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Abstract
This paper treats the problem of estimating the restricted means of normal distributions with a known
variance, where themeans are restricted to a polyhedral convex cone which includes various restrictions such
as positive orthant, simple order, tree order and umbrella order restrictions. In the context of the simultaneous
estimation of the restricted means, it is of great interest to investigate decision-theoretic properties of the
generalized Bayes estimator against the uniform prior distribution over the polyhedral convex cone. In this
paper, the generalized Bayes estimator is shown to be minimax. It is also proved that it is admissible in the
one- or two-dimensional case, but is improved on by a shrinkage estimator in the three- or more-dimensional
case. This means that the so-called Stein phenomenon on the minimax generalized Bayes estimator can be
extended to the case where the means are restricted to the polyhedral convex cone. The risk behaviors of the
estimators are investigated through Monte Carlo simulation, and it is revealed that the shrinkage estimator
has a substantial risk reduction.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Statistical inference under restriction of a parameter space has been extensively studied from
practical and theoretical points of view. Most results have been devoted to testing issues against
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ordered alternatives (See Barlow et al. [1]). Compared with these developments, few papers have
presented a theoretical investigation of point estimation under the restriction of means such as the
simple order and tree order restrictions. Katz [13] and Farrell [7] studied admissibility and mini-
maxity in estimation of a restricted parameter in the one-dimensional case. In multi-dimensional
cases, Hwang and Peddada [10] derived a graphical condition which ensures that the unrestricted
estimators of means are dominated by the restricted maximum likelihood (REML) or isotonic
regression estimators. Chang [5,6] and Sengupta and Sen [17] showed that the REML estimator
can be improved on by a shrinkage estimator in the context of the simultaneous estimation of
vector of the means for the dimension being more than or equal to three. These were extensions of
the results of James and Stein [11] and Stein [18] to the case of the restricted means. Although the
REML estimator is practically useful, it has a theoretical drawback of the inadmissibility, since
truncated estimators such as the REML are, in general, inadmissible. An alternative approach is
to employ a generalized Bayes procedure, and the aim of our study is to investigate and clarify
the properties of the generalized Bayes estimators in a decision-theoretic framework.
To specify the problem considered here, let X = (X1, . . . , Xp)t be a random vector having
p-variate normal distribution Np(, Ip) for unknown  = (1, . . . , p)t . It is supposed that:
(P) the means i’s or the mean vector  are restricted to a polyhedral convex cone of the form
P = {|rtii , i = 1, . . . , q} = {|R}, (1.1)
where R = (r1, . . . , rq)t is a q × p known matrix with full low rank q (p) and  =
(1, . . . , q)t is known.
The general assumption (P) on the means is practically important in statistical inferences, because
the polyhedral convex cone (1.1) includes several restrictions such as
(A) A = {|i0 for i = 1, 2, . . . , p};
(B) B = {|12 · · · p};
(C) C = {|1i for i = 2, 3, . . . , p};
(D) D = {|1 · · · k · · · p};
(E) E = {|i + ii+1 for i = 1, . . . , p − 1, where the i’s are known and nonnegative};
(F) F = {|i+1 − ii+2 − i+1 for i = 1, . . . , p − 2}.
The restrictions (A), (B), (C) and (D) are called the positive orthant, simple order, tree order and
umbrella order restrictions, respectively. In this paper, we want to estimate the restricted mean
vector  based on X relative to the quadratic loss function
L(, (X)) = ‖(X) − ‖2 =
p∑
i=1
(i (X) − i )2, (1.2)
where  = (X) = (1(X), . . . , p(X))t is an estimator of . Every estimator is evaluated by the
risk function R(, ) = E[L(, (X))].
A major method for estimating the restricted means is the REML estimator, though it has
the theoretical defect of the inadmissibility as noted above. An alternative method is a Bayesian
procedure. A basic approach to the Bayes estimation of the restricted means is to suppose the
uniform prior distribution over the polyhedral convex cone P, and the resulting generalized Bayes
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estimator against the uniform prior is
GB =
∫
∈P
 exp(−‖X − ‖2/2) d
/∫
∈P
exp(−‖X − ‖2/2) d. (1.3)
An interesting query from a practical aspect is whether the generalized Bayes estimator is prefer-
able to the REML estimator as an estimator of the restricted means. For this query, Section 5
demonstrates the practical difference between the two estimators through an example of Robert-
son et al. [16].While the simple order restriction is supposed in the example, the unbiased estimates
do not preserve the order of the corresponding means and some elements of the REML estimates
take the same value. On the other hand, the generalized Bayes estimator gives natural estimates
since all the estimates are distinct and keep the increasing order. This may suggest that the gen-
eralized Bayes estimator GB is preferable to the REML as an estimator of the restricted means.
However, no theoretical properties of GB have been developed exceptp = 1.When themeans are
not restricted, the generalized Bayes estimator over the whole space is X, and its minimaxity and
the Stein phenomenon, namely admissibility for p = 1, 2 and inadmissibility for p3 have been
studied in the literature. Can these theoretical properties be inherited by the generalized Bayes
estimator GB over the restricted parameter space P? The main aim of this paper is to resolve this
interesting question and to establish the minimaxity and the Stein phenomenon for GB.
Section 2 handles the minimax issue of the generalized Bayes estimator GB. It is shown that
the unrestricted and unbiased estimator UB = X remains minimax under the restriction (P). The
proofwill be done by using amethod based onmodiﬁcation ofGirshick andSavage’s [8] argument.
This result implies that the REML estimator is minimax, since it is superior to UB. Moreover,
from the minimaxity of UB and the result of Hartigan [9], it follows that the generalized Bayes
estimator GB is minimax. His argument also gives us exact expressions of the risk functions of
the generalized Bayes estimator GB for the restrictions (A)–(C).
The admissibility and inadmissibility of the generalized Bayes estimator GB are discussed in
Sections 3 and 4. When the dimension p is larger than or equal to three, the so-called Stein effect
will work in general in the context of the simultaneous estimation of the means. Thus, it may be
imaginable that GB is inadmissible and dominated by a shrinkage estimator given by
SH = ∗ +
{
1 − p − 2‖GB(X) − ∗‖2
}
(GB(X) − ∗),
where ∗ = Rt (RRt )−1. However, the domain region P of the integrals in GB is very com-
plicated, and it is technically hard to evaluate the risk function of SH. The key to showing the
dominance result lies in the case of q < p, and it is noticed that R satisﬁes the condition
R1p = 0q . (1.4)
In fact, Eq. (1.4) is fulﬁlled by the restrictions (B)–(F). As shown in Section 3, the generalized
Bayes estimator given in (1.3) can be expressed by
GB(x) = x + Rtq(x), (1.5)
where q(x) is a q×1 vector-valued function of x. Combining the expression (1.5) and the condition
(1.4) yields the identity 1tpGB = 1tpx, namely,
p∑
j=1
xj =
p∑
j=1
GBj (1.6)
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for q < p, where GBj denotes the jth element of GB. Using the identity (1.6), we can estab-
lish the dominance property of SH over GB under the condition (1.4). Based on this idea, in
Section 3, we shall prove the stronger result that SH dominates GB under the general restriction
(P) of the polyhedral convex cone for any full rank matrix R in the case of qp.
In the one-dimensional case, namely, p = 1, for the positive orthant restriction (A), the admis-
sibility of the generalized Bayes estimator is well known [13]. Similarly, in the case of p = 2,
it is expected that the generalized Bayes estimator GB is admissible for the quadratic loss. In
fact, the admissibility of GB is established in Section 4 for the restrictions (A) and (B) in the
case p = 2. However, it seems technically difﬁcult to show the admissibility for the general
restriction (P). The results obtained in Sections 3 and 4 mean that the Stein phenomenon of the
minimax generalized Bayes estimator, which is known in estimation of the unrestricted means,
can be extended to the restricted cases.
As stated above, Section 5 presents the practical difference between estimators through an
example of Robertson et al. [16]. Section 5 also gives the results of Monte Carlo simulations
to evaluate the risks of the shrinkage and generalized Bayes estimators SH and GB for the
restrictions (A)–(C). In the simulations we also calculate the risks of the REML estimator and the
James–Stein type estimator improving on the REML. The ﬁnding in Section 5 is that SH reduces
the risks favorably over the others. In particular, the risk reduction is substantial when each of the
true means is near to zero.
In Appendix A we give the proofs of non-essential theorem and lemma.
We conclude this section with stating some remarks. It is noted that the minimaxity of the
generalized Bayes estimators given in Section 2 can be extended to the case of a known and
positive deﬁnite matrix  where X ∼ Np(,). The inadmissibility result given in Section 3
remains true in the case that  is a known and positive deﬁnite matrix.
It is interesting to note that we have a different story if the restricted parameter space is bounded.
For instance, in the case that  is restricted to the compact set {|‖‖r} for a positive r > 0,
the Bayes estimator against the uniform prior over the restricted space is admissible for any
dimension, but is not minimax as studied by Casella and Strawderman [4] and Berry [2].
2. Minimaxity
In this section, we shall establish theminimaxity of the generalized Bayes estimator GB against
the uniform prior over the polyhedral convex cone P given by (1.1). To this end, we ﬁrst show
that the unrestricted and unbiased estimator UB = X remains minimax under the restriction (P).
Theorem 2.1. The unrestricted estimator UB = X is minimax under the restriction (P) relative
to the loss (1.2).
Proof. The minimaxity is proved based on the classic method of Girshick and Savage [8] who
treated an unrestricted case in a univariate location family. Kubokawa [14] recently demonstrated
that the method of Girshick and Savage was still useful for showing minimaxity in a univariate
restricted case.
We ﬁrst prove the minimaxity in the case of q < p. Let
Pk = {| − krti − i0, −k/2(r∗j )tk/2 for i = 1, . . . , q, j = 1, . . . , p − q}
= {| − k1qR − 0q, −(k/2)1p−qR∗(k/2)1p−q},
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where R∗ = (r∗1, . . . , r∗p−q)t is a (p − q) × p matrix such that R∗Rt = 0(p−q)×q . It is noted that∫
∈Pk
d = kp|RRt |−1/2|R∗Rt∗|−1/2,
so that we consider the sequence of the prior distributions
k() =
{
k−p|RRt |1/2|R∗Rt∗|1/2 if  ∈ Pk,
0 otherwise.
The corresponding Bayes estimators are given by
k = k (X) =
∫
a∈Pk
a exp(−‖a − X‖2/2) da
/∫
a∈Pk
exp(−‖a − X‖2/2) da
with the Bayes risk function
r(k, 

k ) =
c|RRt |1/2|R∗Rt∗|1/2
kp
∫
∈Pk
∫
‖k (x) − ‖2 exp(−‖x − ‖2/2) dx d,
where c = (2)−p/2. Since r(k, k )r(k, UB) = p, it is sufﬁcient to show that
lim infk→∞ r(k, k )p. The transformations z = x −  and t = a −  give that
k (x) − =
∫
a∈Pk (a − ) exp(−‖a − x‖2/2) da∫
a∈Pk exp(−‖a − x‖2/2) da
=
∫
t+∈Pk t exp(−‖t − z‖2/2) dt∫
t+∈Pk exp(−‖t − z‖2/2) dt
.
An important point in the proof of the minimaxity is to consider the transformation from  to
 = (t(q), t(p−q))t , where
(q) = 2(R −  + (k/2)1q)/k, (p−q) = 2R∗/k.
Through the transformation, the region Pk is rewritten as
P ∗k = {t| − (k/2)(1q + (q))Rt(k/2)(1q − (q)) and
−(k/2)(1p−q + (p−q))R∗t(k/2)(1p−q − (p−q))}
and the term k (x) −  is rewritten as
k (x) −  =
∫
t∈P ∗k t exp(−‖t − z‖
2/2) dt∫
t∈P ∗k exp(−‖t − z‖2/2) dt
= ∗k(z|) say.
Since the Jacobian of the transformation from  to  is
kp|RRt |−1/2|R∗Rt∗|−1/2/2p,
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the Bayes risk of k is expressed as
r(k, 

k ) =
c
2p
∫
∈U
∫
‖∗k(z|)‖2 exp(−‖z‖2/2) dz d,
where U = {||i |1 for i = 1, . . . , p}. For a small ε > 0, let Uε = {||i | < 1 − ε for i =
1, . . . , p}. Then, the Bayes risk is evaluated as
r(k, 

k )
c
2p
∫
∈Uε
∫
‖∗k(z|)‖2 exp(−‖z‖2/2) dz d.
From the fact that |i | < 1 − ε, it is seen that 1 + i > 0 and 1 − i > 0, which imply that P ∗k
tends toRp as k → ∞ and then ∗k(z|) converges UB(z) = z. Using the Fatou lemma, we obtain
that
lim inf
k→∞ r(k, 

k ) 
c
2p
lim inf
k→∞
∫
∈Uε
∫
‖∗k(z|)‖2 exp(−‖z‖2/2) dz d
 c
2p
∫
∈Uε
∫ ∥∥∥∥lim infk→∞ ∗k(z|)
∥∥∥∥
2
exp(−‖z‖2/2) dz d
= c
2p
∫
∈Uε
d
∫
‖UB(z)‖2 exp(−‖z‖2/2) dz
= (1 − ε)pp.
Since ε is arbitrary, it follows that lim infk→∞ r(k, k )p, which establishes the minimaxity
of UB = X.
The minimaxity result for q = p can be proved along the same line as used above. As a
sequence of prior distributions of , we consider the form k() = k−p|RRt |1/2 if  ∈ Pk and 0
otherwise, where
Pk = {| − k1pR − 0p}.
Then, we can employ the same arguments as in the above proof to establish the minimaxity of
UB in the case of q = p. 
Although the minimaxity of the unrestricted estimator UB = X is veriﬁed in the restricted case
(P), UB may be useless, because it takes values outside the restricted space. An alternative is to
take the REML estimator which projects X onto the restricted space P. Since the REML estimator
is known to dominate the unrestricted one X in terms of risk, Theorem 2.1 implies that the REML
estimator is minimax under the loss (1.2). In general, however, such truncated estimators like the
REML one are known to be inadmissible. Another approach is to consider the generalized Bayes
estimator against the uniform prior on the restricted space P, given by GB = X + g, where
g = g(X) =
∫
∈P
( − X) exp(−‖ − X‖2/2) d
/∫
∈P
exp(−‖ − X‖2/2) d .
Hartigan [9] showed that the generalized Bayes estimator against the uniform prior over a closed
convex set dominates UB under the quadratic loss function. This yields the following corollary:
Corollary 2.1. For the restriction (P), the generalized Bayes estimator GB dominates the unre-
stricted estimator UB and hence GB is minimax.
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The generalized Bayes estimators GB for the restrictions (A), (B) and (C) are denoted by GBA ,
GBB and 
GB
C , respectively. Exact expressions of their risk functions of the generalized Bayes
estimators are given in the following theorem.
Theorem 2.2. For the restrictions (A), (B) and (C), the risks of the generalized Bayes estimators
GBA , 
GB
B and 
GB
C are expressed as follows:
R(, GBA ) = p −
p∑
i=1
E
[
i exp(−X2i /2)∫∞
0 exp(−(i − Xi)2/2) di
]
, (2.1)
R(, GBB ) = p +
p−1∑
i=1
(i − i+1)E
[∫
−i∈B−i (i+1|Xi)
∏
j =i (j |Xj) d−i∫
∈B exp(−‖ − X‖2/2) d
]
, (2.2)
R(, GBC ) = p +
p∑
i=2
(1 − i )E
[∫
−i∈C−i (1|Xi)
∏
j =i (j |Xj) d−i∫
∈C exp(−‖ − X‖2/2) d
]
, (2.3)
where −i = (1, . . . , i−1, i+1, . . . , p)t , B−i = {−i | − ∞ < 1 · · · i−1i+1 · · ·
p < ∞} and C−i = {−i |1j for j = 1, i}, and (j |xi) is deﬁned by
(j |xi) = exp{−(j − xi)2/2}. (2.4)
We put the proof of Theorem 2.2 in Section 6.1. Theorem 2.2 provides the exact expressions of
the risks of the generalizedBayes estimators GB . From the expressions, it is seen thatR(, 
GB
A ) =
R(,X) = p at  = 0 and that R(, GBB ) = R(,X) and R(, GBC ) = R(,X) at 1 = · · · = p.
Remark 2.1. It is remarked that the results given by Theorems 2.1 and 2.2 can be extended to the
general case that X ∼ Np(,) for a positive deﬁnite and fully known matrix . In this general
situation, it can be shown that UB = X is minimax in estimation of  restricted to the polyhedral
convex cone P under the quadratic loss of the form ‖ − ‖2 = ( − )t−1( − ), where  is
an estimator of . It can be also veriﬁed that the generalized Bayes estimator
GB =
∫
∈P
 exp(−‖ − X‖2/2) d
/∫
∈P
exp(−‖ − X‖2/2) d
dominates UB and is minimax.
3. Inadmissibility
We shall discuss the inadmissibility and admissibility of the generalized Bayes estimator GB in
Sections 3 and 4. When the dimension p is larger than or equal to three, it may be possible that the
generalized Bayes estimator against the uniform prior over the restricted space P is inadmissible
since the Stein effect can work in the context of the simultaneous estimation of the means. In this
section, we shall show that the generalized Bayes estimator GB = X + g(X) is improved on by
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a shrinkage estimator of the form
SH = SH(X) = ∗ +
{
1 − a‖GB(X) − ∗‖2
}
(GB(X) − ∗), (3.1)
where ∗ = Rt (RRt )−1 and a is a positive constant.
To establish the dominance result, we ﬁrst derive interesting and useful properties of the gen-
eralized Bayes estimator GB(x) = x + g(x).
Lemma 3.1. The generalized Bayes estimator under the restriction (P) is expressed by
GB(x) = x + Rtq(x), (3.2)
where q(x) is a q × 1 vector-valued function of x.
The proof of Lemma 3.1 is postponed to Section 6.2. Lemma 3.1 implies that g(x) = Rtq(x).
Using Lemma 3.1, we immediately obtain the following lemma:
Lemma 3.2. Assume that q < p. If R1p = 0q , then the identity of the form 1tpx = 1tpGB(x),
namely,
p∑
j=1
xj =
p∑
j=1
GBj (x),
holds under the restriction (P).
It is noted that the condition that R1p = 0q in Lemma 3.2 is satisﬁed by the order restrictions
(B)–(F). The identity given in Lemma 3.2 is the key to showing Lemma 3.4 which is essential
for establishing the dominance result. To show Lemma 3.4, we use the following lemma due to
Karlin and Rinott [12].
Lemma 3.3. Let f1 and f2 be probability densities on X ⊆ Rp satisfying for all ,  ∈ X
f1()f2()f2( ∨ )f1( ∧ ), (3.3)
where
 ∨ = (max(1, 1), . . . ,max(p, p))t ,
 ∧ = (min(1, 1), . . . ,min(p, p))t
for  = (1, . . . , p)t and  = (1, . . . , p)t . Then for any increasing 	 on X ,∫
∈X
	()f1() d
∫
∈X
	()f2() d.
Lemma 3.4. LetH = H(x) be ap×pmatrixwith the (i, j)-element beingHij (x) = gj (x)/xi .
Then H is negative semi-deﬁnite.
Proof. The proof will be done by considering the three cases: (Case 1) R satisﬁes R1p = 0q for
q < p, (Case 2) R is any full rank matrix for q < p and (Case 3) R is any full rank matrix for
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q = p. Note that the element Hij is written by
gj (x)
xi
= 
xi
{∫
∈P j exp(−‖‖2/2 + xt) d∫
∈P exp(−‖‖2/2 + xt) d
− xj
}
=
∫
∈P ij exp(−‖‖2/2 + xt) d∫
∈P exp(−‖‖2/2 + xt) d
−
∫
∈P i exp(−‖‖2/2 + xt) d∫
∈P exp(−‖‖2/2 + xt) d
×
∫
∈P j exp(−‖‖2/2 + xt) d∫
∈P exp(−‖‖2/2 + xt) d
− ij ,
where ij denotes Kronecker’s delta. Hence H is symmetric, i.e., Hij (x) = Hji(x) for i < j .
Case 1: When R satisﬁes R1p = 0q for q < p, Lemma 3.2 implies that 1tpx = 1tpGB(x).
From Lemma 3.2, we observe that
0 = 
xi
{
1tp(GB(x) − x)
}
= 
xi
p∑
j=1
gj (x) =
p∑
j=1
Hij (x), i = 1, . . . , p.
Thus, the diagonal elements of H can be rewritten as
H11(x) = −
p∑
j=2
H1j (x),
H22(x) = −
∑
j =2
H2j (x) = −H12(x) −
p∑
j=3
H2j (x),
...
Hpp(x) = −
∑
j =p
Hpj (x) = −
p−1∑
i=1
Hip(x),
which implies that
H =
⎛
⎜⎜⎜⎜⎝
−∑pj=2 H1j (x) H12(x) · · · H1p(x)
H12(x) −H12(x) −∑pj=3 H2j (x) · · · H2p(x)
...
...
. . .
...
H1p(x) H2p(x) · · · −∑p−1i=1 Hip(x)
⎞
⎟⎟⎟⎟⎠
= −
∑
i<j
Hij (x)Pij , (3.4)
where Pij is a p × p matrix such that the (i, i)- and (j, j)-elements are ones, the (i, j)- and
(j, i)-elements are minus ones and the others are zeros. It is noted that ztPij z = (zi − zj )2 for
any vector z = (z1, . . . , zp)t . Then from (3.4), we observe that
ztHz = −
∑
i<j
Hij (x)(zi − zj )2, (3.5)
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which implies that H is negative semi-deﬁnite if Hij (x)0 for i < j . Hence it is sufﬁcient to
show the inequality Hij (x)0 for i < j .
Lemma 3.3 is used to verify the inequality Hij (x)0. For the restriction (P), let f and fε be
probability densities on X = P with
f () = exp(−‖‖
2/2 + xt)
c(x)
, fε() = exp(−‖‖
2/2 + (x + i )t)
c(x + i ) ,
where x + i = (x1, . . . , xi−1, xi + ε, xi+1, . . . , xp)t , ε > 0, and
c(x) =
∫
∈P
exp(−‖‖2/2 + xt) d.
It is easy to check that a pair of f and fε satisﬁes the inequality (3.3). Then from Lemma 3.3, it
follows that for any ε > 0,
∫
∈P
j f () d
∫
∈P
j fε() d,
which means that GBj =
∫
∈P j f () d is nondecreasing of xi , namely,
Hij (x) = gj (x)xi =
GBj
xi
0
for i = j . From (3.5), it is seen that H is negative semi-deﬁnite, and Lemma 3.4 is proved
in Case 1.
Case 2: Let R be any full rank matrix for q < p. For any vector  ∈ Rp, let us consider the
linear mapping 
 :  → R. Since the rank of R is q (< p), the dimension of the kernel of 

is p − q. Hence there exists a vector  such that R = 0q . Let  be a p × p orthogonal matrix
such that  = 1p where  is a vector in the kernel of 
, namely,  belongs to the intersection
of hyperplanes rti = 0, i = 1, . . . , q, if q2 or to the hyperplane R = 0 if q = 1. Noting that
R = 0q , we can see that
0q = R = Rt = Rt1p.
It is noted that H is written as
H =
∫
∈P 
t exp(−‖‖2/2 + xt) d∫
∈P exp(−‖‖2/2 + xt) d
−
{∫
∈P  exp(−‖‖2/2 + xt) d∫
∈P exp(−‖‖2/2 + xt) d
}{∫
∈P 
t exp(−‖‖2/2 + xt) d∫
∈P exp(−‖‖2/2 + xt) d
}
−Ip.
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Making the transformation  =  and letting z = x, we can write H as
H =t
(∫
∈P ∗ 
t exp(−‖‖2/2 + zt) d∫
∈P ∗ exp(−‖‖2/2 + zt) d
−
{∫
∈P ∗  exp(−‖‖2/2 + zt) d∫
∈P ∗ exp(−‖‖2/2 + zt) d
}{∫
∈P ∗ 
t exp(−‖‖2/2 + zt) d∫
∈P ∗ exp(−‖‖2/2 + zt) d
}
− Ip
)

=t
(
g∗j (z)
zi
)
,
where P ∗ = {|R∗} for R∗ = Rt and
g∗j (z) =
∫
∈P ∗(j − zj ) exp(−‖‖2/2 + zt) d∫
∈P ∗ exp(−‖‖2/2 + zt) d
.
Using the fact that R∗1p = 0q and the result in Case 1, we can see that the matrix (g∗j (u)/ui)
is negative semi-deﬁnite, which implies that H is negative semi-deﬁnite in Case 2.
Case 3: When q = p and R is any full rank matrix, let 	 = (t , p+1)t and y = (xt , xp+1)t for
any p+1 and xp+1. Denote
P0 = {	|R, −∞ < p+1 < ∞}
= {	|R0	},
where R0 is p× (p+ 1) matrix of the form R0 = [R, 0p]. The set P0 is a polyhedral convex cone
in Rp+1. Let H0 = (g∗∗j (y)/yi), where
g∗∗j (y) =
∫
	∈P0(j − yj ) exp(−‖	‖2/2 + yt	) d	∫
	∈P0 exp(−‖	‖2/2 + yt	) d	
, j = 1, . . . , p + 1.
It is noted that g∗∗p+1(y) = 0 and g∗∗j (y) = gj (x) if j = 1, . . . , p and that
H0 =
(
H 0p
0tp 0
)
.
From the result in Case 2, H0 is negative semi-deﬁnite, and so is H. Therefore, the negative
semi-deﬁniteness of H is proved for all the cases (Cases 1–3). 
The following divergence theorem is useful for evaluating the risk function of SH. Let C be a
closed convex set in Rp and let C be the boundary of C. Denote by 
() an outward unit normal
vector at a point  on C and by C() the Lebesgue measure on C.
Lemma 3.5 (Gauss’ divergence theorem). For i = 1, . . . , p, let	i ()beadifferentiable function
on C. Then for 
() = (1(), . . . , p())t ,∫
∈C
p∑
i=1

i
	i () d =
∫
∈C
p∑
i=1
i ()	i () dC().
Theorem 3.1. Assume that 0 < a2(p − 2) for p3. Under the restriction (P), SH given by
(3.1) dominates GB relative to the loss (1.2).
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Proof. It is noted that the estimation problem and the estimators SH and GB are invariant under
the transformations X → X + b and  →  + b with  →  + Rb for any vector b. Hence we
assume without any loss of generality that  = 0p.
The risk difference of the estimators SH and GB is written as
= R(, SH) − R(, GB)
= E
[
−2a
p∑
i=1
(Xi − i + gi(X)) Xi + gi(X)‖X + g(X)‖2 +
a2
‖X + g(X)‖2
]
. (3.6)
From the Stein identity, the cross product term can be evaluated as
p∑
i=1
E
[
(Xi − i )(Xi + gi(X))
‖X + g(X)‖2
]
=
p∑
i=1
E
[

Xi
Xi + gi(X)
‖X + g(X)‖2
]
= E
[
p − 2
‖X + g(X)‖2 +
∑p
i=1 gi(X)/Xi
‖X + g(X)‖2
−2
∑p
i, j=1(Xi + gi(X))(Xj + gj (X))(gj (X)/Xi)
‖X + g(X)‖4
]
. (3.7)
Substituting (3.7) into (3.6) yields
= E
[
a2 − 2a(p − 2)
‖X + g(X)‖2
]
−2aE
[∑p
i=1{gi(X)/Xi + gi(X)(Xi + gi(X))}
‖X + g(X)‖2
]
+4aE
[
(X + g(X))tH(X + g(X))
‖X + g(X)‖4
]
, (3.8)
where H is p × p matrix whose (i, j)-element is given by gj (X)/Xi .
For the second expectation in the r.h.s. of (3.8), we note that
p∑
i=1
{
gi(x)
xi
+ gi(x)(xi + gi(x))
}
=
p∑
i=1
(/xi)
∫
∈P (i − xi) exp(−‖‖2/2 + xt) d∫
∈P exp(−‖‖2/2 + xt) d
.
H. Tsukuma, T. Kubokawa / Journal of Multivariate Analysis 99 (2008) 141–164 153
Using Lemma 3.5, we observe that
p∑
i=1

xi
∫
∈P
(i − xi) exp(−‖‖2/2 + xt) d
= −
∫
∈P
p∑
i=1

i
{i exp(−‖‖2/2 + xt)}d
= −
∫
∈P

()t exp(−‖‖2/2 + xt) dP ()
= 0,
where P and P (), respectively, denote the boundary ofP and the Lebesguemeasure on P , and

() is an outward unit normal vector at a point  on the boundary. The last equality follows from
the fact that the inner product 
()t is equal to zero since the origin belongs to the intersection
of hyperplanes rti = 0, i = 1, . . . , q, for R = (r1, . . . , rq)t .
Finally, applying Lemma 3.4 to the third term of the r.h.s. in (3.8), we complete the proof of
Theorem 3.1. 
We conclude this section by stating some remarks. It is noted that the results given in
Section 3 can be extended to the model X ∼ Np(,) with  being any known, positive deﬁnite
matrix.
Remark 3.1. The interesting relation given in Lemma 3.2 for the restriction (P) with satisfying
R1p = 0q implies the following: denote a projection matrix onto 1p by P1 = 1p(1tp1p)−11tp. We
then note that GB − X = g belongs to the orthogonal complement of 1p since P1X = P1GB.
Fig. 1 is a rough sketch of each estimator for the simple order restriction (B). Under this
restriction, the matrix R satisﬁes R1p = 0q . The left side in Fig. 1 is the case where the obser-
vation X is inside Bx = {X|X1X2 · · · Xp} and the right is the case where X is in the set
{X|X1X2 · · · Xp}. In Fig. 1, the estimator MLB is the REML estimator of the form
MLB = PBxX,
where PBxX is the orthogonal projection of X onto Bx . Also the estimator JSB is the James–Stein
type estimator of the form
JSB = PBxX −
p − 2
‖X‖2 XIBx (X),
where IBx (X) is the indicator function of the region Bx . Note that JSB dominates 
ML
B with respect
to the quadratic loss function.
Remark 3.2. The matrix H in Lemma 3.4 can be represented as
H = E[( − E[|X])( − E[|X])t |X] − Ip
= Cov(|X) − Ip.
It is noted that Cov(|X) is a covariance matrix of the conditional distribution of  given X
and that the conditional distribution of  given X is a truncated multivariate normal distribution.
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Fig. 1. Rough sketch of each estimator for the simple order restriction (B) (left: X ∈ {X|X1 · · · Xp}, right:
X ∈ {X|X1 · · · Xp}).
It is conceivable that the covariance matrix of non-truncated normal vector, i.e., Ip, is larger
than Cov(|X). This matter really holds for the truncation on the set P since H is negative semi-
deﬁnite.
Remark 3.3. As seen in Lehmann and Casella [15], the James–Stein estimator can be improved
on by the positive-part Stein estimator when the parameter space is not restricted. However, it
seems technically hard to establish the same property in our restricted problem. We thus claim
the conjecture that the shrinkage estimator SH may be dominated by its positive-part estimator
PP = ∗ + max{0, 1 − a‖GB(X) − ∗‖−2}(GB(X) − ∗).
4. Admissibility
For p = 2, we expect that the generalized Bayes estimator is admissible. In this section,
we prove the admissibility results for the positive orthant and the simple order restrictions (A)
and (B).
Using Lemma 3.3, we ﬁrst show the admissibility of the generalized Bayes estimator for the
positive orthant restriction (A).
Theorem 4.1. In the estimation issue under the positive orthant restriction (A), the generalized
Bayes estimator GBA is admissible for p = 2.
Proof. The method of Brown and Hwang [3] is employed for the proof. Consider a sequence of
the prior distributions k() = {hk(‖‖)}2,  ∈ A, where
hk(t) =
⎧⎪⎨
⎪⎩
1 if 0 t1,
1 − log t/ log k if 1 tk,
0 if k < t.
(4.1)
The resulting sequence of the Bayes estimators has the form

∗
k = 
∗
k (X) =
∫
∈A {hk(‖‖)}2 exp(−‖ − X‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − X‖2/2) d
.
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The difference of the Bayes risk functions of the two estimators GBA and 
∗
k is written by
k = c
∫
∈A
∫
{‖GBA − ‖2 − ‖
∗
k − ‖2}
×exp(−‖x − ‖2/2) dx{hk(‖‖)}2 d
= c
∫
‖GBA − 
∗
k ‖2
∫
∈A
{hk(‖‖)}2 exp(−‖ − x‖2/2) d dx (4.2)
for c = 1/(2). Let f1 and f2 be probability densities on X = A with
f1() = {hk(‖‖)}
2 exp(−‖ − x‖2/2)∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
,
f2() = exp(−‖ − x‖
2/2)∫
∈A exp(−‖ − x‖2/2) d
.
Noting that {hk(‖ ∧ ‖)}2{hk(‖‖)}2 since {hk(t)}2 is nonincreasing of t, we can see that
f1()f2()f2( ∨ )f1( ∧ ). Hence, it follows from Lemma 3.3 that
(
∗
k )i =
∫
∈A
if1() d
∫
∈A
if2() d = GBi , i = 1, 2. (4.3)
Using the integration by parts shows that
GB1 − x1 =
∫
∈A(1 − x1) exp(−‖ − x‖2/2) d∫
∈A exp(−‖ − x‖2/2) d
= exp(−x
2
1/2)∫∞
0 exp(−(1 − x1)2/2) d1
(4.4)
and that
(
∗
k )1 − x1
=
∫
∈A(1 − x1){hk(‖‖)}2 exp(−‖ − x‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
= exp(−x
2
1/2)
∫ k
0{hk(2)}2 exp(−(2 − x2)2/2) d2∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
−2
∫
∈A, 1‖‖k hk(‖‖){1/(‖‖2 log k)} exp(−‖ − x‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
. (4.5)
Combining (4.3)–(4.5) gives that
0GB1 − x1 − (
∗
k )1 + x1
= exp(−x
2
1/2)∫∞
0 exp(−(1 − x1)2/2) d1
−exp(−x
2
1/2)
∫ k
0{hk(2)}2 exp(−(2 − x2)2/2) d2∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
+2
∫
∈A, 1‖‖k 1‖‖−2(log k)−1hk(‖‖) exp(−‖ − x‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
. (4.6)
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Note that
hk(‖‖)I ( ∈ A, 0‖‖k)hk(2)I (01k, 02k),
where I (A) denotes one if A is true and zero otherwise. Then we observe that∫
∈A
{hk(‖‖)}2 exp(−‖ − x‖2/2) d

∫
01k, 02k
{hk(2)}2 exp(−‖ − x‖2/2) d

∫ ∞
0
exp(−(1 − x1)2/2) d1
∫ k
0
{hk(2)}2 exp(−(2 − x2)2/2) d2,
which is used to evaluate the second term in the r.h.s. of Eq. (4.6), and we can see that
0  GB1 − x1 − (
∗
k )1 + x1
 2
∫
∈A, 1‖‖k 1‖‖−2(log k)−1hk(‖‖) exp(−‖ − x‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
. (4.7)
Similarly, we have
0  GB2 − x2 − (
∗
k )2 + x2
 2
∫
∈A, 1‖‖k 2‖‖−2(log k)−1hk(‖‖) exp(−‖ − x‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
.
Therefore, the term ‖GBA − 
∗
k ‖2 in (4.2) is evaluated as
‖GBA − 
∗
k ‖2
4
{∫
∈A, 1‖‖k 1‖‖−2(log k)−1hk(‖‖) exp(−‖ − x‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
}2
+4
{∫
∈A, 1‖‖k 2‖‖−2(log k)−1hk(‖‖) exp(−‖ − x‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
}2
4
∫
∈A, 1‖‖k ‖‖−2(log k)−2 exp(−‖ − x‖2/2) d∫
∈A{hk(‖‖)}2 exp(−‖ − x‖2/2) d
,
where the second inequality follows from Schwarz’s inequality. Finally, we obtain that
k  4c
∫ ∫
∈A, 1‖‖k
‖‖−2(log k)−2 exp(−‖ − x‖2/2) d dx
= 4
∫
∈A, 1‖‖k
1
‖‖2(log k)2 d
= 2
∫ k
1
1
r(log k)2
dr = 2(log k)−1 → 0, k → ∞,
which completes the proof for the restriction (A) with p = 2. 
Theorem 4.2. In the estimation issue under the simple order restriction (B), the generalized
Bayes estimator GBB is admissible for p = 2.
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Proof. Take the sequence of the prior distributions k() = {hk(‖‖)}2,  ∈ B, where hk(t)
is deﬁned as (4.1). Then we denote by ∗k = 
∗
k (X) the sequence of the corresponding Bayes
estimators. The difference of the Bayes risk functions of the two estimators GBB and 
∗
k is
given by
k = c
∫
‖GBB − 
∗
k ‖2
∫
∈B
{hk(‖‖)}2 exp(−‖ − x‖2/2) d dx,
where c = (2)−1.
Let  be the orthogonal matrix such as
 = 1√
2
(
1 1
−1 1
)
.
Making the orthogonal transformations  =  and z = x, we can write the difference of the
Bayes risk functions as
k = c
∫
‖GBB (z) − 
∗
k (z)‖2
∫
∈Pb
{hk(‖‖)}2 exp(−‖ − z‖2/2) d dz, (4.8)
where Pb = {| − ∞ < 1 < ∞, 02 < ∞} and
GBB (z) =
∫
∈Pb  exp(−‖ − z‖2/2) d∫
∈Pb exp(−‖ − z‖2/2) d
,

∗
k (z) =
∫
∈Pb {hk(‖‖)}2 exp(−‖ − z‖2/2) d∫
∈Pb {hk(‖‖)}2 exp(−‖ − z‖2/2) d
.
By the integration of parts, each element of GBB (z) and 
∗
k (z) can be rewritten as
GB1 (z) = z1,
GB2 (z) = z2 +
exp(−z22/2)∫∞
0 exp(−(2 − z2)2/2) d2
,
{∗k (z)}1 = z1,
{∗k (z)}2 = z2 +
exp(−z22/2)
∫
0 |1|k{hk(|1|)}2 exp(−(1 − z1)2/2) d1∫
∈Pb {hk(‖‖)}2 exp(−‖ − z‖2/2) d
−2
∫
∈Pb, 1‖‖k 2‖‖−2(log k)−1hk(‖‖) exp(−‖ − z‖2/2) d∫
∈Pb {hk(‖‖)}2 exp(−‖ − z‖2/2) d
.
We here show that GB2 (z) − {
∗
k (z)}20 by using Lemma 3.3. Let f1 and f2 be probability
densities on X = Pb with
f1(2) =
exp(−(2 − z2)2/2)
∫∞
−∞{hk(‖‖)}2 exp(−(1 − z1)2/2) d1∫
∈Pb {hk(‖‖)}2 exp(−‖ − z‖2/2) d
,
f2(2) =
exp(−(2 − z2)2/2)∫∞
0 exp(−(z2 − 2)2/2) d2
.
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Now, we can see that
d
d2
∫ ∞
−∞
{hk(‖‖)}2 exp(−(1 − z1)2/2) d1
=
⎧⎪⎨
⎪⎩−2
∫ √k2−22
−
√
k2−22
2
‖‖2 log k hk(‖‖) exp(−(1 − z1)
2/2) d1 if 02k,
0 otherwise,
which implies that
∫∞
−∞{hk(‖‖)}2 exp(−(1 − z1)2/2) d1 is nonincreasing of 2. Then it holds
that f1(2)f2(2)f2(max(2, 2))f1(min(2, 2)), which yields from Lemma 3.3 that
{∗k (z)}2 =
∫ ∞
0
2f1(2) d2
∫ ∞
0
2f2(2) d2 = GB2 (z). (4.9)
Using the inequality (4.9) and the evaluation method similar to (4.7), we obtain that
0  GB2 (z) − {
∗
k (z)}2
 2
∫
∈Pb, 1‖‖k 2‖‖−2(log k)−1hk(‖‖) exp(−‖ − z‖2/2) d∫
∈Pb {hk(‖‖)}2 exp(−‖ − z‖2/2) d
.
Then the term ‖GBB (z) − 
∗
k (z)‖2 in (4.8) can be evaluated as
‖GBB (z) − 
∗
k (z)‖2 = (GB2 (z) − {
∗
k (z)}2)2
 4
∫
∈Pb, 1‖‖k 
2
2‖‖−4(log k)−2 exp(−‖ − z‖2/2) d∫
∈Pb {hk(‖‖)}2 exp(−‖ − z‖2/2) d
.
Hence from (4.8), we observe that
k4
∫
∈Pb, 1‖‖k
22
‖‖4(log k)2 d = 2(log k)
−1 → 0, k → ∞,
which proves Theorem 4.2. 
Remark 4.1. It would be interesting to know why the generalized Bayes estimator over the
restricted space is not admissible when p3. Although it is difﬁcult to give a convinced answer
to the query, an intuitive reason of the inadmissibility is that the restricted space expands as
spaciously as the unrestricted space for p3 when ‖‖ goes to inﬁnity. From a technical aspect,
the similar argument of the proof of Theorem 4.1 gives that the difference of the Bayes risk
function like (4.2) is evaluated as, for p3,
k  4
∫
∈A, 1‖‖k
1
‖‖2(log k)2 d = (const.) ×
∫
1 rk
rp−3
(log k)2
dr
= (const.)
p − 2 ×
kp−2 − 1
(log k)2
,
which does not converge to zero as k → ∞. See also Brown and Hwang [3].
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5. Numerical studies
5.1. The pituitary ﬁssure data
We ﬁrst apply the generalized Bayes and its shrinkage procedures to the practical data in
Example 1.1.1 of Robertson et al. [16]. The data are the size of the pituitary ﬁssure and are
measured with respect to four kinds of age. It is reasonable to assume that the pituitary ﬁssure
increases with age, namely, the simple order restriction. For more details, see Examples 1.1.1 and
1.2.2 of Robertson et al. [16].
Table 1 shows the results of ﬁve estimators; the unbiased estimator, the REML estimator, the
James–Stein estimator, the generalized Bayes estimator, and its shrinkage estimator, denoted by
UB, ML, JS, GB and SH, respectively. The four estimators ML, JS, GB and SH are imposed on
the simple order restriction (B), respectively, where ML and JS are deﬁned as Remark 3.1. Table
1 suggests that UB violates the order corresponding to subjects aged 8, 10, and 12 and, in the
same cases, ML gives the same estimates, namely 22.22. For this data, JS is equivalent to ML.
On the other hand, GB gives natural estimates since the estimates for four ages are distinct and
keep the increasing order with age. In this case, SH gives slightly smaller values than GB.
5.2. Risk comparison via Monte Carlo simulations
In this section,we investigate the risk performances of estimators for the restrictions (A)–(C) via
Monte Carlo simulations. The risk values of the estimators are derived from 10,000 replications
and these replications are generated from Np(, Ip) with p = 3. For a nonnegative value c, we
consider the three cases:  = (c, c, c)t ,  = (−c, 0, c)t and  = (−c, c, c)t which correspond to
the positive orthant restriction (A), the simple order restriction (B) and the tree order restriction
(C), respectively. Figs. 2–4 are the simulation results in the cases of the positive orthant, the simple
order, and the tree order restrictions, respectively. In Figs. 2–4, UB, GB, and SH stand for UB,
GB , and 
SH
 with a = p − 2, respectively.
Moreover, we calculated the risk values of the REML estimator and the James–Stein type
estimator for each restriction on the means. Let Ax = {X|Xi0 for i = 1, . . . , p}, Bx =
{X|X1X2 · · · Xp} and Cx = {X|X1Xi for i = 2, . . . , p}. For the restricted space  =
Ax , Bx and Cx , the REML estimator and the James–Stein type estimator are given by
ML = PX,
JS = PX −
p − 2
‖X‖2 XI(X),
Table 1
Estimates for the pituitary ﬁssure data
Age 8 10 12 14
UB 22.50 23.33 20.83 24.25
ML 22.22 22.22 22.22 24.25
JS 22.22 22.22 22.22 24.25
GB 20.68 22.08 23.03 25.15
SH 20.66 22.06 23.01 25.13
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Fig. 2. Risk values in estimation under positive orthant restriction  = (c, c, c)t , 0c5.
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Fig. 3. Risk values in estimation under simple order restriction  = (−c, 0, c)t , 0c5.
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Fig. 4. Risk values in estimation under tree order restriction  = (−c, c, c)t , 0c5.
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where PX is the orthogonal projection of X onto , and I(X) is the indicator function of the
region . In Figs. 2–4, ML and 
JS
 are abbreviated as ML and JS, respectively.
We summarize the results of Figs. 2–4 as follows:
(1) Under simple order and tree order restrictions, SH  JS  ML  GB  UB when  is near to
zero vector, where a  b means that a is better than b. Under positive orthant restriction,
JS  SH  ML  GB  UB when  is near to zero vector.
(2) Under each restriction, SH  GB  JS  ML  UB when c is larger than one. As c increases,
namely,  is far from zero vector, the risk values of SH, GB, JS, and ML approach that of UB.
(3) GB has the same risk value as UB has in the case where  is zero vector. This fact analytically
follows from (2.1), (2.2) and (2.3) in Section 2.
(4) As shown in Theorem 3.1, SH reduces the risk favorably over GB, in particular, when c is
small. For the simulation set-up considered here, the ﬁgures show that SH is superior to ML.
Appendix A. Proofs
A.1 Proof of Theorem 2.2
The arguments used in Hartigan [9] are useful for the proof. Let
g = (g1(X), . . . , gp(X))t =
∫
∈( − X) exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
for  = A,B andC. For each , the difference of the generalizedBayes and the unbiased estimators
is represented as
 = E[‖X + g − ‖2 − ‖X − ‖2]
= E[2(X − )tg + ‖g‖2]
= E[(X − )tg + ‖g‖2] + E[(X − )tg].
Applying the Stein identity to E[(X − )tg], we have
E[(X − )tg] = E
[
p∑
i=1
gi (X)
Xi
]
= −p + E
[
p∑
i=1
[∫
∈(i − Xi)2 exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
−
{∫
∈(i − Xi) exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
}2⎤⎦
⎤
⎦
= −p − ‖g‖2 + E
[
p∑
i=1
∫
∈(i − Xi)2 exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
]
,
which yields that
 = E
[
(X − )tg − p +
p∑
i=1
∫
∈(i − Xi)2 exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
]
. (A.1)
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From the fact that (Xi − i )(i −Xi) = (i − i )(i −Xi)− (i −Xi)2, the term E[(X− )tg]
is rewritten as
E[(X − )tg] = E
[
p∑
i=1
∫
∈(Xi − i )(i − Xi) exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
]
= E
[
p∑
i=1
∫
∈(i − i )(i − Xi) exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
−
p∑
i=1
∫
∈(i − Xi)2 exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
]
,
which, from (A.1), gives that
 = E
[
p∑
i=1
∫
∈(i − i )(i − Xi) exp(−‖ − X‖2/2) d∫
∈ exp(−‖ − X‖2/2) d
]
− p. (A.2)
It is noted that

i
{(i − i ) exp(−‖ − X‖2/2)}
= exp(−‖ − X‖2/2) − (i − i )(i − Xi) exp(−‖ − X‖2/2).
Then, it follows from (A.2) and the above expression that
 = E
[
p∑
i=1
∫
∈(/i ){(i − i ) exp(−‖ − X‖2/2)}d∫
∈ exp(−‖ − X‖2/2) d
]
. (A.3)
Finally, we shall evaluate the r.h.s. of Eq. (A.3) directly for each restricted space.
For the simple order restriction (B), it is seen that
p∑
i=1
∫
∈B

i
{
(i − i ) exp(−‖ − x‖2/2)
}
d
=
p∑
i=1
∫
−i∈B−i
[
(i − i ) exp(−‖ − x‖2/2)
]i+1
i=i−1
d−i
=
∫
−1∈B−1
(1 − 2)(2|x1)
∏
j =1
(j |xj ) d−1
+
p−1∑
i=2
∫
−i∈B−i
{(i − i+1)(i+1|xi) − (i − i−1)(i−1|xi)}
∏
j =i
(j |xj ) d−i
−
∫
−p∈B−p
(p − p−1)(p−1|xp)
∏
j =p
(j |xj ) d−p, (A.4)
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where 0 = −∞ and p+1 = ∞, and B−i is deﬁned in Theorem 2.2. It is noted that for any
integrable function h(·) on R,∫
−i∈B−i
h(i+1)(i+1|xi)
∏
j =i
(j |xj ) d−i
=
∫
−(i+1)∈B−(i+1)
h(i )(i |xi+1)
∏
j =i+1
(j |xj ) d−(i+1),
which can be used to simplify (A.4) as
p∑
i=1
∫
∈B

i
{
(i − i ) exp(−‖ − x‖2/2)
}
d
=
p−1∑
i=1
(i − i+1)
∫
−i∈B−i
(i+1|xi)
∏
j =i
(j |xj ) d−i .
Substituting this into (A.3) gives the risk expression (2.2).
Using the similar way also gives the risk expressions (2.1) and (2.3), respectively, and the
derivations are omitted. 
A.2 Proof of Lemma 3.1
For the case of q = p, we take q(x) = (Rt )−1g(x), which gives the expression (3.2). In the
case of q < p, let  = [Rt (RRt )−1/2, Rt∗]t be an orthogonal matrix where R∗Rt = 0(p−q)×q .
Making the transformation  =  and letting z = x, we get
GB(x) − x =
∫
∈P ( − x) exp(−‖ − x‖2/2) d∫
∈P exp(−‖ − x‖2/2) d
= [Rt (RRt )−1/2, Rt∗]
∫
∈P( − z) exp(−‖ − z‖2/2) d∫
∈P exp(−‖ − z‖2/2) d
,
where P = {|Rt}. Noting that Rt = [(RRt )1/2, 0q×(p−q)], we can rewrite the integral
domain P as
P = {|(RRt )1/2(q), −∞ < q+1 < ∞, . . . ,−∞ < p < ∞}
for (q) = (1, . . . , q)t . Hence, it follows that for i = q + 1, . . . , p,∫
∈P(i − zi) exp(−‖ − z‖2/2) d∫
∈P exp(−‖ − z‖2/2) d
=
∫∞
−∞(i − zi) exp(−(i − zi)2/2) di∫∞
−∞ exp(−(i − zi)2/2) di
= 0,
which yields that
GB(x) − x = Rt (RRt )−1/2
∫
(q)∈P ∗ ((q) − z(q)) exp(−‖(q) − z(q)‖2/2) d(q)∫
(q)∈P ∗ exp(−‖(q) − z(q)‖2/2) d(q)
≡ Rtq(x),
where P ∗ = {(q)|(RRt )1/2(q)} and z(q) = (RRt )−1/2Rx. Hence we get the expression (3.2)
for q < p. 
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