Abstract. We present a elementary approach to asymptotic behavior of generalized functions in the Cesàro sense. Our approach is based on Yosida's subspace of Mikusiński operators. Applications to Laplace and Stieltjes transforms are given.
Introduction
Asymptotic analysis is a very much studied topic within generalized function theory and has shown to be quite useful for the understanding of structural properties of a generalized function in connection with its local behavior as well as its growth properties at infinity. Several applications have been developed in diverse areas such as Tauberian and Abelian theory for integral transforms, differential equations, number theory, and mathematical physics. There is a vast liteturature on the subject, see the monographs [6, 9, 11, 12, 14] and references therein.
The purpose of this paper is to present an elementary approach to asymptotic behavior in the Cesàro sense. The Cesàro behavior for Schwartz distributions was introduced by Estrada in [5] (see also [6] ). The approach we develop in this article uses Yosida's algebra M of operators [13] , which provides a simplified but useful version of Mikusiński's operational calculus [8] . While Schwartz distribution theory is based on the duality theory of topological vector spaces, the construction of Yosida's space M is merely algebraic, making only use of elementary notions from calculus. That is why we call our approach to Cesàro asymptotics elementary.
The plan of the article is as follows. In Section 2, we recall the construction of Yosida's space M. We study some useful localization properties of elements of M in Section 3. The asymptotics in the Cesàro sense is defined in Section 4 and its properties are investigated. As an application, we conclude the article with some Abelian and Tauberian theorems for Stieltjes and Laplace transforms in Section 5. It should be mentioned that Abelian and Tauberian theorems for Stieltjes and Laplace transforms of generalized functions have been extensively investigated by several authors, see, e.g., [7, 9, 11, 12, 14] .
Preliminaries
We recall in this section the construction of Yosida's space of operators M and explain some of its properties. See [13] for more details about M.
Let C n + (R) denote the space of all m-times continuously differentiable functions on R which vanish on the interval (−∞, 0). We write C + (R) = C 0 + (R). For f, g ∈ C + (R), the convolution is given by
Let H denote the Heaviside function. That is, H(x) = 1 for x ≥ 0 and zero otherwise. For each n ∈ N, we denote by H n the function H * · · · * H where H is repeated n times. One has
can be considered a subspace of M. Also, for the construction of M, the space of locally integrable functions which vanish on (−∞, 0) could have been used instead of C + (R).
Localization
We discuss in this section localization properties of elements of M.
The support of W ∈ M, denoted supp W , is the complement of the largest open set on which W vanishes. The degree of a polynomial p will be denoted by deg p in the sequel.
Proof. Part (a) follows immediately from definitions. See [10, Thm. 4.1] for (b).
(i) If a < 0, then the conclusion is clearly true. So assume a ≥ 0. Now, there exists a polynomial p with deg
for a < x < b, in particular, for 0 < x < b. Similarly as in the proof of part (i), we obtain f (x) = Ax k−1 for 0 < x < b, where A ∈ C. Thus,
Proof.
Similarly as in the proof of Proposition 3.4(b), we obtain (3.1) on (−∞, ∞) It follows that f (x) = βx k−1 on (0, ∞), for some β ∈ C. Since f is continuous on R and vanishes on (−∞, 0), we have
Since f is continuous and vanishes on (−∞, 0), we obtain a 0 = 0. Thus,
Asymptotics in the Cesàro sense
We now introduce and study asymptotics in the Cesàro sense for elements of M.
As usual, Γ stands for the
where p is some polynomial with deg p ≤ k − 1. That is,
Remark 4.2. If α > −1, then the polynomial p is not needed.
The next theorem tells us that Definition 4.1 is consistent with the choice of representatives.
.1) holds, then the continuous function
for some polynomial q of degree at most k + m − 1.
for some polynomial p with deg p ≤ k − 1. Consider
with K a constant to be determined.
. Therefore there exists a constant K such that
Thus, using L'Hospital's rule and (4.2)
Using L'Hospital's Rule and (4.2),
as x → ∞. For the case γ = 0 (and α + k > −1), we set g(x) = Γ(α + k + 1)f (x) − p(x). It is well known that if
The above shows that the claim is true for m = 1. By using induction, the result follows.
Unless otherwise stated, we assume from now on α ∈ R\{−1. − 2, . . . }.
The following provides an alternative to Definition 4.2. Let W ∈ M and γ ∈ C. Then
if and only if there exist n ∈ N with α + n > 0, g ∈ C + (R), and b > 0 such that W (x) = D n g(x) on (b, ∞) and g(x)/x α+n → γ/Γ(α + n + 1) as x → ∞. We leave the verification of this fact to the reader.
Theorem 4.4. We have:
(
Proof. We only prove (4.5) since the other parts of the theorem follow from the definitions. We first assume a stronger condition on the polynomial p.
for some polynomial p with deg p ≤ n − 2. Then there exists a polynomial q with deg q ≤ n − 1 such that
Also, from (4.6) it follows that
Thus,
We now remove the stronger condition that deg p ≤ n − 2 and complete the proof of the theorem.
And, by the first part of the proof,
Since, xW = xV + β(k − 1)!xδ = xV , it follows that
By Theorem 4.4, we obtain the following theorem.
The proofs of the next proposition and corollary follow from the definitions.
Asymptotics in the Cesàro sense is a local property.
Suppose that W has Cesàro asymptotics (4.3) and
Applications
In this last section we give some Abelian and Tauberian theorems for Stieltjes and Laplace transforms of elements of M.
We start by defining the Stieltjes transform [10] . Let r > −1 and suppose W = f H k ∈ M, where x −r−k+σ f (x) is bounded as x → ∞ for some σ > 0. The Stieltjes transform of W of index r is given by
= (r +1)(r +2) . . . (r +k). Notice that Λ r W (z) is holomorphic in the variable z, as one readily verifies.
The following is a classical Abelian theorem for the Stieltjes transform.
where
is well-defined and has asymptotic behavior k−1 j=0 a j x j . It follows that |f (x)| ≤ Cx k−1 for some constant C and thus f (x)x −r−k+σ is bounded for any 0 < σ ≤ 1 + r. Observe that
We illustrate our ideas with the ensuing example, a deduction of Stirling's formula for the Gamma function. 
where γ is the Euler-Mascheroni constant. We define W = f H 2 , where f (x) =
dt (here ⌊x⌋ stands for the integer part of x). Set g(x) = ⌊x⌋ − x + 1 2 and note that g is periodic with period 1, |g(x)| ≤ 1 2 for all x ∈ R, and n+1 n g(x)dx = 0 for all n ∈ N. This implies that
(C), x → ∞ for any 0 < σ < 2. Theorem 4 now yields (from the proof it is clear that the constants A 1 = A 2 = 0 in this case because f is bounded)
for any 0 < σ < 2. From now on we will work with 1 < σ < 2. We compute an explicit expression for Λ 0 W (z), . Note that integration of (5.3) implies for any 0 < τ < 1, ln Γ(z) = z(ln z − 1) + 1
, which is Stirling's asymptotic formula for the Gamma function except for the evaluation of the constant C. The constant is of course well known to be C = √ 2π. We refer to [6, p. 43] for an elementary proof of the latter fact.
We now consider the Laplace transform [1] . If W = f H k ∈ M, where f (x)e −σx is bounded as x → ∞ for some σ ∈ R, then the Laplace transform of W is given by LW (z) = z Since H * f is nondecreasing , by (5.5) and (5.6) and Hardy-Littlewood-Karamata Tauberian Theorem [2, 14] , it follows that
That is, Γ(α + (k + 1) + 1)(H * f )(x) x α+(k+1) → γ, x → ∞.
Since W = H * f H k+1 , the above yields W (x) ∼ γx α Γ(α + 1) (C), x → ∞.
