We construct measures which determines ordinary means in a very natural way. Using that measure we can extend the mean to infinite sets as well. E.g. we can calculate the geometric mean of any set with positive Lebesgue measure. We also study the properties and behavior of such generalized means that are obtained by a measure.
Introduction
This paper can be considered as a natural continuation of the investigations started in [7] and [8] where we started to build the theory of means on infinite sets. An ordinary mean is for calculating the mean of two (or finitely many) numbers. This can be extended in many ways in order to get a more general concept where we have a mean on some infinite subsets of R. The various general properties of such means, the relations among those means were studied thoroughly in [7] and [8] .
In this paper we look for the answer the following question. How can one generalize ordinary means (e.g. the geometric mean) to Lebesgue measurable subsets of R. I.e. can we calculate the geometric mean of a set with positive Lebesque measure? We are going to answer this question on measure theoretic ground.
In the first part of the paper we investigate means that are created by measures on R. We enumerate many properties of such means and we also study uniqueness.
In the second part of the paper we fulfill our main aim that is to find a measure that generates a given ordinary mean. We prove that under some basic smoothness conditions the generating measure always exists. Based on that result we show that such ordinary means K(a, b) are determined by the function x → K(1, x) i.e. the mean value when we fix one of the variables. Then we also investigate some alternative ways how one can generate the given ordinary mean. We also show that the AM-GM inequality remains valid for the associated generalized means too.
In the last section we analyse the behaviour of such means in infinity and show a sufficient condition for a mean approaching the arithmetic mean in infinity.
Basic notions and notations
For K ⊂ R, y ∈ R let us use the notation K −y = K ∩ (−∞, y], K +y = K ∩ [y, +∞).
If H ⊂ R, x ∈ R then set H +x = {h+x : h ∈ H}. We use the convention that this operation + has to be applied prior to the set theoretical operations, e.g.
Let us recall some very basic notions. Let K be an ordinary mean that is just for calculating the mean of two numbers a, b ∈ R. K is called symmetric if K(a, b) = K(b, a). It is strictly internal if a < K(a, b) < b whenever a < b. It is called continuous if it is a continuous 2-variable function of a and b.
Let us recall some definitions from [7] and [8] that regards for means on infinite sets. Please note that here we are dealing with bounded sets only.
K has property strict strong internality if it is strongly internal and lim H < K(H) < lim H whenever H has at least 2 accumulation points.
Moreover if any of the inequalities on the left hand side is strict then so is the inequality on the right hand side.
K is bi-slice-continuous if
Throughout this paper λ will denote the Lebesgue measure. If H is bounded, Lebesgue measurable, λ(H) > 0 then
If f : R → R is an increasing continuous function then let µ f be the Lebesgue-Stieltjes measure belonging to f . I.e. the Carathéodory extension
Each measure µ considered in this paper is a Borel measure on some interval (finite or infinite) of the real line R that satisfies two conditions:
(1) if H ⊂ R is bounded and measurable then µ(H) < +∞ (2) if I is a non degenerative interval then 0 < µ(H). Let us remark that if H ⊂ R is bounded then µ| H is absolutely continuous with respect to λ iff it is ǫ − δ absolutely continuous (∀ǫ > 0 ∃δ > 0 such that λ(K) < δ implies that µ(K) < ǫ).
Means by measures
Definition 2.1 Let I ⊂ R be an interval (finite or infinite). Let µ be a Borel measure on I such that H ⊂ R being bounded and measurable implies that µ(H) < +∞. Let H be a bounded µ-measurable set such that
I.e. we derive an ordinary mean from M µ .
Remark 2.3 Obviously
is not a σ-algebra because of the condition 0 < µ(H) < +∞. It is closed under finite union, if I is bounded then under countable union. But not closed under intersection.
Proposition 2.5 If µ(H) = 0 whenever H is finite then M µ is stronglyinternal.
Proof: By [8] Proposition 2 it is enough to prove finite independence and internality. The condition is equivalent to finite independence.
Proof:
Proposition 2.7 If µ(H) = 0 whenever H is countable then M µ is strict strong internal.
c > a because it is a weighted average and
> 0. The other inequality can be shown similarly.
Exactly the same way one can show:
.
Obviously it works for finitely many sets as well:
Proof: There is a sequence (
and H n is a countable union of disjoint open intervals. By Lemma 2.6, Proposition 2.9 and 2.10 we get the statement.
Proposition 2.14 M µ is disjoint-monotone.
The other inequality is similar.
and
The opposite inequalities can be handled similarly.
Lemma 2.16
Let I be a bounded interval, µ be a Borel measure on I.
showing that δ can be chosen.
Corollary 2.17 Let I be a bounded interval, µ be a Borel measure on
Example 2.18 This is obviuosly not true if I is not bounded. See e.g.
Proposition 2.19
If µ is absolutely continuous with respect to λ then M µ is bi-slice-continuous.
Proof: We know that ∀ǫ > 0 ∃δ > 0 such that λ(H) < δ implies that µ(H) < ǫ. Then apply Lemma 2.16.
Our next aim is to investigate inequalities between means.
Proof: It is enough to refer to Lemma 2.16.
Proposition 2.21
Let µ, ν be Borel measures on an interval I. Assume that if
Proof: By Lemma 2.20 it is true for countably many intervals too i.e. it is valid for any bounded open set.
Let us present a sufficient condition that we will apply later.
Proposition 2.22 Let µ, ν be Borel measures on an interval I and let us assume that the following two conditions hold.
(
Proof: First let us observe that condition 2 simply implies that if
On the same assumptions by 2.21 we have to show
Using Proposition 2.9 we have
It is enough to prove that
But the first term is obviously positive and by the consequence of condi-
Proposition 2.23 Let f, g be increasing differentiable functions. If
is increasing then condition 2 (in 2.22) holds for µ f , µ g .
By Cauchy's mean value theorem there are α ∈ (a, b) and
by assumption.
Let us investigate uniqueness.
Theorem 2.24 Let
Then there is c ∈ R, c > 0 such that ν = cµ.
has to hold.
I.e. ν(H) = cµ(H).

Measures by means
Let an ordinary mean K be given that is just for calculating the mean of two numbers. Can we extend this mean somehow to some subsets of R? We may have many options for doing so. But now we are going to approach this from measure theory.
We know that = K(a, b) where a, b ∈ R and {a, b} ∈ Dom(K).
Theorem 3.1 Let K be an ordinary mean that is symmetric, strictly internal, continuous and
∂K(x,y) ∂y
exists for all {x, y} ∈ Dom(K) and it is continuous. Then there exists a measure µ that is absolutely continuous to λ
Proof: Let us look for µ in the form µ = µ f where f is an increasing differentiable function.
where F is a primitive function of f . We can assume that there is a point a such that f (a) = F (a) = 0 because f and f + c, F and F + d have the same effect. Let us suppose that a = 1 i.e. f (1) = F (1) = 0. Then we get
(x = 1). Let us observe that µ is a measure hence both f and F are monotone increasing.
We can write
as K is strictly internal we do not divide here by 0.
The integral on the right hand side exists because [1 + ǫ, b] is compact, x − K(1, x) is continuous hence it takes its minimum but it is > 0 since K is stricly internal. Set C = log F (1 + ǫ). Then
We got f and F by using K(1, x) only. Therefore we also have to check whether f and F fulfills our original request i.e. they work for K(a, b) as well.
Corollary 3.2 Let K be an ordinary mean that is symmetric, strictly internal, continuous and
exists for all {x, y} ∈ Dom(K) and it is continuous. Then g(x) = K(1, x) determines K(a, b).
Proof: Using the constructed f in Theorem 3.1 we get
and f is calculated by g(x) = K(1, x).
Remark 3.3 If f is an increasing differentiable function, F is one of its primitive functions then
define a strictly internal, continuous ordinary mean (a < b).
Proof: Let us give a direct proof. By Cauchy's mean value theorem there
Proof: We know that
hence we have to calculate
dx. Let us apply the following substitution in the first case y = √ x−1.
Then we end up with
. Then f, f ′ can be obtained easily from that.
Let us verify that it works.
We prove that the inequality between the arithmetic and the geometric mean remains valid for the generalized means too. 
Proof: By 2.22 and 2.23 we only have to show that
is increasing for g(x) = x − 1 and
. But that is equal to x √ x.
Proof: We have to calculate
Let us verify it.
Alternative ways
First let us present another way to get the arithmetic mean by some integral.
Proposition 3.9 One can easily show that For a given ordinary mean K one can try to find a measure µ on R such that 
That is exactly the same formula that we got in Theorem 3.1. Therefore the same measure will work here as well. 
Behaviour in infinity
It is known that
i.e. in the far distance the geometric mean starts to behave as the arithmetic mean. Similarly we can ask when a mean by measure M µ behaves in the same way, namely
We are going to present a sufficient condition for that. In this section µ will denote a Borel measure on R + .
Definition 4.1 Let I ⊂ R + be a finite interval. Moreover if H is µ-measurable then so is H + x ∀x > 0.
First let us observe that H ∈ Dom(M µ ) implies that H+x ∈ Dom(M µ ) ∀x > 0 by the first condition.
Then we get the statement by
Now our aim is to prove that the geometric mean satisfies these conditions. Lemma 4.3 Let (H i ) is a sequence of µ-measurable sets such that 
where I i denotes an interval. ). If we want its infimum for a, b then a, b
have to tend to d + x. Therefore for one interval the infimum is 
