Abstract: The purpose of this paper is to apply an amended variational scheme, based on an adapted domain decomposition, for the solution of a second-order nonlinear boundary value problem that arises in applications involving the diffusion of heat generated by positive temperature dependent sources. The underlying idea of this approach is to decompose the original interval prior to the implementation of the iterative variational approach in order to improve the accuracy and acquire uniform convergence to the exact solution over the entire domain. Convergence analysis is given and then numerical experiments are carried out to make obvious the convergence, accuracy and efficient applicability of the method. 
Introduction
The purpose of this article is to apply a novel version of the variational iterative scheme (VIM) for the solution of the following second-order nonlinear boundary value problem: (1) defined on the interval [0 1] and subject to the following boundary conditions:
Here ρ( ) and µ( ) are continuous functions of . This problem arises in the modelling of electrically conducting solids. For instance, if ρ = 1 it arises in the analysis of Joule losses in electrically conducting solids where µ represents the square of the constant current and the temperature-dependent resistance, or in frictional heating with µ representing the square of the constant shear stress and the temperature-dependent fluidity. In recent years we witnessed increased research interest in this type of problem, which is a generalized form of Bratu's problem. Agarwal and Loi [1] considered the th-order nonlinear differential equation ( ) ( ) = ( ( ) ( ) ( −1) ( )) with multipoint boundary conditions and proved existence and uniqueness via application of Picard's iterative method. In particular, as an illustration of a specific case, the authors considered the two-point boundary value problem, that occurs in diffusion theory [2] , given by ( ) = µ ρ ( ) (0) = (1) = 0 where µ and ρ are constants. They obtained explicit solutions and discussed their qualitative properties. Goyal [6] studied an extended form of this problem, namely,
and attained explicit solutions for constant ρ > 0 and µ( ) > 0 satisfying the condition 2 2 (ln λ( )) = 0. Most recently, Bougoffa [3] and Misir and Tiryaki [13] investigated the more general problem (1)- (2) . In both papers, the authors derived conditions for the existence of nontrivial solutions; the methods in both are similar, except the author in [3] has modified the transformation used in [13] . Finally, it is important to point out that the special case, well-known as Bratu's problem,
where µ is a constant, has been extensively studied in the literature and this is authenticated by the spectrum of articles. In higher dimensions, Bratu's problem models a combustion problem in a slab. Indeed, it has been a popular testbed for numerical and perturbation methods. For instance, lately Jalilian [9] developed smooth approximate solutions of the one-dimensional Bratu's problems by using nonpolynomial spline function. Boyd [4] introduced two methods for simultaneously approximating both branches of a two-branched function using Chebyshev polynomials and were applied to Bratu's problem. In a separate paper, Boyd [5] applied very low order spectral methods to generate accurate, explicit, analytic approximations of the Bratu function and showed that it is so well approximated by a parabola. Some theoretical gaps that still exist are filled for this heavily-studied problem. Khuri [10] introduced a Laplace transform decomposition numerical algorithm for solving Bratu's problem. Numerical and perturbation solutions of this problem were obtained by numerous numerical methods, see [5] , [9] and [10] and the references therein. The core goal of this article is to implement a tailored method, based on domain decomposition and the variational iterative method (VIM), for the numerical solution of the second-order nonlinear boundary value problem (1)- (2) . The VIM, which typically yields series solution, converges pretty fast near the initial point = 0 and is highly accurate using few iterates but worsens away from the origin, namely as becomes larger and larger. To overcome this setback, the domain will be decomposed in such a way to achieve uniform convergence over the entire domain and the VIM is applied repeatedly over the subdomains. Lately, there has been a prevalent interest (see [7, 8] , [11, 12] and [14] and the references therein) in the VIM as a rather prominent scheme for attaining exact and/or accurate numerical solutions of a variety of problems such as algebraic, differential, partial-differential, functionaldelay and integro-differential equations. The main thrust of the method is based on constructing a correction functional, using a general Lagrange multiplier selected in a certain fashion, that its correction solution is improved with respect to the initial approximation or to the trial function. The method results in a solution in the form of a convergent successive approximations that may give or converge to the exact solution. The approach is reliable and efficient and handles the equations without imposing limiting assumptions that may alter the physical structure of the solutions. The balance of this paper is organized as follows. In Section 2, the domain decomposition variational approach is presented for the numerical solution of the second-order nonlinear boundary value problem. In Section 3, numerical results are given to confirm the accuracy of the technique. Finally, a discussion is given that briefly summarizes the results of the paper's content.
Numerical Method
In this section, we present the variational iterative scheme as well as the domain decomposition strategy.
Variational Scheme
We will illustrate the basic concepts of VIM, in constructing the correction functional, as it applies to problem (1)- (2) . According to VIM, we construct the following correction functional:
where the subscript = 0 1 2 denotes the th order approximation. Further, λ is a general Lagrangian multiplier that can be identified optimally via the variational theory and˜ is regarded as a restricted variation (that is, δ(˜ ) = 0). To find the optimal value of λ( ), we advance in the following manner: first, we apply the variation with respect to on both sides of (3). Thus
The second term in the integrand drops out upon taking the variation. Consequently we have
Integrating by parts results
A second integration by parts gives
which can be written as
Hence, we obtain the stationary conditions:
Upon solving equations (10), the Lagrange multipliers are identified as
The variational iterative procedure is thus given by
Domain decomposition algorithm
The (VIM) yields a series solution about the starting point, in this case = 0, and therefore the approximation is very accurate close to zero and worsens away from it.
To overcome this numerical deficiency we will propose a domain decomposition that will improve the accuracy away from the origin. More specifically, the applicable domain [0 1] is decomposed at first into two subintervals
] that are non-overlapping except at the mesh point = δ 1 . Then the (VIM) is applied on the first subinterval [0 δ 1 ] and δ 1 is chosen in such a way till the error of the approximation is small enough and is within a prescribed tolerance as follows:
is the numerical approximation obtained by the first application of the (VIM), Tol is the tolerance and 1 denotes the number of (VIM) iterates that are needed to satisfy the latter condition. We start with the initial approximation 0 = (0) + (0) . From the boundary conditions (2), we have 0 = where the constant is determined from the resulting series solution upon imposing the boundary condition (1) = 0. Upon the determination of δ 1 , the initial condition is estimated at = δ 1 , that is, the value of (δ 1 ). Then the (VIM) is applied again on the second subdomain [δ 1 1] where the iterative scheme becomes as follows:
where the new initial conditions are:
. The initial approximation is now taken to be
where the constant is found from the boundary condition (1) = 0. Again, this interval is split into two subdomains [δ 1 
Convergence analysis
According to (3), the VIM iteration formulation is given by: (13) where ≥ 0.
Theorem 1.
The sequences { ( )} ∞ =1 , where ∈ [0 1], defined by (13) with 0 ( ) = ( real constant) converges to the exact solution, ( ), of problem (1)
-(2).
Proof. The iterative scheme (3) can be rewritten as
Note that the integrand was expressed in terms of − and was subtracted from both sides of the equation. Since ( ) is the true solution of (1)- (2), thus the term can be replaced by µ( ) (14) becomes
Integrating the first term in the integrand twice by parts we obtain
Substituting the three stationary conditions in (10) into the last equation we get
Operating with the L 2 -norm on both sides we have the following inequality.
where ||λ( )|| ∞ = max
|λ( )| and ||µ( )|| ∞ = max
Note we assumed that the function µ( ) is continuous hence bounded on the specified interval. The fact that λ( ) is also bounded follows from equation (11), that is λ( ) = ( − ), since this means that
By the Mean Value Theorem applied to the function (ρ ), assuming that exists and is bounded, we have
Here ξ is the intermediate point between 1 and 2 . Therefore
In particular, since the solution of Bratu's problem has been proven to be bounded (see [4, 5, 9, 10] and the references therein), therefore we have
It follows from equations (21) and (20) that
and P = max
Proceeding by induction and setting the constant
Here E 0 ( ) ∞ = max
(24) Note that ( ) belongs to C 2 [0 1] since it is the exact solution of equation (1) hence it is bounded. Letting = max
Note that for ∈ [0 1] the sequence (L 1 ) +1 ( + 1)! converges uniformly to 0 as tends to infinity. Hence by (25) it follows that E +1 ( ) L 2 converges to 0 which means ( ) converges uniformly to ( ).
Numerical examples
In this section, the variational iterative method (VIM) as well as the mixed domain decomposition variational approach (DDVIM) are implemented for tackling two special cases of Bratu's problem. The first is when λ = 1, the VIM converges to one of the two solutions. In Table 1 , the exact solution, for the case λ = 1, is compared with the numerical solution obtained by (VIM). Note that the maximum absolute error is 1 2 × 10 −9 using only seven iterates. It is worth mentioning that the integral in the (VIM) procedure (12) was handled numerically using Taylor's expansion, that is, the function ρ( ) in the integrand was replaced and estimated using the first 24 of Maclaurin series expansion. The extreme small absolute maximum error illustrates the accuracy of the method using only few steps of the iterative strategy. The solution is shown in Figure 1 . The results for the case λ = 2 are represented in Table 2 .
The maximum absolute error for this case is 2 3 × 10
which is lower than the one obtained for the case λ = 1 if same number of iterates, namely seven, are used. It was observed from experimental data for various values of λ, besides the case λ = 2, that as the value of λ increases more iterates of the (VIM) are needed to maintain a specified level of accuracy. In Table 3 
Discussion
A combination of the variational iteration method and the domain decomposition concept is employed to handle the second-order nonlinear boundary value problem. To achieve uniform convergence over the entire domain, we decompose the domain into subdomains where the VIM is used repeatedly. The convergence of the scheme was formally proved. The numerical examples that we examined demonstrate enhancements over existing techniques.
