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Abstract
The subjects of rook equivalence and Wilf equivalence have both attracted considerable at-
tention over the last half-century. In this paper we introduce a new notion of Wilf equivalence
for integer partitions, and, using this notion, we prove that rook equivalence implies Wilf equiv-
alence. We also prove that if we refine the notions of rook and Wilf equivalence in a natural way,
then these two notions coincide. In [6] we prove that Wilf equivalence implies rook equivalence.
1 Introduction
In the late 1940’s, Kaplansky and Riordon [12] introduced rook polynomials as a vehicle for the
systematic study of permutations avoiding certain forbidden positions. (For example, derangements
avoid the positions (i, i) when considered as rook placements.) As interesting objects of study in
their own right, rook polynomials have since then received a great deal of attention (see, [2, 3, 8, 11]).
Of particular relevance to our work is the paper of Foata and Schu¨tzenberger [10] where the notion
of rook equivalence of integer partitions was introduced and completely characterized.
Around the same time, a parallel story unfolded in connection with the study of permutations
avoiding certain forbidden patterns. Although originally touched on by MacMahon [17] in 1915,
this study was revived by Knuth in 1968 when he used permutations avoiding the pattern 231
to characterize those permutations that are stack sortable [15]. This development launched a
systematic study of permutation pattern avoidance. (Two books on the topic are [7] and [13].)
The idea of Wilf equivalent patterns, i.e., patterns that are equally difficult to avoid, has played a
fundamental role throughout this study.
In recent years, the idea of “pattern” avoidance, as it pertains to combinatorial objects other
than permutations, has received growing attention. Among some of the objects studied in this
context have been words, set partitions, matchings, and Catalan objects (see [1, 4, 5, 9, 14]). In
this paper we consider a new definition of pattern avoidance in the context of integer partitions
and take up its systematic study. In particular, we establish a connection between rook theory
and pattern avoiding integer partitions by proving that rook equivalence implies Wilf equivalence
of integer partitions. We also establish a partial converse by considering natural refinements of the
notions of Wilf and rook equivalence. It should be noted that Remmel’s work unifying the theory
of classical integer partition identities in [18] may also be viewed as a study of a different definition
of integer partition avoidance. We will say more about this once exact definitions are established
below.
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We begin by establishing some definitions and notation. We first define P to be the set of all
integer partitions and refine this for any n ≥ 0 by letting Pn be the set of all integer partitions
µ whose weight (i.e., the sum of the parts) is n. We denote the weight of a partition µ by |µ|.
It will be convenient in the sequel to adopt the convention that any integer partition µ consists
of an infinite number of parts together with a part of size zero at infinity. In other words, the
parts of µ are such that µi ≥ µi+1 ≥ 0 for each i ∈ [1,∞), only a finite number of the µi are
positive, and µ∞ = 0. When writing partitions we only list the positive parts. So the partition
(3, 3, 2, 1, 1, 0, 0, . . . , 0) is, as is customary, simply written as (3, 3, 2, 1, 1). This definition allows for
the partition (0, 0, . . . , 0) which we call the empty partition.
For any partition µ we define its height to be the number of positive parts hµ. Likewise, we
define its width, which we denote by wµ, to be the size of its first part µ1. The empty partition
is the only partition with height or width equal to 0. Using these notions we refine our set P by
defining, for any h, k ≥ 0, the set
P(h, k) = {µ ∈ P | hµ ≤ h,wµ = k}.
Although partitions are defined as weakly decreasing sequences of nonnegative integers, it is also
common to view an integer partition as a Ferrers board. For example, the partition (3, 3, 2, 1, 1)
can be drawn as the Ferrers board
consisting of 5 rows and 3 columns. Viewed this way, the height and width of a partition become
natural definitions. Going forward we implicitly identify a partition with its Ferrers board. As such
any reference to a “row” or “column” of a partition should not cause confusion.
Our next two definitions make immediate use of this identification. First, for any partition
σ we denote by σ∗ the partition obtained by interchanging the rows and columns of (the Ferrers
board for) σ. We call σ∗ the conjugate of σ. For example, the conjugate of the above partition
(3, 3, 2, 1, 1) is
(5, 3, 2) = .
In what follows we make use of the fact that σ∗i is the length of the ith column of σ. From this, it
now follows easily that
σ∗i = |{j | σj ≥ i}|.
The second definition that follows naturally from this partition/Ferrers board identification is
new and at the heart of this paper. We say a partition α contains a partition µ provided that it is
possible to delete rows and columns from α so that one obtains µ. For example, the partition
(5, 5, 2, 2, 2) =
2
contains (2, 1) = , since deleting the colored rows and columns yields (2, 1). In fact, it is easily
seen that the only partition that does not contain (2, 1) is one whose Ferrers board is a rectangle.
For another example, if µ = (4, 3, 3, 2, 2) then by deleting the indicated rows and columns we see
that µ is contained in the partition
.
For any partition µ we define P(µ) to be the set of all partitions that contain µ and we define
Pn(µ) = P(µ) ∩ Pn. We say that µ, τ ∈ P are Wilf equivalent provided that
|Pn(µ)| = |Pn(τ)|
for all n ≥ 0. Similarly, we say that µ and τ are width-Wilf equivalent provided that there are the
same number of partitions of each weight and width that contain µ as there are that contain τ .
In what follows a further refinement of P(µ) and Pn(µ) is needed. For any k ≥ 0 we set
P(µ, k) = {α ∈ P(µ) | wα = k + wµ} and Pn(µ, k) = {α ∈ Pn(µ) | wα = k +wµ}.
Note that µ and τ are width-Wilf equivalent if and only if wµ = wτ and
|Pn(µ, k)| = |Pn(τ, k)|
for all n, k ≥ 0.
With our definition of integer partition containment established, we now compare it to Remmel’s
definition of partition containment as given in his landmark paper [18]. In this work, Remmel
stipulated that a partition α contains another partition µ if one can obtain µ by deleting only rows
from α. Under this definition it is no longer the case that (6, 5, 5, 5, 4, 4, 2, 2) contains (4, 3, 3, 2, 2),
and it is easy to see that two partitions are Wilf equivalent if and only if they have the same weight.
Remmel used his notion of containment in order to provide a unifying theory for the previously
ad hoc study of partition identities. For example, it has been well known since the time of Euler
that the set Dn of partitions of weight n that have distinct parts is equinumerous to the set On
of partitions of weight n that have only odd parts. In terms of Remmel’s language, the former set
can be described as those partitions that do not contain any member of
{(1, 1), (2, 2), (3, 3), . . .},
while the latter set can be described as those partitions that do not contain any member of
{(2), (4), (6), . . .}.
In this way, the classic result that |Dn| = |On| may be viewed as a result about a notion of Wilf
equivalence. Furthermore, one of the main results in [18] is a condition on subsets S, T ⊆ P that
guarantees Wilf equivalence.
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The first goal of our paper is to provide a combinatorial description of the generating function
Fµ,k(q) =
∑
n≥0
|Pn(µ, k)|q
n
for P(µ, k) directly in terms of the multiset of integers
{µ1 + 1, µ2 + 2, µ3 + 3, . . .}
and the parameter k without appealing to the set of all partitions that contain µ. We prove this
result in Section 2 modulo a few results whose proofs are deferred to Sections 4 and 5. (These
include Theorem 4, which may be of interest in its own right.) In Section 3 we use this description
of Fµ,k(q) to prove that rook equivalence implies Wilf equivalence (Theorem 3). We also prove in
this section (Theorem 2) that two partitions µ and τ with the same width are width-Wilf equivalent
if and only if they are rook equivalent. Lastly, we prove (also in Theorem 2) the curious fact that
if wµ = wτ and
|Pn(µ, 1)| = |Pn(τ, 1)|
for all n, then µ and τ are actually width-Wilf equivalent.
In [6] we use Theorem 3 to prove that Wilf equivalence implies rook equivalence, so these two
notions coincide.
2 The generating function Fµ,k
The goal of this section is to prove Theorem 1, which gives a description of the generating function
for P(µ, k) directly in terms of the Ferrers board of µ and the parameter k without appealing to all
partitions that contain µ. The argument needed to arrive at this final description requires several
steps. The complete argument is presented here modulo a few requisite results whose proofs are
postponed to Section 4 and Section 5. For clarity, we indicate such results when we state them
here by enclosing them in boxes.
We begin with some basic definitions.
Definition. For any partitions µ and α we define their sum to be the partition
µ+ α = (µ1 + α1, µ2 + α2, . . .).
For example, if µ = (2, 2, 2, 1, 1) and α = (3, 2, 2, 1), then µ+α = (5, 4, 4, 2, 1). Graphically, the
sum of µ and α is the partition whose columns are those of µ together with those of α.
Definition. For any partition β we define Q(β) to be the set of all partitions obtained by adding
to β an arbitrary number of parts no larger than wβ.
The generating function for Q(β) is easily seen to be
∑
σ∈Q(β)
q|σ| =
q|β|
(1− q)(1 − q2) · · · (1− qwβ )
.
Our first lemma allows us to rewrite the set P(µ, k) as a union of these Q-sets.
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Lemma 1. Fix h, k > 0 and a nonempty partition µ such that hµ ≤ h. Then
P(µ, k) =
⋃
α∈P(h,k)
Q(µ+ α).
Proof. Clearly the righthand side is a subset of the lefthand side. To see the reverse inclusion, fix
a partition σ ∈ P(µ, k) and identify a set R of rows and a set C of columns that may be deleted to
obtain µ.
First, assume that the leftmost column is not in C and the top row is not in R. As the leftmost
column is not deleted, it follows that R contains exactly hσ − hµ rows. Moreover, if we first delete
these rows, then the fact that the top row remains means that we are left with a partition containing
µ with height hµ and width wµ + k. Such a partition is clearly an element of the righthand side,
since h ≥ hµ.
It only remains to show that we can choose R and C that do not involve the top row or the
leftmost column. To see that this is possible, start with any choice of R and C. If 1 ∈ C, then
let i be the leftmost column not deleted. (Such an i exists since µ 6= ∅.) Observe that we can
now recover µ by deleting the columns in C ′ = (C ∪ {i}) \ {1} together with all the rows in
R′ = R ∪ {σ∗i + 1, σ
∗
i + 2, . . . , hσ}. (The fact that σ
∗
1 > 0 guarantees that 1 ∈ R if and only if
1 ∈ R′.) An analogous argument (applied to σ∗) shows that we can also modify our sets so that
1 /∈ R′. Note that the above parenthetical statement guarantees that applying the procedure twice
does not unintentionally add the leftmost column back to C ′. This completes our proof.
It is important to note that the sets Q(µ + α) do not partition P(µ, k). For example, if µ and
α are as in the above example and we let β = (3, 2, 1, 1), then
(5, 4, 4, 3, 2, 1) ∈ Q(µ + α) ∩ Q(µ + β).
This occurs because one could either start with µ + α = (5, 4, 4, 2, 1) and add a part of size 3 or
one could start with µ+ β = (5, 4, 3, 2, 1) and add a part of size 4. Consequently, we are forced to
invoke the principle of Inclusion–Exclusion in order to use Lemma 1 for enumerative purposes. For
this to be an effective strategy, we need a concrete description of the sets⋂
α∈P
Q(µ + α), (1)
where P ⊆ P(h, k). This leads us to our next definition.
Definition. For any partitions α = (pmp , . . . , 1m1) and β = (pnp , . . . , 1n1), where p is the largest
integer that is a part of either α or β and mi, ni ≥ 0, we define
α ∨ β = (pep , . . . , 1e1) ,
where ei = max(mi, ni). For any nonempty finite set of partitions P = {α
(1), α(2), . . . , α(s)} we
define
∨P (µ) :=
(
µ+ α(1)
)
∨ · · · ∨
(
µ+ α(s)
)
.
To see an example, take P = {α, β} where α and β are as above. Then
∨P (µ) = (µ+ α) ∨ (µ+ β) = (5, 4, 4, 2, 1) ∨ (5, 4, 3, 2, 1) = (5, 4, 4, 3, 2, 1).
The proof of our next lemma is left to the reader.
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Lemma 2. Fix h, k > 0. For any nonempty P ⊆ P(h, k) we have⋂
α∈P
Q(µ + α) = Q (∨P (µ)) .
Using Lemma 1 and Lemma 2, we can take the first step toward determining Fµ,k(q). We have,
for any nonempty µ such that hµ ≤ h,
Fµ,k(q) =
∑
σ∈P(µ,k)
q|σ|
=
∑
P⊆P(h,k)
P 6=∅
(−1)|P |+1
∑
σ
q|σ|,
where the inner sum is over all σ ∈
⋂
α∈P
Q(µ + α),
=
∑
P⊆P(h,k)
P 6=∅
(−1)|P |+1
∑
σ∈Q(∨P (µ))
q|σ|
=
∑
P⊆P(h,k)
P 6=∅
(−1)|P |+1
q|∨P (µ)|
(1− q) · · · (1− qk+wµ)
. (2)
Each of the partitions ∨P (µ) in this last sum is the value at µ of a function ∨P : P → P. To
proceed with the determination of Fµ,k we will determine the conditions under which ∨P = ∨Q, for
nonempty finite subsets P,Q of P.
Definitions. For any partition σ and p ≥ 0 we call the interval {i ∈ [1,∞] | σi = p} the p-interval
for σ. Let P be any nonempty finite subset of P. For each p ≥ 0, define Mp to be the poset
consisting of all nonempty p-intervals for all σ ∈ P , ordered by inclusion. We define the p-profile
of P to be the set
Prp(P ) = {(p, I) | I ∈ Mp is maximal}.
Lastly, we define the profile of P to be the set
Pr(P ) :=
⋃
p≥0
Prp(P ).
We pause to highlight some nuances in these definitions. First, observe that a p-interval is
infinite if and only if p = 0. Also, a partition σ has p-interval equal to ∅ if and only if p is not a
part in σ. Lastly, if p is not a part in any of the partitions in P , then Prp(P ) = ∅.
Example 1. If we take
P = {(4, 2, 2, 2, 1, 1), (4, 4, 4, 2, 1, 1, 1), (4, 4, 2, 2, 2, 2, 1, 1)},
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then
Pr4(P ) = {(4, [1, 3])}
Pr3(P ) = ∅
Pr2(P ) = {(2, [2, 4]), (2, [3, 6])}
Pr1(P ) = {(1, [5, 7]), (1, [7, 8])}
Pr0(P ) = {(0, [7,∞]}.
Definitions. We say nonempty finite sets P,Q ⊆ P are profile-equivalent and write P ∼pr Q if P
and Q have the same profile. In this way we obtain an equivalence relation on the set of nonempty
finite subsets of P. We denote the set of its equivalence classes by P . We call these classes profile
classes. In the same way, we define an equivalence relation on the set of nonempty subsets of
P(h, k), and denote the set of its equivalence classes by P(h, k).
Note that if P ⊆ P(h, k) then all elements of the profile class of P are subsets of P(h, k), so the
element of P determined by P coincides with the element of P(h, k) determined by P .
The significance of profiles comes from the fact that
P ∼pr Q⇐⇒ ∨P = ∨Q. (3)
This is established in the sequel by Theorem 4. In light of this result and our definition of a profile
class, it makes sense to introduce the following notation.
Notation. For any profile class C, set
∨C := ∨P and Pr(C) := Pr(P ),
for any P ∈ C.
We are now in position to transform Fµ,k a bit further. Starting with Equation 2, we now have,
for any h, k > 0 and nonempty partition µ with h ≥ hµ,
Fµ,k(q) =
1
(1− q) · · · (1− qk+wµ)
∑
P⊆P(h,k)
P 6=∅
(−1)|P |+1q|∨P (µ)|
=
1
(1− q) · · · (1− qk+wµ)
∑
C∈P(h,k)
(∑
P∈C
(−1)|P |+1q|∨P (µ)|
)
=
1
(1− q) · · · (1− qk+wµ)
∑
C∈P(h,k)
q|∨C(µ)|
(∑
P∈C
(−1)|P |+1
)
(4)
where the last equality follows by the (yet unproven) fact given in (3).
Computational evidence suggests that the inner sum in (4) is either ±1 or 0. The profile classes
for which the sum does not vanish can be nicely characterized as those having a “staircase” shape.
Definitions. Let h, k > 0. A set of the form
S = {(p1, [a1, b1]), (p2, [a2, b2]), . . . , (ps+1, [as+1, bs+1])}
where
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(i) k = p1 > p2 > · · · > ps+1 = 0,
(ii) a1 = 1, a2 6= 1, ai ≤ bi, and bs+1 =∞,
(iii) either ai = bi−1 or ai = bi−1 + 1
is called an (ℓ, k)-staircase where ℓ = bs is the length of S. The set of all such staircases with length
at most h is denoted by S(h, k). An element (pi, [ai, bi]) of S is called left-overlapping if ai = bi−1.
Example 2. Consider the set
P = {(6, 6, 6, 5, 5, 3, 3), (6, 6, 5, 5, 5, 3, 2, 2), (6, 6, 6, 5, 4, 3, 3)}.
It has a staircase profile since
Pr(P ) = {(6, [1, 3]), (5, [3, 5]), (4, [5, 5]), (3, [6, 7]), (2, [7, 8]), (0, [8,∞])}.
Representing this graphically immediately suggests why the term “staircase” is used:
6 6 6
5 5 5
4
3 3
2 2
0 0 . . . .
Before continuing we remark on our definition of length for a staircase. The length of the above
staircase is 8 which is precisely the largest height among all the partitions in P . In fact, it is easily
seen that this holds for any set of partitions with a staircase profile.
Our next lemma states that all staircases S ∈ S(h, k) are realized as profiles. Although we leave
its proof to the reader, we note that our stipulation that the length of S is no more than h implies
that the elements of a set of partitions realizing S must have height at most h. Furthermore, the
fact that p1 = k and a2 6= 1 means that the largest part in each partition in such a set is k.
Lemma 3. We have the following equality of sets:
S(h, k) = {Pr(C) | C ∈ P(h, k) has a staircase profile}.
In light of Lemma 3 it becomes natural to introduce another bit of notation.
Notation. For any S ∈ S(h, k) we set ∨S := ∨C where C is the unique profile class whose profile is
S.
Definitions. For any C ∈ P that has a staircase profile we say a set M ⊆ Pr(C) is an overlapping
segment provided the elements of M can be ordered as
(p1, I1), (p2, I2), (p3, I3), . . . , (pr, Ir),
where pi > pi+1 and Ii+1 left-overlaps Ii. We further define seg(C) to be the number of maximal
overlapping segments in Pr(C).
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The maximal overlapping segments in the example above are
M1 = {(6, [1, 3]), (5, [3, 5]), (4, [5, 5])} and M2 = {(3, [6, 7]), (2, [7, 8]), (0, [8,∞])}.
As in this example, we note that the maximal overlapping segments partition any staircase.
The relevance of staircases to the evolution of Fµ,k is given by Lemma 10 which establishes the
following equality:
∑
P∈C
(−1)|P | =
{
(−1)|Pr(C)|+seg(C)+1 if C has a staircase profile
0 otherwise.
(5)
Applying (5) along with Lemma 3 to our formulation of Fµ,k in Equation 4 we obtain, for any
h, k > 0 and nonempty partition µ with h ≥ hµ,
Fµ,k(q) =
1
(1− q) · · · (1− qk+wµ)
∑
C∈P(h,k)
q|∨C(µ)|
(∑
P∈C
(−1)|P |+1
)
=
1
(1− q) · · · (1− qk+wµ)
∑
S∈S(h,k)
(−1)|S|+seg(S)q|∨S(µ)|. (6)
Our final step is to translate staircases into what we call augmented structures. This final step
allows us to describe Fµ,k directly in terms of the Ferrers board of µ and the parameter k without
appealing to the function ∨S and (implicitly) to partitions that contain µ.
Definition. Fix h, k > 0 and a nonempty partition µ. We define a (µ, h, k)-augmented structure
to be a 3-tuple of the form (µ, λ,O) where λ,O ∈ P,
hλ ≤ h, hO ≤ h+ wλ and wλ + wO = k,
and each column of λ has length at least 2. Let A(µ, h, k) denote the set of (µ, h, k)-augmented
structures. We define the weight of such a structure to be
|(µ, λ,O)| := |µ|+ |λ|+ |O|+
a(a− 1)
2
+
a∑
i=1
µλ∗i , (7)
where a = wλ and λ
∗
i denotes the length of the ith column of λ. In this setting, the partition λ is
called an L-partition and O is called an offset partition.
Note that one of λ,O may be empty in an augmented structure.
To shed light on our formula for weight and our choice of terminology, consider the following
example where we take h = 7:
µ = (4, 3, 3, 2, 2, 1), λ = (4, 4, 3, 3, 2, 1, 1), O = (4, 2, 2, 1).
Draw the Ferrers boards for µ, λ, and O so that the board for µ is right justified as shown:
µ︷ ︸︸ ︷ λ︷ ︸︸ ︷ O︷ ︸︸ ︷
.
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Now consider all (reversed) L’s formed by first choosing the boxes in some column of λ and then
choosing all boxes to the left of the bottom box of this column including those in µ. For example,
if we highlight the L’s anchored in the 1st and 3rd columns we have
.
The number of boxes in the red L is λ∗3 + (3− 1) + µλ∗3 = 8 and the number of boxes in the blue L
is λ∗1 + (1− 1) + µλ∗1 = 7.
In light of this, we interpret the second, fourth, and fifth terms in (7) as giving the total number
of boxes involved in all possible such L’s. Our main result relating staircases with augmented
structures (see Lemma 14) is the following statement.
Fix h, k > 0 and a partition µ so that h ≥ hµ. Then there exists a bijection between
S(h, k) and A(µ, h, k) so that if S ∈ S(h, k) maps to (µ, λ,O) ∈ A(µ, h, k), then
(i) wλ = |S| − seg(S), and
(ii) | ∨S (µ)| = |(µ, λ,O)|.
(8)
We pause to point out a subtlety in the definition of augmented structures. In our definition
we insist that every column of λ has length at least 2. This is required in order for staircases
to correspond with our augmented structures. In particular, the requirement that a2 6= 1 in the
definition of staircases translates into this condition on augmented structures. See Lemma 14 for
details.
Using Lemma 14 we arrive at our final description of Fµ,k.
Theorem 1. Fix h, k > 0 and a nonempty partition µ so that h ≥ hµ. Then
Fµ,k(q) =
1
(1− q) · · · (1− qk+wµ)
∑
(µ,λ,O)∈A(µ,h,k)
(−1)wλq|(µ,λ,O)|.
Proof. Applying Lemma 14 to Equation 6 and observing that |S| − seg(S) has the same parity as
|S|+ seg(S) we obtain
Fµ,k(q) =
1
(1− q) · · · (1− qk+wµ)
∑
S∈S(h,k)
(−1)|S|+seg(S)q|∨S(µ)|
=
1
(1− q) · · · (1− qk+wµ)
∑
(µ,λ,O)∈A(µ,h,k)
(−1)wλq|(µ,λ,O)|.
This proves the theorem.
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3 Rook equivalence and Wilf equivalence
Using Theorem 1 we can now establish connections between the concepts of rook equivalence and
Wilf equivalence of integer partitions. We begin by establishing necessary and sufficient conditions
for width-Wilf equivalence. It is clear that if two partitions are width-Wilf equivalent then they
must have the same weight.
Theorem 2. For any nonempty partitions µ and τ that have the same weight and width, the
following are equivalent:
(i) µ and τ are width-Wilf equivalent
(ii) Fµ,1 = Fτ,1
(iii) µ and τ are rook equivalent.
Proof. We show that (i)⇒ (ii)⇒ (iii)⇒ (i).
If µ and τ are width-Wilf equivalent and wµ = wτ = w, then µ and τ have the same number of
extensions of width w + 1 and any specified weight, so Fµ,1 = Fτ,1. This proves that (i)⇒ (ii).
To prove that (ii) ⇒ (iii), assume that (ii) holds, and let h = max{hµ, hτ}. Then Theorem 1
implies that ∑
(µ,λ,O)∈A(µ,h,1)
(−1)wλq|(µ,λ,O)| =
∑
(τ,λ,O)∈A(τ,h,1)
(−1)wλq|(τ,λ,O)|.
By abuse of notation, denote the augmented structures inA(µ, h, 1) by λ2, . . . , λh and O1, . . . ,Oh,
where in λi the offset partition is empty and the L-partition has a single column of weight i, and
in Oj the L-partition is empty and the offset partition has a single column of weight j. If µ and τ
have weight n, then |Oj| = n+ j for each j, and |λi| = n+ µi + i. Therefore
−
∑
2≤i≤h
qn+µi+i +
∑
1≤j≤h
qn+j = −
∑
2≤i≤h
qn+τi+i +
∑
1≤j≤h
qn+j,
and it follows that the multisets
{µ2 + 2, . . . , µh + h} and {τ2 + 2, . . . , τh + h}
are equal. Since µ1 = τ1 by assumption, the multisets
{µ1 + 1, . . . , µh + h} and {τ1 + 1, . . . , τh + h}
are equal, and this condition is equivalent to the rook equivalence of µ and τ (see [16], Theorem
12.10, which was proved in [10] in a slightly different form). This concludes the proof that (ii) ⇒
(iii).
To prove that (iii)⇒ (i), assume that (iii) holds, and again let h = max{hµ, hτ} and let µ and
τ have weight n. It is clear that µ and τ have the same number of extensions of width w and any
specified weight, obtained by adding the same rows of length at most w to µ and τ . So to prove
that µ and τ are width-Wilf equivalent it will suffice to show that Fµ,k = Fτ,k for all k ≥ 1. Since
µ and τ have the same width, what we need to show is that
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∑
(µ,λ,O)∈A(µ,h,k)
(−1)wλq|(µ,λ,O)| =
∑
(τ,λ,O)∈A(τ,h,k)
(−1)wλq|(τ,λ,O)|
for each k ≥ 1. To show this it suffices to establish a bijection from A(µ, h, k) onto A(τ, h, k) that
preserves the weight of each augmented structure and the width of its L-partition.
Because µ and τ are rook equivalent and have the same width, the multisets
{µ2 + 2, . . . , µh + h} and {τ2 + 2, . . . , τh + h}
are equal, by the result cited above. Therefore there exists a bijection ϕ : [2, h] → [2, h] such
that µi + i = τϕ(i) + ϕ(i) for all i ∈ [2, h]. We obtain the desired bijection from A(µ, h, k) onto
A(τ, h, k) by sending each (µ, λ,O) to (τ, λ′,O), where the lengths of the columns of λ′ are obtained
by applying ϕ to the lengths of the columns of λ.
If partitions µ and τ are rook equivalent but have different widths, then although µ and τ cannot
be width-Wilf equivalent, they must be Wilf equivalent. To prove this, we will use a criterion for
rook equivalence different from the multiset criterion employed above.
Let F be a Ferrers board, and let (i, j) denote the square in the ith row from the top and the jth
column from the left. If (i, j) has the property that replacing the subboard {(x, y) | x ≥ i, y ≥ j}
by its conjugate yields a Ferrers board, then, following Foata and Schu¨tzenberger [10] we call this
new board the (i,j)-transform of F . We will denote it by Fi,j . Foata and Schu¨tzenberger proved
([10], Corollary 6, Lemma 9 and Theorem 11) that boards F1 and F2 are rook equivalent if and
only if one can be obtained from the other by a series of these transformations.
Theorem 3. If partitions µ and τ are rook equivalent, then they are Wilf equivalent.
Proof. We view µ and τ as Ferrers boards. If µ and τ are rook equivalent, then by the criterion
of Foata and Schu¨tzenberger we can obtain τ from µ by a series of (i, j)-transformations. It will
suffice to show that, for each (i, j)-transformation, F and Fi,j are Wilf equivalent.
Case 1: i > 1. In this case, F and Fi,j are rook equivalent and have the same width, so by
Theorem 2 they are width-Wilf equivalent and therefore Wilf equivalent.
Case 2: (i, j) = (1, 1). In this case every extension of F corresponds (via a conjugation) to an
extension of F1,1 of the same weight.
Case 3: i = 1 and j > 1. In this case Fi,j can be obtained in three steps, by taking F1,1,
then taking the (j, i)-transform of the result, and then taking the (1, 1)-transform again. Each step
yields a result Wilf equivalent to F , as we see by arguing as in Case 2 for the first and last steps,
and as in Case 1 for the middle step (using j > 1).
The converse of Theorem 3 is also true. We prove it in [6], but we remark here that, for the proof,
it suffices to show that two Wilf equivalent partitions with distinct parts must be identical. For if
any partitions µ and τ are Wilf equivalent, then ([10], Theorem 11) µ and τ are rook equivalent to
partitions µ′ and τ ′ with distinct parts. By Theorem 3, µ′ and τ ′ are Wilf equivalent, so, assuming
that this forces them to be equal, we see that µ and τ are rook equivalent.
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4 Profiles
In this section we further explore the idea of profiles, first introduced in Section 2. This section
also contains the proofs of (3) and (5).
In Section 2, we claimed (without proof), that two nonempty finite sets of partitions P,Q ⊆ P
have the same profile if and only if the mappings ∨P ,∨Q : P → P are equal. Proving this is our
first order of business. We start with a couple of definitions.
Definitions. Suppose α, β ∈ P. Provided αi > βi+1, we define
α ⋆i β = (α1, . . . , αi, βi+1, . . .) ∈ P.
We say that α ⋆i β is obtained from α and β by splicing.
For any set P ⊆ P we denote by Cl(P ) the closure of P under splicing (using all i > 0).
Example 3. Let P = {(2, 1, 1), (2, 2, 1, 1)} and note that
Cl(P ) = {(2, 1, 1), (2, 2, 1), (2, 2, 1, 1)}.
Comparing the profiles of P and Cl(P ), we find that
Pr(P ) = {(2, [1, 2]), (1, [2, 3]), (1, [3, 4]), (0, [4,∞])} = Pr(Cl(P )).
This suggests that the profile of a finite set is invariant under splicing. The next two results
prove this and much more. Before launching into these proofs, we remark on a subtle point in
the definition of splicing. In the definition, α ⋆i β is defined if and only if αi > βi+1. Of course
the operation, a priori, could have been defined with > replaced by ≥. This would certainly yield
a partition, but it would not preserve the profile of a set. For example, under this alternative
definition the “closure” of P would be the set
{(2, 1, 1), (2, 2, 1), (2, 2, 1, 1), (2, 1, 1, 1)},
whose profile is {(2, [1, 2]), (1, [2, 4]), (0, [4,∞])}.
We now turn our attention to proving (3) by first proving a technical lemma that is of interest
in its own right.
Lemma 4. If P ⊆ P is finite and nonempty and γ ∈ P then the following are equivalent:
(i) γ ∈ Cl(P )
(ii) ∨P = ∨P∪{γ}
(iii) Pr(P ) = Pr(P ∪ {γ}).
Proof. We show that (i)⇒ (ii)⇒ (iii)⇒ (i).
To begin, we first show that if µ, α, β ∈ P, and γ = α ⋆ℓ β, then
(µ+ α) ∨ (µ+ β) = (µ+ α) ∨ (µ + β) ∨ (µ+ γ).
To see this, we first note that the first ℓ parts of µ+ γ are parts of µ+α, and the remaining parts
of µ + γ are parts of µ + β, so µ + γ does not introduce new parts into (µ + α) ∨ (µ + β). Now
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suppose for a contradiction that µ + γ has some part r that has a higher multiplicity in µ + γ
than it does in either µ + α or µ + β. Then {i | (µ + γ)i = r} must include both ℓ and ℓ + 1, so
(µ+ γ)ℓ = (µ+ γ)ℓ+1, a contradiction since αℓ > βℓ+1.
Now to prove that (i) ⇒ (ii), suppose γ ∈ Cl(P ). Then there exists a sequence of partitions
δ1, . . . , δt such that each δj is obtained by applying the splicing operation to elements of P and the
previous δi’s, and δt = γ. Using the result of the preceding paragraph repeatedly, we have
∨P (µ) = ∨P∪{δ1}(µ) = · · · = ∨P∪{δ1,...,δt}(µ),
so ∨P (µ) = ∨P∪{γ}(µ). (If ∨P (µ) does not change when we add all of the δi’s to P , then it does
not change when we only add δt = γ to P .)
To prove that (ii) ⇒ (iii), assume ∨P (µ) = ∨P∪{γ}(µ) for every µ ∈ P. We show that every
interval in Pr({γ}) is contained in some interval in Pr(P ), so Pr(P ) = Pr(P ∪ {γ}). To see this,
suppose r is some part of γ and let I = [a, b] be its r-interval. So
γ = (γ1, . . . , γa−1, r, r, . . . , r︸ ︷︷ ︸
|I|
, γb+1, . . .).
Next set k = max
σ∈P∪{γ}
wσ and define the partition µ to be
µ = (4k, 4k, . . . , 4k︸ ︷︷ ︸
a−1
, 2k, 2k, . . . 2k︸ ︷︷ ︸
|I|
).
Then (µ + γ)i = 2k + r for all i ∈ I. Because ∨P (µ) = ∨P∪{γ}(µ), there must exist some σ ∈ P
such that the multiplicity of 2k+ r in µ+σ is at least |I|. Since r ≤ k and each part of σ is at most
k, (µ+ σ)i can be 2k + r only when i ∈ I, so (µ+ σ)i = 2k+ r for all i ∈ I. Thus I ⊆ {i | σi = r},
and this implies that I is contained in some interval in Pr(P ).
To prove that (iii)⇒ (i), suppose Pr(P ) = Pr(P ∪ {γ}). Denote the elements of Pr(γ) by
(p1, I1), . . . , (pm, Im)
so that k = p1 > p2 > · · · > pm = 0. Let bi be the right endpoint of Ii. (Note that in this case
bi + 1 is the left endpoint of Ii+1 for all i < m.) By our assumption that Pr(P ) = Pr(P ∪ {γ}),
it follows that for each 1 ≤ i ≤ m there exists some σ(i) ∈ P whose pi-interval contains Ii. Now
define
γ′ = σ(1) ⋆b1 σ
(2) ⋆b2 · · · ⋆bm−1 σ
(m)
where we evaluate this expression from left to right. We have Pr({γ′}) = Pr({γ}), so γ = γ′ ∈
Cl(P ).
We are now ready to prove (3).
Theorem 4. If P,Q ⊆ P are nonempty finite sets then the following are equivalent:
(i) Cl(P ) = Cl(Q)
(ii) Pr(P ) = Pr(Q)
(iii) for every µ ∈ P, we have ∨P (µ) = ∨Q(µ).
14
Proof. We show that (i)⇔ (ii) and (i)⇔ (iii).
To show that (i) ⇒ (ii), let the elements of Cl(P ) be β1, . . . , βℓ. Then by repeated use of the
preceding lemma we have
Pr(P ) = Pr(P ∪ {β1}) = · · · = Pr(P ∪ {β1, . . . , βℓ}) = Pr(Cl(P )),
and likewise Pr(Q) = Pr(Cl(Q)). Thus if Cl(P ) = Cl(Q) then Pr(P ) = Pr(Q).
To show that (ii) ⇒ (i), assume Pr(P ) = Pr(Q). Then Pr(P ∪ {γ}) = Pr(Q ∪ {γ}) for every
γ ∈ P. Thus, using the preceding lemma, we have
γ ∈ Cl(P )⇔ Pr(P ) = Pr(P ∪ {γ})⇔ Pr(Q) = Pr(Q ∪ {γ})⇔ γ ∈ Cl(Q).
So Cl(P ) = Cl(Q).
A proof that (i)⇔ (iii) can be obtained from our proof that (i) ⇔ (ii) by replacing Pr(X) by
∨X(µ) for all subsets X of P involved.
In light of this theorem it is natural to introduce the following notation.
Notation. Let C ∈ P, so that for all P,Q ∈ C we have Pr(P ) = Pr(Q). Define Cl(C) := Cl(P ) for
any P ∈ C.
Remark 1. For any P ∈ C we have Cl(Cl(P )) = Cl(P ), so by our theorem, Pr(Cl(P )) = Pr(P )
and thus Cl(C) ∈ C. We also note that
Cl(C) ⊆
⋃
P∈C
P ⊆
⋃
P∈C
Cl(P ) = Cl(C),
where the first inclusion follows since Cl(C)) ∈ C and the equality on the right follows since Cl(C) =
Cl(P ) for every P ∈ C. This gives us another description of the set Cl(C), as the union of all
members of C.
Next, we turn our attention to the proof of (5), which appears in Lemma 10. Some preliminary
results are required before tackling that lemma.
The next definition allows us to frame the proof of Lemma 10 in a convenient graph-theoretic
context.
Definition. Given a profile class C let G(C) be the bipartite graph whose partite sets are the set
of partitions Cl(C) and the profile Pr(C), such that α ∈ Cl(C) is adjacent to (p, I) ∈ Pr(C) if and
only if I is the p-interval in α.
In keeping with traditional graph theory notation, we denote the set of neighbors of a vertex w
in G(C) by N(w) and define
N(W ) =
⋃
w∈W
N(w)
for any collection of vertices W in G(C).
Example 4. In the case that our profile class is as in Example 3 the corresponding bipartite graph
is:
15
(2, [1, 2]) (1, [2, 3]) (1, [3, 4]) (0, [4,∞])
(2, 1, 1) (2, 2, 1) (2, 2, 1, 1)Cl(C) :
Pr(C) :
In stating the next lemma, we adopt the convention that a sum over the empty set is 0.
Lemma 5. Let G be a finite bipartite graph with (nonempty) partite sets A and B. Then we have∑
S⊆A
N(S)=B
(−1)|S| =
∑
S⊆B
N(S)=A
(−1)|S|.
Proof. The proof of this follows by a straightforward application of the Inclusion–Exclusion principle
and the fact that
∑
S⊆U
(−1)|S| =
{
1 if U = ∅
0 if U 6= ∅
(9)
where U is an arbitrary finite set. Using these two tools we obtain the calculation∑
S⊆A
N(S)=B
(−1)|S| =
∑
S⊆A
(−1)|S| −
∑
T⊆B
T 6=∅
∑
S⊆A
N(S)⊆B\T
(−1)|S|+|T |+1
= −
∑
T⊆B
T 6=∅
∑
S⊆A
N(S)⊆B\T
(−1)|S|+|T |+1
=
∑
T⊆B
T 6=∅
∑
S⊆A
N(S)⊆B\T
(−1)|S|+|T |
=
∑
T⊆B
T 6=∅
∑
S⊆A\N(T )
(−1)|S|+|T |
=
∑
T⊆B
N(T )=A
(−1)|T |,
where the second equality follows since A 6= ∅. This concludes our proof.
Definition. Let G be a finite bipartite graph with (nonempty) partite sets A and B. Fix X ⊆ A.
We say a set Y ⊆ B is X-minimal provided that X ⊆ N(Y ) yet the neighbors of any proper subset
of Y do not contain all of X.
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Lemma 6. Let G be a finite bipartite graph with (nonempty) partite sets A and B. Assume there
exist distinct vertices u, v ∈ B such that N(u) ∩ N(v) = ∅ and no A-minimal set contains both u
and v. Then ∑
S⊆B
N(S)=A
(−1)|S| = 0.
Proof. Define
B = {S ⊆ B | N(S) = A}.
To prove the lemma, it suffices to define an involution f on the collection B with the property that
S and f(S) have opposite parity. To help define our involution we say a set S ∈ B is u-critical
provided that N(S \ u) 6= A. (Note that a u-critical set S must contain u.) Now let
f(S) =


S ∪ {u} if u /∈ S
S \ {u} if u ∈ S and S is not u-critical
S ∪ {v} if v /∈ S and S is u-critical
S \ {v} if v ∈ S and S is u-critical.
We must check that f is well defined and an involution. To begin, observe that if S ∈ B falls
in the first or third case, then clearly f(S) ∈ B. If S falls in the second case, then f(S) ∈ B since
S is assumed not to be u-critical. If S falls in the fourth case, then N(S \ {v}) must equal A for
otherwise every suset T ⊆ S such that N(T ) = A would have to contain u and v, so we would
have an A-minimal set that contains both u and v. Hence f(S) ∈ B in this case as well. The four
cases in the definition are exhaustive and mutually exclusive, by the parenthetical note preceding
the definition of f .
We now turn our attention to showing that f is indeed an involution. First observe that f
certainly alternates between sets S that fall in the first case and those that fall in the second
case. If S falls in the fourth case, then removing v from the u-critical set S clearly results in
another u-critical set f(S) that does not contain v. On the other hand, if S falls in the third case
we must show that f(S) = S ∪ {v} is also u-critical. The only way this might not happen is if
N(u) ∩N(v) 6= ∅. As this is not the case, we can conclude f alternates between sets S that fall in
the third case and those that fall in the fourth case.
Lemma 7. Fix a profile class C and distinct profile elements (p, I), (q, J) ∈ Pr(C), where I = [a, b],
J = [c, d], p ≥ q, and c < b. Then ∑
P∈C
(−1)|P | = 0.
Proof. First observe that∑
P∈C
(−1)|P | =
∑
P⊆Cl(C)
N(P )=Pr(C)
(−1)|P | =
∑
X⊆Pr(C)
N(X)=Cl(C)
(−1)|X|,
where the second equality comes from Lemma 5 and the first follows from the fact that for all
P ⊆ Cl(C), we have N(P ) = Pr(C) ⇔ Pr(P ) = Pr(C) ⇔ P ∈ C. The remainder of our proof
is devoted to showing that the righthand side is 0. We do this by showing that our graph G(C)
contains two vertices u, v ∈ Pr(C) that satisfy the hypotheses of Lemma 6.
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To begin we choose
u = (p, [a, b]) and v = (q, [c, d]),
so that p ≥ q and c < b and u 6= v. A straightforward check verifies that N(u) ∩ N(v) = ∅. We
leave the details to the reader.
Next we show that no Cl(C)-minimal set contains both u and v. For a contradiction, assume
that M ⊆ Pr(C) is a Cl(C)-minimal set that contains both u and v. This means that
N(u) \N(M − u)︸ ︷︷ ︸
X
6= ∅ and N(v) \N(M − v)︸ ︷︷ ︸
Y
6= ∅,
whereM −x := M \{x}. Now fix α ∈ X and β ∈ Y . Clearly, α 6= β as N(u) and N(v) are disjoint.
We claim that there exists γ ∈ Cl(C) such that γ /∈ N(u) ∪ N(v). To see this we consider the
following two cases. Only these two are necessary since when p = q, the fact that neither I nor J is
a subset of the other implies that, by switching the roles of I and J , if need be, we may take d < b.
Case 1: p > q and d ≥ b
In this case, define γ = α ⋆b−1 β ∈ Cl(C) where splicing is permitted since βb = q and αb−1 ≥
αb = p > q. In this case, γb = βb = q 6= p, so γ /∈ N(u). Similarly, γc = αc ≥ p > q, so γ /∈ N(v).
Case 2: p ≥ q and d < b
In this case, define γ = α ⋆d β ∈ Cl(C) where splicing is permitted since βd+1 < q ≤ p ≤ αd
because αb = p and d < b. In this case, γb = βb < q, so γb < p and therefore γ /∈ N(u). Also,
γd = αd ≥ p since d < b. If p > q then γd 6= q so γ /∈ N(v). If p = q then c < a by definition of a
profile. Then γc = αc > p = q, so γ /∈ N(v).
In either case we have γ ∈ Cl(C) = N(M) with γ /∈ N(u)∪N(v). Since M is Cl(C)-minimal we
must then have some w ∈M \ {u, v} with γ ∈ N(w). Taking either definition of γ, it follows that
either α ∈ N(w) or β ∈ N(w). But the first option contradicts the fact that α ∈ X and the second
contradicts the fact that β ∈ Y . We conclude that no Cl(C)-minimal set can contain both u and
v.
We turn our attention to staircases. The reader might find it helpful to revisit Example 2 in
Section 2 before continuing.
Our first task is to introduce an important collection of partitions associated with staircases.
An example of the construction described in this lemma is given immediately after its proof.
Lemma 8. Fix some C ∈ P whose profile is a staircase. Denote the maximal overlapping segments
in this staircase as M1, . . . ,Mℓ and choose (pi, Ii) ∈ Mi for each i ≤ ℓ. Then there is a partition
σ(C, p1, . . . , pℓ) ∈ Cl(C) whose neighbors in G(C) are precisely
(p1, I1), . . . , (pℓ, Iℓ).
Proof. First, for any maximal overlapping segment M with (p, I) ∈M we define
π(M,p) =
⋃
(q,J)∈M
q>p
|J |>1
{(q, J−)} ∪ {(p, I)} ∪
⋃
(q,J)∈M
p>q
|J |>1
{(q,−J)}
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where for any interval I we define I− (respectively, −I) to be the interval obtained by deleting its
right (respectively, left) endpoint. Observe that π(M,p) ∩M = {(p, I)}.
Consider the set
π(M1, p1) ∪ · · · ∪ π(Mℓ, pℓ).
Observe that this set is the profile of some (unique) partition σ. Furthermore, since Pr(Cl(C) ∪
{σ}) = Pr(Cl(C)), it follows from Lemma 4 that σ ∈ Cl(C).
Our first observation now implies that
Pr(σ) ∩ Pr(C) = {(p1, I1), . . . , (pℓ, Iℓ)}.
In terms of the bipartite graph G(C) this means that N(σ) = {(p1, I1), . . . , (pℓ, Iℓ)}. Lastly, we set
σ(C, p1, . . . , pℓ) = σ.
Applying the construction in the proof of this lemma to Example 2 yields
π(M1, 5) = {(6, [1, 2]), (5, [3, 5])} and π(M2, 2) = {(3, [6, 6]), (2, [7, 8]), (0, [9,∞])},
whose union is the profile of the partition (6, 6, 5, 5, 5, 3, 2, 2).
Lemma 9. Let C ∈ P be such that Pr(C) is a staircase whose maximal overlapping segments are
M1, . . . ,Mℓ. Then, the Cl(C)-minimal sets in G(C) are precisely the ℓ sets Mi ⊆ Pr(C).
Proof. Fix some maximal overlapping segment M of Pr(C) and write its elements as
(p1, I1), (p2, I2), . . . , (ps, Is),
where pi > pi+1. Let a and b be such that
s⋃
i=1
Ii = [a, b].
Further, set I = {i ∈ [1, s] | 1 < |Ii|} and let E be the set of endpoints among all the intervals in
M (including the symbol ∞ if required). Observe that E ⊆ [a, b] and |E| = |I|+ 1.
We first demonstrate that N(M) = Cl(C). For a contradiction, assume that there exists some
µ ∈ Cl(C) so that µ /∈ N(M). Denoting each pi-interval for µ by Ji, this means that for each
(pi, Ii) ∈ M , we must have Ji ( Ii. This immediately says that the interval Ji is such that
|Ji ∩ E| ≤ 1 and that Ji = ∅ whenever i /∈ I. Consequently,
|E ∩ (J1 ∪ · · · ∪ Js)| ≤ |I|. (10)
On the other hand, we see that
p1 ≥ µt ≥ ps if and only if t ∈ [a, b].
The forward direction follows from the fact that Pr(C) is a staircase and the reverse direction follows
from our definition of a maximal overlapping segment and the meaning of profiles. So we have
E ⊆ [a, b] = J1 ∪ · · · ∪ Js.
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But this contradicts (10) above since |E| = |I|+ 1. We conclude that µ ∈ N(M) as needed.
It remains to show that the sets M1, . . . ,Mℓ are Cl(C)-minimal and that they are the only
Cl(C)-minimal sets. We can establish both simultaneously by showing that for any P ⊆ Pr(C) with
N(P ) = Cl(C), we have Mj ⊆ P for some j. For a contradiction, assume we have such a P for
which Mj 6⊆ P for all 1 ≤ j ≤ ℓ. This means that we can choose some (qj,Kj) ∈Mj \P for each j.
But then the neighbors of the partition σ(C, q1, . . . , qℓ) ∈ Cl(C) are precisely (q1,K1), . . . , (qℓ,Kℓ).
This contradicts the fact that N(P ) = Cl(C) and completes our proof.
We are at last in a position to prove our final lemma of this section. Doing so provides the
justification for (5) in Section 2.
Lemma 10. Let C be a profile class. Then
∑
P∈C
(−1)|P | =
{
(−1)|Pr(C)|+seg(C)+1 if Pr(C) is a staircase
0 otherwise.
Proof. We first prove that if Pr(C) is not a staircase then our alternating sum is 0. If Pr(C) is not
a staircase, then there exist
(p, [a, b]) ∈ Pr(C) and (q, [c, d]) ∈ Pr(C)
such that either p > q and c < b or p = q and [a, b] 6= [c, d]. In the second case, neither [a, b] nor
[c, d] is a subset of the other, by definition of a profile, so we can assume (by switching the roles
of [a, b] and [c, d] if necessary) that c < b. So in any case we have two elements of Pr(C) such that
p ≥ q and c < b. Lemma 7 now guarantees that our alternating sum is zero.
Now consider the case where Pr(C) is a staircase withm = seg(C) maximal overlapping segments:
M1, . . . ,Mm. By Lemma 9 these m sets are precisely the Cl(C)-minimal sets and they partition
Pr(C). This yields the calculation
∑
P∈C
(−1)|P | =
∑
P⊆Cl(C)
N(P )=Pr(C)
(−1)|P | =
∑
X⊆Pr(C)
N(X)=Cl(C)
(−1)|X| =
∑
T⊆[m]
T 6=∅
(−1)|T |+1

 ∑
X⊆Pr(C)\MT
(−1)|X|+|MT |


= (−1)seg(C)+|Pr(C)|+1,
where the first and second equalities come from Theorem 4 and Lemma 5 respectively; the third
follows from Lemma 9 and an application of Inclusion–Exclusion, where
MT :=
⋃
i∈T
Mi;
and the last equality follows from (9) and the fact that the Mi’s partition Pr(C).
5 Staircases & Augmented Structures
The purpose of this section is to fill in the details of the connection between staircases and aug-
mented structures. In particular we give a proof of (8) in Section 2.
We begin by giving an alternative description of the function ∨S where S ∈ S(h, k). This
alternative description is directly motivated by the following example.
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Example 5. Consider the partitions
α = (2, 2, 2) and β = (2, 2, 1, 1)
and set P = {α, β}. If we take µ = (4, 3, 3, 1), then we see that
∨P (µ) = (6, 5, 5, 1) ∨ (6, 5, 4, 2) = (6, 5, 5, 4, 2, 1).
On the other hand, the profile for P is the staircase
S = {(2, [1, 3]), (1, [3, 4]), (0, [4,∞])}.
Now observe that ∨P (µ) can be calculated directly in terms of S and µ by taking
(µ1, µ2, µ3,︸ ︷︷ ︸
+2
µ3, µ4︸ ︷︷ ︸
+1
, µ4︸︷︷︸
+0
) = (6, 5, 5, 4, 2, 1),
where the underbraces indicate how much to add to each term.
This example suggests our next lemma.
Lemma 11. Let P ⊆ P have staircase profile
S = {(p1, [a1, b1]), . . . , (ps+1, [as+1,∞])}
where k = p1 > p2 > · · · > ps+1 = 0. For any µ ∈ P the partition ∨S(µ) is the partition
(µa1 , . . . , µb1︸ ︷︷ ︸
+p1
, µa2 , . . . , µb2︸ ︷︷ ︸
+p2
, . . . , µas+1 , . . .︸ ︷︷ ︸
+ps+1
).
The weight of this partition is
s+1∑
i=1
bi∑
j=ai
(µj + pi).
Proof. The second assertion follows immediately from the first. To prove the first assertion, we
claim that for any k ≥ pc > pd ≥ 0 and any σ, τ ∈ P (equal or not), where σ has a part of size pc
and τ has a part of size pd,
min{(µ+ σ)i | σi = pc} > max{(µ+ τ)ℓ | τℓ = pd}.
This is because if σi = pc and τℓ = pd then by definition of the profile, i ∈ [ac, bc] and ℓ ∈ [ad, bd].
By definition of a staircase this implies that bc ≤ bd and hence µi ≥ µℓ. Therefore µi+pc > µℓ+pd,
which verifies our claim.
From this claim we see that if Vc is the set
Vc = {(µ + π)i | π ∈ P, πi = pc},
then minVc > max Vd when pc > pd. Since for each π ∈ P we have {i | πi = pc} ⊆ [ac, bc],
the multiplicity of any part in ∨P (µ) that is also in Vc is its multiplicity in any µ + π such that
{i | πi = pc} = [ac, bc]. This proves the lemma.
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To motivate our development of the connection between staircases and augmented structures,
we start with an example.
Example 6. Consider the following staircase
S = {(6, [1, 2]), (4, [2, 4]), (3, [4, 4]), (2, [5, 6]), (0, [6,∞])}
and let µ = (43, 32, 2, 1) . Then Lemma 11 tells us that | ∨S (µ)| is
(6 + µ1) +(6 + µ2)
+(4 + µ2) + (4 + µ3) +(4 + µ4)
+(3 + µ4)
+(2 + µ5) +(2 + µ6)
+(0 + µ6) + (0 + µ7).
Observe that the left-overlapping elements in S correspond to the parts of µ that are counted more
than once. For the moment, let us ignore such terms. Doing so yields the sum
(6 + µ1) + (6 + µ2)
+(4 + µ3) + (4 + µ4)
+(2 + µ5) + (2 + µ6)
+(0 + µ7).
We encode this sum as the sum of the weights |µ| + |σ|, where σ = (62, 42, 22). Note that the
multiplicity of each nonzero part of σ is the number of times it appears in the non-overlapping
sum.
In order to deal with the overlapping terms in the first sum we introduce the concept of L’s.
In particular, consider the L’s shaded as shown below where µ is drawn right-justified and to the
immediate left of σ:
µ︷ ︸︸ ︷ σ︷ ︸︸ ︷
The columns containing the vertical legs of our L’s are chosen as follows. First take the parts 4,
3, and 0 as they correspond to the left-overlapping intervals in S. Then add one to each to obtain
the set A = {5, 4, 1} which will be the set of indices of the columns containing the vertical legs of
our L’s.
In this case, the vertical parts of the blue, green, and red L’s contain σ∗1, σ
∗
4 , and σ
∗
5 boxes,
respectively. The key observation is that we can now write our first sum in terms of these L’s.
Consider
| ∨S (µ)| = |µ|+ |σ|+ (4 + µ2) + (3 + µ4) + (0 + µ6)
= |µ|+ σ∗2 + σ
∗
3 + σ
∗
6︸ ︷︷ ︸
columns /∈ A
+ σ∗1 + σ
∗
4 + σ
∗
5︸ ︷︷ ︸
vertical parts of L’s
+(4 + µσ∗
5
) + (3 + µσ∗
4
) + (0 + µσ∗
1
)︸ ︷︷ ︸
horizontal parts of L’s (excluding corners)
.
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In light of this example, we make the following definition.
Definition. We say an element (σ,A) ∈ P(h, k)× 2[1,k] is a marked partition since we think of the
set A as indicating the marked columns of σ. We let
M(h, k) = {(σ,A) ∈ P(h, k) × 2[1,k] | σ∗i > 1 for all i ∈ A}.
Lemma 12. Fix h, k > 0. There exists a bijection f : S(h, k) →M(h, k) so that if f(S) = (σ,A)
and µ is any partition, then
(i) |A| = |S| − seg(S), and
(ii) | ∨S (µ)| = |µ|+ |σ|+
∑
i∈A
(µσ∗i + i− 1).
Proof. Fix S ∈ S(h, k) and denote its elements as
S = {(p1, [a1, b1]), (p2, [a2, b2]), . . . , (ps, [as, bs]), (ps+1, [as+1, bs+1])},
where k = p1 > p2 > · · · > ps > ps+1 = 0 and a2 6= 1. Define I to be the set of indices that
correspond to left-overlapping elements in S. Let
A = {1 + pi | i ∈ I} and σ = (p
m1
1 , p
m2
2 , · · · , p
ms
s ),
where
mi =
{
bi − ai + 1 if i /∈ I
bi − ai if i ∈ I.
Set f(S) = (σ,A). With these definitions we see that
ai =
{
m1 + · · ·+mi−1 + 1 if i /∈ I
m1 + · · ·+mi−1 if i ∈ I
(11)
for 1 ≤ i ≤ s + 1. We also observe that any i ∈ I must be at least 2. Consequently Property (ii)
in our definition of staircases implies that, for i ∈ I,
2 ≤ ai = m1 + · · · +mi−1 = σ
∗
1+pi . (12)
With our definitions and basic observations established our immediate task is to show that f
is well defined. To this end, we first show σ ∈ P(h, k). To verify this, observe that m1 + · · · +ms
is the length of S, so hσ < h. Additionally, wσ = k as p1 = k and m1 6= 0. So σ ∈ P(h, k). It is
immediate that A ⊆ [1, k] since 1 /∈ I. Lastly, (12) guarantees that (σ,A) ∈ M(h, k).
Our next task is to show f is bijective. We first note that we can easily recover the parts
p1, . . . , ps from the pair (σ,A). In turn, knowing these parts and the set A allows us to recover the
index set I. Using σ, I, and (11) we can recover the left endpoints ai of our staircase. Finally,
the left endpoints together with I allow us to reconstruct the right endpoints bi. This inverse
construction proves that f is 1-1. Furthermore, let us consider applying this inverse construction
to any (τ,B) ∈ M(h, k) to obtain
T = {(q1, [c1, d1]), (q2, [c2, d2]), . . . , (qt, [ct, dt]), (qt+1, [ct+1,∞])},
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where k = q1 > q2 > · · · > qt > qt+1 = 0. Provided that c2 ≥ 2 it easily follows that T ∈ S(h, k).
To address this proviso, we see from (11) that if (q2, [c2, d2]) is not left-overlapping then c2 ≥ 2.
On the other hand, the only way this element can be left-overlapping is if q2 + 1 ∈ B, in which
case our definition of M(h, k) tells us that 1 < τ∗q2+1. This says that there are at least two parts
in τ (counting multiplicities) that are greater than q2. As the only part greater than q2 is q1 we
conclude that 1 < d1 ≤ c2 as needed.
We now shift our attention to Properties (i) and (ii). It is clear from our definitions of I and
A that Property (i) holds. Property (ii) is shown to hold via the following computation. By
Lemma 11, we have
| ∨S (µ)| =
s+1∑
i=1
bi∑
j=ai
(µj + pi)
=
∑
i 6∈I
bi∑
j=ai
(µj + pi) +
∑
i∈I
bi∑
j=ai+1
(µj + pi) +
∑
i∈I
(µai + pi)
= |µ|+ |σ|+
∑
i∈I
(µai + pi),
which by (12) and our definition of A,
= |µ|+ |σ|+
∑
i∈A
(µσ∗i + i− 1).
Lastly, we need to bijectively transform marked partitions into augmented structures. To do
this we define, for any µ, the mapping
g :M(h, k)→ A(µ, h, k)
by setting g(σ,A) = (µ, λ,O) where the columns of λ and O are given by the multisets
{σ∗i | i ∈ A} and {|A>i|+ σ
∗
i | i 6∈ A},
respectively. To explain this definition, let us return to the above example of a marked partition:
µ︷ ︸︸ ︷ σ︷ ︸︸ ︷
.
If we “push” all the unmarked columns past and to the right of the marked ones we obtain the
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configuration
µ︷ ︸︸ ︷ λ︷ ︸︸ ︷ O′︷ ︸︸ ︷
.
Observe that this transformation shortened the horizontal legs of the green and red L’s by exactly
the number of unmarked columns to their left. This discrepancy is accounted for by defining the
columns of O to be |A>i|+ σ
∗
i for each i /∈ A.
To establish that this mapping is bijective we will prove that for any C > 0 there is a unique
0 ≤ i ≤ wλ so that placing a column of length C − i immediately to the left of the i rightmost
columns of λ yields a partition. For example, if C = 5 and λ is as above, then among the four
possible configurations
only the second, when i = 1, yields a partition. The following lemma proves this always occurs.
Lemma 13. Fix any partition λ and denote its column lengths (from right to left) by c1 ≤ c2 ≤
c3 ≤ · · · ≤ cwλ. For any C > 0 there is a unique 0 ≤ i ≤ wλ so that
ci+1 ≥ C − i ≥ ci, (13)
where we set cwλ+1 =∞ and c0 = 0.
Proof. Define i = min{j ∈ [0, wλ] | cj+1 ≥ C − j}. (This set is not empty, and hence i is well
defined, since cwλ+1 = ∞.) By definition of i it follows that if i > 0 then C − (i − 1) > ci. Hence
(13) holds in any case. Uniqueness follows since we cannot have indices j > i such that
cj+1 ≥ C − j ≥ cj ≥ ci+1 ≥ C − i ≥ ci,
as then j ≤ i.
Lastly, if S ∈ S(h, k) and f(S) = (σ,A) and g(σ,A) = (µ, λ,O), then we claim that, for all µ,
| ∨S (µ)| = |(µ, λ,O)|.
In fact this follows via the following computation:
| ∨S (µ)| = |µ|+ |σ|+
∑
i∈A
(µσ∗i + i− 1),
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which, by segregating the i− 1 columns to the left of column i into marked and unmarked ones,
= |µ|+
∑
j∈B
σ∗j +
∑
i∈A
(σ∗i + µσ∗i + |A<i|+ |B<i|),
where B = [1, k] \A. By noting that the marked columns in σ are precisely the columns of λ, this
= |µ|+
∑
j∈B
σ∗j +
a(a− 1)
2
+
a∑
ℓ=1
(
λ∗ℓ + µλ∗ℓ
)
+
∑
i∈A
|B<i|,
where a = |A|, which by the short argument below,
= |µ|+
∑
j∈B
(
σ∗j + |A>j|
)
+
a(a− 1)
2
+
a∑
ℓ=1
µλ∗
ℓ
+ λ∗ℓ
= |µ|+ |O|+ |λ|+
a(a− 1)
2
+
a∑
ℓ=1
µλ∗
ℓ
= |(µ, λ,O)|.
The following calculation justifies the fourth equality above:∑
i∈A
|B<i| =
∑
i∈A
∑
j∈B
1{j<i} =
∑
j∈B
∑
i∈A
1{j<i} =
∑
j∈B
|A>j |,
where 1{·} is the usual indicator function.
We summarize our findings from this section with a final lemma.
Lemma 14. For any µ, the composition of maps
g ◦ f : S(h, k)→ A(µ, h, k)
is a bijection such that if S 7→ (µ, λ,O), then
(i) wλ = |S| − seg(S), and
(ii) | ∨S (µ)| = |(µ, λ,O)|.
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