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Abstract 
Powerful numerical codes for modeling complex coupled processes of physics and chemistry have been developed for predicting 
the fate of CO2 in reservoirs. However, they are often computationally demanding for solving highly non-linear models in 
sufficient spatial and temporal resolutions. In this study, two parallel simulators were implemented and optimized on two 
supercomputers with a thousand to tens of thousands of processors. The two simulators were: a parallel simulator of multi-phase 
flow TOUGH2-MP, and a parallelized in-house version of chemically reactive transport simulator TOUGHREACT. The 
optimization efforts including solver replacements were rewarded by twice to several tens of times speedup of calculations. The 
performance measurement confirmed that the simulators exhibit excellent scalability showing almost linear speedup up to more 
than 20,000 processors, and allow performing simulations at high resolutions with multi-million grids in a practical time. The 
paper is concluded with a demonstrative simulation of a highly non-linear process of dissolution-diffusion-convection that 
requires high spatial and temporal resolutions. 
 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of GHGT. 
Keywords: geologicl carbon storage, high performance computing, parapllel computing, multi-phase flow, geochemical simulation 
 
 
* Corresponding author. Tel.: +81-45-814-7237; fax: +81-45-814-7253. 
E-mail address: hajime.yamamoto@sakura.taisei.co.jp 
© 2014 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of the Organizing Committee of GHGT-12
3796   Hajime Yamamoto et al. /  Energy Procedia  63 ( 2014 )  3795 – 3804 
1. Introduction 
Powerful numerical codes that are capable of modeling complex coupled processes of physics and chemistry have 
been developed for predicting the fate of CO2 in reservoirs as well as its potential impacts on groundwater and 
subsurface environments. However, they are often computationally demanding for solving highly non-linear models 
in sufficient spatial and temporal resolutions. Geological heterogeneity and uncertainties further increase the 
challenges in modeling works. Two-phase flow simulations in heterogeneous media usually require much longer 
computational time than that in homogeneous media. Uncertainties in reservoir properties may necessitate stochastic 
simulations with multiple realizations. 
Recently, massively parallel supercomputers with more than thousands of processors become available in 
scientific and engineering communities. The theoretical performance of the world’s fastest supercomputer exceeds 
10 peta (1016) Flops (i.e., post-peta scale), where Flops is a measurement used to indicate how many floating point 
operations a processor is capable of performing each second. Computer scientists believe that first exa-scale (1018 
Flops) supercomputer will be possible by about 2020. Such high-performance computers may attract attention from 
geoscientist and reservoir engineers for solving the large and non-linear models in higher resolutions within a 
reasonable time [1]. However, for making it a useful tool, it is essential to tackle several practical obstacles to utilize 
large number of processors effectively for general-purpose reservoir simulators. 
This paper describes our efforts of parallel computing for coupled multi-physics modelling of CO2 geologic 
sequestration. We have implemented two parallel simulators on two different types (vector- and scalar-type) of 
supercomputers with a thousand to tens of thousands of processor. The two simulators are: a parallel simulator of 
multi-phase flow TOUGH2-MP, and a parallelized in-house version of chemically reactive transport simulator 
TOUGHREACT. The implementation and optimization of the simulators on the supercomputers are first described, 
followed by the performance evaluation for three illustrative simulations of multi-million grid models.  The paper is 
concluded with a demonstrative simulation of the dissolution-diffusion-convection process that requires high spatial 
and temporal resolutions to simulate the growth of small convective fingers of CO2-dissolved water to larger ones in 
a reservoir scale.  
2. Code Implementation on Supercomputers 
2.1 Supercomputers 
The Earth Simulator (ES2, Fig. 1a) is a vector-type supercomputer that consists of 1,280 processors operated by 
JAMSTEC, originally developed for, and extremely used in global climate change simulations (Fig. 1a). The ES had 
been the most powerful supercomputer in the world from 2002 to 2004, and it was upgraded to new ES2 in March 
2009. ES2 is an NEC SX-9/E system and consists of 160 nodes with eight vector processors (the peak performance 
of each processor is 102.4Gflop/s) and 128 GB of computer memory at each node. For a total of 1280 processors 
and 20 TB of main memory, the total peak performance is 131 Tflop/s.  
FX10 Supercomputer System (Oakleaf-FX, Fig. 1b) is a 1.13 petaflops system with 76,800 cores (4,800 nodes) 
and 150TB memory capacity (Fujitsu PRIMEHPC FX1050 racks), and is a follow up to the K computer (achieved 
the world's fastest-ranked performance in 2011) that uses the same 6 dimensional mesh/torus interconnect (TOFU) 
for high-speed communication network to connect the processors.  
2.2 Parallel simulators 
Two parallel simulators are used in this study. TOUGH2-MP [2] is a parallel version of TOUGH2 V2.0 [3], 
which is a three-dimensional, fully implicit model of non-isothermal, multi-component and multi-phase flow and 
heat in porous and fractured media. It solves sparse linear systems arising from discretization of the partial 
differential equations for mass and energy balance. The original TOUGH2-MP uses MPI for parallel 
implementation, the METIS software package [4] for simulation domain partitioning, and the iterative parallel linear 
solver package Aztec [5] for solving linear equations by multiple processors. On multi-core PCs, it exhibits 
excellent scalability with “super-linear speedup” meaning a speedup of more than p when using p processors [2]. In 
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this study, TOUGH2-MP was implemented on the both supercomputers (ES2 and FX10). 
TOUGHREACT [6] was developed by introducing reactive chemistry into TOUGH2. However the coupled 
simulations are often very time-consuming for large models. A parallelized in-house version of TOUGHREACT 
(V1.2) has been developed for running TOUGHREACT on multiple CPU/core computer systems. The 
parallelization scheme is similar to that of TOUGH2-MP. The in-house parallel simulator is tentatively named as 
TR-MP in what follows. The TR-MP is currently implemented on FX10 in this study, and could be used on multi-
core PC clusters as well. 
A fluid property module ECO2N [7] is used for TOUGH2-MP and TR-MP simulations throughout this study. 
The module is designed for applications to CO2 sequestration. It includes a comprehensive description of the 
thermodynamics and thermophysical properties of H2O-NaCl-CO2 mixtures. 
 
 
(a) The Earth Simulator (ES2)                            (b) FX10 Supercomputer System (Oakleaf-FX) 
Fig. 1 Supercomputers utilized in this study.  
2.3 Code implementation  
We first ported TOUGH2-MP to the Earth Simulator in 2008 [8, 9]. Since then extensive tune-up to increase its 
vector operation ratio (VOR) has been carried out for the efficient use of the ES’s high performance vector 
processors. The original source code of TOUGH2-MP over 40,000 lines contains many obstacles for increasing the 
vector operation ratio, such as frequent conditional branches and short loop lengths in the matrix solver. Especially 
deadly short loop lengths in the matrix solver were found to be the key issue of the improvement, because it limits 
upper bound of the average vector length and thus decreases the vector operation ratio that should be 95% or more 
to get reasonable performance on the vector architecture computer. In the original TOUGH2-MP code, an iterative 
parallel linear solver package Aztec [5] is employed. The Aztec solver uses a distributed variable block row 
(DVBR) format (a generalization of the VBR format, all matrix blocks are stored row-wise) as a matrix storage 
format. The DVBR is highly memory-efficient, however the innermost loop is relatively short, order of number of 
off-diagonal components for matrix-vector operations (Fig. 2a). Based on the considerations above, we replaced the 
Aztec solver to a matrix solver with the block Ellpack-Itpack (BELL) format, which is based on a constant 
bandwidth of the sparse matrix. By setting the innermost loop column-wise of BELL (BELL-C in Fig. 2b), 1D 
arrays of coefficient with continuous memory access and sufficient length of innermost loops are produced [10]. In 
addition, we performed loop-unrolling and inline expansion wherever possible and effective, and rewrote bottleneck 
computations (loops) in the fluid property (EOS) module. 
On FX10, we employed the row-wise block ELL format (BELL-R), as shown in Fig. 2c, in which the number of 
non-zero components of each row is set to that of the longest non-zero entry row of the matrix. This format allows 
one to achieve better performance for memory access than formats in which row length at each row are variable 
such as the DVBR. Although the BELL-R introduces extra computations and memory requirements, since some 
rows are zero-padded as shown in Fig. 2c, it provides excellent improvement of memory access throughput on FX10 
[11]. The BELL would be suitable for coefficient matrices derived from simple structured grids, where the number 
of non-zero blocks at each row is almost fixed.  
• 1,280 vector-type processors 
• Total peak performance 131 Tflop/s
• Operated by JAMSTEC
• 76,800 scalar-type processors 
• Total peak performance 1.135 Pflop/s
• Operated by The University of Tokyo
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Fig. 2 Sparse matrix storage formats: (a) Distributed Variable Block Row (DVBR); (b) and (c) Block Ellpack-Itpack for column- 
and row-wise storage respectively 
 
 
Fig. 3 Simulation models used for performance measurements (DOF: degree-of-freedom) 
 
2.4 Performance Measurement 
 
    Three simulation models used for the performance measurement of TOUGH2-MP on ES2 and FX10 are briefly 
shown in Fig. 3. These models have different features in terms of number of grids, reservoir heterogeneity, and non-
linearity of the physical and chemical process involved: (a) Tokyo Bay model [8] is a 10 million-grids model 
including a homogeneous reservoir; (b) SPE10 model [9, 12, 13, 14] is a highly heterogeneous reservoir model with 
about 1.1 million-grids, which was first developed for a benchmark project of oil reservoirs [12]; (c) DDC 
(diffusion-dissolution-convection) model is a 2 million-grids model for investigating the DDC process in CO2-brine 
system [15, 16] in a reservoir scale, which is described in more detail later in this paper.  
On The Earth Simulator, our optimization efforts were rewarded by excellent speedup more than 60 times faster 
than the original code with Aztec solver. The effective computation speed of the new solver on ES2 is 10-14 
GFlops/processor (10-14% of peak performance; VOR > 99.5%), while that of the original Aztec solver on ES2 was 
0.15 GFlops/processor (VOR=80%). As expected, the speed up was achieved largely due to the change of the matrix 
storage format that greatly helps the speed-up of matrix-vector product calculations in the sparse matrix solver. 
Additionally, exclusions or modifications of many conditional branches equipped for the general-purpose code also 
contribute to the speedup considerably.  
A result obtained from the performance measurement of TOUGH2-MP and TR-MP is shown in Fig. 4. The 
(a) DVBR (b)BELL-C (c)BELL-REach box indicates a NEQxNEQ block.
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measurement was carried out for the first 50 time steps of the Tokyo Bay simulation. The calculation time (wall-
clock time) is presented only for solver which is most time consuming (Fig.4a). It is confirmed that TOUGH2-MP 
shows excellent scalability up to 23,040 cores on FX10. The solver replacement also provides significant speedup 
on FX10. Fig. 4a shows the new solver is 2 to 3 times faster than Aztec solver on FX10. 
Fig. 4b shows the speedup of the matrix solvers of TOUGH2-MP, which is calculated from the calculation time 
shown above. Amdahl’s law states that if α (parallelization ratio) is the proportion of execution time for a 
parallelizable part to the totalexecution time when executed serially, then the speedup Sn that canbe achieved by 
using n processors is: )1(1 nSn DD  . The parallelization ratios of TOUGH2-MP on ES and FX10 are 
apparently 99.55% and 99.997% respectively. 
 
 
  (a) Calculation time (wall clock time) 
 
 
(b) Scalability 
Fig. 4 Calculation time and speedup (scalability) obtained for TOUGH2-MP and TR-MP on ES2 and FX10. 
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Fig.5 Calculation time of TR-MP simulation on FX10 for the each part of flow, transport, and chemical reactions. 
(Tokyo Bay model [8], time steps).  
 
 
          (a) Solver performance                                          (b) Calculation time (wall clock time) 
Fig. 6 Solver performance and calculation time of TOUGH2-MP for the three simulation models in Fig.3.  
 
It is seen that TR-MP scales also well up to about 10,000 cores in Fig. 4a. Fig. 5 shows the breakdown of the 
calculation time for each part of flow, transport, and geochemistry in the TR-MP simulation. The speed for reaction 
part may relate to the complexity of the chemical reactions. The transport part is fast because it only solves linear 
problems. The parallel performance of the reaction part could be extremely well, because the calculations for the 
reaction part are performed completely independently. As the total, the coupled flow and geochemical simulation 
with TR-MP took only about two times longer time than the flow simulation with TOUGH2-MP for the same 50 
time step. In practical, however, TR-MP simulations would be much time consuming. This is because 
TOUGHREACT simulations often require small time-steps to ensure accurate convergence, which increases number 
of time steps to be solved. 
Fig. 6 compares the solver performance obtained from the three simulation models in Fig. 3. The measurement 
was carried out for 50 time steps of each model. It is seen that the larger the model, the better the scalability. When 
too many processors are used for a small model, the load of communication among processors is more pronounced 
comparing to that of computation. For the similar reason, successful improvement of the solver may degrade the 
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scalability apparently due to the opposite effect of the fast computational speed attained. In actual, TOUGH2-MP 
exhibited better scalability on FX10 than ES2 (Fig. 4b), but as seen in Fig. 4a and Fig. 6, ES2 provided much faster 
speed than FX10 for the same number of processors: The computation speed gained with 16 processors on ES2 
seems equivalent to that with hundreds of processors on FX10. It should be noted that theoretical peak performances 
of vector processor on ES2 is about 7 times faster than that of scalar processor on FX10 (ES2: 102.4G/core, and 
FX10: 14.78GFlops/core), and the memory bandwidth is also considerably higher on ES2 (ES2: 200GB/s/core, and 
FX10: 5GB/s/core).  
3. Numerical Simulation of Diffusion-Dissolution-Convection Process 
3.1 Multi-phase flow simulation (TOUGH2-MP) 
 
Here, we present a demonstrative simulation of the dissolution-diffusion-convection (DDC) process [15, 16]. 
Generally, less-dense CO2 tends to flow over native groundwater in the reservoir (i.e., gravity override: Fig.3c). 
While CO2 stagnates on top after the injection, it gradually dissolves in groundwater, developing a thickness of a 
CO2 diffusive layer. When the thickness of the diffusive layer reaches a critical thickness, the density driven 
convection with the development of downward fingers of CO2-dissolved water occurs [15]. The convection is 
considered to enhance the CO2 dissolution in groundwater and contribute to more stable storage by reducing the 
amount of CO2 in buoyant supercritical state. To accurately simulate this process, it is known that very fine grids 
may be required. In the previous studies [15, 16], instead of the full-field scale problem, meter-scale problems of the 
small portion beneath the overlying free supercritical CO2 have been considered. In this study, we try to solve the 
whole process over a full-field model of kilometer scale with a grid resolution of a meter or less. 
A hypothetical and homogeneous reservoir with 1.2km radius and about 25m thickness is targeted in the 
simulation. The permeability and porosity of the reservoir are set to 100 md and 20% respectively. The Corey 
equation is employed for relative permeability and capillarity is neglected. Pressure, temperature, and salinity in the 
reservoir are set to 3MPa, 100oC, and 15wt% respectively. Diffusivity of CO2 in aqueous phase is set to 2×10-9 m2/s. 
We consider CO2 injection from a single well with the rate of about 150kt/year for one year. A random variation of 
permeabilities (± 1 %) is superimposed over the homogeneous reservoir to seed the convective activity [16].  
The simulation grids should be fine enough to resolve incubation times for onset of convection, and spatial 
evolution of convective fingers [15, 16]. Based on linear stability analysis [15], the incubation time ݐ௜௡௖ at which 
convection is initiated is estimated as ܿ଴ ሺߤ߮ሻଶܦ ሺοߩ݃݇ሻଶΤ , where ܿ଴  is a constant, D is diffusivity, ߤ is viscosity, 
߮ is porosity, οߩ is density increase due to CO2 dissolution, ݃ is acceleration of gravity, and ݇ is permeability.  
The thickness of the diffusive boundary layer ܮ௜௡௖  at the incubation time is given by ඥܿ଴ ߤ߮ܦ οߩ݃݇Τ . For the 
current model setting, the above equations give an estimate for the incubation time  ݐ௜௡௖ ൌ 15.5 years with a 
corresponding thickness ܮ௜௡௖ =0.99 m. Here we adopted the following values: οߩ = 4.35 kg/m3 and Ɋ =0.28210-3 
Pas, were derived from the high P-T reservoir condition considered here. A constant value ܿ଴  =1400 was taken 
from a previous numerical study [16]. The wave length of finger for the initial growth of the convection is 
comparable to ܮ௜௡௖ [15].  
Taking the above theoretical estimates into account, we chose the horizontal resolution of 1 m inside the CO2 
footprint (expected to be about 200m radius from the injection well), and gradually coarsened toward the outer 
boundary. The vertical resolution is set to constantly about 0.5 m over the 25m thickness of the reservoir (50 layers). 
The reservoir was discretized into Voronoi polygons horizontally and layered vertically, resulting in about 2 million 
grids (Fig. 7). We used Vorlay3D [17] for the Voronoi gridding. Fig. 8 shows the simulated convections for 1,000 
years in which the meter-scale fingers gradually developed to larger ones in the field-scale model. Because of the 
high non-linearity of the model, a huge number of time steps (> 105) were required to complete the 1,000-years 
simulation. The fingers start to grow at about 10 to 20 years, which is comparable to ݐ௜௡௖ = 15.5 years theoretically 
derived from linear stability analysis. It should be noted that the CO2-water boundary in this simulation is not stable 
as usually considered in the process of DDC. In future study, the model will be further refined to investigate the 
effects of grid sizes, because the grid resolutions in the current model may not be fine enough to fully resolve the 
development of diffusive boundary layer and the wave lengths of fingers at the initial stage of the convection. 
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                       (a) Whole reservoir model  (R=1.2km)                                        (b) Superfine grids on CO2 foot-print area 
 
Fig. 7 A planar view of Voronoi grids used for the simulation of dissolution-diffusion-convection process 
(black lines: shapes of Voronoi grids, blue lines: connections between grid nodes) 
 
 
 
Fig. 8 A simulation result of DDC process in a 3D reservoir model. The isosurfaces contours show CO2 mass fraction in the 
aqueous phase (groundwater). Only half of the reservoir (the far side of the vertical cross section passing through the injection 
well) is depicted.   
Injection Well
Time = 50 years Time = 100 years
Time = 1000 yearsTime = 200 years
Injection Well
25m
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3.2 Coupled multi-phase fluid flow and reactive geochemical transport simulation (TR-MP) 
 
The multi-phase fluid flow model developed for DDC was further coupled with a reactive geochemical transport 
model in TR-MP. The reactive geochemical transport model used here is almost based on [18] and involves 13 
primary aqueous species with 39 secondary aqueous species, and 17 minerals. The simulated result at 200 years 
after the start of the injection is shown in Fig. 9. From the distribution of CO2 mass fraction in the aqueous phase in 
the figure, it is seen that the development of fingers is considerably suppressed. This can be attributed to 
geochemical reactions rapidly proceed under the high temperature condition (100oC). The reaction is characterized 
by mineral precipitation of carbonate minerals including ankerite, siderite, and dawsonite, with the dissolution of 
feldspars (e.g., oligoclase) as partly shown in Fig. 9. Fig. 10 shows the time evolutions of the amount of CO2 
sequestered in gaseous, aqueous, and solid (mineral) phases. In the coupled flow and geochemical model, 
supercritical CO2 disappears quickly (in nearly 200 years) in accordance with the rapid sequestration of CO2 as 
carbonate minerals due to the high temperature. Additional simulations for other reservoir conditions and parameters 
with finer grid resolution will be included in future work. 
 
 
 
Fig. 9 Results from the coupled fluid-flow and geochemical simulation. The isosurfaces contours show the distribution of CO2 
mass fraction in the aqueous phase and geochemical changes in aqueous and mineral species at 200years after the start of CO2 
injection for 1 year.  Only the far side of the vertical cross section passing through the injection well is depicted. 
 
 
 
Fig. 10 Trapped form of CO2 in the reservoir. Note that the dissolved CO2 includes the amount of CO2 initially dissolved in 
groundwater and present in the reservoir. The prominent mineral sequestration that subsequently causes rapid depletion of 
supercritical CO2 is attributed to the high reactivity of minerals under high temperature (100oC) in the simulation. 
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4. Concluding Remarks 
The two parallel simulators for modelling of CO2 geologic sequestration have been implemented on the two types of 
massively parallel supercomputers: The Earth Simulator (ES2, vector type) and Oakleaf-FX (FX10, scalar-type). For 
a multi-phase flow simulator TOUGH2-MP, our extensive tune-ups including solver replacements were rewarded by 
considerable speedup (> 60 times on ES2; >2 times on FX10). The performance measurement confirmed that the 
simulator exhibits excellent scalability showing almost linear speedup against number of processors up to more than 
20,000 cores on FX10, and thus allows performing simulations at high resolutions with multi-million grids in a 
practical time (less than seconds per time step) even for highly heterogeneous models. The scalability, however, 
may be suppressed depending on the problem size as well as the severity of heterogeneity and non-linearity of 
models. A parallelized in-house version of a coupled flow and geochemical simulator TOUGHREACT also scaled 
well on FX10 up to about 10,000 processors, and was successfully applied to a large-scale coupled flow and 
geochemical simulation with multi- million grids.  
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