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INCORPORATING BOTH POSITIVE AND NEGATIVE
ASSOCIATION RULES INTO THE ANALYSIS
OF OUTBOUND TOURISM IN HONG KONG
Gang Li
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Jia Rong
Huy Quan Vu
ABSTRACT. This article presents a novel approach to data mining that incorporates both positive and
negative association rules into the analysis of outbound travelers. Using datasets collected from three
large-scale domestic tourism surveys on Hong Kong residents’ outbound pleasure travel, different sets
of targeted rules were generated to provide promising information that will allow practitioners and
policy makers to better understand the important relationship between condition attributes and target
attributes. This article will be of interest to readers who want to understand methods for integrating
the latest data mining techniques into tourism research. It will also be of use to marketing managers
in destinations to better formulate strategies for receiving outbound travelers from Hong Kong, and
possibly elsewhere.
KEYWORDS. Contrast analysis, association rules, machine learning, data mining, Hong Kong,
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INTRODUCTION
The rapid economic growth experienced dur-
ing the past two decades has led to large increases
in the levels of personal disposable income in
many countries. The travel industry, especially
with regard to overseas travel, is heavily influ-
enced by national and personal income levels
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as people generally view travel and tourism as
luxury products (Song, Romilly, & Liu, 2000).
The profiles of outbound travelers from
tourist generating regions are of particular inter-
est to tourism researchers and practitioners in
the destination countries. As Kotler, Bowen, and
Makens (1999) stated, tourist expenditure on
food, accommodation, retailing, entertainment,
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and other related activities ultimately diffuses
into different sectors of the tourist-receiving
destination. This, in turn, can directly or indi-
rectly stimulate the growth of the local econ-
omy. In view of the importance of outbound
traveler behavior, tourism researchers have con-
ducted a number of studies to examine the issue
of outbound tourism. Reid and Pearce (2008),
for instance, reviewed the different outbound
travel distribution channels for New Zealand.
Law, Cheung, and Lo (2004) used descrip-
tive statistics to determine the general pro-
files of outbound tourists from Hong Kong.
Reflecting Mainland China’s growing impor-
tance in international tourism, various articles
discuss China’s outbound tourism in terms of
policy changes and the overall characteristics
of tourist flows (Guo, Kim, & Timothy, 2007;
Keating & Kriz, 2008; King & Tang, 2009; Tse
& Hobson, 2008; Xie & Li, 2009). Commenting
on the impact of China’s growing outbound
tourism on Australia, Pan (2003) and Breakey,
Ding, and Lee (2008) stressed the importance
of sustainable inbound tourism development.
Despite these prior efforts, the existing tourism
literature contains no published article that used
data mining to investigate the issue of out-
bound tourism. This absence is significant as
data mining is a scientific approach that can gen-
erate previously unknown but potentially useful
information from available data.
Data mining has emerged as an important
method of identifying patterns and trends from
large quantities of data. It has been success-
fully applied in various areas of the tourism
industry such as classifying valuable travelers
and predicting their future destinations (Wong,
Chen, Chung, & Kao, 2006), identifying food
properties (Nakai, Ogawa, Nakamura, Dou, &
Funane, 2003), analyzing perceptions of web
design quality (Bevanda, Grzinic, & Cervar,
2008), and predicting faming ballot outcomes
(Delen & Sirakaya, 2006). Olmeda and Sheldon
(2001) have reviewed the different data min-
ing techniques and their potential applications
to travel and tourism. Although the authors
did not specifically discuss association rules
mining, they mentioned the importance of asso-
ciations that link occurrences to a specific
event.
Being a major data mining technique, asso-
ciation rules mining is a popular method of
identifying correlations among items in trans-
action databases (Emel, Taskin, & Akat, 2007).
Furthermore, as Magnini, Honeycutt, and Hodge
(2003) demonstrated, association rules can be
generated from customer-purchase repositories
and these, in turn, can be used to predict sub-
sequent purchases. An association rule is an
implication of the form “A ⇒ B” which is inter-
preted as, “If the precondition A occurs or is
satisfied in a transaction, then the postcondition
B will likely occur or be satisfied in the same
transaction.” Here A and B are item-sets (or
a set of conditions). This technique has been
successfully used to improve product sales and
convenience services in supermarkets (Ceglar &
Roddick, 2006). Min (2006), for instance, devel-
oped a profile of loyal consumers by using asso-
ciation rules to examine supermarket shopping
behavior.
The association rules mining method has also
been applied to areas of the tourism and hospi-
tality industries such as in Emel and colleagues’
(2007) profile of a domestic tourism market.
Min, Min, and Eman (2002) apply a similar
approach in their analysis of hotel guests to
assist hotel managers better understand their
guests’ preferences. With the aim of design-
ing travel packages that minimize operation
and processing costs for service providers, Al-
Salim (2007) employs the association rules min-
ing technique to previous transaction records
to identify the related travel package com-
ponents customers are most likely to reserve
together. More recently, Li, Law, and Wang
(2010) incorporated association rules mining
into a self-organizing map-based segmentation
process, which automatically constructs the pro-
files of each segment.
In general, association rules mining algo-
rithms extract promising rules by exploit-
ing requirements for support and confidence.
Typically, this method requires a user-defined
support threshold for the generation of all fre-
quent item-sets. As the frequency of an item-set
is highly dependent on the data distribution,
only those items with a high occurrence fre-
quency are kept while the others will be dis-
carded without warning. The following two
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major problems may arise when applying such
a strategy:
• Although frequent item-sets preserve use-
ful information in most situations, they
cannot cover all promising situations. In
a number of special cases, the patterns in
certain infrequent combinations may also
be useful. An example of these special
cases is in identifying associations among
rare but expensive product items such as
booking a Presidential Suite or Limousine
Service.
• In some cases, negative associations may
be significant, such as when two items
are seldom purchased together in the same
transaction or one item is seldom bought
after another. As traditional association
rules mining only exploits positive associ-
ations, it is incapable of ascertaining such
negative associations among items.
With the advances in data mining research,
researchers have begun to develop meth-
ods for finding strong negative associations
(Brin, Motwani, & Silverstein, 1997; Savasere,
Omiecinski, & Navathe, 1998; Wu, Zhang, &
Zhang, 2004). Negative association rules are
in the form A ⇒ ¬B, ¬A ⇒ B or ¬A ⇒ ¬B,
which indicate the negative associations between
the involved item-sets. Although positive asso-
ciation rules in the form of A ⇒ B are useful,
negative association rules can also play an impor-
tant role in decision making. For instance, it
would not be cost-efficient to send promotion
materials for a special overseas travel package
to all potential customers as some will have
no interest in overseas travel. In this respect,
negative association rules can represent patterns
for the specific types of product that are not
welcomed by certain groups of people. Hence,
new strategies in decision making need to be
developed to identify the negative association
rules that exploit promising infrequent items. In
spite of the potential use of negative associa-
tion rules, the existing hospitality and tourism
literature has no published articles that integrate
such rules into the research process. To meet
this emerging need, the primary objective of
this research is to present a novel approach that
incorporates both positive and negative asso-
ciation rules into pattern analysis of outbound
tourism. Tourism researchers have long stated
the importance of better understanding patterns
or behaviors of outbound tourists, leading to the
appropriate product design and offers (Breakey
et al., 2008; Guo et al., 2007; King & Tang,
2009). Reid and Pearce (2008) further pre-
sented a broad structure of different outbound
travel distribution, and advocated that under-
standing outbound tourism can assist promotion
distribution of different stakeholders in the
industry.
This article first presents a framework for
targeted positive and negative association rules
mining and then uses the framework to analyze
survey data on outbound tourism in Hong Kong.
The subsequent findings have the potential to
capture the essential factors that affect the mar-
keting strategies of outbound travel packages for
Hong Kong residents, and possibly people living
elsewhere.
Having introduced the research background,
the rest of the article is organized as follows; the
next section provides an overview of the general
concept of association rules mining and presents
the data mining strategy we have developed to
uncover promising targeted negative association
rules. Following this, the methodology section
describes the data collection and implementa-
tion processes. The subsequent section reports
and analyzes negative rules induced from a set
of raw outbound tourism data. The final section
summarizes the research, and offers suggestions
for future research.
MINING TARGETED POSITIVE AND
NEGATIVE ASSOCIATION RULES
Association Rules Mining in Travel and
Tourism
Association rules mining is a pattern extrac-
tion method of identifying correlations between
items. An association rule usually appears in
the form A ⇒ B, where A and B are item-
sets, and A ∪ B = ∅. Given a dataset D with
N transactions, D = {d1, d2 . . . , dN}, let I be
the set of possible items appearing in the data
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transactions, I = {x1, x2 . . . , xn}. The support
of an item-set A ∪ B can be defined as:
supp(A ∪ B)
= number of transactions contain A ∪ B in D
total number of transactions in D .
(1)
An item-set that meets the user-specified
minimum support δs, namely supp(x1) ≥ δs, is
called a frequent item-set; otherwise it is an
infrequent item-set. A variety of association
rules can be constructed from the discovered fre-
quent item-sets, and the confidence of each rule
can then be evaluated. The confidence of a rule
A ⇒ B is defined as:
conf (A ⇒ B) = supp(A ∪ B)
supp(A) . (2)
According to the support-confidence framework
(Ceglar & Roddick, 2006), users are required
to specify a minimum support threshold δs
together with a minimum confidence thresh-
old δc. A rule A ⇒ B is of use when supp(A ∪ B)
≥ δs and conf (A ⇒ B) ≥ δc.
To tourism practitioners, understanding trav-
elers’ behavior such as their future choice of
destinations and motivation to travel will help
them make appropriate plans and provide better
services, with the aim of drawing more trav-
elers’ attention. This, in turn, will generate a
higher level of return on investment. One of the
most efficient ways to discover the important
characteristics of travelers is to apply appropri-
ate data mining techniques.
Among various existing data mining tech-
niques, association rules mining is one of the
most effective methods to discover the rela-
tionship among items in transaction databases
or to look for correlations among characteristic
features of travelers.
In the context of travel and tourism, Emel
et al. (2007) employed association rules mining
technique to profile a domestic tourism market
in Bursa, Turkey. Data collected from tourists
were then profiled to provide suggestions for
tourism enterprisers. In 2008, a study conducted
by Zhou, Du, Zeng, and Tu (2008) improved
distributed sampling association rules mining
in analyzing holiday travelers’ destinations and
their behaviors. In managers’ perspective, it
would be more useful to target only those cus-
tomers who meet certain criteria instead of tar-
geting all customers. As such, Liou and Tzeng
(2010) employed the dominance-based rough
set approach to identify customer behavior pat-
terns from a large amount of data which help
business managers with decision making in air-
lines. Since direct marketing becomes a modern
business activity for profit maximization, it is
important to select a suitable subset of cus-
tomers to have the largest return while the cost
is minimized. Lastly, Wang, Zhou, Yang, and
Yeung (2005) employed association rules to
determine the mailing list for predicting likely
responding customers.
As far as customer satisfaction and prefer-
ence are concerned, tourism practitioners are to
develop services that fulfill customer needs and
wants, leading to competitiveness enhancement
and help attracting more consumers. Liao, Chen,
and Deng (2010) applied the Apriori association
rule algorithm together with clustering analy-
sis to mine customer knowledge, and proposed
suggestions as well as solutions for new series
of development and customer relationship man-
agement. Another work that could help tracking
tourism emergency information and analyze its
pattern is the construction of tourism words
set using association rules mining (Zhou et al.,
2008).
Problem Definition
Typical association rules represent positive
associations, which imply the purchase of one
product leads to the purchase of another prod-
uct. In reality, there exists different number of
negative associations that represent the conflicts
between different products. An example is that
“the customers who buy tea frequently will be
less likely to buy coffee.” Negative rules can
capture this kind of negative associations, and
would be useful in market analysis for identify-
ing the products which conflict with each other
or complement each other. Although association
rules mining has been established as a popular
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data mining method, it has several challenges
that limit the technique from wider adoption in
travel and tourism:
• First, a strong requirement in association
rules mining is that the item-sets must
be frequent. However, when an individual
item is frequent, but its combined item-set
is infrequent, the combined item-set will
never be considered in the mining process.
• In addition, association rules mining can
only generate positive rules, in which both
the antecedent and the consequence parts
contain only positive items. However, it
cannot discover those rules which indi-
cate the negative associations between
item-sets. Moreover, traditional associa-
tion rules mining method cannot identify
the set of complementing or conflict items.
• Finally, any item in a frequent item-set can
potentially be included in the consequence
part of a rule. This not only leads to exten-
sive computational cost in the evaluation
of candidate rules, it can also produce rules
that are not targeted to the application.
Application-oriented research areas like out-
bound tourism studies usually have explicit
target items such as “Travel to Overseas
Destinations” or “Travel to Mainland China.” In
this case, it is more efficient to generate rules
directly, for instance, which group of customers
is interested, or not interested, in certain items.
Although Wu et al. (2004) have presented a
method that is capable of identifying a variety
of general association rules, their method is not
directly applicable to explicit target items.
Let T be the target item with possible values
T1, T2, . . . , etc. In this article, we present an
efficient method developed specifically to dis-
cover targeted positive rules of the form A ⇒ Tj
and targeted negative rules of the form A ⇒
¬Tj, where A is an item-set, and T1 is a single
target item.
Mining Targeted Positive and Negative
Rules
As there are many potential negative rules,
the mining of negative rules is different from
positive rules mining. In positive rules mining,
item-sets are considered promising only when
they are frequent, which means that their sup-
port is larger than some predefined threshold
values. In the negative rules mining, infrequent
item-sets also have the potential to be promis-
ing. Accordingly, it is necessary to identify the
promising infrequent item-sets. Our method for
achieving this can be decomposed into the fol-
lowing two major steps.
Promising Item-Sets Identification: Gener-
ate all promising item-sets which are useful in
the construction of targeted rules.
Rules Extraction: Generate all rules that
have a confidence value larger than the threshold
in the categories of positive rules and negative
rules respectively.
Identifying Promising Item-Sets
As positive rules and negative rules are
considered, infrequent item-sets also have the
potential to be useful. However, rare items that
are always infrequent will only be considered in
the mining process if they are part of the target.
Accordingly, for any association rule to be reli-
able, its corresponding pattern should involve
frequent single items. Even though the combi-
nation of the items is infrequent, each of the
involved single items should be frequent. More
specifically, for a negative rule with the form
A ⇒ ¬Tj as stated in this article, individual
items in A should all be frequent.
To realize this insight, the measure of support
is used as in all rules mining approaches: when
supp(A) ≥ δs, the rules A ⇒ Tj and A ⇒ ¬Tj
could be of potential use. Two lists of item-sets
are maintained, one for the promising positive
item-sets and the other one for the promising
negative item-sets. The process of identifying
promising item-sets is carried out as follows:
1. The data are scanned and all frequent
1-item-sets F(1) = {A(1)1 , A(1)2 , . . .} are
identified.
2. Each item-set A(K)1 in the frequent k-item-
sets F(K) is considered together with dif-
ferent values T1, T2 . . . of the target
attribute T: if supp(A(K)1 ∪ Tj) ≥ δs, the
A(K)1 ∪ Tj is called a candidate promising
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positive item-set; otherwise A(K)1 ∪ ¬Tj is
a candidate promising negative item-set.
3. The leverage candidate item-sets are then
examined, and those item-sets with lever-
age greater than a user-specified threshold
δl are kept. Two item-sets will then be
obtained: the promising positive item-set
F(K) and the promising negative item-
set l(K).
4. From the promising positive item-sets
F(K), we remove the involved target
attribute item Tj and from the frequent
(k + 1)-item-sets F(K+1). Then steps 2 to
4 are iterated until no further promising
item-set can be generated.
Though the Apriori-heuristic can be used
to prune the search space (Ceglar & Roddick,
2006), the above process will still generate a
large number of candidate item-sets. To filter out
those item-sets that are not promising, step 3 in
the above process adopts the leverage measure-
ment to estimate how many times more often
an item-set A is independent of the targeted
attribute.
• For a candidate promising positive item-set
A ∪ Tj, the corresponding target positive
rule A ⇒ Tj is promising if
leverage (A, Tj)
= |supp(A ∪ Tj)
− supp(A)supp(Tj)| ≥ δi, (3)
where δc is the user-specified minimum
leverage.
• For a candidate promising negative item-
set A ∪ ¬Tj, the corresponding target neg-
ative rule A ⇒ ¬Tj is promising if:
leverage (A, ¬Tj)
= |supp(A ∪ ¬Tj)
− supp(A)supp(¬Tj)| ≥ δi. (4)
Extracting Promising Rules
Two lists of item-sets will be generated
from the above steps. They are the promising
positive item-set lists of F(1), F(2), . . . , and the
promising negative item-set lists of l(1), l(2), . . . .
Among them, each promising item-set can gen-
erate one targeted association rule, though not
all corresponding rules are strong enough to
represent a significant association.
The confidence measure can be used to iden-
tify strong rules by evaluating the conditional
dependency among item-sets. However, this
does not reflect whether the dependency is pos-
itive or negative. To evaluate the strength of
the dependency this article adopts the measure-
ment of conditional-probability increment ratio
(CPIR) as presented by Wu et al. (2004).
For an item-set A(k)i ∪ Tj in a promising pos-
itive item-set F(k), the dependency corresponds
to a positive rule A(k)i ⇒ Tj for which the mea-
sure of CPIR will be evaluated as:
CPIR(A(k)i ⇒ Tj)
= p(Tj|A
(k)
i ) − p(Atj)
1 − p(Tj)
= supp(A
(k)
i ∪ Tj) − supp(A(k)i )supp(Tj)
supp(A(k)i )(1 − supp(Tj))
.
(5)
For an item-set A(k)i ∪ ¬Tj in a promising
negative item-set F(k), the dependency corre-
sponds to a negative rule A(k)i ⇒ Tj, for which
the measure of CPIR will be evaluated as:
CPIR(A(k)i ⇒ ¬Tj)
= p(¬Tj|A
(k)
i ) − p(¬Atj)
1 − p(¬Tj)
= supp(A
(k)
i ∪ ¬ Tj) − supp(A(k)i )supp(¬Tj)
supp(A(k)i )(1 − supp(Tj))
.
(6)
Here ¬Tj indicates the negative of a target
item Tj, and the support of ¬Tj is obtained as
supp(¬Tj) = 1 − supp(Tj). In particular, for an
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TABLE 1. Information of 20 Travelers
ID Record ID Record
01 A1, B1, C1, D1, X 11 A2, B1, C2, D2, M
02 A1, B2, C1, D1, X 12 A1, B1, C1, D2, X
03 A1, B2, C1, D1, M 13 A2, B2, C1, D2, S
04 A1, B2, C1, D1, S 14 A1, B1, C1, D2, X
05 A2, B1, C2, D1, X 15 A2, B2, C1, D1, M
06 A1, B2, C2, D1, X 16 A2, B2, C2, D1, X
07 A2, B1, C1, D1, M 17 A1, B1, C2, D1, X
08 A1, B2, C2, D2, S 18 A2, B2, C2, D2, S
09 A1, B1, C2, D1, X 19 A2, B2, C2, D2, X
10 A2, B1, C1, D1, X 20 A1, B2, C1, D1, X
Label Item Support
A1 Age between 25 to 45 0.55
A2 Age between 60 or over 0.45
B1 Male 0.45
B2 Female 0.55
C1 Completed secondary/high school 0.55
C2 Completed college/university diploma/degree 0.45
D1 Low household income
(HK$10,000–19,999/month)
0.60
D2 High household income (at least
HK$50,000/month)
0.40
X Have NOT been to anywhere in the past 12
months (target item)
0.60
M Have been to Mainland China in the past 12
months (target item)
0.20
S Have been to overseas destinations in the past
12 months (target item)
0.20
item-set A(k)i ∪ ¬Tj, its support is supp(A(k)i ∪
¬Tj) = supp(A(k)i ) − supp(A(k)i ∪ Tj).
The value CPIR is between −1 and 1, when
it is close to zero the related items are close
to being independent of each other. When a
CPIR is positive, the related items are posi-
tively dependent on each other. Likewise, when
a CPIR is negative, the related items are nega-
tively dependent on each other.
When the absolute value of a rule’s CPIR is
greater than a pre-defined threshold value of δc,
the association between the conditioning items
and the target item is considered to be strong.
Accordingly, the targeted rule is selected into
the final results.
An Illustrative Example
Suppose there is a database containing
20 data records randomly collected from 20
tourists, as shown in Table 1. We use Ai, Bi,
Ci, and Di to indicate the data items that are
related to the travelers’ demographic informa-
tion, and we use X, M, and S to represent the
target items that indicate whether certain travel-
ers have been to Mainland China, to Overseas
destinations, or nowhere in the past 12 months.
The item-sets are generated only from the data
items of basic demographic information. We
further set parameter as δs = 0.2, δi = 0.05, and
δc = 0.55.
The first step reveals all frequent single items.
When these are merged with the target item
values, we get the following item-set:
F(1)C = {A1X, A2X, B1X, B2X, C1X, C2X, D1X,
D2X, A1M, A2M, B1M, B2M, C1M,
C2M, D1M, D2M, A1S, A2S, B1S, B2S,
C1S, C2S, D1S, D2S}.
D
o
w
n
lo
ad
ed
 B
y:
 [
De
ak
in
 U
ni
ve
rs
it
y]
 A
t:
 0
5:
06
 1
1 
Ja
nu
ar
y 
20
11
Li et al. 819
TABLE 2. Promising Positive Item-Sets
F (1) F (2)
Item Supp. Ints. CPIR Item Supp. Ints. CPIR
A1, X 0.40 0.07 0.438 A1,B1,X 0.25 0.10 1.000
A2, X 0.2 0.07 −0.292 A1,D1,X 0.30 0.09 0.563
B1, X 0.35 0.08 0.500 B1,D1,X 0.25 0.07 0.438
B2, X 0.25 0.08 −0.333
D1, X 0.45 0.09 0.563
B2, S 0.20 0.11 0.545
Boldface type shows these rules are selected as the final output of the example.
TABLE 3. Promising Negative Item-Sets
I(1) I(2) I(3)
Item CPIR Item CPIR Item CPIR
D2, ¬X 0.583 A2B2, ¬X 0.055 A1 B1D1, ¬X −1.000
A1, ¬M 0.659 A1B1, ¬M 1.000
A2, ¬M 0.306 A2B1, ¬M −0.375
B1, ¬S 1.000 A2D1, ¬M −0.250
A1B1, ¬S 1.000
A1D1, ¬S 1.000
A2B2, ¬S −0.2500
A2D1, ¬S 1.000
B1D1, ¬S 1.000
B2D1, ¬S 1.000
Boldface type shows these rules are selected as the final output of the example.
After checking the support and the lever-
age, two promising item-sets are generated:
(a) the promising level-1 positive item-set
F1 = {A1X, A2X, B1X, B2X, D1X, B1S} as indi-
cated in Table 2, and (b) the promising negative
1-item-set l1 = {D2¬X, A1¬M, A2¬M, B2¬S}
as shown in Table 3.
Based on the set F(1) we can generate the
initial 2-item-sets of:
{A1B1X, A1B2X, A1D1X, A2B1X, A2B2X,
A2D1X, B1D1X, B2D1X, A1B1M, A1B2M,
A1D1M, A2B1M, A2B2M, A2D1M,
B1D1M, B2D1M, A1B1S, A1B2S, A1D1S,
A2B1S, A2B2S, A2D1S, B1D1S, B2D1S}.
Similarly, after checking the support and
the leverage we get the promising positive
2-item-sets and the set of promising negative
2-item-sets, as shown in Tables 2 and 3, respec-
tively. The item-set generation process stops
at level-3 where there is only one promising
negative 3-item-set I(3) = {A1B1D1¬X}, but
no promising positive item-set can be further
obtained, F(3) = ∅. We can then move to the
process of extracting association rules.
Each item-set corresponds to one candidate
association rule. Only the rules with CPIR val-
ues higher than the threshold (δc = 0.5) will be
selected. Accordingly, we can get the follow-
ing three positive and ten negative association
rules:
• D1 ⇒ X, with CPIR value of 0.563
(Rule 1)
• A1B1 ⇒ X, with CPIR value of 1.000
(Rule 2)
• B1D1 ⇒ X, with CPIR value of 0.563
(Rule 3)
• D2 ⇒ ¬X, with CPIR value of 0.583
(Rule 4)
• A1 ⇒ ¬M, with CPIR value of 0.659
(Rule 5)
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• B1 ⇒ ¬S, with CPIR value of 1.000
(Rule 6)
• A1B1 ⇒ ¬M, with CPIR value of 1.000
(Rule 7)
• A1B1 ⇒ ¬S, with CPIR value of 1.000
(Rule 8)
• A1D1 ⇒ ¬S, with CPIR value of 1.000
(Rule 9)
• A2B1 ⇒ ¬S, with CPIR value of 1.000
(Rule 10)
• B1D1 ⇒ ¬S, with CPIR value of 1.000
(Rule 11)
• B2D1 ⇒ ¬S, with CPIR value of 1.000
(Rule 12)
• A1B1D1 ⇒ ¬X, with CPIR value of
−1.000 (Rule 13)
Translating these rules into plain language
reveals the following simple association rules:
High income travelers also have a higher like-
lihood of outbound travel (Rules 1 and 4). The
chance of young people traveling to Mainland
China is low (Rule 5). In addition, combining
some related association rules reveals a number
of hidden behaviors, such as: On the basis of
Rules 2, 7, 8, and 13, there is a low probability
of young males taking any outbound trip. Based
on Rules 3 and 11, males with lower income
prefer Mainland China as their travel destina-
tion. According to Rules 9 and 10, income is an
important consideration factor when people plan
their travel; high traveling expenses discourage
people from overseas travel.
By utilizing these rules, tourism practitioners
can tailor the most appropriate tourism pack-
ages and services to the specific requirements of
different groups of customers.
DATA COLLECTION
The datasets used in this study were collected
from three large-scale domestic tourism surveys
of outbound pleasure travel in Hong Kong, con-
ducted in early/mid-2007, 2008, and 2009, and
targeting residents aged 16 or above. The ques-
tionnaires were originally developed in English
and were then translated into Chinese by a
professional translator using a back-translation
process to ensure the quality of translation. In
each year, both versions of the questionnaire
were piloted by local Hong Kong residents not
related to the survey.
During each survey, data collection was car-
ried out from March to May through a telephone
survey that used a modified random digit dialing
method to generate a sample list of residen-
tial telephone numbers in Hong Kong (Cheung
& Law, 2009). The actual method was divided
into two phases. In the first phase, a list of
randomly generated eight-digit telephone num-
bers was created from the most recently updated
English version of residential telephone direc-
tory. In the second phase, the last two digits
of each phone number were replaced by two
independently generated digits, thus forming a
new telephone number. In other words, the sam-
ple consisted of adult Hong Kong residents who
were at least 16-years-old and could be con-
tacted by telephone. Other than some specific
questions, each questionnaire asked the demo-
graphic data of respondents and their prior travel
experience in the past 12 months to Macau,
Guangdong province in Mainland China, else-
where in Mainland China (hereafter known as
Mainland China), and overseas (international)
destinations. The data on demographic profile
and travel experience were used for rules cal-
ibration and testing in this research. Table 4
shows the condition attributes in each dataset,
and Table 5 shows the target attributes in each
dataset.
EXPERIMENT AND ANALYSIS
In this research, the datasets of outbound
travelers from Hong Kong collected in 2007
(2,025 data samples) and 2008 (1,404 data sam-
ples) were used to generate targeted association
rules, while the dataset collected in 2009 (1,466
data samples) was used to validate the discov-
ered rules.
For the target items, we have the alter-
natives of using both Mainland China and
Overseas travel as a target or using one as
the target and the other as the conditioning
item. Accordingly, in each year we have three
subdatasets, the structure of which is shown in
Table 6.
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TABLE 4. Condition Attributes in the Dataset
Attribute Description Possible value Percentage (%) Label
AGE Age 1 (16–17) 15.2 a1
2 (18–25) 15.0 a2
3 (26–35) 23.8 a3
4 (36–45) 21.1 a4
5 (46–55) 11.7 a5
6 (56–65) 12.1 a6
GENDER Gender 1 (Male) 39.4 gM
2 (Female) 60.6 gF
EDUCATION Highest education level
attained
1 (Less than
secondary/high school)
29.6 e1
2 (Completed
secondary/high school)
41.1 e2
3 (Some college or
university)
7.4 e3
4 (Completed
college/university
diploma/degree)
18.6 e4
5 (Completed
postgraduate degree)
2.6 e5
HOUSIZE Number of the residents 1 (1 person) 6.7 h1
in the house 2 (2 persons) 17.9 h2
3 (3 persons) 26.9 h3
4 (4 persons) 29.8 h4
5 (5 persons) 11.9 h5
6 (6 persons) 4.1 h6
7 (7 persons) 0.8 h7
8 (8 persons) 0.5 h8
10 (10 persons) 0.1 h9
12 (12 persons) 0.1 h10
INCOME Monthly household income 1 (less than 10,000) 10.1 i1
2 (10,000–19,999) 19.0 i2
3 (20,000–29,999) 16.3 i3
4 (30,000–39,999) 9.7 i4
5 (40,000–49,999) 5.9 i5
6 (50,000–59,999) 4.1 i6
7 (60,000–69,999) 1.8 i7
8 (70,000 or above) 4.1 i8
TRAVEX Self-defined travel 1 (An inexperienced 22.1 t1
experience level tourist)
2 (Not very experienced
tourist)
20.1 t2
3 (About average
experience)
40.5 t3
4 (An experienced tourist) 11.5 t4
5 (A very experienced
tourist)
4.1 t5
WEB Have visited any travel 0 (No) 67.7 w0
websites in the past 2 years 1 (Yes) 31.6 w1
MACAU Have been to Macau in the 0 (No) 72.5 mc0
past 12 months 1 (Yes) 27.5 mc1
GUANGDONG Have been to Guangdong in 0 (No) 51.8 gd0
the past 12 months 1 (Yes) 48.2 gd1
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TABLE 5. Target Attributes in the Dataset
Attribute Description Possible value Percentage (%) Label
MAINLAND Have been to 0 (No) 77.4 ¬m
Mainland China in the past 12
months
1 (Yes) 21.8 m
OVERSEAS Have been 0 (No) 70.7 ¬s
overseas in the past 12 months 1 (Yes) 28.9 s
TABLE 6. Structure of Subdatasets
Subdataset # cond. att. Target att. Note
1 9 MAINLAND, OVERSEAS Original dataset with all
demographic attributes in Table 4
2 10 MAINLAND Take OVERSEAS as a
demographic attribute
3 10 OVERSEAS Take MAINLAND as a
demographic attribute
For the user-specified parameters, the support
threshold was set as 0.1, the leverage threshold
was set as 0.01, and the absolute value for CPIR
threshold was set as 0.5.
Results and Findings
As the proportion of respondents in the
dataset who had undertaken outbound travel is
relatively low (as shown in Table 5), the tradi-
tional association rules mining method of focus-
ing on the frequent item-sets will unavoidably
miss many prospective patterns. This inspired
us to analyze the same dataset from another
perspective. That is, we tried to find poten-
tial patterns from the respondents who had
NOT traveled to Mainland China or Overseas
in the past 12 months (labeled as m0, ¬m1,
s0, and ¬s1 in the following result tables). To
recap, Mainland China excluded the province
of Guangdong, as another question covered
Guangdong separately.
The targeted rules mining algorithm as pre-
viously described was applied to the outbound
tourism dataset. As a whole, 209 association
rules were generated from the overall subdataset
1, including 41 positive and 168 negative rules
as shown in Figures 1a and 1b. It is clear from
Figure 1b that the negative association rules
are the strongest (with CPIR over 50%). After
removing the equivalent rules (for instance,
when both rules A ⇒ Tj and A ⇒ ¬Tj are dis-
covered) only the rules with the higher CPIR
were kept. This left 14 rules remaining in the
overall subdataset, 11 in the Mainland China
subdataset, and 11 in the Overseas subdataset,
as shown in Tables 7, 8 and 9, respectively.
Targeted Rules on the Overall Dataset
Among the positive and negative association
rules generated from subdataset 1, ms indicates
that a respondent has been to both Mainland
China and Overseas and x means that the
respondent has been to neither of these places.
We report the strong rules that have CPIR values
over 50% as they provide useful information.
We evaluate the discovered rules in the vali-
dation dataset and all had CPIR values greater
than the threshold. This indicates that the accu-
racy of the discovered rules is 100% across the
year.
From the resulting rules in Table 7, we obtain
the following findings.
1. Almost all of the discovered strong rules
are negative. In summary, items such as no
experience in GUANGDONG (gd0), less
travel experience (t1), and no experience
on travel websites (w0), low education
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FIGURE 1. Positive Versus Negative Association Rules on Outbound Tourism Dataset
(Subdataset 1).
(a) (b)
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TABLE 7. Targeting Rules Generated From the Overall Dataset
Association rules CPIR Validation Rule (ID)
w0, e1 → ¬ms 0.5899 0.6789 R1
w0, e1 → ¬s 0.5983 0.5151 R2
w0, e1, gd0 → ¬ms 0.8886 0.9569 R3
w0, e1, gd0 → ¬s 0.6193 0.6015 R4
w0, t1 → ¬ms 0.8794 0.9250 R5
w0, t1 → ¬s 0.6983 0.7689 R6
gd0, t1 → ¬ms 0.9272 0.9105 R7
gd0, t1 → ¬s 0.6993 0.7437 R8
t1 → ¬ms 0.8328 0.7938 R9
t1 → ¬s 0.6494 0.7275 R10
w0, mc0, t1 → ¬s 0.7574 0.8243 R11
w0, mc0, t2 → ¬s 0.5059 0.6794 R12
i1, t1 → x 0.7593 0.8143 R13
i2, t1 → x 0.6004 0.7291 R14
level (e1) and low income level (i1), have
a strong correlation with not traveling in
general. More specifically:
a. From R7, one of the strongest rules, we
can see that people with no experience
in GUANGDONG (gd0) and with less
travel experience (t1) will have a low
probability of any travel ¬ms, as ¬ms
means an individual did not travel to
either Mainland China or Overseas.
b. Similarly, according to rule R3, trav-
elers who have a low education level
(e1), no experience in GUANGDONG
(gd0), and no Internet experience (w0)
will have a high probability of not trav-
eling to Mainland China or Overseas.
c. From rule R5, we can predict that inex-
perienced travelers (t1) who have not
browsed any travel websites (w0) will
have a high probability of not traveling
to either Mainland China or Overseas.
d. Based on rules R9 and R10, inexperi-
ence in travel (t1) itself is a key indica-
tor of a high probability of not traveling
to Mainland China or Overseas.
2. The factor of travel experience (t1) has a
significant influence on Hong Kong res-
idents’ travel behaviors, especially with
regard to overseas travel. Inexperienced
travelers have a very low likelihood of
planning to travel to Mainland China or
Overseas (please refer to R9, R10).
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a. However, if the traveling experience
of those who have not been to Macau
(mc0) and have not visited a travel web-
site (w0) increases (to t2), the chance
of them traveling Overseas will also
increase (see R11, R12).
3. Similar patterns can be found in the
attribute INCOME. For instance, if house-
hold income increases from i1 to i2,
the chance of a traveler having been to
Mainland China or Overseas increases by
about 10% (please refer to R13, R14).
4. Travel to Guangdong appears to be another
important indicator of inexperienced
travelers (t1) and travelers with a low
education level (e1). For example, if an
inexperienced traveler (t1) has not visited
Guangdong (gd0), the possibility for that
traveler not visiting Overseas or Mainland
China increases significantly (see R7 +
R8 vs. R9 + R10). Similar patterns can be
found with respect to travelers with a low
education level (e1) and no experience of
a travel website (w0), as indicated from
R1 + R2 vs. R3 + R4.
All the rules generated from the dataset have
been validated by the 2009 datasets, and all have
a CPIR over 50% in the validation datasets.
Targeted Rules for Travelers to Mainland
China
The strong rules discovered among the
rules generated from the subdataset 2 (where
MAINLAND CHINA is the only target attribute,
Figure 2a) are shown in Table 8. All of these
rules were validated by the 2009 dataset.
Since all discovered strong rules are nega-
tive rules (also from Table 8) we can obtain the
following findings:
• Two items (gd0 and t1) appear in
almost every rule. This indicates that
travel to GUANGDONG (gd0) and travel
experience (t1) are important indicators of
travel to Mainland China. If an individ-
ual has never been to GUANGDONG, they
will have a very low likelihood of visit-
ing other parts of Mainland China. This is
reflected in 10 out of the 11 rules shown in
Table 8.
• No Website Browsing Experience (w0) and
not previously traveled to MACAU are
other common items found among trav-
elers who have never been to Mainland
China (e.g., Rules M1–4).
• From these rules, we deduce that an inex-
perienced traveler with no experience of
either GUANGDONG or MACAU will
have a lower likelihood of taking any out-
bound trips to Mainland China.
Targeted Rules for Travelers to Overseas
Destinations
Similarly, among the rules generated from
subdataset 3 (where OVERSEAS is the only
target item, Figure 2b), we report the strong
rules that have CPIR values over 50%. From the
FIGURE 2. Mainland China Versus Overseas (Subdatasets 2 and 3).
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TABLE 8. Targeting Rules Generated From the Mainland China Dataset
Association rules CPIR Validation Rule (ID)
w0, gd0, mc0, t1 → ¬m 0.6351 0.7249 M1
w0, gd0, s0, t1 → ¬m 0.6147 0.6829 M2
w0, gd0, t1 → ¬m 0.6059 0.6988 M3
w0, mc0, t1 → ¬m 0.5938 0.5752 M4
e1, gd0, t1 → ¬m 0.6564 0.6349 M5
gd0, mc0, s0, t1 → ¬m 0.6250 0.7198 M6
gd0, mc0, t1 → ¬m 0.6156 0.6927 M7
gd0, s0, t1 → ¬m 0.5893 0.6846 M8
gd0, t1 → ¬m 0.5901 0.6685 M9
w0, e1, gd0, mc0, t1 → ¬m 0.7186 0.6997 M10
e1, gd0, mc0, s0, t1 → ¬m 0.7055 0.6884 M11
TABLE 9. Targeting Rules Generated From the Overseas Dataset
Association rules CPIR Validation Rule (ID)
w0, e1 → ¬s 0.5958 0.5644 S1
w0, e1, i1 → ¬s 0.7904 0.7626 S2
w0, e1, t1 → ¬s 0.8131 0.8356 S3
w0, e1, t2 → ¬s 0.5735 0.5506 S4
e1, t1 → ¬s 0.8044 0.8268 S5
e1, gd0, mc0, t1 → ¬s 0.9126 0.9058 S6
gM, m0, t1 → ¬s 0.7789 0.8042 S7
gM, mc0, t1 → ¬s 0.7805 0.8197 S8
i1 → ¬s 0.6960 0.6155 S09
i1, t1 → ¬s 0.8701 0.9026 S10
i2, t1 → ¬s 0.7167 0.8278 S11
rules shown in Table 9, the following promising
findings are obtained:
1. For travelers with low education back-
ground (e1) and no travel website expe-
rience (w0), household income (i1) and
traveling experience (t1) are the two main
factors affecting their decision to travel
Overseas. With these two items, this group
of people will be more likely to give up
Overseas travel plans (S1–3).
a. On the other hand, if travelers have
more travel experience, even a small
increase (from t1 to t2), they will have
a much higher chance of overseas travel
(S3, S4).
2. Low household income (i1 and i2) is
an important indicator for people who
have had no Overseas outbound travel
experience, especially for those where the
household income is under HK$20,000
(Rules S9–11).
3. Rules S7 and S8 show that inexperienced
males who have no experience in Macau
or Mainland China will be less likely to
take an Overseas trip.
a. This implicitly indicates that inexperi-
enced males usually take short trips to
Macau or Mainland China before they
are willing to take an Overseas trip.
4. Education background (e1) can also influ-
ence the decision to travel Overseas. The
lower a traveler’s education level is, the
less likely the traveler is to have had over-
seas traveling experience (S5, S6).
Discussion and Implications
The worldwide emerging markets for out-
bound tourism provide a good opportunity for
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tourist-receiving destinations to take advantage
of their potential to become major vacation des-
tinations. Such a function will certainly assist
the economic growth of a destination. The asso-
ciation rules induced from this study thus con-
tribute to help practitioners in tourist-receiving
destinations better understand their source mar-
kets. Appropriate marketing strategies can then
be carried out to cater for the needs of their
targeted consumers, eventually leading to book-
ings of travel-related products and services.
The method presented in this article extends
traditional association rules mining by consid-
ering the infrequent items which may indicate
useful patterns. The major significant difference
is that the proposed method allows negative
items to enter the rules and this accordingly can
lead to the discovery of negative rules. By focus-
ing on the targeted items, data mining efficiency
can be improved through the reduction of the
candidate pattern space. Compared with other
targeted classification models such as decision
trees, the targeted positive and negative associ-
ation rules mining stands out for the following
reasons:
1. It is capable of providing more targeted
items (class labels) as output. Decision
trees can only assign pre-known class
labels to the data instances. That is, if
there are k pre-known classes, each data
instance will be given one of these k class
labels as the output. With the targeted pos-
itive and negative association rules mining
method introduced in this article, the num-
ber of possible output class labels is poten-
tially doubled, in which other k negative
labels are counted.
2. The method provides “loose” instead of
“strict” output. Decision trees can only give
one exact class label to the data instance,
which wins the majority votes. However,
this output class label is not necessarily
correct. The accuracy of a decision tree
can be easily affected by several factors—
such as an imbalance of data instances,
missing data values, or noise in the dataset.
Instead, the targeted positive and negative
association rules mining method can help
reduce these unexpected effects by giving
a relatively “loose” output. For example,
assuming that there are three pre-known
class labels in the dataset (denoted as A,
B, and C), and the candidate output label
options are B (60%) and C (40%), the deci-
sion tree model will select the class label
“B” with the majority as the output and lose
the other 40% accuracy that is held by class
label “C.” For targeted positive and nega-
tive association rules mining, however, the
output will be “¬A” with 100% confidence.
While it appears that this “¬A” output can-
not provide concrete information, it is more
appropriate in the real world cases. If we
let A = “Overseas,” B = “Macau,” and
C = “Mainland China,” then based on the
output of the decision tree model, “going
to Macau” will be the only information
sent out to customers, and the huge poten-
tial market of “Mainland China” will be
lost. With the targeted positive and nega-
tive association rules model, this kind of
“loss” result can be retrieved.
CONCLUSIONS
The tourism industry in general, and partic-
ularly in Asia, has faced some unprecedented
challenges in the past several years. In addition
to occurrences of epidemic disease and natu-
ral disasters, together with the large changes
in per visitor tourism receipts, major changes
have occurred in the market segment for out-
bound tourists in the region. These significant
changes necessitate a better understanding of
the outbound tourism market in Hong Kong,
which is a major tourist-generating region.
Knowledge of the demand indicators is cru-
cial for National Tourism Organizations (NTOs)
and tourism practitioners to establish competing
and/or collaborating strategies. The research
outcomes presented in this article indeed con-
tribute to achieving such a goal. Decision mak-
ing in tourism applications, such as marketing
and promotion strategies, often involves a num-
ber of factors, some of which can suggest a
positive trend whereas others may suggest nega-
tive trends. Negative association rules in a form
of A ⇒ ¬Tj are thus important in marketing
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because they suggest that T rarely happens, if
ever any, when A occurs.
In this study we specifically analyzed out-
bound tourism among Hong Kong residents
using both positive and negative targeted rules.
The analysis is based on a new method of
efficiently mining both positive and negative
targeted rules from a dataset. This approach
introduces two major improvements to the asso-
ciation rules discovery method. First, the infre-
quent item-sets are also of use because they can
suggest negative associations between items. In
addition, the CPIR value which is defined as the
increasing degree of the conditional probabil-
ity relative to the prior probability is adopted to
estimate the confidence of the targeted associa-
tion rules. Compared with the traditional confi-
dence measure conf , the CPIR can suggest not
only the strength of the association but also its
positive or negative character.
The innovative method introduced in this arti-
cle offers some potential advantages and long-
term significance. A major advantage is that the
negative rules provide a new tool for tourism
practitioners and policy makers to understand
the patterns of outbound tourism based on
datasets which comprise common demographic
and behavioral characteristics. The discovered
negative rules can then be applied to market-
ing strategies, enabling costs to be reduced
by avoiding the unnecessary expense of pro-
motion to the unpromising group of potential
customers. Moreover, the targeted rules mining
method can be generalized into other applica-
tions, making the method a useful tool in a
variety of demand analyses.
A limitation of the presented method is that
it is applicable to only one dataset. When there
are multiple comparing datasets; for example,
datasets collected from different countries, the
method has to be applied to each of the datasets
one by one. In other words, the approach cannot
be used to identify the difference or contrast
among different datasets.
On the application side, two areas are open
for future research. The first relates to test-
ing the applicability of the presented method to
datasets in other tourist-generating regions. It
would be natural to believe that cultural factors
may have an impact on the findings. Another
future research area is the expansion of datasets
by including more demographic and behavioral
characteristics. Such an attempt would be essen-
tial to test the extent to which the presented
method can be generalized.
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