We propose an objective measurement protocol to evaluate the autofocus performance of a digital still camera. As most pictures today are taken with smartphones, we have designed the first implementation of this protocol for devices with touchscreen trigger. The lab evaluation must match with the users' real-world experience. Users expect to have an autofocus that is both accurate and fast, so that every picture from their smartphone is sharp and captured precisely when they press the shutter button. There is a strong need for an objective measurement to help users choose the best device for their usage and to help camera manufacturers quantify their performance and benchmark different technologies.
Introduction

Context and motivation
The primary goal of autofocus (AF) is to ensure that every single picture taken by the user has the best possible sharpness regardless of subject distance. This AF accuracy is very important for a digital camera because blurry pictures are unusable, regardless of other image quality characteristics. Defocus cannot be recovered in post-processing. Image quality assessment must therefore take AF into account along with other attributes such as exposure, color and texture preservation. The secondary goal is to converge as fast as possible, so that the picture is taken exactly when the user hits the shutter button. Camera manufacturers might have to make trade-offs between accuracy and speed.
A camera is in focus when all optical rays coming from the same object point reach the sensor at the same point in the image plane. For an object at infinity, this is the case when the lens is placed at its focal length from the sensor. For objects closer than infinity, the lens must be moved further away from the sensor. In most smartphones this motion is done using a voice coil motor (VCM) [1] . The biggest challenge and differentiator in smartphone AF technologies is the ability to determine and reach the correct focus position very quickly.
Autofocus technologies
The most widely used AF technologies for smartphone cameras are contrast, phase detection (PDAF) and laser. Contrast and PDAF are both passive technologies in the sense that they use the light field emitted by the scene. Laser AF is an active technology; it emits a laser beam toward the scene.
Contrast AF is very widely used in digital cameras. It uses the image signal itself to determine the focus position, relying on the assumption that the intensity difference between adjacent pixels of the captured image increases with correct focus [3] , [2] . One image at a single focus position is not sufficient for focusing with this technology. Instead, multiple images from different focus positions must be compared, adjusting the focus until the maximum contrast is detected [4] , [5] . This technology has three major inconveniences. First, the camera never can be sure whether it is in focus or not. To confirm that the focus is correct, it has to move the lens out of the right position and back. Second, the system does not know whether it should move the lens closer to or farther away from the sensor. It has to start moving the lens, observe how contrast changes, and possibly switch direction when it detects a decrease in contrast. Finally, it tends to overshoot as it goes beyond the maximum and then comes back to best focus, loosing precious milliseconds in the focus process.
Phase detection AF acts as a through-the-lens rangefinder, splitting the incoming light into pairs and comparing them. The shift between the signals received from the left and right side of the lens aperture, respectively, can be used to determine the distance of the subject from the camera. As a consequence, the AF knows precisely in which direction and how far to move the lens [4] , [5] . This technology was developed at the age of film cameras and implemented utilizing specific AF sensors sitting typically below the mirror of a DSLR [4] . Recently it became possible to place phase detection pixels directly on the main CMOS image sensor [6, 7] , which allows the usage of this technology in mirrorless digital cameras as well as in smartphones.
Laser AF measures the travel time of light from the device to the subject and back, to estimate the distance between the subject and the camera [8] . Even though the technology is totally different, it is comparable to PDAF in that it provides precise information on the subject distance.
Most digital single lens reflex (DSLR) cameras and digital still cameras (DSC) focus on demand, typically when the user begins pressing the shutter button. Depending on user settings, the camera will focus only once or continuously, tracking the subject, but in any case it is the user who triggers the focus. Smartphones, one the other hand, focus continuously, trying to always keep the subject in focus and always be ready for the shot. This AF strategy is part of the zero shutter lag (ZSL) technology found in recent devices [9] . Moving a small smartphone lens via a VCM is less power consuming than moving around big DSLR lenses. Nevertheless, the smartphone does not want to focus all the time, especially when it uses contrast AF, where focusing involves moving the lens out of the correct position and back. Therefore, smartphones observe the scene content and contrast and will typically trigger AF only when something changes. The scene change detection delay adds up to the total time of focusing.
A common smartphone AF behavior is described in Figure 1 . It is composed of the following steps:
1. Scene change 2. Scene change detection 3. Focus direction change 4. Best focus reached 5. Stable on best focus The scene change corresponds to the user switching between an object at 30 cm and an object at 2 m. When the device detects the scene change, it reacts by starting to focus. Depending on the technology used, some devices do not focus in the right direction resulting in a more blurry image. Then, it focuses in the right direction to finally reach the best focus. Some oscillations may occur at this step. Ideally, a good autofocus must react quickly, it must start its convergence in the right direction and must reach the best focus quickly and smoothly without oscillations.
Our goal is to measure AF performance following a scene change, regardless of the AF technology used. Our approach can give information about the causes of bad autofocus behavior.
Autofocus quality
The two main criteria a user can expect from an AF are sharpness and speed. We propose with our approach to measure the acutance and the shooting time lag because these two metrics match the user experience best. We also provide information about repeatability of those metrics. Figure 2 illustrates how the two criteria evaluated by our method translate into image quality and user experience. The acutance is a metric representing the sharpness, described in [10] and [11] . The shooting time lag is the time taken by the system to capture an image, described in [12] , [13] and [14] . These two metrics will be defined in more detail later. The ideal case is a fast and accurate AF (top left in figure 2 ) while the worst results in a blurry image that was not captured when expected (bottom right). The top right picture shows an accurate AF, but too slow to capture the right moment while the bottom left picture has the opposite behavior.
Structure of this paper
First we will describe the state of the art and explain what approaches are currently available to assess AF. Then we will de- scribe our proposed method: the goal, the hardware setup, the measurement and the quality metrics. Finally we will show the results provided by our method, make comparisons between several devices and then conclude.
State of the art
While autofocus hardware components and the computation of focus functions for contrast AF have been widely discussed in scientific literature, there are no scientific publications on the assessment of autofocus systems. Additional relevant information have been published in photography magazines and websites. In addition, the ISO standardization committee [15] is working on a draft standard on autofocus measurement that will not be discussed in this paper because it is not published yet. We hope that this paper will contribute to the dialog between the AF systems technology providers and the teams who evaluate AF quality.
Phase detection vs contrast AF
When live view mode on DSLRs and mirrorless cameras arrived on the market, the main image sensors did not have any phase detection pixels. In live view mode, The only way for focusing using the main image sensor was contrast AF. While photographers complained that this was not as fast as the phase detection AF they were used to, some camera testers pointed out that contrast AF was more accurate [16, 17] . The majority of pictures taken with phase detection AF showed the same sharpness as those shot with contrast AF, but quite a few pictures were slightly or totally out of focus. Contrast AF was much more reliable. This difference of perception between photographers and testers illustrates that AF assessment really must take into account both speed and accuracy.
At the time of these tests, a DSLR could do either phase detection AF (mirror down) or contrast AF (mirror up). Today's cameras have phase detection integrated on the main image sensor, enabling them to do both at the same time. This allows hybrid approaches where slight uncertainties in the distance estimated with by phase detection can be compensated by observing image contrast. As a result, the newest generation of of camera devices has more reliable AF than DSLRs had five or ten years ago.
Commercial image quality evaluation solutions
DxO, Imatest and Image Engineering have commercial solutions for AF measurement described on their websites. DxO Analyzer 6.2 proposes a timing measurement that includes the shooting time lag measurement, which is very important to measure the autofocus speed. In addition, the video measurement on texture chart provides an acutance and a zoom factor measurement for each frame of a video stream, for an analysis of the dynamic performances of video autofocus by looking at the convergence curves for sharpness as well as the "lens breathing" behavior by looking at the zoom factor change for each frame.
These analyses have also been combined with automated change of the lighting conditions in color temperature and intensity using the automated lighting system proposed with DxO Analyzer.
Imatest propose two AF related measurements in their software suite, one for "AF speed" and one for "AF consistency". The first consists in measuring the MTF for every frame of a video [18] . For simplifying the MTF into a single scalar value, they propose the MTF area, i.e. the normalized sum of the measured MTF values over all frequencies, which they then plot over time. The resulting curve provides precise information on the behavior and speed of a video autofocus. The setup does not, however, provide timing information for still images. As the autofocus algorithms are usually different between photo and video because of different performance criteria, still image autofocus performances cannot reliably be assessed from video measurements.
Their second measurement aims at evaluating the accuracy and consistency of still image AF [19] . This consists in capturing images at different distances from a target, multiple images at each position, and in measuring the MTF50 (which is the frequency for which the MTF reaches 50%) for each image. Then these MTF50 values are plotted in function of the position to make visible the autofocus performance for different distances
The mean values for each position give an idea about AF accuracy at various object distances. It must be recalled, however, that the MTF50 values result from a combination of optical performance, AF and image processing (sharpening). A low value for a certain position might result either from intrinsically low optical performance at that object distance or from AF errors. The individual MTF50 values allow to identify outliers, which can provide valuable information about potential problems in the AF system needing investigation. It is also possible to visualize the deviation at each position, as a metric for AF repeatability.
Sharpness and its consistency are very important metrics for users. But they do not give a complete picture of the autofocus system and are not close enough to the user experience. The other important criterion for smartphone users, the time to focus in case of still image photography, seems not to be addressed by Imatest's offerings.
Image Engineering propose a combination of their "AF Box" and their "LED-Panel" lab equipment, which allows to measure both sharpness and shooting time lag [20] , i.e. the time between pressing the shutter button and the beginning of exposure, in different lighting conditions. The photography magazine ColorFoto, who works with Image Engineering for their tests, describes their protocol as follows [21] : mount the camera at 1 m from the chart, (manually) focus at infinity and then trigger the shot. The shooting time lag includes the time to focus at 1 m and can be compared to the shooting time lag obtained with manual focus, which does not include any focusing delay. They test in two lighting conditions: 30 and 1000 lux, repeating the test ten times for each.
We have no precise information on how they measure resolution and how they compute their final scores, but we suppose that they compute MTF50 on the slanted edge and compare it to a reference value obtained using manual focus. This protocol allows them to assess both focus accuracy (at a single distance) and timing and gives very comprehensive information about the AF performance of a digital camera.
The method described by Image Engineering and ColorFoto cannot directly be applied to smartphones because it requires manual focusing for both the reference MTF measurement and for the following measurements. More generally, their setup relies on the fact that the camera does nothing before the shutter button is pressed-which is not the case for smartphones. A smartphone, placed in front of an object at 1 m, will already be in focus before the shutter is touched.
DxOMark
The dxomark.com website publishes a mobile camera image quality benchmark that includes an autofocus measurement for smartphones. Like the other proposals, it consists in measuring the MTF on several images. There are some differences however:
First, the test chart is different. The other test charts, even if they differ between Imatest, Image Engineering and the ISO working draft, are mainly composed of (slanted) edges. DxOMark uses the Dead Leaves target described in [10] . While the MTF is in both cases measured on a slanted edge according to ISO 12233 [22] , the texture on the Dead Leaves target is more representative of real-world use cases since its statistics follow a distribution with spatial frequancy statistics closer to natural images.
Second, for simplifying the MTF into a single scalar value, rather than using the MTF50, DxOMark computes the acutance, which is a metric defined by the IEEE CPIQ group [23] . It is obtained by weighting the Modulation Transfer Function (MTF) by a Contrast Sensitivity Function (CSF), is independent from the sensor resolution and gives a quantitative measurement of the perceived sharpness and therefore represents the user experience more closely than the MTF50.
Finally and most importantly, the DxOMark setup was designed to test smartphones with continuous AF that cannot be switched to manual focus. The Dead Leaves chart is placed at a fixed distance from the device. Then, before every shot, an operator inserts a defocus target between the chart and the camera, waits until the device focuses on this defocus target and then removes it again. The acutance measurement is performed in auto mode (when the device decides itself where to focus) and in trigger mode (when an operator taps on the slanted edge to focus on it).
Proposed method
Rationale
We propose a protocol that provides information about both the AF consistency and the shooting time lag of a device. A Beta version of DxO Analyzer 6.3 was used as the main tool for this analysis.
For evaluating sharpness, we measure the MTF on a slanted edge of the Dead Leaves target and compute the acutance. We use the Dead Leaves target since its texture is close to real-world scene contents. We observe indeed that some devices have better focus performance on the Dead Leaves target than on an MTF target.
For the timing measurements we use the setup and method proposed in [12] . The shooting time lag contains both the time to focus and the processing time before the device captures the image. Measuring only the bare focusing time of a smartphone is not the most relevant information for system level performance assessment because the user will never observe the bare focusing time. Furthermore, it seems to be technically unfeasible without support from the manufacturer. Assessing the shooting time lag seems to be the best solution.
Measuring the shooting time lag requires a LED timer to calculate timestamps, e.g. the DxO Universal Timer Box [13] . The DxO Universal Timer Box is composed of five lines of LEDs that turn on and off at different times. Each line has only one LED illuminated at a time. The next led is illuminated and so on until the complete line is covered in a given time.
Finally, we test the camera in tripod and hand-held conditions. Hand-held conditions are a very common case, so the results are closer to the user experience. For testing the hand-held condition in a repeatable way, we use a hexapod platform to simulate a human holding the device. Hexapod platforms are used for moving and precise positioning along six degrees of freedom.
Hardware and lab setup
Our AF target is composed of a Dead Leaves target and a DxO Universal Timer Box. It is placed at 2 m from the device, which corresponds roughly to 70 times the 35-mm equivalent focal length of most smartphones. Figure 3 shows diagrams about the setup.
The principle is to place a defocus target at macro distance, force focus when necessary and then remove the defocus target to let the device under test focus on a Dead Leaves target at 2 m. Focusing at macro is done with a defocus target, shown in Figure 4 . No measurement is performed here, so no specific target is needed, but there must be a texture helping the device to focus on it (text for instance). The defocus target is placed in front of the device to cover its entire field of view as shown in Figure 3 . We let the device enough time to focus on its. This target is then quickly moved down outside the field of view to provide a fast switch between macro and 2 m as shown in Figure 3 . The removal of the defocus target triggers a scene change detection in the device, which will then start focusing on the Dead Leaves target.
In our current setup, the defocus target is removed manually by an operator. To prevent the device from focusing while the target is still within its field of view, the time for the defocus tar- get to disappear shall be less than 100 ms. The presence and the disappearance speed of the defocus target are measured by two infrared sensors. In order to simulate the device's field of view, the two red dots of the sensors have to be at the top and the bottom of the device screen preview, as shown in Figures 4 and 5 . It ensures the device field of view is well represented by the system. These validations are useful for benchmarking as they allow a higher repeatability. When the sensors detect disappearance, the system gets the LED positions from the DxO LED Universal Timer. It then waits a short time t wait to simulate the human reaction time lag. After t wait , the digital probe (which simulates a finger on the touchscreen) is used to command capture. By detecting the LED positions on the image finally taken, we can determine precisely the time lag between the trigger and the beginning of the exposure. This is the shooting time lag which is a very important part of AF user experience. Figure 6 summarizes the different setup components and their connections.
• Camera device under test: must have a capacitive touchscreen to work properly with the DxO Touchscreen Probe.
• DxO Touchscreen Probe: electronically simulates a human finger on a capacitive touch screen. It is attached to the touch screen using a hook-and-loop fastener and must be plugged into a DxO Digital Trigger. • DxO LED Universal Timer: device composed of several LED lines used to measure multiple timings such as shooting time lag or rolling shutter. It is placed in the same plane as the Dead Leaves target. See Figure 3 .
• Defocus target: placed in front of the imaging device to let it focus at a macro position; then moved down to let it focus on the Dead Leaves target. See Figure 4 .
• Infrared sensors: used to detect the presence of the defocus target. They are plugged into the DxO Digital Trigger to send a signal when the defocus target disappears, which is when the device starts to focus. It is placed near the imaging device and the laser are facing the defocus target.
The timing diagram of our setup is summarized in Figure 7 .
• t sensors is the time between the deactivation of the two infrared sensors when the defocus target is moved down. This time must be less than 100 ms to ensure that the device does not focus while the target is still in its field of view. A sensor is activated when an object (the defocus target in this case) is in front of it.
• t wait corresponds to the time between defocusing and triggering.
• t push represents how long the DxO Digital Probe pushes the trigger. In this case, the synchronization is done on the push down meaning the beginning of the exposure is considered at the push down. It can also be done on the push up, depending on the device tested. The LEDs positions recording is synchronized with the beginning or the end of the push time.
• t lag finally represents the time between pressing the exposure button on a mobile device and the beginning of the exposure, which is the shooting time lag. In order to avoid to stress the device and let it enough time to process the image or frames for multi-images algorithms, we wait a few seconds between each shot.
Measurements
The acutance is computed from the Dead Leaves target's edges as illustrated in Figure 8 , following the ISO 12233 method [22] to compute the MTF. We compute the MTF from eight slanted edges (red circles on the picture) and then the mean is used for computing the acutance.
Equation (1) shows that a contrast sensitivity function (CSF) is used to weight the values of the MTF for the different spatial frequencies. The CSF is defined in ISO Standard 15739 [24] for visual noise measurement. The CSF is given in Equation (2) where a = 75, b = 2, c = 0.8, K = 34.05 and υ is in cycles/degrees. The acutance result depends on the viewing condition of the image, the size (be it printed or on-screen) and the viewing distance. For instance, if an image is viewed on a small smartphone screen, we will not have the same perception of sharpness than if it is printed on a large format. The parameters composing the viewing conditions are the following:
• Distance • Pixel pitch (for computer display)
• Print height (for print) The measurement algorithm uses these viewing conditions to determine the coefficient for converting the spatial frequency of the CSF of the visual field, expressed in cycle/degree, into cycle/pixel as measured on the image. The effect of the viewing conditions is to stretch the CSF along the frequency axis. If you look at an image from afar, the CSF will narrow on low spatial frequencies, giving more weight to these frequencies and less weight to the high ones. Although the pictures are first seen on the smartphone screen, we are choosing a more challenging viewing condition, such as looking at the pictures on a notebook screen (height 20 cm at a distance of 50 cm), which allows to benchmark and differentiate autofocus performance of different devices.
The shooting time lag is computed with the DxO Universal Timer Box as illustrated in Figure 8 , by subtracting the LED positions recorded when triggering from the LED positions observed on the picture. With one LED bar, the minimal measurable time is one LED. The LED calibration is the period of a line. To increase measurement accuracy, one could use a shorter line calibration. But if the line calibration is too short, there can be one or more periods during the time lag, and these would not be visible. So with only one bar, the accuracy of the measurement is severely limited. By using several LED bars at different periods or calibers, it is possible to accurately calculate the capture beginning with maximum accuracy (about 1/100 of the fastest line): the slowest line permits calculating a rough estimate of the time lag, and a faster line permits calculating a better estimate from this value. This is why the periods of the DxO Universal Timer Box lines are set to 100, 1000, 8000, 1000 and 100 ms.
These measurements are performed on several images to asses the repeatability of the AF performance (sharpness and shooting time lag) in identical shooting conditions. That is why the measurement accuracy depends on the number of shot used.
Quality metrics
The work presented in this article combines the acutance and the shooting time lag to provide a simple and relevant AF measurement assessing both sharpness and speed of the AF, which are the two major components of AF quality.
The final result is a graph with acutance plotted against shooting time lag. As you can see in Figure 9 , it contains a point for each image taken. The dots above 100% are the result of over-sharpening and their values are clipped to 100% to compute the metrics. Indeed, a picture cannot be more precise than the reality.
AF failures are represented in the graph with an acutance of 5%. In fact, these pictures are often too blurry to compute both the acutance and the shooting time lag. The default value for acutance is set to 5% (representing a completely blurry image), but we did not want to penalize the shooting time lag. Indeed, even if the image is blurry the device can be fast to capture it. In order to clearly see the different failures (dots are not overlaid) without much influence on the mean shooting time lag, we choose to assign a random value to the shooting time lag, included in the normal distribution of the successful pictures.
To summarize the AF performance, we propose to compute the following two key metrics:
• Average shooting time lag gives a general idea of the capacity of the AF to adapt quickly to a scene change.
• Autofocus irregularity provides information about AF repeatability, this is defined as the average acutance difference between the highest acutance in a series and the acutance for each shoot.
We use the highest acutance in a series since most smartphones do not allow us to manually find the focus position that yields the best acutance. We therefore use the highest acutance that the smartphone has reached. As the example of Figure 9 suggests, this is usually equivalent. We are also computing two additional metrics that can be useful for further analysis:
• Shooting time lag standard deviation measures the repeatability of AF convergence speed.
• Average acutance gives a general idea about the perceived sharpness of the images that a certain device takes. However, this result depends on the lens MTF, the degree of sharpening applied in image processing and on the autofocus.
Limitations and future work
While our proposed quality metrics and most of our method apply to all types of digital still cameras, our setup was designed for smartphones. Its extension to DSLRs is more complicated than simply replacing our touchscreen trigger with a mechanical finger. For instance, letting the device under test focus from macro to a target at 70 times its 35-mm equivalent focal length would require a huge lab for long focal lenses. Image Engineering's approach, to let the device focus from infinity to a close target seems more practical-supposed that the device can be forced to defocus at infinity.
In a more general manner, evaluating an AF at a single distance does not necessarily result in a complete picture of its performance. It might be useful to place our Dead Leaves target, like proposed by Imatest, at several different distances. It might even be useful to place the defocus target at different distances. Currently we place it close to the closest macro distance. This might aid a contrast AF algorithm that has to guess its initial focusing direction. A defocus target placed farther away from the camera might increase the probability that a device chooses the wrong direction, which would result in a significantly longer shooting time lag. We also consider putting a Dead Leaves chart and slanted edges on the defocus target, to assess focusing from far to close. These kind of tests will become possible as we continue to automate our setup.
Finally, our setup does not yet assess the ability of a device to track a subject in motion. Neither does it test the AF reaction to face detection and the ability of the device to keep the subject in focus while it is moving before the command of the shoot.
Results
Plotting the acutance in function of the shooting time lag provides an intuitive visual representation of the detailed information about the AF performance. Not only does this allow to determine instantly the two most important criteria, sharpness repeatability and speed, the plot also allows to analyze the AF strategies of the different devices.
The proposed measurement was used to test the influence of various test conditions such as lighting condition, trigger delay and camera motion. Once the influential parameters were identified and defined, the measurement was used to build a benchmark of more than 20 devices providing very important insights into the performance of various AF technologies.
Autofocus performance comparison
The performance in bright light of two smartphones released in 2016 can be compared by looking at Figures 9 and 10 . Differences between AF system performance or between different testing conditions are immediately visible on the chart. AF acutance irregularity is 21.4% for device A against 5.0% for device B. We can conclude that device B is significantly more accurate than device A. In addition, with an average shooting time lag of only 18 ms, device B takes the picture exactly when the user triggers the shutter, whereas device A introduces a notable lag of 546 ms on average. In conclusion, device B has superior performances compared to device A in both acutance repeatability and speed.
The chart intuitively illustrates these metrics from the scattering of the dots. It also enables deeper analysis that can help camera manufacturers and tuning teams to improve performance: The AF results of device A can be divided into three categories. In the first category, the device favors accuracy over speed, these are the dots with acutance > 100%, but with shooting time lag scattered between 500 and 1100 ms. Then in the second category, the device favors short shooting time lag over precision and captures quickly between 100 and 200 ms. With an acutance over 80%, these images are slightly out of focus, but still usable on a smartphone screen. Finally the third category has some strong AF failures resulting in very blurry images having acutance lower than 50%. The device manufacturer could use this information to gain insight into the different failure modes to improve their AF algorithm.
It is interesting to notice that, in Figure 10 , there are also some points before the command of the capture (blue dotted line called Short Delay). Some devices continuously save pictures in an internal memory. When the user presses the trigger, the device is able to select the sharpest picture in that buffer. So the device can provide an image captured just before the user pressed the trigger. Ideally, a device must tend toward a zero shutter lag if it has the ability to continuously focus on the scene, thus providing sharp images with zero lag.
Lighting conditions
The test results confirmed that lighting condition is a very influential parameter. For some devices, the results can be completely different in bright and in low light. We can see an example of this behavior by comparing the results obtained with the same test device in bright light and low light conditions. In Figure 11 the AF is fast and accurate. However, in low light conditions shown in Figure 12 , the AF is slow, the shooting time lag becomes less predictable and there are even some failures. For t wait = 500 ms, we measure AF irregularity of 20.9% and average shooting time lag of 978 ms-compared to an irregularity of only 5.0% and a lag of only 76 ms in bright light. 
Delay between scene change and trigger
In defining the test conditions, the setting of the delay between scene change and trigger is very important to highlight the performances of a continuous autofocus system.
The most challenging condition would be a delay of 200 ms corresponding to the human reaction time lag including the processing of the scene change by the human brain as well as the lag between the decision to press the trigger and the exact time when the finger is touching the screen. The time lag can also be increased up to 500 or 2000 ms to reflect a usage case where the photographer would wait between the scene change and the decision to press the trigger. The relative results for different t wait will depend on the speed and effectiveness of the continuous autofocus.
If the device has a continuous autofocus that manages to focus before the user hits the trigger, it can simply and instantly take the picture. Otherwise, if the image is not in focus yet, the autofocus algorithm has two options as it has to make a trade-off between letting the AF fully converge (preferring accuracy) and taking the picture as fast as possible (preferring short shooting time lag). Different manufacturers may chose different strategies in this case. The user can favor accuracy by waiting longer before hitting the shutter button and thus avoiding to put the AF under pressure. Figure 12 illustrates such a case. We can see that the AF is more repeatable when waiting for 2000 ms instead of 500 ms because the green points are less scattered than the blue ones. There are less AF failures and the AF irregularity metric improves from 20.9% to 6.0%. Average shooting time lag also improves from 258 ms to 58 ms. Figure 13 shows that even the best device currently tested for AF cannot achieve the same performances with 200 ms than with 500 ms delay. In this example, the average shooting time with a 200 ms delay (in red) is 288 ms while it is 65 ms with a 500 ms delay (in blue). The assumption is that, as the autofocus convergence time of the device is 500 ms and the device autofocus convergence strategy is to favor accuracy, it tends to capture the image 500 ± 50 ms after the defocus event, whether the trigger is pressed 200 ms or 500 ms after defocus. 
Hand-held vs tripod
Our test results confirmed that autofocus performances decrease when tested in hand-held conditions (Table 1) compared to tripod conditions (Table 2) . Table 2 shows that the best devices have almost the same performances on tripod and hand-held in bright light conditions. We have observed that the shooting time lag decreases in hand-held conditions as the images will be subject to motion blur that may affects the focus measurement of the device. Therefore, the device may shoots before reaching the best focus resulting in blurry images captured faster hand-held that with a tripod. An analysis of the images confirmed that there is some nondirectional blur confirming that the sharpness loss is caused by autofocus failure and not by motion blur in bright light. The analysis of the bright light from Figure 14 illustrates the following results: With an irregularity of 30%, the device E with only contrast autofocus has the least repeatable results of all four devices but it achieves an acceptable shooting time lag of 150 ms. The best bright light performances are achieved by the device combining both PDAF and contrast (devices B, C and D) as they all have very small acutance irregularities lower than 5% and average shooting time lag smaller than 100 ms. Although all three devices are very good, the device B that also has a laser technology is the best of the three with a shooting time lag smaller than 20 ms.
In low light, the combination of PDAF, laser and contrast embedded in the device B clearly has the best results with a gap compared to other technologies that is even stronger than in bright light. The device B is the only device that achieves a zero shooting time lag with an acutance irregularity lower than 5%. The device C and D are both using PDAF and contrast technologies and are the 2015 and the 2016 versions from the same smartphone manufacturer. It is very interesting to highlight the performance improvement from this technology between two devices released one year apart. On one hand, the device C, which is the 2016 version achieved performances that are very close to device B in acutance irregularity despite a longer average shooting time lag of 200 ms that remain fast although the lag can be perceived by the photographer. On the other hand, the device D, which is the 2015 version using the same PDAF and contrast technologies has a lower 30% acutance irregularity, but more importantly has a very poor average shooting time of almost 1000 ms. The performances of the device E with only contrast autofocus were already low in bright light and decrease further in low light with an acutance irregularity of 50%, meaning that several images are significantly blurry and an average shooting time lag of more than 600 ms that will be perceived as very unpleasant by most end users. This test clearly highlight the benefit of laser and PDAF technologies that provide information about the shooting distance enabling faster and more accurate autofocus performances.
Conclusion
Everyone has a collection of images that are either blurry because of autofocus failure or taken too late once the scene has changed. An autofocus failure makes an image useless for the user even if all other image quality attributes were to be perfect. With the ever increasing number of pictures taken in the world driven by the raise of image quality in smartphones, it becomes very important to have an autofocus measurement reflecting the experience of the user who is looking for consistently sharp image taken at the precise time he or she presses the trigger.
Although there are no publications related to autofocus measurement, several commercial solutions offer extensions of traditional sharpness measurement for still images to evaluate either the repeatability of the autofocus for photo mode, or assessing the sharpness for every frame of the video thus providing useful information on video autofocus.
Our method is the first one to establish a measurement that will assess both timing and sharpness performances of devices with continuous autofocus such as smartphones.
The method is using together the edge acutance measurement of a textured chart and the time lag measurement with the LED Timer. The automated capture and analysis also enables measurement on large number of shots for each camera tested and each relevant lighting condition. This large sample size is very important to have repeatable results because the autofocus systems we test are not. The method also defines the relevant statistical metrics used to summarize the measurement of dozens of pictures in four metrics.
The method has been tested on more than 20 mobile cameras and has already allowed to establish the difference in performances between the different technologies used in smartphone autofocus. The contrast autofocus is slow and not repeatable and this becomes even stronger in low light. The addition of the PDAF brought a significant improvement in bright light, and our measurements were able to highlight the progress of this technology in low light as it became more mature. We hope that the availability of new autofocus evaluation technologies will help camera manufactures to design and test faster their product and reach better performances for the users.
