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ÚVOD
Priemyselná automatizácia je dnes tvorená štyrmi hlavnými komponentami a to
PLC, HMI, pohonmi a senzormi. Všetky tieto komponenty spolu potrebujú komuni-
kovať. V minulosti bola priemyselná komunikácia založená na sériových protokoloch
ako RS-485, na ktorom bol postavený aj jeden z najpoužívanejších protokolov Profi-
bus. S narastajúcimi požiadavkami na šírku pásma, flexibilnejšiu topológiu siete sa
začal využívať protokol Ethernet, ktorý je dnes priemyselným štandardom. Proto-
kol Ethernet sa uplatnil najmä pre svoju cenu a rýchlosť komunikácie. Priemyselné
aplikácie požadujú rýchle reakcie často v časoch nižších ako 1 ms. Ďalšou požiadav-
kou je determinizmus. Pre splnenie týchto požiadaviek vzniklo niekoľko priemysel-
ných protokolov založených na technológii Ethernet. Výhodou Ethernetu je, že sa
nejedná o kompletné komunikačné riešenie ale len o komunikačné médium, ktoré
môže byť upravené. Ethernet zasahuje do dvoch najnižších vrstiev OSI modelu a
to do fyzickej a datalinkovej vrstvy. Protokoly založené na Ethernete určené pre
priemyselné nasadenie sa niekedy označujú jednotným pomenovaním priemyselný
Ethernet. Priemyselný Ethernet sa líši od štandardného aj fyzickým médiom, teda
odolnejšími káblami s vyšším stupňom tienenia a taktiež robustnejšími konektormi.
Za posledných niekoľko rokov vznikli desiatky štandardov priemyselného Ethernetu.
Medzi najvýznamnejšie protokoly patrí EtherCAT a Profinet. Protokol EtherCAT
bol vyvinutý spoločnosťou Beckhoff a na trh bol uvedený v roku 2003. Doménou
EtherCAT protokolu sa stali najmä aplikácie elektrických pohonov, ktoré vyžadujú
vysokú presnosť časovej synchronizácie. Výhodou protokolu EtherCAT je aj jeho ot-
vorenosť. Celosvetová organizácia s názvom EtherCAT Technology Group združuje
potenciálnych užívateľov a vývojárov EtherCAT zariadení. Organizácia má za úlohu
aj štandardizáciu tohto protokolu a certifikácie zariadení tretích strán. Členstvo v
organizácii sprístupňuje množstvo dokumentov a publikácii ako aj softwaru užitoč-
ného pri vývoji EtherCAT zariadenia. Členstvo v tejto organizácii nie je zaťažené
žiadnym poplatkom. Zariadenia využívajúce protokol EtherCAT sú dnes vyrábané
mnohými spoločnosťami na rôznych hardwarových a softwárových platformách.
Táto práca sa venuje popisu protokolu EtherCAT, ktorý bol získaný štúdiom
technických materiálov ako aj testovaním a analýzou protokolu. V práci sú ana-
lyzované možnosti implementácie protokolu na rôznych platformách. Ako cieľová
platforma bol zvolený mikroprocesor Texas Instruments Sitara AM437x. Práca je
zameraná hlavne na samotný protokol a jeho analýzu na zvolenom systéme. Nie je
cieľom vytvoriť sofistikované koncové zariadenie pripravené pre použitie v priemysle.
Naopak výsledkom je platforma s funkčnou EtherCAT komunikáciou, na ktorej môžu
byť postavené koncové EtherCAT slave zariadenia. Funkcionalitu slave zariadenia
nie je možné overiť bez nadradeného master zariadenia, ktoré iniciuje komunikáciu
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v sieti. Preto je v práci popísaných aj niekoľko možností ako implementovať master
zariadenia. Z dostupných možností bola zvolená implementácia master založená na




Cieľom práce je naštudovať princíp a možnosti protokolu EtherCAT z pohľadu vý-
vojára koncového slave zariadenia. Po naštudovaní protokolu a jeho popise budú
popísané rôzne možnosti implementácie EtherCAT slave zariadenia. Vo výsledku
bude realizovaná implementácia protokolu EtherCAT pre zvolený hardware. Súčas-
ťou implementácie bude aj testovacie prostredie, v ktorom bude implementácia ove-
rená, súčasťou testovania bude aj meranie parametrov komunikácie ako napríklad
jitter. Výsledkom práce bude platforma pre vývoj koncového EtherCAT slave zaria-
denia s funkčnou komunikáciou. Záver práce bude venovaný možnostiam vylepšenia
vlastností komunikácie, hlavne prechod na rýchlejší 1Gbit Ethernet.
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2 ETHERNET
V tejto kapitole sú zhrnuté všeobecné poznatky o protokole Ethernet, ktoré som
naštudoval predovšetkým z [1]. Ethernet je najpoužívanejší sieťový štandard. Zapu-
zdruje fyzickú a datalinkovú vrstvu OSI modelu. Ako fyzická linka je najčastejšie
použité metalické vedenie s krútenými pármi vodičov alebo optické vlákno. Ethernet
od svojho vzniku v sedemdesiatych rokoch dvadsiateho storočia prešiel vývojom a
je neustále vylepšovaný. Ethernet dnes dosahuje prenosové rýchlosti až 100 Gbit/s.
2.1 Ethernet frame
Ethernet frame je dátová štruktúra, ktorá obaluje dáta a umožňuje tak ich prenos
po médiu. Ethernet frame má maximálnu veľkosť 1526 bytov [1].
Obr. 2.1: Ethernet frame štruktúra
Ethernet frame obsahuje nasledujúce bitové polia, veľkosť jednotlivých polí je
naznačená na obrázku 2.1.
• Preambula - slúži na synchronizáciu
• Cieľová adresa - MAC adresa príjemcu
• Zdrojová adresa - MAC adresa odosielateľa
• Typ/veľkosť - identifikácia protokolu vyššej vrstvy
• Data - užívateľské dáta
• CRC - kontrolný súčet
2.2 Signály na fyzickej linke
Táto časť popisuje fyzické signály 100 Mbit/s ethernetu [1]. 100 Mbit/s Ethernet
využíva kódovaciu schému 4/5 bit. Znamená to, že dáta sú rozdelené do skupín
po 4 bity a sú zakódované 5 bitmi. Takéto kódovanie sa na fyzickej linke prejaví
zvýšením čipovej rýchlosti na 125 Mbaud/s. Kódovanie pomocou 5 bitov umožňuje
preniesť 32 symbolov, z ktorých 16 sú užitočné dáta. Zostávajúcich 16 znakov slúži
na signalizáciu a riadenie toku na linke. Symboly použité pre riadenie toku sú:
14
• IDLE - 11111
• SLEEP - 00000
• Start of stream - 11000
• Start of stream - 10001
• End of stream - 01101
• End of stream - 00111
• Transmission error - 00100
2.2.1 MLT3 kódovanie
Na fyzickej linke sú signály kódované MLT3 schémou. Jedná sa o trojúrovňové kódo-
vanie. Tieto 3 úrovne sú označené +/0/-. Signál môže nadobúdať len tieto úrovne.
Zmena logickej úrovne na fyzickej linke je interpretovaná ako logická 1. Zachova-
nie logickej úrovne je interpretované ako logická 0. Týmto kódovaním sa výrazne
zníži frekvencia signálov prenášaných fyzickou linkou [1]. Z obrázku 2.2 je vidieť, že
k zmene úrovne po kódovaní MLT3 dochádza len v prípade logickej 1 na vstupe.
Obr. 2.2: Kódovanie MLT3 na fyzickej linke
2.3 Priemyselný Ethernet
Označenie priemyselný Ethernet zastrešuje všetky priemyselné komunikačné pro-
tokoly založené na technológii Ethernet. V tejto časti sú stručne popísané najvýz-
namnejšie protokoly dnešnej priemyselnej komunikácie. Cieľom práce nie je detailné
porovnanie týchto protokoly.
2.3.1 Protokol Profinet
Protokol Profinet je používaný najväčšími výrobcami priemyselných zariadení ako
Siemens a General Electric. Protokol zastrešuje tri varianty:
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• Profinet Class A
• Profinet Class B - Profinet RT
• Profinet Class C - Profinet IRT
Profinet triedy A je vhodnejší pre automatizáciu v budovách, kde sa nevyskytujú
časovo kritické prenosy dát. Profinet triedy A dosahuje dobu cyklu 100 ms [8]. Trieda
B protokolu Profinet prináša zníženie doby cyklu na 10 ms. Táto varianta je použí-
vaná vo výrobnej automatizácii a procesnej automatizácii. Protokol Profinet triedy
C je izochrónny a real-time protokol. Vyžaduje špeciálny hardware pre zníženie doby
cyklu pod 1 ms [8]. Táto varianta protokolu je vhodná pre aplikácie pohonov, kde
je požadovaná časová synchronizácia.
2.3.2 Protokol Powerlink
Tento protokol bol vyvinutý spoločnosťou B&R. Dosahuje dobu cyklu 200 𝜇s. Je
vhodný pre väčšinu aplikácií vrátanie časovo kritických aplikácií elektrických poho-
nov. Pre dosiahnutie real-time funkcionality spolieha Powerlink protokol na časové
rámce. Každý uzol v sieti má pridelený čas kedy odosiela dáta. Dáta odosiela vždy
len jeden uzol v sieti.
2.3.3 Protokol Ethernet/IP
Priemyselný ethernet protokol, ktorý bol pôvodne vyvinutý spoločnosťou Rockwell.
Jedná sa o aplikačný protokol postavený nad vrstvou TCP/IP. Protokol je kompati-
bilný so štandardnými sieťovými prvkami. Jeho nevýhodou je limitovaná schopnosť
real-time komunikácie a determinizmu.
2.3.4 Protokol EtherCAT
EtherCAT je priemyselný protokol vyvinutý spoločnosťou Beckhoff. Zo spomenu-
tých protokolov je najvhodnejším kandidátom pre časovo kritické úlohy. EtherCAT
pracuje na vrstve MAC - Media Access Control. Špecifickým pre tento protokol je
fakt, že spracovanie dát je realizované za behu ako Ethernet frame postupuje sieťou.
Vďaka čomu dosahuje dobu cyklu nižšiu ako 100 𝜇s. Protokol sa tiež vyznačuje fun-
kciou presnej synchronizácie hodín naprieč všetkými EtherCAT zariadeniami v sieti.
Protokol EtherCAT je detailne popísaný v kapitole 3.
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3 PROTOKOL ETHERCAT
Táto kapitola sa venuje detailnému popisu protokolu EtherCAT. EtherCAT, ce-
lým názvom Ethernet for Control Automation Technology patrí medzi komunikačné
protokoly priemyselného Ethernetu. Protokoly priemyselného Ethernetu sú optima-
lizované pre priemyselné nasadenie, kde je podmienkou reálny čas a determinizmus.
V priemyselných aplikáciach sa prenášajú malé objemy dát cyklicky. Z tohto dô-
vodu sú protokoly používané v kancelárskom prostredí nevhodné. Špecifickým pre
protokol EtherCAT je spracovanie Ethernet framu zariadením za behu. Bežné ko-
munikačné protokoly fungujú na princípe prijatia celého Ethernet framu a jeho ná-
sledného spracovania. Ak je požadovaná odpoveď, zariadenie vytvorí nový frame
s odpoveďou a odošle ho späť. Z pohľadu efektivity je tento prístup nevyhovujúci.
Každý Ethernet frame totiž obsahuje mimo užívateľských dát aj adresu príjemcu,
adresu odosielateľa, kontrolný súčet, preambulu a typ protokolu. Pri minimálnej
veľkosti užívateľských dát, 46 bajtov je minimálna dĺžka Ethernet framu 84 baj-
tov. Protokol EtherCAT využíva Ethernet frame na rozdiel od bežných protokolov
veľmi efektívne. Jeden Ethernet frame odoslaný master zariadením dokáže obslúžiť
všetky slave zariadenia v sieti. Frame odvysielaný master zariadením je doručený
každému zariadeniu bez ohľadu na to či je adresované alebo nie. Slave zariadenie
frame spracuje za behu. Nedochádza tu k mechanizmu uloženia celého framu a ná-
slednej odpovede. Frame je čítaný alebo modifikovaný za behu ako postupuje sieťou.
Bez ohľadu na fyzickú topológiu siete je frame vždy spracovaný všetkými slave zaria-
deniami v sieti v rovnakom poradí. Logicky tvorí každá topológia siete kruh. Tým je
zaručené, že frame odoslaný master zariadením sa modifikovaný slave zariadeniami
vráti späť do Master zariadenia. Master zariadenie je jediné, ktoré môže vygene-
rovať frame. Všetky slave zariadenia v sieti ho môžu čítať a modifikovať. Protokol
EtherCAT využíva Ethernet frame pre transport dát, v sieti je identifikovaný typom
0x88A4. Protokol EtherCAT využíva na prenos dát PDU - Protocol Data Unit. PDU
je zapuzdrená v EtherCAT frame. Jeden EtherCAT frame môže obsahovať niekoľko
EtherCAT PDU. Počet EtherCAT framov v rámci jedného Ethernet framu je limito-
vaný maximálnou veľkosťou Ethernet framu, teda 1526 bajtov. Štruktúra EtherCAT
framu je zobrazená na obrázku 3.1.
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Obr. 3.1: Štruktúra a zapuzdrenie EtherCAT framu v štandardnom Ethernet 802.3
frame. Na spodnej úrovni je zobrazený EtherCAT PDU a význam jednotlivých bi-
tových polí.
Význam jednotlivých bitových polí v EtherCAT PDU je:
• CMD - Príkaz
• IDX - Index
• ADP - Autoinkrementačná adresa
• ADO - Začiatočná adresa v pamäti slave zariadenia
• LEN - Veľkosť DATA v PDU
• RES - Reserved
• C - Cirkulujúci frame. Tento frame by nemal byť preposlaný
• NEXT - V danom frame je ďaľší PDU
• IRQ - Externá udalosť
• DATA - Payload
• WKC - Working Counter inkrementovaný o 1 pri úspešnom čítaní
3.1 Vlastnosti EtherCAT
EtherCAT sa vyznačuje master slave prístupom ale nevylučuje komunikáciu medzi
slave zariadeniami. Komunikácia medzi slave zariadeniami je realizovaná viacnásob-
ným prístupom do framu pomocou príkazov LRW, FRMW, FPRW, APRW. Dôležité je
spomenúť, že komunikácia medzi slave zariadeniami je závislá na topológii. Slave za-
riadenia spracovávajú frame len na jednom porte. Frame, ktorý dorazil k poslednému
slave zariadeniu a vracia sa k master zariadeniu už nie je modifikovaný žiadnym za-
riadením. Preto slave, ktorý sa nachádza ako prvý za master zariadením, dokáže
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komunikovať so všetkými ostatnými slave zariadeniami. Zatiaľ čo posledné slave za-
riadenie už nedokáže poslať dáta žiadnemu inému slave zariadeniu. Táto limitácia
existuje za predpokladu, že slave zariadenia komunikujú v jednom cykle. Master
môže frame po prijatí vyslať druhýkrát a dáta zapísané posledným zariadením sú
prijaté všetkými zariadeniami. Takáto komunikácia vyžaduje dva cykly.
3.1.1 Topológia siete
Logicky tvorí sieť EtherCAT vždy kruh, kde master zariadenie vysiela frame a slave
zariadenia ho čítajú a modifikujú. Za bežného stavu bez poruchy sa cesta framu
nemení. Väčšina slave zariadení má dva fyzické porty, čo umožňuje vytvoriť fyzickú
topológiu siete typu line. Zariadenia so štyrmi fyzickými portmi dokážu fyzickú topo-
lógiu siete vetviť. Pri výpadku vetvy, napríklad prerušením kábla, je schopný zvyšok
siete pracovať. Formovanie topológie v sieti EtherCAT je možné aj bez aktívnych
sieťových prvkov ako sú switch, hub a router.
Topológia typu line
Line topológia je vytvorená spojením slave zariadení disponujúcimi dvomi fyzickými
portmi. Oranžovou farbou v obrázku 3.2 je znázornený kábel medzi zariadeniami.
Červenou farbou je znázornený prechod ethernet framu zariadeniami v doprednom
smere, teda smere, kedy je spracovaný. Modrá farba zobrazuje tok framu, kedy je
frame preposielaný smerom k master zariadeniu. Logicky sa jedná vždy o kruhovú
topológiu.
Obr. 3.2: Topológia siete typu Line. Slave zariadenia, každé s dvomi fyzickými Et-
hernet portmi sú prepojené káblom. Posledné zariadenie má druhý port zatvorený,
čím sa frame presmeruje späť k master zariadeniu.
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Topológia typu hviezda a strom
Túto topológiu je možné zostaviť použitím slave zariadení so 4 portmi, ktoré môžu
byť v kombinácii LVDS a Ethernet. Obrázok 3.3 zobrazuje topológiu hviezda/strom.
Červená farba zobrazuje tok framu, kde je očakávané spracovanie framu slave za-
riadením. Modrou farbou je zobrazený tok framu, kedy nie je spracovaný, ale len
preposlaný k ďalšiemu zariadeniu alebo portu.
Obr. 3.3: Topológia typu hviezda/strom. Vetvenie topológie zabezpečuje zariadenie
Slave B, ktoré má 4 porty. Smer a poradie toku framu je vždy rovnaké.
3.2 EtherCAT príkazy
Protokol EtherCAT podporuje viac módov adresovania, v ktorých majú jednotlivé
polia datagramu rozdielny význam. Protokol podporuje 15 príkazov, ktoré sú nasta-
vené v bitovom poli CMD. Bitové pole CMD je umiestnené v EtherCAT PDU, ako
je vidieť na obrázku 3.1. Identifikátory týchto príkazov majú nasledujúci význam [2]
• (0x00) NOP - No operation
• (0x01) APRD - Auto Increment Physical Read
• (0x02) APWR - Auto Increment Physical Write
• (0x03) APRW - Auto Increment Physical Read Write
• (0x04) FPRD - Configured Address Physical Read
• (0x05) FPWR - Configured Address Physical Write
• (0x06) FPRW - Configured Address Physical Read Write
• (0x07) BRD - Broadcast Read
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• (0x08) BWR - Broadcast Write
• (0x09) BRW - Broadcast Read Write
• (0x0A) LRD - Logical Memory Read
• (0x0B) LWR - Logical Memory Write
• (0x0C) LRW - Logical Memory Read Write
• (0x0D) ARMW - Auto Increment Physical Read Multiple Write
• (0x0E) FRMW - Configured Address Physical Read Multiple Write
• (0x0F-0xFF) - Reserved
Auto increment physical read (APRD)
Jedná sa o príkaz pre čítanie pomocou pozičného adresovania. Každé slave zariade-
nie inkrementuje ADP. Slave zariadenie, ktoré vyčíta nulovú hodnotu ADP, vykoná
operáciu čítania. Pri APRD čítaní je pole CMD nastavené na 0x01.
Configured address physical read (FPRD)
Príkaz FPRD vykoná čítanie zo slave zariadenia s nakonfigurovanou adresou. Poža-
dovaná adresa je uložená v poli ADP. Príkaz CMD musí byť nastavený na 0x04. Tento
príkaz neinkrementuje pole ADP.
Broadcast read (BRD)
Príkaz Broadcast read vykoná čítanie z každého zariadenia. V poli CMD datagramu
je hodnotou 0x07 identifikovaný BRD príkaz. Pole ADP je inkrementované každým
slave zariadením, ktoré prepošle datagram ďalej. Pole DATA obsahuje bitový súčet
OR hodnoty a novej hodnoty od aktuálneho slave zariadenia. Tento príkaz je vhodný
pre overenie stavu všetkých zariadení v jednom cykle.
Logical read (LRD)
Príkaz vykoná čítanie z logicky mapovanej pamäte. Tejto operácii je priradený kód
0x0A v poli CMD datagramu. Dve 16 bitové polia ADP a ADO sú zlúčené do 32 bitového
pola označeného ADR. Tento príkaz značí, že je potrebné logickú adresu preložiť na
fyzickú. Preklad adries spravuje FMMU. Všetky slave zariadenia v sieti sú namapované
v 4 GB adresnom priestore.
Auto increment physical write (APWR)
Príkaz zápisu na fyzickú adresu je v poli CMD identifikovaný hodnotou 0x02. V poli
ADP je inkrementovaná adresa pri každom prechode slave zariadením. Zápis je adre-
sovaný zariadeniu, ktoré z ADP pola vyčíta nulovú hodnotu. Hodnota z pola DATA je
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zapísaná v pamäti na adrese ADO.
Configured address physical write (FPWR)
Príkaz zápisu do slave zariadenia s nakonfigurovanou adresou. Jedná sa o fyzické
adresovanie. Adresa zariadenia je špecifikovaná v poli ADP a adresa registru je v poli
ADO. Pole CMD obsahuje pre tento príkaz hodnotu 0x05.
Broadcast write (BWR)
Vykoná zápis hodnoty uloženej v poli DATA do pamäti na adrese ADO do všetkých
zariadení v sieti. Pole ADP je inkrementované každým zariadením, ktoré zapíše hod-
notu. Kód operácie v poli CMD je 0x08.
Logical write (LWR)
Vykoná zápis hodnoty uloženej v poli DATA do logicky mapovanej pamäte ADR. Dve
16 bitové polia ADP a ADO sú zlúčené do 32 bitového pola označeného ADR.
Auto increment physical read write (APRW)
Vykoná operáciu zápisu a následné čítanie dát z pamäte na adrese ADO. K výmene
dát dochádza za behu. Nedochádza tak k prepisu dát, ktoré sú požadované aj pre
čítanie. Operácia má kód CMD 0x03.
Configured address physical read write (FPRW)
Vykoná operáciu zápisu a čítania z pamäte slave zariadenia na adrese ADO.
Broadcast read write (BRW)
Vykoná operáciu zápisu a čítania zo všetkých zariadení z pamäte na adrese špeci-
fikovanej polom ADO. Každé slave zariadenie inkrementuje pole ADP. Táto operácia
je užitočná v prípade, že je požadované posúvať hodnoty medzi slave zariadeniami
v jednom cykle.
Logical read write (LRW)
Vykoná operáciu zápisu a čítania na logickú adresu ADR. Preklad adresy je realizo-
vaný FMMU.
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Auto increment physical read multiple write (ARMW)
Vykoná operáciu čítania a viacnásobného zápisu. Adresa ADP je automaticky inkre-
mentovaná každým slave zariadením. Zariadenie, ktoré identifikuje nulovú hodnotu
v poli ADP zapíše do datagramu hodnotu. Ostatné zariadenia čítajú hodnotu z tejto
adresy. V prípade, že sa zariadenie nachádza pred adresovaným zariadením, vyčítané
sú dáta z master zariadenia. V prípade, že sa zariadenie nachádza až za adresovaným
zariadením, toto zariadenie už číta dáta nahradené adresovaným zariadením. Kód
operácie CMD je 0x0D.
Configured address physical read multiple write (FRMW)
Vykoná operáciu čítania a viacnásobného zápisu. Zariadenie, ktorého nakonfiguro-
vaná adresa sa zhoduje s polom datagramu ADP, zapíše hodnotu z požadovanej adresy
v pamäti ADO. Ostatné zariadenia dáta vyčítajú a zapíšu na pamäťovú adresu ADO.
3.3 Adresovanie
Vo väčšine protokolov založených na Ethernete je využitá ako adresa zariadenia
MAC adresa. Protokol EtherCAT MAC adresu nevyužíva, dokonca je ignorovaná.
Master posiela framy v sieti EtherCAT s broadcast adresou FF:FF:FF:FF:FF:FF.
Každé slave zariadenie, ktorým frame prejde, modifikuje zdrojovú MAC adresu na
vlastnú adresu, z dôvodu rozlíšenia vlastných a vrátených framov na strane master
zariadenia.
Protokol EtherCAT podporuje 3 módy adresovania v sieti. Datagram protokolu
obsahuje 32 bitov, ktoré slúžia na adresovanie. Módy adresovania sú zobrazené na
obrázku 3.4.
Obr. 3.4: Módy adresovania v protokole EtherCAT
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3.3.1 Fyzické adresovanie
Fyzické adresovanie podporuje adresovanie na nakonfigurovanú adresu zariadenia a
adresovanie na pozíciu slave zariadenia v sieti.
Nakonfigurovaná adresa
Tiež označované ako adresovanie zariadenia. Adresa je rozdelené na 16 bitovú adresu
zariadenia a 16 bitovú adresu v pamäti zariadenia. Takto adresované datagramy sú
určené pre jediného príjemcu v sieti. Toto adresovanie vyžaduje počiatočnú konfigu-
ráciu adries. Výhodou je zachovanie funkčnosti v prípade pridania alebo odobrania
zariadenia alebo zmeny topológie siete. Príklad komunikácie založenej na pevne na-
konfigurovanej adrese je na obrázku 3.5.
Obr. 3.5: Príklad adresovanie s nakonfigurovanou adresou zariadenia.
V sieti na obrázku 3.5 sú 3 slave zariadenia. Aplikácia vyžaduje z každého za-
riadenia prečítať 2 bajty na jednu adresu a zapísať 2 bajty na inú adresu. V prípade
pevného adresovania je potrebné poslať 2 datagramy pre každé zariadenie. Dohro-
mady sa teda pošle 6 datagramov a spracuje sa 12 bajtov. Takýto prenos dát je
možné optimalizovať použitím logického adresovania, ktoré je popísané v časti 3.3.2.
Pozičné adresovanie
Adresa zariadenia je daná fyzickou pozíciou v sieti. Každé slave zariadenie inkre-
mentuje adresné pole v datagrame. Slave zariadenie, ktoré detekuje nulovú hodnotu
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adresného pola, je adresovaným zariadením. V prípade, že je adresované desiate za-
riadenie v sieti, je adresa nastavená na -9. Znamená to, že pred adresovaným zaria-
dením je 9 slave zariadení. Výhoda tohto adresovania je, že slave zariadenia nemusia
byť konfigurované na špecifickú adresu. Tento typ adresovania je využitý pri inicia-
lizácii siete, kedy master zariadenie priraďuje fyzické adresy. Za bežnej prevádzky
sa tento typ adresovania nepoužíva, pretože v prípade výpadku jedného zariadenia
je narušené adresovanie celej siete.
3.3.2 Logické adresovanie
Každé slave zariadenie obsahuje jednotku FMMU. Slave zariadenie zapíše alebo vy-
číta dáta z datagramu len v prípade, že FMMU daného zariadenia nájde zhodu
s logickou adresou v datagrame. Konfigurácia FMMU jednotiek slave zariadení je
vykonaná master zariadením počas inicializačnej fázy. Logické adresovanie dokáže
zefektívniť prenos dát v sieti. Rovnaké množstvo dát adresovaných logicky vyžaduje
nižší počet datagramov v porovnaní s fyzickým adresovaním. Obrázok 3.6 zobra-
zuje podobnú situáciu ako bola popísaná v 3.3.1. V sieti sú 3 zariadenia, každé
z nich požaduje zapísať a prečítať 2 bajty z datagramu. Logické adresovanie vyža-
duje 1 datagram oproti pevnému adresovaniu, ktoré pre rovnakú operáciu vyžadovalo
6 datagramov. Podmienkou je správna konfigurácia FMMU jednotiek všetkých slave
zariadení.
Obr. 3.6: Logické adresovanie
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Každá FMMU jednotka má vyhradených 16 bajtov v adresnom rozsahu 0x0600
- 0x06FF. Konfiguračná štruktúra FMMU jednotky je zobrazená v tabuľke 3.1. Nie-
ktoré implementácie ESC nemajú využitý celý adresný priestor pre FMMU. ESC im-
plementované v procesore Texas Instruments Sitara AM437x má 8 jednotiek FMMU.
Offset adresa registra Veľkosť v bajtoch Popis
0x00 - 0x03 4 Začiatok logickej adresy
0x04 - 0x05 2 Dĺžka dát
0x06 1 Začiatočný bit logickej adresy
0x07 1 Konečný bit logickej adresy
0x08 - 0x09 2 Začiatok fyzickej adresy
0x0A 1 Začiatočný bit fyzickej adresy
0x0B 1 Typ (čítanie a/alebo zápis)
0x0C 1 Aktivácia
0x0D - 0x0F 3 Rezervované
Tab. 3.1: Konfiguračná štruktúra FMMU
Logické adresovanie má výhodu v tom, že je možné fyzickú adresu namapovať na
úrovni bitov. Príklad konfigurácie FMMU s využitím bitového adresovania je zná-
zornený na obrázku 3.7. V tomto príklade je mapovaných 14 bitov z logickej adresy
0x00010111[4] - 0x00010113[1] na fyzickú adresu 0x0F11[2] - 0x0F12[7].
Obr. 3.7: Príklad mapovania logickej adresy na fyzickú adresu s využitím FMMU
jednotky
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3.4 Jednotka Sync Manager
Aplikácia bežiaca v slave zariadení ako aj master zariadenie pristupujú k pamäti
slave. Master pristupuje k pamäti cez EtherCAT sieť, zatiaľ čo slave aplikácia pristu-
puje k pamäti prostredníctvom PDI. Kvôli možnosti pristupovať k pamäti zároveň je
potrebné zachovať jej konzistenciu. Pre zachovanie konzistencie je v EtherCAT slave
zariadení využitý mechanizmus nazývaný Sync Manager, ktorý funguje v dvoch re-
žimoch popísaných nižšie.
3.4.1 Mailbox režim
Mailbox režim implementuje handshake mechanizmus pre výmenu dát. EtherCAT
master a slave aplikácia dostanú prístup do pamäte len v prípade, že druhá strana
ukončila prístup k pamäti. Tento režim je využívaný pri posielaní väčšieho objemu
dát. Napríklad posielanie konfigurácie a parametrov. Tento režim nie je vhodný pre
cyklickú výmenu dát v krátkych časových intervaloch.
3.4.2 Buffer režim
Režim bufferu je využívaný predovšetkým pre posielanie cyklických dát v menších
dávkach. Typický príklad využitia tohto režimu je prenos procesných dát. EtherCAT
master môže zapisovať dáta častejšie ako sú čítané. V tomto prípade sú pôvodné dáta
prepísané novými. Slave vždy vyčíta posledné konzistentné dáta z bufferu.
3.5 Jednotka Distributed clocks
Protokol EtherCAT umožňuje synchronizáciu času naprieč všetkými zariadeniami
v sieti a jeho neustálu korekciu. Pre synchronizáciu času slúži subsystém s názvom
Distributed Clocks. Presnosť synchronizácie podľa špecifikácie protokolu dosa-
huje presnosť lepšiu ako 1 𝜇𝑠. Systémový čas EtherCAT zariadenia je definovaný
64 bitovým číslom. Základnou jednotkou je 1𝑛𝑠. Systémový čas je interpretovaný
ako počet nanosekúnd, ktoré uplynuli od 1.1.2000 00:00:00. 64 bitová hodnota je
dostatočne veľká pre viac ako 500 nasledujúcich rokov. Mechanizmus Distributed
Clocks umožňuje slave zariadeniam:
• Synchronizáciu času zariadení
• Synchrónne generovanie lokálnych výstupných signálov
• Precízne zachytenie času externých udalostí
• Generovanie synchrónnych prerušení pre aplikačný mikroprocesor
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3.5.1 Referenčné hodiny
Hodiny jedného EtherCAT slave zariadenia v sieti sú vždy použité ako referenčné.
Každé zariadenie, aj referenčné, má lokálne hodiny, ktoré sú nezávislé od referenč-
ných hodín. Rozdiel medzi lokálnym a referenčným časom je kompenzovaný meraním
a posúvaním lokálnych hodín. Každé slave zariadenie má kópiu referenčných hodín,
ktorá je vypočítaná z lokálnych hodín a lokálneho ofsetu od referenčných hodín.
Ofset referenčného zariadenia je nastavený na nulovú hodnotu.
3.5.2 Dopravné oneskorenie
Každé slave zariadenie má po zapnutí čas nastavený na 1.1.2000 00:00:00. Zariade-
nia v sieti tak majú bez synchronizácie úplné nezávislé hodiny. Synchronizácia ho-
dín začína zistením dopravného oneskorenia medzi jednotlivými slave zariadeniami.
Meranie dopravného oneskorenia je vyvolané master zariadením. Master odvysiela
broadcast zápis na adresu 0x0900. Každé slave zariadenie pri prijatí prvého bitu
ethernet framu uloží aktuálny lokálny čas do záchytného registra. V prípade, že et-
hernet frame obsahuje EtherCAT datagram s broadcast zápisom na adresu 0x0900,
tak slave zapíše hodnotu záchytného registra obsahujúceho čas prijatia do registra
Receive Time Port n. Kde číslo n prislúcha portu, kde bol frame prijatý. Typicky
má EtherCAT slave dva porty. Prvýkrát je čas prijatia framu zaznamenaný pri smere
od master zariadenia (Port 0). Druhýkrát je frame prijatý pri ceste späť k master za-
riadeniu. Celý tento mechanizmus je zobrazený na obrázku 3.8, kde slave disponuje
dvomi portami. Čas 𝑡𝑎0 a 𝑡𝑏0 je zapísaný do registrov Receive Time Port 0 pri do-
prednom šírení framu. Svoj lokálny čas do registrov Receive Time Port 1 zapíše
slave pri spätnom šírení framu. Tieto hodnoty sú v nasledujúcom kroku vyčítané
master zariadením, ktoré vypočíta dopravné oneskorenie medzi slave zariadeniami.
Obr. 3.8: Mechanizmus merania dopravného oneskorenia. Každé slave zariadenie
zaznamená lokálny čas po prijatí prvého bitu Ethernet framu do registru Receive
Time Port n. Červená šípka zobrazuje register zápisu lokálneho času na jednotli-
vých portoch.
28
3.5.3 Príklad výpočtu dopravného oneskorenia
Táto časť popisuje príklad výpočtu dopravného oneskorenia [5] pre šesť slave zaria-
dení, ktoré sú zapojené podľa obrázku 3.9.
Obr. 3.9: Zapojenie 6 slave zariadení s vyznačenými časovými veličinami
Časy zobrazené v obrázku 3.9 majú nasledujúci význam:
• 𝑡𝑃𝑥 - oneskorenie spôsobené spracovaním dát
• 𝑡𝐹𝑥 - oneskorenie spôsobené preposielaním framu v zariadení 𝑥
• 𝑡𝑥𝑦 - dopravné oneskorenie zo slave 𝑥 do slave 𝑦
• 𝑡𝑊𝑥𝑦 - dopravné oneskorenie spôsobené fyzickou linkou medzi zariadením 𝑥 a
𝑦
• 𝑡𝑥0, 𝑡𝑥1, 𝑡𝑥2 - lokálny čas prijatia framu na portoch 0, 1 a 2 zariadenia 𝑥
Za predpokladu, že oneskorenia spôsobené spracovaním framu a preposlaním framu
sú identické v rámci všetkých slave zariadení, je možné pre zjednodušenie využiť
nasledujúci význam časov:
• 𝑡𝑃 - oneskorenie spôsobené spracovaním dát
• 𝑡𝐹 - oneskorenie spôsobené preposielaním framu
• 𝑡𝐷𝑖𝑓𝑓 - rozdiel medzi oneskorením pri spracovaní a preposlaním framu
• 𝑡𝑅𝑒𝑓_𝑥 - dopravné oneskorenie medzi referenčným slave zariadením a slave x.
Dopravné oneskorenie medzi slave C a D
Dopravné oneskorenie medzi slave zariadením C a zariadením D je možné vypočítať:
𝑡𝐶𝐷 = 𝑡𝑃𝐶 + 𝑡𝑊𝐶𝐷
𝑡𝐷𝐶 = 𝑡𝑃𝐷 + 𝑡𝑊𝐶𝐷
(3.1)
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Za predpokladu, že oneskorenia spôsobené spracovaním framu sú identické naprieč
všetkými slave zariadeniami 𝑡𝑝 = 𝑡𝑃𝐶 = 𝑡𝑃𝐷, tak platí:
𝑡𝐶𝐷 = 𝑡𝐷𝐶 = 𝑡𝑃 + 𝑡𝑊𝐶𝐷 (3.2)
Slave C má zaznamenané dva časy prechodu framu zariadením. Z rozdielu týchto
časov je možné určiť dopravné oneskorenie medzi zariadeniami C a D.
𝑡𝐶𝐷 = 𝑡𝐷𝐶 = (𝑡𝐶1 − 𝑡𝐶2)/2 (3.3)
Dopravné oneskorenie medzi slave B a C
O niečo zložitejšia situácia nastáva pri výpočte oneskorenia medzi slave B a C:
𝑡𝐵𝐶 = 𝑡𝑃𝐵 + 𝑡𝑊𝐵𝐶
𝑡𝐷𝐶 = 𝑡𝐹𝐶 + 𝑡𝑊𝐵𝐶
(3.4)
Za predpokladu, že oneskorenia spôsobené spracovaním framu v zariadeniach B, C a
D sú identické (𝑡𝑝 = 𝑡𝑃𝐵 = 𝑡𝑃𝐶 = 𝑡𝑃𝐷). Rozdiel pri oneskorení v doprednom smere a
spätnom smere je 𝑡𝐷𝑖𝑓𝑓 = 𝑡𝑃𝐶 − 𝑡𝐹𝐶 tak platí:
𝑡𝐵𝐶 = 𝑡𝑃 + 𝑡𝑊𝐵𝐶
𝑡𝐶𝐵 = 𝑡𝐵𝐶 − 𝑡𝐷𝑖𝑓𝑓
(3.5)
Medzi časmi prijatia framu na portoch 0 a 1 slave B zariadenia platí:
𝑡𝐵1 = 𝑡𝐵0 + 𝑡𝐵𝐶 + 𝑡𝐶𝐷 + 𝑡𝐷𝐶 + 𝑡𝐶𝐵 (3.6)
Dopravné oneskorenie v doprednom smere je:
2 * 𝑡𝐵𝐶 − 𝑡𝐷𝑖𝑓𝑓 = (𝑡𝐵1 − 𝑡𝐵0)− (𝑡𝐶1 − 𝑡𝐶0)
𝑡𝐵𝐶 =
(𝑡𝐵1 − 𝑡𝐵0)− (𝑡𝐶1 − 𝑡𝐶0) + 𝑡𝐷𝑖𝑓𝑓
2
(3.7)
Dopravné oneskorenie v spätnom smere je:
𝑡𝐶𝐵 =
(𝑡𝐵1 − 𝑡𝐵0)− (𝑡𝐶1 − 𝑡𝐶0)− 𝑡𝐷𝑖𝑓𝑓
2
(3.8)
Dopravné oneskorenie medzi slave E a F
Dopravné oneskorenie medzi slave zariadeniami E a F je vypočítané podobne ako
oneskorenie medzi C a D:
𝑡𝐸𝐹 = 𝑡𝑃𝐸 + 𝑡𝑊𝐸𝐹
𝑡𝐹𝐸 = 𝑡𝑃𝐹 + 𝑡𝑊𝐸𝐹
(3.9)
Za predpokaldu identických oneskorení 𝑡𝑃 = 𝑡𝑃𝐸 = 𝑡𝑃𝐹 je dopravné oneskorenie
medzi slave E a F:
𝑡𝐸𝐹 = 𝑡𝐹𝐸 = (𝑡𝐸1 − 𝑡𝐸0)/2 (3.10)
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Dopravné oneskorenie medzi slave B a E
Dopravné oneskorenie medzi slave zariadeniami B a E ja vypočítane nasledovne:
𝑡𝐵𝐸 = 𝑡𝐹𝐵 + 𝑡𝑊𝐵𝐸
𝑡𝐸𝐵 = 𝑡𝐹𝐸 + 𝑡𝑊𝐵𝐸
(3.11)
Ak platí predpoklad o rovnosti oneskorení pri spracovaní framu 𝑡𝑃 = 𝑡𝑃𝑥 a rozdieli
medzi oneskorením v doprednom a spätnom smere 𝑡𝐷𝑖𝑓𝑓 = 𝑡𝑃𝑥 − 𝑡𝐹𝑥:
𝑡𝐵𝐸 = 𝑡𝐸𝐵 = 𝑡𝑃 − 𝑡𝐷𝑖𝑓𝑓 + 𝑡𝑊𝐵𝐸 (3.12)
Vzťah medzi nameranými časmi na porte 1 a porte 2 slave B je nasledovný:
𝑡𝐵2 = 𝑡𝐵1 + 𝑡𝐵𝐸 + 𝑡𝐸𝐹 + 𝑡𝐹𝐸 + 𝑡𝐸𝐵 (3.13)
Výsledné dopravné oneskorenie medzi slave B a E je:
2𝑡𝐵𝐸 = (𝑡𝐵2 − 𝑡𝐵1)− 𝑡𝐸𝐹 − 𝑡𝐹𝐸
𝑡𝐵𝐸 = 𝑡𝐸𝐵 =
(𝑡𝐵2 − 𝑡𝐵1)− (𝑡𝐸1 − 𝑡𝐸0)
2
(3.14)
Dopravné oneskorenie medzi slave A a B
Dopravné oneskorenie medzi slave A a B je vypočítané:
𝑡𝐴𝐵 = 𝑡𝑃𝐴 + 𝑡𝑊𝐴𝐵
𝑡𝐵𝐴 = 𝑡𝐹𝐵 + 𝑡𝑊𝐴𝐵
(3.15)
Ak platí predpoklad o rovnosti oneskorení pri spracovaní framu 𝑡𝑝 = 𝑡𝑃𝑥 a rozdieli
medzi oneskorením v doprednom a spätnom smere 𝑡𝐷𝑖𝑓𝑓 = 𝑡𝑃𝑥 − 𝑡𝐹𝑥:
𝑡𝐴𝐵 = 𝑡𝑃 + 𝑡𝑊𝐴𝐵
𝑡𝐵𝐴 = 𝑡𝐴𝐵 − 𝑡𝐷𝑖𝑓𝑓
(3.16)
Vzťah medzi zaznamenanými časmi prijatia framu v doprednom a spätnom smere:
𝑡𝐴1 = 𝑡𝐴0 + 𝑡𝐴𝐵 + (𝑡𝐵1 − 𝑡𝐵0) + (𝑡𝐵2 − 𝑡𝐵1) + 𝑡𝐵𝐴 (3.17)
Výsledné dopravné oneskorenie v doprednom a spätnom smere je:
𝑡𝐴𝐵 =
(𝑡𝐴𝐵 − 𝑡𝐴0)− (𝑡𝐵2 − 𝑡𝐵0) + 𝑡𝐷𝑖𝑓𝑓
2
𝑡𝐵𝐴 =





Súhrn všetkých dopravných oneskorení v sieti podľa obrázka 3.9 je:
𝑡𝐴𝐵 =
(𝑡𝐴1 − 𝑡𝐴0)− (𝑡𝐵2 − 𝑡𝐵0) + 𝑡𝐷𝑖𝑓𝑓
2
𝑡𝐵𝐴 =
(𝑡𝐴1 − 𝑡𝐴0)− (𝑡𝐵2 − 𝑡𝐵0)− 𝑡𝐷𝑖𝑓𝑓
2
𝑡𝐵𝐶 =
(𝑡𝐵1 − 𝑡𝐵0)− (𝑡𝐶1 − 𝑡𝐶0) + 𝑡𝐷𝑖𝑓𝑓
2
𝑡𝐶𝐵 =
(𝑡𝐵1 − 𝑡𝐵0)− (𝑡𝐶1 − 𝑡𝐶0)− 𝑡𝐷𝑖𝑓𝑓
2
𝑡𝐶𝐷 = 𝑡𝐷𝐶 =
(𝑡𝐶1 − 𝑡𝐶0)
2
𝑡𝐸𝐹 = 𝑡𝐹𝐸 =
(𝑡𝐸1 − 𝑡𝐸0)
2
𝑡𝐵𝐸 = 𝑡𝐸𝐵 =
(𝑡𝐵2 − 𝑡𝐵1)− (𝑡𝐸1 − 𝑡𝐸0)
2
(3.19)
Dopravné oneskorenie voči referenčnému zariadeniu
Hodiny prvého slave zariadenia v sieti sú považované za referenčné. Register System
Time Delay na adrese 0x0928:0x092B je potrebné nastaviť na vypočítanú hodnotu
oneskorenia voči referenčnému zariadeniu. Absolútne dopravné oneskorenie voči re-
ferenčným hodinám je možné vypočítať:
𝑡𝑅𝑒𝑓_𝐵 = 𝑡𝐴𝐵
𝑡𝑅𝑒𝑓_𝐶 = 𝑡𝐴𝐵 + 𝑡𝐵𝐶
𝑡𝑅𝑒𝑓_𝐷 = 𝑡𝐴𝐵 + 𝑡𝐵𝐶 + 𝑡𝐶𝐷
𝑡𝑅𝑒𝑓_𝐸 = 𝑡𝐴𝐵 + 𝑡𝐵𝐶 + 𝑡𝐶𝐷 + 𝑡𝐷𝐶 + 𝑡𝐶𝐵 + 𝑡𝐵𝐸
𝑡𝑅𝑒𝑓_𝐸 = 𝑡𝐴𝐵 + 𝑡𝐵𝐶 + 𝑡𝐶𝐷 + 𝑡𝐷𝐶 + 𝑡𝐶𝐵 + 𝑡𝐵𝐸 + 𝑡𝐸𝐹
(3.20)
Vďaka tomuto mechanizmu je možné synchronizovať udalosti v rámci všetkých slave
zariadení v sieti. Veľkosť oneskorenia je závislá na dĺžke fyzickej linky medzi zaria-
deniami.
3.5.4 Kompenzácia ofsetu
Lokálny čas každého slave zariadenia je nezávislý zdroj hodín, ktorý sa hodnotou
líši od referenčných hodín v sieti. Lokálna kópia referenčných hodín v každom slave
zariadení sa vypočíta:
𝑡𝑆𝑦𝑠𝑡𝑒𝑚 = 𝑡𝐿𝑜𝑐𝑎𝑙 + 𝑡𝑂𝑓𝑓𝑠𝑒𝑡 (3.21)
V prvom kroku synchronizácie času vypočíta master hodnotu lokálneho času v re-
ferenčnom slave zariadení. Master odvysiela broadcast zápis, pre zachytenie času
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prijatia prvého bitu Ethernet framu. Tento čas sa následne vyčíta a rozdiel tohto
času a času master zariadenia sa zapíše do registru System Time Offset na adrese
0x0920:0x0923. V tomto momente je synchronizovaný čas medzi master a referenč-
ným slave zariadením. Do System Time Offset registru ostatných slave zariadení je
zapísaná hodnota rozdielu daného slave zariadenia a referenčného slave zariadenia.
Týmto mechanizmom je zabezpečený rovnaký čas na všetkých slave zariadeniach.
3.5.5 Kompenzácia driftu oscilátora
Po nastavení dopravného oneskorenia a hodín slave zariadenia by sa v ideálnych
podmienkach čas jednotlivých slave zariadení nemal líšiť. Každé slave zariadenie má
nezávislý oscilátor, od ktorého sú hodiny odvodené. Drift oscilátora priamo súvisí
s frekvenčnou stabilitou. Ani najpresnejšie oscilátory na trhu nedosahujú nulový
drift. Slave zariadenia dokážu kompenzovať drift oscilátora tým, že sa snažia naladiť
na frekvenciu referenčného slave zariadenia. Pre kompenzáciu driftu vyšle master
zariadenie príkaz FRMW alebo ARMW. Do vyslaného framu je zapísaný lokálny čas
prvého slave zariadenia v sieti, ktoré je zároveň referenčným. Ostatné zariadenia
tento čas z framu vyčítajú a vypočítajú rozdiel Δ𝑡 s lokálnym časom. Do výpočtu
je zahrnuté aj dopravné oneskorenie a časový ofset:
Δ𝑡 = (𝑡𝐿𝑜𝑐𝑎𝑙 + 𝑡𝑂𝑓𝑓𝑠𝑒𝑡 − 𝑡𝐷𝑒𝑙𝑎𝑦)− 𝑡𝑅𝑒𝑓 (3.22)
kde: Δ𝑡 − rozdiel lokálneho času a referenčného času
𝑡𝐿𝑜𝑐𝑎𝑙 − lokálny čas slave zariadenia
𝑡𝑂𝑓𝑓𝑠𝑒𝑡 − korekcia lokálneho času
𝑡𝐷𝑒𝑙𝑎𝑦 − dopravné oneskorenie
𝑡𝑅𝑒𝑓 − referenčný čas prijatý od referenčného slave zariadenia
Na základe vypočítaného časového rozdielu sa jemne doladí frekvencia hodín. Ab-
solútny čas nie je prepísaný, pretože by to mohlo viesť k nekonzistencii v aplikácii.
Drift je upravený zvýšením respektíve znížením pracovnej frekvencie oscilátora. Pre
distribúciu hodín referenčného slave zariadenia je použítý už spomínaný príkaz FRMW,
ktorý povolí adresovanému zariadeniu zapísať svoj čas do framu. Ostatné zariadenia
sú schopné tento čas vyčítať a porovnať s lokálnym časom. Príklad kompenzácie
driftu oscilátora je zobrazený na obrázku 3.10, ktorý som odchytil programom Wi-
reshark. Z obrázku je možné vidieť, že FRMW príkaz s adresou zariadenia 0x1001 a
adresným offsetom 0x0910 vyvolá zápis lokálneho času prvého zariadenia v sieti (re-
ferenčného). Ostatné zariadenia vyčítajú túto hodnotu z framu a upravia frekvenciu
oscilátora vzhľadom na vyššie popísané skutočnosti.
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Obr. 3.10: Distribúcia referenčných hodín pri kompenzácii driftu oscilátora
3.5.6 Synchronizačné signály
Jednotka DC obsiahnutá v ESC má funkcionalitu generovať periodické synchroni-
začné impulzy na základe vlastných hodín. Ak sú hodiny všetkých slave zariadení
zosynchronizované, tak aj tieto impulzy nastávajú synchrónne naprieč všetkými za-
riadeniami v sieti. ESC má dva synchronizačné signály, ktoré sú konfigurovateľné.
Jeden signál SYNC0 je nezávisle konfigurovateľný. U druhého signálu SYNC1 je možné
konfigurovať len ofset od prvého signálu. Tieto signály majú dve možnosti výstupu:
• Nastavenie príznaku v AL Event Request Register
• Alokovaný výstupný pin SYNC0/1
Výhodou signalizácie časovej udalosti priamo na pin má výhodu v tom, že nedo-
chádza k strate procesorového času vyhodnocovaním zdroja prerušenia z registru.
Register obsahuje 32 príznakov prerušení. Výstupom na pin je teda možné dosiah-
nuť lepšie hodnoty jitteru a oneskorenia udalosti. Synchronizačný signál môže byť
generovaný v štyroch režimoch:
• Cyklické generovanie
• Jediný impulz
• Cyklické generovanie s potvrdením
• Jediný impulz s potvrdením
Hodiny generátora synchronizačných impulzov pracujú na frekvencii 100 MHz. Je
teda možné dosiahnuť presnosť 10 ns. Signálom je možné nastaviť niekoľko para-
metrov:
• začiatok generovania (v porovnaní s lokálnym časom)
• periódu cyklu impulzov
• dĺžku impulzu (strieda)
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Cyklické generovanie
V tomto režime je prvý impulz vygenerovaný po dosiahnutí štartovacieho času, ktorý
je porovnaný s lokálnym časom slave zariadenia. Perióda signálu je nastavená v 32 bi-
tovom registri SYNC0 Cycle Time. Register Pulse Length of SYNC signals špe-
cifikuje dĺžku synchronizačného pulzu. V prípade, že dĺžka synchronizačného pulzu
je väčšia ako perióda signálu, tak po vygenerovaní prvého impulzu zostane signál
v aktívnej úrovni.
Jediný impulz
Tento režim je nakonfigurovaný zapísaním nulovej hodnoty do registru SYNC0 Cycle
Time. Jediný impulz je vygenerovaný po dosiahnutí štartovacieho času. Po jeho do-
siahnutí je signál v aktívnej úrovni.
Cyklické generovanie s potvrdením
Prvý synchronizačný impulz v tomto režime je generovaný po dosiahnutí štartova-
cieho času a zostáva v aktívnej úrovni až do potvrdenia. Potvrdenie vykonáva apli-
kačný procesor prečítaním stavového registra SYNC signálu SYNC0 Status. Ďalšia
aktivácia sa riadi nastavenou periódou signálu.
Jediný impulz s potvrdením
Jediný impulz je vygenerovaný po dosiahnutí štartovacieho času. Signál je v aktívnej
úrovni až do potvrdenia. Po prečítaní stavového registru SYNC signálu sa zmení
jeho úroveň do neaktívnej. Opätovná aktivácia signálu je možná len po aktualizácii
štartovacieho času.
Obr. 3.11: Synchronizačný signál v štyroch možných režimoch
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3.6 EtherCAT Slave Controller
EtherCAT Slave Controller je hlavná časť EtherCAT slave zariadenia. ESC zabezpe-
čuje spracovávanie ethernet rámcov v reálnom čase a výmenu dát medzi aplikačným
mikroprocesorom a vlastnou pamäťou. ESC obsahuje 64 kB pamäte typu DPRAM.
Tento typ pamäte je použitý z dôvodu, že do pamäte pristupuje master zariadenie
cez EtherCAT datagramy a aj aplikačný mikroprocesor prostredníctvom PDI. Maxi-
málna veľkosť pamäte, ktorú dokáže adresovať jedno slave zariadenie je 64 kB. Časť
tejto pamäte v rozsahu 0x0000 - 0x0FFF je vyhradená pre konfiguračné a stavové
registre. Zvyšný adresný priestor je určený pre aplikáciu. Absolútna veľkosť pamäte
záleží na konkrétnej implementácii ESC.
3.6.1 Spracovanie framu
Ethernet frame je spracovaný v ESC za behu. To znamená, že nie je použitý buffer,
do ktorého sa načíta celý frame a až potom pošle ďalej. EtherCAT Slave Controller
modifikuje bity práve prechádzajúceho framu, vďaka čomu je možné jedným Ether-
net framom obslúžiť veľké množstvo slave zariadení. ESC má 2 - 4 dátové porty,
ktoré môžu nadobudnúť dva stavy a to otvorený a zatvorený. Nie je podmienkou,
že každý port má priradenú aj PHY linku. Port, ktorý je zatvorený, preposiela dáta
do nasledujúceho portu. Na obrázku 3.12 je zobrazená funkcionalita jednotlivých
portov ESC v stave otvorený a zatvorený.
Obr. 3.12: Zobrazenie stavu portov ESC. Zelenou farbou je zobrazený tok framu v
otvorenom stave. Fialová farba zobrazuje tok framu, ak k fyzickému portu nie je
pripojené žiadne zariadenie.
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ESC implementované v procesore Texas Instruments AM437x má 2 fyzické Et-
hernet porty. S týmto ESC je možné vytvoriť len fyzickú topológiu typu line. Ether-
CAT zariadenia so 4 portmi umožňujú vytvoriť zložitejšiu topológiu siete ako bolo
popísané v časti 3.1.1.
3.6.2 Pamäťová mapa ESC
EtherCAT Slave Device dokáže adresovať 64 kB pamäte. Pamäť na adrese 0x0000
- 0x1000 je vyhradená pre registre. Zvyšných 60 kB na adrese 0x1000 - 0xFFFF je
vyhradená pre procesné dáta, teda pre samotnú aplikáciu. Kompletný popis konfi-
guračných registrov je možné nájsť v publikácii [6].
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4 ETHERCAT MASTER
EtherCAT Master je jediné zariadenie v sieti, ktoré vytvára a posiela frame. Slave
zariadenia ho dokážu čítať a modifikovať. Ako EtherCAT master je využitý bežný
počítač. Master nepotrebuje špeciálnu sieťovú kartu. Implementácia master zaria-
denia je na rozdiel od slave zariadenia len softwárová záležitosť. EtherCAT master
generuje PDU a vkladá ich do EtherCAT framu. Pre komunikáciu so slave zaria-
deniami je využitých 14 príkazov, ktoré sú popísané v časti 3.2. EtherCAT master
plní úlohu pri konfigurácii zariadení. Po nakonfigurovaní siete je primárna úloha
Master zariadenia výmena cyklických dát. Obsah a perióda výmeny dát závisí na
danej aplikácii. Konfigurácia master zariadenia môže byť vykonaná dvomi spôsobmi.
Prvou možnosťou je konfigurácia z XML súboru, ktorý obsahuje informácie o každom
slave zariadení v sieti a aké periodické príkazy mu majú byť poslané. Tento spô-
sob je vhodný v prípade, že slave zariadenia v sieti nemajú tieto informácie uložené
vo svojej pamäti. Druhým spôsobom konfigurácie je online skenovanie siete. Slave
zariadenia v tomto prípade musia obsahovať tieto informácie vo svojej pamäti a
musia byť schopné ich poskytnúť master zariadeniu na vyžiadanie. Tieto dáta nie
sú uložené priamo v adresnom priestore ESC ale v externej pamäti typu EEPROM,
ktorú je možné z ESC pristupovať pomocou vyhradených registrov. Prístup do pa-
mäte EEPROM je v porovnaní s prístupom do DPRAM pomalý. Master vykonáva
skenovanie len jeden krát, a uloží si informácie o všetkých slave zariadeniach. Po
skenovaní už nie je prístup do pamäte EEPROM potrebný.
4.1 Prehľad master implementácii
Master zariadenie je dodávané výhradne ako softwárové riešenie. Na trhu sú ko-
merčné aplikácie ale aj niekoľko komunitných open source implementácii.
TwinCAT
TwinCAT je oficiálnym EtherCATmaster softwarom dodávaným spoločnosťou Beck-
hoff, ktorá stojí za celým protokolom EtherCAT. Je to sofistikovaný nástroj s po-
kročilými funkciami konfigurácie. Podporuje konfiguráciu na základe XML súborov,
ale aj dynamickú konfiguráciu založenú na skenovaní siete.
SOEM
Simple Open EtherCAT Master je open source knižnica pre implementáciu master
zariadenia dostupná na GitHub [9]. Oficiálne podporuje len dynamickú konfiguráciu.
Vzhľadom na to, že knižnica je dodávaná formou zdrojových súborov v jazyku C, je
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možné jej funkcionalitu značne rozšíriť napríklad aj o XML konfiguráciu. Knižnica je
multiplatformová, s primárnou podporou pre Linux.
lgh EtherCAT Master
EtherCAT master open source implementácia, ktorá je voľne dostupná pod licen-
ciou GPLv2. Táto implementácia nie je multiplatformová. V súčasnosti existuje len
implementácia pre Linux 2.6/3.x [10]. Jej výhodou je, že Master je implementovaný
ako modul jadra, čo prináša lepšie real-time charakteristiky ako je napríklad nižšia
latencia.
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5 IMPLEMENTÁCIA ETHERCAT MASTER
V tejto časti je popísaná implementácia master softvéru. Aplikácia slúži pre testo-
vanie slave zariadenia, ktorého implementácia je popísaná v kapitole 6.
5.1 Popis aplikácie
Aplikácia postavená na knižnici SOEM [9] slúži na overenie funkčnosti slave zaria-
denia implementovaného na procesore Texas Instruments AM437x. Master aplikácia
plní pri testovaní slave zariadenia nasledujúce úlohy:
• Inicializácia stavového automatu slave zariadenia
• Nastavenie distribuovaných hodín
• Vyčítanie informácií o slave zariadení z EEPROM
• Cyklická výmena dát
Inicializáciu stavového automatu vykoná master štandardnými zápismi na fy-
zickú adresu daného zariadenia. Nastavenie distribuovaných hodín je tiež otázka zá-
pisu do registrov priamo v adresnom priestore ESC. Pre vyčítanie informácií o slave
zariadení je využitá mailbox komunikácia a protokol CANOpen, pomocou ktorého
sa pristupuje ku konfiguračným objektom slave zariadenia. Proces získania infor-
mácií o slave zariadení je popísaný v nasledujúcich častiach. EtherCAT má pre
špecifické objekty vyhradené štandardné indexy v adresári objektov. Prístup k pa-
mäti EEPROM je z pohľadu master zariadenia realizovaný príkazmi poslanými na
adresu 0x0500 - 0x050F. Tieto adresy sú vyhradené pre ovládacie a stavové regis-
tre EEPROM. Pamäť EEPROM môže byť na strane slave zariadenia emulovaná.
Master pristupuje k EEPROM len prostredníctvom registrov. Samotná implemen-
tácia pamäte na strane slave zariadenia je pre master nepodstatná. Registre slúžiace
k prístupu k pamäti EEPROM sú:
• 0x0500 - EEPROM konfigurácia
• 0x0501 - Stav prístupu do EEPROM zo strany slave (prístup/uvoľnenie)
• 0x0502 - 0x0503 - Stavový a ovládací register EEPROM
• 0x0504 - 0x0507 - Adresa EEPROM, na ktorú je požadovaný prístup
• 0x0508 - 0x50F - Dáta k zápisu/čítaniu
5.2 Inicializácia siete
V tejto časti je popísaná sekvencia inicializácie slave zariadenia v sieti. Ku každému
kroku inicializácie je zobrazený výpis komunikácie, ktorý som zachytil v programe
Wireshark.
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5.2.1 Reset všetkých ESC
Prvým krokom inicializácie je reset všetkých registrov ESC. SOEM má pre tento
účel implementovanú funkciu ecx_set_slaves_to_default. Funkcia k resetu slave
zariadení využíva broadcast zápis BWR, takže sú resetované všetky slave zariadenia
v sieti. Parameter context je ukazovateľ na globálnu riadiaci štruktúru. Funkcia
z tejto štruktúry využíva len položku port, ktorá špecifikuje, ktorý sieťový interface
bude použitý.




5 uint8 zbuf [64];
6 memset (&zbuf , 0x00 , sizeof(zbuf));
7 b = 0x00;
8 ecx_BWR(context ->port , 0x0000 , ECT_REG_DLPORT , sizeof(b) , &b,
EC_TIMEOUTRET3);
9 w = htoes(0x0004);
10 ecx_BWR(context ->port , 0x0000 , ECT_REG_IRQMASK , sizeof(w) , &w,
EC_TIMEOUTRET3);
11 ecx_BWR(context ->port , 0x0000 , ECT_REG_RXERR , 8 , &zbuf ,
EC_TIMEOUTRET3);
12 ecx_BWR(context ->port , 0x0000 , ECT_REG_FMMU0 , 16 * 3 , &zbuf ,
EC_TIMEOUTRET3);
13 ecx_BWR(context ->port , 0x0000 , ECT_REG_SM0 , 8 * 4 , &zbuf ,
EC_TIMEOUTRET3);
14 ecx_BWR(context ->port , 0x0000 , ECT_REG_DCSYSTIME , 4 , &zbuf ,
EC_TIMEOUTRET3);
15 w = htoes(0x1000);
16 ecx_BWR(context ->port , 0x0000 , ECT_REG_DCSPEEDCNT , sizeof(w) , &w,
EC_TIMEOUTRET3);
17 w = htoes(0x0c00);
18 ecx_BWR(context ->port , 0x0000 , ECT_REG_DCTIMEFILT , sizeof(w) , &w,
EC_TIMEOUTRET3);
19 b = 0x00;
20 ecx_BWR(context ->port , 0x0000 , ECT_REG_DLALIAS , sizeof(b) , &b,
EC_TIMEOUTRET3);
21 b = EC_STATE_INIT | EC_STATE_ACK;
22 ecx_BWR(context ->port , 0x0000 , ECT_REG_ALCTL , sizeof(b) , &b,
EC_TIMEOUTRET3);
23 b = 2;
24 ecx_BWR(context ->port , 0x0000 , ECT_REG_EEPCFG , sizeof(b) , &b,
EC_TIMEOUTRET3);
25 b = 0;




Master zariadenie v prvom kroku skenovania pošle príkaz na ignorovanie adries,
ktoré majú slave zariadenia uložené v EEPROM. Tento zápis je vykonaný ako
broadcast BWR pre všetky zariadenia. Adresovaný register ESC DL Control na adrese
0x0103 obsahuje bit Station alias. Po zápise hodnoty 0x00 do tohto registra, budú
všetky zariadenia ignorovať adresu uloženú v EEPROM. Táto adresa je načítaná len
jeden raz, počas zapnutia slave zariadenia. Vyradením tejto adresy je možné použiť
pozičné adresovanie. Obrázok 5.1 ukazuje už spomenutý zápis odchytený pomocou
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Wireshark. Pole datagramu WKC zobrazuje koľko zariadení datagram spracovalo.
Pole datagramu ADP je nastavené na hodnotu 0x00. Toto pole je inkrementované pri
každom prechode slave zariadením.
Obr. 5.1: Broadcast write frame od master zariadenia
Pri zápise BWR je inkrementované pole ADP. Po spracovaní framu všetkými
zariadeniami v sieti by mali byť polia framu ADP a WC naplnené rovnakou hodnotou.
Týmto mechanizmom je možné zistiť počet zariadení v sieti. Obrázok 5.2 zobrazuje
broadcast frame pri návrate k master zariadeniu. Je možné vidieť, že pole WC aj pole
ADP obsahujú hodnotu 2, čo zodpovedá reálnemu počtu slave zariadení v sieti.
Obr. 5.2: Broadcast write frame pri návrate k Master zariadeniu
Inicializácia stavového automatu
Inicializácia stavového automatu ESC je vykonaná opäť broadcast zápisom BWR na
adresu registra AL Control (0x0120). Master pri inicializácii pošle hodnotu 0x11.
Týmto zápisom sa všetky slave zariadenia prepnú do stavu Init State. Tento stav
zodpovedá stavu po resete. Obrázok 5.3 zobrazuje komunikáciu medzi master a slave
pri inicializácii stavového automatu slave zariadení.
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Obr. 5.3: EtheCAT datagram - Inicializácia stavového automatu
Inicializácia portov
ESC môže obsahovať maximálne 4 porty. Nie všetky porty musia byť pripojené k Et-
hernet PHY. Pri skenovaní sa všetky porty nastavia do automatického režimu. V
automatickom režime je port otvorený po tom ako je zaznamenané spojenie na
úrovni Ethernet PHY. Port je automaticky uzatvorený po stratení pripojenia na
úrovni Ethernet PHY. Komunikácia je zachytená na obrázku 5.4.
Obr. 5.4: EtheCAT datagram - portov
Maskovanie IRQ signálov
Pri inicializácii je potrebné vymaskovať IRQ signály. Jediné požadované preruše-
nie počas inicializácie je Data Link Layer Status Changed, ktoré je maskované
druhým bitom v registri ECAT Event Mask na adrese 0x0200. Povolenie tohto pre-
rušenia je vykonané zápisom 0x04 do tohto registra. Na obrázku 5.5 je vidieť zápis
do registra na adrese 0x200. Dáta sú zobrazené s opačnou endianitou.
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Obr. 5.5: EtherCAT datagram - Maskovanie prerušení
Vynulovanie počítadiel chýb
Register RX Error Counter na adrese 0x0300 - 0x0307 obsahuje počítadlo chyb-
ných frameov a počítadlo chýb na fyzickej vrstve pre každý port. Počítadlá sú pri
inicializácii vynulované. Komunikácia je zachytená na obrázku 5.6.
Obr. 5.6: EtherCAT datagram - Vynulovanie počítadiel chýb
Reset SyncManager jednotiek
SyncManager zabezpečuje konzistenciu dát pri prístupe dát aplikáciou a ESC záro-
veň. Pri inicializácii sú všetky SyncManager jednotky vynulované. Komunikácia je
zachytená na obrázku 5.7.
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Obr. 5.7: EtherCAT datagram - Inicializácia SyncManager
5.2.2 Čítanie Slave Information z EEPROM
Druhým krokom k inicializácii je nastavenie slave zariadenia na základe dát v slave
EEPROM respektíve v XML súbore. SOEM využíva už spomenutú inicializáciu na
základe EEPROM. Niektoré parametre v pamäti EEPROMmajú špecifikovaný ofset
v pamäti, ktorý musí byť dodržaný všetkými slave zariadeniami. Jedná sa o tieto
parametre:
• 0x08 - VendorID - výrobca zariadenia
• 0x0A - ProductCode - kód produktu
• 0x0C - RevisionNo - číslo revízie
• 0x0E - SerialNo - sériové čislo
• 0x10 - HW Delays - oneskorenia HW
• 0x14 - Bootstrap Mailbox Config - Mailbox konfigurácia
• 0x18 - Adresa a veĺkosť Rx Mailboxu
• 0x1A - Adresa a veľkosť Tx Mailboxu
• 0x1C - Podporované mailbox protokoly
Master dokáže pristupovať k slave EEPROM pamäti cez špeciálne registre. Pa-
mäť EEPROM obsahuje informácie o slave zariadení, na základe ktorých je master
schopný vykonať korektnú inicializáciu zariadenia. Najdôležitejšími údajmi sú ad-
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resy mailboxov. Po zísakní adries mailboxov je možné tieto adresy nakonfigurovať do
Sync Manager registrov. Po nakonfigurovaní SyncManager do Mailbox režimu s ad-
resami zísaknými z EEPROM je možné využiť vyšší mailbox protokol, ako napríklad
CANOpen. Čítanie EEPROM a následnú konfiguráciu registrov na požadovanú hod-
notu zabezpečuje SOEM funkcia ecx_config_init. Táto funkcia zároveň priraďuje
slave zariadeniu fyzickú adresu.
5.3 Mailbox komunikácia
Mailbox komunikácia je využívaná ako štandard pre výmenu acyklických dát, spra-
vidla parametrov. Pre výmenu dát sa využíva protokol CANOpen, ktorý je imple-
mentovaný v takmer každom slave zariadení. Mailbox komunikácia vyžaduje aloká-
ciu dvoch Sync Manager jednotiek. Prostredníctvom protokolu CANOpen je možné
pristupovať do adresáru objektov. Objekty sú adresované indexmi. Niektoré indexy
sú štandardné pre všetky EtherCAT zariadenia.
Počet Sync Manager jednotiek
Objekt s indexom 0x1C00 odkazuje na konfiguráciu Sync Manager jednotiek
Obr. 5.8: Požiadavka na čítanie z indexu 0x1C00
Odpoveď objektu na adrese 0x1C00 je zobrazená na obrázku 5.9. Master z prija-
tých dát získa informácie o počte SM jednotiek a o konfigurácii každen SM jednotky.
Prijaté dáta sú štruktúrované podľa výpisu 5.1.
1 typedef struct
2 {
3 uint8_t n; // počet SyncManager jednotiek
4 uint8_t nu1; // null
5 uint8_t SMtype[EC_MAXSM ]; // pole typov jednotlivých SyncManager jednotiek
6 } ec_SMcommtypet;
Výpis 5.1: Štruktúra konfigurácie SyncManager jednotiek
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Podľa výpisu prijatých dát je možné zistiť, že zariadenie disponuje štyrmi SM jed-
notkami s konfiguráciami 1, 2, 3, 4. Číslo reprezentuje funkcionalitu SM jednotky
nasledovne:
• 1 - Mailbox pre príjem
• 2 - Mailbox pre odosielanie
• 3 - Príjem procesných dát
• 4 - Odosielanie procesných dát
Obr. 5.9: Odpoveď na čítanie z indexu 0x1C00
Indexy objektov procesných dát
Objekt na indexe 0x1C12 obsahuje informácie o objektoch prijímaných procesných
dát. Objekt obsahuje počet namapovaných objektov procesných dát a ich indexy




3 uint8 n; // počet objektov prijímaných procesných dát
4 uint8 nu1; // null
5 uint16 index [256]; // pole indexov jednotlivých objektov
6 } ec_PDOassignt;
Výpis 5.2: Prijímané procesné dáta
Vyčítané dáta sú zobrazené na obrázku 5.10. Slave zariadenie posiela odpoveď o vý-
skyte dvoch objektov a vracia ich indexy 0x1601 a 0x1602 (zmena endianity oproti
obrázku).
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Obr. 5.10: Odpoveď na čítanie z indexu 0x1C12
Popis objektov procesných dát
V prechádzajúcom kroku bol zo slave zariadenia zistený počet dvoch objektov pro-
cesných dát a ich indexy. Po vyčítaní indexu 0x1601 je získaný detailný popis ob-
jektu. Popis objektu má štruktúru zobrazenú vo výpise 5.3. Prvok štruktúry PDO
má 4 bajty. Dva bajty adresujú index v adresári objektov. Ďalší jeden bajt adre-
suje subindex v adresári objektov. Posledný bajt slúži k absolútnej veľkosti objektu
v bitoch. Testované slave zariadenie obsahuje na indexe 0x1601 8 objektov. Každý
objekt leží na indexe 0x7010. Objekty sa líšia v subindexe.
1 typedef struct
2 {
3 uint8 n; // počet objektov
4 uint8 nu1; // null
5 uint32 PDO [256]; // indexy a subindexy objektov
6 } ec_PDOdesct;
Výpis 5.3: Štruktúra popisu objektu
5.4 Spustenie aplikácie
Master aplikáciu som naprogramoval s použitím open source knižnice Simple Open
EtherCAT Master. Aplikácia bola testovaná na operačnom systéme Linux, kon-
krétne na distribúcii Ubuntu 15.10. Jedná sa o konzolovú aplikáciu, ktorá je napí-
saná v jazyku C. Pre skompilovanie aplikácie je potrebé mať nainštalovaný program
CMake. Aplikáciu je potrebné spúšťať ako superuser, z dôvodu prístupu k sieťovej









Skompilovaná aplikácia je potom umiestnená v ceste /build/application/ spus-
tená nasledujúcim príkazom superuser s parametrom, ktorý špecifikuje použitý sie-
ťový interface.
1 sudo ./ application eth0
Aplikácia posiela cyklicky dáta slave zariadeniam, ktoré nastavia prijatú hodnotu na
výstupných digitálnych portoch. Obrázok 5.11 zobrazuje frame, ktorý bol odoslaný
master aplikáciou. Červenou farbou sú zvýraznené dáta pre obe zariadenia. Knižnica
SOEM implicitne používa príkaz LRW pre výmenu procesných dát. Tento príkaz je
efektívnejší v prípade, že sa požaduje aj čítanie zo zariadenia. Po otestovaní komu-
nikácie s dvojicou slave zariadení sa ukázalo, že framy vyslané master zariadením sú
pri prenose sieťou poškodené. Slave zariadenie založené na Texas Instruments Sitara
AM437x neaktualizovalo dáta na výstupe. Počítadlo Working Counter pri návrate
framu obsahovalo hodnotu 1, čo znamená, že frame bol spracovaný len jedným za-
riadením. Po naštudovaní dokumentu [17] som zistil, že sa jedná o známu chybu a
Texas Instruments doporučuje použiť príkaz LWR a LRD.
Obr. 5.11: EtherCAT frame obsahujúci dáta výstupných portov dvoch zariadení
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6 IMPLEMENTÁCIA ETHERCAT SLAVE
Základom EtherCAT slave zariadenia je ESC, ktoré zabezpečuje spracovanie a pre-
poslanie Ethernet framu za behu. ESC implementuje časovo kritickú vrstvu protokolu
a môže byť realizovaná ako.
• ASIC obvod - EtherCAT slave controller realizovaný ako ASIC obvod je do-
dávaný spoločnosťou Beckhoff v dvoch variantách. Komplexnejšie ESC je ozna-
čené ET1100, jednoduchší slave controller bez podpory distribuovaných hodín
je označený ET1200. Výhodou použitia ASIC obvodov je jednoduché použitie
a cena. Pre realizáciu slave zariadenia je možné s ASIC obvodom komunikovať
cez SPI interface. Jednoduché aplikácie ako vstupne výstupný modul je možné
realizovať aj bez použitia aplikačného mikroprocesora.Pre takúto aplikáciu je
možné využiť 32 konfigurovateľných pinov na ASIC obvode. Nevýhodou pri
implementácii zložitejšieho zariadenia je nutnosť použiť mikroprocesor, čím sa
zvyšuje počet súčiastok na doske.
• FPGA - IP Core Spoločnosť Beckhoff dodáva IP Core pre realizáciu Ether-
CAT slave controller na FPGA. IP Core je dodávaný pre FPGA Altera a
Xilinx. Takto realizovaný ESC je možné prispôsobiť na mieru aplikácii. Konfi-
gurovať je možné počet SM a FMMU jednotiek, veľkosť DPRAM pre procesné
dáta. Výhodou tohto riešenia je zníženie počtu súčiastok na doske a voľnosť
pri konfigurácii. Nevýhodou je, že IP Core je licencovaný za poplatok.
• Mikroprocesor - Na trhu sa začali objavovať mikroprocesory, ktoré majú Et-
herCAT slave controller implementovaný ako perifériu. Mikroprocesory s pod-
porou protokolu EtherCAT sú dnes dostupné od rôznych výrobcov napríklad
Texas Instruments, Renesas, Infineon.
6.1 Zvolený hardware
Pre implementáciu protokolu EtherCAT bol zvolený mikroprocesor Texas Instru-
ments AM437x. Jedná sa o 32 bitový heterogénny dvojjadrový procesor s jedným
aplikačným jadrom ARM Cortex-A9 s taktovacou frekvenciou 1GHz. Druhé jadro
je ARM Cortex-M3. Procesor disponuje dvojicou Programmable Real-Time Unit,
ktoré sú vhodné na implementáciu priemyselných protokolov vyžadujúcich reálny
čas. Kompletná dokumentácia procesoru je dostupná na stránkach výrobcu [12].
Procesor je osadený na vývojovom kite AM437x IDK, ktorý je vidieť na obrázku
6.1. Dokumentácia k vývojovému kitu je dostupná online [13].
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Obr. 6.1: Vývojový kit AM437x IDK
Hardwarová špecifikácia vývojového kitu:
• AM437x ARM Cortex-A9
• 1GB DDR3 pamäť
• 24V napájanie
• 2x 100 Mbit Ethernet PHY
• 1x 1Gbit Ethernet PHY
• 1x užívateľské tlačidlo
• I2C I/O expander s 8 výstupmi + 8x LED
• 2x GPIO LED
• EnDat interface pre enkodéry
• 2 MP kamera
• SD karta
6.2 Vývojové nástroje a SW
Ako vývojové prostredie bolo použité Code Composer Studio, ktoré je dodávané
spoločnosťou Texas Instruments. Mimo vývojové prostredie je k dispozícii rada soft-
vérových nástrojov pre urýchlenie vývoja aplikácie:
• SYS/BIOS je SDK určené pre procesory z rodiny Texas Instruments Sitara
[4]. Vývojový balík SYS/BIOS obsahuje
– Otvorený real-time operačný systém SYS/BIOS Real-Time Operating
System
– Bootloader s podporou bootovania s rôznych zdrojov
– Sada driverov pre periférie mikroprocesora
– Firmware pre PRU jednotky, ktoré implementujú časovo kritické vrstvy
priemyselných protokolov
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• Pin Mux Tool Grafický nástroj na uľahčenie konfigurácie a pridelenie pinov
jednotlivým perifériam. Výsledkom je vygenerovaný súbor definícii v jazyku
C, ktorý je možné použiť v projekte.
6.3 Programable Real-Time Unit
Programmable Real-Time Unit je subsystém mikroprocesoru, ktorého hlavné vlast-
nosti sú:
• 2x 32-bit RISC jadro
• 8KB dátovej pamäte
• 8KB inštrukčnej pamäte
• Deterministická inštrukčná sada
• 200 MHz takt
• MII interface
Slúži na podporu operácii, ktoré vyžadujú reálny čas. Medzi takéto úlohy patria aj
priemyselné komunikačné protokoly a zvlášť EtherCAT. Všetky inštrukcie sú vyko-
nané behom jedného cyklu hodín, čo znamená pri frekvencii 200 MHz čas potrebný
na inštrukciu 5 ns. Okrem jazyku Assembler existujú aj prekladače jazyka C pre jed-
notky PRU. Pre jednotku PRU existuje sada hotových firmware, ktoré sú distribu-
ované v binárnej forme. Zdrojové kódy nie sú verejné a preto nie je možné realizovať
akékoľvek úpravy. Firmware, ktorý realizuje funkcionalitu EtherCAT slave control-
ler, je súčasťou SDK popísaného v časti 6.2. SYS/BIOS obsahuje vrstvu, ktorá tvorí
rozhranie medzi PRU a aplikačným procesorom, na ktorom beží EtherCAT slave
stack. Kompletný popis API a vlastností firmwaru sú popísané online [14]. Interak-
cia aplikačného procesora s jednotkou PRU, ktorá emuluje funkcionalitu EtherCAT
slave controller je zaistená pomocou HAL vrstvy (PRU Driver API v obrázku 6.2),
ktorá je súčasťou SDK. Táto vrstva zabezpečuje elementárny prístup k pamäti a
perifériam PRU. Táto vrstva je implementovaná v dvoch súboroch:
1 sysbios_ind_sdk_2 .1.1.2\ sdk\protocols\ethercat_slave\include\tiescbsp.h
2 sysbios_ind_sdk_2 .1.1.2\ sdk\protocols\ethercat_slave\ecat_appl\EcatStack\tiescbsp.c
Ďalšiu dôležitú vrstvu tvorí adaptačná vrstva protokolu, ktorá splňuje štandardné
API EtherCAT slave stacku. Funkcie v tejto vrstve sú komplexnejšie a poskytujú
abstrakciu ESC EtherCAT stacky tretích strán. Táto vrstva je implementovaná v sú-
boroch:
1 sysbios_ind_sdk_2 .1.1.2\ sdk\protocols\ethercat_slave\ecat_appl\EcatStack\tieschw.c
2 sysbios_ind_sdk_2 .1.1.2\ sdk\protocols\ethercat_slave\include\tieschw.h
Protokol EtherCAT implementovaný na procesore AM437x je z pohľadu softvéro-
vej architektúry rozdelený do blokov na obrázku 6.2. Fialovou farbou je zobrazený
firmware, ktorý emuluje funkcionalitu EtherCAT slave controller. Zelenou farbou je
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zobrazená vrstva HAL (PRU Driver API) a adaptačná vrstva protokolu. Na adap-
tačnú vrstvu je napojený EtherCAT slave stack, ktorý je popísaný v nasledujúcej
časti 6.4.
Obr. 6.2: Softwárová architektúra EtherCAT
6.4 EtherCAT slave stack
EtherCAT slave stack je software, ktorý zabezpečuje komunikáciu s ESC a imple-
mentuje vyššie mailbox protokoly ako napríklad CANOpen. Úlohou stacku je tiež
správa stavového automatu ESC. Užívateľská aplikácia je odtienená od spodných
vrstiev protokolu a využíva len API EtherCAT slave stack. Na trhu je niekoľko
implementácii stacku:
• Simple Open EtherCAT Slave je open source slave stack s veľmi nízkymi
pamäťovými nárokmi. Je voľne dostupný na GitHub vo forme zdojových kódov
v jazyku C [15].
• Beckhoff Slave Stack Code je slave stack od spoločnosti Beckhoff. Stack je
dostupný vo forme zdrojových súborov v ANSI C jazyku. Prístup k zdrojovým
súborom nie je zaťažený poplatkom. Jediná podmienka je členstvo v EtherCAT
Technology Group.
Beckhoff slave stack je multiplatformový, má podporu pre little aj big endian pro-
cesory. Stack je dodávaný vo forme zdrojových súborov v jazyku C. Pre použitie
s konkrétnym typom mikroprocesoru je potrebná konfigurácia zdrojových súborov.
Texas Instruments dodáva patch súbor, ktorý modifikuje zdrojové kódy slave stack
do kompatibilnej podoby. Patch súbor je súčasťou SYS/BIOS:
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1 sysbios_ind_sdk_2 .1.1.2\ sdk\protocols\ethercat_slave\ecat_appl\patch\TI_ECAT.patch
Pre aplikáciu patch súboru som použil program ??. Zdrojové kódy stacku sú do-
stupné online pre členov EtherCAT Technology Group [3].
6.5 Slave aplikácia
Aplikácia implementovaná na AM437x funguje ako digitálny výstupný modul. Po
prijatí dát zo strany master zariadenia sú jednotlivé výstupy aktualizované. Apliká-
cia pre svoju funkciu využíva SYS/BIOS SDK.
6.5.1 Inicializácia procesora
Po spustení aplikácie sú inicializované hodiny, pamäť a periférie mikroprocesora
sadou funkcií z BSP. V ďalšom kroku je vytvorená prvá inicializačná RTOS úloha,
ktorá obsahuje aj nekonečný cyklus pre cyklické spracovanie prijatých dát v prípade,
že aplikácia nebeží v synchronizovanom režime.
1 Task_Params_init (& taskParams);
2 taskParams.priority = 4;
3 tsk1 = Task_create(task1 , &taskParams , NULL);
Inicializácia RTOS je vykonaná kódom:
1 BIOS_start ();
Po naštartovaní RTOS plánovača sa automaticky spustí zatiaľ jediná inicializačná
úloha task1. Úloha task1 inicialuzuje subsystém PRU, ktorého pamäť sa inicializuje
firmwarom emulujúcim EtherCAT slave controller. EtherCAT firmware je distribu-
ovaný spolu s SYS/BIOS SDK. Kód pre PRU je uložený v dvoch poliach:













Načítanie firmwaru do pamäte PRU je realizované funkciou:
1 bsp_set_pru_firmware (( Uint32 *)FrameProc , sizeof(FrameProc),
2 (Uint32 *)HostProc , sizeof(HostProc));
Vmomente, keď je firmware úspešne skopírovaný v pamäti PRU, je možné ho spustiť.
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6.5.2 RTOS úlohy
Jednotka PRU generuje prerušenia, ktoré spracováva jadro Cortex-A9. Po prijatí
prerušenia je možné spustiť spracovávanie EtherCAT stacku v nekonečnom cykle.
Stack automaticky spracováva mailbox protokoly ako CANOpen a obsluhuje stavový
automat EtherCATu. Aplikácia má vytvorené 4 RTOS úlohy:
• PDITask - Čaká na prerušenie od príchodu nových dát, alebo inej udalosti a
následne spracuje prijaté dáta. Táto úloha tiež spracováva procesné dáta a
mapuje ich na príslušné piny procesora.
• Sync0Task - Čaká na prerušenie od generátora synchronizačných impulzov,
teda jednotky distribuovaných hodín. Ak nie je v registroch nastavené peri-
odické generovanie udalostí ako je popísané v časti 3.5.6 táto udalosť nenastane
nikdy počas behu aplikácie. Po inicializácii nie je nastavené žiadne generova-
nie synchronizačných signálov. Zapnutie a vyvolanie tejto udalosti môže byť
nakonfigurované master zariadením, tým že zapíše do príslušných registrov
ESC.
• Sync1Task - Čaká na prerušenie od generátora synchronizačných impulzov,
teda jednotky distribuovaných hodín. Táto udalosť je závislá na Sync0 gene-
rátore. Preto nemôže nastať ak nie je nakonfigurovaná udalosť Sync0.
• LEDtask - Úloha spracováva stavy komunikácie a obsluhuje LED, ktoré signa-
lizujú stav komunikácie.
Inicializácia EtherCAT slave stacku je realizovaná vo úlohe task1. Táto úloha
spracováva aj hlavnú slučku EtherCAT stacku ECAT_Main. Slučka volá aj aplikačnú
funkciu, v ktorej dochádza k čítaniu nových prijatých procesných dát. Prijaté pro-
cesné dáta obsahujú informáciu o požadovanej hodnote výstupného portu slave za-
riadenia. Aplikácia po príchode nových dát okamžite nastavuje túto hodnotu na
výstupné piny procesora. Na vývojovom sú LED diódy pripojené cez 𝐼2𝐶 expander
TPIC2810 ako je zobrazené v schéme na obrázku 6.3. Aktualizácia dát na výstupe
expanderu spôsobovala oneskorenie 80 𝜇𝑠. Z tohto dôvodu aplikácia kopíruje jeden
bit na GPIO pin s AM437X_CAM1_WEN. Tento pin som použil aj pri meraní jitteru v
časti 7.1.1.
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Obr. 6.3: Pripojenie LED na vývojovom kite IDK437x
6.5.3 Synchronizačné režimy
Protokol EtherCAT podporuje 3 synchronizačné režimy. Každý režim je vhodný
pre iný typ koncovej aplikácie. Niektoré ESC podporujú len dva z týchto režimov,
z dôvodu absencie jednotky distribuovaných hodín.
• Voľne bežiaci režim - Jedná sa o režim bez akejkoľvek synchronizácie. Slave
aplikácia pristupuje k procesným dátam v ESC periodicky. Perióda prístupu je
riadená aplikáciou. Zápis aj čítanie dát do ESC je vždy konzistentné, nedochá-
dza k prepisu dát počas čítania, čo zabezpečuje synchronizačný mechanizmus
SyncManager popísaný v časti 3.4. Prerušenie príchodu nových procesných dát
je v tomto režime maskované v ESC. Princíp režimu voľného behu je znázornený
na obrázku 6.4, kde je čítanie z ESC spúšťané interným časovačom procesora.
• Sync Manager režim - V tomto režime je aplikačný procesor notifikovaný
prerušením o nových dátach, ktoré sú k dispozícii v pamäti ESC. Týmto je
zaručená rýchlejšia reakcia na nové dáta ako je tomu u voľne bežiaceho režimu.
• Distributed Clock režim - V tomto režime je prístup k dátam spúšťaný
tromi signálmi. Čítanie dát z pamäti ESC je spúšťané prerušením o príchode no-
vých dát (IRQ). K aplikačnému procesoru vedú ďalšie dva signály, ktoré sa vy-
volávajú periodicky alebo ako jediný impulz po dosiahnutí nakonfigurovaného
lokálneho času. V momente aktivácie prvého synchronizačného signálu sú dáta
použité v aplikácii, napríklad okamžitý zápis na výstupný pin. Druhý synch-
ronizačný impulz dá signál aplikačnému procesoru k získaniu vstupných dát a
ich skopírovanie do pamäte ESC. Výhodou je, že prijaté dáta sa na výstupe ap-
likácie (Analógový/Digitálny výstup, ...) aktivujú synchrónne a vstupné dáta
sa vzorkujú tiež synchrónne. Synchronizačné impulzy sú popísané v časti 3.5.6.
Princíp tohto režimu synchronizácie aplikácie je znázornený na obrázku
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Obr. 6.4: Aplikácia v režime voľného behu
Obr. 6.5: Aplikácia v režime Sync manager
Obr. 6.6: Aplikácia v režime Distributed clock
6.5.4 Testovanie funkcionality
Slave zariadenie ako také, nie je možné otestovať bez master zariadenia. Softvér
TwinCAT, ktorý je oficiálnou implementáciou master zariadenia spoločnosti Beck-
hoff, je v testovacej verzii s veľmi obmedzenými funkciami. Z tohto dôvodu som
implementoval vlastnú master aplikáciu založenú na open source knižnici, ktorá je
popísaná v časti 5. Pre lepšie otestovanie aplikácie, napríklad zmeranie parametrov
ako jitter boli potrebné aspoň dve slave zariadenia. Ako druhé slave zariadenie som
využil vývojový kit od spoločnosti Infineon. Tento vývojový kit mi bol poskytnutý
ako vzorka spoločnosťou Infineon v rámci výstavy vstavaných systémov Embed-
ded World 2016 v Norimbergu. Zdrojové kódy pre mikroprocesor Texas Instruments
AM437x sú priložené ako príloha na CD A. Pre preklad aplikácie je potrebné pridať
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súbory slave stacku. Licencia Beckhoff Slave Stack Code neumožňuje distribuovať
zdrojové súbory tretím stranám. Slave aplikáciou boli overené dva režimy synchro-
nizácie aplikácie. Aplikácia v režime voľný beh dosahuje väčšie hodnoty jitteru ako
aplikácia synchronizovaná prerušením o nových dátach. Rozdiely v jitteri výstup-
ných pinov oboch zariadení sú zobrazené na obrázku 6.8.
Obr. 6.7: Zapojenie dvoch slave zariadení
(a) Režim voľný beh (b) Sync Manager režim
Obr. 6.8: Porovnanie oneskorenia a jitteru výstupných signálov
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7 VÝKON PROTOKOLU ETHERCAT
Protokol EtherCAT je určený pre priemyselné aplikácie, ktoré prenášajú nízke ob-
jemy dát v kratších cykloch. Ostatné fieldbus protokoly používajú adresovanie na
základe MAC adresy a teda pre každé zariadenie je odvysielaný zvlášť celý Ether-
net frame. V opačnom smere, ak má zariadenie odpovedať, je opäť využitý celý
Ethernet frame. EtherCAT v jednom Ethernet frame zapuzdruje dáta pre stovky
zariadení, čím je znížená redundancia a značne znížená šírka pásma v sieti. Výkon
v sieti EtherCAT závisí predovšetkým na:
• Časové oneskorenie master
• PHY oneskorenie na strane master zariadenia
• PHY oneskorenie na strane slave zariadenia
• Oneskorenie pri preposielaní slave zariadním
• Propagačné oneskorenie v závislosti na dĺžke média
• Doba neaktivity siete medzi rámcami
Za predpokladu použitia 100 Mbit Ethernetu je prenosová rýchlosť 106𝑏𝑖𝑡/𝑠. Maxi-
málna veľkosť Ethernet framu je 1526 B. Maximálna doba, za ktorú je odoslaný celý
frame je teda 1526.8/108 ≈ 120𝜇𝑠.
Každé slave zariadenie v sieti spôsobuje oneskorenie framu maximálne 1 𝜇s.
Výkon protokolu EtherCAT je v porovnaní s konkurenčnými fieldbus protokolmi
vyšší a to vďaka koncepcii spoločného framu pre všetky zariadenia.
7.1 Jitter
Jitter v oblastí sieťových technológii rozumieme ako rozptyl periodicity signálu. Jit-
ter je bežný jav, ku ktorému dochádza v prípade, že sa v signále vyskytujú poruchy
periodicity. Jitter je častým problémom ak sa prenášajú časovo kritické dáta, pri
ktorých doručenie mimo stanovený čas môže dáta znehodnotiť. Príkladom je audio
stream. Ak nie je vzorka audio signálu doručená pred začiatkom vzorkovacieho pro-
cesu, dochádza k výpadku audio signálu. Pri toku audio signálu je tento problém
možné vyriešiť buffrovaním. Použitím bufferu dochádza k oneskoreniu signálu. Toto
nie je celkom prípustné pre niektoré priemyselné aplikácie.
7.1.1 Meranie jitteru v sieti EtherCAT
Jitter v sieti EtherCAT nie je možné odmerať medzi master a slave zariadením. Jitter
je možné merať len medzi dvoma a viac slave zariadeniami. Z poznatkov uvedených
v [11] vyplýva, že v sieti EtherCAT je možné dosiahnuť jitter v rádoch desiatok
nanosekúnd. Pre meranie jitteru je najvhodnejšie použiť meranie osciloskopom na
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výstupnom pine IRQ. Tento pin však nie je prístupný na všetkých zariadeniach.
Mikroprocesor Texas Instruments AM437x má implementované ESC ako perifériu,
a tento interrupt je prepojený len v rámci čipu. Nie je preto možné pristupovať
k IRQ pinu priamo. Z tohto dôvodu je meranie jitteru ovplyvnené samotnou apli-
káciou, ktorá ovláda iný výstupný pin. Takto zmeraný jitter má určitú výpovednú
hodnotu, ale nemôže byť považovaný za jitter samotnej siete. Pre meranie jitteru
vysiela master rovnaké hodnoty požadovaných výstupov dvom zariadeniam. Zaria-
denia po prijatí dát nastavia výstupné piny na požadovanú hodnotu, čo je možné
vidieť na obrázku 7.1. Master zariadenie posiela požiadavky na preklápanie pinu
v každom cykle. Z obrázka je tiež vidieť, že perióda posielania vzorky masterom nie
je stabilná. Je to spôsobené tým, že master aplikácia nesplňuje podmienku na reálny
čas. Dôležité je, že slave zariadenia na požiadavky reagujú súčasne.
Obr. 7.1: Výstupný signál pinov dvoch slave zariadení
Detail signálu zobrazený na obrázku 7.2 zobrazuje nábežnú hranu výstupného
signálu oboch slave zariadení s nastavením perzistencie na osciloskope. Kurzory ohra-
ničujú hraničné hodnoty časového rozdielu týchto signálov. Maximálne oneskorenie
počas aktualizácie 10000 vzoriek dosiahlo hodnoty 15,6 𝜇s. Modrou farbou je zo-
brazený signál na digitálnom výstupe zariadenia implementovaného na platforme
Texas Instruments AM437x. Červenou farbou je zobrazený signál na výstupe slave
zariadenia založeného na platforme Infineon XMC4800. Signál na výstupe Texas
Instruments procesoru má dlhotrvajúcu nábežnú hranu, čo je spôsobené pripojenou
záťažou na danom pine procesora.
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Obr. 7.2: Detail signálu nábežnej hrany s perzistenciou
Jitter samotných Ethernet framov nie je tak výrazný, pretože slave zariadenie
frame okamžite preposiela ďalšiemu zariadeniu. Oneskorenie pri spracovaní je kon-
štantné. Význam má merať jitter distribuovaných hodín, ktoré sú v sieti neustále
synchronizované a dolaďované na referenčný čas. Toto meranie nebolo možné vy-
konať na zvolenom hardwari z dôvodu chýbajúcich synchronizačných pinov na har-
dwari. Meranie bolo prevzaté z [11]. Pri meraní bolo aktívnych 300 slave zariadení,
kde medzi prvým a posledným bola dĺžka kábla 120 metrov. Synchronizačné signály
u slave zariadení boli nastavené na rovnaký čas. Tieto signály sú generované aj v prí-
pade, že sieťou práve nie sú transportované dáta. Jedná sa o jitter hodín naprieč
zariadeniami. Nie o jitter siete. Výsledok merania synchronizačných impulzov medzi
prvým a posledným zariadením je zobrazený na obrázku 7.3.
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Obr. 7.3: Jitter synchronizačných signálov odvodených od lokálneho času. Jedná sa
o jitter synchronizovaných hodín, nie o jitter sieťovej komunikácie.
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8 POUŽITIE 1GBIT ETHERNET
EtherCAT v súčasnej dobe dosahuje vyššie prenosové rýchlosti na 100 Mbit Et-
hernete ako väčšina protokolov na 1Gbit Ethernete [7]. Špecifikácia EtherCAT po-
pisuje 100 Mbit ako jedinú variantu Ethernetu. Pri návrhu vlastného hardwaru je
možné použiť Gigabit PHY vrstvu za predpokladu, že je explicitne nastavená na 100
Mbit alebo má povolené automatické vyjednávanie rýchlosti. Protokol EtherCAT
spracováva Ethernet frame za behu. Preto existuje požiadavka na čo najrýchlešie
preposlanie framu na ďalší port. Z tohto dôvodu je doporučené používať Ethernet
PHY s interfaceom typu MII. Niektoré slave zariadenie využívajú tiež RMII interface.
Tento interface však obsahuje vysielací FIFO buffer, čo zvyšuje dobu preposlania
framu. Dáta prijaté cez MII interface sú spracované v hardwari a okamžite pre-
poslané cez MII interface na ďalší port slave zariadenia. MII interface je taktovaný
oscilátorom s frekvenciou 25 MHz, čo je zároveň aj zdroj hodín pre jednotku spra-
covávajúcu dáta. Z tohto dôvodu nie je možné využiť Gigabit Ethernet ako fyzickú
linku. Gigabitový Ethernet využíva interface GMII resp. RGMII, ktoré pracujú na
frekvencii 125 MHz. Spracovanie dát je realizované na v hardwari a prechod na
Gigabit Ethernet by vyžadoval hardvérové zmeny. V mikroprocesore Texas Instru-
ments Sitara AM437x preto nie je možné prejsť na rýchlejší Gigabit Ethernet. Túto
zmenu by bolo možné realizovať na FPGA. Gigabit Ethernet má prenosovú rýchlosť
107𝑏𝑖𝑡/𝑠. Za predpokladu maximálnej dĺžky Ethernet framu 1526 B je maximálna
doba odvysielania framu 1526.8.109 ≈ 12𝜇𝑠. Prechod na Gigabit Ethernet by teda
priniesol nižšie latencie pri prenose dát. Obrázok 8.1 zobrazuje pripojenie Ethernet
PHY k ESC a ich spoločný zdroj hodín 25 MHz.
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Obr. 8.1: Propojenie ESC k Ethernet PHY
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9 ZÁVER
V tejto práci som sa zaoberal štúdiom, popisom a následnej implementácii protokolu
EtherCAT na zvolenej platforme. V práci som sa zameral primárne na EtherCAT
slave zariadenie. Bežne sa EtherCAT slave implementuje s použitím ASIC obvodov,
ktoré spracovávajú real-time vrstvu protokolu EtherCAT. Mikroprocesor Texas Ins-
truments Sitara AM437x som zvolil z dôvodu, že protokol EtherCAT je schopný
spracovávať bez použitia externého ASIC obvodu. Procesor splnil aj kritérium do-
statočného výkonu pre budúce aplikácie postavené na tejto platforme.
Pre otestovanie komunikácie protokolu EtherCAT som implementoval aplikáciu,
ktorá prijíma dáta od master zariadenia. Hodnota prijatých dát je nastavená ako di-
gitálny výstup. K digitálnemu výstupu sú pripojené LED, ktoré zobrazujú aktuálnu
nastavenú hodnotu. Počas testovania komunikácie sa vyskytli problémy so spracova-
ním príkazu viacnásobného čítania a zápisu na strane zariadenia implementovaného
na procesore Texas Instruments. Neskôr bolo zistené, že sa jedná o známu chybu na
strane firmwaru od Texas Instruments. Pre obídenie tejto chyby bol použitý príkaz
čítania a zápisu zvlášť v dvoch datagramoch, čo problém s komunikáciou vyriešilo.
Pre otestovanie aplikácie bol potrebný software bežiaci na PC, ktorý by plnil
funkciu EtherCAT master zariadenia. Po preskúmaní hotových riešení, ktoré sú v
bezplatných verziách značne obmedzené funkcionalitou som pristúpil k rozhodnu-
tiu vlastnej implementácie master softvéru. Pre implementáciu master softvéru bola
použitá open source knižnica Simple Open EtherCAT Master. Výsledkom imple-
mentácie master je konzolová aplikácia určená pre operačný systém Linux, ktorá
periodicky posiela dáta slave zariadeniam.
Pre meranie základných parametrov v sieti, boli potrebné aspoň dve slave zaria-
denia. Ako druhé slave zariadenie bol použitý vývojový kit od spoločnosti Infineon,
ktorá mi kit dodala ako vývojovú vzorku v rámci výstavy Embedded World 2016.
S pomocou dvoch slave zariadení som zmeral jitter v rôznych synchronizačných re-
žimoch protokolu EtherCAT.
V práci bola vypracovaná analýza na vylepšenie protokolu EtherCAT, konkrétne
prechod zo 100 Mbit/s Ethernetu na 1 Gbit/s Ethernet. V mikroprocesore Texas
Instruments Sitara AM437x existujú hardvérové limitácie pre prechod na 1 Gbi-
t/s Ethernet. Prechod na rýchlejší Ethernet vyžaduje implementáciu real-time časti
protokolu EtherCAT v FPGA.
Výsledkom tejto práce je funkčná platforma, na ktorej je možné založiť vývoj
koncových EtherCAT slave zariadení. Ako možné vylepšenia do budúcnosti vidím
prechod na mikroprocesor Texas Instruments AM57x. Prínosom prechodu je pod-
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
GPIO General-purpose input/output – Vstupný/výstupný pin procesora
ESC EtherCAT Slave Controller – Subsystém spracovanie real-time vrstvy
protokolu EtherCAT
PDU Protocol Data Unit – Základná dátová štruktúra pri prenose dát v protokole
EtherCAT
BSP Board Support Package – Balík knižníc s podporou ovládačov pre konkrétny
hardvér
EEPROM EElectrically Erasable Programmable Read-Only Memory –
Elektronicky zmazateľná pamäť určená na čítanie
LVDS Low-voltage differential signaling – Druh fyzickej linky využívajúci
diferenciálny pár
DPRAM Dual-ported RAM – Pamäť RAM podporujúca viacnásobný prístup v
jednom čase
PRU Programmable Real-Time Unit – Subsystém procesoru TI Sitara slúžiaci pre
real-time aplikácie
PDI Process Data Interface – Komunikačné rozhranie medzi ESC a aplikačným
procesorom
FPGA Field-programmable gate array – Hradlové pole
ASIC Application-specific integrated circuit – Jednoúčelový zákaznícky
integrovaný obvod
FMMU Fieldbus Memory Management Unit – Subsystém ESC zabezpečujúci
preklad logických adries na fyzické
SM Sync Manager – Subsystém ESC zabezpečujúci konzistenciu dát v pamäti
MAC Media Access Control – Vrstva v OSI modeli, ktorá riadi prístup k médiu
IRQ Interrupt Request – Požiadavka na prerušenie
SOEM Simple Open EtherCAT Master – Knižnica pre implementáciu EtherCAT
master softvéru
SDK Software Development Kit – Balík knižníc pre vývoj softvéru
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ZOZNAM PRÍLOH
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A OBSAH PRILOŽENÉHO CD
master
application
application.c
CMakeLists.txt
CMakeLists.txt
osal
linux
Makefile
osal_defs.h
osal.c
osal.h
oshw
linux
Makefile
nicdrv.c
nicdrv.h
oshw.c
oshw.h
soem
ethercat.h
ethercatbase.c
ethercatbase.h
ethercatcoe.c
ethercatcoe.h
ethercatconfig.c
ethercatconfig.h
ethercatconfiglist.h
ethercatdc.c
ethercatdc.h
ethercatfoe.c
ethercatfoe.h
ethercatmain.c
ethercatmain.h
ethercatprint.c
ethercatprint.h
ethercatsoe.c
ethercatsoe.h
ethercattype.h
slave
EcatStack
tiescappl.c
tiescappl.h
tieschw.c
tieschw.h
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text
pritel_2016.pdf
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