Reconstruction of infinite locally finite connected graphs  by Chastand, Marc & Polat, Norbert
Discrete Mathematics 270 (2003) 61–98
www.elsevier.com/locate/disc
Reconstruction of in"nite locally "nite connected
graphs
Marc Chastand, Norbert Polat
I.A.E., Universite Jean Moulin (Lyon 3), 6 Cours Albert Thomas, 69355 Lyon Cedex 08, France
Received 13 March 2001; received in revised form 18 October 2002; accepted 30 October 2002
Abstract
Let G be an in"nite locally "nite connected graph. We study the reconstructibility of G in
relation to the structure of its end set E(G). We prove that an in"nite locally "nite connected
graph G is reconstructible if there exists a "nite family (i)06i¡n (n¿ 2) of pairwise "nitely
separable subsets of E(G) such that, for all x; y; x′; y′ ∈V (G) and every isomorphism f of
G − {x; y} onto G − {x′; y′} there is a permutation  of {0; : : : ; n− 1} such that f˜(i) = (i)
for 06 i ¡ n. From this theorem we deduce, as particular consequences, that G is reconstructible
if it satis"es one of the following properties: (i) G contains no end-respecting subdivision of
the dyadic tree and has at least two ends of maximal order; (ii) the set of thick ends or the one
of thin ends of G is "nite and of cardinality greater than one. We also prove that if almost all
vertices of G are cutvertices, then G is reconstructible if it contains a free end or if it has at
least a vertex which is not a cutvertex.
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1. Introduction
A hypomorphism of a graph G onto a graph H is a bijection  of V (G) onto V (H)
such that G − x ∼= H − (x) for every x∈V (G) (the symbol ∼= means “is isomorphic
to”). If such a hypomorphism exists, we say that G and H are hypomorphic, and
we write G  H . A graph G is reconstructible if every graph hypomorphic to G is
isomorphic to G.
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In [1], by putting together his own result [1, Theorem 1] with previous results of
Bondy and Hemminger [4] and of Thomassen [15], Andreae proved that every in"nite
locally "nite tree containing no subdivision of the dyadic tree T2 is reconstructible.
It is then natural to ask if every in"nite locally "nite connected graph G contain-
ing no end-respecting subdivision of T2 (i.e., such that two disjoint rays of T2 be-
long to diJerent ends of G) is reconstructible. Generalizing two results of Bondy and
Hemminger [4] for trees, Nash-Williams [10,11] furnishes a partial solution to this
problem by proving that every locally "nite connected graph whose set of ends is
"nite and has at least two elements is reconstructible.
In this paper we carry on the study of the reconstruction of in"nite locally "nite
connected graphs and mainly of those which contains no end-respecting subdivision of
T2 in the following way. We use the concept of order of an end introduced by Jung
[8] and the fact that if a locally "nite graph G contains no end-respecting subdivision
of T2, then each end of G has an order and there is an end of maximal order. In
particular if a graph G has only "nitely many ends, then each end of G is of order
0 and thus is of maximal order. We prove that if a locally "nite connected graph
G containing no end-respecting subdivision of T2 has at least two ends of maximal
order, then G is reconstructible. We still do not know if the conclusion of this result
holds if G has exactly one end of maximal order even if this is the only end of G.
Actually we prove a much more general result (Theorem 5.6) which enables us to
obtain other interesting consequences. Several results which are necessary to prove the
main theorem have some interest of their own, in particular the study of the lattice of
the "nite sets of vertices of minimal cardinality which separates two given ends of a
graph, and that of translations and re?ections.
We would like to mention that, for this study, we were greatly motivated by the
works of the late Nash–Williams, mainly by his two above cited papers [10,11] but also
by his survey paper [12] which nicely discusses open problems con-
cerning the reconstruction of in"nite graphs and, in particular, of locally "nite
graphs.
2. Denitions and notation
In this paper the expression “almost all” will mean “all but "nitely many”.
The graphs we consider are undirected, without loops and multiple edges. If x∈V (G),
the set NG(x) := {y∈V (G): {x; y}∈E(G)} is the neighborhood of x in G, and its
cardinality dG(x) is the degree of x. A vertex of degree 1 is called a pendant vertex.
A graph is locally 7nite if each of its vertices has a "nite degree. For A ⊆ V (G) we
denote by G[A] the subgraph of G induced by A, and we set G − A := G[V (G)− A].
If x∈V (G), then G − x := G − {x} will be called a vertex-deleted subgraph of G.
The set of (connected) component of G is denoted by CG, and the component of G
which contains a vertex x is denoted by CG(x). A subset S of V (G) is said to be
connected in G if G[S] is connected. The neighborhood of a subset A of V (G) is
NG(A) := {x∈V (G)− A: NG(x) ∩ A 	= ∅}; and the boundary of A with a component
X of G − A is BG(A; X ) := {a∈A : NG(a) ∩ V (X ) 	= ∅}.
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A path P = 〈x0; : : : ; xn〉 is a graph with V (P) = {x0; : : : ; xn}, xi 	= xj if i 	= j,
and E(P) = {{xi; xi+1}: 06 i¡n}. A ray or one-way in7nite path 〈x0; x1; : : :〉 and a
double ray or two-way in7nite path 〈: : : ; x−1; x0; x1; : : :〉 are de"ned similarly. A path
P= 〈x0; : : : ; xn〉 is called an (x0; xn)-path, x0 and xn are its endvertices, while the other
vertices are called its internal vertices. If x and y are vertices of a ("nite or in"nite)
path P, then we denote by P[x; y] the subpath of P whose endvertices are x and y.
The initial vertex of a ray R = 〈x0; x1; : : :〉 is called the origin of R, and R is said to
originate at x0.
For A; B ⊆ V (G), an (A; B)-path of G is an (x; y)-path P of G such that V (P) ∩
A= {x} and V (P) ∩ B= {y}; and an (A; B)-linkage of G is a set of pairwise disjoint
(A; B)-paths of G. A subset S of V (G) separates A from B in G if all (A; B)-paths
of G have vertices in S. A vertex which separates two other vertices of the same
component is a cutvertex. We denote by V ∗(G) the set of all vertices of G which are
not cutvertices. If there exists an in"nite (A; B)-linkage in G, then we say that A and
B are in7nitely linked in G. By Menger’s theorem, A and B are in"nitely linked in G
if and only if there exists no "nite subset of V (G) that separates A from B in G.
The usual distance in G between two vertices x and y, that is the length of a
shortest (x; y)-path in G, is denoted by dG(x; y). The distance between a vertex x and
a set A of vertices of G is dG(x; A) := miny∈A dG(x; y). The diameter of a subset
A of V (G) is diamG (A) := supx;y∈A (dG(x; y)). The diameter of G is diam(G) =
diamG(V (G)). If x is a vertex of G and r a non-negative integer, the set BG(x; r) :=
{y∈V (G): dG(x; y)6 r} is the ball of center x and radius r in G, and we denote by
G[x; r] the subgraph of G induced by the ball BG(x; r) and rooted at x.
An embedding of a graph G into a graph H is an injection f of V (G) into V (H) such
that {x; y}∈E(G) if and only if {f(x); f(y)}∈E(H). An isomorphism is a bijective
embedding. Furthermore if S and T are subsets of V (G) and V (H), respectively, then
an isomorphism of (G; S) onto (H; T ) is an isomorphism f of G onto H such that
f(S) = T . If such an isomorphism exists, then we will say that (G; S) and (H; T ) are
isomorphic and we will write (G; S) ∼= (H; T ). In particular we will write G[x; r] ∼=
H [y; r] for (G[BG(x; r)]; {x}) ∼= (H [BH (y; r)]; {y}).
3. Preliminary results concerning the ends of a locally nite graph
3.1. Generalities
The ends of a graph G are the classes of the equivalence relation de"ned on the set
of all rays of G as follows: two rays R and R′ are said to be end-equivalent if there is
a ray R′′ whose intersections with R and R′ are in"nite. We furthermore mention that
two rays R and R′ are end-equivalent if and only if for every "nite S ⊆ V (G) subrays
of R and R′ are contained in the same component of G − S, and thus if and only if
the sets V (R) and V (R′) are in"nitely linked in G. By KQonig [9], every in"nite locally
"nite connected graph contains a ray, and thus has at least one end.
We will denote by E(G) the set of all ends of G, and for an end  and a "nite set
S of vertices, by CG−S() the component of G − S that contains an element of . For
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 ⊆ E(G) we will put
CG−S() :=
⋃
∈
CG−S()
and
m() := sup{|R|: R is a set of pairwise disjoint elements of ∪ }:
By [13, Theorem 2.6] this supremum is attained, i.e., there is a set of pairwise disjoint
rays in ∪ of cardinality m(). This was already proved by Halin [5, Satz 1] and
[6, Satz 1] when = E(G) and ||= 1, respectively. For an end  we write m() for
m({}), and we call it the thickness of . An end  is said to be thin (resp. thick) if
m() is "nite (resp. in"nite). We will denote by ET (G) and Et(G) the set of ends of
G which are thick and thin, respectively.
If 0 and 1 are disjoint sets of ends of a graph G, then an (0; 1)-double ray is
a double ray that is the union of two rays, one from ∪0 and the other from ∪1. An
(0; 1)-separator is a subset S of V (G) such that every (0; 1)-double ray meets S.
The sets 0 and 1 are 7nitely separable if there exists a "nite (0; 1)-separator, i.e.,
if CG−S(0)∩CG−S(1)=∅ for some "nite S ⊆ V (G). More generally, if A=(i)06i6n
is a "nite family of pairwise "nitely separable subsets of E(G), then there is a "nite
S ⊆ V (G) which pairwise separates the i’s, i.e., such that CG−S(i)∩CG−S(j) = ∅
if i 	= j. Such a set S is called an A-separator.
3.2. Order of an end
We recall that the end set E(G) of a graph G can be endowed with the topology,
called the end topology, for which the closure of a subset  of E(G) is the set
R := {∈E(G): for any "nite S ⊆ V (G) there is ′ ∈
such that CG−S() = CG−S(′)};
i.e., R is the set of all ends which cannot be "nitely separated from .
We recall that a subgraph H of a graph G is end-respecting if each end of G
contains at most one end of H .
Lemma 3.1 (Polat [13, 4.6 and 4.9]). Let G be a graph. Then:
(i) The end space E(G) is compact if and only if, for every 7nite S ⊆ V (G), the
graph G − S has only 7nitely many components that contain a ray.
(ii) The end space E(G) is scattered (i.e., every subset of E(G) has an isolated
point) if and only if G contains no end-respecting subdivision of the dyadic tree.
(iii) If G is countable, then |E(G)| is at most ℵ0 or exactly 2ℵ0 according to whether
E(G) is scattered or not.
We will now recall the concept of Cantor–Bendixson derivative of a topological
space. Let T be a topological space. We denote by T′ the derivative of T, i.e., the
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set of cluster points of T. The Cantor–Bendixson derivative of order  of T, T(),
is de"ned by induction as follows:
• T(0) :=T,
• T(+1) := (T())′,
• T() := ⋂ ¡T( ) if  is a limit ordinal.
In account of cardinality there is an ordinal  such that T() =T(+1). The smallest
of these ordinals, denoted by r(T), is the Cantor–Bendixson rank (CB-rank for short)
of T, and the set T(r(T)) is the perfect kernel of T. This set is the greatest subset of
T such that T−T(r(T)) is scattered. Thus T is scattered if and only if T(r(T)) = ∅.
For x∈T, if there exists an ordinal  such that x∈T() −T(+1), then  is called
the Cantor–Bendixson rank (CB-rank for short) of x.
The CB-rank of an end  of a graph G, with respect to the end topology, is what
Jung in [8] called the order of . More explicitly the order of an end  of G (see [8])
is the ordinal !() de"ned as follows:
• !() = 0 if some "nite S ⊆ V (G) separates  from ′ for every end ′ 	= .
• !() =  if there exists a "nite S ⊆ V (G) such that !(′)¡ for every ′ ∈
CG−S() − {}, and for every "nite S ⊆ V (G) and every ordinal ′¡ there is
an end ′ ∈CG−S()− {} with !(′) = ′.
An end of order 0 is also said to be a free end. Clearly the order of an end is an
invariantly de"ned quantity. That is, if R is a ray belonging to an end of order , and
if ’ is an automorphism of G, then the end containing ’(R) also has order .
An end has not necessarily an order, and it is even possible that no end of a graph has
an order as it is the case, for example, for the dyadic tree. Moreover Jung [8, Satz 4]
proved that a graph G has an end which has no order if G contains an end-respecting
subdivision of the dyadic tree. More precisely, from topological properties, we will
deduce some properties of the ends of a locally "nite graph that will be useful for the
problem of reconstruction, and which extend to graphs a result of Andreae for trees
[1, Lemma 1].
Lemma 3.2 (Polat [14, Proposition 3.1]). Let T be a topological space that is com-
pact and scattered. Then its Cantor–Bendixson rank r(T) is equal to  + 1 for
some ordinal , and the Cantor–Bendixson derivatives T() and T(+1) are 7nite
and empty, respectively.
Proposition 3.3. Let G be an in7nite locally 7nite connected graph. Then the follow-
ing assertions are equivalent:
(i) |E(G)|6ℵ0.
(ii) G contains no end-respecting subdivision of the dyadic tree.
(iii) Every end of G has an order and the set of ends of G of maximal order is
non-empty and 7nite.
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Proof. (i)⇔ (ii) By Lemma 3.1(ii), E(G) is scattered if G contains no end-respecting
subdivision of the dyadic tree. The equivalence of (i) and (ii) is then a consequence
of Lemma 3.1(iii).
(ii)⇒ (iii) Since G is locally "nite, the graph G− S has "nitely many components
for any "nite S ⊆ V (G). Hence the end space E(G) is compact by Lemma 3.1(i).
Therefore by (ii) and Lemma 3.2, the Cantor–Bendixson rank of E(G) is  + 1 for
some ordinal , and the set E(G)() of ends of maximal order is then "nite and
non-empty. Moreover every end has an order since E(G)(+1) = ∅.
(iii)⇒ (ii) follows from Jung’s result [8, Satz 4].
We will use the following notation. We will denote by E(G) the set of ends of
G of order , by EM (G) the set of ends of G of maximal order, and by E∞(G) the
set of ends of G which have no order. Moreover, for each ordinal , we will denote
by E¿(G) the set of all ends of G whose order is greater than  or which have no
order, that is, E¿(G) := E(G)−⋃ 6 E (G).
4. Preliminary lemmas on the reconstruction of innite locally nite connected graphs
We will state some lemmas that we will need to prove the main results. Clearly a
graph is locally "nite if and only if all its vertex-deleted subgraphs are locally "nite.
Hence, if a graph H is hypomorphic to a locally "nite graph G, then H is locally
"nite too. Furthermore:
Lemma 4.1 (Andreae [2]). If an in7nite graph has at least one vertex of 7nite degree
and G  H , then G and H have the same number of components.
Lemma 4.2 (Andreae [1, Lemma 3]). Let G and H be two locally 7nite connected
graphs. If there exist x∈V (G) and y∈V (H) such that G[x; r] ∼= H [y; r] for in7nitely
many positive integer r, then G ∼= H .
We recall that a vertex x of a graph G is exceptional if, for some positive integer
r, the set {y∈V (G): G[y; r] ∼= G[x; r]} is "nite.
Lemma 4.3 (Andreae [3, Theorem 4]). If a locally 7nite connected graph has at least
one exceptional vertex, then it is reconstructible.
Lemma 4.4 (Andreae [1, Lemma 4]). Let G and H be two hypomorphic in7nite lo-
cally 7nite connected graphs. Let  be a hypomorphism of G onto H and, for every
x∈V (G), let ’x be an isomorphism of G− x onto H − (x). If there exist two 7nite
subgraphs G′ and H ′ of G and H , respectively, such that ’x(G′) is a subgraph of
H ′ for in7nitely many x∈V (G), then G ∼= H .
Lemma 4.5 (Nash–Williams [10,11]). A locally 7nite connected graph G such that
26 |E(G)|¡ℵ0 is reconstructible.
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Lemma 4.6 (Nash–Williams [10, Lemma 7]). If S is a 7nite set of vertices of a lo-
cally 7nite graph G, then the set V ∗(G)−⋃X∈CG−S V ∗(X ) is 7nite.
Lemma 4.7. Let G be a locally 7nite graph such that V ∗(G) is 7nite and non-empty.
Then x∈V ∗(G) if and only if there exists r¿ 1 such that x∈V ∗(G[x; r]).
Proof. We only have to prove the necessity. This is obvious if x is a pendant vertex.
Let x∈V ∗(G) be such that dG(x)¿ 2. Then, for every pair u; v of neighbors of x in
G, there is a cycle Cuv which contains x; u; v since x is not a cutvertex of G. Hence,
because dG(x) is "nite, there exists r¿ 1 such that V (Cuv) ⊆ BG(x; r) for every pair
u; v of neighbors of x. This implies that x is not a cutvertex of G[x; r].
Lemma 4.8. Let G be a locally 7nite graph and S a 7nite subset of V (G). If f
is an embedding of G into itself such that f(S) = S, then f is an automorphism
of G.
Proof. Suppose that f(G) 	= G, and let x∈V (G)−f(V (G)) and s∈ S. Since f(S)=S
and because S is "nite, fn(s)=s for some positive integer n. Because f(V (G)) ⊂ V (G)
and x 	∈ f(V (G)), it follows that fi(x) 	∈ fi(V (G)) for every positive integer i, and
thus fi(x) 	= fj(x) if i 	= j. Let P be an (s; x)-path of length p. Then ⋃k∈N fkn(P)
is an in"nite subgraph of G whose diameter is at most 2p. Therefore, by KQonig’s
Lemma, this graph, and thus G, has a vertex of in"nite degree, contrary to the local
"niteness of G.
Lemma 4.9. Let G be a local 7nite graph and S a 7nite subset of V (G). For every
x∈V (G)−S there are only 7nitely many y∈V (G)−S such that (G−x; S) ∼= (G−y; S).
Proof. Let x∈V (G)− S and Y := {y∈V (G)− S: (G − x; S) ∼= (G − y; S)}. Suppose
that Y is in"nite. For every y∈Y denote by fy an isomorphism of G− x onto G− y
such that fy(S) = S. Since Y is in"nite and S is "nite, there is an in"nite subset Y ′
of Y and s; s′ ∈ S such that fy(s) = s′ for all y∈Y ′. Therefore, for all y; y′ ∈Y ′, the
map fy′ ◦ f−1y is an isomorphism of G − y onto G − y′ such that fy′(f−1y (s′)) = s′.
This implies that dG(s′; y) = dG(s′; y′)= : d. By the local "niteness of G the set
{u∈V (G): dG(s′; u) = d} is "nite, which contradicts the in"niteness of Y ′. Hence Y
is "nite.
5. Main results
Proposition 5.1. Every in7nite locally 7nite connected graph G such that V ∗(G) is
non-empty and 7nite is reconstructible.
Proof. Let x∈V ∗(G). By Lemma 4.7, x∈V ∗(G[x; r]) for some r¿ 1. Hence every
y∈V (G) such that G[y; r] ∼= G[x; r] is not a cutvertex of G[y; r], and thus of G by this
same Lemma 4.7. Therefore there are only "nitely many such vertices y since V ∗(G)
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is "nite. This means that x is an exceptional vertex of G. Therefore G is reconstructible
by Lemma 4.3.
Theorem 5.2. Let G be an in7nite locally 7nite connected graph such that V ∗(G) is
7nite and which contains a free end. Then G is reconstructible.
Proof. This is a consequence of Proposition 5.1 if V ∗(G) is non-empty. Assume that
V ∗(G) is empty. Then G is an in"nite tree without pendant vertices, and thus which
contains several ends. Let  be a free end of G. By the de"nition of a free end, there
exists a "nite S ⊆ V (G) which separates  from all other ends of G. Since G has no
pendant vertex, the set S can be chosen so that CG−S() is a ray, say 〈x0; x1; : : :〉.
Let H  G and let  be a hypomorphism of G onto H . Clearly H is a tree. Let
’ be an isomorphism of G − x1 onto H − (x1). Then ’(x0) and ’(x2) are the only
pendant vertices of H − (x1) because x0 and x2 are the only pendant vertices of
G − x1. Therefore the map  of V (G) onto V (H) such that  (y) = ’(y) if y 	= x1
and  (x1) = (x1) is an isomorphism of G onto H .
Remark 5.3. Let G and H be two graphs and f an isomorphism of G onto H . Then, if
R and R′ are two rays of G, f(R) and f(R′) are two rays of H which are end-equivalent
if and only if R and R′ are end-equivalent in G. Hence the map f˜ of E(G) onto E(H)
such that f˜()={f(R): R∈ } is bijective. We will say that f˜ is the bijection of E(G)
onto E(H) induced by the isomorphism f of G onto H .
If S is any "nite set of vertices of a graph G, then the map -S :E(G)→ E(G − S),
such that -S() ⊆  for every end  of G, is a bijection. If no confusion is likely we
will identify -S() with  for every ∈E(G).
Let G and H be two graphs, S and T "nite subsets of V (G) and V (H), respectively,
f an isomorphism of G−S onto H−T , and f˜ the bijection of E(G−S) onto E(H−T )
induced by f. Then, by the preceding identi"cation of the ends of G with those of
G − S and the ends of H with those of H − T , the map f˜ will also be considered as
a bijection of E(G) onto E(H).
In particular, if  is an hypomorphism of G onto H , then, for every x∈V (G),
each isomorphism ’x of G − x onto H − (x) will induce a bijection ’˜x of E(G)
onto E(H).
Denition 5.4. (i) A subset  of E(G) is said to be strongly invariant if f˜() = 
for all x; y; x′; y′ ∈V (G) and every isomorphism f of G − {x; y} onto G − {x′; y′}.
(ii) Let N¿ 1. A "nite family (i)06i¡N of pairwise "nitely separable subsets of
E(G) is said to be strongly invariant if for all x; y; x′; y′ ∈V (G) and every isomorphism
f of G−{x; y} onto G−{x′; y′} there is a permutation  of {0; : : : ; N − 1} such that
f˜(i) = (i) for 06 i¡N .
The set of all strongly invariant subsets of E(G) with ∪ and ∩ is clearly a complete
lattice, i.e., it is closed under "nite and in"nite unions and intersections. Obviously
E(G) and E¿(G) for every ordinal , as well as E∞(G), Et(G) and ET (G) are
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strongly invariant. Furthermore any "nite family of pairwise "nitely separable strongly
invariant subsets of E(G) is strongly invariant. On the other hand, if  is a "nite
strongly invariant subset of E(G), then the family ({})∈ is strongly invariant.
Proposition 5.5. Let G  H . If (i)06i¡N is a strongly invariant family of subsets
of E(G), then there exists a unique (up to permutation) strongly invariant family
(′i)06i¡N of subsets of E(H) such that, for every hypomorphism  of G onto H , ev-
ery x∈V (G) and every isomorphism ’x of G−x onto H−(x), there is a permutation
 of {0; : : : ; N − 1} such that ’˜x(i) = ′(i) for 06 i¡N .
Proof. Claim 1: For all hypomorphisms  and ′ of G onto H , all x; y∈V (G), every
isomorphism ’x of G − x onto H − (x) and every isomorphism ’y of G − y onto
H − ′(y), there is a permutation  of {0; : : : ; N − 1} such that ’˜x(i) = ’˜y((i))
for 06 i¡N .
’−1y ◦’x is an isomorphism of G−{x; ’−1x (′(y))} onto G−{y; ’−1y ((x))}. Since
(i)06i¡N is strongly invariant, there is a permutation  of {0; : : : ; N − 1} such that
’˜−1y (’˜x(i)) = (i) for 06 i¡N . Hence ’˜x(i) = ’˜y((i)) for 06 i¡N .
Choose some hypomorphism  of G onto H , some a∈V (G) and some isomorphism
’ of G − a onto H − (a), and put ′i := ’˜(i) for 06 i¡N .
Claim 2: (′i)06i¡N is strongly invariant.
Let x; y; x′; y′ ∈V (G), and let ’x be an isomorphism of G− x onto H −(x), ’x′ an
isomorphism G− x′ onto H − (x′), and f an isomorphism of H − {(x); (y)} onto
H−{(x′); (y′)}. The map ’−1x′ ◦f◦’x is an isomorphism of G−{x; ’−1x ((y))} onto
G−{x′; ’−1x′ ((y′))}. Moreover by Claim 1, for 06 i¡N , ′i=’˜x(x(i))=’˜x′(x′ (i))
for some permutations x and x′ of {0; : : : ; N − 1}. Then for 06 i¡N ,
f˜(′i) = f˜(’˜x(x(i))) = ’˜x′ ◦ (’˜−1x′ ◦ f˜ ◦ ’˜x) ◦ ’˜−1x (’˜x(x(i)))
= ’˜x′ ◦ (’˜−1x′ ◦ f˜ ◦ ’˜x)(x(i)) = ’˜x′((i))
for some permutation  of {0; : : : ; N − 1} because (i)06i¡N is strongly invariant, and
thus f˜(′i) = 
′
−1
x′ ((i))
.
Theorem 5.6 (Main theorem). An in7nite locally 7nite connected graph G is recon-
structible if there exists a strongly invariant family (i)06i¡N (N¿ 2) of subsets of
E(G).
From this general theorem, that we will prove later, we will deduce several particular
results.
Theorem 5.7. An in7nite locally 7nite connected graph G is reconstructible if it sat-
is7es one of the following properties:
(i) G contains no end-respecting subdivision of the dyadic tree and |EM (G)|¿ 2.
(ii) 26 |ET (G)|¡ℵ0.
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(iii) 26 |Et(G)|¡ℵ0.
(iv) E∞(G) 	= ∅ and there exists an ordinal  such that E(G) is 7nite (note that in
this case E(G) = EM (G)).
(v) There exist an ordinal  and .∈{t; T} such that 16 |E(G)∩E.(G)|¡ℵ0 and
(E(G)− E.(G)) ∪ E¿(G) 	= ∅.
Proof. (i), (ii) and (iii): Apply Theorem 5.6 to the strongly invariant family ({})∈
where  is EM (G), ET (G) and Et(G), respectively.
(iv): Every end with an order is "nitely separable from E∞(G). Hence E(G) and
E∞(G) are also "nitely separable since E(G) is "nite. Therefore (E(G);E∞(G)) is
strongly invariant with m(E∞(G)) in"nite. The result is then a consequence of Theorem
5.6.
(v): Put 0 := E(G)∩E.(G) and 1 := (E(G)−E.(G))∪E¿(G)=(E(G)−0)
∪ E¿(G). If 0 = E(G), then E+1(G) = ∅ since E(G) is "nite by hypothesis.
Therefore E∞(G) = E¿(G) = 1 	= ∅. The result is then a consequence of (iv).
Suppose that E(G) 	= 0. Then the family (0;E(G)−0) is strongly invariant with
m(0) or m(E(G)−0) in"nite. The result is obtained by applying Theorem 5.6.
6. Preliminary lemmas concerning ends separators
Lemma 6.1. Let G be a locally 7nite connected graph, and 0 and 1 two sets of
ends of G which are 7nitely separable and such that m(0) is in7nite. Then, for
every 7nite connected (0; 1)-separator S, there exist only 7nitely many connected
(0; 1)-separators of cardinality |S| contained in V (CG−S(0)).
Proof. Assume that this is not true. Construct a sequence S0; S1; : : : of pairwise disjoint
connected (0; 1)-separators of cardinality |S| such that Sn+1 ∈V (CG−Sn(0)) for ev-
ery n¿ 0. Put S0 := S. Suppose that S0; : : : ; Sn have already been constructed. By
hypothesis there exist in"nitely many connected (0; 1)-separators of cardinality |S|.
Hence, by the local "niteness of G, there are in"nitely many of them in V (CG−Sn(0)).
Let Sn+1 be one of them.
Every (0; 1)-double ray meets all Sn’s. Hence, for each ray R∈
⋃
0, there is a
positive integer n(R) such that V (R) ∩ Sp 	= ∅ for all p¿ n(R). Let / be a set of
pairwise disjoint rays belonging to
⋃
0. By the de"nition of n(R), since |S| is "nite,
and because the elements of / are pairwise disjoint, the set {n(R): R∈/} is bounded
by a positive integer n. Hence V (R) ∩ Sn 	= ∅. Therefore |/|6 |S|, which implies that
m(0)6 |S|, contrary to the hypothesis.
Denition 6.2. Let G be a locally "nite connected graph, and 0 and 1 two sets
of ends of G which are "nitely separable and such that m(0) is in"nite.
Then:
(i) A connected (0; 1)-separator S is said to be ultimate if S ′−V (CG−S(0)) 	= ∅
for every connected (0; 1)-separator S ′ with |S ′|=|S|, or, in other words, if CG−S(0)
contains no connected (0; 1)-separator of cardinality |S|.
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(ii) A connected (0; 1)-separator S is said to be strongly ultimate if
S ′ ∩ V (CG−S(0)) = ∅ for every minimal "nite connected (0; 1)-separator S ′.
Lemma 6.3. Let G be a locally 7nite connected graph, and 0 and 1 two sets of
ends of G which are 7nitely separable and such that m(0) is in7nite. If there is a
connected (0; 1)-separator of cardinality r for some positive integer r, then there
exists an ultimate (0; 1)-separator of cardinality r.
Proof. Let S; S ′ be two connected (0; 1)-separators of cardinality r such that S ′ ⊆
V (CG−S(0)). Let D be a an (0; 1)-double ray and let x be the "rst vertex of
V (D)∩S when one proceeds along D from 1 towards 0. Then x 	∈ S ′∪V (CG−S′(0))
since S ′ is an (0; 1)-separator and S ′ ⊆ V (CG−S(0)). Hence S−V (CG−S′(0)) 	= ∅
(in fact S ∩V (CG−S′(0))= ∅ since S is connected and disjoint from S ′). Let S0 be a
connected (0; 1)-separator of cardinality r. By Lemma 6.1, the set of all connected
(0; 1)-separators of cardinality r which are contained in V (CG−S0 (0)) is "nite.
Therefore one of them is contained in S0 ∪ V (CG−S0 (0)) and is ultimate.
Lemma 6.4. Let G be a locally 7nite tree, and 0 and 1 two sets of ends of G
which are 7nitely separable. Then:
(i) If S0 and S1 are two minimal connected (0; 1)-separators, then S0 = S1 or
|S0|= |S1|= 1.
(ii) If, in addition, m(0) is in7nite, then there exists a unique minimal strongly
ultimate 7nite (0; 1)-separator.
Proof. (i) Let S0 and S1 be two minimal connected (0; 1)-separators. Then, by the
minimality of S0 and S1, there is i∈{0; 1} such that S1−i∩V (CG−Si(0)) 	= ∅. Suppose
that i = 0. Because G[S0] and G[S1] are subtrees of G, there is a pendant vertex x
of G[S1] in V (CG−0 (0)). Let P = 〈a0; : : : ; an〉 be the unique (S0; S1)-path in G with
a0 ∈ S0 and an ∈ S1, and let D be an (0; 1)-double ray containing x. Then a0 ∈V (D)
since S is an (0; 1)-separator. Therefore an ∈V (D) because G is a tree and an is
a vertex of the unique (a0; x)-path in G. Hence x = an by the minimality of S1. This
means that an is the only pendant vertex of G[S ′] in V (CG−S(0)), and then that
S1 = {an} by the minimality of S1. Hence {a0} is also an (0; 1)-separator, and thus
S0 = {a0} by the minimality of S0. Consequently |S0|= |S1|= 1.
(ii) Assume that m(0) is in"nite. Let r be the cardinality of a minimal connected
"nite (0; 1)-separator. If r ¿ 1, then, by (i), there exists a unique minimal con-
nected "nite (0; 1)-separator, and this separator is necessarily strongly ultimate. If
r = 1, then, by Lemma 6.3, there exists an ultimate (0; 1)-separator S of cardinal-
ity 1. By the de"nition of an ultimate separator, S is obviously strongly ultimate and
unique.
Lemma 6.5. Let G be a locally 7nite tree, and (i)06i¡N , N¿ 3, a 7nite family of
pairwise separable sets of ends of G. Then there exists a unique minimal connected
(i)06i¡N -separator.
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Proof. Since G is connected, for all i; j; k with 06 i¡ j¡k6N − 1, there are a
vertex x and three rays Ri ∈
⋃
i, Rj ∈
⋃
j, Rk ∈
⋃
k originating at x and having
pairwise only x in common. Due to connectedness such a vertex x belongs to every
connected (i)06i¡N -separator. Since there is a "nite (i)06i¡N -separator, and thus a
"nite connected one by the local "niteness of G, the set X of such vertices x is "nite.
Therefore the vertex set of the minimal subtree of G which contains X is clearly the
unique minimal connected (i)06i¡N -separator.
7. Proof of Theorem 5.6 for N ¿ 3
By Lemma 4.5 we can assume that E(G) is in"nite. Put A := (i)06i¡N . We
distinguish two cases.
7.1. V ∗(G) is in7nite
If r is a positive integer, we will denote by Sr(G;A) the set of all connected
A-separators in G of cardinality r. Let r(A) be the smallest integer r such that Sr(G;A)
is non-empty, and let r¿ r(A).
Claim 7.1. Sr(G;A) is 7nite.
Proof. Because A has at least three elements and because the elements of Sr(G;A)
are connected by construction, any two elements of this set are non-disjoint. Let
S ∈Sr(G;A). Because S is "nite and G is locally "nite, for every x∈ S, there are only
"nitely many connected subsets of V (G) of cardinality r which contains x. Therefore
Sr(G;A) is "nite.
In the following we will put Zr(G;A) :=
⋃
Sr(G;A). This set is "nite by
Claim 7.1.
Claim 7.2. Zr(G − a;A) = Zr(G;A) for almost all a∈V ∗(G).
Proof. Obviously Sr(G;A) ⊆Sr(G− a;A) for every a∈A := V ∗(G)−Zr(G;A). Put
S∗ :=
⋃
a∈ASr(G−a;A). Let S ∈S∗−Sr(G;A), A(S) := {a∈A: S ∈Sr(G−a;A)},
and a∈A(S). Since S is an A-separator in G−a but not in G, the vertex a is a cutvertex
of CG−S(a). Hence A(S)∈V ∗(G) −
⋃
X∈CG−S V
∗(X ). By Lemma 4.6, the set A(S) is
then "nite. Therefore the set (V ∗(G) ∩ Zr(G;A)) ∪
⋃{A(S): S ∈S∗ −Sr(G;A)} is
"nite.
Claim 7.3. G is reconstructible.
Proof. Let H  G and let  be a hypomorphism of G onto H . By Proposition 5.5, there
exists a unique strongly invariant family A′=(′i)06i¡N of subsets of E(H) such that,
for every hypomorphism  of G onto H , every x∈V (G) and every isomorphism ’x of
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G−x onto H−(x), there is a permutation  of {0; : : : ; N−1} such that ’˜x(i)=′(i)
for 06 i¡N . Let r¿max{r(A); r(A′)}. By Claim 7.2 and since V ∗(G) is in"nite,
’a(G[Zr(G;A)]=H [Zr(H;A′)] for in"nitely many a. Hence G ∼= H by Lemma 4.4.
7.2. V ∗(G) is 7nite
We are done by Proposition 5.1 or by Theorem 5.2 if V ∗(G) is non-empty or if G
contains a free end. Then we will assume that G is a tree without pendant vertices and
free ends. Since the i’s are pairwise "nitely separable and since N¿ 3, by Lemma
6.5, there exists a unique minimal connected "nite A-separator ZG in G. For x∈V (G)
denote by ZG−x the unique minimal connected "nite A-separator in G − x. Let
D(G) :=
⋃
06i¡j¡N
⋃
{V (D): D is an (i; j)-double ray}
and
A(G) :=
{
V (G)− D(G) if D(G) 	= V (G);
V (G) otherwise:
Claim 7.4. A(G) is in7nite and ZG = ZG−a for almost all a∈A(G).
Proof. Case 1: D(G) 	= V (G). Let a∈V (G)−D(G). Since G has no pendant vertex,
there is a unique ray R=〈x0; x1; : : :〉 in G such that V (R)∩ZG={x0} and xn=a for some
n¿ 0. Then R 	∈ ⋃06i¡j¡n(⋃i) by the de"nition of D(G). Therefore xp 	∈ D(G) for
every p¿ n, which proves that A(G) is in"nite. Furthermore obviously ZG = ZG−xp
by the construction of ZG and the fact that xp 	∈ D(G).
Case 2: D(G)=V (G). Then A(G)=V (G) is in"nite. Let X be the set of vertices of
G such that x∈X either if x∈ZG or if all internal vertices of the unique (ZG; x)-path
in G have degree two. This set X is "nite because ZG is "nite and G is locally "nite
and has no free end. Let x∈X − ZG be such that dG(x)¿ 3. Since x∈D(G) − ZG
and because ZG is an A-separator, there exists i, 06 i6N − 1, such that every ray
originating at some vertex z ∈ZG and containing x belongs to
⋃
i. Moreover, since
dG(x)¿ 3 and because G has no pendant vertex, there are at least two such rays R and
R′ such that R∩R′ is the unique (z; x)-path in G. Therefore, for every a∈V (CG−ZG (x))
with dG(ZG; a)¿dG(ZG; x), there exists a ray in G − a originating at z containing x
and which belongs to
⋃
i. This proves that ZG = ZG−a by the construction of ZG.
Consequently ZG = ZG−a for almost all a∈A(G).
Claim 7.5. G is reconstructible.
Proof. Let H  G and let  be a hypomorphism of G onto H . By Proposition 5.5,
there exists a unique strongly invariant family A′=(′i)06i¡N of subsets of E(H) such
that, for every hypomorphism  of G onto H , every x∈V (G) and every isomorphism
’x of G − x onto H − (x), there is a permutation  of {0; : : : ; N − 1} such that
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’˜x(i)=′(i) for 06 i¡N . The graph H is clearly a tree which contains no pendant
vertices and no free ends. Then we can analogously de"ne ZH and A(H).
Note that (A(G)) = A(H). Then Claim 7.4 implies that ’a(G[ZG]) = H [ZH ] for
in"nitely many a. Consequently G ∼= H by Lemma 4.4.
8. Proof of Theorem 5.6 for N = 2 and with m(0 ∪ 1) innite or |0 ∪ 1|¿ 2
By Lemma 4.5 we can assume that E(G) is in"nite, otherwise we are done. Suppose
that m(0 ∪ 1) is "nite. Then 0 ∪ 1 is also "nite and has at least three elements.
Then clearly the family ({})∈0∪1 is strongly invariant, and we are done by the
results of Section 7. Therefore we will assume that m(0∪1) is in"nite. Then m(i)
is in"nite for some i, say i = 0.
As in the preceding section we distinguish two cases.
8.1. V ∗(G) is in7nite
If r is a positive integer, we will denote by Sr(G;0) the set of all connected
(0; 1)-separators in G of cardinality r. Let r(0) be the smallest integer r such that
Sr(G;0) is non-empty, and let r¿ r(0). We will denote by Sultr (G;0) the set of
all ultimate elements of Sr(G;0). By Lemma 6.3 this set is non-empty.
Claim 8.1. Sultr (G;0) is 7nite.
Proof. By the de"nition of Sultr (G;0), any two elements of this set are non-disjoint.
Let S ∈Sultr (G;0). Because S is "nite and G is locally "nite, for every x∈ S, there
are only "nitely many connected subset of V (G) of cardinality r which contains x.
Therefore Sultr (G;0) is "nite.
In the following we will put Zr(G;0) :=
⋃
Sultr (G;0), and we will prove that
Zr(G− a; 0)=Zr(G;0) for almost all a∈V ∗(G). In the proofs of the two following
claims we will put Z := Zr(G;0) and Zx := Zr(G − x; 0) for every x∈V (G).
Claim 8.2. For every a∈V ∗(G), if Zr(G − a; 0) 	= Zr(G;0), then there are only
7nitely many x∈V ∗(G) such that Zr(G − x; 0) = Zr(G − a; 0).
Proof. Let a∈V ∗(G). Suppose that the set A := {x∈V ∗(G)− Z : Zx = Za} is in"nite.
Let x∈A. Clearly Sultr (G;0) ⊂ Sr(G − x; 0) since x 	∈ Z . Then there exists an
Sx ∈Sultr (G − x; 0) −Sr(G;0). Then, since Za is "nite, there exists S ⊆ Za such
that the set B := {x∈A: Sx = S} is in"nite. Due to the local "niteness of G, there is a
component X of G− S such that C := B∩ V (X ) is in"nite. Each vertex x∈C is then
a cutvertex of X since S 	∈ Sr(G;0). This implies that in"nitely many elements of
V ∗(G) are cutvertices of X , contrary to Lemma 4.6.
Claim 8.3. Zr(G − a; 0) = Zr(G;0) for almost all a∈V ∗(G).
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Proof. Assume that Za 	= Z for in"nitely many a∈V ∗(G). Since Z is "nite and V ∗(G)
in"nite, the set A := {a∈V ∗(G)−Z : Za 	= Z} is in"nite. For every a∈A, the elements
of Sultr (G−a; 0) are pairwise non-disjoint connected subsets of V (G−a) of cardinality
r. Hence diam(G[Za])6 2r.
First we show that, for every a∈A, Zb ∩ Za 	= ∅ for only "nitely many b∈A. Since
diam(G[Zb])6 2r for every b∈A, the set
⋃{Zb: b∈A and Zb ∩ Za 	= ∅} induces a
subgraph of G whose diameter is at most 4r, and thus which is "nite since G is
locally "nite. The result is then a consequence of Claim 8.2. Therefore, without loss of
generality, we can assume that the Za’s, a∈A, are pairwise disjoint, and in particular
that they are disjoint from Z .
Let a∈A. Let S ∈Sultr (G−a; 0)−Sr(G;0). Then Z−V (CG−S(0)) 	= ∅ because
Sultr (G;0) ⊂Sr(G−a; 0) since a 	∈ Z . Therefore Z∩V (CG−S(0))=∅ because Z is
connected and disjoint from Za. On the other hand, since S is not an (0; 1)-separator
in G, there is an (0; 1)-double ray D in G which does not meet S. Hence D ⊆
CG−S(0). Therefore, Z ∩ V (D) 	= ∅ implies that Z ∩ V (CG−S(0)) 	= ∅, contrary to
what precedes.
Claim 8.4. G is reconstructible.
Proof. We analogously de"ne Zr(G;1) when m(1) is in"nite, and we put Zr(G;1)
:= ∅ and r(1) := 0 if m(1) is "nite. Suppose that m(1) is in"nite and that r¿max
{r(0); r(1)}. Then, by Claim 8.3, Zr(G − a; 0) = Zr(G;0) and Zr(G − a; 1) =
Zr(G;1) for almost all a∈V ∗(G). Hence Zr(G− a; 0)∪Zr(G− a; 1)=Zr(G;0)∪
Zr(G;1) for almost all a∈V ∗(G).
Let H  G and let  be a hypomorphism of G onto H . By Proposition 5.5, there
exists a unique strongly invariant family (′i)06i61 of subsets of E(H) such that,
for every hypomorphism  of G onto H , every x∈V (G) and every isomorphism
’x of G − x onto H − (x), there is a permutation  of {0; 1} such that ’˜x(i) =
′(i) for 06 i6 1. Clearly m(
′
0 ∪ ′1) is in"nite. Without loss of generality we can
suppose that m(′0) is in"nite. Note that m(
′
1) is "nite if and only if m(1) is, since
H  G.
Let r¿max{r(0); r(1); r(′0); r(′1)}. Put ZG := Zr(G;0)∪Zr(G;1) and ZH :=
Zr(H;′0) ∪ Zr(H;′1). Then Claim 8.3 implies that ’a(G[ZG]) = H [ZH ] for in"nitely
many a. Therefore G ∼= H by Lemma 4.4.
8.2. V ∗(G) is 7nite
Claim 8.5. G is reconstructible.
Proof. We are done by Proposition 5.1 or by Theorem 5.2 if V ∗(G) is non-empty or
if G contains a free end. Then we will assume that G is a tree without pendant vertices
and free ends. Note that since m(0) is in"nite by assumption, this implies that 0
is also in"nite. By Lemma 6.4, there exists a unique minimal strongly ultimate "nite
(0; 1)-separator S0. If m(1) is in"nite we analogously de"ne S1. Otherwise we put
S1 := ∅ if m(1) is "nite. Finally let ZG be the vertex set of the minimal subtree of
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G that contains S0 ∪ S1. We de"ne A(G) exactly as in 7.2section ??7.2, and Claim 7.4
remains valid in this case.
Let H  G and let  be a hypomorphism of G onto H . By Proposition 5.5, there
exists a unique strongly invariant family (′i)06i61 of subsets of E(H) such that, for
every hypomorphism  of G onto H , every x∈V (G) and every isomorphism ’x of
G − x onto H − (x), there is a permutation  of {0; 1} such that ’˜x(i) = ′(i) for
06 i6 1. Clearly m(′0 ∪ ′1) is in"nite. Without loss of generality we can suppose
that m(′0) is in"nite. Note that m(
′
1) is "nite if and only if m(1) is, since H  G.
Since H is clearly a tree containing no pendant vertices and no free ends, we can
analogously de"ne ZH and A(H). The rest of the proof is the same as the end of the
proof of Claim 7.5.
9. Proof of Theorem 5.6 for N = 2 with |0 ∪ 1| = 2 and m(0 ∪ 1) nite
Put i = {i} for i = 0; 1. We will need a lot of results before proving the main
theorem.
9.1. (0; 1)-separators of minimal cardinality
Given two particular ends 0 and 1 of a locally "nite connected graph G we denote
by S(G; 0; 1), or simply S(G), the set of all "nite (0; 1)-separators in G which are
minimal with respect to inclusion.
Proposition 9.1. Let S; T ∈S(G). The following assertions are equivalent:
(i) CG−S(0) ⊆ CG−T (0).
(ii) T ∩ V (CG−S(0)) = ∅.
(iii) CG−T (1) ⊆ CG−S(1).
(iv) S ∩ V (CG−T (1)) = ∅.
The proof of this result, as well as those of Propositions 9.2, 9.4 and 9.15, are
immediate, so we leave them to the reader. For S; T ∈S(G) we write S G T (or
S  T if no confusion is likely) if S; T satisfy the conditions of Proposition 9.1. The
relation  is clearly an order on S(G).
Proposition 9.2. The poset (S(G);) is a lattice such that, for every family (Si)i∈I
of elements of S(G):
(i) If (Si)i∈I has an upper bound, then it has a least upper bound
∨
i∈I Si and
∨
i∈I
Si =BG
(⋃
i∈I
Si;CG−⋃i∈I Si(1)
)
:
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(ii) If (Si)i∈I has a lower bound, then it has a greatest lower bound
∧
i∈I Si and∧
i∈I
Si =BG
(⋃
i∈I
Si;CG−⋃i∈I Si(0)
)
:
Most of the (0; 1)-separators with which we will have to work will be the (0; 1)-
separators of minimal cardinality. So we set:
Sr(G) := {S ∈S(G): |S|= r} for some positive integer r;
rG := min{|S|: S ∈S(G)};
nG := |SrG (G)|:
We recall a part of Halin’s generalization of Menger’s Theorem.
Lemma 9.3 (Halin [7]). rG is equal to the maximal number of pairwise disjoint
(0; 1)-double rays in G.
If follows immediately that rG6m(i) for i= 0; 1. In this whole subsection, / will
denote a set of rG pairwise disjoint (0; 1)-double rays in G. From Lemma 9.3, it
follows that, for every S ∈SrG (G), S ⊆ V (
⋃
/) and |S ∩ V (D)|= 1 for each D∈/.
Proposition 9.4. The poset (SrG (G);) is a sublattice of (S(G);) which satis7es
the following properties:
(i) For S; T ∈SrG (G), S  T if and only if, for each D∈/, the only vertex in
S ∩ V (D) is encountered before the one in T ∩ V (D) when one proceeds along
D from 0 to 1.
(ii) If a family (Si)i∈I of elements of SrG (G) has an upper bound, then
∨
i∈I Si ∈SrG
(G) and∨
i∈I
Si =
{
xD: D∈/ and xD is the last vertex of V (D) ∩
(⋃
i∈I
Si
)
encountered when one proceeds along D from 0 to 1
}
:
(iii) If a family (Si)i∈I of elements of SrG (G) has a lower bound, then
∧
i∈I Si ∈
SrG (G) and∧
i∈I
Si =
{
xD: D∈/ and xD is the 7rst vertex of V (D) ∩
(⋃
i∈I
Si
)
encountered when one proceeds along D from 0 to 1
}
:
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We introduce a few notations. We will use the symbol ‖ to denote non-comparability:
for S; T ∈SrG (G) we write S‖GT if S G T and T G S. Moreover we will write
S ≈G T if S = T or S‖GT , and S wG T if S G T or S‖GT . For S wG S ′ we de"ne
[[S; S ′]G := {T ∈SrG (G): S wG T G S ′}:
[S; S ′]]G and [[S; S
′]]G are de"ned analogously. Given an arbitrary subset < of SrG (G),
we de"ne
↓G < := {S ∈SrG (G): S G S ′ for some S ′ ∈<}
and
↑G < := {S ∈SrG (G): S ′ G S for some S ′ ∈<}:
If no confusion is likely we will delete the symbol G in each preceding notation. For
example we will write ‖ and ↓ for ‖G and ↓G, respectively.
If D is an (0; 1)-double ray, x∈V (D) and i = 0; 1, D[x; i) will denote the ray in
D originating at x and belonging to i, and we put D(x; i) := D[x; i) − {x}. More
generally, if S and T are "nite (0; 1)-separators with S  T , then, for i = 0; 1, we
put
G[S; i) := G[S ∪ V (CG−S(i))] and G[S; T ] := G[S; 1) ∩ G[T; 0):
Lemma 9.5. Let S ∈SrG (G), x∈ S, and for every y∈ S let Dy be the element of /
which contains y. Furthermore let i∈{0; 1} and < := {T ∈SrG (G): T∩V (Dx[x; i)) 	=
∅}. Then (⋃<) ∩ V (Dy(y; 1−i)) is 7nite for every y∈ S − {x}.
Proof. Obviously we are done if rG = 1. Suppose that rG¿ 2. Assume that i= 0 and
suppose that (
⋃
<) ∩ V (Dy(y; 1)) is in"nite for some y∈ S − {x}. Let (Pn)16n6rG
be a family of pairwise disjoint (V (Dx(x; 1); V (Dy(y; 1))-paths. Since the set (
⋃
<)∩
V (Dy(y; 1)) is in"nite, there exists a vertex z in this set such that Dy[z; 1) does
not meet any Pn’s. Let S ′ ∈< be such that z ∈ S ′. By the de"nition of < and the
choice of z, |S ′ ∩ ⋃16n6rG V (Pn)|6 rG − 2. Hence there is n with 16 n6 rG such
that S ′ ∩ V (Pn) = ∅. Therefore, if ux and uy are the endvertices of Pn in Dx and Dy,
respectively, then Dy(y; 0) ∪ Pn ∪ Dx(x; 1) is an (0; 1)-double path which does not
meet S ′, contrary to the fact that S ′ is an (0; 1)-separator.
Proposition 9.6. For every x∈V (G) there are only 7nitely many S ∈SrG (G) which
contains x.
Proof. Let / be a family of rG pairwise disjoint (0; 1)-double rays, and let Dx be
the element of / which contains x. Put < := {S ∈SrG (G): x∈ S}. Then, by Lemma
9.5, (
⋃
<) ∩ V (D) is "nite for every D∈/− {Dx}. Therefore < is "nite.
Corollary 9.7. For every S ∈SrG (G) the set {S ′ ∈SrG (G): S ′ ∩ S 	= ∅} is 7nite.
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Proposition 9.8. Let S; T ∈SrG (G). For for every x∈ S, let Dx be the element of /
which contains x, and for i=0; 1 let Ti := T∩V (G[S; i)) and Si := {s∈ S: V (Ds[s; i))∩
Ti 	= ∅}. Then Si ∪ T1−i ∈SrG (G) for i = 0; 1.
Proof. This is a straightforward consequence of Proposition 9.4, since by this result
S0 ∪ T1 = S ∨ T and S1 ∪ T0 = S ∧ T .
Corollary 9.9. For every S ∈SrG (G) the set {S ′ ∈SrG (G): S ′‖S} is 7nite.
Proof. By Corollary 9.7 the set < := {S ′ ∈SrG (G): S ′ ∩ S 	= ∅} is "nite. Moreover,
by Proposition 9.8, if <′ := {S ′ ∈SrG (G): S ′‖S}, then
⋃
<′ ⊆ ⋃<. Hence <′ is
"nite.
Corollary 9.10. Every antichain of SrG (G) is 7nite.
Corollary 9.11. For all S; T ∈SrG (G) with S wG T , the intervals [[S; T ], [S; T ]] and
[[S; T ]] are 7nite.
This is a consequence of Proposition 9.4 and of Corollary 9.9.
Proposition 9.12. Let (Si)i∈I be a family of elements of SrG (G) having an upper
bound. Then
CG−∨i∈I Si(0) =
⋃
i∈I
CG−Si(0):
Proof.
⋃
i∈I CG−Si(0) ⊆ CG−∨i∈I Si(0) by the de"nition of the order relation . Con-
versely suppose that there exists a vertex a∈V (CG−T (0) −
⋃
i∈I CG−Si(0)) where
T :=
∨
i∈I Si. Let / be a family of rG pairwise disjoint (0; 1)-double rays. Let W
be a (T; {a})-path with V (W ) ∩ T = {x1} such that W ∩ (
⋃
/) ⊆ D1 where D1 is
the element of / which contains x1. Since T ⊆
⋃
i∈I Si, there exists i∈ I such that
x1 ∈ Si. Since a 	∈ V (CG−Si(0)), it follows that, on the one hand W ∩ D1 = 〈x1〉,
and on the other hand any ray R∈ 0 in G[T; 0) originating at x1 and containing
W as a subpath meets Si − {x1}, and thus meets
⋃
(/ − {D1}). Hence there exist
D2 ∈/− {D1}, x2 ∈V (D2)− T and an (x1; x2)-path P containing a such that V (P) ∩
V (
⋃
/) = {x1; x2} and V (D2(x2; 0)) ∩ T = ∅. Because T =BG(
⋃
i∈I Si;CG−
⋃
i∈I Si(0))
and since V (D2(x2; 0)) ∩ T = ∅, there is x′2 ∈V (D2) ∩ T such that x2 ∈V (D2[x′2; 0)).
Since T ⊆ ⋃i∈I Si and a 	∈ V (⋃i∈I CG−Si(0)), there is also j∈ I such that x′2 ∈ Sj.
Then, if x1 	∈ Sj, it follows that D1[x1; 1) ∪ P ∪ D2[x2; 0) is an (0; 1)-double ray
which does not meet Sj, contrary to the fact that Sj is an (0; 1)-separator. Therefore
x1; x′2 ∈ Sj, and thus a∈V (CG−Sj (0)), contrary to the hypothesis.
In order to recall the second part of Halin’s generalization of Menger’s Theorem
we introduce the following terminology. Given a "nite A ⊆ V (G) and ∈E(G), we
will call (A; )-ray a ray of G belonging to  and having only its origin in A, and
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(A; )-separator a "nite S ⊆ V (G) such that A ∩ V (G[S; )) = ∅, and we will denote
by SG(A; ) the set of all (A; )-separators of minimal cardinality.
Lemma 9.13 (Halin [7]). Let x∈V (G), ∈E(G), and S ∈SG({x}; ). Then |S| is
equal to the maximal number of pairwise internally disjoint ({x}; )-rays.
Corollary 9.14. Let A be a 7nite subset of V (G), ∈E(G), and S ∈SG(A; ). Then
|S| is equal to the maximal number of pairwise internally disjoint (A; )-rays.
Proof. Let H be the graph obtained by contracting A onto a single vertex a and by
joining a to all elements of NG(A). This graph H is locally "nite since G is locally
"nite and A is "nite. Moreover clearly SG(A; ) =SH ({a}; ′), where ′ is the end of
H which naturally corresponds to  (i.e., the only end of H such that ′ ∩  	= ∅); and
every set of pairwise internally disjoint (A; )-rays in G gives rise to a set of pairwise
internally disjoint ({a}; )-rays in H of the same cardinality, and conversely. The result
is then a simple consequence of Lemma 9.13.
Before coming back to the (0; 1)-separators, we will give a few results about
(A; )-separators which are analogous to those we already gave for (0; 1)-separators
and that we will need later. If > is a set of pairwise internally disjoint (A; )-rays of
maximal cardinality, then, by Corollary 9.14, for every S ∈SG(A; ), S ⊆ V (
⋃
>) and
|S∩V (R)|=1 for each R∈>. The relation  on SG(A; ) such that, for S; T ∈SG(A; ),
S  T if CG−T () ⊆ CG−S(), is clearly an order relation which satis"es the following
properties.
Proposition 9.15. The poset (SG(A; );) is a lattice such that:
(i) If > is a set of pairwise internally disjoint (A; )-rays of maximal cardinality,
then, for S; T ∈SG(A; ), S  T if and only if, for each R∈>, the only vertex in
S ∩V (R) is encountered before the one in T ∩V (R) when one proceeds along R from
A to .
(ii) If a family (Si)i∈I of elements of SG(A; ) has an upper (resp. lower) bound,
then it has a least upper (resp. greatest lower) bound. In particular (SG(A; );)
has a smallest element.
Proposition 9.16. rG=m(0) (resp. rG=m(1)) if and only if SrG (G) has no smallest
(resp. greatest) element.
Proof. (a) Assume that rG = m(0), and suppose that SrG (G) has a smallest element
S. For each D∈/ denote by xD the only element of S ∩V (D). Then (D[xD; 0))D∈/ is
a family of pairwise (internally) disjoint (S; 0)-rays of maximal cardinality rG=m(0).
By Corollary 9.14, there exists T ⊆ V (G) with |T |= rG such that S ∩V (G[T; 0))= ∅.
Therefore T is an (0; 1)-separator of cardinality rG, and thus an element of SrG (G)
such that T ≺ S, contrary to the fact that S is the smallest element of SrG (G).
(b) Conversely assume that SrG (G) has no smallest element. By Lemma 9.3, we
have rG6min{m(0); m(1)}. Suppose that rG ¡m(0).
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Let > be a family of m(0) pairwise disjoint rays belonging to 0. Let D∈/, and let
RD be a ray of / belonging to 0. For each R∈>, because R and RD are end-equivalent,
there exists an in"nite (V (R); V (R/))-linkage (PRn )n∈N. Since SrG (G) has no smallest
element, RD meets in"nitely many elements of SrG (G). It follows, by Corollary 9.7,
that RD meets in"nitely many pairwise disjoint elements of SrG (G). Then there are
S ∈SrG (G) and p¿rG such that, for every R∈>, PRn is not a path of CG−S(0) for
every n with 06 n¡p. Since p¿rG and because the paths PRn ’s are pairwise disjoint,
it follows that there exists some n with 06 n¡p such that PRn ∩G[S; 0)=∅ for every
ray R∈>. This implies that V (R) ∩ S 	= ∅ for every R∈>, contrary to the facts that
the elements of > are pairwise disjoint and that |S|¡ |>|. Consequently rG = m(0).
The proof of the characterization of rG = m(1) is analogous.
Proposition 9.17. If SrG (G) has no smallest (resp. greatest) element, then for ev-
ery end  of G distinct from 0 (resp. 1) there exists an (0; )-separator (resp.
(1; )-separator in SrG (G).
Proof. Suppose that SrG (G) has no smallest element. Let T be a connected "nite
{0; 1; }-separator. Since T is in particular an (0; 1)-separator, T meets every D∈/.
Hence, due to the "niteness of T and the fact that SrG (G) has no smallest element,
(T ∩ (⋃/))∩V (CG−S(0)) = ∅ for some S ∈SrG (G). Therefore T ∩V (CG−S(0)) = ∅
since T is connected, and thus CG−S(0) ⊆ CG−T (0), which implies that CG−S(0) 	=
CG−S().
The proof is analogous if SrG (G) has no greatest element.
Corollary 9.18. nG is in7nite if and only if rG =min{m(0); m(1)}. Moreover, if nG
is in7nite, then a ray R meets in7nitely many elements of SrG (G) if and only if R∈ i
for some i∈{0; 1} such that m(i)6m(1−i).
Proof. If nG is in"nite, then SrG (G) has no smallest element or no greatest element.
Then nG is in"nite if and only if rG =min{m(0); m(1)} by Proposition 9.16.
Assume that nG is in"nite, and thus that rG =min{m(0); m(1)}. Suppose that rG =
m(0)6m(1). Let R be a ray of G. Without loss of generality we can suppose that
R 	∈ 1, and thus, either because SrG (G) has a greatest element or by Proposition
9.17, there is some S ∈SrG (G) such that T ∩ V (R) = ∅ for every T ∈ ↑ S. Then, by
the de"nition of the end-equivalence and by Proposition 9.16, R∈ 0 if and only if
R ∩ CG−S(0) 	= ∅ for every S ∈SrG (G). On the other hand, any ray belonging to 0
contains a subray which can be extended to an (0; 1)-double ray. Therefore, R∈ 0 if
and only if there is S ∈SrG (G) such that T ∩ V (R) 	= ∅ for every T ∈ ↓ S.
In the following results of this subsection we will assume that rG =m(0) =m(1).
Lemma 9.19. Let S ∈SrG (G) and p∈N. Then there exist Sp0 ; Sp1 ∈SrG (G) with Spi ⊆
V (CG−S(i)) for i=0; 1 such that for every family (Dn)16n6rG of rG pairwise disjoint
(0; 1)-double rays, there exists, in G[S
p
0 ; S]−S and in G[S; Sp1 ]−S and for all n 	= n′,
a family of p pairwise disjoint (V (Dn); V (Dn′))-paths.
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Proof. For each s∈ S denote by Ds the element of / which contains s. We will prove
the existence of Sp0 by induction on p. This is obvious if p= 0. Suppose that this is
true for some p¿ 0. Since two rays which belong to a same end are in"nitely linked,
it follows that for all s; s′ ∈ S there exists a (V (Ds(s; 0); V (Ds′(s′; 0))))-path P(s; s′)
in CG−Sp0 (0). Then, by Proposition 9.16, there is an element of SrG (G), say S
p+1
0 ,
such that Sp+10 ≺ Sp0 and P(s; s′) ⊆ G[Sp+10 ; Sp0 ]− Sp0 for all s; s′ ∈ S.
Let (Dn)16n6rG be a family of rG pairwise disjoint (0; 1)-double rays. Since S
p+1
0 ∈
SrG (G), Dn must meet S
p+1
0 for all n with 16 n6 rG. We claim that there exists a
(V (Dn); V (Dn′))-path in G[S
p+1
0 ; S
p
0 ]−Sp0 for all n; n′ with 16 n¡n′6 rG. Let x and
x′ be the only elements of the intersections of Sp+10 with Dn and Dn′ , respectively;
and let s and s′ be the elements of S such that x∈V (Ds) and x′ ∈V (Ds′). By the
construction of Sp+10 , there exists a (V (Ds); V (Ds′))-path P(s; s
′) in G[Sp+10 ; S
p
0 ]− Sp0 .
Therefore the graph (Dn ∪Dn′ ∪Ds ∪Ds′ ∪ P(s; s′))∩ (G[Sp+10 ; Sp0 ]− Sp0 ) is connected,
and thus it contains a (V (Dn); V (Dn′))-path P(Dn; Dn′). This path is then disjoint from
the p pairwise disjoint (V (Dn); V (Dn′))-paths which exist in the subgraph G[S
p
0 ; S]−S
by the induction hypothesis.
The existence of Sp1 is proved analogously.
Let k¿ 1. For S ∈SrG (G) and A ⊆ V (G) such that |A|= k and rG−A = rG, let
T(S; A) :=
{
T ∈SrG (G − A)−
⋃
B⊂A
SrG (G − B): T‖G−AS
}
and
Ak(S) := {A ⊆ V (G): |A|= k; rG−A = rG and T(S; A) 	= ∅}:
Proposition 9.20. Let k¿ 1 and S ∈SrG (G). There exist Uk0 ; U k1 ∈SrG (G) with Uki ⊆
V (CG−S(i)) for i = 0; 1 such that A ∪ T ⊆ V (G[Uk0 ; U k1 ]) for all A∈Ak(S) and
T ∈T(S; A).
Proof. Let SrG+k0 and S
rG+k
1 be the elements of SrG (G) which satisfy the properties
of Lemma 9.19 for p = rG + k. Put Uki := S
rG+k
i for i = 0; 1. Let A∈Ak(S). Since
rG−A = rG there is a set /A of rG pairwise disjoint (0; 1)-double rays in G − A. For
each s∈ S denote by DAs the element of /A which contains s.
Claim 1: T ∈V (G[Uk0 ; U k1 ]) for every T ∈T(S; A).
Let T ∈T(S; A). Suppose that T ∩ V (CG−Uki (i)) 	= ∅ for some i∈{0; 1}, say i=0,
and let t ∈T ∩V (CG−Uk0 (0)). Since T‖G−AS, it follows that T ∩V (CG−S(1)) 	= ∅, and
thus that |T ∩V (G[Uk0 ; S]−S)|¡rG−1. Let s(t) and s be the elements of S such that
t ∈V (DAs(t)) and T ∩V (DAs (s; 1)) 	= ∅. Since |T ∩V (G[Uk0 ; S]−S)|¡rG−1, it follows
by Lemma 9.19 that there is a (DAs ; D
A
s(t))-path P(D
A
s ; D
A
s(t)) in G[U
k
0 ; S]−S which does
not meet A∪T . Therefore, if y(s) and y(t) are the endvertices of P(DAs ; DAs(t)) in DAs and
DAs(t), respectively, then D
A
s [y(s); 0) ∪ P(DAs ; DAs(t)) ∪DAs(t)[y(t); 1) is an (0; 1)-double
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ray of G−A which does not meet T , contrary to the hypothesis that T ∈SrG (G−A).
Consequently T ∩ V (CG−Uk0 (0)) = ∅.
Claim 2: A ⊆ V (G[Uk0 ; U k1 ]).
Suppose A * V (G[Uk0 ; U k1 ]). Then A ∩ V (CG−Uki (i)) 	= ∅ for some i∈{0; 1}, say
i=0. Let a∈A∩V (CG−Uk0 (0)) and let B := A−{a}. By the de"nition of T(S; A); T 	∈
SrG (G − B). Then there is an (0; 1)-double ray D of G − B which does not meet T .
Let u be the last vertex in Uk0 ∩V (D) encountered when one proceeds along D from 0
to 1, and let s∈ S be such that u∈V (DAs ). Because T ∩ V (CG−Uk0 (0)) = ∅ by Claim
1, it follows that DAs [u; 0)∪D[u; 1) is an (0; 1)-double ray of G−A which does not
meet T , contrary to the fact that T ∈T(S; A). This proves the claim and completes the
proof of the proposition.
Lemma 9.21. Let k ∈N and let U0; U1 ∈SrG (G) with U0 ≺ U1. Then there are only
7nitely many T ∈SrG+k(G) such that T ⊆ V (G[U0; U1]).
Proof. This is clear if k = 0. Let k ¿ 0 and let > be a set of rG pairwise disjoint
(U0; U1)-paths. Suppose that there are in"nitely many T ∈SrG+k(G) such that T ⊆
V (G[U0; U1]). Since each such T must meet every P ∈>, there exists S ⊆ V (
⋃
>) with
|S∩V (P)|=1 for every P ∈> and such that the set A(S) := {A ⊆ V (G[U0; U1]): |A|=k
and S ∪ A∈SrG+k(G)} is in"nite.
Since S 	∈ S(G), there is a (U0; U1)-path W that does not meet S. If k = 1, then
A(S) ⊆ V (W ). If k = 2, then for every x∈V (W ) such that S ∪ {x} 	∈ S(G), there
is a (U0; U1)-path Wx that does not meet S ∪ {x}, and therefore A(S) ⊆ V (W ) ∪⋃
x∈V (W ) V (Wx). By repeating this process we can easily prove that in every case A(S)
is "nite contrary to the hypothesis.
Corollary 9.22. Let k ∈N and S ∈SrG (G). Then the set Ak(S) and, for each A∈
Ak(S), the set T(S; A) are 7nite.
Proof. By Proposition 9.20, there exist U0; U1 ∈SrG (G) with Ui ⊆ V (CG−S(i)) for
i=0; 1 such that A∪T ⊆ V (G[U0; U1]) for every A∈Ak(S) and T ∈T(S; A). Since A∪
T ∈SrG+k(G) by the de"nition of T(G; A), it follows that the result is a consequence
of Lemma 9.21.
Let k ∈{1; 2}. For U0; U1 ∈SrG (G) with U0  U1 and A ⊆ V (G) such that |A|= k
and rG−A = rG, let
T(U0; U1; A) :=
{
T ∈SrG (G − A)−
⋃
B⊂A
SrG (G − B): U0 w G−A T w G−A U1
}
:
Proposition 9.23. Let k ∈{1; 2} and U0; U1 ∈SrG (G) with U0  U1. Then there
are only 7nitely many subsets A of V (G) such that |A| = k, rG−A = rG and
T(U0; U1; A) 	= ∅.
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Proof. If T is such that U0 G−A T G−A U1, then clearly A ⊆ V (G[U0; U1]) for
every A ⊆ V (G) such that |A|= k, rG−A = rG and A∪ T ∈SrG+k(G). By Lemma 9.21
only "nitely many elements of SrG+k(G) are contained in V (G[U0; U1]). Hence the
set of all subsets A such that T ∈SrG (G − A)−
⋃
B⊂ASrG (G − B) is "nite.
The result follows from the fact that, by Corollary 9.22, there are only "nitely many
A ⊆ V (G) such that T(Ui; A) 	= ∅ for i = 0; 1.
Proposition 9.24. For each x∈V (G) − ⋃SrG (G) there are S0; S1 ∈SrG (G) with
S0 ≺ S1 such that each T ∈SrG (G − x)−SrG (G) is such that S0 ≺G−x T ≺G−x S1.
Proof. Let U0; U1 ∈SrG (G) be such that U0 ≺ U1 and x∈V (G[U0; U1]). Then SrG
(G − x)−SrG (G) ⊆ [[U0; U1]]G−x. By the "niteness of this interval (Corollary 9.11)
there exist S0; S1 ∈SrG (G) with S0 ≺ U0 ≺ U1 ≺ S1 which have the required
property.
9.2. Translations and re?ections
In this subsection we will assume that rG = m(0) = m(1).
Lemma 9.25. Let < ⊆ SrG (G) and let f be an isomorphism of
⋃
S∈< G[S; 0) onto⋃
S∈< G[f(S); 0) such that S → f(S) is an order-preserving map of < into ↓ < with
f(S) ≺ S for every S ∈<. Then the three following conditions are equivalent:
(i) f˜(0) = 0.
(ii) f(CG−T (0)) = CG−f(T )(0) for every T ∈ ↓ <.
(iii) f(T )∈ ↓ < for every T ∈ ↓ <.
Proof. (i) ⇒ (ii): Suppose that f˜(0) = 0. It follows that f(G[S; 0)) = G[f(S); 0)
for every S ∈<. Let T ∈ (↓ <)− <. Then T ≺ S for some S ∈<, and thus G[T; 0) ⊆
G[S; 0). Since f is an isomorphism with f˜(0) = 0, f(CG−T (0)) is a connected
subgraph of G which contains the ray f(R) for each ray R in CG−T (0) which belongs
to 0.
Let T ′ := NG(f(CG−T (0))). Then f(T ) ⊆ T ′ since T =NG(CG−T (0)). Conversely,
let x∈T ′. Then x is adjacent to some vertex y∈V (f(CG−T (0))) ⊆ V (f(CG−S(0))),
and thus x; y∈V (f(G[S;0 ))). Hence, since f is an isomorphism, f−1(x); f−1(y)∈NG
(CG−T (0)) = T , which implies that x∈f(T ). Consequently f(T ) = T ′, and thus
f(CG−T (0)) = CG−f(T )(0).
(ii) ⇒ (iii): Let T ∈ ↓ <. We are done if T ∈<. Suppose T 	∈ <. Then T ≺ S for
some S ∈<. Hence by (ii) and the de"nition of ,
CG−f(T )(0) = f(CG−T (0)) ⊆ f(CG−S(0)) = CG−f(S)(0):
It follows that f(T ) is an (0; 1)-separator such that |f(T )|= |T | since f is bijective.
Therefore f(T )∈ ↓ <.
(iii) ⇒ (i): Suppose that (iii) is satis"ed, and let D be an (0; 1)-double ray and
R∈ 0 a ray of D∩
⋃
S∈< (G[S; 0)). Then V (R)∩ T 	= ∅ for every T ∈ ↓ <. Let S ∈<.
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Since f is an isomorphism such that f(S) ≺ S, it follows that the set {fn(S): n∈N}
is in"nite and that fn+1(S) ≺ fn(S) for every n∈N. Therefore R meets all fn(S)’s.
Hence, since f is an isomorphism of
⋃
S∈< G[S; 0) onto
⋃
S∈< G[f(S); 0), it fol-
lows that f(R) is a ray of
⋃
S∈< G[f(S); 0) which meets all f
n+1(S)’s. Consequently
f(R)∈ 0 by Proposition 9.17.
Denition 9.26. An 0-translation of G is a pair (<;f) where < ⊆ SrG (G) and f
is an isomorphism of
⋃
S∈< G[S; 0) onto
⋃
S∈< G[f(S); 0) such that S → f(S) is an
order-preserving map of < into ↓ < with f(S) ≺ S for every S ∈<, and which satis"es
the condition of Lemma 9.25. If < has an upper bound, then the 0-translation (<;f)
is said to be partial, otherwise it is said to be total.
If <= {S}, then we will write (S; f) for ({S}; f).
Lemma 9.27. Let (<;f) be an 0-translation of G. Then we have the following
properties:
(i) SrG (G) is in7nite and rG = m(0).
(ii) For every S ∈ ↓ < the restriction of f to V (G[S; 0)) is an isomorphism of
(G[S; 0); S) onto (G[f(S); 0); f(S)).
(iii) If (<;f) is partial, then f is an isomorphism of G[
∨
<; 0) onto G[f(
∨
<); 0)
such that the map f: T → f(T ) is an order-isomorphism of ↓
∨
< onto ↓
f(
∨
<).
(iv) If (<;f) is total, then f is an automorphism of G such that the map f:
T → f(T ) is an order-automorphism of SrG (G).
Proof. (i) is obvious by the properties of f and Proposition 9.16, and (ii) by Condition
(ii) of Lemma 9.25.
(iii): Assume that < has an upper bound. Then
∨
< = BG(
⋃
<;CG−⋃<(1)) ⊆⋃
< by Proposition 9.4, and CG−∨<(0)=⋃S∈< CG−S(0) by Proposition 9.12. Hence,
G[
∨
<; 0) ⊆
⋃
S∈< G[S; 0). On the other hand, for every S ∈<, G[S; 0) ⊆ G[
∨
<; 0)
since S ≺ ∨<. Therefore G[∨<; 0) =⋃S∈< G[S; 0). It follows "rst that
f(G[
∨
<; 0)) = f
(⋃
S∈<
G[S; 0)
)
=
⋃
S∈<
G[f(S); 0)
since (<;f) is an 0-translation, and secondly that
f(CG−∨<(0)) =f
(⋃
S∈<
CG−S(0)
)
=
⋃
S∈<
CG−f(S)(0) by Lemma 9:25(ii)
=CG−∨S∈< f(S)(0) by Proposition 9:12:
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Consequently f(
∨
<) =NG(f(CG−∨<(0)) =∨S∈< f(S). Hence f(∨<) =∨S∈< f(S)
because |f(∨<)|= |∨<|= |∨S∈< f(S)|. The 0-translation f is then an isomorphism
G[
∨
<; 0) onto G[f(
∨
<); 0).
As a consequence of this result, the conditions (ii) and (iii) of Lemma 9.25 can be
extended to all T ∈ ↓ ∨<. Moreover, for all T; T ′ ∈ ↓ ∨<,
T  T ′⇔CG−T (0) ⊆ CG−T ′(0)
⇔f(CG−T (0)) ⊆ f(CG−T ′(0))
⇔CG−f(T )(0) ⊆ CG−f(T ′)(0) by Lemma 9:25(ii)
⇔f(T )  f(T ′):
This proves that f is an order-isomorphism of ↓
∨
< onto ↓ f(∨<).
(iv): Assume that < has no upper bound. Then < is a co"nal subset of SrG (G).
Hence f is an automorphism of G since
⋃
S∈< G[S; 0) = G =
⋃
S∈< G[f(S); 0), and
with the same proof as that in (ii) we can prove that f is an order-automorphism of
SrG (G).
Proposition 9.28. Let f be a map between two subsets of V (G). Then (<;f) is a
partial 0-translation for some < ⊆ SrG (G) if and only if (S; f) is an 0-translation
for some S ∈SrG (G).
Proof. Let < ⊆ SrG (G) be such that (<;f) is a partial 0-translation of G. We
are done if
∨
<∈<. Assume that ∨< 	∈ <. Then, by Lemma 9.27(iii), f is an
isomorphism of G[
∨
<; 0) onto G[f(
∨
<); 0) such that f˜(0)=0, and such that f is
an order-isomorphism of ↓ ∨< onto ↓ f(∨<). Therefore f is a lattice-isomorphism,
and thus f(
∨
<) =
∨
S∈< f(S). For every S ∈<, since f(S) ≺ S, it follows that∨
S∈< f(S)  S ≺
∨
< since
∨
< 	∈ < by assumption. Hence f(∨<) ≺ ∨<. Therefore
(
∨
<;f) is an 0-translation.
This set S will be called the origin of the 0-translation (S; f), and we will say that
(S; f) originates at S. We will say that an element S of SrG (G) is 0-translatable if
S is the origin of an 0-translation.
Proposition 9.29. Let f be a map between two subsets of V (G). Then the following
assertions are equivalent:
(i) (<;f) is a total 0-translation for some < ⊆SrG (G).
(ii) f is an automorphism of G and ({fn(S): n∈Z}; f) is an 0-translation for some
S ∈SrG (G).
(iii) f is an automorphism of G and there is an S ∈SrG (G) such that, for every
n∈Z, fn(S)∈SrG (G) and fn+1(S) ≺ fn(S).
Proof. (i) ⇒ (ii): Suppose that (<;f) is a total 0-translation. Then, by Lemma
9.27(iii), f is an automorphism of G such that the map f :T → f(T ) is an order-
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automorphism of SrG (G). Let S ∈<. By Corollary 9.11 the set [[f(S ′); S] is "-
nite. For every S ′ ∈< with S ≺ S ′ there exists a positive integer n(S ′) such that
fn(S
′)(S ′)∈ [[f(S ′); S]. Since [[f(S ′); S] is "nite and because < is a co"nal subset of
SrG (G), there exists T ∈ [[f(S ′); S] such that the set {S ′ ∈< : S ≺ S ′ and fn(S
′)(S ′)=
T} is a co"nal subset of SrG (G). Therefore, since (<;f) is an 0-translation, it follows
that ({fn(T ): n∈Z}; f) is also an 0-translation.
The implications (ii) ⇒ (i) and (ii) ⇒ (iii) are obvious.
(iii) ⇒ (ii): Suppose that f and S satisfy (iii). Then, for every n∈Z, the subgraph
G[fn(S); 0) contains fp(S) for every p¿ n. Therefore, since f is an automorphism
of G, f(G[fn(S); 0)) = G[fn+1(S); 0). Let R∈ 0. There exists n∈N such that R ∩
fp(S) 	= ∅ for every p¿ n by Corollary 9.18. Therefore, since fp+1(S) ≺ fp(S) for
every p, it follows that f(R) is a ray such that f(R)∩fp(S) 	= ∅ for every p¿n. This
implies that f(R)∈ 0 by Corollary 9.18 Hence f˜(0)=0, and thus ({fn(S): n∈Z}; f)
is an 0-translation.
Proposition 9.30. Let (<;f) be an 0-translation and S; T ∈<. Then |[[f(S); S]| =
|[[f(T ); T ]|.
Proof. Without loss of generality we can suppose that f(S) ≺ S and that T w S. Let
n be the least positive integer such that T ∈ [[fn+1(S); fn(S)]. Then f(T )∈ [[fn+2(S);
fn+1(S)]. Note that G[
∧
U≈f(T ) U;f
n+1(S)] ∼= G[∧U≈T U; fn(S)], and thus |[[f(T );
fn+1(S)]|= |[[T; fn(S)]|. Furthermore [[f(T ); T ] = [[f(T ); fn+1(S)]∪ ([[fn+1(S); T ]−
{fn+1(S)}). Hence
|[[f(T ); T ]|= |[[fn+1(S); T ]− {fn+1(S)}|+ |[[T; fn(S)]|
= |[[fn+1(S); T ]− {T}|+ |[[T; fn(S)]|
= |[[fn+1(S); fn(S)]|
= |[[f(S); S]|:
This cardinal |[[f(S); S]|, S ∈<, will be called the span of (<;f), and will be de-
noted by sp(<;f). By Corollary 9.11 this is a positive integer. The least of these inte-
gers will be called the 0-span of G and will be denoted by sp0(G). Any 0-translation
of G whose span is equal to sp0(G) will be say to be extremely 7ne.
Proposition 9.31. For every 0-translatable element S of SrG (G) there exists an ex-
tremely 7ne 0-translation originating at S.
Proof. Let (S0; f0) be an extremely "ne 0-translation. We distinguish two cases.
Case 1: S0 ≺ S.
Since S is 0-translatable, there exists f such that (S; f) is an 0-translation whose
span is minimal among the span of every 0-translation originating at S. Hence
sp(S0; f0)6 sp(S; f). We have to prove the converse inequality.
88 M. Chastand, N. Polat / Discrete Mathematics 270 (2003) 61–98
Let n be the smallest positive integer such that fn(S)  S0. Then g := f−n ◦f0 ◦fn
is an isomorphism of G[S; 0) onto G[g(S); 0) such that g˜(0) = 0. Therefore (S; g) is
an 0-translation. By the choice of f it follows that sp(S; f)6 sp(S; g)= |[[g(S0); S0]|.
On the other hand, Proposition 9.30 implies that
sp(S0; f0) = |[[f(S0); S0]|= |[[f0 ◦ fn(S0); fn(S0)]|
= |[[f−n ◦ f0 ◦ fn(S0); S0]|= |[[g(S0); S0]|
= sp(S; g):
Hence sp(S; f) = sp(S0; f0).
Case 2: S w S0.
Let n be the least positive integer such that S1 :=fn0(S0) ≺ S, and let f1 :=
f0|V (G[S1 ;0)). Then (S1; f1) is an extremely "ne 0-translation with S1 ≺ S. The re-
sult is then a consequence of Case 1.
Clearly the span of any extremely "ne total 0-translation is at least sp0(G). We
will show that it is equal to sp0(G).
Proposition 9.32. If the set T of all 0-translatable elements of SrG (G) has no upper
bound, then there exists an extremely 7ne total 0-translation whose span is sp0(G).
Proof. Let U; V ∈SrG (G) be such that U ≺ V and |[[U; V ]|¿ sp0(G). Then, for
every T ∈T with V ≺ T and every extremely "ne 0-translation (T; fT ) originat-
ing at T , there exists a positive integer n(T ) such that fn(T )T (T )∈ [[U; V ] because
|[[fn(T )+1T (T ); fn(T )T (T )]|= sp0(G)¿ |[[U; V ]|. Moreover, since T has no upper bound
and because, by Proposition 9.31, for each T ∈T there is an extremely "ne 0
-translation (T; fT ) originating at T , it follows that there exist an S ∈ [[U; V ] and an
in"nite subset T′ of T such that fn(T )T (T ) = S for every T ∈T′.
Construct three in"nite sequences S0; S1; : : :, T0;T1; : : : and (T0; f0); (T1; f1); : : : such
that:
• Tn+1 is an in"nite subset of Tn,
• Tn is the least element of Tn;
• Sn  Tn ≺ Tn+1,
• (Tn+1; fn+1) is an extremely "ne 0-translation such that fn+1(Sn+1)=Sn and fn+1|Si =
fi|Si for each i with 16 i6 n+ 1.
Let S0 := S, T0 ∈T′, T0 := {T ∈T′: T0  T} and f0 := fT0 . Suppose that S0; : : : ; Sn,
T0; : : : ;Tn; and (T0; f0); : : : ; (Tn; fn) have already been constructed for some n¿ 0.
Let T′n := {T ∈Tn: |[[S; T ]|¿sp0(G)}. Since each 0-translation (T; f) induces an
order-isomorphism f of ↓ T onto ↓ f(T ), it follows that, for every T ∈T′n, there is
an in"nite subset T′′n of T
′
n such that f
−1
T (Sn)=f
−1
T ′ (Sn)= : Sn+1 for every T; T
′ ∈T′′n .
Finally, since Sn and Sn+1 are "nite sets, there is an in"nite subset Tn+1 of T′′n with
a least element Tn+1 such that fT |Sn+1 = fTn+1 |Sn+1 . Put fn+1 := fTn+1 .
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The set {V (G[Sn+1; 0)−G[Sn; 0)): n¿ 1} ∪ {V (G[S1; 0))} is a partition of V (G).
Let g be the map such that, for each x∈V (G), g(x) := fn+1(x) if x∈V (G[Sn+1; 0)−
G[Sn; 0)) and n¿ 1 or if x∈V (G[S1; 0)) and n=0. Then g is a bijection such that, for
every n¿ 0, g|Sn+1 =fp|Sn+1 for all p¿ n+1. Let x; y∈V (G). If x; y∈V (G[Sn+1; 0)−
G[Sn; 0)), then g(x)=fn+1(x) and g(y)=fn+1(y). Hence g(x) and g(y) are adjacent
if and only if x and y are adjacent. Suppose that x∈V (G[Sn+1; 0) − G[Sn; 0)) and
that y∈ Sn. Then g(x) = fn+1(x) and g(y) = fn(y) = fn+1(y) since fn+1|Sn = fn|Sn .
Therefore, once again, g(x) and g(y) are adjacent if and only if x and y are adjacent.
This implies that g is an automorphism of G such that g(Sn+1) = Sn for every n, and
thus such that gn(S0)∈SrG (G) and gn+1(S0) ≺ gn(S0) for every n∈Z. By Proposition
9.29 G has a total 0-translation.
Corollary 9.33. If G has partial 0-translations but no total 0-translation, then the
set of 0-translatable elements of SrG (G) has an upper bound, and thus there are
7nitely many maximal 0-translatable elements of SrG (G).
Proof. By Proposition 9.32, the set T of 0-translatable elements of SrG (G) has an up-
per bound. Therefore, whether there is a greatest 0-translatable element in SrG (G), or
by Corollary 9.10 there are "nitely many maximal 0-translatable elements in
SrG (G).
If G has no total 0-translation, then an extremely "ne 0-translation originating
at a maximal 0-translatable element of SrG (G) will be called an extreme partial
0-translation.
Lemma 9.34. If (S; f) and (<; g) are two extremely 7ne 0-translations with S ∈ ↓ <,
then, for every m¿ 0, there is n¿ 0 such that fm(S) ≈ gn(S).
Proof. Suppose that, for some positive integer n, gn(S) 	≈ fi(S) for every non-negative
integer i. Then there exists a non-negative integer m such that fm+1(S) ≺ gn(S) ≺
fm(S). Therefore (fm(S); gn◦f−m) is an 0-translation such that sp(fm(S); gn◦f−m)=
|[[gn(S); fm(S)]|¡ |[[fm+1(S); fm(S)]|=sp(S; f), contrary to the hypothesis that (S; f)
is extremely "ne.
Proposition 9.35. Let (S; f) and (<; g) be two extremely 7ne 0-translations with
S ∈ ↓ <. Then there exist T  S and some positive integers m and n such that
gn|T = fm|T .
Proof. For every T ∈SrG (G) let
S(T ) := {T ′ ∈SrG (G): T ′ ≈ T}:
Let p be a positive integer such that S(fp(S))∈ ↓ S. Put S ′ := fp(S). By Lemma
9.34, for every i¿ 0 there exists j¿ 0 such that gi(S ′) ≈ fj(S ′), or in other words
gi(S ′)∈{fj(U ): U ∈S(S ′)}. Since S(S ′) is "nite, there is U ∈S(S ′) such that, for
in"nitely many i¿ 0, gi(S ′) = fj(U ) for some j¿ 0.
90 M. Chastand, N. Polat / Discrete Mathematics 270 (2003) 61–98
Let i¡ i′ and j¡ j′ be such that gi(S ′) = fj(U ) and gi
′
(S ′) = fj
′
(U ). Then
gi
′−i(fj(U )) = gi
′−i(gi(S ′)) = gi
′
(S ′) = fj
′
(U ) = fj
′−j(fj(U )):
Put U0 := fj(U ). Then gi
′−i(U0) = fj
′−j(U0).
In the same way, if i′′ and j′′ are also such that gi
′′
(S ′)=fj
′′
(U ), then gi
′′−i(U0)=
fj
′′−j(U0). Therefore gk(U0) = fh(U0) for in"nitely many k¿ 0 and h¿ 0. Hence,
since U0 is a "nite set, there are k ¡k ′, h¡h′ and a permutation  of U0 such that,
for every x∈U0: gk(x) = fh((x)) and gk′(x) = fh′((x)), and thus
gk
′−k(gk(x)) = fh
′−h(fh((x))) = fh
′−h(gk(x)):
This proves that gn|T = fm|T where n := k ′ − k, m := h′ − h and T := gk(U0).
Proposition 9.36. Let S be a maximal 0-translatable element of SrG (G). Then there
exists U ¡ S such that, for every vertex x∈V (G[S; 1))−
⋃
SrG (G) such that G− x
has no total 0-translation, each 0-translatable element T of SrG (G− x) is such that
T G−x U .
Proof. Let (S; f) be an extremely "ne 0-translation of G. Let S ′ ∈SrG (G) be such that
|[S; S ′]]|¿sp0(G), and let x∈V (G)−
⋃
SrG (G). Clearly sp(G−x)=sp0(G). Suppose
that there is an 0-translatable element U of SrG (G − x) such that S ′ ≺G−x U . By
Proposition 9.31 there exists an extremely "ne 0-translation (U; g) of G−x originating
at U . Since |[S; S ′]]G−x|¿ |[S; S ′]]G|¿sp(G − x), there is a positive integer m such
that gm(U )∈ [S; S ′]]G−x. Let n be the greatest of such integers. Then the set gn(U )
is 0-translatable in G − x but not in G, and moreover f(S) w G−x gn+1(U ) w G−x S.
This implies that [[gn+1(U ); gn(U )]*SrG (G). Therefore there exists V ∈SrG (G− x)
− SrG (G) with f(S) w G−x V w G−x S ′, i.e., V ∈T(f(S); S ′; x) with the notation
introduced before Proposition 9.23. By this proposition, there are only "nitely many
vertices x∈V (G)−⋃SrG (G) such that T(f(S); S ′; x) 	= ∅.
Let
X := {x∈V (G[S; 1))−
⋃
SrG (G): T(f(S); S
′; x) 	= ∅ and G − x has no total
0-translation}:
For every x∈X denote by Ux the set of maximal 0-elements of SrG (G − x). Then,
because X and each Ux are "nite, there exists T ∈SrG (G) such that U G−x T for
all x∈X and U ∈Ux.
The concept of an 1-translation can be de"ned and studied analogously by exchang-
ing 0 with 1,  with , and ↓ with ↑. By Proposition 9.29, ({fn(S): n∈Z}; f) is a
total 0-translation if and only if ({fn(S): n∈Z}; f−1) is a total 1-translation.
In the same way we obtain the following results about re?ections whose proofs are
left to the reader.
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Lemma 9.37. Let S ∈SrG (G) and let f be an isomorphism of G[S; 0) onto G[f(S);
1). Then the three following conditions are equivalent:
(i) f˜(0) = 1.
(ii) f(CG−T (0)) = CG−f(T )(1) for every T ∈ ↓ S.
(iii) f(T )∈ ↑ f(S) for every T ∈ ↓ S.
Denition 9.38. A re?ection of G is a pair (S; f) where S ∈SrG (G) and f is an
isomorphism of G[S; 0) onto G[f(S); 1) which satis"es the condition of Lemma 9.37.
Lemma 9.39. Let (S; f) be a re?ection of G. Then we have the following properties:
(i) m(0) = m(1).
(ii) The map f :T → f(T ) is an anti-order-isomorphism of ↓ S onto ↑ f(S).
9.3. Reconstruction
By Lemma 4.5 we can assume that E(G) is in"nite, otherwise we are done. If
the two ends 0 and 1 are free, then the family ({0; 1};E(G)− {0; 1}) is strongly
invariant with m(E(G) − {0; 1}) in"nite. If only one of the ends 0 and 1 is free,
say 0, then the family ({0};E(G)− {0}) is strongly invariant with m(E(G)− {0})
in"nite. Hence in both cases we are done by the results of Section 8. Therefore, from
now on, we will assume that the two ends 0 and 1 are not free.
In this section H will denote a graph hypomorphic to G. By Proposition 5.5, there
exists a unique strongly invariant set {′0; ′1} of ends of H such that, for every hypo-
morphism  of G onto H , every x∈V (G) and every isomorphism ’x of G − x onto
H − (x), there is a permutation  of {0; 1} such that ’˜x(i) = ′(i) for 06 i6 1.
We will use for (H; ′0; 
′
1) the notations we introduced for (G; 0; 1), in particular:
rH ; nH ;SrH (H);H . Furthermore, in the following we will denote by  an hypomor-
phism of G onto H and, for each x∈V (G), by ’x an isomorphism of G − x onto
H − (x).
Claim 9.40. rG = rH and nG = nH .
Proof. By what we say above, E(G) is in"nite. Clearly E(H) is also in"nite.
(a) Since E(G) is in"nite, there clearly exists a∈V (G) such that rG = rG−a. Then,
because G − a ∼= H − (a), it follows that rG = rG−a = rH−(a)6 rH . Conversely
rH 6 rG. Hence rG = rH .
(b) Since G  H it follows that nG is "nite if and only if nH is "nite. Suppose that
nG and nH are "nite. Since E(G) is in"nite, there clearly exists a∈V (G) such
that rG = rG−a and nG = nG−a. This vertex a does not belong to any element of
SrG (G), and thus, since rG = rH by (a), (a) does not belong to any element of
SrH (H). Then, because G−a ∼= H−(a), it follows that nG=nG−a=nH−(a)¿ nH .
Conversely nH ¿ nG. Hence nG = nH .
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Claim 9.41. If nG is 7nite, then G is reconstructible.
Proof. By Claim 9.40, rG = rH and nG = nH , and thus
⋃
SrG (G) and
⋃
SrH (H) are
"nite. Since E(G) is in"nite, there are in"nitely many vertices x∈V (G)−⋃SrG (G)
such that rG−x = rG. Let x be such a vertex. Since G − x ∼= H − (x), it follows that
rH = rG = rG−x = rH−(x) and nH = nG = nG−x = nH−(x). This implies that SrH−(x)
(H − (x)) = SrH (H). Therefore ’x(
⋃
SrG (G)) =
⋃
SrH (H). Since this holds for
in"nitely many x, it follows that G and H are isomorphic by Lemma 4.4.
From now on we will assume that nG is in"nite, and without loss of generality
that m(0)6m(1) which implies that rG = m(0). First we will consider the case
m(0)¡m(1).
Claim 9.42. If m(0)¡m(1), then G is reconstructible.
Proof. In the following, for A ⊆SrG (G), we will denote
‖A‖ := sup{|B|: B is a set of pairwise disjoint elements of A}:
If A has a lower bound S and an upper bound S ′, then ‖A‖6dG(S; S ′), and thus
‖A‖ is "nite, since each element of A meets every (S; S ′)-path.
By Proposition 9.16 and Corollary 9.18, SrG (G) is in"nite and has a greatest ele-
ment, say S0. Put m(1)= : r = rG + n. Then n¿ 1 since rG ¡r by hypothesis. By
successive application of Corollary 9.14 and of Proposition 9.4 we can construct a
sequence S0= : T0; : : : ; T2n−1 such that, for 16 i6 n, T2i−1 (resp. T2i if i¡n) is the
smallest (resp. greatest) element of SG(T2i−2; 1), and |T2n−1|= r. Clearly each Tj is
an (0; 1)-separator since T0 = S0. Moreover, because r=m(1), the set SG(T2n−2; 1)
has no greatest element, and thus is in"nite. For each i with 16 i6 n put ri = |T2i−1|
(in particular rn = r), and let Sr(G) :=SG(T2n−2; 1).
We will say that a set H ⊆ Sp(G) is p-homogeneous if, for all S; S ′ ∈H with
S ≺ S ′, every (0; 1)-separator S ′′ with S ≺ S ′′ ≺ S ′ is such that |S ′′|¿p. In
particular SrG (G) and each set SG(T2i−2; 1) are p-homogeneous with p = rG and
p= r, respectively.
If rn−1 = r − 1 we will denote by H(G) the set of all r-homogeneous subset H
of Sr(G) such that S ≺ T2n−2 for every S ∈H. Due to the homogeneity there exists
some T ∈Sr−1(G) (in particular T2n−4 if n¿ 2) such that T ≺ S ≺ T2n−2 for ev-
ery S ∈⋃H(G). Therefore h(G) := ‖⋃H(G)‖ is "nite. Further we put h(G) = 0 if
rn−1 ¡r − 1 or if H(G) = ∅.
Let > be a set of r pairwise disjoint (T2n−1; 1)-rays in G. Since any two elements
of > are in"nitely linked, it follows that there are T ∈Sr(G) and a∈T such that the
set A := {S ∈Sr(G) ∩Sr(G − a): S ≺ T}, which clearly belongs to H(G − a), is
such that ‖A‖= k¿ h(G).
Now we can analogously construct in G − a three in"nite sequences k0; k1; : : : ; a0;
a1; : : :, and b0; b1; : : : such that k0 := h(G − a) and, for every n¿ 0, an is a vertex of
G − a such that h(G − {a; an})= : kn+1 ¿kn, and bn := −1(’a(an)).
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For every n¿ 0, gn := ’−1bn ◦’a is an isomorphism of G0n := G−{a; ’−1a ((bn))}=
G − {a; an} onto G1n := G − {bn; ’−1bn ((a))}. Then, if r¿ rG + 2, by the de"nition
of h(G) and h(G − a), gn(S0) = S0 (we recall that S0 is the maximal element of the
lattice SrG (G)). Hence ’bn(S0) = ’a(S0) for every n¿ 0.
If r = rG + 1, then it may occurs that for some n, gn(S0) ≺G1n S0, but in this case
g−1n (S0) would be the greatest element in G − a of Sr−1(G − a)−Sr−1(G), say T ∗.
If this situation occurs for in"nitely many n, and if n0 is the smallest of such integer,
then ’bn(T
∗)=’bn0 (T
∗) for in"nitely many n. Therefore, in both cases, it follows that
G is reconstructible by Lemma 4.4.
From now on we will suppose that m(0)=m(1). Since 0 and 1 are not free ends,
for every S ∈SrG (G) and every i∈{0; 1}, G[S; i) contains in"nitely many vertices x
such that rG=rG−x and SrG (G)=SrG (G−x). Moreover, there exists some S ′ ∈SrG (G)
with S ≺ S ′ such that G[S; S ′] contains in"nitely many such vertices. Thus, there exists
a vertex a in V (G[S; i)) or in V (G[S; S ′]) such that rG=rG−a and SrG (G)=SrG (G−a)
and there is an in"nite subset C of vertices of (G − a)[S; i) or of (G − a)[S; S ′] such
that rG = rG−{a;c} and SrG (G−{a; c})=SrG (G) for every c∈C. For every c∈C, put
b := −1(’a(c)), d := ’−1b ((a)), gb := ’
−1
b ◦ ’a.
Let B := {−1(’a(c)): c∈C} and D := {’−1b ((a)): b∈B}. For every b∈B, the
map gb is an isomorphism of the graph G − {a; c} onto the graph G − {b; d}. It
follows that rG = rG−{a;c} = rG−{b;d}. Thus b and d do not belong to
⋃
SrG (G) and
SrG (G) =SrG (G − {a; c}) ⊆SrG (G − {b; d}).
Note that −1 ◦ ’a induces a bijection of C onto B. If there exists a and x such
that d=’−1b ((a))= x for in"nitely many c∈C, then (a)=’b(x) for in"nitely many
b∈B and G is reconstructible by Lemma 4.4.
Thus, without loss of generality, we suppose in the following that for every distinct
b; b′ ∈B the vertices d= ’−1b ((a)) and d′ = ’−1b′ ((a)) are distinct. We will say that
the family (a; C) satis"es Conditions (∗) if it is chosen as above, that is,
1. a∈V (G)−⋃SrG (G) and C is an in"nite subset of V (G − a)−⋃SrG (G),
2. −1 ◦ ’a induces a bijection of C onto B and there exists a bijection  of B onto
D such that  (b) = ’−1b ((a)) for every b∈B,
3. for every c∈C, rG = rG−{a;c} = rG−{b;d} and SrG (G) =SrG (G − {a; c}) ⊆ SrG
(G − {b; d}).
Claim 9.43. If (a; C) is a family satisfying Conditions (∗) and if there exists S ∈
SrG (G) such that gb(S) belongs to some 7nite family T ⊆ SrG (G) for in7nitely
many vertices c∈C, then G is reconstructible.
Proof. Since there exists a bijection of C onto B, there exists an in"nite subset B′
of B such that gb(S)∈T for every b∈B′. The sets S and
⋃
T are "nite, thus there
surely exist some x∈ S and y∈⋃T such that y = gb(x) = ’−1b ◦ ’a(x) for in"nitely
many b∈B′. Hence ’b(y) = ’a(x) for in"nitely many vertices b of G, which proves
that G is reconstructible by Lemma 4.4.
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Moreover, by Remark 5.3, for every b∈B and every n∈Z, g˜nb(i) = i or 1−i.
Claim 9.44. If there exists S ∈SrG (G) and T ∈SrG (G−{b; d}) such that gb induces
an isomorphism of G[S; i) onto (G − {b; d})[T; j) with i; j∈{0; 1} and gb(S) = T ,
then there exists an i-translation on G if i = j and S and T are comparable and
diAerent in G − {b; d}, or a re?ection on G if i 	= j.
Proof. First, suppose that i = j = 0; S ≺G−{b;d} T and gb induces an isomorphism
of G[S; 0) onto (G − {b; d})[T; 0) with gb(S) = T . Hence g−1b (S) ≺G S, and more
generally g−n−1b (S) ≺G g−nb (S) for every n¿ 1. This implies in particular that there
exists n¿ 1 such that b; d 	∈ V (G[g−nb (S); 0)). It follows that
gb(G[g
−p
b (S); 0)) = (G − {b; d})[g−p+1b (S); 0) = G[g−p+1b (S); 0)
for every p¿ n. Therefore f := g−1b |V (G[g−p+1b (S);0)) is an isomorphism of G[g
−p+1
b (S);
0) onto G[g
−p
b (S); 0) such that f(g
−p+1
b (S)) = g
−p
b (S) ≺ g−p+1b (S0) and f˜(0) =
g˜−1b (0) = 0. This means that f is an 0-translation on G.
The proof is quite similar if T ≺G−{b;d} S. Let S ′ ∈SrG (G) be such that S ′ G S
and b; d 	∈ G[gb(S ′); 0). Thus, gb(G[S ′; 0))= (G−{b; d})[gb(S ′); 0))=G[gb(S ′); 0))
and there exists an 0-translation.
On the other hand, suppose that i = 0, j = 1 and gb induces an isomorphism of
G[S; 0) onto (G−{b; d})[T; 1) with gb(S)=T . There exists S ′ ∈SrG (G) with S ′  S
such that b; d 	∈ V (G[gb(S ′); 1)). Therefore, f := gb|V (G[S′ ; 0)) is an isomorphism of
G[S ′; 0) onto (G − {b; d})[f(S ′); 1) = G[f(S ′); 1) such that f˜(0) = g˜−1b (0) = 1.
This means that (S ′; f) is a re?ection on G.
Claim 9.45. If there exists no i-translation for some i∈{0; 1}, then G is recon-
structible.
Proof. Without loss of generality, we will suppose that i = 0.
First, suppose that there exists no re?ection on G. Let S ∈SrG (G) and choose a
family (a; C) in G[S; 1) satisfying Conditions (∗). Put Tb := gb(S).
By Claim 9.44, Tb ≈G−{b;d} S for every b∈B. By Corollary 9.22, Tb is not an
element of SrG (G) for only "nitely many elements of B. Thus there is an in"nite
subset B′ of B such that, for every b∈B′, Tb ∈SrG (G) and Tb ≈G S. By Corollary
9.9, the set SS = {T ∈SrG (G): T ≈G S} is "nite and SS contains the set T :=
0{gb(S): b∈B′}. Then, by Claim 9.43, G is reconstructible.
On the other hand, if there exists a re?ection (S; f) on G, choose a family (a; C)
in G[S; 1) satisfying Conditions (∗). Put Tb := gb(S). Two cases can occur.
Case 1: If G[S; 0) is isomorphic to (G − {b; d})[Tb; 0) by gb, then Tb ≈G−{b;d} S
by Claim 9.44 since there is no 0-translation.
Case 2: Suppose that G[S; 0) is isomorphic to (G−{b; d})[Tb; 1) by gb. The graph
G[S; 0) is also isomorphic to G[f(S); 1) by f. Thus, since there is no 0-translation
and there exists a re?ection, it follows that there is no 1-translation. Hence Tb ≈G−{b;d}
f(S) by Claim 9.44.
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In both cases, by Corollary 9.22, Tb is not an element of SrG (G) for only "nitely
many b∈B. Therefore there is an in"nite subset B′ of B such that, for every b∈B′,
Tb ∈SrG (G) and Tb ≈G S or Tb ≈G f(S). By Corollary 9.9, the sets S(S) =
{T ∈SrG (G): T ≈ S} and S(f(S)) = {T ∈SrG (G): T ≈ f(S)} are "nite, and
S(S) ∪S(f(S)) contains the set T = {gb(S): b∈B′}. Then, by Claim 9.43, G is
reconstructible.
Claim 9.46. If there exists an 0-translation and an 1-translation but no total trans-
lation, then G is reconstructible.
Proof. By Corollary 9.33 and by Proposition 9.31, there exist in G two partial extreme
i-translations (Si; fi) for i = 0; 1.
We will choose a family (a; C) satisfying Conditions (∗) in order to obtain in
G − {a; c} a partial extreme 0-translation (S0; f0) and a partial extreme 1-translation
(S ′1; f
′
1) with S0 ≺ S ′1 and |[[S0; S ′1]]|¿max{sp0(G); sp1(G)}.
Let U;U ′ ∈SrG (G) with S1 ≺ U ≺ U ′ be such that |[[S0; U ]|¿sp0(G) and
V (G[U;U ′]) is in"nite. Let n be the least integer such that U ′  fn1(S1). Hence there
surely exists S ′1 ∈SrG (G) with U ′  S ′1  fn1(S1) which is a maximal 1-translatable
element of SrG (G− x) for in"nitely many x∈V (G[U;U ′])−
⋃
SrG (G) and such that
SrG (G) =SrG (G − x).
Furthermore, suppose that there exists some maximal 0-translatable S ′0 in G−x with
S0 ≺ S ′0. By Proposition 9.31, it would exist an extremely "ne 0-translation (S ′0; f′0)
which has the same span as (S0; f0). By the choice of U , it would exist an integer
n¿ 0 such that S0 ≺ f′n0 (S ′0) ≺ U , which is impossible since G[U; 0)= (G− x)[U; 0)
and S0 is a maximal 0-translatable element of SrG (G). With a similar argument and
by Proposition 9.32, there exists no total 0-translation on G − x.
Therefore, there exist a∈V (G[U;U ′]) and an in"nite subset C ⊆ V (G[U;U ′] − a)
such that the family (a; C) satis"es Conditions (∗), and for every c∈C, there exists
no total translation on G−{a; c} and (S0; f0) and (S ′1; f′1) are extreme translations on
G − {a; c}.
Put Tb := gb(S0) and T ′b := gb(S
′
1). Let  := |[[S0; S ′1]]|. By the isomorphism gb,
there exists no total translation on G − {b; d}, Tb and T ′b are maximal translatable
element of SrG (G−{b; d}) and = |[[Tb; T ′b]]|. We will prove that there exists a "nite
subset T of SrG (G) such that Tb ∈T for in"nitely many c∈C.
First, for any c∈C, (G − {a; c})[S0; 0) (which is equal to G[S0; 0)) is isomorphic
to (G−{b; d})[Tb; 0), or to (G−{b; d})[Tb; 1) if there exists also a re?ection on G.
Moreover, there surely exists an in"nite subset C′ of C such that (G−{a; c})[S0; 0) ∼=
(G − {b; d})[Tb; i) for some i∈{0; 1} and every c∈C′. Without loss of general-
ity, we choose the in"nite set C so that for every c∈C, (G − {a; c})[S0; 0) ∼= (G −
{b; d})[Tb; 0); in this case, Tb and T ′b are maximal 0-translatable and 1-translatable el-
ements of SrG (G−{b; d}), respectively. The study of the case where (G−{a; c})[S0; 0)∼= (G − {b; d})[Tb; 1) for in"nitely many c∈C is quite similar and left to the
reader.
On the other hand, we will show that it is possible to choose C such that the set of
all maximal 0-translatable minimal separators of G − {b; d} has an upper bound. Let
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T be some maximal 0-translatable element of G − {b; d}. We distinguish two cases,
according to the position of b and d.
Case 1: b and d belong to G[S0; 0).
Suppose that T !G−{b;d} S0, and let (T; f) be an extremely "ne 0-translation origi-
nating at T . By Proposition 9.30, sp(T; f)= sp(S0; f0)= sp0(G). There is n¿ 0 such
that b; d∈V (G[fn(S0); S0]). By Proposition 9.35, there exist p¿ 0 and q¿n such
that fp0 (S0) = f
q(S0). Hence (G − {b; d})[fq(S0); 0) =G[fq(S0); 0) =G[fp0 (S0); 0),
and thus
G[S0; 0) ∼= G[fp0 (S0); 0) = (G − {b; d})[fq(S0); 0) ∼= (G − {b; d})[S0; 0):
Therefore f−q ◦fp0 is an isomorphism of G[S0; 0) onto (G− {b; d})[S0; 0) such that
f−q ◦fp0 (S0) = S0, in contradiction with Lemma 4.8. Hence T G−{b;d} S0. However,
by Corollary 9.22, T is an element of SrG (G−{b; d})−SrG (G) which is incomparable
to S0 for only "nitely many elements b and d. Hence, there surely exists an in"nite
subset C′ of C such that, for every c∈C′, T G−{b;d}
∨
SG(S).
Case 2: b or d does not belong to G[S0; 0).
Then it is possible that S0 precedes some 0-translatable separators of G − {b; d}.
Suppose that there exist in"nitely many b∈B such that G−b has a total 0-translation
(<b; fb). Necessarily, there exists some W ∈SrG (G) with S0 ≺ U ≺ W such that
b∈V (G[S0; W ]). By Proposition 9.23 there exist only "nitely many b∈B such that
SrG (G − b) 	= SrG (G) and there exists an in"nite subset B′ ⊆ B with SrG (G − b) =
SrG (G) for every b∈B′. Moreover, since sp0(G−b)=sp0(G) and |[[S0; U ]]|¿sp0(G),
for every b∈B′, there exists some 0-translatable separator Sb of SrG (G) with S0 ≺
Sb ≺ U . Note that necessarily b∈V (G[Sb; 0)), because otherwise S0 would not be
a maximal 0-translatable separator in G. Since [[S0; U ]] is "nite, there exists some
b∈B′ such that Sb = Sb′ for in"nitely many b′ ∈B′. Then, for in"nitely many b′ ∈B′,
the map f−1b′ ◦ fb induces an isomorphism of G[Sb; 0) − b onto G[Sb; 0) − b′ with
f−1b′ ◦ fb(S0) = S0, which is impossible by Lemma 4.9.
Consequently, there exist only "nitely many b∈B such that G − b has a total
0-translation. Thus there is an in"nite subset B′ ⊆ B such that, by Lemma 9.36,
there exists W ∈SrG (G) with S0  W such that, for every b∈B′, each 0-translatable
element of SrG (G − b) precedes W in G − b. Note that [[S0; W ]]G−b contains only
"nitely many minimal separators by Corollary 9.11, and a fortiori only "nitely many
maximal 0-translatable separators for some b∈B′. Since there is no total 0-translation
on G − {b; d}, we deduce by applying again Lemma 9.36 to G − b, that there exists
W0 ∈SrG (G) with S0  W0 such that Tb G−{b;d} W0 for every b∈B′.
Hence, in both cases, there exists W0 ∈SrG (G) such that Tb  W0 for every b∈B′.
With a similar argument, there exists W1 ∈SrG (G) with W1  S1 such that T ′b G−{b;d}
W1 for every b∈B′′, where B′′ is an in"nite subset of B′. Let W ′1 ∈SrG (G) be such
that |[[W ′1 ; W1]|¿= |[[Tb; T ′b]]|. Then, W ′1 ≺G−{b;d} Tb G−{b;d} W0 for every b∈B′′.
Since there is a bijection of C onto B, this condition is also satis"ed for every c∈C′′,
where C′′ is some in"nite subset of C.
By Proposition 9.23 and since [[W ′1 ; W0]] is "nite by Corollary 9.11, there exist only
"nitely many c∈C′′ such that Tb belongs to SrG (G − {b; d}) −SrG (G). Thus, there
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exists an in"nite subset C0 ⊆ C′′ such that, for every c∈C0, W ′1 G Tb G W0. Put
T := [[W ′1 ; W0]].
Finally, we obtain a family (a; C0) satisfying Conditions (∗) and such that Tb ∈T
for every c∈C0. By Claim 9.43, G is reconstructible.
Claim 9.47. If G has a total 0-translation, then G is reconstructible.
Proof. Let ({gn(S): n∈Z}; g) be an extremely "ne total 0-translation of G. Let
a∈V (G)−⋃SrG (G). Without loss of generality we can suppose that ’˜a(i) = ′i for
i=0; 1. By Proposition 9.24 there are two integers p0 and p1 with p1 ¡p0 such that
a 	∈ V (G[gp0 (S); 0)∪G[gp1 (S); 1)) and ’a(gp0 (S)) ≺H−(a) T ≺H−(a) ’a(gp1 (S)) for
every T ∈SrH (H −(a))−SrH (H). For i=0; 1 put Si := gpi(S) and gi := g|V (G[Si ;i)).
For i = 0; 1, (Si; gi) is an i-translation of G, and because ’a is an isomorphism,
(’a(Si); ’a ◦ gi ◦ ’−1a ) is an ′i-translation of H . If H has no total translation, then
H ∼= G by Claim 9.46. Assume that H has a total ′0-translation, and let h be an
extremely "ne ′0-translation of H . Put U := ’a(S0) and f := ’a ◦ g0 ◦ ’−1a |V (H [U;′0).
By Proposition 9.32,
sp0(H)6 sp(U;f) = sp(S0; g0) = sp0(G):
By symmetry we have sp0(G)6 sp0(H). Hence sp0(H)=sp0(G), and thus sp0(H)=
sp(U;f). Hence (U;f) is an extremely "ne ′0-translation of H .
By Proposition 9.35, there exist T ∈SrH (H) with T  U and two positive integers
n and m such that hn|T =fm|T . Let  be the map such that, for each x∈V (G),  (x) :=
h−kn(’a(gkm0 (x))) if x∈V (G[g−km0 (’−1a (T )); 0)−G[g−(k−1)m0 (’−1a (T )); 0)) and k¿ 1
or x∈V (G[’−1a (T ); 0)) and k =0. Then  is clearly a bijection of V (G) onto V (H).
Let x; y∈V (G). If x; y∈V (G[g−km0 (’−1a (T )); 0) − G[g−(k−1)m0 (’−1a (T )); 0)) for
some k¿ 1 or x; y∈V (G[’−1a (T ); 0)), then  (x) = h−kn(’a(gkm0 (x))) and  (y) =
h−kn(’a(gkm0 (y))). Hence x and y are adjacent in G if and only if  (x) and  (y) are
adjacent in H because g, ’a and h are isomorphisms. Suppose that, for some k¿ 1,
x∈V (G[g−km0 (’−1a (T )); 0) − G[g−(k−1)m0 (’−1a (T )); 0)) and y∈ g−(k−1)m0 (’−1a (T )).
Then  (x) = h−kn(’a(gkm0 (x))) and  (y) = h
−(k−1)n(’a(g
(k−1)m
0 (y))). Therefore
{x; y}∈E(G)⇔{gkm0 (x); gkm0 (y)}∈E(G)
⇔{’a(gkm0 (x)); ’a(gkm0 (y))}∈E(H)
⇔{h−1(’a(gkm0 (x))); h−1(’a(gkm0 (y)))}∈E(H)
⇔{h−1(’a(gkm0 (x))); (’a(g(k−1)m0 (y)))}∈E(H) since hn|T = fm|T
by the choice of T and f = ’a ◦ g0 ◦ ’−1a |V (H [U;′0)
⇔{h−kn(’a(gkm0 (x))); h−(k−1)n(’a(g(k−1)m0 (y)))}∈E(H)
⇔{ (x);  (y)}∈E(G):
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These both cases imply that  is an isomorphism of G onto H , and this completes the
proof of the main theorem.
10. Open problems
Call an end  of a graph G strongly invariant if the set {} is strongly invariant.
The following question arises naturally from the preceding study.
Problem 10.1. Let G be a locally "nite connected graph with in"nitely many ends
such that one of them is strongly invariant. Is G reconstructible?
By Theorem 5.7(i), an aTrmative answer to this problem would in particular give
an aTrmative answer to the following one.
Problem 10.2. Let G be a locally "nite connected graph containing no end-respecting
subdivision of the dyadic tree and having more than one end. Is G reconstructible?
We recall that we do not even know if an in"nite locally "nite connected graph with
exactly one end is reconstructible.
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