In this paper we investigate the behaviour of Turing machines seen as dynamical systems. In this context, a Turing machine does not start from a specified initial state and tape, but from any configuration. In this context, we call a configuration immortal if the machine runs forever starting from it. The seminal article of Hooper [8] proves that we cannot decide whether a Turing machine has an immortal configuration (is immortal). However, the result does not say anything about what the immortal configurations look like. In fact, in the construction by Hooper, if the Turing machine has an immortal configuration, then it has one where the tape is almost completely empty.
In this paper we investigate the behaviour of Turing machines seen as dynamical systems. In this context, a Turing machine does not start from a specified initial state and tape, but from any configuration. In this context, we call a configuration immortal if the machine runs forever starting from it. The seminal article of Hooper [8] proves that we cannot decide whether a Turing machine has an immortal configuration (is immortal). However, the result does not say anything about what the immortal configurations look like. In fact, in the construction by Hooper, if the Turing machine has an immortal configuration, then it has one where the tape is almost completely empty.
A few results give some structure on the set of immortal configurations: Kurka [13] asked whether there always exists a (temporally) periodic configuration, and was refuted by Blondel et al. [1] . Delvenne and Blondel [6] proved that the set of immortal configurations, if nonempty, always contains quasi-periodic configurations.
In this article, we go further, and give some news results on the set of immortal configurations. We prove in particular in Theorem 2 that there exists a Turing machine for which the set of immortal configurations is nonempty and contains no computable configurations.
The main ingredient is a new proof of Hooper's theorem by Kari and Ollinger [11] combined with an encoding into subshifts of an effective set with no recursive points. We first define all relevant vocabulary in the next section, then proceed to the proof.
The Immortality Problem

Definitions
We first give some definitions and properties of Turing machines. Unless specified, our Turing machines will have only one biinfinite tape. We use the movingtape convention: the head is always at position 0 and the tape, rather than the head, is moving. In this context, the state of the system can be described only by the state of the Turing machine and the content of the tape.
Let Σ be the alphabet of the tape, and S the set of states of the Turing machine M . A configuration (also called instantaneous description) is an element of C = S × Σ Z . The Turing machine can now be seen as a partial function (as an halting configuration has no image) on C.
A configuration c ∈ C is immortal for M if M runs forever starting from the configuration c. We denote by I(M ) the immortal configurations (if they exist) of M . The Turing machine is therefore a dynamical system on I(M ).
It is important to note that a configuration is not only a tape, but the combination of a tape and a state. As a consequence, one cannot restrict itself to the dynamics of the Turing machine starting from some specific state, but must take into account computations starting from any state.
The first known result is given by Hooper:
. There is no algorithm that decides, given a Turing Machine M , whether I(M ) is empty.
It's important to note that the proof of Hooper and subsequent proofs [11] do not give any insights about the structure of I(M ). Indeed, in these proofs, I(M ), if not empty, always contains a finite configuration (ie every cell of the tape, except a finite number, contains the same symbol). We will prove here that I(M ) can be more intricate, and in particular might contain only nonrecursive configurations.
Effective sets
To understand the computational properties of I(M ), we need the following notion:
N is an effective set (also called a Π 0 1 -set) if there exists an oracle Turing machine M so that S is exactly the set of oracles on which the Turing machine, starting from the initial state and the empty tape, runs forever.
There exist many equivalent definitions. For example, S is effective if there exists a recursive set of finite words L so that S is exactly the set of infinite words containing no prefix in L. There exists an extensive litterature on effective sets, and we refer the reader to [3, 4] . Now, up to a slight (recursive) encoding of the set of configurations C, I(M ) can be seen as a subset of {0, 1} N , and it is quite clear it is effective: it is easy to build a Turing machine that, using c ∈ C as on oracle, simulates M on input c.
From the fact that I(M ) is effective, we already obtain many properties about its structure, see e.g. the basis theorems in [4] . We also known [10] that there exist (nonempty) effective sets with no recursive points (A point w ∈ {0, 1} N is recursive if there is a Turing machine that outputs w n given n).
So now, the question is as follows: Are the immortal sets as rich as the effective sets ? To answer this question, we will look at the Turing degree of points of an immortal set. If x and y are two infinite words (or configurations), we say that x ≤ T y if there exists a Turing machine that outputs x given as an oracle. The Turing degree of a word is then its equivalence class for the relation ≤ T ∩ ≥ T . The degree of recursive points is usually denoted 0.
Our first observation is that there is no way to encode any effective sets into immortal sets, preserving e.g. the Turing degrees, due to the following lemma: Lemma 1 ( [13] ). If I(M ) is nonempty, then one of the following is true:
-it contains a configuration c ∈ I(M ) so that M , starting from c, never reads the symbols in any position i < 0 of the tape of c. -it contains a configuration c ∈ I(M ) so that M , starting from c, never reads the symbols in any position i > 0 of the tape of c.
A reformulation is that a Turing machine with moving tape is never positively expansive, see [13] . As a consequence, take the configuration c ∈ I(M ) given by the lemma for which the Turing Machine, wlog, never reads any cell in any position i < 0 of c. Then all configurations c ∈ C identical with c on position i ≥ 0 are also immortal configurations. Choosing the other bits of c wisely proves we can find in I(M ) configurations of any Turing degree greater than the degree of (the right part of) c. As there exist nonempty effective sets where any two different points have incomparable Turing degrees [10] , there exist effective sets that cannot be encoded as immortal sets. So we need a weaker definition. The good notion is Muchnik equivalence [17] :
Definition 2. Two subsets S 1 and S 2 of {0, 1} N are Muchnik equivalent if for every x 1 ∈ S 1 , there is a point x 2 ∈ S 2 computable with oracle x 1 , and conversely.
Intuitively, two sets S 1 and S 2 are Muchnik equivalent if they contain the same "minimal" Turing degrees. In particular, S 1 contains a recursive point if and only if S 2 contains a recursive point. See [17] for more information on mass problems and Muchnik equivalence.
We now can state our result:
Theorem 2 (main result). For every effective set S, there exists a Turing machine M so that I(M ), the set of immortal configurations of M , is Muchnik equivalent to S.
Corollary 1 There exists a Turing machine M so that I(M ) is nonempty and contains only nonrecursive configurations.
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Effective subshifts
Before going to the proof, we need another ingredient, coming from symbolic dynamics. To introduce this notion, we look at traces of Turing machines: For a configuration c, the trace of c is the word u ∈ (Σ × S) N where u i contains the letter in position 0 of the tape and the state at the i-th step during the execution of M on input c. The trace is well defined only on configurations c ∈ I(M ) (otherwise u would be finite). Let T (M ) be the set of traces of M .
Now we look at the map from c to its trace u(c). First of all, it is clear that u(c) is computable from c. Furthermore, we can reconstruct the cells of the tape of c read by the Turing machine from u(c) (which, depending of c, might or not be all the cells). In particular, there exists a configuration d so that T (M ) has interesting properties. It is an effective set: by a compactness argument, u ∈ T (M ) if for every length n > 0, there exists a configuration c ∈ C so that u coincides with the (possibly finite) trace of c on positions i < n. T (M ) is also closed under shift:
is what is called an effective subshift:
N is an effective (right-sided) subshift if it is effective and closed under shift.
An equivalent definition is as follows:
respectively the set of biinfinite , right infinite, left infinite words over Σ that contain no factor in L.
Then
Effective subshifts are an important tool for understanding computability in dynamical systems, and has received increasing attention in recent years [14, 18, 2] . In particular we obtained a result similar to Proposition 1 for subshifts in [9] .
Based on these properties, it is reasonable to try to encode an effective subshift, rather than an effective set, as an immortal set. To be able to do this, we need the following:
(Proposition 3.1 in [14] is given only for S(L) but it is not hard to see it works for left-sided and two-sided subshifts as well).
2 Proof of the main result
Now we are able to explain how the proof will work. We will start from an effective subshift S(L) given by a recursive set L, and code it into a Turing machine. The machine will have two tracks: The second one will be read-only and contain a biinfinite word w, and the machine will try to prove that w ∈ S(L). However due to Lemma 1, the Turing machine might on some inputs prove only that some infinite prefix (resp. suffix) of w is in S − (L) (resp. S + (L)). To do this, we will start from the proof of the undecidability of the immortality problem by Kari and Ollinger [11] , and explain how to modify it for our purposes. In particular, a thorough examination of [11] by the reader is encouraged. We will try as much as possible to use the same notations.
Counter machines
Usual proofs of the undecidability of the immortality problem usually start with a counter machine. There will be no difference here. However note that we need these machines to accept tapes, i.e. infinite words. For this to make sense, we will consider oracle counter machines. To simplify the definition, we will suppose that the oracle is over the binary alphabet {0, 1}.
In an oracle counter machine, one of the counter (the first here, for reasons soon to be apparent) is used to represent the position inside the oracle.
Informally, an oracle counter machines thus contain three types of instructions: lookup instructions (test if a counter is nonzero), oracle lookup (test if the letter of the oracle is nonzero) and modifying instructions (increase/decrease a counter).
We now define it formally. Let Φ = {−1, 0, 1} and Υ = {0, 1}. An oracle k-counter machine is given by a tuple (S, k, T ) where S is a finite set of states, k ∈ N is the number of counters, and T : S ×{1, . . . , k, o}×Υ ×Φ×S the transition relation.
Let w be an infinite word over {0, 1} that will be used as oracle for the machine. A configuration of a k-counter machine is an element of S × N k . An instruction (s, i, u, v, s ) can be applied only on configurations of the form (s, c) and will lead to (s , c ) (denoted by (s, c) (s , c )) with respect to the following rules:
-If i = o, the instruction can only be applied if u = min(1, c i ). That is, u is the result of the test whether the i-th counter is empty. If i = o, the instruction can only be applied if w c1 = u, that is if the letter in position c 1 of w is u. -The instruction will then update the counter c i depending on v. If i = o, it does nothing (c = c). Otherwise c j = c j for j = i and c i = c i + v. Note that it is incorrect to decrease the value of a counter that is already zero.
Note that the first counter plays a special role. A counter machine computes by applying instructions. If at some point there is no instruction that can be applied, then the machine halts. We will only be interested in deterministic counter machines (DCM), that is for which the map (s, i, u, v, s ) → (s, u) is injective.
Let s 0 be a special (initial) state of the counter machine. We say that a word w ∈ {0, 1} N is accepted by a counter machine if, starting from (s 0 , 0 k ), the computation of the counter machine never halts. If we follow the usual encoding of Turing machines into 3-counter machines [15] , we can prove easily:
Lemma 2. For every effective subset S ⊆ {0, 1} N , there exists an oracle 4-counter machine that accepts exactly S.
We will need this machine to be reversible. Informally, a DCM M is reversible (RCM) if there exists a DCM M so that for every oracle w, (s, c) (s , c ) by M iff (s , c ) (s, c) by M , see [11] for a syntactical definition. Any DCM can be extended into a RCM by using two additional counters to store the previous instructions, so that we have Lemma 3. For every effective subset S ⊆ {0, 1}
N , there exists a oracle reversible 6-counter machine that accepts exactly S.
Finally we add to this machine a new counter, that increases every two instructions. This ensures that every infinite computation of the counter machine, regardless of the first configuration, will never be periodic. We thus obtain an oracle reversible 7(!)-counter machine.
Note that it is quite likely that this can be encoded into a oracle 3-counter machine with the same properties, but there is no need for it (A 2-counter machine is unlikely, as one of the counters must be used somehow to track the position in the oracle.)
Turing machines
We now explain how the clever construction of Kari and Ollinger works, starting from an ordinary 2-counter machine. We will in the next section explain how to extend it for our purpose.
We begin by a generic simulation of a counter machine by Turing machines. Let M be a 2-counter machine. Let Γ = {@, 0, x, y} be a set of 4 different symbols.
A naive but effective way to encode these machines into Turing machines can be described as below: The state of the Turing machine will contain the state of the counter machine, and the tape will contain the word @0 c1 x0 c2 y where c i is the value of the i-th counter.
@0000000000000x0000000000000ŷ
Now the behaviour of the Turing machine is quite clear: When it is at the position of @, it will scan the tape until x/y, deducing whether the i-th counter is zero, and changing it if necessary (which might need to shift the counters of indices greater than i), then coming back to @.
The main problem of this simulation is that it always has immortal uninteresting configurations, corresponding to unbounded searches for one of the lirmm-00663457, version 1 -27 Jan 2012 delimitor symbols: If the symbol is not present in the configuration, the search will be infinite.
To prevent this problem, the idea, originally from Hooper [8] , is to use recursive calls. Suppose we are searching for the symbol a:
@000000000000x0000000000000ŷ ?a
If the symbol a is not found in the next 3 cells of the tape, then we write @xy over the next 3 symbols of the tape, then recursively call the Turing machine.
@@xy000000000x0000000000000ŷ s0
When (if) this nested simulation stops by reading the symbol a, the entire nested simulation is erased by doing it in reverse. We then can continue the search for a starting from the next symbol
We refer the reader to [11] for more details. In particular we need to change the first symbol @ into many different symbols to be able to keep into memory the state of the Turing machine before the recursive call.
An important feature of this construction is the following. If the counter machine has no periodic configuration (which happens as soon as one counter keeps increasing during the computation), then any computation of the Turing machine will contain computations of the counter machine starting from (almost) anywhere, in the following sense: Proposition 2. Let c be an immortal configuration of M . Then there exists an infinite interval I with the following property: for every i ∈ I, and every n so that i + n ∈ I, there exists a time during the computation of the Turing machine when the cells from i to i + n contains the word @xy0 n−2 , the head is in position i, and a recursive computation is started.
The main construction
We now explain how the construction can be extended to work in our context. As explained above, we may see the Turing machine as having two tracks (but only one head): the first one has the original construction, and the other one a biinfinite word w over {0, 1}. When the counter machine starts a computation from position i, it will try to accept the word u defined by u j = w i+j . Note that reading the letter of the oracle is quite easy: the position of the letter x is always where we want to read the oracle (that's why we chose the first counter to contain the position of the oracle)
Dealing with 7 counters instead of 2 requires no additional machinery, so we are nearly done.
However one problem remains. Suppose we start from a RCM recognizing the language S ⊆ {0, 1}
N . We now look at an infinite run of the Turing machine and we look at the interval I defined by Proposition 2. There are two cases for I:
-I = [a, ∞[ (possibly with a = −∞) In this case, for all i ≥ a, there exist arbitrary large computation starting from the cell i. This means that for all i ≥ a, the word (u j ) j≥i ∈ S. -I = [−∞, a[. In this case, we can say nothing: we cannot find any position i for which we are certain that the word (u j ) j≥i is in S.
We thus have to use a last additional trick to make the whole thing work: during the recursive call of the left searches, instead of using the same machinery, we will use another reversible counter machine, and run it in the opposite direction. That is, for the 2-counter machine, we will start e.g. from Y X@ and the simulation will extend to the left, rather than the right. Now this new construction starts from two reversible counter machines R 1 and R 2 and has the following property (the lemma is given for a oracle 2-counter machine. The change for a 7-counter machine is obvious): -for every i ∈ I, and every n ≥ 0 so that i + n ∈ I, there exists a time during the computation of the Turing machine when the cells of the first track from i to i + n contain the word @xy0 n−2 , and a computation from R 1 is started from i.
-for every i ∈ I, and every n ≥ 0 so that i − n ∈ I, there exists a time during the computation of the Turing machine when the cells from i − n to i contain the word 0 n−2 Y X@, and a computation from R 2 is started from i.
We can now use all this refined construction to finally prove our main result:
Proof. We start from S, and use theorem 3 to obtain a recursive language L so that the three subshifts defined by L are Muchnik equivalent to S. Now let R 1 and R 2 be two RCM that recognize respectively words with no factor in L and words with no factor in the mirror of L, and M be the Turing machine simulating R 1 and R 2 as above.
We now look at the immortal configurations for M .
-Let w be an biinfinite word avoiding L. Now it is clear that the configuration containing w on the second track and @xy on the first track, with the head aligned with @, is an immortal configuration. Indeed, all factors of w (resp. of its mirror) are not in L (resp. its mirror), so that all computations of R 1 and R 2 will not halt. Hence, for every w ∈ S(L), there exists an immortal configuration c ∈ I(M ) so that c is computable in w. In particular for every u ∈ S, there exists c ∈ I(M ) so that c is computable from u. -Let x be a immortal configuration of the Turing machine, and I given by the lemma. Let u be the second track of x • If I = [a, ∞[, then the word w defined by w j = u a+j avoids L, hence there exists a right-infinite word avoiding L that is Turing reducible to x. By Muchnik equivalence of S + (L) and S, there exists u ∈ S that is computable from x.
• If I =] − ∞, b[, then the word w defined by w j = u b−j avoids the mirror of L, hence there exists a left-infinite word avoiding L that is Turing reducible to x. By Muchnik equivalence of S − (L) and S, there exists u ∈ S that is computable from x. In both cases, we have found a word u ∈ S that is computable from x.
It is important to note that we do not know, given a configuration x, whether the set I is left or right infinite, as we would need to simulate the Turing machine to do this. This means that the reduction from x to a right-infinite word is not uniform in x. As a side note, this means we have only proven a Muchnik equivalence and not a Medvedev equivalence.
Conclusion
We finish with a few applications. Using a well-known encoding of Turing machines into affine maps [5] , we can prove:
Corollary 2 There exists a piecewise affine map with rational coefficients and endpoints from [0, 1] 2 to itself so that all computable points converge in finite time to (0, 0). However, there exists a noncomputable point that does not converge in finite time to (0, 0).
Using the encoding of piecewise affine rational maps into tilings, we have an alternate proof of Myers' theorem [16] : There exists a tiling system that produces tilings, but no recursive tilings.
We end with an open question. For every right-computable real λ > 0, there exists an effective subshift of entropy λ [7] . Can we use our construction to prove that the entropy of a rational piecewise affine map can be any right-computable real λ ? This would extend a result of Koiran [12] proving that computing the entropy of a piecewise affine map is undecidable.
