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Abstract . We answer an implicit question of Ian Hodkinson’s. We show that
atomic Pinters algebras may not be completely representable, however the class of
completely representable Pinters algebras is elementary and finitely axiomatizable.
We obtain analagous results for infinite dimensions (replacing finite axiomatizability
by finite schema axiomatizability). We show that the class of subdirect products
of set algebras is a canonical variety that is locally finite only for finite dimensions,
and has the superamalgamation property; the latter for all dimensions. However,
the algebras we deal with are expansions of Pinter algebras with substitutions cor-
responding to tranpositions. It is true that this makes the a lot of the problems
addressed harder, but this is an acet, not a liability. Futhermore, the results for
Pinter’s algebras readily follow by just discarding the substitution operations cor-
responding to transpostions. Finally, we show that the multi-dimensional modal
logic corresponding to finite dimensional algebras have an NP -complete satisfiabil-
ity problem.
1
1 Introduction
Suppose we have a class of algebras infront of us. The most pressing need is to
try and classify it. Classifying is a kind of defining. Most mathematical classi-
fication is by axioms, either first order, or even better equations. In algebraic
logic the typical question is this. Given a class of concrete set algebras, that
we know in advance is elementary or is a variety. Furthermore, such algebras
consist of sets of sequences (usually with the same length called the dimen-
sion) and the operations are set - theoretic, utilizing the form of elements as
sets of sequences. Is there a simple elementary (equational) axiomatization
of this class? A harder problem is: Is their a finite elementary (equational)
axiomatization of this class?
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The prime examples of such operations defined on the unit of the algebra,
which is in the form of nU (n ≥ 2) are cylindrifiers and substitutions. For
i < n, and t, s ∈ nU , define, the equivalence relation, s ≡i t if s(j) = t(j) for
all j 6= i. Now fix i < n and τ ∈ nn, then these operations are defined as
follows
ciX = {s ∈
nU : ∃t ∈ X, t ≡i s},
sτX = {s ∈
nU : s ◦ τ ∈ X}.
Both are unary operations on ℘(nU); the ci is called the ith cylindrfier, while
the sτ is called the substitution operation corresponding to te transformation
τ , or simply a substitution.
For Boolean algebras this question is completely settled by Stone’s repre-
sentation theorem. Every Boolean algebra is representable, equivalently, the
class of Boolean algebras is finitely axiomatizable by a set of equations. This
is equivalent to the completeness of propositional logic.
When we approach the realm of first order logic things tend to become
much more complicated. The standard algebraisation of first order logic is
cylindric algebras (where cylindrifiers are the prominent citizens) and polyadic
algebras (where cylindrifiers and substitutions are the prominent citizens).
Such algebras, or rather the abstract version thereof, are defined by a finite
set of equations that aim to capture algebraically the properties of cylindrifiers
and substitutions (and diagonal elements if present in the signature).
Let us concentrate on polyadic algebras of dimension n; where n is a fi-
nite ordinal. A full set algebra is one whose unit is of the form nU and the
non-Boolean operations are cylindrifiers and substitutions. The class of repre-
sentable algebras, defined as the class of subdirect products of full set algebras
is a discriminator variety that is not finitely axiomatizable for n ≥ 3, thus the
set of equations postulated by Halmos is not complete. Furthermore, when we
also have diagonal elements, then there is an inevitable degree of complexity
in any potential universal axiomatization.
There is another type of representations for polyadic algebras, and that
is complete representations. An algebra is completely representable if it has a
representation that preserves arbitrary meets whenever they exist. For Boolean
algebras the completely representable algebras are easily characterized; they
are simply the atomic ones; in particular, this class is elementary and finitey
axiomatizable, one just adds the first order sentence expressing atomicity. For
cylindric and polyadic algebras, again, this problem turns much more involved,
This class for n ≥ 3 is not even elementary.
Strongly related to complete representations [22], is the notion of omitting
types for the corresponging multi-dimensional modal logic. Let W be a class
of algebras (usually a variety or at worst quasi-variety) with a Boolean reduct,
having the class RW as the class of representable algebras, so that RW ⊆W ,
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and for B ∈ RW , B has top element a set of sequences having the same
length, say n (in our case the dimension of the algebra), and the Boolean
operations are interpreted as concrete intersections and complementation of
n-ary relatons. We say the LV , the multi-dimensional modal logic has the
omitting types theorem, if whenever A ∈ V is countable, and (Xi : i ∈ ω) is
a family of non-principal types, meaning that
∏
Xi = 0 for each i ∈ ω, then
there is aB ∈ RW with unit V , and an injective homomorphism f : A→ ℘(V )
such that
⋂
i∈ω f(Xi) = ∅ for each i ∈ ω.
In this paper we study, among other things, complete representability for
cylindrifier free reducts of polyadic algebras, as well as omitting types for the
corresponding multi-dimensional model logic. We answer a question of Hod-
kinson [14] p. by showing that for various such reducts of polyadic algebras,
atomic algebras might not be completely representable, however, they can be
easily characterized by a finite simple set of first order formulas.
Let us describle our algebras in a somewhat more general setting. Let T
be a submonoid of nn and U be a non-empty set. A set V ⊆ nU is called T
closed, if whenever s ∈ V and τ ∈ T , then s ◦ τ ∈ V . (For example T is T
closed). If V is T closed then ℘(V ) denotes the set algebra (P(V ),∩,∼ sτ )τ∈T .
℘(nU) is called a full set algebra.
Let GT be a set of generators of T . One can obtain a variety VT of Boolean
algebras with extra non-boolean operators sτ , τ ∈ GT by translating a presen-
tation of T , via the finite set of generators GT to equations, and stipulating
that the sτ ’s are Boolean endomorphisms.
It is known that every monoid not necessarily finite, has a presentation.
For finite monoids, the multiplicative table provides one. Encoding finite pre-
sentations in terms of a set of generators of T into a finite set of equations Σ,
enables one to define for each τ ∈ T , a substitution unary operation sτ and
for any algebra A, such that A |= Σ, sτ is a Boolean endomorpsim of A and
for σ, τ ∈ T , one has sAσ ◦ s
A
τ (a) = s
A
σ◦τ (a) for each a ∈ A.
The translation of presentations to equations, guarantee that if A |= Σ and
a ∈ A is non zero, then for any Boolean ultrafilter F of A containing a, the
map f : A→ ℘(T ) defined via
x 7→ {τ ∈ T : sτx ∈ F}
is a homomorphism such that f(a) 6= 0. Such a homomorphism determines a
(finite) relativized representation meaning that the unit of the set algebra is
possibly only a proper subset of the square nn.
Let RTn be the class of subdirect products of full set algebras; those set
algebras whose units are squares (possibly with infinite base). One can show
that Σ above axiomatizes the variety generated by RTn, but it is not obvious
that RKn is closed under homomorphic images.
3
Indeed, if T is the monoid of all non-bijective maps, that RTAn is only a
quasi-variety. Such algebras are called Pinters algebras. Sagi [19] studied the
representation problem for such algebras. In his recent paper [14], Hodkinson
asks whether atomic such algebras are completely representable.
In this paper we answer Hodkinson’s question completely; but we deal
with the monoid T = nn, with transpositions and replacements as a set of
generators; all our results apply to Pinter’s algebras. In particular, we show
that atomic algebras are not necessarily completely representable, but that the
class of completely representable algebras is far less complex than in the case
when we have cyindrifiers, like cylindric algebras. It turns out that this class is
finitely axiomatizable in first order logic by a very simple set of first order sen-
tences, expressing additivity of the extra non-boolean operations, namely, the
substitutions. Taking the appropriate reduct we answer Hodkinson’s question
formulated for Pinter’s algebras.
We also show that this variety is locally finite and has the superamalgam-
aton property. All results except for local finiteness are proved to hold for
infinite dimensions.
We shall always deal with a class K of Boolean algebras with operators.
We shall denote its corresponding multi-dimensional modal lgic by LK .
2 Representability
Here we deal with algebras, where substitutions are indexed by transpositions
and replacements, so that we are dealing with the full monoid nn. A transpos-
tion that swaps i and j will be denoted by [i, j] and the replacement that take
i to j and leaves everything else fixed will be denoted by [i|j].The treatment
resembles closely Sagi’s [19], with one major difference, and that is we prove
that the class of subdirect product of full set algebras is a variety (this is not
the case with Pinter’s algebras).
Definition 2.1 (Substitution Set Algebras with Transpositions). Let U be a
set. The full substitution set algebra with transpositions of dimension α with
base U is the algebra
〈P(αU);∩,∼, Sij , Sij〉i 6=j∈α,
where the Sji ’s and Sij’s are unary operations defined by
Sij(X) = {q ∈
αU : q ◦ [i|j] ∈ X},
and
Sij(X) = {q ∈
αU : q ◦ [i, ] ∈ X}.
4
The class of Substitution Set Algebras with Transpositions of dimension α is
defined as follows:
SetSAα = S{A : A is a full substitution set algebra with transpositions
of dimension α with base U, for some set U}.
The full set algebra ℘(αU) can be viewed as the complex algebra of the
atom structure or the modal frame (αU, Sij)i,j∈α where for all i, j, Sij is an
accessibility binary relation, such that for s, t ∈ αU , (s, t) ∈ Sij iff s ◦ [i, j] = t.
When we consider arbitrary subsets of the square nU , then from the modal
point of view we are restricting or relativizing the states or assignments to D.
On the other hand, subalgebras of full set algebras, can be viewed as general
modal frames, which are BAO’s and ordinary frames, rolled into one.
In this context, if one wants to use traditional terminology from modal
logic, this means that the assignments are not links between the possible
(states) worlds of the model; they themselves are the possible (states) worlds.
Definition 2.2 (Representable Substitution Set Algebras with Transpositions).
The class of representable substitution set algebras with transpositions of di-
mension α is defined to be
RSAα = SPSetSAα.
Definition 2.3 (locally square Set). Let U be a given set, and let D ⊆ αU.
We say that D is locally square iff it satisfies the following condition:
(∀i 6= j ∈ α)(∀s ∈ αU)(s ∈ D =⇒ s ◦ [i/j] and s ◦ [i, j] ∈ D),
Definition 2.4 (locally square Algebras). The class of locally square Set Alge-
bras of dimension α is defined to be
WSAα = SP{〈P(D);∩,∼, S
i
j, Sij〉i 6=j∈α : U is a set , D ⊆
αUpermutable}.
Here the operatins are relatvized to D, namely Sij(X) = {q ∈ D : q◦[i/j] ∈ X}
and Sij(X) = {q ∈ D : q ◦ [i, j] ∈ X}, and ∼ is complement w.r.t. D.
If D is a locally square set then the algebra ℘(D) is defined to be
℘(D) = 〈P(D);∩,∼, Sij , Sij〉i 6=j∈n.
It is easy to show:
Theorem 2.5. Let U be a set and suppose G ⊆ nU is locally square. Let
A = 〈P(nU);∩,∼, Sij , Sij〉i 6=j∈n and let B = 〈P(G);∩,∼, S
i
j, Sij〉i 6=j∈n. Then
the following function h is a homomorphism.
h : A −→ B, h(x) = x ∩G.
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Proof. Straigtforward from the definitions.
Definition 2.6 (Small algebras). For any natural number k ≤ n the algebra
Ank is defined to be
Ank = 〈P(
nk);∩,∼, Sij, Sij〉i 6=j∈n.
So Ank ∈ SetSAn.
Theorem 2.7. RSAn = SP{Ank : k ≤ n}.
Proof. Exactly like the proof in [19] for Pinter’s algebras, however we include
the proof for self completeness. Of course, {Ank : k ≤ n} ⊆ RSAn, and since,
by definition, RSAn is closed under the formation of subalgebras and direct
products, RSAn ⊇ SP{Ank : k ≤ n}.
To prove the other slightly more difficult inclusion, it is enough to show
SetSAn ⊆ SP{Ank : k ≤ n}. Let A ∈ SetSAn and suppose that U is the
base of A. If U is empty, then A has one element, and one can easily show
A ∼= An0. Otherwise for every 0
A 6= a ∈ A we can construct a homomorphism
ha such that ha(a) 6= 0 as follows. If a 6= 0
A then there is a sequence q ∈ a.
Let Ua0 = range(q). Clearly,
nUa0 is locally square and herefore by theorem 2.5
relativizing by nUa0 is a homomorphism to Anka (where ka := |range(q)| ≤ n).
Let ha be this homomorphism. Since q ∈
nUa0 we have ha(a) 6= 0
Anka . One
readily concludes that A ∈ SP{Ank : k ≤ n} as desired.
2.1 Axiomatizing RSAn.
We know that the variety generated by RTAn is finitely axiomatizable since
it is generated by finitely many finite algebras, and because, having a Boolean
reduct, it is congruence distributive. This follows from a famous theorem by
Baker.
In this section we show that RSAn is a variety by providing a particular
finite set Σn of equations such that Mod(Σn) = RSAn. We consider the sim-
ilarity types {.,−, sji , sij}, where . is the Boolean meet, − is complementation
and for i, j ∈ n, sji and sij are unary operations, designating substitutions.
We consider meets and complementation are the basic operation and a + b
abbreviates −(−a. − b). Our choice of equations is not haphazard; we encode
a presentation of the semigroup nn into the equations, and further stipulate
that the substitution operations are Boolean endomorphisms. We chose the
presentation given in [18]
Definition 2.8 (The Axiomatization). For all natural n > 1, let Σ′n be the
following set of equations joins. For distinct i, j, k, l
1. The Boolean axioms
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2. sij preserves joins and meets
3. skls
j
isklx = s
j
ix
4. sjks
j
isjkx = s
k
i x
5. skis
j
iskix = s
j
kx
6. sijs
j
isijx = s
i
jx
7. sjis
k
l x = s
k
l s
j
ix
8. sjis
k
i x = s
k
i s
j
ix = s
j
is
k
jx
9. sjis
i
kx = s
j
ksijx
10. sjis
j
kx = s
j
kx
11. sjis
j
ix = s
j
ix
12. sjis
i
jx = s
j
ix
13. sjisijx = sijx
Let SAn be the abstractly defined class Mod(Σn). In the above axiomati-
zation, it is stipulated that sij respects meet and join. From this it can be easily
inferred that sij respects −, so that it is in fact a Boolean endomorphism. In-
deed if x = −y, then x+ y = 1 and x.y = 0, hence sij(x+ y) = sijx+ sijy = 0
and sij(x.y) = sijx.sijy = 0, hence sijx = −sijy. We chose not to involve
negation in our axiomtatization, to make it strictly positive.
Note that different presentations of nn give rise to different axiomatizations,
but of course they are all definitionally equivalent. Here we are following the
conventions of [12] by distinguishing in notation between operations defined
in abstract algebras, and those defined in concrete set algebras. For example,
for A ∈Mod(Σn), sij denotes the i, j substitution operator, while in set alge-
bras we denote the (interpretation of this) operation by capital Sij ; similarly
for sji . This convention will be followed for all algebras considered in this pa-
per without any further notice.(Notice that the Boolean operations are also
distinguished notationally).
To prove our main representation theorem, we need a few preparations:
Definition 2.9. Let R(U) = {sij : i 6= j ∈ U} ∪ {s
i
j : i 6= j ∈ U} and let
ˆ: R(U)∗ −→ UU be defined inductively as follows: it maps the empty string
to IdU and for any string t,
(sijt)
ˆ= [i, j] ◦ tˆ and (sijt)
ˆ= [i/j] ◦ tˆ.
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Theorem 2.10. For all n ∈ ω the set of (all instances of the) axiom-schemas
1 to 11 of Def.2.8 is a presentation of the semigroup nn via generators R(n)
(see [18]). That is, for all t1, t2 ∈ R(n)
∗ we have
1 to 11 of Def.2.8 ⊢ t1 = t2 iff t
ˆ
1 = t
ˆ
2.
Here ⊢ denotes derivability using Birkhoff’s calculus for equational logic.
Proof. This is clear because the mentioned schemas correspond exactly to the
set of relations governing the generators of nn (see [18]).
Definition 2.11. For every ξ ∈ nn we associate a sequence sξ ∈ R(U)
∗ (like
we did before for Sn using
nn instead) such that sˆξ = ξ. Such an sξ exists,
since R(n) generates nn.
Like before, we have
Lemma 2.12. Let A be an RSAn type BAO. Suppose G ⊆
nn is a locally
square set, and 〈Fξ : ξ ∈ G〉 is a system of ultrafilters of A such that for all
ξ ∈ G, i 6= j ∈ n and a ∈ A, the following conditions hold:
Sij
A(a) ∈ Fξ ⇔ a ∈ Fξ◦[i,j] (∗), and
Sij
A
(a) ∈ Fξ ⇔ a ∈ Fξ◦[i/j] (∗∗)
Then the following function h : A −→ ℘(G) is a homomorphism
h(a) = {ξ ∈ G : a ∈ Fξ}.
Now, we show, unlike replacement algebras RSAn is a variety.
Theorem 2.13. For any finite n ≥ 2, RSAn = SAn
Proof. Clearly, RSAn ⊆ SAn because SetSAn |= Σ
′
n (checking it is a routine
computation). Conversely, RSAn ⊇ SAn. To see this, let A ∈ SAn be ar-
bitrary. We may suppose that A has at least two elements, otherwise, it is
easy to represent A. For every 0A 6= a ∈ A we will construct a homomor-
phism ha on Ann such that ha(a) 6= 0
Ann. Let 0A 6= a ∈ A be an arbitrary
element. Let F be an ultrafilter over A containing a, and for every ξ ∈ nn,
let Fξ = {z ∈ A : S
A
ξ (z) ∈ F} (which is an ultrafilter). (Here we use that all
maps in nn are available, which we could not do before). Then, h : A −→ Ann
defined by h(z) = {ξ ∈ nn : z ∈ Fξ} is a homomorphism by 2.12 as (∗), (∗∗)
hold.
Corollary 2.14. Simple algebras are finite.
Proof. Finiteness follow from the previous theorem, since if A is simple, then
the map h defined above is injective.
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However, not any finite algebra is simple. Indeed if V ⊆ nn, and s ∈ V is
constant, then ℘({s}) is a homomorphic image of ℘(V ). So if |V | > 2, then
this homomorphism will have a non-trivial kernel. Let Sir(SAn) denote the
class of subdirectly indecomposable algebrbra, and Sim(SAn) be the class of
simple algebras.
question 2.15. Characterize the simple and subdirectly irreducible elements,
is SAn a discriminator variety?
Theorem 2.16. SAn is locally finite, and has the superamalgamation property
Proof. For the first part let A ∈ SAn be generated by X and |X| = m. We
claim that |A| ≤ 22
m×nn
. Let Y = {sτx : x ∈ X, τ ∈
nn}. Then A = SgBlAY .
This follows from the fact that the substitutions are Boolean endomorphisms.
Since |Y | ≤ m× nn, the conclusion follows.
For the second part, first a piece of notation. For an algebra A and X ⊆ A,
flBlAX denotes the Boolean filter generated by X . We show that the following
strong form of interpolation holds for the free algebras: Let X be a non-empty
set. Let A = FrXSAn, and let X1, X2 ⊆ A be such that X1∪X2 = X . Assume
that a ∈ SgAX1 and c ∈ Sg
AX2 are such that a ≤ c. Then there exists an
interpolant b ∈ SgA(X1 ∩ X2) such that a ≤ b ≤ c. Assume that a ≤ c, but
there is no such b. We will reach a contradiction. Let
H1 = fl
BlSgAX1{a} = {x : x ≥ a},
H2 = fl
BlSgAX2{−c} = {x : x ≥ −c},
and
H = flBlSg
A(X1∩X2)[(H1 ∩Sg
A(X1 ∩X2)) ∪ (H2 ∩Sg
A(X1 ∩X2))].
We show that H is a proper filter of SgA(X1 ∩ X2). For this, it suffices to
show that for any b0, b1 ∈ Sg
A(X1 ∩ X2), for any x1 ∈ H1 and x2 ∈ H2 if
a.x1 ≤ b0 and −c.x2 ≤ b1, then b0.b1 6= 0. Now a.x1 = a and −c.x2 = −c.
So assume, to the contrary, that b0.b1 = 0. Then a ≤ b0 and −c ≤ b1 and so
a ≤ b0 ≤ −b1 ≤ c, which is impossible because we assumed that there is no
interpolant.
Hence H is a proper filter. Let H∗ be an ultrafilter of SgA(X1 ∩ X2)
containing H , and let F be an ultrafilter of SgAX1 and G be an ultrafilter of
SgAX2 such that
F ∩SgA(X1 ∩X2)) = H
∗ = G ∩SgA(X1 ∩ x2).
Such ultrafilters exist.
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For simplicity of notation let A1 = Sg
A(X1) and A2 = Sg
A(X2). Define
h1 : A1 → ℘(
nn) by
h1(x) = {η ∈
nn : x ∈ sηF},
and h2 : A1 → ℘(
nn) by
h2(x) = {η ∈
nn : x ∈ sηG},
Then h1, h2 are homomorphisms, they agree on Sg
A(X1 ∩ X2). Indeed let
x ∈ SgA(X1 ∩ X2). Then η ∈ h1(x) iff sηx ∈ F iff sηx ∈ F ∩ Sg
A(X1 ∩
X2) = H
∗ = G ∩SgA(X1 ∩ X2) iff sηx ∈ G iff η ∈ h2(x). Thus h1 ∪ h2 is a
function. By freeness there is an h : A → ℘(nn) extending h1 and h2. Now
Id ∈ h(a) ∩ h(−c) 6= ∅ which contradicts a ≤ c. The result now follows from
[15], stating that the super amalgamtion property for a variety of BAOs follow
from the interpolation property in the free algebras.
3 Complete representability for SAn
For SAn, the problem of complete representations is delicate since the substi-
tutions corresponding to replacements may not be completey additive, and a
complete representation, as we shall see, forces the complete additivity of the
so represented algebra. In fact, as we discover, they are not. We first show that
representations may not preserve arbitrary joins, from which we infer that the
omitting types theorem fails, for the corresponding multi dimensional modal
logic.
Throughout this section n is a natural number ≥ 2. All theorems in this
subsection, with the exception of theorem 3.2, apply to Pinter’s algebras, by
simply discarding the substitution operations corresponding to transpositions,
and modifying the proofs accordingly.
Theorem 3.1. There exists a countable A ∈ SAn and X ⊆ A, such that∏
X = 0, but there is no representation f : A→ ℘(V ) such that
⋂
x∈X f(x) =
∅.
Proof. We give the example for n = 2, and then we show how it extends to
higher dimensions.
It suffices to show that there is an algebra A, and a set S ⊆ A, such that
s10 does not preserves
∑
S. For if A had a representation as stated in the
theorem, this would mean that s10 is completely additive in A.
For the latter statement, it clearly suffices to show that if X ⊆ A, and∑
X = 1, and there exists an injection f : A→ ℘(V ), such that
⋃
x∈X f(x) =
V , then for any τ ∈ nn, we have
∑
sτX = 1. So fix τ ∈ V and assume that
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this does not happen. Then there is a y ∈ A, y < 1, and sτx ≤ y for all x ∈ X .
(Notice that we are not imposing any conditions on cardinality of A in this
part of the proof). Now
1 = sτ (
⋃
x∈X
f(x)) =
⋃
x∈X
sτf(x) =
⋃
x∈X
f(sτx).
(Here we are using that sτ distributes over union.) Let z ∈ X , then sτz ≤ y <
1, and so f(sτz) ≤ f(y) < 1, since f is injective, it cannot be the case that
f(y) = 1. Hence, we have
1 =
⋃
x∈X
f(sτx) ≤ f(y) < 1
which is a contradiction, and we are done. Now we turn to constructing the
required counterexample, which is an easy adaptation of a construction dut to
Andre´ka et all in [2] to our present situation. We give the detailed construction
for the reader’s conveniance.
(1) Let B be an atomless Boolean set algebra with unit U , that has the
following property:
For any distinct u, v ∈ U , there is X ∈ B such that u ∈ X and v ∈ ∼ X .
For example B can be taken to be the Stone representation of some
atomless Boolean algebra. The cardinality of our constructed algebra
will be the same as |B|. Let
R = {X × Y : X, Y ∈ B}
and
A = {
⋃
S : S ⊆ R : |S| < ω}.
Then indeed we have |R| = |A| = |B|.
We claim that A is a subalgebra of ℘(2U).
Closure under union is obvious. To check intersections, we have:
(X1 × Y1) ∩ (X2 × Y2) = (X1 ∩X2)× (Y1 ∩ Y2).
Hence, if S1 and S2 are finite subsets of R, then
S3 = {W ∩ Z : W ∈ S1, Z ∈ S2}
is also a finite subset of R and we have
(
⋃
S1) ∩ (
⋃
S2) =
⋃
S3
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For complementation:
∼ (X × Y ) = [∼ X × U ] ∪ [U× ∼ Y ].
If S ⊆ R is finite, then
∼
⋃
S =
⋂
{∼ Z : Z ∈ S}.
Since each ∼ Z is in A, and A is closed under intersections, we conclude
that ∼
⋃
S is in A. We now show that it is closed under substitutions:
S10(X × Y ) = (X ∩ Y )× U, S
0
1(X × Y ) = U × (X ∩ Y )
S01(X × Y ) = Y ×X.
Let
D01 = {s ∈ U × U : s0 = s1}.
We claim that the only subset of D01 in A is the empty set.
Towards proving this claim, assume that X×Y is a non-empty subset of
D01. Then for any u ∈ X and v ∈ Y we have u = v. Thus X = Y = {u}
for some u ∈ U . But then X and Y cannot be in B since the latter is
atomless and X and Y are atoms. Let
S = {X× ∼ X : X ∈ B}.
Then ⋃
S = ∼ D01.
Now we show that ∑
AS = U × U.
Suppose that Z is an upper bound different from U ×U . Then
⋃
S ⊆ Z.
Hence ∼ D01 ⊆ Z, hence ∼ Z = ∅, so Z = U × U . Now
S10(U × U) = (U ∩ U)× U = U × U.
But
S10(X× ∼ X) = (X∩ ∼ X)× U = ∅.
for every X ∈ B. Thus
S10(
∑
S) = U × U
and ∑
{S10(Z) : Z ∈ S} = ∅.
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(2) For n > 2, one takes R = {X1 × . . . × Xn : Xi ∈ B} and the
definition of A is the same. Then, in this case, one takes S to be X× ∼
X × U × . . .× U such that X ∈ B. The proof survives verbatim.
By taking B to be countable, then A can be countable, and so it violates
the omitting types theorem.
Theorem 3.2. Let A be in SAn. Then A is completely additive iff s
1
0 is
completely additive, in particular if A is atomic, and s10 is additive, then A is
completely representable.
Proof. It suffices to show that for i, j ∈ n, i 6= j, we have sji is completely
additive. But [i|j] = [0|1] ◦ [i, j], and s[i,j] is completely additive.
For replacement algebras, when we do not have transpositions, so the above
proof does not work. So in principal we could have an algebra such that s10 is
completely additive in A, while s01 is not.
question 3.3. Find a Pinter’s algebra for which s10 is completely additive but
s01 is not
However, like SAn, we also have:
Theorem 3.4. For every n ≥ 2, and every distinct i, j ∈ n, there is an algebra
B ∈ SAn such that s
j
i is not completely additive.
Proof. One modifies the above example by letting X occur in the ith place of
the product, and ∼ X , in the jth place.
Now we turn to the notion of complete representability which is not remote
from that of minimal completions [24]. 2
Definition 3.5. Let A ∈ SAn and b ∈ A, then RlbA = {x ∈ A : x ≤ b}, with
operations relativized to b.
Theorem 3.6. Let A ∈ SAn atomic and assume that
∑
x∈X sτx = b for all
τ ∈ nn. Then RlbA is completely representable. In particular, if
∑
x∈x sτx = 1,
then A is completely representable.
2One way to show that varieties of representable algebras, like cylindric algebras, are
not closed under completions, is to construct an atom structure F, such that CmF is not
representable, while TmF, the subalgebra of CmF, generated by the atoms, is representable.
This algebra cannot be completely representable; because a complete representation induces
a representation of the full complex algebra.
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Proof. Clearly B = RlbA is atomic. For all a 6= 0, a ≤ b, find an ultrafilter F
that contains a and lies outside the nowhere dense set S ∼
⋃
x∈X Nsτx. This
is possible since B is atomic, so one just takes the ultrafilter generated by
an atom below a. Define for each such F and such a, repF,a(x) = {τ ∈
nn :
sτx ∈ F}; for each such a let Va =
nn, and then set g : B →
∏
a6=0 ℘(Va) by
g(b) = (repF,a(b) : a ≤ b, a 6= 0).
Since SAn can be axiomatized by Sahlqvist equations, it is closed under
taking canonical extensions. The next theorem says that canonical extensions
have complete (square) representations. The argument used is borrowed from
Hirsch and Hodkinson [8] which is a first order model-theoretic view of rep-
resentability, using ω-saturated models. A model is ω saturated if every type
that is finitely realized, is realized. Every countable consistent theory has an
ω saturated model.
Theorem 3.7. Let A ∈ SAn. Then A
+ is completely representable on a square
unit.
Proof. For a given A ∈ SAn, we define a first order language L(A), which is
purely relational; it has one n − ary relation symbol for each element of A.
Define an L(A) theory T (A) as follows; for all R, S, T ∈ A and τ ∈ Sn:
σ∨(R, S, T ) = [R(x¯)←→ S(x¯) ∨ T (x¯)], R = S ∨ T
σ¬(R, S) = (1(x¯)→ (R(x¯)←→ ¬S(x¯)], R = ¬S
στ (R, S) = R(x¯)←→ sτS(x¯), R = sτS.
σ6=0(R) = ∃x¯R(x¯).
Let A be given. Then since A has a representation, hence T (A) is a consistent
first order theory. Let M be an ω saturated model of T (A). Let 1M = nM .
Then for each x¯ ∈ 1M , the set fx¯ = {a ∈ A : M |= a(x¯)} is an ultrafilter of A.
Define h : A+ → ℘(nM) via
S 7→ {x¯ ∈ 1M : fx¯ ∈ S}.
Here S, an element of A+, is a set of ultrafilters of A. Clearly, h(0) = h(∅) = ∅.
h respects complementation, for x¯ ∈ 1M and S ∈ A+, x¯ /∈ h(S) iff fx¯ /∈ S iff
fx¯ ∈ −S iff x¯ /∈ h(−S). It is also straightforward to check that h preserves
arbitrary unions. Indeed, we have x¯ ∈ h(
⋃
Si) iff fx¯ ∈
⋃
Si iff x¯ ∈ h(Si) for
some i.
We now check that h is injective. Here is where we use saturation. Let µ
be an ultrafilter in A, we show that h({µ}) 6= ∅. Take p(x¯) = {a(x¯) : a ∈ µ}.
Then this type is finitely satisfiable in M . For if {a0(x¯), . . . , an−1(x¯)} is an
14
arbitrary finite subset of p(x¯), then a = a0.a1..an−1 ∈ µ, so a > 0. By axiom
σ6=0(a) in T (A), we have M |= ∃x¯a(x¯). Since a ≤ ai for each i < n, we obtain
using σ∨(ai, a, ai) axiom of TA that M |= ∃x¯
∧
i<n ai(x¯), showing that p(x¯) is
finitely satisfiable as required. Hence, by ω saturation p is realized in M by
some n tuple x¯. Hence p is realized in M by the tuple x¯, say. Now µ = fx¯.
So x¯ ∈ h({µ} and we have proved that h is an injection. Preservation of the
substitution operations is straightforward.
Lemma 3.8. For A ∈ SAn, the following two conditions are equivalent:
(1) There exists a locally square set V, and a complete representation f :
A→ ℘(V ).
(2) For all non zero a ∈ A, there exists a homomorphism f : A→ ℘(nn)
such that f(a) 6= 0, and
⋃
x∈AtA f(x) =
nn.
Proof. Having dealt with the other implication before, we prove that (1)
implies (2). Let there be given a complete representation g : A→ ℘(V ). Then
℘(V ) ⊆
∏
i∈I Ai for some set I, where Ai = ℘(
nn). Assume that a is non-zero,
then g(a) is non-zero, hence g(a)i is non-zero for some i. Let πj be the jth
projection πj :
∏
Ai → Aj , πj [(ai : i ∈ I)] = aj . Define f : A → Ai by
f(x) = (πi ◦ g(x)). Then clearly f is as required.
The following theorem is a converse to 3.6
Theorem 3.9. Assume that A ∈ SAn is completely representable. Let f :
A → ℘(nn) be a non-zero homomorphism that is a complete representation.
Then
∑
x∈X sτx = 1 for every τ ∈
nn.
Proof. Like the first part of the proof of theorem 3.1.
Adapting another example in [2] constructed for 2 dimensional quasi-polyadic
algebras, we show that atomicity and complete representability do not coincide
for SAn. Because we are lucky enough not have cylindrifiers, the construction
works for all n ≥ 2, and even for infinite dimensions, as we shall see. Here it is
not a luxary to include the details, we have to do so because we will generalize
the example to all higher dimensions.
Theorem 3.10. There exists an atomic complete algebra in SAn (2 ≤ n < ω),
that is not completely representable. Furthermore, dropping the condition of
completeness, the algebra can be atomic and countable.
Proof. It is enough, in view of the previous theorem, to construct an atomic
algebra such that Σx∈AtAs
1
0x 6= 1. In what follows we produce such an algebra.
(This algebra will be uncountable, due to the fact that it is infinite and com-
plete, so it cannot be countable. In particular, it cannot be used to violate the
15
omitting types theorem, the most it can say is that the omitting types theorem
fails for uncountable languages, which is not too much of a surprise).
Let Z+ denote the set of positive integers. Let U be an infinite set. Let
Qn, n ∈ ω, be a family of n-ary relations that form partition of
nU such that
Q0 = D01 = {s ∈
nU : s0 = s1}. And assume also that each Qn is symmetric;
for any i, j ∈ n, SijQn = Qn. For example one can U = ω, and for n ≥ 1, one
sets
Qn = {s ∈
nω : s0 6= s1 and
∑
si = n}.
Now fix F a non-principal ultrafilter on P(Z+). For each X ⊆ Z+, define
RX =
{⋃
{Qk : k ∈ X} if X /∈ F,⋃
{Qk : k ∈ X ∪ {0}} if X ∈ F
Let
A = {RX : X ⊆ Z
+}.
Notice that A is uncountable. Then A is an atomic set algebra with unit RZ+ ,
and its atoms are R{k} = Qk for k ∈ Z
+. (Since F is non-principal, so {k} /∈ F
for every k). We check that A is indeed closed under the operations. Let X, Y
be subsets of Z+. If either X or Y is in F , then so is X ∪ Y , because F is a
filter. Hence
RX ∪ RY =
⋃
{Qk : k ∈ X} ∪
⋃
{Qk : k ∈ Y } ∪Q0 = RX∪Y
If neither X nor Y is in F , then X ∪Y is not in F , because F is an ultrafilter.
RX ∪ RY =
⋃
{Qk : k ∈ X} ∪
⋃
{Qk : k ∈ Y } = RX∪Y
Thus A is closed under finite unions. Now suppose that X is the complement
of Y in Z+. Since F is an ultrafilter exactly one of them, say X is in F . Hence,
∼ RX =∼
⋃
{Qk : k ∈ X ∪ {0}} =
⋃
{Qk : k ∈ Y } = RY
so thatA is closed under complementation (w.r.tRZ+). We check substitutions.
Transpositions are clear, so we check only replacements. It is not too hard to
show that
S10(RX) =
{
∅ if X /∈ F,
RZ+ if X ∈ F
Now ∑
{S10(Rk) : k ∈ Z
+} = ∅.
and
S10(RZ+) = RZ+
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∑
{R{k} : k ∈ Z
+} = RZ+ =
⋃
{Qk : k ∈ Z
+}.
Thus
S10(
∑
{R{k} : k ∈ Z
+}) 6=
∑
{S10(R{k}) : k ∈ Z
+}.
For the completeness part, we refer to [2].
The countable algebra required is that generated by the countably many
atoms.
Our next theorem gives a plathora of algebras that are not completely
representable. Any algebra which shares the atom structure of A constructed
above cannot have a complete representation. Formally:
Theorem 3.11. Let A be as in the previous example. Let B be an atomic
an atomic algebra in SAn such that AtA ∼= AtB. Then B is not completely
representable
Proof. Let such a B be given. Let ψ : AtA → AtB be an isomorphism of the
atom structures (viewed as first order structures). Assume for contradiction
that B is completely representable, via f say; f : B → ℘(V ) is an injec-
tive homomorphism such that
⋃
x∈AtB f(x) = V . Define g : A → ℘(V ) by
g(a) =
⋃
x∈AtA,x≤a f(ψ(x)). Then, it can be easily checked that f establishes a
complete representation of A.
There is a wide spread belief, almost permenantly established that like
cylindric algebras, any atomic poyadic algebras of dimension 2 is completely
representable. This is wrong. The above example, indeed shows that it is
not the case, because the set algebras consrtucted above , if we impose the
additional condition that each Qn has U as its domain and range, then the
algebra in question becomes closed under the first two cylindrfiers, and by the
same reasoning as above, it cannot be completely representable.
However, this condition cannot be imposed for for higher dimension, and
indeed for n ≥ 3, the class of completely representable quasiplyadic algebras
is not elementary. When we have diagonal elements, the latter result holds for
quasipolyadic equality algebras, but the former does not. On the other hand,
the variety of polyadic algebras of dimension 2 is conjugated (which is not the
case when we drop diagonal elements), hence atomic representable algebras
are completely representable.
We introduce a certain cardinal that plays an essential role in omitting
types theorems [22].
Definition 3.12. (i) A Polish space is a complete separable metric space.
(ii) For a Polish space X , K(X) denotes the ideal of meager subsets of
X . Set
covK(X) = min{|C| : C ⊆ K(X), ∪C = X}.
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If X is the real line, or the Baire space ωω, or the Cantor set ω2, which
are the prime examples of Polish spaces, we write K instead of K(X).
The above three spaces are sometimes referred to as real spaces since they
are all Baire isomophic to the real line. Clearly ω < covK ≤ 2ℵ0 . The crdinal
covK is an important cardinal studied extensively in descriptive set theory,
and it turns out strongly related to the number of types that can be omitted
in consitent countable first order theory, a result of Newelski. It is known, but
not trivial to show, that covK is the least cardinal κ such that the real space
can be covered by κ many closed nowhere dense sets, that is the least cardinal
such that the Baire Category Theorem fails. Also it is the largest cardinal for
which Martin’s axiom restricted to countable Boolean algebras holds.
Indeed, the full Martin’s axiom, imply that covK = 2ℵ0 but it is also
consistent that covK = ω1 < 2
ℵ0 . Varying the value of covK by (iterated)
forcing in set theory is known. For example covK < 2ℵ0 is true in the random
real model. It also holds in models constructed by forcings which do not add
Cohen reals.
Theorem 3.13. Let A ∈ SAn be countable and completely additive, and let κ
be a cardinal < covK. Assume that (Xi : i < κ) is a family on non principal
types. Then there exists a countable locally square set V , and an injective
homomorphism f : A→ ℘(V ) such that
⋂
x∈Xi
f(x) = ∅ for each i ∈ κ.
Proof. Let a ∈ A be non-zero. For each τ ∈ nn for each i ∈ κ, let Xi,τ = {sτx :
x ∈ Xi}. Since the algebra is additive, then (∀τ ∈ V )(∀i ∈ κ)
∏
AXi,τ = 0. Let
S be the Stone space of A, and for a ∈ N , let Na be the clopen set consisting
of all Boolean ultrafilters containing a. Let Hi,τ =
⋂
x∈Xi
Nsτx. Each Hi,τ
is closed and nowhere dense in S. Let H =
⋃
i∈κ
⋃
τ∈V Hi,τ . By properties of
covK,H is a countable collection of nowhere dense sets. By the Baire Category
theorem for compact Hausdorff spaces, we get that S ∼ H is dense in S. Let
F be an ultrafilter that contains a and is outside H, that is F intersects the
basic set Na; exists by density. Let ha(z) = {τ ∈ V : sτ ∈ F}, then ha is a
homomorphism into ℘(V ) such that ha(a) 6= 0. Define g : A→
∏
a∈A ℘(V ) via
a 7→ (ha(x) : x ∈ A). Let Va = V ×{a}. Since
∏
a∈A ℘(V )
∼= ℘(
⋃
a∈A Va), then
we are done for g is clearly an injection.
The statement of omitting < ω2 non-principal types is independent of
ZFC. Martins axiom offers solace here, in two respects. Algebras adressed
could be uncountable (though still satisfying a smallness condition, that is a
natural generalization of countability, and in fact, is necessary for Martin’s
axiom to hold), and types omitted can be < ω2. More precisely:
Theorem 3.14. In ZFC +MA the following can be proved: Let A ∈ SAn
be completely additive, and further assume that A satisfies the countable chain
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condition (it contains no uncountable anti-chains). Let λ < ω2, and let (Xi :
i < λ) be a family of non-principal types. Then there exists a countable lo-
cally square set V , and an injective homomorphism f : A → ℘(V ) such that⋂
x∈Xi
f(x) = ∅ for each i ∈ λ.
Proof. The idea is exactly like the previous proof, except that now we have
a union of < ω2 no where dense sets; the required ultrafilter to build the
representation we need lies outside this union. MA offers solace here because
it implies that such a union can be written as a countable union, and again
the Baire category theorem readily applies.
But withoutMA, if the given algebra is countable and completely additive,
and if the types are maximal, then we can also omit < ω2 types. This is
indeed provable in ZFC, without any additional assumptions at all. For
brevity, when we have an omitting types theore, like the previos one, we say
that the hypothesis implies existence of a representation omitting the given
set of non-principl types.
Theorem 3.15. Let A ∈ SAn be a countable, let λ <
ω2 and F = (Fi : i < λ)
be a family of non principal ultrafilters. Then there is a single representation
that omits these non-principal ultrafilters.
Proof. One can easily construct two representations that overlap only on prin-
cipal ultrafilters [13]. With a pinch of diagonalization this can be pushed to
countable many. But even more, using ideas of Shelah [21] thm 5.16, this this
can be further pushed to ω2 many representations. Such representations are
not necessarily pair-wise distinct, but they can be indexed by a set I such that
|I| = ω2, and if i, j ∈ I, are distinct and there is an ultrafilter that is realized
in the representations indexed by i and j, then it is principal. Note that they
can be the same representation. Now assume for contradiction that there is
no representation omitting the given non-principal ultrafilters.
Then for all i < ω2, there exists F such that F is realized in Bi. Let
ψ : ω2 → ℘(F), be defined by ψ(i) = {F : F is realized in Bi}. Then for all
i < ω2, ψ(i) 6= ∅. Furthermore, for i 6= j, ψ(i)∩ψ(j) = ∅, for if F ∈ ψ(i)∩ψ(j)
then it will be realized in Bi and Bj , and so it will be principal. This implies
that |F| = ω2 which is impossible.
In case of omitting the single special type, {−x : x ∈ AtA} for an atomic
algebra, no conditions whatsoever on cardinalities are pre-supposed.
Theorem 3.16. If A ∈ SAn is completelyadditive and atomic, then A is
completely representable
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Proof. Let B be an atomic transposition algebra, let X be the set of atoms,
and let c ∈ B be non-zero. Let S be the Stone space of B, whose underlying
set consists of all Boolean ulltrafilters of B. Let X∗ be the set of principal
ultrafilters of B (those generated by the atoms). These are isolated points in
the Stone topology, and they form a dense set in the Stone topology since B is
atomic. So we have X∗ ∩ T = ∅ for every nowhere dense set T (since principal
ultrafilters, which are isolated points in the Stone topology, lie outside nowhere
dense sets). Recall that for a ∈ B, Na denotes the set of all Boolean ultrafilters
containing a.
Now for all τ ∈ Sn, we have GX,τ = S ∼
⋃
x∈X Nsτx is nowhere dense.
Let F be a principal ultrafilter of S containing c. This is possible since B is
atomic, so there is an atom x below c; just take the ultrafilter generated by
x. Also F lies outside the GX,τ ’s, for all τ ∈ Sn. Define, as we did before, fc
by fc(b) = {τ ∈ Sn : sτb ∈ F}. Then clearly for every τ ∈ Sn there exists an
atom x such that τ ∈ fc(x), so that Sn =
⋃
x∈AtA fc(x)
For each a ∈ A, let Va = Sn and let V be the disjoint union of the Va’s.
Then
∏
a∈A ℘(Va)
∼= ℘(V ). Define f : A → ℘(V ) by f(x) = g[(fax : a ∈ A)].
Then f : A → ℘(V ) is an embedding such that
⋃
x∈AtA f(x) = V . Hence f is
a complete representation.
Another proof inspired from modal logic, and taken from Hirsch and Hod-
kinson [14], with the slight difference that we assume complete additivity not
conjugation. Let A ∈ SAn be additive and atomic, so the first order corre-
spondants of the equations are valid in its atom structure AtA. But AtA is
a bounded image of a disjoint union of square frames Fi, that is there exists
a bounded morphism from AtA →
⋃
i∈I Fi, so that CmFi is a full set alge-
bra. Dually the inverse of this bounded morphism is an embedding frm A into∏
i∈I CmFi that preserves all meets.
The previous theorem tells us how to capture (in first order logic) complete
representability. We just spell out first order axioms forcing complete addi-
tivity of substitutions corresponding to replacements. Other substitutions,
corresponding to the transpositions, are easily seen to be completely additive
anway; in fact, they are self-conjugate.
Theorem 3.17. The class CSAn is elementary and is finitely axiomatizable
in first order logic.
Proof. We assume n > 1, the other cases degenerate to the Boolean case. Let
At(x) be the first order formula expressing that x is an atom. That is At(x) is
the formula x 6= 0∧ (∀y)(y ≤ x→ y = 0∨ y = x). For distinct i, j < n let ψi,j
be the formula: y 6= 0 → ∃x(At(x) ∧ sjix 6= 0 ∧ s
j
ix ≤ y). Let Σ be obtained
from Σn by adding ψi,j for every distinct i, j ∈ n.
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We show that CSAn = Mod(Σ). Let A ∈ CSAn. Then, by theorem
3.9, we have
∑
x∈X s
j
ix = 1 for all i, j ∈ n. Let i, j ∈ be distinct. Let a be
non-zero, then a.
∑
x∈X s
j
ix = a 6= 0, hence there exists x ∈ X , such that
a.sjix 6= 0, and so A |= ψi,j . Conversely, let A |= Σ. Then for all i, j ∈ n,∑
x∈X s
j
ix = 1. Indeed, assume that for some distinct i, j ∈ n,
∑
x∈X s
j
ix 6= 1.
Let a = 1 −
∑
x∈X s
j
ix. Then a 6= 0. But then there exists x ∈ X , such
that sjix.
∑
x∈X s
j
ix 6= 0 which is impossible. But for distinct i, j ∈ n, we have∑
x∈X s[i,j]X = 1 anyway, and so
∑
sτX = 1, for all τ ∈
nn, and so it readily
follows that A ∈ CRAn.
Definition 3.18. Call a completely representable algebra square completely
representable, if it has a complete representation on a square.
Theorem 3.19. If A ∈ SAn is completely representable, then A is square
completely representable.
Proof. Assume that A is completely representable. Then each sji is completely
additive for all i, j ∈ n. For each a 6= 0, choose Fa outside the nowhere dense
sets S ∼
⋃
x∈AtANsτx, τ ∈
nn, and define ha : A → ℘(
nn) the usual way,
that is h(x) = {τ ∈ nn : sτa ∈ Fa}. Let Va =
nn × {a}. Then h : A →∏
a∈A ℘(Va) defined via a 7→ (ha(x) : a ∈ A) is a complete representation. But∏
a∈A,a6=0 ℘(Va)
∼= ℘(
⋃
a∈A,a6=0 Va) and the latter is square.
A variety V is called completion closed if whenever A ∈ V is completely ad-
ditive then its minimal completion A∗ (which exists) is in V . On completions,
we have:
Theorem 3.20. If A ∈ SAn is completely additive, then A has a strong com-
pletion A∗. Furthermore, A∗ ∈ SAn. In other words, SAn is completion closed.
Proof. The completion can be constructed because the algebra is completely
additive. The second part follows from the fact that the stipulaed positive
equations axiomatizing SAn are preserved in completions [27].
We could add diagonal elements d′ijs to our signature and consider SAn
enriched by diagonal elements, call this class DSAn. In set algebras with
unit V a locally square unit, the diagonal dij, i, j ∈ n will be interpreted as
Dij = {s ∈ V : si = sj}. All positive results, with no single exception,
established for the diagonal fre case, i.e. for SAn will extend to DSAn, as the
reader is invited to show. However, the counterexamples constructed above
to violate complete representability of atomic algebras, and an omitting types
theorem for the corresponding muti-dimensional modal logic do not work in
this new context, because such algebras do not contain the diagonal D01, and
this part is essential in the proof. We can show though that again the class of
completely represenable algebras is elementary.
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We will return to such an issue in the infinite dimensional csae, where even
more interesting results hold; for example square representaion and weak ones
form an interesting dichotomy.
3.1 The Infinite Dimensional Case
For SA’s, we can lift our results to infinite dimensions.
We give, what we believe is a reasonable generalization to the above theo-
rems for the infinite dimensional case, by allowing weak sets as units, a weak
set being a set of sequences that agree cofinitely with some fixed sequence.
That is a weak set is one of the form {s ∈ αU : |{i ∈ α, si 6= pi}| < ω},
where U is a set, α an ordinal and p ∈ αU . This set will be denoted by αU (p).
The set U is called the base of the weak set. A set V ⊆ αα(Id), is defined to
be di-permutable just like the finite dimensional case. Altering top elements
to be weak sets, rather than squares, turns out to be fruitful and rewarding.
Definition 3.21. We let WSAα be the variety generated by
℘(V ) = 〈P(V ),∩,−, Sij, S
j
i 〉i,j∈α,
where V ⊆ αα(Id) is locally square (Recall that V is locally square, if whenever
s ∈ V , then, s ◦ [i|j] and s ◦ [i, j] ∈ V , for i, j ∈ α.)
Let Σα be the set of finite schemas obtained from Σn but now allowing
indices from α.
Obviously Σα is infinite, but it has a finitary feature in a two sorted sense.
One sort for the ordinals < α, the other for the first order situation.
Indeed, the system (Mod(Σα) : α ≥ ω) is an instance of what is known
in the literature as a system of varieties definable by a finite schema, which
means that it is enough to specify a strictly finite subset of Σω, to define Σα
for all α ≥ ω. (Strictly speaking, systems of varieties definable by schemes
require that we have a unary operation behaving like a cylindrifier, but such
a distinction is immaterial in the present context.)
More precisely, let Lκ be the language of WSAκ. Let ρ : α → β be
an injection. One defines for a term t in Lα a term ρ(t) in Lβ by recursion
as follows: For any variable vi, ρ(vi) = vi and for any unary operation f
ρ(f(τ)) = f(ρ(τ)). Now let e be a given equation in the language Lα, say e is
the equation σ = τ . then one defines ρ(e) to be the equation ρ(σ) = ρ(τ).
Then there exists a finite set Σ ⊆ Σω such that Σα = {ρ(e) : ρ : ω →
α is an injection , e ∈ Σ}. Notice that Σω =
⋃
n≥2Σn.
Let SAα =Mod(Σα). We give two proofs of the next main representation
theorem, but first a definition.
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Definition 3.22. Let α ≤ β be ordinals and let ρ : α→ β be an injection. For
any β-dimensional algebra B we define an α-dimensional algebra RdρB, with
the same base and Boolean structure as B, where the (i, j)th transposition
substitution of RdρB is sρ(i)ρ(j) ∈ B, and same for replacements.
For a class K, RdρK = { RdρA : A ∈ K}. When α ⊆ β and ρ is the
identity map on α, then we write RdαB, for Rd
ρB.
Our first proof, is more general than the present context; it is basically a
lifting argument that can be used to transfer results in the finite dimensional
case to infinite dimensions.
Theorem 3.23. For any infinite ordinal α, SAα = WSAα.
First proof.
(1) First for A |= Σα, ρ : n→ α, an injection, and n ∈ ω, we have Rd
ρA ∈
SAn.
(2) For any n ≥ 2 and ρ : n → α as above, SAn ⊆ S Rd
ρWSAα as in [12]
theorem 3.1.121.
(3) WTAα is, by definition, closed under ultraproducts.
Now we show that if A |= Σα, then A is representable. First, for any
ρ : n → α, RdρA ∈ SAn. Hence it is in S Rd
ρWSAα. Let I be the set of
all finite one to one sequences with range in α. For ρ ∈ I, let Mρ = {σ ∈
I : ρ ⊆ σ}. Let U be an ultrafilter of I such that Mρ ∈ U for every ρ ∈ I.
Exists, since Mρ ∩Mσ = Mρ∪σ. Then for ρ ∈ I, there is Bρ ∈ WSAα such
that RdρA ⊆ RdρBρ. Let C =
∏
Bρ/U ; it is in UpWSAα =WSAα. Define
f : A →
∏
Bρ by f(a)ρ = a , and finally define g : A → C by g(a) = f(a)/U .
Then g is an embedding.
The second proof follows from the next lemma, whose proof is identical to
the finite dimensional case with obvious modifications. Here, for ξ ∈ αα(Id), the
operator Sξ works as Sξ↾J (which can be defined as in in the finite dimensional
case because we have a finite support) where J = {i ∈ α : ξ(i) 6= i} (in case J
is empty, i.e., ξ = Idα, Sξ is the identity operator).
Lemma 3.24. Let A be an SAα type BAO and G ⊆
αα(Id) permutable. Let
〈Fξ : ξ ∈ G〉 is a system of ultrafilters of A such that for all ξ ∈ G, i 6= j ∈ α
and a ∈ A the following condition holds:
SAij(a) ∈ Fξ ⇔ a ∈ Fξ◦[i,j] (∗).
Then the following function h : A −→ ℘(G) is a homomorphism
h(a) = {ξ ∈ G : a ∈ Fξ}.
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Definition 3.25. We let WSAα be the variety generated by
℘(V ) = 〈P(V ),∩,∼, Sij , Sij〉i,j∈α, V ⊆
αα(Id)
is locally square.
Let Σα be the set of finite schemas obtained from from the Σn but now
allowing indices from α; and let SAα = Mod(Σ
′
α). Then as before, we can
prove, completeness and interpolation (for the corresponding multi dimensional
modal logic):
Theorem 3.26. Let α be an infinite ordinal. Then, we have:
(1) WSAα = SAα
(2) SAα has the superamalgamation property
Proof. Like before undergoing the obvious modifications.
In particular, from the first item, it readily follows, that if A ⊆ ℘(αU) and
a ∈ A is non-zero, then there exists a homomorphism f : A → ℘(V ) for some
permutable V such that f(a) 6= 0. We shall prove a somewhat deep converse of
this result, that will later enable us to verify that the quasi-variety of subdirect
products of full set algebras is a variety.
But first a definition and a result on the number of non-isomorphic models.
Definition 3.27. Let A and B be set algebras with bases U and W respec-
tively. Then A andB are base isomorphic if there exists a bijection f : U →W
such that f¯ : A→ B defined by f¯(X) = {y ∈ αW : f−1 ◦ y ∈ x} is an isomor-
phism from A to B
Definition 3.28. An algebra A is hereditary atomic, if each of its subalgebras
is atomic.
Finite Boolean algebras are hereditary atomic of course, but there are in-
finite hereditary atomic Boolean algebras, example any Boolean algebra gen-
erated by the atoms is necessarily hereditory atomic, like the finite cofinite
Boolean algebra. An algebra that is infinite and complete, like that in our
example violating complete representability, is not hereditory atomic, whether
atomic or not.
Example 3.29. Hereditary atomic algebras arise naturally as the Tarski Lin-
denbaum algebras of certain countable first order theories, that abound. If T
is a countable complete first order theory which has an an ω-saturated model,
then for each n ∈ ω, the Tarski Lindenbuam Boolean algebra Fmn/T is hered-
itary atomic. Here Fmn is the set of formulas using only n variables. For
example Th(Q, <) is such with Q the ω saturated model.
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A well known model-theoretic result is that T has an ω saturated model iff
T has countably many n types for all n. Algebraically n types are just ultrafil-
ters in Fmn/T . And indeed, what characterizes hereditary atomic algebras is
that the base of their Stone space, that is the set of all ultrafilters, is at most
countable.
Lemma 3.30. Let B be a countable Boolean algebra. If B is hereditary atomic
then the number of ultrafilters is at most countable; of course they are finite if
B is finite. If B is not hereditary atomic then it has exactly 2ω ultrafilters.
Proof. [11] p. 364-365 for a detailed discussion.
A famous conjecture of Vaught says that the number of non-isomorphic
countable models of a complete theory is either ≤ ω or exactly ω2. We show
that this is the case for the multi (infinite) dimensional modal logic corre-
sponding to SAα. Morleys famous theorem excluded all possible cardinals in
between except for ω1.
Theorem 3.31. Let A ∈ SAω be countable and simple. Then the number of
non base isomorphic representations of A is either ≤ ω or ω2. Furthermore,
if A is assumed completely additive, and (Xi : i < covK) is a family of non-
principal types, then the number of models omitting these types is the same.
Proof. For the first part. If A is hereditary atomic, then the number of
models ≤ the number of ultrafilters, hence is at most countable. Else, A
is not hereditary atomic, then it has ω2 ultrafilters. For an ultrafilter F , let
hF (a) = {τ ∈ V : sτa ∈ F}, a ∈ A. Then hF 6= 0, indeed Id ∈ hF (a) for any
a ∈ A, hence hF is an injection, by simplicity of A. Now hF : A → ℘(V ); all
the hF ’s have the same target algebra. We claim that hF (A) is base isomor-
phic to hG(A) iff there exists a finite bijection σ ∈ V such that sσF = G. We
set out to confirm our claim. Let σ : α → α be a finite bijection such that
sσF = G. Define Ψ : hF (A)→ ℘(V ) by Ψ(X) = {τ ∈ V : σ
−1◦τ ∈ X}. Then,
by definition, Ψ is a base isomorphism. We show that Ψ(hF (a)) = hG(a) for
all a ∈ A. Let a ∈ A. Let X = {τ ∈ V : sτa ∈ F}. Let Z = Ψ(X). Then
Z = {τ ∈ V : σ−1 ◦ τ ∈ X}
= {τ ∈ V : sσ−1◦τ (a) ∈ F}
= {τ ∈ V : sτa ∈ sσF}
= {τ ∈ V : sτa ∈ G}.
= hG(a)
Conversely, assume that σ¯ establishes a base isomorphism between hF (A) and
hG(A). Then σ¯ ◦ hF = hG. We show that if a ∈ F , then sσa ∈ G. Let a ∈ F ,
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and let X = hF (a). Then, we have
¯σ ◦ hF (a) = σ(X)
= {y ∈ V : σ−1 ◦ y ∈ hF (X)}
= {y ∈ V : sσ−1◦ya ∈ F}
= hG(a)
Now we have hG(a) = {y ∈ V : sya ∈ G}. But a ∈ F . Hence σ
−1 ∈ hG(a) so
sσ−1a ∈ G, and hence a ∈ sσG.
Define the equivalence relation ∼ on the set of ultrafilters by F ∼ G, if
there exists a finite permutation σ such that F = sσG. Then any equivalence
class is countable, and so we have ω2 many orbits, which correspond to the
non base isomorphic representations of A.
For the second part, suppose we want to count the number of representa-
tions omitting a family X = {Xi : i < λ} (λ < covK) of non-isolated types of
T . We assume, without any loss of generality, that the dimension is ω. Let X
be stone space of A. Then
H = X ∼
⋃
i∈λ,τ∈W
⋂
a∈Xi
Nsτa
(where W = {τ ∈ ωω : |{i ∈ ω : τ(i) 6= i}| < ω}) is clearly (by the above
discussion) the space of ultrafilters corresponding to representations omitting
Γ. Note that H the intersection of two dense sets.
But then by properties of covK the union
⋃
i∈λ can be reduced to a count-
able union. We then have H a Gδ subset of a Polish space, namely the Stone
space X . So H is Polish and moreover, E ′ =∼ ∩(H×H) is a Borel equivalence
relation on H. It follows then that the number of representations omitting Γ
is either countable or else ω2.
The above theorem is not so deep, as it might appear on first reading. The
relatively simple proof is an instance of the obvious fact that if a countable
Polish group, acts on an uncountable Polish space, then the number of induced
orbits has the cardinality of the continuum, because it factors out an uncount-
able set by a countable one. When the Polish group is uncountable, finding
the number of orbits is still an open question, of which Vaught’s conjecture is
an instance (when the group is the symmetric group on ω actong on the Polish
space of pairwise non-isomorphic models.)
We shall prove that weak set algebras are strongly isomorphic to set alge-
bras in the sense of the following definition. This will enable us to show that
RSAα, like the finite dimensional case, is also a variety.
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Definition 3.32. Let A and B be set algebras with units V0 and V0 and bases
U0 and U1, respectively, and let F be an isomorphism from B to A. Then F
is a strong ext-isomorphism if F = (X ∩ V0 : X ∈ B). In this case F
−1 is
called a strong subisomorphism. An isomorphism F from A to B is a strong
ext base isomorphism if F = g ◦h for some base isomorphism and some strong
ext isomorphism g. In this case F−1 is called a strong sub base isomorphism.
The following, this time deep theorem, uses ideas of Andre´ka and Ne´meti,
reported in [12], theorem 3.1.103, in how to square units of so called weak
cylindric set algebras (cylindric algebras whose units are weak spaces):
Theorem 3.33. If B is a subalgebra of ℘(αα(Id)) then there exists a set algebra
C with unit αU such that B ∼= C. Furthermore, the isomorphism is a strong
sub-base isomorphism.
Proof. We square the unit using ultraproducts. We prove the theorem for
α = ω. We warn the reader that the proof uses heavy machinery of proprties
of ultraproducts for algebras consisting of infinitary relations. Let F be a non-
principal ultrafilter over ω. (For α > ω, one takes an |α+| regular ultrafilter
on α). Then there exists a function h : ω → {Γ ⊆ω ω} such that {i ∈ ω : κ ∈
h(i)} ∈ F for all κ < ω. Let M = ωU/F . M will be the base of our desired
algebra, that is C will have unit ωM. Define ǫ : U → ωU/F by
ǫ(u) = 〈u : i ∈ ω〉/F.
Then it is clear that ǫ is one to one. For Y ⊆ ωU , let
ǫ¯(Y ) = {y ∈ ω(ωU/F ) : ǫ−1 ◦ y ∈ Y }.
By an (F, (U : i ∈ ω), ω) choice function we mean a function c mapping
ω×ωU/F into ωU such that for all κ < ω and all y ∈ ωU/F , we have c(k, y) ∈ y.
Let c be an (F, (U : i ∈ ω), ω) choice function satisfying the following condition:
For all κ, i < ω for all y ∈ X , if κ /∈ h(i) then c(κ, y)i = κ, if κ ∈ h(i) and
y = ǫu with u ∈ U then c(κ, y)i = u. Let δ : B →
ωB/F be the following
monomorphism
δ(b) = 〈b : i ∈ ω〉/F.
Let t be the unique homomorphism mapping ωB/F into ℘ω(ωU/F ) such that
for any a ∈ ωB
t(a/F ) = {q ∈ ω(ωU/F ) : {i ∈ ω : (c+q)i ∈ ai} ∈ F}.
Here (c+q)i = 〈c(κ, qκ)i : k < ω〉. It is easy to show that show that t is well-
defined. Assume that J = {i ∈ ω : ai = bi} ∈ F . If {i ∈ ω : (c
+q)i ∈ ai} ∈ F ,
then {i ∈ ω; (c+q)i ∈ bi} ∈ F . The converse inclusion is the same, and we are
done.
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Now we check that the map preserves the operations. That the Boolean
operations are preserved is obvious.
So let us check substitutions. It is enough to consider transpositions and
replacements. Let i, j ∈ ω. Then s[i,j]g(a) = g(s[i,j]a), follows from the simple
observation that (c+q ◦ [i, j])k ∈ a iff (c
+q)k ∈ s[i,j]a. The case of replacements
is the same; (c+q ◦ [i|j])k ∈ a iff (c
+q)k ∈ s[i|j]a.
Let g = t ◦ δ. Then for a ∈ B, we have
g(a) = {q ∈ ω(ωU/F ) : {i ∈ ω : (c+q)i ∈ a} ∈ F}.
Let C = g(B). Then g : B → C. We show that g is an isomorphism onto a
set algebra. First it is clear that g is a monomorphism. Indeed if a 6= 0, then
g(a) 6= ∅. Now g maps B into an algebra with unit g(V ).
Recall that M = ωU/F . Evidently g(V ) ⊆ ωM . We show the other
inclusion. Let q ∈ ωM . It suffices to show that (c+q)i ∈ V for all i ∈ ω. So,
let i ∈ ω. Note that (c+q)i ∈
ωU . If κ /∈ h(i) then we have
(c+q)iκ = c(κ, qκ)i = κ.
Since h(i) is finite the conclusion follows. We now prove that for a ∈ B
(∗) g(a) ∩ ǫ¯V = {ǫ ◦ s : s ∈ a}.
Let τ ∈ V . Then there is a finite Γ ⊆ ω such that
τ ↾ (ω ∼ Γ) = p ↾ (ω ∼ Γ).
Let Z = {i ∈ ω : Γ ⊆ hi}. By the choice of h we have Z ∈ F . Let κ < ω
and i ∈ Z. We show that c(κ, ǫτκ)i = τκ. If κ ∈ Γ, then κ ∈ h(i) and so
c(κ, ǫτκ)i = τκ. If κ /∈ Γ, then τκ = κ and c(κ, ǫτκ)i = τκ. We now prove (∗).
Let us suppose that q ∈ g(a) ∩ ǫ¯V . Since q ∈ ǫ¯V there is an s ∈ V such that
q = ǫ ◦ s. Choose Z ∈ F such that
c(κ, ǫ(sκ)) ⊇ 〈sκ : i ∈ Z〉
for all κ < ω. This is possible by the above. Let H = {i ∈ ω : (c+q)i ∈ a}.
Then H ∈ F . Since H ∩ Z is in F we can choose i ∈ H ∩ Z. Then we have
s = 〈sκ : κ < ω〉 = 〈c(κ, ǫ(sκ))i : κ < ω〉 = 〈c(κ, qκ)i : κ < ω〉 = (c
+q)i ∈ a.
Thus q ∈ ǫ ◦ s. Now suppose that q = ǫ ◦ s with s ∈ a. Since a ⊆ V we have
q ∈ ǫV . Again let Z ∈ F such that for all κ < ω
c(κ, ǫsκ) ⊇ 〈sκ : i ∈ Z〉.
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Then (c+q)i = s ∈ a for all i ∈ Z. So q ∈ g(a). Note that ǫ¯V ⊆
ω(ωU/F ). Let
rlCǫ(V ) be the function with domain C (onto ǫ¯(B)) such that
rlCǫ(V )Y = Y ∩ ǫ¯V.
Then we have proved that
ǫ¯ = rlC¯ǫV ◦ g.
It follows that g is a strong sub-base-isomorphism of B onto C.
Like the finite dimensional case, we get:
Corollary 3.34. SP{℘(αU) : U a set } is a variety.
Proof. Let A ∈ SAα. Then for a 6= 0 there exists a weak set algebra B and
f : A→ B such that f(a) 6= 0.
By the previous theorem there is a set algebra C such that B ∼= C, via g
say. Then g ◦ f(a) 6= 0, and we are done.
We then readily obtain:
Corollary 3.35. Let α be infinite. Then
WSAα =Mod(Σα) = HSP{℘(
αα(Id))} = SP{℘(αU) : U a set }.
Here we show that the class of subdirect prouct of Pinter’s algebras is not
a variety, this is not proved by Sagi.
Theorem 3.36. For infinite ordinals α, RPAα is not a variety.
Proof. Assume to the contrary that RTAα is a variety and that RTAα =
Mod(Σα) for some (countable) schema Σα. Fix n ≥ 2.We show that for any set
U and any ideal I of A = ℘(nU), we have A/I ∈ RTAn, which is not possible
since we know that there are relativized set algebras to permutable sets that
are not in RTAn. Define f : A → ℘(
αU) by f(X) = {s ∈ αU : f ↾ n ∈ X}.
Then f is an embedding of A into Rdn(℘(
nU)), so that we can assume that
A ⊆ RdnB, for some B ∈ RTAα. Let I be an ideal of A, and let J = Ig
BI.
Then we claim that J ∩ A = I. One inclusion is trivial; we need to show
J ∩ A ⊆ I. Let y ∈ A ∩ J . Then y ∈ IgBI and so, there is a term τ , and
x1, . . . xn ∈ I such that y ≤ τ(x1, . . . xn). But τ(x1, . . . xn−1) ∈ I and y ∈ A,
hence y ∈ I, since ideals are closed downwards. It follows that A/I embeds
into Rdn(B/J) via x/I 7→ x/J . The map is well defined since I ⊆ J , and it
is one to one, because if x, y ∈ A, such that xδy ∈ J , then xδy ∈ I, where δ
denotes symmetric difference. We have B/J |= Σα.
For β an ordinal, let Kβ denote the class of all full set algebras of dimension
β. Then SP RdnKα ⊆ SPKn. It is enough to show that RdnKα ⊆ SPKn,
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and for that it suffices to show that that if A ⊆ Rdn(℘(
αU)), then A is
embeddable in ℘(nW ), for some set W . Let B = ℘(αU). Just take W = U
and define g : B → ℘(nU) by g(X) = {f ↾ n : f ∈ X}. Then g ↾ A is
the desired embedding. Now let B′ = B/I, then B′ ∈ SPKα, so RdnB
′ ∈
RdnSPKα = SP RdnKα ⊆ SPKn. Hence A/I ∈ RTAn. But this cannot
happen for all A ∈ Kn and we are done.
Next we approach the issue of representations preserving infinitary joins
and meets. But first a lemma.
Lemma 3.37. Let A ∈ SAα.
(1) If X ⊆ A, is such that
∑
X = 0 and there exists a representation
f : A → ℘(V ), such that
⋂
x∈X f(x) = ∅, then for all τ ∈
αα(Id),∑
x∈X sτx = ∅.
(2) In particular, if A is completely representable, then for every τ ∈
αα(Id), sτ is completely additive.
Proof. Like the finite dimensional case.
Theorem 3.38. For any α ≥ ω, there is an A ∈ SAα, and S ⊆ A, such that∑
S is not preserved by s10. In particular, the omitting types theorem fails for
our multi-modal logic.
Proof. The second part follows from the previous lemma. Now we prove the
first part. LetB be the Stone representation of some atomless Boolean algebra,
with unit U in the Stone representation. Let
R = {×i∈αXi, Xi ∈ B and Xi = U for all but finitely many i}
and
A = {
⋃
S : S ⊆ R : |S| < ω}
S = {X× ∼ X ××i>2Ui : X ∈ B}.
Then one proceeds exactly like the finite dimensional case, theorem 3.1 showing
that the sum
∑
S is not preserved under s10.
Like the finite dimensional case, adapting the counterexample to infinite
dimensions, we have:
Theorem 3.39. There is an atomic A ∈ SAα such that A is not completely
representable.
Proof. First it is clear that if V is any weak space, then ℘(V ) |= Σ. Let
(Qn : n ∈ ω) be a sequence α-ary relations such that
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(i) (Qn : n ∈ ω) is a partition of
V = αα(0) = {s ∈ αα : |{i : si 6= 0}| < ω}.
(ii) Each Qn is symmetric.
Take Q0 = {s ∈ V : s0 = s1}, and for each n ∈ ω ∼ 0, take Qn = {s ∈
αω(0) :
s0 6= s1,
∑
si = n}. (Note that this is a finite sum). Clearly for n 6= m, we have
Qn ∩ Qm = ∅, and
⋃
Qn = V. Furthermore, obviously each Qn is symmetric,
that is S[i,j]Qn = Qn for all i, j ∈ α.
Now fix F a non-principal ultrafilter on P(Z+). For each X ⊆ Z+, define
RX =
{⋃
{Qn : n ∈ X} if X /∈ F,⋃
{Qn : n ∈ X ∪ {0}} if X ∈ F
Let
A = {RX : X ⊆ Z
+}.
Then A is an atomic set algebra, and its atoms are R{n} = Qn for n ∈ Z
+.
(Since F is non-principal, so {n} /∈ F for every n. Then one proceeds exactly
as in the finite dimensional case, theorem 3.10.
Let CRSAα be the class of completely representable algebras of dimension
α, then we have
Theorem 3.40. For α ≥ ω, CRSAα is elementary that is axiomatized by a
finite schema
Proof. Let At(x) is the formula x 6= 0 ∧ (∀y)(y ≤ x → y = 0 ∨ y = x). For
distinct i, j < α let ψi,j be the formula: y 6= 0→ ∃x(At(x)∧s
j
ix 6= 0∧s
j
ix ≤ y).
Let Σ be obtained from Σα by adding ψi,j for every distinct i, j ∈ α. These
axioms force additivity of the operations sji for every i, j ∈ α. The rest is like
the finite dimensional case.
The folowing theorem can be easilly destilled from the literature.
Theorem 3.41. SAα is Sahlqvist variety, hence it is canonical, StrSAα is
elementary and SCm(StrSAα) = SAα.
We know that if A is representable on a weak unit, then it is representable
on a square one. But for complete representability this is not at all clear,
because the isomorphism defined in 3.33 might not preserve arbitrary joins.
For canonical extensions, we guarantee complete representations.
Theorem 3.42. Let A ∈ SAα. Then A
+ is completely representable on a weak
unit.
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Proof. Let S be the Stone space of A, and for a ∈ A, let Na denote the clopen
set consisting of all ultrafilters containing A. The idea is that the operations
are completely additive in the canonical extension. Indeed, for τ ∈ αα(Id), we
have
sτ
∑
X = sτ
⋃
X =
⋃
sτX =
∑
sτX.
(Indeed this is true for any full complex algebra of an atom structure, and
A+ = CmUfA.) In particular, since
∑
AtA = 1, because A is atomic, we have∑
sτAtA = 1, for each τ . Then we proceed as the finite dimensional case for
transposition algebras. Given any such τ , let G(AtA, τ) be the following no
where dense subset of the Stone space of A:
G(AtA, τ) = S ∼
⋃
Nsτx.
Now given non-zero a, let F be a principal ultrafilter generated by an atom
below a. Then F /∈
⋃
τ∈αα(Id) G(AtA, τ), and the map h defined via x 7→
{τ ∈ αα(Id) : sτx ∈ F}, as can easily be checked, establishes the complete
representation.
We do not know whether canonical extensions are completely representable
on square units.
Theorem 3.43. For any finite β, FrβSAα is infinite. Furthermore If β is
infinite, then FrβSAα is atomless. In particular, SAα is not locally finite.
Proof. For the first part, we consider the case when β = 1. Assume that b is
the free generator. First we show that for any finite transposition τ that is not
the identity sτb 6= b. Let such a τ be given. Let A = ℘(
αU), and let X ∈ A,
be such that sτX 6= X. Such an X obviously exists. Assume for contradiction
that sτb = b. Let B = Sg
A{X}. Then, by freeness, there exists a surjective
homomorphism f : FrβSAα → B such that f(b) = X . Hence
sτX = sτf(b) = f(sτb) = f(b) = X,
which is impossible. We have proved our claim. Now consider the following
subset of FrβSAα, S = {s[i,j]b : i, j ∈ α}. Then for i, j, k, l ∈ α, with {i, j} 6=
{k, l}, we have s[i,j]b 6= s[k,l]b, for else, we would get s[i,j]s[k,l]b = sσb = b and
σ 6= Id. It follows that S is infinite, and so is FrβSAα. The proof for β > 1 is
the same.
For the second part, let X be the infinite generating set. Let a ∈ A be non-
zero. Then there is a finite set Y ⊆ X such that a ∈ SgAY . Let y ∈ X ∼ Y .
Then by freeness, there exist homomorphisms f : A → B and h : A → B
such that f(µ) = h(µ) for all µ ∈ Y while f(y) = 1 and h(y) = 0. Then
f(a) = h(a) = a. Hence f(a.y) = h(a. − y) = a 6= 0 and so a.y 6= 0 and
a.− y 6= 0. Thus a cannot be an atom.
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For Pinter’s algebras the second part applies equally well. For the first part
one takes for distict i, j, k, l such that {i, j} ∩ {k, l} = ∅, a relation X in the
full set algebra such that sjiX 6= s
l
kX , and so the set {s
j
ib : i, j ∈ α} will be
infinite, as well.
4 Adding Diagonals
We now show that adding equality to our infinite dimensional modal logic,
algebraically reflected by adding diagonals, does not affect the positive rep-
resentability results obtained for SAα so far. Also, in this context, atomicity
does not imply complete representability. However, we lose elementarity of
the class of square completely representable algebras; which is an interesting
twist. We start by defining the concrete algebras, then we provide the finite
schema axiomatization.
Definition 4.1. The class of Representable Diagonal Set Algebras is defined
to be
RDSAα = SP{〈P(
αU);∩,∼, Sij , Sij , Dij〉i 6=j∈n : U is a set , }
where Sij and Sij are as before and Dij = {q ∈ D : qi = qj}.
We show that RDSAα is a variety that can be axiomatized by a finite
schema. Let Lα be the language of SAα enriched by constants {dij : i, j ∈ α}.
Definition 4.2. Let Σ′dα be the axiomatization in Lα obtained by adding to
Σ′α the following equations for al i, j < α.
1. dii = 1
2. di,j = dj,i
3. di,k.dk,j ≤ di,j
4. sτdi,j = dτ(i),τ(i), τ ∈ {[i, j], [i|j]}.
Theorem 4.3. For any infinite ordinal α, we have Mod(Σα) = RDSAα.
Proof. Let A ∈Mod(Σ′dα ) and let 0
A 6= a ∈ A. We construct a homomorphism
h : A −→ ℘(αα(Id)). such that h(a) 6= 0. Like before, choose an ultrafilter
F ⊂ A containing a. Let h : A −→ ℘(αα(Id)) be the following function
h(z) = {ξ ∈α α(Id) : SAξ (z) ∈ F}. The function h respects substitutions but it
may not respect the newly added diagonal elements. To ensure that it does
we factor out α, the base of the set algebra, by a congruence relation. Define
the following equivalence relation ∼ on α, i ∼ j iff dij ∈ F . Using the axioms
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for diagonals ∼ is an equivalence relation. Let V = αα(Id), and M = V/ ∼.
For h ∈ V we write h = τ¯ , if h(i) = τ(i)/ ∼ for all i ∈ n. Of course τ may
not be unique. Now define f(z) = {ξ¯ ∈ M : SAξ (z) ∈ F}. We first check that
f is well defined. We use extensively the property (sτ ◦ sσ)x = sτ◦σx for all
τ, σ ∈ αα(Id), a property that can be inferred form our axiomatization. We
show that f is well defined, by induction on the cardinality of
J = {i ∈ µ : σ(i) 6= τ(i)}.
Of course J is finite. If J is empty, the result is obvious. Otherwise assume
that k ∈ J . We introduce a piece of notation. For η ∈ V and k, l < α, write
η(k 7→ l) for the η′ ∈ V that is the same as η except that η′(k) = l. Now take
any
λ ∈ {η ∈ α : σ−1{η} = τ−1{η} = {η}}
We have
sσx = s
λ
σksσ(k 7→λ)x.
Also we have (b)
sλτk(dλ,σk.sσx) = dτk,σksσx,
and (c)
sλτk(dλ,σk.sσ(k 7→λ)x)
= dτk,σk.sσ(k 7→τk)x.
and (d)
dλ,σk.s
λ
σksσ(k 7→λ)x = dλ,σk.sσ(k 7→λ)x
Then by (b), (a), (d) and (c), we get,
dτk,σk.sσx = s
λ
τk(dλ,σk.sσx)
= sλτk(dλ,σk.s
λ
σksσ(k 7→λ)x)
= sλτk(dλ,σk.sσ(k 7→λ)x)
= dτk,σk.sσ(k 7→τk)x.
The conclusion follows from the induction hypothesis.
Clearly f respects diagonal elements.
Now using exactly the technique in theorem 3.33 (one can easily check that
the defined isomorphism respects diagonal elements), we can square the weak
unit, obtaining the desired result.
All positive representation theorems, 3.26, 3.31, 3.33, 3.34, proved for the
diagonal free case, hold here. But the negative do not, because our counter
examples do not contain diagonal elements.
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question 4.4. Is it the case, that for α ≥ ω, RDSAα is conjuagted, hence
completey additive.
If the answer is affirmative, then we would get all positive results formulated
for transposition algebras, given in the second subsection of the next section
(for infinte dimensions).
In the finite dimensional case, we could capture square complete repre-
sentability by stipulating that all the operations are completey additive. How-
ever, when we have one single diagonal element, this does not suffice. Indeed,
using a simple cardinality argument of Hirsch and Hodkinson, that fits per-
fectly here, we get the following slightly surprising result:
Theorem 4.5. For α ≥ ω, the class of square completely representable alge-
bras is not elementary. In particular, there is an algebra that is completely
representable, but not square completely representable.
Proof. [9]. Let C ∈ SAα such that C |= d01 < 1. Such algebras exist, for
example one can take C to be ℘(α2). Assume that f : C → ℘(αX) is a square
complete representation. Since C |= d01 < 1, there is s ∈ h(−d01) so that if
x = s0 and y = s1, we have x 6= y. For any S ⊆ α such that 0 ∈ S, set aS
to be the sequence with ith coordinate is x, if i ∈ S and y if i ∈ α ∼ S. By
complete representability every aS is in h(1) and so in h(µ) for some unique
atom µ.
Let S, S ′ ⊆ α be destinct and assume each contains 0. Then there exists
i < α such that i ∈ S, and i /∈ S ′. So aS ∈ h(d01) and a
′
S ∈ h(−d01). Therefore
atoms corresponding to different aS’s are distinct. Hence the number of atoms
is equal to the number of subsets of α that contain 0, so it is at least |α|2. Now
using the downward Lowenheim Skolem Tarski theorem, take an elementary
substructure B of C with |B| ≤ |α|. Then in B we have B |= d01 < 1. But B
has at most |α| atoms, and so B cannot be square completely representable
(though it is completely representable on a weak unit).
5 Axiomatizating the quasi-varieties
We start this section by proving a somewhat general result. It is a non-trival
generalisation of Sa´gi’s result providing an axiomatization for the quasivariety
of full replacement algebras [19], the latter result is obtained by taking T to
be the semigroup of all non-bijective maps on n. submonoid of nn. Let
G = {ξ ∈ Sn : ξ ◦ σ ∈ T, for all σ ∈ T}.
Let RTn be the class of subdirect products of full set algebras, in the
similarity type of T , and let Σn be the axiomatization of the variety generated
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by RTn, obtained from any presentation of T . (We know that every finite
monoid has a representation).
We now give an axiomatization of the quasivariety RTn, which may not be
a variety.
Definition 5.1 (The Axiomatization). For all n ∈ ω, n ≥ 2 the set of
quasiequations Σqn defined to be
Σqn = Σn ∪ {
∧
σ∈T
sσ(xσ) = 0⇒
∧
σ∈T
si◦σ(xσ) = 0 : i ∈ G}.
Definition 5.2. Let A be an RTn like algebra. Let ξ ∈
nn and let F be an
ultrafilter over A. Then Fξ denotes the following subset of A.
Fξ =


{t ∈ A : (∀σ ∈ T )(∃aσ ∈ A)Sξ◦σ(aσ) ∈ F
and t ≥
∧
ξ∈G Sη◦σ(aσ) if ξ ∈ G
{a ∈ A : SAξ (a) ∈ F} otherwise
The proof of the following theorem, is the same as Sagi’s corresponding
proof for Pinter’s algebras [19], modulo undergoing the obvious replacements;
and therefore it will be omitted.
Theorem 5.3. (1) Let A ∈Mod(Σqn). Let ξ ∈
nn and let F be an ultra-
filter over A. Then, Fξ is a proper filter over A
(2) Let A ∈Mod(Σqn) and let F be an ultrafilter over A. Then, FId ⊆ F .
(3) A ∈Mod(Σqn) and let F be an ultrafilter over A. For every ξ ∈
nn let
us choose an ultrafilter F ∗ξ containing Fξ such that F
∗
Id = F . Then the
following condition holds for this system of ultrafilters:
(∀ξ ∈ nn)(∀σ ∈ T )(∀a ∈ A)(Skl
A
(a) ∈ F ∗ξ ⇔ a ∈ F
∗
ξ◦σ)
Theorem 5.4. For finite n, we have Mod(Σqn) = RTn.
Proof. Soundness is immediate [19]. Now we prove completeness. Let η ∈ nn,
and let a ∈ A be arbitrary. If η = Id or η /∈ G, then Fη is the inverse image
of F with respect to sη and so we are done. Else η ∈ G, and so for all σ ∈ T ,
we have Fη◦σ is an ultrafilter. Let aσ = a and af = 1 for f ∈ T and f 6= σ.
Now aτ ∈ F for all τ ∈ T . Hence sη◦τ (aτ ) ∈ F , but sηa ≥
∏
sτ (aτ ) and we are
done. Now with the availabity of Fη for every η ∈
nn, we can represent our
algebra on square units by f(x) = {τ ∈ nn : x ∈ Fτ}
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5.1 Transpositions only
Consider the case when T = Sn so that we have substitutions corresponding
to transpositions. This turns out an interesting case with a plathora of posi-
tive results, with the sole exception that the class of subdirect products of set
algebras is not a variety; it is only a quasi-variety. We can proceed exactly
like before obtaining a finite equational axiomatization for the variety gener-
ated by full set algebras by translating a presentation of Sn. In this case all
the operation (corresponding to transpositions) are self-conjugate (because a
transposition is the inverse of itself) so that our variety, call it V , is conju-
gated, hence completely additive. Now, the following can be proved exactly
like before, undergoing the obvious modifications.
Theorem 5.5. (1) V is finitely axiomatizable
(2) V is locally finite
(3) V has the superamalgamation property
(4) V is canonical and atom canonical, hence AtV = StrV is elementary,
and finitely axiomatizable.
(5) V is closed under canonical extensions and completions
(6) LV enjoys an omiting types theorem
(7) Atomic algebras are completely representable.
Here we give a different proof (inspired by the duality theory of modal logic)
that V has the the superamalgamation property. The proof works verbatim
for any submonoid of nn, and indeed, so does the other implemented for SAα.
In fact the two proofs work for any submonoid of nn.
Recall that a frame of type TAn is a first order structure F = (V, Sij)i,j∈α
where V is an arbitrary set and and Sij is a binary relation on V for all i, j ∈ α.
Given a frame F, its complex algebra will be denotet by F+; F+ is the
algebra (℘(F), sij)i,j where for X ⊆ V , sij(X) = {s ∈ V : ∃t ∈ X, (t, s) ∈ Si,j}.
For K ⊆ TAn, we let StrK = {F : F
+ ∈ K}.
For a variety V , it is always the case that StrV ⊆ AtV and equality holds
if the variety is atom-canonical. If V is canonical, then StrV generates V in
the strong sense, that is V = SCmStrV . For Sahlqvist varieties, as is our
case, StrV is elementary.
Definition 5.6.
Given a family (Fi)i∈I of frames, a zigzag product of these frames is a substruc-
ture of
∏
i∈I Fi such that the projection maps restricted to S are onto.
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Definition 5.7. Let F,G,H be frames, and f : G→ F and h : F→ H. Then
INSEP = {(x, y) ∈ G× H : f(x) = h(y)}.
Lemma 5.8. The frame INSEP ↾ G × H is a zigzag product of G and H,
such that π ◦ π0 = h ◦ π1, where π0 and π1 are the projection maps.
Proof. [16] 5.2.4
For h : A → B, h+ denotes the function from UfB → UfA defined by
h+(u) = h
−1[u] where the latter is {x ∈ a : h(x) ∈ u}. For an algebra C, Marx
denotes C by C+, and proves:
Theorem 5.9. ([16] lemma 5.2.6) Assume that K is a canonical variety and
StrK is closed under finite zigzag products. Then K has the superamalgama-
tion property.
Sketch of proof. Let A,B,C ∈ K and f : A → B and h : A → C be
given monomorphisms. Then f+ : B+ → A+ and h+ : C+ → A+. We have
INSEP = {(x, y) : f+(x) = h+(y)} is a zigzag connection. Let F be the zigzag
product of INSEP ↾ A+ ×B+. Then F
+ is a superamalgam.
Theorem 5.10. The variety TAn has SUPAP .
Proof. Since TAn can be easily defined by positive equations then it is canon-
ical. The first order correspondents of the positive equations translated to the
class of frames will be Horn formulas, hence clausifiable [16] theorem 5.3.5,
and so StrK is closed under finite zigzag products. Marx’s theorem finishes
the proof.
The following example is joint with Mohammed Assem (personnel commu-
nication).
Theorem 5.11. For n ≥ 2, RTAn is not a variety.
Proof. Let us denote by σ the quasi-equation
sf(x) = −x −→ 0 = 1,
where f is any permutation. We claim that for all k ≤ n, σ holds in the small
algebra Ank (or more generally, any set algebra with square unit). This can
be seen using a constant map in nk. More precisely, let q ∈ nk be an arbitrary
constant map and let X be any subset of nk. We have two cases for q which
are q ∈ X or q ∈ −X . In either case, noticing that q ∈ X ⇔ q ∈ Sf(X),
it cannot be the case that Sf(X) = −X. Thus, the implication σ holds in
Ank. It follows then, that RTAn |= σ (because the operators S and P preserve
quasi-equations).
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Now we are going to show that there is some element B ∈ PTAn, and
a specific permutation f , such that B 2 σ. Let G ⊆ nn be the following
permutable set
G = {s ∈ n2 : |{i : s(i) = 0}| = 1}.
Let B = ℘(G), then ℘(G) ∈ PTAn. Let f be the permutation defined as
follows For n = 2, 3, f is simply the transposition [0, 1]. For larger n:
f =
{
[0, 1] ◦ [2, 3] ◦ . . . ◦ [n− 2, n− 1] if n is even,
[0, 1] ◦ [2, 3] ◦ . . . ◦ [n− 3, n− 2] if n is odd
Notice that f is the composition of disjoint transpositions. Let X be the
following subset of G,
X = {ei : i is odd, i < n},
where ei denotes the map that maps every element to 1 except that the ith
element is mapped to 0. It is easy to see that, for all odd i < n, ei ◦ f = ei−1.
This clearly implies that
SBf (X) = −X = {ei : i is even, i < n}.
Since 0B 6= 1B, X falsifies σ in B. Since B ∈ H{℘(nn)} we are done.
Let Sir(K) denote he class of subdirectly indecomposable algebras in K.
Corollary 5.12. The variety PTAn is not a discriminator variety
Proof. If it were then, there would be a discriminator term on Sir(RTAn)
forcing RTAn to be variety, which is not the case.
All of the above positive results extend to the infinite dimensional case,
by using units of the form V = {t ∈ αα(Id) : t ↾ supt is a bijection }, where
supt = {i ∈ α : si 6= i}, and defining sτ for τ ∈ V the obvious way. This will
be well defined, because the schema axiomatizating the variety generated by
the square set algebras, is given by lifting the finite axiomatization for n ≥ 5
(resulting from a presentation of Sn, to allow indices ranging over α. Also,
RTAα will not be a variety using the previous example together with the same
lifting argument implemented for Pinter’s algebras, and finally TAα is not
locally finite.
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6 Decidability
The decidability of the studied n dimensional multi modal logic, can be proved
easily by filtration (since the corresponding varieties are locally finite, so such
logics are finitely based), or can inferred from the decidability of the word
problem for finite semigroups. But this is much more than needed.
In fact we shall prove a much stronger result, concerning NP completeness.
The NP completeness of our multi dimensional modal logics (for all three
cases, Pinters algebras, transposition algebras, and substitution algebras), by
the so called selection method, which gives a (polynomial) bound on a model
satifying a given formula in terms of its length. This follows from the simple
observation that the accessibility relations, are not only partial functions, but
they are actually total functions, so the method of selection works. This for
example is not the case for accessibility relations corresponding to cylindrifiers,
and indeed cylindric modal logic of dimension > 2, is highly undecidable, a
result of Maddux.
We should also mention that the equational theory of the variety and quasi-
varieties (in case of non-closure under homomorphic images) are also decidable.
This is proved exactly like in [19], so we omit the proof. (Basically, the idea
is to reduce the problem to decidability in the finite dimensional using finite
reducts). Our proof of NP completeness is fairly standard. We prepare with
some well-known definitions [4].
Definition 6.1. Let L be a normal modal logic, M a family of finitely based
models (based on a τ -frame of finite character). L has the polysize model
property with respect to M if there is a polynomial function f such that any
consistent formula φ is satisfiable in a model in M containing at most f(|φ|)
states.
Theorem 6.2. Let τ be finite similarity type. Let L be a consistent normal
modal logic over τ with the polysize model property with respect to some class
of models M. If the problem of deciding whether M ∈M is computable in time
polynomial in |M |, then L has an NP-complete satisfiability problem.
Proof. See Lemma 6.35 in [4].
Theorem 6.3. If F is a class of frames definable by a first order sentence, then
the problem of deciding whether F belongs to F is decidable in time polynomial
in the size of F .
Proof. See Lemma 6.36 [4].
The same theorem can be stated for models based on elements in F. More
precisely, replace F by M (the class of models based on members of F), and F
by M. This is because models are roughly frames with valuations. We prove
our theorem for any submonoid T ⊆ nn.
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Theorem 6.4. VT has an NP-complete satisfiability problem.
Proof. By the two theorems above, it remains to show that VT has the polysize
model property. We use the selection method. Suppose M is a model. We
define a selection function as follows (intuitively, it selects states needed when
evaluating a formula in M at w):
s(p, w) = {w}
s(¬ψ,w) = s(φ, w)
s(θ ∧ ψ,w) = s(θ, w) ∪ s(ψ,w)
s(sτψ,w) = {w} ∪ s(ψ, τ(w)).
It follows by induction on the complexity of φ that for all nodes w such that
M,w  φ iff M ↾ s(φ, w), w  φ.
The new modelM ↾ s(φ, w) has size |s(φ, w)| = 1+ the number of modalities in φ.
This is less than or equal to |φ|+ 1, and we done.
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