Consider a sequence of bits where we are trying to predict the next bit from the previous bits. Assume we are allowed to say 'predict 0' or 'predict 1', and our payoff is +1 if the prediction is correct and −1 otherwise. We will say that at each point in time the loss of an algorithm is the number of wrong predictions minus the number of right predictions so far. In this paper we are interested in algorithms that have essentially zero (expected) loss over any string at any point in time and yet have small regret with respect to always predicting 0 or always predicting 1. This can be formulated as the experts problem in which we require exponentially small regret with respect to one special expert (which corresponds to the 'no prediction' strategy in our setting). It was shown by Even-Dar et al. (COLT'07) that constant expected loss can be achieved. In this paper we give an algorithm that has small regret and exponentially small loss (in expectation), achieving the optimal tradeoff between the two. For a sequence of length T our algorithm has an amortized per time step regret ǫ and loss e −ǫ 2 T +1 / √ T in expectation for all strings. The algorithm extends to the general expert setting, yielding essentially zero loss with respect to the special expert and optimal loss/regret tradeoff.
Introduction
In this paper we revisit the multi-armed bandit problem with full information, or the experts problem, a well-studied variant of online optimization. In this problem the decision maker iteratively chooses among N available alternatives without knowledge of their costs, and gets payoff based on the chosen alternative. The costs of all alternatives are revealed after the decision is made. This process is repeated over T rounds, and the goal of the decision maker is to maximize her cumulative payoff over all time steps t = 1, . . . , T . This problem and its variations has been studied extensively, and efficient algorithms have been obtained (e.g. [9, 25, 10, 4] ). The most widely used measure of performance of an online decision making algorithm is regret, which is defined as the difference between the payoff of the best fixed alternative and the payoff of the algorithm. The well-known weighted majority algorithm of [25] obtains regret O( √ T log N ) even when no assumptions are made on the process generating the payoff. Regret to the best fixed alternative in hindsight is a very natural notion when the payoffs are sampled from an unknown distribution, and in fact such scenarios show that the bound of O( √ T log N ) on regret achieved by the weighted majority algorithm is optimal.
When the sequence of payoffs is adversarial, other approaches to measuring the performance of an online algorithm may be valuable, and several such approaches have been proposed and analyzed in the literature. In this paper we generalize two such approaches and give significant improvements on existing algorithms.
The starting point of our development is the observation that standard online decision making algorithms (e.g. weighted majority) provide uniform regret guarantees in the sense that the regret of the algorithm to any alternative does not depend on the alternative itself -regret to any alternative is guaranteed to be O( √ T log N ). In some applications, however, it may be useful to allow for larger regret with respect to some alternatives at the expense of having small regret to other 'special' alternatives. As a motivating example, consider the following bit prediction game, where we will have only one special alternative. The decision maker is presented with a sequence of bits and it trying to predict the next bit at each time step. Every time she is allowed to say 'predict 0', 'predict 1' or 'no prediction'. One could think of the bits as indications of whether a stock price goes up or down on a given day, if one assumes that the change in the price of a stock is always ±1. If the the decision maker predicts 1 (i.e. that the stock will go up), she buys one stock to sell it the next day, and short sells one stock if her prediction is 0. Thus, a correct prediction gives payoff +1 and an incorrect prediction gives payoff −1 (this is, of course, a very simplified model of the stock market). We will say that for a sequence of bits her loss at any point in time is the (expected) number of wrong predictions minus the number of right predictions so far. Note that in this setting the strategy of not predicting is special in that it does not lead to any loss. Thus, the following question arises: does there exist an algorithm that has zero expected regret to the 'no prediction' strategy, i.e. zero expected loss, and yet has small regret to the other two strategies ('predict 0' and 'predict 1')? What tradeoffs between these parameters can be achieved? This question was asked in the literature before. Even-Dar et al. [12] gave an algorithm that has constant regret to any fixed distribution on the experts at the expense of regret O( √ T log N (log T + log log N )) with respect to all other experts 1 . In this paper we improve upon the results of [12] by showing that while zero expected loss is impossible, for any ǫ > 1/ √ T there exists an algorithm that achieves regret at most 4ǫ and expected loss at most e −ǫ 2 T +1 / √ T . Thus, the loss is exponentially small in the length of the sequence. This yields regret O( T (log N + log T )) to the best and O((N T ) −2 ) to the average in the setting of [12] . We also provide a lower bound that shows that this exponential tradeoff is optimal up to constant factors. The result extends to the general case of N experts, yielding an optimal regret/loss tradeoff.
An important property of our algorithm is that it does not need a high imbalance between the number of ones and the number of zeros in the whole sequence to have a gain: it is sufficient for the imbalance to be 1 In fact, [12] provide several algorithms, of which the most relevant for comparison are Phased Agression, yielding O( √ T log N (log T + log log N )) regret to the best and D-Prod, yielding O( T / log N log T ) regret to the best. For the bit prediction problem one would set N = 2 and use the uniform distribution over the 'predict 0' and 'predict 1' strategy as the special distribution. Our algorithm improves on both of them, yielding an optimal tradeoff. large enough in at least one contiguous time window 2 , the size of which is a parameter of the algorithm.
The bit prediction problem also motivates the question of whether or not strong non-uniform bounds can be obtained, which we now describe. In particular, instead of requiring the algorithm to be competitive only to the 'predict 0', 'predict 1' and 'no prediction' strategies, one may want to have regret guarantees to more complex prediction strategies. Moreover, it seems natural to require better regret bounds with respect to 'simple' strategies (an extreme of this is the exponentially small regret against the 'no prediction' strategy that we obtain). One measure of complexity of a prediction strategy is its Kolmogorov complexity, which we denote by comp(S). Surprisingly, the strong exponential tradeoff between regret and loss allows us to obtain an algorithm that has regret at most O( T comp(S) log T ) for any S and loss at most O(T −2 ), for example. It is perhaps interesting to note that it is impossible to get regret o(comp(S)/ log T ), i.e. our algorithm is within a O(log 2 T ) factor of optimum when comp(S) = Θ(T / log T ). It should be noted that such non-uniform guarantees (without the small loss property) can be obtained directly from the weighted majority algorithm. While regret to the best fixed expert in hindsight is a very natural measure of performance when the payoffs are sampled from fixed unknown distributions, a more stringent measure of performance is desirable in a potentially changing adversarial environment. Several results providing more refined characterizations have been obtained in the literature. A line of work on 'tracking the best expert' (e.g., [19, 6] ) proves regret bounds against k-shifting optimum, i.e. to the best solution that is forced to be fixed on each of k + 1 intervals covering 1, . . . , T , under the assumption that the loss function is exp-concave. Recently, [18] gave an algorithm that has adaptive regret, i.e. regret against the best expert in any subinterval of [1. .T ], at most O( √ T log T ), which also implies regret bounds against the k-shifting optimum. We improve significantly on these results by showing that for any partition of the interval [1 : T ] into disjoint intervals I j , j = 1, . . . , k, the regret of our algorithm to the optimum that may use a different expert in each interval I j is bounded by
which is optimal up to logarithmic factors. Thus, our algorithm has almost optimal regret bounds with respect to k-shifting optima for any k.
The guarantees above bound the total regret of the algorithm in terms of the regret over different experts assigned to elements of the partition and does not necessarily say anything about the regret in a specific interval of time, like the result of [18] does. We show that our algorithm has another very strong property that generalizes [18] . For any sequence of real numbers r t we say that r is Z-uniform at scale n if
for all t. Intuitively, a sequence is Z-uniform at scale n if its mean in any geometric window of size n does not exceed the variance of a sum of independent Ber(±1, 1/2) random variables over that interval. In particular, if r j are Ber(±1, 1/2), then r is Z-uniform at scale n with probability at least 1 − ZT . Denote the payoff of our algorithm at time t by s * ,t , and denote the payoff of expert i at time t by s i,t . Our algorithm guarantees that the sequence s i,t − s * ,t is Z-uniform at any scale n ≥ 40 log(N T ) for any Z ≤ (N T ) −2 . Thus, the regret of our algorithm to any expert in any window of length n is bounded by O( n(log N + log T )). Note that this property does not follow from (1). In particular, while (1) provides guarantees against a decomposition into disjoint intervals, the Z-uniform property involves guarantees on payoff on any geometric window. One interesting consequence of the Z-uniform property is the following: given an adversarial real-valued signal x t one can output a predictionx t that is withing O( n log(1/Z)) of the performance of the best fixed predictor in any window of length n, i.e. the prediction error exhibits properties of random noise! To the best of our knowledge, no known algorithm possesses this property. We also show how risk-free assets can be constructed using our algorithm under the assumption of bounded change of price of a stock. This application motivates studying the effect of transaction costs on the algorithm. It turns out that one can still get bounded loss at the expense of making regret commensurate with the transaction cost. This involves treating the confidence values of the algorithm as probabilities of selling or buying. We derive the corresponding high probability bounds on the loss of the algorithm in section 6.
Finally, we show that our techniques can be applied to the multi-armed bandit problem with partial information (see, e.g. [4] ), giving an algorithm with O(N 1/3 T 2/3 log 1/3 (N T )) regret and loss O((N T ) −2 ) with respect to the average of all arms. Additionally, we show how our framework can be applied to the online convex optimization algorithm of Zinkevich [28] to obtain an algorithm with good adaptive regret guarantees (see section 7).
Related work
In the general online decision problem the decision maker has to choose a decision from a set of available alternatives at each point in time t = 1, . . . , T without knowing future payoffs of the available alternatives. At each time step t the payoffs of alternatives at time t are revealed to the decision maker after she commits to a choice. Online decision problems have been studied under different feedback models and assumptions on the process generating the payoffs. The transparent feedback, or full information, model costs of all available alternatives are revealed, while in the opaque feedback, or partial information model only the cost of the decision that was made is revealed to the algorithm. The performance of an online decision making algorithm is usually measured in terms of regret, i.e. the difference between the payoff of the algorithm and the payoff of the best fixed alternative in hindsight.
Various assumptions on the process generating the payoff of arms have been considered in the literature. When a prior belief on the distribution of payoffs is assumed, the discounted reward with infinite time horizon can be efficiently maximized using the Gittins index (see, e.g. [15, 26] ). Low-regret algorithms for the setting when the payoffs come from an unknown probability distribution were obtained in [3, 2, 24] . Assumptions on the payoff sequence are not necessary to achieve low regret. In particular, the well-known weighted majority algorithm [25] yields O( √ T log N ) regret in the full information model (also known as the experts problem). Surprisingly, [4] showed that low regret with respect to the best arm in hindsight can be achieved without making any assumptions on the payoff sequence even in the partial information model, giving the first algorithm with O( √ N T log N ) regret in this setting. Better bounds have been obtained under the assumption that the sequence of payoffs has low variance (e.g. [16] ). A related line of work applying similar techniques to problems in finance includes [10, 20, 17] . More specialized techniques have been developed for the online optimization problem in both the full and partial information models ( [21, 11, 5] ). Better bounds can be obtained under the convexity assumption ( [28, 13, 11, 1] ). Another line of work focuses on obtaining good regret guarantees when the space of available alternatives is very large or possibly infinite, but has some special structure (e.g. forms a metric space) - [23, 22] . It is hard to faithfully represent the large body of work on online decision problems in limited space, and we refer the reader to [7] for a detailed exposition.
Other measures of performance of an online algorithm have been considered in the literature. The question of which tradeoff between can be achieved if one would like to have a significantly better guarantee with respect to a fixed arm or a distribution on arms was asked before in [12] as we discussed in the introduction. Besides improving on the result of [12] , we also answer the question left open by the authors: 'It is currently unknown whether or not it is possible to strengthen Theorem 6 to say that any algorithm with regret O( √ T log T ) to the best expert must have regret Ω(T ǫ ) to the average for some constant ǫ > 0'. In fact, for any γ > 0 our algorithm has loss O(T −γ ) (corresponding to regret to the average) when the regret is O( √ γT log T ), thus showing that such a strengthening is impossible. Tradeoffs between regret and loss were also examined in [27] , where the author studied the set of values of a, b for which an algorithm can have payoff aOP T + b log N , where OP T is the payoff of the best arm and a, b are constants. The problem of bit prediction was also considered in [14] , where several loss functions are considered. None of them, however, corresponds to our setting, making the results incomparable. In recent work on the NormalHedge algorithm [8] the authors use a potential function which is very similar to our function g(x) (see (3) below), getting strong regret guarantees to the ǫ-quantile of best experts. However, the use of the function g(x) seems to be quite different from ours, as is the focus of the paper [8] .
Our results
We now give a formal statement of our results. In section 1.3 we state our results on predicting binary sequences with low regret to the 'predict 0' and 'predict 1' strategies and exponentially small loss. In section 1.4 we show how results of section 1.3 extend to predicting with low regret to any set of N prediction strategies and exponentially small loss. Note that this is equivalent to the experts problem in the full information model. Finally, in section 1.5 we give results on adaptive regret of our algorithm, i.e. the Z-uniform property of the payoff sequence.
We start by defining the bit prediction problem formally. Let b t , t = 1, . . . , T be an adversarial sequence of real numbers, −1 ≤ b t ≤ 1. At each time step t = 1, . . . , T the algorithm is required to output a confidence level f t , and then the value of b t is revealed to it. The payoff of the algorithm is G = T t=1 f t b t . For example, if b t ∈ {−1, +1}, then this setup is analogous to a betting process in which a player observes a sequence of bits and at each point in time bets an |f t | amount of money on the value of the next bit being sign(f t ). Betting f t ≡ 0 amounts to not playing the game, and incurs no loss, while not bringing any profit. We use the term loss of an algorithm A to denote max b (−A(b)). It is easy to see that any algorithm that has a positive expected gain on some sequence necessarily loses on another sequence. Thus, we will be concerned with finding a betting strategy that has a bounded loss but also has low regret against a number of predefined strategies. We now consider the bit prediction game and design an algorithm that has low regret against two basic strategies: S + , which always bets +1 and S − , which always bets −1. We denote the base random strategy by S 0 . In what follows we will use the notation gain to denote the average (per timestep) gain of an algorithm.
Prediction with exponentially small loss
Our main result is 
i.e. the algorithm has at most 4ǫ regret against S + and S − as well as a exponentially small loss.
Remark 2
Note that by setting log(1/Z) = ǫ 2 T , we get and algorithm with
The tradeoff between the loss and regret is optimal up to constant factors in the regret term:
Theorem 3 Any algorithm that has average regret at most c ln(1/Z)T −1/2 incurs loss at least Z T log(1/Z) on at least one sequence for some constant c > 0.
Combining strategies
Our techniques can be used to obtain an algorithm that is competitive against a number of strategies, while maintaining bounded loss. Here and below we use the term strategies since our motivation comes from the bit prediction problem. Strategies are in fact equivalent to experts in this setting, i.e. our results are for the experts problem in the full information model. We prove Teorem 4, which gives a family of algorithms with small loss and prescribed regret bounds to a set of prediction strategies S 1 , . . . , S N . The parameters of the algorithm can chosen to get desired (possibly different) regret bounds to S 1 , . . . , S N . We use specific settings of parameters to get results in Remark 5, Theorem 7 and Theorem 12 below. 
for all j = 1, . . . , N . This can be achieved by a convex combination of strategies S 1 , . . . , S N . Note that if S 1 is the leftmost child, then the regret with respect to S 1 is exponentially small.
Remark 5
In particular, it follows that for any γ > 0 there exists an algorithm for combining N strategies that has regret O( γT (log N + log T ) against the best of N strategies and loss at most O((N T ) −γ ) with respect to any strategy fixed a priori. These bounds are optimal and improve on the work on [12] .
An interesting application of Theorem 4 is as follows. Consider a set of strategies S j , where each S j is a boolean function mapping |S j | bits to one bit. The number of bits needed to specify a function S j on k bits is comp(S j ) = 2 k , and we call this the complexity of S j . Our techniques yield an algorithm that is simultaneously competitive against all strategies of complexity up to any fixed K and satisfies
A detailed derivation is given at the end of section 2.
Remark 6 Let S be the input string and let S j be the smallest Turing machine that produces S. Then the payoff of S j on S is T , and by the guarantees above the algorithm gets payoff at least
One cannot get regret better than comp(S j )/ log T , so the algorithm is optimal up to a log 2 T factor in the regret in this setting.
Results given above do not guarantee good regret against combinations of strategies, i.e. a compound strategy that uses different S j 's at different intervals. Such guarantees are given by Theorem 7 Consider the result of running the algorithm above on a sequence b t , using a set of strategies
T ] by disjoint intervals. Then for any assignment of strategies to intervals
where S η j (I) is the cumulative payoff of strategy S η j on interval I. 
Remark 8 Note that the algorithm adapts to any structure of intervals

Uniformity of the payoff sequence
We first introduce the notion of smoothed payoff, which is an important tool in our analysis. Our algorithm will use a weighted sum of previous values b j , j < t to predict the sign of b t . The decay parameter, which we denote by ρ, can be interpreted as defining a window of size n = 1/(1 − ρ) since most of the weight mass is contained in the interval [t − O(n), t]. We will refer to n as the window length in what follows. We first introduce a definition.
Definition 9
For a strategy S we denote the payoff of S at time t by s t and the smoothed payoff of S with window length n at time t bys
Note that the meaning ofs ρ t depends on the window length n = 1/(1 − ρ), which will sometimes be omitted if it is clear from context. Also note that we always have |s t | ≤ 1.
We now introduce the notion of Z-uniformity, which corresponds to the sequence of smoothed payoffs becoming 'noise-like' after the application of our algorithm. We start with Definition 10 A sequence s j is Z-uniform at scale ρ = 1 − 1/n if one has s t ρ ≤ c n log(1/Z) for all 1 ≤ t ≤ T , for some constant c > 0.
Remark 11 Note that if the input sequence is iid
Ber(±1, 1/2), then it is Z-uniform at any scale with probability at least 1 − Z for any Z > 0.
Let S 1 , . . . , S N be a set of strategies. Denote the payoff of S i at time t is by s i,t . Let T (S) be the linear comparison tree of S: the tree contains N log T levels corresponding to applications of strategies S j with geometrically decreasing window size. We index levels of T (S) by pairs (i, j) -strategy S i is applied with window length 2 j at level (i, j). Denote by s i,j,t the payoff of the strategy obtained at level (i, j) at time t. Let s * ,t = s N,log T,t . Then Theorem 12 Then the sequences s i,t − s * ,t are Z-uniform for any 1 ≤ 
Thus, after the application of our algorithm the sequence s i − s * does not exceed the standard deviation of a uniformly random variable in any sufficiently large window. Note that this is a significant strengthening of adaptive regret guarantees of [18] . A very surprising consequence of this result is
Corollary 13 There exists an algorithm that outputs a predictionb t of an adversarial real-valued signal
Thus, the error in prediction is what one would expect to see with probability at least T −Θ(1) if b t were uniformly random with mean z opt (t). 
Main algorithm
In this section we state our main algorithm in the simplest form and give the corresponding analysis. A more general form of the algorithm, which allows to obtain regret bounds that depend on an l p -norm of the sequence b t , is given in the section 3.
We start by giving intuition about the algorithm by considering some natural approaches to bit prediction. What would one do to predict the next bit given the previous n bits (Figure 1, left panel) . If all n bits are 1, should be predict 1? With what confidence? What if they aren't all 1 but there are many more 1's than 0's? How should the prediction confidence depend on the imbalance x(= number of 1's -number of 0's) What if there are more 0's but the last few bits are 1; should we give more weight to the recent bits? Figure 1 , right panel, shows some possible confidence functions for predicting 1 based on x (for example, the weighted majority uses the tanh(x/ √ T ) function). We will devise a function that allows one to bound the loss. We will weight the recent bits higher. The i-th last bit will have weight (1 − 1/n) i ; Thus, in order to predict b i+1 from the previous bits, we compute the discrepancy x = j>0 b i−j (1 − 1/n) j . Our confidence function g(x) will be essentially zero until x > √ n after which it shoots to 100% very fast. We can show that with this confidence function we will never incur a significant loss. Our algorithm will have the following form. For a chosen discount factor ρ = 1 − 1/n, 0 ≤ ρ ≤ 1 the algorithm maintains a discounted deviation x t = t j=1 ρ t−j b j at each time t = 1, . . . , T . The value of the bet at time t + 1 is then given by g(x t ) for a function g(·) to be defined. The function g as well as the discount factor ρ depend on the desired bound on expected loss and regret against S + and S − .
We now describe the algorithm.
Algorithm 1: Bounded loss prediction
1:
Bet on sign(g(x t )) with confidence |g(x t )|.
4:
Set x t+1 ← ρx t + b t . 5: end for
dx . We will use Φ t as a potential function, and the payoff of the algorithm will be closely related to the change in Φ t . The function g(x) will be chosen to be a continuous odd function that is almost zero for |x| ≤ L, and equal to 1 for x > U and to −1 when x < −U , for some values 0 < L < U < T . Thus, we will have that |x t | − U ≤ Φ t ≤ |x t |. Intuitively, Φ t captures the imbalance between the number of −1's and +1's in the sequence up to time t.
We now give an informal sketch of the proof, which will be made precise in Lemma 14 and Lemma 15 below. We will choose the confidence function g(x) so that
is a potential function, which serves as a repository for guarding our loss. The condition that Φ t is a potential function is that the change of Φ t must lower bound the gain. If we let Φ t = G(x t ), where
we have
Since the gain of the algorithm at time step t is g(x t )b t , we have
so the condition becomes
where Z is the desired bound on per step loss of the algorithm. Solving this equation yields a function of the form
In what follows we make this proof sketch precise. We will write g ′ (x) for functions g whose derivative may have jump discontinuities. However, this will not create any confusion since g ′ (x) appears in the form max x∈[A,B] g ′ (x), where we take the limit from the right at A and the limit from the left at B. We always have ρ = 1 − 1/n and use the notationρ = 1 − ρ. The statement of Lemma 14 involves a function h(x) that will be chosen later. For ease of understanding one may think of h(x) ≡ 1/2 throughout the proof of the lemma, even though we will use a different h(x) later.
Lemma 14
Suppose that the function g(x) used in Algorithm 1 satisfies
Then the payoff of the algorithm is at least
as long as |b t | ≤ 1 for all t.
Proof: We will show that at each t
thus implying the claim of the lemma since Φ 1 = 0. We consider the case x t > 0. The case x t < 0 is analogous. In the following derivation we will write
We have x t+1 = ρx t +b t = x t −ρx t +b t , and the expected gain of the algorithm is g(x t )b t . Then
This case is analogous.
We now define g(x) to satisfy the requirement of Lemma 14. For any Z, L > 0 and U = 2L log(1/Z) let
and let ρ = 1 − 1/n. We choose
The following lemma shows that the function g(x) satisfies all required properties:
Then for n ≥ 40 log(1/Z) the function g(x) used in Algorithm 1 satisfies max
where h(x) is the step function defined above.
Proof:
The intuition behind the Lemma is very simple. Note that s ∈ [ρx − 1, ρx + 1] is not much further than 1 away from x, so g ′ (s) is very close to g ′ (x) = (
In fact the function g(x) was chosen to satisfy this differential equation. In what follows we make this intuition precise.
First note that g ′ (s) = 0 for |s| > U , and g ′ (x) ≤ Z when x ≤ L so we only need to consider
We have |g ′ (s)| ≤ (s/2L 2 )g(s) for |s| < U/ρ + 1. Thus,
since x ≤ U/ρ + 1. Finally, when x < U/ρ + 1,
Putting (5) and (6) together, we get
for x ≤ L, which gives the result.
Remark 16 It can be verified that if one has
the function g(x) satisfies
We will use this function g(x) in what follows.
We prove the regret bound of our algorithm in terms of the notion of smoothed payoff. This also allows us to conclude that the algorithm gets positive payoff whenever the imbalance is high in at least one contiguous window of size n. We will use the notation
Theorem 17 Let n is the window size parameter of Algorithm 1. Then its payoff is at least
Proof: By Lemma 15 and Remark 16 we have that the function g(x) satisfies the conditions of Lemma 14, and so we get that the payoff of the algorithm is at least
Setting U = 2 T log(1/Z) and ρ = 1 − 1/T , we get the desired statement. Note that the payoff of the algorithm is positive whenever the imbalance is higher than, say, 4 √ n log T in at least one window of size n. Similarly, we can now give Proof of Theorem 1: In light of Theorem 17 it remains to bound
Thus, we get using Theorem 17 that the payoff of the algorithm is at least
Remark 18 It is interesting to note that as follows from Theorem 17, Algorithm 1 gets positive payoff if the discounted deviation x t exceeds O T log(1/Z) + O(Z √ T ) for at least one value of t between 1 and T .
Proof of Theorem 3:
Let A be an algorithm with regret at most T ln(1/Z) with respect to S + . Consider a sequence X t = Ber(±1, 1/2) of independent random variables. The payoff of S + is equal to T t=1 X t . Since for some constant c > 0
we have that A gets payoff at least T ln(1/Z) with probability at least Z c . Since the expected payoff of any algorithm on this sequence is equal to 0, A incurs loss at least Z c T log(1/Z)/(1 − Z c ) on at least one sequence. This gives the statement of the theorem after chosing Z ′ = Z c for a suitable constant c > 0. We now give the details of the bounds stated in (2) . Consider a set of strategies S j , where each S j is a boolean function mapping |S j | bits to one bit. The number of bits needed to specify a function S j on k bits is comp(S j ) = 2 k , and we call this the complexity of S j . Then by choosing an unbalanced tree with S j at its leaves so that d l j = j and d r j = 1 in Theorem 4, and use Z j = 1/j 2 at the j-th comparison node. Thus, we get an algorithm that is simultaneously competitive against all strategies of complexity up to any fixed K and satisfies
where we used the fact that
Discounted payoff
In this section we state our algorithm in the most general form and derive bounds on its discounted payoff. We now describe the algorithm:
Algorithm 2: Bounded loss prediction 1:
4:
Set x t+1 ← U P DAT E(x t , b t ).
5: end for
Here we use the function U P DAT E(x t , b t ), which returns ρ t x t + b t , i.e. uses discounting factors that in general depend on the time step. Note that the exact form of ρ t in Algorithm 2 is not specified. Different setting of ρ t discussed below yield different guarantees.
The analysis relies on the following two Lemmas, which are analogous to Lemma 14 and Lemma 15 in section 2. The proofs are given in Appendix A.
Lemma 14a Suppose that the function g(x) used in Algorithm 1 satisfies
for any η ≥ η * . Then
the payoff of the algorithm satisfies
t j=1 g(b j )b j ≥ t j=1ρ j x j g(x j )(1 − h(x)) + Φ t − Z ′ t
if ρ t ≡ ρ, then at each time step 1 ≤ t ≤ T the η-smoothed payoff of the algorithm satisfies
The following lemma shows that the function g(x) defined in (3) satisfies all required properties:
Remark 19 It can be verified that the function g(x) defined in (7) satisfies
Note that when the discounting parameter is allowed to depend on time, the discounted deviation takes form
The following crucial property is a more general version of (8):
Proof: Induction on T .
Base case:T = 1
The statement is true since x 1 = b 1 .
Inductive step:
where we used the inductive hypothesis in the last step.
Remark 21
The range of allowed discounting factors [η * , 1] depends on the function g and the function U P DAT E used in the algorithm. For Algorithm 2 any η * ≥ 1 − (1 − ρ)/2 is valid trivially. However, for the update function given in section 4, any η * ≥ ρ will also be valid, yielding better guarantees.
Regret bounds obtained in the previous sections depend on the best upper bound on |b t | that is available: in fact, we assumed that the input is scaled so that |b t | ≤ 1. Thus, the bounds on the regret scale linearly with ||b|| ∞ . This is tight up to constant factors, as shown in Theorem 3. It is natural to ask if better bounds can be obtained if the sequence b t has small l p norm for some p > 0. We will use the notation µ p (b) := Proof: Fix 0 ≤ p ≤ 2. Note that all regret and loss bounds obtained so far scale linearly with M . The loss property follows immediately from Lemma 14a by setting ρ(b) = 1 − |b| p /n, n = µ * .
Using Lemma 14a and Lemma 20, we get that the regret is at most
Setting n = µ * , we get regret O M µ * log(1/Z) .
Combining strategies
In this section we show how Algorithm 1 can be used to combine any two strategies S 1 and S 2 and generalize this to arbitrary number of strategies, thus proving Theorem 4. We start with the case of two strategies S 1 , S 2 . Our algorithm will consider S 1 as the base strategy (corresponding to the null strategy S 0 strategy in the previous section) and will use S 2 to improve on S 1 whenever possible, without introducing significant loss over S 1 in the process. Note that from this point on we deal with general strategies that are represented by payoff vectors, as opposed to bit sequences. Algorithm 1, which was developed for predicting bit sequences, will be used in the reduction.
Let s 1,t , s 2,t ∈ [−1, 1] be the payoffs of S 1 and S 2 respectively at time t. Definē
It is easy to see thatḡ(x) satisfies the conditions of Lemma 14 with h(x) as defined in (4). The intuition behind the algorithm is that since the difference in payoff obtained by using S 2 instead of S 1 is given by (s 2 −s 1 ), it is sufficient to emulate Algorithm 1 on this sequence. In particular, we set x t = (s 1 − s 1 ) t /(1−ρ) and betḡ(x t ) (note that since |s 1 − s 2 | ≤ 2, using g(x/2) in the definition ofḡ is sufficient). Betting 0 corresponds to using S 1 , betting 1 corresponds to using S 2 and fractional values correspond to a convex combination of the two (which can be interpreted as a distribution over S 1 , S 2 ).
Formally, the algorithm takes the following form:
Algorithm 3: Combining two strategies 1:
Set S * t ← S 1,t (1 −ḡ(x t )) + S 2,tḡ (x t ).
4:
Set x t+1 ← ρx t + (s 2,t − s 1,t ). 5: end for Denote the coefficients of S i in S * at time t by p i,t . We have
In particular, after setting ρ = 1 − 1/T and U = 4 T log(1/Z) as before, we get
Proof: Algorithm 3 amounts to applying Algorithm 1 to the sequence (s 2 − s 1 ), and hence by Theorem 17 the payoff of Algorithm 3 is at least
This immediately yields (2), and we get (1) by setting parameters as stated.
It is important to emphasize the property that Algorithm 3 combines two strategies S 1 and S 2 , improving on the performance of S 1 using S 2 whenever possible, essentially without introducing any loss with respect to S 1 . Algorithm 3 can be used recursively to combine N strategies S 1 , . . . , S N . Consider a binary tree T with S j at its leaves. Each interior node u ∈ T can run Algorithm 3 using the left child as S 1 and the right child as S 2 as specified in Algorithm 5.
Algorithm 4: COMBINE(u)
1: if v is a leaf then 2: return S v 3: else 4:
S r ← COMBINE(right(v)) 6 :
return S(v) 9: end if Algorithm 5: Combining multiple strategies
COMBINE(root) 4 : end for Proof of Theorem 4: Run Algorithm 5 on T . The guarantees follow using Lemma 23. Note that the regret with respect to S j is given by the number of right transitions from the root to S j times T log(1/Z), and the loss is given by Z √ T times the level of S j in T . We now bound regret against a combination of strategies from the set {S 1 , . . . , S N }. We will use the following modified version of Algorithm 6
return ρ(b t )x t + b t 3: else 4: return ρ(b t )x t 5: end if It is easy to see that the same regret and loss bounds hold for Algorithm 6:
Lemma 24
Discounted loss of Algorithm 6 is at most ZT (1−ρ) 1/2 and the regret is at most (T log(1/Z)/n+ n log(1/Z), where ρ = 1 − 1/n. Note that the regret with respect to a strategy S i incurred by Algorithm 5 is proportional to the number of right transitions on the way to S i from the root. Hence, in what follows we will be using the linear combination tree, where each S i is located at depth i, and there is exactly one right transition on the way from the root to S i for each i. This is equivalent to starting with strategy S N and consecutively improving it with S j , j = N − 1, . . . , 1. Thus the loss incurred wrt S j is O(jZT n −1/2 ), where n is the window size, and the regret wrt S j is O((T /n 1/2 + n 1/2 ) log(1/Z)). Algorithm 5 on a sequence b t , using a set of strategies {S 1 , . . . , S N }.
Theorem 25 Consider the result of running
.T ] be a covering of [1. .T ] by disjoint intervals. Then for any assignment of strategies to intervals η j , 1 ≤ j ≤ k one has after setting n = T /k
Proof:
Using Lemma 23 we get that
Fix j and denote r = s η j ,A j −1 .
since by assumption |r| ≤ U , where U = 4 n ln(1/Z). Since every comparison that uses a strategy as a base incurs loss at most ZT , we have
Set n = T /k. Then regret is bounded by
as required.
Theorem 25 shows that sublinear regret can be achieved if the number of intervals n is known. The necessity of knowing the window size limits the use of such an approach when the input sequence is inhomogenous, i.e. exhibits short-term as well as long-term phenomena. We now give an algorithm that adapts to the input without knowing the sizes of intervals in advance.
Define the linear comparison tree T c as the tree has height O(N log T ) and strategy S j is applied with window size 2 k , k = 1, . . . , log T , at level N (k − 1) + j. There is exactly one right transition on the way from the root to any S j . Proof of Theorem 7: As in the proof of Theorem 25, we need to relate (9) to the sum of payoffs of S η j on I j . Consider the application of strategy S η j with window size 2 r j , where 2 r j ≤ |I j | log(1/Z) ≤ 2 r j +1 . Then one has as before
where U = 2 r j ln(1/Z).
Thus, we have that
by the choice of r j .
Uniformity of the payoff sequence
In this section we study the role of the discounting parameter ρ in Algorithm 1 and prove that the algorithm takes advantage of any significant deviation of the sequence of payoffs from random in window of any size.
Recall that by Definition 9 the smoothed payoff of a strategy S is
We first prove a lemma that relates a sequence smoothened with parameter 0 < ρ 1 ≤ 1 to the same sequence smoothened with any ρ 2 < ρ 1 . We have
Lemma 26
For any ρ 1 > ρ 2 the ρ 1 -smoothed payoff at time t is a convex combination of ρ 2 -smoothed payoffs at time j ≤ t:
Proof: We verify that the coefficients of s t−j in lhs and rhs coincide. The coefficient of s t−j in lhs is
The coefficient in rhs is
The coefficients in the rhs sum up to
We now give the desired characterization of the output sequence. Let S 1 , . . . , S N be a set of strategies and let T (S) be the linear comparison tree of S. The payoff of S i at time t is denoted by s i,t . Recall that the tree contains N log T levels corresponding to applications of strategies S j with geometrically decreasing window size. Levels are indexed by pairs (i, j) -strategy S i is applied with window length 2 j at level (i, j). Denote by s i,j,t the payoff of the strategy obtained at level (i, j) at time t. Let s * ,t = s N,log T,t . We give the proof of Theorem 12 The sequences (s i,t −s * ,t ) are Z-uniform for any 1 ≤ i ≤ N at any scale ρ ≥ 1−1/(40 log(1/Z)) as long as Z = O((N T ) −2 ).
Proof:
We start by showing that (s i,t − s * ,t ) are Z-uniform at all scales n = 2 j , 1 ≤ j ≤ log T , n ≥ 40 log(1/Z), corresponding to discount factor ρ = 1 − 1/n. Consider the application of s i,t at windows size n = 2 j , denote the payoff of the base strategy for s i,t by s 0,t and denote the coefficient in the convex combination by g t , so that s i,j,t = s 0,t + g t (s i,t − s 0,t ). Then one has by Lemma 14a
where we used the fact that t j=0 ρ t−j (s i,t − s 0,t ) is exactly the discounted deviation x t at time t, and
We have shown that the sequence (s i,j,t − s i,t ) is Z-uniform at scale 2 j after the application of s i,t at level j, and it remains to show that this property is not destroyed by the subsequent combinations in T (S). By Lemma 14a one has that for any t
and hence by combining (10) and (11) we get
We now show that the sequence (s i,t − s * ,t ) is Z-uniform at any scale. Consider a value of ρ = 1 − 1/2 j . Let l > 0 be such thatρ l /2 ≤ρ ≤ρ l . Set n l = (1 − ρ l ) −1 .By Lemma 26 one has for any sequence b
where the coefficients in the rhs are non-negative and sum up to 1. Thus, setting b = s i,t − s * ,t , we get the desired conclusion for all ρ ≥ 1 − 1/(40 log(1/Z). Thus, the discounted deviation is O( n log(1/Z)) as long as Z = O((N T ) −2 ). 
Corollary 27
Risk-free assets, transaction costs and high probability bounds
The results on predicting a bit sequence without loss given above yield the following construction of risk-free assets. Let v t be the expected price of a stock at time t and let x t = log(v t ) − log(v 1 ). Let the expected rate of return of the stock be r, i.e. E[x T ] = rT . We make an important simplifying assumption that the percentage change in the price of the stock is bounded, for example |x t | ≤ 1. Running our algorithm on the sequence x t produces a sequence of confidence values g t , t = 1, . . . , T , which are interpreted as a signal to buy if g t > 0 and sell otherwise, where |g t | specifies the amount of stock to buy/sell. The bounded loss property now implies that this investment strategy does not lose more than Z √ T of the initial capital at any time t = 1, . . . , T . The regret property means that the rate of return of the investment strategy is at least r − 4 log(1/Z)/T − Z/ √ T . This construction assumes zero transaction cost and the ability to trade fractional amounts of shares. However, transaction costs may make these assumptions unrealistic. This motivates introducing randomness into the process and interpreting |g t | as the probability of buying/selling rather than the actual amount. The guarantees on expected regret carry over immediately, but it becomes desirable to have a high probability bound on the regret and loss in this setting. This motivates introducing randomness into the process and interpreting |g t | as the probability of buying/selling or doing nothing rather than the actual amount that the strategy buys/sells at each point in time. The guarantees on expected regret carry over immediately, but it becomes desirable to have a high probability bound on the regret and loss in this setting. We show that our algorithm has bounded loss and good regret with high probability.
Consider the function g(x) defined as follows:
and
It is easy to see that
We get regret at most 2ǫT by the same arguments as in Theorem 1. We now prove the high probability bound on the loss given in Theorem 29.
We prove Proof: Set ǫ = 2c in (12) . Note that the expected transaction costs incurred are
Thus, the gain is at least −3cZT even after discounting transaction costs, and the regret is at most 4cT by the same argument as in Theorem 1, which we do not repeat here.
We also show that we can get essentially zero loss in expectation in the presence of transaction costs:
Theorem 29 The loss of Algorithm 1 achieving regret ǫT is O(log(1/δ)/ǫ) for any 1 ≤ t ≤ T with probability at least 1 − δ for any δ > 0. In particular, by setting δ = 1/ǫ and terminating the algorithm if the loss is larger than O(log(1/ǫ)/ǫ), we get an algorithm with regret at most 4ǫT and loss O(log(1/ǫ)/ǫ).
Proof: Let x t be the sequence of discounted deviations, and let X j , 1 ≤ j ≤ T be the ±1 random variables corresponding to the bets that the algorithm makes. We need to show that
We also have
Since the probability of making a bet whenρx j ≤ ǫ is at most Z < 1/e, we have that the payoff cannot be smaller than − log(1/δ) with probability larger than 1 − δ. Otherwise, whenρx ≥ ǫ, we have σ 2 t ≤ µ t /ǫ . We have by Bernstein's inequality
we get the desired result. The last inequality can be verified by considering two cases: µ > log(1/δ)/3 and µ < log(1/δ)/3. Theorem 29 is optimal up to constant factors:
Theorem 30 Any algorithm achieving regret ǫT with ±1 betting amounts incurs loss Ω(log(1/δ)/ǫ) with probability at least 1 − δ, for any δ > 0.
2 ) and denote the confidence of the algorithm at time t by g t . Let T be the (random) maximum time such that
where E b denotes expectation with respect to b and E alg denotes expectation wrt the randomness of the algorithm. Thus, there exists an input sequence b * for which E alg T j=1 g t b * t ≤ 1/ǫ. In particular, with probability at least 1/2 one has T j=1 g t b * t ≤ 2/ǫ. Thus, we have that on the sequence b * the expected return of the algorithm is at most 2/ǫ with probability at least 1/2 (over the coin flips of the algorithm). The payoff of the algorithm is then a sum of Bernoulli variables with expectation at most 2/ǫ and variance T j=1 g t ≥ (1/ǫ 2 − 1). Thus, at time T the loss is as large as Ω(log(1/δ)/ǫ) with probability at least δ/2 for any δ > 0.
Applications
In this section we show applications of our framework to two problems in online learning: the adversarial multi-armed bandit problem in the partial information model and online optimization.
Partial information model
We show that a simple application of our framework can be used to obtain an algorithm with sublinear regret and essentially zero expected loss with respect to the average of all arms. In particular, for any Z < T −2 we will obtain an algorithm with regret O(N 1/3 T 2/3 (log(1/Z)) 1/3 ) and expected loss at most ZT with respect to the average of all arms.
Let the rewards of N arms be given by x i (t), 1 ≤ i ≤ N, 1 ≤ t ≤ T . We will define probabilities p i (t) of sampling arms i at time t inductively. Let γ > 0 be a parameter to be fixed later. Let I t be the (random) arm played at time t. Definex
Define p i (t) as follows: t = 1 p i (t) = 1/N for all i = 1, . . . , N .
t → t + 1 Consider the sequence of payoffsx i (t) as a full information problem (thus, at each time step t all x i (t) except for possibly the one that was played are zero). Note that |x i (t)| ≤ N/γ since p i (t) ≥ γ/N, ∀i, t. Run Algorithm 5 on this sequence after scaling it down by a factor of N/γ using ρ(b t ) = 1 − |b t |/n. Let r i (t + 1) be the probability of playing arm i at time It is interesting to note that unlike the full information model, one cannot achieve essentially zero loss with respect to an arbitrary strategy in the partial information model.
Online optimization
We first note that our techniques yield algorithms in the online decision making framework of [21] that have optimal regret with respect to dynamic strategies. We do not state the guarantees here since the exposition in [21] is quite similar to the experts problem. One interesting consequence of our analysis that should be noted is as follows. Let x t , t = 1, . . . , T be an adversarial real-valued sequence, x t ∈ [−1, 1] presented to the algorithm in an online fashion. Then a straightforward application of Theorem 12 implies that one can approximate the signal x t byx t so that the cumulative deviation of x t fromx t in any window of size n = Ω(log T ) is not greater than O( √ n log T ), i.e. the deviation that one would expect to see with probability 1 − T Θ(1) if the difference were uniformly random.
We now show how our framework can be applied to online convex optimization methods of [28] . We start by defining the problem. Suppose that the algorithm is presented with a sequence of convex functions c t : F ⊂ R n → R, t = 1, . . . , T . Denote the decision of the algorithm at time t by x t . The objective is to minimize regret against the best single decision in hindsight: If the functions c t are convex, gradient descent methods can be used in the online setting [28] to get efficient algorithms. We state the greedy projection algorithm here for convenience of the reader: Algorithm 7: Greedy projection algorithm ( [28] ) 1 : Select x 1 ∈ F arbitrarily, choose a sequence of learning rates η t , t = 1, . . . , T 2: for t = 1 to T do 3: Set x t+1 ← P (x t − η t ∇c t (x t )). 4: end for Here P is the orthogonal projection operator onto F . In what follows we use ||F || to denote (an upper bound on) the diameter of F , and ||∇c|| to denote an upper bound on the norm of the gradient of c t on F .
One has Theorem 32 ( [28] ) The greedy projection algorithm with η t = t −1/2 has regret at most ||F || 2 √ T /2+( √ T − 1/2)||∇c|| 2 .
The following notion introduced in [28] parameterizes dynamic strategies in the online gradient descent setting:
Definition 33 ( [28] ) The path length of a sequence x 1 , . . . , x T is
Define A(T, L) to be the set of sequences with T vectors and path length less than L.
Definition 34 ([28]) Given an algorithm A and a maximum path length L, the dynamic regret
C A ′ (T ).
Zinkevich([28]) shows that
Theorem 35 ( [28] ) If η is fixed, the dynamic regret of the greedy projection algorithm is
Black-box application of techniques of [28] requires setting the learning rate η to the value given by path length that one would like to be competitive against. It would be desirable to devise an algorithm that is simultaneously competitive against all possible path lengths. Choose η j = 2 −j , j = 1, . . . , log T , ρ i = 1 − 2 −i , i = 1, . . . , log T . Let S i,j be the strategy that applies the gradient descent algorithm with η = η j , ρ = ρ i . We then have Proof: Follows by Theorem 7.
