INTRODUCTION
This report summarizes the research and activites during the rst 5 months of activity 7 1 00-12 31 00 under the ODDR&E MURI on the topic of Data fusion in Large Arrays of Microsensors SensorWeb. The universities involved in this program are the Massachusetts Institute of Technology through which the grant is administered, the University of Illinois, and Princeton University. The principal investigators for this grant are Prof. Sanjoy Mitter MIT, Prof. Alan Willsky MIT, Prof. Sanjeev Kulkarni Princeton, and Prof. P.R. Kumar Illinois.
During this rst brief period of operation, we believe that we have made considerable progress, in all dimensions of importance: i in gearing up our activities and establishing needed infrastructure and internal interactions and collaborations; ii in interacting with the DoD, industrial, and academic communities in order to learn more about the real challenges and to establish relationships that will grow in the future; and iii in initiating research projects aimed at many of the core intellectual and research issues embodied in this MURI and in making excellent progress on these. In this report we provide brief descriptions of our activities and research and refer the reader both to the publications listed at the end of the report and, in particular, to our web site http: sensorweb.mit.edu for additional information and descriptions of our activities
Intellectual Themes and Research Concentration Areas
The overall objective of this program is the investigation and development of innovative concepts and solutions to the challenges presented by the envisioned availability of very large numbers of heterogeneous sensors each of which is limited in sensing capability, p o w er, computation, and communication. As we see it, these challenges can begrouped into three interrelated intellectual themes IT's:
IT-1: Consistent or manageably inconsistent fusion of networked, myopic sensors. IT-2: Fusion and self-organization of heterogeneous sensors in unstructured and uncertain environments.
IT-3: Wireless networks, network communication and information theory.
In addition, the original description of this MURI topic listed seven research concentration areas RCA's, which represent an alternate parsing with di ering levels of granularity of the interrelated research questions that form this important area of inquiry. The following is a list of concise statements of these RCA's we refer the interested reader to the original BAA description for this MURI, available on our website, for the full text of each R CA; also, after discussion with MURI program manager, Dr. John Lavery, we have grouped RCA's 2&3 together:
RCA-1: Self Section 2 of this report contains brief descriptions of the research that has been or is currently being performed under this grant. As one would expect, individual research topics do not parse exactly into IT's or RCA's. However, we have made a concerted e ort to indicate both the center of gravity" for each topic in terms of IT's and RCA's as well as other elements on which each topic touches or will touch as research proceeds in the future and the interrelationships among these e orts. As we have indicated, we have established a website, the home page of which is displayed below. This site contains information on the principals involved in the program including links to web pages appropriate for each, on research e orts associated with this MURI, on our industrial partners with links to their pages, on publications including, when available, links to online versions of papers and reports, on recent events and highlights including recent seminars, visits, and publications presentations of notes, on on other available resources. Figure 1 : This is a picture of our website.
Activities
Although this initial period of support covers only the rst four months of the program, we have already have had a high level activity, resulting both in some tangible outputs as well as in initiatives that will bear considerable fruit during the subsequent rst full year of this program. The last section of this paper indicates that we even during this short period we have produced several publications, and there are many others that we anticipate nishing and appearing during 2001, including several invited papers in important special issues of well-respected publications.
In addition, we h a v e already had a several of invited talks given by members of our team, with many others anticipated during 2001, including invitations for participation in the Jan. 2001 DARPA Workshop on Collaborative Signal Processing. Furthermore, as itemized on our website, we have established active seminar and colloquia activities, with a numberof talks already given both by members of our research groups to enhance dissemination of our work among ourselves and by eminent speakers from outside. A numberof additional talks of this type have already been set up for 2001, including visits by some of our industrial partners e.g., Dr. Feng Zhao of Xerox Parc.
We h a v e also initiated dialogs with our industrial partners, including Xerox P arc, Draper Laboratory, Alphatech, Lincoln Laboratory, and Lucent. During the rst four months of this project we have planned interchanges with Xerox Parc planning both Dr. Zhao's visit in 2001 to MIT as well as an extended visit by Prof. Mitter's student, Maurice Chu, do Xerox Parc during 2001, have had several discussions with engineers at Alphatech to de ne areas for collaboration and transition, have hosted a rst visit by Dr. Thomas Marzetta of Lucent and have planned for him to give a n i n vited talk during 2001, and have initiated discussions with Lincoln Laboratory which we expect to intensify during 2001.
As the preceding indicates, we have also established the basis for substantial academic activity related to this program, including colloquia and seminars as mentioned previously but extending well beyond this. In particular, we are working proactively to promote collaboration and interchange among the researchers and graduate students working on this program. Two of note are Prof. Jaakkola serving as a collaborator and thesis committee member for Prof. Willsky's student, Martin Wainwright, and Prof. Kulkarni serving on the thesis committee for Alex Ihler, who is working with Dr. Fisher and Prof. Willsky. In addition, we have initiated interactions with one of the other MURI's on Decision-Making under Uncertainty, let by Prof. Michael Jordan. This interaction includes the appointment of Dr. Sekhar Tatikonda, one of Prof. Mitter's recent Ph.D. students, as a post-doctoral researcher with Prof. Jordan. In addition, Alphatech has recently approached Prof. Willsky and Prof. Jordan about consulting on several programs directly related to the technical areas of our two MURI's. This activity, which will begin in 2001, provides an additional avenue for transition and interaction.
RECENT AND CURRENT RESEARCH
During these rst four months of this program, we have primarily been gearing up our research e orts, including initiating a numberof research activities involving the graduate students and post-doctoral researchers mentioned in the preceding section. In this section we provide brief descriptions of the various research projects that are now underway, indicating for each the intellectual themes IT's and research concentration areas RCA's with which it is allied and also indicating any publications that have already resulted during this very short initial period. In broad overview, this research addresses stochastic processes de ned by graphical models, and associated problems of modeling and estimation. The nodes of a singly-connected i.e., tree graph can bepartially ordered in scale, which gives rise to powerful algorithms for many problems. In contrast, straightforward solution to these same problems are prohibitively complex for more general graphs of any substantial size. As a result, there is considerable interest in developing tractable techniques for graphs with loops. More specifically, we are interested in the following problems: a An embedded trees ET algorithm for exact estimation of Gaussian processes on graphs with cycles. b Techniques for approximate estimation of discrete processes on graphs with cycles. Report in preparation. c Modeling natural image statistics with random cascades of Gaussian scale mixtures on graphical models, and their application to image processing problems.
Topic: Modeling and Estimation of Gaussian Processes on Graphs with Cycles
By: Erik Sudderth MIT, Martin Wainwright MIT, Alan S. Willsky MIT IT-1, RCA-5, 6, with ties to RCA-2&3 Publications: 5 Statistical models of two-dimensional elds play an important role in a variety of application areas, from oceanography to image processing. Markov random elds, perhaps the most common means of representing a t w o-dimensional random process, have an intuitively appealing structure, but they generally lead to computationally intensive estimation algorithms. The multiscale tree models previously introduced by the Stochastic Systems Group provide highly e cient estimation procedures. The fundamental source of the e ciency of tree-based algorithms is that there is a single unique path between any two points in the tree -in other words, there are no loops. Unfortunately, the tree structure also tends to lead to blocky artifacts in the nal estimation results. This research involves the investigation of model structures that lie in between densely connected Markov random elds and singly connected multiscale trees. We have developed a novel estimation algorithm which computes the exact means and error covariances for Gaussian estimation problems on arbitrary cyclic graphs. It works by exploiting the presence of tree-like structures in more densely connected graphs. Current work focuses on obtaining a deeper understanding of this algorithm's dynamics, and on determining e cient procedures for constructing models on graphs with cycles.
Topic: Multiresolution Modeling from Data and Partial Speci cations
By: Dewey Tucker MIT, Alan S. Willsky MIT IT-2, RCA-5 In this research, we study a recently developed class of models, called multiscale models, which is well-suited to represent a wide variety of random processes. The advantage of this type of model is in providing an extremely e cient estimation algorithm which is a generalization of the traditional Kalman lter and Rauch-Tung-Striebel smoother. Multiscale models and the associated estimation algorithm have been shown to beuseful in a number of applications including image processing, remote sensing, and geophysics. In particular, we focus on the problem of constructing multiscale models from data and partial covariance information. Previous research in this area has provided an algorithm which builds a multiscale model to match the covariance of a given process of interest. However, this approach requires complete knowledge of the covariance and the capability to store it, and for problems of even moderate size, this type of complete characterization is an overwhelmingly large data storage problem. To circumvent this problem, we seek methods to construct multiscale models based solely on realizations sample paths of the process, with no assumed knowledge of the covariance. In addition, we examine the problem of positive de nite covariance extension with the speci c goal of constructing multiscale models from partial covariance information.
Topic: Active information retrieval By: T. Jaakkola MIT, H. Siegelman Technion MIT IT-2, RCA-4 We propose a new approach to e ective information retrieval. The interacting agent user is successively queried for distinctions at varying levels of abstraction and is permitted to respond with multiple selections or may choose not to respond. The information is in each case unambiguously interpreted and incorporated by the system. The next query is chosen optimally to minimize the need for any further exchange. The system is also capable of determining whether or not the information of interest is in the portion of the database being consulted. In more technical terms, we make use of a stochastic substitution matrix that is derived, e.g., from local relations among the elements stored in the database. The notion of substitution permits us to de ne what is meant by the optimal interaction as well as construct algorithms to achieve it. All the queries are carried out under resource constraints which pertain either to the amount of information presented to the user per iteration or to the maximum average number of iterations that are allowed. The e ect of the resource constraints can beassessed prior to the interaction by using the properties of the substitution matrix as well as bounds on the successive reduction in the uncertainty about the information being sought. Large arrays of sensors with overlapping regions of in uence and multiple sensing modalities pose new problems in data fusion. Complex relationships between the sensor observations, including re ections and nonlinear e ects, make it di cult to determine such quantities as number, location, and characteristics of sources, and even the sensor array con guration. This is related to such problems as ICA independent component analysis, sensor fusion, and more standard array processing problems like nding direction of arrival. Our approach uses nonparametric estimates of mutual information to attempt to determine relationships between sensors, and frame the extraction of the original sources as an ICA-like problem.
Topic: Clustering and e cient use of partially annotated information By: M. Szummer MIT, T. Jaakkola MIT IT-2, RCA-6 E cient use of partially annotated labeled data involves extracting structure from large unlabeled set and combining this information with limited labeled examples. A typical albeit unstated assumption in this context associates separable clusters in the unlabeled set with unique but unknown labels. When this assumption is valid, labeled examples are needed only to the extent that they can facilitate labeling of the clusters. We capture and formalize this intuition in a conditional probability model where soft clusters serve to regularize the labeling of the unlabeled examples. Clustering is achieved by de ning a Markov di usion process. The associated time scale of this process determines the e ective size of the clusters and is chosen through a margin based criterion that guarantees unambiguous classi cation of examples. We relate the time scale to the mixing time of the Markov process and extend the basic idea by combining multiple time scales to maximize classi cation accuracy.
Topic: Model geometry and estimation with incomplete data By: Adrian Corduneanu MIT, Tommi Jaakkola MIT IT-2, RCA-5 Dealing with limited or incomplete information is a recurring problem in large scale estimation tasks. Suitable constraints on the probability models permit a bene cial fusion of complete and incomplete information whereas under or overconstrained models may degrade as a result. We study the information geometry of probability models starting from simple overconstrained models and analyze when they can and cannot e ectively exploit incomplete information in a classi cation context. We are also concurrently developing new estimation algorithms and criteria that are better suited for estimation tasks with predominantly incomplete data. Various portions of the research activities described above already either involve signicant experimentation or will require it in the near future. As a result and also as is needed for RCA-7, we have initiated an examination of alternatives for data, experiments, transitions, and demos, including the development of some demo capabilities completely within our team and also exploiting our industrial partnerships to engage simultaneously in demonstration and transition activities.
PUBLICATIONS
The following is a list of papers, theses, and other publications of research supported in whole or in part under Grant D AAD19-00-0466 5 M. J. Wainwright, E. P. Simoncelli, and A. S. Willsky. Random cascades of gaussian scale mixtures and their use in modeling natural images with application to denoising. In 7th International Conference on Image Processing, September2000. 6 M. J. Wainwright, E. Sudderth, and A. S. Willsky. T ree-based modeling and estimation of Gaussian processes on graphs with cycles. In Advances in Neural Information Processing Systems, N o v ember2000.
