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"The armies separated; and, it is said, Pyrrhus replied to one that gave him
joy of his victory that one more such victory would utterly undo him. For he had
lost a great part of the forces he brought with him, and almost all his particular
friends and principal commanders; there were no others there to make recruits,
and he found the confederates in Italy backward. On the other hand, as from
a fountain continually ﬂowing out of the city, the Roman camp was quickly and
plentifully ﬁlled up with fresh men, not at all abating in courage for the loss they
sustained, but even from their very anger gaining new force and resolution to go
on with the war."
Lucius Mestrius Plutarchus, 46-120 AD
Til Leonore
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Abstract
Conventional silicon solar cells have a front-side contacted emitter. Back-contacted
back-junction (BC-BJ) silicon solar cells, on the other hand, have both the com-
plete metallization and the active diffused regions of both polarities on the back-
side. World-record efﬁciencies have already been demonstrated for this type of
cell design in production, both on cell and module level. However, the production
of these cells is both complex and costly, and a further cost reduction in fabrica-
tion is needed to make electricity from BC-BJ silicon solar cells cost-competitive
with electricity on the grid ("grid-parity").
During the work with this thesis, we have investigated several important issues
regarding BC-BJ silicon solar cells. The aim has been to reduce production cost
and complexity while at the same time maintaining, or increasing, the already high
conversion efﬁciencies demonstrated elsewhere. This has been pursued through
experimental work as well as through numerical simulations and modeling. Six
papers are appended to this thesis, two of which are still under review in scientiﬁc
journals. In addition, two patents have been ﬁled based on the work presented
herein.
Experimentally, we have focused on investigating and optimizing single, central
processing steps. A laser has been the key processing tool during most of the work.
We have used the same laser both to structure the backside of the cell and to make
holes in a double-layer of passivating amorphous silicon and silicon oxide, where
the holes were opened with the aim of making local contact to the underlying sili-
con. The processes developed have the possibility of using a relatively cheap and
industrially proven laser and obtain results better than most state-of-the-art laser
technologies. During the work with the laser, we also developed a thermodynamic
model that was able to predict the outcome from laser interaction with amorphous
and crystalline silicon.
Alongside the experimental work, we have developed a two-dimensional BC-BJ
silicon solar cell device model. The simulations, which are based on the ﬁnite
vii
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element method, have been performed with the ATLAS device simulator within
the Silvaco simulation framework from Silvaco Inc., USA. The device model has
been used to optimize the design of a BC-BJ silicon solar cell based on exper-
imental results obtained during the work with this thesis. The model is able to
quantitatively predict the performance of cells with different designs, qualities,
and dimensions through optical and electrical simulations, and thereby giving us
a good indication of the efﬁciency potential of the cell structure. It has also given
us valuable insight into the physics determining the performance of a BC-BJ sili-
con solar cell. From this insight, important conclusions regarding the design rules
of this type of solar cell devices could be drawn. Finally, the device model was
used to investigate quantum mechanical tunneling mechanisms in the junction be-
tween the adjacent, highly-doped regions of opposite polarity on the backside of
the cell. Through the simulations we found some simple design rules that need to
be followed in order to avoid shunting-like behavior due to unwanted trap-assisted
tunneling in the lateral tunneling junction. At the same time, band-to-band tunnel-
ing entails potential current breakdowns at low to moderate reverse biases. This
implies that local hot-spots can be avoided since the heat distribution under re-
verse bias will be distributed throughout the whole junction area. Thus, by careful
optimization and tailoring of the doping proﬁles, the tunneling may enable the use
of back-junction silicon solar cells in a solar module without the need for bypass
diodes.
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Chapter 1
Introduction
In 2008, average worldwide power consumption was 15 TW1. Approximately 86
percent of this was derived from the combustion of fossil fuels[1]. Figure 1.1
shows the development of worldwide energy consumption from 1965 to 2008.
The increase in energy consumption is simply a result of the world’s growing
population as well as an increase in the average gross domestic product (GDP)
per capita[2]. The population is expected to reach 9 billion between 2040 and
2050[3]. In addition, the GDP per capita of a country is known to be directly pro-
portional to its energy consumption per capita[2]. Thus, when taking into account
that the average GDP per capita is growing even faster than the population, a dras-
tic increase in the world’s energy demand and consumption seems inevitable in the
near future. This prospected increase in energy consumption is one of the biggest
challenges faced by our generation. The global petroleum resources are limited.
Some claim that the production of oil has already entered a terminal decline, and
that proactive mitigation of an energy crisis might not be possible[4, 5]. More
optimistic sources claim that peak oil will happen in 2020 or even later, and that
it is possible to maintain a high production of oil several decades from now[6].
Nevertheless, the fossil resources are getting less accessible. Oil is pumped out
from deeper wells. Oil rigs are being built in distant areas with hostile climate, and
more technologically challenging solutions need to be implemented to withdraw
the remaining resources. Not only does this increase the price of production, but
1This comprises commercially traded fuels only. Excluded, therefore, are fuels such as wood,
peat, and animal waste which, though important in many countries, are unreliably documented in
terms of consumption statistics. Also excluded are wind, geothermal, and solar power generation.
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Figure 1.1: Worldwide energy consumption from from 1965 to 2008. The units
are in million tons of oil equivalent. (Source: BP statistical review of world energy
2009[1]).
also the risk of serious oil spills like the Deepwater Horizon oil spill in the Gulf of
Mexico in 2010[7]. Action needs to be taken to ensure a sustainable energy supply
in the future, and there is already a strong ongoing political effort to allocate en-
ergy consumption away from fossil fuels. In addition, there has been much focus
on the role of fossil fuels on global warming. According to the Intergovernmental
Panel on Climate Change (IPCC) most of the observed temperature increase since
the middle of the 20th century was very likely caused by increasing concentra-
tions of greenhouse gases in the atmosphere resulting from human activity, such
as fossil fuel burning and deforestation[8]. This has greatly increased focus on
renewable energy both from a scientiﬁc and political point of view, and several
sources of renewable energy are experiencing a signiﬁcant growth in investments
and installed capacity[9]. At the beginning of 2009, the total production capacity
of renewable energy was 1.1 TW2, with hydroelectric as the dominating source
with a share of 83 %[9]. When evaluating the potential of different sources of
2This includes all power generating sources of renewable energy, but excludes heating sources
such as solar collectors for hot water, geothermal, and biomass. Neither are renewable transport
fuels, such as ethanol and biodiesel, included.
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Figure 1.2: Available resources of renewable energy compared to the total energy
consumption. (Source:
http://en.wikipedia.org/wiki/World_energy_resources_and_consumption)
renewable energy, one needs to take into account the available resources. Solar
energy is, by far, the most abundant energy source. In Figure 1.2 the available to-
tal energy from different renewable energy sources are represented as the volume
of different cubes and compared to the global average consumption. The available
solar resources are about 6000 times the total global energy consumption. Thus,
less than 0.02 % of the solar resources are sufﬁcient to entirely replace fossil fuels
and nuclear power as an energy source. Figure 1.3 shows worldwide insolation
and the possible locations of large solar power plants that in total could provide
the total global energy demand. At the end of 2009, the total installed capacity
of solar power was 13 GWp[9]3. This only accounts for approximately 0.04 %
of the total global energy consumption. Still, grid-connected photovoltaic (PV)
electricity has been the fastest growing energy source over the last ten years, with
an average annual increase of about 42 %[9]. In other words, a doubled installed
capacity every second year, see Figure 1.4. To be able to continue this growth,
and to make solar power a major supplier in the future energy market, the tech-
nology needs to be cost competitive compared to alternative sources of energy.
3Wp, or watt-peak, is a measure of the nominal power of a solar cell device under standard
illumination and operating conditions; a light intensity of 1000 W/m2, with a spectrum similar to
sunlight hitting the earth’s surface at latitude 35◦N in the summer (airmass 1.5) and a temperature
of 25 ◦C.
3
CHAPTER 1. INTRODUCTION
Figure 1.3: Map of average global insolation. The black dots represent possible
locations of large solar power plants that in total could provide the world’s total
energy demand. (Source:http://www.ez2c.de/ml/solar_land_area/)
20 years ago, solar cells were still regarded as a niche market, and interesting
only in off-grid and space applications areas where other sources of power either
were unavailable or too expensive. Today, the situation is completely changed.
Increased cell performance at reduced production and installation costs have cut
down energy pay-back times for some solar modules to close to one year[10, 11].
With a further reduction in solar electricity prices, the technology will become
cost-competitive in yet larger markets. In a recent roadmap on solar power from
the International Energy Agency (IEA), PV is projected to provide 5 % of global
electricity consumption in 2030, rising to 11% in 2050, corresponding to a in-
stalled capacity of more than 3 TWp[12]4. Today, 80 % of the installed capacity
of solar electric comes from crystalline silicon solar cells[13]. Despite being a
poor optical absorber, silicon is by far the most commonly used base material for
solar cells. The combination of abundance, availability, non-toxicity, and conve-
4Though this corresponds to a 250 times increased capacity compared to 2009 values, most of
the solar industry and several environmental organizations ﬁnd this estimate far too modest.
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Figure 1.4: Total installed capacity of solar electricity from 1996 to 2008.(Source:
BP statistical review of world energy 2009[1])
nient physical properties make silicon a natural choice of material for PV also in
the future[14]. The relatively young PV industry also has beneﬁtted greatly from
the huge knowledge base of the microelectronic industry. Still, a necessary road
ahead also for silicon solar cells is a further reduction in the price of solar electric-
ity. This can be done either by cutting production and installation costs without
hampering cell performance, or by increasing power output without increasing
production and installation costs. Preferably both.
One very promising high-efﬁciency solar cell concept is the back-contact back-
junction (BC-BJ) silicon solar cell[15, 16]. This type of cell design has already
been proven to be compatible both with high efﬁciency and large-scale production[17].
In fact, it is the silicon solar cell concept that have demonstrated the highest efﬁ-
ciencies both on cell and module level in production[18]. Still, several issues need
to be solved for BC-BJ silicon solar cells, both to increase the efﬁciency further
towards the theoretical limit[19], and to reduce the production costs. In this thesis
several important aspects related to BC-BJ silicon solar cells are addressed with
the aim of both increasing efﬁciency and reducing costs. This is done through
simulations, modeling, and laboratory experiments.
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1.1 Thesis outline
Chapter 2 starts with a short introduction to silicon solar cells in general. Sub-
sequently, back-contacted back-junction (BC-BJ) silicon solar cells are presented
more in detail. Other types of back-contacted silicon solar cell designs are also
brieﬂy mentioned, and a short historic overview is given at the end of the chap-
ter. Chapter 3 comprises the background and theory of the experiments performed
during the work with this thesis. The most central equipment used for processing
and characterization are presented. Plasma-enhanced chemical vapor deposition
(PECVD) and laser technology have been especially central in the experimental
work, and will be discussed somewhat more thoroughly. Also included in the
chapter is a discussion of laser interaction with crystalline and amorphous sili-
con. In chapter 4 some experimental results that have not been included in any
of the papers are presented. The main experimental results are given in papers
II, III, and V, but some work of interest has not been published, and is therefore
discussed herein. In general, experimental focus has been set on processes related
to the backside of a BC-BJ silicon solar cell, and as will be explained in the next
chapter, the front- and backside of a BC-BJ silicon solar cell can be optimized
more or less independently. Complete solar cells have not been made during work
with this thesis. On the other hand, it has been possible to investigate the inﬂuence
from single processing steps on the performance of a ﬁnished solar cell through
device simulations. A sketch of a possible process ﬂow for a full BC-BJ silicon
solar cell process is given at the end of chapter 4. In chapter 5 the background of
the simulations performed with the ATLAS device simulator within the Silvaco
simulation framework is presented. A conclusion is given in chapter 6.
Most of the work performed and described in this thesis and the appended pa-
pers was done by the author, but with some exceptions. Transmission electron
microscopy (TEM) was performed by Annett Thøgersen, Institute for Energy
Technology, Department of Solar Energy (IFE-Solar). Secondary ion mass spec-
troscopy (SIMS) was done by Alexander Azarov, Center for Materials Research,
University of Oslo. Capacitance-voltage (C-V ) measurements were performed
by Edouard Monakov, IFE-Solar. Most of the simulation work was also done
6
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by the author, but again with some exceptions. Ray tracing was performed by
Jo Gjessing, IFE-Solar, while SPICE module simulations and ATHENA process
simulations were done by Sean Erik Foss, also IFE-Solar.
Six papers are appended to this thesis, two of which are still under review in
scientiﬁc journals. They all cover different and important issues regarding pro-
cessing and simulations of BC-BJ silicon solar cells.
Paper I gives us valuable insight into the physics determining the performance
of a BC-BJ silicon solar cell. From this insight important conclusions regarding
the design rules of this type of solar cell devices can be drawn. The paper serves
as a starting point for the simulation model, which has been gradually developed
alongside with the experimental work during the whole Ph.D. process. Paper II
deals with laser structuring of the backside of a BC-BJ silicon solar cell. Opti-
mized laser and etching parameters are demonstrated to enable ablation (removal)
of large areas of silicon from a silicon wafer without inﬂuencing the material qual-
ity in the processed regions, making it possible to produce self-aligned interdigi-
tated ﬁnger patterns with ﬂexible designs and dimensions. In paper III the same
laser is utilized to ablate holes in a double-layer of passivating amorphous sili-
con (a-Si) and silicon oxide (SiO2) without damaging the underlying crystalline
silicon (c-Si). This is done with the aim of making local contacts on the back
of a BC-BJ silicon solar cell. To further investigate the interaction between the
laser and a-Si and c-Si, a thermodynamic model is developed that is able to pre-
dict the laser threshold ﬂuence (energy density) for SiO2 ablation as a function
of the thickness of the a-Si layer. The model is presented in paper IV. In paper
V the quality of aluminum contacts deposited through the laser ablated holes dis-
cussed in paper III is investigated. The quality of the contacts is ﬁrst optimized
experimentally, before the results are used to numerically optimize the design of
a BC-BJ silicon solar cell by device simulations, and so to get an indication of the
efﬁciency potential of the cell design we are working with. The last paper, VI, is
dedicated to numerical investigation of potential quantum-mechanical tunneling
of charge carriers in the junction between the adjacent, highly doped regions of
opposite polarity on the back of a BC-BJ silicon solar cell. This is done through
7
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both device, process, and circuit simulations.
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Chapter 2
Back-contacted back-junction
silicon solar cells
2.1 The basics of silicon solar cells
A solar cell is a device that converts sunlight directly into electricity through the
photovoltaic effect[20]. The efﬁciency of the cell quantiﬁes the fraction of so-
lar energy that it converts into electrical energy. In principle it depends on two
parameters. The generation of current by absorbed incident illumination and the
loss of charge carriers via so-called recombination mechanisms. A built in p-n
diode separates charge carriers of opposite polarity, and drives the light-generated
current through the cell and to the terminals. Finally, several solar cells will be
electrically connected and encapsulated as a module. In mathematical terms the
efﬁciency, η, of a solar cell is given as;
η =
Pout
Pin
=
FF · JSC · VOC
Psun
, (2.1)
where Pin is the incoming power density and Pout is the maximum output power
density of the cell. JSC and VOC are the short-circuit current density and the open-
circuit voltage, respectively, while FF is the solar cell ﬁll factor. FF describes the
squareness of the current-voltage (J-V ) curve. Psun is the power density incident
on the cell from the sun. Solar cell J-V characteristics are usually measured
11
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under a set of standard test conditions where Psun is 0.1 W/cm2 of a normally
incident air-mass (AM) 1.5 spectrum at 25 ◦C. A typical J-V curve of a high-
efﬁciency silicon solar cell is shown in Figure 2.1. The J-V -curve of a solar cell
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.80
10
20
30
40
V (V)
J 
(m
A/
cm
2 )
η = 21.57%
JSC = 40.07 mA/cm
2
VOC = 0.667 V
FF = 80.67%
Figure 2.1: A typical current-voltage (J-V ) curve of a high-efﬁciency solar cell.
is commonly shown in the ﬁrst quadrant with the light-induced current density
deﬁned as positive and the dark current negative. The squareness of the curve is
limited by the current’s exponential dependence on voltage in a p-n diode. A one-
diode equivalent circuit of a solar cell that also includes parasitic series and shunt
resistances is shown in Figure 2.2. The corresponding J-V equation is given by
J(V ) = JSC − J0 exp [(V + JRS)/Vth]− V + JRS
RSH
, (2.2)
where J0 is the dark saturation current density, V is the applied voltage, Vth is
the thermal voltage1, RS is the series resistance, and RSH is the shunt resistance.
RS and RSH should be as small and large as possible, respectively, in order to
maximize the efﬁciency of a solar cell. Even if silicon is a natural choice as base
material for solar cells, there are theoretical limitations to the possible maximum
efﬁciency. In a single p-n junction device, low-energetic photons will pass through
1The thermal voltage is a proportionality factor that relates the electrostatic potential to the
electrical current through a p-n diode. It is given as Vth = kTq , where T is the absolute temperature
and k and q are the Boltzmann constant and the magnitude of the electron charge, respectively.
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Figure 2.2: A one-diode equivalent circuit of a silicon solar cell, including para-
sitic series (RS) and shunt (RSH) resistances . JSC and J0 are the light-induced and
dark current densities, respectively.
the cell without being absorbed. Higher-energetic photons will loose their excess
energy, compared to the bandgap, as lattice heat. Energy is also lost across the p-n
junction, at the contacts, and due to recombination. These loss mechanisms limit
the maximum efﬁciency of a single-junction silicon solar cell to approximately 30
%, according to Shockley and Queisser[19]. The present world record efﬁciency
is 25 % for a monocrystalline silicon solar cell[21, 22] and 20.4 %2 for a mul-
ticrystalline cell[22, 24]. In production the efﬁciency of state of the art large area
modules is typically 3-5 % lower than that of the record cells[17, 22, 25].
2.2 Back-contacted back-junction silicon solar cells
Back-contacted silicon solar cells comprise solar cells where the electrical bus-
bars of both polarities are located on the backside3. In speciﬁc, back-contacted
back-junction (BC-BJ) silicon solar cells, which is the main topic of this thesis,
2The cited articles from Zhao et al. and Schultz et al. report efﬁciencies of 24.7 % and 20.3
% for the mono- and multicrystalline silicon solar cells, respectively. More recently, the solar
reference spectrum has been revised[23]. This entailed a 0.3 % absolute increase in efﬁciency
for the monocrystalline cell and 0.1 % for the multicrystalline cell, leading to new world record
efﬁciencies for silicon solar cells of 25 % and 20.4 %, respectively.
3An excellent review of back-contacted silicon solar cells was given by Kerschaver and
Beaucarne[15].
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have both the complete metallization and the complete contacted diffused regions
located on the backside of the cell. It was originally designed with the emitter
and back-surface ﬁeld and the respective contacts forming an interdigitated ﬁn-
ger pattern[16]. This interdigitated back-contact (IBC) structuring is still the most
common way of aligning the structures on the backside of the cell, and the phrases
IBC and BC-BJ are both commonly used to describe this cell design. Herein we
will use the latter. A schematic drawing of a BC-BJ silicon solar cell is shown
in Figure 2.3. This cell design entails numerous advantages compared to conven-
Figure 2.3: Schematic drawing of a back-contacted back-junction silicon solar
cell. The cell is shown upside-down, and the dimensions are not to scale. FSF and
BSF, are the front- and back-surface ﬁelds, respectively.
tional front-contacted silicon solar cells. Moving all contacts to the backside elim-
inates front-surface contact reﬂection. Thus, the conventional trade off between
reﬂection and series resistance in the contact ﬁngers is completely omitted. As a
consequence, the sunward and rear side can be more or less independently opti-
mized for optical and electrical performance, respectively. The low blue response
commonly seen in front-contacted silicon solar cells, due to the high recombi-
nation in the front side emitter, is signiﬁcantly improved. This justiﬁes optical
optimization for a broader set of wavelengths, and double-layer anti-reﬂection
coatings are commonly used in combination with conventional alkaline surface
texturing for reduced front-side reﬂection. BC-BJ silicon solar cells therefore
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usually have a darker color appearance than conventional silicon solar cells. In
combination with the clean, non-metallized front surface, this makes BC-BJ sili-
con solar cells especially attractive from an architectonic point of view, which is
becoming more important with building-integrated photovoltaics. A BC-BJ solar
module from Sunpower Corporation is shown in Figure 2.4. Moreover, having
Figure 2.4: A solar module from Sunpower Inc. The mod-
ule is made from BC-BJ silicon solar cells, and holds the world-
record efﬁciency for a commercially available silicon solar module.
(Source:http://www.sunconnex.com/default.asp?page=SunPower-SPR)
contacts of both polarities on the same side may simplify cell interconnection in
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modules, and allows for an increased packing density of cells[17, 26, 27].
On the processing side, however, there are some challenges. This is mostly related
to the closely spaced interdigitated ﬁngers of opposite polarity on the backside of
the cell, see Figure 2.3. The processing therefore requires careful alignment of
both diffused regions and contacts. Since photolithography is regarded unsuited
for cost-effective large-scale production of silicon solar cells, low-cost alterna-
tives, such as screen-printing, are commonly used for one or several alignment
steps in BC-BJ research and production[17, 28]. This limits the minimum pitch
to the order of mm. This is in contrast to the cells produced in the early stages
of BC-BJ silicon solar cell research and production. With the use of photolithog-
raphy a pitch in the order of 50 μm was easily obtained. This might still be
possible to justify for concentrator applications, but for one-sun ﬂat solar panels,
photolithography is too expensive as a patterning tool to make the cells cost com-
petitive. Another process-related challenge is the silicon material quality. Since
the emitter is located on the backside of the cell, and the charge carriers are gen-
erated predominantly near the front surface, the carriers have to diffuse through
the whole thickness of the wafer. With a pitch in the order of mm the average
required diffusion distance of minority carriers is even more lateral than vertical.
The required maximum diffusion length, Lmax, therefore depends on the wafer
thickness, W , and the width of the back-surface ﬁeld, dBSF, see Figure 2.5. Lmax
can be calculated as
Lmax =
√
1
4
d2BSF + W
2. (2.3)
With a wafer thickness of 200 μm and a BSF width of 600 μm this results in
a maximum diffusion length of approximately 360 μm. This is indeed a two-
dimensional problem, and device simulations should at least be in two dimen-
sions. The need of long diffusion lengths call for high-quality monocrystalline
wafers with long minority carrier lifetimes and excellent surface passivation. The
minority carrier lifetime also needs to remain high through the whole process and
under illumination. This can be a challenge, but the use of n-type (instead of
p-type) wafers has been shown to facilitate the challenges related to process and
light-induced degradation of the silicon material, see section 2.4.
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Figure 2.5: Schematic, simpliﬁed, side-view drawing of the smallest repeating
unit of a back-contacted back-junction silicon solar cell. The diagonal line shows
the maximum required diffusion length for minority charge carriers. BSF is the
back-surface ﬁeld. The drawing is not to scale.
2.2.1 The emitter-wrap-through cell design
The emitter-wrap-through (EWT) solar cell concept is quite similar to the BC-BJ
solar cell design[29]. The complete metallization is still located on the back of
the cell, but a part of the collecting emitter is now close to the front surface. This
lowers the requirements for high minority carrier lifetime materials compared to
BC-BJ cells, as the average diffusion length is signiﬁcantly reduced. The exten-
sion to the backside contacted junction is done through laser drilled vias in the
wafer. On a 5 inch square wafer, between 10000 and 20000 holes are typically
used as transporting channels for minority carriers collected at the front or through
the complete thickness of the silicon wafer. The EWT cell concept includes almost
all the advantages of a BC-BJ silicon solar cell, but with reduced requirements for
material quality. A scanning-electron microscope (SEM) picture of some of the
vias of an EWT silicon solar cell is shown in Figure 2.6.
2.2.2 The metallization-wrap-through cell design
The metallization-wrap-thorugh (MWT) solar cell is the back-contact solar cell
concept that most resembles the conventional front-contacted solar cell[30]. A
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Figure 2.6: The laser-drilled vias of an emitter-wrap-through (EWT) silicon solar
cell, shown together with a human hair for comparison of the dimensions. The
picture is taken from an article by Aart Schoonderbeek and Andreas Ostendorf
found on the technical news website "SPIE Newsroom", and printed with permis-
sion from Laser Zentrum Hannover (LZH).
(Source: "http://spie.org/x25041.xml?ArticleID=x25041").
schematic drawing of a MWT cell is shown in Figure 2.7. In this cell design the
emitter and contact ﬁngers are located at the front surface, but the busbars for
interconnection are still at the rear side. The extension from the front side metal
ﬁngers to the busbars is done via laser drilled holes in the wafer. The holes are
ﬁlled with metal through a standard metallization process, usually screen-printing.
This facilitates the transition from a conventional cell process. As for EWT cells,
the MWT solar cell design does not have the same requirement for long carrier
lifetimes material as BC-BJ cells, and can therefore be produced on conventional
multicrystalline silicon wafers. At the same time, the reﬂection losses are reduced,
and module assembly is still simpliﬁed compared to conventional front-contacted
18
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Figure 2.7: Simpliﬁed, schematic drawing of a (p-type) metallization-wrap-
through (MWT) silicon solar cell. The drawing is not to scale.
silicon solar cells.
2.3 Short historic overview of the BC-BJ solar cell
The BC-BJ silicon solar cell concept was ﬁrst suggested by Schwartz and Lam-
mert more than 30 years ago[16, 31]. It was originally envisioned as a cell design
for concentrator applications. With the ﬁrst version Schwartz reported an efﬁ-
ciency of 17% under 50 suns concentration. The emitter and base diffusions, and
the respective contacts where arranged in an interdigitated ﬁnger pattern on the
backside, see Figure 2.3. Other geometrical arrangements of the diffusions and
contacts have been demonstrated as well. The most famous is the point contact
cell of Swanson et al.[32] from 1984, where the backside diffusions are arranged
in arrays of single points. An improved version of this cell was later demonstrated
to give an efﬁciency of 28.4 % under 200 suns concentration[33]. The align-
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ment of the backside diffusions, contact openings, and contacts were done by
photolithography in early stages of BC-BJ silicon solar cell development. Four to
six photolithography steps were used to produce the cells[34]. Photolithography
is not compatible with cost-efﬁcient production of solar cells, and thus the interest
in the BC-BJ solar cell concept was mainly for niche and academic reasons[35].
The main contributions in the ﬁeld of BC-BJ solar cells during the 1980’s and
1990’s came from Professor Swanson’s photovoltaic group at Stanford Univer-
sity. R. A. Sinton (also from the Stanford group) simpliﬁed the processing of
BC-BJ solar cells by introducing processes for self-aligned diffusions and contact
separation[34, 36]. This was a necessary step towards cost-effective BC-BJ silicon
solar cells. Professor Swanson commercialized his technological ideas through
the Sunpower Corporation, which he started up in 1985. Today, Sunpower is the
world leading manufacturer of BC-BJ silicon solar cells, with a total production
capacity of 625 MWp. In 2002, the company introduced their A-300 cell con-
cept for one-sun solar module applications[37]. The cell is produced without any
photolithography steps, and only uses low-cost manufacturing process steps. In
the ﬁrst round this led to an efﬁciency decrease compared to previous cells pro-
cessed with photolithography, but the A-300 cell design has later been improved
to demonstrate world-record efﬁciencies for BC-BJ silicon solar cells under one-
sun illumination. Recently, the R&D unit at Sunpower has reported a full cell area
efﬁciency of 24.2 % for the A-300 solar cell, and a large area efﬁciency of 20.4 %
for the A-300 solar module[18], see Figure 2.4. These are the world records for a
large area silicon solar cell and for a commercially available silicon solar module,
respectively[22].
Other groups and companies are working with BC-BJ silicon solar cells as well.
One very elegant cell concept that deserves to be mentioned is the RISE (Rear In-
terdigitated Single Evaporation) silicon solar cell from Institut für Solarenergieforschung
Hameln (ISFH), developed by Engelhart et al.[38]. The RISE solar cell has been
developed both as a BC-BJ silicon solar cell and as an EWT cell, see subsection
2.2.1. The cell design utilizes laser as the central processing equipment, both as a
pattering tool and for local contact opening through a passivating backside layer of
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thermal SiO2[39, 40]4. In addition, the cell concept implements some of the ideas
of Sinton et al. from the late 1980’s and early 1990’s regarding self-alignment
and contact separation[34, 36]. 22 % efﬁciency has been demonstrated on a 4 cm2
p-type FZ wafer[41]5. The RISE silicon solar cell is presently being tested in pilot
lines, and is expected to enter the commercial market within the coming years.
More thorough historic overviews of BC-BJ silicon solar cells can be found in
the review article by Kerschaver and Beaucarne[15] and in the thesis of F. Granek
[42].
Figure 2.8: Schematic, simpliﬁed, rear-view drawing of the RISE silicon solar
cell developed at Institut für Solarenergieforschung Hameln (ISFH). The boron-
doped back-surface ﬁeld (BSF) is at an elevated level compared to phosphorus-
doped emitter. The cell is shown before contacting and is not to scale.
2.4 n-type vs. p-type wafers
The standard in the solar cell industry has been p-type wafers with n-type diffused
emitters. In theory, electrons have a higher mobility than holes, and for equal
carrier lifetimes p-type wafers will therefore outperform n-type wafers due to the
longer diffusion length of electrons as minority carriers. The world record 25 %
4In the RISE-EWT solar cell, a laser is also used to drill the vias/holes in the wafer.
5Harder et al. have demonstrated an efﬁciency above 21 % also for the RISE-EWT solar cell.
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efﬁcient silicon solar cell was made on p-type FZ high-purity silicon material[21].
These cells are processed in very clean facilities. In large-scale production, how-
ever, it is more or less impossible not to induce chemical and mechanical imper-
fections to the wafers. And herein lies the big advantage of n-type silicon solar
cells. The performance of n-type cells has been shown to be less hampered by
chemical and mechanical impurities. In fact, n-type silicon solar cells hold nu-
merous advantages compared to p-type cells.
• n-type cells are not prone to light-induced degradation due to splitting of
boron-oxygen complexes[43, 44].
• n-type cells are less sensitive to chemical impurities activated during high-
temperature diffusion and oxidation steps[45, 46].
• n-type cells are less sensitive to laser-induced damage[44, 47].
Sunpower and Sanyo, the two companies that have reported the highest efﬁcien-
cies of silicon solar cells in large-scale production both use n-type monocrystalline
wafers as a base material in their A-300 and HIT solar cells, respectively[17, 48].
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Experimental Background
This chapter gives a general overview and a short theoretical background of the
methods, materials, and equipment most frequently used during the work with this
thesis.
3.1 Wafers, cleaning, and etching
3.1.1 Wafers and cleaning
We have used 4-inch, n-type, Cz, 1-3 Ω·cm double-side polished wafers from
Siltronix in all major experiments. The wafers have a thickness of 300 μm. p-
type wafers from the same manufacturer were in some cases added to monitor the
sheet resistance of phosphorus emitters. Prior to all experiments the wafers were
cleaned in 5 % HF, Piranha (4:1, H2SO4: H2O2), and HCl[49].
3.1.2 Alkaline etching
After laser ablation of SiO2 (see paper II), we used KOH to etch away the ther-
mally induced damage from the laser and to reestablish a clean and smooth sili-
con surface. Alkaline etching of silicon and its passivating layers was extensively
investigated by Seidel et al., both for undoped and doped silicon[50, 51]. In sum-
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mary, they suggest the following reaction for alkaline etching of Si;
Si + 2OH− + 2H2O→ SiO2(OH)−−2 + 2H2, (3.1)
and
SiO2 + 2OH
− → SiO2(OH)−−2 (3.2)
for etching of SiO2, indicating that the alkali atoms have no effective role in the
etching process. The oxide we have used during the work with this thesis is de-
posited at low temperature with PECVD (see section 3.2). The PECVD oxide
structure is less dense than a thermal oxide, and it typically contains 1 to 10 atomic
% of hydrogen[52]. The etch rate in KOH therefore differs from that reported by
Seidel et al. for thermal oxides. In general, the low temperature SiO2 does not
withstand alkaline etching as well as a thermal oxide, but the etch rate is still
signiﬁcantly lower than for silicon. To be able to keep a stable and controlled
temperature in the aqueous KOH solution, the KOH-containing beaker was put
into a larger beaker ﬁlled with water and indirectly heated by a heating plate, see
Figure 3.1. Noor et al. investigated the resulting surface roughness on n-type
<100> silicon wafers after etching in aqueous KOH solutions of varying con-
centrations and temperatures[53], see Figure 3.2 1. In addition to optimizing for
surface smoothness after laser ablation, the etch rate of silicon is also important
to keep in mind for reduced processing times. We found, in agreement with Noor
et al., that a KOH concentration of 55 % (weight) gave the smoothest surfaces
for temperatures of 65 ◦C and 80 ◦C. The etch rate of silicon in alkaline solutions
is decreasing with increasing alkaline concentrations above 20 % (weight)[50].
At the same time, the etch rate increases with temperature. All considerations
taken into account, a 55 % (weight) KOH concentration at 80 ◦C gave the best
results. With these etching parameters the etch rate of <100> silicon is about 0.6
μm per minute[50], while the measured etch rate of PECVD SiO2 was found to
be approximately 10 nm per minute.
1Noor et al. do not explain how the surface roughness is measured, and we therefore assume
that the roughness is the arithmetic average, Ra, from the surface mean, which is the most common
way of deﬁning it.
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Figure 3.1: The setup used to keep a stable temperature in the aqueous KOH
etching solution.
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Figure 3.2: The resulting surface roughness as a function of temperature on
<100> n-type silicon after etching in aqueous KOH solutions of varying tempera-
tures and concentrations (weight %). The data points are from Noor et al.[53].
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3.2 PECVD
Plasma-enhanced chemical vapor deposition (PECVD) is a technique commonly
used to deposit thin ﬁlms from vapor phase to solid state on substrates. It is a
subset of general chemical vapor deposition techniques that is aided by a plasma
(normally) created by a radio-frequency discharge between two electrodes. The
deposition is a result of chemical reactions in or between one or several precursor
gasses in the plasma and the substrate. The volatile byproducts are removed by
the gas ﬂow through the reactor chamber. A Plasmalab 133 parallel plate sys-
tem from Oxford Instruments[54] was used during the work with this thesis, see
Figure 3.3. The substrate is placed on the lower electrode, which is heated. The
combination of different precursor gases, deposition time, temperature, pressure,
power density, and ﬂow of the different gases make it possible to deposit a wide
range of thin ﬁlms. Each type of ﬁlm can be optimized for its purpose by altering
the deposition parameters and by ﬁnding the optimum ratio between the ﬂow of
different precursor gases. In this work the Oxford Instruments PECVD system has
been used to deposit hydrogenated amorphous silicon (a-Si:H, a-Si for simplicity)
and hydrogenated amorphous silicon oxide (a-SiOx:H, SiO2 for simplicity).
3.2.1 Hydrogenated amorphous silicon
Crystalline silicon (c-Si) has a diamond like structure based on covalent sp3 bond-
ing. The convenient electrical and optical properties of c-Si, in combination with
its abundance, have made it the most commonly used material in the semiconduc-
tor industry. Amorphous silicon, on the other hand, is a disordered form of silicon,
and the physical properties differ signiﬁcantly from that of c-Si. In contrast to c-
Si, a-Si has a direct optical bandgap of approximately 1.7 eV[55]. It is, thus, a
strong optical absorber in the visible part of the spectrum. The disordered atomic
structure also implies that a-Si has a low thermal conductivity. The conductiv-
ity depends on the hydrogen content, but is in the order of 0.01 W/cm·K[56, 57].
This is more than two orders of magnitude lower than that of c-Si, see Figure 3.10.
In addition, there has been shown to be an additional thermal resistance at the
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Figure 3.3: Schematic overview of a parallell-plate plasma-enhanced chem-
ical vapor deposition (PECVD) system. (Source: "http://www.oxford-
instruments.com")
interface between thin ﬁlm a-Si and bulk c-Si. This was investigated and quanti-
ﬁed by Kuo et al. [58] and Volz et al.[59], and will be discussed more thoroughly
in sections 3.3.1 and 3.3.2.
Locally, a-Si resembles its crystalline counterpart, but there is no long range order.
The atomic structure of a-Si:H as obtained from density functional theory (DFT)
calculations is shown in Figure 3.4. Each Si atom is in general bounded to four
neighbors at tetrahedral angles (θ = 109◦) and a bond length of 0.35 nm. A spread
in bond angle of about 10 % and a spread in bond length of approximately 2 %
cause the disordering. a-Si also contains a large portion of dangling (unsatisﬁed)
bonds. The density of these imperfections is typically in the order of 1015 to 1016
cm−3. When prepared by PECVD, a-Si contains in the order of 10 atomic % of
hydrogen[64]. Hydrogen is known to passivate dangling bonds, and thereby lower
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Figure 3.4: The atomic disordered structure of a-Si:H as obtained by density
functional theory (DFT) calculations with the Vienna Ab-Inito Simulation Pack-
age (VASP)[60, 61, 62, 63]. The grey and black balls represent silicon and hydro-
gen atoms, respectively. The hydrogen is found both interstitially and bonded to
silicon dangling bonds. The simulations are performed by Smagul Karazhanov at
the Department of Solar Energy, IFE.
the impact of the defects in the amorphous structure.
For deposition we used undiluted silane (SiH4) as the only precursor gas in the
PECVD chamber[65]. The deposition temperature and pressure were 230 ◦C and
300 mTorr, respectively. When a-Si was used as a surface passivation layer, a very
low RF input power density of 0.008 W/cm2 was used during deposition to avoid
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surface damage as a consequence of ion bombardment. A slightly higher power
density was used to ignite the plasma during the ﬁrst few seconds of the deposi-
tion. With this power density we measured the deposition rate to be approximately
5 nm per minute. The overall reaction that must occur is
SiH4(g)→ Si(s) + 2H2(g), (3.3)
where s and g denote solid and gas phase, respectively. In general, the reaction is
usually more complicated. The oscillating electric ﬁeld causes the unstable silane
to dissociate, producing a mixture of ions, electrons, and radicals; a plasma. The
dominant precursor to a-Si:H is the SiH3 radical. This radical, which is short of
one hydrogen atom, and so has a reactive dangling bond, is transported to the sub-
strate by the gas ﬂow. When SiH3 attaches to the surface where there is a dangling
bond, this will lead to ﬁlm growth[66].
The implementation of hydrogenated amorphous silicon to the solar cell and thin
ﬁlm transistor (TFT) technology has been challenged by the well described metasta-
bility of the material. Both light and applied bias induce chemical changes in
a-Si[66];
SiHHSi + Si–Si⇔ 2SiHDSi, (3.4)
where Si–Si represents a weak bond, and D represents a dangling bond. For TFTs,
the increased number of dangling bonds, i.e., bandgap states, leads to a shift in
the threshold voltage[66], while for a-Si solar cells it induces a degradation of
the photocurrent[67]. The latter is known as the Staebler-Wronski effect[68, 69].
The induced changes have been shown to be reversible upon annealing. Since the
light-induced carriers break Si-H bonds, it also degrades the surface passivation
quality of a-Si ﬁlms on Si. For backside passivation, however, this is less of an
issue since the charge carrier generation in the a-Si layer is very low. The passi-
vation quality of backside a-Si has been reported to be long-term stable[70, 71].
In contrast to e.g. PECVD SiNx, the passivation mechanisms in a-Si on Si are
purely chemical[70, 72]. The passivation originates from termination of dangling
bonds at the interface and not by an electric ﬁeld induced by surface charge. This
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is important in BC-BJ silicon solar cells to avoid channel tunneling near the back-
surface[73]. A capacitance-voltage (C-V ) plot of an a-Si ﬁlm, deposited with the
same Oxford Plasmalab system discussed earlier in this section, on a c-Si sub-
strate is shown in Figure 3.5. The clean exponential form of the curves indicates
that there is no surface charge between the materials, and that we have a (near)
perfect surface between the amorphous ﬁlm and the crystalline bulk. Finally, a-Si
has been shown to be excellent for passivation of c-Si surfaces, either solely or in
a stack with a PECVD dielectric[64, 70, 71, 74, 75, 76].
We have used the qualities of a-Si for several purposes during the work in this
thesis. In paper II a thin layer of a-Si was deposited on both sides of each sam-
ple for surface passivation, i.e. to terminate the dangling bonds at the c-Si wafer
surface. This was done after laser processing, etching, and cleaning and prior to
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Figure 3.5: Capacitance-voltage (C-V ) plot of a thin ﬁlm of a-Si on n-type bulk
c-Si at different AC frequencies.
lifetime measurements. Surface passivation is done to, as far as possible, exclude
surface recombination from the effective recombination lifetime measurements,
see section 3.5. In paper III other aspects of the a-Si ﬁlm is exploited. We took
advantage of the high optical absorption and low thermal conductivity of the ma-
terial. a-Si is utilized to absorb laser irradiation and to locally remove a covering
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transparent layer of PECVD SiO2 for point contact formation. The high optical
absorption and low thermal conductivity of a-Si, aided by the interface resistance
to c-Si, induce a high energy density in the a-Si ﬁlm after laser irradiation. This
leads to an indirect ablation of SiO2 at laser ﬂuences (energy densities) ﬁve times
lower than that needed to ablate SiO2 on c-Si. The residual SiO2– a-Si double-
layer has been shown to be excellent for surface passivation for the back of a
silicon solar cell[70, 71]. With the modeling work in paper IV we aimed to get a
better theoretical understanding of the physics involved in laser ablation of SiO2
with and without the buffer layer of a-Si. Both a static and a dynamic model
were developed, and both were in good agreement with the experimental data,
see sections 3.3.1 and 3.3.2. In paper V we investigated the contact resistance for
contacting through the same passivating double-layer of a-Si and SiO2.
3.2.2 Hydrogenated amorphous silicon oxide
SiO2 (a-SiOx:H) was deposited with the Oxford Instruments Plasmalab PECVD
system described above. To get deposition we must have;
SiH4(g) + 2O→ SiO2(s) + 2H2. (3.5)
O2 can be used, but since oxygen is reactive with silane independent of the plasma,
considerable nucleation will take place uniformly in the whole PECVD system,
not only on the sample. Thus, other oxygen sources are usually preferred. CO2
is also a likely source of oxygen, but carbon incorporation can have a deleterious
effect on device performance. N2O is therefore usually preferred in PECVD oxide
deposition processes. The probable chemical route is
3SiH4 + 6N2O→ 3SiO2 + 4NH3 + 4N2. (3.6)
We used a ﬂow of 1000, 800, and 17 sccm of N2O, N2, and SiH4, respectively. The
temperature, pressure, and RF input power density were 300 ◦C, 500 mTorr, and
0.06 W/cm2, respectively. The ﬂow of N2 improves the homogeneity of the oxide
ﬁlm as it dilutes the other precursor gasses, but it does not take part in the chemical
reactions. We found the deposition rate to be approximately 45 nm per minute.
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Since the PECVD oxide is deposited at low temperature, and not thermally grown,
it has an amorphous structure. The atomic structure of a-SiO2 as obtained from
DFT calculations is shown in Figure 3.6. It is less dense than a thermal oxide, and
PECVD SiO2 typically has a hydrogen content of 1-10 atomic %[52]. It has been
used for several purposes during the work with this thesis.
• It has been used as a diffusion barrier against liquid dopant-containing spray-
on sources, and against gaseous BBr3 and POCl3 in our tube furnace. The
SiO2 has a ﬁnite resistance against dopants, and a thick layer was needed to
get sufﬁcient resistance against the dopants for typical diffusion processes,
see section 4.1.
• The oxide was used as an etching barrier against aqueous KOH solutions.
KOH was used to clean up the induced damage after laser ablation of large
areas (see paper II). In contrast to a-SiNx, amorphous silicon oxide has a
ﬁnite etch rate in KOH. This etch rate, which depends on the KOH con-
centration and temperature, needs to be taken into account under device
fabrication. It is important because a certain thickness of the oxide ﬁlm
is needed to make it work successfully as a diffusion barrier. In addition,
laser parameters used for structuring (see paper II) and contact opening (see
paper III and V) are sensitive to the thickness of the oxide layer due to inter-
ference effects, see Figure 3.7. The etch rate of PECVD SiO2 in an aqueous
KOH solution of 55 % (weight) at 80 ◦C was found to be less than 10 nm
per minute.
• The oxide served as an anti-reﬂection coating for the green laser light dur-
ing indirect ablation of oxide, see section 3.3. An optimized thickness of
the oxide layer lowers the energy threshold for ablation. This is done by
tailoring the thickness of the SiO2 into a reddish color, which implies that it
will have low reﬂection in the green part of the spectrum, see Figure 3.7.
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Figure 3.6: Atomic structure of a-SiO2 as obtained by density functional theory
(DFT) calculations with the Vienna Ab-Inito Simulation Package (VASP)[60, 61,
62, 63]. The grey and red (dark in greyscale print) balls represent silicon and oxy-
gen atoms, respectively. The simulations were performed by Smagul Karazhanov
at the Department of Solar Energy, IFE.
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Figure 3.7: Reﬂectance measurements of a 450 nm thick SiO2 ﬁlm on c-Si bulk.
The reﬂection increases from 18 % as-deposited and near optimized (solid black
line) to 37 % after immersing the sample to an aqueous KOH etching bath (grey
dotted line) for a wavelength of 532 nm (indicated by the vertical dotted line),
corresponding to that of the green laser used in these experiments.
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3.3 Laser
The laser we have used during the work with this thesis is a diode pumped, fre-
quency doubled (532 nm), Nd:YVO4 RSM 20E from Roﬁn-Sinar. The system is
Q-switched, and the pulse duration varies between 30 and 350 nanoseconds de-
pending on the diode current and the repetition frequency. In focus the 1
e2
spot
diameter is 40 μm. The laser beam charcteristics were measured by a BC106-VIS
CCD camera beam proﬁler from Thorlabs. With this laser system we have the
possibility of varying the diode current from 12 A to 40 A, the pulse repetition
frequency from 10 kHz to 100 kHz, in addition to changing the focal plane. The
other laser parameters, such as pulse duration and energy, vary internally with the
diode current and pulse frequency. The measured ﬂuence as a function of diode
current at 20 kHz repetition frequency is shown in Figure 3.8. The two different
curves in the ﬁgure represent measurements of the laser ﬂuence with six months
time difference with the same parameter settings. The difference was found to
result from a degradation of the laser diode power. We measured the ﬂuence with
an Ophir Laserstar power meter and a BFi-OPTiLAS pyrolectric sensor.
The laser has been a central processing tool during the work with all the experi-
mental papers (II, III, and V). We have used the same laser to structure large areas
for patterning of the backside of BC-BJ silicon solar cells (see paper II), and to
make local contact openings through a stack of PECVD a-Si and SiO2. The latter
was investigated in papers III, IV, and V. First through the inﬂuence on the lo-
cal surface recombination velocity (see subsection 3.5.1), then by modeling (see
subsections 3.3.1 and 3.3.2), and ﬁnally by investigating the contact resistance by
using the transfer length method (see section 3.7).
3.3.1 Laser interaction with crystalline and amorphous silicon
In both crystalline and amorphous silicon, laser energy is absorbed by excitation
of charge carriers across the bandgap. The optical (linear) absorption coefﬁcient,
α, is given as
α =
4πk
λ
, (3.7)
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Figure 3.8: Single pulse peak ﬂuence as a function of diode current for our
Nd:YVO4 green laser. The two different curves represent measurements of laser
ﬂuence with six months time difference with the same parameter settings.
where λ denotes the wavelength, and k the imaginary part of the complex refrac-
tive index, n˜ = n − ik. The optical intensity at a depth x in the material can be
calculated by the Bouger-Beer-Lambert law2 through[77]
dI(x)
dx
= −αx. (3.8)
A possible solution to this equation for an incident optical intensity I0 at a sample
with surface reﬂection R is
I = I0(1−R)e−αx, (3.9)
if we assume that the attenuation of the optical intensity is solely caused by ab-
sorption. The 1
e
optical absorption depth is then simply given by 1
α
, and often
denoted lα. In the most general case, α is temperature dependent. The tempera-
ture dependent optical absorption coefﬁcient of silicon, α(T ), at λ = 532 nm has
2The law is also frequently called the Lambert-Beer law or simply Beer’s law. It was ﬁrst
derived experimentally by P. Bouger in 1729 and then theoretically by I. G. Lambert in 1760. A
mesoscopic interpretation of α was ﬁrst given by A. Beer in 1952.
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been measured and parameterized by Jellison et al.[78];
α(T ) = 5.02× 103eT/430, (3.10)
for 300 K < T < 1000 K, see Figure 3.9. The referenced temperature range is
marked with a double arrow in the ﬁgure. In the simulations we have continued
this exponential increase also in the range 1000 K to 1685 K, where the latter
corresponds to the melting temperature of c-Si. At the transition temperature an
abrupt change in the absorption coefﬁcient is marked in the ﬁgure (3.9)[79]. For
liquid silicon (T > 1685 K), an absorption coefﬁcient of 1 × 106 cm−1 (still for
λ = 532 nm) was measured by Rezek et al.[79]. For a-Si, we do not have data
other than for at 300 and 1420 K, marked with circles in the ﬁgure. We know,
however, that the absorption coefﬁcient of a-Si has been found to increase linearly
with temperature at other wavelengths[80], and we assume this to be valid also at
532 nm.
The ﬁrst interaction between laser and material is always purely optical, but when
the duration of the laser pulse exceeds the duration of the thermal relaxation mech-
anisms in the material (in the order of 10−11 s in silicon), heat will start to dissipate
into the material. The absorbed laser energy is transferred via electron-electron,
electron-phonon, and phonon-phonon interactions. The thermal diffusion length,
lth, is often approximated by
lth ≈
√
2Dτp, (3.11)
where D is the thermal diffusivity and τp is the laser dwell time. The thermal
diffusivity quantiﬁes a material’s ability to adjust its temperature according to the
surroundings. It is given as the ratio between the thermal conductivity, κ, and
the volumetric heat capacity, Cp = ρcp, with ρ being the mass density and cp the
speciﬁc heat capacity;
D =
κ
ρcp
. (3.12)
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Figure 3.9: The absorption coefﬁcients of crystalline and amorphous silicon at a
wavelength of 532 nm. The referenced temperature range is marked with a double
arrow on the c-Si curve. For the a-Si curve the only two referenced temperatures
are marked with circles.
lth describes the 1e1/2 spatial decay
3 in the temperature distribution
T (x, t) ≈ Q
ρcp
√
4πDt
e
−(x)2
4Dt . (3.13)
This is a fundamental solution of the one-dimensional linear heat equation for a
point source in inﬁnite space;
∂T
∂t
= D
∂2
∂x2
T +
Q
ρcp
δ(x, t), (3.14)
where Q is the total energy release, and δ the Dirac delta function.
In general, lth depends on the particular boundary problem under consideration,
and may differ from Equation (3.11). Both the thermal conductivity, the heat ca-
pacity, and the density of mass are usually temperature dependent. In addition,
the laser source has a ﬁnite distribution in space and time. This leads to a more
3The 1e spatial decay in the temperature is also often used to describe lth, which then can be
approximated as 2
√
Dτp.
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Figure 3.10: The thermal conductivity of c-Si and a-Si:H. The values for the solid
state c-Si and a-Si have been imported from Ong et al.[57], while the thermal con-
ductivity of liquid silicon was reported by Kobatake et al.[81]. We have simulated
the thermal conductivity with abrupt changes at the transition temperature.
general version of the heat diffusion equation (still in one-dimension)4;
cp(T )ρ(T )
∂T (x, t)
∂t
=
∂
∂x
· κ(T )
(
∂
∂x
∇ · T (x, t)
)
+ S(x, t) (3.15)
where the laser source term, S(x, t), is given by
S(x, t) =
√
4 ln2
π
(1−R)Fp · α
τp
exp
(
−αx− 4ln2(t− tpeak)
2
τ 2p
)
, (3.16)
and has units of W/cm3. tpeak denotes the time for the peak ﬂuence, Fp, in the
Gaussian time distribution. The pulse duration, tp, is given at full-width-half-
maximum (FWHM). The ﬂuence is the pulse energy density, and it is given in
J/cm2. The peak ﬂuence, Fp, of a perfect Gaussian beam proﬁle is two times the
average energy density;
Fp =
2Ep
πφ20
, (3.17)
4This equation does not take into account heat transport by convection and thermal radiation.
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where Ep is the pulse energy, and φ0 is the 1e2 radius of the Gaussian beam. In
the modeling we have limited ourselves to one-dimensional simulations, and have
therefore only used the Gaussian peak.
The complexity of Equation (3.15) is now far beyond the analytically solvable.
We therefore applied a ﬁnite difference scheme to solve the equation. To also
include the possibility of phase transitions we upgraded to the so-called total en-
thalpy version of Equation (3.15)[77];
∂ΔH(x, t)
∂t
=
∂
∂x
· κ(T )
(
∂
∂x
∇ · T (x, t)
)
+ S(x, t), (3.18)
where ΔH(x, t) is the total enthalpy;
ΔH(x, t) ≈
∫ T
T0
ρ(T ′)cp(T ′)dT ′+Θ(T −Tm)ΔHm+Θ(T −TV )ΔHV . (3.19)
Θ is the Heaviside function (1 if argument is positive, 0 if negative), ΔHm and
ΔHv are the enthalpies of melting and vaporization, respectively, with Tm and Tv
being the corresponding melting and vaporization temperatures. Since the phase
transitions are of ﬁrst order their derivatives become inﬁnite at the transition tem-
perature. This can potentially lead to numerical instabilities when solving Equa-
tion (3.18). We avoided the instabilities by representing the Dirac delta function
by a Gaussian function with ΔT = 5 K.
The sample is assumed to be at ambient temperature before each laser pulse. This
assumption gives us the initial condition;
T (x, t) = T0|t=0. (3.20)
Our experiments are performed at 20 kHz laser repetition frequency. This implies
that there are 50 μs between each pulse which has a duration of approximately
100 ns. The initial condition is therefore valid also for spatial overlapping pulses
since the time between two pulses is signiﬁcantly longer than it takes for the sam-
ple to be back to ambient temperature after the pulse. We also assume that the
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temperature is equal to the ambient temperature at inﬁnite depth in the material;
T (x, t) = T0|x→∞. (3.21)
We have run the simulations with 10 μm of c-Si under the a-Si ﬁlm. This is
sufﬁcient to keep the error associated with boundary condition 3.21 at a negligible
level. Finally, we have also assumed that there is no energy loss at the front
surface;
∂T
∂x
= 0|x=0. (3.22)
This is a simpliﬁcation, but for pulsed laser sources the energy loss at the surface,
usually due to emission and convection, is negligible compared to the energy dif-
fusion towards the bulk of the c-Si wafer. The left hand side of Equation (3.22) is
therefore usually put equal to zero with a good approximation[82].
The interface thermal resistance between a-Si and c-Si was implemented by intro-
ducing the resistance over a layer with a thickness of 5 nm between the materials.
A value of 0.0054 cm2·K/W was used according to Kuo et al. [58], corresponding
to a thin layer of native oxide between a-Si and c-Si. In general, the interface be-
tween two different materials is always resistive to heat ﬂow, even for atomically
perfect interfaces. This is due the different vibrational and electronic properties
on each side of the interface. The interface causes scattering of both electrons
and phonons, and it leads to a discontinuity in the temperature distribution across
the surface. For more in-depth modeling of laser interaction with c-Si, see for
instance [83], and for laser interaction with a-Si, see [82].
3.3.2 Laser ﬂuence ablation threshold
The dynamic model described in the previous subsection gives insight into the
temporal and one-dimensional spatial temperature distribution of heat in a-Si on c-
Si. We found a good agreement between experimental and modeled data. In order
to be able to predict the laser ﬂuence ablation threshold for a given thickness of
the a-Si ﬁlm, we have also developed a simpliﬁed analytically solvable static laser
ablation model. The model is based on a model described by Matthias et al.[84]
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when studying laser ablation of metal ﬁlms on quartz. Our version of the model
has been revised to also include the possibly of optical absorption in the substrate,
in our case c-Si, and a thermal diffusion barrier at the a-Si−c-Si interface. All
parameters are assumed to be constant, and we have used the values at 1000 K
listed and referenced in paper IV. We assume that the absorbed laser irradiation
is completely transferred into heat, and that there is a uniform temperature rise
within the volume deﬁned by the thermal diffusion length, lth, after the laser pulse.
By the ﬁrst law of thermodynamics
ΔT = Qabs/Cp. (3.23)
ΔT is the temperature increment, Qabs is the absorbed laser energy (density) and
Cp is the volumetric heat capacity at constant pressure. We assume that a phase
transition (solid-liquid or liquid-vapor) occurs at a critical energy density, T =
FT/lth, where FT is the laser ﬂuence threshold at the critical energy density. By
accounting for the reﬂection, R, at the surface and light that is not absorbed in
the ﬁlm, (1-e−αd), nor in the substrate, (1-e−βds), where α and β and d and ds
are the optical absorption coefﬁcients and thicknesses of the a-Si ﬁlm and the c-Si
substrate, respectively, we end up with the following expression for the absorbed
energy;
Qabs = F · lth(1−R)
[
(1− e−αd) + e−αd(1 + e−βds)] , (3.24)
where F is the incident pulse ﬂuence. By setting Qabs equal to the critical energy
density, T , at the temperature of the phase transition, and combining Equations
(3.23) and (3.24), we get the following expression for the ﬂuence threshold for
melting
FTM =
ΔTM
(1−R) [(1− e−αd) + e−αd(1− e−βds)] lthCp, (3.25)
where ΔTM is the needed temperature increment for melting. Still, the above
equation does not take into account the different thermal diffusion lengths and
the different heat capacities of a-Si and c-Si. In the following the heat capacities
have been taken additively into account and weighted between the ﬁlm and the
substrate. It changes linearly from the heat capacity of c-Si at d = 0 (surface) to
the heat capacity of a-Si at d = lth and above. We deﬁne this heat capacity as the
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effective heat capacity, Cp,eﬀ . We also need to ﬁnd an effective thermal diffusion
length, lth,eﬀ . In order to ﬁnd an appropriate expression for the latter, we need
to ﬁnd an effective thermal conductivity, and thereby an effective diffusivity, see
equation (3.11). The effective thermal conductivity is found by adding the thermal
resistivities of a-Si, c-Si, and the interface as
d + lth,si
κtotal
=
d
κaSi
+
lth,si
κcSi
+ Rint, (3.26)
where κaSi and κcSi are the thermal conductivities of a-Si and c-Si, respectively,
Rint is the interface resistance, and lth,si is the thermal diffusion length of c-Si.
Finally,
Deﬀ =
κtotal
Cp,eﬀ
, (3.27)
and lth,eﬀ =
√
2Deﬀτp. This leaves us with the following expression for the
ﬂuence ablation threshold for melting;
FTM =
ΔTM
(1−R) [(1− e−αd) + e−αd(1− e−βds)] lth,eﬀCp,eﬀ . (3.28)
The corresponding expression for surface vaporization can then easily be found
by replacing ΔTM by the needed temperature increment for vaporization, ΔTV ,
plus the latent heat for melting divided by the volumetric heat capacity of a-Si;
FTV =
ΔTV + ΔHM/Cp,aSi
(1−R) [(1− e−αd) + e−αd(1− e−βds)] lth,eﬀCp,eﬀ . (3.29)
The latter model was found to be in good agreement with experimental data for
the ﬂuence threshold for laser ablation when including a thermal interface resis-
tance of 0.0054 cm2·K/W, which corresponds to a sample with a native oxide
between a-Si and c-Si[58, 59]. The match between the experimental data from
paper III and the model and the effect of altering the interface thermal resistance
from 0.0013 cm2·K/W to 0.0054 cm2·K/W can be seen in Figure 3.11. 0.0013
cm2·K/W corresponds to a clean surface between the two materials[58].
The covering PECVD oxide is not regarded as a part of the thermal simulations.
It has an effect on the surface reﬂection, which has been taken into account, but
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the oxide is regarded thermally insulating.
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Figure 3.11: (a) Experimental data for the laser ﬂuence ablation threshold of
a-Si as a function of the ﬁlm thickness (solid line with circles), shown together
with the models for surface melting (Equation (3.28)) and vaporization (Equation
(3.29)). The experimental data is from paper III. (b) The effect of increasing
the interface thermal resistance from 0.0013 to 0.0054 cm2·K/W in the model for
surface vaporization (Equation (3.29)).
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3.4 Doping
During the work with this thesis, the facilities at the IFE solar laboratory have
been gradually upgraded. Initially, doping of wafers was done by a custom-made
spray-on system where diluted spin-on-dopant (SOD) sources were sprayed on to
the samples. SODs typically consist of phosphorous pentoxide (P2O5) or boron
trioxide (B2O3) interchained with SiO2 dissolved in alcohols and ketones[85].
The samples are dried to remove the solvents. Phosphorus and boron are then
released upon reduction of P2O5 and B2O3, respectively, at high temperature in a
belt furnace as;
2P2O5(l) + 5Si(s)→ 4P(s) + 5SiO2(s), (3.30)
and
2B2O3(l) + 3Si(s)→ 4B(s) + 3SiO2(s), (3.31)
and driven into the substrate.
Figure 3.12 shows a spatially resolved sheet resistance map of a series of wafers
used in a preliminary experiment to optimize the homogeneity of boron-emitters
on n-type 5 inch Cz wafers. The external air ﬂow of the atomizing nozzle is grad-
ually reduced from left to right. Though the optimized result shown in the ﬁgure
is satisfactory, the spray-on system was found hard to maintain and keep stable,
and re-optimization of the spraying parameters had to be done frequently. We
therefore switched to using a tube furnace when this became available in the IFE
laboratory.
The diffusion process in a tube furnace is fundamentally the same as diffusion
in a belt furnace. It can also be divided into two sequences; deposition and drive-
in. In contrast to SODs, where P2O5 and B2O3 and are sprayed directly onto
the silicon wafer, gaseous phosphorus oxychloride (POCl3) or boron tribromide
(BBr3) is fed into the tube to react with externally supplied O2 as
4POCl3(g) + 3O2(g)→ 2P2O5(l) + 6Cl2(g), (3.32)
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and
4BBr3(g) + 3O2(g)→ B2O3(l) + 6Br2(g), (3.33)
for phosphorous and boron diffusion, respectively[85, 86]. The gaseous POCl3 or
BBr3 condense on the silicon wafer surface and form a solid oxide. The drive-in
step is then activated by temperature, and the reduction takes place as describe
above in Equations (3.30) and (3.31) for phosphorous and boron, respectively.
We found the homogeneity and reproducibility of the diffused layers to be signif-
icantly improved with the tube furnace5.
Figure 3.12: Spatially resolved sheet resistance map of a series of wafers used
for optimization of the boron emitter homogeneity deposited by our custom-made
spray-on system. The external airﬂow of the atomizing nozzle was reduced from
left-most to the right-most picture. The resulting p+ sheet resistance for the opti-
mized spray-on parameters in these experiments had a spread in homogeneity of
< 3 % at 60 Ω/.
3.5 Lifetime and saturation current measurements
The effective minority carrier lifetime, τeﬀ , of a silicon wafer can be expressed as
the sum of the recombination rates in the bulk and on the surface. The recombi-
nation rate is in general inversely related to the recombination lifetime, and the
5The greatest disadvantage of POCl3 and BBr3 diffusion is the batch nature of the process. It
is time and energy consuming, and as the industry is heading towards thinner wafers, the common
way a stacking wafers vertically in a quartz boat will eventually leave manufacturers with an
unacceptable yield[85].
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effective lifetime of a sample can be expressed as
1
τeﬀ
=
1
τbulk
+
1
τsurface
, (3.34)
where τbulk and τsurface are the bulk and surface recombination lifetimes, respec-
tively. The recombination rate in the bulk can further be divided into the sum of
independent recombination mechanisms via the inverse recombination lifetimes
as
1
τbulk
=
1
τrad
+
1
τAuger
+
1
τSRH
. (3.35)
τrad, τAuger, and τSRH are the radiative, Auger, and Shockley-Read-Hall recombi-
nation lifetimes, respectively. Since silicon is an indirect bandgap semiconductor,
radiative recombination is low and negligible to a good approximation. Auger re-
combination is intrinsic to the material, and depends only on the base resistivity.
It therefore sets an upper boundary for the theoretical effective lifetime of silicon.
Shockley-Read-Hall recombination, on the other hand, occurs via defects levels
in the bandgap, and depends therefore on the material quality. It is usually the
dominant bulk recombination source in solar cells.
The surface of a silicon wafer can be regarded as a large imperfection in the
crystal, and it represents a continuum of defects in the bandgap. If the surface
recombination rate is low and equal on each side, τsurface can be approximated by
1
τsurface
=
2Seﬀ
W
, (3.36)
where W is the wafer thickness and Seﬀ is the surface recombination velocity.
In silicon solar cells recombination in the emitter is also usually signiﬁcant. It
is therefore common to add the emitter recombination rate, 1
τe
, to the other bulk
recombination mechanisms in the expression for the effective recombination life-
time (see Equation (3.35)). Under the assumptions that the emitter is in low
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injection6, and that the depletion approximation is valid7, it is possible get an
analytical expression for an effective virtual surface recombination velocity that
includes both surface and emitter recombination. The emitter, or depletion re-
gion, is treated as a virtual surface, and it can be shown that the expression for the
effective emitter recombination velocity is given as [76, 85]
Seﬀ = J0e
ND + Δp
qn2i
, (3.37)
where J0e is the emitter saturation current density, ND is the base doping den-
sity of an n-type wafer, ni is the intrinsic carrier density, and Δp is the ex-
cess/photogenerated carrier density. By inserting equations (3.36) and (3.37) into
(3.35), the total effective recombination lifetime of a silicon wafer with two equal
emitters can be expressed as[87, 88]
1
τeﬀ
=
1
τSRH
+
1
τauger
+ 2J0e
ND + Δp
Wqn2i
. (3.38)
In the next section we will show that the latter expression can be used to extract
the empirical value for the emitter saturation current density, J0e, as long as the
recombination lifetime is not limited by Auger recombination in the bulk[88].
3.5.1 The generalized photoconductance method
The generalized photoconductance method combines the steady state and transient
photoconductance methods into a uniﬁed robust measurement technique[89, 90].
The carrier continuity equation can be expressed as
dΔn
dt
= gE − U, (3.39)
when there is no net current transport in the sample. Δn is the excess/photogenerated
carrier density, and U and gE is the recombination and generation rate, respec-
6The high doping density of the emitter ensures that it is always in low injection under standard
operating conditions.
7Under the depletion approximation it is assumed that the space charge region is depleted of
mobile charge carriers, and that the bulk of the semiconductor is everywhere neutral. These two
regions are divided by an abrupt boundary.
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tively. By simple manipulation we ﬁnd that
τeﬀ =
Δn
gE − dΔndt
, (3.40)
under the assumption that τeﬀ is inversely proportional to the recombination rate.
The charge carriers generated in the sample due to illumination cause the con-
ductance of the sample to increase. This elevated conductance is known as the
photoconductance, σp. Assuming that the excess carrier densities of majority and
minority carriers are equal, the photoconductance can be expressed as[90]
σp = qΔn(μn + μp)W, (3.41)
where Δn now is the average excess carrier density throughout the whole thick-
ness, W , of the wafer. μn and μp are the electron and hole mobilities, respectively.
We used a Sinton WTC-100 setup to extract the emitter saturation current den-
sity, J0e under high injection conditions. To get accurate results the injection
of minority carriers needs to be at least 10 times the doping density[87]. Trap-
assisted recombination mechanisms saturate at a ﬁxed level when the injection of
photogenerated carries exceed the doping density. Since Auger recombination is
intrinsic to the material, it can be deducted from Equation (3.38). This leaves the
emitter saturation current density as the only unknown and the parameter limiting
the effective lifetime. J0e is calculated as the slope of the inverse Auger-corrected
lifetime, which becomes linear at high injection. An output window from the
Sinton WTC-100 software setup is shown in Figure 3.13.
3.5.2 μW-PCD
In microwave PCD (μW-PCD) the photoconductance is measured through the re-
ﬂectance of a microwave signal directed at the sample. The decay of the reﬂected
microwave power is utilized for estimation of the excess carrier decay. A laser
pulse is commonly used to generate the charge carriers, since the very rapid de-
cay times of laser diodes ensure negligible steady state contributions even for low
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Figure 3.13: Screen print from the Sinton WTC-100 software setup. The emitter
saturation current density, J0e, is extracted from high-injection generalized photo-
conduction measurements, as the slope of the generated Auger-corrected lifetime
curve.
lifetime wafers. The effective lifetime can, thus, be approximated by
τeﬀ = −ΔndΔn
dt
, (3.42)
where the steady state generation term from Equation (3.40) has been removed.
A Semilab WT-2000 setup was used to generate spatially resolved carrier lifetime
maps during the work with paper II. A schematic drawing of the equipment is
shown in Figure 3.14, while a spatially resolved lifetime map can be seen in Figure
3.15.
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Figure 3.14: Schematic drawing of a Semilab WC-2000 μW-PCD system.
(Source: Semilab Rt., Budapest, Hungary.)
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Figure 3.15: A spatially resolved minority carrier lifetime map of four different
samples put back together into the original 4 inch round wafer. The minority
carrier lifetime is here shown in a relative scale, where black means long lifetime
and red means low lifetime. The low lifetime areas in the left samples result from
laser induced damage. The measurements were done with a Semilab WT-2000
equipment. This picture is taken from paper II.
53
CHAPTER 3. EXPERIMENTAL BACKGROUND
3.6 Thickness measurements
3.6.1 Ellipsometry
We used a variable angle spectroscopic ellipsometer (VASE) from J. A. Wollam
Co., Inc. to determine the thickness of single layers of a-Si:H and SiO2 and
double-layers thereof. Ellipsometry is commonly used to determine optical prop-
erties and thicknesses of thin ﬁlms. It lends its name from the general, elliptic,
polarization state of light. The technique is both versatile, powerful and robust. In
principle, the ellipsometer measures the change in polarization of light upon re-
ﬂection from a sample. The polarization state of the incident light is conveniently
decomposed into a transverse (s) and a parallel (p) component relative to the sam-
ple surface. The complex reﬂection ratio, ρ, is typically parametrized by Ψ and Δ
as
ρ =
rp
rs
= tan(Ψ)eiΔ, (3.43)
where rp and rs are are the normalized amplitudes of the p and s components,
respectively. tan(Ψ) is, thus, the amplitude ratio after reﬂection, while Δ is the
corresponding phase shift. Since the technique only utilizes relative, rather than
absolute, values, ellipsometry is insensitive to ﬂuctuations in the light source, and
no standard sample or reference beam is needed. However, as the ellipsometry
technique is indirect, it is not possible to directly convert the measured values
into physical material properties. It requires comparison of simulated data from a
model with the measured values. The ﬁlm thickness is determined by interference
between light reﬂecting from the surface and light traveling through the ﬁlm(s)
and reﬂecting from the surface between the thin ﬁlm and the substrate and between
thin ﬁlms in multilayer stacks. The interference can be either constructive or
destructive, depending on the relative phase of the rejoining light. In general, the
light interference involves both phase and amplitude information, and the phase
information obtained from Δ is sensitive enough to obtain information of ﬁlms
down to sub-monolayer thickness. In our modeling the ﬁlm thickness was used
as a ﬁtting parameter without adjusting the default optical constants for a-Si and
SiO2 from Palik[55]. A very good ﬁt between measured and simulated data was
obtained for both SiO2 and a-Si. For some samples we also double-checked the
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Figure 3.16: Schematic drawing of an ellipsometry setup. (Source:
http://en.wikipedia.org/wiki/Ellipsometry)
ﬁlm thickness with a proﬁlometer to conﬁrm that the ellipsometer numeric ﬁt was
a global minimum.
3.7 Contact deposition and resistancemeasurements
For contact deposition we used DC-magnetron sputtering of aluminum. A plasma
is initiated by applying a large voltage across a gap of low-pressure inert gas.
Highly energetic ions strike a target containing the material to be deposited. Con-
trary to the PECVD case, the target, and not the sample, must be placed on the
electrode with the minimum ion ﬂux. We have used argon to supply the chamber
with an appropriate pressure for deposition, 3.1 × 10−3 mbar. We used a deposi-
tion power of 3 kW. The available sputtering system in our lab is an inline system
from Leybold Optics.
3.7.1 The transfer length method
Solar cell contact resistance, and a technique for its measurement was discussed
by Schroder and Meier[91, 92]. We used the so-called transfer length method
to extract the contact resistance at the semiconductor-metal interface after laser
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ablation of a-Si:H and a-SiOx:H and subsequent sputtering of aluminum. The so-
called transfer length, LT , is a measure of the distance over which most of the
current is transferred from the emitter into the contact and vice versa, see Figure
3.17. The relation between LT and the speciﬁc contact resistance, ρc, is given by;
LT =
√
ρc/RS, (3.44)
where RS is the emitter sheet resistance. The speciﬁc contact resistance, ρc arises
because of the potential barrier between metal and semiconductor and has units of
Ω·cm2. A more detailed description of the method and the results obtained can be
found in paper V.
Figure 3.17: Schematic drawing of the current ﬂow into and out of a contact. LT
is the so-called transfer length, which is a measure of the distance over which the
current is transferred from the emitter into the contact pad and vice versa. The
Figure is taken from paper V. 2W and 2W’ which are the width of a contact bar
and the width between two contact bars, respectively, belong to a more detailed
description of the transfer length method and can be found in the paper.
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Results and discussion
In this chapter experimental results that are not discussed in the appended papers
are presented. The results are mainly related to process steps that are needed in
order to combine the already presented processing steps if they are to be used in
the production of a BC-BJ silicon solar cell.
4.1 Diffusion barriers
During the work with this thesis, several different diffusion barriers have been
tested with the aim to aid the separation of the doped areas of different polar-
ity on the backside of a BC-BJ silicon solar cell. We have tested the barriers
both against phosphorous and boron diffusion. However, the approach we have
envisioned for structuring of the backside of the BC-BJ silicon solar cell only
requires that the diffusion barrier holds against phosphorous doping. This is be-
cause the wafer is assumed uniformly doped with boron on the backside prior to
the laser structuring. Early in the process of testing diffusion barriers we sprayed
on liquid dopant-containing sources from a custom-made spraying system, see
section 3.4. Tested diffusion barriers were PECVD SiO2 (a-SiOx:H) and SiNx
and a screen-printed TiO2-containing paste. An early test of SiNx as a diffusion
barrier against a phosphorous-containing spray-on source is shown in Figure 4.1.
The SiNx was deposited through a shadow mask to obtain the desired pattern. The
ﬁgure shows a spatially resolved sheet resistance map after heavy phosphorus dif-
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fusion, and the interdigitated ﬁnger pattern clearly shows the contrast between
where the nitride layer was deposited (high sheet resistance) and the areas in be-
tween. However, the measurements suffer slightly from the limited resolution of
the mapping equipment. The obtained sheet resistance values are thus only to be
considered as an indication of the doping level. Both PECVD SiNx and screen-
Figure 4.1: Spatially resolved sheet resistance map from a Semilab WT-2000. A
ﬁnger-patterned PECVD SiNx layer has been tested as a diffusion barrier against
phosphorous doping. The dopant was diluted in solvents, sprayed on, dried, and
driven-in using a belt furnace.
printed TiO2 were found to react chemically with the boron-containing spray-on
dopant source, and thus were extremely difﬁcult to remove after diffusion. This
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is the reason why we mainly have used SiO2 as both a diffusion barrier and as an
etching mask during the work with this thesis. We also continued to use (PECVD)
SiO2 after switching to using tube furnaces and gaseous dopant sources to keep
the work consistent. However, the experiments in paper II, III, and V could also
easily have been done with PECVD SiNx instead of SiO2. It would just require
a re-optimization of the laser parameters. Actually, SiNx has a better resistance
both against KOH etching and phosphorus and boron doping, as it is denser than
SiO2. Figure 4.2 shows the phosphorous concentration in silicon as measured by
secondary ion mass spectroscopy (SIMS) after diffusion through SiO2 layers of
different thicknesses. With a SiO2 thickness of 450 nm, which is what we mainly
have used during the work with this thesis, the phosphorous peak is reduced by 4
orders of magnitude and falls off to the base level (measured on n-type 1-3 Ω·cm
wafers) within 40 nm. The small offset of the peak doping from the surface is
most likely attributed to redistribution of dopants during a built-in oxidation step
in the diffusion process. Fast diffusion of phosphorous in the thermal oxide on the
surface will give the proﬁles seen in Figure 4.2, even if the segregation coefﬁcient
of phosphorous is around 10 during oxidation, meaning that the resulting doping
concentration in the silicon will be higher than in the oxide[52]. We performed
the same diffusion barrier test also for boron doping. The result is shown in Fig-
ure 4.3. As can be seen from the ﬁgure, the penetration of boron through SiO2 is
more signiﬁcant than that of phosphorous. The segregation coefﬁcient of boron
is less than 1, which makes the peak offset from the surface more signiﬁcant for
the unmasked boron proﬁle than for the corresponding phosphorous proﬁle[52].
However, we believe that the absence of an offset for the masked boron-proﬁles is
due to slow oxidation of the surface for low boron concentrations.
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Figure 4.2: Phosphorus concentration as a function of depth after diffusion in a
tube furnace. Layers of a-SiOx:H with different thicknesses have been tested as
diffusion barriers. 0 nm represents an unmasked sample. The results are obtained
from secondary ion mass spectroscopy (SIMS).
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Figure 4.3: Boron concentration as a function of depth after diffusion in a tube
furnace. Layers of a-SiOx:H with different thicknesses have been tested as diffu-
sion barriers. 0 nm represents an unmasked sample. The results are obtained from
secondary ion mass spectroscopy (SIMS).
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4.2 Contact separation
Different methods exist for contacting of BC-BJ silicon solar cells. The approach
we have used resembles somewhat a method developed by Sinton et al. for self-
aligned contacts on BC-BJ silicon cells[34]. Their method is based on evapora-
tion of metal on the full backside surface and subsequent chemical contact sep-
aration due to different morphologies, and thus etch rates, on the horizontal and
vertical planes of the structure, see Figure 4.4. A version of this method is also
adapted in the RISE solar cell developed by Engelhart et al. at Institut für Solaren-
ergieforschung, Hameln (ISFH)[38, 93], see section 2.3.
Instead of evaporation we have used in-line sputtering, mainly due to the avail-
ability of equipment, see section 3.7. We have used the geometry of the backside
structures together with a constantly moving sample carrier to obtain a low metal
coverage fraction on the ﬂanks. Subsequently, we used an isotropic aluminum
etch to separate the metal contacting the different polarity regions on the back-
side of the cell by removing the thin aluminum layer on the ﬂanks, see Figure
4.5. The coverage fraction depends solely on the sputtering angle and on the
trench depth, see Figure 4.4. A somewhat similar approach was also attempted
by Hezel et al., when developing a self-aligned contacting technique by oblique
evaporation[94, 95, 96]. Their method was, on the other hand, not originally
intended for back-contacted solar cells. A sample with deposited aluminum is
shown after etching in Figure 4.6.
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Figure 4.4: Optical microscope proﬁling picture of a sample after aluminum de-
position by sputtering. The width and depth of the trench are 100 μm and 12 μm,
respectively.
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(a)
(b)
(c)
Figure 4.5: (a) Sketch of the backside of a BC-BJ cell prior to sputtering. The
drawing is shown upside-down and is not to scale (b) Same structure after sput-
tering of aluminum (c) Structure shown after isotropic etching of aluminum. The
thin aluminum layer at the ﬂanks is removed, while a layer of reduced thickness
remains on the horizontal planes. This process separates the metal contacting the
different polarity regions on the backside of a BC-BJ silicon solar cell.
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Figure 4.6: SEM picture of a sample after aluminum sputtering and an isotropic
etch uniformly removing the aluminum on the sample. The picture shows that the
metal is completely removed at the ﬂank, while remaining in the trench.
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4.3 Sketch of a BC-BJ silicon solar cell process ﬂow
In the following section, a sketch of one possible manufacturing process for a
full BC-BJ silicon solar cell is presented. The process is partly based on the
experiments described in this thesis and in the appended papers. The different
process steps are not described in detail, and cleaning steps prior to and during
the process are left out. It is also worth noting that the process steps presented in
the appended papers and in this thesis might separately be as useful for other solar
cells design as for BC-BJ silicon solar cells. The ﬁgures in the following illustrate
some of the different process steps. The wafers are shown upside-down and the
ﬁgures are not to scale.
• We start with a n-type Cz wafer. The base resistivity should preferably in
the order of 2 Ω·cm[35].
• The emitter (p+) is introduced by single-sided boron diffusion. The dif-
fusion can be done with the wafers back-to-back in the diffusion furnace.
Alternatively it can be done by pre-depositing a low-temperature diffusion
barrier, preferably SiNx, on the front-side by PECVD prior to the diffusion.
• A layer of SiO2 is deposited by PECVD on the backside of the wafer. The
SiO2 is ﬁrst to function as an anti-reﬂection coating for the laser irradiation,
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then as an etching mask against an aqueous KOH solution, and ﬁnally as a
barrier against phosphorous diffusion.
• The SiO2 is locally removed together with the underlying p+ layer by laser
ablation. This results in an interdigitated ﬁnger pattern on the backside of
the of the wafer. The laser irradiation leaves a thermally damaged zone near
the wafer surface.
• The thermally induced damage is removed by etching in a high concentra-
tion high temperature aqueous KOH solution, see paper II.
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• The front-side is textured in a weak alkaline solution. The texturization can
potentially be done in the same process step as the damage removal, but this
will need some further optimization as the desired concentrations for the
two different alkaline etching processes are quite different.
• The non-ablated SiO2 layer serves as a barrier against phosphorous diffu-
sion. At the same time a n+ back-surface ﬁeld (BSF) is established in the
SiO2-ablated, KOH-etched grooves, resulting in interdigitated ﬁngers of op-
posite polarity with the BSF at an elevated level compared to the emitter. A
front-surface ﬁeld (FSF) can be introduced during the same process step,
or in an additional diffusion step. The SiO2 is stripped off in HF after the
diffusion.
• The backside of the wafer is covered by a double-layer of PECVD SiO2 and
a-Si. The double-layer passivates the back-surface and serves as a buffer
for the laser irradiation. The desired thickness of the different layers de-
pends on the laser used in the subsequent laser ablation step. Herein, the
best results were obtained with an a-Si layer thickness of 180 nm and a
SiO2 layer thickness of approximately 400 nm, see paper III. A laser with
a shorter pulse duration and possibly also shorter wavelength would lower
the thickness requirements of the a-Si layer, see paper III and IV.
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• A laser is used to make local contact openings to the doped silicon through
the double-layer of a-Si/SiO2. The desired coverage fraction of laser holes
depends on the quality of the laser ablation and the contacts deposited in
the following step. Based on the experiments and simulations described in
paper V, the metal coverage fraction should preferably be in the range 5-10
%.
• Aluminum is deposited by oblique in-line sputtering. The geometry of the
sample together with the movement of the sample carrier relative to the
target, results in a graded aluminum layer thickness. Sputtering was chosen
mainly because of equipment availability. For large area cells, alternative or
additional contacting schemes should be investigated.
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• An isotropic aluminum etching solution is used to remove the aluminum at
the ﬂanks, thus separating the p+ and n+ contacts. See previous section 4.2
for more detailed ﬁgures.
• Finally, an anti-reﬂective/passivating coating is deposited on the textured
front-surface. The coating could be made from solely a PECVD SiNx layer.
It is also possible to deposit a PECVD double-layer consisting of a very
thin a-Si layer near the surface and a SiNx layer on top. The possibility of
a graded SiNx/a-Si layer should also be looked into. Yet another possibility
is to introduce a thin thermal oxide in combination with the SiNx layer. The
thermal oxide would have to be introduced at an earlier stage in the process,
preferably before the back-surface passivation step.
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Chapter 5
Simulating back-junction silicon
solar cells
5.1 The Silvaco-ATLAS device simulator
During the work with this thesis, we have used the ATLAS device simulator[97]
within the Silvaco simulation framework[98] to model the performance of BC-BJ
silicon solar cells. The device simulator enables simulation of electrical, optical,
and thermal behavior of semiconductor devices through the ﬁnite element method.
Our device model has evolved gradually during the whole Ph.D process. The sim-
ulations performed during the work with paper I is done with an early version of
the device model. Still, the results from the paper give valuable insight into the
physical mechanisms important for the performance of a BC-BJ silicon solar cell,
and thereby also the design rules that have to be taken into account in the produc-
tion of such a solar cell. In paper V a more mature version of the ATLAS BC-BJ
device model is used together with an external ray tracing program to optimize
the semiconductor to metal contact area fraction, and to explore the performance
potential of a BC-BJ silicon solar cell design partially based on our experimental
results.
When running current-voltage simulations of solar cells, the temperature rise has
not been taken into account. That is, we have run the simulations at room temper-
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ature (300 K), which is the default in ATLAS. Only during the work with paper
III did we include the thermal behavior in the simulations. This was done to study
the heat distribution in a silicon sample after an incident laser pulse. This chap-
ter mainly describes some of the background and the simple basics of the device
simulation model, rather than focusing on simulation results.
5.1.1 Deﬁning a unit cell and mesh
Solar cells are relatively large semiconductor devices compared to for instance
modern transistors. A commercially available silicon solar module is typically
made out of 6 inch wafers, square (multicrystalline) or semi-square, (monocrys-
talline) with a thickness of approximately 200 μm. This is, in general, too large
to obtain a satisfactory accuracy when simulating the device by the ﬁnite element
method. We have therefore looked at the smallest repeating unit within our de-
vice, a so-called unit cell, shown in Figure 5.1. A sketch of a complete BC-BJ
silicon solar cell is shown in Figure 2.3. The unit cell is sketched without anti-
reﬂective coatings and textured surfaces. This is because the initial ray tracing and
calculation of optical losses have been done externally to ATLAS and prior to the
electrical simulations, see section 5.1.4. Unit cell simulations give insight into the
behavior of the active area of the solar cell. To look at the performance of the total
solar cell area one also needs to account for busbars and edge areas. The latter has
not been included in the simulations performed during the work with this thesis.
The mesh needs to be sufﬁciently dense to make sure that the accuracy of the
calculations is at a satisfactory level, while at the same time running efﬁcient
calculations without unnecessarily long computing times. The mesh density was
optimized by repeating calculations with a sequence of ﬁner meshes. A screen-
shot of a mesh used for simulations in the ATLAS device simulator is shown in
Figure 5.2. The mesh has a higher density in the areas where there is high optical
intensity and where the gradient of the electric potential is large. A built-in regrid
function within ATLAS has been used to allow for a smooth transition of triangle
sizes from dense to less dense regions in the mesh.
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Figure 5.1: Schematic, simpliﬁed drawing of the two-dimensional unit cell used
in the simulations of back-contacted back-junction silicon solar cells. The simula-
tions are run in two dimensions. The width in the third dimension is set to 1 μm by
default. BSF and FSF are the back-surface and front-surface ﬁelds, respectively.
The drawing is not to scale.
5.1.2 Doping
Speciﬁcation of doping concentrations and proﬁles can be done in a number of
ways in Silvaco-ATLAS. Whole areas, such as a wafer or a unit cell, can be doped
to a uniform background level for the wanted base resistivity. Doping proﬁles of
emitter and back- and front surface ﬁelds can be given with a gaussian or com-
plimentary error-function proﬁle with speciﬁed peak concentration and width or
junction depth. This was done in simulations performed during the work with
paper I. The proﬁles can also be read from ﬁle to match experimentally mea-
sured proﬁles. In the simulations performed during the work with paper V, we
used experimental diffusion proﬁles as determined with secondary ion mass spec-
troscopy (SIMS). Examples of SIMS proﬁles used in the simulation experiments
are shown in Figures 4.2 and 4.3 for phosphorus and boron proﬁles, respectively.
Finally, there is also a possibility of doing virtual diffusion experiments within the
ATHENA process simulator, which is also a part of the Silvaco simulation frame-
work. These proﬁles can then be implemented into the device simulations. The
latter was tested during the work with paper VI.
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Figure 5.2: The mesh of a unit cell used the in ATLAS device simulator. The axis
units are in μm, and the total mesh consists of approximately 35000 nodes. The
density of the grid is signiﬁcantly higher near the front- and back-surfaces.
Front-surface ﬁeld
The advantages of using a front-surface ﬁeld in BC-BJ silicon solar cells with a
pitch compatible with industrial production with low-cost patterning techniques
were extensively investigated and discussed by Granek and Hermle[28, 42, 99,
100, 101]. In summary, they conclude that an optimized front surface ﬁeld
• reduces the inﬂuence from the front surface recombination velocity on the
solar cell performance,
• improves the UV-stability of the cells compared to BC-BJ silicon solar cells
without a FSF,
• improves the low illumination performance compared to cells without a
FSF, and
• reduces the lateral series resistance of majority carriers.
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They found that a deep gaussian proﬁle gave the best results. In accordance with
the results of Granek and Hermle, we have implemented a FSF with a Gaussian
proﬁle, a peak doping concentration of 3.8 × 1018 cm−3, and a junction depth of
1.44 μm. The sheet resistance of the a proﬁle is 148 Ω/.
Base resistivity
McIntosh et al. investigated the inﬂuence of base resistivity on the performance
of BC-BJ silicon solar cells[35]. They found that the optimum base resistivity of
a BC-BJ cell processed with low-cost patterning techniques should be close to 2
Ω·cm for a wafer in the thickness range 160-280 μm. The efﬁciency of the cells
did not drop signiﬁcantly up to a base resistivity of 10 Ω·cm. The base doping is
mostly a trade off between high short-circuit current density due to low recombi-
nation of minority carriers at high wafer resistivity, and high open-circuit voltage
and low base series resistance at low wafer resistivity. We have therefore run most
of our simulations with a wafer base doping of 2.4 × 1015 cm−3, corresponding
to a base resistivity of 2 Ω·cm for n-type wafers.
5.1.3 Contacts
Since the contact interface between metal and semiconductor is highly doped both
for the emitter and the BSF (≈ 1020 cm−3), we have deﬁned our contacts as ohmic
electrodes rather than a speciﬁc material (aluminum in our case). This is done to
avoid that the contacts are being treated as Schottky barriers, and thus unneces-
sarily increase the computing times. The current-ﬂow in a BC-BJ silicon solar
cell, and thus into the contacts, is substantially lateral. Therefore, a distributed
(speciﬁc) contact resistance has been speciﬁed. The speciﬁc contact resistance is
deﬁned as the slope of the J-V curve at V = 0;
ρc =
{
∂V
∂J
}
|V =0. (5.1)
In ATLAS this is calculated as
Ri =
ρc
w · di . (5.2)
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Ri is the resistance associated with node i at the surface, ρc is the user speciﬁed
distributed contact resistance, di is the width of the surface segment associated
with node i, and w is the width of the unit cell in the third dimension. The speciﬁc
contact resistance used in the device simulation model during the work with paper
V was set to 0.8 mΩ·cm2, based on experimental results from the same paper. In
our solar cell process, contacting was done by sputtering of aluminum through
laser ablated holes in a double-layer of a-Si:H and a-SiOx:H, see paper III, IV,
and V.
5.1.4 Optical properties
Ray Tracing
The evaluation of optical loss mechanisms was performed externally to ATLAS.
This was done due to limited possibilities of performing ray tracing with the
full solar spectrum on structured surfaces in ATLAS. The ray tracing simulator
TracePro[102] was used to calculate the optical losses due to reﬂection, parasitic
absorption, escaped light, and free carrier absorption (FCA). The front surface
was assumed perfectly covered with upright pyramids with a base width of 4 μm
and an angle of 54.7◦ of the side walls to the surface orthogonal. The pyramids,
which are typically fabricated by etching of the silicon surface in a weak alkaline
solution, are introduced to lower the overall surface reﬂections. This is the indus-
try standard for monocrystalline silicon solar cells. The pyramids were assumed
covered with an anti-reﬂection coating of 10 nm SiO2 close to the surface and
60 nm SiNx on top of the oxide. The thickness of the silicon wafer was set to
200 μm. On the backside, the original doping proﬁles were replaced by 300 nm
deep uniform box proﬁles of phosphorus and boron. This was done to simplify
the simulations while at the same time ensuring that the overall integrated FCA
in the uniform proﬁles coincides with that of the actual doping proﬁles used in
the device simulations. The unit cell used for the device simulation when also
including the optical loss calculations is shown in Figure 5.3. We chose to cut off
the optical simulations at 1100 nm due to very long absorption lengths, and thus
computing times, above this wavelength. However, the intensity of the AM 1.5
solar spectrum is relatively low between 1100-1150 nm, and the error introduced
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by this cut-off is expected to underestimate the short-circuit current density with
around 0.2 mA/cm2. At the same time, ray tracing has been reported to overesti-
mate the anti-reﬂection effect of the pyramids[103]. The overestimation originates
from the fact that light is not able to resolve the geometrical sharp corners of the
textures, thereby allowing some direct transmission or reﬂection, not found in the
ray tracing[103]. The main results from the ray tracing are shown in Figure 5.4.
Primary reﬂection is the limiting optical loss mechanism at short wavelengths,
while escaped light is dominating at long wavelengths.
Figure 5.3: Schematic drawing of the unit cell used for the two-dimensional de-
vice simulations when also including ray tracing. The optical losses were calcu-
lated externally to ATLAS and prior to device simulation with the program Trace-
Pro. FSF and BSF are the front-and back-surface ﬁelds, respectively. The ﬁgure
is simpliﬁed and not to scale.
Free carrier absportion
Free carrier absorption (FCA) is an intrinsic absorption process in silicon that
involves transitions between free electrons or holes. It does not create an addi-
tional electron-hole pair, and can be a signiﬁcant optical loss mechanism in some
solar cell designs. An expression of FCA commonly used for solar cells was
parametrized by Green [104];
αfc = 2.6× 10−18 × n× λ3 + 2.7× 10−18 × p× λ2, (5.3)
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where n and p are the electron and hole concentrations (in cm−3), respectively,
while λ is the wavelength in μm. FCA as function of wavelength is shown in
Figure 5.5.
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Figure 5.4: The fraction of light absorbed as a function of wavelength as calcu-
lated with ray tracing. The major optical loss mechanisms are also indicated in
the ﬁgure.
The modiﬁed AM 1.5 solar spectrum
The calculated absorbed light was weighted against the standard AM 1.5 solar
spectrum[23], see Figure 5.6. This was done by interpolating the absorbed light
data points to obtain the same density of data points as in the AM 1.5 solar spec-
trum in the same wavelength range. Each data point in the original spectrum
was then multiplied with the corresponding fraction of light absorbed at the same
wavelength to obtain the modiﬁed spectrum. Finally, the modiﬁed spectrum was
used as an input to the ATLAS device simulator in Silvaco.
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Figure 5.5: Free carrier absorption as function of wavelength for different doping
concentrations according to Equation (5.3). The solid lines show FCA in n-doped
silicon, while the dashed lines show the corresponding FCA in p-doped silicon.
The absorption coefﬁcient for intrinsic silicon is also shown for comparison.
5.1.5 Interfaces
Surface reﬂection and transmission
Since the incident solar spectrum already has been modiﬁed to account for pri-
mary reﬂection losses, the front surface is assumed non-reﬂective for incident
illumination. Internally, however, the surfaces are now assumed fully reﬂective
since also the escaped light has been accounted for in the ray tracing program. In
other words, of the incoming modiﬁed spectrum nothing is reﬂected, transmitted,
or lost optically in any way.
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Figure 5.6: The standard AM 1.5 solar reference spectrum shown together with
the modiﬁed solar spectrum used as input to the ATLAS device simulator. The
modiﬁed spectrum is corrected for the optical losses such as surface reﬂection,
escaped light, metal parasitic absorption, and free carrier absorption in the solar
cell. The short wavelength losses are mainly due to primary reﬂection while the
reduced irradiance at long wavelengths is caused by escaped light, free carrier
absorption, and backside metal absorption.
Surface recombination
The front-surface recombination velocity has been calculated according to Cuevas
et al.[105] assuming a thermally oxidized surface;
S = S0 for ND < Nref
S = S0(ND/Nref) for ND ≥ Nref , (5.4)
where S0 = 70 cm/s and Nref = 7 × 1017 cm−3, while ND is the phosphorus
doping concentration. On the backside, we have assumed the surface covered by a
double-layer of passivating a-Si:H and a-SiOx:H, see papers III and V. The surface
recombination velocity has been calculated according to Aberle et al. as[76];
Seﬀ =
JoeNA
ni2
, (5.5)
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where Joe is the emitter saturation current density, and input from experimental
results obtained in paper III. The metal-semiconductor interface, i.e. the con-
tact points, have been modeled with a surface recombination velocity of 3 × 106
cm/s[106].
5.1.6 Physical models
Bulk recombination
We used the default ATLAS model for Auger recombination which has been im-
plemented according to Dziewior et al. as[107]
UAug = Ap(n
2p− n20p0) + An(np2 − n0p20) (5.6)
where n and p and n0 and p0 are the concentrations and equilibrium concentra-
tions of electrons and holes, respectively. The Auger coefﬁcients, Ap and An, are
set to 9.9× 10−32 cm6/s and 2.8× 10−31 cm6/s, respectively.
In addition, we used a concentration dependent Shockley-Read-Hall recombina-
tion model which is also implemented to the ATLAS simulation software[108,
109, 110];
USRH =
np− n2i
τn,SRH(p + pt) + τp,SRH(n + nt)
. (5.7)
nt and pt are the densities of electron and hole traps, respectively. τn,SRH and
τp,SRH are the Shockley-Read-Hall lifetimes of electrons and holes, respectively,
depending on the local doping concentration.
Carrier mobility
The carrier mobility has been speciﬁed by using a look-up table model to relate
the low-ﬁeld mobility at 300K to the impurity concentration[97]. The table con-
tains empirical data for the carrier mobility of Silicon (only) at different doping
concentrations.
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Apparent bandgap narrowing
In the presence of heavy doping, experimental results have shown that the pn
product in silicon becomes doping dependent[111]. This is in complete analogy
with the law of mass action in ideal gasses. The relation n2i = n0p0 is not valid
if the charge carries interact strongly with each other. Several different formu-
lae for the decreased bandgap in silicon devices due to heavy doping have been
suggested[112, 113, 114, 115]. However, a, parametrization of Cuevas et al. has
found widespread use in the solar cell community[106];
ΔEG = A ln(N/Nref). (5.8)
ΔEG is here the change in bandgap due to the doping concentration, N . A is a
constant
A = 0 if N < Nref
A = 14 meV if N ≥ Nref , (5.9)
and Nref = 1.4× 1017 cm−3. The change in bandgap inﬂuences the carrier statis-
tics through a change in the intrinsic carrier concentration;
ni = ni0exp(ΔEG/2kT ) (5.10)
It can be shown that this leads to a change in the effective dopant concentration as
[116];
Neﬀ = N
(1−A/kT )N (A/kT )ref . (5.11)
The most commonly used bandgap narrowing models referenced above are all
empirical models deduced from transport measurements of highly doped silicon.
Physical effects like carrier-carrier and carrier-impurity interactions are not sep-
arated from each other[117]. The model of Cuevas, which is the one we have
used, includes several heavy doping effects. The combined total heavy doping
effect is called the apparent bandgap narrowing. The model has therefore im-
plicitly built in the effect of Fermi-Dirac statistics which also becomes signiﬁcant
at high doping densities. Fermi-Dirac statistics and apparent bandgap narrowing
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Figure 5.7: Apparent bandgap narrowing as a function of doping concentration
according to different commonly cited references.
models can therefore not be used simultaneously in a consistent way. In the one-
dimensional solar simulator program PC1D the BGN model of Cuevas is used but
requires simple Boltzmann statistics to produce accurate results. A more consis-
tent bandgap narrowing model derived from quantum mechanical principles was
developed by Schenk[118] and implemented in the Dessis device simulator for
simulation of solar cells by Schumacher et al.[117]. In our case this is beyond the
scope, and Cuevas’ model sufﬁces for now. It is also worth noting that in paper I,
which served as a preliminary investigation both of BC-BJ silicon solar cells and
also the ATLAS device simulator itself, we used Slotboom’s BGN model together
with Fermi-Dirac statistics. As can be seen from Figure 5.7 there is a rather large
discrepancy between the different models for BGN. Slotboom’s model, which is
the default in ATLAS, implies a more signiﬁcant bandgap decrease than the other
models. Even del-Alamo’s model, which implies a more modest narrowing effect
than the model of Slotboom et al., has been shown to overestimate the decrease in
the bandgap for very heavy doping[117]. The use of Fermi-Dirac statics models
will reduce carrier-carrier interactions, and thereby recombination. It is thus op-
posing the effect of bandgap narrowing. Even if it is inconsistent to use fermion
carrier statistics together with empirical models for bandgap narrowing, the effect
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of using Fermi-Dirac statistics was found to more or less cancel out the overes-
timated narrowing from Slotboom’s empirical apparent bandgap narrowing, see
Figure 5.7.
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Figure 5.8: (a) Current-density (J , absolute value)-voltage (V ) curves resulting
from the activation of different combinations of bandgap narrowing models with
different carrier statistics models. The solid lines show J-V curves with the use of
Fermi-Dirac carrier statistics, while the dashed lines show simulations performed
with simple Boltzmann carrier statistics. The blue lines indicate the use of Slot-
boom’s bandgap narrowing model, while the green lines where simulated with the
use of the bandgap narrowing model of Cuevas et al. (b) The local ideality factor,
m, as function of applied voltage. The same combinations of line-color and style
as described above also applies for the m-V curve. For a brief introduction to
m-V -curves, see Section 5.2. 85
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5.2 m-V curves
A powerful method to investigate the characteristics of a solar cell is to study
the local ideality factor, m, as a function the applied voltage, V . m is related to
the slope of the J-V curve, and can often reveal information that is not directly
available from that curve. We let m be a free parameter so that
m =
1
Vth
dV
d(lnJS)
. (5.12)
Vth is the thermal voltage (see section 2.1), and JS is the shifted current density,
i.e. J minus the photogenerated current, JSC ;
JS(V ) = J0 [exp((V + JRS)/Vth)− 1] + V + JRS
RSH
. (5.13)
We have assumed that the light-generated current density is equal to the short-
circuit current density, which is usually a good approximation. It is thus only
distinguished from the dark current density by the sign before the voltage drop
induced by the series resistance, (JRS);
Jdark(V ) = J0 [exp((V − JRS)/Vth)− 1] + V − JRS
RSH
. (5.14)
This is a fundamental difference between p-n diodes in the dark and under illumi-
nation. Under illumination the total voltage is the sum of the applied voltage over
the terminals and the voltage drop over the series resistance of the device. In the
dark it is the applied voltage that drives the current, and the total voltage is the dif-
ference between the applied voltage and the voltage drop over the cell. This can be
seen as a shift in the m-V curve between the shifted and dark J-V characteristics,
see Figure 5.9. In practical devices, RS and J0 will in general be different in the
dark and under illumination. The free parameter, m, must not be confused with
the ideality factor that is associated with single recombination mechanisms. The
resulting m(V ) comes from a combination of different recombination mechanism
with different exponential behavior.
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Figure 5.9: Dark (Eq. (5.14)) and shifted (Eq. (5.13)) m-V curves of a one-diode
equivalent circuit with parasitic series (RS) and shunt (RSH) resistances. The
saturation current density, J0, was set to 10−9 A/cm2, RS = 1 Ω, and RSH = 106
Ω
5.3 Tunneling
In a heavily doped p-n diode, charge carriers can tunnel through the junction bar-
rier despite their insufﬁcient energy. Tunneling through the bandgap can take
place directly between bands on opposite sides of the barrier, so-called band-
to-band tunneling (BBT)[119, 120], or via traps in the bandgap, so-called trap-
assisted tunneling (TAT)[121], see Figure 5.10. For conventional front-contacted
silicon solar cells this is not of any importance, as only one side of the p-n junction
is heavily doped. In multi-junction solar cells controlled interband Esaki tunnel-
ing is used to let the current pass freely between the subcells[122, 123].
In solar cell designs where highly doped regions of opposite polarity are present
on the same side, quantum mechanical tunneling of charge carrier can be a dom-
inating effect. In combination with back-contacted silicon solar cells, tunneling
and the effect of tunneling on the solar cell performance is not well described.
Guo et al. discussed how tunneling could have an detrimental effect on the ﬁll
factor of double-side buried contact (DSBC) solar cells, but it was concluded that
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Figure 5.10: Schematic drawing of tunneling mechanisms in a highly doped p-n
junction.
tunneling was not a likely cause of the low ﬁll factor[124]. Both the Sunpower
A-300 silicon solar cell and the RISE silicon solar cell of ISFH have highly doped
regions of opposite polarity in direct contact with each other as a consequence of
the design and production[37, 38], see section 2.3.
In order to get a better understanding of how the tunneling effect can inﬂuence
the performance of BC-BJ silicon solar cells, we have performed simulations of
BC-BJ silicon solar cells including lateral tunneling through the highly doped p-
and n regions on the back of the cell, see Figure 5.11.
In order to be able to simulate the tunneling effect, a very ﬁne rectangular mesh
was superimposed on the original grid. The lateral distance between the grid
points was set to 30 picometers in the tunneling direction. In Figure 5.12 the
J-V curves of a small illuminated tunneling junction is shown when there is a
doping density of 5×1019 cm−3 on both sides of an abrupt junction. The effect
of the different doping mechanisms that dominate in different voltage ranges are
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Figure 5.11: Schematic drawing of a BC-BJ silicon solar cell, including the tun-
neling junction. FSF and BSF are the front and back-surface ﬁelds, respectively.
clearly seen in the ﬁgure. The characteristic negative differential resistance region
can be seen as a bump at low forward applied voltage, and is caused by BBT.
Trap-assisted tunneling is the dominant tunneling mechanism in the forward ap-
plied voltage region around the maximum powerpoint, indicating that it will have
a negative inﬂuence on the performance of a silicon solar cell. The effect of re-
ducing the doping concentration to 1×1019 cm−3 can be seen in Figure 5.13. The
negative resistance region is no longer visible in the curve, but the current density
in the forward applied voltage region is still dominated by TAT. A more thorough
discussion of quantum mechanical tunneling in back-junction silicon solar cells,
can be found in paper VI.
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Figure 5.12: Current-density (absolute value)−voltage curves of an illuminated
tunneling junction. The doping concentration was 5×1019 cm−3 on both sides of
an abrupt junction. The different curves are result from simulations of the same
p-n junction but with different tunneling mechanisms enabled. BBT and TAT are
abbreviations for band-to-band and trap-assisted tunneling, respectively.
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Figure 5.13: Current-density (absolute value)−voltage curves of an illuminated
tunneling junction. The doping concentration was 1×1019 cm−3 on both sides of
an abrupt junction. The different curves are result from simulations of the same
p-n junction but with different tunneling mechanisms enabled. BBT and TAT are
abbreviations for band-to-band and trap-assisted tunneling, respectively.
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Conclusions
In this thesis I have studied several important issues regarding back-contacted
back-junction (BC-BJ) silicon solar cells. The work has been done both through
experiments and simulations. The results are mainly presented in the six appended
papers, while the background for the cell concept, experiments, and simulations
are covered in the previous chapters of the thesis. In addition, two patents have
been ﬁled based on work presented herein. The main conclusions are summarized
and presented below.
In the experimental work I have focused on the use of laser as a processing tool.
A diode pumped, frequency doubled, Nd:YVO4 green (532 nm) laser with pulse
duration in the nanosecond regime was used in all the experiments. This laser is
industrially well proven and relatively cheap. I showed how large areas of silicon
could be ablated (removed) from a monocrystalline silicon wafer with this laser
and subsequent etching in an aqueous KOH solution without degrading the mi-
nority carrier lifetime in the processed areas. The ablation was done with the aim
of structuring a BC-BJ silicon solar cell, and high minority carrier lifetimes are
necessary in order to obtain high conversion efﬁciencies in this solar cell design.
A laser pulse ﬂuence (energy density) of 2.0 J/cm2 at a repetition frequency of
20 kHz with a spot to spot distance overlap of 75 % were found to give the best
results with subsequent etching in an aqueous KOH solution with a concentration
of 55 % (weight) at 80 ◦C. I also demonstrated how the same laser could be used
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to make holes in a double passivating layer of amorphous silicon (a-Si) and sili-
con oxide (SiO2) without damaging the underlying crystalline silicon wafer. The
holes were opened with the aim of making local contacts on the back of a BC-BJ
silicon solar cell. I explained how the high optical absorption and low thermal
conductivity of a-Si were the key parameters to enable ablation of the covering
SiO2 with laser ﬂuences ﬁve times lower than that needed to ablate crystalline sil-
icon (c-Si) with the same laser. I also showed how the laser ﬂuence threshold for
SiO2 ablation decreases with increasing thickness of the a-Si layer up to a thick-
ness corresponding to the thermal diffusion length of a-Si. Furthermore, I looked
in more detail on the interaction between laser and thin ﬁlm a-Si on c-Si, and de-
veloped a thermodynamic model that was in good agreement with the previous
experimental results. The model was able to predict the laser ﬂuence threshold for
SiO2 ablation as a function of the a-Si thickness. The modeling also gave insight
into the importance of the thermal resistance at the interface between a-Si and c-Si
for the successful use of the laser in the damage-free ablation process. A thermal
interface resistance of 0.0054 cm2·K/W gave the best match between the model
and the experimental results. This resistance corresponds to an additional layer of
native oxide between the two materials.
I investigated the quality of the laser ablated holes in the passivating double-layer
of a-Si/SiO2 by deposition of aluminum and use of the transfer length method to
extract the speciﬁc contact resistance in the laser ablated holes. A speciﬁc contact
resistance as low as 0.8 mΩ·cm2 was measured for an a-Si layer with a thickness
of 180 nm and a laser ﬂuence of 0.59 J/cm2. Despite our relatively standard laser,
these results are better than what has been obtained by most state-of-the-art laser
technologies using lasers with pulse durations in the pico- and femtosecond range.
In order to investigate how the optimized speciﬁc contact resistance inﬂuences the
performance of a full BC-BJ cell, I simulated the active area performance of a cell
given the latest experimental results. The simulation model also included full op-
tical loss analysis and so gave a good indication of the efﬁciency potential of the
cell structure I have been working with. Given realistic values for material qual-
ity, physical parameters, and the size of the backside structures; I ended up with a
simulated active area efﬁciency of 20.4 % on a 200 μm thick 2 Ω·cm n-type silicon
wafer. The diffusion proﬁles used in the simulations were based on experimental,
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and not fully optimized, results. There is also room for further improvement of
the short-circuit current density by introducing slightly more advanced, but po-
tentially costly, anti-reﬂection coating schemes than what was assumed in the ray
tracing. Finally, tunneling mechanisms in the adjacent highly doped regions on
the backside of a BC-BJ silicon solar cell was investigated through both device,
process, and circuit simulations. I showed how so-called trap-assisted tunneling
can have a deleterious effect on the efﬁciency of a silicon solar cell through a re-
duced shunt-resistance, and thus ﬁll-factor. Band-to-band tunneling, on the other
hand, does not inﬂuence the performance of a solar cell near the preferred op-
erating point on the current-voltage curve, and so does not effect the efﬁciency.
Band-to-band tunneling does, however, lead to current breakdowns at low to mod-
erate reverse voltages. This implies that potential hotspots can be avoided under
reverse voltage, as the heat dissipation will be distributed throughout the whole
junction region. This cell type therefore has the potential of operating in a solar
module without the need for bypass diodes.
Still, much work remains to be able to ﬁnalize a full version of a BC-BJ sili-
con solar cell. Processing steps related to the front-side have not been studied
(experimentally). Texturization, anti-reﬂection coatings, passivation, and front-
surface ﬁelds are all important parts of a successfully working back-junction cell.
The metallization scheme used herein has been found suitable for small lab-scale
solar cells, however, for large-area cells alternatives or a revised version of the
sputtered aluminum need to be investigated.
Finally, it is also important to point out that most of the results obtained herein
might separately be as useful for other solar cell designs as for BC-BJ silicon solar
cells. Especially the idea of using a-Si as a combined passivation and laser irradi-
ation buffer layer should be attractive for local contacting in both high-efﬁciency
front-contacted cells as well as in other back-contacted silicon solar cell designs.
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Appendix
Erratum
In paper II we investigated ablation of large areas of silicon from a silicon wafer.
The work was done prior to proper measurements of laser beam characteristics.
We therefore assumed the 1
e2
diameter of the laser spot to be 20 μm in focus,
based on information from the laser system manufacturer. Later, by measuring the
laser spot diameter by a BC106-VIS CCD camera beam proﬁler from Thorlabs,
we found the actual 1
e2
diameter to be 40 μm in focus, and thus the information
from the manufacturer erroneous. This implies that the optimized laser parameters
obtained in paper II of 50 % spot to spot distance overlap of a 20 μm wide laser
spot, in reality was 75 % spot to spot distance overlap of a 40 μm wide laser spot,
see Figure 6.1. This does not inﬂuence the ﬁnal results in any way. The correct
laser spot characteristic are used in the papers following paper II.
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Figure 6.1: Left: Assumed 50 % spot to spot distance overlap for a laser spot
with a diameter of 20 μm. Right: The actual 75 % spot to spot distance overlap
for a laser spot with a diameter of 40 μm.
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and constants
Abbreviations
Acronym Description
AC Alternating current
AM 1.5 Air mass 1.5 solar spectrum
BBT Band-to-band tunneling
BC-BJ Back-contacted back-junction
BGN Bandgap narrowing
BSF Back-surface ﬁeld
CCD Charge-coupled device
Cz Czochralsky silicon
DC Direct current
DFT Density functional theory
DSBC Double-side buried contact
EWT Emitter-wrap-through
FCA Free carrier absorption
FSF Front-surface ﬁeld
FWHM Full width at half maximum
FZ Float-zone silicon
GDP Gross domestic product
HIT Heterojunction with intrinsic thin layer
IBC Interdigitated back-contacted
IEA International Energy Agency
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Acronym Description
IFE Institute for Energy Technology
IFE-Solar Institute for Energy Technology, Department of Solar Energy
IPCC Intergovernmental Panel on Climate Change
ISFH Institut für Solarenergieforschung Hameln
MWT Metallization-wrap-through
PCD Photoconductance decay
PECVD Plasma-enhanced chemical vapor deposition
PV Photovoltaic
RF Radio frequency
RISE Rear interdigitated single evaporation
SEM Scanning electron microscopy
SIMS Secondary ion mass spectroscopy
SOD Spin-on-dopant
SPICE Simulation program with integrated circuit emphasis
TAT Trap-assisted tunneling
TEM Transmission electron microscopy
TFT Thin ﬁlm transistor
UV Ultraviolet
VASP Vienna ab-initio simulation package
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Symbol Description Unit
An Auger coefﬁcient, electrons cm6/s
Ap Auger coefﬁcient, holes cm6/s
C Volumetric heat capacity J/cm3·K
C Capacitance F
cp Speciﬁc heat capacity J/g·K
Cp,aSi Volumetric heat capacity of a-Si J/cm3·K
Cp,eﬀ Effective volumetric heat capacity J/cm3·K
D Thermal diffusivity cm2/s
d Thickness of a-Si ﬁlm cm
dBSF Width of back-surface ﬁeld cm
di Width of surface segment i in a simulation mesh cm
ds Thickness of Si substrate cm
Ep Laser pulse energy J
F Fluence J/cm2
FP Peak ﬂuence J/cm2
FT Fluence threshold J/cm2
FTM Fluence threshold for melting J/cm2
FTV Fluence threshold for vaporization J/cm2
FF Fill factor %
gE Generation rate cm−3s−1
I Optical intensity W/cm2
J Current density A/cm2
J0 Saturation current density A/cm2
Jdark Current density in the dark A/cm2
J0e Emitter saturation current density A/cm2
JS Shifted current density A/cm2
JSC Short-circuit current density A/cm2
k Optical extinction coefﬁcient
la Optical absorption length cm
LT Transfer length cm
lth Thermal diffusion length cm
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lth,eﬀ Effective thermal diffusion length cm
Lmax Maximum required diffusion length μm
m Local ideality factor
n Refractive index
n Electron concentration cm−3
n0 Reference electron concentration cm−3
NA p-type doping concentration cm−3
ND n-type doping concentration cm−3
Neﬀ Effective doping concentration cm−3
Nref Reference doping concentration cm−3
nt Density of electron traps cm−3
n˜ Complex refractive index
p Hole concentration cm−3
p0 Reference hole concentration cm−3
Pin Input power density W/cm2
Pout Output power density W/cm2
Psun Power density incident from the sun W/cm2
pt Density of hole traps cm−3
Q Total energy release J
Qabs Absorbed laser energy density J/cm3
R Reﬂection coefﬁcient
Rint Thermal interface resistance cm2·K/W
RS Series resistance Ω
RS Sheet resistance Ω
RSH Shunt resistance Ω
Ra Surface roughness μm
Ri Resistance at node i in a simulation mesh Ω
S Laser source power density W/cm3
S Surface recombination velocity cm/s
S0 Reference surface recombination velocity cm/s
Seff Effective emitter recombination velocity cm/s
T Absolute temperature K
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T0 Ambient temperature K
t time s
tauger Auger recombination lifetime s
trad Radiation recombination lifetime s
tSRH Shockley-Read-Hall recombination lifetime s
tsurface Surface recombination lifetime s
tbulk Bulk recombination lifetime s
tpeak Time for peak ﬂuence s
U Recombination rate cm−3s−1
UAUG Auger recombination rate cm−3s−1
USRH Shockley-Read-Hall recombination rate cm−3s−1
V Voltage V
VOC Open-circuit voltage V
Vth Thermal voltage V
W Wafer thickness μm
w Width of unit cell in third dimension cm
α Absorption coefﬁcient cm−1
αfc Absorption coefﬁcient for free carriers cm−1
β Absorption coefﬁcient cm−1
ΔEg Change in bandgap due to doping V
ΔH Total enthalpy J/cm3
ΔHm Enthalpy of melting J/cm3·K
ΔHv Enthalpy of vaporization J/cm3·K
Δn Excess electron density cm−3
Δp Excess hole density cm−3
ΔT Temperature increment K
ΔTM Needed temperature increment for melting K
ΔTV Needed temperature increment for vaporization K
t Critical energy density J/cm3
η Efﬁciency %
κ Thermal conductivity W/cm·K
κaSi Thermal conductivity of a-Si W/cm·K
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κSi Thermal conductivity of Si W/cm·K
κtotal Total thermal conductivity of multi-layer W/cm·K
λ Wavelength cm
μn Electron mobility cm2/V·s
μn Hole mobility cm2/V·s
φ0 1/e2 radius of a Gaussian beam proﬁle cm
ρ Mass density g/cm3
ρc Speciﬁc contact resistance Ω·cm2
σp Photoconductance S
τe Emitter recombination lifetime s
τeff Effective lifetime s
τp Laser pulse duration s
Θ Heaviside function
Physical constants
Symbol Description Value
k Boltzmann’s constant 1.38065×10−23 J·K−1
ni Intrinsic carrier density in silicon 1.01× 1010 cm−3
q Elementary charge 1.60218×10−19 C
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Damage free laser ablation of SiO2 for local contact opening on silicon
solar cells using an a-Si:H buffer layer
Krister Mangersnes,a Sean Erik Foss, and Annett Thøgersen
Institute for Energy Technology, Department of Solar Energy, Instituttveien 18, 2007 Kjeller, Norway
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We have used a Q-switched Nd:YVO4, diode pumped 532 nm laser with nanosecond pulses, and a
spot diameter of 40 m to ablate a layer of plasma enhanced chemical vapor deposited PECVD
SiO2 on n-type Cz silicon, with the aim of making local contact openings on back-junction silicon
solar cells. Laser pulses within the ns range are usually believed to be incompatible with processing
of high efﬁciency solar cells because such long pulses induce too much damage into the underlying
silicon lattice. This is due to thermal dissipation. In this work, a PECVD layer of a-Si:H between the
n-type silicon and the dielectric layer is shown to absorb much of the laser radiation and allows for
ablation at laser ﬂuences lower than the ablation threshold of crystalline silicon. In addition, the
a-Si:H layer serves as an excellent surface passivation layer for the silicon substrate. We show that
it is possible to ablate PECVD SiO2 in a damage free way with ﬂuences ﬁve times lower than those
needed to ablate crystalline Si. Our results are veriﬁed experimentally with high resolution
transmission electron microscopy of the crystal structure in the laser irradiated areas, and
quasi-steady-state photoconductance measurements of emitter saturation currents. In addition, we
have simulated the energy transfer from a ns 532 nm Gaussian shaped laser beam to a SiO2 covered
Si lattice with and without the a-Si:H buffer layer. A model that coincides very well with the
experiments is found. © 2010 American Institute of Physics. doi:10.1063/1.3309382
I. INTRODUCTION
Back-contacted silicon solar cells have served as an al-
ternative to conventional solar cells for more than 30 years.1
Several different solar cell designs, such as metallization-
wrap-through, emitter-wrap-through, and back-junction cells,
have been developed.2 Back-junction solar cells have both
the emitter and the complete metallization on the rear side.
This eliminates the contact shading present in conventional
solar cells. The sunward surface and back-side of the solar
cell can therefore be independently optimized for optical and
electrical performance, respectively. Moreover, having both
contacts on the back side may signiﬁcantly simplify module
assembly, and allow for an increased packing density of the
cells.2 Back-junction solar cells require high quality monoc-
rystalline silicon wafers with long minority carrier lifetimes
and excellent surface passivation. Low surface recombina-
tion losses in silicon solar cells can be obtained by passivat-
ing the surface by SiO2, SiNx, a-Si, Al2O3, and different
stacks thereof,3–9 and by limiting the metal semiconductor
contact area. Lasers have in the recent years been shown to
be a very promising tool for making local contact openings
to silicon through a dielectric layer.10–13 Cell concepts that
earlier only have been possible to realize in low throughput,
high-cost laboratory facilities are expected to enter the com-
mercial market in the coming years. Lasers with pulses
within the nanosecond range are usually believed to be un-
suitable for local contact opening through SiO2 and other
dielectrics. This is because oxide is transparent to the most
commonly used wavelengths, and the ablation takes place
through an indirect process where the SiO2 is lifted off as a
result of thermal expansion of molten or vaporized
silicon.10,14,15 The relatively long laser pulses will affect the
underlying silicon through heat dissipation. Laser energies
above the ablation threshold have been shown to be detri-
mental to the minority carrier lifetime.16–18 The extent of the
thermal diffusion can be approximated by14
Id = 2t , 1
where Id is the thermal penetration depth,  is the thermal
diffusivity, and t is the pulse length of the laser. In silicon,
the thermal penetration depth of a 100 ns long laser pulse
will be around 3 m at 1000 K.15 In this paper, we show
that local contact can be made with a ns laser without dam-
aging the crystalline silicon, and thus maintain a high minor-
ity carrier lifetime, which is a necessity in high efﬁciency
silicon solar cells. Our solution is to add a buffer layer of
plasma enhanced chemical vapor deposited PECVD a-Si:H
a-Si for simplicity between the oxide and the silicon, and
utilize the thermal diffusivity of a-Si, which is two orders of
magnitude lower than that of silicon,14 to isolate the laser
damage. The higher optical absorption coefﬁcient of a-Si
compared to crystalline silicon also contributes to the con-
centration of laser energy within the a-Si buffer layer.
II. EXPERIMENTAL
n-type Cz 1–3  cm Si wafers were used in all the
experiments. Before processing, the wafers were cleaned in
piranha H2SO4:H2O2, 4:1 and HF 5%.
aElectronic addresses: krister.mangersnes@ife.no and kristermangersnes
@gmail.com.
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A. Laser ablation energy threshold
We prepared one set of wafers for laser ﬂuence ablation
threshold experiments. Laser ﬂuence is the pulse energy den-
sity, and it is given in units of J /cm2. We refer in the follow-
ing to the laser ﬂuence at the peak of the Gaussian beam
proﬁle. The laser we used was a Q-switched Nd:YVO4, di-
ode pumped 532 nm laser with nanosecond pulses, and a
1 /e2 spot diameter of 40 m. For these experiments, the
wafers were cut into four parts. Thereafter, a PECVD layer
of a-Si of varying thickness 0–1000 nm was deposited on
the different samples. The samples were then covered with
500 nm of PECVD SiO2. The thickness of the a-Si layer was
measured by a variable angle spectroscopic ellipsometer.
Each sample was exposed to the same matrix of single laser
pulses with varying ﬂuence in the range 0.1–2 J /cm2. In
this energy range, the pulse duration decreases close to lin-
early with increasing ﬂuence, from 150 ns at 0.1 J /cm2 to 80
ns at 2 J /cm2. We then determined the ablation threshold of
the oxide by visual inspection in an optical microscope.
B. Local emitter saturation current
A set of four wafers was prepared for phosphorus dop-
ing. Each wafer was doped on both sides by spraying on a
diluted phosphorus containing dopant source with a custom-
built spray-on system and subsequent drying and indiffusion
in a belt furnace. The phosphorus source was P509 from
Filmtronics. Similarly, four wafers were boron-doped with
boron-A from Filmtronics as a dopant source. A third set of
four wafers was left undoped. The diffused phosphorus lay-
ers had a sheet resistivity of 505  / measured on a
p-type wafer added for monitoring the sheet resistance,
while the more shallow boron emitters had sheet resistivities
of 15020  /. After the diffusion, the phosphorus and
boron containing glass layers were removed in HF 5% and
in a belt furnace. The required back side surface passivation
for lifetime measurements was obtained by depositing a thin
layer of a-Si on the back side of the samples by parallel plate
PECVD in an Oxford Plasmalab 133 system. The amorphous
layer was deposited at 230 °C with a ﬂow of 25 SCCM
SCCM denotes standard cubic centimeter per minute at
STP of undiluted silane SiH4. On two wafers of each set,
nondiffused, phosphorus diffused, and boron-diffused, a
thicker layer of a-Si was deposited on the front side. All the
wafers were then covered with 500 nm of PECVD SiO2 and
cut into four samples of equal size. The different samples
were exposed to a matrix of single laser pulses, covering
approximately 20% of the sample area. The laser ﬂuence was
varied from 0.2 to 1.4 J /cm2. After the laser ablation, the
SiO2 was stripped off in HF 5%. Thereafter, a new thin
layer of a-Si was deposited on the front of all samples, using
the same method as before. Finally, all samples were an-
nealed for 2 min at 450 °C in a belt furnace.
We used quasi-steady-state photoconductance technique
measurements under high injection conditions to extract the
local emitter saturation current.19–21 The effective saturation
current before and after laser ablation was used together with
the fraction, a, of the laser ablated area to the total sample
area to calculate the emitter saturation current in the laser
ablated spots. Joe,eff=aJoe+ 1−aJoe,pass, where Joe,eff is
the effective emitter saturation current, Joe is the local emitter
saturation current in the laser ablated spots, and Joe,pass is the
emitter saturation current of the passivated sample before
laser ablation. This gives Joe=a−1Joe,eff− 1−aJoe,pass for
the local emitter saturation current in the laser radiated spots.
A similar analysis was done by Engelhart et al.10 when com-
paring contact openings made by ns and picosecond lasers.
C. Transmission electron microscopy
High resolution transmission electron microscopy HR-
TEM was used to analyze the defects induced in the crystal
lattice from the laser ablation at different laser energies with
and without an a-Si buffer layer of 500 nm. We used a 200
keV JEOL 2010F microscope equipped with a Gatan imag-
ing ﬁlter and detector. Cross sectional samples were prepared
by gluing two sample substrates together, front to front, with
epoxy glue. The cross sectional samples were thinned using
ion-milling with a Gatan precision ion-polishing system op-
erated at 5 kV gun voltage. Figure 1 shows the laser ablation
process sequence, and the cross section area used for TEM
analysis.
III. SIMULATIONS
We used the ATLAS device simulator, within the Silvaco
simulation framework,22 to simulate the energy transfer from
a laser beam to a SiO2 covered silicon substrate with and
without a 500 nm thick a-Si buffer layer between the oxide
and the silicon. The simulations were done to illustrate the
general idea presented herein, of using an optically and ther-
mally absorbing buffer layer for avoiding defect formation in
the silicon substrates. They do not, however, give an exact
measure of any physical quantity. In the simulations, a 532
nm Gaussian shaped laser beam, with a pulse duration of 90
ns was directed normally toward the surface of the two dif-
ferent samples. The ramping time of the beam was set to 100
ps. A low beam power was used to avoid temperatures near
the melting point of a-Si and Si, as the device simulator is
not meant to handle phase transitions. The heat capacity of
the a-Si layer was modeled according to Endo et al.23 as
Cp = 13.1 + 2.25 10−2T − 8.3 10−6T2 Jmol−1 K−1 ,
2
where Cp is the molar heat capacity and T is the temperature
ranging from 300 to 1000 K. The heat conductivity of a-Si
FIG. 1. Color The ﬁgure shows the laser ablation sequence and the cross
section area used for TEM analysis.
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was assumed to be a constant value of 0.010 W/cm-K.14,23
The simulated heat distribution after one single laser pulse
for the two samples without and with the a-Si layer is shown
in Figs. 2 and 3, respectively. These ﬁgures clearly show that
the a-Si layer concentrates the laser energy both optically
and thermally, thereby conﬁning the damage to a smaller
volume.
IV. RESULTS AND DISCUSSION
A. Laser ablation energy threshold
The ﬂuence needed to ablate the PECVD SiO2 on bare
silicon was determined experimentally to be 1.5 J /cm2, but
with a 500 nm thick layer of a-Si between the silicon and the
oxide the ablation ﬂuence threshold was reduced to a much
lower value of 0.3 J /cm2. We found that the ablation thresh-
old decreases with an increasing thickness of the a-Si layer,
as shown in Fig. 4. Already at an a-Si thickness of 25 nm, the
ﬂuence ablation threshold is reduced to less than one third of
the ﬂuence needed to ablate SiO2 on crystalline silicon. For
a-Si ﬁlms thinner than approximately 40 nm, there is an ex-
ponential decay in the laser ﬂuence ablation threshold. We
believe that the exponentially decreasing ablation threshold
with increasing ﬁlm thickness is a result of more energy
being optically absorbed in the a-Si ﬁlm rather than being
transmitted through to the silicon substrate where the energy
will be less spatially conﬁned. For thicker ﬁlms, where the
optical absorption is no longer a limiting factor, we ﬁnd a
linear decrease in ablation threshold, before the laser ﬂuence
ablation threshold reaches a constant value for ﬁlms thicker
than approximately 400 nm. The onset of the constant ﬂu-
ence ablation threshold is equal to our estimated thermal
diffusion length of a-Si. A thermal diffusion length of 400
nm corresponds to a thermal diffusivity of 3.5
10−3 cm2 /s, two orders of magnitude less than of that of
crystalline silicon.14 The laser ﬂuence ablation threshold for
thin metal ﬁlms on fused silica was studied by Matthias et
al.,24 who also developed a thermodynamic model for the
ﬂuence ablation threshold of the thin ﬁlm. They found a
linear and a constant region, both experimentally and theo-
retically, but in their case with a linear decrease in the thresh-
old ﬂuence with increasing ﬁlm thickness. The energy den-
sity in the metal ﬁlm decreases with increasing ﬁlm thickness
since the substrate is a poor thermal conductor compared to
the metal ﬁlm. The ﬂuence ablation threshold was found to
be constant for ﬁlms equal to or thicker than the thermal
diffusion length of the metal ﬁlm. In our case, the substrate is
a better thermal conductor than the ﬁlm, and more heat will
dissipate into the substrate as the ﬁlm gets thinner. This is the
reason why we have opposite linear dependence in the two
cases. The exponentially decreasing region was not observed
by Matthias et al.24 due to the very short optical penetration
depth of the metals studied, and the short wavelength of the
laser, but it was discussed that this region should exist only if
the model would be valid. Figure 5 shows an optical micro-
scope image of contact openings locally ablated with the ns
laser, at ﬂuences just above the ablation threshold of the a-Si
layer. It should also be noted that we have tested the varia-
tion in the laser ﬂuence ablation threshold energy with vary-
ing annealing times and temperatures of the a-Si layer. For
temperatures up to 500 °C only very small changes in the
ablation threshold energy was found. We, therefore, believe
FIG. 2. Color The temperature distribution in a Si sample covered with
500 nm SiO2 after a 90 ns laser pulse. The wavelength and beam width was
532 nm and 20 m, respectively, and the beam power was set to 1
108 W /cm2. The axis units are in m.
FIG. 3. Color The temperature distribution in a Si sample covered with
500 nm a-Si and 500 nm SiO2 after a 90 ns laser pulse. The wavelength and
beam width was 532 nm and 20 m, respectively, and the beam power was
set to 1108 W /cm2. The axis units are in m.
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FIG. 4. Color online The laser ablation ﬂuence threshold vs the thickness
of the a-Si layer. The data can be divided into three different regions, as
indicated in the ﬁgure, an exponentially decreasing region, a linearly de-
creasing region, and a constant threshold ﬂuence region.
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that the amount of hydrogen in the a-Si layer is not important
for the laser ﬂuence ablation threshold energy.
B. Local emitter saturation current
The emitter saturation current gives an indication of the
electronic quality of the emitter. It is a measure of the total
recombination taking place in the emitter, also including sur-
face recombination, recombination at laser induced defects,
and band gap narrowing.25–27 For a diffused emitter the satu-
ration current can be given in terms of the effective surface
recombination velocity through
Seff =
Joe,effNA
ni
2 , 3
where Seff is the effective surface recombination velocity,
Joe,eff the emitter saturation current, NA is the doping level of
the diffused emitter, and ni the intrinsic carrier density.3 In
the absence of a diffused emitter, as for the undoped samples,
Jo,eff will give an indication of the surface passivation qual-
ity. Figure 6 shows the local emitter saturation current and
the local saturation current for the doped and undoped
samples, respectively, as a function of the laser ﬂuence for
the samples prepared without the extra a-Si layer. For the
undiffused samples Jo increases with increasing laser ﬂu-
ence, indicating that the laser damage reduces the minority
carrier lifetime. However, for small laser ﬂuences Jo seems
more or less unaffected by the laser pulse. The same trend is
also seen for the shallow 150  / boron emitter. For the
deeper phosphorus emitter 50  /, no effect of the laser
pulse can be seen from the ﬁgure. The ﬂuctuation in Joe
observed in Fig. 6 is most likely to result from a small spread
in sheet resisitivity over the wafer. The effect of increasing
emitter damage is less pronounced for the samples prepared
with a buffer layer of a-Si. This is shown in Fig. 7. In the low
laser ﬂuence region, near the a-Si ablation threshold, Jo of
the undiffused samples seems to be more or less unaffected
by the laser ablation. It is also worth noting that the reference
value of Jo at zero ﬂuence for the undiffused samples is
lower than the reference value of the corresponding samples
without the buffer layer. We believe that this is because the
relatively thick buffer layer of a-Si passivates the surface
even better than the thin layer used for passivation. The
threshold laser ﬂuence where laser damage occurs is shifted
to higher ﬂuences compared to the experiments without an
a-Si layer. The same can be seen for the shallow boron emit-
ters. As for the phosphorus doped samples, there seems to be
little inﬂuence from the laser irradiation on the local emitter
saturation current.
C. Damage to the crystal structure
Figure 8 shows a HRTEM picture of a sample that was
prepared with 500 nm a-Si under the oxide layer. The sample
was exposed to single laser pulses with ﬂuences just above
the minimum ablation threshold of SiO2 on a-Si. The SiO2 is
stripped off, as before, but it can also be seen that the a-Si
layer has been locally removed. Still, there is no visible dam-
age to the crystalline silicon. Several HRTEM pictures were
taken, and no visible damage could be found on this sample.
This was also indicated by the emitter saturation current
measurements, showing no increase with low laser ﬂuences
compared to the nonlaser processed reference. We found that
a laser ﬂuence of 0.3 J /cm2, which corresponds to the mini-
mum ablation threshold ﬂuence of SiO2 on a-Si, is not
enough to cause visible damage to the crystal lattice even
without the a-Si buffer layer. This implies that we are able to
make local contact through an a-Si–SiO2 stack without dam-
aging the underlying crystalline silicon. A more thorough
analysis of the HRTEM induced defects will be presented
FIG. 5. Color An optical microscope picture of local contact openings of
SiO2 ablated together with a buffer layer of amorphous silicon on a crystal-
line silicon sample. The laser ﬂuence used to make the openings was about
0.3 J /cm2; ﬁve times lower then the laser ﬂuence needed to ablate crystal-
line silicon. The diameter of the ablated spots is 20 m.
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FIG. 6. Color online Local emitter saturation current density and local
saturation current density for the doped and undoped samples, respectively,
as a function of laser ﬂuence for samples without an a-Si buffer layer, shown
for undiffused samples circles, P-diffused samples triangles, and
B-diffused samples squares. The reference values for the nonablated
samples are shown at zero ﬂuence.
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FIG. 7. Color online Local emitter saturation current density and local
saturation current density for the doped and undoped samples, respectively,
as a function of laser ﬂuence for samples with a 500 nm thick a-Si buffer
layer, shown for undiffused samples circles, P-diffused samples triangles,
and B-diffused samples squares. The reference values for the nonablated
samples are shown at zero ﬂuence.
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elsewhere,28 but a short summary follows. For laser ﬂuences
above 0.5 J /cm2, the a-Si layer has been found to reduce the
density of laser induced defects signiﬁcantly. In addition, the
a-Si buffer layer changes the nature of the defects. For
samples prepared without the a-Si layer the laser pulse seems
to amorphize large parts of the crystalline substrate. With the
a-Si buffer layer the same laser ﬂuence does not cause the
crystalline silicon to amorphize but induces stacking faults
and twins. Figure 9 shows a sample that was also prepared
with a 500 nm a-Si layer under the oxide. The sample was
exposed to single laser pulses. Each with a ﬂuence of
0.8 J /cm2, and the damage to the crystal structure is easily
seen from the picture. The damage origins from a speciﬁc
depth of 26 nm under the silicon surface. Several HRTEM
pictures were taken on this sample, and the same defects at
the same speciﬁc depth were found on every picture. The
details of the HRTEM experiments will be presented in an
upcoming article.28
V. CONCLUSION
We have shown that it is possible to locally ablate a
dielectric layer on silicon in a damage free way with the use
of a long pulsed laser by adding a buffer layer of a-Si be-
tween the dielectric and the silicon. The a-Si has a larger
optical absorption coefﬁcient, and the thermal diffusivity is
more than two orders of magnitude lower than that of crys-
talline silicon. Therefore, the laser energy will be conﬁned to
a much smaller volume, and the ablation takes place at sig-
niﬁcantly lower ﬂuences. The laser ﬂuence needed to ablate
a-Si ﬁlm decreases with increasing ﬁlm thickness upto a
thickness of 400 nm, corresponding to our estimated thermal
penetration depth of a-Si, where the threshold energy reaches
its minimum value of 0.3 J /cm2. a-Si is also known to be an
excellent surface passivation layer for both p- and n-type
silicon solar cells. We believe that this general idea, of intro-
ducing an absorbing and insulating a-Si buffer layer, will be
even more relevant for lasers with shorter pulse durations, as
the thickness of the a-Si layer and thereby the deposition
time can be signiﬁcantly reduced.
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ABSTRACT 
 
We have developed a thermodynamic model that predicts the heat distribution in a stack 
of PECVD SiO2 and a-Si:H on crystalline Si after laser irradiation. The model is based on 
solving the total enthalpy heat equation with a finite difference scheme. The laser used in the 
model is a frequency doubled Nd:YVO4 green laser with pulse duration in the nanosecond range.  
The modeling was done with the aim of getting a better understanding of our newly developed 
laser ablation process for making local contacts on back-junction silicon solar cells. Lasers with 
pulse duration within the nanosecond range are usually believed to induce too much thermal 
damage into the underlying silicon to make them suitable for high efficiency solar cells. In our 
case, insertion of a thin layer of a-Si:H between the SiO2 and the Si absorbs much of the laser 
irradiation both optically and thermally. This makes it possible to form local contacts to Si in a 
damage-free way. In addition, the residual a-Si:H serves as an excellent surface passivation layer 
for the Si substrate. We have also developed a simple static model to determine the onset of SiO2 
ablation on a-Si:H layers of varying thickness. The models, both the static and the dynamic, are 
in good agreement with experimental data. 
 
 INTRODUCTION 
 
Lasers have in the recent years been shown to be a very promising tool for making local 
contacts on silicon solar cells through a dielectric layer[1-7]. The local ablation is done to reduce 
the total metal semiconductor area of the solar cells, and thus improve the efficiency of the 
device. Lasers in the nanosecond (ns) range are usually believed to induce too much thermal 
damage into the underlying silicon lattice to make them suitable for high efficiency solar cell 
concepts[4, 5, 8]. In the case of a frequency doubled Nd:YVO4 green laser, SiO2 is transparent to 
the laser light. Ablation of SiO2 on Si takes place through an indirect process where the oxide is 
lifted off from expansion of molten or vaporized silicon. We have recently shown that insertion 
of a buffer layer of amorphous silicon, a-Si:H (a-Si for simplicity), between the SiO2 and the Si 
will absorb much of the laser irradiation[7]. The high optical absorption and low thermal 
conductivity of a-Si compared to Si confines the laser energy to a much smaller volume. This 
makes it possible to ablate SiO2 in a damage free way with a laser fluence five times lower than 
that needed to ablate SiO2 on crystalline silicon. In addition, the residual a-Si serves as an 
excellent surface passivation layer for the Si substrate[9-11]. a-Si is not a very well defined 
material as most of the material parameters are very sensitive to the deposition technique and 
parameters. Especially the absorption coefficient and the thermal conductivity vary over a broad 
range according to different references[12-19]. Previous work on laser interaction with a-Si has 
mostly focused on melting and recrystallization of a-Si, both experimentally[15, 20-22] and 
numerically[21, 23-25]. The goal of this paper is to develop a thermodynamic model that 
predicts the laser fluence ablation threshold of SiO2 on a-Si layers of varying thickness, and that 
also describes the heat distribution in the SiO2 - a-Si - Si stack after laser irradiation. 
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To find an expression for the laser fluence ablation threshold we make some simple 
assumptions. We assume that the onset of melting or vaporization is given by a critical energy 
density ET = FT/Lth,eff, where FT is the threshold fluence. Lth,eff is the effective thermal diffusion 
length defined by Lth = 2Deffτ p , where Deff is the effective thermal diffusivity and τp is the pulse 
duration of the laser at full width half maximum. Deff is the ratio between the effective thermal 
conductivity, keff, and the volumetric heat capacity. keff is weighted between the thermal 
conductivity of a-Si and Si, also including a thermal resistance at the interface between the two. 
A version of this model, not including interface resistance, was proposed by Matthias et al., 
when investigating laser ablation of metal films on quartz[26]. Herein we also need to account 
for an optically absorbing substrate under the thin film. If we assume a uniform temperature rise 
throughout the volume defined by Lth,eff, it can be shown that the threshold fluence for melting is 
given by 
 
FTM =
ΔTM
(1− R) (1− e−αd ) + (1− e−βds )e−αd[ ]CP, eff Lth, eff                                                                          (1)
 
 
ΔTM is the needed temperature increment for melting, d and ds are the thicknesses of the a-Si 
layer and the Si substrate, respectively. We assume that the transparent SiO2 constitutes a thermal 
barrier and only influences the reflection, R, at the surface. α and β are the optical absorption 
coefficients of a-Si and Si, respectively. Cp,eff is the effective volumetric heat capacity; linearly 
weighted between a-Si and Si. The corresponding model for the onset of surface vaporization is 
the same as for melting but with ΔTM replaced by ΔTv + ΔHm/Cp.a-Si, where ΔTv is the needed 
temperature rise for vaporization, ΔHm is the latent heat of melting, and Cp.a-Si is the volumetric 
heat capacity of a-Si. The parameters used in the model are taken from Table I. We used the 
respective values at 1000 K for the temperature dependent parameters, and a pulse duration of 
142 ns. Our experimental data from reference 7 is plotted together with the static thermodynamic 
models for surface melting and vaporization in Figure 1. There is a good fit between the 
experimental data and the static model for surface evaporation even without temperature 
dependent parameters, and with the assumption of a uniform temperature rise. Still, this model 
only gives an indication of the onset of evaporation and does not include any information about 
the actual temperature distribution within the film and the substrate.  Neither have we taken into 
account that the pulse length of our laser varies with fluence as given in Table I. A more 
dynamic description that also includes phase transitions will require a solution of the total 
enthalpy version of the heat equation. The diameter of our laser spot is much wider than the 
thermal diffusion length of a-Si, and it is a good approximation to solve the one-dimensional 
version of the equation[27]. 
 
             
                                                                                     (2) 
                                                                                      
 
∂ΔH (x,t)
∂t =
∂
∂x κ(T )
∂
∂x T (x,t)
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ + S(x,t)
κ(T) is the temperature dependent thermal conductivity, x is the depth from the top of the a-Si 
layer, and S(x,t) is the laser source given  by 
 
                                                                                                                                                                              
S(x,t) = 4 ln 2
π
(1− R)F ⋅α
τ p
exp −αx − 4 ln 2 −
(t − t peak )2
τ p
2
⎛ 
⎝ ⎜ ⎜ 
⎞ 
⎠ ⎟ ⎟                                                          (3) 
 
 
F is the fluence at the peak of the Gaussian pulse, and tpeak is the time for the peak fluence. The 
total enthalpy, ΔH, is given by[27] 
 
                                                   (4) 
 
T0 is the ambient temperature, and TM and TV are the melting and vaporization temperatures, 
respectively. η is the Heaviside function (1 or 0 if the argument is positive or negative, 
respectively) and ΔHm and ΔHv are the latent heat of melting and vaporization, respectively.  
 
 
 
Figure 1: The fluence threshold for laser ablation as a function of the thickness of the a-Si film.  
Our experimental data from reference 7 (solid line with circles) is shown together with the 
modeled data for surface melting and vaporization.  
To omit numerical instabilities we have assumed that the phase transitions occur over a 
temperature interval of ΔT = 5 K. The SiO2 is assumed to be optically transparent and thermally 
insulating, and is only influencing the surface reflection. The structure is at ambient temperature 
before the laser heating starts. We have used the following initial and boundary conditions: 
 
T (x,t) = T0 t=0            T (x,t) = T0 x→∞           
∂T(x,t)
∂x = 0 x=0                                                            (5) 
 
A finite difference scheme was used to solve the total enthalpy heat equation. The simulation 
parameters are listed in Table I. a, c, and l in the table refer to amorphous Si, crystalline Si, and 
liquid Si, respectively 
ΔH (T ) ≈ ρ(T ' )cp(T ' )dT '+η(T −TM )ΔHM + η(T −TV )ΔHV
T0
T∫
 
 
 
DISCUSSION  
 
In Figure 2 we show the temperature distribution in a SiO2 covered silicon wafer at 
different depths after laser irradiation with a single laser pulse with a fluence of 0.32 J/cm2. In 
Figure 3 we show the temperature distribution in a similar sample, but now with a 300 nm buffer 
layer of a-Si. We observe that the a-Si obtains a much higher surface temperature, and that 0.32 
J/cm2 is enough to reach the onset of surface vaporization. This result, and also results for a-Si 
layers of different thicknesses (not shown) are in good agreement with our experimental data.  
 
TABLE I 
 
 
Interface thermal resistance 
 
Kuo et al. measured the thermal resistance of the interface between a-Si films and 
crystalline Si[16]. The value we have used in our simulations, 0.54 mm2 K/ W, is the resistance 
Parameters Value/Expression Reference 
a: 1.9×105  28 
c: 5.02×103eT/430 20 
Absorption coefficient 
(cm-1) 
l: 1×106 23 
a: 2.20 23 
c: 2.32 27 
Density (g/cm3) 
 
l: 2.52 27 
a: 1.3×10-11× (T-900)3 + 1.3×10-9× (T-900)2 + 
1×10-6× (T-900) + 1×10-2 
20 
c: 1521/T1.226        (T<1200 K) 
    8.96/T0.502         (1200 K <= T <1690 K) 
20  
Thermal Conductivity (W/cm 
K) 
l: 0.62 29 
a: 2.2×(0.952  + 0.171×T/685) 20 
c: 2.32× (0.711 +0.255× (T1.85-1)/(T1.85-    
0.255/0.711) 
30 
Heat capacity (J/cm3 K) 
l: 1.0 29 
Melting temp (K) a: 1420 
c: 1690 
27 
27 
Vaporization temp. (K) l: 2680 27 
Interface thermal resistance 
(cm2 K/W) 
0.0054 16 
a: 1250 27 Latent heat of melting (J/K) 
 c: 1780 27 
Latent heat of Vaporization 
(J/K) 
l: 15000 27 
a: 0.18 Measured 
c: 0.18 Measured 
Reflection 
l: 0.07 Calculated with data from ref 31 
Pulse duration, full width at 
half maximum (ns) 
 -37×F + 154 
 
Measured. 
F is the peak fluence in the Gaussian 
beam profile (J/cm2) 
Pulse peak (ns) 200 Set 
they measured for a structure with a native oxide between the a-Si and the Si. This value was 
found to give the best fit between the modeling and our experiments. A clean surface, prepared 
by pre-sputtering in a vacuum chamber, showed an interface resistance of 0.15 mm2 K/ W[16]. A 
lower interface resistance increases the laser fluence ablation threshold in our model, as less heat 
is contained in the film. The increased thermal resistance at the interface between a-Si and the Si 
(presumably provided by an oxide) is therefore a necessary element of our damage-free laser-
ablation process. 
CONCLUSIONS  
 
We have developed a static thermodynamic model that describes the fluence threshold for 
pulsed laser ablation of SiO2 on Si with a buffer layer of a-Si of varying thickness. We have also 
solved the heat equation for the SiO2 – a-Si –Si stack to predict the temperature distribution 
within the a-Si film and the Si substrate. We found that an interface thermal resistance between 
a-Si and Si is important for lowering the laser fluence ablation threshold and for protecting the 
underlying silicon lattice. The results are in good agreement with our experimental data, when 
we include in the model the expected contribution from the native oxide layer to the thermal 
resistance of the interface. 
 
 
Figure 2: Heat distribution in Si as a function of time at different depths after single pulse laser 
irradiation with a fluence of 0.32 J/cm2 and a pulse duration of 142 ns. x = 0 (surface) 
corresponds to the top of the Si substrate.  
 
Figure 3: Heat distribution as a function of time at different depths in a stack of 300 nm a-Si on 
Si after single pulse laser irradiation with a fluence of 0.32 J/cm2 and a pulse duration of 142 ns. 
x = 0 (surface) corresponds to the top of the a-Si film. 
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