NeII] ratio, the PAH peak to continuum strength & metallicity found in an earlier paper were confirmed for a larger sample. We also find a strong correlation between the gas density and the PAH peak to continuum strength. Using shock and photoionization models, we see the driver of the observed [FeII]/[NeII] ratios is metallicity. The majority of [FeII] emission in low metallicity galaxies may be shock-derived, whilst at high metallicity, the [FeII] emission may be instead dominated by contributions from H ii and in particular from dense PDR regions. However, the observed [FeII]/[NeII] ratios may instead be following a metallicity-abundance relationship, with iron being less depleted onto grains in low metallicity galaxies -a result that would have profound implications for the use of iron emission lines as unambiguous tracers of shocks.
INTRODUCTION
The presence of massive stars within starbursts undoubtedly plays a huge role in determining the physical conditions within the local interstellar medium (ISM). High-mass (M init ≥ 8M ⊙ ) stars formed within typical starbursts drastically affect the dynamics of the surrounding ISM, through not only the release of ionizing photons which destroy molecular material, but also via supernovae (SNe) which provide thermal and kinetic energy input into the ISM. The effects of photoionization by high-mass stars on the observed dearth of PAHs have recently been investigated (Madden et al. 2006; Wu et al. 2006) , while in O'Halloran, Satyapal & Dudik (2006) (hereafter Paper I), we examined a sample of 18 galaxies of varying metallicity (from 1/50th to super solar) with high star formation rates in order to determine whether supernova-driven shocks do indeed play a role in the PAH deficit in low metallicity environments. If we consider the ratio of the 26 µm [FeII] line and the 12.8 µm [NeII] line as a tracer of the strength of supernova shocks, we found a strong anti-correlation suggesting that strong supernova-driven shocks are indeed present within low metallicity galaxies. Furthermore, the PAH deficit within these objects may indeed be linked to the presence and strength of these shocks. However, it has not as yet been conclusively proved that shocks are the dominant process behind the PAH deficit. As already noted, photoionization and perhaps delayed injection of dust into the ISM (Galliano 2008 ) each make their own contributions to the PAH deficit, but as yet, it remains unclear as to which of these three processes is the most [NeII] ratio and the PAH emission, as indicated in Paper I, really probing a causal effect? It could very well be that this relationship may be coincidental, or that physical or selection effects may be the primary drivers for the observed relationship. It would therefore be advisable to further explore the nature of the ISM within such star-forming environments using additional mid-IR probes in order to expand upon our understanding of the [FeII] /[NeII] ratio, and by extension, its relationship with key ISM indicators such as PAH strength and metallicity.
OBSERVATIONS AND DATA ANALYSIS
To accomplish this, we have expanded our sample from the 18 objects presented in Paper I by including archival IRS observations of 23 additional objects, bringing the sample total to 41. The full list of targets is given in Table 1, and listed by increasing metallicity. These galaxies range in metallicity from extremely low (such as I Zw 18, with Z /Z ⊙ = 1/50) to super-solar metallicity (≥ 1 Z ⊙ ) galaxies such as NGC 7714. To differentiate between low and high-metallicity galaxies, we use a metallicity (12 + log [O/H]) cut-off value of 8.85 -just less than solar, as per Paper I. The galaxies range widely in morphology from blue compact dwarfs such as I Zw 18 to spirals such as NGC 7714 and IC 342. None of the galaxies in our sample are known to harbour AGNs. This is important, as PAH destruction can occur close to an AGN due to the hard ionization environment (e.g. Sturm et al. 2000) . In addition [FeII] emission can be elevated in galaxies harbouring AGN. One possible exception is NGC 7714, which is optically classified as a LINER (Thomas et al. 2002) . However, the lack of [NeV] emission at 14 and 24 µm and the absence of any evidence for an obscured AGN by recent Chandra imaging (Brandl et al. 2004; Smith et al. 2005 ) strongly suggests that NGC 7714 is a pure starburst and it is therefore included in our sample.
We extracted low and high resolution archival spectral data from the Short-Low (SL) (5.2 -14.5 µm), Short-High (SH) (9.9 -19.6 µm) and Long-High (LH) (18.7 -37.2 µm) modules of the Spitzer Infrared Spectrograph (IRS). The datasets were derived from a number of Spitzer Legacy, GO and GTO programs released to the Spitzer Data Archive, and consisted of either spectral mapping or staring observations. We obtained fluxes for the nuclear positions only from the mapping observations. All the staring observations were centered on the galaxy's nucleus. The data were preprocessed by the Spitzer Science Center (SSC) data reduction pipeline version 15.3 4 before being downloaded. Further processing was done within the IRS BCD-level data reduction package SPICE, v 2.0.1 5 . Both the low and high resolution spectra were extracted by SPICE using the fullaperture extraction method. As the [SIII] emission is extended beyond the extent of the high resolution slits in particular, we applied the ALCF and SLCF extended source corrections to the spectra as part of the SPICE extraction 6 . The slit for the SH and LH modules is too small for background subtraction to take place and separate SH or LH background observations do not exist for any of the galaxies in this sample. For the SL module, background subtraction was done using either a designated background file when available or by subtracting the data from one nod position from the other along the slit. In some cases, the slit was enveloped in the host galaxy and background subtraction could not take place. For both high and low resolution spectra, the ends of each order where the noise increases significantly were manually clipped, as were hot pixels.
For the high resolution observations, we required matched extractions in terms of angular extent from both the SH & LH slits, in order to accurately derive densities based upon the 18 and 33 µm [SIII] lines. The ionization potential of [SIII] is ∼35 eV, with the [SIII] emission arising from gas ionized by young stars for our sample. With a relatively low ionization potential, [SIII] emission may be quite easily extended in spatial extent beyond the nuclear single-slit pointings for SH and LH. Indeed, comparisons of ISO and IRS data (Dudik 2007) show [SIII] emission within star-forming AGN that extends beyond the size of both the SH and LH slits. Given that [SIII] emission is extended and we would expect to see a higher flux in the larger LH slit, any derived [SIII] line ratio will be artificially depressed. To avoid such aperture effects between the SH and LH slits, we scaled the LH flux by multiplying it by the ratio of the SH/LH slit angular sizes.
As a number of the sample starbursts at high metallicity are known to be dusty systems with large obscuration, the extracted line fluxes were then corrected for extinction for the sample as a whole. The fluxes and statistical errors, plus the derived line ratios, are presented in Tables 1 and 2 respectively, obtained using the IDL-based analysis package SMART, v.6.2.6 . In all cases detections were defined when the line flux was at least 3σ. For the SL, SH and LH modules the spectral resolution was λ/δλ 60-127 and ∼600 respectively, with FWHM in the order of 1.9 x 10 −1 µm for the PAH feature in the low-res spectrum, and 2-4 x 10 −2 µm for the fine structure lines in the high resolution spectra. For the absolute photometric flux uncertainty we conservatively adopt 15%, based on the assessed values given by the Spitzer Science Center (SSC) over the lifetime of the mission. This error is calculated from multiple observations of various standard stars throughout the Spitzer mission by the SSC. The dominant component of the total error arises from the uncertainty at mid-IR wavelengths in the stellar models used in calibration and is systematic rather than Gaussian in nature. The 6.2 µm PAH strength was determined according to the prescription adopted in a number of previous studies (Rigoupolou et al. 1999; Förster Schreiber et al. 2004) . While the 7.7 and 8.6 µm PAH lines are stronger, the 8.6 µm line can suffer extinction effects due to a potential silicate absorption feature at 9 µm, and both of these pose difficulties in determining the continuum level. For this work, the continuum was determined at the center of the 6.2 µm feature, using a first order linear fit to the 5.5 and 11.5 µm bandpass. The PAH strength was then calculated as the ratio of the 6.2 µm feature peak intensity to the underlying continuum. We assume a Gaussian fit while fitting the PAH and fine structure lines with SMART.
RESULTS
In Fig 1, NeII] ratio and the PAH peak to continuum strength first noted in Paper I, using the 6.2 µm PAH feature instead of the 7.7 µm, as one can perform continuum fitting with a higher degree of confidence with the 6.2 µm feature, still holds for the expanded sample, as noted above. Employing a Spearman rank correlation analysis (Kendall & Stuart 1976) (Reach & Rho 2000; Reach et al. 2006) , should also be adept in removing gas -one would therefore expect the propagation of intense SNe-driven shocks into the ISM of star forming regions to greatly impact on the density of the gas. In order to determine how the gas density within these nuclear star forming regions corresponds with the strength of the supernova-driven shocks, we require a reliable mid-IR tracer to probe the gas density. The [SIII] 18.7/33.4 µm line ratio provides such a reliable mid-IR tracer of the gas density, as it is ideal for probing gas (with high critical densities) in the regions surrounding starbursts, especially as the [SIII] lines are starburst dominated (Verma et al. 2004 ). This ratio is sensitive to changes in the density for the 50 ≤ n e ≤ 10 4 cm −3 , but is insensitive to changes in temperature (Rigopoulou et al. 1996) . In Fig. 3 We again plot the logarithm of the ratio of the [SIII] fluxes in Fig. 4 , but this time against the 6.2 micron PAH peak/continuum ratio. As with Fig. 3 , we see a strong trend, but this time with the PAH strength in- creasing with log [SIII] -the PAH strength is increasing with higher gas density. Again running a Spearman rank correlation analysis, we get r s of 0.750 and P s of 9.64 x 10 −7 , confirming a significant correlation between log [SIII] and PAH strength. We again see that a general trend exists with PAH strength increasing with metallicity and increasing values of log [SIII]. press ahead with more detailed investigations of the nature of these relationships, it is prudent to first check whether other factors, such as extinction and aperture effects might be responsible.
Extinction
As we have noted previously in Section 2, we corrected the IRS fluxes for extinction, with A V ranging from ∼ 2 to 30 mag. To determine the correction, we used the ratios of Hβ/Hα and Brβ/Brα where available from the literature. Emissivity coefficients from Storey & Hummer (1995) for case B recombination with an electron temperature of 10 4 K and density of 100 cm
were used to calculate the intrinsic line ratios for the H recombination lines. We note that while the density used in these calculations is lower than that seen in some of our sample, we noted little change in the intrinsic line ratios for denser environments. We adopted a Draine (1989) (Sutherland & Dopita 1993 ) and the Cloudy photoionization code (Ferland et al. 1998 ) in order to determine the relative proportions to the [FeII] emission from shocks and H ii/PDRs, and by extension, the driving process behind the behaviour of the observed [FeII]/[NeII] line ratio. In addition to the mid-IR output, we also wished to explore if a similar relationship is present at optical wavelengths. To this end, we use the ratio of extinction corrected [SII] fluxes at 6716 and 6731Å taken from the literature and compared the observed ratios with the MAPPINGS output.
MAPPINGS models
In an effort to quantify the true nature of the [FeII]/[NeII] ratio, we initially constructed a number of MAPPINGS models where density, metallicity and luminosity were allowed to vary. The theoretical H ii region models were generated by the MAPPINGS III code, which uses as input the EUV fields predicted by the stellar population synthesis models STARBURST99 (Leitherer et al. 1999) . The photoionization modeling and shock models carried out with MAPPINGS III for this analysis are described in Dopita & Sutherland (1996) and Kewley et al. (2001) , and are described briefly here. To model the H ii region spectrum, MAP-PINGS assumes the metallicity and the shape of the EUV spectrum are defined (through the STARBURST99 input), and characterizes the local ionization state by a local ionization parameter:
where S is the ionizing photon flux through a unit area, n is the local number density of hydrogen atoms and q is the maximum velocity of an ionization front that can be driven by the local radiation field (Dopita 2000; Kewley & Dopita 2002 ). We used a 5 Myr continuous star-formation SED from STARBURST99 as input to the MAPPINGS III code. The parameters of the SED consisted of a Saltpeter IMF with a power law of 2.35 and a star-formation rate of 1 M ⊙ yr −1 . We then constructed a series of plane parallel, isobaric models with P/k = 10 5 cm −3 K, where either the gas density, metallicity or the luminosity for the STAR-BURST99 input were allowed to vary, with the other two variable remaining constant. For the STARBURST99 input models, the density, metallicity and luminosity were varied as follows:
• Density: 10-1000 cm −3 ; metallicity (0.4Z ⊙ ) and luminosity (10 43 ergs) remain constant; • Metallicity: 0.05 -2Z ⊙ ; density (100 cm −3 ) and luminosity (10 43 ergs) remain constant; • Luminosity: 10 41 -10 45 ergs; density (100 cm −3 ) and metallicity (0.4Z ⊙ ) remain constant.
Elemental abundances for 0.5-2.0Z ⊙ were adopted for the variable metallicity models, while for the variable density and luminosity models, 0.4Z ⊙ metallicity abundances were used. Dust physics is treated explicitly through absorption, grain charging and photoelectric heating and the use of a standard MRN grain size distribution for both carbonaceous and silicaceous grain types (Mathis, Rumpl & Nordsieck 1977) . The MAPPINGS code took the undepleted solar abundances to be those of Anders & Grevesse (1989) . For non-solar metallicities, MAPPINGS assumes that both the dust model and the depletion factors are unchanged. All elements except nitrogen and helium are taken to be primary nucleosynthesis elements. As for the shock models, we use the pre-run shock models from the MAPPINGS website, which are based upon a grid of n = 1.0 models with v = 100-1000 km/s in steps of 25 km/s. The magnetic parameter B = p/ √ n is fixed to 3 in all calculations. This value corresponds to equipartition between thermal and magnetic pressures (Dopita & Sutherland 1996) .
From In order to directly compare the photoionization and shock model output with the IRS and optical data, we then set about defining models that would replicate the sort of density, metallicity and luminosity parameters typically seen in the sample. Since the low metallicity objects tend to have lower densities and luminosities, we generated MAPPINGS models that gradually increased the metallicity, density and luminosity, over the ranges outlined above, moving from low to high metallicity (0.05, 0.2, 0.4 and solar metallicity), low to high density (20-1000 cm −3 ) and low to high luminosity (10 42 to 10 44 ergs). As we increased the metallicity, we concurrently moved to high densities and higher luminosities. As with the earlier MAPPINGS models, we used a 5 Myr continuous star-formation SED from STARBURST99 as input to the MAPPINGS III code (Leitherer et al. 1999 data, where the line fluxes are the product of both the photoionization and shock model outputs. Using the best fit models, we plotted the model ratio data in conjunction with the observed IRS and optical data ratios (Fig. 5) , with the model data derived from the second MAPPINGS run describing very well the behaviour of both sets of observed line ratios.
Cloudy models
The slight increase in the [FeII] emission with density seen from the MAPPINGS output poses the following question -where does this increase originate from? Is this increase due to an increased contribution to the [FeII] emission by dense H ii regions and PDRs? If so, what is the level of this contribution? To resolve this, we used the spectral synthesis code Cloudy to try and determine how much of a contribution H ii regions and PDRs make to the overall [FeII] emission, how this contribution is affected by the gas metallicity (as suggested by MAPPINGS ), and the effect of the H ii/PDR contribution has on the overall [FeII]/[NeII] ratio. We used the developmental version of the spectral synthesis code Cloudy, last described by Ferland et al. (1998) . Abel et al. (2005) and Shaw et al. (2005) describe recent advances in its treatment of PDR chemistry, while van Hoof et al. (2004) describes the grain physics. As with the MAPPINGS models, we used a 5 Myr continuous star-formation SED from STARBURST99 as input to Cloudy. The parameters of the SED consisted of a Saltpeter IMF with a power law of 2.35 and a starformation rate of 1 M ⊙ yr −1 . Our model geometry consists of a plane-parallel slab illuminated on one side by a source of UV radiation. Our calculations start at the hot, illuminated face of the slab, where all the hydrogen is ionized. We end our calculations at two locations, when the hydrogen ionization fraction falls below 1% (for the pure H ii region calculations, see below) and when the fraction of hydrogen in the form of H 2 ((2 × n(H 2 ))/n(H) total ) exceeds 90%. Beyond this depth, we expect there to be little contribution to either [FeII] or [NeII] emission.
We parameterize the ionizing continuum with the 'ionization parameter', which is the dimensionless ratio of hydrogen ionizing flux to density,
where Q H is the total number of hydrogen-ionizing photons emitted by the central object per second. For all calculations, we chose Log[U ] = -2.5, a value typical in H ii regions (Veilleux & Osterbrock 1987) . The ionization parameter in MAPPINGS is related to the one used in Cloudy by the equation:
We also include cosmic rays in our calculations. Primary and secondary cosmic ray ionization processes are treated as described in Appendix C of Abel et al. (2005) , with an assumed cosmic ray ionization rate of 5 × 10 −17 s −1 . Cosmic rays are a significant heating source and also drive the ion-molecule chemistry deep in the molecular cloud. However, since our calculations stop short of the molecular cloud, for our models cosmic rays are only of secondary importance. Our calculations include the major ionization processes that can affect the ionization structure. This includes all stages of ionization for the lightest 30 elements.
Dust is known to play an important role in both H ii regions and PDRs (Draine 2003) . We self-consistently determine the grain temperature and charge as a function of grain size and material, for the local physical conditions and radiation field. This determines the grain photoelectric heating of the gas, an important gas heating process, as well as collisional energy exchange between the gas and dust. We also treat stochastic heating of grains as outlined in Guhathakurta & Draine (1989) , which can affect the dust continuum shape. We include grain charge transfer as a general ionization -recombination process, as described in Appendix B of Abel et al. (2005) . The rates at which H 2 forms on grain surfaces is derived using the temperature and materialdependent rates given in Cazaux & Tielens (2002) . The assumed grain size distribution is representative of the star-forming regions. The ratio of total to selective extinction, R V = A V /(A B -A V ), is a good indicator of the size distribution of grains (Cardelli et al. 1989) . Calzetti et al. (2000) derived an average value for R V ∼ 4.3. We therefore use the R V = 4 grain size distribution given in Weingartner & Draine (2001) . We also include size-resolved PAHs in our calculations, with the same size distribution used by Bakes & Tielens (1994) . The abundance of carbon atoms in PAHs that we use, n C (PAH)/n H , is 3 × 10 −6 . PAHs are thought to be destroyed by hydrogen ionizing radiation and coagulate in molecular environments (see, for instance, Omont (1986) ). We model this effect by scaling the PAH abundance by the ratio of H 0 /H tot (n C (PAH)/n H = 3 × 10 −6
[n(H 0 )/n(H tot )]). The assumed gas-phase and dust abundances are extremely important in our calculations.
We also assume gas-phase abundances based on an average of the abundances in the Orion Nebula derived by Baldwin et al. (1991) , Rubin et al. (1991) , and Osterbrock et al. (1992) . The abundances by number are He/H = 0.095, C/H= 3 × 10 −4 ; O/H= 4 × 10 −4 , N/H= 7 × 10 −5 , and Ar/H= 3 × 10 −6 . We also assume default grain abundance of A V /N (H tot ) = 5 x 10 −22 mag cm 2 . We then scale the metal and dust abundance such that the final value of Z = 12+log[O/H ] ranges from 7 to 10, in increments of 1 dex.
There is one major exception to our assumed abundances, and that is the Fe/H ratio. Rodriguez & Rubin (2005) discuss the variation in Fe/H with Z, and as noted earlier, Izotov et al. (2006) also determined the variation in elemental abundances with Z from the Sloan Digital Sky Survey, including Ne and Fe. For these two elements, Izotov et al. (2006) provide the following equations to derive their respective abundances (for this work, we use the notation Z instead of X, as used in Izotov et al. In all calculations, we scale the Fe abundance so that equation 3 is always obeyed.
The relationship between density, temperature, and pressure is determined by the assumed equation of state. We perform two sets of calculations, one where we stop the calculation at the hydrogen ionization front and one where we include the PDR. For the pure H ii region models we assume constant density, with the density ranging from Log[n H ] 0.5 to Log[n H ] = 4, in increments of 0.5 dex. For the H ii + PDR calculations, we assume constant pressure, with thermal and radiation pressure being the dominant contributors to the total pressure. We do not include turbulent pressure in the equation of state, although we assume a small turbulent broadening of 1 km s −1 for its effects on line optical depths. Such an equation of state neglects shocks or other time-dependent effects. In the constant pressure scenario, we specify n H at the illuminated face, then solve for density based how the pressure contributions change with depth. Our densities range over Log[n H ] = 2 to 4, in increments of 0.5 dex. Overall, our combination of n H and Z represent 52 calculations.
In Fig. 6 , we plot the [FeII]/[NeII] line ratio as a function of Z and density for the H ii region only. In Fig.  7 , we again plot the [FeII]/[NeII] line ratio as a function of Z and density, but this time including the PDR in addition to the H ii region. As one can see, the relative H ii contribution dominates over the PDR contribution at low densities (and metallicities), with the PDR contribution becoming more dominant as one moves to higher densities (∼ 10 3 cm −3 ) and metallicities. Previous IR studies of starburst H ii/PDR regions (Carral et al. 1994; Lord et al. 1996 ) support this scenario. For very dense H ii regions where the PDRs are irradiated by intense FUV, and thus PDR-derived [FeII] emission is dominant. Correspondingly at lower densities (∼10 2 cm −3 ), the H ii regions are larger, the PDRs lie further from the stars, and the resultant lowered FUV fluxes and densities do not excite [FeII] in the PDR, and thus the H ii region dominates the H ii/PDR contribution to [FeII] production for such environments.
4.2.3.
What is driving the Fe/Ne relationship? From the MAPPINGS and Cloudy simulations and the comparisons with the IRS and optical data (Fig. 5) , it would seem that metallicity is the primary driver for the behaviour of the [FeII] (1 + n critical (neon)/n(H)) (1 + n critical (iron)/n(H)) In the low density limit, this ratio is ∼42. However, for a density of 1 x 10 4 cm −3 , which is the high end of our parameter space, this ratio is only ∼20 because [Fe II] emission is suppressed by the higher density. The reason the ratio increases with density in Fig. 7 [FeII] emission is surpassed by the contribution from shocks at the lowest metallicities and densities, based on comparison with the MAPPINGS output and the observed data -perhaps only ∼10% of the [FeII] emission comes from H ii and PDRs with that contribution rising to ∼80-90% as one moves to higher metallicity. As we move to roughly solar metallicity, it would seem likely that the dominant mechanism for production of [FeII] While abundances may play a role in the overall behavior of the [FeII]/[NeII] ratio, the shock scenario would seem to fit the observed variation of the gas density and the PAH ratio with metallicity. Assuming that shocks are indeed behind the observed correlations, the following scenarios would seem to account for the relationship between the [FeII]/[NeII] and [SIII] ratios and the PAH strength. In very low metallicity dwarf starburst environments, such as I Zw 18, the observed gas density is phenomenally low, in the order of ∼20-100 cm −3 . From Fig.  3 and the models, it would seem that low density correlates strongly with the presence of strong supernovae shocks, a harsh radiation environment which is lacking in populations of dust and PAH, as noted by the lack of PAH emission (Figs. 1 and 4) and generally flat slopes of the dust continua. It would seem likely therefore that we are probing the tenuous gas within a superbubble cavity that has been carved by the cumulative effects of numerous supernova-driven shocks. Previous surveys of low metallicity dwarf galaxies have found evidence for such superbubbles (Strickland & Stevens 2000; Calzetti et al. 2004; Ott et al. 2005) , with ionized gas expanding at a rate of several tens of km/s driven by mechanical energy from starbursts deposited into the ISM (Calzetti et al. 2004) .
For high metallicity environments, the picture becomes somewhat more complicated. Such objects are of course still the sites of high levels of massive star formation -the high metallicity starburst M82 is after all the template for starburst activity -but we see a much more benign environment for the survivability of dust and PAH. A number of new factors play a role in affecting star formation and its effects on the local environment. First of all, from the Cloudy and MAPPINGS models plus the observed data, we note that the dominant contribution to the [FeII] flux no longer comes from shocks, but rather from H ii regions and from PDRs in particular -the lack of shocks propagating into the ISM provides a more benign, denser environment for the build-up of dust and PAH. Superbubbles are present as in low metallicity galaxies, however supernova-driven shocks are no longer the dominant mechanism driving the expansion but rather stellar winds from massive stars. As a consequence, less mechanical energy is available to drive breakout and outflow and the superbubble can remain enclosed, especially where the gravitational potential of the galaxy is steep (Skillman & Bender 1995; Burkert 2004; Calzetti et al. 2004) . Given the inability of weaker shocks to drive out material and clear the local ISM, it is not surprising that we should see a buildup of metals, and the survivability of dust and PAH formed locally. , the observed relationship would then be due to variations in Fe/H rather than Ne/H. So what is causing the iron depletion? Since iron is known to be depleted onto grains (Juett et al. 2006; Yao et al. 2006) , the increased variation in Fe/H would suggest that there is either more grain destruction, or less grain formation, as one moves to lower metallicities.
If this is correct, the reason for the observed [FeII]/[NeII] with Z trend is that Fe is less depleted in low metallicity galaxies. This would have a profound impact on ISM studies, as the usefulness of iron emission as a pure indicator of shocks may be compromised. However, this is not conclusive, and we need more observations to deduce for certain the physical process which is controlling the [FeII] emission. In order to definitively figure out if shocks are truly responsible for the [FeII] emission at low metallicity, we require high resolution IR spectroscopy to unambiguously determine the presence of shocks within the velocity profiles. The upcoming availability of such high resolution spectroscopic data from Herschel and SOFIA will be crucial to determine the true nature of iron emission at low metallicity and we look forward to furthering this line of investigation in a future paper.
CONCLUSIONS
Using archival Spitzer observations of 41 starburst galaxies that span a wide range in metallicity, we found a correlation between the ratio of emission line fluxes of [FeII] at 26 µm and [NeII] at 12.8 µm and the electron gas density as traced by the 18.7/33.4 µm [SIII] ratio, with the [FeII]/[NeII] flux ratio decreasing with increasing gas density. We also find a strong correlation between the gas density and the PAH peak to continuum strength. The correlation of the [FeII]/[NeII] ratio and the PAH peak to continuum strength found in O'Halloran, Satyapal & Dudik (2006) was confirmed for a larger sample. Using shock and photoionization models, we see that metallicity is the primary driver for the observed behaviour of the [FeII]/[NeII] ratio. It may very well be that the majority of [FeII] emission at low metallicity may be shock-derived, whilst at high metallicity, the [FeII] emission is dominated by contributions from H ii and in particular, from PDR regions, and that at higher metallicity shocks may not play as significant a role in removing gas, PAH and dust from the ISM, unlike in low metallicity systems. However, the observed [FeII]/[NeII] emission may instead be following a metallicity-abundance relationship, with the iron being less depleted in low metallicity galaxies, a result that would have profound implications for the use of Fe emission lines as unambiguous tracers of shocks. Follow up high resolution spectroscopic observations will be required to determine if this is indeed the case, or if the detected iron emission is truly tracing emission from the passage of shocks.
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