This paper presents an unsupervised segment-based method for robust voice activity detection (rVAD). The method consists of two passes of denoising followed by a voice activity detection (VAD) stage. In the first pass, high-energy segments in a speech signal are detected by using a posteriori signal-to-noise ratio (SNR) weighted energy difference and if no pitch is detected within a segment, the segment is considered as a high-energy noise segment and set to zero. In the second pass, the speech signal is denoised by a speech enhancement method, for which several methods are explored. Next, neighbouring frames with pitch are grouped together to form pitch segments, and based on speech statistics, the pitch segments are further extended from both ends in order to include both voiced and unvoiced sounds and likely non-speech parts as well. In the end, a posteriori SNR weighted energy difference is applied to the extended pitch segments of the denoised speech signal for detecting voice activity. We evaluate the VAD performance of the proposed method using two databases, RATS and Aurora-2, which contain a large variety of noise conditions. The rVAD method is further evaluated, in terms of speaker verification performance, on the RedDots 2016 challenge database and its noise-corrupted versions. Experiment results show that rVAD is compared favourably with a number of existing methods. In addition, we present a modified version of rVAD where computationally intensive pitch extraction is replaced by computationally efficient spectral flatness calculation. The modified version significantly reduces the computational complexity at the cost of moderately inferior VAD performance, which is an advantage when processing a large amount of data and running on low resource devices. The source code of rVAD is made publicly available.
Introduction
Voice activity detection (VAD), also called speech activity detection (SAD), is widely used in real-world speech systems for improving robustness against additive noises or discarding the non-speech part of a signal to reduce the computational cost of downstream processing [1] . It attempts to detect the presence or absence of speech in a segment of an acoustic signal. The detected non-speech segments can subsequently be abandoned to improve the overall performance of these systems. For instance, cutting out noise only segments can reduce the error rates of speech recognition and speaker recognition systems [2, 3, 4] .
VAD methods can be broadly categorized into supervised and unsupervised methods. Supervised methods formulate VAD as a classical classification problem and solve it either by training a classifier directly [5] , or by training statistical models for speech and non-speech separately and then making VAD decisions based on a log-likelihood ratio test (LRT) [6] . These methods require labelled speech data and their performances are highly dependent on the quality of the labelled data, in particular how well training and test data match each other. Supervised methods are often able to outperform unsupervised methods under matched conditions, but they can potentially break down under mismatched conditions. In [7] , for example, a deep learning method, experimented on the robust automatic transcription of speech (RATS) database [8] , demonstrates a very good VAD performance for seen environments, but the gap between unseen and seen environments is very significant, by almost an order of magnitude difference in terms of detection cost function (DCF), but what matters most is the performance on unseen environments. Unsupervised VAD methods include metrics methods and model based ones. Metrics methods rely on the continuous observation of a specific metric, such as energy and zero-crossing rate, followed by a simple threshold-based decision stage [9] . On the other hand, model based methods build separate models for speech and non-speech, followed by an LRT test together with threshold-based decision for statistical models [10] (similarly to the settings of supervised methods but without using labelled data) or a distance comparison for non-statistical models [11] to classify a segment as speech or non-speech. Semi-supervised VAD has also been studied, e.g., semi-supervised Gaussian mixture models (SSGMM) based VAD for speaker verification in [12] .
VAD is a binary classification problem involving both feature extraction and classification. Various speech features can be found in literature such as energy, zero-crossing rate, harmonicity [13] , perceptual spectral flux [14] , Mel-frequency cepstral coefficient (MFCC) [11] , power-normalized cepstral coefficients (PNCCs) [15] , entropy [16] , Mel-filter bank (MFB) outputs [17] and a posteriori signal-to-noise ratio (SNR) weighted energy distance [3, 18] . For the purpose of modelling and classification, popular techniques include Gaussian models [19] , Gaussian mixture models (GMM) [2, 14, 20] , super-Gaussian models and their convex combination [9] , i-vector [15, 21] , decision trees [22] , support vector machines [23] , and neural network models (including deep models) [5, 7, 24] .
Although much progress has been made in the area of VAD, developing VAD methods that are accurate in both clean and noisy environments and are able to generalize well under unseen environments is still an unsolved problem. For example, the ETSI advanced front-end (AFE) VAD [25] , a commonly referred VAD method, performs very well in noisy environments, but poorly in noise-free conditions, and it is primarily suitable for dealing with stationary noise. The MFB output based VAD [17] and the long-term signal variability (LTSV) VAD [26] are highly accurate for clean speech, but their performances in noisy environments are worse than that of the AFE VAD. A supervised VAD method based on a non-linear spectrum modification (NLSM) and GMM [27] is shown to be able to outperform both MFB and LTSV algorithms. In [3] a low-complexity VAD method based on a posteriori SNR weighted energy difference also shows a performance superior to several methods including the MFB VAD and the AFE VAD. These referred methods are all significantly superior to the G.729 [28] and G.723.1 [29] VAD algorithms included in their corresponding Voice-over-IP standards. The comparisons cited in the paragraph are all conducted on the Aurora 2 database [30] . This paper focuses on developing a VAD method that is unsupervised and able to generalize well to real-world data, irrespective of whether the data is corrupted by stationary or rapidly changing additive noise. In [3] , a posteriori SNR weighted energy distance is used as the key speech feature for VAD and has demonstrated state-of-the-art performance in noisy environments, and the rational behind the feature is that the weighting of a posteriori SNR makes the weighted distance close to zero in non-speech regions for both clean and noisy speech. The VAD method in [3] first uses the a posteriori SNR weighted energy distance for selecting frames in a variable frame rate analysis and then conducts VAD based on the selected frames, and the method assumes the presence of speech within a certain period. While showing state-ofthe-art performance, the method in [3] has several drawbacks. First, it makes an implicit assumption of speech presence, which does not always hold, and it is not uncommon that a VAD method assumes the presence of speech in every signal (e.g. a signal file in a database) [11] , [14] . Secondly, the process of making VAD decisions through selecting frames first is cumbersome and suboptimal. Finally, estimating a posteriori SNR weighted energy distance is prone to noise. In the present work, we therefore propose a VAD method eliminating the assumption of speech presence by using pitch or spectral flatness as an anchor to find potential speech segments, directly using a posteriori SNR weighted energy distance without conducting frame selection, and applying speech enhancement. The proposed method differs from [3] in a number of ways: 1) two-stage denoising is proposed in order to enhance the noise robustness against both rapidly changing and relatively stationary noise, 2) pitch or spectral flatness is applied to detect high-energy noise segments and as an anchor to find potential speech segments, and 3) a segment based approach is used, in which VAD is conducted in segments, making it easier and more effective in determining a threshold for making decisions since a certain amount of speech and non-speech exists in each segment. The proposed method is called robust voice activity detection (rVAD).
Pitch information places an important role in rVAD and it has been used for existing VAD methods as well. For example, [31] combines pitch continuity with other speech features for detecting voice activity. In [32] , long-term pitch divergence is used as the feature for VAD. The big difference here is that rVAD uses pitch as an anchor to locate potential speech regions, rather than as a VAD feature, and in rVAD the actual VAD boundaries are found by using a posterior SNR weighted energy distance as the feature. Concerning two-stage denoising, the concept has been applied in the literature although being different. In [33] , two-stage denoising is conducted to handle reverberation and additive noise separately in a supervised fashion by training neural networks. A two stage Mel-warped Wiener filter approach is presented in [25] . In this work, the two-stage method aims to deal with high-energy noise in the first stage separately.
Most of the computation in rVAD lies in pitch detection, while the rest part of rVAD is computationally light. Therefore, we present a modified version of rVAD, where the time-consuming pitch detector is replaced by a computationally efficient spectral flatness (SFT) [34, 35, 36] detector. We call the modified algorithm rVAD-fast. We show that rVAD-fast is significantly (≈ 10 times) faster compared with rVAD with moderate degradation on VAD performance, which is beneficial when processing a larger amount of data or used on devices with computational constraints.
We demonstrate the performance of the rVAD method for voice activity detection on two databases consisting of various types of noise: the RATS [37] and Aurora-2 [30] databases. We further evaluate its performance for speaker verification on the RATS database as well as on the RedDots database [38] that we corrupt with additive noise. Experiment results show that rVAD is compared favourably with a number of existing methods.
The MATLAB source code of the proposed rVAD method (including rVAD-fast) is made publicly available 1 , and the Python source code of rVAD-fast is also publicly available 2 . It is noted that a slightly different version of the rVAD source code -rVAD1.0 -has already been made publicly available while no paper has been published to document the rVAD method and a number of studies have used it, covering applications such as voice activity detection in speaker verification [39, 40, 41] , age and gender identification [42] , emotion detection and recognition [43, 44, 45] , and discovering linguistic structures [46] . A modified version is used for real-time human-robot interaction [47] . In addition, we have made the Python source code for training and testing of GMM-UBM and maximum a posteriori (MAP) adaptation based speaker verification publicly available 3 . The paper is organized as follows. The two-pass denoising method and the proposed rVAD method are presented in Sections 2 and 3, respectively. Section 4 describes rVAD-fast. Experimental results on the Aurora-2 database, the RATS database and the RedDots database are presented in Sections 5, 6 and 7, respectively. Finally, the paper is concluded in Section 8.
Robust VAD in noise
When robustness is of concern, a major challenge presented by real-world applications is that speech signals often contain both stationary noise as well as burst-like noise. It is very difficult to detect and remove burst-like noise since they have high energy and are rapidly changing and thus hard to estimate. To illustrate this, Fig. 1 shows, from the RATS database [8] , two examples of noisy speech signals obtained by corrupting clean speech with different types of communication channel noise. The figure depicts waveform and spectrogram of the two noisy speech signals and spectrogram of their corresponding speech signals denoised by the minimum statistics noise estimation (MSNE) [48] based spectral subtraction. It is noticed that high-energy noise is largely kept intact after denoising, except for at the beginning of each utterance where the noise estimate is close to the real noise since there is only high-energy noise in the beginning of an utterance. We further did preliminary VAD experiments using a classical statistical method [19] on a few files and the performance is not encouraging (with over 20% frame error rate). These initial tests show that burst-like noise presents a significant challenge to both denoising and VAD methods. Due to the very different characteristics of stationary and burst-like noise, the two types of noise require different types of processing. To deal with this problem, we devise a two-pass denoising method, as detailed in the presentation of rVAD in Section 3. In the first pass, the a posteriori SNR weighted energy difference measure [3] is used to detect high-energy segments. If a high-energy segment is detected and it does not contain pitch, the segment is considered non-speech and its samples are set to zero.
After detecting and denoising high-energy noise segments, in the second pass, a general speech enhancement method is applied to the first-pass-denoised speech signal in order to remove the remaining noise that is relatively more stationary. In the classical speech enhancement framework [49] , accurate noise estimation is important and the widely used methods include minimum statistics noise estimation (MSNE) [48] , minimum mean-square error (MMSE) [50, 51] , and minima controlled recursive averaging (MCRA) [52] . Based on an estimate of additive-noise spectrum, a spectral subtraction (SS) method [53] is then used to subtract the estimate from the noisy speech spectrum. Another interesting speech enhancement method is the one in the advanced front-end [25] , which aims at improving speech recognition in noisy environments. In [54] it is found that the AFE enhancement method outperforms MMSE-based methods for noise-robust speech recognition. Recently DNN based speech enhancement methods have also been proposed for improving speech intelligibility [55] , automatic speech recognition [56] and speaker verification [57, 58] .
Unsupervised VAD methods often rely on a predefined or adaptive threshold for making VAD decisions, and finding this threshold is a challenging problem in noisy environment. Therefore, it is not uncommon that a VAD method assumes the presence of speech in every signal (e.g. a signal file in a database) that the method is applied upon [11] , [14] . This assumption holds for benchmark speech databases, but does not in real-world scenarios where it is possible to have no speech in a long duration. As we know, a speech signal must contain pitch, which motivates us to propose to use pitch (or its replacement speech flatness) as an anchor or indicator for speech presence, namely speech is present in a signal if pitch is detected. This leads to the VAD process in this work: detecting extended pitch segments first and then detecting speech activity within the segments. Extended pitch segment detection plays a key role in rVAD. First, this provides an anchor to locate speech segments. Secondly, it enables to exclude a substantial amount of non-speech, potentially noisy, part from a speech signal. Finally, this results in a segment-based approach in which voice activity detection operates in segments, making it easier and more effective in terms of determining a decision threshold as both speech and non-speech are guaranteed to be present in each segment.
rVAD: an unsupervised segment-based VAD method
The block diagram of the proposed rVAD method is shown in Fig. 2 . It consists of the following steps: the first pass denoising (high-energy segment detection, pitch based noise-segment classification, and setting high-energy noise segments to zero), the second pass denoising, extended pitch segment detection, and the actual VAD. These steps are detailed in this section.
The noise-corrupted speech signal is modelled using the additive noise signal model as
where x(n) and s(n) represent the noisy and clean speech sample at time n, respectively, and v(n) the sample of additive noise at time n. The signal x(n) is first filtered by a high-pass filter to remove the DC component and low frequency noise. A first-order high-pass filter with a cutoff frequency of 60 Hz is applied to remove low-frequency noise. For simplicity, this is not included in the equations of this paper.
To conduct short-time speech analysis, the signal is partitioned into frames of 25 ms in length with a frame shift of 10 ms, without using pre-emphasis or a hamming window unless stated otherwise.
The first pass denoising
In the first pass, high-energy segments are detected by using an a posteriori SNR weighted energy difference measure [3] as follows:
(a) Calculate the a posteriori SNR weighted energy difference of two consecutive frames as
where m is the frame index, e(m) the energy of the m th frame of noisy speech x(n), and SN R post (m) is a posteriori SNR that is calculated as the logarithmic ratio of e(m) to the estimated energy of the m th frame of noise signal v(n):
In Eq.(2), the square root is taken to reduce the dynamic range, which differs from [3] where the square root is not applied. Energy is calculated as the sum of the squares of all samples in a frame. The noise energyẽ v (m) is estimated as follows. First, the noisy speech signal x(n) is partitioned into super-segments of 200 frames each (about 2s):
. . , P , where P is the number of super-segments in an utterance. For each super-segment x(p), the noise energy e v (p) is calculated as the energy of the frame ranked at 10% of lowest energy within the super-segment. Thereafter, the noise energyẽ v (p) is calculated as the smoothed version of e v (p) with a forgetting factor of 0.9 as follows:ẽ (b) Central-smooth the a posteriori SNR weighted energy difference,
where N = 18.
(c) Classify a frame as a high-energy frame ifd(m) is greater than a threshold θ he (m). For each supersegment p (containing 200 frames), θ he (p) is computed as follows:
where α = 0.25. θ he (m) takes the threshold value θ he (p) of the p th super-segment which the m th frame belongs to. Alternatively, the threshold can be calculated recursively using a forgetting factor.
(d) Consecutive high-energy frames are grouped together to form high-energy segments.
(e) Within a high-energy segment, if no more than two pitch frames are found, the segment is classified as noise, and the samples of the segment are set to zero.
Motivation of this pass is two-fold: first, to avoid overestimating noise due to the burst-like noise when applying a noise estimator in the second pass denoising and secondly, to detect and denoise high-energy non-speech parts, which are otherwise difficult for conventional denoising and VAD methods to deal with.
The second pass denoising
Any speech enhancement method is applicable for the second pass denoising. Three spectral subtraction based speech enhancement methods are considered in this work, and they rely on different noise estimation approaches: MMSE [51] , MSNE [48] , and a modified version of MSNE (MSNE-mod).
The unbiased noise power estimation in the conventional MSNE can be expressed as,
where m is the frame index, k the frequency bin index, B min (m, k) the bias compensation factor, P (m, k) the recursively smoothed periodogram, and l the length of the finite window for searching the minimum. In the proposed MSNE-mod, noise estimateλ v (m, k) is not updated during the detected high-energy noise segments (which are set to zero). Besides, if more than half of the energy is located within the first 7 frequency bins (< 217 Hz), the values of the 7 frequency bins are set to zero to further remove low-frequency noise in addition to the use of the first-order high-pass filter mentioned earlier.
Extended pitch segment detection
The VAD algorithm is based on the denoised speech and the pitch information generated from the previous steps. The fundamental assumption is that all speech segments should contain a number of speech frames with pitch. In this algorithm, pitch frames are first grouped into pitch segments, which are then extended from both ends by 60 frames (600ms), based on speech statistics, in order to include voiced sounds, unvoiced sounds and potentially non-speech parts. This strategy is taken for the following reasons: 1) pitch information is already extracted in the previous steps, 2) pitch is used as an anchor to trigger the VAD process and 3) many frames can be potentially discarded if an utterance contains a large portion of non-speech segments, which are also non-pitch segments.
Voice activity detection
The a posteriori SNR weighted energy difference is applied now to each extended pitch segment to make VAD decision as follows: (c) Classify a frame as speech ifd (m) is greater than the threshold (θ vad )
where L is the total number of frames with pitch in the extended pitch segment and the default value for β is set to 0.4.
(d) Apply post-processing. The assumptions here are speech frames should not be too far away from its closest pitch frame, and within a speech segment, there should be a certain number of speech frames without pitch. While it is possible to gain improvement by analysing noisy speech as well, we analyse only a few clean speech files that are not included in any experiments in this paper and then derive and apply the following rules. First, frames that are 33 frames away from the pitch segment to the left and 47 frames away to the right are classified as non-speech, regardless the VAD results above, which covers 95% of the cases based on the a few speech files. On the other hand, frames that are within 5 frames to the left and 12 frames to the right of the pitch segments are classified as speech, again regardless the VAD results, which leaves out 5% of the cases based on the a few speech files. The concept is sort of similar to that of hangover schemes used in some VAD methods. Furthermore, segments with energy below 0.05 times the overall energy is removed.
rVAD-fast based on spectral flatness
As the computational complexity of pitch detection is relatively high, we investigate alternative measures to pitch, for example, spectral flatness (SFT) [34, 35, 59 ]. Our primitive study shows that SFT is a good indicator to tell whether or not there is pitch in a speech frame. Replacing the pitch detector by a simple SFT based voiced/unvoiced speech detector, leads to a more computationally efficient algorithm called rVAD-fast. To extract the SFT feature, a hamming window is first applied to a speech frame before taking short-time Fourier transform (STFT). After STFT, the signal is represented in the spectral domain as
Thereafter, SFT is calculated as
where |X(m, k)| denotes the magnitude spectrum of k th frequency bin for the m th frame, and K is the total number of frequency bins. As SFT is used as a replacement for pitch in this work, SFT values are compared against a predefined threshold θ sf t to decide whether their corresponding frame is voiced or unvoiced.
Figures 3(a) and 3(b) illustrate spectrogram, pitch labels (1 for pitch and 0 for no pitch) and SFT values of a speech signal from TIMIT (clean) and those of a signal from the NIST 2016 SRE evaluation (noisy), respectively. The figures show that if we choose a θ sf t value of 0.5 (i.e. if SFT ≤ 0.5, a frame is said to contain pitch), the labels generated by SFT are close to those generated by the pitch detector.
We extensively studied the effect of different threshold values θ sf t on the performance of SFT as a replacement of the pitch detector, which will not be detailed in this paper. Briefly, we compared the output of the SFT detector of different values of θ sf t with the output of the pitch detector on large number of utterances from various databases including NIST 2016 SRE (evaluation set) [60] , TIMIT [61] , RSR2015 [62] , RedDots [38], ASVspoof2015 [63] and noisy versions (car, street, market, and white) of ASVspoof2015. It is observed that a threshold value of 0.5 gives the best match between SFT and pitch, and this value is used for experiments in this paper. 
Experiments on the Aurora-2 database
To evaluate the performance of the proposed rVAD method, experiments are conducted on a number of databases and for different tasks. In this section, we compare rVAD with ten existing VAD methods (both supervised and unsupervised) in terms of VAD performance on the test sets of the Aurora-2 database. Aurora-2 [30] has three test sets A, B and C, all of which contain both clean and noisy speech signals. The noisy signals in Set A are generated from clean data by using a filter with a G.712 characteristic and mixing four noise types including subway, babble, car and exhibition with SNR values ranging across 20 dB, 15 dB, 10 dB, 5 dB, 0 dB, and -5 dB. Set B is created similarly with the only difference being that the types of noise are restaurant, street, airport and train station. In Set C, clean speech is corrupted by subway and street noise, in addition to a Motorola integrated radio systems (MIRS) characteristic filter being applied instead of that of G.712.
The reference VAD labels for the Aurora-2 database are generated with the HTK recognizer [64] which is trained using the training set of Aurora-2. Whole word models are created for all digits. Each of the whole word digit models has 16 HMM states with three Gaussian mixtures per state. The silence model has three HMM states with six Gaussian mixtures per state. A one state short pause model is tied to the second state of the silence model. The speech feature consists of 12 MFCC coefficients, logarithmic energy as well as their corresponding ∆ and ∆∆ components. In [65] , it is confirmed that forced-alignment speech recognition is able to provide accurate and consistent VAD labels, matching closely transcriptions made by an expert labeler and being better than most of those made by non-expert labelers. The generated reference VAD labels are made publicly available 4 . Several metrics are used to characterize VAD performance. The frame error rate (FER) is defined as F ER = 100 * # f alse rejection f rames + f alse alarm f rames # total f rames (11)
False alarm rate P f a is the percentage of non-speech frames being misclassified as speech and miss rate P miss is the percentage of speech frames being misclassified as non-speech. Detection cost function (DCF) is defined as
where the weight γ is equal to 0.25, which penalizes missed speech frames more heavily. Through out this paper, the default configuration for rVAD is the one that includes two-pass denoising (with the second being MSNE) and the post-processing, which is also the default configuration in the released rVAD source code, and this configuration, shown in italic font in tables, is used for all experiments in this paper unless stated otherwise. We do not change the settings and parameters while testing rVAD on different datasets so as to evaluate its generalization ability, unless a test is specifically for assessing the effects of changing settings, e.g. the threshold β in Eq. (8) .
For experiments conducted in this paper, pitch extraction is realized using the pitch estimator in [66] , unless stated otherwise. It has been experimentally shown that using Praat pitch extraction [67] gives almost the same VAD results. Table 1 presents the VAD results averaged over the three test sets of Aurora-2, which accounts for 70070 speech files, for various methods. VQVAD [11] first applies a speech enhancement method and an energy VAD to a testing utterance in order to automatically label a small subset of MFCCs as speech or non-speech; afterwards, these MFCCs are used to train speech and non-speech codebooks using k-means and all the frames in the utterance are labeled using nearest-neighbor classification. Sohn et al. VAD [19] is an unsupervised VAD method based on a statistical likelihood ratio test, which uses Gaussian models to represent the distributions of speech and non-speech energies in individual frequency bands. The method also uses a hangover scheme. The VoiceBox toolkit 5 implemented version of Sohn et al. VAD is used in this study. Kaldi VAD is the the Kaldi toolkit's [68] energy based VAD for which we use the default parameters (-vad-energy-threshold=5.5, -vad-energy-mean-scale=0.5) as included in the SRE16 script. Note that Kaldi is a widely used open source software for speaker and speech recognition.
Comparison with referenced methods and evaluation of different configurations
Results for the G.729, G.723.1 and MFB VAD methods are cited from [17] , results for the LTSV and GMM-NLSM methods are from [27] , and results for the DSR-AFE and variable frame rate (VFR) methods are from [3] . The comparison in this table is conducted in terms of frame error rate (FER) since results of LTSV and GMM-NSLM are only available in terms of FER. Note that the identical experimental settings and labels are used across [3, 17, 27] and the present work, so the comparison is valid.
The results in Table 1 clearly show that rVAD with the default configuration gives significantly lower average FER than those of the compared VAD methods. It outperforms all referenced VAD methods, with big margins, under all SNR levels including the Clean condition. The closest one is the VFR VAD [3] , which is our previous work that also uses a posteriori SNR weighted energy distance as the feature for VAD decision. The GMM-NLSM [27] VAD provides good performance as well, but still with a 3% (absolute) higher FER as compared with rVAD, and furthermore it should be noted that GMM-NLSM is a supervised VAD where the GMMs are trained using multicondition training data of the Aurora 2 database. The next one in line is the VAD method in the DSR AFE frontend [25] , which is an unsupervised VAD and gives a more than 5% (absolute) higher FER than that of rVAD. DSR AFE performs well under low SNRs, for example at 0dB and -5dB, with FERs close to those of rVAD; from 5dB and above, however, its performance is far below that of rVAD. The remaining compared methods have even much higher FERs. For example, VQVAD [11] gives a 36% FER, as compared with a 11% FER achieved by rVAD. Table 2 compares the results of various configurations for rVAD. It is shown that when evaluating on the Aurora-2 database, the first-pass denoising of rVAD does not make difference, for which the reason is that burst-like high-energy noise prominently present in the RATS database has much less presence in Aurora-2 while the aim of the first pass denoising is to remove burst-like noise. The second pass denoising with MSNE or MMSE is able to boost the performance of rVAD and there is almost no performance difference between the two enhancement methods. MSNE-mod, however, does not perform as well as MSNE, for which the reason is that MSNE-mod is tailored to the special noise characteristics of the RATS database. The postprocessing step is also shown to be important for improving the performance of rVAD. Overall, the experimental results demonstrate the effectiveness of the rVAD method on the Aurora-2 database, which is a very different database from the RATS database that rVAD was originally devised for. This confirms the good generalization ability of rVAD.
Sensitivity of rVAD with changing threshold β on VAD performance
In rVAD, β in Eq. (8) is an important thresholding parameter that controls the aggressive level of rVAD; the larger the value of β, the higher the aggressive level. Table 3 presents VAD results, in terms of false rejections rate P miss , false alarms rate P f a and FER, of rVAD with various β values. Apart from varying β values, the default configuration of rVAD is used. For small β values, P miss is small while P f a is large and vice versa. As of FER, a threshold value of 0.4 gives the best performance while a change of ± 0.1 in β only marginally change the performance. The results confirm the stability of rVAD with respect to changing this threshold.
In Table 3 , we additionally compare rVAD with several other methods now also in terms of P miss and P f a while in Table 1 only FER performance is compared. This allows us to compare rVAD with other methods in terms of P f a , while fixing P miss or the other way around. Table 3 clearly shows that rVAD outperforms the referenced methods with big margins. Table 4 compares the performance of the rVAD-fast method with rVAD on the test datasets of Aurora-2 in terms of FER and processing time. It can be seen that rVAD-fast is approximately an order of magnitude faster than rVAD at the cost of moderate performance degradation. This presents an advantage when processing a large number of speech files or running on low-resource devices. For measuring the processing time, the algorithms were run on a desktop computer with Intel(R) Core(TM) i7-4790 CPU @ 3.60GHz and 16 GB RAM, and we measured the CPU time. 
Evaluation of rVAD-fast

Experiments on the RATS database
In this section, rVAD is evaluated against nine different VAD methods (both supervised and unsupervised) on the RATS database [37, 69] and it consists of audio recordings selected from several existing and new data sources. All recordings are re-transmitted through 8 different noisy communication channels, labelled by the letters A through H. The database is for evaluating methods such as voice activity detection, speaker identification, language identification and keyword spotting. Figure 4 illustrates results of rVAD for two speech recordings taken from the RATS database. It shows that rVAD is able to remove both stationary and burst-like noise and performs well in terms of VAD. 
Illustrative VAD and denoising results of rVAD
VAD results
Data used for this evaluation contains 8x25 = 200 speech files randomly selected from the RATS database and it amounts to approximately 44 hours of speech in total, which is a sufficient quantity for evaluating VAD methods. Table 5 compares rVAD of default configuration with other VAD methods. Table 5 shows that rVAD gives substantially lower FER compared with Sohn et al., Kaldi [68] , VQVAD [11] and SSGMM [12] VAD methods. SSGMM [12] is neighter included in the experiments for the Aurora-2 database nor for the RedDots database, as SSGMM does not work for short utterances (due to the data sparsity issue caused by short utterances when training GMMs), as also stated in [12] , and it produces empty label files for Aurora-2 or RedDots utterances. Kaldi VAD provides the lowest value of P miss , but with significantly higher P f a and FER values. P f a = 86% indicates that Kaldi VAD classifies most frames as speech. Apparently, simple energy-threshold based VAD methods do not work well under highly noisy environments. VQVAD, a widely used and well-performing VAD method in the speaker verification domain, provides as high as 36% FER. It is interesting to note that VQVAD and Sohn et al. achieve 36% and 26% FER, respectively, on both the Aurora-2 database and the RATS database, as shown in Tables 1 and 5 . Concerning the different configurations of rVAD, Table 6 shows the first-pass denoising improves the performance slightly. The modified MSNE, which is tailored towards the RATS database, boosts the VAD performance modestly while MSNE and MMSE does not. The best performance is given by first-pass denoising and modified MSNE based second-pass denoising. Overall, the improvement brought by denoising is modest, for which the reason could be that the voice activity detection is conducted on the basis of the extended pitch segments in which the non-speech segments that do not contain pitch have been excluded during the process of detecting pitch segments. We study the sensitivity of threshold β in Eq. (8) of rVAD for voice activity detection. Table 7 presents the results on the RTAS database when using different values of β; other than this, the default configuration of rVAD is used. It is observed that increasing the value of the VAD threshold β makes rVAD more aggressive, i.e. increased P miss and decreased P f a , and thus less frames are classified as speech. The β value should be chosen according to the application in hand. Furthermore, the results show that rVAD performs well in a wide range of values of threshold β, demonstrating its advantage of stability. 
VAD results for NIST 2015 OpenSAD challenge
In [15] , the rVAD method is compared with several methods on the NIST 2015 OpenSAD challenge [70] that is also based on the RATS database. Table 8 cites results for several methods from [15] , our joint work with several other teams. The GMM-MFCC and GMM-PNCC methods are similar to [11] , but using GMMs trained with maximum-likelihood instead of codebooks, which leads to some improvement. PNCCs [71] are known to be robust against noise. The i-vector based VAD is a supervised VAD [21] . rVAD shows a performance substantially better than those of Sohn et al., GMM-MFCC and GMM-PNCC, and a performance very close to that of the supervised i-vector method trained on the NIST 2015 OpenSAD challenge. 
Speaker verification results on the RATS database
In [72] , the rVAD method was applied as a preprocessing step of text-independent speaker verification (TI-SV) systems built for the RATS database under the DARPA RATS project. The TI-SV systems use 60-dimension MFCCs as features and 600-dimension i-vector [73] together with probability linear discriminate analysis (PLDA) based scoring as the speaker verification back-end. Praat pitch extration [67] was used for the rVAD method in this experiment. rVAD was first compared with a neural network based supervised VAD method developed by Brno University of Technology (BUT-VAD) [74] . The neural network deployed in BUT-VAD has 9 outputs for speech and 9 outputs non-speech, each of which corresponds to one of the 9 channels (one source and 8 retransmitted). The outputs are smoothed and merged into speech and non-speech segments using a hidden Markov model (HMM) with Viterbi decoding. The neural network was trained on RATS data defined for the VAD task. Another supervised VAD method is GMM-PLP-RASTA where perceptual linear predictive (PLP) coefficients with RASTA-based [75] cepstral mean normalization being applied are used as the feature and two 2048-component GMMs (one for speech and another for non-speech), trained on RATS, are used as the models for VAD.
Evaluation was conducted on a development set of 30s-30s enrolment and test condition and the evaluation criterion for speaker verification is equal error rate (EER) [72] . The unsupervised rVAD (MSNE-mod) method, the supervised BUT-VAD and GMM-PLP-RASTA methods [74] yield EERs of 5.6%, 5.4%, 6.7%, respectively. rVAD (MSNE-mod) performs marginally worse than the supervised BUT-VAD trained on the RATS database, but better than the supervised GMM-PLP-RASTA also trained on the RATS database. For more details about the systems see [72] .
Experiments on the RedDots database for TD-SV
In this section, we compare rVAD and rVAD-fast with other VAD methods in the context of textdependent speaker verification (TD-SV) on the male part-01 task of the RedDots 2016 challenge database [38] , which consists of short utterances and is one of most used databases for speaker verification. The database was collected in many countries and mostly in office environments, hence introducing great diversity in terms of speakers and channels. There are 320 target models for training and each target has 3 speech signals/sessions for building their particular model. For the assessment of TD-SV, there are three types of non-target trials: target-wrong (TW) (29, 178) , impostor-correct (IC) (120, 086) and impostor-wrong (IW) (1, 080, 774) .
The modelling method for SV adopts Gaussian mixture model-universal background model (GMM-UBM) since GMM based methods are known to outperform the i-vector technique for SV with short utterances. MFCCs of 57 dimensions (including static, ∆ and ∆∆) with RASTA filtering [75] are extracted from speech signals with a 25 ms hamming window and a 10 ms frame shift. After VAD, detected speech frames are normalized to have zero mean and unit variance at utterance level. A gender independent GMM-UBM, consisting of 512 mixtures and having diagonal covariance matrices, is trained using non-target data from TIMIT over 630 speakers (6300 utterances). Target models are derived from the GMM-UBM with 3 iterations of MAP adaptation (with relevance factor 10.0 and only applied to Gaussian mean vectors) using the training data of the particular target model. During the test, feature vectors of a test utterance is scored against the target model and GMM-UBM to calculate log likelihood ratio. Table 9 presents the TD-SV performance for different methods which are generally proposed for the SV. The experiment results in Table 9 show that that all VAD methods (except for Kaldi VAD) are able to outperform the system without VAD either in terms of EER or minDCF. This observation is in line with the well known fact that VAD is useful in speaker verification. rVAD overall performs better than Sohn et al., Kaldi Energy VAD and is comparable to or marginally better than VQVAD (almost identical in EER and slightly better in minDCF). rVAD-fast shows a similar performance to rVAD in terms of SV, although its VAD performance (as observed in Table 4 ) is worse than that of rVAD. Considering the huge VAD performance gap (by a factor of more than three in EER) between rVAD and VQVAD as shown in Tables  1 and 5 , we conclude that superior performance in VAD does not necessarily translate into an improvement in SV performance. This could be explained by the fact that SV is a task of making one single decision based on the entire sequence/utterance, which differs from the VAD task where each short segment matters. VQVAD is specially optimized for SV.
7.1. Sensitivity of rVAD threshold β on speaker verification performance Table 10 shows the effect of varying threshold value β in Eq. (8) of rVAD on TD-SV performance. MSNE is used for the second pass denoising and both passes are applied. The results show that the performance of rVAD does not change rapidly with changing the value of β, demonstrating the stability of rVAD. The results, which are obtained but not included in Table 10 , also show that rVAD with MSNE-mod performs slightly better than rVAD with MSNE. We further evaluate the performance of VAD methods for TD-SV under mismatched conditions, where noisy test utterances are scored against the speaker models trained under clean condition (office environment). In order to cover different real-world scenarios, various types of noise are artificially added to the test data with various SNR values. The scaling factor is calculated using the ITU speech voltmeter [76] . TD-SV results of different VAD methods are presented in Table 11 . It is observed that TD-SV performances are significantly degraded under noisy conditions as also expected. rVAD achieves mostly lower EER values than those of Kaldi and Sohn et al. and No-VAD (i.e., without using VAD) over different noise types and SNR values, but performs slightly worse than VQVAD that is specially designed for SV. Sohn et al. VAD provides decent improvement as well. Kaldi Energy VAD degrades the performance compared with No-VAD, as in the case of clean condition.
rVAD-fast gives comparable performance to that of rVAD under noise type of babble, market and car, but it does not work under white noise as the spectral flatness measure is severely affected by white noise. A close analysis shows that for white noise from 0dB through 10dB, spectral flatness values are mostly close to 1.0, as illustrated in Fig.5 , due to the similar amount of power in all spectral bands. Therefore, the threshold value of θ sf t = 0.5 does not output any speech frames with pitch (and thus no speech frames) for most of noisy test trails in SV and in this experiment, we consider these trails without speech frames as an SV error or misclassification. Numbers of these trails (without any speech frame being detected) are shown in parenthesis in Table 11 . When calculating EER, genuine/true trials without speech frames are directly rejected (false rejection) by assigning the lowest score value available in the non-target trials to these genuine trials and vice-versa, namely non-target trails without speech frames are directly accepted (false alarm) by assigning the highest score value available in the genuine trials to these non-target trials. 7.3. Sensitivity of rVAD threshold β on speaker verification performance under noisy conditions Table 12 shows the effect of varying threshold β in Eq. (8) of rVAD on the performance of TD-SV under noisy test conditions. It is observed that rVAD is stable towards varying the threshold value. 
Conclusion
In this paper, we presented an unsupervised segment-based robust voice activity detection (rVAD) method for voice activity detection (VAD). It consists of two-pass denoising, extended pitch segment detection, and voice activity detection. The first pass denoising uses pitch as a speech indicator to remove high-energy noise segments detected by using a posteriori signal-to-noise ratio (SNR) weighted energy difference, while the second pass denoising attempts to remove more stationary noise using speech enhancement methods. Then, extended pitch segments are found. In the end, a posteriori SNR weighted energy difference is applied to extended pitch segments of the denoised speech signal for VAD. We evaluated the performance of the proposed rVAD method for VAD and speaker verification (SV) tasks on several diverse databases containing a large variety of noise conditions and compared rVAD against 16 VAD methods including both supervised and unsupervised methods. Experiment results show that the proposed method is compared favourably with a number of existing methods. It is worth to emphasize that rVAD obtained the promising performances across databases and tasks by using the same parameters, indicating the good generalization ability of rVAD. It can be concluded that pitch is a good indicator or anchor for locating speech segments and a posteriori signal-to-noise ratio (SNR) weighted energy difference is an effective measure for segmenting speech in noisy environment. Furthermore, a VAD targeted towards SV is able to perform well even though its VAD performance does not.
In addition, we presented a modified version of the rVAD method, called rVAD-fast, where computationally time-consuming pitch extraction is replaced by computationally efficient spectral flatness calculation. The modified version significantly reduces the computational complexity at the cost of moderate inferior VAD performance, which is an advantage when processing a large amount of data and running on resourcelimited devices. rVAD-fast, however, breaks down under white noise and therefore it should be used with caution. It has shown to work well under babble, market and car noise and under clean condition. One further finding is that spectral flatness is a good indicator for whether or not there is pitch in a segment as long as the signal is not severely corrupted by white noise.
Overall, it can be concluded that rVAD performs well in both clean and noisy conditions and for both VAD itself and SV. The generalization ability across databases, noisy conditions and tasks was proofed as well.
Future work includes investigating the optimal configurations of rVAD for different applications. The performance of rVAD on automatic speech recognition is worth to study as well.
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