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Abstract
In this paper, we introduce the generalized Pascal functional matrix and show that the existing variations
of Pascal matrices are special cases of this generalization. We study some algebraic properties of such
generalized Pascal functional matrices. In addition, we demonstrate a direct application of these properties
by deriving several novel combinatorial identities and a nontraditional approach for LU decompositions of
some well-known matrices (such as symmetric Pascal matrices).
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1. Introduction
Over the past few decades, there has been an interest in Pascal matrices in mathematical
literature (see [2,3,4,9,10]). The (n + 1) × (n + 1) Pascal matrix, denoted by Pn[x], was defined
in [4] as
(Pn[x])i,j =
⎧⎨
⎩
(
i
j
)
x(i−j) if i  j,
0, otherwise,
i, j = 0, 1, . . . , n. (1)
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In [4], Call and Velleman discussed the inverse of Pn[x] and a few basic properties of the
matrix. Some variations on this matrix and their factorizations were discussed by Brawer and
Pirovino in [2], most notably the symmetric Pascal matrix, Qn, defined as
(Qn)i,j =
(
i + j
j
)
, i, j = 0, 1, . . . , n. (2)
They showed that Qn can be decomposed as the product of a lower triangular Pascal matrix,
Pn[1], and an upper triangular Pascal matrix, Pn[1]T.
Zhang and Liu further elaborated on the results of [2] in [9] by introducing extended generalized
rectangular Pascal matrix n[x, y] defined as
(n[x, y])i,j = xi−j yi+j
(
i + j
j
)
, i, j = 0, 1, . . . , n (3)
and extended generalized lower triangular Pascal matrix n[x, y] defined as
(n[x, y])i,j =
⎧⎨
⎩x
i−j yi+j
(
i
j
)
if i  j,
0, otherwise,
i, j = 0, 1, . . . , n. (4)
They demonstrated that n[x, y] has the LU decomposition n[x, y] = n[x, y]P Tn [y/x].
Another variation of Pascal functional matrix was introduced by Bayat and Teimoori in [3]
and it is defined as
(Hn,λ[x])i,j =
⎧⎨
⎩x
(i−j)|λ
(
i
j
)
if i  j,
0, otherwise,
i, j = 0, 1, . . . , n, (5)
where xn|λ is the generalized upper factorial and is defined as following:
xn|λ =
{
x(x + λ)(x + 2λ) · · · (x + (n − 1)λ), if n  1,
1, if n = 0. (6)
Their study of the algebraic properties of such a matrix yielded several interesting combinatorial
identities.
In [10], Zhao and Wang extended the Pascal functional matrix defined by Eq. (5) to more
general Pascal functional matrix, denoted by Gn[x], and defined by
(Gn[x])i,j =
⎧⎨
⎩gi−j (x)
(
i
j
)
if i  j,
0, otherwise,
i, j = 0, 1, . . . , n. (7)
where {gn(x)} is a sequence of binomial-type polynomials, i.e., for all of {gn(x)}, gn(x + y) =∑n
k=0
(
n
k
)
gk(x)gn−k(y) for any x and y. The authors proved some algebraic properties of such a
matrix and derived combinatorial identities from the properties.
In Section 2, we introduce a more general Pascal functional matrix and show that all the existing
Pascal matrices are special cases of one generalized Pascal functional matrix. Also, we study
algebraic properties of this generalized Pascal functional matrix. To show interesting applications
of the new Pascal functional matrix and its algebraic properties, in Section 3, we develop new
combinatorial identities and introduce a novel LU decomposition technique in Section 4. Finally,
We conclude in Section 5 by discussing future work to be done in this area.
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2. A more generalized Pascal functional matrix and its algebraic properties
The new generalized Pascal functional matrix is defined as follows. To avoid any unnecessary
confusion, we use f (k) to stand for the kth order derivative of f and use f k to represent the kth
power of f in the entire paper. In addition, f (0) = f and f 0 = 1.
Definition 2.1. Let f (t; x) be a function of t with a parameter x such that the nth-order derivatives
with respect to t exist. The generalized Pascal functional matrix, denoted by Pn[f (t; x)], is an
(n + 1) × (n + 1) matrix which is defined as
(Pn[f (t; x)])ij =
⎧⎨
⎩
(
i
j
)
f (i−j)(t; x) if i  j,
0, otherwise,
i, j = 0, 1, 2, . . . , n. (8)
It can be shown that all well-known variations of Pascal matrices in [3,4,10] are special cases of
this new generalization of Pascal functional matrix. Consider the following:
(1) Let f (t; x) = ext in Eq. (8). When t = 0,
Pn[f (t; x)]|t=0 = Pn[ext ]|t=0 = Pn[x], (9)
which is the Pascal matrix Pn[x] introduced by Call and Velleman in [4].
(2) Consider the truncated exponential generating function for the binomial-type polynomial
sequence of {gn(x)}
f (t; x) =
n∑
k=0
gk(x)
tk
k! . (10)
It is easy to see that
Pn[f (t; x)]|t=0 = Pn
[
n∑
k=0
gk(x)
tk
k!
]∣∣∣∣∣
t=0
= Gn[x], (11)
which is the Pascal functional matrix introduced by Zhao and Wang in [10].
(3) Since {[x]k|λ} is a special binomial-type polynomial sequence (see the proof in [3]), then
choosing gk(x) = [x]k|λ in Eq. (11) leads
Pn[f (x, t)]|t=0 = Pn
[
n∑
k=0
[x]k|λ t
k
k!
]∣∣∣∣∣
t=0
= Hn,λ[x], (12)
which is the Pascal functional matrix introduced by Bayat and Teimoori in [3].
Next, we explore some of the algebraic properties for the new generalized Pascal functional
matrix. Using Definition 2.1 and the Leibniz rule of differentiation, we can obtain the following
theorem.
Theorem 2.1. Let Pn[f (t; x)] and Pn[g(t; x)] be any two (n + 1) × (n + 1) Pascal functional
matrices defined in Eq. (8). Then
Pn[f (t; x)]Pn[g(t; x)] = Pn[f (t; x)g(t; x)] = Pn[g(t; x)]Pn[f (t; x)].
Proof. It is obvious that (Pn[f (t; x)]Pn[g(t; x)])i,j = 0 for i < j because Pn[f (t; x)] and
Pn[g(t; x)] are lower triangular matrices. For i  j , we have, by the multiplication rule for
matrices, the entry in the ith row and j th column is
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(Pn[f (t; x)]Pn[g(t; x)])i,j =
n∑
k=0
(
i
k
)(
k
j
)
f (i−k)(t; x)g(k−j)(t; x)
=
i∑
k=j
(
i
k
)(
k
j
)
f (i−k)(t; x)g(k−j)(t; x)
=
(
i
j
) i∑
k=j
(i − j)!
(i − k)!(k − j)!f
(i−k)(t; x)g(k−j)(t; x).
Letting m = k − j and using Leibniz rule for differentiation yields
(Pn[f (t; x)]Pn[g(t; x)])i,j =
(
i
j
) i−j∑
m=0
(
i − j
m
)
f (i−j−m)(t; x)g(m)(t; x)
=
(
i
j
)
(f (t; x)g(t; x))(i−j)
= (Pn[f (t; x)g(t; x)])i,j .
This completes the proof. 
If (f (t; x)−1)(k) =
(
1
f (t;x)
)(k)
exists for k = 0, 1, . . . , n, then setting g(t; x) = f (t; x)−1 in
Theorem 2.1 leads the following corollary.
Corollary 2.1. Let Pn[f (t; x)] be any (n+1)×(n+1) Pascal functional matrix. If
(f (t; x)−1)(k) =
(
1
f (t;x)
)(k)
exists for k = 0, 1, . . . , n, then
P−1n [f (t; x)] = Pn[f (t; x)−1] = Pn
[
1
f (t; x)
]
.
Proof. Let g(t; x) = f (t; x)−1 in Theorem 2.1. Then, we obtain
Pn[f (t; x)]Pn[f (t; x)−1] = Pn[f (t; x)f (t; x)−1] = Pn[1] = I(n+1),
where I(n+1) is the corresponding (n+1)×(n+1) identity matrix. This implies that
Pn[f (t; x)−1] = P−1n [f (t; x)]. 
Consider Pascal functional matrix Gn[x] defined by Zhao and Wang in [10] (see Eq. (7)) and
let f (t; x) = ∑nk=0 gk(x) tkk! and h(t; y) = ∑nk=0 gk(y) tkk! in Theorem 2.1. Noting
f (t; x)h(t; y) =
(
n∑
k=0
gk(x)
tk
k!
)(
n∑
l=0
gl(y)
t l
l!
)
=
n∑
j=0
⎛
⎝ j∑
m=0
gj−m(x)
(j − m)!
gm(y)
m!
⎞
⎠ tj + tn+1(t; x, y)
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=
n∑
j=0
⎛
⎝ j∑
m=0
j !
m!(j − m)!gj−m(x)gm(y)
⎞
⎠ tj
j ! + t
n+1(t; x, y)
=
n∑
j=0
⎛
⎝ j∑
m=0
(
j
m
)
gj−m(x)gm(y)
⎞
⎠ tj
j ! + t
n+1(t; x, y),
where (t; x, y) is a (n − 1)th degree polynomial of t , yields
Gn[x]Gn[y] = Pn[f (t; x)]|t=0Pn[h(t; y)]|t=0 = Pn[f (t; x)h(t; y)]|t=0
= Pn
⎡
⎣ n∑
j=0
⎛
⎝ j∑
m=0
(
j
m
)
gj−m(x)gm(y)
⎞
⎠ tj
j ! + t
n+1(t; x, y)
⎤
⎦
∣∣∣∣∣∣
t=0
= Pn
⎡
⎣ n∑
j=0
⎛
⎝ j∑
m=0
(
j
m
)
gj−m(x)gm(y)
⎞
⎠ tj
j !
⎤
⎦
∣∣∣∣∣∣
t=0
+Pn[tn+1(t; x, y)]|t=0.
Noting gn(x) is the binomial-type polynomial sequence and Pn[tn+1(t; x, y)]‖t=0 vanishes
leads
Gn[x]Gn[y] = Pn
⎡
⎣ n∑
j=0
gj (x + y) t
j
j !
⎤
⎦
∣∣∣∣∣∣
t=0
= Pn[f (t; x + y)]|t=0 = Gn[x + y].
In light of this result, we redevelop Theorem 2.1 from [10] and summarize it as following.
Corollary 2.2. For any real numbers x and y, we have
Gn[x]Gn[y] = Gn[x + y].
By noting that Gn[0] is an identity matrix, In+1, and letting y = −x in Corollary 2.2, we obtain
another corollary.
Corollary 2.3. The inverse matrix of Gn[x] is Gn[−x], i.e., G−1n [x] = Gn[−x].
The immediate consequences of Corollary 2.3 are illustrated by the following examples. Note
that they are consistent with the results in [4] and [3], respectively.
Example 2.1. Let {gn(x)} = {xn} in Corollary 2.3. This yieldsP−1n [x] = Pn[−x]. For
instance, when n = 3 we have
P3[x]=
⎡
⎢⎢⎣
1 0 0 0
x 1 0 0
x2 2x 1 0
x3 3x2 3x 1
⎤
⎥⎥⎦ and P−13 [x]=P3[−x]=
⎡
⎢⎢⎣
1 0 0 0
−x 1 0 0
x2 −2x 1 0
−x3 3x2 −3x 1
⎤
⎥⎥⎦ .
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Example 2.2. Let {gn(x)} = {[x]n|λ} in Corollary 2.3. This yields H−1n,λ[x] = Hn,λ[−x]. For
instance, when n = 3 we have
H3,λ[x] =
⎡
⎢⎢⎣
1 0 0 0
x 1 0 0
x(x + λ) 2x 1 0
x(x + λ)(x + 2λ) 3x(x + λ) 3x 1
⎤
⎥⎥⎦ and
H−13,λ [x] = H3,λ[−x] =
⎡
⎢⎢⎣
1 0 0 0
−x 1 0 0
x(x − λ) −2x 1 0
−x(x − λ)(x − 2λ) 3x(x − λ) −3x 1
⎤
⎥⎥⎦ .
3. Some combinatorial identities
3.1. A novel formula for (f (t)−1)(k)
We next obtain some novel combinatorial identities by employing the algebraic properties of
the Pascal functional matrix just developed.
Theorem 3.1. If f (t) has nth order derivatives and (f (t; x)−1)(k) =
(
1
f (t;x)
)(k)
exists for
k = 0, 1, . . . , n, then(
1
f (t)
)(k)
= (−1)
n
f n+1(t)
n−1∑
l=0
(−1)l
(
n + 1
l
)
(f n−l (t))(k)f l(t), (13)
where k = 1, 2, . . . , n.
Proof. Since Pn[f (t)] − f (t)In+1 is a lower triangular matrix with zeros along the diago-
nal, (Pn[f (t)] − f (t)In+1)n+1 = 0.Expanding (Pn[f (t)] − f (t)In+1)n+1 = 0 by binomial for-
mula yields
n+1∑
l=0
(−1)l
(
n + 1
l
)
f l(t)Pn+1−ln [f (t)] = 0. (14)
Moving the last term of Eq. (14) to its right side of the equation and then dividing (−1)nf n+1(t)
on both sides leads(
Pnn[f (t)] −
(
n + 1
1
)
f (t)Pn−1n [f (t)] + · · · + (−1)n
(
n + 1
n
)
f n(t)In+1
)
Pn[f (t)]
(−1)nf n+1(t) = In+1.
This suggests that
P−1n [f (t)] =
(
Pnn[f (t)] −
(
n + 1
1
)
f (t)Pn−1n [f (t)] + · · · + (−1)n
(
n + 1
n
)
f n(t)In+1
)
(−1)nf n+1(t) .
(15)
By Corollary 2.1, we have
Pn[f (t)−1] =
Pnn[f (t)] −
(
n + 1
1
)
f (t)Pn−1n [f (t)] + · · · + (−1)n
(
n + 1
n
)
f n(t)In+1
(−1)nf n+1(t) .
(16)
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Using Theorem 2.1 and comparing the entry in the ith row and j th column (i > j) on both sides
of Eq. (16) yields
(f (t)−1)(i−j)= (−1)
n
f n+1(t)
(
(f n(t))(i−j) −
(
n + 1
1
)
f (t)(f n−1(t))(i−j)
+ · · · + (−1)n−1
(
n + 1
n − 1
)
f n−1(t)f (i−j)(t)
)
. (17)
Finally, letting k = i − j , k = 1, 2, . . . , n, in Eq. (17) yields Eq. (13). 
Theorem 3.1 provides a formula that allows us to represent ( 1
f (t)
)(k) in terms of (f i(t))(k),
i = 1, 2, . . . , n. Furthermore, by carefully choosing f (t) in Theorem 3.1 we are not only able to
develop many novel combinatorial identities but also redevelop some well-known identities. For
the sake of brevity, we demonstrate only four of them in this section.
Corollary 3.1
α〈k〉 =
n−1∑
l=0
(−1)l−n
(
n + 1
l
)
((l − n)α)〈k〉, (18)
where x〈k〉 = x(x + 1) · · · (x + k − 1) is rising factorial and 1  k  n.
Proof. Substituting f (t) = tα in Theorem 3.1 yields(
1
tα
)(k)
= (t−α)(k) = (−1)nt−(n+1)α
n−1∑
l=0
(−1)l
(
n + 1
l
)
(t(n−l)α)(k)t lα. (19)
Setting t = 1 in Eq. (19) leads that the left hand of Eq. (19) is
(−α)(−α − 1)(−α − 2) · · · (−α − k + 1) = (−1)kα〈k〉 (20)
and the right hand of Eq. (19) is
n−1∑
l=0
(−1)l−n
(
n + 1
l
)
{α(n − l)}{α(n − l) − 1}{α(n − l) − 2} · · · {α(n − l) − k + 1}
=
n−1∑
l=0
(−1)l−n+k
(
n + 1
l
)
((l − n)α)〈k〉. (21)
Equating Eqs. (20)–(21) and dividing (−1)k yields the corollary. 
If we substitute f (t) = et and set t = 0 in Theorem 3.1, we can yield the following combina-
torial identity:
Corollary 3.2
n−1∑
l=0
(−1)n−l
(
n + 1
l
)
(n − l)k = (−1)k, k = 1, 2, . . . , n. (22)
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Let us consider the Hermite polynomials H(ν)n (x) of variance ν and the Euler polynomials
E
(ω)
n (x) of order ω as defined in [6]. It is well-known that the exponential generating functions
for H(ν)n (x) and E(ω)n (x) are
∞∑
k=0
H
(ν)
k (x)
k! t
k = ext−νt2/2 (23)
and
∞∑
k=0
E
(ω)
k (x)
k! t
k =
(
2
et + 1
)ω
ext , (24)
respectively. Using Theorem 3.1 and Eqs. (23)–(24) we obtain the following two new identities.
Corollary 3.3
H
(−ν)
k (−x) =
n∑
m=1
(−1)m
(
n + 1
m + 1
)
H
(mν)
k (mx), k = 1, 2, . . . , n. (25)
Proof. Substituting f (t) = ext−νt2/2 in Theorem 3.1 yields(
1
ext−νt2/2
)(k)
= (−1)
n
(ext−νt2/2)n+1
n−1∑
l=0
(−1)l
(
n + 1
l
)
(e[n−l]xt−[n−l]νt2/2)(k)elxt−lνt2/2.
Setting t = 0 in the above equation leads
H
(−ν)
k (−x) =
n−1∑
l=0
(−1)n+l
(
n + 1
l
)
H
([n−l]ν)
k ([n − l]x).
Changing the dummy index variable l to m = n − l yields the corollary. 
Corollary 3.4
E
(−ω)
k (−x) =
n∑
m=1
(−1)m
(
n + 1
m + 1
)
E
(mω)
k (mx), k = 1, 2, . . . , n. (26)
Since the proof of Corollary 3.4 is similar to the proof of Corollary 3.3, we omit it.
3.2. General even–odd-subject identity
We next consider the well-known combinatorial identity
n∑
l=1
(−1)l
(
n
l
)
lk = 0, k = 1, 2, . . . , n − 1. (27)
Specifically, for k = 0, we get the even–odd-subject identity,∑nl=0(−1)l
(
n
l
)
= 0. We shall now
extend the Even–Odd-Subject identities to more general form.
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Theorem 3.2. If f (t) has nth order derivatives, then
n∑
l=1
(−1)l
(
n
l
)
(f l(t))(k)f n−l (t) = 0, k = 1, 2, . . . , n − 1. (28)
Proof. Comparing the elements on the ith row and j th column, where (i > j), on both sides of
Eq. (14) yields
n∑
l=0
(−1)l
(
n + 1
l
)
f l(t)(f n+1−l (t))(k) = 0, (29)
where k = i − j and k = 1, 2, . . . , n. Letting m = n + 1 − l yields
n+1∑
m=1
(−1)m
(
n + 1
m
)
f n+1−m(t)(f m(t))(k) = 0. (30)
Reindexing on n in Eq. (30) yields Eq. (28). 
Theorem 3.2 is a very rich identity. Using Theorem 3.2, we can derive several interesting
combinatorial identities with the appropriately chosen function f (t). For example, if f (t) = et
and t = 0, we obtain Eq. (27). We demonstrate three more such identities below.
For f (t) = tα in Theorem 3.2, we have the following identity.
Corollary 3.5. For a positive integer k, k < n,
∑n
l=1(−1)l
(
n
l
)
〈αl〉k = 0,where 〈x〉k = x(x − 1)
· · · (x − k + 1) is falling factorial.
If f (t) = ext−νt2/2, Theorem 3.2 leads to a new identity for Hermite polynomials of
variance ν.
Corollary 3.6. For a positive integer k, k < n,
∑n
l=1(−1)l
(
n
l
)
H
(lν)
k (lx) = 0, where H(ν)k (x)
the Hermite polynomials of variance ν.
Proof. Substituting f (t) = ext−νt2/2 in Theorem 3.2 yields
n∑
l=1
(−1)l
(
n
l
)
(elxt−lνt2/2)(k)e[n−l]xt−[n−l]νt2/2 = 0.
Setting t = 0 in the above equation leads ∑nl=1(−1)l(nl )H(lν)k (lx) = 0. This comletes the proof
of the corollary. 
Along the lines of the proof of Corollary 3.6, by letting f (t) = ( 2
et+1 )
ωext in Theorem 3.2,
we obtain the following novel identity for Euler polynomials with ω order:
Corollary 3.7. For a positive integer k, k < n,
∑n
l=1(−1)l
(
n
l
)
E
(lω)
k (lx) = 0, where E(ω)k is the
Euler polynomials of order ω.
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3.3. Extended version of general Tepper’s identity
In addition to developing new identities, we can use our work done with the generalized Pascal
functional matrix to derive a more general Tepper’s identity. To this end, we need to introduce a
series of lemmas.
Let ei , (0  i  n), be the unit vector in R(n+1)×1 and let
ef (t; y) = [f (t; y), f ′(t; y), . . . , f (n)(t; y)]T.
Then we can obtain the following lemmas.
Lemma 3.1. For any nonnegative integers k and i, (0  i  n), we have
eTi P
k
n[f (t; x)]eg(t; y) = [f k(t; x)g(t; y)](i). (31)
Proof. Since Theorem 2.1,
Pkn[f (t; x)]eg(t; y) = Pn[f k(t; x)]eg(t; y)
= [(f k(t; x)g(t; x)), (f k(t; x)g(t; y))′, . . . , (f k(t; x)g(t; y))(n)]T.
(32)
Then eTi P
k
n[f (t; x)]eg(t; y) = [f k(t; x)g(t; y)](i). 
Lemma 3.2. For any positive integer l and any function f (t) with lth order derivative, we have
[Pl[f (t)] − f (t)Il+1]l = Ml, (33)
where Ml is the (l + 1) × (l + 1) square matrix, in which all entries are zeros except (Ml)l,0 =
l!(f ′(t))l .
Proof. Since [Pl[f (t)] − f (t)Il+1] is a lower triangular matrix with zeros along the diagonal,
[Pl[f (t)] − f (t)Il+1]l will be an (l + 1) × (l + 1) lower triangular matrix, in which all ele-
ments are zeros except (Ml)l,0. To evaluate the entry (Ml)l,0, we rewrite the matrix [Pl[f (t)] −
f (t)Il+1] as a sum of Q[f (t)] and R[f (t)], where
Q[f (t)] =
⎡
⎢⎢⎢⎢⎢⎣
0 0 0 . . . 0 0
f ′(t) 0 0 · · · 0 0
0 2f ′(t) 0 · · · 0 0
...
...
.
.
.
.
.
.
...
...
0 0 0 · · · lf ′(t) 0
⎤
⎥⎥⎥⎥⎥⎦
(l+1)×(l+1)
and R[f (t)] = [Pl[f (t)] − f (t)Il+1] − Q[f (t)]. It is easy to show that R[f (t)]Q[f (t)] =
Q[f (t)]R[f (t)]. Therefore,
[Pl[f (t)] − f (t)Il+1]l =
l∑
k=0
(
l
k
)
Qk[f (t)]Rl−k[f (t)].
Noting Qk[f (t)]Rl−k[f (t)] vanishes for k = 0, 1, . . . , l − 1, we have [Pl[f (t)] − f (t)Il+1]l =
Ql[f (t)] = Ml. In order to see the structure of Ml , we rewrite Q[f (t)] as f ′(t)S, where
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S =
⎡
⎢⎢⎢⎢⎢⎣
0 0 0 . . . 0 0
1 0 0 · · · 0 0
0 2 0 · · · 0 0
...
...
.
.
.
.
.
.
...
...
0 0 0 · · · l 0
⎤
⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
0
0
)
z 0 0 . . . 0 0
(
1
0
)
(z)′
(
1
1
)
z 0 · · · 0 0
(
2
0
)
(z)
′′
(
2
1
)
(z)′
(
2
2
)
z · · · 0 0
...
...
.
.
.
.
.
.
...
...(
l
0
)
(z)(l)
(
l
1
)
(z)(l−1)
(
l
2
)
(z)(l−2) · · ·
(
l
l − 1
)
(z)′
(
l
l
)
z
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
z=0
= Pl[z]|z=0.
Thus, by Theorem 2.1, we have
Ql[f (t)] = Ml = (f ′(t))lSl = (f ′(t))l[Pl[z]|z=0]l = (f ′(t))lPl[zl]|z=0.
Therefore,
Ml = (f ′(t))l
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
0
0
)
zl 0 0 . . . 0 0
(
1
0
)
(zl)′
(
1
1
)
zl 0 · · · 0 0
(
2
0
)
(zl)
′′
(
2
1
)
(zl)′
(
2
2
)
zl · · · 0 0
...
...
.
.
.
.
.
.
...
...(
l
0
)
(zl)(l)
(
l
1
)
(zl)(l−1)
(
l
2
)
(zl)(l−2) · · ·
(
l
l − 1
)
(zl)′
(
l
l
)
zl
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
z=0
= (f ′(t))l
⎡
⎢⎢⎢⎢⎢⎣
0 0 0 . . . 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
.
.
.
.
.
.
...
...
l! 0 0 · · · 0 0
⎤
⎥⎥⎥⎥⎥⎦
and consequently (Ml)l,0 = l!(f ′(t))l . This completes the proof. 
We can thus derive the extended version of general Tepper’s identities found in [3,10].
Theorem 3.3. For any positive integers l and k, (k  l) and any functions f (t) and g(t) with lth
order derivatives, we have
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l∑
m=0
(
l
m
)
(−1)l−m[f m(t)g(t)](k)f l−m(t) = l!(f ′(t))lg(t)δl,k, (34)
where δl,k is Kronecker delta function.
Proof. By Lemma 3.2, we have
eTk (Pl[f (t)] − f (t)Il+1)leg[t] = eTk Mleg[t] = l!(f ′(t))lg(t)δl,k. (35)
On the other hand, by Lemma 3.1, we obtain
eTk (Pl[f (t)] − f (t)Il+1)leg[t]
= eTk
(
l∑
m=0
(−1)l−m
(
l
m
)
Pl[f m(t)]f l−m(t)
)
eg[t]
=
l∑
m=0
(
l
m
)
(−1)l−m[f m(t)g(t)](k)f l−m(t). (36)
Equating Eq. (35) and Eq. (36) yields the theorem. 
An immediate consequence of Theorem 3.3 is the well-known Tepper’s identity from [7].
Corollary 3.8 (Tepper’s identity). For any positive integer l and any real number x,
l∑
m=0
(
l
m
)
(−1)l−m(x + m)l = l!. (37)
Proof. Letf (t) = et , g(t) = ext , and k = l in Theorem 3.3. Then
l∑
m=0
(
l
m
)
(−1)l−m(x + m)le(l+x)t = l!eltext . (38)
Setting t = 0 in Eq. (38) leads the identity ∑lm=0 (lm)(−1)l−m(x + m)l = l!. 
In addition, by choosing particular f (t) and g(t) in Theorem 3.3, we can develop the following
result.
Corollary 3.9. Let {gk(x)} be the sequence of binomial-type polynomials. For any positive inte-
gers l and k, k  l, and any real numbers x and y,
l∑
m=0
(
l
m
)
(−1)l−mgk(mx + y) = l!gl1(x)δl,k. (39)
Proof. Let f (t) = ∑li=0 gi(x) tii! and g(t) = ∑lj=0 gj (y) tjj ! in Theorem 3.3. If we note that
{gk(x)} is the sequence of binomial-type polynomials and then use induction, we can easily
show that
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f m(t) =
l∑
i=0
gi(mx)
ti
i! + t
l+11(t; x) (40)
and
f m(t)g(t) =
l∑
j=0
gj (mx + y) t
j
j ! + t
l+12(t; x, y), (41)
where 1(t; x) and 2(t; x, y) are polynomials of t . An application of Theorem 3.3 yields
l∑
m=0
(
l
m
)
(−1)l−m
⎡
⎣ l∑
j=0
gj (mx + y) t
j
j ! + t
l+12(t; x, y)
⎤
⎦
(k) (
l∑
i=0
gi(x)
t i
i!
)l−m∣∣∣∣∣∣∣
t=0
= l!gl1(x)g0(y)δl,k. (42)
Finally, noting g0(x) = g0(y) = 1 and [t l+12(t; x, y)](k)|t=0 vanishes for k  l, we have∑l
m=0
(
l
m
)
(−1)l−mgk(mx + y) = l!gl1(x)δl,k. 
It is notable that, since {ϕn(x)} defined in [10] and {[x]n|λ} in [3] are special sequences of
binomial-type polynomials, Theorems 4.2 and 4.4 in [10] and Corollaries 4 and 5 in [3] are
special cases of Corollary 3.9.
Another immediate consequence of Theorem 3.3 is Proposition 4.6 in [1], which is restated by
the following corollary.
Corollary 3.10. For any nth degree polynomial p(x) = ∑ni=0 pixi and an integer q with q  n,
we have
q∑
m=0
(
q
m
)
(−1)q−mp(m + x) = n!pnδn,q . (43)
Proof. Let f (t) = et , g(t) = ext , and t = 0 in Theorem 3.3 yields
l∑
m=0
(−1)l−m
(
l
m
)
(x + m)k = l!δl,k, (1  k  l).
Then,
q∑
m=0
(
q
m
)
(−1)q−mp(m + x) =
q∑
m=0
(
q
m
)
(−1)q−m
(
n∑
i=0
pi(m + x)i
)
=
n∑
i=0
pi
(
q∑
m=0
(
q
m
)
(−1)q−m(m + x)i
)
=
n∑
i=0
piq!δq,i .
Since q  n,
∑q
m=0
(
q
m
)
(−1)q−mp(m + x) = n!pnδq,n. This completes the proof. 
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4. LU decompositions of some well-known matrices
The other interesting application, which we would like to discuss, of the generalized Pascal
functional matrix and its properties is its use in the LU decomposition of a certain class of matrices,
whose components can be represented by a Wronskian of some function set. Rather than directly
obtaining the LU decomposition of a matrix, our method is to find the LU decomposition of its
Wronskian matrix first. Let us start by defining the Wronskian matrix of functions f0(x), f1, (x),
. . . , fn(x).
Definition 4.1. Assume that fj (x), j = 0, 1, . . . , n, has the mth order derivative. The Wronskian
matrix of {f0(x), f1, (x), . . . , fn(x)}, denoted by Wm,n[f0, f1, . . . , fn], is an (m + 1) × (n + 1)
matrix and defined by
(Wm,n[f0, f1, . . . , fn])i,j = f (i)j (x), i = 0, 1, . . . , m, and j = 0, 1, . . . , n.
The following theorem is an immediate consequence of Theorem 2.1.
Theorem 4.1. Lethk(t) be a kth degree polynomial, for k = 0, 1, . . . , n, and f (t) be any function
with nth order derivative. Then Wn,n[f (t)h0(t), f (t)h1(t), . . . , f (t)hn(t)] has LU decomposi-
tion form
LU = Pn[f (t)]Wn,n[h0(t), h1(t), . . . , hn(t)].
We can redevelop the LU decomposition of symmetric Pascal matrix Qn defined in Eq. (2)
(which is presented in [2,4]) by choosing special f (t) and {hk(t)} in Theorem 4.1. The result is
the following corollary:
Corollary 4.1. An (n + 1) × (n + 1) symmetric Pascal matrix Qn can be decomposed as the
product of lower triangular and upper triangular Pascal matrices, i.e.,
Qn = Pn[1]P Tn [1] = PLPU
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0
1 1 0 · · · 0
1 2 1 · · · 0
...
...
...
.
.
.
...(
n
n
) (
n
n − 1
) (
n
n − 2
)
· · ·
(
n
0
)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 · · ·
(
n
n
)
0 1 2 · · ·
(
n
n − 1
)
0 0 1 · · ·
(
n
n − 2
)
...
...
...
.
.
.
...
0 0 0 · · ·
(
n
0
)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (44)
Proof. It is well known that Qn=Wn,n[et h0(t), et h1(t), et h2(t), . . . , et hn(t)]|t=0, where
hk(t) = ∑kl=0 (kl) t ll! , and et hk(t) is the exponential generating function of the kth column
of Qn.
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By Theorem 4.1, we have
Qn = Wn,n[et h0(t), et h1(t), et h2(t), . . . , et hn(t)] |t=0
= (Pn[et ])|t=0(Wn,n[h0(t), h1(t), h2(t), . . . , hn(t)])|t=0 =Pn[1]P Tn [1] = PLPU . 
We also can re-derive Theorem 5 in [9], the LU decomposition of generalized rectangular
Pascal matrix n[x, y] defined in Eq. (3) by applying Theorem 4.1.
Corollary 4.2. n[x, y] = [x, y]P Tn [y/x], where n[x, y],[x, y] and Pn[x] are defined in
[9] and Eqs. (3), (4), and (1), respectively.
Proof. It is not difficult to show that
n[x, y] = Wn,n[exyth0(t; x, y), exyth1(t; x, y), . . . , exythn(t; x, y)]|t=0,
where hk(t; x, y) = ∑kl=0 (kl) (y/x)k−l t ll! y2l . By Theorem 4.1, we have that
n[x, y] = (Pn[e(xy)t ]Wn,n[h0(t; x, y), h1(t; x, y), . . . , hn(t; x, y)])|t=0
= (Pn[e(xy)t ] · Diag[1, y2, . . . , y2n] · Wn,n[a0(t; x, y), a1(t; x, y), . . . ,
an(t; x, y)])|t=0,
where ak(t; x, y) = ∑kl=0 (kl)( yx )k−l t ll! . Noting Pn[e(xy)t ]|t=0 · Diag[1, y2, . . . , y2n] = [x, y]
and Wn,n[a0(t; x, y), a1(t; x, y), . . . , an(t; x, y)]|t=0 = P T[y/x] allows us to conclude the
results of the corollary. 
5. Future work
We have thus introduced a more generalized Pascal functional matrix and shown that its
algebraic properties are very useful for deriving new combinatorial identities and finding LU
decompositions of some special matrices. It is noteworthy that our LU decomposition tech-
nique is nontraditional. This novel approach sheds light upon the LU factorizations for classical
Vandermonde matrix, three kinds of generalized Vandermonde matrices discussed in [8], and
Striling matrices of the first and second kinds studied in [5]. Our future work will explore such
factorizations.
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