We present a novel color transfer method for portraits by exploring their highlevel semantic information. First, a database is set up which consists of a collection of portrait images download from the Internet, and each of them is manually segmented using image matting as a preprocessing step. Second, we search the database using Face++ to find the images with similar poses to a given source portrait image, and choose one satisfactory image from the results as the target. Third, we extract portrait foregrounds from both source and target images. Then, the system extracts the semantic information, such as faces, eyes, eyebrows, lips, teeth, etc., from the extracted foreground of the source using image matting algorithms. After that, we perform color transfer between corresponding parts with the same semantic information. We get the final transferred result by seamlessly compositing different parts together using alpha blending. Experimental results show that our semanticsdriven approach can generate better color transfer results for portraits than previous methods and provide users a new means to retouch their portraits.
Introduction
Color transfer aims to apply the colors of one image to another so that the color styles of the source image and the target image are consistent while keeping the content of the source image unchanged [21] . As a practical method to change the appearance of an image/video, color transfer has been widely used in film post-production, video editing, artistic design, and image processing.
With the increasing number of mobile phones and portable camera devices, more and more people like to share their daily lives with portrait photos. However, it is not easy for casual photographers to take a portrait photo with a compelling visual style without some training. Many of these photos lack hierarchy, are underexposed and have low color saturation. In order to make these photos more compelling and attractive, some image processing software tools have been developed to retouch such photos. However, special skills are needed to use these software tools. Therefore there is a demand for developing an efficient and easy-to-use image editing tool which can improve the attractiveness of portraits. We notice that there are lots of attractive and artistic portraits on the Internet. These portraits are usually taken by professional photographers using professional cameras. It would be interesting if ordinary people could reproduce the styles of these portrait photos using some simple image processing operations. This observation motivates us to develop a new color transfer technique which can transfer the color style of a portrait by using a database consisting of a collection of compelling portrait images downloaded from the Internet.
Color transfer is widely used in computer graphics and photography by performing statistical analysis in a carefully chosen color space [6, 19, 21, 25] . These methods extract various color statistics from the source image and the target image, then establish specific mapping functions to make the color of both images consistent. In many cases, the low level statistical information is not sufficient to describe the content of an image, and certain areas may be incorrectly colored during the mapping process. To overcome these limitations, some interactive methods are proposed [1, 8, 16, 27] . In these methods, users can specify the color strokes to ensure colors between different image regions can be properly converted. However, non-professional users may find it difficult to control these strokes. Moreover, these methods do not consider the difference of color spatial distributions between the source image and the target image. Therefore, the output image may lose the visual coherence and some important color characteristics because these methods do not take the semantic information into consideration.
To perform color transfer between portraits, we have the following challenges. First, such an approach should establish the correspondences between meaningful image regions automatically. Second, the pipeline should be intuitive and easy-to-use for novice users. As existing image matting approaches require a user to input a Trimap manually, how to find an automatic trimap generation algorithm for the input image is challenging. In this paper, we propose a new color transfer technique for portrait images by taking advantage of highlevel facial semantic information and large-scale Internet portrait photos by professional artists. With such a method, a user can retouch his portrait easily to achieve a compelling visual style. There are two major contributions in the proposed method. First, we propose a new color transfer framework which can transfer colors between local regions of the source image and the target image with the same facial semantic information. Second, we propose a novel automatic trimap generation algorithm for efficient synthesis of each facial semantic information. In order to avoid the time-consuming operation of semantic segmentation for target images, we set up a face database to store the semantic information of target images collected from the Internet as a preprocessing step. Fig. 1 Our paper proposes a method based on facial semantic information to transfer the color style of an image (a). Experimental results show that our approach retains the contents of the source image, gains the spatial distribution of the target image (b) and has a strong visual coherence (c). We can see the color spatial distribution in the target image is mean to each pixel of each channel in (d) by using the method by Reinhard et al. [21] 2 Related work
The existing color transfer approaches can be classified into automatic transfer algorithms, interactive methods, and other applications of the color transfer concept. In this section, we will review these approaches. Many automatic transfer algorithms have been proposed that attempt to globally match the color distribution of the original to the reference. An automatic color transfer algorithm was firstly proposed by Reinhard et al. [21] . This algorithm shifts and scales the pixel values of the source image to match the mean and standard deviation of the target in the Lαβ color space. Chang et al. [2] proposed a perception-based scheme for transferring colors based on the basic color categories, which are derived through psychophysical experiments. This framework was extended to stylize the video frame sequences in [3] . Neumann and Neumann [17] used a 3D histogram matching algorithm to transfer the color style of a source image into an arbitrary given target image with a different distribution. Tai et al. [22] modeled the image color distribution as Gaussian mixture models and solved the regional color transfer problem by expectation maximization. Piti et al. [19] proposed an automatic color grading method by transferring a dimensional probability distribution function to another. Dong et al. [6] extracted the same number of dominant colors from the two input images and found an optimal one-to-one mapping between the dominant color sets. Pouli and Reinhard [20] presented a histogram reshaping technique which allows users to select how well the color palette of the source image should be matched to that of the target. To further optimize the scene details in the result, Xiao and Ma [25] employed poisson compositing [18] to preserve the gradients of the source image. However, as shown in Figs. 1 and 2 , the commonly used color transfer algorithms fail to generate a satisfactory result if the number of source dominant colors is much less than the target one, especially when the color styles are transferred between images with similar contents.
Fig. 2 Our method can help users to achieve an exquisite and artistic portrait photo in (c) only through a few simple steps, whereas the method by An and Pellanici [1] in (d) utilizes user-specific color strokes to transfer the color style between images, which makes it difficult for an amateur to achieve a satisfactory result
Interactive color transfer methods make color transfer more controllable in the photo editing process. Luan et al. [15] introduced a brush by which the user specifies the source and destination image regions for color transfer. Wen et al. [24] used strokes in both the source and target images for multiple local transfers. An and Pellacini [1] used a nonlinear constrained parametric model to transfer colors between image regions defined by pairs of strokes. Liu et al. [14] presented an ellipsoid color mixture map to realize selective color transfers. Compared with those interactive frameworks, our image content structure extraction technology can help to maximize the automation.
The concept of color transfer was extended to other applications. Yang et al. [27] presented a mood transferring method between color images by using histogram matching to preserve spatial coherence. Xue et al. [26] tried to transfer the weathering effects between the input images instead of transferring color. Murray et al. [16] modified the color content of an input image given only a concept specified by a user in natural language. Data-driven methods were presented for image color enhancement by quantifying image-color theme difference [23] and non-rigid dense correspondence [11] . Recently Chia et al. [4] proposed a semantic colorization system that leverages the image content on the Internet. There are also some interactive image recoloring approaches to change color styles with user-specified color scribbles [12, 13] . Even the style of part of an image can be transferred [28] . In this paper, we instead aim to change image colors using example images which contain visually pleasing color styles.
Overview
In the color style conversion process, we would like to apply the color spatial distribution of the target image to the source image with a good visual coherence between boundaries of each facial semantic information. Therefore, we present a facial semantic information based approach to transfer the color style between images. The system flowchart of our work is shown in Fig. 3 . First, we setup a database for target images, and perform the facial feature match for the source image to retrieve a target image from the database (Section 4). Second, in order to improve the process speed and obtain accurate results, we preprocess the target image by using facial semantic segmentation and scene content analysis and save the preprocessing results in the database (Section 5). Third, the facial semantic segmentation and scene content analysis are performed for the source image. Next, we transfer the color style of the target image to the source image based on the corresponding local semantic information. Finally, we produce the result image by composting all semantic region together using a simple alpha-blending scheme (Section 6).
Face matching

Face database setup
In this section, we first introduce how to set up a portrait database to store target images and their facial semantic information. Then, we discuss face matching.
There are lots of attractive and artistic portraits on the Internet. These portraits are produced by professional photographers and professional cameras. It would be interesting if ordinary people could reproduce the styles of these portrait photos using some simple image processing operations. Using a database has the following advantages Therefore, we use a database to store target images and their semantic information. Such a database is created from the Internet as a preprocessing step. The face data should effectively reflect the facial features of a person, so we consider many aspects when we establish the portrait photo database. The features include the gender, age, race, emotions, facial posture, smile degree, whether they wear glasses, whether they have a beard and so on. Using these characteristics, we can get a better matching result. We divide our database into the male group and the female group (Fig. 6 ) to improve the matching speed. The source image can match the target image in the database quickly and effectively. The face matching process returns images whose similarities with the source image are high. Our method is also effective in mobile devices with limited computing resources.
All the portrait images in the database are segmented using matting techniques. We mainly use scene content analysis and facial semantic analysis in this process. After preprocessing, we store the semantic information in the database. When we need to transfer color between images, we can use the preprocessing results of target images (Fig. 4 ) to achieve a high speed.
Store the preprocessing results in the database Fig. 4 Our approach stores the facial semantic information and the scene structure information in a database as a preprocessing step
Face matching
Given a source image, the face matching process tries to find portrait images which share high similarity with the input one. In our system, we perform the face matching by employing Face++ [7] because of its compact, powerful, and cross-platform vision service. It uses the cutting-edge technology of computer vision and data mining to provide face detection, face recognition, and face analysis.
Before the face matching, we perform face detection of the source and target images to obtain the faces in them. After that, we detect the key points of a human face and obtain the facial characteristics. In this paper, we utilize the API provided by the Face++ [7] for face detection. The landmark API can detect the key points of a human face robustly. The API is used to detect the position of the facial contours, facial features and other key points, which include 25-points and 83-points modes. In order to improve the sophistication of the face detection, we choose the 83-points mode. An example is illustrated in Fig. 5 .
For each face in a target portrait in the database, we have stored its 83 key points in the database in the preprocessing step. After the face detection of the input source image, we can now match the source image and the target image through the 83 key points. We use the (a) similarity is 49.65% (b) similarity is 36.82% (c) similarity is 29. 75%   Fig. 6 The flowchart of face matching. Our system suggests three target images whose similarities to the source image are the highest identify API provided by Face++ [7] to calculate the similarity between the face in the input image and a face in the target database. The system returns a certain number of images (we choose 3 images in our implementation) whose similarities with the source image are the highest. The matching process is illustrated in Fig. 6 . There are three steps to use the face matching tool. First, upload the portrait images to the corresponding group in the database. When uploading images is completed, click to generate the training url. Users can use the url in the browser to train images. Finally, users can do the similarity test. Consequently, users can obtain the three candidate images with the highest similarity to the source image. The matching results are as shown in the bottom of Fig. 6 . Then, one image is chosen by the user from the candidate images as the target image.
Face semantic analysis
A portrait image is segmented into multiple specific regions, such as eyes, mouth, hair, lip, etc. Different regions have different visual features, and people usually like to perform different make-ups on different regions. We perform color transfer for each region independently. Color transfer based on the face semantic information needs to analyze the facial semantic information of the target and source images respectively. Firstly, we preprocess target images in the database so that we avoid the time-consuming operation of facial semantic analysis and scene content analysis for the target image at each color transfer process. Next, in the color transfer process, we should preprocess and precisely analyze the facial semantic information and the scene content analysis of the source image, so that we can get the accurate result after color conversion.
Scene content analysis
The analysis of the scene content helps us get a natural and coherent conversion result. In this section, we conduct subject area detection and background layout recovery mainly referring to the method mentioned in [8] .
By analyzing the content of the scene, we can separate the portrait from the background, and also get the layout of the background. These operations can reflect the color distribution and spatial distribution of the target image, which is useful for the color transfer. After these operations, we can focus on the human face semantic analysis.
(a) Face detection (b) Facial semantic information outline Fig. 7 In a certain order, we connect the 83 key points on the face based on face detection, then the facial semantic information outline can be obtained
Contours of face semantics
In order to get the outline of the facial semantic information, we can connect the 83 key points on the face based on the face detection. By calling the landmark API, Face ++ can recognize the facial semantic information using the Json format. In this Json file, the landmark entry stores the key points of the various parts of the human face, including eyebrows, eyes, mouth, chin, face and so on. Each part has some points, and the points are represented by the coordinates using x and y. Using these key points, we can connect them in a certain order, then we can get the contour of the face (we set background to black and set outline to white). The face semantic information outline is given in Fig. 7 .
Image matting for source and target images
A commonly used approach to extract semantic information is the Mean-Shift image segmentation technique [5] . However, it will produce unwanted hard boundaries between semantic regions. In this paper, we employ the image matting technique to obtain semitransparent soft boundaries. Gastal et al. [9] present the first real-time matting technique for natural images and videos. This technique is based on the fundamental observation that pixels in a small neighborhood often have highly similar values for their true (α, F, B) triplets. Therefore, independently treating each pixel in the unknown regions of a TriMap results in a lot of redundant work. They show how this computation can be significantly and safely reduced by means of a careful selection of pairs of background and foreground samples. Here we implement our automatic matting based on their matting technique by taking advantage of our generated TriMap.
Existing natural matting algorithms often require a user to identify background, foreground, and unknown regions using a manual segmentation. This segmentation is called a Trimap [10] . However, constructing a suitable TriMap is very tedious and time-consuming. Sometimes, the inaccuracy TriMap will lead to a poor matting result. Figure 8 creates a TriMap of hair using Adobe Knockout plug-in which consumes about half an hour.
In order to solve the problem mentioned above, we expand the contour of facial semantic information using an expansion algorithm. After distinguishing the foreground, background and unknown region by different colors (we set foreground to white, background to black, and the unknown region to gray), we can obtain a corresponding TriMap for an image.
The expansion algorithm is to perform convolution for the image (or part of the image, called A) and its core (called B). The core can be any shape and any size, and it has a reference point which is defined separately and called an anchor point. The expansion algorithm is used to calculate a local maximum. Core B performs convolution with image A, that is to say, it calculates the maximum pixel in the area covered by core B and assigns the value to the pixel of the reference point. In this way, the highlighted area in an image (such as the outline in our application) will gradually grow. The principle of the expansion algorithm is showed in Fig. 9 . The mathematical expression for the expansion algorithm is:
Finally, after the expansion processing and setting the contour to gray (which represents the unknown region), the foreground color to white and the background color to black, we can obtain a corresponding TriMap for an image. The Trimap result is shown in Fig. 10(left) . Consequently, the matting image is computed with our automatically generated Trimap [9] . The transparent image and the synthetic image are shown in Fig. 10(right) .
The automatic matting approach is also applied in source images to obtain the basic semantic segmentation. In order to achieve a more compelling effect, we develop a stroke-based matting system by solving a quadratic energy function and we provide users with an interactive tool for image matting. This tool can help users enhance the effect of matting.
As shown in Fig. 11 , an energy minimization framework for interactive image matting is proposed by Guan et al. [10] . Users start from a few strokes, and iteratively estimate the matte until it converges. Beginning with the known region, we model the unknown region as a Markov Random Field (MRF) and we set its energy E below in each iteration as the combination of one data term and one smoothness term as in [10] :
where p represents a pixel. E d is the data energy which describes how well the estimated alpha value α p ,the foreground F p and background B p fit with the actual color C p . E s is the smoothness energy which penalizes the inconsistent matte changes between p and its neighborhood N(p). λ is a dynamically adjusting parameter which is used to balance the influences of the data term and the smoothness term. By automatically adjusting the weights of both terms during the iterations, the first-order continuous and feature-preserving result is rapidly obtained with several iterations. The energy optimization can be further performed in selected local regions for refined results.
Based on this method, we developed a stroke-based matting tool as shown in Fig. 11 . This tool is easy in the sense that it is fast and requires only few user-specified strokes to mark the foreground and background. Furthermore, it can help users enhance the effect of matting to achieve sophisticated processing for source images.
Color transfer
In this section, we transfer the color style of the target image to the source image. Here we employ the simple but useful algorithm proposed by Reinhard et al. [21] to change the color style of each semantic region of the input image. The algorithm first changes the color space from RGB to Lαβ and then shifts and scales the color values of the source image to match the mean and standard deviation of the target in the Lαβ color space. The mathematic expression is defined as:
where C = (L, α, β) denotes the three-channel vector in the Lαβ color space, the subscripts s, t and o represent the matched semantic regions of the source, target and output images, μ is the mean operator, and σ is the standard deviation. According to (3), the three channels L, α and β are processed separately. Finally, the result is produced by converting the Lαβ color space of the output image to the RGB color space. After each semantic region is color transferred, we employ the simple alpha-blending scheme to composite the whole portrait image. The alpha channel of each pixel is computed with the aforementioned image matting technique. Figure 12 shows the processing of color transfer between the corresponding semantic information of the source image and the target image.
Result and discussion
We implemented our semantic portrait color transfer prototype system using C++ on a computer with an Intel Core (TM) i5-3470 3.20GHz processor and 4GB memory. The target portrait database consists of 100 images with 50 male portraits and 50 female portraits (all of them are manually segmented). A larger number of database will make our system more powerful. The processing time for a target image is about 20 ∼ 30 seconds in total (The resolutions of target images range from 1125 × 1080 to 1920 × 1080). Although it may cost about 25 minutes for a database with 100 face images, it is a one-time process that can be performed as a preprocessing. For an input source portrait, after the user specifies the gender of the subject in the image, the face matching process takes about 1.5 seconds. The Fig. 14 Comparison between our method and the method by Wu et al. [8] semantic analysis of the source image by using our interactive tool takes about 2 seconds, and the color transfer step takes about 1 second. Figure 13 shows the comparisons between the approach of Reinhard et al. [21] and ours. Figure 14 shows the comparison results between the approach of Wu et al. [8] and our method. We find that if there are the following kinds of situations in target images, the methods by [21] and [8] will lead to unsatisfactory results:
(1) Color in different regions has great differences. Because the color transfer algorithms in [21] and [8] adopt the method for calculating the mean and variance, so the color spatial distribution in a target image is mean to each pixel of each channel in a source image. In contrast, our method transfers the color style between the corresponding semantic information, so that we can gain the spatial distribution of the target image and keep the strong visual coherence. Figure 15 shows the comparisons between our method and the color transfer method of [1] . The interactive method of [1] utilizes user-specified color strokes. However, it can be difficult for an amateur to specify those strokes in a compatible and perceptually coherent manner. In contrast, our method gets corresponding TriMaps easily through facial semantic analysis and some easy-to-use processing. With the obtained TriMaps, image matting is performed automatically.
More portrait color transfer examples are presented in Fig. 16 . In each row, the left image is the source, the middle one is the target, and the right one is our result. We do not perform any additional processing for the shadows made by the self-occlusion. We view the overall color statistical information as the color style. From the example of the second row in Fig. 16 , we can find that our approach can deal with examples even if some parts of them are in grayscale. To assess our semantic portrait color transfer method quantitatively, we have performed an empirical user study to evaluate different color transfer methods. Six sets of different color transfer results (Figs. 1, 2, 13 top, Fig. 13 bottom, Figs. 14 and 15) were presented to 30 raters. In each set, a human rater can observe the source image, the target image, the result of the comparison method, and our result. Each rater was required to give an overall consideration to each set and rate the color similarity scores between the target image and a given color transfer result. The average scores of the six sets are 8.7, 8.63, 8.33, 8.27, 8.5 and 8.3 , respectively, for our result. In comparison, the average scores are 3.67, 3.53, 2.93, 3.83 and 4.03, respectively, for the corresponding comparison method. In addition, 100 percent of the raters chose our result as the better color transfer result, and this is what we expected. The statistics show that our method outperforms the comparison methods [1, 8, 21] for portrait images. However, our method requires some additional steps, such as face matching, image matting, and the semantic analysis, and hence our framework is quite slower than the comparison methods. Moreover, our method may fail when dealing with non-portrait images.
Conclusion and future work
In our paper, we have proposed a new portrait image color transfer framework to efficiently convert the color style of an image. With a better understanding of high level facial semantic information and scene content, our method well preserves the spatial layout, the color distribution and the visual coherence in the transfer process with minimal manual labor.
This work has the following benefits:
Strong practicability: Our work can help amateurs who lack time and expertise, to transform a common portrait into an exquisite and artistic photo in a few simple steps.
Good effect:
To accurately transfer colors between images with minimal manual labor, we present a system which benefits from the high level facial semantic analysis and scene content analysis. Experiments show that our method has a good effect on image color conversion, especially for portraiture. High performance: In our method, we preprocess the target image in the database so that we can guarantee the process speed, and avoid the time-consuming operation of semantic segmentation for the target image. Broad application prospect: Our method can be widely used in film post-production, video-editing, art and design and image processing. As a necessary extension, our method can also be used to re-color video clips with spatially-varied color effects.
Currently, the target image is selected based on the rank of similarity which is a simple sorting scheme. A more sophisticated scheme is the use of machine learning technique, e.g., the target image is determined by an artificial neural network. This is one of our future to improve the proposed approach. In addition, we will extend our method to process video clips to meet the demand for video color transfer in the future.
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