Introduction
Nowadays, accurate modelling of risk is very important in risk management. This is a result of the globalisation of financial market, the evolution of the derivative markets and the technological development. Value at Risk (VaR) has become the standard measure to quantify market risk 1 . This measure can be used by the financial institutions to assess their risks or by a regulatory committee to set margin requirements.
In the literature, many parametric VaR models and many forecasting accuracy assessments for VaR methods exist. The important representation of the parametric VaR models are the generalized autoregressive conditional heteroskedasticity models (GARCH) (Bollerslev, 1986; Engle, 1982) . These models describe non-linear dynamics of financial time series. A different, alternative approach to the description of financial time series represent the † This work was financed from the Polish science budget resources in the years 2008-2010 as the research project N N111 434034.
1 It was introduced by JP Morgan in 1996.
random coefficient autoregressive models (RCA) (which were proposed by Nicholls, Quinn, 1982) . Thavaneswaran et al. proposed a number of expansions of the random coefficient autoregressive model order one. The new models, such as Sign RCA (1), RCAMA(1,1), Sign RCAMA(1,1), RCA(1)-GARCH(1,1) and Sign RCA(1)-GARCH(1,1) can be used to obtain Value-at-Risk measure. The aim of this paper is to use the family of Sign RCA models to obtain the VaR forecasts and compare the results obtained from Sign RCA models with other selected VaR models.
The Family of Sign RCA Models
Random coefficient autoregressive models (RCA) are straightforward generalization of the constant coefficient autoregressive models. A full description of this class of models including their properties, estimation methods and some applications can be found in Nicholls and Quinn (1982) .
Thavaneswaran, Appadoo and Bector (2006) proposed a first order random coefficient autoregressive model with a first order moving average component, i.e. RCAMA(1,1). In another paper proposed to add the sign function to RCA(1) and RCAMA(1,1) models.
The last modification is based on assumption that residuals from the RCA model or the Sign RCA model can be described by a GARCH model. In this way, the RCA(1)-GARCH(1,1) model and Sign RCA(1)-GARCH(1,1) model were created. All these modifications influence the increase of variance and kurtosis of processes 2 .
In Table 1 equations of individual models from the family of Sign RCA models and their names are presented.
To ensure the existence of the I-VI models (Table 1) 
The sign function, described by the following formula 1 for 0, 0 for 0, 1 for 0,
2 Theoretical properties of the family of Sign RCA models can be found in articles, i.e.: Appadoo, Thavaneswaran, Singh (2006) , Aue (2004 ), Górka, (2008 , Thavaneswaran, Appadoo, Bector (2006) , , Thavaneswaran, Appadoo, Ghahramani, (2009 ), Thavaneswaran, Peiris, Appadoo (2008 has the interpretation: if Φ > + t δ φ , the negative value of Φ means that the negative (positive) observation values at time 1 − t correspond to a decrease (increase) of observation values at time t . In the case of stock returns it would suggest (for returns) that after a decrease of stock returns, the higher decrease of stock returns occurs than expected, and in the case of the increase of stock returns the lower increase in stock returns occurs than expected. 
Condition (2) is necessary and sufficient for the second-order stationarity of process described by equation I, however conditions (1)-(2) ensure strict stationarity of this process. If conditions (1)-(2) are satisfied, then processes described by equations II-IV are stationary in mean.
If residuals from the RCA model are described by a GARCH model, then the RCA(1)-GARCH(p,q) model described by equation V, where
, is obtained. If the sign function is added to the RCA-GARCH model, then the process described by equation VI is obtained. The conditions ensuring the positive value of conditional variance of this process are the following:
Predictors of the conditional mean and conditional variance of Sign RCA models are presented in Table 2 and 3 respectively. 
Estimation Methods for VaR
This section briefly describes the alternative models that we use for estimating VaR forecasts in this paper.
The following models are used in the research to obtain VaR forecasts: − The historical simulation (HS) 3 . The VaR is estimated as the α-th quantile of the empirical distribution of returns. HS is based on the assumption that returns are iid time series of an unknown distribution. − The equally weighted moving average (EWMA) model, i.e. 
In this case, returns series is assumed to be conditionally normally distributed. − Models from the family of Sign RCA models 4 .
Backtesting VaR Estimates
Backtesting is based on testing whether the VaR estimates are statistically accurate.
The ,,failure process" is defined as:
where ( ) 
where n is the number of failures VaR, α is the MLE of α , i. e. 3. The time between failures test -LR tbf (Haas, 2001) 6 :
where
If, in above tests the null hypothesis is not rejected, then a particular model gives accurate forecasts of VaR. However, if more than one model is deemed adequate, we cannot conclude which of VaR model should be selected. Lopez (1998) suggested measuring the accuracy of VaR forecasts on the basis of distance between observed returns and forecasted VaR values. This approach does not give any formal statistical selection of model adequacy but it allows to rank the models. total loss function is preferred over the other models. In the literature, different loss functions were proposed (see Lopez, 1998 Lopez, , 1999 Blanco and Ihle, 1998; Sarma, Thomas and Shah, 2003, Caporin, 2003; Angelidis, Benos and Degiannakis, 2004) . In this paper, the loss functions used to compare the accurate VaR forecasts are as follows: − The regulatory loss function -RL (Lopez, 1999) 7 : 
ij STS is based on assuming that the t z is iid 9 .
Alternatively, we can compare competing VaR models using the predictive quantile loss function (see Giacomini and Komunjer, 2005; Bao et al., 2006) . The expected loss function is given by:
The selected model is the VaR model which has the minimum of Q α .
Empirical application
The data used in the empirical application are daily prices of twenty Polish firms' shares from the WIG20 portfolio on the Warsaw Stock Exchange (WSE). The data were obtained from bossa.pl for the period from 23-rd September 2005 to 18-th February 2009, which yields 852 observations. However, one of shares was excluded because it was not quoted on 23 September 2005. To analyze daily percentage log returns of each share were used.
This empirical study was composed of two parts. The first part (Analysis I) was carried out with regard to all of twenty shares from WSE. The research procedure was the following:
1. For the first 500 observations of each returns series the descriptive statistics and some tests were calculated. Next, returns series with autocorrelation and kurtosis bigger than for normal distribution were chosen 10 .
2. Parameters of six models from the family of Sign RCA were estimated for the first 500 observations of time series selected in step one. Next, only models with statistically significant parameters were used. 3. The estimation of parameters for models selected in step 2 was performed for rolling window of 100, 150, 200, 250, 300, 400, 500 observations. In the same way the estimation of AR (1) All model parameters (Analysis I and II) were estimated using maximum likelihood (MLE) with the BFGS algorithm. Calculations were carried out in the Gauss program.
Results of the Analysis I
Selected results of the descriptive statistics and some tests are given in Table 4 . All series have a mean between -0.052 and 0.561, kurtosis bigger than for normal distribution. The standard deviations are different, ranging from 1.955 for PGNIG to 5.354 for BIOTON. The skewness and kurtosis differ among all series. Only 8 of 19 returns series have autocorrelation. The LBI test rejects the null hypothesis of non random coefficient to four stock returns. 10 This method of the elimination of initially selected companies can impact on the results. It would be worth to check out which results might be obtained for the whole set of companies. However, such analysis was omitted in this paper.
11 The returns series were assumed either to be normally distributed or conditionally normally distributed, respectively.
12 The set of 250 observations corresponds to roughly one year of trading days and according to the Basel II Accord requirement the minimum of 250 VaR forecasts should be used to the backtesting approach. Therefore, one-step-ahead forecasts of VaR at the same period (250 observations) were calculated. Parameters were estimated for rolling windows of 125, 250, 375 observations each. The returns series were assumed either to be conditionally normally distributed or normally distributed respectively.
Next, the 7 different models were estimated for 8 returns series. Further, only models with statistically significant parameters were chosen. In this way models like RCA and Sign RCA were chosen.
To present backtesting results for VaR forecasts of the PBG shares was chosen because for that share the autoregressive parameter in the RCA models for all returns series has been the biggest. It is very important because we can expect the Sign RCA model to be better than other models.
The traditional VaR tests and loss functions for the PBG for all models are presented in Table 5 ). The differences between values of the firm's loss function are small for estimated models. To compare these results, the tests for superiority of a model vis-á-vis another were used only for models included into the second stage at Sarma, Thomas and Shah procedure. The results are presented in Table 6 . For the window size 300 we can see that the Sign RCA model is significantly better than other models, i.e. the null hypothesis is rejected in the test of superiority between the Sign RCA model and the other models presented in subsection 3.1. However, as the size of windows decreases the RM model ( 0.99 λ = ) outperforms the Sign RCA model. RCA and Sign RCA models are statistically the same for the window size 100. In cases when results with HS are compared one can see that HS is almost everywhere significantly better than others.
The Table 7 includes the results of the VaR tests and the loss function at the 2,5% significance level which are similar to the results obtained at the 5% significance level. Only for HS with the window size 250 and for RCA model with the window size of 300 observations, some differences can be noticed, i. e. In the case of HS the accuracy at the 2.5% is better than at the 5% significance level (except RCA model). For the loss function conclusions are the same with one exception, i. e. the HS has the last rank for regulatory loss function and the first rank for firm's loss function.
At the 1% significance level we obtained more differences (see Table 8 ). Firstly, Risk Metrics models are accurate only for windows size 500 and 500, 400 for 0.95 λ = , 0.99 λ = , respectively. The RCA, Sign RCA and EWMA models are accurate for small windows (size 200, 150, 100). The regulatory loss function is the smallest for HS. The firm's loss function has the lowest values for Sign RCA models for the window size 200. Very strange results were obtained for HS and therefore we are not able to find any rules for accuracy and value of the regulatory loss function.
Results of the Analysis II
Firstly, we calculated the 250 one-step-ahead forecasts of VaR of the PBG share using all models of VaR (presented in 3.1) 13 . The VaR forecasts were received from different models estimated for the different window sizes, i.e, T =125, 250 and 375.
Secondly, the competing VaR models were testing for statistical accuracy. For the established period of forecasting, only Sign RCAMA(1,1) models (for T = 375 and all significance level, for T = 250 and α = 2.5%, 1%), Sign RCA(1)-GARCH(1,1) models (for α = 1% and rolling window size T = 375, 125) and Risk Metrics models (for λ= 0,99 and α = 1% and T = 125) did not fulfill the conditions used at first stage of Sarma, Thomas and Shah procedure (the null hypothesis was rejected at least for one test, see (12)- (14)). For other models, the firm's loss function (see the Table 9 ), the STS test and the predictive quantile loss function (see the Table 10 ) were calculated. Lower values of the firm's loss function for VaR forecasts were received from RCAMA(1,1), RCA(1) and Sign RCAMA(1,1) (if it was included at second stage) models (with the exception of the HS for α = 5% and T = 375, 250 and with the exception of the RM(λ= 0,99) for T = 125 and α = 5%, 2.5%). The test for superiority of a model vis-á-vis another indicates that:
1. At the 5% significance level, for different rolling window sizes, each of models having first rank is superior over other models. 2. At the 2.5% significance level, for rolling windows size of 125 observations, the RM (λ= 0,99) is superior over other models. The RCAMA(1,1) model is better than almost all other models (with the exception of HS method and RCA(1) model for T = 375 and with the exception of the RCA(1)-GARCH(1,1) model for T = 250, for which the predictive ability is equal).
3. For the α = 1%, for different rolling window sizes, each of models having first rank is superior over other models (with the exception of RCAMA(1,1) and RCA(1) models for T = 375 that have equal predictive ability). Other conclusions are formulated based on the predictive quantile loss function (Table 10) , which yields different position in the ranking. For VaR forecasts of the PBG share, for established forecasting period, the choice of the 13 One-step ahead forecasts on the period 19.02.2008-18.02.2009 were computed. best model from the competing models depends on the significance level and rolling window sizes. For the Sign RCA models the rolling window size of 125 observations seemed too small. This conclusion is similar to one from Analysis I.
Conclusions
Evaluating forecasts based solely on one criterion yield the limited information regarding the accuracy method. Thus, in the literature is commonly accepted that results of each evaluation criterion are presented separately and then best performing method is selected. However, it can be noticed that the different evaluation criteria give the different choice of the best estimation method of VaR. Therefore, it is difficult to make general remarks, nevertheless the empirical results showed that:
1. None of the presented methods gave a satisfactory VaR estimates. 2. The results showed no domination of either forecasting methods of VaR. 3. Bigger sample did not lead to the better results. 4. It seems that the family of Sign RCA models should be used for the sample size of 150 to 300 observations. 5. In terms of the firm's loss function the Sign RCA model was significantly better than the AR-GARCH model, RM ( 0.95 λ = ) model and EWMA model. The Sign RCA model was not worse than the standard RCA model. 6. One should treat every share individually and use different methods and models for obtaining a good forecast of VaR. 7. The historical simulation gave better results (in terms of accuracy) at the 1% significance level than for other significance levels. It seems that the minimum window size should be 250 observations but smaller than 500 observations. 8. The RCAMA(1,1) model can be competitive to other VaR measures from the firm's loss function point of view. 9. The Sign RCA models with GARCH errors did not give better forecasts of VaR for the PBG share. 
