Abstract-Deep learning paradigm has been shown to be a very efficient classification framework for many application scenarios, including the analysis of Light Detection and Ranging (LiDAR) data for building detection. In fact, deep learning acts as a set of mathematical transformations, encoding the raw input data into appropriate forms of representations that maximize the classification performance. However, it is clear that mathematical computations alone, even highly nonlinear, are not adequate to model the physical properties of a problem, distinguishing, for example, the building structures from vegetation. In this letter, we address this difficulty by augmenting the raw LiDAR data with features coming from a physical interpretation of the information. Then, we exploit a deep learning paradigm based on a convolutional neural network model to find out the best input representations suitable for the classification. As test sites, three complex urban study areas with various kinds of building structures through the LiDAR data set of Vaihingen, Germany were selected. Our method has been evaluated in the context of "ISPRS Test Project on Urban Classification and 3-D Building Reconstruction." Comparisons with traditional methods, such as artificial neural networks and support vector machinebased classifiers, indicate the outperformance of the proposed approach in terms of robustness and efficiency.
I. INTRODUCTION
A IRBORNE laserscanner (ALS) Light Detection and Ranging (LiDAR) data have been extensively used in an urban scene analysis as they provide accuracy, large area coverage, fast acquisition of dense point clouds, and additional information. Although there are recent advances in the LiDAR data analysis, several challenges still remain, especially in the areas of data acquisition, quality of modeling, and process automation [1] . Machine learning can be considered as a useful tool toward this direction since it emulates the efficiency and robustness by which the human brain represents and processes data information.
Traditionally, machine learning paradigms exploit "shallows" architectures; they initially transform the acquired raw data into a multidimensional feature space, and then they The authors are with the School of Rural and Surveying Engineering, National Technical University of Athens, 15780 Zografou, Greece (e-mail: maltezosev@gmail.com; adoulam@cs.ntua.gr; ndoulam@cs.ntua.gr; cioannid@survey.ntua.gr).
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Digital Object Identifier 10.1109/LGRS.2018.2867736 optimally estimate, linear or even nonlinear, associations so as to map the features into desired outputs. Examples include support vector machines (SVMs) [2] , conditional Markov random fields [3] , and graph cut algorithms [4] . The classification performance, however, of these methods is highly affected by the parameters and the adopted features, which are usually content and/or application dependent. It has been proven in machine learning research that a deep learning paradigm can better emulate human brain operation [5] by propagating the sensory signals into deep hierarchies. For this reason, recently, deep learning has been proposed on remote sensing scenarios [6] . A deep learning classifier estimates the "best" (optimal) feature space by processing and propagating the raw LiDAR (or multimodal) data inputs into deep layers of hierarchies. Therefore, it addresses feature-related issues in improving the classification performance.
However, such nonlinear transformations actually apply mathematical computations on the raw input data, which are not adequate alone to model a physical problem; for example, to detect buildings against vegetation in urban areas, a key challenge in the analysis of LiDAR data. Building rooftops present similarities with vegetation, and dense arrays of trees or foliage are looking as building structures, especially if they have a similar height. It is, therefore, clear that we need to consider features coming from the physical interpretation of the information in order to provide a more reliable and robust classification. This way, we combine physics with computations to increase the classification performance.
In this letter, a deep learning paradigm, based on a convolutional neural network (CNN) architecture is adopted for classifying building structures from LiDAR data. Deep learning acts as a high nonlinear "mathematical coding" of the input information. Since mathematical coding alone is not enough, in this letter, we augment the raw LiDAR data with additional information coming from physics rather than codes; features coming from a physical interpretation of the information. Generally, the extraction of suitable features plays an important role in LiDAR data classification as verifying in [7] . In this context, the work in [8] augments the raw LiDAR inputs with additional information derived from a set of overlapped images used to generate the orthoimage of a region. However, this approach presents coregistration-related issues, high computational complexity, and the additional cost of acquisition and processing the multimodal information.
For this reason, in this letter, we focus only on LiDAR information, since in this way, we reduce the cost of processing and the presentation of the information knowledge. In particular, we augment the raw LiDAR data [normalized height (NH)] with seven additional features, namely entropy, 1545-598X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. height variation (HV), intensity, distribution of the normal vectors, number of returns (NR), planarity, and standard deviation (STD). Then, a CNN model is adopted for coding the inputs (the raw data and the seven additional features) into structures that are the best for the classification performance. As is shown from our experiments (Section V), the use of the additional features improves the classification performance than feeding the classifier only with the raw LiDAR data due to the fact that these features physically model the attributes of the objects existing in urban areas such as buildings, vegetation, and the ground.
II. OVERVIEW OF THE PROPOSED DEEP LEARNING FRAMEWORK Fig. 1 depicts the workflow of the procedure adopted. Initially, a multidimensional feature vector (MDFV) is created consisting of the raw LiDAR data and the seven additional features, which are then fed to the CNN. The purpose of the CNN is first to nonlinearly transform the augmented input data into abstract forms of representations and then perform the classification. A training set is used to learn the parameters of the CNN model. The training set includes pairs of input data within an urban scene and target labels for three categories; buildings, vegetation, and the ground. The classification is performed on a pixel-level basis. In particular, we consider a patch of s × s pixels around the pixel that is to be classified and the MDFV vector of this patch is used as input to the CNN model. Thus, a multidimensional feature is used for the classification of a pixel consisting of the s ×s raw LiDAR data plus the s × s × 7 additional features that model the physical properties of the patch. A post morphological processing is adopted to reduce the classification noise.
III. MULTIDIMENSIONAL FEATURE VECTOR A. Features Extracted
The rasterization of the LiDAR point clouds (on a regular grid of 25 cm size) of the Vaihingen data set is considered as the primary information for the classification. Then, the MDFV is created combining the raw LiDAR data (NH) and the seven features: entropy (E), HV, intensity (I), distribution of the normal vectors (ND), NR, planarity (PL), and STD. Fig. 2 depicts the NH and the seven additional examined features regarding Area 2 of the Vaihingen data set. Next, we briefly describe these features.
1) Normalized Height (Raw LiDAR Data):
To avoid classification confusions, a normalized digital surface model (nDSM) is extracted by first detecting the bare earth points and then applying the closest point technique.
2) Entropy: The image entropy is able to highlight the vegetation of the scene content compared to building roofs as it constitutes a statistical measure of randomness and texture. Trees are rich in texture against buildings; high entropy 3) Height Variation: Regions of high HV values indicate trees while regions of low HV indicate planar surfaces. HV is given as H V = z max kC − z min kC , where z is the height value, C is a defined neighborhood, and k is the number of the corresponding points. Thus, variable z max refers to the maximum height value within the neighboring region C, whereas, z min is the minimum height value in C.
4) Intensity:
The intensity corresponds to the ratio of the strength of reflected light over the emitted one. This is affected by the reflectance of the objects as well as by the bundle incident angle. Thus, intensity contains significant information about the properties of urban objects.
5) Distribution of the Normal Vectors:
The normal vector is a mathematical representation of the slope of the surface pointing out the perpendicular direction. For instance, a flat rooftop has a normal vector pointing upward. Instead, in vegetation regions, the normal vectors point out in an arbitrary different direction.
6) Number of Returns:
The NR constitutes useful information to distinguish buildings, trees, and the ground. Typically, the first returns correspond to buildings and the ground, while the intermediate ones to vegetation.
7) Planarity:
The planarity represents the quadratic distance of a point and its optimal 3-D plane as being computed across its neighbors. Points of low values of planarity indicate planar surfaces such as the ground or the buildings. The opposite holds for vegetation.
8) Standard Deviation:
The STD can be used to discriminate trees from artificial structures. More specifically, high deviation values indicate the trees, while low deviation values indicate the planar surfaces.
B. Structure of the Information
In our presentation, each LiDAR image can be viewed as a 3-D tensor of h × w × 8, where h denotes the height of the image, w denotes its width, and 8 is the dimensionality of the MDFV (the normalized raw data plus the seven additional features). To classify each pixel p x,y at a position (x, y) on the plane of the image taking into account the spatial information, we use a neighboring region of s × s pixels centered at (x, y) (i.e., a patch). Let us denote l x,y as the label of pixel p x,y and t x,y as the centered pixel at the same location. In this way, a data set D = { (t x,y , l x,y )} is formed with x = 1, . . . , w and  y = 1, . . . , h. Variable t x,y is a 3-D tensor of s × s × 8 that includes the MDFV information of p x,y and of its neighbors. The tensor t x,y is subdivided into eight matrices of s × s feeding as input to the CNN.
IV. DEEP LEARNING FOR CLASSIFICATION

A. Convolutional Neural Network Structure
A CNN is used as a deep learning model. The core building block of a CNN is the convolutional layer. This layer includes a set of learnable filters that transform the input feature space into more appropriate codes of representation so as to achieve an accurate classification. The purpose of this block is to estimate the best computations on the input feature space, increasing the classification performance. A convolutional layer is commonly combined with a pooling layer with the main purpose of progressively reducing the spatial size of information and therefore the number of parameters of the network. Usually, the pooling layer operates independently on every depth slice of the input and spatially resizes it using the MAX operation. In fact, the convolutional and the pooling layer are responsible for proving a better representation (encoding) of the input signals to further improve the physical interpretation, extracting more complex relationships on the input feature data. These representations are then used as input to a fully connected multiple layer perceptron (MLP) to carry out the classification. The purpose of this layer is to transform the abstract forms of representations into a probabilistic map indicating building, vegetation, and ground identification.
B. Implementation Details
It should be mentioned that the fully connected layer processes regions of pixels (patches) and not pixels. Then, the classification is accomplished for the centered pixel of each patch. This assumption is based on the fact that for small s, it is probably the neighboring pixels belonging to the same class. In our case, we have set s = 5 to compensate for computational complexity issues and taking into account the spatial cohesion.
The first convolutional layer of CNN consists of C 1 = 3 ×8 trainable filters of size 3 × 3. Thus, the output of this layer is C 1 matrices of size 3 × 3. In our implementation, the first convolutional layer is followed by a second convolutional layer with C 2 = 3 × C 1 trainable filters again of size 3 × 3. The output of this second layer is fed as input to the MLP to finalize the classification. The neurons assigned for the MLP are smaller than the dimensionality of the input vector to yield a higher generalization performance (in our case, 48 neurons have been used). For training the deep architecture, the standard backpropagation algorithm was employed through the minimization of the negative log-likelihood metric.
V. EXPERIMENTAL RESULTS AND COMPARISON
A. Test Data Sets
Three areas of the Vaihingen data set, 1 provided by the German Society for Photogrammetry, Remote Sensing, and Geoinformation (DGPF), were used as test sites (Fig. 3 ).
1 http://www.ifp.uni-stuttgart.de/dgpf/DKEP-Allg.html Area 1 mainly contains historic buildings with notable complex structure. It also has sporadic regions of vegetation. Area 2 has residential buildings with horizontal multiple planes surrounded by long arrays of dense high trees. Area 3 is a purely residential area with small detached houses and low vegetation.
B. Training Classes and Classification Results
Three classes are considered; buildings, vegetation (trees or high vegetation), and the ground. Initially, a learning set is constructed by samples of polygons, indicating representative regions from each category. This learning set represents 2.55%, 2.66%, and 2.25% of the Areas 1-3, respectively. Then, this set is divided into a training set, including the majority of the samples (about 80% in our experiments) and a validation set (the rest of 20%), indicating the misclassification error. Fig. 4 indicates the distribution of the samples collected as representatives for the three examined categories as well as examples of four representative misclassification cases.
The misclassified cases are mainly due to missed ground parts during the calculation of the nDSM (Case a), misclassification of buildings whose heights are close to the ground (Case b), local flat vegetation that presents similar morphological/geometry properties with the buildings (Case c), and local complex building rooftops that present similar morphological/geometry characteristics with vegetation (Case d). The misclassification errors versus training epochs for each study area are presented in Fig. 5 . In Fig. 5 , we depict the performance of the CNN classifier in the case that different portions of training samples are considered, namely 80%, 30%, and 10%. As is observed, for all the study areas and configurations, the training process converges at most of 200 epochs. This is mainly due to the fact that early stopping criteria are adopted to reduce the computational cost.
C. Evaluation and Comparisons
Our method has been evaluated using three objective criteria; the completeness (C M ), the correctness (C R ), and the quality (Q) measures derived from the true positives, the false positives (FP), and the false negatives [9] . Fig. 6 shows the pixelwise results regarding building detection for the examined Areas 1-3. In this figure, we have depicted the three aforementioned objective metrics with different color layouts.
As is observed, the CNN deep learning classifier accurately detects the buildings and isolates them from the other classes. The results of Fig. 6 have been obtained after the application of image processing algorithms (i.e., morphological operators) to remove possible noise. Isolated pixels or tiny blobs of pixels of a small number of neighbors are removed by applying a majority voting technique with a radius of 7 pixels. Also, a dilation filter of a 7 × 7 window was implemented to rectify the extracted buildings, compensating the effect of the entropy, HV, and STD on buildings' boundaries. Table I indicates the building per-area accuracies using: 1) the adopted deep learning methodology based on a CNN model; 2) a nonlinear scheme of a typical feed-forward artificial neural network (ANN) with one hidden layer [10] ; 3) a linear kernel SVM classifier; and 4) a radial base function (RBF) kernel SVM classifier [11] . In this experiment, we have also evaluated the effect of additional features, expressing the physical properties of the urban objects on the classification accuracy. In particular, we have used three different configurations: 1) the first configuration exploits as input, apart from the raw LiDAR data (NH), the seven additional features as described in Section III (called CNN/8F+); 2) the second uses apart from the raw data (NH) two additional typical features, I and NR (calledCNN/3F+); and 3) the third that uses only To explore the impact of the different portions of training samples described in Section V-B, the corresponding per-area accuracies of buildings are calculated using the CNN/8F+ scheme. Concerning Area 1, the achieved Q rates were about 68% and 64% for training samples of 30% and 10%, respectively. For both Areas 2 and 3, the achieved Q rates were about 83% and 82% for training samples of 30% and 10%, respectively. Such achieved accuracies are considered to be satisfactory taking account that small training sets were used. We also compared our method (CNN/8F+) with model-based methods that use the ALS-based DSM grid of the Vaihingen data set for building detection (Table II) . The CNN/8F+ is ranked in the middle position achieving an average Q rate of about 81%. However, model-based approaches require tuning of several parameters for each study area according to the user experience. Therefore, they present low generalization capabilities since the tuned parameters of one study area cannot be directly applied to another region. This is not the case of CNN/8F+, where the classifier is able to generalize all the three study areas without further training. We also compared the CNN/8F+ with other 10 methods in [12] . However, these approaches use additional information derived from a set of images (i.e., orthoimages) associated with the respective region. We have observed that the proposed CNN/8F+ classifier provides a classification accuracy around in the middle, although as input, only LiDAR data are used (i.e., less data knowledge). This verifies the statements of this letter; appropriate features that better model the physical properties of a scene improve the classification accuracy.
D. Comparison With Data From Airborne Digital Cameras
We further demonstrate the contribution of the CNN and the additional features described in Section III-A on data that have not derived from a LiDAR sensor but from a highresolution airborne digital camera. To do this, an additional complex urban test site located at Kalochori Greece was examined (Fig. 7) . Three configurations were used as input: 1) the RGB bands of an orthoimage (called CNN/image); 2) the RGB bands of an orthoimage fused by geometric features (NH, E, HV, ND, PL, and STD) on a dense image matching (DIM)/DSM [16] (called CNN/image_6F+); and 3) the proposed CNN/8F+ on a LiDAR data set. The cell size for all the cases was 25 cm. Fig. 7 shows the training polygon samples and the building detection results. As is observed, the CNN/image provides insufficient building detection results due to the quite similar pixel values between urban objects such as building rooftops versus roads. Although DIM/DSMs commonly suffer from surface roughness and local deformations at the boundaries of the objects [16] , the building detection results were significantly improved by applying the CNN/image_6F+. Such improvement indicates that the proposed geometric features can be effectively used in several types of data. The CNN/8F+ achieved the highest Q rate (about 86%) compared with all configurations described in this section and Tables I and II . This shows the advantage and the flexibility of the proposed feature extraction method in a variety of complex urban scenes.
VI. CONCLUSION This letter employs a CNN classifier for building extraction from the LiDAR data. An augmented imagery plane is constructed in terms of an MDFV consisting of the raw LiDAR data and seven additional features. The MDFV is used as input to the CNN classifier which in turn is responsible for recognizing the urban object classes of buildings, vegetation, and the ground in a pixelwise level. Features are selected in a way to model the physical properties of urban objects. We observed that the proposed deep learning classifier outperforms the compared linear and nonlinear classification methods. Furthermore, we observed that the use of additional features to model the physical properties of the urban objects further improves the classification accuracy. This is due to the fact that these features better model the attributes of the urban scene, increasing the classification performance. Comparisons are performed with conventional ANNs, linear, and RBF kernel SVM classifiers. Some model-based approaches present better classification results. However, these methods have low generalization capabilities since their tuned parameters are configured for specific study areas.
