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My heartfelt thanks to everybody who has contributed to my growth towards
this doctoral degree. At the very beginning I would like to express my deep-
est gratitude to Prof. Thomas Schick. Several interactions with him and his
wonderful teaching in mathematics have inspired me to pursue my endeavours
in mathematics. I am also highly indebted to my supervisor Prof. Ralf Meyer
for his extreme patience and guidance throughout the period of my work on
this project. Apart from this, a major thanks to Dr. Jianchao Wu for several
discussions, giving key insights on my thesis project and his immense hospitality
during my visit to Münster.
I would like to thank the Research Training Group 1493 for awarding me the
doctoral stipend during the first three years of my work along with generous
grants for visits to conferences. Also I am much obliged to my supervisors Prof.
Ralf Meyer and Prof. Thomas Schick for granting me extensions to complete my
thesis. Thanks to Prof. Chenchang Zhu for bearing my travel and registration
fees to conferences from her grant, during the last six months of my work.
Apart from this a major thanks goes to my friend and colleague Dr. Suliman
Albandik for always being there to help me when I needed. Also a big thanks
to the rest of my colleagues and professors in Göttingen with special mention to
Rudolf Zeidler for certain fruitful discussions on my thesis project. A big thanks
to my friends and family whose caring and support has made this possible.
Finally, my sincere thanks to Prof. Mahan Mj under whose care and guidance I
had the blessing to start my journey in mathematics.
v
Abstract
We develop an analogoue of coarse geometry for noncommutative spaces in
terms of unitizations of the given C∗-algebra. Examples for our theory come
from Rieffel deformation of compactifications under strongly continuous actions
of Rd. A special case of this is the coarse structure on the Moyal plane, seen
as a Rieffel deformation of the classical plane. The motivating question for
this project has been to investigate a possible coarse equivalence between the
classical plane and the Moyal plane, which seems plausible in physics. We define
a noncommutative analogue of coarse maps. Our definition ensures that the
classical and the Moyal plane with their standard coarse structures are coarsely
equivalent. A more general result holds for Rieffel deformations of arbitrary
actions of Rd by translations.
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Chapter 0
Introduction
Coarse geometry studies large-scale properties of topological spaces. What could
coarse geometry mean for noncommutative spaces? Boundaries play a major
role in many coarse geometric studies. Moreover, there is a particular coarse
structure determined by a boundary. This treatment of what we call a non-
commutative coarse structure on a non-unital C∗-algebra by starting with an
appropriate boundary has been the major theme of my thesis work.
One of the major motivations of our work on noncommutative coarse structures
has been to understand the coarse structure underlying the quantum plane. It
is quite well-known from physics that the main difference between quantum
and classical phenomena lies in the small scale of objects involved. On large
scales, their differences should disappear. This led us to seek a notion of coarse
structure for the Moyal plane which should then be shown to be equivalent to
the classical plane.
Following Roe [9], any coarse structure on a locally compact Hausdorff space X
is defined by a collection of subsets of X ×X, satisfying certain axioms. These
subsets E ⊂ X ×X are called controlled. They determine which pairs of points
are to be considered uniformly close.
Let us briefly look at the category of coarse structures on locally compact Haus-
dorff spaces with coarse maps as morphisms. Within it, consider the following
two parts, that of proper coarse structures and the other of topological coarse
structures coming from a compactification. These two are related in the sense
that both map to the category of topological spaces and continuous maps in
a similar manner. Given a proper coarse structure, one can construct a com-
pactification called the Higson compactification such that the boundary, the
Higson corona, defines a functor to the category of compact topological spaces
and continuous maps. Whereas for objects corresponding to topological coarse
structures, the boundary of the compactification is a functor to the category of
compact topological spaces.
Given an arbitrary noncommutative C∗-algebra A, the pure state space P(A),
corresponding to the underlying topological space in the commutative case,
can be topologically very bad. Thus in the noncommutative setting, since the
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underlying topology is not good enough, we do not expect to define a coarse
structure in terms of controlled sets. Rather, as motivated in the paragraph
above, we shall use the boundary coming from a unitization of A to determine
its coarse structure. For certain noncommutative C∗-algebras A and their unit-
izations A, the quotient algebra A/A is isomorphic to a commutative boundary
like C(X)/C0(X). Here X is some compactification of a locally compact Haus-
dorff space X. This allows us to compare the noncommutative coarse space
given by A / A to the classical coarse space X ⊆ X.
So in our work, a noncommutative coarse structure on a non-unital C∗-algebra A
is defined as a unitization A of the C∗-algebra A. Defining coarse structures
in terms of compactifications raises questions regarding well-definedness of such
an object as we go back from the topological category to the coarse category.
In the case of metric coarse structures on (X, d), by a theorem of Roe [9], the
topological coarse structure coming from the Higson compactification of a proper
metric d coincides with the original metric coarse structure. With this, we use
the Higson compactification from the metric coarse structure on the Euclidean
space R2n to define a coarse structure on the classical plane uniquely.
The Moyal plane is a Rieffel deformation of the classical plane R2n under the
translation action of the vector group R2n. Using that exactness is preserved
under Rieffel deformation, we define the coarse structure on the Moyal plane, as
a Rieffel deformation of the Higson compactification of R2n. Since the transla-
tion action is trivial on the boundary of the Higson compactification, its Rieffel
deformation, which is a boundary to the Moyal plane, is isomorphic to the ori-
ginal commutative boundary. We therefore expect that the coarse structure on
the Moyal plane defined by this process is equivalent to that on the classical
plane.
In this respect, it should be mentioned that to define the coarse structure, we use
functoriality of the deformation process in Kasprzak’s equivalent approach to
Rieffel deformation [4]. For a trivial action, we show that the deformed algebra
is in fact the same as the original algebra. We show that for topological coarse
structures, with the metric coarse structure on the range space, a coarse map
inducing a homeomorphism between the boundaries gives a coarse equivalence.
In the classical case, a map φ : X → Y is coarse if it is proper and bornologous.
The properness condition means that points on the boundary are mapped only
to the boundary, and the bornologous condition for topological coarse struc-
tures means that the map induced between the boundaries is continuous. Let
0 → A → A → A/A → 0 and 0 → B → B → B/B → 0 be certain extensions
by unitizations A,B that define noncommutative coarse structures on the non-
unital C∗-algebras A,B, respectively. We call a strictly continuous, contractive,
completely positive map φ : A→ B a noncommutative coarse map if it extends
to a unital completely positive map between the multiplier algebras with the
following properties. Since the coarse structures are determined specifically by
the unitizations A,B, respectively, we require φ to restrict to a strictly continu-
ous map between these given unitizations. Furthermore this restriction map
needs to induce a ∗-homomorphism between the boundary quotient algebras
[φ] : A/A → B/B . We say the following commuting diagram below defines a
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noncommutative coarse map:










0 // B // B // B/B // 0
If φ : A→ B is strictly continuous, completely positive, contractive then the in-
duced map between the dual spaces maps pure states to states. Now states
on a C∗-algebra are equivalent to probability measures in the commutative
case. Thus, in effect we have a measure-valued map that converges to a point-
valued map at the boundary. As shall be evident later, the main challenge
is to incorporate discontinuous coarse maps in the algebraic picture between
the C∗-algebras of continuous functions. Thus we consider the bigger class of
completely positive maps as noncommutative coarse maps. ∗-homomorphisms
between the algebras correspond to continuous coarse maps.
Starting with a discontinuous coarse map, Roe develops an equivalent measure-
valued map in [8] that gives a continuous map between the Higson coronas. The
conditions on the measure-valued map and that it restricts to a ∗-homomorphism
at the boundary say that given a net of points in the domain converging to the
boundary, the image net of measures also converges to a boundary point. But
the support of the measures in the image net can be the whole of the space, and
the convergence condition only says that a certain ‘major volume’ of the meas-
ures in the image net should converge to the boundary point. But it is still not
clear how to quantify this major volume, which starting with a measure-valued
map could help us to construct a close point-valued coarse map. Thus the op-
posite direction to show that such a measure-valued map between topological
coarse structures always gives a point-valued coarse map, up to an equivalence
condition of closeness, is yet to be understood. Until then, our definition of a
noncommutative coarse map may contain more coarse maps in the commutative
case.
We next consider the equivalence relation of closeness between two noncommut-
ative coarse maps. We call two coarse completely positive maps φ1, φ2 : A→ B
close if they induce the same ∗-homomorphism between the boundary quotients,
that is, [φ1] = [φ2]. In classical coarse geometry two coarse maps f, g : X → Y
are close if the set {(f(x), g(x)) : ∀x ∈ X} is a controlled set in Y . For topo-
logical coarse structures coming from compactifications, this condition is equi-
valent to that they extend to the same map between the boundaries of the
compactification.
With the equivalence relation of closeness between two maps, a coarse map
f : X → Y is a coarse equivalence if there exists another coarse map g : Y → X
such that f ◦ g is close to idY and g ◦ f is close to idX . It is trivial to show that
a coarse equivalence between proper coarse structures gives a homeomorphism
between the Higson coronas, as would be expected from the functoriality of the
Higson corona. For topological coarse structures, a coarse equivalence implies
that they have homeomorphic boundaries. In the other direction, we consider
the special case of a coarse map f : X → Y to a metric coarse structure on Y ,
like in the example of the classical plane. Then we show that if f extends to a
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homeomorphism between the boundaries, it is actually a coarse equivalence.
We call a coarse completely positive map φ : A → B a noncommutative coarse
equivalence if there exists a coarse completely positive map Ψ: B → A in the
opposite direction such that they both restrict to ∗-isomorphisms between the
boundary quotient algebras that are inverse to each other. With this we con-
struct a noncommutative coarse equivalence between the classical plane and the
Moyal plane, with noncommutative coarse structures as defined before.
For this we use the completely positive quantization maps between Rieffel de-
formations as developed in [2] by Kascheck, Neumaier and Waldmann. There is
such a map on the Higson compactification of the bounded coarse structure on
R2n coming from the Euclidean metric. This restricts to a completely positive
map on the ideal C0(R2n) mapping to the Moyal plane. Using triviality of the
translation action of R2n on the Higson corona, we then show that it induces the
identity ∗-isomorphism between the boundary quotient algebras, as required by
our theory.
In the first chapter, we introduce noncommutative coarse structures on C∗-al-
gebras. Starting with the classical treatment of coarse geometry on topological
spaces, a brief discourse is then given on the preliminary C∗-algebra theory we
need to understand the definition of a noncommutative coarse structure on a
C∗-algebra. This includes Gelfand-Naimark theory on concrete representations
of abstract C∗-algebras and the correspondence between compactifications and
unitizations. The minimal and maximal unitizations of a C∗-algebra is treated
in detail. In the final section we discuss the importance of the boundary quo-
tient algebra of a given unitization in determining the noncommutative coarse
structure.
In the second chapter, we discuss Rieffel deformation and the related machinery
we use, and then apply it to define a noncommutative coarse structure on the
Moyal plane. Using Kasprzak’s theory of Rieffel deformation, we prove here
that for a trivial action of the group the deformed algebra is the same as the
undeformed C∗-algebra. In the end, we apply Rieffel deformation to the met-
ric coarse structure of the classical plane to define a noncommutative coarse
structure on the Moyal plane. Using triviality of the translation action on the
Higson corona, we expect this noncommutative coarse structure of the Moyal
plane to be equivalent to the metric coarse structure on R2n by our definition
of a noncommutative coarse structure.
In the third chapter, we define noncommutative coarse maps and compare them
with the classical coarse maps. We also discuss in detail the problems that still
need to be solved. Finally, we study the completely positive quantization map
between Rieffel deformations developed in [2]. With this we establish the coarse




Coarse geometry or large-scale geometry studies the macroscopic features of a
given topology. Coarse structures are closely related to compactifications. There
are natural constructions going back and forth between coarse structures and
compactifications, which are often inverse to each other (but not always). The
noncommutative analogue of a coarse structure is a unitization of a C∗-algebra.
We use these to define coarse structures on C∗-algebras.
1.1 Coarse structures
Let us start with a brief introduction to what is coarse geometry in line with
Prof. John Roe’s axiomatic definition of coarse structures as in [9]. Coarse geo-
metry concerns itself with loosening the concept of distance in spaces. Several
metrics may give the same large-scale geometry on the space. The idea is to
formalize when two metrics are to be considered equivalent from this aspect.
Here we are mostly concerned with understanding what coarse geometry means
for a topological space to help us extend the notion to noncommutative spaces.
1.1.1 The abstract notion of a coarse structure
Let X be a set. We will use the following notation for subsets of X ×X.
1. If E ⊆ X ×X, then E−1 denotes the set {(x, x′) : (x′, x) ∈ E}, which is
called the inverse of E;
2. If E′, E′′ ⊆ X ×X, then
E′ ◦ E′′ := {(x′, x′′) : ∃x ∈ X, (x′, x) ∈ E′, (x, x′′) ∈ E′′
is called the product of E′ and E′′.
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If E ⊆ X ×X and K ⊆ X we define
E[K] := {x′ : ∃x ∈ K, (x′, x) ∈ E}.
Definition 1.1. A coarse structure on a set X is a collection E of subsets of
X ×X, called controlled sets or entourages, which contains the diagonal and is
closed under the formation of subsets, inverses, products, and (finite) unions.
A set equipped with a coarse structure is called a coarse space.
The most important example is the natural coarse structure on a metric space.
Example 1.2. Let (X, d) be a metric space and let E be the collection of all
those subsets E ⊆ X ×X for which sup{d(x′, x) : (x′, x) ∈ E} is finite. Then E
is a coarse structure. It is called the bounded coarse structure of the metric or
the bounded metric coarse structure on (X, d). It is equal to the coarse structure
generated1 by the sets Er := {(x, x′) ∈ X ×X : d(x, x′) ≤ r} for all r > 0.
The axiomatic definition of a coarse structure is useful and defines the broad
set-up one needs to look at coarse geometry. Within this framework one can
consider several different coarse structures on X. We are interested in coarse
structures on a non-unital C∗-algebra, seen as an extension of coarse structures
on topological spaces. Therefore, we need a special subclass of coarse structures,
namely, those that are compatible with a topology. These have wide applications
to problems in topology and hence are also important from this point of view.
They are known as proper coarse structures and put an extra restriction on the
underlying topology of X. Apart from X being locally compact and Hausdorff,
something that is essential for generalizing to C∗-algebras, X should also be
paracompact.
Definition 1.3. A coarse structure on a paracompact Hausdorff space X is
proper if
(i) there is a controlled neighbourhood of the diagonal, and
(ii) every bounded subset of X is relatively compact, where B ⊂ X is a
bounded subset of X if B × {p} is controlled for some {p} ∈ X.
Example 1.4. Let (X, d) be a metric space. Its metric coarse structure is
proper if and only if it is proper as a metric space, that is, closed bounded
subsets with respect to the metric are compact.
Given a proper coarse structure, one can define a particular compactification
called the Higson compactification, a helpful construction to pass from the cat-
egory of proper coarse structures to that of compact topological spaces.
Definition 1.5. Let X be a proper coarse space (a paracompact space with a
proper coarse structure) and let f : X → C be a bounded continuous function.
We denote by df the function
df(x, y) = f(y)− f(x) : X ×X → C.
1This is the smallest collection of subsets of X × X that contains all the generating sets
and also satisfies the axioms of a coarse structure.
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We call f a Higson function if, for the closure of each controlled set Ē, the
restriction of df to Ē vanishes at the boundary; that is df ∈ C0(Ē).
Proposition 1.6. [9, Proposition 2.36] The Higson functions on a proper coarse
space X form a unital C∗-subalgebra of Cb(X) containing the essential ideal
C0(X). Let Ch(X) be the set of Higson functions on X.
Proof. The only non-trivial part is to see that the product of two Higson func-
tions is a Higson function. This follows from d(fg)(x, y) = df(x, y)g(x) +
f(y)dg(x, y). For any f ∈ C0(X), the Higson condition is trivial, so C0(X) ⊂
Ch(X).
Definition 1.7. By the Gelfand-Naimark Theorem2, Ch(X) corresponds to a
compactification hX of X called the Higson compactification.
1.1.2 Topological coarse structures
These are one of the major objects we use for our project on noncommutative
coarse structures. They are the coarse structures on a locally compact Hausdorff
space that are defined in terms of a compactification. For now, X denotes a
paracompact and locally compact Hausdorff space.
Definition 1.8. A compactification of the locally compact Hausdorff space X
is a compact Hausdorff space X that contains X as a dense open subset. The
compact subspace ∂X = X\X is called the boundary of the compactification.
As we shall see in more detail later, a compactification X of X is completely
described by the algebra C(X) of continuous (complex-valued) functions on it.
Each such function is uniquely determined by its restriction toX, and thus C(X)
may be identified with a C∗-subalgebra of Cb(X), the algebra of all bounded
continuous functions on X. Two extreme examples are:
(i) the one-point compactification ofX, corresponding to the C∗-algebra C0(X)†
of functions that tend to a constant value at infinity;
(ii) the Stone-Čech compactification, corresponding to the C∗-algebra of all
bounded continuous functions on X.
The construction in the theorem below defines a coarse structure on X. We
write down the proof from [9] to give an idea of the workings behind the main
object of our study.
Theorem 1.9. [9, Theorem 2.27] Let X be a paracompact and locally compact
Hausdorff space with a compactification X. Let E ⊆ X × X. The following
conditions are equivalent.
(i) The closure E of E in X ×X meets the complement of X ×X only in the
diagonal ∆∂X = {(ω, ω) : ω ∈ ∂X}.
2We expect the reader to be aware of it though for our current work we shall also treat
this theorem in detail later.
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(ii) E is proper3, and for every net (xλ, yλ) in E, if {xλ} converges to a point
ω ∈ ∂X, then {yλ} also converges to ω.
(iii) E is proper, and for every point ω ∈ ∂X and every neighbourhood V of ω
in X, there is a neighbourhood U ⊆ V of ω in X with E∩(U×(X\V )) = ∅.
Moreover, the sets E satisfying these equivalent conditions form the controlled
sets for a connected4 coarse structure on X.
Proof. It is immediate that (i) implies (ii).
To show that (ii) implies (iii), suppose that (iii) is false. Then there is ω ∈ ∂X
and a neighbourhood V of ω, such that for every neighbourhood U of ω there is
a point (xU , yU ) ∈ E∩(U×(X\V )). The assignment U 7→ (xU , yU ) is a net and
{xU} converges to ω. Since {yU} belongs to the closed set X\V , which does not
contain ω, it is impossible for {yU} to converge to ω, and this contradicts (ii).
To show that (iii) implies (i), let (ω, ω′) be a point of E\X×X. The properness
of E implies that (ω, ω′) ∈ ∂X × ∂X. Suppose for a contradiction that ω 6= ω′.
Fix disjoint neighbourhoods V, V ′ of ω, ω′; then for any neighbourhood U ⊆ V
of ω we have (ω, ω′) ∈ U × V ′, so E must meet U × V ′ ⊆ U × (X\V ). This
contradicts (iii).
To show that the class E of sets E characterized by these conditions forms a
coarse structure, we use condition (i) to see that E is closed under the formation
of inverses, subsets, and finite unions. To see that E is closed under the formation
of products, it is easiest to use condition (ii). Suppose that {(xλ, zλ)} is a net in
E = E′ ◦ E′′, where E′, E′′ ∈ E . For each λ there is yλ such that (xλ, yλ) ∈ E′
and (yλ, zλ) ∈ E′′. Suppose that {xλ} converges to ω ∈ ∂X. Then {yλ}
converges to ω because E′ ∈ E , and then {zλ} converges to ω because E′′ ∈ E .
It follows that E ∈ E .
Any compact subset ofX×X belongs to E . In particular, the compact set {x, x′}
belongs to E for all x, x′ in X, so the coarse structure E is connected.
Definition 1.10. The coarse structure described in Theorem 1.9 is called the
topological coarse structure associated to the given compactification.
We shall repeatedly need the topological coarse structure to be proper. There-
fore, we give the proof for the corrected statement in [1].
Lemma 1.11. The topological coarse structure associated to a second countable
compactification is proper.
Proof. Since every controlled set is proper in X × X, every bounded subset
of X has compact closure. We must produce a controlled neighbourhood of the
diagonal. Using Urysohn’s Lemma, choose continuous functions f, g : X×X →
R+ such that f vanishes only on the diagonal, and g vanishes only at infinity
(that is, on X × ∂X ∪ ∂X ×X). Let
3A subset E ⊂ X×X is proper if E[K] and E−1[K] are relatively compact whenever K is
relatively compact. This is not something very important for our work and is only used here
to show that the coarse structure defined is connected.
4A coarse structure is connected if every point in X ×X belongs to some controlled set.
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E = {(x, y) ∈ X ×X : f(x, y) < g(x, y)}.
Then E is open and contains the diagonal of X ×X. Moreover, if (xλ, yλ) is a
net in E and xλ → ω ∈ ∂X, then g(xλ, yλ)→ 0 and thus f(xλ, yλ)→ 0 also. It
follows that yλ converges to ω; so E ∈ E .
Later in Chapter 3 we show in Lemma 3.23 that the second countability re-
striction on the compactification X can be weakened to a certain extent. We
consider σ-compact spaces with compactifications X such that the boundary
∂X is second countable. In this more general context we show in Chapter 3
that all the major results in [9, Chapter 2] follow through.
The following example compares a well-known example of a bounded metric
coarse structure with a topological coarse structure coming from a well-known
compactification.
Example 1.12. The bounded coarse structure associated to the Euclidean
metric on Rn is strictly finer5 than the topological coarse structure associated
to its compactification by a sphere Sn−1 of points at infinity.
Before ending this section on coarse geometry, let us state one of the main theor-
ems in [9] we use in our work. We use this theorem to define a noncommutative
coarse structure on the Moyal plane equivalent to the bounded metric coarse
structure on the classical plane R2n.
Theorem 1.13. [9, Proposition 2.47] Let (X, d) be a proper metric space. Then
the bounded metric coarse structure on X is the topological coarse structure
associated to its Higson compactification.
In the opposite direction, we have the following important theorem.
Theorem 1.14. [9, Proposition 2.48] Suppose that X is a locally compact Haus-
dorff space, and that it is given the topological coarse structure associated to a
second countable compactification X. Then the Higson compactification of X is
the originally given compactification X.
Having given a basic idea to the required amount of coarse geometry concepts
we need for this project, we next introduce noncommutative coarse structures.
This is our main object of study.
1.2 Noncommutative coarse structures
The plan for this project has been to imitate the framework of coarse geometry
in the realm of commutative C∗-algebras and then extend to noncommutative
C∗-algebras, as much as possible. As we shall see in detail below, the underlying
topological space of a noncommutative C∗-algebra is not a very well-defined
object. There are several candidates that can be considered, and even then most
5If E ⊂ F , so that every E-controlled set is also F-controlled, then we call E finer than F .
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of such topologies are without much structure. Thus we do not expect to imitate
a set-theoretic definition of coarse structure for noncommutative C∗-algebras.
This makes us look at topological coarse structures on a topological space X
coming from a compactification X. In the more general category of C∗-algebras,
unitizations of non-unital C∗-algebras generalize the notion of compactifications
of locally compact Hausdorff spaces. With this, we then define a noncommut-
ative coarse structure by a unitization of the given non-unital C∗-algebra.
We next take a short discourse through the important notions of C∗-algebra
theory which we need to understand better this correspondence between coarse
geometry and noncommutative coarse structures for C∗-algebras via unitiza-
tions. We shall only assume the reader knows the definition of an abstract
C∗-algebra from the viewpoint of functional analysis.
1.2.1 Unitization of C∗-algebras
Let us start with the notion of a unitization of a C∗-algebra. Later, we shall
establish its connection with compactifications in the commutative case.
Definition 1.15. An ideal I in a C∗-algebra A is essential if each non-zero
closed ideal of A has a non-zero intersection with I. Equivalently, the annihilator
I⊥ := {a ∈ A : aI = 0} is zero.
In the commutative case, consider an open subset Y ⊂ X such that Y is not
dense in X. Then Y 6= X, where Y is the closure of Y in X. Since X is
compact Hausdorff, it is normal. Thus by Urysohn’s Lemma for any x ∈ X and
x 6∈ Y , there exists a continuous function fx ∈ C(X) such that fx(Y ) = 0 and
fx(x) = 1. Thus we have a non-zero element fx ∈ C0(Y )⊥ ⊂ C(X). So C0(Y )
is not an essential ideal.
Definition 1.16. Given a locally compact space X, a compactification of X
is a compact space X such that C(X) contains C0(X) as an essential ideal. X
being Hausdorff shall imply X is Hausdorff.
This definition generalizes directly to noncommutative C∗-algebras.
Definition 1.17. Given a non-unital C∗-algebra A, a unitization of A is a
unital C∗-algebra A that contains A as an essential ideal.
Definition 1.18. Given a non-unital C∗-algebra A, a unitization A defines a
noncommutative coarse structure on A.
To make more precise the condition of containing A as an ideal, we choose a
particular representation of A inside B(H), the bounded operators on some
Hilbert space H. Then the unitization A is a unital C∗-algebra sitting inside
B(H). More concretely, we need to understand the Gelfand-Naimark Theorem
of representing abstract C∗-algebras isometrically as C∗-subalgebras of B(H).
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1.2.2 The Gelfand-Naimark correspondence
Next we give a rapid and brief introduction to several C∗-algebraic concepts we
need to establish the Gelfand-Naimark Theorem.
Definition 1.19. Let A be a C∗-algebra and let H be a Hilbert space. A
representation π of A on H is a ∗-homomorphism π : A → B(H). In other
words, π is a linear map from A to B(H) such that
π(ab) = π(a)π(b) and π(a∗) = π(a)∗
for all a, b ∈ A. A representation is called faithful if it is injective.
Definition 1.20. A representation π : A → B(H) is called irreducible if π(A)
has no invariant subspaces other than 0 and H.
Definition 1.21. A vector η ∈ H is called cyclic if the closed linear span of
π(A)η, written as [π(A)η], is the whole of H. A representation π : A → B(H)
is cyclic if there exists a cyclic vector η ∈ H.
Definition 1.22. Bounded positive linear functions of norm 1 on a C∗-algebra





If A is unital, then the norm of a positive linear functional is ‖f‖ := f(1), where
1 is the unit of A.
Example 1.23. In the case of C(X), by the Riesz Representation Theorem the
space of states consists of all regular Borel probability measures on X.
This is a convex space and the elements x ∈ X correspond to the extreme
points of the state space. The notion of extreme points of a convex subset of
a topological vector space is defined as those which do not have a non-trivial
convex decomposition. Thus the multiplicative linear functionals are just the
extreme points in the space of states on C(X).
Definition 1.24. A pure state is an extreme point in the state space of a
C∗-algebra A.
Given a C∗-algebra A, consider a state φ : A → C. Then by the standard
Gelfand-Naimark-Segal construction in C∗-algebra theory, φ corresponds to a
cyclic representation of A, say, (πφ, Hφ, ζφ). See [6, Theorem 3.3.3] for the
construction.
If φ is pure then the representation πφ is irreducible. Thus each pure state
corresponds to an irreducible representation of the C∗-algebra. In the converse
direction, every irreducible representation is spatially equivalent to a cyclic rep-
resentation corresponding to a pure state. Spatial equivalence is a very natural
equivalence relation between representations of a C∗-algebra.
Definition 1.25. A representation π1 : A → B(H1) is said to be spatially
equivalent to π2 : A→ B(H2) iff there exists a unitary U : H1 → H2 such that
Uπ1(a) = π2(a)U for all a ∈ A.
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Definition 1.26. The spectrum of a C∗-algebra A is defined as the set of
spatial equivalence classes of irreducible representations of A.
In the commutative case, there is a one-to-one correspondence between the set
of pure states and the spectrum of the C∗-algebra, that is, P (A) = Â. For a
commutative C∗-algebra, the irreducible representations are all one-dimensional,
that is, ∗-homomorphisms φ : A→ C. Hence the equivalence relation is trivial.
Thus there is only one element in each spatial equivalence class of irreducible
representations, namely, the pure state φ.
In a commutative C∗-algebra A, for every element a in A one can define a
function over its pure state space by
â : φ 7→ φ(a); ∀φ ∈ P (A).
This is known as the Gelfand transform and defines a homomorphism from A
to C(P (A)).
Theorem 1.27 (Gelfand-Naimark). Let A be a commutative unital C∗-algebra
with spectrum Â = P (A). The Gelfand transform is an isometric ∗-isomorphism
of A onto C(Â).
For a noncommutative C∗-algebra A, corresponding to each self-adjoint element
a ∈ Asa, there exists a pure state f on A such that |f(a)| = ‖a‖A. Then for every
a ∈ A, considering the positive element a∗a, we have the GNS representation
πa such that ‖πa(a)‖B(Ha) = ‖a‖A. One can then consider the direct sum of
representations
⊕
a∈A πa which shall give an isometric ∗-representation of A, as
in the following theorem.
Theorem 1.28 (Gelfand-Naimark). Every abstract C∗-algebra with identity is
isometrically ∗-isomorphic to a C∗-algebra of operators on some Hilbert space.
For a noncommutative C∗-algebra, the space of pure states is mostly larger
than Â and there exists a surjection from P (A) onto the spectrum Â. For ex-
ample, the spectrum of the algebra of compact operators, which is isomorphic to
the Moyal plane, consists of only one point. This is why we avoid a set-theoretic
definition of coarse structure on the underlying topological space, unless we find
more reasons to choose P (A) over Â. Even then, with either of the choices, there
are other limitations with their topology for noncommutative C∗-algebras.
1.2.3 Compactifications and unitizations
In this section, we look into examples of compactifications of a locally compact
Hausdorff space. We shall then consider corresponding examples of unitizations
of C∗-algebras.
The partial order in the collection of all compactifications of a given locally
compact Hausdorff space X is given as X1 6 X2 iff there exists a surjective
quotient map q : X2  X1. Consider the partially ordered set of all possible
compactifications for a given locally compact Hausdorff space X. The one-point
compactification X† of X is the smallest possible compactification. It is defined
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as the original space X along with an extra point, say x∞, that is, X† := X∪x∞.
To define the topology of X† we define the neighbourhoods of the point x∞ as
the complements of compact sets in X. These extra open sets along with the
original topology of X define the new compact topological space X†. If X is
already compact then the point x∞ will be an isolated point of X† and X† is
not a compactification of X.
Example 1.29. Consider the locally compact Hausdorff space Rn. The one-
point compactification of Rn is homeomorphic to the sphere Sn. Thinking of
the compactification process as attaching some boundary to Rn the one-point
compactification can be thought of as the spherical completion of Rn.
The Stone-Čech compactification is the largest possible compactification of X.
It is defined as a compact Hausdorff space βX containing X as a dense subset
such that all continuous bounded function on X have a unique extension to βX.
It is the spectrum of Cb(X).
The Stone-Čech compactification βX is the maximal compactification in the
sense that any other compactification is a quotient of βX. The one-point com-
pactification X† is the smallest, so all other compactifications of X map onto
it.
Example 1.30. One can also think of other compactifications of Rn, for ex-
ample, like the projective completion. This would start from the centre and
follow a ray up until infinity and if we continue further beyond that we come
back along the line of the ray from the diametrically opposite point to the centre.
The unital algebra of continuous functions on the projective compactification
thus contain all bounded functions that descends down to the projective space
PRn.
Using the Gelfand-Naimark correspondence, for a non-unital C∗-algebra A we
expect a similar partially ordered class of unitizations of A. Given A, we can
always define a minimal unitization by just adjoining a unit to A.
The minimal unitization A† of A is isomorphic to the direct sum A ⊕ C as a
Banach space with the multiplication given by (a, λ1) ∗ (b, λ2) = (a · b + λ2a +
λ1b, λ1λ2). A† acts on A with this multiplication. The embedding of A into A† is
explicitly given by a 7→ (a, 0); for all a ∈ A. Thus we define a C∗-operator norm
on the elements of A† by ‖(a, λ)‖ = supb∈A,‖b‖≤1 ‖(a, λ) ∗ (b, 0)‖. One can show
that this gives a unital C∗-algebra containing A as an essential ideal with the
unit element given by (0, 1). If A already contains a unit, then A† ∼= A ⊕ C6
with multiplication (a, λ1) ∗ (b, λ2) = (ab, λ1λ2).
The multiplier algebra M(A) is the largest unitization of A. In the commutative
case, the multiplier algebra of C0(X) is the algebra of all continuous bounded
functions Cb(X) on X. If we want to look for a concrete realization of M(A), we
shall have to extend a representation of A as bounded operators on some Hilbert
space B(H) to the bigger algebra M(A). For this, we need a non-degenerate
representation π : A→ B(H), that is, π(A)H is dense in H.
Definition 1.31. Given a non-degenerate representation of A in B(H), an
element x ∈ B(H) is called a two-sided multiplier of A if Ax ⊂ A and xA ⊂ A.
6Please note that as in the commutative case, A† is a unitization of A only if A is non-unital.
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The set containing all these elements is called the multiplier algebra for A:
M(A) := {x ∈ B(H) | xA ⊂ A ∧Ax ⊂ A}
But as we expect from the commutative case, the notion of unitization is inde-
pendent of the concrete representation of the algebra. To see that the definition
above is independent of the chosen nondegenerate representation of A, we map
this to an algebra whose definition is independent of the representation of A.
This is the algebra of double centralizers of A.
Definition 1.32. A double centralizer of a C∗-algebra A is a pair of maps
(L,R) : A→ A satisfying
R(x)y = xL(y)
for all x, y in A. Let us denote the set of all double centralizers of A as DC(A).
The unit in DC(A) is the pair (I, I), where I is the identity map on A. If
T : A→ A is any map, let T ∗ : A→ A be the map a 7→ (T (a∗))∗, and define
(L,R)∗ := (R∗, L∗).
Then * is an involution in DC(A), which makes DC(A) a unital ∗-algebra. By
using the algebraic conditions, the elements of DC(A) can be given a unique
operator C∗-norm with which DC(A) is a unital C∗-algebra containing A. The
motivation for looking at the set of all double centralizers of A as the multiplier
algebra can be seen from the following example.
Example 1.33. If A is an ideal in the C∗-algebra B and x ∈ B, then
Lx : a 7→ xa; Rx : a 7→ ax
are maps from A to A. Since aLx(b) = axb = Rx(a)b for all a, b ∈ A, (Lx, Rx) is
a double centralizer for A. The map x 7→ (Lx, Rx) between M(A) and DC(A) is
an isomorphism of C∗-algebras. The algebra DC(A) is independent of choices.
Thus starting with an abstract C∗-algebra A we can construct its multiplier
algebra M(A). If A is already unital, then M(A) = A. This characteriza-
tion of the biggest unitization M(A) of A independent of the representation of
A on some B(H) helps us to define other possible unitizations abstractly as
subalgebras of M(A).
Definition 1.34. A unital C∗-subalgebra B of M(A) containing A is called a
unitization of A.
1.3 Boundaries of compactifications
For topological coarse structures, the boundary of the compactification is an
important invariant of the coarse structure. In fact, as we saw, the controlled
sets are directly defined in terms of convergence properties of nets as they ap-
proach the boundary. In the last chapter, we shall see that coarse maps, the
1.3. BOUNDARIES OF COMPACTIFICATIONS 15
appropriate morphisms in the coarse category, between topological coarse struc-
tures are also determined by their behaviour at the boundary. Thus we end this
chapter with a brief study of topological boundaries and the boundary quotient
algebras corresponding to unitizations of C∗-algebras.
Definition 1.35. Given an ideal J in a C∗-algebra A, the quotient algebra A/J
becomes a C∗-algebra with the following quotient norm
‖a+ J‖ := inf{‖a+ j‖ : ∀j ∈ J}.
Given a unitization A of a non-unital C∗-algebra A, A being an ideal in A, the
boundary quotient algebra A/A is a C∗-algebra with the quotient norm.
In particular, for certain noncommutative C∗-algebras A and their unitiza-
tions A the boundary quotient algebra A/A can be shown to be ∗-isomorphic
to the commutative C∗-algebra C(X)/C0(X), which is the boundary quotient
algebra for some locally compact Hausdorff topological space X with compac-
tification X. The Stone-Weierstrass Theorem implies the following result.
Lemma 1.36. For a locally compact Hausdorff space X with compactifica-
tion X, the commutative C∗-algebra C(X)/C0(X) is naturally isomorphic to
C(∂X). Here ∂X is the boundary7 X \X of the compactification X.
Therefore, extending the isomorphism of C∗-algebras A/A ∼= C(X)/C0(X) to
A/A ∼= C(∂X), we have the noncommutative coarse structure on A as coming
from the commutative boundary ∂X. Depending on the strength of the bound-
ary with respect to determining a unique underlying noncommutative coarse
structure, we can use established notions from topological coarse structures to
better understand the noncommutative coarse structure on A coming from A.
Our example of a coarse equivalence between the Moyal plane and the classical
plane is based on similar ideas.
The boundary of the Higson compactification of a proper coarse space is called
Higson corona. As we shall see in Chapter 3, Proposition 3.28, the Higson corona
is functorial from the category of proper coarse spaces with coarse maps as
morphisms to that of compact topological spaces with continuous maps between
them. For this, the coarse map need not be continuous.
In the next chapter, we consider examples of noncommutative coarse structures
on C∗-algebras by using the method of Rieffel deformation. In the last chapter,
we shall see that the functoriality of the Higson corona plays a major role to
imply coarse equivalence of the metric coarse structure on R2n with that on the
Moyal plane.
7For the boundary to be compact, we need X to be Hausdorff, and hence X should also
be Hausdorff.




The main objective of this chapter is to outline the construction of new noncom-
mutative coarse structures from given ones. Rieffel deformation of C∗-algebras
by actions of the vector group Rd [7] helps us to construct such noncommutative
coarse structures. More generally, Rieffel deformation generalized to deforma-
tion of C∗-algebras by 2-cocycles on the dual group of a locally compact abelian
group, as developed by Kasprzak [4], also provides us with similar constructions.
The deformation procedure strongly depends on the action of the group on the
C∗-algebra. Given a noncommutative coarse structure on a C∗-algebra A by a
unitization A, we require the group actions to give an equivariant embedding
of A into A. With this, the group action then descends to an action on the
boundary quotient algebra A/A. This then gives a G-equivariant exact sequence
0→ A→ A→ A/A→ 0.
Since the deformation procedure under a 2-cocycle Ψ preserves exactness, this
gives a coarse structure on AΨ, given by the extension
0→ AΨ → AΨ → (A/A)Ψ → 0.
We apply this, in particular, to the unitization of C0(R2n) coming from the Hig-
son compactification for the usual Euclidean metric on R2n. Rieffel deformation
gives a coarse structure on the Moyal plane. As we shall see in the last chapter,
this coarse structure is coarsely equivalent to the classical plane R2n.
2.1 Rieffel deformation
Rieffel in his work [7] develops the theory of deformations of a C∗-algebra A
with a strongly continuous action α of the vector group V := Rd. The main
aim of this deformation is to arrive at a deformed product, examples of which
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would be the Moyal product and the general theory of deformation quantization
that was being considered mostly in physics. In deformation quantization, the
deformed product is defined on the dense smooth subalgebra and then exten-
ded by continuity. Similarly, one can study deformed products on C∗-algebras
admitting an action of the vector group V .
The formula for the deformed product is written down concretely for elements
of the subalgebra A ⊂ A that are smooth with respect to the action. Let J be
an anti-symmetric matrix on V . The Rieffel deformation AJ of A is the same




αJx(a)αy(b)e(x · y) dxdy1, (2.1)
where e(x · y) stands for e2πi〈x,y〉 for a given inner product 〈, 〉 on the vector
group V .
Rieffel also constructs certain C∗-norms on AJ , which involve representing AJ
by adjointable operators on a pre-Hilbert A-module2. With this C∗-norm, the
smooth algebra with the deformed product is then completed and is known
as the Rieffel deformation AJ of the C∗-algebra A. In the special case of
A ∼= C0(R2n), with translation action by the vector group R2n, the deformed
C∗-algebra corresponds to the Moyal plane, one of our major motivating ex-
amples for studying noncommutative coarse structures.
As we see, the set-up automatically involves the data of a C∗-dynamical system,
which we define below.
Definition 2.1. A C∗-dynamical system (A,G, α) consists of a C∗-algebra A
with a strongly continuous action α of a locally compact abelian3 group G on
the C∗-algebra A.
Remark 2.2. In a C∗-dynamical system (A,G, α), the group action α of G on
A being strongly continuous refers to a continuous homomorphism of G into the
group Aut(A) of *-automorphisms of A, equipped with the topology of pointwise
convergence4. Strong continuity is a weaker condition than requiring the map
α : G × A → A, (g, a) 7→ αg(a) to be jointly continuous with respect to the
topologies of G and A.
Given a C∗-dynamical system as above, each element a in A can be seen as
a bounded continuous function in Cb(G;A), given by g 7→ αg(a). This map
α̃ : A → Cb(G;A) is then a continuous ∗-homomorphism equivariant for the
action α on A and the translation action τ on Cb(G;A). Now for the vector
group V , with differentiation being allowed, by Proposition 2.10 in [7], the map
above shall carry the smooth elements A ⊂ A with respect to the action α to
smooth functions inside Cb(V ;A). Rieffel then develops the deformed product
1For the standard symplectic matrix J this form of the oscillatory integral is equivalent to∫
V×V αx(a)αy(b)e(x · Jy) dx dy, which is the familiar “Moyal product” in physics.
2See Definition 3.3 in the next chapter.
3We only consider abelian groups here.
4This means that for each x in A, the function α(x) : G → A defined by t 7→ αt(x) is
continuous in the norm topology of A.
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on these function algebras by defining a Moyal type product on the smooth
functions and then extending it to the completion.
The algebra Cb(V ;A) of bounded continuous functions on V with coefficients
in the smooth subalgebra A is also equipped with the (isometric) translation
action of the vector group V . The subalgebra of uniformly continuous functions
Cu(V ;A) ⊂ Cb(V ;A) is the largest subspace on which the translation action
is strongly continuous. Following the same procedure with an isometric and
strongly continuous action, we let C∞u (V ;A) denote the smooth subalgebra of
infinitely differentiable functions which, together with all their derivatives of all
orders, are bounded. It is trivial to see that, for a in A, the image α̃(a) under
the map α̃ above belongs to C∞u (V ;A). For functions f, g in C∞u (V ;A) the
deformed product is defined by
(f ×J g)(x) =
∫
V×V
f(x+ Ju)g(x+ v)e(u · v) dudv
This is equivalent to (2.1), if we look at the elements a in A as functions given
by α̃(a).5
Next we look at its representation as adjointable operators on S(V ;A), the
space of Schwartz functions from V to A, which form a pre-Hilbert A-module.
Finally, we shall complete these representations to arrive at representations on
the Hilbert A-module L2(V ) ⊗ A. Then, with the corresponding C∗-norm as
adjointable operators, we complete the smooth algebras to arrive at the required
C∗-algebra A and its Rieffel deformation AJ , respectively.
For the smooth Fréchet algebra A ⊂ A, consider the following representation
of a in A on a function ξ belonging to the Schwartz algebra S(V ;A) as
(π(a)ξ)(x) = α−x(a)ξ(x),
where x is an element of the vector group V .
To arrive at the HilbertA-module L2(V )⊗A consider the following inner product










The completion of S(V ;A) with respect to the norm above can be shown to be
the right Hilbert A-module L2(V )⊗A.
Using the norm on S(V ;A) as above, the following is shown in [7]:
5This is the idea used by Rieffel, using the conditions of an isometric and strongly con-
tinuous action α on the Fréchet subspace A, to extend the “Moyal product” to arbitrary
C∗-algebras A, admitting actions of V .
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Lemma 2.3. For every f in C∞u (V ;A), the deformed product with Schwartz
functions defines the following operator
f ×J · : S(V ;A)→ S(V ;A),
g 7→ f ×J g.
This map is continuous with respect to ‖·‖S and adjointable with adjoint f∗×J ·.
Now, for A with the deformed product, we also have a representation on the
same space S(V ;A). This is given by (πJ(a)ξ)(x) = (α(a) ×J ξ)(x), where we
refer to “×J” as the deformed product with elements of the Schwartz algebra
S(V ;A) as defined above. For a ∈ A, the element α(a) is defined as the function
x 7→ α−x(a) on the vector group V . For this construction to work, it is important
that the product α(a)×J ξ belongs to S(V ;A).
Consider the Fréchet algebra C∞u (V ;A) as above. Now the given action α being
isometric, the function α(a) is uniformly continuous. Also a being in the algebra
of smooth elements A, with respect to the action, α(a) shall also be a smooth
function on V . Thus for a strongly continuous and isometric action α on the
smooth elements A, by Lemma 2.3, α(a) ∈ C∞u (V ;A).








αJy−x(a)ξ̂(y)e(x · y) dy,
where for any ξ in S(V ;A), by [7, Proposition 3.1], ξ̂ in the second equality is




ξ(y)ē(x · y) dy.6
With this, the representation πJ of AJ on the pre-Hilbert module can be com-
pleted to a representation on the Hilbert A-module L2(V )⊗A. This then can be
further extended to the completion of the algebra with respect to the C∗-norm
as adjointable operators on the Hilbert A-module.
Definition 2.4. The C∗-algebra completion AJ of AJ is the Rieffel deform-
ation of A under the action α of the vector group V , where J is any anti-
symmetric matrix on V .
2.1.1 Extending Rieffel deformation, crossed products
One of the most noticeable point in the above consideration is that both the
representations π and πJ are covariant with respect to the embedding of V
acting by left translation on S(V ;A). This automatically leads to considering
the respective crossed product algebras.
6ē(x · y) refers to the complex conjugate of e(x · y).
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Definition 2.5. Given representations π of A on a Hilbert space H and a
unitary representation U of a group G on H, then (π, U,H) is a covariant
representation of the C∗-dynamical system (A,G, α) if
π(αx(a)) = Uxπ(a)U∗x
for all a in A and x in G.
Definition 2.6. A crossed product for a C∗-dynamical system (A,G, α) is a
C∗-algebra B together with a non-degenerate ∗-homomorphism iA : A→M(B)
and a strictly continuous homomorphism iG : G→ UM(B) satisfying
1. The covariance condition iA(αs(a)) = iG(s)iA(a)iG(s)∗ for a ∈ A, s ∈ G.
2. For every covariant representation (π, U) of (A,G, α), there is a non-
degenerate representation π × U of B with π = (π × U) ◦ iA and U =
(π × U) ◦ iG.
3. The span of {iA(a)iG(z) : a ∈ A, z ∈ Cc(G)} is dense in B, where iG has
been extended to the algebra Cc(G) using integration over the group G.
Now, the representations π, πJ , λ, as considered in the previous section, are all
on the space S(V ;A). The elements of the vector group V are represented by
left translation on S(V ;A) as λx ⊗ 1, that is, for ξ ∈ S(V ;A),
((λx ⊗ 1)ξ)(y) = ξ(y − x).
Then the following covariance relations hold:
(λx ⊗ 1)π(a)(λ−x ⊗ 1) = π(αx(a))
(λx ⊗ 1)πJ(a)(λ−x ⊗ 1) = πJ(αJx(a))
For better clarity, let us prove the second equality.
Lemma 2.7. (λx ⊗ 1)πJ(a)(λ−x ⊗ 1) = πJ(αJx(a))
Proof. For any ξ in S(V ;A), consider the left hand side of the above equality,
(λx ⊗ 1)πJ(a)(λ−x ⊗ 1)ξ(w)
= (πJ(a)(λ−x ⊗ 1)ξ)(w − x)
= πJ(a)((λ−x ⊗ 1)ξ)(w − x)












αJy−(w−x)(a)ξ̂(y)e(w · y) dy
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The right hand side of the above equality is,
πJ(αJx(a))ξ(w)




αJy−w+x(a)ξ̂(y)e(w · y) dy
Using the covariance condition, let us define the convolution product in the
algebra S(V ;A) to be7




We shall refer to the algebra S(V ;A) with the above multiplication as the
smooth crossed product A oα V . Similarly, for the covariant system consisting
of (πJ , λ, αJ) for the deformed algebra AJ , we shall consider S(V ;AJ) with a
similar convolution product as the smooth crossed product AJ oαJ V .





























αJy−x(f̂(y))(ξ̂(y))e(x · y) dy.




αJy(f̂(y))e(x · y) dy.
This operator is invertible, with inverse given by Θ−J .
Theorem 2.8. [5, Theorem 1.1] For every f in S(V ;A) we have πJ(f) =
π(ΘJ(f)). Hence ΘJ defines an isomorphism Aoα V ∼= AJ oαJ V .
7This is the convolution product one uses in the compactly supported functions Cc(V ;A)
for a C∗-algebra A to arrive at the crossed product algebra A oα V . The algebra of Schwartz
functions S(V ;A) is the completion of Cc(V ;A) in a certain topology just as in the scalar
case.

















αJy−x(f̂(y))ξ̂(y)e(x · y) dy
= πJ(f)(ξ)(x).
Since the smooth subalgebra, under a strongly continuous and isometric action,
is dense, we may extend the whole picture to the level of C∗-algebras. Firstly,
complete the representations π, πJ on S(V ;A) to that as adjointable operators
on the Hilbert A-module L2(V ) ⊗ A. Then using the C∗-operator norm, the
isomorphism ΘJ between the smooth crossed products extends to the C∗-crossed
product algebras:
Theorem 2.9. [5, Theorem 2.1] The isomorphism ΘJ of smooth crossed products
extends to an isomorphism of the C∗-algebra crossed products AJ oαJ V and
Aoα V .
2.2 Rieffel deformation via crossed products
Having established the crossed product isomorphisms between the original al-
gebra and its Rieffel deformation, we shall next approach this from a different
direction. Starting with the big C∗-algebra of the crossed products, we shall
extract the underlying data of the C∗-dynamical system that is behind it. This
is Landstad’s approach to a G-product, [6, Section 7.8], and was explicitly used
by Kasprzak in his approach to Rieffel deformation [4]. We shall set up next
the framework required for it.
2.2.1 G-product
Let us start with the definition of a G-product, where G is some locally compact
abelian group. Let Ĝ be its Pontryagin dual.
Definition 2.10. Let B be a C∗-algebra. Let λ be a homomorphism of G into
the unitary group of M(B) continuous in the strict topology of M(B) and ρ̂ a
strongly continuous action of Ĝ on B. The triple (B, λ, ρ̂) is called a G-product
if
ρ̂χ(λh) = 〈χ, h〉λh (2.2)
for all χ ∈ Ĝ and h ∈ G.
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The unitary representation λ : G → M(B) can be extended to a morphism of
C∗-algebras λ : C∗(G) → M(B), where C∗(G) is the group C∗-algebra8 of G.
From the isomorphism C∗(G) ∼= C0(Ĝ), using the Fourier transform on the
Hilbert spaces F : L2(G) → L2(Ĝ), the map λ gives a morphism λ′ : C0(Ĝ) →
M(B).
The map λ′ is injective and hence is an embedding of the C∗-algebra C0(Ĝ)
into M(B). Using the identity of the G-product 2.2, we see that given the shift
automorphism τχ ∈ C0(Ĝ) defined as
τχ(f)(χ′) = f(χ+ χ′) ∀f ∈ C0(Ĝ),
the morphism λ′ intertwines the action ρ̂ with τ :
λ′(τχ(f)) = ρ̂χ(λ′(f)).
2.2.2 Landstad algebra of a G-product
Having defined the set-up of a G-product for a locally compact group G, we shall
next apply it to understand Rieffel deformation using Landstad’s approach to
G-products. As mentioned in the beginning to this section, Landstad’s theory
is an alternative characterization of the crossed product algebra corresponding
to a C∗-dynamical system. We shall be able to show this only after we have
understood the working of a certain fixed-point algebra, called the Landstad
algebra, corresponding to such a framework.
Definition 2.11. Let (B, λ, ρ̂) be a G-product and x an element in M(B).
Then x satisfies Landstad’s conditions if the following holds:
1. ρ̂χ(x) = x for all χ ∈ Ĝ;
2. the map G 3 g 7→ λgxλ∗g ∈M(B) is norm continuous9;
3. λfx, xλg ∈ B for all f, g ∈ L1(G).10
The set of elements satisfying Landstad’s conditions is a C∗-algebra and is called
the Landstad algebra of the G-product (B, λ, ρ̂).
Remark 2.12. All crossed products Aoα G corresponding to a C∗-dynamical
system (A,G, α) are examples of a G-product. Given A, a C∗-algebra, with a
strongly continuous action α of G on A, consider the standard dual action α̂ of
the dual group Ĝ on Aoα G. With the embedding of G as unitary elements in
M(AoαG) given by λ, the triple (AoαG,λ, α̂) is a G-product. In fact, we see
below that all G-products are crossed products of the Landstad algebra A with
the action α implemented as conjugation by λ.
8Since G is abelian, it is amenable and hence the reduced group C∗-algebra is the same as
the full group C∗-algebra.
9This is equivalent to the action of the group G in the underlying C∗-dynamical system
being strongly continuous.
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Theorem 2.13. [6, Theorem 7.8.8] A triple (B, λ, ρ̂) is a G-product if and only
if there is a C∗-dynamical system (A,G, α) such that B = A oα G and ρ̂ is
the action α̂ of the dual group on the crossed product. This is unique up to
isomorphism and A consists of the elements in M(B) that satisfy Landstad’s
conditions, with the action αg(a) = λgaλ∗g.
2.2.3 Deformation using a 2-cocycle on the dual group
Now using the Landstad algebra corresponding to a G-product, we are going to
recall the deformation procedure as developed by Kasprzak in [4]. A 2-cocycle
on the dual group is what introduces the deformation, so let us start with it.
Definition 2.14. A 2-cocycle on the group Ĝ is a continuous function Ψ: Ĝ×
Ĝ→ T1 satisfying
1. Ψ(e, χ) = Ψ(χ, e) = 1 for all χ ∈ Ĝ;
2. Ψ(χ1, χ2 + χ3)Ψ(χ2, χ3) = Ψ(χ1 + χ2, χ3)Ψ(χ1, χ2) for all χ1, χ2, χ3 ∈ Ĝ.
The deformation procedure deforms the original dual action on the C∗-algebra B
to another action on B. The second criterion says that this deformed dual
action satisfies the identity (2.2). For any χ, χ′ in the dual group Ĝ, con-
sider the function Ψχ(χ′) = Ψ(χ, χ′). This then defines a family of functions
Ψχ : Ĝ → T1, indexed by elements of the group Ĝ. The functions Ψχ are only
bounded continuous function on the group Ĝ and hence belong to Cb(Ĝ). Us-
ing the Fourier transform, consider the isomorphism with the group C∗-algebra
C∗(G) ∼= C0(Ĝ). Since the embedding of C∗(G) in M(B) is non-degenerate, we
may extend the map λ′ : C0(Ĝ)→M(B) to the multiplier algebras. This gives
a map λ̄′ : Cb(Ĝ) → M(B). The map λ̄′ is strictly continuous and hence gives
a strictly continuous11 family of unitary elements
Uχ = λ̄′(Ψχ).
The 2-cocycle condition for Ψ then gives
Uχ1+χ2 = Ψ(χ1, χ2)Uχ1 ρ̂χ1(Uχ2).
Using this identity, one then constructs a deformed dual action as follows;
Theorem 2.15. [4, Theorem 3.1] Let (B, λ, ρ̂) be a G-product and let Ψ be a
2-cocycle on Ĝ. For any χ ∈ Ĝ, the map
ρ̂Ψχ : B 3 b 7→ ρ̂Ψχ (b) = U∗χρ̂χ(b)Uχ ∈ B
is an automorphism of the C∗-algebra B. Moreover,
ρ̂Ψ : Ĝ 3 χ 7→ ρ̂Ψχ ∈ Aut(B)
is a strongly continuous action of Ĝ on B and the triple (B, λ, ρ̂Ψ) is a G-
product.
11Recall that the embedding λ of G in M(B) was continuous in the strict topology of M(B)
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Let us denote the Landstad algebra of the new G-product (B, λ, ρ̂Ψ) as AΨ, a
subalgebra of M(B). From the particular nature of the construction behind the
deformation, the algebra AΨ still carries an action of the group G by
ρΨg (x) = λgxλ∗g.
Hence the G-product (B, λ, ρ̂Ψ), defines a C∗-dynamical system (AΨ, G, ρΨ). By
Theorem 2.13, the system is unique up to covariant isomorphisms, which gives
the following result.
Proposition 2.16. [4, Proposition 3.2] Let (AΨ, G, ρΨ) be the dynamical system
considered above. Then
Aoρ G ∼= AΨ oρΨ G.
The Landstad algebra AΨ under the deformed dual action, is the Rieffel deform-
ation of A corresponding to the 2-cocycle Ψ. Given an anti-symmetric matrix
J on the vector group V̂ = V , define the 2-cocycle ΨJ(x, y) := e(x · Jy). We
see next that AΨJ is the Rieffel deformation AJ of A corresponding to J , as
in Definition 2.4. The construction for 2-cocycle deformation, as given above,
coincides with that of the Rieffel deformation of C∗-algebras by actions of the
vector group V . Recall from our discussion before the representations of the ori-
ginal algebra A along with the Rieffel deformation AJ on the Hilbert A-module
L2(V ) ⊗ A. Also consider the explicit isomorphism ΘJ between the crossed
products as in Theorem 2.9 above. Using πΘJ = πJ , we see that the map
a 7→ (F ⊗ 1)πJ(a)(F∗ ⊗ 1) defines an isomorphism AJ ∼= AΨJ .
Theorem 2.17. [5, Theorem 2.3] The map ΘJ : M(AJ oαJ V )→M(Aoα V )
defines an isomorphism of the C∗-algebras AJ ⊂M(AJ oαJ V ) and
(F∗ ⊗ 1)AΨJ (F ⊗ 1) ⊂M(Aoα V ).
2.2.4 The special case of a trivial action
When the group action in the C∗-dynamical system (A,G, α) is trivial, we claim
that given any 2-cocycle, the above procedure of 2-cocycle deformation as con-
structed by Kasprzak, does not change the data of the C∗-dynamical system.
Namely, given αg(a) = a,∀g ∈ G, a ∈ A, we show that for any given 2-cocycle Ψ
on the dual group Ĝ, the deformed dynamical system (AΨ, G, αΨ) remains the
same.
Let us look at the G-product (AoαG,λ, α̂) corresponding to the C∗-dynamical
system (A,G, α) as above. Let B = A oα G. We know that the action α of
the group G on A is given by the embedding λ of G in M(B) by the following
formula
αg(a) = λgaλ∗g, (2.3)
where we use the standard nondegenerate embedding of A in M(B). Since the
action α is trivial, the embeddings of A and G inside M(B) commute with each
other. That is, the following holds:
λga = aλg; ∀g ∈ G, a ∈ A (2.4)
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This helps us to show that the deformed dual action α̂Ψ corresponding to the 2-
cocycle Ψ on the dual group Ĝ acts trivially on the C∗-algebra A. To show this,
we need to show that A commutes with the elements UΨχ as defined before, for all
χ in Ĝ. We have seen, that the elements UΨχ are the embedding of the functions
Ψ(χ, ·) ∈ Cb(Ĝ) inside M(B). The embedding uses the isomorphism with the
group C∗-algebra C∗(G) and then extension of the nondegenerate embedding
to the multiplier algebra. In fact, the image λ̄′(Cb(Ĝ)) corresponds to the
embedding of the commutative subalgebra M(C∗(G)) ⊂M(B).
Proposition 2.18. Under trivial action α of the group G on A, the deformed
dual action α̂Ψ is also trivial on the C∗-algebra A.
Proof. Recall the definition of the deformed action
α̂Ψχ (a) = (UΨχ )∗α̂χ(a)UΨχ . (2.5)
Now, from equation 2.4, we see that A commutes with C∗(G) inside M(B).
Hence we expect it to commute also with the elements UΨχ inside M(B), for all
χ in Ĝ. To see this, we first understand the definition of the unitaries UΨχ in
terms of the map λ̄′. Using the Fourier transform F : L2(G)→ L2(Ĝ), we have
the following definition of the map λ′
λ′(f) := λ(F∗fF); ∀f ∈ C0(Ĝ).
Next the strict continuity of λ gives that λ′ : C0(Ĝ)→M(B) is a non-degenerate
∗-homomorphism. Hence it extends to the multiplier algebra Cb(Ĝ) of C0(Ĝ).
Conveniently, given an approximate unit12 {uα}α in C0(Ĝ), the definition of
the map λ̄′ : Cb(Ĝ)→M(B) can be given as
λ̄′(f) = lim
α





Now, A commutes with C∗(G) and hence with λ′(Ψ(χ, ·)uα) for all χ ∈ Ĝ and
all indices α. Thus using equation 2.7, as the definition of UΨχ we see that the
following equation
(UΨχ )∗aUΨχ = a; ∀a ∈ A,χ ∈ Ĝ (2.8)
holds in the limiting sense of convergence in the strict topology of the multi-
plier algebra M(C∗(G)) inside M(B). But this topology being a locally convex
topology on a vector space, is at least T0 13, and hence (2.8) actually holds.
Next, we have already seen that A being the Landstad algebra for (B, λ, α̂), is
fixed by the undeformed dual action α̂. Therefore, in (2.5), we have α̂χ(a) = a
for all a in A and χ in Ĝ. Thus from equation 2.5 and (2.8) respectively, we see
that the deformed dual action is trivial on the C∗-algebra A.
12An approximate unit always converges strictly to 1 in Cb(Ĝ).
13T0 refers to the separation axiom that given any two distinct points x1 6= x2 in the space,
there exists a neighbourhood V about x2 such that x1 does not belong to V . This is sufficient
to claim that the constant net {λ′(Ψ(χ, ·)uα)a − aλ′(Ψ(χ, ·)uα)}α = 0 converges to 0.
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Remark 2.19. In the special case of trivial action α, our goal is to show that the
deformation procedure, using any 2-cocycle Ψ, does not change the G-product
in any way. One way to see this would be that from the above Proposition 2.18,
we know A ⊂ AΨ. Now, in the deformation procedure, we do not change
the embedding of G into M(B). Therefore, we have the C∗-dynamical system
(A,G, α) contained in (AΨ, G, αΨ). But Proposition 2.16 states that A oα
G ∼= AΨ oαΨ G, which imply A = AΨ, a standard result [6, Proposition 7.7.9].
Hence for trivial actions, the deformed G-product, corresponding to any 2-
cocycle Ψ, is the same as the original G-product. Under a trivial action of the
vector group V , a direct observation from the definition of the deformed product
in Rieffel deformation gives a ∗-isomorphism A ∼= AJ . Note that what we have
shown a stronger result than just an isomorphism, and might prove useful for
future developments of the treatment of noncommutative coarse geometry.
Next, we give another approach to the same result A = AΨ, under trivial
action α, by showing that the deformed dual action is the same as the original
dual action on the whole crossed product algebra. What we have seen above,
is that, for all χ in Ĝ, the elements UΨχ commute with the embedding of A
in M(B). Now, M(C∗(G)) is already commutative. Thus the elements UΨχ
commute both with the embedding of A and G in M(B). With this, we claim
that the deformed action of the dual group on B is the same as the original dual
action of Ĝ on B.
Proposition 2.20. For a C∗-dynamical system (A,G, α) with trivial action,
the deformed dual action α̂Ψ on B, for any 2-cocycle Ψ, is the same as α̂.
Proof. As we have seenn above, the deformed dual action is defined by
α̂Ψχ (b) = UΨ∗χ α̂χ(b)UΨχ ; ∀b ∈ B
Now, by Proposition 2.18, UΨχ commutes with the embedding of A in M(B).
Also, G being abelian, M(C∗(G)) is commutative and, therefore, UΨχ being
contained in M(C∗(G)), it commutes with all functions z in Cc(G). Now, the
linear span of K := {iA(a)λ(z) | a ∈ A, z ∈ Cc(G)}14 is dense in the crossed
product B. Then UΨχ commutes with the elements of K for all χ in Ĝ:
UΨχ iA(a)λ(z) = iA(a)UΨχ λ(z) = iA(a)λ(z)UΨχ .
Now, UΨχ being an element in the multiplier algebra of B, defines a continuous
map from B to itself by left or right multiplication with UΨχ . Furthermore, K
is dense in B in the norm topology. Hence UΨχ commuting with K implies that
UΨχ commutes with B for all χ in Ĝ. Hence, by definition, the deformed action
α̂Ψ on B is the same as α̂ for all 2-cocycles Ψ on Ĝ.
With this, we have the following two corollaries.
Corollary 2.21. For a trivial C∗-dynamical system (A,G, α), the deformed G-
product (B, λ, α̂Ψ), corresponding to deformation by a 2-cocycle Ψ, is the same
as the original G-product (B, λ, α̂).
14The embedding λ of G has been extended to Cc(G) here.
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Corollary 2.22. For the trivial C∗-dynamical system (A,G, α), the deformed
Landstad algebra AΨ for any given 2-cocycle Ψ is same as A.
Therefore, given a trivial action of the group G on A we have the same G-
product even after deformation. This is going to be important in defining a
noncommutative coarse equivalence, as we shall see in the next chapter.
2.3 Examples of noncommutative coarse struc-
tures
We use the theory of Rieffel deformation to define noncommutative coarse struc-
tures as outlined at the beginning of this chapter. Noncommutative coarse struc-
tures, coming from a commutative boundary quotient algebra, give us scope to
compare with classical results in the theory of topological coarse structures.
From this perspective, the best examples to study would be Rieffel deformation
of commutative unital C∗-algebras with trivial action on the boundary. We see
that the approach via Landstad algebras, as in [4], give a more complete picture
of Rieffel deformation useful for our purpose. It shows the embedding of the
group algebra along with the deformed and the undeformed algebra. Hence we
shall use Kasprzak’s approach to Rieffel deformation from now on.
2.3.1 Deformation procedure preserves exactness
We shall see that, corresponding to aG-equivariant exact sequence ofG-products,
their Landstad algebras also form an exact sequence. Next we are going to use
it to show that Rieffel deformation, or more generally a 2-cocycle deformation,
preserves exactness.
Proposition 2.23. [4, Proposition 2.7] Let (B, λ, ρ̂) and (B′, λ′, ρ̂′) be G-
products with A,A′ as the respective Landstad algebras. Assume that, π : B →
M(B′) is a non-degenerate15 ∗-homomorphism satisfying the following condi-
tions
• π(λg) = λ′g
• π(ρ̂χ(b)) = ρ̂′χ(π(b))
Then
1. π(A) ⊂M(A′).
2. if π(B) ⊂ B′ then π(A) ⊂ A′.
3. if π(B) = B′ then π(A) = A′
15In the applications, we shall have a unital ∗-homomorphism between unital C∗-algebras
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It is important to note that the last condition suggests that surjectivity is pre-
served. An equivariant surjective map between G-C∗-algebras16 φ : A→ A′ shall
induce a surjective map between the crossed product algebras φ̃ : AoG→ A′oG,
as we see in Lemma 2.26 below. This then by the above proposition, shall induce
a surjective map between the Landstad algebras.
The injectivity part, to show that the Landstad algebras preserve exactness,
requires a certain construction involving the kernel of the surjective map. So,
given π : B → B′ a surjective morphism, satisfying the required conditions of
Proposition 2.23, consider the following Ĝ-equivariant exact sequence
0→ Ker π → B → B′ → 0 (2.9)
Note, from the assumptions on the map π, the ideal Ker π is invariant under the
action ρ̂. Hence, the dual action ρ̂ descends to an action on the ideal Ker π ⊂ B
and shall still be denoted by ρ̂. Then, we claim that Ker π has a canonical
G-product structure. The only extra work required to be a G-product, would
be that of a compatible embedding of the group G in M(Ker π). For that,
define the following morphism β : B → M(Ker π), associated with the ideal
Ker π ⊂ B, as
β(b) · j = b · j
for all b in B and j in Ker π. Since Ker π is norm closed, by choosing an
approximate unit that strictly converges to 1 in M(Ker π), we see that β(b) =
b, for all b in Ker π. Then, the ∗-homomorphism β is non-degenerate and
hence we can extend it to M(B). Now Ker π being an ideal in B, which is an
ideal in M(B), one can show that Ker π is also an ideal in M(B), using an
approximate unit for Ker π in B. Hence the extended map shall be of the same
form and we denote it also by β. Next, for all g in G and λg in M(B), we define
λ̃g = β(λg) ∈M(Ker π). The map g 7→ λ̃g, a priori, need not be an embedding
because the map β is injective if and only if Ker π is essential in B. We include
the following result that was not mentioned explicitly in [4].
Lemma 2.24. λ̃g = λ̃g′ implies g = g′.
Proof. The condition, λ̃g = λ̃g′ implies λg · j = λg′ · j; for all j in Ker π. Next,
for any χ in Ĝ, consider the dual action
ρ̂χ(λg · j) = ρ̂χ(λg′ · j); ∀j ∈ Ker π
ρ̂χ(λg)ρ̂χ(j) = ρ̂χ(λg′)ρ̂χ(j)
〈χ, g〉λg · ρ̂χ(j) = 〈χ, g′〉λg′ · ρ̂χ(j);
But, λg · ρ̂χ(j) = λg′ · ρ̂χ(j) from the hypothesis. Therefore, from the last
equality above, we get
〈χ, g〉 = 〈χ, g′〉; ∀χ ∈ Ĝ
Hence, g = g′.
16This would mean C∗-algebras with a strongly continuous action of the group G
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Then, the map G 3 g 7→ λ̃g ∈ M(Ker π) is a strictly continuous embedding of
G into M(Ker π). Moreover,
ρ̂χ(λ̃g) = 〈χ, g〉λ̃g
which then shows that the triple (Ker π, λ, ρ̂) is a G-product.
Let I, A,A′ be Landstad algebras for the G-products (Ker π, λ̃, ρ̂), (B, λ, ρ̂),
(B′, λ′, ρ̂′) respectively. Then, our next claim is that, the exact sequence 2.9
induces an exact sequence of the Landstad algebras.
0→ I → A→ A′ → 0 (2.10)
Let π̄ be the morphism π̄ : A → A′ induced by π : B → B′. We had assumed
that π is surjective and hence by Proposition 2.23, we have π̄(A) = A′. This
then gives an exact sequence of the C∗-algebras
0→ Ker π̄ → A→ A′ → 0
Also, we see that the morphism β satisfies the assumptions of Proposition 2.23
and hence β(A) ⊂ M(I). Thus, to arrive at the exact sequence 2.10, we just
need to show that β restricted to Ker π̄ identifies it with the Landstad algebra
I. As showed in [4], one just need to check the following two conditions
1. β(Ker π̄) = I;
2. if x ∈ Ker π̄ and β(x) = 0 then x = 0.
Finally we summarize the above considerations in the following
Proposition 2.25. [4, Proposition 2.9] Let (B, λ, ρ̂), (B′, λ′, ρ̂′) be G-products
with Landstad algebras A, A′ respectively. Let π be a nondegenerate surjective
morphism from B to M(B′), intertwining ρ̂ and ρ̂′ such that π(λg) = λ′g. Then
if (Ker π, λ̃, ρ̂) be the G-product as described above and I ⊂ M(Ker π) its
Landstad algebra. Then I can be embedded into A and we have a G-equivariant
exact sequence
0→ I → A π̄ // A′ → 0
where π̄ is the restriction of the nondegenerate surjective morphism π : B →
M(B′) to A.
To see that Rieffel deformation preserves exactness, we prepare the first ground-
work that equivariant surjective maps between G-C∗-algebras induce surjective
maps between the crossed products.
Lemma 2.26. Given an equivariant surjective ∗-homomorphism φ : A → A′
between two G-C∗-algebras A,A′ respectively, the induced ∗-homomorphism between
the crossed product C∗-algebras is also surjective.
Proof. Sketch:
• Given the map φ : A → A′, we can always induce a corresponding map
φ̃ : Cc(G;A) → Cc(G;A′) by composing the value of a function at an
element g in G by the map φ.
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• This map shall respect the covariance condition of the crossed products
and hence extend to the completion of the algebra Cc(G;A) inside the
crossed product C∗-algebra AoG.
• φ is surjective, shall imply φ̃ : Cc(G;A)→ Cc(G;A′) is also surjective.
• But, the compactly supported continuous functions are dense in the crossed
product algebra. Hence the image of the ∗-homomorphism φ̃, and its ex-
tension to the completion AoG is dense in the crossed product A′ oG.
• But the image of a ∗-homomorphism between C∗-algebras is always closed.
Hence the map induced by φ between the crossed products is surjective.
For our theory, we shall assume the requirement that the required unitization
A comes with a group G-action ρ that defines an action ρ′ on the boundary
quotient algebra A/A. Given the group actions, we have the embedding λ of
the group G into M(A o G) and that of λ′ into M((A/A) o G) respectively.
Finally as in Proposition 2.25 above, we construct the embedding λ̃ of G into the
kernel of the quotient map, which is A. Then consider the given G-equivariant
extension 0 → A → A → A/A → 0 as defining a noncommutative coarse
structure on the C∗-algebra A. By Lemma 2.26, we consider the exact sequence
of the corresponding crossed product algebras
0→ AoG→ AoG→ (A/A) oG→ 0
In Kasprzak’s approach to Rieffel deformation, using the isomorphism at the
level of the crossed products, we can show that surjectivity of the map is
preserved. By the crossed product isomorphisms, we have an exact sequence
of the following deformed G-products (AΨ o G, λ̃, ρ̂Ψ), (AΨ o G,λ, ρ̂Ψ) and
((A/A)Ψ o G,λ′, (ρ̂′)Ψ) respectively. Then by what we have shown in Pro-
position 2.25 above, their Landstad algebras shall form a G-equivariant exact
sequence
0→ AΨ → AΨ → (A/A)Ψ → 0
Finally we need to show that if A is unital then AΨ is unital. An algebra A is
unital if and only if there is a nondegenerate ∗-homomorphism C → A, that is
equivariant for the trivial action of G on C. As above, Rieffel deformation maps
this to a nondegenerate ∗-homomorphism CΨ → AΨ. But for trivial action, as
in Corollary 2.22, CΨ = C. Therefore AΨ is unital.
With this, starting with a noncommutative coarse structure on a C∗-algebra A,
we have thereby assigned a noncommutative coarse structure on the deformed
algebra AΨ.
2.3.2 Noncommutative coarse structure on the Moyal Plane
As shown by Rieffel in [7], for any natural number n the Moyal plane is Rieffel
deformation of C0(R2n) under the translation action of the vector group R2n on
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C0(R2n) and the standard symplectic matrix J . Following the above procedure
to assign noncommutative coarse structure on the deformed algebra by starting
with one on the undeformed algebra, we shall assign a coarse structure on the
Moyal Plane.
Given the metric coarse structure coming from the Euclidean metric on the
classical plane R2n, let us denote its Higson compactification by hR2n. The
Euclidean metric on R2n being a proper metric, by Theorem 1.13 in the previous
chapter, we know that the metric coarse structure is the same as the topological
coarse structure coming from hR2n. Thus the following extension
0→ C0(R2n)→ C(hR2n)→ C(νR2n)→ 0
defines a unique coarse structure on the classical plane R2n. Here νR2n is the
boundary of the Higson compactification and so C(νR2n) ∼= C(hR2n)/C0(R2n)
Then using the procedure outlined in the previous section by Rieffel deformation,
we define a noncommutative coarse structure on the Moyal plane. The following
Lemma is a well-known fact, of which we give a proof below.
Lemma 2.27. The lift of the translation action of R2n on R2n to C0(R2n) is
strongly continuous.
Proof. For an element f in C0(R2n), consider the map αf : R2n → C0(R2n)
given by
αf (t)(x) = f(x− t)
Then given the euclidean metric on R2n and the supremum norm topology on
C0(R2n), we have to show that given a t1 ∈ R2n; for every ε > 0 there exists
δ > 0 such that for every t2 with ‖t1 − t2‖ < δ implies ‖αf (t1) − αf (t2)‖ < ε.
Now since f ∈ C0(R2n), given t1 ∈ R2n, there exists a compact set Kε such that
|f(x− t1)| < ε/3,∀x ∈ {R2n \Kε}. Now inside the compact set Kε, the function
|f(x − t1) − f(y − t1)| shall attain a maximum value and also the minimum
value 0 when x = y. For each x ∈ Kε consider the open ball Ux such that for
all y ∈ Ux; |f(x− t1)− f(y − t1)| < ε. Now, Kε being a compact metric space,
the open cover {Ux}x shall have a Lebesgue number, say dt1f , depending only
on the function f, t1 and ε chosen.
Now for every x, y ∈ {R2n \Kε}, |f(x) − f(y)| < ε/3 + ε/3 < ε. Therefore the
only points to worry about is those near the boundary of Kε. But for that,
let ut1f be the lebesgue number for a covering of Kε similar to the above one
but now for the inequality |f(x − t1) − f(y − t1)| < ε/3. Then for any point
x in {R2n \ Kε}, near to the boundary, such that the ball B(x;ut1f ) crosses
into Kε we can choose a point x0 on the boundary of Kε intersection with the
ball B(x;ut1f ). Then for y ∈ B(x;u
t1
f ) ∩Kε, we have |f(x − t1) − f(y − t1)| ≤
|f(x− t1)− f(x0 − t1)|+ |f(x0 − t1)− f(y − t1)| ≤ |f(x− t1)|+ |f(x0 − t1)|+
|f(x0 − t1) − f(y − t1)| ≤ ε. This then gives that for all x ∈ {R2n \Kε}, and
y ∈ B(x;ut1f ) we have |f(x− t1)− f(y − t1)| ≤ ε.
Then by choosing δ := min{dt1f , u
t1
f }, for all t2 such that ‖t1− t2‖ < δ, we have
‖αf (t1)−αf (t2)‖ < ε. Thus proving continuity of the map αf at t1 ∈ R2n. But
t1 chosen is arbitrary and hence the map αf is continuous.
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Next we need to show that the translation action is strongly continuous on the
Higson compactification. But before that we shall show that the translation
action is trivial on the Higson corona. Let us first define the translation action
of R2n on Cb(R2n) by
αt(f)(x) = f(x− t)
where x, t are elements of R2n. Then we show the following
Lemma 2.28. Let f in Cb(R2n) be a Higson function for the metric coarse
structure on R2n, then αt(f)− f is in C0(R2n) for all t ∈ R2n.
Proof. Clearly, if f ∈ C(hR2n) then for any t ∈ R2n, consider the controlled set
Et := {(x, y) : ‖x − y‖ ≤ ‖t‖}. Then f being a Higson function, we have that
df ∈ C0(Et). Therefore |(αt(f)− f)(x)| = |f(x− t)− f(x)| → 0 as x→∞.
This shows that the translation action α descends to the trivial action on the
Higson corona, the quotient C∗-algebra C(hR2n)/C0(R2n) ∼= C(νR2n). Being
the trivial action, the map α[f ] : t 7→ αt([f ]) is the constant map and hence
continuous for all [f ] ∈ C(νR2n). This then gives that the action on the quotient
C∗-algebra is strongly continuous. Finally, the main result in [3] says that if a
locally compact group acts isometrically on a Banach space X leaving a closed
subspace M invariant, and if the induced actions on M and X/M are strongly
continuous, then the action on X is strongly continuous. With this we have that
the translation action is strongly continuous on the Higson compactification.
In fact, one can also prove a stronger result in the converse direction. This shall
prove to be important as to why we do not expect coarse equivalence of the
metric coarse structure on R2n with other noncommutative coarse structures on
the Moyal plane, coming from Rieffel deformation of other compactifications of
R2n.
Lemma 2.29. For f ∈ Cb(R2n) and the translation action α, αt(f)−f belongs
to C0(R2n) for all t ∈ R2n. Then f ∈ C(hR2n).
Proof. Given that αt(f) − f belongs to C0(R2n), we have that given ε > 0,
there exists a bounded radius of a compact set, say R > 0, such that for all
x ∈ R2n and ‖x‖ > R we have that ‖f(x− t)− f(x)‖ < ε. Further as we noted
above, from [3] we know that the map αf : R2n → (C0(R2n), ‖‖sup) given by
t 7→ αt(f)− f is continuous on R2n. Therefore, by Arzela-Ascoli’s theorem, the
map shall be uniformly continuous on a compact subset, say [−1, 1]2n ⊂ R2n.
Next, using this two conditions, we prove the Higson condition for the function
f .
Now f ∈ C(hR2n), if for any x, y ∈ R2n within any bounded set EN := {(x, y) :
‖x − y‖ < N} for N > 0, we have |f(x) − f(y)| → 0 as ‖x‖ → ∞. Then
fixing N > 0, consider any x, y such that ‖x − y‖ < N . Now given that the
map αf is uniformly continuous on the compact set [−1, 1]2n, we can divide any
path between x and y by N − 1 points such that the distance between any two
successive points is less than 1. With this, consider the inequality
|f(x)− f(y)| ≤ Σk|f(x+
y − x
N
k)− f(x+ y − x
N
(k + 1))|; k = 0, . . . N
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Then given ε > 0, we can choose R > 0 such that for ‖x‖ > R + N , and all
k = 0, . . . N − 1 we have
|f(x+ y − x
N





f(x+ y − x
N
(k + 1))− f(x+ y − x
N
(k + 1))| ≤ ε
Then we have that |f(x) − f(y)| ≤ Nε for any (x, y) ∈ EN and ‖x‖ ≥ R + N .
Since N chosen is arbitrary, this proves that f is a Higson function.
This then gives us that the translation action gives an R2n-equivariant exact
sequence
0→ C0(R2n)→ C(hR2n)→ C(νR2n)→ 0
We then apply Lemma 2.26 to arrive at an exact sequence of the crossed product
algebras
0→ C0(R2n) oα R2n → C(hR2n) oα R2n → C(νR2n) oα R2n → 0
Finally for the standard symplectic matrix J on R2n and the corresponding 2-
cocycle ΨJ(x, y) := e(x · Jy), we use the isomorphism as in Proposition 2.16 to
arrive at the deformed R2n-products of the above crossed products. Note that
the deformation procedure do not spoil the exactness property of the above ex-
tension. With this, we arrive at the following exact sequence of crossed products
for the deformed algebras.
0→ C0(R2n)ΨJ oαΨJ R2n → C(hR2n)ΨJ oαΨJ R2n →
C(νR2n)ΨJ oαΨJ R2n → 0
Finally, we apply Proposition 2.25 to the above exact sequence, to arrive at a
noncommutative coarse structure on the Moyal plane C0(R2n)ΨJ .
0→ C0(R2n)ΨJ → C(hR2n)ΨJ → C(νR2n)ΨJ → 0
Remark 2.30. To define a noncommutative coarse structure on the Moyal
plane, we can also choose some other compactification of R2n as long as the
translation action is strongly continuous on the boundary quotient algebra. But
observe that by Lemma 2.29, the translation action of R2n on Cb(R2n) is trivial
only on the boundary quotient algebra of the Higson compactification given by
the metric coarse structure on R2n. As we have noted before, in the section
on Rieffel deformation under trivial action, the boundary quotient algebra of
the Moyal plane shall then be the same as the original Higson corona C(νR2n).
In the next chapter we shall see that this ∗-isomorphism between the bound-
ary quotient algebra is crucial to ensure coarse equivalence of noncommutative
coarse structures. Therefore we do not expect a coarse equivalence between the
Moyal plane and other topological coarse structures on the classical plane.




We begin with the definition of noncommutative coarse maps between non-unital
C∗-algebras, with coarse structure coming from a unitization. In Chapter 1,
such a noncommutative coarse structure has been defined as an extension of
C∗-algebras. We show that the boundary quotient algebra plays a major role
in the formulation. Thus the most prominent examples of our theory, shall be
those with commutative boundary quotients. This allows us to compare with
the classical theory of topological coarse structures. In this chapter, we shall
study the plausible morphisms between such noncommutative coarse structures.
3.1 Noncommutative coarse maps
We begin with the definition of the main object of this chapter.
Definition 3.1. Let A,B be non-unital C∗-algebras with noncommutative
coarse structures given by certain extensions
0→ A→ A→ A/A→ 0; 0→ B → B → B/B → 0
respectively. We define a strictly continuous, contractive, completely positive
map φ : A → B to be a noncommutative coarse map if the following
diagram is satisfied along with the conditions and properties mentioned in the
next paragraph.










0 // B // B // B/B // 0
The requirements on the maps are:
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1. Since A is dense in the strict topology of M(A), the strictly continuous
map φ uniquely extends to the multiplier algebras φ : M(A)→M(B).
2. We require φ to be a unital map because we want pure states to be mapped
into states or probability measures in the commutative case. As we shall
see in the commutative case this consideration comes from the use of a
certain partition of unity with which we construct completely positive
coarse maps from a given classical coarse map.
3. The important point for the map φ to be coarse with respect to the given
unitizations, should then be that the image of the restriction of φ to the
unitization A should be contained in B. We should have that φ|A(A) ⊂ B.
4. Finally, the map φ should descend to a ∗-homomorphism with respect
to the boundary quotient algebras of the given unitizations. Namely,
[φ] : A/A→ B/B should be a ∗-homomorphism.
Remark 3.2. The extension φ being a unital map, shall automatically require
the map φ to be a contractive completely positive map. One can show that
for an approximate unit {uα}α, the net {‖φ(uα)‖}α shall converge to ‖φ‖ the
norm of the completely positive map. Then we know from the extension φ being
unital that ‖φ‖ should be 1.
3.1.1 Hilbert C∗-modules and completely positive maps
Even though for our present work, we could completely skip the treatment
of Hilbert C∗-modules, we believe that future developments of our work shall
rely more on using this path. Thus we give a short introduction to Hilbert
C∗-modules, to keep the broader setting in the backdrop. Then we look at
completely positive maps between C∗-algebras, which forms the class of our
noncommutative coarse maps.
Definition 3.3. Given A is a C∗-algebra, an inner-product A-module(or
pre-Hilbert A-module) is a linear space E which is a right A-module, with com-
patible scalar multiplication, λ(xa) = (λx)a = x(λa) for all x ∈ E, λ ∈ C and
a ∈ A, together with a map (an A-valued inner-product) 〈, 〉 : E × E → A,
satisfying the following properties for all x, y, z ∈ E and α, β ∈ C
1. 〈x, αy + βz〉 = α〈x, y〉+ β〈x, z〉;
2. 〈x, yα〉 = 〈x, y〉α;
3. 〈y, x〉 = 〈x, y〉∗;
4. 〈x, x〉 > 0; and if 〈x, x〉 = 0 then x = 0.
Remark 3.4. Note the convention used, namely that condition (1) above re-
quires the inner product to be linear in the second variable while condition (3)
shall require it to be conjugate linear in the first variable. With this, we here-
after adopt the same condition for the ordinary inner product spaces and Hilbert
spaces over C. Therefore any inner product on the Hilbert space (H, 〈, 〉) shall
be conjugate linear in the first variable and only linear in the second variable.
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For x in the inner-product A-module E, define ‖x‖E := ‖〈x, x〉||1/2A . It can
be shown that ‖〈x, y〉‖ ≤ ‖x‖‖y‖ from which one can deduce that if E is an
inner-product A-module, then ‖.‖E is a norm on E. With this an inner-product
A-module E over the C∗-algebra A that is complete with respect to the norm
‖.‖E shall be called a Hilbert A-module.
Example 3.5. For a given C∗-algebra A, consider the linear space A with the
A-valued inner product
〈a, b〉 := a∗b
where a∗ is the adjoint of a in A. Clearly from the condition ‖a∗a‖ = ‖a‖2 of a
C∗-norm, we have that the norm on A as an inner-product A-module as defined
above coincides with the C∗-algebra norm on A. Thus A is complete as an inner-
product A-module and is therefore a Hilbert A-module. In the following theory,
for a given C∗-algebra A we shall only be interested in the Hilbert A-module A
itself, as in this example.
Corresponding to Hilbert A-modules E,F respectively, we define the set of
adjointable operators L(E,F ) as the set of linear A-module maps t : E → F
such that there exists t∗ : F → E satisfying the condition
〈tx, y〉 = 〈x, t∗y〉; ∀x ∈ E, y ∈ F
Using Banach-Steinhaus theorem, it can be shown that such a map t is bounded
and we call L(E,F ) the set of adjointable maps from E to F . In particular
L(E) shall mean the set of all adjointable maps from E to itself. This is an
associative ∗-algebra with the involution ∗ given by the adjoint operator and
the multiplication is defined as composition of operators. For the Hilbert A
module E = A, the algebra of adjointable operators L(A) is the multiplier
algebra M(A) of A.
There is the obvious operator norm for the elements of L(E), with respect
to which it becomes a C∗-algebra. But for the conditions on a noncommut-
ative coarse map, we shall mainly be interested in the strict topology on the
C∗-algebra of adjointable operators L(E). It is defined as the topology gener-
ated by the following seminorms
t 7→ ‖tx‖; ∀x ∈ E t 7→ ‖t∗y‖; ∀y ∈ E
It is a trivial observation that for the Hilbert A-module A, the strict topology
on the algebra of adjointable operators L(A) = M(A), coincides with the strict
topology on the multiplier algebra M(A).
Having developed a short introduction to Hilbert C∗-modules, let us next con-
sider the notion of completely positive maps, that we have used to define a
noncommutative coarse map. Considering C∗-algebras as Banach spaces in the
first place, we automatically have the notion of linear maps between them.
A completely positive map is a special kind of positive1 linear map between
C∗-algebras, that preserve positive elements even at the level of the matrix
algebras.
1A linear map σ : A → B is positive, if for every positive element a∗a in A, σ(a∗a) is
positive in B.
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Given a linear map σ : A→ B between C∗-algebras and n a positive integer, we
define ρ(n) for the map from Mn(A) to Mn(B) obtained by applying ρ to each
matrix element
ρ(n)((aij)) := (ρ(aij))
Definition 3.6. We say that ρ is completely positive if all the maps ρ(n), n ≥ 1
are positive.
Remark 3.7. Note that, a ∗-homomorphism between C∗-algebras is always a
completely positive map. In our definition of a noncommutative coarse map
above, the completely positive map between the unitizations φ : A → B shall
surely induce a completely positive map [φ] between the boundary quotient
algebras. For the map to be coarse, we require that [φ] should actually be
a ∗-homomorphism. This is motivated by the fact that a coarse map between
topological coarse structures in the commutative case, induces a continuous map
between the boundaries, as we shall see later.
In the commutative case, let f : X → Y be a continuous proper map between
the topological spaces X, Y respectively. A proper map pulls back compact sets
in Y to relatively compact sets in X. This condition guarantees the image of the
induced map f∗ : C0(Y ) → C(X), to be contained in C0(X). Further, f∗ shall
then map any approximate unit in C0(Y ) to an approximate unit in C0(X).
This is a necessary condition for the ∗-homomorphism f∗ : C0(Y ) → C0(X) to
extend to a unital map between the unitizations. The ∗-homomorphism f∗ is
then said to be non-degenerate.
Definition 3.8. An approximate unit for a C∗-algebra A is a net {uα}α of
positive elements in A, each of norm less than or equal to one, such that
(a) uα > uβ if α > β, and
(b) for every a ∈ A, limα→∞ ‖auα − a‖ = 0.
Example 3.9. The approximate units have an explicit construction in the
commutative case. If A = C0(X) (for example X is a second countable locally
compact space) then by starting with open sets, U1, U2, . . ., such that
(a) ∪nUn = X, and
(b) Un is compact and contained in Un+1.
Since X is normal, by Urysohn’s lemma, take un to be a continuous, [0, 1]-valued
function which is supported in Un+1 and identically 1 on Un. Then clearly {un}n
shall be an approximate unit for C0(X).
If {Un}n;Un ⊆ Y , corresponds to an approximate unit in C0(Y ), then one can
form a collection of compact sets Kn containing Un like in Example 3.9. With
this, the map f : X → Y being proper, it pulls back the compact sets Kn to
relatively compact sets f−1(Kn), as in the definition above. Then the pullbacks
f−1(Un) being contained in f−1(Kn) and having similar convergence criterion,
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shall also correspond to an approximate unit for X as in Example 3.9. This is
how the composition map f∗ : C0(Y )→ C0(X) shall map an approximate unit
in C0(Y ) to an approximate unit in C0(X).
In fact given a C∗-algebra, one can explicitly write down an approximate unit
by using the partially ordered set of positive elements with norm less than or
equal to 1. The details can be looked up in the following proposition
Theorem 3.10 ([6, Theorem 1.4.2]). Every C∗-algebra contains an approximate
unit.
Remark 3.11. If A is separable, the approximate unit can be chosen to be a
sequence {un}n∈N.
For a completely positive map ρ : A→ B between non-unital C∗-algebras, let us
first consider its nondegeneracy properties, as to what it would mean to have an
extension to the multiplier algebras. Since B ⊂M(B), we can easily look at the
map ρ as ρ : A→M(B), or equivalently as ρ : A→ L(B). Thus, essentially we
are reduced to consider nondegeneracy properties of completely positive maps
ρ : A → L(E) from a C∗-algebra to the adjointable operators on some Hilbert
B-module.
The additional condition that the Cauchy net {ρ(uα)}α actually converges to 1
in the strict topology, is equivalent to that ρ maps an approximate unit of A to
an approximate unit of B.
Definition 3.12. A completely positive map ρ : A→ L(E) is called nondegen-
erate, if ρ(uα) strictly converges to 1 in L(E) for some approximate unit {uα}α
in A.
Therefore we see the notion of ρ : A→ B being strictly continuous along with the
extension ρ : M(A)→M(B) being unital is equivalent to ρ being nondegenerate.
But in our definition, we have separated the two notions precisely to show the
difference between the requirements as to why a noncommutative coarse map
should be strictly continuous and on the other hand extend to a unital map
between the multiplier algebras. In fact such an extension is uniquely defined
as ρ(a) = limα ρ(auα); for some approximate unit uα in A.
With this our definition of a noncommutative coarse map is complete. Now
we would like to motivate this definition from classical coarse maps. For that
we next look at the theory of coarse maps between classical coarse spaces. We
mainly consider proper coarse structures on a paracompact, locally compact
and Hausdorff topological space, the one of interest for generalizing to the non-
commutative setting.
3.2 Coarse maps
The speciality about coarse geometry is to give more priority to the large scale
structure of the space rather than on the local nature around a point. Continu-
ity of maps between topological spaces require that the local neighbourhoods
around a point are preserved, when pulled back by the map. This is no more
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required from the perspective of coarse geometry. Hence, most often, continuity
condition is not assumed for maps relating coarse structures between two coarse
spaces.
This, as we saw above, requires us to broaden from ∗-homomorphisms between
C∗-algebras in the algebraic formulation of a coarse map. Luckily, the boundary
of the compactification defining a topological coarse structure serves as a functor
to the category of compact topological spaces with continuous maps. Given
a discontinuous coarse map, we show we can construct a completely positive
map between the C∗-algebra of the compactifications that restrict to the same
boundary ∗-homomorphism as the honest coarse map. This is how we plan
to motivate in this section our definition of a noncommutative coarse map by
considering the algebraic implications of a coarse map between coarse structures
given by compactifications in the commutative case.
Definition 3.13. A map f : X → Y between coarse spaces is called proper if
the pullback of every bounded subset in Y is a bounded subset of X.
Recall that we are mainly interested in a proper coarse space, in which every
bounded subset is required to be relatively compact. Thus, a map f : X → Y
between coarse spaces is proper would imply that it is proper in the sense of a
map between topological spaces, pulling back compact sets in Y to relatively
compact sets in X. The properness condition on a map f : X → Y , conveys the
idea that points going out to the boundary in X are mapped to points going
out to the boundary in Y . The identity map id: X → X for any topological
space X is always a proper map. Whereas the constant map f : X → Y that
maps the whole of a non-compact space X to a constant point y0 in Y is not
proper.
Definition 3.14. A map between coarse spaces f : X → Y is called borno-
logous if it maps controlled sets to controlled sets.
Example 3.15. For the space of integers Z with the metric coarse structure
coming from the metric d(x, y) = |x−y|, the map translation by a finite amount
n 7→ n+ k for some fixed k > 0 is bornologous. But the map n 7→ n2 is not.
In coarse geometry we shall be interested in maps, not necessarily continuous,
but that satisfy both of these conditions.
Definition 3.16. A map between coarse spaces is a coarse map if it is both
proper and bornologous.
There is a very important equivalence relation called closeness on the set of
all coarse maps between two coarse spaces. In coarse geometry it is enough to
define maps up to this equivalence relation.
Definition 3.17. Two coarse maps f, g : X → Y between coarse spaces X,Y
are called close if the set {(f(x), g(x)) : ∀x ∈ X} is a controlled set in Y .
Given the equivalence relation of closeness between two coarse maps, we next
consider the notion of coarse equivalence between two coarse spaces.
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Definition 3.18. A coarse map f : X → Y is a coarse equivalence, if there
exists another coarse map g : Y → X such that f ◦ g is close to idY and g ◦ f is
close to idX .
For example the inclusion map i : Z→ R is a coarse equivalence, with the inverse
coarse map being given by mapping r ∈ R to the largest integer less than it. We
shall be more interested in noncommutative coarse equivalence and shall come
back to it later in section 3.4 of this chapter.
3.2.1 Continuous coarse maps for topological coarse struc-
tures
In this section, we shall briefly look at the known results concerning continu-
ous coarse maps between topological coarse structures. Let us start with the
following theorem from [9].
Theorem 3.19 ([9, Proposition 2.39]). Let X and Y be locally compact Haus-
dorff spaces provided with second countable compactifications X and Y respect-
ively. Then a continuous and proper map f : X → Y is coarse with respect to
the topological coarse structure coming from the compactifications iff it extends
to a continuous map f : X → Y .
It is illuminating to see that even for a nice map like the identity map on a
topological space, it might fail to be coarse with respect to coarse structure
coming from two different compactifications, when the map do not extend to a
continuous map on the boundary.
Example 3.20. Consider two different compactifications on the Real line R,
namely, the one-point compactification corresponding to the circle S1 and the
two end point compactification that is homeomorphic to [0, 1]. The identity
map id: R → R is obviously proper and continuous but it does not have any
continuous extension to any map id: S1 → [0, 1]. This can be seen from the
fact that the point at infinity, say x∞ ∈ S1 is mapped to 0 w.l.o.g., then the
pullback of the open neighbourhoods of 0 in [0, 1] is not open in S1. Also we
see that the map id: R→ R is not bornologous. Consider the net {(λ,−λ)}λ>0
it is controlled in the topological coarse structure on R coming from S1 but its
image under the identity map is not controlled in the coarse structure coming
from the two-point compactification [0, 1].
Thus from Theorem 3.19, for coarse structures coming from a second countable
compactification a continuous coarse map f : X → Y shall extend to a continu-
ous map f : X → Y . Finally, we then have the following diagram as defining an
algebraic picture of a coarse map between C∗-algebras.










0 // C0(X) // C(X) // C(X)/C0(X) // 0
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Here f∗2, (f)∗ are the maps induced between the algebras of continuous func-
tions by composition with f, f respectively and (∂f)∗ is the restriction of (f)∗ to
the boundary quotient algebras. Continuity of f implies that all of these maps
are ∗-homomorphisms and hence it satisfies our definition of a noncommutative
coarse map.
3.3 Discontinuous coarse maps
Having looked at the set-up for the corresponding algebraic diagram induced
by a continuous coarse map, in this section we shall look at the situation for
discontinuous coarse maps. In particular we shall be interested in motivating
our definition for noncommutative coarse maps.
Since we replace coarse structures by compactifications, it is important to see
when do the compactification uniquely determines the coarse structure. Starting
with a compactification and its proper topological coarse structure we can define
its Higson compactification and then compare with the original compactification.
We refer to the following work of Roe which shows that for a compactification
to uniquely define a proper coarse structure it needs to be second countable.
Proposition 3.21. [9, Proposition 2.48] Suppose that X is a locally compact
Hausdorff space, and that it is given a topological coarse structure associated to
a second countable compactification X. Then the Higson compactification of X
is the originally given compactification.
It is interesting to note that in the proof above, an important criteria is to
construct a sequence in X that should converge to a certain given boundary
point x0 ∈ ∂X without having any other accumulation points at the boundary.
While second countable compactifications guarantee that as in [9], we can also
consider a more general topological framework. In the next lemma we show
that given X is σ-compact and the boundary ∂X is second countable, we can
construct a sequence {xn}n that converges to a given point x0 in ∂X and has
no other accumulation point on the boundary.
Lemma 3.22. Let X be σ-compact with a compactification X such that the
boundary ∂X is metrizable. Then there exists a sequence {xn}n that converges
to the given boundary point x∞ and has no other accumulation points on the
boundary.
Proof. To see this, we first consider a metrizable quotient space X ′ of X. Start
with a sequential approximate unit {um}m of C0(X). Now for every f in C(∂X),
consider the extension f of f to C(X). This exists because ∂X is a closed subset
of X which being a compact Hausdorff space is normal. But C(∂X) is separable.
Consider {fn}n the collection of extensions of a countable dense subset {fn}n
of C(∂X). Then the C∗-algebra C(X ′) generated by {1, um, fn : n,m ∈ Z}
is a separable C∗-subalgebra of C(X). We then have the following diagram of
2Note that for the image of the map f∗ to be inside C0(X), the map f should be proper
at the first place.
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extensions.
C0(X) C(X) C(∂X)
C0(X ′) C(X ′) C(∂X ′).
The inclusion map C0(X ′) ↪→ C0(X) is non-degenerate because its image con-
tains an approximate unit of C0(X). Since the extension in the top row is
essential, the same holds for the bottom row of the above diagram. This gives
that X ′ ⊆ X ′ is dense and thus X ′ is a compactification of X ′. An important
point of this construction is that the boundaries ∂X ∼= ∂X ′ are homeomorphic.
Since C(X ′) is separable, X ′ is a metric space. Consider the metric dX′ on X ′.
The inclusion map C(X ′) ↪→ C(X) is dual to a continuous map r : X → X ′.
We define dX := dX′ ◦ (r × r). This is then a quasi-metric on X. But since the
boundaries are homeomorphic, that is, r|∂X is the identity map, dX restricts to
the original metric on the boundary ∂X and defines its topology.
Now, let {Un}n be the collection of compact sets corresponding to the approx-
imate unit {un}n in C0(X). Given x∞ ∈ ∂X we consider the closed balls
{B(x∞; 2−n) := {x ∈ X : dX(x, x∞) ≤ 2
−n}n in X. For a given n, we choose a
point xn in X such that it satisfies the following conditions
xn /∈ Un, xn ∈ B(x∞; 2−n).
Then as n tends to ∞, the points xn are pushed to the boundary by the first
condition. Also since on the boundary the function dX defines its topology, with
n → ∞ the radius 2−n of the balls B(x∞; 2−n) shrinks to 0 and so there are
no other possible accumulation points of the sequence {xn}n other than x∞ on
the boundary.
In fact for a σ-compact space X with a compactification X having metrizable
boundary, using the pseudo-metric dX as constructed above, we can also con-
struct a controlled neighbourhood of the diagonal in X × X. The following
lemma shows the construction.
Lemma 3.23. For X a sigma-compact, locally compact, Hausdorff space, the
topological coarse structure coming from a compactification X with metrizable
boundary ∂X contains a controlled neighbourhood of the diagonal ∆X×X .
Proof. Let dX be the pseudo-metric we get by pulling back the metric on the
boundary using the quotient map r : X → ∂X as above. Now consider the
increasing union of compact sets {Un}n in X. Then for every x in Un, consider
the set En := {(x, y) ∈ X × X : dX(x, y) < 2
−n}. dX being continuous on
X × X, En is open for every n. Consider the union E = ∪nEn. This is an
open set that contains the diagonal since every x in X shall belong to some
Um and hence (x, x) ∈ Em ⊂ E. To show it is controlled, we need to show
that E ∩ {∂X × ∂X} ⊆ ∆∂X×∂X . But this follows because as we go to the
boundary, n → ∞. This then implies that the distance between the points in
E ∩ {∂X × ∂X}, which is given by 2−n, goes to 0.
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The controlled sets defined for a topological coarse structure are always proper.
This then proves that the topological coarse structure on a σ-compact space
X given by a compactification X with metrizable boundary, is a proper coarse
structure.
Remark 3.24. In both Proposition 3.21 and Theorem 3.19, we can replace the
assumption on the topological coarse structures to come from a second count-
able compactification by topological coarse structures on a σ-compact space
given by a compactification with metrizable boundary. With Lemma 3.22 and
Lemma 3.23, the same proof for Proposition 3.21 and Theorem 3.19 goes through
for such broader class of coarse structures.
Next we look at the relation between coarse maps for topological coarse struc-
tures and the behaviour of such maps between the compactifications that define
the coarse structure. This is in the same spirit as in Proposition 3.28, where Roe
shows that for proper coarse structures a coarse map induces a continuous map
between the Higson coronas. We show that for proper topological coarse struc-
tures defined by a compactification as above, a coarse map induces a continuous
map between the boundaries of the compactification.
Lemma 3.25. Let X,Y be σ-compact, locally compact Hausdorff spaces with
topological coarse structures associated to compactifications X,Y with metrizable
boundaries ∂X, ∂Y respectively. Then a coarse map f : X → Y extends to a
map3 between the boundaries ∂f : ∂X → ∂Y .
Proof. From Lemma 3.22 given a point x0 in ∂X we choose a sequence {xn}n
in X that converges to x0 and has no other accumulation point in X. f be-
ing proper and bornologous, for the controlled set E := {(xn, xn)}, we have
f × f(E) is also a controlled set in (Y, Y ). In particular {f(xn)}n shall have
an accumulation point y0 at the boundary. Suppose that it has more than one
accumulation points, say y1 in the boundary ∂Y . Then one can choose a sub-
sequence {f(xk)}k ⊂ {f(xn)}n such that {f(xk)}k converges to y1. But f is
bornologous. Then {xk}k also goes out to the boundary ∂X. Suppose not,
then for any accumulation point x of {xk}k in X4 that lies in the interior of
X, {(xk, x)}k is a controlled set in (X,X). Then f × f({(xk, x)}k) should be
a controlled set in (Y, Y ). By our assumption {f(xk)}k converges to y1 at the
boundary ∂Y . But Y being locally compact, f(x) lies inside a compact set
in Y and hence is in the interior of Y . Thus f × f({(xk, x)}k) is not a con-
trolled set and hence contradicts that f is bornologous. Thus {xk}k being a
subsequence of the converging sequence {xn}n, it converges to x0 ∈ ∂X. Now
{f(xk)}k converges to y1 6= y0 at the boundary ∂Y . Then for the controlled
set E′ := {(xn, xk)}n,k we see that f × f(E′) is not a controlled set in (Y, Y ).
This then contradcts that f is bornologous. Therefore we have that {f(xn)}n
shall have only a single accumulation point at the boundary and that {f(xk)}k
also converges to the same point y0. Again for any other sequence {x′m}m that
converges to x0, taking the controlled set E′ := {(xn, x′m)}n,m and that f is
bornologous, we have that {f(x′m)}m also converges to the same point y0. Thus
we can define an extension of f at the boundary by ∂f(x0) := y0. Therefore
3In fact as shall be shown in Lemma 3.26 below, ∂f is continuous.
4There exist accumulation points of a net in a compact topological space.
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we can define an extension of f at x0 on the boundary by ∂f(x0) := y0. Since
x0 chosen was arbitrary, we repeat this process for all x0 ∈ ∂X and thereby get
a well-defined map between the boundaries induced by f . From Lemma 3.26
below we see that ∂f is continuous.
The definition of ∂f being an extension of f says that for any x0 ∈ ∂X and any
net {xα}α converging to x0, {f(xα)}α is also a convergent net and converges
to a particular point on the boundary ∂Y . The limit point of {f(xα)}α should
then be independent of the net {xα}α chosen and determined only by the point




The limit point limxα f(xα) belongs to the boundary ∂Y , is clear from f being
a proper map. For the map ∂f to be well-defined as an extension of the map
f , we need the condition that for all nets converging to x0 their image under
f should converge to the same limit point in ∂Y . Interestingly, this condition
would also make ∂f continuous between the boundaries.
Lemma 3.26. If a not necessarily continuous proper map f : X → Y extends
to a well-defined map ∂f : ∂X → ∂Y on the boundary, then ∂f is continuous.
Proof. Suppose ∂f is not continuous at x0 ∈ ∂X. Then there exists a neighbour-
hood U of ∂f(x0) and a net {xα}α∈I ⊂ ∂X such that xα → x0 but ∂f(xα) /∈ U
for all α ∈ I. Now X being dense in X for all xα in ∂X, there exists a net
{xα,β}β∈Iα such that xα = limβ∈Iα xα,β . Consider the directed set of neigh-
bourhoods {Vγ}γ of x0 in X ordered by inclusion, that is, Vγ1 ≥ Vγ2 if and only
if Vγ1 ⊆ Vγ2 . Then from the given set {xα,β}α∈I,β∈Iα choose points xγ,α in Vγ .
Since {xα}α ⊆ ∂X converges to x0 and X is dense in X we get a non-empty sub-
net {xγ,α} that converges to x0. But by our assumption of discontinuity of ∂f
at x0, {f(xγ,α)} cannot accumulate at ∂f(x0). This is because X being normal,
we can separate the two disjoint closed sets A := ∂f(x0) and B := {∂f(xα)}α
by disjoint neighbourhoods UA and UB . Now the condition of extendability of
f to ∂f at the boundary dictates subnets in {f(xα,β)}α,β to converge to points
only in {∂f(xα)}α. Thus for every α0 there exists β0 ∈ Iα0 such that for all
(α0, β) ≥ (α0, β0), f(xα0,β) ∈ UB . Thus {f(xγ,α)}γ,α ⊂ {f(xα,β)} cannot accu-
mulate at ∂f(x0) even though {xγ,α} → x0. This contradicts that f extends to
a well-defined map ∂f at x0.
Next for two coarse maps f, g : X → Y , we show that the two maps being close
is equivalent to the induced boundary maps being the same. Note that this is
in the same spirit as the second result in Proposition 3.28.
Lemma 3.27. Let X,Y be σ-compact, locally compact and Hausdorff topolo-
gical spaces with coarse structure associated to compactifications with metrizable
boundaries X,Y respectively. Then two coarse maps f, g : X → Y are close if
and only if they induce the same map between the boundaries.
Proof. Given f, g : X → Y are close coarse maps, E := {(f(x), g(x)) : x ∈ X}
is a controlled set in Y . By Lemma 3.22 for every x0 ∈ ∂X, there exists a
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sequence {xn}n that converges to x0. But then f, g being coarse maps we
have by Lemma 3.25 that {f(xn)}n, {g(xn)}n should also converge to certain
boundary points y0 = ∂f(x0) and y′0 = ∂g(x0) in ∂Y respectively. Now the
set {(f(xn), g(xn))}n is a subset of E and hence is a controlled set in (Y, Y ).
This then means that y0 = y′0. But then since x0 chosen is arbitrary, this would
mean that for every x0 ∈ ∂X, ∂f(x0) = ∂g(x0). Therefore the maps induced
at the boundary by the close coarse maps f, g are the same. For the converse
direction, f , g being bornologous, interior points of X shall be mapped in the
interior of Y . Otherwise if a net {xα}α goes out to the boundary ∂X, ∂f = ∂g
implies {(f(xα), (g(xα))}α shall have accumulation points in ∆∂Y×∂Y . Hence
{(f(x), g(x)) : x ∈ X} is a controlled set in (Y, Y ) and therefore f is close to
g.
We next consider the Higson corona, a very important object as a functor from
the category of proper coarse structures with coarse maps as morphisms to the
category of compact Hausdorff topological spaces with continuous maps between
them.
3.3.1 Functoriality of the Higson corona
Recall the definition of Higson compactification corresponding to a proper coarse
structure (X, E) on a locally compact Hausdorff space X, as in Chapter 1. The
Higson condition of vanishing variation on functions, as in Definition 1.5, has
a very useful outcome on the behaviour of such functions at the boundary.
Namely, this allows the algebra of continuous Higson functions Ch(X) on X and
the algebra of not necessarily continuous (but Borel measurable5) Higson func-
tions Bh(X) to be isomorphic when restricted to their respective boundaries.
Thus Ch(X)/C0(X) ∼= Bh(X)/B0(X)6 will say that they have homeomorphic
boundaries. Using this isomorphism, Roe establishes functoriality of the Higson
corona νX even with respect to discontinuous coarse maps f : X → Y .
Proposition 3.28. [9, Proposition 2.41] Let X and Y be proper coarse spaces.
Then a coarse map f : X → Y extends to a continuous map νf : νX → νY . If
f, g : X → Y are close then νf = νg.
The next corollary automatically follows from the definition of coarse equival-
ence and closeness of maps.
Corollary 3.29. A coarse equivalence induces a homeomorphism between the
Higson corona.
Let us next study the ∗-homomorphism induced by a coarse map between the
Higson corona algebras, as implied by Proposition 3.28 above. A proper coarse
structure requires the underlying topological space to be paracompact. Hence
there exists continuous partition of unity subordinate to any given open cover of
5since one needs to make sense of a continuous partition of unity argument to go from
Bh(X) to Ch(X).
6B0(X) stands for the algebra of Borel measurable functions on X that tends to 0 as one
approaches the boundary.
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X. Of particular interest is a uniformly bounded open cover of X, coming from
the controlled neighbourhood E of the diagonal for the proper coarse structure
on X. The details of this construction can be seen below within the proof of
Lemma 3.34.
The idea is then to define a completely positive map between the C∗-algebras us-
ing a certain continuous partition of unity. Certain additional conditions are to
be satisfied in the choice of this partition of unity, with which the completely pos-
itive map shall then restrict to a ∗-homomorphism between the Higson corona
algebras. Finally, one shows that the construction is independent of the choice
of the partition of unity as long as they satisfy the conditions stated.
We begin with an abstract definition of these additional conditions, we referred
to in the previous paragraph.
Definition 3.30. Given X as a coarse space, a regularizer P for X is a
linear map from the space of ω-bounded Borel functions on X to the space of
continuous functions on X, satisfying the properties
1. If φ ≥ 0, then P (φ) ≥ 0.
2. P (1) = 1.
3. There is a constant r > 0 such that for any x ∈ X and any function g on
X, the value of P (g)(x) depends only on the restriction of g to B(x; r),
the ball of radius r around x.
For the bounded metric coarse structure on a proper metric space (X, d), such
regularizers can be constructed from {ψi}i, a continuous partition of unity sub-
ordinate to a locally finite cover of X by balls B(xi; r) of fixed radius r > 0, by
defining
P (g)(x) = Σig(xi)ψi(x)
Using such regularizers, Roe shows the following.
Proposition 3.31. [8, Proposition 5.10] Given X a proper metric coarse space
with a not necessarily continuous coarse map f : X → Y for a coarse space Y .
Then for any regularizer P on X, the map f∗ : [g] 7→ [P (g◦f)]7 is a well-defined
homomorphism of the Higson corona algebras C(νY ) → C(νX). Moreover, it
is independent of the choice of P .
In the case of a proper topological coarse structures onX coming from a compac-
tification X, we choose E[x] instead of the ball B(x; r) where E is a controlled
neighbourhood of the diagonal of the proper coarse structure. Then the con-
tinuous partition of unity is chosen subordinate to a locally finite refinement of
the uniformly bounded open cover of X coming from E. Using Proposition 3.21,
a coarse map on X shall then induce a similar ∗-homomorphism between the
boundary quotient algebras.
It is important to keep in mind that only proper coarse structures are relevant
for C∗-algebraic study. In the next section we shall treat the construction of
7The square brackets denote equivalence classes in the quotient algebras.
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regularizers in more details for the broader class of all proper coarse structures
coming from a compactification. Then by the above construction, starting with
a coarse map on a proper coarse space, we expect to arrive at similar completely
positive maps that restrict to a ∗-homomorphism between the boundary quo-
tient algebras. This would then justify to a certain extent our definition of a
noncommutative coarse map.
3.3.2 Discontinuous coarse maps for topological coarse struc-
tures
The main perspective of this section, is to bridge the gap in the understand-
ing of the definition behind a noncommutative coarse map in the commutative
setting. Therefore we shall only be interested in topological coarse structures
defined uniquely by compactifications, the path we have used to define a non-
commutative coarse structure at the first place.
First, let us try to understand what would the converse direction to Proposi-
tion 3.28 above, possibly say. It would mean that we should be able to con-
struct a coarse map from scratch by starting with a continuous map between
the boundaries. We are still to find results in this direction.
Rather, we reformulate it such that a proper map f : X → Y between the spaces
is already given. Now, with coarse structure coming from the compactifications
X,Y , we ask if extending f to a map ∂f : ∂X → ∂Y between the boundaries
imply that f is coarse ?
Given a proper map f : X → Y between topological coarse spaces, that extends
to a continuous map between the boundaries, we try to show that f is borno-
logous. When f is continuous, Remark 3.24 shows that by Theorem 3.19 this
holds for σ-compact spaces with proper topological coarse structures defined by
compactifications with metrizable boundaries. In the absence of continuity, f
being a proper map is not sufficient to guarantee that nets in X with accumu-
lation points in the interior of X shall be mapped to a net in the interior of
Y without any accumulation points at the boundary ∂Y . For this we need an
extra condition on f to be able to show that it is bornologous.
Definition 3.32. Let f : X → Y be a map between locally compact Hausdorff
topological spaces with proper coarse structures. Then f is said to be bounded
if it maps all bounded subsets of X to bounded subsets in Y .
Proposition 3.33. Let f : X → Y be a proper map between locally compact
Hausdorff spaces X,Y with proper topological coarse structures defined by com-
pactifications X,Y respectively. Suppose that f : X → Y is bounded and that it
extends to a continuous map ∂f : ∂X → ∂Y between the boundaries. Then f is
bornologous and hence a coarse map.
Proof. Given a proper map f : X → Y that extends to a continuous map
∂f : ∂X → ∂Y we need to show that it maps controlled sets in (X,X) to
controlled sets in (Y, Y ). Now by the definition that f extends to ∂f between
the boundaries, every convergent net {xα}α converging to a boundary point,
say x0, is mapped to a net {f(xα)}α that converges to ∂f(x0). But f : X → Y
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need not be a continuous map. By assuming that f is bounded, for any net
{xα}α that accumulates at points in the interior of X, {f(xα)}α cannot have
accumulation points at the boundary ∂Y . Hence by the definition of controlled
sets coming from a compactification, every controlled set in X is mapped to a
controlled set in Y . Therefore f is bornologous and hence a coarse map.
Next, we would like to motivate the use of completely positive maps in our
definition of a noncommutative coarse map. Let us look back at the conditions
required by a continuous map f : X → Y to be coarse with respect to topological
coarse structures coming from second countable compactifications X,Y , as in
Theorem 3.19. In the case of a countable discrete space X, this then leads to
an interesting observation. Since every map on a discrete space is continuous,
any proper map f : X → Y induces the ∗-homomorphism f∗ : C0(Y )→ C0(X).
Then by Theorem 3.19, f is coarse if and only if it induces a ∗-homomorphism
(f)∗ : C(Y )→ C(X) between the unitizations.
As was mentioned, for C∗-algebraic study we require compatibility of the coarse
structure with the underlying topology as in a proper coarse space. Proper
coarse spaces have an important property as we show in the following lemma.
Lemma 3.34. Every proper coarse space X is coarsely equivalent to a discrete
subspace Xdisc.
Proof. To show this, consider the open neighbourhood E of the diagonal ∆X×X
which is also a controlled set by the requirements of a proper coarse structure.
Then for every point x in X, we have an open set Ux × Vx ⊂ E containing the
point (x, x). Let Wx := Ux ∩ Vx. Then clearly, {Wx}x∈X forms a uniformly
bounded open cover of X. We next use that X is paracompact, to choose a
locally finite refinement of this open cover, say {Wα}α∈J , for an indexing set
J . Finally, choose any arbitrary point xα from this open cover to construct
Xdisc := {xα}α∈J . Then by the cover being locally finite on a Hausdorff space,
with the subspace topology Xdisc is a discrete subspace of X.
We claim that the inclusion map i : Xdisc → X gives a coarse equivalence. For
this it is trivial to see that the set W := ∪α∈J {xα ×Wα}α ⊂ E is a controlled
set. Further W [Xdisc] = X, which shows that Xdisc is coarsely dense in X.
Hence to choose the inverse i−1 to the inclusion map for the coarse equivalence,
consider for any x in X the index αx ∈ J , such that x ∈ Wαx . Then the
following map x 7→ xαx from X to Xdisc shall give the required inverse coarse
map for the coarse equivalence.
Remark 3.35. In explicit examples of proper coarse structures on a locally
compact space that are uniquely determined by a compactification, X is always
σ-compact. A proper metric space with the bounded metric coarse structure
is a proper coarse space and is uniquely determined by its Higson compactific-
ation. Otherwise, as in Remark 3.24, a σ-compact space with the topological
coarse structure given by a compactification X with metrizable boundary is a
proper coarse structure that is uniquely determined by the compactification. In
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Lemma 3.34, this would lead to the choice of a countable discrete subspace Xdisc
that is coarsely equivalent to X.
Given X is a proper coarse space, from a coarse map f : X → Y we next
construct a completely positive map between the C∗-algebras. The idea is to
restrict f to a coarsely equivalent discrete subset Xdisc ⊂ X obtained by using
a locally finite uniformly bounded open cover of X, as in Lemma 3.34 above.
Then f |Xdisc : Xdisc → Y is a continuous coarse map and hence shall induce a
∗-homomorphism between the C∗-algebras (f |Xdisc)∗ : C0(Y )→ C0(Xdisc).
Given that X is a proper coarse space and hence paracompact, we use a continu-
ous partition of unity {φα}α subordinate to the locally finite open cover from
which the discrete set Xdisc was extracted. Finally, the completely positive map
φ : C0(Xdisc)→ C0(X) is defined as
φ(g)(x) := Σαg(xα)φα(x); ∀g ∈ C0(Xdisc). (3.1)
Then by composing with (f |Xdisc)∗, we get a completely positive map φ ◦
(f |Xdisc)∗ : C0(Y )→ C0(X).
Our next claim shall be that this construction of the completely positive map
φ◦ (f |Xdisc)∗ : C0(Y )→ C0(X) do not change the limiting behaviour of f at the
boundaries. We expect a coarse map to induce a ∗-homomorphism between
the boundary quotient algebras. We see later that by extending this con-
struction to the unitizations, by Proposition 3.37 the completely positive map
φ ◦ (f |Xdisc)∗ : C0(Y ) → C0(X) does give the same ∗-homomorphism between
the boundary quotient algebras as the one induced by f . But before that we
show that the map ∂(f |Xdisc) defined as an extension of the restriction map
f |Xdisc on the discrete space to the boundary is the same as ∂f . For this, we
first note that Corollary 3.29, gives a homeomorphism between the boundaries
∂Xdisc and ∂X.
Lemma 3.36. Given X is coarsely equivalent to a discrete subset Xdisc, if
f : X → Y is a coarse map then there exists an extension of f |Xdisc to a continu-
ous map on the boundary ∂(f |Xdisc) : ∂Xdisc8 → ∂Y . Moreover ∂(f |Xdisc) = ∂f .
Proof. f : X → Y is a coarse map. This implies from Lemma 3.25 that there
exists an extension of f to a continuous map between the boundaries ∂f : ∂X →
∂Y . But the boundary ∂Xdisc is homeomorphic to ∂X. Then for every point
x0 at the boundary ∂X, there exists a net in Xdisc converging to x0. For {xα}α
in Xdisc ⊂ X converging to a point x0 at the boundary ∂X, we have from
the definition of ∂f that {f(xα)}α is a convergent net, converging to the point
∂f(x0) in ∂Y . Hence with this we define the map ∂(f |Xdisc) : ∂X → ∂Y as an
extension of f |disc and satisfying trivially the condition ∂(f |Xdisc) = ∂f by its
very definition.
Together with this Lemma, we can then show that i−1 ◦ (f |Xdisc) : X → Y
shall induce a ∗-homomorphism between the boundaries, same as (∂f)∗. We
8∂Xdisc = ∂X. From the construction of the discrete set we know for each point ω ∈ ∂X,
there exists a net in Xdisc converging to it. Therefore ∂X ⊂ ∂Xdisc. The other inclusion
follows from Xdisc being a subset of X with the subspace topology.
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have used here the map i−1, to show the requirement of a ∗-homomorphism
between the boundary quotient algebras and havent used φ explicitly yet. The
main obstruction is that i−1 need not be continuous, and hence we cannot
induce a map between the C∗-algebras, C0(Xdisc)→ C0(X), though we get a ∗-
homomorphism ∂(i−1)∗ between the boundary quotient C∗-algebras. We show
next how we use our construction of the map φ to bridge this gap.
The cover {Wα}α∈J chosen to construct φ above is locally finite. Hence φ is
strictly continuous. We have that for each x ∈ X the open neighbourhood
Ux ∩ Vx is a subset of E[x]. Therefore {(xβ , xβ)}β should only have (x0, x0) as
its accumulation point as {xβ}β converges to x0 ∈ ∂X. But {Wα}α∈J being
a refinement of {Ux ∩ Vx}x∈X , it should also have similar behaviour. Also the
points {xα}α chosen to define Xdisc shall behave similarly as one approaches
the boundary. Therefore the continuous partition of unity {φα}α chosen to
construct φ, being subordinate to this open cover, will give the identity ∗-
isomorphism between the boundary quotient algebras.
Next by using that φ is strictly continuous, we extend the map φ to the unitiza-
tions φ : C(Xdisc)→ C(X) with nice behaviour between the boundary quotient
algebras.
Proposition 3.37. Let φ : C0(Xdisc) → C0(X) be the completely positive map
as in equation 3.1. Then it extends to a completely positive map between the
unitizations φ : C(Xdisc)→ C(X) such that it induces the identity ∗-isomorphism
between the continuous functions on the boundary.
Proof. Let us consider the completely positive map φ : C0(Xdisc) → C0(X) we
have defined before,
φ(g)(x) := Σαg(xα)φα(x); ∀g ∈ C0(Xdisc).
We had noted before that {Wα}α being a locally finite cover, φ is strictly con-
tinuous. Now the functions φα all belong to C0(X). But C0(X) being dense
in Cb(X) with respect to the strict topology, for any g ∈ Cb(X) we have a net
{gβ}β in C0(X) converging to it in the strict topology. This implies for all α in
the indexing set J , ‖gβφα − gφα‖C0(X) → 0 in the limit of gβ converging to g




The second equality follows from φα(xβ) = δα,β , the Kronecker delta function,
for all xβ ∈ Xdisc. For a fixed x in X, this can then be seen as integration of
the functions gφα over the elements xα ∈ Xdisc with respect to the positive,
weighted counting measure φα(x) on {xα}α∈J . Further the open cover being
locally finite, we have that for any given x ∈ X only finitely many indices
α ∈ J shall give non-zero contribution. But finitely many indices define a
compact set in the discrete space Xdisc. Hence using uniform convergence of
‖gβφα−gφα‖C0(X) → 0 in C0(X), we can use the same estimates when restricted
to C0(Xdisc), to interchange between the limit and the integration. Thus for all
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g ∈ Cb(X), at a fixed point x ∈ X, the following convergent net φ(gβ)(x) =
Σαgβ(xα)φα(xα)φα(x) converges to Σαg(xα)φα(x).
With this we define the extension of the completely positive map
φ(g)(x) = Σαg(xα)φα(x); ∀g ∈ C(X). (3.2)
It is now clearly visible that as x converges to x0 at the boundary ∂X, since
the choice of xα means that (x, xα) belongs to the controlled set E, we have
xα also converges to the same boundary point x0 ∈ ∂X9. Hence equation 3.2
shall then say that for g ∈ C(X), and a net {xγ}γ ⊂ Xdisc converging to x0,
we have from the continuity of the functions φα used to define the partition of
unity, that φ(g)(x0) = limxγ→x0 φ(g)(xγ). But φ(g)(xγ) = Σαg(xα)φα(xγ) =
g(xγ). Hence, limxγ→x0 φ(g)(xγ) is equal to limxγ→x0 g(xγ) = g(x0). Therefore
φ(g)(x0) = g(x0)10, for all g ∈ C(X) and all x0 ∈ ∂X.
With this we have that our construction of the completely positive map φ ◦
(f |Xdisc)∗ : C0(Y ) → C0(X) do not change the boundary ∗-homomorphism in-
duced by the original coarse map f : X → Y .
Finally we consider the equivalence relation of closeness, up to which coarse
maps are defined. Recall from Lemma 3.27 that for topological coarse structures
two coarse maps are close if and only if they extend to the same map between the
boundaries. As we will see later we define closeness for noncommutative coarse
maps using this condition. This also dictates our notion of a noncommutative
coarse equivalence.
3.3.3 More coarse maps
The main point is that, in the commutative case, we could show so far that
the conditions on a noncommutative coarse map are only necessary for being
induced by a coarse map f : X → Y . We could not prove that they are also
sufficient to be induced by a coarse map. Namely, we would need to show that
starting with a contractive, strictly continuous completely positive map that
satisfies the conditions of a noncommutative coarse map, its restriction to the
pure state space is close to a honest coarse map. Only once this is showed,
we can consider our definition of a noncommutative coarse map to be complete
from the viewpoint of coarse geometry.
For this we need to be able to construct a point-valued map from a probability
measure-valued map, with the boundary condition that the completely positive
map φ◦(f |Xdisc)∗ : C0(Y )→ C0(X) should induce the same map as i−1◦(f |Xdisc)
between the boundaries ∂X → ∂Y . To do this it should be enough to be able to
appropriately choose points from the support of the measures. This will then say
that the completely positive map φ ◦ (f |Xdisc)∗ : C0(Y ) → C0(X) is equivalent
to the coarse map i−1 ◦ (f |Xdisc), which is again close to f by Lemma 3.36.
9∂Xdisc = ∂X by Corollary 3.29.
10The function g on the left hand side, that is the one in the domain of the map φ is the
restriction of g ∈ C(X) to Xdisc, recall φ : C(Xdisc)→ C(X).
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But there is no obvious natural choice for this construction, so we keep it open
for now. The condition that the unital strictly continuous completely positive
map should restrict to a ∗-homomorphism between the boundaries only say that
the measures should converge to points as we approach the boundary. But it can
still happen that even with this convergence condition on the measures, their
support is large enough to have multiple accumulation points on the boundary.
We expect that choosing a point-valued coarse map from a given noncommutat-
ive coarse map shall follow from extra conditions on our setting. We need more
examples to motivate its importance. Until then, our definition of a noncommut-
ative coarse map shall contain more maps as coarse maps in the commutative
case.
3.4 Noncommutative coarse equivalence
As has already been mentioned many times by now, motivated from insights
coming from physics, one of the main objectives for this project has been to for-
mulate a possible coarse equivalence between the classical plane and the Moyal
plane. We have already understood to a certain extent the notion behind a
noncommutative coarse map. Following coarse equivalence in classical coarse
geometry, we then define the corresponding notion for noncommutative coarse
structures.
First let us consider the equivalence relation of closeness between two non-
commutative coarse maps. Since noncommutative coarse maps generalize the
notion of coarse maps between topological coarse structures, from Lemma 3.27
it is natural to consider the following definition of closeness between two non-
commutative coarse maps.
Definition 3.38. Let A,B be non-unital C∗-algebras with noncommutative
coarse structures defined by the unitizations A,B respectively. Two noncom-
mutative coarse maps φ, ψ : A→ B are called close if their extensions φ, ψ : A→
B induce the same ∗-homomorphism between the boundary quotient algebras,
that is [φ] = [ψ].
Remark 3.39. Clearly this defines a equivalence relation on the set of non-
commutative coarse maps between the C∗-algebras A,B with noncommutative
coarse structures fixed by certain unitizations.
Definition 3.40. Let A,B be non-unital C∗-algebras with noncommutative
coarse structures defined by the following unitizations A,B. Then a noncom-
mutative coarse map φ : A → B defines a noncommutative coarse equi-
valence if the map [φ] : A/A → B/B is a ∗-isomorphism and there exists a
noncommutative coarse map ψ : B → A in the opposite direction, such that
[ψ] : B/B → A/A induces the inverse ∗-isomorphism between the boundary
quotient algebras.
Given this, it would be instructive to see that for any non-unital and σ-unital
C∗-algebra B, the unitalization B† induces a unique noncommutative coarse
structure. By uniqueness we mean upto noncommutative coarse equivalence. To
see this we show coarse equivalence of (B,B†) with (C0([0, 1)), C0([0, 1])). Then
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using transitivity of this equivalence relation, we know that all noncommutative
coarse structures induced by the smallest unitization B† on a σ-unital B are
coarsely equivalent in the above sense.
Example 3.41. We use coarse equivalence of [0, 1) with N given by the in-
clusion of the discrete space, as was mentioned after Definition 3.18. Then we
show that for any non-unital and σ-unital C∗-algebra B with noncommutat-
ive coarse structure given by B†, there exists a noncommutative coarse map
φ : C0([0, 1)) → B that induces a noncommutative coarse equivalence with the
coarse structure on C0([0, 1)) coming from the unitization C([0, 1]). For any
strictly positive element b ∈ B, using functional calculus consider the following
∗-homomorphism
φ : C0([0, 1))→ B
f 7→ f(b)
This is clearly strictly continuous and induces the identity map id: C → C
between the boundary quotient algebras. To get the inverse map, consider the
completely positive map ψ : B → C0(N) defined by the following construction.
Consider the sequence of states {ψn}n on B such that for all b ∈ B,ψn(b)→ 0 as
n→∞. Then the completely positive map ψ := (ψn) such that for any b in B,
ψ(b) : n 7→ ψn(b) an element of C0(N), gives the required noncommutative coarse
inverse to φ. Finally we use the coarse equivalence map of C0(N) → C0([0, 1))
to get the required noncommutative coarse equivalence of (C0([0, 1)), C0([0, 1]))
with (B,B†).
Let Y be a proper metric space (Y, dY ) with the bounded metric coarse struc-
ture coming from dY . Then there is a further reduction on the definition of a
coarse equivalence. We consider X with a proper topological coarse structure
coming from some compactification X. Then if a coarse map f : X → Y in-
duces a homeomorphism between the boundaries, we show that it gives a coarse
equivalence between X and Y .
Proposition 3.42. Let (Y, dY ) be a proper metric space with the bounded met-
ric coarse structure coming from dY with Higson compactification Y . Let X
be a locally compact Hausdorff space with a proper coarse structure given by
some compactification X. If f : X → Y is a coarse map that extends to a
homeomorphism ∂f : ∂X → ∂Y between the boundaries, then f is a coarse equi-
valence.
Proof. We first show that if the coarse map f : X → Y extends to a homeo-
morphism between the boundaries, then the image of this map f(X) should be
coarsely dense in Y . In other words, there should be a controlled set E such
that E[f(X)] = Y . Suppose not, then for every controlled set Er; r > 0 there
exists yr in Y such that for all x in X, dY (yr, f(x)) > r. But then the collection
{yr}r shall have an accumulation point, say y∞ at the boundary. An explicit
construction of the accumulation point y∞ can be shown as follows. Consider
Fr := cls{xi : i ≥ r}, where “cls” refers to the closed linear span in Y . Then
it is easy to see that {Fr}r has the finite intersection property. Next Y being
compact, we see that ∩rFr should be non-empty inside Y . Pick y∞ from ∩rFr.
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Then it can be shown that {yr}r accumulates at y∞. Further from the con-
struction of the sets Fr it is clear that for any finite r > 0, y∞ is at a distance
greater than r from f(X). Hence y∞ ∈ ∩rFr ⊂ ∂Y . Now consider the sets
A := f(X) and B := {yr}r>1. Clearly A and B are disjoint in Y . Then by
Urysohn’s Lemma we construct a Higson function h ∈ C(Y ), that takes 0 on A
and 1 on B. Then by continuity h(y∞) = 1 and hence [h] in C(∂Y ) is a non-zero
element that is mapped to the zero function in C(∂X). This is a contradiction
that f induces a homeomorphism between the boundaries.
But f(X) is coarsely dense in Y implies that the inclusion map i : f(X) → Y
of the subspace f(X) ⊂ Y gives a coarse equivalence. In the other direction
we extend the identity map id: f(X) ⊂ Y → f(X) to all of Y by sending y in
{Y \ f(X)} to f(x) for some x such that (y, f(x)) belongs to E. Then from
Corollary 3.29 the boundary of f(X) in Y is homeomorphic to ∂Y .
Now, for every y in Y such that y = f(x) for some x in X, define g(y) := x. That
is we make a choice. Otherwise, choose x in X such that (y, f(x)) belongs to E,
and define g(y) := x. Since f(X) is coarsely dense in Y , the map g : Y → X is
a well-defined map up to the choices made. By its definition, g is bounded, that
is, it sends bounded subsets of the coarse structure in Y to bounded subsets of
the coarse structure in X. We know that f is a coarse map that induces the
map ∂f at the boundary. By the arguments as in the proof of Lemma 3.25,
all points in the interior of X are mapped by f to the interior in Y . Then as
yα goes out to the boundary, all its pre-images f−1(yα) also goes out to the
boundary in ∂X. This shows that g|f(X) is proper.
To show g is a coarse map, we first show that g extends to the inverse map
(∂f)−1 between the boundaries. Now consider a point y0 on the boundary ∂Y .
Then Y being dense in Y , there exists a net {yα}α in Y that converges to y0. To
understand the behaviour of {g(yα)}α, let us first assume that {yα}α ⊂ f(X).
Then for each α, g(yα) = xα such that f(xα) = yα. For each α, we next
show that for any choice of xα from the preimage f−1(yα), {xα}α converges
to (∂f)−1(y0). We know that f is a coarse map that induces the map ∂f at
the boundary. Again by the same arguments as in the proof of Lemma 3.25,
all points in the interior of X are mapped by f to the interior in Y . Therefore
the accumulation points of {f−1(yα)} at the boundary ∂X shall be in one-to-
one correspondence with the accumulation points of {yα}α at the boundary ∂Y
under the homeomorphism ∂f . But {yα}α converges to y0 and therefore {xα}
converges to (∂f)−1(y0). Furthermore E being a controlled set of the topological
coarse structure on Y from Y , any net {yα}α ⊂ Y that has limit points at the
boundary can be replaced by a net {y′α}α ⊂ f(X) such that under the map g
their image in X have the same limit points in ∂X. This shows that g is proper
since g|f(X) is proper. Finally together with the fact that the boundary of f(X)
inside Y is homeomorphic to ∂Y we see that g induces the continuous map
(∂f)−1 : ∂Y → ∂X. From Proposition 3.33 we then have that the bounded,
proper map g is bornologous.
Once we have that g : Y → X is a coarse map, it is now trivial to see that it
defines the required inverse to f for it to be a coarse equivalence. First, notice
that from the definition of g, the set {(x, g(f(x))) : ∀x ∈ X} is a controlled
set in (X,X). This is because, if {xα}α converges to a boundary point x0
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in ∂X then {g(f(xα))}α should also converge to the same boundary point as
f(xα) = f(g(f(xα))) for all α. Therefore the map g ◦f is close to idX : X → X.
While the map f ◦ g is close to the map idY : Y → Y by the controlled set E.
Therefore f : X → Y is a coarse equivalence.
Recall that, the coarse structure on R2n that we are interested in is the bounded
metric coarse structure of its Euclidean metric. By Theorem 1.13 this is the same
as the topological coarse structure coming from its Higson compactification.
Whereas for the Moyal plane, Rieffel deformation of this Higson compactification
defines the noncommutative coarse structure we are interested in. Given that
the translation action of R2n is trivial on the Higson corona, certain completely
positive maps between the Rieffel deformations as defined in [2] induces a ∗-
isomorphism between the boundary quotient algebras.
3.4.1 Noncommutative coarse maps for Rieffel deforma-
tion
In this section we shall study noncommutative coarse maps in the context of non-
commutative coarse structures coming from Rieffel deformation of C∗-algebras.
In the context of 2-cocycle deformation as in [4], we briefly recall the following
construction from Chapter 2. Corresponding to an equivariant extension given
by a unitization, one can construct an exact sequence of the corresponding
crossed product algebras. Then under 2-cocycle deformation, we get an exact
sequence of the deformed crossed products. The Landstad algebras of this ex-
act sequence then defines a noncommutative coarse structure on the deformed
C∗-algebra.
Given a G-product as in Definition 2.10 there is a certain construction to extract
the Landstad algebra by integrating over the dual action. Taking integrable
elements of the undeformed G-product and then integrating over the deformed
dual action gives a completely positive map from the original C∗-algebra to the
deformed Landstad algebra. The map is given by,




where (B, λ, α̂) is the original G-product and f1, f2 ∈ C0(Ĝ)∩L2(Ĝ). For more
details one can refer to [4, Remark 2.5].
We expect these completely positive quantization maps between the Rieffel de-
formations to give examples of noncommutative coarse maps. But the difficulty
is that in general they need not restrict to a ∗-homomorphism between the
boundary quotient algebras. Fortunately for trivial action on the boundary, we
expect to arrive at a ∗-isomorphism as was outlined in Chapter 2. In the next
section we see a concrete example of such a noncommutative coarse map.
3.4.2 An explicit noncommutative coarse map
Given an anti-symmetric matrix J on Rd, one starts with the smooth subalgebra
A ⊂ A and defines a Moyal-type deformed product ‘×J ’ along with a particular
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operator C∗-norm to arrive at AJ . Completion of AJ with respect to this
C∗-norm gives the Rieffel deformation AJ of A. We shall see that there is one
particular important completely positive map in this set-up, first defined in [2],
very similar in nature to the integration procedure in [4] as was discussed above.
Given a bilinear form, like the metric g(·, ·) : Rd × Rd → C on Rd, consider the











Remark 3.43. By smoothness of the Gaussian function G(u), image of the map
S shall be contained inside the smooth subalgebra A of A. By [2, Theorem 4.3],
S : AJ → A is continuous with respect to the respective operator C∗-norms.
Hence we can extend the map to the C∗-completions S : AJ → A. This then
gives us a quantization map for Rieffel deformation of A. Again, considering A
as Rieffel deformation of AJ corresponding to the anti-symmetric matrix −J ,
we get a similarly defined map T : A → AJ , which coincides with S on the
smooth subspace A11.
It is shown in [2, Lemma 4.2], that the map S is positive on the smooth subal-
gebra A.
Lemma 3.44. [2, Lemma 4.2] For a ∈ A the following holds




where b ∈ A+ is positive.
But the action α being strongly continuous on A, the smooth subalgebra is dense
in A with respect to the C∗-norm. Hence S being continuous with respect to the
C∗-norms as was mentioned in Remark 3.43, its extension to the completions
shall also be positive. Also the map is completely bounded as discussed in
[5, Corollary 2.6] and hence S : AJ → A is completely positive.
From symmetry, the map in the opposite direction T , shall also be completely
positive. In our framework our main concern shall be whether this map ex-
tends to a map between the unitizations determining the coarse structure of
our algebras. For this we would require it to be strictly continuous. Since the
map involves convolution with the Gaussian function G with the given action
α on the C∗-algebra we expect to extend it to the unitization as long as we can
extend the action.
Therefore we approach this problem from the other direction. Our examples of
noncommutative coarse structures from Rieffel deformation are precisely given
11As we know from [7, Theorem 7.1] the smooth subalgebra with respect to the action of
Rd on both A and AJ respectively are the same.
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by an equivariant exact sequence corresponding to some unitization. Therefore
we start with the action on the unitization A, invariant on the essential ideal
A, so that the map S : AJ → A automatically restricts to a strictly continuous
completely positive map S : AJ → A. Thus S : AJ → A so far satisfies the
conditions of Definition 3.1.
To show that S is a coarse map, we shall only need that the given map induces
a ∗-homomorphism between the quotient C∗-algebras. In general we do not
expect this to happen, but for trivial actions we know from Chapter 2 that the
Rieffel deformation is the same as the original algebra. And we see that S gives
a ∗-isomorphism in this special case.
Lemma 3.45. For trivial action α, the map S : AJ → A12 as defined above, is
the identity map.
Proof. For the trivial action, α = id of the vector group V on A, the whole
vector space A is smooth under this action. Hence the integration is defined on








In particular we claim that for trivial action on the boundary, as in our example
of translation action on the Higson corona of the metric coarse structure on R2n,
S defines a noncommutative coarse map.
Lemma 3.46. For noncommutative coarse structure coming from Rieffel de-
formation with trivial action on the boundary, the map S : AJ → A gives a
∗-isomorphism between the boundary quotient algebras.
Proof. After our discussion in the above paragraphs and Lemma 3.45, we now
only need to show that the map S : AJ → A as defined above restricts to a well-
defined map between the boundary quotient algebras with the same formula.
For the trivial action, α = id of the vector group Rd on A/A, the whole vector





We then complete this to the C∗-algebra and then define the map on the bound-
ary quotient algebra as the one induced from the unitization by taking its equi-
valence class.To show the map is well-defined, one needs to show that for any
element a′ in A and a in A
[S(a+ a′)] = [S(a)].
But this is trivial from the map S being linear and that its restriction to the ideal
A is contained in the smooth subalgebra A of A. Then we apply Lemma 3.45 on
the boundary quotient algebras, to show that the map [S] : A/A → A/A gives
the identity ∗-isomorphism.
12Note AJ = A for α = id.
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Therefore at least in this situation of trivial action on the boundary, the map
S fits in with our definition of a noncommutative coarse map between the non-
commutative coarse structures coming from Rieffel deformation. There might
be further special conditions with which one can guarantee [S] to be at least
a ∗-homomorphism between the boundary quotient algebras and needs to be
looked at further. For now, using Lemma 2.28 and Lemma 3.46 we plan to
show noncommutative coarse equivalence for the Moyal plane with the classical
plane.
3.4.3 Noncommutative coarse equivalence between the clas-
sical plane and the Moyal plane
Next, we apply the noncommutative coarse maps between Rieffel deformations
for trivial action on the boundary to the special case of the metric coarse struc-
ture on the classical plane. It is important to note that Lemma 2.29 restricts
us to use S as a coarse map only for the noncommutative coarse structure
defined by Rieffel deformation of the Higson compactification for the metric
coarse structure on R2n. For other boundaries of R2n we need not even have a
noncommutative coarse map to the Moyal plane.
On the classical plane, we start with the strongly continuous translation action of
R2n on the Higson compactification hR2n of R2n. The translation action carries
the ideal C0(R2n) to itself, that then by Lemma 2.28 descends to a trivial action
on the Higson corona. Further, with trivial action on the boundary, we see above
in Lemma 3.46 that the restriction [S] to the boundary quotient algebras shall
be the identity map, a ∗-isomorphism. With this we answer our main question
for this project.
Theorem 3.47. Consider the noncommutative coarse structure on the Moyal
plane, coming from Rieffel deformation of the Higson compactification of the
metric coarse structure on R2n. Then the noncommutative coarse map given by
S : K(L2(R2n))→ C0(R2n) defines a noncommutative coarse equivalence.
Proof. For the inverse noncommutative coarse map we use T as was mentioned
in Remark 3.43.
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