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Introduccio´n
Sea H un espacio de Hilbert, 〈 ·, · 〉 su producto interno y L(H) el a´lgebra de operadores
lineales acotados definidos sobre H, y L(H)+ el cono de operadores semidefinidos positivos.
Entre los operadores de L(H), el conjunto de proyecciones, i.e. el conjunto de los operadores
Q ∈ L(H) tales que Q2 = Q, ha sido extensamente estudidado desde los comienzos de
la teor´ıa espectral. La aplicacio´n de las proyecciones en estad´ıstica, teor´ıa de marcos y
geometr´ıa compleja, entre otras areas de la matema´tica, mantiene el intere´s en esta clase
de operadores. Dentro del conjunto de proyecciones, se distingue el subconjunto de las
autoadjuntas, denominadas usualmente ortogonales debido a la descomposicio´n del espacio
H que inducen su rango y su nu´cleo. Es claro que este subconjunto depende fuertemente del
producto interno, pues de este dependen las nociones de ortogonalidad y autoadjuncio´n. Si
A ∈ L(H)+ es inversible y definimos:
〈x, y 〉A = 〈Ax, y 〉 ,
〈 ·, · 〉A resulta ser un producto interno equivalente al original desde el punto de vista me´trico
y topolo´gico, pero la nocio´n de ortogonalidad var´ıa. Un momento de reflexio´n muestra que
una proyeccio´n Q es autoadjunta respecto a 〈 ·, · 〉A si y so´lo si AQ = Q∗A. Evidentemente,
que una proyeccio´n cumpla esta condicio´n no es equivalente a que sea autoadjunta, razo´n
por la cual el conjunto de proyecciones ortogonales respecto al producto interno 〈 ·, · 〉A
no coincide con el de proyecciones ortogonales respecto al producto interno original. Sin
embargo, dado un subespacio cerrado S, existe una u´nica proyeccio´n A-autoadjunta sobre S.
Dicha proyeccio´n esta´ asociada a la descomposicio´n H = S +˙ A(S)⊥, donde, como fa´cilmente
se puede comprobar, A(S)⊥ es el subespacio formado por los vectores de H ortogonales a S
con respecto al producto interno 〈 ·, · 〉A.
Cuando el operador positivo A no es inversible, la existencia de una proyeccio´n sobre un
subespacio cerrado S que sea autoadjunta respecto al ahora pseudo-producto interno 〈 ·, · 〉A
es un problema ma´s sutil e interesante. Dado A ∈ L(H)+ y un subespacio cerrado S de H,
el conjunto
P(A,S) = {Q ∈ Q : R(Q) = S, AQ = Q∗A},
puede contener un u´nico elemento, infinitos o ninguno. Diremos que el par (A,S) es com-
patible si P(A,S) no es vac´ıo. Si el par es compatible, en el conjunto P(A,S) se distingue
una proyeccio´n, que denominaremos PA,S , que es la asociada a la descomposicio´n
H = S +˙
(
A(S)⊥ ∩ (S ∩ A(S)⊥)⊥).
v
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La nocio´n de compatibilidad, distintas caracterizaciones de la misma, como as´ı tambie´n
diversas fo´rmulas para la proyeccio´n PA,S han sido estudiadas por Corach, Maestripieri y
Stojanoff en [44], [45] y [46]. En particular demostraron que la compatibilidad del par (A,S)
se puede determinar a partir del a´ngulo de Dixmier entre los subespacios A(S) y S, o a partir
del a´ngulo de Friedrich entre N(A) y S si el operador A posee rango cerrado. Recordemos
que dados dos subespacios cerrados M y N del espacio de Hilbert H, el a´ngulo de Dixmier
entre estos subespacios es el a´ngulo en [0, pi
2
] cuyo coseno esta´ definido por:
c0 [M, N ] = sup{ | 〈 x, y 〉 | : x ∈M, y ∈ N y ‖x‖ = ‖y‖ = 1}.
mientras que el a´ngulo de Friedrich entre ellos, es el a´ngulo en [0, pi
2
] cuyo coseno esta´ definido
por:
c [M, N ] = sup{ | 〈x, y 〉 | : x ∈Mª (M∩N ), y ∈ N ª (M∩N )
y ‖x‖ = ‖y‖ = 1},
Un estudio desde el punto de vista geome´trico de la variedad de proyecciones es realizado en
[7]. All´ı, entre otras cosas, se interpreta geome´tricamente el conjunto de operadores positivos
e inversibles A tales que una dada proyeccio´n Q resulta A-autoadjunta. Vale la pena recordar
que dicho conjunto es no vac´ıo, pues siempre el operador A = Q∗Q + (I − Q)∗(I − Q) se
encuentra en dicho conjunto.
Las proyecciones esta´n ı´ntimamente relacionadas con las denominadas inversas generali-
zadas. Sean H1 y H2 dos espacios de Hilbert y denotemos por medio de L(H1,H2) al espacio
de todos los operadores lineales y acotados de H1 en H2. Dado T ∈ L(H1,H2), se dice que
B ∈ L(H2,H1) es una inversa generalizada de T si
TBT = T y BTB = B.
Es relativamente fa´cil ver, a partir de la definicio´n, que TB es una proyeccio´n cuyo rango es
R(T ) y BT es una proyeccio´n cuyo nu´cleo es N(T ). Aquella B para la cual tanto TB como
BT son autoadjuntas se denomina inversa generalizada de Moore-Penrose, y suele denotarse
T †. Co´mo TB es una proyeccio´n sobre R(T ), es una condicio´n necesaria para la existencia
de inversas generalizadas que T tenga rango cerrado. Se puede ver que tambie´n es suficiente
(ver seccio´n 1.3 Teorema 1.3.2). Es interesante notar que si P es una proyeccio´n sobre R(T )
y Q es una proyeccio´n cuyo nu´cleo es N(T ) entonces
B = QT †P (1)
es la inversa generalizada que cumple TB = P y BT = Q.
Resulta claro que, dado T ∈ L(H1,H2), la inversa generalizada de Moore-Penrose depen-
dera´ de los (pseudo) productos internos que consideremos en los espacios H1 y H2. Consider-
emos enH1 la forma sesquilineal semidefinida positiva inducida por un operador semidefinido
positivo A1 ∈ L(H1) y en H2 la forma sesquilineal semidefinida positiva inducida por un
operador semidefinido positivo A2 ∈ L(H1). Luego, si los pares (A1, N(T )) y (A2, R(T )) son
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compatibles, entonces existe una u´nica inversa generalizada de T , que denotaremos T †A1, A2 ,
que satisface
TT †A1, A2 = PA2, R(T ) y T
†
A1, A2
T = I − PA1, N(T ).
En efecto, de acuerdo a (1), T †A1, A2 = (I − PA1, N(T ))T †PA2, R(T ).
Tanto las proyecciones como las inversas generalizadas han sido extensamente estudiadas
durante los u´ltimos 50 an˜os y aparecen en numerosos problemas de matema´tica: problemas
de cuadrados mı´nimos, teor´ıa de marcos, teor´ıa de muestreo, teor´ıa de circuitos, etc.
Como hemos notado, para utilizar las te´cnicas que involucran inversas generalizadas es
necesario que los operadores involucrados posean rangos cerrados. Por otro lado, si uno
quiere considerar una proyeccio´n sobre cierto subespacio, el mismo debe ser cerrado. Esto,
en espacios de dimensio´n infinita, puede resultar un problema te´cnico importante. Es bien
sabido que, en tales espacios, puede ocurrir que la suma de subespacios cerrados no sea un
subespacio cerrado o que el producto de operadores con rango cerrado no sea un operador con
rango cerrado. Esto hace que, en algunos casos, sea dif´ıcil generalizar a espacios de Hilbert
cualesquiera propiedades y/o conceptos desarrollados en espacios de dimensio´n finita, donde
todos los subespacios son cerrados. Sin embargo, obtener esta clase de generalizaciones
resulta conveniente cuando los datos involucrados en el problema que estamos estudiando
son arbitrariamente grandes en taman˜o y/o dimensio´n.
Uno de los principales objetivos de este trabajo es mostrar una serie de casos donde la
compatibilidad y la nocio´n de a´ngulo entre subespacios son la clave para extender ciertos
resultados cla´sicos del ana´lisis matricial a espacios de Hilbert infinito dimensionales. Estos
conceptos se hallan impl´ıcitos en espacios de dimensio´n finita, donde todo par (A,S) es
compatible y todo par de subespacios cerrados (S, T ) posee a´ngulo de Friedrich no nulo. Es
por esta razo´n que muchas veces pasan desapercibidos. Sin embargo, como veremos a lo largo
de este trabajo, la extensio´n de ciertos resultados se basa en una correcta formulacio´n de las
condiciones de compatibilidad y de a´ngulos entre los subespacios intervinientes. Tal es el caso
de conocido teorema de Ben-Tal Teboulle, que establece que las soluciones de los problemas
de cuadrados mı´nimos escaleados se encuentran en la ca´psula convexa de las soluciones
de algunos subsistemas cuadrados no singulares del sistema sin escalear. Bajo hipo´tesis
adecuadas de compatibilidad y de a´ngulos entre subespacios, en el cap´ıtulo 4 extenderemos
este resultado a espacios de Hilbert de dimensio´n infinita. Como veremos, dicha extensio´n se
relaciona con objetos que aparecen en la teor´ıa de marcos y ciertos problemas de momentos.
Por otro lado, una formulacio´n correcta de las condiciones de compatibilidad nos permitira´
extender la nocio´n de complemento de Schur de matrices a operadores acotados entre espacios
de Hilbert H1 y H2, y sendos subespacios cerrados S ⊆ H1 y T ⊆ H2 (ver cap´ıtulo 6).
Extensiones de este tipo so´lo hab´ıan sido hechas, para operadores positivos y un u´nico
subespacio por Anderson y Trapp [5]. La nocio´n que nosotros definimos, bajo condiciones de
compatibilidad que en espacios de dimensio´n finita se verifican automa´ticamente, extiende y
unifica las antes mencionadas, y posee las mismas propiedades que el complemento de Schur
de matrices. Tambie´n introducimos la nocio´n de complemento de Schur espectral, donde las
proyecciones, a traves de las denominadas resoluciones espectrales, tambie´n juegan un papel
relevante.
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El segundo de los objetivos que perseguimos en este trabajo es mostrar que, en algunos
casos, las te´cnicas desarrolladas en torno a las proyecciones A-autoadjuntas, inversas gen-
eralizadas y las nociones de a´ngulo entre subespacios permiten un enfoque ma´s sencillo de
algunos problemas. Tal es el caso de ciertos modelos de muestreo y reconstruccio´n lineal de
sen˜ales. En el cap´ıtulo 5 veremos como un enfoque basado en la te´cnicas antes mencionados
nos permite mejorar ciertas estimaciones del error producido en el proceso de reconstruccio´n,
como as´ı tambie´n responder un interrogante planteado por Smale y Zhou en [111]. Un re-
sumen ma´s detallado de los resultados originales de este trabajo se encuentra en la segunda
parte de esta introduccio´n.
El trabajo se encuentra organizado del siguiente modo: en los cap´ıtulos 1, 2 y 3 se
desarrollan los preliminares necesarios para los desarrollos posteriores mientras que en los
cap´ıtulos 4, 5, 6 y 7 se concentran principalmente los resultados originales. A continuacio´n
decribiremos brevemente como se hallan distrubiudos los resultados preliminares. El cap´ıtulo
1 empieza con las definiciones y resultados ba´sicos de la teor´ıa de operadores en espacios
de Hilbert, continuando con la definicio´n y propiedades elementales de la nocio´n de a´ngulos
entre subespacios, inversas generalizadas y mo´dulo mı´nimo reducido. El cap´ıtulo 2 comienza
con el teorema de factorizacio´n de Douglas, que constituye una herramienta important´ısima
que en varios casos sustituye el uso de inversas generalizadas. Posteriormente introducimos
la nocio´n de complemento de Schur, proyecciones A-autoadjuntas y compatibilidad recor-
dando los resultados ma´s importantes. Dicho cap´ıtulo concluye con una seccio´n destinada
a mostrar la forma en que la compatibilidad se relaciona con el complemento de Schur en
el caso de operadores positivos, lo cual constituye la principal motivacio´n para la general-
izacio´n del complemento de Schur a espacios de Hilbert que realizaremos en el cap´ıtulo 6.
Finalmente, en el cap´ıtulo 3 recordamos las definiciones ba´sicas relacionadas con la teor´ıa de
marcos en espacios de Hilbert. En general no incluimos las demostraciones de los resultados
mencionados en las secciones preliminares, salvo que las demostraciones sean novedosas. Tal
es el caso de las secciones 1.2, 1.3, 1.4, 2.1, 2.2 y por su puesto la seccio´n 3.4 donde tambie´n
hay resultados nuevos.
Descripcio´n de los resultados originales del trabajo.
Los resultados originales de este trabajo se encuentran en la seccio´n 3.4 y en los cap´ıtulos 4,
5, 6 y 7. Los mismos esta´n basados en los trabajos [8], [9], [10], [11], [12], [13] y [14].
Resumen de los resultados de la seccio´n 3.4
En esta seccio´n se trata de caracterizar aquellos marcos F = {fn}n∈N de cierto espacio de
Hilbert tales que existe una extensio´n K ⊇ H, una base ortonormal {en}n∈N de K y una
proyeccio´n Q ∈ L(K) (no necesariamente autoadjunta) tal que:
fn = Q en. (2)
Introduccio´n ix
Recordemos que dado un espacio de Hilbert (separable) H, una sucesio´n F = {fn}n∈N es
un marco para H, o ma´s generalmente, para cierto subespacio cerrado W de H, si existen
constantes A,B > 0 tales que, para todo f ∈ W :
A‖f‖2 ≤
∑
n∈N
| 〈 f, fn 〉 |2 ≤ B‖f‖2 . (3)
Las cotas o´ptimas A,B para la ecuacio´n (3) se denominan cotas del marco F . El marco se
denomina ajustado si A = B, y se dice que se trata de un marco de Parseval si A = B = 1.
El operador de s´ıntesis asociado a F es el operador T : `2 → H definido por T (en) = fn,
donde {en}n∈N denota la base cano´nica de `2. El exceso de F es el nu´mero cardinal e(F) =
dim N(T ).
Un conocido teorema de Han y Larson [65] establece que una sucesio´n F = {fn}n∈N en
H es una marco de Parseval para H si y so´lo si existe una base ortonormal B = {en}n∈N
en una extensio´n K ⊇ H tal que fn = PH bn, n ∈ N, donde PH ∈ L(K) es la proyeccio´n
ortogonal sobre H. El principal resultado de esta seccio´n extiende el teorema de Han y
Larson del siguiente modo: un marco F = {fn}n∈N en H con cotas 1 ≤ A ≤ B proviene de
un sistema ortonormal, no necesariamente completo, en una extensio´n K ⊇ H, a trave´s de un
proyeccio´n no necesariamente ortogonal de K sobreH. Si el exceso de F es infinito, el sistema
ortonormal puede elegirse completo. Para marcos con exceso finito y cotas 1 ≤ A ≤ B, el
sistema ortonormal puede elegirse completo si y so´lo si dim R(TT ∗ − I) ≤ e(F). Este
resultado, en particular, completa un trabajo previo de Casazza, Han y Larson [34].
Resumen de los resultados del cap´ıtulo 4
En este cap´ıtulo se estudian las denominadas proyecciones e inversas generalizadas es-
caleadas, las cuales son utilizadas en problemas de optimizacio´n, estad´ıstica y procesamiento
de sen˜ales.
Frecuentemente, si A es una matriz de m × n real o compleja cuyas columnas son lin-
ealmente independientes y D es una matriz diagonal, entonces las inversas generalizadas
escaleadas adoptan las formas (ADAt)−1AD, (ADAt)†AD, (ADA∗)−1AD or (ADA∗)†AD,
de acuerdo al cuerpo asociado al problema y a las diferentes hipo´tesis de inversibilidad.
Fo´rmulas ana´logas valen para las proyecciones escaleadas. En general D es una matriz pos-
itiva e inversible y A es una matriz de m × n (m ≥ n) cuyas columnas son linealmente
independientes.
En una serie de trabajos, Stewart [113], O’Leary [100], Ben-Tal y Taboulle [20], Hanke
y Neumann [66], Forsgren [56], Gonzaga y Lara [62], Forsgren and Spo¨rre [57], Wei [121],
[120], [119], [118] han estudiado y calculado cantidades del tipo
sup
D∈Γ
‖γ(D,A)‖,
donde Γ denota cierto subconjunto de matrices positivas inversibles y γ(D,A) es alguna de
las inversas generalizadas escaleadas menciandas anteriormente. En los trabajos de Forsgren
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y Spo¨rre [56], [57], el lector encontrara´ abundante informacio´n sobre la historia y los motivos
por los cuales se desea estimar esta clase de supremos.
No obstante, debemos decir que las referencias antes citadas so´lo consideran el caso finito
dimensional. Es por ello que, a lo largo del cap´ıtulo 4, nos propondremos extender estos
resultados a espacios de Hilbert de dimensio´n infinita. Para ello, exhibiremos un enfoque
diferente de esta teor´ıa, va´lido au´n en el contexto finito dimensional, basado en las te´cnicas y
resultados sobre proyecciones A-autoadjuntas. El estudio de las proyecciones escaleadas des-
de el punto de vista de las proyecciones A-autoadjuntas nos permite obtener demostraciones
ma´s sencillas de algunos resultados ya conocidos; por otro lado, posee la ventaja de que
estas demostraciones pueden ser fa´cilmente extendidas a contextos ma´s generales, tambie´n
importantes en las aplicaciones.
Un conocido resultado de Ben-Tal y Teboulle establece que las soluciones de los problemas
de cuadrados mı´nimos escaleados se encuentran en la ca´psula convexa de las soluciones de
algunos subsistemas cuadrados no singulares. Remitimos al lector a los trabajos de Ben-Tal
y Teboulle [20], o [56], [121] donde encontrara´ la siguiente formulacio´n de este resultado. Sea
A una matriz de m×n (m ≥ n) cuyas columnas son linealmente independientes. Denotemos
por medio de J(A) al conjunto de todas las proyecciones ortogonales diagonales de m ×m
tales que QA : Cn → R(Q) es biyectiva. Entonces, para cada matriz diagonal de m × m
positiva e inversible D,
A(A∗DA)−1A∗D =
∑
Q∈J(A)
(
det(DQ)| det(AQ)|2∑
P∈J(A) det(DP )| det(AP )|2
)
A(QA)−1Q (4)
donde AQ (resp. DQ) es QA (resp. QD) considerada como una submatriz cuadrada de A
(resp. D).
En la seccio´n 4.1 mostramos que, para cada matriz diagonal, positiva e inversible D y
Q ∈ J(A), si S = R(A), entonces:
A(A∗DA)−1A∗D = PD,S y A(QA)
−1Q = PQ,S .
Recordemos que PD,S y PQ,S denotan, respectivamente, las proyecciones D-autoadjuntas y
Q-autoadjuntas distinguidas, cuyo rango es S. Luego, la fo´rmula de Ben-Tal y Teboulle’s
(4) puede reescribirse del siguiente modo: si R(A) = S, para toda matriz diagonal, positiva
e inversible D,
PD,S ∈ co{PQ,S : Q ∈ J(A)}.
Esto implica, en particular, que sup
D∈D+n
‖PD,S‖ ≤ max
Q∈J(A)
‖PQ,S‖. La misma desigualdad fue
demostrada independientemente por O’Leary en [100], mientras la desigualdad inversa fue
inicialmente demostrada por Stewart [113]. Una pequen˜a generalizacio´n del resultado de
Stewart se demuestra en esta seccio´n. Tambien aqu´ı, usando te´cnicas de proyecciones A-
autoadjuntas, damos una demostracio´n sencilla y conceptual de un resultado de Gonzaga
and Lara [62] sobre proyecciones escaleadas.
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En la seccio´n 4.2, extendemos la nocio´n de compatibilidad de un subespacio cerrado, con
respecto a ciertos subconjuntos de L(H)+. Dado Γ ⊆ L(H)+ y un subespacio cerrado S,
decimos que S es compatible con Γ si (D,S) es compatible para todo D ∈ Γ y se satisface
la condicio´n de Stewart:
sup
D∈Γ
‖PD,S‖ <∞.
Fijada una base ortonormal B = {en}n∈N deH, D denota el a´lgebra de operadores diagonales
con respecto a B, i.e. D ∈ D si existe una sucesio´n acotada (λn) de nu´meros complejos tal
que Den = λnen (n ∈ N). Consideremos:
1. D+, el conjunto de elementos positivos e inversibles en D (i.e. todos los λn > ε, para
algu´n ε > 0),
2. P(D), el conjunto de las proyecciones en D (i.e. λn = 0 o 1),
3. P0(D), el conjunto de elementos en P(D) con rango finito,
4. P0,S⊥(D), el conjunto de elementos Q ∈ P0(D) tales que R(Q) ∩ S⊥ = {0},
demostramos que un subespacio cerrado S es compatible con todos estos conjuntos o no lo es
con ninguno. En el primer caso, diremos que S es compatible con la base B (o B-compatible).
Damos una caracterizacio´n completa de los subespacios compatibles con B en terminos del
a´ngulo de Friedrichs, y obtenemos generalizaciones de los resultados de Ben-Tal y Teboulle
y de Stewart y O’Leary.
A continuacio´n resumimos los principales resultados de esta seccio´n. Para ello, es nece-
sario fijar algo de notacio´n: sea S un subespacio cerrado de H. Dado J ⊆ N, por medio de
HJ denotamos el subespacio cerrado generado por el conjunto {en : n ∈ J} y por medio de
PJ a la proyeccio´n ortogonal sobre HJ . Si J = {1, . . . , n}, usaremos Hn y Pn en vez de HJ
y PJ . Entonces:
1. Las siguientes afirmaciones son equivalentes:
i S es compatible con D+;
ii. sup{c [S, HJ ] : J ⊆ N} < 1;
iii. sup{c [S, HJ ] : J ⊆ N y J es finito } < 1;
iv. Todos los pares (PJ ,S) son compatibles y sup{‖PPJ ,S‖ : J ⊆ N} <∞;
En este caso, dado D ∈ D+ resulta
PD,S ∈ co{PQ,S : Q ∈ P0(D)},
donde la clausura se toma respecto a la topolog´ıa fuerte de operadores. En particular
sup
{
‖PD,S‖ : D ∈ D+
}
= sup
{
‖PPJ ,S‖ : J ⊆ N
}
=
(
1− sup
Q∈P(D)
c [S, R(Q) ]2
)−1/2
.
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2. S es compatible con B si y so´lo si
i. S = ∪n∈N S ∩ Hn y
ii. para todo n ∈ N, el subespacio S ∩ Hn es compatible con B y existe M > 0 tal
que sup{‖PPJ ,S∩Hn‖ : J ⊆ N} ≤ M para todo n ∈ N.
3. Si dimS <∞, entonces S es compatible con B si y so´lo si existe n ∈ N tal que S ⊆ Hn.
La nocio´n de compatibilidad con una base ortonormal B es bastante restrictiva. Sin
embargo, la clase de subespacios que son compatibles con una base dada tiene intere´s pro-
pio. En efecto, como veremos en la seccio´n 4.3, los subespacios de codimensio´n infinita
B-compatibles son los nu´cleos de los operadores de s´ıntesis de los denominados marcos de
Riesz (ver Cap´ıtulo 3 para las definiciones y [29], [30], [33], [36], [39] o [43] para ma´s in-
formacio´n y aplicaciones de los marcos de Riesz). En esta seccio´n tambie´n estudiamos los
denominados marcos de Riesz condicionados y la relacio´n entre los marcos de Riesz y cierta
clase de marcos duales.
Resumen de los resultados del cap´ıtulo 5
En este cap´ıtulo aplicamos las te´cnicas de proyecciones A-autoadjuntas a los problemas
de muestreo y reconstruccio´n de una sen˜al. Ba´sicamente, la teor´ıa de muestreo estudia la
posibilidad de reconstruir una funcio´n (sen˜al) a partir de los valores que esta toma en cierta
sucesio´n contenida en el dominio de la funcio´n. Si la funcio´n en cuestio´n h es un elemento
de un espacio de Hilbert H, el proceso de muestreo puede pensarse como el resultado de
considerar el producto interno de h con cierta sucesio´n F = {fn}n∈N de vectores de H. La
sucesio´n {〈h, fn 〉}n∈N que de este modo se obtiene constituye la informacio´n que brinda el
muestreo de la sen˜al, a partir de la cual, se intenta reconstruir h.
Puede decirse que la teor´ıa moderna de muestreo comienza con el art´ıculo de Claude
Shannon Communication int he presence of noise publicado en 1949, en donde aparece el
siguiente resultado (ver [110]):
... Si una sen˜al f(t) no contiene frecuencias mayores que ω ciclos por segundo, entonces f(t)
esta´ completamente determinada por sus valores f(n/2ω), n ∈ Z, y puede ser reconstruida
a partir de estos valores del siguiente modo:
f(t) =
+∞∑
n=−∞
f
( n
2ω
) senpi(2ωt− n))
pi(2ωt− n) (5)
Cuando Shannon publico´ este resulta era consciente de que exist´ıan versiones equivalentes al
mismo ya publicadas (e´l menciona esto en su art´ıculo). Una de tales versiones aparecio´ en un
trabajo de Whittaker sobre funciones cardinales [122]. Por otro lado, en la literatura rusa,
este resultado fue introducido en la teor´ıa de comunicaciones por Kotel’nikov (ver [82] [83]).
Es por esto que hoy en dia se lo conoce como el teorema de Whittaker-Shannon-Kotel’nikov
El hecho de que f(t) no contenga frecuencias mayores que ω ciclos por segundo puede
reformularse diciendo que la transformada de Fourier de f posee soporte en [−2piω, 2piω]. Se
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puede ver que el conjunto de tales funciones, que denotaremos PW , resulta un subespacio
cerrado de L2(R). Ma´s au´n, como posteriormente notara G. H. Hardy, el conjunto de las
funciones
senpi(2ωt− n))
pi(2ωt− n) , n ∈ Z, es una base ortonormal del subespacio PW . Dicha base
posee la siguiente interesante propiedad:
f
( n
2ω
)
=
∫ +∞
−∞
f (t)
senpi(2ωt− n)
pi(2ωt− n) dt =
〈
f,
senpi(2ω(·)− n)
pi(2ω(·)− n)
〉
. (6)
Luego, en el teorema de Shannon, el espacio de Hilbert es el espacio PW , denominado
espacio de Paley-Wiener, y la sucesio´n respecto a la cual se realiza el muestreo es una base
ortonormal.
Con el desarrollo del ana´lisis no armo´nico, las bases ortonormales, en algunos casos,
fueron reemplazadas por los denominados marcos. Esto, entre otras cosas, llevo´ a que se
realizaran nuevos modelos de muestreo. Recientemente, S. Li y H. Ogawa [85], Y. Eldar
[53], y Y. Eldar y T. Werther [54], entre otros, consideraron el siguiente esquema abstracto
de muestreo (lineal): sean W y M dos subespacios cerrados de cierto espacio de Hilbert
(separable) H, y supongamos que H = W +˙M⊥, donde +˙ significa que la suma es directa.
ParaM consideramos un marco G = {gn}n∈N con respecto al cual se muestrean los elementos
de H y para W se toma un marco F = {fn}n∈N con respecto al cual se realiza el proceso
de reconstruccio´n. Llamemos F y G a los operadores de s´ıntesis de F y G respectivamente.
Bajo estas hipo´tesis, se puede probar que dado h ∈ H existe un u´nico hW ∈ W que satisface
para todo n ∈ N el siguiente requerimiento de consistencia:
〈h, gn 〉 = 〈hW , gn 〉 . (7)
Ma´s au´n, en [40] Christensen y Eldar demostraron que hW = F (G
∗F )†G∗f
Recientemente Smale y Zhou [111] propusieron co´mo medir si los datos obtenidos al
muestrear una sen˜al con los elementos de G son “suficientes” para reconstruirla con los
elementos de F . De acuerdo a esta medida, G provee suficiente informacio´n con respecto a
F si
inf { ‖G∗F (z)‖ : z ∈ N(F )⊥ ‖z‖ = 1} > 0.
La condicio´n de que G provea suficiente informacio´n con respecto a F es ma´s de´bil que
pedir que H = W +˙M⊥. Esto plantea el problema de que no exista f ∈ W que cumpla el
requerimiento de consistencia (7). No obstante, si d = {dn}n∈N = G∗(h), se puede probar
que el vector hW , antes definido, resuelve el siguiente problema de mı´nimos cuadrados:
∞∑
n=1
| 〈hW , gn 〉 − dn|2 = min
h∈W
∞∑
n=1
| 〈h, gn 〉 − dn|2 (8)
Mirado desde este punto de vista, el problema de reconstruccio´n puede verse como un proble-
ma de interpolacio´n donde hW es el vector (funcio´n) que mejor ajusta al vector (a la funcio´n)
h entre todos los vectores (funciones) de W .
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Un modelo un poco ma´s general del proceso de recontruccio´n, consiste en tomar α > 0
y una sucesio´n {ω}n∈N de nu´meros positivos acotados superiormente. Luego, se pide que
el vector que se obtenga tras la reconstruccio´n hW,α,ω minimice el siguiente problema de
cuadrados mı´nimos:
min
h∈W
( ∞∑
n=1
ωn| 〈h, gn 〉 − dn|2 + α‖h‖2
)
, (9)
En este modelo, los datos obtenidos en el proceso de muestreo son ponderados por medio
de los ωn mientras que el te´rmino α‖h‖2 introduce una regularizacio´n del problema. Este
problema fue estudiado por Smale y Zhou en [111] utilizando te´cnicas variacionales. Basados
en estos me´todos, cuando h ∈ W , Smale y Zhou encontraron una estimacio´n del error que
introduce la regularizacio´n, dejando planteado problema de encontrar una estimacio´n de la
misma ı´ndole cuando h /∈ W .
En este trabajo, nosotros elegimos un enfoque del problema que utiliza las te´cnicas de las
inversas generalizadas y las proyecciones A-autoadjuntas. Esto nos permite dar una posible
respuesta al interrogante planteado por Smale y Zhou (Proposicio´n 5.2.11), que mejora la
obtenida en [111] en el caso en que h ∈ W .
Por otro lado, nuestro enfoque permite vincular el modelo de Eldar y Werter con el de
Smale y Zhou. Es un hecho interesante que el operador F (G∗F )G∗, encontrado por Eldar y
Werter, resulte ser la proyeccio´n PGG∗,W y que (G
∗F )G∗ = F †I, GG∗ . Por otra parte, son estos
mismos operadores los que esta´n vinculados con el el problema 8 bajo la hipo´tesis de que G
provee suficiente informacio´n respecto a F (ver Proposiciones 5.2.6 y 5.2.8). Respecto a esta
nocio´n, en la Proposicio´n 5.2.4, demostramos que las siguientes condiciones son equivalentes:
1. G provee suficiente informacio´n respecto a F .
2. G∗F posee rango cerrado y W ∩M⊥ = {0}.
3. c0
[W , M⊥ ] < 1 .
4. c
[W⊥, M ] < 1 y W⊥ +M = H.
Esto por un lado nos permite concluir que la medida de suficiente informacio´n de Smale y
Zhou relaja las hipo´tesis de que H = W+M⊥ de Christensen y Eldar en el siguiente sentido:
si bienW∩M⊥ = {0} se permite que la suma de los mismos pueda ser un subespacio cerrado
propio de H. Por otro lado, de los items 3 y 4 resulta claro que la condicio´n de suficiente
informacio´n no depende de los marcos F y G elegidos, sino que so´lo depende de una cuestio´n
de a´ngulos entre los subespacios W y M.
Dado que los procesos de muestreo suelen modelarse en los denominados espacios de
Hilbert reproductivos, al comienzo del cap´ıtulo damos un brev´ısimo resumen de la teor´ıa
de estos espacios y en la seccio´n 5.3 reescribimos los resultados antes mencionados en el
contexto de estos espacios.
El cap´ıtulo concluye con el estudio del siguiente problema de momentos: dado un marco
F = {fn}n∈N para H y {an}n∈N ⊆ `2(N), nos preguntamos si existe g ∈ H tal que:
〈 g, fn 〉 = an ∀n ∈ N .
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Siguiendo la terminolog´ıa introducida en [123], a la sucesio´n {〈 g, fn 〉}n∈N la denominaremos
sucesio´n de momentos de g, mientras que al espacio de todas las sucesiones de momentos
lo denominaremos espacio de momentos. La sucesio´n {an}n∈N puede provenir del muestreo
de una funcio´n, o bien ser los datos a partir de los cuales se quiere ajustar una funcio´n.
Luego, este problema esta´ directamente relacionados con los problemas de reconstruccio´n e
interpolacio´n antes discutidos.
Esta´ claro que el problema momentos en general no siempre tiene solucio´n. En efecto,
basta notar que el espacio de momentos coincide con `2 si y so´lo si F es una base de Riesz.
De no ser as´ı, para que el problema posea solucio´n, la dependencia entre los vectores de F
tambie´n debe manifestarse en los coeficients an . Cuando dicha solucio´n no existe, se busca
la ma´s pro´xima en algu´n sentido. Por ejemplo, con respecto a la distancia usual de `2, i.e.
se busca g ∈ H tal que: ∑
k∈N
| 〈 g, fk 〉 |2 = min
h∈H
∑
k∈N
| 〈h, fk 〉 |2.
Pero tambie´n, si D ∈ L(`2(N)) es un operador positivo e inversible tal que Den = ωnen, pode-
mos buscar la solucio´n ma´s pro´xima con respecto a la distancia que se obtiene al reescalear
el producto interno de `2(N) con D, es decir, buscar gD tal que∑
k∈N
ωk| 〈 g, fk 〉 |2 = min
h∈H
∑
k∈N
ωk| 〈h, fk 〉 |2.
Sea J(F) el conjunto formado por los subconjuntos finitos I de N tales que los vectores
{fi : i ∈ I} son linealmente independiente, y sea gI el u´nico vector de {fi : i ∈ I} que
satisface
〈 gI, fi 〉 = ai ∀i ∈ I,
Entonces, el principal resultado de esta u´ltima seccio´n es una aplicacio´n de los resultados
obtenidos en el cap´ıtulo anterior, y muestra que si el marco F es un marco de Riesz, o equiv-
alentemente, si el espacio de momentos es compatible con la base cano´nica de `2, entonces
gD ∈ co{gI : I ∈ J(F)}
‖·‖
.
Resumen de los resultados del cap´ıtulo 6
El cap´ıtulo 6 esta´ dedicado a generalizar dos operaciones, relacionadas con la teor´ıa de
circuitos: la suma paralela de matrices y el complemento de Schur de matrices (o matriz cor-
tocircuito). En [1], W. N. Anderson Jr. y R. J. Duffin definieron, para matrices semidefinidas
positivas A y B la suma paralela A : B = A(A + B)†B. La motivacio´n para estudiar esta
operacio´n, y su nombre, provienen del siguiente hecho: si dos n-puertos puramente resistivos,
con matrices de impedancia A y B, son conectados en paralelo (ver figura 1), entonces A : B
es la matriz de impedancia de la conexio´n en paralelo. Deber mencionarse que la matriz de
impedancia de un puerto puramente resistivo es semidefinida positiva. Por otro lado, en [4]
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Anderson definio´, para una matriz de n× n positiva A y un subespacio S de Cn, la matriz
cortocircuito de A por S, que nosotros denotaremos Σ (A,S). Supongamos que A es una
matriz de bloques
(
A11 A12
A21 A22
)
, donde A11 es un bloque de k × k y A22 es un bloque de
(n − k) × (n − k). Si S es el subespacio generado por los primeros k vectores de la base
cano´nica, entonces
Σ (A,S) =
(
A11 − A12A†22A21 0
0 0
)
,
donde recordemos que † denota la inversa generalizada de Moore-Penrose. (Algunos autores
definen Σ (A,S) como la transformacio´n lineal de S en S omitiendo los ceros). El nombre
cortocircuito proviene del hecho de que esta operacio´n produce la impedancia de un n-puerto
resistivo cuando algunas de sus entradas son cortocircuitadas a tierra (ver figura 2).
Aqu´ı A es la impedancia del puerto original y Σ (A,S) es la impedancia del mismo luego
de haber cortocircuitado algunas de sus entradas. Ambas operaciones han sido estudiadas,
para operadores (semidefinidos) positivos, en el contexto de espacios de Hilbert (ver la nota
histo´rica al comienzo del cap´ıtulo 6).
En este cap´ıtulo extendemos la nocio´n de complemento de Schur a operadores acotados
entre dos espacios de Hilbert diferentes, dado un subespacio cerrado fijo en cada uno de
ellos. La solucio´n que obtenemos, que denominamos complemento de Schur bilateral, utiliza
la nocio´n de complementabilidad de´bil, que es un refinamiento de un concepto definido por
T. Ando [6] en dimensio´n finita y generalizada por D. Carlson y E. V. Haynworth [28]. El
complemento de Schur bilateral ha sido estudiado en dimensio´n finita por S. K. Mitra y M. L.
Puri [97] (ver tambie´n los trabajos de H. Goller [61] y Mitra y Prasad [95], quienes refinaron
algunos resultados de [97]). Sin embargo, sus me´todos dependen fuertemente de la existencia
de inversas generalizadas, razo´n por la cual no pueden ser utilizadas para operadores que no
poseen rango cerrado.
El segundo objetivo es extender la nocio´n suma paralela a pares de operadores lineales
acotados entre espacios de Hilbert H1 y H2. En espacios de dimensio´n finita esto ha sido
estudiado por C. R. Rao y S. K. Mitra [99], y Mitra y K. M. Prasad [95]. No obstante,
nuevamente las inversas generalizadas son la principal herramienta que ellos utilizan.
El cap´ıtulo esta´ organizado del siguiente modo: en la seccio´n 6.1 recordamos la defini-
cio´n de complementabilidad, damos diversas caracterizaciones de las misma, algunas de las
cuales son originales au´n en dimensio´n finita, y concluimos introduciendo la nocio´n de com-
plementabilidad de´bil. A partir de la complementabilidad de´bil, en la seccio´n 6.2 definimos el
complemento de Schur bilateral, definicio´n que extiende y unifica las actualmente conocidas,
y demostramos las propiedades usuales. La seccio´n 6.3 esta´ destinada al estudio de la suma
y diferencia paralelas. Una de la principales ventajas de nuestro enfoque es que la diferencia
paralela se puede expresar en te´rminos de la suma paralela, razo´n por la cual, hereda todas
sus propiedades automa´ticamente y no es necesario, como usualmente se hac´ıa, demostrar
cada una de ellas nuevamente. Finalmente, en la seccio´n 6.4 exhibimos algunas fo´rmulas del
complemento de Schur en te´rminos de la suma y diferencia paralela.
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Figura 1: Esquema de la conexio´n en paralelo de dos n-puertos.
Figura 2:
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Resumen de los resultados del cap´ıtulo 7
Finalmente, y continuando con el estudio del complemento de Schur, dado un operador
A ∈ L(H)+ y un subespacio cerrado S de H, si Σ (A,S) denota el complemento de Schur
de A con respecto a S, entonces, la aplicacio´n t → Σ (At,S)1/t, definida para t > 0, es
decreciente respecto al orden usual. Por lo tanto, existe el l´ımite cuando t −→∞, al cual
denotaremos ρ (A,S) y llamaremos complemento de Schur espectral. Este operador sera´ el
objeto de estudio de este cap´ıtulo.
Las propiedades del complemento de Schur espectral esta´n ı´ntimamente relacionadas
con el denominado orden espectral. Recordemos que dados A,B ∈ L(H)+, se dice que A
es menor que B respecto al orden espectral, lo cual denotaremos por medio de A¹B, si
Am ≤ Bm para todo m ∈ N. El orden espectral fue extensamente estudiado por M. P.
Olson en [101], donde demostro´, entre otras, la siguiente caracterizacio´n del mismo: dados
A,B ∈ L(H)+, entonces A¹B si y so´lo si f(A) ≤ f(B) para toda funcio´n continua y
creciente f : [0, +∞) → R.
En la primera seccio´n del cap´ıtulo 7 recordamos esta y otras caracterizaciones del orden
espectral. En particular, si el espacio H tiene dimensio´n finita, exhibimos una nueva car-
acterizacio´n del orden espectral que se basa en la siguiente observacio´n: si A,B ∈ L(H),
A ≤ B y AB = BA entonces A¹B. Nuestra caracterizacio´n asegura que si A, B son
matrices de n × n semidefinidas positivas, entonces A¹B si y so´lo si existen k ∈ N, k ≤ n
y una sucesio´n de matrices semidefinidas positivas {Di}0≤i≤k tales que, D0 = A, Dk = B,
Di ≤ Di+1 y DiDi+1 = Di+1Di (i = 0, · · · , k − 1).
En la seccio´n 7.2 demostramos las propiedades ba´sicas del ρ (A,S). Por ejemplo, demos-
tramos que para todo t > 0,
ρ
(
At,S) = ρ (A,S)t . (10)
Esta propiedad, que no es compartida por el complemento de Schur Σ (A,S), es una de las
principales razones para estudiar el operador ρ (A,S).
Por otro lado, el orden espectral permite obtener una caracterizacio´n del complemento de
Schur espectral que se vincula con la definicio´n de Krein, Anderson y Trapp del complemento
de Schur: ρ (A,S) es el mayor elemento D ∈ L(H)+ ( con respecto a ambos o´rdenes ≤ y ¹)
tal que D¹A y R(D) ⊆ S (ver Teorema 7.2.6). Esto nos permite obtener, entre otros, los
siguientes resultados: dados A,B ∈ L(H)+ y dos subespacios cerrados S y T de H,
1. Si S ⊆ T entonces ρ (A,S)¹ ρ (A, T ).
2. Si A¹B entonces ρ (A,S)¹ ρ (B,S).
3. ρ (A,S ∩ T ) = ρ (ρ (A,S) , T ) .
Por otro lado, estudiamos las propiedades espectrales del operador ρ (A,S) (seccio´n 7.3).
El principal resultado da una caracterizacio´n completa de ρ (A,S) en te´rminos de la resolu-
cio´n espectral a izquierda de A: para todo λ > 0
ℵ[λ,∞)(ρ (A,S)) = ℵ[λ,∞)(A) ∧ PS , (11)
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donde si P y Q son dos proyecciones ortogonales, entonces P ∧ Q denota la proyeccio´n a
la inteseccio´n de los rangos de P y Q. En particular, a partir de esta identidad podemos
deducir los siguientes resultados (en ellos consideramos a ρ (A,S) actuando sobre S):
1. σ (ρ (A,S)) ⊆ σ (A).
2. f(ρ (A,S)) = ρ (f(A),S), para toda funcio´n f definida en [0, +∞) creciente, positiva
y continua a derecha.
3. λmin(A)PS ≤ ρ (A,S), donde λmin(C) = min σ (C), para C ∈ L(H)+.
4. λmin(ρ (A,S)) = min{µ ∈ σ (A) : PS ℵ[µ,µ+ε)(A) 6= 0 ∀ ε > 0}.
Por otro lado, (11) nos permite elaborar, para matrices, un algoritmo (finito) que a partir
de la descomposicio´n espectral de A obtiene la de ρ (A,S).
El caso dimS = 1 es particularmente interesante y es por eso que dedicamos la seccio´n
7.4 a estudiarlo. Si S es el subespacio generado por el vector unitario x, denotamos por
medio de ρ (x,A) al u´nico nu´mero no negativo tal que ρ (A,S) = ρ (x,A) PS . A continuacio´n
resumimos algunos de los resultados obtenidos:
1. Si A ∈ L(H)+ y x ∈ H es un vector unitario, entonces
ρ (x,A) = min
{
µ ∈ σ (A) : ℵ[µ,µ+ε)(A)x 6= 0 ∀ ε > 0
}
.
2. ρ (x,A) = max{λ ∈ σ (A) : x ∈ R(ℵ[λ,∞)(A))}.
3. Si A es inversible, entonces ρ (x,A) = lim
m→∞
‖A−mx‖−1/m = inf
m∈N
‖A−mx‖−1/m.
4. Si R(A) es cerrado y x ∈ R(A), entonces, ρ (x,A) = limm→∞ ‖(A†)mx‖−1/m, donde
A† denota la inversa generalizada de Moore-Penrose de A. Si x /∈ R(A), entonces
ρ (x,A) = 0.
5. Si σsh (A) =
{
ρ (x,A) : ‖x‖ = 1}, entonces
σsh (A) = σ+ (A) ∪ σpt(A) =
{
λ ∈ σ (A) : ∀ ε > 0 , ℵ[λ,λ+ε)(A) 6= 0},
donde σpt(A) denota el espectro puntual de A, i.e el conjunto de autovalores de A y
σ+ (A) es el conjunto de puntos en σ (A) que son l´ımite por derecha de alguna sucesio´n
de σ (A) \ {λ}. Esto muestra que σsh (A) es denso en σ (A), pero σsh (A) 6= σ (A) en
general.
6. ρ (x,A) 6= 0 si y so´lo si x ∈ R0(A) :=
⋃
λ>0 R(ℵ[λ,∞)(A)) ⊆ R(A).
En [60], J. I. Fujii and M. Fujii definieron la complejidad de Kolmogorov:
K (A, x) = lim
n→∞
log(〈Anx, x 〉)
n
= log lim
n→∞
〈Anx, x 〉1/n . (12)
xx Introduccio´n
para una matriz positiva e inversible A y un vector unitario x, y demostraron varias propie-
dades de K. Se puede probar que, si S es el subespacio generado por x, entonces
K (A, x) = log ρ
(
x,A−1
)−1
.
Esto muestra que el complemento de Schur espectral puede utilizarse para generalizar el con-
cepto de complejidad de Kolmogorov en dos sentidos: por un lado, a operadores (inversibles)
sobre espacios de dimensio´n infinita; por otro lado, a subespacios S no necesariamente unidi-
mensionales. En ambos casos, la extensio´n de la complejidad de Kolmogorov hereda, mutatis
mutandis, las propiedades del complemento de Schur espectral.
Finalmente, se analiza que´ ocurre con la complejidad de Kolmogorov si el operador
A ∈ L(H)+ no es inversible. En tal caso, dado x ∈ H y A ∈ L(H)+, denotamos por
k (A, x) = lim
n→∞
〈Anx, x 〉1/n ,
de modo que, k (A, x) = exp K (A, x) si K (A, x) esta´ definido como en la ecuacio´n (12).
Nuestra definicio´n no utiliza logaritmos para evitar el valor −∞.
Si x ∈ H y A ∈ L(H)+, demostramos:
1. Si ‖x‖ = 1, entonces la sucesio´n 〈Anx, x 〉1/n es creciente. Por lo tanto, para todo
x ∈ H, existe lim
n→∞
〈Anx, x 〉1/n.
2. k (A, x) = k (A, ax) para todo 0 6= a ∈ C.
3. k (A, x) = k
(
A,ℵ[λ,∞)(A)x
)
para todo λ > 0 tal que ℵ[λ,∞)(A)x 6= 0.
4. k (A, x) 6= 0 (i.e. K (A, x) 6= −∞) si y so´lo si PR(A) x ∈ R0(A) \ {0}.
5. Si x 6= 0, entonces k (A, x) ∈ σ (A). Ma´s au´n,{
k (A, x) : x 6= 0} = {λ ∈ σ (A) : ℵ(λ+ε,λ](A) 6= 0 , ∀ ε > 0 },
que es denso en σ (A).
6.
k (A, x) = min
{
λ ∈ σ (A) : x ∈ R(ℵ(−∞,λ](A))
}
= max
{
µ ∈ σ (A) : ℵ(µ−ε,µ](A)x 6= 0 ∀ ε > 0
}
= sup
{
µ ∈ σ (A) : ℵ[µ,∞)(A)x 6= 0
}
.
7. Si el R(A) es cerrado, entonces
i. Si x ∈ R(A) entonces k (A, x) = ρ (x,A†)−1.
ii. Si x /∈ R(A), pero P x 6= 0, donde P = PR(A), entonces
k (A, x) = k (A,P x) = ρ
(
P x
‖P x‖ , A
†
)−1
.
Cap´ıtulo 1
Operadores definidos en espacios de
Hilbert.
1.1 Nociones ba´sicas de la teor´ıa de operadores
En esta seccio´n expondremos algunos resultados ba´sicos sobre espacios de Hilbert y el a´lgebra
de operadores acotados sobre dicho espacio, aprovechando esto para introducir la notacio´n
ba´sica necesaria para discutir los temas de esta tesis.
A lo largo de este trabajo H denotara´ un espacio de Hilbert complejo cuyo producto
interno simbolizaremos por medio de 〈 ·, · 〉. El a´lgebra de operadores (lineales) acotados
sera´ denotada por L(H), la subalgebra (real) de operadores autoadjuntos por Lsa(H), el
grupo de operadores inversibles por GL(H) y el cono de operadores positivos por L(H)+.
Dado A ∈ L(H), R(A) denota el rango o imagen de A, N(A) el nu´cleo de A, A∗ el adjunto
de A, σ (A) el espectro de A, ρ(A) el radio espectral de A y ‖A‖ la norma espectral de A. Si
A ∈ Lsa(H), λmin(A) = min σ(A) = inf‖x‖=1 〈Ax, x 〉. Por otro lado, dados dos operadores
autoadjuntos A y B, A ≤ B si B − A ∈ L(H)+. De aqu´ı en adelante, cuando nos refiramos
al orden usual nos estaremos refiriendo a este orden inducido por el cono de operadores
positivos.
Dado un subespacio cerrado S de H, PS denotara´ la proyeccio´n ortogonal(i.e. autoad-
junta) sobre S. Si P y Q son proyecciones ortogonales, P ∧Q denota la proyeccio´n ortogonal
sobre R(P ) ∩ R(Q). Si B ∈ L(H) satisface que PSBPS = B, consideraremos la compresio´n
de B a S, (i.e. la restriccio´n de B a S como un operador lineal de S en S), y diremos que
pensamos a B actuando sobre S. Usualmente haremos esto cuando querramos sonsiderar el
espectro de B so´lo en te´rmino de su accio´n sobre S. Por ejemplo, si B ≥ λPS para cierto
λ > 0, entonces 0 /∈ σ(B), si pensamos a B actuando en S. Por otro lado, usaremos el
hecho de que todo par de subespacios cerrados (S, T ) de H induce una representacio´n de los
elementos de L(H) por matrices de 2× 2 en bloques, del siguiente modo
T
T ⊥
(
AT ,S AT ,S⊥
AT⊥,S AT⊥,S⊥
) S
S⊥ (1.1)
de modo tal que si P y Q son las proyecciones ortogonales sobre S y T respectivamente
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AT ,S = QAP : S → T , AT ,S⊥ = QA(1− P ) : S⊥ → T , etc. Cuando recurramos a este tipo
de representacio´n matricial, nos referiremos a la descomposicio´n que induce el par (S, T ),
o simplemente la descomposicio´n inducida por S cuando S = T . Reciprocamente, dados
operadores AT ,SS → T , AT ,S⊥ : S⊥ → T , etc., es posible definir un operador A ∈ L(H), al
cual denotaremos en forma matricial como en (1.1). En forma ana´loga, cuando los operadores
este´n definidos de un espacio de Hilbert H1 en otro H2, construiremos operadores en H1⊕H2
a los cuales representaremos en forma matricial. Notar que cuando S = T (resp. H1 = H2)(
(AT ,S)
∗ (AT⊥,S)
∗
(AT ,S⊥)
∗ (AT⊥,S⊥)
∗
)
,
es la matriz que representa a A∗.
En general, usaremos letras mayu´sculas para los operadores, letras minu´sculas para los
vectores y letras griegas minu´sculas para los escalares.
1.1.1 Tres topolog´ıas localmente convexas
Recordemos ra´pidamente algunos aspectos elementales sobre las topolog´ıas localmente con-
vexas en espacios vectoriales. En primer lugar recordemos que una seminorma en un espacio
vectorial (complejo) V es una funcio´n p : V → [0, +∞) tal que:
• p(λx) = |λ|p(x) para todo λ ∈ C y todo x ∈ V .
• p(x + y) ≤ p(x) + p(y) para todo x, y ∈ V .
Sea {pi : i ∈ I} una familia de seminormas definidas en V . La topolog´ıa en V inducidas por
estas seminormas es la menor topolog´ıa con respecto a la cual cada una de ellas es continua
en el origen; en esta topolog´ıa, una red {xα}α∈Λ de vectores de V converge a x ∈ V si y so´lo
si pα(x− xα) → 0 para cada i ∈ I. Las topolog´ıas inducidas por seminormas se denominan
topolog´ıas localmente convexas, mientras que el espacio vectorial dotado de una tal
topolog´ıa se denomina espacio localmente convexo.
Observacio´n 1.1.1. Usualmente se suele pedir tambie´n que ∩i∈I{x ∈ V : pi(x) = 0} = {0}
con el objetivo de que la topolog´ıa en cuestio´n resulte Hausdorff. N
Topolog´ıa de´bil en H
Definicio´n 1.1.2. La topolog´ıa de´bil en H es la topolog´ıa localmente convexa definida por
la familia de seminormas {ρx : x ∈ H}, donde para todo x ∈ H
px(y) = | 〈x, y 〉 | ∀y ∈ H.
Es claro que una red {xα}α∈Λ converge a x ∈ H de´bilmente, lo cual notaremos xα w−→
α
x,
si para todo y ∈ H se verifica que
〈xα, y 〉 −−−→
α
〈x, y 〉 .
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En particular si la red {xα}α∈Λ converge a x ∈ H en norma, entonces tambie´n lo hace
respecto a la topolog´ıa de´bil (por ello la denominacio´n de´bil). Por otro lado, se tiene el
siguiente resultado:
Proposicio´n 1.1.3. Sea T ∈ L(H), {xα}α∈Λ una red de vectores de H y x ∈ H. Luego, si
xα
w−−→
α
x entonces Txα
w−−→
α
Tx.
Un conocido resultado de Alaoglu establece que la bola unitaria del espacio dual de
un espacio de Banach es compacta con la topolog´ıa de´bil estrella. En el caso de espacios
reflexivos, como por ejemplo los espacios de Hilbert, dicho resultado se extiende a la topolog´ıa
de´bil.
Teorema 1.1.4. Sea H un espacio de Hilbert. Entonces, la bola unitaria cerrada, i.e.
{x ∈ H : ‖x‖ ≤ 1}, resulta compacta respecto a la topolog´ıa de´bil.
Finalmente, notemos que si el espacio de Hilbert H es separable, i.e posee una base
ortonormal numerable, la topolog´ıa de´bil es metrizable en subconjuntos acotados de H. En
efecto, dado R > 0, sea {xn}n∈N un conjunto numerable denso en la bola cerrada de radio
R. Entonces d : H×H → [0, +∞) definida por
d(x, y) =
∞∑
n=1
2−n | 〈 (x− y), xn 〉 |,
es una me´trica, la cual define en {x ∈ H : ‖x‖ ≤ R} un topolog´ıa que coincide con la
inducida por la topolog´ıa de´bil del espacio H.
Topolog´ıas de´bil y fuerte de operadores
Definicio´n 1.1.5. Sea H un espacio de Hilbert. La topolog´ıa de´bil de operadores es
la topolog´ıa localmente convexa definida sobre L(H) por las seminormas {px,y : x, y ∈ H},
donde px,y(A) = | 〈Ax, y 〉 | para todo A ∈ L(H). La topolog´ıa fuerte de operadores es la
topolog´ıa definida en L(H) por la familia de seminormas {px : x ∈ H}, donde px(A) = ‖Ax‖
para todo A ∈ L(H).
Al igual que la topolog´ıa de´bil en H, las topolog´ıas de´bil y fuerte de operadores son
metrizables en conjuntos acotados si el espacio H es separable. Tambie´n es fa´cil ver que una
red {Aα}α∈Λ de operadores de L(H) converge a un operador A ∈ L(H) en la topolog´ıa de´bil
de operadores, lo cual denotaremos Aα
WOT−−→
x
A, si y so´lo si, para todo x, y ∈ H
〈Aαx, y 〉 −−−→
α
〈Ax, y 〉 .
Ana´logamente, se puede ver que {Aα}α∈Λ converge al operador A en la topolog´ıa fuerte de
operadores, lo cual denotaremos Aα
SOT−−→
x
A, si y so´lo si, para todo x ∈ H
‖Aαx‖ −−−→
α
‖Ax‖.
La siguiente proposicio´n relaciona las convergencias antes mencionadas con el orden usual
de operadores.
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Proposicio´n 1.1.6. Sea {Tn}n∈N una sucesio´n creciente (resp. decreciente) de operadores
autoadjuntos acotados superiormente (resp. inferiormente). Entonces, existe T ∈ L(H) tal
que Tn −−−→
n→∞
T en la topolog´ıa fuerte de operadores.
Como mencionamos anteriormente, el teorema de Alaoglu establece que la bola unitaria
del dual de un espacio de Banach es de´bil estrella compacta. En el caso de L(H), su predual
resulta ser el espacio de los operadores traza. Luego, por un argumento de densidad, se puede
ver que en subconjuntos acotados de L(H) la convergencia de´bil estrella basta testearla con
los operadores de rango uno. A partir de esta observacio´n, no es dif´ıcil verificar que, en lo
subconjuntos acotados, la topolog´ıa de´bil estrella inducida por lo operadores traza coincide
con la topolog´ıa de´bil de operadores. De aqu´ı el siguiente resultado:
Teorema 1.1.7. Sea H un espacio de Hilbert. Entonces, la bola unitaria cerrada de L(H),
i.e. {T ∈ L(H) : ‖T‖ ≤ 1}, resulta compacta respecto a la topolog´ıa de´bil de operadores.
1.1.2 Teorema espectral
Probablemente uno de los teoremas ma´s importantes en la teor´ıa de espacios de Hilbert es
el teorema espectral para operadores autoadjuntos. Dado un conjunto localmente compacto
X, por medio de B(X) denotaremos al conjunto de funciones definidas en X, medibles Borel
y acotadas.
Teorema 1.1.8 (Ca´lculo funcional). Dado A ∈ Lsa(H), existe una u´nica aplicacio´n
φ : B(R) → L(H) tal que:
1. φ es un ∗ −morfismo (i.e. φ es una morfismo de a´lgebras tal que φ(f¯) = φ(f)∗).
2. ‖φ(f)‖ ≤ ‖f‖∞, en particular φ es continua.
3. Si f(t) = t para todo t ∈ R, entonces φ(f) = A.
4. Si fn −−−→
n→∞
f puntualmente y la sucesio´n {fn}n∈N esta´ acotada, entonces φ(fn) WOT−−−→
n→∞
φ(f).
5. Si Ax = λx entonces φ(f)x = f(λ)x.
6. Si f ≥ 0 entonces φ(f) ≥ 0.
7. Si AB = BA, para toda f ∈ B(R), φ(f)B = Bφ(f).
Con el objeto de simplificar la notacio´n escribiremos f(A) en vez de φ(f). Otra manera
de formular el teorema espectral tiene que ver con la denominadas medidas espectrales que
definimos a continuacio´n:
Definicio´n 1.1.9. Sea X un conjunto, X una σ-a´lgebra de subconjuntos de X y H un
espacio de Hilbert. Una medida espectral es una funcio´n E : X→ L(H) tal que:
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• Para cada ∆ ∈ X, E(∆) es una proyeccio´n ortogonal.
• E(∅) = 0 y E(X) = I.
• E(∆1 ∩∆2) = E(∆1)E(∆2) para todo ∆1, ∆2 ∈ X.
• Si {∆n}n∈N son subconjuntos de X dos a dos disjuntos, entonces
E
(
∞⋃
n=1
∆n
)
=
∞∑
n=1
E(∆n),
donde la convergencia de la serie es respecto a la topolog´ıa fuerte de operadores.
Notemos que en particular, si definimos Ex,y : X→ C como
Ex,y(∆) = 〈E(∆)x, y 〉 ,
entonces Ex,y resulta una medida compleja de variacio´n total menor o igual a ‖x‖‖y‖.
A partir del Teorema 1.1.8, es fa´cil ver que dado A ∈ Lsa(H), se puede definir una medida
espectral sobre los borelianos de la recta del siguiente modo:
E(∆) = ℵ∆(A),
donde ℵ∆ denota la funcio´n caracter´ıstica del conjunto ∆. La rec´ıproca tambie´n vale, y ese
es el contenido de la siguiente versio´n del teorema espectral.
Teorema 1.1.10 (Medidas espectrales). Dada una medida espectral E definida en los
borelianos de la recta y con soporte compacto, existe un u´nico operador A ∈ Lsa(H) tal que
EA(∆) = ℵ∆(A).
Una notacio´n muy utilizada que vincula ambos teoremas es la siguiente: sea A ∈ Lsa(H), E
su medida espectral y f : σ (A) → R una funcio´n medible borel y acotada, entonces:
f(A) =
∫
σ(A)
f dE.
Esta notacio´n esta´ motivada por el hecho de que para cada x, y ∈ H se tiene:
〈 f(A)x, y 〉 =
∫
σ(A)
f dEx,y.
Asociadas a las medidas espectrales se encuentran las resoluciones espectrales.
Definicio´n 1.1.11. Dada una funcio´n f : R → L(H), diremos que f es una resolucio´n
espectral a derecha (resp. a izquierda) si
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1. Existen m,M ∈ R tales que f(λ) = 0 si λ < m y f(λ) = I si λ > M (resp. f(λ) = I
para λ < m y f(λ) = 0 para λ > M).
2. f(λ) es una proyeccio´n ortogonal (i.e. autoadjunta), para cada λ ∈ R.
3. Si λ ≤ µ entonces f(λ) ≤ f(µ) (resp. f(λ) ≥ f(µ)) respecto al orden usual.
4. f es continua a derecha (resp. a izquierda).
Las resoluciones espectrales son algo as´ı como el correlato no conmutativo de las funciones
de acumulacio´n. Un resultado cla´sico de la teor´ıa espectral, similar al teorema 1.1.10, asegura
que dada una resolucio´n espectral f , existe un u´nico operador A ∈ Lsa(H) tal que f es su
resolucio´n espectral, lo cual significa que
f(λ) = EA( (−∞, λ]) = ℵ(−∞,λ] (A) (1.2)
(resp. f(λ) = EA( [λ,∞) ) = ℵ[λ,∞)(A)). Reciprocamente, si A ∈ Lsa(H), la funcio´n f
definida por la ecuacio´n (1.2) es una resolucio´n espectral a derecha (resp. a izquierda).
La relacio´n entre resoluciones espectrales a izquierda y a derecha esta dada por la siguiente
identidad: si A ∈ Lsa(H), entonces EA( [−λ,∞) ) = E−A( (−∞, λ]). Por otro lado, si f es
una resolucio´n espectral a izquierda, entonces g(λ) = f(−λ) es una resolucio´n espectral a
derecha. Luego, si A es el operador asociado a g, entonces −A es el operador asociado a f .
Cabe mencionar que si dimH <∞ los teoremas espectrales antes mencionados se reducen
al conocido teorema espetral para matrices autoadjuntas de a´lgebra lineal. En tal caso,
recordemos que σ (A) = σp (A), donde σp (A) denota el conjunto de autovalores de A tambie´n
conocido con el nombre de especto puntual de A. El lector interesado en ma´s detalles sobre
la teor´ıa espectral de operadores autoadjuntos en espacios de Hilbert, como asi tambie´n en
otros ca´lculos funcionales es remitido a los excelentes libros de Kadison y Ringrose [78] y
Pedersen [104].
Teniendo a mano el teorema espectral, podemos mencionar el siguiente resultado que
sera´ de gran utilidad. El lector interesado encontrara´ una demostracio´n del mismo en [103]
(Proposicio´n 2.3.2).
Proposicio´n 1.1.12. Sea f : R → R una funcio´n continua tal que f(0) = 0 y |f(t)| ≤
α|t|+ β para ciertas constantes positivas α y β. Entonces, si {Aλ}λ∈Λ es una red en Lsa(H)
tal que Aλ
SOT−−→
λ
A ∈ Lsa(H), se tiene que f(Aλ) SOT−−→ f(A), i.e. f : Lsa(H) → Lsa(H)
es continua respecto a la topolog´ıa SOT. En particular f(t) = tr para 0 ≤ r ≤ 1 es SOT-
continua en L(H)+.
1.2 A´ngulo entre subespacios cerrados
A continuacio´n consideraremos dos nociones de a´ngulo entre subespacios de un espacio de
Hilbert H. Sugerimos al lector interesado referirse al trabajo de Deutsch [48] como as´ı
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tambie´n a los libros de Kato [79] y Havin and Jo¨ricke [69] para ma´s detalles. A lo largo
de esta seccio´n M y N sera´n dos subespacios cerrados fijos de H. Por medio de M˜ y N˜
denotaremos a los subespacios definidos del siguiente modo:
M˜ = Mª (M∩N ) and N˜ = N ª (M∩N ).
Por otro lado, M1 = {ξ ∈M : ‖ξ‖ = 1}.
Definicio´n 1.2.1 (Friedrichs). El a´ngulo de Friedrichs entre M y N es el a´nglulo en
[0, pi/2] cuyo coseno esta´ definido por
c [M, N ] = sup{ | 〈 ξ, η 〉 | : ξ ∈ M˜, η ∈ N˜ and ‖ξ‖ = ‖η‖ = 1}.
El seno de este a´ngulo se define de la forma usual como s [M, N ] = (1− c [M, N ])1/2.
Definicio´n 1.2.2 (Dixmier). El a´ngulo de Dixmier entre M y N es el a´nglulo en [0, pi/2]
cuyo coseno esta´ definido por
c0 [M, N ] = sup{ | 〈 ξ, η 〉 | : ξ ∈M, η ∈ N and ‖ξ‖ = ‖η‖ = 1}
Proposicio´n 1.2.3.
1. 0 ≤ c [M, N ] ≤ c [M, N ] ≤ 1
2. c [M, N ] = c0
[
M˜, N
]
= c0
[
M, N˜
]
= c0
[
M˜, N˜
]
3. c [M, N ] = c [N , M ] = c [M⊥, N⊥ ]
4. c0 [M, N ] = ‖PMPN‖ = ‖PMPNPM‖1/2.
5. c [M, N ] = ‖PMPN˜‖ = ‖PMPN − P(M∩N )‖ = ‖PMPNP(M∩N )⊥‖.
Demostracio´n. La mayor´ıa de estos resultados sobre a´ngulos son consecuencia inmediata-
mente de la definicio´n. La u´nica excepcio´n es la identidad c [M, N ] = c [M⊥, N⊥ ], la
cual sera´ demostrada ma´s adelante cuando hayamos definido ciertas nociones que nos per-
mitira´n dar una demostracio´n corta y conceptual (ver Proposicio´n 1.4.4). ¥
Proposicio´n 1.2.4. El seno entre los subespaciosM y N puede caracterizarse del siguiente
modo:
s [M, N ] = d
(
M˜1, N
)
= d
(
N˜1, M
)
.
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Demostracio´n. Por la Proposicio´n 1.2.3, podemos suponer que M∩N = {0}, i.e., M = M˜.
Por la definicio´n del seno y la Proposicio´n 1.2.3, s [M, N ]2 = 1−‖PMPN‖2. Por otro lado,
d (M1, N )2 = inf{‖PN⊥ x‖2 : x ∈M1} = inf{1− ‖PN x‖2 : x ∈M1}
= 1− sup{‖PN x‖2 : x ∈M1} = 1− ‖PNPM‖2 = 1− ‖PMPN‖2,
puesto que d (x, N ) = ‖PN⊥ x‖, para cada x ∈ H. ¥
Observacio´n 1.2.5. Sea M un subespacio cerrado y N un subespacio tal que dimN <∞
y N 6⊆ M. Entonces N˜1 es compacta (y 6= ∅), y por lo tanto 0 < d
(
N˜1, M
)
= s [M, N ],
o sea que c [M, N ] < 1. Sin embargo, si ambos subespacios tienen dimensio´n infinita, bien
puede pasar que M y N tengan “a´ngulo nulo” aunque M∩N = {0}. Agregar ejemplo y
comentario sobre co´mo son todos los ejemplos de pares de subespacios con a´ngulo malo.
Corolario 1.2.6. Las siguientes afirmaciones son equivalentes:
1. M+N es cerrado.
2. c [M, N ] < 1.
3. Existe c0 > 0 tal que, para ξ ∈M y η ∈ N˜ , ‖ξ + η‖ ≥ c0‖ξ‖.
Ma´s au´n, la mejor constante para (3) es c0 = s [M, N ].
Demostracio´n. Podemos suponer que M∩N = {0}, pues M +N = M⊕ N˜ . Cuentas no
muy complicadas muestran que
c0 = sup
{
c ≥ 0 : ‖ξ + η‖ ≥ c‖ξ‖, ∀ ξ ∈M, η ∈ N} = d (M1, N ) = s [M, N ] .
Supongamos que c0 > 0. Dada una sucesio´n ξn + ηn ∈ M +N que converge a ρ, entonces
‖ξn − ξm‖ ≤ c−10 ‖ξn + ηn − ξm − ηm‖ −−−−→
n,m→∞
0. Por lo tanto, ξn −−−→
n→∞
ξ ∈ M y ηn −−−→
n→∞
ρ−ξ ∈ N . Luego, ρ ∈M+N . Reciprocamente,siM⊕N es cerrado, entonces la proyeccio´n
Q de M⊕N sobre M definida por Q(ξ + η) = ξ es acotada. En consecuencia, podemos
tomar c0 = ‖Q‖−1 > 0. ¥
Corolario 1.2.7 (Ljance-Ptak). Supongamos queM⊕N = H y sea Q ∈ L(H) la proyec-
cio´n sobre M con nucleo N . Entonces
‖Q‖ =
(
1− ‖PM PN‖2
)−1/2
=
(
1− c [M, N ]
)−1/2
= s [M, N ]−1 (1.3)
Demostracio´n. La fo´rmula (1.3) se deduce de la u´ltima parte de la prueba anterior. ¥
Dadas dos proyecciones ortogonales P y Q, muchas veces estamos tentados a pensar que
la proyeccio´n sobre R(P ) ∩ R(Q) es simplemente PQ. Lamentablemente esto so´lo es cierto
cuando P y Q conmuntan. En general, lo que se puede decir es lo siguiente:
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Proposicio´n 1.2.8 (Kayalar-Weinert [80]; ver tambie´n [48]). Sean P y Q dos proyec-
ciones ortogonales definidas sobre H. Entonces,
‖(PQ)k − P ∧Q‖ = c [ R(P ), R(Q) ]2k−1
donde, como ya hemos mencionado anteriormente, P ∧ Q denota la proyeccio´n ortogonal
sobre R(P ) ∩R(Q).
Demostracio´n. Sean P˜ = P (1− P ∧Q) y Q˜ = Q(1− P ∧Q). Luego,
‖(PQ)k − P ∧Q‖2 = ‖(PQ)k(1− P ∧Q)‖2 = ‖(P˜ Q˜)k‖2
= ‖(Q˜P˜ )k(P˜ Q˜)k‖ = ‖(Q˜P˜ Q˜)2k−1‖ = ‖Q˜P˜ Q˜‖2k−1.
Por otro lado, usando la Proposicio´n 1.2.3, se tiene que ‖Q˜P˜ Q˜‖ = c [ R(P ), R(Q) ]2. Por lo
tanto
‖(PQ)k − P ∧Q‖2 = c [ R(P ), R(Q) ]2(2k−1) ,
lo cual concluye la demostracio´n. ¥
1.3 Inversas generalizadas.
Definicio´n 1.3.1. Dados A,B ∈ L(H), decimos que B es una inversa generalizada de A si
ABA = A y BAB = B.
Al conjunto de inversas generalizadas de A lo denotaremos por medio de GI (A). N
Teorema 1.3.2. Sea A ∈ L(H).
1. Si B ∈ GI (A), entonces
i AB es un proyector (oblicuo) con R(AB) = R(A).
ii BA es un proyector (oblicuo) con N(BA) = N(A).
2. A tiene rango cerrado si y so´lo si GI (A) 6= ∅.
3. En tal caso, para cada par P,Q ∈ L(H) de proyectores oblicuos tales que R(P ) = R(A)
y N(Q) = N(A), existe un u´nico B ∈ GI (A) tal que AB = P y BA = Q.
Demostracio´n.
1. Sea B ∈ GI (A). Entonces
(BA)2 = BABA = BA y (AB)2 = ABAB = AB.
Es claro que R(AB) ⊆ R(A). Pero tambie´n R(A) = R(ABA) ⊆ R(AB). Por otra
parte, N(A) ⊆ N(BA) ⊆ N(ABA) = N(A).
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2. Si B ∈ GI (A), entonces R(A) = R(AB), que es cerrado al ser la imagen de un
proyector. La rec´ıproca se deducira´ del item 3, aplicado a los proyectores P = PR(A) y
Q = I − PN(A) .
3. Supongamos que R(A) es cerrado, y sean P,Q ∈ L(H) proyectores oblicuos tales
que R(P ) = R(A) y N(Q) = N(A). Llamemos S = N(P ) y T = R(Q). Luego
N(A)⊕ T = H, y por ende A∣∣
T
: T → R(A) es inversible. Llamemos B0 : R(A) → T
a su inversa, y definamos
B : H = S ⊕R(A) → N(A)⊕ T = H por B(x⊕ y) = B0 y , x ∈ S, y ∈ R(A) .
Como B0 es acotado, por el teorema de la imagen abierta, se deduce que B ∈ L(H).
En efecto, ‖B‖ ≤ ‖B0‖ ‖P‖, porque B(z) = B0(Pz), z ∈ H. Por otra parte, ca´lculos
elementales muestran que B ∈ GI (A), AB = P y BA = Q.
¥
Definicio´n 1.3.3. Dado A ∈ L(H) con rango cerrado, se llama A† al u´nico elemento de
GI (A) tal que A†A y AA† son proyectores autoadjuntos.
Corolario 1.3.4. Dado A ∈ L(H), R(A) es cerrado si y so´lo si R(A∗) es cerrado. Ma´s au´n,
SI(A∗) = {B∗ : B ∈ SI(A)}. En particular (A∗)† = (A†)∗.
Demostracio´n. La igualdad SI(A∗) = {B∗ : B ∈ SI(A)} se deduce directamente de la
definicio´n de inversa generalizada. Luego la primera parte es consequencia del Teorema
1.3.2. La u´ltima, del hecho de que (A†)∗ verifica las condiciones de la definicio´n de (A∗)†. ¥
Corolario 1.3.5. Sea A ∈ L(H) un operador con rango cerrado, P una proyeccio´n cuyo
rango es R(A) y Q un proyeccio´n cuyo nu´cleo es N(A). Entonces B = QA†P es la u´nica
inversa generalizada tal que AB = P y BA = Q
Demostracio´n. En efecto, por un lado
BA = B = QA†PA = QA†A = QPN(A)⊥ = Q(I − PN(A)) = Q.
y por otro
(AB)∗ = P ∗A∗†Q∗A∗ = P ∗A∗†A∗ = P ∗PR(A) = (PR(A)P )
∗ = P ∗.
¥
Ejemplos 1.3.6.
1. Si A ∈ GL(H), entonces GI (A) = {A−1}. En particular, A† = A−1.
2. Si U ∈ L(H) es una isometr´ıa parcial (i.e., U es isome´trico en N(U)⊥), entonces
U † = U∗.
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3. Si A es normal y R(A) es cerrado, entonces A conmuta con A†.
4. Si A ∈ L(H) tiene R(A) cerrado, y S ∈ GL(H), entonces
GI
(
SAS−1
)
= {SBS−1 : B ∈ GI (A)},
pero no es fa´cil averiguar quie´n es (SAS−1)†.
5. Si A ∈ L(H) tiene R(A) cerrado, y V,W ∈ U(n), entonces (V AW )† = W ∗A†V ∗.
6. Si A ∈ Mn(C) es una matriz diagonal A = diag (x) para cierto x ∈ Cn, entonces
A† = diag
(
x†
)
, donde x† ∈ Cn esta dado por
x†i =
{
x−1i si xi 6= 0
0 si xi = 0.
7. Sea A ∈Mn(C) con rk(A) = k. Si V,W ∈ U(n) verifican A = W ∗Σ(A)V , entonces,
A† = V ∗Σ(A)†W = V ∗diag
(
s1(A)
−1, . . . , sk(A)
−1, 0, . . . , 0
)
W .
N
La siguiente, es un caso particular de una identidad demostrada por Stewart en [114].
Proposicio´n 1.3.7. Sean A,B ∈ Lsa(H) operadores con rango cerrado. Entonces:
B† − A† = −B†(B − A)A† + (I −B†B)(B − A)(A†)2 + (B†)2(B − A)(I − AA†).
En particular, si R(B) ⊆ R(A),
B† − A† = −B†(B − A)A† + (I −B†B)(B − A)(A†)2.
1.4 Mo´dulo mı´nimo reducido
Definicio´n 1.4.1. El mo´dulo mı´nimo reducido γ(T ) de un operador T ∈ L(H) se define
como
γ(T ) = inf{‖Tx‖ : ‖x‖ = 1 , x ∈ N(T )⊥} (1.4)
N
Proposicio´n 1.4.2. Sea T ∈ L(H) (no nulo). Entonces:
1. T tiene rango cerrado si y so´lo si γ(T ) > 0.
2. γ(T ) = γ(T ∗). Ma´s au´n, si T tiene rango cerrado, entonces γ(T ) = ‖T †‖−1.
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Demostracio´n.
1. Si T tiene rango cerrado, por el teorema del gra´fico cerrado, T : N(T )⊥ → R(T ) es
inversible y la inversa es acotada. Claramente la norma de la inversa coincide con
(γ(T ))−1, razo´n por la cual γ(T ) > 0. Reciprocamente si γ(T ) > 0, T |N(T )⊥ es acotado
inferiormente. Por lo tanto R
(
T |N(T )⊥
)
es cerrado. Como R
(
T |N(T )⊥
)
= R(T ) la
rec´ıproca queda demostrada.
2. Si T fuera inversible, T † = T−1 (que es la u´nica inversa generalizada de T ) y, por otra
parte,
γ(T ) = inf
{‖y‖ : ‖T−1y‖ = 1} = inf { ‖x‖‖T−1x‖ : x 6= 0} = ‖T−1‖−1 .
Si R(T ) es cerrado, T †
∣∣
R(T )
: R(T ) → N(T )⊥ es la inversa de T
∣∣∣
N(T )⊥
; N(T )⊥ → R(T ).
Por lo tanto, razonando como en el caso anterior, se obtiene que γ(T ) = ‖T †‖−1 (se
usa que N(T †) = R(T )⊥, por lo que ‖T †∣∣
R(T )
‖ = ‖T †‖ ). Adema´s, como (T ∗)† = (T †)∗,
se tiene que
γ(T ∗) = ‖(T ∗)†‖−1 = ‖(T †)∗‖−1 = ‖T †‖−1 = γ(T ).
¥
Proposicio´n 1.4.3. Sean M y N subespacios cerrados de H. Entonces
γ(PM⊥PN ) = s [M, N ]
Demostracio´n. Sea R = M⊥. Dado que N(PRPN ) = N⊥ ⊕ (N ∩M), se tiene
N(PRPN )
⊥ = N ∩ (N ∩M)⊥ = N˜ .
Luego, por la Proposicio´n 1.2.3,
γ(PRPN ) = inf
x∈N˜1
‖PRx‖ = inf
x∈N˜1
d (x, M) = d
(
N˜1, M
)
= s [M, N ] .
¥
Proposicio´n 1.4.4. Sean M y N subespacios cerrados de H. Entonces
c [M, N ] = c [M⊥, N⊥ ] .
Demostracio´n. Recordemos que para todo T ∈ L(H), γ(T ) = γ(T ∗). Entonces, por la
Proposicio´n 1.4.3,
s
[M⊥, N⊥ ] = γ(PMPN⊥) = γ(PN⊥PM) = s [N , M ] = s [M, N ] .
En consecuencia, c [M, N ] = c [M⊥, N⊥ ] . ¥
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Proposicio´n 1.4.5. Sean A,B ∈ L(H) operadores con rango cerrado. Entonces,
γ(A)γ(B) s [ N(A), R(B) ] ≤ γ(AB) ≤ ‖A‖ ‖B‖ s [ N(A), R(B) ] (1.5)
Dividiremos la demostracio´n de esta Proposicio´n en varias partes. En primer lugar, enun-
ciaremos una consecuencia simple de (1.4):
Lema 1.4.6. Sea T ∈ L(H) un operador con rango cerrado y S un operador inversible.
Entonces,
‖S−1‖−1γ(T ) ≤ γ(ST ) ≤ ‖S‖γ(T ).
Ma´s au´n, la misma fo´rmula vale si reemplazamos S−1 por S†, si pedimos que R(S) sea
cerrado y que R(T ) ⊆ N(S)⊥.
A continuacio´n, demostraremos un caso particular de la Proposicio´n 1.4.5.
Lema 1.4.7. Sean U, V ∈ L(H) isometr´ıas parciales. Entonces, γ(UV ) = s [ N(U), R(V ) ]
Demostracio´n. Sea M = R(V ) y N = N(U)⊥. Por un lado,
γ(UV )2 = γ(UV V ∗U∗) = γ(UPMU
∗) = γ(PMU
∗UPM) = γ(PMPNPM).
Por otro lado, N(PMPNPM) = N(PNPM) = M⊥ ⊕ (N⊥ ∩M). Por lo tanto, obtenemos
que
γ(UV )2 = γ(PMPNPM) = inf
{∥∥∥(PMPNPM) x∥∥∥ : ‖x‖ = 1 , x ∈Mª (N⊥ ∩M)} .
Pero, si consideramos PMPNPM
∣∣
Mª(N⊥∩M)
, la cadena de igualdades precedente nos dice
que γ(UV )2 = min σ (PMPNPM). En consecuencia, por la Proposicio´n 1.2.3, resulta que
γ(UV ) = s
[N⊥, M ] = s [ N(U), R(V ) ]. ¥
Demostracio´n de la Proposicio´n 1.4.5. Sean A∗ = U∗|A∗| y B = V |B| las descomposiciones
polares de A∗ y B respectivamente. Como, |A∗| y |B| poseen rango cerrado, R(U) = R(|A∗|),
y R(V ∗) = R(|B|), y usando el Lema 1.4.6 se tiene que
γ(AB) = γ(|A∗|UV |B|) ≤ ‖ |A∗| ‖ γ(UV |B|) = ‖A ‖γ(|B|V ∗U∗) ≤ ‖A‖‖B‖γ(UV ),
y analogamente
γ(AB) = γ(|A∗|UV |B|) ≥ γ(|A∗|) γ(UV |B|) = γ(A)γ(|B|V ∗U∗) ≥ γ(A)γ(B)γ(UV ).
Finalmente, por el Lema 1.4.7, γ(UV ) = s [ N(U), R(V ) ] = s [ N(A), R(B) ], y por ende
γ(A)γ(B) s [ N(A), R(B) ] ≤ γ(AB) ≤ ‖A‖ ‖B‖ s [ N(A), R(B) ] .
¥
Corolario 1.4.8. Sean A,B ∈ L(H) operadores con rango cerrado. Entonces, AB tiene
rango cerrado si y so´lo si c [ R(B), N(A) ] < 1.
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Cap´ıtulo 2
Proyecciones oblicuas y complemento
de Schur
2.1 Teorema de factorizacio´n de Douglas.
Teorema 2.1.1 (Douglas). Sean A ∈ L(H1,H3) y B ∈ L(H2,H3). Entonces son equiva-
lentes:
1. R(A) ⊆ R(B)
2. AA∗ ≤ λBB∗ para algu´n λ ≥ 0
3. A = BC para cierto operador acotado C.
Ma´s au´n, exite un u´nico operador C tal que R(C) ⊆ R(B∗). A dicho operador nos referire-
mos como la solucio´n reducida de la ecuacio´n A = BX. Dicha solucio´n reducida satisface
adema´s las siguentes propiedades:
i ker C = ker A
ii ‖C‖2 min{λ : AA∗ ≤ λBB∗}
Demostracio´n.
3⇒ 1) Es claro.
3⇒ 2) Como todo D ∈ L(H3)+ verifica que D ≤ ‖D‖I, se tiene que
AA∗ = BCC∗B∗ ≤ ‖CC∗‖BB∗
2⇒ 3) La condicio´n AA∗ ≤ λBB∗ es equivalente a que ‖A∗x‖ ≤ λ1/2‖B∗x‖ para todo x ∈ H3 .
En particular, ker(B∗) ⊆ ker(A∗). Por lo tanto, es posible definir T : R(B∗) → R(A∗)
del siguiente modo:
T (B∗x) = A∗x .
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Es claro que T esta´ bien definido y es lineal. Como ‖A∗x‖ ≤ λ1/2‖B∗x‖ para todo
x ∈ H3 , deducimos que T es acotado (‖Ty‖ ≤ λ1/2‖y‖, y ∈ R(B∗)). Extendemos T
(manteniendo su nombre) a R(B∗) por continuidad y luego a todo H2 como cero en
R(B∗)⊥. Queda que T ∈ L(H2,H1), con ‖T‖ ≤ λ1/2. Es claro que A∗ = TB∗, lo cual
muestra que el operador que estamos buscando es C = T ∗ ∈ L(H1,H2). Notar que
R(C) ⊆ ker T ⊥ ⊆ R(B∗) = ker B ⊥.
1⇒ 3) La condicio´n R(A) ⊆ R(B) permite asegurar que para todo x ∈ H1 existe un u´nico
y ∈ ker B ⊥ tal que Ax = By. Definamos C : H1 → H2 como Cx = y. Para ver
que C ∈ L(H1,H2) basta verificar que su gra´fico es cerrado. Sea (xn, yn) (n ∈ N) una
sucesio´n de puntos en el gra´fico de C tal que xn −−−→
n→∞
x e yn −−−→
n→∞
y, luego
Ax = lim
n→∞
Axn = lim
n→∞
Byn = By
es decir (x, y) pertenece al gra´fico de C.
Es claro que la inclusio´n R(C) ⊆ R(B∗) = ker B ⊥ identifica un´ıvocamente al operador C,
puesto que BC = A y B es inyectivo en ker B ⊥. Observar que tanto el C construido en
(1 ⇒ 3) como el construido en (2 ⇒ 3) cumplen esa inclusio´n, y por ende coinciden.
Verifiquemos ahora este C satisface (i) y (ii). Como, A = BC, vemos que ker C ⊆ ker A.
Por otro lado, si x ∈ ker A, entonces el u´nico y ∈ ker B ⊥ tal que By = Ax = 0 es y = 0,
por lo que Cx = 0. Esto muestra que ker A ⊆ ker C. Por otro lado, vimos en (2 ⇒ 3) que
‖C‖ = ‖T‖ ≤ λ1/2, para todo λ tal que AA∗ ≤ λBB∗. La otra desigualdad es clara, puesto
que AA∗ = BCC∗B∗ ≤ ‖C‖2BB∗. ¥
Corolario 2.1.2. Sea A ∈ L(H)+. Entonces R((AA∗)1/2) = R(A).
Demostracio´n. Dado que AA∗ = (AA∗)1/2
(
(AA∗)1/2
)∗
, usando la equivalencia entre (1) y
(2) del Teorema de Douglas se tiene que R((AA∗)1/2) = R(A). ¥
Corolario 2.1.3. Sean A,B ∈ L(H) Entonces R(A) + R(B) = R((AA∗ + BB∗)1/2)
Demostracio´n. Consideremos en L(H1 ⊕H1,H2) el operador
T :=
(
A B
0 0
)
.
Es fa´cil ver que R(T ) = R(A) + R(B) y que R((TT ∗)1/2) = R((AA∗ + BB∗)1/2). Luego,
usando el corolario 2.1.2, se tiene que R(A) + R(B) = R((AA∗ + BB∗)1/2). ¥
Proposicio´n 2.1.4. Sean A ∈ L(H)+ cuya descomposicio´n matricial respecto a un subes-
pacio cerrado S esta´ dada por
(
AS,S AS,S⊥
AS⊥,S AS⊥,S⊥
)
. Entonces R(AS⊥,S) ⊆ R((AS⊥,S⊥)1/2).
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Demostracio´n. Como
0 ≤
(
IS 0
−AS⊥,S(AS,S + I)−1 IS⊥
)(
AS,S AS,S⊥
AS⊥,S AS⊥,S⊥
)(
IS −(AS,S + IS)−1AS,S⊥
0 IS⊥
)
=
(
AS,S + IS 0
0 AS⊥,S⊥ − AS⊥,S(AS,S + IS)−1AS,S⊥
)
,
resulta que
AS⊥,S(AS,S + IS)
−1AS,S⊥ ≤ AS⊥,S⊥ .
Por la tanto, usando el teorema de Douglas obtenemos
R(AS⊥,S(AS,S + IS)
−1/2) j R(A
1/2
S⊥,S⊥
).
Finalmente, como R(AS,S + IS) = S, se tiene que R(AS⊥,S) j R((AS⊥,S⊥)1/2). ¥
2.2 Complemento de Schur en espacios de Hilbert.
Comenzaremos con el siguiente resultado obtenido por Krein en 1947 y redescubierto por
Anderson-Trapp en 1975, el cual dara´ origen a la definicio´n de Shorted de un operador.
Teorema 2.2.1 (Krein [81], Anderson and Trapp [4], [5]). Sea A ∈ L(H)+ y S un
subespacio cerrado. Entonces
M(A,S) := {D : 0 ≤ D ≤ A R(D) ⊆ S}
posee un elemento ma´ximo.
Demostracio´n. Sea M = A−1/2(S) y A/S = A1/2PMA1/2. Claramente A/S ∈ M(A,S). Por
otra parte, si D ∈ M(A,S), en particular D ≤ A, y por el teorema de Douglas existe una
contraccio´n C tal que D1/2 = A1/2C. Dado que rango de dicha contraccio´n esta´ contenido
en M, CC∗ ≤ PM, pero entonces
D = A1/2CC∗A1/2 ≤ A1/2PMA1/2 = A/S ,
lo cual muestra que A/S = maxM(A,S). ¥
Definicio´n 2.2.2. Sean A ∈ L(H)+ y S un subespacio cerrado de H. Llamaremos shorted
de A al subespacio S, y lo notaremos Σ (A,S), al ma´ximo del conjunto M(A,S).
En la siguiente proposicio´n, recopilamos una serie de resultados ma´s o menos inmediatos
de la definicio´n y la demostracio´n del Teorema 2.2.1.
Proposicio´n 2.2.3. Sea A ∈ L(H)+ y S un subespacio cerrado de H. Entonces:
1. Si M = A−1/2(S), entonces, Σ (A,S) = A1/2PMA1/2.
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2. Σ (A,S) ≤ A.
3. Σ (αA,S) = αΣ (A,S).
4. Σ (Σ (A,S) ,S) = Σ (A,S).
5. Si S ⊆ T , entonces, Σ (A,S) ≤ Σ (A, T ).
6. Si A ≤ B, entonces, Σ (A,S) ≤ Σ (B,S).
Demostracio´n. El item 1 se deduce la de demostracio´n del Teorema 2.2.1, mientras que los
otros items son consecuencias inmediatas de la definicio´n. ¥
Proposicio´n 2.2.4. Sean A ∈ L(H)+ y S un subespacio cerrado. Entonces, Σ (A2,S) ≤
Σ (A,S)2
Demostracio´n. Sean M = A−1/2(S), M1 = A−1(S), y denotemos por medio de PM y PM1
a las proyecciones ortogonales sobre M y M1 respectivamente.
Observar que A1/2(M1) ⊆ M. Por lo tanto, se tiene que (I − PM)A1/2PM1 = 0 y
adjuntando
PM1A
1/2(I − PM) = 0.
En consecuencia, fijado h ∈ H, vemos que
〈A1/2PM1A1/2h, h〉 = ‖PM1A1/2h‖2 = ‖PM1A1/2PMh‖2
≤ ‖A1/2PMh‖2 = 〈PMAPMh, h〉 ,
lo cual implica que A1/2PM1A
1/2 ≤ PMAPM. Conjugando ambos miembros con A1/2 queda
demostrada la Proposicio´n. ¥
Proposicio´n 2.2.5. Si A ∈ L(H)+ y S, T son subespacios cerrados de H, entonces
Σ (Σ (A,S) , T ) = Σ (A,S ∩ T )
Demostracio´n. Consideremos los conjuntos
M(A,S ∩ T ) = {D : 0 ≤ D ≤ A R(D) ⊆ S ∩ T }
M(Σ (A, T ) ,S) = {D : 0 ≤ D ≤ Σ (A, T ) R(D) ⊆ S}.
Probaremos que estos conjuntos son iguales y por ende sus ma´ximos tambie´n lo son. Sea
D ∈ M(A,S ∩ T ), entonces por un lado R(D) j T y D ≤ A lo cual implica que D ≤
Σ (A, T ), pero tambie´n R(D) j S, en consecuencia D ∈ M(A/T ,S). Reciprocamente, si
D ∈ M(Σ (A, T ) ,S) entonces D ≤ A/T , lo cual muestra que R(D) j T y en consecuencia
R(D) j S ∩ T . Pero como D ≤ Σ (A, T ) ≤ A se tiene que D ∈M(A,S ∩ T ). ¥
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Rango y nu´cleo del complemento de Schur
Proposicio´n 2.2.6. Dado A ∈ L(H)+ y S un subespacio cerrado de H, entonces
R(Σ (A,S)1/2) = R(A1/2) ∩ S.
Demostracio´n. Sea M = A−1/2(S). Observar que
R(A1/2) ∩ S = A1/2(A−1/2(S)) = R(A1/2PM).
Luego, por el Corollary 2.1.2,
R(A1/2) ∩ S = R(A1/2PM) = R(|PMA1/2|)
= R((A1/2PMPA
1/2)1/2) = R(A/S
1/2) ,
como quer´ıamos demostrar. ¥
Corolario 2.2.7. Dado A ∈ L(H)+ y S un subespacio cerrado de H, entonces, R(A)∩S ⊆
R(Σ (A,S)).
Demostracio´n. Como Σ (A2,S) ≤ Σ (A,S)2, por el teorema de Douglas, R(Σ (A2,S)1/2) ⊆
R((Σ (A,S)). Pero, R(Σ (A2,S)1/2) = R(A) ∩ S. ¥
Proposicio´n 2.2.8. Sean A ∈ L(H)+ S un subespacio cerrado y M = A−1/2(S). Entonces
1. N(A) + S⊥ ⊆ N(Σ (A,S)) = A−1/2(M⊥)
2. N(Σ (A,S)) = N(A) + S⊥ si y so´lo si A1/2(S⊥) es cerrado en R(A1/2).
Demostracio´n.
1. Por un lado usando la Proposicio´n 2.2.6 se tiene
N(Σ (A,S)) = (R(A1/2) ∩ S)⊥ ⊇ N(A) + S⊥.
Por otro lado, como Σ (A,S) = A1/2PMA1/2,
N(Σ (A,S)) = N(A1/2PMA1/2) = N(PMA1/2) = A−1/2(M⊥).
2. Dado que
(
A1/2(S⊥)
)⊥
= A−1/2(S) = M, se tiene A1/2(S⊥) = M⊥. Luego, es claro
que A1/2(S⊥) es cerrado en R(A1/2) si y so´lo si M⊥ ∩ R(A1/2) = A1/2(S⊥), lo cual es
equivalente a A−1/2(M⊥) = A−1/2(A1/2(S⊥)) = ker A + S⊥.
¥
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Convergencia
Proposicio´n 2.2.9. Sea {An} una sucesio´n de operadores positivos tales que An ↓sot A y
{Sn} una familia de subespacios cerrados de H tales que Sn+1 ⊆ Sn. Entonces,
Σ (An,Sn) ↓sot Σ (A,S) .
donde S = ⋂∞n=1 Sn.
Demostracio´n. Como la sucesio´n {Σ (An,Sn)} es decreciente, posee un l´ımite en la topolog´ıa
fuerte de operadores, al cual denotaremos S(A). Dado que Σ (A,S) ≤ Σ (An,Sn) ≤ A para
todo n ≥ 1, es claro que Σ (A,S) ≤ S(A) ≤ A. Luego, basta verificar que R(S(A)) ⊆ S,
pues en tal caso S(A) ∈ M(A,S), y como Σ (A,S) = maxM(A,S), S(A) tiene que ser
igual a Σ (A,S).
Para mostrar que R(S(A)) ⊆ S, basta notar que para todo n ≥ 1, por el Teorema de
Douglas 2.1.1, como S(A) ≤ Σ (An,Sn)
R(S(A)) ⊆ R((S(A))1/2) ⊆ R
(
Σ (An,Sn)1/2
)
⊆ Sn
en consecuencia R(S(A)) ⊆
∞⋂
n=1
Sn = S. ¥
Ahora buscaremos condiciones suficientes para garantizar la convergencia en norma.
Lema 2.2.10. Sea A ∈ GL(H)+ y S un subespacio cerrado de H. Entonces
Σ (A + εI,S) ‖ · ‖−−−→
ε→0+
Σ (A,S) .
Demostracio´n. Notar que I ≤ ‖A−1‖A. Dado ε > 0 llamemos λε = (1 + ε‖A−1‖). Luego se
cumple que A + εI ≤ λεA y por ende Σ (A + εI,S) ≤ λεΣ (A,S). Por lo tanto,
Σ (A,S) ≤ Σ (A + εI,S) ≤ λεΣ (A,S) ‖ · ‖−−−→
ε→0+
Σ (A,S) ,
por lo que Σ (A + εI,S) converge a Σ (A,S). ¥
Teorema 2.2.11. Sean A ∈ GL(H)+ y (An)n∈N una sucesio´n en GL(H)+ tal que
An
‖ · ‖−−−→
n→∞
A y An ≥ A para todo n ∈ N .
Entonces, para todo subespacio cerrado S de H, se cumple que
Σ (An,S) ‖ · ‖−−−→
n→∞
Σ (A,S) .
Demostracio´n. Observar que An = A + (An − A) ≤ A + ‖An − A‖ I para todo n ∈ N. Si
abreviamos εn = ‖An − A‖, por el Lema anterior se tiene que
‖Σ (An,S)− Σ (A,S) ‖ ≤ ‖Σ (A + εnI,S)− Σ (A,S) ‖ −−−→
n→∞
0 ,
como quer´ıamos demostrar. ¥
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Otras caracterizaciones del complemento de Schur.
Teorema 2.2.12 (Lebesgue). Sean A ∈ L(H)+ y S un subespacio cerrado de H. Entonces
existen u´nicos F y G ∈ L(H)+ tales que:
A = F + G , R(F 1/2) ⊆ S y R(G1/2) ∩ S (2.1)
Ma´s aun, F = Σ (A,S).
Demostracio´n. Sea F = Σ (A,S). Claramente se satisface que R(F 1/2 ⊆ S. Por otro lado,
sea x ∈ R((A − Σ (A,S))1/2) ∩ S y P la proyeccio´n ortogonal al subespacio generado por
x. Como R(P ) ⊆ R((A − Σ (A,S))1/2), por el Teorema de Douglas, existe λ > 0 tal que
λP ≤ A−Σ (A,S). Pero entonces, λP +Σ (A,S) ≤ A. Como tambie´n R(λP +Σ (A,S)) ⊆ S,
se tiene que λP + Σ (A,S) ≤ Σ (A,S) , por lo que debe verificarse que x = 0.
Supongamos ahora que nos dan un par F y G ∈ L(H)+ satisfacen las condiciones de
(2.1). Entonces, como R(F ) ⊆ R(F 1/2) ⊆ S y F ≤ A, deducimos que F ≤ Σ (A,S) . Por
otro lado, dado que G = (A − Σ (A,S)) + (Σ (A,S) − F ) ≥ (Σ (A,S) − F ) ≥ 0, usando el
Teorema de Douglas se tiene que
R( (Σ (A,S)− F )1/2) ⊆ R(G1/2).
Pero R( (Σ (A,S)− F )1/2) ⊆ S y R(G1/2) ∩ S = {0}. En consecuencia, Σ (A,S) = F . ¥
Teorema 2.2.13. Sea S un subespacio cerrado de un espacio de Hilbert H, y A ∈ L(H)+ el
cual posee una representacio´n matricial(
AS,S AS,S⊥
AS⊥,S AS⊥,S⊥
)
respecto de S. Entonces, si C es la solucio´n reducida de la ecuacio´n AS⊥,S = (AS⊥,S⊥)1/2X
se tiene que:
Σ (A,S) =
(
AS,S − C∗C 0
0 0
)
.
Demostracio´n. Dado que
A =
(
AS,S − C∗C 0
0 0
)
+
(
0 C∗
0 (AS⊥,S⊥)
1/2
)(
0 0
C (AS⊥,S⊥)
1/2
)
= F + G,
basta ver que F y G esta´n en las condiciones del Teorema anterior. Claramente G ≥ 0, y
como consecuencia del Corolario 2.1.2,
R(G1/2) = R
((
0 C∗
0 (AS⊥,S⊥)
1/2
))
.
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Ahora bien, si
(
0 C∗
0 (AS⊥,S⊥)
1/2
)(
x
y
)
=
(
z
0
)
, entonces A
1/2
S⊥,S⊥
y = 0. Pero el hecho de que
N((AS⊥,S⊥)
1/2) ⊆ N(C∗) (que se verifica porque C es la solucio´n reducida), implica que
C∗y = 0. En consecuencia, R(G1/2) ∩ S = {0}
Por otro lado, claramente R(F ) ⊆ S. Por lo tanto, so´lo resta ver que F ≥ 0. Supongamos
que existe un x ∈ H tal que 〈 (AS,S − C∗C)x, x 〉 = −δ para algu´n δ > 0. Como R(C) ⊆
R(A
1/2
22 ), existe y ∈ S⊥ de modo que ‖Cx + (AS⊥,S⊥)1/2y‖ < δ1/2. Pero entonces〈
A
(
x
y
)
,
(
x
y
)〉
=
〈(
AS,S − C∗C 0
0 0
)(
x
y
)
,
(
x
y
)〉
+
〈(
0 C∗
0 (AS⊥,S⊥)
1/2
)(
0 0
C (AS⊥,S⊥)
1/2
)(
x
y
)
,
(
x
y
)〉
= 〈 (AS,S − C∗C)x, x 〉+
〈
Cx + (AS⊥,S⊥)
1/2y, Cx + (AS⊥,S⊥)
1/2y
〉
< 0
contradiciendo la positividad de A. ¥
Corolario 2.2.14. Sea S un subespacio cerrado de un espacio de Hilbert H, y A ∈ L(H)+
tal que
A =
(
AS,S AS,S⊥
AS⊥,S AS⊥,S⊥
)
Si AS⊥,S⊥ posee rango cerrado, entonces:
Σ (A,S) =
(
AS,S − AS,S⊥(AS⊥,S⊥)†AS⊥,S 0
0 0
)
.
Demostracio´n. Basta notar que la solucio´n reducida de la ecuacio´n AS⊥,S = (AS⊥,S⊥)
1/2X
es D =
(
(AS⊥,S⊥)
†
)1/2
AS⊥,S. ¥
Proposicio´n 2.2.15. Sea A ∈ L(H)+, S un subespacio cerrado de H y x un vector en S.
Entonces: 〈
Σ (A,S)
(
x
0
)
,
(
x
0
)〉
= inf
{〈
A
(
x
y
)
,
(
x
y
)〉
: y ∈ S⊥
}
.
Demostracio´n. Dado que Σ (A,S) ≤ A,
〈
Σ (A,S)
(
x
0
)
,
(
x
0
)〉
resulta una cota inferior.
Si A es inversible, tomando y = −A−122 A21 x, se tiene que〈
Σ (A,S)
(
x
0
)
,
(
x
0
)〉
=
〈
A
(
x
y
)
,
(
x
y
)〉
y por lo tanto
〈
Σ (A,S)
(
x
0
)
,
(
x
0
)〉
es el mı´nimo del conjunto. Si A no es inversible, sea
α el ı´nfimo en cuestio´n. Como para todo n ∈ N verifica se tiene que
α ≤ inf
{〈(
A +
1
n
I
)(
x
y
)
,
(
x
y
)〉
: y ∈ S⊥
}
=
〈(
A +
1
n
I
)
/S
(
x
0
)
,
(
x
0
)〉
.
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tomando l´ımite y usando la Proposicio´n 2.2.9 se obtiene que α ≤
〈
Σ (A,S)
(
x
0
)
,
(
x
0
)〉
.
¥
Teorema 2.2.16. Dado A ∈ L(H)+ y S un subespacio cerrado de H, sea N (A,S) el con-
junto de operadores definido por
N (A,S) = {QAQ∗ : Q2 = Q y R(Q) = S} .
Entonces, Σ (A,S) = infN (A,S).
Demostracio´n. Llamemos PS = {Q ∈ L(H) : Q2 = Q y R(Q) = S}. Si Q ∈ PS , como
PSQ = Q, deducimos que existe X ∈ L(S⊥,S) tal que Q =
(
I X
0 0
) S
S⊥ . Luego, dados
x ∈ S e z ∈ S⊥, se tiene que〈
QAQ∗
(
x
z
)
,
(
x
z
)〉
=
〈
A
(
x
X∗x
)
,
(
x
X∗x
)〉
. (2.2)
Observar que cualquier operador X ∈ L(S⊥,S) produce un Q =
(
I X
0 0
)
∈ PS . Luego
los valores X∗x recorren todo S⊥. Usando la Proposition 2.2.15 y la formula (2.2) deducimos
que
inf
Q∈PS
〈
QAQ∗
(
x
z
)
,
(
x
z
)〉
= inf
y∈S⊥
〈
A
(
x
y
)
,
(
x
y
)〉
=
〈
Σ (A,S)
(
x
0
)
,
(
x
0
)〉
=
〈
Σ (A,S)
(
x
z
)
,
(
x
z
)〉
.
En consecuencia, Σ (A,S) = infN (A,S). ¥
2.3 Proyecciones A-autoadjuntas y compatibilidad
Todo operador positivo (semidefinido) A ∈ L(H) define una forma sesquilineal acotada
(posiblemente degenerada) del siguiente modo: 〈x, y 〉A = 〈Ax, y 〉, x, y ∈ H. Respecto a
esta forma, es fa´cil ver que un operador C ∈ L(H) resulta autoadjunto si satisface la identidad
if AC = C∗A y que el ortogonal de un subespacio S esta´ dado por S⊥A = A−1(S⊥) = A(S)⊥.
Si el operador A en cuestio´n es inversible, la forma 〈 ·, · 〉A induce en H una estructura
de espacio de Hilbert equivalente a la anterior en el sentido me´trico y por ende topolo´gico.
Sin embargo, otras cuestiones cambian. Por ejemplo, las nocio´n de ortogonalidad. Esto trae
como consecuencia que la proyeccio´n A-ortogonal, que existe y es u´nica, no necesariamente
coincida con la ortogonal respecto a la estructura de Hilbert original.
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En el caso en que A no es inversible, no so´lo se pierden las equivalencias antes men-
cionadas, sino que tambie´n puede suceder que no exista una proyeccio´n A-autoadjunta sobre
un subespacio dado. Como veremos en esta seccio´n, en el caso general, puede ocurrir que no
exista, exista una u´nica proyeccio´n A-autoadjunto, o bien infinitas. A lo largo de la misma
S sera´ un subespacio cerrado de H y A un operador positivo sobre H cuya representacio´n
matricial respecto a S es
(
AS,S AS,S⊥
AS⊥,S AS⊥,S⊥
)
.
Con el objeto de estudiar este feno´meno, Corach, Maestripieri y Stojanoff introdujeron
en [44] la siguiente nocio´n de compatibilidad:
Definicio´n 2.3.1. Diremos que el par (A,S) es compatible o bien que S es A-compatible,
si el conjunto
P(A,S) = {Q ∈ Q : R(Q) = S, AQ = Q∗A}.
es no vacio. En otras palabras, el par (A,S) es compatible si existe al menos una proyeccio´n
sobre S A-autoadjunta.
A lo largo de una serie de tres art´ıculos [44], [45] y [46], se demostraron las siguientes
caracterizaciones de la condicio´n de compatibilidad.
Teorema 2.3.2. Dada un proyeccio´n (oblicua) Q sobre S, las siguientes afirmaciones son
equivalentes:
1. Q ∈ P(A,S)
2. N(Q) ⊆ R(Q)⊥A.
3. Q es A-contractivo, es decir, 〈Qx, Qx 〉A ≤ 〈x, x 〉A x ∈ H.
Teorema 2.3.3. Sea P la proyeccio´n ortogonal sobre S. Entonces, las siguientes afirma-
ciones son equivalentes:
1. El par (A,S) es compatible.
2. Existe un proyector oblicuo Q sobre S tal que N(Q) ⊆ R(Q)⊥A.
3. Existe un proyector oblicuo Q sobre S que es A-contractivo, es decir
〈Qx, Qx 〉A ≤ 〈x, x 〉A x ∈ H.
4. R(PA) = R(PAP ).
5. R(AS,S⊥) ⊆ R(AS,S)
6. La ecuacio´n R(AS,S⊥) = R(AS,S)X tiene solucio´n.
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Observacio´n 2.3.4. Dado un operador B ∈ L(H)+, cuyo rango no es cerrado, es relativa-
mente sencillo demostrar que R(B) ( R(B1/2). Sin embargo, R(B1/2) no es “mucho ma´s
grande” que R(B), dado que este u´ltimo es denso en R(B1/2). Esta sutil diferencia es la que
esta´ detra´s de la nocio´n de compatibilidad. Como hemos visto en la Proposicio´n 2.1.4, dados
A ∈ L(H)+ y un subespacio cerrado S deH, siempre se cumple que R(AS,S⊥) ⊆ R((AS,S)1/2),
so´lo cuando R(AS,S⊥) ⊆ R(AS,S) el par (A,S) es compatible. En particular, notar que si
dimS < ∞, entonces el par (A,S) resulta compatible. En efecto, como dim R(AS,S) < ∞,
se tiene que R(AS,S) = R((AS,S)
1/2) = R(AS,S). N
Es relativamente sencillo notar que dada una proyeccio´n oblicua Q sobre S, su descom-
posicio´n matricial respecto de S tiene la siguiente forma:
Q =
(
I X
0 0
)
.
Luego, a partir del teorema anterior, resulta natural la siguiente definicio´n:
Definicio´n 2.3.5. Sea E la solucio´n reducida de la ecuacio´n R(AS,S⊥) = R(AS,S)X. Por
medio de PA,S indicaremos a la proyeccio´n (oblicua en general) sobre S definida por:
PA,S =
(
I E
0 0
)
.
Observacio´n 2.3.6. Si AS,S tiene rango cerrado, entonces E = (AS,S)
†AS,S⊥ . Sea P es
la proyeccio´n ortogonal sobre S. Usando el hecho de que, con cierto abuso de notacio´n,
AS,S = PAP y AS,S⊥ = PA(I −P ), obtenemos la siguiente fo´mula para la proyeccio´n PA,S :
PA,S = P + (PAP )
†
(
PA(I − P )).
N
A continuacio´n enumeramos una serie de propiedades de esta proyeccio´n extra´ıdas de
[44], [45] y [46].
Teorema 2.3.7. Si el par (A,S) es compatible y N = N(A) ∩ S, entonces
1. La proyeccio´n PA,S ∈ P(A,S). Ma´s au´n, PA,S es la proyeccio´n sobre S cuyo nu´cleo es
A−1(S⊥)ªN .
2. Para todo Q ∈ P(A,S) existe Z ∈ L(S⊥,N ) tal que
Q = PA,S + Z =
 1 0 D0 1 Z
0 0 0
 S ªNN
S⊥
. (2.3)
En particular, notar que P(A,S) posee un u´nico elemento (el cual sera´ PA,S) si y so´lo
si N = N(A) ∩ S = {0}.
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3. ‖PA,S‖ = min{ ‖Q‖ : Q ∈ P(A,S)}.
Cuando el operador A tiene rango cerrado, como veremos en el siguiente resultado, depende
solamente de que c [ N(A), S ] < 1.
Teorema 2.3.8. Si A tiene rango cerrado y P es la proyeccio´n ortogonal sobre S, entonces
las siguientes afirmaciones son equivalentes:
1. El par (A,S) es compatible.
2. El subespacio S + N(A) es cerrado.
3. c [ N(A), S ] < 1.
4. El subespacio S⊥ + R(A) es cerrado.
5. El rango de PA es cerrado.
6. El rango de PAP es cerrado.
7. El rango de AP = A(S) es cerrado.
Un caso particular de operadores con rango cerrado son la proyecciones. En tal caso, la
fo´rmula de Lance-Ptak adopta la siguiente forma:
Proposicio´n 2.3.9. Sea Q una proyeccio´n ortogonal y S un subespacio cerrado tal que el
par (Q,S) es compatible. Entonces
‖PQ,S‖ = (1− c [ N(Q), S ]2)−1/2 = s [ N(Q), S ]−1 .
Demostracio´n. Falta demostracio´n ¥
Para finalizar, demostraremos el siguiente resultado te´cnico que sera´ de utilidad ma´s ade-
lante.
Proposicio´n 2.3.10. Supongamos que el par (A,S) es compatible y que S esta´ incluido en
cierto subespacio cerrado T que reduce al operador A, es decir PT A = APT . Entonces, si
A =
(
AT 0
0 AT⊥
) T
T ⊥ , el par (AT ,S) es compatible y
PA,S =
(
PAT ,S 0
0 0
) T
T ⊥ ,
donde a PAT ,S lo consideramos actuando en T .
2.4. Compatibilidad y el complemento de Schur. 27
Demostracio´n. Sea
A =
B C 0C∗ D 0
0 0 AT⊥
 ST ª S
T ⊥
donde AT =
(
B C
C∗ D
) S
T ª S .
Por un lado, notemos que la solucio´n reducida de la ecuacio´n BX = (C, 0) posee la forma
(E, 0) ∈ L((T ª S)⊕ T ⊥,S), puesto que tiene el mismo nu´cleo que (C, 0). Entonces
PA,S =
 1 E 00 0 0
0 0 0
 ST ª S
T ⊥
.
Por otro lado, es fa´cil ver que E es la solucio´n reducida de la ecuacio´n AX = C, razo´n por
la cual no so´lo el par (AT ,S) es compatible, sino que tambie´n se tiene que
PDT ,S =
(
1 D
0 0
)
.
Luego, comparando las expresiones para PA,S y para PAT ,S se puede observar que en efec-
tivamente PA,S =
(
PAT , T 0
0 0
)
.
¥
2.4 Compatibilidad y el complemento de Schur.
La compatibilidad se encuentra ı´ntimamente relacionada con el complemento de Schur. En
esta seccio´n daremos un breve resumen de como estas dos nociones se relacionan. Tambie´n se
puede considerar esta seccio´n como una motivacio´n para las cuestiones que desarrollaremos
en el cap´ıtulo 6. Al igual que en la seccio´n precedente, S sera´ un subespacio cerrado y A un
operador positivo de L(H).
Comencemos con la siguiente proposicio´n que relaciona directamente el complemento de
Schur con las distintas proyecciones del conjunto PAS.
Proposicio´n 2.4.1. Sea (A,S) un par compatible. Si E ∈ P(A,S⊥) y Q = I −E entonces:
Σ (A,S) = Q∗A = AQ.
Demostracio´n. Por un lado, como R(Q∗) = R(E)⊥ = S, claramente R(QA) ∈ S. Por otro
lado, la Proposicio´n 2.3.2 implica que 0 ≤ Q∗A = Q∗AQ ≤ A. Finalmente, sea X ∈ L(H)+
tal que X ≤ A y R(X) ⊆ S. Entonces
X = Q∗XQ ≤ Q∗AQ = AQ,
y por ende AQ = Σ (A,S). ¥
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Co´mo hemos visto en la Proposicio´n 2.2.16
Σ (A,S) = inf {QAQ∗ : Q2 = Q y R(Q) = S} , (2.4)
donde el ı´nfimo se toma respecto al orden usual. La siguiente proposicio´n muestra que
relacio´n existe entre esta caracterizacio´n del complemento de Schur y la compatibilidad.
Proposicio´n 2.4.2. Las siguientes afirmaciones son equivalente:
1. El par (A,S) es compatible.
2. El ı´nfimo en (2.4) se alcanza, es decir
Σ (A,S) = min{QAQ∗ : Q2 = Q y R(Q) = S} .
Ma´s au´n, una proyeccio´n E realiza el mı´nimo si y so´lo si pertenece al conjunto P(A,S).
Otra cuestio´n que hemos considerado respecto al complemento de Schur es su rango. En
la Proposicio´n 2.2.6 vimos que es posible decir exactamente cual es el rango de Σ (A,S)1/2.
Sin embargo, en general, so´lo es conocida una estimacio´n del rango de Σ (A,S) (Corolario
2.2.7). Las siguientes Proposiciones muestran que tambie´n existe una estrecha relacio´n entre
la compatibilidad del par (A,S) y el rango del Σ (A,S).
Proposicio´n 2.4.3. Son equivalentes:
1. El par (A,S) es compatible.
2. R(Σ (A,S)) = R(A) ∩ S.
3. N(Σ (A,S)) = N(A) + S⊥.
Proposicio´n 2.4.4. Las siguientes afirmaciones son equivalentes:
1. R(Σ (A,S)) ⊆ R(A).
2. El par (A,N(Σ (A,S))) es compatible.
Otras cuestiones referentes a la relacio´n entre complementos de Schur y la compatibilidad
sera´n estudiadas en un marco ma´s general en el cap´ıtulo 6.
Cap´ıtulo 3
Marcos en espacios de Hilbert
A trave´s de este cap´ıtulo recordaremos las definiciones y propiedades ba´sicas de la teor´ıa
de marcos desde el punto de vista de la teor´ıa de operadores. El lector interesado en una
completa descripcio´n de esta teor´ıa y sus aplicaciones puede consultar el excelente trabajo
Heil and Walnut [71] o bie´n los libros de Christensen [41] y Young [123]. Asumiremos que
el lector esta´ familiarizado con los espacios `2 = `2(N), L2([0, 1]) y L2(R), como asi tambie´n
con las cuestiones elementales de bases ortonormales en espacios de Hilbert.
3.1 Definiciones ba´sicas
Sea H un espacio de Hilbert separable1, y W un subespacio cerrado de H.
Definicio´n 3.1.1. Una sucesio´n F = {fn}n∈N de vectores de W . se denomina marco para
el subespacio W si existen constantes A,B > 0 tales que, para todo f ∈ W ,
A‖f‖ ≤
∑
n∈N
| 〈 f, fn 〉 |2 ≤ B‖f‖2 (3.1)
Las cotas A,B o´ptimas para (3.1) se denominan cotas del marco F . Si A = B entonces
el marco se denomina ajustado, mientras que si A = B = 1 se dice que es un marco de
Parseval.
Asociado con el marco F existe un operador acotado T : `2 → H definido por
T (en) = fn,
donde {en}n∈N denota la ba´se cano´nica de `2. Este operador es conocido con el nombre
de operador de s´ıntesis. En el caso de marcos con finitos elementos, asumiremos que el
dominio del operador de s´ıntesis es Cm donde m es el nu´mero de vectores que posee el marco.
1Un espacio de Hilbert se dice separable si admite una base ortonormal a lo sumo numerable.
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El adjunto de dicho operador se denomina operador de ana´lisis y para cada x ∈ H esta
dado por la siguiente expresio´n
T ∗(x) =
∑
n∈N
〈x, fn〉en.
Otro operador que usualmente se asocia a un marco es el denominado operador de marco,
el cual se define como S = TT ∗. Es fa´cil ver que
Sf =
∑
n∈N
〈 f, fn 〉 fn f ∈ H. (3.2)
De (3.1) surge que A.PW ≤ S ≤ BPW , razo´n por la cual S|W resulta inversible. A partir de
esto, podemos inferir fa´cilmente que R(T ) = W y que T ∗|W es inyectivo.
En te´rminos de los operadores recientemente definidos, las cotas de un marco pueden
caracterizarse como
B = ‖T‖2 = ‖S‖ = ρ(S) and A = γ(T )2 = γ(S) = min{λ : λ ∈ σ(S) λ 6= 0}. (3.3)
Definicio´n 3.1.2. Dado un marco F = {fn}n∈N para un subespacio cerradoW de H, defini-
mos el exceso del marco F , que denotaremos e(F), como el nu´mero cardinal correspondiente
a la dimensio´n del nu´cleo del operador de s´ıntesis, es decir
e(F) = dim
{
(cn)n∈N ∈ `2 :
∑
n∈N
cnfn = 0
}
,
Definicio´n 3.1.3. Un marco F se denomina base de Riesz si e(F) = 0, i.e., si el operador
de s´ıntesis es un isomorfimo.
Holub [74] y Balan, Casazza, Heil y Landau [18] han probado el siguiente resultado que
justifica el nombre de exceso:
Proposicio´n 3.1.4. Dado un subespacio cerrado W de un espacio de Hilbert H y un marco
{fn}n∈N para W, entonces
e(F) = sup{ |I| : I ⊆ N y {fn}n/∈I sigue siendo un marco para W}.
Desde el punto de vista de las aplicaciones, si el vector f representa una sen˜al y {fn}n∈N es
cierta sucesio´n de vectores, es deseable que el conjunto de datos contenidos en los coeficientes
〈 f, fn 〉, n ∈ N, sea suficiente para reconstruir la sen˜al f . Si la sucesio´n F = {fn}n∈N es un
marco para cierto subespacio cerrado W de H y f ∈ W , entonces, de (3.2) se puede deducir
por un lado
f = SS†(f) =
∞∑
n=1
〈
S†f, fn
〉
fn =
∞∑
n=1
〈
f, S†fn
〉
fn,
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y por otro
f = S†S(f) =
∞∑
n=1
〈 f, fn 〉S†(fn).
Luego, si definimos gn = S
†fn se tiene que para todo f ∈ W
f =
∞∑
n=1
〈 f, gn 〉 fn, =
∞∑
n=1
〈 f, fn 〉 gn,
Este hecho motiva la siguiente definicio´n:
Definicio´n 3.1.5. Sea F = {fn}n∈N un marco para el subespacio cerrado W de H y sea
M⊆ H otro subespacio cerrado tal que H = W +˙M⊥. Un marco dual oblicuo de F en
M es un marco G = {gn}n∈N para M que satisface:
f =
∞∑
n=1
〈 f, gn 〉 fn ∀ f ∈ W . (3.4)
El marco dual {gn}n∈N definido por gn = S†fn se denomina marco dual cano´nico. En
este caso W = M y se tiene que F , a su vez, es el marco dual cano´nico de G.
Se dice que un marco dual oblicuo posee la propiedad de norma mı´nima si para todo f ∈
W los coeficientes {〈 f, gn 〉}n∈N poseen norma (`2) mı´nima. Christensen y Eldar probaron
en [40] que el marco dual con la propiedad de norma mı´nima tienen la forma
{gn}n∈N =
{
B(T ∗B)†en
}
n∈N
, (3.5)
donde {en}n∈N denota la base cano´nica de `2, y B es un operador acotado cuyo rango es M.
Por otro lado, sea D(`2) el conjunto de todos los D ∈ Gl(`2)+ diagonales con respecto a
la base cano´nica {en}n∈N. Los marcos que poseen la propiedad de norma mı´nima respecto
a las diferentes normas escaleadas ‖ · ‖D, D ∈ D(`2), sera´n denominados marcos duales
escaleados. En el cap´ıtulo 4 daremos fo´rmulas expl´ıcitas para esta clase de marcos.
Los marcos duales guardan una estrecha relacio´n con las inversas generalizadas. El si-
guiente resultado, demostrado por Christensen y Eldar en [42], expresa en forma ma´s precisa
dicha relacio´n:
Proposicio´n 3.1.6. Sea F = {fn}n∈N un marco para el subespacio cerrado W ⊆ H, F su
operador de s´ıntesis y M ⊆ H otro subespacio cerrado tal que H = W +˙M⊥. Un marco
G = {gn}n∈N para M con operador de s´ıntesis G es una marco dual oblicuo para F si y
so´lo si FG∗ es la proyeccio´n sobre W paralela a M⊥. Ma´s au´n, el u´nico marco dual oblicuo
en M con la propiedad de norma mı´nima es aquel cuyo operador de ana´lisis es la inversa
generalizada de T asociada a la proyeccio´n antes mencionada y a la proyeccio´n ortogonal
sobre N(T )⊥.
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Observacio´n 3.1.7. En particular, el operador de ana´lisis del marco dual cano´nico es la
inversa generalizada de Moore-Penrose. Por otro lado, el operador de ana´lisis del marco dual
escaleado en M, que posee la propiedad de norma mı´nima respecto a ‖ · ‖D, es la inversa
generalizada de T correspondiente a la proyeccio´n sobre W paralela a M⊥ y a la proyeccio´n
1− PD, N(T ).
Corolario 3.1.8. Sea W un subespacio cerrado de H, {fn}n∈N un marco para W y {gn}n∈N
su marco dual cano´nico. Entonces, dado f ∈ W, la sucesio´n de coeficientes {〈 f, gn 〉} posee
mı´nima norma en `2 respecto de todos las sucesiones de coeficientes {αn} que satisfacen
f =
∞∑
n=1
αnfn.
3.2 Marcos de Riesz y marcos de Riesz condicionados
Dado un marco F = {fk}k∈M para cierto espacio de Hilbert H finito dimensional (aqu´ı
M = {1, . . . , N} o bien M = N), se puede demostrar que existen constantes A y B tales
que, para cualquier subconjunto I ⊆ M , {fk}k∈I resulta un marco para el subespacio que
genera, con cotas (no necesariamente o´ptimas) A y B. Cuando dimH = ∞, esto deja de ser
cierto, basta considerar el siguiente ejemplo:
Ejemplo 3.2.1. Sea {en}n∈N una base ortonormal del espacio de Hilbert H, y consideremos
el marco F = {fn}n∈N definido por:
fn =
{
ek +
1
k
e1 si n = 2k
ek si n = 2k − 1
.
Este marco no puede ser un marco de Riesz. En efecto, dado k ∈ N, {f2k−1, f2k} es un marco
para el espacio generado por {e1, ek} cuya cota inferior es 1/k2. N
Esto motiva la siguiente definicio´n
Definicio´n 3.2.2. Sea F = {fk}k∈N un marco para cierto subespacio W de un espacio de
Hilbert H. Diremos que F es un marcos de Riesz si existen constantes A y B tales que
para cualquier subconjunto I ⊆ M , = {fk}k∈I resulta un marco con cotas (no necesariamente
las o´ptimas) A y B para el subespacio que estos vectores generan.
Esta clase de marcos fue introducida por O. Christensen en [39]. Entre las propiedades
ma´s interesantes que poseen estos marcos se encuentra la siguiente, demostrada en [39] por
el propio Christensen:
Proposicio´n 3.2.3. Todo marco de Riesz contiene una base de Riesz.
3.3. Marcos de Gabor. 33
Una de las principales causas que indujeron a estudiar esta clase de marcos fue la dificul-
tad pra´ctica que implica el ca´lculo de los coeficientes {〈 f, S−1fn 〉}n∈N de la descomposicio´n
f =
∑〈
f, S−1fn
〉
fn,
Con el objeto de hacer uso de las ventajas que poseen las bases de Riesz en este aspecto,
Christensen hab´ıa introducido en [36] el denominado me´todo proyectivo, el cual aproxima
los operadores S y S−1 por medio de operadores de rango finito, los cuales actu´an en ciertos
espacios finitos dimensionales cuya unio´n es densa en H. Los marcos de Riesz se ajustaban
bie´n a este me´todo. Ma´s tarde (ver [39]), Christensen caracterizo´ exactamente que marcos
de adaptan bie´n al me´todo antes mencionado. A estos marcos los denomino´ marcos de Riesz
condicionados, por su estrecha conexio´n con los de Riesz.
Definicio´n 3.2.4. Sea {In}n∈N una sucesio´n creciente de subconjuntos finitos de N tales
que su unio´n da todo N. Diremos que F = {fn}n∈N es un marco de Riesz condicionado con
respecto a {In}n∈N si existen constantes A y B tales que cada familias {fi}i∈In es un marco
para el subespacio que genera con cotas uniformes A y B (no necesariamente o´ptimas).
El lector interesado en ma´s detalles sobre marcos de Riesz y marcos de Riesz condiciona-
dos puede ver los art´ıculos citados a lo largo de esta seccio´n, como as´ı tambie´n [30], [31] y
[32]). Por otro lado, en el cap´ıtulo 4 daremos una caracterizacio´n alternativa de estos marcos
en te´rminos de ciertas propiedades geome´tricas que posee el nu´cleo sus operadores de s´ıntesis
y de los marcos duales escaleados.
3.3 Marcos de Gabor.
Comencemos motivando la definicio´n de esta clase de marcos, tan importantes en las apli-
caciones. Dada una sen˜al f(t), donde la variable t es interpretada como el tiempo, su
transformada de Fourier fˆ(ω) nos brinda informacio´n sobre las oscilaciones para cada fre-
cuencia ω. Uno de los problemas que surgen en la pra´ctica es que la transformada de Fourier
no nos dice que frecuencias aparecen en un determinado tiempo t0. El modo de superar
esta dificultad es mirar la sen˜al en un intervalo pequen˜o de tiempo y transformar Fourier
all´ı. Matema´ticamente hablando, esto significa multiplicar f(t) por una funcio´n g(t) que es
constante en un intervalo pequen˜o y luego decae ra´pidamente a cero. Dicha funcio´n g(t)
suele denominarse funcio´n de ventana. Si bien este proceso tiene sus limitaciones, nos
brinda una idea de las frecuencias que aparecen en un entorno de cierto t0. Para obtener
esta informacio´n sobre f en todo el eje temporal repetimos el proceso trasladando la funcio´n
de ventana. Esto conduce a la siguiente definicio´n
Definicio´n 3.3.1. Sea g ∈ L2(R) no nula. La transformada de Fourier de tiempo corto
de una funcio´n f ∈ L2(R) con respecto a la funcio´n de ventana g se define del siguiente modo:
Ψg(f)(y, ω) =
∫ ∞
−∞
f(x)g(x− y)e−2piixω dx y, ω ∈ R.
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La definicio´n anterior puede reformularse en te´rminos de los denominados operadores
de traslacio´n y de modulacio´n. Recordemos que, dado y ∈ R, el operador de translacio´n
Ty : L
2(R) → L2(R) se define como
(Tyf)(x) = f(x− y).
Por otro lado, dado ω ∈ R, el operador de modulacio´n Eω : L2(R) → L2(R) se define como
(Eωf)(x) = e
2piixωf(x)
Es un hecho bie´n conocido que estos operadores resultan unitarios, y si bien no conmutan
guardan la siguiente relacio´n:
Eω Ty = e
−2piiωy Ty Eω (3.6)
En te´rminos de estos operadores, Ψg(f)(y, ω) = 〈 f,EωTyg 〉.
Al igual que para la transformada de Fourier, existe una fo´rmula de inversio´n. Dadas
funciones g1, g2 ∈ L2(R) tales que 〈 g1, g2 〉 6= 0, entonces, para toda f ∈ L2(R)
f =
1
〈 g1, g2 〉
∫ ∞
−∞
∫ ∞
−∞
〈 f,EωTyg1 〉EωTyg2dωdy,
donde la integral debe interpretarse en cierto sentido de´bil que no precisaremos. En esta
instancia, uno podr´ıa preguntarse si es necesario tener como informacio´n Ψg(f)(y, ω) para
todo (y, ω) ∈ R2, o si basta conocer los valores que esta toma en, por ejemplo, cierto
reticulado de la forma aZ× bZ con a, b ∈ R+ no nulos. De esta pregunta surge la definicio´n
de los marcos de Gabor.
Definicio´n 3.3.2. Un marco de Gabor (regular) para L2(R) es un marco de la forma
{EmbTnag}n,m∈Z, donde a, b > 0 y g ∈ L2(R) es una funcio´n fija.
Estos marcos suelen llamarse tambie´n marcos de Weyl-Heisenberg debido a que el sub-
grupo de unitarios que generan Eb y Ta es una representacio´n del grupo que lleva ese nombre.
Por otro lado, cabe mencionar que los para´metros de los operadores de traslacio´n y modu-
lacio´n no tiene por que ser las coordenadas de un reticulado de la forma aZ × bZ. Ma´s
generalmente, uno puede buscar marcos de la forma {EbmTang}n,m∈Z con an, bm ∈ R, los
cuales son denominados marcos de Gabor irregulares. Dado que en este trabajo no con-
sideraremos tales marcos, cuando nos refiramos a marcos de Gabor, impl´ıcitamente nos
estaremos refiriendo a marcos de Gabor regulares.
Los marcos de Gabor han sido extensamente estudiados. En este trabajo nos interesa
solamente su relacio´n con los marcos de Riesz. Es por eso que, de la innumerable cantidad
de resultados sobre marcos de Gabor, nos limitaremos a citar el siguiente teorema extra´ıdo
de un trabajo de Linnell [89].
Teorema 3.3.3. Sea g ∈ L2(R) no nula y aZ × bZ un reticulado de R2 donde a, b > 0.
Entonces, para todo conjunto finito Λ ⊆ aZ× bZ el conjunto {EαTβg}(α,β)∈Λ es linealmente
independiente.
Recomendamos al lector interesado en los marcos de Gabor leer los trabajos de Heil
y Walnut [71] y de Daubechies, Grossman y Meyer [47], como asi tambie´n los libros de
Gro¨chenig [63] y de Christensen [38].
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3.4 Marcos con operador de s´ıntesis idempotente
Los marcos y las proyecciones esta´n relacionados de varias maneras. En esta seccio´n estudi-
aremos el teorema de extensio´n de Han and Larson [65] y una generalizacio´n del mismo.
En [65], Han and Larson caracterizaron los marcos de Parseval del siguiente modo:
Teorema 3.4.1 (Han and Larson). Una sucesio´n F = {fn}n∈N en un espacio de Hilbert
H es un marco de Parseval si y so´lo si existe un espacio de Hilbert K ⊇ H y una base
ortonormal B = {en}n∈N de K tal que
fn = PH en, n ∈ N,
donde PH ∈ L(K) es la proyeccio´n ortogonal sobre H.
A lo largo de esta seccio´n usaremos constantemente el siguiente hecho: si K es un espacio
de Hilbert, {en}n∈N una base ortonormal de K y T ∈ L(K,H) tal que Ten = fn para todo
n ∈ N, entonces las cotas del marco pueden caracterizarse como γ(T )2 y ‖T‖2. Ma´s au´n, el
exceso de F coincide con la dimensio´n del nu´cleo de T .
A continuacio´n estudiaremos la siguiente pregunta: dado un marco F = {fn}n∈N en H,
¿existe una extensio´n K de H, una base ortonormal {en}n∈N de K y una proyeccio´n oblicua
(i.e., no necesariamente ortogonal) Q ∈ L(K) tal que Qen = fn, n ∈ N?
Es claro que en general esto no va a ser cierto, pues existen al menos dos obstrucciones:
i. Toda proyeccio´n oblicua satisface γ(Q) ≥ 1, ya que
QQ∗ ≥ QPR(Q)Q∗ = PR(Q), R(QQ∗) = R(Q) y γ(PR(Q)) = 1
Por lo tanto, si existe una tal representacio´n de F , entonces las cotas del marco deben
satisfacer 1 ≤ A ≤ B.
ii. Au´n si las cotas del marco F satisfacen que 1 ≤ A ≤ B, la representacio´n puede no
existir si e(F) es finito. Por ejemplo, supongamos que F es una base de Riesz basis
y que fn = Qen para cierta proyeccio´n oblicua Q ∈ L(K) y cierta base ortonormal
B = {en}n∈N de K ⊇ H. Entonces, por lo antes dicho dim N(Q) = e(F) = 0. En
consecuencia K = H, Q = I y F = B. Esto significa que las bases ortonormales son la
u´nicas bases de Riesz que admiten este tipo de representacio´n.
El siguiente teorema completa, en algu´n sentido, los resultados de Casazza, Han y Larson
expuestos en [34, seccio´n 3].
Teorema 3.4.2. Sea F = {fn}n∈N un marco para cierto espacio de Hilbert de dimensio´n
infinita H, con cotas 1 ≤ A ≤ B. Denotemos K = H ⊕ `2. Entonces existe una proyeccio´n
oblicua Q ∈ L(K) con R(Q) = H⊕ {0} y un sistema ortonormal {bn}n∈N in K, tal que
fn ⊕ 0 = Q bn , n ∈ N .
Ma´s au´n, si e(F) = ∞, entonces la sucesio´n {bn}n∈N puede suponerse una base ortonormal
de K.
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Demostracio´n. Sea T el operador de s´ıntesis de F y V ∈ L(`2,H) un isomorfismo isome´trico
entre los subespacios `2 y H . Por hipo´tesis, TT ∗ ≥ AI ≥ I. Sea X = (TT ∗ − I)1/2V ∈
L(`2,H). Identificaremos H con H ⊕ {0}, i.e., . identificaremos fn ∼ fn ⊕ 0 ∈ K. Sea
T˜ : H → K el operador definido por T˜ x = Tx ⊕ 0. Entonces T˜ T˜ ∗ ∼
(
TT ∗ 0
0 0
)
∈ L(K).
Sea
Q =
(
IH X
0 0
) H
`2
∈ L(K).
Entonces, es claro que Q es una proyeccio´n con rango H⊕ 0. Ma´s au´n,
QQ∗ =
(
IH + XX
∗ 0
0 0
)
= T˜ T˜ ∗,
i.e., |Q∗| = |T˜ ∗|.
Consideremos la descomposicio´n polar (a derecha) T = |T ∗|U ; U ∈ L(H) es una isometr´ıa
partial espacio inicial N(T )⊥ y espacio final R(T ) = H. Definamos U˜ : H → K por medio
de
U˜x = UPN(T )⊥x⊕ PN(T )x, x ∈ H. (3.7)
Entonces, U˜ es una isometr´ıa y T˜ = |T˜ ∗|U˜ . La isometr´ıa parcial de la descomposicio´n polar
a derecha de Q puede extenderse a un operador unitario W sobre K, pues dim(N(Q)) =
dim(R(Q)⊥). Ma´s au´n, esto puede hacerse de modo que Q = |Q∗|W . Entonces
T˜ = |T˜ ∗|U = |Q∗|U = Q W ∗U.
Luego, si B = {en}n∈N,
fn = Ten ∼ Ten ⊕ 0 = T˜ en = Q(W ∗U˜en) = Qbn , n ∈ N,
donde {bn}n∈N = {W ∗U˜en}n∈N, el cual es claramente un sistema ortonormal en K.
Supongamos ahora que e(F) = dim N(T ) = ∞. Mostraremos que la isometria U˜ definida
en la ecuacio´n (3.7) puede cambiarse por un operador unitario de H sobre K, que sigue
satisfaciendo que T˜ = |T˜ ∗|U˜ . Para ello, tomemos
U˜x = UPN(T )⊥x⊕ Y PN(T )x, x ∈ H,
donde Y ∈ L(`2,H) es la isometr´ıa parcial con espacio inicial N(T ) y espacio final H. Se
tiene que U˜ mapea isome´tricamente N(T )⊥ sobre H ⊕ {0} y N(T ) sobre {0} ⊕ H. Luego,
la sucesio´n bn = W
∗U˜en, n ∈ N, resulta ser una base ortonormal de K. ¥
Observacio´n 3.4.3. Usando la notacio´n del Teorema 3.4.2, si K0 = gen {bn} y Q0 =
Q
∣∣
K0
, entonces parecer´ıa que es posible considerar bases ortonormales en vez de sistemas
ortonormales. No obstante, el Teorema 3.4.4 muestra que este argumento falla en general:
en efecto, H no esta´ necesariamente contenido en K0, en cuyo caso Q0 no es una proyeccio´n.
N
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Si e(F) <∞, se tiene el siguiente teorema:
Teorema 3.4.4. Sea F = {fn}n∈N un marco en H con cotas 1 ≤ A ≤ B, y supongamos que
e(F) <∞. Entonces, las siguientes condiciones son equivalentes:
1. Existe un espacio de Hilbert K tal que H ⊆ K, una proyeccio´n Q ∈ L(K), y una base
ortonormal B = {bn}n de K tal que fn = Qbn para todo n ∈ N.
2. Si T es el operador de s´ıntesis de F , entonces dim R(TT ∗ − IH) ≤ e(F).
Demostracio´n. Si la primer condicio´n se satisface, entonces e(F) = dim N(T ) = dim N(Q) =
dim(K ªH). Identificaremos K ªH con N(T ), y por lo tanto K con H ⊕ N(T ). Tambie´n
identificaremos H con H ⊕ {0}, en particular, fn ∼ fn ⊕ 0 ∈ K. Sea T˜ : H → K, dado por
T˜ x = Tx⊕ 0. Entonces T˜ T˜ ∗ ∼
(
TT ∗ 0
0 0
) H
N(T )
∈ L(K). Sea X ∈ L(N(T ),H) tal que
Q =
(
IH X
0 0
) H
N(T )
. Es fa´cil ver que:
T˜ T˜ ∗ = QQ∗ =
(
IH + XX
∗ 0
0 0
)
.
En consecuencia, TT ∗ − IH = XX∗, mientras que dim R(XX∗) ≤ dim R(X) ≤ dim N(T ).
Reciprocamente, si dim R(TT ∗−I) ≤ dim N(T ), consideremos, como en la demostracio´n
del Teorema 3.4.2, X = (TT ∗ − I)1/2 ∈ L(H)+. Notemos que dim N(X)⊥ = dim R(X) ≤
dim N(T ). Entonces existe una isometr´ıa parcial V : N(T )→ H con V V ∗ = PN(X)⊥ . Como
antes, usamos el espacio de Hilbert K = H ⊕ N(T ), y el operador T˜ ∈ L(H,K), dado por
T˜ x = Tx⊕ 0. Sea Y = XV ∈ L(N(T ),H), y
Q =
(
IH Y
0 0
) H
N(T )
∈ L(K).
Entonces Q2 = Q, R(Q) = H⊕ {0} y |Q∗| = |T˜ ∗|, pues Y Y ∗ = XV V ∗X∗ = XPN(X)⊥X∗ =
XX∗, luego
QQ∗ =
(
I + Y Y ∗ 0
0 0
)
=
(
I + XX∗ 0
0 0
)
= T˜ T˜ ∗.
El resto de la demostracio´n sigue las mismas ideas que la primer parte de la demostracio´n
del Teorema 3.4.2, pero tomando K = H ⊕ N(T ). Notemos que, en este caso, la isometr´ıa
U˜ definida en la ecuacio´n (3.7) resulta un operador unitario de H sobre K. Por lo tanto, si
W es el operador unitario considerado en la primer parte de la demostracio´n del Teorema
3.4.2, la sucesio´n bn = W
∗U˜en, n ∈ N, resulta ser una base ortonormal de K. ¥
Observacio´n 3.4.5. El Teorema 3.4.1 puede tambie´n ser generalizado reemplazando la
base ortonormal B = {ek}k∈N por una base de Riesz en K; de este modo, obtenemos mar-
cos arbitrarios (i.e., no necesariamente de Parseval). Un resultado equivalente a este fue
38 Cap´ıtulo 3. Marcos en espacios de Hilbert
demostrado por Han and Larson en [65] (Proposition 1.6). Desde nuestro punto de vista,
dicha generalizacio´n puede enunciarse del siguiente modo:
Una sucesio´n F = {fn}n∈N en un espacio de Hilbert H es un marco si y so´lo si existe un
espacio de Hilbert K ⊇ H y una base de Riesz {xk}k≥1 de K tal que fn = PH xn, n ∈ N.
Ma´s au´n, la base de Riesz puede elegirse de modo que posea la misma cota inferior que F ,
y que la sucesio´n (I − PH)xn, n ∈ N sea un marco ajustado para K ªH.
Por una cuestio´n de completitud, incluimos una demostracio´n alternativa de este resulta-
do: Supongamos que F es un marco. Sea T el operador de s´ıntesis de F y sea K = H⊕N(T ).
Identificaremos H con H ⊕ {0} ⊆ K, escribiendo x ∼ x ⊕ 0, para x ∈ H. Sea V : `2 7→ K
definido por:
V x = Tx⊕ αPN(T )x = TPN(T )⊥x⊕ αPN(T )x, x ∈ H,
donde α ∈ [ γ(T ), ‖T‖ ]. Como T (N(T )⊥) = R(T ) = H, se tiene que V es acotado, lineal
y biyectivo. Por ende, si B = {en}n∈N es la base cano´nica de `2 , entonces xn = V en es
una base de Riesz en K. Notemos que fn ∼ fn ⊕ 0 = PHxn, n ∈ N. Por el Teorema 3.4.1,
la sucesio´n (I − PH)xn = PN(T )en, n ∈ N es un marco de Parseval para N(T ) = K ª H.
Finalmente, γ(V ) = γ(T ) y ‖V ‖ = max{1, ‖T‖}. Por lo tanto, la cota inferior de {xn}n∈N
es la misma que la de F . La rec´ıproca es clara. N
Cap´ıtulo 4
Proyecciones A-autoadjuntas y marcos
de Riesz
En este cap´ıtulo estudiaremos cantidades de la forma:
sup
D∈Γ
‖PD,S‖
donde Γ es cierto subconjunto de L(H)+. Estas cantidades esta´n estrechamente vinculadas
con problemas de cuadrados mı´nimos y con cuestiones de programacio´n nu´merica. Si bien
en estos casos los espacios de Hilbert involucrados son finito dimensionales, extensiones
a espacios ma´s generales no so´lo pueden resultar u´tiles cuando el conjunto de datos es
muy numeroso y/o la dimensio´n de los mismos no esta acotada, sino que tambie´n, permite
crear un nuevo punto de contacto entre las proyecciones oblicuas y la teor´ıa de marcos.
Las herramientas claves que utilizaremos para realizar tales extensiones son la nocio´n de
compatibilidad, las proyecciones A-autoadjuntas y la nocio´n de a´ngulo entre subespacios.
4.1 Problemas de cuadrados mı´nimos y proyecciones
A-autoadjuntas.
Sea A una matriz de m × n (m > n) cuyas columnas son linealmente independientes, y
consideremos el sistema lineal
Ax = b.
Por las caracter´ısticas de la matriz A, este sistema resulta sobredeterminado y si b /∈ R(A)
claramente no tiene solucio´n. En este u´ltimo caso, se suele eligir un x de tal forma que
Ax este “cerca” de b, en algu´n sentido. Usualmente, esa nocio´n de cercan´ıa se escribe del
siguiente modo:
‖Ax− b‖ = min
z∈Cn
‖Az − b‖2. (4.1)
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Sin embargo, muchas veces es necesario reescalear el producto escalar, de modo que las
coordenadas de un vector dado respecto a la base cano´nica de Cm posean distintos pesos.
Este proceso se lleva a cabo perturbando el producto escalar por medio de un matriz diagonal
respecto a la base cano´nica D, positiva e inversible. El nuevo producto interno se define del
siguiente modo
〈x, y 〉D = 〈Dx, y 〉 .
Respecto a la norma que induce este producto interno, el problema de minimizacio´n (4.1) se
reescribe de la siguiente forma:
‖D1/2(AxD − b)‖ = min
z∈Cn
‖D1/2(Az − b)‖2. (4.2)
Se puede incluso perturbar el producto interno con matrices diagonales semidefinidas posi-
tivas, aunque en este caso pueden existir ma´s de una solucio´n del problema (4.2).
Un notable teorema de Ben-Tal y Teboulle establece que las soluciones xD se hallan todas
en la ca´psula convexa de ciertas soluciones singulares xI. Para enunciar precisamente este
resultado, necesitamos introducir cierta notacio´n.
Definicio´n 4.1.1. Sea A una matriz de m × n (m ≥ n). Dado un conjunto de ı´ndices
I = {α1, . . . , αn} (α1 < . . . < αn), por medio de AI representaremos a la submatriz de n×n
de A dada por:
AI = (Aαi,j)i,j
Ana´logamente, el vector bI denotara´ el vector de Cn dado por bI = (bα1 , . . . , bαn)
t. Al
conjunto de ı´ndices I tales que la matriz AI resulta inversible lo denotaremos por medio de
J(A).
Usando estas definiciones, el teorema de Ben-Tal y Teboulle puede escribirse del siguiente
modo:
Teorema 4.1.2. Sea A una matriz de m × n (m > n) cuyas columnas son linealmente
independientes y sea D una matriz de m ×m diagonal respecto a la base cano´nica de Cm,
positiva e inversible. Entonces, la solucio´n xD del problema de cuadrados mı´nimos
min
z∈Cn
‖D1/2(Az − b)‖2.
esta´ dada por:
xD =
∑
I∈J(A)
(
det(DI)| det(AI)|2∑
J∈J(A) det(DJ)| det(AJ)|2
)
x(I)
donde x(I) es la solucio´n del sistema (no singular) reducido AI x = bI .
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Por otra parte, de la teor´ıa de inversas generalizadas, es bien sabido que la solucio´n del
problema (4.2) esta´ dada por
xD = (A
∗DA)−1A∗Db = (D1/2A)†D1/2b,
mientras que la solucio´n del sistema reducido AI x = bI puede escribirse del siguiente modo:
xI = (QIA)
†QIb,
donde QI denota la proyeccio´n ortogonal al subespacios generado por los ei con i ∈ I. Es
fa´cil ver que las matrices
A(A∗DA)−1A∗D y A(QIA)
†QI
corresponden a proyecciones sobre el rango de la matriz A. En relacio´n con la proyeccio´n
PD = A(A
∗DA)−1A∗D, un an˜o antes que apareciera el trabajo de Ben-Tal y Teboulle,
Stewart [113] demostro´ que:
MA = sup{‖A(A∗DA)−1A∗D‖ : D ∈ D+m} <∞. (4.3)
donde D+m representa el conjunto de todas la matrices positivas, inversibles y diagonales
respecto a la base cano´nica. Este resultado, a partir del Teorema 4.1.2, resulta muy sencillo
de probar. En efecto, una mirada cuidadosa al Teorema de Ben-Tal y Teboulle revela que
los coeficientes que aparecen en la la combinacio´n convexa no dependen del vector b, sino
que so´lo depende de las matrices D y A. Luego, uno puede deducir el siguiente resultado:
Proposicio´n 4.1.3. Sea A una matriz de m× n (m > n) cuyas columnas son linealmente
independientes y sea D una matriz de m ×m diagonal respecto a la base cano´nica de Cm,
positiva e inversible. Entonces,
A(A∗DA)−1A∗D =
∑
Q∈J(A)
(
det(DQ)| det(AQ)|2∑
P∈J(A) det(DP )| det(AP )|2
)
A(QA)−1Q.
En particular, PD ∈ co
{
A(QA)−1Q : Q ∈ J(A)}.
Corolario 4.1.4. Bajo las hipo´tesis de la Proposicio´n anterior,
MA ≤ max
I∈J(A)
‖A(QA)−1Q‖ <∞.
El resto de esta seccio´n estara´ destinada a reescribir estos resultados en te´rminos de
proyecciones A-autoadjuntas y complementar los resultados antes mencionados. El principal
objetivo de esto es enmarcar estos resultados en un contexto que pueda generalizarse a
espacios de dimensio´n infinita, lo cual se hara´ en la siguiente seccio´n. A lo largo de esta
seccio´n Dm denotara´ el a´lgebra abeliana de matrices diagonales (respecto a la base cano´nica),
P(Dm) el conjunto de proyecciones en Dm y recordemos que por medio de D+m denota´bamos
al cono de matrices positivas de Dm y que dado I ∈ J(A), por medio de QI denotamos a la
proyeccio´n de P(Dm) tal que (QI)ii = 1 si y so´lo si i ∈ I. Recordemos tambie´n la siguiente
definicio´n:
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Definicio´n 4.1.5 ( Dixmier [49]). Dos subespacios S T de un espacio de Hilbert H esta´n
en posicio´n P’ si T ⊥ ∩ S = T ∩ S⊥ = {0}. En tal caso, escribiremos S Y T .
Proposicio´n 4.1.6. Sea A una matriz de m× n (m > n) cuyas columnas son linealmente
independientes, D ∈ D+m y sea Q ∈ P(Dm). Entonces:
1. PD, R(A) = A(A
∗DA)−1A∗D.
2. I ∈ J(A) si y so´lo si R(QI) Y R(A).
3. Si R(Q) Y R(A) entonces PQ, R(A) = A(QA)
−1Q.
Demostracio´n.
1. Basta notar que D(A(A∗DA)−1A∗D) es autoadjunto, pues al ser D inversible, existe
una u´nica proyeccio´n D-autoadjunta.
2. Por definicio´n de J(A), I ∈ J(A) si y so´lo si QA : Cn → R(Q) es biyectivo, lo cual
es equivalente a que tanto QA : Cn → R(Q) como A∗Q : R(Q) → Cn sean inyectivos.
Pero QA : Cn → R(Q) es inyectivo si y so´lo si R(A) ∩ N(Q) = {0}, y ana´logamente,
A∗Q : R(Q) → Cn es inyectivo si y so´lo si R(Q) ∩ R(A)⊥ = R(Q) ∩N(A∗) = {0}. En
consecuencia, I ∈ J(A) si y solamente si R(Q) Y R(A).
3. Claramente, A(QA)−1Q es una proyeccio´n cuyo rango es R(A) y cuyo nu´cleo es N(Q).
Por otro lado, por definicio´n R(PQ, R(A)) = R(A), y por el Teorema 2.3.7
N(PQ, R(A)) = Q
−1(R(A)⊥)ª (N(Q) ∩R(A)) = N(Q).
Luego A(QA)−1Q = PQ, R(A).
¥
Usando la Proposicio´n 4.1.6, la Proposicio´n 4.1.3 puede reescribirse del siguiente modo:
Teorema 4.1.7. Sea S un subespacio de Cm y sea D ∈ D+m. Entonces
PD,S ∈ co{PQ,S : Q ∈ P(Dm) y R(Q) Y S}. (4.4)
En particular,
sup
D∈D+m
‖PD,S‖ ≤ max
{
‖PQ,S‖ : Q ∈ P(Dm) : R(Q) Y S
}
. (4.5)
Observacio´n 4.1.8. La desigualdad (4.5) es en realidad una igualdad. Este hecho fue
demostrado por el mismo Stewart y tambie´n es una consecuencia de la siguiente Proposicio´n.
Es importante destacar que si uno no se restringe a matrices diagonales, el supremo de las
normas de los PA,S no esta´ acotado, au´n cuando A sea inversible. De aqu´ı la importancia
del resultado obtenido por Stewart. N
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Proposicio´n 4.1.9. Sea S un subespacio de Cm y denotemos por medio de D+0,m al conjunto
de matrices diagonales, semidefinidas positivas de m×m. Entonces
sup
D∈D+m
‖PD,S‖ = sup
D∈D+0,m
‖PD,S‖. (4.6)
Demostracio´n. Sea D ∈ D+0,n y consideremos la sucesio´n de matrices positivas e inversibles
{Dk}k≥1 definidas por:
Dk = D +
1
k
I.
Si N = S ∩N(D), entonces
D =
 A 0 B0 0 0
B∗ 0 C
 S ªNN
S⊥
and Dk =
A + 1kI 0 B0 1
k
I 0
B∗ 0 C + 1
k
I
 S ªNN
S⊥
,
donde A, y por lo tanto A +
1
k
I son inversibles. Luego, por el Teorema 2.3.7,
PDk,S =
I 0 (A + 1kI)−1B0 I 0
0 0 0
 and PD,S =
I 0 A−1B0 I 0
0 0 0
 .
En consecuencia obtenemos
‖PD,S‖ = lim
k→∞
‖PDk,S‖ ≤ sup
D′∈D+m
‖PD′,S‖
lo cual prueba una desigualdad. La otra es consecuencia de (4.5). ¥
Corolario 4.1.10. Sea S un subespacio de Cm. Entonces
sup
D∈D+m
‖PD,S‖ = max
{
‖PQ,S‖ : Q ∈ P(Dn) : R(Q) Y S
}
. (4.7)
Observacio´n 4.1.11. En su trabajo, Stewart observo´ que si U es una matriz de m × n
cuyas columnas forman una base ortonormal del R(A) y mI denota el menor valor singular
de la submatriz UI , entonces:
M−1A ≤ min{mI : I ⊆ {1, . . . ,m} y |I| = n}. (4.8)
Ma´s au´n, Stewart conjeturo´ que val´ıa la igualdad en (4.8), lo cual fue demostrado pos-
teriormente por O’Leary. Veamos como esta igualdad se deduce a partir de los resulta-
dos anteriores. Comencemos notando que por el Teorema 4.1.9, el ma´ximo en (4.7) puede
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tomarse tanto sobre todas las proyecciones en posicio´n P’ con S(= R(A)) como sobre todas
la proyecciones diagonales cuyo rango tiene dimensio´n n. Luego,
MA = sup
D∈D+n
‖PD,S‖ = max
{
‖PQI ,S‖ : I ⊆ {1, . . . ,m} y |I| = n
}
Fijemos I ⊆ {1, . . . , n} tal que |I| = n. Por la Proposicio´n 2.3.9 y el Lema el Lema 1.4.7
‖PQI ,S‖−1 = s [S, N(QI) ] = γ(QIU)
Pero, mI = γ(QIU). En consecuencia, ‖PQI ,S‖−1 = mI , y por lo tanto
M−1A = min
{
‖PQI ,S‖−1 : I ⊆ {1, . . . ,m} y |I| = n
}
= min
{
mI : I ⊆ {1, . . . ,m} y |I| = n
}
.
N
Para finalizar, demostraremos un resultado de Gonzaga y Lara [62] usando las te´cnicas
de proyecciones A-autoadjuntas.
Proposicio´n 4.1.12. Sea A una matriz de m × n cuyas columnas forman una base de un
subespacio propio S de Cm y sea Z otra matriz de m× (m− n) cuyas columnas forman una
base de S⊥. Entonces,
MA = sup{‖A(A∗DA)−1A∗D‖ : D ∈ D+m} = sup{‖Z(Z∗DZ)−1Z∗D‖ : D ∈ D+m} = MZ
Demostracio´n. Fijemos D ∈ D+m y recordemos que PD,S = A(A∗DA)−1A∗D. Como PD,S es
D-autoadjunta, DPD,S = (PD,S)
∗D. Luego, es fa´cil ver que I−(PD,S)∗ es D−1-autoadjunta.
Ma´s au´n, R(I− (PD,S)∗) = S⊥ y N(I− (PD,S)∗) = N(PD,S)⊥ = (D(S)⊥)⊥ = D(S), que son
precisamente el rango y el nu´cleo de Z(Z∗DZ)−1Z∗D, como facilmente se puede comprobar.
En consecuencia, I − (PD,S)∗ = Z(Z∗DZ)−1Z∗D, y por lo tanto
‖A(A∗DA)−1A∗D‖ = ‖PD,S‖ = ‖I − (PD,S)∗‖ = ‖Z(Z∗DZ)−1Z∗D‖.
Finalmente, como la inversio´n es una biyeccio´n de D+m en si mismo, la proposicio´n queda
demostrada. ¥
4.2 Proyecciones escaleadas en espacios de dimensio´n
infinita.
SeaH un espacio de Hilbert separable. A lo largo de de esta seccio´n, estudiaremos cantidades
del tipo
sup
D∈Γ
‖PD, A‖,
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donde Γ denota algu´n subconjunto de L(H)+. Ma´s precisamente, fijemos una base ortonor-
mal B = {en}n∈N del espacio de Hilbert H, y sea D el a´lgebra abeliana de todos los op-
eradores diagonales con respecto a B, i.e. C ∈ L(H) pertenece a D si existe una sucesio´n
acotada de nu´meros complejos {cn}n∈N tal que Cen = cnen (n ∈ N). Los subconjuntos Γ que
consideraremos sera´n los siguientes:
1. D+, el conjunto de elementos positivos e inversibles en D (i.e. todos los λn > ε, para
algu´n ε > 0),
2. P(D), el conjunto de las proyecciones en D (i.e. λn = 0 o 1),
3. P0(D), el conjunto de elementos en P(D) con rango finito,
4. P0,S⊥(D), el conjunto de elementos Q ∈ P0(D) tales que R(Q) ∩ S⊥ = {0},
A diferencia de lo que ocurre en espacios de dimensio´n finita estos supremos pueden no
ser finitos, aun cuando el subespacio S sea finito dimensional. En tal sentido, el siguiente
ejemplo es contundente:
Ejemplo 4.2.1. Sea S el subespacio generado por x =
∞∑
n=1
2−n/2en. Luego, es fa´cil ver que
PD,S(·) = 1‖D1/2(x)‖2 〈 ·, Dx 〉 x =
1
‖D1/2(x)‖2
(
x¯Dx).
En efecto, una cuenta bastante simple muestra que el operador de la derecha es idempotente;
por otro lado, D (x¯Dx) = Dx¯Dx es un mu´ltiplo de la proyeccio´n ortonormal sobre el
subespacio generado por Dx. Fijado n ≥ 1, tomemos una sucesio´n de operadores {Dk}k∈N
en D+ tales que sus autovalores convergen uniformemente a cero, salvo el correspondiente al
autovector en que se mantiene constantemente igual a uno. No es dif´ıcil ver que en tal caso
sup
k∈N
‖PDk,S‖ = 2n,
lo cual muestra que supD∈D+ ‖PD,S‖ = ∞. N
Esto motiva la siguiente definicio´n:
Definicio´n 4.2.2. Un subespacio S de H se dice compatible con respecto a B (o B-
compatible) si es cerrado y se verifica la siguiente desigualdad:
sup
D∈D+
‖PD,S‖ <∞. (4.9)
En esta seccio´n mostraremos que la B-compatibilidad de un subespacio S es equivalente
a que supD∈Γ ‖PD,S‖ sea finito, donde Γ denota alguno de los subconjuntos de operadores
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diagonales mencionados anteriormente. Comenzaremos demostrando que un subespacio S
es B-compatible si y so´lo si el par (Q,S) es compatible para cada Q ∈ P(D) y adema´s
sup
Q∈P(D)
‖PQ, A‖ <∞.
Esto nos ayudara´ a obtener caracterizaciones alternativas de la B-compatibilidad en te´rminos
de a´ngulos entre subespacios y de propiedades de aproximacio´n finita que estos subespacios
poseen. Luego, daremos una versio´n del teorema de Ben-Tal y Teboule para subespacios
B-compatibles, que finalmente nos permitira´ demostrar que un subespacio es B-compatible
si y so´lo si supQ∈P
0,S⊥
(D) ‖PQ,S‖ es finito.
A lo largo de esta seccio´n B = {en}n∈N denotara´ una base ortonormal de H, mientras
que S denotara´ un subespacio cerrado de dicho espacio de Hilbert. Para cada I ⊆ N,
HI = gen {ei : i ∈ I} y QI denotara´ la proyeccio´n ortogonal sobre HI . En particular, si
n ∈ N, Hn = gen {e1, . . . , en} y Qn es la proyeccio´n ortogonal sobre Hn. Por otro lado
SI = S ∩HI (resp. Sn = S ∩ Hn). Comencemos con la siguiente definicio´n:
Definicio´n 4.2.3. Si S es compatible con toda proyeccio´n diagonal, entoces definimos la
cantidad K[S,D] del siguiente modo:
K[S,D] = sup
Q∈P(D)
‖PQ,S‖ .
En caso de que el par (Q,S) no sea compatible para alguna proyeccio´n Q ∈ P(D) definimos
K[S,D] = ∞.
A continuacio´n demostraremos la equivalencia entre la B-compatibilidad de S y la condi-
cio´n K[S,D] <∞. Ma´s au´n, demostraremos que
K[S,D] = sup
Q∈P(D)
‖PQ,S‖ = sup
D∈D+
‖PD,S‖.
Comenzaremos por la parte ma´s sencilla:
Proposicio´n 4.2.4. Supongamos que S es B-compatible. Entonces (Q,S) es compatible
para todo Q ∈ P(D) y adema´s:
K[S,D] = sup
Q∈P(D)
‖PQ,S‖ ≤ sup
D∈D+
‖PD,S‖.
Demostracio´n. So´lo demostraremos que dada Q ∈ P(D), entonces el par (Q,S) es compati-
ble. El resto de la demostracio´n sigue esencialmente las mismas lineas que la demostracio´n
de la Proposicio´n 4.1.9. Fijemos Q ∈ P(D) y definamos la sucesio´n {Dk}k≥1 de operadores
positivos e inversibles del siguiente modo: Dk = Q+
1
k
I. Como Dk es invertible, la proyeccio´n
PDk,S esta´ bien definida. Ma´s au´n, por hipo´tesis, sabemos que
sup
k≥1
‖PDk,S‖ <∞.
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Por lo tanto, la sucesio´n {PDk,S} posee un punto l´ımite P respecto a la topolog´ıa de´bil
de operadores, pues la bola unitaria de L(H) es compacta respecto a la topolog´ıa de´bil de
operadores (ver Teorema 1.1.7). Adema´s, como el espacio H es separable, la mencionada
topolog´ıa es metrizable en la bola. Luego, podemos suponer que PDk,S
WOT−−−→
n→∞
P . De no ser
as´ı, existe una subsucesio´n de {PDk,S}k∈N la cual converge, y utilizamos dicha subsucesio´n.
Demostraremos que P ∈ P(Q, S), es decir, P 2 = P , R(P ) = S y QP = P ∗Q. Las
primeras dos condiciones surgen de hecho de que para todo k ∈ N,
PDk,S =
(
1 Xk
0 0
) S
S⊥ , luego P =
(
1 X
0 0
) S
S⊥ ,
donde X es el l´ımite de´bil de la sucesio´n Xk = PSDk(1 − PS). Por otro lado, para cada
k ∈ N,
DkPDk,S = P
∗
Dk,S
Dk .
Un simple argumente del tipo ε/2 muestra que DkPDk,S
WOT−−−→
n→∞
QP , por ende, tomando
l´ımite en la identidad recientemente mencionada y usando el hecho de que la involucio´n es
continua respecto a la topolog´ıa de´bil de operadores, resulta que QP = P ∗Q. ¥
Para demostrar la rec´ıproca, es necesario probar antes algunos lemas.
Lema 4.2.5. Sea {In}n∈N una sucesio´n creciente de subconjuntos de N tales que su unio´n
es todo el conjunto de nu´meros naturales. Supongamos que S satisface
c := sup {c [S, HIn ] : n ∈ N} < 1, (4.10)
entonces
∞⋃
n=1
SIn es densa en S.
Demostracio´n. Comencemos notando que es equivalente demostrar que:
PS ∧QIn
SOT
↗
n→∞
PS .
Sea x ∈ H un vector unitario y sea ε > 0. Tomemos k ∈ N tal que c2k−1 ≤ ε
2
. Por la
Proposicio´n 1.2.8, para todo n ≥ 1∥∥∥(PSQIn)k − PS ∧QIn∥∥∥ ≤ ε2 .
Por otro lado, como QInPS
SOT−−−→
n→∞
PS y la funcio´n f(x) = x
k es continua respecto a la
topolog´ıa fuerte de operadores en conjuntos acotados por la Proposicio´n 1.1.12, existe n0 ≥ 1
tal que, para todo n ≥ n0, ∥∥∥[(QInPS)k − PS] x∥∥∥ < ε2 .
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Entonces, para n ≥ n0,
‖(PS − PS ∧QIn) x‖ ≤
∥∥∥[PS − (PSQIn)k] x∥∥∥+ ∥∥∥((PSQIn)k − PS ∧QIn) x∥∥∥ < ε .
¥
Lema 4.2.6. Si S esta´ incluido en algu´n Hn, entonces S es B-compatible. Ma´s au´n
{PD,S : D ∈ D+} ⊆ co{PQ,S : Q ∈ P(D), Q ≤ Qn y R(Q) Y S}.
En particular,
sup
D∈D+
‖PD,S‖ ≤ sup{‖PQ,S‖ : Q ∈ P(D), Q ≤ Qn y R(Q) Y S} = K [S, D ] .
Demostracio´n. Dado D ∈ D, D ≥ 0, el subespacio Hn reduce a D. Luego, la descomposicio´n
matricial de D inducida por Hn tiene la siguiente forma:
D =
(
D1 0
0 D2
) Hn
H⊥n .
Ma´s au´n, por la Proposicio´n 2.3.10,
PD,S =
(
PD1,S 0
0 0
) Hn
H⊥n , (4.11)
donde PD1,S esta´ siendo considerado como un operador de L(Hn). Como dimHn <∞, S es
B-compatible. El resto de las afirmaciones son consecuencias de la Proposicio´n 4.1.7. ¥
Lema 4.2.7. Dado n ∈ N, entonces:
K [Sn, D ] = sup
Q∈P(D)
‖PQ,Sn‖ ≤ sup
Q∈P(D)
‖PQ,S‖ = K[S,D]
Demostracio´n. Usando el Lema 4.2.6 se tiene que:
K [Sn, D ] = sup{‖PQ,Sn‖ : Q ∈ P(D), Q ≤ Qn and R(Q) Y Sn}.
Luego, basta probar la desigualdad para cada Q ∈ P(D) tal que R(Q) Y Sn y Q ≤ Qn. Sea
una Q as´ı, y consideremos Q̂ = Q + (1−Qn) ∈ P(D). Entonces N(Q̂) = N(Q) ∩R(Qn), y
c [ N(Q), Sn ] = sup{ | 〈 x, y 〉 | : x ∈ N(Q), y ∈ Sn y ‖x‖ = ‖y‖ = 1}
= sup{ | 〈 x, y 〉 | : x ∈ N(Q) ∩R(Qn), y ∈ Sn y ‖x‖ = ‖y‖ = 1}
≤ sup{ | 〈 x, y 〉 | : x ∈ N(Q) ∩R(Qn), y ∈ S y ‖x‖ = ‖y‖ = 1}
= sup{ | 〈 x, y 〉 | : x ∈ N(Q̂), y ∈ S y ‖x‖ = ‖y‖ = 1}
= c
[
N(Q̂), S
]
.
Por lo tanto, usando la Proposicio´n 2.3.9, obtenemos
‖PQ,Sn‖ = s [ N(Q), Sn ]−1 ≤ s [ N(Q), S ]−1 = s
[
N(Q̂), S
]−1
= ‖PQ̂,S‖,
tal como quer´ıamos demostrar. ¥
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Observacio´n 4.2.8. Por la Proposicio´n 2.3.9, sabemos que ‖PQ,S‖ = (1−c [ N(Q), S ]2)−1/2.
Luego, como Q −→ (1−Q) establece una biyeccio´n en el conjunto P(D), se tiene que:
K[Sn,D] ≤ sup
Q∈P(D)
(1− c [ N(Q), S ]2)−1/2 = sup
Q∈P(D)
(1− c [ R(Q), S ]2)−1/2.
Ma´s au´n, el supremo de puede tomar so´lo sobre las proyecciones del conjunto P0(D). En
efecto, una cuidadosa inspeccio´n de la demostracio´n del lema anterior muestra que, con la
notacio´n all´ı empleada, basta considerar las proyecciones E = 1− Q̂. N
Ahora s´ı estamos en condiciones de probar la rec´ıproca:
Proposicio´n 4.2.9. Si K[S,D] <∞, entonces, S es B-compatible. Ma´s au´n
sup
D∈D+
‖PD,S‖ = sup
Q∈P(D)
‖PQ,S‖ = K[S,D].
Demostracio´n. Sea D ∈ D+. Recordemos que ‖ · ‖D denota la norma definida por x →
‖D1/2x‖. Como D es inversible, ‖ · ‖D es equivalente a ‖ · ‖; por ende, la unio´n de los
subespacios Sn es densa en S con respecto a ambas normas ‖ · ‖D y ‖ · ‖. Como PD,S (resp.
PD,Sn) es la proyeccio´n D-ortogonal sobre el subespacio S (resp. Sn), entonces, para todo
vector unitario x ∈ H
‖(PD,Sn − PD,S) x‖D −−−→
n→∞
0.
Usando nuevamente la equivalencia entre las normas ‖ · ‖D y ‖ · ‖, obtenemos que:
‖(PD,Sn − PD,S) x‖ −−−→
n→∞
0. (4.12)
Ahora bien, fijemos un vector unitario x ∈ H. Juntando el Lema 4.2.7 y el Lema 4.2.6,
resulta que:
‖PD,Sn x‖ ≤ ‖PD,Sn‖ ≤ K[Sn,D] ≤ K[S,D].
Luego,
‖PD,S x‖ = lim
n→∞
‖PD,Sn x‖ ≤ K[S,D],
lo cual implica que ‖PD,S‖ ≤ K[S,D]. Finalmente, como D es arbitario, la proposicio´n
queda demostrada. ¥
Caracterizaciones alternativas de la B-compatibilidad
Como consecuencia de las Proposiciones 4.2.4 y 4.2.9 y de los lemas utilizados para demostrar
esta u´ltima, obtenemos las siguientes caracterizaciones de la B-compatibilidad. La primera
de ellas es en te´rminos de a´ngulos entre subespacios.
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Proposicio´n 4.2.10. Son equivalentes:
1. S is B-compatible;
2. sup
{
c [S, R(Q) ] : Q ∈ P(D)} < 1
3. sup
{
c [S, R(Q) ] : Q ∈ P0(D)
}
< 1;
4. sup
{
c [S, R(Q) ] : Q ∈ P0(D) y R(Q) ∩ S = {0}
}
< 1.
Demostracio´n. Por las Proposiciones 4.2.4 y 4.2.9, sabemos S es B-compatible si y so´lo si
K[S,D] < ∞. Recordemos, por otra parte, que la Proposicio´n 2.3.9 establece la siguiente
identidad:
‖PQ,S‖ =
(
1− c [ N(Q), S ]2 )−1/2.
Luego, claramente K[S,D] <∞ si y so´lo si sup {c [S, R(Q) ] : Q ∈ P(D)} < 1.
Para probar las otras equivalencias, llamemos
C = sup
Q∈P(D)
c [S, R(Q) ] , C0 = sup
Q∈P0(D)
c [S, R(Q) ] y C0,S = sup
Q∈P0,S(D)
c [S, R(Q) ] .
Demostraremos que C = C0 = C0,S. Claramente C0,S ≤ C0 ≤ C. Para probar que C0 ≤ C0,S,
sea P la proyeccio´n ortogonal sobre S⊥. Dada Q ∈ P0(D) existe E ∈ P0,S(D) tal que E ≤ Q
y R(TQ) = R(TE). Luego, usando la Proposicio´n 1.4.7, resulta
s [S, R(E) ]2 = γ(PE)2 = γ(PEP ∗) ≤ γ(PQP ∗) = γ(PQ)2 = s [S, R(Q) ]2 .
Por lo tanto c [S, R(Q) ] ≤ c [S, R(E) ] , y en consecuencia C0 ≤ C0,S.
Supongamos ahora que C0 < 1 (si C0 = 1 no hay nada que probar). Como hemos notado
en la observacio´n 4.2.8,
sup
Q∈P(D)
‖PQ,Sn‖ ≤ (1− C20)−1/2 <∞ ∀n ∈ N.
Por otro lado, dado que se cumplen sus hipo´tesis, el Lema 4.2.5 nos asegura que
∞⋃
n=1
Sn es
densa en S. Luego, siguiendo la demostracio´n de la Proposicio´n 4.2.9 resulta que
sup
D∈D+
‖PD,S‖ ≤ (1− C20)−1/2.
Finalmente, de la Proposicio´n 4.2.4 y la identidad ‖PQ,S‖ =
(
1 − c [ N(Q), S ]2 )−1/2, se
obtiene que C ≤ C0. ¥
Proposicio´n 4.2.11. Son equivalentes:
1. S is B-compatible;
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2. a.
∞⋃
n=1
Sn es denso en S;
b. Existe M > 0 tal que K [Sn, D ] = sup
Q∈P(D)
‖PQ,Sn‖ ≤ M para todo n ∈ N.
Demostracio´n.
1 ⇒ 2. Por la proposicio´n anterior sup {c [S, R(Q) ] : Q ∈ P(D)} < 1. Luego, esta impli-
cacio´n es una consecuencia de los Lemas 4.2.5 y 4.2.7.
2 ⇒ 1. Fijemos D ∈ D+. El argumento utilizado en la Proposicio´n 4.2.9 permite demostrar
que ‖PD,S‖ ≤ M . ¥
Corolario 4.2.12. Sea S un subespacio de dimensio´n finita. Entonces, S es B-compatible
si y so´lo si existe n ∈ N tal que S ⊆ Hn.
Observaciones 4.2.13.
1. Como c [S, T ] = c [S⊥, T ⊥ ] para todo par de subespacios cerrados S y T , entonces
un subespacio S es B-compatible si y solamente si S⊥ es B-compatible. Ma´s au´n,
K[S,D] = K[S⊥,D] (Comparar esto con la Proposicio´n 4.1.12).
2. El hecho de que la compatiblidad de S con B implique que la unio´n de los Sn es densa en
S, de algu´n modo, muestra que la condicio´n de B-compatibilidad es bastante restrictiva.
No obstante, como veremos en la siguiente seccio´n, estos subespacios aparecen en las
aplicaciones. N
Teorema de Ben-Tal y Teboulle en espacios de dimensio´n infinita
A continuacio´n demostraremos una versio´n del teorema de Ben-Tal y Teboulle en espacios de
Hilbert para subespacios B-compatibles. Dado que la demostracio´n de la misma es larga y
bastante te´cnica, la divideremos en una serie de lemas. De aqu´ı hasta el final de esta seccio´n
supondremos que S es un subespacio (cerrado) B-compatible.
Teorema 4.2.14. Dado D ∈ D+, entonces
PD,S ∈ co{PQ,S : Q ∈ P0,S⊥(D)},
donde la clausura es respecto a la topolog´ıa fuerte de operadores.
Lema 4.2.15. Si P es la proyeccio´n ortogonal sobre S y Pn la proyeccio´n ortogonal sobre
Sn, entonces, existe una constante η > 0 tal que para todo Q ∈ P(D) y todo x ∈ H∥∥∥((PQP )† − (PnQPn)†)x∥∥∥ ≤ η ∥∥∥((P − Pn)(PQP )†)x∥∥∥+ ∥∥∥((P − Pn)(PQP )† 2)x∥∥∥ .
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Demostracio´n. Como R(PnQPn) ⊆ R(PQP ), por la Proposicio´n 1.3.7, se tiene que:
(PQP )† − (PnQPn)† ≤− (PnQPn)†
(
PnQPn − PQP
)
(PQP )†
+
(
I − (PnQPn)†(PnQPn)
)(
(PQP )− (PnQPn)
)
(PQP )† 2.
Usando el hecho de que S es B-compatible y el Lema 4.2.7, resulta que
‖(PnQPn)†‖ = γ(QPn)−2 = s [Sn, N(Q) ]−2 ≤ K [Sn, D ]−2 ≤ K [S, D ]−2 .
Por otro lado(
(PQP )− (PnQPn)
)
(PQP )† 2 =
(
PnQ(P − Pn) + (P − Pn)QP
)
(PQP )† 2
= PnQ
(
(P − Pn)
)
(PQP )† 2 + (P − Pn)(PQP )†,
(PnQPn)
†
(
PnQPn − PQP
)
(PQP )† = (PnQPn)
†Pn
(
PnQPn − PQP
)
(PQP )†
= (PnQPn)
† PnQ
(
Pn − P
)
(PQP )†.
En consecuencia, usando el hecho de que I − (PnQPn)†(PnQPn), P , Pn y Q son proyec-
ciones, y por lo tanto tienen norma igual a uno, obtenemos la siguiente acotacio´n:∥∥∥((PQP )† − (PnQPn)†)x∥∥∥ ≤(K [S, D ]−2 + 1)∥∥∥((P − Pn)(PQP )†)x∥∥∥
+
∥∥∥((P − Pn)(PQP )† 2)x∥∥∥ .
¥
Lema 4.2.16. Sea A ∈ L(H)+ y {Aα}α∈ Λ una red de operadores semidefinidos positivos
que converge al operador A. Supongamos que existe η > 0 tal que η ≤ γ(Aα) para todo
α ∈ Λ, y tambie´n η ≤ γ(A) Entonces, A†α SOT−−→
α
A†.
Demostracio´n.
1 2 3 4 5 6
0.2
0.4
0.6
0.8
1
Figura 4.1: Funcio´n h(x).
Sea h : R → R la funcio´n definida del siguiente modo:
h(x) =
{
x si x < 1
1
x
si x ≥ 1 ,
Luego, si f(x) = h(x/η), entonces A†α = f(Aα) para to-
do α ∈ Λ y f(A) = A†. Como la funcio´n f(x) satisface
las condiciones del Lema 1.1.12, resulta que A†α
SOT−−→
α
A†.
¥
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Lema 4.2.17. Dado x ∈ H y ε > 0, existe n0 = n0(ε) tal que si n ≥ n0
‖PQ,S − PQ,Sn‖ ≤ ε ∀Q ∈ P(D).
Demostracio´n. Al igual que en el lema anterior, llamemos P a la proyeccio´n ortogonal sobre
S y Pn a la proyeccio´n ortogonal sobre Sn. Fijemos por un instante la proyeccio´n Q. Como
c [ N(P ), R(Q) ] < 1, PQP tiene rango cerrado, y ana´logamente PnQPn tambie´n posee rango
cerrado. En tal caso, como hemos visto en la observacio´n 2.3.6
PQ,S = P + (PQP )
†PQ(1− P ) y PQ,Sn = Pn + (PnQPn)†PnQ(1− Pn).
Luego, dado x ∈ H
‖(PQ,SPQ,Sn)x‖ ≤ ‖(P − Pn)x‖+
∥∥∥((PQP )†Q(I − P )− (PnQPn)†Q(I − Pn))x∥∥∥
≤ ‖(P − Pn)x‖+
∥∥∥((PQP )† − (PnQPn)†)Q(I − P )x∥∥∥
+ ‖(PnQPn)†Q(P − Pn)x‖.
Como hemos visto en la demostracio´n del lema anterior, ‖(PnQPn)‖ ≤ K [S, D ]−2, por lo
tanto, si µ = (1 + K [S, D ]−2):
‖(PQ,S − PQ,Sn)x‖ ≤ ‖(P − Pn)x‖+
∥∥∥((PQP )†Q(I − P )− (PnQPn)†Q(I − Pn))x∥∥∥
≤ µ‖(P − Pn)x‖+
∥∥∥((PQP )† − (PnQPn)†)Q(I − P )x∥∥∥ ,
y por el lema anterior
≤ µ‖(P − Pn)x‖+ η
∥∥∥((P − Pn)(PQP )†)Q(I − P )x∥∥∥
+
∥∥∥((P − Pn)(PQP )† 2)Q(I − P )x∥∥∥ .
Claramente el primer te´rmino de esta u´ltima expresio´n no depende de Q, y tiende a cero
cuando n −→ ∞ (por el Lema 4.2.5). Luego, basta ver que los dos restantes tienden a
cero uniformemente respecto de Q. Para ello, consideremos el conjunto C = {0, 1}N de las
sucesiones de ceros y unos. Por el teorema de Tychonoff, este conjunto es compacto con la
topolog´ıa producto, la cual coincide con la topolog´ıa de convergencia “puntual” coordenada
a coordenada. Dado r ∈ C, sea Qr ∈ P(D) la proyeccio´n que en su diagonal posee la sucesio´n
r. Es fa´cil ver que si una red {rα}α∈Λ de C converge puntualmente a cierto r ∈ C, entonces
Qrα converge a Qr en la topolog´ıa fuerte de operadores. En consecuencia, si para cada n ∈ N
definimos las funciones fn : C → R+ y gn : C → R+ del siguiente modo:
fn(r) =
∥∥∥((P − Pn)(PQrP )†)Qr(I − P )x∥∥∥ y
gn(r) =
∥∥∥((P − Pn)(PQrP )† 2)Qr(I − P )x∥∥∥ ,
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dichas funciones resultan continuas. En efecto, si rα
p−→
α
r, entonces PQrαP
TFO−−→
α
PQrP ,
y como los γ(PQP ) esta´n acotados por debajo uniformemente para todo Q, por el Lema
4.2.16, resulta que (PQrαP )
† TFO−−→
α
(PQrP )
†. Finalmente, como el producto es conjuntamente
continuo, respecto a la topolog´ıa fuerte, en conjuntos acotados las funciones fn y gn son
continuas1.
Por otro lado, como P −Pn
SOT
↘
n→∞
0 por el Lema 4.2.5, las sucesiones de funciones {fn}n∈N
y {gn}n∈N son decrecientes y convergen puntualmente a cero. Luego, por el teorema de Dini,
tanto {fn}n∈N como {gn}n∈N convergen a cero uniformemente respecto a Q. ¥
Ahora tenemos todo para poder realizar la prueba del Teorema 4.2.14.
Demostracio´n del Teorema 4.2.14. Sea D ∈ D+. Recordemos que ‖ · ‖D denota la norma
definida por x → ‖D1/2x‖. Como D es inversible, ‖ · ‖D es equivalente a ‖ · ‖; por ende, la
unio´n de los subespacios Sn es densa en S con respecto a ambas normas ‖ · ‖D y ‖ · ‖. Como
PD,S (resp. PD,Sn ) es la proyeccio´n D-ortogonal sobre el subespacio S (resp. Sn), entonces,
para todo vector unitario x ∈ H
‖(PD,Sn − PD,S) x‖D −−−→
n→∞
0.
Usando nuevamente la equivalencia entre las normas ‖ · ‖D y ‖ · ‖, obtenemos que:
‖(PD,Sn − PD,S) x‖ −−−→
n→∞
0. (4.13)
Sea ε > 0. Por el Lema 4.2.17, existe un n0 ≥ 1 tal que para todo n ≥ n0
‖(PQ,S − PQ,Sn)x‖ ≤ ε/2
De acuerdo a (4.13) existe n1 ≥ n0 tal que para todo n ≥ n1
‖(PD,Sn − PD,S) x‖ ≤ ε/2.
Por la Proposicio´n 4.2.6, existe Q1, . . . , Qk ∈ P0,S⊥(D) tales que
PD,Sn =
k∑
j=1
αjPQj ,Sn .
con αj > 0 y α1 + . . . + αk = 1. Por lo tanto∥∥∥∥∥PD,S −
k∑
j=1
αjPQj ,S
∥∥∥∥∥ ≤ ‖(PD,Sn − PD,S) x‖+
∥∥∥∥∥
k∑
j=1
αjPQj ,Sn −
k∑
j=1
αjPQj ,S
∥∥∥∥∥
≤ ‖(PD,Sn − PD,S) x‖+
k∑
j=1
αj
∥∥PQj ,Sn − PQj ,S∥∥ ≤ ε.
lo cual muestra que PD,S se encuentra en la clausura respecto a la topolog´ıa fuerte de
operadores del conjunto {PQ,S : Q ∈ P0,S⊥(D)}. ¥
1Ma´s au´n, se puede probar que las familias {fn}n∈N y {gn}n∈N son equicontinuas.
4.3. Aplicaciones a la teor´ıa de marcos 55
Con esta versio´n del teorema de Ben-Tal Teboulle a mano, podemos probar finalmente
el siguiente teorema:
Teorema 4.2.18. Sea S un subespacio cerrado de H. Entonces
sup
D∈D+
‖PD,S‖ = sup
Q∈P(D)
‖PQ,S‖ = sup
Q∈P0(D)
‖PQ,S‖ = sup
Q∈P
0,S⊥
(D)
‖PQ,S‖.
En particular, estos supremos son finitos si y so´lo si S es B-compatible.
Demostracio´n. Las primera igualdad es consecuencia de las Proposiciones 4.2.4 y 4.2.9. Por
otro lado, claramente
sup
Q∈P(D)
‖PQ,S‖ ≥ sup
Q∈P0(D)
‖PQ,S‖ ≥ sup
Q∈P
0,S⊥
(D)
‖PQ,S‖.
En consecuencia, basta demostrar que supD∈D+ ‖PD,S‖ ≤ supQ∈P
0,S⊥
(D) ‖PQ,S‖. Pero ello es
consecuencia del Teorema 4.2.14, con lo cual la demostracio´n esta´ completa. ¥
4.3 Aplicaciones a la teor´ıa de marcos
La condicio´n de que un subespacio sea compatible con cierta base B es bastante restrictiva.
Sin embargo, como veremos en la Proposicio´n 4.3.1, los subespacios de codimensio´n infinita
de `2(N) compatibles con la base cano´nica son precisamente los nu´cleos de los operadores
de s´ıntesis de los marcos de Riesz. A partir de esta relacio´n, estudiaremos los marcos de
Riesz y los marcos de Riesz condicionados utilizando las te´cnicas desarrolladas en la seccio´n
anterior. Dado que en la teor´ıa de marcos hay letras que usualmente esta´ reservadas para
ciertos objetos, comenzaremos detallando la notacio´n que utilizaremos a lo largo de esta
subseccio´n. Por medio de B = {en}n∈N denotaremos a la base cano´nica de `2 = `2(N). Dado
I ⊆ N, entonces MI = gen {en : n ∈ I} y PI = PMI denotara´ la proyeccio´n ortogonal sobre
MI . En el caso particular de I = In := {1, 2, . . . , n}, escribiremos Mn en vez de MI . Dado
un subespacio cerrado N de `2, Nn = N ∩Mn, n ∈ N. Ana´logamente NI = N ∩MI , I ⊆ N.
Si F = {fn}n∈N es un marco para H, entonces FI = {fn}n∈I . Recordemos que FI es una
sucesio´n marco si es un marco para gen {FI}. Si FI es tambie´n un marco para H, entonces
diremos que es un submarco de F .
El primer resultado que consideraremos es una caracterizacio´n de los marcos de Riesz en
te´rminos de subespacios B-compatibles.
Proposicio´n 4.3.1. Sea F = {fn}n∈N un marco y T su operador de s´ıntesis. Si N = N(T ),
entonces, F es un marco de Riesz si y so´lo si el subespacio N es B-compatible.
Demostracio´n. En primer lugar, notemos que FI es una una sucesio´n marco si y so´lo si
R(TPI) es cerrado. Ma´s au´n, las cotas de la sucesio´n FI son γ(TPI)2 y ‖TPI‖2. Luego, la
definicio´n de marco de Riesz es equivalente a que existe un A > 0 tal que para todo I ∈ N
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A ≤ γ(TPI). Pero por la Proposicio´n , esto ocurre si y so´lo si existe existe una constante
c < 1 tal que
sup
I⊆N
c [N , MI ] < 1,
lo cual, por la Proposicio´n 4.2.10 dice que N es B-compatible. ¥
A partir de las distintas caracterizaciones de B-compatibilidad se pueden deducir las siguien-
tes para los marcos de Riesz.
Teorema 4.3.2. Sea F = {fn}n∈N un marco, T su operador de s´ıntesis y N = N(T ).
Entonces, son equivalentes:
1. F es un marco de Riesz.
2. N es B-compatible.
3. Existe una cota de marco inferior uniforme para toda sucesio´n marco finita y lineal-
mente independiente FJ , J ⊂ N.
4. Existe d > 0 tal que γ(TPJ) ≥ d, para todo J ∈ N finito y tal que N ∩MJ = {0}.
Demostracio´n. Si I es un subconjunto finito de N, entonces, MI ∩ N = {0} si y so´lo
si FI es linealmente independiente. Luego, las condiciones 3 y 4 son equivalentes. Por
las Proposiciones 1.4.5 y 4.2.10, tambie´n son equivalentes a que N es B-compatible. La
equivalencia entre las condiciones 1 y 2 fue establecida en la Proposicio´n 4.3.1. ¥
Siguiendo los mismos argumentos que los empleados en la demostracio´n de la Proposicio´n
4.3.1, se puede establecer la siguiente caracterizacio´n de los marcos de Riesz condicionados.
Proposicio´n 4.3.3. Sea F = {fn}n∈N un marco y N el nu´cleo de su operador de s´ıntesis.
Entonces F es un marco de Riesz condicionado si y so´lo si existe una sucesio´n creciente
{In} de subconjuntos finitos de N tal que⋃
n∈N
In = N y c = sup
n∈N
c [N , MIn ] < 1 , n ∈ N. (4.14)
Como corolario de esta proposicio´n y del Lema 4.2.5 se obtiene la siguiente condicio´n
necesaria para que un marco sea condicionado de Riesz:
Proposicio´n 4.3.4. Sea F un marco de Riesz condicionado y N el nu´cleo de su operador
de s´ıntesis. Entonces
cl
(
∞⋃
n=1
Nn
)
= N . (4.15)
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Corolario 4.3.5. Sea F un marco de Riesz condicionado, T su operador de s´ıntesis y su-
pongamos que dim N(T ) < ∞. Entonces, F es un marco de Riesz. Ma´s au´n, existe m ∈ N
tal que N(T ) ⊆Mm.
Demostracio´n. Sea N = N(T ). Por la Proposicio´n 4.3.4, N satisface (4.15). Como por
hipo´tesis dimN < ∞, entonces existe un m ∈ N tal que N = N(T ) ⊆ Mm. Luego, por
el Corolario 4.2.12, N es B-compatible, lo cual implica que F es un marco de Riesz por la
Proposicio´n 4.3.1. ¥
Corolario 4.3.6. Sea F = {fn}n∈N un marco de Riesz condicionado. Dado n ∈ N, sea
Sn el operador de marco de {fk}nk=1 y An la mı´nima de todas las cotas de marco inferiores
asociadas a las subsucesiones de {S−1/2n fk}nk=1. Si infn An > 0, entonces F es un marco de
Riesz.
Demostracio´n. Sea T el operador de s´ıntesis de F yN = N(T ). Para cada n ∈ N, sean Fn =
{fk}nk=1, Bn = {e1, . . . , en} y Pn = PMn . Notemos que TPn : Mn → gen {fk : k = 1, . . . , n}
puede ser considerado, mo´dulo un operador unitario, como el operador de s´ıntesis de Fn.
De este modo, se tiene que Sn = TPnT
∗. Notemos tambie´n que {S−1/2n fk}nk=1 es un marco
de Parseval, y N(TPn) = N(S
−1/2
n TPn) = N ∩Mn = Nn. Luego, por el Lema 1.4.7, si
J ⊂ {1, . . . , n}, la cota de marco inferior AJ de {S−1/2n fk}k∈J satisface AJ = 1−c [Mn, HJ ]2.
En consecuencia, usnado las Proposiciones 4.3.4 y 4.2.11, el corolario queda demostrado. ¥
Corolario 4.3.7. Sea F = {EmbTnag}n,m∈Z un marco de Gabor (regular) para L2(R). En-
tonces, F es un marco de Riesz condicionado si y so´lo si es una base de Riesz.
Demostracio´n. Claramente si F es una base de Riesz entonces es un marco de Riesz. Re-
c´ıprocamente, supongamos que F es un marco de Riesz condicionado. Entonces, por el
Corolario 4.3.4 se tiene que:
cl
(
∞⋃
n=1
Nn
)
= N .
donde N es el nu´cleo del operador de s´ıntesis de F . Como ya hemos notado en la de-
mostracio´n del Corolario 4.3.6,
Nn =
{
(α1, . . . , αn, 0, 0 . . . ) ∈Mn :
n∑
k=1
αk fk = 0
}
.
Recordemos por otro lado que, por el Teorema 3.3.3, los subconjuntos finitos de vectores de
F son linealmente independiente. Luego, Nn = {0} para todo n ∈ N, lo cual implica que
N = {0}. En consecuencia, F es una base de Riesz. ¥
En el corolario anterior hemos usado que si N es el nu´cleo del operador de s´ıntesis de un
marco de Riesz condicionado entonces:
cl
(
∞⋃
n=1
Nn
)
= N .
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Si bie´n, por distintas razones, uno podr´ıa pensar que esta condicio´n tambie´n es suficiente para
asegurar que el marco en cuestio´n es de Riesz condicionado, el siguiente ejemplo muestra que
esto no es as´ı. Basados en el hecho de que para todo subespacio cerrado de `2 de codimensio´n
infinita existe un marco F cuyo operador de s´ıntesis lo tiene como nu´cleo, en este ejemplo
simplemente exhibiremos un subespacio N que posee la propiedad de densidad pero para el
cual no existe ninguna sucesio´n creciente {In}n∈N de subconjuntos finitos de N cuya unio´n
sea N y tal que sup
n∈N
c [N , MIn ] < 1.
Ejemplo 4.3.8. Dado r > 1, definamos el siguiente sistema ortogonal
x1 = e1 − re2 + 1
r
e3 +
1
r2
e4 +
1
r3
e5 +
1
r4
e6
x2 = e5 − re6 + 1
r5
e7 +
1
r6
e8 +
1
r7
e9 +
1
r8
e10
...
xn = e4n−3 − re4n−2 + 1
r4n−3
e4n−1 +
1
r4n−2
e4n +
1
r4n−1
e4n+1 +
1
r4n
e4n+2.
Sea N el subespacio cerrado generado por {xn}n∈N. Por construccio´n,
⋃∞
n=1Nn es densa en
N . Ma´s au´n, {e4n−1 − re4n : n ∈ N} ⊂ N⊥, por ende dimN⊥ = ∞.
Sea {Jk}k∈N una sucesio´n creciente de subconjuntos finitos de N y tomemos 0 < ε < 1.
Como ‖xn‖2 ≤ 1 + r2 + 4
r8n−6
para todo n ∈ N, existe n0 ∈ N tal que
1− ε < 1 + r
2
‖xn‖2 ∀ n ≥ n0.
Notemos que, para y ∈ N e i ∈ N, si Mi = gen {e4i−3, e4i−2}, entonces
〈y, xi〉 = 0 ⇐⇒ PMiy = 0, (4.16)
pues PMixj 6= 0 si y so´lo si j = i. Sea k ∈ N tal que
j = max
{
i ∈ N : PMi(N ∩ SJk) 6= 0
}
≥ n0.
Por la ecuacio´n (4.16), xh ∈ (N∩SJk)⊥ para todo h > j. En particular, xj+1 ∈ Nª(N∩SJk)
y
1− ε < 1 + r
2
‖xj+1‖2 ≤
‖PJkxj+1‖2
‖xj+1‖2 ≤
〈
xj+1
‖xj+1‖ ,
PJkxj+1
‖PJkxj+1‖
〉
≤ c [N , SJk ]
Un argumento similar muestra que 1− ε ≤ c [N , SJm ], para cada m ≥ k. Esto implica que
lim inf
n→∞
c [N , SJn ] ≥ 1− ε. Finalmente, como ε es arbitrario, c [N , SJk ] −−−→
k→∞
1. N
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Marcos duales escaleados
Los marcos de Riesz tambie´n pueden se caracterizados en te´rminos de sus marcos duales
escaleados. Recordemos dado un marco F = {fn}n∈N para el subespacio W y dado un
subespacio M tal que H = W +˙M⊥, el marco dual (oblicuo) escaleado de F en M con la
propiedad de norma mı´nima relativa a ‖ · ‖D es aquel cuyo operador de ana´lisis es la inversa
generalizada asociada a la proyeccio´n sobre W paralela a M⊥ y a la proyeccio´n I −PD, N(T ).
A continuacio´n daremos una fo´rmula para dicho marco. Pero antes necesitamos el siguiente
lema:
Lema 4.3.9. Sea A ∈ L(`2,H) un operador con rango cerrado, y D ∈ D(`2). Entonces, el
operador χD(A) = D−1/2(AD−1/2)† es una inversa generalizada de A tal que χD(A)A es la
proyeccio´n D-autoadjunta sobre N(A)⊥D .
Demostracio´n. Como R(AD1/2) = R(A) se tiene:
A χD(A) A = PR(AD1/2)A = A,
χD(A) A χD(A) = D
−1/2(AD−1/2)†AD−1/2(AD−1/2)†
= D−1/2(AD−1/2)† = χD(A),
lo cual muestra que efectivamente χD(A) es una inversa generalizada de A. Por otro lado,
D
(
χD(A)A
)
= D1/2(AD−1/2)†A = D1/2
(
D−1/2A∗(ADA∗)†
)
A = A∗(ADA∗)†A.
En consecuencia D(χD(A)A) es autoadjunto y por lo tanto (χD(A)A) es una proyeccio´n
D-autoadjunta. Finalmente, claramente N
(
χD(A)A
)
= N(A) y por ende R
(
χD(A)A
)
=
N(A)⊥D . ¥
Proposicio´n 4.3.10. Sea F = {fn}n∈N un marco para el subespacio cerrado W ⊆ H, F su
operador de s´ıntesis y sea M⊆ H otro subespacio cerrado tal que H = W +˙M⊥. Entonces,
dado D ∈ D(`2), el marco dual oblicuo con la propiedad de norma mı´nima relativa a la
norma ‖ · ‖D tiene la siguiente forma:
G = {gn}n∈N = {B(D−1/2T ∗B)†D−1/2en}n∈N
donde B ∈ L(`2,H) es cualquier operador con rango M.
Demostracio´n. Fijemos B ∈ L(`2,H) con rango M y sea G = B(D−1/2F ∗B)†D−1/2. Clara-
mente G es un marco para M, pues, por la hipo´tesis sobre W y M, se tiene que
R
(
(D−1/2F ∗B)†D−1/2
)
= R
(
(D−1/2F ∗B)†
)
= N
(
D−1/2F ∗B
)⊥
= N(B)⊥.
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Luego, basta verificar que FG∗ es la proyeccio´n sobre W paralela a M y que G∗F es la
proyeccio´n D-autoadjunta sobre N(F )⊥D . Por un lado,
(FG∗)2 =
(
FD−1/2(B∗FD−1/2)†B∗
)2
= FD−1/2
(
(B∗FD−1/2)†(B∗FD−1/2)(B∗FD−1/2)†
)
B∗
= F
(
D−1/2(B∗FD−1/2)†B∗
)
= (FG∗),
lo cual muestra que FG∗ es una proyeccio´n. Como R(B∗FD−1/2) = R(B∗) y N(B∗FD−1/2) =
D1/2(N(F )), se tiene que
R
(
(B∗FD−1/2)†
)
=
[
D1/2(N(F ))
]⊥
= D−1/2(N(F )⊥) y
N
(
(B∗FD−1/2)†
)
= R(B∗)⊥ = N(B).
Luego,
R(G∗) = R(D−1/2(B∗FD−1/2)†B∗) = D−1(N(T )⊥) = N(T )⊥D , y
N(G∗) = R(D−1/2(B∗FD−1/2)†B∗) = N(B∗) = M⊥.
En consecuencia R(FG∗) = W y N(FG∗) = M.
Por otro lado, notemos que, con la notacio´n del Lema 4.3.9 ,G∗T = χD(B∗F )B∗F .
Luego, G∗T es una proyeccio´n D-autoadjunta y R(G∗T ) = N(B∗T )⊥D = N(T )⊥D , tal como
quer´ıamos ver. ¥
Para concluir, daremos la anunciada caracterizacio´n de los marcos de Riesz en te´rminos
de sus marcos duales escaleados.
Teorema 4.3.11. Sea F = {fn}n∈N un marco para el subespacio cerrado W ⊆ H, F su
operador de s´ıntesis, M otro subespacio cerrado de H tal que H = W +˙M⊥ y G = {gn}n∈N
un marco para M con operador de s´ıntesis B. Entonces, son equivalentes:
1. F es un marco de Riesz en W.
2. Existe una cota superior uniforme para todos los marcos duales escaleados de F en M
que minimizan las distintas normas ‖ · ‖D, es decir:
sup
D∈D(`2)
‖B(D−1/2F ∗B)†D−1/2‖ <∞ .
Demostracio´n. Fijemos D ∈ D(`2). Ya hemos probado en la Proposicio´n 4.3.10 que(
B(D−1/2F ∗B)†D−1/2
)∗
F = 1− PD, N(F ) .
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En consecuencia
‖B(D−1/2F ∗B)†D−1/2‖ ≤ ‖B‖ ‖(D−1/2F ∗B)†D−1/2‖
= ‖B‖ ‖(F ∗B)†(F ∗B)(D−1/2F ∗B)†D−1/2‖
≤ ‖B‖ ‖(F ∗B)†‖ ‖(F ∗B)(D−1/2F ∗B)†D−1/2‖
= ‖B‖ ‖(F ∗B)†‖ ‖1− PD, N(F )‖ ,
y
‖1− PD, N(F )‖ = ‖F ∗B(D−1/2F ∗B)†D−1/2‖ ≤ ‖F ∗‖ ‖B(D−1/2F ∗B)†D−1/2‖ .
Por lo tanto
sup
D∈D(`2)
‖B(D−1/2F ∗B)†D−1/2‖ <∞ ⇐⇒ sup
D∈D(`2)
‖1− PD, N(F )‖ <∞ ,
lo cual prueba la equivalencia. ¥
Cap´ıtulo 5
Manifestaciones de las proyecciones
A-autoadjuntas en la teor´ıa de
muestreo
El objetivo de este cap´ıtulo es mostrar de que manera las proyecciones A-autoadjuntas apare-
cen en los procesos de muestreo. Ba´sicamente, la teor´ıa de muestreo estudia la posibilidad de
reconstruir una sen˜al, que matema´ticamente es modelada por medio de una funcio´n, a trave´s
de una serie de mediciones de a misma, las cuales en el modelo matema´tico consisten en una
sucesio´n de nu´meros que esta´n relacionados con la sen˜al de algu´n modo. La teor´ıa moderna
de muestreo se origino´ a partir del trabajo de Shannon “ Communication in the presence
of noise” publicado en 1949 ([110]), y ha sido estudiada desde distintos puntos de vista.
En este cap´ıtulo nos concentraremos en los procesos de muestreo y reconstruccio´n lineales,
desde la perspectiva de la teor´ıa de operadores. Nuestro principal objetivo es mostrar como
las proyecciones A-autoadjuntas aparecen en tales procesos, y a partir de esto, por un lado
relacionar los modelos introducidos por Eldar y Werther [54] y Smale y Zhou [111]. Por otro
lado, las te´cnicas empleadas nos permitira´n responder interrogantes planteados en [111].
5.1 Espacios de Hilbert con nu´cleo reproductivo
Los espacios de Hilbert con un nu´cleo reproductivo han demostrado ser muy u´tiles en diversas
a´reas de la matema´tica. En particular, estos espacios ofrecen un marco ideal para modelar
los problemas de muestreo. Comencemos recordando su definicio´n.
Definicio´n 5.1.1. Un espacio de Hilbert de funciones definidas en un dominio comu´n Ω se
dice que es un espacio de Hilbert con nu´cleo reproductivo si existe una funcio´n K : Ω×Ω → C
tal que:
• kξ = K(·, ξ) ∈ H para todo ξ ∈ Ω.
• f(ξ) = 〈 f, kξ 〉 para toda f ∈ H y para todo ξ ∈ Ω
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Dicha funcio´n K se denomina nu´cleo reproductivo.
No´tese que, a partir de la definicio´n, resulta relativamente sencillo deducir que un espacio
de Hilbert admite a lo sumo un nu´cleo reproductivo. En efecto, supongamos que K : Ω×Ω →
C y H : Ω×Ω → C son dos nu´cleos reproductivos para cierto espacio de HilbertH compuesto
de funciones definidas en Ω. Entonces, dados ξ, η ∈ Ω
K(ξ, η) = 〈 kη, hξ 〉 = 〈hξ, kη 〉 = H(η, ξ) = H(ξ, η).
A ra´ız de esta unicidad es que a veces escribiremos HK para simbolizar que H es un espacio
de Hilbert con nu´cleo reproductivo K.
Por otro lado, de la definicio´n tambie´n resulta sencillo observar que, en un espacio de
Hilbert con nu´cleo reproductivo, las evaluaciones son funcionales lineales continuos. Esta
propiedad, en realidad, caracteriza a dichos espacios.
Teorema 5.1.2. Sea H un espacio de Hilbert de funciones definidas en un dominio comu´n
Ω. Entonces, H es un espacio de Hilbert con nu´cleo reproductivo si y so´lo si las evaluaciones
son funcionales lineales continuos.
Corolario 5.1.3. Sea H como en el teorema anterior y sea {fn}n∈N una sucesio´n de fun-
ciones de H que convergen a f ∈ H. Entonces, fn −−−→
n→∞
f puntualmente. Ma´s au´n, la
convergencia es uniforme en conjuntos donde K(ξ, ξ) es acotado.
Demostracio´n. Sea K(·, ·) el nu´cleo reproductivo de H. Dado x ∈ Ω
|f(ξ)− fn(ξ)| = | 〈 f − fn, kξ 〉 | ≤ ‖f − fn‖‖kξ‖ = ‖f − fn‖K(ξ, ξ)1/2.
¥
5.1.1 Generacio´n de espacios con nu´cleo reproductivo
A continuacio´n discutiremos dos procedimientos para generar un espacio de Hilbert con
nu´cleo reproductivo. El primero de ellos consiste en tomar una funcio´n F : Ω → K donde K
es algu´n espacio de Hilbert. Para cada x ∈ K, sea Fx : Ω → C la funcio´n definida por
fx(ξ) = 〈x, F (ξ) 〉 .
LlamemosH al espacio de todas las funciones obtenidas de este modo. Definiendo T : K → H
por medio de
T (x) = fx,
el espacio H puede ser dotado de una norma
‖f‖H = inf{‖v‖ : f = Tv}.
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De este modo, T se convierte en una isometr´ıa y H, con el producto interno asociado a la
norma ‖ · ‖H, en un espacio de Hilbert isomorfo a N(T )⊥. Sea K : Ω × Ω → C el nu´cleo
definido por
K(x1, x2) = 〈F (x2), F (x1) 〉K .
Entonces, K resulta un nu´cleo reproductivo para H.
La otra forma de construir espacios de Hilbert con nu´cleo reproductivo que discutiremos
esta´ relacionada con la nocio´n de matriz positiva sobre Ω, o nu´cleos de Mercer.
Una funcio´n K : Ω× Ω → C se denomina matriz positiva (resp. estrictamente) sobre Ω
si para todo subconjunto finito {x1, . . . xn} ⊆ Ω se tiene que la matrizK(x1, x1) . . . K(x1, xn)... . . . ...
K(xn, x1) . . . K(xn, xn)

es positiva (resp. positiva e inversible). Dada una matriz estrictamente positiva sobre Ω,
podemos considerar el espacio H0 compuesto por las funciones f : Ω → C de la forma
f =
n∑
k=1
αkK(·, ξk),
donde {ξ1, . . . , ξn} ⊆ Ω. En dicho espacio definimos un producto interno del siguiente modo:
sean f, g ∈ H0. Sin pe´rdida de generalidad podemos suponer que
f =
n∑
k=1
αkK(·, ξk) y g =
n∑
k=1
βkK(·, ηk),
donde, eventualmente, algunos αk (resp. βk) son cero. Luego,
〈 f, g 〉H0 =
n∑
i=1
n∑
j=1
αiβjK(ξi, ηj).
Se puede ver que la completacio´n de este espacio, respecto a la norma inducida por el
producto interno recientemente definido, es un espacio de Hilbert que posee a K como
nu´cleo reproductivo (ver detalles en [17] o [109]).
5.2 Muestreo en espacios de Hilbert
5.2.1 Nociones ba´sicas
Como hemos mencionado en la introduccio´n, la teor´ıa moderna de muestreo de sen˜ales
comenzo´ con el art´ıculo de Claude Shannon Communication int he presence of noise. En
dicho art´ıculo demostraba el siguiente resultado, hoy conocido como teorema de Whittaker-
Shannon-Kotel’nikov (WSK):
66 Cap´ıtulo 5. Proyecciones A-autoadjuntas en la teor´ıa de muestreo
Teorema 5.2.1. Sea f ∈ L2(R) una funcio´n cuya transformada de Fourier tiene soporte
contenido en el intervalo [−pi, pi]. Entonces, f queda un´ıvocamente determinada por los
valores que toma en los enteros. Ma´s au´n, a partir de dichos valores la funcio´n puede
reconstruirse del siguiente modo:
f(t) =
+∞∑
k=−∞
f(k)
senpi(t− k)
pi(t− k)
Luego de la aparicio´n de este teorema, el matema´tico G. H. Hardy observo´ que la suce-
sio´n de funciones {senpi(t− k)
pi(t− k) }k∈Z es una base ortonormal del espacio de Paley-Wiener.
Recordemos que el espacio de Paley-Wiener, usualmente denotado por PW , es el subespacio
de L2(R) que consiste de aquellas funciones cuya transformada de Fourier posee soporte
contenido en el intervalo [−pi, pi]. Dicho espacio es un espacio de Hilbert reproductivo, y su
nu´cleo es
K(t, s) =
senpi(t− s)
pi(t− s)
Como para todo n ∈ Z
f(n) =
〈
f,
senpi(· − s)
pi(· − s)
〉
,
se observa que los datos, a partir de los cuales reconstruimos f , se obtienen al considerar el
producto interno de f con la familia de funciones { senpi(t− k)
pi(t− k) }k∈Z. Esto motiva un modelo
de muestreo ma´s abstracto, donde la sen˜al f es un vector de cierto espacio de Hilbert H,
y que las muestras son el resultado de realizar el producto interno de f con los elementos
de cierta sucesio´n G = {gn}n∈N de vectores de H. Los vectores de dicha sucesio´n son los
que usualmente se conocen con el nombre de vectores de muestreo, y supondremos que
forman un marco para cierto subespacio M de H.
Por otro lado, si {dn}n∈N = {〈 f, gn 〉}n∈N, estamos interesados en reconstruir f a partir de
estos los datos de muestreo. Para ello, uno cuenta con otra sucesio´n de vectores F = {fn}n∈N
que constituye un marco para cierto subespacio W de H que puede diferir del subespacio
M. A los vectores fn se los suele denominar vectores de reconstruccio´n.
En [54], Eldar y Werther proponen dos condiciones que un proceso de muestreo y posterior
reconstruccio´n naturalmente debe satisfacer:
Unicidad: Si h1, h2 ∈ W y 〈h1, gn 〉 = 〈h2, gn 〉 para todo n ∈ N, entonces h1 = h2.
Consistencia: Si fW denota la sen˜al reconstruida, entonces 〈 fW , gn 〉 = dn para todo
n ∈ N.
El primer requerimiento es sobre el proceso de muestreo e implica que W ∩M⊥ = {0}.
La consistencia, por otro lado, es un requerimiento sobre el proceso de reconstruccio´n. El
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mismo puede dividirse en dos partes: la primera implica la existencia de fW ∈ W tal
que 〈 fW , gn 〉 = dn. Esto es bastante fuerte puesto que implica que H = W +M⊥. En
segundo lugar, y de aqu´ı el te´rmino consistencia, nos dice que si muestreamos la sen˜al fW y
posteriormente la reconstruimos, obtendremos nuevamente fW .
En este trabajo consideraremos so´lo modelos lineales de muestreo, es decir, modelos
donde el operador que a una sen˜al f le asigna la sen˜al reconstruida fW es lineal. En estos
modelos tambie´n es natural pedir que dicho operador sea acotado, lo cual esta´ relacionado
con la estabilidad del proceso. Si F y G denotan los operadores de s´ıntesis de los marcos
F y G respectivamente, entonces existe H ∈ L(`2) de modo tal que el operador que a f le
asigna fW puede escribirse como FHG
∗. La funcio´n del operador H es la de transformar los
datos {dn}n∈N en los coeficientes que se utilizan para generar fW en te´rminos de F .
El siguiente resultado fue obtenido en [54]. Aqu´ı incluimos una demostracio´n del mismo
que involucra las te´cnicas de proyecciones A-autoadjuntas.
Proposicio´n 5.2.2. Existe un u´nico proceso de muestreo y reconstruccio´n que satisfaga
las condiciones de unicidad y consistencia que posee a los vectores de G como vectores de
muestreo y a los de F como vectores de reconstruccio´n. Ma´s au´n, el operador lineal asociado
a dicho proceso es el proyector PGG∗,W .
Demostracio´n. Como ya hemos mencionado, el operador Q ∈ L(H) asociado a un tal proceso
de muestreo y reconstruccio´n tiene la forma Q = FHG∗ donde H ∈ L(`2). Es fa´cil ver
que la condicio´n de unicidad junto con la de consistencia permiten asegurar que Q es una
proyeccio´n (oblicua) sobreW . Veamos que la proyeccio´n Q pertenece al conjunto P(GG∗,W)
de proyecciones GG∗-autoadjuntas. Para ello, por la Proposicio´n 2.3.2, basta verificar que
N(Q) ⊆ R(Q)⊥GG∗ . Recordemos que R(Q)⊥GG∗ =
(
GG∗(R(Q))
)⊥
, luego
R(Q)⊥GG∗ =
(
GG∗(R(Q))
)⊥
= R(GG∗F )⊥ ⊇ R(G)⊥ = M⊥.
Por otro lado, N(Q) = R(I−Q). Entonces, la condicio´n de consistencia implica que N(Q) ⊆
M⊥. En efecto, para todo n ∈ N y todo f ∈ H vale
〈 (I −Q)f, gn 〉 = 〈 f, gn 〉 − 〈Qf, gn 〉 = 0.
Por lo tanto R(I −Q) ⊆ gen {gn : n ∈ N}⊥ = M⊥. En conclusio´n, se tiene que
N(Q) ⊆M⊥ ⊆ R(Q)⊥GG∗ .
Por u´ltimo, basta notar que N(GG∗)∩W = N(G∗)∩W = M⊥∩W = {0}, y por el Teorema
2.3.7, existe un u´nico proyector (GG∗)-autoadjunto, el PGG∗,W . Luego, Q = PGG∗,W . ¥
A continuacio´n definiremos una medida de suficiencia de los datos obtenidos al muestrear
una sen˜al con los elementos de G son suficientes para reconstruirla utilizando los elementos
de F . Esta nocio´n es una extensio´n de la introducida por Smale y Zhou en [111] en el
contexto de espacios de Hilbert reproductivos.
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Definicio´n 5.2.3. Diremos que G provee suficiente informacio´n con respecto a F si
inf { ‖G∗F (z)‖ : z ∈ N(F )⊥ , ‖z‖ = 1} > 0.
Proposicio´n 5.2.4. Las siguientes afirmaciones son equivalentes:
1. G provee suficiente informacio´n respecto a F ;
2. G∗F posee rango cerrado y W ∩M⊥ = {0};
3. c0
[W , M⊥ ] < 1 ;
4. c
[W⊥, M ] < 1 y W⊥ +M = H.
Demostracio´n.
1 ⇒ 2 Que G provea suficiente informacio´n con respecto a F implica que la restriccio´n de
G∗F a N(F )⊥ es inyectiva, luego W ∩M⊥ = {0}. Por otro lado, como N(G∗F ) =
N(F ), se tiene que γ(G∗F ) > 0. En consecuencia, G∗F posee rango cerrado.
2 ⇒ 3 Es una consecuencia inmediata de la Proposicio´n 1.4.5.
3 ⇒ 4 Por la Proposicio´n 1.2.3, c0
[W , M⊥ ] = c [W , M⊥ ] y c [W , M⊥ ] = c [W⊥, M ].
Por lo tanto, c
[W , M⊥ ] < 1. Esto en particular muestra que W⊥ +M es cerrado.
Luego, como c0
[W , M⊥ ] < 1 tambie´n implica que W ∩M⊥ = {0},
W⊥ +M = W⊥ +M = (W ∩M⊥)⊥ = H.
4 ⇒ 1 Primeramente, notemos que W ∩ M⊥ = (W⊥ + M)⊥ = {0}. En consecuencia,
N(G∗F ) = N(F ). Luego, por la Proposicio´n 1.4.5,
inf
x∈N(F )⊥
‖G∗F (x)‖ = γ(G∗F ) ≥ γ(G∗) γ(F ) s [ R(F ), N(G∗) ]
= γ(G∗) γ(F ) s
[W , M⊥ ] > 0.
¥
Observaciones 5.2.5.
1. Notar que la proposicio´n anterior enfatiza el hecho de que la hipo´tesis de que G provea
suficiente informacio´n con respecto de F so´lo depende de los subespacios y no de los
marcos elegidos en cada uno de ellos.
2. El item 2 muestra que si G provee suficiente informacio´n con respecto a F entonces se
satisface el requerimiento de unicidad. Sin embargo, puede ocurrir que W +M⊥ sea
un subespacio propio de H. N
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Dado que bajo la hipo´tesis de suficiente informacio´n puede ocurrir que W +M⊥ ( H,
no siempre existe h ∈ W tal que 〈h, gn 〉 = 〈 f, gn 〉 para todo n ∈ N. En tales casos, se
pide que la funcio´n fW que se obtenga tras la reconstruccio´n satisfaga que:
∞∑
n=1
| 〈 fW , gn 〉 − dn|2 = arg min
h∈W
∞∑
n=1
| 〈h, gn 〉 − dn|2
A continuacio´n demostraremos que tambie´n en este caso, la proyeccio´n PGG∗,W aparece
nuevamente como el operador que vincula a f con la solucio´n fW . Pero antes, introduciremos
una notacio´n que nos sera´ de gran utilidad. Sean H1 y H2 dos espacios de Hilbert, T ∈
L(H1,H2), S ⊆ H1 un subespacio cerrado e y ∈ H2. Si T es acotado inferiormente en S, es
decir, si se verifica
inf
x∈S
‖Tx‖ > 0 ,
entonces no es dif´ıcil ver que existe una u´nica solucio´n del problema de minimizacio´n
min
x∈S
‖Tx− y‖.
En efecto, como T es acotado inferiormente en S, T (S) es un subespacio cerrado. Por ende,
T (S) − y := {T (x) − y : x ∈ S} es convexo y cerrado, razo´n por la cual posee un u´nico
elemento de norma mı´nima. Dicho elemento esta´ asociado a un x0 ∈ S que es precisamente
la solucio´n del problema de minimizacio´n antes mencionado. De aqu´ı en adelante, cuando
el operador T y el subespacio S (sobre el cual minimicemos) este´n en las condiciones antes
descritas, usaremos la siguiente notacio´n para el vector x0:
x0 = arg min
x∈S
‖Tx− y‖.
Proposicio´n 5.2.6. Sea f ∈ H, d = {dn}n∈N = G∗(f), y supongamos que G provee suficiente
informacio´n con respecto a F . Entonces, el problema de minimizacio´n
min
h∈W
∞∑
n=1
| 〈h, gn 〉 − dn|2
posee una u´nica solucio´n fW = PGG∗,W(f). En particular
‖fW − f‖ = ‖(1− PGG∗,W)(f)‖ ≤ s
[W , (GG∗)−1(W⊥) ]−1 ‖f‖.
Demostracio´n. Notemos adema´s que
fW = arg min
h∈W
∞∑
n=1
| 〈h, gn 〉 − dn|2
= F
(
arg min
z∈N(F )⊥
∥∥∥G∗F(z)− d∥∥∥
`2
)
= F
(
arg min
z∈N(G∗F )⊥
∥∥∥G∗F(z)− d∥∥∥
`2
)
,
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donde hemos usado que N(G∗F ) = N(F ), pues G provee suficiente informacio´n con respecto
a F . Como arg min
z∈N(G∗F )⊥
∥∥∥G∗F(z)− d∥∥∥
`2
= (G∗F )†(d) = (G∗F )†G∗(f), se tiene que
fW = F (G
∗F )†G∗(f). (5.1)
Sea Q = F (G∗F )†G∗. Es fa´cil ver que Q es una proyeccio´n cuyo rango es W . Por otro lado,
como (G∗F )† = (F ∗GG∗F )†F ∗G,
(GG∗)Q = (GG∗)F (F ∗GG∗F )†F ∗GG∗,
lo cual muestra que (GG∗)Q es autoadjunto, y por ende Q es (GG∗)-autoadjunto. Pero como
ya hemos visto, N(GG∗) ∩W = N(G∗) ∩W = M⊥ ∩W = {0}, y por lo tanto el Teorema
2.3.7 permite concluir que Q = PGG∗,W . ¥
Observacio´n 5.2.7. Notemos que la parte ma´s importante de la condicio´n de consistencia
introducida por Eldar y Werther sigue valiendo, i.e., si comenzamos el proceso de muestreo
y reconstruccio´n con la sen˜al fW obtendremos nuevamente fW . N
En la pra´ctica, los datos obtenidos por medio del muestreo son pasibles de perturbaciones
de distinta ı´ndole. Es por esto que se trata de estimar el error en la reconstruccio´n provocado
por una perturbacio´n de los datos del muestreo. En la siguiente Proposicio´n consideraremos
una estimacio´n de esta naturaleza.
Proposicio´n 5.2.8. Sean d = {dn}n∈N = G∗(f) y fW como en la Proposicio´n 5.2.6. Su-
pongamos que f̂W es el vector obtenido si usamos d̂ = {d̂n}n∈N en vez de los datos originales
d = {dn}n∈N, entonces:
‖f̂W − fW‖ ≤ ‖F (G∗F )†‖‖d− d̂‖ ≤ ‖F‖
γ(G∗F )
‖d− d̂‖ ≤ ‖F‖
γ(G)γ(F )c0 [W , M⊥ ]‖d− d̂‖
Demostracio´n. Surge de la ecuacio´n (5.1), de la definicio´n de mo´dulo mı´nimo reducido y la
Proposicio´n 1.4.5. ¥
5.2.2 Procesos de reconstruccio´n escaleados y regularizados
Como hemos visto, bajo la condicio´n de suficiente informacio´n, la sen˜al reconstruida a partir
de los datos del muestreo queda caracterizada como la solucio´n de un problema de cuadrados
mı´nimos. En ciertos casos, estos problemas esta´n mal condicionados y es preciso introducir
cierta regularizacio´n del mismo. El objetivo de esta seccio´n es estudiar una posible regu-
larizacio´n del problema de cuadrados mı´nimos que caracteriza a la sen˜al obtenida tras la
reconstruccio´n y obtener estimaciones del error que esta regularizacio´n introduce.
Sea α > 0 y {ωn} una sucesio´n de nu´meros positivos acotados superiormente. Denotemos
Dω al operador diagonal sobre `
2 definido por Dω(en) = ωn en. Dado f ∈ H, si dn = 〈 f, gn 〉
n ∈ N, buscaremos la solucio´n fW,α,ω del siguiente problema de minimizacio´n:
min
h∈W
( ∞∑
n=1
ωn| 〈h, gn 〉 − dn|2 + α‖h‖2
)
,
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La solucio´n del mismo, como ya hemos visto, puede pensarse como el resultado de un proceso
de reconstruccio´n. Las diferencias con el caso antes estudiado son ba´sicamente dos. La
primera es la aparicio´n de los coeficientes ωn que ponderan de manera diferente las distintas
coordenadas. La segunda, es el te´rmino α‖h‖2 que introduce una regularizacio´n del problema.
Este me´todo de regularizacio´n fue inventado independientemente en varios contextos, pero su
amplia difusio´n se debe a las aplicaciones a ecuaciones integrales mencionadas en los trabajos
de Tikhonov [116, 117] y Phillips [107]. Algunos autores suelen denominar a este me´todo
regularizacio´n de Phillips-Tikhonov. El caso finito dimensional fue expuesto por Hoerl [73],
quien adopto´ un enfoque estad´ıstico, y por Foster [58], quien interpreto´ este me´todo como
un filtro de Wiener-Kolmogorov.
Antes de enunciar nuestro primer resultado, es necesario modificar la nocio´n de suficiente
informacio´n.
Definicio´n 5.2.9. Diremos que G provee suficiente informacio´n con respecto a F y a Dω si
inf { ‖D1/2ω G∗F (z)‖ : z ∈ N(F )⊥ ‖z‖ = 1} > 0.
Observacio´n 5.2.10. Como en el caso no regularizado, si el operador Dω es inversible,
la propiedad de proveer suficiente informacio´n so´lo depende de los subespacios W y M.
Ma´s precisamente, G provee suficiente informacio´n con respecto a F y a Dω si y so´lo si
c0
[W , M⊥ ] < 1. Sin embargo, si el operador Dω no es inversible, dicha propiedad no so´lo
depende de los subespacios W y M, sino tambie´n de los operadores G, F y Dω. N
Ahora estamos listos para enunciar el primer resultado de esta subseccio´n:
Proposicio´n 5.2.11. Sea f ∈ H y d = {dn} = G∗(f). Entonces existe una u´nica solucio´n
fW,α,ω del problema de minimizacio´n:
min
h∈W
( ∞∑
n=1
ωn| 〈h, gn 〉 − yn|2 + α‖h‖2
)
, (5.2)
la cual esta´ dada por fW,α,ω = Lα,ω(f), siendo Lα,ω el operador definido del siguiente modo
Lα,ω = F
(
F ∗GDωG
∗F + αF ∗F
)†
F ∗GDωG
∗. (5.3)
En particular, si suponemos que G provee suficiente informacio´n con respecto a F y a Dω,
obtenemos la siguiente estimacio´n para el error de reconstrucio´n:
‖fW,α,ω − f‖ ≤
∥∥∥(1− PA,W)(f)∥∥∥ + (α ‖F‖2
γ(D
1/2
ω G∗F )2 + α γ(F )2
)
‖f‖, (5.4)
donde A = GDωG
∗ + αPW .
Observaciones 5.2.12.
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1. El primer te´rmino de (5.4) aparece so´lo si f no pertenece a W . Por otro lado,
α
(
‖F‖2
γ(D
1/2
ω G∗F )2 + α γ(F )2
)
‖f‖ −−→
α→0
0,
y este hecho so´lo depende de la regularizacio´n. Tambie´n es importante notar que au´n
si f pertenece a W puede ocurrir que fW,α,ω 6= f .
2. El precio que tenemos que pagar por la regularizacio´n del problema de minimizacio´n
es la inconsistencia del proceso. N
Antes de probar la Proposicio´n 5.2.11, necesitamos la siguiente estimacio´n.
Lema 5.2.13. Supongamos que G provee suficiente informacio´n con respecto a F y a Dω.
Entonces ∥∥∥∥(F ∗(GDωG∗ + αPW)F)†∥∥∥∥ ≤ 1
γ(D
1/2
ω G∗F )2 + α γ(F )2
.
Demostracio´n. Notemos que N(F ∗GDωG
∗F ) = N(F ∗F ) = N(F ∗GDωG
∗F + αF ∗F ). En-
tonces
γ(F ∗(GDωG
∗ + αPW)F ) = γ(F
∗GDωG
∗F + αF ∗F )
≥ γ(F ∗GDωG∗F ) + γ(αF ∗F )
= γ(D1/2ω G
∗F )2 + αγ(F )2.
¥
Demostracio´n de la proposicio´n 5.2.11. Sea L = `2⊕H y consideremos el operador T : `2 →
L definido por
T (z) =
(
D
1/2
ω G∗F
α1/2F
)
(z) =
(
D1/2ω G
∗F (z)
)
⊕
(
α1/2F (z)
)
.
En te´rminos del operador T , usando el hecho de que N(T ) = N(F ) y que T es acotado
inferiormente en N(T )⊥, el problema (5.3) de mı´nimos cuadrados puede reescribirse del
siguiente modo:
fW,α,ω = arg min
h∈W
( ∞∑
n=1
ωn| 〈h, gn 〉 − yn|2 + α‖h‖2
)
= F
(
arg min
z∈N(T )⊥
∥∥T (z)− (D1/2ω (y)⊕ 0)∥∥) .
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Por lo tanto, fW,α,ω = FT
†(D
1/2
ω (y)⊕ 0). Usando la identidad A† = (A∗A)†A∗, obtenemos
T † =
((
F ∗GD
1/2
ω α1/2F ∗
) (
D
1/2
ω G∗F
α1/2F
))† (
F ∗GD
1/2
ω α1/2F ∗
)
=
(
F ∗GDωG
∗F + αF ∗F
)† (
F ∗GD
1/2
ω α1/2F ∗
)
.
Luego,
fW,α,ω = F
(
F ∗GDωG
∗F + αF ∗F
)† (
F ∗GD
1/2
ω α1/2F ∗
)
(D1/2ω (y)⊕ 0)
= F
(
F ∗GDωG
∗F + αF ∗F
)†
F ∗GDωG
∗(f) = Lα,ω(f)
Ca´lculos de rutina muestran que si A = GDωG
∗ + αPW , entonces
F
(
F ∗(GDωG
∗ + αPW)F
)†
(F ∗(GDωG
∗ + αPW)) = PA,W .
Usando este hecho y el Lema 5.2.13 resulta:
‖fW,α,ω − f‖ =
∥∥∥(F(F ∗GDωG∗F + αF ∗F)†F ∗GDωG∗ − I)(f)∥∥∥
=
∥∥∥(F(F ∗(GDωG∗ + αPW)F)†F ∗GDωG∗ − I)(f)∥∥∥
≤
∥∥∥∥(F(F ∗(GDωG∗ + αPW)F)†(F ∗(GDωG∗ + αPW))− I)(f)∥∥∥∥
+
∥∥∥∥(F(F ∗(GDωG∗ + αPW)F)†αF ∗PW)(f)∥∥∥∥
=
∥∥∥(I − PA,W)(f)∥∥∥ + ∥∥∥∥(F(F ∗(GDωG∗ + αPW)F)†αF ∗PW)(f)∥∥∥∥
≤
∥∥∥(I − PA,W)(f)∥∥∥ + ∥∥∥∥(F ∗(GDωG∗ + αPW)F)†∥∥∥∥ α‖F‖2 ‖f‖
≤
∥∥∥(1− PA,W)(f)∥∥∥ + (α ‖F‖2
γ(D
1/2
ω G∗F )2 + α γ(F )2
)
‖f‖
¥
Como antes, estamos interesados en una estimacio´n del error que se produce a causa de una
perturbacio´n en los valores obtenidos en el muestreo.
Proposicio´n 5.2.14. Sea d = {dn} = G∗(f) y fW,α,ω como en la Proposicio´n 5.2.11 y
supongamos que f̂W,α,ω es un vector obtenido si usamos d̂ = {d̂n} en vez de los datos origi-
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nales d = {dn}. Entonces
‖f̂W,α,ω − fW,α,ω‖ ≤
∥∥∥∥F(F ∗(GDωG∗ + αPW)F)†F ∗GDω∥∥∥∥ ‖d− d̂‖
≤
(
‖F‖ ‖ω‖∞‖F ∗G‖
γ(D
1/2
ω G∗F ) + α γ(F )2
)
‖d− d̂‖
Demostracio´n. Notemos que
‖f̂W,α,ω − fW,α,ω‖ ≤
∥∥∥∥(F(F ∗(GDωG∗ + αPW)F)†F ∗GDω)(d− d̂)∥∥∥∥
≤ ‖F‖ ‖F ∗G‖ ‖ω‖∞
∥∥∥∥(F ∗(GDωG∗ + αPW)F)†∥∥∥∥ ‖d− d̂‖.
Por lo tanto, la estimacio´n buscada surge a partir del Lema 5.2.13. ¥
5.2.3 Muestreo en espacios de Hilbert reproductivos
En esta seccio´n traduciremos los resultados obtenidos en espacios de Hilbert abstractos a
espacios de Hilbert reproductivos. Para ello, usaremos la notacio´n introducida por Smale y
Zhou. Sean t y x subconjuntos discretos de X y definamos
Hk, t = gen
{
kt : t ∈ t
}
y Hk, x = gen {kx : x ∈ x} .
Supondremos que {kt}t∈t y {kx}x∈x son marcos para Hk, t y Hk, x, respectivamente. Si F es
el operador de s´ıntesis de {kt}t∈t y G es el operador de s´ıntesis de {kx}x∈x, consideraremos
los operadores: Kt,t = F
∗F , Kx,x = GG∗ y Kx,t = K
∗
t,x
= G∗F . Finalmente, {ωx}x∈x sera´
una sucesio´n de nu´meros positivos acotada superiormente, y Dω el correspondiente operador
diagonal con respecto a la base cano´nica de `2(x). Comenzaremos escribiendo la nocio´n
suficiente informacio´n en este contexto:
Definicio´n 5.2.15. Diremos que x provee suficiente informacio´n con respecto a t y ω si
inf{‖D1/2ω Kx,t(z)‖ : z ∈ N(Kt,t)⊥ ‖z‖ = 1} > 0.
Esto equivale a que el operador D
1/2
ω Kx,t posea rango cerrado y Hk, t ∩Hk, x⊥ = {0}.
Ahora, estamos listos para reescribir las Proposiciones 5.2.11 y 5.2.14 en este contexto:
Proposicio´n 5.2.16. Sea f ∈ H y d = {f(x)}x∈x. El problema de minimizacio´n
min
h∈Hk, t
( ∑
x∈x
ωx|h(x)− f(x)|2 + α‖h‖2H
)
, (5.5)
posee una u´nica solucio´n fα,ω dada por
fα,ω =
∑
t∈t
Lα,ω(y)(t) kt,
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donde Lα,ω : `
2(x) → `2(t) es el operador
Lα,ω =
(
Kt,xDωKx,t + αKt,t
)†
Kt,xDω.
En particular, si suponemos que x provee suficiente informacio´n con respecto a t y ω, obten-
emos la siguiente estimacio´n para el error de reconstruccio´n:
‖fα,ω − f‖H ≤
∥∥∥(1− PA,Hk, t)(f)∥∥∥H +
(
α
‖Kt,t‖
γ(D
1/2
ω Kx,t) + α γ(Kt,t)
)
‖f‖H (5.6)
donde A = (Kt,xDωKx,t + αPHk, t).
Observacio´n 5.2.17. Sea H = Kt,xDωKx,t + αKt,t. Entonces, la representacio´n matricial
de H con respecto a la base cano´nica de `2(t) es, para todo t, s ∈ t
H(t, s) =
∑
x∈x
K(t, x) ωxK(x, s) + αK(t, s).
Sea H† =
(
H†(t, s)
)
s,t∈ t
la inversa generalizada de Moore-Penrose de H. Luego, en te´rminos
de H†, para todo f ∈ H, la proyeccio´n oblicua PA,Hk, t adopta la siguiente forma.
PA,Hk, t(f) =
∑
t∈t
ct kt , where ct =
∑
s∈ t
H†(t, s)
(∑
x∈x
K(s, x) ωxf(x) + αf(s)
)
.
N
Proposicio´n 5.2.18. Sean d = {f(x)}x∈x y fα,ω como en la Proposicio´n 5.2.16. Supong-
amos que f̂α,ω es el vector obtenido si usamos d̂ = {d̂x}x∈x en lugar de los datos originales,
y = {f(x)}x∈x. Entonces:
‖f̂α,ω − fα,ω‖H ≤
(
‖Kt,t‖1/2‖ω‖∞‖Kt,x‖
γ(D
1/2
ω Kx,t) + α γ(Kt,t)
)∥∥∥ d− d̂ ∥∥∥
`2(x)
.
A continuacio´n intoduciremos en nuestro modelo de muestreo y reconstruccio´n la nocio´n
de ruido. Para ello consideraremos una medida de probabilidad ρ definida en X × R (resp.
X × C). Para cada x ∈ X, por medio de ρx denotaremos a la probabilidad condicional
de ρ respecto al evento {x} × R (resp. {x} × C), y por medio de σx a la varianza de
esta probabilidad condicional. Supondremos que para cada x ∈ X, ρx esta´ soportada en
el intervalo [−Mx,Mx] (resp. BMx(0)) y que M =
∑
x∈X
Mx < ∞. Finalmente, sea κ =(
‖Kt,t‖1/2‖ω‖∞‖Kt,x‖
γ(D
1/2
ω Kx,t) + α γ(Kt,t)
)
.
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Corolario 5.2.19. Sean d = {f(x)}x∈x y fα,ω como en la Proposicio´n 5.2.16. Supongamos
que fα,ω,ρ es el vector obtenido si usamos dρ = {dx + ηx}x∈x, donde las ηx son variables
“aleatorias” cuyo valor de obtiene al azar segu´n ρx. Entonces, dado ε > 0, la probabilidad
de que
‖fα,ω,ρ − fα,ω‖H ≤ κ
∑
x∈x
σ2x + ε
es 1−
(
1 +
ε
4κM
)− ε
2κM
.
Para demostrar este corolario necesitamos el siguiente resultado demostrado por Smale
y Zhou en [111]
Proposicio´n 5.2.20. Si ξ es una variable aleatoria con varianza finita σ2 tal que |ξ−E(ξ)| ≤
M , entonces
P ({|ξ − E(ξ)| ≥ ε}) ≤
(
1 +
εM
σ2
)− ε
2M
.
Demostracio´n del Corolario 5.2.19. Basta tomar ξ = ‖fα,ω,ρ−fα,ω‖H. Luego, por la Proposi-
cio´n 5.2.18
0 ≤ ξ ≤ κ
∑
x∈x
η2x.
En consecuencia,
Eξ ≤ κ
∑
x∈x
σ2x.
Por otro lado, como |ξ − Eξ| ≤ 2(κM), se tiene que
Var(ξ) = E(|ξ − Eξ|2) ≤ 4κ2M2.
Finalmente
P
({
‖fα,ω,ρ − fα,ω‖H ≤ κ
∑
x∈x
σ2x + ε
})
≥ P ({ξ ≤ Eξ + ε})
≥ P ({|ξ − E(ξ)| ≤ ε})
≥ 1−
(
1 +
ε
4κM
)− ε
2κM
.
¥
Observacio´n 5.2.21. Estimaciones del mismo estilo se obtienen reemplazando la Proposi-
cio´n 5.2.20 por la desigualdad de Markov u otras semejantes. N
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5.3 Un problema de momentos
A continuacio´n estudiaremos un problema de momentos que esta´ ı´ntimamente relacionado
con los procesos de reconstruccio´n antes mencionados. Sea F = {fn}n∈N un marco para
cierto espacio de Hilbert H y {an}n∈N una sucesio´n de nu´meros complejos. Buscamos h ∈ H
tal que:
〈h, fn 〉 = an (5.7)
Siguiendo la terminolog´ıa introducida por Young en [123], a la sucesio´n {〈 g, fn 〉}n∈N la
denominaremos sucesio´n de momentos de g, mientras que al espacio de todas las sucesiones
de momentos lo denominaremos espacio de momentos.
Esta´ claro que el problema de momentos en general no siempre tiene solucio´n. En efecto,
basta notar que el espacio de momentos coincide con `2 si y so´lo si F es una base de Riesz.
De no ser as´ı, para que el problema posea solucio´n, la dependencia entre los vectores de F
tambie´n debe manifestarse en los coeficients an.
Cuando dicha solucio´n no existe, se busca la ma´s pro´xima en algu´n sentido. Por ejemplo,
respecto a la distancia usual de `2, i.e. se busca g ∈ H tal que:∑
k∈N
| 〈 g, fk 〉 − ak|2 = min
h∈H
∑
k∈N
| 〈h, fk 〉 − ak|2.
Pero tambie´n, si D ∈ L(`2(N)) es un operador positivo e inversible tal que Den = ωnen,
entonces uno puede buscar la solucio´n ma´s pro´xima respecto a la distancia que se obtiene al
reescalear el producto interno de `2(N) con D. Es decir, se puede buscar gD tal que∑
k∈N
ωk| 〈 gD, fk 〉 − ak|2 = min
h∈H
∑
k∈N
ωk| 〈h, fk 〉 − ak|2.
A lo largo de esta subseccio´n, B = {en}n∈N denotara´ la base cano´nica de `2. Al igual
que en la seccio´n 4.2 D denota el a´lgebra abeliana de todos los operadores diagonales con
respecto a B, D+ el conjunto de operadores positivos e inversibles de D, P(D) el conjunto
de todas las proyecciones de D y P0(D) el conjunto de proyecciones finito dimensionales de
D. Por una cuestio´n de simplicidad en la notacio´n, a lo largo de esta seccio´n supondremos
que la sucesio´n de subconjuntos finitos {In}n∈N asociada a los marcos de Riesz condicionales
con los que trabajaremos es la cano´nica, i.e. In = {1, . . . , n} para todo n ∈ N.
Comenzaremos con el siguiente resultado demostrado por Cazzasa y Christensen en [33].
Proposicio´n 5.3.1. Sea F = {fn}n∈N un marco de Riesz condicionado para un espacio de
Hilbert H y sea {an}n∈N una sucesio´n de `2. Dado D ∈ D+ tal que Den = ωnen, sea gD tal
que
gD = arg min
h∈H
∑
k∈N
ωk| 〈h, fk 〉 − ak|2,
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asociado al problema de momentos 〈 g, fn 〉 = an, n ∈ N. Si gn,D representa la solucio´n de
mı´nima norma en H del problema truncado
min
h∈H
n∑
k=1
ωk| 〈h, fk 〉 − ak|2,
entonces gn,D
‖ · ‖−−−→
n→∞
gD.
Observacio´n 5.3.2. En [33], Cazzasa y Christensen demuestran que la convergencia de gn,D
a gD para toda sucesio´n {an}n∈N ∈ `2 caracteriza a los marcos de Riesz condicionados. N
Basados en esta proposicio´n y en el teorema de Ben-Tal y Teboulle , resulta:
Proposicio´n 5.3.3. Sea F = {fn}n∈N un marco de Riesz condicionado para un espacio de
Hilbert H y sea {an}n∈N una sucesio´n de `2. Sea J(F) el conjunto de los subconjuntos finitos
I ⊆ N tales que {fi : i ∈ I} es linealmente independiente. Entonces, dado D ∈ D+ tal que
Den = ωnen, si gD es la solucio´n del problema de cuadrados mı´nimos
min
h∈H
∑
k∈N
ωk| 〈h, fk 〉 − ak|2,
asociado al problema de momentos 〈 g, fn 〉 = an, n ∈ N, entonces
gD ∈ co{gI : I ∈ J(F)}‖·‖ ,
donde gI es la u´nica solucio´n en el espacio generado por {fi : i ∈ I} del problema de
momentos truncado 〈 g, fi 〉, i ∈ I.
Demostracio´n. Sea ε > 0. Por la Proposicio´n 5.3.1, existe n ∈ N tal que ‖gD − gn,D‖ ≤ ε.
Sea Qn ∈ L(`2) la proyeccio´n ortogonal sobre el subespacio `2n generado por {e1, . . . , en},
y sea Hn el subespacio generado por {f1, . . . , fn}. Como TQn : `2n → Hn es suryectivo,
QnT
∗ : Hn → `2n resulta inyectivo. Luego, por el Teorema 4.1.2
gn,D ∈ co{gI : I ∈ Jn(F)},
donde Jn(F) = {I ∈ J(F) : I ∈ {1, . . . , n}}. ¥
Cap´ıtulo 6
Complemento de Schur generalizado
En 1947, M.G. Krein [81] probo´ la existencia de un ma´ximo (con respecto al orden usual) del
conjunto M(A,S) = {C ∈ L(H)+ : C ≤ A , R(C) ⊆ S}. Krein uso´ este operador extremal
en su teor´ıa de extensio´n de operadores sime´tricos. El lector interesado puede ver el trabajo
de Yu. L. Smul’jian [115] para ma´s resultados en direcciones similares.
Varios an˜os ma´s tarde, W. N. Anderson Jr. [4] redescubrio´, para espacios de dimensio´n
finita, la existencia de este ma´ximo que denotaremos Σ (A,S) y llamaremos operador cor-
tocircuito de A respecto de S. Antes de esto, W. N. Anderson y R. J. Duffin [1] hab´ıan
desarrollado la operacio´n binaria denominada suma paralela: si A,B ∈ L(Cn)+ la suma
paralela A : B esta´ definida por la fo´rmula
A : B = A(A + B)†B.
P. Fillmore y J. P. Williams [55] definieron la suma paralela de operadores positivos acotados
sobre un espacio de Hilbert H y extendieron muchos de los resultados de Anderson y Duffin.
Debe mencionarse que su definicio´n esta´ basada en el teorema de factorizacio´n de Douglas
(Teorema 2.1.1). Anderson y G. E. Trapp [5] definieron Σ (A,S) para un operador positivo
A sobre H y un subespacio cerrado S de H, y probaron que Σ (A,S) puede ser definido
por medio de sumas paralelas y rec´ıprocamente: si P es la proyeccio´n ortogonal sobre S,
entonces A : nP converge a Σ (A,S) en la topolog´ıa inducida por la norma de L(H); y para
A,B ∈ L(H)+, A : B puede definirse como el operador cortocircuito de
(
A A
A A + B
)
∈
L(H ⊕ H)+ respecto al subespacio H ⊕ {0}. Este es el enfoque que nosotros usaremos en
este trabajo. El operador de cortocircuito no es otra cosa que una manifestacio´n ma´s del
denominado complemento de Schur: si M es la matriz cuadrada de bloques
M =
(
A B
C D
)
,
donde A y D son bloques cuadrados y D es inversible, el complemento de Schur cla´sico de D
en M es A−BD−1C (ver [27], [35] y [102] para ma´s resultados, aplicaciones y generalizaciones
de esta nocio´n). T. Ando [6] propuso una generalizacio´n del complemento de Schur que se
encuentra ma´s cercana a la idea de operadores cortocircuitos. Si A es una matriz compleja
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de n × n y S es un subespacio de Cn, A se dice S-complementable si existen matrices
Mr and Ml tales que PMr = Mr, MlP = Ml, PAMr = PA y MlAP = AP . (Aqu´ı P es la
proyeccio´n ortogonal sobre S). Se tiene que AMr = MlAMr = MlA y AMr no dependen
de la eleccio´n particular de Mr y Ml; Ando denomino´ AS = AMr la compresio´n de Schur
A/S = A−AS = A−AMr el complemento de Schur de A con respecto a S. El observo´ que,
si A es una matriz positiva de n × n y S es el subespacio generado por los n − k u´ltimos
vectores de la base cano´nica, entonces A/S posee la forma(
A−BD†C 0
0 0
)
,
y por lo tanto, su definicio´n extiende la cla´sica de complementos de Schur. D Carlson y
E. V. Haynworth [28] observaron que una construccio´n similar pod´ıa realizarse comenzando
con A ∈ Cn×m y subespacios S ∈ Cn y T ∈ Cm. Ellos definieron y estudiaron la nocio´n de
operadores complementables respecto al par (S, T ).
Como Anderson y Duffin remarcaron en [1], la impedancia de una una red resistiva pura
es una matriz positiva. Para estudiar redes con componentes inductivos y/o capacitivos, la
suma paralela y la operacio´n de cortocircuito deben ser extendidas a matrices y operadores
no necesariamente positivos. C. R. Rao y S. K. Mitra [99] definieron y estudiaron la suma
paralela de matrices de m × n y Mitra [97] uso´ sus resultados para definir una suerte de
operador cortocircuito bilateral respecto a dos subespacios, uno en Cn y el otro en Cm. Una
caracter´ıstica en comu´n en ambas extensiones es el uso de inversas generalizadas. Debe
mencionarse que pueden aplicarse a problemas de regresio´n lineal [97], [98] y [95, Appendix],
como as´ı tambie´n a problemas de identificacio´n [92] y [93].
A continuacio´n resumiremos el contenido de este cap´ıtulo. En la primer seccio´n estu-
diaremos la nocio´n de complementabilidad en espacios de Hilbert y definimos el concepto
de complementabilidad de´bil (ver Definicio´n 6.1.5). Tambie´n probamos en esta seccio´n
las propiedades ba´sicas de las ternas complementables (de´biles o no) y exhibimos algunos
criterios para cada clase de complementabilidad. En la siguiente seccio´n, bajo ciertas condi-
ciones de complementabilidad entre el operador A ∈ L(H1,H2) y los subespacios S ⊆ H1
y T ⊆ H2, definimos el complemento de Schur bilateral Σ (A,S, T ) ∈ L(H1,H2), y estudi-
amos las propiedades usuales de esta operacio´n. Al igual que Mitra [94] probo´ para espacios
finito dimensionales, nosotros demostramos que Σ (A,S, T ) es el ma´ximo de cierto conjunto
con respecto a cierto orden (denominado orden menos) en L(H1,H2). El resto del cap´ıtulo
esta´ dedicado a las nociones de suma y resta paralela de operadores y su relacio´n con el
complemento de Schur bilateral. La suma paralela es definida siguiendo la idea de Anderson
y Trapp: dados A,B ∈ L(H1,H2), diremos que A y B son de´bilmente sumables en par-
alelo (resp. sumables en paralelo) si la terna
(
A A
A A + B
)
∈ L(H1 ⊕ H1,H2 ⊕ H2),
H1 ⊕ {0}, H2 ⊕ {0} es de´bilmente complementable (resp. complementable). En este caso,
definimos la suma paralela de A y B, denotada por A : B ∈ L(H1,H2), del siguiente modo:(
A : B 0
0 0
)
=
(
A A
A A + B
)/
(H1 ⊕ {0},H2 ⊕ {0}) .
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Estudiamos las propiedades de esta operacio´n. Nuevamente, bajo ciertas hipo´tesis de su-
mabilidad, todas las propiedades del caso finito dimensional son recuperadas en nuestro
contexto. Luego, definimos la nocio´n de resta paralela, damos condiciones que aseguran su
existencia y demostramos que puede expresarse en te´rminos de la suma paralela, lo cual nos
permite trasladar las propiedades de la suma a la resta paralela directamente. Finalmente, en
la u´ltima seccio´n extendemos al caso bilateral algunas conocidas fo´rmulas del complemento
de Schur (operador cortocircuito) en te´rminos de la suma y la resta paralela mostrando que,
como para operadores positivos, estas operaciones pueden definirse una en termino de la
otra.
6.1 Operadores complementables
La siguiente definicio´n, atribuida a Carlson y Haynsworth [28], es una extensio´n de una
definicio´n dada por Ando para el caso en que S = T (ver [6]). Recordamos al lector que en
este trabajo el te´rmino proyeccio´n esta´ reservado para los operadores idempotentes, mientras
que proyeccio´n ortogonal es usado para aquellas proyecciones que adema´s son autoadjuntas.
Definicio´n 6.1.1. Dadas dos proyecciones Pr ∈ L(H1) y Pl ∈ L(H2), un operador A ∈
L(H1,H2) se dice (Pr, Pl)-complementable si existen operadores Mr ∈ L(H1) y Ml ∈ L(H2)
tales que
1. (I − Pr)Mr = Mr , (I − Pl)AMr = (I − Pl)A,
2. (I − Pl)Ml = Ml y MlA(I − Pr) = A(I − Pr).
Ma´s adelante probaremos que esta nocio´n so´lo depende de las ima´genes de los proyectores
Pr y Pl. Al igual que en el caso finito dimensional, se tienen las siguientes caracterizaciones
alternativas de la complementabilidad.
Proposicio´n 6.1.2. Sean Pr ∈ L(H1) y Pl ∈ L(H2) dos proyecciones cuyos rangos son S y
T respectivamente. Dado A ∈ L(H1,H2), las siguientes condiciones son equivalentes:
1. A es (Pr, Pl)-complementable.
2. R(A21) ⊆ R(A22) y R(A∗12) ⊆ R(A∗22).
3. Existen dos proyecciones P̂ ∈ L(H1) y Q̂ ∈ L(H2) tales que :
R(P̂ ∗) = S R(Q̂) = T R(AP̂ ) ⊆ T y R((Q̂A)∗) ⊆ S. (6.1)
Demostracio´n.
1 ⇒ 2: Por la definicio´n 6.1.1 se tiene que la descomposicio´n matricial del operador Mr que
inducen los subespacios S y T tiene la forma
Mr =
(
0 0
MT⊥,S MT⊥,S⊥
)
.
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Luego A21 = A22(MT⊥,S), y por el teorema 2.1.1, R(A21) ⊆ R(A22) . Un argumento similar
muestra que R(A∗12) ⊆ R(A∗22).
2 ⇒ 3: Sean E y F las soluciones reducidas de las ecuaciones A21 = A22X y A∗12 = A∗22X,
respectivamente. Notemos que E ∈ L(S,S⊥) y F ∈ L(T ⊥, T ). Si definimos
P̂ =
(
I 0
−E 0
) S
S⊥ ∈ L(H1) y Q̂ =
(
I −F
0 0
) T
T ⊥ ∈ L(H2) ,
cuentas no muy dif´ıciles muestran que P̂ y Q̂ satisfacen todas las condiciones de (6.1).
3 ⇒ 1: Definamos Mr = I − P̂ y Ml = I − Q̂∗. Entonces, R(Mr) = S⊥ y R(Ml) = T ⊥, por
ende se satisfacen las condiciones 1. y 3. de la definicio´n 6.1.1. Por otro lado,
(I −Q)AMr = (I −Q)A(I − P̂ ) = (I −Q)A− (I −Q)AP̂ = (I −Q)A, y
MlA(I − P ) = (I − Q̂∗)A(I − P ) = A(I − P )− Q̂∗A(I − P ) = A(I − P ).
Esto muestra que las condiciones 2. y 4. de la Definicio´n 6.1.1 tambie´n se satisfacen. ¥
La siguiente caracterizacio´n ha sido considerada en [45] para operadores autoadjuntos en
espacios de Hilbert abstractos.
Proposicio´n 6.1.3. Sean Pr ∈ L(H1) y Pl ∈ L(H2) dos proyecciones cuyos rangos son
S y T , respectivamente, y sea A ∈ L(H1,H2). Entonces, las siguientes afirmaciones son
equivalentes:
1. A es (Pr, Pl)-complementable.
2. H1 = S⊥ + A−1(T ) y H2 = T ⊥ + A∗−1(S).
3. c0
[
S, A∗(T ⊥)
]
< 1 y c0
[
T , A(S⊥)
]
< 1.
Demostracio´n.
1 ⇐⇒ 2: Supongamos que A es (Pr, Pl)-complementable. Por la Proposicio´n 6.1.2, existe una
proyeccio´n P tal que R(P ∗) = S y R(AP ) ⊆ T . Entonces, N(P ) = S⊥ y R(P ) ⊆ A−1(T ).
Luego H1 = S⊥ + A−1(T ).
Reciprocamente, supongamos que H1 = S⊥ + A−1(T ) y definamos N = S⊥ ∩ A−1(T ).
Entonces H1 = S⊥⊕ (A−1(T )ªN ). Sea P̂ la proyeccio´n oblicua sobre A−1(T )ªN paralela
a S⊥. Luego, R(P̂ ∗) = N(P̂ )⊥ = R(I − P̂ )⊥ = S, y R(AP̂ ) ⊆ T pues R(P̂ ) = A−1(T )ªN .
Un razonamiento similar muestra que la existencia de una proyeccio´n Q tal que R(Q) = T
y R((QA)∗) ⊆ S es equivalente a la identidad H2 = T ⊥ + A∗−1(S).
2 ⇐⇒ 3: Es una consecuencia inmediata de la Proposicio´n 1.2.3 (item 3) y la identidad
A∗(T ⊥)⊥ = A−1(T ). ¥
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Observacio´n-Definicio´n 6.1.4. La Proposicio´n 6.1.3, como as´ı tambie´n la Proposicio´n
6.1.2, muestran que la nocio´n de (Pr, Pl)-complementabilidad depende solamente de los sube-
spacios S = R(Pl) y T = R(Pr). Por esta razo´n, de aqu´ı en adelante diremos que un operador
A ∈ L(H1,H2) es (S, T )-complementable en vez de (Pr, Pl)-complementable. N
Sea S un subespacio cerrado de un espacio de Hilbert H. Dado un operador positivo A ∈
L(H), si A =
(
AS,S AS,S⊥
AS⊥,S AS⊥,S⊥
)
, como hemos visto en la Proposicio´n 2.1.4, la inclusio´n
R(AT⊥,S) ⊆ R
(
(AT⊥,S⊥)
1/2
)
siempre se verifica. Si el subespacio S posee dimensio´n finita,
como
R(AT⊥,S⊥) = R
(
(AT⊥,S⊥)
1/2
)
= R(AT⊥,S⊥), (6.2)
resulta que el operador A es automaticamente (S, S)-complementable. Sin embargo, en
general, la serie de identidades descritas en (6.2) so´lo se verifican si AT⊥,S⊥ posee rango
cerrado. Es por esta razo´n que resulta ma´s o menos natural considerar la siguiente nocio´n
ma´s de´bil de complementabilidad:
Definicio´n 6.1.5. Sean S ⊆ H1 y T ⊆ H2 subespacios cerrados. Diremos que un operador
A ∈ L(H1,H2) es (S, T )-de´bilmente complementable si
R(AT⊥,S) ⊆ R(|(AT⊥,S⊥)∗|1/2) y R((AT ,S⊥)∗) ⊆ R(|AT⊥,S⊥|1/2) ,
Observacio´n 6.1.6. Observar que, por el Corolario 2.1.2, R(|(AT⊥,S⊥)∗|) = R(AT⊥,S⊥) y
R(|AT⊥,S⊥|) = R
(
(AT⊥,S⊥)
∗
)
. Por lo tanto, la nocio´n de complementabilidad que acabamos
de definir es en efecto ma´s de´bil que la introducida anteriormente en la definicio´n 6.1.1. Si
R(AT⊥,S⊥) es cerrado, entonces ambas nociones coinciden. N
Una consecuencia inmediata del teorema 2.1.1 permite obtener las siguientes caracteri-
zaciones de la complementabilidad de´bil.
Proposicio´n 6.1.7. Dado A ∈ L(H1,H2), y dos subespacios cerrados S ⊆ H1 ,T ⊆ H2,
entonces son equivalentes:
1. A es (S, T )-de´bilmente complementable.
2. Si AT⊥,S⊥ = U |AT⊥,S⊥| es la descomposicio´n polar de AT⊥,S⊥, entonces las ecuaciones
AT⊥,S = |(AT⊥,S⊥)∗|1/2UX y (AT ,S⊥)∗ = |AT⊥,S⊥|1/2Y
tienen solucio´n.
3. sup
x∈S
‖AT⊥,S x‖2
〈 |(AT⊥,S⊥)∗| x, x 〉 <∞ y supy∈T
‖(AT ,S⊥)∗ y‖2
〈 |AT⊥,S⊥| y, y 〉 <∞.
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6.2 Complemento de Schur
Con el objeto de motivar la definicio´n que daremos del complemento de Schur, recordemos
que si H1 = H2 = H, S = T y A ∈ L(H)+, Anderson y Trapp [5] probaron que si
A =
(
AS,S AS,S⊥
AS⊥,S AS⊥,S⊥
)
entonces
Σ (S, A) =
(
AS,S − C∗C 0
0 0
)
donde C es la solucio´n reducida de (AS⊥,S⊥)
1/2X = AS⊥,S. Luego, parece natural extender la
nocio´n de complemento de Schur (u operador cortocircuito como lo denominaban Anderson
y Trapp) del siguiente modo.
Definicio´n 6.2.1. Sea A ∈ L(H1,H2) y S ⊆ H1 y T ⊆ H2 dos subespacios cerrados
de modo que A es (S, T )-de´bilmente complementable. Si U es la isometr´ıa parcial de la
descomposicio´n polar de AS,S y denotamos por medio de F y E a las soluciones reducidas
de las ecuaciones
AT⊥,S = |(AT⊥,S⊥)∗|1/2UX y (AT ,S⊥)∗ = |AT⊥,S⊥|1/2X
respectivamente, entonces el complemento de Schur bilateral de A respecto de los sub-
espacios S y T es
Σ (A,S, T ) =
(
AT ,S − F ∗E 0
0 0
)
.
Observacio´n 6.2.2. Si AT⊥,S⊥ tiene rango cerrado, entonces
Σ (A,S, T ) =
(
AT ,S − AT ,S⊥(AT⊥,S⊥)†AT⊥,S 0
0 0
)
. N
En la siguiente proposicio´n enumeramos algunas propiedades ba´sicas del complemento de
Schur bilateral que son consecuencia inmediata de la definicio´n. Con el objeto de simplificar
los enunciados y evitar repeticiones innecesarias, de aqu´ı en ma´s asumiremos que S ⊆ H1
y T ⊆ H2 son subespacios cerrados dados y que A es un operador de L(H1,H2) cuya
representacio´n matricial respecto a los subespacios S y T esta´ dada por
(
AT ,S AT ,S⊥
AT⊥,S AT⊥,S⊥
)
.
Proposicio´n 6.2.3. Sea A ∈ L(H1,H2) un operador (S, T )-de´bilmente complementable.
Entonces:
1. ∀α ∈ C, αA es (S, T )-de´bilmente complementable, y Σ ((αA),S, T ) = α(Σ (A,S, T )).
2. A∗ es (T ,S)-de´bilmente complementable, y (Σ (A,S, T ))∗ = Σ ((A∗), T ,S).
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3. Σ (A,S, T ) es (S, T )-de´bilmente complementable y Σ (Σ (A,S, T ),S, T ) = Σ (A,S, T ).
4. Si A = A∗ (resp. A ≥ 0) y S = T , entonces Σ (A,S,S) es autoadjunto (resp. positivo
semidefinido).
La siguiente Proposicio´n es una extensio´n a nuestro contexto de un resultado demostrado
por Butler y Morley en [25]. Comenzaremos con un lema te´cnico. Recordemos que bola
unitaria cerrada de un espacio de Hilbert es de´bilmente compacta de acuerdo al teorema
de Alauglu (Proposicio´n 1.1.4). Ma´s au´n, como esta topolog´ıa es metrizable en espacios
separables, toda sucesio´n {xn}n∈N posee una subsucesio´n convergente.
Lema 6.2.4. Sean A,B ∈ L(H1,H2) tales que R(A∗) ⊆ R(|B|1/2). Supongamos que existe
una sucesio´n {yn} en H1, d ∈ H2 y un nu´mero positivo M que satisfacen
Ayn
d−−−→
n→∞
d , Byn
d−−−→
n→∞
0 , and 〈 |B|yn, yn 〉 ≤ M.
Entonces d = 0.
Demostracio´n. Sea an = |B|1/2yn, n ∈ N. Notemos que ‖an‖2 = 〈 |B|yn, yn 〉 ≤ M . Por
las observaciones previas, sabemos que existe z ∈ H2 y una subsucesio´n de {an}n∈N, la
cual haciendo abuso de notacio´n continuaremos denotando por medio {an}n∈N, tales que
an −−−→
n→∞
z de´bilmente. Sea B = U |B| la descomposicio´n polar de B. Como Byn −−−→
n→∞
0 y
B = (U |B|1/2)|B|1/2, se tiene que z ∈ N(|B|1/2). Sea C la solucio´n reducida de A∗ = |B|1/2X.
Puesto que Ayn −−−→
n→∞
d, se tiene que C∗z = d. Luego, como N(|B1/2|) ⊆ N(C∗), concluimos
que d = 0. ¥
Proposicio´n 6.2.5. Si A ∈ L(H1,H2) un operador (S, T )-de´bilmente complementable, en-
tonces, dado x ∈ S existe una sucesio´n {yn}n∈N en S⊥ y un nu´mero positivo M tal que
A
(
x
yn
)
−−−→
n→∞
Σ (A,S, T )
(
x
0
)
y 〈 |A22|yn, yn 〉 ≤ M , n ∈ N.
Reciprocamente, si existe una sucesio´n {zn}n∈N en S⊥, d ∈ T , y un nu´mero positivo M tal
que
A
(
x
zn
)
−−−→
n→∞
(
d
0
)
y 〈 |A22|zn, zn 〉 ≤ M, (6.3)
entonces
(
d
0
)
= Σ (A,S, T )
(
x
0
)
.
Demostracio´n. Sean U la isometr´ıa de la descomposicio´n polar de AT⊥,S⊥ y sean E y F las
soluciones reducidas de las ecuaciones
AT⊥,S = |(AT⊥,S⊥)∗|1/2UX y (AT ,S⊥)∗ = |AT⊥,S⊥|1/2X ,
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respectivamente. Como R(E) ⊆ R(U ∗|(AT⊥,S⊥)∗|1/2) = R(|AT⊥,S⊥|1/2), dado x ∈ H1 hay
una sucesio´n {yn}n∈N tal que |AT⊥,S⊥|1/2yn −−−→
n→∞
−Ex. Entonces
AT⊥,S x + AT⊥,S⊥ yn = AT⊥,S x + U |AT⊥,S⊥|1/2|AT⊥,S⊥|1/2yn
= AT⊥,S x + |(AT⊥,S⊥)∗|1/2U(|AT⊥,S⊥|1/2yn) −−−→
n→∞
0, y
AT ,S x + AT ,S⊥yn = AT ,S x + F
∗(|AT⊥,S⊥|1/2yn)
= AT ,S x + F
∗(|AT⊥,S⊥|1/2yn) −−−→
n→∞
Σ (A,S, T ) (x).
Finalmente, dado que la sucesio´n {|A22|1/2yn}n∈N converge, sup
n∈N
〈 |A22|yn, yn 〉 <∞.
Reciprocamente, supongamos que existe una sucesio´n {zn}n∈N en S⊥ la cual satisface
(6.3). Si wn = yn − zn, entonces 〈 |AT⊥,S⊥ |wn, wn 〉 ≤ K. Por otro lado,
AT ,S x + AT ,S⊥ zn −−−→
n→∞
d y AT ,S x + AT ,S⊥ yn −−−→
n→∞
Σ (A,S, T ) .
En consecuencia, A12 wn −−−→
n→∞
d− Σ (A,S, T ) (x). Analogamente obtenemos que
AT⊥,S⊥ wn −−−→
n→∞
0.
Por lo tanto, usando el Lema 6.2.4, resulta que d = Σ (A,S, T ) (x). ¥
Corolario 6.2.6. Sea A ∈ L(H1,H2) un operador (S, T )-de´bilmente complementable. En-
tonces
R(A) ∩ T ⊆ R(Σ (A,S, T )) ⊆ R(A) ∩ T (6.4)
R(A∗) ∩ S ⊆ R((Σ (A,S, T ))∗) ⊆ R(A∗) ∩ S (6.5)
En particular, R(Σ (A,S, T )) = R(A) ∩ T y R((Σ (A,S, T ))∗) = R(A∗) ∩ S si R(A) es
cerrado.
Demostracio´n. En primer lugar demostraremos que R(Σ (A,S, T )) ⊆ R(A) ∩ T . Clara-
mente, por definicio´n, R(Σ (A,S, T )) ⊆ T . Por otro lado, dado x ∈ H1, por la Proposicio´n
6.2.5, existe una sucesio´n {yn}n∈N en S⊥ tal que A
(
Px
yn
)
−−−→
n→∞
Σ (A,S, T )
(
x
0
)
. Luego
R(Σ (A,S, T )) ⊆ R(A).
Para probar que R(A) ∩ T ⊆ R(Σ (A,S, T )), tomemos x ∈ R(A) ∩ T , y sea z ∈ H1 tal
que Az = x. Si P es la proyeccio´n ortogonal sobre S, entonces A
(
Pz
z − Pz
)
=
(
x
0
)
, y,
por la Proposicio´n 6.2.5, obtenemos que Σ (A,S, T ) (Pz) = x. Las inclusiones relativas a
Σ (A,S, T ) se deducen del mismo modo, o bien, usando que Σ (A,S, T )∗ = Σ (A∗, T ,S) (ver
Proposicio´n 6.2.3). ¥
A continuacio´n, y hasta el final de esta seccio´n, estudiaremos el complemento de Schur
bilateral de un operador A respecto de un par de subespacios (S, T ) en el caso particular
donde operador A es (S, T )-complementable.
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Proposicio´n 6.2.7. Si A ∈ L(H1,H2) un operador (S, T )-complementable, entonces, para
cada x ∈ S existe y ∈ S⊥ tal que
A
(
x
y
)
= Σ (A,S, T )
(
x
0
)
.
Ma´s au´n, existen proyecciones P ∈ L(H1) y Q ∈ L(H2) de modo que
R(P ∗) = S , R(Q) = T and QA = AP = Σ (A,S, T ) . (6.6)
Demostracio´n. Por la Proposicio´n 6.1.2, existe una proyeccio´n P ∈ L(H1) tal que R(P ∗) = S
y R(AP ) ⊆ T . La descomposicio´n matrical de P con respecto a S es
(
I 0
E 0
)
, donde I es
la identidad en S y E ∈ L(S,S⊥). Si x ∈ S e y = Ex, entonces A
(
x
y
)
= AP
(
x
0
)
∈ T .
Si zn = y ∀n ∈ N, la sucesio´n {zn}n∈N satisface (6.3). Luego, por la Proposicio´n 6.2.5,
A
(
x
y
)
= Σ (A,S, T )
(
x
0
)
. Por lo tanto AP = Σ (A,S, T ). Ana´logamente puede probarse
que existe una proyeccio´n Q ∈ L(H2) con R(Q) = T tal que QA = Σ (A,S, T ) ¥
Observacio´n 6.2.8. El hecho de que existan proyecciones P ∈ L(H1) y Q ∈ L(H2) que
satisfacen AP = QA = Σ (A,S, T ) fue demostrado para operadores positivos en [45]. En
dicho trabajo, el papel de P lo jugan las proyecciones A-autoadjuntas. N
Corolario 6.2.9. Si A ∈ L(H1,H2) es (S, T )-complementable, entonces
R(Σ (A,S, T )) = R(A) ∩ T y N(Σ (A,S, T )) = S⊥ + N(A).
Demostracio´n. Por el Corolario 6.2.6, se tiene que R(A) ∩ T ⊆ R(Σ (A,S, T )) y
S⊥ + N(A) ⊆ (S ∩R(A∗) )⊥ ⊆ R(Σ (A,S, T ) ∗)⊥ = N(Σ (A,S, T )).
Por otro lado, sean P ∈ L(H1) y Q ∈ L(H2) proyecciones que satisfacen la ecuacio´n (6.6).
Luego, R(Σ (A,S, T )) = R(AP ) ⊆ R(A), y
N(Σ (A,S, T )) = N(AP ) = N(P )⊕
(
R(P ) ∩N(A)
)
⊆ S⊥ + N(A),
pues N(P ) = R(P ∗)⊥ = S⊥. ¥
Observacio´n 6.2.10. Si A ∈ L(H1,H2) es (S, T )-complementable, entonces, por el Coro-
lario 6.2.9, los subespacios S⊥+N(A), S+N(A)⊥, T ⊥+R(A)⊥ y T +R(A) son cerrados.
Ma´s au´n, si R(A) es cerrado, entonces, por la Proposicio´n 1.2.3, A(S⊥), A∗(T ⊥), y R(A22)
tambie´n son cerrados. Por lo tanto, en el caso particular de operadores con rango cerrado,
los me´todos basados en el uso de inversas generalizadas pueden usarse. No obstante, los
nuestros no so´lo se aplican a operadores cuyos rangos no son cerrados, sino que tambie´n,
permiten obtener la mayor´ıa de las propiedades conocidas del complemento de Schur bajo
la hipo´tesis de complementabilidad. N
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El orden parcial menos. En [94], Mitra probo´ (para matrices en Cm×n) que Σ (A,S, T )
es el u´nico ma´ximo del conjunto
M−(A,S, T ) =
{
C ∈ Cm×n : C ≤− A, R(C) ⊆ T y R(C∗) ⊆ S
}
,
respecto al denominado orden parcial menos: C ≤− A si
R(C) ∩R(A− C) = {0} y R(C∗) ∩R(A∗ − C∗) = {0}.
Un resultado similar puede ser obtenido en nuestro contexto. Para ello, primeramente es
necesario extender la definicio´n de orden menos a espacios de Hilbert de dimensio´n infinita:
Definicio´n 6.2.11. Dados A,B ∈ L(H1,H2), deremos que A es menor que B respecto al
orden (parcial) menos si:
(a) c0
[
R(A), R(B − A)
]
< 1 y (b) c0
[
R(A∗), R(B∗ − A∗)
]
< 1 .
En tal caso lo denotaremos A ≤− B.
Observacio´n 6.2.12. En el caso finito dimensional, la condicio´n (a) es equivalente a R(A)∩
R(B−A) = {0} y la condicio´n (b) es equivalente a R(A∗)∩R(B∗−A∗) = {0}. Por ende, la
definition 6.2.11 extiende la definicio´n ya existente en espacios de dimensio´n finita. No´tese
tambie´n que A ≤− B si y so´lo si A∗ ≤− B∗, por la simetr´ıa de las condiciones (a) y (b). N
La siguiente Proposicio´n provee condiciones equivalentes a la condicio´n (a) de la definicio´n
6.2.11, las cuales son ma´s simples de manipular. Un resultado similar para la condicio´n (b)
puede obtenerse adjuntando.
Proposicio´n 6.2.13. Dados A,B ∈ L(H1,H2), las siguientes afirmaciones son equivalentes:
1. c0
[
R(A), R(B − A)
]
< 1.
2. Existe una proyeccio´n Q ∈ L(H2) tal que R(Q) = R(A) y A = QB.
3. Existe una proyeccio´n Q ∈ L(H2) tal que A = QB.
Demostracio´n.
1 =⇒ 2 : Si L = R(A) ⊕ R(B − A), entonces L es cerrado por la Proposicio´n 1.2.3. Sea
Q ∈ L(H2) la proyeccio´n cuyo rango es R(A) y cuyo nu´cleo es N(Q) = R(B − A) ⊕ L⊥.
Entonces, QB = Q
(
(B − A) + A
)
= QA = A.
2 =⇒ 3 : Es clara.
3 =⇒ 1 : Como A = QB y B − A = (I − Q)B, se tiene que R(A) ⊆ R(Q) y R(B − A) ⊆
R(I −Q) = N(Q). Por lo tanto, c0
[
R(A), R(B − A)
]
≤ c0 [ R(Q), N(Q) ] < 1. ¥
Corolario 6.2.14. Sean A,B ∈ L(H1,H2).
1. Si A ≤− B, entonces R(A) ⊆ R(B) y R(A∗) ⊆ R(B∗).
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2. La relacio´n ≤− es un orden parcial (i.e. es reflexiva, antisime´trica y transitiva).
3. Si A ≤− B y B es una proyeccio´n, entonces A es tambie´n una proyeccio´n.
Demostracio´n. Las primeras dos afirmaciones son una consecuencia inmediata de la Proposi-
cio´n 6.2.13. Por otro lado, si A ≤− B y B2 = B, aplicando la Proposicio´n 6.2.13 a los opera-
dores A y B (resp A∗ y B∗) resulta que existen proyecciones P y Q tales que R(P ∗) = R(A∗),
R(Q) = R(A) y A = QB = BP . Luego A2 = (QB)(BP ) = QBP = A. ¥
Teorema 6.2.15. Sea A ∈ L(H1,H2) un operador (S, T )-complementable, y sea
M−(A,S, T ) =
{
C ∈ L(H1,H2) : C ≤− A, R(C) ⊆ T y R(C∗) ⊆ S
}
.
Entonces, Σ (A,S, T ) = max
≤−
M−(A,S, T ).
Demostracio´n. Por las Proposiciones 6.2.7 y 6.2.13, sabemos que Σ (A,S, T ) ≤− A. Por
otro lado, por el Corolario 6.2.9, R(Σ (A,S, T )) ⊆ T y R((Σ (A,S, T ))∗) ⊆ S. Luego,
Σ (A,S, T ) ∈M−(A,S, T ).
Por otro lado, dado C ∈ M−(A,S, T ), existe una proyeccio´n E ∈ L(H2) tal que C =
EA. Sea P ∈ L(H1) una proyeccio´n como en la Proposicio´n 6.2.7 tal que R(P ∗) = S y
Σ (A,S, T ) = AP . La inclusio´n R(C∗) ⊆ S implica que P ∗C∗ = C∗. Por lo tanto
C = CP = EAP = EΣ (A,S, T ) .
Ana´logamente, existe una proyeccio´n F tal que C∗ = F (Σ (A,S, T ))∗. En consecuencia, por
la Proposition 6.2.13, C ≤− Σ (A,S, T ). ¥
Corolario 6.2.16. Sea A ∈ L(H) una proyeccio´n, la cual es (S, T )-complementable. En-
tonces N(A) + S⊥ es cerrado,
H =
(
R(A) ∩ T
)
⊕
(
N(A) + S⊥
)
,
y Σ (A,S, T ) es la proyeccio´n dada por esta descomposicio´n.
Demostracio´n. Por el Teorema 6.2.15, Σ (A,S, T ) ≤− A. Luego, por el Corolario 6.2.14,
Σ (A,S, T ) es una proyeccio´n. El resto del enunciado es consecuencia del Corolario 6.2.9. ¥
El siguiente Corolario fue demostrado por Ando para operadores autoadjuntos (see [6]).
Corolario 6.2.17. Sea A ∈ L(H1,H2), y consideremos los subespacios cerrados S, Ŝ de H1
y T , T̂ de H2. Entonces, asumiendo que cada operador es complementable con respecto al
correspondiente par de subespacios, se tiene que:
Σ
(
(Σ (A,S, T )), Ŝ, T̂
)
= Σ
(
A,S ∩ Ŝ, T ∩ T̂
)
. (6.7)
Demostracio´n. La demostracio´n sigue las mismas lineas que la demostracio´n de la Proposi-
cio´n 2.2.5, es decir, se prueba que M−(Σ (A,S, T ) , Ŝ, T̂ ) = M−(A,S ∩ Ŝ, T ∩ T̂ ) y luego
se usa el Teorema 6.2.15. ¥
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6.3 Suma y resta paralelas
Suma paralela
La nocio´n de suma paralela ha sido desarrollada por Anderson y Duffin en [1]. La extensio´n,
en el caso positivo, a espacios de Hilbert cualesquiera fue hecha por Anderson y Trapp en
[5] (ver tambie´n [95] y [96]). La clave fue usar el complemento de Schur en la definicio´n. En
esta seccio´n, definiremos la suma paralela entre operadores siguiendo las ideas de Anderson
y Trapp (ver, en particular, [5] seccio´n 4). Au´n en el caso escalar, no cualquier par de
operadores es sumable. Por lo tanto, es necesario definir el concepto de operadores sumables.
Definicio´n 6.3.1. Dados A,B ∈ L(H1,H2), diremos que A y B son de´bilmente sumables
en paralelo si:
1. R(A) ⊆ R(|A∗ + B∗|1/2) y R(B) ⊆ R(|A∗ + B∗|1/2).
2. R(A∗) ⊆ R(|A + B|1/2) y R(B∗) ⊆ R(|A + B|1/2).
En este caso, la suma paralela de A y B, denotada por A : B ∈ L(H1,H2), es :(
A : B 0
0 0
)
= Σ
((
A A
A A + B
)
,H1 ⊕ {0},H2 ⊕ {0}
)
.
Observacio´n 6.3.2. No´tese que el par (A,B) es de´bilmente sumable en paralelo si y so´lo si
el operador
(
A A
A A + B
)
es (H1⊕{0},H2⊕{0})-de´bilmente complementable. Por lo tanto,
la suma paralela esta bie´n definida. N
Proposicio´n 6.3.3. Sean A,B ∈ L(H1,H2) operadores de´bilmente sumables en paralelo y
sean EA, EB, FA y FB, respectivamente, las soluciones reducidas de las ecuaciones
A = |A∗ + B∗|1/2UX , B = |A∗ + B∗|1/2UX, (6.8)
A∗ = |A + B|1/2X , B∗ = |A + B|1/2X, (6.9)
donde U es la isometr´ıa parcial de la descomposicio´n polar de A + B. Entonces:
A : B = F ∗AEB = F
∗
BEA, (6.10)
Demostracio´n. Notemos que |A∗ + B∗|1/2U = U |A + B|1/2. Luego, sumando en (6.8) y en
(6.9), obtenemos
|A + B|1/2 = EA + EB, y |A∗ + B∗|1/2U = F ∗A + F ∗B ,
por la unicidad de la solucio´n reducida. Por co´mo fue definida, A : B = A−F ∗AEA. Entonces
A : B = A− F ∗AEA = F ∗A(|A + B|1/2 − EA) = F ∗AEB .
La otra igualdad se demuestra en forma similar. ¥
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Corolario 6.3.4. Sean A,B ∈ L(H1,H2) operadores de´bilmente sumables en paralelo. En-
tonces, la suma paralela es conmutativa, es decir, A : B = B : A.
Corolario 6.3.5. Sean A,B ∈ L(H1,H2) operadores de´bilmente sumables en paralelo y
supongamos que A+B tiene rango cerrado. Entonces A : B = A−A(A+B)†A = A(A+B)†B.
Una de las ventajas de haber definido la suma paralela usando el complemento de Schur
bilateral es que de este modo, la suma paralela hereda varias de sus propiedades. Por ejemplo,
el siguiente resultado es una consecuencia inmediata de la Proposicio´n 6.2.5.
Proposicio´n 6.3.6. Sean A,B ∈ L(H1,H2) operadores de´bilmente sumables en paralelo y
x ∈ H1. Entonces, existe una sucesio´n {yn}n∈N y un nu´mero positivo M tal que
A(x + yn) −−−→
n→∞
A : B(x) , B(yn) −−−→
n→∞
−A : B(x) ,
y 〈 |A + B|yn, yn 〉 ≤ M . Reciprocamente, si existe d ∈ H2 , una sucesio´n {yn}n∈N en H1 y
un nu´mero real M tal que
A(x + yn) −−−→
n→∞
d , B(yn) −−−→
n→∞
−d , y 〈 |A + B|yn, yn 〉 ≤ M ,
entonces A : B(x) = d.
Corolario 6.3.7. Si A,B ∈ L(H1,H2) son de´bilmente sumables en paralelo, entonces
R(A) ∩R(B) ⊆ R(A : B) ⊆ R(A) ∩R(B)
Demostracio´n. Dado x ∈ R(A) ∩ R(B), sean y, z ∈ H1 tales que Ay = Bz = x. Entonces,
A((y + z) − z) = x = B(−z). Por lo tanto, tomando w = y + z y yn = −z ∀n ∈ N, por la
Proposicio´n 6.3.6 se tiene que A : B(w) = x. Esto prueba la primer inclusio´n. La segunda
resulta como consecuencia de la Proposicio´n 6.3.6. ¥
Operadores sumables en paralelo
Sean A,B ∈ L(H1,H2). Como ya hemos remarcado en la Observacio´n 6.3.2, el par (A,B)
es de´bilmente sumable en paralelo si y solamente si
M =
(
A A
A A + B
)
,
es (H1 ⊕ {0},H2 ⊕ {0})-de´bilmente complementable. Desde este punto de vista, es natural
considerar pares de operadores (A,B) tales que M sea (H1⊕{0},H2⊕{0})-complementable.
En esta subseccio´n estudiaremos tales pares de operadores.
Definicio´n 6.3.8. Dado A,B ∈ L(H1,H2), diremos que A y B son sumables en paralelo
si
R(A) ⊆ R(A + B) y R(A∗) ⊆ R(A∗ + B∗) .
No´tese que estas condiciones implican que R(B) ⊆ R(A + B) y R(B∗) ⊆ R(A∗ + B∗).
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Esta nocio´n es por supuesto ma´s fuerte que la de ser de´bilmente sumable en paralelo.
Por ejemplo, tomemos A,D ∈ L(H)+ tales que A ≤ D pero R(A) * R(D). Llamemos B a
la diferencia D − A ∈ L(H)+. Por el Teorema 2.1.1, R(A) ⊆ R(A1/2) ⊆ R(D1/2) = R((A +
B)1/2). Ana´logamente, como B ≤ D, entonces tambie´n R(B) ⊆ R(D1/2) = R((A + B)1/2).
Sin embargo, el par (A,B) no puede ser sumable paralelo pues R(A) * R(A + B) = R(D).
Ambas nociones coinciden, por ejemplo, A + B posee rango cerrado
Claramente, para operadores sumables en paralelo, algunas de las propiedades que ya
hemos demostrado pueden mejorarse. Mencionemos, a modo de ejemplo, las siguientes:
Proposicio´n 6.3.9. Sean A,B ∈ L(H1,H2) operadores paralelamente sumables y sea x ∈
H1. Entonces, existe y ∈ H1 tal que A(x + y) = A : B(x) y By = −A : B(x). Ma´s au´n, hay
proyecciones P ∈ L(H1⊕H1), Q ∈ L(H2⊕H2) tales que R(P ∗) = H1⊕{0}, R(Q) = H2⊕{0}
y
Q
(
A A
A A + B
)
=
(
A A
A A + B
)
P =
(
A : B 0
0 0
)
.
Demostracio´n. Usar la Proposicio´n 6.2.7. ¥
Corolario 6.3.10. Si A,B ∈ L(H1,H2) son sumables en paralelo, entonces R(A : B) =
R(A) ∩R(B).
Resta paralela
Dados dos operadores A,C ∈ L(H1,H2), parece natural estudiar la existencia de una solucio´n
de la ecuacio´n A : X = C, es decir, si existe un operador B ∈ L(H1,H2) paralelamente
sumable con A tal que A : B = C. Para operadores positivo, esta pregunta ha sido estudiada,
entre otros, por Anderson, Duffin y Trapp en [2], Anderson Morley y Trapp en[106], y por
Pekarev en [105]. Claramente, la ecuacio´n A : X = C puede no admitir solucio´n. En efecto,
como hemos visto en el Corolario 6.3.10 una condicio´n necesaria es que R(C) ⊆ R(A) y
R(C∗) ⊆ R(A∗), o, equivalentemente, R(C − A) ⊆ R(A) y R((C − A)∗) ⊆ R(A∗).
En esta seccio´n, demostraremos que si R(C − A) = R(A) y R((C − A)∗) = R(A∗),
entonces existe una solucio´n de la ecuacio´n A : X = C. Ma´s au´n, encontraremos una
solucio´n distinguida, a la cual llamaremos resta paralela de los operadores C y A. Dado
A ∈ L(H1,H2), sea DA el conjunto de operadores definido por
DA := {C ∈ L(H1,H2) : R(C − A) = R(A) y R((C − A)∗) = R(A∗)}.
Proposicio´n 6.3.11. Sea A ∈ L(H1,H2). Entonces la aplicacio´n C 7→ C : (−A) es una
biyeccio´n entre los conjuntos DA y D−A cuya inversa es D 7→ D : A.
Demostracio´n. Por la definicio´n de sumabilidad en paralelo, es claro que −A y C son suma-
bles, para todo C ∈ DA. Sea E la solucio´n reducida de C − A = AX y sea Q la proyeccio´n
sobre H2 ⊕ {0} tal que Q
(−A −A
−A C − A
)
=
(
C : (−A) 0
0 0
)
. Como(
C : (−A) + A 0
0 0
)
= Q
(
0 −A
−A C − A
)
y
(
0 −A
−A C − A
)(−E 0
−I 0
)
=
(
A 0
0 0
)
,
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se obtiene (
C : (−A) + A 0
0 0
) (−E 0
−I 0
)
= Q
(
A 0
0 0
)
=
(
A 0
0 0
)
.
Esto implica que R(A) ⊆ R(C : (−A) + A). Como la otra inclusio´n siempre se verifi-
ca, concluimos que R(A) = R(C : (−A) + A). Ana´logamente se prueba que R(A∗) =
R((C : (−A) + A)∗). Luego, la aplicacio´n Φ : DA → D−A dada por Φ(C) = C : (−A)
esta´ bien definida.
Para probar que Φ−1(D) = D : A, tomemos C ∈ DA y x ∈ H1. Existen y, z ∈ H1 tales
que
C : (−A)(x + y) = (C : (−A)) : A(x) , Ay = −(C : (−A)) : A(x) ,
C(x + y + z) = C : (−A)(x + y) , and Az = −(C : (−A))(x + y).
Luego, A(y + z) = 0, lo cual implica que C(y + z) = 0. Por lo tanto
Cx = C(x + y + z) = C : (−A)(x + y) = (C : (−A)) : A(x) ,
lo cual completa la demostracio´n. ¥
Corolario 6.3.12. Sea A ∈ L(H1,H2). Para cada C ∈ DA, la ecuacio´n
A : X = C
tiene solucio´n. Ma´s au´n, C : (−A) es la u´nica solucio´n que satisface
R(A + X) = R(A) y R((A + X)∗) = R(A∗) . (6.11)
¥
Definicio´n 6.3.13. Dados A ∈ L(H1,H2) y C ∈ DA, la resta paralela entre los operadores
A y C, denotada por C ÷ A, se define como la u´nica solucio´n de la ecuacio´n A : X = C que
satisface (6.11).
Observacio´n 6.3.14. No´tese que, de acuerdo a nuestra definicio´n, se tiene que C ÷ A =
C : (−A); en particular, la mayor´ıa de las propiedades de la suma paralela son heredadas
por la resta paralela. N
6.4 Fo´rmulas para el complemento de Schur bilateral
En esta seccio´n exhibiremos algunas fo´rmulas para el complemento de Schur bilateral en las
cuales interviene la suma y la resta paralela. Como antes, S y T denotan dos subespacios
cerrados de H1 y H2, respectivamente. Comenzaremos con un Lema, el cual fue demostrado
en [106] para pares de operadores positivos.
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Lema 6.4.1. Sea A ∈ L(H1,H2) un operador (S, T )-complementable y B ∈ L(H1,H2) otro
operador tal que los pares (A,B) y (Σ (A,S, T ) , B) son sumables en paralelo y la suma
paralela A : B es (S, T )-complementable. Entonces
Σ (A,S, T ) : B = Σ ((A : B),S, T ) .
Demostracio´n. Sea x ∈ S. Por la Proposicio´n 6.3.9, existe y ∈ H1 tal que
Σ (A,S, T ) (x + y) = Σ (A,S, T ) : B(x) , y By = −Σ (A,S, T ) : B(x).
Sea z ∈ S⊥ de modo que A(x + y + z) = Σ (A,S, T ) (x + y). Entonces,
A(x + y + z) = Σ (A,S, T ) : B(x) y By = −Σ (A,S, T ) : B(x).
Luego, A : B
(
x
z
)
= Σ (A,S, T ) : B(x), y por la Proposicio´n 6.2.5, Σ ((A : B),S, T ) x =
Σ (A,S, T ) : B(x). ¥
El siguiente es un resultado te´cnico que sera´ de gran utilidad.
Proposicio´n 6.4.2. Sea A ∈ L(H1,H2) un operador (S, T )-complementable . Si B ∈
L(H1,H2) satisface R(B) = T y R(B∗) = S, entonces existe n0 ∈ N tal que para todo
n ≥ n0, A y nB son sumables en paralelo.
Primero demostraremos el siguiente lema.
Lema 6.4.3. Sean A,B ∈ L(H1,H2) tales que R(A) ⊆ T , R(A∗) ⊆ S, R(B) = T y R(B∗) =
S. Entonces existe n0 ∈ N tal que para todo n ≥ n0, R(A + nB) = T y R((A + nB)∗) = S.
Demostracio´n. Basta demostrar que T ⊆ R(A + nB) y S ⊆ R((A + nB)∗), pues las otras
inclusiones se verifican por hipo´tesis. Como R(B∗) = S, el Teorema 2.1.1 asegura que
B∗B ≥ αPS para cierto α > 0. Entonces
|A + nB|2 = A∗A + n2 B∗B + n (A∗B + B∗A) ≥
(
αn2 − n ‖(A∗B + B∗A)‖
)
PS .
Tomemos n1 ∈ N de modo que αn2 > n ‖(A∗B + B∗A)‖ para todo n ≥ n1 . Por el Teorema
2.1.1, S ⊆ R(|A + nB|) = R((A + nB)∗), si n ≥ n1 . Ana´logamente, se prueba que existe
T ⊆ R((A + nB)) para todo n mayor que cierto n2 ∈ N. En consecuencia, el lema queda
demostrado tomando n0 = max{n1, n2}. ¥
Demostracio´n de la Proposicio´n 6.4.2. Tomemos, como en la Proposicio´n 6.2.7, una proyec-
cio´n P ∈ L(H1) tal que AP = Σ (A,S, T ) y R(P ∗) = S. Como N(B) = S⊥ = R(I − P ), se
tiene B(I − P ) = 0 y BP = B. Por el Lemma 6.4.3 existe n1 ∈ N tal que R((Σ (A,S, T ) +
nB)∗) = S, para todo n ≥ n1. Fijemos n ≥ n1. Dado x ∈ H1 , hay un y ∈ S de modo que
Σ (A,S, T ) x = (Σ (A,S, T ) + nB)y. Si z = Py + (I − P )x ∈ H1 , entonces
Ax = A
(
Px + (I − P )x) = Σ (A,S, T ) x + A(I − P )x
=
(
Σ (A,S, T ) + nB)y + (A + nB)(I − P )x
= (A + nB)Py + (A + nB)(I − P )x = (A + nB)z .
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Esto prueba la inclusio´n R(A) ⊆ R(A + nB). Siguiendo un argumento parecido se prueba
que existe n2 ∈ N tal que R(A∗) ⊆ R(A+nB)∗ para n ≥ n2 . Por ende, A y nB son sumables
en paralelo para todo n ≥ max{n1, n2}. ¥
Como hemos visto en la seccio´n anterior, la suma paralela se define en te´rminos del comple-
mento de Schur bilateral. La siguiente proposicio´n muestra una especie de relacio´n inversa.
Proposicio´n 6.4.4. Sea A ∈ L(H1,H2) (S, T )-complementable. Si B ∈ L(H1,H2) satisface
R(B) = T y R(B∗) = S, entonces existe n0 ∈ N tal que:
1. El par (A, nB) es sumable en paralelo para todo n ≥ n0.
2. Σ (A,S, T ) = lim
n→∞
A : (nB) (en la topolog´ıa inducida por la norma).
En primer lugar, demostraremos el siguiente caso particular:
Lema 6.4.5. Sean A,B ∈ L(H1,H2) tales que R(A) ⊆ T , R(A∗) ⊆ S, R(B) = T y
R(B∗) = S. Entonces, A : (nB) ‖ · ‖−−−→
n→∞
A .
Demostracio´n. El Lema 6.4.3 implica que existe n0 ≥ 1 tal que, para todo n ≥ n0, A y nB
son sumables en paralelo. Fijemos n ≥ n0. Por definicio´n, A : (nB) = A− F ∗nEn, donde Fn
y En son las soluciones reducidas de las ecuaciones
A∗ = |A + nB|1/2X y A = |(A + nB)∗|1/2UnX,
y Un es la isometr´ıa parcial de la descomposicio´n polar de A + nB. Mostraremos que
‖En‖ −−−→
n→∞
0 (resp. ‖Fn‖ −−−→
n→∞
0), lo cual claramente implica la convergencia deseada. Por
el Teorema 2.1.1,
‖En‖ = inf
{
λ ∈ R : A∗A ≤ λ|A + nB|} , n ∈ N , (6.12)
y existe α, β > 0 tal que A∗A ≤ βPS y B∗B ≥ αPS . Entonces (A∗A)2 ≤ β2PS , y
|A + nB|2 = A∗A + n2 B∗B + n (A∗B + B∗A)
≥ (αn2 − n ‖(A∗B + B∗A)‖)PS ≥ αn2 − n ‖(A∗B + B∗A)‖
β2
(A∗A)2 .
Recordemos que por el teorema de Lo¨wner, dado r ∈ (0, 1], la funcio´n f(x) = xr es mono´tona
de operadores, es decir si 0 ≤ A ≤ B, entonces Ar ≤ Br. Por lo tanto, si n es suficientemente
grande,
A∗A ≤ β(
αn2 − n ‖(A∗B + B∗A)‖)1/2 |A + nB| .
Luego, (6.12) implica que ‖En‖ −−−→
n→∞
0 . Analogamente, se prueba que ‖Fn‖ −−−→
n→∞
0 . ¥
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Demostracio´n de la Proposicio´n 6.4.4. Por la Proposicio´n 6.4.2, tanto el par (A, nB) como
el par (Σ (A,S, T ) , nB) son sumables en paralelo para todo n mayor que cierto n0. Usando
el Lema 6.4.1, para todo n ≥ n0 , se tiene
A : nB = Σ ((A : nB),S, T ) = Σ (A,S, T ) : nB .
Entonces, por el Lema 6.4.5, haciendo que el operador Σ (A,S, T ) juegue el papel de A,
obtenemos que A : nB −−−→
n→∞
Σ (A,S, T ). ¥
El u´ltimo resultado de esta seccio´n relaciona la suma y resta paralela con el complemento
de Schur bilateral.
Proposicio´n 6.4.6. Sea A ∈ L(H1,H2) un operador (S, T )-complementable. Entonces,
dado un operador L ∈ L(H1,H2) tal que R(L) = T y R(L∗) = S, existe n ∈ N de modo que:
1. A y nL son sumables en paralelo.
2. Σ (A,S, T ) ∈ D−nL.
3. (A : nL) ÷ nL = Σ (A,S, T ).
Demostracio´n. Las primeras dos afirmacio´n son consecuencias de la Proposicio´n 6.4.2 y el
Lema 6.4.3, respectivamente. Como R
(
(A : nL) ÷ nL) ⊆ T y R(((A : nL) ÷ nL)∗) ⊆ S
entonces, por el Lema 6.4.1,
(A : nL) ÷ nL = Σ (((A : nL) ÷ nL),S, T ) = (Σ (A,S, T ) : nL) ÷ nL.
Finalmente, por la Proposicio´n 6.3.11,
(Σ (A,S, T ) : nL) ÷ nL = (Σ (A,S, T ) ÷ −nL) : (−nL) = Σ (A,S, T ) ,
lo cual completa la demostracio´n. ¥
Observacio´n 6.4.7. La Proposicio´n 6.4.4 fue demostrada para operadores positivo por An-
derson y Trapp en [5] y por Pekarev y Smul’jian en [106]. Tambie´n fue estudiada por Mitra
y Puri quienes probaron la fo´rmula Σ (A,S, T ) = lim
n→∞
A : (nB) para matrices rectangulares
(see [97]). No obstante, su demostracio´n no puede extenderse a espacios de Hilbert de di-
mensio´n infinita pues sus te´cnicas involucran inversas generalizadas, que en nuestro contexto
so´lo existen si el operador en cuestio´n posee rango cerrado. Finalmente, el lector encontrara´
una mejora de la Proposicio´n 6.4.6 para operadores positivos se encuentra en [106].
Cap´ıtulo 7
Complemento de Schur espectral
Dado un operador positivo A y un nu´mero t > 0, consideremos At y su complemento de
Schur Σ (S, At). Resulta que la funcio´n t→ Σ (At,S)1/t es decreciente respeto al orden usual
para t ≥ 1. Su l´ımite, respecto a la topolog´ıa fuerte de operadores,
ρ (A,S) = lim
m→∞
Σ (Am,S)1/m ,
es el principal objeto de estudio de este cap´ıtulo. Entre otras cosas, estudiaremos la conexio´n
que existe entre ρ (A,S) y el orden espectral introducido por Olson en [101], las propiedades
espectrales de ρ (A,S), como estas propiedades espectrales se vinculan con las de A y final-
mente consideraremos su relacio´n con la denominada complejidad de Kolmogorov, definida
por J. I. Fujii y M. Fujii en [60].
7.1 El orden espectral
El preorden espectral fue introducido por Olson en [101] con el propo´sito de exhibir una
relacio´n de orden con respecto a la cual el espacio vectorial real de operadores autoadjuntos
formara un ret´ıculo condicionalmente completo. En este trabajo so´lo consideraremos el
preorden espectral para operadores positivos, razo´n por la cual optamos por la siguiente
definicio´n del mismo:
Definicio´n 7.1.1. Dados A,B ∈ L(H)+, diremos que A es menor que B respecto al orden
espectral si para todo m ∈ N se tiene que Am ≤ Bm. En tal caso escribiremos A¹B. La
relacio´n ¹ definida en L(H)+ es un orden parcial denominado orden espectral.
Notacio´n: A lo largo de este cap´ıtulo, dado un operador A ∈ Lsa(H), por medio de
λmin (A) (resp. λmax (A)) denotaremos al menor (resp. mayor) elemento del espectro de A.N
Ejemplos 7.1.2. Dados A,B ∈ L(H)+ tales que A ≤ B, se tiene:
1. Si AB = BA entonces A¹B.
2. Si λmax (A) ≤ λmin (B) entonces A¹B.
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3. En M2(C)+, A¹B si y so´lo si λmax (A) ≤ λmin (B) o bie´n AB = BA.
4. Si hay una matriz C tal que A ≤ C ≤ B, AC = CA y BC = CB, entonces A¹B. N
Las siguientes caracterizaciones alternativas del orden espectral fueron demostradas por Ol-
son en [101].
Teorema 7.1.3. Sean A,B ∈ L(H)+. Las siguientes afirmaciones son equivalentes:
(1) A¹B,
(2) ℵ[λ,∞)(A) ≤ ℵ[λ,∞)(B) (0 ≤ λ <∞),
(3) f(A) ≤ f(B) para toda funcio´n continua y no decreciente f definida en [0,∞).
Como consecuencia de la Proposicio´n 1.1.12 se tiene el siguiente resultado:
Proposicio´n 7.1.4. Sea {An}n∈N una sucesio´n en L(H)+ tal que An+1¹An, n ∈ N y
An
SOT
↘
n→∞
A ∈ L(H)+. Entonces, para cada k ∈ N, Akn
SOT
↘
n→∞
Ak. En particular, A¹An, n ∈ N.
Demostracio´n. Fijemos k ∈ N. Como la sucesio´n {An}n∈N es decreciente con respecto al
orden espectral, existe B ∈ L(H)+ tal que Akn
SOT
↘
n→∞
B. Usando la Proposicio´n 1.1.12 con la
funcio´n f(t) = t1/k, deducimos que An
SOT
↘
n→∞
B1/k = A. Por lo tanto, B = Ak. ¥
El siguiente teorema contiene ma´s caracterizaciones alternativas del orden espectral, esta
vez en espacios de dimensio´n finita.
Teorema 7.1.5. Sean A,B ∈Mn(C)+. Entonces, son equivalentes:
1. A¹B
2. Si λ ∈ σ (A), µ ∈ σ (B) y λ > µ, entonces N (A− λ) ⊆ (N (B − µ))⊥.
3. Existe k ∈ N, k ≤ n y una sucesio´n de matrices semidefinidas positivas {Di}0≤i≤k tales
que, D0 = A, Dk = B, Di ≤ Di+1 y DiDi+1 = Di+1Di (i = 0, · · · , k − 1).
Demostracio´n.
1 ⇒ 2: Co´mo los espectros de A y B son discretos, existe una funcio´n f : R → R tal que:
i.) f es creciente y continua.
ii.) f(x) = 1 si x ≥ λ y f(x) = 0 si x ≤ µ.
iii.) Si x ∈ σ (A) ∪ σ (B), entonces, f(x) = 0 o f(x) = 1.
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Luego
N(A− λ) ⊆ R(f(A)) ⊆ R(f(B)) ⊆ N(B − µ)⊥.
2 ⇒ 3) Procedamos por induccio´n sobre la dimensio´n del espacio Cn. Si n = 1, es claramente
verdadero.
Ahora, sea n > 1 y supongamos que la implicacio´n (2 ⇒ 3) vale para matrices de
n− 1× n− 1. Definamos el conjunto
N = {λ ∈ σ (A) : λ > λmin(B)} .
Si N = ∅, entonces, A ≤ λmin (B) I ≤ B. Por otro lado, si N 6= ∅, sea P la proyeccio´n
sobre el subespacio
⊕
λ∈N
N (A− λ) y D1 el operador definido por
D1 = λmin (B) (I − P ) + PA.
Como PA = AP , es claro que AD1 = D1A y A ≤ D1. Por otro lado, el par (D1, B) tambie´n
satisface (2). D1 y B tienen un autovector en comu´n x, el cual corresponde a λmin (B) (pues
N (B − λmin (B)) ⊆ R(I − P )). Sea L el subespacio generado por x. Entonces D1 y B
pueden representarse del siguiente modo
D1 =
(
λmin (B) 0
0 D̂1
) L
L⊥ y B =
(
λmin (B) 0
0 B̂
) L
L⊥ .
Dado que (D̂1, B̂) satisfacen (2), aplicando la hipo´tesis inductiva, existe una sucesio´n
{D̂j}j=2,··· ,k (k ≤ n), tal que D̂k = B̂ y D̂jD̂j+1 = D̂j+1D̂j (j = 1, · · · , k − 1). Finalmente,
la sucesio´n buscada es
D0 = A
Dj =
(
λmin (B) 0
0 D̂j
)
(j = 1, · · · , k).
3 ⇒ 1) Como DiDi+1 = Di+1Di (i = 0, · · · , k − 1), se tiene que A¹D1¹ · · · ¹Dk¹B. ¥
Observacio´n 7.1.6. La prueba original de la equivalencia entre (1) y (2) puede encontrarse
en [101]. N
7.2 Definicio´n del complemento de Schur espectral y
sus propiedades ba´sicas
En esta seccio´n definiremos el complemento de Schur espectral y probaremos algunas de sus
propiedades. Con el objeto de simplificar los enunciados, de aqu´ı en ma´s asumiremos que H
es un espacio de Hilbert dado, A ∈ L(H)+ y S es un subespacio cerrado de H.
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Proposicio´n 7.2.1. La funcio´n t 7→ Σ (At,S)1/t , t ∈ [1,∞) es decreciente.
Demostracio´n. Fijemos t ≥ 1. Entonces, Σ (At,S) ≤ At. Como 0 ≤ 1/t ≤ 1, del teorema
de Lo¨wner se deduce que Σ (At,S)1/t ≤ A. Por otro lado, R(Σ (At,S)1/t) ⊆ S. Luego, por
la definicio´n de complemento de Schur, Σ (At,S)1/t ≤ Σ (A,S). Ahora, dados 1 ≤ r ≤ s,
tomemos t = s/r ≥ 1. Aplicando lo ya demostrado al operador Ar y a t, se tiene
Σ (Ar,S) ≥ Σ (Art,S)1/t = Σ (As,S)r/s .
Como 1/r ≤ 1, nuevamente por el teorema de Lo¨wner, Σ (Ar,S)1/r ≥ Σ (As,S)1/s. ¥
Definicio´n 7.2.2. Si A ∈ L(H)+ y S es un subespacio cerrado de H, el complemento de
Schur espectral de A respecto de S esta´ definido por
ρ (A,S) = inf
t≥1
Σ
(
At,S)1/t = lim
t→+∞
Σ
(
At,S)1/t ,
donde el l´ımite es repecto a la topolog´ıa fuerte de operadores.
Ejemplos 7.2.3. Sea A ∈ L(H)+ y sean S y T subespacios cerrados.
1. Si A = PT , entonces ρ (A,S) = Σ (At,S)1/t = PS∩T , para todo t ∈ [1,∞).
2. Si APS = PSA, entonces ρ (A,S) = Σ (At,S)1/t = PSA, para todo t ∈ [1,∞). N
En la siguiente proposicio´n resumimos algunas propiedades simples del complemento de
Schur espectral.
Proposicio´n 7.2.4. Sea A ∈ L(H)+ y sean S y T subespacios cerrados de H. Entonces:
1. R(ρ (A,S)) ⊆ R(A) ∩ S.
2. ρ (cA,S) = c ρ (A,S) para todo c ∈ [0, +∞).
3. Si S ⊆ T entonces ρ (A,S) ≤ ρ (A, T ).
4. Σ (ρ (A,S) ,S) = ρ (A,S) y ρ (Σ (A,S) ,S) = Σ (A,S).
5. ρ (ρ (A,S) ,S) = ρ (A,S).
6. ρ (A,S ∩ T ) ≤ ρ (Σ (A,S) , T ).
Demostracio´n.
1, 2 y 3. Estas propiedades pueden deducirse fa´cilmente de la definicio´n de ρ (A,S) y la Proposi-
cio´n 2.2.3.
4. Como R
(
Σ
(
At,S)1/t) ⊆ S, para cada t ≥ 1 se tiene R (ρ (A,S)) ⊆ S. Luego,
Σ (ρ (A,S) ,S) = ρ (A,S).
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5. Es una consecuencia directa de la identidad anterior.
6. Puede deducirse las siguientes desigualdades, validas para todo n ∈ N:
Σ
(
A2
m
,S ∩ T ) ≤ Σ (Σ (A2m ,S) , T ) ≤ Σ (Σ (A,S)2m , T ) .
donde la u´ltima desigualdad se debe a que Σ
(
A2
m
,S) ≤ Σ (A,S)2m , lo cual se deduce
inductivamente a partir de la Proposicio´n 2.2.4
¥
El siguiente resultado es clave para el estudio del ρ (A,S).
Proposicio´n 7.2.5. Para todo t ∈ (0,∞)
ρ (A,S)t = ρ (At,S)
En particular,ρ (A,S)t ≤ At.
Demostracio´n. Primeramente demostre´moslo para t ≥ 1. Por la Proposicio´n 1.1.12, la fun-
cio´n x → xr es continua respecto a la topolog´ıa fuerte de operadores si 0 ≤ r ≤ 1. Luego,
dado t ∈ (1,∞), como st→∞ si s →∞, se tiene que
ρ
(
At,S)1/t = ( lim
s→∞
Σ
(
(At)s,S)1/s)1/t = lim
s→∞
Σ
(
Ast,S)1/st = ρ (A,S) ,
donde los l´ımites se toman respecto a la topolog´ıa fuerte de operadores. Esto prueba para
t ≥ 1 que
ρ
(
At,S) = ρ (A,S)t . (7.1)
Ahora, si t ∈ (0, 1),
ρ
(
At,S) = (ρ (At,S)1/t)t = ρ ((At)1/t,S)t = ρ (A,S)t ,
donde en la segunda igualdad hemos usado (7.1) para
1
t
≥ 1. ¥
A partir de este resultado, surge el siguiente teorema, el cual muestra que respecto al
orden espectral, el complemento de Schur espectral posee una caracterizacio´n similar a la
de Krein-Anderson-Trapp para el complemento de Schur tradicional que en este trabajo
adoptamos como definicio´n.
Teorema 7.2.6. Si
Mρ(S, A) = {D ∈ L(H)+ : D¹A, R(D) ⊆ S}
entonces ρ (A,S) = maxMρ(S, A), donde el ma´ximo es respecto a cualquiera de los ordenes,
el usual o el espectral
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Demostracio´n. En primer lugar, notemos que ρ (A,S) ∈Mρ(S, A). En efecto , ρ (A,S)m ≤
Am para todo m ∈ N por la Proposicio´n 7.2.5, y R(ρ (A,S)) ⊆ S casi por definicio´n.
Sea D ∈Mρ(S, A). Fijado m ∈ N, como Dm ≤ Am, se tiene Σ (Dm,S)1/m ≤ Σ (Am,S)1/m .
Dado que Σ (Dm,S)1/m = D, tomando m →∞ obtenemos la desigualdad D ≤ ρ (A,S) . Esto
muestra que ρ (A,S) = maxMρ(S, A) para el orden usual. Por otro lado, si D ∈Mρ(S, A),
entonces para todo k ∈ N, Dk¹Ak y Dk ∈ Mρ(S, Ak). Aplicando lo ya demostrado a Ak,
se obtiene
Dk ≤ ρ (Ak,S) = ρ (A,S)k , k ∈ N.
Luego D¹ ρ (A,S). ¥
Corolario 7.2.7. Sean A y B operadores positivos tales que A¹B y sean S y T subespacios
cerrados. Entonces
1. Si S ⊆ T , entonces ρ (A,S)¹ ρ (B, T ).
2. ρ (ρ (A,S) , T ) = ρ (A,S ∩ T ).
Demostracio´n. Para (1) basta notar queMσ(S, A) ⊆Mσ(T , B). En cuanto a (2), la prueba
es igual a la demostracio´n de la Proposicio´n 2.2.5. ¥
Otra aplicacio´n del Teorema 7.2.6 es el siguiente resultado sobre convergencia de sucesiones
de complementos de Schur espectrales.
Proposicio´n 7.2.8. Sea {An}n∈N una sucesio´n en L(H)+ tal que An+1¹An, n ∈ N y
An
SOT−−−→
n→∞
A, y sea {Sn}n∈N una sucesio´n de subespacios tales que Sn+1 ⊆ Sn. Entonces
ρ (An,Sn)
SOT
↘
n→∞
ρ (A,S) ,
donde S =
∞⋂
n=1
Sn.
Demostracio´n. Por el Corolario 7.2.7, para cada n ∈ N, ρ (An+1,Sn+1)¹ ρ (An,Sn). Luego,
existe un operador positivo L que es el l´ımite en la topolog´ıa fuerte de operadores de la
sucesio´n {ρ (An,Sn)}n∈N. Por un lado, la Proposicio´n 7.1.4 implica que A¹An, n ∈ N. Como
tambie´n S ⊆ Sn, se obtiene ρ (A,S) ≤ ρ (An,Sn), n ∈ N. Esto muestra que ρ (A,S) ≤ L.
Por otro lado, para cada n > m y k ≥ 1, por el Corolario 7.2.7 y la definicio´n de complemento
de Schur espectral,
L ≤ ρ (An,Sn) ≤ ρ (An,Sm) ≤ Σ
(
Akn,Sm
)1/k
. (7.2)
Firemos ahora k ≥ 1. Por la Proposicio´n 7.1.4, Akn
SOT
↘
n→∞
Ak. En consecuencia, por la Proposi-
cio´n 1.1.12,
Σ
(
Akn,Sm
)1/k SOT↘
n→∞
Σ
(
Ak,Sm
)1/k
. (7.3)
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Ana´logamente, usando la Proposicio´n 2.2.9, se obtiene
Σ
(
Ak,Sn
)1/k SOT↘
n→∞
Σ
(
Ak,S)1/k . (7.4)
Luego, juntando las ecuaciones (7.2) (7.3) y (7.4), resulta L ≤ Σ (Ak,S)1/k . Finalmente,
como esta desigualdad vale para todo k, tomando l´ımite concluimos que L ≤ ρ (A,S). ¥
Como muestra el siguiente ejemplo, esta u´ltima Proposicio´n en general no es cierta si la
sucesio´n de subespacios no es decreciente.
Ejemplo 7.2.9. Consideremos un operador A, positivo, inyectivo pero no suryectivo. Sea
L un subespacio de dimensio´n infinita de H tal que R(A1/2) ∩ L = {0} y tomemos una
base ortonormal {en}n∈N de H contenida en L. Llamemos Sn al subespacio generado por los
vectores e1, . . . , en. Entonces, PSn
SOT
↗
n→∞
I, pero, ρ (A,Sn) = Σ (A,Sn) = 0 para todo n ∈ N,
porque, como fue probado en [5], R(Σ (A,Sn)1/2) = R(A1/2) ∩ Sn = {0}. N
7.3 Propiedades espectrales del ρ (A,S).
En esta seccio´n estudiaremos las caracter´ısticas espectrales del operador ρ (A,S). Comen-
zaremos con el siguiente teorema que caracteriza su resolucio´n espectral a izquierda.
Teorema 7.3.1. Sea A ∈ L(H)+ y S un subespacio cerrado de H. Entonces
f(λ) =
{ ℵ[λ,∞)(A) ∧ PS λ > 0
I λ ≤ 0 (7.5)
es una resolucio´n espectral a izquierda y el operador asociado a la misma es ρ (A,S). En
otras palabras, para 0 < λ ∈ R,
ℵ[λ,∞)(ρ (A,S)) = ℵ[λ,∞)(A) ∧ PS .
Demostracio´n. Claramente f es una resolucio´n espectral a izquierda, lo cual se deduce facil-
mente del hecho de que la funcio´n λ 7→ ℵ[λ,∞)(A) lo es. Sea B el operador definido por
la resolucio´n espectral f . Por el Teorema 7.1.3, claramente B¹A y todo D ∈ Mρ(S, A)
satisface que D¹B. En efecto, supongamos que 0 ≤ D¹A y R(D) ⊆ S. Entonces, para
λ > 0, ℵ[λ,∞)(D) ≤ ℵ[λ,∞)(A) y
ℵ[λ,∞)(D) ≤ ℵ(0,∞)(D) ≤ PR(D) ≤ PS .
Por lo tanto ℵ[λ,∞)(D) ≤ ℵ[λ,∞)(A)∧PS = ℵ[λ,∞)(B). Como ℵ[λ,∞)(D) = I = ℵ[λ,∞)(B) para
λ ≤ 0, obtenemos que D¹B por el Teorema 7.1.3. Finalmente, como
ℵ[λ,∞)(‖A‖PS) =

0 ‖A‖ < λ
PS 0 < λ ≤ ‖A‖
I λ ≤ 0
,
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se deduce que B¹‖A‖ PS y, en particular, R(B) ⊆ S. Luego, por el Teorema 7.2.6,
B = maxMρ(S, A) = ρ (A,S) .
¥
Proposicio´n 7.3.2. Sea µ = min σ (A), entonces
µP ≤ ρ (A,S) .
En particular, si A es inversible, entonces ρ (A,S) es inversible si lo consideramos actuando
sobre S.
Demostracio´n. Como µm = min σ (Am) para todo m ∈ N, entonces µmPS ≤ µmI ≤ Am para
todo m ∈ N. Luego , µPS ¹A y por el Teorema 7.2.6, la Proposicio´n queda demostrada. ¥
Observacio´n 7.3.3. Dado un operador A ∈ L(H)+, entonces r /∈ σ (A) si y so´lo si existe
ε > 0 tal que ℵ[r−ε, +∞)(A) = ℵ[r+ε, +∞)(A). N
Proposicio´n 7.3.4. Si se considera a ρ (A,S) como un operador de S, entonces
σ (ρ (A,S)) ⊆ σ (A) .
Demostracio´n. Por la Proposicio´n 7.3.2, si 0 /∈ σ (A) entonces 0 /∈ σ (ρ (A,S)). Por otro
lado, si r > 0 y r /∈ σ (A), entonces por la observacio´n 7.3.3, existe un ε > 0 tal que
ℵ[r−ε, +∞)(A) = ℵ[r+ε, +∞)(A). Por lo tanto,
ℵ[r−ε, +∞)(ρ (A,S)) = PS ∧ ℵ[r−ε, +∞)(A)
= PS ∧ ℵ[r+ε, +∞)(A)
= ℵ[r+ε, +∞)(ρ (A,S)).
En consecuencia, r /∈ σ (ρ (A,S)). ¥
Proposicio´n 7.3.5. Sea f : [0, +∞) → [0, +∞) una funcio´n creciente y continua a derecha.
Entonces
f(ρ (A,S)) = ρ (f(A),S) (7.6)
Demostracio´n. Dado λ ≥ 0, como f es creciente y continua a derecha, existe η ≥ 0 tal que
{µ : f(µ) ≥ λ} = [η, +∞) y, para todo C ∈ L(H)+, ℵ[λ,∞)(f(C)) = ℵ[η,∞)(C).
Si η = 0, entonces ℵ[λ,∞)(f(ρ (A,S))) = ℵ[λ,∞)(ρ (f(A),S)) = I. Si η > 0, entonces
ℵ[λ,∞)(f(ρ (A,S))) = ℵ[η,∞)(ρ (A,S)) = ℵ[η,∞)(A) ∧ PS
= ℵ[λ,∞)(f(A)) ∧ PS = ℵ[λ,∞)(ρ (f(A),S)),
Esto muestra que f(ρ (A,S)) y ρ (f(A),S) poseen la misma resolucio´n espectral (a izquierda).
Por ende, f(ρ (A,S)) = ρ (f(A),S) ¥
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Corolario 7.3.6. Sea A ∈ L(H)+ un operador de rango cerrado y S un subespacio cerrado.
Entonces R(ρ (A,S)) = R(A) ∩ S.
Demostracio´n. Sea ε > 0 tal que R(ℵ[ε,∞)(A)) = R(A). Por la Proposicio´n 7.3.4, se tiene que
R(ℵ[ε,∞)(ρ (A,S))) = R(ρ (A,S)). Finalmente, aplicando la Proposicio´n 7.3.5 para la funcio´n
f = ℵ[ε,∞) y comparando los rangos de ambos te´rminos se obtiene el resultado buscado. ¥
El resto de esta seccio´n esta destinado a dar distintas caracterizaciones del mı´nimo del
espectro σ (ρ (A,S)) como operador de L(S).
Proposicio´n 7.3.7. Si consideramos a ρ (A,S) actuando en S, entonces
min σ (ρ (A,S)) = max{λ ≥ 0 : Am ≥ λmPS , ∀ m ∈ N}. (7.7)
Demostracio´n. Notemos que Am ≥ λmPS , m ∈ N, siy solamente si λPS ¹A. Por otro
lado, como PS y ρ (A,S) conmutan, λPS ≤ ρ (A,S) si y so´lo si λPS ¹ ρ (A,S), si y so´lo si
λPS ∈Mρ(S, A) si y so´lo si λPS ¹A. ¥
Teorema 7.3.8. Si consideramos a ρ (A,S) actuando en S, entonces
min σ (ρ (A,S)) = max{λ ≥ 0 : PS ≤ ℵ[λ,∞)(A)}
= min{µ ∈ σ (A) : R(ℵ[µ,µ+ε)(A)) 6⊆ S⊥ ∀ ε > 0}
= min{µ ∈ σ (A) : PS ℵ[µ,µ+ε)(A) 6= 0 ∀ ε > 0}.
(7.8)
Demostracio´n. Para cualquier B ∈ L(S)+, min σ (B) = max{λ ≥ 0 : ℵ[λ,∞)(B) = IS}.
Usando esta identidad, se obtiene λ0 = min σ (ρ (A,S)) = max{λ ≥ 0 : PS ≤ ℵ[λ,∞)(A)}.
Luego PS ≤ ℵ[λ0,∞)(A) y PS 6≤ ℵ[λ0+ε,∞)(A) para cada ε > 0. Entonces, λ0 ∈ {µ ∈ σ (A) :
PS ℵ[µ,µ+ε)(A) 6= 0 ∀ ε > 0}, pues si PS ℵ[λ0,λ0+ε)(A) = 0, luego
PS ℵ[λ0+ε,∞)(A) = PS
(
ℵ[λ0,∞)(A)− ℵ[λ0,λ0+ε)(A)
)
= PS ℵ[λ0,∞)(A) = PS ,
i.e. PS ≤ ℵ[λ0+ε,∞)(A). Si λ0 = 0, entonces la ecuacio´n (7.8) es claramente cierta, pues
[λ0, λ0 + ε) es un abierto del σ (ρ (A,S)). Si λ0 > 0, sea 0 ≤ λ < λ0 y 0 < ε < λ0 − λ.
Entonces λ + ε ≤ λ0. Como λ0 = max{λ ≥ 0 : PS ≤ ℵ[λ,∞)(A)}, se tiene que PSℵ[λ,∞)(A) =
PSℵ[λ+ε,∞)(A) = PS . En consecuencia
PS = PSℵ[λ,∞)(A) = PSℵ[λ,λ+ε)(A) + PSℵ[λ+ε,∞)(A) = PSℵ[λ,λ+ε)(A) + PS .
Por lo tanto PSℵ[λ,λ+ε)(A) = 0, lo cual prueba la ecuacio´n (7.8). ¥
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7.3.1 Algoritmo para calcular ρ (A,S) en te´rminos de la descom-
posicio´n espectral de A cuando dimH <∞
A continuacio´n exhibiremos un algoritmo que dado el espectro y los autoespacios de una ma-
triz A nos permite calcular el espectro y los autoespacios de la matriz ρ (A,S). Comencemos
con el siguiente resultado que es una consecuencia inmediata del Teorema 7.3.1
Proposicio´n 7.3.9. Sea A ∈Mn(C)+ y S un subespacio de Cn. Entonces,
⊕
µ≥λ
ker(ρ (A,S)− µ) =
⊕
µ≥λ
ker(A− µ) ∩ S, y⊕
µ>λ
ker(ρ (A,S)− µ) =
⊕
µ>λ
ker(A− µ) ∩ S. (7.9)
Sea A ∈ Mn(C)+, S un subespacio de Cn y supongamos que σ (A) = {λ1, · · · , λm} (λ1 <
· · · < λm). Como, por la Proposicio´n 7.3.4, σ (ρ (A,S)) ⊆ σ (A), resulta que σ (ρ (A,S)) =
{λi1 , . . . , λip}. El menor autovalor de ρ (A,S) esta´ caracterizado por el Teorema 7.3.8 del
siguiente modo:
λi1 = min{λ ∈ σ (A) : ker(A− λI) 6⊆ S⊥}.
Los otros pueden ser identificados del siguiente modo
λi2 = min
{
λ ∈ σ (A) : λ > λi1 y
⊕
µ≥λ
ker(ρ (A,S)− µ) 6=
⊕
µ>λ
ker(ρ (A,S)− µ)
}
,
...
λik+1 = min
{
λ ∈ σ (A) : λ > λik y
⊕
µ≥λ
ker(ρ (A,S)− µ) 6=
⊕
µ>λ
ker(ρ (A,S)− µ)
}
,
y finalmente
λip = min
{
λ ∈ σ (A) :
⊕
µ>λ
ker(ρ (A,S)− µ) = {0}
}
.
Estas fo´rmulas pueden reescribirse, usando la Proposicio´n 7.3.9 del siguiente modo:
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λi2 = min
{
λ ∈ σ (A) : λ > λi1 y
⊕
µ≥λ
ker(A− µ) ∩ S 6=
⊕
µ>λ
ker(A− µ) ∩ S
}
,
...
λik+1 = min
{
λ ∈ σ (A) : λ > λik y
⊕
µ≥λ
ker(A− µ) ∩ S 6=
⊕
µ>λ
ker(A− µ) ∩ S
}
,
...
λip = min
{
λ ∈ σ (A) :
⊕
µ>λ
ker(A− µ) ∩ S = {0}
}
.
Una vez encontrados los autovalores de ρ (A,S) y usando la Proposicio´n 7.3.9, los autoespa-
cios de ρ (A,S) pueden escribirse del siguiente modo:
ker(ρ (A,S)− λip) =
⊕
µ≥λip
ker(A− µ) ∩ S, y
ker(ρ (A,S)− λik) =
( ⊕
µ≥λik
ker(A− µ) ∩ S
)
∩
( ⊕
µ≥λik+1
ker(A− µ) ∩ S
)⊥
k = 1, . . . , p− 1.
En s´ıntesis, se tiene el siguiente resultado:
Teorema 7.3.10. Sea A ∈Mn(C)+ y sea S un subespacio de Cn. Supongamos que σ (A) =
{λ1, · · · , λm} (λ1 < · · · < λm) y sean i1, · · · , ip los sub´ındices definidos por
i. λi1 = min{λ ∈ σ (A) : ker(A− λI) 6⊆ S⊥}
ii. Para k = 2, . . . , p− 1 definimos λik como el menor autovalor de A tal que λik > λik−1 y⊕
µ≥λik
ker(A− µ) ∩ S '
⊕
µ>λik
ker(A− µ) ∩ S 6= 0.
iii. λip = min
{
λ ∈ σ (A) :
⊕
µ>λ
ker(A− µI) ∩ S = {0}
}
.
Entonces,
a. σ (ρ (A,S)) = {λi1 , . . . , λip}
b. ‖ρ (A,S) ‖ = λip = min
{
λ ∈ σ (A) :
⊕
µ>λ
ker(A− µI) ∩ S = {0}
}
}
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c. Si Pp es la proyeccio´n ortogonal sobre el subespacio⊕
µ≥λip
ker(A− µ) ∩ S,
y Pk (k = 1, . . . , p− 1) es la proyeccio´n ortogonal sobre el subespacio( ⊕
µ≥λik
ker(A− µ) ∩ S
)
∩
( ⊕
µ≥λik+1
ker(A− µ) ∩ S
)⊥
,
se tiene que:
ρ (A,S) =
p∑
k=1
λik Pk (7.10)
En el ejemplo 7.5.1 de la seccio´n 7.5 mostraremos como se usa el algoritmo antes descrito
para calcular la matriz ρ (A,S).
7.4 El caso dimS = 1.
Notacio´n: Supongamos que dimS = 1 y sea x ∈ S un vector unitario. Dado A ∈ L(H)+,
existe λ, µ ≥ 0 tal que ρ (A,S) = λPS y ρ (A,S) = µPS . Denotaremos ρ (A, x) = λ y
Σ (A, x) = µ.
Observacio´n 7.4.1. Sea S un subespacio generado por el vector unitario x ∈ H. Hay varias
maneras de calcular ρ (A, x) en te´rminos de ρ (A,S), y ana´logamente Σ (A, x) en te´rminos
de Σ (A,S). A continuacio´n mencionamos algunas de ellas:
1. Por el Teorema 7.3.8,
ρ (A, x) = min σ (ρ (A,S))
= min
{
µ ∈ σ (A) : PS ℵ[µ,µ+ε)(A) 6= 0 ∀ ε > 0
}
= min
{
µ ∈ σ (A) : ℵ[µ,µ+ε)(A)x 6= 0 ∀ ε > 0
}
.
(7.11)
2. Por la Proposicio´n 7.3.7
ρ (A, x) = max{λ ≥ 0 : 〈Anη, η〉 ≥ λn|〈x, η〉|2 , ∀ n ∈ N, η ∈ H}.
3. Tambie´n ρ (A, x) = ‖ρ (A,S) x‖ = 〈ρ (A,S) x, x〉. Fo´rmulas similares valen para el
Σ (A, x).
4. Por la Proposicio´n 7.3.4, ρ (A, x) ∈ σ (A). Ma´s au´n, por el Teorema 7.3.1 (o Teorema
7.3.8),
ρ (A, x) = max{λ ∈ σ (A) : x ∈ R(ℵ[λ,∞)(A))}. (7.12)
7.4. El caso dimS = 1. 109
N
Proposicio´n 7.4.2. Sean A, B ∈ L(H)+. Entonces A¹B si y so´lo si ρ (A, x) ≤ ρ (B, x)
para todo x ∈ H.
Demostracio´n. Una implicacio´n es consecuencia del Corolario 7.2.7. Por otro lado, suponga-
mos que ρ (A, x) ≤ ρ (x,B) para todo vector unitario x ∈ H. Dado λ ≥ 0 tal que ℵ[λ,∞)(A) 6=
0, sea y ∈ R(ℵ[λ,∞)(A)). Por la ecuacio´n (7.12), λ ≤ ρ (A, y). Como ρ (A, y) ≤ ρ (B, y),
resulta que y ∈ R(ℵ[λ,∞)(B)). Luego, para todo λ ≥ 0, R(ℵ[λ,∞)(A)) ⊆ R(ℵ[λ,∞)(B)). Por el
Teorema 7.1.3, inferimos que A¹B. ¥
Proposicio´n 7.4.3. Sea A ∈ L(H)+ y sea S el subespacio de H generado por el vector
unitario x. Si A es inversible, entonces para m ∈ N,
Σ
(
x,A2m
)1/2m
= ‖A−mx‖−1/m = 〈A−2mx, x〉−1/2m, (7.13)
y
ρ (A, x) = lim
m→∞
‖A−mx‖−1/m = inf
m∈N
‖A−mx‖−1/m (7.14)
Si R(A) es cerrado,
1. Si x 6∈ R(A), entonces ρ (A, x) = 0.
2. Si x ∈ R(A) y B = A†, entonces
ρ (A, x) = lim
m→∞
‖Bmx‖−1/m = inf
m∈N
‖Bmx‖−1/m.
Demostracio´n. Usando el Teorema 7.3.8, el caso rango cerrado fa´cilmente se reduce al in-
versible considerando A como un operador sobre su rango. Notemos que si R(A) es cerra-
do, entonces existe ε > 0 tal que ℵ[0,ε)(A) = PN(A). Por lo tanto x 6∈ R(A) implica que
PSℵ[0,ε)(A) 6= 0, y, por la observacio´n 7.4.1, se tiene que ρ (A, x) = 0.
Supongamos entonces que A es inversible. Dado m ∈ N, denotemos por medio de ηm =
A−m/2x. Fijemos m ∈ N. Por el Teorema 2.2.3, si Mm = A−m/2(S), entonces Σ (Am,S) =
Am/2PMmA
m/2, y
Σ (Am, x) = ‖Σ (Am,S) x‖ = ‖Am/2PMmAm/2x‖.
No´tese queMm es el subespacio generado por ηm, en consecuencia PMmρ = ‖ηm‖−2〈ρ, ηm〉ηm,
ρ ∈ H. Entonces
Σ (Am, x) = ‖Am/2PMmAm/2 x‖ =
∥∥∥Am/2(‖ηm‖−2〈Am/2 x, ηm〉ηm)∥∥∥
= ‖ηm‖−2‖〈x, x〉 x‖ = ‖ηm‖−2.
Luego Σ (x,A2m) = ‖A−mx‖−2, de modo que
Σ
(
x,A2m
)1/2m
= ‖A−mx‖−1/m , m ∈ N.
La ecuacio´n (7.14) es ahora consecuencia de la observacio´n 7.4.1 y la definicio´n de ρ (A,S).
¥
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Observacio´n 7.4.4. La ecuacio´n (7.13) y por ende la Proposicio´n 7.4.3, pueden tambie´n
deducirse de la siguiente fo´rmula: dado B ∈ L(H)+ inversible y x ∈ H con ‖x‖ = 1,
Σ (B, x) = 〈B−1x, x〉−1.
Esta fo´rmula es la versio´n unidimensional de la caracterizacio´n del complemento de Schur
en te´rminos de la representacio´n en bloques de la inversa de un operador (ver [91, Lema 4.7]
o para una versio´n matricial de este resultado ver [75]). N
Dados A,B ∈ L(H)+, consideremos los siguientes conjuntos:
σsh (A) =
{
ρ (A, x) : ‖x‖ = 1},
σ+ (A) =
{
λ ∈ σ (A) : ∃ (µn)n∈N en σ (A) con µn > λ y µn ↘
n→∞
λ
}
=
{
λ ∈ σ (A) : ∀ ε > 0 , ℵ(λ,λ+ε)(A) 6= 0}
σpt(A) =
{
λ ∈ σ (A) : N(A− λI) 6= {0}},
Notemos que σ+ (A) esta´ constituido por aquellos puntos del σ (A) que son l´ımite por la
derecha de otros puntos del espectro de A, mientras que σpt(A) es el espectro puntual de A.
Proposicio´n 7.4.5. Sea A ∈ L(H)+. Entonces
σsh (A) = σ+ (A) ∪ σpt(A) =
{
λ ∈ σ (A) : ∀ ε > 0 , ℵ[λ,λ+ε)(A) 6= 0}.
En particular, σsh (A) es denso en σ (A) y es exactamente σ (A) si dimH <∞.
Demostracio´n. Sea λ ∈ σ (A) y (µn)n∈N una sucesio´n en σ (A) tal que µn↘n→∞ λ. Sea
λ0 = µ1 + 1 y λn =
1
2
(µn+1 + µn), n ∈ N. Como µn ∈ (λn, λn−1), entonces ℵ(λn,λn−1)(A) 6= 0.
Tomemos, para cada n ∈ N, un vector unitario xn ∈ R(ℵ(λn,λn−1)(A)), y consideremos el
vector
x =
∑
n∈N
xn
2n
.
Por la fo´rmula (7.12) y la construccio´n de x, es claro que ρ (x,A) = λ, pues λ = infn µn =
infn λn. Si λ ∈ σpt(A), basta tomar x ∈ N(A− λI) y claramente ρ (A, x) = Σ (A, x) = λ.
Supongamos ahora que λ ∈ σ (A) pero λ /∈ σ+ (A) ∪ σpt(A). Esto significa que existe un
ε > 0 tal que ℵ[λ,λ+ε)(A) = 0. Por lo tanto, para cada vector unitario x, es imposible que
λ = max{µ ∈ σ (A) : x ∈ R(ℵ[µ,∞)(A))},
pues si x ∈ R(ℵ[λ,∞)(A)), entonces x ∈ R(ℵ[λ+ε,∞)(A)). ¥
Observacio´n 7.4.6. Si A ∈ L(H)+ no es inversible, entonces 0 ∈ σ (A). Si el cero es
un punto aislado del espectro de A, entonces A tiene rango cerrado. En consecuencia,
N(A) 6= {0}. De no ser as´ı, ℵ(0,ε)(A) 6= 0 para todo ε > 0. Esto muestra que 0 ∈ σsh (A).
Ma´s generalmente, para A ∈ L(H)+, se tiene que λmin(A) = min σ (A) ∈ σsh (A). Por otro
lado, por la Proposicio´n 7.4.5, ‖A‖ ∈ σsh (A) si y so´lo si ‖A‖ es un autovalor de A.
7.4. El caso dimS = 1. 111
Observacio´n 7.4.7. Dado A ∈ L(H)+, denotemos por medio de R0(A) al subespacio
R0(A) =
⋃
λ>0
R(ℵ[λ,∞)(A)).
Si R(A) es cerrado, entonces R0(A) = R(A), pues el cero es un punto aislado del espectro de
A. Si R(A) no es cerrado, entonces R0(A) esta´ propiamente incluido en R(A), pero denso
en R(A). Este subespacio resulta particularmente interesante pues, por la fo´rmula (7.12), si
x ∈ H es un vector unitario, entonces ρ (A, x) 6= 0 si y so´lo si x ∈ R0(A). N
7.4.1 Complejidad de Kolmogorov
Dada una matriz inversible A ∈Mn(C)+ y un vector unitario x ∈ Cn , J. I. Fujii y M. Fujii
[60] definieron la complejidad de Kolmogorov del siguiente modo:
K (A, x) = lim
n→∞
log(〈Anx, x 〉)
n
= log lim
n→∞
〈Anx, x 〉1/n . (7.15)
Usando la fo´rmula (7.13), se puede ver que el l´ımite es en realidad un supremo; y se tiene la
identidad
K (A, x) = log ρ
(
A−1/2, x
)−2
= log ρ
(
A−1, x
)−1
. (7.16)
Usando las fo´rmulas (7.11) y (7.12), obtenemos
exp K (A, x) = min
{
λ ∈ σ (A) : x ∈ R(ℵ(−∞,λ](A))
}
= max
{
µ ∈ σ (A) : ℵ(µ−ε,µ](A)x 6= 0 ∀ ε > 0
}
.
(7.17)
Con estas identidades en mente, lo hecho hasta aqu´ı nos permite generalizar la nocio´n de
complejidad de Kolmogorov en dos direcciones: la primer es a espacios de Hilbert de dimen-
sio´n infinita y/o subespacios no necesariemente unidimensionales; la segunda es a operadores
no necesariamente inversibles.
La extensio´n de la complejidad de Kolmogorov, para operadores inversibles, a subespa-
cios cerrados de dimensio´n mayor que uno puede realizarse a trave´s de la ecuacio´n (7.16).
No´tese que la misma nocio´n de complemento de Schur espectral es, en cierto sentido, una
generalizacio´n de la complejidad de Kolmogorov a espacios cerrados (no necesariamente uni-
dimensionales) de un espacio de Hilbert H. Definida de esta forma, la extensio´n hereda del
complemento de Schur espectral, mutatis mutandis, la mayor´ıa de sus propiedades.
La extensio´n para operadores no inversibles no es tan directa. Sin embargo, las te´cnicas
que pueden utilizarse son muy similares a las desarrolladas en la seccio´n anterior. A contin-
uacio´n definiremos la complejidad de Kolmogorov para operadores no inversibles y probare-
mos algunas de sus propiedades.
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Definicio´n 7.4.8. Dado x ∈ H y A ∈ L(H)+, se define
k (A, x) = lim
n→∞
〈Anx, x 〉1/n .
Observar que k (A, x) = exp K (A, x) si K (A, x) esta´ definido.
Observacio´n 7.4.9. Sea x ∈ H y A ∈ L(H)+. Entonces:
1. si ‖x‖ = 1, la sucesio´n 〈Anx, x 〉1/n es creciente y lim
n→∞
〈Anx, x 〉1/n existe para todo
x ∈ H,
2. k (A, x) = k (A, ax) para todo 0 6= a ∈ C,
3. k (A, x) = k
(
A,ℵ[λ,∞)(A)x
)
para todo λ > 0 tal que ℵ[λ,∞)(A)x 6= 0.
En efecto, por la desigualdad de Ho¨lder para estados (tambie´n puede apelarse a la desigual-
dad de Jensen, ver [15]), si ‖x‖ = 1, p ≥ 1 y 1/p + 1/q = 1, entonces
〈Apx, x 〉1/p 〈 Iqx, x 〉1/q = 〈Apx, x 〉1/p ≥ 〈Ax, x 〉 .
Aplicando esta desigualdad a An con p = (n + 1)/n, se obtiene que
〈Anx, x 〉1/n ≤ 〈An+1x, x 〉1/n+1 .
El segundo ı´tem es consecuencia de que |a|2/n −−−→
n→∞
1. Finalmente, para demostrar el tercer
ı´tem, supongamos que ‖x‖ = 1 y sean x1 = ℵ[λ,∞)(A)x y x2 = x − x1. Entonces, como
ℵ[λ,∞)(A) conmuta con A, para todo n ∈ N,
〈Anx1, x1 〉 ≤ 〈Anx1, x1 〉+ 〈Anx2, x2 〉 = 〈Anx, x 〉
≤ 〈Anx1, x1 〉+ λn ≤ (1 + ‖x1‖−2) 〈Anx1, x1 〉 .
Esto muestra que k (A, x) = k (A, ξ1), pues (1 + ‖ξ1‖−2) 1/n −−−→
n→∞
1. N
Recordemos que, dado A ∈ L(H)+ R0(A) =
⋃
λ>0 R(ℵ[λ,∞)(A)).
Proposicio´n 7.4.10. Sea A ∈ L(H)+ y x ∈ H, x 6= 0. Entonces k (A, x) 6= 0 si y so´lo si
PR(A) x ∈ R0(A). Ma´s au´n, la ecuacio´n (7.17) vale en general:
k (A, x) = min
{
λ ∈ σ (A) : x ∈ R(ℵ(−∞,λ](A))
}
= max
{
µ ∈ σ (A) : ℵ(µ−ε,µ](A)x 6= 0 ∀ ε > 0
}
= sup
{
µ ∈ σ (A) : ℵ[µ,∞)(A)x 6= 0
}
.
(7.18)
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Demostracio´n. Sea λ = sup
{
µ ∈ σ (A) : ℵ[µ,∞)(A)x 6= 0
}
. Supongamos que µ > λ.
Entonces x ∈ R(ℵ(−∞,µ](A)), de modo que 〈Anx, x 〉 ≤ µn‖x‖2 para n ∈ N, y k (A, x) ≤ µ.
Por otro lado, si µ < λ entonces ℵ[µ,∞)(A)x = ξ1 6= 0, y, por la observacio´n 7.4.9,
k (A, x) = k (A, ξ1) ≥ µ, pues 〈Anξ1, ξ1 〉 ≥ µn‖ξ1‖2 para todo n ∈ N. Esto muestra que
k (A, x) = λ. Las otras igualdades quedan a cargo del lector. ¥
Por la Proposicio´n 7.3.4, se tiene que σsh (A) ⊆ σ (A) y , por lo tanto, si A es inversible,{
k (A, x) : ‖x‖ 6= 0} = {ρ (A−1, x)−1 : ‖x‖ = 1} ⊆ σ (A−1)−1 = σ (A) .
Como veremos a continuacio´n, la otra inclusio´n no es cierta en general:
Proposicio´n 7.4.11. Si A ∈ L(H)+ es inversible, entonces{
k (A, x) : ‖x‖ 6= 0} = σ− (A) ∪ σpt(A)
=
{
λ ∈ σ (A) : ℵ(λ+ε,λ](A) 6= 0 , ∀ ε > 0 },
donde σ− (A) es el conjunto de puntos en σ (A) que son l´ımite por izquierda de alguna
sucesio´n de σ (A) \ {λ}. El conjunto {k (A, x) : ‖x‖ = 1} es denso en σ (A).
Demostracio´n. Es consecuencia de la Proposicio´n 7.4.5 (aplicada a A−1) y de la identidad{
k (A, x) : ‖x‖ 6= 0} = {k (A, x) : ‖x‖ = 1} = {ρ (A−1, x)−1 : ‖x‖ = 1}.
¥
Observaciones 7.4.12.
1. La proposicio´n 7.4.11 es cierta para un A ∈ L(H)+ cualquiera. La demostracio´n es
similar a la prueba de la Proposicio´n 7.4.5, usando la ecuacio´n (7.18) en vez de (7.12).
2. Sea H = `2(N) y {en : n ∈ N} la base cano´nica de H, y consideremos los operadores
diagonales e inversibles A,B ∈ L(H)+ definidos por
A(en) =
(
2 +
1
n
)
en , B(en) =
(
2− 1
n
)
en , n ∈ N.
Es fa´cil ver, usando las proposiciones 7.4.5 y 7.4.11, que 2 /∈ {k (A, x) : ‖x‖ = 1} y
2 /∈ σsh (B).
3. Si C ∈ L(H)+, entonces ‖C‖ ∈ {k (C, x) : ‖x‖ = 1} y λmin(C) ∈ σsh (C). Por
otro lado, si A y B son como en el ejemplo anterior, entonces ‖B‖ = 2 /∈ σsh (B) y
λmin(A) = 2 /∈
{
k (A, x) : ‖x‖ = 1}.
Observacio´n 7.4.13 (Operadores con rango cerrado). Supongamos que A ∈ L(H)+
es un operador con rango cerrado. Entonces, k (A, x) y ρ (A, x) pueden calcularse ex-
pl´ıcitamente en te´rminos de ρ
(
A†, x
)
. Ma´s precisamente,
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1. Si x ∈ R(A) es un vector unitario, entonces, por la Proposicio´n 7.4.3, podemos deducir
que k (A, x) = ρ
(
A†, x
)−1
.
2. Sea x ∈ H\(N(A) ∪ R(A)). Por la Proposicio´n 7.4.3, ρ (A, x) = ρ (A†, x) = 0. Por
otro lado, si P = PR(A), entonces Pξ 6= 0 y
k (A, x) = lim
n→∞
〈AnPx, Px 〉1/n = k
(
A,
Pξ
‖Pξ‖
)
= ρ
(
A†,
P ξ
‖Pξ‖
)−1
6= 0.
7.5 Algunos ejemplos.
En primer lugar mostraremos un ejemplo donde ρ (A,S) es calculado expl´ıcitamente.
Ejemplo 7.5.1. Consideremos la matriz
A =
 6 −2 2−2 10 −2
2 −2 6
 ,
y el subespacio generado por los vectores (1, 0, 0) y (0, 1, 0). Los autovalores de A son 4, 6 y
12, y sus autovectores son (−1, 0, 1), (1, 1, 1) y (1,−2, 1) respectivamente.
Comencemos calculando el espectro de ρ (A,S). De acuerdo al Teorema 7.3.8 el menor
autovalor de ρ (A,S) es el mı´nimo elemento del espectro de A tal que
ker(A− λI) 6⊆ S⊥.
Como puede ser fa´cilmente chequeado, este valor es 4. Co´mo se explico´ en la subseccio´n
7.3.1 , el segundo autovalor de ρ (A,S) es el menor autovalor µ de A que satisfaga
S ∩
⊕
λ≥µ
ker(A− λ) Ã S ∩
⊕
λ≥4
ker(A− λ) = S.
Este nu´mero es 6. Luego, por un argumento de dimensio´n, el espectro de ρ (A,S) es {4, 6}.
Usaremos la parte (d) del Teorema 7.3.10 para calcular los autovectores asociados a cada
autovalor. Un autovector para el autovalor 6 es un vector no nulo en
S ∩ Span{(1, 1, 1), (1,−2, 1)},
por ejemplo, (0, 1, 0). Por otro lado, un autovector para el autovalor 4 puede encontrarse
buscando un vector en S ortogonal a (0, 1, 0), por ejemplo el (1, 0, 0). De este modo, obte-
nemos
ρ (A,S) =
4 0 00 6 0
0 0 0
 .
De acuerdo a la Proposicio´n 7.2.6, ρ (A,S)¹A. En consecuencia, por el Teorema 7.1.5 existe
matrices intermedias D1 y D2, tales que
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a. ρ (A,S) ≤ D1 ≤ D2 ≤ A y
b. ρ (A,S) D1 = D1 ρ (A,S), D1D2 = D2D1 y D2A = AD2.
Siguiendo el algoritmo sugerido por la induccio´n usada para demostrar (2 ⇒ 3) en la Proposi-
cio´n 7.1.5 obtenemos
D1 =
4 0 00 6 0
0 0 4
 y D2 =
5 0 10 6 0
1 0 5
 .
N
En los siguientes dos ejemplos, calculamos el espectro y las resoluciones espectrales de
ρ (A,S), en dos casos particulares:
Ejemplo 7.5.2. Sea Mx ∈ L(L2([0, 1])) el operador definido por
Mx(f)(t) = tf(t),
y sea S el complemento ortogonal del subespacio de las funciones constantes. Aseguramos
que σ (ρ (Mx,S)) = [0, 1]. Como por la Proposicio´n 7.3.4 σ (ρ (Mx,S)) ⊆ σ (Mx), es sufi-
ciente probar que (0, 1) ∈ σ (ρ (Mx,S)). Tomemos r ∈ (0, 1). Entonces, por el Teorema 7.3.1
se tiene que
R(ℵ[r, +∞)(ρ (Mx,S))) = R(ℵ[r, +∞)(Mx)) ∩ S
=
{
f ∈ L2([0, 1]) : f |[0, r) ≡ 0, y
∫ 1
0
f(t) dt = 0
}
Luego, dado ε > 0, si definimos fr,ε(t) = (t− r)ℵ[r−ε, r+ε)(t), entonces
fr,ε ∈ R
(
ℵ[r−ε, +∞)(ρ (Mx,S))
)
but fr,ε /∈ R
(
ℵ[r+ε, +∞)(ρ (Mx,S))
)
,
lo cual muestra, por la observacio´n 7.3.3, que r ∈ σ (ρ (Mx,S)). N
Ejemplo 7.5.3. SeaH = `2 y {en}n∈N su base ortonormal cano´nica. Si w = (1, 2−1, 2−2, . . . ),
sea S el complemento ortogonal del subespacio generado por w. En L(`2)+ consideremos el
operador compacto A definido del siguiente modo:
A =
∞∑
n=1
1
n
en ⊗ en
donde (x ⊗ y)z = 〈 z, y 〉x, para x, y, z ∈ H. Obtendremos las descomposicio´n espectral
de ρ (A,S). Como σ (ρ (A,S)) ⊆ σ (A), el espectro de ρ (A,S) tambie´n es discreto. En
realidad, ρ (A,S) es compacto, lo cual puede deducirse fa´cilmente de que ρ (A,S)¹A. Sean
λ1 ≥ λ2 ≥ . . . los autovalores de ρ (A,S) ordenados en forma decreciente.
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Por el Teorema 7.3.1, λ1 < 1 pues e1 /∈ S. Sin embargo, el subespacio T generado por e1
y e2 interseca a S, pues dimS⊥ = 1. Por lo tanto, λ1 = 1/2. Ma´s au´n, por el Teorema 7.3.1,
ker(ρ (A,S)− 1
2
) =
[
ker(A− 1
2
)⊕ ker(A− 1)
]
∩ S = T ∩ S.
Es fa´cil ver que ker(ρ (A,S)− 1
2
) es el subespacio generado por f1 = e1− 2e2. Continuando
en forma similar, el subespacio generado por e1, e2 y e3 interseca a S y la interseccio´n
tiene dimensio´n dos. Esto implica que λ2 = 1/3 con multiplicidad uno. Por otro lado, para
encontrar un autovector f2 asociado a λ2, basta buscar un vector generado por e1, e2 y e3 que
sea ortogonal a f1 y a w. Tomemos, por ejemplo, f2 = e1 +(1/2)e2− (21/2)e3. Continuando
del mismo modo, obtenemos que
σ (ρ (A,S)) = {1/n : n ≥ 2} ∪ {0},
cada autovalor tiene multiplicidad uno, y los correspondientes autovectores son:
f1 = (1 , −2 , 0 , . . . )
f2 = (1 , 1/2 , −5 , 0 , . . . )
f3 = (1 , 1/2 , 1/4 , 21/2 , 0 , . . . )
...
...
fn = (1 , 1/2 , 1/4 , . . . , 1/2
n−1 , −(4
n−1)
3·2n−2
, . . . )
...
...
N
Ahora exhibiremos algunos ejemplos que muestran que algunas hipo´tesis no pueden rela-
jarse. Tal es el caso de las hipo´tesis de la Proposicio´n 7.2.7, donde hemos probado que dado
un subespacio S de H y A,B en L(H)+ tales que A¹B, entonces ρ (A,S) ≤ ρ (B,S). Esta
proposicio´n puede fallar si pedimos A ≤ B en vez de A¹B, como lo muestra el siguiente
ejemplo:
Ejemplo 7.5.4. Sean
A =
(
1 0
0 0
)
y B =
(
2 1
1 1
)
y consideremos el subespacio unidimensional S generado por el vector (1, 0). Claramente,
A ≤ B; por otro lado, ρ (A,S) = PS y algunos ca´lculos muestran que ρ (B,S) = 3−
√
5
2
PS <
PS . N
En la Proposicio´n 7.2.8, la hipo´tesis de que la sucesio´n sea decreciente respecto al orden
espectral no puede reemplazarse por decreciente respecto al orden usual, como lo muestra el
siguiente ejemplo:
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Ejemplo 7.5.5. Consideremos la siguiente sucesio´n de matrices:
Am =
(
1 + 1/m 1/m
1/m 1/m
)
∈M2(C) , m ∈ N.
Es claro que, para todo m ∈ N, 0 ≤ Am+1 ≤ Am, y λmin(Am) ≤ 〈Ame2, e2 〉 = 1/m. Por
otro lado, Am −−−→
n→∞
P , la proyeccio´n ortogonal sobre el subespacio generado por el vector
(1, 0).
Sea S = R(P ). Entonces, como S no reduce a las matrices Am ρ (Am,S) = λmin(Am)P ≤
1
m
P , por lo que ρ (Am,S) −−−→
n→∞
0. Sin embargo, ρ (P,S) = P . N
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