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4Résumé
Nous donnons un aperçu de nos contributions principales obtenues depuis 2008 dans le cadre de nos
recherches à l’Institut de Mathématiques de Toulouse (Maître de conférence à l’Université Toulouse 2
Jean-Jaurès). Nous discutons aussi en fin de manuscrit de nos activités de recherche en lien avec le milieu
industriel et en particulier de nos activités de recherche appliquées avec EDF en Post-Doctorat au sein
de l’Institut de Mathématiques de Toulouse (IMT).
Mots clefs par thématiques de recherche
Branchement avec duplication des trajectoires, estimation de la probabilité d’événements rares,
Monte Carlo, processus de ramification, simulation, réduction de la variance, densité du premier temps
d’atteinte, cartes conformes.
Processus gaussiens, krigeage, formules un à part (Leave-One-Out formulas), validation croisée, varia-
tions, processus gaussiens contraints, consistance forte, normalité asymptotique, échantillonnage spatial,
asymptotique à domaine fixe.
Excursions Browniennes, mouvement Brownien réfléchi, processus de Lindley, théorème d’invariance
de Donsker, score local, analyse de séquence biologique.
Processus autorégressif, statistique de Bickel-Rosenblatt, test d’ajustement, test d’hypothèses, esti-
mation non paramétrique, estimateur de densité de Parzen-Rosenblatt, processus résiduel.
Principes de grandes déviations et de déviations modérées, inégalité de Berry-Esseen, queues
lourdes, distribution conditionnelle, problèmes combinatoires, hachage avec essai linéaire.
Analyse de sensibilité, décomposition de Hoeffding, indices de Sobol, distance de Cramér-von Mises,
plan d’échantillonnage Pick-Freeze, méthode (fonctionnelle) Delta, inégalités de concentration, consis-
tance forte, normalité asymptotique, efficacité asymptotique, intervalles de confiance, métamodélisation.
Plan du manuscrit
Ce document s’articule en trois parties principales indépendantes les unes des autres. Après une rapide
introduction dans le Chapitre 1, je présente les résultats concernant les processus dans le Chapitre 2. En
particulier, mes travaux de thèse et leur suite sont résumés dans la Section 2.1 tandis que la Section 2.2
est dédiée à l’estimation de paramètres de fonction de covariance pour des processus gaussiens. S’ensuit la
Section 2.3 dans laquelle je présente quelques résultats sur le maximum d’excursions browniennes pour des
applications en biologie. Le Chapitre 2 se termine par la Section 2.4 résumant des résultats concernant les
processus autorégessifs et la statistique de Bickel-Rosenblatt. Le Chapitre 3 est consacré aux principes de
grandes déviations tandis que le Chapitre 4 concerne l’analyse de sensibilité. Enfin, j’évoque rapidement
dans le Chapitre 5 mes travaux plus appliqués en lien avec l’industrie. Je conclue par le Chapitre 6 en
présentant mes travaux de recherche en cours et quelques perspectives. Une liste des notations suit ce
dernier chapitre et précède la bibliographie.
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Chapitre 1
Introduction
Les activités de recherche dont je présente les contributions dans ce manuscrit ont été guidées par de
nombreuses recontres. Dans cette section, j’en donne la chronologie (qui n’est pas celle du manuscrit)
ainsi que les diverses thématiques abordées.
Mon initiation à la recherche a été rendue possible et encouragée par Dominique Bakry (IMT) que j’ai
eu la chance et le plaisir d’avoir comme enseignant dans l’U.E. Modèles Stochastiques en Maîtrise (non
sans difficultés !). Il m’a poussée à faire un DEA puis une thèse qu’il a accepté de co-encadrer avec
Pascal Lezaud (IMT-ENAC). Le sujet portait sur l’estimation de la probabilté d’événements rares par
des schémas de type Monte Carlo accélérés. Après ma thèse, j’ai eu le plaisir de continuer à travailler
dans cette direction avec Pascal Lezaud et de clore en quelque sorte le sujet, du moins les questions
auxquelles je m’étais intéressée. Les résultats de cette collaboration, publiés dans [J12], sont présentés
dans la Section 2.1 du Chapitre 2, qui décrit également mes travaux de thèse.
Après ma thèse, j’ai travaillé sur des problématiques industrielles de statistique appliquée dans le cadre de
mon Post-Doctorat à l’IMT sur un contrat EDF, co-encadré par Jean-Marc Azaïs (IMT) et Jean-Claude
Fort (Université Paris V et à l’époque IMT). Le sujet portait sur la prédiction de courbes de charge. La
Section 5.1 de ce manuscrit donne un aperçu du travail mené qui s’est concrétisé par l’article [J4].
Dès mon arrivée à l’Université Toulouse 2 Jean Jaurés en tant que Maître de COnférence, Sabine Mercier
et Claudie Chabriac qui entamaient une collaboration sur l’analyse théorique de séquences biologiques
avec Pierre Vallois (Université de Lorraine) m’ont proposé d’y participer. Nous avons établi quelques
propriétés sur les excursions browniennes. Chacun a apporté ses connaissances et savoir-faire pour aboutir
à une collaboration enrichissante et féconde donnant lieu à quatre articles, trois théoriques [J8], [J9] et
[J16], le dernier plus appliqué et à destination des biologistes [J11]. Ce travail est présenté en Section 2.3
du Chapitre 2.
Parallèlement à ces activités de recherche en Probabilité, Fabrice Gamboa porteur du projet ANR Costa
Brava, dont le thème était l’analyse de sensibilité, m’a proposé d’y participer. Cela a été l’occasion
d’approfondir mes connaissances en statistique, de travailler avec plusieurs membres de l’IMT (Jean-
Claude Fort, Fabrice Gamboa, Thierry Klein, Béatrice Laurent-Bonneau (IMT-INSA)), de rencontrer
d’autres chercheurs académiques dont Clémentine Prieur (LJK) et Alexandre Janon (Université Paris
Sud) avec lequel je continue d’interagir. De plus, cela m’a permis de découvrir un peu plus le monde
de l’industrie avec des ingénieurs du CEA et de l’IFP dont Sébastien Da Veiga (Safran) et Amandine
Marrel (CEA)... Nous nous sommes intéressés aux propriétés théoriques des indices de Sobol puis à leurs
généralisations. Ce projet ANR m’a permis de rebondir dès le début de ma carrière d’enseigant-chercheur
10
11
sur un nouveau sujet de recherche. Le Chapitre 4 est consacré aux résultats obtenus. Ils ont fait l’objet
des publications [N2], [J5], [J6], [J7], [J10] et [J14] et de la prépublication [P1].
Suite au recrutement de Pierre Petit à l’IMT en 2011, Thierry Klein (IMT-ENAC) nous a proposé de
travailler sur un sujet qu’il connaissait bien : le hachage avec essais linéaires et plus généralement aux
sommes de variables aléatoires conditionnées. Dans le contexte du hachage, les queues de distributions
sont lourdes et seul un théorème central limite avait été établi. Il s’agissait alors de montrer un principe
de grandes déviations. La première étape de ce travail de longue haleine a été de prouver un résultat de
type Berry-Esseen pour les sommes de variables aléatoires conditionnées. Après de nombreuses séances
de travail studieuses et laborieuses, nous avons finalement réussi à établir un catalogue complet du
comportement asymptotique de la variable d’intérêt dans le cadre du hachage avec essais linéaires. Ces
résultats sont présentés dans le Chapitre 3. Ils ont fait l’objet de l’article [J17] et des prépublications [P4]
et [P5].
De nombreuses pistes de recherche ont été envisagées et explorées avec et grâce à Thi Mong Ngoc (Jade)
Nguyen (Université de Sciences d’Ho Chi Minh, Vietnam) lors de sa venue en France à deux reprises :
sur un support de professeur invité à l’Université Toulouse 2 Jean Jaurès en juin 2015 puis pour un
Post-Doctorat de 18 mois à partir de février 2016 dans le cadre de l’ANR Pepito. Nous avons ainsi
eu l’occasion d’étudier les processus déterminantaux, de découvrir le krigeage et l’amélioration attendue
(Expected Improvement) que nous avons ensuite mis à profit pour proposer aux ingénieurs Valeo, membres
de l’ANR, des géométries de ventilateurs prometteuses et inédites. Les techniques de borne de confiance
supérieure (Upper Bound Confidence) ont aussi été exploitées et comparées à l’amélioration attendue.
Les prépublications [S2] et [P3] ainsi que la Section 5.4 présentent les résultats obtenus. Parallèlement,
Bernard Bercu, directeur de thèse de Jade, l’a encouragée à étudier dans le prolongement de sa thèse
la statistique de Bickel-Rosenblatt. En collaboration avec Frédéric Proïa (Université d’Angers), autre
doctorant de Bernard, nous avons ainsi écrit l’article [J15] dont les résultats sont présentés en Section
2.4. Enfin, nous avons aussi travaillé avec François Bachoc, tout juste recruté à l’IMT, sur les estimateurs
par validation croisée des paramètres des fonctions de covariance de processus gaussiens. Voir la Section
2.2 du Chapitre 2 et la référence [J13].
Celle collaboration fructueuse avec François s’est poursuivie jusqu’à maintenant. En particulier, avec An-
drés López-Lopera (Doctorant Mines de Saint Etienne), nous avons étudié le comportement asymptotique
de l’estimateur par maximum de vraisemblance des paramètres des fonctions de covariance de processus
gaussiens contraints par des conditions d’inégalités [S19]. Avec Jean-Marc Azaïs, Thierry Klein et Thi
Mong Ngoc Nguyen, nous nous sommes intéressés à des estimateurs par variations pour des processus
gaussiens à accroissements stationnaires [S1]. Nous avons enfin étudié le comportement asymptotique
des estimateurs par vraisemblance composite en tant qu’alternative aux estimateurs par maximum de
vraisemblance [S3]. L’ensemble de ces résultats sont résumés dans la Section 2.2 du Chapitre 2.
Actuellement, je continue à travailler avec François Bachoc sur les processus gaussiens, Pierre Petit et
Thierry Klein sur la thématique des grandes déviations, Fabrice Gamboa et Thierry Klein en analyse de
sensibilité... Ces activités de recherche se trouvent renforcées et enrichies par le co-encadrement de deux
thèses : celle de Gabriel Sarazin commencée en octobre 2017, co-encadrée avec Jérôme Morio (ONERA), à
l’interface entre analyse de sensibilté et estimation de la probabilité d’événements rares, et celle de Fabien
Brosset démarrée en février 2017, co-encadrée avec Franck Barthe (IMT) et concernant des probléma-
tiques de grandes déviations. Dans le Chapitre 6, je présente mes travaux en cours et mes perspectives
scientifiques.
Chapitre 2
Processus aléatoires : branchement
avec duplication de trajectoires,
estimation de covariance et
excursions
Ce chapitre s’articule principalement en trois parties : l’une, algorithmique, concerne les travaux initiés
pendant ma thèse, une autre, statistique, étudie l’estimation des paramètres de la fonction de covariance
de processus gaussiens ; enfin la dernière, probabiliste, traite du maximum des excursions browniennes et
autres quantités relatives.
2.1 Processus de branchement et estimation de la probabilité
d’événements rares
Dans de nombreux domaines appliqués, l’estimation de la probabilité d’occurrence d’un événement rare
est une question cruciale (souvent en raison du risque associé à cet événement) ; cet événement pouvant
être par exemple une défaillance catastrophique en fiabilité des systèmes, un risque de collision entre
avions, de tremblement de terre... Les événements rares sont caractérisés par des probabilités de l’ordre
de 10−9 à 10−12. Par exemple, en télécommunication pour certains protocoles ou liaisons, la probabilité
de perte d’un paquet d’informations est inférieure à 10−9.
Diverses voies se présentent pour l’étude de ces risques :
— l’analyse statistique des événements extrêmes qui s’appuie principalement sur les lois asymptotiques
des extrêmes (Weibull, Fréchet, Gumbel) mais nécessite une longue période d’observation [4] ;
— la modélisation qui conduit à estimer la probabilité de l’événement rare, soit par une approche
analytique [223], soit par la simulation.
Dans ma thèse, j’ai abordé l’aspect simulation basé sur la méthode de Monte-Carlo qui s’appuie sur la
loi forte des grands nombres. Cependant, cette méthode de simulation s’avère inefficace pour estimer un
événement de probabilité 10−9 à 10−12, en raison du nombre trop important d’échantillons à générer.
Pour résoudre ce problème, de nombreuses méthodes de simulation accélérée ont été proposées telles que
l’échantillonnage préférentiel (“Importance Sampling” (IS)) et la méthode RESTART [253, 254]. Une
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approche particulaire [54, 85] permet d’obtenir des résultats théoriques sur la convergence de ce type
d’algorithme.
Nous nous intéressons à l’efficacité réelle de ces méthodes à multi-trajectoires préférentielles en terme de
coût de simulation. En raison de leur complexité, l’analyse mathématique directe s’avère impraticable.
Cependant, une étude analytique rapide montre que ces méthodes reposent tous sur un même “squelette”,
sorte de modèle simplifié pour lequel nous avons mené une étude précise et obtenu des résultats exacts
et non asymptotiques.
Je présente succinctement dans la Section 2.1.1 les résultats obtenus dans ma thèse sous la direction de
Dominique Bakry (IMT) et Pascal Lezaud (IMT-ENAC) et publiés dans [J1], [J2] et [J3]. La Section
2.1.2 est consacrée à une analyse menée ultérieurement avec P. Lezaud en dimension supérieure à un
conduisant à l’article [J12].
2.1.1 La méthode de branchement avec duplication des trajectoires en di-
mension 1
Le but est d’estimer la probabilité P(A) d’un événement rareA correspondant par exemple au dépassement
d’un certain niveau L par un processus Y (t). Contrairement aux algorithmes d’échantillonnage préférentiel
[155], dans les algorithmes multi-trajectoires préférentiels, le système évolue selon la mesure de probabilité
initiale. Cette technique s’appuie sur l’hypothèse qu’il existe des états intermédiaires identifiables visités
par le système plus souvent que l’événement rare lui-même : nous définissons donc une suite de M + 1
ensembles Bi emboîtés
A = BM+1 ⊂ BM ⊂ . . . ⊂ B2 ⊂ B1
où BM+1 correspond à A. On obtient de la sorte une partition de l’espace d’états en régions Bi\Bi+1
appelées régions d’importance.
Dans ce cas, nous avons la formule produit
P(A) = P(A|BM )P(BM |BM−1) . . .P(B2|B1)P(B1). (2.1)
La probabilité d’intérêt P(A) s’écrit ainsi comme le produit de M + 1 quantités (probabilités condition-
nelles) “moins rares” et donc plus faciles à estimer et avec plus de précision que P(A) elle-même, pour
un coût de simulation donné.
Dans cette méthode, appelé méthode de branchement avec duplication des trajectoires, une apparition
plus fréquente de A est réalisée en dupliquant le processus en Ri sous-processus dès qu’il entre dans une
région Bi où sa chance d’atteindre l’événement rare est plus grande. On privilégie ainsi les trajectoires
favorables. Un principe implicite nécessaire est que le niveau Bi+1 ne peut être atteint depuis Bi−1 sans
que ne le soit aussi Bi. Nous supposons naturellement que Y évolue continuement et que tous les seuils
intermédiaires sont atteints si le dernier seuil l’est. En fait, la dynamique qui nous intéresse n’est pas
directement celle des particules, mais plutôt celle de la chaîne de Markov sous-jacente observée à chaque
fois que la particule atteint un niveau intermédiaire Bk. Cette chaîne de Markov sous-jacente sera notée
(Xk)06k6M+1. Plus précisément, dans ce modèle et contrairement aux algorithmes particulaires, nous ne
tenons pas compte de l’évolution du processus entre les niveaux mais seulement du franchissement des
niveaux par ce dernier.
Précisons que nous ne considèrerons, dans cette section, que des modèles uni-dimensionnels comme ceux
introduits par Garvels [103] et dans la méthode RESTART [254]. L’idée de base consiste alors à faire un
tirage de Bernoulli et vérifier si B1 est atteint ou non. Si c’est le cas, on scinde le tirage en R1 tirages
de Bernoulli {0, 1} et on vérifie si B2 est atteint ou non, et ainsi de suite. Plus précisément, chaque fois
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Figure 2.1 – Branchement avec duplication des trajectoires.
que l’événement Bi se produit, on simule Ri tirages et on renouvelle cette technique chaque fois que
l’événement Bi+1 se produit. Si aucun seuil supérieur, ni A, n’est atteint, on arrête le tirage concerné. En
itérant de façon indépendante N fois cette procédure, on aura considéré NR1 . . . RM tirages, en tenant
compte du fait que par exemple, si un niveau Bi à la i-ième étape n’a pas été atteint, les Ri . . . RM tirages
possibles ont échoué.
Les paramètres inconnus de l’algorithme sont donc le nombre N de particules envoyées au départ, les
nombres R1, . . . , RM de retirage, les probabilités P1, . . . , PM+1 de transition et le nombre M de niveaux.
Un estimateur sans biais de P(A) est naturellement donné par
P̂ = Z1
N
×
(
M−1∏
n=1
Zn+1
RnZn
)
× ZM+1
RMZM
= ZM+1
NR1 . . . RM
. (2.2)
où Zn représente le nombre de particules ayant atteint le niveau Bn. Notons que cet algorithme peut être
représenté par N processus de branchement indépendants. Introduisons les quantités suivantes
m0 = P1, mn = RnPn+1, n = 1, . . . ,M + 1,
nombres moyens de particules réussissant à atteindre le niveau supérieur, ainsi que
r0 = 1, rn = R1 . . . Rn, n = 1, . . . ,M,
p0 = 1, pn = P1 . . . Pn, n = 1, . . . ,M + 1.
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Comme fait dans [254], on déduit l’expression de la variance de l’estimateur P̂ par récurrence.
Proposition 2.1 (Variance de l’estimateur en dimension 1). En utilisant les notations précédemment
introduites, il vient
Var(P̂ ) = P(A)
2
N
[
M∑
i=0
1
ri
(
1
pi+1
− 1
pi
)]
. (2.3)
Il s’agit maintenant de décrire le coût d’une simulation : chaque fois qu’une particule est générée, cela
entraîne un coût moyen unitaire décrit par une fonction c positive. On suppose que
— le coût c d’une particule pour atteindre Bi partant de Bi−1 dépend seulement de Pi et non du
niveau de départ ni du point de départ (nous travaillons en dimension 1) ;
— c est décroissante en x (ce qui signifie que plus la probabilité de transition est petite, plus difficile
est la transition et par conséquent plus le coût est élevé) ;
— c converge vers une constante (en général petite) quand x tend vers 1.
Proposition 2.2 (Coût de l’algorithme en dimension 1). En utilisant les notations précédentes, il vient
que le coût moyen de l’algorithme est donné par
C = N
M∑
i=0
c(Pi+1)ripi (2.4)
Pour minimiser la variance de P̂ à coût de simulation fixé, nous procédons en trois étapes.
1) On optimise la variance en N,R1, . . . , RM à P1, . . . , PM+1 fixés (i.e. aux niveaux Bi fixés) et on
obtient
Ri =
ri
ri−1
=
√
c(Pi)
c(Pi+1)
√
1
PiPi+1
√
1− Pi+1
1− Pi i = 1, . . . ,M, (2.5)
N = 1√
c(P1)
C
√
1/P1 − 1∑M+1
i=1
√
c(Pi)
√
1
Pi
− 1
. (2.6)
2) On injecte ces valeurs optimales dans la variance et on déduit les valeurs optimales des Pi pour
i = 1 . . .M + 1 sous la contrainte P(A) = P1 . . . PM+1 :
Pi = P(A)
1
M+1 i = 1, . . . ,M + 1. (2.7)
3) On injecte ces valeurs optimales dans la variance et on déduit la valeur optimale du nombre de
seuils M : M = [ ln P(A)y0 ]− 1 ou M = [
ln P(A)
y0
] avec y0 solution de F (y) = 0 où
F (y) := (2(1− ey) + y)c(ey)− y(1− ey)eyc′(ey) = 0, avec y = lnP(A)
M + 1 . (2.8)
Notons que M croît lorsque P(A) décroît et avec cette valeur de M , nous obtenons
Ri ≈ 5 et Pi ≈ 15 . (2.9)
Ainsi les nombres optimaux de retirage et les probabilités de transition optimales sont “indépendants”
de la probabilité de l’événement rare.
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Remarques sur l’algorithme optimal
Tout d’abord, notons que les valeurs optimales pour les (Ri)i : Ri = 1P0 := R et (Pi)i : Pi = P0 entraînent
que
RiPi+1 = 1 (2.10)
Ce résultat n’est pas surprenant puisqu’il signifie que le processus de branchement sous-jacent est un
processus de Galton-Watson critique. L’équation (2.10) traduit un certain équilibre entre un nombre de
répliques trop important qui entraînerait une explosion du coût et un nombre de répliques insuffisant
conduisant à un arrêt prématuré de l’algorithme.
Notons qu’il est aussi possible d’établir un lien entre l’algorithme par duplication des trajectoires et
l’échantillonnage préférentiel. En effet, en un certain sens la méthode étudiée ici peut être vue comme
une méthode d’échantillonnage préférentiel adaptatif. Les détails se trouvent dans mon manuscrit de
thèse [T1].
Choix pratique des nombres de retirages
Bien que nous aimerions prendre Ri tel que RiPi+1 = 1 (cf. équation (2.10)), nous sommes contraints
de choisir Ri entier et positif. Lorsque la valeur optimale du nombre de retirage n’est pas un entier,
un choix naturel est de prendre l’entier le plus proche. Mais dans ce cas, la criticalité du processus de
Galton-Watson sous-jacent est perdue. Deux autres stratégies visant à surmonter ce problème ont été
proposées dans [J2]. Plus précisément, nous avons considéré les stratégies suivantes et nous avons testé
leur efficacité en terme d’intervalles de confiance en utilisant des techniques d’encadrements fins basés sur
des fonctions choisies dans les groupes de Lie de faible dimension et des résultats concernant les processus
de branchement en environnement aléatoire.
— Stratégie déterministe. Nous prenons pour R l’entier le plus proche de la valeur optimale 1/P0.
Alors pour α assez petit,
P
(
|P̂ − P(A)|
P(A) > α
)
6 2 exp
{
−α
2
4
NE[ZM+1]2
Var(ZM+1)
(
1− α2
)}
.
— Seconde stratégie : générer à chaque succès. Soient k ∈ N et δ ∈ [0, 1[ tels que 1/P0 = k + δ. Pour
s’approcher au plus de l’algorithme optimal, on autorise R à varier : chaque fois qu’une particule
atteint un niveau supérieur, on génère une réalisationR d’une loi de Bernoulli de paramètre p = 1−q.
Pour α assez petit et c2 une constante explicite, nous obtenons dans ce cas
P
(
|P̂ − P(A)|
P(A) > α
)
6 2 exp
{
− c2
c(P0)
α2
(M + 1)2
}
.
Ce résultat est meilleur que celui obtenu dans la stratégie déterministe puisque ici la borne supé-
rieure est en exp
{
− (Const)(M+1)2
}
comme dans le cas optimal.
— Troisième stratégie : générer un environnement aléatoire. On génére un environnement aléatoire dé-
crit par la suite (R1, R2, . . . , RM ) au début de la simulation puis on optimise l’algorithme en E[R].
Nous travaillons ainsi en environnement aléatoire et obtenons des bornes du type de celles établies
dans la stratégie où l’on génère à chaque succès.
Nous avons vérifié numériquement que le premier algorithme aléatoire est le plus efficace tandis que la
stratégie déterministe fournit les moins bons résultats.
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Choix pratique des probabilités de transition
En pratique, les probabilités de transition sont généralement inconnues ; à défaut, nous savons faire
évoluer les particules du niveau Bi vers le niveau suivant Bi+1 (par exemple, comportement markovien).
Il devient donc impossible de déduire les nombres de retirage optimaux. Pour pallier ce problème, nous
avons proposé une méthode adaptative en deux phases.
— Phase 1. Nous générons ρN particules. Les nombres de retirage sont fixés arbitrairement (R0i )i=1...M .
De l’étape i (i = 1, . . . ,M + 1), nous obtenons un estimateur P˜ (1)i de Pi égal à la fraction des
particules ayant réussi à atteindre Bi depuis Bi−1. Maintenant, pour tout i = 1, . . . ,M , posons
R˜i =
1√
P˜iP˜i+1
√
1− P˜i+1
1− P˜i
,
qui seront les nombres de retirage de la deuxième phase.
— Phase 2. Nous générons N −ρN particules. Les nombres de retirage sont (R˜i)i=1...M précédemment
obtenus. De l’étape i (i = 1, . . . ,M + 1), nous obtenons un estimateur P˜ (2)i de Pi pendant la
simulation.
L’optimisation de l’algorithme par minimisation de la variance à coût de simulation fixé a montré que le
budget à consacrer à la première phase d’apprentissage doit être de l’ordre de N1/3, ce qui est loin d’être
intuitif.
Nous avons montré son efficacité en considérant le processus d’Ornstein-Uhlenbeck et en le comparant
numériquement à d’autres algorithmes adaptatifs dont celui introduit par Aldous et Vazirani [5], une
méthode qui garde le système particulaire en vie [163], et une méthode où les niveaux sont placés au
cours de la simulation [55]. Voir [J3] pour plus de détails et pour les résultats numériques.
2.1.2 Le modèle en dimension supérieure
En dimension supérieure, des algorithmes pour estimer les probabilités d’événements rares ont été pro-
posés tels que la “subset simulation” [13] aussi basée sur un partionnement de l’espace en sous-ensembles
imbriqués. Des techniques d’échantillonnage préférentiel ont également été élaborées dans ce cadre, basés
sur des “design points” [12, 145] ou des pré-échantillons adaptatifs [11]. Lorsque la complexité du modèle
générant l’événement rare augmente, il semble difficile d’utiliser cette technique efficacement [229].
En dimension supérieure, en plus du choix optimal des paramètres de l’algorithme, se pose le problème
du choix de la fonction d’importance qui définit la forme des niveaux. Nous illustrons l’importance de ce
choix dans l’exemple suivant représenté par la Figure 2.2.
Soit M = 1 et supposons que ∂B1 est partitionné en deux sous-ensembles tels que :{
γ1(1) = 10−2, γ1(2) = 0.5,
f1(1) = 10−1, f1(2) = 10−3.
Nous obtenons alors p = 1.5 · 10−3 et γ1(1) = 0.51.
En simulant des particules issues de O, nous nous attendons à ce que 51% des particules atteignent
∂B1 dont 50% ∂B(2)1 et seulement 1% en ∂B
(1)
1 . Néanmoins, les particules de ∂B
(1)
1 sont 100 fois plus
susceptibles d’atteindre A que celles de ∂B(2)1 . Ainsi, avec cette forme de niveau pour partielB1, près de
50% des particules simulées le sont inutilement.
La construction de la fonction d’importance lorsque la probabilité cible a une caractérisation de type
grande déviation est discutée dans [83]. Ce contexte est également pris en compte dans [223]. Néanmoins,
il semble difficile de traduire les résultats obtenus dans le cadre de cette section.
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Figure 2.2 – Le choix choice de la fonction d’importance sur un exemple.
Dans cette section, nous étudions théoriquement l’algorithme proposé dans [106] et partiellement étudié
dans [103]. Nous illustrons sur un exemple concret comment déformer les niveaux intermédiaires de façon
à se rapprocher de l’algorithme optimal. Tous les résultats et preuves de cette section se trouvent dans
[J12]. S’y trouvent aussi, d’une part une étude quantifiant la sensibilité de la variance lorsqu’un niveau
intermédiaire est supprimé permettant ensuite de décider si un niveau doit être conservé ou supprimé ;
d’autre part, une analyse de sensibilité de la variance par rapport à une déformation des niveaux. Je ne
présenterai pas dans cette section ces deux dernières pistes de recherche.
Ici, nous supposons que chaque frontière ∂Bk de Bk est partitionnée en s sous-ensembles disjoints, notés
∂B
(i)
k , tels que :
∂Bk =
s⋃
i=1
∂B
(i)
k , k = 1, . . . ,M.
Sans perte de généralité, nous supposons que tous les ∂Bk ont le même nombre s de sous-ensembles.
Définissons maintenant τk comme le temps d’atteinte de ∂Bk. Ainsi, la probabilité cible s’écrit P(A) =
P(τM+1 <∞). Rappelons que nous notons (Xk)06k6M+1 la chaîne de Markov sous-jacente du processus
continu Y = (Y (t), t > 0). Ici nous aurons donc Xk = i, et de manière équivalente Yτk ∈ ∂B(i)k si la
particule au temps τk appartient à ∂B(i)k .
L’algorithme en dimension supérieure
Pour estimer la probabilité P(A), nous procédons comme dans [106] et [103].
Initialisation. Nous générons indépendamment N particules du même point de départ O. Un nombre
aléatoire Z1 de particules atteint le seuil B1, où Z1 a une distribution binomiale de paramètres N et γ1(1).
Ces particules Z1 sont réparties sur les sous-ensembles ∂B(i)1 selon une variable aléatoire multinomiale
Mult(Z1, µ1). Soit Z1 le vecteur aléatoire correspondant (Z11, . . . , Z1r).
Etape n (2 6 n 6 M). Chacune des Zn−1 particules dans ∂Bn−1 est dupliquée Rn−1 fois. Ces nouvelles
particules évoluent selon la dynamique du processus initial Y et le nombre Znj de particules ayant atteint
∂B
(j)
n est encore aléatoire et se décompose de la façon suivante :
Znj =
s∑
i=1
Y inj , (2.11)
où Y inj est le nombre de particules issues de ∂B
(i)
n−1 ayant atteint ∂B
(j)
n dont le nombre total Y in =
∑s
j=1 Y
i
nj
est une variable binomiale de paramètres Rn−1Z(n−1)i et gn−1(i).
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Chaque Yin = (Y in1, . . . , Y ins) conditionné à Y in suit la loi multinomiale de paramètres Y in et P(Xn = · |
Xn−1 = i ; τn <∞).
Dernière étape. Chacune des ZM particules dans ∂BM est dupliquée RM fois. Ces nouvelles particules
évoluent selon la dynamique du processus initial Y et le nombre ZM de particules ayant atteint ∂BM+1
se décompose de la façon suivante :
ZM+1 =
s∑
i=1
Y iM+1, (2.12)
où Y iM+1 représente le nombre de particules issues de ∂B
(i)
M ayant atteint ∂BM+1. Conditionné à (ZM1, . . . , ZMs),
les v.a. Y iM+1, i = 1, . . . , r sont indépendantes et de loi binomiale de paramètres RMZMi et fM (i).
Optimisation de l’algorithme en dimension supérieure
L’estimateur sans biais de P(A) est encore naturellement donné par (2.2) et sera encore noté P̂ . Avant
de déterminer sa variance, nous introduisons quelques notations supplémentaires propres à la dimension
supérieure. Pour tout k = 1, . . . ,M , la mesure γk sur la frontière ∂Bk est définie par :
γk(i) = P(Xk = i ; τk <∞).
Cette mesure agit sur les fonctions f définies sur ∂Bk selon γk(f) = E [f(Xk)1τk<∞] de telle sorte que
γk(1) = P(τk <∞) est la probabilité que la particule atteigne Bk (1 est la fonction unité). Les mesures
γk n’étant pas des mesures de probabilités, nous introduisons leurs versions normalisées µk. Les fonctions
fk définies par :
fk(i) = P(τM+1 <∞ | Xk = i , τk <∞), k = 1, . . . ,M,
quantifient la difficulté d’atteindre A en partant de ∂B(i)k . Enfin, nous introduisons les fonctions gk−1
définies par :
gk−1(i) = P(τk <∞ | Xk−1 = i , τk−1 <∞),
pour tout k = 2, . . . ,M . Les notations sont présentées dans la Figure 2.3 avec quelques relations de
transport évidentes.
O•
∂Bk−1 γk−1
∂Bk γk
∂Bk+1 γk+1
∂BM+1 γM+1
= γk−1Pk
Pk−1
Pk
fk
fk−1 = Pk(fk)
gk−1
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Figure 2.3 – Notations introduites pour l’algorithme en dimension supérieure à un.
Proposition 2.3 (Variance de l’estimateur en dimension supérieure). Le coefficient de variation est
donné par :
Var(P̂ )
P(A)2 =
M∑
k=1
1
γk(1)
(
1
rk−1
− 1
rk
)
Varµk(fk)
E2µk(fk)
+
M∑
k=0
1
rkγk(1)
1− µk(gk)
µk(gk)
. (2.13)
La variance est donc divisée en deux parties. La première somme décrit la variabilité due à la forme des
seuils ∂Bk (définis par les fk), tandis que la seconde décrit la variabilité due au nombre de seuils M , aux
nombres de réplication Rk et à la position des seuils (traduit en termes de Pk et gk). La formule de la
variance (2.13) peut être comparée aux expressions obtenues dans [103, Equation (2.21)], [160], [53] et
[107].
Nous considérons maintenant un coût de simulation (réaliste) qui tient compte de la probabilité Pk(i, j)
d’atteindre ∂B(j)k partant de ∂B
(i)
k . En fait, même si l’algorithme présenté ici est basé sur la simulation de
variables aléatoires multinomiales, l’introduction de ce nouveau coût permet de considérer la dynamique
d’une particule entre deux seuils successifs à travers les fonctions gk. Ainsi, nous associons à chaque
particule de ∂B(i)k un coût unitaire ck(i) qui dépend du seuil de départ et de la difficulté gk(i) à atteindre
le seuil suivant. Plus précisément, nous supposons que :
c0 = c(γ1(1)), ck(i) = c(gk(i)), k = 1, . . . ,M,
où c vérifie les mêmes hypothèses que dans la Section 2.1.1.
Proposition 2.4 (Coût de la simulation). Le coût (moyen) est donné par :
CM+1 = Nc0 +
M∑
n=1
rn
s∑
i=1
γn(i)cn(i) =
M∑
n=0
rnγn(cn). (2.14)
Au vu de la décomposition (2.13) de la variance en deux parties, nous obtenons naturellement que
l’optimisation se fait selon deux étapes successives dont le résultat est donné dans la proposition qui suit.
Proposition 2.5 (Optimisation de l’algorithme). Les paramètres optimaux obtenus en minimisant la
variance de l’estimateur à coût de simulation fixé sont les suivants :
(i) les fonctions fk ne doivent pas dépendre du point intial dans ∂Bk (condition d’isoprobabilité) ;
(ii) les valeurs optimales des paramètres N , M , (Rk)k=1,...,M et (Pk)k=1,...,M+1 sont celles du cas uni-
dimensionnel (i.e. s = 1). Plus précisément, N se déduit de CM+1 et tous les Rk sont égaux (à
un certain R0). En outre, pour arriver à un compromis entre un arrêt prématué de l’algorithme
(RkPk+1  1) et un coût prohibitif (RkPk+1  1), la condition RkPk+1 = 1 doit être satisfaite.
Enfin, M est donné par la relation R0P(A)1/(M+1) = 1.
Application au processus d’Ornstein-Uhlenbeck en dimension 2
Nous présentons maintenant une procédure adaptative ad-hoc afin de définir des niveaux intermédiaires
proches des optimaux définis par la condition d’isoprobabilité. Pour ce faire, nous considérons le processus
d’Ornstein-Uhlenbeck en dimension 2 défini par :dY (t) = −ΛY (t) dt+ σ dW (t), t > 0X0 = x ∈ R2
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où Λ = diag(λ1, λ2) avec λ1 = 1, λ2 = 0.2, σ = 0.3 et W un mouvement Brownien (MB) standard en
dimension 2.
Nous souhaitons ici estimer la probabilité que le processus d’Ornstein-Uhlenbeck issu de x = (0.05, 0)
atteigne le cercle centré en 0 et de rayon 1.5 avant de revenir en 0. Dans ce qui suit, nous prendrons
M = 2, A = BM+1 = B3 = D(0, 1.5) et dans un premier temps B1 = D(0, 0.5), B2 = D(0, 1). La
simulation du processus se fait en utilisant Mathematica [260] selon un schéma d’Euler de pas 0.01. Nous
commençons par générer N = 300 particules indépendantes issues de x = (0.05, 0) et nous considérons
comme premier niveau ∂B1 le cercle de rayon 0.5 et centré en 0. Tout d’abord, nous estimons la densité de
la mesure d’occupation du processus dans ∂B1 1 par rapport à la mesure de Lebesgue. Cette estimation
est basée sur le noyau de von Mises et comme attendu (puisque λ1 > λ2), cette densité (représentée dans
la Figure 2.4 (à gauche)) est loin d’être uniforme.
Figure 2.4 – La densité de la mesure d’occupation du premier seuil intermédiaire et son estimation (trait
noir) basée sur le noyau de von Mises. A gauche, le seuil est le cercle centré de rayon 0, 5 tandis qu’à
droite, le seuil est l’image conforme du cercle.
Nous avons vu dans la Proposition 2.5 que l’efficacité de l’algorithme sera optimale en prenant des
mesures d’occupation du processus uniformes sur les niveaux intermédiaires. Dans notre cas, puisque
λ1 > λ2, l’intuition invite à prendre des ellipses pour les nivaux intermédiares, ce qui est confirmé
numériquement par la Figure 2.4 (à droite). D’un point de vue théorique, ceci est cohérant avec [8,
Theorem 1.3] qui établit que, pour tout x ∈ R2, (Z(t), t > 0) =
( √
2
σ
√
log t
Y (t), t > 0
)
admet l’ellipse
E = {y = (y1, y2) ∈ R2; λ1y21 + λ2y22 6 2} comme ensemble de valeurs d’adhérance lorsque t tend vers
l’infini.
Dans un second temps, notre objectif est de déformer le premier seuil de façon à se rapprocher du
seuil optimal pour lequel la mesure d’occupation est uniforme. Comme le processus vit dans le plan,
nous pouvons utiliser une carte conforme, ϕ1 : B1 → Ω1, afin d’obtenir une mesure d’occupation
uniforme. Notons que les cartes conformes sont très pratiques en tant que transformations planaires car
elles ne permettent que des rotations locales et des changements d’échelles évitant ainsi des distorsions
perturbatrices, en particulier pour les domaines de la forme ∂Ω1 = ϕ1(∂B1). Nous suivons la procédure
décrite dans [258] pour construire la carte conforme ϕ1. Une fois la carte déterminée (voir Figure2.4 (à
droite)), nous relançons l’algorithme en utilisant ∂Ω1 au lieu de ∂B1.
Insistons sur le fait que notre intention ici n’est pas de proposer un nouvel algorithme utilisant des cartes
conformes. Travailler en dimension 2 est déjà difficile et envisager une plus grande dimension devient
encore plus complexe. Néanmoins, les fonctions harmoniques ou les cartes quasi-conformes [3, 115] sont
la généralisation naturelle des transformations conformes en dimension supérieure. Dans notre contexte,
1. Puisque nous travaillons avec un processus continu, les particules évoluent jusqu’à avoir atteint ∂B1 ou le disque
D(0, 0.01) au lieu de 0.
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Figure 2.5 – En utilisant R1 = 2 pour les particules ayant atteint le premier seuil déformé, nous faisons
évoluer ces particules jusqu’à ce qu’elles atteignent le seuil suivant ou le cercle intérieur de rayon 0.01.
Les densités empiriques de la mesure d’occupation du cercle unitaire (à gauche) et du seuil déformé (à
droite) et leurs estimations respectives (trait noir) reposant sur le noyau de von Mises sont représentées.
nous pourrions commencer par estimer la densité de la mesure d’occupation sur une sphère, considérée
comme une forme volume. Ensuite, nous pourrions tenter de déterminer une métrique riemannienne g
telle que la forme volume riemannienne associée est égale à la précédente. Enfin, nous pourrions déformer
la métrique g dans la métrique uniforme à travers un flot de Ricci, par ex. Nous obtiendrions alors une
nouvelle variété riemannienne homéomorphe à la sphère. Pour plus de détails, voir [197].
2.2 Processus gaussiens et estimation de paramètres de cova-
riance
Dans cette section, je présente quelques résultats sur l’estimation de paramètres de fonction de covariance
de processus gaussiens. Ces travaux ont été menés avec Jean-Marc Azaïs (IMT), François Bachoc (IMT),
Thierry Klein (IMT-ENAC), Andrés López-Lopera (Doctorant Ecole des Mines de Saint Etienne) et
Thi Mong Ngoc Nguyen (Université des Sciences d’Ho Chi Minh, Vietnam). Ils ont fait l’objet d’une
publication [J13] et de trois prépublications [S19], [S1] et [S3].
Les processus gaussiens
Un processus gaussien Y sur Rd est un processus stochastique de Rd dans R tel que pour tout p ∈ N∗ et
pour tout q-uplet (x1, . . . , xq) d’éléments de Rd, le vecteur aléatoire (Y (x1), . . . , Y (xq)) est gaussien [210].
Un processus gaussien est caractérisé par sa fonction moyenne m : Rd → R et sa fonction de covariance
k : Rd×Rd → R. Les fonctions de covariance les plus classiques sont les fonctions exponentielle, gaussienne
et de Matérn. D’autres exemples sont donnés dans [241, 210]. La fonction de covariance k est symétrique
et semi-définie positive, i.e., pour tout q ∈ N∗ et pour tous x1, . . . , xp ∈ Rd, la matrice (k(xi, xj))16i,j6q
est symétrique semi-définie positive.
Les processus gaussiens sont devenus très populaires en raison de leur simplicité et de leur flexibilité
permettant ainsi de modéliser une large classe de modèles. Leur attractivité réside aussi dans le fait
que comme pour la distribution gaussienne, ils se prêtent bien à une analyse théorique fine (voir les
résultats énoncés dans la suite de cette section). Pour ces raisons, les processus gaussiens sont depuis
quelques années largement utilisés en statistique spatiale afin d’interpoler les observations et proposer un
métamodèle, de krigeage par exemple. Les domaines d’application sont nombreux. Citons par exemple la
géostatistique [178], l’approximation de code de calcul [222, 224, 20], la calibration [198, 22], l’optimisation
globale [137], l’apprentissage [210]...
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Cadre de l’étude
Dans ce qui suit, nous considérons un processus gaussien Y centré, défini sur [0, 1]d et à valeurs réelles.
Nous supposons ensuite que la fonction de covariance k est stationnaire, i.e., k(x1, x2) = k(x3, x4) dès
que ‖x2 − x1‖ = ‖x4 − x3‖ pour tous x1, . . . , x4 ∈ Rd. Dans ce cas, nous posons k(x1, x2) = k(x2 − x1)
et identifions k à une fonction de Rd dans R.
Le plan d’expérience consiste en n points d’observation 0 6 x1 6 . . . 6 xn 6 1 et les valeurs observées
correspondantes sont y1 = Y (x1), . . . , yn = Y (xn). Le théorème du conditionnement gaussien [210] affirme
alors que Y conditionné à y = (y1, . . . , yn)> est un processus gaussien de fonction moyenne mn et de
fonction de covariance kn données par
mn(u) = rn(u)R−1n y (2.15)
et
kn(u, v) = k(u, v)− rn(u)R−1n rn(v) (2.16)
où x = (x1, . . . , xn)> est le vecteur des points d’observation et rn(u) est le vecteur de coordonnées
k(u, xi) pour i = 1, . . . , n tandis que Rn est la matrice de taille n × n de coordonnées k(xi, xj) pour
i, j = 1, . . . , n. Le caractère gaussien de Y conditionné aux observations est l’une des principales raisons
pour lesquelles les processus gaussiens sont très populaires en pratique. La fonction moyenne mn fournit
une approximation du processus Y en considérant les observations tandis que la fonction de covariance
kn(u, u) donne un indicateur de l’incertitude sur la valeur de Y (u).
Estimation de la fonction de covariance
Dans ce qui suit, nous supposerons généralement que le processus Y a une fonction moyenne m nulle
(sauf mention contraire explicite). Lorsqu’on considère un processus gaussien, on doit estimer sa fonction
de covariance. Habituellement, on suppose que la fonction de covariance appartient à une famille para-
métrique donnée (voir [1] pour une revue des familles classiques). Dans ce cas, l’estimation se résume à
estimer les paramètres de covariance correspondants. Les principales techniques d’estimation qui ont été
examinées reposent sur le maximum de vraisemblance [241], la vraisemblance composite [265, 16, 17] et
les estimateurs par variations [128, 7].
Dans notre travail, nous supposons que la fonction de covariance appartient à une famille paramétrique
de la forme {σ2kα;σ2 > 0, α ∈ A}, où A ⊂ Rp et kα est une fonction de corrélation pour tout α ∈ Rp.
La (vraie) fonction de covariance de Y est donnée par σ20kα0 où σ20 > 0 et α0 ∈ Rp. Classiquement, les
paramètres de covariance σ20 et α0 sont estimés par maximum de vraisemblance [210, 241]. L’estimateur
par maximum de vraisemblance (MLE) consiste à maximiser la log vraisemblance Ln(σ2, α) donnée par
Ln(σ2, α) = −n2 ln(2pi)−
n
2 ln(σ
2)− 12 ln(det(Rn,α))−
1
2σ2 y
>R−1n,αy, (2.17)
où Rn,α est la matrice n×n donnée par (kα(xi, xj))16i,j6n, y = (y1, . . . , yn)> est le vecteur des observa-
tions et det(M) représente le déterminant de la matrice M . Ainsi, nous avons naturellement
(σˆ2ML, αˆML) ∈ argmin
σ2>0,α∈A
(
n ln(σ2) + ln(det(Rn,α)) +
1
σ2
y>R−1n,αy
)
. (2.18)
Cadre asymptotique et état de l’art sur le MLE
Pour ces analyses, deux contextes ont été envisagés. Le cadre asymptotique de remplissage (fixed-domain
asymptotic ou parfois infill asymptotic) [72, 241], correspond au cas où de plus en plus de données sont
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observées dans un domaine d’échantillonnage borné fixe de Rd. Au contraire, le cadre asymptotique par
expansion (increasing-domain asymptotic) correspond au cas où le domaine d’échantillonnage dans Rd
augmente avec le nombre de points observés et la distance entre deux points d’échantillonnage ne tend
pas vers 0. Le comportement asymptotique de l’estimateur par maximum de vraisemblance (MLE) des
paramètres de covariance peut être tout à fait différent selon le cas [266]. En effet, dans le cadre asymp-
totique par expansion, en général, pour tous les paramètres de covariance (identifiables), le MLE est
consistant et asymptotiquement normal sous certaines conditions de régularité. La matrice de covariance
asymptotique est égale à l’inverse de la matrice d’information de Fisher (asymptotique) [17, 73, 175, 231].
La situation est significativement différente lorsqu’on travaille dans le cadre asymptotique de remplis-
sage. En effet, on distingue deux types de paramètres de covariance : les paramètres microergodiques et
non microergodiques. Un paramètre de covariance est microergodique si, pour deux valeurs différentes
de celui-ci, les deux mesures gaussiennes correspondantes sont orthogonales, voir [126, 241]. Il est non
microergodique si, pour deux valeurs différentes, les deux mesures gaussiennes correspondantes peuvent
être équivalentes. Les paramètres non microergodiques ne peuvent pas être estimés de manière consis-
tante, mais une mauvaise spécification peut conduire asymptotiquement à la même inférence statistique
qu’une spécification correcte [237, 238, 240, 264]. Dans le cas des fonctions de covariance isotropes de
Matérn avec d 6 3, [264] montre que seule une quantité reparamétrisée obtenue à partir de la variance
et des paramètres d’échelle est microergodique. La normalité asymptotique du MLE de ce paramètre
microergodique est alors prouvée [141]. Des résultats similaires pour le cas particulier de la fonction de
covariance exponentielle ont été obtenus précédemment dans [262].
Le MLE est généralement considéré comme la meilleure option pour estimer les paramètres de covariance
d’un processus gaussien (au moins dans notre cadre, où la véritable fonction de covariance appartient
au modèle paramétrique, voir [16, 19]). Néanmoins, l’évaluation de la fonction de vraisemblance néces-
site de résoudre un système d’équations linéaires et de calculer un déterminant. Pour un ensemble de n
observations, le fardeau computationnel est en O(n3), ce qui rend cette méthode impraticable lorsque la
taille de l’échantillon devient grande. Ce fait motive la recherche de méthodes d’estimation proposant un
compromis entre complexité computationnelle et efficacité statistique. Parmi ces méthodes, on peut citer
l’approximation de faible rang (voir [242] et les références qu’il contient), l’approximation creuse [117],
l’atténuation de covariance (covariance tapering) [99, 142], l’approximation par champs aléatoires gaus-
sienns [80, 220], l’agrégation de sous-mdèles [49, 84, 118, 221, 246, 250], les vraisemblances composites...
Une alternative au MLE
La vraisemblance composite fait référence à une classe générale de fonctions basées sur la vraisemblance de
marginales ou d’événements conditionnels [251]. Ces méthodes d’estimation a deux avantages notables :
elles sont généralement attrayantes lorsque la taille de l’échantillon est grande et elles peuvent être
utiles lorsqu’il est difficile de déterminer la vraisemblance complète. Les estimateurs par vraisemblance
composite (CLE) maximisent la somme sur i = 1, . . . , n de la log vraisemblance conditionnelle de yi
connaissant un sous-ensemble {y1, . . . , yn}\{yi} correspondant à des points d’observation proches de
xi. Ils ont été considérés dans [177, 195, 243, 252]. Nous expliquerons en détails cette méthode dans la
Section 2.2.1. Plus généralement, le principe de conditionnement basé sur des points d’observation voisins
plutôt que sur l’ensemble des points d’observation a largement été appliqué pour les processus gaussiens
[109, 110].
Malgré leur popularité dans la pratique, aucun résultat asymptotique dans le cadre asymptotique de
remplissage n’existe pour les estimateurs CLE. Les résultats existants traitent le cas de la fonction de
covariance exponentielle en dimension une. Dans le cas exponentiel, en raison de la propriété de Markov,
le CLE conditionné à {yi−K , . . . , yi−1} quelle que soit la valeur de K est simplement le CLE conditionné
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à yi−1 et coïncide donc aussi avec le MLE (voir [262]). Il est alors prouvé que le CLE du paramètre
microergodique est asymptotiquement gaussien. Lorsque chaque observation est conditionnée à ses deux
observations voisines les plus proches, alors le CLE du paramètre microergodique est également asymp-
totiquement gaussien [J13] (voir Section 2.2.2 pour plus de détails). Enfin, notons que les estimateurs de
vraisemblance par paires ont été analysés récemment, dans le cas de la fonction de covariance exponen-
tielle en dimension une [21]. Les auteurs somment sur des paires d’observations les log vraisemblances en
dimension deux correspondantes.
Plan de la section
Dans cette section, nous considérons le MLE, le CLE et les estimateurs par variations dans des contextes
et des problématiques différents. Dans tous les cas, nous travaillons dans le cadre asymptotique de rem-
plissage. Dans la Section 2.2.1, nous étudions l’estimateur par vraisemblance composite et ses propriétés
asymptotiques (cf. [S3]). Nous le comparons à l’estimateur par variations étudié en Section 2.2.3 (cf.
[S1]). Enfin, nous considérons dans la Section 2.2.4 des processus gaussiens contraints par des inégalités
et étudierons le MLE et ses propriétés asymptotiques dans ce cadre (cf. [S19]).
2.2.1 Vraisemblance composite
Définissons maintenant rigoureusement l’estimateur par vraisemblance composite. Soient K ∈ N et L ∈ N
fixés. Le CLE maximise la somme sur i = K + 1, . . . , n − L de la log vraissemblance de yi conditionnée
aux observations {yi−K , . . . , yn−L}\{yi}, voisines de yi. Il est donc donné par
(σˆ2CL, αˆCL) ∈ argmax
σ2>0,α∈A
n−L∑
i=K+1
Lσ2,α (yi|yi−K , . . . , yi−1, yi+1, . . . , yi+L) , (2.19)
où Lσ2,α(yi|yi−K , . . . , yi−1, yi+1, . . . , yi+L) est défini comme le logarithme de la densité de yi sachant
yi−K , . . . , yi−1, yi+1, . . . , yi+L sous les paramètres de covariance σ2 et α. Le coût computationnel du
critère défini par (2.19) est en O(n) si K et L sont fixés, à comparer à O(n3) pour le MLE défini en
(2.18).
Pour tout i ∈ {K + 1, . . . , n− L}, définissons le vecteur rK,L,α;i par
rK,L,α;i = (kα(xi−K , xi), . . . , kα(xi−1, xi), kα(xi+1, xi), . . . , kα(xi+L, xi))> ,
le vecteur des observations locales yK,L;i par
yK,L;i = (yi−K , . . . , yi−1, yi+1, . . . , yi+L)>
et la matrice RK,L,α;i par
RK,L,α;i =

kα(xi−K , xi−K) . . . kα(xi−K , xi−1) kα(xi−K , xi+1) . . . kα(xi−K , xi+L)
...
...
kα(xi−1, xi−K) . . . kα(xi−1, xi−1) kα(xi−1, xi+1) . . . kα(xi−1, xi+L)
kα(xi+1, xi−K) . . . kα(xi+1, xi−1) kα(xi+1, xi+1) . . . kα(xi+1, xi+L)
...
...
kα(xi+L, xi−K) . . . kα(xi+L, xi−1) kα(xi+L, xi+1) . . . kα(xi+L, xi+L)

.
D’après le théorème du conditionnement gaussien énoncé dans l’introduction de cette section, pour i =
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K + 1, . . . , n− L, nous avons
Lσ2,α (yi|yi−K , . . . , yi−1, yi+1, . . . , yi+L)
= −12 ln σ
2 − 12 ln
(
1− r>K,L,α;iR−1K,L,α;irK,L,α;i
)
−
(
yi − r>K,L,α;iR−1K,L,α;iyK,L;i
)2
2σ2
(
1− r>K,L,α;iR−1K,L,α;irK,L,α;i
)
(à une constante additive près).
Dans ce qui suit, nous considérons sans perte de généralité une grille régulière donnée par les points
d’observation suivants {x1 = 1/n, . . . , xn = 1}. Soit A un sous-ensemble compact de (0,∞) et posons
kα(t) = k(αt), où k est une fonction de corrélation stationnaire donnée. Les paramètres à estimer sont
donc la variance σ2 et le paramètre d’échelle spatiale α.
Estimation du paramètre de variance uniquement
Tout d’abord, nous supposons que A est réduit au singleton {1}, que α0 = 1 (i.e. la fonction de corrélation
est connue) et que nous souhaitons déterminer les propriétés asymptotiques du CLE de la variance
inconnue σ20 .
Introduisons maintenant le processus réduit Z tel que Y = σ0Z. Le processus Z est centré, gaussien de
fonction de covariance k et d’observations zi = yi/σ0. Par analogie à yK,L;i, nous définissons aussi zK,L;i.
Pour tout i = K + 1, . . . , n− L, la prédiction est donnée par
zˆi = E[zi|zK,L;i] = r>K,L,α;iR−1K,L,α;izK,L;i
tandis que la variance prédite est donnée par
σˆ2i = Var(zi|zK,L;i) = 1− r>K,L,α;iR−1K,L,α;irK,L,α;i. (2.20)
Après quelques calculs, nous déduisons la valeur de σˆ2CL défini par (2.19) :
σˆ2CL
σ20
= 1
n− L−K
n−L∑
i=K+1
(zi − zˆi)2
σˆ2i
. (2.21)
Clairement, c’est un estimateur sans biais dont la variance est donnée par
Var
(
σˆ2CL
σ20
)
= 2(n− L−K)2
n−L∑
i,j=K+1
Cov (zi − zˆi, zj − zˆj)2
σˆ2i σˆ
2
j
(2.22)
après application de la formule de Mehler. Dans la suite, nous supposons que k satisfait la condition
suivante.
Condition 2.6. La fonction de corrélation k a le développement suivant lorsque t tend vers 0
k(t) = 1− |t|s + r(t), (2.23)
où r est deux fois différentiable, r(0) = 0 et 0 < s < 3/2. De plus, pour 1/2 6 s < 3/2, r′′ est borné.
La Condition 2.6 signifie que le processus gaussien Y est continu mais pas dérivable. La quantité s
supposée connue s’interprète comme un paramètre de régularité. Par exemple, la fonction de covariance
exponentielle exp{−|t|} correspond à s = 1 [21, 262] et [J13]. Elle implique que r(t) = O(t) pour tout
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0 < s < 3/2 et r(t) = O(t2) pour 1/2 6 s < 3/2. La Condition 2.6 est satisfaite pour les fonctions de
covariance Matérn k˜ν définies par k˜ν(t) = kν(A−1/2νν t) avec s = 2ν, Aν une constante dépendant de ν
uniquement et r(t) = O(t2).
Soit maintenant b la matrice inverse de la matrice B de taille (K + L) × (K + L) définie par Bi,j =
is+ js−|i− j|s (voir [S1] pour la preuve de l’inversibilité de B). Définissons de plus la matrice C de taille
(K + L) × (K + L) donnée par Ci,j = isjs. Lorsque 0 < s < 1/2, la condition supplémentaire suivante
sera nécessaire.
Condition 2.7. Supposons que K ∈ N, L ∈ N et 0 < s < 1/2 sont tels que
K+L∑
k=1
bK,kk
s 6= 0.
Nous avons prouvé que la Condition 2.7 est satisfaite pour K = 0 ou L = 0. De façon générale, nous
n’avons pas montré que la Condition 2.7 est satisfaite. Cependant, numériquement cela semble être le cas
pour toutes les valeurs de K et L que nous avons testées.
En utilisant les formules virtuelles un à part (Leave-One-Out virtual formulas - LOO) [16, Proposition
3.1], la variance prédite définie en (2.20) est donnée par
σˆ2i =
1(
Cov|1(z2, . . . , zK , zK+1, zK+2, . . . , zK+L+1)−1
)
K,K
et l’erreur de prédiction est donnée par
zi − zˆi = 1
b
(n)
K,K
K+L∑
k=1
b
(n)
K,k
(
zi−K+k −
(
1− k
s
ns
+ r
( |k|
n
))
zi−K
)
,
où Cov|l représente la covariance conditionnelle sachant zl.
Théorème 2.8 (Comportement asymptotique du CLE de la variance). Supposons que la Condition 2.6
est satisfaite et soient K > 0 et L > 0 tels que K + L > 2.
(i) Si 0 < s < 1/2, alors
Var
(
σˆ2CL
σ20
)
= O
(
1
n2s
)
. (2.24)
En outre, si la Condition 2.7 est vérifiée,
Var
(
σˆ2CL
σ20
)
∼ 4
n2s
(bCb)2K,K
b2K,K
∫ 1
0
(1− t)(1− ts + r(t))2dt. (2.25)
(ii) Si 1/2 6 s < 3/2, alors
Var
(
σˆ2CL
σ20
)
= O
(
1
n
)
. (2.26)
Remarquons que les valeurs du nombre de voisins n’ont aucun impact sur la vitesse de convergence, mais
interviennent seulement dans la variance asymptotique dans le cas 0 < s < 1/2. Clairement, on en déduit
la consistance de σˆ2 dès que 0 < s < 3/2 puisque la variance tend vers zéro. Lorsque K+L = 1, la preuve
du Théorème 2.8 ne peut plus être appliquée mais on peut facilement prouver que (2.25) et (2.26) sont
encore vérifiés.
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Comparons le résultat précédent à celui obtenu pour l’estimateur par variations défini ultérieurement
dans la Section 2.2.3. Remarquons que dans le cas où a est la séquence élémentaire d’ordre 1 : a0 = 1 et
a1 = −1, nous avons montré que
E[(Ca,n − σ20)2] = O
(
1
n
)
,
ce qui signifie que l’estimateur par variations Ca,n basé sur les différences yi − yi−1 conduit à la vitesse
optimale n1/2. En revanche, utiliser les différences yi − E[yi|yi−1] conduit à la vitesse sous-optimale ns
lorsque 0 < s < 1/2 d’après le Théorème 2.8. Ainsi, contrairement à l’intuition, utiliser yi − E[yi|yi−1]
semble être plus efficace que yi − yi−1. De façon analogue, les résultats précédents montrent qu’utiliser
yi−E[yi|yi−K , . . . , yi−1, yi+1, . . . , yi+L] est moins efficace que
∑L(a)−1
j=0 ajyi+j lorsque 0 < s < 1/2, ce qui
est loin d’êre intuitif.
Le Théorème 2.8 montre donc que pour 0 < s < 1/2, le CLE converge à la vitesse sous-optimale ns < n1/2,
alors qu’il existe des estimateurs de σ20 convergeant à la vitesse optimale n1/2, par exemple le MLE défini
dans (2.18) ou encore les estimateurs par variations quadratiques (voir la Section 2.2.3 ci-dessous). Cela
peut être considéré comme un inconvénient du CLE, puisque contrairement au MLE, les estimateurs par
variations requièrent un faible coût de calcul (en O(n)) pour une vitesse optimale de n1/2 quelle que soit
la valeur de 0 < s < 3/2. Dans la proposition suivante, nous montrons que le CLE σˆ2CL converge vers une
variable qui n’est pas gausienne lorsque 0 < s < 1/2.
Proposition 2.9 (Non gaussianité de la distribution limite). Supposons que les Conditions 2.6 et 2.7
sont vérifiées. Alors pour 0 < s < 1/2, K > 0 et L > 0 tels que K + L > 1, la v.a. ns
(
σˆ2CL/σ
2
0 − 1
)
ne
converge pas en loi vers une v.a. gaussienne. Plus précisément,
ns
(
σˆ2CL
σ20
− 1
)
L−→
n→∞
(bCb)K,K
bK,K
(∫ 1
0
Z(t)2dt− 1
)
où Z représente le processus réduit associé au processus gaussien Y .
Estimation jointe des paramètres de variance et d’échelle spatiale
Supposons maintenant que A est un compact de (0,∞). Ainsi il s’agit d’estimer les paramètres de variance
et d’échelle spatiale. Nous estimons alors le paramètre microergodique σ20αs0 (voir [264]). Supposons que
les vrais paramètres du modèle σ20 et α0 sont fixés dans (0,∞), sans supposer nécessairement que α0
appartient à A (simplement parce que σ2 n’est pas restreint dans (2.19) et donc il existe (σ2, α) ∈
(0,∞)×A tel que σ2αs = σ20αs0).
Théorème 2.10 (Comportement asymptotique du CLE du paramètre microergodique). Supposons que
k vérifie la Condition 2.6 et soient K > 0 et L > 0 tels que K + L > 2.
(i) Si 0 < s < 1/2, alors
σˆ2CLαˆ
s
CL
σ20α
s
0
− 1 = αˆ
s
CL
ns
(bCb)K,K
bK,K
(
αˆs
αs0
∫ 1
0
Z(t)2dt− 1
)
+ oP
(
1
ns
)
. (2.27)
(ii) Si 1/2 6 s < 3/2, alors
σˆ2CLαˆ
s
CL
σ20α
s
0
− 1 = O
(
1√
n
)
. (2.28)
L’interprétation du Théorème 2.10 est la même que celle du Théorème 2.8. Ici, nous ne pouvons pas ana-
lyser la variance de σˆ2CLαˆsCL, parce que αˆsCL n’a pas d’expression explicite. C’est pourquoi le Théorèmme
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2.10 est énoncé en termes de convergence en distribution et en probabilité plutôt qu’en termes de variance
ou d’erreur quadratique moyenne.
Notons que lorsque 0 < s < 1/2, l’approximation asymptotique de σˆ2CLαˆsCL/σˆ0
2αˆ0
s − 1 dépend de la
distribution de αˆsCL, pour laquelle peu de résultats sont connus ([266] considère la fonction de covariance
exponentielle pour laquelle s = 1). Néanmoins, la variable aléatoire
αˆsCL
(bCb)K,K
bK,K
(
αˆs
αs0
∫ 1
0
Z(t)2dt− 1
)
(2.29)
n’est pas gaussienne. Par exemple, son minimum est −αsu(bCb)K,K/bK,K > −∞ où αu est le supremum
du compact A. De plus, cette v.a. n’est pas non plus constante car αˆ2sCL
∫ 1
0 Z(t)
2dt ne l’est pas. En effet,∫ 1
0 Z(t)
2dt a une variance non nulle et une probabilité non nulle d’appartenir à tout intervalle compact
[0, ] pour  > 0 relativement petit (voir [165, 171]) et αˆ2sCL est borné par α2su . Enfin, si A = {α1} pour un
α1 ∈ (0,∞) donné, alors ns(σˆ2CLαˆsCL/σ20αs0 − 1) converge vers une v.a. non gaussienne, dont la variance
est proportionnelle à α4s1 .
De la même façon que pour le Théorème 2.8, le Théorème 2.10 ne s’applique pas lorsque K+L = 1, mais
nous avons montré que la conclusion reste valable malgré tout.
2.2.2 Validation croisée
Antérieurement aux travaux de la section précédente, nous avons montré dans [J13] que l’estimateur
par validation croisée dans le modèle exponentiel est consistant et converge en distribution vers une loi
gaussienne. Dans ce cas, le paramètre de régularité s est égal à 1. Ce résultat précise donc le cas (ii) du
Théorème 2.10.
Plus précisément, dans cette section, le processus gaussien Y a pour fonction de covariance σ20kα0 où
kα0(t) = e−α0|t|. Ce processus est connu sous le nom de processus d’Ornstein-Uhlenbeck. Il est gouverné
par l’équation différentielle stochastique suivante, appelée équation de Langevin,
dY (t) = −α0Y (t)dt+
√
2α0σ0dB(t),
où (B(t), t > 0) est le MB standard. Le processus d’Ornstein-Uhlenbeck est largement utilisé pour modéli-
ser des phénomènes physiques, biologiques, sociaux... Il possède de nombreuses propriétés mathématiques
qui permettent de simplifier son analyse.
Le processus est observé sur un tableau triangulaire de points (x(n)i )n∈N,i=1,...,n. Par souci de concision,
notons simplement (x(n)1 , . . . , x
(n)
n ) = (x1, . . . , xn). Les observations correspondantes sont données par
(y1, . . . , yn) = (Y (x1), . . . , Y (xn)). Supposons que le modèle paramétrique est de la forme {σ2kα; (σ2, α) ∈
[σ2l , σ2u] × [αl, αu]} pour des valeurs fixées telles que 0 < σ2l 6 σ2u < +∞ et 0 < αl 6 αu < +∞ et où
kα(t) = e−α|t|.
Nous étudions maintenant l’estimateur par validation croisée de (σ20 , α0) reposant sur le score logarith-
mique considéré dans [210, 265]. Posons
Yˆα,−i(xi) = Eσ2,α[yi|y1, . . . , yi−1, yi+1, . . . , yn],
où l’espérance conditionnelle Eσ2,α est calculée en supposant que Y est centré de fonction de covariance
σ2kα. Remarquons que Yˆα,−i(si) ne dépend pas de σ2. Similairement, nous définissons
σˆ2σ2,α,−i(xi) = Varσ2,α(yi|y1, . . . , yi−1, yi+1, . . . , yn).
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Alors, l’estimateur par validation croisée (CVE) est donné par
(σˆ2CV , αˆCV ) ∈ argmax
σ2
l
6σ26σ2u,αl6α6αu
Sn(σ2, α),
où
Sn(σ2, α) = −n2 ln(2pi)−
1
2
n∑
i=1
ln(σˆ2σ2,α,−i(si))−
n∑
i=1
(yi − Yˆα,−i(si))2
σˆ22σ2,α,−i(si)
(2.30)
est égal à la log vraisemblance conditionnelle de yi sachant (y1, . . . , yi−1, yi+1, . . . , yn)> sous les paramètres
de covariance (σ2, α) (à une constante additive près). Le terme validation croisée met en lumière le fait
que nous considérons des quantités un à part (Leave-One-Out quantities).
Une fois encore, nous considérons le paramètre microergodique σ20α0 pour lequel [262] a prouvé la consis-
tance et la normalité asymptotique du MLE défini en (2.18). De même que dans [262], nous avons considéré
trois cas.
(i) Soit σ2 = σ21 défini par (2.30) avec σ21 > 0 une constante fixée. Nous considérons le CVE αˆCV,1 de
α1 = α0σ20/σ21 qui minimise (2.30) avec σ2 = σ21 .
(ii) Soit α = α2 défini par (2.30) avec α2 > 0 une constante fixée. Nous considérons le CVE σˆ2CV,2 de
σ22 = θ0σ20/α2 qui minimise (2.30) avec α = α2.
(iii) Nous considérons le CVE σˆ2CV αˆCV de σ20α0, où αˆCV et σˆ2CV sont les estimateurs de α0 et σ20 .
Inspirés de [262], nous basons notre analyse sur la propriété de Markov du processus d’Ornstein-Uhlenbeck
afin de gérer le fait que, lorsque n augmente, les observations (y1, . . . , yn)> deviennent de plus en plus
corrélées. Dans notre cadre, nous avons
Yˆα,−i(si) = −
∑
j=1,...,n;
j 6=i
(R−1α )ij
(R−1α )ii
yj et σˆ2α,σ2,−i(si) =
σ2
(R−1α )ii
, (2.31)
d’après [16, 90, 265]. Nous n’énonçons dans ce manuscrit que les résultats concernant σˆ2CV αˆCV .
Théorème 2.11 (Consistance et normalité asymptotique du CVE σˆ2CV αˆCV ). Supposons que
lim sup
n→+∞
max
i=2,...,n
∆i = 0, (2.32)
où ∆i = xi − xi−1. Soit Θ = [σ2l , σ2u] × [αl, αu], où σ2l , σ2u, αl et αu sont fixés. Supposons qu’il existe
(σ˜2, α˜) dans Θ tel que σ˜2α˜ = σ20α0. Soit (σˆ2CV , αˆCV ) ∈ Θ une solution de
Sn(σˆ2CV , αˆCV ) = max(σ2,α)∈ΘSn(σ
2, α). (2.33)
Alors (σˆ2CV , αˆCV ) existe et est consistant :
σˆ2CV αˆCV
p.s.−−−−−→
n→+∞ σ
2
0α0.
Supposons de plus que σ2l αu < σ20α0 < σ2uαl ou σ2l αu > σ20α0 > σ2uαl. Alors la normalité asymptotique
est vérifiée √
n
σ20α0τn
(σˆ2CV αˆCV − σ20α0) L−−−−−→
n→+∞ N (0, 1), (2.34)
où τn dépend du choix des points d’observation (voir équation (11) dans [J13]).
Les conditions sur σ2l , σ2u, αl et αu assurent que (∂/∂α)Sn(αˆ, σˆ2) et/ou (∂/∂σ2)Sn(αˆ, σˆ2) sera nul p.s.
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pour n suffisamment grand d’après la consistance des estimateurs. Dans [262], l’auteur suppose plutôt
que l’espace des paramètres est (0,∞)× [αl, αu] ou [σ2l , σ2u]× (0,∞).
Rappelons que la variance asymptotique τ2n dépend du choix des points d’observation {x1, . . . , xn}. En
revanche, la variance asymptotique du MLE est indépendante du choix du tableau triangulaire des points
d’observation [262].
Dans la proposition suivante, nous montrons que la quantité τ2n du Théorème 2.11 est bornée inférieure-
ment et supérieurement ce qui implique que le taux de convergence est toujours en
√
n.
Proposition 2.12. Pour tout choix de tableau triangulaire de points d’observations {x1, . . . , xn} pour
lesquels (2.32) est satisfait, nous avons
2 6 lim inf
n→∞ τ
2
n 6 lim sup
n→∞
τ2n 6 4. (2.35)
La variance de la distribution limite de σˆ2CV αˆCV − σ20α0 peut facilement être estimée. D’après la propo-
sition précédente, cette variance asymptotique est toujours plus grande que celle du MLE. En effet, nous
avons (
√
n/(α0σ20))(αˆMLσˆ2ML − α0σ20) L−−−−−→n→+∞ N (0, 2), voir [262]. Ce fait est tout à fait attendu puisque
les estimations par MLE sont généralement les meilleures lorsque le modèle de covariance est bien spécifié,
comme c’est le cas ici. Il est possible de vérifier facilement que la grille régulière ∆i ≡ 1/(n − 1) pour
tout i = 2, . . . , n, ne conduit pas à la variance limite du MLE. Pour cette grille, nous avons τ2n →
n→+∞ 3.
Cependant, dans la Proposition 2.13, nous construisons une grille particulier qui conduit à la variance
limite du MLE : τ2n →
n→+∞ 2. De plus, nous montrons que les bornes de (2.35) sont précises.
Proposition 2.13. (i) Soit {x1, . . . , xn} tel que x1 = 0, for i = 2, . . . , n− 1,
∆i =
(1− γn) 2n si i est pair,2γn
n si i est impair,
où γn ∈ (0, 1) et ∆n = 1−
∑n−1
i=2 ∆i. Alors, en prenant γn = 1/n, nous avons τ2n →n→+∞ 4.
(ii) Soient {x1, . . . , xn} et 0 < β < 1 tels que x1 = 0, ∆i = 1/(i !) pour i = bnβc+ 1, . . . , n et ∆2 = · · · =
∆bnβc ≡ (1− rn)/(bnβc − 1) avec rn =
n∑
i=bnβc+1
∆i. Alors
n∑
i=2
∆i = 1 et τ2n →
n→+∞ 2.
Pour prouver le Théorème 2.11, nous avons suivi le schéma général de la preuve de [262] pour le MLE.
Cependant, nos preuves plus techniques contiennent de nouveaux éléments. En particulier, nous avons
réalisé des développements de Taylor pour des couples de variables (les variables étant prises à la distance
∆i) et nous avons eu recours à des théorèmes de la limite centrale pour des variables dépendantes. Nous
renvoyons le lecteur à [J13] pour le détail des preuves et des simulations numériques dans lesquelles nous
avons illustré la convergence du Théorème 2.11.
2.2.3 Variations quadratiques
Ici, le contexte est un peu différent. Nous ne considérons plus que le processus est stationnaire mais
seulement que ses accroissements le sont. Le processus est observé aux temps j∆ pour j = 1, . . . , n avec
∆ = ∆n tendant vers 0 lorsque n tend vers l’infini. Son variogramme est alors défini par
V (h) = 12E
[
(Y (t+ h)− Y (t))2
]
. (2.36)
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Posons ∆ = n−α où 0 < α 6 1. Notons que le cas α = 1 correspond au cadre asymptotique de remplissage
déjà défini plus haut [241]. Nous supposons encore que le processus Y est centré bien que nous ayons
étendu les résultats qui suivent au cas non-centré dans la Section 3.4 de [S1].
Nous faisons les hypothèses suivantes.
(H0) Le variogramme V est C∞ sur (0,+∞].
(H1) Le variogramme V est 2D fois différentiable avec D > 0 et il existe C > 0 et 0 < s < 2 tels
que pour tout h ∈ R, nous avons
V (2D)(h) = V (2D)(0) + C(−1)D |h|s + r(h), avec r(h) = o(|h|s) et |r(h)| 6 (Const) |h|s . (2.37)
(H2) Le reste r dans (H1) est d fois différentiable en dehors de zéro et
∣∣r(d)(h)∣∣ 6 (Const) |h|β avec
s− d < β < −1/2. Lorsque s < 3/2, nous prendrons d = 2 et lorsque s > 3/2, d = 3.
(H3) |r(h)| 6 (Const)|h|s+1/(2α).
Si la fonction de covariance appartient à une famille paramétrique de la forme {σ2kα;σ2 > 0, α ∈ Θ} où
Θ ⊂ Rp, alors C est une fonction déterministe des paramètres σ2 et α. Lorsque D > 0 , la dérivée D-ème
Y (D) en moyenne quadratique de Y est un processus gaussien stationnaire de fonction de covariance kD
donnée par kD(h) = Cov(Y (D)(t), Y (D)(t + h)) = (−1)D+1V (2D)(h). Ceci implique que l’exposant de
Hölder des trajectoires de Y (D) est s/2. Puisque s < 2, D est exactement l’ordre de différentiation des
trajectoires de Y . Remarquons que dans le cadre asymptotique de remplissage (α = 1), (H2) est quasi
minimale. En effet, la condition β < −1/2 importe peu, puisque plus β est petit, plus la condition est
faible. Par exemple, lorsque s < 3/2, la dérivée seconde du terme principal est de l’ordre de |h|s−2 et nous
supposons seulement β > s − 2. Quelques exemples de processus satisfaisant les hypothèses précédentes
sont donnés dans la Section 2.2 de [S1].
Objectif de notre travail et état de l’art
Dans les applications, l’estimation du paramètre C est cruciale. Seule la connaissance de la constante
C intervient dans la fonction de covariance et son estimation constitue alors une étape préliminaire
nécessaire au krigeage. En effet, par exemple quand D=1, C fournit l’approximation au premier ordre
de E
[
(Y (t+ h)− Y (t))2
]
quand h est petit. Lorsque la fonction de covariance du processus gaussien
appartient à une famille paramétrique {σ2kα;σ2 > 0, α ∈ A} où A ⊂ Rp, C est une fonction de σ2 et α.
Dans ce cas, la plupart des logiciels (comme par exemple DiceKriging [218]) utilise le MLE pour estimer
(σ2, α) et donc C (voir [210, 226] pour plus de détails sur le MLE). Malheureusement, le MLE est connu
pour être cher computationnellement. De plus, il peut diverger numériquement dans certaines applications
pratiques. Enfin, il ne s’applique que lorsque l’ensemble paramétrique des fonctions de covariance est
donné, alors que l’estimation de C est également pertinente dans le cas non paramétrique où aucune
hypothèse paramétrique n’est faite sur le variogramme V défini par (2.36).
C’est pourquoi nous envisageons comme alternative un estimateur reposant sur les variations quadratiques
du processus Y qui ne présuppose aucune hypothèse paramétrique. Les premiers résultats sur les variations
quadratiques remontent à Levy dans [164] quantifiant les oscillations du mouvement Brownien. Citons
aussi le théorème de Baxter (voir [28], [111, Chap. 5] et [105]). Plus récemment, Guyon et Léon [112] ont
montré que si la fonction de covariance k(h) = Cov(Y (t + h), Y (t)) est telle que k(h) = 1 − |h|s l(h) où
0 < s < 2 et l est une fonction à variation lente en 0, alors, sous des hypothèses techniques additionnelles,
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1) si 0 < s < 3/2, (VH,n/n) défini par
VH,n =
n∑
i=1
H
(
Y (i/n)− Y ((i− 1)/n)√
Var(Y (i/n)− Y ((i− 1)/n))
)
(2.38)
converge en loi vers la loi gaussienne à la vitesse n1/2 ;
2) si 3/2 < s < 2, la limite n’est pas gaussienne et la vitesse est donnée par n2−s.
Coeurjolly [65] a montré que les variations quadratiques sont optimales. Dans [129], les auteurs considèrent
des processus gaussiens à accroissements stationnaires (comme dans cette section) et généralisent les
résultats sur les variations quadratiques en estimant à la fois l’exposant local de Hölder et le paramètre
C. Plus récemment, Lang et Roueff [154] ont généralisé les résultats de [129] et [143] par un estimateur
basé sur les incréments dans un contexte semi-paramétrique.
Différences discrètes et variations quadratiques
Dans nos travaux, nous avons considéré une suite non nulle à support fini a de nombres réels dont la
somme est nulle. Sans perte de généralité, elle sera notée a = (a0, . . . , aL(a)−1). Nous dirons qu’elle est
d’ordre M(a) si
L(a)−1∑
j=0
ajj
k = 0, pour 0 6 k < M(a) et
L(a)−1∑
j=0
ajj
M(a) 6= 0.
A chaque suite a, nous associons la différence discrète définie par
∆a,i(Y ) =
L(a)−1∑
j=0
ajY ((i+ j)∆), i = 1, . . . n− L(a) + 1. (2.39)
Par conséquent,
∑L(a)−1
j=0 ajY (j∆) est une approximation (au coefficient multiplicatif près) de la dérivée
M(a)-ème (lorsqu’elle existe) de Y en 0. Il reste maintenant à introduire les variations quadratiques Va,n
associées à a et Y définies par
Va,n =
n−L(a)+1∑
i=1
(∆a,i(Y ))2. (2.40)
En comparaison avec le MLE, l’estimateur basé sur les variations quadratiques présente de nombreux
avantages. Tout d’abord, il est plus flexible puisqu’il ne requiert pas que le noyau appartienne à une famille
paramétrique, comme c’est le cas pour le MLE. Dans le même ordre d’idée, ajouter un drift n’impose
aucune hypothèse supplémentaire (voir Section 3.4 dans [S1]). Du point de vue computationnel, le coût
de l’estimateur par variations quadratiques est en O(n) contrairement au MLE pour lequel le coût est en
O(n3). Enfin, dans certains cas pratiques, le MLE peut s’avérer inutilisable car numériquement divergeant
(voir Section 5.3 dans [S1]), ce qui ne risque pas de se produire avec l’estimateur par variations.
Résultats principaux
En utilisant l’identité suivante
E[∆a,i(Y )∆a′,i′(Y )] = −∆a∗a′,i−i′(V ), (2.41)
pour toutes suites a et a′, nous avons montré dans la Proposition 5 de [S1] que l’espérance de Va,n est
asymptotiquement proportionnelle à la constante C que nous souhaitons estimer. Ceci suggère un estima-
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teur Ca,n de C basé sur la méthode des moments dont nous avons établi le comportement asymptotique.
Théorème 2.14 (Normalité asymptotique de Ca,n). Sous les hypothèses (H0) à (H3) et si M(a) >
D + s/2 + 1/4, alors Ca,n est asymptotiquement gaussien :
Ca,n − C√
Var(Ca,n)
L−→
n→+∞ N (0, 1), (2.42)
avec Var(Ca,n) = (Const)n−1(1 + o(1)).
Il est ensuite possible d’étendre ce résultat. Le corollaire suivant est particulièrement intéressant puisqu’il
donne des résultats théoriques sur l’agrégation de différentes variations quadratiques.
Corollaire 2.15. Sous les hypothèses du Théorème 2.14, considérons k suites a(1), . . . , a(k) telles que pour
tout i = 1, . . . , k, M(a(i)) > D + s/2 + 1/4. Suppsons de plus que la matrice de variance-covariance de
(Ca(i),n/Var(Ca(i),n)1/2)i=1,...,k converge vers une matrice inversible Γ∞ lorsque n→∞. Alors, ([Ca(i),n−
C]/Var(Ca(i),n)1/2)i=1,...,k converge en loi vers une loi N (0,Γ∞).
Nous avons vu numériquement dans [S1] que l’agrégation de suites a semble être très prometteuse puis-
qu’elle fournit une piste pour régler le problème du choix de la suite a. Le lemme suivant reposant sur [157]
ou [27] donne les poids optimaux lorsque l’on procède par agrégation de k suites a(1), . . . , a(k) différentes
et que l’on considère l’estimateur
k∑
j=1
λjCa(j),n.
Lemme 2.16. Supposons que les conditions du Corollaire 2.15 sont vérifiées. Soit R la matrice de
variance-covariance asymptotique de taille k × k du vecteur de longueur k dont les coordonnées sont
données par(n1/2/C)Ca(j),n, j = 1, . . . , k. Alors, pour tous λ1, . . . , λk tels que λ1 + · · · + λk = 1, nous
avons
(n1/2/C)
 k∑
j=1
λjCa(j),n − C
 L−→
n→+∞ N (0, λ
TRλ).
Soit 1k le vecteur colonne de longueur k composé de 1 et définissons
λ∗ = (λ∗1, . . . , λ∗k)> =
R−11k
1TkR−11k
.
Alors,
∑k
j=1 λ
∗
j = 1 et λ∗TRλ∗ 6 λTRλ.
Afin de valider notre procédure d’agrégation, nous avons comparé la variance asymptotique obtenue à la
borne de Cramér-Rao. Plus précisément, dans la Section 4.2 de [S1], nous avons donné deux exemples de
familles de processus pour lesquelles nous avons calculé explicitement la borne de Cramér-Rao.
Applications numériques
Dans la Section 5 de [S1], nous avons réalisé quelques simulations pour illustrer numériquement les
résultats de convergence présentés ci-dessus. Nous avons montré qu’il est difficile de choisir une séquence
optimale. Néanmoins, nous avons montré numériquement qu’agréger plusieurs séquences permet de se
rapporcher de la borne de Cramér-Rao.
En outre, nous donnons une procédure pour généraliser l’estimateur par variations quadratiques à la
dimension deux. Je présente dans ce manuscrit uniquement cette simulation numérique. Un autre jeu
de données en dimension deux a été étudié dans [S1]. Pour cet exemple, la procédure par variations
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quadratiques a prouvé une nouvelle fois son intérêt puisque dans ce contexte le MLE ne pouvait pas être
implémenté en raison de son coût computationnel.
Venons-en à la simulation. Nous comparons deux méthodes d’estimation de la fonction de covariance d’un
modèle gaussien séparable sur un jeu de données de spectroscopie de force atomique 2. Les données sont
constituées d’observations faites sur une grille de [0, 1]2 de pas 1/15. On dispose donc de 256 points de
la forme
Y (i/15, j/15) i = 0, . . . , 15, j = 0, . . . , 15.
La première méthode considérée est l’estimation par maximum de vraisemblance sur un modèle de kri-
geage obtenu en utilisant la fonction km du package DiceKriging de R [218]. Dans ce cas, nous avons
supposé que la moyenne est donnée par E[Y (i/15, j/15)] = µ et que les fonctions de covariance sont
exponentielles :
Cov(Y (i/15, j/15), Y (i′/15, j′/15)) = σ2e−α1|i−i
′|/15e−α2|j−j
′|/15. (2.43)
Les paramètres µ, σ2, α1, α2 sont estimés par maximum de vraisemblance.
La second méthode fait la même hypothèse sur la covariance et procède comme suit.
(1) Nous estimons σ2 par la variance empirique
σˆ2 = 1256
15∑
i,j=0
(Y (i/15, j/15)− µˆ)2
où µˆ = (1/256)
∑15
i,j=0 Y (i/15, j/15).
(2) Pour chaque colonne j de (Y (i/15, j/15))i,j=0,...,15, le vecteur des 16 observations suit le modèle
avec s = 1 et C1 = σ2α1. Ainsi, nous pouvons estimer C1 par Cˆ1 en faisant la moyenne des Cˆ1,j
pour j = 0, . . . , 15 définis en dimension 1 en utilisant la suite élémentaire a = (1,−1) d’ordre 1.
(3) Nous procédons de même ligne par ligne pour obtenir l’estimateur Cˆ2 de C2.
(4) Pour i = 1, 2, αi est estimé par αˆi = Cˆi/σˆ2.
La première méthode, utilisant le maximum de vraisemblance, conduit à des valeurs infinies pour α1 et
α2, de sorte qu’elle considère les 256 valeurs observées comme complètement indépendantes sur le plan
spatial. Par contre, la deuxième méthode donne les valeurs αˆ1 = 14.72 et αˆ2 = 15.73. Cela correspond
à une corrélation d’environ 1/e ≈ 0.36 entre les voisins directs sur la grille. Par conséquent, la deuxième
méthode, reposant sur notre estimateur quadratique est capable de détecter une faible corrélation (qui
peut être vérifiée graphiquement), contrairement au MLE.
2.2.4 Maximum de vraisemblance sous contraintes d’inégalités
Nous supposons ici encore que la fonction de covariance du processus Y , définie sur [0, 1]d, appartient à la
famille de fonctions de covariance de la forme {σ2kα, (σ2, α) ∈ Θ} où Θ est un compact de ]0,+∞[×Rp.
Maintenant, nous considérons le cas où les trajectoires du processus gaussien Y sont supposées satisfaire
des contraintes de bornitude, de monotonicité ou de convexité. En effet, les processus gaussiens avec des
contraintes d’inégalités fournissent des modèles de régression appropriés dans les domaines d’application
tels que le travail en réseau (monotonicité) [108], l’analyse de réseaux sociaux (monotonicité) [213] et
l’économétrie (monotonicité ou positivité) [69]. En outre, il a été démontré que la prise en compte des
contraintes peut considérablement améliorer les prévisions et les intervalles prédictifs [76, 108, 213].
2. Communication personnelle de C. Gales et J. M. Senard.
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Récemment, un estimateur par maximum de vraisemblance contrainte (cMLE) pour les paramètres de
covariance a été suggéré dans [171]. Contrairement au MLE classique (sans contrainte) évoqué ci-dessus,
le cMLE prend explicitement en compte les informations supplémentaires apportées par les contraintes
d’inégalités. Dans [171], il est montré que la consistance du MLE implique celle du cMLE sous contraintes
de bornitude, de monotonicité ou de convexité.
Nous considérons ici encore un tableau triangulaire
(
xi
)
n∈N,i=1,...,n de points d’observation dans [0, 1]
d,
dense dans [0, 1]d, i.e., tel que supx∈[0,1]d infi=1,...,n |x− xi| → 0 lorsque n→∞. Nous supposons de plus
que l’information {Y ∈ Eκ} est disponible, où Eκ est un ensemble convexe de fonctions défini par des
contraintes d’inégalités. Nous considérerons les ensembles suivants
E0 = {f ∈ C([0, 1]d,R) t.q. ` 6 f(x) 6 u, ∀x ∈ [0, 1]d},
E1 = {f ∈ C1([0, 1]d,R) t.q. ∂f(x)/∂xi > 0, ∀x ∈ [0, 1]d, i ∈ {1, . . . , d}},
E2 = {f ∈ C2([0, 1]d,R) t.q. f est convexe},
correspondant respectivement à la bornitude, à la monotonicité et à la convexité. Pour E0, les bornes
−∞ 6 ` < u 6 +∞ sont fixées et connues.
Tout d’abord, nous étudions la distribution asymptotique du MLE (non contraint) conditionné à {Y ∈
Eκ}. Cependant, l’inconvénient de cette approche est que l’information contenue dans {Y ∈ Eκ} n’est pas
exploitée. Par conséquent, nous étudions ensuite le cMLE introduit dans [171]. Cet estimateur est obtenu
en maximisant le logarithme de la vraisemblance de y sous la fonction de covariance σ2kα conditionnel-
lement à {Y ∈ Eκ}. Le logarithme de cette vraisemblance conditionnelle est donné par
Ln,c(σ2, α) =Ln(σ2, α)− lnP(σ2,α)(Y ∈ Eκ) + lnP(σ2,α)(Y ∈ Eκ|y) (2.44)
où Ln(σ2, α) est la log vraisemblance de y sous la fonction de covariance σ2kα donnée en (2.17) et les
deux derniers termes dépendent des contraintes d’inégalités. Dans [171], il est prouvé que le cMLE est
consistant dès que le MLE l’est. Le but des travaux de [S19] a été de donner le comportement asymptotique
du MLE conditionné à {Y ∈ Eκ} et du cMLE.
Estimation du paramètre de variance uniquement
En premier lieu, de même que dans la Section 2.2.1, nous considérons la famille de fonctions de covariance
de la forme {σ2k1, σ2 ∈ [σ2l , σ2u]} où la fonction de covariance k1 est connue et 0 < σ2l < σ2u < +∞. Nous
supposons de plus que le vrai paramètre de variance σ20 est dans [σ2l , σ2u]. Dans ce cas, la vraisemblance
Ln(σ2) définie en (2.17) s’écrit
Ln(σ2) = −n2 ln(2pi)−
n
2 ln(σ
2)− 12 ln(det(Rn,1))−
1
2σ2 y
>R−1n,1y,
où Rn,1 = (k1(xi, xj))16i,j6n. Le MLE σˆ2ML donné par
σˆ2ML ∈ argmax
σ2>0
Ln(σ2)
est alors asymptotiquement gaussien :
√
n(σˆ2ML − σ20)→ N (0, 2σ40).
Dans un premier temps, nous avons montré que la distribution asymptotique de σˆ2ML n’est pas affectée
par le conditionnement par {Y ∈ Eκ}.
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Avant d’énoncer le résultat, précisons les notations. Pour toute suite de v.a. ou vecteurs aléatoires (Xn)n∈N
de Rl (l > 1) qui dépendent de Y et pour toute loi de probabilité µ sur Rl, nous écrirons
Xn
L|Y ∈Eκ−−−−−→
n→+∞ µ
si, pour tout fonction continue bornée g : Rl → R,
E[g(Xn)|Y ∈ Eκ] →
n→+∞
∫
Rl
g(x)µ(dx).
Théorème 2.17 (Normalité asymptotique du MLE conditionné pour la variance). Supposons que le
noyau k et la suite des points d’observation vérifient des conditions techniques données dans [S19]. Alors
pour κ = 0, 1, 2, √
n
(
σˆ2ML − σ20
) L|Y ∈Eκ−−−−−→
n→+∞ N (0, 2σ
4
0).
Les hypothèses sur k et sur le plan d’échantillonnage ne sont pas en réalité très contraignantes. Nous
montrons ensuite que le cMLE, donné par
σˆ2cML ∈ argmax
σ2>0
Ln,c(σ2)
où Ln,c est défini dans (2.44), a le même comportement asymptotique que le MLE conditionné à {Y ∈ Eκ}.
Théorème 2.18 (Normalité asymptotique du cMLE pour la variance). Supposons que le noyau k et
la suite des points d’observation vérifient des conditions techniques données dans [S19]. Alors pour κ =
0, 1, 2, √
n
(
σ̂2n,c − σ20
) L|Y ∈Eκ−−−−−→
n→+∞ N (0, 2σ
4
0).
Estimation jointe pour le modèle de Matérn
Nous supposons maintenant que d = 1, 2 ou 3 et nous considérons la famille de fonctions de covariance
isotropiques de Matérn sur [0, 1]d. Voir par exemple [241] pour plus de détails. Ici kσ2,α = kσ2,ρ,ν est
donné par, pour tous x, x′ ∈ [0, 1]d,
kσ2,ρ,ν(x, x′) = σ2Kν
(‖x− x′‖
ρ
)
= σ
2
Γ(ν)2ν−1
(‖x− x′‖
ρ
)ν
κν
(‖x− x′‖
ρ
)
.
Le paramètre σ2 > 0 est simplement la variance du processus, ρ > 0 est un paramètre de longueur de
corrélation qui contrôle la vitesse de décroissance de la fonction de covariance en fonction de la distance
et ν > 0 est le paramètre de régularité du processus. La fonction κν est la fonction de Bessel modifiée de
seconde espèce d’ordre ν [2]. Nous supposons par la suite que le paramètre de régularité ν est connu. Il
s’agit donc d’estimer (σ2, ρ) et p = 2.
La vraisemblance définie par (2.17) pour σ2 et ρ sous le modèle de Matérn en supposant connu ν s’écrit
Ln(σ2, ρ) = −n2 ln(2pi)−
n
2 ln(σ
2)− 12 ln(det(Rn,ρ,ν))−
1
2σ2 y
>R−1n,ρ,νy, (2.45)
où Rn,ρ,ν = (Kν(‖xi − xj‖ /ρ))16i,j6n. Posons Θ = [σ2l , σ2u] × [ρl, ρu] où 0 < σ2l < σ2u < ∞ et 0 < ρl <
ρu <∞. Supposons de plus que les vrais paramètres sont tels que σ2l /(ρ2νl ) < σ20/(ρ2ν0 ) < σ2u/(ρ2νu ). Alors
le MLE est donné par
(σ̂2n, ρ̂n) ∈ argmax
(σ2,ρ)∈Θ
Ln(σ2, ρ). (2.46)
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Rappelons qu’il est montré dans [264] que les paramètres σ20 et ρ0 ne peuvent pas être estimés de
façon consistante contrairement au paramètre microergodique σ20/ρ2ν0 . De plus, [141] a montré que√
n
(
σ̂2n/ρ̂
2ν
n − σ20/ρ2ν0
)
converge vers une loiN (0, 2 (σ20/ρ2ν0 )2 ). Nous établissons dans le théorème suivant
que cette normalité asymptotique est encore satisfaite conditionnellement à {Y ∈ Eκ}.
Théorème 2.19 (Normalité asymptotique du MLE conditionné et du cMLE pour le modèle de Matérn).
Supposons que le noyau k et la suite des points d’observation vérifient des conditions techniques données
dans [S19]. Alors pour κ = 0, 1, 2,
√
n
(
σ̂2n
ρ̂2νn
− σ
2
0
ρ2ν0
)
L|Y ∈Eκ−−−−−→
n→+∞ N
(
0, 2
(
σ20
ρ2ν0
)2)
et
√
n
(
σ̂2n,c
ρ̂2νn,c
− σ
2
0
ρ2ν0
)
L|Y ∈Eκ−−−−−→
n→+∞ N
(
0, 2
(
σ20
ρ2ν0
)2)
.
Les preuves techniques des résultats précédents font intervenir des outils issus de la statistique spatiale
asymptotique, des extrema de processus gaussiens et des espaces de Hilbert à noyaux reproduisants.
Nous avons aussi généralisé les résultats précédents à l’estimation du paramètre microergodique de fonc-
tions de covariance isotropiques de Wendland. Dans ce contexte, kθ = kθ,s,µ, avec θ = (σ2, ρ), est donné
par
kθ,s,µ(x) = σ2φs,µ
(‖x‖
ρ
)
,
pour x ∈ Rd avec, pour t > 0,
φs,µ(t) =
 1B(2s,µ+1)
∫ 1
‖x‖ u(u
2 − ‖x‖2)s−1(1− u)µdu si ‖x‖ < 1,
0 sinon.
Les paramètres s > 0 et µ > (d+1)/2+s sont supposés fixés et connus. Le paramètre s traduit la régularité
des fonctions de covariance de Wendland, de même que pour les fonctions de covariance de Matérn [30].
Les paramètres σ2 > 0 et ρ > 0 s’interprètent aussi de la même façon que pour les finctions de covariance
de Matérn et doivent être estimés. Remarquons que sous certaines relations sur les paramètres ν, s and
µ, les mesures gaussiennes obtenues à partir des fonctions de covariance de Matérn et de Wendland
sont équivalentes [30]. Notons que la fonction de covariance de Wendland est à support compact, ce qui
constitue un avantage computationel notable [30].
Dans [30], il est montré que les paramètres σ20 et ρ0 ne peuvent pas être estimés de façon consistante.
En revanche, le paramètre σ20/ρ1+2s0 est microergodique. Dans [P19], nous avons établi l’analogue du
Théorème 2.19 pour l’estimation du paramètre microergodique des fonctions de covariance de Wendland.
Applications numériques
Les résultats asymptotiques énoncés dans cette section ont été testés numériquement. Pour ce faire, nous
avons considéré la fonction de covariance de Matérn 5/2 et deux cas de figure : ρ0 connu et inconnu.
Les codes ont été implémentés en utilisant le package R LineqGPR [170]. Nous observons numériquement
dans les deux cas que pour de grandes tailles d’échantillon les distributions empiriques du cMLE et du
MLE conditionné sont très similaires. Par contre, pour des tailles d’échantillon moyennes, la convergence
du cMLE est plus rapide que celle du MLE conditionné et fournit donc des résultats plus précis. Ainsi,
prendre en compte les contraintes semble être pertinent et profitable.
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Résultats sur la prédiction
Nous nous sommes aussi intéressés à la prédiction. Nous avons montré que, conditionnellement aux
contraintes d’inégalité, les prédictions obtenues en prenant en compte les contraintes sont asymptotique-
ment égales aux prédictions standard par kriegage (non contraintes). Il en va de même pour la comparaison
des écarts conditionnels obtenus avec et sans prise en compte des contraintes.
En outre, lorsque que le processus n’est pas contraint, des résultats significatifs sur l’utilisation de fonc-
tions de covariance mal spécifiées qui sont asymptotiquement équivalentes à la vraie ont été obtenus
dans [237, 238, 240]. Plus précisément, les prédictions et les variances conditionnelles obtenues à partir
de mesures gaussiennes équivalentes sont asymptotiquement équivalentes. Nous avons montré que cette
équivalence reste vraie lorsque les prédictions et les variances conditionnelles sont calculées en prenant
en compte les contraintes d’inégalités.
Enfin, une question importante pour les processus gaussiens consiste à évaluer l’exactitude asymptotique
des prévisions obtenues à partir des paramètres de covariance estimés (éventuellement de façon uniforme).
Nous avons limité notre étude à l’analyse asymptotique de la prédiction à des paramètres de covariance
fixes (éventuellement mal spécifiés).
Lorsqu’aucune contrainte n’est prise en compte et que nous nous plaçons dans le cadre asymptotique
par expansion, les prédictions obtenues à partir d’estimateurs consistants des paramètres de covariance
sont généralement optimales asymptotiqueùent [18, 19]. Dans le cadre asymptotique par remplissage,
sans tenir compte des contraintes, les prédictions obtenues à partir des estimateurs des paramètres de
covariance peuvent être asymptotiquement égales à celles obtenues à partir des paramètres de covariance
vraie [205]. Il serait intéressant, dans de futurs travaux, d’étendre les résultats donnés dans [205], au cas
des contraintes d’inégalité. Cela pourrait se faire en uniformisant les preuves des résultats précédents sur
les sous-espaces des paramètres de covariance.
Extension aux processus discontinus et aux observations bruitées
Les résultats précédents sont valables pour les processus gaussiens continus observés exactement. Il est
donc naturel de se demander si des résultats similaires sont envisageables pour les processus gaussiens
discontinus ou pour les processus gaussiens observés avec des erreurs.
Tout d’abord, nous avons considéré le modèle standard de processus gaussien discontinu avec un effet
pépite de la forme :
Y = Yc + Yδ,
où Yc est un processus gaussien continu sur [0, 1]d et Yδ est un processus gaussien sur [0, 1]d de fonction
moyenne nulle et de fonction de covariance kδ donné par
kδ(u, v) = δ1{u=v},
pour u, v ∈ [0, 1]d. De plus, nous supposons que Yc et Yδ sont indépendants. Nous avons montré qu’il a
une probabilité nulle de satisfaire les contraintes de bornitude. Par conséquent, il ne semble pas possible
de définir, de manière significative, un processus gaussien discontinu conditionné par des contraintes de
bornitude. Ce résultat peut être étendu aux contraintes de monotonicité et de convexité.
Dans le cas des observations bruitées, il semble difficile mais intéressant d’obtenir des résultats asymp-
totiques dans le cadre asymptotique par remplissage sur le MLE (non contraint) des paramètres de
covariance et de la variance du bruit. À notre connaissance, les seuls modèles de covariance qui ont été
étudiés théoriquement, dans le cadre asymptotique par remplissage et avec des erreurs de mesure, sont
le mouvement Brownien [239] et le modèle exponentiel [61, 56]. Nous nous sommes intéressés au modèle
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exponentiel pour lequel nous disposons de n observations données par
yi = Y (xi) + i,
pour i = 1, . . . , n où (x1, . . . , xn) = (0, 1/(n − 1), . . . , 1), les 1, . . . , n sont indépendants, indépendants
de Y , et sont distribués selon la loi N (0, δ20).
Dans [61], il est montré que le MLE σ̂2n/ρ̂n du paramètre microergodique et le MLE δ̂2n de la variance du
bruit satisfont conjointement le théorème de la limite centrale :n1/4 (σ̂2n/ρ̂n − σ20/ρ0)
n1/2
(
δ̂2n − δ20
)  L−−−−−→
n→+∞ N
((
0
0
)
,
(
4
√
2δ0(σ20/ρ0)3/2 0
0 2δ40
))
. (2.47)
Par conséquent, le taux de convergence du MLE du paramètre microergodique est réduit de n1/2 à n1/4,
en raison des erreurs de mesure. Le taux de convergence du MLE de l’écart de bruit, quant à lui, est de
n1/2. Dans [P19], nous avons montré que ces taux sont inchangés par conditionnement par {Y ∈ E0}.
Il serait intéressant de voir si le théorème de limite centrale (2.47) reste valable conditionnellement à
{Y ∈ E0}. Ce serait une extension au cas bruité des Théorèmes 2.17 et 2.19. Néanmoins, pour prouver le
Théorème 2.17, nous avons observé que dans le cas non bruité, le MLE de σ20 est une somme normalisée
des variables indépendantes W 2n,1, . . . ,W 2n,n, avec
Wn,i :=
yi − E[yi|y1, . . . , yi−1]√
Var(yi|y1, . . . , yi−1)
,
pour i = 1, . . . , n. Nous avons tiré profit du fait que le conditionnement par Wn,1,...,Wn,k permet de
conditionner par Y (x1),...,Y (xk) et conditionner approximativement par l’événement {Y ∈ E0}, tout en
laissant la distribution de Wn,k+1,...,Wn,n inchangée.
En revanche, dans le cas bruité, les auteurs de [61] montrent que le MLE de σ20/ρ0 est également une
somme normalisée des variables indépendantes W 2n,1,...,W 2n,n, mais chaque Wn,i dépend du vecteur com-
plet d’observations y = (y1, ldots, yn) (voir [61, Equations (3.40) et (3.42)]). Par conséquent, il semble
beaucoup plus difficile de s’attaquer à la normalité asymptotique du MLE de σ20/ρ0 et δ20 , conditionné à
{Y ∈ E0}. Nous laissons cette question ouverte aux travaux futurs.
La vraisemblance conditionnelle et le cMLE peuvent être naturellement étendus au cas bruité. Néanmoins,
l’étude asymptotique du cMLE, dans le contexte de la fonction de covariance exponentielle, semble né-
cessiter un travail supplémentaire substantiel. En effet, pour analyser le MLE dans le cas non bruité pour
les fonctions de covariance Matérn, nous nous sommes appuyés sur les résultats de [141] et [255], qui sont
spécifiques au cas non bruité. De plus, les arguments de martingale, utilisés dans la preuve du théorème
2.18, nécessitent que les points d’observation soient extraits d’une suite. Par conséquent, ces arguments
de martingale ne sont pas disponibles dans ce cadre, dans lequel les points d’observation sont pris sur
des grilles régulières. Enfin, les arguments RKHS, utilisés dans la preuve du Théorème 2.19, nécessitent
de travailler avec des fonctions de covariance qui sont au moins deux fois différenciables, ce qui n’est pas
le cas avec les fonctions de covariance exponentielle.
2.3 Quelques éléments sur le maximum d’excursions browniennes
Dans cette section, je présente un travail probabiliste mené avec Sabine Mercier (IMT-UT2J), Pierre
Vallois (Université de Lorraine, Nancy) et pour partie avec Claudie Chabriac (IMT-UT2J). Cette colla-
boration a abouti à la publication des quatre articles : [J8], [J9], [J11] et [J16]. Les résultats présentés
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dans cette section sont développés dans ces articles.
Etat de l’art
Le score local est un outil probabiliste souvent utilisé par les biologistes pour étudier les séquences
d’acides aminés ou de nucléotides comme l’ADN. En particulier, ses propriétés permettent de déterminer
le segment le plus significatif dans une séquence donnée, voir par exemple [139, 257]. A chaque position
i de la séquence, on associe une variable aléatoire notée i qui représente un score. Par exemple, i peut
mesurer la propriété physique ou chimique du i-ème acide aminé ou du i-ème nucléotide de la séquence.
Il peut également coder la similarité entre deux composants de deux séquences. On suppose que (i)i>1
est une suite de v.a. i.i.d. de même loi que ε. Il convient ensuite d’introduire la suite des scores cumulés
jusqu’à la position n :
Sn := 1 + . . .+ n pour n > 1 ; S0 = 0. (2.48)
Il est clair que (Sn)n est une marche aléatoire issue de 0 et à incréments indépendants. Définissons, de
plus,
Sn := min06i6nSi, n > 0, (2.49)
ainsi que
Un := Sn − Sn = Sn −min
i6n
Si, n > 0, (2.50)
et
Un := max
06k6n
Uk, n > 0. (2.51)
Les deux derniers processus jouent un rôle important dans l’étude des séquences biologiques. Le premier,
toujours positif, est appelé processus de Lindley (voir, e.g., [10, Chap. III] ou [42, Chap. I] pour les
propriétés de ce processus). Le score local Un est simplement le supremum du processus de Lindley
jusqu’au temps n. Les biologistes moléculaires s’intéressent aux grandes valeurs “inattendues” de Un
[257] et mettent ainsi en exergue les séquences dites atypiques.
La distribution exacte de Un a été déterminée dans [180], en utilisant l’exponentiation d’une matrice
appropriée et des outils classiques de la théorie des chaînes de Markov. Le résultat est le suivant :
P(Un > a) = (1, 0, . . . , 0) ·Πn · (0, . . . , 0, 1)>, (2.52)
où Π est une matrice carrée de taille (a+ 1) dépendant de la distribution de ε. La formule donnée dans
[180] est valable quel que soit le signe de E[] mais, numériquement, elle ne peut être appliquée que pour
de courtes séquences. Cependant, en pratique, on est souvent confrontés à de longues séquences ayant
généralement un score moyen négatif, E[] < 0. Sous cette hypothèse, le score local Un croît en lnn [256]
et une approximation asymptotique de la distribution de Un lorsque n est grand a été donnée dans [139]
et [87] en utilisant la théorie du renouvellement :
lim
n→∞P
(
Un 6 a+
lnn
λ
)
= exp
{−K∗ · e−λa}, (2.53)
où λ est l’unique racine positive de E[exε] = 1 et K∗ dépend de la loi de ε. Dans le cas de la comparaison
de deux séquences, une généralisation de ce résultat a été implémentée dans le logiciel BLAST [6]. Les
auteurs de [179] ont proposé une autre approximation de P(Un 6 a + lnn/λ) s’exprimant comme une
somme et dont le premier terme donne la limite de Karlin et al.
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Lorsque E[] = 0, le comportement asymptotique de la queue de Un a été déterminé dans [81] :
P(Un 6 a
√
n) ∼
n→∞
2
pi
∑
k∈Z
(−1)k
2k + 1 exp
{
− (2k + 1)
2pi2
8a2
}
, (2.54)
et la vitesse de convergence est donnée dans [92].
Enfin quel que soit le signe de E[ε], [245] propose, pour les grandes valeurs de a, l’approximation suivante
P(Un > a
√
n) ∼
n→∞ 2
√
2
pi
σ
a
exp
{
− (δn − a)
2
2σ2
}
, (2.55)
où δn =
√
n · E[ε] et σ = √Var(X).
Motivation
Remarquons maintenant que le score local peut aussi se réécrire de la façon suivante :
Un = max
06i6j6n
j∑
k=i
εk (2.56)
La longueur θn du (dernier) segment qui réalise le score local est alors définie comme j − i où i et j sont
les deux entiers qui réalisent le maximum dans (2.56). Cette variable aléatoire est également d’intérêt
(voir [9]) et son comportement asymptotique lorsque n tend vers l’inifni a été déterminé dans [86, 87]
dans le cas où E[ε] < 0. Dans un autre contexte, les auteurs de [140] ont établi une loi limite pour la
longueur des mots communs parmi un ensemble de séquences aléatoires. Dans [211], un résultat sur la
distribution de la plus longue correspondance entre deux séquences a été donné.
Comme dit précédemment, les biologistes utilisent la variable Un pour déterminer les séquences atypiques,
i.e. celles ayant un score local élevé et innattendu. Cependant, à la lumière des illustrations numériques qui
suivent, il semble primordial de prendre en compte à la fois le score local et sa longueur pour déterminer les
séquences atypiques. La connaissance de la distribution conjointe du couple (Un, θn) devrait également
permettre aux tests statistiques bidimensionnels associés d’être plus puissants que les tests habituels
basés uniquement sur la première composante Un. Pour justifier ces affirmations et motiver notre étude
théorique, nous avons réalisé quelques illustrations numériques présentées dans [J11].
Illustrations numériques
Tout d’abord, nous considérons les 606 sequences de la base de données Structural Classification of
Proteins (SCOP2) 3 et utilisons le score hydrophobique défini dans [130]. Pour toute séquence i (1 6 i 6
606), ni représente sa longueur, uni son score local et `ni la longueur qui réalise ce score.
D’une part, la probabilité P(Uni > uni) est calculée pour tout i via la méthode exacte basée sur (2.52).
Nous déterminons ensuite les dix séquences i1, . . . , i10 ayant les plus faibles probabilités pour le score
local :
P(Uni1 > uni1 ) 6 . . . 6 P(Uni10 > uni10 ).
Les caractéristiques des dix séquences sont résumées dans la Table 2.1. Trois séquences, d’indices i11, i12
et i13, sont ajoutées en bas de la Table 2.1.
D’autre part, pour tout k (1 6 k 6 10), nous générons N = 105 séquences i.i.d. de longueurs nik afin
d’approximer P(Unik > unik , θnik 6 `nik ). Nous avons ensuite ordonné P(Unik > unik , θnik 6 `nik ) pour
tout 1 6 k 6 13 et indiqué le rang de chaque séquence dans la dernière colonne de la Table 2.1.
3. SCOP2 : CF scop2dom 20140205aa. http ://scop2.mrc-lmb.cam.ac.uk/downloads/
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ni uni `ni Proba. Rang Estimation proba. Rang couple
sur Un score seul sur (Un, θn) score et longueur
173 185 169 10−6 1 .< 10−6 1
103 106 88 3.13 · 10−4 2 5 · 10−5 2
80 93 76 4.17 · 10−4 3 3.10 · 10−4 4
94 100 85 4.03 · 10−4 4 2.50 · 10−4 3
93 88 86 1.68 · 10−4 5 1.24 · 10−3 5
111 82 107 6.41 · 10−3 6 5.81 · 10−3 9
129 76 127 1.75 · 10−2 7 1.69 · 10−2 13
227 93 102 1.84 · 10−2 8 2.94 · 10−3 8
145 73 130 2.98 · 10−2 9 2.64 · 10−2 12
109 67 79 2.56 · 10−2 10 1.37 · 10−2 11
113 49 22 1.26 · 10−1 33 1.37 · 10−3 6
133 44 18 2.28 · 10−1 67 1.53 · 10−3 7
227 40 19 4.96 · 10−1 192 8.21 · 10−3 10
Table 2.1 – Dix séquences les plus significatives pour le score seul pour les données SCOP2 (haut) et trois
séquences faussement négatives (bas). “Proba. sur Un” donne la valeur de P(Uni > uni), “Estimation
proba sur (Un, θn)” est une estimation de P(Uni > uni , θni 6 `ni).
Nous remarquons que le classement obtenu en prenant en compte le score local et sa longueur diffère du
premier pour lequel seul le score local a été pris en compte.
Nous nous intéressons dans un second temps aux séquences faussement négatives. Selon la signification
statistique basée sur la p-valeur, une séquence avec Un = u et θn = ` est dite α-faux-négative si elle est
α-(Un, θn) significative mais pas α-Un significative, i.e.,
P(Un > u) > α > P(Un > u, θn 6 `),
pour un niveau donné α ∈ [0, 1].
Nous approchons maintenant P(Un > u, θn 6 `) et P(Un > u) pour différentes valeurs de u et ` par
un schéma Monte-Carlo. La simulation d’un échantillon de N séquences de longueur n donne lieu à
(un,i, `n,i)16i6N . Naturellement, P(Un > u) et P(Un > u, θn 6 `)) sont estimés par
1
N
N∑
i=1
1 {u>un,i} et
1
N
N∑
i=1
1 {u>un,i,`6`n,i}.
Nous avons représenté dans la Figure 2.6 le nuage de points (P(Un > un,i),P(Un > un,i, θn 6 `n,i)) pour
i = 1, . . . , N . Puisque P(Un > u) > P(Un > u, θn 6 `) alors tous ces points sont naturellement au-dessus
de la première bissectrice. Nous pouvons voir d’une part qu’il y a un grand pourcentage de faux-négatifs
(environ 1/3 des séquences pour α = 5% pour différentes valeurs de n) et d’autre part, que les probabilités
du score local seul et du couple peuvent être très différentes (beaucoup de points sont loin de la première
bissectrice).
Ces résultats et conclusions motivent le travail qui va suivre concernant l’étude théorique de la distribution
du couple (Un, θn).
2.3.1 Cadre de notre étude
Dans nos travaux, nous avons considéré uniquement le cas où les variables aléatoires (i)i>1 sont centrées
et réduites. Il est clair que la trajectoire de Un peut alors être décomposée en une succession de 0 et
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Figure 2.6 – Chaque point est associé à l’une des N = 105 séquences simulées de longueur commune
n = 100 et ses coordonnées sont données par P(Un > un,i, θn 6 `n,i) (en abscisses) et P(Un > un,i) (en
ordonnées).
d’excursions supérieures à 0. Ici pour des raisons techniques, nous ne considérons que les excursions
complètes jusqu’à un temps fixé. Cela nous amène à introduire le maximum U∗n des hauteurs de toutes
les excursions complètes jusqu’à n. La deuxième variable qui joue un rôle important est θ∗n, le temps
nécessaire pour atteindre la hauteur maximale U∗n, pendant de θn pour l’ensemble des excursions.
Les illustrations numériques précédentes ont montré que la connaissance de la distribution jointe de
(U∗n, θ∗n) est capitale. Malheureusement, il est difficile de déterminer explicitement cette loi pour un n
donné. Cependant, en pratique, les séquences biologiques sont généralement longues et il est donc pertinent
d’étudier la distribution asymptotique de (U∗n, θ∗n). Le théorème de convergence de Donsker établit alors
que la marche aléatoire initiale (Sk)06k6n normalisée par le facteur 1/
√
n converge en distribution lorsque
n → ∞ vers le mouvement Brownien (MB) (B(s), 0 6 s 6 1). Il est alors facile d’en déduire que le
processus de Lindley normalisé
(
Uk/
√
n
)
06k6n
peut être approximé par (Û(s), 0 6 s 6 1) où :
Û(t) := B(t)− inf
06s6t
B(s) (d)= |B(t)|, t > 0. (2.57)
Il s’ensuit que le comportement asymptotique de (U∗n, θ∗n) pour n grand est étroitement lié à la distribution
de
(
U∗(1), θ∗(1)
)
où U∗(1) et θ∗(1) sont les analogues en temps continu de U∗n et θ∗. Par conséquent, la
connaissance de la loi de (U∗n, θ∗n) pour les n grands revient à l’étudie de
(
U∗(1), θ∗(1)
)
.
Notations
Définissons maintenant précisément les variables d’intérêt dans le cadre continu. Soit (B(t), t > 0) le MB
standard issu de 0 et U(t) le MB réfléchi :
U(t) := |B(t)|, t > 0. (2.58)
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L’excursion (au-dessus de 0) enjambant t démarre de g(t) et se termine à d(t), où
g(t) := sup{s 6 t, U(s) = 0}, d(t) := inf{s > t, U(s) = 0}, t > 0. (2.59)
Soit U(t) le supremum de U sur [0, t] :
U(t) := sup
06s6t
U(s), t > 0. (2.60)
Alors la plus grande valeur U∗(t) sur toutes les excursions complètes du processus (U(r), 0 6 r 6 t) est
définie par
U∗(t) := U(g(t)) = sup
06s6g(t)
U(s), t > 0. (2.61)
Soit f∗(t) l’unique temps qui réalise le maximum de U sur [0, g(t)] :
f∗(t) := sup{r 6 g(t) ; U(r) = U∗(t)}, t > 0. (2.62)
Il est utile d’introduire aussi g∗(t) le début de l’excursion enjambant f∗(t) :
g∗(t) := g(f∗(t)) = sup{r 6 f∗(t) ; U(r) = 0}, t > 0 (2.63)
de même que la fin d∗(t) de cette excursion :
d∗(t) := d(f∗(t)) = inf{r > f∗(t) ; U(r) = 0}, t > 0. (2.64)
Les différentes notations sont illustrées dans la Figure 2.7.
 
t   
0 
Ū(t) 
d*(t) g*(t)
 
f*(t) g(t) 
0 
U*(t) 
     U(s)
 
s 
ϴ
*(t) 
Figure 2.7 – Notations dans le cadre continu
Nous nous intéressons alors à la loi jointe du score local U∗(t) et de sa longueur θ∗(t) sur les excursions
complètes où
θ∗(t) := f∗(t)− g∗(t), t > 0. (2.65)
Soit t un nombre réel fixé. La densité de U(t) est connue (voir [34, Section 2.11] ou [219, Lemma 3.2]).
Bien que U∗(t) = U
(
g(t)
)
et que g(t) ne soit pas un temps d’arrêt, il est quand même t facile de
déterminer la densité de U∗(t). En effet, le processus
(
g(t)−1/2B(g(t)s), 0 6 s 6 1
)
est distribué comme
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(
b(s), 0 6 s 6 1
)
et il est indépendant de g(t), où b est le pont Brownien [29]). Ainsi
U∗(t) (d)=
√
g(t) sup
06s61
|b(s)|. (2.66)
Finalement, on conclut en utilisant le fait que g(t) est distribué selon la loi de l’arcsinus [29] et la loi
de sup06s61 |b(s)| est donnée par la formule de Kolmogorov-Smirnov [203] (cf. Théorème 2.22 pour le
résultat final).
Cependant, à notre connaissance, la distribution de
(
U∗(t), θ∗(t)
)
n’a jamais été déterminée. C’est ce que
nous nous proposons de faire dans la section suivante (Théorèmes 2.20 et 2.21) en utilisant la théorie des
excursions du MB dans R. Nous établissons aussi les distributions marginales de U∗(t) et θ∗(t) (Théorème
2.22).
2.3.2 Résultats théoriques
Avant d’établir les résultats, introduisons quelques notations supplémentaires.
1) (ξn)n>1 ∪ {ξ, ξ′} est une famille de v.a. i.i.d. telles que
ξ
(d)= ξ′ (d)= ξn
(d)= T1(R) (2.67)
avec
Tx(R) = inf{s > 0 ; R(s) = x}, x > 0 (2.68)
et (R(s), s > 0) est le processus de Bessel de dimension 3 issu de 0. La densité pξ de ξ est connue et
donnée par
pξ(u) =
1√
2piu3/2
∑
k∈Z
(
−1 + (1 + 2k)
2
u
)
exp
(
− (1 + 2k)
2
2u
)
(2.69)
= d
du
(∑
k∈Z
(−1)k exp
(
−k
2pi2u
2
))
(2.70)
(voir par exemple [32] p 8 et 24). En vue de la simulation, un algorithme pour simuler rapidement et
efficacement les v.a. ξ a été développé dans [82].
2) e′0, (en)n>0 est une suite de v.a. i.i.d. de loi exponentielle de paramètre 1.
3) (λ(x), x > 0) est le processus défini par
λ(x) := x2(ξ1 + ξ2) +
∑
k>1
ξ2k+1 + ξ2k+2( 1
x + e1 + . . .+ ek
)2 , x > 0. (2.71)
La somme ci-dessus converge p.s. et dans L1.
4) α1 et α2 sont deux v.a. sur [0, 1] ; α2 suit la loi uniforme tandis que la densité de α1 est 2pi
1√
1−s2 1 [0,1](s).
Dans la suite, nous supposons que
e′0, (en)n>0, (ξn)n>1, ξ, ξ′, α1, α2 et (U(t), t > 0) sont indépendantes. (2.72)
Dans le théorème suivant, nous déterminons la densité de (U∗(t), θ∗(t)). Sa preuve se fonde sur la théorie
des excursions du mouvement Brownien [212, Chapter XII]. Soit (L(t), t > 0) le temps local en 0 du
mouvement Brownien. La fonction aléatoire t 7→ L(t) est continue et croissante. Soit (τs, s > 0) son
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inverse à droite. La preuve procède alors selon deux étapes : tout d’abord, on exprime la densité de
(U∗(t), θ∗(t)) en fonction de
(
U(τ1), τ1
)
puis on détermine la loi de
(
U(τ1), τ1
)
. Nous obtenons alors le
résultat suivant.
Théorème 2.20 (Densité du couple
(
U∗(t), θ∗(t)
)
). Pour tout t > 0, la densité du couple
(
U∗(t), θ∗(t)
)
est donnée par
p(U∗(t),θ∗(t)) =
√
2
pi
ρ(x, y)pξ
( y
x2
) 1
x4
, 0 < x, 0 < y < t (2.73)
où pξ est la densité de ξ (cf. (2.69)-(2.70)),
ρ(x, y) =
∫
R2+
E
[
1
λ(v)
{√
(ρ1)+ −
√(
ρ1 − x
2
v2
λ(v)
)
+
}]
pξ(u)
e−1/v
v2
dudv, (2.74)
x+ := sup{x, 0} et ρ1 := t− y − x2u.
La formule (2.74) n’est pas complétement explicite et ne permet pas le calul direct de E
[
f
(
U∗(t), θ∗(t)
)]
pour toute fonction Borélienne bornée f . Par exemple, en vue d’une application aux séquences biologiques
comme expliqué en introduction, il serait intéressant de déterminer P
(
U∗(t) 6 a, θ∗(t) 6 b
)
pour tout
a > 0 et tout b > 0. Cependant, en outre, il est possible d’établir une formulation équivalente au Théorème
2.20 qui donne lieu à un résultat plus utile en pratique. Notamment, la quantité E
[
f
(
U∗(t), θ∗(t)
]
pourra
être approchée par une procédure Monte-Carlo.
Théorème 2.21. Soit f : R2+ → R une fonction Borélienne bornée. Alors
E [f(U∗(t), θ∗(t))] =
√
pi
2E
[
f
(
α1
√
t√
Z
,
tα21ξ
Z
)
α2e
′2
0√
Z
]
(2.75)
où Z = ξ + ξ′ + e′20 α22λ(1/e′0).
Les distributions marginales du couple (U∗(t), θ∗(t)) sont données par le théorème suivant.
Théorème 2.22 (Distributions marginales de U∗(t) et θ∗(t)). Soit t > 0. Les variables U∗(t) et θ∗(t)
ont pour densité respective :
fU∗(t)(x) = 4
√
2
pit
∑
k>1
(−1)k−1ke− 2k
2x2
t
 1 ]0,+∞[(x), (2.76)
et
fθ∗(t)(x) =
1
x
∑
k>1
(−1)k+1
sinh
(
pik
√
x
t−x
)
cosh2
(
pik
√
x
t−x
)1 [0,t](x). (2.77)
A noter que la preuve de (2.76) n’utilise pas le Théorème 2.20.
Rappelons que pour des raisons techniques, nous avons considéré le score local U∗(t) sur les montagnes
complètes au lieu du score local U(t) sur l’ensemble de la séquence. Dans ce qui suit, nous souhaitons
étudier la différence entre U(t) et U∗(t). Lorsque E[ε] < 0, la dernière excursion (incomplète) n’est
généralement pas très longue. Cependant, lorsque E[ε] = 0, ce n’est plus le cas. En effet, des simulations
présentées en Section 2.3.3 et réalisées dans le cadre discret ont montré que pour de nombreuses séquences,
Un est réalisé lors de la dernière excursion incomplète. Naturellement, le nombre d’excursions augmente
lorsque la longueur de la séquence augmente. Cependant, la proportion de séquences qui atteignent leur
maximum sur une excursion complète reste étonnamment constante. L’objectif principal de la suite de
cette étude est d’expliquer ces observations et de calculer cette proportion lorsque n est grand.
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Pour ce faire, nous introduisons donc la probabilité pc que le maximum de U sur [0, t] soit atteint sur une
excursion complète :
pc := P
(
U(t) = U∗(t)
)
. (2.78)
Théorème 2.23 (Calcul de pc). La probabilité pc vaut ψ (1/4)− ψ (1/2) + 1 + pi/2 ≈ 0.3069.
Présentons quelques éléments de preuve. Il est évident que la connaissance de U(t) et celle de U∗(t)
ne suffisent pas pour déterminer pc. La trajectoire (U(s), 0 6 s 6 t) est naturellement divisée en deux
parties, avant et après le temps aléatoire g(t) qui n’est pas un temps d’arrêt comme nous l’avons déjà
mentionné. Bien que
(
U(s), 0 6 s 6 g(t)
)
et
(
U(s), g(t) 6 s 6 t
)
ne sont pas indépendants, le changement
d’échelle par g(t) conduit à de l’indépendance :(
1√
g(t)
U(sg(t)), 0 6 s 6 1
)
,
(
1√
t− g(t) |B(g(t) + s(t− g(t))| , 0 6 s 6 1
)
, g(t) (2.79)
sont indépendants et la distribution de chacune des coordonnées est connue (voir [29, 203, 31]). Comme(
U∗(t), max
g(t)6s6t
U(s)
)
(d)=
(√
tg(1)b∗,
√
t(1− g(1)) max
06u61
m(u)
)
(2.80)
où b∗ = sup06s61 |b(s)| et m est le méandre Brownien, on en déduit que pc ne dépend pas de t et que
pc =
√
pi
2E
[
F
(
b∗
√
g(1)
1− g(1)
)]
où F (x) = E
[
1
R(1)1 {max06u61 R(u)<x}
]
, (2.81)
avec (R(u), 0 6 u 6 1) le processus de Bessel de dimension 3 issu de 0. Il suffit ensuite de déterminer la
loi de b∗
√
g(1)/(1− g(1)), de calculer F puis l’espérance ci-dessus.
Pour conclure cette section, nous nous intéressons maintenant à la distribution de g∗(t). Ce temps aléatoire
s’interprète facilement dans le contexte du score local, comme nous l’avons vu précédemment. Rappelons
que d’après la propriété de changement d’échelle du mouvement Brownien, g∗(t) est distribué comme
tg∗(1). Nous considérons donc dans la suite t = 1.
Théorème 2.24 (Densité de g∗(1)). Introduisons la fonction suivante :
h(x) =
∑
k>1
(−1)k+1 k
cosh2(kx)
. (2.82)
(i) La densité de g∗(1) est donnée par
pg∗(1)(y) =
1
2pi
√
y(1− y)
∫ +∞
0
ln
∣∣∣∣1− pi2(1− y)4ys
∣∣∣∣ h(√s)√s ds, 0 < y < 1. (2.83)
(ii) Elle s’écrit encore sous la forme :
pg∗(1)(y) =
1
piy
∫ +∞
0
ln |cot s| ds
cosh2
(
s
√
1−y
y
) , 0 < y < 1. (2.84)
Le schéma de la preuve est le suivant et se base sur l’identité en loi donnée par(
1√
g(1)
B(sg(1)), 0 6 s 6 1
)
(d)= (b(s), 0 6 s 6 1) (2.85)
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Figure 2.8 – Les v.a. gb et b∗(1)
où (
1√
g(1)
B(sg(1)), 0 6 s 6 1
)
est indépendant de g(1). (2.86)
En remplaçant U par |b| dans les équations (2.59)-(2.63) (resp. (2.59)-(2.61)), nous obtenons gb (resp.
b∗(1)) que nous avons représentés dans la Figure 2.8 Nous montrons ensuite que
g∗(1) (d)= g(1)gb (2.87)
où g(1) et gb sont des v.a. indépendantes. Ainsi, il reste à déterminer les lois de g(1) et de gb. La FR de
g(1) est donnée par
P (g(1) ∈ dx) = 1
pi
√
x(1− x) dx, 0 < x < 1, (2.88)
tandis que la densité de gb est donnée par
pgb(u) =
√
2pi
4
1√
u(1− u)
∫ +∞
0
E
[
1√
τ1
1{u(4tU(τ1)2+τ1)<τ1}
]
pξ(t)dt. (2.89)
2.3.3 Application au cas discret des séquences biologiques
Commençons par définir l’interpolation linéaire de (Uk)k. SoitM > 0 un paramètre d’échelle. Le processus
continu
(
BM (t), t > 0
)
associé à (Sk)k (défini par (2.48)) et de facteur de normalisation M est défini
par BM
(
k
M
)
= 1√
M
Sk et, pour tout k tel que kM 6 t 6
k+1
M ,
BM (t) = BM
(
k
M
)
+M
(
t− k
M
)(
BM
(
k + 1
M
)
−BM
(
k
M
))
.
Nous introduisons ensuite le processus (UM (t), t > 0)
UM (t) = BM (t)−min
s6t
BM (s), t > 0. (2.90)
Notons que
UM
(
k
M
)
= 1√
M
Uk, k > 0 (2.91)
où (Uk)k est le processus de Lindley associé à (Sk)k via (2.50). Enfin, nous définissons les analogues
continus associés à (BM (t)) des v.a. discrètes définies par les équations (2.51) dans le cadre du processus
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de Lindley.
U
M (t) := sup
06s6t
UM (s), gM (t) := sup
{
s 6 t ; UM (s) = 0
}
,
UM,∗(t) := UM (gM (t)) = sup
06s6gM (t)
UM (s),
fM,∗(t) := sup
{
r 6 gM (t); UM (r) = UM,∗(t)
}
, (2.92)
gM,∗(t) := gM (fM,∗(t)) = sup
{
r 6 fM,∗(t) ; UM (r) = 0
}
,
dM,∗(t) := inf
{
s > fM,∗(t) ; U(s) = 0
}
, θM,∗(t) := fM,∗(t)− gM,∗(t).
Il est alors clair que
θ∗M
M
= θM,∗(1) et U
∗
M√
M
= UM,∗(1). (2.93)
L’ingrédient clef intervenant pour montrer la convergence de
(
UM,∗(t), θM,∗(t), t > 0
)
vers
(
U∗(t), θ∗(t),
t > 0
)
est le théorème de Donsker [34, Section 2.10] établissant que le processus
(
BM (t), t > 0
)
converge
en loi vers le MB
(
B(t), t > 0
)
lorsque M → +∞. En utilisant de plus (2.57), il s’ensuit que
(
UM (t), t > 0
) L−→
M→∞
(
U(t), t > 0
)
. (2.94)
A ce stade, il n’est pas clair que l’application ω 7→ (gM,∗(t), fM,∗(t), dM,∗(t), θM,∗(t)) soit continue.
Ainsi la convergence en loi de
(
gM,∗(t), fM,∗(t), dM,∗(t), θM,∗(t), UM,∗(t)
)
lorsque M →∞ n’est pas une
conséquence directe de (2.94). Cependant, il est malgré tout possible de démontrer le résultat suivant.
Théorème 2.25. Soit t > 0. Le vecteur
(
gM,∗(t), fM,∗(t), dM,∗(t), θM,∗(t), UM,∗(t)
)
converge en loi vers(
g∗(t), f∗(t), d∗(t), θ∗(t), U∗(t)
)
lorsqueM →∞ où les v.a. g∗(t), f∗(t), d∗(t), θ∗(t) et U∗(t) sont définies
par les relations (2.61)-(2.65).
Introduisons maintenant pc(n) la probabilité que le maximum de (Uk)06k6n soit atteint sur une excursion
complète, i.e.
pc(n) := P(Un = U∗n). (2.95)
Proposition 2.26. pc(n) converge vers pc lorsque n→∞.
Applications numériques
Dans [J11], nous avons réalisé quelques simulations numériques. D’une part, nous avons tracé des gra-
phiques log-log très souvents utilisés dans la communauté des biologistes pour tester l’exactitude des
approximations proposées. D’autre part, nous avons proposé des tests d’adéquation pour le score local
(test classique de Kolmogorov-Smirnov) et pour le couple en considérant la variable scalaire U∗n/
√
θ∗n.
Enfin, nous avons étudié numériquement comment les valeurs de U∗n et du score local classique Un dif-
fèrent lorsque le score local est réalisé sur la dernière excursion incomplète. Nous avons ainsi considéré
des données simulées pour lesquelles nous avons vérifié que pc(n) ≈ 70% ainsi que les jeux de don-
nées SCOP1 (SP scop2dom 20140205aa. http ://scop2.mrc-lmb.cam.ac.uk/downloads/ ) et SCOP2 (SP
scop2dom 20140205aa. http ://scop2.mrc-lmb.cam.ac.uk/downloads/ ) et l’échelle hydrophobique propo-
sée dans [130]. Les résultats pour ces deux derniers jeux sont présentés dans la Table 2.2.
2.4 Processus autorégressifs
Dans cette section, je présente rapidement le cadre d’étude et les résultats obtenus en collaboration avec
Thi Mong Ngoc Nguyen (Université des Sciences d’Ho Chi Minh, Vietnam) et Frédéric Proïa (Université
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Données Nb de séquences Lg moyenne (max) Ê[ε] Pourcentage
SCOP1 780 292 (1506) -0.02 40%
SCOP2 606 115 (404) -0.23 64%
Table 2.2 – Pourcentage de séquences réalisant leur score local score sur une excursion complète (données
SCOP).
d’Angers) et publiés dans [J15].
Pour les séquences i.i.d. de v.a., il existe un large éventail de tests d’adéquation en relation avec la distri-
bution sous-jacente. On peut penser au test de Kolmogorov-Smirnov déjà évoqué dans la Section 2.3.3,
au critère de Cramér-von Mises, au test du chi-deux de Pearson, ou encore à des tests plus spécifiques
comme les tests de normalité. La plupart d’entre eux sont fréquemment utilisés en pratique et directement
mis en œuvre pour tester les résidus de modèles de régression. Pour ces applications, l’hypothèse d’indé-
pendance n’est pas pertinente, en particulier pour les séries chronologiques pour lesquelles il existe une
dépendance temporelle. Ainsi, la question cruciale qui se pose naturellement consiste à avoir un aperçu
de leur sensibilité face à certaines hypothèses affaiblies. Nous nous concentrons dans [J15] sur une telle
généralisation pour la statistique de Bickel-Rosenblatt, introduite par les statisticiens éponymes en 1973
[33], qui ont établi sa normalité asymptotique et donné leurs noms à la procédure de test associée. La
statistique est étroitement liée à la distance L2 entre l’estimateur à noyau de Parzen-Rosenblatt et une
distribution paramétrique (ou une version lissée). Plus précisément, il prend la forme∫
R
(
f̂n(x)− f(x)
)2
a(x) dx.
Les notations seront précisées plus loin. Quelques améliorations intéressantes ont été apportées. Premiè-
rement, dans [244] puis plus tard dans [190], les auteurs ont étendu le résultat à des séquences faiblement
dépendantes (sous des conditions de mélange ou de régularité). Comme ils l’ont remarqué, ces hypothèses
sont satisfaites par de nombreux processus temporels. Lee et Na [162] ont ensuite montré qu’il est aussi
valable pour les résidus d’un processus autorégressif d’ordre 1 tant qu’il ne contient pas de racine d’unité.
Ceci conduit à un test d’adéquation pour la distribution des innovations du processus. Bachmann et
Dette [15] ont mis en pratique les résultats obtenus par Lee et Na. Leur étude permet également d’ob-
tenir la normalité asymptotique de la statistique correctement renormalisée sous certaines alternatives
fixes. Même s’il n’est pas directement lié à notre cadre d’étude, nous mentionnons également le travail de
Horváth et Zitikis [123] qui donne quelques résultats sur les tests d’adéquation en norme r (r > 1) pour
les résidus de processus autorégressifs de premier ordre.
L’enjeu de notre travail a été double. Premièrement et principalement, nous avons généralisé les résultats
de Lee et Na aux processus autorégressifs d’ordre p (p > 1) tout en affinant l’ensemble des hypothèses
et en discutant de l’effet des racines de l’unité sur la statistique d’intérêt. Deuxièmement, nous en avons
déduit un test d’adéquation dont l’efficacité a été testé sur une simulation numérique. D’un point de vue
théorique, il n’était pas évident d’étendre les résultats de premier ordre bien connus à des cas plus généraux
et il était encore plus difficile de traiter les racines de l’unité dans le contexte des séries chronologiques.
Les modèles autorégressifs sont très répandus dans des domaines d’application tels que l’économétrie, la
finance mathématique, la météorologie et la prévision énergétique, l’ingénierie... Ainsi, proposer quelques
avancées sur l’étude des processus autorégressifs, en termes d’inférence, de prédiction, de signification
statistique ou, dans notre cas, d’adéquation, était très motivant et relevait d’un grand défi.
Précisons le contexte de notre étude. Nous considérons un processus autorégressif (Xt)t d’ordre p (AR(p))
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défini par
Xt = θ1Xt−1 + . . .+ θpXt−p + εt (2.96)
pour tout t > 1 ou de façon équivalente par
Xt = θ>Φt−1 + εt
où θ = (θ1, . . . , θp)> est le vecteur des paramètres, Φ0 est un vecteur aléatoire initial, Φt = (Xt, . . . , Xt−p+1)>
et (εt) est un bruit blanc fort de variance 0 < σ2 < +∞ et de densité marginale f (positive sur la droite
réelle). Le polynôome caractéristique associé est défini, pour tout z ∈ C, par
Θ(z) = 1− θ1 z − . . .− θp zp (2.97)
et la matrice compagnon associée à Θ (voir, e.g., [91, Sec. 4.1.2]) est donnée par
Cθ =

θ1 θ2 . . . θp−1 θp
1 0 . . . 0 0
0 1 . . . 0 0
...
... . . .
...
...
0 0 . . . 1 0

. (2.98)
Il est bien connu que la stabilité du processus p-dimensionnel dépend des valeurs propres de Cθ que nous
notons et réordonnons de la façon suivante :
ρ(Cθ) = |λ1| > |λ2| > . . . > |λp|.
Supposons que nous ayons observé X−p+1, . . . , X0, X1, . . . , Xn pour n p et notons θ̂n défini par
θ̂n =
(
n∑
t=1
Φt−1Φ>t−1
)−1 n∑
t=1
Φt−1Xt (2.99)
l’estimateur par moindres carrés de θ pour p > 0. Le processus résiduel associé est le suivant :
ε̂t = Xt − θ̂ Tn Φt−1 (2.100)
pour tout 1 6 t 6 n, ou simplement ε̂t = Xt lorsque p = 0. Dans la suite, K est un noyau et (hn)n est la
largeur de la fenêtre. Ceci sous-entend que K est une fonction positive satisfaisant∫
R
K(x) dx = 1,
∫
R
K2(x) dx < +∞ et
∫
R
x2K(x) dx < +∞,
et (hn)n est une suite positive décroissant vers 0. L’estimateur de Parzen-Rosenblatt [196, 215] de la
densité f est donné, pour tout x ∈ R, par
f̂n(x) =
1
nhn
n∑
t=1
K
(
x− ε̂t
hn
)
. (2.101)
Les comportements local et global de cette densité empirique ont été étudiés dans la littérature. Cepen-
dant, pour un test d’adéquation, nous nous concentrons sur l’adéquation globale de f̂n à f sur la droite
réelle. De ce point de vue, nous considérons la statistique de Bickel-Rosenblatt que nous définissons
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comme
T̂n = nhn
∫
R
(
f̂n(x)− (Khn ∗ f)(x)
)2
a(x) dx (2.102)
où Khn = h−1n K(·/hn), a est une fonction positive continue et intégrable par morceaux et ∗ représente
l’opérateur de convolution, i.e. (g ∗ h)(x) = ∫R g(x− u)h(u) du. Une statistique probablement plus inté-
ressante et plus facile à implémenter est la suivante :
T˜n = nhn
∫
R
(
f̂n(x)− f(x)
)2
a(x) dx. (2.103)
Bickel et Rosenblatt montrent dans [33] que sous certaines conditions, si Tn est la statistique donnée par
(2.102) mais construite sur le bruit blanc fort (εt) au lieu des résidus, alors, lorsque n tend vers l’infini,
Tn − µ√
hn
L−→
N→∞
N (0, τ2) (2.104)
où le terme de centrage µ est donné par µ =
∫
R f(s) a(s) ds
∫
RK
2(s) ds et la variance asymptotique par
τ2 = 2
∫
R
f 2(s) a2(s) ds
∫
R
(∫
R
K(t)K(t+ s) dt
)2
ds. (2.105)
Les hypothèses requises sont données dans [104, Sec. 2], elles découlent du travail originel de Bickel et
Rosenblatt ensuite amélioré par Rosenblatt dans [216]. De plus, notons qu’en faisant quelques hypothèses
aditionnelles et comme dans les résultats de [162], la normalité asymptotique (2.104) est satisfaite
— lorsque K est borné, a un support compact borné et la largeur de la fenêtre est donnée par hn =
h0 n
−κ avec 0 < κ < 1 ;
— lorsque K est un noyau continu, positif défini sur R, la largeur de la fenêtre est donnée par hn =
h0 n
−κ avec 0 < κ < 1/4 et∫
|x|> 3
|x|3/2 (ln ln |x|)1/2 |K′(x)|dx < +∞ et
∫
R
(K′(x))2 dx < +∞.
Ultérieurement dans [244], [190] ou encore [15], nous pouvons trouver des preuves alternatives de la
normalité asymptotique (2.104) avec a(x) = 1 sous des hypothèses appropriées. Cependant, dans notre
étude, nous avons gardé la fonction a intégrable afin de suivre le cadre originel de Bickel et Rosenblatt. Ce
cadre rend également les calculs plus faciles et reste approprié pour les applications puisqu’il est toujours
possible de définir un support compact incluant toute masse d’une densité donnée f0 que l’on souhaite
tester (c’est d’ailleurs comme cela que nous avons procédé pour les simulations faites dans la Section 3
de [J15]).
Pour résumer, nous avons établi le comportement asymptotique de la statistique de Bickel-Rosenblatt
T̂n définie par (2.102) et basée sur les résidus de processus autorégressifs stables et explosifs d’ordre p
(p > 1). De façon analogue, la statistique T˜n définie par (2.103) a aussi été étudiée. En outre, nous
avons aussi établi des résultats pour des processus autorégressifs instables particuliers, comme la marche
aléatoire et le processus saisonnier intégré. Enfin, nous avons abordé la question des processus généraux
instables ou mixtes. En effet, par exemple, le processus ARIMA(p−1,1,0) (instable) mérite une attention
particulière en raison de son utilisation intensive en économétrie. Pour finir, nous avons construit un test
d’adéquation.
Sur des échantillons finis de taille moyenne, le comportement gaussien limite est difficile à atteindre. Qui
plus est, une asymétrie se produit pour les cadres dépendants (voir, par exemple, [247]). Dans [J15], nous
avons mené des simulations reprenant les contextes numériques proposés dans [247] et [93] et Ghosh et
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Huang [104] pour essayer de minimiser cet effet.
Ajoutons que le lecteur pourra aussi trouver dans [J15] une revue des résultats existants sur l’estimation
par moindres carrés des paramètres autorégressifs, en fonction des racines de son polynôme caractéristique,
puisqu’elle présente un intérêt crucial pour les preuves de nos résultats.
Chapitre 3
Principes de grandes déviations et
bornes de Berry-Esseen
Le travail de ce chapitre a été mené en collaboration avec Pierre Petit (IMT) et Thierry Klein (IMT-
ENAC) principalement mais aussi avec Franck Barthe (IMT) et Fabien Brosset (Doctorant IMT) que
Franck et moi co-encadrons en thèse. Il fait l’objet de trois articles dont un accepté [J17] proposant
des résultas de type Berry-Esseen et deux en cours de rédaction [P5] et [P4], le premier concernant
des résultats limites sur les sommes non conditionnées de v.a. à queue lourde et le second proposant
des résultats limites sur les sommes de v.a. conditionnées dans le cas particulier du hachage avec essais
linéaires.
Comme l’a souligné Svante Janson dans son travail précurseur [132], dans de nombreux problèmes aléa-
toires combinatoires, la statistique d’intérêt peut se réécrire comme la somme de v.a. i.i.d. conditionnées
par une v.a. à valeurs entières. En général, cette dernière est elle-même une somme de v.a. à valeurs
entières. Plus précisément, nous nous intéressons à la loi de N−1n (Yn,1 + · · ·+Yn,Nn) conditionnée par une
valeur fixée de Xn,1 + · · ·+Xn,Nn , i.e., nous souhaitons étudier la distribution de
Ln := L(Yn,1 + · · ·+ Yn,Nn | Xn,1 + · · ·+Xn,Nn = mn),
où mn et Nn sont des entiers et (Xn,i, Yn,i)n∈N∗,16i6Nn sont des copies i.i.d. d’un couple (Xn, Yn) de v.a.
telles que Xn est à valeurs entières. Le cadre de travail concerne donc les tableaux triangulaires de v.a.
Le travail de Janson [132] a été en partie motivé par le modèle de hachage avec essais linéaires. Ce dernier
est issu de l’informatique théorique, où il modélise le coût de stockage de données dans la mémoire. Il
a été introduit dans un cadre mathématique par Knuth [147]. En raison de sa forte connexion avec les
fonctions de parking, les distributions d’Airy (i.e., la zone sous l’excursion Brownienne) et les promenades
aléatoires de Lukasiewicz [158], ce modèle a été étudié par de nombreux auteurs (par exemple, Flajolet
et al. [97], Janson [131, 133, 134], Chassaing et al. [58, 59, 60], et Marckert [174]).
Dans son travail, Janson prouve un théorème central limite général (avec la convergence de tous les
moments) pour ce type de distribution conditionnelle sous certaines hypothèses et donne plusieurs ap-
plications combinatoires classiques : allocation d’urnes, hachage avec essais linéaires, forêts aléatoires,
processus de ramification, etc. Suite à ce travail, au moins deux questions naturelles se posent.
1) Est-il possible d’obtenir des bornes de Berry-Esseen pour ce type de modèle afin de préciser le
théorème central limite ?
2) Est-il possible d’obtenir des résultats de grandes déviations ?
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Une réponse complète à la première question
Le premier théorème de Berry-Esseen pour des modèles conditionnés est dû à Quine et Robinson [207].
Dans leur travail, les auteurs étudient le problème d’occupation, i.e. le cas où les v.a. Xn suivent la loi
de Poisson et Yn = 1{Xn=0}. A notre connaissance, c’est le seul résultat dans cette direction. Dans notre
travail, nous prouvons des bornes générales de Berry-Esseen (Théorème 3.3 de la Section 3.1) qui sont
valables pour tous les modèles présentés par Janson [132]. Ces modèles sont rappelés dans la Section 3.2.
Une réponse partielle à la seconde question
Lorsque la distribution de (Xn, Yn) ne dépend pas de n, le principe de conditionnement de Gibbs ([248,
74, 88]) établit que Ln converge en loi vers une distribution dégénérée concentrée sur un point dépendant
de la valeur de conditionnement [101, Corollary 2.2]. Autour du principe de conditionnement de Gibbs,
des théorèmes limites généraux donnant le comportement asymptotique de sommes conditionnées ont été
établis dans [236, 121, 152] et des développements asymptotiques ont été prouvés dans [119, 214].
Une extension aux tableaux triangulaires a été proposée par Gamboa, Klein et Prieur [101]. Les au-
teurs prouvent un principe de déviations modérées et un principe de grandes déviations sous certaines
hypothèses dont la plus contraignante est que la transformée de Laplace jointe de (Xn, Yn) est finie au
moins dans un voisinage de l’origine (0, 0). Cette hypothèse est satisfaite pour les exemples considérés
dans [132], à l’exception du hachage avec essais linéaires, qui semble être le plus intéressant et qui est à
l’origine des travaux de Janson. En effet, dans ce cas, la transformée de Laplace jointe n’est définie que
sur ]−∞ , a]× ]−∞ , 0] pour une constante strictement positive a.
Plus généralement, il serait intéressant d’obtenir des résultats de grandes déviations pour une classe plus
large de modèles pour lesquels la transformée de Laplace n’est pas définie. Dans [186, 187], Nagaev établit
des résultats de grandes déviations pour les sommes de v.a. i.i.d. absolument continues par rapport à la
mesure de Lebesgue et dont la transformée de Laplace n’est pas définie au voisinage de 0. En travaillant
dans ce contexte, nous étendons son résultat et prouvons un résultat de grandes déviations à l’échelle
logarithmique (Théorème 3.7 de la Section 3.3) pour des tableaux. Il est alors naturel de considérer le
comportement asymptotique des sommes conditionnées et d’étendre le travail de [101] aux modèles pour
lesquels la transfomée de Laplace n’est pas définie. Prouver un théorème pour une classe générale de
modèles semble être une tâche très difficile. C’est pourquoi, nous nous limitons à l’étude du hachage avec
essais linéaires (voir Section 3.4).
Cadre de notre étude
Commençons par préciser le cadre de notre travail. Pour tout n > 1, nous considérons les v.a. (Xn, Yn)
telles que Xn est une v.a. à valeurs entières et Yn est une v.a. réelle. Soit Nn un entier tel que Nn →∞
lorsque n tend vers l’infini. Soit (Xn,i, Yn,i)16i6Nn un échantillon i.i.d. distribué comme (Xn, Yn) et
définissons
Sn,k :=
k∑
i=1
Xn,i et Tn,k :=
k∑
i=1
Yn,i,
pour k ∈ J1 , NnK. Remarquons que nous considérons ici des tableaux triangulairesX = (Xn,i)n∈N∗,i=1,...,Nn
et Y = (Yn,i)n∈N∗,i=1,...,Nn tels que sur chaque ligne, les v.a. sont i.i.d. Evidemment, les tableaux ne sont
pas indépendants ; sinon, la loi conditionnelle Ln serait triviale.
De façon à alléger les notations, nous poserons Sn := Sn,Nn et Tn := Tn,Nn . Soitmn ∈ Z une suite d’entiers
relatifs telle que P(Sn = mn) > 0 pour tout n. L’objectif est d’étudier le comportement asymptotique
des distributions conditionnelles suivantes
Ln = L(Tn|Sn = mn).
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Introduisons enfin la variable Un distribuée comme Tn conditionné à {Sn = mn}.
Plan du chapitre
Je présente dans la Section 3.1 les bornes de Berry-Esseen obtenues pour les sommes de v.a. conditionnées.
Quelques exemples classiques sont ensuite décrits dans la Section 3.2. Des résultats de type Nagaev à
l’échelle logarithmique sont établis dans la Section 3.3. Ils concernent les sommes non conditionnées de
v.a. à queue lourde et seront ensuite utilisés pour établir les résultats limites de la Section 3.4 dédiée au
modèle de hachage avec essais linéaires.
3.1 Bornes de type Berry-Esseen
L’objectif de cette section est de prouver des bornes de type Berry-Essen pour les distributions condi-
tionnelles suivantes
L(Un) = L(Tn|Sn = mn).
Hypothèses 3.1. Supposons qu’il existe des constantes positives c1, c˜2, c2, c3, c˜4, c4, c5, c6, c7 et η0,
telles que :
(H1) γn := 2piσXnN
1/2
n P(Sn = mn) > c1 ;
(H2) c˜2 6 σXn := Var (Xn)
1/2 6 c2 ;
(H3) ρXn := E
[|Xn − E[Xn]|3] 6 c3σ3Xn ;
(H4) c˜4 6 σYn := Var (Yn)
1/2 6 c4 ;
(H5) ρYn := E
[|Yn − E[Yn]|3] 6 c5σ3Yn ;
(H6) les corrélations rn := Cov (Xn, Yn)σ−1Xnσ
−1
Yn
vérifient |rn| 6 c6 < 1 ;
(H7) pour Y ′n := Yn − E[Yn] − Cov(Xn, Yn)σ−2Xn(Xn − E[Xn]), pour tout s ∈ [−pi , pi] et pour tout
t ∈ [−η0 , η0], ∣∣∣E[ei(sXn+tY ′n)]∣∣∣ 6 1− c7(σ2Xns2 + σ2Y ′nt2).
Les Hypothèses 3.1 sont très proches de celles du TCL établi dans [132, Theorem 2.3]. En particulier,
(H1) est une conséquence de mn = NnE[Xn] +O
(
σXnN
1/2
n
)
, (H3) et (H7) (voir la preuve du Théorème
2.3 de [132]). Par [132, Lemma 4.1.], σ2Xn 6 4E[|X − E[X]|
3], on peut prendre c˜2 égal à 1/(4c3). (H6)
n’est pas très restrictive et est satisfaite pour les exemples présentés dans la Section 3.2. En suivant [132],
nous introduisons Y ′n dans (H7) de façon à travailler avec une v.a. centrée décorrélée de Xn. La v.a. Y ′n
vérifie bien les mêmes hypothèses que Yn et T ′n conditionné à {Sn = mn} a bien la même distribution
que Tn conditionné à {Sn = mn}. Si (X,Y ′) est un vecteur de v.a. centrées et décorrélées, alors∣∣∣E[ei(sX+tY ′)]∣∣∣ = 1− 12(σ2Xs2 + σ2Y ′t2)+ o(s2 + t2).
Ainsi (H7) est raisonnable à partir du moment où les vecteurs (Xn, Y ′n) sont identiquement distribués.
Proposition 3.2. Supposons que
mn = NnE[Xn] +O
(
σXnN
1/2
n
)
,
que (Xn, Yn) converge en loi vers (X,Y ) lorsque n→∞ et que pour tout r > 0,
lim sup
n→+∞
E [|Xn|r] <∞ et lim sup
n→+∞
E [|Yn|r] <∞.
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Supposons en outre que la distribution de X a un span 1 (i.e. sup{m ∈ N, ∃b ∈ N, Supp(X) ⊂ mZ+ b}
où Supp(X) est le support de X) et que Y n’est pas p.s. égale à une fonction affine c+ dX de X. Alors
les Hypothèses 3.1 sont satisfaites.
Nous omettons la preuve puisqu’elle repose seulement sur le Corollaire 2.1 et le Théorème 2.3 de [132].
Nous établissons maintenant les bornes de Berry-Esseen pour la suite de v.a. Un.
Théorème 3.3. Sous les Hypothèses 3.1, nous avons
sup
x∈R
∣∣∣∣∣P
(
Un −NnE [Yn]− rnσYnσ−1Xn(mn −NnE [Xn])
N
1/2
n τn
6 x
)
− Φ(x)
∣∣∣∣∣ 6 (Cste)N1/2n , (3.1)
avec τ2n = σ2Yn(1− r2n) > 0 et où Φ représente la FR de la distribution gaussienne standard et (Cste) est
une constante positive qui ne dépend que de c˜2, c2, c3, c˜4, c4, c5, c6, c8, η0 et c1.
Remarquons que la renormalisation des variables Un intervenant dans (3.1) n’est pas la plus naturelle.
La proposition suivante permet d’établir le Théorème 3.5 qui résout ce défaut de normalisation.
Proposition 3.4. En supposant (H1), (H3), (H4), (H5) et (H7), il existe deux constantes positives d1
et d2 dépendant seulement de c3, c4, c5, c8 et c1 telles que, pour Nn > 3,∣∣E [Un]−NnE[Yn]− rnσYnσ−1Xn(mn −NnE[Xn])∣∣ 6 d1 (3.2)
et ∣∣Var (Un)−Nnτ2n∣∣ 6 d2N1/2n . (3.3)
Théorème 3.5. Sous les Hypothèses 3.1, nous avons
sup
x∈R
∣∣∣∣∣P
(
Un − E [Un]
Var (Un)1/2
6 x
)
− Φ(x)
∣∣∣∣∣ 6 (Cste)N1/2n , (3.4)
où (Cste) est une constante qui ne dépend que de c˜2, c2, c3, c˜4, c4, c5, c6, c8, η0 et c1.
De plus, comme dans [132], les résultats des Théorèmes 3.3 et 3.5 se simplifient considérablement dans
le cas particulier où le vecteur (Xn, Yn) ne dépend pas de n, ceci signifie que nous considérons une suite
de v.a. i.i.d. au lieu d’un tableau triangulaire. C’est une conséquence de la Proposition 3.2.
3.2 Exemples classiques
Dans cette section, nous décrivons les exemples mentionnés dans [132] et [121] qui ont motivé leurs études.
Il est montré dans [132] que chacun d’eux satisfait les hypothèses de la Proposition 3.2. Les bornes de
Berry-Esseen sont donc satisfaites pour ces exemples.
Problème d’occupation
Dans le problème d’occupation, m balles sont réparties de façon aléatoire uniformément dans N urnes.
Le vecteur (Z1, . . . , ZN ) des nombres de balles dans chaque urne suit la loi multinomiale. Il est alors bien
connu que (Z1, . . . , ZN ) est aussi distribué comme le vecteur (X1, · · · , XN ) conditionné à {
∑N
i=1Xi = m},
où les v.a.Xi sont i.i.d. de loi de Poisson de paramètre λ > 0 arbitraire. Le problème classique d’occupation
s’intéresse au nombre d’urnes vides donné par U =
∑N
i=1 1{Zi=0} et distribué comme
∑N
i=1 1{Xi=0}
conditionné à {∑Ni=1Xi = m}.
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Maintenant, si m = mn → ∞ et N = Nn → ∞ de telle sorte que mn/Nn → λ ∈ ]0 ,∞[, nous pouvons
prendre Xn ∼ P(λn) avec λn = mn/Nn, Yn = 1{Xn=0} et appliquer la Proposition 3.2 pour obtenir une
inégalité de type Berry-Esseen pour Un =
∑Nn
i=1 1{Zi=0}.
Remarque 3.6. Dans [207], les auteurs prouvent une inégalité de type Berry-Esseen pour le problème
d’occupation dans un cadre plus général : la probabilité d’atterrir dans chaque urne peut être différente.
Les outils développés dans [207] ont été utilisés dans la suite pour prouver nos résultats.
Ici, nous avons besoin du résultat pour les tableaux triangulaires et pas seulement pour les suites de v.a.
i.i.d. En effet, en considérant Xn = X avec X ∼ P(λ), nous aurions seulement
mn = Nn(λ+ o(1)) = NnE[Xn] + o(Nn).
Pourtant, la Proposition 3.2 requiert
mn = NnE[X] +O(N1/2n ),
qui est plus fort. Cette remarque vaut aussi pour les exemples qui suivent.
Statistique de Bose-Einstein
Cet exemple a été emprunté à [121] (voir aussi [95]). Ici m balles indiscernables sont jetées aléatoirement
dans N urnes de telle sorte que chaque configuration résultante a la même probabilité 1/
(
m+N−1
m
)
. Il est
bien connu que le vecteur (Z1, . . . , ZN ) des nombres de balles dans chaque urne. est distribué comme le
vecteur (X1, . . . , XN ) conditionné à {
∑N
i=1Xi = m}, où les v.a. Xi sont i.i.d. de loi géométrique G(p)
pour tout p ∈ ]0 , 1[ arbitraire. Si m = n, N = Nn → ∞ avec Nn/n → p, en prenant Xn ∼ G(pn)
où pn = Nn/n, nous obtenons une inégalité de type Berry-Esseen pour toute suite de v.a. de la forme
Un =
∑Nn
i=1 f(Zi).
Processus de branchement
Considérons un processus de Galton-Watson ayant un seul ancètre et où le nombre d’enfants d’un individu
est donné par une variable aléatoire X ayant des moments finis. Supposons de plus que E[X] = 1. Nous
numérotons les individus selon leur ordre d’apparition. Soit Xi le nombre d’enfants du i-ème individu et
Sk =
∑k
i=1Xi. Il est alors bien connu (voir [132, Example 3.4] et les références y figurant) que la taille
totale de la population SN + 1 vaut N (N > 1) si, et seulement si,
∀k ∈ {0, . . . , N − 1} Sk > k et SN = N − 1. (3.5)
Ce type de conditionnement est différent de celui considéré dans ce chapitre. Cependant, par [259, Corol-
lary 2] et [132, Example 3.4], si nous ignorons l’ordre cyclique de X1, . . . , XN , il est possible de prouver
que (X1, . . . , XN ) a la même distribution conditionnée à (3.5) que conditionnée à {SN = N − 1}. En
appliquant la Proposition 3.2 avec N = n et m = n−1, nous obtenons une inégalité de type Berry-Esseen
pour toute suite Un distribuée comme Tn =
∑n
i=1 f(Xi) conditionné à {Sn = n − 1}. Par exemple, si
f(x) = 1{x=3}, Un est alors le nombre d’individus ayant trois enfants sachant que la population totale
est n.
Forêts aléatoires
Considérons une forêt étiquetée uniformément distribuée avec m sommets et N racines N < m. Sans
perte de généralité, nous pouvons supposer que les sommets sont numérotés 1, . . . ,m et, par symétrie,
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que les racines sont les N premiers sommets. D’après [132], ce modèle peut être réalisé comme suit. Les
tailles des N arbres dans la forêt sont distribuées comme (X1, . . . , XN ) conditionné à {
∑N
i=1Xi = m},
où les v.a. Xi sont i.i.d. et suivent la distribution de Borel distribués de paramètre µ ∈ ]0 , 1[ arbitraire
(voir, e.g., [97] ou [131] pour plus de détails). Alors, le i-ème arbre est choisi uniformément parmi les
arbres de taille Xi. La Proposition 3.2 fournit alors une inégalité de type Berry-Esseen pour toute suite
de variables de type Un =
∑Nn
i=1 f(Zi) où Nn → ∞ et Z1, ..., ZNn sont les tailles des arbres de la forêt.
Par exemple, si f(x) = 1{x=K}, Un est le nombre d’arbres de taille K dans la forêt (voir [149, 199, 200]).
Hachage avec essais linéaires
Le hachage avec essais linéaires est un modèle classique en informatique théorique qui est apparu dans
les années 60. Il a été étudié d’un point de vue mathématique tout d’abord dans [146]. Pour plus de
détails sur le modèle, nous renvoyons le lecteur à [97, 131, 174, 59, 57, 133]. Le modèle décrit l’expérience
suivante. On lance n balles séquentiellement dans m urnes au hasard avec m > n ; les urnes sont disposées
en cercle et numérotées dans le sens trigonométrique. Une balle qui atterrit dans une urne occupée est
déplacée à l’urne vide suivante (dans le sens trigonométrique). La longueur du décalage est appelée le
déplacement de la balle et nous sommes intéressés par la somme (aléatoire) dm,n de tous les déplacements.
Après avoir lancé toutes les balles, il y a N = m − n urnes vides. Celles-ci séparent les urnes occupées
en blocs d’urnes consécutives. Nous considérons que l’urne vide qui suit un bloc appartient à ce bloc.
Dans la suite de [148, 97], Janson [131] prouve que les longueurs des blocs et le déplacement total à
l’intérieur de chaque bloc sont distribués comme (X1, Y1), ..., (XN , YN ) conditionnés à {
∑N
i=1Xi = m},
où les vecteurs aléatoires (Xi, Yi) sont des copies i.i.d. d’un vecteur (X,Y ) de v.a. telles que X suit la
distribution de Borel de paramètre µ ∈ ]0 , 1[ arbitraire et Y sachant {X = l} est distribué comme dl,l−1.
En particulier, dm,n est distribué comme
∑N
i=1 Yi conditionné à {
∑N
i=1Xi = m}. Si m = mn → ∞ et
N = Nn = mn − n→∞ avec n/mn → µ ∈ ]0 , 1[, nous prenons Xn suivant la loi de Borel de paramètre
µn = n/mn pour obtenir une inégalité de type Berry-Esseen pour dmn,n, d’après la Proposition 3.2.
Nous reviendrons plus en détails sur le modèle de hachage dans la Section 3.4 et donnerons des résultats
de déviations pour différents régimes.
3.3 Résultats de type Nagaev à l’échelle logarithmique
Le premier résultat de grandes déviations sur les sommes de v.a. indépendantes est dû à Kinchin [144]
en 1929 et concerne le cas particulier de v.a. de Bernoulli. Ce résultat a été complété par Smirnov
[232] en 1933 puis généralisé par Cramér [71] en 1938 aux v.a. satisfaisant la condition éponyme, i.e.
pour lesquelles la transformée de Laplace existe. Des améliorations du résultat précédent ont ensuite été
proposées dans [94] et [201]. Il faut attendre un travail de Linnik en 1961 [166] pour avoir des résultats de
grandes déviations lorsque la condition de Cramér n’est pas satisfaite. Linnik se place dans le cas où la
décroissance de la queue de X est polynomiale. Le cas intermédiaire, où la queue de X décroît plus vite
que toute puissance mais malgré tout pas assez vite pour que la transformée de Laplace soit définie, a été
partiellement traité par Petrov [201] et S.V. Nagaev [188]. C’est finalement A.V. Nagaev dans [186, 187]
qui résout le problème en 1969.
Dans cette section, nous réécrivons à l’échelle logarithmique les résultats de [186, 187] pour les sommes
de v.a. à queue lourde, i.e. telles que
logP(X > x) ∼ −x1−ε (3.6)
pour ε ∈ ]0 , 1[ arbitraire lorsque x tend vers l’infini. Dans ce cas, la v.a. X est dite sur-exponentielle. Sous
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cette hypothèse, la transformée de Laplace n’est pas définie partout à droite et la condition de Cramér
n’est donc pas satisfaite. Nous supposerons en outre que la v.a. X est centrée, de variance σ2 et rappelons
que Sn =
∑n
i=1Xi.
Théorème 3.7. (i) Lorsque xn 6 cεn1/(1+ε), alors
lim
n→+∞
n
x2n
logP(Sn > xn) = − 12σ2 . (3.7)
(ii) Lorsque cεn1/(1+ε) 6 xn 6 cn1/(1+ε), alors
logP(Sn > xn) ∼
n→+∞ −(1− α1)
1−εx1−εn −
α21x
2
n
2σ2n , (3.8)
où cε et α1 sont donnés par
cε = (1 + ε)
σ2/(1+ε)
(2ε)ε/(1+ε) et α1 =
1− ε
1 + ε . (3.9)
(iii) Lorsque xn  n1/(1+ε), alors
lim
n→+∞
1
x1−εn
logP(Sn > xn) = −1. (3.10)
Ainsi, à l’échelle logarithmique, nous distinguons trois régimes. Dans le régime exponentiel, toutes les
variables comptent, i.e. toutes les variables contribuent pour atteindre les grandes déviations. L’autre
régime extrémal est le régime du saut maximal où une seule variable est très grande et réalise les grandes
déviations. Enfin, le régime intermédiaire combine les deux précédents. Dans ce régime, x1−εn et x2n/n
ont un comportement limite identique. Remarquons qu’en régime précis (pas à l’échelle logarithmique),
Nagaev distingue cinq régimes différents. Remarquons aussi que (3.9) correspond à la version limite de (6)
dans [186]. Enfin, il est à noter que notre preuve utilise deux résultats classiques de grandes déviations :
le théorème de Gärtner-Ellis et la principe de contraction à la différence de celle de Nagaev qui n’est pas
analytique et fait intervenir de nombreuses étapes analytiques très techniques.
Schéma de la preuve du Théorème 3.7
Pour prouver le Théorème 3.7, nous avons suivi les étapes des preuves de Nagaev mais, comme nous venons
de le signaler, en utilisant des résultats connus tels que le théorème de Gärtner-Ellis et le principe de
contraction. Nous avons aussi réalisé les mêmes découpages ; à savoir, la probabilité d’intérêt P(Sn > xn)
se décompose en
Pn(xn) := P(Sn > xn) = Pn,0(xn) + Pn,1(xn) +Rn,2(xn), (3.11)
où Pn,m(xn) = P(Sn > xn, X1 > xn, . . . , Xm > xn, Xm+1 6 xn, . . . , Xn 6 xn) pour m = 0, . . . , n et
Rn,2(xn) =
n∑
m=2
(
n
m
)
Pn,m(xn).
Il est immédiat de montrer que
Rn,2(xn) 6
n∑
m=1
nmP(X > xn)m = nP(X > xn)
n−1∑
m=0
nmP(X > xn)m = O (nP(X > xn)) . (3.12)
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Ensuite, d’une part, il est évident que
Pn(xn) > Pn,1(xn)
et d’autre part, en utilisant (3.12), nous avons
lim sup
n→+∞
an logPn(xn) ∼ max{lim sup
n→+∞
an logPn,0(xn), lim sup
n→+∞
an logPn,1(xn)},
où an correspond aux différentes vitesses étudiées. Enfin dans les trois régimes, nous avons
an logPn,1(xn) 6 an logn+ an logP(X1 > xn)
et lim sup
n→+∞
an logPn,1(xn) 6 −1. Il reste donc à traiter Pn,0(xn). Pour ce faire, nous procédons au décou-
page suivant
Pn,0(xn) = P(Sn > xn, X1 6 xn, . . . , Xn 6 xn) = Πn,0(xn, ε) + nΠn,1(xn, ε) +R′n,2(xn, ε), (3.13)
où Πn,m(xn, ε) = P(Sn > xn, xεn < X1 < xn, . . . , xεn < Xm < xn, Xm+1 6 xεn, . . . , Xn 6 xεn) pour
m = 0, . . . , n et
R′n,2(xn) =
n∑
m=2
(
n
m
)
Πn,m(xn).
Par le théorème de Gärtner-Ellis unilatéral (voir Plachky-Steinebach [204]), nous montrons le résultat
suivant.
Proposition 3.8. (i) Lorsque xn 6 (Const)n1/(1+ε), alors
lim
n→+∞
n
x2n
log Πn,0(xn, ε) = − 12σ2 . (3.14)
(ii) Lorsque xn  n1/(1+ε), alors
1
x1−εn
log Πn,0(xn, ε) ∼
n→+∞ −Mn, (3.15)
où Mn → +∞ quand n→ +∞.
En appliquant le principe de contraction (unilatéral) et en utilisant la Proposition 3.8 appliquée à
Πn−1,0(xn, ε), nous établissons le comportement asymptotique de Πn,1(xn, ε).
Proposition 3.9. (i) Lorsque xn 6 cεn1/(1+ε), alors
log Πn,1(xn, ε) ∼
n→+∞ −
1
2σ2
x2n
n
. (3.16)
(ii) Lorsque cεn1/(1+ε) 6 xn 6 cnn1/(1+ε), alors
log Πn,1(xn, ε) ∼
n→+∞ −(1− α1)
1−εx1−εn −
α21x
2
n
2σ2n , (3.17)
où cn → +∞ lorsque n→ +∞ et cε et α1 sont donnés par (3.9).
(iii) Lorsque xn  n1/(1+ε), alors
log Πn,1(xn, ε) ∼
n→+∞ −x
1−ε
n . (3.18)
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Enfin, il reste à établir le comportement asymptotique de R′n,2(xn). C’est l’équivalent du Lemme 5
technique de [187]. La preuve se fait en considérant tout d’abord les m tels que m > 2x1−εn =: mˆn (cas
facile) pour lesquels on montre que
Πn,m(xn, ε) 6 e−2x
1−ε
n
puis que
n∑
m=mˆn
(
n
m
)
Πn,m(xn, ε) 6 (Const)e−x
1−ε
n 6 (Const)Pn,1(xn)
dans les différents régimes. Après quelques calculs techniques et un peu d’analyse convexe, nous montrons
enfin que
∑n
m=mˆn
(
n
m
)
Πn,m(xn, ε) 6 (Const)Pn,1(xn).
3.4 Le hachage avec essais linéaires
3.4.1 Le modèle de hachage
Dans cette section, je présente plus précisément le modèle de hachage avec essais linéaires. J’utilise ici la
terminologie du problème de parking introduite initialement par Rényi et formalisée par Knuth [146] de
la façon suivante :
“ A certain one-way street has m parking spaces in a row numbered 1 to m. A man and his dozing
wife drive by, and suddenly, she wakes up and orders him to park immediately. He dutifully parks
at the first available space [...]. ”
La question est alors de déterminer la distance moyenne entre l’endroit où l’on se gare et l’endroit où
l’on souhaitait se garer initialement. Naturellement, on s’attend à ce que se garer dans une rue quasiment
déserte (n = o(m)) soit facile. En revanche, cela devient compliqué lorsque la rue se remplit (n ≈ m).
Pour fixer les idées, considérons l’exemple suivant. Supposons que n = 7, m = 12, et (7,12,12,7,2,1,6)
sont les adresses où les voitures arrivent. Cette suite d’adresses est appelée suite de hachage de longueur
m et de taille n. Soit di le déplacement de la voiture i. Alors d1 = d2 = 0. La voiture 3 souhaite arriver
sur la place 12 qui est occupée par la deuxième voiture ; ainsi, elle est déplacée d’un pas en avant et
se gare sur la place 1 de sorte que d3 = 1. La voiture 4 arrive sur la place 7 qui est occupée, de sorte
que d4 = 1. Et ainsi de suite : d5 = 0, d6 = 2, d7 = 0. Ici, le déplacement total d12,7 est donc égal à
1 + 1 + 2 = 4. Rappelons qu’une fois toutes les voitures garées, il y a N = m − n places vides. Celles-ci
séparent les places occupées en blocs de places consécutives. Nous considérons que la place vide qui suit
un bloc appartient à ce bloc. Dans notre exemple, il y a deux blocs : le premier contenant les places
12, 1, 2, 3 (occupées) et la place 4 (libre) et le second contenant les places 6, 7, 8 (occupées) et la place 9
(libre). Cet exemple est illustré dans le graphique suivant.
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Comme nous l’avons vu précédemment, les longueurs des blocs et le déplacement total à l’intérieur de
chaque bloc sont distribués comme (X1, Y1), ..., (XN , YN ) conditionnés à {
∑N
i=1Xi = m}, où les vecteurs
aléatoires (Xi, Yi) sont des copies i.i.d. d’un vecteur (X,Y ) de v.a. telles que X suit la distribution de
Borel de paramètre µ ∈ ]0 , 1[ arbitraire et Y sachant {X = l} distribué comme dl,l−1. Remarquons que
la distribution conditionnelle de Y sachant X ne dépend pas du paramètre µ. La distribution de Borel
est donnée par
P(X = l) = e−µl (µl)
l−1
l! , µ ∈ ]0 , 1[ . (3.19)
L’espérance et la variance de X sont donnés par
E[X] = 11− µ et Var(X) =
µ
(1− µ)3 .
Dans certains cas, pour faciliter les calculs, nous pourrons aussi utiliser la paramétrisation λ = e−µµ
donnant la définition équivalente de la distribution de Borel :
P(X = l) = 1
T (λ)
ll−1λl
l! , (3.20)
où T est la fonction arbre, “tree function” en anglais, (see, e.g., [? , p.127]).
En particulier, le déplacement total dm,n est distribué comme
∑N
i=1 Yi conditionné à {
∑N
i=1Xi = m} ; ce
qui nous permettra par la suite d’avoir un peu de latitude et de se placer éventuellement à la moyenne.
Nous présentons dans le lemme suivant quelques propriétés sur le déplacement total dm,n.
Lemme 3.10.
1) Le nombre de séquences de hachage de longueur m et de taille n est mn.
2) Nous avons 0 6 dm,n 6 n(n−1)2 .
3) Le déplacement total de toute suite de hachage (h1, . . . , hn) est invariant par permutation des
hi. Plus précisément, pour toute permutation σ de {1, . . . , n}, le déplacement total associé à la
suite de hachage (h1, . . . , hn) est le même que le déplacement total associé à la suite de hachage
(hσ(1), . . . , hσ(n)).
4) dl,l = dl,l−1 + U où U est une v.a. uniforme sur {1, . . . , l − 1}.
Les deux premiers points et le dernier sont évidents tandis que le troisième est une conséquence directe
de [131, Lemma 2.1].
3.4. LE HACHAGE AVEC ESSAIS LINÉAIRES 65
3.4.2 Résultats théoriques pour les tables pleines
Dans ce contexte,
E[dn,n] ∼
n
√
2pi
4 n
3/2 et Var(dn,n) ∼
n
10− 3pi
24 n
3,
par [97, Theorem 2].
Théorème 3.11 (Déviations standard - Theorem 3 [97]). Pour les tables pleines, la distribution norma-
lisée du déplacement total dn,n/(n/2)3/2 est asymptotiquement distribué comme la loi d’Airy ; à savoir
que, ponctuellement pour chaque x > 0, nous avons
P(dn,n 6 n3/2x) →
n→+∞ P(A 6 x)
où la v.a. A suit la loi d’Airy définie dans [97]. Naturellement,
P(dn,n > n3/2x) →
n→+∞ 1− P(A 6 x).
Nous nous intéressons maintenant aux déviations supérieures non standard 1 pour lesquelles nous avons
établis les deux théorèmes qui suivent.
Théorème 3.12 (Déviations modérées). Pour tout α ∈ ]3/2 , 2[ et pour tout x ∈ [0,+∞[, nous avons
1
n2α−3
logP(dn,n > nαx) →
n→+∞ −6x
2.
Théorème 3.13 (Grandes déviations). Pour tout x ∈ [0 , 1/2[, nous avons
1
n
logP(dn,n > n2x) →
n→∞ −I(x),
où I est défini par I(x) = λx(1/2− x) + log(1− λx(1/2 + x)) avec λx solution de(
1
λx
− x− 12
)
(eλx − 1) = 1.
Notons que les déviations modérées et les grandes déviations inférieures sont triviales : pour tout α ∈
]3/2 , 2] et tout n assez grand,
P(dn,n − E[dn,n] 6 −nαx) = 0.
en raison de la positivité de dn,n et du comportement asymptotique de E[dn,n] en n3/2. En ce qui concerne
les très grandes déviations, le même phénomène se produit : pour tout α > 2 et tout n assez grand,
P(dn,n − E[dn,n] > nαx) = 0 et P(dn,n − E[dn,n] 6 −nαx) = 0.
puisque dn,n 6 n(n− 1)/2.
Remarque 3.14. Clairement, les conclusions des Théorèmes 3.11, 3.12 et 3.13 sont toujours valables
en remplaçant dn,n par dm,n du moment que m− n nα−1. En effet, en couplant naturellement dm,n à
1. Comme nous le verrons à la suite des deux théorèmes suivants, les déviations inférieures non standard sont triviales.
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dm,m en ajoutant m− n voitures, nous avons
|dm,n − dm,m| 6 (m− 1) + (m− 2) + . . .+ n
= (m+ n− 1)(m− n)2
∼ n(m− n)
 nα.
Ainsi nos résultats complètent les déviations standard établies dans [131], dans le cas dense.
Quelques éléments de preuves des Théorèmes 3.12 et 3.13
Pour tout n > 1, soit (Vn,i)16i6n une suite de v.a. i.i.d. uniformément distribuées sur J1 , nK. La v.a. Vn,i
correspond à l’adresse de hachage de la voiture i. Nous définissons ensuite
Sn(k) =
n∑
i=1
1Vn,i6k.
Maintenant soit (Ui)16i6n une suite de v.a. i.i.d. de distribution uniforme sur [0 , 1]. En suivant [261],
nous introduisons la mesure empirique Ln associée aux v.a. Ui.
Par [131, Equation 2.1 and Lemma 2.1], le déplacement total est donné par
dn,n =
n∑
k=1
(
Sn(k)− k − min
16l6n
{Sn(l)− l}
)
= n
n∑
k=1
(Ln − U)([0 , k/n])− n2 min
16l6n
{(Ln − U)([0 , l/n])}
= n2
∫ 1
0
(Ln − U)([0 , y])dy − inf
06y61,
y∈Q
{(Ln − U)([0 , y])}+ a
n

où a ∈ [−1 , 1].
Traitons les déviations modérées et appliquons [261, Equation (1.3)] :
1
n2α−3
logP (dn,n > xnα)
= 1
n2α−3
logP
( √
n
nα−3/2
(∫ 1
0
(Ln − U)([0 , y])dy − min
06y61
{(Ln − U)([0 , y])}+ a
n
)
> x
)
= 1
n2α−3
logP
(
ϕ
( √
n
nα−3/2
(Ln − U)
)
> x− a
nα−1
)
= 1
n2αg−3
logP
(
ϕ
( √
n
nα−3/2
(Ln − U)
)
> x
)
→ − inf
{
1
2
∫ 1
0
(
dν
dy
(y)
)2
dy ; ν ∈Mb([0 , 1]), ν  U , ϕ(ν) > x, ν([0 , 1]) = 0
}
= − inf
{
1
2
∫ 1
0
G′(y)2dy ; G ∈ AC([0 , 1]),
∫ 1
0
G(y)dy −minG > x,G(0) = G(1) = 0
}
(3.21)
où ϕ est une fonction mesurable,Mb([0 , 1]) est l’ensemble des mesures signées à variation finie sur [0 , 1]
muni de la τ -topologie et AC est l’ensemble des fonctions absolument continues. Il suffit ensuite de
résoudre le problème variationnel (3.21) en utilisant les multiplicateurs de Lagrange et en appliquant le
lemme de Du Bois-Reymond [64, p.184].
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Pour les grandes déviations, nous appliquons le théorème de Sanov [261, Equation (1.1)] et nous sommes
conduits à résoudre le problème variationnel suivant :
− inf
{∫ 1
0
(
dν
dy
(y)
)
log
(
dν
dy
(y)
)
dy ; ν ∈M+1 ([0 , 1]), ν  U , ϕ(ν − U) > x
}
= − inf
{∫ 1
0
F ′(y) logF ′(y)dy ; F ∈ AC([0 , 1]), F ′ > 0,
∫ 1
0
(F − id)(y)dy −min(F − id) > x,
F (0) = 0, F (1) = 1
}
, (3.22)
où M+1 ([0 , 1]) est l’espace des mesures de probabilités sur [0 , 1]. Sa résolution se fait en utilisant des
outils d’optimisation convexe. 
3.4.3 Résultats intermédiaires
Dans cette section, nous déterminons les comportements asymptotiques des queues de Xn et de Yn qui
nous seront utiles par la suite ainsi qu’un résultat de limite locale pour Sn. De la même façon que
dans la Section 3.2, nous supposons dorénavant que m = mn → ∞ et N = Nn = mn − n → ∞ avec
µn = n/mn ∈ ]0 , 1[→ µ ∈ ]0 , 1[. Soient (Xn,i, Yn,i)16i6Nn des copies i.i.d. de (Xn, Yn), où Xn suit la loi
de Borel de paramètre µn (voir (3.19) pour la definition) et Yn sachant Xn = l est distribué comme dl,l−1.
Notons que, naturellement, la convergence de µn vers µ entraîne celle du paramètre λn vers λ := e−µµ
dans la définition équivalente de la distribution de Borel (voir (3.20)).
Le déplacement total dmn,n est donc distribué comme la distribution conditionnelle de Tn sachant Sn =
mn.
Nous commençons par déterminer le comportement asymptotique de la queue de Xn dont la distribution
est donnée par (3.19).
Proposition 3.15 (Queue de Xn). Pour tout l > 1,
logP(Xn = l) 6 −κnl (3.23)
où κn = µn − log(µn)− 1 ∈ ]0 ,∞[. De plus, si ln → +∞, alors
logP(Xn > ln) ∼ logP(Xn = ln) ∼ −κln (3.24)
avec κ = lim κn = µ− log(µ)− 1 ∈ ]0 ,∞[.
Poursuivons avec le comportement asymptotique de la queue de Yn. Nous commençons par montrer la
borne supérieure grossière suivante
lim sup
n→+∞
1√
yn
logP(Yn > yn) 6 −κ
√
2. (3.25)
qui nous permettra ensuite d’obtenir le résultat précis de la Proposition 3.16. La preuve repose sur la
décomposition triviale suivante :
P(Yn > y) =
+∞∑
n=ln
P(dn+1,n > y)P(Xn = n+ 1) (3.26)
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où ln est défini par
ln =
⌈√
2yn +
1
4 +
1
2
⌉
. (3.27)
Le résultat vient directement en majorant P(dn+1,n > y) par 1 et en utilisant la Proposition 3.15.
La proposition suivante donne le comportement exact à l’échelle logarithmique de la queue de Yn. Elle
est basée sur la décomposition (3.26), la majoration (3.25), la propriété 4) du Lemme 3.10 qui permet
de se ramener aux tables pleines (m = n = l) à partir des tables quasi-pleines (m = l, n = l − 1) et le
Théorème 3.13 traitant les grandes déviations pour les tables pleines justement.
Proposition 3.16 (Comportement asymptotique de la queue de Yn). Si yn → +∞, alors
1√
yn
logP(Yn > yn) →
n→+∞ − infδ>0
√
1
δ
(
κ+ I(δ)
)
où κ = µ− log(µ)− 1 ∈ ]0 ,∞[ et I a été défini dans le Théorème 3.13.
Proposition 3.17 (Théorème de la limite locale pour Sn). Supposons qu’il existe une constante c3 > 0
telles que (H3) dans les Hypothèses 3.1 est satisfaite et que
(H8) il existe une constante c8 > 0 telle que, pour tout s ∈ [−pi , pi],∣∣E [eisXn]∣∣ 6 1− c8σ2Xns2;
(H9) mn = NnE [Xn] +O(σXnN
1/2
n ) (rappelons que mn ∈ Z et P(Sn = mn) > 0) ;
Alors il existe c9 > 0 tel que
P(Sn = mn) >
c9
2piσXnN
1/2
n
.
L’hypothèse (H8) concerne X uniquement ; c’est l’analogue de (H7) pour le couple (X,Y ′). Le théorème
limite local établi dans la Proposition 3.17 est crucial pour les preuves des résultats de grandes déviations
(Théorème 3.21 (iii)) et pour celle de la borne de Berry-Esseen (Théorème 3.3).
Notons aussi que dans la preuve des déviations modérées supérieures du Théorème 3.21 (i), nous aurons
besoin du comportement exact (pas seulement d’une minoration). De même que pour la minoration pour
les grandes déviations supérieures du Théorème 3.21 (ii) où il faudra en outre le comportement “loin” de
la moyenne.
3.4.4 Résultats théoriques pour les tables creuses
Supposons encore que n/mn → µ ∈ ]0 , 1[ et que Nn = mn − n. Alors d’après [97, Theorem 5],
E[dmn,n] ∼
n
µ2
2(1− µ)2Nn et Var(dmn,n) ∼n σ
2(µ)Nn,
où (cf. [97, Theorem 5]).
σ2(µ) := 6µ
2 − 6µ3 + 4µ4 − µ5
12(1− µ)5 .
Théorème 3.18 (Déviations standard - Theorem 6 [97]). La distribution du déplacement total dm,n est
asymptotiquement gaussiennes ; à savoir que, ponctuellement pour chaque x,
P
(
dmn,n − E[dmn,n] 6 N1/2n x
)
→
n→+∞ P(Z 6 x)
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où Z est une gaussienne centrée de variance σ2(µ)). Naturellement,
P
(
dmn,n − E[dmn,n] > N1/2n x
)
→
n→+∞ 1− P(Z > x)
Nous nous intéressons maintenant aux déviations inférieures et supérieures non standard pour lesquelles
nous avons établis les trois théorèmes qui suivent.
Théorème 3.19 (Déviations modérées inférieures). Pour tout α ∈ ]1/2 , 1[ et tout y > 0,
1
N2α−1n
logP(dmn,n − E[dmn,n] 6 −Nαn x) →
n→+∞ −
x2
2σ2(µ) . (3.28)
Théorème 3.20 (Grandes déviations inférieures). Pour tout y > 0,
1
Nn
logP(dmn,n − E[dmn,n] 6 −Nnx) →
n→+∞ −Λ
∗
(X,Y )
(
1
1− µ, x
)
, (3.29)
où Λ∗ est la transformée de Fenchel-Legendre de
Λ(X,Y )(λ, ρ) = log
∞∑
n=1
e(λ−µ)n(µn)n−1
n! E[e
ρdn,n−1 ]
Pour tout α > 1 et tout n assez grand,
P(dmn,n − E[dmn,n] 6 −Nαn x) = 0
puisque dmn,n > 0 et E[dmn,n] est linéaire en Nn.
Théorème 3.21 (Déviations supérieures).
(i) Pour tout α ∈ ]1/2 , 2/3[ et tout y > 0,
1
N2α−1n
logP(dmn,n − E[dmn,n] > Nαn x) →
n→+∞ −
x2
2σ(µ)2 . (3.30)
(ii) Pour tout α ∈ ]2/3 , 2[ et tout y > 0,
1
N
α/2
n
logP(dmn,n − E[dmn,n] > Nαn x) →
n→+∞ −x
1/2 inf
δ>0
1√
δ
(
κ+ I(δ)
)
(3.31)
où κ = µ− log(µ)− 1 ∈ ]0 ,+∞[ et I a été défini dans le Théorème 3.13.
Pour tout α > 2 et n assez grand,
P(dmn,n − E[dmn,n] > Nαn x) = 0
puisque dmn,n 6 n(n− 1)/2 et E[dmn,n] est linéaire en Nn.
Remarquons que nous obtenons comme pour le Théorème 3.7 trois régimes principaux : le cas (i), le
cas (ii) et le cas intermédiaire α = 2/3 (non traité pour l’instant). Dans les preuves, nous utilisons une
fois de plus l’égalité en distribution de dmn,n et de Tn conditionné à {Sn = mn} et nous notons que le
conditionnement par {Sn = mn} ne joue finalement pas dans les grandes déviations (cas (ii) du Théorème
3.21). En revanche, il contribue pour les déviations modérées (cas (i) du Théorème 3.21).
Il reste à prouver les cas frontières. Le cas α = 2/3 est l’équivalent pour les sommes conditionnées du cas
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intermédiaire et difficile (ii) dans le Théorème 3.7. Quant à α = 2, il est facile de montrer que
P(dmn,n − E[dmn,n] > N2nx) = Θ
(
e−(Const)Nn logNn
)
et il reste à déterminer la constante.
Quelques éléments de preuve pour les déviations inférieures (Théorèmes 3.19 et 3.20)
Les preuves des Théorèmes 3.19 et 3.20 se montrent en utilisant l’égalité en distribution de dmn,n et de
Tn conditionné à {Sn = mn}, le théorème de Plachky-Steinebach [204] (version unilatérale du Théorème
de Gärtner-Ellis) et en adaptant au cas unilatéral les calculs de [101]. 
Quelques éléments de preuve pour les déviations modérées supérieures (Théorème 3.21 (i))
Remarquons tout d’abord que la liberté dans le choix du paramètre de la loi de Borel, mentionnée dans
l’introduction de ce chapitre, va nous permettre de nous placer à la moyenne pour tout n. Concrètement
cela signifie que nous avons choisi µn de telle sorte que E[Sn] = mn et que nous étudions le condition-
nement à la moyenne {Sn = mn}. De la sorte, les calculs seront plus simples à mener. Par exemple,
le changement de loi introduit pour cette preuve sera trivial (voir pour comparaison la preuve de [101,
Théorème 2.2] dont nous suivons le déroulement ici).
Plus précisément, pour la minoration, nous suivons la preuve de [101, Theorem 2.2] et en vue d’appliquer
le théorème de Gärtner-Ellis, nous introduisons la fonction
gn(u) =
1
N2α−1n
logE
[
eu(Tn−E[Tn])/N
1−α
n
∣∣ ∀i, Yn,i < Nα/2n , Sn = mn]
et les v.a. conditionnées Y <n = Yn|Yn < Nα/2n . Par la formule de Bartlett [26, Equation 16], une étude de
fonction fine reposant sur le Lemme 3.10 et en prouvant que (Xn, Yn)n>1 converge en distribution avec
tous les moments croisés, nous montrons que
gn(u)→ u
2
2 σ(µ)
2. (3.32)
Pour la majoration, guidés par [132], nous introduisons sans perte de généralité les v.a.
Y ′n = (Yn − E[Yn]) +
Cov(Xn, Yn)
Var(Xn)
(Xn − E[Xn])
centrées et décorrélées des Xn. Ces variables avaient été déjà été considérées dans l’Hypothèse (H7) du
le jeu d’Hypothèses nécessaires pour montrer les résultats de type Berry-Essen (Théorèmes 3.3 et 3.5
de la Section 3.1). Remarquons que la variance de Y ′n converge vers σ2(µ) qui apparaît dans (3.32) et
naturellement aussi dans la variance de dmn,n rappelée en début de section. Nous vérifions que
1√
yn
logP(Yn > yn) ∼
n→∞
1√
yn
logP(Y ′n > yn)
pour toute suite yn → +∞. Ensuite, par des minorations et l’utilisation de la Proposition 3.17 concernant
la limite locale de Sn et du comportement asymptotique de la queue de Yn donné dans la Proposition
3.16, nous obtenons la majoration. 
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Quelques éléments de preuve pour les grandes déviations supérieures (Théorème 3.21 (ii))
Pour la majoration, il suffit d’écrire
P(dmn,n − E[dmn,n] > Nαn y) 6
P(Tn − E[Tn] > Nαn yn)
P(Sn = mn)
,
où yn = y + 1n (E[Tn|Sn = mn] − E[Tn]). La conclusion découle des Propositions 3.16, d’une version du
Théorème 3.7 (cas (iii)) adaptée aux tableaux de v.a. discrètes et du résultat de limite locale pour Sn
établi dans la Proposition 3.17.
Pour la minoration, nous supposons que l’infimum dans le membre de droite de (3.31) est atteint en δ0.
Soit ε > 0 et ln = d(nα(yn + 2ε)/δ0)1/2e de sorte que
P(dmn,n − E[dmn,n] > Nαn y) > P
(
Tn,Nn−1 − E[Tn,Nn−1] > −Nαn ε, Sn,Nn−1 = mn − ln
)
P
(
Yn − E[Yn] > Nαn (yn + ε), Xn = ln
)
.
Il suffit ensuite d’utiliser la propriété 4) du Lemme 3.10 pour se ramener aux tables pleines et d’appliquer
le Théorème 3.13 pour les tables pleines afin de minorer le second terme du membre de droite de l’inégalité
précédente. Quant au premier terme, il est minoré par
P
(
Tn,Nn−1 − E[Tn,Nn−1] > −Nαn ε, Sn,Nn−1 = mn − ln
)
> P
(
Sn,Nn−1 = mn − ln
)− P(Tn,Nn−1 − E[Tn,Nn−1] < −Nαn ε).
Pour conclure, on utilise le théorème de la limite locale (“loin” de la moyenne) établi dans le Lemme 3.3
de [101] pour traiter la première probabilité et une version unilatérale du Théorème 2.2 [101] pour traiter
la seconde. 
Soulignons les principales différences entre les résultats de grandes déviations de ce chapitre et ceux
de [101, Theorem 2.1]. D’abord, la preuve de [101, Theorem 2.1] est basée sur un contrôle précis de
la transformée de Fourier-Laplace ΦXn,Yn(t, u) = E [exp{itXn + uYn}] de (Xn, Yn). La partie Fourier
permet de traiter le conditionnement tandis que la partie Laplace permet d’appliquer le théorème de
Gärtner-Ellis. Dans notre travail, la preuve suit des idées empruntées à [186, 187]. Contrairement au cas
où la transformée de Laplace est définie, les déviations importantes de la somme de v.a. à queue lourde
sont dues à des valeurs exceptionnelles prises par quelques variables aléatoires. Ensuite, contrairement
aux vitesses classiques en Nn obtenues dans le théorème de Cramér ou dans le Théorème 2.1 de [101], les
vitesses que nous obtenons ne sont pas nécessairement Nn.
Chapitre 4
Analyse de sensibilité et
quantification des incertitudes
Ce chapitre est consacré à l’analyse de sensibilité et à la quantification d’incertitudes. J’y présente les ré-
sultats de collaborations fructueuses avec Jean-Claude Fort (Paris V), Fabrice Gamboa (IMT), Alexandre
Janon (Université Paris Sud), Thierry Klein (IMT-ENAC), Béatrice Laurent (IMT-INSA), Leonardo Mo-
reno (Université Montevideo, Uruguay), Maëlle Nodet (LJK) et Clémentine Prieur (LJK), initiées par
l’ANR Costa Brava (2009-2014) dont le porteur était Fabrice Gamboa. Le détail ainsi que les preuves des
théorèmes et propositions se trouvent dans les publications [N2], [J5], [J6], [J7], [J10], [J14] et [P1].
4.1 La problématique de la quantification des incertitudes
De nombreux modèles mathématiques rencontrés dans le monde industriel font intervenir un grand
nombre de paramètres parfois mal connus ou erronés (lors de la saisie par exemple). Plus précisément, la
sortie du modèle, notée y, est l’image par une fonction f de variables d’entrées x1, . . . , xp. Ces variables
d’entrées peuvent être scalaires, vectorielles, fonctionnelles,... Le code de calcul f , bien que déterministe,
n’est généralement pas connu (ou du moins est très complexe) et est pour cette raison appelé boîte
noire. Concrètement, pour un jeu de paramètres x1, . . . , xp, l’utilisateur peut déterminer la valeur de
y = f(x1, . . . , xp) ; cependant, il n’a pas un accès direct à la fonction f . L’objectif est de connaître parfai-
tement la fonction f ; ce qui paraît difficile, d’autant que dans de nombreuses applications industrielles,
l’évaluation d’une seule valeur de y peut s’avérer très coûteuse (plusieurs heures voire plusieurs jours).
En pratique, l’utilisateur travaille en général à budget de calcul fixé, budget qui se traduit en termes d’un
nombre d’appels au code limité. Il va donc être amené à choisir ses points d’expériences astucieusement
de façon à obtenir le maximum d’information sur la fonction f . Une fois les points d’expérience choisis, il
pourra être judicieux de construire une approximation du modèle, moins coûteuse. Ce modèle approché
s’appelle un métamodèle. Dans le même ordre d’idée, une autre problématique consiste à déterminer les
variables d’entrées les plus “importantes” sur la sortie du code afin de se concentrer ensuite sur celles-ci
et éventuellement, procéder ensuite à la réduction du modèle. Concrètement on fixe les autres variables
à leur valeur nominale et on consacre la majeure partie du budget à leur apprentissage. Toutes ces pro-
blématiques sont bien évidemment liées. Dans ce chapitre, je me concentre sur l’évaluation de l’impact
de l’incertitude des paramètres d’entrée sur la sortie du modèle. L’analyse de sensibilité, qui a pour but
d’identifier les paramètres les plus sensibles ; en d’autres termes, les paramètres ayant la plus grande
influence sur la sortie du modèle.
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Analyse de sensibilité locale
L’approche la plus naturelle pour analyser l’influence des paramètres d’entrée est de comparer les varia-
tions de la sortie du code y induites par des perturbations des entrées les unes après les autres autour
de leur valeur nominale. L’exploitation des dérivées partielles en analyse de senbilité remonte aux années
60 (voir, par exemple, [114] pour des considérations historiques et [47] pour plus de détails techniques).
Cette méthode appelée analyse de sensibilité différentielle est basée sur un développement de Taylor au
premier ordre de la sortie. Plus précisément, si
y = f(x1, . . . , xp) et yε = f(x1(1 + ε), . . . , xp(1 + ε)),
alors
yε − y
y
≈ ε
p∑
i=1
∂f
∂xi
(xi)
xi
y
.
La variation relative de la sortie y au point x s’écrit donc comme la somme de mesures d’importance,
chacune quantifiant la variation due à un seul paramètre d’entrée. Pour des modèles relativement simples,
le calcul des dérivées au point x peut être obtenu en même temps en utilisant son modèle adjoint. Pour
des modèles plus complexes, des approximations par différences finies peuvent être utilisées.
Analyse de sensibilité globale
Une autre approche consiste à traduire l’incertitude sur les entrées x du modèle en considérant que x est
aléatoire (dès lors noté X). Il s’ensuit que la sortie du modèle y devient elle aussi aléatoire. On la notera
désormais Y . C’est l’expertise de l’utilisateur qui guidera le choix des lois de probabilités régissant les
entrées du code. Lorsque les entrées du code sont indépendantes, la variance totale de la sortie du code
peut alors être divisée en différentes variances partielles : il s’agit de la décomposition dite de Hoeffding,
voir [249]. Chacune de ces variances partielles mesure l’incertitude sur la sortie induite par celle de la
variable d’entrée correspondante. En considérant le rapport entre chaque variance partielle et la variance
totale, nous obtenons une mesure de l’importance pour chaque variable d’entrée appelée indice de Sobol
au premier ordre de la variable [235]. Les paramètres les plus sensibles peuvent alors être identifiés et
classés comme étant les paramètres correspondants aux plus grands indices de Sobol.
Une fois les indices de Sobol définis, la question de leur estimation reste ouverte. Dans la pratique, il faut
estimer (au sens statistique) ces indices à l’aide d’un échantillon fini (de taille généralement de l’ordre
de centaines de milliers) d’évaluations de la sortie du modèle [116]. De nombreuses approches Monte-
Carlo ou quasi Monte-Carlo ont été développées par les communautés des sciences expérimentales et de
l’ingénieur. En particulier, une procédure d’estimation appelée Pick-Freeze a été proposée dans [235, 234].
Dans cette méthodologie, l’indice de Sobol est considéré comme le coefficient de régression entre la sortie
du modèle et sa réplication Pick-Freeze (pick pour choisie et freeze pour gelée). Cette réplication est
obtenue en fixant la valeur de la variable d’intérêt (variable choisie et gelée) et en échantillonnant les
autres variables de manière indépendante. Les réplications échantillonnées sont ensuite combinées pour
produire un estimateur de l’indice de Sobol. Cette méthode requiert par conséquent que la connaissance
des distributions d’entrée ou qu’a minima, on puisse facilement générer les variables d’entrée. Nous
supposerons ici que le choix des distributions des variables d’entrée est guidé par une connaissance
approfondie du système apportée par des experts dans le domaine. Dans cette étude, nous ne discuterons
pas des effets de ces choix sur l’analyse de sensibilité qui peuvent être importants en pratique. En d’autres
termes, la robustesse de l’analyse de sensibilité quant à ces choix ne sera pas abordée.
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Plan du chapitre
La définition rigoureuse des indices de Sobol dans le cadre d’une sortie scalaire est donnée en Section 4.2.
Nous présentons ensuite le schéma d’estimation Pick-Freeze. Les indices de Sobol et leur estimation par
le schéma Pick-Freeze ont été introduits depuis longtemps déjà mais jusqu’à maintenant leurs propriétés
(asymptotiques et précises) n’avaient pas été étudiées théoriquement. C’est ce que nous nous proposons
de faire dans cette section. Dans la Section 4.3, nous proposons une procédure d’analyse de sensibilité
lorsque le modèle n’est pas accessible et que nous utilisons un métamodèle. Nous montrons en Section
4.4 qu’il est possible de faire mieux que les indices de Sobol dans des cas particuliers tel que le modèle
de régression linéaire en utilisant des U -statistiques. La Section 4.5 est consacrée à la généralisation des
indices de Sobol pour sorties scalaires aux sorties vectorielles, voire fonctionnelles. Dans la Section 4.6,
nous définissons des indices basés sur la distribution de la sortie et pas seulement sur les moments d’ordre
2 comme les indices de Sobol. Enfin, en Section 4.7, la dernière généralisation aboutit à la définition
d’indices de sensibilités sur des espaces métriques généraux.
L’objectif de ce travail est d’une part de proposer des indices adaptés et faciles à interpréter pour réaliser
une analyse de sensibilité globale ainsi que des estimateurs faciles à mettre en œuvre. D’autre part, il
s’agit de justifier théoriquement l’usage pratique de ces indices et de leurs estimateurs. Cette étude a
été testée comme nous le verrons plus loin sur des exemples numériques jouets mais reste relativement
théorique dans le sens où elle n’a pas été confrontée à des cas tests industriels.
Dans tout ce chapitre, nous supposons que les variables d’entrée X1, . . . , Xp sont indépen-
dantes. En outre, nous supposerons que les distributions de ces variables sont connues ou
qu’a minima nous sommes capables de les simuler.
4.2 Les indices de Sobol pour sortie scalaire
Cette section correspond aux résultats des articles [J10] et [J5].
4.2.1 La décomposition de Hoeffding de la variance
Pour tout entier p, notons l’entrée aléatoire par X = (X1, . . . , Xp), définie sur un espace de probabilité
(Ω,F ,P) et à valeurs dans un espace mesurable E = E1 × . . . × Ep. La sortie du code Y est définie par
la relation suivante :
Y = f(X1, . . . , Xp), (4.1)
où f : E → R est une fonction déterministe mesurable inconnue.
Le modèle de régression non paramétrique classique rentre dans ce cadre général. Il suffit en effet de
considérer l’une des variables d’entrée comme le terme d’erreur (par exemple, Xp = ε) et de prendre
Y = g(X1, . . . , Xp−1) + ε = f(X1, . . . , Xp) = f(X).
Supposons que Y est de carré intégrable (E
[
Y 2
]
< ∞) et n’est pas déterministe (Var(Y ) 6= 0). Soient
maintenant u un sous-ensemble de Ip = {1, . . . , p} et ∼u son complémentaire dans Ip. Par la suite, nous
noterons Xu = (Xi, i ∈ u) et Eu =
∏
i∈uEi.
Puisque les entrées aléatoires X1, . . . , Xp sont indépendantes, nous pouvons écrire la décomposition de
Hoeffding de f (voir [249]) :
Y = f(X) = c+ fu(Xu) + f∼u(X∼u) + fu,∼u(Xu, X∼u), (4.2)
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où c ∈ R, fu : Eu → R, f∼u : E∼u → R et fu,∼u : E → R sont donnés par
c = E[Y ], fu = E[Y |Xu]− c, f∼u = E[Y |X∼u]− c, fu,∼u = Y − fu − f∼u − c.
Il suffit ensuite de prendre la variance de chaque côté de (4.2) et d’utiliser l’orthogonalité dans L2 pour
obtenir
Var(Y ) = Var(f(X)) = Var(E[Y |Xu]) + Var(E[Y |X∼u]) + Var(Y − fu − f∼u). (4.3)
Enfin, il reste à renormaliser chaque terme de (4.3) par la variance de Y :
1 = Var(E[Y |Xu])Var(Y ) +
Var(E[Y |X∼u])
Var(Y ) +
Var(Y − fu − f∼u)
Var(Y ) .
L’indice de Sobol associé aux variables d’entrée Xu, noté SXu ou plus simplement Su, est défini de la
manière suivante :
Su = Var (E[Y |Xu])Var(Y ) ∈ [0, 1]. (4.4)
Exemple 4.1 (Un exemple pour comprendre). Considérons le modèle suivant :
Y = f(X) = X1 +X1X2
où le vecteur d’entrée X = (X1, X2, X3) a des coordonnées indépendantes distribuées selon la loi gaus-
sienne standard. Intuivement, il est clair que X1 doit avoir plus d’influence que X2 puisqu’elle apparaît
deux fois : une fois seule dans le terme X1 et une fois dans le terme d’intéraction X1X2. Les indices de
Sobol sont ici : (
S1, S2, S3, S1,2
)
= (1/2, 0, 0, 1/2).
Il apparaît bien que X1 est impliqué à l’ordre 1 ce qui se traduit par S1 6= 0, contrairement à X2 et
X3 pour lesquels S2 = S3 = 0. Nous retrouvons aussi que X1 apparaît à l’ordre 2 dans le terme X1X2
puisque S1,2 6= 0.
Interprétation et compléments
L’indice Su quantifie l’influence à l’ordre 1 de la variable d’entrée Xu sur la sortie. Il est possible de définir
les indices de Sobol d’ordre supérieur et totaux. La construction des premiers est directe en prenant pour
u un ensemble d’indices quelconques. Par exemple, lorsque nous nous intéressons à l’influence des deux
premières entrées X1 et X2, il suffit de prendre u = {1, 2}. L’indice S1,2 quantifie l’influence des entrées
X1 et X2 sur Y tandis S1,2 − S1 − S2 quantifie l’influence de l’intéraction entre X1 et X2 sur Y .
En outre, l’indice Su est parfois appelés closed index. Il est à distinguer de l’indice défini de la façon
suivante
∑
v⊆u
(−1)|u|−|v|Var(E[Y |Xu])Var(Y )
où |u| désigne le cardinal du sous-ensemble u, qui quantifie la sensibilité de la sortie par rapport à Xu
pris dans sa globalité, contrairement à Su qui quantifie la sensibilité de la sortie par rapport à toutes les
variables dont l’indice est dans u.
Enfin, l’indice de Sobol total Su,Tot par rapport à u est défini par
Su,Tot := 1− S∼u = 1− Var (E[Y |X∼u])Var(Y )
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et quantifie l’influence (totale) de Xu sur Y (à tous les ordres).
4.2.2 L’estimation Pick-Freeze des indices de Sobol
Pour tout X et tout sous-ensemble u de Ip, introduisons Xu le vecteur défini par Xui = Xi si i ∈ u et
Xui = X ′i si i /∈ u où X ′i est une copie indépendante de Xi. Posons alors
Y u := f(Xu). (4.5)
Remarquons d’une part que
Su = Cov (Y, Y
u)
Var(Y ) (4.6)
et d’autre part, en utilisant un résultat classique de régression, que nous avons la formulation variationnelle
suivante :
Su = argmin
a∈R
{
E [(Y u − E[Y u])− a(Y − E[Y ])]2
}
. (4.7)
L’équation (4.6) conduit à une procédure d’esimation naturelle facile à mettre en œuvre. En effet, consi-
dérons le plan d’expérience de taille N suivant :
1) (Xj)j=1,...,N sont N copies indépendantes de X.
2) (Xuj )j=1,...,N sont telles que Xui,j = Xi si i ∈ u et Xui,j = X ′i si i /∈ u où les X ′i sont des copies
indépendantes de Xi. 1
Pour tout j = 1, . . . , N , on calcule ensuite
Yj = f(X1,j , . . . , Xp,j), Y uj = f(Xuj ),
Une première estimation de Su. Au vu de (4.6), nous proposons le premier estimateur suivant :
Ŝu =
1
N
∑N
j=1 YjY
X
j −
(
1
N
∑N
j=1 Yj
)(
1
N
∑N
j=1 Y
X
j
)
1
N
∑N
j=1 Y
2
j −
(
1
N
∑N
j=1 Yj
)2 , . (4.8)
Cet estimateur a déjà été étudié dans [122]. Il est montré qu’il est en pratique très utilisé.
Une seconde estimation de Su. De façon à tenir compte de toute l’information contenue dans l’échan-
tillon, nous utilisons aussi l’échantillon (Xuj )j=1,...,N pour estimer E[Y ] et Var(Y ) et nous proposons donc
l’estimateur suivant :
T̂u =
1
N
∑N
j=1 YjY
u
j −
(
1
N
∑N
j=1
(
Yj+Y uj
2
))2
1
N
∑N
j=1
( (Yj)2+(Y uj )2
2
)
−
(
1
N
∑N
j=1
(
Yj+Y uj
2
))2 . (4.9)
Cet estimateur a été introduit dans [182]. Dans [191, 194], l’auteur introduit de nouveaux estimateurs
des indices de Sobol et compare numériquement leurs performances.
1. Ceci requiert donc la connaissance des distributions des variables d’entrée ou a minima que l’on sache générer ces
variables. Rappelons en outre que les variables d’entrée sont supposées indépendantes.
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4.2.3 Propriétés asymptotiques
Nous étudions maintenant les propriétés assymptotiques des estimateurs présentés ci-dessus.
Théorème 4.2 (Consistance et normalité asymptotique de Ŝu et T̂u). Les estimateurs Ŝu et T̂u définis
par (4.8) et (4.9) sont consistants pour estimer Su :
Ŝu
p.s.−→
N→∞
Su et T̂u p.s.−→
N→∞
Su.
Supposons en outre que E[Y 4] <∞. Alors ils sont aussi asymptotiquement gaussiens :
√
N
(
Ŝu − Su
) L−→
N→∞
N1
(
0, σ2S
)
(4.10)
et √
N
(
T̂u − Su
) L−→
N→∞
N1
(
0, σ2T
)
(4.11)
où
σ2S =
Var ([Y − E[Y ]] [(Y u − E[Y ])− Su(Y − E[Y ])])
(Var(Y ))2
,
σ2T =
Var
(
[Y − E[Y ]][Y u − E[Y ]]− Su/2 ((Y − E[Y ])2 + (Y u − E[Y ])2))
(Var(Y ))2 .
La proposition suivante reposant sur l’échangeabilité des variables Y et Y u, nous permet de comparer les
deux estimateurs.
Proposition 4.3. La variance asymptotique de T̂u est toujours inférieure à celle de Ŝu, avec cas d’égalité
ssi Su = 0 ou Su = 1.
Dans ce contexte, le meilleur estimateur sera sans doute celui conduisant à l’intervalle de confiance
asymptotique le moins étendu, i.e. celui ayant la plus petite variance asymptotique. Nous justifions
l’introduction de l’estimateur T̂u par le fait que sa variance asymptotique est toujours inférieure ou égale
à celle de Ŝu, les seuls cas d’égalité étant les cas dégénérés où Su = 0 ou Su = 1. Dans ce qui suit, nous
montrons l’efficacité asymptotique de T̂u. Cette notion est une propriété naturelle qui généralise celle
d’estimateur sans biais de variance minimale de borne de Cramér-Rao au contexte semi-paramétrique
et permet de définir un critère d’optimalité pour les estimateurs. Voir [249, Chapters 8 et 25] et [125]
pour plus de détails. Nous montrons en fait plus généralement que la variance asymptotique de T̂u est
inférieure ou égale à la variance de tout estimateur régulier de Su construit à partir des observations de
(Y, Y u).
Soit P l’ensemble des FR des vecteurs aléatoires échangeables dans L2(R2). Il est clair que la FR Q d’un
vecteur aléatoire dans L2(R2) est dans P si, et seulement si, Q est symétrique :
Q(a, b) = Q(b, a) ∀(a, b) ∈ R2.
Proposition 4.4 (Efficacité asymptotique de T̂u). Soit maintenant P la FR de (Y, Y u). La suite d’esti-
mateurs (T̂u)N est asymptotiquenemt efficace pour estimer Su pour P ∈ P parmi les suites d’estimateurs
réguliers s’écrivant comme des fonctions échangeables de la paire (Y, Y u).
Nous avons bien que P ∈ P puisque les variables Y et Y u sont échangeables. Pour prouver la proposition
précédente, le lemme suivant est nécessaire. Nous le mentionnons pour son intérêt en tant que tel.
Lemme 4.5 (Efficacité asymptotique dans P).
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(i) Soit Φ1 : R→ R une fonction de L2(P ). La suite d’estimateurs
(
Φ1N
)
N
donnée par :
Φ1N =
1
N
∑ Φ1(Yi) + Φ1(Y ui )
2
est asymptotiquenemt efficace pour estimer E[Φ1(Y )] pour P ∈ P.
(ii) Soit Φ2 : R2 → R une fonction symétrique de L2(P ). La suite d’estimateurs
(
Φ2N
)
N
donnée par :
Φ2N =
1
N
∑
Φ2
(
Yi, Y
X
i
)
est asymptotiquenemt efficace pour estimer E[Φ2(Y, Y X)] pour P ∈ P.
4.2.4 Propriétés non asymptotiques : inégalités de concentration
En pratique, comme expliqué précédemment, le nombre d’appels au code est limité . La taille N du plan
d’expérience peut parfois être petite et les distributions asymptotiques inatteignables. Dans la pratique
pour garantir la validité et la précision de nos estimateurs, il convient alors d’avoir des résultats non
asymptotiques (inégalités de concentration, borne de Berry-Esseen,...). Nous proposons dans cette section
des inégalités de concentration pour les indices de Sobol pour une sortie scalaire. Classiquement, ces
bornes exponentielles peuvent ensuite être utilisées pour construire des IC non asymptotiques avec une
probabilité donnée.
Théorème 4.6 (Inégalités de concentration pour Ŝu). Soient b > 0 et t > 0. Supposons que la sortie du
code est dans [−b, b]. Introduisons les variables aléatoires suivantes :
U±j = YjY uj − (Su ± y)(Yj)2 et J±j = (Su ± y)Yj − Y uj
et notons V +U (respectivement V
−
U , V
+
J et V
−
J ) le moment d’ordre 2 des v.a. i.i.d. U
+
j (resp. U−j , J+j et
J−j ). Alors
P
(
Ŝu − Su > t
)
6M1 + 2M2 + 2M3, (4.12)
P
(
Ŝu − Su 6 −t
)
6M4 + 2M2 + 2M5, (4.13)
où
M1 = exp
{
−NV
+
U
b2U
h
(
bU
V +U
tV
2
)}
M2 = exp
{
−NV
b2
h
(
b
V
√
tV
2
)} M3 = exp
{
−NV
+
J b
2
b2U
h
(
bU
bV +J
√
tV
2
)}
M4 = exp
{
−NV
−
U
b2U
h
(
bU
V −U
tV
2
)}
M5 = exp
{
−NV
−
J b
2
b2U
h
(
bU
bV −J
√
tV
2
)}
,
bU = b2(1 + SuCl + t) et la fonction h est définie par h(x) = (1 + x) ln(1 + x)− x pour tout x > −1.
Nous pouvons aussi obtenir des inégalités de concentration pour Ŝu en appliquant le Corollaire 1.17 de
[161]. De façon à être complet, nous rappelons ce corollaire.
Corollaire 4.7 (Corollaire 1.17 dans [161]). Soit P = µ1 ⊗ . . . ⊗ µn une mesure de probabilté produit
définie sur le produit cartésien X = X1 × . . . ×Xn, où (Xi, di) est un espace métrique de diamètre fini
Di, i = 1, . . . , n, muni de la métrique l1 : d =
∑n
i=1 di. Soit F une fonction 1-Lipschitz sur (X, d). Alors,
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pour tout r > 0,
P (F > EP (F ) + r) 6 e−r
2/2D2
où D2 =
∑n
i=1D
2
i .
Cela conduit au résultat suivant : si Y est borné p.s., alors pour tout t > 0, nous avons
P
(
Ŝu − Su > t
)
6 exp
−N2
( (
1− 1N
)
tV
8(1 + 2(SuCl + t))
)2 ,
et, pour tout t > 0, nous avons
P
(
Ŝu − Su 6 −t
)
6 exp
−N2
( (
1− 1N
)
tV
8(1 + 2(SuCl + t))
)2 .
De façon à s’affranchir de la quantité inconnue Su des bornes précédentes, on majore brutalement Su
par 1 pour obtenir :
∀t > 0, P
(
Ŝu − Su > t
)
6 exp
{
−NV
2
128
(
1− 1
N
)2(
t
3 + 2t
)2}
,
∀t > 0, P
(
Ŝu − Su 6 −t
)
6 exp
{
−NV
2
128
(
1− 1
N
)2(
t
3 + 2t
)2}
.
En procédant de même, nous obtenons des inégalités de concentration pour T̂u. Cf. [J10] pour les résultats
complets.
Les bornes présentées dans le Théorème 4.6 sont plus fines que celles obtenues en utilisant le Corollaire
1.17 de [161] (Corollaire 4.7). Ceci peut être expliqué de la manière suivante : le résultat de [161] est très
général et valable pour n’importe quelle fonctionnelle Lipschitz. Par conséquent, il tient compte du pire
cas possible. Dans notre approche, nous utilisons la forme particulière de notre estimateur, ce qui nous
permet de fournir des bornes plus précises.
4.2.5 Propriétés non asymptotiques : résultats de type Berry-Esseen
Une autre manière de quantifier les bonnes propriétés des estimateurs à N fixé est d’établir des bornes
de type Berry-Esseen. Cette section est consacré à ce genre de résultats pour Ŝu.
Le théorème de Pinelis
Nous commençons par rappeler un résultat général de type Berry-Esseen établi dans [202]. Soit (Vi)i>1
une suite de v.a. centrées i.i.d. dans Rp, avec p ∈ N∗. Soit f une fonction mesurable réelle définie sur Rp
s’annulant en zéro et telle que :
∃ ε > 0, ∃Mε > 0 t.q. |f(x)− L(x)| 6 Mε2 ||x||
2 (4.14)
où L = Df(0) est la dérivée de Fréchet de f au point 0. La condition (4.14) est satisfaite dès que f est
deux fois continuement différentiable au voisinage de 0.
Théorème 4.8 (Corollaire 3.7 dans [202]). Soit q ∈ ]2, 3]. Supposons que (4.14) est satisfaite,
σ =
√
E [L(V )2] > 0 ,
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et E [‖V ‖q]1/q <∞ où ‖·‖ représente la norme euclidienne sur Rp. Alors pour tout t ∈ R∣∣∣∣P(f(V n)σ/√n 6 t
)
− Φ(t)
∣∣∣∣ 6 κnp/2−1 , (4.15)
où κ est une constante générique qui ne dépend que de q et Φ est la FR de la gaussienne standard.
Un résultat théorique dans le cas général
Pour toute variable aléatoire Z, notons Zc sa version centrée Zc = Z − E[Z].
Théorème 4.9 (Borne de Berry-Esseen pour Ŝu). Supposons que Y a un moment fini d’ordre 6. Alors,
pour tout t ∈ R, ∣∣∣∣∣P
(√
N
σ
(
Ŝu − Su
)
6 t
)
− Φ(t)
∣∣∣∣∣ 6 κ√N . (4.16)
Ici
σ2 = Var
(
1
V
(
Y c(Y u)c − Su(Y c)2))
est la variance asymptotique de
√
NŜu.
Nous avons ainsi établi un résultat de type Berry-Esseen pour Ŝu quelle que soit la valeur de E[Y ].
Cependant, la constante dans la borne est difficile voire impossible à exprimer explicitement. Dans le
paragraphe suivant, nous établissons un autre résultat de type Berry-Essen avec des bornes explicites
dans le cas centré mais pour un estimateur de Su légèrement différent de Ŝu.
Résultat pratique dans le cas centré
Nous nous intéressons à l’estimateur suivant
Ŝuc =
1
N
∑N
j=1 YjY
u
j
1
N
∑N
j=1 Y
2
j
dans le cas où E[Y ] = 0. Soit κ ≈ 0.42 la meilleure constante connue dans le théorème de Berry-Esseen
classique [150].
Théorème 4.10 (Borne de Berry-Esseen pour Ŝuc ). Supposons que Y a un moment fini d’ordre 6. Alors,
pour tout t ∈ R,
∣∣∣∣∣P
(√
N
σ
(S˜uc − Su) 6 t
)
− Φ(t)
∣∣∣∣∣ 6 κµ3,N√N +
∣∣∣∣∣∣Φ(t)− Φ
 t√
1 + tνN
σ
√
NV 2
∣∣∣∣∣∣ . (4.17)
Ici
σ2 = Var
(
1
V
(
Y Y u − SuY 2)) (4.18)
est la variance asymptotique de
√
NS˜u et
µ3,N = E
[∣∣∣∣∆n − E[∆n]√Var∆n
∣∣∣∣3
]
,
∆N = σ−1V
[
Y Y u −
(
Su + tσ√
N
)
Y 2
]
,
νN =
(
tσ√
N
+ 2Su
)
Var(Y 2)− 2Cov(Y Y u, Y 2).
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4.2.6 Estimation jointe des indices de Sobol
En général, afin de classer les variables d’entrée en fonction de leur importance, les utilisateurs vont
estimer conjointement tous les indices de premier ordre (ainsi que les indices de Sobol totaux). Étant
donné que ces différents estimateurs sont dépendants, les distributions marginales asymptotiques ne sont
pas complètement informatives et il est utile la loi jointe de ces estimateurs.
En mettant à profit la Delta méthode [249], il est aisé de déduire du Théorème 4.2 un TCL vectoriel des
estimateurs ŜU et T̂U (voir (4) et (5) dans [J10] pour leur définition précise) du vecteur des indices de
Sobol défini par
SU :=
(
Var(E[Y |Xu1 ])
Var(Y ) , . . . ,
Var(E[Y |Xuk ])
Var(Y )
)
, (4.19)
où U = (u1, . . . ,uk) est constitué de k sous-ensembles de Ip. Voir Théorème 3.1 dans [J10].
Quelques cas particuliers
1) Supposons que k = p, U = ({1}, . . . , {p}) et E[Y 4] <∞. Nous obtenons alors la normalité asymp-
totiques du vecteur de tous les indices de premier ordre.
2) Nous pouvons aussi obtenir directement un TCL pour tout indice d’ordre 2 Si,i′ pour (i, i′) ∈ I2p
avec i 6= i′. En effet, il suffit de prendre k = 1 et u = {i, i′}.
3) Pour v ⊂ Ip, il est possible d’établir un TCL vectoriel pour
(
Ŝu, Ŝv, Ŝu∪v
)
duquel on déduit un
TCL pour Ŝu∪v− Ŝu− Ŝv, estimateur naturel de S u∪v−S u−S v, qui quantifie l’influence (pour
u ∩ v = ∅) de l’intéraction entre les variables Xu et Xv sur la sortie Y .
Cette loi jointe permet, par exemple, d’effectuer des tests statistiques et des comparaisons entre différents
indices, afin de classer rigoureusement les variables d’entrée en tenant compte des erreurs d’estimation
des indices.
Application : test statistique sur un modèle réel
En aéronautique, la masse de fuel requise pour faire la liaison entre deux villes avec un avion commercial
est généralement modélisée par la formule de Bréguet :
Mfuel = (Mempty +Mpload)
(
e
SFC·g·Ra
V ·F 10
−3 − 1
)
. (4.20)
Voir [209] pour la description du modèle et plus de détails. Les variables déterministes et fixées sont :
— Mempty : poids basique de l’avion (hors fuel et passagers) ;
— Mpload : capacité maximale de l’avion ;
— g : constante gravitationnelle ;
— Ra : distance parcourue par l’avion ;
tandis que les variables incertaines et leurs distributions sont listées dans la Table 4.1 (voir [209]).
Variable Signification physique Densité Paramètres
V Vitesse de croisière de l’avion Uniforme (226, 234)
F Coefficient aérodynamique Beta (7, 2, 18.7, 19.05)
SFC Cste caractéristique des moteurs θ2 e−θ2(u−θ1) 1[θ1,+∞[ θ1 = 17.23, θ2 = 3.45
Table 4.1 – Modèle de consommation de fuel (4.20) en aéronautique. Modélisation alétoire des entrées
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L’incertitude sur la vitesse de croisière V permet un écart absolu de 4 minutes sur l’heure prévue d’arrivée.
Les constructeurs aéronautiques peuvent se demander s’ils doivent plutôt améliorer la performance SFC
du moteur ou les propriétés aérodynamiques F de l’avion de façon à réduire la quantité de fuel nécessaire.
Pour ce faire, nous menons donc une analyse de sensibilté deMfuelpar rapport à F et SFC et nous voulons
tester H0 : SSFC > SF contre H1 : SSFC 6 SF . En appliquant la procédure de test détaillée dans [J10],
nous ne pouvons rejeter H0.
4.3 Analyse de sensibilité sur un métamodèle
Comme expliqué dans l’introduction, en pratique, les utilisateurs se trouvent souvent dans une situation
où la sortie exacte f est trop coûteuse pour être évaluée numériquement. Dans ce cas, Y et X ne sont
pas des variables observables dans notre problème d’estimation et le code doit être remplacé par un
métamodèle f˜ , plus rapide à évaluer et constituant une bonne approximation de f . Dans cette section,
nous considérons cette approximation comme une perturbation du modèle exact par une fonction δ :
Y˜ = f˜(X) = f(X) + δ,
où la perturbation δ = δ(X, ξ) est une fonction dépendant à la fois de l’entrée du code X et d’une autre
variable aléatoire ξ independante deX. Les résultats de cette section se trouvent dans [J5].
4.3.1 Définition de l’indice de Sobol et de ses estimateurs
Supposons encore que Y˜ n’est pas déterministe et admet un moment d’ordre 2. Nous pouvons alors
considérer l’indice de Sobol par rapport à Xu et relatif au métamodèle :
SuMéta =
Var(E[Y˜ |Xu])
Var(Y˜ )
. (4.21)
Comme précédemment, nous définissons
Y˜ u = f˜(Xu)
où u est un sous ensemble de Ip. Les estimateurs de SuMéta sont alors donnés par
ŜuMéta =
1
N
∑
Y˜j Y˜
u
j −
(
1
N
∑
Y˜j
)(
1
N
∑
Y˜ uj
)
1
N
∑
Y˜ 2j −
(
1
N
∑
Y˜j
)2 et T̂uMéta =
1
N
∑
Y˜j Y˜
u
j −
(
1
N
∑[ Y˜j+Y˜ uj
2
])2
1
N
∑[ Y˜ 2
j
+(Y˜ u
j
)2
2
]
−
(
1
N
∑[ Y˜j+Y˜ uj
2
])2 .
(4.22)
Le but de cette section est de donner des conditions suffisantes sur la perturbation δ pour que ŜuMéta et
T̂uMéta soient asymptotiquement gaussiens et que T̂uMéta soit asymptotiquement efficace dans l’estimation
de l’indice de Sobol Su du modèle exact.
4.3.2 Propriétés asymptotiques
Premier cas : δ ne dépend pas de N
Si SuMéta − Su 6= 0, alors ni ŜuMéta ni T̂uMéta ne sont consistants pour estimer Su. En effet, nous avons la
décomposition suivante
S˜u − Su = (ŜuMéta − SuMéta) + (SuMéta − Su).
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Le premier terme converges p.s. vers 0. d’après le résultat de consistance des estimateurs des indices de
Sobol appliqué à SuMéta (cf. Théorème 4.2). Cependant, le second terme est non nul par hypothèse. De
même pour T̂uMéta.
Cette remarque montre qu’une considération naïve de l’erreur du métamodèle (i.e. avec métamodèle
fixe) n’est pas satisfaisante pour une justification asymptotique de l’utilisation d’un métamodèle. Plus
précisément, il est impossible d’avoir la normalité asymptotique pour ŜuMéta et T̂uMéta dans n’importe quel
cas non trivial si δ ne s’annule pas asymptotiquement. Cela justifie l’examen des cas où δ dépend de N ,
et c’est l’objet de ce qui suit.
Second cas : Var(δN ) converge vers 0 lorsque N →∞
Supposons maintenant que la perturbation δ est une fonction de la taille N de l’échantillon. Ceci entraîne
que f˜ , Y˜ , Y˜ u et SuMéta dépendent de N . Nous utiliserons donc plutôt les notations suivantes δN , f˜N , Y˜N et
Y˜ uN pour insister sur cette dépendance en N . Cependant, pour les estimateurs de SuMéta, nous conservons
les notations ŜuMéta et T̂uMéta définis par (4.22). Supposons que f˜N − f = δN L
2
−→
N→+∞
c pour une constante
c donnée.
Proposition 4.11. Supposons de plus qu’il existe s > 0 et C > 0 tels que
∀N, E
[∣∣∣Y˜N ∣∣∣4+s] < C. (4.23)
Alors
√
N
(
ŜuMéta − SuMéta
) L−→
N→∞
N1
(
0, σ2S
)
et
√
N
(
T˜u − SuMéta
) L−→
N→∞
N1
(
0, σ2T
)
(4.24)
où σ2S et σ2T sont les variances asymptotiques de Ŝu et T̂u données par (4.10) et (4.11).
En réalité, nous sommes intéressés par la distribution asymptotique de
√
N
(
S˜u − Su
)
. Dans le reste de
cette section, nous montrons que la convergence dépend de la vitesse de convergence vers 0 de Var(δN ).
Théorème 4.12 (Consistance et normalité asymptotique pour le métamodèle). Les estimateurs sont
consistants : ŜuMéta
p.s.−→
N→∞
Su et T̂uMéta
p.s.−→
N→∞
Su. De plus, posons
CδN ,N,u = 2Var(Y )1/2 [Cor(Y, δuN )− Cor(Y, Y u)Cor(Y, δN )] + Var(δN )1/2 [Cor(δN , δuN )− Cor(Y, Y u)] ,
où δuN = δN (Xu), et pour toutes v.a. A et B dans L2 de variance non nulle, rappelons que la corrélation
entre A et B est donnée par :
Cor(A,B) = Cov(A,B)√
Var(A),Var(B)
.
Supossons que CδN ,N,u ne tend pas vers 0.
1) Si Var(δN ) = o
( 1
N
)
, alors la normalité asymptotique de S˜u et celle de T˜u pour l’estimation de Su
sont vérifiées, i.e.
√
N(ŜuMéta − Su) L−→
N→∞
N1(0, σ2S) et
√
N(T˜u − Su) L−→
N→∞
N1(0, σ2T ). (4.25)
2) Si NVar(δN )→∞, alors (4.25) est vérifiée.
3) Si CδN ,N,u converge vers une constante C non nulle et que Var(δN ) = γCN + o
( 1
N
)
avec γ ∈ R,
alors √
N(S˜u − Su) L−→
N→∞
N1(γ, σ2S) et
√
N(T̂uMéta − Su) L−→
N→∞
N1(γ, σ2T ).
84 CHAPITRE 4. ANALYSE DE SENSIBILITÉ ET QUANTIFICATION D’INCERTITUDES
Bien sûr si CδN ,N,u converge vers 0, alors la normalité asymptotique de ŜuMéta et T˜u est satisfaite sous
des conditions plus faibles sur Var(δN ).
Proposition 4.13 (Efficacité asymptotique pour le métamodèle). Supposons
(i) ∃s > 0, C > 0 t.q. ∀N, E
[∣∣Y ∣∣4+s] < C et E [∣∣Y˜ ∣∣4+s] < C ;
(ii) NVar(δN )→ 0 ;
(iii)
√
NE[δN ]→ 0.
Alors
(
T̂uMéta
)
N
est asymptotiquement efficace pour estimer Su.
D’après l’inégalité de Minkowski, la première hypothèse implique que E[δ4+sN ] < 2C
1
4+s et la normalité
asymptotique d’après la Proposition 4.11 et le Théorème 4.12.
4.3.3 Applications numériques
Nous étudions la fonction Ishigami [127] définie par :
f(X1, X2, X3) = sinX1 + 7 sin2X2 + 0.1X43 sinX1 (4.26)
où (Xi)i=1,2,3 sont des v.a. i.i.d. de loi uniforme sur [−pi, pi]. Dans le cas où le modèle exact n’est pas
accessible mais que nous disposons uniquement d’un métamodèle f˜N = f + δN , un intervalle de confiance
peut malgré tout être estimé en utilisant les estimateurs ŜuMéta ou T̂uMéta. D’après la Proposition 4.11, le
niveau de confiance de l’intervalle de confiance obtenu devrait être proche de 1−α pour une grande taille
N d’échantillon si, et seulement si, Var(δN ) décroît suffisamment rapidement en N . Dans les paragraphes
suivants, nous travaillons avec l’estimateur ŜuMéta et présentons les estimations des niveaux de confiance
des IC pour le modèle d’Ishigami (4.26) en considérant une perturbation du vrai modèle ainsi qu’un mé-
tamodèle de krigeage par RKHS. Nous avons aussi étudié un métamodèle de régression non paramétrique
dans [J6] que nous ne présentons pas dans ce manuscrit.
Modèle perturbé par une variable de loi de Weibull
Nous considérons ici une autre perturbation du modèle initial :
f˜N (X) = f(X) +
5WX23
Nβ/2
(4.27)
où W est une variable de loi de Weibull de paramètre d’échelle λ = 1 et de paramètre de forme k = 1/2.
Ici, la perturbation dépend des entrées et, puisque pour toute variable d’entrée, CδN ,N,u ne converge
par vers zéro, le Théorème 4.12 établit en particulier que ŜuMéta est asymptotiquement gaussien pour Su
pour β > 1. Ce résultat est illustré pour N = 50000 dans la Figure 4.1. Nous voyons que les couvertures
empiriques des IC de S1 et S2 “sautent” vers 0.95 près de β = 1, tandis que, pour S3, cette couverture
est plus vite proche de 0.95.
Métamodèle RKHS
Dans ce paragraghe, nous prenons comme métamodèle f˜ une interpolation RKHS (Reproducing Ker-
nel Hilbert Space) [225, 227, 228]. De tels métamodèles, aussi connus sous le nom de métamodèles de
krigeage ou processus gaussiens, ont largement été utilisés depuis quelques années pour réaliser l’ana-
lyse de sensibilité de codes de calculs boîtes noires coûteux [176]. Dans certains cas (par exemple, pour
des entrées uniformes ou gaussiennes), il est possible d’établir une expression analytique des indices de
Sobol et ainsi ne pas avoir recours à des schémas d’estimation de type Monte-Carlo [62]. Dans ce qui
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Figure 4.1 – Modèle d’Ishigami donné par (4.26) perturbé par une Weibull. Couvertures empiriques des
IC asymptotiques de S1, S2 et S3, en fonction de β. La taille N de l’échantillon est fixée à 50000, le
nombre R de réplications est de 1000 et le niveau de confiance est donné par 1− α = 0.95.
suit, nous choisissons de procéder à une estimation Monte-Carlo sur le métamodèle RKHS de façon
à illustrer les résultats théoriques obtenus précédemment. En outre, l’approche Monte-Carlo est plus
flexible et applicable pour des lois complexes des entrées. L’interpolateur dépend du plan d’échantillon-
nage ((d1, f(d1)), . . . , (dn, f(dn))), où les points du plan d’échantillonnage initial D = (di)i=1,...,n ⊂ E
sont généralement choisis selon une procédure de remplissage (space-filling), par exemple selon un échan-
tillonage hypercube latin (LHS) [135] ou des tableaux orthogonaux (OA) [193]. Lorsque la taille n du
plan d’échantillonnage initial augmente, le nombre d’évaluations du vrai modèle f augmente aussi (calcul
des (f(di))i=1,...,n) mais conduira aussi à une meilleure qualité de l’interpolation et donc à une erreur de
métamodèle plus faible.
On peut montrer (cf. [227, 173] et preuve dans [J5]) que
Var(δ) 6 Ce−kn1/p
pour des constantes C et k convenables.
Application numérique. Le plan d’échantillonnage initial a été construit par LHS. L’interpolation RKHS
dépend également du choix d’un noyau, que nous choisissons gaussien. Toutes les simulations ont été
réalisées avec le package lhs du logiciel R [208] pour l’échantillonnage du plan d’échantillonnage et le
package mlegp pour le krigeage [102].
En utilisant une régression exponentielle (justifiée numériquement par la Figure 6 dans [J5]), nous obte-
nons que
Var(δN ) ≈ Ĉe−k̂n1/3 (4.28)
où k̂ = 1.91. Maintenant, si nous laissons la taille n de l’échantillon du plan d’échantillonnage initial
dépendre de la taille N de l’échantillon Monte-Carlo intervenant dans l’estimation des indices par la
relation : n = (a lnN)3 pour a > 0, le Théorème 4.12 suggère que les estimateurs des indices de Sobol
pour le métamodèle sont asymptotiquement gaussiens si, et seulement si, N−ak̂+1 → 0 lorsque N → +∞,
i.e.,
a >
1
k̂
= 0.52, (4.29)
puisque k̂ = 1.91. Même s’il n’a pas été rigoureusement prouvé que cette condition est nécessaire et
suffisante (en raison de l’estimation de k et du fait que (4.28) constitue sans doute une limite supérieure,
éventuellement avec des constantes différentes), on devrait observer en pratique que le comportement des
IC empiriques pour de grandes valeurs de N change une fois que cette valeur critique de a est franchie. La
Table 4.2 donne les résultats obtenus pour différentes valeurs de a, certaines sous critiques pour lesquelles
(4.29) n’est pas vérifiée et d’autres sur critiques pour lesquelles (4.29) est vérifiée. Cette table fournit une
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a N n Couv. pour S1 Couv. pour S2 Couv. pour S3
0.4 3000 33 0.10 0.00 0.70
0.4 4000 37 0.08 0.00 0.78
0.4 6000 43 0.26 0.30 0.88
0.4 10000 51 0.28 0.18 0.78
0.4 20000 77 0.28 0.10 0.59
0.6 3000 111 0.79 0.37 0.90
0.6 4000 124 0.80 0.70 0.94
0.6 10000 169 0.92 0.82 0.94
0.6 20000 210 0.93 0.85 0.95
0.7 3000 177 0.93 0.88 0.93
0.7 4000 196 0.90 0.91 0.94
0.7 6000 226 0.94 0.93 0.97
0.8 4000 293 0.95 0.95 0.95
Table 4.2 – Métamodèle RKHS pour la fonction Ishigami donnée par (4.26). Estimation des couvertures
asymptotiques. R = 1000 réplications sont considérées. La couverture théorique est de 0.95.
illustration claire de la conjecture précédente.
4.4 Un cas particulier avec entrées fonctionnelles
Dans cette section, nous proposons dans le cadre très particulier de la régression linéaire, un estimateur
de l’indice de Sobol basé sur des U -statistiques. En raison de sa spécifité, ses performances sont meilleures
que celles de l’estimateur Pick-Freeze comme l’on pouvait s’y attendre. L’étude menée dans cette section
a fait l’objet de la publication [J6].
4.4.1 Contexte et notation
Nous considérons un espace de Hilbert séparable H muni du produit scalaire 〈, 〉 et p processus stochas-
tiques X1, . . . , Xp, centrés à valeurs dans H. Le modèle boîte noire étudié est le modèle de régression
linéaire suivant :
Y = µ+
p∑
i=1
〈βi, Xi〉+ ε. (4.30)
où βi, 1 6 i 6 p sont des éléments de H, µ est un réel et ε est un bruit blanc centré indépendant de
X1, . . . , Xp.
Dans le cas particulier où p = 1, de nombreuses procédures d’estimation de la fonction β ont été proposées.
Par exemple, des estimateurs par splines ont été considérés dans [70], tandis que [50] a introduit des
estimateurs par projection seuillés. Des procédures optimales pour de la prédiction point par point dans
le modèle de régression linéaire fonctionnel ont été proposées par [48]. Les auteurs de [51] et [113] réalisent
une analyse par composantes principales (ACP) du processus d’entrée X : β est alors estimé dans un
espace de dimension finie engendré par les m premières fonctions propres de l’opérateur de covariance
empirique de X. Nous renvoyons aussi à la revue [52] et aux références qu’elle contient.
Notre approche est basée sur la décomposition de Karhunen-Loève des processusXi (voir [172, 44, 206, 24,
68]).Étant donnée cette décomposition, nous construisons des estimateurs naturels des indices de Sobol
basés sur les U -statistiques dont nous prouvons qu’ils sont asymptotiquement gaussiens et efficaces. Cette
approche est aussi celle adoptée par [51] pour prouver un TCL pour des estimateurs de β.
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4.4.2 Modèle de régression linéaire simple
Supposons ici que p = 1 et considérons donc le modèle suivant :
Y = µ+ 〈β,X〉+ ε. (4.31)
Le résultat pour la régression multiple s’obtient aisément en appliquant la procédure qui suit à toutes les
variables d’entrée. Supposons de plus que E
[
‖X‖2
]
< ∞. Ainsi l’opérateur de covariance de X, défini
pour tout f ∈ H par Γ(f) = E [〈X, f〉X], est Hilbert-Schmidt et donc diagonalisable via la décomposition
de Karhunen-Loève dans une base orthonormée de fonctions propres (ϕl)l>1, dont les valeurs propres
(λl)l>1 classées par ordre décroissant sont telles que
∑∞
l=1 λl < +∞. Voir, par exemple, [168, 169, 138].
Plus précisément,
X =
∞∑
l=1
√
λlξlϕl
et par conséquent, 〈X,ϕl〉 =
√
λlξl. Les variables (ξl)l>1 sont centrées, décorrélées et de variance 1.
Nous supposons ici que les valeurs propres et les fonctions propres de la décomposition sont connues.
Cette hypothèse semble raisonnable puisque dans le contexte de l’AS, nous supposons généralement les
distributions des paramètres d’entrée connues. La décomposition de Karhunen-Loève est connue pour
certaines distributions classiques (quelques exemples sont donnés dans la Section 2 de [J6]). Par exemple,
lorsque X est un processus gaussien, les variables (ξl)l>1 sont des variables i.i.d. gaussiennes standard.
Dans le cas contraire où les distributions des entrées sont inconnues, il conviendrait au préalable de
procéder à l’estimation des valeurs propres et des fonctions propres la décomposition de Karhunen-Loève
à partir d’observation des processus d’entrées. Cette étape supplémentaire ne fait pas l’objet de notre
étude.
L’indice de Sobol SXLin et son estimation par des U-statistiques d’ordre 2
Puisque E[Y |X] = µ+ 〈β,X〉, il vient que l’indice de Sobol associé à X est donné par
SXLin =
Var(〈β,X〉)
Var(Y ) .
En décomposant β dans la base des fonctions propres, nous obtenons β =
∑∞
l=1 γlϕl et le numérateur
NXLin de l’indice de Sobol SXLin est donné par
NXLin = Var(E[Y |X]) = Var(〈β,X〉) = E[〈β,X〉〈β,X〉] = 〈β,Γ(β)〉 =
∞∑
l=1
λlγ
2
l .
Or, nous avons aussi
E[Y X] = E[〈X,β〉X] = Γ(β) =
∞∑
l=1
λlγlϕl.
et donc γl = 〈E[Y X], ϕl〉/λl que l’on estimera par son estimateur empirique sans biais :
γ̂l =
1
λl
1
N
N∑
j=1
〈Xj , ϕl〉Yj ,
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où (Xj , Yj)16j6N est un N -échantillon i.i.d. distribué selon la loi de (X,Y ), avec X ∈ H et Y ∈ R, suivant
le modèle (4.31). Pour tout m ∈ N∗, nous introduisons alors la U -statistique d’ordre 2 :
N̂XLin,m =
m∑
l=1
1
λl
1
N(N − 1)
∑
16j 6=j′6N
〈Xj , ϕl〉Yj〈Xj′ , ϕl〉Yj′ . (4.32)
Nous avons E[N̂XLin,m] =
∑m
l=1 λlγ
2
l , i.e. N̂XLin,m est un estimateur biaisé de NXLin. En divisant N̂XLin,m par
la variance empirique de Y , nous obtenons un estimateur de SXLin, noté ŜXLin,m.
Dans la suite de cette section, nous étudions ses propriétés asymptotiques et proposons une valeur m
adaptée pour la troncature.
Propriétés asymptotiques de ŜXLin,m
D’après la décomposition de Hoeffding [120] de la U -statistique N̂XLin,m, nous obtenons le résultat suivant.
Théorème 4.14 (Normalité asymptotique de ŜXLin,m). Supposons que E[‖X‖4] < +∞, que E[ε4] < +∞
et enfin que
sup
l>1
E[ξ4l ] < +∞. (4.33)
Prenons m = m(N) =
√
Nh(N), où h(N) satisfait : h(N) → 0 et ∀α > 0, Nαh(N) → +∞ lorsque
n→ +∞. Supposons qu’il existe C > 0 et δ > 1 tels que
∀l > 1, λl 6 Cl−δ.
Alors √
N
(
ŜXLin,m − SX
) L−→
N→∞
N1
(
0, Var(U)(Var(Y ))2
)
où U = 2Y 〈X,β〉 − SX(Y − E[Y ])2.
Notons que la condition (4.33) est satisfaite lorque X est un processus gaussien, puisque dans ce cas, les
variables (ξl)l>1 sont des gaussiennes standard i.i.d. Dans le cas où la variance de Y est connue, il n’est
pas nécessaire de l’estimer par la variance empirique. Il suffit de normaliser l’estimation du numérateur
par Var(Y ).
Proposition 4.15 (Efficacité asymptotique de ŜXLin,m). Sous les hypothèses du Théorème 4.14, la suite
d’estimateurs
(
ŜXLin,m
)
N
est asymptotiquement efficace pour estimer SXLin.
4.4.3 Comparaison avec les estimateurs Pick-Freeze
Supposons que le couple (X,Y ) suit le modèle (4.30), avec X = (X1, . . . , Xp). Soit X ′ = (X ′1, . . . , X ′p)
une copie i.i.d. de X. Pour tout i ∈ Ip, soit Y Xi , notée simplement Y i, la version Pick-Freeze relative à
Xi définie par
Y i = Y Xi = µ+ 〈Xi, βi〉+
p∑
i′=1,i′ 6=i
〈X ′i′ , βi′〉+ ε′,
où ε′ est une copie i.i.d. de ε. En vue de la construction de l’estimateur Pick-Freeze, nous considérons le
plan d’expérience donné par (Y1, . . . , YN ) où les Yj sont des copies i.i.d. de Y et pour tout i ∈ Ip, soient
(Y i1 , . . . , Y iN ) N copies i.i.d. de Y i. L’estimateur Pick-Freeze T̂UPF de SU s’obtient en suivant la démarche
de la Section 4.2.6 et nous avons le résultat suivant
√
N
(
T̂UPF − SU
) L−→
N→∞
Np (0,ΓPF) .
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où ΓPF =
(
Cov(V i,V i′ )
(Var(Y ))2
)
i,i′=1...p
et V i = Y Y i − SXi [Y 2 +∑pi”=1(Y i”)2] /(p+ 1).
Notre but est de comparer la variance limite ΓLin apparaissant dans le TCL pour l’estimateur basé sur
les U -statistiques à T̂UPF dont on obtient assez facilement des expressions explicites.
Le plan d’expérience de Sobol requiert (p + 1)N observations pour estimer les p indices. De façon à
avoir une comparaison juste des deux méthodes, nous considérons que nous avons (p+ 1)N observations
i.i.d. issues du modèle (4.30) pour estimer les indices de Sobol dans chacune des deux méthodes et nous
sommes conduits à étudier
D = (p+ 1)ΓPF − ΓLin.
Pour ce faire, nous calculons les valeurs propres de D et déterminons si cette dernière est définie positive.
Si elle ne l’est pas, nous étudions uniquement le signe de ses termes diagonaux qui correspondent à la
différence des variances asymptotiques obtenue par les deux méthodes.
Exemple 4.16. Supposons que µ = 0 et que pour i = 1, . . . , p avec p > 2,
〈Xi, βi〉 ∼ N1(0, 1).
Pour p > 2, la matrice D n’est ni définie positive ni définie négative. En outre, nous montrons que
Di,i > 0 pour tout i ∈ Ip et que la variance de chaque estimateur de Sobol par la méthode Pick-Freeze est
plus grande que celle obtenue par l’estimateur basé sur les U -statistiques.
4.5 Les indices de Sobol pour sorties vectorielles et fonction-
nelles
Afin de motiver le travail de cette section et la nécessité de définir proprement des indices de Sobol lorsque
la sortie est vectorielle voire fonctionnelle, nous commençons par étudier un exemple.
Exemple 4.17. Considérons le modèle non linéaire suivant :
Y = fa,b(X1, X2) =
(
fa,b1 (X1, X2)
fa,b2 (X1, X2)
)
=
(
X1 +X1X2 +X2
aX1 + bX1X2 +X2
)
(4.34)
où X1 et X2 sont des v.a. gaussiennes standard indépendantes.
Calculons d’abord les indices de Sobol tels que nous les avons définis pour les sorties scalaires en Section
4.2 : Si(fa,bk ) de f
a,b
k par rapport à Xi pour i, k = 1, 2. Nous obtenons
(S1(fa,b1 ), S1(f
a,b
2 )) = (1/3, a2/(1 + a2 + b2))
(S2(fa,b1 ), S2(f
a,b
2 )) = (1/3, 1/(1 + a2 + b2)).
de telle sorte que les ratios S1(fa,bk )/S2(f
a,b
k ) pour k = 1, 2 ne dépendent pas de b. De plus, pour |a| > 1,
puisque ce ratio est supérieur ou égal à 1, X1 semble avoir plus d’influence sur la sortie que X2.
Maintenant réalisons une analyse de sensibilté sur la norme 2 de la sortie. Nous obtenons facilement :
S1(‖Y ‖2) > S2(‖Y ‖2) ⇐⇒ (a− 1)(a3 + a2 + 5a+ 5− 4b) > 0.
Ainsi pour ‖Y ‖2, la région où X1 est la variable la plus influente dépend de la valeur de b. Cette region
n’est pas intuitive. Elle est représentée dans la Figure 1 de [J7].
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Ainsi l’étude de la norme 2 de la sortie n’est pas satisfaisante tandis que l’interprétation du vecteur des
indices de Sobol scalaires n’est pas facile, comme nous venons de le voir. Une dernière motivation pour
introduire de nouveaux indices de Sobol est liée au problème statistique de leur estimation. En effet,
lorsque la dimension augmente, l’estimation du vecteur des indices Sobol scalaires devient de plus en
plus coûteuse. Cela renforce le fait qu’il est nécessaire de définir des indices de Sobol résumant toute
l’information contenue dans la collection des indices scalaires. C’est ce que nous nous proposons de faire
dans cette section. Les résultats et preuves peuvent être consultés dans [N2] et [J7].
4.5.1 Généralisation de l’indice de Sobol
Dans cette section, le code est donné comme précédemment par (4.1) mais la fonction boîte noire est
maintenant à valeurs dans Rk. L’objectif de cette section reste le même : déterminer les variables les plus
influentes. Nous supposons que Y est de carré intégrable. Sans perte de généralité, nous supposerons en
outre que la matrice de variance-covariance de Y est définie positive.
De la même façon que dans la Section 4.2.1, Y peut être décomposé selon la décomposition de Hoeffding
[249] :
Σ = Cu + C∼u + Cu,∼u. (4.35)
Ici Σ, Cu, C∼u et Cu,∼u représentent les matrices de variance-covariance de Y , fu(Xu), f∼u(X∼u) et
fu,∼u(Xu, X∼u) respectivement. Alors, (4.35) peut être ramenée dans R en prenant la trace :
Tr(Σ) = Tr(Cu) + Tr(C∼u) + Tr(Cu,∼u).
Ceci suggère de définir, du moment que Tr(Σ) 6= 0, la mesure de sensibilité relative de Y par rapport à
Xu comme
Su,k = Tr(C
u)
Tr(Σ) .
Notons que nous obtenons les mêmes indices de sensibilité que ceux introduits dans [153] et basés sur
une ACP. Remarquons que la condition Tr(Σ) 6= 0 (nécessaire pour que les indices soient bien définis) est
satisfaite dès que Y n’est pas constante. La proposition suivante est immédiate.
Proposition 4.18.
1) Les indices somment à 1 : Su,k + S∼u,k + Su,∼u,k = 1.
2) 0 6 Su,k 6 1.
3) Su,k est invariant par toute composition à gauche de Y par une isométrie de Rk i.e. pour toute
matrice O de taille k t.q. O>O = Idk, Su(OY ) = Su,k ;
4) Su,k est invariant par toute composition à gauche de f par un changement d’échelle i.e. pour tout
λ ∈ R, Su(λY ) = Su,k.
5) Pour k = 1 et tout M 6= 0, nous retrouvons les indices de Sobol scalaires : Su,1 = Su.
Remarquons que pour toute matrice carrée M de taille k telle que Tr(MΣ) 6= 0, l’indice défini par
Su(M) = Tr(MC
u)
Tr(MΣ)
satisfait les propriétés 1), 2) et 5) de la proposition précédente. Cependant, seul le choix canonique
M = λIdk (λ ∈ R∗) remplit les propriétés d’invariance.
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Exemple 4.17 (suite). Reprenons maintenant le modèle défini par (4.34) afin d’illustrer ces nouveaux
indices. Nous avons
S1,2(fa,b) = 1 + a
2
4 + a2 + b2 et S
2,2(fa,b) = 24 + a2 + b2
et de manière évidente
S1,2(fa,b) > S2,2(fa,b) ⇐⇒ a2 > 1. (4.36)
Ce résultat a une interprétation naturelle : puisque X1 est multiplié par a, il a plus d’infuence si on
agrandit son support i.e. dès que |a| > 1.
Quid de l’unicité ?
Nous montrons maintenant qu’il est possible de construire d’autres indices ayant les même propriétés
d’invariance que Su,k. A cet effet, nous considérons (4.35) selon un autre angle de façon à avoir une
définition naturelle d’un indice de Sobol matriciel par rapport aux variables Xu :
BCuA (4.37)
pour toutes matrices A et B telles que AB = Σ−1. Tout d’abord, notons que cet indice est une matrice
carrée de taille k. Ensuite, toute combinaison convexe d’indices de Sobol matriciels de la forme (4.37) est
encore un bon candidat pour définir un indice de Sobol matriciel par rapport à Xu.
Afin de garantir que l’indice de Sobol matriciel a une définition consistante, nous devons exiger un peu
plus. En premier lieu, une condition raisonnable est que l’indice de Sobol matriciel est une matrice
symétrique : l’influence de l’entrée Xi sur les coordonnées k et l de la sortie Y doit être la même que
l’influence de l’entrée Xi sur les coordonnées l et k de Y . Deuxièmement, l’indice de Sobol matriciel doit
partager les propriétés de l’indice scalaire Su,1. Autrement dit, il doit être invariant par toute isométrie,
changement d’échelle et translation. Cela conduit à l’indice de Sobol matriciel suivant
Tu,k := T u,k,µ
?
= 12
(∫
Hk
(OP )t
(
Σ−1Cu + CuΣ−1
)
OPµ?(dP )
)
=
Tr
(
Σ−1Cu
)
k
Ik (4.38)
où µ? la loi uniforme sur un ensemble fini du groupe Hk des matrices de permutations signées de longueur
k. Cf. [J7] pour les détails du raisonnement. Remarquons que cet indice dépend uniquement de la quantité
Tr
(
Σ−1Cu
)
/Tr(Ik), facile à interpréter.
Comparaison entre Su,k et Tu,k
La question naturelle qui se pose maintenant est la suivante. Quel indice doit être préféré entre Su,k
et Tu,k ? Il n’existe pas de réponse universelle a priori. Cependant, d’un point de vue statistique, Tu,k
présente un désavantage majeur : son estimation requiert celle de l’inverse d’une matrice de variance-
covariance Σ−1 qui peut s’avérer délicate. A contrario, celle de Su,k nécessite seulement l’estimation
de traces de matrices de variance-covariance. En outre, l’exemple suivant montre que Tu,k peut même
s’avérer inutile dans certains cas particuliers.
Exemple 4.17 (suite). Considérons à nouveau le modèle défini par (4.34). Facilement, nous avons
T 1,2 = (b− a)
2 + (a− 1)2
4[(b− a)2 + (a− 1)(b− 1)]I2, T
2,2 = (b− 1)
2 + (a− 1)2
4[(b− a)2 + (a− 1)(b− 1)]I2.
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Donc
T 1,2 > T 2,2 ⇐⇒ (a− 1)(a− 2b+ 1) > 0
tandis que nous avions obtenu précédemment le résultat bien plus intuitif (4.36). De plus, T u,2 n’est pas
informatif puisque pour a = 1, les indices T 1,2 et T 2,2 satisfont
T 1,2 = T 2,2 = 14I2
et ne dépendent pas de b.
Ainsi, il semble que Su,k constitue un indice de sensibilité plus pertinent. Dans la suite de cette section,
nous nous focaliserons sur Su,k et son estimation.
4.5.2 L’estimateur Pick-Freeze de Su,k et ses propriétés
Dans cette section, nous proposons un estimateur Pick-Freeze pour le cas vectoriel qui généralise l’esti-
mateur T̂u défini par (4.9). Nous reprenons les notations précédentes et notons Yl,j (resp. Y ul,j) la l-ème
coordonnée de Yj (resp. Y uj ). Nous définissons alors l’estimateur de Su,k par le ratio des traces des versions
empiriques des matrices de covariance Cu et Σ :
Ŝu,k =
Tr
(
ĈuN
)
Tr
(
Σ̂N
) . (4.39)
Proposition 4.19 (Consistance et normalité asymptotique de Ŝu,k). Par la loi forte des grands nombres,
l’estimateur Ŝu,k converge p.s. vers Su,k quand N → +∞. Supposons en outre que E[Y 4l ] <∞ pour tout
l = 1, . . . , k et posons
Ul = (Yl,1 − E[Yl])(Y ul,1 − E[Yl]), Vl = (Yl,1 − E[Yl])2 + (Y ul,1 − E[Yl])2.
Alors √
N
(
Ŝu,k − Su,k
) L−→
N→∞
N1
(
0, σ2
)
(4.40)
où
σ2 = a2
∑
l,l′∈Ik
Cov(Ul, Ul′) + b2
∑
l,l′∈Ik
Cov(Vl, Vl′) + 2ab
∑
l,l′∈Ik
Cov(Ul, Vl′), (4.41)
avec a =
(∑k
l=1 Var(Yl)
)−1
et b = −(a/2)Su,k.
Proposition 4.20 (Efficacité asymptotique de Ŝu,k). Supposons que E[Y 4l ] <∞ pour l = 1, . . . , k. Alors(
Ŝu,k
)
N
est asymptotiquement efficace pour estimer Su,k.
De même que dans la Section 4.2.4, il est possible d’établir des inégalités de concentration pour Ŝu,k.
Voir [J7].
4.5.3 Les indices de Sobol pour sorties fonctionnelles
En pratique, il arrive aussi que la sortie du code boîte noire soit une fonction. Il est donc intéressant
d’étendre la définition des indices de Sobol aux sorties fonctionnelles. C’est l’objet de cette section.
Définition d’un indice pour sorties fonctionnelles
Soit H un espace de Hilbert séparable muni du produit sclaire 〈·, ·〉 et de la norme ‖·‖. Soit f une
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fonction à valeurs dans H, i.e., Y et Y u sont des variables aléatoires à valeurs dnas H. Supposons que
E
[
‖Y ‖2
]
<∞. Rappelons que E [Y ] est défini par dualité comme l’unqiue élément de H satisfaisant
E [〈h, Y 〉] = 〈h,E[Y ]〉 pour tout h ∈ H.
Rappelons que l’opérateur de covariance associé à Y est l’endomorphisme Γ de H défini, pour tout h ∈ H
par Γ(h) = E[〈Y, h〉Y ]. Rappelons aussi que E
[
‖Y ‖2
]
<∞ implique que Γ est alors un opérateur de type
trace et que sa trace est bien définie.
Nous généralisons la définition de Su,k introduite en Section 4.5.1 aux sorties fonctionnelles de la façon
suivante :
Su,∞ = Tr(Γu)Tr(Γ) ,
où Γu est l’endomorphisme de H défini par Γu(h) = E [〈Y u, h〉Y ] pour tout h ∈ H.
Estimation de Su,∞
Pour mettre en place, la procédure d’estimation de l’indice Su,∞, nous utilisons la décomposition polaire
des traces de Γ et Γu :
Tr(Γ) = E
[
‖Y ‖2
]
− ‖E[Y ]‖2 et Tr(Γu) = 14
[
E
[
‖Y + Y u‖2
]
− E
[
‖Y − Y u‖2
]
− 4 ‖E [Y ]‖2
]
.
Soit maintenant (ϕl)16l une base orthonormale de H. Alors
‖Y ‖2 =
∞∑
i=1
〈Y, ϕi〉2.
Nous tronquons ensuite les sommes précédentes et posons
‖Y ‖2m :=
m∑
i=1
〈Y, ϕi〉2 et ‖Y u‖2m :=
m∑
i=1
〈Y u, ϕi〉2.
Cela revient à tronquer le développement de Y à un niveau donné m. Soit Ym l’approximation associée
de Y :
Ym =
m∑
l=1
〈Y, ϕi〉ϕl,
vue comme un vecteur de longueur m. Nous allons maintenant appliquer les résultats de la Section 4.5.2
à Ym. Ainsi, l’estimateur de Su,∞ est défini de la manière suivante :
Ŝu,∞m =
1
4N
∑N
i=1
(
‖Yi + Y ui ‖2m − ‖Yi − Y ui ‖2m −
∥∥Y + Y u∥∥2
m
)
1
N
∑N
i=1
(
‖Yi‖2m+‖Y ui ‖2m
2 −
∥∥∥Y+Y u2 ∥∥∥2
m
) .
Propriétés asymptotiques
Nous procédons ensuite comme dans [J6] en décomposant les termes précédents en termes de U -statistiques
d’ordre 2 totalement dégénérée, de termes linéaires centrés et de restes déterministes. Cela conduit au
résultat suivant.
Théorème 4.21. Supposons qu’il existe δ > 1 et δ′ > 1 tesl que
E
[〈T, ϕl〉2] = O(l−(δ+1)) et E [〈T, φl〉4] = O(l−δ′) (4.42)
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pour T = Y , Y u, Y − Y u et Y + Y u. Alors pour tout m = m(N) tel que : m(N)/N 12δ → +∞ et
m(N)/
√
N → 0, nous avons √
N(Ŝu,∞m − Su,∞) L−→
N→∞
N1(0, σ2) (4.43)
où σ2 est explicitement donné dans [J7].
4.6 Au-delà de la variance et de l’ordre 2
Les indices de Sobol et leur estimation Pick-Freeze Monte-Carlo sont des méthodes bâties sur des moments
d’ordre 2 maximum puisqu’elles découlent de la décomposition de Hoeffding (e.g., (4.2), (4.35)). Il peut
s’avérer judicieux de considérer des indices prenant en compte toutes les caractéristiques des lois. A titre
d’illustration, considérons l’exemple suivant.
Exemple 4.22. Considérons le modèle linéaire suivant :
Y = αX1 +X2, α > 0, (4.44)
où X1 suit une loi de Bernoulli de paramètre 0 < p < 1, X2 est une variable continue de FR F2 sur R
telle que E[X2] = αp et Var(X2) = α2p(1−p) et X1, X2 sont indépendantes. On peut facilement voir que
αX1 et X2 ont alors la même espérance et la même variance. Ainsi, elles ont aussi les mêmes indices de
Sobol (=1/2). Cependant, n’ayant pas la même distribution, X1 et X2 ne doivent certainement pas avoir
la même influence sur la sortie. Cette différence n’est pas lisible dans les indices de Sobol.
Cela montre la nécessité d’introduire un indice de sensibilité prenant en compte toute la distribution et
pas seulement le comportement au second ordre. Comme discuté précédemment, les indices de Sobol sont
fondés sur une décomposition L2. Ils sont donc bien adaptés pour mesurer la contribution d’une entrée
du code à la déviation autour de la moyenne de Y . Néanmoins, il semble très intuitif par exemple que
la sensibilité d’un quantile extrême de Y nesoit pas correctement expliquée en utilisant seulement les
variances. Ainsi, chaque objectif devrait faire appel à un indice spécifique adapté.
Comme souligné dans [36, 38, 39, 192, 191], dans certains cas pratiques, des méthodes d’ordre supérieur
conduisent à une analyse plus fine sur l’influence relative de chacune des entrées et mènent à des procédures
de sélection des variables influentes plus précises. Dans cette veine, Owen et ses co-auteurs suggèrent
d’utiliser des procédures basées sur des moments plus élevés (voir [192, 191]). L’objectif de cette section
reste le même : déterminer les variables les plus influentes. Dans cette section, nous revisitons le travail de
Owen [192, 191] en étudiant les propriétés asymptotiques de l’estimateur Pick-Freeze d’ordre supérieur.
Puis, nous proposons un nouvel indice basé sur la distance de Cramér-von Mises entre la distribution de
Y et sa distribution conditionnelle lorsqu’une entrée (ou un ensemble d’entrées) est fixé. L’étude menée
dans cette section a fait l’objet de la publication [J14].
4.6.1 Une première piste vers la généralisation des indices de Sobol
Tout d’abord remarquons que le numérateur de l’indice de Sobol défini en (4.4) peut se réécrire de la
façon suivante :
Var (E [Y |Xu]) = E
[
(E[Y |Xu]− E[Y ])2
]
= Var(Y )− E
[
(E[Y ]− E [Y |Xu])2
]
. (4.45)
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Comme expliqué précédemment, nous suivons [192, 191] et généralisons les indices de Sobol en considérant
des moments q, pour q > 2 :
Suq :=
E [(E[Y |Xu]− E[Y ])q]
Var(Y ) , pour u ⊂ Ip.
Evidemment, Suq est positif dès que q est pair, est invariant par toute translation de la sortie Y , de plus
∣∣Suq ∣∣ 6 E [|Y − E[Y ]|q]Var(Y ) .
Estimation de Suq
En vue de l’estimation de Suq , remarquons que
E [(E[Y |Xu]− E[Y ])q] = E
[
q∏
i=1
(
Y u,i − E[Y ])] = q∑
l=0
(
q
l
)
(−1)q−lE [Y ]q−l E
[
l∏
i=1
Y u,i
]
avec la convention usuelle
∏0
i=1 Y
u,i = 1 et
(
q
l
)
= q!/l!(q − l)!. Ici, Y u,1 = Y et i = 2, . . . , q, Y u,i est une
copie indépendante de Y v, la version Pick-Freeze de Y , définie en (4.5).
Ensuite, nous utilisons une nouvelle fois un schéma Monte-Carlo et considérons le plan d’expérience Pick-
Freeze suivant constitué d’un échantillon de taille N :
(
Y u,ij
)
(i,j)∈Iq×IN
de
(
Y u,1, . . . , Y u,q
)
. L’estimateur
de Suq est alors donné par
Ŝuq =
∑q
l=0
(
q
l
)
(−1)q−l
(
P
u
1
)q−l
P
u
l
1
N
∑N
j=1
1
q
∑q
i=1(Y
u,i
j )2 −
(
1
N
∑N
j=1
1
q
∑q
i=1 Y
u,i
j
)2
où pour tout N ∈ N∗, j ∈ IN et l ∈ Iq,
Pul,j =
(
q
l
)−1 ∑
k1<...<kl∈Iq
(
l∏
i=1
Y u,kij
)
et Pul =
1
N
N∑
j=1
Pul,j .
Ainsi nous avons généralisé la procédure d’estimation de [100] et mis à profit toute l’information contenue
dans l’échantillon en faisant des moyennes sur les ensembles d’indices k1, . . . , kl ∈ Id, kn 6= km.
Théorème 4.23 (Consistance et normalité asymptotique de Ŝuq ). Ŝuq est consistant pour estimer Suq et
il est aussi asymptotiquement gaussien :
√
N
(
Ŝuq − Suq
) L−→
N→∞
N1
(
0, σ2q
)
où σ2q s’exprime de façon analytique (cf. [J14]).
Interprétation et commentaires
La collection de tous les indices
(
Suq
)
q
est beaucoup plus informative que l’indice de Sobol classique
par rapport à u. Néanmoins, elle a plusieurs inconvénients. Tout d’abord, ces indices sont basés sur les
moments et deviennent instables lorsque l’ordre augmente. Ensuite, ils peuvent être négatifs quand q
est impair. Pour pallier ce problème, on peut introduire E [|E[Y |Xu]− E[Y ]|q] mais alors la procédure
d’estimation Pick-Freeze ne pourrait être mise en œuvre. Enfin, la procédure d’estimation Pick-Freeze
devient très coûteuse et peut être instable. En effet, elle nécessite un échantillon de taille q × N de la
sortie Y . Afin d’avoir une bonne idée de l’influence d’une entrée (ou d’un ensemble d’entrées) sur la loi de
96 CHAPITRE 4. ANALYSE DE SENSIBILITÉ ET QUANTIFICATION D’INCERTITUDES
la sortie, nous devons estimer les K − 1 premiers indices Suq : Su2 , . . . , SuK . Par conséquent, nous devons
évaluer le code K ×N fois. En conclusion, ces indices ne sont pas attrayants d’un point de vue pratique.
Dans la section suivante, nous introduisons un nouvel indice de sensibilité qui est basé sur la distribution
conditionnelle de la sortie et nécessite seulement 3×N évaluations de la sortie.
4.6.2 Définition des indices de Cramér-von Mises
La sortie du code est désormais notée Z = f(X1, . . . , Xp) ∈ Rk. Il est important de noter que nous
pouvons considérer des sorties vectorielles contrairement au contexte de la Section 4.6.1 et [40]. Soit F
la FR de Z :
F (t) = P (Z 6 t) = E
[
1{Z6t}
]
, pour t = (t1, . . . , tk) ∈ Rk
et Fu la FR de Z conditionnellement à Xu :
Fu(t) = P (Z 6 t|Xu) = E
[
1{Z6t}|Xu
]
, pour t = (t1, . . . , tk) ∈ Rk.
Ici 6 désigne l’ordre lexicographique sur Rd et {Z 6 t} signifie donc {Z1 6 t1, . . . , Zk 6 tk}. Puisque
pour tout t ∈ Rk, Y (t) = 1{Z6t} est une v.a. scalaire, nous pouvons appliquer la procédure présentée en
Section 4.2 et réaliser la décomposition de Hoeffding de Y (t) :
Var(Y (t)) = F (t)(1− F (t)) = E
[
(F v(t)− F (t))2
]
+ E
[
(F∼v(t)− F (t))2
]
+ Var(R(t, v)) (4.46)
où R(t, v) désigne le reste. Il reste à intégrer chaque terme de (4.46) en t ∈ Rk par rapport à la loi de Z
et à normaliser pour obtenir :
Su2,CVM :=
∫
Rk E
[
(F (t)− Fu(t))2
]
dF (t)∫
Rk F (t)(1− F (t))dF (t)
et S∼u2,CVM :=
∫
Rk E
[
(F (t)− F∼u(t))2
]
dF (t)∫
Rk F (t)(1− F (t))dF (t)
.
Ces indices sont naturellement adaptés aux sorties vectorielles et satisfont les mêmes propriétés que les
indices de Sobol. A savoir,
1) les différentes contributions somment à 1.
2) ils sont invariants par translation, isométrie et par tout changement d’échelle non dégénéré des
composantes de Y .
4.6.3 Estimation de Su2,CVM et propriétés asymptotiques
Le procédure d’estimation se fait selon deux schémas Monte-Carlo en considérant le plan d’expériences
suivant.
1) Un échantillon classique Pick-Freeze de taille N de Z : (Zu,1j , Z
u,2
j ), 1 6 j 6 N ;
2) Un troisième échantillon de taille N de Z indépendant de (Zu,1j , Z
u,2
j )16j6N : Wk, 1 6 k 6 N .
Le numérateur de Su2,CVM est estimé par
1
N
N∑
k=1
 1N
N∑
j=1
1{Zu,1
j
6Wk}1{Zu,2j 6Wk} −
 1
2N
N∑
j=1
(
1{Zu,1
j
6Wk} + 1{Zu,2j 6Wk}
)2
 , (4.47)
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tandis que son dénominateur est estimé par
1
N
N∑
k=1
 12N
N∑
j=1
(
1{Zu,1
j
6Wk} + 1{Zu,2j 6Wk}
)
−
 1
2N
N∑
j=1
(
1{Zu,1
j
6Wk} + 1{Zu,2j 6Wk}
)2
 . (4.48)
Théorème 4.24 (Consistance et normalité asymptotique de Ŝu2,CVM ). La suite des estimateurs Ŝu2,CVM
est asymptotiquement gaussienne pour estimer Su2,CVM lorsque N tend vers l’infini : la variable aléatoire√
N
(
Ŝu2,CVM − Su2,CVM
)
converge en loi vers une variable aléatoire centrée gaussienne dont la variance
limite s’exprime explicitement. Cf. équation (12) dans [J14].
Lorsque Z a des coordonnées indépendantes absolument continues par rapport à la mesure de Lebesgue,
nous avons ∫
Rk
F (t)(1− F (t))dF (t) = E[F (Z)(1− F (Z)] = 12k −
1
3k ,
et le terme de normaliation est simplement égal à 12k − 13k . Dans ce cas particulier, il suffit donc d’établir
un TCL pour l’estimateur du numérateur de l’indice Ŝu2,CVM .
4.6.4 Commentaires sur les indices de Cramér-von Mises et leur estimation
Indices de Cramér-von Mises et indices de Sobol
Les indices de Cramér-von Mises, de même que les indices de Sobol, sont basés sur la décomposition de
Hoeffding et somment à 1. Comme nous l’avons déjà dit, les premiers sont basées sur la distribution de
la sortie, en contraste avec les seconds qui ne prennent en compte que le moment d’ordre 2. Comme nous
l’avons vu dans l’exemple introductif, deux variables peuvent avoir une influence différente sur la sortie
mais les mêmes indices Sobol. Ce point représente une limite des indices Sobol et ne se produit pas avec
les indices Cramér-von Mises comme on peut le voir dans l’Exemple 4.22.
En outre, un indice de Sobol nul ne signifie pas que l’entrée n’est pas importante tandis qu’un indice de
Cramér-von Mises nul signifie que l’entrée n’est pas importante. Par définition, une grande valeur pour
un indice de Cramér-von Mises signifie que la variable d’entrée concernée a une grande influence sur la
sortie dans les régions portées par la distribution de la sortie.
Indices de Cramér-von Mises et indices indépendants des moments
Il existe déjà dans la littérature plusieurs indices indépendants des moments : certains d’entre eux ont été
introduits par Borgonovo et ses co-auteurs (e.g., des indices basés sur la densité [38], des indices basés sur
la fonction de répartition [41]). Voir aussi [37] pour d’autres indices et des références. Plus récemment, Da
Veiga [75] montre que ces indices sont des cas particuliers d’une classe d’indices de sensibilité basés sur la
f -divergence de Csizár. De nombreuses “ distances” classiques entre les mesures de probabilité, comme,
par exemple, la divergence de Kullback-Leibler, la distance de Hellinger et la distance en variation totale
appartiennent à cette famille de divergences. D’autres mesures de dissimilarité existent pour comparer
les distributions de probabilités : en particulier, les mesures de probabilité intégrales [185]. Ces indices
sont estimés efficacement en faibles dimensions, mais comme l’affirme l’auteur de [75] : “it is well known
that density estimation suffers from the curse of dimensionality”. En revanche, comme nous l’avons vu,
on peut facilement estimer les indices de Cramér-von Mises avec un faible coût de simulation qui ne
dépend pas de la dimension de la sortie. L’échantillon requis pour leur estimation fournit également une
estimation des indices de Sobol. En outre, ces estimateurs sont asymptotiquement normaux et convergent
à la vitesse
√
N , ce qui permet en pratique de construire des IC.
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Comparativement aux indices définis par l’équation (17) dans [41] pour lesquels l’intégration se fait par
rapport à la mesure de Lebesgue, celle intervenant dans les indices de Cramér-von Mises se fait par
rapport à la distribution de la sortie. En ce sens, notre méthode présente au moins deux avantages :
(i) l’indice existe toujours quelle que soit la distribution de la sortie (ii) une telle intégration charge le
support de la distribution de la sortie.
4.6.5 Applications numériques
Exemple 4.22 (suite) Considérons à nouveau le modèle défini par (4.44). Calculons maintenant les
indices de Cramér-von Mises. La FR de Y est donnée par le mélange pF2(· − α) + (1 − p)F2(·), ce qui
conduit à
S12,CVM = 6p(1− p)
∫
R
(F2(t)− F2(t− α))2 [(1− p)dF2(t) + pdF2(t− α)]
et
S22,CVM = 1− 6p(1− p)
[
1
2 −
∫
R
F2(t− α)dF2(t)
]
(le terme de normalisation est simplement 1/6 comme expliqué précédemment).
Lorsque p tend vers 0 (et α vers l’infini), (S12,CVM , S22,CVM ) tend vers (0, 1) tandis que les indices de
Sobol valent 1/2 quelle que soit la valeur de p. Les indices de Cramér-von Mises traduisent bien le fait
que, pour les petites valeurs de p, X2 est plus influent sur Y que X1 ce qui est conforme à l’intuition.
Application à des données réelles : The Giant Cell Arthritis Problem
Nous considérons maintenant le problème du traitement de l’arthrite posé par Bunchbinder et Detsky
[46]. Plus récemment, ce problème a également été étudié par Felli et Hazen [96] et Borgonovo et al dans
[40]. Comme il est expliqué dans [46], l’arthrite à cellules géante (GCA) est une pathologie qui peut
entraîner de graves complications (comme la perte d’accuité visuelle, de la fièvre, des maux de tête,...)
Pire, une absence de traitement peut conduire à la cécité et l’occlusion des principaux vaisseaux. Les
patients susceptibles d’avoir contracté la GCA reçoivent un traitement à base de Prednisone. Ainsi, face
à un patient potentiellement atteint de cette pathologie, le médecin a le choix entre quatre stratégies
introduites dans [46] :
A : Ne pas traiter ;
B : Réaliser une biopsie et traiter si le patient est positif ;
C : Réaliser une biopsie et traiter le patient quel que soit le résultat de sa biopsie ;
D : Traiter le patient.
Malheureusement, un traitement à fortes doses de Prednisone peut causer de graves complications. Aussi,
lorsqu’un patient est susceptible d’avoir une GCA, le clinicien veut adopter la stratégie optimale. Les
risques sont quantifiés à l’aide d’une fonction dite fonction d’utilité. Nous renvoyons le lecteur à [189]
pour plus de détails sur les fonctions d’utilités. Ces utilités dépendent de 7 variables d’entrées. Dans
[J14], nous avons quantifié l’importance des variables d’entrées à l’aide de l’indice basé sur la distance de
Cramér-von Mises puis comparé nos résultats avec ceux obtenus dans [40]. Les classements obtenus sont
comparables. En revanche, l’avantage de la méthodologie basée sur les indices de Cramér-von Mises par
rapport à celle de Borgonovo et al. est que l’on peut utiliser le schéma d’estimation Pick-Freeze (4.47)
qui fournit une estimation efficace et simple à mettre en œuvre.
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Dans [40], les auteurs étudient un modèle légèrement différent ; ce qui explique les différences numériques
entre les résultats donnés dans leur article et ceux de notre étude. En outre, ils effectuent une analyse
de sensibilité sur la meilleure alternative ayant la plus grande moyenne au lieu de considérer la sortie
multivariée.
4.7 Analyse de sensibilité sur des espaces métriques généraux
Dans cette section, nous généralisons les résultats précédents en considérant que la sortie du code Z est
à valeurs dans un espace métrique général X . L’objectif reste le même : déterminer les variables les plus
influentes. La construction des nouveaux indices repose sur la constatation suivante : les indices définis
précédemment peuvent se réécrire en faisant intervenir des collections de v.a. particulières ({1{Z6t}, t ∈
Rd}). En généralisant la procédure à des collections de v.a. quelconques, nous serons en mesure de définir
de nouveaux indices englobant les indices définis jusqu’à présent. L’étude menée dans cette section a fait
l’objet de la prépublication [P1].
4.7.1 Un nouvel indice
Considérons une collection de v.a. paramétrisées par m ∈ N∗ élements de X . Pour tout a = (ai)i=1,...,m ∈
Xm, les v.a.
Xm ×X → R
(a, x) 7→ Ya(x)
sont supposées L2 par rapport à la mesure produit P⊗m ⊗ P sur Xm × X où P est la distribution de Z.
Définissons alors les indices de sensibilité sur les espaces métriques généraux par rapport à u ⊂ Ip par
Su2,GMS :=
∫
Xm E
[
(E[Ya(Z)]− E[Ya(Z)|Xu])2
]
dP⊗m(a)∫
Xm Var(Ya(Z))dP⊗m(a)
. (4.49)
Cas particuliers
1) Pour X = R, m = 0 et Ya donné par Ya(x) = x, on retrouve les indices de Sobol classiques (voir
Section 4.2). Tandis que pour X = Rk et m = 0, nous retrouvons la généralisation des indices de
Sobol pour les sorties vectorielles (voir Section 4.5) en étendant (4.49) de la façon suivante : la
fonction Ya peut prendre ses valeurs dans X = Rk de telle sorte que Ya(x) = x et
Su2,GMS =
∫
Xm Tr (Var(E[Ya(Z)|Xu])) dP⊗m(a)∫
Xm Tr (Var(Ya(Z))) dP⊗m(a)
. (4.50)
2) Pour X = Rk, m = 1 et Ya donné par Ya(x) = 1{x6a}, nous retrouvons les indices de Cramér-von
Mises définis dans la Section 4.6.
3) Si X est une variété, m = 2 et Ya donné par Ya(x) = 1{x∈B(a1,a2)}, où B(a1, a2) représente la boule
de diamètre a1a2, alors nous retrouvons alors les indices définis dans [98].
4.7.2 Procédure d’estimation via des U-statistiques
En vue du schéma Pick-Freeze, définissons Z = (Z,Zu)> et considérons (m + 2) copies i.i.d. (Zi, i =
1, . . . ,m+ 2) de Z. Notons Pu2 la distribution de Z = (Z,Zu)>. Alors le numérateur de (4.49) se réécrit
EZ1,...,Zm [Var(E[Ya(Zm+1)|Xu])] = EZ1,...,Zm
[
CovZm+1(YZ1,...,Zm(Zm+1), YZ1,...,Zm(Zum+1))
]
. (4.51)
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La notation EZ (resp. CovZ) représente l’espérance (resp. la covariance) par rapport à la distribution de
Z. Maintenant pour tout 1 6 i 6 m+ 2, posons zi = (zi, zui ) et définissons
Φ1(z1, . . . , zm+1) := Yz1,...,zm(zm+1)Yz1,...,zm(zum+1)
Φ2(z1, . . . , zm+2) := Yz1,...,zm(zm+1)Yz1,...,zm(zum+2)
Φ3(z1, . . . , zm+1) := Yz1,...,zm(zm+1)2
Φ4(z1, . . . , zm+2) := Yz1,...,zm(zm+1)Yz1,...,zm(zm+2).
Posons encore
m(1) = m(3) = m+ 1 et m(2) = m(4) = m+ 2 (4.52)
et définissons pour tout j = 1, . . . , 4,
I(Φj) :=
∫
Xm(j)
Φj(z1, . . . , zm(j))dPv,⊗m(j)2 (z1 . . . , zm(j)). (4.53)
Finalement, introduisons l’application Ψ définie par
Ψ : R4 → R
(x, y, z, t) 7→ x−yz−t .
(4.54)
Ainsi nous pouvons exprimer Su2,GMS de la façon suivante
Su2,GMS = Ψ (I(Φ1), I(Φ2), I(Φ3), I(Φ4)) . (4.55)
Au vu de [120], nous remplaçons les fonctions Φ1,Φ2, Φ3 et Φ4 par leur version symétrisée Φs1,Φs2, Φs3 et
Φs4 :
Φsj(z1, . . . , zm(j)) =
1
(m(j))!
∑
τ∈Sm(j)
Φj(zτ(1), . . . , zτ(m(j)))
pour j = 1, . . . , 4 où Sk est le groupe symétrique d’ordre k. Pour j = 1, . . . 4, les intégrales I(Φsj)
sont naturellement estimées par les U -statistiques d’ordre m(j). Plus précisément, considérons un N
échantillon i.i.d. (Z1, . . . ,ZN ) de loi Pu2 et pour tout j = 1, . . . , 4, définissons
Uj,N :=
(
N
m(j)
)−1 ∑
16i1<···<im(j)6N
Φsj
(
Zi1 , . . . ,Zim(j)
)
. (4.56)
Le Théorème 7.1 dans [120] établit que Uj,N converge en probabilité vers I(Φj) pour tout j = 1, . . . , 4.
En outre, nous pouvons aussi montrer la convergence p.s. en procédant de même que dans la preuve du
Lemme 6.1 dans [J14]. Nous estimons alors Su2,GMS par
Ŝu2,GMS :=
U1,N − U2,N
U3,N − U4,N = Ψ(U1,N , U2,N , U3,N , U4,N ). (4.57)
Théorème 4.25. Si pour j = 1, . . . , 4, E
[
Φsj
(
Z1, . . . ,Zm(j)
)2]
<∞ alors
√
N
(
Ŝu2,GMS − Su2,GMS
) L−→
N→∞
N1(0, σ2) (4.58)
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où la variance asymptotique σ2 est connue (cf. (22) dans [P1]).
Remarquons que dans la définition (4.55) de Su2,GMS , nous considérons (m+2) copies de Z. Néanmoins, la
procédure d’estimation ne nécessite qu’un N échantillon de Z (voir (4.57)), i.e. seulement 2N évaluations
de la boîte noire ; ce qui constitue un avantage attrayant de cette méthode basée sur les U -statistiques.
En outre, le nombre d’appels nécessaire au code est indépendant de la taille m de la collection de v.a.
contrairement aux indices de Cramér-von Mises (Section 4.6) ou à ceux introduits dans [98] pour lesquels
(m+ 2)×N appels au code sont nécessaires.
Commentaires
Pour chaque code de calcul, on peut considérer différents choix de la famille (Ya)a∈Xm de v.a. indexées
par a ∈ Xm conduisant à des indices très différents. C’est à l’utilisateur de faire son choix en fonction
de son objectif. Pour quantifier la sensibilité de la sortie autour de la moyenne, il faut considérer les
indices Sobol classiques basés sur la variance et correspondant au cas particulier précédent 1). Si l’on
s’intéresse à la la sensibilité de la distribution, il convient de prendre une famille de fonctions test qui
caractérisent la distribution. Par exemple, dans le cas 3. précédent, les fonctions Ya sont les fonctions
indicatrices des demi-droites ou des quadrants en dimension plus grande et correspondent aux indices
de Cramér-von Mises. De plus, puisque dans la procédure d’estimation le nombre d’appels au code est
indépendant du choix de la famille (Ya)a∈Xm , on peut considérer et estimer simultanément plusieurs
indices sans coût additionnel. En fait, le seul enjeu repose sur notre capacité à évaluer les fonctions Φ
aux points d’observation.
Cas particuliers
1) Pour X = R, m = 0 et Ya donné par Ya(x) = x, l’estimateur défini dans (4.57) est basé sur les
U -statistiques Uj,N pour j = 1, . . . , 4 données par
U1,N =
1
N
N∑
i=1
ZiZ
u
i , U2,N =
1
N(N − 1)
(
N∑
i=1
Zi
N∑
i=1
Zui −
N∑
i=1
ZiZ
u
i
)
=: U12,N − U22,N ,
U3,N =
1
N
N∑
i=1
Z2i , U4,N =
1
N(N − 1)
( N∑
i=1
Zi
)2
−
N∑
i=1
Z2i
 =: U14,N − U24,N
conduisant à
Ŝu2,GMS =
U1,N − U2,N
U3,N − U4,N = Ψ(U1,N , U2,N , U3,N , U4,N )
tandis que dans la Section 4.2, l’estimateur Ŝu de Su2,GMS s’écrit
Ŝu =
U1,N − U12,N
U3,N − U14,N
= Ψ(U1,N , U12,N , U3,N , U14,N ) (4.59)
et prend en compte les termes diagonaux. Les deux procédures requièrent 2N évaluations du code
et ont la même vitesse de convergence (seules les variances asymptotiques diffèrent). Bien sûr,
lorsque le code est centré les procédures sont les mêmes. Remarquons que nous pouvons améliorer
la procédure en prenant en compte toute l’information contenue dans l’échantillon et conduisant à
l’analogue de T̂u défini dans (4.9). Rappelons que la suite d’estimateurs T̂u est asymptotiquement
efficace (voir Proposition 4.4). Cependant, basés sur le même plan d’expérience que Ŝu et T̂u,
ni Ŝu2,GMS ni ce nouvel estimateur Ŝu2,GMS ne pourrait donc être asymptotiquement efficace. En
revanche, la procédure d’estimation basée sur les U -statistiques surpasse celle basée sur les indices
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de Cramér-von Mises dès que m > 1. Pour X = Rk et m = 0, la même analogie peut être faite.
2) Pour X = Rk, m = 1 et Ya donné par Ya(x) = 1{x6a}, nous surpassons le Théorème 4.24. En effet,
l’estimateur Ŝu2,GMS nécessite 3N évaluations du code tandis que dans cette section 2N appels
suffisent. Enfin, la preuve du Théorème 4.24 repose sur la puissante mais complexe Delta méthode
fonctionnelle tandis que la preuve du Théorème 4.25 est une application élémentaire du Théorème
7.1 dans [120] combinée à la Delta méthode classique.
4.7.3 Codes stochastiques
Contexte général
Dans certaines applications, nous sommes face à des codes stochastiques en ce sens que deux évaluations du
code pour la même entrée x mènent à des sorties différentes. L’utilisateur s’intéresse alors à la distribution
µx de la sortie pour une entrée x fixée. Nous pouvons nous ramener à un code déterministe en considérant
une entrée additionnelle qui n’est pas choisie par l’utilisateur mais qui est une variable latente générée
au hasard par le code à chaque évaluation. Nous construisons toutes les variables aléatoires (celle choisie
par le praticien et celle générée par le code) sur le même espace de probabilité et nous considérons
l’application :
fs : E ×G → R (4.60)
(x, v) 7→ fs(x, v).
Nous noterons la v.a. fs(x, ·) simplement par fs(x). Ainsi, nous définissons une autre code (deterministe)
associé à fs dont la sortie est une mesure de probabilité :
f : E →M2(R) (4.61)
x 7→ µx
où M2(R) est l’ensemble des mesures de probabilités µ telles que
∫
x2µ(dx) < +∞. Evidemment en
pratique, nous n’avons pas directement accès à f mais il est possible d’obtenir une approximation naturelle
de la mesure µx à partir de n évaluations de fs au point x :
µx,n :=
1
n
n∑
j=1
δfs(x,vj).
Concrètement, pour une entrée X ∈ E dont la distribution est notée L, nous évaluons n fois le code fs
défini par (4.60) de telle sorte que le code va générer n variables V1, . . ., Vn et que nous observons
fs(X,V1), . . . , fs(X,Vn)
conduisant à la mesure aléatoire µX,n = 1n
∑n
j=1 δfs(X,Vj) qui approxime la distribution de fs(X). Notons
que les v.a. V1, . . . , Vn ne sont pas observées.
Analyse de sensibilité
Afin d’étudier la sensibilité de µx, nous pouvons utiliser la procédure de la Section 4.7.1. A cet effet, nous
munissons M2(R) de la distance de Wasserstein W2 d’ordre 2 (bien sûr, nous pouvons aussi considérer
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Mp(R) et Wp au lieu deM2(R) et W2). Alors (4.49) devient
Su2,GMS =
∫
Xm E
[(
E[1W2(µ1,µX)6W2(µ1,µ2)]− E[1W2(µ1,µX)6W2(µ1,µ2)|Xu]
)2] dP⊗2(µ1, µ2)∫
Xm Var(1W2(µ1,µX)6W2(µ1,µ2))dP⊗2(µ1, µ2)
ou encore Su2,GMS = Ψ (I(Φ1), I(Φ2), I(Φ3), I(Φ4)) avec Ψ et I définis par (4.54) et (4.53) et
Φ1(µ1, . . . ,µ3) = 1W2(µ1,µ3)6W2(µ1,µ2)1W2(µ1,µu3 )6W2(µ1,µ2)
Φ2(µ1, . . . ,µ4) = 1W2(µ1,µ3)6W2(µ1,µ2)1W2(µ1,µu4 )6W2(µ1,µ2)
Φ3(µ1, . . . ,µ3) = 1W2(µ1,µ3)6W2(µ1,µ2)
Φ4(µ1, . . . ,µ4) = 1W2(µ1,µ3)6W2(µ1,µ2)1W2(µ1,µ4)6W2(µ1,µ2)
où µi = µXi est la concaténation de la mesure µXiet de sa version Pick-Freeze notée µXui .
Estimation des indices
Dans un scénario idéal correspondant à (4.61), nous pouvons observer µx pour tout x. Alors grâce à la
procédure de la Section 4.7.2, nous obtenons une estimation de l’indice Su2,GMS dont le comprtement
asymptotique est donné par le Théorème 4.25.
Dans le contexte plus réaliste de (4.60), nous avons seulement accès à l’approximation µx,n de µx rendant
plus complexe la procédure d’estimation et l’étude des propriétés asymptotiques. Dans ce cas, le plan
d’expérience est le suivant :
(X1, V1,1, . . . , V1,n) → fs(X1, V1,1), . . . , fs(X1, V1,n)
(Xu1 , V ′1,1, . . . , V ′1,n) → fs(Xu1 , V ′1,1), . . . , fs(Xu1 , V ′1,n)
...
(XN , VN,1, . . . , VN,n) → fs(XN , VN,1), . . . , fs(XN , VN,n)
(XuN , V ′N,1, . . . , V ′N,n) → fs(XuN , V ′N,1), . . . , fs(XuN , V ′N,n)
Le nombre total d’appels au code stochastique (4.60) est 2 ×N × n. L’approximation empirique µi,n =
µXi,n de µi est donnée par
µi,n =
1
n
n∑
j=1
δfs(Xi,Vi,j),
pour tout i = 1, . . . , N . Maintenant, pour j = 1, . . . , 4, posons
Uj,N,n :=
(
N
m(j)
)−1 ∑
16i1<···<im(j)6N
Φsj
(
µi1,n, . . . ,µim(j),n
)
(4.62)
où Φsj est la version symétrisée de Φj , pour j = 1, . . . , 4. Finalement, nous estimons Su2,GMS par
Ŝu2,GMS,n :=
U1,N,n − U2,N,n
U3,N,n − U4,N,n = Ψ(U1,N,n, U2,N,n, U3,N,n, U4,N,n). (4.63)
Remarque 4.26. 1) L’estimateur (4.62) est facile à calculer puisque pour deux mesures discrètes
supportées par un même nombre de points données par
ν1 =
1
n
n∑
k=1
δxk , ν2 =
1
n
n∑
k=1
δyk ,
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la distance de Wasserstein d’ordre 2 entre ν1 et ν2 s’écrit simplement
W 22 (ν1, ν2) =
1
n
n∑
j=1
(x(j) − y(j))2,
où x(j) est la j-ème statistique d’ordre de x. De plus, cette remarque est encore vraie si on remplace
W2 par Wp (en remplaçant l’exposant 2 par p). Ainsi, il est possible de calculer simultanément
plusieurs indices basés sur une collection finie de distances de Wasserstein.
2) Dans [45], [159] et [184], les auteurs considèrent des codes stochastiques à sortie densité. En d’autres
termes, ils définissent l’application suivante :
f : E → F (4.64)
x 7→ f(x)
où F est l’ensemble des densités de probabilité :
F :=
{
g ∈ L1(R); g > 0,
∫
R
g(x)dx = 1
}
.
Proposition 4.27. Considérons trois copies i.i.d. X1, X2 et X3 de X. Soit δ(N) une suite tendant vers
0 lorsque N tend vers l’infini et telle que
P (|W2(µX1 , µX3)−W2(µX1 , µX2)| 6 δ(N)) = o
(
1√
N
)
.
Soit n tel que E[W2(µX , µX,n)] = o(δ(N)/
√
N). Sous les hypothèses du Théorème 4.25, nous avons
√
N
(
Ŝu2,GMS,n − Su2,GMS
) L−→
N→∞
N1(0, σ2) (4.65)
où la variance asymptotique σ2 est connue (cf. (22) dans [1]).
Choix pratiques de δ(N). Dans des cas particuliers, il est possible de déterminer une valeur adaptée
de δ(N). Nous considérons deux exemples dans la suite.
— Si l’inverse de la v.a. W := |W2(µX1 , µX3)−W2(µX1 , µX2)| admet un moment d’ordre 1, alors par
l’inégalité de Markov,
P (W 6 δ(N)) = P
(
W−1 > δ(N)−1
)
6 1
δ(N)E
[
1
W
]
et il suffit de prendre δ(N) tel que δ(N)−1 = o
(
N−1/2
)
lorsque N tend vers l’infini.
— Supposons que X est uniformément distribué sur [0, 1] et que µX est la distribution gaussienne
centrée en X et réduite. Alors la distance de Wasserstein W2(µX1 , µX2) s’écrit (X1−X2)2 et la v.a.
W = |W2(µX1 , µX3)−W2(µX1 , µX2)| est donc donnée par∣∣(X1 −X3)2 − (X1 −X2)2∣∣ = |(X3 −X2)(X2 +X3 − 2X1)| .
Par conséquent,
P(W 6 δ(N)) 6 P(|X3 −X2| 6
√
δ(N)) + P(|X2 +X3 − 2X1| 6
√
δ(N)).
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Notons que (X2 + X3)/2 et X1 sont deux v.a. indépendantes uniformes sur [0, 1]. Ainsi il reste à
calculer P(|U1 − U2| 6 α) pour U1 et U2 indépendantes et uniformes sur [0, 1] pour α =
√
δ(N) et
α =
√
δ(N)/2. On montre que
P(|U1 − U2| 6 α) = α(2− α)
conduisant à P(W 6 δ(N)) = O
(√
δ(N)
)
. Aussi, un choix convenable est δ(N) = o(1/N).
Choix pratiques de n. De façon analogue, on peut facilement obtenir des choix appropriés de la
valeur de n dans certains cas particuliers. Par exemple, nous renvoyons le lecteur à [35] pour obtenir
des limites supérieures sur E[Wp(µX , µX,n)] pour plusieurs valeurs de p > 1 et plusieurs hypothèses sur
la distribution sur µX : cas général, distribution uniforme, distribution gaussienne, distribution beta,
distribution log concave...
Exemple 4.28. Considérons l’exemple précédent pour lequel X suit la loi uniforme sur [0, 1] et µX est
la distribution gaussienne centré en X et réduite. Alors par [35, Corollary 6.14], nous avons pour tout
n > 3,
E[W2(µX , µX,n)2] 6
(Const) log logn
n
.
et pour tout p > 2 et tout n > 3,
E[Wp(µX , µX,n)p] 6
Cp
n(logn)p/2 ,
où Cp dépend de p uniquement. Puisque nous avons déjà choisi δ(N) = o(N−1), il suffit de prendre
log logn/n = o(N−2)pour satisfaire la condition E[W2(µX , µX,n)] = o(δ(N)/
√
N).
Chapitre 5
Activités de recherche en lien avec
l’industrie
Dans ce chapitre, je présente très succinctement quelques résultats obtenus lors de mon Post-Doctorat
sur un contrat IMT-EDF (Section 5.1), d’un contrat Thales-CNES (Section 5.2), du projet Idex Me-
taDEB (Section 5.3) et enfin de l’ANR PEPITO (Plan d’Expérience Pour l’Industrie du Transport et
l’Optimisation - Section 5.4).
5.1 Prédiction de courbes de charge
Dans le cadre d’un contrat avec EDF, j’ai travaillé pendant mon Post-Doctorat (encadré par Jean-Marc
Azaïs (IMT) et Jean-Claude Fort (Paris V)) sur les bandes de confiance simultanées pour la prévision
de courbes. Pour relever le défi de l’ouverture des marchés de l’énergie, mieux connaître les clients et
leur façon de consommer l’électricité dans le temps est une nécessité pour EDF. Cette connaissance
s’acquiert par l’analyse des courbes de charge qui donnent l’évolution de la puissance appelée par les
clients. cependat, ces courbes ne sont disponibles que pour un nombre restreint de clients. Pour les
autres, il s’agit de les prédire. Pour cela, nous disposions de courbes de charge d’entreprises ainsi que des
variables explicatives pour chacune des entreprises. En déterminant le maximum de la valeur absolue de
processus gaussiens, nous avons déduit des intervalles de confiance simultanés. Ce travail a donné lieu à
la publication [J4].
5.2 Méthode d’événements rares pour l’intégrité et la continuité
EGNOS - GALILEO
Dans le cadre d’un contrat avec le CNES, j’ai travaillé en partenariat avec Thalès sur les erreurs de
positionnement des systèmes de navigation. Plus précisément, il s’agissait d’estimer le plus finement
possible la probabilité de non-intégrité du système de navigation EGNOS. Cette non-intégrité, rare, est
obtenue comme la conjonction d’événements redoutés qui peuvent être d’origines diverses et ont une
certaine durée. Jusque là, la non-intégrité était calculée sans tenir compte de la concomitance éventuelle
entre événements. Nous avons utilisé des outils classiques de modélisation statistique tels que la fiabilité
et les arbres de défaillance ainsi que les réseaux de Pétri et l’outil MissRdP utilisés par Thalès combinés
à des algorithmes de renforcement afin de pallier la rareté de ces événements et proposer des estimées
fiables des probabilités de concomitances double voire triple. L’impact de ces concomitances s’est révélé
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être non négligeable d’où la nécessité pour le CNES d’en tenir compte pour le calcul de la non-intégrité.
Ce travail en collaboration avec Jean-Marc Azaïs (IMT), Sébastien Gadat (UT1) et Cécile Mercadier
(Institut Camille Jordan Lyon 1) a donné lieu à un rapport interne [R1].
5.3 Méthodes statistiques en halieutique
Ce travail est le résultat d’une coopération entre chercheurs académiques et industriels (Sébastien da Veiga
(Safran), Nicolas Bousquet (EDF), Bertrand Iooss (EDF)) et scientifique de la pêche (Emmanuel Chassot
(IRD)). Ici l’utilisation d’outils statistiques (tels que l’analyse de sensibilité, les copules, la calibration,
les statistiques bayésiennes, la classification ABC...) a conduit à des résultats pertinents et prometteurs.
Nous nous sommes intéressés à une représentation probabiliste de la croissance des thons Yellowfin de
l’Océan Indien basée sur les modèles de budget énergétique dynamique (Dynamic Energy Budget models
- DEB models).
L’estimation des paramètres du modèle bioénergétique et de leur incertitude correspondante est cruciale :
dans la pratique, beaucoup d’entre eux sont fixés à une valeur nominale par facilité ou par manque
d’information. D’autre part, le fait de lier différents aspects de la croissance et de la reproduction dans
un modèle qui explique comment l’énergie est utilisée et attribuée est un grand défi dans les études
écologiques. Le but était de comprendre et d’expliquer les compromis entre la survie, la croissance et la
reproduction qui caractérisent la condition physique d’une population et sa stratégie générale pour faire
face à un environnement (par exemple, l’impact de l’exploitation humaine). En outre, cela fournit des
informations essentielles pour établir des règles d’exploitation durable.
Pour ce faire, nous avons d’abord procédé à une analyse de sensibilité pour déterminer les paramètres d’en-
trée les plus influents sur la forme de la courbe de croissance et la vitesse de croissance puis avons éliminé
les paramètres d’entrée non importants. Dans un deuxième temps, nous avons exploité les données obser-
vées pour calibrer la distribution des paramètres d’entrée (conditions biologiques et environnementales).
Ensuite, une nouvelle analyse de sensibilité a été effectuée sur cette distribution conjointe a posteriori.
Enfin, nous avons procédé à la classification pour définir les domaines de paramètres d’entrée conduisant
à des courbes bivariées avec un nombre donné de paliers. Ce travail a donné lieu à la prépublication [P2].
5.4 Optimisation de ventilateurs pour l’industrie automobile
Ces travaux sont le fruit d’une coopération fructueuse entre des chercheurs universitaires de l’Institut de
Mathématiques de Toulouse entre autres et e partenaire industriel Valeo. Ils ont été réalisés dans le cadre
du projet PEPITO (Plan d’Expérience Pour l’Industrie du Transport et l’Optimisation) soutenu par
l’Agence de recherche (ANR). Les objectifs étaient d’expérimenter une approche extrême basée sur des
simulations intensives et multiphysiques, l’utilisation de géométries paramétrisées, la détermination des
conceptions d’expériences avec un grand nombre de facteurs et la recherche d’optima dans les domaines
de grande dimension.
Le contexte industriel est le suivant. Dans l’industrie automobile, les besoins des clients évoluent ra-
pidement dans un contexte de compétitivité. En particulier, le ventilateur impliqué dans le module de
refroidissement du moteur joue un rôle clef dans l’architecture du moteur et reste un objectif majeur d’in-
génierie. Dans ces conditions, les ingénieurs sont alors contraints de proposer dans des délais très courts
de nouveaux modèles de ventilateurs répondant aux exigences du client en termes d’efficacité, couple,
acoustique, encombrement... Malheureusement, un tel objectif est long et coûteux à atteindre. Dans cette
optique, les approches statistiques sont incontournables pour proposer des métamodèles, accélérer les
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simulations, rechercher des optima dans un délai raisonnable.
Plus précisément, nous avons utilisé l’interpolation par krigeage et l’algorithme d’optimisation d’Expected
Improvement (EI) pour déterminer de nouveaux modèles de ventilateurs à hautes performances. Initia-
lement introduit en géostatistique par [151], le krigeage est une méthode stochastique d’interpolation.
L’objectif est de prédire la valeur d’un phénomène naturel f (analytiquement inconnu) en tout point
arbitraire à partir des observations mesurées aux points d’échantillonnage. L’ingrédient clé du krigeage
repose sur l’hypothèse que f est la réalisation d’un processus gaussien. L’EI introduit par [137] est l’un
des algorithmes d’optimisation bayésiens les plus largement utilisés. Le but est de maximiser la fonction
objectif f et pour ce faire, de proposer séquentiellement des nouveaux points où évaluer la fonction en
espérant se rapprocher de son maximum. La séquence des décisions (pour choisir le nouveau point x où
évaluer f) est guidée par un critère [181] qui mesure l’amélioration apportée par le point x dans la maxi-
misation de f . L’algorithme choisit soit d’explorer des zones prometteuses (amélioration), soit des zones
méconnues (exploration). À notre connaissance, une telle utilisation des méthodes de krigeage et d’EI est
innovante et donne des résultats très prometteurs. Cet axe de recherche développé en collaboration avec
Thi Mong Ngoc Nguyen (Université des Sciences d’Ho Chi Minh, Vietnam) et Bruno Demory et Manuel
Henner, ingénieurs Valeo, a donné lieu à la prépublication suivante [S2].
Dans un second temps, afin de ne pas être limité dans le nombre d’appels au code, nous avons mis à profit
le métamodèle dénomé TurboConcept™ et développé par le Laboratoire de Mécanique des Fluides et
d’Acoustique de Lyon (LMFA), autre acteur de l’ANR. Nous avons ensuite comparé différentes straté-
gies d’optimisation (toutes basées sur une étape préliminaire de krigeage) : l’optimisation directe, une
optimisation séquentielle basée sur l’algorithme d’EI, une optimisation séquentielle basée sur l’algorithme
d’Upper Bound Confidence (UCB) et une dernière, séquentielle aussi, combinaison des deux précédentes.
L’algorithme d’optimisation UCB issu de la théorie des jeux [14] ne cherche pas une amélioration comme
l’EI, mais plutôt une stratégie optimiste. Plus précisément, il maximise séquentiellement un quantile
de krigeage bien choisi. Les résultats obtenus avec Martin Buisson (LMFA), Thi Mong Ngoc Nguyen
(Université des Sciences d’Ho Chi Minh, Vietnam) et Mélina Ribaud (doctorante à l’Université Lyon 1)
conduisent à des géométries de ventilateurs prometteuses et sont présentés dans la prépublication [P3].
Chapitre 6
Travaux en cours et perspectives
6.1 Processus gaussiens profonds
Comme nous l’avons vu précédemment, les processus gaussiens (PG) permettent de modéliser des fonc-
tions par une approche probabiliste, flexible et non paramétrique. En outre, leurs bonnes propriétés
rendent une étude analytique possible. Cependant, leur maniabilité se fait à un certain prix : ils ne
peuvent représenter qu’une classe restreinte de fonctions. En effet, même si des définitions sophistiquées
et des combinaisons de fonctions de covariance ont été introduites [210], il n’en reste pas moins que le
modèle fait l’hypothèse que les données sont gaussiennes. Une première généralisation classique consiste
à considérer des PG bruités de la forme y = Y (x) + ε où ε est un bruit blanc gaussien. Ainsi la loi de
y conditionnée à x est une gaussienne. Une généralisation moins classique consiste à intégrer le bruit
directement dans le PG induisant le processus suivant : y = Y (x+ε). La loi de y conditionnée à x est une
fonction d’une gaussienne sans pour autant être une gaussienne. Cependant, il est souvent déraisonnable
de supposer de la gaussianité dans les modèles. Par exemple, les observations peuvent être positives et
varier sur plusieurs ordres de grandeur. Il n’est donc pas adapté de modéliser directement ces quantités
par un PG. En revanche, dans ce cas, il est courant et judicieux en pratique de prendre le logarithme des
observations. Il convient ensuite de modéliser les données transformées par un PG [233]. Le logarithme
est seulement une transformation parmi d’autres qui peut être appliquée. Un espace latent est donc ainsi
introduit dans lequel les observations sont bien modélisées par un GP. Ceci permet donc une généralisa-
tion des PG puisque dans l’espace d’observation le processus est non gaussien avec un bruit non gaussien
et asymétrique en général.
Dans cette optique de généralisation, une piste prometteuse est de considérer un cas particulier de compo-
sition conduisant aux processus gaussiens imbriqués, appelés processus gaussiens profonds (“Deep Gaus-
sien processes”). Le terme profond est hérité du lien entre ces mdèles et les réseaux de neurones profonds.
Dans les PG profonds [78, 79], les données sont modélisées par un PG multivarié dont les entrées sont
elles-mêmes gouvernées par un autre PG : y = Y (Z(x)) où Y et Z sont deux PG. En itérant cette procé-
dure, nous formons ainsi plusieurs couches. Le processus résultant n’est plus un PG comme espéré mais
son analyse devient bien plus complexe. Ce faisant, la classe de modèles se trouve enrichie tant dans les
distributions disponibles que dans l’irrégularité des processus. En effet, par la formule de dérivation en
chaîne, les dérivées des PG sous-jacents sont multipliées et la dérivée du processus global peut donc être
très grande entrainant ainsi plus d’irrégularités pour le processus global.
Malgré leur essor notable et leur succès pratique dans les domaines de l’intelligence artificielle et de la
science des données, les méthodes basées sur les PG profonds n’ont quasiment aucune garantie mathé-
matique du type de celles obtenues dans le cadre des PG classiques (voir par exemple [173, 228] pour un
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contrôle de l’erreur). Les développements récents tendent à rendre le pouvoir prédictif des PG similaire
à celui des réseaux de neurones profonds, avec l’avantage que les PG reposent sur un modèle bayésien
explicite qui permet une plus grande fiabilité et interprétabilité.
Avec François Bachoc (IMT), nous souhaitons obtenir de telles garanties et en particulier des résultats de
convergence (consistance et vitesse de convergence) pour les prédictions effectuées par processus gaussiens
profonds. Plus précisément, nous souhaitons établir la vitesse de convergence de l’espérance condition-
nelle d’un PG profond vers la fonction inconnue boîte-noire sous-jacente. Nous étendrons ensuite cette
analyse asymptotique à l’estimation de lois conditionnelles dépendant de variables d’entrée, toujours en
s’appuyant sur les PG profonds. D’un point de vue numérique, nous souhaitons développer des codes afin
d’illustrer les résultats théoriques obtenus sur des données réelles et simulées. Il est espéré que l’analyse
théorique conduise à des suggestions d’amélioration pratique des méthodes existantes.
6.2 Théorèmes limites et cascades de Mandelbrot
Sur les théorèmes limites de sommes de v.a.
Tout d’abord, comme nous l’avons déjà dit, le catalogue présenté dans le Théorème 3.21 concernant le
comportement asymptotique du déplacement total pour les tables creuses dans le cadre du hachage n’est
pas encore complet. En effet, il reste à établir les résultats limites pour les cas intermédiaires α = 2/3 et
α = 2. Le cas α = 2/3 est l’équivalent pour les sommes conditionnées du cas intermédiaire et difficile (ii)
dans le Théorème 3.7. Quant à α = 2, il est facile de montrer que
P(dmn,n − E[dmn,n] > N2nx) = Θ
(
e−(Const)Nn logNn
)
et il reste à déterminer la constante.
Dans la suite de [43], une autre perspective est d’étendre les résultats établis dans le Théorème 3.7 aux
queues plus générales de la forme
logP(X > x) ∼ −`(x)x1−ε (6.1)
où ε est une constante arbitraire et ` est une fonction à variations lentes ; c’est ce que nous nous pro-
posons de faire avec Franck Barthe (IMT) et Fabien Brosset le doctorant que nous co-encadrons. Cette
généralisation semble ne pas poser de problème la plupart du temps excepté dans le cas intermédiaire, où
les études de variations faites vont se trouver perturbées. Ces résultats devraient permettre de dégager
des principes généraux sur la correspondance entre la loi de la v.a. X, la vitesse et le taux des PGD
établis.
Une extension aux vecteurs aléatoires pourra être envisagée ainsi qu’une comparaison avec les résultats
de concentration non-asymptotiques, obtenus pour les v.a. non exponentiellement intégrables établis par
Barthe, Cattiaux et Roberto [25].
Nous pensons aussi utiliser une autre approche, beaucoup plus proche des preuves modernes du théorème
de Cramér (Chebychev exponentiel pour la borne supérieure). Cette approche pourrait être mise en œuvre
pour les lois de probabilité ayant des moments (polynomiaux) de tous ordres. Le point de départ serait
d’adapter un outil introduit par Latała dans [156], avec lequel il parvient à donner une expression courte
des normes Lp de X1 + . . .+Xn qui est exacte à un facteur près. Cet outil est une transformée “de type
moment” qui est sous-multiplicative et pourrait se substituer à la transformée de Laplace.
Enfin, le travail précédent, qui aborde des questions très fondamentales de la théorie des probabilités,
pourrait être complété par des applications des techniques de grandes déviations. Ceci permettrait aussi
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de balayer un champ thématique plus large. Parmi les nombreuses pistes possibles, on pourrait étudier des
systèmes de spins avec des lois sous-jacentes à queues lourdes. Un autre modèle intéressant venant de la
géométrie stochastique, consiste à étudier les formes asymptotitiques de l’enveloppe de points aléatoires du
plan, conditionnés à être en position convexe. D’autres applications, dans la lignée des travaux présentés
dans la Section 3.4 et concernant le hachage sont aussi possibles.
Sur les cascades de Mandelbrot
Enfin, avec Pierre Petit (IMT) et Thierry Klein (IMT-ENAC), nous avons commencé à travailler sur une
question posée par Alain Rouault (Université Paris-Saclay). Précisons le cadre de ce travail.
Soit W une v.a. positive telle que E[W ] = 1. Soit (Wi1,...,in)i1,...,in∈N∗ une famille de v.a. i.i.d. distribuées
comme W indéxée par toutes les suites (i1, . . . , in), n > 1 d’entiers positifs. Nous souhaitons déterminer
les grandes déviations de la suite définie pour tout n > 1 par
Znr :=
1
rn
∑
16i1,...,in6r
Wi1Wi1,i2 . . .Wi1,...,in .
Soit Λ(t) = logE[etW ] ∈]−∞,+∞] la log-Laplace de W et soit
Λ∗(x) = sup
t>0
{tx− Λ(t)}
la transformée de Fenchel-Legendre associée. Supposons qu’il existe une constante c ∈ [0 ,+∞] telle que
1
x
logP(W > x)→ −c
lorsque x → +∞. Le cas c = +∞ correspond au cas où Λ < +∞ partout. Le cas c ∈ ]0 ,+∞[ inclut le
cas de la loi exponentielle de moyenne 1, les lois gamma de moyenne 1...
Nous avons montré le résultat suivant.
Théorème 6.1. Pour tout n > 1, la suite (Znr )r>1 satisfait un PGD à la vitesse r de fonction de taux
In définie par récurrence par I1 = Λ∗ et, pour tout a ∈ R,
In+1(a) = inf {cw + In(z) + Λ∗(s) ; w > 0, z > 0, s > 0, wz + s = a} .
En outre, pour tout n > 1 et a 6 1, In(a) = Λ∗(a).
Proposition 6.2.
(i) Pour tout t > 0, Λ(t) < +∞ et alors pour tout n > 1, In = Λ∗.
(ii) Pour tout t > 0, Λ(t) = +∞ et alors pour tout n > 1, In = 0.
Remarquons que le point (i) est un PGD à la vitesse r prouvé dans la Proposition 1.2 de [217]. Lorsque
w¯ = essupW < +∞, Λ∗(x) = +∞ pour tout x > w¯ : de sorte que lePGD à la vitesse r est non informatif
sur ]w¯,+∞[. L’auteur de [217] donne le comportement exact sur cet intervalle.
Dans un premier temps, il est immédiat de montrer que (In)n>1 est une suite décroissante de fonctions.
Nous souhaiterions ensuite étudier plus finement les propriétés de la suite In et montrer entre autre que
lim
n→+∞In = I∞,
où I∞ est la fonction de taux du PGD pour Zr := Z∞r = lim
n→+∞Z
n
r établi dans [167].
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6.3 Quantification d’incertitude et réduction de dimension
Analyse de sensibilité et étude d’évenements rares
La thèse de Gabriel Sarazin, co-encadrée par Jérôme Morio (ONERA) sur un financement ONERA-
Région Occitanie, s’inscrit dans la poursuite de deux axes de recherche précédemment explorés : l’analyse
de sensibilité et l’étude d’événements rares. Dans cette thèse commencée en octobre 2017 et faisant
suite à un stage de Master 2, la problématique concerne l’évaluation des méconnaissances des systèmes
embarqués sur la retombée d’un étage de lanceur spatial. Plus précisément, après la phase propulsée, les
différents étages de lanceurs spatiaux atteignent successivement leur altitude de séparation et peuvent
retomber dans l’océan. Une telle phase est cruciale car la conséquence d’une erreur dans la prédiction de
la zone de retombée peut être dramatique pour la sécurité et l’impact environnemental. L’évaluation de la
retombée d’un lanceur est effectuée par simulations grâce à un code boîte-noire. La sortie du code fournit
la position de retombée tandis que les variables d’entrée décrivent notamment les différents paramètres
des systèmes embarqués (masse, position, vitesse, date du largage...). Ces entrées étant des mesures sont
donc de nature incertaine. Ainsi la modélisation et la réduction d’incertitudes sur ces entrées apparaissent
primordiales pour l’évaluation de la retombée ainsi que sur la probabilité que l’étage retombe en dehors
de la zone prévue. A la difficulté induite par la méconnaissance de la boîte noire s’ajoute le fait que cette
probabilité de défaillance est généralement très faible et inférieure à 10−5.
Le contexte de la thèse consiste donc en l’élaboration de méthodes de simulation pour l’estimation de la
probabilité d’un événement rare avec prise en compte des méconnaissances de la distribution des entrées
d’un code de calcul. Les méthodologies proposées dans le cadre des événements rares seront donc mises à
profit et couplées à la modélisation de la dépendance de vecteurs aléatoires par des copules [136]. L’analyse
de sensibilité s’appuira sur les indices de Borgonovo introduits dans le cadre d’entrées dépendantes [36].
Dans son stage, Gabriel a procédé à l’estimation des marginales en utilisant des modèles mixtes basés
sur des méthodes par noyaux au centre et la théorie des distributions d’extremum généralisées pour la
modélisation des queues de distribution.
Une étude numérique préliminaire a permis de proposer une procédure efficace à mettre en œuvre en
pratique. Plus précisément, à partir d’un échantillon initial de données U0 de taille relativement faible,
nous ne pouvons obtenir qu’une seule estimation de la probabilité de défaillance
Pf = P(Y ∈ Df ). Afin d’observer de la variabilité sur la probabilité de défaillance, l’idée est donc de
réaliser des bootstrap conduisant à NB jeux de données distribuées selon la loi sous-jacente fU inconnue.
A chaque jeu bootstrap de données U (i)0 est associée la matrice des taux de Kendall empriques τˆ
(i)
K
et la phase d’apprentssage conduit ensuite à l’estimation de la densité de la copule vigne cˆ(i). A la
fin de cette phase d’apprentissage, nous procédons à l’estimation de la probabilité de défaillance Pf .
Pour ce faire, nous mettons à profit les méthodes développés dans le cadre des événements rares et en
particulier, nous utilisons l’algorithme NAIS (Nonparametric Adaptive Importance Sampling) dont le but
est d’approcher la densité auxilliaire optimale de l’échantillonnage préférentiel sans modélisation a priori
à l’aide d’estimateurs à noyaux pondérés [267, 183]. Dans [183], l’auteur suggère de ne considérer qu’une
seule estimation hˆ0 de hopt dans l’algorithme NAIS. Cela conduit ainsi à l’estimation de la probabilité de
défaillance suivante :
Pˆ if =
1
NS
NS∑
k=1
1Df (U (k))
fˆ i(U (k))
hˆ0(U (k))
,
pour i = 1, . . . , NB .
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Enfin, nous avons réalisé une analyse de sensibilité sur les taux de Kendall afin de déterminer quelles sont
les paires de copules les plus influentes sur l’estimation de Pf . Dans notre cadre de travail, les entrées
du code constituées par les taux de Kendall estimés sont dépendantes et les méthodes proposées dans
le Chapitre 4 s’avèrent donc inutilisables. L’idée est donc de mettre à profit les indices proposés par
Borgonovo [36] :
δu = 12E
[∥∥∥fY − fXuY ∥∥∥
L1(R)
]
= 12E
[∫ ∣∣∣fY (y)− fXuY (y)∣∣∣dy]
dont une procédure d’estimation a été proposée dans [89] basée sur la réécriture en terme de copule
suivante :
δu = 12
∫ 1
0
∫ 1
0
|c(u, v)− 1|dudv.
Il s’avère que ces indices sont, comme les indices de Cramér-von Mises, basés sur toute la distribution
et non uniquement sur les moments d’ordre 2. Une fois la paire la plus influente identifiée, il sera alors
ensuite possible de procéder à une phase d’enrichissement selon une procédure qui reste à développer. Un
premier pas dans cette direction a fait l’objet de la prépublication suivante [S18].
L’objectif suivant sera de procéder à une phase d’analyse de sensibilité sur la probabilté de défaillance afin
de déterminer qui des marginales ou de la copule a le plus d’influence sur l’estimation de la probabilité
de défaillance Pf . Le contexte est donc atypique puisque n’ayant pas accès directement aux marginales
et à la copule, nous devons procéder en premier lieu à une phase d’apprentissage. L’objectif est donc de
développer une stratégie efficace dans ce cadre pour pouvoir réaliser une étude de sensibilité.
Sous espaces actifs
De nombreux problèmes issus de la quantification d’incertitude requièrent une réduction de dimension
préalable. Pour ce faire, une première possibilité pour la réduction de la dimension de l’espace des entrées
est de procéder à la décomposition de Karhunen-Loève de la fonction d’intérêt et de ne travailler qu’avec
sa troncature [230]. D’autre part, comme nous l’avons expliqué précédemment, l’analyse de sensibilité
permet d’ordonner les variables d’entrée par ordre d’importance relativement à la sortie du code. En
pratique, ce classement peut ensuite être exploité pour mettre en lumière un sous-ensemble de variables
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influentes. Numériquement, on fixe ensuite les variables non influentes à leur valeur nominale et on procède
ainsi à une réduction de dimension de l’espace d’entrée. Néanmoins, en se limitant à des sous-ensembles de
variables d’entrée, nous ne considérons pas des structures linéaires plus générales de dimension inférieures
elles aussi. Pour pallier ce défaut, [66, 67] ont introduit les sous-espaces actifs (active subspaces) qui sont
les espaces propres du produit scalaire moyen entre le gradient de la fonction et lui-même. L’idée naturelle
sous-jacente est que ces espaces capturent les directions suivant lesquelles la fonction “varie” le plus. Plus
précisément, on considère la fonction f : Rp → R et on diagonalise la matrice p× p suivante
C =
∫
(∇f(x))>∇f(x)µ(dx) = WΛW>,
où µ est la loi de probabilité du vecteur d’entrée X, W est la matrice orthogonale des vecteurs propres
et Λ la matrice diagonale des valeurs propres rangées par ordre croissant. En considérant les k premières
colonnes deW , on partitionne ainsi l’espace en deux sous-ensembles : le premier, notéW1, correspondant à
l’espace vectoriel engendré par les k premières colonnes deW et donnant le sous-espace actif de dimension
k et le second engendré par les colonnes restantes de W . A partir d’un échantillon de taille N de X, on
approche ensuite f(x) par g(Ŵ>1 x) où g : Rk → R et Ŵ1 est défini à partir de
Ĉ = 1
N
N∑
i=1
(∇f(Xi))>∇f(Xi)µ(dx) = Ŵ Λ̂Ŵ>.
Une généralisation pour des fonctions multivariées (et non scalaires) a été proposée dans [263]. Les auteurs
recherchent aussi une approximation de la fonction f de la forme g(Pk) (où Pk est la projection sur le
sous-espace actif de dimension k) qui exploite la structure et contrôlent l’erreur en utilisant des bornes
de type Poincaré.
Une perspective qui nous paraît intéressante est de faire le lien avec les modèles d’indice monotone
linéaire (linear monotone index) qui sont une généralisation du modèle linéaire et offrent une plus grande
flexibilité. Ces modèles ont été étudiés par Hristache et al. [124], Chiou et Müller [63], Dalalyan et al.
[77] (modèle d’indice multiple monotone) et Durot et al. [23] (modèles d’indice simple monotone) et
d’envisager des extensions non linéaires. Dans les travaux précédents, le cadre considéré est le suivant :
Y = f(X) + ε = g(α>1 X, . . . , α>k X) + ε,
où on suppose que toute l’information sur f : Rp → R est contenue dans un sous-ensemble de dimension
plus petite, g : Rk → R et k < p. L’objectif est d’estimer Vect{α∗1, . . . , α∗k} où (α∗1, . . . , α∗k) donne le
sous-espace effectif (minimal). Différentes stratégies ont été étudiées dans les travaux cités précédemment
selon que k = 1 ou non, le gradient de f est connu ou non...
Avec Fabrice Gamboa (IMT), Alexandre Janon (Université Paris Sud) et Thierry Klein (IMT-ENAC),
nous souhaitons généraliser le modèle d’indice monotone de la façon suivante : la variable réponse réelle
Y ∈ R est une fonction du vecteur d’entrée X ∈ U , où U est un ouvert de Rp, donnée par :
Y = f(θ>φ(X)) (6.2)
où φ : U → Rk est une fonction différentiable, appelée le dictionnaire, θ ∈ Rk est le vecteur des paramètres
du modèle et f : R→ R est la fonction de lien.
Nous supposons la fonction φ connue. L’objectif est alors d’estimer f et θ à partir de l’échantillon de
taille N suivant ((X1, Y (X1), . . . , (XN , Y (XN ))).
Afin d’assurer l’identifiabilité du modèle, nous supposons que
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— la fonction de lien f est continue, (strictement) monotone, dérivable sur R (excepté éventuellement
en un nombre fini de points) ;
— le jacobien du dictionnaire φ est non dégénéré : pour tout sous-ensemble fini S de R, toute fonction
λ : R→ R et tous vecteurs u, v ∈ Rk, nous avons
(∀x ∈ R \ S, (u− λ(x)v)>φ′(x) = 0) =⇒ (∀x ∈ R, u = λ(x)v)
où φ′(x) représente le jacobien de taille k × p de φ ;
— le paramètre vectoriel θ est normalisé : θ = (1, θ2, . . . , θk) ;
— le dictionnaire est de rang plein : {θ>φ(x), x ∈ R} = R.
Nous souhaitons proposer un algorithme itératif en deux étapes pour estimer f et θ conjointement.
Etape 1 : Estimation de f . Estimation linéaire par morceaux, voire plus régulière : par noyau par
exemple en imposant la condition de monotonie.
Etape 2 : Estimation de θ. Estimation par moindres carrés avec éventuellement une condition de
sparsité.
Il s’agira ensuite d’étudier les propriétés de l’algorithme ; notamment, de montrer que cet algorithme est
convergeant en espérant qu’effectivement la minimisation alternée permet de réduire l’erreur totale. Nous
pourrons nous interroger sur la nature du minimum atteint (local, global) et l’influence de l’initialisation.
Ensuite, nous espérons montrer que les estimateurs ainsi obtenus sont consistants pour l’estimation de f
et θ. Enfin, une analyse de l’erreur sera menée.
Liste des notations
En général, les quantités déterministes sont notées par des lettres minuscules tandis que les quantités
aléatoires sont réprésentées avec des lettres capitales.
La notation (Cste) représente une constante générique dont la valeur peut varier d’une ligne à l’autre.
Il est pratique d’avoir des expressions courtes pour des termes qui convergent en probabilité vers zéro.
Ainsi la notation classique oP(1) (resp. OP(1)) représente une suite de variables aléatoires qui convergent
ves zéro en probabilité (resp. est bornée en probabilité) lorsque n ou N tend vers l’infini.
Abréviations
i.e. Id est
v.a. Variable aléatoire
i.i.d. Indépendant et identiquement distribué
p.s. Presque sûrement
FR Fonction de répartition
IC Intervalle de confiance
TCL Théorème central limite
MB Mouvement Brownien
PG Processus Gaussien
LOO Leave-one-out
MLE Estimateur par maximum de vraisemblance
cMLE Estimateur par maximum de vraisemblance sous contraintes d’inégalités
CLE Estimateur par vraisemblance composite
ACP Analyse en composantes principales
Symboles mathématiques
1 Fonction indicatrice
1 Vecteur ayant pour coordonnées 1
‖v‖ Norme du vecteur v
〈u, v〉 Produit scalaire de u et v
|A| Cardinal de l’ensemble A
Matrices
In Matrice idendité de taille n
Tr(M) Trace de la matrice M
detM Déterminant de la matrice M
Diag(M) Pour une matrice M : (Diag(M))i,j = Mi,j1i=j
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Théorie des probabilités
P(A) Probabilté de l’événement A
E[X] Espérance de X
Var(X) Variance de X
Cov(X,Y ) Covariance entre X et Y
Nk(m,Σ) Distribution Gaussienne en dimension k de vecteur moyenne m ∈ Rk et de matrice
de variance-covariance Σ ∈Mk×k
GP(m,K) Gaussian process with mean function m and covariance function K
Φm,σ2 La F.R. de la loi Gaussienne N (m,σ2)
Φ Φ0,1
Evénements rares
A Evénement cible A = BM+1
Bi Niveau intermédiaire pour i = 1, . . . ,M + 1
Pi Probabilité de transition entre le niveau Bi−1 et le niveau Bi pour i = 1, . . . ,M + 1
Ri Nombre de retirages depuis le niveau Bi pour i = 1, . . . ,M
pi Probabilité d’atteindre le niveau Bi depuis O pour i = 1, . . . ,M + 1 et p0 = 1
ri Produit des nombres de réplications : ri = R1 . . . Ri pour i = 1, . . . ,M et r0=1
c fonction de coût par particule
Processus Gaussiens
n Nombre de points d’observation
d Dimension de l’espace d’entrées du processus Gaussien
p Nombre de paramètres de la famille dparamétrique de fonctions de covariance
σ2 Variance du processus
α Paramètre d’échelle α ∈ Rp
σ20 Vraie variance du processus
α0 Vrai paramètre d’échelle α0 ∈ Rp
kα Fonction de covariance
Ln(σ2, α) Log vraisemblance
Lc,n(σ2, α) Log vraisemblance sous contraintes d’inégalités
(σ2ML, αML) Estimateur de (σ2, α) par maximum de vraisemblance
(σ2cML, αcML) Estimateur de (σ2, α) par maximum de vraisemblance sous contraintes d’inégalités
(σ2CL, αCL) Estimateur de (σ2, α) par vraisemblance composite
V Variogramme du processus : V (h) = 12E[(Y (t+ h)− Y (t))2]
C Constante intervenant dans le variogramme
a Suite non nulle à support fini a = (a0, . . . , aL(a)−1)
Ca,n Estimateur par variations quadratiques de C associé à a
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Séquences biologiques
n Longueurs des séquences
N Taille des échantillons Monte-Carlo
M Paramètre d’échelle
Temps discret
εi Score ponctuel à la position i
Sn Somme partielles des (εi)i6i6n
Un Processus de Lindley
Un Score local
θn Longueur du score local
U∗n Score local pour les excursions complètes
θ∗n Longueur du score local pour les excursions complètes
Temps continu
B(t) Mouvement Brownien standard issu de 0
U(t) Processus de Lindley
U(t) Score local
θ(t) Longueur du score local
U∗(t) Score local pour les excursions complètes
θ∗(t) Longueur du score local pour les excursions complètes
R(t) Processus de Bessel de dimension 3 issu de 0
Principe de grandes déviations
Hachage avec essais linéaires
m Nombre de places
n Nombre de voitures
N Nombre de blocs : N = m− n
dm,n Déplacement total
X V.a. distribuée selon la loi de Borel de paramètre µ
Y V.a. qui conditionnée à {X = l} est distribuée comme dl,l−1
Sn Somme partielle des Xi pour i = 1, . . . , n
Tn Somme partielle des Yi pour i = 1, . . . , n
Analyse de sensibilité
N Nombre de points d’observation dans le plan d’expérience initial
p Dimension de l’espace d’entrée du code
k Dimension de l’espace de sortie du code pour les codes vectoriels
m Nombre de termes dans les sommes tronquées
q Ordre des moments
E = E1 × . . .× Ep Espace d’entrée
H Espace de Hilbert séparable
X Espace métrique séparable
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Ip L’ensemble des entiers de 1 à p
u Un sous-ensemble de Ip
U k sous-ensembles de Ip : U = {u1, . . . ,uk}
X = (X1, . . . , Xp) Entrée du code
Xu Coordonnées Xi de X telles que i ∈ u
X∼u Coordonnées Xi de X telles que i /∈ u
Xu Version Pick-Freeze de X par rapport à Xu
Y Sortie du code
Y u Version Pick-Freeze de Y par rapport à Xu
Sortie/Modèle Type d’indice Indice Estimateur Indice
premier ordre total
Scalaire Ŝu, T̂u
Y ∈ R Sobol Su Ŝuc (cas centré ) Su,Tot
ŜuMéta (métamodèle)
Vectorielle Sobol Su,k (Tu,k) Ŝu,k
Y ∈ Rk Ordre q Huq Ĥuq
Cramér-von-Mises Su2,CVM Ŝ
u,Tot
2,CVM
Fonctionnelle
Y ∈ H Sobol Su,∞ Ŝu,∞m
Régression linéaire Sobol SuLin ŜuLin,m
Y ∈ X Général Suq,GMS Ŝuq,GMS Su,Totq,GMS
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