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We analyze the disorder driven localization of the two dimensional Bose-Hubbard model by eval-
uating the full low energy quasiparticle spectrum via a recently developed fluctuation operator
expansion. For any strength of the local interaction we find a mobility edge that displays an ap-
proximately exponential decay with disorder. We determine the finite-size scaling collapse and
exponents at this critical line finding that the localization of excitations is characterized by weak
multi-fractality and a thermal-like critical gap ratio. A direct comparison to a recent experiment
yields an excellent match of the predicted finite-size transition point and scaling of single particle
correlations.
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In the last decade the study of disorder-driven local-
ization of quantum particles has received considerable
interest, following the suggestion that Anderson local-
ization for non-interacting models [1–4] can be general-
ized to interacting ones [5–8] in the framework of the so-
called many-body localization (MBL). One of the most
prominent features of MBL is its incompatibility with
the eigenstate thermalization hypothesis (ETH) result-
ing from an extensive number of local integrals of mo-
tion [9–13]. A complete demonstration of MBL would in
principle require knowledge of the whole spectrum, lim-
iting the use of exact diagonalization techniques to small
system sizes, especially when bosonic particles are con-
sidered [14, 15]. The existence of MBL has been rigor-
ously proven in one-dimensional (1D) spin-chains [16, 17],
while various perturbative arguments [3, 5, 6, 18] and nu-
merical evidence [7, 8, 19] have also supported its exis-
tence in two dimensions - involving a mobility edge (ME)
separating mobile from localized states in the spectrum.
However, recent theoretical arguments have challenged
the existence of MBL both in 1D [20] and 2D [21–23] in
the thermodynamic limit. Experimental realizations of
bosonic systems have already been achieved in cold atom
setups where a disorder potential can be imprinted onto
a confined optical lattice in 1D [24, 25] and 2D [26, 27],
showing strong signs of high energy localization in con-
fined systems for both cases. Related experiments [28, 29]
have also observed evidence for a ground state Bose-glass
phase compatible with theoretical predictions of a zero-
energy superfluid to Bose-glass transition [30–35].
Here, we investigate localization effects in the exci-
tation spectrum of the two-dimensional Bose-Hubbard
model (BHM) in the presence of disorder utilizing a re-
cently developed fluctuation operator expansion (FOE)
method [36, 37], which gives access to the complete spec-
trum of quasiparticle (QP) excitations for system sizes
comparable to experiments. Our results are summarized
in Fig. 1. For all interaction strengths disorder induces
(at least) one ME. We determine the finite-size scaling at
the critical points characterized by weak fractality and a
FIG. 1. Quasiparticle localization in the disordered 2D Bose-
Hubbard model (1). (a): Typical structure of the quasiparti-
cle spectrum at fixed interaction U > 8t. For sufficiently weak
disorder W a band gap persists, while multiple MEs centered
at the homogeneous bands separate localized from delocal-
ized states. The lowest ME displays exponential behavior
(dashed line) down to the lowest resolved QP energies. (b):
ME Wc(ω) of excitations at a quasiparticle energy of ω = t
as a function of U/t, determined from the fractal dimension
D and the gap ratio r (see legend). Inset: Amplitude ω0
(left pointing triangles) and decay constant Ω (right pointing
triangles) characterizing the lowest ME (3).
thermal-like critical gap ratio. Importantly, in the limits
of our numerical QP method the low energy ME con-
verges onto an exponential decay with disorder. For the
case of particles confined by a harmonic potential, we
compute correlation functions and extract the inverse de-
cay length, finding excellent agreement with recent exper-
iments [26] in terms of a finite-size localization transition.
The Hamiltonian of the BHM with on-site disorder and
in the grand canonical ensemble reads
Hˆ =
L2∑
`
(
µ`bˆ
†
` bˆ` +
U
2
bˆ†` bˆ
†
` bˆ`bˆ`
)
︸ ︷︷ ︸
Hˆ`
−t
∑
〈`,`′〉
(bˆ†` bˆ`′ + h.c.),
(1)
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2where bˆ†` (bˆ`) are bosonic creation (annihilation) opera-
tors at the site `, t is the tunneling rate between nearest
neighbor sites 〈`, `′〉 on a square lattice of spacing a and
linear size L, while U is the local on-site Hubbard interac-
tion. The energy µ` reads µ` = −µ+`, with µ the chem-
ical potential fixing the particle number and ` a local en-
ergy shift due to disorder or an external harmonic poten-
tial. With Ref. [26] in mind we choose a Gaussian proba-
bility distribution P (`) =
(
2piW 2
)−1/2
exp
[−2`/(2W 2)]
with the standard deviation W [38]. In this work we an-
alyze this model over a range of interactions U/t ∈ [1, 25]
and disorder strengths W/t ∈ [1, 15] at half-filling. We
furthermore investigate the effect of an external trapping
potential in order to compare with the recent experiment
[26] for U = 24.4t and W/t ∈ [0.4, 7].
The FOE [36, 37] is a QP method based on a
Gutzwiller expansion of (1) in terms of eigenstates |i〉`
of the local mean-field Hamiltonians Hˆ
(`)
MF = Hˆ` −
t
∑
{`′|〈`,`′〉}
(
bˆ†`φ`′ + h.c.
)
, where the fluctuation oper-
ators δˆb` ≡ bˆ` − φ` and the fields φ` != `〈0|bˆ`|0〉`
are determined self-consistently. For N → ∞, δˆb` =∑N
i,j=0 `〈i|δˆb`|j〉`|i〉``〈j| constitutes an exact quadratic
map onto a complete basis set of the local Gutzwiller
raising (lowering) operators σ
(i)†
` ≡ |i〉``〈0| (σ(i)` ≡|0〉``〈i|). These generate arbitrary local fluctuations κ` =∑
i>0 σ
(i)†
` σ
(i)
` of any self-consistent MF state |ψMF〉 =∏
` |0〉`. The quality of the approximation is ascertained
for κ = L−2
∑
`〈κ`〉  1 (we always find κ < 0.07 for
L ≥ 32 in this work, [39]). Here, we consider terms of
second order in the Gutzwiller operators, leading to an
approximate representation of Hˆ ≈∑γωγβ†γβγ + ∆EQP
in terms of infinitely lived QP modes γ with correspond-
ing energies ωγ [40]. βγ ≡ u(γ)†σ+v(γ)†σ† are the gener-
alized Bogoliubov-type operators, with u(γ) and v(γ) the
corresponding eigenvectors, and σ =
(
σ
(1)
1 , . . . , σ
(N)
L2
)T
.
Analogous to standard Bogoliubov theory we require the
normalization condition |u(γ)|2 − |v(γ)|2 = 1 preserving
the approximately bosonic commutation relations of the
Gutzwiller operators. v(γ) and u(γ) can be interpreted
as dual wave-functions analogous to particle and hole
fluctuations. Normal ordering of operators results in a
scalar correction ∆EQP, irrelevant to the present discus-
sion [41].
Drawing from variational concepts [42–45] and based
on a MF description that becomes exact for weak and
strong interactions, the FOE allows for a systematic, non-
perturbative improvement over standard Bogoliubov the-
ory [46]. It gives access to the otherwise neglected gapped
(amplitude) Hubbard subbands in the disorder-free limit
of Hˆ in Eq. (1) [36, 37]. As we show below, these modes,
absent in standard Bogolioubov theory, play an impor-
tant role in the localization transition at finite energy.
We note, however, that Bogoliubov quasiparticle theory
has already been used to successfully investigate 2D lo-
calization at low energy (e.g. [33, 34, 47]), and in par-
ticular the existence of a Bose-Glass phase for hard-core
bosons (i.e., U →∞) with binary disorder [33]. Relevant
to our discussion, we note that numerous works have un-
ambiguously demonstrated the existence of a direct zero-
energy phase transition between a Bose condensed su-
perfluid and a Bose-Glass for the 2D BHM with uniform
disorder distribution, similar to Eq. (1) [30–32, 35].
To characterize the degree of localization we con-
sider the following two observables: (i) The gap ra-
tio rγ ≡ 〈min[∆ωγ−1,∆ωγ ]/max[∆ωγ−1,∆ωγ ]〉d, with
∆ωγ = ωγ+1 − ωγ the quasiparticle energy gaps and
〈·〉d the disorder average. The observable rγ is known
from random matrix theory [7, 48] to have the mean
value rG ≈ 0.5307 and rP = 2ln2 − 1 ≈ 0.3863 in the
delocalized and localized phases, respectively, resulting
from level statistics belonging to the Gaussian orthogo-
nal and Poisson ensembles. The second observable is (ii)
the fractal dimension D
(γ)
q=2 of the QP fluctuation wave-
functions v(γ). Analogous to the scaling of q-moments
Rq =
∑
n |ψn|2q of many-body eigenstates [49–51] we
define
D
(γ)
q=2 = − logL2
∑L2
` |v(γ)` |4∑L2
` |v(γ)` |2
, (2)
for the local amplitudes |v(γ)` |2 =
∑
i>0 |v(γ)`,i |2 of the
wave-function, which naturally characterize the spatial
extension of each QP mode [see examples in Fig. 2(a)].
Delocalized states with r ≈ rG [52] appear primarily
at low QP energies ωγ/t and for weak disorder W/t, as
shown in the contour plots Fig. 2(c, e) for weak (U = 3t)
and strong (U = 20t) interactions, respectively. Values of
r < rP for weak disorder and small QP energies [e.g. for
ωγ . t in Fig. 2(a)] result from symmetry related finite-
size effects irrelevant to our discussion. For U/t & 20 and
W/t . 1 we find a band of additional delocalized states
for energies ωγ ∼ U reflecting the presence of typical
Hubbard subbands which overlap for U . t [dashed lines
in Fig. 2(b− e)]. In all cases, increasing W/t spreads the
bands so they overlap and drives a transition to localized
states with rG  r ≥ rP, implying the existence of (mul-
tiple) MEs. For the same cases we find similar behavior
for the fractal dimension D down to the truncation limit
[compare Fig. 2(b, d)]. Data points in Figs. 2(b−d) mark
the MEs.
We determine the position of the (lowest energy) ME
via finite-size scaling for the case U = 20t, with linear
sizes L ∈ {10, 20, 24, 32, 40} and corresponding numbers
of realizations Nr ∈ {480, 240, 240, 95, 48} for N = 3. We
find the data to be consistent with the scaling relations
rL,W (ω) = r˜W
(
[ω − ωc(W )]L1/ν
)
and DL,W (ω)−Dc =
L−β/νD˜W
(
[ω − ωc(W )]L1/ν
)
. Here, r˜W (·) and D˜W (·)
are the scaling functions, while the universal scaling ex-
ponents {β, ν} and the critical fractal dimension Dc are
to be determined self-consistently in combination with
the critical energies ωc(W ) corresponding to the ME. Fig-
ures 3 show exemplary data collapses of D [panel (a)] and
3FIG. 2. (a): Gap ratio r (left ordinate, inverted) and fractal
dimension D data (right ordinate) as functions of the QP
energy ωγ/t for U/t = 20, W/t = 5 and L = 32 averaged
over 95 realizations. Black lines are moving averages (of 21
points) as a guide to the eye and dashed lines mark rP and
rG. The crossing point (vertical arrow) of the data with the
critical rc (shaded red, narrow) and Dc,L (shaded blue, wide)
mark the ME. Insets: Exemplary squared QP wave-functions
|v(γ)` |2 with maxima normalized to one. (b-e): Separation
of the QP spectra by the ME for U/t = 3 (b, c) and U/t =
20 (d, e). Dashed lines mark band edges, dash-dotted lines
signify lowest resolved energies for N = 5 (dashed regions,
see Supp. Mat.), while data points mark the ME with the
respective FOE truncation given in the legend of (d). Panels
(c, e) are contour plots of r [color scale in (e)] binned under
the condition r > 0.3 (see text). Inset (e) shows remnants of
a ME for the upper bands, while large boxes in (d, e) mark
the region for which finite-size scaling has been performed,
yielding the filled data points. Thick black lines in (b− e) are
fits of eq. (3) (see text).
r [panel (b)] over the QP energies, W/t = 7 and all sys-
tem sizes L, where collapses have been performed for all
the data in the region within the large black boxes in
Fig. 2(d, e) with filled symbols marking the scaling result
[53]. As a result of all collapses we find β/ν = 0.26(5),
1/ν = 0.91(4) and Dc = 0.51(3) implying weak fractal
behavior at the critical point. While we get a good col-
lapse for each individual disorder value [Fig. 3 and Supp.
Mat.] deviations from a single line imply a weak depen-
dency of D˜W and r˜W on W . Also, the decay of r towards
rP is always nearly exponential [see Fig. 2 (c), black line
and Supp. Matt.]. From the collapsed data at the critical
point we extract 〈D˜W (0)〉W = 0.35(3) and a thermal-like
rc = 〈r˜W (0)〉W = 0.527(3) ≈ rG consistent with the
weak fractality of the critical QP states. Here, 〈·〉W is
the average over W inside the large boxes in Fig. 2(d, e).
FIG. 3. Exemplary scaling collapse of D (a) and r (b).
For the finite-size scaling every data set is binned for 30 equal
spaced energies [within the region shown in Fig. 2(d, e)], while
L ∈ [10, 20, 24, 32, 40] [legend in (a)] with bins containing
[4, 8, 12, 20, 32] disorder averaged data values closest in ωγ to
ω, respectively, and W/t = 7. In (b) the horizontal dashed
line marks rG−rP , the solid line is an exponential fit as guide
for the eye and data within the grey shaded regions is used
to determine rc and 〈D˜W (0)〉ME . Insets show unscaled data.
Next, we determine two independent estimates of
ωc(W ) for other U/t at fixed L = 32 and up to N = 5
for strong disorder. We take the crossing points of (i)
D-data with the finite-size critical dimension Dc,L=32 =
0.657(16) [Fig. 2(a), black arrow], as well as of (ii) ex-
ponential fits to r-data with the critical gap ratio rc [see
black line in Fig. 3(b) and Fig. 2(a), black arrow] [54].
For U/t ∈ {3, 20}, respectively, Figs. 2 show the Dc,L=32
MEs [empty symbols, panels (b, d)] and binned r-data [6
values per bin, panels (c, e)] close to the critical rc. We
note that L = 40 for N = 5 in panels (d, e). Excitingly,
this procedure leads to consistent values for ωc(W ) for all
considered values of W and U . Interestingly, we find that
for all data sets and sufficiently small ω, the dependence
of ωc(W ) on W is consistent with the empirical ansatz
ωc(W ) = ω0 exp(−W/Ω), (3)
except for small U where the gap to the upper band
already vanishes at small W . Corresponding exponen-
tial fits to the N = 3 data, shown as thick black lines
in Figs. 2(b-e), work well in a large part of the spec-
trum, while additional data obtained by increasing N
and L matches up perfectly for disorder values beyond
the N = 3 truncation limit [55]. Panel (b) of Fig. 1(b)
summarizes these findings, showing the extension of de-
localized QP states up to the ME Wc(ω) as a function
of interaction at fixed energy ω = t with its greatest ex-
4FIG. 4. Localization in a harmonically trapped lattice. (a):
Binned (every 6 gap pairs) gap ratio contours of the QP spec-
tra as function of ∆/t. Circles mark the ME obtained from
the crossing of an exponential fit to each r(ωγ) with rc and the
dashed line marks the lowest resolved QP excitation. (b): Cir-
cles are binned data for the 11 r values closest to ωγ/t = 0.1
[between solid lines in (a)]. The crossing of the exponential fit
(dashed line) with rc yields ∆
(r)
c [vertical arrow in (a)], both
shown as black lines together with associated errors. (c): Ex-
emplary fits of (4) to the numerical Gc for various ∆. (d):
Inverse decay length λ of (4) in comparison to experimental
data [26]. The black solid line marks the theoretical predic-
tion of ∆
(λ)
c together with one standard deviation.
tension at U/t ≈ 15, while the parameters of eq. (3) are
given in the inset of Fig. 1(b) depicting amplitudes ω0
and decay constants Ω as functions of U/t. We note that
the perfect match of eq. (3) for increased truncation and
system sizes implies the absence of a thermal to fully QP
localized phase, if extended to the thermodynamic limit
[21–23].
We end our discussion with the analysis of the added
effect of a harmonic trap as realized in [26] approximat-
ing the skewed Gaussian disorder used therein by an
exact Gaussian with the full width at half maximum
∆ = 2
√
2ln2W . All other parameters of (1) are taken
from the reference so U = 24.4t, the total particle num-
ber is 133 and we set L = 32 with Nr = 95. In Fig. 4(a)
we show the gap ratio of the QP spectrum related to
a mean-field ground state with a central density of one
surrounded by a condensate ring, contrary to the exper-
iment which used a purely Mott-type initial state. The
considered QP states localize at roughly the same en-
ergy scale as in the experiment, which we quantify by
an exponential fit of r for the least localized states at
ωγ/t ≈ 0.1 [see Fig. 4(b)] resulting in a finite-size transi-
tion at ∆
(r)
c /t = 7.9(1.5) [56].
To get further insight we consider the scaling of con-
nected single particle correlations as given by Gc(`, `
′) ≡
〈〈bˆ†` bˆ`′〉QP − φ∗`φ`′〉d. Here 〈·〉QP is the QP ground state
expectation value implicitly defined via βγ |ψQP〉 = 0 for
all γ [36, 37], thus best fulfilling the original approxima-
tion of neglected QP interactions. We then consider the
radial correlations of the four central sites averaged for
each unique distance from the trap center [see Fig. 4(c)].
Due to the vicinity to a localization transition and the
inhomogeneous nature of the system we expect an inter-
play of algebraic and exponential correlations which we
summarize in the fit function [57]
Gc(d) = a1 exp(−λd) + a2d−b. (4)
In Fig. 4(d) we show the various obtained inverse
localization lengths λ of these fits together with one
standard deviation of the fitting error. Below a certain
disorder strength we find no exponential contribution.
A linear fit for all nonzero λ yields the theoretical
critical disorder strength ∆
(λ)
c /t = 6.4(6) comparing
well to the experimental value ∆c/t = 5.3(2), which, to
our knowledge, is the first theoretical prediction. The
different slope compared to experiment likely stems
from the slightly different nature of the considered
observables. We note that the localization happens at
a much smaller disorder strength than predicted for the
unconfined system. This is most likely due to the trap
enhanced variance of the local potential.
In conclusion, we have performed a detailed analysis
of the two dimensional BHM with Gaussian disorder at
half filling by discussing gap ratios and fractal dimen-
sions of generalized (beyond Bogoliubov) QP eigenstates.
We find a strongly localized spectrum with at least one
mobility edge separating a small fraction of delocalized
non-interacting QP modes at low energies from high ly-
ing localized ones. For all converged results this critical
line follows an exponential decay with disorder, which,
assuming its persistence in the thermodynamic limit, im-
plies the absence of full MBL in the homogeneous BHM.
Finite-size scaling in the vicinity of these critical lines
yields relevant critical exponents and parameters for a
spectral transition characterized by a thermal-like gap
ratio and weak multi-fractality. Furthermore, the MEs
are strongly affected by the structure of QP bands in
the clean system. Finally, our method predicts a scal-
ing of correlations almost identical to that observed in
experiment and the finite-size transition point without
requiring any empirical fit parameter.
As we show in this work, the FOE is a very promising
tool for the analysis of extended systems with strong cor-
relations, which can also be used to clarify the interplay
between MBL and the BG [58]. As the FOE can easily be
extended to the time domain, it furthermore opens up an
exciting direction of future research into disorder-driven
dynamical effects.
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Supplemental Material for
“Mobility edge of the two dimensional Bose-Hubbard model”
The numerical results presented in the main text are the result of an extensive finite-size scaling analysis of the
quasiparticle (QP) spectrum for a disordered Bose-Hubbard model obtained using the fluctuation operator expansion
method [36, 37, 59, 60]. In the main text we also discuss the scaling of single particle correlations in an experimentally
relevant system with harmonic confinement. Here, we provide further details on the finite-size scaling procedure and
fitting of the correlations in the trapped system. In Sec. I we give an in-depth discussion of the procedure to obtain
the finite-size scaling collapse of the level spacing ratios and the fractal dimensions of the quasiparticle wave functions
in terms of the mean relative variances as a measure for the goodness of the collapse. We also comment on the
limits of our numerical calculations due to the necessity of a basis truncation. Subsequently, in Sec. II we use a
very similar measure to quantify the presence of a structural ground state phase transition in the inhomogeneous
mean-field ground state, which the FOE is based upon, consistent with earlier predictions for a zero-energy superfluid
to Bose-glass transition [30–32, 35, 61]. Finally, in Sec. III we discuss possible scenarios for the decay of correlations
of the QP ground state of the disordered Bose-Hubbard model in a harmonic trap which we relate to experimental
results in the main text.
I. FINITE-SIZE SCALING AT THE MOBILITY EDGE (ME)
First, we give a systematic finite-size scaling analysis of the quasiparticle (QP) spectra revealing the mobility
edge in the QP fluctuations at given U and W . For the two considered observables we obtain mutually consistent
scaling exponents, which are also consistent with the Harris criterion [62–64] implying that the critical point is not
destabilized by Griffiths singularities. In general, second order phase transitions can be characterized by a generic
algebraic scaling, which, for the two considered observables gap ratio r and fractal dimension D in the vicinity of the
mobility edge, takes the form
rL,W (ω) = r˜W
(
[ω − ωc(W )]L1/ν
)
, (S5)
DL,W (ω)−Dc = L−β/νD˜W
(
[ω − ωc(W )]L1/ν
)
. (S6)
7FIG. S1. Exemplary scaling collapse of D top and r bottom. For the finite-size scaling every data set is binned for 30 equal
spaced energies as described in the text, while W/t ∈ {4, 11} for (a) and (b), respectively. Data within the grey shaded regions
is used to determine 〈D˜W (0)〉W (top) and rc (bottom). The dashed horizontal line in the bottom row marks rG − rP while the
solid line is an exponential fit as guide for the eye. Insets in (a) and (b) show unscaled data while the black exponential fits of
r in the bottom row are used to determine the ME ωc(W ).
Here, r˜W (·) and D˜W (·) are the scaling functions, the index W signifying a weak dependence on the disorder, while L1/ν
is the rescaled length scale. The universal scaling exponents ν and β are to be determined numerically in combination
with the ME critical energies ωc(W ) and the critical fractal dimension Dc. In the following we give a detailed
discussion of the finite-size scaling collapse, which is performed at U/t = 20, W/t ∈ [3, 14] and ωγ/t ∈ [0.710, 6.307]
for L ∈ L = {10, 20, 24, 32, 40} with corresponding numbers of realizations Nr ∈ {480, 240, 240, 95, 48}. The range of
QP energies and disorder strengths is chosen such as to cover as much as possible of the low energy ME between the
lowest finite-size resolvable modes and the first band edge. We perform a binning for each L and W data set given
by 30 equally spaced energies ω in the given interval. Each bin contains Nb disorder averaged data points closest in
mean QP energy ωγ to each energy ω, with Nb ∈ {4, 8, 12, 20, 32} dependent on system size (chosen such that on
average there is a slight overlap between the bins).
A. Scaling analysis for the gap ratio
For the gap ratio r the scaling ansatz (S5) involves a single scaling exponent in addition to the critical energies
ωc(W ). In order to find the latter we note that r as a function of the QP energy at given W and for any system size
L always starts to decay from the thermal value rG at a common QP energy. The tails of this decay almost exactly
follow an exponential, as visible in plots of the unscaled data [see main text and insets in Fig. S1(b)]. Such a behavior
is consistent with a phase transition which in this case we expect to be a transition from delocalized to localized
states in the QP spectrum. Thus the universality of phase transitions implies that exponential fits to the mentioned
tails should cross in a single point at a certain QP energy, the critical energy corresponding to the ME. Thus we can
obtain a remarkably good estimate of ωc(W ) for all W/t ∈ [3, 13] considering the noise of the sampled r data. Still,
we also use differences in the decay constants of these exponential fits as weights in the averaging over the crossing
points so the mean is not affected by large outliers due to nearby system sizes having very similar decay constants in
their exponential fits (see for example inset Fig. S1(b, right)).
Next we define a model independent measure for the goodness of the remaining single parameter scaling collapse
involving only the parameter 1/ν. For this purpose it is beneficial to define the rescaled energies
ω¯L,W = [ωL,W − ωc(W )]L1/ν , (S7)
8FIG. S2. Finite-size scaling collapse of the inflection points of DL,ω(W ). (a) Overview of the inflection points D0,L(ω) as
estimated from a fit of the binned data to tanh(·). Exemplary best fit scaling collapses (S10) of the inflection points sampled
over ω/t ∈ [1.4, 3.7] are shown in (b). These fits use β/ν = {0.1, 0.3, 0.5} as marked for each line, respectively. For a range of
β/ν ∈ [0.05, 0.6] (c) shows the adjusted coefficient of determination R˜2 for these fits.
where the indices L and W are used to identify the individual binned data sets rL,W at all corresponding energies
ωL,W . From these we define the interpolated functions rL,W (ω¯). Then, the best choice of the scaling exponent 1/ν
minimizes the following mean relative variances,
χ(W )r =
∑
L 6=L′
∑
ω¯>0
(rL,W (ω¯)− rL′,W (ω¯))2
2
[
σr2L,W (ω¯) + σr
2
L′,W (ω¯)
] rL,W (ω¯)
σrL,W (ω¯)
rL′,W (ω¯)
σrL′,W (ω¯)
1
C¯
(W )
r
, (S8)
where σrL,W are the standard errors of the mean determined from the binned data, while the normalization constants
C¯
(W )
r are given by the total sum of all inverse relative covariances, used as weights to account for the noise,
C¯(W )r =
∑
L 6=L′
∑
ω¯>0
rL,W (ω¯)
σrL,W (ω¯)
rL′,W (ω¯)
σrL′,W (ω¯)
. (S9)
Ideally, if all data points collapse onto the unknown scaling function within their error bars, this measure should be
of order 1 or less. Note that we only consider ω¯ > 0 due the systematic finite-size effects resulting from symmetry
related level bunching for low energy QP modes which are near plane wave excitations at weak disorder. Otherwise,
we find that the finite-size scaling barely affects the delocalized states as rc ≈ rG implying a near-thermal critical
behavior.
Due to the observed weak dependence of the scaling function r˜W on W , visible in the much slower decay of the
collapsed data in Fig. S1(b) at large disorder, each disorder value W is treated independently in the collapse of
the binned gap ratio data quantified by (S8). To approximate the error of the scaling collapse we sample over the
results for all W/t ∈ [3, 13] which we write as 〈·〉W . For the mean relative variances and its standard deviation we
find 〈χ(W )r 〉W = 0.79(28). Regarding the universal exponent, the described minimization results in 1/ν = 0.91(4).
Sampling all collapsed data sets in the vicinity |ω¯L,W |/t < 2 [marked by the vertical dark gray regions in Figs. S1(b)],
chosen such that the value and its standard deviation are converged, further yields the critical gap ratio rc = 〈rL,W (ω¯ =
0)〉L,W = 0.527(3) with 〈·〉L,W the average over considered disorder values W and system sizes L.
B. Scaling analysis for the fractal dimension (q=2)
Finding the proper finite-size scaling of the fractal dimension is much harder compared to the gap ratio as Eq. (S6)
has twice the number of scaling exponents and parameters at any given disorder W . To find a unique prediction we
determine the parameters step by step via independent means. Firstly, we note that for fixed QP energies and as a
function of disorder W the fractal dimension always has a sigmoid shape. At the same time finite-size scaling tells us
that the inflection points WL,ω of such a series of sigmoid functions have to collapse onto a single point W¯0(ω) of the
9scaling function. Correspondingly, for any of these fixed QP energies ω, where W¯0(ω) = [WL,ω −Wc(ω)]L1/ν is the
scaled disorder, in analogy to Eq. (S6) one also gets
D0,L ≡ DL(W0,L) =
D˜
(
W¯0
)
Lβ/ν
+Dc. (S10)
As we know the fractal dimension only for a limited set of disorder values we use a fit to a generic sigmoid function
[tanh(·)] to determine the inflection points and thus D0,L as a function of L. A few examples of such fits are shown in
the insets of Figs. S7(a). In order to obtain a sufficiently good estimate of an inflection point it cannot be too close
to the edges of the data range or even outside. We find the most consistent estimates to be in the range of energies
ω/t ∈ [1.4, 3.7] (see Fig. S2(a)). As all D0,L within this range are consistent with each other we can take an average
over these QP energies. The resulting values we then fit by Eq. (S10) where we consider D˜
(
W¯0
)
as an unknown
parameter, such that this fit is slightly over-determined. Thus we take β/ν as a fixed parameter of these fits to obtain
sets of best Dc and D˜
(
W¯0
)
as functions of β/ν. We find a wide range of β/ν between 0.1 and 0.5 giving very similar
quality of fits [compare Fig. S2(b)], as quantified by the adjusted coefficient of determination R˜2 shown in Figs. S2(c).
In a next step we determine the critical QP energies ωc from the mutual crossing points of the scaled fractal
dimension as a function of QP energies for fixed disorder values, using Dc(β/ν) from the previous step. Figure S3(a)
shows and example using β/ν = 0.26 with Dc = 0.51. The collection of all these crossing points yields the ME ωc(W )
as well as the finite-size critical dimension DL,W (ωc(W )) =
D˜W (0)
Lβ/ν
+ Dc. Prior knowledge of the scaling function
D˜W (0) could also be used to determine the critical ME for any single finite-size system without having to perform a
full finite-size collapse. But as the scaling function D˜W (ω¯c) has a weak disorder dependence, also DL,W (ωc(W )) varies
slightly along the ME. As the scaling function is non-universal, we approximate the error of the disorder averaged
finite-size critical dimension Dc,L = 〈DL,W (ωc(W ))〉W , for W/t ∈ [3, 13], by its standard deviation to account for
these variations. As shown in Fig. S3(b) for L = 32 the finite-size critical dimension Dc,L and thus also the predicted
ME barely depends on the scaling exponent β/ν within the optimal region [see Fig. S2(c)].
Finally, keeping all parameters including the ME at all considered disorder values except 1/ν fixed, we perform the
final collapse by minimizing the following mean relative variances
χ
(W )
D =
∑
L6=L′
∑
ω¯
(
D˜L,W (ω¯)− D˜L′,W (ω¯)
)2
2
[
σD˜2L,W (ω¯) + σD˜
2
L′,W (ω¯)
] 1
C¯D
, (S11)
where σDL,W are the standard errors of the mean determined from the binned data, while the normalization constant
C¯D is given by the total number of terms, C¯D =
∑
L 6=L′
∑
ω¯ 1. As stated before, for an ideal collapse such a measure
should be of order one.
FIG. S3. Semi-scaling collapse at the critical ME ωc(W ). (a): Finite-size scaled fractal dimension D of the binned QP
spectrum in the energy interval considered for the scaling with U/t = 20, W/t = 5, β/ν = 0.26 and Dc = 0.51. System sizes
are given in the legend, while the black arrow signals the mutual crossing point of the data for all system sizes. (b): Finite-size
critical dimension as a function of the scaling exponent β/ν, determined via the crossing points and sampled over all disorder
realizations with W/t ∈ [3, 13]. The errors are given by one standard deviation.
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Now, the minimization of Eq. (S11) is performed for each considered disorder value W/t ∈ [3, 13] and for various
β/ν ∈ [0, 0.6]. Each β/ν comes with a ME ωc(W ) and critical dimension Dc [see Fig. S4(a)]. Averaging the resulting
best 1/ν over the considered disorder data sets reveals a nearly linear relation between β/ν and 1/ν of the best
collapses. Requiring that 1/ν has to be identical to the value obtained for the collapse of the gap ratio data in
the preceding section (1/ν = 0.91(4)) yields the prediction for the scaling exponent β/ν = 0.26(5), as shown in
Fig. S4(b). We note that these scaling exponents are consistent with those of the one-dimensional directed percolation
universality class [65, 66]. Due to some rare systematic finite-size effects for small system sizes and weak disorder
(compare finite-size prediction of the mobility edge for L = 10 shown in Fig. S8), we quantify the quality of these best
collapses by considering the typical value of Eq. (S11), which we obtain using the definition 〈·〉W = exp [〈log(·)〉W ]
and its standard deviation, see Fig. S4(c). As a result of some finite-size corrections, especially for the smallest system
sizes (compare examples in Fig. S1 and L = 10 finite-size prediction of the ME in Fig. S8), this measure is slightly
larger then one due to some large deviations of the full finite-size collapse appearing far from the critical point [note
especially the very small errors in the fractal dimension at very low QP energies in Fig. S1(a)].
C. Further scaling observations and remarks
The idea to follow the finite-size scaling of special points of the scaling function can also be applied to the fractal
dimension of the QP states DL,W (ω) as a function of energy ω for fixed disorder W and various system sizes L. But
in this case the previously used ansatz of using a tanh(·)-shaped function to determine the inflection points does not
work due to the strong asymmetry of DL,W (ω). Instead, motivated by the empirically obtained shape of the ME
ωc(W ) = ω0 exp(−W/Ω), we instead consider the fit function
f(ω) = a tanh
[
b
(
logω
(W )
0,L − logω
)]
+D
(W )
0,L . (S12)
Via this fit we find the approximate inflection points
(
ω
(W )
0,L , D
(W )
0,L
)
. Similar to before, this procedure works best
when the QP energy of the inflection point is sufficiently far from the considered energy limits, so for W/t ∈ [5, 11].
Furthermore, at weak disorder and low QP energies we find some deviation from the empirical fit function (compare
Figs. S5). In Figs. S6(a, b) we show the scaling behavior of D
(W )
0,L and ω
(W )
0,L . Very clearly these data points imply
D
(W )
0,L ≈ 0.5 for L → ∞, or more precisely 〈D(W )0,L=40〉W = 0.506(4) for W/t ∈ [7, 11] with the error given by the
standard deviation. This is consistent with the value of the critical fractal dimension Dc determined in the finite-size
scaling above. Only for W/t < 7, where we expect the fit to be less reliable, do we observe apparent finite-size
FIG. S4. Finite-size scaling collapse of the fractal dimension. (a) Best fits for the fixed QP energy inflection points DL(W0,L)
to the scaling relation (S10) yield Dc and D˜(W¯0) as functions of β/ν with errors representing the one standard deviation
confidence interval of the best fit. (b) Minimization of (S11) for each W with respect to 1/ν reveals the linear relation of the
best 1/ν and β/ν Errors are standard errors of the mean resulting from a sampling of the best 1/ν over the considered disorder
values W/t ∈ [3, 13]. Similarly, in (c) we show the typical mean relative variances 〈χ(W )D 〉W as measure of the quality of the
collapse together with its standard deviation.
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FIG. S5. Spectra of the fractal dimension D of the binned QP spectrum for ω/t ∈ [0.710, 6.307] and various system sizes, given
in the legend (a). Shown are examples for W/t ∈ {4, 7, 11} in (a), (b) and (c), respectively. The black lines are best fits to the
empirical ansatz (S12).
FIG. S6. Finite-size scaling of the inflection points [D
(W )
0,L in (a) and ω
(W )
0,L in (b)] of the fractal dimension as function of the QP
energy at various disorder values W/t given in the legend. For better readability the data sets are slightly offset in L relative
to each other. Black lines in (b) are best fits to eq. S13 for fixed 1/ν = 0.91. For a range of fixed values 1/ν ∈ [0.61.2] (c) shows
the adjusted coefficient of determination R˜2 for the fits of the combined data sets with W/t ∈ [7, 11] as described in the text.
scaling behavior, but with relatively large uncertainties for the inflection points. On the other hand ω
(W )
0,L shows very
consistent scaling behavior, such that we can attempt a scaling collapse similar to Eq.(S10):
ω
(W )
0,L =
ω¯
(W )
0,L
L1/ν
+ ωc(W ). (S13)
As ωc(W ) is the mobility edge and as such not a constant, we combine the data sets ω0,L = 〈ω(W )0,L 〉W for W/t ∈ [7, 11]
where we consider the inflection points to be most reliable. Via this sampling we reduce the noise in the combined
data so we are best able to determine the optimal scaling exponent by fitting to the average ω0,L = ω¯0,L/L
1/ν + ωc
of Eq.(S13) over the disorder for various values of 1/ν and considering the adjusted coefficient of determination R˜2
shown in Fig. S6. While we find a wide range of parameters that give very similar values of R˜2 the optimum is at
about 1/ν ≈ 0.9 consistent with our earlier finding. In Fig. S6 we also show fits of Eq. (S10) with 1/ν = 0.91 which
all fit the inflection point data within the respective errorbars.
As we have seen, the scaling parameters are consistent both for a finite-size scaling along the QP energies and
fixed disorder, as well as for variable disorder and fixed QP energies. Therefore, for the sake of completeness we also
show exemplary full collapses at fixed QP energies ω using ωc(Wc) with Wc/t ∈ 4, 7, 11 as the binning centers. The
resulting scaling collapses are shown in Fig. S7 for the scaling exponents and parameters determined earlier. Indeed,
12
these parameters result in remarkably good collapses for the different parts of the spectrum.
FIG. S7. Exemplary scaling collapses of D (top) and r (bottom) as functions of disorder strength W at fixed QP energies.
Here we considered the binned data (with Nb disorder averaged data points) centered at the energies ω/t = {4.1, 2.1, 1.1}
corresponding to ωc(W ) at W/t ∈ {4, 7, 11} for (a), (b) and (c), respectively. Insets show unscaled data with black tanh(·) fits
for D in the top row used to determine the inflection points DL(W0,L). In the bottom row the horizontal dashed line marks
rG − rP and the solid line is an exponential fit as guide for the eye.
Finally, in the main text we also show the finite-size scaling prediction of the ME in the thermodynamic limit
by considering the finite-size critical contour DL,W (ω) = Dc,L = Dc + D˜(0)/L
β/ν where Dc is the critical fractal
dimension and D˜(0) is the value of the scaling function at the critical point. As can be seen in Fig. S8, all finite
size predictions of the ME match almost exactly except for some deviations for small system sizes. We note that the
reentrant shape of the contour lines at strong disorder and low energies is a truncation artifact as we will discuss now.
We note that, especially at large energies as well as the low excitation energies relevant here, another scaling in
addition to L becomes important as well. This is related to the Bose statistics, namely its unbounded local Fock-bases
of bosonic number states, which in numerical simulations is commonly truncated at some sufficiently large number
Nb. Within the FOE method this truncation is realized on the level of considered mean-field Gutzwiller (eigen-)states
at each site, N . We always use Nb = 3N to get a good approximation of the low energy part of the considered local
operators in terms of the MF states. Furthermore, in the main part we consider the up to N = 5 lowest MF states at
each site which is sufficient to resolve the ME down to ωγ ≈ 0.1t, while for the energy and disorder window considered
for the finite-size scaling (see main text and Sect. I A and I B) N = 3 already is sufficient, as we will see in a moment.
Only as the ME approaches the lowest resolved QP energy levels – those following an unphysical reentrant shape (see
Fig. S8(a)) – do we observe a pronounced dependence of the numerical results for the (multi-)fractal dimension D of
the QP states on the truncation N > 2, as we show in Figs. S8(b, c) for weak and strong interaction U/t ∈ {3, 20},
respectively. Comparing N = 3 with N > 3 one can see that in terms of D the QP states are well converged at all
QP energies down to those QP levels ωγ for which D(ωγ) has its unphysical maximum at N = 3. In Fig. S8(a) the
dotted line represents the energy of this maximum as an approximate bound below which the QP states can not be
considered converged in terms of the considered local basis truncation N = 3.
II. CHARACTERIZATION OF THE MEAN-FIELD GROUND STATE TRANSITION
It has long been established that the ground state of a disordered two-dimensional Bose-Hubbard model, as used
in the main part, can exhibit the formation of a so-called Bose-glass phase [30, 35, 67–69]. In this section we briefly
comment on the relation of our results to these earlier predictions on the level of the fragmentation of the mean-field
ground state. As we will show, such a transition for finite values of U/t can be also determined by an in-homogeneous
mean-field description which at the same time forms the basis of the FOE method used in the main text and above.
Our results are consistent with a direct phase transition from a condensed superfluid to a Bose-glass in the ground
state. For example, earlier works using a uniform disorder distribution [−W,W ] (best compared to the full width
at half maximum ∆ = 2
√
2ln2W ≈ 2.35W of a Gaussian distribution with standard deviation W ) have predicted
this transition to be at Wc/t ≈ 5 [30–32, 35, 61] at half-filling and in the limit of infinite interaction U/t → ∞, the
so-called hard-core boson case.
To characterize the phase transition in the ground state of the disordered Bose-Hubbard model in two dimensions
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FIG. S8. (a): Mobility edge for U/t = 20 as given by fractal dimension contour lines at Dc,L = Dc + D˜(0)/L
β/ν for the
considered system sizes L ∈ {10, 20, 24, 32, 40} given in the legend with the data binned for every four consecutive energy
levels. Each Dc,L = 〈DL,W (ωc(W ))〉W shown in the inset is sampled along the mobility edge ωc(W ) for W/t ∈ [3, 13] [e.g.
shown in Fig. S3(a) for W/t = 5]. The errors of Dc,L in the inset are one standard deviation for this sampling each, which is
mostly dominated by systematic variations in the scaling functions D˜W (ω¯). For the black line in the inset we use the average
value D˜(0) = 〈D˜W (ω¯ = 0)〉W and β/ν = 0.26, as determined from the scaling collapse. The dashed lines in the main panel
correspond to the lower and upper contour at L = 40 of one SD in the value of Dc,L (see inset), while the dotted line marks
the position of the maximum of D(ωγ) for L = 40 [as estimator for the truncation limit, see (b)] with energies binned for every
four consecutive QP levels. (b, c): Effect of the truncation of the number of mean-field eigenstates N (see legend) considered
in the FOE on the convergence of the fractal dimension of the QP eigenstates. Here, the system size is L = 32 for all cases,
while (U/t,W/t) = (20, 13) in (b) and (U/t,W/t) = (3, 8) in (c). Numerical simulations for each truncation N ∈ {2, 3, 4, 5}
have been performed over Nr ∈ {95, 95, 20, 10} identically seeded disorder realizations, respectively.
we consider the q →∞ limit of the multi-fractal dimensions as an order parameter. Applied to the distribution of the
inhomogeneous mean-field condensate order parameter φ` and sampled over the disorder realizations 〈·〉d we define
Dφ = −
〈
logL
(
max`|φ`|2∑L2
` |φ`|2
)〉
d
. (S14)
As in the main part we evaluate this observable over a range of disorder strengths W/t ∈ [1, 16], fixed interaction
U = 20t and for the same linear system sizes L ∈ L = {10, 20, 24, 32, 40} while averaging over Nd = 60 disorder
realizations each time.
In Fig. S9(a) we show Dφ and its difference quotient revealing an inflection point D0(L) = Dφ[W0(L)] in the
function Dφ(W ), which experiences a finite-size scaling shift. We obtain D0(L) via parabola-fits to the minima in the
difference quotient. Analogous to the mobility edge we consider a scaling ansatz of the form
Dφ,L(W )−Dφc = L−αD˜
(
[W −Wc]L1/ν
)
. (S15)
For the scaling collapse of the inflection points D0(L) onto the inflection point of the scaling function D˜(W¯ ), where
W¯ = [W (L)−Wc]L1/ν is the rescaled disorder, we thus expect
D0(L) =
D˜(W¯0)
Lα
+Dφc . (S16)
As this expression has three unknown parameters compared to the 5 considered system sizes we first determine the
best fit parameters D˜(W¯0) and D
φ
c for various values of α. An exemplary fit for α = 0.51 is shown in Fig. S9(b). As
the finite-size scaling at the critical point Wc is independent of the scaling exponent ν, we can further determine Wc
from the crossing points of the data sets for various system sizes if we only apply the scaling to the fractal dimension
as shown in the inset of Fig. S9(b). This way we get the best candidates for the critical point (Wc, D
φ
c ) as a function of
α depicted in Fig. S9(c). To quantify the goodness of these fits we consider the adjusted coefficient of determination
R˜2 given in the inset of Fig. S9(c). For the considered range of α R˜2 is almost constantly at its optimum but as the
fractal dimension by definition is limited to Dφ ∈ [0, 2] we find a fixed lower bound for α [see Fig. S9(c)].
For the final collapse we only have to consider α and ν in order to minimize the mean relative variance as a measure
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FIG. S9. Finite-scaling collapse of the structural transition of the MF condensate order parameter. (a) depicts the fractal
dimension Dφ of the MF parameter φ` (top) and its difference quotient (bottom). Colors ranging from light grey to black
correspond to the considered system sizes L ∈ {10, 20, 24, 32, 40}, respectively. Same colors are used in (b) showing the scaling
collapse of the fractal dimension at the inflection point D0(L). The critical dimension Dc is marked by a black arrow for the
case α = 0.51. Both parameters together give the partial collapse in the inset. The mutual crossing point of all data sets
yields the critical disorder strength Wc marked by a black arrow. (c) Parameter D
φ
c for the best fits of D0(L) to the scaling
ansatz (S16) for various values of α (left pointing triangles) and Wc obtained from the crossing points of the partial scaled data
sets (right pointing triangles). The adjusted coefficient of determination R˜2 for the best fits is given as an inset. In (d) the
combined full collapse is shown for ν = 1.77 and α = 0.51. The corresponding critical point (Wc, Dc) is taken from the relation
shown in panel (c).
for the goodness of the collapse:
χDφ =
∑
L′>L
∑
W¯
(
D˜φ,L(W¯ )− D˜φ,L′(W¯ )
)2
2
[
σD˜2φ,L(W¯ ) + σD˜
2
φ,L′(W¯ )
] 1
C¯Dφ
. (S17)
Analogous to the finite-size scaling at the mobility edge, σD˜φ,L(W¯ ) are the standard errors of the mean determined
from the disorder sampling while the normalization constant C¯Dφ is given by the total number of terms, C¯Dφ =∑
L′>L
∑
W¯ 1. In order to estimate the error of the obtained scaling exponents, this finite-size scaling procedure is
repeated for 6 independent subsets of 10 disorder realizations each. For the best collapses we find χDφ = 0.53(9)
corresponding to the mean-field scaling exponents α = 0.51(2) and ν = 1.77(11) while the critical point has Dφc /t =
1.956(7) at a disorder of Wc/t = 3.1(4). We thus find a ground state transition point at U/t = 20 that is consistent
with previous predictions of a superfluid to Bose-glass transition also at half-filling but in the limit U/t→∞ and for
equal distributed box-disorder of the local potential ` ∈ [−W,W ] [31, 32, 35, 61].
III. SINGLE PARTICLE CORRELATIONS IN A TRAP
As in the experiment we consider a finite-size system in a harmonic trap [26], thus particles with a phase coherence
over only a finite length scale, driven by the competition of repulsive Hubbard interactions and local disorder, may
still span the whole system, forming a local BEC in the ground state. Only for vanishing disorder and interaction do
all particles participate in the condensate mode, while a finite condensate order parameter is observed in the ground
state even as both interaction and disorder are increased (with the typical wedding cake structure in the homogeneous
case). For finite-size systems at the superfluid to Bose-glass transition the condensate order parameter also does not
vanish at the critical point and beyond [29]. In this confined system, it is thus reasonable to assume a crossover in the
ground state where a fraction of the particles always exhibits long-range correlations with a short-distance algebraic
decay, as in a condensate, and only the remaining fraction can be localized more strongly. So, as a first scenario for
Gc(d), where the distance d is in units of the lattice spacing a, we assume the empirical linear combination form
Gl(d) = Al
[
p exp(λ− λd) + 1− p
db
]
. (S18)
We fix the amplitude Al of this ansatz by the value Al = Gc(d = 1) for nearest neighbors. Then p corresponds to the
relative contribution of the exponential decay with the decay constant λ and the algebraic decay with the exponent
b. We consider the latter three as fit parameters.
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On the other hand, related work on Anderson localization on random regular graphs, where every site has m + 1
nearest neighbors, suggests a product of exponential and algebraic decays instead [70],
Gp(d) = Ap
m1−d
dc
. (S19)
Due to the similarity of the effective quasiparticle Hamiltonian to such systems it might be considered a possible
model theory for the non-interacting quasiparticles, with m − 1 the effective number of nearest neighbors and c the
algebraic decay constant. Together with the amplitude Ap we thus have three fit parameters, as well.
In Fig. S10 we show exemplary best fits of these two scenarios to our numerical data for various values of the
disorder W/t ∈ [0.4, 2.8, 6.5]. In most cases the adjusted coefficient of determination R˜2 for the product scenario
is slightly worse compared to the linear combination form. Furthermore, only for strong disorder does the product
form not diverge as d → ∞. Except for the decay constant λ of the exponential term in the linear combination
form discussed in the main part, we show all the relevant parameters in Fig.S11. Here we can see that the apparent
unphysical behavior of the product form Eq. (S19) stems from m < 1. For the linear combination form Eq. (S18), on
the other hand, the exponent of the algebraic term remains constant within its errorbars, as one would expect for the
assumed two components. Finally, the relative contribution of the localized component starts to increase precisely at
the transition.
FIG. S10. Comparison of the product and linear combination fitting scenarios (see legend in first figure) for the radial
connected correlation function Gc(d) in a trapped system. Numerical data points are shown with an error corresponding to
one standard deviation of the disorder sampling. Black lines are the best fits of each scenario (see legend), while the lower half
of each panel depicts the residuals of the data Gc(d) to each fit Gf together with the adjusted coefficient of determination R˜
2.
For (a− c) from left to right the considered disorder values are W/t ∈ {0.4, 2.8, 6.5}, respectively. The single shaded region in
the background marks the fit region of d/a ∈ [1, 7], while the two different shaded regions for the residuals correspond to one
and two SD of the numerical data.
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FIG. S11. Parameters (identified in the legend) of the two considered fitting scenarios of the connected Greens function as
functions of the disorder strength. The parameters (b, p) correspond to the linear combination (S18) while the parameters
(c,m) correspond to the product form (S19).
