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A 2D free-energy landscape model is presented to describe the (un)folding transition of DNA/
RNA hairpins, together with molecular dynamics simulations and experimental ﬁndings. The
dependence of the (un)folding transition on the stem sequence and the loop length is shown in the
enthalpic and entropic contributions to the free energy. Intermediate structures are well deﬁned
by the two coordinates of the landscape during (un)zipping. Both the free-energy landscape model
and the extensive molecular dynamics simulations totaling over 10 ms predict the existence of
temperature-dependent kinetic intermediate states during hairpin (un)zipping and provide the
theoretical description of recent ultrafast temperature-jump studies which indicate that hairpin
(un)zipping is, in general, not a two-state process. The model allows for lucid prediction of the
collapsed state(s) in simple 2D space and we term it the kinetic intermediate structure (KIS) model.
Introduction
Hairpins are common structural motifs of nucleic acids and
are crucial for tertiary structure and function.1 RNA and
DNA hairpins play important regulatory roles in transcription
and replication as well as mutagenesis facilitation.2–5 Under-
standing their stability and (un)folding kinetics is, therefore,
likely to shed light on the relationship between hairpin struc-
ture and functional dynamics. Furthermore, due to the small
size and simplicity of hairpins relative to proteins and multi-
loop nucleic acids, they represent ideal benchmark structures
for the development of robust theories for macromolecular
dynamics.
The common textbook description of hairpin unfolding is as
a two-state transition process:
U (unfolded state)" F (folded state). (1)
Experimentally, melting curves at equilibrium globally exhibit
a two-state behavior. Recent work, however, suggests that
DNA/RNA hairpin (un)folding may involve intermediate
state(s). Computationally, master equation methods, and mo-
lecular dynamics (MD) simulations predict multiple pathways
as well as misfolded traps for RNA hairpin kinetics.6–8 Fluor-
escence correlation spectroscopy (FCS)9–11 has inferred the
presence of intermediates and, given the ﬂow and diﬀusion
rates of the experiments, established a sub-ms time scale for
the intermediate state.10 Studies involving time-resolved spec-
troscopy following a laser-induced temperature jump
(T-jump), typically with ns or longer time resolution, also ﬁnd
evidence of intermediate states.12,13 For example, UV absor-
bance following a T-jump on short RNA hairpins suggested
non-two-state ms unfolding kinetics for a range of tempera-
tures and loop sequences.12
Recently, with ultrafast temporal resolution, the T-jump
study of Ma et al. has provided direct evidence of collapsed
intermediate state(s) for a DNA hairpin at temperatures high-
er than the melting temperature.14 Such states, ‘‘collapsed but
not folded’’, are also important for protein folding and may
involve hydrophobic and/or secondary structure collapse.15,16
These studies utilize both absorption of the bases and ﬂuor-
escence probes in order to elucidate the roles of stacking and
loop closure, respectively.
Here, we introduce an analytical model which elucidates the
key sequence and loop-dependent behavior of unzipping as
well as the identity of intermediate states of unfolding kinetics.
The model utilizes the tabulated pairing-stacking thermody-
namic parameters and is termed the kinetic intermediate
structure (KIS) model. To test this model, we performed MD
simulations of the unfolding of a small DNA hairpin and
compared the results with the predictions of the KIS model.
The number of trajectories was suﬃciently large to achieve
ensemble convergence, i.e., such that the unfolding behavior of
the ensemble did not signiﬁcantly change when varying the
number (100 or 500) of trajectories in the analysis. The MD
results support the model ﬁndings and provide the timescales
involved. When applied to the DNA hairpin studied experi-
mentally by Ma et al., using the ultrafast T-jump, the evidence
for the kinetic intermediate was conﬁrmed. For a wide range
of stem-sequence and loop-length permutations of this hair-
pin, we determined the temperature range for which the two-
state hypothesis breaks down as well as the base-pairing
conﬁguration of the intermediate state.
Preliminaries
The temperature-dependent free-energy diﬀerence stabilizing
the native hairpin from the unfolded state originates from the
balance of favorable interactions, i.e., Watson–Crick base
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pairing and stacking, and unfavorable contributions, i.e., the
reduced entropy due to conformational restriction: DG = DH
 TDS, where DG, DH, and DS are the diﬀerences in free
energy, enthalpy and entropy, respectively, between the native
and unfolded states at a temperature T. In addition to the
native state, the relative free energy of partially unfolded states
can be calculated from the DH and DS of the constituent
interactions of any partially unfolded state. The landscape is
the free energy as a function of structural variables that
uniquely identify all relevant conﬁgurations. Therefore, the
equilibrium population distribution of a hairpin for any
temperature can be obtained solely from the sum of constitu-
ent base-stacking and base-pairing enthalpies and the entropy
contribution.
In contrast, non-equilibrium dynamics following an external
perturbation cannot be understood as the sum of constituent
interactions. To study the dynamics following a perturbation
such as a T-jump, three steps should be considered. First, the
free-energy landscape is to be established for the initial and
ﬁnal states. Although in general the free-energy landscape
changes continuously from the initial to the ﬁnal state, in this
work we are concerned with structural relaxation processes for
which the timescale of the perturbation is signiﬁcantly shorter
than that of the processes involved. Second, the possible
transitions and their associated barriers are to be determined.
Third, an ensemble, distributed according to the initial condi-
tions, can be placed onto the free-energy landscape corre-
sponding to the ﬁnal conditions and allowed to evolve with
time. In this way, kinetic intermediates, dominant pathways
and the associated timescales can be obtained as the ensemble
equilibrates to the ﬁnal state. Since the kinetic process is highly
non-linear, whether via MD simulations or master equation
calculations, the time evolution computation must be per-
formed speciﬁcally for each hairpin sequence and size. In
addition, although a main strength of computational methods
is the elucidation of molecular structure, the challenge is to
consolidate the vast amount of information in a comprehen-
sive yet clear manner.
The KIS model
To represent ensemble-level time-evolution or energetics in
three dimensions, coarse graining of the atomic detail to two
or three variables is often required. For example, MD trajec-
tories have been projected onto reduced structural variables
like percent native, or non-native, base contacts (NC/NNC) or
the root-mean-square deviation (RMSD) from the native
structure.7,8,17 However, dissimilar structures may have very
similar values of NC/NNC or RMSD. Therefore, achieving
the correct balance between comprehensiveness and structural
speciﬁcity is of importance.
The model introduced here is a two dimensional representa-
tion of the landscape. Because the model is based on tabulated
thermodynamic data, it does not require numerical dynamics
simulations. In particular, the model retains the comprehen-
sive picture of kinetics without sacriﬁcing key structural
resolution. These advantages stem from the validity of the
two assumptions outlined below and from the choice of
structural variables.
First, the model assumes the single-sequence approximation
(SSA), which excludes all structures with internal bulges or
loops (besides the hairpin loop). This allows all relevant
partially folded states to be described by two variables i and
j (deﬁned below), thereby allowing for a comprehensive cover-
age of the conﬁgurational state space in two dimensions while
maintaining the structural identity of all states. The SSA is
justiﬁed if there is a signiﬁcant initiation barrier to internal
loop formation. For nucleic acids, this barrier is due to the
multiple destacking events necessary to initiate an internal
loop. The SSA is a foundation of the equilibrium and kinetic
zipper models used in the study of helix-to-coil transitions.18 It
has successfully described unfolding in polypeptides18 as well
as nucleic acids,19 and only breaks down for very long helices
(for which there are many possible interior disruption sites).
Ares et al. demonstrated, via Monte Carlo (MC) simulations
on double stranded DNA, that internal bulges are only
signiﬁcant for continuous internal A/T stretches of length
l = 20 or more.20 Here, we limit our analysis to hairpins with
the stem length l = 6, for which the SSA is valid.
Second, the model assumes that the non-equilibrium popu-
lations of states along favored unzipping trajectories are
determined solely by the equilibrium free energies of those
states independent of barriers between them. This assumption
is legitimate to the extent that, at a given time during melting,
the zipping and unzipping processes are frequent enough to
locally reach detailed balance away from the unfolded state.
Therefore, this assumption allows direct determination of
intermediate states from tabulated thermodynamic para-
meters, and will be denoted the reversible sampling approxima-
tion (RSA). Our MD simulations (described below) support
both the SSA and RSA for all temperatures reported.
In the KIS model, we consider native Watson–Crick base
pairs, and the reaction coordinates i and j are chosen to be the
number of unzipped base pairs on the loop and free ends of the
stem, respectively (Fig. 1). The choice of coordinates implicitly
constrains the KIS model to the SSA. All intermediate states
are represented by unique coordinates (i,j) on the surface, with
the hairpin native state at (0,0). The only state that does not
have a unique point on this landscape is the unfolded state
ensemble, which is represented by the points on the diagonal
boundary of the coordinate space (Fig. 1b). Each state (i,j)
corresponds to an ensemble of structures that share the same
base pairing but may diﬀer in their detailed atomic coordi-
nates. The free-energy landscape DG(i,j) is obtained by calcu-
lating the free energy for each (i,j)-state with respect to the
native state at (0,0), using the thermodynamic parameters
employed by Kuznetsov et al.21
Following the assumption made by Poland and Scheraga,22
each base pair is allowed to be either broken or intact, with the
energetics determined by base pairing, nearest-neighbor stack-
ing, and loop formation.23,24 The relative free energy of any
state (i,j) is calculated by
DG(i,j) = DHp,s(i,j)  TDSp,s(i,j) + DGinit(i,j)
+ DGloop(i,j). (2)
The terms in eqn (2) are deﬁned as follows. DHp,s(i,j)
and DSp,s(i,j) are the diﬀerences in pairing–stacking enthalpies
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and entropies, respectively, between the state (i,j) and
the native state (0,0); each term represents the sum over all
base pairs of state (i,j). The stacking parameters were
obtained from Benight and coworkers,23,24 and the
pairing parameters from Klump and Ackermann25 and
Frank-Kamenetskii.26 Although there are empirical
corrections for calculating the thermodynamic parameters at
any given salt concentration,27 in this work the analysis
is for 100 mM NaCl solutions, for which the parameters
were obtained.21 These parameters are temperature-
independent to a good approximation,28 allowing calculation
of the free energies for a wide range of temperatures using
eqn (2).
The contact-initiation free energy is included in the total free
energy as DGinit(i,j):
DGinitði; jÞ ¼
kBT
2
lnhsi; i þ j ¼ 6;
0; i þ jo6;

ð3Þ
where kB is the Boltzmann constant and the initiation para-
meter hsi= 4.5  105 is averaged over the 10 unique types of
base-stacking interactions; given the 4 bases, there are 16
stacking permutations, with 6 of those permutations being
redundant.23 Finally, DGloop(i,j) accounts for change in loop
size upon unzipping in the i-direction,
DGloop(i,j) = kBTln[w(n + 2i)] + kBTln[w(n)], (4)
where n is the number of bases in the native-hairpin loop. Note
that for each base pair unzipped from the loop end (i-direc-
tion), the loop length increases by two. The end-loop weight-
ing function w(n), employed by Benight and coworkers, is
given by21
wðnÞ ¼ 3
2pb2
 3=2
VrgðnÞsloopðnÞ; ð5Þ
where b is the Kuhn length for single-stranded DNA polymer,
Vr = 4pr
3/3 is a reaction volume with a characteristic radius r
Fig. 1 50-ATCCTA-Xn-TAGGAT-30 (n = 4; a), 50-CCCCTT-Xn-AAGGGG-30 (n = 5, 10, 13, 20, and 40; c), 50-CCCCCC-Xn-GGGGGG-30
(n= 13; d), 50-TTCCTT-Xn-AAGGAA-30 (n= 13; e), 50-GCCCCG-Xn-CGGGGC-30 (n= 13; f), and 50-CGCCGT-Xn-ACGGCG-30 (n= 13; g)
hairpins and the (i,j)-coordinate space we used to parameterize their free-energy landscapes (b). Native states of the hairpins reside at (0,0) and
(partially) unfolded states (i,j), i,j4 0, correspond to i broken base pairs on the loop end and j broken base pairs on the free end of the stem. Note
that all of the points (i,6  i), ir 6, situated on the diagonal of the grid are degenerate within the framework of our model as they represent the
ensemble of totally unfolded states.
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in units of nm, within which the bases at the two ends of the
loop can form hydrogen bonds,21 and g(n) is proportional to
the Yamakawa–Stockmayer probability of loop closure for a
worm-like chain with n bases, given by29
gðnÞ ¼
1
N
3=2
b
1 5
8Nb
 79
640N2
b
 
; Nb41;
1:51103
Nb
ð1 0:81242NbÞ exp 7:0266Nb
 
; Nb  1:
8><
>:
ð6Þ
The numerical coeﬃcients for Nbr 1 in eqn (6) are chosen to
give a smooth function for all n, and Nb is the number of
statistical segments (Kuhn lengths) in a loop with n bases,
Nb ¼ ðnþ 1Þ h
b
; ð7Þ
where h is the distance between adjacent nucleotides. For
single-stranded DNA, b E 2.6 nm, r = 1 and h = 0.52
nm.21,30 With these values, Nb 4 1 for n4 4. The free-energy
parameters employed in the KIS model are loop-sequence
independent for hairpins with loop sizes greater than 4.31
sloop(n) in eqn (5) accounts for the (loop-length dependent)
intra-loop stability. If the end loop weighting function were
purely due to the entropy loss of forming a loop, then sloop(n)
would equal hsi1/2. However, intra-loop and loop–stem inter-
actions reduce the free energy of loop formation, especially for
small loop lengths. Kuznetsov et al. suggested two diﬀerent
forms to ﬁt sloop(n) to experimentally determined melting
temperatures for loops of various lengths,21
sloopðnÞ ¼ hsi1=2 þ Cloop
N
g
b
; and ð8aÞ
sloopðnÞ ¼ hsi1=2 exp Dloop=N
k
b
kBT
 
: ð8bÞ
Eqn (8a) and (8b) account for the higher stability of smaller
loops.32–34 In this report we use the entropy-only functional
form of sloop(n), eqn (8a), but note that the existence and
identity of kinetic intermediates remain unchanged when using
eqn (8b). The empirical parameters for a hairpin with six stem
bases are Cloop = 9.0, and g = 6.
21 Although there is some
experimental uncertainty associated with these parameters, the
errors mostly aﬀect the free-energy diﬀerence between the
partially folded states and the unfolded state. Relative free
energies of intermediate states with respect to the native state
of the hairpin, and therefore the (un)zipping trajectories, are
not sensitive to the errors in these parameters.
Application of the model
In the present study, the KIS model is ﬁrst applied to the DNA
hairpin with sequence 50-ATCCTA-GTTC-TAGGAT-3 0
(Fig. 1a). The native structure of this hairpin was obtained
from NMR measurements (protein data bank entry
1AC7),35,36 except for a point mutation in which the adenine
at position 10 was replaced with a cytosine. The hairpin was
chosen to enable comparison of the KIS model predictions
with MD simulations (see below) starting from this NMR
structure. Since this hairpin has loop size n = 4, the point
mutation was performed in order to obtain a tetraloop
sequence that did not provide signiﬁcant loop sequence-de-
pendent stability to the hairpin.31
For the studied hairpin, the free-energy landscapes at T =
300 to 400 K are shown in Fig. 2. From these results, the
melting temperature Tm, as deﬁned by the temperature at
which the population of the native state and the totally
unfolded state are equal, is at about 320 K. As can be seen
from Fig. 2, all intermediate states have a higher free energy
than (0,0) for temperatures in the vicinity of Tm. Thus, for TE
Tm, (un)zipping has no kinetic intermediates on the free-
energy landscape due to the barrier formed by partially
unfolded states (Fig. 2b). The free-energy barrier decreases
with increasing temperature. However, instead of leading
directly to monotonic unfolding at some threshold tempera-
ture, the energy landscape develops a kinetic intermediate state
at (0,2) which is lower in free energy than (0,0), but must
surmount a barrier to completely unfold to the global-mini-
mum free-energy state. This locally-stable intermediate state
exists for 340r Tr 365 K (Fig. 2c). At these temperatures, a
fast unzipping of A–T base pairs from the free end (j) of the
hairpin leading to the intermediate state (0,2) is followed either
by a slower unzipping of the G–C base pairs from the free end
(j) or unzipping of A–T base pairs at the loop end (i).
For T4 365 K, the barriers vanish and the hairpin exhibits
monotonic unfolding at T = 400 K (Fig. 2d). For the
temperature range 300 o T o 400 K, we can determine the
most likely (un)folding pathway (Fig. 2e). This pathway is
traced from the native hairpin state (0,0) to the unfolded state
by choosing, at each point, the (un)zipping direction with
greatest loss (or least gain) of free energy. With increasing
temperature, the pathway evolves from a barrier crossing
(T= 320 K) to an unfolding valley (T= 350 K) to monotonic
unfolding (T = 400 K). Furthermore, for T = 350 K the
intermediate state (0,2) has lower free energy than the native
state (0,0), with a barrier of 8 kJ mol1 (2.7 kBT) between (0,2)
and the unfolded ensemble, indicating that (0,2) is a kinetic
intermediate state (Fig. 2f). In what follows, we assess the
validity of the assumptions as well as the kinetic predictions of
the KIS model using MD simulations.
KIS model vs. molecular dynamics
The starting-point structure of the hairpin discussed above
was obtained from the protein data bank, as described in the
previous section. MD simulations were performed over the
temperature range of 300 to 700 K (Table 1). The hairpin was
centered in the rhombic-dodecahedron primary-simulation
cell with initial box length of 60 A˚. In addition to the hairpin,
4856 TIP3P water molecules,37 24 sodium ions and 9 chloride
ions were added as a 100 mM salinity solvent yielding an
electrically neutral system comprising 15 109 atoms. MD
simulations were performed using the GROMACS suite of
programs with the all-atom AMBER99 force ﬁeld and peri-
odic boundary conditions.38–41 Electrostatic interactions were
computed using the particle mesh Ewald method42 with the
direct-sum cutoﬀ and Fourier grid spacing being 9 and 1.2 A˚,
respectively, and van der Waals cutoﬀ at 14 A˚.
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The system was energy minimized to a root-mean-square
(RMS) force gradient of 0.12 kJ mol1 A˚1, subsequently
heated for 100 ps, and then equilibrated with the number of
particles, pressure, and temperature kept constant (NPT en-
semble, T = 290 K and P = 0.1 MPa) during 1.5 ns.
Temperature and pressure coupling were enforced using the
extended-ensemble Nose´–Hoover/Parrinello–Rahman algo-
rithms with a coupling time constant of 1 ps.43–46 Equilibra-
tion was then continued for 40 ns to allow for structural
relaxation, in particular of the mutation site, and subsequently
the system was energy minimized to a RMS force gradient of
7.2  103 kJ mol1 A˚1. The resulting minimized system
served as the starting structure for all subsequent unfolding
simulations.
The following scheme was used to obtain unfolding trajec-
tories. The minimized system was heated to 300 K during
Fig. 2 Free-energy landscapes of the hairpin of Fig. 1a as obtained from the KIS model (note the dramatic temperature dependence of DG(i,j);
a–d). At T = 350 K, likely dynamic trajectories visiting the intermediate state at (0,2) are superimposed on the landscape (c). Most likely
(un)folding pathways characteristic of the above landscapes are represented by 1D proﬁles with the adjacent (i,j)-states connected by dotted lines;
note that the barrier for (un)zipping between the states, which may contribute to the overall barrier, is unknown (e). The behavior at T= 350 K is
magniﬁed in the lower right panel to illustrate the onset of the kinetic intermediate state (f).
Table 1 Overview of MD simulations. Unfolding events correspond to the breaching of all native contacts in the stem. The SSA fraction
corresponds to the proportion of structures that can be topologically classiﬁed using the single sequence approximation
Temperature/K Number of trajectories Time/ns Cumulative time/ns Unfolding events SSA fraction
300 4 20–100 320 0 0.99
320 3 100 300 0 0.99
350 3 100 300 0 0.98
400 79 100–360 12 320 60 0.97
500 500 10–20 5310 491 0.94
600 500 1.5 750 492 0.94
700 500 1.0 500 500 0.95
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200 ps with the temperature coupling enforced by the Berend-
sen algorithm,47 and then further evolved with particle num-
ber, volume, and temperature ﬁxed (canonical ensemble, T =
300 K) for up to 100 ns. From this base trajectory, a new
trajectory was branched every 200 ps by heating the system
during 100 ps above the melting temperature (i.e., to 400, 500,
600 or 700 K) and then further evolved. Details on the
individual and cumulative lengths of trajectories at each
temperature are presented in Table 1. The reason for branch-
ing the unfolding trajectories from a long (100 ns) base
trajectory is to properly sample the native state, thus avoiding
bias in the unfolding pathway. Additional simulations at 320
and 350 K were performed as the 300 K base trajectories.
During all simulations, DNA bonds involving hydrogen atoms
were constrained using the LINCS algorithm and rigidity of
the TIP3P water molecules was enforced by the SETTLE
algorithm.48,49 An integration time step of 2 fs was used and
coordinates were saved with a sampling interval of 1 ps which
was also used in all subsequent analyses.
The SSA implicit in the KIS model was ﬁrst veriﬁed by the
MD simulations. Bonding contacts between any pair of nu-
cleotides were determined for all simulations. Two nucleotides
are denoted in contact if at least one of the two (A–T pairs) or
three (G–C pairs) Watson–Crick hydrogen bonds are formed.
For this analysis, a hydrogen bond was deﬁned by a donor–
acceptor distance of 3.5 A˚ and an acceptor–donor–hydrogen
angle of 301 or less; the g_hbond routine of the GROMACS
suite was used to determine these contacts. The fractions of
MD structures that conform to the SSA are presented in
Table 1 for all simulations. At lower temperatures (T r 350
K) almost all MD structures are within the SSA. Variations
occur due to the increased mobility of nucleotides at both ends
of the stem leading, for example, to nucleotide out-of-plane
bending which then induces the displacement of the neighbor-
ing stacked nucleotide from its Watson–Crick position. The
non-SSA conﬁgurations occur on timescales ranging from a
few to hundreds of ps. At higher temperatures (T Z 400 K),
nucleotide mobility is further increased, leading to increased
structural variability and a consequently reduced fraction of
SSA-like structures, as can be seen in Table 1. However, at all
temperatures the SSA correctly describes the topology of at
least 94% of the MD conﬁgurations.
The MD simulations can also test the reversible sampling
approximation (RSA). Fig. 3e and f show the order of native-
contact breaching in the MD simulations. For example, an
order of 1 or 6 indicates that a given native contact breaks ﬁrst
or last, respectively. For each unfolding MD trajectory, the
order in which each native contact is ﬁrst broken is tabulated,
regardless of whether the contact is reformed later in the
trajectory. This is shown in Fig. 3e for T = 400 K. For all
studied temperatures, Fig. 3f shows the order of unfolding in
which the histogram representation (used in Fig. 3e) is for
convenience replaced by its mean and standard deviation. The
contact breaking sequence shows no signiﬁcant temperature
dependence, which is the a posteriori justiﬁcation for the use of
elevated temperatures to speed up the unfolding process in the
MD simulations. For the entire range of temperatures, Fig. 3e
and f show that, following (0,0) - (0,1), the (0,2) and (1,1)
states are equally likely to form. This appears to be in contra-
diction to the KIS model predicting (0,2) as the intermediate
state. However, a more detailed analysis of the MD data
shows that (0,2) is indeed the kinetic intermediate. This is
most clearly visualized by projecting the entire set of MD
trajectories onto the (i,j) coordinates to yield the probability
pMD(i,j) of the (i,j)-state being occupied.
Since the SSA is valid for at least 94% of all trajectories, this
projection accounts for 94% or more of all MD trajectories.
Subsequently, pMD(i,j) can be used to calculate the eﬀective
free-energy landscape, DGMD(i,j), given by
DGMD(i,j) = kBTln[pMD(i,j)]. (9)
Note that DGMD is also often denoted the potential of mean
force and, here, is associated with the non-equilibrium process
of hairpin relaxation (Tr 350 K) or unzipping (T Z 400 K)
after the T-jump (within 100 ps) from 300 K to T, with the
initial state being identical, or close to, the fully folded (0,0)-
state. Examination of DGMD(i,j), Fig. 4, shows that the unique
intermediate state for high T-jumps is indeed (0,2). This is in
contrast to the conclusion drawn from Fig. 3e and f assuming
irreversible unzipping, which would predict (0,2) and (1,1)
being equally likely to be populated. Thus, the reversible
(un)zipping observed in the MD simulations supports
the RSA.
Having found that the SSA and the RSA are valid approx-
imations for the hairpin considered, we now evaluate the
kinetic predictions of the KIS model with MD. Fig. 4 shows
DGMD(i,j) for a range of temperatures. At 300 K, the hairpin
populates the states (0,0) and (0,1) with approximately equal
probabilities. With increasing temperature, the number of
available (i,j)-states increases and, above 400 K, eﬀectively
all (i,j)-states are sampled in the simulations. The question
arises as to how to compare the landscapes DG(i,j) and
DGMD(i,j) for a given temperature. Due to non-equilibrium
sampling in the MD simulations, DGMD(i,j) will not accurately
reﬂect the equilibrium free energies DG(i,j), especially for large
T-jumps. However, a minimum along the unfolding valley in
DG(i,j) will appear with the highest pMD(i,j), leading to a
corresponding minimum in DGMD(i,j).
A comparison between DG(i,j) and DGMD(i,j), Fig. 2 and 4,
respectively, demonstrates that the topological features are
very similar for the KIS model and MD, although the tem-
peratures at which certain features occur are diﬀerent. For
small T-jumps, both MD and the KIS model predict two-state
behavior due to the barrier formed by the partially unfolded
states. For suﬃciently large T-jumps (near 350 K in the KIS
model and 400 K inMD), both DG(i,j) and DGMD(i,j) show the
existence of the intermediate state (0,2) that is lower in free
energy than (0,0). Furthermore, the barrier between the kinetic
intermediate and the unfolded ensemble is estimated by the
KIS model to be 2.7 kBT at 350 K, being the same order of
magnitude as 4 kBT, the MD barrier at 400 K.
Despite its direct insights into the kinetic behavior and the
speciﬁc identity of the intermediate state, the KIS model does
not provide the time constants of DNA unzipping. However,
the eﬀect of the intermediate on the unfolding time scales can
be derived from the MD trajectories by plotting the average
number of intact native contacts as a function of time after the
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T-jump (Fig. 3a–d). At 400 K, the rate limiting barrier for
unfolding is between the kinetic intermediate and the unfolded
ensemble, which is approximately 4 kBT (Fig. 4f). In Fig. 3a,
the 400 K MD data is ﬁtted by the sum of two exponentials
with time constants t1 and t2; t1 = 45 ns is characteristic of the
fast unzipping from the native state to the kinetic intermediate
state (0,2), while t2 = 9 ms is the timescale on which the
intermediate is populated after the T-jump. Fig. 3a–d also
show the time-dependent probability of observing the inter-
mediate state during hairpin unfolding for various T-jumps.
At 400 K, where only a fraction of the hairpin trajectories were
found to unfold during MD simulations, the probability of
observing the kinetic intermediate state (0,2) peaks at B30%
after time Bt1. However, the probability then decreases to a
plateau of approximately 15% for the remaining time of the
MD simulations, indicating that the state (0,2) exists on a
timescale much longer (i.e., t2) than the length of the MD
simulations (Fig. 3a).
For T 4 365 K in the KIS model and T 4 400 K in MD,
both the model and MD predict monotonic unfolding. In the
KIS model, for T 4 400 K, there is no local minimum in
DG(i,j). Although the local minimum in DGMD(i,j) remains
and shifts to the (2,2)-state at 600 K (Fig. 4f), it no longer
corresponds to a kinetic intermediate because the barrier
between the local minimum and the global minimum (i.e.,
the unfolded state) decreases to the order of kBT. In fact, for
T Z 500 K, Fig. 3b–d show a rapid increase in the probability
of observing the local minimum state subsequent to the T-
jump, which is followed by a somewhat slower decay to zero
on the same timescale (t1). Since states are populated and
decay on the same timescale, there is no accumulation of
kinetic intermediates. Consequently, Fig. 3b–d show single
Fig. 3 MD statistics of the hairpin of Fig. 1a. Time dependence of the fraction of remaining native contacts and probability of observing a kinetic
intermediate state upon a T-jump as obtained from ensemble-convergent MD simulations are shown (a–d). The fraction of native contacts was
least-squares ﬁtted with double (a) and single (b–d) exponential functions. The ﬁts were performed for t Z 100 ps to exclude the initial heating
period, and the relaxation times obtained are given in each graph (note that horizontal time scales are diﬀerent for all graphs). Also shown is the
order in which native Watson–Crick contacts (labeled from 1 at the free end to 6 at the loop end of the stem) are ﬁrst broken upon a T-jump as
obtained from ensemble-convergent MD simulations (e,f). The symbol size is proportional to the fraction of each contact breaching (e). The mean
and standard deviation of the distribution across the ensemble as obtained for T = 400, 500, 600, and 700 K using 60, 491, 492, and 500 MD
trajectories, respectively, indicate that the unfolding order is temperature-independent to a good approximation (f).
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exponential decay of the number of native contacts for T Z
500 K, which corresponds to monotonic two-state unfolding.
Overall, it can be concluded that the analytical KIS model
and MD both predict the same temperature-dependent kinetic
behavior: barrier-crossing kinetics on the free-energy land-
scape for small T-jumps (T r 340 K in the KIS model, T o
400 K in MD), three-state kinetics due to the long-lived
intermediate state (0,2) for intermediate T-jumps (340 r
T r 365 K in the KIS model, T E 400 K in MD), and
monotonic unfolding for large T-jumps (T4 365 K in the KIS
model, T Z 500 K in MD).
Benchmark experimental comparisons
The good agreement found in the preceding section between
the KIS model predictions and the MD simulations for a small
DNA hairpin warrants further application of the model.
Therefore, the KIS model was used to characterize in detail
the factors that determine hairpin kinetic behavior. Speciﬁ-
cally, the free-energy landscapes of the hairpin with sequence
50-CCCCTT-X13-AAGGGG-3 0 (Fig. 1c) were calculated for
diﬀerent temperatures. This hairpin is our benchmark and is
identical in stem sequence and loop length to the hairpin used
in the experimental studies in this laboratory by Ma et al.14
The melting temperature of 310 K is comparable to the 313 K
measured experimentally at similar (80 mM) total ion con-
centration.14,50
Fig. 5 shows the free-energy landscapes for the benchmark
hairpin from 300 to 400 K. Except for the identity of the
intermediate state of (2,0), instead of (0,2), the same tempera-
ture-dependent kinetic behavior is observed as for the tetra-
loop hairpin analyzed above: barrier crossing for T o 355 K,
three-state kinetics due to the intermediate state for 355 o T
o 375 K, and monotonic unfolding for T 4 375 K. In the
temperature range of non-two-state kinetics, a fast unzipping
of A–T base pairs from the loop end (i) of the hairpin leading
to the intermediate state (2,0) is followed by a slower unzip-
ping of the G–C base pairs from the free end (j). Fig. 5c shows
the landscape for T = 360 K for which the intermediate is
most pronounced. In addition, since the barrier height is
Fig. 4 Eﬀective free-energy landscapes, DGMD(i,j), of the hairpin of Fig. 1a as obtained from ensemble-convergent MD simulations for a variety
of T-jumps (a–e). 1D proﬁles of DGMD(i,j) along the most likely unfolding pathways are shown as well, and the magnitude of kBT is indicated by
the vertical bars for comparison (f).
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1.7 kBT instead of 2.7 kBT, the kinetic intermediate state is
expected to be less populated for this hairpin than for the
hairpin of Fig. 1a.
For the entire range 300o To 400 K, we have determined
the most likely unfolding pathway, Fig. 5e and f, as described
above. This pathway evolves from a single barrier crossing
(T = 320 K) to three-state unfolding (T = 360 K) to
monotonic unfolding (T = 400 K). Although this pathway
is traversed more than any other pathway, it does not singu-
larly dominate the kinetics. Rather, this path is the locus of a
folding valley, with paths within the valley more likely than
those outside the valley.
To examine the inﬂuence of the stem sequence on the
unfolding kinetics, we applied the KIS model to predict the
kinetic behavior of a large set of stem-sequence permutations
of the benchmark hairpin, four of which are shown in
Fig. 1d–g to illustrate the major factors aﬀecting the topology
of the landscape. For most permutations, there is a tempera-
ture range for which a kinetic intermediate is present. The free-
energy landscape for a homogeneous stem sequence (Fig. 1d)
is shown in Fig. 6a. In this case, the lack of heterogeneity
prevents the formation of any intermediate and the hairpin
unzips from the free end which is entropically favorable
compared to unzipping from the loop end.
For a heterogeneous stem sequence, pairing and stacking
inequalities can create valleys and local minima on the energy
landscape, which can be further decreased or increased by
DGloop(i,j). Signiﬁcantly, this stem-sequence survey shows that
the temperature-dependent non-two-state kinetics is a general
phenomenon. For most sequences, inhomogeneities in the
stacking enthalpies in the stem are signiﬁcantly smaller than
DGloop(i,j), the increase in free energy due to unzipping from
the loop end. In such cases, the kinetic behavior follows a
simple rule: the most favorable unfolding trajectory is simply
to unzip from the loop end if the free end is terminated by a
G–C base pair and the loop end is terminated by an A–T base
pair. Otherwise, unzipping from the free end is more favor-
able. This is exempliﬁed by the stem sequence permutation
shown in Fig. 1e, and its corresponding landscape in Fig. 6b.
Base-stacking inequalities become important and aﬀect the
free-energy landscape for some stem sequences. For example,
Fig. 1f shows a stem sequence for which DGloop(i,j) is smaller
Fig. 5 Free-energy landscapes of the hairpin of Fig. 1c (n=13) as obtained from the KIS model (a–d). (Un)folding pathways characteristic of the
above landscapes are represented by 1D proﬁles (e). The behavior at T= 360 K is magniﬁed in the lower right panel to illustrate the onset of the
kinetic intermediate state with a free energy of about 2 kJ mol1 and a barrier for unzipping of about 5 kJ mol1 (f).
This journal is c the Owner Societies 2008 Phys. Chem. Chem. Phys., 2008, 10, 4227–4239 | 4235
than the diﬀerences in stacking free energy. The stem consists
only of G–C base pairs. However, 50-GC-30 stacking is more
favorable than 50-CG-30 or 50-GG-30 stacking. This diﬀerence
in stacking enthalpy is larger than DGloop(i,j). Therefore,
instead of unzipping from the free end, the hairpin unzips
from the loop end until it reaches the state (4,0) (Fig. 6c). At
this point, unzipping from the loop or free end of the stem
involves disrupting 50-GC-3 0 stacking so that unzipping from
the free end is favored. As another example, Fig. 1g shows a
sequence for which the CG stacking interactions at the free
end are especially weak whereas the AC stacking interactions
at the loop end are especially strong. In addition, since the
loop entropy DGloop(i,j) favors smaller loops, this leads to
disruption of the G–C base pair at the free end before the A–T
base pair at the loop end (Fig. 6d). However, regardless of the
speciﬁc sequence eﬀects, the general temperature-dependent
kinetic behavior predicted by the model supports the ﬁndings
of a recent time-resolved UV spectroscopic study on the RNA
hairpin GC-UUUU-GC, in which the ‘‘two-state’’ destacking
kinetics observed at T= Tm is replaced by three-state kinetics
at higher temperatures T 4 Tm.
12
The eﬀect of the loop size on the free-energy landscape is
depicted in Fig. 7. The stem sequence was kept ﬁxed to that of
the benchmark hairpin and the loop size was varied between 5
and 40 nucleotides (Fig. 1c). The free-energy landscapes of all
loop variants are shown for T = 360 K, which is the
temperature at which the kinetic intermediate state of the
benchmark hairpin is most pronounced. The proﬁles of the
most likely unfolding pathway, Fig. 7e, demonstrate that the
free energy of the unfolded state (i + j = 6) decreases with
increasing loop size. However, this eﬀect becomes less pro-
nounced for longer loops. This is because the negative con-
formational entropy due to loop closure increases in
magnitude with increasing loop size, while the rate of change
in the magnitude decreases with increasing loop size. Conse-
quently, the gradient from (0,0) to the intermediate state (2,0)
becomes steeper for longer loops (Fig. 7f). For n= 20 and 40,
the entropic penalty due to an increase in loop length is small
and the valley in the free-energy landscape originates from the
unzipping of the weaker A–T base pairs at the loop end. For
n= 5 and 10, the entropic penalty of loop expansion is larger
and oﬀsets the relative weakness of A–T base pairing, leading
Fig. 6 Eﬀect of stem sequence permutations, Fig. 1d–g, of the hairpin of Fig. 1c (n= 13) on the free-energy landscape as obtained from the KIS
model (a–d). (Un)folding pathways characteristic of the above landscapes are represented by 1D proﬁles (e). The behavior for i + j o 6 is
magniﬁed in the lower right panel to illustrate the change in the unfolding barrier (f).
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to more shallow valleys. Thus, the loop length aﬀects the free-
energy diﬀerence between the native hairpin and the unfolded
ensemble (which determines Tm) as well as the depth of the
intermediate valley on the free-energy landscape. However, for
n4 10, the loop length only scales these features but does not
create new topological features on the free-energy landscape.
Conclusion
Stimulated by recent ultrafast T-jump experiments from this
laboratory, here we introduced the kinetic intermediate struc-
ture (KIS) model, a two-coordinate free-energy landscape
model describing the energetics and kinetics of hairpin melt-
ing. The model was tested against molecular dynamics simula-
tions, and the results of both methods were evaluated in the
light of recent experimental ﬁndings. Signiﬁcantly, the model,
although simple, predicts the existence, as well as the speciﬁc
base-pairing conﬁguration, of intermediate states along the
path of unfolding. Thus, the model provides the relevant,
structurally-speciﬁc, kinetic behavior for the macromolecule.
For a range of ﬁnal temperatures above the melting tempera-
ture, intermediate states of collapsed structures emerge as local
valleys with lower free energy than the native hairpin state, but
separated from the unfolded-state global minimum by a
signiﬁcant barrier, leading to non-two-state dynamics
(Fig. 2, 4, and 5). The approximations and predictions of the
model are conﬁrmed by MD simulations as illustrated in
Fig. 3, 4, and 8. In addition, the model supports the existence
of stem-sequence and temperature-dependent intermediates
also observed for RNA hairpins.
In general, for hairpin unfolding, we conclude that (i) the
unfolding kinetics can be non-two-state for a range of
T-jumps, (ii) the stem sequence determines the identity of the
kinetic intermediate and the most likely unfolding pathway,
and (iii) the hairpin loop length aﬀects the depth of the local
minima on the free-energy landscape. The interplay of en-
thalpic and entropic contributions to the free energy plays a
signiﬁcant role in creating intermediates, not only in biological
systems, but also for mesoscopic structures such as clusters of
atoms; for example, the creation of valleys of local stability has
been addressed for the liquid-like to solid-like transitions in
argon clusters.51
Fig. 7 Eﬀect of the loop length on the free-energy landscape of the hairpin of Fig. 1c (5 r n r 40) as obtained from the KIS model (a–d).
(Un)folding pathways characteristic of the above landscapes are represented by 1D proﬁles (e). The behavior for i+ jo 6 is magniﬁed in the lower
right panel to illustrate the change in the unfolding barrier (f).
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The KIS model can be extended in both detail and scope. In
the current case, all unfolded structures are grouped into a
single unfolded state, which corresponds to the diagonal
points on the free-energy landscape (Fig. 1b). However, the
model can be extended, for example, by setting the diagonal
points (i,6  i) to correspond to the unfolded state for which
the nucleotides that form the ith contact from the loop end are
within some threshold distance of each other. In this way, the
free-energy landscape can also accommodate collapsed but
totally unfolded structures as well. Moreover, the KIS model
may be employed to understand the sequence-dependent
kinetics of other biomolecular structures that may satisfy the
SSA and RSA, such as polypeptide a-helices and b-strands,
but now with the structural conﬁgurations well deﬁned. The
essential mechanisms distilled by the model are illustrative of
the key insights possible with well-chosen coarse-graining
models of macromolecular (protein) folding.52
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