Abstract-We are interested in the following question: given n numbers x1, . . . , xn, what sorts of approximation of average xave = 1 n (x1 + · · · + xn) can be achieved by knowing only r of these n numbers. Indeed the answer depends on the variation in these n numbers. As the main result, we show that if the vector of these n numbers satisfies certain regularity properties captured in the form of finiteness of their empirical moments (third or higher), then it is possible to compute approximation of xave that is within 1 ± ε multiplicative factor with probability at least 1 − δ by choosing, on an average, r = r(ε, δ, σ) of the n numbers at random with r is dependent only on ε, δ and the amount of variation σ in the vector and is independent of n.
1 n (x1 + · · · + xn) can be achieved by knowing only r of these n numbers. Indeed the answer depends on the variation in these n numbers. As the main result, we show that if the vector of these n numbers satisfies certain regularity properties captured in the form of finiteness of their empirical moments (third or higher), then it is possible to compute approximation of xave that is within 1 ± ε multiplicative factor with probability at least 1 − δ by choosing, on an average, r = r(ε, δ, σ) of the n numbers at random with r is dependent only on ε, δ and the amount of variation σ in the vector and is independent of n.
The task of computing average has a variety of applications such as distributed estimation and optimization, a model for reaching consensus and computing symmetric functions. We discuss implications of the result in the context of two applications: load-balancing in a computational facility running MapReduce, and fast distributed averaging.
Index Terms-Averaging, Probabilistic approximation.
I. INTRODUCTION
We are interested in computing the average or the arithmetic mean of a long vector of nonnegative real numbers. Mathematically, the task could not be simpler: all we need is n − 1 additions and one division. This provides us with the exact answer, requires n operations and the knowledge of all the n numbers. The task of averaging has become of great interest across a variety of applications in the context of distributed optimization [1] , [2] , estimation [3] , control and robotics [4] , [5] , database operations [6] , peer-to-peer networks [7] and so on. On one hand, this seemingly simple problem is precisely what is required in various applications. On the other hand, it has served as the simplest non-trivial example to gather insights for complex scenarios such as social learning [8] and flocking of birds [9] . In most of the above mentioned scenarios, the interest is in understanding how to obtain a good approximate estimate of the average of the n numbers with minimal effort, usually in a distributed manner.
A. Main result
Motivated to design a fast algorithm for computing the average in a distributed manner, we study the properties of a simple randomized estimator for average of n numbers based on sampling fewer than n numbers: choose r samples at random (with replacement 1 ) and use their average as surrogate for the average of the n numbers. Specifically, the goal is to understand the dependence of the approximation error (and confidence) on the (average) number of samples r.
First suppose all the n numbers are equal in value, say 5. Then for any r ≥ 1, the above stated algorithm produces the exact estimate! At the other extreme, consider the sequence of numbers with x 1 = C (for some C > 0) and x i = 0 for i ≥ 2. Then we require r = Ω(n) in order to sample x 1 even once and hence to estimate the mean within (constant) multiplicative error with probability close to 1.
These two extreme examples suggest that in general the number of samples needed to obtain a good estimate of the average ought to depend upon the regularity of the sequence of n numbers. As the main result of this paper, we obtain bound on the number of samples needed to learn the average within multiplicative error 1 ± ε with probability at least 1 − δ for given ε, δ ∈ (0, 1). To establish these results, we use the following notion of regularity: the sequence of n numbers must have uniformly bounded empirical third moment. If the sequence is such that it has the exponential moment (defined in Section II-A) uniformly bounded then it leads to tighter bounds on approximation error and the number of samples required. This result along with problem statement is described in Section II. Note the difference between our result and the classic results on the large deviations analysis of sampling with/without replacement [10] , where the rate-function results are derived in terms of the entries of the given vector (as opposed to its statistics).
B. Related work
There has been a very long line of research, especially in recent years, to design fast distributed algorithms for computing the average of numbers in a given network represented by a graph. This line of inquiry was initiated by Tsitsiklis [1] and co-authors [11] where a linear iterative algorithm was proposed with updates constrained by the network graph. It was utilized as an important sub-routine for designing parallel, distributed algorithms for a class of optimization problems [2] . More recently, inspired by applications in sensor and peerto-peer networks, robust and randomized variants of such algorithms have been studied [7] , [12] . In these and other works such as [13] , the algorithm's running time was tied with topological property of the communication network graph. Various topology-specific improvements have been proposed to improve the running time, e.g. use of geometry for graphs like Geometric random graphs [14] , or use of non-reversible random walks for general graph [15] . The work by Mosk-Aoyama and Shah [16] provides a simple algorithm with seemingly optimal dependence on the graph topology (in the form of inverse conductance). Information theoretic approach has been developed in [17] to capture such a qualitative aspect in the lower bound. A more direct lower bound for linear (or Lipschitz) iterative algorithms has been developed for ring(like) graphs [18] .
In all of the above work, the primary goal has been to understand the effect of network structure on computing the average of an arbitrary sequences of n numbers. Here the focus is to capture the effect of regularity of the sequence of n numbers on the amount of information needed (the number of samples required) to learn a good estimate of the average.
C. Application
While the viewpoint of this work differs from the literature as explained, it does help in designing better distributed averaging algorithms. In particular, we describe the natural adaptation for computing average of numbers in a distributed manner in the network. We relate the computation time with the graph structure using the main result mentioned earlier. This is discussed in Section III-B.
The task of averaging is computationally equivalent to computing a symmetric function. The recently emerging computational framework for large data centers, the MapReduce introduced by researchers at Google, Inc. [19] is precisely attempting to compute symmetric functions. In this sense, averaging provides a convenient abstract model to study various aspects of system design for the data centers utilizing MapReduce. Specifically, we study the question of loadbalancing on the commodity servers in the context of task assignment in MapReduce. In Section III-A, we provide a simple randomized algorithm for this, based on the main result.
II. MAIN RESULT
In this section, we establish Theorem 1 as the main result of the paper. This result provides an upper-bound on the number of samples required to get an (ε, δ)-approximation for the arithmetic mean of a given vector.
A. Problem statement
For the purpose of the empirical mean calculation, we assume that {x j } n j=1 are the first n numbers of a fixed sequence {x j } ∞ j=1 . Given the n non-negative real numbers x 1 , . . . , x n , we wish to compute their average or arithmetic mean x ave = (1/n) n j=1 x j . We assume that the sequence satisfies the following regularity conditions:
[C1.] Bounded mean, variance: There exist real numbers 0 < ν < µ and σ > 0 so that for all n, ν ≤ x ave ≤ µ, and
The mean and variance of the given n numbers depend upon the parameter n. We interchangeably use the notation µ n := x ave and σ n :=
[C2a.] Bounded k th moment: There exist an integer k ≥ 3 and α > 0 such that for all n,
Note: the condition [C2b] implies [C2a] for all k < ∞. x i under the sampling algorithm as described above. Then for any given ε > 0 small enough and δ > 0,
B. Proposed Algorithm and its properties
as long as
Proof: Due to space limitations, we only prove the result assuming the conditions [C1]-[C2a] (the first part). The proof of the second part is similar, the only difference is the constant terms. The proof is based on the Chernoff bound and the union bound. The main idea is to show that (1/n) j x j Y j → rµ n /n and (1/n) j Y j → r/n, so that their ratio converges to µ n . In the process, we obtain the respective rates of convergence. The proof proceeds according to the following steps:
Step 1: Let W n := 1 n n j=1 Y j . Then given ǫ ∈ (0, 1) there exists δ > 0 such that for all n,
Further, the choice
satisfies the stated bound.
Proof: (of Step 1) Fix any ǫ ∈ (0, 1). By the Cher-
and (with p = 1/n) Λ Wn (θ) = log E(e θWn ) = log 1 + p(e θ/n − 1)
≤ log e p(e θ/n −1) rn
where (a) holds because e x ≥ 1 + x for all x ∈ ℜ. Thus,
after some calculus. The function f (y) = y log(yn/r) − y + r/n is nonnegative and convex for y > 0, and has the minimum at y = r/n with f (r/n) = 0. It follows that for all ǫ ∈ (0, 1), f ((r/n)(1 ± ǫ)) > 0. Therefore,
completing the proof of Step 1.
Step 2: Let V n :=
Proof: (of Step 2) Fix any ǫ ∈ (0, rν/n). By the Chernoff bound,
where
and
(e θxj /n − 1), after some calculations and using (as before) e x ≥ 1 + x for all x ∈ ℜ. Define f (θ) := yθ − r n n j=1 e θxj /n + r. Then
We have h(rµ n /n) = 0, h ′ (rµ n /n) = 0, and
Therefore (using Taylor's Theorem), there exists ǫ 0 > 0 such that for all ǫ ∈ (0, ǫ 0 ) there exists δ > 0 such that Λ * Vn (rµ n /n ± ǫ) > nδ, completing the proof of Step 2.
Step 3: Define τ := (µ 2 + σ 2 )/(αν), γ := rν 2 /(2nα 2 ). Then for all a, δ > 0 there exists an integer n 0 such that for all n ≥ n 0 ,
Proof: (of Step 3:) We only prove the claim for the case a = 1, because the more general case is an immediate conse-
Define ǫ n = r(µ
and consider y = rµ n /n + ǫ n and fix an integer w ≤ k. From the proof of Step 2, we have Λ * Vn (y) ≥ h(y) for all y and our objective now is to lower-bound the value of h(y). For any ζ ∈ [0, 1], we get
where the inequality (a) holds because x j ≤ α k √ n for all 1 ≤ j ≤ n for all n, and the inequality (b) holds because
Taylor's theorem and with γ n := rµ n /n, we get
3! for some ξ ∈ [rµ n /n, rµ n /n + ǫ n ]. Using the bound (3) on the absolute value of h (w) (rµ n /n + ζǫ n ), we see that
for some constant γ with 0 < γ = rν
More formally, for all δ > 0 there exists n 1 large enough such that for all n ≥ n 1 ,
Using essentially the same argument, we can show that
and for all δ > 0 there exists n 2 large enough such that for all n ≥ n 2 , Λ * Vn (rµ n /n − ǫ n ) ≥ (γ − δ)n 1−2/k . Thus, the choice τ = (µ 2 +σ 2 )/(αν) and γ = rν 2 /(2nα 2 ), along with an application of the Chernoff bound, gives us (for n ≥ max(n 1 , n 2 ))
completing the proof of Step 3.
Step 4:
and any a, δ > 0, for n large enough,
Proof: Fix ǫ = ǫ n = aτ / k √ n for some constant a > 0.
Step 1 implies that for some δ > 0 and for all n,
For n large (i.e., ǫ = ǫ n small), δ ≈ rǫ 2 /(2n) using the approximation log(1 + x) ≈ x. More formally, for any θ > 0 there exists n 0 such that for all n ≥ n 0 ,
From
Step 3, for all δ > 0 and all n large enough,
Therefore, by the union bound,
for n large enough, since rτ 2 ≥ 2nγ. This completes the proof of Step 4.
Step 5:
, implying (after simple manipulations), for all δ > 0 and all n large enough, that
Thus for given δ > 0, ε > 0, it is enough to take r = 1
samples of the given vector {x j } n j=1 (as specified by the algorithm) to estimate the arithmetic mean x ave within the stated error bounds. This completes the proof of Theorem 1.
III. APPLICATIONS

A. MapReduce
As a first application, we look at the problem of allocating servers to jobs in a large data center. The data centers, consisting of hundreds of interconnected servers and disks, have emerged as canonical solutions for processing large volumes of data in real time, and are used by internet content and services providers such as Google, Microsoft, Amazon, Facebook, etc. Many of the computational tasks that are performed in a data center (e.g., searching for a string of text in a collection of files, counting URL access frequency, etc.) are simple mathematical operations, but the sheer volume of data makes the problem nontrivial. MapReduce [20] , [19] , patented by Google, Inc. is a computational framework (and its implementation) that is de facto architecture for these data center applications.
In MapReduce, there are two phases of computation: the Map phase and the Reduce phase, where the Map and the Reduce function are user-defined. The Map phase consists of the individual servers processing large volumes of data in parallel, producing intermediate outputs. This is the computationally intensive phase. The Reduce phase combines the intermediate outputs to produce the final output. The Reduce function processes a list of the intermediate outputs and is insensitive to the order in which the inputs are presented, and also to which server processed which part of the data. Thus, the Reduce function depends only on the histogram of the input (i.e., the number of times each of the input values is present in the list). If the application allows for an approximate answer and a small probability of error (which includes many applications of interest, like a web search query), then Theorem 1 can be used to design an algorithm for allocating the different computational jobs to the individual servers in the Map phase. The problem: Suppose there are m servers and n files in the system. When a server processes a file F j for a given job, it produces a number x j that is specific to the job. The desired output is (1/n) i x i . Server allocation algorithm: Each of the servers S i selects, at random, with a pre-determined probability, a file F j and processes it. It reports to the central server the following two numbers: (1) The sum of the x j s of the processed files, a i , and (2) the number of files processed, b i . The central server (implementing the Reduce function) outputs ( i a i )/( i b i ) as the estimate of the mean of x i s. ⋄ Some salient features of the algorithm are: (a) robust against node failure due to the randomized nature, (b) totally distributed server allocation, (c) scales well with the system size as it does not require any global knowledge related to system state, and (d) minimal communication between the central server and the other servers. Performance: The probability of error v/s number of samples trade-off (Theorem 1) applies here, if the vector of x i s obeys the regularity properties. We have analyzed the per-query delay under the algorithm: what is the probability that a typical query takes more than T units of processing time, in terms of the server speeds and the system loading. This probability is O(T n 2 exp(−(n/m)T f (c, c 0 )), where f (c, c 0 ) is a simple function of the server loading and the server speed. Due to space limitations, a precise statement of the result and its proof is omitted. Please see [21] for more details.
B. Consensus over Graphs
The problem: We are given a connected, undirected network graph G = (V, E) with n vertices represented as V = {1, . . . , n} and edges E ⊂ V × V . Each node i ∈ V has value x i and the goal is to compute the average of these numbers x ave at all nodes.
In the prior works, various algorithms have been proposed that try to utilize a graph G-conformant, irreducible nonnegative valued doubly stochastic matrix P ∈ [0, 1] n×n . The linear iterative algorithm and its variants that has been studied since [1] takes roughly T mix (ε) iterations to compute an estimate of x ave that is within 1±ε multiplicative error. Here by T mix (ε), we mean the ε-mixing time of the probability matrix P which is characterized by the spectral gap of P (see [22] for example, for details). The total number of operations performed by such algorithms scale proportional to the number of edges in the G. Even the randomized or Gossip variant of such algorithm [3] requires Ω(n) operations per iteration. Therefore, total amount of computation performed is at least Ω nT mix (ε) .
The non-reversible Markov chains based on lifting of the graph proposed by Jung et al [15] leads to ε-mixing time that scales as Θ D log 1/ε where D is the diameter of the graph. Combined with the above calculation, this leads to a lower bound of Ω nD log 1/ε on total computation performed by best of such an algorithm.
Theorem 1 suggests that if we can sample r = r(ε, δ) of the values uniformly at random then if x i s satisfy the regular conditions [C1]-[C2b], then we can obtain desired estimation of average x ave . Consensus algorithm: Generate a binomial random variable R ∼ B(rn, 1/n), where r is specified by Theorem 1. Imagine a token taking a random walk over the graph G as specified by the transition probability matrix P with a uniform stationary distribution (i.e., a doubly stochastic matrix). Take R samples of the x i s, one at the end of each T mix (ε) time interval (total time required = RT mix (ε)). Compute the arithmetic mean of the collected samples and broadcast in the network. ⋄ Analysis: Since the random walk takes O(1) operations per time step (we are assuming selection of random choice as per P at each step is O(1) operation), the total computation performed is (on an average) O(rT mix (ε)). To spread the estimate among all nodes, it could perform broadcast which would require addition at most 2|E| information exchanges. Thus, in summary such an algorithm would achieve 1±O(ε) estimation with total of amount of computation/communication scaling as O |E| + rT mix (ε) . For constant-degree expanders graph, this is O(n + r log n/ε); for ring graph (with non-reversible random walk) it is O n + rn log 1/ε . For example, if the x i s have a uniformly bounded exponential moment, then the computation/communication scaling for the ring graph is O(n(1/ε 2 ) log(2/δ) log(1/ε)), which is better than the earlierknown bounds in terms of their dependence on n or D.
IV. CONCLUSION
We investigated the problem of computing the arithmetic mean of a given (long) vector of real numbers with as few samples as possible. We showed that the regularity properties of the sequence (namely, the existence of uniformly bounded moments) plays a crucial role in determining the number of required samples. We presented a simple randomized algorithm for mean computation that is essentially order-optimal as long as we only allow for a "reasonable" amount of randomness. We showed how the result is useful in designing server allocation algorithms in a large server farm, and also for consensus over graphs.
