ABSTRACT In rechargeable or energy harvesting wireless sensor networks (WSNs), a key concern is the max flow or data rate at one or more sinks. However, this data rate is constrained by the available energy at each node as well as link capacity. To date, in order to increase the amount of data extracted from a WSN, past works have considered routing approaches or they optimize the location of sinks. In contrast, we take a novel approach whereby we aim to ''upgrade'' the recharging rate of a finite number of ''bottleneck'' nodes using the so called auxiliary chargers (ACs) equipped with wireless power transfer capability. We formulate a mixed integer linear program (MILP) for the NP-hard problem at hand and propose three novel solutions to place ACs: 1) Path, which preferentially upgrades nodes on the shortest path among paths from sources to sinks, 2) Tabu, a meta-heuristic that first uses Path as the initial solution. It then searches for a neighboring solution that yields a higher max flow rate, and 3) LagOP, which approximates the said MILP using Lagrangian and sub-gradient optimization. Our results show that Tabu has the best performance, where it is able to achieve 99.40% of the max flow rate derived by MILP in tested scenarios.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) play a critical role in the Internet of Things (IoTs). They have applications in infrastructure management and environmental monitoring. For example, in [2] and [3] , a WSN is used to monitor a bridge and a smart grid, respectively. A fundamental problem is prolonging the lifetime of sensor nodes. To this end, researchers have devised numerous methods to ensure sensor nodes use their available energy judiciously. For example, in [4] , the author considers an efficient duty cycling mechanism. A better approach is to employ energy harvesting technologies. For example, sensor nodes are now able to harvest energy from solar [5] , wind [6] or human [7] . A key concern, however, is that the amount of harvested energy is often unpredictable and uncontrollable [8] . Consequently, some nodes may have insufficient energy to maintain a given Quality of Service (QoS). Critically, they may become bottlenecks that impede the amount of data collected by a sink. Consequently, all or a subset of these nodes may need to be upgraded after deployment.
One way to upgrade a WSN is by replacing nodes. For example, in [9] , the authors aim to maximize network lifetime by replacing sensor nodes with a depleted battery. In another example, Parikh et al. [10] propose a node reclaimed and replacement (NRR) strategy. Specifically, a mobile robot called Mobile Repairman (MR) finds sensor nodes with low or no energy and replaces them with fully charged ones. The MR then carries the reclaimed sensor nodes back to the sink for charging. Another way is to employ Wireless Power Transfer (WPT) [11] . That is, sensor nodes can be recharged via WPT and an additional node, so called an auxiliary charger (AC), can be co-located with sensor nodes with a low energy harvesting rate [1] .
To date, WPT can be achieved using three techniques [12] : inductive coupling, electromagnetic (EM) radiation and magnetic resonance coupling. Inductive coupling is a nearfield transmission technique that has a high energy transfer efficiency; i.e., up to 90% [13] . However, it has a short transmission distance. EM or microwave is used over long transmission distances. However, its efficiency is poor. The authors of [14] report an efficiency of only 1.5% when the receiver is 30cm away from the transmitter. An exciting breakthrough was demonstrated by Kurs et al. [11] , where resonant magnetic coupling was used to charge a 60W light bulb located two meters away with 40% energy efficiency. They also showed the possibility of charging multiple devices simultaneously. Interestingly, with increasing number of devices, efficiency improves. For example, two devices located two meters away have an efficiency of 68%.
In this paper, we take advantage of advances in WPT to address the following key problem: maximize the amount of data forwarded to a sink in a WSN comprising of sensor nodes that harvest energy from solar as well as from a co-located AC if one exists. This problem is significant for the following reason. As mentioned, after deployment, some sensor nodes may impede the amount of data that arrive at a sink because of their low energy harvesting rate. This has implications on applications that require gathered data to be of high fidelity; i.e., they require as much data as possible from a WSN in order to detect faults [2] . The maximum sensing or flow rate at a sink, however, is determined by the available energy at sensor nodes. Henceforth, we consider a novel approach whereby ACs are used to charge a subset of sensor nodes. To date, apart from our preliminary work [1] , there are no works that have considered using WPT capable ACs to augment the energy supply of sensor nodes with poor energy harvesting or high energy consumption rate in order to improve the max flow rate at one or more sinks. Consider Figure 1 . Node A and C are sources that generate 1 and 6 pkt/s, respectively. The energy harvesting rate of node B, D and E allow them to forward 3, 2 and 10 pkt/s, respectively. There are two sinks: Sink 1 and Sink 2. Upon inspection, without the deployment of ACs, we see that the total flow at the sinks is 3 pkt/s. Now consider the case with two ACs. The problem is to determine the locations to deploy these ACs. The aim is to improve the recharging rate of some nodes such that the sinks observe a higher flow rate. In this example, the search space contains 5 2 = 10 possible node pairs. Assume the chosen nodes are A and D. Source A can increase its data generation rate to 13 pkt/s. Node D has sufficient energy to forward all data from source C. Consequently, the total flow rate of the sinks becomes 19 pkt/s. Note, in addition to energy constraint, the capacity of each link will also have an impact on the total flow at the sinks; see Section III-A. This paper contains the following key contributions. We model the problem as a Mixed Integer Linear Program (MILP) with the objective to maximize the total flow rate at multiple sinks; in [1] , the formulation only considers one sink. Moreover, unlike [1] , we consider link scheduling, which determines the active time of links and hence, their resulting capacity. As the problem is NP-hard, see Section III, the formulated MILP can only be used to solve small problem instances; note, the proof in Section III is different to the one in [1] . We propose two novel heuristic algorithms based on the Path algorithm presented in [1] . Briefly, the Path algorithm aims to recharge all nodes on the shortest path. We then propose a Tabu search [15] and Lagrangian relaxation [16] approach to select nodes to upgrade. Experiment results show that Path, Tabu and LagOP are able to respectively attain 97.00%, 99.40% and 91.65% of the max flow calculated using MILP. In large networks, Tabu has the best performance among the three proposed algorithms. The max flow of LagOP and Path reaches 95.59% and 95.78% of the rate obtained by Tabu, respectively.
The rest of the paper is organized as follows. Section II reviews previous works that place one or more nodes to achieve a given objective. Section III introduces key notations and defines the problem formally. Section IV presents the details of Path, Tabu and LagOP. In Section V, we report our results. Finally, Section VI concludes the paper and provides future research directions.
II. RELATED WORKS
To date, there are numerous works that have considered WPT in WSNs. For example, in [17] - [19] , the authors employ a mobile charger to prolong network lifetime by selecting nodes to be charged and by optimizing the charger's path so minimal energy is used for traveling. In [20] , the authors design a collaborative protocol for mobile chargers to maximize the energy used for charging whilst minimizing energy expenditure due to traveling. In [21] , the authors place static chargers to maximize the survival rate of mobile nodes on a grid map. In a different work, in [22] , the authors determine the minimum number of readers required to power static and mobile RFID tags. The majority of works thus far is to ensure energy neutral operation; i.e., rovers are tasked with recharging sensor nodes with the aim of ensuring sensor nodes always have energy to operate. A key challenge is trajectory planning to ensure the rover has maximal energy to transfer to sensor nodes. We, on the other hand, consider placement of ACs such that the flow rate at all sinks is maximum.
There are also works that aim to increase throughput using routing. For example, in [23] , the authors consider unsplittable flows and aim to maximize the flow from sources to the sink subject to energy constraint. The authors show that the problem can be solved via a standard Max-Flow Min-Cut algorithm. Lattanzi et al. [24] show that traditional routing strategies do not consider energy harvesting nodes. They then model an energy harvesting WSN as a flow network and propose the randomized minimum path recovery time (R-MPRT) routing protocol. They set the link cost to be the energy harvesting rate and communication cost. Sources then transmit packets via the least cost path to their respective destination. This work is then extended by Bogliolo et al. [25] where they propose a self-adapting maximum flow routing strategy that always transfers packets through a path with the maximum residual capacity. In summary, these works aim to increase the max flow via a routing solution only, and thus do not consider the help of additional nodes that are placed after deployment. Critically, they do not consider link scheduling, which has a direct impact on link capacity.
Researchers have also considered placing nodes to improve connectivity, network lifetime and throughput; e.g., [26] - [28] . We only review those related to maximizing throughput. Caro and Flushing [28] aim to maximize throughput and reduce end-to-end delays by selecting locations to place sensor nodes on a grid. However, the approach in [28] has a drawback. After sensor nodes are deployed, they cannot be moved or adjusted to any environmental changes. Consequently, our solutions will be beneficial in this scenario because ACs can be used to upgrade sensor nodes to meet a given objective. In a different work, Kim et al. [29] use mobile routers to characterize wireless link quality and find the optimal reception locations. Routers are then deployed in these locations to improve a given link's quality. Ali et al. [30] consider uniformly distributed sensor nodes that are divided into several groups. Each group has a cluster header (CH) that is responsible for collecting data from sensors and transfer the data to an access point (AP). The authors aim to find the optimal location of each CH such that the throughput at the AP is maximum. In a different work, Bogdanov et al. [31] aim to maximize throughput by placing multiple base stations to reduce the amount of data a sensor node has to forward as well as distance to a base-station. Similarly, Srinivas and Modiano [32] aim to improve throughput. They consider a two tiered network comprising of Mobile Backbone Nodes (MBNs) and regular nodes. The throughput of a regular node is related to its distance to a MBN and the number of regular nodes associated to the MBN. The authors aim to place a fixed number of MBNs in order to maximize the minimum throughput of all regular nodes. There are also a number of works that aim to place sinks in an offline or online manner; see [33] . Offline approaches deploy all sinks simultaneously to meet a certain objective and sensor nodes have complete knowledge of the location of all sinks. On the other hand, online approaches such as [34] deploy sinks iteratively. This means sensor nodes have to decide, based on distance and sink capacity, whether the currently deployed sink should receive their data. The challenge is that future deployments may yield a more suitable or nearer sink. In [35] , the authors consider the problem whereby sensor nodes near a sink consume energy faster than other sensors due to higher load. Thus, they use a mobile sink to collect data from highly loaded nodes in an effort to maximize network lifetime and throughput.
In summary, our work has multiple points of distinction with prior works. First, we consider sensor nodes with energy harvesting capability and critically, they are also rechargeable via WPT. Second, prior works have different objectives to ours. For example, in [28] and [29] , the deployed nodes are used to improve wireless link quality among sensor nodes. Finally, works such as [30] - [32] , [34] , and [35] do not consider upgrading resource constrained nodes to improve the maximum flow rate at one or more sinks. Another key distinction is that we consider link scheduling. That is, the capacity of a link is determined by its total active time, which in turn is determined by the active time of other interfering links.
III. PRELIMINARIES
We first introduce key notations before formalizing the problem as a MILP.
A. NETWORK MODEL
We model a rechargeable WSN as a graph G(V , E), where V represents the set of nodes and E represents the set of links between any two nodes in V . Let (i, j) ∈ E represent the link between node i and j. Let S ⊂ V be the set of sinks; each of which is denoted as s. We write δ i as the node degree or number of neighbors of node i. Let S ⊆ V − S be the set of sources or sensor nodes that generate data. For each node i, the set V − i ⊂ V contains all neighbors from which node i receives data. Conversely, the set V + i ⊂ V denotes neighbors to which node i sends data to.
We use matrix A to represent transmission sets; each row corresponds to a link and each column represents a transmission or independent set. Specifically, an entry a n i,j in A denotes whether a link (i, j) is active in column n. For example, if a n i,j = 1, link (i, j) is active in the transmission set n. The set of links in column n can be determined using either the protocol or physical interference model [36] . That is, each column denotes the set of links that can transmit simultaneously without interfering with one another as per the said model. We write the transmission or link schedule as a vector S = [x 1 , x 2 , . . . , x N ] where x n is the active time of column n of matrix A and N n=1 x n = 1. Initially, node i has a battery with energy level e i . Each node can replenish its battery from two sources: solar and/or WPT. When node i is recharged by a solar panel, its recharging rate is E i Joule per second. There are R # ACs. If an AC is placed next to a node, then its recharging rate increases by β Joule per second. Thus, if a node i is recharged by an AC, its total recharging rate is E i + β. Without loss of generality, we assume the only source of energy consumption is communication. Specifically, a node consumes ρ and τ Joule for receiving and transferring one bit, respectively. We use f ij and f ji to represent the flow rate (bps) over link (i, j) and (j, i), respectively. We use a binary variable R i ∈ {0, 1} to indicate whether an AC is deployed next to node i; i.e., R i = 1 means an AC is deployed next to node i. Table 1 gives a summary of common notations.
B. PROBLEM FORMULATION
Our aim is to deploy R # ACs to provide extra energy to R # nodes in order to maximize the flow rate at the sink. We call VOLUME 4, 2016 this new problem the Auxiliary Chargers Placement (ACP) problem, and model it using a MILP that includes five constraints: energy, flow conservation, link capacity, the length of a superframe and number of ACs.
The energy constraint ensures the amount of recharged energy for each node is larger than its consumed energy. Formally, we have the following inequality for each node
The expression on the left-hand side represents the total energy consumption of node i whilst the right-hand side gives the total recharged energy of node i. Observe that we can assign multiple ACs, up to say , next to a node by revising R i to take on a value in the range {0, 1, . . . , }. We, however, omit this trivial extension from our exposition. To model flow conservation at each node, we have the standard constraint for each node i ∈ V − S,
Next, we consider link capacity. The capacity of a link (i, u) is determined by its total active time. Hence, for each link in E, we have.
The maximum time in which all links are active is constrained to one second. Formally,
As there are only a finite number of ACs, we have,
The objective function aims to maximize the total flow rate at the sinks. We have the following MILP. (2), (3), (4), (5) We note that the decision variables of the MILP include f i,j , R i and x n Next, we provide a proof stating that ACP is NP-hard. In particular, we show that even for a single source and sink case, the problem is equivalent to solving the NP-hard knapsack problem.
Proposition 1: The ACP problem is NP-hard. Proof: Briefly, in the knapsack problem, there is a set I of n items, i.e., I = {1, 2, . . . , n}, in which each item i ∈ I has a value b i and cost c i . The knapsack problem, for a given cost constraint C # , aims to find some subset S ⊆ I that maximizes i∈S b i subject to i∈S c i ≤ C # . Consider an instance of ACP as illustrated in Figure 2 . There is a sink node t, a source node s and |A| intermediate nodes, a i ∈ A, for i = 1, 2, . . . , |A|, between them. Further, there is an edge, with infinite capacity, from s to each a i , and from each a i to t. Note that each a i ∈ A represents a node disjoint path in ACP whose nodes can be upgraded to increase the flow from s to t. Let the value of a i , denoted as v(a i ), be the increase in the amount of routed data if one or more nodes in the disjoint path a i are upgraded with an AC. Note, we consider only disjoint paths to ensure each a i is unique, i.e., it contains nodes different from those in any other a j , for i = j. Further, the increased flow rate at the sink can simply be computed by taking the sum of flow rate passing through each disjoint path a i , i.e., v(a i ). Let cost p(a i ) represent the total number of upgraded nodes in a i to achieve value v(a i ). At this point, for a given number of ACs, i.e., R # , the problem is to find some subset S ⊆ A that maximizes i∈S v(a i ), subject to i∈S p(a i ) ≤ R # . The problem is equivalent to the NP-hard knapsack problem, i.e., v(a i ), p(a i ) and R # are equivalent to b i , c i and C # , respectively, and thus ACP is also NP-hard.
Before delving into our solutions, we make two remarks. First, our algorithms can be used to consider the problem of determining the minimum ACs required to meet a given flow rate. Assume we are given a WSN and require the max flow rate to be B bits/s. Thus, we have the following MILP (2), (3), (4), (5) Second, a standard approach that facilitates computational convenience is to introduce two new nodes: a virtual source µ and a virtual sink t; see [37] . The node µ is connected to all sources, i.e., nodes in S, with a directional edge with infinite capacity; all edges from node µ to sources are recorded in the set E µ . Similarly, all sinks in S are connected with an infinite capacity directional edge to node t; the set of directed edges from sinks to node t are stored in E t . We denote the revised network as G (V , E ), where V = V ∪ {µ} ∪ {t} and
Hence, from here onwards, without loss of generality, we will only consider maximizing the total flow to one sink, i.e., the virtual sink t, from the virtual source µ.
It is worth noting that the maximum flow to each sink can be obtained by inspecting the total flow entering each actual sink in the final solution.
IV. PROPOSED SOLUTIONS
This paper proposes three algorithms, namely Path, Tabu and LagOP, to place ACs in a large scale WSN. The Path algorithm aims to recharge all nodes on the shortest path to the sink. We then use Path in our Tabu approach. This is followed by LagOP that utilizes Lagrangian relaxation and sub-gradient optimization.
A. PATH
We first outline a heuristic called Path to efficiently determine the sensor nodes in which to park an AC in a large scale WSN. After calling Path to place the ACs, we then set the corresponding R i in constraint (1) to one, remove constraint (5) and solve the resulting LP to obtain the max flow. The details of Path are shown in Algorithm 1. LetR be a set that records the location of all ACs. Recall that there are R # ACs. In Line 2, it uses a variable r to denote the total number of unassigned ACs; it is initialized with R # . Next, in Line 3, Path calls the function Yen() to obtain up to |S| shortest paths, in increasing length order, from the virtual source node µ to the virtual sink t; it uses P to store the paths. We write P[k] to index the path at position k, where the shortest path is at index one. The function Node (P[k],R) in Line 6 returns all nodes on path P[k] that are not inR; let n be a set that stores these nodes. If |n| is less than r, Path adds all nodes in n toR and reduces the total unassigned ACs by n; see Line 9-10. Otherwise, in Line 12, Path calls LowENodes() to obtain r nodes with the lowest energy in n; let m be a set that stores these nodes. 
B. TABU
Tabu search is a meta-heuristic approach originally proposed by Glover [15] and aims to obtain a global optimum iteratively. It starts from an initial solution obtained via a heuristic algorithm; in our case, the Path algorithm. It then searches the ''neighbor'' of the current solution to find a local optimal solution. Later, it ''moves'' to this neighbor and repeats the process. In order to prevent cycling, Tabu search uses a shortterm memory called a tabu list, denoted by TL, to record visited solutions in the previous |TL| iterations. This list operates in a First In First Out (FIFO) manner where the oldest solution is removed after |TL| iterations. Tabu search has three termination criteria: (i) the current solution has not improved for a given number of iterations, or (ii) the neighborhood of the current solution is empty, or (iii) Tabu search completed a given number of iterations.
We now make specific our Tabu search approach called Tabu. It contains the following key steps; see Algorithm 2. First, it initializes TL. It then calls the function PlaceACs() to place all ACs. This serves as the initial solution. Any heuristic methods can be used; in our experiments, we use Path. Let f denote the current max flow using deploymentR; see Line 2. As there are |V −S| R # possible AC deployments, we cannot search every possible solution. To this end, we only search in the neighborhood of the current solution. Specifically, the neighbors of the current solutionR is defined as follows, In words, the set N (R) represents all pairs where s ∈R and t ∈ V − S −R. Thus, for each solution, there are up to R # (|V − S| − R # ) neighbor solutions.
In Algorithm 2, Line 4 constructs N (R) as per (6) . Line 5 then calls the function CalculateMaxFlow() to calculate the max flow for each neighbor in N (R) and returns the one with the maximum value, denoted by f * , and also the corresponding pair (s * , t * ) that yielded the the said max value. Note that the function CalculateMaxFlow() calls a LP solver with the constraint (1), (2) and (3) to obtain the maximum flow. Line 6 ''moves'' to this neighbor whereby it adds node t * toR and deletes node s * fromR. Furthermore, in Lines 7-8, the tabu list, i.e., TL, is updated; recall that the first inserted item is removed after |TL| iterations. Next, Tabu updates the current max flow value if f * is larger than f; see Lines 9-11. In addition, in order to check the termination conditions, Tabu uses the variable m to record the times in which there is no improvement in max flow value. Thus, if there is no change in a given iteration, the variable m increases by one; see Line 13. 
C. LagOP
Lagrangian relaxation (LR) moves ''complicating'' constraints into the objective function and for each such constraint, it attaches a price or multiplier [16] 
The Lagrange multiplier λ is a positive real value. Solving LLBP yields the lower bound for the original ILP; LLBP and the ILP have the same objective value when they are both optimal. To maximize LLBP, we formulate the following program, also called the Lagrangian Dual (LD),
The LD program can then be solved using sub-gradient optimization [16] . The aim is to update the value of λ in a manner that solves the LLBP to yield the minimum lower bound of the original ILP. Specifically, it uses the following equations to adjust the value of λ.
Here g is the sub-gradient. The term denotes the step size. The variable π is used to control the step size with initial value π init . It will reduce if there is no improvement to the lower bound after a given number of iterations. The term UB and LB is the upper and lower bound for the ILP respectively. Specifically, the term UB is obtained by a heuristic algorithm, while LB is the solution after solving LLBP. If a constraint is violated, then its corresponding multiplier will increase. Lagrangian relaxation has three termination criteria. First, the expression 1≤i≤|g| |g i | 2 is zero. That means the optimal value of ILP is equal to the result of LLBP. Second, the term π is smaller than a given value π min . Third, it will terminate after a given number of iterations, denoted by MAX 1 .
With the aid of Algorithm 3, we will now make specific our approach called LagOP, which uses LR and sub-gradient optimization. First, we ''move'' the constraints (1) and (3) into the objective function of the MILP and assign multipliers λ 1 i and λ 2 i,u to the two constraints respectively. In particular, to aid presentation, we set l 1 i to represent the expression R i B+
i,u represents the expression −f i,u + N n=1 a n i,u Cx n . Thus, we have the following LLBP, (2), (4), (5) In contrast to ILP, the LLBP of our problem yields a upper bound UB. We then randomly select a value as the lower bound of our problem, i.e., LB, and use it as the initial value of f, which records the latest best max flow value; see Line 2. LagOP then solves LLBP and calculates the sub-gradient and the step size using (8); see Lines 6-7. The value of g corresponding to a violated constraint is smaller than zero in our problem. Thus, in order to increase the λ of violated constraints, LagOP uses the expression λ = max(0, λ − g) to update λ; see Line 8. According to theR calculated by LLBP, LagOP calculates the max flow, denoted by f . LagOP then updates the max flow f if f is larger than f; see Lines 10-12. If f is not improved for a given number of iterations MAX 2 , the function NoImprove(f , f , MAX 2 ) returns true. The function Finish( 1≤i≤|g| |g i | 2 , π min , MAX 1 ) is used to check the LR termination criteria stated earlier.
V. EVALUATION
We conducted our experiments in Matlab [40] and Matgraph [41] . We use parameters from the specification of MicaZ [42] . The link capacity is 250 kbps, which corresponds to the data rate of the TI CC2420 transceiver [42] . However, in practice, due to protocol overheads, such as channel contention, the actual data rate is likely to be less than 250 kbps. Hence, the max flow results reported in Section V-A and V-B should be interpreted as the theoretical maximum, and correspond to the total maximum flow entering the virtual sink.
Without loss of generality, we employ the following method to generate the matrix A. First, we construct a vector or transmission set Z of dimension |E| × 1. We randomly select a link, say l, and add it to vector Z. We then remove all links that conflict, as per the protocol interference model, with l. We then select the next random link. We repeat this process until there are no remaining links. Second, we check whether Z matches any columns in matrix A. If there is no match, we add Z into A. The generation of matrix A terminates when each row in A has at least one entry with a value of one. The TI CC2420 transceiver consumes 209 and 226 nJ/b for receiving and transferring one bit, respectively. Therefore, a node consumes 435 nJ to forward one bit. We ignore the energy consumption of the processor because processing each bit only consumes 4.3 × 10 −12 Joules; see [43] . Note, if additional energy cost is added, then our results will simply be scaled linearly. Each sensor node is equipped with an Enocean ECS310 solar cell [44] . As per [8] , its recharging rate is at most 15 mW in direct sunlight. Further, we assume the solar recharging rate is zero at night. The AC has WPT capability. Its charging rate is up to 50W with 60% charging efficiency [45] . The theoretical link capacity is 250 kbps. In Tabu, we set MAX 1 , MAX 2 and |TL| to 6, 5 and 3, respectively. In LagOP, we set MAX 1 to 60. The initial value of λ is 0.005. As per [46] , we set the value of MAX 2 and π min to 30 and 0.005, respectively. Table 2 lists the value of parameters used in our evaluation.
As MILP is only tractable for small-scale networks, we first study MILP, Tabu, LagOP and Path in these networks. After that, we compare the performance of Tabu, LagOP and Path in large scale networks. In addition, let LOWER and UPPER represent the lower and upper bound of the total achievable max flow. We set UPPER as the max flow when all nodes have an AC; i.e., when R # = |V |. Conversely, LOWER denotes the maximum total flow when no nodes have an AC. In both cases, the attainable max flow is dictated by the wellknown max-flow-min-cut theorem.
A. RESULTS FOR SMALL NETWORKS
We study the impact of four parameters: number of nodes |V |, number of ACs R # , node degree δ and number of sources |S|. For each experiment, we vary one parameter whilst keeping the others fixed. We run each algorithm 100 times. The location of sources and the sink is chosen randomly in each run. We first study the following δ values: 3, 4, 5, 6 and 7. We set the parameters R # , |S| and |V | to 3, 3 and 30, respectively. Figure 3 shows that increasing δ has a positive impact on the max flow. For example, when δ increases from three to seven, the max flow computed by MILP increases as much as 66.08 kb/s; i.e., from 149.66 to 215.74 kb/s. On average, the max flow of Tabu, LagOP and Path is 99.76%, 94.32% and 97.43% that of MILP, respectively. This is because of the following reasons. First, if there is only one route from a source to the sink, the flow is limited by the node with the minimum energy. In contrast, as we increase δ, a source has more neighbors such that the number of routes from sources to the sink increases and thus more data can be forwarded. Moreover, as per constraint (1), the available energy of a node determines the amount of data it can forward. An intermediate node may not exhaust its energy when δ is low. If this intermediate node has a higher node degree, it uses any remaining energy to forward data via other routes. Second, as |E| increases and |V | is fixed, the number of intermediate nodes on paths from a node to the sink decreases. For example, there is a WSN with six nodes. If the node degree is two, the number of intermediate nodes between any two nodes may be zero, one or two. However, if we increase the node degree to three, all nodes become neighbors of one another.
Consequently, we can see that the link between a source and the sink is allocated more active time to increase the max flow. Another observation is the merits of upgrading R # = 3 nodes among |V | = 30 possible nodes. Specifically, the upgrade increases the flow rate for the case without ACs up to 153.86 kb/s, and no more than 37.32% off from UPPER. In addition, we also observe that the gap between LagOP and MILP decreases from 12.63% to 2.36% when δ increases from three to seven. This is because when δ increases, the number of Lagrange multipliers is fixed but there are more decision variables that have influence on the value of each Lagrange multiplier; see Section IV-C. Figure 4 , when |V | increases from 10 to 90, the max flow of MILP drops from 216.73 to 106.32 kb/s, or a reduction of 51.85%. On average, the max flow of Tabu, LagOP and Path is 99.66%, 83.69% and 96.70% that of the MILP. The reasons are as follows. As there are only three ACs, this means only three nodes will have a higher energy to forward more data from their neighbors. However, as |V | increases, there are more intermediate nodes between sources and the sink; i.e., the sources have a longer path to the sink. Thus, the recharged nodes have little influence on the final max flow. This is especially significant with increasing |V | as there are more bottleneck nodes. Another observation is that the maximum flow when using MILP increases from 104.36 to 106.32 kb/s as |V | increases from 70 to 90. The reason is as follows. Increasing |V | means there are more links in a WSN. As δ is fixed, the links that have interference with an active link is fixed. Hence, there are more active links when |V | increases. In addition, as shown in Figure 4 , the solutions, e.g., Tabu, are able to effectively select three, among 90, nodes to upgrade, which cause the flow rate to increase by 75.41/30.21 = 249.62%. We also note that the maximum gap between LagOP and MILP increases from 0.38% to 26.45% when |V | increases from 10 to 90.
The reason is as follows. As per Section IV-C, as |V | increases, the number of Lagrange multipliers rises. Thus, the difference between LagOP and MILP increases. The next experiment investigates the effect of R # where it takes on the following values: 1, 3, 5, 7 and 9. Similar to the last experiment, we set δ and |S| to three. Also, |V | has a value of 30. Referring to Figure 5 , when R # increases from one to nine with an interval of two, the max flow of MILP increases from 86.69 to 197.00 kb/s. This is an increase of 127.25%. On average, the max flow of Tabu, LagOP and Path is 98.34%, 90.40% and 94.84% that of MILP, respectively. As expected, increasing R # leads to more nodes with a higher energy, which helps increase max flow. In addition, as the topology is fixed, increasing R # means more nodes on a path are likely to be recharged, which leads to a higher flow rate. Figure 5 also shows the advantages of upgrading nodes. In particular, compared to LOWER, the max flow increases by 187.82% when R # = 1. This is because nodes with unused energy on a data transmission path can increase their flow rate when bottleneck nodes on the path are augmented with an AC.
The fourth experiment studies the effect of |S|. We set |S| to the following values: 1, 3, 5, 7 and 9. Parameters δ, R # and |V | are set to 3, 3 and 30, respectively. Referring to Figure 6 , higher |S| values cause the max flow of MILP to increase from 95.45 to 227.47 kb/s. On average, the max flow of Tabu, LagOP and Path is 99.92%, 93.24% and 98.12% that of MILP, respectively. With increasing |S|, sources are more likely to be placed on paths with available energy. First consider a scenario with one source, and assume its flow rate is limited by a relay node with a low energy. If |S| increases, a new source may be located between the relay node and the sink. Consequently, the said relay does not affect the flow of the new source. Furthermore, as there are more sources, more data will be generated. As a result, the maximum flow rate increases. In addition, as wireless interference exists, the sink cannot always receive data from a source in one source scenarios. However, if S increases, the sink may still receive data from other sources when one source has interference with its neighbours. Figure 6 also shows the merit of using ACs to increase flow rates. For example, compared to LOWER, the flow rate obtained by Tabu increases by 489.90% when |S| = 9. The max flow gap between Tabu and MILP is at most 3.95% when R # is nine. This is because the increase in R # leads to more possible AC deployments. For example, in a 30 nodes WSN, there are only 30 possible AC deployments when we upgrade one node. By contrast, the number of possible AC deployments increases to 14307150 when we upgrade nine nodes. The maximum gap between Path and MILP is 6.30%. The reasons for the gap are as follows. Path always recharges the nodes on the shortest route from a source to the sink first. However, it does not consider other routes. For example, nodes near the sink that are not on the shortest route also have an influence on the max flow. Furthermore, as the initial energy of each node is generated randomly, recharging the shortest route first may not generate the max flow for a given topology. Finally, if two routes have the same number of nodes, Path may not select the better route.
B. RESULTS FOR LARGE NETWORKS
We conducted three experiments to explore the performance of Tabu, LagOP and Path in large networks. Specifically, in these large networks, there are 150 nodes. We study three parameters: number of ACs (R # ), node degree (δ) and number of sources (|S|). Each experiment consists of 60 runs.
We first study the influence of R # . We set δ and |S| to three and 10 respectively. The value of R # is varied from 10 to 90. Referring to Figure 7 , UPPER has no significant changes; the recorded max flow ranges from 202.47 to 202.36 kb/s with increasing R # . When R # increases from 10 to 90, the max flow of Tabu increases by 7.11%; i.e., from 183.88 to 192.38 kb/s. On average, the max flow of LagOP and Path is 93.50% and 95.32% that of Tabu, respectively. However, we notice that the max flow when using Path only achieves 89.97% that of Tabu when R # is 10. This percentage increases to 97.13% when R # is 90. This is because ten ACs may not be enough to recharge all nodes on the shortest path from a source to the sink. As R # increases, there is a higher chance of recharging all nodes on the shortest path from a source to the sink. We also observe that the gap between Tabu and Path drops from 18.45 kb/s to 5.69 kb/s when R # increases from 10 to 90. This is because the increase in R # results in more nodes with extra energy to forward data. Figure 7 also shows the effectiveness of Tabu. In particular, Tabu is able to upgrade 30 nodes, among 150 nodes, to produce almost equivalent flow rates as UPPER, which requires 150 ACs.
The next experiment studies varying δ values from three to seven. We set both R # and |S| to 10. Referring to Figure 8 , as expected, the increase in δ has a positive influence on max flow. For example, when δ increases from three to seven, the max flow of UPPER increases by 16 We now increase |S| from 10 to 90. The value of R # and δ is ten and three, respectively. Referring to Figure 9 , the max flow of UPPER increases from 213.93 to 245.83 kb/s when |S| increases from 10 to 90. We note that the max flow of UPPER is same as that of Tabu when |S| is 90. However, Tabu only use ten ACs as opposed to 150 ACs for UPPER. This is because Tabu can simply deploy an AC next to the nodes that are adjacent to sinks. Sources manage to saturate or use the available energy at these nodes. Further, the max flow attained by LagOP and Path is 96.06% and 95.13% that of Tabu in scenarios with 10 sources. As |S| rises to 90, the max flow of LagOP and Path is 99.64% and 99.78% that of Tabu respectively. Note that the performance of Path is close to that of Tabu when |S| increases. The reason is as follows. We see that the max flow rate derived by Tabu is equal to UPPER when |S| is 90. As for Path and increasing S, the number of nodes on the shortest path from sources to the sink decreases, meaning Path can upgrade more paths. Thus, the gap between Tabu and Path decreases when S increases.
Next, we plot the run time of all algorithms with varying |S| values; see Figure 10 . We see that |S| does not have a significant influence on the run time of Tabu. This is because only R # and |V |, which determine the number of neighbours solutions in each iteration, have an impact on the run time of Tabu; see (6) . Another observation is that the running time of LagOP varies from 1.58 to 1.75 seconds. This is because |S| has no impact on the number of constraints in the LLBP of our problem. Next, we consider the run time of Path. According to Figure 10 , the run time of Path is 1.79 seconds when |S| is 10.
As |S| rises to 90, the run time of Path increases by 930.17%. This is because the time complexity of Path is related to |S|; see Proposition 2. On average, the run time of Tabu, LagOP and Path is 58.44, 1.65 and 10.48 seconds, respectively. We have also investigated the impact of parameters R # and δ. As they have no discernible impact on all tested algorithms, we have omitted them from the paper. Lastly, we compare flow rate fairness. To do this, we use Jain's fairness index. We set R # , |S| and δ to three. We increase the value of |V | from 10 to 90 with an interval of 10. We then run MILP, LagOP, Path and Tabu 100 times for each value of |V |. Referring to Figure 11 , we see that the fairness value of MILP, Tabu, Path and LagOP is 0.40, 0.41, 0.39 and 0.38 respectively when |V | is 10. As |V | rises to 90, the fairness value of MILP, LagOP, Path amd Tabu increases by 72.74%, 60.99%, 54.28% and 95.51%, respectively. This is because the following reasons. The number of intermediate nodes between sources to the sinks decreases as |V | increases. An AC has a higher influence on the data rate of sources near the sink in scenarios with small number of nodes. For example, in 10 nodes scenarios, a source may be next to the sink. In order to maximize the flow at the sink, we can deploy an AC next to the source and allocate all active time to the link between the source and the sink. Consequently, the remaining sources cannot transfer data to the sink. On average, we see MILP, LagOP, Path and Tabu achieve a fairness value of 0.53, 0.60, 0.48 and 0.54, respectively. When using Path, sources have the worst fairness as compared to the other three algorithms. This is because Path upgrades either all nodes on the shortest path or R # nodes. Hence, only the sources that transfer data via upgraded nodes can increase their flow rate. Table 3 summarizes the obtained results. We can see that LagOP, Path and Tabu attains 91.65%, 97.00% and 99.40% of MILP in small networks, respectively. In large network, Tabu has the best performance but the highest running time. The max flow rate of LagOP is almost equal to that of Path. However, the running time of Tabu is approximately six times longer than that of LagOP.
VI. CONCLUSION
This paper has investigated the novel problem of upgrading a subset of sensor nodes with the aim of maximizing the flow rate at one or more sinks. The problem is modeled as a MILP. We propose three novel solutions that can be used to upgrade sensor nodes in large scale WSNs. The results show that the performance of Path and LagOP are close to that of Tabu. Nevertheless, both Path and LagOP have a much smaller running time than Tabu.
A key future work will be to consider random energy harvesting rates. That is, given some probability distribution of nodes energy harvesting rates, we want to place ACs in a manner that maximizes the expected flow at a sink. In addition, rate fairness is also a research direction. In particular, we aim to maximize the minimum flow rate of all sources. 
