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a b s t r a c t
For a normal random matrix Y with mean zero, necessary and sufficient conditions are
obtained for Y ′WkY to be Wishart–Laplace distributed and {Y ′WkY } to be independent,
where eachWk is assumed to be symmetric rather than nonnegative definite.
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1. Introduction
Let Y be an n × p normal random matrix with mean zero and covariance ΣY and {Wk} be a family of n × n symmetric
matrices. In this paper, we shall obtain a very general Cochran theorem, i.e., obtain necessary and sufficient conditions
for {Y ′WkY }to be independent and each Y ′WkY to be Wishart–Laplace DWp(m1,m2,Σ), i.e., Y ′WkY is distributed as the
difference Q1 − Q2, where Q1 and Q2 are independent (central) Wishart Wp(m1,Σ) and Wp(m2,Σ) distributed random
matrices.
For a brief history, [1] solves the above problem by assuming that m2 = 0,Wk is nonnegative definite and Σ is
nonsingular. Wong andWang [2] remove the nonsingularity condition onΣ so that the result can be applied tomultivariate
components of variance models; see [3–6]. Mathai [7] extended a chi-squared version to one that includes the family of
Laplace distributions; its multivariate version is our version for a family of Wishart–Laplace distributions; see Wong and
Wang [8]. For the case Wk is symmetric, [9] obtained necessary and sufficient conditions for {Y ′WkY } to be independent;
[10] obtained necessary and sufficient conditions for Y ′WkY to beWp(mk,Σ). In Theorem 2.1, we generalize these results
to that for Wishart–Laplace distributions. The result is expected to be more cumbersome; this is partially caused by our not
using appropriate multiplication. Since the sample covarianceΣY and the population covarianceΣ are both symmetric, we
should develop the theory needed within the set, SN , of N × N symmetric matrices, where N may be p, np, or some other
positive integer. Let A, B ∈ SN . The usual matrix product ABmay not be symmetric. So we introduce a Jordan product:
A ∗ B = 1
2
(AB+ BA),
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or more generally,
A ∗C B = 12 (ACB+ BCA),
where C ∈ SN . Then (SN , ∗C ) is an example of a Jordan algebra; see, e.g., [11]. Now consider the distribution of QY = Y ′WY
through its moment generating functionMQY , whereW is symmetric. From [12],
MQY (t) = Det [In ⊗ Ip − 2Σ1/2Y (W ⊗ t)Σ1/2Y ]−1/2, t ∈ N◦,
whereN◦ = {t ∈ Sp : In⊗Ip−2Σ1/2Y (W⊗t)Σ1/2Y is positive definite}, i.e.,MQY is determined by the linearmap h : Sp → Snp
with
h(t) = Σ1/2Y (W ⊗ t)Σ1/2Y , t ∈ Sp,
or the more flexible map ρ : Sp → Sq with
ρ(t) = M(W ⊗ t)M ′, t ∈ Sp,
whereΣY = M ′M,M ∈ Mq×np, q ≤ np. It can be proved (see [12]) that Y ′WY is Wishart with nonsingular scale parameter
Σ if and only if ρ is homomorphic from (Sp, ∗Σ ) into (Sq, ∗), i.e., it preserves the Jordan products:
ρ(A ∗Σ B) = ρ(A) ∗ ρ(B), A, B ∈ Sp.
The mappings ρ and h are referred to as representations in (Jordan) algebra.
Ourmain result, Theorem 2.1, extends this result to a result for theWishart–Laplace distribution. Also both Theorems 2.1
and 2.3 may be extended to the case where Y ∼ Nn×p(µ,ΣY ) and µ 6= 0. This extension is simply a matter of adding extra
conditions in [9,8].
We remark that the use of representation theory can hardly be over emphasized. Through abstraction, Jordan algebra
and its representations can be muchmore general (see [13,11,14–18,12]). For the present paper, Jordan algebras of the type
SN with Jordan products ∗ or ∗C are enough. Our results may be extended to the case where Y is complex normal (or even
the quaternion normal); this requires the general theory of Jordan algebras and is beyond the scope of the present paper
(see [19]).
Below is a summary of the notation used in what follows.
Ma×b: the family of a× bmatrices over<.
Sa: the family of symmetric a× amatrices over<.
Na: the family of nonnegative definite a× amatrices over<.
A1/2: for A ∈ Na, A1/2 will always be the unique nonnegative definite square root of A.
A+: the Moore–Penrose inverse of a matrix A ∈Ma×b.
A◦: for A ∈Ma×b, A◦ = AA+ is the orthogonal projection of<a onto the image of A.〈, 〉: the trace inner product onMa×b, 〈A, B〉 = tr(AB′).‖‖: the trace norm onMa×b, ‖A‖2 = 〈A, A〉.
A⊗ B: for A ∈Ma×b, B ∈Mc×d, A⊗ B = [aijB] ∈Mac×bd.
(Sa, ∗): the family Sa with the Jordan product A ∗ B = 12 (AB+ BA).
(Sa, ∗C ): the family Sa with the Jordan product A ∗C B = 12 (ACB+ BCA).
Xm(∗C ): for X in Sa, Xm(∗C ) represents X to the powermwith respect to the Jordan product ∗C : Xm(∗C ) = XCXCXCX . . . XCX
with X appearingm times in the product.
Knp: the commutation matrix Knp has the following basic properties: K ′np = Kpn, KnpK ′np = Inp, Knp(A⊗ B)Kqr = B⊗A, A ∈
Mp×q, B ∈ Mn×r , and for a random n× pmatrix Y ,ΣY ′ = K ′npΣYKnp; see, for example, [20].
Y ∼ Nn×p(µ,ΣY ): Y is an n× p random matrix with mean µ and covariance matrixΣY . By this, we mean that random
vector δ(Y ) is normal with mean δ(µ) and covariance ϕ(ΣY ), where δ(Y ) and δ(µ) represent the coordinate vectors of
Y and µ in<np with respect to an orthogonal basis forMn×p and ϕ(ΣY ) = E(δ(Y )− δ(µ))(δ(Y )− δ(µ))′. (δ(·) and ϕ(·)
above may also be written as [·]).
DWp(m1,m2,Σ): the Wishart–Laplace distribution with (m1,m2) degrees of freedom and p × p nonnegative definite
scale matrixΣ , i.e. the distribution of Z ′KZ , where Z ∼ Nm×p(0, Im ⊗Σ) and K = diag[Im1 ,−Im2 ].
2. Main results
The main theorems of this section require several notions and results some of which arise from the general theory of
Jordan algebras. For convenience these notions and results are given in the Appendix (see Lemmas A.1–A.3) and will be
referenced when necessary.
We shall now state and prove our main result.
Theorem 2.1. Suppose that:
(A1) Y ∼ Nn×p(0,ΣY );
(A2) ΣY ′ = L′L, L = [L1, L2, . . . , Lp], Li ∈ Mq×n, q ≤ np;
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(A3) W ∈ Sn,Σ ∈ Np, rk(Σ) = r;
(A4) Sp = H1 ⊕H2,H1 = Σ◦SpΣ◦,H2 = {x−Σ◦xΣ◦ : x ∈ Sp} and P1 and P2 are the orthogonal projections of Sp ontoH1
andH2, P1x = Σ◦xΣ◦, P2x = x− P1x;
(A5) ρ is a linear map of Sp into Sq defined by ρ(x) = L(x⊗W )L′;
(A6) ρ1, ρ2 are linear maps of Sp intoMq×q defined by
ρ1(x) = ρ(x)+ Eρ(x)2 and ρ2(x) =
−ρ(x)+ Eρ(x)
2
, where E = ρ(Σ+);
(A7) Bij = ρ(eij), where {eij : i ≤ j, i, j = 1, 2, . . . , r} is a basis for H1 satisfying I (a)–(e) of Lemma A.1.
Then: I. Statements (a)–(f) below are equivalent.
(a) Y ′WY has a Wishart–Laplace distribution with a scale parameter Σ .
(b) Conditions (C0)–(C5) below hold:
(C0) H2 ⊆ kerρ;
(C1) B3ii = Bii;
(C2) BiiBjj = 0, i 6= j;
(C3) 4B2ij = B2ii + B2jj, i 6= j;
(C4) BiiBij = BijBjj, i 6= j;
(C5) 2(BijBjk + BjkBij) = (Bii + Bkk)Bik for all distinct i, j, k.
(c) kerρ = H2 and for all x in Sp, ρ(xΣx) = ρ(x)Eρ(x) and ρ(x)E = Eρ(x).
(d) For j = 1, 2, kerρj = H2 and for all x, y in Sp,
ρj(x) ∈ Sq, ρj(xΣx) = ρj(x)2 and ρ1(x)ρ2(y) = 0.
(e) For all x, y in Sp, j = 1, 2, ρ1(x)ρ2(y) = 0 and
tr ρj(x)k = sj tr(Σ1/2xΣ1/2)k, k = 1, 2 . . .
with the sj positive integers given by sj = tr ρj(Σ
+)
r = tr ρ(u), where u is any idempotent in (H1, ∗Σ ) such that
tr(Σ1/2uΣ1/2) = 1.
(f) For all x in Sp,
tr ρ(x)k = [s1 + (−1)ks2] tr(Σ1/2xΣ1/2)k, k = 1, 2 . . .
with the s1 and s2 as in (e).
II. In the case any one of (a)–(f) holds, Y ′WY ∼ DWp(s1, s2,Σ), s1 − s2 = tr Erk(Σ) = tr Bii and s1 + s2 = tr E
2
rk(Σ) = tr B2ii, i =
1, 2 . . . , r .
Proof. I.
(b)⇒ (c): We shall first show that ρ(xΣx) = ρ(x)Eρ(x) and ρ(x)E = Eρ(x) for x inH1.
We begin by establishing the following identities:
B2m+1ii = Bii and B2mii = B2ii, m = 1, 2, . . . (2.1)
BijBkl = 0, {i, j} ∩ {k, l} = φ (2.2)
Bij = 4B3ij, i 6= j (2.3)
(B2ii + B2jj)Bij = Bij, i 6= j (2.4)
2(BijBjjBjk + BjkBjjBij) = Bik, i, j, k distinct. (2.5)
Now (2.1) clearly follows from (C1). To show (2.2), note that by (C2) and (C3), B2ijB
2
kl = 0. Then ‖BijBkl‖2 = tr(BijBkl)(BijBkl)′ =
tr(B2ijB
2
kl) = 0, which proves (2.2). Thus by (C2), (C3) and (2.1), it is easily shown that ‖Bij − 4B3ij‖2 = 0, proving (2.3). Also
(C3) together with (2.3) yields (B2ii + B2jj)Bij = 4B3ij = Bij, which is (2.4). Finally, by (C4), (C5), (C2) and (2.2), we have
BijBjjBjk = BiiBijBjk = Bii
(
1
2
(Bii + Bjj)Bik − BjkBik
)
= 1
2
B2iiBik. (2.6)
By (C4),
BjkBjjBij = (BijBjjBjk)′ = 12BikB
2
ii =
1
2
B2kkBik. (2.7)
Combining (2.6) and (2.7) with (C3) and (2.3) yields
BijBjjBjk + BjkBjjBij = 12 (B
2
ii + B2kk)Bik = 2B3ik =
1
2
Bik,
proving (2.5).
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Now since {eij : i ≤ j, i, j = 1, 2, . . . , r} is a basis forH1, in order to show that ρ(xΣx) = ρ(x)Eρ(x), it suffices to show
that for all i, j, k, l, ρ(eij ∗Σ ekl) = ρ(eij) ∗E ρ(ekl)which can be divided into six cases:
Case 1. ρ(eii ∗Σ eii) = ρ(eii) ∗E ρ(eii);
Case 2. ρ(eii ∗Σ eij) = ρ(eii) ∗E ρ(eij), i < j;
Case 3. ρ(eij ∗Σ ejk) = ρ(eij) ∗E ρ(ejk), i, j, k distinct;
Case 4. ρ(eij ∗Σ eij) = ρ(eij) ∗E ρ(eij), i < j;
Case 5. ρ(eij ∗Σ ekl) = ρ(eij) ∗E ρ(ekl), {i, j} ∩ {k, l} = φ;
Case 6. ρ(eii ∗Σ ejk) = ρ(eii) ∗E ρ(ejk) i, j, k distinct.
We shall merely prove Cases 1–4.
Case 1. First, ρ(eii ∗Σ eii) = ρ(eii) = Bii. Since E = ρ(Σ+) = ∑rj=1 ρ(ejj) = ∑rj=1 Bjj, it follows from (C1) and (C2) that
ρ(eii) ∗E ρ(eii) = Bii
(∑r
j=1 Bjj
)
Bii = B3ii = Bii.
Case 2. On the one hand, ρ(eii ∗Σ eij) = ρ( 12 eij) = 12Bij. On the other hand,
ρ(eii) ∗E ρ(eij) = 12 (BiiEBij + BijEBii)
= 1
2
(B2iiBij + BijB2ii)
= 1
2
(B2iiBij + B2jjBij) (by (C4))
= 1
2
(B2ii + B2jj)Bij
= 1
2
Bij (by (2.4)).
Case 3. On the one hand, ρ(eij ∗Σ ejk) = ρ( 14 eik) = 14Bik. On the other hand, by (2.2) and (2.5), ρ(eij) ∗E ρ(ejk) =
1
2 (BijBjjBjk + BjkBjjBij) = 14Bik.
Case 4. On the one hand, ρ(eij ∗Σ eij) = ρ( 14 (eii + ejj)) = 14 (Bii + Bjj). On the other hand,
ρ(eij) ∗ Eρ(eij) = BijEBij
= Bij(Bii + Bjj)Bij (by (2.2))
= B2ijBjj + B2ijBii (by (C4))
= B2ij(Bjj + Bii)
= 1
4
(B2ii + B2jj)(Bjj + Bii) (by (C3))
= 1
4
(Bii + Bjj) (by (C1) and (C2)).
Finally, note that from (C2), EBii = B2ii = BiiE and from (2.4), (C1) and (C2), BijE = Bij(B2ii + B2jj)E = Bij(Bii + Bjj) =
(Bjj + Bii)Bij = E(B2ii + B2jj)B2ij = EBij. Thus Eρ(x) = ρ(x)E for all x inH1.
Now (by (C0)), H2 ⊆ kerρ and so for x in Sp, ρ(x) = ρ(P1x). Also xΣx = P1(x)ΣP1(x) + y with y ∈ H2. Thus
ρ(xΣx) = ρ(P1(x)ΣP1(x)) = ρ(P1(x))Eρ(P1(x)) = ρ(x)Eρ(x) and Eρ(x) = Eρ(P1(x)) = ρ(P1(x))E = ρ(x)E.
Now suppose that ρ(x) = 0. Then 0 = ρ(P1x + P2x) = ρ(P1x). But the space (H1, ∗Σ ) is known to be a simple Jordan
algebra with identity Σ+. So its only ideals are {0} andH1 (see Lemma 3.5.1 of [12]). Thus ρ is 1–1 onH1 and so P1x = 0
and x ∈ H2. Hence H2 = ker ρ.
(c)⇒ (b): Assume (c) holds, then
ρ(x ∗Σ y) = ρ(x) ∗E ρ(y) and Eρ(x) = ρ(x)E for all x, y ∈ Sp. (2.8)
We shall show that (C0)–(C5) hold. Since kerρ = H2, condition (C0) holds. From part (c)(i) of Lemma A.2, we have
E3 = E (2.9)
and
ρ(x) = E2ρ(x) = ρ(x)E2 = Eρ(x)E. (2.10)
Now Bii = ρ(eii) = ρ(eii ∗Σ eii) = ρ(eii) ∗E ρ(eii) = BiiEBii. This with (2.8) and (2.9) gives
EB2ii = Bii and EBii = B2ii. (2.11)
Thus, by (2.10), Bii = EB2ii = (EBii)Bii = B2iiBii = B3ii, proving (C1).
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Now 0 = ρ(eii ∗Σ ejj) = BiiEBjj. So EBiiBjj + EBjjBii = 0. Upon multiplying on the left by E, we obtain from (2.9) that
BiiBjj + BjjBii = 0. (2.12)
By (2.8) and (2.10)–(2.12), ‖BiiBjj‖2 = tr(BiiBjj)(BjjBii)∗ = tr(B2iiB2jj) = tr(EBiiEBjj) = tr(E2BiiBjj) = tr(BiiBjj) = 0, proving
(C2).
Now apply ρ to 4eij ∗Σ eij = eii + ejj. Then by (2.8), 4BijEBij = 4EB2ij = Bii + Bjj. So by (2.11), 4B2ij = E2B2ij = E(Bii + Bjj) =
B2ii + B2jj, proving (C3).
To show (d), apply ρ to eii ∗Σ eij = 12 eij and ejj ∗Σ eij = 12 eij:
BiiEBij + BijEBii = Bij, (2.13)
and
BjjEBij + BijEBjj = Bij. (2.14)
Multiplying (2.13) from the right by Bjj and (2.14) from the left by Bii, we obtain from (C2) and (2.8) that
BijBjj = EBiiBijBjj = BiiBij,
which proves (C4).
Finally, to show (C5), apply ρ to 14 eik = eij ∗Σ ejk. Then by (2.8),
2E(BijBjk + BjkBij) = Bik. (2.15)
Multiplying (2.15) from the left by E, we obtain from (2.1) that
2(BijBjk + BjkBij) = EBik. (2.16)
Now with respect to ∗Σ , 4e3ij = eij ∗Σ (eii + ejj) = eij. So by applying ρ to 4e3ij = eij, we obtain from (2.8) and (2.10) that
4B3ij = Bij. So by (2.16), (C3) and (2.11), 2(BijBjk + BjkBij) = EBik = 4EB3ik = 4(EB2ik)Bik = E(B2ii + B2kk)Bik = (Bii + Bkk)Bik,
proving (C5).
(c)⇒ (d): Since Eρ(x) = ρ(x)E for x ∈ Sp, Im ρ ⊆ Sq. Since (H1, ∗Σ ) is a Jordan algebra with identityΣ+. By Lemma A.2,
ρj(xΣx) = ρj(x)2 and ρ1(x)ρ2(y) = 0 for all x, y inH1. By (c) and the definition of the ρj,H2 = kerρ ⊆ kerρj, j = 1, 2. The
rest of (d) follows by an argument similar to the argument made in the last two paragraphs of the proof of (b)⇒(c).
(d)⇒ (e): This is a consequence of Theorem 2.5.2 and Lemma 3.5.1 of [12].
(e)⇒ (f): Using basic properties of the trace operator and of commutation matrices and (e), we obtain
tr[Σ1/2Y (W ⊗ x)Σ1/2Y ]k = tr[L(x⊗W )L′]k = trρ(x)k = tr[ρ1(x)− ρ2(x)]k
= tr[ρ1(x)− ρ2(x)]k = tr[ρ1(x)k + (−1)kρ2(x)k] = [s1 + (−1)ks2] tr[Σ1/2xΣ1/2]k.
Thus
tr[Σ1/2Y (W ⊗ x)Σ1/2Y ]k = [s1 + (−1)ks2] tr[Σ1/2xΣ1/2]k. (2.17)
(f)⇒ (a): By Theorem A.1 of [8],
Y ′WY ∼ DWp(m1,m2,Σ) if and only if for all t ∈ Sp, (2.18)
|Inp −Σ1/2Y (W ⊗ t)Σ1/2Y | = |Ip −Σ1/2tΣ1/2|m1 |Ip +Σ1/2tΣ1/2|m2 .
Replacing t by t/x in (2.18) and multiplying each side of (2.18) by xnp, we obtain
Y ′WY ∼ DWp(m1,m2,Σ) if and only if Σ1/2Y (W ⊗ t)Σ1/2Y and (2.19)
diag[Im1 ⊗Σ1/2tΣ1/2, Im2 ⊗Σ1/2tΣ1/2, 0]
have the same characteristic polynomial for all t ∈ Sp.
Thus,
Y ′WY ∼ DWp(m1,m2,Σ) iff for all t ∈ Sp, k = 1, 2, . . . , (2.20)
tr[Σ1/2Y (W ⊗ t)Σ1/2Y ]k = [m1 + (−1)km2]tr(Σ1/2tΣ1/2)k.
It is then clear that (f)⇒ (a).
(a)⇒ (c): Let Y ′WY ∼ Wp(s1, s2,Σ). Note that
(Σ1/2xΣ1/2)k = Σ1/2xk(∗Σ )Σ1/2, k = 1, 2, . . .
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Then by (2.20) and properties of the trace operator and of the commutation matrix, we have
tr ρ(x)k = [s1 + (−1)ks2] tr(Σ1/2xk(∗Σ )Σ1/2), k = 1, 2, . . . . (2.21)
Let x ∈ H1. We shall show that ρ(x ∗Σ x) = ρ(x) ∗E ρ(x) and Eρ(x) = ρ(x)E.
By Lemma A.1, there exist matrices c1, c2, . . . , cr inH1 (which depend on x), such that
ci ∗Σ ci = ci, ci ∗Σ cj = 0, i 6= j, tr(Σ1/2ciΣ1/2) = 1, (2.22)
x =
r∑
i=1
λici, and Σ+ =
r∑
i=1
ci.
Now by (2.21) and (2.22), we have tr ρ(ci)k = s1 + (−1)ks2. It then follows that
ρ(x)3 = ρ(x). (2.23)
Let a and b be real numbers, i, j = 1, 2, . . . , r with i 6= j and k = 1, 2, . . . . Then by (2.21) and (2.22),
tr [aρ(ci)+ bρ(cj)]k = tr ρ(aci + bcj)k
= [s1 + (−1)ks2] tr Σ1/2(aci + bcj)k(∗Σ )Σ1/2
= [s1 + (−1)ks2] tr
(
akΣ1/2ciΣ1/2 + bkΣ1/2ciΣ1/2
)
= [s1 + (−1)ks2] (ak + bk).
In particular, we have
tr [aρ(ci)+ bρ(cj)]4 = (s1 + s2) (a4 + b4). (2.24)
Thus the coefficient of a2b2 in the expansion of tr [aρ(ci)+ bρ(cj)]4 must be 0 and so
2tr(ρ(ci)2ρ(cj)2)+ tr(ρ(ci)ρ(cj))2 = 0. (2.25)
Now |tr(ρ(ci)ρ(cj))2| = |〈ρ(ci)ρ(cj), ρ(cj)ρ(ci)〉| ≤ ‖ρ(ci)ρ(cj)‖2 = tr(ρ(ci)2ρ(cj)2). So by (2.25), 0 = tr(ρ(ci)2ρ(cj)2) =
‖ρ(ci)ρ(cj)‖2. Thus
ρ(ci)ρ(cj) = 0. (2.26)
Now by (2.22), (2.23) and (2.26), we have
ρ(x ∗Σ x) = ρ(xΣx)
= ρ
([
r∑
i=1
λici
]
Σ
[
r∑
i=1
λici
])
= ρ
(
r∑
i=1
λ2i ci
)
=
r∑
i=1
λ2i ρ(ci)
=
(
r∑
i=1
λiρ(ci)
)(
r∑
i=1
ρ(ci)
)(
r∑
i=1
λiρ(ci)
)
= ρ(x)ρ(Σ+)ρ(x)
= ρ(x) ∗E ρ(x).
A similar argument shows that Eρ(x) = ρ(x)E.
We shall now extend this result to x in Sp. By (2.20), for x ∈ Sp, ρ(x) = 0 iff tr ρ(x)2 = 0 iff tr(Σ1/2xΣ1/2)2 = 0
iff Σ1/2xΣ1/2 = 0 iff Σ◦xΣ◦ = 0 iff x ∈ H2. Hence ker ρ = H2. Then the proof that ρ(x ∗Σ x) = ρ(x) ∗E ρ(x) and
Eρ(x) = ρ(x)E for x in Sp follows as in the last two paragraphs of the proof of (b)⇒ (c).
II. Suppose that any one (hence all) of (a)–(e) holds. Then from the proof of I, the degrees of freedom s1, s2 are related by
s1 − s2 = tr ρ1(Σ
+)− tr ρ2(Σ+)
r
= tr ρ(Σ
+)
r
= tr E
r
1174 J. Masaro, C.S. Wong / Journal of Multivariate Analysis 101 (2010) 1168–1178
and
s1 + s2 = tr ρ1(Σ
+)+ tr ρ2(Σ+)
r
= tr(ρ(Σ
+)ρ(Σ+))
r
= tr E
2
r
.
Also by (e), sj = tr ρj(u), where u is any idempotent in (H1, ∗Σ ) such that tr(Σ1/2uΣ1/2) = 1. Taking u = eii with eii as in
the proof of (b)⇒(c) above, we obtain
ρ1(eii) = ρ(eii)+ Eρ(eii)2 =
Bii + B2ii
2
and
ρ2(eii) = −ρ(eii)+ Eρ(eii)2 =
−Bii + B2ii
2
.
Thus, s1 − s2 = tr Bii and s1 + s2 = tr B2ii. 
We remark thatwhenΣY orΣY∗ have a simple structure (for example:ΣY = A⊗Σ orΣY∗ =∑pi=1 Eii⊗A+∑pi6=j Eij⊗Aij)
Theorem 2.1 yields rather simple conditions for Y ′WY to have a Wishart–Laplace distribution. We leave this for the reader
to pursue. Results of this type may be found in [8].
Example 2.1. Let Y ∼ N4×2(0,ΣY ), whereΣY = A⊗Σ with
A =
 5/8 −3/8 1/8 1/8−3/8 5/8 1/8 1/81/8 1/8 5/8 −3/8
1/8 1/8 −3/8 5/8
 and Σ = I2.
Also letW ∈ Sn and L = I2 ⊗ Rwith
W =
 0 1 1/2 1/21 0 1/2 1/21/2 1/2 1 0
1/2 1/2 0 1
 and R =
1/2
√
2 1/2
√
2 1/2
√
2 1/2
√
2
1/
√
2 −1/√2 0 0
0 0 −1/√2 1/√2
0 0 0 0
 .
ThenΣY ′ = L′L. By Theorem 2.1, Y ′WY ∼ DW2(2, 1,Σ).
The following result shows that the Jordan algebra homomorphisms in Theorem 2.1 may be represented in a diagonal
form.
Theorem 2.2. Let A(1)–A(7) be as in Theorem 2.1. Then:
Y ′WY ∼ DWp(m1,m2,Σ) iff there exists an orthogonal matrix P such that for all x ∈ Sp,
P ′ρ(x)P = diag[Im1 ⊗ u(x),−Im2 ⊗ u(x), 0], (2.27)
where diag[u(x), 0] = Q ′Σ1/2xΣ1/2Q and Q is any orthogonal matrix such that Q ′ΣQ = diag[σ1, σ2, . . . , σr , 0], σi > 0.
Proof. Let Q be an orthogonal matrix such that Q ′ΣQ = diag[Dr , 0], where Dr = diag[σ1, σ2, . . . , σr ], σi > 0. Define
ψ : Sr → Sp by
ψ(u) = Q diag[D−1/2r uD−1/2r , 0]Q ′.
Then it is straightforward to show that ψ is a one-to-one homomorphism of (Sr , ∗) onto (H1, ∗Σ ), whereH1 = Σ◦SpΣ◦.
If Y ′WY ∼ DWp(m1,m2,Σ), then by I(c) of Theorem 2.1, ρ ◦ ψ is a one-to-one homomorphism of (Sr , ∗) into (Sq, ∗e)
such that e(ρ ◦ψ(u)) = (ρ ◦ψ(u))e for all u ∈ Sr . Thus by Lemma A.3, there exists an orthogonal matrix P such that (2.27)
above holds. In this case, the expression for u(x)may be obtained from x = ψ(u).
The converse can be shown by using (2.20). 
We shall now give an extension of Cochran Theorem.
Theorem 2.3. Let {Wk} be a family of matrices in Sn. Then {Y ′WkY } is an independent family of DWp(m1,m2,Σ) random
matrices iff (1) and (2) hold:
(1) One of the conditions (a)–(f) of Theorem 2.1 holds for Wk instead of W.
(2) For all k 6= `, ΣY (Wk ⊗Σ+)ΣY (Wl ⊗Σ+)ΣY = 0.
Proof. By Theorem 2.2 of [9], the family {Y ′WkY } is independent iff for all x, y ∈ Sp and k 6= `,
ΣY (Wk ⊗ x)ΣY (Wl ⊗ y)ΣY = 0. (2.28)
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Letting ρk and ρl represent the ρ in (A5) of Theorem 2.1 withW replaced byWk, we have, for all x, y in Sp,
ΣY (Wk ⊗ x)ΣY (Wl ⊗ y)ΣY = 0 if and only if ρk(x)ρl(y) = 0.
Now ifΣY (Wk⊗Σ+)ΣY (Wl⊗Σ+)ΣY = 0, then we have ρk(Σ+)ρl(Σ+) = 0. By I(c) of Theorem 2.1, it suffices to show
(2.28) for x, y inH1; so by the fact thatΣ+ is the identity for (H1, ∗Σ ) and I(c) of Theorem 2.1, we have
ρk(x)ρl(y) = ρk(x ∗Σ Σ+)ρl(y ∗Σ Σ+)
= [ρk(x)ρk(Σ+)ρk(Σ+)][ρl(y)ρl(Σ+)ρl(Σ+)]
= [ρk(x)ρk(Σ+)][ρk(Σ+)ρl(Σ+)][ρl(y)ρl(Σ+)]
= 0.
HenceΣY (Wk⊗x)ΣY (Wl⊗y)ΣY = 0 for all x, y in Sp whence {Y ′WkY } is an independent family. By Theorem 2.1, we obtain
the desired result. 
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Appendix
We shall give some basic facts concerning Jordan algebras and state and prove Lemmas A.1–A.3 that were used in the
proof of Theorem 2.1.
A Jordan algebra over the set R of real numbers is a vector space J over R with a composition ◦ such that a ◦ b =
b◦a, (λa)◦b = λ(a◦b), (a1+a2)◦b = a1 ◦b+a2 ◦b and ((a◦a)◦b)◦a = (a◦a)◦ (b◦a) for λ ∈ R and a, a1, a2, b ∈ J. An
element 1 in J will be called an identity if 1 ◦ a = a for all a ∈ J. Let J1 and J2 be Jordan algebras with compositions ◦ and
∧ respectively. A mapping ϕ : J1 → J2 is called a Jordan algebra homomorphism if ϕ is linear and ϕ(a ◦ b) = ϕ(a) ∧ ϕ(b)
for all a, b ∈ J1; if ϕ is a homomorphism and if J1 possesses an identity 1, ϕ(1) will be an identity for the Jordan algebra
Im ϕ (the image space of ϕ); ϕ(1) need not be an identity for J2.
For any associative algebraA, one can define a new composition by setting
a ∗ b = (ab+ ba)/2
for a, b ∈ A. Then A with composition ∗ is a Jordan algebra which we will denote by (A, ∗). More generally, for a fixed
c ∈ A, one may also define a composition ∗c by setting
a ∗c b = (acb+ bca)/2
for a, b ∈ A. Then (A, ∗c) is also a Jordan algebra. Any subspaceB ofA which is closed under ∗ (or ∗c) is a Jordan algebra
and will be denoted by (B, ∗)((B, ∗c)). In using ∗, ∗c instead of the given product, we obtain commutativity at the expense
of most associativity. A fortiori, the above remarks apply to the algebraMk×k of k× kmatrices overR, and to the subspace
of symmetric matrices Sk; here, Sk is closed under ∗c but not the usual matrix multiplication.
We will need Theorem A.1 below. For the sake of brevity we will only state this theorem leaving the proof as an exercise
for those readers familiar with Jordan Algebras.
Theorem A.1. Suppose that:
(1) J is a Jordan algebra with composition ◦ and identity 1 and that A is an associative algebra;
(2) ϕ : J→ A is a linear map;
(3) e = ϕ(1).
Then (a) and (b) below are equivalent.
(a) Viewed as a linear map of (J, ◦) into (A, ∗e), ϕ preserves Jordan products and eϕ(x) = ϕ(x)e for all x ∈ J.
(b) There exist linear maps ϕ1, ϕ2 of (J, ◦) into (A, ∗) such that ϕ1, ϕ2 preserve Jordan products and ϕ1(x)ϕ2(y) =
ϕ2(y)ϕ1(x) = 0 and ϕ(x) = ϕ1(x)− ϕ2(x) for all x, y ∈ J.
(c) In the case that (a) or (b) holds,
(i) ϕ1 and ϕ2 are uniquely determined by
ϕ1(x) = ϕ(x)+ eϕ(x)2 , ϕ2(x) =
−ϕ(x)+ eϕ(x)
2
;
(ii) e3 = e, ϕ(x) = e2ϕ(x) = ϕ(x)e2 = eϕ(x)e;
(iii) eϕ1(x) = ϕ1(x)e = ϕ1(x), eϕ2(x) = ϕ2(x)e = −ϕ2(x).
Lemma A.1. Let Σ ∈ Np, rk(Σ) = r and Sp = H1 ⊕H2,H1 = Σ◦SpΣ◦,H2 = {x−Σ◦xΣ◦ : x ∈ Sp} and P1 and P2 be the
orthogonal projections ontoH1 andH2 : P1x = Σ◦xΣ◦, P2x = x− P1x.
I. There exists a basis {eij, i, j = 1, 2, . . . , r} forH1 such that
(a) eii ∗Σ eii = eii and tr(Σ1/2eiiΣ1/2) = 1;
1176 J. Masaro, C.S. Wong / Journal of Multivariate Analysis 101 (2010) 1168–1178
(b) eii ∗Σ eij = 12 eij, i 6= j;
(c) eij ∗Σ ejk = 14 eik, i, j, k distinct;
(d) eij ∗Σ eij = 14 (eii + ejj), i 6= j;
(e) Σ+ =∑rj=1 eii.
II.
(a) H2 is an ideal in (Sp, ∗Σ ), that is, for all x ∈ Sp and y ∈ H2, x ∗Σ y ∈ H2. Hence for any x, y in Sp, x ∗Σ y =
(P1x) ∗Σ (P1y)+ z with z ∈ H2.
(b) (H1, ∗Σ ) has an identityΣ+ with respect to ∗Σ (i.e.Σ+ ∗Σ x = x for all x inH1) and an associative inner product 〈, 〉Σ
with 〈x, y〉Σ = tr(x ∗Σ y) (i.e., 〈x, y ∗Σ z〉Σ = 〈y ∗Σ x, z〉Σ ).
(c) (H1, ∗Σ ) is a simple (i.e., the only ideals in (H1, ∗Σ ) are {0} andH1 itself).
III. For any x inH1, there exists c1, c2, . . . , cr inH1 (depending on x) such that
ci ∗Σ ci = ci, ci ∗Σ cj = 0, i 6= j, tr(Σ1/2ciΣ1/2) = 1,
x =
r∑
i=1
λici, and Σ+ =
r∑
i=1
ci.
IV. Suppose that ϕ is a Jordan algebra homomorphism from (Sp, ∗Σ ) into (Sq, ∗E); i.e., ϕ is linear and
ϕ(x ∗Σ y) = ϕ(x) ∗E ϕ(y) for all x, y inSp. (∗)
Then (*) is equivalent to the condition: ϕ(x ∗Σ x) = ϕ(x) ∗E ϕ(x) for all x in Sp.
Proof. I. Let P be an orthogonal matrix such that P ′ΣP = D, where
D = diag[σ1, σ2, . . . , σp], σi > 0, i ≤ r; σi = 0, i > r,
let fii be the p× pmatrix whose (i, i)th entry is 1σi and all other entries are 0, and for i < j, let fij be the p× pmatrix whose
(i, j)th and (j, i)th entries are 12√σiσj and all other entries are 0. Now set eij = PfijP ′ for each (i, j). It is clear that I(a)–(e) hold
if and only if I(a)–(e) hold with {eij} andΣ replaced by {fij} and D. The latter is easily verified by direct calculation.
II(a) and II(b) are known and can be easily proved through standard arguments from linear algebra. Also II(c), III and IV
are known and are consequences of the theory of Jordan algebras (see [11]). 
Lemma A.2 below is a special case of Theorem A.1 above.
Lemma A.2. Suppose that:
(1) Σ ∈ Np, rk(Σ) = r andH1 = Σ◦SpΣ◦;
(2) ϕ : Sp → Sq be a linear map;
(3) E = ϕ(Σ+);
(4) ϕ1, ϕ2: Sp →Mq×q are linear maps defined by
ϕ1(x) = ϕ(x)+ Eϕ(x)2 , ϕ2(x) =
−ϕ(x)+ Eϕ(x)
2
, x ∈ Sp.
Then(a) and (b) below are equivalent.
(a) (i) Viewed as a mapping from (H1, ∗Σ ) into (Sq, ∗E), ϕ preserves Jordan products, i.e., for all x, y in Sp, ϕ(x ∗Σ y) =
ϕ(x) ∗E ϕ(y), or equivalently, for all x in Sp, ϕ(x ∗Σ x) = ϕ(x) ∗E ϕ(x).
(ii) For all x ∈ Sp, Eϕ(x) = ϕ(x)E.
(b) (i) For j = 1, 2, Im ϕj ⊆ Sq and viewed as a mapping from (H1, ∗Σ ) into (Sq, ∗), the ϕ′j s preserve Jordan products, i.e., for
all x, y in Sp, ϕj(x ∗Σ y) = ϕj(x) ∗ ϕj(y), or equivalently, for all x in Sp, ϕj(x ∗Σ x) = ϕj(x) ∗ ϕj(x).
(ii) For all x, y ∈ Sp, ϕ1(x)ϕ2(y) = 0.
(c) In the case that (a) or (b) holds,
(i) E3 = E, ϕ(x) = E2ϕ(x) = ϕ(x)E2 = Eϕ(x)E, x ∈ Sp;
(ii) Eϕ1(x) = ϕ1(x)E = ϕ1(x), Eϕ2(x) = ϕ2(x)E = −ϕ2(x), x ∈ Sp.
Lemma A.3. Suppose that ϕ is a 1–1 mapping of (Sr , ∗) into (Sq, ∗e), r ≥ 3 such that ϕ preserves Jordan products and
eϕ(x) = ϕ(x)e for all x ∈ Sr , where e = ϕ(Ir). Then there exists an orthogonal matrix P such that for any x ∈ Sr ,
P ′ϕ(x)P = diag[Im1 ⊗ x,−Im2 ⊗ x, 0],
where rm1 = tr
(
e+e2
2
)
and rm2 = tr
(
−e+e2
2
)
.
Proof. Consider Theorem A.1 with (J, ◦), (A, ∗e), (A, ∗) and 1 (the identity of J) replaced by (Sr , ∗), (Sq, ∗e), (Sq, ∗) and Ir
respectively. Then themap ϕ satisfies the condition Theorem A.1(a). Thus there exist linear maps ϕ1 and ϕ2 such that (b)–(c)
of Theorem A.1 hold.
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Consider the case where both ϕ1 and ϕ2 are not identically 0. Since
ϕ1(Ir)ϕ2(x) = 0
and
ϕ1(x) = ϕ1(Ir) ∗ ϕ1(x)
for all x ∈ Sr ,
0 6= ϕ1(Ir) 6= Iq.
Thus ϕ1(Ir) is a symmetric idempotent of some rank k, 0 < k < q. Let Q be an orthogonal matrix such that
Q ′ϕ1(Ir)Q = diag[Ik, 0].
Since
(Q ′ϕ1(Ir)Q ) ∗ (Q ′ϕ1(x)Q ) = Q ′ϕ1(x)Q
for all x ∈ Sr ,
Q ′ϕ1(x)Q = diag[ψ1(x), 0],
where ψ1(x) ∈ Sk. Thus ψ1 on Sr is a one-to-one, linear and preserves Jordan products with ψ1(Ir) = Ik. So by Theorem 3
of [14], there is an orthogonal matrix Q1 such that
Q ′1ψ(x)Q1 = Im1 ⊗ x, x ∈ Sr , rm1 = k = tr ϕ1(Ir).
Setting
P1 = Qdiag[Q1, Iq−rm1 ],
we have
P ′1ϕ1(x)P1 = diag[Im1 ⊗ x, 0].
Since
ϕ1(x)ϕ2(y) = 0
for all x, y ∈ Sr ,
P ′1ϕ2(x)P1 = diag[0, ψ2(x)],
where ψ2(x) ∈ Sq−rm1 . By the same argument, there is an orthogonal matrix P2 such that
P ′2ψ2(x)P2 = diag[Im2 ⊗ x, 0], rm2 = trϕ2(Ir).
The required P is then
P = P1diag[Irm1 , P2].
The cases where ϕ1 ≡ 0 or ϕ2 ≡ 0 are similar. 
We remark that Lemma A.3 is a modification of a result of Jensen (see Theorem 3 in [14]).
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