We analyse the expressiveness of the two-valued semantics of abstract argumentation frameworks, normal logic programs and abstract dialectical frameworks. By expressiveness we mean the ability to encode a desired set of two-valued interpretations over a given propositional signature using only atoms from that signature. While the computational complexity of the two-valued model existence problem for all these languages is (almost) the same, we show that the languages form a neat hierarchy with respect to their expressiveness.
Introduction
More often than not, different knowledge representation languages have conceptually similar and partially overlapping intended application areas. What are we to do if faced with an application and a choice of several possible knowledge representation languages which could be used for the application? One of the first axes along which to compare different formalisms that comes to mind is computational complexity: if a language is computationally too expensive when considering the problem sizes typically encountered in practice, then this is a clear criterion for exclusion.
But what if the available language candidates have the same computational complexity? If their expressiveness in the computational-complexity sense of "What kinds of problems can the formalism solve?" is the same, we need a more fine-grained notion of expressiveness. In this paper, we use such an alternative notion and perform an exemplary study of the relative expressiveness of several different knowledge representation languages: argumentation frameworks (AFs) (Dung, 1995) , normal logic programs (LPs), abstract dialectical frameworks (ADFs) (Brewka and Woltran, 2010) and propositional logic.
This choice of languages is largely motivated by the similar intended application domains of argumentation frameworks and abstract dialectical frameworks and the close relation of the latter to normal logic programs. We add propositional logic to have a well-known reference point. Furthermore, the computational complexity of their respective model existence problems is the same (with one exception):
• for AFs, deciding stable extension existence is NPcomplete (Dimopoulos, Nebel, and Toni, 2002) ;
• for LPs, deciding the existence of supported/stable models is NP-complete (Bidoit and Froidevaux, 1991; Marek and Truszczyński, 1991) ; • for ADFs, deciding the existence of models is NPcomplete , deciding the existence of stable models is Σ P 2 -complete for general ADFs and NP-complete for the subclass of bipolar ADFs (Strass and Wallner, 2014) ;
• the satisfiability problem of propositional logic is NPcomplete.
In view of these almost identical complexities, we use an alternative measure of the expressiveness of a knowledge representation language L: "Given a set of two-valued interpretations, is there a knowledge base in L that has this exact model set?" This notion lends itself straightforwardly to compare different formalisms (Gogic et al., 1995) :
Formalism L 2 is at least as expressive as formalism L 1 if and only if every knowledge base in L 1 has an equivalent knowledge base in L 2 . So here expressiveness is understood in terms of realisability, "What kinds of model sets can the formalism express?"
It is easy to see that propositional logic can express any set of two-valued interpretations. The same is easy (but less easy) to see for logic programs under supported model semantics. For logic programs under stable model semantics, it is clear that not all model sets can be expressed, since two different stable models are always incomparable with respect to the subset relation. In this paper, we study such expressiveness properties for all the mentioned formalisms under different semantics. It will turn out that the languages form a more or less strict expressiveness hierarchy, with AFs at the bottom, ADFs and LPs under stable semantics higher up and ADFs and LPs under supported model semantics at the top together with propositional logic.
To show that a language L 2 is at least as expressive as a language L 1 we will mainly use two different techniques. In the best case, we can use a syntactic compact and faithful translation from knowledge bases of L 1 to those of L 2 . Compact means that the translation does not change the vocabulary, that is, does not introduce new atoms. Faithful means that the translation exactly preserves the models of the knowledge base for respective semantics of the two languages. In the second best case, we assume given the knowledge base of L 1 in the form of a set X of desired models and construct a semantic realisation of X in L 2 , that is, a knowledge base in L 2 whose model set corresponds exactly to X. To show that language L 2 is strictly more expressive than L 1 , we additionally have to present a knowledge base K from L 2 of which we prove that L 1 cannot express the model set of K.
For all methods, we can make use of several recent works on the formalisms we study here. First of all, we [2013] studied the syntactic intertranslatability of ADFs and LPs, but did not look at expressiveness or realisability. The latter was recently studied for argumentation frameworks by Dunne et al. (2014) . They allow to extend the vocabulary in order to realise a given model set, as long as the new vocabulary elements are evaluated to false in all models. For several semantics of AFs, Dunne et al. found necessary (and sufficient) conditions for realisability. While their sufficient conditions are not applicable to our setting, they discovered a necessary condition for realisability with stable extension semantics that we will make use of in this paper. There has also been work on translating ADFs into AFs for the ADF model and AF stable extension semantics (Brewka, Dunne, and Woltran, 2011) , however this translation introduces additional arguments and is therefore not compact.
The gain that is achieved by our results is not only that of increased clarity about fundamental properties of these knowledge representation languages -What can these formalisms express, actually? -but has several further applications. As Dunne et al. (2014) remarked, a major application is in constructing knowledge bases with the aim of encoding a certain model set. As a necessary prerequisite to this, it must be known that the intended model set is realisable in the first place. For example, in a recent approach to revising argumentation frameworks (Coste-Marquis et al., 2013) , the authors avoid this problem by assuming to produce a collection of AFs whose model sets in union produce the desired model set. While the work of Dunne et al. (2014) showed that this is indeed necessary in the case of AFs and stable extension semantics (that is, there are model sets that a single AF just cannot express), our work shows that for ADFs under the model semantics, a single knowledge base (ADF) is always enough to realise any given model set.
Of course, the fact that the languages we study have the same computational complexity means that there in principle exist polynomial intertranslations for the respective decision problems. But such intertranslations may involve the introduction of new atoms. In theory, a polynomial blowup from n atoms to n k atoms for some k is of no consequence. In practice, it has a profound impact: the number n of atoms directly influences the search space that any implementation potentially has to cover. There, an increase from 2 n to 2 n k is no longer polynomial, but exponential, and accordingly makes itself felt. Being able to realise a model set compactly, without new atoms, therefore attests that a language L has a certain basic kind of efficiency property, in the sense that the L-realisation of a model set does not unnecessarily enlarge the search space of algorithms operating on it. The paper proceeds as follows. We first define the notion of expressiveness formally and then introduce the languages we will study. After reviewing several intertranslatability results for these languages, we stepwise obtain the results that lead to the expressiveness hierarchy. We conclude with a discussion of avenues for future work.
Background
We assume given a finite set A of atoms (statements, arguments), the vocabulary. A knowledge representation language interpreted over A is then some set L; a (two-valued) semantics for L is a mapping σ : L → 2 2 A that assigns sets of two-valued models to the language elements. (So A is implicit in L.) Strictly speaking, a two-valued interpretation is a mapping from the set of atoms into the two truth values true and false, but for technical ease we represent two-valued interpretations by the sets containing the atoms that are true.
For a language L, we denote the range of the semantics σ by σ(L). Intuitively, σ(L) is the set of models that language L can express, with any knowledge base over vocabulary A whatsoever. For example, for L = PL propositional logic and σ = mod the usual model semantics, we have σ(PL) = 2 2 A since obviously any set of models is realisable in propositional logic.
1 This leads us to compare different pairs of languages and semantics with respect to the semantics' range of models. Our concept of "language" concentrates on semantics and decidedly remains abstract. Definition 1. Let A be a finite vocabulary, L 1 , L 2 be languages that are interpreted over A and σ 1 :
Intuitively, language L 2 under semantics σ 2 is at least as expressive as language L 1 under semantics σ 1 , because all models that L 1 can express under σ 1 are also contained in those that L 2 can produce under σ 2 . (If the semantics are clear from the context we will omit them; this holds in particular for argumentation frameworks and propositional logic, where we only look at a single semantics.) As usual,
The relation ≤ e is reflexive and transitive by definition, but not necessarily antisymmetric. That is, there might different languages L 1 = L 2 that are equally expressive:
We next introduce the particular knowledge representation languages we study in this paper. All will make use of a vocabulary A; the results of the paper are all considered parametric in such a given vocabulary.
Logic Programs
For a vocabulary A define not A = {not a | a ∈ A} and the set of literals over A as A ± = A ∪ not A. A normal logic program rule over A is then of the form a ← B where a ∈ A and B ⊆ A ± . The rule can be read as logical consequence, "a is true if all literals in B are true." The set B is called the body of the rule, we denote by B + = B ∩ A and B − = {a ∈ A | not a ∈ B} the positive and negative body atoms, respectively. A rule is definite if B − = ∅. For singleton B = {b} we denote the rule just by a ← b. A logic program (LP) P over A is a set of logic program rules over A, and it is definite if all rules in it are definite.
At first, logic programs were restricted to definite programs, whose semantics was defined through the prooftheoretic procedure of SLD resolution. The meaning of negation not was only defined operationally through negation as failure. Clark (1978) gave the first declarative semantics for normal logic programs via a translation to classical logic that will be recalled shortly. This leads to the supported model semantics for logic programs: A rule
For a logic program P we denote the set of its supported models by su(P ). The intuition behind this semantics is that everything that is true in a model has some kind of support.
However, this support might be cyclic self-support. For instance, the logic program {a ← a} has two supported models, ∅ and {a}, where the latter is undesired in many application domains. As an alternative, Gelfond and Lifschitz (1988) proposed the stable model semantics, a declarative semantics for negation as failure that does not allow selfsupport: M ⊆ A is a stable model for P iff M is the ⊆-least supported model of P M , where the definite program P M is obtained from P by (1) eliminating each rule whose body contains a literal not a with a ∈ M , and (2) deleting all literals of the form not a from the bodies of the remaining rules. We write st(P ) for the set of stable models of P . It follows from the definition of stable models that st(P ) is a ⊆-antichain:
Argumentation Frameworks Dung (1995) introduced argumentation frameworks as pairs F = (A, R) where A is a set and R ⊆ A × A a relation. The intended reading of an AF F is that the elements of A are arguments whose internal structure is abstracted away. The only information about the arguments is given by the relation R encoding a notion of attack: a pair (a, b) ∈ R expresses that argument a attacks argument b in some sense.
The purpose of semantics for argumentation frameworks is to determine sets of arguments (called extensions) which are acceptable according to various standards. For a given extension S ⊆ A, the arguments in S are considered to be accepted, those that are attacked by some argument in S are considered to be rejected, and all others are neither, their status is undecided. We will only be interested in so-called stable extensions, sets S of arguments that do not attack each other and attack all arguments not in the set. For stable extensions, each argument is either accepted or rejected by definition, thus the semantics is two-valued. More formally, a set S ⊆ A of arguments is conflict-free iff there are no a, b ∈ S with (a, b) ∈ R. A set S is a stable extension for (A, R) iff it is conflict-free and for all a ∈ A \ S there is a b ∈ S with (b, a) ∈ R. For an AF F , we denote the set of its stable extensions by st(F ). Again, it follows from the definition of a stable extension that the set st(F ) is always a ⊆-antichain.
Abstract Dialectical Frameworks
An abstract dialectical framework (ADF) is a directed graph whose nodes represent statements or positions which can be accepted or not. The links represent dependencies: the status of a node a only depends on the status of its parents (denoted par (a)), that is, the nodes with a direct link to a. In addition, each node a has an associated acceptance condition C a specifying the exact conditions under which a is accepted. C a is a function assigning to each subset of par (a) one of the truth values t or f . Intuitively, if for some R ⊆ par (a) we have C a (R) = t, then a will be accepted provided the nodes in R are accepted and those in par (a) \ R are not accepted.
More formally, an abstract dialectical framework is a tuple D = (A, L, C) where • A is a set of statements,
It is often convenient to represent acceptance conditions by propositional formulas. In particular, we will do so for several results of this paper. There, each C a is represented by a propositional formula ϕ a over par (a). Then, clearly,
Brewka and Woltran (2010) introduced a useful subclass of ADFs:
If a link (b, a) is both supporting and attacking then b has no influence on a, the link is redundant (but does not violate bipolarity). We will sometimes use this circumstance when searching for ADFs; there we simply assume that L = A × A, then links that are actually not needed can be expressed by acceptance conditions that make them redundant.
There are numerous semantics for ADFs; we will only be interested in two of them, (supported) models and stable models. A set M ⊆ A is a model of D iff for all a ∈ A we find that a ∈ M iff C a (M ) = t. The definition of stable models is inspired by logic programming and slightly more complicated . Define an operator by
The intuition behind the operator is as follows: A pair (Q, R) represents a partial interpretation of the set of statements where those in Q are accepted (true), those in R are rejected (false), and those in S \ (Q ∪ R) are neither.
The operator checks for each statement a whether all total interpretations that can possibly arise from (Q, R) agree on their truth value for the acceptance condition for a.
That is, if a has to be accepted no matter how the statements in S \ (Q ∪ R) are interpreted, then a ∈ acc(Q, R). The set rej (Q, R) is computed symmetrically, so the pair (acc(Q, R), rej (Q, R)) constitutes a refinement of (Q, R).
, that is, replacing all b / ∈ M by false in the acceptance formula of a. A model M for D is a stable model of D iff the least fixpoint of the operator Γ D M is given by (M, ∅). As usual, su(D) and st(D) denote the model sets of the two semantics. While ADF models can be subsets of one another, ADF stable models cannot.
Translations between the formalisms
From AFs to BADFs Brewka and Woltran (2010) showed how to translate AFs into ADFs: For an AF F = (A, R), define the ADF associated to F as D(F ) = (A, R, C) with C = {ϕ a } a∈A and ϕ a = (b,a)∈R ¬b for a ∈ A. Clearly, the resulting ADF is bipolar; parents are always attacking. Brewka and Woltran (2010) proved that this translation is faithful for the AF stable extension and ADF model semantics (Proposition 1). later proved the same for the AF stable extension and ADF stable model semantics (Theorem 4). It is easy to see that the translation can be computed in polynomial time.
From ADFs to PL Brewka and Woltran (2010) also showed that ADFs under supported model semantics can be faithfully translated into propositional logic: When acceptance conditions of statements a ∈ A are represented by propositional formulas ϕ a , then the supported models of an ADF D over A are given by the classical models of the formula set {a ↔ ϕ a | a ∈ A}.
From AFs to PL In combination, the previous two translations yield a polynomial and faithful translation chain from AFs into propositional logic.
From ADFs to LPs
In recent work we showed that ADFs can be faithfully translated into normal logic programs (Strass, 2013) . For an ADF D = (A, L, C), its standard logic program P (D) is given by
It is an easy consequence of Lemma 3.14 in (Strass, 2013) that this translation preserves the supported model semantics. For complexity reasons, we cannot expect that this translation is also faithful for the stable semantics. And indeed, the ADF D = ({a} , {(a, a)} , {ϕ a = a ∨ ¬a}) has a stable model {a} while its standard logic program P (D) = {a ← a, a ← not a} has no stable model.
From AFs to LPs
The translation chain from AFs to ADFs to LPs is compact, and faithful for AF stable semantics and LP stable semantics (Osorio et al., 2005) , and AF stable semantics and LP supported semantics (Strass, 2013) .
From LPs to PL It is well-known that normal logic programs under supported model semantics can be translated to propositional logic (Clark, 1978) . There, a logic program P is translated to a propositional theory Φ P = {a ↔ ϕ a | a ∈ A} where
for a ∈ A. For the stable model semantics, additional formulas have to be added, but the extended translation works all the same (Lin and Zhao, 2004) .
From LPs to ADFs The Clark completion of a normal logic program directly yields an equivalent ADF over the same signature (Brewka and Woltran, 2010) . Clearly the translation is computable in polynomial time and the blowup (with respect to the original logic program) is at most linear. The resulting translation is faithful for the supported model semantics, which is a straightforward consequence of Lemma 3.16 in (Strass, 2013) .
Relative Expressiveness
We now analyse and compare the relative expressiveness of argumentation frameworks -AFs -, (bipolar) abstract dialectical frameworks -(B)ADFs -, normal logic programsLPs -and propositional logic -PL. We first look at the different families of semantics -supported and stable models -in isolation and afterwards combine the two. For the languages L ∈ {ADF, LP} that have both supported and stable semantics, we will indicate the semantics σ via a superscript as in Definition 
Supported semantics
As depicted above, we know that expressiveness from AFs to propositional logic does not decrease. However, it is not yet clear if any of the relationships is strict.
We first show that ADFs can realise any set of models. To show this, we first make a case distinction whether the desired-model set is empty. If there should be no model, we construct an ADF without models. If the set of desired models is nonempty, we construct acceptance conditions directly from the set of desired interpretations. The construction is similar in design to the one we reviewed for propositional logic, but takes into account the additional interaction between statements and their acceptance conditions. Theorem 1. PL ≤ e ADF su Proof. Consider a vocabulary A and a set X ⊆ 2 A . We construct an ADF D su X with su(D su X ) = X as follows. 1. X = ∅.
We choose some a ∈ A and set D su X = ({a} , {(a, a)} , {C a }) with C a (∅) = t and C a ({a}) = f . It is easy to see that D su X has no model.
where L = A × A and for each a ∈ A and M ⊆ A, we set C a (M ) = t iff (M ∈ X and a ∈ M ) or (M / ∈ X and a / ∈ M )
We have to show that M ∈ X iff M is a model for
Choose any a ∈ A. By assumption, a / ∈ M and M ∈ X, whence C a (M ) = f by definition. Since a ∈ A was chosen arbitrarily, we have
When the acceptance conditions are written as propositional formulas, the construction in Theorem 1 simply sets
Since ADFs under supported semantics can be faithfully translated into logic programs, which can be likewise further translated to propositional logic, we have the following. Corollary 2. ADF su ∼ =e LP su ∼ =e PL While general ADFs under the supported model semantics can realise any set of models, the subclass of bipolar ADFs turns out to be less expressive. This is shown using the next result, which allows us to decide realisability of a given model set X ⊆ 2 A in non-deterministic polynomial time. We assume that the size of the input is in the order of 2 A , that is, the input set X is represented directly. The decision procedure then basically uses the construction of Theorem 1 and an additional encoding of bipolarity to define a reduction to the satisfiability problem in propositional logic.
Theorem 3. Let X ⊆ 2
A be a set of sets. It is decidable in non-deterministic polynomial time whether there exists a bipolar ADF D with su(D) = X.
Proof. We construct a propositional formula φ X that is satisfiable if and only if X is bipolarly realisable. The propositional signature we use is the following: For each a ∈ A and M ⊆ A, there is a propositional variable p M a that expresses whether C a (M ) = t. This allows to encode all possible acceptance conditions for the statements in A. To enforce bipolarity, we use additional variables to model supporting and attacking links: for all a, b ∈ A, there is a variable p a,b sup saying that a supports b, and a variable p a,b att saying that a attacks b. So the vocabulary of φ X is given by
To guarantee the desired set of models, we constrain the acceptance conditions as dictated by X: For any desired set M and statement a, the containment of a in M must correspond exactly to whether C a (M ) = t; this is encoded in φ ∈ X . Conversely, for any undesired set M and statement a, there must not be any such correspondence, which φ / ∈ X expresses.
To enforce bipolarity, we state that each link must be supporting or attacking. To model the meaning of support and attack, we encode all ground instances of their definitions.
The overall formula is given by φ X = φ ∈ X ∧ φ / ∈ X ∧ φ bipolar . The rest of the proof -showing that X is bipolarly realisable if and only if φ X is satisfiable -is delegated to Lemma 12 in the Appendix.
Remarkably, the decision procedure does not only give an answer, but in the case of a positive answer we can read off the BADF realisation from the satisfying evaluation of the constructed formula. We illustrate the construction with an example that will subsequently be used to show that general ADFs are strictly more expressive than bipolar ADFs. Example 1. Consider A = {x, y, z} and this model set:
The construction of Theorem 3 yields these formulas:
The remaining formulas about bipolarity are independent of X 1 , we do not show them here. We have implemented the translation of Theorem 3 and used the solver clasp (Gebser et al., 2011) to verify that φ X1 is unsatisfiable.
A manual proof of bipolar non-realisability of X 1 seems to amount to a laborious case distinction that explores the mutual incompatibility of the disjunctions in φ / ∈ X1 and bipolarity, a task that is better left to machines. Together with the straightforward statement of fact that X 1 can be realised by a non-bipolar ADF, the example leads to the next result. 
where " " denotes exclusive disjunction XOR. However, there is no bipolar ADF realising the model set X 1 , as is witnessed by unsatisfiability of φ X1 and Theorem 3.
Clearly ADF D X1 is not bipolar since in all acceptance formulas, all statements are neither supporting nor attacking. It is not the only realisation, some alternatives are given by
This shows that we cannot necessarily use the model set X 1 to determine a single reason for bipolar non-realisability, that is, a single link (b, a) that is neither supporting nor attacking in all realisations. Rather, the culprit(s) might be different in each realisation, and to show bipolar nonrealisability, we have to prove that for all realisations, there necessarily exists some reason for non-bipolarity. And the number of different ADF realisations of a given model set X can be considerable, as our next result shows.
Proof. We have to count the number of distinct models of the formula φ X = φ
X from the proof of Theorem 3. We first observe that for each a ∈ A and M ⊆ A, the propositional variable p M a occurs exactly once in φ X . Formula φ ∈ X is a conjunction of literals and does not contribute to combinatorial explosion. Formula φ / ∈ X contains m conjuncts. Each of the conjuncts is a disjunction of n distinct literals. There are 2 n − 1 ways to satisfy such a disjunction. The claim now follows since for each of m conjuncts, we can choose one of 2 n − 1 different ways to satisfy it.
So the main contributing factor is the number m of interpretations that are excluded from the desired model set X. For Example 1, for instance, there are (2 3 − 1) 4 = 7 4 = 2401 ADFs with the model set X 1 . According to Theorem 4, none of them is bipolar. Obviously, the maximal number of realisations is achieved by X = ∅ whence r(n, 2 n ) = (2 n − 1)
On the other hand, the model set X = 2
A has exactly one realisation, r(n, 0) = 1. It is comparably easy to show that BADF models are strictly more expressive than AFs, since sets of supported models of bipolar ADFs do not have the antichain property.
Proposition 6. AF < e BADF su Proof. Consider the vocabulary A = {a} and the BADF D = (A, {(a, a)} , {ϕ a }) with ϕ a = a. It is straightforward to check that its model set is su(D) = {∅, {a}}. Since model sets of AFs under stable extension semantics satisfy the antichain property, there is no equivalent AF over A.
This yields the following overall relationships:
AF < e BADF su < e ADF su ∼ =e LP su ∼ =e PL
Stable semantics
As before, we recall the current state of knowledge:
AF ≤ e BADF st ≤ e ADF st < e PL and AF ≤ e LP st < e PL We first show that BADFs are strictly more expressive than AFs.
Proposition 7. AF < e BADF st Proof. Consider the BADF from Proposition 6, where the acceptance formula of the single statement a is given by ϕ a = a. Its only stable model is ∅. However there is no AF with a single argument with the same set of stable extensions: the only candidates are ({a} , ∅) and ({a} , {(a, a)}); their respective stable-extension sets are {{a}} and ∅.
Even if we discount for this special case of realising the empty stable extension, there are non-trivial extension-sets that AFs cannot realise.
Example 2 ( (Dunne et al., 2014) ). Consider the model set X 2 = {{x, y} , {x, z} , {y, z}}. Dunne et al. (2014) proved that X 2 is not realisable with stable AF semantics. Intuitively, the argument is as follows: Since x and y occur in an extension together, there can be no attack between them. The same holds for the pairs x, z and y, z. But then the set {x, y, z} is conflict-free and thus there must be a stable extension containing all three arguments, which is not allowed by X 2 . The reason is AFs' restriction to individual attack, as set attack (also called joint or collective attack) suffices to realise X 2 with BADF D under stable model semantics:
Let us exemplarily show that M = {x, y} is a stable model (the other cases are completely symmetric): The reduct D M is characterised by the two acceptance formulas ϕ x = ¬y ∨ ¬f and ϕ y = ¬x ∨ ¬f . We then easily find that
The construction from the previous example model set comes from logic programming (Eiter et al., 2013) and can be generalised to realise any non-empty model set satisfying the antichain property. Definition 2. Let X ⊆ 2 A . Define the following BADF D st X = (A, L, C) where C a for a ∈ A is given by
We next show that the construction indeed works.
There is an N ∈ X with M N . Then there is an a ∈ N \ M . Consider its acceptance formula ϕ a . Since a ∈ N and N ∈ X, the formula ϕ a has a disjunct ψ a,N = b∈A\N ¬b.
For each N ∈ X with a ∈ N , the acceptance formula ϕ a contains a disjunct ψ a,N = b∈A\N ¬b. By assumption, for each N ∈ X there is a b N ∈ M \ N . Clearly b N ∈ A \ N and b N is evaluated to true by M . Hence for each N ∈ X with a ∈ N , the disjunct ψ a,N is evaluated to false by M . Thus ϕ a is false under M and M / ∈ su(D st X ). "⊇": Let M ∈ X. We first show that M is a model of D st X , that is: for all a ∈ A, a ∈ M iff M is a model for ϕ a . 1. Let a ∈ M . By construction, we have that ϕ a in D st X contains a disjunct of the form ψ a,M = b∈A\M ¬b. According to the interpretation M , all such b ∈ A \ M are false and thus ψ a,M is true whence ϕ a is true. 2. Let a ∈ A \ M and consider its acceptance formula ϕ a . Assume to the contrary that M is a model for ϕ a . Then there is some N ∈ X with a ∈ N such that M is a model for ψ a,N = b∈A\N ¬b, that is,
There, ϕ The restriction to non-empty model sets is immaterial, since we can use the construction of Theorem 1 to realise the empty model set.
Since the stable model semantics for both ADFs and normal logic programs have the antichain property, the following is clear. This result allows us to close the last gap and put together the big picture in Figure 1 below. Figure 1 : The expressiveness hierarchy. Expressiveness strictly increases from bottom to top. L σ denotes language L under semantics σ, where "su" is the supported and "st" the stable model semantics; languages are among AFs (argumentation frameworks), ADFs (abstract dialectical frameworks), BADFs (bipolar ADFs), LPs (normal logic programs) and PL (propositional logic).
Discussion
We compared the expressiveness of abstract argumentation frameworks, abstract dialectical frameworks, normal logic programs and propositional logic. We showed that expressiveness under different semantics varies for the formalisms and obtained a neat expressiveness hierarchy. These results inform us about the capabilities of these languages to encode sets of two-valued interpretations, and help us decide which languages to use for specific applications.
For instance, if we wish to encode arbitrary model sets, for example when using model-based revision, then ADFs and logic programs under supported semantics are a good choice. If we are happy with the restricted class of model sets having the antichain property, then we would be illadvised to use general ADFs under stable model semantics with their Σ P 2 -hard stable model existence problem; to realise an antichain, it suffices to use bipolar ADFs or normal logic programs, where stable model existence is in NP.
There is much potential for further work. First of all, for results on non-realisability, it would be better to have necessary conditions than having to use a non-deterministic decision procedure. For this, we need to obtain general criteria that all model sets of a given formalism must obey, given the formalism is not universally expressive. This is nontrivial in general, and for AFs it constitutes a major open problem (Dunne et al., 2014; Baumann et al., 2014) . Likewise, we sometimes used semantical realisations instead of syntactic ones; for example, to show universal realisability of ADFs under supported models we started out with model sets. It is an interesting question whether a realising ADF can be constructed from a given propositional formula without computing the models of the formula first. Second, there are further semantics for abstract dialectical frameworks whose expressiveness could be studied; Dunne et al. (2014) already analyse many of them for argumentation frameworks. This work is thus only a start and the same can be done for the remaining semantics, for example admissible, complete, preferred and others, which are all defined for AFs, (B)ADFs and LPs (Strass, 2013; . Third, there are further formalisms in abstract argumentation (Brewka, Polberg, and Woltran, 2013) whose expressiveness is by and large unexplored to the best of our knowledge. Fourth, the requirement that realisations may only use a fixed vocabulary without any additional symbols is quite restrictive. Intuitively, it should be allowed to add a reasonable number of additional atoms, for example a constant number or one that is linear in the original vocabulary. Finally, our study only considered if a language can express a model set, but not to what cost in terms of representation size. So the natural next step is to consider the succinctness of formalisms, "How large is the smallest knowledge base expressing a given model set?" (Gogic et al., 1995) . A landmark result in this direction has been obtained by Lifschitz and Razborov (2006) , who have shown that logic programs (with respect to two-valued stable models) are exponentially more succinct than propositional logic. That is, there are logic programs whose respective sets of stable models cannot be expressed by a propositional formula whose size is at most polynomial in the size of the logic program, unless a certain widely believed assumption of complexity theory is false. With the results of the present paper, we have laid the groundwork for a similar analysis of the other knowledge representation languages considered here, perhaps working towards a "map" of these languages in the sense of Darwiche and Marquis' knowledge compilation map [2002] .
