I. Introduction
According to the Organ Procurement and Transplantation Network (OPTN), out of approximately 4000 heart transplants performed every year in the United States, 543 patients die in the first year, only 78% survive 3 years after the transplant and 72% after 5 years. Most of these deaths are due to rejection of the transplanted organs. To prevent rejection, patients are given immuno-suppressants, which suppress the immune system to enable acceptance of the newly transplanted organ. However, excess of these drugs destroy the patient's immune system making them susceptible to numerous diseases. These patients are monitored closely by doctors to adjust the dosage of immuno-suppressants given to them. One method of doing this is by biopsy, which involves taking a small piece of the heart muscle and inspecting it under the microscope for damaged cells. This procedure is highly invasive and prone to sampling errors. MRI can be used to effectively monitor any functional abnormality of the heart in a non-invasive manner. Segmentation of the cardiac MRI images into epicardium and ventricles helps to detect any deformities and thus could indicate the on-setting of rejection. This segmentation can be performed manually by experts, but it is a time consuming process, and may delay the detection of rejection at a crucial stage. The manually performed segmentation also suffers the problem of inconsistency. Hence, efforts have been made to make this segmentation procedure completely automatic. [1, 2] The heart is a muscular organ of the circulatory system that constantly pumps blood throughout the body. As seen in figure 1 , the heart has four separate chambers. The upper chambers are called the left and right atria, and the lower chambers are called the left and right ventricles. The septum separates the right and left sides of the heart. The endocardium is the inner surface of the myocardium (the heart muscle tissue) and the epicardium is the outer surface of the myocardium. The muscular tissues that attach to the lower portion of the interior wall of the ventricles are the papillary muscles. The periodic motion of the walls of the heart chambers during one heartbeat is referred to as one cardiac cycle. One heartbeat consists of two phases, namely systole and diastole. The rhythmic contraction of the ventricles, by which blood is driven through the aorta and pulmonary artery is the systole. Diastole is the normal rhythmically occurring relaxation and dilatation of the ventricles, during which they fill with blood. The right ventricle delivers blood to the lungs. The left ventricle delivers blood to the rest of the body. So the left ventricular wall is thicker. This fact is often used for distinguishing between the left and right ventricles. Here, we study the MRI images of the transverse section of the heart and segment them into epicardium, right ventricle, and left ventricle. [1, 2] Magnetic Resonance Imaging (MRI) is a method of creating images of the inside of opaque organs in living organisms. When the object to be imaged is placed in a powerful uniform magnetic field, the spins of the hydrogen nuclei with non-zero spin numbers, within the tissue, all align in one of two opposite directions: parallel to the magnetic field or three orthogonal image gradients are applied, to selectively image the different voxels (3-D pixels). They are the slice selection gradient, the phase encoding gradient, and the frequency encoding gradient. As the high energy nuclei relax and realign, they emit energy, which is recorded to provide information about their environment. The primary advantage of MRI is the high contrast resolution between different soft-tissue types. [1] Fig. 1 Anatomy of the Human Heart [16] II.
Short Axis cardiac Image
The complexity of segmenting heart chambers and myocardium mainly relies on heart anatomy and MRI acquisition specificity. The LV function consists in pumping the oxygenated blood to the aorta and consequently to the systemic circuit. The LV cavity has a well known shape of ellipsoid [ Fig 1] and is surrounded by the myocardium, whose normal values for thickness range from 6 to 16 mm [2] . On the contrary, the RV has a complex crescent shape. It also faces lower pressure to eject blood to the lungs and is thus three to six times thinner than the LV, reaching the limit of MRI spatial resolution. For those reasons, and because its function is less vital than the LVs, most research effort has focused on the LV, even though MRI has proven to provide an accurate quantification of RV mass. The standard imaging plane is perpendicular to the long (apexbase) axis and called short axis plane [Fig 2] . Imaging of the heart in MRI covers the whole organ with about 8 -10 short-axis slices, distance between two adjacent slices ranging from 10 to 20 mm. As the heart is a moving organ, images are acquired throughout the cardiac cycle, thanks to the synchronization of MR acquisition to the ECG signal and the use of cine (i.e. dynamic) MR sequences. In full-size images, the ventricles cover quite a small surface in cardiac MR images and processing is usually restricted to a smaller region of interest (ROI). About thirty phases (or images) can be obtained during one cardiac cycle with the currently available equipment, yielding a temporal resolution of about 30ms. The number of phases decreases proportionally to the heart rate. A single examination can thus be made up of 250 images. [2] Fig. 2 LV and RV Geometry [2] III.
Materials and Methods
Numerous segmentation methods have been used to study the heart and diagnose different heart ailments effectively.
A. Categorization of Short-Axis Cardiac Image Segmentation
A common categorization for medical image segmentation includes thresholding, edge-based and region-based approaches, pixel-based classification, and atlas-guided approaches. Image-driven techniques, such as thresholding, region-based or edge-based techniques, or else pixel classification, offer a limited framework for strong prior incorporation [2, 5, 7, 8 10, 11] . Deformable models, including snakes and their variants, on the contrary, offer a great, versatile framework for using either weak or strong prior. They can include anatomical information, as well as high level information, in the so-called shape prior based segmentation framework, or through active shape and appearance models (ASM/AAM). At last, atlas guided segmentation also make use of a set of manually segmented images. Considering both the usual segmentation method categorization and the level of external information, we propose the following two main categories [2] :
• Segmentation based on no or weak prior, that includes image based and pixel classification based methods, as well as deformable models; • Segmentation based on strong prior, that includes shape prior based deformable models, active shape and appearance models, and atlas based methods.
B. Segmentation with Strong Prior
As seen by the growing literature on this matter, automatic organ segmentation can benefit from the use of a statistical model regarding shape and/or gray levels, to increase its robustness and accuracy. This especially applies if the nature of the shape does not change much from an individual to another, which is typically the case for the heart [2] . Statistical-model based segmentation techniques comprise three steps: [2] 1. Spatial (and temporal if required) alignment of manually segmented contours or images is of utmost importance to compensate for differences in ventricle position and size, and can be very difficult. One subject in the database is arbitrarily chosen as reference. Every other subject is affinely registered on the reference, and an average shape is computed [2] . This procedure can be performed iteratively by replacing the reference subject with the mean model. When segmentation is computed over the complete cardiac cycle, temporal alignment is needed as well: the number of phases of each individual must be aligned on the number of phases of the reference and thus requires resampling and interpolation. 2. Model construction generally implies the computation of an average shape or image and the modeling of variability present in the training images and contours. This latter can be made via the widely used principal component analysis (PCA), when point correspondences between contour points are available, or else via variance computation or probability density modeling. The PCA provides the eigen-value decomposition of the shape set covariance matrix, yielding principal eigenvectors (or components), that account for as much of the variability in the data as possible [2] . Each instance of a new shape can thus be described by the mean shape and a weighted linear combination of eigenvectors. 3. The use of the model for segmentation specifies how the average model is applied to fit the contours in a new image, while taking into account the variability present in the training set. 
C. Active Appearance Model (AAM)
The Active Shape Model (ASM) consist of a statistical shape model, called Point Distribution Model (PDM), obtained by a PCA on the set of aligned shapes, and a method for searching the model in an image. PCA is used in order to reduce the amount of data that needs to be handled. Segmentation is performed by placing the model on the image, and iteratively estimating rotation, translation and scaling parameters using least square estimation, while constraining the weights of the instance shape to stay within suitable limits for similar shapes [5, 6, 7, 9 10, 11] . ASM have been extended to gray level modeling, yielding Active appearance models (AAM) that represents both the shape and texture variability seen in a training set [19] . This technique ensures to have a realistic solution, since only shapes similar to the training set are allowed. [ Fig. 3] The first type of information included in an AAM normally is referred to as shape. Very important for the concept of shape is that shape has to be independent of rotation, scaling and translation. In computer vision and pattern recognition the concept of landmarks was introduced to effectively represent shapes. Identifying the shape of an object then means to identify distinctive points the landmark points in the geometrical appearance of this object. [19] Fig. 4 The AAM Model
The data analyzed for building a texture model is usually represented in form of simple gray values. The first step in building a texture model is to find out which gray values are important. This has to be done since the complete image data usually does not only include gray values of the object for which we want to build the model. Also texture information resides in the image which comes from things which are distinct from our object of interest. Fig. 5 The mean values and standard deviations of texture in individual slices of two data sets [19] The first stage is forming the Shape Model for the cardiac images followed by forming the texture model for the respective images. Now the combined model is obtained and in this manner the training data set is prepared. The segmented image looks as shown in Fig. 5 . The process of obtaining the various models is shown in Fig. 6 . After the models for various cardiac shape variations is identified, the new images are then compared to the training set and the appropriate match is identified as shown in Fig. 7 .
Fig. 7 Processing Stage
Although the AAM technique demonstrated segmentation reliability, there are always concerns using a modelbased method built upon a finite set of training data to correctly handle often grossly abnormal patient data. One solution to this problem is to utilize larger training sets to cover all representative pathologies. [5, 6, 7, 8, 9, 11, 22] 
IV. Discussion
Cardiac Ailments can lead to an increased risk of heart failure. This is the case especially in times of heart transplant, when there are a lot of chances of cardiac failure as the patient's body might reject the transplanted heart. By constructing an AAM for the various heart ailments it is possible to a large extent to identify small variations in the cardiac shape or texture at the earliest and hence avoid a possibly fatal heart attack to a person or diagnose a heart disease at the earliest. Also by working with the doctors it is possible to make the AAM models of most heart ailments and eventually diagnose most heart disorders.
V. Conclusion
Thus this paper proposes an approach for identifying the cardiac ailments automatically. We have outlined the importance of fast and automatic detection of heart diseases. We shortly reviewed the anatomical background and outlined special properties of cardiac MRI data. The purpose of this study was to obtain a possible means of early detection of cardiac failure by MRI examination, which is simple, and affordable by public as well as cost effective. In this work we first determine region of interest based on the position of the heart inside the chest cavity. Since we need to distinguish the heart from other object, image enhancement is done. For developing the various models for different ailments PCA is used in forming an AAM and then the various models are compared with the new images in order to classify them under the appropriate heart disease.
