Abstract: Mutual exclusion is a well-known problem that arise when multiple processes compete, in an uncoordinated way, for the acquisition of shared resources over a distributed system. In particular, k-mutual exclusion allows at most k processes to get one unit of the same resource simultaneously. These paradigms do not cover all the cases in which resource accesses must be serialized over a distributed system. There exist cases (e.g. the bandwidth of communication lines) where the amount of shared resource might di er from request to request (for example, audio and video communications). In this paper, we formalize this problem as the h-out of-k mutual exclusion problem, in which each request concerns some number h (1 h k) of units of shared resource and no unit is allocated to multiple processes at the same time. We present a general scheme for a quorum-based h-out of-k mutual exclusion algorithm that relies on a collection of quorums called k-arbiter. Several examples of k-arbiters are discussed, two particular classes of k-arbiters are investigated and a metric to evaluate the resiliency with respect to failures of k-arbiters is also given.
Le concept de k-arbitre: un m ecanisme g en eral pour l'exclusion mutuelle du type "h parmi k"
The paper is structured into 3 main sections. In Section 2, the h-out of-k problem is de ned and concepts of non-dominated and symmetric coteries are recalled. Section 3 shows an outline of a quorum-based distributed h-out of-k algorithm and the correctness condition that must be veri ed by quorums in order that the algorithm be safe. The k-arbiter concept is then introduced in Section 4 and the classes of symmetric and non-dominated k-arbiters are also de ned. In the same Section, we analyze several examples of k-arbiters showing if they belong to some particular class of k-arbiters. Finally, a metric to evaluate the resiliency with respect to failures of k-arbiters is also given.
Basic De nitions 2.1 Distributed System
A distributed system is a set U of n processes fp 1 ; p 2 ; : : :; p n g that communicate by exchanging messages. We assume that each pair of processes is connected by a logical channel, and the message delay is unpredictable but nite. Moreover, each channel is assumed to have in nite capacity, to be error-free and FIFO (messages are received in the order they were sent). Processes do not share either a common clock or a shared memory, no bound exists to the relative speed of processes and they fail according to the fail-stop model 22] and failures can be detected by other nodes.
The h-out of-k Mutual Exclusion Problem
The h-out of-k problem can be described as follows. There are k units of a resource that can be shared by processes in the following manner: at any given time each unit may be used by at most one process, and each process may have allocated some units. A process requests h (1 h k) units of the resource all at once and, to avoid deadlock phenomena, the process is blocked until it gets all of its requested units. After that, the process starts using the units and then releases them all at once. A con ict arises whenever one or more processes try to allocate a number of units greater than those currently available. It is clear that if h = 1 the h-out of-k problem corresponds to the k-mutual exclusion one, moreover if k = 1 we get the simple mutual exclusion.
In order to maintain the integrity of the system, h-out of-k mutual exclusion algorithm must satisfy the following properties: safety : each unit of the resource may be used by at most one process at any given time; liveness : all the requests are eventually satis ed.
Safety is obtained by ensuring that the following inequality always holds (where h j is the number of units of the resource currently allocated to process p j ):
INRIA This is the invariant associated with the h-out of-k mutual exclusion problem. A key point to obtaining safety is to detect all con icts that may arise in the acquisition of resources. Liveness requires that the system always progresses towards the execution of a critical section (no deadlock) and that con icts are not always resolved "against" some subset of processes (no starvation).
Quorums and Coteries
Concepts introduced in this Section were introduced 14, 5] to solve the mutual exclusion problem:
De nition 2.1 A quorum Q under U is a non-empty subset of U.
The simpler use of quorums to obtain mutual exclusion is the majority quorum algorithm 24] where a process has allocated the shared resource only when it receives a permission from the majority of the processes. Hence, the mutual exclusion property is straighforward guaranteed (only one process at a time can get the majority of permissions). The introduction of the concept of coterie allowed the re nement of the previous mutual exclusion A process selects a quorum from a coterie and waits for receiving permissions to allocate the shared resource from all processes in the quorum. Mutual exclusion is guaranteed from the Intersection Property of quorums members of the coterie. We brie y recall some examples of coteries that will be used in the following:
1. Singleton Coteries: It is formed by single set of one element (C = ffp i gg). So, a coterie, C is dominated i there exists another coterie that dominates C. Otherwise C is ND (non-dominated) coterie. An ND coterie is superior to the dominated one since all partitions that survive under the dominated coterie can also survive under the ND one, the converse it is not true 6]. For example, the coterie S = fUg (producing Lamport's algorithm 13]) is dominated by any singleton coterie. Examples of ND coteries are: majority coteries when considering n to be an odd number 6] and Maekawa's coteries 15].
Symmetric Coteries
There exist coteries in which the failure of one process makes unavailable all the quorums such as the ones formed by a single set of one element (singleton coteries: C = ffp i gg). In truly distributed systems, it would be desirable that the impact of a failure of a process (in terms of quorums no longer available) be the same for all processes. In addition, since each process sends and receives a message from each process in the quorum it selected, each process try to select the smallest size quorum. Thus, it would be fair that quorums of a coterie be of the same size. The following de nition is shown:
De nition 2.4 A coterie C under U is symmetric i the following properties hold 15]:
(Equal E ort Property) For each p i 2 U :: jfjji 2 Q j gj = .
i.e., all the processes are contained in the same number of quorums .
(Equal Size Property) For each quorum Q i :: jQ i j = .
i.e., all quorum is the same size . In a quorum-based algorithm for k-mutual exclusion, a process must wait an explicit permission, by means of a message, from each process of a quorum of a k-coterie before accessing the resource 11]. k-mutual exclusion is guaranteed since a k-coterie contains k pairwise disjoint quorums, but no more.
In 10], k-majority coteries and k-singleton coteries have been introduced as extensions of singleton and majority coteries. Recently, in 25] it has been shown that a k-majority is not necessarily a k-coteries. Although the k-coterie concept is a good tool to cope with k-mutual exclusion, its use cannot ensure safety in the h-out of-k mutual exclusion as shown in next Sections.
3 A Distributed h-out of-k Algorithm
Principle of the Algorithm
A simple approach to solve the h-out of-k mutual exclusion problem could be to reduce it either to a simple or to a k-mutual exclusion problem and resolve it using coteries or k-coteries. In both cases, to get its h units of the resource, a process needs to do h di erent requests. This situation may generate a deadlock during the acquisition phase of the units of the resource. For example, let us assume p i requests h i units and p j requests h j such that h i + h j > k. After a while, the following situtation could occur: p i has obtained h x < h i units, p j has obtained h w < h j units and h x + h w = k. This state deadlocks the algorithm. Hence, such an approach needs extra messages and corresponding message handlers to avoid deadlocks.
A more appropriate approach is to require in a single request all the h units of the resource and wait till all of them are available such as in simple and k-mutual exclusion. Thus, we derive the outline of a quorum-based h-out of-k mutual exclusion algorithm by extending Maekawa's algorithm 15] . Using such an approach, each process may act both as a requesting process and as an arbiter in order to resolve con icts for the acquisition of the units of the resource. The source code is split in two main parts: the rst part is executed when a process, p i , requests some units of the resource; it consists of the entry protocol and that of exit from its critical section. The second part is composed of two message handlers: one for request messages and the other for release messages. A message handler is executed as soon as the corresponding message is received. entry code: process p i selects a quorum Q and sends a request message for h units of the resource to each member of Q and waits for the reception of the permission message from each process in Q; critical section; exit code: p i sends a release message for h units of the resource to each member of Q.
upon receipt a request message from p k :
where h is the number of units required from p k and c j is the number of units of the resource currently used by p j from the point of view of process p i (i.e., processes at which process p i sent a permission message to and has not received a release message from). then p i sends back a permission to p k and c k is set to h; else p k 's request is inserted into a waiting list.
upon receipt a release message from p k : c k is set to 0 and p i tries to send permission messages to some requests in the waiting list using the relation 2.
Note that in the algorithm of the previous Section each request needs at least 3jQj messages to be served: a round of request messages, a round of permission messages and one of release messages.
Correctness Proof
The de nition of a set of quorums which can be assigned to each process when requesting some units of the resource, plays a key role in the detection of all con icts and then in proving the safety property. 
then safety is not guaranteed. Let us suppose p i (1 i k + 1) requests one unit of the resource and uses Q i as its quorum. Since T i2fi1;i2;:::;ik+1g Q i = ;, no process in S i2fi1;i2;:::;ik+1g Q i receives all requests. Thus, every process receives no more than k requests and sends a permission message to every request. Thus, every requesting process gets the unit of the resource, violating safety.
Let us spend some word about the liveness property (i.e., all the requests are eventually satis ed), which requires no occurrence of deadlocks or starvations. In the algorithm proposed in this Section, starvation can occur by applying, in each process, a deterministic rule which resolves con icts always against some particular subset of processes (e.g. a rule based on the lexicographic order of process identi ers). On the contrary, a rule for con ict resolution based on timestamps 13] of requests does not produce starvation. Moreover, deadlock-freeness could also be violated since, due to the asynchrony of the communication networks (transmission times are unpredictable but nite), processes can receive a set of requests in di erent orders. Thus, they will send permission messages to di erent processes deadlocking actually the algorithm; i.e., no requesting process ever will get all permissions from its quorum. Hence, actions to prevent deadlocks are needed. Such actions increases the number of messages echanged per request that in the worst case is 5jQj 2, 16] 
De nition
Let us assume that processes select quorums from a set C; then Theorem 3.1 states that any k + 1 quorums contained in C must be mutually intersecting. As k is greater than one, this condition cannot be satis ed either from coteries or from k-coteries. Indeed, coteries requires non-empty mutual intersection only between any pair of quorums apart from the value of k and k-coteries requires non-empty mutual intersection only between one pair of quorums contained in each distinct set of k + 1 quorums. Thanks to Theorem 3.1 we are then able to de ne a new data structure based on a collection of quorums, called k-arbiter, which can be used to solve h-out of-k mutual exclusion problem. Note that the k-arbiter becomes the coterie of De nition 2.2 when k is equal to one. In the following Sections, several examples of k arbiters are presented and classes of nondominated and symmetric k-arbiters are investigated. Both classes hold the property of reliability against network partitions (non-dominated k-arbiter) and equality in load balancing (symmetric k-arbiter) described in Sections 2.3.1 and 2.3.2 respectively. Finally, a metric to measure the resiliency with respect to failures of k-arbiters is proposed.
Examples of k-Arbiters

Singleton k-Arbiters
A set C of quorums such that: C = ffp i gg is called singleton. For this set of quorums the following property, whose proof is trivial and therfore it is omitted, follows: Property 4.1 A singleton set C is a k-arbiter.
The singleton k-arbiter C corresponds to the case of the centralized h-out of-k mutual exclusion algorithm where a process detects actually all con icts. Property 4.2 A uniform arbiter C is a k-arbiter. Proof. For any quorum Q i 2 C we have jQ i j = bk n=(k+1)c+1. Hence, for any k+1 quorums Q 1 ; Q 2 ; : : :; Q k+1 2 C we have jQ 1 T Q 2 T : : : T Q k+1 j n?(k+1) (n?(bk n=(k+1)c+1))
1. Therefore the intersection property holds.
Minimality holds since for any pair Q; Q 0 2 C such that (Q 6 = Q 0 ) we have jQj = jQ 0 j.
Note that if k = 1, the uniform k-arbiter becomes the majority coterie (see Section 2.3).
(k + 1)-Cube k-Arbiters
For the sake of simplicity we initially suppose n = a k+1 for some integer a. Quorums of a (k+1)-cube set are easily de ned by means of a geometric argument: each process is assigned to a di erent point x in the (k+1)-dimensional space I E k+1 having integer coordinates in the range 0; k+1 p n ? 1]. Each quorum is associated to point x and consists in the set of processes whose corresponding point has at least one coordinate value equal to the corresponding coordinate of x. In other words, a quorum associated with point x is de ned by all processes whose corresponding point is contained in at least one of the k + 1 isothetic hyperplanes (one for each coordinate) passing through x. With x = (i 1 ; i 2 ; : : :; i k+1 ) we have: Proof. As before we have to prove that for any (k +1)-ple of qourums in C an arbiter exists. The problem now is that a point represents an arbiter only if it is assigned to a process. Fix a set S of k + 1 quorums, and let L be the number of non-empty hyperplanes X 1 = v in our arrangement: if all processes in S lie in hyperplane X 1 = L ? 1 then any process in S is an arbiter itself for S. Otherwise we can always nd a point (x 1 ; x 2 ; : : :; x k+1 ) that represents an arbiter by choosing x 1 as one of the coordinate values for X 1 in S which are less than L?1. This point is in a full hyperplane X 1 = x 1 , hence values for the remaining coordinates can be arbitrarily chosen from points associated to the remaining processes in S.
Non-dominated k-Arbiters
We can introduce the notion of non-dominated k-arbiters as follows:
De nition 4. Proof. The proof is similar to the one proposed in 17] that proves under which conditions a k-coterie is a non-dominated one. Let C be a k-arbiter under U. First, we show that if C is dominated, then above properties are satis ed. Suppose C is dominated by D(6 = C). There are two cases: Assume that H does not satisfy the rst property. Then, Q H for some Q 2 C. Since Q H and H Q 0 , Q Q 0 . This contradicts the minimarity condition of arbiter C. Thus, the rst property is satis ed; Assume that H does not satisfy the second property. Then, for some k quorum Proof. Assume that uniform k-arbiter C is dominated. By Theorem 4.5, there exist a set H U which satis es the two properties. Since Q 6 H for all Q 2 C and C is all subset of U with size bk n=(k + 1)c + 1 = k c + 1, jHj k c. Without loss of generality, let H = fp 1 ; p 2 ; : : :; p jHj g. Now select k quorum Q 1 ; Q 2 ; : : :Q k 2 C as Q i = U ? fp (i?1)c+1 ; p (i?1)c+2 : : :; p i c?1 ; p i c g (1 i k). It is easy to see that H \ T k j=1 Q j = . This is a contradiction. Therefore, C is non-dominated. Theorem 4.6 extends the result obtained in 6] concerning domination of majority coteries. Infact, if k is equal to one, uniform k-arbiters boil down to majority coteries that are non-dominated when considering n to be an odd number.
Finally, k + 1-cube k-arbiters are dominated, to prove that we show a simple counterexample when considering k equal to one and n to 4. In this case we have the following 1-arbiter (i.e., the square grid coterie): C = ff1; 2; 3g; f1; 2; 4g; f1; 3; 4g; f2; 3; 4gg that is dominated by the following 1-arbiter: Q = ff1; 2; 3g; f1; 4g; f2; 3; 4gg Note that the 1-arbiter C coincides actually with the uniform 1-arbiter for a system of 4 processes that is dominated from Theorem 4.6. Examples of dominated k+1-cube k-arbiters with k > 1 (for example k = 2 and n = 8) are left to the reader.
Symmetric k-Arbiters
As for coteries, we can introduce the concept of symmetric k-arbiters.
De nition 4.3 A k-arbiter C under U is symmetric i the following properties hold:
i.e., all quorum is the same size .
Considering the previous examples of k-arbiters, it is trivial to see that a singleton k-arbiter is non-symmetric and the failure of one process may make it unavailable. The uniform k-arbiter is a symmetric k-arbiter. Indeed, with simple combinatorial arguments, we get = ? n?1 bk n=(k+1)c and, by de nition, = bk n=(k + 1)c + 1. Finally, when n = a k+1 , the (k + 1)-cube is a symmetric k-arbiter and with the same arguments used to de ne the size of each quorum we have = = (k + 1)n k k+1 .
Lower Bound of Symmetric k-Arbiters It is interesting to show a lower bound for the maximum size of quorums jQj of a symmetric k-arbiter. Let n be the number of processes, = jQj be the quorum size, and y be the number of quorums in D. Suppose that every process is contained in quorums. By counting the sum of the sizes of quorums in two ways, the equality n = y is obtained. The number of di erent combinations of (k +1) quorum sets from y quorums is C y k+1 . Since each process occurs in quorums, each process is in the intersection of (k+1) quorums for C k+1 di erent quorum combinations. Thus, C y k+1 n C k+1 must hold. This inequality can be written as y(y ? 1) (y ? k) n ( ? 1) ( ? k).
From the above equality and inequality, > n k=k+1 is obtained.
INRIA
It follows that the last inequality is a lower bound for jQj. This bound is not new, it was found both studying families of sets called t-wise s-intersecting (t 2 and s 1) 4] and the weighted distributed match-making problem 12]. It is simple to show that our problem is equivalent to theirs. For example, a k-arbiter is actually a (k+1)-wise 1-intersecting family of subsets of U. In 4] it has been proved that a (k+1)-wise 1-intersecting family is equivalent to a nite projective space of dimension k + 1. In that discrete space, quorums correspond to hyperplanes and point to processes. From the properties of a nite projective space, the above bound follows. Conditions for which a nite projective space exits are given in 4].
Note that, if k = 1, the lower bound becomes jQj > n 1=2 that is Maekawa's lower bound for symmetric coteries, that was proved using the theory of nite projective planes 15].
A Measure to Evaluate Resiliency with respect to Failures
As suggested in 7] , given the high number of choices in selecting the "best" coterie or karbiter for a particular distributed system of n processes, we need a set of metrics to evaluate the "reliability" provided by each choice. In this section we propose a metric that can be used, toghether with the ones proposed in 7], to select a k-arbiter.
Each time a process p i fails, all quorums of the k-arbiter containing p i are actually no longer available. This suggest to introduce a metrics that evaluates the the maximun impact of one process failure on a k-arbiter in terms of its quorum availability. In other words, this measure gives an idea on how much the failure of one process in uences the quorum availability of the k-arbiter apart from analysis that consider the probability that a process is (or not) in an operational state as the one proposed in 6, 7] . In the case of k-arbiters that match the lower bound for symmetric k-arbiters, we have:
R lbs = N k k+1 n = 1 n Hence, assuming n k + 1, we have the following inequality: 0 < R lbs < R cube R uni < R sing = 1
Conclusion
Simple and k-mutual exclusion do not capture cases in which the amount of shared resource might di er from request to request. In this paper we have formalized this problem as the h-out of-k mutual exclusion problem, in which each request concerns some number h (1 h k) of units of shared resource and no unit is allocated to multiple processes at the same time. We have shown a general scheme for a quorum-based h-out of-k mutual exclusion algorithm that relies on a collection of quorums called k-arbiter which subsumes the concept of coterie. Several examples of k-arbiters, that extend well-known types of coteries, have been introduced; two particularly interesting classes of k-arbiters have been investigated and a metric to evaluate the resiliency with respect to failures of k-arbites has also been proposed. As a future work, it would be interesting to nd a k-arbiter that subsumes tree coteries, introduced in 1], in order to get logarithmic quorum size maintaining high quorum availability.
