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Таблица. Решение системы (3) 
*ξ  
ξ  
-2 -1 0 1 2 3 
-3 76,50 (85,55) 84,84 (86,13) 86,93 (86,16) 87,83 (86,17) 88,36 (86,17) 88,71 (86,17) 
-2  8,34 (9,97) 10,43 (10,26) 11,33 (10,30) 11,85 (10,31) 12,21 (10,32) 
-1   2,09 (2,42) 3,00 (2,59) 3,51 (2,63) 3,87 (2,64) 
0    0,90 (0,92) 1,43 (1,03) 1,78 (1,07) 
 
Заключение. Рассмотрим пример, приведенный в [1]. Пусть сред-
негодовой сток Волги 239V = км3/год (объем выборки 113n = ), 
среднеквадратичное отклонение равно 46 км3/год. Тогда 
0,19vC = . Если коэффициент корреляции r  между смежными 
значениями стока равен 0,42, тогда ln0,42 0,9k =− ≅  год-1, 
0,257σ =  год-0.5, 2 0,066σ =  год-1. Предположим, что в началь-
ный момент времени 377V =  км3/год. Через сколько лет сток до-
стигнет 101 км3/год, т.е. уменьшится на шесть среднеквадратичных 
отклонений (276 км3/год)? В данном случае 
*
3ξ = −  (это отклонение 
от среднегодового значения стока, взятое в долях VC ), а времени 
перехода стока от одного состояния к другому соответствует 3ξ = . 
В соответствии с таблицей, полученной с использованием ре-
шения системы (4), (5) и условий (6), (7), 1 88,71θ = , а размерное 
время составляет 1 88,71: 0,9 98,6Tm k
θ
= = ≈ лет. Так как 
2
2 1 86,17 : 0,9 95,74T k
θ − θ
σ = = ≈ , то доверительный 
интервал ( ; )T TT Tm t m t
n n
σ σ
− +  для оценки математического 








− γΦ = =
pi
∫ ) определяется неравенством 
80,9 116,3m< < . 
По известным значениям VC  и r  можно исследовать большой 
цикл задач стохастической гидрологии. Результаты исследований 
можно применить при расчете и прогнозе многолетних колебаний 
речного стока рек Беларуси. 
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СХОДИМОСТЬ НЕЯВНОЙ ИТЕРАЦИОННОЙ ПРОЦЕДУРЫ РЕШЕНИЯ 
НЕКОРРЕКТНЫХ ЗАДАЧ В ГИЛЬБЕРТОВОМ ПРОСТРАНСТВЕ 
 
1. Постановка задачи. Будем рассматривать в гильбертовом 
пространстве Н уравнение I рода 
 Ax y=  (1) 
с ограниченным положительным самосопряжённым оператором А, 
для которого нуль является собственным значением оператора А, 
т.е. задача (1) имеет неединственное решение. Предположим, что 
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( )y R A∈ , т.е. при точной правой части у уравнения решение 
(неединственное) задачи (1) существует. Для его отыскания исполь-
зуем неявную итерационную процедуру 
 ( )3 21 0, 0n nE A x x A y x++ α = + α = . (2) 
 
2. Сходимость метода в случае неединственного решения. 
Обозначим через ( ) { }0N A x H Ax= ∈ = , М(А) – ортого-
нальное дополнение ядра N(A) до H. Пусть Р(А)x – проекция 
x H∈  на N(A), а П(А)x – проекция x H∈  на М(А). Справед-
лива 
Теорема 1. Пусть 0, , 0A y H≥ ∈ α > , тогда для метода (2) 
верны следующие утверждения: 
а) ( ) ( ), , infn n
x H
Ax П A y Ax y J A y Ax y
∈
→ − → = − ; 
б) метод (2) сходится тогда и только тогда, когда уравнение 
( )Ax П A y=  разрешимо. В последнем случае 
( ) 0nx P A x x∗→ + , где x∗  – минимальное решение. 
Доказательство. 
Применим оператор А к (2), получим 
( )3 31n nA E A x Ax A y−+ α = + α , где 
( ) ( )y P A y П A y= + . Так как ( ) 0AP A y = , то получим 
( ) ( )( ) ( )3 1n nE A Ax П A y Ax П A y−+ α − = − . Обозначим 
( )n nAx П A y v− = , ( )nv M A∈ , тогда 
( )3 1n nE A v v −+ α = . Отсюда ( ) 13 1n nv E A v− −= + α , сле-
довательно, ( )3 0nnv E A v−= + α . Имеем 0A ≥  и А – по-
ложительно определён в М(А), т.е. ( ), 0Ax x >  ( )x M A∀ ∈ . 
Так как 0α > , то ( ) 13 1E A −+ α ≤ , поэтому справедлива це-
почка неравенств 
( ) ( )

















v E A v






= + α = ≤
+ αλ
≤ + ≤ +




( ) ( )0
0
0 0 0 0 0
A
n nq dE v E v q vλ ε
ε
+ ε ≤ + ε < ε∫  
при 00, 0n → ε → . Здесь ( )031 11 q≤ ε <+ αλ  при 
0, A λ ∈ ε  . Следовательно, 0nv → , откуда 
( )nAx П A y→  и ( ) ( )П A y A H∈ . Отсюда справедливо 
( ) ( ) ( ),nAx y П A y y P A y J A y− → − = =  (см. [1–2]). 
Итак, утверждение а) доказано.  
Докажем б). Пусть процесс (2) сходится. Покажем, что уравнение 
( )Ax П A y=  разрешимо. Из сходимости { }nx H∈  к z H∈  и 
из а) следует, что ( )nAx Az П A y→ = , следовательно, 
( ) ( )П A y A H∈  и уравнение ( )П A y Ax=  разрешимо. 
Пусть теперь ( ) ( )П A y A H∈  (уравнение ( )П A y Ax=  
разрешимо), следовательно, ( )П A y Ax∗= , где x∗  – мини-
мальное решение уравнения Ax y=  (оно единственно в М(А)). 
Тогда (2) примет вид 








E A x x A П A y




+ α = + α =
= + α = + α − α + α =
 
( ) ( )3 31 1n nE A x A x x∗− −= + α + α − . 
Отсюда ( ) ( )13 31 1n n nx x A E A x x− ∗− −= + α + α − . 
Последнее равенство разобьём на два: 
( ) ( ) ( ) ( )( )






P A x P A x E A A P A x x





= + α + α − =
= =
 
( ) ( ) ( ) ( )( )







П A x П A x E A A П A x x







= + α + α − =
 = + α + α − =
 
 
( ) ( ) ( )13 31 1 ,n nП A x E A A x П A x− ∗− − = + α + α −   
так как ( )x M A∗ ∈ . 
Обозначим ( )n nw П A x x∗= − , тогда из равенства 
( ) ( ) 1n nП A x x П A x∗ −− = −  
( ) ( )13 3 1nx E A A x П A x−∗ ∗ − − + α + α −   получим 
( ) 13 1n nw E A w− −= + α  и, аналогично nv , можно показать, что 
0,nw n→ → ∞ . Таким образом, ( ) nП A x x∗→ . 
Отсюда получим ( ) ( ) ( ) 0n n nx P A x П A x P A x x∗= + → + . 
Теорема 1 доказана. 
Замечание 1. Так как у нас 0 0x = , то nx x
∗→ , т. е. ите-
рационный процесс (2) сходится к нормальному решению, т.е. к 
решению с минимальной нормой. 
 
3. Сходимость метода в энергетической норме. Ниже пред-
полагается, что нуль не является собственным значением оператора 
А, следовательно, уравнение (1) имеет единственное решение. 
Однако нуль принадлежит спектру оператора А, поэтому задача (1) 
неустойчива и, значит, некорректна. Для отыскания решения исполь-
зуется метод (2).  
Правую часть уравнения (1), как это обычно бывает на практике, 
считаем известной приближённо, т.е. вместо у известно δ –
приближение ,y y yδ δ− ≤ δ . Тогда итерационный процесс (2) 
запишется в виде  
 ( )3 21, , 0, 0n nE A x x A y x+ δ δ δ+ α = + α = . (3) 
Сходимость методов (2) и (3) в исходной норме пространства Н 
была изучена в статье [3]. Там показано, что метод (3) сходится при 
условии 0α > , если число итераций n выбирать в зависимости от 
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0, 0n → δ → . В предположении, что точное решение уравнения 
(1) истокообразно представимо, т.е. , 0sx A z s= >  в [3] получе-
на оценка погрешности метода (3) 
 ( ) ( )/3 1/3/3
,
6 3 , 1ssnx x s n z n n
−
δ− ≤ α + α δ ≥ . 
Минимизация по n полученной оценки даёт оптимальную оценку 
погрешности  
( ) ( )( )





ss s s s
n
s





− ≤ + δ 
 
, 
которая получается при 
( ) ( ) ( ) ( ) ( )3 / 1 3/ 1/ 1 3/ 11
oпт 2 3
s s
ss s ssn z
+ +
+
− + − +
−
 
= α δ 
 
. 
Оптимальная оценка погрешности имеет порядок 
( )( )/ 10 s s+δ , 
и как следует из [4], он является оптимальным в классе задач с исто-
копредставимыми решениями , 0sx A z s= > . 
В случае, когда нет сведений об истокообразной представимо-
сти точного решения, затруднительно получить априорные оценки 
погрешности и априорный момент останова. И тем не менее метод 
(3) можно сделать вполне эффективным, если воспользоваться 
энергетической нормой гильбертова пространства 
( ),Ax Ax x= , где x H∈ . Покажем сходимость метода (3) в 
энергетической норме и получим для него априорные оценки по-
грешности в энергетической норме. 
Рассмотрим разность 
 ( ) ( ), ,n n n nx x x x x xδ δ− = − + − . (4) 
Запишем первое слагаемое в виде 
( ) ( )1 3 3n nnx x A E A y E A x− −−− = + α = + α . 
Как было показано в [3], nx x−  мало в исходной норме гиль-
бертова пространства Н при n → ∞ , но скорость сходимости при 
этом может быть сколь угодно малой, и для её оценки делалось 
дополнительное предположение об истокообразной представимости 
точного решения. При использовании энергетической нормы нам это 
предположение не понадобится. Действительно, с помощью инте-
грального представления оператора 
0
M
A dEλ= λ∫ , где M A=  
и Eλ  – соответствующая спектральная функция, имеем 
 
( ) ( )











x x A E A x E A x










Для оценки интересующей нас нормы найдём максимум подын-
тегральной функции ( ) ( )231 nf
λλ =
+ αλ
 при 0,Mλ ∈    . 
Функция ( )f λ  – частный случай при 1s =  функций, оцененных в 
[3]. Там показано, что при условии 0α >  






λ ≤ α . Следовательно, справедлива оцен-
ка ( ) 1/32 212n Ax x n x−− ≤ α . Отсюда 
( ) 1/612n Ax x n x−− ≤ α . 
Таким образом, переход к энергетической норме как бы заменя-
ет предположение об истокопредставимости порядка 
1
2
s =  для 
точного решения. 
Оценим второе слагаемое в (4). Как показано в [3], справедливо 
равенство ( ) ( )1 3, nn nx x A E E A y y−−δ δ − = − + α −   . 
Воспользовавшись интегральным представлением самосопряжённо-
го оператора, получим 









x x d E y y y y−δ λ δ δ
 
 




































 λ = λ − 
+ αλ 
 
. Функция ( )1g λ  была оцене-
на в [3], где показано, что при условии 0α >  ( ) ( )1/31 6g nλ ≤ α . 
При 0α >  имеем 3
1 1, 0,
1









. Отсюда ( ) ( )1/36g nλ ≤ α . Таким образом, 
( )2 1/3 2
,




6n n n n nA AA Ax x x x x x x x nδ δ− ≤ − + − ≤ − + α δ  
и 0,n Ax x n− → →∞, то для сходимости , 0,n Ax x nδ− → →∞, 
достаточно, чтобы 
1/6 0, , 0n nδ → → ∞ δ → . Итак, доказана. 
Теорема 2. При условии 0α >  итерационный метод (3) схо-
дится в энергетической норме гильбертова пространства, если 
число итераций n выбирать из условия 1/6 0n δ →  при 
, 0n → ∞ δ → . 
Запишем теперь общую оценку погрешности для метода (3) в 
энергетической норме 
 ( ) ( )1/6 1/61/2
,
12 6 , 1n Ax x n x n n
−
δ− ≤ α + α δ ≥ . (5) 
Оптимизируем оценку (5) по n. Для этого при заданном δ  
найдём такое значение числа итераций n, при котором оценка по-
грешности становится минимальной. Приравняв нулю производную 
по n от правой части неравенства (5), получим  
 
35 2 2 1 3
oпт 2 3n x
− − − −
= α δ . (6) 
Подставив oптn  в оценку (5), найдём её оптимальное значение 
 
опт 1/21/12 1/6 1/2
,
2 2 3n Ax x xδ− ≤ ⋅ δ . (7) 
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Теорема 3. Оптимальная оценка погрешности для метода (3) 
при условии 0α >  в энергетической норме имеет вид (7) и полу-
чается при onmn  из (6). 
Замечание 2. Из неравенства (7) вытекает, что оптимальная 
оценка погрешности не зависит от параметра α . Но onmn  зависит 
от α  и, поскольку на α  нет ограничений сверху ( )0α > , то за 
счёт выбора α  можно получить 1onmn = , т.е. оптимальная оцен-
ка погрешности будет достигаться уже на первом шаге итераций. 
Для этого достаточно взять 
35 2 2 32 3onm x
− − −α = δ . 
Рассмотрим вопрос о том, когда из сходимости в энергетической 
норме следует сходимость в обычной норме гильбертова простран-
ства Н. Очевидно, для этого достаточно, чтобы при некотором фик-




ε λ= λ∫ . Так как ( )1 3, nnx A E E A y−−δ δ = − + α   , то 
для выполнения последнего из указанных условий должно выпол-
няться условие 0P yε δ = . Таким образом, если решение x и при-
ближенная правая часть yδ  такова, что 0P xε =  и 0P yε δ = , то 
из сходимости 
,nx δ  к x в энергетической норме вытекает сходи-
мость в исходной норме гильбертова пространства Н и, следова-
тельно, для сходимости в исходной норме пространства Н не тре-
буется истокообразной представимости точного решения. 
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MATYSIK O.V., DERACHIC N.A. Сonvergence the implicite iteration procedure of the decision incorrect problems in Hilbert space 
In the Hilbert space for solving operator equations of type I with affirmative limited and self–conjugate operator the implicite iteration procedure is 
proposed. The case of non–uniqueness of solving operator equation is investigated. It is shown, that in this case the iteration method converges to the 
decision with the minimal norm. In energy norm of Hilbert space for the proposed method сonvergence is proved and apriori estimations of this method 
error have been received.  
 
УДК 624.01 
Джигило А.В., Жук В.В., Захаркевич И.Ф., Игнатюк В.И., Черноиван Н.В. 
К РАСЧЕТУ ПАРАМЕТРОВ СНЕГОВОЙ НАГРУЗКИ, РАСПРЕДЕЛЕННОЙ ПО 
КОСИНУСОИДАЛЬНОЙ ЗАВИСИМОСТИ, НА ПОКРЫТИЯ КРУГОВОГО ОЧЕРТАНИЯ 
 
Введение. Рассматривается действие снеговой нагрузки на по-
верхности покрытий круговой цилиндрической формы, образован-
ные, например, применением сегментных деревянных ферм (рис. 1), 
верхний пояс которых имеет круговое очертание. 
Согласно СНиП [1], снеговая нагрузка на своды и близкие к ним 
по очертанию покрытия в одном из вариантов изменяется по зави-
симости:  
 cos1,8x xq q∗= ϕ , (1) 
где xϕ  – угол наклона касательной к поверхности покрытия (рис. 1); 
*q  – наибольшее значение нагрузки (при х = l /2). Данное рас-
пределение снеговой нагрузки (1) справедливо при φ < 50o. 
При расчете покрытий, несущими конструкциями которых явля-
ются фермы, возникает необходимость вычисления узловых сосре-
доточенных нагрузок. Для вычисления этих узловых сил нужно знать 

















Рис. 1. Расчетная схема фермы 
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