Images reconstructed by Bayesian and maximum-likelihood (ML) using a Gibbs prior with prior weight p were com- 
I. INTRODUCTION
Statistical methods for image reconstruction have the potential of improving the quality of images compared to filtered backprojection reconstruction. However, due to inadequate sampling of the projection space, the inversion problem is ill-conditioned and many regularization schemes have been suggested. A feasibility stopping criterion was introduced by Veklerov and Llacer [8] . Snyder and Miller proposed suppressing the edge and noise artifacts of MLbased reconstruction through the use of Gaussian sieve regularization [7] . Alternatively, Bayesian methods employing a "smoothness" prior have the potential advantage of preserving some of the high-frequency components (e.g. edges of structures) in an image.
Because these techniques are non-linear, the performance of each is dependent on several factors including the size, shape and activity of structures in the phantom. Liow and Strothers [5] , [6] have studied ML reconstruction with Gaussian sieves. In this paper, we examine the noise structure, resolution and quantitation of Bayesian-ML reconstruction with Gibbs priors for multiple image configurations.
BAYESIAN RECONSTRUCTION
Bayesian methods employ an image prior to reweight the probability of certain image configurations. The Gibbs where + is some potential function defined on pixel pairs or individual pixels. Increasing "roughness," results in increasing energy. The log pmterior function is now given by Let +(r) = lrlu for a > 1. In this case, we find that
By applying a change of variables we find
Therefore, the log posterior function The convergence rate in a mean square error sense was also improved.
IV. RESULTS AND DISCUSSION
For each phantom data set, the reference reconstruction method was filtered backprojection (FBP) using the following filters with cutoff ( F e ) expressed in r radians: a) ramp 1.0, b) Shepp-Logan 1.0, c) Shepp-Logan 0.8, and d) Shepp-Logan 0.6. The Bayesian images were reconstructed using the potential function described earlier with a = 1.01 and E = 1.0. The OSL reconstruction kernel was chosen to be 0.75 cm FWHM to maximize resolution recovery.
For the cylinder phantoms, 12 accelerated OSL iterations were used. For the Hoffman brain phantom, both 12 accelerated EM iterations and 60 accelerated OSL iterations were used. The mean, variance and bias images produced from FBP using a Shepp-Logan filter with cutoff 0.8 of the Nyquist frequency. Note that for ML images, the noise is dependent on the image structure.
bias-variance tradeoffs of selected region of interest (ROI)
are shown in Figure 3 . To measure performance, 2 by 2 pixel ROI's were positioned near the center of high activity structures, while 10 randomly selected 2 by 2 pixel ROI's were averaged for the low activity background. In the background, the ML-Bayesian images have lower variance compared to FBP images for all image configurations. Within high-activity regions of the cylinder phantoms, the ML images have variance comparable to FBP Shepp-Logan with F, = 0.6. However, the overshoot artifact of ML produces quantitation errors. Applying a Bayesian prior can control the quantitation overshoot while further reducing the variance. In the case of the brain phantom, the overshoot artifact is less noticible because most of the structures in the phantom are relatively small. As a result, the absolute bias of ML images is better than the FBP ramp F, = 1.0 in the high-activity regions of the brain phantom. Also unlike the cylinder phantoms, the variance of ML images is higher than the FBP ramp F, = 1.0. Applying Bayesian smoothing does not yield improvements in quantitation, however, the variance can be reduced to a comparable range of FBP Shepp-Logan F, = 1.0 at 200K total counts. 0.3 L , . , , , , , , , , , , , , , , , , , ,   0.2 I-............ 4 ...............................[... r ......... i . . , ........... ........ MLE p values for each configuration. These values were calculated using eqn. 6 based on the true image configuration. In each case, we see that the MLE p exceeds the critical p where Bayesian images breakdown and the image bias-variance is no longer optimal.
The EGGR results are shown in Figure 4 for the brain phantom and cylinder phantom 3 at 200K counts. Below the critical p, the ML-Bayesian images have better (lower EGGR) resolution compared to the FBP ramp Fe = 1.0. For the brain phantom, the critical p produces images with less than the intrinsic resolution. However, stopping the accelerated OSL at 12 iterations produced images near the intrinsic resolution, suggesting that for low resolution recovery, fewer iterations of an ML algorithm may be preferred over Bayesian reconstruction.
V. CONCLUSIONS
Bayesian reconstruction using a suitable Gibbs prior can improve the bias and variance of ML images at the sacrifice of resolution. For simple configurations it can yield images of superior quantitation, resolution and noise compared to conventional filtered backprojection. For more complex configurations, Bayesian methods do not necessarily yield simultaneous advantages in quantitation, resolution and noise. In general the ML-Bayesian framework can produce images of superior resolution without sacrific- iterations were used while 60 iterations were used for the brain phantom. Images reconstructed by filtered backprojection using a ramp (R) and Shepp-Logan filters with Fe at 1.0, 0.8 and 0.6 are also shown.
ing quantitative accuracy and noise. The ML prior weight / 3 does not neccessarily yield the optimal image. Alternative techniques must be found for selecting the weight p and the number of iterations for producing optimal images.
