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Abstract
Stochastic epidemic models, generally more realistic than deterministic counterparts, have
often been seen too complex for rigorous mathematical analysis because of level of details it
requires to comprehensively capture the dynamics of diseases. This problem further becomes
intense when complexity of diseasees increases as in the case of vector-borne diseases (VBD).
The VBDs are human illnesses caused by pathogens transmitted among humans by intermedi-
ate species, which are primarily arthropods. In this study, a stochastic VBD model, capturing
demographic stochasticity and different host and vector dynamic scales, is developed and novel
mathematical methods are described and evaluated to systematically analyze the model and
understand its complex dynamics. The VBD model incorporates some relevant features of the
VBD transmission process including demographical, ecological and social mechanisms. The
analysis is based on dimensional reductions and model simplications via scaling limit theorems.
The results suggest that the dynamics of the stochastic VBD depends on a threshold quantity
R0, the initial size of infectives, and the type of scaling in terms of host population size. The
quantity R0 for deterministic counterpart of the model, interpreted as threshold condition for
infection persistence as is mentioned in the literature for many infectious disease models, can be
computed. Different scalings yield different approximations of the model, and in particular, if
vectors have much faster dynamics, the effect of the vector dynamics on the host population av-
erages out, which largely reduces the dimension of the model. Specific scenarios are also studied
using simulations for some fixed sets of parameters to draw conclusions on dynamics. Further
stochastic analysis will result in closed formulation of important metrics for disease surveillance
such as likelihood of an outbreak and prevalence of a vector borne infectious disease as function
of demographical and ecological parameters.
Keywords: Vector-borne disease model; SIS compartment model; Functional law of large
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1 Introduction
Vector-Borne Diseases (VBDs) are infections transmitted by the bite of infected arthropod species,
such as mosquitoes, ticks, triatomine bugs, sandflies, and blackflies. It has been shown a century
ago that hematophagous (blood-sucking) arthropods transmit particular types of viruses, bacteria,
protozoa, and helminths to humans and between animals and humans. Since then, there has been
a large number of reports of outbreaks of vector-borne diseases, such as Malaria, Dengue, Chagas
diseases, and Leishmaniasis, and the diseases were responsible for more human deaths in the 20th
centuries than all other causes combined (cf. Gubler (1991); Philip and Rozeboom (1973)). Newly
emerging and reemerging vector borne diseases, such as Zika, have recently drawn public attention
because of nature of health consequences to new born babies.
Nowadays, changes in land-use, globalization of trade and travel, social upheaval, and intensive
new interventions (for example, excessive use of insecticide spraying may change vector behavior
and they may become insecticide resistant) have increased the challenges in controlling vector-
borne diseases in many regions. VBDs pose serious public health threats throughout the world.
According to the World Health Organization (WHO), vector-borne diseases account for more than
17% of all infectious diseases cases, causing more than one million deaths annually (WHO (2014)).
In the USA, west Nile virus, zika, malaria, dengue, chikungunya, eastern equine encephalitis, and
St. Louis encephalitis are common diseases that are transmitted by vectors.The transmission and
spread of vector-borne diseases are determined by complex interactions between the hosts (either
humans or nonhuman hosts), vectors species (e.g. specific mosquito species), and various pathogens.
Important biological properties underlying the transmission of VBDs include survival, development,
reproduction of vectors and of pathogens in vectors, vectors’ biting rate, and hosts’ (humans and
nonhumans) behaviors, all of which are associated with environmental conditions and variations (cf.
Mubayi et al. (2010); Pandey et al. (2013); Towers et al. (2016); Sheets et al. (2010); Kribs-Zaleta
and Mubayi (2012); Brauer et al. (2016); Gorahava et al. (2015); Yong et al. (2015); Malik et al.
(2012)). Many of the biological and ecological characteristics of VBDs remain either uncertain or
lack enough data to clearly understand its role.
Mathematical models can be used as a tool to systematically help understand the complex be-
havior of VBD systems in spite of limitation in data related to a VBD. The increasing availability of
alternate data, from a variety of sources including surveys and entomological field studies, provide
the ability to model complex ecosystems enabling human decision-making. Models have the poten-
tial to facilitate more accurate assessment of such systems and to provide a basis for more efficient
and targeted approaches to treatment and scheduling, through an improved understanding of the
disease and transmission dynamics. Stochastic models can be used to incorporate random inherent
characteristics of epidemic and provide estimates of variability in model outputs. However, the
complexity in the models presents many mathematical challenges. The focus of the current study
is to provide a unified approach to simplify complex stochastic epidemic models for VBDs, using
techniques from probability theory such as the functional law of large numbers (FLLN) and the
functional central limit theorem (FCLT).
There is an extensive literature on stochastic modeling of epidemics. Multivariate Markov jump
processes are commonly used in stochastic epidemic models (cf. Bartlett (1956); Kurtz (1981);
Ball (1983); Mubayi (2008)). Researchers have studied numerous stochastic phenomena such as
the distribution of final size of an epidemic (cf. Greenwood and Gordillo (2009)), stochastically
sustained oscillations to explain the semi-regular recurrence of outbreaks (cf. Kuske et al. (2007)),
stochastic amplification of an epidemic (cf. Alonso et al. (2007)), quasi-stationary distributions,
which capture variances in endemic states (cf. Allen (2008); Isham (1991); N˚asell (2002); Bani
et al. (2013); van Doorn and Pollett (2013); Champagnat and Villemonais (2016); Britton and
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Traore´ (2017)), time to extinction of the disease (cf. Andersson and Britton (2012); Britton (2010);
Schwartz et al. (2009); Mubayi and Greenwood (2013)), and critical community sizes needed to
have epidemics (cf. N˚asell (2005); Bartlett (1960); Keeling and Grenfell (1997); Lloyd-Smith et al.
(2005)). In particular, in both van Doorn and Pollett (2013) and Champagnat and Villemonais
(2016), sufficient conditions on the existence and uniqueness of quasi-stationary distributions are
studied.
Fluid and diffusion approximations (also known at FLLN and FCLT) are classical approaches
in probability to simplify complex stochastic systems. Kurtz (1978) is a pioneer in developing such
approximations for density dependent Markov chains (see also Kurtz (1981); Ethier and Kurtz
(1986)). Recently, Kang and Kurtz (2013) gave a systematic approach for developing FLLNs for
multiscale chemical reaction networks. Later, in Kang et al. (2014), the authors provide sufficient
conditions for FCLTs of multiscale Markov chains. However, verifying these sufficient conditions for
specific complex systems is nontrivial. We show that these sufficient conditions hold in our analysis
(for Case II defined below) to establish the FCLT. In multiscale systems, fluid approximations
can achieve dimension reduction via appropriate scaling limit theorems, which can significantly
simplify the original complex structure (cf. Kang and Kurtz (2013)). It is worth mentioning
that dimension reduction methods for VBD models have been studied for deterministic models in
literature, although different from the scaling limit theorm approach. For example, Pandey et al.
(2013) and Souza (2014) used model similar to the VBD model considered here and derived a
simple host-only model from a complex vector-host model by assuming that infection dynamics
in the vectors are fast compared to those of the hosts. On the other hand, epidemiological time
scales are often used to reduce the dimensionality by identifying components of the model that are
evolving naturally at slow, moderate and fast times. These methods are used to corroborate the
results of time-scale approximations (see Song et al. (2002)).
Procedure in this study: To thoroughly explain the methodology, we start with a basic model, the
vector-borne SIS model, which has been used to study several vector-borne diseases (cf. Anderson
and May (1992)). In the vector-borne SIS model, both host and vector individuals are classified as
either susceptible or infectious. We assume that the host population size is fixed and is denoted by a
positive integer-valued parameter n, and the vector population size is a random variable whose mean
is C0n, where C0 is a positive integer-valued constant. For each n, we have a model and a collection
of stochastic processes. We study these models as n→∞ in two scaling cases. In Case I, hosts and
vectors evolve at the same rate as n → ∞, while in Case II, vectors have much faster dynamics
than hosts as n → ∞. For both cases, analogous to FLLN, we develop deterministic processes,
which are referred to as fluid limits, to capture the mean behaviors of the stochastic systems and
to study the stability of equilibrium points. We next, analogous to FCLT, establish diffusion
limits, which are solutions of stochastic differential equations (SDEs), to characterize the statistical
fluctuations of the original stochastic systems around their fluid limits. These approximations
reduce the dimension of the original system from 3 to 2 under Case I, and to 1 under Case II, which
largely simplify the analyses. Especially in Case II, the vector-host system is reduced to a host-only
system, where the new transmission parameter is the composite human-to-human transmission rate
taking into account both vector-to-host and host-to-vector rates. Comparing the equilibria of the
vector-host model and the host-only model can provide understanding of this new transmission
parameter in terms of the parameters of the vector-host model. At last, we apply the fluid and
diffusion limits to study the quasi-stationary distribution of the original system. Britton and Traore´
(2017) have recently studied a vector-borne SIS model similar to our Case I, but with fixed host
and vector population sizes, and they apply similar fluid and diffusion limits to study the quasi-
stationary distribution and the extinction times. Model approximations and various sub models
are sumarized in Figure 1.
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Figure 1: The original model and its various approximations analyzed in this study
The main contribution of the present paper is as follows. (i) Under the scaling Case II, the
stochastic model has fast vector and slow host dynamics. Although there is literature on multiscale
deterministic vector-borne epidemic models (see Song et al. (2002); Pandey et al. (2013); Souza
(2014)), our work is, to our knowledge, the first to study multiscale stochastic vector-borne epidemic
models. We rigorously justify the fast and slow scalings, under which the fast vector dynamic is
averaged out, and the fluid and diffusion limits for hosts are established. (ii) We provide a convenient
and efficient way to study the long time behavior (e.g., quasi-stationary distributions) of the original
stochastic system via the fluid and diffusion limits. We draw the following conclusions: When the
basic reproduction number R0 is greater than 1: in Case I, since the vector population size has a
variance that is linearly growing in time, there is no quasi-stationary distribution, and in Case II,
the quasi-stationary distribution is approximately normally distributed. However, we also observe
that if the vector population size is fixed, under Case I, the quasi-stationary distribution exists and
is approximately normally distributed (also see Britton and Traore´ (2017) for similar results).
The rest of the paper is organized as follows. In Section 2, we introduce the stochastic vector-
borne SIS model, explain the two scaling cases, and define the basic reproduction number. Section
3 collects all the main results on fluid and diffusion approximations. In Section 4, we study the long
time behavior of the stochastic vector-borne SIS model, including quasi-stationary distributions,
using the fluid and diffusion limits. We present simulation results in Section 5. In Section 6, a brief
discussion is provided. Some fundamental results on equilibrium points of differential equations
and matrix exponentials are given in Appendix A and B, the stochastic vector-borne SIS model
with fixed host and vector population sizes is briefly studied in Appendix C, and all proofs can be
found in Appendix D. At last, two notation tables are provided in Appendix E.
2 Methods
2.1 Model description
Mathematical models have a long history of providing important insight into disease dynamics
and control. We study the vector-borne SIS model, in which both host and vector individuals
are classified as either susceptible or infectious. We assume that the infected hosts can recover
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and become susceptible immediately again, while vectors stay infectious till they die. The host
population size is assumed to be fixed and is denoted by the positive integer-valued parameter n,
and the initial vector population size is equal to C0n, where C0 is a positive constant. Denote by
Snh (t) and I
n
h (t) the numbers of susceptible and infected hosts at time t, and similarly, S
n
v (t) and
Inv (t) the numbers of susceptible and infected vectors at time t.
We assume that the vector biting rate, birth rate, and death rate are all constant, and there is
no feeding preference or host competence. Let βnh denote the disease transmission rate to hosts from
a typical infecious vector. Noting that Inv (t)/n gives the average number of vectors per host, we see
that βnhI
n
v (t)/n measures the infection rate for susceptible hosts. Next denote by γ
n
h the recovery
rate for infected hosts. For vectors, let γnv represent the equal birth and death rate per vector, and
βnv be the disease transmission rate to vectors from a typical infectious host. The ratio I
n
h (t)/n
can be interpreted as the probability that a vector contacts an infectious host, and so βnv I
n
h (t)/n
measures the infection rate for susceptible vectors.
We model the infection, recovery, birth, and death processes using independent unit-rate Poisson
processes (see Theorem 4.1 of Chapter 6 in Ethier and Kurtz (1986)). More precisely, we have the
following system of equations: For t ≥ 0,
Snh (t) = S
n
h (0)−Nn1
(
βnh
∫ t
0
Inv (u)S
n
h (u)
n
du
)
+Nn2
(
γnh
∫ t
0
Inh (u)du
)
, (2.1)
Inh (t) = I
n
h (0) +N
n
1
(
βnh
∫ t
0
Inv (u)S
n
h (u)
n
du
)
−Nn2
(
γnh
∫ t
0
Inh (u)du
)
, (2.2)
and
Snv (t) = S
n
v (0) +N
n
3
(
γnv
∫ t
0
[Snv (u) + I
n
v (u)]du
)
−Nn4
(
βnv
∫ t
0
Inh (u)S
n
v (u)
n
du
)
−Nn5
(
γnv
∫ t
0
Snv (u)du
)
,
(2.3)
Inv (t) = I
n
v (0) +N
n
4
(
βnv
∫ t
0
Inh (u)S
n
v (u)
n
du
)
−Nn6
(
γnv
∫ t
0
Inv (u)du
)
, (2.4)
where Nni , i = 1, 2, . . . , 6, are independent unit-rate Poisson processes, which are independent of
the initials Snh (0), I
n
h (0), S
n
v (0), and I
n
v (0).
We note that the host population size Snh (t) + I
n
h (t) is equal to n for all t ≥ 0, and the vector
population size Snv (t) + I
n
v (t) is a random variable. However, the expected vector population size
E(Snv (t) + Inv (t)) is equal to its initial value C0n for all t ≥ 0. The epidemic system can be
completely described by a 3-dimensional process (Inh , S
n
v , I
n
v ). From the formulation in (2.1) – (2.4),
it can be seen that (Inh , S
n
v , I
n
v ) is a continuous-time Markov chain (CTMC) with infinite state space
{0, 1, . . . , n}×N0×N0, where N0 is the set of non-negative integers. We also observe that once the
infection process (Inh , I
n
v ) reaches the state (0, 0), it will stay at (0, 0) forever, and the process S
n
v
will then become a linear birth and death process with equal birth and death rate γnv per individual.
Some long time properties of (Inh , S
n
v , I
n
v ) will be studied in Section 4.
2.2 Asymptotic scales
We consider two asymptotic scales as the host population size becomes large, i.e., n→∞. In Case
I, vectors and hosts evolve on the same scale, while in Case II, vectors evolve much faster than
hosts. More precisely, let βh, γh, βv, γv be positive constants. We have the following two cases.
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Case I: Both hosts and vectors evolve at rate O(1) as n→∞.
Host: βnh → βh, γnh → γh,
Vector: βnv → βv, γnv → γv.
Case II: Vectors evolve much faster at rate O(α(n)) and hosts evolve at rate O(1) as n→∞.
Host: βnh → βh, γnh → γh,
Vector:
βnv
α(n)
→ βv, γ
n
v
α(n)
→ γv,
where 0 < α(n)/
√
n→∞ and α(n)/n→ 0 as n→∞.
To understand the above scaling cases, let’s assume the time unit is one day. During one day,
we measure the transmission rate βnh and recovery rate γ
n
h for hosts, and transmission rate β
n
v and
equal birth and death rate γnv for vectors. Due to the interaction between hosts and vectors, as the
host population size n varies, these parameters also vary, and so we let the parameters depend on
n. The scaling Case I simply says as the host population size grows, these parameters approach
some steady values. Under Case II, we observe that the transmission rate βnv and the birth and
death rate γnv are much larger than the parameters for hosts, as n→∞. To understand the scaling
parameter α(n), one could sample a sequence of parameter estimates {(βnh , γnh , βnv , γnv )}Nn=n0 for
N − n0 different population sizes, and plot the ratio γnv /γnh as a function of n to observe the order
of α(n), because γnv /γ
n
h ≈ α(n)γh/γv. Mathematically, we require α(n)/
√
n→∞ and α(n)/n→ 0
as n→∞, e.g., α(n) = n2/3, to develop the scaling limith theorems.
2.3 Basic reproduction number
The basic reproduction number, R0, is defined as the expected number of secondary cases caused by
one infectious individual introduced into a susceptible population during his/her infectious period.
It is a measure of the success of an invasion into a population; if R0 > 1, a larger outbreak and
endemic is possible, whereas if R0 < 1, the infection will certainly die out in the long run. The
reproduction number of the VBD is defined in a similar way, and could depend on vector mortality
rate, pathogen development rate, and host competence and recovery rate (cf. Lord et al. (1996)).
Using next generation matrix approach (Van den Driessche and Watmough (2002)), it is straight
forward to compute the basic reproduction number, R0 for the deterministic counterpart of the
Model (2.1) – (2.4). The R0 is given as
R0 =
√(
βh
γv
)
·
(
C0n
n
βv
γh
)
.
We note that βh/γv represents the average number of newly infected host individuals produced
by a typical infectious vector during its mean survival time period, and C0βv/γh represents the
average number of newly infected vector individuals produced by a typical infectious host during
its mean infection time period. Thus, the basic reproduction number R0 (geometric mean) is the
average number of newly infected host individuals generated by a typical infectious host individual
via vector-host and host-vector transmissions.
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3 Model Simplifications: Fluid and Diffusion Approximations
The transient behavior of (Inh , S
n
v , I
n
v ) is rather complex and cannot be analyzed easily. In this sec-
tion, we simplify the orginal epidemic model by establishing the fluid and diffusion approximations
through scaling limit theorems for the system equations (2.1) – (2.4). We first consider the fluid
scaling, under which the processes are divided by the host population size n. These rescaled pro-
cesses are referred to as fluid scaled processes. Using FLLN methods, we establish the deterministic
limits of the fluid scaled processes in Theorems 3.1 and 3.3. These limits are called fluid limits, and
they capture the average behavior of the fluid scaled processes as the host population size grows to
infinity. To characterize the statistical fluctuations of the fluid scaled processes around their fluid
limits, we next study the difference between the fluid scaled processes and their fluid limits, which
we refer to as the deviation process. We show that the suitably scaled deviation processes converge
weakly to SDEs (see Theorems 3.6 and 3.7), which will be referred to as diffusion limits.
3.1 Fluid approximations
We define the following fluid scaled processes. For t ≥ 0,
S¯nh (t) =
Snh (t)
n
, I¯nh (t) =
Inh (t)
n
, S¯nv (t) =
Snv (t)
n
, I¯nv (t) =
Inv (t)
n
. (3.1)
In particular, for t ≥ 0, the quantities S¯nh (t) and I¯nh (t) represent the densities of susceptible and
infected host individuals at time t, respectively, and S¯nv (t) and I¯
n
v (t) represent the numbers of
susceptible and infected vectors per host at time t, respectively. We also observe that
I¯nh (t) + S¯
n
h (t) = 1, t ≥ 0. (3.2)
Thus, under the fluid scaling, the system can be completely described by (I¯nh , S¯
n
v , I¯
n
v ).
In the following, we present the fluid limits in both scaling cases. The stability properties of
the fluid limits are also studied. (The definitions of different stability concepts are provided in
Appendix A.) In Case I, as the host population size n→∞, the fluid scaled vector population size
S¯nv (t) + I¯
n
v (t) approaches the constant C0, and the system dimension is reduced to two.
Theorem 3.1. In Case I, assume that E[(I¯nh (0), I¯nv (0))− (ih(0), iv(0))]→ 0, as n→∞, for some
constant vector (ih(0), iv(0)) ∈ {(x, y) : 0 ≤ x ≤ 1, 0 ≤ y ≤ C0}. Then for any t ≥ 0,
E
[
sup
0≤s≤t
|(I¯nh (s), S¯nv (s), I¯nv (s))− (ih(s), sv(s), iv(s))|
]
→ 0, as n→∞,
where sv(t) = C0− iv(t), and (ih, iv) is the unique solution of the following ODEs with initial value
(ih(0), iv(0)). For t ≥ 0,
dih(t)
dt
= βhiv(t)(1− ih(t))− γhih(t), (3.3)
div(t)
dt
= βvih(t)(C0 − iv(t))− γviv(t). (3.4)
Theorem 3.2. The ODEs in (3.3) and (3.4) have two equilibrium points
Ef = (0, 0) and Ee =
(
C0βhβv − γhγv
C0βhβv + βvγh
,
C0βhβv − γhγv
βhβv + βhγv
)
,
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and
(i) the disease free equilibrium Ef is globally asymptotically stable when R0 ≤ 1, it is globally
exponenitally stable when R0 < 1, and it is unstable when R0 > 1;
(ii) when R0 > 1, the endemic equilibrium Ee is locally asymptotically stable, and it is globally
asymptotically stable when (ih(0), iv(0)) ∈ (0, 1]× (0, C0].
In Case II, the vectors evolve much faster than the hosts as n→∞. In fact, as n→∞, at each
time point t, the vectors stay in their equilibrium state, which depends on the state of the hosts
at t. Accordingly, the system state can be determined by the state of the hosts, and the system
dimension is reduced to one. To characterize the equlibrium state of (S¯nv , I¯
n
v ), we define for t ≥ 0
and a Borel set E ⊂ R2+, a measure Γn on [0, t]× E as follows:
Γn([0, t]× E) =
∫ t
0
1{(S¯nv (s),I¯nv (s))∈E}ds.
Theorem 3.3. Under Case II, assume that E[|(I¯nh (0), I¯nv (0))− (ih(0), iv(0))|]→ 0, as n→∞, for
some constant vector (ih(0), iv(0)) ∈ {(x, y, z) : 0 ≤ x ≤ 1, 0 ≤ y ≤ C0}. Then for any t ≥ 0,
E
[
sup
0≤s≤t
|I¯nh (s)− ih(s)|
]
→ 0, as n→∞,
where ih is the unique solution to the following ODE with initial value ih(0). For t ≥ 0,
dih(t)
dt
=
C0βhβvih(t)(1− ih(t))
βvih(t) + γv
− γhih(t). (3.5)
Furthermore, for E ∈ B(R2+),
Γn([0, t]× E)→
∫ t
0
1{( C0γv
βvih(t)+γv
,
C0βvih(t)
βvih(t)+γv
)
∈E
}ds. (3.6)
Theorem 3.4. The ODE in (3.5) has two equilibrium points
Ef = 0 and Ee =
C0βhβv − γhγv
C0βhβv + βvγh
,
and
(i) the disease free equilibrium Ef is globally asymptotically stable when R0 ≤ 1, it is globally
exponentially stable when R0 < 1, and it is unstable when R0 > 1;
(ii) when R0 > 1, the endemic equilibrium Ee is locally asymptotically stable, and it is globally
asymptotically stable when ih(0) ∈ (0, 1].
Remark 3.5.
(i) In scaling Case I, the hosts and vectors evolve at the same rate as n→∞ towards their fluid
limits defined in (3.3) and (3.4). The equilibrium points of these ODEs are derived by letting
the derivative on the LHS of (3.3) and (3.4) be 0, and solve βhi
∗
v(1 − i∗h) − γhi∗h = 0 and
βvi
∗
h(C0 − i∗v)− γvi∗v = 0 for (i∗h, i∗v).
8
(ii) In scaling Case II, the vectors have much shorter life cycles. From (3.6), in the fluid limit
at time t > 0, the vectors are in the quasi-equilibrium state ( C0γvβvih(t)+γv ,
C0βvih(t)
βvih(t)+γv
), which
depends on the state of the hosts ih(t).
3.2 Diffusion approximations
In this section, we characterize the statistical fluctuations of the fluid scaled processes around
their fluid limits that are developed in Section 3.1. To achieve this, we define the diffusion scaled
processes: For t ≥ 0,
Sˆnh (t) =
√
n(S¯nh (t)− sh(t)),
Iˆnh (t) =
√
n(I¯nh (t)− ih(t)),
Sˆnv (t) =
√
n(S¯nv (t)− sv(t)),
Iˆnv (t) =
√
n(I¯nv (t)− iv(t)).
(3.7)
From (3.2), and the fact that ih(t) + sh(t) = 1, we note that Iˆ
n
h (t) + Sˆ
n
h (t) = 0, and so it suffices
to study (Iˆnh , Sˆ
n
v , Iˆ
n
v ). Further noting that S
n
v (0) + I
n
v (0) = C0n and sv(t) + iv(t) = C0 for t ≥ 0, so
we have Sˆnv (0) + Iˆ
n
v (0) = 0.
Theorem 3.6. Consider Case I, and assume that (Iˆnh (0), Sˆ
n
v (0), Iˆ
n
v (0)) converges in distribution to
some random variable (Iˆh(0), Sˆv(0), Iˆv(0)) with Sˆv(0) + Iˆv(0) = 0, and that
√
n(βnh − βh)→ βˆh,
√
n(γnh − γh)→ γˆh,
√
n(βnv − βv)→ βˆv,
√
n(γnv − γv)→ γˆv. (3.8)
Then (Iˆnh , Sˆ
n
v , Iˆ
n
v ) converges in distribution to (Iˆh, Sˆv, Iˆv), where (Iˆh, Sˆv, Iˆv) is the unique solution
to the following SDEs: For t ≥ 0,
Iˆh(t) = Iˆh(0) +
∫ t
0
[βhsh(u)Iˆv(u)− (βhiv(u) + γh)Iˆh(u)]du+
∫ t
0
[βˆhiv(u)sh(u)− γˆhih(u)]du, (3.9)
+
∫ t
0
√
βhiv(u)sh(u) + γhih(u)dB1(u), (3.10)
Sˆv(t) = Sˆv(0) +
∫ t
0
[−βvsv(u)Iˆh(u)− βvih(u)Sˆv(u) + γv Iˆv(u)]du+
∫ t
0
[−βˆvih(u)sv(u) + γˆviv(u)]du,
+
∫ t
0
√
γv(C0 + sv(u))dB2(u)−
∫ t
0
√
βvih(u)sv(u)dB3(u),
Iˆv(t) = Iˆv(0) +
∫ t
0
[βvsv(u)Iˆh(u) + βvih(u)Sˆv(u)− γv Iˆv(u)]du+
∫ t
0
[βˆvih(u)sv(u)− γˆviv(u)]du
+
∫ t
0
√
βvih(u)sv(u)dB3(u) +
∫ t
0
√
γviv(u)dB4(u),
with Bi, i = 1, 2, 3, 4, being four independent standard Brownian motions, which are independent of
(Iˆh(0), Sˆv(0), Iˆv(0)).
Theorem 3.7. Consider Case II, and assume that Iˆnh (0) converges in distribution to some random
variable Iˆh(0), and that
√
n(βnh − βh)→ βˆh,
√
n(γnh − γh)→ γˆh,
√
n
(
βnv
α(n)
− βv
)
→ βˆv,
√
n
(
γnv
α(n)
− γv
)
→ γˆv. (3.11)
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Then Iˆnh converges weakly to Iˆh, where Iˆh is the unique solution of the following SDE: For t ≥ 0,
Iˆh(t) = Iˆh(0) +
∫ t
0
D(ih(u), Iˆh(u))du+
∫ t
0
√
βhi∗v(u)(1− ih(u)) + γhih(u) dB(u), (3.12)
with B being a standard Brownian motion independent of Iˆh(0), i
∗
v(t) =
C0βvih(t)
βvih(t)+γv
, and
D(ih(t), Iˆh(t))
= βˆhi
∗
v(t)(1− ih(t))− γˆhih(t)
+
βh(1− ih(t))(C0βˆvih(t)− βˆvih(t)i∗v(t)− γˆvi∗v(t))
βvih(t) + γv
+
((C0βhβv − γhγv)γv − (C0βhβv + γhβv)βvih(t)2 − 2(C0βhβv + γhβv)γvih(t))Iˆh(t)
(βvih(t) + γv)2
.
(3.13)
Remark 3.8.
(i) The assumptions in (3.8) and (3.11) say that the parameters associated with the host popula-
tion size, n, should converge to the steady values at the same rate as or faster than O(1/
√
n).
(ii) Comparing the diffusion limits Iˆh under the two different scaling cases in Theorems 3.6 and
3.7, we observe that the diffusion coefficients (i.e., the coefficients before the Brownian mo-
tions) in (3.10) and (3.12) are similar except that the equilibrium i∗v appears in (3.12) and
the regular fluid limit iv in (3.10). The diffusion coefficient is in this sense more complex in
Case I than in Case II. However, compared to (3.9) (Case I), the drift of Iˆh in (3.13) (Case
II) is more complex because it contains all the quasi-equilibrium information of Iˆv and Sˆv.
(iii) In Theorem 3.6, we observe that
Sˆv(t) + Iˆv(t) =
∫ t
0
√
γv(C0 + sv(u))dB2(u) +
∫ t
0
√
γviv(u)dB4(u),
which is normally distributed with mean 0 and variance
∫ t
0 [γv(C0 + sv(u)) + γviv(u)]du =
2γvC0t. From (4.5), below, we see that S
n
v (t) + I
n
v (t) ≈ n(sv(t) + iv(t)) +
√
n(Sˆv(t) + Iˆv(t)) =
C0n+
√
n(Sˆv(t) + Iˆv(t)). Thus S
n
v (t) + I
n
v (t) is approximately normally distributed with mean
C0n and variance 2nγvC0t.
4 Quasi-stationary distributions
There are many stochastic systems arising in epidemic modeling in which the disease eventually
dies out, yet appears to be persistent over any reasonable time scale. We are often interested in
such long time behavior of a stochastic epidemic process which has zero as an absorbing state for
the infected population, almost surely. The hitting time of this state, namely the extinction time,
can be large compared to the physical time and the population size can fluctuate for a large amount
of time before extinction actually occurs. This phenomenon can be understood by the study of
quasi-stationary distributions. The quasi-stationary distribution or conditional limiting distribution
has proved to be a powerful tool for describing properties of Markov population processes such as
recurrent epidemics as modeled in Darroch and Seneta (1965); Kryscio and Lefe´vre (1989). The
computation of these distributions is critical, as the expected time to extinction starting from
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quasi-stationarity and the critical community size for epidemic to die out within a specified time
for various ranges of R0 can also be then computed (cf. van Doorn and Pollett (2013); Mubayi
and Greenwood (2013)). In finite-state systems the existence of a quasi-stationary distributions is
guaranteed. However, in infinite-state systems this may not always be so (cf. Pollett (1995); van
Doorn and Pollett (2013); Champagnat and Villemonais (2016)).
In this section, novel results on long time properties of (Inh , S
n
v , I
n
v ), including quasi-stationarity,
are obtained for large n based on the fluid and diffusion approximations developed in Section 3.
For simplicity, we assume that βˆh = γˆh = βˆv = γˆv = 0 in (3.8) and (3.11), which happens when the
parameters associated with host population n converges to their limits faster than O(1/
√
n).
4.1 Case II
Let’s first study Case II, in which the system dimension is reduced to one, and it suffices to consider
the process Inh . From the diffusion scaling in (3.7), we have
Inh (t) = nih(t) +
√
nIˆnh (t).
Using the diffusion approximation developed in Theorem 3.7, we have for large n,
Inh (t) ≈ nih(t)︸ ︷︷ ︸
Fluid approximation
+
√
nIˆh(t),︸ ︷︷ ︸
Diffusion approximation
in distribution. (4.1)
The above approximation implies that the long time behavior of Inh can be studied through the
analysis of ih and Iˆh. The stability of the equilibrium points of ih is provided in Theorem 3.4. In
the following we study the distribution of Iˆh(t) for large enough t such that ih(t) is near its stable
equilibrium point.
Define for t ≥ 0,
C(t) =
(C0βhβv − γhγv)γv − (C0βhβv + γhβv)βvih(t)2 − 2(C0βhβv + γhβv)γvih(t)
(βvih(t) + γv)2
,
σ(t) =
√
βhi∗v(u)(1− ih(u)) + γhih(u),
where i∗v(t) =
C0βvih(t)
βvih(t)+γv
. Then Iˆh satisfies the following 1-dimensional linear SDE. For t ≥ 0,
dIˆh(t) = C(t)Iˆh(t)dt+ σ(t)dB(t). (4.2)
When R0 ≤ 1, the disease free equilibrium point 0 is globally asymptotically stable for the fluid
limit ih(t). Thus there exists t
∗ > 0 such that ih(t) ≈ 0 for t ≥ t∗ > 0. So when t ≥ t∗, we have
C(t) ≈ Cf = C0βhβv − γhγv
γv
≤ 0, σ(t) ≈ σf = 0,
and the SDE in (4.2) is reduced to be the following ODE
dIˆh(t) ≈ Cf Iˆh(t)dt.
Solving the above ODE, we have
Iˆh(t) ≈ eCf (t−t∗)Iˆh(t∗). (4.3)
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Thus when Cf < 0, i.e. R0 < 1, Iˆh(t) approaches 0 exponentially fast.
When R0 > 1, and ih(0) = Ee, where Ee is the endemic equilibrium point of the fluid limit
ih(t). Noting that E
e is globally asymptotically stable, it follows that ih(t) = E
e for t ≥ 0. Then
for t ≥ 0,
C(t) ≡ Ce = −(C0βhβv − γhγv)
βvi∗h + γv
< 0, σ(t) ≡ σe =
√
2γhi
∗
h, (4.4)
and the SDE in (4.2) is reduced to be the following homogeneous linear SDE:
dIˆh(t) = CeIˆh(t)dt+ σedB(t),
We also note that Iˆh is a one-dimensional Ornstein-Uhlenbeck process. Solving the above SDE, we
have
Iˆh(t) = e
CetIˆh(0) +
∫ t
0
eCe(t−s)σedB(s).
It follows that
Var(Iˆh(t)) = Var(e
CetIˆh(0)) + Var
(∫ t
0
eCe(t−s)σedB(s)
)
= e2CetVar(Iˆh(0)) +
∫ t
0
e2Ce(t−s)ds,
and the limiting covariance of Iˆh is then given by
Σ∗ ≡ lim
t→∞Var(Iˆh(t)) = limt→∞
∫ t
0
e2Ce(t−s)σ2eds = −
σ2e
2Ce
.
Conjecture 4.1. For large host population size n,
(i) when R0 < 1, it follows from (4.3) and Theorem 3.4 (i) that Inh (t) approaches 0 exponentially
fast as t→∞;
(ii) when R0 > 1, the quasi-stationary distribution of Inh can be approximated by a normal dis-
tribution with mean nEe and covarance matrix nΣ∗, where Ee = C0βhβv−γhγvC0βhβv+βvγh is the endemic
equilibrium point, and Σ∗ = − σ2e2Ce with Ce and σe defined in (4.4).
4.2 Case I
Case I is more complex than Case II since we need to study the 3-dimensional diffusion limit
(Iˆh, Sˆv, Iˆv). In particular, some results on matrix exponentials, which are provided in Appendix B,
are required to solve linear ODEs and SDEs.
From the diffusion scaling in (3.7), we have
(Inh (t), S
n
v (t), I
n
v (t)) = n(ih(t), sv(t), iv(t)) +
√
n(Iˆnh (t), Sˆ
n
v (t), Iˆ
n
v (t)).
Using the diffusion approximation developed in Theorem 3.6, we have for large n,
(Inh (t), S
n
v (t), I
n
v (t)) ≈ n(ih(t), sv(t), iv(t))︸ ︷︷ ︸
Fluid approximation
+
√
n(Iˆh(t), Sˆv(t), Iˆv(t)),︸ ︷︷ ︸
Diffusion approximation
in distribution. (4.5)
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The stability of the equilibrium points of (ih, sv, iv) is provided in Theorem 3.2. In the following
we focus on the limiting distribution of (Iˆh(t), Sˆv(t), Iˆv(t)).
For t ≥ 0, let
C(t) =
−(γh + βhiv(t)) 0 βhsh(t)−βvsv(t) −βvih(t) γv
βvsv(t) βvih(t) −γv
 ,
σ(t) =

√
βhiv(t)sh(t) + γhih(t) 0 0 0
0
√
γv(C0 + sv(t)) −
√
βvih(t)sv(t) 0
0 0
√
βvih(t)sv(t)
√
γviv(t)
 ,
B(t) =
(
B1(t), B2(t), B3(t), B4(t)
)′
,
and
Φ(t) = (Iˆh(t), Sˆv(t), Iˆv(t)).
Then the diffusion limit process Φ satisfies the following 3-dimensional linear SDE.
dΦ(t) = C(t)Φ(t)dt+ σ(t)dB(t). (4.6)
If R0 ≤ 1, then the disease free equilibrium point (0, C0, 0) is globally asymptotically stable for
the fluid limit (ih(t), sv(t), iv(t)). Thus there exists t
∗ > 0 such that (iu(t), sv(t), iv(t)) ≈ (0, C0, 0)
for t ≥ t∗ > 0. Then for t ≥ t∗,
C(t) ≈ Cf ≡
 −γh 0 βh−C0βv 0 γv
C0βv 0 −γv
 , σ(t) ≈ σf ≡
0 0 0 00 √2C0γv 0 0
0 0 0 0
 .
Thus, when t ≥ t∗, (Iˆh(t), Iˆv(t)) can be approximated by the following 2-dimensional homogeneous
linear ODE:
dIˆh(t) ≈ [−γhIˆh(t) + βhIˆv(t)]dt,
dIˆv(t) ≈ [C0βv Iˆh(t)− γv Iˆv(t)]dt.
Solving the ODE, we have the following approximation:
(Iˆh(t), Iˆv(t)) ≈ eC˜f (t−t∗)(Iˆh(t∗), Iˆv(t∗)), t ≥ t∗, (4.7)
where C˜f =
(−γh βh
C0βv −γv
)
. It can easily be seen that when R0 < 1, the matrix C˜f has two distinct
negative eigenvalues λf,1, and λf,2. Thus from (B.1), for t ≥ 0,
eC˜f t = [vf,1,vf,2]
(
eλf,1t 0
0 eλf,2t
)
[vf,1,vf,2]
−1, (4.8)
where vf,1,vf,2 are the eigenvectors corresponding to λf,1, λf,2. From (4.7) and (4.8), it follows
that when R0 < 1, (Iˆh(t), Iˆv(t)) approaches (0, 0) exponentially fast as t→∞.
When R0 > 1, and (ih(0), iv(0)) = Ee, where Ee is the endemic equilibrium point Ee of the
fluid limit (ih(t), iv(t)), which is globally asymptotically stable. Let i
e
h, i
e
v denote the components
of Ee, seh = 1− ieh, and sev = C0 − iev. Then (ih(t), sh(t), iv(t), sv(t)) = (ieh, seh, iev, sev) for t ≥ 0. Now
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for t ≥ 0,
C(t) ≡ Ce =
−(γh + βhiev) 0 βhseh−βvsev −βvieh γv
βvs
e
v βvi
e
h −γv
 (4.9)
σ(t) ≡ σe =
√βhievseh + γhieh 0 0 00 √γv(C0 + sev) −√βviehsev 0
0 0
√
βviehs
e
v
√
γviev
 . (4.10)
In this case, the solution of the SDE in (4.6) can be approximated by the following 3-dimensional
homogeneous linear SDE:
dΦ(t) = CeΦ(t)dt+ σedB(t). (4.11)
Now note that Φ is a three-dimensional Ornstein-Uhlenbeck process. Solving the above SDE, we
have the following approximation:
Φ(t) = exp{Cet}Φ(0) +
∫ t
0
exp{Ce(t− s)}σedB(s), t ≥ 0. (4.12)
The covariance of Φ(t) then has the following approximation:
Var(Φ(t)) = Var (exp{Cet}Φ(0)) + E
[(∫ t
0
exp{Ce(t− s)}σedB(s)
)2]
= exp{Cet}Var(Φ(0)) exp{Cet}′
+
∫ t
0
exp{Ce(t− s)}σeσe′ exp{Ce(t− s)}′ds.
(4.13)
We note that Ce has three distinct eigenvalues, of which one is equal to 0, and the other two are
negative. Denote by λe,1, and λe,2 the two negative eigenvalues. From (B.1), we have
eCet = [ve,0,ve,1,ve,2]
1 0 00 eλe,1t 0
0 0 eλe,2t
 [ve,0,ve,1,ve,2]−1, (4.14)
where ve,0,ve,1,ve,2 are the eigenvectors corresponding to 0, λ1, λ2.
Lemma 4.2. The variances of Iˆh(t), Sˆv(t), and Iˆv(t) approach ∞ as t→∞.
The above lemma implies that (Iˆh, Sˆv, Iˆv) has no quasi-stationary distribution, due to the
fact that the vector population size is not fixed; rather at time t, Snv (t) + I
n
v (t) is approximately
normally distributed with mean C0n and variance 2nγvC0t (see Remark 3.8 (i)), which results in
high variability of (Snv (t), I
n
v (t)) for large t. However, when the vector population size is fixed, it can
be shown that whenR0 > 1, (Inh , Inv ) admits a quasi-stationary distribution, which is approximately
normal with mean nEe and variance nΣ∗ given in (C.14) in Appendix C.
Conjecture 4.3. For large population size n,
(i) when R0 < 1, we get from (4.7) and Theorem 3.2 (i) that (Inh (t), Inv (t)) approaches 0 expo-
nentially fast as t→∞;
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(ii) when R0 > 1, for the epidemic model with fixed host population size and random vector
population size defined in (2.1) – (2.4), (Inh , I
n
v ) has no quasi-stationary distribution.
(iii) when R0 > 1, for the epidemic model with fixed host and vector population sizes defined in
(C.1) – (C.4), (Inh , I
n
v ) admits a quasi-stationary distribution, which can be approximated b a
normal distribution with mean nEe and variance nΣ∗ given in (C.14) in Appendix C.
5 Numerical experiments
In this section, we conduct numerical experiments to validate the approximations established for
quasi-stationary distributions.
Example 5.1. Let R0 > 1 and consider the scaling Case I. In this example, we compare the
simulated second moments of Iˆnh , Sˆ
n
v , and Iˆ
n
v with the second moments of Iˆh, Sˆv, and Iˆv, respectively,
and observe the behaviors of the moments as t→∞. We set the initial value of {(I¯nh (t), I¯nv (t)); t ≥
0} to be endemic equilibrium point
Ee =
(
C0βhβv − γhγv
C0βhβv + βvγh
,
C0βhβv − γhγv
βhβv + βhγv
)
.
Noting that Ee is globally asymptotically stable, the fluid limit (ih(t), iv(t)) = E
e for all t ≥ 0.
We let n = 10000, βnh = 0.2, β
n
v = 0.1, γ
n
h = 0.3, γ
n
v = 0.1, and C0 = 5.
(i) We consider the vector-borne SIS model defined in (2.1) – (2.4). We generate 50 sample
paths, and calculate the simulated second moments of Iˆnh , Sˆ
n
v , and Iˆ
n
v .
From the analysis in Section 4.2, (Iˆh(t), Sˆv(t), Iˆv(t)) satisfies the SDE (4.11), and its co-
variance matrix is given in (4.13). We also note that (Iˆh(0), Sˆv(0), Iˆv(0)) = 0, and from
(4.12), E[(Iˆh(t), Sˆv(t), Iˆv(t))] = (0, 0, 0). So the second moments of Iˆh, Sˆv, and Iˆv equal to
their variances.
From Figure 2, we see that the variances in (4.13) provide nice approximations for the second
moments of the pre-limits, and all variances increase as the time t increases, which valides
the conclusion that the system has no quasi-stationary (see Summary 4.3 (ii)).
(ii) We consider the vector-borne SIS model defined in (C.1) – (C.4). We generate 50 sample
paths, and calculate the simulated second moments of Iˆnh , and Iˆ
n
v .
From Appendix C, (Iˆh, Iˆv) satisfies the SDE (C.11), and its covariance matrix is given in
(C.13). From (C.12), it follows that E[(Iˆh(t), Iˆv(t))] = (0, 0), and the second moments of Iˆh
and Iˆv equal to their variances.
From Figure 3, we see that the variances in (C.13) provide nice approximations for the second
moments of the pre-limits, and all variances become stable as the time t increases, which
valides the conclusion that the system has a quasi-stationary (see Summary 4.3 (iii)).
Example 5.2. Let R0 > 1, and consider the scaling Case II. We study the behavior of the fluid
scaled processes in the system defined in (2.1) – (2.4). Let n = 100, βnh = 0.2, γ
n
h = 0.3, β
n
v = 0.1n
2
3 ,
γnv = 0.2n
2
3 and C0 = 5. Set (I¯
n
h (0), I¯
n
v (0)) =
(
C0βhβv−γhγv+1
C0βhβv+βvγh
, C0βhβv−γhγv+1βhβv+βhγv
)
, which is not equal
to either equilibrium point. We simulate 10 sample paths of I¯nh , and plot them together with the
fluid limit in Figure 4.
15
Figure 2: Simulated second moments of Iˆnh , Sˆ
n
v , and Iˆ
n
v , and the variance of Iˆh, Sˆv, and Iˆv for the
model (2.1) – (2.4).
Figure 3: Simulated second moments of Iˆnh , and Iˆ
n
v , and the variance of Iˆh, and Iˆv for the model
(2.1) – (2.4).
Figure 4: Fluid scaled Processes I¯nh and its fluid Limit ih under scaling Case II.
6 Discussion
Epidemic processes are essentially stochastic, but analyses of these stochastic models are often far
from straightforward. This paper provides novel analysis approaches of simple stochastic epidemic
models for vector-borne infectious diseases. Our approach uses several probabilistic and statistical
techniques to reduce the dimension of the system and develop important mathematical quantities
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for understanding disease outbreaks and persistence. Rather than focusing on any specific disease,
we instead rigorously analyzed a simple model and introduced several techniques that can be
potentially used to study more general and complex disease models. Techniques that are explained
here include martingales, scaling limit theorems, and quasi-stationary distributions. Specifically,
the vector-borne epidemic model is formulated as a multi-dimensional CTMC. Using the fluid and
diffusion approximations for CTMCs, efficient approximations of quasi-stationary distributions are
provided.
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A Appendix: Equilibrium points of Differential Equations
Consider a differential equation:
y′(t) = f(y), (A.1)
where f : RK → RK , and y ∈ RK . A point y0 ∈ RK is called an equilibrium point of (A.1) if
f(y0) = 0. An equilibrium point y0 is said to be stable if given  > 0 there is a δ > 0 such that for
every solution y of (A.1), when |y(0)− y0| < δ, we have ‖y(t)− y0‖ <  for all t > 0; it is said to be
locally asymptotically stable (LAS) if there exists a > 0 such that if ‖y(0)−y0‖ ≤ a, then y(t)→ y0
as t→∞; it is said to be globally asymptotically stable (GAS) if y(t)→ y0 as t→∞; it is globally
exponentially stable (GES) if y0 is GAS and there exists M,κ > 0 such that ‖y(t)− y0‖ ≤Me−κt;
it is said to be unstable if it is not stable. (See Chapter 1 in Perko (2013) for more detail.)
B Appendix: Matrix exponentials
The matrix exponential is a matrix function on square matrices. For a n× n square matrix A, the
exponential of A, denoted by eA or exp{A}, is defined as
eA =
∞∑
k=0
Ak
k!
.
It is easily seen that, for the special case when n = 1, the matrix exponential is reduced to be the
regular exponential.
For k × k square matrices with k distinct real eigenvalues λ1, . . . , λk, we have
eAt = [v1, . . . ,vk]
e
λ1t · · · 0
...
...
...
0 · · · eλkt
 [v1, . . . ,vk]−1, (B.1)
where v1, . . . ,vk are the eigenvectors corresponding to λ1, . . . , λk. (See Chapter 1 in Perko (2013)
for more detail.)
C Appendix: Vector-borne SIS with fixed vector population size
We consider a stochastic vector-borne SIS model, in which the population sizes of hosts and vectors
are assumed to be n and C0n, respectively, where C0 is some positive constant. The system
equations can by formulated by using independent unit rate Poisson processes Nni , i = 1, 2, 3, 4.
For t ≥ 0, we have
Snh (t) = S
n
h (0)−Nn1
(
βnh
∫ t
0
Inv (u)S
n
h (u)
n
du
)
+Nn2
(
γnh
∫ t
0
Inh (u)du
)
, (C.1)
Inh (t) = I
n
h (0) +N
n
1
(
βnh
∫ t
0
Inv (u)S
n
h (u)
n
du
)
−Nn2
(
γnh
∫ t
0
Inh (u)du
)
, (C.2)
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and
Snv (t) = S
n
v (0)−Nn3
(
βnv
∫ t
0
Inh (u)S
n
v (u)
n
du
)
+Nn4
(
γnv
∫ t
0
Inv (u)du
)
, (C.3)
Inv (t) = I
n
v (0) +N
n
3
(
βnv
∫ t
0
Inh (u)S
n
v (u)
n
du
)
−Nn4
(
γnv
∫ t
0
Inv (u)du
)
. (C.4)
We note that the epidemic system can be described by the 2-dimensional CTMC (Inh , I
n
v ) with a
finite state space {0, 1, . . . , n}×{0, 1, . . . , C0n}. Furthermore, (Inh , Inv ) has an absorbing state (0, 0),
and a unique stationary distribution δ(0,0).
We still consider the two scaling cases in Section 2.2, and the reproducation number is the same
as in Section 2.3. The fluid and diffusion approximations can be established similar to Theorems
3.1 – 3.4, 3.6, and 3.7. In particular, for both cases, the fluid limits of (Inh , I
n
v ) are the same as
Theorems 3.1 – 3.4. For Case II, the diffusion limit of Iˆnh is the same as Theorem 3.7. In the
following, we give the diffusion approximation under Case I.
Theorem C.1. Consider Case I, and assume that (Iˆnh (0), Iˆ
n
v (0)) converges in distribution to some
random variable (Iˆh(0), Iˆv(0)), and that
√
n(βnh − βh)→ βˆh,
√
n(γnh − γh)→ γˆh,
√
n(βnv − βv)→ βˆv,
√
n(γnv − γv)→ γˆv.
Then we have that (Iˆnh , Iˆ
n
v ) converges in distribution to (Iˆh, Iˆv), where (Iˆh, Iˆv) is the unique solution
to the following stochastic integral equations: For t ≥ 0,
Iˆh(t) = Iˆh(0) +
∫ t
0
βhsh(u)Iˆv(u)− (γh + βhiv(u))Iˆh(u) + βˆhiv(u)sh(u)− γˆhih(u) du
+
∫ t
0
√
βhiv(u)sh(u) + γhih(u) dB1(u),
Iˆv(t) = Iˆv(0) +
∫ t
0
βvsv(u)Iˆu(u)− (γv + βvih(u)) Iˆv(u) + βˆvih(u)sv(u)− γˆviv(u) du
+
∫ t
0
√
βvih(u)sv(u) + γviv(u) dB2(u),
with B1 and B2 being two independent standard Brownian motions.
We next study the quasi-stationary distribution of (Inh , I
n
v ) when R0 > 1. Using the fluid and
diffusion approximations, we have for large n,
(Inh (t), I
n
v (t)) ≈ n(ih(t), iv(t))︸ ︷︷ ︸
Fluid approximation
+
√
n(Iˆh(t), Iˆv(t)),︸ ︷︷ ︸
Diffusion approximation
in distribution.
For t ≥ 0, let
C(t) =
(−(γh + βhiv(t)) βhsh(t)
βvsv(t) − (γv + βvih(t))
)
, (C.5)
σ(t) =
(√
βhiv(t)sh(t) + γhih(t) 0
0
√
βvih(t)sv(t) + γviv(t)
)
, (C.6)
B(t) =
(
B1(t)
B2(t)
)
, (C.7)
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and
Iˆ(t) = (Iˆh(t), Iˆv(t)).
Then the diffusion limit process Iˆ satisfies the following 2-dimensional linear SDE:
dIˆ(t) = C(t)Iˆ(t)dt+ σ(t)dB(t). (C.8)
When R0 > 1 and (ih(0), iv(0)) = Ee, where Ee is the globally asymptotically stable endemic
equilibrium point of (ih(t), iv(t)). Then for t ≥ 0, (iu(t), iv(t)) = Ee, and it follows that
C(t) ≡ Ce =
(−(γh + βhiev) βhseh
βvs
e
v − (γv + βvieh)
)
, (C.9)
σ(t) ≡ σe =
(√
βhievs
e
h + γhi
e
h 0
0
√
βviehs
e
v + γvi
e
v
)
. (C.10)
The SDE in (C.8) can be simplified as the following 2-dimensional homogeneous linear SDE
dIˆ(t) = CeIˆ(t)dt+ σedB(t). (C.11)
Solving the above SDE, we have
Iˆ(t) = exp{Cet}Iˆ(0) +
∫ t
0
exp{Ce(t− s)}σedB(s), t ≥ 0, (C.12)
whose covariance matrix is given as
Var(Iˆ(t)) = exp{Cet}Var(Iˆ(0)) exp{Cet}′ +
∫ t
0
exp{Ce(t− s)}σeσe′ exp{Ce(t− s)}′ds. (C.13)
It can be seen that when R0 > 1, the matrix Ce has two distinct negative eigenvalues λ1 and λ2.
Thus, from (B.1), we have
Σ∗ ≡ lim
t→∞Var(Iˆ(t)) =
∫ ∞
0
exp{Ces}σeσe′ exp{Ces}′ds <∞. (C.14)
D Appendix: Proofs
We provide all the proofs in this section. The Poisson processes in our model (2.1) – (2.4) depend
on the parameter n, and the LLN and CLT results from Kurtz (1978) or Chapter 11 of Ethier and
Kurtz (1986) cannot be applied directly. To prove convergence in distribution for the sequences
of stochastic processes in Theorems 3.1, 3.3, 3.6 and 3.7, we first show the C-tightness of the
sequences, and then characterize the uniqueness of the weak limits.
Let (Ω,F ,P) be a complete probability space; all random variables and stochastic processes
described in this work are, without loss of generality, defined on this common probability space.
The following notation will be used. Let RK+ = {x ∈ RK : xi ≥ 0, i = 1, . . . ,K}. Denote by
D([0,∞),RK+ ) the space of right continuous functions with left limits (RCLL) from [0,∞) to RK+
equipped with the usual Skorohod topology, and C20(RK+ ) the space of twice differentiable bounded
functions from RK+ → R. A stochastic process X with values in RK will be regarded as a random
variable with values in D([0,∞),RK). A sequence of RCLL stochastic processes {Xn}n≥1 is said
to be C-tight if {Xn}n≥1 is tight and any weak limit has continuous sample paths. Convergence in
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distribution of random variables/stochastic processes Xn to X will be denoted as Xn ⇒ X.
The following theorem from Billingsley (1999) will be used in the proofs.
Theorem D.1 (Billingsley (1999)). The sequence of stochastic processes {Xn(t); t ≥ 0} in D([0,∞),RK)
is C-tight if and only if the following two conditions hold:
(i) For any T ≥ 0,
lim
a↑∞
P
(
sup
0≤t≤T
|Xn(t)| > a
)
= 0, n ≥ 1.
(ii) For any  > 0 and 0 ≤ t1 ≤ t2 <∞,
lim
δ↓0
lim sup
n→∞
P
(
sup
0≤t1≤t2≤t1+δ
|Xn(t2)−Xn(t1)| > 
)
= 0.
D.1 Proofs for Case I
In this section, we prove Theorems 3.1, 3.2, and 3.6 for scaling Case I.
Proof of Theorem 3.1. For the unit-rate Poisson processes Nni , define
N¯ni (t) =
1
n
Nni (nt), and N¯
n,c
i (t) =
1
n
[Nni (nt)− nt].
We first show the C-tightness of (I¯nh , S¯
n
v , I¯
n
v ). We observe that for t ≥ 0,
I¯nh (t) = I¯
n
h (0) + N¯
n
1
(
βnh
∫ t
0
I¯nv (u)S¯
n
h (u)du
)
− N¯n2
(
γnh
∫ t
0
I¯nh (u)du
)
,
S¯nv (t) = S¯
n
v (0) + N¯
n
3
(
γnv
∫ t
0
S¯nv (u) + I¯
n
v (u)du
)
− N¯n4
(
βnv
∫ t
0
I¯nh (u)S¯
n
v (u)du
)
− N¯n5
(
γnv
∫ t
0
S¯nv (u)du
)
,
I¯nv (t) = I¯
n
v (0) + N¯
n
4
(
βnv
∫ t
0
I¯nh (u)S¯
n
v (u)du
)
− N¯n6
(
γnv
∫ t
0
I¯nv (u)du
)
.
It suffices to show that the two conditions in Theorem D.1 hold for (I¯nh , S¯
n
v , I¯
n
v ). Noting that
I¯nh (t) ∈ [0, 1] for all t ≥ 0, we consider (S¯nv , I¯nv ), and observe that for t ≥ 0,
S¯nv (t) + I¯
n
v (t) = C0 + N¯
n
3
(
γnv
∫ t
0
S¯nv (u) + I¯
n
v (u)du
)
− N¯n5
(
γnv
∫ t
0
S¯nv (u)du
)
− N¯n6
(
γnv
∫ t
0
I¯nv (u)du
)
(D.1)
≤ C0 + N¯n3
(
γnv
∫ t
0
S¯nv (u) + I¯
n
v (u)du
)
+ N¯n5
(
γnv
∫ t
0
S¯nv (u)du
)
+ N¯n6
(
γnv
∫ t
0
I¯nv (u)du
)
. (D.2)
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It follows, from (D.1), that
E[S¯nv (t) + I¯nv (t)] = C0, (D.3)
and from (D.2), for T ≥ 0,
E
[
sup
0≤t≤T
(S¯nv (t) + I¯
n
v (t))
]
≤ C0 + 2γnv
∫ T
0
E[S¯nv (u) + I¯nv (u)]du = C0 + 2γnvC0T,
which implies that the condition in Theorem D.1 (i) holds. Next we show that the condition in
Theorem D.1 (ii) holds. We note that for δ > 0,
sup
|t−s|<δ
|(I¯nh (t), S¯nv (t), I¯nv (t))− (I¯nh (s), S¯nv (s), I¯nv (s))| ≤ (I) + (II) + (III) + 2(IV) + (V) + (VI),
where
(I) = sup
|t−s|<δ
∣∣∣∣N¯n1 (βnh ∫ t
0
I¯nv (u)S¯
n
h (u)du
)
− N¯n1
(
βnh
∫ s
0
I¯nv (u)S¯
n
h (u)du
)∣∣∣∣ ,
(II) = sup
|t−s|<δ
∣∣∣∣N¯n2 (γnh ∫ t
0
I¯nh (u)du
)
− N¯n2
(
γnh
∫ s
0
I¯nh (u)du
)∣∣∣∣ ,
(III) = sup
|t−s|<δ
∣∣∣∣N¯n3 (γnv ∫ t
0
S¯nv (u) + I¯
n
v (u)du
)
− N¯n3
(
γnv
∫ s
0
S¯nv (u) + I¯
n
v (u)du
)∣∣∣∣ ,
(IV) = sup
|t−s|<δ
∣∣∣∣N¯n4 (βnv ∫ t
0
I¯nh (u)S¯
n
v (u)du
)
− N¯n4
(
βnv
∫ s
0
I¯nh (u)S¯
n
v (u)du
)∣∣∣∣ ,
(V) = sup
|t−s|<δ
∣∣∣∣N¯n5 (γnv ∫ t
0
S¯nv (u)du
)
− N¯n5
(
γnv
∫ s
0
S¯nv (u)du
)∣∣∣∣ ,
(VI) = sup
|t−s|<δ
∣∣∣∣N¯n6 (γnv ∫ t
0
I¯nv (u)du
)
− N¯n6
(
γnv
∫ s
0
I¯nv (u)du
)∣∣∣∣ .
For (II), noting that 0 ≤ supt≥0 I¯nh (t) ≤ 1, it follows that
E[(II)] ≤ E
[
sup
|t−s|<δ
sup
0≤λ≤γnh
∣∣N¯n2 (λt)− N¯n2 (λs)∣∣
]
= E
[
sup
|t−s|<δ
sup
0≤λ≤γn
N¯n2 (λ|t− s|)
]
≤ E[N¯n2 (γnhδ)] = γnhδ. (D.4)
To continue, we note that from functional law of large numbers for Poisson processes, N¯ni converges
weakly to the identity map from [0,∞) to [0,∞), and thus it is certainly tight. Now for (III), we
have
lim
δ↓0
lim sup
n→∞
P((III) > )
= lim
K↑∞
lim
δ↓0
lim sup
n→∞
P
(
(III) > , sup
0≤u≤max{t,s}+δ
[S¯nv (t) + I¯
n
v (t)] ≤ K
)
+ lim
K↑∞
lim
δ↓0
lim sup
n→∞
P
(
(III) > , sup
0≤u≤max{t,s}+δ
[S¯nv (t) + I¯
n
v (t)] > K
)
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≤ lim
K↑∞
lim
δ↓0
lim sup
n→∞
P
(
sup
|t−s|<δ
sup
0≤λ≤γnvK
N¯n3 (λ|t− s|) > 
)
+ lim
K↑∞
lim
δ↓0
lim sup
n→∞
P
(
sup
0≤u≤max{t,s}+δ
[S¯nv (t) + I¯
n
v (t)] > K
)
≤ lim
K↑∞
lim
δ↓0
lim sup
n→∞
E[N¯n3 (γnvKδ)]

+ lim
K↑∞
lim
δ↓0
lim sup
n→∞
E[sup0≤u≤max{t,s}+δ(S¯nv (t) + I¯nv (t))]
K
= 0. (D.5)
Using similar arguments to those for (III), we can show that
lim
δ↓0
lim sup
n→∞
P((I) > ) = 0, (D.6)
lim
δ↓0
lim sup
n→∞
P((IV) > ) = 0, (D.7)
lim
δ↓0
lim sup
n→∞
P((V) > ) = 0, (D.8)
lim
δ↓0
lim sup
n→∞
P((VI) > ) = 0. (D.9)
The desired condition in Theorem D.1 (ii) follows from (D.4) – (D.9).
Let (ih, sv, iv) be a weak limit. Using the fact that N¯
n
i converges to the identity map from
[0,∞) to [0,∞), we see that (ih, iv) satisfies the ODE system defined by (3.3) and (3.4), and
sv(t) = C0 − iv(t) for t ≥ 0. Finally, since the ODEs (3.3) and (3.4) have a unique solution, we
conclude that (I¯nh , S¯
n
v , I¯
n
v ) converges to (ih, sv, iv) weakly. Lastly, we note that from (D.1), for t ≥ 0,
E
[
sup
0≤t≤T
(S¯nv (t) + I¯
n
v (t))
2
]
≤ 4C20 + 4E
[
N¯n3
(
γnv
∫ T
0
S¯nv (u) + I¯
n
v (u)du
)]2
+ 4E
[
N¯n5
(
γnv
∫ T
0
S¯nv (u)du
)]2
+ 4E
[
N¯n6
(
γnv
∫ T
0
I¯nv (u)du
)]2
= 4C20 + 8γ
n
v
∫ T
0
E[S¯nv (u) + I¯nv (u)]du
= 4C20 + 8γ
n
vC0T,
which implies the uniform integrability of (S¯nv , I¯
n
v ). It now follows that E[|(I¯nh , S¯nv , I¯nv )−(ih, sv, iv)|]→
0.
Proof of Theorem 3.2. We investigate the properties of the ODE system (3.3) and (3.4). Let Ω =
[0, 1] × [0, C0]. It can be easily verified that the set Ω is positively invariant for the system (3.3)
and (3.4), which says when (ih(0), iv(0)) ∈ Ω then (ih(t), iv(t)) ∈ Ω for any t ≥ 0. For (x, y) ∈ Ω,
let
f(x, y) = βhy(1− x)− γhx, (D.10)
g(x, y) = βvx(C0 − y)− γvy. (D.11)
Then
i′h(t) = f(ih, iv), i
′
v(t) = g(ih, iv).
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Noting that f and g are Lipschitz continous, the ODE system (3.3) and (3.4) has a unique solu-
tion. The equilibrium points Ef and Ee can be obtained by letting f(ih, iv) and g(ih, iv) equal
to 0, and solving the equations for (iu, iv). We next show the stability properties of E
f and
Ee. First, the locally asymptotic stability can be shown by linearizing f and g at the equalib-
rium point, and observing the eigenvalues of the corresponding Jacobian matrix. For the glob-
ally asymptotic stability of Ef . We consider the Lyapunov function L(ih, iv) = aih + biv, where
a, b are positive constants such that C0βv/γh ≤ a/b ≤ γv/βh. Then L is positive definite, and
L˙(ih, iv) = Lx(ih(t), iv(t))i
′
h(t) + Ly(ih(t), iv(t))i
′
v(t) is nonpositive, and is equal to 0 only when
(ih, iv) = E
f . From Lasalle’s theorem, Ef is globally asymptotically stable when R0 ≤ 1. When
R0 < 1, a and b can be chosen such that C0βv/γh < a/b < γv/βh, and then
L˙(ih, iv) = Lx(ih(t), iv(t))i
′
h(t) + Ly(ih(t), iv(t))i
′
v(t)
≤ (bC0βv − aγh)ih(t) + (aβh − bγv)iv(t)
≤ −αL(ih(t), iv(t)),
where α > 0 satisfies (C0βv + α)(βh + α) ≤ γhγv. Hence Ef is exponentially asymptotically stable
when R0 < 1. The global asymptotical stability of Ee follows from Theorem 2.1 in Beretta and
Capasso (1986). Adapting the notation from Beretta and Capasso (1986), for our system (3.3) and
(3.4), let
A =
(
0 −βh
−C0βv 0
)
, e =
(−γh
−γv
)
, B =
(
0 βh
C0βv 0
)
, c =
(
0
0
)
.
It can be verified that when W1,W2 > 0 satisfy
W1βh
(
1
i∗h
− 1
)
= W2C0βv
(
1
i∗v
− 1
)
,
then the matrix A + diag( 1i∗h
, 1i∗v
)B + diag(−βhivihi∗h ,−
C0βvih
ivi∗v
) is symmetric, and thus Theorem 2.1 in
Beretta and Capasso (1986) holds.
Proof of Theorem 3.6. For t ≥ 0, define
Nˆni (t) =
1√
n
(Nni (nt)− nt).
For t ≥ 0, we have that
Iˆnh (t) =
√
n(I¯nh (t)− ih(t))
= Iˆnh (0) +
√
n
(
N¯n1
(
βnh
∫ t
0
I¯nv (u)S¯
n
h (u)du
)
− βh
∫ t
0
iv(u)sh(u)du
)
−√n
(
N¯n2
(
γnh
∫ t
0
I¯nh (u)du
)
− γh
∫ t
0
ih(u)du
)
= Iˆnh (0) + Nˆ
n
1
(
βnh
∫ t
0
I¯nv (u)S¯
n
h (u)du
)
+
√
n
(
βnh
∫ t
0
I¯nv (u)S¯
n
h (u)du− βh
∫ t
0
iv(u)sh(u)du
)
− Nˆn2
(
γnh
∫ t
0
I¯nh (u)du
)
−√n
(
γnh
∫ t
0
I¯nh (u)du− γh
∫ t
0
ih(u)du
)
= Iˆnh (0) +M
n
1 (t) + βh
∫ t
0
S¯nh (u)Iˆ
n
v (u)du−
∫ t
0
(βhiv(u) + γh)Iˆ
n
h (u)du,
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where
Mn1 (t) = Nˆ
n
1
(
βnh
∫ t
0
I¯nv (u)S¯
n
h (u)du
)
− Nˆn2
(
γnh
∫ t
0
I¯nh (u)du
)
+
√
n(βnh − βh)
∫ t
0
I¯nv (u)S¯
n
h (u)du−
√
n(γnh − γh)
∫ t
0
I¯nh (u)du.
Similarly, we have for t ≥ 0,
Sˆnv (t) = Sˆ
n
v (0) +M
n
2 (t)− βv
∫ t
0
S¯nv (u)Iˆ
n
h (u)du− βv
∫ t
0
ih(u)Sˆ
n
v (u)du+ γv
∫ t
0
Iˆnv (u)du,
Iˆnv (t) = Iˆ
n
v (0) +M
n
3 (t) + βv
∫ t
0
S¯nv (u)Iˆ
n
h (u)du+ βv
∫ t
0
ih(u)Sˆ
n
v (u)du− γv
∫ t
0
Iˆnv (u)du,
where
Mn2 (t) = Nˆ
n
3
(
γnv
∫ t
0
S¯nv (u) + I¯
n
v (u)du
)
− Nˆn4
(
βnv
∫ t
0
I¯nh (u)S¯
n
v (u)du
)
− Nˆn5
(
γnv
∫ t
0
S¯nv (u)du
)
−√n(βnv − βv)
∫ t
0
I¯nh (u)S¯
n
v (u)du+
√
n(γnv − γv)
∫ t
0
I¯nv (u)du,
Mn3 (t) = Nˆ
n
4
(
βnv
∫ t
0
I¯nh (u)S¯
n
v (u)du
)
− Nˆn6
(
γnv
∫ t
0
I¯nv (u)du
)
+
√
n(βnv − βv)
∫ t
0
I¯nh (u)S¯
n
v (u)du−
√
n(γnv − γv)
∫ t
0
I¯nv (u)du.
We will verify the two conditions in Theorem D.1 to establish the tightness of (Iˆnh , Sˆ
n
v , Iˆ
n
v ). We first
note that from the functional central limit theorem for unit-rate Poisson processes, (Nˆn1 , . . . , Nˆ
n
6 )
converges to a 6-dimensional standard Brownian motion. From Theorem 3.1, and the random time
change theorem, we have that
(Mn1 ,M
n
2 ,M
n
3 )
′ ⇒ (W1,W2,W3)′, (D.12)
where
W1(t) =
∫ t
0
[βˆhiv(u)sh(u)− γˆhih(u)]du+
∫ t
0
[βhiv(u)sh(u) + γhih(u)]dB1(u), (D.13)
W2(t) =
∫ t
0
[−βˆvih(u)sv(u) + γˆviv(u)]du+ γv
∫ t
0
[C0 + sv(u)]dB2(u)
− βv
∫ t
0
ih(u)sv(u)dB3(u), (D.14)
W3(t) =
∫ t
0
[βˆvih(u)sv(u)− γˆviv(u)]du+ βv
∫ t
0
ih(u)sv(u)dB3(u) + γv
∫ t
0
iv(u)dB4(u), (D.15)
with Bi, i = 1, 2, 3, 4, independent standard Brownian motions, iv and iu defined by (3.3) and (3.4),
su = 1 − iu, and sv = 1 − iv. In particular (Mn1 ,Mn2 ,Mn3 ) satisfies the conditions inTheorem D.1
(i) and (ii). We next observe that for 0 ≤ t1 ≤ t2,
|(Iˆnh (t2), Sˆnv (t2), Iˆnv (t2))− (Iˆnh (t1), Sˆnv (t1), Iˆnv (t1))|
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≤
3∑
i=1
|Mni (t2)−Mni (t1)|+
∫ t2
t1
(βhih(u) + γh + 2βvS¯
n
v (u))|Iˆnh (u)|du
+
∫ t2
t1
2βvih(u)|Sˆnv (u)|du+
∫ t2
t1
(βhS¯
n
h (u) + 2γv)|Iˆnv (u)|du
≤
3∑
i=1
|Mni (t2)−Mni (t1)|+
∫ t2
t1
(2βh + 2βv + γv + 2γv + 2βvS¯
n
v (u))|(Iˆnh (u), Sˆnv (u), Iˆnv (u)|du.
Using Gronwall’s inequality, we have for T ≥ 0,
sup
0≤t≤T
|(Iˆnh (t), Sˆnv (t), Iˆnv (t))| ≤
(
|(Iˆnh (0), Sˆnv (0), Iˆnv (0))|+
3∑
i=1
sup
0≤t≤T
|Mni (t)|
)
× exp
{∫ T
0
(2βh + 2βv + γv + 2γv + 2βvS¯
n
v (u))du
}
.
Noting that E[sup0≤t≤T |S¯nv (t)− sv(t)|]→ 0, and supt≥0 sv(t) ≤ C0, we have that for any M > 0,
lim
M↑∞
P
(
sup
0≤t≤T
|(Iˆnh (t), Sˆnv (t), Iˆnv (t))| > M
)
= 0, (D.16)
which is essentially the condition in Theorem D.1 (i). Next for δ > 0,
sup
t1≤t2≤t1+δ
|(Iˆnh (t2), Sˆnv (t2), Iˆnv (t2))− (Iˆnh (t1), Sˆnv (t1), Iˆnv (t1))|
≤ sup
t1≤t2≤t1+δ
3∑
i=1
|Mni (t2)−Mni (t1)|
+ sup
t1≤u≤t1+δ
|(Iˆnh (u), Sˆnv (u), Iˆnv (u)|
∫ t1+δ
t1
(2βh + 2βv + γv + 2γv + 2βvS¯
n
v (u))du.
From (D.16), we have for any  > 0,
lim
δ↓0
lim sup
n→∞
P
(
sup
t1≤t2≤t1+δ
|(Iˆnh (t2), Sˆnv (t2), Iˆnv (t2))− (Iˆnh (t1), Sˆnv (t1), Iˆnv (t1))| > 
)
= 0. (D.17)
The C-tightness of (Iˆnh , Sˆ
n
v , Iˆ
n
v ) now follows from (D.16) and (D.17). Let (Iˆh, Sˆv, Iˆv) be any weak
limit, then it satisfies the following integral equations:
Iˆh(t) = Iˆh(0) +
∫ t
0
[βhsh(u)Iˆv(u)− (βhiv(u) + γh)Iˆh(u)]du+W1(t),
Sˆv(t) = Sˆv(0) +
∫ t
0
[−βvsv(u)Iˆh(u)− βvih(u)Sˆv(u) + γv Iˆv(u)]du+W2(t),
Iˆv(t) = Iˆv(0) +
∫ t
0
[βvsv(u)Iˆh(u) + βvih(u)Sˆv(u)− γv Iˆv(u)]du+W3(t),
where W1,W2, and W3 are defined in (D.13)–(D.15). Noting that sh, ih, sv, iv are all uniformly
bounded, from Oksendal (2003), there exists a unique solution to the above integral equations.
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The theorem follows.
D.2 Proofs for Case II
To prove the theorems (Theorems 3.3, 3.4, and 3.7) for Case II, we study the generators of the
Markov processes (I¯nh , S¯
n
v , I¯
n
v ). Recall that
I¯nh (t) = I¯
n
h (0) + N¯
n
1
(
βnh
∫ t
0
I¯nv (u)S¯
n
h (u)du
)
− N¯n2
(
γnh
∫ t
0
I¯nh (u)du
)
,
S¯nv (t) = S¯
n
v (0) + N¯
n
3
(
γnv
∫ t
0
S¯nv (u) + I¯
n
v (u)du
)
− N¯n4
(
βnv
∫ t
0
I¯nh (u)S¯
n
v (u)du
)
− N¯n5
(
γnv
∫ t
0
S¯nv (u)du
)
,
I¯nv (t) = I¯
n
v (0) + N¯
n
4
(
βnv
∫ t
0
I¯nh (u)S¯
n
v (u)du
)
− N¯n6
(
γnv
∫ t
0
I¯nv (u)du
)
.
Then for f ∈ C20(R3+), we have
f(I¯nh (t), S¯
n
v (t), I¯
n
v (t)) = f(I¯
n
h (0), S¯
n
v (0), I¯
n
v (0))
+
∫ t
0
[
f(I¯nh (u−) +
1
n
, S¯nv (u−), I¯nv (u−))− f(I¯nh (u−), S¯nv (u−), I¯nv (u−))
]
dNn1
(
nβnh
∫ u
0
I¯nv (τ)S¯
n
h (τ)dτ
)
+
∫ t
0
[
f(I¯nh (u−)−
1
n
, S¯nv (u−), I¯nv (u−))− f(I¯nh (u−), S¯nv (u−), I¯nv (u−))
]
dNn2
(
nγnh
∫ u
0
I¯nh (τ)dτ
)
+
∫ t
0
[
f(I¯nh (u−), S¯nv (u−) +
1
n
, I¯nv (u−))− f(I¯nh (u−), S¯nv (u−), I¯nv (u−))
]
dNn3
(
nγnv
∫ u
0
[S¯nv (τ) + I¯
n
v (τ)]dτ
)
+
∫ t
0
[
f(I¯nh (u−), S¯nv (u−)−
1
n
, I¯nv (u−))− f(I¯nh (u−), S¯nv (u−), I¯nv (u−))
]
dNn4
(
nβnv
∫ u
0
I¯nh (τ)S¯
n
v (τ)dτ
)
+
∫ t
0
[
f(I¯nh (u−), S¯nv (u−)−
1
n
, I¯nv (u−))− f(I¯nh (u−), S¯nv (u−), I¯nv (u−))
]
dNn5
(
nγnv
∫ u
0
S¯nv (τ)dτ
)
+
∫ t
0
[
f(I¯nh (u−), I¯nv (u−) +
1
n
)− f(I¯nh (u−), I¯nv (u−))
]
dNn4
(
nβnv
∫ u
0
I¯nh (u)S¯
n
v (τ)dτ
)
+
∫ t
0
[
f(I¯nh (u−), I¯nv (u−)−
1
n
)− f(I¯nh (u−), I¯nv (u−))
]
dNn6
(
nγnv
∫ u
0
I¯nv (τ)dτ
)
.
Define the following generators An1 ,An2 ,An3 and An,Bn for f ∈ C20(R3+), and (x1, x2, x3) ∈ R3+.
An1f(x1, x2, x3) = nβnhx3(1− x1)
[
f(x1 +
1
n
, x2, x3)− f(x1, x2, x3)
]
+ nγnhx1
[
f(x1 − 1
n
, x2, x3)− f(x1, x2, x3)
]
+ nγnv (x2 + x3)
[
f(x1, x2 +
1
n
, x3)− f(x1, x2, x3)
]
+ nβnv x1x2
[
f(x1, x2 − 1
n
, x3)− f(x1, x2, x3)
]
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+ nγnv x2
[
f(x1, x2 − 1
n
, x3)− f(x1, x2, x3)
]
+ nβnv x1x2
[
f(x1, x2x3 +
1
n
)− f(x1, x2, x3)
]
+ nγnv x3
[
f(x1, x2, x3 − 1
n
)− f(x1, x2, x3)
]
,
An2f(x1, x2, x3) = nβnhx3(1− x1)
[
f(x1 +
1
n
, x2, x3)− f(x1, x2, x3)
]
+ nγnhx1
[
f(x1 − 1
n
, x2, x3)− f(x1, x2, x3)
]
,
An3f(x1, x2, x3) = nγnv (x2 + x3)
[
f(x1, x2 +
1
n
, x3)− f(x1, x2, x3)
]
+ nβnv x1x2
[
f(x1, x2 − 1
n
, x3)− f(x1, x2, x3)
]
+ nγnv x2
[
f(x1, x2 − 1
n
, x3)− f(x1, x2, x3)
]
+ nβnv x1x2
[
f(x1, x2, x3 +
1
n
)− f(x1, x2, x3)
]
+ nγnv x3
[
f(x1, x2, x3 − 1
n
)− f(x1, x2, x3)
]
,
and
Anf(x1, x2, x3) = [βnhx3(1− x1)− γnhx1]
∂f
∂x1
(x1, x2, x3), (D.18)
Bnf(x1, x2, x3) = 1
α(n)
[γnv x3 − βnv x1x2]
∂f
∂x2
(x1, x2, x3) (D.19)
+
1
α(n)
[βnv x1x2 − γnv x3]
∂f
∂x3
(x1, x2, x3). (D.20)
Then from Taylor expansion, we have for f ∈ C20 (R3+),
An1f(x1, x2, x3) = Anf(x1, x2, x3) + α(n)Bnf(x1, x2, x3) +O(n−1) +O(α(n)/n). (D.21)
An2f(x1, x2, x3) = Anf(x1, x2, x3) +O(n−1), (D.22)
An3f(x1, x2, x3) = α(n)Bnf(x1, x2, x3) +O(α(n)/n). (D.23)
Proof of Theorems 3.3 and 3.4. The main idea is adapted from Theorem 2.1 in Kurtz (1992). We
first define the following σ-field: For t ≥ 0,
Fnt = σ(Nni (s), i = 1, . . . , 6, Inh (s), Snv (s), Inv (s); s ≤ t).
From (D.3), we have that for t ≥ 0,
E[S¯nv (t) + I¯nv (t)] = C0.
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We next observe that S¯nv + I¯
n
v is a {Ft} martingale, and
E[〈S¯nv + I¯nv 〉t] =
2γnv
n
∫ t
0
E[S¯nv (u) + I¯nv (u)]du→ 0.
From the martingale central limit theorem, we have that
S¯nv + I¯
n
v ⇒ C0. (D.24)
We next establish the relative compactness of Γn. From (D.3) and the Markov inequality, we have
for t ≥ 0 and L > 0,
E[Γn([0, t]× [0, L]× [0, L])] =
∫ t
0
P(S¯nv (s) ≤ L, I¯nv (s) ≤ L)ds
≥
∫ t
0
P(S¯nv (s) + I¯nv (s) ≤ L)ds
= t−
∫ t
0
P(S¯nv (s) + I¯nv (s) > L)ds
≥ t
(
1− C0
L
)
,
which implies that for each t ≥ 0 and  > 0, there exists a compact set K ∈ B(R2+) such that
inf
n
E[Γn([0, t]×K)] ≥ (1− )t.
Then, from Lemma 1.3 in Kurtz (1992), {Γn}n≥1 is relatively compact. We next show the tightness
of {I¯nh}. For t ≥ 0, define
Mn(t) = I¯nh (t)− I¯nh (0)− βnh
∫ t
0
I¯nv (u)S¯
n
h (u)du+ γ
n
h
∫ t
0
I¯nh (u)du. (D.25)
Then Mn is a martingale, and
〈Mn〉t = β
n
h
n
∫ t
0
I¯nv (u)S¯
n
h (u)du+
γnh
n
∫ t
0
I¯nh (u)du→ 0,
which yields that Mn ⇒ 0. From (D.25), we have
I¯nh (t) = I¯
n
h (0) +
∫ t
0
[βnh I¯
n
v (u)S¯
n
h (u)− γnh I¯nh (u)]du−Mn(t).
We note that there exists a positive constant c1 such that∫ t
0
E|βnh I¯nv (u)S¯nh (u)− γnh I¯nh (u)|du ≤ c1t.
Then both conditions in Theorem D.1 can be verified easily, and it follows that I¯nh is C-tight. Thus
{(I¯nh ,Γn)} is relatively compact. Now, let (I¯h, Γ¯) be a limit point along a subsequence {n′}. Note
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that for f ∈ C20 (R2+),
f(S¯nv (t), I¯
n
v (t))− f(S¯nv (0), I¯nv (0))−
∫ t
0
An3f(I¯nh (u), S¯nv (u), I¯nv (u))du
= f(S¯nv (t), I¯
n
v (t))− f(S¯nv (0), I¯nv (0))−
∫ t
0
∫
R2+
An3f(I¯nh (u), y)Γn(du× dy),
which is a martingale. Dividing it by α(n′) and letting n′ →∞, we have∫
[0,t]
∫
R2+
Bf(I¯h(u), y)Γ¯(du× dy) (D.26)
is a local martingale, where for f ∈ C20(R2+),
Bf(x1, x2, x3) = [γvx3 − βvx1x2] ∂f
∂x2
(x2, x3) + [βvx1x2 − γvx3] ∂f
∂x3
(x2, x3). (D.27)
From Lemma 1.4 in Kurtz (1992), there exists a P(R2+)-valued process γ such that for any mea-
surable function l : [0,∞)× R2+ → R,∫
[0,t]
∫
R2+
l(s, y)Γ¯(ds× dy) =
∫ t
0
∫
R2+
l(s, y)γs(dy)ds, t ≥ 0.
Thus from (D.26) for all t ≥ 0, and f ∈ C20 (R2+), we have∫
[0,t]
∫
R2+
Bf(I¯h(u), y)Γ¯(du× dy) =
∫ t
0
∫
R2+
Bf(I¯h(u), y)γu(dy)du = 0, (D.28)
where the last equality follows from the fact that (D.26) is a the local martingale that is continuous
and of bounded variation. Consequently, we have for a.e. t,∫
R2+
Bf(I¯h(t), y)γt(dy) = 0.
Then, from (D.27), we have for a.e. t,
0 =
∫
R2+
Bf(I¯h(t), x)γt(dx)
=
∫
R2+
[γvx3 − βv I¯nh (t)x2]
∂f
∂x2
(x2, x3) + [βv I¯
n
h (t)x2 − γvx3]
∂f
∂x3
(x2, x3)γt(dx2 × dx3). (D.29)
For a given x1 ∈ R+, let
f(x2, x3) = γv
x23
2
− βvx1x
2
2
2
.
Putting the above f into (D.29), we have for any f ∈ C20(R+) and a.e. t,∫
R2+
[βv I¯h(t)x2 − γvx3]2γt(dx2 × dx3) = 0. (D.30)
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Combining (D.24) and (D.30), we have for a.e. t,
γt(dx2 × dx3) = δ( C0γv
βvI¯h(t)+γv
,
C0βvI¯
n
h
(t)
βvI¯h(t)+γv
)(dx2 × dx3). (D.31)
We next note that for g ∈ C20 (R+),
g(I¯nh (t))− g(I¯nh (0))−
∫
[0,t]
∫
R2+
Ang(I¯nh (u), y)Γn(du× dx) (D.32)
is a martingale. Letting n′ →∞, we have that
g(I¯h(t))− g(I¯h(0))−
∫
[0,t]
∫
R2+
Ag(I¯h(u), y)Γ¯(du× dx) (D.33)
is a local martingale, where for (x1, x2, x3) ∈ R2+,
Ag(x1, x2, x3) = lim
n→∞A
ng(x1, x2, x3) = [βhx3(1− x1)− γhx1]g′(x1).
From (D.31), we have that for g ∈ C2c (R+),
g(I¯h(t))− g(I¯h(0))−
∫ t
0
Ag
(
I¯u(u),
C0γv
βv I¯h(u) + γv
,
C0βv I¯h(u)
βv I¯h(u) + γv
)
du
is a local martingale. Let g be the identity function, then
I¯h(t)− I¯h(0)−
∫ t
0
(
C0βhβv I¯h(u)(1− I¯h(u))
βv I¯h(u) + γv
− γhI¯h(u)
)
du
is a martingale. Finally, noting that the above maringale is continuous and of bounded variation,
it must be 0. Thus we have shown that
I¯h(t) = I¯h(0) +
∫ t
0
(
C0βhβv I¯h(u)(1− I¯h(u))
βv I¯h(u) + γv
− γhI¯h(u)
)
du.
It can be verified, in the same way as in the proof of Theorem 3.1, that the above system has a
unique solution. Define
h(x) =
C0βhβvx(1− x)
βvx+ γv
− γhx, x ∈ [0, 1].
The locally asymptotic stability can be shown using linearization. For the global and exponential
asymtotic stability, we can use the Lyapunov function L(ih) = ih for E
e and L(ih) = ih − i∗h −
i∗h log(ih/i
∗
h) for E
f .
Proof of Theorem 3.7. Let f(x1, x2) = x1 and F
n(x1, x3) = β
n
hx3(1− x1)− γnhx1. We observe that
Mn1 (t) := I¯
n
h (t)− I¯nh (0)−
∫ t
0
Fn(I¯nh (u), I¯
n
v (u))du
is a martingale. Therefore,
Iˆnh (t) :=
√
n(I¯nh (t)− ih(t)) =
√
nI¯nh (0) +
√
nMn1 (t) +
√
n
∫ t
0
Fn(I¯nh (u), I¯
n
v (u))du−
√
nih(t).
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Let
F (x1, x3) = lim
n→∞F
n(x1, x3) = βhx3(1− x1)− γhx1,
F ∗(x1) = F (x1, C0βvx1/(βvx1 + γv)),
F¯ (x1, x3) = F (x1, x3)− F ∗(x1) = βh(1− x1)
[
x3 − C0βvx1
βvx1 + γv
]
.
Define
h(x1, x3) = −βhx3(1− x1)
βvx1 + γv
,
and let h˜n = h/α(n). Then
Mn2 (t) := h˜
n(I¯nh (t), I¯
n
v (t))− h˜n(I¯nh (0), I¯nv (0))−
∫ t
0
An1 h˜n(I¯nh (u), I¯nv (u))du
is a martingale. Thus∫ t
0
F (I¯nh (u), I¯
n
v (u))du
=
∫ t
0
F ∗(I¯nh (u))du+
∫ t
0
F¯ (I¯nh (u), I¯
n
v (u))du
=
∫ t
0
F ∗(I¯nh (u))du+
∫ t
0
An1 h˜n(I¯nh (u), I¯nv (u))du+
∫ t
0
[F¯ (I¯nh (u), I¯
n
v (u))−An1 h˜n(I¯nh (u), I¯nv (u))]du
=
∫ t
0
F ∗(I¯nh (u))du−Mn2 (t) + [h˜n(I¯nh (t), I¯nv (t))− h˜n(I¯nh (0), I¯nv (0))]
+
∫ t
0
[F¯ (I¯nh (u), I¯
n
v (u))−An1 h˜n(I¯nh (u), I¯nv (u))]du.
From (3.5), ih(t) =
∫ t
0 F
∗(ih(u))du. Hence we have
Iˆnh (t) = Iˆ
n
h (0) +
√
nMn1 (t)−
√
nMn2 (t) +
∫ t
0
√
n[Fn(I¯nh (u), I¯
n
v (u))− F (I¯nh (u), I¯nv (u))]du
+
∫ t
0
√
n[F ∗(I¯nh (u))− F ∗(ih(u))]du+
√
n[h˜n(I¯nh (t), I¯
n
v (t))− h˜n(I¯nh (0), I¯nv (0))]
+
√
n
∫ t
0
[F¯ (I¯nh (u), I¯
n
v (u))−An1 h˜n(I¯nh (u), I¯nv (u))]du.
Let
Mˆni (t) =
√
nMni (t), i = 1, 2.
We next observe that for t ≥ 0,
[Mˆn1 , Mˆ
n
1 ]t =
1
n
[
Nn1
(
nβnh
∫ t
0
I¯nv (u)S¯
n
h (u)du
)
+Nn2
(
nγnh
∫ t
0
I¯nh (u)du
)]
.
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Therefore, we have from similar arguments made in the proof of Theorem 3.3,
[Mˆn1 , Mˆ
n
1 ]t → βh
∫ t
0
i∗v(u)(1− ih(u))du+ γh
∫ t
0
ih(u)du,
where i∗v(u) =
C0βvih(u)
βvih(u)+γv
for u ≥ 0, and so
Mˆn1 ⇒
∫ t
0
√
βhi∗v(u)(1− ih(u)) + γhih(u) dB(u), (D.34)
where B is a standard Brownian motion. Now consider Mˆn2 . We have
[Mˆn2 , Mˆ
n
2 ]t
= n
∫ t
0
[
h˜n(I¯nh (u−) +
1
n
, I¯nv (u−))− h˜n(I¯nh (u−), I¯nv (u−))
]2
dNn1
(
nβnh
∫ u
0
I¯nv (v)S¯
n
h (v)dv
)
+ n
∫ t
0
[
h˜n(I¯nh (u−)−
1
n
, I¯nv (u−))− h˜n(I¯nh (u−), I¯nv (u−))
]2
dNn2
(
nγnh
∫ u
0
I¯nh (v)dv
)
+
1
nα(n)2
∫ t
0
[
βh(1− I¯nh (u))
βvx1 + γv
]2
dNn4
(
nβnv
∫ u
0
I¯nh (v)S¯
n
v (v)dv
)
+
1
nα(n)2
∫ t
0
[
βh(1− I¯nh (u))
βvx1 + γv
]2
dNn6
(
nγnv
∫ u
0
I¯nv (v)dv
)
→ 0,
which implies that
Mˆn2 ⇒ 0. (D.35)
Next, using Theorem 3.3, we observe that∫ t
0
√
n[Fn(I¯nh (u), I¯
n
v (u))− F (I¯nh (u), I¯nv (u))]du→
∫ t
0
βˆhi
∗
v(u)(1− ih(u))− γˆhih(u)du, (D.36)
and
√
n[h˜n(I¯nh (t), I¯
n
v (t))− h˜n(I¯nh (0), I¯nv (0))]→ 0, (D.37)
and
√
n
∫ t
0
[F¯ (I¯nh (u), I¯
n
v (u))−An1 h˜n(I¯nh (u), I¯nv (u))]du
=
√
n
∫ t
0
[F¯ (I¯nh (u), I¯
n
v (u))−Anh˜n(I¯nh (u), I¯nv (u))− Bnh(I¯nh (u), I¯nv (u))−O(n−1)]du
= O(1/
√
n))−
√
n
α(n)
∫ t
0
Anh(I¯nh (u), I¯nv (u))du
+
√
n
[∫ t
0
βh(1− I¯nh (u))
[
I¯nv (u)−
C0βv I¯
n
h (u)
βv I¯nh (u) + γv
]
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+ βh(1− I¯nh (u))
C0β
n
v I¯
n
h (u)− (βnv I¯nh (u) + γnv )I¯nv (u)
α(n)(βv I¯nh (u) + γv)
du
]
→
∫ t
0
βh(1− I¯nh (u))(C0βˆvih(u)− βˆvih(u)i∗v(u)− γˆvi∗v(u))
βvih(u) + γv
du. (D.38)
At last, we note that∫ t
0
√
n[F ∗(I¯nh (u))− F ∗(ih(u))]du
=
∫ t
0
Gγv Iˆ
n
h (u)−Hβv I¯nh (u)ih(u)Iˆnh (u)−Hγv(I¯nh (u) + ih(u))Iˆnh (u)
(βv Iˆnh (u) + γv)(βvih(u) + γv)
du,
where G = C0βhβv − γhγv and H = C0βhβv + γhβv. We can show the C-tightness of Iˆnh following
similar steps to those in the proof of Theorem 3.6. Let Iˆh be a weak limit of Iˆ
n
h . Then
Iˆh(t) = Iˆh(0) +
∫ t
0
√
βhi∗v(u)(1− ih(u)) + γhih(u) dB(u) +
∫ t
0
D(ih(u), Iˆh(u))du,
where
D(ih(u), Iˆh(u)) = βˆhi
∗
v(u)(1− ih(u))− γˆhih(u)
+
βh(1− ih(u))(C0βˆvih(u)− βˆvih(u)i∗v(u)− γˆvi∗v(u))
βvih(u) + γv
+
(Gγv −Hβvih(u)2 − 2Hγvih(u))Iˆh(u)
(βvih(u) + γv)2
.
D.3 Proof of Lemma 4.2
We study the eigenvalues and eigenvectors of Ce. The right eigenvector corresponding to the
eigenvalue 0 can be taken to be
ve,0 = (u1, u2, u3)
′,
where u1, u2, u3 are positive and satisfy the linear equations −(γh + βhiev)u1 + βhsehu3 = 0 and
−βvsevu1 − βviehu2 + γvu3 = 0. We next note that the two negative eigenvalues are the same as the
eigenvalues of (C.9). Denote by (v11, v21)
′ and (v12, v22)′ the right eigenvectors corresponding to
the eigenvalues λe,1 and λe,2 for (C.9). It then follows that (v11,−v21, v21)′ and (v12,−v22, v22)′ are
the right eigenvectors corresponding to the eigenvalues λe,1 and λe,2 for Ce in (4.9). From (4.14),
we have
eCet =
u1 v11 v12u2 −v21 −v22
u3 v21 v22
1 0 00 eλe,1t 0
0 0 eλe,2t
u1 v11 v12u2 −v21 −v22
u3 v21 v22
−1 .
We next write (
v11 v12
v21 v22
)−1
=
(
a11 a12
a21 a22
)
.
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It follows that u1 v11 v12u2 −v21 −v22
u3 v21 v22
−1 =
 0 1u2+u3 1u2+u3a11 −a11u1+a12u3u2+u3 −a11u1−a12u2u2+u3
a21 −a21u1+a22u3u2+u3 −a21u1−a22u2u2+u3
 ,
and eCet =0 u1/(u2 + u3) u1/(u2 + u3)0 u2/(u2 + u3) u2/(u2 + u3)
0 u3/(u2 + u3) u3/(u2 + u3)

+
 v11a11eλe,1t + v12a21eλe,2t v11b1eλe,1t + v12b2eλe,2t v11b3eλe,1t + v12b4eλe,2t−v21a11eλe,1t − v22a21eλe,2t −v21b1eλe,1t − v22b2eλe,2t −v21b3eλe,1t − v22b4eλe,2t
v21a11e
λe,1t + v22a21e
λe,2t v21b1e
λe,1t + v22b2e
λe,2t v21b3e
λe,1t + v22b4e
λe,2t
 ,
where b1 = −(u1a11+a12u3)/(u2+u3), b2 = −(u1a21+u3a22)/(u2+u3), b3 = −(u1a11−u2a12)/(u2+
u3), and b4 = −(u1a21 − u2a22)/(u2 + u3). It follows from (4.13) that the variances of Iˆh(t), Sˆv(t),
and Iˆv(t) approach ∞ as t→∞.
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E Appendix: Notation
Parameter Definition
n Size of host population.
C0 Multiple by which vector population scale to host population.
βnh Disease transmission rate to hosts from a typical infecious vector.
γnh Recovery rate of a typical infected host.
βh limn→∞ βnh .
γh limn→∞ γnh .
βˆh limn→∞
√
n(βnh − βh).
γˆh limn→∞
√
n(γnh − γh).
βnv Disease transmission rate to vectors from a typical infecious host.
γnv Equal birth and death rate of a vector.
Parameter scale of Case I: Both hosts and vectors evolve at rate O(1) as n→∞.
βv limn→∞ βnv .
γv limn→∞ γnv .
βˆv limn→∞
√
n(βnv − βv).
γˆv limn→∞
√
n(γnv − γv).
Parameter scale of Case II: Vectors evolve much faster at rate O(α(n)) and hosts evolve at
rate O(1) as n → ∞, where α(n)/n → 0 and α(n)/√n → ∞ as
n→∞.
βv limn→∞
βnv
α(n) .
γv limn→∞
γnv
α(n) .
βˆv limn→∞
√
n( β
n
v
α(n) − βv).
γˆv limn→∞
√
n( γ
n
v
α(n) − γv).
Table 1: Parameters
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Variable/ Process Definition
Snh (t) Number of susceptible hosts at time t when the total host popu-
lation size is n.
Inh (t) Number of infectious hosts at time t when the total host popula-
tion size is n.
Snv (t) Number of susceptible vectors at time t when the total host pop-
ulation size is n.
Inv (t) Number of infectious vectors at time t when the total host popu-
lation size is n.
S¯nh (t) =
Snh (t)
n Ratio of susceptible hosts at time t to the host population size.
I¯nh (t) =
Inh (t)
n Ratio of infectious hosts at time t to the host population size.
S¯nv (t) =
Snv (t)
n Ratio of susceptible vectors at time t to the host population size.
I¯nv (t) =
Inv (t)
n Ratio of infectious vectors at time t to the host population size.
sh(t) Weak limit of S¯
n
h (t) as the host population size n→∞.
inh(t) Weak limit of I¯
n
h (t) as the host population size n→∞.
snv (t) Weak limit of S¯
n
v (t) as the host population size n→∞.
inv (t) Weak limit of I¯
n
v (t) as the host population sizen→∞.
Sˆnh (t) =
√
n(S¯nh (t)− sh(t)) Scaled deviation of S¯nh (t) from its limit sh(t).
Iˆnh (t) =
√
n(I¯nh (t)− ih(t)) Scaled deviation of I¯nh (t) from its limit ih(t).
Sˆnv (t) =
√
n(S¯nv (t)− sv(t)) Scaled deviation of S¯nv (t) from its limit sv(t).
Iˆnv (t) =
√
n(I¯nv (t)− iv(t)) Scaled deviation of I¯nv (t) from its limit iv(t).
Sˆh(t) Weak limit of Sˆ
n
h (t) as the host population size n→∞.
Iˆh(t) Weak limit of Iˆ
n
h (t) as the host population size n→∞.
Sˆv(t) Weak limit of Sˆ
n
v (t) as the host population size n→∞.
Iˆv(t) Weak limit of Iˆ
n
v (t) as the host population size n→∞.
Nni ; i = 1, 2, 3, 4 Independent rate-1 Poisson processes when the total host popu-
lation size is n.
Table 2: Processes
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