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Algoritemska prepoznava mikro obraznih izrazov je aktualno raziskovalno področje,
ki združuje panoge strojnega vida, strojnega učenja in psihologije. V delu se pri-
bližamo definiciji mikro obraznega izraza in opišemo težavnosti razbiranja izraza iz
video zapisa. Naredimo pregled literature povezane z raziskovanjem mikro obraznih
izrazov ter podatkovnih množic, ki so uporabljene v raziskavah. Prvotne metode za
algoritemsko razbiranje mikro obraznih izrazov so klasične metode strojnega vida,
v zadnjem času pa so ob vsesplošni popularnosti vse pogosteje za tovrstne namene
uporabljene globoke nevronske mreže.
Namen magistrskega dela je pregled in primerjalna analiza zmogljivosti metod za
prepoznavo in klasifikacijo mikro obraznih izrazov. Primerjalno analizo bomo izvedli
empirično, v skladu z dobrimi praksami učenja modelov strojnega učenja in rezultate





Mikro obrazni izrazi so kratke in subtilne obrazne mimike, ki jih ne znamo kontro-
lirati z živčnim sistemom. Posledično pojavitev takšnih mimik lahko med drugim
kaže na zakrivanje iskrenih čustev. Analiza mikro obraznih izrazov najde uporabno
vrednost predvsem v aplikacijah znotraj javnega varstva in klinične medicine. Raz-
iskave in razvoj sistemov za prepoznavo in klasifikacijo mikro obraznih izrazov se
osredotočajo na avtomatsko, algoritemsko prepoznavo, saj so takšni izrazi težki za
prepoznavo s prostim očesom in večkrat ostanejo neopaženi. V tem magistrskem delu
naredim pregled nekaterih metod globokega učenja za klasifikacijo mikro obraznih
izrazov v enega od osnovnih čustev (pozitivno, negativno, presenečeno, drugo) in
njihovih uspešnosti na dosegljivih podatkovnih množicah, ki vsebujejo video vzorce
z nespontanimi mikro obraznimi izrazi.





Micro-expressions are short and subtle facial expressions, that we do not control with
our nervous system. Among other things can occurrence of such micro-expressions
indicate an attempt at hiding the real emotion. Algorithmic analysis of micro-
expressions finds its value in the fields of public safety and clinical medicine. Re-
search and development in micro-expression analysis focuses on algorithmic appro-
aches, since it is borderline impossible for the naked eye to spot micro-expressions.
In this work I do an overview of some deep learning methods for the classification of
micro-expressions into one of the basic emotions (positive, negative, surprise, other)
and report on their success at doing so, on various data sets.






1.1 Začetki raziskovanja mikro obraznih izrazov
Povzeto po [1]. Obrazne mimike predstavljajo pomembno vlogo v vsakodnevni člo-
veški komunikaciji in izražanju čustev. Popolna obrazna mimika traja tipično od pol
sekunde do štirih sekund (Ekman [2]) in je zlahka prepoznana s strani sogovornika.
V zadnjem desetletju je bilo veliko napredka v razvoju sistematičnega razumevanja
emocij (Fasel in Juergen [3]; Zhang in Tjondronegoro [4]; Li X. et al. [5]; Li Y. et al.
[6]). Sodobna teorija emocij (Ekman [2]) definira 7 osnovnih, univerzalnih čustev:
srečo, žalost, jezo, strah, presenečenje, gnus in prezir. Ob sproženju čustvene epi-
zode, se na obrazu pojavi impulz, ki je sestavljen iz enega ali več osnovnih čustev.
A psihološke študije kažejo na to, da je prepoznavanje človeških čustev, bazirano
na obraznih mimikah, lahko zavajujoče (Porter in Brinke [7], Ekman [8]). Z dru-
gimi besedami, posameznik lahko s pomočjo obrazne mimike zavestno zakriva svoje
resnično čustvo in prikaže kakšnega drugega.
Povzeto po [1]. Kot posebna vrsta obraznih mimik, so mikro obrazni izrazi de-
finirani kot hitri obrazni premiki, ki segajo preko posameznikove zavesti in lahko
izražajo pravo, iskreno čustvo (Ekman [2]). Mikro izrazi so bili sprva odkriti leta
1966 (Haggard in Isaacs [9]), kjer sta psihologa odkrila, da mikro izrazi delujejo kot
obrambni mehanizem in lahko iz njih razberemo potlačena čustva. Do podobnega
zaključka sta leta 1969 prišla tudi Ekman in Friesen [10], ki sta opazovala posnetek
depresivnega pacienta, ki je z lažmi poskušal zakriti svoja samomorilska nagnjenja.
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V omenjenem posnetku je bil pacient viden kot pozitivno naravnan, če so površinsko
opazovali zgolj njegove obrazne mimike. Kasneje je pacient svojo namero priznal,
zato so posnetek predvajali v počasni hitrosti in ga analizirali kot serijo posameznih
sličic. Na dveh zaporednih sličicah so opazili močno negativno epizodo ob paci-
entovem odgovarjanju na doktorjeva vprašanja. Kratko izražena emocija je trajala
manj kot dvanajstino sekunde. To je bil eksperiment, ki je populariziral raziskovanje
mikro obraznih izrazov.
Povzeto po [1]. Zaradi njihove avtentičnosti in objektivnosti, predstavlja analiza
mikro izrazov veliko vrednost v raznolikih področjih, kot recimo javno varstvo (We-
inberger, 2010), detekcija kriminalnih nagnjenj (Russell et al., 2006) in prepoznava
čustvenih vplivov (Porter in Brinke, 2008 [7]). Kakorkoli, zaradi njihove narave, je
prepoznava mikro izrazov izjemno težka, saj so mikro izrazi lahko zelo neopazni in
izmuzljivi, saj tipično trajajo manj kot desetinko sekunde in jih s prostim očesom
zlahka spregledamo. Hkrati je njihova intenziteta subtilna in predstavlja majhen
del obraza (Porter and Ten Brinke, 2008 [7]), torej se izraža kot hiter, neintenziven
premik določene obrazne regije. Leta 2009 so Frank et al. [11] odkrili, da lahko mi-
kro izraze prebirajo zgolj visoko kvalificirani posamezniki, vendar lahko razlikujejo
med nekaterimi izrazi z natančnostjo zgolj 47%.
Povzeto po [12]. Glavna težava pri prepoznavi mikro izrazov pride iz narave nji-
hove kratkotrajnosti, saj po nekaterih definicijah trajajo manj kot pol sekunde, po
nekaterih pa celo manj kot četrtino ali tretjino sekunde. Ekman in Friesen [10]
kot povprečno trajanje mikro izraza definirata obrazne premike v trajanju 200 ms.
Kratkotrajnost mimike je tako glavna lastnost, ki loči mikro izrazov od konvencio-
nalnih makro čustvenih izrazov, hkrati pa jih je zaradi tega zelo težko prepoznati v
sledečih obzirih:
• Ljudje imamo, v primerjavi z makro izrazi, težave s konsistentno prepoznavo
mikro izrazov, saj so prvi veliki in izraziti, drugi pa hitri in subtilni.
• Pridobivanje kvalitetnih podatkovnih množic je težje v primeru mikro izrazov,
saj potrebujemo kontrolirano laboratorijsko okolje z visoko-hitrostno kamero,
katere posnetki vsebujejo veliko šuma v primerjavi z navadno kamero. Poleg
tega nam narava mikro izrazov preprečuje, da bi za pridobivanje podatkovnih
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posnetkov najeli igralce, ki bi nam zaigrali želene obrazne mimike. Želimo
posneti iskreno prikrivanje pravih čustev.
• Začetek algoritemske prepoznave mikro izrazov je relativno novo področje, nje-
govi začetki segajo v leto 2009, medtem ko se je raziskovanje takšne prepoznave
makro izrazov začelo že v devetdesetih letih.
Kljub temu, da so mikro in makro izrazi tesno povezani, jih moramo z raziskovalnega
vidika gledati kot dve različni raziskovalni veji, saj vsaka tema predstavlja svoje
izzive. To delo se osredotoča na raziskovanje mikro obraznih izrazov.
1.2 Algoritemski pristopi za obdelavo posnetkov z
mikro izrazi
Poglavje povzeto po [12].
Začetki algoritemske obdelave podatkov za prepoznavo mikro izrazov segajo v 2009
z objavo podatkovne množice Polikovsky (več v poglavju 2.2.1). Skupaj z množico
je predstavljen tudi eksperiment za algoritemsko prepoznavo mikro izrazov. Njihov
pristop je uporaba tehnike klasičnega strojnega vida, in sicer metode tridimenzional-
nega histograma usmerjenih gradientov (v nadaljevanju 3DHOG) [13]. Ta poskrbi
za izračun visokonivojskih atributov iz zaporednih sličic, ki izražajo smer premikov
in njihove intenzitete v posameznih obraznih regijah. Za obdelavo teh atributov so
uporabili metodo nenadzorovanega strojnega učenja, metodo k-voditeljev, s katero
so obdelali vsako sličico v zaporedju posebej.
Druga popularna metoda za izračun visokonivojskih atributov je metoda lokalnega
binarnega vzorca in treh ortogonalnih ravnin (v nadaljevanju metoda LBP-TOP),
ki jo je v namen prepoznave mikro izrazov prvič uporabil Pfister [14]. Njen namen
je izražanje prostorsko-časovnih informacij iz zaporedja slik. Metoda je bila upora-
bljena v kombinaciji z nekaterimi modeli nadzorovanega strojnega učenja (z metodo
podpornih vektorjev in slučajnega gozda) in testirana na podatkovni množici SMIC
(poglavje 2.3.2).
Tretja klasična metoda (in njene izpeljanke) za izražanje visokonivojskih atributov
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iz zaporedja slik je histogram usmerjenega optičnega toka, ki so jo uporabili Liu
et al. [15]. Prednost te metode je nizka dimenzija atributov, saj se vsaka obrazna
regija izraža zgolj z dvema atributoma, kar na koncu znese 72 atributov na sliko
[12].
1.3 Uporaba metod globokega učenja
Povzeto po [12]. V zadnjem času so za algoritemsko obdelavo slik (klasifikacijo,
detekcijo, segmentacijo) postale popularne tehnike globokega učenja, tudi zaradi
večje strojne zmogljivosti in količine dosegljivih podatkov. Primarno uporabljena
tehnika na tem področju so konvolucijske nevronske mreže (poglavje 3.4). Izvedenke
takšnih mrež so uporabo našle celo v obdelavi videov ([16], [17]), seveda znotraj
področij, kjer so na voljo dovolj velika podatkovja za nadzorovano učenje takšnih
modelov z ogromno parametri, kot je recimo klasifikacija športne aktivnosti z video
posnetka [16]. Obdelava podatkovnih množic z mikro obraznimi izrazi na tak način
je omejena predvsem zaradi njihove velikosti, saj je sestavljanje množice s spontano
induciranimi mikro izrazi vse prej kot lahka naloga, učenje globokih konvolucijskih
mrež pa zahteva veliko raznolikih podatkov. Vendar nekaj takšnih množic vseeno
obstaja (poglavje 2) in izkaže se, da je uporaba metod globokega učenja ne le mogoča,
ampak tudi superiorna klasičnim tehnikam strojnega vida. Primerjava rezultatov
po različnih metodah je dobro predstavljena v članku A Review on Facial Micro-
Expressions Analysis: Datasets, Features and Metrics [12].
Povzeto po [12]. Prvi so konvolucijsko mrežo kot deskriptor za posnetke mikro izra-
zov uporabili Kim et al. [18], ki so z njo opisali dogajanje med prvo, najizrazitejšo, in
zadnjo sličico v posnetku z mikro izrazom, nadalje pa so za klasifikacijo uporabili še
globoko nevronsko mrežo s povratno zanko tipa LSTM. Sledijo jim še Peng et al. [1]
s sistemom dveh ločenih tokov konvolucijskih nevronskih mrež, ki se nato združita
in optimizirata hkrati. Hao in Tian [19] sta uporabila mrežo globokega prepričanja
(angl. deep belief network) za izračun globalnih atributov z manj računske moči,
vendar na množici JAFFE [20], ki je zastarela in vsebuje nespontane izraze, zato
je tehnika težko primerljiva z ostalimi. Khor et al. [21] uporabijo preneseno uče-
nje z globoke konvolucijske nevronske mreže, predhodno specializirane za izražanje
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spremenljivk iz obrazov, Peng et al. [22] pa preneseno učenje z globoke mreže, pred




Podatkovne množice z mikro
obraznimi izrazi
Povzeto po [12]. Za učenje modelov strojnega učenja je potrebna kvalitetna podat-
kovna učna množica. Takšna množica za učenje prepoznave mikro izrazov v naravi
ne obstaja, zato so množice umetno ustvarjene v laboratorijskem okolju. Glavni
problem, ki pri tem nastane, je, kako ljudi pripraviti do prikrivanja svojih čustev
in s tem inducirati želeni mikro izraz. V ta namen se udeležencem tovrstnih ek-
sperimentov lahko pokaže video stimulans in jim zada navodilo, da naj ob ogledu
aktivno poskušajo prikriti svoja iskrena čustva. Nadalje, potrebno je zagotoviti do-
voljšnjo raznolikost pri udeležencih po spolu, rasi in starosti ter poskrbeti, da so
udeleženci posneti v visoki kakovosti - z visoko resolucijo in z veliko frekvenco sličic
na sekundo. Zgolj tako je mogoče ustvariti podatkovno množico, ki bo dobro slu-
žila za namene učenja modelov. V tem poglavju opišem in primerjam pomembne
podatkovne množice za raziskovanje mikro obraznih izrazov.
2.1 Sistem FACS
Podatkovne množice se razlikujejo po načinu urejenosti vzorcev. Nekatere, zgodnejše
množice označijo vsak vzorec (videoposnetek mikro izraza) z oznako čustva, ki ga
ta posnetek prikazuje. Kasnejše se zaradi natančnosti in možnosti širše uporabe
poslužujejo sistema FACS (angl. Facial action coding system), ki natančno določa
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in klasificira delovanje kombinacije posameznih obraznih mišic v 29 razredov ali
akcijskih enot. Tako urejene podatke lahko uporabimo tudi za učenje modela, ki
bi prepoznaval obrazne akcijske enote, kar se lahko v nadaljevanju uporabi tudi za
klasifikacijo opaženega mikro izraza, saj se vsaka akcijska enota povezuje z določenim
čustvom. Sicer bi za uspešno tovrstno klasifikacijo, kjer je možnih razredov veliko,
potrebovali tudi večjo podatkovno množico od obstoječih.
2.2 Podatkovne množice z nespontanimi mikro obra-
znimi izrazi
Zgodnejša podatkovja niso bila pripravljena za vsebovanje spontanih mikro izrazov,
temveč zaigranih.
2.2.1 Podatkovna množica Polikovsky
Eno prvih podatkovnih množic na temo obraznih izrazov je ustvaril Polikovsky [23],
po katerem množica nosi ime. Množico sestavljajo posnetki 10 študentov, snemani
z visoko-hitrostno kamero pri 200 sličicah na sekundo v resoluciji 649x480. Demo-
grafsko so bili relativno dobro izbrani, saj je v množici 5 Azijcev, 4 belci in 1 Indijski
študent. Študentje so morali v eksperimentu zaigrati 7 osnovnih emocij z nizko in-
tenziteto in se nato kar se da hitro postaviti nazaj v nevtralni obrazni položaj. Tako
zaigrani mikro izrazi so se izkazali za precej različne od spontanih emocij in tako
niso zares primerne za raziskovanje človeške narave.
2.2.2 Podatkovna množica USF-HD
Podobno kot zgornja, množica USF-HD vsebuje 100 zaigranih mikro izrazov, po-
snetih pri hitrosti 29.7 sličic na sekundo. Udeležencem so pokazali želene izraze
in jih prosili za replikacijo na njihovih obrazih, v kateremkoli vrstnem redu želijo.
Podobno kot Polikovsky, so tudi v tem eksperimentu ugotovili, da zaigrani izrazi
ne predstavljajo niti, kako bi čustva spontano izražali udeleženci, kaj šele splošno
prebivalstvo. Poleg tega so v tem eksperimentu za definicijo mikro izraza upoštevali
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dolžino 660 ms, kar je precej več od ostalih definicij, snemanje pri zgolj 30 sličicah
na sekundo pa lahko pripomore k izpustitvi pomembnih podrobnosti. Nadalje, v
eksperimentu USF-HD so upoštevali zgolj 4 osnovne emocije, izpustili pa so strah,
prezir in gnus.
2.3 Podatkovne množice s spontanimi mikro obra-
znimi izrazi
Razvoj spontanih podatkovnih množic je eden od glavnih izzivov pri raziskovanju
mikro izrazov. Mikro izraze je težko sprožiti, saj jih je težko prikazati zaigrano.
Posledično je potrebno za razvoj takšne množice snemati obraz človeka in z njega
izvabiti iskreno čustvo, pri čemer ga mora poskušati zakriti. Do tega trenutka po-
znamo 4 takšne množice: SMIC, CASME, CASME II in SAMM. Predvsem se po-
svetim obravnavi zadnjih treh, saj so najbolj primerne za izvajanje eksperimenta z
učenjem nevronskih mrež zaradi same kvalitete posnetkov in diverzitete zaznanih
mikro izrazov.
2.3.1 CASME (Chinese Academy of Sciences Micro-Expressions)
Yan et al. so prvi ustvarili spontano množico mikro izrazov, znano kot CASME
[24]. Podatkovje vsebuje vzorec 195 video posnetkov, snemanih z visoko-hitrostno
kamero, ki zajema 60 sličic na sekundo. Teh 195 primerov so skrbno izbrali iz več
kot 1500 opaženih obraznih mimik. V eksperimentu je sodelovalo 35 udeležencev
(13 žensk in 22 moških). Posnetki se ločijo v dva sklopa:
• Sklop A z resolucijo 1280x720 ob naravni svetlobi.
• Sklop B z resolucijo 649x480 ob svetlobi dveh LED luči.
Tabela prikazuje število opaženih mikro izrazov v podatkovju CASME.
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Tabela 2.1: Porazdelitev mikro izrazov v podatkovju CASME
2.3.2 SMIC (Spontaneous Micro-expression Corpus)
Li et al. so zgradili podatkovje SMIC [25], ki vsebuje posnetke snemane s hitrostjo
100 sličic na sekundo pri resoluciji 640x480. Za induciranje emocij so bili udeleženci
primorani gledati 16 izbranih filmskih posnetkov, pri čemer jih je kamera ves čas
snemala z vrha zaslona. Poleg prve, visoko-hitrostne kamere pa so pri tem eksperi-
mentu uporabili še navadno in infrardečo kamero za generiranje dodatnih informacij
in tudi za ugotavljanje, ali je sploh zares potrebna visoko-hitrostna kamera. V
eksperimentu SMIC so za definicijo mikro izraza izbrali dolžino pol sekunde. Ob
snemanju z visoko-hitrostno kamero so opazili pojavitev 164 mikro izrazov na 16.
udeležencih. Za primerjavo sta navadna in infrardeča kamera zaznali zgolj 71 mikro
izrazov na 8 udeležencih. V podatkovju SMIC ločimo zgolj 3 vrste čustev, in sicer
pozitivno, negativno in presenečeno. Število posameznih pojavitev v tabeli.
Kamera Pozitivno Negativno Presenečeno Skupaj
V-H 51 70 43 164
Navadna 28 23 20 71
IR 28 23 20 71
Tabela 2.2: Porazdelitev mikro izrazov v podatkovju SMIC
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2.3.3 CASME II
CASME II [26] je nadaljevanje podatkovja CASME z nekaj precejšnjimi izboljša-
vami. Vsi mikro izrazi v bazi CASME II so izraženi spontano in snemani pri 200
sličicah na sekundo. Vsak video vzorec ima pred in po pojavu mikro izrazov še nekaj
dodatnih sličic, zato se ta baza uporablja tudi za učenje modelov za detektiranje po-
java mikro izrazov in ne zgolj za klasifikacijo prikazanih čustev. Resolucija vzorcev
je 640x480 točk, pri čemer je velikost obraza standardizirana na 280x340 točk. Na
sliki 2.2 je primer vzorca iz baze CASME II, ki se klasificira kot mikro izraz sreče.
CASME II vsebuje vzorec 247 posnetkov mikro izrazov od 35 udeležencev, vzorci
pa so bili natančno izbrani iz skoraj 3000 opaženih obraznih premikanj. Vsak vzo-
rec ima poleg razreda opaženega mikro izraza zraven zapisano še označeno akcijsko
enoto iz kodnega sistema obraznih akcij (FACS).
Izbira posnetkov in njihovo kategoriziranje sta potekala na sledeč način:
1. Izločanje nepomembnih obraznih gibov. Pri konstantnem snemanju človeškega
obraza se pojavi veliko obraznih gibov, ki niso zares pomembni za raziskovanje
mikro izrazov in lahko ta proces celo motijo. Primeri so stiskanje ustnic pri
goltanju sline, pihanje skozi nos in ostali gibi iz navade.
2. Predhodna selekcija kandidatov za mikro izraze. Kandidate sta pregledala dva
strokovnjaka in določila začetno in končno sličico v posnetku, kjer je izražen
mikro izraz. Izbrani so bili zgolj tisti, ki so trajali manj kot sekundo in so
prikazovali dovolj eksplicitno izražen mikro izraz.
3. Predhodni kandidati so bili pretvorjeni v serije posameznih sličic, na katerih se
je natančno določil začetek in konec mikro izraza. To je omogočalo nadaljnjo
filtracijo, skozi katero so prišli zgolj tisti posnetki, ki so trajali manj kot 500ms,
od začetka do vrhunca mikro izraza pa je minilo manj kot 250ms.
4. Po izboru posnetkov sta strokovnjaka vsakega pregledala, določila opažene
akcijske enote in iz njih izpeljala opažene mikro izraze. Pri tem sta upošte-
vala kodiranje po sistemu FACS, poročila samih udeležencev in vsebino video
stimulansov, ki so jih udeleženci opazovali. Zanesljivost označb se izračuna
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kjer izraz v števcu označuje 2-krat število akcijskih enot, kjer se strokovnjaka
strinjata, izraz v imenovalcu pa število vseh opaženih akcijskih enot obeh stro-
kovnjakov in tako deluje kot delež zanesljivih vzorcev. Zanesljivost podatkovne









Tabela 2.3: Porazdelitev mikro obraznih izrazov v podatkovju CASME II
2.3.4 SAMM (Spontaneous Actions and Micro-Movements)
Podatkovje SAMM [27] je prvo podatkovje v visoki resoluciji in z veliko demografsko
raznolikostjo udeležencev. Vsebuje posnetke 159 mikro obraznih izrazov baziranih
na 7 osnovnih emocijah, snemanih z visoko-hitrostno kamero pri 200 sličicah na se-
kundo in tako v času pisanja tega dela velja za tehnično najbolj dovršeno podatkovje
na temo spontanih mikro izrazov. Od ostalih se razlikuje še v tem, da so bili video
stimulansi posebej prilagojeni za vsakega udeleženca vnaprej, za razliko od prido-
bivanja njihovega poročila po ogledu stimulansov. Personalizirani stimulansi so bili
izbrani na podlagi predhodnega vprašalnika, hkrati pa so udeležencem zadali, da naj
med ogledov stimulansov poskušajo zakrivati svoja prava čustva. Na primer, osebi
s strahom pred višino so pokazali posnetke, kjer ljudje skačejo z mostu privezani na
vrv. S takšno obliko eksperimenta so povečali možnosti za pojavnost mikro izrazov.
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Podobno kot pri CASME II, je tudi v podatkovju SAMM za vsak vzorec na voljo
podatek o akcijski enoti iz sistema FACS.
Kategorizacija vzorcev je potekala podobno kot v eksperimentu CASME II. Posnetke
so izbirali in ocenjevali trije strokovnjaki, zanesljivost kategorizacije po formuli zgo-
raj pa je bila 0,82.
Slika 2.1: Vzorec s podatkovja HS-SMIC z negativnim mikro obraznim izrazom
Slika 2.2: Vzorec s podatkovja CASME II s pozitivno mikro obraznim izrazom, po
sistemu FACS pa akcijski enoti 1 in 12 (dvignjena obrv in dvignjen kotiček ustnic)
Slika 2.3: Vzorec s podatkovja SAMM z mikro obraznim izrazom jeze, po sistemu





Poglavje o strojnem učenju je povzeto po knjigi z naslovom Deep Learning [28].
Model strojnega učenja je algoritem, ki se je zmožen učiti iz podatkov. Vendar
kaj pravzaprav pomeni "učiti"? [29] Mitchell (1997) pravi takole: "Pravimo, da se
računalniški program uči nalogo T iz izkušenj E, če se njegova izvedba naloge T ,
merjena z metriko P , izboljšuje z izkušnjami E".
Strojno učenje nam omogoča reševanje nalog, ki so pretežke za reševanje z deter-
minističnimi programi, ki jih spiše človek. Iz znanstvenega in filozofskega vidika je
strojno učenje zanimivo, ker njegov razvoj hkrati spodbuja tudi razvoj razumevanja
osnov, ki definirajo inteligenco.
Naloge so v strojnem učenju običajno definirane kot zaporedje navodil, kako naj
določen model obravnava nek vzorec, kjer vzorec predstavlja množica kvantitativno
izmerjenih atributov iz objekta ali dogodka, ki ga želimo z modelom procesirati.
Vzorec tipično predstavimo z vektorjem x ∈ Rn, pri čemer je vsak element vektorja
xi atribut, ki opisuje neko značilnost tega vzorca. Na primer, atributi v slikovnih
podatkih so lahko kar vrednosti slikovnih točk v sliki.
S strojnim učenjem lahko rešimo več tipov nalog, za to magistrsko delo pa so po-
membne predvsem naslednje.
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3.1.1 Tipi nalog v strojnem učenju
Klasifikacija
Pri klasifikacijski nalogi želimo, da se model odloči, v katero od k kategorij spada
vzorec x. Za reševanje takšne naloge, običajno od modela želimo, da sproducira
funkcijo f : Rn → {1, ..., k} Obstajajo tudi druge variacije klasifikacijske funkcije,
kjer bi na primer lahko želeli, da f vrne verjetnostno porazdelitev glede posameznih
razredov. Primer klasifikacijske naloge je lahko, da algoritem naučimo prepoznavanje
čustvene kategorije mikro obraznega izraza.
Regresija
Za razliko od klasifikacije, pri regresijskih tipih nalog želimo, da se model nauči funk-
cijo f : Rn → R, torej da vektor atributov čim bolje preslika v realno število. Primer
regresije bi bil določanje cene stanovanja iz njegovih lastnosti ali pa napovedovanje
vrednosti finančnega instrumenta.
Detekcija anomalij
O detekciji anomalij govorimo, ko model pregleduje množico dogodkov ali objektov
in nekatere izmed njih označi za neprimerne. Najbolj klasičen primer je detekcija
zavarovalniških prevar, kot anomalijo pa bi sicer lahko šteli tudi detekcijo mikro
izraza oz. nestandardnega premika delov človeškega obraza.
Optimalna vložitev
Včasih želimo določeno obliko vzorcev ponazoriti v drugačni obliki. Pri tem tipu
nalog iščemo funkcijo oblike f : Rn → Rm, torej želimo vzorec transformirati v
drugačno obliko. Primer je lahko iskanje optimalne reprezentacije fotografije obraza




Za evalvacijo delovanja in napovedne sposobnosti modela strojnega učenja moramo
definirati kvantitativno metriko, ki bo ocenjevala posamezni model in služila za pri-
merjavo večih modelov. Za različne naloge opisane v zgornjem poglavju uporabljamo
različne metrike. Za evalvacijo klasifikacijskega modela najpogosteje izberemo me-
triko natančnosti, ki zelo preprosto meri število pravilno napovedanih vzorcev, de-
ljeno s številom vseh vzorcev. Običajno natančnost merimo na vzorcih, ki jih model
prej še ni videl. V tem primeru govorimo o testni natančnosti, medtem ko bi o
natančnosti, merjeni na učni množici, govorili o učni natančnosti. Razlikovanje med
performansom na različnih množicah je izredno pomembno, saj nam dajejo pov-
sem različne ideje in sklepe o delovanju modela in o količini preprileganja učnim
podatkom.
Natančnost






Problem z merjenjem natančnosti se izkaže, ko imamo opravka z neravnovesno po-
datkovno množico. Predstavljajmo si primer, ko je v razredu A 95 vzorcev, v razredu
B pa zgolj 5 vzorcev. Model, ki bi vse testne vzorce klasificiral v razred A, bi že
takoj dosegel 95% natančnost, kar bi se na prvi pogled lahko zdelo veliko, čeprav
model kot tak nima nobene napovedne moči.
Priklic
Priklic (angl. recall) je definiran kot delež pravilno klasificiranih vzorcev nekega
razreda (TP ali angl. true positives) izmed vseh vzorcev tega razreda. Označimo s
15
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Preciznost (angl. precision) je definirana kot delež pravilno klasificiranih vzorcev
nekega razreda (TP) izmed vseh vzorcev, klasificiranih v ta razred. Označimo s FP





Običajno se preciznost in priklic ne uporabljata sama zase, temveč nastopata v
izračunu metrike F1.
Metrika F1
Metrika F1 je definirana kot harmonično povprečje zgornjih dveh in je posledično iz-
redno informativna za uporabo v neravnovesnih množicah, saj morata biti za visoko
vrednost F1, visoka tako preciznost kot tudi priklic.
F1 = 2× priklic× preciznost
preciznost+ priklic
(3.4)
3.2 Uvod v nevronske mreže
Poglavje o nevronskih mrežah je povzeto po knjigi z naslovom Deep Learning [28].
Globoke nevronske mreže so eden najpomembnejših modelov strojnega učenja. Osnovni
cilj mreže je aproksimacija neke funkcije f ∗. Na primer, če govorimo o klasifikaciji,
y = f ∗(x) preslika nek vhod x v razred y. Nevronska mreža definira preslikavo
y = f(x; Θ), tekom učnega procesa pa optimizira vrednosti parametrov Θ, pri kate-
rih je aproksimacija najboljša.
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Najosnovnejša oblika nevronskih mrež so usmerjene nevronske mreže (angl. feedfor-
ward neural network). O tovrstnih govorimo takrat, ko informacije prehajajo skozi
mrežo od vhoda x do izhoda y zgolj v eno smer brez povratnih povezav, kjer bi
bil izhod modela vrnjen nazaj v model. Ko usmerjene nevronske mreže razširimo
še s povratnimi povezavami, govorimo o povratnih nevronskih mrežah. Usmerjene
mreže so osnova za uporabo v strojnem učenju in podlaga za naprednejše aplikacije.
Nevronskim mrežam pravimo mreže zato, ker jih navadno predstavljamo z zapo-
redjem ali kompozitumom večih različnih funkcij. Na primer, lahko imamo funkcije
f (1), f (2) in f (3), povezane v verigo tako, da tvorijo f(x) = f (3)(f (2)(f (1)(x))). V tem
primeru bi f (1) oklicali za prvi in vhodni sloj, f (2) za drugi in skriti sloj ter f (3) za
izhodni sloj mreže. Število takšnih slojev nam pove globino modela in od tu pride
tudi ideja o globokem učenju.
Slika 3.1: Shema nevronske mreže z označenimi sloji. Vir: [30]
Tekom učenja mreže poskušamo f(x) čimbolj približati f ∗(x). Učni podatki nam
podajajo razdrobljeno in netočno sliko o f ∗(x), ki jo ocenjujemo na različnih učnih
vzorcih. Vsak vzorec je opremljen s svojo oznako, vrednostjo y ≈ f ∗(x). Učni
vzorci torej določajo, kaj mora mreža izdati na svojem izhodnem sloju. Za vsak
vzorec x mora mreža sproducirati vrednost blizu oznake y, učni algoritem pa se
mora odločiti, kako nastaviti sloje v mreži, da pride do želenega izhoda, torej kako
17
Poglavje 3. Nevronske mreže
najbolje implementirati aproksimacijo funkcije f ∗.
3.2.1 Enote v mreži
Enote ali umetni nevroni so osnovni gradniki posameznih slojev v nevronski mreži.
Tako kot pri slojih v mreži torej ločimo vhodne, skrite in izhodne enote. Navdih
pri snovanju takšnih enot so raziskovalci črpali iz biologije, in sicer iz strukture
centralnega živčevja. Posamezna enota je relativno preprosta struktura, pravo moč
pa dobi šele v povezavi z drugimi podobnimi enotami. Enota je definirana z vhodom
x, utežmi w, pragom b in aktivacijsko funkcijo g. Operacija, ki jo opravi, je torej v
osnovni linearna, nelinearnost doda aktivacijska funkcija. Zapišemo:
ŷ = g(w⊤x+ b). (3.5)
3.2.2 Izhodne enote
Ločimo več tipov izhodnih enot, izbira pa je odvisna predvsem od tipa naloge, ki
jo naj bi mreža opravljala ter tudi izbire stroškovne funkcije (glej poglavje 3.3.1).
Označimo h = f(x;Θ) vektor skritih atributov, ki jih poda mreža s predhodnega
skritega sloja. Vloga izhodnega sloja je ta, da tak vektor pretvori v obliko, ki jo
zahteva naloga mreže. V nadaljevanju si poglejmo različne tipe izhodnih enot.
Linearne izhodne enote
Naj bo h vektor atributov. Potem bo sloj, sestavljen iz linearnih izhodnih enot
izračunal izhodne podatke kot ŷ = W⊤h + b. Linearne izhodne enote bi izbrali za
reševanje regresijskih tipov nalog.
Sigmoidne izhodne enote
Naloge, pri katerih napovedujemo vrednost kot binarno spremenljivko y, torej de-
nimo klasifikacijske naloge, lahko uporabljajo sigmoidne izhodne enote. Mreža mora
v tem primeru izdati zgolj vrednost P (y = 1|x), kjer je x vektor atributov, da bo ta
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vrednost res ustrezala verjetnosti, pa mora ležati v intervalu [0, 1]. Načinov kako to
dosežemo je več, vendar moramo pri izbiri misliti tudi na to, da se bo takšno funk-
cijo lepo optimiziralo z gradientnim spustom. Najpogosteje uporabimo sigmoidno






Idejo sigmoidne enote, ki jo uporabljamo v binarni klasifikaciji, želimo razširiti za
uporabo v multinomski klasifikaciji, torej želimo funkcijo, ki vrne realni vektor ŷ,
kjer je yî = P (y = i|x). Podobno kot v poglavju zgoraj o sigmoidnih izhodnih
enotah, želimo, da posamezni yî leži znotraj [0, 1], hkrati pa mora biti tudi vsota∑︁
i yî enaka 1. Podobno kot v binomskem primeru, linearno napovemo z = W
⊤h+b,








Dizajn skritih enot je trenutno močno aktivno raziskovalno področje [28]. Najpo-
gosteje uporabljene so usmerjevalne linearne enote (angl. rectified linear units, v
nadaljevanju ReLU). ReLU ima sledečo obliko:
g(z) = max{0, z}. (3.8)
Težko je določiti, kateri tip skritih enot je najboljši za določeno nalogo, do optimalne
izbire pa običajno pridemo z eksperimentalnim pristopom. ReLU v večini primerov
deluje dovolj dobro, nekateri viri celo navajajo, da je zmožnejša od ostalih aktivacij-
skih funkcij (Nair in Hinton [31]). Kljub temu, da pravzaprav ni odvedljiva na celem
območju, gradientni spust poskrbi za dovolj dobro optimizacijo stroškovne funkcije
(glej poglavji 3.3.1 in 3.3.3). ReLU se pogosto uporablja ravno zaradi hitre optimi-
zacije, saj spominja na linearno funkcijo. Druga pogosto uporabljena aktivacijska
funkcija v skritih enotah pa je sigmoida (enačba 3.6).
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Slika 3.2: Primerjava sigmoide in ReLU aktivacijske funkcije, Vir: [30]
3.3 Učenje mreže
Spomnimo se, da v mreži nastopajo parametri w in b v obliki ŷ = W⊤h+b. Učenje
mreže pomeni optimiziranje parametrov w in b skozi celotno mrežo, da je vrednost
stroškovne funkcije, ki jo izračunamo na učnih vzorcih, čim nižja. Začetne vrednosti
parametrov so običajno slučajne, želimo pa jih pripeljati do vrednosti, ki zagotovijo
optimalno delovanje celotne mreže za opravljanje naloge. Za optimizacijo koristimo
dva osnovna algoritma, algoritem vzvratnega širjenja napake, ki poskrbi za izračun
parcialnih odvodov in pa algoritem gradientnega spusta, ki posodablja vrednosti
parametrov glede na parcialne odvode.
3.3.1 Stroškovna funkcija
Bistvo stroškovne funkcije je, da nam pove, kako dobro je delovanje mreže in ali je
en nabor parametrov boljši od drugega. Oblika stroškovne funkcije je odvisna od
tipa naloge, ki jo mreža opravlja, v osnovi pa želimo konveksno funkcijo, saj ima kot







||y(x)− ŷ(x; Θ)||2, (3.9)
kjer so y opazovane vrednosti vzorčnih oznak, ŷ pa napovedane vrednosti v izhodnem




Pri definiranju stroškovne funkcije potrebujemo dve predpostavki. Prva je ta, da
mora biti končna stroškovna funkcija C povprečje stroškovnih funkcij po posame-
znih vzorcih, torej C = 1
n
∑︁
iCxi . Z drugimi besedami, omogočati mora računanje
parcialnih odvodov na podmnožici vzorcev, ki jih nato lahko združimo za izračun
odvodov na vsej množici vzorcev.




||yxi − ŷxi ||
2 (3.10)
Druga predpostavka pa je ta, da mora stroškovna funkcija dovoljevati izračun na




||y − aL||2, (3.11)
kjer L označuje globino mreže (število slojev), a pa aktivacijo v sloju, kar v zadnjem
sloju pomeni kar izhod iz mreže.
3.3.2 Algoritem vzvratnega širjenja napake
Cilj algoritma vzvratnega širjenja napake (angl. backpropagation) je učinkovito iz-
računati parcialne odvode stroškovne funkcije glede na spremenljivke v mreži ∂C
∂w
(parcialni odvod stroškovne funkcije po parametru w) in ∂C
∂b
(parcialni odvod stro-
škovne funkcije po parametru b). Ideja je, da napako med izhodom mreže in pravimi
vrednostmi računamo najprej na zadnjem sloju v mreži, nato na predzadnjem in tako
naprej do prvega sloja. Podatek o napaki iz sloja l tako uporabimo za izračun na-
pake na sloju (l− 1). V ta namen je potrebno najprej razumeti, kako spremembe v
posameznem parametru vplivajo na vrednost stroškovne funkcije.
Naj wljk označuje uteži na povezavi med k-to enoto v (l− 1)-tem sloju in j-to enoto





teh označuje, kako je končna napaka mreže odvisna od spremembe v posameznem
parametru. To informacijo kasneje uporabi algoritem gradientnega spusta (opisan
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v naslednjem poglavju) in popravi posamezne parametre po celotni mreži, da se
napaka zniža.
3.3.3 Gradientni spust
Učenje nevronske mreže se ne razlikuje preveč od učenja katerega koli drugega mo-
dela strojnega učenja, na primer od linearne regresije, saj v osnovi prilagajamo
parametre modela tako, da zmanjšujemo vrednost napake modela. Glavna razlika
je v tem, da funkcije v mreži, katerih parametre optimiziramo, pogosto niso konve-
ksne ali odvedljive po celotnem območju in zato nimamo zagotovila za konvergenco
do globalnega minimuma. To pomeni, da smo za učenje mreže primorani uporabiti
iterativne metode, ki optimizirajo funkcijske parametre do dovolj nizke vrednosti
funkcije, ne pa do resničnega minimuma.
V prejšnjem podpoglavju sem pisal o tem, kako se znotraj nevronske mreže izračuna
parcialne odvode (gradiente) za posamezne parametre v mreži. Bistvo gradientnega
spusta je, da kot vhodni podatek vzame parametre, denimo utež wljk in jih s pomočjo
parcialnih odvodov, denimo ∂C
∂wljk
, posodobi v optimalnejšo vrednost, da bo napaka
mreže v naslednji iteraciji nižja.
Denimo, da želimo s pomočjo gradientnega spusta izračunati minimum funkcije
F (x0), kjer začetno vrednost parametra x0 naključno izberemo. Najprej izračunamo
vrednost odvoda F ′(x0) in nato premaknemo vrednost parametra xn+1 = xn −
γF ′(xn), torej v smeri, kjer bo vrednost funkcije F nižja. To počnemo iterativno
naprej, dokler ne dosežemo točke, kjer je F ′(x) = 0, torej točke lokalnega minimuma,
ali do zaustavitvenega pogoja |F (xi)−F (xi+1)| < ϵ, torej do trenutka, ko se vrednost
funkcije ne spremeni več dovolj, glede na pred izbran ϵ. V nevronski mreži to pomeni,
da se z vsako iteracijo posamezni parametri v mreži premaknejo v optimalnejši
položaj glede na njihove odvode, mreža pa ima posledično nižjo napako na učnem




Pri problemih strojnega učenja običajno optimiziramo stroškovno funkcijo, ki ima






Ker je teh vzorcev praviloma izredno veliko, je lahko računanje gradientov in napake
po vseh vzorcih računsko zahtevno in postopek učenja mreže traja predolgo. Tu
pride v uporabo stohastični gradientni spust, katerega izvedenke se danes zelo veliko
uporabljajo.
Osnovna ideja je ta, da namesto uporabe celotne množice vzorcev iz nje slučajno
izžrebamo zgolj en vzorec in na njem izvedemo eno iteracijo gradientnega spusta.
Tako so parcialni odvodi ocenjeni z algoritmom vzvratnega širjenja napake izra-
čunani veliko hitreje, a tudi manj natančno. Gradientni spust, ki bazira na tako
izračunanih odvodih, posledično ni povsem pravilen in vsebuje veliko šuma.
Logična izboljšava je takšna, da namesto zgolj enega vzorca ali celotne množice
vzorcev, naključno izberemo podmnožico primerne velikosti in z njo izvedemo eno
iteracijo spusta. Takšnemu spustu se reče tudi gradientni spust na manjših serijah
(angl. mini-batch gradient descent). Z dovoljšnjim številom iteracij mreža tako
hitreje doseže optimalno stanje kot z uporabo klasičnega gradientnega spusta [32].
Optimizacijski algoritem Adam
Nadgradnja stohastičnega spusta je algoritem Adam [34]. Bistvena izboljšava je
ta, da Adam ne uporablja konstantne hitrosti učenja, ampak se ta sproti prilagaja,
posledično je optimizacija bistveno hitrejša. Poleg tega, da si shranjuje pretekle
kvadrirane gradiente (to počneta tudi algoritma Adadelta [35] in RMSprop [36]),
Adam shranjuje tudi nekvadrirane gradiente in iz njih izračuna trenutni momentum
optimizacije.
Poglejmo si spodnji enačbi. Naj bo gt vrednost gradienta ob iteraciji t, β1 in β2 sta
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Slika 3.3: Primerjava delovanja treh različic gradientnega spusta. Opazimo, da
zelena in vijolična pot potrebujeta nekoliko več iteracij do optimalnega nabora pa-
rametrov, vendar je računska zahtevnost posamezne iteracije precej nižja. Vir: [33]
parametra algoritma Adam, mt in vt pa tekoči povprečji (kvadriranih) gradientov.
mt = β1mt−1 + (1− β1)gt (3.13)
vt = β2vt−1 + (1− β2)g2t (3.14)
Optimizacija parametra potem poteka sledeče:




Avtorji algoritma predlagajo nastavitve β1 = 0.9, β2 = 0.999 in ϵ = 10−8.
Slika 3.4: Primerjava optimizacije s konstantno hitrostjo (levo) in uporabo momen-
tuma (desno). Vir: [37]
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Spodnji algoritem opiše učenje mreže z uporabo vzvratnega širjenja napake in gra-
dientnega spusta.
Algoritem 1 Učenje mreže
1: Za izbrano podmnožico vzorcev (mini serijo):
2: Naredi prehod naprej in za vsak sloj l izračunaj zi in ai.
3: Izračunaj napake na izhodnem sloju δL.
4: Vzvratno širi napako in izračunaj napake na predhodnih slojih δl.
5: Uporabi algoritem Adam za ustrezno posodobitev parametrov v mreži w in b.
3.3.4 Osip
Kot pri vseh algoritmih strojnega učenja, moramo paziti, da med učenjem ne pride
do preprileganja učni množici, saj se potem model ne posploši dobro na ostale vzorce,
kjer bi ga želeli uporabljati. Pri nevronskih mrežah je zaradi ogromnega števila
parametrov regularizaciji potrebno nameniti posebno pozornost. Regularizacija v
splošnem pomeni preprečevanje učenja (pre)kompleksnega modela in tako znižuje
preveliko prileganje modela vhodnim podatkom. Običajne metode za regulariza-
cijo modela (L1, L2 regularizacija) so popravljanje stroškovne funkcije za število
parametrov, torej njeno povečevanje z vsakim dodanim parametrom v modelu. Kot
dodatni inštrument za bojevanje proti preprileganju, pa je pri učenju nevronskih
mrež na vrsto še metoda Osipa.
Metoda osipa je torej vrsta regularizacije, ki med učenjem mreže naključno izbriše
nekatere enote in z njimi asociirane povezave. Na ta način zmanjšamo kompleksnost
modela in se izognemo preprileganju podatkom in hkrati zmanjšamo računsko kom-
pleksnost učenja modela, saj iz modela dobesedno izbrišemo nekatere parametre.
Takšno početje ustreza vzorčenju eksponentnega števila nevronskih mrež, kjer se
mreže razlikujejo v manjkajočih enotah in povezavah. Efektivno je uporaba osipa
potem enaka kot uporaba ansambla 2n manjših mrež, kjer n ustreza številu enot v
izhodiščni mreži.
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3.4 Konvolucijske nevronske mreže
Poglavje o konvolucijskih nevronskih mrežah je povzeto po viru [38].
3.4.1 Uvod
Pri učenju modelov globokega učenja, se običajno priporoča učenje na surovih, ne-
obdelanih podatkih, brez ročnega izražanja visokonivojskih atributov. Razlog za to
je ta, da se nevronska mreža tekom učenja sama nauči prepoznati za problem po-
membne spremenljivke in je, za razliko od ročno oblikovanih spremenljivk, ta proces
tudi podvržen procesu učenja in se z vsako iteracijo izboljšuje. V primeru učenja s
slik, je tako zaželjeno, da v prvi sloj mreže vstopi podatek v obliki slikovnih točk.
Ker pa je v posamezni sliki veliko število slikovnih točk, vsaka takšna točka pa ima
veliko število možnih barvnih vrednosti, je reprezentacija v vhodnem sloju v mrežo
lahko izredno kompleksna. Na primer, slika polne resolucije (1920x1080) in treh
barvnih kanalov (rdeči, zeleni, modri) bi zahtevala vhodni sloj sestavljen iz okoli 6
milijonov enot. Tako velikega vhodnega sloja si ne moremo privoščiti, saj bi bilo
število parametrov za optimizacijo preprosto previsoko.
Za reševanje tovrstnega problema se uporablja drugačna arhitektura mreže, konvolu-
cijska nevronska mreža. Tovrstne mreže so posebej oblikovane za obdelavo slikovnih
podatkov, enote pa so organizirane za delovanje v treh dimenzijah - širini, višini in
globini, podobno kot predstavljamo točke v sliki, kjer globina ustreza informaciji o
barvi. Konvolucijska mreža je dodatno sestavljena iz dveh novih vrst skritih slojev,
kjer je posamezna enota povezana zgolj z manjšo množico enot iz prejšnjega sloja
in ne z vsemi enotami. V nadaljevanju si poglejmo kako delujeta konvolucijski in
združevalni sloj, ter primer uporabe konvolucijske mreže za klasifikacijo.
3.4.2 Konvolucijski sloj
Običajno, ko je govora o slojih v nevronskih mrežah, govorimo o popolno povezanih
slojih. To so sloji, kjer se vsaka enota v sloju povezuje z vsako enoto iz prejšnjega
sloja. Kar loči konvolucijski sloj od popolno povezanega sloja je to, da je vsaka
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enota povezana zgolj z nekaterimi enotami v prejšnjem sloju, in sicer z regijo kva-
dratne oblike s predpisano dimenzijo (za boljšo predstavo glej sliki 3.5 in 3.6). Tej
kvadratni regiji pravimo tudi konvolucijski filter, saj si lahko predstavljamo, kot da
skenira vhodno sliko. Velikost takšnega filtra je obravnavana kot parameter in ga
moramo za optimalno delovanje mreže pametno izbrati. Velikosti filtra pravimo tudi
sprejemno polje (angl. receptive field). Za globino ne predpisujemo hiperparametra,
saj konvolucija privzeto deluje po vseh treh barvnih kanalih, kar je običajno nujno
za pridobivanje kakršnekoli uporabne informacije.
Enote v konvolucijskem filtru imajo moč prepoznave različnih vzorcev, ki izhajajo
iz predhodnega sloja. Ker pa želimo, da so vzorci prepoznani invariantno na njihove
lokacije v sliki, morajo vse enote prepoznavati enake vzorce in si deliti parametre.
Pravimo, da so parametri v skupni rabi. Da se mreža nauči prepoznavanje več razno-
likih vzorcev znotraj enega sloja, uporabimo več takšnih konvolucijskih filtrov, kjer
je posamezni filter skupek enot, ki prepoznava določen vzorec na različnih lokacijah
v sliki.
Dodaten razlog, zakaj konvolucija deluje preko vseh barvnih kanalov hkrati je ta, da
morajo imeti enote preko barvnih kanalov skupne lastnosti tudi v naslednjem sloju.
Torej je enota v konvolucijskem sloju povezana z r×d enotami v predhodnem sloju,
kjer je r velikost sprejemnega polja in d velikost predhodnega sloja. Na primer, ko
izvajamo konvolucijo s sprejemnim poljem 3×3 direktno na vhodnem sloju, je vsaka
enota povezana s 27 vhodnimi enotami, kot prikazuje slika 3.5.
Rumena regija na sliki 3.5 prikazuje polje atributov. Gre za nabor abstraktnih atri-
butov, ki jih izračunamo iz vhodnih podatkov s konvolucijskim filtrom. Posamezni
atribut iz polja atributov izračunamo po sledeči formuli:
Ck = f(x×W + b), (3.16)
kjer je Ck vrednost k-te točke v polju atributov, x vrednost vhodnih slikovnih točk iz
sprejemnega polja ustrezajočega Ck, W in b pa vektorja parametrov konvolucijskega
filtra, ki sta enaka skozi premikanje filtra skozi celotni vhod v konvolucijski sloj.
Funkcija f je aktivacijska funkcija (ReLU, sigmoida,...), kot opisana v poglavju 3.2.3.
Običajno ima konvolucijski model specificirano število filtrov, ki določa število polj
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Slika 3.5: Osnoven prikaz delovanja konvolucije s sprejemnim poljem 3× 3 in tremi
barvnimi kanali (modro, zeleno, rdeče). Rumeno je prikazano polje atributov. Vir:
[38]
atributov in posledično število vzorcev, ki jih mreža prepoznava.
Koliko premikov filtra se izvede tekom obdelave posamezne slike določa velikost
konvolucijskega koraka (angl. stride). Ta pove, kako velik je prostor med dvema
zaporednima skeniranima regijama. Brez dodatnih nastavitev konvolucije bi po sami
naravi filtrov vedno izvedli manj obiskov regij na robovih slike kot v njeni sredini. Za
odpravljanje te nevšečnosti skrbi hiperparameter zapolnjevanje (angl. padding), ki
določa, kako širok črni pas dodamo na robove slike, čez katere tudi grejo konvolucijski
filtri. Še ena od možnih uporab zapolnjevanja je za natančno določanje dimenzije
izhoda konvolucijskega sloja, na primer, da je ta enaka kot dimenzija vhoda. Prikaz
hiperparametrov na sliki 3.6. Dimenzija izhoda s konvolucijskega sloja se izračuna
sledeče:
Dizhod =
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Slika 3.6: Prikaz delovanja hiperparametrov v konvolucijskem sloju. Vir: [38]
3.4.3 Združevalni sloj
Združevalni sloj (angl. pooling) služi zniževanju kompleksnosti konvolucijskih ne-
vronskih mrež. Podobno kot v konvolucijskem sloju, so tudi enote v združevalnem
sloju povezane s kvadratno regijo iz predhodnega sloja, s to razliko, da združevalni
sloj nima parametrov za optimizacijo. Enote v takšnem sloju nimajo uteži, ki bi
jih optimizirali tekom učnega procesa, ampak delujejo bolj konstantno. Nadalje,
operacija združevanja ne učinkuje preko različnih barvnih kanalov, torej ima tak
sloj enako globino kot predhodni sloj. Pogosta oblika združevanja je združevanje z
maksimumom, kjer je rezultat združevanja različnih enot kar maksimum teh enot.
Operacija je prikazana na sliki 3.7. Ker enote znotraj enega konvolucijskega filtra
prepoznavajo isti vzorec, je rezultat združevanja z maksimumom lahko interpretiran
kot odgovor na vprašanje: "Ali je bil vzorec znotraj te regije prepoznan ali ne?".
Točna lokacija vzorca v regiji na tej točki ni več relevantna.
Koliko enot je združenih tekom procesa združevanja in kako velik razkorak je med
različnimi združevanji določajo podobni hiperparametri kot v konvolucijskem sloju.
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Slika 3.7: Prikaz delovanja združevanja z maksimumom. Vir: [38]
3.4.4 Uporaba konvolucijske nevronske mreže za klasifikacijo
Želimo naučiti model globokega učenja, ki bo razvrščal slike v kategorije. Možna
aplikacija takega modela je razvrščanje na roko napisanih števk v enega od dese-
tih možnih razredov. Primer naloge s tega magistrskega dela je razvrščanje mikro
obraznih izrazov v eno od čustvenih kategorij. V ta namen imajo mreže takšno
arhitekturo, da grejo vhodni podatki (slike) najprej skozi nekaj konvolucijskih in
združevalnih slojev za ekstrakcijo visokonivojskih spremenljivk. Ta del mreže se
običajno imenuje koren mreže (angl. network stem). Korenu sledi nekaj popolno
povezanih slojev, ki povezujejo koren z izhodnim slojem. Takšna arhitektura je
prikazana na sliki 3.8.
Slika 3.8: Prikaz osnovne arhitekture mreže za klasifikacijsko nalogo. Vir: [1]
Izhodni sloj je sestavljen iz ene enote na kategorijo, kjer je vrednost v enoti, ko
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skozi mrežo preteče nek vzorec, rezultat vzorca za to kategorijo. Če uporabimo
takšen izhodni sloj, da se rezultati po kategorijah seštejejo v 1, posamezni rezultat
pa pade v [0, 1], potem se ta rezultat interpretira kot verjetnost, da vzorec spada v
posamezno kategorijo.
3.5 Nevronske mreže s povratno zanko
Poglavje o nevronskih mrežah s povratno zanko je povzeto po viru [39].
3.5.1 Uvod
Nevronske mreže s povratno zanko (angl. recurrent neural network - RNN ) so
družina mrež, ki se uporablja za modeliranje sekvenčnih podatkov. Podobno kot
so konvolucijske mreže specializirane za procesiranje prostorsko urejenih vzorcev
(denimo slik), se RNN dobro obnesejo za modeliranje zaporedij vrednosti x1, ..xT
[28].
Na sliki 3.9 je prikazana osnovna ideja delovanja povratnih nevronskih mrež. Po-
vratno mrežo lahko razumemo kot serijo kopij posamezne mreže, kjer vsaka takšna
mreža predaja informacije naslednji. To pojasnjuje, zakaj se povratne mreže upo-
rablja za modeliranje sekvenčnih podatkov.
Slika 3.9: Razvitje nevronske mreže s povratno zanko. Vir: [39]
Preskok z usmerjenih nevronskih mrež, ki so v tem delu opisane do sedaj, do mrež s
povratno zanko pride iz izkoriščanja koncepta parametrov v skupni rabi skozi celoten
model. Če bi imel vsak člen v zaporedju svoj nabor parametrov, ne bi bila zmožna
posploševati statističnih značilnosti podatkov v druge člene iz zaporedja.[28]
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Sorodna ideja mrežam s povratno zanko je uporaba enodimenzionalnih konvolucij-
skih mrež, saj tudi te uporabljajo idejo parametrov v skupni rabi za več sosednjih
točk v zaporedju, ampak na precej bolj plitek način. Izhod iz konvolucijskega sloja
je zaporedje, kjer je vsak člen zaporedja funkcija majhnega števila sosedov vhodnega
člena, do deljenja parametrov pa pride tako zgolj pri členih, ki jih v obdelavo vzame
določeno sprejemno polje.
Mreže s povratno zanko delijo parametre na drugačen način. Vsak člen izhodnega
zaporedja je hkrati funkcija svojega ustreznika v vhodnem podatku in predhodnih
členov izhodnega zaporedja. Vsak člen izhodnega zaporedja pa je ustvarjen po ena-
kem ključu kot njegovi predhodniki. Takšen sistem omogoča deljenje parametrov
skozi globoko omrežje in prenašanje informacij od začetka do konca zaporedja.[28]
Obstaja več vrst mrež s povratno zanko, posebej pa se v tem delu posvetim mrežam
z dolgim kratkoročnim spominom (angl. long short-term memory networks, LSTM ).
3.5.2 Mreže z dolgim kratkoročnim spominom (LSTM)
Poglavje o LSTM mrežah povzeto po viru [39]. Ena glavnih lastnosti mrež s povratno
zanko je ta, da znajo prenašati informacije s preteklih členov zaporedja v razumeva-
nje trenutnega člena. Vendar, če je zaporedje predolgo oz. je razkorak med členom,
ki nosi pomembno informacijo in trenutnim členom prevelik, se v praksi to ne obnese
dobro, predvsem zaradi pojavljanja problema eksplozivnega gradienta ([40], [41]), pri
katerem postane gradient skozi zaporedje prevelik, oz. pravimo, da eksplodira. Pro-
blem eksplozivnega gradienta se pojavi tekom akumulacije gradientov v postopku
učenja mreže. Tako se parametri mreže v posamezni iteraciji spremenijo za preveliko
vrednost, postopek učenja mreže pa je posledično nestabilen. LSTM mreže nimajo
tega problema!
Vse povratne mreže imajo način veriženja členov mreže za prenašanje informacij.
Običajne povratne mreže v ta namen koristijo preprosto strukturo, kot je samostojni
aktivacijski sloj. Na sliki 3.10 je to prikazano z aktivacijsko funkcijo f = tanh(x).
LSTM mreže imajo tudi takšno verižno strukturo, vendar s precej kompleksnejšim
povratnim modulom. Namesto enega povratnega sloja ima kar štiri, ki delujejo v
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Slika 3.10: Povratni modul v običajni povratni mreži. Vir: [39]
povezavi en z drugim.
Slika 3.11: Povratni modul v LSTM vsebuje štiri sloje. Vir: [39]
Osnova prenašanja informacij v LSTM mrežah je interno stanje, ki se posodablja z
vsakim nadaljnjim členom v zaporedju. Interno stanje si lahko tako predstavljamo
kot nosilec trenutno pomembne informacije v zaporedju. Dlje kot smo od določe-
nega člena v vhodnem zaporedju, manj bo ta člen prispeval k trenutnemu internemu
stanju. Interno stanje ob času t označimo s Ct. LSTM nato dodaja iz odvzema infor-
macije z internega stanja s pomočjo struktur, ki jim pravimo vrata in so regulirana
parametrično. Prva so sigmoidna vrata, ki zavzemajo vrednost med 0 in 1, odvi-
sno od tega kolikšen delež informacije želimo prenesti v interno stanje. LSTM ima
troje sigmoidnih vrat, ki sprejemajo različne vhodne informacije ter tako varujejo in
nadzorujejo interno stanje. Podrobnejše delovanje je opisano v naslednjem poglavju.
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3.5.3 Delovanje LSTM mreže
Prvi korak v mreži LSTM je odločitev, katere pretekle informacije so nepomembne.
To odločitev sprejemajo prva sigmoidna vrata, ki jim pravimo vrata pozabljivosti
(angl. forget gate). Ta vrata sprejmejo vhoda ht−1 in xt, ter vrnejo vrednost med 0
in 1 za vsako število v internem stanju Ct−1. Za boljšo predstavo glej sliko 3.12.
Slika 3.12: Vrata pozabljivosti v povratnem modulu. Vir: [39]
Drugi korak skrbi za odločanje o tem, katero novo informacijo bomo spravili v interno
stanje. Najprej se uporabijo druga sigmoidna vrata, ki jim pravimo vhodna vrata.
Ta določajo, katere vrednosti bomo posodobili. Aktivacijska funkcija f = tanh(x)
ustvari vektor kandidatov C̃t, ki bi lahko bili dodani v interno stanje na tem koraku.
Slika 3.13: Delovanje vhodnih vrat v povratnem modulu. Vir: [39]
Sedaj posodobimo interno stanje Ct−1 v novo interno stanje Ct. Staro stanje mno-
žimo s ft, kjer mreža pozabi informacije, kakor določajo vrata pozabljivosti in nato
dodamo it×C̃t. Dobimo nove vrednosti kandidatov za posodobitev internega stanja,
pomnožene s faktorjem, za katerega želimo posodobiti posamezno stanje.
Na koncu je potrebno določiti še izhod iz modula. Ta je določen kot prečiščena
verzija internega stanja. Za čiščenje skrbijo sigmoidna izhodna vrata, ki določajo
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Slika 3.14: Posodabljanje internega stanja v povratnem modulu. Vir: [39]
katere deli internega stanje bodo del izhoda, oz. v kakšni meri. Interno stanje gre
najprej čez aktivacijsko funkcijo, nato pa skozi izhodna vrata.
Slika 3.15: Izračun izhoda iz povratnega modula. Vir: [39]
Več o delovanju povratnih mrež z dolgim kratkoročnim spominom, o učenju povra-
tnih mrež z algoritmom vzvratnega širjenja napake in specifičnih izvedenkah takšnih





Preden smo lahko začeli obdelovati podatkovne množice z mikro izrazi, je bilo po-
trebno izvesti nekaj predprocesiranja. Zagotoviti je treba, da v grejo v nevronsko
mrežo vsi vzorci v enaki obliki, saj se zgolj tako model uči tisto, kar želimo. Po-
trebno je pripraviti vse vzorce do tega, da imajo določene regije obraza približno na
enakem mestu na sliki. V nadaljevanju je za delovanje nekaterih modelov potrebno
zagotoviti enako dolžino vzorcev, torej standardno število sličic za vse vzorce, za kar
uporabimo model časovne interpolacije.
4.1 Poravnava obrazov
Podatkovna množica SAMM je za poravnavo obrazov obdelana s knjižnico Dlib [43],
lokacije posameznih obraznih regij pa so izražene s pomočjo Face++ API modula
[44]. Nadalje, vsak vzorec iz SAMM je obrezan glede na regije obraza, ki so na
robovih. Na ta način v nobenem vzorcu ne nastopa regija videa, ki ni znotraj
obrazne sheme, ki nas zanima. Množica CASME II že pride v željeni predprocesirani
obliki, s pravilno obrezanimi vzorci in jo lahko tako direktno koristimo. Vse sličice
so pomanjšane na velikost 224x224.
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4.2 Model časovne interpolacije
Za modele, ki vključujejo uporabo povratnih nevronskih mrež, je potrebno zagoto-
viti, da so vhodni podatki enake dolžine. V ta namen sem uporabil model časovne
interpolacije, saj je poznan kot efektiven model za časovno normalizacijo zaporedja
sličic [12]. Model deluje tako, da povpreči vrednost v določeni točki na sliki skozi
časovno komponento večih sličic. Izbor števila sličic, na katerega želimo skrčiti iz-
vorno zaporedje, zahteva nekaj eksperimentacije, na koncu sem, tudi glede na izbiro
v [21], izbral zaporedje dolžine 10.
4.3 Optični tok
Poglavje povzeto po [1] in [45]. Tehnika optičnega toka omogoča izražanje informa-
cije o gibanju skozi dve poljubni sličici v zaporedju. V strojnem učenju se optični
tok običajno uporablja kot visokonivojski nabor atributov, nekatere nedavne študije
pa kažejo na to, da je uporaba optičnega toka v kontekstu konvolucijskih nevronskih
mrež efektivnejša kot uporaba originalne sekvence sličic ([46], [47]).
Naj bo I(x, y, t) vrednost v točki (x,y,t) v zaporedju sličic. Ob spremembi δt v
naslednjo sličico, se točka premakne v (x+ δx, y + δy, t+ δt) z intenzivnostjo I(x+
δx, y+δy, t+δt). Ob predpostavki, da se osvetljenost v kratkem času δt ne spremeni,
dobimo:
I(x, y, t) = I(x+ δx, y + δy, t+ δt), (4.1)
kjer sta δx = uδt in δy = vδt, pri čemer sta u(x, y) in v(x, y) horizontalna in
vertikalna komponenta, ki ju je potrebno izračunati. Predpostavimo, da so vrednosti
točk v zaporedju slik zvezne v prostoru in času, lahko desni del zgornje enačbe z
uporabo Taylorjeve transformacije napišemo kot:










V nadaljevanju lahko obe strani enačbe delimo z δt in dobimo enačbo optičnega
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Za prepoznavo mikro izraza iz zaporedja sličic je izračun majhnih premikov v posa-
meznih obraznih regijah ključno in prav zato večina člankov na temo strojne prepo-
znave mikro izrazov ([1], [21], [45], [48]) uporablja tehniko optičnega toka, opisano
v tem poglavju. Matrika polj u, v se lahko pretvori v slikovno obliko z uporabo
barvnega sistema Munsell (Gargi et al., 2000 [49]). Slika 4.1 pokaže obdelavo dveh
vzorcev iz podatkovnih baz CASME in CASME II. S prostim očesom je izredno
težko opaziti subtilne premike, lažje pa jih demonstriramo s prikazom polja optič-
nega toka.
Slika 4.1: Prikaz delovanja optičnega toka na vzorcih iz CASME in CASME II.
4.4 Uporaba najizrazitejše sličice
Poleg omenjenih metod za prepoznavo mikro izrazov s pomočjo vzorcev zaporedja
sličic, je zanimiva še tehnika z uporabo zgolj dveh sličic iz zaporedja - prve sličice
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in najizrazitejše sličice v zaporedju, kjer je izražen mikro izraz v vrhuncu (angl.
apex frame). To tehniko so uporabili Liong et al. [45] z namenom, da pokažejo
nepotrebnost obdelave celotnega posnetka mikro izraza. Podatkovni bazi CASME
II in SAMM prideta že opremljeni z informacijo o tem, katera sličica v zaporedju
pokaže vrhunec mikro izraza, zato se s prepoznavo sličice vrhunca v tem delu nisem
posebej ukvarjal. V kolikor bi želeli takšen model uporabiti zunaj vzpostavljenih
podatkovnih množic, pa bi potrebovali še model za prepoznavo te sličice iz zaporedja
vseh, kar dodatno oteži proces.
Liong et al. [45] so za namen prepoznave najizrazitejše sličice uporabili tehniko
lokalnega binarnega vzorčenja (angl. local binary pattern) za izračun visokonivojskih
spremenljivk na posamezni sličici, katere so v nadaljevanju primerjali z začetno
sličico v zaporedju. Sličica, ki je imela z začetno največjo razliko je proglašena za
vrhunec mikro izraza. Po tem, ko je znana najizrazitejša sličica, se med njo in
začetno sličico za pridobitev visokonivojskih spremenljivk izračuna optični tok, na
katerih se uporabi konvolucijska nevronska mreža.
Slika 4.2: Prikaz delovanja optičnega toka na najizrazitejši sličici. Vir: [45]
4.5 Odprava neravnovesja v učni množici
V podatkovnih množicah CASME, CASME II in SAMM, omenjenih v poglavju 2
lahko opazimo izrazito neravnovesje v številu nastopajočih kategorij mikro izrazov,
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ki jih želimo prepoznavati. To jasno pokažejo tabele 2.3.1, 2.3.2 in 2.3.3. To je v
kontekstu strojnega učenja znan problem, saj taki podatki model vodijo v sistema-
tično preferiranje kategorij, ki so večinsko zastopane. Možni postopki, ki pomagajo
pri odpravljanju tovrstnih pristranskosti so sledeči.
• Pravilna izbira učinkovitostne metrike. Namesto, da model ocenjujemo po
sami natančnosti pravilno klasificiranih vzorcev, raje uporabimo metriko F1,
preciznost in priklic ter opazujemo kaj se dogaja v matriki zamenjav, ter v
primeru binarne klasifikacije, s krivuljo ROC.
• Vzorčenje učne podatkovne množice. V kolikor imamo vzorcev v učni množici
dovolj, jih lahko v učni proces izberemo tako, da bodo vse kategorije enako
zastopane.
• Umetno povečamo učno množico s postopki bogatenja množice (angl. data
augmentation). Več v poglavju 4.6.
• Utežimo vzorce slabše zastopanih kategorij z večjo močjo pri spremembi mo-
dela (denimo tekom postopka gradientnega spusta).
Zaradi neuravnovešenosti učnih podatkovnih množic smo za vrednotenje napove-
dnih modelov uporabili metriko F1. Poleg tega smo združili več slabše zastopanih
kategorij v eno kategorijo, podobno kot so to storili [1] in [21] in kot prikazuje tabela
4.5. Hkrati smo povečali število vzorcev, ki so bili slabše zastopani, s postopkom
vzorčenja in umetnega bogatenja množice. Na ta način so bile tekom procesa učenja
modela, vse kategorije zastopane z enakim številom vzorcev.
Združeno CASME CASME II
Negativno(124) Gnus(44), Žalost(6), Strah(2) Gnus(63), Žalost(7), Strah(2)
Drugo(234) Napetost(69), Jeza(38), Prezir(9) Jeza(27), Drugo(99)
Pozitivno(41) Veselje(9) Veselje(32)
Presenečeno(45) Presenečeno(20) Presenečeno(25)
Tabela 4.1: Prikaz združevanja vzorcev s podatkovja CASME in CASME II
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4.6 Umetno bogatenje podatkovne množice
Uporabljen postopek bogatenja množice vzet iz [1] in poskrbi tako za problem neena-
komernega zastopanja kategorij kot za problem splošno majhne izvorne podatkovne
množice. Korake opisuje sledeči algoritem.
Algoritem 2 Algoritem vzorčenja in bogatenja podatkovne množice
1: Iz vsake sličice odrežemo 4 slikovne točke širok pas. Z rezanjem na različnih me-
stih (zgoraj, spodaj, levo, desno, zgoraj levo, zgoraj desno, spodaj levo, spodaj
desno, na sredini), lahko ustvarimo devet novih sličic.
2: Sličice povečamo na velikost 224x224, kot je prvotna velikost vhodnih podatkov.
3: Ponavljamo koraka 1 in 2, dokler ne obdelamo vse vzorcev v podatkovni množici.
4: Za vsako od nastopajočih čustvenih kategorij, naključno izberemo vzorec i.
5: V i-tem vzorcu zamenjamo vsako sličico z enim od novih vzorcev s korakov 1 in
2.
6: Uporabimo model časovne interpolacije, da pripravimo vzorec na standardno
število sličic v zaporedju.
7: Ponavljamo korake 4 do 6, dokler nimamo za trenutno čustveno kategorijo do
300 ustvarjenih vzorcev.
Na ta način smo pripravili učno množico velikosti 1200 vzorcev (4x300) in z enako




Učenje in vrednotenje modelov
5.1 Zasnova eksperimenta
V prejšnjem poglavju smo opisali pripravo podatkovne množice. V tem poglavju
opišemo postopek učenja modelov. Najprej smo zgradili različne izvedenke modela
na podatkovju CASME II in glede na uspešnost klasifikacije vzorcev določili hi-
perparametre nevronske mreže (velikost slojev, sprejemnega polja, konvolucijskega
koraka itd.). Učenje je potekalo po sistemu LOSO (angl. leave-one-subject-out), po
katerem za učenje modela uporabimo vse razen enega učnega subjekta (ene osebe),
ter s pridobljenim modelom klasificiramo vzorce izvzetega subjekta. Če imamo v
podatkovni množici 26 subjektov (primer CASME II), to pomeni, da za en eksperi-
ment zgradimo tudi 26 modelov. Vsak od teh modelov med učenjem ne vidi video
vzorcev za enega od subjektov, katere mora potem pravilno klasificirati v eno od
skupin. Takšen sistem je uporabljen zaradi majhnosti podatkovne množice, saj jo
na ta način kar najbolje izkoristimo. V kolikor model ne pokaže dobrih rezultatov na
podatkovju CASME II, ga v nadaljevanju ne uporabljamo več. Eksperimenti so iz-
vedeni s pomočjo knjižnic Tensorflow [50], Keras [51] in NumPy [52] v programskem
jeziku Python.
Vsi modeli za optimizacijo mreže oz. za gradientni spust uporabljajo algoritem Adam
(poglavje 3.3.3) z učno hitrostjo γ = 0.00001 in spremembo učne hitrosti po vsaki
posodobitvi v višini 10% začetne hitrosti. Stroškovna funkcija tekom optimizacije
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modelov je navzkrižna entropija, ki se definira kot
H(p, q) = −
∑︂
x∈X
p(x) log q(x). (5.1)
Večja kot je razlika med napovedano verjetnostjo za določeno kategorijo in njeno
dejansko verjetnostjo (v primeru klasifikacijskega modela je ta kar enaka 1), večja
je križna entropija. Idealen model ima vrednost križne entropije enako 0. V našem
primeru je p(x) vektor kategorij posameznega vzorca (kjer ima vrednost 1 zgolj
element, ki zastopa pravilno kategorijo, vsi ostali elementi so ničelni), q(x) pa vektor
verjetnosti posamezne kategorije, ki jih izvrže model. To pomeni, da lahko v tem
primeru stroškovno funkcijo poenostavimo v obliko H(p, q) = − log q(x).
5.2 Model s konvolucijsko in LSTM nevronsko mrežo
5.2.1 Opis modela
Konvolucijski del modela
Ideja modela je ta, da uporabimo konvolucijsko nevronsko mrežo za izražanje vi-
sokonivojskih atributov iz vhodnih podatkov, nato pa povratno mrežo tipa LSTM
za modeliranje časovne dinamike med atributi posameznih slik, kot jih izvrže kon-
volucijska mreža. Na izbiro arhitekture konvolucijske mreže je vplivalo relativno
nizko število učnih vzorcev, zato je tudi mreža bolj plitka in vsebuje zgolj dva kon-
volucijska in dva združevalna sloja. Do tega trenutka (glej sliko 5.1, do izravnave)
obstajata dva tokova mreže, vsak tok za svoj kanal v polju optičnega toka, ki se
optimizirata posebej. Na tej točki pa vrednosti enot v zadnjem združevalnem sloju
iz obeh tokov združimo in poravnamo enega ob drugega, ter nadaljujemo zgolj z
enim tokom. Sledita dva popolno povezana sloja ter 25% osip. Zadnji v vrsti je
izhodni sloj, ki vzorce kategorizira v enega od čustev, v katere želimo kategorizirati
vzorce.
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Slika 5.1: Shema konvolucijskega dela modela.
LSTM del modela
Po učenju konvolucijske nevronske mreže se učne vzorce še enkrat pošlje skozi mrežo,
vendar le delno - kot izhodni sloj na tej točki določimo enega od popolno povezanih
slojev, zato da dobimo vrednosti v enotah v temu sloju. Na ta način pridobimo viso-
konivojske atribute posameznega slikovnega vzorca, ki je optimiziran za prepoznavo
mikro obraznih izrazov. Posamezni video vzorec je tako predstavljen kot zaporedje
vektorjev visokonivojskih atributov posameznih slik. Taka zaporedja so vhodni po-
datki za drugo, povratno mrežo, ki se nauči klasifikacijo zaporedja (video vzorca z
mikro izrazom) v eno od predpisanih kategorij. Ta mreža vsebuje en (modeli 1, 2,
3, 4, 5, 6, 7) ali dva (model 8) LSTM sloja s 1024 enotami, katerim sledi popolno
povezan sloj s 128 enotami in izhodni sloj. Na ta način smo dobili model, ki je
sposoben izražanja informacij iz slik in njihove dinamike v video zaporedju.
Slika 5.2: Shema LSTM dela modela.
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Predpriprava podatkov z optičnim tokom
Vhod v konvolucijsko mrežo je optični tok (poglavje 4.3) med posameznimi slikami
v zaporedju. Namesto izvornih slik mikro izrazov, smo izračunali optični tok na
sledeča načina:
• Med sosednjima sličicama v zaporedju, torej optični tok med 1. in 2. sličico,
2. in 3. sličico itd.
• Med prvo in vsako drugo sličico v zaporedju, torej med 1. in 2. sličico, 1. in
3. sličico itd.
Vhod v konvolucijsko mrežo je tako enake dimenzije kot izvorna slika, vendar je na-
mesto v treh kanalih (rdeč, zelen, moder) predstavljena zgolj v dveh kanalih (spre-
menljivki u in v iz konteksta optičnega toka, oz. vodoraven in navpičen premik
slikovnih točk). Končno število parametrov v modelu je 4.860.008, torej skoraj 5
milijonov.
5.2.2 Rezultati modela
Ta pristop se je izkazal kot uspešen. Model s kombinacijo konvolucijske nevronske
mreže za izražanje visokonivojskih atributov iz polja optičnega toka in povratne
nevronske mreže za modeliranje dinamike zaporedja teh atributov je dosegel vi-
soko vrednost metrike F1 v višini 0.652, kar je v rangu modelov iz sorodnih virov,
omenjenih v poglavju 5.6. Eksperimentacija pri učenju modela vključuje sledeča
področja.
• Delovanje optičnega toka, kjer poskusimo dva načina. V prvem izračunamo
optični tok med vsakima sosednjima sličicama (označba t− > t+1), v drugem
pa optični tok med prvo in vsako naslednjo zaporedno sličico (označba 1− > t).
• Število filtrov na konvolucijskih slojih, kjer uporabimo vrednosti (8, 16), (16,
32) in (32,64) paroma za prvi ter drugi konvolucijski sloj. Potrebno je do-
voljšnje število filtrov, da lahko model razpozna dovolj vzorcev, vendar ne
preveliko, saj lahko pride do preprileganja učnim podatkom.
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• Popolno povezan sloj v konvolucijski mreži, s katerega vzamemo atribute za
uporabo v povratni mreži. Konvolucijska mreža vsebuje dva popolno povezana
sloja, zato poskusimo za atribute uporabiti vrednosti obeh.
ID Opt. tok Št. filtrov Atributi št. LSTM Natančn. F1
1 1 -> t (8,16) PP 1 1 0.626 0.611
2 1 -> t (8,16) PP 2 1 0.654 0.652
3 t -> t+1 (8,16) PP 1 1 0.591 0.587
4 1 -> t (32,64) PP 1 1 0.630 0.617
5 1 -> t (16,32) PP 1 1 0.626 0.606
6 t -> t+1 (8,16) PP 2 1 0.549 0.508
7 1 -> t (32,64) PP 2 1 0.646 0.644
8 1 -> t (16,32) PP 2 2 0.685 0.679
9 1 -> t (16,32,64) PP 2 2 0.650 0.639
Tabela 5.1: Rezultati modela na podatkovju CASME II
Slika 5.3: Matrika zamenjav za model 8 (tabela 5.1).
Za najboljši model glede na obe metriki, tako natančnost kot F1, se je izkazal model
št. 8. Gre za model, pri katerem optični tok izračunamo med začetno sličico in
sličico v trenutku t, uporabimo dva konvolucijska sloja z velikostjo filtrov 16 ter 32,
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atribute vzamemo z drugega popolno povezanega sloja, za končno klasifikacijo pa
poskrbita dva LSTM sloja.
5.3 Model s trodimenzionalno konvolucijsko mrežo
5.3.1 Opis modela
V tem poglavju predstavimo še eno idejo, kako iz zaporedja slik izluščiti informacije,
in sicer s trodimenzionalno konvolucijsko mrežo. Ta pristop se od tistega, opisanega
v poglavju 5.2 razlikuje po tem, da sprejemno polje ne vsebuje in se premika zgolj po
dveh dimenzijah (širini in višini slike), temveč še po tretji, času. Tudi za dodatno
dimenzijo nastavljamo enake hiperparametre kot pri klasični konvolucijski mreži,
torej velikost sprejemnega polja v tej dimenziji, dolžino koraka in zapolnjevanje.
Zaradi uspešnosti v predhodnih modelih smo tudi tu predhodno izračunali polje
optičnega toka in ga podali kot vhod v nevronsko mrežo, namesto izvirnih sličic.
Za razliko od uporabe ločenih mrež (kot v 5.2), v tem primeru uporabimo zgolj en
model za izračun visokonivojskih atributov s posameznega vzorca in modeliranje
njihove dinamike v časovnem zaporedju. Ideja za ta model je bežno povzeta po [1].
5.3.2 Rezultati modela
Rezultati modela s trodimenzionalno konvolucijsko mrežo so prikazani v tabeli 5.2.
V arhitekturi mreže smo eksperimentirali s številom konvolucijskih filtrov, velikostjo
sprejemnega polja, številom popolno povezanih slojev po korenu mreže in z dodat-
kom osipa na popolno povezanem sloju. Dodatno smo poskusili arhitekturo mreže
s konvolucijo na dveh kanalih, kjer si obe dimenziji optičnega polja delita skupne
konvolucijske parametre in arhitekturo z dvema tokovoma, kjer ima vsaka dimenzija
svoj koren, ki se nato združita in povežeta v popolno povezan sloj. Natančnejši
hiperparametri modelov so opisani spodaj, rezultati pa sledijo v tabeli 5.2.
• Model 10 uporablja trodimenzionalno mrežo na dveh kanalih (u,v iz konteksta
optičnega toka). Ima dva konvolucijska sloja s številom filtrov (64, 128). Filtri
imajo velikost sprejemnega polja (2,2,2) v vsaki od dimenzij, premikajo pa se
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z velikostjo koraka (1,2,2). Združevalni sloji imajo sprejemno polje velikosti
(2,2,2). Tem slojem sledi popolno povezan sloj s 1024 enotami in nato izhodni
sloj.
• Model 11 se od zgornjega razlikuje po dodatnem popolno povezanem sloju, ki
je enake velikosti. Drugemu popolno povezanemu sloju je dodan še 25% osip.
• Model 12 ima večje konvolucijsko sprejemno polje, in sicer v velikosti (5,4,4)
ter zgolj en popolno povezan sloj.
• Model 13 je precej drugačen od prvih treh, saj ne uporablja mreže na dveh
kanalih, temveč zgradi dva tokova mreže za vsako dimenzijo optičnega toka
posebej (podobno kot konvolucijski model v poglavju 5.2). Število filtrov je
nekoliko manjše in je (32,64), saj ima model zaradi dveh tokov dvakrat več
parametrov, kar predstavlja dodaten problem v hitrosti in prostorski zahtev-
nosti učenja. Velikost sprejemnega polja v konvoluciji je (4,3,3). Po drugem
združevalnem sloju se tokova združita in izravnata drug ob drugega. Temu






Tabela 5.2: Rezultati trodimenzionalne konvolucijske mreže na CASME II.
V sklopu modelov s trodimenzionalno konvolucijsko mrežo se v obeh metrikah iz-
kaže model 10. V primerjavi z modeli iz prejšnjega podpoglavja so se modeli s
trodimenzionalno konvolucijsko mrežo v splošnem odrezali slabše.
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5.4 Model s konvolucijsko mrežo na najizrazitejši
sličici
5.4.1 Opis modela
Ideja modela je sorodna ideji prvega modela (poglavje 5.2), le da za modeliranje ne
uporabimo zaporedja sličic, temveč zgolj prvo in najizrazitejšo sličico (poglavje 4.4).
Med tema dvema sličicama izračunamo optični tok, ter ga predstavimo na vhodu
v konvolucijsko mrežo. Arhitektura konvolucijske mreže je enaka kot v prejšnjem
poglavju, le da v tem primeru ta konvolucijska mreža skrbi tudi za končno klasifi-
kacijo. Pomanjkljivost modela je ta, da sicer na tej podatkovni množici že imamo
podatek o tem, katera sličica je najizrazitejša, kar bi bilo potrebno na zunanji testni
množici (ob uporabi modela v zunanjem okolju) še določiti. Prvi model nima tega
problema in je zato bolj robusten. Ideja uporabe najizrazitejše sličice je povzeta po
viru [45].
5.4.2 Rezultati modela
V tabeli 5.3 so rezultati modela s konvolucijsko mrežo na najizrazitejši sličici. Po-
skusili smo verzijo modela s številom filtrov (8, 16) ter (32,64) na prvem in drugem
konvolucijskem sloju.
ID Optični tok Število filtrov Natančnost F1
14 1 -> najizrazitejša (8,16) 0.592 0.580
15 1 -> najizrazitejša (32,64) 0.608 0.613
Tabela 5.3: Rezultati modela z najizrazitejšo sličico na podatkovju CASME II.
Od dveh modelov na najizrazitejši sličici se za boljšega izkaže model z večjim števi-
lom filtrov, vendar pa ne doseže učinkovitosti modela 8 iz podpoglavja o modelih s
konvolucijsko in LSTM mrežo.
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Slika 5.4: Matrika zamenjav za model 13 (tabela 5.3).
5.5 Model s prenesenim učenjem
5.5.1 Opis modela
Ideja za grajenje modela opisanega v tem poglavju je iz vira [21]. Preneseno učenje
poteka tako, da vzamemo model, ki rešuje soroden problem in ga doučimo za naš
specifični problem. V praksi to pomeni, da imamo neko nevronsko mrežo, ki ima pa-
rametre že optimizirane za aproksimacijo neke podobne funkcije in jih premaknemo
v smer, ki ga velevata procesa vzvratnega širjenja napake in gradientega spusta.
Mreža tako ni inicializirana s povsem naključnimi parametri, zato se lahko bolje in
hitreje optimizira. V našem primeru pa smo šli še nekoliko dlje, saj nismo spreminjali
vseh parametrov v celotni mreži, temveč zgolj parametre na zadnjih treh slojih, saj
so ključni za klasifikacijo. Prednost takega pristopa je omogočanje uporabe večjega
in globljega modela, kot smo ga sposobni optimizirati na naših osebnih računalnikih,
saj so postopki učenja v globokih modelih izjemno računsko in prostorsko zahtevni.
V našem primeru smo uporabili model VGG-16 Deep Face [53], ki je posebej spe-
cializiran za prepoznavo in izražanje atributov na človeških obrazih. Gre za model
globokega učenja s 36 sloji, od tega s 13 konvolucijskimi sloji. Pri postopku prene-
senega učenja smo popravljali parametre zgolj na zadnjih treh, popolno povezanih
slojih ter nato na zadnjem od teh slojev (točno pred izhodnim slojem) uporabili
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vrednosti v enotah kot visokonivojske atribute za posamezni vzorec. Podobno kot
v modelu 5.2 (Model s konvolucijsko in LSTM nevronsko mrežo), se takšni atributi
v nadaljevanju uporabijo za vhod v povratno nevronsko mrežo tipa LSTM, ki po-
skrbi za modeliranje dinamike med posameznimi sličicami v video zaporedju. V tem
eksperimentu smo poskusili dve iteraciji modela, ki se razlikujeta v tipu vhodnih po-
datkov. V prvem načinu smo kot vhod v konvolucijsko mrežo predstavili originalne
sekvence sličic, v drugem načinu pa smo sličice predhodno obdelali z optičnim tokom
in nato v model predstavili polje optičnega toka med sosednjima sličicama.
5.5.2 Rezultati modela
V tabeli 5.4 je rezultat modela z enakim postopkom učenja in testiranja, kot je
opisan v 5.1. Ker med samim učenjem nismo opazili anomalij in je učna napaka
tekom učenja normalno padala, zaključimo s tem, da se tovrsten model ne posplošuje
dobro na subjekte, ki jih ni videl med učenjem. Sklepamo, da se model, ki kot vhod
prejme izvorne slike, torej brez obdelave z optičnim tokom, ni sposoben naučiti
zaznavanja premikov obraznih regij. Po drugi strani se model na polju optičnega
toka izkaže nekoliko bolje, vendar še vedno slabo. Najverjetneje je model VGG-16
Deep Face [53] preglobok in neprimeren za obdelavo tovrstnih podatkov. Rezultati
modela so primerljivi s tistimi iz vira [21], ki so opisani v poglavju 5.6.
Natančnost F1
Model na izvirnih slikah 0.416 0.209
Model na polju optičnega toka 0.479 0.365
Tabela 5.4: Rezultati modela s prenesenim učenjem na podatkovju CASME II
Rezultati modela s prenesenim učenjem niso pretirano dobri in nimajo velike klasi-
fikacijske zmožnosti, nekoliko bolje kot model na izvirnih slikah pa se obnese model
na polju optičnega toka.
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5.6 Pregled rezultatov modelov iz sorodnih raziskav
V tem poglavju naredim še primerjavo modelov iz literature do tega trenutka. Na
voljo je omejeno število dokumentiranih pristopov, ki za prepoznavo mikro obra-
znih izrazov uporabljajo modele globokega učenja. Pri tem ne obstaja standardna
metodologija za izvedbo eksperimenta prepoznavanja mikro izrazov. Posledično so
rezultati težje primerljivi, saj različni pristopi različno uporabljajo podatkovja in
različno združujejo kategorije čustev v klasifikacijskem problemu.
Enega prvih poskusov modeliranja obraznih mikro izrazov z globokim učenjem so
izvedli Kim et al. [18]. Uporabili so konvolucijsko nevronsko mrežo za izražanje
visokonivojskih atributov iz prve, najizrazitejše in zadnje sličice v zaporedju sličic
iz vzorcev CASME II, ter jih nato obdelali z LSTM povratno mrežo. Dosegli so
natančnost 0.610.
Peng et al. [1] so uporabili kombinacijo optičnega toka na sosednjih sličicah in
trodimenzionalne konvolucijske mreže, ki ima po 4 konvolucijske in združevalne sloje
ter uporablja ločen tok za vzorce iz posamezne podatkovne baze, ki se nato združita.
Razlog za tako izbiro arhitekture je v tem, da je vsaka od podatkovnih baz snemana
pri različnem številu sličic na sekundo in niso želeli uporabiti enakih sprejemnih polj
v časovni dimenziji. Poleg tega so podatke predhodno vzorčili in umetno obogatili,
enako idejo, opisano v poglavju 4.6, smo uporabili tudi mi. Na modelu, ki za učenje
in testiranje uporablja združene vzorce iz podatkovnih baz CASME I in CASME II,
so dosegli natančnost prepoznave 0.667, medtem ko podatka o metriki F1 ni.
V viru Enriched Long-term Recurrent Convolutional Network for Facial Micro-
Expression Recognition [21] uporabljajo preneseno učenje iz modela VGG-16 Deep
Face [53] in povratno mrežo LSTM z natančnostjo 0.524. Niso koristili vzorčenja,
vendar v učenje modela podajali neravnovesno množico. Izvedli so tudi poskus z
učenjem na podatkovju CASME II in testiranjem na podatkovju SAMM z natančno-
stjo 0.434 ter poskus s hkratnim učenjem na združenih podatkovjih z natančnostjo
0.570.
Morda najzanimivejši pristop k problemu prepoznavanja mikro izrazov pa ponudi
From Macro to Micro Expression Recognition: Deep Learning on Small Datasets
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Using Transfer Learning [22], kjer so najprej naučili model za prepoznavo makro
izrazov, saj za ta problem obstajajo precej širše podatkovne množice, ter ga nato
doučili s podatkovji za mikro izraze, katere smo uporabljali tudi mi. S takšnim
pristopom so dosegli visoko natančnost tako na podatkovni množici CASME II (na-





V magistrskem delu smo raziskali algoritemsko prepoznavo mikro obraznih izrazov s
pomočjo metod globokega učenja t.j. globokih nevronskih mrež. Preizkusili smo ne-
kaj različnih pristopov, modelirali mikro obrazne izraze z raznolikimi arhitekturami
konvolucijskih ter LSTM nevronskih mrež in z omejenimi podatkovnimi množicami
dosegli primerljive rezultate večini sorodnih raziskav do tega trenutka. Ugotavljamo,
da je uporaba globokega učenja za tovrstne namene primerna, vendar bi k doda-
tni uspešnosti avtomatske prepoznave mikro obraznih izrazov pripomoglo bogatejše
podatkovje za učenje modelov.
Tehnologija za prepoznavanje mikro obraznih izrazov danes še ni dovolj daleč, da
bi jo lahko uporabili v praktičnih aplikacijah v vsakdanjem življenju. Vendarle se
zdi, da bi lahko v roku nekaj let ob zadostni podpori raziskovalne skupnosti napre-
dovala do točke, kjer bo za nekatere aplikacije natančnost dovolj dobra. Na primer,
predstavljajmo si, da za potrebe v oglaševalski panogi sprednja kamera na našem
telefonu ves čas spremlja mikro odzive našega obraza na predvajane oglase in tako
podrobno spremlja, kateri nam niso všeč in kateri malo bolj. Tehnologija prepoznave
mikro obraznih izrazov v takšnem okolju po našem mnenju prinaša nevaren vdor v
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