Recent experiments, in which Terahertz (THz) light has been used to induce nonequilibrium superconducting states, have raised a number of intriguing fundamental questions. Theoretically, these experiments are most often described within the Floquet formalism, which suffers a number of well-known limitations (e.g. Floquet heating). Alternative approaches rely on heavy numerical methods. In this Article we develop an analytical theory of nonequilibrium superconductivity that combines path integrals on the Kostantinov-Perel' time contour with adiabatic perturbation theory [G. Rigolin, G. Ortiz, and V.H. Ponce, Phys. Rev. A 78, 052508 (2008)]. We consider a general system of electrons and Raman phonons coupled by the Fröhlich interaction, in the presence of a time-dependent external field which acts on the phonon subsystem. The latter is supposed to model the THz light-induced excitation of nonlinear interactions between infrared and Raman phonons. Assuming that the external field has a slow dependence on time, we derive equations for the dynamical Cooper gap, calculating the leading adiabatic term and the first non-adiabatic correction. Our nonequilibrium formulas can be solved numerically with a minimal increase of computational complexity with respect to that needed to calculate the Cooper gap at equilibrium.
I. INTRODUCTION
Discovering or engineering materials displaying superconductivity at room temperature represents an extraordinary challenge, with obvious disruptive technological implications. Since the equilibrium critical temperature T c for conventional superconducting states tends to be extremely low 1 , large theoretical and experimental efforts are being devoted to the search for high-temperature superconductors 2, 3 and generalizations of the equilibrium theory beyond the Eliashberg equations 4, 5 . On the other hand, recent advances in the production and manipulation of intense Terahertz light sources have triggered a very interesting question. Is it possible to turn a normal material into a superconducting one, at least temporarily, by applying an appropriately designed timedependent electromagnetic field? More precisely, recent experiments indicate that stimulation by light of a superconducting material at temperatures above T c , even up to room temperature, may induce in the otherwise normal state at least some of the properties of the superconducting phase (e.g. coherent transport), avoiding the need to cool the material down to very low temperatures [6] [7] [8] [9] . Of course this approach costs energy. For any technological application one should therefore assess whether the pros of operating a room-temperature nonequilibrium superconducting phase overcome the cons linked to sustaining the electromagnetic field over a certain time window. Ignoring such practical considerations, this fascinating question challenges our understanding of the mechanisms of interaction between THz light and matter degrees of freedom in the solid state.
From the point of view of theory, the main goal is to quantify how the superconducting gap (∆) changes in time due to the presence of an external time-dependent field. General integro-differential equations have been derived, e.g. within the formalism of Keldysh nonequilibrium Green's functions 10, 11 , for the Bardeen-CooperSchrieffer (BCS) time-dependent gap. Despite their generality, their solutions rely on approximations or assumptions that limit their applicability (see e.g. the case of a dirty superconductor 10, 12, 13 ). One can group different theoretical approaches to nonequilibrium superconductivity on the basis of the time dependence of the external field. Three cases occur: (1) the field changes slowly, or (2) quickly, on the characteristic time scales set by the equilibrium parameters of the system (a condition that can be specified in different ways 11, 14 ) , and/or (3) the field is periodic in time. In our case, we say that the external field is slow if the transition amplitude between instantaneous eigenstates of the HamiltonianĤ(t) induced by its time-derivative is much smaller than the ratio between the energy gap between those states and the time scale over which the system is observed (T ). This requirement on the smallness of the time-derivative of the external field will remind the reader of the conditions of validity of the adiabatic theorem in quantum mechanics 15 . Below we will see that we actually need a more powerful formalism. With this definition of the rapidity of variation of the external field, the approach that we pursue in this work deals with problems belonging to group (1) . Let us briefly comment on other approaches first.
In relation to problems of type (2) , many theoretical works have focussed on the non-adiabatic regime, which often requires a fully numerical treatment. Typical problems that have been investigated in the literature involve: i) an instantaneous switching-on of the field 16, 17 ; ii) a quench of the attractive interaction between anti-parallel spin electrons [18] [19] [20] [21] [22] ; iii) an ultrafast but non-instantaneous (e.g. Gaussian) external field acting on the electron subsystem 23, 24 ; iv) simulations of ultrafast pump-probe experiments in superconductors 25 ; v) preparation of the system in a nonequilibrium state and study of its evolution under a time-independent Hamiltonian 26 . The motivation to study this regime is given by new experimental techniques for the ultrafast optical manipulation of superconductivity, including real-time tracking of the evolution of ∆ 27, 28 . When the external field is periodic in time, as in the case of problems of type (3), the Floquet formalism provides the simplest way to compute time-dependent observables. In Ref. 29 , this approach was applied to the Hubbard model, showing that the super-exchange interaction can be modulated to become the dominant energy scale of the system, switching-on pair correlations that are responsible for superconductivity. In Ref. 30 , Floquet theory was used to analyze Cooper-pair instabilities in nonequilibrium electron-phonon systems. The effective electron-electron interaction resulting from the electronphonon coupling was treated in the Hubbard approximation and a quartic time-periodic phonon driving effectively modified the interaction parameter in time. During the transient, at low driving frequencies, a competition takes place between Cooper-pair enhancement due to the driving and Cooper-pair breaking due to the nonequilibrium distribution of phonons. The critical temperature T c , defined with respect to the time-averaged Hamiltonian, was found to increase in a broad region of parameter space, with a complicated dependence on the driving frequency.
Despite its usefulness, the Floquet formalism can be strictly applied only when the driving is perfectly periodic, which is not consistent with realistic experimental situations. Establishing a field that can be modelled as periodic requires a switching-on procedure occurring on a long time scale, which may cost a significant amount of energy. For a rigorous application of Floquet theory, the field should then last forever. Moreover, a well-known problem with Floquet theory is the phenomenon of Floquet heating, by which an interacting system heats up to an infinite temperature at infinite times. Although in some situations heating is slow enough in the time interval of interest 30, 31 , it is nevertheless a non-physical effect whose impact needs to be carefully addressed case by case.
The limitations of Floquet theory can be overcome via fully numerical approaches. For example, the authors of Ref. 32 investigated the nonequilibrium dynamics of a phonon-mediated superconductor induced by a transiently modified electronic structure through nonlinear phonon coupling. The system was modelled by a Fröhlich Hamiltonian with a dynamical electronic band structure (i.e. a two-dimensional square-lattice tightbinding model with time-dependent hopping). The timedependent hopping amplitude was taken to evolve linearly with time from an initial value J 0 = 0.25 eV to a final value J f = 0.20 eV (reached after a time τ ) and stayed equal to J f afterwards. For this model, the KadanoffBaym equations for the nonequilibrium Green's functions were solved numerically. The authors demonstrated an enhancement of the superconducting gap and discussed mechanisms and time scales of relaxation through phononic channels. This approach, which represents the state-of-the-art of the level of numerical accuracy that can be currently reached, is computationally very demanding. Also, our understanding is that it allows little flexibility on the choice of the external time-dependent modulation.
A different approach was pursued in Ref. 33 . Here the external field was taken care of through a time-dependent electronic band dispersion resulting from the direct action of the electromagnetic field on electronic subsystem. Two scenarios were discussed. In the first case (weak-field regime), the interaction was taken to be of the standard BCS form, and the equations of motion for the Anderson pseudospins 34 were solved analytically up to second order in the vector potential describing the external field. In the second case, the interaction was taken to be of the Hubbard form and the dynamics of the superconducting order parameter was calculated numerically by using a dynamical mean-field theory approach in a onedimensional system and in infinite dimensions, assuming a monochromatic oscillating time-dependent field, as in the Floquet formalism.
The purpose of this work is to lay down a nonequilibrium theory of superconductivity that allows us to bypass the aforementioned limitations. More precisely, we neither want to rely on a smallness assumption for the amplitude of the external field nor assume that the external field is periodic in time. The only assumption we want to make is that the field is slowly-varying in time, in the sense discussed above and as will be rigorously formalized below. In this adiabatic regime, we can employ the recently developed Adiabatic Perturbation Theory (APT) 35 . This is a very general procedure that allows to deal with systems whose Hamiltonians have a slow dependence on time, while going systematically beyond the conventional adiabatic theorem of quantum mechanics, which represents the "zeroth order" of APT. Applying APT to our nonequilibrium superconducting problem, we are able to lay down a theory which falls into the category (1) of our previous list.
Of course, several theoretical treatments of superconductivity in the adiabatic regime are available. For example, in Ref. 11 one can find a microscopic derivation of the time-dependent gap ∆(ω) in the frequency representation and in a small-ω expansion. This derivation is heavily based on the strong assumption that the energy spectrum and quasiparticle distribution function remain the same as at equilibrium. More accurately, the phenomenological Ginzburg-Landau theory, which is applicable at equilibrium for temperatures ≈ T c , can be extended to nonequilibrium systems, yielding the time-dependent Ginzburg-Landau (TDGL) theory 14, 36, 37 . The latter is designed to describe systems with temperature close to T c and subject to small deviations from equilibrium. Approximate differential equations for the time-dependent gap are obtained from the general ones upon expanding in a Taylor series the time and space variations of ∆ with respect to the equilibrium value 14 . As such, this framework cannot describe large variations of the gap parameter.
Our main results are summarized into two equations, which determine the leading contributions the nonequilibrium gap parameter within the framework of APT [Eqs. (126) and (127)]. These can be easily solved by elementary numerical approaches. Such equations require the external field to be slowly varying in time (as specified above), but are neither restricted to small variations of the gap nor to periodic external drivings. The derivation of Eqs. (126) and (127) will be reported in great detail and can be summarized as follows. We start by describing our system by means of a Hamiltonian that includes electrons and phonons, a Fröhlich-type electron-phonon interaction, and a time-dependent external field acting on the phonon subsystem (Section II). We then apply the nonequilibrium path integral formalism on the Kostantinov-Perel' time contour 38 to derive an effective electronic action, which is obtained after integrating out the phononic degrees of freedom (Section III). The equilibrium version of this approach is standard for stationary superconductivity 39, 40 . Several notable differences, however, appear in the nonequilibrium case. In particular, one directly obtains the effective retarded electron-electron interaction in the real-time representation 41 (Section III C) and, obviously, an action term accounting for the external field (Section III D). We then introduce sources that enable the calculation of the Cooper parameters by functional differentiation (Section III E). At this stage, we proceed by approximating the effective electron-phonon interactionà la Hubbard (Section IV). This allows us to perform a Hubbard-Stratonovich decoupling (Section IV A) and to integrate out the fermionic degrees of freedom (Section IV B). This procedure yields path-integral expressions for the time-dependent Cooper parameters and, in principle, other observables (Section IV C). In practice, these expressions should be evaluated under the nonequilibrium saddle-point approximation (Section IV D), which yields the nonequilibrium version of Gor'kov equations 42 . We finally proceed to determine the self-consistent equation for the nonequilibrium superconducting gap, in the case of a spatially-uniform external field (Section V). It is exactly at this step that we utilize APT. The main results of this work are presented in Section V G, in Eqs. (126) and (127), in a form that is easily tractable numerically. In Section V I we show that, at equilibrium, our nonequilibrium formulas reduce to the BCS result. In Section VI we discuss why the APT approach was necessary and how to assess its validity. A summary and a brief set of conclusions is reported in Section VII. A number of relevant technical details can be found in Appendices A and B.
II. HAMILTONIAN OF THE COUPLED ELECTRON-PHONON SYSTEM

A. Electronic representation
We consider a system of electrons and phonons described by the following time-dependent Hamiltonian:
Here,Ĥ
is the free-electron Hamiltonian, where the dependence of the single-electron band energy ǫ k,σ on spin σ =↑, ↓ allows us to describe a Zeeman coupling to a static magnetic field as well as a spin-dependent chemical potential.
The second term on the right-hand side of Eq. (1),
is the free-phonon Hamiltonian,
is the electron-phonon interaction Hamiltonian 43 , where λ labels the phonon branches, and
describes a time-dependent external field displacing the ions from their equilibrium positions. ForĤ to be Hermitian, it must be
A mechanism that generatesĤ ext (t) in the form of Eq. (5) could be a nonlinear coupling between infraredactive (IRA) and Raman-active (RA) phonons 30, 32, 44, 45 , the latter being responsible for conventional superconductivity via their interaction with the conduction electrons, while IRA phonons at zero momentum can be coherently excited by a laser.
Several types of nonlinearities have been recently discussed in great detail in Refs. 30 and 45. For example, the phonon Hamiltonians responsible for so-called type-I and type-II nonlinearities can be written, in first quantization, asĤ (7) coincides with the q = 0 term in Eq. (5) . Later in our derivation (Section V), we will take phonon modes at q = 0 (which is justified by the smallness of the photon momentum with respect to the reciprocal-lattice vector 30 ), although we develop the first part of the theory in full generality.
To establish a relationship with previous works, we note the following. As shown in Appendix A of Ref. 30 , if the feedback of the electrons on the phonon subsystem is neglected, one can treat the nonlinear term given in Eq. (7) 
B. Nambu representation
We now apply the Nambu transformation on the fermionic fields 39 ,
and we re-define the boson fields as
where N is the number of k points in the first Brillouin zone. After this substitution, the Hamiltonian retains the form of Eq. (1), witĥ
(note that the first argument of ǫ σk,σ is σk, with σ = ±1, and not just k, because the transformation (9) inverts the direction of the wave vector of spin-down particles),
In writing the previous equations, we have i) introduced
ii) renormalized the single-electron band energies by
and iii) discarded a time-dependent quantity which involves no operators and, hence, can be gauged away via a common time-dependent phase factor for all wave functions, giving no contribution to the calculations of observables.
III. NONEQUILIBRIUM SUPERCONDUCTIVITY IN THE PATH-INTEGRAL FORMALISM A. Partition function and action
Rather than solving numerically 32 the EOMs for the nonequilibrium Green's functions (GFs) for a chosen time-dependent external field, we here develop a semianalytical approach that allows us to derive an easilysolvable equation for the time-dependent gap parameter.
In order to do so, we need to make some simplifying assumptions, without loosing certain essential nonequilibrium features. We use the nonequilibrium path-integral formalism on the Kostantinov-Perel' time contour, which enables us to choose initial states of arbitrary nature, to integrate away the phononic degrees of freedom. While nonequilibrium path integrals on the Schwinger-Keldysh contour are thoroughly discussed in Ref. 13 , their version on the Kostantinov-Perel' time contour has not been studied with the same level of rigor. All necessary technical details can, however, be found in Ref. 38 . We here use their results.
We assume that at the initial time t = t 0 the system is described by a known state or statistical mixture, specified by the density matrix operatorρ 0 . (This should not be confused with the operator introduced in Eq. (15) .) The physical time domain is t ∈ [t 0 , ∞). The Kostantinov-Perel' time contour γ is then given by the union of three branches: γ = γ + ∪ γ − ∪ γ M . The forward (γ + ) and backward (γ − ) branches result from doubling the real time degrees of freedom along [t 0 , ∞). For a given physical time value t, we denote by the symbols t + and t − the two corresponding contour variables on γ + and γ − , respectively. The Matsubara branch (γ M ) is the imaginary-time domain needed to describe the initial statistical mixture, [t 0 , t 0 − iβ), where k B β is the initial inverse temperature ( = 1 throughout this Article). The density matrix at t = t 0 is written aŝ ρ 0 =Û γM /Tr Û γM , whereÛ γM is the evolution operator along γ M . In the path-integral formalism, the nonequilibrium partition function is expressed in terms of an action on the contour γ, i.e.,
where we have included a fermionic source potentialV (z), which depends on the contour variable z.
The nonequilibrium action is
where
involves only electronic fields, while S ep d, d; a * , a involves the phonon fields and their coupling to the electronic fields, i.e., the contributions from the Hamiltonian terms given by Eqs. (12), (13) and (14) . It can be separated as
The operatorsĜ
q,λ (z, z ′ ) appearing in Eqs. (19) and (21) are the inverse free-electron (fe) and free-phonon (fp) GFs, respectively, defined on the contour γ. Their features are discussed in full generality in Ref. 38 . Note that, in the case at hand, they are diagonal in the single-particle quantum labels. In Eq. (21) we have also used the symbol ρ q (z) to denote the Grassmann representation of the density operator given by Eq. (15), i.e.
B. Effective electronic action
Since the action (21) is quadratic in the phonon fields, we can integrate them away. We can simplify Eq. (17) by carrying out explicitly the following integral
The Gaussian functional integral required in Eq. (23) is reported in Appendix A. Using this result, Eq. (17) reduces to
where we have introduced the following effective electronic action:
This consists of three terms: the electronic action S q,λ (z, z ′ ) on the γ contour, and is given by
Here, t and t ′ are complex time coordinates corresponding to the contour coordinates z and z ′ , respectively, Θ(z, z ′ ) is the step function on γ, with Θ(z, z) = 1, and
is the bosonic occupation number. The two phonon-mediated contributions to the effective action in Eq. (25) are
and
In Eq. (24), we have also introduced the effective evolution operatorÛ eff γM along γ M for the electrons only, which originates from the bosonic integration in the pathintegral representation of the quantity Tr(Û γM ). Details are given in Appendix A. In our main derivation, we will not need its explicit expression. It is enough to recall that it is a constant that ensures the normalization
In the next two Sections we discuss the additional terms of the effective electronic action.
C. Effective electron-electron interactions
The effective action given in Eq. (28) describes a phonon-mediated interaction between electrons. To show the correspondence with the well-known BCS retarded interaction, we use Eq. (26) and transform ρ q (z) (as given in Eq. (22), specified to the cases z = t + , z = t − and z = t 0 − iτ ) via the Keldysh rotation, i.e.
, and Matsubara [ρ M q (τ )] components of the electronic density operator expressed in Grassmann variables. We obtain
The effective time-dependent (retarded) interaction between the electrons is given by the coefficient which couples the real-time densitites ρ C q (t) and ρ
Its Fourier transform is
which correctly reproduces the BCS retarded interaction (see e.g. Ref. 41 , where g q,λ ≡ 2ω q,λ M q,λ ).
D. Effective action for the coupling with the external field
The action in Eq. (29) expresses the indirect effect of the external field on the electron subsystem, which acts directly on the phonons. We now discuss the effective field defined in Eq. (30) . Using Eq. (26) and the following properties
we obtain
If z belongs to any of the real-time branches, i.e. z = t + or z = t − , we obtain
On the other hand, if z belongs to the Matsubara branch,
The action term (29) then becomes
This action has the correct causal structure in the sense that the field F q,λ (t ′ ) has an effect on ρ Q q (t) only if t > t ′ . This retarded effect on the electron subsytem is qualitatively different from the instantaneous effect that would be obtained by coupling a field directly to the electron rather than the phonon subsystem.
E. Cooper parameters and fermionic sources
We now focus on the Cooper parameters, which are, in general, matrices in wave vector space:
These quantities can be calculated by functional differentiating the partition function. To this end, we need to include in the action (19) the following source term:
and classical (C) and quantum (Q) components of the source potentials:
The Cooper parameters are obtained as
and C † (t) k,k ′ has an analogous expression, except for the replacements ↑→↓ and ↓→↑. The fact that C(t) k,k ′ is expressed in terms of sums of two terms in the last equality in Eq. (43) is understood by noticing that
Calculations of the Cooper parameters require an explicit expression for Z, which we now proceed to derive within the well-known "Hubbard-BCS" approximation.
IV. HUBBARD-BCS APPROXIMATION A. Hubbard-Stratonovich decoupling
To simplify the partition function, we need to perform the integral over the fermionic fields, which requires to decouple the interaction term by introducing suitable (complex) bosonic fields 13, 40, 43 . The simplest possibility is to adopt the local approximation 13 on the effective electron-electron interaction appearing in Eq. (28), i.e.
for all values of q, where U is a Hubbard-like parameter expressing the effective strength of the interaction, which is local in space. The corresponding action term becomes
where we have introduced the Cooper pair fields
We then perform the Hubbard-Stratonovich decoupling, based on the following exact identity:
where the constant c includes the integration measure 46 . The partition function in the Hubbard-BCS approximation then becomes
In Eq. (49) we have introduced the inverse BCS electronic GF on γ (in the presence of sources):
This is a matrix in the spaces of wave vectors, spins, and contour coordinates; the matrix on the right-hand side of Eq. (50) is written explicitly in spin space. In what follows, its individual elements will be denoted bŷ G
The Dirac deltas in Eq. (50) should be interpreted as δ(z, z ′ ) → δ(z, z ′ + 0), i.e. one must account for an infinitesimal shift (along the contour) between the time arguments of the d and d Grassmann fields appearing in Eq. (49).
B. Fermionic Gaussian integration
We proceed by integrating away the Grassmann variables appearing in Eq. (49). To this aim, we use the general formula for a discrete-time action
Performing the fermionic Gaussian integration, we obtain the following expression for the Hubbard-BCS partition function Z[V ]:
where we have introduced the effective action
Here, G −1 is the discrete-time version 13, 38 of the operator G −1 . It is a matrix in the contour coordinates, whose elements we denote as G −1 z,z ′ . If G z,z ′ is the direct GF on the contour, we have the following properties: i) if the time coordinates are taken on a discrete grid Γ, then
where δ z,z ′′ is the Kronecker delta; ii) if the contour coordinates are taken on the continuous contour γ, then
where δ (z, z ′′ ) is the Dirac delta on the contour.
Using functional differentiation, we now calculate 1) the Cooper parameters in Eq. (43) and 2) the values of the nonequilibrium gap parameters at the saddle point of the action. A general note about functional derivatives in this formalism is reported in Appendix B.
C. Path-integral expressions for the Cooper parameters
We now derive explicit expressions for the nonequilibrium Cooper parameters. Applying Eq. (43) 
where t ± 0 denotes an instant of time infinitesimally after/before t. Therefore, the coordinate (t+0) + is reached infinitesimally later than t + while walking on the forward branch of the contour, and (t − 0) − is reached infinitesimally later than t − while walking on the backward branch. Eq. (56) is exact within the Hubbard-BCS approximation, but it cannot be evaluated without resorting to further approximations.
D. Nonequilibrium saddle point
In order to compute Eq. (56) and its Hermitian conjugate, we use the saddle-point (SP) approximation, in full analogy to what is done in the framework of nonequilibrium many-body theory on the Schwinger-Keldysh contour 13 and standard field-theoretical procedures at equilibrium 40 . The nonequilibrium saddle points of the action are obtained by finding extrema of Eq. (53) with respect to variations in the fields ∆ q (z) and ∆ * q (z). Recalling that Eq. (56) requires V = 0, we write down the SP equations:
Performing the functional derivatives (see Appendix B) we find
where z + 0 is a contour coordinate occurring infinitesimally later than z, for any z ∈ γ. In particular, on the Matsubara branch, i.e. for z = t 0 − iτ ,
For z belonging to one of the real-time branches (γ + or γ − ), we introduce the classical (C) and quantum (Q) combinations
[∆
From Eq. (50) we see that, if
(t) at all times t and ∆ (M)
(0,∆) becomes a standard nonequilibrium GF corresponding to the following effective mean-field (MF) Hamiltonian:
Here, ∆ (MF) q (t) acts as a classical time-dependent field (since the values of the field are the same, at a given t, on both branches of the real-time part of the KP contour). In this situation, one has
and we conclude that a self-consistent solution of the SP equations is given by
Eqs. (61) should then be solved under the conditions (64) to determine the MF values ∆ (MF) q (t) corresponding to the saddle points of the BCS action, i.e.
The solution of Eq. (65) automatically satisfies the analogous equation for ∆ (MF) * q (t). In the SP approximation the Cooper-parameter matrix in Eq. (56) and its Hermitian conjugate are given by
Corrections to Eqs. (66) beyond the SP approximation can be included by considering Gaussian fluctuations of the action around the mean-field point(s). For the application of this procedure to a nonequilibrium problem, we refer the reader to Ref. 47 . This is beyond the scope of the present Article.
V. THE CASE OF A SPATIALLY-UNIFORM TIME-DEPENDENT EXTERNAL FIELD
We now consider the case of a uniform time-dependent external field,
and look for spatially uniform solutions of the MF equations, i.e.
We also assume no magnetic fields acting on the electron subsystem, as well as spatial inversion symmetry, so that ǫ σk,σ = ǫ k and ǫ −k = ǫ k . In this case, the MF Hamiltonian (62) simplifies to (suppressing in what follows all "MF" labels)
(69) Eq. (65) becomes
where it is intended that the right-hand side depends functionally on ∆(t) and ∆ * (t). The quantities W Ψ0
in the second line of Eq. (70) represent the statistical weights of the states |Ψ 0 , which are eigenstates of H(t = t 0 ). The time-dependent MF states satisfy the time-dependent Schrödinger equation,
The explicit evaluation of ∆(t) requires an approximate solution of Eq. (71). To make analytical progress, we limit our attention to slowly-varying external fields. This suggests the application of the adiabatic theorem of quantum mechanics 15 . However, as detailed in Sect. VI A, the strict application of the adiabatic theorem generates an inconsistency. On the one hand, it yields a self-consistent equation for ∆(t). On the other hand, the evaluation of the time derivative∆(t) via another independent equation yields a vanishing result under the assumptions of the adiabatic theorem. This means that, for the problem at hand, the adiabatic theorem yields a meaningful result only at equilibrium and is therefore useless for our scope.
We now proceed to present a derivation of a timedependent gap equation in the quasi-adiabatic limit, which bypasses the limitations of the adiabatic theorem.
A. Adiabatic Perturbation Theory
The appropriate tool to deal with systems close to the adiabatic regime is Adiabatic Perturbation Theory (APT) 35 . We here summarize the main results of Ref. 35 . We rescale the time coordinate t according to s = t/T , where T is the time scale over which the system is under observation. In the adiabatic regime, the external field (and, therefore, the full Hamiltonian) is assumed to vary slowly on the scale T . The time-dependent Schrödinger equation becomes
We introduce the instantaneous eigenstates |n(s) of the Hamiltonian:Ĥ
for all s, where n is the set of quantum numbers specifying |n(s) . For every s, we expand the exact states |Ψ(s) solving Eq. (72) on the basis of the complete set of states |n(s) . Without loss of generality, such expansion can be written as
In Eq. (74), we have introduced the geometrical phase factor
and the dynamical phase factor
The coefficients b Ψ,n (s) can be determined by inserting Eq. (74) into the time-dependent Schrödinger equation. We obtain the following differential equation
The initial condition is
Up to this point, no approximations were made. Note that the adiabatic theorem applies exactly if ∂ s b Ψ,n (s) = 0. If the right-hand side of Eq. (77) is "small" (see below), but non-zero, we are in the regime of applicability of APT. This means that the quantities M n,m (s) must be much smaller than unity. This is the requirement of "slowness" of the external field mentioned in Sect. I. A more rigorous assessment of the validity of APT in our case will be given in Sect. VI B. Following Ref. 35 , we make the following Ansatz:
Note that this is equivalent to setting
After inserting this expansion into the time-dependent Schrödinger equation, one obtains equations for the coefficients b (p) Ψ;n,m (s), which can be solved order-by-order.
This is because the equation for b (p)
Ψ;n,m at any given p involves only derivatives of these coefficients corresponding to orders p ′ < p. The initial condition is determined from
which follows from Eq. (79), and by requiring that |Ψ (0) (s) coincides with the strong adiabatic solution, which is obtained from Eq. (77) with the right-hand side = 0. One obtains
where |Ψ 0 (s) is the instantaneous eigenstate ofĤ(s) that coincides with |Ψ 0 at s = s 0 , and
We now proceed to calculate Eqs. (85) and (86) for our problem.
B. Instantaneous eigenstates
The diagonalization of the uniform mean-field HamiltonianĤ(t) in Eq. (69) at each time t yieldŝ
is the gapped spectrum of the instantaneous quasiparticles (IQPs) corresponding to the time-dependent fermionic fieldŝ
In Eq. (90)
At all times, it holds that
and the inverse of Eq. (90) iŝ
The instantaneous eigenstates ofĤ(t) are then
where the occupation numbers n k,α = 1 or 0, and |0 D is the vacuum of theD operators, i.e.
for all values of k, α, and s. Note that |0 D is also the vacuum of thed operators: as such, it is independent of time. The instantaneous energy eigenvalues are
C. Time derivatives of the quasiparticle fields
The time derivatives of the IQP fields are expressed in terms of the IQP fields themselves as
Because of Eq. (92), one has
Using Eqs. (91) and parameterizing the complex gap parameter as
Here, the real quantities V k (s) and W k (s) are given by
D. Geometrical and dynamical phase factors
Using the results in the previous Sections, we can calculate the dynamical and geometrical factors. We find
E. Components of the adiabatic parameter From Eq. (78) at m = n and using Eq. (88) we have
. We now consider the quantity in curly brackets on the right-hand side of Eq. (107). The first term vanishes because
and we are considering only m = n. To calculate the second and third terms, we use Eqs. (97) and Eq. (108). We get
In this case, the bra-ket is equal to 1. To make the notation compact, when the set m satisfies these conditions with respect to the set n, we will write that m = n[k, α]. We can then write
Inserting Eq. (110) into Eq. (109), and observing, with the aid of Eq. (96), that E m (s) − E n (s) = 2αE k (s) for all the sets n and m such that Eq. (110) equals 1, we finally find:
Inserting this result into Eq. (87) and using Eq. (102), we get (for m = n)
F. APT expansion of the dynamical gap parameter
After inserting the APT expansion (80) of the timedependent states into Eq. (70), one directly obtains an expansion of ∆(s) having the form
with
We observe that Γ ∆ (s) itself has a complicated dependence on all powers T −q , q ≥ 0, as follows from Eq. (113). In turn, this means that truncating the sum in Eq. (113) with respect to p would be incorrect within the framework of APT. What we need is a perturbative expansion of the dynamical gap parameter of the form
where the coefficients ∆ (p) (s) do not depend on powers of T −1 . To determine them, we must 1) explicitly derive a sufficiently large set of quantities Γ In this Article, we determine the coefficients ∆ (p) (s) corresponding to the lowest values of p, i.e. p = 0 (strictly adiabatic term) and p = 1 (first non-adiabatic correction). For this purpose, we only need the following quantities:
and Γ
In order to obtain explicit expressions of Γ
∆ (s) and Γ (1) ∆ (s), we use the results of the previous Sections, including Eqs. (85) and (86). We also note that
as a consequence of Eqs. (91). After some algebra, we find
where we have used Eqs. (103) and (104), as well as the shorthand
From Eq. (120) onwards, we have explicitly indicated which quantities depend on ∆, e.g. by writing
∆ (s 0 ) = 0.
We now put in correspondence the two expansions given by Eqs. (115) and (113). In order to identify ∆ (0) (s) and
(116) and we expand by assuming that the second term is small, obtaining
The first two lines in the right-hand side of Eq. (124) should then be identified with ∆ (0) (s), while the third line contributes to the term T −1 ∆ (1) (s). The other contribution to the latter is obtained from Eq. (122) evaluated at ∆ → ∆ (0) .
G. Equations for the dynamical gap parameter within first-order APT
We now write down explicit equations for ∆ (0) (s) and ∆
(1) (s). With a minimal abuse of notation, we put back s = T t, we replace ∆ (0) (s) → ∆ (0) (t) and
(1) (t); the gap parameter is then obtained as ∆(t) ≈ ∆ (0) (t) + ∆ (1) (t). From now on, we use the dot to denote ∂ t , i.e.,ḟ (t) ≡ ∂ t f (t). The self-consistent equation for
Once ∆ (0) (t) has been computed, one obtains ∆ (1) (t) as
It should be noted that Eq. (127) exhibits a typical feature of APT: the corrections of higher order can be calculated from the knowledge of terms of lower orders only. So, once ∆ (0) (t) is known, the calculation of ∆ (1) (t) is numerically trivial. Concerning the determination of ∆ (0) (t), we see that the complexity of Eq. (126) is comparable to that of the equilibrium BCS gap equation, except that the calculation should be done at each instant of time (on a grid). This is a minimal increase of computational complexity, which was expected in going from an equilibrium problem to the corresponding nonequilibrium one. A simplification of the equations is obtained by noticing that Eq. (126) only determines the modulus of ∆ (0) (t). This quantity can be therefore chosen to be real. This sets the second line of Eq. (127) to zero. However, ∆
(1) (t) develops an imaginary part. Because θ ∆ (0) ,k (t 0 ) = 0, one can verify that ∆
(1) (t 0 ) = 0. Therefore, ∆ (0) (t 0 ) coincides with the total superconducting gap of the system at equilibrium, ∆(t 0 ) ≡ ∆ 0 .
Finally, we also notice that ∆ (0) (t) ≡ 0 ∀t (which implies ∆
(1) (t) ≡ 0 as well), corresponding to the normal state, is a possible solution.
H. Constraints on the instantaneous range of variation of the gap
Discarding the normal-state solution, Eq. (126) can be written as
This condition must be satisfied at all times t. Let us take Eq. (128) and subtract the same Equation taken at t = t 0 , using the fact that f (t 0 ) = 0. We obtain
where we have defined
Eq. (129) would look like a very simple relation between the quantities f (t), ∆ (0) (t) and ∆ 0 , if it were not for the fact that c(t) and e(t) depend on those quantities as well. However, their ratio is a weighted sum of the quantities ǫ k , which satisfies
where ǫ min = min k {ǫ k } and ǫ max = max k {ǫ k }. It follows that, for a given field f (t),
and we have introduced the central value of the quasiparticle energy band, ǫ c ≡ (ǫ max + ǫ min ) /2, and the band width B ≡ ǫ max − ǫ min . Eq. (132) gives an exact (albeit not refined) constraint on how much ∆ (0) (t) can vary from the equilibrium value ∆ 0 at each time t.
Moreover, we can immediately see that Eq. (132) puts a restriction on the possibility to turn a normal material (∆ 0 = 0) into a superconductor. In fact, for ∆ 0 = 0, it reduces to
Now, if x(t) < 0, Eq. (134) (134) is solved by ∆ (0) (t) = 0, which is indistinguishable from the normal state. These two scenarios cannot be altered by considering the additional term ∆
(1) (t) contributing to the dynamical gap: as discussed, ∆ (0) (t) = 0 implies ∆ (1) (t) = 0. So, in order to turn a normal material into a superconducting one, it is necessary (although not sufficient) that x(t) > 0.
I. The particular cases of initial thermal equilibrium, and equilibrium
The present formulation allows for a certain flexibility in the initial conditions. Let us check that the gap equation, in the case of an initial thermal superposition, reduces to the usual BCS gap equation at equilibrium. An initial thermal superposition corresponds to
so that
which should then be used to compute Eqs. (126) and (127). In particular, Eq. (126), excluding the normal-state solution, reduces to
where we have assumed that f (t 0 ) = 0. If f (t) = 0, then ∆ (0) (t) = ∆ 0 and ∆ (1) (t) = 0, and Eq. (137) reduces to the standard BCS equation for the superconducting gap at equilibrium. In particular, it admits solution(s) only if U < 0 (attractive Hubbard model).
VI. NECESSITY AND VALIDITY OF ADIABATIC PERTURBATION THEORY
A. Inadequacy of the adiabatic theorem
We will now discuss the problem that we mentioned in Section V, namely the inconsistency that appears using the adiabatic theorem of quantum mechanics, rather than the APT approach that we have pursued here.
Consider, in all generality, the case of a spatially nonuniform modulation of the gap parameter. This changes in time if∆ q (t) = 0. From Eq. (65) and using the Schrödinger equation satisfied by the states |n(t) , we obtaiṅ
Let us restrict the analysis to the uniform case discussed above, with f q (t) = δ q,0 f (t) and ǫ σk,σ = ǫ k , and assume that ∆ q (t) = δ q,0 ∆(t). We first need to check whether these two assumptions are consistent. If we assume so, the gap equation becomeṡ
while the condition
must be satisfied if the hypothesis that ∆ q (t) = δ q,0 ∆(t) is valid. Using Eqs. (90) we write these relations in terms of theD operators. Eq. (140) becomes
Under our assumptions, the total crystal momentum is a good quantum number, so
and therefore Eq. (140) is satisfied. Therefore, the assumptions that ∆ q (t) = δ q,0 ∆(t) and f q (t) = δ q,0 f (t) are consistent. The same treatment applied to Eq. (139) yieldṡ
In the case of the adiabatic theorem, the states |n(t) appearing in Eq. (143) would be approximated, apart from phase factors, with the instantaneous eigenstates ofĤ(t), see Eq. (94). Since these states have well-defined occupation numbers in the representation of the IQP fields, the bra-kets in the second line of Eq. (143) would vanish, yielding∆(t) = 0 ∀t. This is in contradiction with the time-dependent solution of the dynamical gap equation coming from the adiabatic theorem. This shows why we could not have applied the adiabatic theorem for the treatment of our nonequilibrium problem. First-order APT gives a more accurate approximation of |n(t) , including terms that do not conserve the IQP occupation numbers. This yields∆(t) = 0, thereby removing the inconsistency.
B. Applicability of first-order APT
We now give a criterion to evaluate the accuracy of first-order APT, which we have used in this work. As mentioned in Sect. V A, in general one should require |M n,m (s)| ≪ 1. However, the most accurate condition obviously depends on the order of truncation of the APT expressions. In our case, we have approximated the timedependent state as
Let us compute the norm of this state using Eqs. (85) and (86). We observe that
We then see that the condition
is a good test of the validity of first-order APT. In fact, this ensures an (approximate) instantaneous normalization of the time-dependent state, as well as it states that quantities which are formally of order T −2 must be negligible. Before writing Eq. (148) explicitly, it is convenient to introduce the set S n ≡ {(k, α) : n k,α = 1, n k,−α = 0}. The left-hand side of Eq. (148) is then written as
where we have used Eqs. (111), (112), (123), and it is intended that the formula should be evaluated with 
Note that Eq. (151) is a weighted sum, constrained by ǫ min < J ∆ (0) (s) < ǫ max ∀s .
Eq. (150) can be used for manipulating Eq. (149) only if ∆ (0) (s) = 0; otherwise it gives us information on that ∆ (0) (s) can vanish instantaneously at s (while being allowed to be non-zero at other times) only if [f (s) + J ∆ (0) (s)]∂ s f (s) = 0. For the sake of simplicity, we assume that we are in a situation in which ∆ (0) (s) = 0. Then, after some straightforward algebraic manipulations, we obtain A ∆ (0) ,k (s) −α,α = α ∂ s f (s) 2 ∆ (0) (s) E 2
which is the most simplified expression that should be used with Eq. (149) for the numerical assessment of the applicability of APT for the system of interest. Given the complexity of Eq. (149), further analytical estimates are difficult to perform without specifying the form of ǫ k . Estimates for specific dispersion relations ǫ k are well beyond the scope of the general theoretical framework that we are formulating here. In any case, an accurate evaluation of Eq. (149) is best done numerically. Importantly, since ∂ s = T ∂ t , one can easily see, after plugging Eq. (153) into Eq. (149), that the quantity (149) is independent of T .
VII. SUMMARY AND CONCLUSIONS
In this Article we have laid down a theoretical framework to compute the nonequilibrium superconducting gap for a coupled electron-phonon system subject to an external time-dependent electromagnetic field acting on the phonon subsystem. Since our main objective was to transcend the limitations of Floquet theory and/or heavy numerical methods, we had to make an assumption of slow time dependence of the external field.
As it happens with any approximate scheme, our formulation has both advantages and drawbacks with respect to previous works. From the point of view of the model, our approach has the advantage that it does not restrict the external field to be periodic (contrarily to Floquet theory), nor to have a small amplitude. The only restriction is that APT must be valid, which should be assessed case by case from the numerical evaluation of Eq. (149). One of the advantages of APT is that, in principle, further, higher-order corrections can be included, although the formulas get more involved. However, each additional correction can be computed from the knowledge of the lower-order terms contributing to ∆(t). Therefore, the most numerically-demanding task is the solution of Eq.(116).
From the computational point of view, our formulas exhibit the minimal increase of computational complexity that can be expected in going from an equilibrium to a nonequilibrium problem. The nonequilibrium problem is mapped onto a set of equilibrium-like problems to be solved at every instant of time on a grid. The required computation, being analogous to an equilibrium BCS one, does not exhibit numerical difficulties such as the determination of huge two-times Green's functions and self-energy matrices, which would require to adopt simple expressions for the time-dependent field. The drawback of our approach is that it is based on meanfield theory, which can be transcended if a full numerical Keldysh calculation is done as e.g. in Ref. 32 (some effects that are not captured within mean-field theory are discussed there). It should be noted that the mean-field theory proposed in the Appendix of Ref. 32 is still to be intended as a numerical approximation, i.e. as a way to compare the full numerical calculation with a simpler one, but it is not equivalent to the semi-analytical formulas presented here [Eqs. (116) and (117)].
One of the earliest discussions on nonequilibrium superconductivity can be found in Ref. 14. It treats the case of a time-and space-dependent gap parameter, and it derives differential equations for it under several conditions, by means of second-order Taylor expansions in space and time gradients. Such an approach presents several difficulties, which are thoroughly discussed in Ref. 14. The resulting equations, depending on the various situations discussed, either assume smallness in the size variation of ∆, or are valid on short time intervals due to use of a Taylor expansion. Moreover, the results are differential equations whose numerical solution is demanding. The advantage of our APT-based approach is that it reduces the problem to the solution of algebraic equations, whose validity is not restricted to small variations of ∆ nor to small time intervals, provided that the external field is slow.
Our analytical theory can be used to answer several intriguing questions. For example, one may consider the problem of whether a non-superconducting material, with ∆(t 0 ) = 0, can be driven into a non-equilibrium superconducting state, with ∆(t) = 0, by applying an external time-dependent electromagnetic field. From Eq. (137) one sees that these two requirements are compatible, and with Eq. (134) we have provided a necessary (but not sufficient) condition for the transition to occur, which is aimed to guide computational studies. Since the normal state solution is always possible, it should be noted that the study of the normal-superconducting transition driven by the application of an external field requires a further stability analysis 48 .
