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ASYMPTOTIC PROPERTIES OF EIGENVALUES AND
EIGENFUNCTIONS OF A STURM-LIOUVILLE PROBLEM
WITH DISCONTINUOUS WEIGHT FUNCTION
ERDOG˘AN S¸EN
Abstract. In this paper, by using the similar methods of [O. Sh.
Mukhtarov and M. Kadakal, Some spectral properties of one Sturm-
Liouville type problem with discontinuous weight, Siberian Mathemat-
ical Journal, 46 (2005) 681-694] we extend some spectral properties of
regular Sturm-Liouville problems to those which consist of a Sturm-
Liouville equation with discontinuous weight at two interior points to-
gether with spectral parameter-dependent boundary conditions. We give
an operator-theoretic formulation for the considered problem and obtain
asymptotic formulas for the eigenvalues and eigenfunctions.
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1. Introduction
Sturmian theory is one of the most extensively developing fields in the-
oretical and applied mathematics The literature is voluminous and we re-
fer to [1-14]. The theory of discontinuous Sturm-Liouville type problems
mainly has been developed by Mukhtarov and his students (see [1-12]).
Particularly, there has been an increasing interest in the spectral analysis
of boundary-value problems with eigenvalue-dependent boundary conditions
[1-12,15-18,21,23,24].
In this paper we consider the boundary value problem for the differential
equation
(1.1) τu := −u′′ + q(x)u = λω(x)u
for x ∈ [−1, h1)∪(h1, h2)∪(h2, 1] (i.e., x belongs to [−1, 1] but the two inner
points x = h1 and x = h2), where q(x) is a real valued function, continuous
in [−1, h1), (h1, h2) and (h2, 1] with the finite limits q (±h1) = limx→±h1,
q (±h2) = limx→±h2 ; ω (x) is a discontinuous weight function such that
ω (x) = ω21 for x ∈ [−1, h1), ω (x) = ω22 for x ∈ (h1, h2) and ω (x) = ω23 for
x ∈ (h2, 1], ω > 0 together with the standart boundary condition at x = −1
(1.2) L1u := cosαu (−1) + sinαu′ (−1) = 0,
the spectral parameter dependent boundary condition at x = 1
(1.3) L2u := λ
(
β′1u (1)− β′2u′ (1)
)
+
(
β1u (1)− β2u′ (1)
)
= 0,
1
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and the four transmission conditions at the points of discontinuity x = h1
and x = h2
(1.4) L3u := γ1u (h1 − 0)− δ1u (h1 + 0) = 0,
(1.5) L4u := γ2u
′ (h1 − 0)− δ2u′ (h1 + 0) = 0,
(1.6) L5u := γ3u (h2 − 0)− δ3u (h2 + 0) = 0,
(1.7) L6u := γ4u
′ (h2 − 0)− δ4u′ (h2 + 0) = 0,
in the Hilbert space L2 (−1, h1) ⊕ L2 (h1, h2) ⊕ L2 (h2, 1) where λ ∈ C is a
complex spectral parameter; and all coefficients of the boundary and trans-
mission conditions are real constants. We assume naturally that |α1|+|α2| 6=
0,
∣∣β′1∣∣ + ∣∣β′2∣∣ 6= 0 and |β1| + |β2| 6= 0. Moreover, we will assume that
ρ := β′1β2− β1β′2 > 0. Some special cases of this problem arises after appli-
cation of the method of speration of variables to the diverse assortment of
physical problems, heat and mass transfer problems (for example, see [22]),
vibrating string problems when the string loaded additionally with point
masses (for example, see [22]).
2. Operator-Theoretic Formulation of the Problem
In the series of O. Sh. Mukhtarov and his students works are introduced
direct sum of Hilbert spaces but with the usual inner products replaced by
appropriate multiplies (see, for example, [1-3,5,6,10-12]. By employing the
approach used in these words, we introduce a special inner product in the
Hilbert space (L2 (−1, h1)⊕ L2 (h1, h2)⊕ L2 (h2, 1))⊕C and define a linear
operator A in it so that the problem (1.1)-(1.5) can be interpreted as the
eigenvalue problem for A. To this end, we define a new Hilbert space inner
product on H := (L2 (−1, h1)⊕ L2 (h1, h2)⊕ L2 (h2, 1))⊕ C by
〈F,G〉H = ω21
∫ h1
−1
f(x)g(x)dx+ ω22
δ1δ2
γ1γ2
∫ h2
h1
f(x)g(x)dx
+ω23
δ1δ2δ3δ4
γ1γ2γ3γ4
∫ 1
h2
f(x)g(x)dx+
δ1δ2δ3δ4
ργ1γ2γ3γ4
f1g1
for F =
(
f(x)
f1
)
and G =
(
g(x)
g1
)
∈ H. For convenience we will use the
notations
R1 (u) := β1u(1)− β2u′(1), R′1 (u) := β′1u(1)− β′2u′(1).
In this Hilbert space we construct the operator A : H → H with domain
D(A) =
{
F =
(
f(x)
f1
)
| f(x), f ′(x) are absolutely continuous in [1, h1] ∪ [h1, h2]
∪ [h2, 1] ; and has finite limits f(h1 ± 0), f(h2 ± 0), f ′(h1 ± 0), f ′(h2 ± 0);
τf ∈ L2 (−1, h1)⊕ L2 (h1, h2)⊕ L2 (h2, 1) ; L1f = L3f = L4f = L5f = L6f = 0,
f1 = R
′
1(f)
}
(2.1)
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which acts by the rule
(2.2) AF =
( 1
ω(x) [−f ′′ + q(x)f ]
−R1(f)
)
with F =
(
f(x)
R′1(f)
)
∈ D(A).
Thus we can pose the boundary-value-transmission problem (1.1)-(1.7) in
H as
(2.3) AU = λU, U :=
(
u(x)
R′1(u)
)
∈ D(A).
It is readily verified that the eigenvalues of A coincide with those of the
problem (1.1)-(1.7).
Theorem 2.1. The operator A is symmetric.
Proof. Let F =
(
f(x)
R′1(f)
)
and G =
(
g(x)
R′1(g)
)
be arbitrary elements of
D(A). Twice integrating by parts we find
〈AF,G〉H − 〈F,AG〉H =W (f, g;h1 − 0)−W (f, g;−1)
+
δ1δ2
γ1γ2
(W (f, g;h2 − 0)−W (f, g;h1 + 0))
+
δ1δ2δ3δ4
γ1γ2γ3γ4
(W (f, g; 1)−W (f, g;h2 + 0))
+
δ1δ2δ3δ4
ργ1γ2γ3γ4
(
R′1(f)R1(g)−R1(f)R′1(g)
)
(2.4)
where, as usual, W (f, g;x) denotes the Wronskian of f and g; i.e.,
W (f, g;x) := f(x)g′(x)− f ′(x)g(x).
Since F,G ∈ D(A), the first components of these elements, i.e. f and g
satisfy the boundary condition (1.2). From this fact we easily see that
(2.5) W (f, g;−1) = 0,
since cosα and sinα are real. Further, as f and g also satisfy both trans-
mission conditions, we obtain
(2.6) W (f, g;h1 − 0) = δ1δ2
γ1γ2
W (f, g;h1 + 0)
(2.7) W (f, g;h2 − 0) = δ1δ2δ3δ4
γ1γ2γ3γ4
W (f, g;h2 + 0)
Moreover, the direct calculations give
(2.8) R′1(f)R1(g)−R1(f)R′1(g) = −ρW (f, g; 1)
Now, inserting (2.5)-(2.8) in (2.4), we have
〈AF,G〉H = 〈F,AG〉H (F,G ∈ D(A)
and so A is symmetric. 
Recalling that the eigenvalues of (1.1)-(1.7) coincide with the eigenvalues
of A, we have the next corollary:
Corollary 2.2. All eigenvalues of (1.1)-(1.7) are real.
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Since all eigenvalues are real it is enough to study only the real-valued
eigenfunctions. Therefore we can now assume that all eigenfunctions of
(1.1)-(1.7) are real-valued.
3. Asymptotic Formulas for Eigenvalues and Fundamental
Solutions
Let us define fundamental solutions
φ (x, λ) =


φ1 (x, λ) , x ∈ [−1, h1) ,
φ2 (x, λ) , x ∈ (h1, h2) ,
φ3 (x, λ) , x ∈ (h2, 1]
and χ (x, λ) =


χ1 (x, λ) , x ∈ [−1, h1) ,
χ2 (x, λ) , x ∈ (h1, h2) ,
χ3 (x, λ) , x ∈ (h2, 1]
of (1.1) by the following procedure. We first consider the next initial-value
problem:
(3.1) − u′′ + q (x) u = λω21u, x ∈ [−1, h1]
u(−1) = sinα, (3.2)
u′(−1) = − cosα (3.3)
By virtue of [14, Theorem 1.5] the problem (3.1)-(3.3) has a unique solution
u = φ1 (x, λ) which is an entire function of λ ∈ C for each fixed x ∈ [−1, h1].
Similarly,
(3.4) − u′′ + q (x) u = λω22u, x ∈ [h1, h2]
u(h1) =
γ1
δ1
φ1 (h1, λ) , (3.5)
u′(h1) =
γ2
δ2
φ′1 (h1, λ) , (3.6)
has a unique solution u = φ2 (x, λ) which is an entire function of λ ∈ C for
each fixed x ∈ [h1, h2]. Continuing in this manner
(3.7) − u′′ + q (x)u = λω23u, x ∈ [h2, 1]
u(h2) =
γ3
δ3
φ2 (h2, λ) , (3.8)
u′(h2) =
γ4
δ4
φ′2 (h2, λ) , (3.9)
has a unique solution u = φ3 (x, λ) which is an entire function of λ ∈ C for
each fixed x ∈ [h2, 1]. Slightly modifying the method of [2, Theorem 1.5]
we can prove that the initial-value problem
(3.10) − u′′ + q (x)u = λω23u, x ∈ [h2, 1]
u(1) = β′2λ+ β2, (3.11)
u′(1) = β′1λ+ β1 (3.12)
(3.10)-(3.13) has a unique solution u = χ3 (x, λ) which is an entire function
of spectral parameter λ ∈ C for each fixed x ∈ [h2, 1]. Similarly,
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(3.13) − u′′ + q (x) u = λω22u, x ∈ [h1, h2]
u(h2) =
δ3
γ3
χ3 (h2, λ) , (3.14)
u′(h2) =
δ4
γ4
χ′3 (h2, λ) , (3.15)
has a unique solution u = χ2 (x, λ) which is an entire function of λ ∈ C for
each fixed x ∈ [h1, h2]. Continuing in this manner
(3.16) − u′′ + q (x) u = λω23u, x ∈ [−1, h1]
u(h1) =
δ1
γ1
χ2 (h1, λ) , (3.17)
u′(h1) =
δ2
γ2
χ′2 (h1, λ) , (3.18)
has a unique solution u = χ1 (x, λ) which is an entire function of λ ∈ C for
each fixed x ∈ [−1, h1].
By virtue of (3.2) and (3.3) the solution φ (x, λ) satisfies the first bound-
ary condition (1.2). Moreover, by (3.5), (3.6), (3.8) and (3.9), φ (x, λ) sat-
isfies also transmission conditions (1.4)-(1.7). Similarly, by (3.11), (3.12),
(3.14), (3.15), (3.17) and (3.18) the other solution χ (x, λ) satisfies the sec-
ond boundary condition (1.3) and transmission conditions (1.4)-(1.7). It is
well-known from the theory of ordinary differential equations that each of the
Wronskians ∆1 (λ) =W (φ1 (x, λ) , χ1 (x, λ)) ,∆2 (λ) =W (φ2 (x, λ) , χ2 (x, λ))
and ∆3 (λ) =W (φ3 (x, λ) , χ3 (x, λ)) are independent of x in [−1, h1] , [h1, h2]
and [h2, 1] respectively.
Lemma 3.1. The equality ∆1 (λ) =
δ1δ2
γ1γ2
∆2 (λ) =
δ1δ2δ3δ4
γ1γ2γ3γ4
∆3 (λ) holds for
each λ ∈ C.
Proof. Since the above Wronskians are independent of x, using (3.8), (3.9),
(3.11), (3.12), (3.14), (3.15), (3.17) and (3.18) we find
∆1 (λ) = φ1 (h1, λ)χ
′
1 (h1, λ)− φ′1 (h1, λ)χ1 (h1, λ)
=
(
δ1
γ1
φ2 (h1, λ)
)(
δ2
γ2
χ′2 (h1, λ)
)
−
(
δ2
γ2
φ′2 (h1, λ)
)(
δ1
γ1
χ2 (h1, λ)
)
=
δ1δ2
γ1γ2
∆2 (λ) =
(
δ1δ3
γ1γ3
φ3 (h2, λ)
)(
δ2δ4
γ2γ4
χ′3 (h2, λ)
)
−
(
δ2δ4
γ2γ4
φ′3 (h2, λ)
)(
δ1δ3
γ1γ3
χ3 (h2, λ)
)
=
δ1δ2δ3δ4
γ1γ2γ3γ4
∆3 (λ) .

Corollary 3.2. The zeros of ∆1 (λ) , ∆2 (λ) and ∆3 (λ) coincide.
In view of Lemma 3.1 we denote ∆1 (λ) ,
δ1δ2
γ1γ2
∆2 (λ) and
δ1δ2δ3δ4
γ1γ2γ3γ4
∆3 (λ)
by ∆ (λ). Recalling the definitions of φi (x, λ) and χi (x, λ), we infer the
next corollary.
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Corollary 3.3. The function ∆(λ) is an entire function.
Theorem 3.4. The eigenvalues of (1.1)-(1.7) coincide with the zeros of
∆(λ).
Proof. Let ∆ (λ0) = 0. Then W (φ1 (x, λ0) , χ1 (x, λ0)) = 0 for all x ∈
[−1, h1] . Consequently, the functions φ1 (x, λ0) and χ1 (x, λ0) are linearly
dependent, i.e.,χ1 (x, λ0) = kφ1 (x, λ0), x ∈ [−1, h1], for some k 6= 0. By
(3.2) and (3.3), from this equality, we have
cosαχ (−1, λ0) + sinαχ′ (−1, λ0) = cosαχ1 (−1, λ0) + sinαχ′1 (−1, λ0)
= k
(
cosαφ1 (−1, λ0) + sinαφ′1 (−1, λ0)
)
= k (cosα sinα+ sinα (− cosα)) = 0,
and so χ (x, λ0) satisfies the first boundary condition (1.2). Recalling that
the solution χ (x, λ0) also satisfies the other boundary condition (1.3) and
transmission conditions (1.4)-(1.7). We conclude that χ (x, λ0) is an eigen-
function of (1.1)-(1.7); i.e., λ0 is an eigenvalue. Thus, each zero of ∆ (λ) is
an eigenvalue. Now let λ0 be an eigenvalue and let u0 (x) be an eigenfunction
with this eigenvalue. Suppose that ∆ (λ0) 6= 0. WhenceW (φ1 (x, λ0) , χ1 (x, λ0)) 6=
0, W (φ2 (x, λ0) , χ2 (x, λ0)) 6= 0 and W (φ3 (x, λ0) , χ3 (x, λ0)) 6= 0. From
this, by virtue of the well-known properties of Wronskians, it follows that
each of the pairs φ1 (x, λ0) , χ1 (x, λ0); φ2 (x, λ0) , χ2 (x, λ0) and φ3 (x, λ0) ,
χ3 (x, λ0) is linearly independent. Therefore, the solution u0(x) of (1.1) may
be represented as
u0 (x) =


c1φ1 (x, λ0) + c2χ1 (x, λ0) , x ∈ [−1, h1) ,
c3φ2 (x, λ0) + c4χ2 (x, λ0) , x ∈ (h1, h2) ,
c5φ3 (x, λ0) + c6χ3 (x, λ0) , x ∈ (h2, 1] ,
where at least one of the coefficients ci
(
i = 1, 6
)
is not zero. Considering
the true equalities
(3.19) Lυ (u0 (x)) = 0, υ = 1, 6,
as the homogenous system of linear equations in the variables ci
(
i = 1, 6
)
and taking (3.5), (3.6), (3.8), (3.9), (3.14), (3.15), (3.17) and (3.18) into ac-
count, we see that the determinant of this system is equal to− (δ1δ2δ3δ4)2
γ1γ2γ3γ4
∆4 (λ0)
and so it does not vanish by assumption. Consequently the system (3.19)
has the only trivial solution ci = 0
(
i = 1, 6
)
. We thus get at a contradiction,
which completes the proof. 
Theorem 3.5. Let λ = µ2 and Imµ = t. Then the following asymptotic
equalities hold as |λ| → ∞ :
(1) In case sinα 6= 0
(3.20)
φ
(k)
1 (x, λ) = sinα
dk
dxk
cos [µω1 (x+ 1)] +O
(
1
|µ|1−k
exp (|t|ω1 (x+ 1))
)
,
φ
(k)
2 (x, λ) =
γ1
δ1
sinα
dk
dxk
cos [µ (ω2x+ ω1h1 + ω1)]
+O
(
1
|µ|1−k
exp (|t| (ω2x+ ω1h1 + ω1))
)
, (3.21)
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φ
(k)
3 (x, λ) =
γ1γ3
δ1δ3
sinα
dk
dxk
cos [µ (ω3x+ ω2h2 + ω1)]
+O
(
1
|µ|1−k
exp (|t| (ω3x+ ω2h2 + ω1))
)
. (3.22)
(1) In case sinα = 0
(3.23)
φ
(k)
1 (x, λ) =
−1
µω1
cosα
dk
dxk
sin [µω1 (x+ 1)]+O
(
1
|µ|2−k
exp (|t|ω1 (x+ 1))
)
,
φ
(k)
2 (x, λ) = −
γ1
µδ1
cosα
dk
dxk
sin [µ (ω2x+ ω1h1 + ω1)]
+O
(
1
|µ|2−k
exp (|t| (ω2x+ ω1h1 + ω1))
)
, (3.24)
φ
(k)
3 (x, λ) = −
γ1γ3
µδ1δ3
cosα
dk
dxk
sin [µ (ω3x+ ω2h2 + ω1)]
+O
(
1
|µ|2−k
exp (|t| (ω3x+ ω2h2 + ω1))
)
. (3.25)
for k = 0 and k = 1. Moreover, each of these asymptotic equalities holds
uniformly for x.
Proof. Asymptotic formulas for φ1 (x, λ) and φ2 (x, λ) are found in [18,
Lemma 1.7] and [12, Theorem 3.2] respectively. But the formulas for φ3 (x, λ)
need individual considerations, since this solution is defined by the initial
condition with some special nonstandart form. The initial-value problem
(3.7)-(3.9) can be transformed into the equivalent integral equation
u(x) =
γ3
δ3
φ2 (h2, λ) cosµω3x+
γ4
µω3δ4
φ′2 (h2, λ) sinµω3x
+
ω3
µ
∫ x
h2
sin [µω3 (x− y)] q (y)u (y) dy (3.26)
Let sinα 6= 0. Inserting (3.21) in (3.26) we have
φ3 (x, λ) =
γ1γ3
δ1δ3
sinα cos [µ (ω3x+ ω2h2 + ω1)]
+
ω3
µ
∫ x
h2
sin [µω3 (x− y)] q (y)φ3 (y, λ) dy
+O
(
1
|µ| exp (|t| (ω3x+ ω2h2 + ω1))
)
. (3.27)
Multiplying this by exp (− |t| (ω3x+ ω2h2 + ω1)) and denoting F (x, λ) =
exp (− |t| (ω3x+ ω2h2 + ω1))φ3 (x, λ), we have the next ”asymptotic inte-
gral equation”
F (x, λ) =
γ1γ3
δ1δ3
sinα exp (− |t| (ω3x+ ω2h2 + ω1)) cos [µ (ω3x+ ω2h2 + ω1)]
+
ω3
µ
∫ x
h2
sin [µω3 (x− y)] exp (− |t|ω3 (x− y)) q (y)F (y, λ)dy +O
(
1
µ
)
.
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Putting M(λ) = maxx∈[h2,1] |F (x, λ)|, from the last equation we derive that
M(λ) ≤M0
(∣∣∣∣γ1γ3δ1δ3
∣∣∣∣+ 1µ
)
for some M0 > 0. Consequently, M(λ) = O (1) as |λ| → ∞, and so
φ3 (x, λ) = O (exp (|t| (ω3x+ ω2h2 + ω1))) as |λ| → ∞. Inserting the in-
tegral term of (3.27) yields (3.22) for k = 0. The case k = 1 of (3.22) follows
at once on differentiating (3.21) and making the same procedure as in the
case k = 0. The proof of (3.25) is similar to that of (3.22). 
Theorem 3.6. Let λ = µ2, µ = σ + it. Then the following asymptotic for-
mulas hold for the eigenvalues of the boundary-value-transmission problem
(1.1)-(1.7):
Case 1: β′2 6= 0, sinα 6= 0
(3.28) µn =
pi (n− 1)
ω3 + ω2h2 + ω1
+O
(
1
n
)
,
Case 2: β′2 6= 0, sinα = 0
(3.29) µn =
pi
(
n− 12
)
ω3 + ω2h2 + ω1
+O
(
1
n
)
,
Case 3: β′2 = 0, sinα 6= 0
(3.30) µn =
pi
(
n− 12
)
ω3 + ω2h2 + ω1
+O
(
1
n
)
,
Case 4: β′2 = 0, sinα = 0
(3.31) µn =
pin
ω3 + ω2h2 + ω1
+O
(
1
n
)
,
Proof. Let us consider only the case 1. Putting x = 1 in ∆3 (λ) = φ3 (x, λ)χ
′
3 (x, λ)−
φ′3 (x, λ)χ3 (x, λ) and inserting χ3 (1, λ) = β
′
2λ+β2, χ
′
3 (1, λ) = β
′
1λ+β1 we
have the following representation for ∆3 (λ):
(3.32) ∆3 (λ) =
(
β′1λ+ β1
)
φ3 (1, λ)−
(
β′2λ+ β2
)
φ′3 (1, λ) .
Putting x = 1 in (3.22) and inserting the result in (3.32), we derive now
that
∆3 (λ) =
δ2δ4
γ2γ4
ω3β
′
2 (sinα)µ
3 sin [µ (ω3 + ω2h2 + ω1)]
+O
(
|µ|2 exp (2 |t| (ω + ω2h2 + ω1))
)
. (3.33)
By applying the well-known Rouche´ Theorem which asserts that if f (z) and
g(z) are analytic inside and on a closed contour Γ, and |g(z)| < |f(z)| on Γ
then f(z) and f(z) + g(z) have the same number of zeros inside Γ provided
that the zeros are counted with multiplicity on a sufficiently large contour,
it follows that ∆3 (λ) has the same number of zeros inside the contour as
the leading term in (3.33). Hence, if λ0 < λ1 < λ2... are the zeros of ∆3 (λ)
and µ2n = λn, we have
(3.34)
pi (n− 1)
ω3 + ω2h2 + ω1
+ δn
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for sufficiently large n, where |δn| < pi4(ω3+ω2h2+ω1) for sufficiently large n.
By putting in (3.33) we have δn = O
(
1
n
)
, and the proof is completed in
Case 1. The proofs for the other cases are similar. 
Theorem 3.7. The following asymptotic formulas hold for the eigenfunc-
tions
φλn (x) =


φ1 (x, λn) , x ∈ [−1, h1) ,
φ2 (x, λn) , x ∈ (h1, h2) ,
φ3 (x, λn) , x ∈ (h2, 1]
of (1.1)-(1.7):
Case 1: β′2 6= 0, sinα 6= 0
φλn (x) =


sinα cos
[
ω1pi(n−1)(x+1)
ω2+ω1
]
+O
(
1
n
)
, x ∈ [−1, h1) ,
γ1
δ1
sinα cos
[
(ω2x+ω1h1+ω1)pi(n−1)
ω2+ω1h1+ω1
]
+O
(
1
n
)
, x ∈ (h1, h2) ,
γ1γ3
δ1δ3
sinα cos
[
(ω3x+ω2h2+ω1)pi(n−1)
ω3+ω2h2+ω1
]
+O
(
1
n
)
, x ∈ (h2, 1] .
Case 2: β′2 6= 0, sinα = 0
φλn (x) =


−ω1+ω2
ω1
cosα
pi(n− 1
2
)
sin
[
ω1pi(n− 12)(x+1)
ω2+ω1
]
+O
(
1
n2
)
, x ∈ [−1, h1) ,
−γ1
δ1
ω1+ω2
ω1
cosα
pi(n− 1
2
)
sin
[
(ω2x+ω1h1+ω1)pi(n− 12)
ω2+ω1h1+ω1
]
+O
(
1
n2
)
, x ∈ (h1, h2) ,
−γ1γ3
δ1δ3
ω1+ω2
ω1
cosα
pi(n− 1
2
)
sin
[
(ω3x+ω2h2+ω1)pi(n− 12)
ω3+ω2h2+ω1
]
+O
(
1
n2
)
, x ∈ (h2, 1] .
Case 3: β′2 = 0, sinα 6= 0
φλn (x) =


sinα cos
[
ω1pi(n− 12)(x+1)
ω2+ω1
]
+O
(
1
n
)
, x ∈ [−1, h1) ,
γ1
δ1
sinα cos
[
(ω2x+ω1h1+ω1)pi(n− 12)
ω2+ω1h1+ω1
]
+O
(
1
n
)
, x ∈ (h1, h2) ,
γ1γ3
δ1δ3
sinα cos
[
(ω3x+ω2h2+ω1)pi(n− 12)
ω3+ω2h2+ω1
]
+O
(
1
n
)
, x ∈ (h2, 1] .
Case 4: β′2 = 0, sinα = 0
φλn (x) =


−ω1+ω2
ω1
cosα
pin
sin
[
ω1pin(x+1)
ω2+ω1
]
+O
(
1
n2
)
, x ∈ [−1, h1) ,
−γ1
δ1
ω1+ω2
ω1
cosα
pin
sin
[
(ω2x+ω1h1+ω1)pin
ω2+ω1h1+ω1
]
+O
(
1
n2
)
, x ∈ (h1, h2) ,
−γ1γ3
δ1δ3
ω1+ω2
ω1
cosα
pin
sin
[
(ω3x+ω2h2+ω1)pin
ω3+ω2h2+ω1
]
+O
(
1
n2
)
, x ∈ (h2, 1] .
All these asymptotic formulas hold uniformly for x.
Proof. Let us consider only the Case 1. Inserting (3.22) in the integral term
of (3.27), we easily see that∫ x
h2
sin [µω3 (x− y)] q (y)φ3 (y, λ) dy = O (exp (|t| (ω3x+ ω2h2 + ω1))) .
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Inserting in (3.20) yields
φ3 (x, λ) =
γ1γ3
δ1δ3
sinα cos [µ (ω3x+ ω2h2 + ω1)]
+O
(
1
|µ| exp |t| (ω3x+ ω2h2 + ω1)
)
. (3.35)
We already know that all eigenvalues are real. Furthermore, putting λ =
−H, H > 0 in (3.33) we infer that ω (−H) → ∞ as H → +∞, and so
ω (−H) 6= 0 for sufficiently large R > 0. Consequently, the set of eigenvalues
is bounded below. Letting
√
λn = µn in (3.35) we now obtain
φ3 (x, λn) =
γ1γ3
δ1δ3
sinα cos [µn (ω3x+ ω2h2 + ω1)] +O
(
1
µn
)
since tn = lmµn for sufficiently large n. After some calculation, we easily
see that
cos [µn (ω3x+ ω2h2 + ω1)] = cos
[
(ω3x+ ω2h2 + ω1)pi (n− 1)
ω3 + ω2h2 + ω1
]
+O
(
1
n
)
.
Consequently,
φ3 (x, λn) =
γ1γ3
δ1δ3
sinα cos
[
(ω3x+ ω2h2 + ω1) pi (n− 1)
ω3 + ω2h2 + ω1
]
+O
(
1
n
)
.
In a similar method, we can deduce that
φ2 (x, λn) =
γ1
δ1
sinα cos
[
(ω2x+ ω1h1 + ω1)pi (n− 1)
ω2 + ω1h1 + ω1
]
+O
(
1
n
)
,
and
φ1 (x, λn) = sinα cos
[
ω1pi (n− 1) (x+ 1)
ω2 + ω1
]
+O
(
1
n
)
.
Thus the proof of the theorem completed in Case 1. The proofs for the other
cases are similar. 
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