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ABSTRACT OF DISSERTATION
GRAPHENE IN A UNIFORM MAGNETIC FIELD
We study monolayer graphene in a uniform magnetic field in the absence and
presence of interactions. In the non-interacting limit, for p/q flux quanta per unit cell
(p, q are coprime integer), the central two bands have 2q Dirac points in the Brillouin
zone (BZ) in the nearest-neighbor model. These touchings and their locations are
guaranteed by chiral symmetry and the lattice symmetries of the honeycomb structure.
If we add a staggered potential and a next-nearest-neighbor hopping we find that their
competition leads to a topological phase transition. We also study the stability of
the Dirac touchings to one-body perturbations that explicitly lower the symmetry.
In the interacting case, we study the phases in the strong magnetic field limit.
We consider on-site Hubbard and nearest-neighbor Heisenberg interactions. In the
continuum limit, the theory has been studied by Kharitonov, who has found that there
are four competing phases namely, ferromagnetic, antiferromagnetic, charge density
wave, and Kekule´ distorted phases. We find phase diagrams for q = 3, 4, 5, 6, 9, 12
where some of the phases found in the continuum limit are co-existent in the lattice
limit. We also find phases not present in the continuum limit.
KEYWORDS: Quantum Hall effect, Graphene, Peierls phase, Dirac points, Hartree-
Fock Method
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Chapter 1
Introduction
The behavior of electrons moving in a two-dimensional (2D) system in the presence
of a perpendicular magnetic field is a fascinating topic. The classical Hall effect was
discovered in 1879 by Edwin Hall [1]. The quantum Hall effect was discovered about
a hundred years later [2]. The quantum Hall conductance is proportional to the total
Chern number of the filled bands [3]. Our understanding of the quantum Hall effect
starts by understanding these degenerate bands known as the Landau levels which I
will discuss in section 1.1.
Another discovery that has completely revolutionized modern condensed matter
physics is graphene [4, 5]. The band structure of monolayer graphene is very interesting
and known to have Dirac points inside the Brillouin zone (described in section 1.2).
The quantum Hall effect in graphene was also discovered soon after the discovery of
graphene itself [6].
The focus of this thesis is to understand different phases of monolayer graphene in
a strong magnetic field in the absence and presence of interactions. This chapter will
be a revision of the methods and techniques we will be using to analyze the problem
and also some known results.
1.1 Landau levels (LLs) in a 2D electron gas (2DEG)
The quantum-mechanical problem of non-interacting electrons confined to a 2D
system was first solved in the late 1920’s and early 1930’s [7–9]. An electron moving
in a magnetic field is described by the quantum Hamiltonian
HLL =
1
2m
[
P + eA(x)
]2
. (1.1)
1
To solve this Hamiltonian for a uniform magnetic field perpendicular to the sample,
we will choose a specific gauge named the Landau gauge defined by
A(x) = Bxyˆ. (1.2)
This gauge breaks translation symmetry in the x-direction but the translation symmetry
in the y-direction remains. Now, Eq. 1.1 becomes
HLL =
1
2m
[
P 2x +
(
Py + eBx
)2]
. (1.3)
Py commutes with the HLL, and can be simultaneously diagonalized. Calling its
eigenvalue ~ky and defining a length scale lB =
√
~
eB
(called the magnetic length) we
can write Eq. 1.1 as
HLL =
~ωc
2
[
(P ′X)
2 + (X ′ + kylB)2
]
, (1.4)
where ωc =
eB
2m
(cyclotron frequency), dimensionless momentum P ′X =
lBPx
~ and
dimensionless position X ′ = x/lB. Because this is a shifted harmonic oscillator the
energy eigenvalues of HLL are
En =
(
n+
1
2
)
~ωc, (1.5)
where n = 0, 1 · · · . These quantized energy levels are called Landau levels. The wave
function in this gauge can be easily written
ψn,ky(x) =
[
1
2nn!
√
pi
] 1
2
eikyye
−(
x+kyl
2
B)
2
2l2
B Hn
(
x+ kyl
2
B
lB
)
, (1.6)
where Hn are the Hermite polynomials. As the energy is independent of ky, every
Landau level is degenerate. We can now calculate the degeneracy of each Landau level
assuming periodicity in the y-direction with length Ly. The value ky also defines the
center of the harmonic oscillator which should be inside within the sample. As the
steps of ky will be 2pi/Ly, then
∣∣∣kmaxy ∣∣∣ = 2pi |mmax|Ly such that, ∣∣∣kmaxy ∣∣∣ l2B = Lx. Lx is the
finite length in the x-direction. This gives
degeneracy = Nφ =
LxLy
2pil2B
=
BA
φ0
, (1.7)
2
where φ0 =
h
e
is called the flux quantum and A = LxLy is area of the sample. The
filling fraction ν in 2DEG is defined with respect to zero electrons,
ν =
Ne
Nφ
, (1.8)
where Ne is the number of electrons. One can also think ν as number of bands filled.
1.2 Zero-field graphene
Semimetallic behavior and linearly dispersing Dirac electrons were theoretically
discovered long before 2D materials including graphene became an experimental
reality [10]. Graphene has a honeycomb lattice specified by the two primitive lattice
vectors
a1 = {1, 0}, (1.9a)
a2 = {1/2,
√
3/2}. (1.9b)
There are two sublattices in each unit cell (let us call them A and B). All the nearest-
neighbors of the A-sublattice sites are B sites and vice-versa. The primitive reciprocal
lattice vectors are
G1 =
4pi√
3
(√
3
2
xˆ− 1
2
yˆ
)
, (1.10a)
G2 =
4pi√
3
yˆ. (1.10b)
Let us solve the nearest-neighbor hopping problem. The Hamiltonian is
H = −t
∑
R
{
c†A(R)
[
cB(R) + cB(R− a2) + cB(R + a1 − a2)
]
+ h.c.
}
. (1.11)
The Wigner-Seitz unit cell in momentum space (the Brillouin zone, or BZ) is also a
hexagon. The Hamiltonian matrix in momentum space for a given momentum inside
3
(i) graphene lattice and its lattice vectors
K′
({−4pi3 , 0}) K({4pi3 , 0})
G1
G2
(ii) graphene BZ
Figure 1.1: Real-space lattice unit cell and BZ for graphene in the absence of a
magnetic field. (a) Our choice of lattice vectors is presented. We can also see that
there are two sublattices per unit cell (A, B indicated with green and red respectively).
Also it is evident from the picture that all the nearest-neighbors of the A sublattice
sites are of B sites and vice-versa. (b) We show the shape of the BZ and the location
of the special K,K′ points. One can easily see that K and K′ are not connected by
G1 or G2. Thus they are independent points inside the BZ.
4
K′ K
Figure 1.2: Here we see the band structure of the graphene. As we can easily see that
the bands touch each other at two independent points (K,K′) inside the Brillouin
zone (BZ). The 2pi/3 rotation and Inversion symmetry is also evident here. The
density of states of this dispersion goes to zero at the half filling.
the BZ is
H(k) = t
 0 f(k)
f ∗(k) 0
 , (1.12)
with
f(k) = 1 + exp [−ik · a2] + exp
[
ik · (a1 − a2)
]
. (1.13)
It can easily be checked that at K = 4pi
3
xˆ and K′ = −4pi
3
xˆ the energy of both the
bands are zero. If k = K + p or k = K′ + p and |p|  1 then the dispersion around
these points are linear in |p|. Expanding the Hamiltonian around K and K′ we can
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write the low-energy Hamiltonian
H(p) = t
√
3
2
[
pxτ
3 ⊗ σ1 − pyτ 0 ⊗ σ2
]
, (1.14)
where τ matrices between K,K′ (valley index) and σ matrices betweenA,B (sublattice
index). We can also write the Hamiltonian for each valley
HK(p) = t
√
3
2
 0 px + ipy
px − ipy 0
 , (1.15a)
HK′(p) = t
√
3
2
 0 −px + ipy
−px − ipy 0
 . (1.15b)
This Hamiltonian thus is degenerate at K,K′ and the energy around K,K′ disperses
like±|p|. We can also solve for the wavefunctions for a fixed|p| with θp = tan−1
(
py/px
)
,
ψK+ (θp) =
1√
2
 1
e−iθp
 , (1.16a)
ψK− (θp) =
1√
2
 1
−e−iθp
 , (1.16b)
ψK
′
− (θp) =
1√
2
 1
eiθp
 , (1.16c)
ψK
′
+ (θp) =
1√
2
 1
−eiθp
 . (1.16d)
1.3 Symmetries of zero-field graphene
There are two different sets of symmetries other than lattice translation symmetries
(Ta1 ,Ta2) in zero-field graphene (these are the symmetries of nearest-neighbor hopping
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model of graphene, but we will assume these symmetries more generally to constrain
the Hamiltonian).
1. Dynamical symmetries: time-reversal symmetry (T), particle-hole symmetry
(C), chiral symmetry (S)
2. Lattice point group symmetries: Inversion (Rpi), 2pi/3 rotation around a sublattice(
R 2pi
3
)
We can express the action of these symmetries on the real space annihilation
operators (where µ ∈ [0, 1] and µ = 0 ≡ A and µ = 1 ≡ B),
 Translations:
Ta1cµ(n1, n2)T
†
a1
= cµ(n1 + 1, n2) (1.17a)
Ta2cµ(n1, n2)T
†
a2
= cµ(n1, n2 + 1) (1.17b)
 Inversion:
Rpicµ(n1, n2)R†pi = cµ+1(−n1,−n2) (1.18)
 2pi/3 rotation:
R 2pi
3
cµ(n1, n2)R†2pi
3
= cµ(n2 + δµ,1,−n1 − n2 − δµ,1) (1.19)
 time-reversal:
Tcµ(n1, n2)T−1 = cµ(n1, n2) (1.20a)
T i T−1 = −i (1.20b)
 Particle-hole:
Ccµ(n1, n2)C−1 = (−1)µc†µ(n1, n2) (1.21a)
C i C−1 = i (1.21b)
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 Chirality (combination of time-reversal and particle-hole):
Scµ(n1, n2)S−1 = (−1)µc†µ(n1, n2) (1.22a)
S i S−1 = −i (1.22b)
In momentum space these transformations look like,
 Translations:
Ta1cµ(k)T
†
a1
= eik·a1cµ(k) (1.23a)
Ta2cµ(k)T
†
a2
= eik·a2cµ(k) (1.23b)
 Inversion:
Rpicµ(k)R†pi = cµ+1(−k) (1.24)
 2pi/3 rotation:
R 2pi
3
cµ(k)R†2pi
3
= eik·a2δµ,1cµ
(
R 2pi
3
k
)
(1.25)
 time-reversal:
Tcµ(k)T−1 = cµ(−k) (1.26a)
T i T−1 = −i (1.26b)
 Particle-hole:
Ccµ(k)C−1 = (−1)µc†µ(−k) (1.27a)
C i C−1 = i (1.27b)
 Chirality:
Scµ(k)S−1 = (−1)µc†µ(k) (1.28a)
S i S−1 = −i (1.28b)
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1.4 Proof of existence of Dirac points using symmetries
The most general 2× 2 Hamiltonian looks like
H = Bi(k)σi. (1.29)
We want to constrain H in the presence of these symmetries. If inversion is a
symmetry of this theory then we get
B1(k) = B1(−k), (1.30a)
B2(k) = −B2(−k), (1.30b)
B3(k) = −B3(−k). (1.30c)
Now, if time-reversal is also a symmetry of this theory then
B1(k) = B1(−k), (1.31a)
B2(k) = −B2(−k), (1.31b)
B3(k) = B3(−k), (1.31c)
which implies that B3(k) = 0. Now, R 2pi
3
gives the condition
B1 (k) cos (k · a2) +B2 (k) cos
(
k · a2 + pi/2
)
= B1
(
R 2pi
3
k
)
, (1.32a)
B1 (k) sin (k · a2) +B2 (k) sin
(
k · a2 + pi/2
)
= −B2
(
R 2pi
3
k
)
. (1.32b)
Expanding these functions (B1, B2 and all sin, cos functions) around K and K
′ (k =
K + p or k = K′ + p) one can easily show that B1, B2 cannot have a constant term
in their expansion. Therefore, in general the leading non-zero term will be linear in
px, py. Thus given these symmetries there will always be Dirac points at K,K
′.
1.5 Graphene in the weak field limit, Landau levels
The effect of a perpendicular magnetic field on a graphene lattice is a fascinating
question. It was studied for the continuum limit in the case of monolayer[11–16]
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and bilayer [17, 18] graphene. Using the low-energy expansion (see Eq. 1.15) of
the graphene Hamiltonian we introduce a weak magnetic field with the gauge choice
A(r) = Bx‘y. Using the replacement p→ p + eA(r) we get
HK = t
√
3
2
 0 −i~∂x + ~∂y − ieBx
i~∂x + ~∂y + ieBx 0
 . (1.33)
As y does not appear here, we know that the y dependence in the wave function is
eikyy. This gives us
HK = t
√
3
2
 0 Px + i~ (ky − x/l2B)
Px − i~
(
ky − x/l2B
)
0
 . (1.34)
We can define the mechanical momentum operators
Π+ = Px + i~
(
ky − x/l2B
)
, (1.35a)
Π− = Π
†
+ = Px − i~
(
ky − x/l2B
)
. (1.35b)
The commutation relation between Π+ and Π− is a non-zero constant,
[Π+,Π−] =
2~2
l2
. (1.36)
It is useful to define a pair of creation/annihilation operators
a =
l√
2~
Π+, (1.37a)
a† =
l√
2~
Π−, (1.37b)
such that,
[
a, a†
]
= 1. In this notation our Hamiltonian looks like,
H = ε0
 0 a
a† 0
 , (1.38)
with 0 =
t
√
3
2
. Squaring the Hamiltonian we get
H2 = ε20
a†a + 1 0
0 a†a
 =
nˆ+ 1 0
0 nˆ
 . (1.39)
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Dirac Point (E = 0)
n = 1
n = 2
n = −1
n = −2
n = 0
DOS
Figure 1.3: This figure shows the Landau levels of a graphene sheet (by Luican-Mayer
& Andrei [21]). The picture of the density of states (DOS) and the Landau levels of
positive and negative energies are shown in different color here. The broading of the
DOS is due to disorder.
Thus from the square of the Hamiltonian we can easily write down the eigenenergies
±n = ±ε0
√
n, (1.40)
and the eigenstates will look like γA|n− 1〉
γB|n〉
 . (1.41)
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For n 6= 0, we will have γA = ±γB. However, for n = 0 we can write the Landau level
state as
ψK0 =
 0
|0〉
 . (1.42)
Similarly, for the K′ valley the wave-function of the zero-energy state will be,
ψK
′
0 =
|0〉
0
 . (1.43)
Thus, the K and K′ valley zero energy wave-functions live on B and A sublattices
respectively. This is very special to the zeroth Landau level. Interactions lift this
degenracy as studied in Refs. [19, 20]. Thus for every valley there will be states on
the either side of zero with a
√
n separation (see Fig.1.3) [21]. We can also introduce
a Dirac mass term (inversion breaking term) in the Dirac Hamiltonian upon the
inclusion of which H becomes
H = ε0
m a
a† −m
 . (1.44)
This leads to eigenenergies for K valley,
±n = ±ε0
√
n+m2 for n 6= 0, (1.45)
0 = −m, (1.46)
for K′ valley,
±n = ±ε0
√
n+m2 for n 6= 0, (1.47)
0 = m. (1.48)
The plot of the energies in two valleys is shown in Fig: 1.4. The filling fraction ν in
graphene is defined with respect to half filling
ν =
δNe
Nφ
, (1.49)
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where δNe is the number of electrons or holes measured with respect to half filling and
Nφ is the degeneracy of each band. In graphene ν can be both positive or negative.
Figure 1.4: In this figure we show the effect of an inversion breaking term (or Dirac
mass m) on the Landau levels. Here the red lines with cross represent the K valley and
cyan lines with circle represent the K′ valley. As we can easily see a inversion breaking
term lifts the valley degeneracy of the n = 0 Landau level but the degeneracies of
other Landau levels remain the same.
1.6 Uniform magnetic field on a periodic potential
In the solution of the quantum Hall problem, we have so far neglected the effect of
the lattice and used a free electron dispersion. To understand the effect of the lattice
one needs to solve the Azbel-Hofstadter problem (proposed by Azbel [22] and solved
by Hofstadter [23]). This problem has been solved for various lattices including the
honeycomb lattice [24–26].
To understand the lattice Hamiltonian let us first discuss the effect of a periodic
potential on the continuum quantum Hall problem. We can write down the Hamiltonian
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for a periodic potential with a uniform magnetic field in 2D
H =
Π2
2m
+ U(r), (1.50)
where Π is the mechanical momentum defined earlier,
Π = P + eA(r). (1.51)
U is the periodic potential with two linearly independent periodic directions defined
by a1, a2,
U(r + a1) = U(r + a2) = U(r). (1.52)
We can define a translation operator T0w = e−iw·P/~ such that,
T0wf(r) = f(r−w). (1.53)
As U(r) is a periodic potential (see Eq. 1.52),
T0a1U(r) = T
0
a2
U(r) = U(r). (1.54)
In the absence of a magnetic field (we can take A(r) = 0) we get[
T0w, H
]
= 0, (1.55)
with
T0wT0w′ = T0w′T0w = T0w+w′ . (1.56)
Thus, T0w and H have simultaneous eigenvectors
H|ψ〉 = ε|ψ〉, (1.57a)
T0w|ψ〉 = e−ik·w|ψ〉. (1.57b)
As the positions of lattice points are linear combinations of a1 and a2, we have,
−pi < k · a1 ≤ pi and −pi < k · a2 ≤ pi. This allows us to restrict the value of k inside
the first Brilloin zone. We can write 1.57 alternatively in a more recognizable form
ψnk(r + R) = e
−ik·Rψnk(r), (1.58)
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Which we know as Bloch’s theorem. Here, ψnk(r) is defined as ψnk(r) = 〈r|n,k〉
where |n,k〉 is the state of a particle at nth band and momentum k. However, when
we switch on the magnetic field, this translation operator does not commute with the
Hamiltonian,
[
T0a1 ,Π
i
] 6= 0. We want to define a translation operator such that it
commutes with H. Let us define,
Ta1f(r) = eiφa1 (r)f(r− a1). (1.59)
This physically means that every translation will come with an Aharonov-Bohm phase
[27]. These operators are called magnetic translation operators [28]. For a constant
magnetic field, A(r) will be linear in r, and we can write
Aj(r) = Njkr
k + A0j , (1.60)
where Njk = −B2 iσ2jk + b1σ1jk + b3σ3jk. It can be easily seen that this satisfies that
∇×A (r) = B. We would like to find a solution of φw (r) using the condition that Tw
commutes with Π. For this calculation we will guess that φw (r) = w
iMijr
j. Thus,
ΠjTwf (r) =
[
Pj + eNjkr
k
]
eiφw(r)f (r−w)
=eiφw(r)
[
Pj + eNjkr
k + ~∂jφw (r)
]
f (r−w)
=eiφw(r)
[
Pj + eNjkr
k + ~wiMij
]
f (r−w) . (1.61)
and similarly
TwΠjf (r) =Tw
[
Pj + eNjkr
k
]
f (r)
=eiφw(r)
[
Pj + eNjk
(
rk − wk
)]
f (r−w) . (1.62)
So, if Tw commutes with Πj then
~wiMij = −eNjiwi. (1.63)
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Thus, if we choose Mij = − e~Nji then Πj will commute with Tw for any value of w.
Now the next question is under this choice which Tws will commute with each other.
Now,
TwTw′f (r) =Tweiw
′iMijrjf(r−w′)
=Tw
(
eiw
′iMij(rj−w′j)f(r−w′)
)
eiw
′iMijw′j
=eiw
iMijr
j
(
eiw
′iMij(rj−w′j−wj)f(r−w′ −w)
)
eiw
′iMijw′j
=
(
ei(w
′i+wi)Mijrjf(r−w′ −w)
)
e−iw
′iMijwj . (1.64)
Thus,
TwTw′ = ei2piϕTw′Tw, (1.65)
where
ϕ =
1
2pi
w′iwj
(
Mij −Mji
)
(1.66)
=− e
2pi~
w′iwj
(
Nji −Nij
)
=
B · (w ×w′)
φ0
. (1.67)
Thus, the interchange in the order of multiplication is associated with a phase,
exp
[
i2pi
B·(w×w′)
φ0
]
. Now, B · (w ×w′) is the flux enclosed by the parallelogram
defined by w and w′. Thus if the flux enclosed by w and w′ is a integer multiple of
flux quanta Tw and Tw′ will commute. We need to chose the minimum w,w′ which
enclose an integer number of flux quanta. This unit cell is called the magnetic unit
cell (MUC).
The case of the lattice can be thought of similarly to the periodic potential. Once
again, in the case of the lattice, we define the MUC to enclose an integer number of
flux quanta. In the next section, we will discuss the example of the square lattice
nearest-neighbor hopping model.
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1.7 Square lattice with a magnetic field
Figure 1.5: A section of the square lattice showing the unit cell in the Landau
gauge for 1/4 flux. The magnetic unit cell (MUC), defined such that there are two
commuting translation operators which commute with the Hamiltonian, contains q
elementary unit cells, and thus q sublattice sites, The lattice vectors associated with
the MUC are qa1 and a2. The pattern of the phases of the nearest-neighbor hoppings
in the optimal gauge (0, χ, 2χ, 3χ) are shown (χ = 2pip
q
). More nearest-neighbor
hoppings can be introduced without increasing the magnetic unit cell.
Let us consider the square lattice (lattice vectors are a1 = {a, 0}, a2 = {0, a})
with φ0p/q flux enclosed per plaquette. For this case we choose Landau gauge A =
{0, Bx} and a magnetic unit cell elongated in one direction by the factor q. Then the
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(i) All bands for q = 4
(ii) All bands for q = 3
Figure 1.6: These are pictures of the dispersion for (a) p = 1, q = 4 and (b) p =
1, q = 3. As it is clear from this that for odd-q all bands are gapped and for even-q
the central bands have q Dirac points.
Hamiltonian will look like
H = −t
∑
r,α
(
ei
2pipα
q c†r,αcr+a2,α + c
†
r,αcr+a1,α+1 + h.c.
)
, (1.68)
where inside the magnetic unit cell there are q different sublattices indexed by
α ∈ [0, q − 1] (in our gauge they are in the x-direction see Fig. 1.5) and now we can
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Energy
Flux
Figure 1.7: In this picture, we plot the band energies (found by Hofstadter [23]).
On the x-axis, we plot the energy and on the y-axis, we have the flux quanta going
through the unit cell. There are a few features easily recognizable here. First, for
zero flux there is no gap as expected for one band. Also, as expected, the fractal
diagram is symmetric about p/q = 0.5.
easily diagonalize this problem inside the magnetic Brilouin zone (MBZ). Since there
are q “sublattice” sites in the magnetic unit cell the MBZ will have q bands. We
carry out the Fourier transform to write the Hamiltonian in momentum space. For
example, the Hamiltonian matrix for q = 2 is
H(k) = 2t
cos (kya) cos (kxa)
cos (kxa) cos
(
kya+ pi
)
 . (1.69)
For any p/q flux quanta per plaquette we can write the Hamiltonian at a point
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k ∈ MBZ generally as a q × q matrix
H(k) = t

2 cos
(
kya
)
eikxa · · · e−ikxa
e−ikxa 2 cos
(
kya+
2pip
q
)
eikxa · · ·
...
. . . . . .
...
eikxa · · · e−ikxa 2 cos
(
kya+
2pip(q−1)
q
)

. (1.70)
For the nearest-neighbor hopping model, the Hamiltonian will always be fully
gapped for odd q and will have q Dirac touchings in the BZ for even q (see Fig. 1.6).
Adding a next-nearest-neighbor hopping gaps the Dirac touchings for even-q.
Using this method for 0 < p/q < 1 gives us the fractal diagram of gaps (see Fig.
1.7) [23]. For each gap, we can calculate the total Chern number of the filled bands.
Methods have been developed to efficiently calculate these Chern numbers [29].
1.8 Hartree-Fock Method
Understanding the effect of interactions in a model is, in general, a very difficult
task. An approximate method to find the ground state is the self-consistent Hartree-
Fock (HF) method. Famously, the BCS ground state for superconductivity was found
using this method [30]. To understand the ground state and the phases for different
strengths of the interactions in monolayer graphene in a strong magnetic field we will
use this method. In this section I will outline some general aspects of this method.
For this section only, the notations will be used in a more general sense. Roman
letters will be used to label states in a given basis (no specification of the basis is
needed for the general discussion). Greek letters will be used as indices for the HF
basis (it will be explained later what is meant by this).
Let us start with a general Hamiltonian
H = hijc†icj +
1
2
Vijkl c
†
ic
†
jckcl, (1.71)
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with all repeated indices summed over. We will solve for nF number of particles living
in N different orthonormal states (i, j, k, l runs from 0 to N − 1). Now, in the HF
approximation we will try to find the best single Slater determinant (SSD) solution
for the ground state. Thus in other words, one can define a unitary transformation
such that,
cα = Uαici, (1.72)
and such that the state
|Ω〉 =
nF−1∏
α=0
c†α|0〉 (1.73)
has the lowest average energy. As |Ω〉 is a SSD thus it can be written,
〈Ω|c†icj|Ω〉 = ∆ji, (1.74)
and these ∆ matrices will be our variational parameters. To further simplify the
problem one can put more conditions on ∆ using physical motivations. For our
problem the assumptions will be described in section 3.2. Now, lets take the average
of the Hamiltonian in |Ω〉,
E = 〈Ω|H|Ω〉 = hij∆ji + 1
2
Vijkl
(
∆kj∆li −∆ki∆lj
)
. (1.75)
Now, we can take variations of E with respect to ∆ij to obtain,
δE =hij δ∆ji +
1
2
Vijkl
(
δ∆kj ∆li + ∆kj δ∆li − δ∆ki ∆lj −∆ki δ∆lj
)
=
[
hij + Viklj∆lk − Vikjl∆lk
]
δ∆ji. (1.76)
For the optimal solution we need δE = 0. Here the first ∆-dependent term in the
square bracket (positive term) is called the Hartree term or the direct term and
the second ∆-dependent term is called the Fock term or the exchange term. The
expression in the square bracket is called the Hartree-Fock Hamiltonian
(HHF)ij = hij + Viklj∆lk − Vikjl∆lk. (1.77)
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Next, let us try to point out how to achieve the Hartree-Fock basis, which is the
basis in which the energy is minimized by filling nF single particle states. Let us
define a fermion occupation matrix, in which we will only fill the lowest nF energies.
Thus the fermion occupation matrix will be
NF = diag(
n elements︷ ︸︸ ︷
1, 1, . . . , 1︸ ︷︷ ︸
nF elements
, 0, . . . , 0). (1.78)
Therefore we can express ∆ using U and NF as
∆ = UNFU
†. (1.79)
As U is a unitary matrix
δ(UU †) = δ(I) = 0
⇒(δU)U † = −U(δU †). (1.80)
∴ δ∆ =(δU)NFU † + UNF(δU †)
=(δU)NFU
† − UNF(δU)U †
=(δU)U †(UNFU †)− (UNFU †)U(δU)U †
⇒ δ∆ =
[
(δU)U †,∆
]
(1.81)
Using this we can calculate the variation of energy as from Eq. 1.76,
δE =Tr (HHFδ∆)
=Tr
(
HHF
[
(δU)U †,∆
])
⇒ δE =Tr
(
(δU)U † [∆, HHF]
)
. (1.82)
Thus, to minimize the energy the ∆ must commute with HHF. Now in the HF basis
∆ is diagonal and only non-zero for the levels which are filled. We can also simplify
the HHF as
(HHF)αβ = hαβ + (NF)γγ
[
Vαγγβ − Vαγβγ
]
. (1.83)
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Thus, the HF basis is the eigenbasis of the HF hamiltonian. To self-consistently reach
the HF basis the following steps needs to be performed,
1. Guess a initial ∆ using physical intuition.
2. Using this delta create HHF.
3. Fill the lowest nF energies of HF and determine the new U .
4. Create a new ∆ using U and NF.
5. Repeat until ∆new converges to ∆old.
We will use this method to study our interacting Hamiltonian in chapter 3. Our
assumption in the definition of the variational parameter ∆ will also be described
there.
1.9 Interactions in the continuum limit
The effect of interactions in graphene at ν = 0 has been studied theoretically
[19, 20, 31–34]. It was shown by Alicea and Fisher that the presence of short-range
interactions will give rise to valley anisotropy in thecontinuum model [34]. This
valley anisotropy term appears because we are only allowed to write interactions that
preserve the lattice translation symmetry. One such possible interaction term is when
one electron hops from K to K′ and another electron hops back from K′ to K (see
Fig. 1.8). This gives rise to the valley anisotropy as this only involves off-diagonal
Pauli matrices. The number of particles in each valley is conserved. This is the
Noether charge of of the U(1)valley. Once the SU(2)valley is broken one needs to allow
all possible interaction term that can preserve the symmetry. Thus the U(1)valley
interaction terms can be written as (in the future chapters of this thesis I will be
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suppressing the creation and annihilation operators for simplicity)
c†α1s1c
†
α3s3
(
uz
(
τ zα1α2 ⊗ σ
0
s1s2
)(
τ zα3α4 ⊗ σ
0
s3s4
)
+ u⊥
∑
i=x,y
(
τ iα1α2 ⊗ σ
0
s1s2
)(
τ iα3α4 ⊗ σ
0
s3s4
))
cα4s4cα2s2 .
(1.84)
Figure 1.8: This figure we are presenting different valley anisotropic interactions that
are allowed by the translation symmetry.
Using the ideas of Alicea and Fisher an extensive study was performed by Kharitonov
[19] for n = 0 Landau Level in the presence of a valley anisotropic interaction. This
was also an HF study in the continuum. The ν = 0 system was found to have four
different phases (see Fig. 1.9), namely ferromagnetic (F), anti-ferromagnetic (AF),
charge density wave (CDW) and a Kekule´ distorted (KD) phase (see Fig. 1.10 for
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KD phase). The source of the anisotropy is believed to be the short-range electron-
electron interaction and the electron-phonon interaction. Including the Zeeman
energy, it was predicted that there could be a topological quantum phase transition
tuned by an in-plane magnetic field which was later confirmed in the experiment [35].
The discussion of how these results are related to the experimental observations will
be discussed in chapter 3.
u
¦
uz
F
CDW
KD
AF
0
Figure 1.9: Phase diagram of ν = 0 graphene quantum Hall state (by M. Kharitonov
[19]). This phase diagram is for zero Zeeman energy. All four phases, ferromagnetic
(F), anti-ferromagnetic (AF), charge density wave (CDW) and Kekule´ distorted
(KD), are visible very clearly. Here in the x-axis we have u⊥ strength of
∑
i=x,y τ
iτ i
interaction and uz is the strength of τ
zτ z interaction (see Eq. 1.84).
Feshami and Fertig [20] later tried to answer the same question from a slightly
more microscopic point of view. They considered the Hubbard interaction (on-site
and nearest-neighbor) and long-range Coulomb interaction. Their approach was an
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Figure 1.10: Kekule´ distorted bond order pattern as found by Kharitonov. Red are
strong binds and black are weak bonds.
HF approximation where negative energy LLs are included preserving the particle-
hole symmetry. The number of LL’s kept is determined by assuming there is one
electron per carbon and thus the cutoff index nc is proportional to 1/B⊥. Landau
levels between −nc and −nw belong to the sea and are kept frozen, while there are
N = 2nw + 1 LLs included in the HF calculation. They found three different phases,
ferromagnetic (F), canted antiferromagnetic (CAF), and charge density wave (CDW).
However, they found no evidence of the KD phase (see Fig. 1.11 [20]). They also found
that changing the Zeeman energy by an external in-plane magnetic field can lead to
a phase transition from CAF to F. They found that the phase boundaries change
as they change the N . It was also estimated that for B⊥ = 15T, taking nc = nw,
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the number of LLs needed becomes N = 5261. Due to numerical limitations, they
calculated the phase diagram for a few different N then extrapolated it to N = 5261.
The dependence of the phase boundary as a function of N is significant.
CDW
CAF
FM
Figure 1.11: Extrapolated phase diagram from Feshami & Fertig [20] for number
of active bands N = 5261. ξz is the Zeeman field and V0 is the on-site Hubbard
interaction.
1.10 Plan of the thesis
In this dissertation, the topics are separated into two major parts: 1) The effect
of a strong magnetic field on a honeycomb lattice in the non-interacting limit and 2)
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the phases of interacting electrons in graphene at ν = 0 in the presence of a strong
magnetic field. The two parts of our study will be described in chapters 2 and 3
respectively. Our findings are in the non-interacting limit and are contained in the
publication [36].
In chapter 2 we study the band structure of electrons hopping on a honeycomb
lattice with 1/q (q integer) flux quanta through each elementary hexagon. In the
nearest-neighbor hopping model the two bands that eventually form the n = 0
Landau level have 2q zero-energy Dirac touchings. In this work, we study the
conditions needed for these Dirac points and their stability to various perturbations.
We prove that these touchings and their locations are guaranteed by a combination of
an anti-unitary particle-hole symmetry and the lattice symmetries of the honeycomb
structure. We also study the stability of the Dirac touchings to one-body perturbations
that explicitly lower the symmetry.
In the interacting case (chapter 3) we attempt to understand the phases in the
strong magnetic field limit (1/q flux where the q is finite and reasonably small). We
consider on-site Hubbard interaction (U) and nearest-neighbor Heisenberg interaction
(g), which covers the two kinds of allowed interactions [34]. In our study, we find
phase diagrams for different values of q where some of the order parameters found
in the continuum limit are co-existent on the lattice. We also found some order
parameters that are not present in the continuum limit.
In chapter 4 I will conclude the findings of the project and also some future
directions we hope to explore. In Appendices A and B I will give some calculations
and extra data for completeness.
Copyright © Ankur Das, 2020.
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Chapter 2
Non-Interacting Results
The band structure of electronic energy levels is a fascinating consequence of
quantum mechanics applied to a solid [37, 38]. The band structure and the gap
between the conduction and the valence band gives us the primary understanding
about metals, insulators, and semi-conductors.
As we discussed in section 1.2 the band structure of any tight-binding model
of graphene is gapless at the K and K′ points in the Brillouin zone, when time-
reversal symmetry and the symmetries of the honeycomb lattice (see section 1.4) are
present. In general the dispersion near the K and K′ points is linear in momentum
which means that they are Dirac touchings. These touchings are stable to a number
of quadratic perturbations. If the translational symmetry of the Bravais lattice is
preserved, the touchings are stable to any perturbation that preserves rotation by
pi around the honeycomb center and time-reversal. Such perturbations can cause
the Dirac touchings to move in the BZ, but they cannot gap them out. Breaking
inversion or time-reversal symmetry individually leads to a trivial or Chern insulator
respectively [11]. A periodic perturbation that breaks the translational symmetry of
the original Bravais lattice with a wavevector that connects the K and K′ points can
also gap the Dirac points out (e.g. a Kekule dimerization).
Not only the band structure but also the topology of these bands have a very
consequential impact. The quantum Hall effect is the first known example of topological
insulator where the Hall conductance is dictated by the band topology (total Chern
number) of the system [3]. There has been tremendous progress in the last decade
highlighted by the discovery of a variety of topological insulators and nodal semi-
metals [39–46]. As in the case of graphene the protection of the insulating state and
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the gapless points or lines due to symmetry is one of the main questions that has
emerged [47–52]. The linear band touchings of graphene can be classified using the
one-dimensional winding number [53–55],
Q(H) = 1
2pii
∫ 2pi
0
dθ∇θln detM(θ). (2.1)
The winding number of K and K′ are −1 and +1 respectively. Understanding the
linear band touching in graphene [47, 56] has played a profound role in the unfolding
of topological materials.
For the nearest-neighbor hopping model, previous work has, among other things,
studied the spectrum and the eigenstates [26, 57, 58], the Diophantine equation
and Chern number characterizing gapped states [59], the crossover from Dirac-like
behavior to conventional nonrelativistic behavior [60, 61], and the approach to the
continuum limit q → ∞ [57, 61]. The existence of 2q Dirac band touchings of the
central two bands in the nearest-neighbor hopping model was noticed before, and
explored thoroughly more recently by Jun-Won Rhim and Kwon Park [62]. In the
appendix A.7 I will discuss their method to calculate the zero-energy wave function for
a nearest-neighbor model. It was also pointed out that adding next-nearest-neighbor
hopping gaps the Dirac points out [63].
The goal in this chapter is to generalize these results to the honeycomb lattice
in a magnetic field. We study here the existence and stability 2q Dirac touchings
that arise in the central two bands of the nearest-neighbor tight-binding honeycomb
lattice when a flux of p/q (p, q coprime integers) flux quanta is introduced into each
elementary honeycomb plaquette (Azbel-Hofstadter problem see section 1.6).
2.1 Model & gauge choice
Throughout this paper, we will be interested in the problem of spinless fermions
hopping on the honeycomb lattice in the presence of a uniform magnetic field. We
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will study the problem in the tight-binding limit and assume that each unit cell of
the honeycomb lattice encloses a fraction p/q of the flux quantum.
We use the following conventions to define our honeycomb lattice. The two lattice
vectors defining the primitive triangular lattice are
a1 = axˆ, (2.2)
a2 = a
(
xˆ
2
+
√
3yˆ
2
)
. (2.3)
With these definitions the vectors describing the sites of the honeycomb lattice are,
rµ(n) = n1a1 + n2a2 + µ
a√
3
yˆ (2.4)
= a(n1 +
n2
2
)xˆ+
√
3
2
ayˆ(n2 +
2µ
3
), (2.5)
where n = (n1, n2) is a pair of integers and µ = 0, 1 for the A and B sublattices,
respectively.
Once we introduce a rational magnetic field
eB
√
3a2
2~
=
2pip
q
≡ χ, (2.6)
the hoppings acquire phases, and we have to enlarge our unit cell in order to obtain
two commuting translations, enabling us to apply Bloch’s theorem to compute the
band structure. This enlarged unit cell is the magnetic unit cell (MUC). From now on
we will use a = 1. It will be useful for us to start with a continuum gauge, obtain the
hopping phases, and then transform to the final gauge. We begin with the standard
Landau gauge,
A = −Byx. (2.7)
We introduce the external magnetic field into the hopping model using the Peierls
substitution to calculate the phase of the matrix elements. Using this gauge and the
standard formula for the Peierls phase between two lattice points described by n, µ
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Figure 2.1: A section of the honeycomb lattice showing the unit cell in the optimal
gauge (OG) for q = 4. The magnetic unit cell (MUC), defined such that there are
two commuting translation operators which commute with the Hamiltonian, contains
q elementary unit cells and thus 2q lattice sites. The lattice vectors associated with
the MUC are a1 and qa2. The pattern of the phases of the nearest-neighbor hoppings
in the optimal gauge (0, χ, 2χ, 3χ) is shown (χ = 2pip
q
). Additional neighbor hopping
can be included using the formula, Eq. (2.11) without increasing the size of the unit
cell.
and n + ∆n, ν,
φLµν(n; ∆n) =
e
~
∫ n+∆n,ν
n,µ
A · dl (2.8)
= −χ
[
n2 +
∆n2
2
+
µ+ ν
3
] [
∆n1 +
∆n2
2
]
,
where χ ≡ eBa2√3/(2~) = 2pip/q is the flux per unit cell of our system (in units
of the flux quantum h
e
), and ∆n = (∆n1,∆n2). From the expression it is clear that
φLµν(n; ∆n) depends explicitly on n2 and is 2pi periodic only after 2q steps in the n2
direction. Since n1 does not appear, it is periodic in every step of n1. This means
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that we need to include 2q unit cells of the triangular lattice in our magnetic unit cell.
We can see this explicitly by constructing the nearest-neighbor hopping Hamiltonian
in the Landau gauge,
Hnn = −t
∑
n
d†A,n1,n2 [dB,n1,n2 + e
−iχ
2
(n2− 16 )dB,n1,n2−1
+ ei
χ
2
(n2− 16 )dB,n1+1,n2−1 + h.c.], (2.9)
which clearly repeats itself with a magnetic unit cell consisting of 2q triangular unit
cells. This is somewhat unsatisfactory since with a flux of 2pip/q in a triangular unit,
a gauge should exist in which there are only q triangular units in the magnetic unit
cells – the minimum size of unit cell needed to enclose an integer number of flux
quanta. This can be resolved by working in the so-called optimal gauge (OG). To
achieve this we make the following gauge transformation from the d fermions (Landau
gauge) to a set of c fermions (OG):
dµ,n1,n2 = e
−iχ
4
n22+i
χ
6
(n1−n2)cµ(n1, n2). (2.10)
Using the transformation we can now compute the Peierls phase between two arbitrary
sites on the honeycomb in the OG,
φOGµν (n; ∆n) = −χ
[
n2∆n1 +
2µ+ 2ν + 1
6
∆n1
+
µ+ ν − 1
6
∆n2 +
∆n1∆n2
2
]
. (2.11)
From this formula, in the OG it is clear that the phases repeat themselves after q
steps in the n2 direction, and thus, Bloch’s theorem can be applied with only q units
of the triangular lattice in the magnetic unit cell (which contains 2q lattice sites).
We shall choose the magnetic unit cell shown in Fig. 2.1 in the rest of the paper and
refer to it as the MUC. We can see the periodicity of the MUC explicitly by working
out the nearest-neighbor Hamiltonian in the OG,
Hnn = −t
∑
n
c†A(n1, n2)[cB(n1, n2) + cB(n1, n2 − 1)
+ eiχn2cB(n1 + 1, n2 − 1)] + h.c., (2.12)
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which clearly repeats itself after q steps in the n2 direction. The advantage of
constructing the OG starting from the Landau gauge is that we now have a definite
prescription to compute the Peierls phase for an arbitrary hopping matrix element in
this gauge, Eq. (2.11). This allows us to write down hopping models with an arbitrary
range of hopping such that all close paths enclose precisely the flux corresponding to
a uniform external magnetic field, all the while still maintaining the MUC containing
2q sites.
2.2 Dirac touchings
Working in the OG we have computed the band structure for various ranges of
tight-binding models. This involves the diagonalization of a 2q×2q matrix for each k
in the first Brillouin zone. The unit cell we have chosen and other lattice conventions
are shown in Fig. 2.1.
Fig. 2.2 shows the electronic structure of the nearest neighbor model with p =
1, q = 4. Our focus in this paper is on the finite-q electronic structure of the two
central Bloch bands that eventually form the zero-energy n = 0 continuum Landau
levels. In particular, as has been noticed in previous work, for the nearest-neighbor
model the two bands have 2q linear band touchings that form a honeycomb lattice
in reciprocal space [62]. As q is increased keeping p = 1 the bandwidth of these
bands decrease exponentially [61] and eventually as q →∞ we recover dispersionless
Landau levels.
Are these Dirac touchings special to the nearest-neighbor model or are they generic
to the inclusion of further neighbor hoppings? It is known [64] that a next-nearest-
neighbor hopping gaps out the Dirac points. The formula Eq. (2.11) in the optimal
gauge consistently allows us to include any range of hopping in the presence of a
uniform field. We shall prove below that the Dirac points and their location are
stable as long as the further neighbor hoppings are bipartite, i.e. they only connect
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sites on A with sites on B and maintain spatial the symmetries of the honeycomb
lattice. If any A-A and B-B hoppings are included they gap out the Dirac touchings
even if the honeycomb spatial symmetries are maintained.
As will be crucial for our discussion, the bipartite hopping structure has an extra
symmetry that is broken when hopping between same sublattices are included. We
note that in our problem both time-reversal symmetry T and the standard bipartite
particle-hole symmetry C are broken since physically they both reverse the direction of
the external magnetic field. However, the product of the two, the sublattice symmetry
S (which is an anti-unitary many-body particle-hole transformation) commutes with
the Hamiltonian when only bipartite hoppings are included. The sublattice symmetry
S is distinct from the “hidden symmetry” [56, 65–67] which exists on certain lattices
and is also anti-unitary, but in addition, involves a translation and a sublattice
exchange.
We prove explicitly that with the added constraint of the presence of S (in addition
to all the lattice symmetries of honeycomb graphene lattice) all hopping models in
the presence of a uniform magnetic field on the honeycomb lattice have 2q Dirac
touchings at the zero energy at the same locations in the BZ as the nearest-neighbor
model. We have tested this assertion by numerical diagonalization for a variety of
different choices of the range and the magnitude of the hoppings.
2.3 Proof of Dirac touching at special points
We will prove, by contradiction, that for generic Hamiltonians preserving the
lattice and S, there are necessarily zero-energy states at the 2q special points in the
BZ (the same points for which the nearest-neighbor model has Dirac touchings).
Let us briefly introduce the action of various symmetries on the fermion operators
in the OG (A more detailed discussion is presented in the appendices). Here (n1, n2)
are the two integers that label the location of Bravais lattice sites of the original unit
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Figure 2.2: Band structure in the first Brillouin zone of the p = 1, q = 4 problem
with only the nearest neighbor hopping. The top panel shows all 2q = 8 bands. The
middle panel shows the central two bands which touch at linear Dirac crossings 2q
times – these bands are the focus of the study here, they form the n = 0 Landau
level of graphene in the continuum limit. The location of the Dirac points in the BZ
corresponding to the MUC shown in Fig. 2.1 are marked in the lower panel.
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cell (not the magnetic unit cell), µ, ν = 0, 1 label the A and B sublattices. The two
translations in the a1 and a2 directions act as follows:
Ta1cµ(n1, n2)T†a1 = cµ(n1 + 1, n2), (2.13a)
Ta2cµ(n1, n2)T†a2 = e
iχn1cµ(n1, n2 + 1). (2.13b)
A rotation by 2pi
3
around the A site at n1 = n2 = 0, R 2pi
3
, acts as follows:
R2pi/3cµ(n1, n2)R†2pi/3
= e
iχ
(
m1m2+
m2(m2−1)
2
)
cµ(m1,m2 − µ),
(2.14)
where m1 = −n1 − n2 and m2 = n1. A rotation by pi around the center of a vertical
nearest-neighbor AB bond, Rpi, acts as follows:
Rpicµ(n1, n2)R†pi = e−iχn1c1−µ(−n1,−n2). (2.15a)
Finally, the anti-unitary particle-hole symmetry S acts as follows:
ScA(n1, n2)S−1 =c†A(n1, n2), (2.16a)
ScB(n1, n2)S−1 =− c†B(n1, n2), (2.16b)
SiS−1 =− i. (2.16c)
As has been noticed in previous work the nearest-neighbor only hopping model has
Dirac touchings in the central two bands. We reproduce the locations, labeled by
n = 0, . . . , q − 1, from Appendix A.4 here for convenience. The q K-type points, for
odd q, are
Kn =
pi
q
(
2n− q + 1
3
)
xˆ− pi
q
√
3
(2n− q − 1)yˆ, (2.17)
with the q K′-type points being K′n = −Kn.
Here are some properties of the k-space Hamiltonians at these points that we will
need. The details are in the appendices.
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Property 1 (P1): The translation operator Ta2 sends the Hamiltonian at Kn to
the Hamiltonian at Kn−p (mod G1) and similarly for the points K′n. Since the real-
space Hamiltonian commutes with Ta2 , the spectrum must be identical at all the Kn
points.
Property 2 (P2): The rotation Rpi takes the set of Kn points to the set of K′n
points. Since this is a symmetry of the Hamiltonian, the spectrum at the K′n points
is identical to that at the Kn points. Together with P1, this means that it is sufficient
to understand the spectrum at a single Kn point.
Property 3 (P3): A rotation by 2pi
3
of the destruction operator at an arbitrary
point k in the BZ leads to a superposition of destruction operators at the points
kγ = kR + pG2
q + 1
2q
+ pγ
G1
q
, (2.18)
where kR is simply k geometrically rotated by
2pi
3
, and γ = 0 . . . , q − 1. G1 and G2
are the reciprocal lattice vectors of the original lattice. The set of points Kn are
taken into each other by this transformation, as are the K′n points. The operator
transformations for the fermion operators can be found in Appendix A.3. Note that
R 2pi
3
preserves the sublattice index.
Property 4 (P4): The chiral symmetry S means that at any point k in the BZ
the Hamiltonian can be written in block form
H(k) =
 0 M
M † 0
 , (2.19)
where the q A-type sublattice sites have been listed first, and the q B-type
sublattices have been listed second.
Now we are ready for the proof by contradiction. Let us assume that there are no
zero-energy states at a particular Kn point. Let us further assume that there are no
degeneracies in the spectrum, so there are 2q nondegenerate states.
Eq. (2.19) implies two facts. First, any eigenstate of energy E 6= 0 is necessarily
a superposition of A and B sublattices [ψA, ψB]
T , with non-zero amplitudes on both.
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Second, for every eigenstate with energy E 6= 0, there is another eigenstate [ψA,−ψB]T
with energy −E. The orthogonality of these two eigenstates implies that each E 6= 0
eigenstate has equal probabilities on the A-type and B-type sublattices.
Let us consider an eigenstate ofH(Kn) at a particular n. For notational convenience
we will drop K in what follows and refer to objects at Kn simply by the subscript n,
e.g., cAα(Kn) ≡ cA,α,n. By assumption the eigenstate we consider has E 6= 0. We can
write the destruction operator for this eigenstate as
fn(E) =
q−1∑
α=0
(
ψ
(E)
A,α,ncA,α,n + ψ
(E)
B,α,ncB,α,n
)
. (2.20)
Now we apply R 2pi
3
to this equation. Since [R 2pi
3
, H] = 0, the result will be a
superposition of operators corresponding to eigenstates at the same energy E at all
the K-type points:
R 2pi
3
fn(E)R†2pi
3
=
q−1∑
n′=0
|tnn′|eiφnn′fn′(E). (2.21)
Now focus on the n = n′ term on the RHS. From P3 we know that R 2pi
3
does not
mix the A and B sublattices. Thus, the restriction of R 2pi
3
to n = n′ is a block-diagonal
2q × 2q matrix. We can do this for one n value ( q−1
2
for odd q and q
2
otherwise).
〈µ, α, n|R 2pi
3
|ν, β, n〉 =
 RA(n) 0q×q
0q×q RB(n)

µα,νβ
, (2.22)
where both RA(n) and RB(n) are q × q matrices.
Applying this to Eq. (2.20) we see that ψA,α,n must be an eigenstate of RA(n),
and ψB,α,n must be an eigenstate of RB(n), w ith the same eigenvalue. Note that if
an eigenstate of H(n) had zero energy, it need not have nonzero amplitudes in both
A and B sublattices, and so could evade this conclusion.
By assumption, all the eigenstates have nonzero-energy. Thus, all the eigenvalues
of RA(n) and RB(n) must be identical. This leads to the conclusion that
det
(
RA(n)R
†
B(n)
)
= real. (2.23)
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From the explicit forms of RA(n) and RB(n) in Appendix A.6 one easily obtains,
arg
(
det
(
RA(n)R
†
B(n)
))
6= 0. (2.24)
This contradicts our conclusion in Eq. (2.23). Thus, at least some of the states
at Kn must have zero-energy. From the fact that the chiral symmetry implies that
energies must occur in pairs of ±E, an even number of states must have zero-energy
at any Kn.
This shows that there must be band touching at the Kn and K
′
n points. Carrying
out the k ·p perturbation theory around a Kn point, there is no symmetry reason for
the first derivative to vanish, and thus the touchings will generically be linear. This
completes our proof.
2.4 Stability to small perturbations
In the previous section we showed that with the graphene lattice symmetry and
S, we have 2q Dirac nodes at the specific locations: {K0, · · · ,Kq−1,K′0, · · · ,K′q−1}
at zero-energy. We now study the stability of these Dirac touchings to quadratic
perturbations. Before turning to specific perturbations, we address this question in
more general topological terms [53, 68]. We know that time-reversal symmetry (T)
and particle-hole symmetry (C) are both individually absent, but the composite of
the two, the anti-unitary particle-hole (S), is present. A band insulator with the
symmetry S would be in class AIII. Our model, with all the symmetries intact, has
Dirac touchings and is thus not a band insulator. A band insulator in which S
is broken (say, by the introduction of the same sublattice hopping or a sublattice
energy difference) would be in class A. It is now understood that the stability of
Dirac touchings can be explained by the classification of band insulators in one lower
dimension [69]. The argument relies on considering the topological classification of the
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band insulator Bloch wave function on a ring surrounding the Dirac point [50]. In one
dimension band insulators in class AIII have a Z classification, while in class A they
have only trivial band structures. This integer winding number can be computed for
each Dirac node by using a simple prescription. Referring to Eq. (2.19), one computes
the winding number of the phase of the determinant of M on a contour in the BZ
around the band touching. Computing the winding number (using Eq. 2.1) for the
Dirac touchings, we find that all the K points have winding number -1, while the
K′ points have winding number +1. The fact that all of the K points have equal
winding numbers follows from Ta2 symmetry, and the fact that K′ have the opposite
winding follows from the action of the Rpi symmetry operation.
From these general topological considerations, we reach the following conclusions
for the stability to perturbations:
Generically, if S is broken, the Dirac touchings get gapped (at least, the argument
above does not guarantee stability; below we study a few examples numerically to
verify this). The resulting insulator will be in class A, with an integer Chern number.
What perturbation can open a gap if we preserve S? If the perturbation fits
in the MUC (so that the BZ is unchanged), the Dirac touchings are stable. We
note that locations in the BZ may move if the perturbations reduce the symmetry
operations from those present in an undistorted honeycomb lattice. Generally, if we
preserve S, small perturbations can open up the gap only if they are at a wavevector
that connects Dirac points with the opposite winding numbers. Then in the new
smaller BZ (corresponding to the enlarged unit cell), opposite winding number Dirac
points lie on top of each other. Encircling such double touchings will give no winding
number, invalidating the topological argument for their protection.
We now consider specific lattice examples in which we can study how the Dirac
equation gets gapped.
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Figure 2.3: Phase diagram for p = 1, q = 5 showing the Chern numbers of the two
bands obtained once the Dirac touchings get gapped out. The origin corresponds to
the nearest-neighbor model which has 2q Dirac touchings. The Chern numbers of
two bands get a uniform contribution of (-1,-1) from a Berry curvature distributed
throughout the BZ. They get an additional contribution from the gapping of the
Dirac cones, which is sharply localized at these points. Vs creates a contribution that
cancels between the K and K ′ Dirac nodes, resulting in a net Chern number from only
the uniform part, i.e., (−1,−1), and the total Chern number (including all occupied
bands) at half-filling becomes 0. t2, on the other hand, creates a net contribution from
the gapped Dirac points of (±5,∓5) [generally (±q,∓q)] that results in the (4,−6)
and (−6, 4) Chern numbers, and the total Chern number at half-filling becomes ±q.
2.5 Chirality breaking perturbations
We first restrict our discussion to perturbations that preserve the MUC. Gapping
the Dirac touchings requires us to break the S symmetry. The simplest way to
do this is to perturb with a staggered diagonal energy term in the Hamiltonian
that has the same magnitude but opposite signs on the two sublattices. H =
Vs
∑
n1,n2
(
d†A,n1,n2dA,n1,n2 − d†B,n1,n2dB,n1,n2
)
. Although this fits in the MUC, it breaks
some of the lattice symmetry, e.g., Rpi. A second way to break S symmetry is to
include any same sublattice hopping with a fixed range for all sites, e.g., a second-
neighbor hopping t2. We include it here with the correct phase from Eq. (2.11),
corresponding to having a background uniform B field. This perturbation has the
feature of preserving every symmetry in the nearest-neighbor hopping model except
for S. From the arguments made earlier, both perturbations are expected to open up
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a gap in the Dirac equation, leaving behind a 2-D insulating band structure in class
A, characterized by an integer Chern number.
Since the two middle bands become the n = 0 Landau level of graphene, we expect
them to have a combined Chern number of −2. How this −2 is distributed between
the two bands obtained after the gap opening perturbation is added depends on the
details. The sign of the mass that gaps out a particular Dirac point also determines
the transfer of Chern density between the two bands. Perturbations that preserve
translations can realize only the total Chern numbers C = 0,−q, q because the Ta2
symmetry forces the form of the Bloch Hamiltonian at all the Kn points to be the same
and also forces the from all the K′n points to be the same as well. The perturbation
Vs results in a trivial insulator, while the other two values of C are realized by the
t2 perturbation. We have checked all the above assertions by computing the integer
invariant numerically, i.e. by integrating the Berry curvature over the Brillouin zone.
This is shown and discussed in Fig. 2.3.
Above we studied two examples of perturbations that create different Chern
numbers, 0 and ±q. The Chern numbers of the bands produced can be any of the
intermediate values 1, 2, · · · , q − 1 as well. This requires a perturbation that breaks
Ta2 , although it may preserve the MUC.
2.6 Chirality preserving perturbations
To gap out the Dirac nodes with S preserved, the perturbation must break translational
invariance with a momentum that connects Dirac touchings of opposite winding
numbers. The simplest way to achieve this is to include a periodic modulation
of the magnitude of the first-neighbor hopping as a perturbation, with a period
corresponding to the Q vector connecting the Dirac nodes. Since there are q nodes
with positive winding and q with negative winding, there appear to be q2 different
possibilities. However, only q different Q vectors fit within the magnetic Brillouin
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zone, leading to q different reduced lattice periodicities. Once the nodes are gapped
out and in the presence of S, we end up with a band insulator in class AIII. Since
these are all trivial insulators, they are expected to be smoothly connected to each
other without a gap closing.
2.7 Remarks
In conclusion, we have studied the stability of the Dirac touchings in the n = 0
Landau level in the Hofstadter limit when the external magnetic field is very strong,
with p/q quanta of flux going through each hexagon.
We started by deriving a formula in the optimal gauge for an arbitrary range
hopping, so that the magnetic unit cell is always q unit cells of the honeycomb. Next,
we have shown that the Dirac touchings require the sublattice symmetry S for their
protection. Indeed, we have proven that every tight-binding model with S, the correct
flux, and the entire lattice symmetry of graphene intact will have 2q Dirac touchings
at the same location as the nearest-neighbor model.
Next, we considered perturbations to the 2q Dirac touchings. We showed from
general topological stability arguments as well as specific hopping models that perturbatively
breaking S or including a periodic potential that connects Dirac nodes with opposite
the winding number can gap the Dirac nodes out. All other perturbations preserve
the Dirac nodes (though their location in the BZ may move). Of course, if these
perturbations are made large enough, some finite value of the perturbation may cause
the gapping out of the linear touchings. Introducing electron-electron interactions is
known to produce a rich set of symmetry-broken phases in graphene for weak fields
[19, 20, 34, 70]. There have been a few investigations into interaction effects in the
Hofstadter regime, [71–75] but a full picture remains to be developed.
Copyright © Ankur Das, 2020.
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Chapter 3
Interacting graphene in a magnetic field
Soon after the discovery of graphene [4, 5] and QHE in graphene [6] question of
the ground state at ν = 0 arose naturally. As it was discussed before (see section 1.5)
the filling fraction for graphene is measured from the half-filling (when the chemical
potential at the zero field is at the energy of the Dirac points).
Figure 3.1: The n = 0 manifold of monolayer graphenenear the edge. On the left the
Zeeman energy is zero. On the right we have nonzero Zeeman energy. The dashed
line represent the chemical potential µ = 0.
From the non-interacting picture of graphene in the weak field limit (see section
1.5) we know that the zeroth Landau level is four-fold degenerate in the presence of
spin. In this manifold, the non-interacting Hamiltonian has SU(2)valley × SU(2)spin
symmetry in the absence of a Zeeman energy. As we move towards the edge the
SU(2)valley breaks down due to intervalley mixing and modes start dispersing. As the
zeroth Landau level is made out of both particle-like and hole-like states, near the
edge a pair of modes will disperse in a particle-like manner and a pair of modes will
disperse in a hole-like manner [76, 77]. In the presence of a small Zeeman energy (z)
the symmetry reduces the SU(2)spin to a U(1)spin. Near the edge for each up and down
spin one mode disperses like a particle and other like a hole (see Fig. 3.1). From the
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non-interacting picture we see that at ν = 0 there are the two counter-propagating
modes with definite spin near the edge protected by the U(1)spin for arbitrarily small
Zeeman energy. This pair of counter-propagating protected edge modes with different
spin is characteristic of the quantum spin Hall effect [78–82].
Figure 3.2: Here in this picture we can see that as total magnetic field BT increases
keeping the perpendicular magnetic filed fixed the two terminal conductance at ν = 0
jumps from 0 to nearly 2e2/h (by Young et al. [35]). In the inset the change in the
two terminal conductance is plotted as a function of BT at fixed filling ν = 0 for
different fixed perpendicular magnetic field B⊥.
Though theoretically it was predicted that the ν = 0 graphene edge can support
46
a quantum spin Hall state even in the presence of long-range Coulomb interaction
[31, 32], it has been experimentally confirmed that the quantum spin Hall state only
exists when the system is subjected to a very strong in-plane magnetic field (Zeeman
coupling) [35]. In the study, the two-terminal conductance was measured as a function
of gate voltage for different strength of the total magnetic field BT and perpendicular
magnetic field B⊥ (see Fig. 3.2,3.3 [35]).
Before this experimental evidence theoretical predictions were made about the
existence of the ferromagnetic phase [19, 20, 71, 83, 84]. The transition from the
CAF to the ferromagnetic phase was first described by Kharitonov [19]. The study
was done in the continuum limit for “isospin” anisotropic short range interactions (uz
and u⊥), in addition to the long-range Coulomb interaction, by restricting everything
in the zeroth LL manifold at ν = 0. The interaction part of the Hamiltonian looks
like
uz
(
τ z ⊗ σ0) (τ z ⊗ σ0)+ u⊥∑
i=x,y
(
τ i ⊗ σ0
)(
τ i ⊗ σ0
)
. (3.1)
It was found that there are four different states, namely, spin-polarized ferromagnetic
(F), canted antiferromagnetic (CAF), charge density wave (CDW), and Kekule´ distorted
(KD) (see Fig. 3.4). If we change the Zeeman energy with respect to the anisotropy
energy the system undergoes a phase transition. For example, if we start in the CAF,
the increase in total Zeeman coupling (z) with respect to the perpendicular Zeeman
coupling (z⊥) takes the system through a phase transition into the F phase. This is
exactly what was found in the experiment [35]. If we start in the KD phase then by
changing z we can cross two phase boundaries, finally reaching the F phase.
In the CAF phase, the edge states are gapped but using the tilted magnetic field
one can tune the gap [33] (see Fig. 3.3). This conclusion was achieved by calculating
charge excitations using the mean-field spectrum, and neglecting the modification of
the order parameter at the edge for AF, CAF, and F phase for a class of armchair
like boundaries.
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Figure 3.3: Example of how increasing BT will have different edges (from Young et
al. [35]). For BT = 0 we will have the AF which is gapped at the edge. For a
intermediate strength 0 < BT < B
cric
T the gap will be smaller but non-zero. For
B > BcricT the system will be in the F phase. In which the gapless edge modes are
protected by the left over spin U(1) symmetry.
However, the picture beyond the mean-field of the counter-propagating charged
modes at the edge of the F phase is more interesting and needs the bulk properties
of the F and CAF phase [85]. In the bulk, the CAF phase breaks the spin-U(1)
symmetry (in the plane perpendicular to the total magnetic field). As it breaks
a continuous symmetry it will have a gapless neutral Goldstone mode in the bulk
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Figure 3.4: Phase diagram of the ν = 0 quantum Hall system of monolayer graphene
in the presence of Zeeman effect (with Zeeman energy z) found by M. Kharitonov
[19]. As we can see the phase boundaries move as we change the perpendicular
Zeeman energy (Zeeman energy coming from the perpendicular part of the magnetic
field z⊥). There are four different phases namely spin-polarized ferromagnetic (F),
canted antiferromagnetic (CAF), charge density wave (CDW), and Kekule´ distortion
(KD). As one increases z (keeping the z⊥ same) we can see one can cross different
phase boundary.
with linear dispersion. These neutral modes will contribute to the bulk thermal
conductivity.
Now we consider charged excitations in the bulk. Similar to the ν = 1 quantum
Hall ferromagnet in 2DEG the lowest energy charged excitations are expected to
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be spin textures. As the spin stiffness (ρs) in the CAF phase is finite an isolated
meron (spin-vortex) [86] will have logarithmically divergent energy. A meron anti-
meron pair with zero total vorticity will be the lowest finite energy excitation. As
one increases the in-plane field the spin stiffness will reduce as the canting angle
(ρs ∝ sin2 ψ, ψ being the canting angle) becomes smaller [86, 87] and the dispersion
velocity of the bulk gapless mode will be smaller. Beyond a critical value of the
in-plane magnetic field, the system will undergo a phase transition to reach the spin-
polarized F phase. In the bulk of the F phase all excitations are gapped (both charge
and spin excitations).
Near the edge of the CAF phase, we can create a vortex anti-vortex pair, one in
the system one in the vacuum. This pair will have finite energy defined by the spin
stiffness as ∝ ρs ln ρs. Note that the edge mode gap depends on the spin stiffness.
As the in-plane field is increased the stiffness will reduce and so will the edge mode
gap [33, 88]. When the bulk becomes polarized the spin stiffness goes to zero. This
means that an added 2pi phase twist in φ along the edge has an energy proportional
to the inverse of the edge length. For a long enough edge the energy of this excitation
goes to zero. By the spin-charge relation in a Landau level, this spin texture carries a
charge. This texture along the edge creates a domain wall [31] which can be modeled
as a spin chain with U(1) symmetry [85]. This spin-chain will give rise to the pair
of counter-propagating chiral modes [89] and these modes can carry charge [90–93].
Thus these counter-propagating modes are not protected by time-reversal symmetry
[94] but by spin rotation symmetry (U(1) symmetry in the plane perpendicular to
the total magnetic field).
While this dissertation was being prepared an experimental study [95] found that
the ground state of graphene can be tuned to the quantum spin Hall topological phase
by screening the Coulomb interaction by proximity high dielectric constant strontium
titanate (SrTiO3) even at a very low magnetic field (as low as 1 tesla, see Fig 3.5 [95]).
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Figure 3.5: Phase diagram of the helical edge transport in monolayer graphene found
by Veyrat et al [95]. Inside the dashsed line the helical edge transport is supported.
It has also been conjectured that the screening of the Coulomb interaction suppresses
the lattice scale interactions to restore the F phase. This study also gives us a new
experimental knob to induce the topological quantum phase transition [96].
In our work, we want to take the lattice structure more seriously than in past
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studies and will study lattice scale short-range interaction at the half-filling. For our
study, we will restrict ourselves to 1/q flux quanta per unit cell because we want to
approach the B→ 0 limit as closely as possible. As discussed in chapter 2 there will
be 2q Dirac points and we will explore different gapped phases in the phase diagram.
3.1 Our model
As mentioned before we want to understand different phases in the Hofstadter
limit and phase boundaries between them. We will use only nearest-neighbor hopping;
all other energies will be measured with respect to the nearest-neighbor hopping
strength.
From the Alicea-Fisher analysis of short-range interactions [34], in the absence of
a Zeeman energy, the Hamiltonian has U(1)valley × SU(2)spin symmetry. Thus there
will be a valley anisotropy in the the continuum Hamiltonian [19], which looks like
uz(τ
z ⊗ σ0)(τ z ⊗ σ0) + u⊥
∑
i=x,y
[
(τ i ⊗ σ0)(τ i ⊗ σ0)
]
. (3.2)
We can rearrange this interaction term using the Fierz rearrangement identity to
write a equivalent interaction which has the same symmetry
vz(τ
z ⊗ σ0)(τ z ⊗ σ0) + v⊥
∑
i=1,2,3
[
(τ 0 ⊗ σi)(τ 0 ⊗ σi)
]
. (3.3)
As we can see this gives us a spin-spin interaction term. This is our motivation to
add a spin-spin interaction term in our Hamiltonian. We will assume the presence of
two different short-range interactions,
1. on-site Hubbard interaction (U) [34],
2. nearest-neighbor spin-spin Heisenberg interaction (g).
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Our model is represented by the following Hamiltonian
H =−
∑
〈µ,Ri;ν,Rj〉,s
eiφµ,νc†µ,s (Ri) cν,s
(
Rj
)
+
U
2
∑
Ri,µ,s 6=s′
: nµ,s (Ri)nµ,s′ (Ri) :
+ 2g
∑
〈µ,Ri;ν,Rj〉
: Sµ (Ri) · Sν
(
Rj
)
:, (3.4)
where Sαµ (Ri) =
1
2
∑
s,s′ c
†
µ,s (Ri)σ
α
s,s′cµ,s′ (Ri) and nµ,s′ (Ri) = c
†
µ,s (Ri) cµ,s (Ri).
In our notation Ri is the location of the unit cell, µ is the sublattice index, s is the
spin index and φµν is the Peierls phase. The notation : O : is for normal ordering of
the operator string O with respect to Fock vacuum (defined as all creation operators
on the left and all annihilation operators on the right.) For the terms in Eq. 3.4
: nµ,s (Ri)nν,s′
(
Rj
)
: = : c†µ,s (Ri) cµ,s (Ri) c
†
ν,s′
(
Rj
)
cν,s′
(
Rj
)
:
= − c†µ,s (Ri) c†ν,s′
(
Rj
)
cµ,s (Ri) cν,s′
(
Rj
)
= c†µ,s (Ri) c
†
ν,s′
(
Rj
)
cν,s′
(
Rj
)
cµ,s (Ri) , (3.5)
and similarly,
: Sµ (Ri) · Sν
(
Rj
)
: =
1
4
∑
α,{si}
(
σαs1,s2σ
α
s3,s4
)
c†µ,s1 (Ri) cµ,s2 (Ri) c
†
ν,s3
(
Rj
)
cν,s4
(
Rj
)
=
1
4
∑
α,{si}
(
σαs1,s2σ
α
s3,s4
)
c†µ,s1 (Ri) c
†
ν,s3
(
Rj
)
cν,s4
(
Rj
)
cµ,s2 (Ri) .
(3.6)
We can also expand using Fierz rearrangement identity
∑
α
(
σαs1,s2 σ
α
s3,s4
)
= 2δs1s4δs2,s3 − δs1s2δs3s4 , (3.7)
to simplify our calculation. In our model we will choose a unit cell (see fig. 3.6) and
a different gauge from the optimal gauge as used in chapter 2.
We will consider only nearest-neighbor model hoppings. The technique to choose
the gauge without any ambiguity for a nearest-neighbor hopping model is to use a
line that travels from one unit cell to the next unit cell via traveling through each
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Figure 3.6: In this figure we are showing the unit cell (without the magnetic field)
where a Kekule´ distortion order can fit (we will call this as the Kekule´ unit cell or
short KUC). Here lattice vectors can be chosen to be A1 = 2a1−a2 and A2 = 2a2−a1
(as indicated in the figure). The area of this unit cell is three times of the conventional
graphene unit cell. This tell us that the number of sublattice inside a KUC is 6, three
of type A (A0, A1, A2) and three of type B (B0, B1, B2).
honeycomb exactly once (one entry and one exit). Then only the bonds where this
line intersects will have a Peierls phase and all other bonds will have no Peierls phase
(see Fig. 3.7). The Peirels phase will be in the order {0, χ, 2χ, . . . , (q − 1)χ}, where
χ = 2pi/q. We will choose the unit cell defined by two primitive lattice vectors
A1 = 2a1 − a2 and A2 = 2a2 − a1. Kekule´ distortion order can fit in this unit cell
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(KUC). From this structure of Peirels phase, we can easily see that for q being a
multiple of 3 we need q/3 KUC for the MUC. Thus the MBZ will have exactly q
times the area of the conventional unit cell. But for q, not a multiple of 3 we have
to choose the magnetic unit cell to be defined by A1 and qA2. Thus the area of the
MUC will be 3 times larger than it needs to be. We will call this choice of gauge as
Kekule´ gauge (KG in short).
Figure 3.7: Here we show our gauge choice for the KUC. The cyan line (the choice of
this line is not unique, this is the one we worked with) travels from one unit cell to
the next unit cell (shown using the blue line) by traveling through each honeycomb
exactly once. As we can see from this figure in each unit cell this line goes through
two bonds on each unit cell. Thus for q a multiple of 3, the MUC will just be q times
larger than the conventional unit cell for graphene. For q not a multiple of 3 the
MUC will be 3q times larger than the conventional unit cell.
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3.2 Method and assumptions
To analyze our model Hamiltonian (Eq. 3.4) we will use self-consistent Hartree-
Fock (HF) theory (section 1.8). We will only study the phases for half filling which
corresponds to ν = 0. To perform the self-consistent HF method we will use the
following assumptions.
1. Our gauge choice will be, as discussed in the previous section, KG. We will use
the needed unit cell to fit the MUC.
2. We will assume the crystal momenta (which we call k in this chapter) are good
quantum numbers. This physically means symmetry can be broken only within
a unit cell. Thus, 〈C†β(k)Cα(k′)〉 = δk,k′∆α,β(k). Here α, β are collective indices
that include both spin and sublattice.
3. We will allow all possible mixing of sublattice and spin of this extended unit
cell.
4. We will assume there is no Zeeman energy.
5. We will assume the bands are smooth and we can sample the BZ for a few
representative momentum points (we will choose such that all Dirac points are
included) for the calculation.
3.3 Order parameters
We define the following order parameters to analyze our theory,
1. Charge density: we find the density of particles of every sublattice. This order
parameter is defined as
∑
s
〈nˆµ,s (Ri)〉 =
∑
s
〈c†µ,s (Ri) cµ,s (Ri)〉, (3.8)
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where µ is the sublattice index, s is spin and Ri is the location of the unit cell.
When CDW order is absent this order parameter will be 1 for all the sublattice
sites. This order parameter can also check if translation symmetries inside the
unit cell is preserved or not. If all the similar (either A or B) sublattice do not
have same occupation then the translation symmetry will also be broken.
2. Local magnetic moment: In the numerical calculation, we break the SU(2)spin
by introducing a small staggered Zeeman field perpendicular the sample and
then slowly take it to zero. Thus, measuring Sz will be enough to determine
whether there is a magnetic order. In our study, we do not include Zeeman
coupling. It is very important to note that we have deliberately set the Zeeman
coupling to zero to avoid a proliferation of symmetry broken phases with different
canted order. We expect that if we include a Zeeman coupling (Ez) the antiferromagnetic
phases will turn into CAF phases, and eventually at large enough Ez to fully
polarized phases. We hope to study this effect in the future to find out how
this field affects the phase diagram. Our magnetic order parameter is defined
as
2
〈
Szµ (Ri)
〉
=
∑
s,s′
σzs,s′
〈
c†µ,s (Ri) cµ,s′ (Ri)
〉
. (3.9)
This order parameter will take value in the range [−1, 1] for each sublattice.
Now if the nearest-neighbor sublattice has the same spin then that bond behaves
like a ferromagnetic bond. If a nearest-neighbor bond has an opposite spin on
either side then this is an anti-ferromagnetic bond. If all the sites have the same
spin then that phase will be a ferromagnetic phase. In principle, there can be
mixed phases where some bonds are ferromagnetic and some bonds are anti-
ferromagnetic. This order parameter can also find broken sublattice symmetry
for similar kinds of sites (A or B).
3. Bond Order: This order parameter determines whether the R2pi/3 rotation
57
symmetry at eachA-sublattice point is preserved. This complex order parameter
is defined as ∑
ν,s
δ〈µ,Rj ;ν,Rj〉ω
pν
〈
c†µ,s (Ri) cν,s
(
Rj
)〉
. (3.10)
Here, µ only runs on A type sublattice sites and δ〈µ,Rj ;ν,Rj〉 constrains two
sublattices to be nearest-neighbors, ω = ei2pi/3 is the cube root of unity, and
ωpν takes value from ω0, ω1, ω3 for the three neighbors (see fig. 3.7). If no bond
order is present, both the real an imaginary parts of the order parameter will
be zero.
4. Flux per honeycomb: We can calculate the total flux enclosed in a honeycomb
in the HF Hamiltonian. This contribution comes from the bonds around the
honeycomb. This order parameter is defined as∑
p∈
Bp, (3.11)
where Bp is the change of the Peierls phase from the free Hamiltonian in the
HF Hamiltonian on bond p. The effective mean-field Hamiltonian can make the
flux distribution non-uniform, but cannot change the total flux going through
a MUC.
Using these order parameters we will identify different phases for different q and
then will try to draw some conclusions by studying q = 3, 6, 12. We would like to
check whether, from our limited study of q, we can obtain some understanding of the
lattice effects in the q →∞ limit [19].
3.4 Phases
In this section I will describe the phase diagrams for different q, I will also describe
the trends we found in the study. In our study, as previously mentioned, nearest-
neighbor hopping strength t = 1
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I. When g = 0 we expect (using previous work on of zero-field graphene [97, 98])
that at half-filling as a function of the Hubbard interaction strength,
a) for U/t  1 we will include higher and higher bands. If we make |U | big
enough then all the bands will start contributing. In this limit from the
zero-field study we should expect anti-ferromagnetic order.
b) For U/t −1 with increasing U we should expect the phase to be in charge
density wave order.
II. When U = 0, at half filling (using the bipartite lattice study [99, 100]),
a) for g/t  1 the ground state will include all the higher band contributions
and thus for very large g we expect ferromagnetic order.
b) For g/t −1 we expect anti-ferromagnetic order.
We know from the continuum study [19] that we should find ferromagnetic (F),
anti-ferromagnetic (SDW), charge density wave (CDW) and Kekule´ distorted (KD)
phases as B→ 0 or q →∞. As we increase q the phase diagram should become similar
to the continuum phase diagram. We will be exploring only q = 3, 4, 5, 6, 9, 12. In this
chapter, we will discuss q = 3, 6, 12 in detail as they will be enough to understand
the trend. In Appendix B we will describe the phases and the phase diagram for
q = 4, 5, 9. In our convention, a broken line represents a second-order phase transition
and a solid line represents a first-order phase transition.
3.4.1 Phases for q = 3
For q = 3 we found 8 different gapped phases labeled as phase B-J (except phase
G, which is a special phase. We will use this name for all values of q). There are
some regions in the phase diagram where more than one order parameter is non-zero.
To understand the bond order we will use a color scheme where the strongest
bonds will be colored red, weakest bonds will be colored blue and the intermediate
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Figure 3.8: Phase diagram for q = 3 in the g − U plane.
bonds will be colored black. For the flux, we will use standard convention “  ”
representing flux out of the plane and “⊗ ” representing flux into the plane. For the
density we define the occupation of sublattice A/B to be “ ” and “ ” respectively.
Larger/smaller the size of the circle means a bigger/smaller occupation of the site.
For simplicity, we will not plot the occupation if all the sites equally occupied. All
the gapped phases we have found can be described using these notations (see Fig.
3.9). As the gapless phase has no order no picture is needed.
Other than the gapless phase A there are 5 different phases that are also present
for all the q values we studied. These 5 phases occupy a large region of the phase
diagram. Phase B is the anti-ferromagnetic phase (SDW) where there is also bond
order and flux redistribution (see Fig. 3.9i). Phases C (Fig. 3.9ii) and E (Fig. 3.9iv)
are bond-ordered phases with a flux redistribution present. Here we can see that
there are bond-ordered phases for both signs of g though we do not see the Kekule´
distorted phase. We will show that the Kekue´ distorted phase is present for higher q
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(we will call this phase G). Phase C has columnar order. Phase D is a charge density
wave (CDW) with co-existing bond order and flux redistribution (Fig.3.9iii). Phase
F is a pure ferromagnetically ordered phase (Fig. 3.9v). There are three intermediate
phases H (Fig. 3.9vi), I (Fig. 3.9vii), J (Fig. 3.9viii) which are present at q = 3 but
not present for higher q. For higher q, in a similar region of the parameters, other
phases exist which cannot be fitted in this unit cell. For q = 6, 12 we will see that
these phases are not generic and cannot be fitted in a smaller unit cell. Phase H is a
bond-ordered phase with flux redistribution.
(i) Phase B (ii) Phase C
(iii) Phase D (iv) Phase E
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(v) Phase F (vi) Phase H
(vii) Phase I (viii) Phase J
Figure 3.9: Pictures of different gapped phases for q = 3. (3.9i) In phase B, for q = 3,
the conventional A and B sublattices have opposite spins and also has bond order and
flux redistribution. (3.9ii) Phase C is a bond-ordered phase with flux redistribution.
vertical bonds are the only strong bonds. This kind of bond order is also known as
columnar order. (3.9iii) Phase D is a charge density ordered phase. In this phase the
A-B symmetry is broken. One can see that occupations of all A-type sublattices are
not the same. (3.9iv) In phase E there is a bond order and a flux redistribution. This
is also not a Kekule´ distorted phase. (3.9v) Phase F is a pure ferromagnetic phase.
This does not break any lattice symmetries. This phase is plotted for a specific choice
of up direction but one can change up to down spin and the energy should remain the
same. (3.9vi) Phase H has a very special looking bond order with a flux redistribution.
Here every sublattice is connected to three types of bonds(3.9vii) and (3.9viii) Both
phase I and J are phases with coexistent ferromagnetic, anti-ferromagnetic, bond
order and flux distribution.
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3.4.2 Phases for q = 6
Figure 3.10: Phase diagram for q = 6 in the g − U plane. As we see there is a Phase
G (KD) is present in this phase.
Phase A is a gapless phase and has no order. It is not marked on the plot because
it occupies a very tiny region near g = 0, U = 0. The line between Phase G and Phase
E passes through an intermediate region of the gapless phase. Phase B is an SDW
phase where there is also bond order and flux redistribution (see Fig. 3.11i). Phases
C (see Fig. 3.11ii) and E (see Fig. 3.11iv) are bond-ordered phases with a co-existing
flux redistribution. The bond order in phase C is the same columnar order as in the
q = 3 case. There is a new phase that appears near the g = 0, U = 0 marked as
phase G. This phase has a Kekule´ distorted bond order (see Fig. 3.11vi). Phase D
is again a CDW co-existent with bond order (see Fig. 3.11iii). Phase F is a pure
ferromagnetically ordered phase (see Fig. 3.11v). There are four intermediate phases
H (see Fig. 3.11vii), I (see Fig. 3.11viii), J (see Fig. 3.11ix), K (see Fig. 3.11x) are
not generic but dependent on the value of q as described before.
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(i) Phase B (ii) Phase C
(iii) Phase D (iv) Phase E
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(v) Phase F (vi) Phase G
(vii) Phase H (viii) Phase I
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(ix) Phase J (x) Phase K
Figure 3.11: Pictures of different gapped phases for q = 6. (3.11i) In phase B for q = 6
the conventional A and B sublattice has opposite spins and also has bond order and
flux redistribution. (3.11ii) Phase C is a bond order phase with flux redistribution.
As we can see only vertical bonds are the only strong bonds. This kind of bond order
is also known as columnar order. (3.11iii) Phase D is a charge density ordered phase.
In this phase, the A-B symmetry is broken. Though one can see that occupations of
all A-type or B-type sublattices are not the same. (3.11iv) In phase E there is a bond
order and a flux redistribution. This is also not a Kekule´ distorted phase. (3.11v)
Phase F is a pure ferromagnetic phase. This does not break any lattice symmetries.
This phase is plotted for a specific choice of up direction but one can change up to
down spin and the energy should remain the same. (3.11vi) This phase is not present
in q = 3 but was expected as seen in the continuum limit. This phase has a Kekule´
distortion. Though the bond order is KD there is a flux redistribution which makes
the unit cell larger than the KD unit cell. (3.11vii), (3.11viii), (3.11ix), (3.11x) Phase
H-K are coexistent phases of ferromagnetic, anti-ferromagnetic, bond order and flux
distribution. These are not the same phases as found for q = 3.
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3.4.3 Phases for q = 12
Again as at q = 3 and q = 6, Phase A is a gapless phase and has no order (not
marked on the plot because it is an extremely tiny region). The line between Phase
G and Phase E passes through the gapless phase. Phase B (see Fig. 3.13i), Phase C
(see Fig. 3.13ii), Phase D (see Fig.3.13iii), Phase E (see Fig. 3.13iv), Phase F (see
Fig. 3.13v) all exist and are qualitatively the same as at q = 3, 6. Here also we see
a phase G (see Fig. 3.13vi), which is qualitatively the same KD phase as at q = 6.
We also see three different intermediate phases namely H (see Fig. 3.13vii), I (see
Fig. 3.13viii), J (see Fig. 3.13ix)) but they are qualitatively different from those at
q = 3, 6.
The boundaries of these phases move as we increase q but we do not see much
movement for the boundaries of the big regions as we increase q from 9 to 12 (see
Appendix B).
Figure 3.12: Phase Diagram for q = 12 in the g − U plane
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(i) Phase B (ii) Phase C
68
(iii) Phase D (iv) Phase E
69
(v) Phase F (vi) Phase G
70
(vii) Phase H (viii) Phase I
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(ix) Phase J
Figure 3.13: Pictures of different phases for q = 12. (3.13i) phase B, (3.13ii) phase
C, (3.13iii) phase D, (3.13iv) phase E (3.13v) phase F and (3.13vi) pashe G are very
similar as in q = 6. (3.13vii), (3.13viii), (3.13ix) Phase H-J are coexistent phases of
ferromagnetic, anti-ferromagnetic, bond order and flux distribution. We also notice
that the different phase boundaries moves with changing q.
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3.5 Remarks
In summary, we have studied interacting monolayer graphene in a uniform magnetic
field strong enough for lattice effects to be important. We analyzed this system using
the HF method in a model that has two different short-range interactions, 1) onsite
Hubbard interaction (U) and 2) nearest neighbour spin-spin interaction (g). We have
found that there are six different ordered phases which seem to exist at all q, and
a few intermediate regions of non-generic co-existent phases which seem to exist for
particular values of q.
This six different ordered phases which exist for generic q are,
1. Spin density wave (SDW) phase co-existent with a bond order and flux redistribution.
As we increase q the flux redistribution decreases. The bond order decreases
with increasing interaction strength. Let us reiterate that we have set the
Zeeman coupling to zero. So these states are not canted.
2. Charge Density Wave (CDW) order co-existent with a bond order and flux
redistribution.
3. Ferromagnetic (F) phase.
4. Columnar bond-ordered phase is co-existent with flux redistribution.
5. Kekule´ distorted bond-ordered with flux redistribution.
6. Phase E, also a bond-ordered with flux redistribution.
As we increase q the magnitude of the inhomogeneity of flux decreases for the co-
existent phases. The bond order also decreases with increasing interaction strength
in the SDW and CDW phases. Among the main phases, the columnar bond-ordered
phase and Phase E with bond order were not seen in the continuum study.
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From the continuum approach, we would have expected only four different phases
in the no Zeeman case [19]. We found more bond-ordered phases and coexistent
order parameters. Also, the flux redistribution is only captured in our explicit lattice
calculation, not in the continuum approach. Other studies involving many LLs [31]
were also unable to capture bond-order phases. Due to computational limitations,
we could access only certain values of q, but as described in section 3.2, we do
take the underlying lattice structure seriously, something that cannot be done in
the continuum limit. Also, we take all the bands into account which is equivalent to
taking all LL’s into account, without an arbitrary cutoff.
Knowing these states at different values of q one can ask how to tune the strength
of these couplings to access the different regions of the phase diagram (perhaps with
coupling constant manipulations as in [95]). An important question is to predict the
different transport signatures of these phases (like in [33, 85]).
The ferromagnetic phase supports a pair of counter-propagating charged edge
modes protected by the spin-U(1) [19, 33, 85] symmetry. Thus, it can be identified
by measuring the two-terminal electrical conductance which will be zero for other
phases but will be 2e2/h in the ferromagnetic phase [35]. In the antiferromagnetic
phase, though there are no gapless charged edge modes. Applying a small in-plane
magnetic field can induce a canted anti-ferromagnetic (CAF) phase. The bulk of CAF
has gapless neutral modes and should be detectable in the bulk thermal conductivity.
As the unit cell in either of these phases remains the same, neutron scattering should
reveal the same periodicity as in zero-field graphene. However, the KD phase, tricolor
phase, and the columnar bond-ordered phase will have a larger unit cell, which should
be detectable in principle by neutron scattering. As these phases only break discrete
symmetries there areno gapless Goldstone modes.
Copyright © Ankur Das, 2020.
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Chapter 4
Conclusions and future prospects
In this project, we have studied the effect of magnetic field on graphene. In this
study, we have taken the lattice structure fully into the consideration rather than
doing a continuum approximation.
4.1 Conclusions
While studying the non-interacting theory we have shown that for any p/q flux
there will be 2q Dirac points in the Magnetic Brillouin zone as long as Chiral Symmetry
and lattice symmetries are preserved. We have also classified the different types of
non-perturbative terms in the Hamiltonian which will gap out the Dirac points. The
gaps can be opened in two main ways, 1) breaking the chiral symmetry and keeping
the lattice symmetries, 2) breaking the lattice symmetries,and keeping the chiral
symmetry. In the first case at the half filling the total Chern number can be any
number within [−q, q] (topological insulator class A). In the second case at the half
filling the system is trivial (topological insulator class AIII). We have explicitly shown
that the second nearest-neighbor and staggered potential compete with each other
which gives us a topological phase diagram.
We have also studied the interacting theory in the presence of short-range interactions
(Hubbard and spin-spin). We found all the representative states that were found
in the continuum calculation [19], though we did not find the KD phase for q =
3. Moreover, we did found co-existence of different order parameters which is not
found in the continuum. Furthermore, we found there is a flux redistribution which
decreases as we keep increasing q to 12. As expected, the gapless regions shrunk as
we increased q. All the phase boundaries between the ordered states are first order
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as expected from our mean-field approximation.
4.2 Future prospects
Though we have studied the mean-field solution of our interacting theory at the
half-filling there are more questions to answer,
1. How the Zeeman energy affects the phases and the phase boundaries.
2. How stable are these phase diagrams to longer-range interactions, or even the
Coulomb interaction?
3. What happens if we change the filling fraction of this problem? The case
of fractional filling is very interesting [101]. Perhaps one can use the flux
attachment technique to setup the problem [102].
4. Similarly perform a finite system problem (strip for example) to calculate what
will be the gapless modes [71].
5. One should study a time-dependent HF calculation to understand the bulk
excitations.
6. We should also study the low-energy theory of the multiple Dirac point and
what are the allowed interaction terms in the action?
7. To understand the field theory we need to know the allowed topological terms
in the action [103].
I believe my study opens up a lot of future questions and exciting avenues. I am
looking forward to advancing our understanding of lattice effects on topological states
and a better understanding of graphene quantum Hall states.
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Appendix A
Supplement for Chapter 2
A.1 Zero field graphene
In discussing the Dirac touchings in graphene with T, [47] it is useful to think
about the problem in two steps as we have done in our calculation for the the case
when T is broken by an external magnetic field.
First, it is possible using symmetries to prove that for any hopping model that
preserves the symmetry of the honeycomb lattice and time-reversal, there are two
independent Dirac nodes at K and K′ (as shown in 1.4, we will describe that here
shortly). The symmetry argument does not rule out the existence of other additional
Dirac nodes in the BZ that may coexist with the two Dirac nodes mandated by
symmetry.
Proof: Write the graphene Hamiltonian as h = dx(k)σx + dy(k)σy + dz(k)σz. A
combination of Rpi and T establishes that dz = 0. Finally, requiring R2pi/3 in addition
forces (dx − idy)(K+q) ≈ vF (qx − iqy) and (dx − idy)(K′+q) ≈ vF (−qx − iqy) at leading
order. Using τ as the valley Pauli matrix, we obtain the low-energy Hamiltonian as
h ≈ τzσxqx + σyqy.
Now we turn to the perturbative stability of the Dirac touchings at K and K′,
when the symmetry is lowered by breaking either T or some of the honeycomb lattice
symmetries. To gap out the Dirac fermion, we need perturbations that generate
mass terms that anticommute with both τzσx and σy. If the translational invariance
of the triangular Bravais lattice, Rpi, and T are present, the touchings are stable to
all perturbations; the only changes to the unperturbed h is a movement of the Dirac
touchings. Four mass terms can be added: τzσz and σz break T and Rpi, leading to
the Chern insulator and the trivial band insulator, respectively [11]. τxσx and τyσx
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are the last two; they break the translational symmetry of the graphene lattice, which
could arise, e.g., from Kekule´ dimerization.
Our goal is to carry out this same two-step program for the problem of the
honeycomb lattice with a p/q flux. A significant increase in complexity arises from
the fact that the matrices that describe this problem are now 2q-dimensional.
A.2 Symmetry operations in OG
In this appendix, we study the various symmetries that are present in Eq. (2.12).
We will study these operations by asking how the symmetry operations act on the
lattice creation and destruction operators in the OG. While the explicit forms of the
transformations are gauge dependent, these explicit forms exist in every gauge.
Lattice symmetries include translations in the a1 and a2 directions, rotations by
2pi/3 about a site, and rotation by pi about the center of a vertical bond. This
set of four operations generates all the spatial symmetry operations present in the
Hofstadter problem. We note here that mirror symmetry (and, generally, all improper
rotations), which are present for the honeycomb lattice structure, are broken by the
presence of the Peierls phases since they reverse the direction of the magnetic fluxes.
As noted above, because of the presence of the Peierls phases the lattice operations
must be augmented by a gauge transformation from the naive operations one writes
down in the absence of a magnetic field. In the OG they are,
Ta1cµ(n1, n2)T†a1 = cµ(n1 + 1, n2), (A.1a)
Ta2cµ(n1, n2)T†a2 = e
iχn1cµ(n1, n2 + 1), (A.1b)
R2pi/3cµ(n1, n2)R†2pi/3
= e
iχ
(
m1m2+
m2(m2−1)
2
)
cµ(m1,m2 − µ),
(A.2)
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where m1 = −n1 − n2 and m2 = n1, and
Rpicµ(n1, n2)R†pi = e−iχn1c1−µ(−n1,−n2). (A.3a)
It is easy to verify that each of the above four operations commutes with the Hamiltonian
in the OG, Eq. (2.12).
Finally, a very important symmetry for our purposes present in Eq. (2.12) is an
anti-unitary version of the particle-hole symmetry,
ScA(n1, n2)S−1 =c†A(n1, n2), (A.4a)
ScB(n1, n2)S−1 =− c†B(n1, n2), (A.4b)
SiS−1 =− i, (A.4c)
which is easily seen to commute with Hnn. We note that the conventional time-
reversal operation T and the conventional unitary particle-hole C each reverse the
direction of the magnetic field and hence are absent as symmetries in the present
problem. We can then understand that since S = TC reverses the magnetic field
direction twice, it appears as a symmetry of our problem.
A.3 Symmetries in k-space
We choose the following periodicity conditions on our fermion operators in the
Brillouin zone.
cAβ(k + G˜1) = cAβ(k + G1) = cAβ(k), (A.5a)
cBβ(k + G˜1) = cBβ(k + G1) = e
i 2pi
3 cBβ(k), (A.5b)
cAβ(k + G˜2) = cAβ
(
k +
G2
q
)
= e−i
2piβ
3q cAβ(k), (A.5c)
cBβ(k + G˜2) = cBβ
(
k +
G2
q
)
= e−i
2piβ
3q
−i 4pi
3q cBβ(k). (A.5d)
Here we will list all the action of the all the operators in the momentum space.
79
 Translation operators
Ta1cµα(k)T†a1 = e
ik·a1cµα(k), (A.6a)
Ta2cµα(k)T†a2 = e
ik·a2+iχµ3 cµ[α+1]
(
k− pG1
q
)
, (A.6b)
where, [α + 1] = (α + 1) mod q and α ∈ [0, q − 1] and µ = A,B.
 Action of rotation by pi about a bond center (also known as C2)
RpicAα(k)R†pi = e
−i(k+ pG1
q
)·dcBα′
(
−k− pG1
q
)
, (A.7a)
RpicBα(k)R†pi = e−ik·dcAα′
(
−k− pG1
q
)
, (A.7b)
where α′ = (1− δα,0)(q − α) and d = yˆ√3 .
 The 2pi
3
rotation about an A lattice point mixes multiple k points,
k′γ = kR + p
(q + 1)
2q
G2 + pγ
G1
q
, (A.8)
where kR is k rotated by
2pi
3
. For q being an odd number, we have
R 2pi
3
cAβ(k)R†2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′)(β+β′)+iχ
2
β′(β′−1)
× cAβ′
(
kR +
pγ
q
G1
)
, (A.9a)
R 2pi
3
cBβ(k)R†2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′+1)(β+β′+1)+iχ
2
β′(β′+1)
× e−i 2piγ3q cBβ′
(
kR +
pγ
q
G1
)
. (A.9b)
For q being an even number, we have
R 2pi
3
cAβ(k)R†2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′)(β+β′)+iχ
2
β′2
× cAβ′
(
kR +
pG2
2q
+
pγ
q
G1
)
, (A.10a)
R 2pi
3
cBβ(k)R†2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′+1)(β+β′+1)+iχβ′(1+β
′
2
)
× e−iχ γ−13 cBβ′
(
kR +
pG2
2q
+
pγ
q
G1
)
. (A.10b)
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The expressions for the Dirac points, and the restriction of the rotation operators
to particular Dirac points, naturally fall into two classes, those for odd q and
those for even q.
A.4 Dirac points and R 2pi
3
for odd q
The Dirac points are,
Kn =
pi
q
(
2n− q + 1
3
)
xˆ− pi
q
√
3
(2n− q − 1)yˆ (A.11)
where, n ∈ [0, q − 1] and K′n = −Kn.
R 2pi
3
cAβ(Kn)R†2pi
3
=
1
q
∑
γ,β′
e−iχ(γ+β
′)(β+β′)+iχ
2
β′(β′−1)
× e−il2 2piβ
′
q cAβ′(Kn′),
(A.12)
R 2pi
3
cBβ(Kn)R†2pi
3
=
1
q
∑
γ,β′
e−iχ(γ+β
′+1)(β+β′+1)+iχ
2
β′(β′+1)
× e− i2piγ3q + 2piil13 − i2pil2β
′
q
− i4pil2
3q cBβ′(Kn′),
(A.13)
where
l2(n) = n− q + 1
2
, (A.14a)
n′(n, γ) =
[
q − 1
2
+ pγ
]
∈ [0, q − 1], (A.14b)
l1(n, γ) =
[
q−1
2
+ pγ
q
]
∈ [0, p]. (A.14c)
A.5 Dirac points and R 2pi
3
for even q
The locations of the Dirac points are
Kn =
pi
q
(
2n− q + 1
3
)
xˆ− pi
q
√
3
(2n− q + 1)yˆ (A.15)
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where, n ∈ [0, q − 1] and K′n = −Kn. The effect of all other operations remains the
same as in the odd-q case except for the 2pi/3 rotations:
R 2pi
3
c
(Kn)
Aβ R
†
2pi
3
=
1
q
q−1∑
γ,β′=0
e−iχ(γ+β
′)(β+β′)+iβ′2χ/2
×e−i l22piβ
′
q c
(Kn′ )
Aβ′ ,
(A.16a)
R 2pi
3
c
(Kn)
Bβ R
†
2pi
3
=
1
q
q−1∑
γ,β′=0
e
−iχ
[
(γ+β′+1)(β+β′+1)−β′(1+β′
2
)
]
×e−iχ (γ−1)3 −il2 2piβ
′
q
−i 4pil2
3q
+
2piil1
3 c
(Kn′ )
Bβ′ ,
(A.16b)
where
l2(n) = n− q
2
+ 1, (A.17a)
n′(n, γ) =
[
q
2
+ pγ
]
∈ [0, q − 1], (A.17b)
l1(n, γ) =
[
q
2
+ pγ
q
]
∈ [0, p]. (A.17c)
A.6 RA(n) and RB(n)
The matrix that rotates the wavefunction into itself (multiplying by
√
q makes it
unitary) for q odd and n = q−1
2
RA(β, β
′) =
1
q
e−iχβ
′(β+β′)+iχ
2
β′(β′−1)+i 2piβ′
q , (A.18a)
RB(β, β
′) =
1
q
e−iχ(β
′+1)(β+β′+1)+iχ
2
β′(β′+1)+i 2piβ
′
q
+i 4pi
3q . (A.18b)
Similarly, for even q and n = q
2
:
RA(β, β
′) =
1
q
e−iχββ
′−iχ
2
β′2−i 2piβ′
q (A.19a)
RB(β, β
′) =
1
q
e
−iχ
[
β+β′+ββ′+β
′2
2
+ 2
3
]
−i 2piβ′
q
−i 4pi
3q (A.19b)
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A.7 Rhim-Park Wave Function
We can solve the wave function for the nearest-neighbor Hamiltonian using the
methods used by Rhim and Park [62]. Using Bloch’s theorem, we can say that the
wave function must have the form
ψA(n1, ql2 + α) = e
ik·rAα(n1,l2)ψAα(k), (A.20a)
ψB(n1, ql2 + α) = e
ik·rBα(n1,l2)ψBα(k). (A.20b)
For the zero-energy eigenstate from the Hamiltonian we can write
ψB(n1, n2) + ψB(n1, n2 − 1),
+ eiχn2ψB(n1 + 1, n2 − 1) = 0.
(A.21a)
ψA(n1, n2) + ψA(n1, n2 + 1)
+ e−iχ(n2+1)ψA(n1 − 1, n2 + 1) = 0
(A.21b)
Thus, using recursion relation, we can write
ψAβ(k) =

β∏
α=0
−e−ik2
1 + e−i(k1+αχ)
ψA0(k), (A.22a)
ψBβ(k) =

β∏
α=0
−e−ik2
(
1 + ei(k1+αχ)
)ψB0(k). (A.22b)
where k1 = k · a1 and k2 = k · a2. Now, the periodicity of the Bloch functions gives a
condition on the values of k at which zero-energy states exists. The conditions are
q−1∏
α=0
−e−ik2
1 + e−i(k1+αχ)
 = 1, (A.23a)
q−1∏
α=0
−e−ik2
(
1 + ei(k1+αχ)
) = 1. (A.23b)
83
The solutions form a honeycomb lattice in momentum space. They consist of two
sets,
kIx = −pi +
2pij1
q
+
pi
3q
, (A.24a)
kIy = pi
√
3 +
2pi
q
√
3
(2j2 − j1)− pi
q
√
3
(A.24b)
and
kIIx = −pi +
2pij1
q
− pi
3q
, (A.25a)
kIIy = pi
√
3 +
2pi
q
√
3
(2j2 − j1) + pi
q
√
3
, (A.25b)
where, j1, j2 can be any integer.
A.8 Symmetry action in the low-energy space for p = 1
Using the Rhim-Park wave function we can derive the action of the symmetry
operations in the low-energy space.
Let us start with translations:
Ta1dA(Kn)T†a1 = e
iKn·a1dA(Kn), (A.26a)
Ta1dB(Kn)T†a1 = e
iKn·a1dB(Kn), (A.26b)
Ta2dµ(Kn)T†a2 = e
i
(
Kn·a2+µχ3 +
µδn,02pi
3
)
eφ
Ta2 (Kn)dA(Kn), (A.27)
where
φTa2 (Kn) =

2n+q−1
2q
pi for odd q,
2n+q+1
2q
pi for even q.
(A.28)
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Now, consider the pi rotation about the center of a vertical bond Rpi:
RpidA(Kn)R†pi =e
−i
(
Kn+
G1
q
)
·d+i 2piδn,q−1
3 dB(K
′
n+1), (A.29a)
RpidB(Kn)R†pi =e−i(Kn)·ddA(K′n+1). (A.29b)
The 2pi
3
rotation R 2pi
3
is the most complicated of all because it maps a particular Dirac
point to a linear combination of all Dirac points with the same winding number.
The results we quote below are empirical in the sense that we have not been able to
prove them; rather, we fitted the action of R 2pi
3
on the Rhim-Park wavefunctions to
an analytic form and checked them for many values of q.
R 2pi
3
dA(Kn)R†2pi
3
=
1√
q
∑
n′
eiφ
R 2pi
3
A (n,n
′)dA(Kn′), (A.30a)
R 2pi
3
dB(Kn)R†2pi
3
=
1√
q
∑
n′
eiφ
R 2pi
3
B (n,n
′)dB(Kn′), (A.30b)
where
φ
R 2pi
3
A (n, n
′) =
pi
12q
[
(4− 5q + q2) + 24nn′
+ 6(n2 + n′2)− 6(q − 2)(n+ n′)
]
,
(A.31a)
φ
R 2pi
3
B (n, n
′) =
pi
12q
[
(4− 13q + q2) + 24nn′
+ 6(n2 + n′2) + (4− 6q)n+ (20− 6q)n′
]
.
Finally, the action of the chiral symmetry on the low-energy subspace
SdA(Kn)S−1 = d†A(Kn), (A.32a)
SdB(Kn)S−1 = −d†B(Kn). (A.32b)
Though these equations are for p = 1, one can easily calculate the expressions for
any other p co-prime to q.
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A.9 Table of Chern number
q Band no. Chern Number for Chern Number for Chern Number for
t2 = 0.0, Vs = 0.01 t2 = 0.01, Vs = 0.0 t2 = −0.01, Vs = 0.0
3
3 -1 2 -4
4 -1 -4 2
4
4 -1 3 -5
5 -1 -5 3
5
5 -1 4 -6
6 -1 -6 4
6
6 -1 5 -7
7 -1 -7 5
7
7 -1 -6 8
8 -1 8 -6
8
8 -1 7 -9
9 -1 -9 7
9
9 -1 8 -10
10 -1 -10 8
10
10 -1 9 -11
11 -1 -11 9
Table A.1: In this table we show the contribution to the Chern number from the
central two bands for different q. It can be easily seen that if both of them are filled
then the total contribution is always −2. Also, in the t2 > 0 case at the half filling
total Chern number of the filled bands differs by −q from t2 = 0 case. Similarly, for
the opposite sign of t2 the contribution to the total chern number at the half filling
will differ by q from t2 = 0.
Copyright © Ankur Das, 2020.
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Appendix B
Supplement for Chapter 3
B.1 HF analysis of our model
Let us first quote our model Hamiltonian here for convenience,
H =−
∑
〈µ,Ri;ν,Rj〉,s
eiφµ,νc†µ,s (Ri) cν,s
(
Rj
)
+
U
2
∑
Ri,µ,s 6=s′
: nµ,s (Ri)nµ,s′ (Ri) :
+ 2g
∑
〈µ,Ri;ν,Rj〉
: Sµ (Ri) · Sν
(
Rj
)
: (B.1)
Let us first look at the Hubbard interaction term,
HHB = U
2
∑
Ri,µ,s 6=s′
: nµ,s (Ri)nµ,s′ (Ri) :
=
U
2
∑
Ri,µ,s 6=s′
c†µ,s (Ri) c
†
µ,s′ (Ri) cµ,s′ (Ri) cµ,s (Ri) (B.2)
Let us use the Fourier transform,
cµ,s (R) =
1√
N
∑
k
e−ik·Rcµ,s (k) (B.3)
N being the number of unit cell we get,
HHB = U
2N
∑
k1,k2,k′1
µ,s 6=s′
c†µ,s (k1) c
†
µ,s′ (k2) cµ,s′
(
k′1
)
cµ,s
(
k1 + k2 − k′1
)
(B.4)
Now as described in section 1.8,
〈HHB〉 = U
2N
∑
k1,k2
µ,s6=s′
[
∆µs′,µs′ (k2) ∆µs,µs (k1)−∆µs,µs′ (k2) ∆µs′,µs (k1)
]
(B.5)
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Similarly, we can write the spin spin interaction term as,
HS = 2g
∑
〈µ,Ri;ν,Rj〉
: Sµ (Ri) · Sν
(
Rj
)
:
=
g
2
∑
〈µ,Ri;ν,Rj〉
α,{si}
(
σαs1,s2σ
α
s3,s4
)
c†µ,s1 (Ri) c
†
ν,s3
(
Rj
)
cν,s4
(
Rj
)
cµ,s2 (Ri) (B.6)
Using Fourier transform we get,
HS = g
2N
∑
k1,k2,k′1
〈µ,ν〉
α,{si}
(
σαs1,s2σ
α
s3,s4
)
eirµ,ν ·(k2−k1)c†µs1 (k1) c
†
νs3
(k2) cνs4
(
k′1
)
cµs2
(
k1 + k2 − k′1
)
(B.7)
Where, rµ,ν is the distance between different nearest-neighbor. Thus we can write
the average as,
〈HS〉 = g
2N
∑
〈µ,ν〉
α,{si}
(
σαs1,s2σ
α
s3,s4
) ∑
k1,k2
eirµ,ν ·(k2−k1)
[
∆νs4,νs3 (k2) ∆µs2,µs1 (k1)
−∆µs2,νs3 (k2) ∆νs4,µs1 (k1)
]
(B.8)
Thus the average energy of the Hamiltonian will be,
E = 〈H〉 = −
∑
k
〈µ,ν〉,s
eiφµ,νeirµ,ν ·k∆νs,µs (k) + 〈HHB〉+ 〈HS〉 (B.9)
Thus taking variation with respect to ∆ we find the HF Hamiltonian to be,
HHF (k)µs1,νs2
=− δs1,s2δ〈µ,ν〉eiφµ,νeirµ,ν ·k
+
U
N
δµ,ν
∑
k1,s
(
1− δs,s1
)
∆µs,νs (k1) δs1,s2 −
(
1− δs1,s2
)
∆µs1,νs2

+
g
N
δµ,ν
∑
k1,ρ
α,s,s′
(
σαs1,s2σ
α
s,s′
)
δ〈µ,ρ〉eirµ,ρ·(k1−k)∆ρs′,ρs (k1)
− g
N
∑
k1
α,s,s′
(
σαs1,s′σ
α
s,s2
)
eirµ,ν ·(k1−k)∆µs′,νs (k1) (B.10)
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B.2 Phase diagram for q = 4, 5, 9
B.2.1 Phase diagram for q = 4
Again as at q = 3, 6, 12 Phase A is gapless phase and has no oder (marked by
dotted line). The line between Phase G and Phase E passes through the gapless
phase. Phase B , Phase C, Phase D, Phase E, Phase F all exist and are same as in
q = 3, 6, 12. Here also we see a phase G and it is the same KD phase as at q = 6, 12.
We also see similarly three different intermediate phases namely H, I, J but they are
not the same as at other q.
Figure B.1: Phase Diagram for q = 4 in the U − g plane.
B.2.2 Phase diagram for q = 5
Phase A is a gapless phase and has no oder (not marked in the plot because it is
an extremely tiny region). The line between Phase G and Phase E passes through
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the gapless phase. Phase B , Phase C, Phase D, Phase E, Phase F all exist and are
the same as in q = 3, 6, 12. Here also we see a phase G and it is the same KD phase
as at q = 6, 12. We also see similarly three different intermediate phases namely H,
I, J but they are not the same as at other q.
Figure B.2: Phase Diagram for q = 5 in the U − g plane.
B.2.3 Phase diagram for q = 9
Phase A is a gapless phase and has no oder (not marked in the plot because it is
an extremely tiny region). The line between Phase G and Phase E passes through
the gapless phase. Phase B , Phase C, Phase D, Phase E, Phase F all exist and are
the same as in q = 3, 6, 12. Here also we see a phase G and it is the same KD phase
as at q = 6, 12. We also see similarly three different intermediate phases namely H,
I, J but they are not the same as at other q.
90
Figure B.3: Phase Diagram for q = 9 in the U − g plane.
Copyright © Ankur Das, 2020.
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