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Abstract
Las bases de datos han incluido la capaci­
dad de almacenar datos no estructurados tales 
como imagenes, sonido, texto, video, etc. La 
problematica de almacenamiento y bUsqueda 
en estos tipos de base de datos difiere de las 
bases de datos clasicas, dado que no es posi­
ble organizarlos en registros y campos, y aun 
cuando pudiera hacerse, la btisqueda exacta 
carece de interes. Es en este contexto donde 
surgen nuevos modelos de bases de datos ca­
paces de cubrir las necesidades de almace­
namiento y btisqueda de estas aplicaciones. 
Nuestro interes se basa en el diseño de índices 
eficientes para estas nuevas bases de datos.
1 Contexto
El presente trabajo se desarrolla en el ambito 
de la línea Tecnicas de Indexacion para Datos 
no Estructurados del Proyecto Tecnologías 
Avanzadas de Bases de Datos (22/F814), cuyo 
objetivo es realizar investigación basica so­
bre manejo y recuperacion eficiente de infor- 
macion no tradicional.
2 Introducción
La informacion disponible en formato digital 
aumenta día a día su tamaño de manera ex­
ponencial. Gran parte de esta informacion in­
volucra el uso de datos no estructurados tales 
como imagenes, sonido, texto, video, etc. De­
bido a que no es posible organizar estos tipos 
de datos en registros y campos, las tecnologías 
tradicionales de bases de datos para almace­
namiento y btisqueda de informacion no son 
adecuadas en este ambito.
Es en este contexto donde surgen nuevos 
modelos de bases de datos capaces de 
cubrir las necesidades de almacenamiento y 
btisqueda de estas aplicaciones. Nuestro in­
teres se basa en el diseño de índices eficientes 
para estas nuevas bases de datos. Describimos 
a continuacion los modelos de bases de datos e 
índices sobre los que nos estamos trabajando.
Bases de Datos de Texto. Una base de datos 
de texto es un sistema que mantiene una 
coleccion grande de texto y que provee acceso 
rápido y seguro al mismo. Sin perdida de ge­
neralidad, asumiremos que la base de datos de
Texto:
1 2 3 4 5 6 7 8 9
a b c c a b c a $
Pos : Sufijo
1: a b c c a b c a $
2: b c c a b c a $
3: c c a b c a $
4: c a b c a $
5: a b c a $
6: b c a $
7: c a $
8: a $
9: $
Figure 1: Un ejemplo de un texto, sus sufijos y su correspondiente trie de sufijos.
texto es un unico texto T que posiblemente se 
encuentra almacenado en varios archivos.
Una de las busquedas mas comunes en bases 
de datos de texto es la búsqueda de un patrón: 
el usuario ingresa un string P (patrón de 
búsqueda) y el sistema retorna las ocurrencias 
del patrón P en el texto T. Para resolver efi­
cientemente estas busquedas se hace necesario 
construir un índice que permita acelerar el pro­
ceso de busqueda.
Mientras que en bases de datos tradicionales 
los índices ocupan menos espacio que el con­
junto de datos indexado, en las bases de datos 
de texto el índice ocupa mas espacio que el 
texto, pudiendo necesitar de 4 a 20 veces el 
tamaño del mismo [4, 8]. Una alternativa para 
reducir el espacio ocupado por el índice es bus­
car una representacion compacta del mismo, 
manteniendo las facilidades de navegacion so­
bre la estructura. Pero en grandes colecciones 
de texto, el índice aun comprimido suele ser 
demasiado grande como para residir en memo­
ria principal [5, 6]. Por esta razon, el estudio 
de índices comprimidos y en memoria secun­
daria para texto es un tema de interes
Dado un texto T = ti,... ,tn sobre un al­
fabeto E de tamaño a, donde tn = $ / E 
es un símbolo menor en orden lexicográfico 
que cualquier otro símbolo de E, definimos su­
fijo de T a cualquier string de la forma Ti>n = 
ti,... ,tn con i = 1..n. Cada sufijo Ti>n se 
identifica unívocamente por i; llamaremos al 
valor i índice del sufijo Tin.
Un trie de sufijos[4] es un trie construido 
sobre el conjunto de todos los sufijos del texto, 
en el cual cada hoja mantiene el índice del su­
fijo que esa hoja representa. La figura 1 mues­
tra un ejemplo de un texto, los sufijos del texto 
con la posicion del texto donde cada sufijo 
comienza y su correspondiente trie de sufijos.
La representacion habitual de un trie con­
siste en mantener en cada nodo los punteros 
a sus hijos, junto con el rotulo correspondiente 
a cada uno de ellos [7].
En [9] se presenta una nueva representacion 
de un trie de sufijos que permite reducir el es­
pacio necesario para almacenar el índice, e­
liminando la necesidad de mantener los pun­
teros explícitos a los hijos. Esta representacion 
tiene la ventaja de permitir un posterior pro­
ceso de paginado para manejar eficientemente 
el trie de sufijos en memoria secundaria.
Bases de Datos Métrico-Temporales. Este 
modelo permite almacenar objetos no estruc­
turados con tiempos de vigencia asociados y 
realizar consultas por similitud y por tiempo
Figure 2: Un ejemplo de un H-FHQT
en forma simultánea. Formalmente un Espa­
cio Métrico-Temporal es un par (U, d), donde 
U = O x N x N, y la función d es de la 
forma d : O x O R+. Cada elemento
u G U es una triupla (obj,ti,tf), donde obj 
es un objeto (por ejemplo, una imagen, sonido, 
cadena, etc) y [ti,tf] es el intervalo de vigen­
cia de obj. La funcion de distancia d, que 
mide la similitud entre dos objetos, cumple 
con las propiedades de una metrica (positivi­
dad, simetría y desigualdad triangular).
Un nuevo tipo de consulta son las denomi­
nadas metrico-temporales que se definen for­
malmente en símbolos como: (q, r, tiq ,tfq )d = 
{o/(o,ti0,tf0) G X A d(q,o) < r A (tiO < 
tfq) A (tiq < tfo)} Esta consulta implica bus­
car todos los objetos o de la base de datos que 
esten a una distancia a lo mas r de q, y cuyo 
tiempo asociado t se solapa con el tiempo de 
la consulta.
Varios índices metrico-temporales se han 
propuesto en este ambito, todos estos índices 
fueron desarrollados para ser eficientes en 
memoria principal. El Historical-FHQT(H- 
FHQT) [3] es un índice metrico-temporal 
que utiliza tanto la componente metrica 
como la temporal para resolver eficientemente 
busquedas metrico-temporales. Este índice 
consiste en una lista de instantes validos donde 
cada uno contiene un FHQT que indexa a to­
dos los objetos vigentes en dicho instante. Los 
FHQT tienen distintas profundidades, es decir 
distintas cantidades de pivotes, en funcion de 
la cantidad de elementos que deban indexar.
Si bien en un H-FHQT la cantidad de pivo­
tes en distintos instantes de tiempo varía, siem­
pre se trabaja sobre el mismo conjunto base de 
pivotes; esto significa que si en el instante i 
necesito ki pivotes y en el instante j necesito 
kj pivotes con ki < kj, entonces los primeros 
ki pivotes de ambos instantes son iguales.
La figura 2 muestra un ejemplo de un H- 
FHQT construido sobre el intervalo de tiempo 
[1.. 12]. Se puede observar que el objeto o2 esta 
vigente en el intervalo de tiempo [4..6] y se en­
cuentra a distancia 1 de px, a distancia 1 de p2 
y a distancia 3 de p3.
3 Líneas de Investigación
3.1 Bases de Datos de Texto
Como mencionaramos en la seccion anterior, 
en [9] se presenta una nueva representacion de 
un trie de sufijos que permite reducir el espa­
cio necesario para almacenar el índice, elimi­
nando la necesidad de mantener los punteros 
explícitos a los hijos. Esta representacion tiene 
la ventaja de permitir un posterior proceso de 
paginado para manejar eficientemente el trie 
de sufijos en memoria secundaria.
Hemos diseñado e implementado una 
tecnica de paginación para este índice 
basandonos en la representacion secuencial 
del mismo. Nuestra tecnica de paginacion 
consiste en una extension para arboles r-arios 
del paginado utilizado en el Compact Pat Tree
[2].  Al igual que el algoritmo presentado 
en [2], nuestra tecnica de paginado tambien 
particiona el arbol en componentes conexas, 
denominadas partes, cada una de las cuales se 
almacena en una pagina de disco.
El algoritmo procede en forma bottom-up 
tratando de condensar en una unica parte un 
nodo con uno o mas de los subarboles que de­
penden de el. En este proceso de particionado 
las decisiones se toman en base a la profundi­
dad de cada nodo involucrado, donde la pro­
fundidad indica la cantidad de accesos a disco 
que debera realizar el proceso de busqueda 
para llegar desde esa parte a una hoja del arbol.
Para particionar un arbol, el algoritmo 
comienza asignando cada hoja a una parte con 
profundidad 1 y luego, en forma bottom-up, 
procesa cada uno de los nodos de este arbol 
r-ario segun las reglas que se explican a con- 
tinuacion.
Sea x el nodo corriente a procesar. Se or­
denan los hijos del x de mayor a menor segun 
su profundidad, y para aquellos hijos de igual 
profundidad se ordenan de menor a mayor 
segun su tamaño. Se pueden presentar los si­
guientes casos:
Caso 1: x y su primer hijo de mayor profundi­
dad d entran en una pagina de disco:
• Se coloca en una misma parte x y tantos hijos 
de x como entren en una pagina, teniendo en 
cuenta en este proceso el orden ya establecido. 
Si ocurre que un hijo de x tiene profundidad 
j y no entra en la pagina, los siguientes hijos 
con profundidad j tampoco entraran (porque 
estan ordenados por tamaños). En este caso se 
prosigue con los hijos con profundidad menor 
que j.
• Se aplica el mismo proceso hasta recorrer to­
dos los grupos de distintas profundidades que 
existan para los hijos de x.
• Se cierran las partes de aquellos hijos que no 
conforman la nueva parte creada.
• Si todos los hijos de mayor profundidad d 
se han agregado a la nueva parte creada, se es­
tablece que esta nueva parte tiene profundidad 
d.
• Si algun hijo de mayor profundidad d es cer­
rado, la profundidad de la nueva parte se es­
tablece en d + 1.
Caso 2: x y su primer hijo de mayor profun­
didad d no entran en una pagina de disco. En 
este caso se cierran todas las partes hijas y se 
crea una nueva parte para el nodo corriente con 
profundidad d +1, donde d es el maximo de las 
profundidades de los hijos.
Los resultados obtenidos con esta primer 
tecnica nos ha permitido analizar el fun­
cionamiento de la misma y nos encontramos 
diseñando mejoras a la misma.
Paralelemamente estamos trabajando sobre 
tecnicas de compresion para el trie de sufi­
jos, con el obejtivo final de implementar una 
version compacta y en memoria secundaria de 
este índice.
3.2 Modelo Métrico-Temporal
En este ambito nuestro obejtivo es el diseño 
de índices en memoria secundaria. Es­
pecíficamente hemos estamos trabajando con 
el H-FHQT. El H-FHQT consiste en una lista 
de los instantes validos de tiempo, donde cada 
celda de la lista contiene un índice FHQT [1] 
con el que indexa todos los objetos vigentes en 
dicho instante. Nuestra tecnica de paginacion 
tiene los siguientes casos a considerar:
Caso 1: La lista de instantes de tiem­
pos validos entra en memoria primaria pero 
cada arbol correspondiente a cada instante de 
tiempo reside en memoria secundaria. En este 
caso hay dos situaciones a tener en cuenta:
1a: Cada arbol FHQT correspondiente a cada 
instante de tiempo entra en una pagina de 
disco. En este caso la paginación es directa, 
haciendo corresponder cada FHQT con una 
pagina de de disco.
1b: Cada arbol FHQT correspondiente a cada 
instante de tiempo no entra en una pagina de 
disco, en este caso se procede a paginarlo con 
la tecnica propuesta en la seccion anterior.
Caso 2: Ni la lista de instantes de tiempos 
validos nia cada uno de los arboles FHQT cor­
respondientes a cada instante de tiempo entran 
memoria principal. En este caso utilizamos 
para la lista de instantes de tiempo valido un 
arbol B (dado que allí se buscara por igualdad) 
y para los arboles FHQT usamos la tecnica de 
paginado explicada en la seccion anterior.
Nos encontramos implementando esta 
primer version de paginado del H-FHQT.
4 Resultados Esperados
Se espera obtener índices eficientes, tanto 
en espacio como en tiempo, para el proce­
samiento de consultas en bases de datos tex­
tuales y en bases de datos metrico tempo­
rales. Los mismos serán evaluados tanto 
analíticamente como empíricamente.
5 Recursos Humanos
El trabajo desarrollado en esta línea forma 
parte del desarrollo de un Trabajo Final de la 
Licenciatura, dos Tesis de Maestría y una Tesis 
de Doctorado, todas ellas en el ambito de la 
Universidad Nacional de San Luis.
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