Purpose: To evaluate a technique for simultaneous quantitative T 2 and apparent diffusion coefficient (ADC) mapping in the heart (T 2 þADC) using spin echo (SE) diffusion-weighted imaging (DWI). Theory and Methods: T 2 maps from T 2 þADC were compared with single-echo SE in phantoms and with T 2 -prepared (T 2 -prep) balanced steady-state free precession (bSSFP) in healthy volunteers. ADC maps from T 2 þADC were compared with conventional DWI in phantoms and in vivo. T 2 þADC was also demonstrated in a patient with acute myocardial infarction (MI). Results: Phantom T 2 values from T 2 þADC were closer to a single-echo SE reference than T 2 -prep bSSFP (-2.3 6 6.0% vs 22.2 6 16.3%; P < 0.01), and ADC values were in excellent agreement with DWI (0.28 6 0.4%). In volunteers, myocardial T 2 values from T 2 þADC were significantly shorter than T 2 -prep bSSFP (35.8 6 3.1 vs 46.8 6 3.8 ms; P < 0.01); myocardial ADC was not significantly (N.S.) different between T 2 þADC and conventional motion-compensated DWI (1.39 6 0.18 vs 1.38 6 0.18 mm 2
INTRODUCTION
Cardiac diffusion-weighted imaging (cDWI) has high potential diagnostic value for quantifying the extent and degree of diffuse and focal myocardial fibrosis (1,2) without the need for a gadolinium-based contrast agent. cDWI measures the self-diffusion of water molecules in soft tissues and can detect fibrosis by increases in the apparent diffusion coefficient (ADC) that accord with the increase in extracellular volume. This can enable myocardial infarction (MI) evaluation for the $40% of cardiovascular disease patients with impaired renal function in whom the use of gadolinium-based contrast agents is contraindicated (3, 4) .
Conventional DWI approaches are extremely sensitive to bulk motion, but recent developments in gradient hardware and the emergence of bulk motion-compensated (MOCO) diffusion encoding techniques have enabled robust DWI in the heart (5, 6) . In this study, we use convex optimized diffusion encoding (CODE) (7) with first-(M 1 ) and second-order (M 2 ) motion compensation (CODE-M 1 M 2 ). CODE-M 1 M 2 simultaneously imparts insensitivity to bulk motion and improves pulse sequence acquisition efficiency, by minimizing the echo time (TE) for a given b-value. The CODE approach enables higher resolution or higher signal-to-noise (SNR) cardiac MOCO DWI with shorter TEs than other techniques.
Quantitative T 2 mapping is also a valuable tool for myocardial tissue characterization. For example, increases in T 2 can indicate the presence of myocardial edema (8, 9) , and decreases in T 2 have been observed in iron overload (10) , which can occur in thalassemia as well as in hemorrhagic MI (11) . The combination of quantitative T 2 maps for detecting edema or iron overload and DWI maps for identifying myocardial fibrosis can potentially be used to differentiate infracts and score the extent and degree of focal and diffuse fibrosis for a variety of pathologies.
Herein, we describe a free-breathing technique that jointly measures cardiac T 2 and ADC (T 2 þADC), thereby generating maps that are perfectly coregistered and acquired at the same cardiac phase. T 2 þADC requires only minor modification to the spin-echo DWI acquisition and does not increase scan time compared to conventional ADC mapping alone. In this study, T 2 þADC was evaluated through Bloch equation simulations, validated with quantitative phantom imaging, and demonstrated in healthy volunteers and in a patient with acute MI.
weighting is characterized by the pulse sequence b-value (b, s/mm 2 ) and the gradient direction (G) along which it is applied. This produces a series of images with combined T 2 and diffusion weighting that can be defined by a monoexponential signal dependence on b and the underlying tissue diffusivity (D, mm 2 /ms). In a classical DWI experiment, diffusion-weighted images are normalized by a nondiffusion-weighted acquisition (ie, b ¼ 0) in order to extract only the diffusivity from all other sources of contrast. However, considering the T 2 weighting of the spin-echo pulse sequence, the overall signal behavior can be described by a biexponential (Eq. [1]) Sðb; TE;GÞ ¼ S 0 e ÀTE=T2 e ÀbDG [1] where S 0 is the non-diffusion-and non-T 2 -weighted signal intensity, which is predominantly proton density weighted given a sufficiently long repetition time (TR). DG is the diffusivity along the diffusion encoding direction,G. The resulting estimate of diffusivity from all sampled directions is denoted the ADC. In the proposed T 2 þADC technique, DWI was acquired with multiple TEs and T 2 and ADC were jointly reconstructed using Equation [1] . Because the SNR of cDWI images can be very low (<10), signal averaging is typically used to suppress noise (6, 12, 13) . However, the non-diffusion-weighted reference images (b ¼ 0) have significantly higher SNR than those with higher b-values and thus do not require as much signal averaging. Furthermore, whereas conventional DWI uses the same TE for all images to avoid mixing of T 2 and diffusion weighting, a shorter TE is always possible for b ¼ 0 attributed to the absence of diffusionencoding gradients. T 2 þADC leverages the shorter minimum TE when b ¼ 0 to improve SNR and enable the estimation of joint T2þADC maps. By varying the TE of the non-diffusion-weighted images across the repetitions that are necessary to improve SNR for b > 0, T 2 þADC mapping can be acquired with no increase in scan time compared with an analogous ADC mapping acquisition with a single, fixed TE.
METHODS

Bloch Simulations
Bloch equation simulations (14) were used to evaluate and optimize the T 2 þADC acquisition for measurement precision and accuracy. The simulations were designed to fulfill two principal objectives: 1) determine the minimum TR necessary for T 2 þADC to be insensitive to T 1 (<1% T 2 bias) and thus to changes in heart rate and 2) determine the optimal distribution of signal averages for each of the TEs to optimize measurement accuracy under the constraint of fixed scan time.
Simulation Parameters
T 2 þADC acquisitions were simulated using a system of 500 independent spins. The signal amplitude during a spin-echo sequence was simulated for two TEs (TE 1 (15, 16) . The b-value was chosen to balance SNR, motion insensitivity, and diffusion weighting and was similar to previous cardiac DWI studies (17, 18) . To incorporate T Ã 2 effects, the spin system contained a range of off-resonance frequencies 6 50Hz (uniformly distributed, corresponding to T Ã 2 $20ms). Repeated simulations were performed over a range of T 1 (T 1 ¼ 500, 1,000, and 1,500 ms) and T 2 values (T 2 ¼ 30, 40, 50, and 60 ms). The spin ensemble's signal amplitude was measured over a duration surrounding TE corresponding to the duration of the EPI readout (T EPI ¼ 30 ms). These signal amplitudes were used to modulate the k-space of a simulated left ventricle (LV) as shown in Figure 1 . Diffusion encoding (D ¼ 1.4 mm 2 /ms, isotropic) was applied to the simulated signals directly using Equation [1] along three directions (x, y, and z). Simulated T 2 and ADC maps were then generated from the resultant signals using Equation [1] .
Impact of T 1 on T 2 þADC
To evaluate the impact of T 1 on T 2 and ADC accuracy, the simulation was performed over a range of 10 TRs from 500 to 5,000 ms for every combination of T 1 and T 2 evaluated. Mean T 2 and ADC values were then calculated for each TR within the simulated LV. T 2 and ADC accuracy were evaluated by the percent difference between the mean T 2 and ADC and the predefined input values.
Evaluating Signal Average Distribution
To define the distribution of signal averages for subsequent in vivo acquisitions, complex Gaussian noise was added to the simulated images such that SNR ¼ 50 for b ¼ 0 and TE ¼ 25 ms. Scan time was held constant by maintaining the total number of acquired images (10 signal averages per direction for b ¼ 350 s/mm 2 and 10 total averages for b ¼ 0 and both TE 1 and TE 2 ). The ratio of averages between TE 1 and TE 2 was, however, varied (ie, N avg,TE1 :N avg,TE2 ¼ 9:1, 8:2, 7:3, etc). Measurement precision was quantified for each acquisition by the standard deviation (SD) of T 2 and ADC values within the simulated LV.
Phantom Experiments
T 2 þADC was acquired in a phantom containing vials of water with varying concentrations of agar and CuSO 4 , which produced a range of T 1 and T 2 values (T 1 ¼ 400-2,000 ms; T 2 ¼ 30-150 ms) on a 3 Tesla (T) MRI scanner (Prisma; Siemens, Erlangen, Germany). The T 2 þADC protocol used TE 1 ¼ 25 ms and TE 2 ¼ 65 ms; TR ¼ 4,000 ms; and b ¼ 0 and b ¼ 350 s/mm 2 with CODE-M 1 M 2 diffusion encoding along three directions (x, y, and z). Three "dummy" cycles (ie, repetitions of the b ¼ 0 sequence without readout) were played to ensure the signal reached a steady state before acquiring the first b ¼ 0 image. Additional T 2 maps were generated for comparison using: 1) spin-echo imaging with five TEs (TE ¼ 12, 25, 55, 85, and 100 ms; TR ¼ 12 seconds) and 2) T 2 -prepared (T 2 -prep) balanced steady-state free precession (bSSFP) with three T 2 -prep durations (t prep ¼ 0, 25, and 55 ms; TR ¼ 3,000 ms), an established technique for myocardial T 2 mapping (19) . For comparison, a conventional ADC map was generated using a DWI protocol matched to the T 2 þADC protocol, but with a single TE (TE ¼ 65 ms). Additional protocol details are shown in Table 1. T 2,T2þADC and T 2,bSSFP were compared to the reference T 2,SE using regression analysis on mean T 2 values within each of the 10 phantom regions. ADC T2þADC was similarly compared with the conventional ADC DWI .
Volunteer Experiments
Healthy volunteers (N ¼ 8) were then imaged in an institutional review board-approved study after obtaining written statements of informed consent. Localizers were first acquired to obtain a mid-ventricular short-axis slice that was used for all subsequent imaging. Cine bSSFP images were acquired and visually inspected to determine the timing of the diastolic quiescent period during which bulk cardiac motion was minimized. This subject-specific trigger delay (TD DIA ) was used for all subsequent diastolic imaging.
T 2 þADC
Free breathing T 2 þADC images were acquired with respiratory triggering to end-expiration using a liverdome navigator. Protocol details were: 2.0 Â 2.0 Â 5.0 mm resolution; field of view (FOV) ¼ 260 Â 200 mm; 6/8 partial Fourier (PF), and 2 Â parallel imaging acceleration using generalized autocalibrating partially parallel acquisitions (20) . Based on simulation results, the nondiffusion-weighted images were acquired with three averages for TE 1 and seven averages for TE 2 ; b ¼ 350 s/ mm 2 images were acquired at TE ¼ 65 ms with 10 averages using CODE-M 1 M 2 . Imaging was triggered to at least every fourth heartbeat such that TR !4,000 ms and three dummy cycles were played before acquiring the first b ¼ 0 image. Inner volume excitation was used to reduce the FOV in the phase encode direction, thereby shortening the readout duration and reducing image distortions (21). TE 2 (b ¼ 0 and 350 s/mm 2 ) was acquired at midsystole using TD SYS ¼ 100 ms and at late diastole using TD DIA , whereas TE 1 was shifted (TD SYS þ 40 ms and TD DIA þ 40 ms) such that imaging occurred at the same cardiac phase (Fig 2) . Acquiring 40 images per phase required a total scan time of $10 minutes.
Image reconstruction was then performed using custom MATLAB code (The Mathworks, Inc., Nattick, MA, USA). Before averaging, all images were coregistered using a rigid transformation to correct for respiratory motion and motion-corrupted voxels were removed using a constrained reconstruction algorithm (22) to correct for artifactual bulk motion signal dropout in the DWI. In this algorithm, a single-gradient direction ADC projection, ADC 0 , was calculated for each image, and any voxels in which ADC 0 exceeded 3.0 mm 2 /ms (the free diffusivity of water at 37 C, a fundamental limit for diffusion in soft tissue) were discarded.
The T 2 þADC reconstruction was then performed using two methods: 1) a nonlinear fit (NLF) to Equation [1] and 2) a linear fit (LF) to the natural log of Equation [1] . For each fitting method, mean T 2 (m T2 ), T 2 SD (s T2 ), mean ADC (m ADC ), and ADC SD (s ADC ) were calculated within the LV.
Independent T 2 Mapping
For comparison to T 2 þADC, breath-held T 2 -prep bSSFP maps were acquired at the same slice location at midsystole and diastole in separate breath holds with 1.5 Â 1.5 Â 5.0 mm resolution, TE ¼ 1.17, TR ¼ 3 heartbeats, linear k-space encoding, and three T 2 -prep durations (t prep ¼ 0, 25, and 55 ms). T 2 maps were reconstructed using a least squares linear fit.
Conventional ADC Mapping
ADC maps were also generated from the CODE-M 1 M 2 DWI acquired for T 2 þADC, but using only TE ¼ 65 ms at both systole and diastole. ADC values were reconstructed using a least squares linear fit.
T 2 and ADC Map Comparisons
LV masks were manually defined and were used to determine m T2,T2þADC , s T2,T2þADC , m T2,bSSFP , and s T2,bSSFP for each subject at both systole and diastole. m T2 and s T2 reported by each technique were compared using a paired t test across the 8 subjects. The same analysis was performed on the ADC maps to measure m ADC,T2þADC , m ADC,DWI , s ADC,T2þADC , and s ADC,DWI for each subject at both cardiac phases.
Patient Imaging
T 2 þADC were acquired on a patient undergoing a clinically indicated cardiac MRI examination at 3.0T (Siemens Prisma) with a nonreperfused acute MI in the inferolateral wall, impaired LV ejection fraction (22%), and a pericardial effusion after a failed rescue percutaneous coronary intervention. Imaging parameters were identical to the volunteer experiments, but the acquisition was limited to a single mid-ventricular slice at midsystole (TD ¼ 100 ms) and the number of averages was reduced to shorten scan time (N avg,TE1 ¼ 2; N avg,TE2 ¼ 3; scan time, $5 minutes). Postcontrast late gadolinium enhanced (LGE) and cine (bSSFP) images were also acquired for reference. Median T 2 and ADC values were measured in manually defined regions of remote and infarcted myocardium as defined on LGE.
RESULTS
Simulations
T 2 þADC Accuracy T 2 þADC Bloch simulation results are shown in Figure 3 . T 2 errors were observed in measurements made with short TRs, but these became negligible (<1%) for all simulated T 1 and T 2 values when TR ! 4,000 ms (Fig 3A) . For TR ¼ 1,000 ms (approximately one heart beat), T 2 error was as high as 4.6% (for T 1 ¼ 2,000 ms; T 2 ¼ 30 ms). TR had no impact on ADC accuracy (ADC accuracy < 0.1% for all simulated T 1 and T 2 values; Fig 3B) .
T 2 þADC Precision
Both T 2 and ADC precision were dependent on the ratio of N avg,TE1 :N avg,TE2 (Fig 3C,D) . The precision of both the T 2 and ADC maps was greatest when N avg,TE1 :N avg,TE2 ¼ 9:1. s ADC decreased monotonically as N avg,TE1 :N avg,TE2 decreased, but with minimal change when N avg,TE1 : N avg,TE2 4:6. s T2 was a concave function of N avg,TE1 and reached a minimum at N avg,TE1 :N avg,TE2 ¼ 3:7 for all T 1 values .
Phantom Experiments
Compared with the reference T 2,SE maps, T 2 þADC underestimated T 2 (T 2,T2þADC ¼ 1.01*T 2,SE -1.9 ms; R 2 ¼ 0.99) whereas bSSFP overestimated T 2 (T 2,bSSFP ¼ 1.02*T 2,SE þ 8.8 ms; R 2 ¼ 0.97) for T 2 values between 30 and 150 ms ( Fig  4A) . Across all T 2 reference values, T 2,T2þADC was closer to T 2,SE and had a lower variance than T 2,bSSFP (-2.3 6 6.0% vs 22.2 6 16.3%; P ¼ 2 Â 10 -7
). Very high agreement was observed in the diffusion phantom between ADC T2þADC and conventional ADC DWI (ADC T2þADC ¼ 1.01*ADC DWI -0.02 mm 2 /ms; R 2 ¼ 0.99; mean ADC difference, 0.14 6 0.39%; Fig 4B) .
Volunteer Experiments
Impact of Fitting Algorithm
T 2 and ADC maps were successfully acquired in all 8 volunteers during both systole and diastole using T 2 þADC. The choice of fitting algorithm had no significant impact on the population mean or variance of the T 2 maps (LFm T2 ¼ 37.7 6 3.8 vs NLF-m T2 ¼ 37.7 6 3.8 ms; P ¼ 1.00; LFs T2 ¼ 7. and ADC maps generated using both NLF and LF fitting algorithms are shown in Figure 5 . All subsequent analysis of compares ADC from T 2 þADC to conventional DWI. Good agreement was observed between T 2 techniques, but bSSFP overestimated T 2 whereas T 2 þADC slightly underestimated T 2 compared with conventional SE. Very high agreement was observed between ADC maps. The dashed black line is the line of unity.
T 2 þADC was performed using NLF because of the lower NLF ADC variance.
In Vivo T 2 and ADC Mapping
Representative T 2 maps from T 2 þADC and T 2 -prep bSSFP at both mid-systole and diastole are shown in Figure 6 . ADC maps from T 2 þADC and DWI in the same subject are shown in Figure 7 . Mean myocardial T 2 and ADC values (m T2 and m ADC ) as well as myocardial T 2 and ADC variances (s T2 and s ADC ) from each technique are shown in Figures 6 and 7 as well as in Table 2 .
Mean myocardial T 2 values from T 2 þADC were significantly lower than bSSFP at both systole and diastole. There were no significant differences in T 2 between systole and diastole within either technique. T 2 variance was significantly lower with T 2 þADC than with T 2 -prep bSSFP at both systole and diastole.
There were no significant differences in mean myocardial ADC between T 2 þADC and conventional DWI at either systole or diastole. However, ADC was significantly lower during systole than diastole within both T 2 þADC (P ¼ 0.02) and DWI (P ¼ 0.03). No significant FIG. 5. Example T 2 and ADC maps from T 2 þADC generated using linear fitting (a) and nonlinear fitting (b). The choice of fitting algorithm had no significant impact on the mean or variance of the T 2 maps. Nonlinear fitting had no significant impact on mean ADC, but led to ADC maps with significantly lower variance (P ¼ 0.01).
FIG. 6. Representative T 2 maps measured in a healthy volunteer using T 2 þADC and T 2 -prepared bSSFP (a) at a mid-systolic (top row) and diastolic (bottom row) cardiac phase. The mean myocardial T 2 values (m T2 ) measured by each technique for 8 (N ¼ 8) subjects are also shown in (b). The box edges represent the population mean 6 1 SD and individual points represent the mean intrasubject value. Consistent with phantom results, T 2 þADC reported significantly lower T 2 values than T 2 -prep bSSFP at both systole (P ¼ 6 Â 10 À4 ) and diastole (P ¼ 1 Â 10 À3 ).
differences were observed in ADC variance between T 2 þADC and DWI at systole or diastole.
Patient Imaging
T 2 and ADC maps and histograms from T 2 þADC are shown in Figure 8 along with companion bSSFP and LGE.
LGE revealed a large region of enhancement in inferolateral LV free wall. T 2 þADC showed a significant increase in T 2 within the infarct compared with remote myocardium (T 2,Remote ¼ 40.4 6 7.6 vs T 2,Infarct ¼ 56.8 6 22.0 ms; P < 0.01) as well as a significant increase in ADC (ADC Remote ¼ 1.47 6 0.59 vs ADC Infarct ¼ 1.65 6 0.65 mm 2 /ms; P < 0.01).
DISCUSSION
T 2 þADC permitted quantitative estimates of T 2 from cardiac DWI acquisitions with no significant impact on ADC measurement and no increase in scan time compared with conventional DWI. Whereas the simulations indicated that a TR !4 seconds (ie, approximately four heart beats) should be used to eliminate T 1 effects, this significantly limits acquisition efficiency. Although a single-slice acquisition was used in this study, T 2 þADC is compatible with multislice imaging approaches (eg, slice following (23)), which would substantially improve acquisition efficiency. Whereas the linear biexponential fit in T 2 þADC did increase ADC variance compared with conventional DWI, the loss in precision was mitigated by using an NLF in place of the conventional log-linear fit. When using the NLF, there were no significant differences in the mean or variance of myocardial ADC with T 2 þADC compared with DWI. This indicates that T 2 þADC can generate both maps with no cost in scan time compared with DWI and without affecting ADC measurement.
Myocardial T 2 values measured using T 2 þADC were significantly shorter than those reported by bSSFP in both the phantom and in vivo experiments. However, in the phantom, T 2 þADC was closer to the SE reference than bSSFP. This is consistent with reports of bSSFP overestimating T 2 , which are likely attributed to T 1 signal weighting (24) . It is possible that T Ã 2 decay during the single-shot SE-EPI readout caused T 2 þADC to underestimate T 2 . However, this effect did not bias T 2 measurements in simulations and did not lead to significant errors compared to SE measurements in the phantom study. We expect that the SE sequence produces accurate T 2 measurements because it is free of any stimulated echo effects that are known to lead to errors in multiecho spin-echo T 2 mapping (25) (26) (27) (28) .
In our experience, the M 1 þM 2 nulled diffusionencoding approach used in this work performs best during systolic imaging because of the consistent and coherent motion during that phase (6, 7) . Experience shows that diastolic motion tends to be less consistent and varies with changes in heart rate, which can lead to artificially high diastolic ADC values. This was reflected in the higher and more variable ADC values observed in diastole with both T 2 þADC and DWI despite the constrained image reconstruction algorithm that eliminates the most severe bulk motion artifacts. Slightly shorter T 2 values were reported at mid-systole compared to diastole when measured with T 2 þADC, whereas no such decrease was observed in bSSFP. This difference could also be caused by bulk motion sensitivity in the SE-EPI pulse sequence. The second-order moment of the crusher gradients surrounding the refocusing pulse used for the b ¼ 0 acquisitions depends on their timing within the pulse sequence (29) . Consequently, acquisitions with long TEs are more bulkmotion sensitive than those with short TEs. This could lead to additional signal decay for longer TEs, which would shorten the apparent T 2 from T 2 þADC, as observed in mid-systole compared with diastole. Furthermore, inconsistent motion during of diastole may have led to the increase in T 2 variability in diastole.
One drawback of T 2 mapping with T 2 þADC compared with T 2 -prep bSSFP is the impact of single-shot SE EPI on image quality, which has known issues with distortion and chemical shift in the heart (30) . The use of inner volume excitation combined with high-performance imaging gradients significantly mitigates these issues by shortening the EPI readout, but further work is necessary to improve image quality. Furthermore, the minimum TE achievable in T 2 þADC is directly linked to the EPI readout duration, which, in turn, limits spatial resolution for a given TE. Parallel imaging and PF were used to shorten the EPI readout and thereby decrease the minimum achievable TE and mitigate EPI distortions. However, this impacts SNR, which necessitated signal averaging. In the present study, the minimum TE of 25 ms appeared to be sufficiently short for healthy myocardial T 2 quantification, but this may present a problem with shortened T 2 values in conditions such as thalassemia (31) . These drawbacks could potentially be avoided by adapting T 2 þADC to a diffusion prepared acquisition (5) at the cost of a significantly longer temporal footprint attributed to the duration of a single or multishot bSSSP readout compared with single-shot EPI.
The preliminary T 2 þADC mapping results in acute MI indicate that this technique is applicable in severely ill patients and can detect the presence of fibrosis and edema. Notably, there was good agreement between ADC values in remote myocardium for this patient and those measured in volunteers. Remote T 2 values were slightly longer than what was observed in volunteers at midsystole, which indicates the presence of global inflammation which is expected after acute MI (32) . Infarct T 2 values were consistent with those reported by Giri et al (9) , but infarct ADC values were lower than values observed by Nguyen et al (18) .
CONCLUSION
T 2 þADC is a novel technique for simultaneously estimating T 2 and ADC in the heart during a free-breathing acquisition. T 2 þADC generated perfectly coregistered maps and had no impact on ADC accuracy, ADC precision, or scan time compared with conventional DWI while making precise measurements of myocardial T 2 .
