Our aim in this paper is to establish a generalization of Sobolev's inequality for Riesz potentials I α(·),τ f of order α(·) with f ∈ L Φ,κ,θ (X) over bounded nondoubling metric measure spaces. As a corollary we obtain Sobolev's inequality for double phase functionals with variable exponents.
Introduction
The classical Sobolev's inequality for Riesz potentials of L p -functions (see, e.g. [3, Theorem 3.1.4 (b)]) has been extended to various function spaces: Sobolev's inequality for Morrey spaces was studied in [1] , [8] , [27] , [35] , etc.. Morrey spaces of variable exponent were studied in [4] , [12] , [13] , [25] , etc.. We refer to [23] for Morrey spaces of two variable exponents. These spaces are examples of so-called Musielak-OrliczMorrey spaces L Φ,κ . Further, Sobolev's inequality has been extended to MusielakOrlicz-Morrey spaces in [19] .
Good examples of functions Φ to which our result can be applied are so called double phase functionals. In regularity theory of differential equations, Baroni, Colombo and Mingione [5, 6, 10 ] studied a double phase functional Φ(x, t) = t p + a(x)t q , x ∈ R N , t ≥ 0 where 1 < p < q, a(·) is non-negative, bounded and Hölder continuous of order θ ∈ (0, 1]. Regularity for general functionals was studied under the condition q ≤ (1 + θ/N )p, [5] . In [16] , Hästö showed the boundedness of the maximal operator on L Φ (Ω) when Φ(x, t) = t p + a(x)t q , 1 < p < q, Ω ⊂ R N is bounded, a ∈ C θ (Ω) is non-negative and q ≤ (1 + θ/N )p. See [9, 14] .
In [20] , Sobolev type inequality for double phase functionals Φ(x, t) = t p(x) + a(x)t q(x) was studied, where p(·) and q(·) satisfy log-Hölder conditions and a(·) is non-negative, bounded and Hölder continuous of order θ ∈ (0, 1].
We denote by (X, d, µ) a metric measure space, where X is a bounded set, d is a metric on X and µ is a nonnegative complete Borel regular outer measure on X which is finite in every bounded set. For simplicity, we often write X instead of (X, d, µ). For x ∈ X and r > 0, we denote by B(x, r) the open ball centered at x with radius r and d X = sup{d(x, y) : x, y ∈ X}. We assume that d X < ∞, µ({x}) = 0 for x ∈ X and 0 < µ(B(x, r)) < ∞ for x ∈ X and r > 0 for simplicity.
In the present paper, we do not postulate on µ the so-called doubling condition. So our results are for non-doubling metric measure spaces. Recall that a Radon measure µ is said to be doubling if there exists a constant c 0 > 0 such that µ(B(x, 2r)) ≤ c 0 µ(B(x, r)) for all x ∈ supp(µ)(= X) and r > 0 (see [7] ). Otherwise µ is said to be non-doubling. For example, let X 1 = {(x, 0) ∈ R 2 : 0 ≤ x < 1} and X 2 = {(x, y) ∈ R 2 : |x| < 1, x 1 < 0} and define (X, d, µ) = (X 1 , d 2 , m 1 )∪(X 2 , d 2 , m 2 ), where d 2 denotes the 2-dimension Euclidean distance and m i denotes the i-dimension Lebesgue measure. It is easy to show that µ is non-doubling. See [38] for other examples of non-doubling metric measure spaces.
Let α(·) be a measurable function on X such that inf x∈X α(x) > 0. For τ ≥ 1, we define the Riesz potential of order α(·) for a locally integrable function f on X by
(e.g., see [26, 39, 36] ). If X = R N and µ = dx, then this is equal to the usual Riesz potential of order α (0 < α < N ) defined as
In the doubling measure case,
was treated (see [11] ). See also [15, 17] .
In [11] , Cruz-Uribe and Shukla showed Sobolev type inequality for I η f of functions in variable Lebesgue spaces L p(·) (X) over unbounded metric measure spaces equipped with doubling measures. In the previous paper [34] , we established Sobolev type inequality for I α(·),τ f on Musielak-Orlicz spaces over bounded metric measure spaces equipped with lower Ahlfors Q(x)-regular measures which are non-doubling measures.
Our aim in this paper is to give a general version of of Sobolev type inequality for I α(·),τ f of functions in the Musielak-Orlicz-Morrey space L Φ,κ,θ (X) defined by a general function Φ(x, t) and κ(x, r) satisfying certain conditions over bounded nondoubling metric measure spaces X. Our main theorem (Theorem 4.11) will extend the results of [20, Theorem 4.9] and [34, Theorem 4.10] . See also [19, 30, 32, 38, 39] . For a variety of examples of Φ, see Examples 2.3-2.5.
For a locally integrable function f on X and λ ≥ 1, the Hardy-Littlewood maximal function M λ f is defined by
To this end, the boundedness of M λ is a crucial tool ( [18] [19, 30, 32, 38, 39] .
For the double phase functional with variable exponents, we give the boundedness of M λ as an extension of Hästö [16, Theorem 4.7] , Corollary 3.5. We also give a Sobolev type inequality (Corollary 4.14) for double phase functionals with variable exponents as an extension of [20, Theorem 5.8] and [34, Corollary 4.13] .
Throughout this paper, let C denote various constants independent of the variables in question and C(a, b, · · · ) be a constant that depends on a, b, · · · .
Preliminaries
Let us consider a function
satisfying the following conditions (Φ1) -(Φ4):
for each x ∈ X;
(Φ2) there exists a constant A 1 ≥ 1 such that
(Φ3) t → Φ(x, t)/t is uniformly almost increasing on (0, ∞), namely there exists a constant A 2 ≥ 1 such that
Note that (Φ2) and (Φ3) imply
We writeφ(x, t) = sup 0<s≤t Φ(x, s)/s and Φ(x, t) = ∫ t 0φ (x, r) dr for all x ∈ X and t ≥ 0. Then Φ(x, ·) is convex and
for all x ∈ X and t ≥ 0.
We also consider a function κ(x, r) :
(κ3) there are constants κ 0 > 0 and Q 3 ≥ 1 such that
for all x ∈ X and 0 < r ≤ d X .
Conditions (κ1) and (κ2) will be considered in Remark 3.4.
Example 2.1. Let σ(·) and β(·) be functions on X such that σ − := inf x∈X σ(x) > 0, σ + := sup x∈X σ(x) ≤ κ 0 and −c(κ 0 − σ(x)) ≤ β(x) ≤ c for all x ∈ X and some constant c > 0. Then κ(x, r) = r σ(x) (log(e + 1/r)) β(x) satisfies (κ3).
Recall that f is a locally integrable function on X if f is an integrable function on all balls B in X. Let θ ≥ 1. Given Φ(x, t) satisfying (Φ1), (Φ2) and (Φ3) and κ(x, r) satisfying (κ3), the Musielak-Orlicz-Morrey space L Φ,κ,θ (X) is defined as
κ(x, r) µ(B(x, θr))
It is a Banach space with respect to the norm
For Orlicz-Morrey spaces, [28] and [29] .
We shall also consider the following conditions for Φ(x, t): Let p ≥ 1, q ≥ 1 and ν > 0 be given.
is uniformly almost increasing on (0, 1], namely there exists a constant A 2,0,p ≥ 1 such that
for all x ∈ X whenever 1 ≤ t 1 < t 2 ; (Φ5; ν) for every γ > 0, there exists a constant B γ,ν ≥ 1 such that
See [2, p. 2544] for another condition corresponding to condition (Φ5; ν). Note that (Φ3; 0; 1) + (Φ3; ∞; 1) = (Φ3). If Φ(x, t) satisfies (Φ3; 0; p), then it satisfies (Φ3; 0;
Remark 2.2. We have considered our conditions (Φ1) -(Φ5) in [19, 22, 24, 31, 33] .
In the following examples, we use the notation
for a measurable function f on X.
Then, Φ(x, t) satisfies (Φ1), (Φ2) and (Φ3). This function satisfies (Φ3; 0; p) for
Moreover, we see that Φ(x, t) satisfies (Φ5; ν) for every
Example 2.4. Non-doubling examples of Φ(x, t) with suitable p are:
See [21] in details.
The example 2.5 shows that our conditions are satisfied by the double phase functional with variable exponents.
Example 2.5. Let us write
In [20] , we studied the double phase functional with variable exponents:
where p(x) < q(x) for x ∈ X, a(·) is non-negative, bounded and Hölder continuous of
is log-Hölder continuous and q(·) is log-Hölder continuous. See [20] in details.
Boundedness of the maximal operator
In what follows, we always assume that Φ(x, t) satisfies (Φ1), (Φ2) and (Φ3) and κ(x, r) satisfies (κ3).
For λ ≥ 1, θ 1 ≥ 1 and θ 2 ≥ 1, we say that X satisfies (M ; λ, θ 1 , θ 2 ) if the following holds:
for all x ∈ X and 0 < r < d X , then there exists a constant C > 0 such that ∫
for all x ∈ X and 0 < r < d X .
Remark 3.1. For the sufficient condition for which (M ; λ, θ 1 , θ 2 ) holds, see Remark 3.4. In [40] , [26] and [38] , parameters θ 1 and θ 2 were needed.
As an application of the boundedness of the maximal operator M λ , we obtain the following result, as an extension of [20, 
For the sharpness of the condition (Φ5; ν), see [21, Section 4] . For a proof of Theorem 3.2, we prepare the following lemma.
for x ∈ X and 0 < r < d X , where
for all x ∈ X, r > 0 and for all nonnegative measurable functions f on X such that f (y) ≥ 1 or f (y) = 0 for each y ∈ X and sup x∈X, 0<r<dX
Proof. Given f as in the statement of the lemma, x ∈ X and 0 < r < d X , set I = I(f ; x, r, λ) and J = J(f ; x, r, λ). Note that (3.1) implies
By (Φ3; ∞; q) and p 0 ≤ q, Φ ( y, f (y) ) 1/p0 ≥ (A 1 A 2,∞,p0 ) −1/p0 f (y) for all y ∈ X. Hence I ≤ (A 1 A 2,∞,p0 ) 1/p0 J. Thus, if J ≤ 1, then by (Φ3; 0; p) and p 0 ≤ p
1/p0 → ∞ as t → ∞ by (Φ3; ∞; q) and p 0 ≤ q, there exists K > 1 such that
With this K, we have by (Φ3; ∞; q) and
Since K > 1, by (Φ3; ∞; q) we have
so that, in view of (3.2) and (κ3),
for all y ∈ B(x, r) ∩ X.
Thus, we have by (3.3) and(Φ2) ∫
= Kµ(B(x, λr))
For details of the rest of the proof, we refer to [34, Lemma 3.3] .
Proof of Theorem 3.2. Set p 0 = min(p, q). Then p 0 > 1. Consider the function
Then Φ 0 (x, t) satisfies the conditions (Φj), j = 1, 2, 3 and (Φ5; ν). Let f ≥ 0 and ∥f ∥ L Φ,κ,θ 1 (X) ≤ 1/2. Let f 1 = f χ {x∈X:f (x)≥1} , f 2 = f − f 1 , where χ E is the characteristic function of E.
Applying Lemma 3.3 to f 1 and L = 1, there exist constants C 1 ≥ 2 and
for all x ∈ X. On the other hand, since M λ f 2 ≤ 1, we have by (Φ2), (Φ3) and (κ3)
for all x ∈ X with a constant C > 0 independent of f . Since ∥f ∥ L Φ,κ,θ 1 (X) ≤ 1/2, in view of (2.1), we have ∫
for all x ∈ X and r > 0. Hence, by (M ; λ, θ 1 , θ 2 ), we have ∫
with a constant C > 0 independent of x, r and f . Thus, by (3.4) and (3.5), there exists a constant
for all x ∈ X and r > 0, so that ∫
for all x ∈ X and r > 0. This completes the proof of the theorem.
Remark 3.4. For λ ≥ 1, we say that X satisfies (M λ) if there exists a constant C > 0 such that
for all measurable functions f ∈ L 1 (X) and k > 0. In [37] , Sawano showed that X satisfies (M λ) for λ ≥ 2 if X is a separable metric space (see also [42] ). We refer to [41] .
We know the following result: Let p 0 > 1, 1 ≤ θ 1 < θ 2 and θ 1 ≤ λ. Suppose X satisfies (M λ) and κ(x, r) satisfies (κ1) κ(x, r) satisfies the uniform doubling condition: there is a constant
for all x ∈ X whenever r > 0;
(κ2) r → r −δ κ(x, r) is uniformly almost increasing for some δ > 0, namely there is a constant Q 2 > 0 such that
for all x ∈ X whenever 0 < r 1 < r 2 ≤ d X ; (κ4) there exists a constant B 0 ≥ 1 such that
whenever x, y ∈ X, d(x, y) ≤ r −1 and r ≥ 1.
If f is a measurable function such that ∫
for all x ∈ X and 0 < r < d X , then there exists a constant C > 0 such that ∫ B(x,r)∩X
for all x ∈ X and 0 < r < d X . This can be proved in a way similar to the proof of [38, Lemma 4.2] and [39] .
As an extension of [16, Theorem 4.7] and [34, Corollary 3.4] , we have the boundedness of the maximal operator for double phase functionals with variable exponents in view of Theorem 3.2.
Corollary 3.5. Let p(·), q(·) and a(·) be as in Example 2.5. Set Φ(x, t) = t p(x) + a(x)t q(x) for x ∈ X and t ≥ 0. Let 1 ≤ θ 1 ≤ λ and let θ 2 ≥ 1.
for all f ∈ L Φ,κ,θ1 (X).
Sobolev type inequality
In this section, we assume that κ(x, r) satisfies
We recall another lemma for an auxiliary function with certain properties which we are going to need. 
is uniformly almost increasing for some ε ′ > 0; namely there exists a constant K 2 ≥ 1 such that
Set F −1 (x, s) = sup{t > 0 ; F (x, t) < s} for x ∈ X and s > 0. Then:
for all x ∈ X, t > 0 and λ ≥ 1.
(3) F (x, F −1 (x, t)) = t for all x ∈ X and t > 0.
t for all x ∈ X and t > 0.
(5) min
Remark 4.2. F (x, t) = Φ(x, t) satisfies (F1), (F2) and (F3) with K 1 = A 1 , K 2 = A 2 and ε ′ = 1. F (x, t) = κ(x, t) satisfies (F1) and (F2) with K 1 = Q 3 in view of (κ0) and (κ3).
As in the proof of Lemma 3.3, we can show the following lemma. Lemma 4.3. Let 1 ≤ θ ≤ λ. Suppose Φ(x, t) satisfies (Φ3; ∞; q) and (Φ5; ν) for q ≥ 1 and ν > 0 satisfying ν ≤ q/κ 0 . Set
for x ∈ X and 0 < r < d X . Then there exists a constant C = C(L) > 0 such that
for all x ∈ X, r > 0 and for all nonnegative measurable function f on X such that f (y) ≥ 1 or f (y) = 0 for each y ∈ X and sup x∈X, 0<r<dX
Lemma 4.4. Let θ ≥ 1. Suppose Φ(x, t) satisfies (Φ3; ∞; q) and (Φ5; ν) for q ≥ 1 and ν > 0 satisfying ν ≤ q/κ 0 and (Φ4) there exists a constant A 3 ≥ 1 such that Φ(x, 2t) ≤ A 3 Φ(x, t) for all x ∈ X and t > 0.
Then there exists a constant C > 0 such that
for all x ∈ X, 0 < r < d X and nonnegative measurable functions f on X such that ∥f ∥ L Φ,κ,θ (X) ≤ 1.
Proof. We have by (Φ4)
for all x ∈ X and 0 < r < d X . Let f 1 = f χ {y∈X:f (y)≥1} and f 2 = f − f 1 . By Lemma 4.3 with λ = θ,
for all x ∈ X and 0 < r < d X with a constant C > 0 independent of x, r. Since
we have by (κ3)
with a constant C 1 ≥ 1 independent of x, r. Hence, we find by Lemma 4.1 with F = Φ and
as required.
We consider the following condition:
(Φκα) there exist constants δ > 0 and A 4 ≥ 1 such that
for all x ∈ X whenever 0 < t < s < d X .
Remark 4.5. Φ(x, t) satisfies (Φ4) if Φ(x, t) satisfies (Φκα).
Remark 4.6. We have considered the condition like (Φκα) to give a general version of Sobolev's inequality for Riesz potentials (see [19] ). For Musielak-Orlicz spaces, see e.g., [24, 30] . See [34, Remark 4.7] .
Remark 4.7. (Φκα) implies (κ2 ′ ) r → κ(x, r) is uniformly almost increasing, namely there is a constant Q
Lemma 4.8. Let 1 ≤ θ < τ . Suppose Φ(x, t) satisfies (Φ3; ∞; q) and (Φ5; ν) for q ≥ 1 and ν > 0 satisfying ν ≤ q/κ 0 . Assume that (Φκα) holds. Then there exists a constant C > 0 such that ∫
Proof. Take γ ∈ R such that 1 < γ ≤ τ /θ. Let j 0 be the smallest positive integer such that γ j0 r ≥ d X . By Lemma 4.4, we have ∫
whereκ(x, r) = κ(x, min(r, d X )). We have by Remark 4.7
) .
Hence by (Φκα) we obtain ∫ X\B(x,r)
Lemma 4.9. Let 1 ≤ λ < τ and let 1 ≤ θ < τ . Suppose Φ(x, t) satisfies (Φ3; ∞; q) and (Φ5; ν) for q ≥ 1 and ν > 0 satisfying ν ≤ q/κ 0 . Assume that (Φκα) holds. Then there exists a constant C > 0 such that
Proof. Let f be a nonnegative measurable function on X such that ∥f ∥ L Φ,κ,θ (X) ≤ 1. Let x ∈ X. For 0 < r ≤ d X /2, we write
First note from the proof of [34, Lemma 4.9] that
for 1 < γ ≤ τ /λ. By Lemma 4.8, we have
for x ∈ X and 0 < r ≤ d X /2. We consider two cases.
. In this case, let r = d X /2. Note from Remark 4.7 and (κ3) that
Hence, it follows that M λ f (x) ≤ C 1 with a constant C 1 > 0 independent of x. Also,
with a constant C 2 > 0 independent of x. Hence, by (4.1), I α(·),τ f (x) ≤ C with a constant C > 0 independent of x.
. In this case, take
Then κ(x, r) −1 = Φ(x, M λ f (x)), so that by Lemma 4.1(4)
Hence, by (4.1)
with a constant C > 0 independent of x.
Before we state our main theorem we state the assumptions for the function in the generalized Sobolev's inequality. We consider a function
for all x ∈ X and t ≥ 1.
Remark 4.10. In [19] , we have considered the condition like (ΨΦ) to establish a generalization of Sobolev's inequality for Riesz potentials. See e.g., [24, 30] for MusielakOrlicz spaces.
Theorem 4.11. Let 1 ≤ θ 1 ≤ λ < τ and let θ 2 ≥ 1. Suppose that Φ(x, t) satisfies (Φ3; 0; p), (Φ3; ∞; q) and (Φ5; ν) for p > 1, q > 1 and ν > 0 satisfying ν ≤ q/κ 0 . Assume that X satisfies (M ; λ, θ 1 , θ 2 ) and (Φκα) holds. Then there exists a constant
Proof. Let f be a nonnegative measurable function on X such that ∥f ∥ L Φ,κ,θ 1 (X) ≤ 1. Let x ∈ X and 0 < r < d X . By Lemma 4.9, we find
so that by (ΨΦ), we have
for all x ∈ X and 0 < r < d X . Therefore, there is another constant C for all x ∈ X and 0 < r < d X . This implies the required result. ) ) α(x) ) ≤ Ct p(x) Q(x, t) = CΦ(x, t).
Thus Ψ(x, t) satisfies condition (ΨΦ).
From now, let p(·), q(·) and a(·) be as in Example 2.5 and let σ(·) and β(·) be as in Example 2.1. Set Φ(x, t) = t p(x) + a(x)t q(x) and κ(x, r) = r σ(x) (log(e + 1/r))
for x ∈ X, t ≥ 0 and r > 0. Note that inf x∈X0 (σ(x)/q(x) − α(x)) > 0 and inf x∈X\X0 (σ(x)/p(x) − α(x)) > 0 imply (Φκα) and that Ψ(x, t) satisfies (ΨΦ) (see [20, Lemma 5.6] ). By Theorem 4.11, we obtain the following Sobolev's inequality for double phase functionals with variable exponents.
Corollary 4.14. Let 1 ≤ θ 1 ≤ λ < τ and let θ 2 ≥ 1. Assume that X satisfies (M ; λ, θ 1 , θ 2 ). If p − > 1, inf x∈X0 (σ(x)/q(x) − α(x)) > 0, inf x∈X\X0 (σ(x)/p(x) − α(x)) > 0 and sup x∈X0 (q(x) − p(x))/θ ≤ p − /κ 0 , then there exists a constant C > 0 such that
for all f ∈ L Φ,κ,θ1 (X), where
with p * (x) and q * (x) given by 1 p * (x) = 1 p(x) − α(x) σ(x) and 1 q * (x) = 1 q(x) − α(x) σ(x) .
