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Deconstructing Decoherence
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The study of environmentally induced superselection and of the process of decoherence was
originally motivated by the search for the emergence of classical behavior out of the quantum
substrate, in the macroscopic limit1. This limit, and other simplifying assumptions, have
allowed the derivation of several simple results characterizing the onset of environmentally
induced superselection; but these results are increasingly often regarded as a complete phe-
nomenological characterization of decoherence in any regime. This is not necessarily the case:
The examples presented in this paper counteract this impression by violating several of the
simple “rules of thumb”. This is relevant because decoherence is now beginning to be tested
experimentally2,3, and one may anticipate that, in at least some of the proposed applications
(e.g., quantum computers), only the basic principle of “monitoring by the environment”1 will
survive. The phenomenology of decoherence may turn out to be significantly different.
PACS numbers: 03.65.Bz
I. INTRODUCTION
According to deconstructionist philosophers, words re-
fer only to other words. There is a certain amount of
truth in the analogous suggestion that papers in theo-
retical physics refer only to other papers (and quite of-
ten, only to other papers in theoretical physics). Con-
sequently, a term like “decoherence” is in real danger of
coming to mean, to most physicists, only the processes
that have been most frequently studied in the literature.
Most of this literature has heretofore dealt, naturally
enough, with highly idealized models amenable to ex-
act solution. Moreover, many of these models have been
particularly designed to realize a macroscopic classical
limit, in order to attain the original goal of understand-
ing the quantum origins of classicality. Such models have
provided a relatively small set of principles, which could
easily be taken to govern decoherence in general. It is
tempting, for example, to quote a simple formula de-
rived from a linear model [4,5] as giving “the” decoher-
ence timescale [6]. Emblematic of this problem is a well-
known cartoon that appears in introductory discussions
of decoherence [7], depicting a border crossing between
the two realms of classical and quantum physics. While
this is a provocative metaphor, it may prompt the inac-
curate impression that there is exactly one well-defined
way of crossing from one realm to the other.
In this paper we will effectively argue that many per-
ceived universalities in the phenomenology of decoher-
ence are artifacts of studying toy models, and that the
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single neat border checkpoint should be replaced as an
image for decoherence by the picture of a wide and am-
biguous No Man’s Land, filled with pits and mines, which
may be crossed on a great variety of more or less tortu-
ous routes. Once one has indeed crossed this region, and
travelled some distance away from it, the going becomes
easier: we are not casting doubt on the ability of the
very strong decoherence acting on macroscopic objects to
enforce effective classicality. But in the near future pre-
cise experiments (for example, [3,2,8,9,10,11,12,13]) will
explore regimes in which decoherence should be measur-
able, but not so strong as simply to enforce classical-
ity. Experiment is thus beginning to probe the quan-
tum/classical No Man’s Land itself, advancing daring pa-
trols along an impressively broad front. In comparing the
results of these experiments with theoretical predictions,
it will be important not to assume that the simple cases
examined so far should be taken as representative of de-
coherence in general. By presenting a number of theo-
retically tractable examples in which various elements of
phenomenological lore can be seen to fail explicitly, we
make the point that each experimental scenario will have
to be examined theoretically on its own merits, and from
first principles.
From the bulk of previous theoretical studies of deco-
herence, one might be tempted to deduce three significant
principles concerning the rate of decoherence: one can
define a simple decoherence time scale which is valid at
least for linear systems at high temperature; the rate of
decoherence of classically impossible “Schro¨dinger’s Cat”
states is always set by the fastest time scales present; and
the rate of decoherence increases with the square of the
distance between the two branches of such Cat states.
These elements of the standard lore are indeed borne
out in the results of the first decoherence experiment at
hand [3]; but there is no guarantee that they will always
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hold. We therefore show why in the most general meso-
scopic regime one may need to go back to the basic idea
that the environment “monitors” an open quantum sys-
tem [1], and from there derive phenomenology afresh for
every model. We will consider the three putative princi-
ples in successive sections, presenting in each section an
explicit example in which the property determined for
simple models previously studied no longer holds. A fi-
nal section will then discuss our results collectively, and
suggest some implications of them for the interpretation
of experiments currently proposed or in progress.
II. DECOHERENCE TIMESCALE IN LINEAR
BROWNIAN MOTION
Many studies of decoherence have involved completely
linear models, in which a single Brownian particle is
placed in a quadratic potential, and coupled linearly to
a heat bath composed of (often, uncountably many) har-
monic oscillators. It can in fact be argued [14] that en-
vironments with non-linear internal dynamics can often
be closely approximated, as far as their effects on the
observed system are concerned, by such an independent
oscillator model. Although there are certainly cases in
which it is not realistic, the independent oscillator model
is therefore not entirely a toy, and represents a simplicity
that is actually realized in nature. And simple as it is,
even it is not really simple as special cases and convenient
approximations often make it appear.
The canonical example of decoherence is the evolution
of a Brownian harmonic oscillator from an initial state
which is a superposition of two coherent states localized
at distinct positions in space. This initially pure state,
assumed to be uncorrelated with the initial thermal state
of an independent oscillator environment, has been found
to evolve rapidly into an incoherent mixture of the two
coherent states. Simple formulas are often applied to
quantify “rapidly”. Here, however, we will present an
easy derivation of the short-time behaviour of the Wigner
function for an Ohmic Brownian oscillator, and show that
there is in general no natural way to identify a single
time scale for decoherence, even in the high temperature
limit. Our more explicit results are in agreement with
the physical conclusions reached on the basis of numerical
evidence in Reference [16].
For our completely linear model, we take the Hamilto-
nian
H =
1
2M
P 2 +
MΩ2
2
Q2
+
1
2
∫ ∞
0
dω [(pω + gfωQ)
2 + ω2q2ω] , (1)
where P and Q are the Brownian particle’s canonical
variables, and M and Ω are its mass and natural fre-
quency; pω and qω are the canonical variables for the
bath oscillator with frequency ω; g is an overall coupling
strength which may be used to define the dissipation rate
γ ≡ πg
2
4M
; (2)
and fω describes the relative coupling strength of the var-
ious environmental modes. The square of this strength
will play the role of a spectral density.
The initial Wigner function W (Q,P ; 0) of the Brown-
ian oscillator will be that for an equal amplitude super-
position of two coherent states, whose wave functions are
Gaussians displaced equal and opposite amounts±a from
the origin. This Wigner function contains two terms,
then: one consisting of a sum of two Gaussians, repre-
senting the incoherent mixture of the two states; and one
which is oscillatory, and represents their quantum inter-
ference:
W (Q,P ; 0) =Wmix +Wint
Wmix(Q,P ; 0) =
(1− e−MΩa2/h¯)−1
πh¯
cosh
(
2
MΩ
h¯
aQ
)
× exp
[
− 1
h¯Ω
(P 2
M
+MΩ2(Q2 + a2)
)]
Wint(Q,P ; 0) =
(1− e−MΩa2/h¯)−1
πh¯
cos
(
2
aP
h¯
)
× exp
[
− 1
h¯Ω
(P 2
M
+MΩ2Q2
)]
. (3)
Decoherence in this model appears as a rapid decay in
magnitude of Wint(Q,P ; t), by means of an exponential
prefactor e−D(t).
The initial Wigner function for the complete system of
Brownian oscillator plus bath is assumed to be a direct
product
W(Q,P ; {qω, pω}; 0) =W (Q,P ; 0)×We[qω, pω]
We[qω , pω] =
∏
ω
tanh(h¯βω/2)
πh¯
× exp
[
− 1
h¯ω
(p2ω + ω
2q2ω) tanh
h¯βω
2
]
, (4)
where β = (kBT )
−1 is the inverse temperature of the
environment.
It can be shown quite easily that the Wigner function
for a totally linear system evolves under the same Liou-
ville equation as the classical ensemble density for the
same model. Consequently, we can evolve the Wigner
function by simply propagating it along the classical tra-
jectories in phase space. The reduced Wigner function
for the Brownian particle alone, with the environment
integrated out, is therefore
2
W (QF , PF ; tF )
=
∫
dQIdPIDqωIDpωI δ
(
QF −Q0(tF )
)
δ
(
PF − P0(tF )
)
×W (QI , PI ; 0)We[qωI , pωI ] (5)
=
∫
DqωIDpωI
∣∣∣∣∣ ∂(QI , PI)∂(QF , PF )
∣∣∣∣∣We[qωI , pωI ]W (QI , PI ; 0) ,
where Q0(t) and P0(t) are given by Hamilton’s equations,
for the Hamiltonian (1). We have simplified presenta-
tion in (5) at the expense of precise notation: in the
first line, QI and PI are dummy variables, and we im-
plicitly assume the initial boundary conditions Q0(0) =
QI , P0(0) = PI ; but in the second line, we intend in-
stead the final boundary conditions Q0(t) = QF , P0(t) =
PF , and we use QI , PI as shorthand for the resulting
Q0(0), P0(0). In the remainder of this discussion, we will
continue the usage of the second line, according to which
it should be noted that QI and PI are in fact functions
of the final time tF , and linear functions of QF , PF , and
initial environmental variables {qωI , pωI}.
We are interested in decoherence that occurs on time
scales much shorter than the Brownian particle’s dynam-
ical time scale Ω−1, and when the environment is very
weakly coupled to the system. We will therefore solve
the equations of motion for Q0 and P0 perturbatively to
first order in Ωt and at most first order in g, to obtain
QI(t)
.
= QF − PF
M
t
PI(t)
.
= PF +MΩ
2QF t+
∫ t
0
dt′ F1(t
′) , (6)
where F1(t) is the force exerted by the environment, to
first order in g. Since this force will be a linear function
of the qωI and pωI , and since to form the reduced Wigner
function W (QF , PF ; tF ) we will be integrating over these
variables with the Gaussian weight We, Eqn. (6) is ef-
fectively a Langevin equation with a Gaussian stochastic
force. Note also that Equation (6) implies that the Jaco-
bian in Equation (5) is simply 1, to first order in Ωt.
There are some subtle points to be considered before
writing down the expression for F1(t). One might be
tempted simply to write F1(t)
.
= F1(0) = g
∫
dω fωpωI ;
but this would be forgetting the fact that F1(t) can con-
tain some frequencies much higher than Ω, so that some
components of the stochastic force will oscillate signifi-
cantly even over the short time interval in which we can
expect to see decoherence. We therefore write the more
accurate expression
F1(t) = g
∫ ∞
0
dω fω [pωI cosωt+ ωqωI sinωt] . (7)
Actually, neglecting higher order terms in g will be in-
accurate, even for very early times, if the high-frequency
end of the environmental spectrum is too strong. As one
finds by fully solving such “supra-ohmic” models, higher
order terms in g can appear multiplied by large frequen-
cies, and thus be significant. In such cases, backreaction
can be so swift that a counterterm to the “bare” force
F1(t) is generated rapidly enough to affect (and typically
suppress) decoherence. One can understand this phe-
nomenon roughly as the rapid onset of adiabatic drag-
ging of the high frequency bath degrees of freedom; it is
discussed in detail, in Reference [17].
These subtleties of backreaction turn out to be in-
significant in the much-studied Ohmic case, where (for
the coupling scheme we are using) fω is constant up to
some high UV cut-off scale. We will therefore assume
the Ohmic case, choosing for definiteness the Lorentzian
cut-off scheme
fω =
Γ√
ω2 + Γ2
(8)
with Γ >> Ω, and accept Equation (7) as valid. Working
to first order in Ωt, we find that the Brownian particle
gains negligible energy from the environment at these
very early times:
P 2I
M
+MΩ2Q2I
.
=
P 2F
M
+MΩ2Q2F , (9)
when we neglect g completely because we assume that
PI
∫
dt′ F (t′)/M is negligible for the |PI | ∼
√
Mh¯Ω that
are significant in W (QI , PI ; 0). Even though the en-
vironmental force is too small to affect the energy of
the Brownian particle at these early times, however,
a >>
√
h¯/MΩ will allow the change in aP to be sig-
nificant:
aPI
.
= aPF (10)
+ag
∫ ∞
0
dω
ω
fω [pωI sinωt+ ωqωI(1− cosωt)] .
Performing the Gaussian integrals in Equation (5) us-
ing (9) and (10), we find that Wmix(Q,P ; t) is negligibly
changed from Wmix(Q,P ; 0), but that Wint(Q,P ; 0) has
evolved into
Wmix(Q,P ; t)
.
= e−D(t)Wmix(Q,P ; 0) , (11)
where the decoherence factor D(t) is given by
D(t) =
8Mγa2
πh¯
∫ ∞
0
dω
ω
f2ω coth
h¯βω
2
(1 − cosωt) . (12)
In the zero temperature limit, Equation (12) agrees
with Eqns. (36)–(37) of Reference [18], which present a
weak coupling, early time approximation to an exact so-
lution once it has been obtained. In the high temperature
limit, we can explicitly evaluate D(t) as
D(t)
T→∞−→ 8γkBTa
2
h¯2
(
t− 1− e
−Γt
Γ
)
. (13)
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For times much less than Ω−1 but still much greater than
Γ−1, Equation (13) agrees with previous results that at
high temperatures D(t) ∝ t. This linear behaviour of
D(t) allows one to specify a single decoherence time scale
τdec =
h¯2
8Mγa2kBT
. (14)
Even when the high temperature limit kBT >> h¯Γ is
valid, however, this formula is not really universal. For
sufficiently high T or a2, decoherence will already have
occurred (e−D(t) << 1) at times smaller than or on the
order of Γ−1. We will then have to write
D(t) ≃ 4MγkBTa
2
h¯2
Γt2 , (15)
from which one must deduce the much longer timescale
τ ′dec =
h¯
2a
√
MγΓkBT
. (16)
For lower temperatures, or non-Ohmic environments,
D(t) will generally not be linear, and the time at which
e−D(t) << 1 will be a complicated function of temper-
ature and a2. The existence of a single simple formula
for “the” decoherence time scale is a special property of
the Ohmic independent oscillator model at high, but not
ultra-high, temperatures.
III. INITIAL STATE PREPARATION
Simple or not, all the decoherence timescales which
might be identified in models like that of Section II have
the common feature of being very short. Warnings have
long been made, however, that that the rapidity of this
initial burst of decoherence might be spurious, in that
it might be a special consequence of an initial state in
which the system and environment are negligibly entan-
gled. Since it is the high frequency modes of the envi-
ronment that are responsible for rapid decoherence, the
neglect of initial entanglement is particularly dubious:
these fast modes are precisely the ones which will tend
to be adiabatically dragged along with the system, if the
system is put into a “Schro¨dinger’s Cat” state by a phys-
ical process instead of by theoretical fiat. Despite warn-
ings about this issue in prose, however, there has so far
been no actual calculation to really lay this ghost to rest.
In this section we examine a model which is essentially
the same as those of Section II or Reference [18]. In-
stead of following the evolution of an initial superposition
of displaced Gaussian states, however, we will take the
ground state of the complete system as our initial state,
and apply an external force which drives the Brownian
oscillator into a superposition of displaced Gaussians over
a finite period of time. We find that decoherence occurs
in this scenario, but that it is no longer characterized
by the short UV time scale. The strong initial burst of
decoherence, which has been ubiquitous but suspect in
previous studies, is indeed suppressed.
We again take the Hamiltonian
H0 =
P 2
2M
+
MΩ2
2
Q2
+
1
2
∫ ∞
0
dω [(pω + gfωQ)
2 + ω2q2ω] , (17)
just as in Equation (1) above. We also retain the Ohmic
specification for fω given by Equation (8). We do make
an important change in our system, however, even though
it does not show up in H0: we endow our Brownian os-
cillator with a two-state internal degree of freedom, such
as a spin. The Hamiltonian as written so far does not
distinguish between the oscillator’s two internal states;
but we now add to it an external force which does dis-
tinguish them, and which will thereby be able to create
a Schro¨dinger’s Cat state from the ground state:
Hα = H0 + aα(t)σˆP . (18)
Here a is again a distance scale, α(t) is a time-dependent
c-number having dimensions of frequency, with α(0) = 0,
and the Pauli spin matrix σˆ acts in the internal space.
We will then take our initial state to be
|Ψi〉 = 1√
2
|φ0〉
(|+〉+ |−〉) , (19)
where |φ0〉 is the ground state of H0, and σˆ|±〉 = σ|±〉
for σ = ±1.
Since the internal state of the oscillator does not evolve
in this model, the two different realizations of σ which
are present in the initial state merely label two branches
of the total quantum state at any time. For non-zero
α(t), the spatial wave functions associated with these two
branches will over time become quite different. Choos-
ing α(t) = 2δ(t), for example, will reproduce the initial
Schro¨dinger’s Cat state of Reference [18] (which is very
similar to that of Section II above). In what follows here
we will consider the case where α(t) is not a delta func-
tion.
As explained in Reference [18], H0 can be diagonalized
by defining new operators Aω, π
A
ω :
H0 =
1
2
∫ ∞
0
dω
[
(πAω )
2 + ω2A2ω
]
, (20)
where
P =
∫ ∞
0
dω p(ω)Aω (21)
p(ω) =
gω2Γ√
π[ω2 + Γ¯2][ω2 − (Ω¯ + iγ¯)2][ω2 − (Ω¯− iγ¯)2]
.
The barred quantities Γ¯, Ω¯, and γ¯ are renormalized ver-
sions of the bare parameters. The bare parameters may
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be expressed simply in terms of the renormalized ones
(the inverse relation being a complicated cubic formula)
[18], but we will assume that Γ >> Ω >> γ, and in
this case the differences between the barred and unbarred
quantities are negligible. Q, qω, and pω may also be ex-
pressed in terms of the new operators, but we will only
be needing Eqn. (21).
Since the wave functional for the ground state |φ0〉 is
the familiar harmonic oscillator Gaussian, it is easy to
work out the wave functional for the state at time t in
the πAω representation:
Ψ[πAω , σ; t]
= 〈σ|〈πAω |T e−
i
h¯
∫
t
0
dt′Hα(t
′)|φ0〉|σ〉
= Z(t) exp
[
− 1
2h¯
∫ ∞
0
dω
ω
(
[πAω
+σp(ω)
∫ t
0
dt′ α(t′) cosω(t− t′)]2
+2iσp(ω)πAω
∫ t
0
dt′ α(t′) sinω(t− t′)
)]
. (22)
T denotes time ordering, and Z(t) is a normalization
constant into which we have absorbed an irrelevant time-
dependent phase. We can then obtain the reduced den-
sity matrix for the Brownian particle, in the Q represen-
tation, merely by performing some Gaussian integrals:
ρ(Q,Q′, σ, σ′; t)
=
∫
dξ
∫
DπA exp
[ i
h¯
ξ
∫ ∞
0
dω
p(ω)
Mω2
πAω
]
×Ψ[πAω − p(ω)Q, σ; t]Ψ∗[πAω − p(ω)Q′, σ′; t]
= N exp
[
−MΩ2
4h¯
(Ω1
Ω2
[Q−Q′
−(σ − σ′)
∫ t
0
dt′α(t′)y(t− t′)]2
+[Q+Q′ − (σ + σ′)
∫ t
0
dt′α(t′)r(t − t′)]2
−2i(σ + σ′)(Q −Q′)
∫ t
0
dt′α(t′)s(t− t′)
−2i(σ − σ′)(Q +Q′)
∫ t
0
dt′α(t′)z(t− t′)
]
× exp
[
− (σ − σ
′)2
4
Dα(t)
]
. (23)
Several new functions and quantities have been intro-
duced in Eqn. (23). N is simply a normalization con-
stant. There are two new frequencies
Ω1 ≡ 1
M
∫ ∞
0
dω
[p(ω)]2
ω
Ω2 ≡M
[∫ ∞
0
dω
[p(ω)]2
ω3
]−1
. (24)
Using these we also define four dimensionless functions
r(t) ≡ 1
M
∫ ∞
0
dω
[p(ω)]2
ω2
cosωt
s(t) ≡ 1
MΩ2
∫ ∞
0
dω
[p(ω)]2
ω
sinωt
y(t) ≡ 1
MΩ1
∫ ∞
0
dω
[p(ω)]2
ω
cosωt
z(t) ≡ 1
M
∫ ∞
0
dω
[p(ω)]2
ω2
sinωt . (25)
Note that r(0) = y(0) = 1, and s(0) = z(0) = 0.
These functions may all be evaluated explicitly by con-
tour integration. One finds that r(t) and s(t) are (for
Γ >> Ω >> γ) very close to e−γ¯t cos Ω¯t and e−γ¯t sin Ω¯t,
respectively, while y(t) and z(t) are similar, but also in-
clude some exponential-integral terms (at first order in
(γ/Ω)). We can therefore see that (23) prescribes evolu-
tion of Gaussian peaks along classical trajectories, for the
“diagonal” terms with σ = σ′. The interference terms,
with σ = −σ′, evolve slightly differently, but are also
suppressed by the decoherence prefactor e−Dα(t).
This prefactor is given by
Dα(t) =MΩ1
[∫ t
0
dt′
∫ t
0
dt′′ α(t′)α(t′′)y(t′ − t′′)
−
(∫ t
0
dt′ α(t′)y(t− t′)
)2]
−MΩ2
(∫ t
0
dt′ α(t′)z(t− t′)
)2
. (26)
In the case where α(t) = 2δ(t), decoherence is rapid be-
cause the function 1−y2(t) grows on the cut-off timescale
Γ−1. This occurs because, as one can see by inserting (21)
in (25), Ω1y(t) diverges logarithmically when Γ→∞ and
t → 0. Hence Ω1y(t) drops precipitously within a few
cut-off times of t = 0. But the convolutions appearing
in (26) clearly cannot vary more rapidly than α(t) itself.
If one chooses α(t) = sinΛt for some Λ << Γ, for ex-
ample, the logarithmic divergence in Ω1y(t) for t → 0
will be regulated by the smearing with α(t), and nothing
in Dα(t) will evolve on a time scale set by Γ. We can
therefore see that, if a Schro¨dinger’s Cat state is created
by some physical process (as in Refs. [2] and [3]), rather
than by theorist’s fiat, the rate of decoherence will no
longer be set by the cut-off scale, but instead by some
combination of the timescales of α(t), Ω, and γ. In gen-
eral, an upper bound on the decoherence time scale is set
by the time scale on which a Schro¨dinger’s Cat state is
actually constructed in the laboratory.
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IV. SATURATION OF DECOHERENCE AT
LONG RANGE
In both of the examples we have studied to this point,
the decoherence exponent D(t) scales quadratically with
the separation scale a. In this section, we consider two
cases in which a single particle which interacts non-
linearly (quasi-locally) with a linear environment, and
the rate of decoherence of two localized states of the par-
ticle turns out not to increase indefinitely with the dis-
tance between the two particle positions. Instead the de-
coherence rate reaches a plateau at some distance, which
is set by the range of the interaction between the particle
and the environment.
This point has been argued persuasively by Gallis and
Fleming [19] and by Gallis [22,23], in several insightful
papers. At the level of general principle, the calcula-
tions we present in this Section supplement and support
their results. We are able to proceed somewhat further,
however, both in solving a simple model exactly, and in
deriving results from first principles without phenomeno-
logical assumptions. At a more detailed level, our results
differ from those of Gallis and Fleming, in that we iden-
tify cases where the lengthscale at which decoherence sat-
urates is set not by an environmental correlation length,
but by an interaction range, or by the time over which
the interaction occurs.
The first of our cases is an idealized model which can
be solved exactly (in the sense that the evolution of the
quantum state is determined by a non-linear first order
ordinary differential equation, which can itself be solved
analytically in some non-trivial cases). The second is
a more realistic model, in which the environment is a
quantum field, but we will only be able to describe cer-
tain features of the influence functional that are clearly
relevant to decoherence.
A. The ‘mattress model’
We consider a non-relativistic quantum particle in one
dimension, which is free except for its interaction with an
environment. This environment resembles an expensive
(but one-dimensional) mattress: it consists of a series of
independent ‘pocketed coil’ spring-systems, sited at equal
intervals along a line, each interacting with the particle
only when it is sufficiently near to them. The Lagrangian
for this system is
Lmat =
M
2
x˙2 +
1
2
N∑
n=−N
∫ ∞
0
dω I(ω)
(
q˙2n,ω
−ω2[qn,ω − g
ω
f(x− nd)]2
)
, (27)
whereM is the particle mass, x is its position in space, n
labels the 2N+1 sites of the ‘pocketed coils’, and d is the
distance between these sites. Each pocketed coil consists
of a number of linear springs whose displacements are
qn,ω, having natural frequencies ω, distributed according
to the spectral density I(ω). The springs are connected
to the particle with a coupling strength g, modulated
by the spatial profile f(x). By our prescription that the
interaction be ‘quasi-local’, we mean that we will assume
that f(x) vanishes for |x| → ∞.
The evolution of the reduced density matrix of the
Brownian particle is expressed in path integral language
as
ρ(xf , x
′
f ; t) =
∫
dxidx
′
i ρ(xi, x
′
i; 0)
×
xf∫
xi
Dx
x′f∫
x′
i
Dx′ e ih¯ (S[x]−S[x′])F [x, x′] , (28)
where F [x, x′] is the influence functional. Since the envi-
ronment in this model is merely a collection of harmonic
oscillators, it is easy to compute F [x, x′]. If we take I(ω)
to be a constant up to some irrelevantly large cut-off fre-
quency Γm, and assume that the environment is initially
in a high temperature (kBT >> h¯Γm) thermal state, un-
correlated with the particle, we obtain for the influence
functional the well known form
F [x, x′] =
exp
[
− g
2
2h¯
∫ t
0
dt′
N∑
n=−N
(kBT
h¯
[f(x− nd)− f(x′ − nd)]2
+iδ(t′)[f2(x− nd)− f2(x′ − nd)]
+
i
2
[f(x− nd)− f(x′ − nd)]
×[x˙f ′(x − nd) + x˙′f ′(x′ − nd)]
)]
. (29)
If we further take the infinite continuum limit N →
∞, d→ 0, and also let g → 0 but keep constant µ ≡ g24d ,
we obtain the very simple case in which the evolution of
the reduced density matrix of the particle is given by the
path integral
ρ(xf , x
′
f ; t) =∫
dxidx
′
i ρ(xi, x
′
i; 0)
×
∫
D∆DΣ exp
[ i
h¯
∫ t
0
dt′ [M∆˙Σ˙− 2µΣ˙U ′(∆)
+4i
µkBT
h¯
U(∆)]
]
, (30)
with the boundary conditions ∆(0) = xi − x′i, ∆(t) =
xf − x′f , Σ(0) = (xi+x′i)/2 and Σ(t) = (xf + x′f )/2, and
where
U(∆) ≡
∫ ∞
−∞
dy f(y)[f(y)− f(y −∆)] . (31)
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As an example to indicate the implications of (31), note
that a Gaussian f(y) ∝ exp[−ay2] implies U(∆) ∝
(1−exp[−a∆2/2]) By analogy with the much-studied lin-
ear cases, U(∆) may be said to represent environmental
noise acting on the particle. The fact that its derivative
appears in Equation (30) as a dissipative term may be
considered a fluctuation-dissipation relation. In the limit
where µ → 0 but T → ∞ so that µT remains finite, we
obtain the dissipationless model of Gallis and Fleming
[19]. One can therefore consider the present Section to
be an extension of their model into a regime in which a
fluctuation-dissipation relation exists.
Markovian dynamics, and the translation invariance
that obtains in the continuum limit, have conspired to
make the exponent in Equation (30) linear in Σ(t′). Con-
sequently, the path integral may be performed trivially,
and we obtain the propagator equation
ρ(xf , x
′
f ; t) = N(t)
∫
dxidx
′
i
(
ρ(xi, x
′
i; 0)
× exp
[ i
h¯
K
2
(xf + x
′
f − xi − x′i)
]
× exp
[
−4µkBT
h¯2
∫ t
0
dt′ U(∆0)
])
, (32)
where N(t) is a normalization constant that is a relic of
the path integral measure. K = K(xf − x′f , xi − x′i, t)
and ∆0(t
′) are defined by the promised first order ODE:
M∆˙0(t
′)− 2µU ′(∆0(t′)) = K , (33)
with K = K(∆f ,∆i, t) fixed by the two boundary con-
ditions ∆0(t) = xf − x′f and ∆0(0) = xi − x′i.
We pause here to summarize our results so far. We
have considered a model in which, in effect, every point
in one dimensional space holds an independent oscillator
heat bath, which provides Ohmic dissipation and white
noise to a free particle, as long as it is within range.
This model thus represents a conveniently ideal limit of
any scenario in which a particle interacts locally with its
environment, and information transport within this envi-
ronment is negligible. As with totally linear models, the
path integral for this open quantum system can be per-
formed analytically; but this model contains non-linear
dynamics, in the coupling profile f(x). We now proceed
to investigate some consequences of this non-linearity.
From the assumption that f(x) vanishes for large |x|,
we can easily derive certain properties of the important
overlap function U(∆). By examining Equation (31) in
Fourier space, we can see that U(∆) > 0, except at
∆ = 0. U thus clearly drives decoherence of superpo-
sitions of quantum states that are localized at differ-
ent locations. Furthermore, one can easily show that
U(0) = U ′(0) = 0, and that U ′′(0) > 0. For small ∆,
then, U looks like a parabola. If we were to take U to
be a parabola exactly, however, we would obtain merely
the high temperature limit of the free-particle Caldeira-
Leggett model [4].1 But we can also see from Eqn. (31)
that for large ∆, F (∆) approaches the positive constant∫
dy f2(y) — which may be set equal to 1 by rescaling
µ. This saturating behaviour of the decoherence term is
arguably a generic effect of locally coupled environments:
states of the environment that are deformed differently
by interaction with the particle at different locations are
just as orthogonal if these two locations are barely out
of interaction range with each other, as if they were in-
finitely far apart. A miss is as good as a mile.
By establishing the saturation of decoherence with in-
creasing distance, we have attained the real point of
this subsection. As an interesting appendix, though, we
point out that we can actually proceed further in solving
the mattress model, by constructing the (k,∆) represen-
tation of the density matrix — the “Rengiw function”
R(k,∆).
ρ(Σ +
∆
2
,Σ− ∆
2
) =
∫
dk
2πh¯
e
i
h¯
kΣR(k,∆) . (34)
From Equation (32), we find that
R(k,∆f ; t) = h¯N(t) exp
[
−4µkBT
h¯2
∫ t
0
dt′U(∆)
]
×R(k,∆(0); 0)∣∣∣∂∆(0)
∂k
∣∣∣ , (35)
where ∆(t′) is determined by ∆f , k, and t through the
equation of motion
M∆˙(t′)− 2µU ′(∆(t′)) = k , (36)
with the single boundary condition ∆(t) = ∆f .
(Whether one calls this the same equation as (33)
seems to be a matter of semantics. However one de-
cides the matter, ∆(t′) = ∆(k,∆f , t; t
′) and ∆0(t
′) =
∆0(∆f ,∆i, t; t
′) are closely related: ∆0(∆f ,∆i, t; t
′) =
∆
(
K(∆f ,∆i, t),∆f , t; t
′
)
.)
Evaluating ∂∆(0)∂k clearly requires solving Equation
(36). But we can learn something about its behaviour
by differentiating Equation (36) with respect to k, keep-
ing t and ∆f fixed, to obtain a linear equation for
∂∆(t′)
∂k :
M
∂2∆
∂k∂t′
= 1 + 2µU ′′(∆)
∂∆
∂k
. (37)
The constraint that ∆f be held fixed implies the bound-
ary condition that ∂∆∂k |t′=t = 0. This equation may then
easily be solved, to obtain
1Since the Caldeira-Legget model is dynamically classical, it
is not surprising that the dynamics of the classical mattress
model for any f(x) is also only sensitive to U ′′(0), and not to
U(∆) as a whole.
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∂∆(0)
∂k
= − 1
M
∫ t
0
dt′ e
− 2µ
M
∫
t′
0
dt′′ U ′′(∆(t′′))
. (38)
Equation (38) is easy to evaluate at any fixed point
of Equation (36). For example, we know that for
k = 0 there is fixed point at ∆ = 0. We can there-
fore use (38) to fix N(t), because the requirement that∫
dxf ρ(xf , xf ; t) = 1 is equivalent to demanding that
R(0, 0) = 1. We therefore find that
N(t) =
2µU ′′(0)
h¯(1− e− 2µM U ′′(0)t)
, (39)
which has the correct dimensions of (length)−2.
The fixed point at the origin of (k,∆)-space is unsta-
ble. This is actually a familiar phenomenon, occurring
in the Caldeira-Leggett model [4]: the fact that a large
range of ∆f near the origin are determined by a narrow
range of ∆i is precisely what allows the system to “for-
get” its initial state, and approach equilibrium at late
times. Unstable fixed points of Equation (36) are thus
easy to associate with dissipation. If U(∆) were totally
parabolic, as in a linear model, these would be the only
fixed points present; but it is easy to see that if U ap-
proaches a constant at large |∆|, then for small enough
|k| there will also be fixed points that are stable. At
these points, the factor |∂∆(0)∂k | in (35) will grow expo-
nentially with time. Careful consideration shows that
the case h¯2U ′′ > 2MkBTU in which this exponential
growth even overcomes decoherence in Equation (35) is
actually a violation of our premise that the thermal fre-
quency kBT/h¯ is much higher than any other frequency
in the problem. Nevertheless, the stable fixed points are
places where R(k,∆) does not decay as rapidly with time
as one might naively expect. Their existence is a novel,
non-linear phenomenon, whose interpretation and signif-
icance is under investigation.
B. Field models
We now consider a more realistic case in which a non-
linear interaction between a Brownian particle and its
environment causes the decoherence rate to saturate at
large distances. Here the environment will be a quantum
field in n spatial dimensions. Because this case is not
as simple as the mattress model, we will only be able to
derive certain properties of the influence functional, but
from these we will be able to draw significant conclusions
about the distance-dependence of decoherence.
Suppose that the interaction Hamiltonian coupling our
particle to the field is of the form
Hint(t) = g
∫
dnyΦ(~y, t)f˜
(|~y − ~x(t)|)
≡
∫
dnyΦ(~y, t)j(~y, t) . (40)
Here ~x(t) is the position of our Brownian particle (also
in n dimensions), and g is a coupling constant. Note
that Φ(~y, t) is the quantum field operator in the inter-
action picture: the field has a time-independent self-
Hamiltonian HΦ, and we have the interaction picture
evolution equation
ih¯Φ˙ = [Φ, HΦ] . (41)
Much as in the mattress model above, the particle couples
to the field through a window function f˜(|~y|), which has
dimensions of (length)−n and vanishes at large |~y|. (Our
notation f˜ anticipates the fact that the Fourier transform
fk of this window function will play essentially the same
role as fω in Sections II and III, as long as we use units in
which c = 1 so that the distinction between spatial and
temporal frequency can be made implicit.) If f˜ were a
delta function, the coupling would be exactly local; but,
to be consistent in neglecting such phenomena as pair
production of more Brownian particles, we will assume
that f˜ has support over some finite UV cut-off length
scale.
We again express the evolution of the Brownian par-
ticle’s reduced density matrix by Equation (28), with
x → ~x for n > 1. Since any decoherence during this
evolution is expressed in the influence functional, we will
focus our attention on F [~x, ~x′]. By assuming that the
initial state of the field Φ is described by a thermal den-
sity matrix ρΦ = Z
−1
β e
−βHΦ uncorrelated with the initial
state of the system, we can write the influence functional
formally as
F [~x, ~x′] =
1
Zβ
Tr
{
T exp[− i
h¯
∫ t
0
dt′Hint(t
′, ~x)
]
× exp
[
−βHΦ
]
×T¯ exp
[ i
h¯
∫ t
0
dt′Hint(t
′, ~x′)
]}
, (42)
where T¯ denotes reverse time ordering, and the trace is
over the field sector of Hilbert space.
Using the definition of the source field j(~y) from (40),
we can define the influence phase V [j, j′], such that
F [~x, ~x′] ≡ exp iV [j, j′] . (43)
We have written V [j, j′] in terms of the sources j instead
of the positions ~x because in this form it is familiar from
quantum field theory as the generating functional for con-
nected n-point functions. In evaluating F perturbatively
in the coupling g, V rather than F itself is the most nat-
ural object to compute directly. It will also be easiest
for us to compare V with the exponential expressions de-
rived in previous Sections. In order to derive illustrative
results without undertaking any very intricate calcula-
tions, we will limit ourselves to discussing the influence
phase to second order in g. Assuming that HΦ has no
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odd-power terms, so that Tre−βHΦΦ = 0, we find that
this second order term is given by
V2[j, j′] = (44)
− i
2h¯2
∫
dny1d
ny2
∫ t
0
dt1
∫ t1
0
dt2
{
[j(~y1, t1)− j′(~y1, t1)]
×
(
[j(~y2, t2) + j
′(~y2, t2)]〈[Φ(~y1, t1),Φ(~y2, t2)]〉β
−[j(~y2, t2)− j′(~y2, t2)]〈{Φ(~y1, t1),Φ(~y2, t2)}〉β
)}
,
where {A,B} ≡ AB+BA, and 〈A〉β ≡ Z−1β Tr (e−βHΦA).
Assuming further that HΦ is spatially homogeneous
and isotropic, we can simplify our expressions further by
defining the Fourier transforms
〈[Φ(~y1, t1),Φ(~y2, t2)]〉β
= ih¯
∫
dnk
(2π)n
ei
~k·(~y1−~y2)Gr(k, t1 − t2)
〈{Φ(~y1, t1),Φ(~y2, t2)}〉β
= h¯
∫
dnk
(2π)n
ei
~k·(~y1−~y2) Gh(k, t1 − t2) , (45)
where k ≡ |~k|. Employing also the Fourier transform fk
of the window function f˜(|~y|) from Equation (40), we can
write
V2[j(~x), j′(~x′)] =
− g
2
2h¯
∫
dnk
(2π)n
f2k
∫ t
0
dt1
∫ t1
0
dt2
(
ei
~k·~x(t1) − ei~k·~x′(t1))
×
(
Gh(k, t1 − t2)
(
e−i
~k·~x(t2) − e−i~k·~x′(t2))
−iGr(k, t1 − t2)
(
e−i
~k·~x(t2) + e−i
~k·~x′(t2)
))
. (46)
For comparison with our results below, note that the
so-called “dipole approximation” to (46), obtained by ex-
panding to leading order in ~x − ~x0 and ~x′ − ~x0 for any
constant ~x0, is
Vdipole[j(~x), j′(~x′)] =
−
∫ t
0
dt1
∫ t1
0
dt2 (~x− ~x′)t1 ·
(
(~x− ~x′)t2ν(t1 − t2)
−i(~x+ ~x′)t2η(t1 − t2)
)
, (47)
where the dissipation and noise kernels are given by
η(t) =
g2
2nh¯
∫
dnk
(2π)n
k2f2kGr(k, t)
ν(t) =
g2
2nh¯
∫
dnk
(2π)n
k2f2kGh(k, t) . (48)
Equation (47) is the familiar form of the influence phase
for a bath of independent harmonic oscillators coupled
linearly to a Brownian particle.
For general HΦ, it is of course difficult to obtain the
complete propagators Gr and Gh. Formally, however,
constraints imposed by unitarity and causality allow one
to write them as
Gr(k,∆t) =
e−Λ(k)|∆t|
2ω
sinω(∆t)
Gh(k,∆t) =
e−Λ(k)|∆t|
2ω(coshβω − cosβΛ)
×(sinhβω cosω(t1 − t2)
+ sinβΛ sinω|∆t|) , (49)
for some ω(k, β) and Λ(k, β) (which may in principle be
determined by solving Schwinger-Dyson equations) [20].
For the purposes of illustration, we will consider only two
simple limiting cases of the dynamics of Φ: the strongly
overdamped case, and the case where Φ is free.
The overdamped limit is approached when Φ is coupled
to a large number of light fields, which are to be traced
over as well as (and, by a purely presentational choice,
before) Φ itself. The result that we assume is that Λ(k)
is, for all important k, by far the highest frequency that
is significant in the problem. Under this assumption, the
exponential decay in the propagators (49) so dominates
their behaviour that they may be approximated by local
distributions, proportional to the delta function or its
derivatives. Thus, the leading contributions to (49) are
found by setting
Gr(k, t1 − t2)→ 2
Λ3(k)
δ′(t1 − t2)
Gh(k, t1 − t2)→ δ(t1 − t2)
ωΛ(k)
sinhβω
(coshβω − cosβΛ) . (50)
Applying (50) to (46), we obtain
V2[j(~x), j′(~x′)] = (51)
−
∫ t
0
dt1
[
Vn
(|~x− ~x′|)
−iVd
(|~x− ~x′|)(~˙x+ ~˙x′) · (~x− ~x′)] ,
where the functions Vn(r) and Vd(r) are defined to be
Vn(r) = −i g
2
2h¯
∫
dnk
(2π)n
f2k
Λ(k)ω
× sinhβω
(coshβω − cosβΛ) (1− cos
~k · ~r)
Vd(r) =
g2
2h¯r2
∫
dnk
(2π)n
f2k
Λ3(k)
~k · ~rei~k·~r . (52)
It is easy to see that, as r → 0, Vn(r) ∝ r2 and Vd(r)
approaches a constant quadratically. For r → ∞ on the
other hand, oscillatory terms will wash out in the inte-
grals: Vn(r) approaches a constant, and Vd(r)→ 0. Once
again, decoherence saturates at large distances.
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Note that, since Equation (46) involves a single in-
tegral, we can regard V2 as part of an effective action,
and derive a master equation for ρ(~x, ~x′; t) by the same
method one uses to obtain the Schro¨dinger equation from
the path integral for a wave function [21]. If H0(~px, ~x) is
the self-Hamiltonian for the Brownian particle, the result
is
ih¯ρ˙ =
[
H(−ih¯~∇x, ~x)−H(−ih¯~∇x′ , ~x′)
]
ρ
+i
h¯
M
Vd(|~x− ~x′|) (~x − ~x′)·(~∇x − ~∇x′) ρ
−iVn(|~x− ~x′|) ρ . (53)
This is the same form of master equation as that postu-
lated by Gallis in Reference [23].
We now turn to our second simple limit of Equation
(49). When the field Φ is free and massless, the propa-
gators have the following trivial form:
Gr(k, t1 − t2) = 1
2k
sin k(t1 − t2)
Gh(k, t1 − t2) = 1
2k
cos k(t1 − t2) cothβh¯k/2 . (54)
In this case, the kernels entering in the influence func-
tional are truly nonlocal and the behavior is entirely non–
Markovian. Due to the interplay between nonlinearity
and nonlocality (in time), it is not possible to obtain a
local master equation.
However, to investigate the behaviour of decoherence
as a function of separation distance, we can evaluate the
influence functional for a pair of simple histories, in which
the distance between the two trajectories remains con-
stant for all times: ~x− ~x′ = ~L. In this case the absolute
value of the influence functional is
|F [x, x′]| ≡ exp
[
−DL(t)
]
= exp
[
− g
2
4h¯
∫ t
0
dt1
∫ t
0
dt2
∫
dn~k
(2π)n
f2k
k
coth
h¯βk
2
× cosk(t1 − t2)
(
1− cos~k · ~L)] . (55)
The temporal integration is straightforward, and while
for even n the angular integration produces Bessel func-
tions, for n = 1 and n = 3 the results are tractable
integrals over k:
DL(t)
n=1
=
2g2
πh¯2
∫ ∞
0
dk
k3
f2k
× sin2(kt
2
) coth
βh¯k
2
(1− cos kL)
DL(t)
n=3
=
g2
π2h¯2
∫ ∞
0
dk
k
f2k
× sin2(kt
2
) coth
βh¯k
2
(1− sin kL
kL
) . (56)
In the convenient case of the Lorentzian window function
f2k = Γ
2/(k2+Γ2), and in the limits of high temperature
or zero temperature, we can evaluate (56) by using con-
tour integration (and, in the n = 1 case, some integration
by parts). At high temperatures (kBT >> h¯Γ) we obtain
h¯2Γ3
g2kBT
DL(t)
T→∞−→ (1 − e−ΓL)(1− e−Γt) (57)
+
{
Γ3t2
2 (L − t/3)− Γt+ e−ΓL sinhΓt , t < L
Γ3L2
2 (t− L/3)− ΓL+ e−Γt sinhΓL , t > L
fpr n = 1, and
2πh¯2Γ
g2kBT
DL(t)
T→∞−→ −(1− e−ΓL)(1− e−Γt) (58)
+
g2kBT
2πh¯2Γ
{
Γt− e−ΓL sinhΓt , t < L
ΓL− e−Γt sinhΓL , t > L .
for n = 3.
DL(t) is plotted, for n = 3 and T → ∞, in Figure
1. The shape of the function, being symmetric in t and
L, vanishing along the axes, rising with increasing t+L,
and having a sort of “ridge” along the line t = L, is
qualitatively similar for n = 1.
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FIG. 1. The decoherence suppression factor DL(t), defined
as the real part of the influence phase for two trajectories in
which x and x′ are constant in time, and differ by L. The
environment is a massless quantum field in n dimensions; the
plotted function is for n = 3 and high temperature T → ∞.
The L and t axes are in units of the UV cut-off scale Γ−1, while
the vertical scale is linear but arbitrary, since it depends on
g2kBT .
At zero temperature (β →∞) it is convenient to define
the functions
κ1(z) =
1
2
[ezEi(−z) + e−zEi(z)]− (1 + z2/2)[C + ln z]
κ3(z) = C + ln z − 1
2
[ezEi(−z) + e−zEi(z)] . (59)
10
C is Euler’s constant (often called γ instead), and Ei(z) is
the exponential-integral function [24]. In terms of these
functions κn, we have
DL(t)
∣∣
T=0
= κn(Γt) + κn(ΓL)− 1
2
κn
(
Γ(t+ L)
)
−1
2
κn
(
Γ|t− L|), n = 1, 3 . (60)
For both n = 1 and n = 3, the behaviour of DL(t) is
still qualitatively similar to that shown in Figure 1, even
at T = 0. The only noticeable differences are that the
“ridge” along t = L is sharper, especially for n = 3,
but that along the top of this ridge the function rises
somewhat more gradually with increasing t+ L.
2 4 6 8 10
L
2a: n=1, High TD
2 4 6 8 10
L
2b: n=3, High TD
2 4 6 8 10
L
2c: n=1, T=0D
2 4 6 8 10
L
2d: n=3, T=0D
FIG. 2. The decoherence suppression factor of Figure
1 plotted versus L at three successive instants in time:
DL(mΓ
−1), for m = 1, 2, 3 in order from bottom to top, i.e.,
successively higher curves correspond to later times. The unit
of L is the UV cut-off Γ−1. As in Figure 1, units of DL are
arbitrary, because each of the four functions plotted has a
different prefactor involving particle-field coupling constant
g2 (whose dimensionality depends on n) and/or T . Thus all
four vertical scales are linear, but they are not necessarily
commensurate.
Figure 2 shows plots of DL versus L in all four cases, at
three successive instants of time Γt = 1, 2, 3. In each case
it is clear that DL grows quadratically with L when L is
small, but slows down significantly at large L. For n = 1,
the large L behaviour is linear at high temperatures and
logarithmic at zero temperature; but for n = 3, DL ac-
tually approaches a constant at large L. In both cases,
a turnover from rapid to slow growth of DL can be seen
to occur around L = t (although for n = 1 at high tem-
peratures this turnover becomes less and less noticeable
at later times).
Even though the functions exhibited in Figures 1 and
2 are not directly related to the actual behaviour of the
Brownian particle (since trajectories of constant x are un-
likely to dominate the path integral for any H0), they do
provide some indication of the dependence of decoherence
on distance, and give a graphic illustration of the princi-
ple which is more firmly established by all the results of
this Section in combination: decoherence does not grow
quadratically with distance in general, but tends to sat-
urate at large distances, in a manner that will depend in
detail on the particular natures of the environment and
its interaction with the system under investigation.
V. CONCLUSION
In general, decoherence is indeed more of a minefield
than a checkpoint. At low temperatures, and certainly
for non-Ohmic environments, decoherence can be quite
complicated even in linear systems. Noise is coloured,
dissipative terms possess memory, back-reaction can have
dramatic effects even on short time scales, and in general
decoherence will be sensitive to all these features. With
spatial non-linearity, even when noise is white and dis-
sipation memory-less, decoherence tends to saturate at
long distances, and other novel effects appear. When
non-locality in time and non-linearity in space are both
present, things become still more complicated, and it is
clear that the simple pattern of decoherence found in
Ohmic linear systems at high temperatures is drastically
changed.
Since beginning work on this paper, we have become
aware of the remarkable experimental work of Brune et
al. [3], in which the increase of the decoherence rate as the
square of the separations scale is brilliantly confirmed, al-
beit over a limited range of separations. Thus, there ap-
pear to be sections of the quantum-classical border which
are reasonably orderly. In this paper, we are paying the
current crop of experiments the highest respect of theo-
rists: we are rushing to keep ahead of them, by consid-
ering still more complicated cases. And even so, many
of the possibilities we have addressed in this paper seem
likely to be encountered very soon in today’s laboratories.
A number of fascinating experiments currently under
way are exploring reaches of quantum physics, such as
atom optics, that have been part of quantum theory since
its earliest days, and have been consistently inferred from
observations, but have not hitherto been accessible to di-
rect empirical investigation. We certainly expect these
experiments to tell us much about how decoherence oc-
curs in the real world. But almost all such experiments
will be performed at low temperatures, with non-Ohmic
environments and non-linear interactions. We therefore
do not expect them to confirm the simple formulas that
have been obtained in the first generation of theoretical
studies. Rather, we hope to be able to use their results to
extend our understanding of decoherence into these more
complicated regimes. Experiments that have recently
been proposed seem to offer yet more scope for investigat-
ing hitherto exotic aspects of decoherence. In particular,
11
Poyatos, Cirac, and Zoller have recently shown how one
can in principle produce a wide range of different inter-
action Hamiltonians between a harmonically trapped ion
and the electromagnetic field [25]. The future of quan-
tum decoherence as an experimental study appears to br
bright; we will conclude this theoretical study with some
brief comments on the experimental roles of the issues we
have examined.
The experimental requirement for low temperatures
in eliciting non-classical behaviour is itself evidence sup-
porting the basic validity of the view that decoherence at
high temperatures is what ensures the effective classical-
ity of the macroscopic world. At low temperatures, how-
ever, decoherence becomes an interesting phenomenon in
its own right, and not simply a robust mechanism for
obtaining classical behaviour. In addition to the emer-
gence at low temperatures of quantum kinematics, one
must of course also expect the appearance of non-trivial
quantum dynamics, as lower energy states predominate
and the correspondence principle becomes less powerful.
Using an internal degree of freedom to enable a clas-
sical source to drive a particle into a Schro¨dinger’s Cat
state, as in our Section III, is actually very much what
is done in the remarkable recent experimental construc-
tion of a “Schro¨dinger’s kitten” by Monroe et al. [2].
There are also experiments that use rather the reverse
approach, in which internal degrees of freedom in the en-
vironment are put into superpositions, with the result
that a superposition of two different forces acts on a sin-
gle system degree of freedom [13,11]. It is no co-incidence
that both of these procedures have been suggested for
implementing quantum logic, since the ability to manip-
ulate Cat-like states is the basic requirement of quantum
computing. Considering decoherence that occurs during
such manipulations, rather than during mere storage of
a non-classical state, is therefore an important task. Our
analysis in Section III is a first step in that direction.
To make it more directly relevant to the various exper-
iments will require, at the least, extending it to cases
with non-Ohmic environments, in which one might ex-
pect to see non-trivial dependence of decoherence on the
time-dependence of α(t). For example, one might ex-
pect in the case of a supra-Ohmic environment that if
α(t) slowly grows and then shrinks again to zero, adia-
batic dragging would result in decoherence that likewise
rises and then diminishes dramatically. This possibility
of adiabatic recoherence does not arise to any significant
extent in the Ohmic regime.
The current fascinating experiments in atom optics
typically involve local interactions between particles and
their environments [8,9]. One will therefore certainly ex-
pect to see the kinds of saturation effects that we have
considered in Section IV. Even particles that are free,
or confined in simple enough wells that the dynamics of
the particles in isolation is exactly solvable, are in these
cases interacting non-linearly with environmental degrees
of freedom. This restricted form of non-linearity has not
been extensively studied, and seems capable of providing
some interesting phenomena. It is also worth noting that,
in many experimental set-ups, one expects environments
to be spatially inhomogeneous. (For example, in the sys-
tem of Reference [10] there is an evanescent wave mir-
ror present only at the bottom of an evacuated cavity.)
This may be expected to lead to decoherence kernels that
are non-trivial functions not only of off-diagonal variables
like the ∆ of our Section IV, but of mean spatial position
as well.
There is clearly a world of experimental possibilities
now opening; our message is that theory must keep
up with the times. We therefore end with a theorists’
proposal for another experiment, in which decoherence
should be adjustable in strength across a wide range.
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FIG. 3. Sketch of proposed system. The heavy dashed lines
indicate two trajectories of the particle over the conducting
plate. The large shaded regions represent the disturbance in
the electron gas inside the plate.
If charged particles are sent through a grating, inter-
ference patterns are the signature of (spatial) quantum
coherence. This phenomenon is well established, and is
observed consistently as long as the particle beam is iso-
lated from environmental degrees of freedom. If an envi-
ronment is deliberately introduced, however, in the form
of a conducting plate over which the particles must pass
before they are detected, then decoherence may occur. A
calculation in classical electrodynamics [26] shows that a
charge Q moving at speed v a constant height z above a
plate with resistivity ρ dissipates power a rate
P =
Q2ρv2
16πz3
. (61)
This implies Ohmic damping of the particle’s mo-
tion, with a damping co-efficient proportional to ρz−3.
Putting a layer of semi-conductor of thickness b on top
of the conductor multiplies (61) by 2b/3z [27].
Since the sensitivity to z is strong, and judicious choice
of the conducting medium permits any ρ from 108 to 10−8
Ωm, it should be possible to construct an apparatus in
which the effective strength of the system-environment
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interaction can be varied so as to span the spectrum be-
tween the effectively classical and the purely quantum
regimes. While the full quantum calculation necessary
to predict the features of decoherence in this system will
involve such complicated quantities as inner products be-
tween states of the conductor’s electron gas that have
been disturbed by different trajectories of the particle
overhead, the wide variability of the effective coupling
strength should in any case allow one to walk back and
forth across the quantum-classical No Man’s Land, ex-
ploring it at leisure. We are currently considering the
theoretical question; we look forward to being able to
compare our results with data from an experiment along
these lines.
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