Abstract. We find the minimal weighted energy Z a.x/jDuj n of maps u W R mCn ! S n with prescribed singularities, where a. / is a continuous positive weight. Our result extends previous ones of H. Brezis, J.-M. Coron and E. H. Lieb
Introduction
The problem of determining the minimum energy of a map u with values in the unit sphere and with prescribed singularities was first investigated by H. Brezis, J.-M. Coron and E. H. Lieb in Harmonic maps with defects ( [9] ), and it can be seen as a starting point in the analysis of some problems with applications in physics, like the ones concerning liquid crystals. The two-point problem was the following: given two points A 1 , A 2 in and d 2 Z C , minimize E A i ;d i .u/ WD Z jDu.x/j 2 dx;
when u 2 C. n ¹A 1 ; A 2 º R where deg.u; A i / is the usual topological degree of the restriction of u to a small sphere S surrounding the point A i (and is independent of the specific choice of S). The answer to the problem was given as with the infimum not being, in general, achieved.
The work is part of the author's PhD thesis in course at the Université de Lyon 1, Institut Camille Jordan, UMR 5208 of CNRS.
In this paper, we will treat a minimal energy problem that arises from a sequence of generalizations of the one above. Several variations were already proposed in [9] , and the following three are of interest to us. The first one was to consider more than two singularities (still a finite number of them), which lead to the concept of minimal connection between singularities with assigned degree. It was shown ([9, Theorem 1.1]) that the solution of the problem corresponding to the points A 1 ; : : : ; A N and the degrees d 1 ; : : : ; d N 2 Z that satisfy
where L is the length of a minimal connection: (1.1)
The key step in proving the inequality "6" is the dipole construction, that is, the construction of an almost minimizer concentrated around each line segment associated to a minimal connection. A second generalization consisted in placing the problem in a higher dimension, taking u 2 C. n ¹A 1 ; : : : ; A N º R p I S p 1 /, and it was proved that the least energy is given in this case by sphere S that links with M 0 (i.e., S is the boundary of a well-oriented .n C 1/-dimensional disk that transversally intersects M in a single point), and does not depend on the choice of S . They suggest that the solution should have the same form as (1.3), but the formula was afterwards rectified by F. Almgren, W. Browder, and E. H. Lieb in the paper Co-area, liquid crystals, and minimal surfaces ( [3] ).
In [3] , the authors first provide a new proof of the inequality ">" in (1.1), which uses the coarea formula and current slicing, and which can more easily be extended to higher dimensions. In the main theorem, they give the solution of the problem (1.4), put in the context of integral currents, and then give an outline of the proof. The result obtained was, roughly, that
A similar setting for this problem is given in the article of G. Alberti, S. Baldo and G. Orlandi, entitled Functions with prescribed singularities ( [2] ). Their main interest was to study the image of the distributional Jacobian Ju, which is known to describe in some sense the topological singularities of the map u. They have shown an identification between ?Ju, the current associated, via the Hodge-type operator ?, to the distributional Jacobian of an S n -valued map, and the boundary of a rectifiable current of codimension n. More precisely (see [2, Theorem 3.8 and Theorem 5.6]), they have proved, on one side, that given u 2 W 1;n . ; S n /, there exists a rectifiable current T that satisfies the inequality nC1 mass.T / 6 Z jDu.x/j n dx; (1.5) and the condition ?Ju D nC1 nC1 @T , and, conversely, that for a given current T , there exists a map u that verifies the above condition on its distributional Jacobian, and such that Z jDu.x/j n dx 6 c.m; n/ mass.T /; (1.6) where c.m; n/ is a constant that depends only on m and n. Their approach was the following: for the proof of the upper bound, they used a dipole construction together with a result concerning the approximation of integral currents by polyhedral ones, and a rather elaborate induction argument. The lower bound of the energy was obtained, in short, in the same manner as in [3] , through the use of the coarea formula. They presented the proof in much more detail though, giving a variant of the coarea formula that involves the distributional Jacobian, or more generally -for a map taking values in a Riemannian manifold M -the pullback of the volume form on M . This allows them to prove that the current T in (1.5) can be taken to be the slice determined by u at a point y 2 S n in the subset of where u is approximately differentiable.
In our paper, we will place the problem in the same setting proposed in [2] , but we discuss the associated weighted energy problem. We will also follow closely their strategy and see that, for the upper bound, replacing the dipole construction in [2] with the one originally introduced in [9] , and being careful at the estimates obtained in the induction process, their method actually yields c.m; n/ D c.n/ D n n=2 nC1 in (1.6), which is exactly the constant from (1.2). Also, inequality (1.5) is still valid for this larger constant, instead of nC1 .
The problem of the weighted energy was studied, in the classical context, by V. Millot in Energy with weight for S 2 -valued maps with prescribed singularities ( [16] ), where he considered the problem (1.1) with energy
for a measurable function a. / that satisfies 0 < 6 a. / 6 ƒ, for some given constants and ƒ. He showed that the formula (1.1) still holds, provided that the distance function used in the expression of the length of the connection is conveniently chosen. He adopted the following definition for the length of a segment .
where ".A 1 ; A 2 I "/ denotes the set ¹x 2 W jx x 0 j 6 ", for some x 0 2 .A 1 ; A 2 /º obtained by thickening the segment .A 1 ; A 2 /. The new distance was then defined by
where the infimum is taken over all the polygonal lines .A 1 ; : : : ; A N C1 / connecting the points A and B, such that dist 1 is the usual Euclidean distance in R 3 . We will consider the case where the function a. / is continuous, but where, as in [2] , the dimension and codimension are arbitrary. The exact statement of the main result will be given at the end of the next section. As we already mentioned, the strategy used is the one from [2] . However, in order to be able to take into consideration the fact that we are placed in a heterogeneous setting, we will have to define a new measure on , by analogy with the distance dist a defined in [16] . Naturally, the area of S in (1.3) must be replaced with the integral R S a.x/ dH 2 .x/, so we will define a modified Hausdorff measure H h a (which in fact makes sense even if a. / is only L n -measurable), and which for a Á 1 becomes the usual hdimensional Hausdorff measure on R n .
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Preliminaries and statement of the theorem
In this section we present the background of the problem. We will consider to be a bounded and smooth open subset of R p , and M a smooth oriented m-dimensional submanifold of R nC1 , with the dimensions satisfying m 6 n C 1 6 p.
Rectifiable currents
We recall in this subsection the definitions and the basic properties of the currents with which we are concerned. For further details, see [19, Chapter 24] , [17, Chapter 4] , [13, Chapter 2, Section 2], and, of course, [12] .
Basically, an h-dimensional current is a generalization of a distribution, where the place of the test functions C 1 c . ; R/ is taken by the h-dimensional differential forms with compact support D h . /. More precisely, D h . /, the space of h-dimensional currents on , is the topological dual of D h . / with respect to the topology induced by the family of seminorms
The vector space D h . / is then endowed with the weak topology, that is, the pointwise convergence of currents
jT .Á/j:
The boundary of T is the current @T 2 D h 1 . / defined by @T . / WD T .d /, for every 2 D h 1 . /, in consistency with Stokes' theorem.
The class of rectifiable currents R h . / consists of currents T that can be expressed by an integral formula
where e T is a compact, h-rectifiable subset of , Â T W e T ! Z C is an H h -measurable function called the multiplicity of T , and £ T is an orientation on e T . The mass of T then becomes
Given an H h -integrable function a. / W ! R, we can define another current
If a. / is the characteristic function of an H h -measurable set A, then T A is also written as T A, and is called the restriction of T to A. Given an h-rectifiable set S oriented by £ S , we let S denote the current associated to S through the same expression as in (2.1), where the multiplicity is considered equal to 1. If S is a smooth oriented compact manifold, then, by Stokes' theorem, we have that @ S D @S .
A current T 2 R h . / is called integral, and we write T 2 I h . /, if the boundary @T is also rectifiable. By the Closure Theorem [12, Theorem 4.2.16], a necessary and sufficient condition for a rectifiable current to be integral is that its boundary has finite mass.
The class of integral flat currents F h . / is defined as the set of currents T that can be written as the sum P C @Q, with P 2 R h . /, and Q 2 R hC1 . /. The flat (semi-)norm on F h . / is defined by
The space of integral polyhedral currents P h . / consists of rectifiable currents that can be written as a finite sum of h-dimensional simplexes with constant integer multiplicities. It represents a dense subset of F h . /, with respect to the flat norm. The inclusion relations between the previous classes of currents are the following: for every y 2 M , w 1 ; : : : ; w m 2 T y M , and any ¹ 1 ; : : : ; n mC1 º R nC1 a positively oriented orthonormal basis of N y M D T y M ? . The value of the above determinant is independent of the choice of basis of the normal space since passing to another one leads to the multiplication of the matrix on the right-hand side by an orthogonal matrix of determinant equal to 1. Suppose u W ! M is a differentiable map. We can then consider the pullback of the volume form ! with respect to u, which is the m-form on defined by
for every x 2 and v 1 ; : : : ; v m 2 R p . Remark that in [2] , the notation J ! u is used instead of u ] !, to emphasise the role that it plays in the definition of the distributional Jacobian.
For every x 2 , the form .u ] !/.x/ is an element of the space ƒ m .R p / of the m-covectors in R p , which can be endowed with the Euclidean norm, meaning that if we let I.m; p/ denote the set of ordered multi-indices˛D .˛1; : : : ;˛m/ with 1 6˛1 < <˛m 6 p, and ¹dx 1 ; : : : ; dx p º is the dual base of an orthonormal basis ¹e 1 ; : : : ; e p º of R p , then
.u ] !/.x/.e˛1; : : : ; e˛m/ dx˛1^ ^dx˛m and
With this knowledge, we can see that j.u ] !/.x/j is simply the Jacobian Du.x/ of the m .n C 1/-matrix Du.x/ of the differential of u at x that appears in the classical coarea formula, that is,
Indeed, writing the matrix of the differential of u in x with respect to the canonical basis ¹e 1 ; : : : ; e p º in R p and an orthonormal basis ¹£ 1 ; : : : clearly gives us
Remark that the quantity j.u ] !/.x/j is called the m-dimensional Jacobian of u at x in [3] . We will later make use of the following estimate:
that can be found also in [3, Appendix A. where ¹ 1 ; : : : ; n mC1 º is an orthonormal basis in N u.x/ M . By Hadamard's inequality and the arithmetic-geometric mean inequality we obtain
If however, du x is not surjective, then any m vectors du x .e˛1/; : : : ; du x .e˛m/ are linearly dependent, and so, j.u ] !/.x/j is zero. Notice that everything remains true almost everywhere if we suppose that the map u W ! M is only Lipschitz. Also, the definition of the pullback of ! makes sense if u is merely in W 1;m . ; M /, and then j.u ] !/. /j belongs to L 1 . /.
Rather than the form u ] !, the associated current ?u ] ! will be of more interest in what follows. The action of the Hodge-type operator ? on u ] ! is given by 
hence, also, for any continuous function W M ! R,
assuming that the left-hand side of (2.5) is integrable. If we choose the set A conveniently, we see that for H p m -almost every y in M , the Jacobian Du.x/ D ju ] !.x/j is defined and is non-zero, for H p m -almost any x in u 1 .y/. At every such points x, the differential du x vanishes on the tangent space of the level set u 1 .y/, and so, using a basis ¹e 1 ; : : : ; e p º of R p for which Tan hence, after normalisation, the map ?u ] ! defines an orientation of the rectifiable set u 1 .y/. Thus, u 1 .y/ becomes a rectifiable current of multiplicity equal to 1, that is,
for all Á 2 D p m . /, and for H m -almost every y 2 M . Equivalently, u 1 .y/ is the R p m -valued measure
so its total variation is
meaning that for all ' 2 C c . /, we have
By approximating ' with simple functions, we see that
x/ is H m -measurable (as pointwise limit of H m -measurable functions), that is, the mapping y 7 ! j u 1 .y/ j is weak-?-measurable. Applying the coarea formula and the Monotone Convergence Theorem, we obtain that, for any ' 2 C c . /,
The integrals are finite, because we have
which is finite, since is bounded, and thus, the map j u 1 . / j is weak-?-integrable. The same can be said about the function ju ] !. /j, as it belongs to L 1 . /, and so, we can express the equality (2.6) in short as
the integral sign R ? meaning that it is a weak-? (also known as Gelfand) integral. Furthermore, since the identity (2.6) is in fact true for every bounded function ' 2 L 1 . /, we can take ' as defined by the duality product
for any Á 2 D p m . /, and we get
This can be also written as
Suppose now that the map u belongs to W 1;1 . ; M /. In order to deduce an analogue of the coarea formula for Sobolev functions from the classical one, it is natural to try to use some Luzin type approximation results. We begin by covering , up to a Lebesgue null set E , by a disjoint sequence j of measurable subsets in R p with the property that the restriction u j of u to every such set is Lipschitz (using for example [10, Theorem 3, Section 6.6.3]). We can then apply formula (2.4) to every u j W j ! M , to obtain
for any L p -measurable set A and L p -integrable function a. / W ! R. Taking the sum over all j , we get
at least when a. / is nonnegative, where, on the left-hand side, we used the fact that the set E has Lebesgue measure zero. However, since the restriction uj E is not Lipschitz, it need not have the Luzin N-property, hence H p m .u 1 .y/ \ A \ E/ is not necessarily equal to zero, so in the analogue of the coarea formula for u we have to keep in mind that we have to remove the set E from the usual level set u 1 .y/. What we can say about this set E is that the function u is almost everywhere approximately differentiable on its complement n E, since every Lipschitz function is approximately differentiable almost everywhere. But in fact, as presented in [2] , in view of [12, Theorem 3.1.8] (see also [13, Theorem 3, Section 3.1.4]), we can take, in the above, E to be exactly the set of the points of non-approximate differentiability of u. By using the notation N y D u 1 .y/ n E, we have thus arrived to the following coarea formula:
and also, by the same argument as before, viewing N y as a rectifiable current of constant multiplicity 1, we deduce the representation formula
where the maps a. / and satisfy the same properties as before.
The distributional Jacobian
If u is a bounded map in W 1;n . ; R nC1 /, the distributional Jacobian of u is defined as the .n C 1/-form on given, in the distributional sense, by A useful remark, given by [2, Proposition 7.9], is that, in (2.10), we can replace ! 0 by any differential n-form Á D ! 0 with W S n ! R a smooth function with average equal to 1. Indeed, the integral over S n of the n-form .1 /! 0 equals zero, which implies that it is an exact form on S n (see for example [15, Theorem VII.B.6]). Then the conclusion follows, since the exterior derivative d commutes with the pullback and d ı d D 0.
The distributional Jacobian Ju describes in some sense the topological singularities of the map u. To exemplify, concerning u 2 W 1;n . R p ; S n /, the following are true:
(i) In the case p D n C 1, the map u can be approximated, in the W 1;n norm, by a sequence ¹u j º C 1 . ; S n / if and only if Ju D 0.
(ii) There exists a sequence ¹u j º C 1 . n j ; S n / such that u j ! u in W 1;n , where j D @.u We have seen that the Jacobian of u is given by Ju D 1 nC1 d.u ] . ! 0 //, where is any real smooth function on S n with average equal to 1, and ! 0 is the volume form on S n . Hence, by the properties of the ? operator, we have
We fix a point z 2 S n where y 7 ! N y is weak-? approximately continuous. This is in fact true for H n -almost all z, because, as we have seen, the map y 7 ! N y is weak-? H n -measurable. So, if we consider ¹Á i º a dense countable subset of D m . /, then, for every Á 2 D m . /, y 7 ! N y .Á/ is H n -measurable, hence H n -almost everywhere approximately continuous. Thus, for H n almost all z, the map y 7 ! N y .Á i / is approximately continuous in z, for every i , and, by density, it follows that all such points z are actually points of weak-? approximate continuity of N y .
Let i W S n ! R be a sequence of positive smooth functions with compact support which approximate the Dirac measure at z, such that
Then, using formula (2.9), we have that, for any Á 2 D m . /,
which converges to 0 when r i tends to 0, hence ?u ] . i ! 0 / converges, in the weak-? topology, to N z . Since the boundary operator is continuous, this implies that
noting that we have to use nC1 i in place of in the relation (2.11).
I. A. Molnar
We can now state the main result of the paper. 
To each map u in E./, we associate the weighted energy
for any strictly positive, continuous function a. / on , with inf a. / > 0. Then, the minimum energy of u is given by
where the infimum on the right-hand side is taken over the following class of integral currents: 
for every A R p .
Since H m w is obtained, like the usual Hausdorff measure, via the Carathéodory construction, it is indeed a (metric) outer measure on R p , and the following result shows the connection between H m w and H m . 
for any set A that is Borel H m -rectifiable and compact. We will apply Vitali-Besicovitch's covering theorem (see [4, Theorem 2.19] ) to cover A, up to a set of small H m -measure, with a disjoint family of small balls. For this, first, for any " > 0, we choose > 0 so that w. /, which is uniformly continuous on A, satisfies jw.x/ w.y/j 6 ", whenever jx yj 6 . Then, for any ı > 0, we can find a finite number of balls such that
B j .x j / ! 6 ı; where j 6 ; x j 2 A; 8j D 1; : : : ; N:
With this, we have
and, knowing that w.
A, for all j , and w.x j / 6 "Cw.x/, for all x 2 B j .x j /, we arrive at
On the other hand, we get, in the same manner, that
so, by taking "; ı ! 0, we have obtained the desired equality.
We assume, from now on, the hypotheses of Theorem 2.1. Following the previous lemma, we could define a new mass M a on R m .R mCn / by substituting H m for H m a in the integral representation of the mass M, see (2.2). Specifically, for a current T 2 R m .R mCn / associated with the H m -rectifiable set e T and the multiplicity Â T , we set
With this, formula (2.13) can be written as
which is in agreement with the observation in [9] that different generalizations of the original problem should all yield the same kind of formula for the minimum energy, provided that the distance, in this case the measure, is properly defined. The same approach was taken in [16] , where the Euclidean distance in R 3 was replaced by dist a whose definition we specified in the Introduction, formula (1.7). Considering the proposition below, it is clear that Theorem 2.1 gives, for the case m D 1, n D 2, the same formula, as does [16, Theorem 1.1], for a. / continuous.
Suppose is a polyhedral current. Then, in formula (2.13) of Theorem 2.1, we can assume that the currents M are polyhedral, i.e.,
Proof. We need to show that, given M 2 R m .R mCn /, with finite mass and boundary @M D , we can find, for every " > 0, a polyhedral current P that has the same boundary, and which satisfies
It suffices to show this for a. / Á 1, as the general case follows by applying the Vitali-Besicovitch Theorem as in the precedent proof. By the Approximation Theorem [12, Theorem 4.2.22], there exists a polyhedral current P 0 2 P m .R mCn /, and two rectifiable currents R and Q, of dimension m and m C 1, respectively, such that
Moreover, by the Deformation Theorem [12, Theorem 4.2.9], we can write R as the sum between a polyhedral current P 1 and the boundary @S of a .m C 1/-dimensional integral current S . So, if we take P D P 0 C P 1 , we have
and @P D @M D .
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The following lemma gives the analogue of the dipole introduced in [9] .
Lemma 3.4. Suppose E Á E r . 0 ; £ E / is an oriented disk of dimension m in . Then, for any ı > 0, and any fixed point y 0 2 S n , there exists a map u 2 E. @E /, that is locally Lipschitz in n @E, constantly equal to y 0 outside the ball B r . 0 / in R mCn , and whose energy satisfies the following inequality:
Proof. Without loss of generality, we may restrict to the particular case where
because the general case will then follow through an isometry of R nCm , and a rotation of S n .
The map u will be constructed in two steps, just as described in [9] . The first step is to take a function v W R n ! S n that satisfies the following properties:
v. / is Lipschitz on R n and constant outside a small ball;
for a given Á > 0. For example, we can consider the function from [8, proof of Lemma 2] (see also [16, Lemma 3.2] ), which, in our case, becomes
where x WD .. 1/ nC1 x 1 ; x 2 ; : : : ; x n / is used to control the sign of deg v."; /, the map A. / is an affine map chosen such that v."; / is continuous, that is,
; for r > 0;
and " > 0 is a small parameter that we will conveniently fix later.
The meaning of deg v."; / is that of the degree of v."; / which is viewed as a map from the sphere S n to itself, obtained by identifying R n [ ¹1º and S n through the use of the stereographic projection . 
we have, after the appropriate change of variables, that
We notice that the derivative with respect to " of deg v."; / vanishes on the interval .0; 1/. Since the degree depends continuously on ", we find, after another change of variables, that
(3.6) The second integral is an Euler integral, and its value is 
and, using the property .z/.z C In order to verify (3.4), we compute the differential of v."; /. We have that
jxj 6 ";
; jxj 2 OE"; 2":
where I."/ is the first integral in (3.5) . From the fact that deg v."; / D 1, and recalling (3.5), we can deduce that
for every " 2 .0; 1/, and so
On the other hand, Z "6jxj62"
which tends to 0 when " ! 0. So, we can choose " > 0 sufficiently small for (3.4) to be verified, and for this function v."; / we will just use the notation v. /.
The second step is to define, for every k > 1, the function u W n @E ! S n by
We compute the differential of u to get
if . Q x; x/ 2 pr R m E R n . For k sufficiently large, and Á conveniently chosen, we have
so inequality (3.1) is satisfied. Since the map u belongs to W 1;n loc . ; S n /, and is locally Lipschitz outside @E, we know that
where the degree of u along the curve @E means the degree of the restriction of u to the boundary of any disk D R mCn of dimension .n C 1/, that intersects transversally @E in only one point, and whose orientation £ D is such that For passing from the boundary of a disk to the general case of the boundary of a rectifiable current, we will need the following result, which is a variant of [2, Corollary 7.13].
Theorem 3.5. Let T be a current in R m . / with finite mass, and suppose that a. / W ! .0; 1/ is a bounded continuous function. Given . / a strictly positive function on and given s > 1, there exist, for any " > 0, a rectifiable current R 2 R m . /, and finitely many m-dimensional disks E r i .x i / of radii r i 6 .x i /, which satisfy the following properties:
The result is obtained by finding sequences of maps u j 2 W 1;n . ; S n /, closed subsets S j of dimension m 1 such that u j 2 Lip loc . n S j /, and currents R j 2 R m . / with the following properties: 
These three sequences will be constructed by induction, starting from u 0 constant,
Let us see first how these sequences help us prove the upper bound. From formulas (3.11) and (3.12) we deduce that .Du j / j (modulo a subsequence) converges in L n . ; R nC1 /, so we can assume that .u j / j converges to some map u in W 1;n loc . ; S n /. Hence, ?Ju j * ?Ju, so, by (3.10) and (3.12), we get
and, by (3.11) and (3.12) and the condition on the constants c 1 and c 2 , we have Z a.x/jDu.x/j n dx 6 n n=2 nC1 M.M a/ C ı:
For the construction of the sequences, suppose we have u j 1 , S j 1 and R j 1 with the desired properties, for a fixed j . As S j 1 is closed, for each x 2 n S j 1 we can find r.x/ > 0 such that B r.x/ .x/ n S j 1 . The function u j 1 is locally Lipschitz outside S j 1 , so we have kDu j 1 k L 1 .B r.x/ .x// < 1 and we can define for every x in n S j 1 . Then, by Theorem 3.5, applied with T D R j 1 , for every small " > 0 we get finitely many m-dimensional disks E r i .x i / in R mCn with r i < .x i / and a rectifiable m-current R j such that the balls B sr i .x i / are pairwise disjoint, and On every E r i .x i / we insert the dipole given by Lemma 3.4. More precisely, for any Á > 0, we take some maps v i 2 W 1;n . ; S n /, which are locally Lipschitz on n @E r i .x i /, constantly equal to some y 0 2 u j 1 .B sr i .x i / n B r i .x i //, and that satisfy Z a.x/ jDv i j n .x/ dx 6 nC1 n n=2 H where w 0 Á u j 1 :
Since there are a finite number of balls B r i .x i /, we can take u j to be the last w i , that is, Taking into account property (b), it is clear that there exist " > 0, Á > 0 and s 2 .1; 2/ such that condition (3.12) is verified, with the constant c 2 also satisfying the required inequality relative to c 1 .
Proof of the lower bound
As we mentioned in the introduction, the lower bound can be obtained with the help of the coarea formula, like in [2] , and, before that, as seen in [3] . Let the function u W ! S n be an element of E./, that is, u belongs to W 1;n . ; S n / and it satisfies ?Ju D nC1 n C 1 :
We can choose, recalling (2.12), a point z 2 S n such that ?Ju D 
