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Abstract. We consider a nonlocal aggregation equation with degenerate diffusion, which describes
the mean-field limit of interacting particles driven by nonlocal interactions and localized repulsion.
When the interaction potential is attractive, it is previously known that all steady states must be
radially decreasing up to a translation, but uniqueness (for a given mass) within the radial class was
open, except for some special interaction potentials. For general attractive potentials, we show that
the uniqueness/non-uniqueness criteria are determined by the power of the degenerate diffusion,
with the critical power being m = 2. In the case m ≥ 2, we show that for any attractive potential
the steady state is unique for a fixed mass. In the case 1 < m < 2, we construct examples of smooth
attractive potentials, such that there are infinitely many radially decreasing steady states of the
same mass. For the uniqueness proof, we develop a novel interpolation curve between two radially
decreasing densities, and the key step is to show that the interaction energy is convex along this
curve for any attractive interaction potential, which is of independent interest.
1. Introduction
In this paper, we study the uniqueness question of steady states of the aggregation equation with
degenerate diffusion
∂tρ = ∆ρ
m +∇ · (ρ∇(W ∗ ρ)), x ∈ Rn, t ≥ 0. (1.1)
Throughout this paper we assume m > 1, and W ∈ C∞(Rn \{0}) is a radially symmetric attractive
potential, that is, W ′(r) > 0 for all r > 0, where r is the radial variable.
Equation (1.1) arises as the mean-field limit of an interacting particle system driven by localized
repulsion and pairwise nonlocal interaction [47, 10], and it has been extensively studied in various
contexts in math biology and physics. It appears in mathematical biology as a macroscopic model
for collective animal behavior such as swarming [44, 11, 45, 46, 52, 13], and the assumption m > 1
models the anti-overcrowding effect [11, 52, 16]. In particular, when W = N is the attractive
Newtonian potential in Rn, (1.1) is known as the Patlak-Keller-Segel model for chemotaxis, which
describes the collective motion of cells attracted by a self-emitted chemical substance; see [49, 36, 33]
and the references therein. The case m = 1, W = N for dimensions n = 2, 3 is also called the
Smoluchowski–Poisson system in gravitational physics [28, 29]. Besides the above applications,
(1.1) also has applications in granular media [7, 26] and material science [32].
Identifying the steady states of (1.1) is a key step towards understanding the dynamics. The
first step is existence of steady states, which has been settled by Lions’ concentration-compactness
principle and its variations. The next natural question is whether steady states are unique for a
given mass. Recently, it was shown that for radial attractive potential W , all bounded steady states
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must be radially decreasing up to a translation. Thus to answer the uniqueness question, one only
needs to focus on uniqueness within the class of radially decreasing densities. To the best of our
knowledge, uniqueness results have been only established for the cases when either the interaction
potential has some special homogeneity or convexity properties, or for the special diffusion power
m = 2. Therefore, for a general attractive potential, even though all steady states are known to be
radially decreasing, it was an open question whether they are unique within this class for a given
mass. The main point of this paper is to answer the uniqueness question in the positive for m ≥ 2
and in the negative for 1 < m < 2.
1.1. Previous results in the literature. In this subsection, we briefly summarize the previous
results in the literature regarding the gradient flow structure of (1.1), as well as the existence,
symmetry and uniqueness results on the steady states.
• Gradient flow structure. Equation (1.1) has an associated free energy functional E [ρ], which plays
an important role in the study of steady states and well-posedness of solutions. It is defined as
E [ρ] = 1
m− 1
∫
Rn
ρmdx+
1
2
∫
Rn
ρ(W ∗ ρ)dx =: S[ρ] + I[ρ], (1.2)
where the entropy S[ρ] corresponds to the nonlinear diffusion term (where S[ρ] becomes ∫Rn ρ log ρdx
when m = 1), and the interaction energy I[ρ] corresponds to the nonlocal interaction term in (1.1).
In fact, E is more than just a Lyapunov functional of (1.1). It plays a crucial role in this equation,
since (1.1) has a formal gradient flow structure. Denote by P2(Rn) the set of probability measures
with finite second moment. If ρ0 ∈ P2(Rn) with E [ρ0] < ∞, then formally speaking, ρ(t) is the
gradient flow of E in P2(Rn) endowed with the 2-Wasserstein distance d2, in the sense that
∂tρ(t) = −∇d2E [ρ(t)],
for a generalized notion of gradient ∇d2 induced by the 2-Wasserstein metric. This observation was
first made by Otto in the seminal paper [48] for the porous medium equation, and later generalized
to a large family of equations, which can include a drift potential [34], or a nonlocal interaction
term [25, 26]. For a comprehensive presentation of the theory of gradient flows in Wasserstein
metric spaces, see the books [2, 53].
• Existence of steady states. To show the existence of steady states to (1.1), a natural idea is to
look for the global minimizer of E . The standard method of proof is the direct method of calculus
of variations. That is to say, taking a minimizing sequence, showing that up to a subsequence
it converges and proving lower semicontinuity of the functional along this sequence. Of course,
this strategy fails if the energy is not bounded below. If W is singular near the origin in the
form W ∼ |x|kk with k ∈ (−n, 0), the Hardy-Littlewood-Sobolev inequality gives that the energy is
bounded below in the diffusion-dominated regime m > 1− k/n.
The harder step is to show the compactness of the minimizing sequence, namely that the mass
of the minimizing sequence does not escape to infinity. Let us formally consider the scaling of
the energy functional under the dilation ρλ(x) = λ
nρ(λx) for 0 < λ  1. For potentials with
non-integrable decay W ∼ |x|kk with k ∈ (−n, 0) for |x|  1, we notice the scalings
S[ρλ] = λ(m−1)nS[ρ] and I[ρλ] ∼ λ−kI[ρ].
Heuristically, we can see that spreading is not beneficial in terms of the energy if (m− 1)n > −k.
In this case, it can be shown that a global minimizer exists. The first rigorous proof was done
by Lions’ concentration-compactness principle [40, 41] for the Newtonian potential in the diffusion
dominated regime m > 2 − 2/n, and the same proof also works for growing interaction potentials
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lim|x|→∞W (x) =∞ for all m > 1. This result was generalized in [4] to obtain existence of a global
minimizer for interaction potentials with decay W ∼ |x|kk for k ∈ (−n, 0) in the regime m > 1−k/n.
For integrable potentials with
∫
RnWdx < ∞, the energy scales as follows for the dilation ρλ with
λ 1 (see [19, Section 2.3.1] for a derivation):
E [ρλ] = λ(m−1)n
∫
Rn
1
m− 1ρ
mdx+
λn
2
(∫
Rn
Wdx
)∫
Rn
ρ2dx+ o(λn). (1.3)
Comparing the two powers of λ suggests that m = 2 is the critical power separating the cases where
it is favorable (m < 2) versus unfavorable (m > 2) for the mass to spread to infinity. This is indeed
reflected in the following rigorous results. For m > 2, for any attractive potential W , there exists a
global minimizer for any given mass [4, 15]. At m = 2, existence versus non-existence of the global
minimizer depends on the value of
∫
RnWdx. Namely, for any mass, a global minimizer exists if
and only if
∫
RnWdx ∈ [−∞,−2) [4, 14]. For 1 < m < 2, there is a global minimizer if −
∫
RnWdx
is sufficiently large [35].
For potentials with growth lim|x|→∞W (x) = +∞, there is a global minimizer for all m > 1 for
any given mass, see [20, 21]. For m = 1, [21] identified a sharp condition on W that distinguishes
existence/non-existence of global minimizers, W has to grow at least logarithmically at infinity to
provide confinement of the mass.
In all the above cases, the global minimizer of (1.2) corresponds to a steady state to (1.1) in the
sense of distributions. In addition, the global minimizer must be radially decreasing due to Riesz’s
rearrangement inequality.
• Radial symmetry of steady states. In the cases that a steady state is known to exist, it is
natural to ask whether it must be radially symmetric (note that a steady state is not necessarily
the global minimizer). For all radial attractive potential W that are no more singular than the
Newtonian potential near the origin, [22] showed that every bounded steady state must be radially
decreasing up to a translation for all m > 0. This result was later generalized to more singular
Riesz potentials Wk := |x|
k
k , k ∈ (−n, 2−n) in [23]. These radial symmetry results show that when
the repulsion is modeled by local (linear/nonlinear) diffusion, symmetry breaking cannot happen in
steady states. As a contrast, when repulsion is modeled by nonlocal interaction via an attractive-
repulsive interaction potential, numerical and analytical evidence [38, 8, 3] shows that steady states
can develop non-radial patterns, despite the radial symmetry of the interaction potential.
• Uniqueness/non-uniqueness of steady states. For a given mass (without loss of generality we set
the mass be 1 in the rest of this paper, and let P(Rn) denote the probability densities), uniqueness
of steady states is only known in special cases. In fact, even the uniqueness of the global minimizer
is only known in the following cases:
If W (x) is convex, it is known that the gradient flow is a contraction in the 2-Wasserstein sense
[2, 53], leading to uniqueness of steady states.
For the attractive Newtonian potential N , uniqueness of steady states among radial functions
was first shown by [39] in the diffusion-dominated regime m > 2− 2/n. This result was generalized
to potentials of the form W = N ∗h for a radially decreasing function h by [37]. For Riesz potentials
Wk := |x|
k
k with k ∈ (−n, n) (where W0 is replaced by ln |x|) in the diffusion-dominated regime
m > 1 − k/n, uniqueness of steady states is obtained for dimension n = 1 in [23], and for n ≥ 1
in the recent work [18], where both proofs strongly rely on the homogeneity properties of Riesz
potentials.
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For general attractive potentials, uniqueness was only known for the special case when the diffu-
sion power is m = 2, under the additional assumption W ∈ C1(Rn). Note that when m = 2, both
terms in (1.1) are quadratic in ρs. As a result, if ρs ∈ P(Rn)∩L∞(Rn) is a steady state supported
in B(0, R), then it satisfies
2ρs +W ∗ ρs = C in B(0, R),
where the left hand side is a linear operator of ρs. Using the Krein-Rutman theorem, (where the
linearity of the left hand side in ρs is crucial), [14] proved uniqueness of steady states for m = 2,
under the additional assumption W ∈ C1(R). This result was generalized by [35] to Rn.
To the best of our knowledge, among all radial attractive potentials, so far the only non-
uniqueness example is when W = Ck,nWk is a multiple of Riesz potential with k ∈ (−n, n),
and the equation is in the fair-competition case m = 1 − k/n ∈ (0, 2). In this case, it is known
that there exists a unique Ck,n > 0 such that (1.1) has a one-parameter family of steady states in
P(Rn), where all of them are dilations of each other, and they can be characterized as optimizers
of a variant of Hardy-Littlewood-Sobolev inequalities [9, 5, 17].
1.2. Our results. Throughout this paper, we assume that m > 1, and W satisfies the following
assumptions. Note that these assumptions cover all Riesz potentials Wk = |x|
k
k with k ∈ (−n, 1].
(W1) W (x) ∈ C∞(Rn \{0}) is radially symmetric, and W is an attractive potential, i.e. W ′(r) > 0
for all r > 0, where r is the radial variable.
(W2) W is no more singular than some locally integrable Riesz potential |x|
k
k at the origin for some
k > −n, in the following sense: W ′(r) ≤ Cwrk−1 for all r ∈ (0, 1) for some k > −n and Cw > 0.
(W3) There exists some Cw > 0 such that W
′(r) ≤ Cw for all r > 1.
(W4) Either W (r) is bounded for r ≥ 1, or there exists some Cw > 0 such that for all a, b ≥ 0 we
have
W+(a+ b) ≤ Cw(1 +W (1 + a) +W (1 + b)),
where W+ := max{W, 0}.
Here the assumptions (W3) and (W4) control the growth of W for r > 1, and they are only to
ensure that we can apply the previous results to show that all steady states are radially decreasing
and compactly supported (see Lemma 3.2 for the precise statement). Other than in Lemma 3.2,
these two assumptions play no role in the uniqueness proof. We note that (W4) is usually referred
as the doubling hypothesis.
Our first main result is the uniqueness result of steady states for a general attractive potential
for m ≥ 2. For the precise definition of steady states, see Definition 3.1.
Theorem 1.1. Assume m ≥ 2, and W satisfies (W1)–(W4). Then (1.1) has at most one steady
state in P(Rn) ∩ L∞(Rn) up to a translation.
Remark. The result and the proof of Theorem 1.1 can be directly generalized to nonlinear diffusion
operators of the form ∇ · (ρ∇Φ′(ρ)), where Φ : R+ → R+ is a strictly increasing smooth function
with Φ′′′ ≥ 0.
Our second main result is the non-uniqueness result for 1 < m < 2. Since it is known that
steady states are unique for all m ≥ 1 for certain potentials (such as convex potentials, or Riesz
potentials in the diffusion-dominated regime), it is impossible to obtain a non-uniqueness result
for all attractive potentials. That being said, we can still show that the non-uniqueness result for
1 < m < 2 is rather generic, in the following sense. Given any attractive potential W0 in the
diffusion dominated regime (for technical reasons, we also assume it is no more singular than the
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Newtonian potential at the origin), and an arbitrarily large R0 > 0, we can always modify the
the tail of W0 in B(0, R0)
c into a new attractive potential W˜ , such that (1.1) has infinitely many
radially decreasing steady states in P(Rn) ∩ L∞(Rn) after the modification.
Theorem 1.2. Assume m ∈ (1, 2), W0 satisfies (W1) and (W2) with k > −n(m−1) and k ≥ −n+
2. Then for any R0 > 0, there exists an attractive potential W˜ ∈ C∞(Rn \ {0})∩W 1,∞(B(0, R0)c)
that is identical to W0 in B(0, R0), such that (1.1) with potential W˜ has infinitely many radially
decreasing steady states in P(Rn) ∩ L∞(Rn).
In particular, if we let W0 be a smooth attractive potential (such as |x|2) in the above theorem,
it immediately leads to the following corollary.
Corollary 1.3. For any m ∈ (1, 2), there exists a smooth attractive potential W˜ ∈ C∞(Rn) ∩
W 1,∞(Rn), such that (1.1) has infinitely many radially decreasing steady states in P(Rn)∩L∞(Rn).
We point out that our non-uniqueness result are only in the degenerate diffusion regimem ∈ (1, 2).
Its proof strongly relies on the fact that the steady states are compactly supported for m > 1, thus
does not apply to the m ∈ (0, 1] case. This leads to the following open question:
Open problem. In the case of m ∈ (0, 1], are radially symmetric steady states of (1.1) unique in
P(Rn) for a general attractive potential W?
1.3. Strategy of proof. We first describe our method of proof for the uniqueness result in The-
orem 1.1. For equations with a gradient flow structure, steady states need to be critical points of
the energy functional. If for any two critical points, one can construct a smooth curve connecting
them such that the energy along this curve is strictly convex, then there cannot be more than one
critical points. This natural but powerful idea was formulated into a general Banach framework in
[12] and here we adapt it to the case of the Wasserstein metric.
Of course, when trying to apply this interpolation argument to (1.1), the main question is how to
find an interpolation curve along which the energy is convex, if it exists at all. Since (1.1) is formally
a gradient flow in P2 with 2-Wasserstein metric, a natural candidate is the geodesic of this space.
However, in general E is not convex along a geodesic for non-convex W . Note that other common
interpolations (such as linear interpolation) fail for (1.1) with general attractive potentials as well.
Convexity along linear interpolation coincides with the Fourier transform satisfying Wˆ (ξ) ≥ 0 for
all ξ 6= 0, see [43].
The key idea of our approach is a novel interpolation curve between any two radially decreasing
functions. Let us start with a heuristic explanation; the rigorous definition are postponed to
Section 2. If ρ0, ρ1 are both step functions having N horizontal layers with mass 1/N in each layer,
then we define the interpolation curve ρt by deforming each layer so that its height changes linearly,
and meanwhile adjust the width so that the mass in each layer remains constant. Figure 1 illustrates
the interpolation for step functions with two layers. We can similarly define such interpolation
between any two radially decreasing functions in P(Rn), which can be seen as a N → ∞ limit of
the step function case.
Note that this interpolation curve ρt is not the linear interpolation between ρ0 and ρ1, and it is not
the geodesic in 2-Wasserstein metric either. We are unaware of any previous results using such an
interpolation. While the interpolation may a-priori seem unnatural, it enjoys a remarkable property
that the interaction energy I[ρt] is strictly convex along this curve for all attractive potentials
satisfying (W1) and (W2). (No convexity assumption on the potential is needed.) Regarding the
entropy S[ρt], a simple argument gives that it is convex along this curve if and only if m ≥ 2.
In addition, we will show the curve is Lipschitz in 2-Wasserstein distance. Thus the convexity of
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ρ0 ρ1ρt
a0
b0 b1
a1
(1− t)a0 + ta1
(1− t)b0 + tb1
mass=1/2
mass=1/2 mass=1/2
mass=1/2
mass=1/2
mass=1/2
Figure 1. A brief sketch of the interpolation curve {ρt}t∈[0,1] when ρ0, ρ1 are both
step functions with two layers, where the mass of each layer is 1/2.
E [ρt] for m ≥ 2 leads to the uniqueness of steady states. Here the proof is shorter if (1.1) has a
rigorous gradient flow structure, which we describe in Section 3.2. Without a rigorous gradient
flow structure, we can still obtain uniqueness via a longer approach in Section 3.3, where we need
to establish some fine regularity properties of the curve in Section 4.2.
In the case m ∈ (1, 2), the entropy S[ρt] fails to be convex under the interpolation curve described
above, thus our uniqueness proof does not apply. In fact, as shown by Theorem 1.2, m = 2 is indeed
the threshold separating uniqueness/non-uniqueness of steady states. To obtain non-uniqueness for
m ∈ (1, 2), we take a potential W1 with a steady state ρ1s supported in some ball B(0, R1) and we
modify its tail so that the new potential is still attractive and it also admits a new steady state.
In particular, the new attractive potential W2 we construct is identical to W1 in B(0, 2R1), so
that ρ1s remains a steady state. To obtain another steady state, we set W
′
2(r) ≡  for r > 3R1,
where 0 <   1 is a sufficiently small constant. Note that if we had set  = 0, we would have
W2 ≡ const for |x| > 3R1, thus W2 becomes an integrable potential after subtracting a constant.
For integrable potentials, the scaling limit (1.3) suggests that the long term dynamics of (1.1)
should be significantly different for the regimes m ∈ (1, 2) and m ∈ (2,∞). In the case m ∈ (1, 2),
if the initial data is sufficiently flat it is energetically favorable for the solution to keep flattening.
While in the case m ∈ [2,∞), it is not. We quantitatively study this phenomenon by tracking the
evolution of the L3−m norm. However, instead of setting  = 0, we set 0 <   1 so that a flat
enough initial data remains flat for all time, but cannot spread to infinity due to the linear growth
of W2 as |x| → ∞. For such W2 with flat enough initial data, we show that along a diverging
subsequence of time, the dynamical solution converges to a new steady state ρ2s that is necessarily
flatter than ρ1s. Finally, once we have that W2 has two radially decreasing steady states, we can
use an inductive argument to construct a potential with infinitely many steady states.
1.4. Notations. Throughout this paper, we use ‖f‖p to denote the Lp norm of f . We denote by
cn the volume of unit ball in Rn, and ωn the surface area of (n− 1)-dimensional unit sphere in Rn.
Let P(Rn) denote the probability densities in Rn, and P2(Rn) denotes the probability densities in
Rn with finite second moment.
For a set D ⊂ Rn, let 1D(x) be the indicator function of D. We will often consider the special
case where D = B(0, r) is the ball centered at 0 with radius r, and to simplify the notation, we let
χr(x) := 1B(0,r)(x).
2. Definition and properties of the interpolation curve
2.1. Definition of the height function. As we explained in the introduction, the proof of the
uniqueness result requires a novel interpolation using the “height function with respect to mass”.
Let ρ ∈ P(Rn) ∩ L∞(Rn) be radially decreasing. (In Lemma 3.2 we will show that all steady
states belong to this class up to a translation.) For such ρ, we define its associated height function
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h(s) : (0, 1)→ (0, ‖ρ‖∞) implicitly by∫
Rn
min{ρ(x), h(s)} dx = s. (2.1)
The definition of h is illustrated in Figure 2(a): As we use a horizontal plane to cut the region
below the graph of ρ, for any given s ∈ (0, 1), h(s) is the (unique) height of the plane such that the
mass below the plane is equal to s. See Figure 2(b) for a sketch of h. In the following lemma we
prove some properties of h.
mass = s h(s)
ρ(x)
h(s)
s0 1
max ρ
mass = s h(s)
ρ(x)
(cnh′(s))−1/n
mass = ds h′(s)ds
(a) (b) (c)
Figure 2. (a) An illustration of the definition of the height function h. (b) A
sketch of the function h(s). (c) A graphical explanation of the relation (2.3): note
that the green region is an infinitesimally short cylinder with volume ds and height
h′(s)ds, thus its radius must be (cnh′(s))−1/n.
Lemma 2.1. For a radially strictly decreasing probability density ρ ∈ P(Rn) ∩ L∞(Rn), let its
height function h be given by (2.1). Then h satisfies the following properties.
(a) h(s) ∈ (0, ‖ρ‖∞) for s ∈ (0, 1), is continuous, strictly increasing, and convex. In addition, we
have
h′(s) = |{ρ > h(s)}|−1 for a.e. s ∈ (0, 1). (2.2)
(b) ρ is compactly supported if and only if lims→0+ h′(s) > 0. In addition, we have lims→0+ h′(s) =
|supp ρ|−1.
(c) The function h fully determines ρ, in the sense that
ρ(x) =
∫ 1
0
χ(cnh′(s))−1/n(x)h
′(s) ds for a.e. x ∈ Rn, (2.3)
where χr(x) := 1B(0,r)(x) is as defined in Section 1.4. (See Figure 2(c) for a graphical expla-
nation of (2.3).)
(d) If in addition we assume that ρ is strictly decreasing in the radial variable within its support,
then h ∈ C1((0, 1)), and
lim
s→1−
h′(s) = +∞.
Proof. Given a fixed positive height h > 0, the mass of ρ under height h is given by
s(h) :=
∫
Rn
min{ρ(x), h} dx. (2.4)
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It follows that the function s : (0,∞)→ (0, 1) is strictly increasing in h for h ∈ (0, ‖ρ‖∞), s(0) = 0
and limh↗‖ρ‖∞ s(h) = 1. Note that for any h > 0, δ > 0 with h+ δ < ‖ρ‖∞, we have
0 < |{x ∈ Rn : ρ > h+ δ}| ≤ s(h+ δ)− s(h)
δ
≤ |{x ∈ Rn : ρ(x) > h}|
Sending δ → 0+ and using the upper bound, we have that s(h) is continuous for h ∈ (0, ‖ρ‖∞). In
addition, sending δ → 0+ and using the fact that limδ→0+ |{ρ > h+ δ}| = |{ρ > h}|, we have that
the right derivative of s satisfies
d+
dh
s(h) = lim
δ→0+
s(h+ δ)− s(h)
δ
= |{ρ > h}| > 0 for all h ∈ (0, ‖ρ‖∞). (2.5)
Similarly, for the left derivative,
d−
dh
s(h) = lim
δ→0−
s(h+ δ)− s(h)
δ
= |{ρ ≥ h}| > 0 for all h ∈ (0, ‖ρ‖∞). (2.6)
Hence, by the monotonicity of |{ρ > h}|, we obtain that s is concave.
Comparing (2.4) with (2.1), the function h(s) in (2.1) is the inverse of s(h). Thus h is continuous,
strictly increasing in (0, 1), convex, and satisfies lims→0+ h(s) = 0, lims→1− h(s) = ‖ρ‖∞. In
addition, (2.5) directly implies that the right derivative of h satisfies
d+
ds
h(s) = |{ρ > h(s)}|−1 for all s ∈ (0, 1). (2.7)
By monotonicity of h, we also know h is differentiable a.e. in (0, 1), with h′ satisfying (2.2).
To prove (c), we start with the identity
ρ(x) =
∫ ‖ρ‖∞
0
1{ρ(x)>h}dh =
∫ 1
0
1{ρ(x)>h(s)}h′(s)ds.
Since ρ is assumed to be radially decreasing, each level set {ρ > h} is a ball centered at origin with
radius (c−1n |{ρ > h}|)−1/n, thus we have ρ(x) > h if and only if |x| < (c−1n |{ρ > h}|)1/n. Combining
this with (2.7) gives
ρ(x) =
∫ 1
0
χ(c−1n |{ρ>h(s)}|)1/n(x)h
′(s)ds =
∫ 1
0
χ(cnh′(s))−1/n(x)h
′(s)ds,
finishing the proof of (c).
To show (d), note that if ρ is strictly radially decreasing within its support, it implies {ρ > h} =
{ρ ≥ h} for all h > 0. Combining this fact with (2.5) and (2.6) gives that s(h) ∈ C1((0, ‖h‖∞))
with a strictly positive derivative, thus h(s) ∈ C1((0, 1)). In addition, ρs being strictly radially
decreasing near the origin implies that limh→‖ρ‖−∞ |{ρ > h}| = 0. Combining this with (2.7) and
the fact that lims→1− h(s) = ‖h‖∞, we have lims→1− h′(s) = lima→‖h‖−∞ |{ρ > a}|−1 = +∞. 
2.2. Interpolation using the height function. Let ρ0 and ρ1 be two radially symmetric and
decreasing probability densities, with h0 and h1 as their associated height functions. We consider
the curve {ρt}t∈[0,1] of radially symmetric decreasing probability densities, whose height function
ht is a linear interpolation between ρ0 and ρ1:
ht(s) := (1− t)h0(s) + th1(s) for s ∈ (0, 1), t ∈ [0, 1], (2.8)
and ρt is determined by its height function ht via the relation (2.3), that is,
ρt(x) :=
∫ 1
0
χ(cnh′t(s))−1/n(x)h
′
t(s) ds for t ∈ [0, 1]. (2.9)
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Note that ρt itself is not the linear interpolation of ρ0 and ρ1. In the next proposition, we
will show that if ρ0, ρ1 are both continuous, compactly supported, and strictly radially decreasing
within their supports (which is indeed the case for stationary solutions to (1.1)), then {ρt}t∈[0,1] is a
Lipschitz curve in P2(Rn) with respect to the 2-Wasserstein distance, although it is not a geodesic.
In addition, the energy functional is continuous in t for t ∈ [0, 1].
Proposition 2.2. Let ρ0, ρ1 ∈ P(Rn)∩C(Rn). Assume both of them are compactly supported, and
strictly radially decreasing within the support of each of them. Consider the interpolation curve
{ρt}t∈[0,1] defined by (2.8) and (2.9). Then {ρt}t∈[0,1] is a Lipschitz curve in P2(Rn) with respect
to the 2-Wasserstein distance d2.
In addition, if m ≥ 1 and W satisfies (W1) and (W2), we have
E [ρt] is continuous in t for t ∈ [0, 1]. (2.10)
The proof of Proposition 2.2 will be postponed to Section 4.1. The main motivation for us to
define this interpolation curve ρt is that it turns out that the interaction energy I[ρt] is strictly
convex along this curve for all attractive potentials. In addition, the entropy S[ρt] is convex if and
only if m ≥ 2. As a result, we have that E [ρt] is strictly convex along this curve for all attractive
potentials when m ≥ 2. The convexity of S[ρt] for m ≥ 2 is rather straightforward to show, and
we present the proof here.
Proposition 2.3. Let ρ0, ρ1 ∈ P(Rn) ∩ L∞(Rn) be both radially decreasing. Consider the inter-
polation curve {ρt}t∈[0,1] as given in (2.8) and (2.9). Then for m ≥ 2 the function t 7→ S[ρt] is
convex for t ∈ (0, 1).
Proof. Let Φ : R+ → R+ be a strictly increasing function that is smooth in (0,∞), and satisfies
Φ′(a) > 0 for all a > 0. Then we have∫
Rn
Φ(ρt(x)) dx =
∫ ∞
0
|{x ∈ Rn : Φ(ρt(x)) ≥ h}| dh
=
∫ ∞
0
|{x ∈ Rn : ρt(x) ≥ Φ−1(y)}| dy
=
∫ 1
0
|{x : ρt(x) ≥ ht(s)}|Φ′(ht(s))h′t(s) ds
=
∫ 1
0
Φ′(ht(s)) ds,
(2.11)
where the third equality follows from the change of variable y = Φ(ht(s)), and the last equality is
due to (2.2).
In general, the convexity of this integral in t requires that Φ′ being convex. To see this, taking
the second derivative in t of (2.11), and using the definition of ht(s) in (2.8), we have
d2
dt2
∫
Rn
Φ(ρt(x)) dx =
∫ 1
0
Φ(3)(ht(s)) (h1(s)− h0(s))2 ds.
For the case
Φm(a) :=

am
m− 1 for m 6= 1,
a log a for m = 1,
we have
d2
dt2
S[ρt] = d
2
dt2
∫
Rn
Φm(ρt(x)) dx = m(m− 2)
∫ 1
0
ht(s)
m−3 (h1(s)− h0(s))2 ds,
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which is zero for m = 2, strictly positive for m > 2, and strictly negative for 1 ≤ m < 2. This
finishes the proof. 
Next we prove that the interaction energy is strictly convex along the interpolation curve in one
dimension. The convexity proof in multi-dimension is computationally involved, thus we postpone
it to Section 4.3.
Proposition 2.4. Assume W satisfies (W1) and (W2). Let ρ0, ρ1 ∈ P(R)∩C(R) be two symmet-
ric decreasing probability densities on R that are not identical. Consider the interpolation curve
{ρt}t∈[0,1] as given in (2.8) and (2.9). Then the function t 7→ I[ρt] is strictly convex for t ∈ (0, 1).
Proof. Let us first prove the convexity of t 7→ I[ρt], and we will upgrade it to strict convexity at
the end of the proof. Note that the integral
∫
R ρ(W ∗ ρ)dx is linear with respect to W . Since W
is a radial function with W ′(r) > 0 for r > 0, it suffices to prove convexity of t 7→ I[ρt] for each
interaction potential of the form
Wa(r) :=
{
0 0 ≤ r < a
1 r ≥ a, (2.12)
where a > 0. To see this, note that once we prove the convexity of I[ρt] for each Wa, for any
attractive interaction potential W that is bounded below, we can express W (in the radial variable
r) as
W (r) =
∫ ∞
0
W ′(a)Wa(r)da+ w0, (2.13)
where w0 = limr→0+ W (r). Convexity of the function t 7→ I[ρt] immediately follows from the
linearity of I in W and the fact that W ′(a) > 0 for a > 0. And if W is unbounded below, we
can set W := max{W,−−1}, which is bounded for each  > 0. Since the interaction energy with
potential W is convex for all  > 0, sending → 0 gives the convexity of t 7→ I[ρt].
From now on, we replace W by Wa in the definition of I. Using (2.3), I[ρt] can be written as
I[ρt] = 1
2
∫ 1
0
∫ 1
0
h′t(s1)h
′
t(s2)
∣∣∣∣{(x, y) : |x| ≤ 12h′t(s1) , |y| ≤ 12h′t(s2) , |x− y| ≥ a
}∣∣∣∣ ds1ds2.
Let us denote the integrand by I(t; s1, s2). In the rest of the proof, we aim to show that t 7→
I(t; s1, s2) is convex in (0, 1) for a.e. s1, s2 ∈ (0, 1), which would directly imply the convexity of
t 7→ I[ρt].
For any s1, s2 ∈ (0, 1), we denote by R(t; s1, s2) the rectangle centered at (0,0), with width and
height given by 1
h′t(s1)
and 1
h′t(s2)
respectively. Note that I(t; s1, s2) ∈ [0, 1) outputs the portion of
the rectangle lying outside the diagonal stripe Sa := {(x, y) ∈ R2 : |x− y| < a}, that is,
I(t; s1, s2) =
|R(t; s1, s2) ∩ (Sa)c|
|R(t; s1, s2)| .
For every t, s1, s2 ∈ (0, 1), depending on the side lengths of R(t; s1, s2), exactly one of the following
four cases can happen. See Figure 3 for an illustration of Cases 1–3.
Case 0. Some vertices of R(t; s1, s2) fall on ∂Sa.
Case 1. All four vertices of R(t; s1, s2) belong to Sa.
Case 2. All four vertices of R(t; s1, s2) belong to (Sa)
c.
Case 3. Two vertices of R(t; s1, s2) belong to Sa, and the other two are in (Sa)
c.
10
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Figure 3. Illustration of the three cases for the rectangle R(t; s1, s2).
We start by pointing out that for every t ∈ (0, 1), Case 0 only happens for a zero-measure set
of (s1, s2) ∈ (0, 1)2, therefore can be omitted. This is because for every t ∈ (0, 1), the function
s 7→ h′t(s) is strictly increasing for s ∈ (0, 1), which follows from Lemma 2.1(a) and the fact that
ρ0, ρ1 are both continuous. As a result, for every t ∈ (0, 1) and s1 ∈ (0, 1), there are at most two
values of s2 ∈ (0, 1) such that Case 0 happens, which yields a zero-measure subset in (0, 1)2.
In the rest of the three cases, we aim to show that ∂
2
∂t2
I(t; s1, s2) ≥ 0. Case 1 is straightforward:
first note that in this case we have R(t; s1, s2) ⊂ Sa, thus I(t; s1, s2) = 0. In addition, the continuity
of the map t 7→ h′t(si) for i = 1, 2 gives that R(t˜; s1, s2) ⊂ Sa for all t˜ sufficiently close to t, leading
to ∂
2
∂t2
I(t; s1, s2) = 0.
In Case 2, without loss of generality we assume that 1
h′t(s1)
≥ 1
h′t(s2)
. (That is, the width is longer
than height). A direct computation (see Figure 3 for an illustration) yields that
|R(t; s1, s2) ∩ (Sa)c| = 1
h′t(s2)
(
1
h′t(s1)
− 2a
)
,
thus
I(t; s1, s2) =
|R(t; s1, s2) ∩ (Sa)c|
|R(t; s1, s2)| = 1− 2ah
′
t(s1).
Again, the continuity of the map t 7→ h′t(s) gives that t˜, s1, s2 belongs to Case 2 for all t˜ sufficiently
close to t, thus
∂2
∂t2
I(t; s1, s2) = −2a ∂
2
∂t2
h′t(s1) = 0,
where in the last equality we used that t 7→ h′t(s1) is an affine function in t.
In Case 3, let us denote f(t) := h′t(s1), g(t) := h′t(s2). We then have that the half-width and
half-height of R(t; s1, s2) are 1/(2f) and 1/(2g) respectively. Note that t, s1, s2 belong to Case 3 if
and only if ∣∣∣∣ 12f − 12g
∣∣∣∣ < a and 12f + 12g > a. (2.14)
In this case, the set R(t; s1, s2)∩ (Sa)c consists of two identical isosceles right triangles, whose legs
have length 12f +
1
2g − a. (See Figure 3 for an illustration of this fact.) We thus have
I(t; s1, s2) =
|R(t; s1, s2) ∩ (Sa)c|
|R(t; s1, s2)| =
( 12f +
1
2g − a)2
(fg)−1
=
f
4g
+
g
4f
+ a2fg − af − ag + 1
2
.
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Recall that f, g are positive for all t ∈ [0, 1], and they are affine functions of t. Thus f ′(t), g′(t) are
constants, which may be positive, negative, or zero. Taking the second derivative in t gives us
∂2
∂t2
I(t; s1, s2) =
g(f ′)2
2f3
+
f(g′)2
2g3
+
(
2a2 − 1
2f2
− 1
2g2
)
f ′g′,
where the right hand side is a quadratic form of f ′ and g′. We compute its discriminant as
∆ :=
(
2a2 − 1
2f2
− 1
2g2
)2
− 4 · g
2f3
· f
2g3
= 4
(
a− 1
2f
+
1
2g
)(
a+
1
2f
− 1
2g
)(
a+
1
2f
+
1
2g
)(
a− 1
2f
− 1
2g
)
< 0,
where the inequality is due to the follow reasoning: among the four parentheses on the right hand
side, the first two are both positive due to the first inequality of (2.14), the third is positive due to
f, g > 0, but the fourth is negative due to the second inequality of (2.14). Combining ∆ < 0 with
the fact that g
2f3
, f
2g3
> 0, we have that ∂
2
∂t2
I(t; s1, s2) ≥ 0 for any f ′, g′ ∈ R, and in fact is strictly
positive as long as f ′, g′ are both non-zero.
This finishes the convexity proof for Case 1–Case 3. Note that t 7→ I(t; s1, s2) is C1 in [0, 1]
(clearly the denominator is smooth for t ∈ [0, 1], and one can easily check that the numerator
|R(t; s1, s2) ∩ (Sa)c| is C1 in [0, 1]), and is piecewise smooth. In Case 1–Case 3 we have shown
that I is convex on each piece, leading to the convexity of t 7→ I(t; s1, s2) for t ∈ [0, 1] for a.e.
s1, s2 ∈ (0, 1). Thus the function t 7→ I[ρt] is convex for t ∈ (0, 1).
Finally, to improve the convexity of t 7→ I[ρt] into strict convexity, note that if ρ0 and ρ1 are
not identical, h′0(s) and h′1(s) cannot be identical in (0, 1), thus they must be strictly ordered in
some open interval. Without loss of generality, assume that there is some s0 ∈ (0, 1), such that
h′0(s) < h′1(s) in some small open neighborhood of s0. Then for every a ∈ (0, h′0(s0)/2), we have
that R(t; s1, s2) belong to Case 3 for all s1, s2 sufficiently close to s0, and for these s1, s2 we have
∂th
′
t(s) = h
′
1(s) − h′0(s) > 0 for t ∈ (0, 1), implying that ∂th′t(s1)∂th′t(s2) > 0 for t ∈ (0, 1). Thus
∂2
∂t2
I(t; s1, s2) > 0 for a positive measure of (s1, s2) for all sufficiently small a > 0, implying the
strict convexity of t 7→ I[ρt]. 
Remark 2.5. Even though in (W1) we assume that W ′(r) > 0 for all r > 0, from the last
paragraph of the proof of Proposition 2.4, one can see that we can obtain strict convexity under a
weaker assumption: all we need is that W (r) is non-decreasing in r for r > 0, and W ′(r) > 0 in
(0, r0) for some r0 > 0. The same result holds for the multi-dimension proof in Proposition 4.5.
The multi-dimension proof will be postponed to Proposition 4.5. Finally, recall that E = S + I.
Proposition 2.3 gives the convexity of S[ρt] along the interpolation curve for m ≥ 2, whereas
Proposition 2.4 (1D case) and Proposition 4.5 (multi-dimension case) give the strict convexity of
I[ρt] along the interpolation curve. Combining these results together immediately leads to the
strict convexity of E [ρt] for m ≥ 2.
Theorem 2.6. Let ρ0, ρ1 ∈ P(Rn) ∩ C(Rn) be two radially decreasing probability densities on Rn
that are not identical. Consider the interpolation curve {ρt}t∈[0,1] as given in (2.8) and (2.9). Then
the function t 7→ E [ρt] is strictly convex for t ∈ (0, 1) for m ≥ 2.
3. Definitions and uniqueness proof of steady states
In this section, we state the notion of steady states to (1.1) and their properties. We then present
the proofs for uniqueness of steady states. We first give a shorter proof when (1.1) has a rigorous
gradient flow structure in Section 3.2. We then deal with the general case in Section 3.3.
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3.1. Definition and basic properties of steady states. We define the steady state of (1.1) as
follows, similar to [23, Definition 1].
Definition 3.1. We say that ρs ∈ P(Rn) ∩ L∞(Rn) is a steady state of the evolution equation
(1.1), if ∇ρms ∈ H1loc(Rn), ∇W ∗ ρs ∈ L1loc(Rn) and
∇ρms = −ρs∇W ∗ ρs in Rn, (3.1)
in the sense of distributions in Rn.
If W satisfies (W2) for some k ∈ (−n, 1 − n), we further require ρs ∈ C0,α(Rn) for some
α ∈ (1− k − n, 1). If lim|x|→∞W (x)→∞, we further require ρsW (1 + |x|) ∈ L1(Rn).
Below we state some properties of the steady state that we will use later. The proof is a combina-
tion of the arguments in the previous literature, which we briefly outline for the sake of completeness.
Lemma 3.2. Assume m > 1, and W satisfies (W1)–(W4). Let ρs ∈ P(Rn) ∩ L∞(Rn) be a steady
state to (1.1) in the sense of Definition 3.1. Then ρs satisfies the following:
(a) W ∗ ρs ∈ L∞loc(Rn), and ∇W ∗ ρs ∈ L∞(Rn).
(b) ρs ∈ C(Rn), and it is radially decreasing up to a translation.
(c) mm−1ρ
m−1
s +W ∗ ρs = C in supp ρs for some constant C.
(d) ρs is compactly supported if either lim|x|→∞W (x) = +∞, or m ≥ 2.
(e) After a translation, denote supp ρs = B(0, Rs). Then we have ρs is strictly decreasing in r
for r ∈ (0, Rs).
Proof. The proof of W ∗ ρs ∈ L∞loc(Rn) can be done in the same way as [22, equation (2.4)], where
we used (W4) and the assumption that ρsW (1 + |x|) ∈ L1(Rn). To prove ∇W ∗ ρs ∈ L∞(Rn), if W
satisfies (W2) with k > 1−n, we directly decompose the convolution integral ∇W ∗ρ into near- and
far-field sets A := {y : |x− y| < 1} and B := {y : |x− y| ≥ 1}, and use (W2) and (W3) to control
these two integrals respectively. For k ∈ (−n, 1− n), we use the additional Ho¨lder regularity of ρs
in Definition 3.1 and proceed as in the proof of [17, Lemma 2.2(ii)].
Once (a) is obtained, a standard argument (see the proof of [22, Lemma 2.3] for example) gives
m
m− 1ρ
m−1
s +W ∗ ρs = Ci in supp ρs, (3.2)
where Ci can be different if ρs has more than one connected components.
The proof of (b) follows from [23, Theorem 3]: even though the theorem is stated for Riesz
potentials, it does not use any special homogeneity property of the potential, and the proof can
be directly adapted to potentials satisfying (W1), (W2) and (W3). Note that ρs being radially
decreasing implies that its support has a single connected component, and combining this with
(3.2) gives (c).
To show (d), if limr→∞W (r) = +∞, it implies limr→∞(W ∗ ρs)(r) = +∞ for any radially
decreasing ρs ∈ P(Rn). Thus ρs must have compact support, otherwise it would violate (c). Next
we aim to prove (d) under the condition m ≥ 2 and limr→∞W (r) being finite. Without loss
of generality let limr→∞W (r) = 0, so that W is non-positive by assumption (W1). Towards a
contradiction, assume that supp ρs = Rn. The fact that ρs ∈ P(Rn) is radially decreasing gives
limr→∞ ρs(r) = 0 and limr→∞(W ∗ ρs)(r) = 0, so (c) becomes
m
m− 1ρ
m−1
s = (−W ) ∗ ρs in Rn. (3.3)
If m > 2, we have ρm−1s (r) ρs(r) as r →∞, but on the other hand because ρ is radially symmetric
decreasing and −W is positive there exists some c(W ) > 0 such that ((−W ) ∗ ρs)(r) ≥ cρs(r) for
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all r > 1, and these two facts contradict with (3.3). If m = 2, note that (3.3) and the fact that
(−W ) ≥ 0 imply that W ∈ L1(Rn) and ∫Rn(−W )dx = 2, which allows us to take the Fourier
transform on both sides of (3.3) and obtain
2ρˆs(ξ) = −Wˆ (ξ)ρˆs(ξ) for all ξ ∈ Rn.
We can then apply the proof of [14, Theorem 3.5] to conclude that there cannot be such a W .
Finally, to prove (e), all we need is to improve the radially decreasing result of ρs in (b) into strictly
radially decreasing within supp ρs. By (c), we have
m
m−1ρ
m−1
s = C−W ∗ρs for some C in B(0, Rs).
Using the fact that ρs is radially decreasing and −W is strictly radially increasing (due to (W1)), we
have that C−W ∗ρs is strictly radially decreasing, which implies that ρs = (m−1m (C−W ∗ρs))1/(m−1)
is also strictly radially decreasing for r ∈ (0, Rs). 
3.2. A shortcut of uniqueness proof for equations with a gradient flow structure. As
we have discussed in the discussion, (1.1) is formally a gradient flow of E in P2(Rn) endowed with
the 2-Wasserstein distance d2. The gradient flow theory has been rigorously established for λ-
convex potential W ; see the books [2, 53] and the references therein. For such potentials, for any
ρ0 ∈ P2(Rn) with E [ρ0] < ∞, there exists a unique gradient flow ρ(t) of E [ρ] in P2(Rn) endowed
with the 2-Wasserstein distance d2. In addition, the gradient flow coincides with the unique weak
solution of (1.1) with initial data ρ0. Recently, the gradient flow theory has been generalized to
energy functionals E that are ω-convex [30] (where ω is some modulus of convexity), and to the
attractive Newtonian potential [27].
For all these potentials where the gradient flow theory has been rigorously established, we have
a short proof of uniqueness of steady states, which we present below.
Theorem 3.3. Assume m ≥ 2, and W satisfies (W1)–(W4). In addition, assume W is such that
(1.1) has a local-in-time unique gradient flow solution for any ρ0 ∈ P2(Rn) with E [ρ0] <∞. Then
(1.1) has at most one steady state in L∞(Rn) ∩ P2(Rn) up to a translation.
Proof. Towards a contradiction, assume that there exist two steady states ρs0, ρ
s
1 in L
∞(Rn)∩P2(Rn)
that are not identical to each other up to a translation. By Lemma 3.2(b,d,e), both ρs0 and ρ
s
1 are
continuous, compactly supported (thus E [ρs0], E [ρs1] < ∞), and strictly radially decreasing (within
its support) up to a translation. Without loss of generality we can assume both ρs0 and ρ
s
1 are both
centered at the origin. For t ∈ [0, 1], let ρt be the interpolation curve connecting ρs0 and ρs1 given
by (2.8) and (2.9).
Next we consider the energy functional E [ρt] along the interpolation curve, where E [ρt] is continu-
ous for t ∈ [0, 1] by Proposition 2.2, and strictly convex by Theorem 2.6. Note that for a continuous
and convex function in [0, 1], its left/right derivative is well-defined pointwise (which may be ±∞
at the endpoints), and the strict convexity gives that
d+
dt
E [ρt]
∣∣∣
t=0
<
d−
dt
E [ρt]
∣∣∣
t=1
.
Thus at least one of the following two conditions must be true :
− d
+
dt
E [ρt]
∣∣∣
t=0
= lim
t→0+
E [ρs0]− E [ρt]
t
∈ (0,+∞] or d
−
dt
E [ρt]
∣∣∣
t=1
= lim
t→1−
E [ρs1]− E [ρt]
1− t ∈ (0,+∞].
(3.4)
In the rest of the proof, using the gradient flow structure and the fact that both ρs0 and ρ
s
1 are
steady states, we will show that both inequalities in (3.4) must be false, leading to a contradiction.
By assumption, for any initial condition ρ0 ∈ P2(Rn) with E [ρ0] < ∞ and any T > 0, there
exists an absolutely continuous curve ρ : [0, T ) → P2(Rn) with respect to 2-Wasserstein distance
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d2, which is a gradient flow of E and corresponds to the unique distributional solution to (1.1).
More specifically, ρ(t) satisfies an Evolution Variational Inequality (EVI): see [1, Definition 3.5] for
λ-convex potential, and [30, Definition 2.10] when W is the Newtonian potential. Then arguing as
in [1, Proposition 3.6] (see also [24] when W is the Newtonian potential), we have that the EVI
implies the following Energy Dissipation Inequality (EDI):
E [ρ(t)] + 1
2
∫ t
0
|∂E [ρ(τ)]|2 dτ + 1
2
∫ t
0
|ρ˙(τ)|2 dτ ≤ E [ρ(0)] for all t ∈ (0, T ),
where the metric slope |∂E| and the metric derivative of ρ at time τ are given respectively by
|∂E [ρ(τ)]| = lim sup
ν→ρ(τ)
(E [ρ(τ)]− E [ν])+
d2(ρ(τ), ν)
and |ρ˙(τ)| = lim sup
h→0
d2(ρ(τ + h), ρ(τ))
h
.
In particular, when the initial data is ρ(0) = ρs0, ρ(t) ≡ ρs0 is a distributional solution to (1.1) due
to its stationarity. Thus the EDI becomes
t
2
|∂E [ρs0]|2 ≤ 0 for all t ∈ (0, T ),
implying that |∂E [ρs0]| = 0. Thus
0 = |∂E [ρs0]| = lim sup
ν→ρs0
(E [ρs0]− E [ν])+
d2(ρs0, ν)
≥ lim
t→0+
(E [ρs0]− E [ρt])+
d2(ρs0, ρt)
≥ lim
t→0+
(E [ρs0]− E [ρt])+
Ct
. (3.5)
Here the last inequality comes from the Lipschitz property in Proposition 2.2, where the Lipschitz
constant C > 0 is some finite constant depending on ρs0 and ρ
s
1. Note that (3.5) contradicts with
the first condition of (3.4).
Likewise, since ρ(t) ≡ ρs1 is also a steady state, the EDI leads to |∂E [ρs1]| = 0. An identical
argument as (3.5) then gives
0 = |∂E [ρs1]| = lim sup
ν→ρs1
(E [ρs1]− E [ν])+
d2(ρs1, ν)
≥ lim
t→1−
(E [ρs1]− E [ρt])+
d2(ρs1, ρt)
≥ lim
t→1−
(E [ρs1]− E [ρt])+
C(1− t) ,
contradicting with the second condition of (3.4). We have shown that both equations of (3.4)
must be false, thus there cannot be two different radially decreasing steady states ρs0 and ρ
s
1 in
L∞(Rn) ∩ P2(Rn), finishing the proof. 
3.3. Uniqueness proof for general attractive potentials. Next we aim to prove uniqueness
of steady states for general attractive interaction potentials, for which the gradient flow definition
is not well defined.
To begin with, we need to establish some extra regularity and non-degeneracy properties of ρs.
In the next lemma, we will show that ρs is smooth inside its support, and has a strictly negative
Laplacian at the origin. The smoothness property has been shown in [23] when W is a Riesz
potential.
Lemma 3.4. Assume m > 1, and W satisfies (W1)–(W4). Let ρs ∈ P(Rn) ∩ L∞(Rn) be a steady
state to (1.1) in the sense of Definition 3.1, with center of mass at the origin. Then ρs is smooth
in the interior of its support, and satisfies the following non-degeneracy condition at the origin:
∆ρs(0) < 0. (3.6)
Proof. By Lemma 3.2(b,d), ρs is radially decreasing up to a translation, and compactly supported.
Thus if ρs has the center of mass at the origin, it must be centered at the origin, with its sup-
port being some open ball BR0 with R0 < ∞. By Lemma 3.2(a), W ∗ ρs is Lipschitz, therefore
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Lemma 3.2(c) gives that ρm−1s is Lipschitz in BR0 . The fact that ρs is radially decreasing yields
that ρs ≥ ρs(r) > 0 in Br for any r < R0, thus ρs is Lipschitz in Br for r < R0 (where the Lipschitz
constant may blow up as r ↗ R0.) As a result, we have ρs ∈ Cαloc(BR0) for any α ∈ (0, 1).
Next we will use an iterative argument to obtain higher regularity of ρs in BR0 . Assuming that
ρs ∈ Cαloc(BR0) for some α > 0, in each iterative step our goal is to show
ρs ∈ Cβloc(BR0) for any β < α+ min{n+ k, 2}, (3.7)
where k > −n is the power in the assumption (W2) such that W ′(r) ≤ Cwrk−1 for all 0 < r < 1.
(Here if β > 1, the notation Cβ stands for Ck,s, where k = bβc and s = β − k.)
For any 0 < R1 < R2 <∞, let φR1,R2 be a radially decreasing function satisfying
φR1,R2 ∈ C∞c (Rn), 0 ≤ φR1,R2 ≤ 1, φR1,R2(x) =
{
1 in BR1
0 in (BR2)
c.
(3.8)
For any 0 <  1, by Lemma 3.2(c) (where we decompose W = Wφ,2+W (1−φ,2)), we have
m
m− 1ρ
m−1
s + (Wφ,2) ∗ ρs = C − (W (1− φ,2)) ∗ ρs in BR0 . (3.9)
Note that RHS of (3.9) is C∞ in BR0 , since W ∈ C∞(Rn\{0}) implies that W (1−φ,2) ∈ C∞(Rn).
Next we take a closer look on the second term on the left hand side, and aim to show that
(Wφ,2) ∗ ρs ∈ Cβloc(BR0−4) for any β < α+ min{n+ k, 2}. (3.10)
Once this is done, (3.9) implies that mm−1ρ
m−1
s ∈ Cβloc(BR0−4) for β as above. The fact that ρs
is bounded below by a positive constant in BR0−4 then implies that ρs ∈ Cβloc(BR0−4). Since
0 <  1 can be made arbitrarily small, we obtain (3.7).
Next we prove (3.10). Let us decompose (Wφ,2) ∗ ρs as
(Wφ,2) ∗ ρs = (Wφ,2)︸ ︷︷ ︸
=:f1
∗ (ρsφR0−2,R0−)︸ ︷︷ ︸
:=g1
+(Wφ,2) ∗ (ρs(1− φR0−2,R0−))
=: T1 + T2.
We deal with the term T1 first. By Lemma A.1 in the appendix, the assumptions (W1) and (W2)
imply that f1 := Wφ,2 satisfies
(−∆)sf1 ∈ L1(Rn) for any 0 < s < min
{
n+ k
2
, 1
}
. (3.11)
In addition, the iteration assumption ρs ∈ Cαloc(BR0) and the fact that φR0−2,R0− is supported in
BR0− give that g1 := ρsφR0−2,R0− ∈ Cαc (Rn). Thus properties of fractional Laplacian [51] gives
that for any α′ ∈ (0, α),
‖(−∆)α
′
2 g1‖L∞ ≤ C(R0)‖(−∆)α
′
2 g1‖Cα−α′ ≤ C(R0)(‖g1‖Cα + ‖g1‖L∞) <∞,
where in the first inequality we use that g1 is supported in BR0 , and in the second inequality we
apply [51, Proposition 2.5–2.7]. Combining Young’s inequality with the above estimates for f1 and
g1, we have that for any α
′ ∈ (0, α) and s as in (3.11),
‖(−∆)α
′
2
+sT1‖L∞ = ‖(−∆)α
′
2
+s(f1 ∗ g1)‖L∞ ≤ ‖(−∆)sf1‖L1‖(−∆)
α′
2 g1‖L∞ <∞.
Finally, since T1 ∈ L∞(Rn) and (−∆)α′/2+sT1 ∈ L∞(Rn), [51, Proposition 2.9] gives that
T1 ∈ Cβ(Rn) for any β < α′ + 2s,
that is, T1 ∈ Cβ(Rn) for any β < α+ min{n+ k, 2}.
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For the term T2, since ρs(1 − φR0−2,R0−) ≡ 0 in BR0−2, and supp (Wφ,2) ⊂ B2, we have
that T2 ≡ 0 in BR0−4 (thus is smooth in BR0−4). Combining this with the above regularity for
T1 finishes the proof of (3.10), thus gives (3.7) since  > 0 can be made arbitrarily small. Once we
obtain (3.7), we can iterate its proof and improve the regularity in BR0 in each iteration, thus ρs
is smooth in the interior of BR0 .
Next, we show the non-degeneracy property (3.6). For 0 <  1, we decompose W = Wφ,2 +
W (1−φ,2). Using that W (1−φ,2) is smooth and radially symmetric, as well as the fact that ρs
is supported in BR0 , we have
∆
(
(W (1− φ,2)) ∗ ρs
)
(0) =
∫
Rn
∆(W (1− φ,2))(−y) ρs(y) dy
= −
∫
BR0
(∇(W (1− φ,2))(−y)) · ∇ρs(y) dy
= −
∫ R0
0
∂r(W (1− φ,2))(r) ∂rρs(r) ωnrn−1dr
= −
∫ R0
0
(∂rW )(1− φ,2) (∂rρs)ωnrn−1dr︸ ︷︷ ︸
=:I1
+
∫ R0
0
W (∂rφ,2) (∂rρs)ωnr
n−1dr︸ ︷︷ ︸
=:I2
.
(3.12)
Since ρs is smooth near the origin with ∇ρs(0) = 0, there exists some finite constant C such that
∂rρs(r) ≤ Cr for any r ∈ (0, 2).
Using that W ∈ L1loc(Rn) and that |∂rφ,2| ≤ C−11(,2), we bound I2 as
lim
→0+
I2 ≤
∫ 2

W (r)C−1 · C · ωnrn−1dr ≤ C lim
→0+
‖W‖L1(B2) = 0.
As for I1, using ∂rW > 0, ∂rρs ≤ 0 and the fact that ∂rρs 6≡ 0 for r ∈ (0, R0), monotone convergence
theorem gives
lim
→0+
I1 =
∫ R0
0
(∂rW )(∂rρs)ωnr
n−1dr > 0. (3.13)
Putting the above limits for I1 and I2 together gives
lim
→0+
∆
(
(W (1− φ,2)) ∗ ρs
)
(0) < 0. (3.14)
Next, we use the C2 regularity of ρs near the origin and Young’s inequality to bound
|∆((Wφ,2) ∗ ρs)(0)| ≤ ‖W‖L1(B2)‖∆ρs‖L∞(B2).
Because W ∈ L1loc(Rn), we obtain that
lim
→0+
|∆((Wφ,2) ∗ ρs)(0)| ≤ lim
→0+
‖W‖L1(B2)‖∆ρs‖L∞(B2) = 0. (3.15)
Combining (3.14) and (3.15), we obtain the desired non-degeneracy result (3.6). 
The above regularity and non-degeneracy result allows us to obtain some further regularity
properties of the interpolation curve in Section 4.2. Using these properties, (in particular, using
Proposition 4.4), we are now ready to prove Theorem 1.1 under the assumptions (W1)–(W4),
without using the gradient flow structure.
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Proof of Theorem 1.1. Towards a contradiction, assume that there exist two steady states ρs0, ρ
s
1
in L∞(Rn)∩P(Rn) that are not identical to each other up to a translation. By the same argument
as in the first two paragraphs of the proof of Theorem 3.3, (note that the gradient flow structure
was not used in these paragraphs), at least one of the following inequalities must be true:
lim
t→0+
E [ρs0]− E [ρt]
t
∈ (0,+∞] or lim
t→1−
E [ρs1]− E [ρt]
1− t ∈ (0,+∞]. (3.16)
By Proposition 4.4, we know the first equation in (3.16) must be false. Likewise, by considering
the same interpolation curve with ρ0 and ρ1 interchanged, Proposition 4.4 gives that the second
equation in (3.16) must also be false, leading to a contradiction. 
4. Regularity and convexity along the interpolation curve
4.1. Lipschitz property of the interpolation curve. Assume that ρ0, ρ1 ∈ P(Rn) ∩ L∞(Rn)
are two radially decreasing compactly supported probability densities. In this subsection, we prove
Proposition 2.2, which gives that {ρt}t∈[0,1] is a Lipschitz curve with respect to the 2-Wasserstein
distance. We start with a simple lemma that gives some additional properties of the interpolation
curve ρt.
Lemma 4.1. Let ρ0, ρ1 ∈ P(Rn) ∩ L∞(Rn) be radially decreasing and compactly supported. Con-
sider the interpolation curve {ρt}t∈[0,1] defined by (2.8) and (2.9). Then we have the following:
(a) Denote supp ρi =: BRi for i = 0, 1. Then ρt is compactly supported for all t ∈ (0, 1) with
supp ρt = BRt for all t ∈ (0, 1), (4.1)
where
Rt := ((1− t)R−n0 + tR−n1 )−1/n for t ∈ (0, 1). (4.2)
In particular, note that Rt ≤ max{R0, R1} for t ∈ [0, 1].
(b) If ρ0 and ρ1 are both strictly radially decreasing within their supports, then so is ρt for all
t ∈ (0, 1).
(c) If ρ0 and ρ1 are both in C(Rn), then so is ρt for all t ∈ (0, 1).
Proof. Let us prove (a) first. Using the definition of ht in (2.8) and Lemma 2.1(b), we have
lim
s→0+
h′t(s) = lim
s→0+
((1− t)h′0(s) + th′1(s))
= (1− t)|supp ρ0|−1 + t|supp ρ1|−1
= c−1n ((1− t)R−n0 + tR−n1 ),
thus Lemma 2.1(b) implies that
|supp ρt| =
(
lim
s→0+
h′t(s)
)−1
= cn((1− t)R−n0 + tR−n1 )−1 = cnRnt ,
where Rt is as defined in (4.2). Since ρt is radially decreasing for all t ∈ (0, 1), the support of ρt
must be a ball centered at the origin, thus the above equality is equivalent with (4.1).
Next we prove (b). Let us take any fixed t ∈ (0, 1). By Lemma 2.1(d), we have that hi ∈ C1((0, 1))
for i = 0, 1, thus it follows that ht ∈ C1((0, 1)). By (2.7), we have that |{ρ > ht(s)}| is continuous
in s for s ∈ (0, 1). Combining with the fact that ht(s) is continuous and strictly increasing in s (see
Lemma 2.1(a)), we have that |{ρt > h}| is continuous in h for h ∈ (0, ‖ρt‖∞), thus ρt is strictly
radially decreasing.
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Finally, to prove (c), note that since both ρ0 and ρ1 are continuous, h
′
0(s) and h
′
1(s) must be
both strictly increasing in s in (0, 1) due to (2.7). As a result, for any t ∈ (0, 1), h′t(s) is also strictly
increasing for s ∈ (0, 1). This shows that ρt must be continuous: if ρt0 is discontinuous for some
t0 ∈ (0, 1), then ρt0(r) must have a jump discontinuity somewhere, thus h′t0(s) must be a constant
in some interval, a contradiction. 
To understand the regularity properties of the interpolation curve, we will find a vector field
V : Rn × (0, 1)→ Rn such that
∂tρt(x) +∇ · (V (x, t)ρt(x)) = 0 for t ∈ (0, 1) and x ∈ Rn (4.3)
in the weak sense. Since ρt is radial for t ∈ [0, 1], we can restrict ourselves to vector fields that
have the form V (x, t) = v(|x|, t) x|x| . Note that for a fixed r > 0, v(r, t) is related to ddt
∫
Br
ρt(x) dx
by the identity
d
dt
∫
Br
ρt(x) dx = −
∫
Br
∇ · (V (x, t)ρt) dx = −
∫
∂Br
v(r, t)ρt(r) dS = −ωnrn−1v(r, t)ρt(r). (4.4)
To determine v(r, t), we will use another way to compute ddt
∫
Br
ρt(x) dx. (2.3) yields that∫
Br
ρt(x) dx =
∫
Br
∫ 1
0
χ(cnh′t(s))−1/n(x)h
′
t(s) dsdx
=
∫ 1
0
min
{
cnr
n, (h′t(s))
−1}h′t(s) ds. (4.5)
By Lemma 3.2(b,e) and Lemma 4.1(b,c), for any t ∈ [0, 1] we have ρt ∈ C(Rn), and is strictly
radially decreasing with its support. Thus for any t ∈ [0, 1] and r ∈ (0, (c−1n |supp ρt|)1/n), there
exists a unique sr,t that satisfies the implicit equation
h′t(sr,t) = (cnr
n)−1. (4.6)
The definition of sr,t is illustrated in Figure 4. By continuity of ρt, we know sr,t also satisfies
ρt(r) = ht(sr,t). (4.7)
mass = sr,t
ρt(x)
r
(c−1n |suppρt|)1/n
Figure 4. Illustration of the definition of sr,t.
Using (4.6), we can rewrite (4.5) as∫
Br
ρt(x) dx =
∫ sr,t
0
cnr
nh′t(s)ds+
∫ 1
sr,t
ds = cnr
nht(sr,t) + (1− sr,t).
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Differentiating in t, we obtain that
d
dt
∫
Br
ρt(x) dx = cnr
n(∂tht)(sr,t) + cnr
nh′t(sr,t)︸ ︷︷ ︸
=1
∂tsr,t − ∂tsr,t
= cnr
n(h1 − h0)(sr,t).
Combining this with (4.4) and (4.7) gives the following explicit expression of v(r, t) (recall that
cn = ωn/n):
v(r, t) =
r(h0 − h1)(sr,t)
nρt(r)
=
r(h0 − h1)(sr,t)
nht(sr,t)
for all r ∈ (0, (c−1n |supp ρt|)1/n). (4.8)
With v(r, t) explicitly given as above, we are now ready to prove Proposition 2.2.
Proof of Proposition 2.2. From the above computation, the interpolation curve {ρt}t∈[0,1] sat-
isfies the continuity equation (4.3) with V (x, t) = v(|x|, t) x|x| , where v(r, t) is given by (4.8). We
claim that such V (x, t) satisfies the estimate
|V (x, t)| = v(|x|, t) ≤ C|x| for all t ∈ (0, 1) and x ∈ supp ρt, (4.9)
where C <∞ depends only on ρ0 and ρ1, and is independent of x and t.
In order to obtain (4.9), due to the explicit formula (4.8) for v(r, t), it suffices to control
|(h0−h1)(sr,t)|
ht(sr,t)
. For any s ∈ (0, 1), using that ht(s) ≥ min{h0(s), h1(s)}, we have
|(h0 − h1)(s)|
ht(s)
≤ max{h0(s), h1(s)}
min{h0(s), h1(s)} ≤ max
{
h0(s)
h1(s)
,
h1(s)
h0(s)
}
.
For the fraction h1(s)h0(s) , by L’Hopital’s rule and Lemma 2.1(b), we have
lim
s→0+
h1(s)
h0(s)
= lim
s→0+
h′1(s)
h′0(s)
=
|{ρ1 > 0}|
|{ρ0 > 0}| <∞,
where in the last inequality we used that ρ1 has compact support. Also,
lim
s→1−
h1(s)
h0(s)
=
‖ρ1‖∞
‖ρ0‖∞ <∞.
The continuity of h0 and h1 in (0, 1) then yields that sups∈(0,1)
h1
h0
< ∞. An identical argument
gives sups∈(0,1)
h0
h1
<∞. Thus
sup
s∈(0,1)
|(h0 − h1)(s)|
ht(s)
< C
for some C <∞ only depending on ρ0 and ρ1, finishing the proof of (4.9).
Once we obtain (4.9), using the Benamou-Brenier representation of the 2-Wasserstein distance
[6, Proposition 1.1], we have that for every 0 ≤ t1 < t2 ≤ 1,
d2(ρt1 , ρt2) ≤
(
sup
t∈[t1,t2]
∫
Rn
|V (x, t)|2 dρt(x)
)1/2
|t2 − t1| ≤ C max{R0, R1}|t2 − t1|, (4.10)
where the last inequality follows from (4.9) and Lemma 4.1(a). Thus (4.10) is the desired Lipschitz
property of the interpolation curve.
Next we aim to prove (2.10). The fact that {ρt}t∈[0,1] is a Lipschitz curve in 2-Wasserstein
distance implies that ρt is weakly continuous for t ∈ [0, 1] [50, Theorem 5.10]. Using that {ρt}t∈[0,1]
is uniformly bounded in L∞ and radially decreasing, we also have that ρt ∈ L∞t ([0, 1];BVx), where
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BV denotes functions of bounded variations. Combining the compactness of BV in L1 and weak
continuity of ρt, we have that ρt ∈ Ct([0, 1];L1(Rn)). Finally, using that ρt ∈ L∞t,x, an interpolation
argument shows that
ρt ∈ Ct([0, 1];Lp(Rn)) for any 1 ≤ p <∞, (4.11)
and in particular taking p = m gives that S[ρt] ∈ C([0, 1]). Also, since the assumption (W2) implies
that W ∈ Lqloc(Rn) for some q > 1, this fact and (4.11) yield that I[ρt] ∈ C([0, 1]), and putting the
two parts together gives (2.10). 
4.2. Further Regularity. In this subsection, our goal is to show:
lim
t→0+
E [ρs0]− E [ρt]
t
= 0 and lim
t→1−
E [ρs1]− E [ρt]
1− t = 0,
without using the gradient flow structure of (1.1). To do so, we need to establish some further
regularity properties of the interpolation curve in Lemma 4.3. Let us start with a simple lemma,
saying that although h′t(s)→ +∞ as s→ 1− (as given in Lemma 2.1(d)), the singularity power is
indeed the same for all t ∈ [0, 1], as long as ρ0 and ρ1 are both non-degenerate near the origin.
Lemma 4.2. Let ρ0, ρ1 ∈ P(Rn)∩L∞(Rn) be strictly radially decreasing and C2 in the interior of
their support, and assume they both satisfy the non-degeneracy condition ∆ρ0(0) < 0 and ∆ρ1(0) <
0. Then there exist c, C ∈ (0,∞) and s¯ ∈ (0, 1) that only depend on ρ0, ρ1, such that
c(1− s)− nn+2 ≤ h′t(s) ≤ C(1− s)−
n
n+2 for all t ∈ [0, 1] and s ∈ (s¯, 1). (4.12)
Proof. It suffices to prove (4.12) for t = 0, 1, since the general result for t ∈ [0, 1] directly follows
from the interpolation h′t(s) = (1 − t)h′0(s) + th′1(s). From now on we focus on ρ0, and denote
ρ0(r) : [0, R0] → R as the function ρ0 in the radial variable r. Since ρ0 is strictly decreasing in r
for 0 < r < R0, (2.3) leads to
ρ0((cnh
′
0(s))
−1/n) = h0(s) for all s ∈ (0, 1),
and taking its derivative gives
ρ′0((cnh
′
0(s))
−1/n)h′′0(s) = −nc1/nn h′0(s)2+
1
n for all s ∈ (0, 1). (4.13)
By the non-degeneracy condition ∆ρ0(0) < 0, we have that ρ
′
0(r) < 0 for 0 < r  1, thus
ρ′0((cnh′0(s))−1/n) < 0 for s ∈ (0, 1) sufficiently close to 1. This gives
h′′0(s) = −nc1/nn
h′0(s)
2+ 1
n
ρ′0
((
cnh
′
0(s))
−1/n) > 0 for s ∈ (0, 1) sufficiently close to 1. (4.14)
Since ρ0 is C
2 around the origin with ∇ρ0(0) = 0, there exists some finite C0 > 0 such that
ρ′0(r) ≥ −C0r for 0 < r  1. On the other hand, by the non-degeneracy condition ∆ρ0(0) < 0,
there exists some c0 > 0 such that ρ
′
0(r) ≤ −c0r for 0 < r  1. Plugging these into (4.14), we
know there exists some s0 ∈ (0, 1) such that
nc
1/n
n
C0
≤ (h′0(s))−2− 2nh′′0(s) ≤ nc1/nnc0 for all s ∈ (s0, 1).
Integrating this differential inequality gives (4.12) for t = 0 for all s ∈ (s0, 1). An identical
argument can treat the t = 1 case for all s ∈ (s1, 1) (where s1 ∈ (0, 1)), thus by the interpolation
h′t(s) = (1−t)h′0(s)+th′1(s) we obtain (4.12) for all t ∈ [0, 1] and s ∈ (s¯, 1), where s¯ := max{s0, s1} ∈
(0, 1). 
The next lemma deals with regularity of the time derivative ∂tρt.
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Lemma 4.3. Let ρ0 and ρ1 ∈ P(Rn) ∩ L∞(Rn) satisfy the assumptions in Lemma 4.2. Let the
interpolation curve {ρt}t∈[0,1] be defined by (2.8) and (2.9), and consider the vector field V (x, t) :
Rn × (0, 1)→ Rn given in (4.3) and (4.8). Then we have
∂tρt = −∇ · (V ρ) ∈ Ct([0, 1];M), (4.15)
where M is the space of signed Radon measures. Here we say f : Rn × [0, 1] is in Ct([0, 1];M) if
for any φ ∈ C(Rd), the integral ∫Rn f(x, t)φ(x)dx is continuous in [0, 1].
Proof. Let us first prove that
∇ · (V ρ) ∈ L∞t ([0, 1];L1(Rn)). (4.16)
For any x ∈ supp ρt (let us denote r = |x|), since V (x, t)ρt(x) = v(r, t)ρt(r) x|x| , (4.8) gives
∇ · (V (·, t)ρt) = ∂r
(
v(r, t)ρt(r)
)
+
n− 1
r
v(r, t)ρt(r)
= (h0 − h1)(sr,t) + r
n
(h0 − h1)′(sr,t)∂rsr,t =: T1(r) + T2(r),
where sr,t is defined in (4.6). Since ‖hi‖∞ = ‖ρi‖∞ < ∞ for i = 0, 1, we clearly have |T1| ≤
max{‖ρ0‖∞, ‖ρ1‖∞}. For T2, differentiating (4.7) gives ∂rsr,t = ∂rρt(r)h′t(sr,t) , and plugging it into T2
gives
|T2(r)| ≤ r
n
∂rρt(r)
∣∣∣∣(h1 − h0)′(sr,t)h′t(sr,t)
∣∣∣∣ .
Note that for all t ∈ [0, 1] and r ∈ (0, Rt), using Lemma 4.2 we have∣∣∣∣(h0 − h1)′(sr,t)h′t(sr,t)
∣∣∣∣ ≤ sup
s∈(0,1)
max{h′0(s), h′1(s)}
min{h′0(s), h′1(s)}
≤ max
{
h′0(s¯)
h′1(0)
,
h′1(s¯)
h′0(0)
,
C
c
}
= C(ρ0, ρ1), (4.17)
where in the second inequality we used Lemma 4.2 as well as the monotonicity of h′0 and h′1 by
Lemma 2.1(a). Hence for any t ∈ [0, 1],∫
Rn
|∇ · (V ρt)| dx ≤
∫ Rt
0
|T1(r) + T2(r)|ωnrn−1dr ≤ C(ρ0, ρ1), (4.18)
where in the last inequality we used the uniform bound of Rt in Lemma 4.1, and the fact that∫ Rt
0 |∂rρt(r)|dr ≤ ‖ρt‖∞ ≤ max{‖ρ0‖∞, ‖ρ1‖∞}. This finishes the proof of (4.16).
Next we aim to show
∂t∇ · (V ρ) ∈ L∞t ([0, 1];W−1,∞(Rn)). (4.19)
Taking a radial test function ψ ∈ C1(Rn), we have∫
Rn
ψ∇ · (V (x, t)ρt) dx = −
∫
Rn
∇ψ · V (x, t)ρt dx =
∫ ∞
0
ψ′(r)(h1 − h0)(sr,t)cnrn dr,
where we use the first identity of (4.8) in the second equality. Differentiating in t, we have
d
dt
∫
Rn
ψ∇ · (V (x, t)ρt) dx =
∫ ∞
0
ψ′(r)(h1 − h0)′(sr,t)∂tsr,t cnrn dr. (4.20)
Note that ∂tsr,t can be explicitly computed as follows. Differentiating (4.6) in t (and note that its
right hand side is independent of t) gives
0 = ∂t(h
′
t(sr,t)) = (h
′
1 − h′0)(sr,t) + h′′t (sr,t)∂tsr,t,
thus
∂tsr,t = −(h
′
1 − h′0)(sr,t)
h′′t (sr,t)
= nc1/nn ∂rρt(r)
(h′1 − h′0)(sr,t)
(h′t(sr,t))2+1/n
, (4.21)
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where we use that 1
h′′t (sr,t)
= − ∂rρt(r)
nc
1/n
n h
′
t(sr,t)
2+1/n
in the last inequality, which follows from (4.13) (note
that even though the equation is stated for ρ0, it indeed works for ρt as well, which is known to be
strictly decreasing in its support) and (4.8).
Plugging (4.21) into (4.20), the left hand side of (4.20) can be bounded as∣∣∣∣ ddt
∫
Rn
ψ∇ · (V (x, t)ρt) dx
∣∣∣∣ ≤ ∫ ∞
0
ψ′(r)|∂rρt|
(
(h′1 − h′0)(sr,t)
h′t(sr,t)
)2
h′t(sr,t)
−1/nc1+
1
n
n r
n dr
≤ C(ρ0, ρ1) ‖ψ‖C1 ,
(4.22)
where in the second inequality we use (4.17) to control the fraction, and also used
∫∞
0 |∂rρt|dr =∫ Rt
0 |∂rρt|dr ≤ max{‖ρ0‖∞, ‖ρ1‖∞}, as well as the fact that h′t(sr,t) ≥ min{h′0(0), h′1(0)} > 0. Since
the right hand side of (4.22) is independent of t, this concludes the proof of (4.19).
Finally, we put (4.16) and (4.19) together, and apply the Aubin-Lions type Lemma. The com-
pactness of L1(Rd) in M implies ∇ · (V ρ) ∈ Ct([0, 1];M), for a similar proof see [2, Lemma
8.1.2]. 
Using the previous regularity lemma, for the interpolation curve between any two radial station-
ary solutions ρ0 and ρ1, we show its energy functional E [ρt] has a zero right derivative at t = 0.
Proposition 4.4. Let ρ0 and ρ1 be two radially symmetric steady states in the sense of Defini-
tion 3.1. We consider ρt : [0, 1] → P(Rn) the interpolation given by (2.9). Then for m ≥ 2, we
have
lim
t→0+
E [ρt]− E [ρ0]
t
= 0. (4.23)
Proof. We decompose the energy into the entropy and interaction part. For the entropy S, we use
(2.11) with Φ(s) = 1m−1s
m to rewrite it as
S[ρt] = 1
m− 1
∫
Rn
ρmt (x) dx =
m
m− 1
∫ 1
0
(
(1− t)h0(s) + th1(s)
)m−1
ds for all t ∈ (0, 1),
thus the finite difference can be written as
S[ρt]− S[ρ0]
t
=
m
m− 1
∫ 1
0
(
(h0(s) + t(h1 − h0)(s)
)m−1 − h0(s)m−1
t
ds.
Note that for all s ∈ (0, 1), the integrand converges to (m−1)hm−20 (h1−h0) as t→ 0+. In addition,
since m ≥ 2, due to the convexity of h 7→ hm−1, the absolute value of the integrand is bounded by
(m− 1) max{‖h0‖∞, ‖h1‖∞}m−2|h1 − h0| for all t ∈ (0, 1), which is finite since ‖hi‖∞ = ‖ρi‖∞ for
i = 0, 1. Thus Lebesgue’s dominated convergence theorem gives
lim
t→0+
S[ρt]− S[ρ0]
t
= m
∫ 1
0
h0(s)
m−2(h1(s)− h0(s)) ds.
Next we deal with the interaction energy I[ρt] = 12
∫
Rn ρt(ρt ∗W )dx, and aim to show that
lim
t→0+
I[ρt]− I[ρ0]
t
= −m
∫ 1
0
h0(s)
m−2(h1(s)− h0(s)) ds. (4.24)
Once this is done, adding the two inequalities above directly yields (4.23), finishing the proof.
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We use the representation of the interpolation curve by the continuity equation. Notice that for
any t ∈ (0, 1), we have
I[ρt]− I[ρ0]
t
=
1
t
∫ t
0
∫
Rn
(∂tρt)(W ∗ ρt) dxdt = 1
t
∫ t
0
∫
Rn
−∇ · (ρtVt)(W ∗ ρt) dxdt. (4.25)
Let us point out that
W ∗ ρt ∈ C(Rn × [0, 1]). (4.26)
To see this, recall that in (4.11) we showed that ρt ∈ Ct(Lpx) for any p ∈ [1,∞). Combining this
with the property that W ∈ Lqloc for some q > 1 (by (W2)), as well as the fact that {ρt}t∈[0,1] are
uniformly compactly supported by Lemma 4.1(a), we have (4.26).
By Lemma 4.3, we have ∂tρt = −∇ · (ρtVt) ∈ Ct([0, 1];M), thus∫
Rn
−∇ · (ρtVt)(W ∗ ρt) dx is continuous in t for t ∈ [0, 1].
Using the continuity property in t, we can send t→ 0+ in (4.25) to obtain
lim
t→0+
I[ρt]− I[ρ0]
t
=
∫
Rn
−∇ · (ρ0V0)(W ∗ ρ0) dx
=
∫
supp ρ0
ρ0V0 · ∇(W ∗ ρ0) dx
=
∫
supp ρ0
ρ0V0 ·
(
− m
m− 1∇ρ
m−1
)
dx
= −m
∫
supp ρ0
ρm−10 ∇ρ0 · V0 dx,
(4.27)
where we used Definition 3.1 in the second-to-last inequality.
Writing ρ0(x) = ρ0(r), the above integral can be written in radial coordinates as
m
∫
supp ρ0
ρm−10 ∇ρ0 · V0 dx = m
∫ R0
0
ρ0(r)
m−1ρ′0(r)v(r, 0)ωnr
n−1 dr, (4.28)
where v(r, 0) is given by (4.8). Next, we want to take the monotone change of variables cnr
n = 1
h′0(s)
to express the right hand side of (4.28) as an integral of s. With this change of variables, we have
the identities
ρ0(r) = h0(s), v(r, 0) =
(
cnh
′
0(s)
)−1/nh0(s)− h1(s)
nh0(s)
and
ωnr
n−1dr = − h
′′
0(s)
h′0(s)2
ds =
nc
1/n
n h′0(s)1/n
ρ′0((cnh′0(s))−1/n)
ds =
nc
1/n
n h′0(s)1/n
ρ′0(r)
ds,
where we used the expression for h′′(s) in (4.14). Plugging the above into (4.28), and note that we
have s→ 1 as r → 0, and s→ 0 as r → R0. This gives
m
∫ R0
0
ρ0(r)
m−1ρ′0(r)v(r, 0)ωnr
n−1 dr = m
∫ 1
0
h0(s)
m−2(h1(s)− h0(s)) ds.
Combining this with (4.27) and (4.28) gives (4.24), finishing the proof. 
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4.3. Convexity of the interaction energy along the curve. In this section, we aim to prove
the following proposition:
Proposition 4.5. Let ρ0, ρ1 ∈ P(Rn) ∩ C(Rn) be two radially decreasing probability densities on
Rn that are not identical. Consider the interpolation curve {ρt}t∈[0,1] as given in (2.8) and (2.9).
Then the function t 7→ I[ρt] is strictly convex for t ∈ (0, 1).
Proof. Most of this proof is devoted to the convexity of t 7→ I[ρt], except that at the very end we
will improve the convexity into strict convexity. By an identical argument as in the first paragraph
of the proof of Proposition 2.4, it suffices to obtain the convexity of t 7→ I[ρt] for each interaction
potential of the form W = Wa for all a > 0, with Wa(|x|) given by the step function (2.12).
For the potential W = Wa, using (2.3), we rewrite the interaction energy in Rn as
I[ρt] = 1
2
∫ 1
0
∫ 1
0
h′t(s1)h
′
t(s2)
∣∣∣{(x, y) : |x| ≤ (cnh′t(s1))−1/n, |y| ≤ (cnh′t(s2))−1/n, |x− y| > a}∣∣∣ ds1ds2.
Denote the integrand by I(t; s1, s2). In order to show that I[ρt] is convex in t, it suffices to show
that I(t; s1, s2) is a convex function of t for a.e. s1, s2 ∈ (0, 1). Let us rewrite I as
I(t; s1, s2) = h
′
t(s1)h
′
t(s2)
∣∣∣{(x, y) : ∣∣∣x
a
∣∣∣ ≤ (cnanh′t(s1))−1/n, ∣∣∣ya ∣∣∣ ≤ (cnanh′t(s2))−1/n, ∣∣∣xa − ya ∣∣∣ > 1}∣∣∣
= a2nh′t(s1)h
′
t(s2)
∣∣∣{(x, y) : |x| ≤ (cnanh′t(s1))−1/n, |y| ≤ (cnanh′t(s2))−1/n, |x− y| > 1}∣∣∣ .
For any fixed s1, s2 ∈ (0, 1), let us introduce
R(t) := (cna
nh′t(s1))
−1/n and r(t) := (cnanh′t(s2))
−1/n for t ∈ [0, 1],
so that we can rewrite I in terms of R(t) and r(t):
I(t; s1, s2) = c
−2
n R(t)
−nr(t)−n
∣∣∣{(x, y) : |x| ≤ R(t), |y| ≤ r(t), |x− y| > 1}∣∣∣ =: I(R(t), r(t)).
(4.29)
From now on, by a slight abuse of notation, we will denote the function as I(R(t), r(t)). Recall
that R(t)−n and r(t)−n are both affine functions of t, since h′t(s1) and h′t(s2) are both affine in t.
For almost every (s1, s2) ∈ (0, 1)2, we are in one of the following cases. (By an identical argument
as in Proposition 2.4, we can show that |R(t)− r(t)| = 1 or R(t) + r(t) = 1 only happen for a zero
measure set of (s1, s2) ∈ (0, 1)2.)
Case 1. R(t) + r(t) < 1. In this case we have I(R(t), r(t)) = 0, and it remains zero in a small
interval containing t, thus d
2
dt2
I(R(t), r(t)) = 0.
Case 2. |R(t)− r(t)| > 1. Without loss of generality, assume that R(t)− r(t) > 1. Then we have
I(t; s1, s2) = 1− c−2n R(t)−nr(t)−n
∣∣∣{(x, y) : |x| ≤ R(t), |y| ≤ r(t), |x− y| < 1}∣∣∣
= 1− c−2n R(t)−nr(t)−n
∫
B(0,r(t))
∫
B(y,1)
dxdy (since B(y, 1) ⊂ B(0, R) for y ∈ B(0, r))
= 1−R(t)−n.
And since R(t)−n is an affine function of t, this leads to d
2
dt2
I(R(t), r(t)) = 0 in some interval
containing t.
Case 3. |R(t) − r(t)| < 1 and R(t) + r(t) > 1. The analysis in this case will be much more
involved compared to the 1D proof, since we no longer have an explicit formula of I as a function
of t.
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Denote α := ddt(R
−n) and β := ddt(r
−n). Note that α, β are constants, which could be positive or
negative. We will express d
2
dt2
I as a quadratic function of α and β (where the coefficients depends
on R, r and IRR, IRr, Irr), and investigate the coefficients of this quadratic function.
Let us start with the first derivative ddtI(R(t), r(t)):
d
dt
I(R(t), r(t)) = IR(R(t), r(t))R
′(t) + Ir(R(t), r(t)) r′(t). (4.30)
By definition of α and β, we have
α = −nR−n−1R′(t), β = −nr−n−1r′(t),
thus
R′(t) = −α
n
R(t)n+1, r′(t) = −β
n
r(t)n+1.
Plugging these into (4.30) gives the following, where we compress the dependence on the variables
for notational simplicity:
d
dt
I = − 1
n
(αRn+1IR + βr
n+1Ir).
Taking another derivative in t on both sides gives
d2
dt2
I = − 1
n
(
α(Rn+1IR)RR
′ + α(Rn+1IR)rr′ + β(rn+1Ir)RR′ + β(rn+1Ir)rr′
)
=
1
n2
(
α2Rn+1(Rn+1IR)R︸ ︷︷ ︸
=:u
+2αβ Rn+1rn+1IRr︸ ︷︷ ︸
:=v
+β2 rn+1(rn+1Ir)r︸ ︷︷ ︸
=:w
)
.
(4.31)
With u, v, w defined as above (all are functions of R, r), d
2
dt2
I can be written as a quadratic function
of α, β as
n2
d2
dt2
I(R(t), r(t)) = uα2 + 2vαβ + wβ2.
In order to show that it is nonnegative for all α, β ∈ R, it suffices to show that u,w > 0 and
uw − v2 > 0. By Lemma 4.6, which we will prove right after this proof, we have the explicit
expressions of u, v, w:
u = Rn+1(Rn+1IR)R =
Rn+1
rn+1
(Rn+1rn+1IR)R =
Rn+1
rn+1
c˜nRr S(R, r)
n−1
2 > 0,
v = Rn+1rn+1IRr = − c˜n
2
(R2 + r2 − 1)S(R, r)n−12 ,
w = rn+1(rn+1Ir)r =
rn+1
Rn+1
(Rn+1rn+1Ir)r =
rn+1
Rn+1
c˜nRr S(R, r)
n−1
2 > 0,
where c˜n and S(R, r) are defined in Lemma 4.6. A direct computation gives
uw − v2 = c˜2nS(R, r)n−1
(
R2r2 − 1
4
(R2 + r2 − 1)2
)
=
c˜2n
4
S(R, r)n > 0,
where we used the fact that (R2 + r2 − 1)2 − 4R2r2 = −S(R, r) in the last identity. Since u,w > 0
and uw − v2 > 0, we then have d2
dt2
I ≥ 0 for all α, β ∈ R, finishing the convexity proof.
Finally, it remains to upgrade the convexity into strict convexity when ρ0 and ρ1 are not identical.
This can be done in the same way as the end of the proof of Proposition 2.4: If ρ0 and ρ1 are not
identical, without loss of generality we can assume h′0(s) < h′1(s) in some small open interval
containing s0 ∈ (0, 1). Then for all a > 0 that is sufficiently small and s1, s2 sufficiently close
to s0, we have that R(t) := (cna
nh′t(s1))−1/n and r(t) := (cnanh′t(s2))−1/n belong to Case 3. In
addition, for these s1, s2 we have ∂th
′
t(s) = h
′
1(s)− h′0(s) > 0 for t ∈ (0, 1), implying that R′(t) < 0
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and r′(t) < 0, thus α, β in (4.31) are both strictly positive. Combining this with the fact that
uw − v2 > 0, we have that ∂2
∂t2
I(t; s1, s2) > 0 for a positive measure of (s1, s2) for all sufficiently
small a > 0, implying the strict convexity of t 7→ I[ρt]. 
Finally, it remains to prove Lemma 4.6. Recall that in the proof above, for any R, r > 0 satisfying
|R− r| < 1 < R+ r, the function I(R, r) is given by (4.29), namely
I(R, r) = c−2n R
−nr−n
∣∣∣{(x, y) : |x| ≤ R, |y| ≤ r, |x− y| > 1}∣∣∣
= c−2n R
−nr−n
∫
B(0,1)c
(
1B(0,R) ∗ 1B(0,r)
)
(x) dx.
(4.32)
Next we will obtain the following explicit expressions on the second derivatives of I.
Lemma 4.6. Let r,R > 0, and assume they satisfy |R − r| < 1 < R + r. For the function I(R, r)
given by (4.32), let
U := (Rn+1rn+1IR)R,
V := Rn+1rn+1IRr,
W := (Rn+1rn+1Ir)r.
Then we have the identities
U = W = c˜nRr S(R, r)
n−1
2 > 0, (4.33)
V = − c˜n
2
(R2 + r2 − 1)S(R, r)n−12 , (4.34)
where c˜n :=
cn−1ωn
2n−1c2n
= cn−1
2n−1ncn , and S(R, r) is given by
S(R, r) := (R+ r + 1)(−R+ r + 1)(R− r + 1)(R+ r − 1). (4.35)
Remark. Note that S(R, r) > 0 for |R − r| < 1 < R + r, and it has a geometric meaning: by
Heron’s formula, the area of the triangle with side lengths R, r, 1 is 14S(R, r)
1/2.
Proof. Step 1. Equivalent expressions of I(R, r). Before we take derivatives on I, let us begin
by rewriting I(R, r) into some equivalent expressions. Since the integrand in (4.32) is radially
symmetric, one can write the integral in radial variable s as
I(R, r) = c−2n R
−nr−n
∫ r+R
1
A(R, r; s)ωns
n−1ds,
where we denote by A(R, r; s) the volume of the intersection of two balls (in Rn) of radii R and r,
with their centers separated by distance s. (The integral has upper limit r+R since A(R, r; s) ≡ 0
when s ≥ R+ r).
Although this is the most straightforward way to express I, its second derivative would involve
second derivatives of A, whose analytical expression is difficult to obtain. To circumvent this
difficulty, we express I(R, r) in another way as follows. By introducing f := 1B(0,R), g := 1B(0,r)
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and h := 1B(0,1), note that (4.32) can be rewritten as
I(R, r) = c−2n R
−nr−n
∫
Rn
(f ∗ g)(1− h)dx
= c−2n R
−nr−n
(
‖f ∗ g‖1 −
∫
Rn
(g ∗ h)fdx
)
(since
∫
Rn
(f ∗ g)hdx =
∫
Rn
(g ∗ h)fdx)
= c−2n R
−nr−n
(
‖f‖1‖g‖1 − ‖g‖1‖h‖1 +
∫
Rn
(g ∗ h)(1− f)dx
)
= 1−R−n + c−2n R−nr−n
∫
B(0,R)c
1B(0,r) ∗ 1B(0,1)dx,
and writing the last integral in radial variable gives
I(R, r) = 1−R−n + c−2n R−nr−n
∫ r+1
R
A(r, 1; s)ωns
n−1ds, (4.36)
again the integral has upper limit r+ 1 since A(r, 1; s) ≡ 0 for all s ≥ r+ 1. Differentiating, we get
IR = nR
−n−1 − nc−2n R−n−1r−n
∫ r+1
R
A(r, 1; s)ωns
n−1ds− c−2n ωnR−1r−nA(r, 1;R), (4.37)
IRr = −c−2n ωnR−1r−nAr(r, 1;R) + nc−2n ωnR−1r−n−1A(r, 1;R)
+ nc−2n R
−n−1r−n−1
∫ r+1
R
(nA(r, 1; s)− rAr(r, 1; s))ωnsn−1ds,
(4.38)
where we have used that A(r, 1; r + 1) = 0. We will use (4.37) and (4.38) to obtain explicit
expressions of U and V in (4.33) and (4.34). Once this is done, since I(R, r) is symmetric in R, r,
a parallel argument gives that W is equal to the right hand side of (4.33) (with R and r switched).
Since S(R, r) is also symmetric in R, r, we then have that U = W .
Step 2. Partial derivatives of A(r, 1; s). To prepare for the computations later, in this step
we find an integral representation of the term A(r, 1; s) (which appears in the integrand of (4.36)),
and find its first derivatives with respect to r and s. Note that s ∈ (R, r + 1) and the assumption
|R− r| < 1 < R+ r imply that |s− r| < 1 < s+ r. In other words, there exists a triangle with side
lengths r, s, 1.
Consider two balls with radius r and 1 centered at O = (0,0) and P = (s,0) respectively (0
denotes the zero vector in Rn−1). By definition, A(r, 1; s) is the volume of the intersection of the
two balls in Rn. To compute A(r, 1; s), we take Q to be any point on both spheres. Let l(r; s)
be the distance from Q to the x1-axis, and s1(r; s) be the x1 coordinate of Q. The definitions of
A(r, 1; s), l(r; s) and s1(r; s) are illustrated in Figure 5.
By law of cosines, we have cos∠QOP = r2+s2−12rs . This immediately yields
s1(r; s) = r cos∠QOP =
s2 + r2 − 1
2s
, (4.39)
and
l(r; s) =
√
r2 − s21(r; s) =
√
4r2s2 − (s2 + r2 − 1)2
2s
.
We note that the area of the triangle OPQ is given by
sl(r; s)
2
=
1
4
S(s, r)1/2, (4.40)
where the right hand side is given by Herron’s formula (4.35).
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r 1
l(r; s)
s1(r; s) x1
h(x1)
O P = (s,0)
Q
Figure 5. Illustration of the definitions of A(r, 1; s), l(r; s) and s1(r; s). For two
balls in Rn with radii r and 1 respectively, A(r, 1; s) denotes the volume of their
intersection in Rn (colored in yellow). Let Q be any intersection of the two spheres.
We define l(r; s) as the distance from Q to the x1-axis, and s1(r; s) as the x1 coor-
dinate of Q.
For any hyperplane in Rn perpendicular to the x1-axis, its intersection with the yellow region
is non-empty if and only if the x1 coordinate of the hyperplane is between s − 1 and r. In this
case, the intersection is an (n − 1)-dimension ball with radius h(x1), given by the following (the
definition of h(x1) is also illustrated in Figure 5):
H(x1) =
{√
1− (s− x1)2 for s− 1 ≤ x1 ≤ s1(r; s),√
r2 − x21 for s1(r; s) ≤ x1 ≤ r.
This allows us to express A(r, 1; s) as an integral in x1:
A(r, 1; s) =
∫ r
s−1
cn−1Hn−1(x1)dx1
= cn−1
(∫ s1(r;s)
s−1
(1− (s− x1)2)
n−1
2 dx1 +
∫ r
s1(r;s)
(r2 − x21)
n−1
2 dx1
)
= cn−1
(∫ 1
s−s1(r;s)
(1− y2)n−12 dy +
∫ 1
s1(r;s)
r
rn(1− y2)n−12 dy
)
.
(4.41)
We then compute the partial derivatives of A as follows. (Note that s1(r; s) is a function of r, s,
even though the dependence are compressed below for notational simplicity.)
As(r, 1; s) = cn−1
(
−(1− (s− s1)2)
n−1
2
∂
∂s
(s− s1)− rn
(
1− s
2
1
r2
)n−1
2 ∂
∂s
(s1
r
))
= −cn−1ln−1
(
1− ∂s1
∂s
+
∂s1
∂s
)
= −cn−1l(r; s)n−1,
(4.42)
where in the second equality we used that l(r; s) =
√
1− (s− s1)2 and l(r; s) =
√
r2 − s21.
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Likewise, we compute Ar as
Ar(r, 1; s) = cn−1
(
−(1− (s− s1)2)
n−1
2
∂
∂r
(s− s1)− rn
(
1− s
2
1
r2
)n−1
2 ∂
∂r
(s1
r
)
+
∫ 1
s1/r
nrn−1(1− y2)n−12 dy
)
= −cn−1l(r; s)n−1
(
−∂s1
∂r
+ r
1
r
∂s1
∂r
− r s1
r2
)
+ cn−1
∫ 1
s1/r
nrn−1(1− y2)n−12 dy
= cn−1l(r; s)n−1
s1(r; s)
r
+ cn−1
∫ 1
s1(r;s)
r
nrn−1(1− y2)n−12 dy.
(4.43)
Step 3. Explicit formula for U,W . In this step we prove (4.33). As we discussed at the end of
Step 1, it suffices to focus on U and aim to show that
U := (Rn+1rn+1IR)R = c˜nRr S(R, r)
n−1
2 ,
and the identity for W would follow from a parallel argument.
Using (4.37), we get that
U = nc−2n rA(r, 1;R)ωnR
n−1 − nc−2n ωnRn−1rA(r, 1;R)− c−2n ωnRnrAR(r, 1;R)
= −c−2n ωnRnrAR(r, 1;R).
By (4.42), we have AR(r, 1, R) = −cn−1l(r;R)n−1. Therefore,
U =
cn−1ωn
c2n
rRnl(r;R)n−1 =
cn−1
2n−1ncn
Rr S(R, r)
n−1
2 .
where in the second step we used the fact ωn = ncn as well as the relationship
1
2Rl(r;R) =
1
4S(R, r)
1/2 in (4.40), since both sides give the area of the triangle with side lengths r, 1, R.
Step 4. Explicit formula for V . In this final step we aim to show (4.34). We compute V as
follows:
V = Rn+1rn+1IRr = −c−2n ωnRnrAr(r, 1;R) + nc−2n ωnRnA(r, 1;R)
+ nc−2n
∫ r+1
R
(nA(r, 1; s)− rAr(r, 1; s))ωnsn−1ds
= − c˜n
2
S(R, r)
n−1
2 (R2 + r2 − 1)− cn−1
cn
rnRn
∫ 1
s1(r;R)
r
(1− y2)n−12 dy
+
1
cn
RnA(r, 1;R) +
1
cn
∫ r+1
R
(nA(r, 1; s)− rAr(r, 1; s))sn−1ds︸ ︷︷ ︸
=:Γ
,
(4.44)
where we used (4.38) in the first equality, and used (4.43) (with s replaced by R), (4.40), the
definition of c˜n, and the fact that s1(r;R) =
R2+r2−1
2R in the second equality.
Let us express A(r, 1, R) using its integral formulation as in (4.41) (with s replaced by R), and
plug it into the above equation. V then becomes
V = − c˜n
2
S(R, r)
n−1
2 (R2 + r2 − 1) + cn−1
cn
Rn
∫ 1
R−s1(r;R)
(1− y2)n−12 dy + 1
cn
Γ. (4.45)
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Comparing (4.45) with (4.34), all we need to show is that
Γ = −cn−1Rn
∫ 1
R−s1(r;R)
(1− y2)n−12 dy. (4.46)
By (4.41) and (4.43), the parenthesis in the integrand in Γ can be written as
nA(r, 1; s)− rAr(r, 1; s) = cn−1
(
n
∫ 1
s−s1(r;s)
(1− y2)n−12 dy − l(r; s)n−1s1(r; s)
)
,
thus
Γ = cn−1
∫ r+1
R
nsn−1
∫ 1
s−s1(r;s)
(1− y2)n−12 dyds︸ ︷︷ ︸
=:Γ1
−cn−1
∫ r+1
R
sn−1l(r; s)n−1s1(r; s)ds.
(4.47)
We can then use integration by parts to express Γ1 as follows:
Γ1 =
(
sn
∫ 1
s−s1(r;s)
(1− y2)n−12 dy
)∣∣∣∣r+1
R
−
∫ r+1
R
sn
∂
∂s
(∫ 1
s−s1(r;s)
(1− y2)n−12 dy
)
ds
= −Rn
∫ 1
R−s1(r;R)
(1− y2)n−12 dy +
∫ r+1
R
sn
(
1− (s− s1(r; s))2
)n−1
2
∂
∂s
(s− s1(r; s))ds
= −Rn
∫ 1
R−s1(r;R)
(1− y2)n−12 dy +
∫ r+1
R
snl(r; s)n−1
s2 + r2 − 1
2s2
ds
= −Rn
∫ 1
R−s1(r;R)
(1− y2)n−12 dy +
∫ r+1
R
sn−1l(r; s)n−1s1(r; s)ds,
where we used s1(r; r + 1) = r in the second equality, the fact that l(r; s) =
√
1− (s− s1)2 and
(4.39) in the third equality. Finally, plugging the above expression of Γ1 into (4.47) gives (4.46),
thus finishes the proof. 
5. Non-uniqueness of steady states for 1 < m < 2
In this section, for 1 < m < 2, given any attractive potential W0 satisfying (W1) and (W2) with
k > −n(m− 1) and k ≥ −n+ 2, we aim to modify its tail to construct a new attractive potential
that has infinitely many radially decreasing steady states in P(Rn). The reason for the two extra
assumptions k > −n(m− 1) (i.e. (1.1) is in the diffusion-dominated regime) and k ≥ −n+ 2 (i.e.
W is no more singular than the Newtonian potential at the origin) is that even though the result
only deals with steady states, our proof strategy however requires the dynamical solution to (1.1)
to exist globally in time. Under these extra assumptions, it was established in [5] that for any
initial data ρ0 ∈ P(Rn)∩L∞(Rn), there exists a unique global-in-time weak solution ρ(·, t) to (1.1),
which satisfies the Energy Dissipation Inequality: for any t > 0, we have
E [ρ(t)] +
∫ t
0
D[ρ(t)]dt ≤ E [ρ0], (5.1)
where D[ρ] = ∫Rn ρ|∇( mm−1ρm−1 +W ∗ ρ)|2dx.
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5.1. Modifying the tail. Let us take any attractive potential W satisfying (W1) and (W2) with
k > −n(m− 1) and k ≥ −n+ 2. Assume W has a radial steady state ρs that is supported in some
B(0, R). Note that no matter how we modify W outside B(0, 2R), ρs is still a steady state, since
supx,y∈supp ρs dist(x, y) ≤ 2R. With this in mind, we will modify W as follows to obtain a new
steady state. Let η : R→ R be a smooth cut-off function, such that
η(s) =
{
0 for s ≤ 0
1 for s ≥ 1, (5.2)
and η is strictly increasing in (0, 1) with η′ < 2. We then modify W (x) into
WR,(x) := w1(x) + w2(x), (5.3)
where w1 and w2 are both radial, and by a slight abuse of notation we define them below as
functions of the radial variable r. Let their derivatives be given by
w′1(r) := W
′(r)
(
1− η
(
r − 2R
R
))
for all r > 0, (5.4)
and
w′2(r) := η
(
r − 2R
R
)
for all r > 0, (5.5)
where  > 0 is a small constant to be determined later. Note that w′1(r) = W ′(r) and w′2(r) ≡ 0
for all r ∈ (0, 2R]. Let us set in addition that w1(r) = W (r) and w2(r) ≡ 0 in (0, 2R]. With such
definition, WR,(r) is identical to W (r) for r ∈ [0, 2R], and it is smooth and strictly increasing for
r ∈ (0,∞). Note that (5.4) and (5.5) give that w1 is constant for r ∈ [3R,+∞), and w′2(r) ≡  for
r > 3R. A sketch of WR, is given in Figure 6.
WR,(r)
r2R 3R
W (r) slope ≡ 
Figure 6. Illustration of W (red dotted curve) and the modified WR, (black curve).
5.2. Heuristics for non-uniqueness. For the interaction potential WR, defined in (5.3), our
goal is to show that if  > 0 is sufficiently small, then there exists another steady state which is
“flatter” than ρs. Before the rigorous proof in the next subsection, let us first outline some formal
heuristics here.
To see the motivation of modifying W into WR,, let us first consider the extreme case  = 0,
where WR, = w1 is constant in [3R,∞). In this case, we can subtract WR, by a constant such that
WR,(3R) = 0. In this way, WR, ∈ L1(Rn) since it is compactly supported in B(0, 3R). Note that
the solution to (1.1) remains unaffected as we add/subtract a constant to the interaction potential.
For an L1 potential, the following formal scaling argument suggests that it is energy favorable
for a sufficiently “flat” initial data to continue spreading. To see this, let us take any continuous
function ρ with finite mass, consider its dilation ρλ(x) := λ
nρ(λx), and check whether E [ρλ] is
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increasing or decreasing in λ as λ→ 0+. Under the dilation, we have (see [19, Section 2.3.1] for a
derivation)
E [ρλ] = λ(m−1)n
∫
Rn
1
m− 1ρ
mdx+
λn
2
(∫
Rn
WR,dx
)∫
Rn
ρ2dx+ o(λn).
When m < 2, since λ(m−1)n  λn for λ  1, we have that E [ρλ] is increasing in λ for λ  1,
meaning that it is energy favorable for a sufficiently flat solution to become even flatter. As a
result, for  = 0 we expect that sufficiently flat initial data should spread to infinity as t→∞.
Instead of setting  = 0, we will actually work with a sufficiently small 0 <   1. On the one
hand, using the smallness of , we will show that solutions with sufficiently flat initial data will
remain flat for all time, thus ρ(·, t) cannot return to ρs as t → ∞. On the other hand, for any
 > 0, it is not possible for ρ(·, t) to spread to infinity either: since W (r) grows linearly in r for
large r, we will show that the first moment of ρ(·, t) is uniformly bounded in time. Putting these
two pieces together will give us existence of another steady state that is flatter than ρs.
5.3. Proving non-uniqueness by tracking the L3−m norm. In the following lemma, we show
that when  is sufficiently small in the modified potential WR,, solutions with sufficiently flat
initial data will remain flat for all time. Here we control the “flatness” of a solution by tracking the
evolution of its L3−m norm. We choose this norm due to the technical reason that the degenerate
diffusion term gives exactly −c(m)‖∇ρ‖22, making the computation easier.
Lemma 5.1. Let 1 < m < 2, and let W satisfy (W1) and (W2) with k > −n(m−1) and k ≥ −n+2.
Given any R > 0, a > 0, there exists some δ0 ∈ (0, a) and  ∈ (0, 1) depending on W,R, a and n,
such that the solution ρ(x, t) to (1.1) with interaction potential WR, defined in (5.3)–(5.5) satisfies
the following: For any initial data with ρ0 ∈ P(Rn)∩L∞(Rn) and ‖ρ0‖3−m < δ0, the solution ρ(·, t)
satisfies
‖ρ(·, t)‖3−m < δ0 for all t > 0. (5.6)
Proof. The evolution of
∫
Rn ρ(x, t)
3−mdx in time can be computed as follows. Multiplying (1.1) by
ρ2−m and integrating in Rn, we have∫
Rn
ρ2−mρtdx =
∫
Rn
ρ2−m∆ρmdx+
∫
Rn
ρ2−m∇ · (ρ∇(WR, ∗ ρ))dx.
Integration by parts gives
1
3−m
d
dt
∫
Rn
ρ3−mdx = −
∫
Rn
∇ρ2−m · ∇ρmdx−
∫
Rn
∇ρ2−m · (ρ∇(WR, ∗ ρ))dx
= −(2−m)m‖∇ρ‖22 − (2−m)
∫
Rn
ρ2−m∇ρ · ∇(WR, ∗ ρ)dx︸ ︷︷ ︸
=:I(t)
, (5.7)
where
I(t) =
∫
Rn
ρ2−m∇ρ · ∇(w1 ∗ ρ)dx+
∫
Rn
ρ2−m∇ρ · ∇(w2 ∗ ρ)dx =: I1(t) + I2(t).
Before we continue to estimate I1 and I2, let us first point out some properties of the functions
w1 and w2 defined in (5.4) and (5.5). Without loss of generality, we can subtract w1 by a constant
(which does not change the solution ρ(·, t)) such that w1(3R) = 0. In this way, we have suppw1 ⊂
B(0, 3R). Since w1 also satisfies (W2) near the origin,
‖w1‖q ≤ C(W,R) for all q ≥ 1 such that qk > −n, (5.8)
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where C only depends on W and R. As for w2, we have
‖∆w2‖∞ ≤ sup
r≥2R
(
w′′2(r) +
n− 1
r
w′2(r)
)
≤ 
(
1
2R
‖η′‖∞ + n− 1
R
‖η‖∞
)
≤ n
R
,
(5.9)
where we used ‖η′‖∞ ≤ 2 and ‖η‖∞ ≤ 1 in the last inequality.
Now let us estimate I1. By Ho¨lder’s inequality (for three functions), we have
|I1| ≤
∫
Rn
ρ2−m|∇ρ||∇(w1 ∗ ρ)| dx
≤ ‖ρ2−m‖ 3−m
2−m
‖∇ρ‖2‖w1 ∗ ∇ρ‖p
≤ ‖ρ‖2−m3−m‖∇ρ‖2‖w1 ∗ ∇ρ‖p,
(5.10)
where p is such that 2−m3−m +
1
2 +
1
p = 1, which leads to p =
2(3−m)
m−1 . Note that our assumption
m ∈ (1, 2) gives that p > 2, thus Young’s inequality and (5.8) yield that
‖w1 ∗ ∇ρ‖p ≤ C‖w1‖q‖∇ρ‖2, (5.11)
where q is such that 1q +
1
2 =
1
p + 1, that is, q = 3 − m. Let us check that qk > −n: using the
assumption k > −n(m−1) we have qk > −n(m−1)(3−m) > −n, where the last inequality follows
from m ∈ (1, 2). This allows us to use (5.8) to control ‖w1‖q, thus (5.11) becomes
‖w1 ∗ ∇ρ‖p ≤ C(W,R)‖∇ρ‖2,
and plugging this into (5.10) gives
|I1| ≤ C(W,R)‖ρ‖2−m3−m‖∇ρ‖22. (5.12)
In the rest of the proof, we fix δ0 ∈ (0, a) such that C(W,R)δ2−m0 < m4 , with C(W,R) as in (5.12).
Since m ∈ (1, 2), there indeed exists such a δ0. Our goal is to show that for sufficiently small  > 0
(to be fixed later), all solutions with initial data ‖ρ0‖3−m < δ0 satisfy that ‖ρ(t)‖3−m < δ0 for all
t > 0. To show this, it suffices to look at the first time that ‖ρ(t)‖3−m = δ0 (call it t1), and aim to
show that ddt
∫
ρ(x, t)3−mdx
∣∣
t=t1
< 0.
From our choice of δ0 and the definition of t1, at t = t1 we can control I1 as
|I1(t1)| ≤ C(W,R)δ2−m0 ‖∇ρ(t1)‖22 ≤
m
4
‖∇ρ(t1)‖22. (5.13)
Next we move on to I2. We first rewrite I2 as
I2 =
1
3−m
∫
Rn
∇ρ3−m · (∇w2 ∗ ρ)dx = − 1
3−m
∫
Rn
ρ3−m(∆w2 ∗ ρ)dx.
Let us apply the Young’s inequality to I2, and combine it with (5.9) and ‖ρ‖1 = 1:
|I2| ≤ 1
3−m‖ρ‖
3−m
3−m‖∆w2‖∞‖ρ‖1 ≤
C(n,R)
3−m ‖ρ‖
3−m
3−m.
By the Gagliardo–Nirenberg inequality, we have
‖ρ‖3−m ≤ C(n)‖∇ρ‖θ2‖ρ‖1−θ1 = C(n)‖∇ρ‖θ2,
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where θ = 2n(2−m)(3−m)(2+n) ∈ (0, 1). Combining this inequality with the assumption that ‖ρ(t1)‖3−m =
δ0, we have
|I2(t1)| ≤ C(n,R)
3−m ‖ρ(t1)‖
3−m− 2
θ
3−m ‖ρ(t1)‖
2
θ
3−m ≤
C(n,R)δ
3−m− 2
θ
0
3−m ‖∇ρ(t1)‖
2
2.
Now we can choose  > 0 sufficiently small such that
C(n,R)δ
3−m− 2
θ
0
3−m <
m
4 , leading to
|I2(t1)| ≤ m
4
‖∇ρ(t1)‖22. (5.14)
Finally, combining (5.13) and (5.14), we have |I(t1)| ≤ m2 ‖∇ρ(t1)‖22. Apply this to (5.7) gives
d
dt
∫
Rn
ρ3−m(x, t)dx
∣∣∣
t=t1
≤ −m(3−m)(2−m)
2
‖∇ρ(t1)‖22 < 0,
which contradicts the definition of t1, thus finishing the proof of the lemma. 
In the next lemma, we show that the modified potential WR, in Lemma 5.1 indeed leads to a
radial steady state ρs with ‖ρs‖3−m ≤ δ0. As we will see later in the proof of the main theorem, we
will apply Lemma 5.2 iteratively to construct an interaction potential with infinitely many steady
states.
Lemma 5.2. Let 1 < m < 2, and let W satisfy (W1) and (W2) with k > −n(m − 1) and
k ≥ −n+ 2. Given any R > 0, a > 0, let δ0 ∈ (0, a) and  ∈ (0, 1) be as given in Lemma 5.1. Then
the equation (1.1) with interaction potential WR, has a compactly supported radially decreasing
steady state ρs ∈ P(Rn) ∩ L∞(Rn) with ‖ρs‖3−m ≤ δ0.
Proof. Let δ0 ∈ (0, a) and  > 0 be as given in Lemma 5.1, and take any radially symmetric initial
data ρ0 ∈ P(Rn) ∩ L∞(Rn) with ‖ρ0‖3−m < δ0. It then follows from Lemma 5.1 that the solution
ρ(·, t) to (1.1) with potential WR, satisfies ‖ρ(t)‖3−m < δ0 for all t ≥ 0.
Since the interaction potential WR, has linear growth for large |x|, we claim that the first
moment of ρ(·, t) is uniformly bounded in time. To see this, first note that the interaction energy
itself is uniformly bounded in time: since E [ρ(t)] ≤ E [ρ0] for all t ≥ 0, using the non-negativity of
1
m−1
∫
ρm(x, t)dx, we have that
1
2
∫∫
Rn×Rn
ρ(x, t)ρ(y, t)WR,(x− y)dxdy ≤ E [ρ0].
By definition of WR, in (5.3)–(5.5), we have that WR,(x − y)dxdy ≥ w1(3R) + (|x| − 3R)+ ≥
|x|+ w1(3R)− 3R, and applying it to the previous inequality gives

∫∫
Rn×Rn
ρ(x, t)ρ(y, t)|x− y|dxdy ≤ 3R− w1(3R) + 2E [ρ0].
Finally, to relate the interaction energy with the first moment, by [21, Lemma 2.8] and the fact
that ρ0 ∈ P(Rn), there exists a universal constant C, such that∫
Rn
ρ(x, t)|x|dx ≤ C
∫∫
Rn×Rn
ρ(x, t)ρ(y, t)|x− y|dxdy ≤ C

(3R−w1(3R) + 2E [ρ0]) =: C1, (5.15)
finishing the proof of the claim.
In addition, we have ‖ρ‖L∞(Rn×(0,∞)) ≤ C2 for some C2 < ∞. This can be done by the same
bootstrap iterative argument in [42, Theorem 1.1] on the Lp norm for a sequence of p → ∞.
Even though [42] focused on the Newtonian potential in the diffusion-dominated regime, the same
proof can be applied to our potential WR, as well. Note that WR, is identical to W in a small
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neighborhood of the origin, thus it satisfies (W2) with k > −n(m − 1) and k ≥ −n + 2. The
first assumption ensures that the equation is in the diffusion-dominated regime, and the second
assumption ensures that it is no more singular than the Newtonian potential.
In the rest of the proof we aim to show that there exists a steady state ρs ∈ P(Rn)∩L∞(Rn) with
‖ρs‖3−m ≤ δ0 and
∫
Rn ρs|x|dx ≤ C1. Roughly speaking, the idea is that “uniform-in-time bounds
on ρ(t) + tightness of {ρ(t)}t>0 ⇒ existence of a steady state”. The proof is mostly identical
to [22, Theorem 4.12], except the following two differences. The first is that in [22], tightness of
{ρ(t)}t>0 comes from a uniform-in-time bound of the second moment, which is obtained by using
some special properties of Newtonian potential in 2D; whereas in this proof tightness comes from
the uniform-in-time bound of the first moment (5.15). The second difference is that in this proof
we will only obtain the existence of a steady state ρs with the desired bound on the L
3−m norm
and the first moment, but without any convergence result ρ(t)→ ρs as t→∞; whereas in [22] one
can obtain convergence as t→∞ due to uniqueness of steady state in that setting.
For the sake of completeness, we briefly sketch the main steps below. By the Energy Dissipation
Inequality (5.1), the global weak solution ρ satisfies the entropy inequality
lim
t→∞ E [ρ(t)] +
∫ ∞
0
D[ρ(t)]dt ≤ E [ρ0],
where D[ρ(t)] := ∫Rn ρ|∇h[ρ]|2dx, with h[ρ] := mm−1ρm−1 + ρ ∗WR,. Since WR, satisfies (W2) with
k > −n(m− 1), we have that E [ρ(t)] is bounded below. Thus ∫∞0 D[ρ(t)]dx <∞, implying
lim
t→∞
∫ ∞
t
D[ρ(s)]ds = 0. (5.16)
For any diverging time sequence {tj}∞j=1, let us consider the sequence of functions {ρj}∞j=1 given by
ρj(·, t) := ρ(·, t+ tj) in Rn × (0, T ),
which is well-defined since ρ(·, t) is a global-in-time weak solution. Using (5.16), we have∫ T
0
D[ρj(t)]dt =
∫ tj+T
tj
D[ρ(t)]dt ≤
∫ ∞
tj
D[ρ(t)]dt→ 0 as j →∞,
thus equivalently, using the fact that D[ρ] = ∫Rn ρ|∇h[ρ]|2dx, we have that
‖√ρj |∇h[ρj ]|‖L2(Rn×(0,T )) → 0 as j →∞. (5.17)
By [22, Lemma 4.17], there exists a function ρ¯ ∈ L1(Rn × (0, T )) ∩ Lm(Rn × (0, T )) and a
subsequence of {ρj} (which we still denote by {ρj}), such that
ρj(x, t) ⇀ ρ¯(x, t) in L
1(Rn × (0, T )) ∩ Lm(Rn × (0, T )) (5.18)
as j → ∞. Our goal is to show that the function ρ¯(x, t) is in fact independent of time (call it
ρs(x)), and it is a steady state of (1.1) with ‖ρs‖3−m ≤ δ0 and
∫
ρs|x|dx ≤ C1.
First, note that ‖ρj‖L∞(Rn×(0,T )) ≤ C2 for all j, which follows from the bound ‖ρ‖L∞(Rn×(0,∞)) ≤
C2. In addition, recall that we have ‖ρ(t)‖3−m ≤ δ0 and ‖ρ(t)|x|‖1 ≤ C1 for all t ≥ 0. Combining
these with the weak convergence in (5.18), we have that
‖ρ¯‖L∞(0,T ;L∞(Rn)) ≤ C2, ‖ρ¯‖L∞(0,T ;L3−m(Rn)) ≤ δ0,
∥∥ρ¯|x|∥∥
L∞(0,T ;L1(Rn)) ≤ C1. (5.19)
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Proceeding as in Lemma 4.18, 4.19 and 4.20 of [22], along a further subsequence (which we still
denote by {ρj}), we have
ρj → ρ¯ in Lq(Rn × (0, T )) for any 1 ≤ q <∞,
ρpj → ρ¯p in L2(0, T ;H1(Rn)) for any m−
1
2
≤ p <∞,
√
ρj∇h[ρj ] ⇀
√
ρ¯∇h[ρ¯] in L2(Rn × (0, T );Rn).
(5.20)
The above convergence results yield that ρ¯ is a weak distributional solution to (1.1) with test
functions in L2(0, T ;H1(Rn)). In addition, since the L2 norm is weakly lower semicontinuous,
combining the third weak convergence result in (5.20) with (5.17) gives that
ρ¯|∇h[ρ¯]|2 = 0 a.e. in Rn × (0, T ),
implying that
√
ρ¯∇h[ρ¯] = 0 a.e. in Rn×(0, T ). In addition, due to the convergence results in (5.20)
we know that ρ¯ is a weak distributional solution to (1.1) with test functions in L2(0, T ;H1(Rn)).
This gives that ∂tρ¯ = 0 in L
2(0, T ;H−1(R2)), thus ρ¯(t, x) ≡ ρs(x) is independent of time, and is a
(weak) steady state. Since ρ(·, t) is a radial solution, we know that ρs is radial as well, and thus
must be radially decreasing by Theorem 2.2 of [22]. From (5.19), we have that
‖ρs‖∞ ≤ C2, ‖ρs‖3−m ≤ δ0, and
∫
Rn
ρs(x)|x|dx ≤ C1.
From [22, Lemma 2.22] and using the uniform first moment of ρj , we have that no mass is lost as
we take the j →∞ limit, that is, ρs ∈ P(Rn).
Finally, note that the potential WR, satisfies (W1)–(W4): It satisfies (W1) and (W2) since
WR, = W in some neighborhood of the origin. It satisfies (W3) and (W4) since W
′(r) is a
constant for all sufficiently large r. In addition, limr→∞WR, = ∞, which allows us to apply
Lemma 3.2(b,d) to conclude that ρs is radially decreasing and compactly supported. 
Now we are ready to prove the main theorem for the non-uniqueness result.
Proof of Theorem 1.2. The potential W˜ is constructed by an inductive argument. For the base
step, using the given potential W0 and R0 > 0, let us take any a > 0 (e.g. a = 1), and let
W1 := WR0, be the interaction potential given in Lemma 5.2. From the way we modify the tails in
(5.3)–(5.5) and the assumptions on W0, we have that W1 ∈ C∞(Rn \ {0})∩W 1,∞(B(0, R0)c), with
‖∇W1‖L∞(B(0,R0)c) ≤ max{‖∇W0‖L∞(B(0,3R0)\B(0,R0)), 1}.
By Lemma 5.2, equation (1.1) with potential W1 has a compactly supported radially decreasing
steady state ρ1s ∈ P(Rn) ∩ L∞(Rn), and we denote its support by B(0, R1). (See the red curves in
Figure 7).
Next we do the inductive step. For N ≥ 1, assume that we have already obtained an attractive
potential WN ∈ C∞(Rn \ {0}) ∩W 1,∞(B(0, R0)c) with a sequence of radial steady states {ρis}Ni=1,
where ρis ∈ P(Rn) ∩ L∞(Rn) is compactly supported, and its support is denoted by B(0, Ri)
respectively for i = 1, . . . , N . In addition, assume that WN satisfies the estimate
‖∇WN‖L∞(B(0,R0)c) ≤ max{‖∇W0‖L∞(B(0,3R0)\B(0,R0)), 1}. (5.21)
Our goal is to modify WN into WN+1 ∈ C∞(Rn \{0})∩W 1,∞(B(0, R0)c), such that it has an extra
radial steady state ρN+1s in addition to {ρis}Ni=1, and it satisfies the estimate (5.21) with N replaced
by N + 1.
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Figure 7. Illustration of the iterative construction of W˜ , and the sequence of steady
states {ρis} it leads to.
We construct WN+1 as follows. Let
W := WN , a :=
1
2
min
1≤i≤N
∥∥ρis∥∥3−m , R := max{R1, . . . , RN , 2N}. (5.22)
For such W , a and R, let δ0 ∈ (0, a) and  ∈ (0, 1) be as given in Lemma 5.2, and let WN+1 := WR,
be the modified potential. By Lemma 5.1 and Lemma 5.2, equation (1.1) with potential WN+1
has a radially decreasing steady state ρN+1s ∈ P(Rn) ∩ L∞(Rn) with ‖ρN+1s ‖3−m ≤ a. Note that
ρN+1s must be different from all {ρis}Ni=1, since its L3−m norm is less than a half of each of them by
definition of a. In addition, since WN+1 agrees with WN in B(0, 2R), where R ≥ Ri for 1 ≤ i ≤ N ,
we have that {ρis}Ni=1 are still steady states for the potential WN+1. As a result, the potential WN+1
has at least N + 1 radial steady states {ρis}N+1i=1 . Moreover, from the way we modify the tails in
(5.3)–(5.5), and using the fact that  ∈ (0, 1), we have WN+1 ∈ C∞(Rn \ {0}) ∩W 1,∞(B(0, R0)c),
with the estimate
‖∇WN+1‖L∞(B(0,R0)c) ≤ max{‖∇WN‖L∞(B(0,R0)c), 1} ≤ max{‖∇W0‖L∞(B(0,3R0)\B(0,R0)), 1}.
where we used the induction assumption (5.21) in the second inequality.
Finally, to find an attractive potential W˜ with infinitely many steady states, let it be given by
W˜ (x) := lim
N→∞
WN (x). (5.23)
First note that this limit exists pointwise, since for each N ≥ 1 we have Wi = WN for all i ≥
N in B(0, 2R), where R ≥ 2N is given by (5.22). This also gives that W˜ ∈ C∞(Rn \ {0}) ∩
W 1,∞(B(0, R0)c), and it satisfies the estimate (5.21) with WN replaced by W˜ . In addition, note
that W˜ = WN in B(0, 2R) with R given by (5.22), where we have R > RN . This implies ρ
N
s is a
steady state of (1.1) with potential W˜ . Since N is arbitrary, we have that W˜ leads to an infinite
sequence of radially decreasing steady states {ρis}∞i=1. 
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Appendix A. Fractional regularity
Lemma A.1. Assume that W satisfies (W1) and (W2). Then for any radial bump function
φ ∈ C∞c (Rn), we have
(−∆)s(Wφ) ∈ L1(Rn) for any 0 < s < min{n+k2 , 1}. (A.1)
Proof. Since W satisfies (W2) (if k > 0, without loss of generality we can assume W (0) = 0), there
exists some finite C0 > 0 such that for any r ∈ (0, 1) we have
|(Wφ)′(r)| ≤ C0rk−1 and |Wφ(r)| ≤ C0rk, (A.2)
where in the special case k = 0 we replace C0r
k in the second inequality by C0r
−δ for any δ > 0.
In fact, since Wφ is compactly supported, we can modify C0 into another constant (still denote it
by C0) such that (A.2) holds for all r > 0.
Let η be a standard mollifier supported in B1 and η(x) := 
−nη(−1x) be its dilation. For  > 0,
we consider a regularization f := (Wφ) ∗ η. Note that for all  ∈ (0, 1) that is sufficiently small,
f satisfies the inequality (A.2) for all r > 0 with the constant C0 replaced by 2C0, and supp f is
also uniformly bounded in some BR for all small .
We will show that for any 0 < s < min
{
n+k
2 , 1
}
and all sufficiently small  > 0, we have
‖(−∆)sf‖L1 ≤ C (n, s, k, C0, R) ,
where the right hand side is independent of . The result then follows from taking  → 0, lower
semi-continuity and Sobolev embeddings. For notational convenience, we denote f by f from now
on.
For smooth compactly supported radial functions f , we can use the formula for the fractional
Laplacian in [31, Theorem 1.1]: given s ∈ (0, 1) and r = |x| > 0 for x ∈ Rn, we have
(−∆)sf(r) = cs,n r−2s
∫ +∞
1
(
f(r)− f(rt) +
(
f(r)− f
(r
t
))
t−n+2s
)
t(t2 − 1)−1−2sH(t)dt, (A.3)
where
H(t) = 2piαn
∫ pi
0
(sin θ)
n−2
(√
t2 − sin2 θ + cos θ
)1+2s
√
t2 − sin2 θ
dθ, t ≥ 1, αn = pi
n−3
2
Γ(n−12 )
.
Analyzing the behavior of H, there exists c, C > 0 depending on n and s, such that ct−2s ≤ H(t) ≤
Ct−2s for all t ≥ 1. Using this inequality, (A.3) becomes
|(−∆)sf(r)| ≤ cs,nr−2s
∫ ∞
1
(
|f(r)− f(rt)|+ |f(r)− f(r/t)|
tn−2s
)
dt
(t− 1)1+2s . (A.4)
Let us consider the case r < 1 first; the case r ≥ 1 will be treated at the end of this proof. For
r ∈ (0, 1), we split the integral (A.4) for t ∈ (1, 2] and t ∈ [2,∞). For t ∈ [1, 2] and r ∈ (0, 1), since
f satisfies (A.2) with C0 replaced by 2C0, we have the following:
|f(r)− f(rt)| ≤ sup
ξ∈[r,rt]
|f ′(ξ)|r(t− 1) ≤ C1rk(t− 1),
and∣∣∣f(r)− f (r
t
)∣∣∣ t−n+2s ≤ sup
ξ∈[r/t,r]
|f ′(ξ)|t−n+2s(r − r
t
) ≤ sup
ξ∈[r/t,r]
|f ′(ξ)|r (t− 1)
tn+1−2s
≤ C1rk(t− 1).
For t ∈ [2,∞) and r ∈ (0, 1), since f satisfies (A.2) (with constant 2C0), we have the bounds
|f(r)− f(rt)| ≤ |f(r)|+ |f(rt)| ≤ C1rk
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and ∣∣∣f(r)− f (r
t
)∣∣∣ t−n+2s ≤ (|f(r)|+ ∣∣∣f (r
t
)∣∣∣) t−n+2s ≤ C1 rk(1 + t−k)
tn−2s
,
where we replace rk by r−δ for 0 < δ  1 if k = 0. Plugging these bounds into (A.4) and using the
fact that k > −n, if k 6= 0, we obtain
|(−∆)sf(r)| ≤ C(n, s, C1)rk−2s for any r ∈ (0, 1),
and due to the assumption s < n+k2 , we have (−∆)sf ∈ L1(B1). And if k = 0, we have
|(−∆)sf(r)| ≤ C(n, s, C1)r−δ−2s for all δ > 0, which still gives (−∆)sf ∈ L1(B1) if we set δ  1
sufficiently small.
Moreover, because f is compactly supported and smooth, we have that for any s ∈ (0, 1),
|(−∆)sf(r)| ≤ C(n, s, |f |C2 , |supp f |)r−n−2s for any r > 1.
which implies (−∆)s ∈ L1(Bc1). Combining this with the previous bound in B1 finishes the proof
of the lemma. 
References
[1] L. Ambrosio and N. Gigli. A user’s guide to optimal transport. In Modelling and Optimisation of Flows on
Networks, volume 2062 of Lecture Notes in Math., pages 1–155. Springer, Heidelberg, 2013.
[2] L. Ambrosio, N. Gigli, and G. Savare´. Gradient Flows in Metric Spaces and in the Space of Probability Measures.
Lectures in Mathematics ETH Zu¨rich. Birkha¨user Verlag, Basel, 2008.
[3] D. Balague´, J. A. Carrillo, T. Laurent, and G. Raoul. Dimensionality of local minimizers of the interaction
energy. Arch. Ration. Mech. Anal., 209(3):1055–1088, 2013.
[4] J. Bedrossian. Global minimizers for free energies of subcritical aggregation equations with degenerate diffusion.
Appl. Math. Lett., 24(11):1927–1932, 2011.
[5] J. Bedrossian, N. Rodr´ıguez, and A. L. Bertozzi. Local and global well-posedness for aggregation equations and
Patlak–Keller–Segel models with degenerate diffusion. Nonlinearity, 24(6):1683–1714, 2011.
[6] J.-D. Benamou and Y. Brenier. A computational fluid mechanics solution to the Monge-Kantorovich mass transfer
problem. Numer. Math., 84(3):375–393, 2000.
[7] D. Benedetto, E. Caglioti, and M. Pulvirenti. A kinetic equation for granular media. RAIRO Mode´l. Math. Anal.
Nume´r., 31(5):615–641, 1997.
[8] A. Bertozzi, T. Kolokolnikov, H. Sun, D. Uminsky, and J. von Brecht. Ring patterns and their bifurcations in a
nonlocal model of biological swarms. Communications in Mathematical Sciences, 13:955–985, 01 2015.
[9] A. Blanchet, J. A. Carrillo, and P. Laurenc¸ot. Critical mass for a Patlak–Keller–Segel model with degenerate
diffusion in higher dimensions. Calc. Var. Partial Differ. Equ., 35(2):133–168, 2009.
[10] M. Bodnar and J. J. L. Velazquez. Derivation of macroscopic equations for individual cell-based models: a formal
approach. Math. Methods Appl. Sci., 28(15):1757–1779, 2005.
[11] S. Boi, V. Capasso, and D. Morale. Modeling the aggregative behavior of ants of the species polyergus rufescens.
Nonlinear Anal.: Real World Appl., 1(1):163–176, Mar. 2000.
[12] D. Bonheure, J. Fo¨ldes, E. dos Santos, A. Saldan˜a, and H. Tavares. Paths to uniqueness of critical points and
applications to partial differential equations. Trans. Am. Math. Soc., 370(10):7081–7127, 2018.
[13] M. Burger, V. Capasso, and D. Morale. On an aggregation model with long and short range interactions. Nonlin.
Anal. Real World Appl., 8(3):939 – 958, 2007.
[14] M. Burger, M. Di Francesco, and M. Franek. Stationary states of quadratic diffusion equations with long-range
attraction. Comm. Math. Sci., 11(3):709–738, 2013.
[15] M. Burger, R. Fetecau, and Y. Huang. Stationary states and asymptotic behavior of aggregation models with
nonlinear local repulsion. SIAM J. Appl. Dyn. Syst., 13(1):397–424, 2014.
[16] V. Calvez and J. A. Carrillo. Volume effects in the Keller–Segel model: energy estimates preventing blow-up. J.
Math. Pures Appl., 86(2):155–175, 2006.
[17] V. Calvez, J. A. Carrillo, and F. Hoffmann. Equilibria of homogeneous functionals in the fair-competition regime.
Nonlinear Anal., 159:85–128, 2017.
[18] V. Calvez, J. A. Carrillo, and F. Hoffmann. Uniqueness of stationary states for singular Keller-Segel type models.
Arxiv preprint, arxiv:1905.07788, 2019.
40
[19] J. Carrillo, K. Craig, and Y. Yao. Aggregation-diffusion equations: dynamics, asymptotics, and singular limits.
arXiv preprint arXiv:1810.03634, 2018.
[20] J. A. Carrillo, D. Castorina, and B. Volzone. Ground states for diffusion dominated free energies with logarithmic
interaction. SIAM J. Math. Anal., 47(1):1–25, 2015.
[21] J. A. Carrillo, M. G. Delgadino, and F. S. Patacchini. Existence of ground states for aggregation-diffusion
equations. to appear in Analysis and applications, 2018.
[22] J. A. Carrillo, S. Hittmeir, B. Volzone, and Y. Yao. Nonlinear aggregation-diffusion equations: radial symmetry
and long time asymptotics. arXiv preprint arXiv:1603.07767, to appear in Invent. Math., 2016.
[23] J. A. Carrillo, F. Hoffmann, E. Mainini, and B. Volzone. Ground states in the diffusion-dominated regime. Calc.
Var. Partial Differ. Equ., 57(5):127, 2018.
[24] J. A. Carrillo, S. Lisini, and E. Mainini. Uniqueness for Keller–Segel-type chemotaxis models. Discrete Contin.
Dyn. Syst., 34(4):1319–1338, 2014.
[25] J. A. Carrillo, R. J. McCann, and C. Villani. Kinetic equilibration rates for granular media and related equations:
entropy dissipation and mass transportation estimates. Rev. Mat. Iberoam., 19(3):971–1018, 2003.
[26] J. A. Carrillo, R. J. McCann, and C. Villani. Contractions in the 2-Wasserstein length space and thermalization
of granular media. Arch. Ration. Mech. Anal., 179(2):217–263, 2006.
[27] J.-A. Carrillo and F. Santambrogio. L∞ estimates for the JKO scheme in parabolic-elliptic Keller-Segel systems.
Quart. Appl. Math., 76(3):515–530, 2018.
[28] P.-H. Chavanis, P. Laurenot, and M. Lemou. Chapmanenskog derivation of the generalized smoluchowski equa-
tion. Physica A: Statistical Mechanics and its Applications, 341:145 – 164, 2004.
[29] P.-H. Chavanis and R. Mannella. Self-gravitating brownian particles in two dimensions: the case of n= 2 particles.
The European Physical Journal B, 78(2):139–165, 2010.
[30] K. Craig. Nonconvex gradient flow in the Wasserstein metric and applications to constrained nonlocal interac-
tions. Proc. Lond. Math. Soc., 114(1):60–102, 2017.
[31] F. Ferrari and I. E. Verbitsky. Radial fractional Laplace operators and Hessian inequalities. Journal of Differential
Equations, 253(1):244–272, 2012.
[32] D. D. Holm and V. Putkaradze. Aggregation of finite-size particles with variable mobility. Phys. Rev. Lett.,
95:226106, Nov 2005.
[33] D. Horstmann. From 1970 until present: the Keller–Segel model in chemotaxis and its consequences. Jahresber.
Deutsch. Math.-Verein., 105(3):103–165, 2003.
[34] R. Jordan, D. Kinderlehrer, and F. Otto. The variational formulation of the Fokker–Planck equation. SIAM J.
Math. Anal., 29(1):1–17, 1998.
[35] G. Kaib. Stationary states of an aggregation equation with degenerate diffusion and bounded attractive potential.
SIAM J. Math. Anal., 49(1):272–296, 2017.
[36] E. F. Keller and L. A. Segel. Model for chemotaxis. J. Theor. Biol., 30(2):225–234, 1971.
[37] I. Kim and Y. Yao. The Patlak-Keller–Segel model and its variations: properties of solutions via maximum
principle. SIAM J. Math. Anal., 44(2):568–602, 2012.
[38] T. Kolokolnikov, H. Sun, D. Uminsky, and A. L. Bertozzi. Stability of ring patterns arising from two-dimensional
particle interactions. Phys. Rev. E, 84:015203, Jul 2011.
[39] E. H. Lieb and H.-T. Yau. The Chandrasekhar theory of stellar collapse as the limit of quantum mechanics.
Comm. Math. Phy., 112(1):147–174, 1987.
[40] P.-L. Lions. The concentration-compactness principle in the calculus of variations. the locally compact case, part
1. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 1(2):109–145, 1984.
[41] P.-L. Lions. The concentration-compactness principle in the calculus of variations. the locally compact case, part
2. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 1(4):223–283, 1984.
[42] J.-G. Liu and J. Wang. A note on L∞-bound and uniqueness to a degenerate Keller-Segel model. Acta Appl.
Math., 142(1):173–188, 2016.
[43] O. Lopes. Uniqueness and radial symmetry of minimizers for a nonlocal variational problem. arXiv:1706.04070,
Jun 2017.
[44] A. Mogilner and L. Edelstein-Keshet. A non-local model for a swarm. J. Math. Biol., 38(6):534–570, 1999.
[45] A. Mogilner, L. Edelstein-Keshet, L. Bent, and A. Spiros. Mutual interactions, potentials, and individual distance
in a social aggregation. J. Math. Biol., 47(4):353–389, 2003.
[46] D. Morale, V. Capasso, and K. Oelschla¨ger. An interacting particle system modelling aggregation behavior: from
individuals to populations. J. Math. Biol., 50(1):49–66, Jan 2005.
[47] K. Oelschla¨ger. Large systems of interacting particles and the porous medium equation. J. Diff. Eq., 88(2):294–
346, 1990.
[48] F. Otto. The geometry of dissipative evolution equations: the porous medium equation. Comm. Partial Differ-
ential Equations, 26(1-2):101–174, 2001.
41
[49] C. S. Patlak. Random walk with persistence and external bias. Bull. Math. Biophys., 15(3):311–338, 1953.
[50] F. Santambrogio. Optimal Transport for Applied Mathematicians: Calculus of Variations, PDEs, and Modeling,
volume 87 of Progress in Nonlinear Differential Equations and their Applications. Birkha¨user/Springer, Cham,
2015.
[51] L. Silvestre. Regularity of the obstacle problem for a fractional power of the Laplace operator. Comm. Pure
Appl. Math., 60(1):67–112, 2007.
[52] C. M. Topaz, A. L. Bertozzi, and M. A. Lewis. A nonlocal continuum model for biological aggregation. Bull.
Math. Biol., 68(7):1601–1623, 2006.
[53] C. Villani. Topics in optimal transportation, volume 58 of Graduate Studies in Mathematics. American Mathe-
matical Society, Providence, RI, 2003.
42
