The transformation which assigns to a linear operator L the recurrence satis ed by coe cient sequences of the polynomial series in its kernel, is shown to be an isomorphism of the corresponding operator algebras. We use this fact to help factoring q-di erence and recurrence operators, and to nd \nice" power series solutions of linear di erential equations.
Introduction and notation
The method of solving linear di erential equations by means of power series has been known for centuries. Here we look at formal series that are based on other polynomial sequences besides the powers, and show how they can be used to reduce questions about operators of di erent types (e.g., di erential, di erence, q-di erence) to questions about operators of a single type, namely recurrence operators.
We consider a transformation R B which assigns to a linear operator L acting on the polynomial algebra K x] its induced recurrence operator R B L. The transformation is de ned in Section 2. We show that R B is an isomorphism of the corresponding operator algebras. This result is applied in Sections 3, 4, and 5 to the cases of q-di erence, recurrence, and di erential operators. In particular, we show how transformation R B can help factor these operators. This is important because although general factorization algorithms are known 8], they are still highly impractical.
Subsections 5.1, 5.2, and 5.3 are devoted to the search for \nice" power series solutions in the di erential case. We are interested in series with coe cients which are polynomial, rational, or hypergeometric in their subscript, respectively. Call a sequence (c n ) 1 n=0 hypergeometric if there is a rational function R(x) such that c n+1 = R(n)c n for all large enough n. If c n is hypergeometric and eventually nonzero then R(x) is uniquely determined and we call it the consecutive-term ratio of c n . Obviously, a rational sequence is hypergeometric, and the product of hypergeometric sequences is hypergeometric.
Two hypergeometric sequences a n and b n are similar if there is a rational function r(x) such that a n = r(n)b n for all large enough n. A linear combination of pairwise similar hypergeometric terms is obviously hypergeometric. Also, if a n is hypergeometric and k a xed integer, then a n+k is similar to a n .
A formal power series y = P 1 n=0 c n x n is called a (generalized) hypergeometric series if the sequence of coe cients (c n ) 1 n=0 is hypergeometric.
Lemma 1 Let y = P 1 n=0 c n x n be a hypergeometric series, and p(x) a polynomial. Then p(x)y is a hypergeometric series with similar coe cients. We use IN to denote the set of nonnegative integers. Throughout the paper, K denotes an arbitrary eld of characteristic zero. We denote by E the shift operator on polynomials and rational functions over K, so that Er(x) = r(x + 1), for any r 2 K(x). Similarly, we denote by E n the shift operator on sequences over K, so that E n a n = a n+1 for any sequence ha n i 1 n=0 or ha n i n2ZZ .
A preliminary version of this paper appeared as 5]. Example 1 Let Dp(x) = p 0 (x) and Ep(x) = p(x + 1). Let P = hP n (x)i 1 n=0 = hx n i 1 n=0 be the power basis.
Then DP n = nP n?1 and EP n = P n k=0
? n k P k , so P is compatible with D (take A = 1, B = 0, ?1;n = n, 0;n = 0), but not with E.
On the other hand, let C = hP n (x)i 1 n=0 = h ? x n i 1 n=0 be the binomial coe cient basis. Then EP n = P n + P n?1 and DP n = P n?1 k=0 (?1) n+k =(k?n)P k , so C is compatible with E (take A = 1, B = 0, ?1;n = 0;n = 1), but not with D.
Now let Lp(x) = xp(x), and take any basis B = hP n (x)i 1 n=0 which satis es P1 and P2. Then LP n = P n+1 k=0 a k (n)P k for some constants a k (n) 2 K. Because of P2, P n?1 k=0 a k (n)P k is divisible by P n . Being a polynomial of degree at most n ? 1, it must vanish, therefore LP n = a n+1 (n)P n+1 + a n (n)P n . So any basis B satisfying P1, P2 is compatible with multiplication by the independent variable (take A = 0, B = 1, 0;n = a n (n); 1;n = a n+1 (n)). 2 Let l n : K x] ! K be linear functionals such that l n (P m ) = mn . Property P2 implies that l n (P k P m ) = 0 when n < maxfk; mg. Therefore 
where E n is the shift operator w.r.t. n (E k n c n = c n+k for k 2 ZZ). Example 2 Using (5) and Example 1 we nd that R P D = (n + 1)E n ; R C E = E n + 1:
Also, since x x n = x n+1 and x ? x n = (n + 1) ? x n+1 + n ? x n , we nd that R P x = E ?1 n ;
R C x = n(E ?1 n + 1):
2 Now x a basis B = hP n (x)i 1 n=0 of K x] having properties P1, P2, and denote by L B the set of operators L 2 L K x] compatible with B. Proposition 1 Let : K B]] ! K ZZ be the mapping assigning to the formal series y = P 1 n=0 c n P n its coe cient sequence c = hc n i n2ZZ extended by taking c n = 0 whenever n < 0. 
Proof: L P 1 n=0 c n P n = Ly = P 1 n=0 (Ly) n P n = P 1 n=0 ((R B L) y) n P n = P 1 n=0 ((R B L)c) n P n . (7) and (8) 
On the other hand, using (5) and (6) where r 2 IN, p k 2 K x], and p r 6 = 0. They form the skew polynomial algebra K x; Q] with commutation rule Qx = qxQ. As Qx n = q n x n , operator Q is compatible with the power basis P = hx n i 1 n=0 (take A = B = 0, 0;n = q n ). To describe transformation R P on K x; Q], it su ces to give it on the two generators Q and x.
Using (5) we have R P : Q 7 ! q n (termwise multiplication by q n ); x 7 ! E ?1 n (back-one shift):
Thus R P maps K x; Q] into K q n ; E ?1 n ]. For symmetry, write x = q n . Then E n q n = q n+1 = qx = Qx. As the coe cients of R P L do not depend on n directly but only on q n , the transformation q n 7 ! x, E n 7 ! Q embeds R P L into K x; Q; Q ?1 ]. Now extend R P to a mapping of the skew Laurent-polynomial algebra K ? n+i i P n+i (x), which together with (5) gives R C : x i E ?i 7 ! n i E ?i n :
As R C E i = (E n + 1) i , we have R C :
For symmetry, we could identify x with n and E with E n . However, we cannot extend R C to K x; E; E ?1 ] because E ?1 is not compatible with C: E ?1 ? x n = ? x?1 n = P n k=0 (?1) n?k ? x k .
It may happen that factoring R C L 2 K n; E n ; E ?
is a factorization of L in L C . But K n; E n ; E ?1 n ] is larger than R C (K x; E]), so L 1 ; L 2 will not necessarily belong to K x; E]. In fact, they need not even belong to K x; E; E ?1 ].
Example 4 Let L = R ?1 C E ?1 n . Then, using (11), we have LP n = P n+1 . As P x?1 k=0 P n (k) = P n+1 (x), we see that L acts as the summation operator Lp(x) = P x?1 k=0 p(k). Also, (E ? 1)LP n = (E ? 1)P n+1 = P n , 
is a formal series in basis P, then for any a 2 K we denote by y a the corresponding formal series having identical coe cients as y, but in basis P a :
Our goal is to nd all a 2 K and all formal power series which satisfy Ly a = 0, and whose coe cients c n have a \nice" explicit representation in terms of n. Let
The following lemma allows us to consider only the basis P 0 = P. Lemma 2 Let L, y a , L a , and y be as in (17), (21) Proof: By (4), (5), and (24), L a y = 0 if and only if (25) holds for all n 0. Now assume that n < 0, and consider the nonzero terms in the sum in (25). They must have k j and n + j 0 lest u k?j;k or c n+j should vanish. But then n + j + 1 j k, so n + j ? k + 1 0 n + j; implying that (n + j) k = 0. Thus (25) holds trivially when n < 0. 2 Example 7 Let hF n i 1 n=0 be the sequence of Fibonacci numbers de ned by F 0 = F 1 = 1, F n = F n?1 + F n?2 for n 2. To nd a homogeneous linear di erential equation satis ed by their generating function f(x) = P 1 n=0 F n x n , apply R ?1 P to a recurrence operator R which annihilates the sequence hF n i n2ZZ where F n = 0 for n < 0. Once S1 has been solved and the candidate expansion points a have been found, the algorithms of 2], 1], and 10], resp., can be used at each a (assuming there are nitely many of them) to nd all polynomial, rational, resp. hypergeometric solutions of the corresponding recurrence (26). In particular, a detailed description of an algorithm to nd all hypergeometric series solutions of Ly a = 0 given the expansion point a is presented in 11]. This solves S2. A short discussion of S1 in the case of hypergeometric coe cients is given in 11, Sec. 3.2], but a completely satisfactory solution has not been provided yet. Here we show how to nd all a 2 K and all solutions (21) of Ly a = 0 for which there exists:
1. a polynomial p 2 K x] such that c n = p(n) for all large enough n (subsection 5.1), 2. a rational function r 2 K(x) such that c n = r(n) for all n 0 (subsection 5.2), 3. a rational function R 2 K(x) such that c n+1 = R(n)c n for all large enough n (subsection 5.3).
Of course, the rst two problems are special cases of the last one, but they are su ciently interesting to warrant individual treatment. We also show that existence of a power series solution with rational coe cients implies existence of a solution with rational logarithmic derivative.
Let L be as in (17), and a 2 K. If p r (a) = 0 then L is singular at x = a, and a is a singular point of L.
Otherwise a is an ordinary point of L.
If f(x) and g(x) are two formal power series such that f(x)?g(x) is a polynomial, we write f(x) g(x). In particular, f(x) 0 i f(x) is a polynomial.
Solutions with polynomial coe cients
Let c n = p(n) for some polynomial p 2 K x] and for all large enough n. Then, as it is well known, c n satis es a linear recurrence with constant coe cients, and its generating function (20) 
where # is as in Example 6, P is a polynomial, P(1) 6 = 0, and deg P = s = deg p. By Lemma 4 given in Section 5.3 below, L a y = 0 implies that L a is singular at x = 1, so L is singular at x = a + 1. Thus we have Theorem 2 Let L be a linear di erential operator with polynomial coe cients, and c n a polynomial function of n. If a series y a P 1 n=0 c n (x ? a) n satis es Ly a = 0, then L is singular at x = a + 1.
Therefore to nd solutions (21) of Ly a = 0 with polynomial coe cients c n , it su ces to consider all the roots of p r (x + 1) = 0 as candidate expansion points a, and to use the algorithm of 2] at each of them to nd polynomial solutions of the corresponding recurrence (26).
Solutions with rational coe cients
Next we look for rational solutions c n of (26). We request here that there is a rational function r 2 K(x) such that c n = r(n) for all n 0. In particular, r(x) can have no nonnegative integer poles. Solutions which are eventually rational are covered in subsection 5.3. It follows that v divides A(Ev), and, using this repeatedly, that v divides A(EA) (E n?1 A)(E n v) for any positive integer n. Since we work in characteristic 0, v and E n v will be relatively prime for large enough n.
We claim that A j q 0 and B j E ?s+1 q s . Assuming this, the theorem follows.
To prove the claim, note that in the homogeneous case (h = 0) it follows from 10, Theorem 4.1]. In the general case, express all y n+i in (28) as rational multiples of y n = C(n)=v(n), use (29) We are going to use Theorem 3 on recurrence (26). The order of (26) in this case is s = r + b, so q s (n ?s) = u 0;r n r , therefore E i f (E ?s q s ) > 0 for an irreducible f only if f(n) = n ? for some 2 IN. As c n has no poles in IN, it follows from Theorem 3 that c n is a polynomial in n. We conclude that ( 
Solutions with hypergeometric coe cients
To nd power series solutions with hypergeometric coe cients, instead of (20) and (21) 
for all large enough n.
Proof: If Ly a = 0 then by Lemma 2, L a y = 0 where L a and y are as in (22) and (35), respectively. By the preceding discussion, b n is a hypergeometric solution of (37).
If b n is eventually zero then the theorem holds trivially. Otherwise b n is eventually nonzero (because it satis es a homogeneous rst-order recurrence with rational coe cients). Let R(n) be the rational function equal to b n+1 =b n for all large enough n. As Proof: If y is a polynomial, this is trivially true. Otherwise, Theorem 5 implies that for all large enough n, b n+1 =b n = A(n)C(n+1)=C(n) where 2 K nf0g and either A(n) = 1, or A(n) = n? for some 2 K.
We distinguish three cases according to the form of A and the nature of . Case b) A(n) = n ? , where = 2 IN In this case, b(n + 1)=b(n) = (n ? )C(n + 1)=C(n), so b n = C(n)(? ) n n where is a constant. Hence by (19), 
As is not a nonnegative integer, j 6 = 0 for 0 j k. p(x) + ; w c = p(z + c)e z : (47) Case b) y(x) = p 0 (x) + p(x)(1? x) with 2 K nIN and p 6 = 0: As in case a), we can take p 0 (x) = 0 and y(x) = p(x)(1 ? x) . Then In cases a) and b), w c is a polynomial multiple of a hypergeometric series, which by Lemma 1 is again a hypergeometric series. In case c), w c is the sum of two such series. But the coe cients of 1=(1 ? z) s = P 1 n=0 ? n+s?1 s?1 n z n as well as those of log(1 ? z) = ? P 1 n=1 ( n =n)z n are both similar to n , hence, by Lemma 1, so are the coe cients of w c which are thus hypergeometric. 2
Therefore the following algorithm will nd all solutions (21) of Ly a = 0 with hypergeometric c n :
1. For each singular point a of L, nd all solutions y = P 1 n=0 c n x n of L a y = 0 with hypergeometric c n , using the algorithm of 11]. Then the corresponding y a give all the hypergeometric series solutions at x = a. 
