Abstract. If n and a are positive integers with 1 < a < n, then set σn,a = q + r, where n = qa + r with 0 ≤ r < a. For a fixed value of a, we show that the sequence {σn,a} ∞ n=a+1 has a recursive nature and further argue that σn,a ≤ n+1 2
. We close by offering an application of this inequality in the theory of non-unique factorizations.
While the Fundamental Theorem of Arithmetic indicates that integers factor uniquely (up to order) as a product of prime integers, not all multiplicative systems possess this property. For instance, in the celebrated Hilbert Monoid, 1 + 4N 0 = {1, 5, 9, 13, 17, 21, 25, 29, 33, 37, 41, 45, 49, . . .}, we have that 441 = 9 · 49 = 21 · 21 and none of the integers 9, 21 nor 49 factors in 1 + 4N 0 . Interest in integral domains and monoids where unique factorization fails has increased over the past few years (see [1] , [5] and [10] for further details). Investigating the phenomena of nonunique factorization has lead to a reexamination of the basic arithmetic in many algebraic structures. It was during such an investigation that the current authors noticed an interesting property concerning the sum of the quotient and remainder in the Division Algorithm. Before proceeding, we state the Division Algorithm for the convenience of the reader.
The Division Algorithm. Let n and a be integers with a > 0. There exists unique integers q and r such that n = qa + r with 0 ≤ r < a.
For positive integers with the condition 1 < a < n our interest is in the sum q + r as given by the division above. Using the three conditions (i) n = aq + r, (ii) 0 ≤ r < a, and (iii) 1 < a < n one can easily establish the inequality ( * ) q + r ≤ n + 1 2 since the inequality q +r ≤ n+1 2 can easily seen to be equivalent to q(a−2) ≥ r−1. However, our interest goes beyond the basic inequality ( * ). We want to analyze the range of values that q + r might obtain as either n or a vary and further determine exactly when this sum reaches its maximum. To that end, we use the following notation. For 1 < a < n set σ n,a = q + r where n = qa + r with 0 ≤ r < a. We list the values of σ n,a for 2 ≤ n ≤ 11 in the following table. Table I In addition to establishing in Theorem 6 the inequality ( * ), we will show in Theorem 1 the recursive nature of the sequence σ n,a . We will also establish in Corollary 3 the full range of values given by σ n,a for a fixed n as a ranges from 2 to n − 1. We then offer an application of these matters to a non-unique factorization property in a Diophantine monoid. We begin with Theorem 1.
Theorem 1.
If n and a are positive integers with 1 < a < n, then
Moreover, σ n+1,n = 2.
Proof. Write ( †) n = qa + r and n + 1 = q a + r .
Notice that q = q if n + 1 ≡ 0 (mod a) and q = q + 1 if n + 1 ≡ 0 (mod a). Hence we consider two cases.
a) If q = q, then ( †) implies that r = r + 1. Hence σ n+1,a = q + r = q + r + 1 = σ n,a + 1.
b) If q = q + 1, then ( †) implies that r = r − a + 1. Hence, σ n+1,a = q + r = (q + 1) + (r − a + 1) = σ n,a + (2 − a).
With Lemma 2, we begin to explore possible values in the sequences {σ n,a } n−1 a=2 . Lemma 2. Let n and a be positive integers with 1 < a < n.
(1) If n is even, then (a) σ n,2 = σ n,(n+2)/2 = n/2, and
As a consequence of the last result, we obtain the following. ].
Establishing ( * ) will require two Lemmas.
Lemma 4. Let a > 2 be a positive integer. If n = qa + r is a positive integer with q > 2 and 0 ≤ r < a, then (1) σ n,a < n 2 if n is even, and (2) σ n,a < n+1 2 if n is odd. Proof. For q > 2 and a > 3, we have r < a ≤ 2a − 4 = 2(a − 2) < q(a − 2).
Hence, qa + r > 2q + 2r, which implies that σ n,a = q + r <
For the case a = 3, if n = 3q + r with q > 2 and 0 ≤ r < 3, then r < q and 2q + 2r < 3q + r implies that σ n,3 = q + r < We next examine the inequality ( * ) for a > 2 and q = 1 or 2. The cases a = 3 and a = 4, follows from Table I . The following Lemma completes the argument for a > 4 and further determines the values where the maximum is obtained.
Lemma 5. Let n and a > 4 be positive integers and suppose that a + 1 ≤ n ≤ 3a − 1. Then (1) for n even, σ n,a < n 2 unless n = a + (a − 2), in which case σ n,a = n 2 . (2) for n odd, σ n,a < n+1 2 unless n = a + (a − 1), in which case σ n,a = n+1 2 . Proof. Let a > 4. If n = a + (a − 2), then n is even and
If n = a + (a − 1), then n is odd and
Now, if n = a + r with 1 ≤ r < a − 2, then 2 + 2r < a + r implies 1 + r < a+r 2 , which implies σ a+r,a = 1 + r < a+r 2 = n 2 < n+1 2 . If n = 2a + r with 0 ≤ r < a, then σ n,a = 2 + r and r < a < 2a − 4 implies 4 + 2r < 2a + r, and hence σ n,a = 2 + r <
We summarize our results in the following Theorem, which completes the argument for ( * ).
Theorem 6. Let
We demonstrate a simple application of Theorem 6 to the theory of non-unique factorizations. A central focus of this area of research is to describe the arithmetic of various algebraic structures. This can be difficult even in simple cases, as we now illustrate. Let p be an odd prime number, a be an integer with 1 < a < p, and
M forms a monoid under addition and is a basic example of a Diophantine monoid (see [8] for an indepth study of these monoids). We partially order M by the rule (x 1 , x 2 , x 3 ) ≤ (y 1 , y 2 , y 3 ) if and only if x i ≤ y i for each i. The minimal nonzero elements of M under ≤ cannot be properly factored in M , and are irreducible. Let I(M ) represent the set of irreducibles in M (which is finite by Dickson's Lemma [9, Theorem 5.1]). One constant used to describe the arithmetic of M is called the elasticity ( [3] or [7] are good general references for the elasticity) and is defined as
By [2, Theorem 7] , ρ(M ) is finite and rational. The exact value of ρ(M ) can be computed using a combinatorial algorithm found in [6] . Theorem 6 can be used to find a lower bound for ρ(M ). Let p = qa + r with 0 ≤ r < a. Note that the elements v 1 = (r, q, 1), w 1 = (p, 0, 1), and w 2 = (0, p, a)
are all in I(M ) and
Hence, using ( * ) we obtain
This observation is key to a more general result [4, Theorem 7] . If M is a Krull monoid (see [7] ) with divisor class group Z p , then either ρ(M ) = 1 or .
