Abstract-Some data mining problems require predictive models to be not only accurate but also comprehensible. Comprehensibility enables human inspection and understanding of the model, making it possible to trace why individual predictions are made. Since most high-accuracy techniques produce opaque models, accuracy is, in practice, regularly sacrificed for comprehensibility. One frequently studied technique, often able to reduce this accuracy vs. comprehensibility tradeoff, is rule extraction, i.e., the activity where another, transparent, model is generated from the opaque. In this paper, it is argued that techniques producing transparent models, either directly from the dataset, or from an opaque model, could benefit from using an oracle guide. In the experiments, genetic programming is used to evolve decision trees, and a neural network ensemble is used as the oracle guide. More specifically, the datasets used by the genetic programming when evolving the decision trees, consist of several different combinations of the original training data and "oracle data", i.e., training or test data instances, together with corresponding predictions from the oracle. In total, seven different ways of combining regular training data with oracle data were evaluated, and the results, obtained on 26 UCI datasets, clearly show that the use of an oracle guide improved the performance. As a matter of fact, trees evolved using training data only had the worst test set accuracy of all setups evaluated. Furthermore, statistical tests show that two setups, both using the oracle guide, produced significantly more accurate trees, compared to the setup using training data only.
I. INTRODUCTION
Most data mining projects contain the generic process referred to as predictive modeling. A predictive model is a mapping, from an input vector consisting of attribute values, to a scalar output called the target variable. The overall purpose of such modeling is to be able to accurately predict target values from input attribute values. If the target variable is restricted to a predefined set of discrete labels (classes), the data mining task is called classification.
When using machine learning techniques, the predictive model represents patterns in historical data found by the specific algorithm. More technically, the algorithm uses a set of training instances, each consisting of an input vector x(i) and a corresponding target value y(i) to learn the function y=f(x;θ). During training, the parameter values θ are optimized, based on a score function. When sufficiently trained, the predictive model is able to predict a value y, when presented with a novel (test) instance x. Here, the data mining algorithm produces a model by somehow optimizing a score function on available training instances. Predictions on novel data (a test set) is then made, based on the model.
When performing predictive modeling, the most important criterion is accuracy, i.e., predictions made on novel data must be as correct as possible. Unfortunately, most high-accuracy techniques. like artificial neural networks (ANNs), ensembles or support vector machines, produce opaque models. Opaque predictive models make it impossible to follow and understand the logic behind a prediction, and on another level, for decision-makers to comprehend and analyze the overall relationships found. Clearly, there are domains, like the medical field, where this is unacceptable, making transparent models more or less mandatory. So, when models need to be interpretable (or even comprehensible) accuracy is often sacrificed by using simpler, but transparent models; most typically decision trees like C4.5/C5.0 [1] or CART [2] . This tradeoff between predictive performance and interpretability is normally called the accuracy vs. comprehensibility tradeoff.
As mentioned above, the most straightforward way of obtaining transparent models is, of course, to build a decision tree or induce a rule set directly from the training data. Another option is, however, to generate a transparent model based on a corresponding opaque predictive model. This process, which normally is called rule extraction, has been used mainly on ANN models; for a good survey see [3] . Rule extraction consequently produces another model which, in most cases, is used for the actual prediction. With this in mind, accuracy must be considered the prioritized criterion for rule extraction as well. Although this may seem almost obvious, most rule extraction techniques instead maximizes fidelity, i.e., how well the extracted model mimics the opaque.
At the same time, it is important to realize that the opaque model normally is a very accurate model of the relationship
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Ulf Johansson and Lars Niklasson between input and target variables. One might even argue that an highly accurate opaque model often is a more correct representation of the data than the dataset itself. One example is that training instances misclassified by the opaque model may very well be atypical, i.e., learning such instances could reduce the generalization capability.
More importantly, the opaque model could also be used to generate predictions for novel instances with unknown target values, as they become available. Naturally, these instances could also be used by the rule extraction algorithm, which is a major difference compared to techniques directly building transparent models from the dataset, where each training instance must have a known target value. Despite this, all rule extraction algorithms that the authors are aware of use only training data (possibly with the addition of artificially generated instances) when extracting the transparent model.
We have previously argued that it could be advantageous for a data miner to also use test data together with predictions from the opaque model when performing rule extraction [4] . In that paper, we referred to test data inputs together with test data predictions from the opaque model as oracle data, with the motivation that the predictions from the opaque model (the oracle) were regarded as ground truth during rule extraction. Naturally, target values for test data are by definition not available when performing rule extraction, but often input values and predictions from the opaque model could be. With access to a sufficiently sized oracle dataset, the rule extraction algorithm could use either just the oracle data, or augment the training data with oracle instances. More generally, any data mining technique producing transparent models could potentially benefit from using different combinations of standard training instances, training instances with oracle predictions and oracle data during learning.
The overall purpose of this paper is to evaluate the use of high-accuracy models as oracles, guiding the extraction or induction of transparent models.
II. BACKGROUND AND RELATED WORK
The overall goal of rule extraction is to produce a transparent model which is able to mimic the corresponding opaque model as well as possible, thus trying to keep an acceptable accuracy. Most well-known rule extraction algorithms are used to extract symbolic rules from trained neural networks, e.g., RX [5] and TREPAN [6] . Several papers have identified and discussed key demands on reliable rule extraction methods, see e.g., [3] or [7] . The most common criteria are: accuracy (the ability of extracted representations to make accurate predictions on previously unseen data), comprehensibility (the extent to which extracted representations are humanly comprehensible) and fidelity (the extent to which extracted representations accurately model the opaque model from which they were extracted). Accuracy and fidelity are measured as the proportion of instances classified correctly or identically to the opaque model, respectively. Comprehensibility is a rather complex criterion, but normally it is simply evaluated based on the size of the model.
We have previously suggested a rule extraction algorithm called G-REX (Genetic Rule EXtraction) [8] . G-REX is a black-box rule extraction algorithm, i.e., the fundamental idea is to view rule extraction as a learning task, where the target concept is the function learnt by the opaque model. Black-box techniques typically use some symbolic learning algorithm, where the opaque model is used to generate target values for the training instances. Black-box rule extraction techniques differ in the representation language used (i.e. the format of the extracted models) and exactly how the models are constructed, the extraction strategy. The most common families of representation languages are symbolic rule sets and decision trees.
Black-box rule extraction is, consequently, an instance of predictive modeling, where each input-output pattern consists of the original input vector and the corresponding prediction from the opaque model. From this perspective, black-box rule extraction becomes the task of modeling the function from (original) input attributes to the opaque model predictions, see Figure 2 below. One inherent advantage of black-box approaches is the ability to extract rules from arbitrary opaque models, including ensembles. The extraction strategy used by G-REX is based on Genetic Programming (GP). More specifically, a population of, initially random, candidate models is evolved, using a score (fitness) function based on fidelity. During evolution the best (most fit) models are kept and combined using genetic operators to improve the fitness over time. After many iterations (generations) the best model (individual) is chosen as the extracted model.
One key property of G-REX is the ability to use a variety of different representation languages. G-REX has previously been used to extract, for instance, decision trees, regression trees, Boolean rules and fuzzy rules. Another, equally important, feature is the possibility to directly balance accuracy against comprehensibility (model size) by using a fitness function penalizing more complex models.
Lately, G-REX has been substantially modified, with the aim of becoming a general data mining framework based on GP; see [9] . For a summary of the G-REX technique and previous studies, see [10] .
As mentioned above, the use of oracle data was suggested in [4] , where the main result was that rules extracted using oracle data were significantly more accurate than both rules extracted by the same rule extraction algorithm (using training data only) and standard decision tree algorithms. It must be noted that the use of oracle data requires a sufficiently sized oracle dataset, i.e., the problem must be one where predictions are made for sets of instances rather than one instance at a time. The reason is, of course, that the same novel (unlabeled) instances used for actual prediction also are used by the rule extraction algorithm. Fortunately, in most real-world data mining projects, bulk predictions are made, and there is no shortage of unlabeled instances.
One example, where oracle data would not be available, is a medical system, where diagnosis is based on a predictive model built from historical data. In that situation, test instances (patients), would probably be handled one at a time. On the other hand, when a predictive model is used to determine the recipients of a marketing campaign, the oracle dataset could easily contain thousands of instances.
GP has in many studies proved to be a very efficient search strategy. Often, GP results are comparable to, or even better than, results obtained by more specialized techniques. Specifically, several studies show that decision trees evolved using GP often are more accurate than trees induced by standard techniques like C4.5 and CART, see e.g., [11] and [12] . The main reason for this is that GP is a global optimization technique, while decision tree algorithms typically choose splits greedily, working from the root node down. Informally, this means that GP may make some locally sub-optimal splits, just as long as the overall model is more accurate.
III. METHOD
As mentioned in the introduction, the purpose of this study was to evaluate whether the use of a high-accuracy opaque model (serving as an oracle) may be beneficial for creating transparent predictive models. More specifically, we compared decision trees built from training data only to decision trees built using different combinations of training data and oracle data. The most important evaluation criterion was test accuracy, but we also compared training accuracies and fidelity towards the oracle. In this study, an ensemble of ANNs was used as the oracle. Details regarding the ANN ensembles used are given in the subsection ANN ensembles below. For the actual building of the decision trees, GP was used, i.e., all trees were evolved. The exact representation language used, GP parameters and other details for the evolution, are given in subsection GP settings below. For the experimentation, we used 4-fold cross-validation. On each fold, an ANN ensemble was first trained, using training data only. This ensemble (the oracle) was then applied to the test instances, producing test predictions. This gave us three different datasets:
• The training data: this is the original training dataset, i.e., original input vectors with corresponding correct target values.
• The ensemble data: this is the original training instances but with ensemble predictions as target values instead of the always correct target values.
• The oracle data: this is the test instances with corresponding ensemble predictions as target values.
In the experimentation, all different combinations of these datasets were evaluated as training data for the GP when evolving decision trees. In practice, this means that the GP fitness will reflect different combinations of training accuracy, training fidelity and test fidelity. More specifically, we had the following seven different setups:
• Tree induction (I): Standard tree induction using original training data only. This maximizes training accuracy.
• Tree extraction (E): Standard tree extraction, i.e., using ensemble data only. Maximizes training fidelity.
• Prediction explanation (X): Uses only oracle data, i.e., maximizes test fidelity.
• Tree indanation 1 (IX): Uses training data and oracle data, i.e., will maximize training accuracy and test fidelity.
• Tree exduction (EI): Uses training data and ensemble data. This means that if a specific training instance is misclassified by the ensemble, there will be two GP training instances having identical inputs but different target values. So, here training accuracy and training fidelity are simultaneously maximized.
• Tree extanation (EX): Uses ensemble data and oracle data, i.e., will maximize fidelity towards the ensemble on both training and test data.
• Tree indextanation (IEX): Uses all three datasets, i.e., will try to maximize training accuracy, training fidelity and test fidelity simultaneously. 
A. ANN ensembles The opaque models used as oracles were ANN ensembles, each consisting of 15 independently trained ANNs. All ANNs were fully connected feed-forward networks where a localist representation was used. Averaging of posterior probabilities was used when determining ensemble classifications.
Of the 15 ANNs, seven had one hidden layer and the remaining eight had two hidden layers. The exact number of units in each hidden layer was slightly randomized to introduce some diversity, but used an heuristics based on number of inputs and classes in the current dataset. For ANNs with one hidden layer, the number of hidden units was determined from (1) below.
Here, v is the number of input variables and c is the number of classes. rand is a random number in the interval [0, 1]. For ANNs with two hidden layers, the number of units in the first and second hidden layers were h 1 and h 2 , respectively.
B. GP settings When using GP for rule (tree) extraction (induction), the available functions, F, and terminals T, constitute the literals of the representation language. Functions will typically be logical or relational operators, while the terminals could be, for instance, input variables or constants. Here, the representation language is very similar to basic decision trees. Figure 3 below shows a small but quite accurate (test accuracy is 0.771) sample tree evolved on the diabetes dataset. The exact grammar used is presented using Backus-Naur form in Figure 4 below. The GP parameter settings used in this study are given in Table II below. The length penalty used is much smaller than the cost of misclassifying an instance. Nevertheless, the resulting parsimony pressure was able to significantly reduce the average program size in the population. 
C. Datasets
The 26 datasets used are all publicly available from the UCI Repository [13] . For a summary of dataset characteristics, see Table III below. Instances is the total number of instances in the dataset. Classes is the number of output classes in the dataset. Con. is the number of continuous input variables and Cat. is the number of categorical input variables. IV. RESULTS Table IV below shows training accuracies for all setups evaluated. Looking at the mean ranks, it is obvious that the three setups actually targeting training accuracy (I, EI and IEX) also obtain higher training accuracy. Although not the most important criterion, it should be noted that training accuracy of course represents how accurate the description of the relationship is, when considering the majority of the data. In situations requiring transparent models instead of just black-box prediction machines, this clearly has some value. For a deeper analysis, we use the statistical tests recommended by Demšar [14] for comparing several techniques against each other over a number of datasets, i.e., a Friedman test [15] , followed by a Nemenyi post-hoc test [16] . Evaluating seven setups using 26 datasets, the critical distance is as high as 1.76 (for α=0.05), i.e., the only statistically significant difference is that all other setups have higher training accuracy than X. Having said that, it is obvious that pair-wise comparisons, using for instance standard sign tests, would give a very different picture -a sign test would require 18 wins for statistical significance for α=0.05. One interesting comparison is between I and EI, where EI obtains higher training accuracy on a majority of the datasets (16 of 26 with one tie). This indicates that even just augmenting training data with ensemble data (i.e. without access to oracle data) may be successful. As a matter of fact, for training accuracy, EI has the best rank overall.
Table V below shows training fidelities for all setups evaluated. Here, too, the results are as expected, since E, EI and IEX obtain the highest fidelities on training data. One interesting observation is that combining training data with oracle data (IX) actually produced higher test fidelity than combining ensemble data and oracle data (EX) on a large majority of the datasets (18 wins of 26 with two ties). The key observation is of course that standard tree induction (I) obtains the worst test set accuracy of all setups evaluated. Comparing I to all other setups using another Friedman test, but now followed by a Bonferroni-Dunn post-hoc test, since we compare one "control" technique against all others, the critical distance becomes 1.58. So, both X and IX obtained significantly higher test set accuracy than I in this experiment. In addition, IEX is very close to also being significantly more accurate than I. Table VIII below shows pair-wise comparisons (wins, ties and losses for the row setup against the column setup) between the seven different setups. Statistically significant differences (based on sign tests) are shown using bold and underlined values. 19-1-6 14-1-11 13-1-12 -18-2-6 15-1-10 13-4-9 EI 13-2-11 13-0-13 8-3-15 6-2-18 -9-0-17 7-3-16 EX 19-0-7 16-3-7 9-2-15 10-1-15 17-0-9 -9-3-14 IEX 16-2-8 15-2-9 9-2-15 9-4-13 16-3-7 14-3-9 - Table IX below, which specifically compare all setups not using oracle data, also contain results for the J48 algorithm from the Weka workbench [17] . In this experiment, J48 which is an implementation of the C4.5 algorithm [1] , was run with default settings. As indicated by the mean ranks in Table IX , both setups using ensemble data (E and EI) outperformed J48 and the tree induction (I), even if the differences are far from significant. It is of course interesting to observe that the extracted model (E) turns out to be more accurate than both the induced (I) and J48. This must be considered a strong argument for rule extraction in general. Turning to setups using oracle data, the best rank, in Table VII , is achieved by using oracle data only (X). Furthermore, on a majority of the datasets, the test accuracy obtained using X is actually better than or similar to the ensemble. This, together with the very high test fidelity achieved, is of course a very encouraging result. So, if the purpose is to explain or understand the basis for predictions made, the best choice is probably to use oracle data only, i.e., the X setup. At the same time, it should be noted that X had the worst training accuracy and training fidelity, so it is not a very good description of the original training data. So, to get a slightly more balanced description, using training data and oracle data (IX), appears to be a very good choice. Although training accuracy and fidelity are rather poor, they are still significantly better than for X. Test set fidelity and accuracy are on the other hand excellent. As a matter of fact, IX actually outperformed all other setups (including X) when counting wins and losses for test set accuracy.
V. CONCLUSIONS
We have in this paper argued for using an oracle guide when producing predictive models required to be comprehensible. The suggested technique uses a high-accuracy predictive model, here an ANN ensemble, to produce ensemble or oracle data, i.e., training or test data instances, together with corresponding predictions from the opaque model. These instances, together with the original training data, could then, in different combinations, be used as training data by another data mining technique when building transparent models. In this study, GP was used to evolve decision trees, and altogether seven different ways of combining training, ensemble and oracle data were evaluated.
From the results, obtained using 26 UCI datasets, it is obvious that the use of especially oracle, but also ensemble data, led to an increase in test set accuracy. Trees evolved using training data only in fact had the worst test set accuracy of all seven setups evaluated. Two of the evaluated setups, using either only oracle instances, or oracle instances together with original training instances, actually produced significantly more accurate trees, compared to the setup using training data only. So, since the transparent models evolved using ensemble or oracle data had higher accuracy on the test set; these models explain their predictions made on the novel data better than the trees evolved using training data only.
VI. DISCUSSION AND FUTURE WORK
First of all, it is very important to recognize the situation targeted in this paper, i.e., that for some reason a black-box prediction machine is not sufficient. If comprehensibility is not an issue, there is no reason to use techniques like decision trees or rule sets, since these will almost always be outperformed by neural networks or ensembles. Having said that, it should be noted that it is neither "cheating" nor very complicated to use oracle data when building predictive models. On problems where predictions are made for sets of instances, it is actually a fairly straightforward process.
In the targeted situation, test set accuracy is still the most important criterion, but other criteria like training accuracy and test fidelity are also indicators of the model quality. Using oracle data, the most straightforward interpretation of higher test set accuracy, is that it constitutes a better explanation of the predictions made.
In this study, we used GP to evolve all decision trees utilizing oracle data. The suggested approach is, however, also applicable to standard algorithms like C4.5 and CART. Evaluating the use of oracle data for algorithms constructing decision trees greedily is a prioritized future study.
During experimentation, we used only training data and test data. Often, training data is split in two parts, where one part (the validation set) is used to somehow select a specific trained model to apply to the test data. Here, separate parts of the training data could be used for training the ensemble and for the evolution, thus encouraging more general models. Investigating whether the use of a validation set would improve the performance or not could be the focus of a future study. Naturally, using fresh data for the evolution would introduce even more possible combinations of different datasets, so exactly how the dataset should be used optimally must also be addressed in such a study.
Finally, the use of multi-objective fitness functions should be evaluated as an alternative to combining several properties (e.g. training accuracy and test fidelity) into one fitness function.
