Abstract-In this phase of the attempt to advance finite dimensional algebraic function approximation technique in eigenvalue problems of lossless metallic guides filled with anisotropic and/or inhomogeneous media, to exact analysis in infinite dimensions, it is seen that the problem in infinite dimensions, can be reduced to finite dimensions, by virtue of a result in perturbation theory. Furthermore, it is found that analysis results of algebraic function approximation, can be adapted to infinite dimensions too, at worst by introduction of some additional arguments.
INTRODUCTION
Having completed examination of properties of the operator T in Part I, in Section 2 of Part II we shall discuss reduction of the infinite dimensional problem to finite dimensions. In Section 3 we shall transfer the results on eigenvector inner products in finite dimensions obtained in [1] [2] [3] [4] , to infinite dimensions. We need to consider arguments of Section 3, in generalizing, in Section 4, results of algebraic function approximation in eigenvalue problems of lossless closed guides to exact solutions obtained in infinite dimensions.
In Sections 2 and 3, T (p) will be assumed to be bounded and holomorphic. Only in one part of Section 4, existence of poles in Z(p)Ŷ (p) will be considered while adapting Appendix B of [2] , to infinite dimensions.
If it were possible we would like to set up an approach to treat the infinite dimensional physical problem in a finite dimensional setting. the same as their geometric multiplicities. Otherwise the generalized eigenvectors are added to the set to yield a complete set.
Fact 6.
Non-emptiness of the spectrum of T due to Fact 3 means, we can always choose a finite radius circle in the complex eigenvalue plane, centered at the origin and in which there exists at least one eigenvalue of T . Call this radius r 0 .
Fact 7. (Bolzano-Weierstrass theorem). Every bounded infinite (i.e.,
consisting of an infinite number of points) point set has at least one limit point [6, p. 7] .
Fact 8.
An operator with discrete spectrum has no limit points in its spectrum. Therefore considering Fact 4, we conclude in the circle of radius r 0 of Fact 6, there are no limit points for the members of the spectrum of our operator T . Fact 7 , implies T has only a finite system of eigenvalues in the circle of radius r 0 . By Fact 6, we repeat, r 0 can be chosen so that the circle contains at least one eigenvalue.
Fact 9. Fact 8 coupled with
We shall focus on the finite system of eigenvalues with finite algebraic multiplicities of the infinite dimensional operator T , and which system is prescribed by Facts 5 and 9. Because, as we shall see below, investigation of properties of this subset of the spectrum of T which we shall denote by (T ) can be made considering it simply as a set of eigenvalues of a finite dimensional operator.
We now proceed to construct the finite dimensional Jordan canonical form matrix J 1 fin for this finite system of eigenvalues inside circle of radius r 0 . This will involve determination of eigenprojection and eigennilpotent operators discussed in [5, pp. 180-181] . This matrix will bear information on the finite system of eigenvalues of T , contained in the circle of radius r 0 . Furthermore, its characteristic equation will be an algebraic equation, an equation of finite degree. This is the essential feature that resolves the problem of bridging between finite and infinite dimensional formulations. For, we shall now have exact eigenvalues expressed as roots of a finite dimensional polynomial equation. Formulation of the problem as the solution of an algebraic equation was in fact the basis of the algebraic function approximation in [1, 2] . But now in this way we have the advantage of containing the exact eigenvalues in an algebraic equation, for which there exists a well developed theory along with already obtained results of [1, 2] for the assumed type of lossless closed guiding systems prescribed in Part I. [7, p. 368] .
Suppose the sum of the algebraic multiplicities of the eigenvalues in the system is m.
The characteristic equation for J 1 fin will then yield an mth degree polynomial equation inγ 2 (p) and p, which we will represent as,
Since T is holomorphic in p near p 0 , by Fact 1, the finite system of (1) .
Next we find the finite dimensional proper and generalized eigenvectors of J 1 fin and J 2 fin . Denote them by v fi and i fi . Here the subscript i indicates which one of the vectors (or modes) is considered.
In order to bridge to infinite dimensions from J 1 fin and J 2 fin , observe that the corresponding Jordan forms J 1 inf and J 2 inf of the infinite dimensional problem are obtainable as either J 1 fin and J 2 fin is augmented by additional Jordan blocks until all the infinite system of discrete eigenvalues with finite algebraic multiplicities are included. (Recall that by Fact 2, T has only finite eigenvalues. Actually the same applies to T also, since T and T share the same eigenvalues.)
The proper and generalized eigenvectors of the infinite system represented by J 1 inf and J 2 inf are derived from those of Jordan blocks for an eigenvalue and inserting zeroes in those rows which complement the blocks to J 1 inf and J 2 inf . Call the resulting eigenvectorv Ji orî Ji according to whether it belongs to J 1 inf or J 2 inf . Here subscript i identifies the particular vector in either set.
Since now we have matrix definition J 1 inf of T (p), with respect to the basis consisting of proper and generalized eigenvectors of T (p) that can be computed fromẐ(p)Ŷ (p), we can determine the basis with respect to whichẐ(p)Ŷ (p) represents T (p), using change of basis matrix which also relatesẐ(p)Ŷ (p) and J 1 inf . A similar derivation holds forŶ (p)Ẑ(p). Now we have two infinite dimensional bases in X and Y which we shall denote by {v Ji } and {î Ji } in respective order. Note that the sets of generalized and proper eigenvectors ofẐ(p)Ŷ (p)andŶ (p)Ẑ(p), which we denoted by {v i } and {î i } respectively in Section 2 of Part I, are also bases in X and Y, to which {v Ji } and {î Ji } are alternatives. (1) of Part I, and were used in algebraic function approximation of the exact eigenvalues of the physical problem in [1, 2] .
Similarly J 2 fin will mate with Y (p)Z(p) of again [1, 2] . Hence we have established a correspondence between a finite system of exact eigenvalues and their finite dimensional eigenvectors corresponding to J 1 fin (or J 2 fin ) and a finite system of approximating eigenvalues and their finite dimensional eigenvectors corresponding to
Since as noted above for both J 1 fin and Z(p)Y (p), the characteristic equations are algebraic, without hesitation we can carry over the results obtained in the investigation of the eigenvalues of Z(p)Y (p) that were reported in [1, 2] , to the case of matrix J 1 fin . However it is to be noted that the roots of characteristic equation of J 1 fin , namely (1) , are now exact eigenvalues of the infinite system. Therefore all results thus carried over from approximate analysis of [1, 2] to infinite dimensions, will bear the significant property that they will now be stated for exact eigenvalues.
This applies to all results presented in [1, 2] , and that were obtained directly from the characteristic equation of Z(p)Y (p).
In this way we shall be able to generalize results of the finite dimensional 'approximate' analysis on eigenvalues, as results of the infinite dimensional 'exact' analysis.
Section 4 outlines how results of [1] [2] [3] [4] , apply in the infinite dimensional 'exact' case.
TRANSFER OF RESULTS ON EIGENVECTOR INNER PRODUCTS IN FINITE DIMENSIONS TO INFINITE DIMENSIONS
We need one more supplement to complete generalization to the infinite dimensional case. This consists in showing how some properties of proper and generalized eigenvectors of 
Here (·) + shows the adjoint and k and l indicate which eigenvalue, the eigenvectors are associated with. (3) Similarly denote the change of basis matrix between the bases for matrix definitions ofŶ (p)Ẑ(p) and J 2 inf of T , by L. In other words, L relates {î i } and {î Ji } through the relationî i = L Tî Ji . Restricting ourselves to the jω imaginary axis of the p plane and using Foster matrix properties ofẐ(p) andŶ (p), outlined in the Introduction of Part I, we find 
and (4) are relations on the inner products of proper and generalized eigenvectors of operator T (jω) in different bases. Based on them we can ascertain some statements that were made during the algebraic function approximation, now in infinite dimensions.
The first such feature we find, regards continuity of the voltage and current eigenvector inner products appearing in (3) and also in (4).
We know that in infinite dimensions, when T (p) is holomorphic, the eigenvalues belonging to a finite system, i.e., those of J 1 fin or J 2 fin , may have only algebraic singularities by Fact 5 of Part I.
Fact 16. Since poles or pole branch points are ruled out by assumption of a holomorphic T, the only singularities permitted for the eigenvalues are algebraic branch points where the eigenvalue is finite and continuous.
Proof. This follows from Fact 5 of Part I and the finiteness of the eigenvalues at the singularity.
Because proper and generalized eigenvectors of infinite Jordan forms can be chosen as vectors proportional to the columns of an infinite dimensional identity matrix, and since each such vector can be chosen as continuous then,v
This brings, together with (3), Fact 17. 
Proof. Suppose in infinite dimensionsγ 2 i (jω) is the non-real eigenvalue which makesγ i (jω) complex.
Furthermore letv i (jω) be the eigenvector in eigenvalue equation 
From this we obtain the modified version of eigenvalue equations as below:γ
Using (9) and Foster matrix properties of Z m and Y m (see Part I), we find
or dropping dependence on jω,
From this, follow:
and,
We rewrite (13) as:
We thus find an upper bound for the left side of (13) as 
Since v m k approachesv k and i m l approachesî l as m → ∞, we conclude the rightmost side of the inequality approaches zero as m → ∞.
Because the right side of (20) tends to zero for reasons similar to those in proof of Fact 18, we get
Hence
which is the basic orthogonality relation in infinite dimensions when
Then at this point we have a degenerate (multiple) eigenvalueγ 2 k (jω). We further suppose the multiple eigenvalue is non-defective, i.e., the operator T possesses a complete set of eigenvectors at the singularity. Orthogonality ofv kα (jω) and i kβ (jω) =γ k (jω)Ẑ −1 (jω)v kβ (jω), whenv kα (jω) andv kβ (jω) are linearly independent eigenvectors associated withγ 2 k (jω), can be argued by referring to [9, p. 232] , where a result of [10, p. 827] has been freely cited in support of a more general orthogonality statement, i.e., one in infinite dimensions even though the result is given for a finite 'polarization space' in [10] . Following the same logic, without going into a rigorous proof, we shall carry over the remark in [10, p. 65], concerning orthogonality of eigenvectors of a non-defective multiple eigenvalue in finite dimensions, into infinite dimensions. This will give us the requested result.
Hence whenγ 2 k (jω) =γ 2 * l (jω), butv kα (jω) andv kβ (jω) are linearly independent,
In (23), n is the algebraic multiplicity, which is the same as geometric multiplicity, since the eigenvalue is non-defective.
Fact 20. Having shown that when {v i } comprises of a complete set of eigenvectors,γ l
(jω)v + k (jω)Z −1 (jω)v l (jω) =v + k (jω)î l (jω) = 0 if k = l
, we go onto proving that this inner product can be normalized under the assumption of completeness of eigenvectors and when the mode is not a complex wave.

Proof. Consider an eigenvectorv k (jω). Construct
Under the hypothesis of completeness of the eigenvectors c = k a kvk (jω) holds. Consider the terms in the form c + c which is nonzero because
k are the two types of terms in c + c. By Fact 19 the second type vanishes since k = l. Of the first type, there is only one term and it must be nonzero because c + c is nonzero. So we havê 
TRANSFER OF RESULTS ON APPROXIMATE EIGENVALUES TO EXACT EIGENVALUES
In this section we list how the results of approximate analysis in [1, 2] transform into results on exact eigenvalues by the discussion in Parts I and II.
Nowγ 2 (p) is a root of (1), and in place of (2) in [2] , which is the algebraic equation obtained from the characteristic equation of the truncated matrix product Z(p)Y (p), we have (1) . (1) is again an algebraic equation, but with algebroidal functions as roots, as opposed to (2) in [2] whose roots are algebraic functions.
Algebroidal functions have only algebraic singularities like the algebraic functions we used in the approximation in the eigenvalue problem. Therefore all that concern us vis-à-vis singularities are the same in infinite dimensions as in finite dimensions. Many of the results already obtained for approximate eigenvalues transfer to exact eigenvalues directly. The remaining results transfer with additional arguments.
Let us see how each of these results, previously obtained in [1, 2, 8] , can be formulated for the exact propagation constant.
In Section 2.1 of [2] , the result that 'transition frequency jω B from complex to non-complex wave mode can not take place at a point where γ 2 1 (p), for the subject mode, is regular,' applies in infinite dimensions. In fact this result is general and independent of the determination method of propagation constant, as indicated in [2] .
But that at the transition frequency jω B , from complex to noncomplex wave mode in infinite dimensions,γ 2 1 (jω B ) is finite and multiple, i.e., that it is a root of the discriminant of (1), is a new result.
The points needed to transfer the results of Appendix A.1 of [2] , that a finite multiple eigenvalue must be defective, to the infinite dimensional exact eigenvalue, are given as follows.
Facts 1 and 2 of Appendix A.1 of [2] , carry over to infinite dimensions and then to matrices J 1 fin and J 2 fin , by virtue of Facts 17, 21 and 22 of this paper. Similar to their counterparts for approximate eigenvalues in [2] , for finite dimensions, these three facts imply for J 1 fin that the complex wave mode frequency interval can not end at a singularity where the exact eigenvalue is finite, multiple but nondefective. The exact eigenvalue at such a singularity is defective.
Considering Section 2.2 of [2] , by virtue of a non-zero defective multiple eigenvalue at jω B , in infinite dimensions too at the upper end frequency point of the complex wave interval, bifurcation property exists and forces the complex propagation constant to split into two γ 2 , which are real for ω > ω B . Results of Section 2 of [2] are fully transferable to exact eigenvalues. It is however noted that bifurcation property reported for exact propagation constants in [9] was assumed to hold without a justification, also for roots of the algebraic equation in [2] which yields only approximate propagation constants, and numerous results were derived based on it. In Appendix A we give a proof of bifurcation for a propagation constant obtained from the algebraic equation of a truncated system such that if this function is accurate enough in approximating the exact bifurcating propagation constant, is non-zero at the frequency where it has a singular derivative, then it bifurcates at this singularity. Existence of such an approximating propagation constant is also shown. Therefore we must assume that in the development in [2] always such a root of the algebraic equation has been considered.
Results of Appendix A.2 of the same reference are also fully transferable to exact eigenvalues. Similar case holds for Sections 3.1 and 3.2 too.
Adaptation of Appendix B of [2] , to infinite dimensions, can be made under the light of Fact 11 of Part I, which states that if at p = p 0 = jω 0 ,Ẑ(p)Ŷ (p) has a pole, then at least one eigenvalueγ 2 1 (p), has a pole at p = p 0 = jω 0 .
At this point we remark that in Appendix B of [2] , the preclusion of a pole branch point was proved considering the singularity to be on the jω axis, without explaining the reason for it. We now complete this proof of [2] , by pointing out that the only type of singularity Z(p)Y (p), and thus γ 2 (p), can have is poles on the jω axis anyway, because Z(p) and Y (p) are Foster matrices.
The same applies in infinite dimensions, when again the only type of pole or pole branch pointγ 2 (p) can have is on the jω axis, for the same reason. Therefore we proceed with adaptation of Appendix B of [2] , considering a pole at p = p 0 = jω 0 , ofẐ(p)Ŷ (p).
In the caseẐ(p)Ŷ (p) has a pole at p = p 0 = jω 0 , let us consider T −1 , when (ẐŶ ) −1 exists. Then at p = p 0 = jω 0 , one eigenvalueγ 2 1 (p) of T −1 will either be regular with zero value, or have a singularity
= 0, is finite. In the latter case,γ 2 1 (p) will have an algebraic branch point with no negative powers in the Puiseux-Laurent expansion about it. But from Section 3 of [2] , we have regularity ofγ 2 1 (p) at a cutoff frequency. This makesγ 2 1 (p) single valued in the neighborhood of p 0 , and forcesγ 2 1 (p) to have the same property. Recall p 0 is a pole ofγ 2 1 (p), and now due to this single valuedness, we have impossibility of p = p 0 = jω 0 being a pole branch point forγ 2 1 (p). In this way, for exact eigenvalues as well, we rule out the case of a pole branch point for the type of guiding systems prescribed.
Coexistence of complex and backward wave modes in [4] can be argued in a similar way, for infinite dimensions.
[1] completely carries over to infinite dimensions except Section 3 paragraph ii) which became inapplicable due to Appendix B of [2] .
CONCLUSION
We have reduced the exact infinite dimensional problem to finite dimensions. Furthermore we observed that results of the algebraic function approximation method which is not an exact technique, can be carried to infinite dimensions, by introduction of additional arguments. [8, p. 176] .
APPENDIX A. PROOF THAT IF
Exclusion of frequencies where an infinite number of truncations Z(p)Y (p) are defective, is not very prohibitive for application of Fact A.1. This is true especially as we shall see below, if these frequencies are discrete frequency points.
This discreteness is not a very demanding constraint for a physical guiding structure and it is sufficient for applying Fact A.1.
Indeed since an excluded frequency p 0 is assumed to be discrete, i.e., isolated, it has a neighborhood in which no other excluded frequency exists. Proof. The proof may be given in two parts. The first part will show that the approximating propagation constant splits at jω 1 . The second part will show the existence of an approximating propagation constant that bifurcates.
If γ 2 (jω) is a finite root of the algebraic equation obtained from the characteristic equation associated with Z(jω)Y (jω), wherein Z(jω) and Y (jω) are truncated matrices, and if dγ/dω tends to infinity and γ(jω) = 0, then dγ 2 /dω will tend to infinity. I.e., the root of the algebraic equation will be finite, multiple and hence singular. The singularity is an exceptional point and the eigenvalue must split at this point as per [5] .
Therefore we have splitting for eigenvalues of the truncated, finite dimensional matrix product Z(p)Y (p) as well. But our claim is not simply splitting of the propagation constant, but its bifurcation, which is splitting into two. This is also true as follows.
Since eigenvalues of both the truncated systems and the infinite system are continuous functions of the complex frequency p whenever these eigenvalues are finite, the convergence on any compact set Q of the complex plane is uniform for some subsequence of truncated systems. Similarly, for any compact set Q and finite set of eigenvalues (γ 2 (p)) of the infinite system, we have due to Fact A.1 that, a subsequence of truncated systems exists with eigenvalues that converge uniformly on Q to corresponding eigenvalues (γ 2 (p)) [8, p. 183] .
Even if an excluded point p 0 in Q is singular for eigenvalues of an infinite number of truncations Z(p)Y (p) causing these matrices to be defective in the way discussed above for Fact A.1, the uniform convergence of a finite set of eigenvalues over Q is still true, so long as these excluded points are discrete. Because we saw above that even in this case, at p 0 , {γ 2 in (p 0 )} converges to γ 2 i (p 0 ) for some subsequence of truncations, preserving continuity of the sequence elements and the limit which are all continuous functions of p, since they are all finite, that is since they can at most have algebraic branch points where the eigenvalues are finite.
Consider the finite set (γ 2 (p)) of exact eigenvalues within which bifurcation occurs for one element [9] at point p 0 = jω 0 .
There exists a subsequence of truncated systems whose eigenvalues converge uniformly to this exact set on a region Q including p 0 even if p 0 is an isolated singularity for eigenvalues of an infinite number of truncations Z(p)Y (p) in the way discussed above.
Assume Q is a neighborhood of the point p 0 . Convergence is uniform over Q, and therefore there will exist truncated systems with eigenvalues arbitrarily close to the set (γ 2 (p)) over Q. Not only will there exist truncations with eigenvalue sequences {γ 2 in (p 0 )} that converge toγ 2 i (p 0 ) for eachγ 2 i (p) ∈ (γ 2 i (p)), but due to uniform property of the convergence, eigenvalues {γ 2 in (p)} in Q will be as close toγ 2 i (p) as desired for integer values n greater than a certain integer N , which is independent of the p in Q. Because N is independent of p, and because for a finite system of exact eigenvalues a subsequence of truncated systems exists with eigenvalues convergent uniformly on Q to this finite system, if there is bifurcation for a propagation constant of one element of this finite system of exact eigenvalues (γ 2 (p)) in Q, then there will exist a truncated system with eigenvalues that will approximate the set (γ 2 (p)) over Q. Therefore one approximating propagation constant will exist that will not simply split, but in particular bifurcate, because the limit exact propagation constant bifurcates.
To see the truth of the last sentence in more detail, suppose now as per [5] , the approximating propagation constant characteristic splits, but that it splits into more than two branches at the singularity jω 1 , in the neighborhood Q of jω 0 , where the exact propagation constant bifurcates.
For each ε > 0 close to zero, there will exist by the foregoing proof, an integer N (ε) to make
over Q. Recall that we have only one Puiseux series expansion for γ in (jω) on both sides of the singularity so that both the split and to split γ in (jω) satisfy (A1). By making ε smaller, γ in (jω) may be forced to split into two branches since choosing ε smaller will improve approximation of the exact eigenvalueγ i (jω) by the γ in (jω). This will be achieved by forcing the second, third, . . ., etc., branches of the splitting in the above supposition to overlap, by making ε smaller. On the other hand if two or more branches overlap as result of choosing ε smaller, two or more solutions of the approximating algebraic equation will have overlapped. This will mean vanishing of the discriminant of the algebraic equation identically over a region, contradicting its irreducibility hypothesis. Therefore such a case is ruled out.
Hence γ obtained from the root of the algebraic equation which is a sufficiently accurate approximation of the bifurcating exact propagation constant, must bifurcate, if it has to split, since as shown above, it can not split into more than two branches.
