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Thermodynamics and Kinetics of Iso-1-cytochrome c Denatured State
Chairperson: J. B. Alexander Ross
Various diseases result from protein misfolding. Curing these conditions requires
understanding the principles governing folding. Efforts toward understanding how
proteins fold have focused on the transition state rather than the earliest folding events.
We study these initial events using the assumption that protein folding must involve the
formation of the most primitive structure possible – a simple loop. Our laboratory has
developed a system of studying simple loops in the denatured state using c-type
cytochromes. New insights into how the properties of these loops impact the denatured
state are outlined in this thesis.
First, studies on a 22-residue loop revealed a previously unreported finding that
equilibrium loop formation was not strongly affected by sequence composition. While
loop formation rates depended only on sequence composition, loop breakage rates also
depended on sequence order.
Second, thermodynamic and kinetic studies on
homopolymeric inserts in “poor” and “good” solvents revealed that homopolymeric nonfoldable protein sequences behave like a random coil. However, heteropolymeric
foldable sequences have scaling factors higher than those of a random coil, suggesting the
presence of residual structure in denatured proteins. Thus, peptide models with
homopolymeric sequences do not adequately describe the nature of foldable sequences.
Third, we investigated the kinetics of reversible oligomerization in the denatured state
using a P25A yeast iso-1-cytochrome c variant.
The findings indicated that
intermolecular aggregation in a denatured protein is extremely fast – 107-108 M-1s-1 and
that the P25A mutation strongly affects intermolecular aggregation. This work suggests
that equilibrium control of folding versus aggregation is advantageous for productive
protein folding in vivo. Fourth, we use time-resolved FRET to follow compact and
extended distributions of a protein under denaturing conditions. Our findings revealed
three major populations in the unfolded state when no loop is present whereas only two
populations remain when the loop forms. The most extended population is lost upon loop
formation showing that simple loop formation dramatically constrains the denatured
state.
Thus, thermodyamic and kinetic studies on simple loops using a variety of spectroscopic
techniques have enhanced understanding of the initial events of protein folding and the
role of the denatured state in modulating protein aggregation.
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CHAPTER 1
THE PROTEIN DENATURED STATE

1.1

Proteins and the polypeptide chain
Proteins are one of the most important molecular constituents of all living things,

and hence of life. Their ubiquitous presence in all biochemical and structural aspects of
everyday existence make obvious the magnitude of their importance. At an introductory
level, a protein is a polymer chain of various amino acids that are linked through
condensation polymerization in vivo. There are three, sometimes four, different structural
conformations that may constitute a protein. Namely, in order of formation, the primary
structure, the secondary structure, the tertiary structure and sometimes the quaternary
structure. The primary structure simply encompasses the linear sequence (order) of the
linked amino acids that make up the polypeptide polymer chain. The secondary structure
is a spatial arrangement of the amino acids residues that are nearby in the sequence.1 It
entails structural motifs both periodic (repeating pattern of dihedral angles), such as αhelices, 310 helices, β-strands and polyproline II helices, as well as aperiodic (regular but
non-repeating pattern of dihedral angles), such as reverse turns/loops, Ω-loops, βhairpins, and random coils.2 After these secondary structural motifs are formed, they
then enable contact formation from amino acid residues that are normally far apart in the
primary sequence. This leads to the formation of disulfide bridges and other enthalpic
interactions (electrostatic, van der Waals, hydrogen bonds) of the polypeptide chain
creating a tertiary structure thereby culminating in a fully folded, functional protein.

1

When two polypeptide chains are involved in achieving the fully folded protein, it is said
to have a quaternary structure.
It has long been realized, through the works of Christian Anfinsen in the late
1950's and early 1960’s, that the protein’s primary structure holds the key to the protein
folding process,3;

4

i. e. it contains the code for folding to the functional native state.

Anfinsen’s work on ribonuclease A clearly demonstrated that the compact, threedimensional structure (native state) could be reached from the primary amino acid
sequence (denatured state) through purely physicochemical processes without the need
for molecular machinery such as molecular chaperones.5 The folding process is an
intricate one and the exact mechanism has eluded the general scientific community for
the past several decades. In the late 1960’s Levinthal suggested this folding must occur
according to specified pathways and he sought those using computational means for
cytochrome c, lysozyme and myoglobin.6; 7 However, he was unable to determine “the
uniqueness of the proposed folding process”6 and suggested that computational means,
and hence proteins, could not be expected to search randomly through all possible
structural conformations for the lowest energy structure of the native fold.6 Currently, it
is believed that the folded native state of a protein is the main determinant of the folding
process1;

8

and ultimately provides the stability needed for the native protein to be

functional.

However, the timescale for this folding process can be very fast -

microseconds to milliseconds.9-11 Thus, the paradox of fast folding from an astronomical
number of possible conformations is known as the protein folding problem. Such folding
efficiency can only be rationalized by subscribing to a “cooperative” folding mechanism

2

in which the polypeptide residues use “cumulative selection” sampling to reach the native
state.1; 7; 12; 13

1.2

Folding models
To accommodate the cooperative folding notion, several folding models have

been proposed to describe the possible pathways a protein’s primary sequence goes
through before achieving the native fold. First, the “framework model” describes folding
as a stepwise mechanism involving a hierarchical assembly of local elements of
secondary structure from the primary sequence but independent from tertiary structure.1416

This greatly reduces the conformational search and tertiary structure is attained by

diffusion and collision of the local elements of secondary structure whereby favorable
amalgamation occurs.14-16 This model does not place emphasis on the formation of native
tertiary contacts directly from the primary structure; thus, secondary structure formation
is independent of how the final folded tertiary protein should look.

Second, the

“nucleation-condensation” model is a modified form of the “nucleation” model and
describes folding from more of a helix-coil perspective. The model describes folding via
the formation of a loosely packed (extended) nucleus, derived from initial helix or sheet
“seeding” of native secondary structural elements, which becomes more compact in the
transition state and is directly responsible for the formation (condensation) of higher
order tertiary structure.17-19 Third, the “hydrophobic collapse” model hypothesizes that
the native protein fold is formed from a “molten globule” as a result of the polypeptide
chain having a concentrated region of hydrophobic side chains.20-22 The molten globule

3

then quickly rearranges due to the narrowed conformational search leading up to the
native fold.
Currently, experimental evidence has lead to a more modern and general
description of protein folding. Unfortunately, there are still two main competing models.
The “predetermined pathway – optional error (PPOE)” model claims that all of a protein
population folds by essentially the same stepwise pathway.23 This single pathway is
defined by predetermined cooperative native-like foldon units (intermediates) and how
those foldon units interconnect in the final native fold.23

This model predicts the

transition state as a single obligatory step having a few well-defined structures that all
protein molecules need to pass through. The intermediates are all downhill from the
transition state, thus are “hidden” and are only seen when there is an error in folding
(misfold); thus, proteins behave as two-state or multi-state folders, depending on the
spectroscopic probe being used.23-25

This model is mainly derived from hydrogen

exchange data. Figure 1.1 depicts an energy diagram to convey the main idea of this
model.

4

Figure 1.1: A schematic energy profile representation of a two-state and three-state folder having hidden
intermediates as described by the “Predetermined Pathway – Optional Error” method.23; 25 Figure modified
from Rumbley et. al., 2001.25 U represents the unfolded state, TS is the transition state and N is the native
state.

Secondly, the more popular “folding funnel” model, is derived from statistical mechanics
and concepts of polymer physics, rather than those of classical chemical dynamics –
hence, is called the ‘new view”.26 This model represents the energy landscape of the
protein folding pathway as an energy funnel (see Figures 1.2 and 1.3).

5

Figure 1.2: Folding Funnel 2-D representation of the rugged energy landscape of protein folding. Q
represents the faction of structures formed with native-like contacts. Diagram taken from Onuchic et. al.,
1997.5

At the top (rim) of the funnel is a heterogeneous mixture of rapidly-exchanging, high
enthalpy, high entropy, polypeptide conformations in the unfolded denatured state
ensemble (DSE). There are multiple pathways an unfolded protein can take down a
rugged landscape, guided only by the increased enthalpic stabilization of transiently
forming native-like structures, toward the “minimally frustrated” global minimum.5

In

this view the transition state is not viewed as a single obligatory step through which all
6

molecules have to pass. Rather, the transition state is an ensemble of many different
chain conformations.5 However, some native contacts will be more probable than others
due to the polymeric nature of the chain and the topology of the native state.5 This model
has been well received because it consolidated many of the ideas from previously
mentioned models, as well as provided plausible explanations for protein behavior both
in vitro and in vivo.
Significant advancement in understanding the major steps and criteria used by
nature to achieve efficient protein folding has been made.

Unfortunately, such

advancement has been in the wake of a concerted and multi-dimensional effort to
understanding some of the many diseases believed to be due to misfolding of proteins.
Some of the more prominent protein misfolding diseases are cystic fibrosis27, spongiform
encephalopathies (prion diseases such as kuru, Cruetzfeldt-Jakob, Mad Cow, Chronic
Wasting and Scrapie) and possibly Parkinson’s, Lou-Gehrig’s and Alzheimer’s diseases.1;
8; 26; 28-31

The rugged or bumpy nature of the “folding funnel” model has provided

plausible explanations of these protein diseased-states via intermolecular interactions as
seen in Figure 1.3. Hence, protein folding has and will continue to be a critical research
area of past and future science.

7

Figure 1.3: 2-D diagram of rugged “folding funnel” with plausible intermolecular interactions leading to
various protein diseased-states. Diagram taken from Jahn et. al., 2005.32

1.3

Difficulty studying the denatured state
Considerable focus has been exerted on understanding the previously mentioned

protein misfolding diseases. Much of that focus has been directed toward the native state
of the protein. This “top down” approach has been readily embraced due to the well
ordered nature of the compact native state. Abundant meaningful structural data can be
obtained from X-Ray and NMR studies since the native state directly reports on the
various enthalpic networks formed. This detailed information is readily available, thus
making it easier to analyze the thermodynamic contributions of weak non-covalent
interactions on protein stability. While useful, such native state studies do not contribute
to elucidating the initial stages that may underlie a protein misfolding event which leads

8

to a disease-causing protein. It would seem logical to focus on the sequential steps a
protein’s polypeptide backbone must navigate to reach the native state.
Unfortunately, this is easier said than done. First, the data that did arise from
viscocity and radius of gyration measurements by some research groups, demonstrated
that the denatured state was nothing more than a random coil.33 Under this classification,
interactions in a protein’s polypeptide chain would be limited to residues that are near
each other in the primary sequence.34 This view dominated for many years because the
denatured state loses many of the probes that are used to monitor structural features in the
native state. In NMR spectroscopy, for example, there is considerable loss of chemical
shift dispersion when a protein is denatured.35 This decrease in dispersion of the 1H and
13

C resonances leads to extensive overlap of peaks.35

Also, the increased motions

between the residues of the denatured state weaken or eliminate the nuclear Overhauser
enhancements (NOE) between protons. Therefore, it is very difficult to define structure
under these conditions.35 An added detriment of the denatured state with respect to NMR
and other techniques, is that a single parameter cannot be interpreted for a single protein
conformation, rather, it would be a value for the dynamically averaged ensemble.35 More
importantly, one of the fundamental requirements for characterizing the thermodynamic
nature of a structure or “state” is to quantitatively compare it to some reference in order
to determine the magnitude of non-covalent interactions and their contributions to the
“state” being studied.36 Sadly, in the denatured state these non-covalent interactions are
not as well-formed as in the compact well-ordered native state.37 Structural loss in the
denatured state is not cooperative i.e. not consistent with a first order thermodynamic
transition, is of small magnitude, and thus, is difficult to measure.

9

Fortunately, sophisticated instrumentation and methodologies have matured
considerably allowing thermodynamic37;

38

and structural39-41 studies to be successful.

Site-directed mutagenesis has opened up new avenues of denatured state research,
enabling new questions to be asked and much more data to be generated.

Hence, the

denatured state has seen a much needed renewed surge of interest in recent years.

1.4

Random or non-random denatured state?
Early work by Tanford in the late 1960’s, in moderate to highly denaturing

guanidine hydrochloride (gdnHCl) and urea solutions, enabled measurements of the
radius of gyration, Rg, of the polypeptide chain.33; 42-44 Rg shows a power law dependence
on the number of monomers, n, in a polymer chain, Rg α n . For a random coil v = 0.6
v

in a “good” solvent.45 Tanford obtained values of his denatured proteins with v ~ 0.67.33;
42; 43

These works were crucial in the perception of the protein denatured state being

viewed as a random coil. However, Tanford did not rule out the possibility that natural
polymers such as proteins, could still have certain regions of their backbone incompletely
solvated by the denaturant, even in harsh denaturing conditions such as 6 M gdnHCl
conditions.37; 46 Additionally, other data from approximately the same era as Tanford’s
work, supported the notion that the denatured state still contained residual structural
entities.47-50 Thus, for the most part, it is unclear that the initial wide acceptance of the
denatured state being a random coil was justified.

10

1.5

Experimental evidence of non-random nature of the denatured state
Over the past four decades, since describing the denatured state of proteins as a

random coil, tremendous advances have been made in elucidating this elusive state.
Structural data from numerous NMR35; 39; 51-53 studies have shown that the denatured state
is not a random coil of aperiodic amino acid arrangement. Structural data from a few
small angle X-ray scattering (SAXS) and Fourier transform infrared spectroscopy (FTIR) studies on thermally-unfolded ribonuclease A have shown that residual secondary
structure still exists with some degree of compaction, even when subjected to increased
unfolding conditions.54 SAXS studies on Che Y in 5 M gdnHCl have shown that even
though the overall protein can be described as a worm-like chain, there are certain
regions (~ 25% of the residues) that have residual structure.55 Thermodynamic evidence
supporting residual structure presence38 and a host of hydrogen exchange data on various
proteins demonstrate that the denatured state contains residual structure with stabilities in
the range of 0.5 to 2 kcal/mol.56-59
As mentioned previously, the introduction of site-directed mutagenesis (SDM)
has opened up a world of possibilities to understanding the denatured state.
technique enables one to probe various regions of the protein at will.

This

One of the

pioneering works resulting from exploitation of SDM were studies of m-value
(d∆G/d[denaturant]; proportional to change in solvent exposed surface area upon
unfolding) effects on Staphylococcal Nuclease (SNase) variants by Shortle’s
laboratory.60;

61

These denaturant m-values studies were the first to demonstrate the

complex and intricate behavior of the denatured state. Shortle discovered that the mvalues differed widely from mutant to mutant. He categorized variants as m+ and m-
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relative to the m-value of the wild type. Shortle proposed that the changes seen in the mvalues for different mutants were a result of changes in degree of compactness (residual
structure) present in the denatured state.38;

61

A more compact denatured state would

have less exposed surface area upon unfolding (m-), while a less compact denatured state
would have more exposed surface area upon unfolding (m+), relative to the wild type as
seen in Figure 1.4.

Figure 1.4: ∆Guo’ versus [denaturant] data for SNase wild type (wt), m- and m+ variants. Cartoon
representations show how the degree of compactness of the denatured states, from specific mutations,
affected the m-values. Diagram taken from Bowler, 2007.38

SDM has also contributed tremendously to probing the electrostatic interactions
and their contributions to overall protein stability.36; 62-67 An interesting observation from
SDM studies on λ Cro, iso-1-cytochrome c and RNase T1, is a phenomena known as the
“reverse hydrophobic effect”.66;

68-70

It describes altering the stabilization of the

denatured state by mutating protein residues natively found on the surface from polar to
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hydrophobic residues.

Such mutations cause alterations to the compactness of the

denatured state.37 Resulting stabilization of the denatured state provides strong evidence
that the unfolded state does not contain free energy neutral residues and does, in fact,
contain residual structure. However, the inference of residual structure from studies of
m-values or even changes in heat capacity would benefit from a more direct
thermodynamic measurement of residual structure. One technique that can accomplish
that is Hydrogen Exchange (HX). How well the amide (NH) groups on the polypeptide
backbone are protected from exchange with deuterated solvent can be used to directly
evaluate whether hydrophobic clusters exist and in exactly what regions.71; 72 Application
of this technique to the denatured state has not been met with much success largely due to
the elimination of the very property (residual structure) that you are trying to monitor via
the use of denaturants.38 However, the laws of thermodynamics and the Boltzmann
distribution dictates that intermediate states as well as unfolded states should exist with
the native state conformation, albeit at much lower populations under native conditions.71
Thus, the presence of residual structure can also be monitored under native conditions.
Figure 1.5 below illustrates a typical HX experiment used in such evaluations.
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Figure 1.5: Typical native state HX experiment depicting protected regions of a protein that can be
identified via 2D NMR. Diagram taken from Krishna et. al., 2004.72

The mechanism for the above hydrogen exchange experiment is given as:

k

k
op
ch
NH(closed) ⇔ NH(open) ⎯⎯
⎯→ ND(exchang ed)
k
cl

(1.1)

where kop and kcl are the rate constants for unfolding and folding the structure that
protects the amide NH, respectively, and kch is the rate constant for 1HÆ2H amide
exchange. For EX1 hydrogen exchange conditions (favored at high pH), the observed
rate constant, kex, will be independent of pH since it depends only on kop. While for EX2
hydrogen exchange conditions (favored at low pH), kex will change by a factor of 10 for
each unit change in pH since kch is dominated by base catalysis in the region where
measurements are usually made (pH 5 to 8). Therefore, in a protein’s native state, kcl >>
kch (EX2 conditions, low pH & temperature) and the observed k exEX 2 = Kopkch, where Kop
is kop/kcl, which is the equilibrium constant for unfolding the structure that protects the
14

amide NH from exchange.72 Therefore, the change in free energy can be evaluated for
the amide residue that was exchanged using Eq 1.2 below:

ΔG HX

k exEX 2 ⎞
⎛
= − RT ln K op = − RT ln⎜
k ch ⎟⎠
⎝

(1.2)

Using this technique, interesting results in recent years have shown that certain protein
residues have ∆GHX that is about 0.5 to 2.0 kcal/mol higher than ∆Guo’ measured by
conventional CD and fluorescence probes.38 This higher free energy has been termed
superprotection and these values are in line with expected stabilities conferred by residual
structure.38 Thus, native state HX has gained popularity in certain laboratories and has
provided direct evidence of residual structure by means of superprotected protein regions,
notably those that correspond to β-sheets and to a lesser extent α-helices in the native
fold.38;

71; 72

Besides HX, another field that has greatly benefitted from SDM is

fluorescence spectroscopy. Exploitation of SDM in this field has also provided a wealth
of information on the reverse hydrophobic effect73 as well as a picture of the compact and
extended distributions that exist in the denatured state.74 This information is mainly from
time-resolved Förster resonance energy transfer (TR-FRET) and has been widely
exploited in the past three to four years. Various distributions of extended and compact
conformations exist in the denatured state ensemble (DSE) and the steady-state
interconversion of these distributions can be directly monitored using TR-FRET under
variable denaturant concentrations.74-76 Actual dynamic interconversions of the various
conformations can be monitored in real time with single molecule FRET studies. These
powerful techniques are demonstrating that some proteins have hydrophobic regions that
15

influence the distribution of the DSE toward highly compact conformations,75
surprisingly akin to native-like distance distributions.

These “supercompacted”

conformations have been shown to be robust and persist even in denaturing conditions.74;
76

Other less hydrophobic regions of a protein do not seem to possess these

“supercompacted” conformations or are minimally present at best and are quickly
converted to compact and extended degenerate77 denatured state conformations when
subjected to denaturing conditions.74; 76 There are questions as to the effect denaturant
has on the apparent extended and compact distributions seen with increasing
[denaturant].78 But it is undeniable that the DSE has “supercompacted” conformations as
well as less compact conformations and more extended conformations.
These recent findings provide strong support that protein folding is directed by the
most stable cluster able to act as a seeding template for the rest of the protein79 and not
necessarily dictated by the overall global stability of the protein.75 Last year some
astounding thermodynamic work of phi-value analysis on the Notch Ankyrin repeat
protein, using the powerful tool of SDM yet again, tracked the transition state as the
protein folds.79 This work demonstrated that the pathway a protein takes down the
folding funnel can be re-routed by manipulating the most stable repeat unit in the energy
landscape.79

Though this work is not directly related to residual structure in the

denatured state, it serves as a conceptual proof that protein folding is guided by the most
stable cluster that is capable of acting as a nucleation point. The wealth of evidence on
residual structure presented in this chapter so far has unequivocally shown that residual
structure exists in the denatured state and it provides high stability to the denatured state.
Thus, residual structure is expected to behave similarly to the individual repeats of Notch
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Ankyrin, which serve to limit the conformational search, thereby creating biases in the
energy landscape which direct folding pathways.79

Besides the growing support for its

importance in directing protein folding, it has also been implied that the varying
compactness (residual structure) and relative degeneracy of the DSE may have a crucial
physiological importance in preventing protein misfolding, hence misfolding diseases.77
Therefore, a focused effort on studying residual structure and the denatured state with its
heterogenous conformations is required and is expected to be rewarding.

1.6

Denatured state loop formation
In order to pursue denatured state and residual structure studies, our laboratory

has developed methods to measure the equilibria and kinetics of formation of simple
polypeptide loops under denaturing conditions.37;

38

We use variants of the c-type

cytochrome, yeast iso-1-cytochrome c, that have been engineered to contain only a single
histidine besides the native heme ligand, His18. Histidines on the N-terminal side of the
heme attachment site (Cys14, Cys17 and His18) will form a loop (heme-edge) which
includes residues between the engineered histidine and Cys14 (Figure 1.6). Histidines on
the C-terminal side of the heme attachment site will form a loop between His18 and the
engineered histidine (wrap-around).

A simple pH titration allows evaluation of the

stability of a given histidine-heme loop, providing an apparent pKa, pKa(obs), which is
influenced by the local ligand environment. Since a higher proton concentration is
required to break a more stable loop, a lower pKa(obs) indicates a more stable loop.
Loop breakage is detected at 398 nm which is the wavelength to which the low spin Fe3+–
heme Soret band shifts when a high spin Fe3+–heme forms due to the weak field water
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ligand being bound to the Fe3+ instead of the previously bound strong field histidine
ligand (see Figure 1.6).

Figure 1.6: Schematic representation of denatured state His-heme ligation from the N-terminal side of the
heme of iso-1-cytochrome c (heme-edge) as well as from the C-terminal side (wrap-around). Diagram
taken from Bowler, 2008.37

Thus, the relative stabilities of different loops can be evaluated easily by a fit of
absorbance data at 398 nm plotted against pH, to a rearranged form of the HendersonHasselbalch equation (Eq 1.3) to obtain the apparent pKa, pKa(obs), and the number of
protons, n, involved in the process,
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A398

(A
=

+ AHS 10n( pK ( obs)− pH ) )
(1 + 10n( pK (obs)− pH ) )
a

LS

(1.3)

a

where ALS is the absorbance at 398 nm in the low spin form of the heme with histidine
bound and AHS is the absorbance of the high spin form of the heme with histidine
displaced by water. Typically, the apparent pKa is lower than the pKa of free histidine
because deprotonation of histidine is coupled to favorable formation of a bond between
Fe3+ in the heme and the histidine imidazole side-chain. The stability of the His-heme
bond is dependent on three main factors. First, chain stiffness can decrease the stability if
the polypeptide chain forming the loop is too short or too sterically restrictive, thereby
hindering effective His–heme molecular orbital overlap.80;

81

These hindrances can be

relieved to increase the bond strength by either increasing loop size or decreasing residue
bulk. Second, loop entropy decreases the His–heme bond strength as the loop becomes
larger. Too long a loop increases the conformational space for the histidine to search,
thereby decreasing the probability of making an actual His–heme bond. Third, residual
structure formation increases the His–heme bond strength due to the presence of
additional stabilizing contributions in the loop, if the structure is induced by loop
formation. The summed stability of these contributors is conferred onto the His–heme
bond.
We have used this method to evaluate the conformational properties of a
denatured protein37; 38 including the scaling properties of a polypeptide chain,80 the effect
of varying denaturing conditions on loop formation,82 the effects of local excluded
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volume on loop formation,81 and most recently the effects of sequence composition on
loop formation.83
The Jacobson–Stockmayer equation84; 85 (Eq 1.4) is typically used to predict loop
formation equilibria:

Δ S loop = − v 3 R ln( n ) + R ln[( 3 / 2π C n l 2 ) v3 V i ]

(1.4)

where n is the number of monomers in the loop, R is the gas constant, Cn is Flory's
characteristic ratio, which is sensitive to chain flexibility,86 l is the distance between
monomers, Vi is the approach volume of the atoms involved in loop formation and ν3 is
the scaling exponent for loop formation. Cn is a ratio of the dimension of the polymer in
question to those of a “random flight” chain. Realistic chains are always more expanded
than a “random-flight” chain, therefore, Cn will be greater than 1. The degree of stiffness
(flexibility) of a polymer chain can therefore be evaluated from the value of Cn.
Furthermore, as described above, the stiffness of the polymer chain can be modulated by
sequence composition having compact versus bulky residues or by changing the length of
the chain.
Another informative component of the Jacobson-Stockmayer equation is the
scaling factor, v3, which indicates how well the polymer chain of interest behaves relative
to a random coil. For a freely jointed random coil, the scaling factor is 1.5.37; 84; 85; 87
When excluded volume is taken into account, the value of v3 increases to a range of 1.8
to 2.4.37
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From Eq 1.4, since loop formation is goverened mainly by entropy, it can be
shown that ΔpKa(obs) for a variant X versus a variant Y with the same loop size is given
by Eq (1.5):

ΔpK a (obs ) = pK a (obs ) X − pK a (obs ) Y = (

C
− v3
)[ln( n ,Y )]
ln(10)
Cn, X

(1.5)

If we use ν3 = 2.1 (average of theoretical values for a random coil with excluded
volume),38; 88 we are able to predict the effect of Cn on the expected ΔpKa(obs) for the
various loop variants we evaluate.

1.7

Inspiration for dissertation work
Much of my research has been based on previous experimental results from our

laboratory that were inconclusive or warranted further invesitgation. Previous work on
denatured state loop breakage kinetics demonstrated that an optimally stable loop of 37
residues (AcH54I52 variant) had an extremely slow breakage rate.89 No previous data
were available to validate the importance of loop breakage in modulating loop stability.89
Thus, we investigated loop breakage as a tool to analyze the basis of loop stability
(Chapter 2).

The same 37 residue loop (AcH54I52) demonstrated unique loop

stabilization under various [gdnHCl] as well as a relatively high m-value compared to
other loops.82; 90 Thus, investigations into the nature of the loop stability and possible
residual structure stabilization lead to TR-FRET studies of various loops (Chapter 5).
Furthermore, to account for excluded volume effects of heme on equilibrium loop
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formation82 and kinetic89 loop breakage and formation data of loops formed from the Cterminus of iso-1-cytochrome c, we engaged in a comparative study of loops formed from
the N-terminal side of the heme instead (Chapter 3). This project also served to fill the
huge gap of experimental data on the behavior of foldable versus non-foldable protein
sequences. Finally, a loop forming variant (AcH26I52) demonstrated a significantly
concentration dependent pKa(obs) and had biphasic kinetics of loop formation.82 Thus,
the nature of these kinetic phases was investigated to determine whether it was due to
aggregation or proline isomerization (Chapter 4).

1.8

Goals of dissertation
At the start of my research into the denatured state, the presence of residual

structure was well accepted and there was considerable evidence that it is
thermodynamically important to the folding process as seen from Section 1.5. Modern
computational and experimental data had re-evaluated the nature of the disordered
polypeptide chains against a random coil dimension. These evaluations indicated that
disordered chains found in the DSE were more expanded than previously predicted from
the allowed phi and psi angles of amino acids using the Ramachandran Plot. This
discrepancy was attributed computationally to the need for excluded volume effects in
describing a polypeptide and experimentally to the existence of expanded structures such
as polyproline II structures in the DSE. Conversely, there has been little data on how
disordered foldable sequences compared to disordered non-foldable homopolymeric
protein sequences. We hypothesized that foldable and non-foldable polymer types would
behave differently and sought to demonstrate this possibility. Also, much of the data in
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the literature was targeted at defining the transition state for protein folding but not much
focus was on the initial events, such as simple loops and how the properties of those
loops affected the properties of the denatured state. Thus, the following chapters describe
our efforts to contribute to and further elucidate the properties of denatured proteins. We
do so using a model that dictates protein folding must go through the formation of the
most primitive structure possible – a simple loop. To do so my research focuses on what
occurs at the top (rim) of the free energy landscape in the initial stages leading to the
polypeptide chain folding down the “folding funnel”.

The first project (Chapter 2) looks at sequence composition and sequence order of
an engineered 22-residue loop at the N-terminal side of yeast iso-1-cytochrome c. We
asked, what are the conformational constraints that enable formation and persistence of a
simple loop as the fraction of the flexible amino acid glycine is varied. We observed a
previously unreported finding that the equilibrium for loop formation was not strongly
affected by sequence composition, although significant compensating changes in rates of
loop formation and breakage occur. Furthermore, through kinetic loop breakage studies,
we found that for simple loops, sequence composition is less important than local
sequence order in maintaining formed contacts; whereas, loop formation depended only
on sequence composition.

The second project (Chapter 3) examines the thermodynamic and kinetic
behaviour of homopolymeric inserts of yeast iso-1-cytochrome c in “poor” and “good”
solvents.

In particular, we ask the question of how a disordered non-foldable
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homopolymer differs from a disordered foldable heteropolymer protein sequence. We
discovered that homopolymeric sequences have thermodynamic properties in line with a
random coil.

However, heteropolymeric sequences, while having scaling exponents

similar to a random coil, scatter much more widely about the line that describes random
coil scaling. This is highly suggestive of residual structure being present in denatured
proteins.

It also demonstrates that many of the peptide models for heterpolymeric

sequences do not adequately describe the nature of foldable sequences.

The third project (Chapter 4) investigates the kinetics of reversible
oligomerization in the denatured state using a P25A yeast iso-1-cytochrome c variant.
The findings indicate that intermolecular aggregation in a denatured protein is extremely
fast – on the order of 107-108 M-1s-1. The P25A mutation was found to control the rate of
that intermolecular aggregation. This works is suggestive that equilibrium control of the
partitioning between folding and aggregation is advantageous for productive protein
folding in vivo.

The fourth project (Chapter 5) uses fluorescence spectroscopy and time-resolved
Förster Resonance Energy Transfer (TR-FRET) to follow compact and extended
distributions of simple loops under denaturing conditions. In particular, we hypothesized
that formation of a simple loop in the denatured state will lead to compaction of the part
of the denatured protein within the loop. Our main fluorescence donor was the extrinsic
fluorophore, 1,5 I-AEDANS, which was attached to the protein via an engineered
cysteine.

This work provided insights into the conformations that exist as a primitive
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loop closes with increasing pH.

The findings show that there are three major

distributions in the fully unfolded denatured state ensemble when no loop is present.
That distribution changes to two distributions as the loop closes at the same denaturant
concentration. The surprising finding is that “supercompacted” structures still exist when
there is no stabilizing loop present. This data provides evidence of denatured state
heterogeneity in a protein variant under conditions that remove the influences of
competing heme ligands which would otherwise result in misligation. This misligationfree environment, at constant denaturant concentration, allows for data interpretation of
populations without the influence of changing denaturant concentration producing
changes in populations. More investigations with probes at various other positions and
farther distances from the FRET acceptor need to be pursued in the future to get a wider
view, however.
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CHAPTER 2
LOCAL SEQUENCE AND COMPOSITION EFFECTS ON A 22-RESIDUE LOOP
WITH A SINGLE GLY_ALA INSERT AT THE N-TERMINUS OF ISO-1CYTOCHROME C

2.1

Introduction
The denatured state of a protein is the starting point for folding a protein to its

native structure, which confers its function. Early studies on denatured proteins indicated
that disordered polypeptides had properties consistent with a random coil.33

This

suggests that the denatured state of a protein is devoid of any persistent structure or has
minimal structural periodicity.33 Nowadays, it is widely accepted that protein denatured
states can contain structures of intermediate complexity or non-random structures known
as residual structure.45; 91 Non-random structure results in part from the intrinsic bias of
the polypeptide chain toward extended structures such as the polypropline II helix.45; 92; 93
Structural data, particularly from NMR studies of denatured proteins, and computational
studies demonstrate the presence of persistent secondary structure and hydrophobic
clusters under denaturing conditions35; 51; 55; 91; 94-98 which are likely important factors in
protein folding.35;

91

Thermodynamic approaches to characterizing protein denatured

states also show strong deviations from the properties expected for a random coil.37; 38; 64
Such residual structure can significantly impact the stability of the denatured state.38 In
particular, studies on the pH dependence of the stability of the N-terminal domain of
ribosomal protein L9 (NTL9)63;

65; 99

and staphylococcal nuclease,36 as well as

investigations into the effects of surface electrostatics on the stability of RNase T1,
RNase Sa and T4 lysozyme66; 67; 100 show that ionic interactions within residual structures
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can stabilize protein denatured states by 1 to 4 kcal/mol.38; 63-67; 99; 100 Recently, these
electrostatic interactions were suggested to be the stabilizing forces of initial short range
contacts made in the denatured state polypeptide, which guide the chain down the folding
funnel.101
These lingering structures in a protein’s denatured state can limit the
conformational search or “walk across conformational space” towards a thermodynamic
minimum (bottom of folding funnel). Recently, work on Notch Ankyrin domains has
shown unequivocally that the protein folding pathway is determined by nucleation of the
most thermodynamically stable domain(s).79

By analogy, stable residual structures

present in the denatured state ensemble should dictate early nucleation events, which in
turn guide the denatured polypeptide down the ‘folding funnel’. The Notch Ankyrin
work highlights the importance of studying residual structure in the denatured state and
strongly supports its suspected role of limiting the “walk across conformational space”
towards a thermodynamic minimum. The presence of residual structure can translate into
a direct influence on the kinetics of protein folding,63;
increases

protein folding efficiency,7;

67

100

and in so doing, greatly

thereby satisfying Levinthal’s Paradox.

Unfortunately, the question of how this increased efficiency is accomplished is still not
fully understood.
In order to determine the mechanism by which residual structure increases protein
folding efficiency, the formation and persistence of such structure must first be assessed.
Statistically it has been shown that simple loops are much easier to form as compared to
more complex β turns, β sheets and α-helices.102

Loop formation is necessary in

nucleation of more complex structures such as α-helical secondary structure103;
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104

and

relatively large loops have been implicated in the folding mechanism of some
proteins.105-107 Hence, loop formation is of great interest because contact between two
monomers along a polypeptide chain is the most primitive type of structure which forms
during protein folding102;

108

and can be considered a basic step necessary for protein

folding which may set a “speed limit” for folding.102; 109; 110
Consequently, it is necessary to understand the fundamental conformational
constraints that act on a disordered polypeptide chain. To probe such constraints, we
have developed methods to measure the equilibria and kinetics of formation of simple
polypeptide loops under denaturing conditions.37;

38

We use variants of the c-type

cytochrome, yeast iso-1-cytochrome c, that have been engineered to contain only a single
histidine besides the native heme ligand, His18. Histidines on the N-terminal side of the
heme attachment site (Cys14, Cys17 and His18) will form a loop which includes residues
between the engineered histidine and Cys14 (Figure 2.1). Histidines on the C-terminal
side of the heme attachment site will form a loop between His18 and the engineered
histidine. A simple pH titration allows evaluation of the stability of a given histidineheme loop, providing an apparent pKa, pKa(obs). Since a higher proton concentration is
required to break a more stable loop, a lower pKa(obs) indicates a more stable loop. Thus
the relative stabilities of different loops can be evaluated easily. We have used this
method to evaluate the conformational properties of a denatured protein37; 38 including the
scaling properties of a polypeptide chain,80 the effect of varying denaturing conditions on
loop formation,82 the effects of local excluded volume on loop formation,81 and most
recently the effects of sequence composition on loop formation.83
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Figure 2.1: Schematic representation of denatured state His-heme ligation from the N-terminal side of the
heme of iso-1-cytochrome c. Ala/Gly inserts were made following a histidine substituted in place of Lys(2) for the NH5A and Gly X variants. Ala(-1) terminates each insert sequence.

Studies on the kinetics of loop formation using synthetic peptides have provided
key insights into the effects of sequence composition on the conformational constraints
that limit the rate of loop formation in a disordered polypeptide.102; 108 Except for glycine
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and proline, the effects of sequence composition are minimal.108;

110; 111

However,

intramolecular hydrogen bonds from Thr, Ser, and Gln side chains may stiffen the
polypeptide backbone.111-114
The work presented in this chapter uses a single 22-residue loop formed from the
N-terminal side of yeast iso-1-cytochrome c to examine the effects of sequence
composition and sequence order on the kinetics and thermodynamics of loop formation
and breakage in the denatured state. We inserted the sequence AAAAAK in between
histidine at position −2 (K(−2)H) and Ala at position -1 of yeast iso-1-cytochrome c
(Figure 2.1; we use horse cytochrome c numbering, thus the 5 amino acids preceding
Gly1 of yeast iso-1-cytochrome c are designated −5 to −1).83

Under denaturing

conditions, His(−2)-heme binding forms a 22 residue loop which acts as a simple test of
important factors in polymer theory, enabling insight into the behavior of natural
polymers.
First, we investigate flexibility of the main chain due to steric bulk of the R-group
and the effect that less conformationally restrictive amino acid residues would have on
polypeptide compactness and thus the equilibrium stability of loop formation. A more
flexible chain is more compact33 and loop formation might be expected to be more
favorable in a more compact polymer. However, Robinson and Sauer115 suggested that
equilibrium stability of loops or linkers between two subunits of a protein is primarily
dependent on composition and residue ratios rather than sequence.

In particular, a

balance between adequate versus too much flexibility was essential for optimal stability.
To accomplish this first investigation, we progressively changed each of the alanines in
the insert to a glycine, producing a set of 22 residue loops where the percent glycine
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within the loop varied from 9% to 32%. Polymer theories predict that the average end-toend distance of a chain will decrease as glycine content increases.85 Therefore, the
probability of closing a loop should increase with increased glycine content. In fact, we
observed an identical pKa(obs) for equilibrium loop formation in 3 M gdnHCl for the all
alanine insert (NH5A variant) and the all glycine insert (Gly 5 variant). The decrease in
Flory’s characteristic ratio, Cn, for the 22-residues contained in the loop for the Gly 5
variant relative to the NH5A variant predicted a decrease in the pKa(obs) of ~0.4.
Therefore, we subsequently tested three hypotheses that could explain the lack of a
decrease in the equilibrium pKa(obs) with increased glycine content for the Gly 5 variant
relative to the NH5A variant. The first hypothesis is that increased glycine content leads
to faster rates of loop breakage, counterbalancing the faster rates of loop formation
expected for the more flexible glycine sequence. We have measured rates of loop
breakage to test this hypothesis.
The second hypothesis is based on NMR studies on short poly-glycine peptides
which indicate that the persistence length of glycine is greater than previously thought.116
In this study, it was suggested that the greater than expected persistence length of polyglycine stretches was either due to local sequence effects or to peptide backbone
hydration. The latter is not accounted for in early polymer models. In the early part of
this investigation,83 the pKa(obs) decreased as the first two glycines were inserted and
then increased as the remaining glycines were added.

The glycines were inserted

contiguous to each other in this study (see Table 2.1). This observation raised the
possibility that a critical threshold of contiguous glycines is necessary to extend the
backbone through local sequence or hydration effects. Similarly, in the NMR studies on
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poly-Gly peptides, the residual dipolar coupling for a peptide with the sequence Ac-YESG6-ATD was very different from that of a peptide with the sequence AcYGEGSGAGTGDG, where the stretch of contiguous glycines is broken up. Thus, to test
the effect of local sequence/hydration on the conformational properties of glycine rich
polypeptide segments, we have prepared variants with the same glycine content as in the
early part of this investigation,83 but with a decrease in the number of contiguous glycine
residues.
The third hypothesis is that local sequence dominates early in folding when the
overall structure of a protein is largely disordered. As discussed above, the work of
Robinson et al.115 suggested that equilibrium stability of loops or linkers between two
subunits of a protein is primarily dependent on sequence composition rather than specific
sequence. This investigation tests whether those findings are applicable to nucleating
structures such as simple loops in the denatured state or if they are only applicable to the
large contact interfaces of subunits or subdomains.

In particular, we test whether the

amino acid – glycine versus alanine – next to the histidine involved in loop formation has
a dominant impact on loop dynamics. In the early part of this investigation, variants with
1 to 3 glycines in the 5 amino acid insert in front of the histidine had an alanine next to
the histidine, whereas the inserts with 4 and 5 glycines had a glycine next to the histidine
(see Table 2.1).
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2.2

Materials and Methods

2.2.1

Design of first generation poly-Ala/Gly variants
Mutants were designed with the triple mutant (TM) variant of yeast iso-1-

cytochrome c as the template.117; 118 This TM variant has the mutations H26N, H33N and
H39Q, which remove all histidines that can participate in denatured state His-heme
ligation. Since the TM variant does not form His-heme loops in the denatured state, it
also acts as a control to assess the effects of such loops on global stability. We have
found in previous work that the N-terminal amino group competes with His-heme loop
formation in the denatured state of iso-1-cytochrome c,80; 119 and must be blocked through

in vivo N-terminal acetylation in yeast to allow His-heme affinity in the denatured state to
be measured accurately.80 We have also studied variants having the mutation K(-2)H that
can make a 16 residue His-heme loop in the denatured state.81; 89 The histidine at position
-2 in these variants has a high affinity for the heme due to its location on the N-terminal
side of the site of heme attachment to iso-1-cytochrome c.81 Thus, homopolymeric
sequence insertions have been made on the N-terminal side of the site of heme
attachment to make N-terminal amino group competition with His-heme binding in the
denatured state insignificant. This is important for the current work since the N-terminus
of cytochrome c is not acetylated in Escherichia coli (E. coli), which is being used to
express the variant proteins described here.
We initially inserted the sequence KAAAAA in between F(-3) and K(-2) of the
TM variant to produce the variant NK5A. Alanines were used in this insert because they
have one of the simplest side chains and on the Ramachandran plot most amino acids are
found to be similar to alanine. Lysine was added to this insert to maintain solubility and
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prevent aggregation. The insertion is in a disordered region (see Figure 2.2) of the
protein, as judged from the high thermal factors for residues -5 to -1 in the crystal
structure of yeast iso-1-cytochrome c.120 Therefore, mutations in this region are not
expected to have significant effects on the overall structure or stability of the native fold.

Figure 2.2: B-factor putty representation of iso-1-cytochrome c showing disordered region (orange to red
region). Position of insertions [between F(-3) and K(-2)] is indicated with dots. Pymol was used in
conjuction with the 2YCC PDB file to generate the structure.

The inserted lysine in this cassette was then mutated to a histidine residue to produce the
NH5A variant which is capable of forming a 22-residue His-heme loop (the loop begins
with Cys14, which forms a thioether bond to a heme vinyl substituent and ends at the
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engineered histidine which binds to the Fe3+ in the heme) in the denatured state. Figure
2.1 is a schematic representation of how this loop would form from the N-terminal side of
the heme.
To test the effect of chain flexibility, the alanines in the NH5A insert were
progressively replaced with glycines to produce variants Gly 1 to Gly 5 (Table 2.1).
Sequential replacement of Ala with Gly could have been accomplished in many ways.
We arbitrarily chose to replace Ala with Gly outward from the center of the five Ala
insert. We note that there are no prolines in any of the His-heme loops which could
modulate loop formation through cis/trans proline isomerization.110;
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The loop also

contains two additional glycines (Gly1 and Gly6) and two β-substituted amino acids
(Thr8 and Thr12). Our previous work indicates that changes in β-substituted amino acid
content have modest effects on loop equilibria.81 Including glycines 1 and 6, the overall
glycine content in the 22-residue loop goes from 9% to 32% as the NH5A variant is
progressively converted to the Gly 5 variant, substantially increasing the flexibility of the
polypeptide segment involved in loop formation.

2.2.3

Design of second generation poly-Ala/Gly variants
The first generation of poly-Ala/Gly inserts was made by progressively replacing

the five alanines in the NH5A variant with glycine, working from the center of the insert
outwards (Table 2.1).83 In this set of variants, all of the glycines were contiguous and the
amino acid next to His (−2) was Ala in some cases and Gly in others.
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Table 2.1: Variant nomenclature and sequence composition of insert
% Gly in Insert First Generation Variants Second Generation Variants
0

NH5A (HAAAAAK)

--

20

Gly 1 (HAAGAAK)

Gly1v2 (HGAAAAK)

40

Gly 2 (HAGGAAK)

--

60

Gly 3 (HAGGGAK)

Gly3v2 (HGAGAGK)

80

Gly 4 (HGGGGAK)

Gly4v2 (HGGAGGK)
Gly4v3 (HAGGGGK)

100

Gly 5 (HGGGGGK)

--

To test the role of local sequence or backbone hydration in extending the main
chain of poly-Gly sequences, we have prepared two new variants where the number of
contiguous glycines is decreased, Gly3v2 and Gly4v2 (Table 2.1). In Gly3v2, the three
glycines are now separated by alanines in the 5 amino acid insert. In Gly4v2, the sole
alanine is now placed in the center of the insert, so each run of glycines is only two
amino acids in length. We note that the kinetic experiments on the His-heme loops will
also test the degree of extension of the poly-Gly inserts. If hydration or local sequence
sterics extend the main chain of the poly-Gly inserts to the level of the poly-Ala insert (or
greater,122 then the forward rate constant for loop formation, kf, should not be
significantly increased when alanines are replaced by contiguous glycines and kf should
be sensitive to whether or not the glycines are contiguous.
We also made several variants that test whether the amino acid next to His(−2) on
the C-terminal side (i.e., within the loop) − Ala versus Gly − affects His-heme loop
formation (Table 2.1). The Gly1v2 variant places the sole Gly in the insert next to
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His(−2) for comparison with the Gly 1 variant which has Ala next to His(−2). The
Gly4v3 variant places the sole Ala in the insert next to His(−2), for comparison with the
Gly 4 variant which has Gly next to His(−2).

2.2.4

Site-directed mutagenesis
All variants were made using the unique restriction site elimination method123 as

previously described.124

Single stranded DNA (ssDNA), carrying the appropriate

template DNA for site-directed mutagenesis, was obtained using helper phage R408125
via infection of transformed E. coli TG-1 cells. The NK5A variant was initially made
using single-stranded pBTR1 vector (provided by Grant Mauk at the University of British
Columbia)126; 127 DNA carrying the TM variant of iso-1-cytochrome c as the template and
the following primer: 5’-GA ACC GGC CTT AGC AGC AGC AGC AGC TTT GAA
TTC AGT C-3’.90 Underlined sequence indicates region of mutation.

The EcoRV-

selection primer, 5’-d(GTGCCACCTGACGTCTAAGAAACC)-3’ was used together
with the NK5A mutagenic primer in the mutagenesis reaction. It converts a unique

EcoRV restriction site in the pBTR1 vector carrying the TM variant, into an Aat2
restriction site. The NH5A variant was subsequently made using single-stranded pBTR1
vector DNA carrying the NK5A variant of iso-1-cytochrome c as the template by
mutating the lysine to a histidine using the following mutagenic primer: 5’-GA ACC
GGC CTT AGC AGC AGC AGC AGC GTG GAA TTC AGT C)-3’.83 The Aat2selection primer, 5’-d(GTGCCACCTGATATCTAAGAAACC)-3’ was used together
with the NK5A mutagenic primer in the mutagenesis reaction. It converts a unique Aat2
restriction site in the pBTR1 vector carrying the NK5A variant, into an EcoRV restriction
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site. The Gly 1 and Gly 2 variants were made using single-stranded pBTR1 vector DNA
carrying the NH5A variant of iso-1-cytochrome c as the template and the following
primers:

and

5’-d(CTTAGCAGCACCAGCAGCGTG)-3’,

d(CTTAGCAGCACCGCCAGCGTGGAA)-3’, respectively.

5’-

The Gly 3 variant was

made using single-stranded pBTR1 vector DNA carrying the Gly 2 variant of iso-1cytochrome

c

as

the

template

and

the

following

primer:

5’-

d(GGCCTTAGCGCCACCGCCAGC)-3’. The Gly 4 variant was made using singlestranded pBTR1 vector DNA carrying the Gly 3 variant of iso-1-cytochrome c as the
template and the following primer: 5’-d(GCCACCGCCACCGTGGAATTC)-3’. The
Gly 5 variant was made using single-stranded pBTR1 vector DNA carrying the Gly 4
variant of iso-1-cytochrome c as the template and the following primer: 5’d(ACCGGCCTTACCGCCACCGC)-3’. The EcoRV- selection primer was used together
with the Gly 1, Gly 2 and Gly 4 mutagenic primers in the mutagenesis reactions, while
the Aat2- selection primer was used together with the Gly 3 and Gly 5 mutagenic primers
in the mutagenesis reactions.
The Gly1v2 variant was made using single-stranded pBTR1 vector DNA carrying
the NH5A variant of iso-1-cytochrome c as the template and the following primer: 5’d(CAGCAGCAGCACCGTGGAATTCAG)-3’.

The Gly3v2, Gly4v2 and Gly4v3

variants were made using single-stranded pBTR1 vector DNA carrying the Gly 5 variant
template

and

d(GCCTTACCTGCACCAGCACCGTGGA)-3’

for

the

for

the

Gly4v2

of

iso-1-cytochrome

c

as

the

d(CTTACCGCCAGCGCCACCGTG)-3’

the

following

primers:

5’-

Gly3v2

variant,

5’-

variant

d(GCCACCGCCAGCGTGGAATTCA)-3’ for the Gly4v3 variant.
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and

5’-

The EcoRV-

selection primer was used together with the above mutagenic primers in the mutagenesis
reactions.

2.2.5 Expression and purification of protein variants
Iso-1-cytochrome c mutant genes were expressed from BL21-DE3 Escherichia

coli cells (Novagen) using the pBTR1 vector as previously described using standard
protocols from the Bowler laboratory.83; 89 This vector co-expresses heme lyase to allow
covalent attachment of heme to iso-1-cytochrome c in the cytoplasm of E. coli. Rich
growth media (2xYT) was used for expression with incubation periods of 16-18 hours.
Typical yields ranged from 30 – 45 mg per liter of culture, depending on the variant.
Initial pH titrations with NH5A and Gly 1 variants gave apparent pKa (pKa(obs)) values
that were much higher than expected and not in accord with His-heme ligation based on
our previous work with histidine at position -2.81 Subsequent MALDI-TOF analyses of
the proteins showed mass fragmentation around a specific region of mass/charge ratios
(see Figure 2.3). Further analyses of the fragmentation indicated that the N-terminal
region of the protein, H3N+…F(-3)HAAAAAK(-2)…COO-, was being cleaved after the
second alanine residue in the insert, thereby forming the H3N+…F(-3)HAA//AAAK(2)…COO- fragments.

On suspicion of possible metal-catalyzed cleavage,128;

129

all

buffers and 18Ω deionized water were tested using Buettner’s ascorbate test.130 The
results indicated that the high salt HPLC buffer (1 M NaCl, 50 mM sodium phosphate)
likely had contamination with redox active metals. To neutralize the effects of metal
contamination, 1.0 mM EDTA was added to all buffers. Mass spectral analysis using a
Bruker Daltronics Reflex IV MALDI-TOF mass spectrometer demonstrated that this step
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successfully minimized the cleavage problem (see Figure 2.4). Similar problems were
not encountered with the NK5A variant, suggesting that the histidine was necessary for
fragmentation and a likely site for metal binding. The possibility of a metalloprotease coeluting with the HPLC purified protein could not initially be ruled out since EDTA would
be expected to inhibit a metalloprotease as well. Nonetheless, the protein isolation
protocol was then further optimized with more rapid processing by ultrafiltration after
HPLC purification. These improvements allowed for acceptable experimentation on the
initial set of sensitive variants (NH5A, Gly 1 to Gly 5) with minimal to no fragmentation
(see Figure 2.5).

Figure 2.3: MALDI-TOF spectrum of NH5A variant showing drastic fragmentation after HPLC
purification. Protein samples were prepared in 1 mL of saturated sinapic acid matrix (Fluka) containing
30% acetonitrile and 0.1% trifluoroacetic acid to a final protein concentration of 6 μM. Horse cytochrome
c was used as an external standard. Samples were analyzed on a Bruker Daltronics Reflex IV MALDITOF mass spectrometer. Expected m/z: 13, 089; Expected m/z for NH5A cleavage between 2nd and 3rd
alanines of the insert: 12, 432. Higher m/z peaks correspond to one less amino acid cleaved from the Nterminus. Instrumental resolution: At 10, 000 ± 10 m/z.
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Figure 2.4: MALDI-TOF Spectrum of NH5A variant showing reduced fragmentation after HPLC
purification with 1.0 mM EDTA in buffers. Expected m/z: 13, 089; Expected m/z for NH5A cleavage
between 2nd and 3rd alanines of the insert: 12, 432. Instrumental resolution: At 10, 000 ± 10 m/z.
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Figure 2.5: MALDI-TOF Spectrum of NH5A variant showing minimal fragmentation after HPLC
purification with 1.0 mM EDTA in buffers and added optimization techniques. Expected m/z: 13, 089;
Expected m/z for NH5A cleavage between 2nd and 3rd alanines of the insert: 12, 432. Instrumental
resolution: At 10, 000 ± 10 m/z.

Expression and isolation of the second generation variants (Gly1v2, Gly3v2,
Gly4v2 and Gly4v3) suffered from a similar fragmentation problem as for NH5A and
Gly 1 to Gly 5.83 However, cleavage of the protein near the N-terminus was drastically
minimized through diligent and rapid protein workups with sufficient protease inhibitor
(3 mM PMSF) present in cell lysates. Cleavage is more than likely due to trace amounts
of redox active metals,130 as suspected earlier, since the possibility of a metalloprotease
co-eluting with the HPLC purified protein can likely be ruled out because rapid
processing by ultrafiltration down to ~200 µL after HPLC purification also seems to
arrest the cleavage process relative to processing to a larger final volume. Furthermore,
buffer solutions above physiological pH enable longevity of intact proteins presumably
due to deactivation of redox active metals as metal hydroxide precipitating out of
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solution. An Applied Biosystems Voyager – DE PRO Biospectrometry Workstation
MALDI-TOF instrument was used to verify the integrity of all the isolated as well as
purified second generation iso-1-cytochrome c variants.
Proteins were oxidized with potassium ferricyanide just prior to each experiment
and separated from the oxidizing agent by Sephadex G-25 chromatography.

The

Sephadex G-25 resin was equilibrated to a buffer appropriate to the experiment. All
buffers used for experiments contained 1.0 mM EDTA. Fragmentation is effectively
neutralized by adding 1.0 mM EDTA to all buffers used in protein isolation and
purification coupled with rapid ultracentrifugation.83 Ultrafiltration devices were also
pre-washed with EDTA-containing buffers before use. All proteins were analyzed by
MALDI-TOF mass spectrometry, as described above, prior to and after each experiment
to verify the integrity of the protein. If more than 10% degradation of the protein was
observed, the experimental data were discarded and the experiment repeated with freshly
purified protein.

2.2.6 Protein stability measurements
The stability of all variants was monitored at 25 oC as a function of gdnHCl
concentration using either an Applied Photophysics PiStar 180 Spectrometer or an
Applied Photophysics Chirascan circular dichroism spectrometer coupled to a Hamilton
MICROLAB 500 Titrator using methods described previously.131 Data were acquired at
pH 7.0 in the presence of 20 mM Tris, 40 mM NaCl as buffer with 1.0 mM EDTA to
minimize protein cleavage. Ellipticity data at 250 nm, acquired simultaneously, were
subtracted as background at each [gdnHCl]. The data were fit to a linear free energy
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relationship, as described previously,80; 117 to extract the free energy of unfolding in the
absence of denaturant, ΔGuo’(H2O), and the m-value (rate of change of free energy as a
function of denaturant concentration: ∆G = ∆Guo’(H2O) – m[gdnHCl]).132; 133 Two-state
folding is assumed in these fits. At low gdnHCl concentrations, slight increases in
ellipticity at 222 nm have been observed possibly due to specific Cl- binding.48; 134 The
ellipticity subsequently levels off before the unfolding transition. Thus, a constant native
state baseline has been used here as previously described.48; 80 Reported parameters are
the average and standard deviation of three independent trials. Fragmentation greater
than 10% of the major peak required a restart of the entire experimental attempt (i.e.
starting from re- isolation and re-purification of the protein).

2.2.7 Equilibrium loop formation in the denatured state
Equilibrium loop formation in the denatured state (3 M gdnHCl, 5 mM Na2HPO4,
15 mM NaCl with 1.0 mM EDTA) was monitored through pH titrations using either a
Beckman DU-640 UV-Vis spectrophotometer or a Beckman DU-800 UV-Vis
spectrophotometer. All titrations were done at 3 μM protein concentration and at room
temperature, 22 ± 1 oC. Titrations were done in sets of three starting from about pH 7
down to about pH 3 in intervals of approximately 0.2 pH units. Spectra from 350 to 450
nm were acquired at each pH. Titration procedures have been described previously.82
Data at 398 nm versus pH were fit to a modified form of the Henderson-Hasselbalch
equation allowing extraction of the apparent pKa for loop formation, pKa(obs), and the
number of protons, n, involved in the process. Reported parameters are the average and
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standard deviation of three independent trials.

2.2.8

pH dependent stopped-flow kinetic measurements
In order to monitor the breakage of the His-heme bond in the denatured state for

all variants, stopped flow mixing methods were used (Applied Photophysics SX-20
spectrometer). Reaction progress was monitored by absorbance spectroscopy at 398 nm
to observe the Soret band shift resulting from His-heme bond breakage.82 All data were
collected at 25 ºC. For pH dependent His-heme bond breakage reactions, the 10 mm
pathlength of the 20 μL flow cell was used. The final reaction mixture was obtained from
1:1 mixing of 6 μM protein, 3 M gdnHCl, 10 mM MES pH 6.2, 1.0 mM EDTA with 3 M
gdnHCl, 100 mM glycine buffer containing 1.0 mM EDTA to achieve the desired ending
pH of 3.0 or 3.5. All kinetics experiments were done the same day each variant was
HPLC purified. This minimized the N-terminal cleavage of sensitive variants in the
lower pH starting buffer (pH 6.2). Final reaction pH was determined by collecting the
product of the mixing reaction and immediately measuring pH. Using the method of
reduction of 2,6-dichlorophenolindophenol,135 a 0.7 ms dead time was determined for the
20 μL flow cell under our mixing conditions.

Loop breakage rate constants were

obtained by adjusting the stop time to the dead time of the instrument and then removing
data up to the first 3 ms to deal with an instrumental glitch. All data were fit to a single
exponential rise to maximum equation. Double exponential fits were attempted but did
not significantly improve the fit to the data.
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2.3

Results

2.3.1 Stability of variants
The global stability of all variants was measured by gdnHCl denaturation
monitored by circular dichroism spectroscopy. Figures 2.6 and 2.7 are representative of
data collected on an Applied Photophysics PiStar 180 and an Applied Photophysics
Chirascan circular dichroism spectrometer, repectively. The former instrument was used
for data collection of the first generation variants (NH5A, Gly 1, Gly 2, Gly 3, Gly 4 and
Gly 5); while the latter instrument was used for data collection of the second generation
variants (Gly1v2, Gly3v2, Gly4v2 and Gly4v3). A summary of the thermodynamic
parameters obtained from the data is presented in Tables 2.2 and 2.3.

Figure 2.6 A typical gdnHCl protein denaturation titration monitored at 222 nm using an Applied
Photophysics PiStar 180 circular dichroism spectrometer (Gly 4 variant Run #2). Data were collected at 25
o
C.
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Figure 2.7: A typical gdnHCl protein denaturation titration monitored at 222 nm using an Applied
Photophysics Chirascan circular dichroism spectrometer (Gly 4v2 variant Run #2). Data were collected at
25 oC.

Table 2.2: Thermodynamic parameters for gdnHCl induced unfolding of iso1-cytochrome c variants at pH 7 and 25 oC for first generation variants
Iso-1-cytochrome
ΔGu o’(H2O)
m-value
Cm
c variant
(kcal/mol)a
(kcal/(mol*M))a
(M)a
TMb
4.02±0.17
3.99±0.17
1.008±0.0003
NK5A
NH5A
Gly 1
Gly 2
Gly 3
Gly 4
Gly 5

4.21±0.16
2.00±0.08
1.87± 0.28
2.05±0.16
1.97±0.19
2.04±0.17
1.92±0.21

4.11±0.01
4.52±0.18
4.36±0.63
4.42±0.19
4.42±0.67
4.72±0.29
5.06±0.84

a

1.03±0.04
0.44±0.03
0.43±0.02
0.46±0.03
0.45±0.04
0.43±0.03
0.38±0.03

Average values reported are based on three separate experiments and MALDI-TOF analysis
was done before each run to assess the degree of fragmentation.
b
Data values obtained from Godbole and Bowler118 for comparison purposes.
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Immediately obvious from Table 2.2 is the fact that all the mutants capable of forming
the 22 residue His–heme loop in the denatured state have approximately half the free
energy of unfolding, ΔGuo’(H2O), of the TM and NK5A variants. Coupled with the
denatured state loop formation results discussed later, this difference in ΔGuo’(H2O)
strongly suggests that the His–heme loop formed under denaturing conditions stabilizes
the denatured state relative to the fully folded form (see Discussion). No significant
differences in the stabilities of the NH5A and Gly 1 to Gly 5 variants are observed. The
denaturation midpoints, Cm, are all less than 0.5, which indicates that these proteins are
fully unfolded in 3 M gdnHCl, the conditions for the pH titrations used to determine
denatured state loop stability.

2.3.2

Global stability of new Gly X variants

Table 2.3: Thermodynamic parameters for gdnHCl induced unfolding of iso-1cytochrome c variants at pH 7.0 and 25 oC for second generation variants
ΔGuo’(H2O)

m-value

Cm

(kcal/mol)a

(kcal/(mol*M))a

(M)a

Gly1v2

2.70 ± 0.07

5.52 ± 0.25

0.49 ± 0.03

Gly3v2

2.33 ± 0.24

5.19 ± 0.64

0.45 ± 0.07

Gly4v2

2.34 ± 0.16

5.42 ± 0.46

0.43 ± 0.05

Gly4v3

2.25 ± 0.09

5.23 ± 0.08

0.43 ± 0.02

Iso-1-cytochrome c variant

a

Values reported are based on an average of 3 separate experiments. The reported error is the standard
deviation.
Data were collected with an Applied Photophysics Chirascan circular dichroism spectrometer coupled to a
Hamilton Microlab 500 titrator as previously described.131
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All second generation variants have higher global stability ranging from about 0.3
to 0.8 kcal/mol more than their first generation counterparts (compare Tables 2.2 and
2.3).83 Specifically, the largest change is observed for Gly1v2 (2.70 kcal/mol) compared
to Gly 1 (1.87 kcal/mol) while the smallest is Gly4v3 (2.25 kcal/mol) compared to Gly 4
(2.02 kcal/mol). The denaturation midpoints, Cm, of the second generation variants are all
less than 0.5, confirming that these variants are fully denatured in 3 M gdnHCl, the
experimental conditions used for denatured state loop formation.

2.3.3 Equilibrium loop formation in the denatured state for initial variants
One of the advantages of using His–heme ligation as a probe is that a direct
correlation can be made between the apparent pKa, pKa(obs), of titrating the histidine off
the heme and the strength of that ligand interaction. Typically, the apparent pKa is lower
than the pKa of free histidine because deprotonation of histidine is coupled to favorable
formation of a bond between Fe3+ in the heme and the histidine imidazole side-chain.
The stability of the His-heme bond is dependent on three main factors as previously
described.

First, chain stiffness can decrease the stability if the polypeptide chain

forming the loop is too short or too sterically restrictive, thereby hindering effective His–
heme molecular orbital overlap.80;

81

These hindrances can be relieved to increase the

bond strength by either increasing loop size or decreasing residue bulk. Second, loop
entropy decreases the His–heme bond strength as the loop becomes larger. Too long a
loop increases the conformational space for the histidine to search, thereby decreasing the
probability of making an actual His–heme bond. Third, residual structure formation
increases the His–heme bond strength due to the presence of additional stabilizing
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contributions in the loop, if the structure is induced by loop formation. The summed
stability of these contributors is conferred onto the His–heme bond. Lower pKa values
for the His–heme ligation are a direct indication that the interaction is stronger and thus
requires more acid to break the bond by protonating the imidazole ring of the histidine.
Using this probe of relative denatured state loop stability for the NH5A and Gly X (where
X = 1 to 5) variants, we were able to obtain direct information on the effect that sequence
composition and thus main-chain sterics has on loop formation in the denatured state.
Loop breakage is detected at 398 nm which is the wavelength to which the low
spin Fe3+–heme Soret band shifts when a high spin Fe3+–heme forms due to the weak
field water ligand being bound to the Fe3+ instead of the previously bound strong field
histidine ligand (see Figure 2.1). A typical pH titration in 3 M gdnHCl is shown in
Figure 2.8 along with a plot of spectra as a function of pH as an inset. For the variants in
this series of experiments, the pH range of pH 7 to 3 was more than adequate to define
the apparent pKa. In particular, upper and lower baselines are well-formed allowing for
straightforward extraction of pKa(obs) from fits of the data to the Henderson–
Hasselbalch equation. The inset in Figure 2.8 shows spectra as a function of pH for the
titration in Figure 2.9 and is typical for titrations with these variants. There are two
isosbestic points at 403 nm (above pH 3.5) and 398 nm (below pH 3.5). This second
isosbestic point is possibly due to His18 titrating off the heme. Since all experiments
monitor loop breakage at 398 nm, the apparent pKa values for loop breakage obtained at
398 nm should be insensitive to breakage of the His18–heme bond.
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Figure 2.8: A representative pH titration curve monitoring His-heme ligation in 3 M gdnHCl, 5 mM
sodium phosphate, 15 mM NaCl, 1.0 mM EDTA. Data were acquired at room temperature, 22 ± 1oC, using
a Beckman DU-640 spectrophotometer following previously discussed titration procedures.80; 117-119 Data
were fitted to a modified form of the Henderson-Hasselbalch equation, allowing extraction of both the
pKa(obs) and the number of protons coupled to loop formation.80; 117-119 Titrations were done in sets of
three starting from pH 7 down to about pH 3 in intervals of approximately 0.2 pH units. The inset shows
absorbance spectra from 350 to 450 nm as a function of pH over the pH range 7 to 3 (bottom to top at 398
nm) in approximate increments of 0.2 pH units.

Table 2.4 summarizes the pKa(obs) results for the six different His–heme loop-forming
variants (NH5A and Gly 1 to Gly 5), as well as for the NK5A and TM variants. This
Table also shows the experimental values of n, the number of protons involved in loop
breakage. All variants yield n ~ 1, which is in agreement with the scheme for His–heme
loop equilibria in Figure 2.1.
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Table 2.4: Thermodynamic parameters for denatured state loop formation at 22 °C in 3 M
gdnHCl for variants of iso-1- cytochrome c
pKa(obs)a

Iso-1-cytochrome
c variant
TMc
H(-2)I52d
NK5Ad
NH5A
Gly 1
Gly 2
Gly 3
Gly 4
Gly 5
a

Data Set 1
5.94 ± 0.08
4.22 ± 0.09
6.22 ± 0.06
4.64 ± 0.02
4.54 ± 0.02
4.45 ± 0.03
4.51 ± 0.02
4.58 ± 0.03
4.59 ± 0.02

n-valuea,b

Data Set 2

4.59 ± 0.04
4.56 ± 0.02
4.53 ± 0.02
4.53 ± 0.02
4.58 ± 0.01
4.60 ± 0.02

Data Set 1
0.9 ± 0.1
1.11 ± 0.07
0.88 ± 0.12
1.06 ± 0.03
0.97 ± 0.02
1.03 ± 0.02
1.11 ± 0.12
1.08 ± 0.04
1.04 ± 0.03

Data Set 2

0.99 ± 0.05
1.02 ± 0.06
0.98 ± 0.04
0.99 ± 0.02
1.05 ± 0.01
1.13 ± 0.10

Average and standard deviation reported are based on three titration experiments carried out in sequence.
MALDI-TOF analysis was done before each run to ensure minimal fragmentation. Parameters were
obtained as described in the legend to Figure 2.8.
b
Proton transfer numbers (n-values) for each variant are expected to be 1 (see Figure 2.1).
c
Data values obtained from Godbole and Bowler.118
d
Data obtained from the Ph. D. thesis of Eydiejo Kurchan.90 This variant, like the previously reported TM
and H(-2)I52 variants, does not show any fragmentation.83; 90

Previous experiments done in our laboratory with the TM variant gave pKa(obs) =
5.94 in 3 M gdnHCl for N-terminal amino group ligation to the heme.118; 119 The NK5A
variant yields a pKa(obs) value of 6.22 in 3 M gdnHCl, an increase of ~ 0.3 unit relative
to the TM variant (Table 2.4). This increase is consistent with the N-terminal amino
group being six amino acid residues further from the heme.
Replacing the lysine in NK5A with a histidine (NH5A) causes a drastic drop in
the pKa(obs) value to ~ 4.6, consistent with the high affinity of histidines for the heme
observed for histidines on the N-terminal side of the site of heme attachment in iso-1cytochrome c.81

Thus, interference from the N-terminal amino group in assessing

pKa(obs) for histidine–heme ligation with the variants studied here should be minor.
Another comparison in this regard is instructive. Previous studies gave pKa(obs) = 4.20 ±
0.04 for the variant AcH(–2).81 This variant has an acetylated N terminus and a histidine
52

at position –2. The H(–2)I52 variant also has a histidine at position –2 (I52 indicates a
stabilizing N52I mutation).89 The H(–2)I52 variant is expressed in bacteria and thus its
N terminus is not acetylated. Its pKa(obs) reported here is 4.22 ± 0.09.90 The fact that
these variants' pKa(obs) values are identical within error demonstrates that the N-terminal
amino group does not perturb pKa(obs) values for His–heme ligation from the N-terminal
side of the heme.
The pKa(obs) values in Table 2.4 also show that His–heme ligation is stronger for
the 16 residue loop formed by the H(–2)I52 variant than for the longer 22 residue loop
formed by the NH5A variant. The increase in the pKa(obs) of ~ 0.4 unit for His–heme
ligation in 3 M gdnHCl caused by the AAAAAK insert is similar to the ~ 0.3 unit
increase for N-terminal amino group–heme ligation for the NK5A versus the TM variant.
Thus, loop affinity scales similarly with loop size for the two types of denatured state
loop formation.
The pKa(obs) results for the Gly X variants in Table 2.4 are surprising. The
expected trend of progressively decreasing pKa(obs) values with increasing chain
flexibility was not observed. The initial data set collected showed a decrease in pKa(obs)
values, though subtle, for the series of variants, NH5A, Gly 1 and Gly 2. However,
instead of continuing this trend, the pKa(obs) values increased for the series of variants,
Gly 3, Gly 4 and Gly 5. The differences in the pKa(obs) values were very small.
Therefore, to evaluate the error in the data due to calibrating the pH meter, a second
independent data set of pKa(obs) values was collected (Table 2.4). Figure 2.9 shows the
plot of both data sets and even though the differences are small, the trend is still the same.
There is a subtle decrease in the pKa(obs) reaching a minimum for the Gly 2 or Gly 3
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variant. This result is in accord with the chain being more flexible and thus more
compact upon addition of less sterically restrictive glycine versus alanine. At higher
glycine content, there is a slight increase in the pKa(obs) values. The greater flexibility
presumably leads to a greater loss in conformational space when the loop forms for
inserts with three or more of the five alanine residues replaced with glycine. These
observations are in accord with the results on linker composition in Arc repressor by
Robinson and Sauer.115 In that work it was shown that an adequate percentage of glycine
residues in the linker was very useful in bringing the two subunits together. However,
having too many glycine residues in the linker was counterproductive.
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Figure 2.9: Graph of the two independent data sets showing pH titration reproducibility due to
error in calibrating the pH meter. The errors for each pKa(obs) are the standard deviation for three
pH titrations done sequentially for each variant in each data set. The % Gly in insert axis indicates the
percentage of the five alanine residues in the insert in the NH5A variant which has been replaced with
glycine. Thus, the NH5A variant has 0% Gly in insert and Gly 5 variant has 100% Gly in insert.
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2.3.4 Equilibrium loop formation in the denatured state for second generation
variants
The stabilities of the His-heme loops under denaturing conditions (3 M gdnHCl)
were measured for all second generation variants. Figure 2.10A represents a typical
titration curve for equilibrium loop formation.

Figure 2.10: (A) A representative pH titration curve monitoring His-heme ligation in 3 M gdnHCl, 5 mM
sodium phosphate, 15 mM NaCl, 1.0 mM EDTA. Data are for the Gly3v2 variant and were acquired at
room temperature, 22 ± 1oC. The solid curve is a fit of the data to a modified form of the HendersonHasselbalch equation. The parameters from the fit, pKa(obs) and the number of protons, n, coupled to loop
formation are reported in Table 2.5. (B) Graph of pKa(obs) versus % Gly in Insert. Data are segregated
based on whether Gly follows His, His_Gly variants (○), or Ala follows His, His_Ala variants (●). The
solid and dotted curves in panel B are meant to guide the eye and have no physical significance.
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The thermodynamic parameters from the equilibrium loop formation experiments
are presented in Table 2.5. Proton transfer numbers (n-values) are at or near the expected
value of 1 based on a one proton process as depicted in Figure 2.1. In Figure 2.10B, the
data are segregated based on whether Ala (His_Ala variants) or Gly (His_Gly variants) is
next to the histidine involved in loop formation. In all cases, the pKa(obs) is higher when
Gly is the residue next to the histidine (and within the loop formed by histidine binding to
the heme). This result indicates that chain flexibility immediately next to the histidine
disfavors loop formation. Thus, the equilibrium data indicate that sequence immediately
adjacent to the histidine that forms the loop (and within the loop) is important for loop
stability.

Table 2.5: Thermodynamic parameters for denatured state loop
formation at 22 ± 1 oC in 3 M gdnHCl for second generation Gly X
variants of iso-1-cytochrome c
Iso-1-cytochrome c
pKa(obs)a
na,b
variant
Gly1v2

4.65 ± 0.02

1.02 ± 0.10

Gly3v2

4.59 ± 0.06

1.09 ± 0.05

Gly4v2

4.57 ± 0.01

1.01 ± 0.01

Gly4v3

4.51 ± 0.02

1.03 ± 0.01

a

Values reported are based on an average of 3 separate experiments. The reported error
is the standard deviation.
b
n is the apparent number of protons linked to breakage of the His-heme loop.

Furthermore, the apparent pKa(obs) of the Gly 4 variant with 4 contiguous
glycines is the same as that for the Gly4v2 variant with two sets of two contiguous
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glycines (see arrows in Figure 2.10B). As seen in Table 2.1, these variants both have Gly
next to the His involved in His-heme loop formation, controlling for the local sequence
effect of the residue next to the histidine. Thus, the data for the Gly 4 and Gly4v2
variants do not support unusual extension of the backbone due to contiguous glycines.
Variants Gly 3 and Gly3v2 were also designed to probe backbone hydration due to
contiguous glycines. However, given the clear segregation of the pKa(obs) data for the
His_Ala versus the His_Gly variants, the difference in the pKa(obs) for these two variants
is more likely due to the Gly 3 variant having Ala next to His(−2) and Gly3v2 having Gly
next to His(−2) (Figure 2.10B).
Interestingly, for both the His_Ala and His_Gly series of variants, increased
glycine content in the insert initially confers greater loop stability (Figure 2.10B).
However, above approximately 40% glycine in the insert, loop stability levels out. This
trend is more pronounced for the His_Ala series than the His_Gly series.

2.3.5 Measurement of loop breakage kinetics
In previous studies,89 we have shown that loop formation and breakage kinetics
are consistent with a model involving a rapid protonation equilibrium (of histidine)
followed by His-heme loop formation.

This model predicts that kobs has the pH

dependence given by Eq 2.1,

k obs

⎞
⎛
K a ( HisH + )
⎟
⎜
= kb + k f ⎜ +
+ ⎟
[
H
]
K
(
HisH
)
+
a
⎠
⎝

(2.1)
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where Ka(HisH+) is the ionization constant of the histidine involved in loop formation
and kf and kb are the rate constants for loop formation and loop breakage respectively.
Thus, if pH << pKa(HisH+), kb can be obtained. Table 2.6 summarizes the kinetic
parameters from loop breakage for both new, as well as previously designed variants.
We measured kobs using downward pH jumps to both pH 3.5 and 3.0. The kobs values are
uniformly about 10% lower at pH 3.0 versus pH 3.5, consistent with the smaller
contribution expected from kf at lower pH (Eq 2.1). Thus, we use the kobs values at pH
3.0 for kb.
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Table 2.6: Kinetic parameters for denatured state loop breakage and loop formation at 25
o
C in 3 M gdnHCl for variants of iso-1-cytochrome c
Variant

Loop Breakagea
kobs, s-1
kobs, s-1
(pH 3.50)
(pH 3.00)

Loop Formationa, b
kf, s-1

His_Ala Variantsc
NH5A

100.5 ± 1.0

93.0 ± 0.2

8910 ± 830

Gly 1

91.6 ± 1.8

83.1 ± 1.9

9360 ± 470

Gly 2

87.4 ± 0.9

76.8 ± 0.7

9900 ± 1000

Gly 3

92.1 ± 1.3

81.6 ± 1.0

9740 ± 460

Gly4v3

94.9 ± 3.0

87.2 ± 1.0

10670 ± 470

Gly1v2

110.3 ± 3.6

101.8 ± 2.3

9080 ± 540

Gly3v2

109.5 ± 3.9

96.7 ± 3.1

9790 ± 1370

Gly4v2

114.0 ± 2.5

100.8 ± 3.8

10860 ± 480

Gly 4

116.2 ± 2.2

107.0 ± 1.8

11230 ± 500

Gly 5

122.0 ± 2.3

111.4 ± 1.3

11300 ± 480

His_Gly Variantsd

a

The errors reported for kobs are the standard deviations of the mean and those for kf are from standard
propagation of errors.
b
Loop closure rate constants are beyond the limitation of our SX-20 stopped-flow apparatus. Thus, these
values were extracted using pKloop obtained as described in the text. kf was calculated as kf = kb × Kloop = kb
× 10-pKloop, using kobs for loop breakage at pH 3.00 for kb.
c
Variants where the amino acid on the C-terminal side of the His which forms the loop with the heme is an
alanine.
d
Variants where the amino acid on the C-terminal side of the His which forms the loop with the heme is a
glycine.

Loop formation rates are much faster than the deadtime of stopped-flow
instrumentation.89 Thus, these rate constants were calculated by extracting the pKloop (pK
for loop formation with a fully deprotonated His) from the apparent pKa(obs), using Eq
2.2
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pK a (obs ) = pK a ( HisH + ) + pK loop

(2.2)

This equation is a reasonable approximation if pKa(obs) is at least one unit less than
pKa(HisH+). Since pKa(HisH+) equals 6.6 ± 0.1 in 3 M gdnHCl,82 the approximation is
reasonable for the data presented here (Table 2.5, Fig. 2.10). pKloop was then used in
conjunction with the loop breakage rate constants, kb, to extract loop formation rate
constants (Table 2.6). Figures 2.11A and 2.11B show loop breakage and loop formation
rate constants, respectively segregated based on the amino acid immediately adjacent to
the histidine involved in loop closure. It is evident that loop breakage is faster if glycine
is next to histidine. We note that with pKa(His) = 6.6 ± 0.1, Eq 2.1 indicates that the
contribution of kf to kobs at pH 3 is about 2 to 3 s-1. Thus, equating kobs to kb at this pH is
a reasonable assumption.
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Figure 2.11: (A) Loop breakage rate constants, kb, at 25 oC in 3 M gdnHCl plotted as a function of % Gly
in Insert and grouped based on whether Gly follows His, His_Gly variants (○) or Ala follows His, His_Ala
variants (●). The dotted and solid lines are meant to guide the eye and have no physical significance. (B)
Loop formation rate constants, kf, at 25 oC in 3 M gdnHCl plotted as a function of % Gly in Insert and
grouped based on local sequence, His_Gly variants (○) or His_Ala variants (●), as in part A. The dotted
line is meant to guide the eye and has no physical significance.

Figure 2.11A shows a decrease in loop breakage rate constants for inserts with
low glycine content. For the His_Ala variants, the decreasing trend is more pronounced,
reaching a minimum at 40% glycine content in the insert. Above this glycine content
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there is a significant increase in loop breakage rate constants. The trend is similar for the
His_Gly variants, except the decrease in kb is less pronounced at low glycine percentage
with a minimum at 40% glycine content, as well. Furthermore, kb does not increase
significantly until >60% glycine content in the insert, for the His_Gly variants.

A

comparison of the kinetics data for the Gly 4 and Gly4v2 variants (Table 2.6, Fig. 2.11A)
suggests that the number of contiguous glycine residues adjacent to the histidine has a
small but significant effect on kb, as well. Figure 2.11B shows that kf increases with
increasing glycine content in the insert for both His_Ala and His_Gly combinations. In
contrast to kb, kf depends within error, only on glycine content and not on the specific
sequence.

2.4

Discussion

2.4.1

Effects of denatured state loop formation on overall protein stability
It is becoming increasingly evident that the denatured state of a protein can have

an important impact on protein stability.35; 36; 38; 63; 65-67; 91; 99; 100; 136 In previous work, we
have noted correlations between denatured state loop stability and global protein
stability.80; 81; 124 All variants capable of forming a His–heme loop in the denatured state
are strongly destabilized relative to the NK5A variant (Table 2.2) which forms the much
less favorable N-terminal amino group–heme loop in the denatured state. How much of
this destabilization can be accounted for by differences in denatured state loop stability?
The stabilities of the NH5A and Gly X variants are all within error the same, with an
average stability of 1.98 kcal/mol, which is 2.23 kcal/mol less stable than the NK5A
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variant (Table 2.2). At pH 7, where global stability is measured, both types of loops are
fully or almost fully formed. Thus, the difference in denatured state stability due to loop
formation can be evaluated as ln(10)RTΔpKa(obs). The average pKa(obs) value for the
NH5A and Gly X variants is 4.56 (Table 2.4). Thus, relative to the less stable loop
formed by the NK5A variant, the stabilization of the denatured state for the NH5A and
Gly X variants is 2.24 kcal/mol. Thus, denatured state loop stability completely accounts
for the decrease in ΔGuo’(H2O) for the NH5A and Gly X variants relative to the NK5A
variant. While denatured state His–heme loop formation is specific to heme proteins,
denatured state metal ligation may be a general modulator of metalloprotein stability that
must be considered.
As discussed above, the decrease in stability of all variants relative to a variant
with the five alanine insert but Lys(−2) instead of His(−2) (NK5A, ΔGuo’(H2O) ~ 4
kcal/mol)83 could be attributed completely to stabilization of the denatured state by Hisheme loop formation. For the second generation variants, the dominant effect on stability
relative to the NK5A variant is still the very stable His-heme denatured state loop. The
differences in the stability of variants with the same number of glycines in some cases are
consistent with changes in denatured state loop stability and in other cases are not. Thus,
some of the changes in protein stability may reflect effects on the native state.

2.4.2 Effects of sequence composition on loop formation in the denatured state for
first generation variants
Perhaps what is most surprising is the observation that the pKa(obs) is identical
for the NH5A and the Gly 5 variants. The increase in overall glycine content from 9%
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(NH5A) to 32% (Gly 5) in the 22 residues extending from the histidine, which forms the
loop to the heme, should significantly decrease the average end-to-end separation of the
histidine and the heme. The Jacobson–Stockmayer equation84; 85 (Eq (2.3)) is typically
used to predict loop formation equilibria:

Δ S loop = − v 3 R ln( n ) + R ln[( 3 / 2π C n l 2 ) v3 V i ]

(2.3)

where n is the number of monomers in the loop, R is the gas constant, Cn is Flory's
characteristic ratio, which is sensitive to chain flexibility,86 l is the distance between
monomers, Vi is the approach volume of the atoms involved in loop formation and ν3 is
the scaling exponent for loop formation. Using the Jacobson–Stockmayer equation it can
be shown that ΔpKa(obs) for the Gly 5 variant versus the NH5A variant is given by Eq
(2.4):

ΔpK a (obs ) = pK a (obs ) Gly 5 − pK a (obs ) NH 5 A = (

C n , NH 5 A
− v3
)[ln(
)]
C n ,Gly 5
ln(10)

(2.4)

If we use ν3 = 2.1 (average of theoretical values for a random coil with excluded
volume),38; 88 then set the Flory characteristic ratios for the NH5A variant (9% Gly, 22
residue loop) to 5.5 and for the Gly 5 variant (32% Gly, 22 residue loop) to 3.5,86 the
expected ∆pKa would be -0.41. Our experimental results clearly are counter to this
prediction, the question then is why?
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The peptide systems used to monitor the kinetics of loop formation allow much
more freedom in the stereochemistry of loop formation than is true for our histidine–
heme loop formation system. Histidine–heme binding requires axial docking of the
histidine ligand to the iron in the heme and this constraint would be expected to seriously
affect formation of short loops. Since our set of variants forms loops from the N-terminal
side of the heme (see Figure 2.1),81 the heme excluded volume effect, which causes a
decrease in the favorability of loop formation for loops <35 residues formed from the Cterminal side of the heme,80 is not a factor. Also, the favorability of loop formation is
higher for the 16 residue versus the 22 residue N-terminal histidine–heme loop (Table
2.4), indicating that chain stiffness is not a dominant factor at this loop length. Thus, for
the set of 22 residue loops studied here, heme excluded volume and chain stiffness are
unlikely to influence the observed result. The clustering of glycine residues near the
histidine which forms the loop could also influence loop formation.

However, the

observations of Robinson and Sauer115 argue against this possibility. Their work shows
that the overall percentage Gly composition of the linker in single chain Arc repressors,
and not its specific sequence, is the dominant factor controlling stability and folding
kinetics.
The assumption implicit in the Jacobson–Stockmayer treatment of loop formation
is that the entropy decrease can be approximated by the required volume reduction to
form a loop given a Gaussian distribution of conformations (see Eq (2.3)). Thus, a more
compact chain should form loops more readily. However, this approximation may not
account well for the larger density of conformations in a more flexible polypeptide chain
with high glycine content. Comparison of rates of loop formation for polyserine versus
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poly(GlySer) peptides show that the glycine-containing sequences have rates of loop
formation that are faster by a factor of 2 for loop sizes from 3 to 12.111 The log(k) versus
log(n) curves for both are decreasing linearly by n = 12, and while data are only available
for poly (GlySer) for larger loop sizes the factor of 2 difference looks to persist to larger
loop sizes based on extrapolation of the polyserine data. Krieger et al.111 noted that the
enhanced rate of loop formation for poly(GlySer) sequences is smaller than might be
expected given the greater flexibility and shorter end-to-end distance expected for
poly(GlySer) versus polyserine peptides, likely as a result of the greater conformational
space available to glycine-containing sequences. In a more recent study110 a single
glycine was embedded into polyserine sequences capable of forming loops of 4 to 12
residues progressively dropping glycine content from ~ 25% to ~ 8%. Rates of loop
formation for this set of peptides move smoothly from the faster poly(GlySer) to the
slower polyserine rate versus loop length curve. Thus, we expect that rates of loop
formation should increase smoothly going from the NH5A (9% Gly) to the Gly 5 (32%
Gly) variant. The invariance in the equilibrium pKa(obs) values from Table 2.4 suggests
that the rate of loop breakage increases in nearly equal measure with the rate of loop
formation. Thus, the greater flexibility speeds loop breakage, as well, which presumably
reflects the greater number of ways the histidine can move away from the heme after the
Fe3+–histidine bond breaks.
Recent studies on polyglycine sequences using residual dipolar NMR and smallangle X-ray scattering methods have provided evidence that polyglycine segments prefer
elongated conformations that are in fact more extended than polyalanine.122 Stiffening of
the backbone by hydration provides a possible explanation.
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The low sensitivity of

pKa(obs) to replacement of alanine with glycine could also result from polyglycine
sequences being more elongated than previously thought. Thus, we carried out kinetic
experiments on loop formation and breakage with the NH5A and the first and second
generation Gly X variants to determine whether the insensitivity of pKa(obs) to the
percentage of Gly in the insert is due to compensating effects, of both faster loop
formation and breakage, as opposed to polyglycine sequences being more elongated in
aqueous solution than previously thought.

2.4.3

Does hydration or local sequence sterics make polyGly segments

unexpectedly extended?

If local sequence sterics or backbone hydration, due to contiguous glycines,
results in polypeptide chain extension in the denatured state, then the denatured state of
our Gly X variants should be more expanded than expected.122 If this is true, one might
expect glycine percent in our insert to have a minimal effect on kf. However, we observe
an approximately 25% increase in kf going from 0% to 100% glycine in our insert. Also,
if hydration or local sequence sterics cause poly-Gly segments to be extended, one might
expect slower loop formation for contiguous versus non-contiguous glycines in the insert.
Our observation that Gly 3 (9740±460 s-1) and Gly3v2 (9790±1370 s-1) variants have
similar values for kf suggests otherwise. Similarly, the values of kf are within error for
the Gly 4 variant (11230±500 s-1) which has 4 contiguous glycines and Gly4v2
(10860±480 s-1), which has the four glycines separated into two groups of two contiguous
glycines by an alanine.
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Thus, we see no clear evidence that hydration or local sequence sterics of polyGly segments causes such sequences to be as extended or more extended than poly-Ala
segments.122

Rather, as with previously published experimental and computational

studies, the polyglycine stretches in our variants appear to be flexible enough to cause
compaction of the denatured state permitting more rapid loop formation.92; 111

2.4.4

Effect of the sequence immediately adjacent to histidine on loop dynamics

Our data indicate that the amino acid adjacent to the histidine involved in Hisheme loop formation has a significant effect on loop formation. In our equilibrium data
(Figure 2.10B) the stability is uniformly lower (i.e., higher pKa(obs)) for loops with a
glycine next to the His which forms the loop than for those loops with an Ala next to the
His which forms the loop. Comparison of loop formation rate constants, kf, and loop
breakage rate constants, kb, (Figure 2.11) shows that the effect on equilibrium loop
stability of the amino acid within the loop that is next to the histidine can be attributed
primarily to kb. The loop breakage rate constants, kb, for the His_Gly variants are clearly
larger than those of the His_Ala variants. The rate constants for loop formation, kf, on
the other hand are not sensitive to the amino acid next to the histidine (Figure 2.11B).
Since glycine is more flexible than alanine, it is likely that the faster breakage rates for
the His_Gly variants versus the His_Ala variants are due to lower main chain rotational
barriers for glycine compared to alanine.110 The greater main chain flexibility of glycine
residues likely allows the histidine ligand to swing away from the heme iron faster after
the His-heme bond breaks than when alanine is next to the histidine. Although the effect
is subtle, the enhanced flexibility effect seems to extend beyond the residue next to the
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His involved in loop formation. kb for Gly 4 (107.0 ± 1.8 s-1, 3rd residue from the His is
Gly), is slightly faster than that of Gly4v2 (100.8 ± 3.8 s-1, 3rd residue from the His is
Ala).

2.4.5

Sequence composition effects on the loop formation rate constant, kf

As glycine content in a polypeptide chain increases, Flory’s characteristic ratio for
an infinite chain, Cn(∞), decreases from a value of ~9 for alanine (and most other amino
acids except proline) to ~2 for pure glycine.86 Cn(∞) initially decreases rapidly as % Gly
increases, dropping from 9 to 4 as % Gly increases from 0 to 30. The change is much
more gradual above 30% Gly. As Cn(∞) decreases, the random coil is expected to be
more compact and the rate of contact between two monomers separated by a given
number of residues should increase. Thus, the increase in the rate of contact formation
should be most pronounced as % Gly content increases from 0% to 30%.
Kiefhaber and coworkers,108; 110; 111 observed that poly(Ser) peptides (% Gly = 0,
Cn(∞) = 9) have about 2- to 3-fold slower contact rates compared to poly(Gly-Ser)
peptides (% Gly = 50, Cn(∞) = 3) for loop sizes ranging from 3 to 12 residues. For a set
of peptides with a single Gly in the middle of a poly(Ser) chain ranging from 4 (% Gly =
25) to 12 residues (% Gly = 8.3), the rate constant for loop formation moved
progressively from near coincidence with the rate versus loop size curve observed for
poly(Gly-Ser) to coincidence with that for poly(Ser). While a % Gly series at a single
loop size was not done in this study, the results suggest that a progressive decrease in the
rate constant for loop formation should be observed as % Gly decreases at a single loop
size.
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There are several key differences between our system and that of Kiefhaber and
co-workers. First, His-heme loop formation is reaction limited not diffusion limited,89; 137
Thus, our values of kf do not provide a measure of the rate of first contact. The
magnitude of kf does still scale with the end-to-end distance distribution of the chain and
thus will reflect compaction of the chain due to increased chain flexibility. Second, the
characteristic ratio, Cn, varies considerably with chain length for short chain lengths and
the chain length at which it approaches Cn(∞) varies considerably with % Gly.86 For
poly(Ala), Cn reaches 90% of Cn(∞) at a chain length of 64 whereas Cn reaches 90% of
Cn(∞) at a chain length of ~16 for poly(Gly-Ala) (% Gly = 50). Thus, Cn is not the same
for the equivalent % Gly for our 22-residue loop and for Kiefhaber’s data for the chain
lengths where poly(Gly-Ser) and poly(Ser) can be compared (chains of 3 to 12 residues).
Finally, our insert is placed near the N-terminus of iso-1-cytochrome c in a segment of
the protein with irregular and dynamic structure that can readily accept inserts.120 Thus,
unlike Kiefhaber’s system the glycines are not evenly distributed throughout the
sequence. The 22 residue loop we study here is attached to the heme at Cys14 and there
are glycines in the natural sequence at positions 1 and 6. With the six amino acid insert,
the Histidine is at position -8 (horse numbering) and the insert runs from positions -3 to 7. Flory’s theoretical treatment assumes an even (random) distribution of glycines,
whereas in our system as we increase % Gly, the glycine content becomes skewed toward
the N-terminus of our 22 residue loop.
It is evident from our results, that even with the skewed distribution of glycine, kf
increases monotonically as the glycine content increases (Figure 2.11B, Table 2.6). The
magnitude of kf increases by a factor of ~1.3 going from the NH5A variant (% Gly = 9)
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to the Gly 5 variant (% Gly = 32). Using Flory’s results on the effects of % Gly and
chain length on Cn, we can estimate Cn at a chain length of 22, Cn(22).86 For the NH5A
variant, Cn(22) ~5.5 and for the Gly5 variant Cn(22) ~3.5.
Stockmayer equation,85;

138

Using the Jacobson-

we estimated that this change in Cn(22) would lead to a

decrease in the pKa(obs) of 0.41 units83 which corresponds to an increase by a factor of
~2.6 in the equilibrium constant for loop formation.

If we make the simplifying

assumption that kb is independent of sequence composition for a non-interacting random
coil, then kf should increase by a factor of ~2.6 for the Gly 5 variant versus the NH5A
variant. If we account for the observed changes in kb (Table 2.6), an increase in kf by a
factor of ~3.1 would be expected. Thus, the skewed distribution of glycine in our insert
dampens the decrease in the end-to-end distance distribution of the Gly 5 variant relative
to the NH5A variant compared to what would be expected for an even distribution of
glycine in the loop. However, even for this skewed glycine distribution, compaction of
the chain by the more flexible glycine is not completely eliminated.

2.4.6

Sequence composition effects on the loop breakage rate constant, kb

The most notable observation in these data is the degree to which kb varies. There
is a factor of 1.45 difference between the largest and the smallest kb (pH 3.00 data in
Table 2.6). This variation is larger than that for kf, indicating that kb is more important in
controlling the loop formation equilibrium.
As noted above, kb is larger for the His_Gly than for the His_Ala series of
variants. There is a reasonably constant factor of 1.20 ± 0.03 increase in kb for the
His_Gly versus the His_Ala variants for all values of % Gly in the insert (Figure 2.11A).
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This ~20% increase in kb is likely due to lower rotational barriers about the main chain of
glycine, as discussed earlier. However, the unusual dependence of kb on % Gly in the
insert indicates that there is more to the effect of glycine on chain dynamics than main
chain rotational barriers. In both the His_Ala and His_Gly series of variants, kb initially
decreases. This observation is counter to what might be expected if glycine acted only to
increase conformational space and the rate at which it is explored (rotational barriers).110
The initial decrease in kb also argues against nucleation of α-helical structure when
histidine binds to the heme as seen in several peptide model systems,139-141 since glycine
is a helix breaker.142

The observed decrease in kb for the first two Ala→Gly

replacements suggests that the conformational flexibility of glycine allows the
polypeptide chain to relax to a more stable conformer (perhaps allowing better
interactions with the heme) than is possible with the all Ala insert. It is also possible that
the first two glycines relieve strain in the loop, thus slowing loop breakage (see Chapter
3).
The increase in kb for inserts with more than two glycines might be attributable to
the increased rate of exploration of conformational space overtaking the effects of
reduced loop strain or of conformational relaxation of the closed loop form of the chain
to conformations with better stabilization by van der Waals interactions. It is also
possible that decrease in the net stabilization possible by van der Waals interactions in the
closed loop for the small glycine side chain versus the larger alanine side chain
contributes to the increase in kb as the number of glycines in the insert increases.
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2.4.7

Compensation between kf and kb

In Figure 2.10B for both the His_Gly and the His_Ala variants, the pKa(obs)
decreases initially, but as the number of glycines in the insert increases above 2, pKa(obs)
levels out. The data in Figure 2.11 shows that both kb and kf are increasing as the
pKa(obs) levels out. Thus, at higher % Gly in the insert, the increases in kf and kb exactly
compensate for each other such that the equilibrium for loop formation remains
unchanged. For the range of overall percent glycine within the 22-residue loops studied
here (9 to 32 %), this observation is inconsistent with the predictions of the JacobsonStockmayer equation.85; 138 This leveling out in pKa(obs) is not expected to occur until
above 30% glycine content. This inconsistency is likely due to the skewed distribution of
glycines in our insert.
However, our observation of this compensation between kf and kb points out an
interesting aspect of the effects of increased polypeptide chain flexibility (decreased Cn,)
on the probability of loop formation as given by the Jacobson-Stockmayer equation. As
the chain becomes more flexible, initially, compaction of the chain dimension increases
the probability of loop formation for a given loop size. However, it appears that as
conformational space increases with increased glycine content, the time that any given
contact can persist diminishes due to the proliferation of nearby conformations when the
contact is broken. Compaction and diminished persistence appear to compensate nearly
exactly at high flexibilities. Thus, the advantage conferred by increased glycine content
for rapid formation of contacts and compaction of a polypeptide so that it can fold,
saturates rapidly due to decreased contact persistence.
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2.4.8

Guiding the initial stages of folding

The observation that loop breakage rates play a dominant role in modulating loop
equilibria is consistent with our previous results on the kinetics of His-heme loop
formation for a set of His-heme loops in the denatured state of iso-1-cytochrome c
ranging in size from 16 to 83 amino acids.89 We found that loop breakage rates varied by
a factor of 5 and were primarily responsible for the deviations from random coil behavior
for equilibrium loop formation in the denatured state in 3 M gdnHCl.
Rates of loop formation are sensitive to sequence composition, but appear to be
insensitive to sequence order (Figure 2.11B). This observation argues that the speed at
which contacts form is unimportant to the “folding code”. Rather what appears to be
important to the “folding code” is whether a contact persists once it forms. Thus, the key
to the “folding code” may be in understanding how local sequence order modulates rates
of breakage of contacts as a protein folds.
From the perspective of a folding funnel, it is likely that many contacts form and
break rapidly near the lip of the funnel. Early in folding, it will be the contacts with a
greater tendency to persist that will begin the descent down the funnel. Experimental
data for poly(Ser) or poly(Gly-Ser) peptides indicates that loops ranging in size from 3 to
11 residues form on 5 to 25 ns timescales. Protein folding at its fastest occurs on an ~1
μs time scale.9; 10 Thus, simple loop formation is not what limits folding efficiency. Our
data indicate the key to efficiency and specificity of folding is in the relative persistence
of early contacts. Thus, in considering a speed limit for folding, it is not just the forward
rates of loop formation that must be considered but also the backward rates that allow
these primitive contacts to persist.37
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2.5

Conclusion

Experimentation on protein-denatured states can still be considered a “frontier”
area of research. There are many factors that influence protein folding, some of which
are still not well understood.

Characterization of the stabilizing interactions and

structures in the denatured state are considerably more difficult to assign than in the
native state. Using poly-Ala/Gly inserts near the N-terminus of iso-1-cytochrome c, we
were able to observe significant effects of local sequence on the kinetics and equilibria of
loop formation. In particular the amino acid – Ala versus Gly – next to the histidine
which forms the loop has a large effect on loop equilibria. The rate of loop breakage
appears to play a dominant role in this effect. Our data indicate that increasing glycine
content – even when skewed to one end of the residues involved in loop formation –
increases the rate of loop formation. This observed increase in kf does not provide
support to the possibility that the main chain of poly-Gly sequences are more extended
than previously thought due to backbone hydration or main chain sterics. A number of
studies suggest that rapid conformational equilibration occurs during protein folding.77;
143; 144

Thus, both speed of contact formation and the persistence of a contact may be

important in selecting which structures form during folding. Our current findings support
this idea since, unlike the rate of loop breakage; the rates of loop formation are
insensitive to local sequence effects.

This observation suggests that the key to

deciphering the “folding code” may lie in defining which of the contacts that can form
actually persist, rather than in trying to discern what factors control how fast these
contacts form.
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CHAPTER 3

THERMODYNAMICS AND KINETICS OF LOOP FORMATION WITH
HOMOPOLYMERIC POLYALANINE SEQUENCES FROM THE N-TERMINUS OF
ISO-1-CYTOCHROME C IN POOR AND GOOD SOLVENT CONDITIONS

3.1

Introduction

Chemical denaturants such as urea and guanidine hydrochloride (gdnHCl) have
been used to unfold proteins since the early 1900’s.145 They were found to work by
stabilizing the denatured state versus the native state.146; 147 Their exact mode of action is
still debated.

However, Charles Tanford’s experimental results33;

42; 148

led him to

hypothesize that the favorable unfolded population in a denaturant is due to the higher
transfer free energies of the numerous amino acids into denaturant versus water. In other
words, more regions of the protein’s polypeptide chain are soluble in these denaturants.
This model has been termed “The Transfer Model” and is widely accepted. Another
school of thought is from the works of John Schellman who hypothesized that the
unfolding process is primarily due to the available denaturant binding sites on a protein.
He reasoned that the unfolded state would have a lot more available denaturant binding
sites – generally thought to be the protein backbone149 – than the compact, native state of
the protein.46;

132; 150; 151

Unfolding would occur via a mass action effect when these

denaturants are present. This model is known as the “Binding Model” and has garnered a
lot of support in recent years. Experimentally, it is observed that the transition region
between the folded and unfolded states of a protein has a linear dependence on denaturant
concentration. Both the “Transfer Model” and the “Binding Model” are able to explain
the cooperativity of this linear transition phase in the observable region, going from
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native to denatured state, during an unfolding experiment.152

This observation has

fostered the usage of linear extrapolation methodology (LEM)132;

153; 154

to obtain

thermodynamic information from unfolding experiments. Thus, the use of chemical
denaturants has positively impacted our ability to probe the nature of the denatured state.
Hence, we are able to use gdnHCl as a perturbant in assessing the thermodynamic
stability of homo and heteropolymer denatured states in this Chapter. However, under
“denaturing conditions” a protein can have different distributions of various denatured
state ensemble (DSE) conformations. The more common DSE conformations are the
extended and the compact states. The degree of compaction that exists in the DSE is due
to the number of hydrophobic interactions from various nonpolar amino acid residues87; 91
and the effect the solvent has on the polymer chain.

This interaction is what is

responsible for the well known “hydrophobic collapse” in the initial stages of protein
folding.1; 8 We know from polymer theory and solvent denaturation studies that placing a
polymer in different solvents can enable an increase in the extended DSE over the
compact DSE.33;

42; 85; 87; 91

The degree to which a solvent can accomplish complete

solvation of the polymer categorizes it as one of three solvent types – Theta, Poor or
Good Solvent.87; 91; 92 The solvent classification is based on the statistical behavior of the
average polymer chain radius as a function of the number of amino acids in the chain.91
At the molecular level, this statistical behavior is a direct result of the interplay between
local interactions (residue-residue, solvent-residue) and nonlocal interactions (excluded
volume effects).

A “Theta” solvent is an unfavorable solvent in which the local

interactions of the polymer’s monomer units, which normally lead to compaction of the
chain, exactly cancel out the non-local interactions of excluded volume and steric
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repulsion, which normally leads to expansion of the chain. Therefore, the polymer chain
adopts an unperturbed distribution and appears to be governed only by local interactions.
The polymer chain in this solvent is said to have “random-flight” dimensions.91 A
“Poor” solvent is one in which the local monomer-monomer attractive interactions, of the
polymer chain, dominate the local solvent-monomer interactions. This causes a solventdriven contraction which dominates the nonlocal excluded volume expansion, leading to
a compact polymer chain. The size of the polymer in this solvent is said be less than
“random-flight” dimensions.91

Lastly, a “Good” solvent is one in which the local

solvent-monomer interactions are more favorable and hence, dominate the local
monomer-monomer interactions. This results in the nonlocal excluded volume expansion
interactions dominating the solvent-driven contraction interactions, leading to an
expanded polymer chain.87;

91

The polymer chain is said to have more than “random-

flight” dimensions. Water is considered a very poor solvent, while 0-4 M gdnHCl and
urea are considered poor solvents. In order to achieve good solvent conditions, the
concentrations of the denaturants must be at least 6 M and 8 M for gdnHCl and urea,
respectively.87
Investigations in this section focus on subjecting homo and heteropolymeric
protein sequences to poor and good solvents. The Jacobson-Stockmayer equation84;

85

(Eq (3.1)) below is commonly used to predict loop formation equilibria under these
denaturing conditions, where proteins are expected to exist as random coils.

Δ S loop = − v 3 R ln( n ) + R ln[( 3 / 2π C n l 2 ) v3 V i ]
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(3.1)

where n is the number of monomers in the loop, R is the gas constant, Cn is Flory's
characteristic ratio, which is sensitive to chain flexibility,86 l is the distance between
monomers, Vi is the approach volume of the atoms involved in loop formation and ν3 is
the scaling exponent for loop formation.

In Chapter 2, we focused on Flory’s

characteristic ratio Cn, to assess the flexibility effect of increasing glycine content in a
fixed loop size. As mentioned previously, loop formation is affected by three factors.
First, chain stiffness due to steric bulk can increase Cn and thus the stiffness of a loop. To
relieve this chain stiffness we can decrease the steric bulk of the individual monomer
units.83 For short chain lengths, chain stiffness can also prevent loop formation. This
constraint can be relieved by increasing loop size. There is a caveat to increasing the
length of the chain because it is coupled to the second factor that affects loop formation –
loop entropy. Loop entropy is not manifested in the flexibility of a polymer chain until
the chain reaches a sufficiently long length. After this threshold is met, the entropy of a
very large polypeptide chain begins to influence the ability for the chain to make end-toend contacts or residue-residue contacts. The third factor that affects loop formation is
residual structure. This factor does not come from polymer theory but is a physically
restrictive interaction within a polymer chain that prevents it from behaving like a freely
jointed random coil. Such residual structure, if present, reduces the conformational space
of a polymer chain thereby allowing quicker contact formation between sequentially
distant monomers in the chain. In the case of a protein’s folding polypeptide chain, this
can be a good thing.

Another informative component of the Jacobson-Stockmayer

equation is the scaling factor, v3, which indicates whether a polymer chain behaves like a
freely jointed “unperturbed” random coil. For a freely jointed random coil, the scaling
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factor is 1.5.37;

84; 85; 87

When excluded volume is taken into account, the value of v3

increases to a range of 1.8 to 2.4.37 Studies on other proteins and DNA indicated that
under denaturing conditions, these natural polypeptide chains behave as a random coil
with excluded volume having scaling factors in the range of 1.5 to 2.1.111; 155-157 Previous
work on simple loops which form from the C-terminus of iso-1-cytochrome c suggested
that the natural sequence has a lot of residual structure because scaling factors were on
the order of ~ 4 to ~ 4.5 in poor solvents and only really decreased to ~ 2.0 when
subjected to good solvent conditions (5 – 6 M gdnHCl).80;

82

Work presented in this

chapter provides additional insight into these previous observations.
Additionally, work presented in this chapter will shed some light on previous
work done by Kiefhaber and co-workers using triplet-triplet energy transfer on host-guest
peptides, which indicated that contact formation over short distances (N < 5) does not
depend on the loop size. Rather, the limiting factor in loop contact formation was the
nature of the amino acid residues in the chain. Less bulky glycines produced more
flexible chains which had faster contact formation times compared to chains with more
bulky residues such as prolines.111 However, the rates of contact formation for longer
loops (N > 30) were found to decrease with increasing loop size and demonstrated
behavior expected for a random coil.111
Therefore, working with homopolymeric and heteropolymeric sequences will
shed some light on why previous work in the lab was not in accord with the findings on
scaling factors of other groups.

Subjecting homopolymeric and heteropolymeric

sequences to different solvent conditions will enable us to determine the degree of
compactness of their denatured states as well as make comparisons of polymer theory to
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the behavior of natural foldable polymers, specifically proteins. The homopolymeric
protein models used were fashioned by engineering five-alanine repeats at the N-terminal
end of yeast iso-1-cytochrome c. The initial five-alanine insertion is between F(-3) and
K(-2) of the iso-1-cytochrome c sequence. For solubility reasons, a lysine residue was
added to each five-alanine insert; thus, each insert is of the form KAAAAA, which
results in a six-residue extension. All insertions are in a relatively disordered region of
the protein as previously described (see Figure 2.2).83 Therefore, mutations in this region
are not expected to have significant effects on the overall structure or stability of the
native fold. Conversely, the heteropolymeric protein models used for comparison were
based on loops formed from the natural sequence of yeast iso-1-cytochrome c82 and
cytochrome c’ using an engineered histidine along the natural sequence of the proteins
for His-heme loop ligation in the denatured state. The homopolymeric loops ranged in
size from 16 to 46 residues, while the heteropolymeric counterparts were 10 to 111
residues for cytochrome c’ and 9 to 83 residues for iso-1-cytochrome c. Under good
versus poor solvent conditions, we aimed to see a weakening of our simple loops
indicating loss of residual structure.

The differences in the resulting nature of the

denatured state will be assessed thermodynamically through equilibrium loop formation
measurements for both classes of polymers. Additionally, we extend our investigations
into the kinetics of the homopolymeric loops under both poor and good solvent
conditions through stopped-flow loop breakage measurements. We have seen previously,
from Chapter 2 that the rates of loop formation (closure) for simple loops are much faster
than can be measured with a stopped-flow apparatus.
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However, under low pH

conditions, these loop formation rates (kf) can be extracted using the equilibrium constant
for loop formation (Kloop = kf/kb) since only kb contributes to k(obs) at low pH.83

3.2

Materials and Methods

3.2.1

Mutagenesis of NH5A-X inserts

The NH5A variant was produced as previously described in Section 2.2.1. The
subsequent variants, NH5A-2, NH5A-3 and NH5A-4, were made using the unique
restriction site elimination method123 as previously described.124 NH5A-2 was made
using single-stranded pBTR1 vector DNA carrying the NH5A variant of iso-1cytochrome

c

as

the

template

and

the

following

primer:

5’-

d(GAACCGGCCTTCGCCGCCGCCGCCGCTTTAGCAGCAGCAG)-3’. NH5A-3 was
made using single-stranded pBTR1 vector DNA carrying the NH5A-2 variant of iso-1cytochrome

c

as

the

template

and

the

following

primer:

5’-

d(CAGCAGCAGCCTTGGCGGCGGCGGCGGCGTGGAATTCAG)-3’. NH5A-4 was
made using single-stranded pBTR1 vector DNA carrying the NH5A-3 variant of iso-1cytochrome

c

as

the

template

and

the

following

primer:

d(GGCGGCGGCGGCTTTTGCCGCAGCGGCTGCGTGGAATTCAGT)-3’;

5’a

mispriming of the oligonucleotide primer resulted in a six-alanine insert instead of the
required five-alanine insert, thus, the following primer was used to remove the additional
alanine:

5’-d(CCTTGGCGGCGGCGGCGGCTTTTGCC)-3’.

underlined in each oligonucleotide.
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Insertion sequence is

Due to difficulty with ssDNA-based mutagenesis of GC-rich sequences, a PCR
based mutagenesis system was pursued for continued insertions. The NH5A-5 variant
was made by designing primers using Stratagene primer design criteria for the
QuikChange II PCR based mutagenesis kit.

The forward primer used was 5’-

(CTTCGCTGCGGCAGCGCGGTGGAATTCAGTCAT)-3’, while the reverse primer
used was 5’-(GCGGCTGCCGCAGCGAAGGCAGCCGCTGCGGCA)-3’. Underlined
sequences are the anchoring sequences. The insertion sequences are the rest of the
primers.

Modifications made to the standard PCR protocol were (i) changing the

annealing temperature from 55 oC to 42 oC – making it the same as the primers melting
temperature and (ii) increasing the primers’ “anchor” sequence to 15 base pairs. PCR
product was transformed into the Escherichia coli TG-1 cell line and DNA was extracted
from overnight cultures using a DNA Wizard Plus Miniprep kit from Promega. Extracted
DNA’s were initially screened via BamHI restriction digests and then subjected to gel
electrophoresis on a 1% agarose gel using BamHI digested NH5A-4 template as a
control.

Promising mutagenic sequences were confirmed using standard DNA

sequencing methods for those DNA samples that had longer retention times on the
agarose gel, compared to the control.

3.2.2

Mutagenesis of cytochrome c’ variants

Pseudo wild type (pWT, Q1A mutation) was obtained from Jay Winkler, at the
Beckman Institute, California Institute of Technology, in the pETcp expression vector.158
The cytochrome c’ D3H variant was made using Stratagene primer design criteria for the
QuikChange II PCR based mutagenesis kit with pWT cytochrome c’ as the template and
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the

following

primers:

Forward

GGTCGCGGCGACCCACGTGATTGCGCAGC
GCTGCGCAATCACGTGGGTCGCCGCGACC.
oligonucleotide sequence.

and

Primer
Reverse

Primer

–
-

Mutations are underlined in the

Mutagenesis reactions were carried out as described by

Stratagene’s QuikChange II protocol. The only modification made to the standard PCR
protocol was to change the annealing temperature from 55 oC to 68 oC – making it the
same as the extension temperature. PCR product was transformed into the E. coli TG-1
cell line and DNA was extracted from overnight cultures using a DNA Wizard Plus
Miniprep kit from Promega. Extracted DNA’s were sequenced (Murdock Sequencing
Facility, University of Montana) to confirm the desired mutagenic sequences. All other
variants (unpublished data – Dr. Sudhindra Rao) were prepared in the exact same manner
as described above.

3.2.3 Protein expression and purification of poly(Ala) cytochrome c variants

Iso-1-cytochrome c poly(Ala) variants were expressed and purified as previously
described in Section 2.2.4 above.

3.2.4 Protein expression and purification of cytochrome c’ variants

Confirmed DNA sequences for the pWT, A104H, D3H and K31H cytochromes c’
in the pETcp vector were transformed into Novagen BL21-DE3 competent cells along
with the pEC86 vector.159

The pEC86 vector contains the ccmABCDEFGH genes

required for covalent attachment of heme in the periplasm of E. coli.159 The vector also
contains the gene for chloramphenicol resistance. Selection was obtained by incubation
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in the presence of ampicillin and chloramphenicol antibiotics on LB-plates. Protein
expression was carried out by suspending cells on the plate with 4 mL of L-broth and
using this to inoculate 1 L of Terrific Broth rich media containing ampicillin and
chloramphenicol. The 1 L culture was grown for 22 hrs. at 37 oC with shaking at 150
rpm. Cells were then harvested using a GS-3 rotor in a Sorvall RC 5C Plus centrifuge at
5000 rpm for 10 minutes.
Harvested cell pellets were lysed using a combination of three freeze/thaw cycles
and osmotic shock.160 Cell pellets were resuspended in lukewarm lysis buffer (30%
sucrose, 1 mM EDTA, 30 mM Tris-HCl, pH 8.0) on an orbital shaker at room
temperature for 20 minutes @ 200 rpm. Approximately 75 mL of lysis buffer per liter of
culture were used for cell pellet resuspension.

Dislodging of the cell pellet from

container walls initially required rigorous shaking!

Resuspended pellet was then

centrifuged at 5500 rpm for 10 min. The sucrose buffer containing most of the protein
was then poured off and treated with 1 mM PMSF protease inhibitor. The resulting pellet
was then resuspended in equal volumes of cold 5 mM magnesium sulfate (MgSO4)
solution if the pellet still had color. If the pellet was beige to white in color then
purification continued on the “sucrose cut” only. The 5 mM MgSO4 resuspension was
then centrifuged at 8500 rpm for 1 hour. Supernatant was then collected and treat with 1
mM PMSF.
The crude protein extract was diluted to 5 mM ionic strength with cold water
before CM sepahrose purification. The pH of the crude protein extract was adjusted to
5.0 with concentrated acetic acid and the suspension was centrifuged for 30 minutes at
10,000 rpm to remove any precipitates that may have developed after pH adjustment.
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The cleared lysate was immediately top loaded onto a 100 mL CM Sepahrose column
pre-equilibrated with CM Low buffer (5 mM NaOAc, pH 5.0). Protein was eluted with a
500 mL low to high salt gradient using CM High buffer (5 mM NaOAc, 500 mM NaCl,
pH 5.0). Eluted protein was exchanged in low salt HPLC Buffer A (10 mM NaPi, pH
6.0) via centrifuge ultrafiltration. Yields at this point were typically 7 mg/L of culture.
Before experimentation, the protein was additionally HPLC purified, in its oxidized state,
using a Waters AP-1 ProteinPak SP-8HR cation exchange column with high salt HPLC
Buffer B (10 mM NaPi, pH 6.0, 500 mM NaCl) in the following stepwise gradient: 0-10
min. 0% B, 10-11 min. 4.5% B, 11-21 min. linear gradient to 5.1% B, 21-31 min. hold at
5.1% B, 31-51 min. linear gradient to 12% B, 51-71 min. hold at 12% B, 71-72 min.
100% B, 72-87 min. hold at 100% B, 87-88 min. 0% B, 88-102 min. hold at 0% B. This
gradient successfully removed an impurity with a mass of ~ 9 kDaltons commonly
observed in the MALDI-TOF mass spectrum.

The molecular ion observed for all

variants was that expected for each variant within the accuracy of the Applied
Biosystems Voyager – DE PRO Biospectrometry Workstation mass spectrometer.

3.2.5 Protein stability measurements

Protein stability measurements were done at 25 oC in the presence of 20 mM Tris,
40 mM NaCl, pH 7.0 for iso-1-cytochrome c variants using an Applied Photophysics
Chirascan circular dichroism spectrometer coupled to a Hamilton MICROLAB 500
Titrator as previously described in Section 2.2.5. Stability measurements on cytochrome
c’ variants were done at 25 oC in the presence of 20 mM MES, 40 mM NaCl, pH 6.50
using the same apparatus as above.
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Cytochrome c’ protein concentrations were first determined using 100 mM NaPi
buffer at pH 7.05 because the spectrum is pH dependent. Scans were taken from 250 to
750 nm and absorbance at 398 nm was used with a molar extinction coefficient of 85000
M-1 cm-1 to calculate concentrations.161 Iso-1-cytochrome c concentrations were obtained
as previously described.69 The data for iso-1-cytochrome c were fitted to a linear free
energy relationship, using Eq 3.2, as described previously,80; 117 to extract the free energy
of unfolding in the absence of denaturant, ΔGuo’(H2O), and the m-value. Two-state
folding is assumed in these fits.

θ Nο + ((θ Dο + m D [ gdnHCl ] )exp{ m [ gdnHCl ] − Δ G u ' ( H 2 O ) / RT } )
o

θ =

(

1 + exp m [ gdnHCl ] − Δ G u ' ( H 2 O ) / RT
o

)

(3.2)

where θ is the ellipticity of the sample, θoN is the ellipticity of native protein at 0 M
gdnHCl, θoD is the ellipticity of denatured protein at 0 M gdnHCl, mD is the denaturant
dependence of the ellipticity of the denatured state, m is the gdnHCl concentration
dependence of the free energy of unfolding, ΔGu, and ΔGuo’(H2O) is the free energy of
unfolding extrapolated to 0 M gdnHCl. However, unlike iso-1-cytochrome c variants,
cytochrome c’ does not demonstrate slight increases in ellipticity at 222 nm at low
gdnHCl concentrations, previously attributed to possible specific Cl- binding162 as
described in Section 2.2.5. Thus, no modification was made to the standard linear free
energy fitting equation,162 which naturally uses a floating native baseline (θN = θNo +
mN[gdnHCl]) to fit the data instead of a constant native state baseline.
parameters are the average and standard deviation of three independent trials.
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Reported

3.2.6 Equilibrium loop formation in the denatured state

Equilibrium loop formation in the denatured state was monitored in 3 M gdnHCl
at 22 ± 1 oC as previously described in Section 2.2.6 for all iso-1-cytochrome c variants.
Data were fitted to a modified form of the Henderson-Hasselbalch equation (Eq 3.3) as
previously described.

A 398 =

(A

+ A HS 10 n ( pK ( obs ) − pH ) )
(1 + 10 n ( pK ( obs ) − pH ) )
a

LS

a

(3.3)

Additionally, equilibrium loop formation in a good solvent (6 M gdnHCl) was monitored
at 22 ± 1 oC as previously described,82 for the NH(-2) variant along with the other NH5AX variants. Data were fitted to Eq 3.3.
Cytochrome c’ variants were also monitored under similar denatured state
conditions (3 M gdnHCl, 5 mM Na2HPO4, 15 mM NaCl) at 22 ± 1 oC. Some cytochrome
c’ variants required fitting the data to a two-ligand binding model (Eq 3.4)82 for adequate
fits. Reported parameters are the average and standard deviation of three independent
trials.
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AHS
A398 =

⎛ ⎛ 10 − pK loop ( His )
⎞ ⎛ 10 − pK loop ( Lys )
⎟+⎜
+ ALS ⎜ ⎜⎜
⎜ 1 + 10 pK a ( HisH + ) − pH ⎟ ⎜ 1 + 10 pK a ( LysH + ) − pH
⎠ ⎝
⎝⎝
⎞
⎞ ⎛ 10 − pK loop ( Lys )
⎛ 10 − pK loop ( His )
⎟
⎜
⎟
1 + ⎜⎜
+
pK a ( HisH + ) − pH ⎟
pK a ( LysH + ) − pH ⎟
⎜
⎠
⎠ ⎝ 1 + 10
⎝ 1 + 10

⎞⎞
⎟⎟
⎟⎟
⎠⎠
(3.4)

where ALS is the absorbance at 398 nm in the low spin form of the heme with a strong
field ligand bound to the heme, AHS is the absorbance at 398 nm in the high spin form of
the heme with the ligand displaced by acid, pKloop(His) is the pK for loop formation with
histidine as the ligand to the heme, pKloop(Lys) is the pK for loop formation with lysine as
the ligand to the heme, pKa(HisH+) is the pKa for histidine ionization, and pKa(LysH+) is
the pKa for lysine ionization, which is assumed to be 10.5 in fitting biphasic pH titration
curves.

3.2.7

pH dependent stopped-flow kinetic measurements

pH dependent stopped-flow kinetic measurements were used to monitor His-heme
loop breakage as previously described in Section 2.2.7 above in both 3 M and 6 M
gdnHCl at 25 oC for the iso-1-cytochrome c variants only. Additionally, variants with
higher pKa(obs), namely NH5A-3, NH5A-4 and NH5A-5, loop breakage was measured
at pH 4.0. Therefore, additional 100 mM acetate buffers in both 3 M and 6 M gdnHCl
were prepared for the above mentioned variants.
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3.3

Results

3.3.1

Global Stability Measurements

Figure 3.1: A typical gdnHCl protein denaturation titration monitored at 222 nm and 25 oC using an
Applied Photophysics Chirascan circular dichroism spectrometer for the homopolymeric poly(Ala) variants
(NH5A-5 variant Run #1). The solid line is a fit of the data using Eq 3.2.

Figure 3.1 shows a typical gdnHCl unfolding titration for the poly(Ala)
homopolymeric protein variants. Global stability measurements on the initial polyalanine
insert (NH5A) show that it is significantly lower in stability relative to the H(-2)I52 [
written as NH(-2)] variant. This destabilization is due primarily to the lack of the global
stabilizing mutation N52I,163 in the NH5A variant. With continued AAAAAK insertions,
there is a subtle but noticeable increase in the stability of the variants, which is confirmed
in the highly reproducible Cm (midpoint) values. The Cm value indicates the [gdnHCl] at
which half the protein population is unfolded. There is also a noticeable decrease in the
m-values.
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Table 3.1: Thermodynamic parameters for gdnHCl unfolding at 25 oC and pH 7 for Nterminal loops of iso-1-cytochrome c variants
Loop
Variant
∆Guo’(H2O)a
m-valuea
Cm Midpoint
size
(kcal/mol)
(kcal/(mol*M))
(M)
b
16
NH(-2)
5.57 ± 0.14
4.80 ± 0.17
1.20 ±0.07
22
NH5A
2.00 ± 0.08
4.52 ± 0.18
0.44 ± 0.03
28
NH5A-2
2.00 ± 0.41
4.32 ± 0.60
0.46 ± 0.04
34
NH5A-3
2.20 ± 0.19
4.43 ± 0.44
0.50 ± 0.01
40
NH5A-4
2.31 ± 0.03
3.38 ± 0.13
0.69 ± 0.02
46
NH5A-5
2.55 ± 0.03
3.37 ± 0.14
0.76 ± 0.02
a

Values obtained by fitting the data to a linear free energy relationship, as described previously,80; 117.
Values are the averages and standard deviations of three independent trials.
b
Data value obtained from Ph. D. thesis of Eydiejo Kurchan.90 This variant contains a stabilizing N52I
mutation for improved yields.163

Figure 3.2: A typical gdnHCl protein denaturation titration monitored at 222 nm and 25 oC using an
Applied Photophysics Chirascan circular dichroism spectrometer for a cytochrome c’ variant (A104H
variant Run #2).

Figure 3.2 represents a typical trace of gdnHCl denaturation for a cytochrome c’
variant. Immediately obvious from Table 3.2, is the fact that cytochrome c’ variants are
much more stable than the homopolymeric iso-1-cytochrome c variants. Also obvious

91

from Figure 3.2 is the fact that the more stable cytochrome c’ variants do not suffer from
anion binding effects at low concentrations of gdnHCl as do the poly(Ala) variants of iso1-cytochome c. Thus, linear fits of the free energy relationship equation were done using
a floating native baseline instead of a fixed native baseline (Eq 3.2) – as in the case of the
latter protein. A summary of the data is given in Table 3.2 and Figure 3.3.

Table 3.2: Thermodynamic parameters for gdnHCl unfolding of cytochrome c’ variants
at pH 6.5 and 25 oC
Cytochrome c’
∆Guo’(H2O)a
m-valuea
(Cm) Midpointa
variant
(kcal/mol)
(kcal/(mol*M))
(M)
A104H (10)
6.08 ± 0.26
5.60 ± 0.12
1.09 ± 0.05
K97H (17)b
6.80 ± 0.09
5.28 ± 0.07
1.29 ± 0.03
K91H (23)b
7.07 ± 0.08
5.75 ± 0.16
1.23 ± 0.02
b
K84H (30)
5.89 ± 0.16
5.32 ± 0.14
1.11 ± 0.06
E73H (41)b
5.76 ± 0.13
5.08 ± 0.14
1.13 ± 0.05
A66H (48)b
6.79 ± 0.09
4.88 ± 0.06
1.39 ± 0.04
D58H (56)b
6.72 ± 0.09
4.80 ± 0.11
1.40 ± 0.04
K49H (65)b
6.75 ± 0.10
4.66 ± 0.07
1.45 ± 0.03
b
K39H (75)
6.91 ± 0.15
4.70 ± 0.10
1.47 ± 0.05
K31H (83)
7.41 ± 0.29
5.05 ± 0.20
1.47 ± 0.03
b
K20H (94)
5.89 ± 0.13
4.17 ± 0.09
1.41 ± 0.06
K13H (101)b
8.17 ± 0.11
4.91 ± 0.07
1.66 ± 0.05
D3H (111)
7.41 ± 0.17
5.08 ± 0.15
1.46 ± 0.05
pWT
8.81 ± 0.22
5.14 ± 0.13
1.71 ± 0.04
Values in parenthesis represent the loop size formed via His-heme ligation.
a
Values obtained by fitting data to a linear free energy equation without fixing the native baseline. Values
are the averages and standard deviations of three independent trials.
b
Unpublished data (Dr. Sudhindra Rao).
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Figure 3.3: Plots of loop size (n) versus (A) free energy of unfolding and (B) denaturant m-values
(indicating degree of hydrophobic exposure upon unfolding) for cytochrome c’ variants.

Comparison of the thermodynamic unfolding data for both Poly(Ala) iso-1cytochrome c and cytochrome c’ variants, from Tables 3.1 and 3.2 and Figure 3.3, show a
general parallel trend of increasing ∆Guo’(H2O) and Cm midpoints with increasing loop
size. The increase is not uniform for cytochrome c’ as it is for the poly(Ala) iso-1cytochrome c variants. The former actually seem to have two distinct groups of variants
following this increasing trend as seen from Figure 3.3A. This trend of increasing
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stabilities is also accompanied by a decrease in denaturant m-values for both foldable and
non-foldable sequences with increasing loop size. After a loop size of about 56, there is
an increase in the m-values for the foldable sequences as seen in Figure 3.3B. This trend
was previously seen for loops formed from the C-terminal side of iso-1-cytochrome c.124

3.3.2

Equilibrium loop formation measurements for poly(Ala) sequences

Figure 3.4: A typical equilibrium loop formation titration representative of the poly(Ala) variants in 3 M
gdnHCl (NH5A-4 variant). Fit is based on a modified form of the Henderson-Hasselbalch equation. See
Figure 2.1 and Eq 3.3. Inset is a plot of absorbance from 350 to 450 nm going from pH ~7 to ~3 in
increments of ~0.2 pH units at 22 ± 1 oC.

Figures 3.4 is a typical equilibrium loop formation titration for the
homopolymeric poly(Ala) variants in 3 M gdnHCl. Immediately obvious from the plots
is the well-defined two-state nature of the transition, which is confirmed by the single
94

isosbestic point seen in the plot of absorbance versus wavelength as a function of pH in
the inset of Figure 3.4. The n-value of ~1 is consistent with the one-ligand, one-proton
process in Figure 2.1 for the His-heme ligation. Figure 3.5 is an additional plot of data
for both 3 M and 6 M gdnHCl denaturant for the same NH5A-4 variant. Thermodynamic
parameters for loop formation for all poly(Ala) variants of iso-1-cytochrome c are
collected in Table 3.3.

Figure 3.5: Typical equilibrium loop formation traces for poly(Ala) variants in both 3 M and 6 M gdnHCl
solvent conditions (NH5A-4 variant) at 22 ± 1 oC.
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Table 3.3: Thermodynamic parameters for equilibrium loop formation at 22 ± 1 oC in 3
M and 6 M guanidine hydrochloride for poly(Ala) iso-1-cytochrome c variants
3 M gdnHCl Values
6 M gdnHCl Values
Loop size
Variant
pKa(obs)
n-value
pKa(obs)
n-value
16
NH(-2)
4.41 ± 0.01
1.04 ± 0.04
4.65 ± 0.05
1.14 ± 0.04
22
NH5A
4.62 ± 0.04
1.03 ± 0.05
4.90 ± 0.02
1.15 ± 0.01
28
NH5A-2
4.97 ± 0.04
1.05 ± 0.13
5.13 ± 0.02
1.11 ± 0.01
34
NH5A-3
5.16 ± 0.07
1.04 ± 0.12
5.28 ± 0.02
1.06 ± 0.06
40
NH5A-4
5.27 ± 0.03
1.03 ± 0.05
5.45 ± 0.01
1.07 ± 0.01
46
NH5A-5
5.41 ± 0.03
1.11 ± 0.06
5.53 ± 0.02
1.08 ± 0.05
Data are based on three individual trials. Errors are standard deviations.
n-values of ~ 1 indicate release of one proton and are consistent with the His-heme ligation scheme in
Figure 2.1.

Plots of the pKa(obs) against log of loop size under “poor” and “good” solvent
conditions shed light on the very subtle changes in the scaling factors (v3). For a freely
jointed random coil polymer chain configuration, v3 is predicted to be ~ 1.5 without
accounting for excluded volume.37; 87 Accounting for excluded volume – as is necessary
in the the case of proteins – drives the value of v3 to ~ 1.8 to 2.4.37; 87 We can see from
the slopes of the plots in Figure 3.6, that the homopolymeric poly(Ala) sequences satisfy
the prediction of a random coil with excluded volume under poor solvent conditions (3 M
gdnHCl). Upon further solvation in a good solvent (6 M gdnHCl), the scaling factor
decreases significantly from 2.26 to 1.97, but still is in line with a homopolymeric chain
exhibiting excluded volume interactions. The deviation from v3 for a random coil with
excluded volume in 3 M gdnHCl is primarily due to the NH(-2) and NH5A variants.
Their loops are dominated by the natural protein sequence (16 of 22 and 16 of 28
residues, respectively). Removal of the NH(-2) and NH5A variants from consideration in
the v3 calculation results in a scaling factor of 2.00 ± 0.10 (dashed line in Figure 3.6) –
exactly parallel to that in 6 M gdnHCl.
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Figure 3.6: Linear plots of 3 M and 6 M equilibrium loop formation data for poly(Ala) variants with the
resulting scaling factors under each solvent condition.

3.3.3 Equilibrium loop formation for heteropolymeric sequences of cytochrome c’

The variants of cytochrome c’ behaved differently from those for iso-1cytochrome c during pH titrations. For most variants, fits of the data to a one-ligand Hisheme binding process produced pKa(obs) that were lower than the expected 6.6 for free
histidine. However, a handful of variants produced pKa(obs) larger than 6.6, which
indicated that another ligand is required to drive the titration to completion at higher
pH’s. More than likely, the other ligand is a lysine.82 Therefore, these unconventional
variants were fitted to a two-ligand version of the Henderson-Hasselbalch equation (see
Eq 3.4). The output parameters were the pKloop of the His-heme loop, pKloop(His), the
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pKa of the HisH+, pKa(HisH+), and the pKloop of the Lys-heme loop, pKloop(Lys). The
pKa(LysH+) was assumed to be 10.5 in this two-ligand equation (see Eq 3.4).82; 164
Figure 3.7 shows a typical trace for this unconventional two-ligand driven
equilibrium loop formation. The inset in Figure 3.7 clearly indicates that there is not just
a single isosbestic point present, which would indicate a two-state process. Conversely,
Figure 3.8 typifies most of the equilibrium loop formation traces for the cytochrome c’
variants. A single isosbestic point in the inset of Figure 3.8 indicates a simple two-state
process. A summary of the equilibrium loop formation data in 3 M gdnHCl is presented
in Table 3.4 below.

Figure 3.7: A representative trace for unconventional two-ligand driven equilibrium loop formation of
some cytochrome c’ variants (D3H variant). Inset is a plot of absorbance from 350 to 450 nm from pH
~10.5 to 5 in increments of ~0.2 pH units at 22 ± 1 oC.
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Figure 3.8: A representative trace for a normal one-ligand driven equilibrium loop formation observed for
most cytochrome c’ variants (A104H variant). Inset is a plot of absorbance from 350 to 450 nm from pH
~6.5 to ~2.5 in increments of ~0.2 pH units at 22 ± 1 oC.

pKloop(His) (pK for loop formation with a fully deprotonated His) values have
been extracted either directly from the two-ligand fits for some variants or by calculation
from the apparent pKa(obs) for other variants, using Eq 3.5 .

pK a (obs ) = pK a ( HisH + ) + pK loop ( His )

(3.5)

These values are plotted against log of loop size (n) to obtain scaling factors (v3) which
can be used for comparisons of our polymer chains to random coils (Figure 3.9).
Immediately obvious from Figure 3.9 is that the scaling factors of both the cytochrome c’
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and the poly(Ala) variants are not very different from each other. Nonetheless, the
homopolymeric sequences do produce a scaling factor of 2.26, which is well within the
predicted range for a random coil with excluded volume. The heteropolymeric sequences
produce a scaling factor of 2.5 ± 0.3, which higher but also within error of the predicted
range for a random coil with excluded volume. Also evident from the plot is that the data
for the homopolymeric variants fit exactly on the line for a random coil. While the
heteropolymeric variants have considerable scatter about their linear fit.

This is

indicative of the presence of residual structure.

Table 3.4: Thermodynamic parameters for loop formation in 3 M gdnHCl for
cytochrome c’ variants at 22 ± 1 oC
Cytochrome
c’ variant

pKa(obs)a

A104H (10)
K97Hd (17)
K91Hd (23)
K84Hd (30)
E73Hd (41)
A66Hd (48)
D58Hd (56)
K49Hd (65)
K39Hd (75)
K31H (83)
K20Hd (94)
K13Hd (101)
D3H (111)
WT

4.12 ± 0.07
4.42 ± 0.07
5.08 ± 0.05
4.93 ± 0.04
5.07 ± 0.04
5.92 ± 0.09
5.68 ± 0.04
6.19 ± 0.02

pKa(HisH+)
fittedb

pKloop(Lys)b

6.83 ±0.09

-2.57 ± 0.14

6.81 ± 0.05
6.72 ± 0.09
6.41 ± 0.33

-3.25 ± 0.17
-3.12 ± 0.07
-3.47 ± 0.06

6.19 ± 0.05

7.30 ± 0.05

pKloop(His) or
calculatedc
-2.57
-2.27
-1.61
-1.76
-1.62
-0.77
-1.01
-0.50
-0.81
-0.50
-0.77
-0.22
0.53
---

Values and errors are the averages and standard deviations of three independent trials.
a
Values are from a one-ligand fit of data using a modified Henderson-Hasselbalch equation (see Eq 3.3).
b
Values are from a two-ligand fit of data to Equation 3.5. The pKa(LysH+) was assumed to be 10.5 in the
equation.
c
Calculated values were obtained by averaging the pKa(HisH+) obtained [6.7 ± 0.2] and subtracting it from
pKa(obs).
d
Unpublished Data (Dr. Sudhindra Rao)
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Figure 3.9: Plots of log of loop size (n) versus pKloop(His) for both homopolymeric poly(Ala) sequences
(red squares; solid line – linear fit) and heteropolymeric foldable cytochrome c’ sequences (gray circles;
dashed line – linear fit). The linear fits to the 3 M gdnHCl data produce scaling factors (v3) from the
slopes.

3.3.4

Poly(Ala) stopped-flow loop breakage in poor and good solvents

Loop formation and breakage kinetics are consistent with a model involving a
rapid protonation equilibrium (of histidine) followed by His-heme loop formation.89 This
model predicts that kobs has the pH dependence given by Eq 3.6,

k obs

⎞
⎛
K a ( HisH + )
⎟
= kb + k f ⎜⎜ +
+ ⎟
[
H
]
K
(
HisH
)
+
a
⎠
⎝

(3.6)
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where Ka(HisH+) is the ionization constant of the histidine involved in loop formation
and kf and kb are the rate constants for loop formation and loop breakage, respectively.
Thus, if pH << pKa(HisH+), kb can be obtained. We have used this model in obtaining kb
rates from our data fits.

Representative data, fitted to a single exponential rise to

maximum equation, are shown in Figure 3.10.

Figure 3.10: Representative data for loop breakage in 3 M gdnHCl. Data are fitted to a single exponential
rise to maximum equation (solid line).

Table 3.5 summarizes the kinetic parameters from loop breakage in both 3 M and 6 M
gdnHCl denaturant concentrations for all poly(Ala) variants. We measured kobs under 3
M gdnHCl conditions for the variants [NH(-2), NH5A, NH5A-2] at pH 3.10 ± 0.02 and
for variants [NH5A-3, NH5A-4, NH5A-5] at pH 3.75 ± 0.12. These pH’s were also
verified by immediately collecting the effluent of the breakage experiments and
measuring the pH. Errors in pH are the standard deviations among different variants in
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the grouping. We subsequently measured kobs under 6 M gdnHCl conditions for the
variants [NH(-2), NH5A, NH5A-2] at pH 3.16 ± 0.03 and for variants [NH5A-3, NH5A4, NH5A-5] at pH 4.01 ± 0.02. These pH’s were also verified by immediately collecting
the effluent of the breakage experiments and checking them. Errors are the standard
deviations among different variants in the grouping. We note that with pKa(His) = 6.6 ±
0.1, Eq 2.1 indicates that the contribution of kf to kobs at pH [3.10, 3.75] for variants
[NH(-2), NH5A, NH5A-2, NH5A-3, NH5A-4, NH5A-5] is about 1 to 5 s-1 in 3 M
gdnHCl. While the contribution of kf to kobs at pH [3.75, 4.01] for variants [NH(-2),
NH5A, NH5A-2, NH5A-3, NH5A-4, NH5A-5] is about 0.7 to 3 s-1 in 6 M gdnHCl.
Thus, equating kobs to kb at these respective pH’s is a reasonable assumption consistent
with the small contribution expected from kf at the pH used to monitor loop breakage (Eq
3.6). Loop breakage was also done at a higher pH on the above groups of variants (see
Table A1 in Appendix A). The difference in the kobs rate constants from higher to lower
pH is small, which confirms that it is appropriate to equate kobs to kb at low pH.
Loop formation rates are much faster than the deadtime of stopped-flow
instrumentation.89 Thus, these rate constants were calculated by extracting the pKloop (pK
for loop formation with a fully deprotonated His) from the apparent pKa(obs), using Eq
3.5. This equation is a reasonable approximation if pKa(obs) is at least one unit less than
pKa(HisH+). Since pKa(HisH+) equals 6.6 ± 0.1 in 3 M gdnHCl,82 the approximation is
reasonable for the data presented here (Table 3.3). pKloop was then used in conjunction
with the loop breakage rate constants, kb, to extract loop formation rate constants (Table
3.6). The kb and kf values presented in Tables 3.5 and 3.6 do not account for viscosity
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effects at 6 M gdnHCl.42; 149; 165 Corrected values obtained using Eq 3.7149 are presented
in Table 3.7.

⎛η ⎞
k'c = k c ⎜⎜ ⎟⎟
⎝ ηo ⎠

−β

(3.7)

where k’c is the viscosity-corrected rate constant for loop formation at a given viscosity
(η), kc is the rate constant at viscosity (ηo), and β is either -1 for kc being inversely
proportional to viscosity or 0 for viscosity independence.149 Viscosity values at 3 and 6
M gdnHCl concentration were obtained from a fourth-order polynomial fit to the data of
Kawahara and Tandford.166 The corrected kb rate constants are only about 6% higher in 6
M gdnHCl than in 3 M gdnHCl. Conversely, the viscosity corrected kf rate constants
showed a 19% decrease in 6 M gdnHCl versus 3 M gdnHCl.

Table 3.5: Kinetic parameters for loop breakage at 25 oC in 3 M and 6 M guanidine
hydrochloride of poly(Ala) iso-1-cytochrome c variants
3 M gdnHCl
6 M gdnHCl
Loop
size
16
22
28
34
40
46

Variant

NH(-2)
NH5A
NH5A-2
NH5A-3
NH5A-4
NH5A-5

kb (pH 3.10 ±
0.02) (s-1)
102.3 ± 2.8
93.0 ± 0.2
79.9 ± 0.7

kb (pH 3.75 ±
0.12) (s-1)

74.3 ± 1.0
74.3 ± 1.2
73.0 ± 1.2

kb (pH 3.16 ±
0.03) (s-1)
78.4 ± 3.3
68.9 ± 2.4
65.7 ± 2.0

kb (pH 4.01 ±
0.02) (s-1)

58.6 ± 0.2
57.8 ± 0.2
57.4 ± 0.2

Data are based on three individual trials and errors are from their standard deviations.
k(obs) from loop breakage experiments are presented as kb since the calculated contribution from kf at these
low pH’s is 1 – 5 s-1 and 0.7 – 3 s-1 under 3 M and 6 M gdnHCl, respectively.
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Table 3.6: Calculated kinetic parameters for loop formation at 25 oC in 3 M and 6 M
guanidine hydrochloride N-terminal loops of iso-1-cytochrome c variants
3 M gdnHCl
6 M gdnHCl
Loop size

Variant

16
22
28
34
40
46

NH(-2)
NH5A
NH5A-2
NH5A-3
NH5A-4
NH5A-5

kf (pH 3.10 ±
0.02) (s-1)
15840 ± 640
8910 ± 830
3440 ± 300

kf (pH 3.75
± 0.12) (s-1)

kf (pH 3.16
± 0.03) (s-1)
6990 ± 830
3450 ± 230
1920 ± 120

2060 ± 320
1590 ± 110
1140 ± 80

kf (pH 4.01
± 0.02) (s-1)

1210 ± 70
810 ± 30
670 ± 30

Data are based on three individual trials and errors are from their standard deviations.
kf values presented here are not yet corrected for viscosity at the higher 6 M gdnHCl concentrations.

Table 3.7: Viscosity corrected kinetic parameters for loop breakage and loop formation
at 25 oC in 6 M guanidine hydrochloride for iso-1-cytochrome c poly(Ala) variants
Viscosity Corrected kb
Viscosity Corrected kf
Loop
size
16
22
28
34
40
46

Variant

NH(-2)
NH5A
NH5A-2
NH5A-3
NH5A-4
NH5A-5

kb [pH 3.16 ± 0.03; pH 4.01 ±
0.02] (s-1)
108.5 ± 4.5
95.4 ± 3.4
91.0 ± 2.8
81.1 ± 0.4
80.0 ± 0.4
79.5 ± 0.3

kf [pH 3.16 ± 0.03; pH 4.01 ±
0.02] (s-1)
9680 ± 1150
4780 ± 310
2660 ± 170
1680 ± 100
1130 ± 40
920 ± 50

Data are based on propagation of error in uncorrected kb and kf.
kf values presented here are corrected for viscosity at the higher 6 M gdnHCl concentration.
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3.4

Discussion

3.4.1

Global protein stability of homopolymeric poly(Ala) iso-1-cytochrome c

variants and heteropolymeric cytochrome c’ variants

For both the iso-1-cytochrome c and cytochrome c’ variants (Tables 3.1 and 3.2),
there is a general decreasing trend in m-values (indicates a lesser degree of solvent
exposed surface area upon unfolding) and an increasing trend in ∆Guo’(H2O) as loop size
increases. For the heteropolymeric cytochrome c’ variants the decreasing trends are not
immediately obvious as they are for the iso-1-cytochrome c variants. However, a simple
plot of loop size versus ∆Guo’(H2O) and m-values (see Figure 3.3), shows two groups of
variants following these general trends. The decrease in the m-values suggests that the
larger loops may be more compact due to formation of residual structure as more of the
protein is constrained into a loop in the denatured state. This trend was previously seen
as well for loops formed from the C-terminal side of iso-1-cytochrome c.124 If this is the
case, then the denatured state would be increasingly stabilized relative to the native state
and we would expect to see a decrease in the ∆Guo’(H2O) as loop size increases.
However, we see an increase in ∆Guo’(H2O) with increasing loop size. This is
confirmed in the highly reproducible Cm values (indicates the [gdnHCl] at which half the
protein population is unfolded). Since equilibrium loop formation pKloop values (see
Tables 3.3 and 3.4 and Figures 3.6 and 3.9) become less negative with increasing loop
size, this indicates that the loops are becoming less stable as loop size increases.
Destabilization of the larger loops would translate to a less stabilized denatured state and
we would expect to see an increase in the ∆Guo’(H2O) as loop size increases. Thus, our
equilibrium loop formation data indicates that weaker loops, which may be due to the
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increased loop entropy of these larger loops, is the dominant influence on the observed
increase in ∆Guo’(H2O).
For cytochrome c’ many of the histidine mutations are in α-helices since this
protein is a four-helix bundle. Histidine has a low helix propensity versus lysine or
alanine;142 therefore, native state effects cannot be ruled out in the ∆Guo’(H2O) trends
seen for cytochrome c’ variants.

3.4.2

Equilibrium loop formation in the denatured state for homopolymeric

poly(Ala) iso-1-cytochrome c and heteropolymeric cytochrome c’ variants

One of the advantages of using His–heme ligation as a probe is that a direct
correlation can be made between the apparent pKa, pKa(obs), of titrating the histidine off
the heme and the strength of that ligand interaction. Typically, the apparent pKa is lower
than the pKa of free histidine because deprotonation of histidine is coupled to favorable
formation of a bond between Fe3+ in the heme and the histidine imidazole side-chain.
The stability of the His-heme bond is dependent on three main factors as previously
described in the Introduction. First, chain stiffness can decrease the stability if the
polypeptide chain forming the loop is too short or too sterically restrictive, thereby
hindering effective His–heme molecular orbital overlap.80;

81

These hindrances can be

relieved to increase the bond strength by either increasing loop size or decreasing residue
bulk. Second, loop entropy decreases the His–heme bond strength as the loop becomes
larger. Too long a loop increases the conformational space for the histidine to search,
thereby decreasing the probability of making an actual His–heme bond. Third, residual
structure formation increases the His–heme bond strength due to the presence of
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additional stabilizing contributions in the loop, if the structure is induced by loop
formation. The summed stability of these contributors is conferred onto the His–heme
bond. Lower pKa values for the His–heme ligation are a direct indication that the
interaction is stronger and thus requires more acid to break the bond by protonating the
imidazole ring of the histidine.
The above knowledge of loop behavior enables a straightforward analysis of our
data on equilibrium loop formation. The steady increase in the pKa(obs) with increasing
loop size, as seen in Figure 3.6, indicates that for N-terminally formed loops of iso-1cytochrome c, loop entropy is the dominating factor that affects loop stability. When
compared to previous data82 from our lab on loops formed from the C-terminal end of
iso-1-cytochrome c (see Figure 3.11), it is clear that loops formed from the N-terminal
side of this protein do not suffer from loop strain. There is no comparable drop in
pKa(obs) to indicate relief of loop strain at an optimal loop size as is the case for Cterminal loops (see Figure 3.11).
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Figure 3.11: pKloop versus log of loop size (n) for iso-1-cytochrome c loops formed from the C-terminal
end under poor and good solvent conditions. The solid lines represent linear fits of the data and therefore
their slopes are scaling factors for comparison to a random coil. Figure taken from Wandschneider and
Bowler.82

The resulting scaling factors from Figure 3.6 indicate that homopolymeric nonfoldable protein sequences follow the theories of polymer science. The scaling factor of
2.26 for these types of protein sequences in a poor solvent (3 M gdnHCl) indicates that
the local interactions of the individual monomer units are still not strong enough to
dominate the local solvent-monomer interactions as well as the nonlocal excluded
volume interactions of the polymer chain. Hence, we see a denatured state ensemble
behavior akin to random coil with excluded volume. In 6 M gdnHCl solvent conditions
the scaling factor drops to 1.97 which indicates very minimal, if any, structural
interactions occurring in the denatured state of homopolymeric sequences. Curiously, if
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the 3 M gdnHCl data is plotted without the NH(-2) and NH5A variants, the slope of the
fit (see dashed line in Figure 3.6) is exactly parallel to that of the variants in 6 M gdnHCl.
This shows that deviation from random coil behavior is due solely to the foldable natural
sequence. The non-foldable poly(Ala) sequences behave like a random coil regardless.
Conversely, for heteropolymeric sequences, as seen from previous data82 and from our
work on cytochrome c’ (see Figure 3.9), there can be considerable residual structure. It is
a bit surprising that the natural heteropolymeric sequence of the iso-1-cytochrome c
protein produces such high scaling factors (v3 ~ 4 in 3 M gdnHCl) compared to the
natural heteropolymeric sequence of cytochrome c’ (v3 = 2.5). We note however, that the
data around the linear fit of the cytochrome c’ data shows considerable scatter. This may
indicate the presence of periodic clusters of residual structure along the polypeptide
chain. Further experimentation under good solvent conditions should provide further
insight into the behavior of denatured cytochrome c’.
This result mostly confirms the conclusion of previous data,82 as depicted by
Figure 3.11, that the high scaling factor in poor solvent conditions (2-4 M gdnHCl) for a
natural protein polypeptide is definitely due to the presence of residual structure. The
reason for other naturally occurring polymeric chains, such as DNA, having random coil
like scaling factors156;

157

may be attributable to the lower complexity conferred to a

polymer having an assortment of only four different nucleotide bases as compared to
twenty different amino acids for proteins.
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3.4.3

Kinetic analyses of homopolymeric protein sequences in poor and good

solvent

Previous work done by Kiefhaber and co-workers using triplet-triplet energy
transfer on host-guest peptides indicated that contact formation over short distances (N <
5) does not depend on the loop size.111 Rather, the limiting factor in loop contact
(formation) for such short loops depended on the nature of the amino acid residue in the
chain. Less bulky glycines produced more flexible chains which had faster contact
formation times compared to chains with more constrained residues such as prolines.111
For such short loops this effect is primarily due to chain stiffness. This effect has also
been seen in equilibrium data from our lab (see Figure 3.11) presumably due to the loop
formation from the chain having to “wrap around” the heme to form a His-heme bond.81;
82

Furthermore, Kiefhaber demonstrated that the rates of contact formation for longer

loops (N > 30) were found to decrease with increasing loop size. He also found that this
decrease in contact formation rates is attributable to the increased end-to-end distances of
a polymer chain in a good solvent.111 Thus, this decrease in contact (loop) formation is
primarily due to diffusion across a larger distance which can be demonstrated directly
from the effect that the solvent viscosity has on the system.
We investigated these findings with our own system. For the most part, our
findings are in agreement with Kiefhaber’s. Our loop breakage rate constants were much
slower in 6 M gdnHCl versus 3 M gdnHCl. Since Kiefhaber’s work suggested that this
decrease is viscosity related, we did a viscosity correction42; 149; 165 on our loop breakage
data. The results are summarized in Table 3.7 and are almost accounted for by viscosity
when compared to the 3 M data from Table 3.5. However, there is a 6 – 9% higher loop
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breakage rate in 6 M gdnHCl versus 3 M gdnHCl – even with the correction. This may
be within the error of the calculation but it may also be the result of disruption or
weakening of minimal amounts of residual structure in our homopolymeric sequences
being in a “goodd” solvent. A plot of the 3 M gdnHCl kb data against the 6 M gdnHCl
viscosity corrected data, seen in Figure 3.12, argues for the latter case.
More interestingly, Figure 3.12 shows that the kb rate constants for variants
NH5A-3 to NH5A-5 (loop sizes 34-46), level off in both 3 M and 6 M gdnHCl. To
explain this we must remember that loops do not behave as a random coil until they reach
a certain length several times the persistence length of the chain. At short lengths there
may be too much chain stiffness to enable random coil behavior in a good solvent.92
Thus, our data indicate that the loop is strained for shorter loops, < 34 residues. Chain
lengths of at least 30 residues were found to be necessary to display random coil behavior
with an excluded volume component.92; 111 Therefore, our data are exactly in accordance
with previous results.92; 111
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Figure 3.12: Loop breakage rate constants as a function of log of loop size (n) for poly(Ala) loops in 3 M
and 6 M viscosity corrected gdnHCl solvent conditions.

An increase to 6 M gdnHCl from 3 M gdnHCl conditions should produce a
decrease in the contact formation rates, accounted for entirely by viscosity and the
expanded end-to-end contact distances associated with good solvents, according to
Keifhaber.111

Therefore we also did a viscosity correction42;

149; 165

on our kf rate

constants. The results are summarized in Table 3.7. When compared to their 3 M
gdnHCl loop formation rates (see Table 3.6), the 6 M gdnHCl viscosity corrected values
are 38 – 19% lower than expected. The difference is depicted in Figure 3.13. Thus,
Kiefhaber was correct about the decrease in contact formation rates in good solvents
being due to increased end-to-end distance, since a significant fraction of the decreased
rate of contact formation is not accounted for by viscosity. Thus, our loop formation
findings are in accord with Kiefhaber’s.
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Figure 3.13: Calculated loop formation rate constants as a function of log of loop size (n) for poly(Ala)
loops in 3 M and 6 M viscosity corrected gdnHCl solvent conditions.

A plot of log of loop size (n) versus log kf should produce a linear relationship
from which scaling factors, v3, can be verified kinetically as well. Figure 3.14 shows that
these poly(Ala) sequences in 3 M gdnHCl, are just outside the value for a random coil
with excluded volume while in a “good” solvent (6 M gdnHCl) that value drops to 2.28 –
well within the range for a random coil with excluded volume. The two shortest loops
(16 and 22), which have the most natural foldable sequence, seem to influence the higher
v3 value in 3 M gdnHCl. This is expected in “poor” solvents if small amounts of residual
structure are present.
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Figure 3.14: Calculated log of loop formation rate constants as a function of log of loop size (n) for
poly(Ala) loops in 3 M and 6 M viscosity corrected gdnHCl solvent conditions. The slope provides scaling
factors for comparison to a random coil.

3.5

Conclusion

The effect of sequence composition and, in some cases, sequence order, can have
a significant impact on the thermodynamic and kinetic behavior of a natural polymeric
sequence. Over a decade of research on protein denatured states has established that such
naturally occurring polymers do not behave the same as random polymers. The nature of
this disparity is believed to be due to naturally occurring hydrophobic clusters present in
a protein’s natural sequence which consequently is suspected to guide the initial stages of
the protein folding process leading down the folding funnel. The resilient nature of these
hydrophobic clusters is such because of the need to prevent breakage of the crucial
seeding structure (see Chp 2). Hence, these residual structures are not easily solvated,
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even under denaturing conditions.

Numerous studies have shown residual structure

persists even under 8 M urea denaturing conditions.96
The data for cytochrome c’ presented here is unlike any of our previously studied
heteropolymeric protein sequences.82 Smooth fits to a linear equation of pKloop(His) to
log of loop size are not seen as compared to previously studied loop variants in iso-1cytochrome c.82 This scatter about linearity is more than likely due to the presence of
irregular clusters of residual structure in cytochrome c’.

For iso-1-cytochrome c

hydrophobic collapse was more dominant in shorter compared to longer denatured state
loops (see Figure 3.11). These new data are exciting and await future kinetic studies
which may establish the role of residual structure in speeding up rates of loop formation
or slowing loop breakage for cytochrome c’ variants.
Comparison of thermodynamic data on scaling factors of heteropolymeric
sequences from both iso-1-cytochrome c82 and cytochrome c’ with current
homopolymeric engineered sequences has provided stronger evidence supporting the
presence of robust residual structures in a natural protein sequence.
convincingly

demonstrated

through

thermodynamic

and

kinetic

We have also
studies

that

homopolymeric protein sequences exhibit the behavior of a random coil with excluded
volume for loop lengths 30 residues and greater.
previously published data.111
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This finding is in accord with

CHAPTER 4

COMPETITION BETWEEN REVERSIBLE AGGREGATION AND LOOP
FORMATION IN DENATURED ISO-1-CYTOCHROME C

4.1

Introduction

Slow phases in protein folding are usually associated with proline
isomerization.167 However, slow folding phases can also be caused by aggregation.168-170
Interest in protein aggregation and its causes is high due to its role in a number of human
diseases characterized by irreversible aggregation.26;

171

Several recent studies

demonstrate reversible aggregation during folding.168; 169; 172-175 The state that mediates
aggregation during folding varies. In some cases, the denatured state is implicated,
172; 173

and in other cases, partially folded intermediates are implicated.175

168;

The

reversibility of aggregation during folding can depend on protein concentration.174
Studies on the dynamics of denatured proteins have shown that proline residues can
dramatically affect the conformational properties of the denatured state.110; 121 In the case
of iso-2-cytochrome c, proline isomerization has been shown to modulate non-native Hisheme ligation.121 In this study, we investigate the effects of proline on aggregation in the
denatured state of iso-1-cytochrome c (we note that iso-1 and iso-2 cytochromes c are
naturally occurring variants of cytochrome c in Saccharomyces cerevisiae that are ~80%
identical in sequence).121
To probe the conformational properties of the denatured state, we have developed
methods for measuring His-heme loop formation using variants of iso-1-cytochrome c
containing a single histidine capable of loop formation.37; 38 In general, we find that loop
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formation in the denatured state is independent of protein concentration.81;

82; 176

Similarly, the kinetics of His-heme loop formation and breakage are consistent with twostate intramolecular binding of histidine to heme.89 However, when the histidine is <10
amino acids from the point of attachment of the heme to the polypeptide chain, we
observe significant concentration dependence for equilibrium loop formation.81;

82; 176

The AcH26I52 variant (has the H33N and H39Q mutations, an acetylated N-terminus and
the N52I mutation to stabilize the protein) of iso-1-cytochrome c has a histidine at
position 26, which is nine residues from the nearest point of attachment to the heme (His
18). There is also a proline at position 25. Equilibrium loop formation is strongly
dependent on protein concentration for this variant,82 consistent with intermolecular Hisheme binding. Interestingly, when the histidine is at position 27 (AcH27 variant), such
that it is not immediately adjacent to Pro25, equilibrium loop formation is not
significantly concentration dependent.176 This result suggests that the position of proline
relative to histidine in short loops can have a dramatic effect on intermolecular
aggregation.
Studies with a variant of iso-2-cytochrome c having a single histidine at position
26 (N26H, H33N, H39K) show that denatured state loop formation is slowed by a factor
of 140 relative to the wild-type protein.121 The lifetime of 800 ms for His26-heme loop
formation suggested that loop formation was gated by trans to cis isomerization of the
Gly24-Pro25 peptide bond in this iso-2-cytochrome c variant. Thus, it appears that both
intermolecular aggregation and proline isomerization could influence the properties of the
denatured state of cytochrome c when only a small number of residues separate the
histidine from the heme.
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To probe the effects of Pro25 on the denatured state of iso-1-cytochrome c, we
use two variants, AcH26I52124 and AcA25H26I52 (adds the mutation P25A to the
AcH26I52 variant). Both have a histidine at position 26 capable of forming a nineresidue His-heme loop in the denatured state. In the latter variant, Pro25 has been
mutated to Ala. We characterize denatured state loop formation using both equilibrium
and kinetic methods.

The equilibrium data demonstrate that replacement of Pro25

weakens intermolecular His-heme binding.

Kinetic data show that the rate of

intramolecular loop formation and breakage is not strongly influenced by this mutation.
However, in the absence of Pro25, the bimolecular rate constant for intermolecular
His26-heme binding is decreased and the unimolecular rate for breakage of the
intermolecular His26-heme bond is increased. Thus, Pro25 acts primarily to promote
intermolecular interactions in the denatured state of iso-1-cytochrome c.
We also develop an equilibrium model to analyze amplitude data from our
kinetics experiments and contrast it to a previous kinetic model177 for predicting yields of
intramolecular (folding or loop formation) versus intermolecular (aggregation) products.
The comparison suggests that equilibrium control of folding versus aggregation may be
more adaptive than kinetic control in vivo.

4.2

Materials and Methods

4.2.1

Preparation of the AcH26I52 and AcA25H26I52 variants

The AcH26I52 variant of iso-1-cytochrome c, which contains the T(-5)S and K(2)L mutations (horse cytochrome c numbering is used; thus, the first five amino acids of
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iso-1-cytochrome c are numbered −5 to −1) to give an acetylated N-terminus (eliminates
competition between the N-terminal amino group and histidine for binding to the heme
under denaturing conditions),119 the H33N and H39Q mutations so that His26 is the only
histidine capable of denatured state loop formation,80;
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the N52I mutation for

stability163 and the C102S mutation to prevent disulfide dimerization during physical
studies, was prepared and purified from Saccharomyces cerevisiae as previously
described.124

The AcA25H26I52 variant adds the P25A mutation to the AcH26I52

variant. It was prepared using single-stranded pRS/C7.8 vector DNA containing the
AcTM variant [T(-5)S, K(-2)L, H26N, H33N, H39Q and C102S relative to wild type] of
iso-1-cytochrome c81 as template for the unique restriction site elimination method.123
The SacI+II- and SacI-II+ selection oligonucleotides81 were used, as appropriate. The
SacI+II- oligonucleotide eliminates a unique SacII site and creates a SacI restriction
enzyme site upstream from the iso-1-cytochrome c gene from yeast (CYC1).178 The SacIII+ oligonucleotide does the opposite. The Asn52→Ile mutation (N52I) was introduced
using the N52I oligonucleotide, 5’-d(TTTCTTGATGATGCCATCTGTGT)-3’ (site of
mutation is underlined), and the SacI+II- selection oligonucleotide. The Pro25→Ala
mutation

was

then

added

using

the

P25A

oligonucleotide,

5’-

d(CAACCTTGTTGGCGCCACCCTTT)-3’ and the SacI-II+ selection oligonucleotide.
Finally, the Asn26→His mutation was added using the A25H26 oligonucleotide 5’d(AACCTTGTGGGCGCCACCCTT)-3’ and the SacI+II- selection oligonucleotide. All
mutations were confirmed by dideoxy sequencing. The pRS/C7.8 vector containing the
AcA25H26I52 variant was transformed into the GM-3C-2 S. cerevisiae cell line
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(cytochrome c deficient)179 and the transformants characterized, as described
previously.80 Expression and purification were carried out as for the AcH26I52 variant.

4.2.2 Protein stability measurements

The stability of the AcA25H26I52 variant was monitored as a function of gdnHCl
concentration using an Applied Photophysics Chirascan circular dichroism spectrometer
coupled to a Hamilton MICROLAB 500 Titrator using methods described previously.131
Data were acquired at 25 oC and pH 7.0 in the presence of 20 mM Tris, 40 mM NaCl as
buffer. The data were fit to a linear free energy relationship (∆Guo’(H20)-m[gdnHCl]), as
described previously,80 to extract the free energy of unfolding in the absence of
denaturant, ΔGuo’(H2O), and the m-value (rate of change of free energy of unfolding as a
function of denaturant concentration). We use a constant native state baseline in fitting
our data, as discussed previously.80 Reported parameters are the average and standard
deviation of three independent trials.

4.2.3 Equilibrium loop formation in the denatured state

pH titrations for monitoring His-heme binding in the denatured state (3 M
gdnHCl, 5 mM Na2HPO4, 15 mM NaCl) of the AcA25H26I52 variant at 1, 3, 7.5 and 15
μM protein concentration were carried out with a Beckman DU-800 UV-Vis
spectrometer. Titrations were carried out at room temperature (22 ± 1 oC). Spectra from
350 to 450 nm were acquired at each pH. Titration procedures have been described
previously.82 Data at 398 nm versus pH were fit to a modified form of the HendersonHasselbalch equation, allowing extraction of the apparent pKa for loop formation,
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pKa(obs), and the number of protons, n, involved in the process. Reported parameters are
the average and standard deviation of three independent trials.
The concentration dependence of pKa(obs) was fit to a model that assumes a
competition between intramolecular His-heme loop formation, KC, and His-heme
dimerization, KA (Eq 4.1, see Figure 4.2 in Results).

⎛ K + K 2 + 4 K [Cytc ]
C
A
t
pK a (obs ) = − log⎜ C
⎜
2
⎝

⎞
⎟
⎟
⎠

(4.1)

A derivation of this equation is provided in Appendix B.

4.2.4

pH dependent stopped-flow kinetic measurements

To monitor the breakage and formation of the His-heme bond in the denatured
state of the AcH26I52 variant, stopped flow mixing methods were used, and reactions
were monitored by absorbance spectroscopy (Applied Photophysics PiStar 180
spectrometer) at 398 nm and 25 ºC to observe the Soret band shift resulting from Hisheme bond formation or breakage.82

For pH dependent His-heme bond formation

reactions, a 2 mm pathlength and 2 μL flow cell were used, and the final reaction mixture
was obtained from 1:1 mixing of 30 μM AcH26I52, 3 M gdnHCl, and 5 mM acetate (pH
3.10) with 3 M gdnHCl and 100 mM buffer to achieve the desired ending pH (MES, pH
5.5-7.0; MOPS, pH 6.5-8.0). The loop breakage reaction, using a pathlength of 10 mm
and a 20 μL flow cell, was initiated by 1:1 mixing of 6 μM AcH26I52, 3 M gdnHCl, and
5 mM MOPS (pH 7.10) with 3 M gdnHCl and 100 mM buffer to achieve the desired

122

ending pH (acetate, pH 3.7-5.5). Final reaction pH was determined by collecting the
product of the mixing reaction and immediately measuring pH. Using the method of
reduction of 2,6-dichlorophenolindophenol,135 dead times of 0.7 ms and 1.2 ms were
determined for the 2 and 20 μL flow cells, respectively, under our mixing conditions.

4.2.5

Continuous flow measurements as a function of pH

The rates of denatured state His-heme bond formation for the AcH26I52 variant
were on the edge of the range accessible to stopped-flow mixing methods at higher pH.
Therefore, continuous flow mixing methods were used to confirm stopped-flow mixing
results. Continuous flow mixing methods with an efficient capillary mixer have been
described in detail previously.180-183 Briefly, stock solutions of the AcH26I52 variant at
50 μM were prepared in 3 M gdnHCl and 5 mM acetate buffer (pH 4.0). The loop
formation reaction was initiated by a 5-fold dilution of the protein stock solution by 200
mM buffer and 3 M gdnHCl, producing a final reaction mixture of 3 M gdnHCl and 10
μM protein at the desired ending pH (MES pH 6.0; MOPS pH 7.75). Final reaction pH
was determined by collecting the product of the mixing reaction and immediately
measuring the pH. Reactions were monitored using continuous flow ultrafast mixing
absorbance spectroscopy180; 182 with a 0.9 mL/s flow rate at 395 nm and 25 ºC to observe
the Soret band shift which indicates His-heme bond formation. A dead time of 60 ± 10
μs was measured using ascorbate reduction of 2,6-dichlorophenolindophenol as a test
reaction.135; 183 Data reduction and analysis were carried out as described previously.89; 90
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4.2.6 Sequential stopped flow mixing methods

Due to the presence of a double exponential with 1:1 stopped flow mixing,
sequential mixing (Applied Photophysics PiStar 180 spectrometer) was used to separate
the slow and fast phases in both the formation and breakage reactions. The initial “pre
mix” reaction mixture was a 1:1 mix of 60 μM protein, 3 M gdnHCl, 1 mM MOPS (pH
7.0, formation), or 1 mM acetate (pH 3.75, breakage) with 10 mM acetate (pH 4.1,
formation) or 10 mM MOPS (pH 7.1, breakage) and 3 M gdnHCl. This “pre-mix” was
held for a range of aging times (5 – 5000 ms). After the appropriate aging time, another
1:1 mixing reaction was carried out with the “pre-mix” [30 μM protein and 3 M gdnHCl
(pH 4.1 or 7.1)] with 3 M gdnHCl and 100 mM buffer at the desired ending pH (acetate,
pH 3.75, for breakage; MOPS, pH 7.1, for formation). The final product includes 15 μM
protein and 3 M gdnHCl at the desired ending pH. The reaction pH is measured by
immediately taking the final product and measuring the pH. The pathlength was 2 mm
and the volume of the flow cell was 2 μL. The dead time for the reaction was measured
by the instrument during the experiment and was approximately 1 ms. Data were fit to
double exponential decay or rise to maximum equations, as appropriate.

4.2.7

Stopped-flow mixing as a function of protein concentration

To monitor the concentration dependence of breakage and formation of the
histidine-heme bond in the denatured state for the AcH26I52 and AcA25H26I52 variants,
stopped-flow mixing methods were used, and reactions were monitored by absorbance
spectroscopy (Applied Photophysics SX20 stopped-flow spectrometer) at 398 nm and 25
ºC to observe the Soret band shift.82 A 5 μL flow cell was used for both His-heme bond
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formation and breakage reactions. The 5 mm pathlength of the flow cell was used for
low protein concentrations (2, 3.75 and 7.5 μM), while the 1 mm pathlength was used for
higher protein concentrations (15, 30, 45 and 60 μM). The starting buffer for His-heme
bond formation reactions was 10 mM acetate (pH 4.10) in 3 M gdnHCl. The ending
buffer was 100 mM MOPS (pH 7.10) in 3 M gdnHCl. Final reaction mixtures for Hisheme bond formation reactions were obtained by a 1:1 mixing of starting buffer (with a
2X protein concentration) and ending buffer.

The 3 M gdnHCl concentration was

verified by refractive index measurements.184 The starting buffer for His-heme bond
breakage reactions was 10 mM MOPS (pH 7.1) in 3 M gdnHCl. The ending buffer was
100 mM acetate (pH 3.75) in 3 M gdnHCl. For both upward and downward pH-jump
experiments, the final reaction pH was determined by collecting the product of the
mixing reaction and immediately measuring the pH. The starting and ending pH values
for these experiments were selected on the basis of the pH-dependent loop formation
kinetics such that loop formation or breakage would go to completion. Reduction of 2,6dichlorophenolindophenol by ascorbate135 gave a 0.7 ms dead time for the 5 μL flow cell,
under our mixing conditions. The time axis of the data was adjusted for the dead time
prior to fitting to triple- or quadruple-exponential functions. The appropriateness of the
fitting function was judged by comparing residuals (see Figures 4.8 to 4.11 in Results
Section).
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4.3

Results

4.3.1 Global stability of the AcA25H26I52 variant

The global stability of the AcA25H26I52 variant was measured by gdnHCl
denaturation, yielding ΔG uo’(H2O) = 7.8 ± 0.5 kcal/mol (Figure 4.1).

Figure 4.1: Plot of ellipticity versus gdnHCl concentration for the AcA25H26I52 variant at 25 oC. The
solid line is a fit of the data to a two state model assuming a linear dependence of ΔGu on gdnHCl
concentration. The fit yields m = 4.4 ± 0.3 kcal mol-1 M-1 and a titration midpoint, Cm, of 1.79 ± 0.02 M.
ΔGuo’(H2O) is reported in the text. The errors are the standard deviation of parameters from three
experiments.

The P25A mutation destabilizes the AcA25H26I52 variant by ~1.5 kcal/mol relative to
the AcH26I52 variant (ΔGuo’(H2O) = 9.37 ± 0.24).124 It is clear from Figure 4.1 that the
AcA25H26I52 is fully unfolded in 3 M gdnHCl, the conditions used for denatured state
His-heme bond formation and breakage experiments.
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4.3.2 Denatured state His-heme bond formation for the AcA25H26I52 variant

Intramolecular His-heme bond formation in the denatured state (3 M gdnHCl)
leads to a nine-residue loop when a histidine is at position 26 of iso-1-cytochrome c
(Figure 4.2).

Figure 4.2: Reaction scheme for intramolecular loop formation in competition with intermolecular
dimerization.

Spectroscopically monitored pH titrations yield an apparent pKa, pKa(obs), and the
number of protons, n, involved in the process (inset of Figure 4.3 and Table 4.1). For
intramolecular loop formation, the pKa(obs) should be independent of protein
concentration. However, if there is an intermolecular component (Figure 4.2), His-heme
bond formation will be favored by mass action as cytochrome c concentration increases.
Thus, intermolecular His-heme bond formation will cause the pKa(obs) to decrease as
cytochrome c concentration increases.
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Figure 4.3: Plot of pKa(obs) versus concentration for the AcA25H26I52 (●) and AcH26I52 (▲) variants
and two other previously reported variants, AcH22 (□) and AcH27 (∆).82; 176 Error bars are the standard
deviation of pKa(obs) from three independent experiments. All data were acquired at 22 ± 1 oC in 3 M
gdnHCl containing 5 mM Na2HPO4 and 15 mM NaCl. Solid (AcH26I52 and AcA25H26I52) and dashed
lines (AcH22 and AcH27) are shown for fits to the equilibrium model in Figure 4.2 (Eq 4.1, Materials and
Methods; Appendix B). Inset: pH titration of AcA25H26I52 at 7.5 μM protein concentration in 3 M
gdnHCl. The solid curve is a fit of the data to the Hendersen-Hasselbalch equation with the number of
protons released allowed to vary. The values of pKa(obs) and the number of protons, n, for the
AcA25H26I52 variant at concentrations ranging from 1 to 15 μM are collected in Table 4.1.

Table 4.1: Thermodynamic parameters for equilibrium His-heme bond
formation in 3 M gdnHCl at 22 ± 1 oC for the AcA25H26I52 variant

Protein Concentration μM

pKa(obs)

n

1

5.73 ± 0.03

1.20 ± 0.13

3

5.53 ± 0.02

1.16 ± 0.12

7.5

5.41 ± 0.03

1.04 ± 0.01

15

5.20 ± 0.06

0.98 ± 0.06
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Figure 4.3 shows the concentration dependence of the denatured state pKa(obs) (3
M gdnHCl) for the AcA25H26I52 variant and the AcH26I52 variant. Data for two other
variants,176 AcH22 (His22, five-residue intramolecular loop) and AcH27 (His27, 10residue intramolecular loop) are provided for comparison. For the AcH27 variant, the
concentration dependence of pKa(obs) is slight. The pKa(obs) is strongly concentration
dependent for the AcH26I52 and AcH22 variants and moderately so for the
AcA25H26I52 variant. The data fit well to the equilibrium model in Figure 4.2 (Eq 4.1,
Materials and Methods; Appendix B), yielding apparent binding constants (Table 4.2) for
intramolecular His-heme loop formation (KC) and intermolecular His-heme binding (KA).

Table 4.2: Apparent intramolecular and intermolecular His-heme binding constants in the
denatured state for iso-1-cytochrome c variantsa
KA
Intramolecular
KC
pKa(obs)0b
Variant
(M)
(M)
loop size

AcH22

5

−c

2.3 ± 0.3 × 10-5

−c

AcH26I52

9

−c

7 ± 13 × 10-5

−c

AcA25H26I52

9

4.4 ± 2.4 × 10-7

2.6 ± 0.3 × 10-6

6.35 ± 0.24

AcH27

10

1.9 ± 0.2 × 10-6

1.3 ± 0.7 × 10-7

5.72 ± 0.04

a

Data were acquired in 3 M gdnHCl at 22 ± 1 oC.
Apparent pKa extraplated to 0 M cytochrome c concentration.
c
Meaningful values could not be obtained for these variants from the fit to Eq 4.1.
b

For the AcH27 variant the apparent pKa extrapolated to 0 M protein concentration,
pKa(obs)0 (Table 4.2) is identical to the pKa(obs) at 1 μM protein concentration,176
consistent with the minor intermolecular component observed for this variant. KA varies
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over two orders of magnitude (Table 4.2). Surprisingly, the single-site mutation P25A in
the AcA25H26I52 variant versus the AcH26I52 variant decreases KA for the His26 as the
heme ligand, by ~10-fold, indicating that aggregation in the denatured state can be
strongly dependent on local sequence.
In the sections that follow, we use kinetic methods to probe the factors that cause
this difference in denatured state aggregation between the AcH26I52 and AcA25H26I52
variants due to the mutation of Pro25ÆAla. We first probe the pH dependence of His
26-heme bond formation and breakage as an initial step in characterizing intramolecular
versus intermolecular kinetic phases using the AcH26I52 variant. We then confirm these
assignments for the AcH26I52 variant with double-jump stopped-flow experiments.
Finally, we characterize the concentration dependence of the kinetics for both variants
over a 30-fold concentration range.

4.3.3

His26-heme bond formation and breakage kinetics as a function of pH for

the AcH26I52 variant

Rates of His26-heme bond formation and breakage in the denatured state (3 M
gdnHCl) as a function of pH were measured by both stopped-flow and continuous-flow
mixing methods. Fast and slow phases were observed for both upward and downward
pH-jump experiments (Table 4.3). The rate constant for the fast phase increases with
increasing pH (Figure 4.4) as observed for intramolecular loop formation with other
single-histidine variants of iso-1-cytochrome c.89
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Table 4.3: Rate constants, kobs, and amplitudes for pH jump experiments as a function
of pH at 25 oC and 3 M gdnHCl for the AcH26I52 variant
Fast phase
pH kobs (s-1)
3.70a
291 ± 13
a
3.92
282 ± 10
a
4.00
269 ± 18
a
4.20
293 ± 28
a
4.84
457 ± 47
a
5.40
483 ± 50
5.83b
585 ± 70
6.00c
647 ± 2
b
6.02
647 ± 90
b
6.32
972 ± 22
b
6.91 1160 ± 130
7.75c
1149 ± 6

Amplitude
8.0 ± 0.4 x10-2
8.3 ± 0.6 x10-2
7 ± 1 x10-2
7.2 ± 0.8 x10-2
5 ± 1 x10-2
2.9 ± 0.9 x10-2
6 ± 1 x10-2
5.73 ± 0.01 x10-2
11 ± 3 x10-2
11 ± 2 x10-2
11 ± 3 x10-2
27.4 ± 0.1 x10-2

Slow phase

F:S
Ampd

kobs (s-1)
3.84 ± 0.02
5.57 ± 0.06
4.8 ± 0.5
3.16 ± 0.03
1.6 ± 0.1
1.35 ± 0.05
1.1 ± 0.1

Amplitude
9.73 ± 0.04 x10-2
7.6 ± 0.1 x10-2
10.37 ± 0.02 x10-2
9.44 ± 0.05 x10-2
3.31 ± 0.04 x10-2
2.84 ± 0.02 x10-2
3.7 ± 0.7 x10-2

0.83
1.13
0.66
0.77
1.59
1.05
1.51

0.88 ± 0.04
0.70 ± 0.02
0.49 ± 0.02

3.21 ± 0.05 x10-2
2.81 ± 0.04 x10-2
2.1 ± 0.1 x10-2

3.37
3.96
5.00

a

Downward stopped-flow pH jumps; final protein concentration of 3 μM.
Upward stopped-flow pH jumps; final protein concentration of 15 μM.
c
Values obtained by continuous flow at a final protein concentration of 10 μM; time scale is too fast to
see slow phase.
d
F:S Amp is the ratio of amplitudes for the Fast:Slow kinetic phases.
Data taken from the Ph. D. thesis of Eydiejo Kurchan.90; 185
b
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Figure 4.4: Plot of kobs versus pH for the fast phase of His26-heme bond formation and breakage for the
AcH26I52 variant. The stopped flow data for downward (●) and upward (▲) pH jumps are shown with
error bars corresponding to one standard deviation. For continuous flow upward pH jump data (□) the error
is smaller than the size of the symbol. The inset shows the mechanism for loop formation used to fit the pH
dependence of kobs.89 The solid curve is a fit of the data to this mechanism. As previously,89 the kb reported
in the text is the average and standard deviation of the four lowest pH data points.

The fit of the data in Figure 4.4 to the mechanism in the inset to Figure 4.4 yields kf =
930 ± 60 s-1 and kb = 280 ± 10 s-1. These values of kf and kb give Kloop (= kf/kb) of 3.3 ±
0.3. The pKa obtained from the fit is 6.1 ± 0.1, reasonably consistent with deprotonation
of His26 prior to loop formation. Thus, the fast phase appears to be attributable to
intramolecular His-heme loop formation in the denatured state of this protein.

4.3.4 Sequential stopped-flow mixing

If the fast His26-heme bond formation and breakage phases in the denatured state
are truly linked to the same reaction and are distinct from the slow phases, double jump
stopped-flow experiments should confirm this assignment. Based on the data in Figure
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4.4, we have used a pH of 7 to form His-heme bonds and a pH of 4 to break His-heme
bonds in the denatured state (3 M gdnHCl).

Figure 4.5: Sequential mixing data for formation of His-heme bonds at different aging times for the
AcH26I52 variant in the denatured state (3 M gdnHCl) of iso-1-cytochrome c. Protein at pH 7 is premixed
to pH 4 and held for the indicated aging time. The protein is then mixed to raise the pH back to 7 and data
are acquired at 398 nm as a function of time. Data were obtained at 25 oC. The first ~1 ms of data are
acquired prior to the stop. The pre-stop data are not used in fitting. Data taken from Ph. D. thesis of
Eydiejo Kurchan.90; 185
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Table 4.4: Data for His-heme bond formation (end pH 7.10) from two independent
sequential mixing experiments at 25 oC and 3 M gdnHCl for the AcH26I52 variant
Slow Phase
Age Time
(ms)
50
100
200
500
750
1000
2500
5000

Rate (s-1)
0.59 ± 0.01
1.80 ± 0.09
2.04 ± 0.06
1.19 ± 0.01
1.17 ± 0.01
0.96 ± 0.01
1.02 ± 0.008
1.30 ± 0.02

Fast Phase

Amplitude
-1.8 ± 0.05 x10-3
1.8 ± 0.03 x10-3
7.2 ± 0.07 x10-3
12.2 ± 0.04 x10-3
13.4 ± 0.04 x10-3
12.7 ± 0.04 x10-3
13.2 ± 0.03 x10-3
14.2 ± 0.06 x10-3

Slow Phase
Age Time
(ms)
5
10
25
50
75
150
200
300
400
500
1000

Rate (s-1)
0.83 ± 0.02
0.76 ± 0.03
0.66 ± 0.01
0.65 ± 0.03
-----0.87 ± 0.02
1.3 ± 0.001
1.6 ± 0.2
1.2 ± 0.02
1.2 ± 0.01
1.4 ± 0.01

Rate (s-1)
966 ± 77
768 ± 23
683 ± 32
1133 ± 34
801 ± 19
1014 ± 25
944 ± 17
713 ± 24

Amplitude
0.03 ± 0.006
0.03 ± 0.013
0.03 ± 0.002
0.08 ± 0.006
0.06 ± 0.002
0.08 ± 0.004
0.08 ± 0.003
0.03 ± 0.001

Fast Phase

Amplitude
-4.2 ± 0.03 x10-3
-3.8 ± 0.05 x10-3
-3.9 ± 0.02 x10-3
-1.8 ± 0.03 x10-3
-----4.2 ± 0.04 x10-3
9.8 ± 0.03 x10-3
9.4 ± 0.04 x10-3
11 ± 0.05 x10-3
12 ± 0.05 x10-3
14 ± 0.05 x10-3

Rate (s-1)
1335 ± 35
2798 ± 197
3210 ± 310
1596 ± 27
1485 ± 78
2086 ± 103
1746 ± 65
1329 ± 35
1489 ± 40
915 ± 66
1115 ± 28

Amplitude
0.18 ± 0.01
0.39 ± 0.12
1.4 ± 0.8
0.10 ± 0.004
0.10 ± 0.01
0.18 ± 0.03
0.09 ± 0.001
0.08 ± 0.004
0.12 ± 0.01
0.02 ± 0.002
0.07 ± 0.003

Data taken from the Ph. D. thesis of Eydiejo Kurchan.90; 185

Double-jump experiments for His26-heme bond formation (pH 7 to pH 4 to pH 7)
were carried out with aging times from 5 to 5000 ms at pH 4 (Figure 4.5, Table 4.4). At
short aging times, a fast (1000-2000 s-1) His26-heme bond formation phase dominates.
At short aging times, the amplitude of the slow phase (~1 s-1) is initially small and
negative. The amplitude of the slow phase goes through zero at an aging time of ~75 ms
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and then becomes positive (Figure 4.6A). A fit of the amplitude versus time data yields a
rate constant ~5.5 s-1 (see legend to Figure 4.6A).

Figure 4.6: (A) Plot of amplitude versus aging time for the slow phase formation of the histidine-heme
bond for two separate experiments (●, ○) for the AcH26I52 variant. The lines are fits to a single
exponential rise to maximum equation. The rate constant for the growth of the slow phase amplitude for
each data set is k = 5.2 ± 0.8 s-1 (●, solid line) and k = 5.8 ± 0.5 s-1 (○, dashed line). (B) Plot of amplitude
versus aging time for the slow (○) and fast (●) phases for breakage of the His26-heme bond for the
AcH26I52 variant. Solid lines are fits to a single exponential equation and give rate constants of k = 2.8 ±
0.4 s-1 and 1.9 ± 1.2 s-1 for the slow and fast phase amplitudes, respectively. Data taken from the Ph. D.
thesis of Eydiejo Kurchan.90; 185
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The negative amplitude observed for the slow phase with short aging times can be
explained by a reversal of intermolecular His26-heme binding as the protein
concentration is rapidly decreased from 60 to 15 μM in the sequential mixing experiment.
Double-jump mixing experiments with an aging time of 2000 ms demonstrate that the
fast phase is independent of protein concentration, whereas the slow phase is
concentration-dependent and thus must be intermolecular (Table 4.5).

Table 4.5: Concentration dependence of His-heme bond formation for the
AcH26I52 variant in sequential mixing experimentsa
Slow phase
Fast phase
[AcH26I52]b

7.5 μM

Rate (s-1)

Amplitude

7.1 ±0.05 x10-3 0.88 ±0.02

0.10 ±0.01

1294 ±57

Amplitude

Rate (s-1)

15 μM

10.9 ±0.01 x10-3

1.2 ±0.02

0.15 ±0.01

1006 ±29

30 μM

16.9 ±0.01 x10-3

2.1 ±0.02

0.21 ±0.02

1259 ±32

60 μM

-3

2.42 ±0.02 0.38 ± 0.02

1356 ± 45

31.1 ±0.10 x10

a

o

Experiments were done with an aging time of 2000 ms at 25 C in 3 M gdnHCl. Initial
pH was 3.75 and final pH after mixing was 7.1.
b
Final protein concentration after mixing.
Data taken from the Ph. D. thesis of Eydiejo Kurchan.90; 185

In double-jump His-heme bond breakage experiments [pH 4 to 7 to 4 (Figure 4.7
and Table 4.6)], a fast phase (300-400 s-1) dominates at short aging times. The amplitude
for the slow phase (~5 s-1) increases as aging time increases in parallel with a decrease in
the fast phase amplitude (Figure 4.6B). The rate constants for the growth of the slow
phase amplitude and the reduction of the fast phase amplitude are within error the same
(~2.5 s-1, see the legend to Figure 4.6B).
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Figure 4.7: Sequential mixing data for breakage of His-heme bonds at different aging times for the
AcH26I52 variant in the denatured state of iso-1-cytochrome c (3 M gdnHCl). Protein at pH 4 is premixed
to pH 7 and held for the indicated aging time. The protein is then mixed to lower the pH back to 4 and data
are acquired at 398 nm as a function of time. Data were obtained at 25 oC. The first ~1 ms of data are
acquired prior to the stop. The pre-stop data were not used in fitting. Data obtained from the Ph. D. thesis
of Eydiejo Kurchan.90; 185

Table 4.6: Data from His-heme bond breakage (end pH 3.75) sequential mixing
experiments at 25 oC and 3 M gdnHCl for the AcH26I52 variant
Slow Phase
Age Time
(ms)
50
100
200
300
500
1000
2000

Rate (s-1)
3.84 ± 0.19
6.06 ± 0.08
5.06 ± 0.05
7.14 ± 0.03
6.60 ± 0.02
7.0 ± 0.02
6.61 ± 0.02

Fast Phase

Amplitude
-4.7 ± 0.08 x10-3
-1.2 ± 0.1 x10-2
-2.8 ± 0.01 x10-2
-3.4 ± 0.01 x10-2
-4.0 ± 0.01 x10-2
-5.5 ± 0.01 x10-2
-6.0 ± 0.01 x10-2
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Rate (s-1)
346 ± 4
418 ± 4
302 ± 3
360 ± 4
307 ± 3
308 ± 5
266 ± 4

Amplitude
-7.0 ± 0.1 x10-2
-9.0 ± 0.1 x10-2
-6.0 ± 0.05 x10-2
-6.0 ± 0.07 x10-2
-5.0 ± 0.05 x10-2
-4.0 ± 0.05 x10-2
-3.0 ± 0.04 x10-2

We note that the observed rate constant of 5.0 ± 1.2 s-1 for the slow phase in the
double jump His26-heme bond breakage experiments (Table 4.6) matches the rate
constant of ~5.5 s-1 at which the slow amplitude grows in double-jump His-heme bond
formation experiments. Similarly, the rate constant for slow His26-heme bond formation
at 30 μM protein concentration (2.1 ± 0.02 s-1, see Table 4.5) is similar to the rate
constant of ~2.5 s-1 for the growth of the slow phase amplitude in double-jump His26heme bond breakage experiments (aging at pH 7 is conducted at 30 μM AcH26I52 in the
double-jump His26-heme bond breakage experiments). Thus, growth of the amplitude of
slow His26-heme bond breakage requires formation of the His26-heme bonds that form
at a slow rate and growth of the amplitude of slow His26-heme bond formation requires
breakage of the His26-heme bonds that break at a slow rate. Therefore, double-jump
experiments establish that slow His26-heme bond formation is linked to slow His26heme bond breakage and fast His26-heme bond formation is linked to fast His26-heme
bond breakage.

4.3.5

Effect of Pro25 on the concentration dependence of the rates of denatured

state His26-heme bond formation and breakage

The equilibrium data in Figure 4.3 and Table 4.2 show that simple mutation of
Pro25→Ala diminishes the intermolecular component of His26-heme bond formation in
the denatured state (3 M gdnHCl).

To probe the basis for this difference, the

concentration dependence of both His26-heme bond formation and breakage was
examined using pH-jump experiments in 3 M gdnHCl for both the AcH26I52 and
AcA25H26I52 variants.

The observed kinetics is complex, requiring three to four
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exponential components to provide satisfactory fits to the data (Tables 4.7 to 4.10 and
Figures 4.8 to 4.11).

Table 4.7: Kinetic phases for His-heme bond formation at 25 oC and 3 M gdnHCl for
AcH26I52 iso-1-cytochrome c as a function of protein concentration
Very Fast Phase

Fast phase

Amplitude

Rate
Constant
(s-1)

Amplitude

Rate
Constant
(s-1)

2b

0.005 ±
0.003

1140 ±
540

0.0004 ±
0.0001

120 ±
50

3.75b

0.011 ±
0.009

1460 ±
480

0.0009 ±
0.0003

7.5b

0.030 ±
0.015

1570 ±
410

15

0.039 ±
0.019

30

[AcH26I52]a
(μM)

Medium phase
Amplitude

170 ±
70

0.00062
±
0.00004
0.0016 ±
0.0003

0.0011 ±
0.0003

150 ±
40

1720 ±
390

0.0015 ±
0.0006

0.082 ±
0.082

1540 ±
650

45

0.155 ±
0.065

60

0.213 ±
0.104

Rate
Constant
(s-1)

Amplitude

Rate
Constant
(s-1)

1.1 ±
0.4

0.00088
±
0.00006
0.0017 ±
0.0003

0.30 ±
0.03

0.0055 ±
0.0005

1.6 ±
0.2

0.0050 ±
0.0005

0.50 ±
0.04

180 ±
100

0.0098±
0.0016

2.6 ±
0.4

0.011 ±
0.001

0.72 ±
0.05

0.0019 ±
0.0004

100 ±
70

0.0229 ±
0.0015

3.3 ±
0.4

0.019 ±
0.003

0.95 ±
0.06

1900 ±
270

0.0030 ±
0.0018

75 ± 74

0.033 ±
0.002

3.9 ±
0.6

0.026 ±
0.004

1.1 ±
0.1

2260 ±
450

0.002 ±
0.000

85c

0.048 ±
0.005

4.9 ±
0.4

0.033 ±
0.003

1.33 ±
0.06

a

0.9 ±
0.1

Slow phase

0.21 ±
0.01

Final concentration after 1:1 mixing.
Amplitude data at 2, 3.75 and 7.5 μM, which were collected with a 5 mm pathlength, have been divided by
5 to normalize them relative to the higher concentration data which was collected with a 1 mm pathlength.
c
A triple exponential provides an adequate fit at 60 μM. For consistency with other data fits a fit to a
quadruple exponential was carried out with the fast phase constrained to a value in between that observed at
30 and 45 μM. The parameters from the triple exponential fit at 60 μM AcH26I25 are Afast = 0.18 ± 0.09,
kfast = 2070 ± 450 s-1, Amed = 0.040 ± 0.006, kmed = 6.4 ± 0.7 s-1, Aslow = 0.041 ± 0.003, kslow = 1.50 ± 0.07 s1
.
b
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Table 4.8: Kinetic phases for His-heme bond breakage at 25 oC and 3 M gdnHCl for
AcH26I52 iso-1-cytochrome c as a function of protein concentration
Fast Phase
[AcH26I52]a
(μM)

Amplitude

2b

0.0033 ±
0.0002

3.75b

Intermediate phase

Rate
Constant
(s-1)
269 ± 21

Amplitude

0.0054 ±
0.0005

288 ± 12

7.5b

0.0086 ±
0.0005

15

Slow phase

Rate
Constant
(s-1)
56 ± 21

Amplitude
0.00432 ±
0.00006

Rate
Constant
(s-1)
6.32 ±
0.06

0.0009 ±
0.0001

44 ± 11

0.0105 ±
0.0002

6.23 ±
0.07

276 ± 22

0.0018 ±
0.0002

44 ± 10

0.0255 ±
0.0003

6.32 ±
0.03

0.0143 ±
0.0007

259 ± 22

0.0058 ±
0.0003

32 ± 5

0.0657 ±
0.0007

6.45 ±
0.05

30

0.021 ±
0.002

241 ± 23

0.0150 ±
0.0004

28 ± 3

0.113 ±
0.002

6.62 ±
0.06

45

0.027 ±
0.001

229 ± 16

0.030 ±
0.001

26 ± 1

0.157 ±
0.001

6.86 ±
0.04

60

0.036 ±
0.004

214 ± 24

0.062 ±
0.003

24 ± 2

0.205 ±
0.006

7.01 ±
0.10

0.0004 ±
0.0001

a

Final concentration after 1:1 mixing.
Amplitude data at 2, 3.75 and 7.5 μM which were collected with a 5 mm pathlength have been divided by
5 to normalize them relative to the higher concentration data which was collected with a 1 mm pathlength.

b
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Table 4.9: Kinetic phases for His-heme bond formation at 25 oC and 3 M gdnHCl for
AcA25H26I52 iso-1-cytochrome c as a function of protein concentration
Very Fast Phase

Fast phase

[AcA25H26I52]a
(µM)

Amplitude

Rate
Constant
(s-1)

Amplitude

Rate
Constant
(s-1)

2b

0.007 ±
0.010

1540 ±
910

0.0010 ±
0.0006

210 ±
130

3.75b

0.009 ±
0.004

1220 ±
310

0.0008 ±
0.0003

7.5b

0.030 ±
0.017

1600 ±
380

15c

0.063 ±
0.029

30c

Medium phase
Rate
Constant
(s-1)

Amplitude

Rate
Constant
(s-1)

`

0.00063
±
0.00008

0.63 ±
0.13

160 ±
50

0.0012 ±
0.0002

069 ±
0.13

0.0013 ±
0.0003

170 ±
70

0.0041 ±
0.0003

0.82 ±
0.07

1780 ±
420

0.0025 ±
0.0022

300 ±
150

0.0016±
0.0002

4.0 ±
0.8

0.0122 ±
0.0004

0.87 ±
0.02

0.105 ±
0.041

1840 ±
390

0.0030 ±
0.0021

390 ±
180

0.0032 ±
0.0015

4.6 ±
1.2

0.0219 ±
0.0011

1.16 ±
0.10

45

0.125 ±
0.043

1450 ±
170

0.0109 ±
0.0026

4.0 ±
1.0

0.0312 ±
0.0031

1.26 ±
0.08

60

0.158 ±
0.050

1610 ±
200

0.0219 ±
0.0064

4.0 ±
0.9

0.0383 ±
0.0071

1.41 ±
0.14

a

Amplitude

Slow phase

Final concentration after 1:1 mixing.
Amplitude data at 2, 3.75 and 7.5 μM which were collected with a 5 mm pathlength have been divided by
5 to normalize them relative to the higher concentration data which were collected with a 1 mm pathlength.
c
Parameters at 15 and 30 μM are from fitting the data to a quadruple exponential decay function.
Parameters at other concentrations are from fitting the data to a triple exponential decay function.
b
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Table 4.10: Kinetic phases for His-heme bond breakage at 25 oC and 3 M gdnHCl for
AcA25H26I52 iso-1-cytochrome c as a function of protein concentration
Fast Phase

Intermediate phase

Slow phase

[AcA25H26I52]a Amplitude
Rate
Amplitude
Rate
Amplitude
Rate
Constant
Constant
Constant
(μM)
(s-1)
(s-1)
(s-1)
2b,c

0.0067 ±
0.0002

256 ± 9

3.75b

0.0099 ±
0.0004

258 ± 9

0.0009 ±
0.0004

7.5b

0.0184 ±
0.0008

240 ± 6

15

0.026 ±
0.001

30

0.00315 ±
0.00004

22.6 ±
0.6

37 ± 8

0.0067 ±
0.0004

22.0 ±
0.5

0.006 ±
0.002

34 ± 6

0.019 ±
0.003

21.8 ±
0.3

229 ± 8

0.017 ±
0.013

33 ± 6

0.033 ±
0.013

18.6 ±
2.9

0.035 ±
0.001

238 ± 13

0.0312 ±
0.0005

40 ± 4

0.063 ±
0.005

19.4 ±
0.5

45

0.045 ±
0.002

238 ± 19

0.046 ±
0.005

46 ± 5

0.091 ±
0.007

20.1 ±
0.6

60

0.050 ±
0.002

240 ± 18

0.062 ±
0.005

51 ± 5

0.110 ±
0.007

20.6 ±
0.5

a

Final concentration after 1:1 mixing.
Amplitude data at 2, 3.75 and 7.5 μM which were collected with a 5 mm pathlength have been divided
by 5 to normalize them relative to the higher concentration data which was collected with a 1 mm
pathlength.
c
There was no significant difference in the fit to a double versus a triple exponential function, therefore
the parameters from a double exponential fit are reported.
b
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Figure 4.8: A398 versus time data for upward pH jumps collected for the AcH26I52 variant (upper panels)
at final concentrations of 2 μM (left panels) using the 5 mm pathlength and 45 μM (right panels) using the
1 mm pathlength of the 5 μL flow cell. Data collected with logarithmic time sampling on a 100 (2 μM) or
50 (45 μM) ms time scale with pressure hold were merged with data collected with linear time sampling on
a 20 s time scale. The fits shown are to a quadruple exponential decay function. The gray data points were
used in the fit. The magenta data are pre-stop data. A small signal glitch is seen in the data near 2 ms
(upper panels, see also residuals). The lower panels compare the residuals for fits of the data to a triple
(red) versus a quadruple (blue) exponential decay function. Parameters from fits are reported in Table 4.7.
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Figure 4.9: A398 versus time data for downward pH jumps collected for the AcH26I52 variant (upper
panels) at final concentrations of 3.75 μM (left panels) using the 5 mm pathlength and 60 μM (right panels)
using the 1 mm pathlength of the 5 μL flow cell. Data were collected with logarithmic time sampling on a
1 s time scale with pressure hold. The fits shown are to a quadruple exponential rise to maximum function.
The gray data points were used in the fit. The magenta data are pre-stop data. The lower panels compare
the residuals for fits of the data to double (red), triple (blue) and quadruple (magenta) exponential decay
functions. In these examples the glitch in the data near 2 ms (upper panels, see also residuals) is fairly
prominent, and a quadruple exponential provides a better fit to the data beyond 5 ms. The fastest of the
four phases is likely an artifact due to the presence of the glitch. Traces where the glitch is less prominent
(data not shown) provide nearly identical parameters for the three slower phases with either the triple or
quadruple exponential functions, indicating that the strategy of using a quadruple exponential function to
deal with the data glitch is reasonable. Parameters from fits are reported in Table 4.8.
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Figure 4.10: A398 versus time data for upward pH jumps collected for the AcA25H26I52 variant (upper
panels) at final concentrations of 7.5 μM using the 5 mm pathlength and 15 μM using the 1 mm pathlength
of the 5 μL flow cell. Data were collected with logarithmic time sampling on a 5 s time scale with pressure
hold. The fit shown at 7.5 μM is to a triple exponential decay function and that at 15 μM is a quadruple
exponential decay function. The gray data points were used in the fit. The magenta data are pre-stop data.
The lower panels compare the residuals for fits of the data to double (red), triple (blue) and quadruple
(magenta) exponential decay functions. A small signal glitch is observed near 2 ms (upper panels, see also
residuals). The improvement in the data fit was marginal for the quadruple versus the triple exponential
decay function at 7.5 μM protein concentration, so parameters from the triple exponential fit are reported.
The improvement in the data fit was significant for the quadruple versus the triple exponential decay
function at 15 μM protein concentration, so parameters from the quadruple exponential fit are reported.
Parameters from fits are reported in Table 4.9.

145

Figure 4.11: A398 versus time data for downward pH jumps collected for the AcA25H26I52 variant (upper
panels) at final concentrations of 7.5 μM using the 5 mm pathlength and 45 μM using the 1 mm pathlength
of the 5 μL flow cell. Data were collected with logarithmic time sampling on a 1 s time scale with pressure
hold. The fits shown are to a quadruple exponential rise to maximum function. The gray data points were
used in the fit. The magenta data are pre-stop data. The lower panels compare the residuals for fits of the
data to double (red), triple (blue) and quadruple (magenta) exponential decay functions. Due to the small
glitch in the data near 2 ms (upper panels, see also residuals), a quadruple exponential provides a better fit
to the data beyond 5 ms. The fastest of the four phases is likely an artifact due to the presence of the glitch.
Traces where the glitch is less prominent (data not shown) provide nearly identical parameters for the three
slower phases with either the triple or quadruple exponential functions, indicating that the strategy of using
a quadruple exponential function to deal with the data glitch is reasonable. Parameters from fits are
reported in Table 4.10.

For upward pH-jump data, the best fit for both variants is obtained using a
quadruple-exponential function. The fractional amplitudes of three of the phases are
nearly invariant with protein concentration (Figures 4.12 and 4.13). The fourth phase
diminishes in fractional amplitude as concentration increases and is likely due to a small
artifact observed in absorbance data near 2 ms (see traces in Figures 4.8 to 4.11). If this
phase is disregarded, a fast phase with a rate constant near 1600 s-1 (AcH26I52, 1650 ±
350 s-1; AcA25H26I52, 1580 ± 200 s-1) and two slow phases are observed. The ability to
discern two slow phases in these experiments versus the double-jump experiments likely
results from the superior signal to noise of the SX20 stopped-flow spectrometer used in
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the single jump experiments. Both slow phases are concentration-dependent for the
AcH26I52 variant (Figure 4.14), with kobs leveling off at higher protein concentration.
For the AcA25H26I52 variant, the faster of the two slow phases is not observed at lower
protein concentration and within error is independent of protein concentration [4 ± 1 s-1
(Figure 4.14)]. The slower of the two phases is concentration-dependent.
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Figure 4.12: Concentration dependence of the fractional amplitudes, fAmp, of the kinetic phases for loop
formation for the AcH26I52 variant of iso-1-cytochrome c. Data were acquired at 25 oC in 3 M gdnHCl as
described in Materials and Methods.
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Figure 4.13: Concentration dependence of the fractional amplitudes, fAmp, of the kinetic phases for loop
formation for the AcA25H26I52 variant of iso-1-cytochrome c. Data were acquired at 25 oC in 3 M
gdnHCl as described in Materials and Methods.

Figure 4.14: Concentration dependence of the slow phase rate constants for His-heme bond formation with
the AcH26I52 (■, ▲) and AcA25H26I52 (□, Δ) variants. Concentration is final concentration after mixing.
Data were acquired at 25 oC in 3 M gdnHCl as described in the Materials and Methods. The error bars are
one standard deviation of the mean. For clarity, errors bars of ~ ± 1 s-1 are omitted for the faster of the two
slow phases (□) for the AcA25H26I52 variant.
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For downward pH-jump data (His-heme bond breakage), three kinetic phases are
observed for both proteins. The rate constants for these phases appear to be independent
of protein concentration (AcH26I52, 254 ± 27 s-1; 36 ± 12 s-1 and 6.5 ± 0.3 s-1;
AcA25H26I52, 243 ± 10 s-1; 40 ± 7 s-1 and 20.7 ± 1.5 s-1). At the lowest concentration of
protein used, the intermediate phase cannot be discerned for the AcA25H26I52 variant.
For both variants, at low protein concentration, the fractional amplitude, fAmp, for the fast
phase for loop breakage is similar to or larger than fAmp for the slow phase (Figure 4.15).
At higher protein concentrations, the slow phase dominates the amplitude for the
breakage reaction, although the concentration dependence of the fractional amplitudes of
the three phases saturates at an initial protein concentration of greater than ~ 30 μM. The
total amplitudes for His26-heme bond breakage and His26-heme bond formation are
similar to each other and are linearly dependent on protein concentration (insets in Figure
4.15), indicating that the full reaction is being detected in both directions and at all
protein concentrations.
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Figure 4.15: Concentration dependence of the fractional amplitudes, fAmp, of the kinetics phases for His26heme bond breakage for the (A) AcH26I52 and (B) AcA25H26I52 variants of iso-1-cytochrome c. Data
were acquired at 25 oC in 3 M gdnHCl as described in Materials and Methods. The fAmp for the fast phase
(○), the intermediate phase (□) and the slow phase (Δ) are shown with error bars derived from standard
propagation of the error in the observed amplitudes. The concentrations prior to mixing, [AcH26I52]i and
[AcA25H26I52]i, are plotted on the x-axes, since fAmp reflects the equilibrium distribution of species prior
to mixing. The solid lines are fits to the equilibrium model in Appendix C as described in the Discussion.
The dotted line in panel B is a fit to Eq 4.2 (Discussion) with the Kloop(obs) constrained to 4.65. The inset
in each panel shows the total amplitude, ΔA398(total), versus protein concentration after mixing,
[AcH26I52]f and [AcA25H26I52]f, for the His26-heme bond formation (●) and breakage (○) reactions.
The solid line is a linear fit to ΔA398(total) versus protein concentration for the His26-heme bond formation
amplitudes.
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Comparison of the fast phases (due to intramolecular loop formation and breakage)
from these concentration-dependent kinetic experiments with the fast phases from the
pH-dependent His26-heme bond formation/breakage experiments in Figure 4.4 shows
that the rate constants obtained for loop formation, kf, and loop breakage, kb, are similar.
The magnitudes of kb obtained for His26-heme bond breakage at pH 3.75 for the
AcH26I52 and AcA25H26I52 variants (~250 s-1) are similar to kb ~280 s-1 obtained for
the AcH26I52 variant in Figure 4.4. On the basis of the mechanism in the inset of Figure
4.4, kf for intramolecular loop formation from the protein concentration-dependent
kinetic experiments can be approximated as the difference between the fast rate constant
for His26-heme bond formation at pH 7.1 and the fast breakage rate constant at pH 3.75.
This approximation yields kf values of 1400 ± 380 s-1 and 1340 ± 210 s-1 for the
AcH26I52 and AcA25H26I52 variants, respectively. Again, these values are reasonably
similar to kf = 930 ± 60 s-1 observed with the pH dependent data for the AcH26I52
variant in Figure 4.4.

4.4

Discussion

Our equilibrium data on the effect of protein concentration on His-heme bond
formation in the denatured state of iso-1-cytochrome c demonstrate that the contribution
of the intermolecular reaction drops off rapidly with the distance of the histidine from the
heme (Table 4.2). His22, which is five residues from the heme, has a 100-fold larger
intermolecular equilibrium constant, KA, than His27 which is 10 residues from the heme.
We also find that the intermolecular reaction is very sensitive to local sequence. The
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Pro25→Ala mutation decreases KA for His26 by ~10-fold. Comparison with data for iso2-cytochrome c also supports this sensitivity to local sequence.121 For iso-2-cytochrome
c, pKa(obs) = 5.3 at a protein concentration of 60 μM, much higher than would be
expected if an intermolecular reaction was occurring.

Thus, the small sequence

differences between iso-1- and iso-2- cytochrome c for the residues in between His26 and
the heme (Val20→Ile and Lys22→Glu) clearly affect intermolecular aggregation as is
observed for the Pro25→Ala mutation.

Aggregation is also strongly dependent on

solution conditions. Data for the AcH26I52 variant in 6 M gdnHCl82 yield a KA of (1.3 ±
1.0) ×10-6 M, 1 order of magnitude lower than in 3 M gdnHCl. Thus, the intermolecular
aggregation we observe here is likely to be more prominent under folding conditions.
An interesting feature of our concentration-dependent kinetic data is that the
amplitudes of His26-heme bond formation phases are independent of protein
concentration (Figures 4.12 and 4.13), whereas the amplitudes of the His26-heme bond
breakage phases are strongly concentration-dependent (Figure 4.15). For His26-heme
bond formation, the fast intramolecular phase always dominates. By contrast, for His26heme bond breakage, the fast intramolecular phase diminishes in importance rapidly as
protein concentration increases. Thus, it is evident that aggregation is under equilibrium
control. Previous models for the outcome of aggregation versus folding are based on
kinetic partitioning between irreversible folding and aggregation reactions.177

We

develop a model for equilibrium control of partitioning between folding (or loop
formation) and aggregation, compare the predictions of the two models, and discuss the
implications for evolution of proteins. First we discuss the nature of the slow aggregation
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phases and then we use our data to extract equilibrium and kinetic parameters necessary
to compare kinetically irreversible and equilibrium models for aggregation.

4.4.1 Nature of the slow phases for loop formation and breakage

The concentration dependence of the slow phases for His26-heme bond formation
clearly indicates an intermolecular process. For the AcH26I52 variant, adequate fits of
the slow phase data are obtained with two similar-amplitude exponential components
with rate constants that differ by a factor of ~3 (Figure 4.14, Table 4.7). This method of
fitting the data is clearly an over-simplification. However, attempts to fit the data to a
simple second-order rate process produced worse fits. The two slow phases for His26heme bond formation are matched by two slow phases for His-heme bond breakage. In
Figure 4.15, the amplitude of the slowest His26-heme bond breakage rate (6.5 ± 0.3 s-1)
starts to lose amplitude to the intermediate breakage rate (36 ± 12 s-1) at high
concentrations of the AcH26I52 variant.

This observation suggests that at high

concentration, higher-order (less kinetically stable) aggregates have formed. It is also
possible that the two different slow phases represent intermolecular His26-heme bond
formation and breakage with the Gly24-Pro25 peptide bond in cis versus trans
conformations. However, this is inconsistent with the observed decrease in the amplitude
of the slower breakage rate at higher high concentrations of the AcH26I52 variant. Thus,
the data support a mechanism involving His-heme dimerization at lower protein
concentrations with contributions from higher-order aggregation at higher concentrations.
For the AcA25H26I52 variant, two slow phases for His26-heme bond formation
and breakage are also observed. The rate of the dominant slow phase (0.6 – 1.4 s-1) for
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His26-heme bond formation depends on the concentration of the AcA25H26I52 variant,
whereas the lower-amplitude slow phase (~4 s-1), which only appears at a final
concentration of ≥ 15 μM, does not. The reason for the lack of concentration dependence
is unclear (although the large errors bars on this rate constant may obscure concentration
dependence). The rate constants for the two slow His26-heme breakage phases are too
similar (40 ± 7 s-1 and 20.7 ± 1.5 s-1) to be fully resolved.
When AcH26I52 is compared to AcA25H26I52, both have a slow phase for
His26-heme bond breakage with a rate near 40 s-1. However, the slower of the two
His26-heme bond breakage phases is ~3-fold faster for the AcA25H26I52 variant. Thus,
both have intermolecular processes attributable to dimerization and higher-order
aggregation. The higher-order aggregates appear to have similar kinetic stability.

4.4.2

Extraction of equilibrium parameters from the kinetics of intramolecular

loop formation

For both variants, the fractional amplitudes of the fast and slow phases of His26heme bond formation are nearly invariant with protein concentration (Figures 4.12 and
4.13), indicating that the amplitudes are controlled by the relative rates of the individual
processes. The average fractional amplitude of the fast His26-heme bond formation
phase, ffast, across all protein concentrations studied is 0.70 ± 0.04 for the AcH26I52
variant and 0.79 ± 0.04 for the AcA25H26I52 variant. Thus, the fractional amplitude of
the fast phase assigned to intramolecular loop formation can be used to obtain an
apparent equilibrium constant for loop formation [Kloop(obs) = ffast/(1-ffast)] at pH 7.1
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(Table 4.11). The values are similar to the intramolecular equilibrium constant obtained
for the AcH26I52 variant derived from the pH dependence of kobs (Figure 4.4).

Table 4.11: Equilibrium parameters for intramolecular and intermolecular His26heme bond formation at pH 7.1 and 25 oC
Parameter and Method
Variant
of Evaluation

AcH26I52

AcA25H26I52

pH dependent kinetics

3.3 ± 0.3a

−

ffast: His-heme bond
formation amplitudes

2.3 ± 0.3

3.8 ± 0.8

kf(fast)/kb(fast)

5.5 ± 1.6

5.5 ± 0.9

ffast: His-heme bond
breakage amplitudes

8.7 ± 0.3

16.1 ± 0.9

fslow: His-heme bond
breakage amplitudes

10.6 ± 0.3

−b

ffast: His-heme bond
breakage amplitudes

3.00 ± 0.08×107 M-1

2.1 ± 0.2×107 M-1

fslow: His-heme bond
breakage amplitudes

3.00 ± 0.07×107 M-1

−b

Kloop(obs)

Kinter(obs)

a

Kloop(obs) is for fully deprotonated His26 in this case, ie., Kloop. Correcting to pH 7.1 with Kloop(pH)
= Kloop/(1 + 10(pKa – pH)) using pKa = 6.6 for His2682 yields Kloop(obs) ~ 2.5.
b
The data deviate too strongly from a simple dimerization in competition with intramolecular loop
formation equilibrium to fit fslow to this model.

Kloop(obs) at pH 7.1 can also be estimated from the measured rate constants for
the fast forward and back reactions [kf(fast)/kb(fast)] for intramolecular loop formation
obtained from our kinetic studies on the AcH26I52 and AcA25H26I52 variants versus
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protein concentration. The values for Kloop(obs) obtained in this way are similar to those
obtained from the fast amplitude data, ffast, for His26-heme bond formation (Table 4.11).

4.4.3

Extraction of equilibrium properties for intermolecular association from the

kinetics of His26-heme bond breakage

The fractional amplitude data for loop breakage as a function of protein
concentration (fAmp for the fast phase in Figure 4.15) provide information about the
relative contributions of intra- and intermolecular His26-heme bond formation, since
these species are at equilibrium prior to the downward pH jump. Since all downward pHjump experiments start at pH 7.1, we can evaluate apparent equilibrium constants,
Kloop(obs) and Kinter(obs), for denatured state intramolecular loop formation and
intermolecular association, respectively, at this pH. We approximate the equilibrium
with the simplest possible model: His-heme dimerization in competition with
intramolecular loop formation. The fraction of protein which forms an intramolecular
loop, floop, is given by Eq 4.2 for this model (see Appendix C).

f loop =

⎞
⎛
1
⎟+
− ⎜1 +
⎜ K (obs ) ⎟
loop
⎠
⎝

2

⎞
⎛
⎞
⎛
1
⎟ + 8⎜ K inter (obs )2 ⎟[Cytc ]t
⎜1 +
⎜ K (obs ) ⎟
⎜ K (obs ) ⎟
loop
⎠
⎝ loop
⎠
⎝
⎛ K (obs ) ⎞
⎟[Cytc ]t
4⎜ inter
⎜ K (obs ) 2 ⎟
⎠
⎝ loop
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(4.2)

This equation was used to fit the fast phase amplitude for the loop breakage reaction as a
function of [Cytc]i (○ in Figure 4.15 A, B) to yield Kloop(obs) and Kinter(obs) (Table 4.11).
Kinter(obs) is of the same order of magnitude for both variants, in contrast to the results
from the concentration dependence of pKa(obs) (Table 4.2). However, the parameters
obtained from fits to Eq 4.2 are sensitive to small errors in the data. If we constrain
Kloop(obs) to 4.65 (the average value from amplitude and rate constant data for the fast
phase of His-heme bond formation and breakage for the AcA25H26I52 variant), the
quality of the fit is only slightly diminished (dotted line Figure 4.15B), and we obtain a
Kinter(obs) of (1.5 ± 0.1) ×106 M-1 which is more in line with the results from the
concentration-dependent pKa(obs) data.

The poorer separation of dimerization and

higher-order aggregation for the AcA25H26I52 variant relative to the AcH26I52 variant
(Figure 4.15) probably also affects the accuracy of Kinter(obs) obtained for the
AcA25H26I52 variant.
For the AcH26I52 variant, the rise in the fractional amplitude of the slow
breakage phase, fslow [Figure 4.15A (∆)], can be fit to the equilibrium model (for
equations see Appendix B) out to a protein concentration of 30 μM. The values for
Kloop(obs) and Kinter(obs) are similar to those obtained by fitting Eq 4.2 to ffast (Table
4.11).

Thus, our simple dimerization model is adequate for describing the data at

relatively low concentrations of AcH26I52. For the AcA25H26I52 variant, dimerization
and higher-order aggregation are poorly separated. Thus, fslow cannot be fit to a model
involving simple loop formation in competition with dimerization.
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4.4.4 How fast is bimolecular aggregation in the denatured state?

Reversible intermolecular aggregation has been found to affect the folding
kinetics of a number of proteins.168;

169; 172-175

In these cases, aggregates accumulate

during folding and are not pre-existing in the denatured state in a strong denaturant,
although for the proteins CI2 and U1A, aggregation is believed to occur from the
denatured state under folding conditions.168; 172; 173 The bimolecular rates for association
of denatured protein molecules under folding conditions can be very fast, ranging from
3×105 M-1s-1 to 4×107 M-1s-1 for CI2 and U1A, respectively.168; 172; 173 We can estimate
the bimolecular association rate constant, kinter, for His26-heme bond formation at pH 7.1
using Kinter(obs) and the slowest rate constant for His-heme bond breakage. For the
AcH26I52 variant, we find kinter = (2.0 ± 0.2) ×108 M-1s-1. For the AcA25H26I52 variant,
we find kinter = (3.0 ± 0.3) ×107 M-1s-1 [using Kinter(obs) = (1.5 ± 0.1) ×106 M-1]. Thus, as
for the U1A protein,168;

173

intermolecular association in the denatured state of these

variants of iso-1-cytochrome c is very fast.

4.4.5

Equilibrium versus irreversible kinetic control of aggregation

The impact of pathological protein aggregation in living cells depends on the
competition between productive intramolecular folding and deleterious intermolecular
aggregation. As seen here and in previous studies, the bimolecular rate for reversible
intermolecular association can be very fast. Thus, competition between protein folding
and protein aggregation has the potential to be problematic in living cells particularly if
both processes are irreversible and thus kinetically-controlled. Therefore, it is instructive
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to compare the advantages and disadvantages of kinetic versus equilibrium control of this
competition.
For the iso-1-cytochrome c variants studied here, both intermolecular His26-heme
bond formation and intramolecular loop formation are reversible, and thus under
equilibrium control. We examine this competition with the data for the AcH26I52
variant.

Using the intramolecular loop formation-intermolecular dimerization

equilibrium model described above and the parameters Kintra(obs) and Kinter(obs) obtained
from the fits to the data in Figure 4.15A, we show the relative proportions of
intramolecular loop formation versus intermolecular aggregation as a function of protein
concentration (Figure 4.16, solid lines). For comparison the predictions of an irreversible
kinetic model (Eq 4.3) for the competition between folding and aggregation177 are shown
(Figure 4.16, dashed line).

f loop =

⎛ [Cytc ]t × k inter (obs) ⎞
kintra (obs )
⎟⎟
× ln ⎜⎜1 +
[Cytc ]t × kinter (obs )
k intra (obs )
⎝
⎠

(4.3)

Since kintra(obs) at pH 7.1 is large for loop formation (~1400 s-1), in fact, irreversible
kinetic control would have led to a considerably higher yield of the intramolecular
product for the AcH26I52 variant over the concentration range of our experiments
(Figure 4.16).

159

Figure 4.16: Comparison of equilibrium versus kinetic control for the production of intramolecular loops,
floop, versus intermolecular His-heme dimers, finter, for the AcH26I52 variant. Curves for floop decrease as
protein concentration increases, while curves for finter increase as protein concentration increases. The solid
curves show floop (Eq 4.2) and finter for the equilibrium model of intramolecular versus intermolecular
competition using the parameters from the fit of ffast for His-heme bond breakage to this model given in
Table 4.11. Experimental data for intramolecular loop breakage (●, ffast in Fig. 4.15A) and breakdown of
intermolecular His-heme dimers (○, fslow in Fig. 4.15A) for the AcH26I52 variant are shown against these
curves. The deviation of these data from the solid curves at higher concentration is due to higher order
aggregation. The calculated concentration dependencies for floop (Eq 4.3) and finter (1-floop) assuming kinetic
control of the partitioning between intramolecular and intermolecular reactions are shown with dashed
curves. The pH 7.1 values, kintra(obs) = 1400 s-1 and kinter(obs) = 2.0 × 108 M-1 s-1 for the AcH26I52 variant,
were used to generate these curves. The effect of reducing kintra(obs) to 1 s-1 on the concentration
dependencies of floop and finter using the kinetic control model is shown with dotted curves.

However, for many protein folding reactions the rate of folding is considerably
slower than the millisecond time scale.186 For comparison, the outcome for irreversible
kinetic control is shown in Figure 4.16 (dotted line) if loop formation occurs on a 1 s time
scale (kintra = 1 s-1) in competition with the very fast bimolecular His26-heme reaction
observed here. Clearly, kinetic control is highly disadvantageous if the intramolecular
reaction is slow. Another aspect of equilibrium control is that the square root dependence
of floop on [Cytc]t for equilibrium control versus the logarithmic dependence of floop on
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[Cytc]t for the kinetic model leads to a less abrupt fall off in floop at higher protein
concentrations (see Figure 4.16). This would be advantageous for the yield of folded
versus aggregated protein, as well.
In vivo, proteins must fold and operate in crowded environments, where
concentrations of macromolecules approach 350 mg/mL.187 For a small protein like
cytochrome c this corresponds to a concentration of ~0.03 M. Under these conditions,
fast folding kinetics (~1000 s-1) will not permit competition with the very fast
bimolecular aggregation we observe in the denatured state (see arrow in Figure 4.16).
However, if intermolecular interactions are kept modest and reversible [similar to
Kinter(obs) = 3 x 107 M-1 observed for the AcH26I52 variant (Table 4.11)], a protein of
average stability (~5 kcal/mol) would form less than 0.1% aggregate even at a
concentration of macromolecules of 0.1 M if the partitioning between folding and
aggregation were under equilibrium control.
Thus, there are advantages for the folding versus aggregation competition to have
evolved with equilibrium rather than kinetics controlling this partitioning in vivo. The
observation that aggregation during folding can be reversible168; 169; 172-175 and that protein
sequences appear to have evolved to minimize aggregation-prone sequences171 supports
this contention. The very fast bimolecular rate constants, seen for oligomerization of
denatured states,168; 172; 173 indicate that it would be difficult for folding to prevail over
aggregation if kinetic control of this partitioning operated in the crowded environment of
a cell. Clearly, chaperones have evolved to assist in making aggregation reversible when
necessary and thus allow for productive folding for protein sequences that are not
optimized for reversible aggregation.188
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4.4.6

Aggregation during the folding of cytochrome c

For horse heart cytochrome c, reversible aggregation occurs during folding at high
protein concentration.169

Given the results on intermolecular His26-heme binding

presented here, it is possible that the aggregation is mediated through His26, although the
presence of lysine at position 25 in the horse protein appears to make this process much
less favorable than for Pro25 or Ala25, since aggregation is observed only above 30 μM
protein concentration during folding. At the highest concentrations used in the horse
cytochrome c study (500 μM), irreversible kinetic control would have decreased the yield
of folded protein to ~50%. With weak reversible aggregation, all of the protein reached
the native state.

4.5

Conclusion

We have shown that reversible His26-heme aggregation competes with
intramolecular His26-heme loop formation in the denatured state of iso-1-cytochrome c.
The bimolecular step in aggregation is very fast, indicating that intermolecular contacts
between denatured proteins occur rapidly even in dilute solution. The thermodynamics
of intermolecular His26-heme binding depends strongly on the sequence proximity of the
histidine to the heme and on the identity of residues adjacent to the histidine. For His26,
Pro25 strongly enhances the intermolecular interaction relative to Ala25, primarily by
slowing breakdown of what appears to be an intermolecular dimer. We have developed
an equilibrium model to analyze aggregation in the denatured state of these variants.
Comparison of the predictions of this model with a previous irreversible kinetic model
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for aggregation shows that equilibrium control has evolutionary advantages in terms of
productive partitioning between folding and aggregation.
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CHAPTER 5

PROBING DENATURED STATE DISTRIBUTIONS OF THE INITIAL EVENTS OF
PROTEIN FOLDING USING TIME-RESOLVED FÖRSTER RESONANCE ENERGY
TRANSFER (TR-FRET)

5.1

Introduction

Proteins are naturally occurring heteropolymers. This heterogeneity, more than
likely, is a naturally engineered attribute, which supposedly imparts unprecedented
control over the polypeptide sequence in folding to its fully functional native state. In
Chapter 3 we delved into the comparison of naturally occurring protein sequences from
yeast iso-1-cytochrome c, as well as cytochrome c’, via scaling factor assessments of the
denatured state.

We compared these naturally occurring sequences to synthetically

engineered homopolymeric protein sequences and saw that the non-random-coil nature of
the former was replaced by random-coil behavior with excluded volume for the latter.
There are numerous accounts of non-random-coil nature for natural polypeptide
sequences74; 76; 77; 80; 82; 117; 144; 160; 189 but there are also several accounts of random-coil
properties190-192. Thus, the obvious question is, “What is the function of heterogeneity for
a natural protein sequence”? We suspect this heterogeneity is a necessary property for
proteins in establishing hydrophobic contacts during the theorized hydrophobic collapse
stage of protein folding. This brings us to the second question. How can we probe such
interactions at the timescale of their occurrence? To do this, we focus on the denatured
state and the events leading to the formation of one of the most primitive contacts
possible at this level – a simple loop – using Förster resonance energy transfer (FRET).
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The denatured state is not just a single conformation of the polypeptide chain.
The

denatured

state

ensemble

(DSE)

is

composed

of

rapidly

exchanging

conformations.193; 194 Therefore, techniques such as NMR, CD, steady-state fluorescence
and absorbance, which just measure the ensemble-averaged spectroscopic property of the
DSE will not be able to provide information on the underlying complexity of the DSE.7476; 189; 195

A technique sensitive to these complexities is needed. We have chosen to use a

prominent method, time-resolved Förster resonance energy transfer (TR-FRET),
currently being used in the field.

FRET is a property of a fluorescent molecule

(fluorophore) to undergo resonance energy transfer with an acceptor molecule if there is
sufficient overlap between the donor emission spectrum and the acceptor absorbance
spectrum. The donor’s excited-state decay rate constant (k), for transfer of energy to the
acceptor, scales as the inverse to the sixth power of the donor-acceptor distance (r)
according to Eq 5.1:75; 196

⎛ ⎛ Ro ⎞ 6 ⎞
k = k o ⎜1 + ⎜ ⎟ ⎟
⎜ ⎝ r ⎠ ⎟
⎝
⎠

(5.1)

where ko is the donor’s excited state decay rate in the absence of a quencher and Ro is the
Förster distance.

The Förster distance (critical distance) is dependent on the

spectroscopic properties of the donor and acceptor and is given by Eq 5.2:75; 196

Ro = 8.8 x10 −5 κ 2 n −4 Φ D J

(5.2)
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where κ is the orientation factor (2/3 for random orientation), n is the refractive index of
the solution, ΦD is the donor fluorescence quantum yield, and J is the overlap integral,
which describes the spectral overlap between the donor fluorescence spectrum and the
acceptor molar absorption spectrum.75;

196

This resonance energy transfer is distance

dependent as seen from (Eq 5.1) and the possible distances probed can be ascertained
from the Ro – usually 0.3Ro < r < 1.5Ro.75 Thus, unlike basic fluorescence, which only
reports on the presence or absence of a specifically probed attribute, FRET can give
distance information in relation to the donor and acceptor. FRET should therefore easily
report on the complexity of conformational states that exist in the DSE. Unfortunately,
since the DSE has been found to be a collection of rapidly exchanging conformations, a
steady-state FRET analysis would simply provide information on the average of the
ensemble, which is not particulary useful for discerning various conformations in the
ensemble.74-76; 195 However, lifetime measurements of the ensemble are dependent on the
excited-state decay of the donor fluorophore. Time-resolved detection of various DSE
conformational states is possible, if the rate of interconversion between substates within
the DSE is greater than ko. Furthermore, since the donor excited-state decay rate is
controlled through distance-dependent quenching by the acceptor, we can obtain distance
distributions of the various conformational states in the DSE through an analysis of the
FRET efficiency.

Additionally, anisotropic measurements can be made to give

information on the relative conformations of the donor fluorophore and how it is affected
by the tumbling motions of the protein. With this level of control and information return
from TR-FRET, we can probe the nature of the conformational distributions present in
the DSE of iso-1-cytochrome c and how they change during the initial stages of a
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supposed nucleation event – loop formation. An understanding of the conformational
changes to the DSE of iso-1-cytochrome c as a loop is formed will provide a greater
understanding of how nature has engineered the polypeptide chain of this protein, and
possibly proteins in general, to proceed on its “conformational walk” across the energy
landscape down towards the bottom of the folding funnel.
Previous TR-FRET experimentation on iso-1-cytochrome c showed that the
sequence is prone to misligation under denaturing conditions.74 The native axial Met 80
heme ligand is not favored under oxidizing and low pH conditions. However at pH 7,
various other ligands can bind to the heme in the denatured state.80; 117; 119 Therefore, care
must be taken in mutant design to avoid misligation complications. Previous studies have
also highlighted a region near the hydrophobic heme group that displays surprising stable
distributions of conformers in the DSE at high gdnHCl concentrations.74; 76 This is of
great interest to us since previous studies on loop formation from the C-terminal side of
iso-1-cytochrome c has also provided a maximally stabilized loop (variant AcH54I52)
under various gdnHCl concentrations – even at 6 M.82 Probing the variants used in our
previous study82 would enable a greater understanding of the factors that affect loop
formation. Hence, we focus on that protein sequence region using fluorescent donor
probes at various positions to enable a greater elucidation of the complexity of sequenceheme interactions and their role in loop formation and stabilization.

Thus, in this

chapter we revisit loop formation of various iso-1-cytochrome c loop forming variants
ranging from a 37-residue to an 83-residue loop, each having a fluorescence donor probe
attached approximately in the center of the loop. Quenching from the heme acceptor
leading up to loop closure will provide distance distributions of the conformational states

167

present in each of these loops formed under denaturing conditions. We will thereby gain
direct insight into the mysterious DSE and explain the loop stability trends we previously
saw under equilibrium conditions.82

5.2

Materials and Methods

5.2.1

Preparation of cysteine variants for a eukaryotic expression system

Figure 5.1: Cartoon diagram of the various cysteine mutations in relation to the heme and the rest of the
protein. Pymol was used in conjuction with the 2YCC PDB file to generate cartoon.

The following variants were prepared for this study: AcH54I52C37,
AcH54I52C39, AcH73I52C45, AcH89I52C53, AcH100I52C58 and AcH100I52C60.
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The locations of the engineered cysteines relative to the heme and the rest of the protein
are shown in Figure 5.1. All variants contained appropriate mutations to remove the
possibility of misligation. They all contain the T(-5)S and K(-2)L mutations (horse
cytochrome c numbering is used; thus, the first five amino acids of iso-1-cytochrome c
are numbered −5 to −1) to give an acetylated N-terminus (eliminates competition
between the N-terminal amino group and histidine for binding to the heme under
denaturing conditions)119 as well as the H26N, H33N and H39Q80; 117 mutations which
remove the wild type surface histidines so that the desired engineered histidine is the only
ligand capable of denatured state loop formation. In addition, they contain the N52I
mutation for stability163 and improved protein yields as well as the C102S mutation to
prevent disulfide dimerization during physical studies. The AcH54I52C37 (Gly37 is
52.9% solvent exposed) and AcH54I52C39 (His39 is 50.3% solvent exposed) variants
added the G37C [5’-d(GACCAGATTGTCTACAAAAGATACCG)-3’] and Q39C [5’d(AGCTTGACCAGAACATCTGCCAAAGAT)-3’] mutations, respectively to the
AcH54I52 variant (37-residue loop).

The AcH73I52C45 (Gly45 is 88.1% solvent

exposed) and AcH89I52C53 (Ile53 is 50.4% solvent exposed) variants added the G45C
[5’-d(TGTGTACGAATAACATTCAGCTTGACC)-3’]

and

I53C

[5’-

d(CACGTTTTTCTTACAGATGGCATCTGT)-3’] mutations to the AcH73I52 (56residue loop) and AcH89I52 (72-residue loop) variants, respectively.

The

AcH100I52C58 (Leu58 is 52.1% solvent exposed) and AcH100I52C60 (Asp60 is 50.8%
solvent

exposed)

variants

added

d(ATTTTCCTCCCAACACACGTTTTTCTT)-3’]

the
and

L58C

[5’-

D60C

5’-

d(CATGTTATTTTCACACCACAACACGTTTT-3’] mutations to the AcH100I52
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variant (83-residue loop). Solvent exposed surface area for each residue position was
calculated based on the 2YCC protein data bank file using the GetArea web-based
program.197-199 Each of the aforementioned mutations is in a solvent exposed area of the
native conformation under oxidizing conditions; therefore, we do not expect drastic
perturbations to global protein stabilities after chemical attachment of the fluorophore
donor. Although, if glycines in tight turns are replaced it can be destabilizing. All
cysteine variants were prepared using single-stranded pRS/C7.8 vector DNA containing
the appropriate AcHXI52 variant of iso-1-cytochrome c as template for the unique
restriction site elimination method.123 The SacI+II- selection oligonucleotide81 was used
for all variants. The SacI+II- oligonucleotide eliminates a unique SacII site and creates a
SacI restriction enzyme site upstream from the iso-1-cytochrome c gene (CYC1).178 All

mutations were confirmed by dideoxy sequencing. The pRS/C7.8 vector containing each
of the individually confirmed mutations was transformed into the GM-3C-2
Saccharomyces cerevisiae cell line (cytochrome c deficient)179 and the transformants

characterized, as described previously.80 Expression and purification were carried out for
all variants from S. cerevisiae as previously described.124

5.2.2

Preparation of cysteine variants for a bacterial expression system

Bacterial counterparts to the AcH54I52C37 and AcH54I52C39 variants from
section 5.2.1 above were prepared as a fall back if the yeast expression system was not
compatible with the mutations made.

Bacterial variants were based on the NK5A

template.90 This template is similar in function to the AcTM variant. It has the H26N,
H33N and H39Q mutations to prevent competitive binding to the heme in the denatured
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state. Unlike acetylation in the AcTM template, the NK5A template minimizes Nterminal competition by pushing the N-terminus farther away from the heme via a
KAAAAA insertion between residues F(-3) and K(-2).83;

90

The resulting NK5A

template was used to incorporate the G37C and Q39C mutations using single-stranded
pBTR1 vector DNA carrying the NK5A variant of iso-1-cytochrome c as the template
and the following primers: 5’-d(GACCAGATTGTCTACAAAAGATACCG)-3’, and 5’d(AGCTTGACCAGAACATCTGCCAAAGAT)-3’, respectively. The Aat2- selection
primer, 5’-d(GTGCCACCTGATATCTAAGAAACC)-3’ was used together with these
mutagenic primers.

It converts a unique Aat2 restriction site in the pBTR1 vector

carrying the NK5A variant into an EcoRV restriction site. Subsequently, the stabilizing
N52I163 as well as the K54H mutations were engineered into the resulting NK5AC37 or
NK5AC39 templates to make them comparable to the yeast system.

This set of

mutations was accomplished using either sequential N52I then K54H primers (using
NK5AC39

template)

or

with

the

single

N52IK54H

[5’-

d(GCCTTACCTGCACCAGCACCGTGGA)-3’] primer (using NK5AC37 template).
The EcoRV- selection primer, 5’-d(GTGCCACCTGACGTCTAAGAAACC)-3’ or the
previously listed Aat2- selection primer, as appropriate, was used together with singlestranded pBTR1 vector DNA containing the NK5AC37 or the NK5AC39 variants and the
respective mutagenic primer. The EcoRV- selection primer converts a unique EcoRV
restriction site in the pBTR1 vector carrying the NK5AC37 or NK5AC39 variant into an
Aat2 restriction site.

The resultant variants were NK5AC37I52H54 (EcoRV-) and

NK5AC39I52H54 (Aat2-). All variants were expressed and purified as described in
Section 2.2.4.
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5.2.3 Chemical attachment of 1,5 I-AEDANS fluorophore to cysteine variant(s)

Crude protein from CM Sepahrose ion exchange purification was further purified
by HPLC on a BioRad UNO-S6 ion exchange column. The desired variant was eluted
with a salt gradient (HPLC B: 50 mM sodium phosphate, 1 M NaCl, pH 7) after a 10
minute pre-equilibration with low salt buffer (HPLC A: 50 mM sodium phosphate, pH 7).
Purified protein was then desalted in low salt buffer and exchanged into a 100 mM
sodium phosphate, pH 7.2 buffer using Amicon centriprep ultrafiltration devices (MWCO
10 kDa). The protein’s buffer volume was then reduced in this manner to achieve 100 –
200 µM concentrations before pre-treatment with 5X molar excess of a 2 mM TCEP
solution (prepared with 100 mM sodium phosphate, pH 7.2 buffer). A 40 mM stock of 5(2-((iodoacetyl)amino)ethyl)aminonaphthalene-1-sulfonic

acid

(1,5

I-AEDANS)

fluorophore labeling agent (prepared in 100 mM sodium phosphate, pH 7.2 buffer) was
prepared and both solutions were deoxygenated separately with a vacuum line and placed
under an argon atmosphere at room temperature for an hour. A 400X molar excess of the
labeling agent was then added dropwise to the reduced protein solution, while gently
stirring under an argon atmosphere.
attachment200;

201

The 1,5 I-AEDANS undergoes a covalent

between the free sulfhydryl group of cysteine and its iodoacetamidyl

group via an SN2 substitution reaction as shown in Figure 5.2 below.
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Figure 5.2: Schematic representation of Cysteine-AEDANS conjugation on free sulfhydryl groups of a
protein.

The 1,5 I-AEDANS reagent is very thiol selective and generally does not react with
histidines or methionines at physiological pH.202 The charged sulfonate group on the 1,5
I-AEDANS usually restricts the fluorophore to cysteines on the surface of the protein
versus those in a more hydrophobic environment.201; 202 The reaction was then allowed to

proceed for 1 to 2 hours in the dark at room temperature. The unreacted labeling agent
was then quenched by consumption with 10X molar excess of β-mercaptoethanol (βME). The labeled protein reaction mixture was then immediately and quickly subjected
to ultracentrifugation (250 ml Amicon) in HPLC A (50 mM sodium phosphate, 1 mM
EDTA, pH 7) under dark conditions to remove the deleterious iodide ion and its
photoproducts. After this essential step, the labeled protein was then either flash frozen
and stored, or purified by HPLC for experimentation. HPLC purification, using a Waters
Protein-Pak Cation Exchange column, enabled separation with good baseline resolution
of the labeled from the unlabeled protein under reducing condition (sodium dithionite
addition). EDTA chelating agent had to be added to all HPLC buffers and subsequent
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experimentation buffers from this point forward so as to prevent cleavage of the
fluorophore from the protein variant. After HPLC purification, the protein was rapidly
desalted via short ultracentrifugation spins and the AEDANS conjugation and protein
integrity were confirmed using MALDI-TOF analysis.

5.2.4

Characterization of AEDANS-labeled protein

The presence of the chemically attached AEDANS fluorophore was first
confirmed by MALDI-TOF analysis.

The AEDANS fluorophore should add an

additional 307 mass units to the protein.

Global stability (gdnHCl denaturation

monitored by circular dichroism) and equilibrium loop formation (pH titrations in 3 M
gdnHCl) measurements were performed, as previously described in section 2.2.6, on the
AcH54I52C37 variant in order to determine if the bulky fluorophore perturbed the
protein significantly.

5.2.5 Fluorescence lifetime measurements with intrinsic Trp59 fluorophore

Initially, time-resolved fluorescence lifetime measurements were evaluated using
the intrinsic fluorophore Trp59, found in the naturally occurring sequence of iso-1cytochrome c.

The variant used in these preliminary studies is an 83-residue loop

forming variant – AcH100I52. Under loop closure conditions, the Trp59 would be
positioned exactly in the center of the loop similar to the AcH100I52C58 variant. Loop
closure and opening was controlled by the presence or absence of 50 mM imidazole in
the protein mixure.

These experiments were done at 20 oC under both native and

denaturing conditions using a monochromator to select for emission at 350 nm following
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excitation of the Trp59 with the third harmonic of a Mira 900 Ti:Sapphire laser
(Coherent, Santa Clara, CA).203 The lack of satisfactory results prompted an extrinsic
fluorophore approach. See Results section for details.

5.2.6 Fluorescence lifetime and anisotropy measurements with the 1,5 I-AEDANS
fluorophore

All AEDANS labeled protein variants were oxidized with potassium ferricyanide
to ensure 100% oxidized protein before experimentation. The oxidized protein was
separated from the oxidizing agent by size exclusion chromatography (G-25 Sephadex
beads), pre-equilibrated with 3xPi (15 mM Na2HPO4, 45 mM NaCl), 1 mM EDTA, pH 7
buffer. All protein variants were exchanged in this buffer for time-resolved fluorescence
lifetime and anisotropy measurements.
Lifetime data were collected by time-correlated single-photon counting (TCSPC)
using the FLASC 1000 sample chamber (Quantum Northwest, Liberty Lake, WA)
thermostatted to 20 oC.203 For the AEDANS fluorophore donor, pulsed excitation was
used at 375 nm employing a repetition rate of 4.7 MHz from a frequency-doubled ps
Mira 900 Ti:Sapphire laser (Coherent, Santa Clara, CA).203 The emission components
were separated using bandpass filters 500/40 nm (Chroma, Rockingham VT) and the
decay curves were collected using the TimeHarp 200 PCI board (PicoQuant, Berlin) until
4 x 104 counts were obtained at the maximum of the curve.203
Anisotropy measurements were also carried out using the FLASC 1000 sample
chamber thermostatted to 20 oC. This sample chamber has the ability to simultaneously
collect vertical (V), horizontal (H) and variable polarization components of the emission
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due to its unique T format.203

A beam-splitting Glan-Thompson polarizer (Karl

Lambrecht, Chicago, IL) was used to separate the H and the V components.203 Typically,
the H, V and magic angle components can be detected simultaneously with this
arrangement by using separate photonmultipliers.203 This feature thereby guarantees that
all data collection occurs under identical excitation conditions. The H and V components
were collected using matched bandpass filters and for equal lengths of time until the
decay curve of the V component reached a maximum of 4 x 104 counts.203 The timeresolution of the instrumental setup was 35 ps/channel.203 Anisotropy measurements
were only carried out on the end-states of the loop forming variants (i.e. open and closed
loop forms).
All data were fitted using the Fluofit windows-based software program from
PicoQuant GmbH (Berlin, Germany). All time-resolved FRET plots were exported as
image files using this program.

5.3

Results

5.3.1 Results of mutagenesis and protein expression

Both

cysteine

labeled

bacterial

variants

(NK5AC37I52H54

NK5AC39I52H54) were successfully engineered and expressed.

and

However, no

experimentation has been done with them to date. Available protein aliquots have been
flash frozen and stored at -80 oC.
All cysteine engineered yeast variants have been successfully made and their
sequences confirmed. However, due to complications encountered with the CYC1 gene
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functionality testing,80 only the AcH54I52C37 variant was successfully characterized in
the S. cerevisiae GM-3C-2 cell line. Therefore, the focus of this chapter is based on the
experiments done with this variant.

5.3.2

Characterization of AcH54I52C37_AEDANS labeled variant

The presence of the AEDANS attached to the protein was confirmed by MALDITOF analysis of the protein before and after labeling. Global stability measurements
using circular dichroism (see Figure 5.3), provided thermodynamic stability parameters
for the AcH54I52C37_AEDANS variant (∆Guo’(H2O) = 1.75 ± 0.04 kcal/mol, m-value =
2.93 ± 0.09, midpoint = 0.60 ± 0.03). Comparing these results to those of the AcH54I52
variant (∆Guo’(H2O) = 3.93 ± 0.02 kcal/mol, m-value = 3.96 ± 0.02, midpoint = 0.99 ±
0.01),124 shows that the addition of the fluorophore significantly decreases the overall
stability of the protein. However, equilibrium loop formation experiments (see Figure
5.4) show that the strength of the His-heme bond is the same for both the AcH54I52
variant

(pKa(obs)

=

4.80

±

0.02,

n-value

=

0.83

±

0.03)82

and

the

AcH54I52C37_AEDANS variant (pKa(obs) = 4.81 ± 0.03; n-value = 0.73 ± 0.05). Thus,
this indicates that the loop thermodynamics is not affected by the bulky fluorophore.
FRET measurements should therefore accurately report on the nature of the loop in the
denatured state.

177

Figure 5.3: A typical gdnHCl protein denaturation titration monitored at 222 nm and at 25 oC using an
Applied Photophysics Chirascan circular dichroism spectrometer for the AcH54I52C37_AEDANS variant.
Fitted line is a non-linear least squares fit to a linear free energy equation.

Figure 5.4: A typical equilibrium loop formation titration representative of the AcH54I52C37_AEDANS
variant in 3 M gdnHCl at 22 ± 1 oC. Fit is based on a modified form of the Henderson-Hasselbalch
equation. See Figure 2.1. Inset is a plot of absorbance from 350 to 450 nm going from pH ~8 to ~3 in
increments of ~0.2 pH units. The single isosbestic point indicates two-state behavior.
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5.3.3 Fluorescence lifetime measurements of AcH100I52 variant

Initially, fluorescence energy transfer kinetic measurements were carried out on
the AcH100I52 variant using the intrinsic Trp59 fluorescent donor and the heme as the
quencher. Figure 5.5 is representative of the data obtained for both opened and closed
loop forms under both native and denatured conditions.

The entire results are

summarized in Table 5.1. Those experiments produced similar lifetimes under both
native and denaturing conditions (3 M gdnHCl), both in the absence and presence of
imidazole. In the denatured state imidazole should break the His-heme loop. Further
analysis of individual components using fractional amplitudes crudely implied minor
changes in Trp59 populations, quenched (τ ~ 0.95 ns) and unquenched (τ ~ 2.3 ns) of
closed versus opened loop forms in the denatured state. The small differences seen were
within the error of the instrument; thus, it is inappropriate to draw conclusions from these
data. Seemingly, the donor probe is equally quenched, relative to τD (2.4 ns)75, under all
conditions, thus these results provide no information. The Ro of the Trp-Heme pair (34
Å)75 is therefore inappropriate for this distance range; the 1,5, I-AEDANS may be a
better fluorophore.
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Figure 5.5: Time-resolved fluorescence measurements of AcH100I52 under native conditions in the
presence and absence of imidazole at 20 oC. The native Trp59 fluorophore was centrally positioned in the
closed loop form. (A) In the absence of the imidazole heme-competing ligand and (B) in the presence of
50 mM imidazole heme-competing ligand. Data were fit to two exponentials. Data are shown in blue;
Instrument response function is shown in red; Black solid line is a double exponential fit to the data.
Residuals below show how well the data fit to a two exponential equation.
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Table 5.1: Fluorescence lifetime measurements of AcH100I52 variant under both native
and denaturing conditions in the presence and absence of imidazole
(Native)1
(Denatured)2
(Denatured)2
(Native)1
a
Imidazole
Closed Loop
Opened Loopb
Imidazole
a
b
Absent
Present

Intensity
Averaged
Lifetime (ns)

2.13

2.15

2.27

2.29

Amplitude
(counts)

4480 ± 50

5710 ± 50

5080 ± 50

5760 ± 50

Component
Lifetime (ns)

2.83 ± 0.02

2.76 ± 0.02

2.90 ± 0.02

2.81 ± 0.02

Amplitude
(counts)

7920 ± 140

8600 ± 140

7260 ± 140

6720 ± 140

Component
Lifetime (ns)

0.99 ± 0.02

0.90 ± 0.02

0.99 ± 0.02

0.95 ± 0.02

Fractional
Amplitude (Fast
Component)

0.361 ± 0.004

0.399 ± 0.004

0.412 ± 0.004

0.462 ± 0.004

Fractional
Amplitude (Very
Fast Component)

0.64 ± 0.01

0.60 ± 0.01

0.59 ± 0.01

0.54 ± 0.01

1

Native Conditions: Protein in 3xPi buffer at physiological pH at 20 oC.
Denatured Conditions: Protein in 3xPi, 3M gdnHCl buffer at 20 oC.
a
No imidazole added to solution.
b
Imidazole present at 50 mM final concentrations.
2

5.3.4

Fluorescence lifetime and anisotropy measurements of AcH54I2C37 variant

Time-resolved fluorescence measurements were subsequently done using the
AcH54I52C37_AEDANS variant. A control experiment was carried out to assess the
maximal donor lifetime and to determine if the donor has a multi-component lifetime.
For the control experiment, the 1,5 I-AEDANS flourophore was reacted with βmercaptoethanol (β-ME) to form the β-ME-AEDANS complex.
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Time-resolved

measurements of this compound under closed loop (pH 6.36) and opened loop (pH 3.2)
conditions resulted in similar lifetimes of 9.88 ns in 3 M gdnHCl. There was also a very
low population (~0.6%) of a very fast component (~ 0.5 ns) detected. However, this is
well within the error of our measurements – a representative trace of this control is shown
in Figure 5.6.

Figure 5.6: β-ME-AEDANS used as a control and measured at both pH’s 6.36 (shown) and 3.20 for the
closed and the opened loop conditions, respectively, in 3 M gdnHCl/3xPi at 20 oC. Probe lifetimes at both
pHs were 9.88 ns. Data are shown in blue; Instrument response function is shown in red; Black solid line is
a double exponential fit to the data. Residuals below show how well the data fit to a two exponential
equation.
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Time-resolved measurements were then taken for the AcH54I52C37_AEDANS labeled
variant at various pH’s based on the equilibrium loop formation plot shown in Figure 5.4.
Various points along the pH curve were chosen so as to obtain a range of data having
different populations of open and closed loops. The results of the data are summarized in
Tables 5.2 and 5.3 and Figures 5.7 to 5.9.

Table 5.2: Individually fitted time-resolved fluorescence lifetimes and component
lifetimes and amplitudes for the AcH54I52C37_AEDANS Variant
Component Lifetimes and Amplitudes
pH

τavg (INT)
(ns)

Amp1 (%
cts)

τ1 (ns)

Amp2 (%
cts)

τ2 (ns)

Amp3 (%
cts)

τ3 (ns)

3.15

5.35

64.8 ± 0.5

6.82 ±

25.6 ± 1.3

3.28 ±

9.6 ± 2.5

0.87 ± 0.02

10.4 ± 2.4

0.80 ± 0.02

10.0 ± 2.5

0.73 ± 0.02

12.7 ± 2.2

0.72 ± 0.02

18.7 ± 1.9

0.71 ± 0.01

33.2 ± 1.6

0.60 ± 0.01

0.02
3.76

5.24

64.7 ± 0.5

6.77 ±

0.04
24.9 ± 1.4

0.02
4.26

5.18

63.9 ± 0.6

6.80 ±

0.04
26.1 ± 1.3

0.00
4.79

4.90

57.4 ± 0.6

6.86 ±

4.28

42.6 ± 0.9

7.10 ±

29.9 ± 1.3

2.90

20.9 ± 1.0

7.23 ±

2.91 ±
0.03

38.7 ± 1.1

0.04
6.59

2.90 ±
0.00

0.03
5.46

3.11 ±

2.91 ±
0.03

45.9 ± 1.2

0.08

2.58 ±
0.02

Data are based on 3 exponential fits of each pH data set individually.
τavg (INT) is Intensity Averaged Lifetimes.

Table 5.2 contains the TR-FRET results for data fitted at individual pH’s.

A

representative trace of the data is shown in Figure 5.7 for the variant at the pH
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corresponding to its pKa(obs) value. Thus, this sample is representative of equal amounts
of opened versus closed loop forms.

The decay rate constants for all pH’s were

adequately fitted to three exponentials as seen from the residuals in Figure 5.7. Plots of
the intensity weighted lifetimes, component lifetimes and their fractional amplitudes
versus pH are given in Figure 5.8 (A-C).

Figure 5.7: AcH54I52C37_AEDANS variant at pH 4.79 in 3 M gdnHCl at 20 oC fitted individually with
three exponentials. Residuals indicate an adequate fit of the data. Data are shown in blue; Instrument
response function is shown in red; Black solid line is a triple exponential fit to the data. Residuals below
show how well the data fit to a three exponential equation.
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Figure 5.8: Parameters from individually fitting each data set to three exponentials are shown in (A) – (C).
(A) Intensity weighted and Amplitude weighted averaged lifetime as a function of pH. (B) Individual
lifetime components as a function of pH. (C) Fractional amplitudes for each component lifetime as a
function of pH. (D) Fractional amplitudes from global fitting of the data showing long, medium and short
lifetime components as a function of pH. Some errors are smaller than the symbol used and may not be
visible.

The intensity weighted lifetimes as seen in Figure 5.8 (B) were relatively constant across
the pH range. Therefore, the data were globally fitted across all pH data sets. Figure 5.9
show the outcome of the global fit at pH 4.79. As seen from the residuals in Figure 5.9,
this three exponential global fitting routine adequately described the data (see Figure 5.8
(D)).
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Figure 5.9: AcH54I52C37_AEDANS variant at pH 4.79 in 3 M gdnHCl at 20 oC fitted globally with three
exponentials. Data are shown in blue; Instrument response function is shown in red; Black solid line is a
triple exponential fit to the data. Residuals below show how well the data fit to a three exponential
equation.

Table 5.3 summarizes the results of this global fitting routine. The changes in fractional
amplitudes for each component lifetime as a function of pH are depicted in Figure 5.8
(D). It is evident from the divergence in Figure 5.8 (D) that there is a shift in the
populations of species or “states” of a loop in the denatured state as expected with
varying pH. This result is clear evidence of the ensemble nature of the denatured state
and further analysis should provide insights into the dynamic behavior of this ensemble.
The constant presence of the medium timescale decay lifetime is of intriguing interest.
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Table 5.3: Globally fitted time-resolved fluorescence lifetimes and fractional amplitudes
for the AcH54I52C37_AEDANS Variant
Global Lifetimes and Fractional Amplitudes

pH

ƒAmp1

τ1 (ns)

ƒAmp2

τ2 (ns)

ƒAmp3

τ3 (ns)

3.15

0.357 ±
0.004
0.325 ±
0.004
0.306 ±
0.004
0.246 ±
0.004
0.154 ±
0.003
0.048 ±
0.002

6.69 ±
0.03
6.69 ±
0.03
6.69 ±
0.03
6.69 ±
0.03
6.69 ±
0.03
6.69 ±
0.03

0.32 ± 0.01

2.55 ±
0.03
2.55 ±
0.03
2.55 ±
0.03
2.55 ±
0.03
2.55 ±
0.03
2.55 ±
0.03

0.33 ± 0.03

0.64 ±
0.02
0.64 ±
0.02
0.64 ±
0.02
0.64 ±
0.02
0.64 ±
0.02
0.64 ±
0.02

3.76
4.26
4.79
5.46
6.59

0.30 ± 0.01
0.30 ± 0.01
0.29 ± 0.01
0.29 ± 0.01
0.22 ± 0.01

0.38 ± 0.03
0.40 ± 0.03
0.46 ± 0.03
0.56 ± 0.03
0.73 ± 0.03

Data parameters are based on triple-exponential fits of globally fitted pH data sets.
ƒAMP is the fractional amplitude of each globally fitted lifetime.

Anisotropy measurements were carried out for the end-states of the system being
studied (i. e. the opened and closed forms of the loop); however, those data have not yet
been analyzed. The main reason for anisotropy measurements was to determine whether
the probe is randomly oriented under 3 M gdnHCl conditions. Anisotropy measurements
have been previously carried out for I-AEDANS attached to a similar Cys-labeled
cytochrome c model under similar denaturing conditions. The results were consistent
with the orientation factor (κ2) being 2/3.74; 76 It is generally accepted that an attached
fluorophore on a fully unfolded protein is sufficiently random in motion to justify the use
of 2/3.74;

78

Therefore, we confidently assume the κ2 of our probe to be 2/3 for these

measurements in calculating Ro and distance extractions.
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5.4

Discussion

5.4.1

Overview

The mechanism by which proteins fold from their polypeptide chain to their compact,
functional native structures has been a long sought after goal. Great advancements have
been made toward understanding this life-essential mechanism. The heterogeneity of the
protein sequence has complicated much of our efforts at a straightforward resolution to
this folding mechanism. There have been many different physical techniques employed
to try to shed light on the underlying key aspects of protein folding. Elucidating the
conformational dynamics of the polypeptide chain seems to be one of the better
approaches. The complexity of the rapidly exchanging denatured state ensemble193; 194
requires a specialized approach. As such, experimental techniques that probe the radius
of gyration (Rg), such as small angle X-ray and neutron scattering, as well as those that
look at point-to-point distances (rD-A) and distributions such as time-resolved FRET
decay, have been the most powerful.78 We have employed the latter of these techniques
in an attempt to understand the behavior of previously studied loops of various lengths.82
Since FRET is sensitive to donor-acceptor distances, it reports on the distance
distribution of the DSE. Thus, FRET should enable us to spectroscopically view the
conformational changes a polypeptide chain goes through when it forms a primitive loop.
These interactions made on this basic conformational walk are essential to the
understanding of how initial contacts made in loop formation lead to higher order
structures. The presence or increase in the presence of a given conformation can shape
our view of this complex process. Our venture into probing this “conformational walk”
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of the polypeptide chain has unearthed some intriguing properties of the denatured state
and may hold vital information toward cracking the “folding code”.

5.4.2 Extracting discrete distances from observed lifetimes

Time-resolved FRET experimentation on the AcH54I52C37_AEDANS variant
allowed us to monitor the behavior of three distinct species in the denatured state going
from an opened to a closed loop. Using Eqs 5.1 and 5.2, the Förster critical distance (Ro)
was calculated to be 35 Å for our AEDANS-Heme (D-A) pair.

A plot of FRET

efficiency as a function of the critical distance is shown in Figure 5.10. This value of Ro
is a bit lower than published values of 39/40 Å for the same D-A pair.76; 101 This may be
due to the use of the β-ME-AEDANS control, which gives a 9.88 ns lifetime versus the
routinely used N-acetylcysteine-AEDANS control which gives a 10.2 ns lifetime.76
Nonetheless, using this Ro value, we extracted distances corresponding to the three
different species seen in pH-dependent denatured state loop formation.

The globally

fitted time-resolved FRET lifetimes of 6.69, 2.55 and 0.64 ns correspond to distances of
40, 29 and 22 Å, respectively.
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Figure 5.10: Plot of FRET efficiency versus distance for the AEDANS-Heme pair. Ro at the 50%
efficiency mark is 35 Å for the pair. Equations 5.1 and 5.2 were used in this calculation.

5.4.3

Comparison with donor-acceptor distances predicted for a random coil

We interpret these extracted distances by first analyzing the expected distances
from theory for a random coil and a random coil with excluded volume. According to
Goldenberg,204 random coil polymers are easily characterized by distributions of
distances that are Guassian in nature. These distance distributions are described by a
mean squared end-to-end distance, <r2>, which scales according to the number of
residues (n) in the polymer and the length of the bond (l) between the residues.204 The
general form of the equation is given in Eq 5.3204 below:

r 2 = nl 2

(5.3)
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For a random polymer with no excluded volume, Goldenberg’s simulations yield Eq 5.4
for the root mean square distance, RMS(r):

RMS (r ) = (5.82 ± 0.02)n ( 0.495±0.001)

(5.4)

Using Eq 5.4204 we calculate the random coil distance for the opened loop (20 monomers;
His18-Cys37) and the closed loop (18 monomers; Cys37-His54) to be ~ 26 Å and ~ 24 Å,
respectively. These distances are practically the same and definitely not what we see
from our AcH54I52 variant.

Proteins and any other polymer are more accurately

described by taking into account excluded volume effects. Goldenberg’s simulations
yield Eq 5.5 when excluded volume is accounted for:

RMS (r ) = (5.68 ± 0.08)n ( 0.583± 0.003)

(5.5)

Using Eq 5.5204, we calculate distances, for a random coil with excluded volume taken
into account, for the opened and closed loops to be ~33 Å and ~31 Å, respectively.
These distances are not very different from each other yet again.
To provide an estimate of the maximal donor-acceptor distance possible, we use
an extended β-strand (3.5 Å/residue) as a model. This model produces distances of 70 Å
and 63 Å for open (20 residues) and closed (18 residues) loops, respectively. The
Gaussian distance distribution used by Goldenberg to model the denatured state is
inconsistent with the nearly equal contributions we observe from three subpopulations of
the DSE in the open loop form at low pH. The 22 Å distance is shorter than, the 29 Å
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distance is near the magnitude of, and the 40 Å distance is longer than the predicted
random separation of the donor and acceptor. The longest observed distance of 40 Å is
considerably shorter than the maximum possible donor-acceptor separation.

5.4.4 Comparison with previous FRET data on the denatured state of iso-1cytochrome c

Previously, Pletneva, et. al., reported distance distributions from TR-FRET
measurements on a yeast iso-1-cytochrome c variant labeled with the AEDANS
fluorophore at position 39.74 Imidazole was used to probe the open loop form at pH 7.
At 2.8 M gdnHCl, excess imidazole, pH 7 conditions, three distinct distance distributions
were present at ~18, 25 and 40 Å.74 The variants used in this study do not have a sole
histidine to form discrete loops. In fact, the known heme competing ligands, His26,
His33 and the N-terminal amine group were all present. Thus, misligation of various
heme competing ligands to the heme was possible. Addition of excess imidazole to
counteract distributions due to misligation resulted in a 10% decrease in the distributions
of the two compact populations but did not eliminate them.74 Our AcH54I52C37 variant
does not suffer from misligation because it has the H26N, H33N, and H39Q mutations as
well as an acetylated N-terminus. Additionally, our variant forms a single His54-heme
loop compared to the work of Pletneva et. al.. Thus, the populations we see at pH ~3
(open loop form) should be directly those of the unfolded DSE and not those from
misligated species.
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5.4.5

What causes compact subpopulations in the denatured state probed at

positions 37 ad 39?

The question then is, why are three different subpopulations observed for the DSE
when it is probed at positions 37 and 39? To answer this question we must consider the
region of our labeling site, the amino acid sequence in that area and the spatial
arrangement with respect to the heme and the other substructures in the fully folded
protein. An analysis of sequence hydrophobicity of the AcTMI52 variant (only sequence
differences compared to AcH54I52 are the naturally-occurring residues Gly37 and
Lys54) of iso-1-cytochrome c, using the Eisenberg hydrophobicity scoring scale, is
shown in Figure 5.11.

Figure 5.11: Hydrophobicity plot of AcTMI52 variant amino acid sequence using the Eisenberg scoring
scale with a window of 9 and default values of the ProtScale program from the ExPASy website.
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Evident from Figure 5.11 is that residue 37 is in a region of the polypeptide chain that is
strongly hydrophobic; there is a particularly hydrophobic phenylalanine right next to it at
position 36. It is widely accepted that the formation of hydrophobic clusters51; 205 is a
major stabilizing force that drives protein folding. Thus, in the unfolded form of the
protein, the tendency for these exposed hydrophobic residues to interact would be high.
TR-FRET studies on cytochrome c’, which has significantly more hydrophobic
residues than iso-1-cytochrome c, 54.4% versus 49.1%, have shown that it forms more
compact structures (50%) than iso-1-cytochrome c (10%) in the denatured state at
gdnHCl concentrations well beyond the unfolding transition.75; 77 Additionally, as seen in
Figure 5.1, the Cys37 labeling site is relatively near to the heme. Therefore, it is very
likely that this hydrophobic cofactor confers significant stability to this region of the
protein. Studies on heme-peptide complexes, having a ligand environment similar to b
type cytochromes, have shown that hydrophobic amino acids, particularly alanines and
phenylalanines, confer significant binding and stabilizing energy to the complexes.139; 140
Therefore, having a hydrophobic phenylalanine in the vicinity of position 37 may quite
possibly be a naturally engineered attribute that is present in the iso-1-cytochrome c
protein to assist in the initial stages of protein folding.139 Hence, hydrophobic clustering
may adequately explain the behavior seen in our TR-FRET data for the Cys37 labeled
variant, providing transient stabilization of compact subpopulations in the DSE.
The existence of degenerate compact and extended populations in the DSE has
been suggested as essential to protein folding to prevent “energetic frustration” of the
polypeptide chain during folding.74;

75

The rapid exchange between these degenerate

populations may enable a misfold to be dynamically repaired before leading to disease-
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causing aggregates.

In the case of cytochrome c, the hydrophobic heme seems to

influence the persistence of these compact conformations when hydrophobic residues are
near it in the denatured state;74; 76 conversely, that observation is not seen with barstar,78
presumably because it does not have such a hydrophobic cofactor to influence its
hydrophobic amino acids in the unfolded state. Thus, the DSE populations seen in
barstar are more extended with minimal population of compact forms.78

5.4.6 Impact of loop formation on the denatured state ensemble

The formation of a discrete loop and probing its impact on the DSE is unique to
work being done in this field. Tracking the distributions of distances as this discrete loop
is formed in the DSE is novel and has clearly provided significant contributions to
elucidating the dynamics of compact and extended conformations present in the
heterogeneous DSE. Figure 5.12 is a representation of the transition in populations seen
in the DSE going from the open loop form to the closed loop form in 3 M gdnHCl.
Creating a closed loop reduces the number of residues between the heme and the
AEDANS probe from 20 to 18, respectively. These distances are essentially the same,
yet the extended form at 40 Å practically disappears. This result demonstrates that a
simple long range contact formed in the DSE dramatically shifts the DSE toward more
compact subpopulations. Therefore, early events in protein folding might be expected to
have a similar effect which would drastically reduce the conformational search for the
stable native fold, resulting in efficient protein folding.
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Figure 5.12: Schematic representation of the effects of loop formation on the DSE.

However, we cannot completely rule out the possibility that the multi-exponential
emission decay component of the AEDANS donor at position 37 of iso-1-cytochrome c is
due to local sequence effects – possibly quenching by the adjacent Arg 38. It is not
possible to detect this effect using the β-ME-AEDANS as a control. The more peptidelike N-acetylcysteine-AEDANS control also shows only single exponential decay
character.76 However, Saxena, et. al. claim it is not possible to see multi-exponential
emission decay with N-acetylcysteine-AEDANS as the control.78

Thus, further

experiments with a short peptide model are necessary, to clarify whether local sequence
affects the decay properties of AEDANS.78

5.5

Conclusion

The results of this chapter should still be considered preliminary, even though
there is strong evidence of the behavior of denatured state conformers. A peptide based
control needs to be done to account for the possibility of multi-exponential AEDANS
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fluorescence decay due to local influences of adjacent residues.

Also, additional

experimentation is needed on different loop sizes with donor labels at different positions
relative to the heme. The set of variants currently prepared are of an appropriate variety
to provide meaningful information. This additional information will clarify some of the
interactions seen in this preliminary study.
The Cys37 is located on the relatively stable green foldon as defined by
Englander, et. al.;72 thus, it is not surprising to see compact structures present in DSE of
AcH54I52C37. In other TR-FRET studies on iso-1-cytochrome c, increasing gdnHCl
concentrations from 2.7 M to 4.4 M only decreased the distribution of compact structures
from 60% to 30% but never completely eliminated them.74 Therefore, possible additional
experimentation could involve TR-FRET at different gdnHCl concentrations for our sets
of variants to probe the breakup of assumed hydrophobic clusters around the heme.
However, at this time it is believed that the highly hydrophobic nature of the heme seems
to be extremely influential in attracting hydrophobic residues and stabilizing the resulting
“supercompact” DSE conformations. However, a recent alternate explanation implied
that these “compact” conformations are due to stabilizing residual structures from local
electrostatic interactions.101 These interactions are only effective over short distances and
may be the stabilizing forces responsible for maintaining the initial contacts which guide
the polypeptide chain down the folding funnel.101 Also, loop formation studies with
peptide models have implied that stabilizing forces for initial contacts made are simply
the abundant intramolecular hydrogen bonding of the peptide backbone.113
Previous studies of equilibrium loop formation at different gdnHCl
concentrations showed that the AcH54I52 variant had the most stable loop [lowest
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pKa(obs)].82 The m-value (degree of hydrophobic burial) for this variant was the highest
of several other loop forming variants.82

This variant therefore had an optimal

hydrophobic content for efficient loop collapse and residual structure formation. It was
suggested that this behavior may have evolved because a 35 residue segment is near
optimal for the formation of supersecondary structure.82 Our current TR-FRET data on
this same AcH54I52 variant provide additional insights in explaining why this 37-residue
loop was the most stable loop forming variant among all the other variants previously
studied.82 The increased stability of loop formation for this 37-residue loop may have
been due to residual structure in the sequence forming the loop rather than from an
optimal loop size for hydrophobic collapse by mass action. Future TR-FRET studies on
the remaining variants, especially the AcH73I52C45 and the AcH89I52C53 variants
should be extremely informative in clarifying our interpretations of the effect of loop
formation on the DSE. The Cys45 variant is away from the heme therefore stable
“supercompact” conformer populations might be expected to be drastically reduced, or
completely converted to extended conformers if the hydrophobic heme is the stabilizing
entity. In addition, the attached fluorophore would be in a far less hydrophobic region as
seen from the Eisenberg hydrophobicity plot in Figure 5.11. The Cys53 is also intriguing
because it is a part of a hydrophobic region as well (see Figure 5.11), yet it is away from
the heme in the native state.

Thus, the influence from intra-residue hydrophobic

interactions should be high in the unfolded state, but the impact of the heme might be
diminished.
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Appendices
Appendix A: Table containing loop breakage rate constants at higher pH’s than used for

calculation of kf rate constants

Table A1: Kinetic parameters for loop breakage at 25 oC in 3 M and 6 M guanidine
hydrochloride of poly(Ala) iso-1-cytochrome c variants at a higher pH
3 M gdnHCl
6 M gdnHCl
Loop
size

Variant

kb (pH 3.61 ±
0.09) (s-1)

16
22
28
34
40
46

NH(-2)
NH5A
NH5A-2
NH5A-3
NH5A-4
NH5A-5

112.0 ± 4.0
100.5 ± 1.0
78.0 ± 0.5

kb (pH 3.96 ±
0.01) (s-1)

kb (pH 3.86 ±
0.09) (s-1)

kb (pH 4.01 ±
0.02) (s-1)

80.0 ± 2.1
69.7 ± 1.5
60.0 ± 1.4
76.6 ± 0.2
76.5 ± 1.3
76.0 ± 1.9

58.6 ± 0.2
57.8 ± 0.2
57.4 ± 0.2

Data are based on three individual trials and errors are from their standard deviations.
k(obs) from loop breakage experiments are presented as kb however the contribution from kf at these higher
pH’s ranges from ~3 – 18 s-1 and ~2 – 13 s-1 under 3 M and 6 M gdnHCl, respectively.
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Appendix B: Derivation of the pH Dependence of pKa(obs) for Competing Intra- and

Intermolecular Reactions

B + H+

[ B][ H + ]
KC =
[ A]

KC
KA
A+A

[ A2 ][ H + ]2
KA =
[ A]2

A2 + 2 H+

A is the protonated monomer (heme---HisH+)
B is the species with an intramolecular loop
A2 is the intermolecular dimer
Conservation of mass gives: [A]t = [A] + [B] + 2[A2],
where [A]t is the total concentration of A in all species.
Using [A2] = KA[A]2/[H+]2 and [B] = KC[A]/[H+] we obtain:
[A]t = [A] + (KC/[H+])[A] + 2 (KA/[H+]2)[A]2
If we assume that each monomer in A2 and B are spectroscopically equivalent, then at the
midpoint of a titration, [A] = [A]t/2.
The conservation of mass equation then becomes:
[A]t = [A]t/2 + (KC/[H+])([A]t/2) + 2(KA/[H+]2)([A]t/2)2
Multiplying both sides of the equation by (2/[A]t)[H+]2 and rearranging we obtain:
[H+]2 = KC[H+] + KA[A]t
Thus,
[H+]2 - KC[H+] - KA[A]t = 0
At the midpoint, pKa(obs) = pH, so pKa(obs) can be obtained by obtaining the roots of
this equation using the quadratic formula:
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2

K ± K C + 4 K A [ A]t
[H ] = C
2
+

Since [H+] must be a positive quantity:
2

[H + ] =

K C + K C + 4 K A [ A]t
2

And:

⎛ K + K 2 + 4 K [ A]
C
A
t
pK a (obs ) = − log⎜ C
⎜
2
⎝

⎞
⎟
⎟
⎠

This is Eq 4.1 in the text used to fit data in Figure 4.3 of the text.
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Appendix C: General Derivation of the Fractional Occupancy of Intra- and
Intermolecular Forms for Competing Intra- and Intermolecular Reactions as a Function of
Total Reactant Concentration

B

KC =

KC
KA

[ B]
[ A]

KA =

[ A2 ]
[ A]2

A2

A+A

A is the monomer (heme---His)
B is the species with an intramolecular loop
A2 is the intermolecular dimer
Conservation of mass gives: [A]t = [A] + [B] + 2[A2],
where [A]t is the total concentration of A in all species.
Using [A2] = KA[A]2 and [B] = KC[A] we obtain:
[A]t = [A] + KC[A] + 2 KA[A]2
rearranging gives:
2 KA[A]2 + (1+KC)[A] - [A]t = 0
Solving for [A] using the quadratic formula:
yields:
[ A] =

− (1 + K C ) ± (1 + K C ) 2 + 8 K A [ A]t
4K A

Since concentrations cannot be negative only the positive root of the equation is possible:
[ A] =

− (1 + K C ) + (1 + K C ) 2 + 8 K A [ A]t
4K A
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This provides an expression for [A] in terms of [A]t which is known.
The fraction monomer, fA, then is:
2
[ A] − (1 + K C ) + (1 + K C ) + 8 K A [ A]t
fA =
=
[ A]t
4 K A [ A]t

A similar treatment based on conservation of mass can yield the fraction of the
intermolecular product, fB, versus [A] t
Using [A2] = KA[A]2 and [A] = [B]/KC we obtain:
[A]t = [B] + ([B]/KC) + 2 KA([B]/KC)2
rearranging gives:
2 (KA/KC2)[B]2 + (1+(1/KC))[B] - [A]t = 0
Solving for [B] using the quadratic formula yields:

[ B] =

⎛
1 ⎞
⎟⎟ ±
− ⎜⎜1 +
⎝ KC ⎠

2

⎛ K ⎞
⎛
1 ⎞
⎟⎟ + 8⎜⎜ A2 ⎟⎟[ A]t
⎜⎜1 +
⎝ KC ⎠
⎝ KC ⎠
⎛ K ⎞
4⎜⎜ A2 ⎟⎟
⎝ KC ⎠

Since concentrations cannot be negative only the positive root of the equation is possible:

[ B] =

⎛
1 ⎞
⎟⎟ +
− ⎜⎜1 +
⎝ KC ⎠

2

⎛ K ⎞
⎛
1 ⎞
⎜⎜1 +
⎟⎟ + 8⎜⎜ A2 ⎟⎟[ A]t
⎝ KC ⎠
⎝ KC ⎠
⎛ K ⎞
4⎜⎜ A2 ⎟⎟
⎝ KC ⎠

This provides an expression for [B] in terms of [A]t which is known.
The equation for fraction of intramolecular product, fB, then is
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fB =

[ B]
=
[ A]t

⎛
1 ⎞
⎟⎟ +
− ⎜⎜1 +
⎝ KC ⎠

2

⎛ K ⎞
⎛
1 ⎞
⎜⎜1 +
⎟⎟ + 8⎜⎜ A2 ⎟⎟[ A]t
⎝ KC ⎠
⎝ KC ⎠
⎛ K ⎞
4⎜⎜ A2 ⎟⎟[ A]t
⎝ KC ⎠

This equation is a general form of Eq 4.2 in the text and was used to fit the data for the
decrease in intramolecular product at pH 7.1 in Figure 4.15 parts A and B of the text.
The fraction dimer, fA2 is given by:
fA2 = 1- fA - fB
Using the expressions for fA and fB, this equation was used to evaluate the growth in the
fraction of intermolecular product in Fig. 4.15A of the text.
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