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1. Введение
Рассматривается зависимость «доза-эффект», которая описывается следую-
щим образом [1]. Имеется ненаблюдаемая (латентная) случайная величина (с.в.)
𝑋 с функцией распределения 𝐹 (𝑥) = P(𝑋 < 𝑥) и плотностью 𝑓(𝑥), которые
неизвестны. Имеется также случайная величина 𝑈 , плотность распределения ко-
торой равна 𝑔(𝑥) > 0 и которую мы также считаем неизвестной. Наблюдению
доступны пары {(𝑢𝑖, 𝑤𝑖), 1 ≤ 𝑖 ≤ 𝑛} – повторная выборка, где 𝑤𝑖 есть значе-
ние случайной величины 𝑊𝑖 – индикатора события (𝑋𝑖 < 𝑈𝑖) (эффект), т.е.
𝑊𝑖 = 𝐼(𝑋𝑖 < 𝑈𝑖), а 𝑢𝑖 – введенная в организм «доза». Случайная величина 𝑋
– это нижняя граница, с которой начинается реакция организма: если 𝑈 > 𝑋,
то 𝑊 = 1 (есть реакция организма), а если 𝑈 6 𝑋, то 𝑊 = 0 (реакция от-
сутствует). Требуется по наблюдениям {(𝑢𝑖, 𝑤𝑖), 1 ≤ 𝑖 ≤ 𝑛} оценить функцию
распределения 𝐹 (𝑥). Если величины 𝑋 и 𝑈 – независимы, то условное ожидание
E(𝑊 |𝑈 = 𝑥) = E(𝐼(𝑈 > 𝑋)|𝑈 = 𝑥) = E(𝐼(𝑋 < 𝑥)|𝑈 = 𝑥) = P(𝑋 < 𝑥) = 𝐹 (𝑥)
является регрессией и для оценки 𝐹 (𝑥) можно использовать ядерную оцен-
ку регрессии вида 𝐹𝑛(𝑥) = 𝑆*2𝑛(𝑥)/𝑆
*
1𝑛(𝑥), где 𝑆
*
1𝑛(𝑥) =
1
𝑛
𝑛∑︀
𝑖=1
𝐾𝑏(𝑢𝑖 − 𝑥),
𝑆*2𝑛(𝑥) =
1
𝑛
𝑛∑︀
𝑖=1
𝑤𝑖𝐾𝑏(𝑢𝑖 − 𝑥), 𝐾𝑏(𝑥) = 𝐾(𝑥/𝑏)/𝑏, 𝐾(𝑥) есть ядерная функция, т.е.
четная финитная плотность распределения с носителем распределения на отрезке
[−1, 1], а 𝑏 есть параметр сглаживания, 𝑏 = 𝑏(𝑛), 𝑏 → 0 при 𝑛 → ∞, но 𝑛𝑏 → ∞.
В работах [2–4] показано, что для 𝑏 = 𝑛−1/5 разность 𝜁𝑛 = 𝑛2/5 (𝐹𝑛(𝑥) − 𝐹 (𝑥))
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при 𝑛 → ∞ и некоторых условиях регулярности состоятельна и асимптотически
нормальна 𝑁(𝑎(𝑥), 𝜌2(𝑥)) с ожиданием 𝑎(𝑥) = 𝑓 ′(𝑥) + 2𝑓(𝑥)𝑔′(𝑥)/𝑔(𝑥) и диспер-
сией 𝜌2(𝑥) = 𝐹 (𝑥)(1 − 𝐹 (𝑥)) ‖𝐾 ‖2 /𝑔(𝑥), ‖𝐾 ‖2 = ∫︀ 𝐾2(𝑥) 𝑑𝑥. Повысить скорость
сходимости оценки функции распределения 𝐹 (𝑥) с 𝑛2/5 до 𝑛4/9 можно, используя
двухшаговую процедуру, предложенную и изученную в работе [5].
В работах [2–5] предполагалось, что вводимые дозы измеряются без оши-
бок. Однако реальные данные, которые мы наблюдаем, измеряются с ошибкой.
Измерения с ошибкой возникают во многих научных областях. Игнорирование
ошибки измерения может приводить к большому смещению оценки и к оши-
бочным заключениям при анализе данных. В данной работе мы будем предпо-
лагать, что измерения сделаны с ошибкой, которая является случайной величи-
ной 𝜀 с неизвестной непрерывной плотностью распределения 𝑓𝜀(𝑥). Иными сло-
вами, вместо выборки (𝑢𝑖, 𝑤𝑖), 1 ≤ 𝑖 6 𝑛 (прямые наблюдения) мы наблюдаем
выборку (𝑦𝑖, 𝑤𝑖), 1 ≤ 𝑖 ≤ 𝑛, где 𝑦𝑖 = 𝑢𝑖 + 𝜀𝑖, 𝑊𝑖 = 𝐼(𝑋𝑖 < 𝑈𝑖) (непрямые на-
блюдения). Такая модель наблюдений и статистика 𝐹𝑛(𝑥) = 𝑆2𝑛(𝑥)/𝑆1𝑛(𝑥), где
𝑆𝜈𝑛(𝑥) = (𝑛)
−1∑︀𝑛
𝑗=1 𝑤
2−𝜈
𝑗 𝐾𝑏(𝑦𝑗 − 𝑥), 𝜈 = 1, 2, полагая 00 = 0, изучались в работе
[6]. Как при этом может измениться предельное распределение оценки 𝐹𝑛(𝑥)?
В [7] было показано, что оценка 𝐹𝑛(𝑥) сходится по вероятности при 𝑛 → ∞
к свертке 𝑅(𝑥) = (𝐹 * 𝑓𝜀)(𝑥). К тому же при 𝑏 = 𝑛−1/5 после-
довательность 𝑛2/5(𝐹𝑛(𝑥) − 𝐹 (𝑥)) асимптотически нормальна с дисперсией
𝜌2(𝑥) = 𝑅(𝑥)(1 − 𝑅(𝑥))‖𝐾 ‖2/(𝑔 * 𝑓𝜀)(𝑥). В [8] предлагались методы уменьше-
ния ошибки измерения с помощью поправленных значений доз. Было показано,
что оценки, построенные по поправленным значениям, являются состоятельными
оценками 𝐹 (𝑥) и асимптотически нормальными. Многомерный случай изучался в
работах [8,9]. В работах Fan J. [10] и Zu Y. [11] исследовался Фурье-метод ядерно-
го оценивания плотности в модели свертки. Там была доказана асимптотическая
нормальность рассмотренных оценок.
В настоящей работе изучаются непараметрические рекурсивные оценки функ-
ции распределения ядерного Фурье-метода в зависимости доза-эффект для оцен-
ки вида 𝐹𝑛 = 𝑆2𝑛(𝑥)/𝑆1𝑛(𝑥), 𝑆𝜈𝑛(𝑥) = (𝑛)−1
∑︀𝑛
𝑗=1 𝑤
2−𝜈
𝑗 𝐾𝑏𝑗 (𝑦𝑗 − 𝑥), 𝜈 = 1, 2, (по-
лагая 00 = 0), где {𝑏𝑗} есть последовательность сглаживающих параметров, и
доказана их асимптотическая нормальность. Однако скорость сходимости оценок,
построенных Фурье-методом, оказывается несколько ниже, чем при наблюдени-
ях без ошибок, поэтому в данной работе для уменьшения погрешности измерения
предложено при каждом из значений доз 𝑢𝑗 , 𝑗 = 1, 2, ..., 𝑛, производить по 𝑚 по-
вторных наблюдений.
2. Постановка задачи
Пусть U (𝑛) = (𝑈1,𝑊1), ..., (𝑈𝑛,𝑊𝑛) обозначает случайную выборку объема 𝑛
и 𝐾(𝑥) есть ядерная функция. Случайная величина 𝑈 наблюдаема, а 𝑋 – нена-
блюдаема, величины 𝑈,𝑋 – независимы. В качестве оценки 𝐹 (𝑥) по U (𝑛) возьмем
статистику
𝐹𝑛(𝑥) =
𝑛∑︁
𝑗=1
𝑊𝑗𝐾(𝑏
−1
𝑗 (𝑈𝑗 − 𝑥))/
𝑛∑︁
𝑗=1
𝐾(𝑏−1𝑗 (𝑈𝑗 − 𝑥)) = (1)
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=
1
𝑛
𝑛∑︁
𝑗=1
𝑏−1𝑗 𝑊𝑗𝐾(𝑏
−1
𝑗 (𝑈𝑗 − 𝑥))/𝑆1𝑛(𝑥) = 𝑆2𝑛(𝑥)/𝑆1𝑛(𝑥),
где 𝑆1𝑛(𝑥) = 𝑛−1
𝑛∑︀
𝑗=1
𝐾𝑏𝑗 (𝑈𝑗 − 𝑥) есть ядерная оценка плотности распределения
𝑔(𝑥) случайной дозы 𝑈𝑗 .
Рекурсивное вычисление оценки 𝐹𝑛(𝑥) может быть выполнено посредством со-
отношений: 𝑆1,0(𝑥) = 𝑆2,0(𝑥) = 𝐹0(𝑥) = 0 и для 𝑛 > 1,
𝑆1,𝑛(𝑥) =
𝑛− 1
𝑛
𝑆1,𝑛−1(𝑥) +
1
𝑛𝑏𝑛
𝐾
(︂
𝑈𝑛 − 𝑥
𝑏𝑛
)︂
,
𝑆2,𝑛(𝑥) =
𝑛− 1
𝑛
𝑆2,𝑛−1(𝑥) +
1
𝑛𝑏𝑛
𝑊𝑛𝐾
(︂
𝑈𝑛 − 𝑥
𝑏𝑛
)︂
,
так что
𝐹𝑛(𝑥) =
(𝑛− 1)𝑏𝑛𝑆1,𝑛−1(𝑥)𝐹𝑛−1(𝑥) + 𝑊𝑛𝐾((𝑈𝑛 − 𝑥)/𝑏𝑛)
(𝑛− 1)𝑏𝑛𝑆1,𝑛−1(𝑥) + 𝐾((𝑈𝑛 − 𝑥)/𝑏𝑛) .
Это рекурсивное свойство особенно полезно, когда выборка большого объема,
так как 𝐹𝑛(𝑥) может быть легко обновлено каждым дополнительным наблюдени-
ем. Кроме того (см. [12]), при определенных обстоятельствах рекурсивная оценка
будет более эффективна, чем нерекурсивный вариант.
Предположим теперь, что вместо величин 𝑈1, ..., 𝑈𝑛 наблюдаются вели-
чины 𝑌𝑗 = 𝑈𝑗 + 𝜀𝑗 , 𝑗 = 1, ..., 𝑛,, где 𝜀𝑗 и 𝑈𝑗 – независимы. Оцен-
ку плотности 𝑔𝑛(𝑥) будем строить по наблюдениям Y (𝑛) = {(𝑌𝑗 ,𝑊𝑗)𝑛𝑗=1}.
Пусть 𝑓𝜀(𝑥) обозначает плотность распределения величины 𝜀 – погрешно-
сти измерения дозы. Тогда плотность распределения величины 𝑌 равна
𝑓𝑌 (𝑦) = (𝑔 * 𝑓𝜀)(𝑥) =
∫︀
𝑔(𝑦 − 𝑥) 𝑓𝜀(𝑥) 𝑑𝑥, а соответствующие характеристиче-
ские функции связаны соотношением 𝜙
𝑌
(𝑡) = 𝜙
𝑈
(𝑡)𝜙𝜀(𝑡). Если 𝜙𝜀(𝑡) ̸= 0, то
𝜙
𝑈
(𝑡) = 𝜙
𝑌
(𝑡)/𝜙𝜀(𝑡).
Пусть 𝜙
𝐾
(𝑡) есть характеристическая функция (х.ф.) плотности 𝐾(𝑥). Тогда
х.ф. для 𝑏−1𝑗 𝐾(𝑥/𝑏𝑗) равна 𝜙𝐾(𝑏𝑗𝑡), а х.ф. свертки функций 𝑏
−1
𝑗 𝐾(𝑥/𝑏𝑗) и 𝑓𝑌 (𝑥)
равна 𝜙
𝐾
(𝑏𝑗𝑡)𝜙𝑌 (𝑡)/𝜙𝜀(𝑡). В качестве оценки х.ф. 𝜙𝑌 (𝑡) возьмем 𝜙𝑛(𝑡) = 𝜙𝑛𝑌 (𝑡) =
𝑛−1
∑︀𝑛
𝑗=1 exp(𝑖𝑡𝑌𝑗). Если функция 𝜙𝐾(𝑏𝑗𝑡)𝜙𝑌𝑗 (𝑡)/𝜙𝜀(𝑡) интегрируема, то получим
следующую оценку плотности 𝑔(𝑢) (см. [10,11]):
𝑆1𝑛(𝑥) = =
1
2𝜋𝑛
𝑛∑︁
𝑗=1
∫︁ +∞
−∞
exp (− 𝑖𝑡(𝑥− 𝑌𝑗))𝜙𝐾(𝑏𝑗𝑡)
𝜙𝑌𝑗 (𝑡)
𝜙𝜀(𝑡)
𝑑 𝑡. (2)
Оценку (2) можно переписать в виде
𝑆1𝑛(𝑥) =
1
𝑛
𝑛∑︁
𝑗=1
1
𝑏𝑗
𝐾𝑛
(︂
𝑥− 𝑌𝑗
𝑏𝑗
)
)︂
, (3)
с ядром
𝐾𝑛(𝑥) =
1
2𝜋
∫︁ +∞
−∞
exp (− 𝑖𝑡𝑥) 𝜙𝐾(𝑡)
𝜙𝜀(𝑡/𝑏𝑗)
𝑑𝑡. (4)
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Теперь рассмотрим следующую ядерную оценку Фурье-метода функции рас-
пределения 𝐹 (𝑥) в зависимости доза-эффект, учитывающую ошибку в измерении
доз:
𝐹𝑛(𝑥) = 𝑆2𝑛(𝑥)/𝑆1𝑛(𝑥), где 𝑆2𝑛(𝑥) =
1
𝑛
𝑛∑︁
𝑗=1
𝑊𝑗𝑏
−1
𝑗 𝐾𝑛(𝑏
−1
𝑗 (𝑌𝑗 − 𝑥)). (5)
3. Условия
Условие 1.
(i) Характеристическая функция ошибки равна 𝜙𝜀(𝑡) = 2𝑖𝑡Γ(1/2 + 𝑖𝑡)/
√
𝜋 .
(ii) Плотность распределения 𝑔(𝑥) > 0 есть ограниченная функция и имеет огра-
ниченные и непрерывные производные до третьего порядка включительно.
(iii) Плотность распределения 𝑓(𝑥) ограничена и имеет ограниченные и непре-
рывные производные до второго порядка включительно.
Условие 2. Ядерная функция 𝐾(𝑥) – плотность распределения равна
𝐾(𝑥) = sinc2𝑚(𝑥)/𝑐𝑚,𝑚 ∈ 𝑁, где 𝑐𝑚 = 𝜋
(2𝑚− 1)!𝐴(2𝑚− 1,𝑚),
𝐴(𝑛, 𝑘), 0 ≤ 𝑘 ≤ 𝑛 – числа Эйлера (см. [13], с.298).
Пусть 𝐵𝑛 =
∑︀𝑛
𝑗=1 𝑏
−1
𝑗 .
Условие 3. Последовательность 𝑏𝑗 такова, что при 𝑛→∞
(i) 𝑏𝑗 → 0, 𝑗 = 1, 2, ..., 𝑛; (ii) 𝑛2𝐵−1𝑛 →∞;
(iii) найдется 𝛿 > 0 такое, что
∑︀𝑛
𝑗=1 𝑏
−𝛿/2
𝑗 exp((2 + 𝛿)/𝑏𝑗)
(
∑︀𝑛
𝑗=1 exp((2/𝑏𝑗))
1+𝛿/2
−→
𝑛→∞0.
Замечание к условию 1. Представленная характеристическая функция есть х.ф.
величины, равной ln𝜒21 (логарифм хи-квадрат с.в. с одной степенью свободы). В
общем случае 𝜀 = ln𝜒2𝜈 имеет плотность (𝜈 = 1, 2, ...)
𝑓𝜀(𝑥) = exp(
1
2
𝜈(𝑥− 𝑒𝑥))/(2𝜈/2Γ(𝜈/2)), −∞ < 𝑥 <∞,
и характеристическую функцию 𝜙𝜀(𝑡) =
2 𝑖𝑡 Γ(𝜈/2 + 𝑖𝑡)
Γ(𝜈/2) 𝜈 𝑖𝑡+𝜈/2
.
В [11] показано, что для 𝜈 = 1 (с точностью до константы и при произвольном
𝜈) и при | 𝑡 | → ∞,
|𝜙𝜀(𝑡) | =
√
2 exp
(︂
−1
2
𝜋| 𝑡 |
)︂(︂
1 + 𝑂
(︂
1
| 𝑡 |
)︂)︂
. (6)
Кроме того, вместо величины 𝜀 будем рассматривать с.в. 𝜎0𝜀, 𝜎0 > 0.
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Замечание к условию 2(i). Рассмотрим преобразование Фурье для некоторой плот-
ности 𝑓(𝑥). Тогда
ℱ(𝑓)(𝑡) = 1√
2𝜋
∫︁ +∞
−∞
𝑒𝑖𝑡𝑥𝑓(𝑥) 𝑑𝑥 = 𝜙(𝑡),
поэтому для обратного преобразования Фурье имеем:
ℱ−1(𝜙(𝑡))(𝑥) = 1√
2𝜋
∫︁ +∞
−∞
𝑒−𝑖𝑡𝑥𝑓(𝑥) 𝑑𝑥 = ℱ(𝜙(−𝑡))(𝑥).
Рассмотрим непрерывное равномерное распределение 𝑓(𝑥) = 1/2, для |𝑥 | ≤ 1.
Ее характеристическая функция равна sinc(𝑡)/2 и ее четная степень также будет
характеристической функцией свертки нескольких равномерных распределений,
т.е. будет иметь распределение Ирвина-Хала 𝑓𝑛(𝑥) = (2(𝑛− 1)!)−1
∑︀𝑛
𝑗=1(−1)𝑘𝐶𝑘𝑛·
·(𝑥−𝑘)𝑛−1sgn(𝑥−𝑘). Тогда обратное преобразование для sinc2𝑚(𝑥)/𝑐𝑚 будет равно
нулю вне конечного интервала [−𝐴,𝐴] (будем считать, что 𝜙
𝐾
(𝑡) = 0 для | 𝑡 | > 1.
Замечание к условию 3. Если все 𝑏𝑗 равны ℎ, то это условие сводится к требованию
ℎ→ 0; 𝑛ℎ→∞ при 𝑛→∞.
4. Вспомогательные результаты
Лемма 1. Если выполнены условия 1 – 3, то при 𝑛→∞,
E(𝑆2𝑛(𝑥)) = 𝐹 (𝑥)𝑔(𝑥) +
1
2𝑛
𝜇2(𝐾)(𝐹𝑔)
′′(𝑥)
𝑛∑︁
𝑗=1
𝑏2𝑗 (1 + 𝑜(1)), (7)
E(𝑆1𝑛(𝑥)) = 𝑔(𝑥) +
1
2𝑛
𝜇2(𝐾)𝑔
′′(𝑥)
𝑛∑︁
𝑗=1
𝑏2𝑗 (1 + 𝑜(1)),
где
𝜇2(𝐾) =
∫︁ +∞
−∞
𝑢2𝐾(𝑢) 𝑑𝑢.
Доказательство. Рассмотрим сначала статистику 𝑆2𝑛(𝑥). Имеем:
E(𝑆2𝑛(𝑥)) = 𝑛
−1E
⎛⎝ 𝑛∑︁
𝑗=1
𝑏−1𝑗 𝐾𝑛(𝑏
−1
𝑗 (𝑌𝑗 − 𝑥))𝑊𝑗
⎞⎠ =
= (2𝜋𝑛)−1
𝑛∑︁
𝑗=1
E
(︂
𝑊𝑗
∫︁ +∞
−∞
exp(−𝑖𝑡𝑥)𝜙𝐾(𝑏𝑗𝑡)
𝜙𝑌𝑗 (𝑡)
𝜙𝜀(𝑡)
𝑑𝑡
)︂
=
= (2𝜋𝑛)−1
∫︁ +∞
−∞
𝑛∑︁
𝑗=1
exp(−𝑖𝑡𝑥)𝜙𝐾(𝑏𝑗𝑡)
E(𝑊𝑗𝜙𝑌𝑗 (𝑡))
𝜙𝜀(𝑡)
𝑑𝑡 =
= (2𝜋𝑛)−1
𝑛∑︁
𝑗=1
∫︁
𝑅2
exp(−𝑖𝑡𝑥)𝜙𝐾(𝑏𝑗𝑡)
E(𝑊𝑗𝜙𝑌𝑗 (𝑡)|𝑈𝑗 = 𝑢)
𝜙𝜀(𝑡)
𝑔(𝑢) 𝑑𝑢 𝑑𝑡 =
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= (2𝜋𝑛)−1
𝑛∑︁
𝑗=1
∫︁
𝑅2
exp(−𝑖𝑡(𝑥− 𝑢)𝜙𝐾(𝑏𝑗𝑡)𝐹 (𝑢)𝑔(𝑢) 𝑑𝑢 𝑑𝑡 =
= 𝑛−1
𝑛∑︁
𝑗=1
ℎ−1𝑗
∫︁ +∞
−∞
𝐾(𝑏−1𝑗 (𝑢− 𝑥))𝐹 (𝑢)𝑔(𝑢) 𝑑𝑢.
Кроме того,
E(𝑆2𝑛(𝑥)) = 𝑛
−1
𝑛∑︁
𝑗=1
∫︁ +∞
−∞
𝐾(𝑢)𝐹 (𝑥 + 𝑏𝑗𝑢)𝑔(𝑥 + 𝑏𝑗𝑢) 𝑑𝑢 =
= 𝐹 (𝑥)𝑔(𝑥) +
1
2𝑛
𝜇2(𝐾)(𝐹𝑔)
′′(𝑥)
𝑛∑︁
𝑗=1
𝑏2𝑗 (1 + 𝑜(1)).
Значит, имеем представление (8).
Аналогично,
E(𝑆1𝑛(𝑥)) = 𝑛
−1
𝑛∑︁
𝑗=1
𝑏−1𝑗 E
⎛⎝ 𝑛∑︁
𝑗=1
𝐾𝑛
(︀
𝑏−1𝑗 (𝑌𝑗 − 𝑥)
)︀⎞⎠ =
= 𝑛−1
𝑛∑︁
𝑗=1
𝑏−1𝑗
∫︁ +∞
−∞
𝐾(𝑏−1𝑗 (𝑢− 𝑥))𝑔(𝑢) 𝑑𝑢 = 𝑛−1
𝑛∑︁
𝑗=1
∫︁ +∞
−∞
𝐾(𝑢)𝑔(𝑥 + 𝑏𝑗𝑢) 𝑑𝑢 =
= 𝑔(𝑥) +
1
2𝑛
𝜇2(𝐾)𝑔
′′(𝑥)
𝑛∑︁
𝑗=1
𝑏2𝑗 (1 + 𝑜(1)).
Лемма доказана.
Лемма 2. При условиях 1 – 3 и при 𝑛→∞,
(i)
𝑛2Var(𝑆2𝑛(𝑥))
𝐵𝑛 ‖𝐾𝑛 ‖2
= (𝐹𝑔*𝑓𝜀)(𝑥) (1+𝑜(1)); (ii) 𝑛
2Var(𝑆1𝑛(𝑥))
𝐵𝑛 ‖𝐾𝑛 ‖2
= (𝑔*𝑓𝜀)(𝑥) (1+𝑜(1)).
Доказательство. Рассмотрим дисперсии представленных статистик. Имеем:
Var(𝑆2𝑛(𝑥)) = 𝑛
−2
𝑛∑︁
𝑗=1
Var(𝑏−1𝑗 𝐾𝑛(𝑏
−1
𝑗 (𝑌𝑗 − 𝑥))𝑊 )) =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−2𝑗 E(𝑊
2
𝑗 𝐾
2
𝑛(𝑏
−1
𝑗 (𝑌𝑗 − 𝑥)))− 𝑛−2
𝑛∑︁
𝑗=1
E2(𝑏−1𝑗 𝐾𝑛(𝑏
−1
𝑗 (𝑌𝑗 − 𝑥))𝑊𝑗) =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−2𝑗 E(𝑊𝑗𝐾
2
𝑛(𝑏
−1
𝑗 (𝑌𝑗 − 𝑥)))(1 + 𝑜(1)).
Теперь
𝑛−2
𝑛∑︁
𝑗=1
𝑏−2𝑗 E(𝑊𝑗𝐾
2
𝑛(𝑏
−1
𝑗 (𝑌𝑗 − 𝑥))) =
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= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−2𝑗
∫︁
𝑅2
𝐹 (𝑢)𝐾2𝑛(𝑏
−1
𝑗 (𝑥− 𝑢− 𝑣)) 𝑔(𝑢) 𝑓𝜀(𝑣) 𝑑𝑣𝑑𝑢 =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−1𝑗
∫︁
𝑅2
𝐾2𝑛(𝑧)𝐹 (𝑥− 𝑣 − 𝑏𝑗𝑧) 𝑔(𝑥− 𝑣 − 𝑏𝑗𝑧) 𝑓𝜀(𝑣) 𝑑𝑣𝑑𝑧 =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−1𝑗 ‖𝐾𝑛 ‖2
∫︁ +∞
−∞
𝐹 (𝑥− 𝑣) 𝑔(𝑥− 𝑣) 𝑓𝜀(𝑣) 𝑑𝑣 (1 + 𝑜(1)) =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−1𝑗 ‖𝐾𝑛 ‖2 (𝐹𝑔 * 𝑓𝜀)(𝑥)(1 + 𝑜(1)).
Аналогично,
Var(𝑆1𝑛(𝑥)) = 𝑛
−2
𝑛∑︁
𝑗=1
Var(𝑏−1𝑗 𝐾𝑛(ℎ
−1
𝑗 (𝑌𝑗 − 𝑥))) =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−2𝑗 E(𝐾
2
𝑛(𝑏
−1
𝑗 (𝑌𝑗 − 𝑥)))(1 + 𝑜(1)).
Кроме того,
1
𝑛2
𝑛∑︁
𝑗=1
1
𝑏2𝑗
E(𝐾2𝑛
(︂
𝑌𝑗 − 𝑥
𝑏𝑗
)︂
) =
1
𝑛2
𝑛∑︁
𝑗=1
1
𝑏2𝑗
∫︁
𝑅2
𝐾2𝑛
(︂
𝑥− 𝑢− 𝑣
𝑏𝑗
)︂
𝑔(𝑢) 𝑓𝜀(𝑣) 𝑑𝑣 =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−1𝑗
∫︁
𝑅2
𝐾2𝑛(𝑧) 𝑔(𝑥− 𝑣 − 𝑏𝑗𝑧) 𝑑𝐹𝜀(𝑣)𝑑𝑧 =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−1𝑗 ‖𝐾𝑛 ‖2
∫︁ +∞
−∞
𝑔(𝑥− 𝑣) 𝑓𝜀(𝑣) 𝑑𝑣 (1 + 𝑜(1)) =
= 𝑛−2
𝑛∑︁
𝑗=1
𝑏−1𝑗 ‖𝐾𝑛 ‖2 (𝑔 * 𝑓𝜀)(𝑥)(1 + 𝑜(1)),
что заканчивает доказательство леммы 2.
Пусть теперь ‖ 𝑓 ‖𝑝 =
(︁∫︀ 𝑏
𝑎
𝑓𝑝(𝑥) 𝑑𝑥
)︁1/𝑝
, ‖ 𝑓 ‖∞ = sup
𝑥∈ [𝑎,𝑏]
𝑓(𝑥) = 𝑀, 𝑝 > 2.
Тогда ‖ 𝑓 ‖𝑝 ≤ ‖ 𝑓 ‖1−2/𝑝∞ ‖ 𝑓 ‖2/𝑝2 . Действительно,∫︁ 𝑏
𝑎
𝑓𝑝(𝑥) 𝑑𝑥 =
∫︁ 𝑏
𝑎
𝑓𝑝−2(𝑥) · 𝑓2(𝑥) 𝑑𝑥 ≤𝑀𝑝−2
∫︁ 𝑏
𝑎
𝑓2(𝑥) 𝑑𝑥.
Отсюда ‖ 𝑓 ‖𝑝 ≤ 𝑀 (𝑝−2)/𝑝
(︂(︁∫︀ 𝑏
𝑎
𝑓2(𝑥)
)︁1/2)︂2/𝑝
= ‖ 𝑓 ‖1−2/𝑝∞ ‖ 𝑓 ‖2/𝑝2 .
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Для 𝑝 > 1 нам понадобится следующее неравенство:
|𝑥 + 𝑦 | 𝑝 ≤ 2𝑝−1( |𝑥 | 𝑝 + | 𝑦 | 𝑝). (8)
Действительно, не нарушая общности можно считать, что 𝑥, 𝑦 > 0. Для 𝑝 > 1
функция 𝑥𝑝 выпукла, поэтому
(︂
𝑥 + 𝑦
2
)︂𝑝
6 𝑥
𝑝 + 𝑦𝑝
2
, отсюда получаем (8).
5. Асимптотическая нормальность статистик
Рассмотрим E(| 𝜉𝑗 − E(𝜉𝑗) | 2+𝛿), где 𝜉𝑗 = 1
𝑏𝑗
𝐾𝑛
(︂
𝑌𝑗 − 𝑥
𝑏𝑗
)︂
, тогда 𝑆1 = 𝑆1𝑛 =
=
1
𝑛
𝑛∑︀
𝑗=1
𝜉𝑗 , 𝑆2 = 𝑆2𝑛 =
1
𝑛
𝑛∑︀
𝑗=1
𝑊𝑖𝜉𝑗 .
Используя неравенство (8), имеем:
| 𝜉𝑗 −E(𝜉𝑗) | 2+𝛿 ≤ 21+𝛿( | 𝜉𝑗 | 2+𝛿 + |E(𝜉𝑗) | 2+𝛿).
Беря от обеих частей математическое ожидание, получаем
E(| 𝜉𝑗 −E(𝜉𝑗) | 2+𝛿) 6 22+𝛿E(| 𝜉𝑗 | 2+𝛿) =
= (2/𝑏𝑗)
2+𝛿
∫︁ +∞
−∞
⃒⃒
𝐾𝑛
(︀
𝑏−1𝑗 (𝑥− 𝑦)
)︀ ⃒⃒2+𝛿
𝑓𝑌 (𝑦) 𝑑𝑦 =
=
∫︁ +∞
−∞
|𝐾𝑛(𝑢)|2+𝛿𝑓𝑌 (𝑥 + 𝑢𝑏𝑗) 𝑑𝑢 = 2
2+𝛿
𝑏1+𝛿𝑗
𝑓𝑌 (𝑥)
∫︁ +∞
−∞
|𝐾𝑛(𝑢) |2+𝛿 𝑑𝑢(1 + 𝑜(1)),
так как |𝑓 ′𝑌 (𝑥)| ≤ 𝐶1 и |𝑓 ′′𝑌 (𝜉)| ≤ 𝐶2.
Далее, ∫︁ +∞
−∞
|𝐾𝑛(𝑢) |2+𝛿 𝑑𝑢 ≤ ‖𝐾𝑛 ‖2+𝛿2 ,
‖𝐾𝑛 ‖22 =
∫︁ +∞
−∞
|𝐾𝑛(𝑥) |2 𝑑𝑥 = 1
4𝜋2
∫︁ +∞
−∞
⃒⃒⃒⃒ ∫︁ +∞
−∞
𝑒−𝑖𝑡𝑢
𝜙
𝐾
(𝑡)
𝜙𝜀(𝑡/𝑏𝑗)
𝑑𝑡
⃒⃒⃒⃒2
𝑑𝑢 ≤
≤ 1
4𝜋2
∫︁ +∞
−∞
⃒⃒⃒⃒ ∫︁ 1
−1
1
𝜙𝜀(𝑡/𝑏𝑗)
𝑑𝑡
⃒⃒⃒⃒2
𝑑𝑢 ≤ 1
2𝜋2𝑏𝑗
exp
(︂
2𝜎0
𝑏𝑗
)︂
, (9)
так как 𝜙
𝐾
(𝑡) равна нулю вне интервала [−1, 1] и мы использовали (7).
Значит,
‖𝐾𝑛 ‖2+𝛿2 ≤
1
(2𝜋2𝑏𝑗)1+𝛿/2
exp(𝜎0(2 + 𝛿)/𝑏𝑗)(1 + 𝑜(1)). (10)
Теорема 1. Пусть выполнены условия 1 – 3. Тогда
√
2𝜋𝑛(𝐹𝑛(𝑥)−E(𝐹𝑛(𝑥)))
𝑐𝑛
𝑑−→
𝑛→∞ 𝑁(0,Σ
2(𝑥)),
где
Σ2(𝑥) =
1
𝑔2(𝑥)
[(1−2𝐹 (𝑥))(𝐹𝑔 *𝑓𝜀)(𝑥) +𝐹 2(𝑥)(𝑔 *𝑓𝜀)(𝑥)], 𝑐2𝑛 =
𝑛∑︁
𝑗=1
𝑏−1𝑗 exp(2𝜎0/𝑏𝑗).
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Доказательство. Рассмотрим Var(𝜉𝑗). Нетрудно показать, что
Var(𝜉𝑗) = E(𝜉2𝑗 )−E2(𝜉𝑗) ∼ E(𝜉2𝑗 ) ∼
𝑓𝑌 (𝑥)
𝑏𝑗
∫︁ +∞
−∞
|𝐾𝑛(𝑢) |2 𝑑𝑢 =
=
𝑔 * 𝑓𝜀(𝑥)
4𝜋2
∫︁ +∞
−∞
⃒⃒⃒⃒ ∫︁ +∞
−∞
𝑒−𝑖𝑡𝑢
𝜙
𝐾
(𝑡)
𝜙𝜀(𝑡/𝑏𝑗)
𝑑𝑡
⃒⃒⃒⃒2
𝑑𝑢 ∼ 1
2𝜋2𝑏𝑗
exp
(︂
2𝜎0
𝑏𝑗
)︂
.
В таком случае
Var(𝑆1𝑛(𝑥)) =
𝑔 * 𝑓𝜀(𝑥)
2𝜋2𝑛2
𝑛∑︁
𝑗=1
𝑏−1𝑗 exp(2𝜎0/𝑏𝑗) =
𝑔 * 𝑓𝜀(𝑥)
2𝜋2𝑛2
𝑐2𝑛
(если 𝑏𝑗 = ℎ, 𝑗 = 1, 2, ..., 𝑛, то Var(𝑆1𝑛(𝑥)) =
𝑔 * 𝑓𝜀(𝑥)
2𝜋2𝑛ℎ
exp(2𝜎0/ℎ)).
Значит, для дроби Ляпунова (с точностью до константы) имеем представление:
𝐿𝑛 =
∑︀𝑛
𝑗=1E(| 𝜉𝑗 −E(𝜉𝑗) |2+𝛿)
(
∑︀𝑛
𝑗=1Var(𝜉𝑗))
1+𝛿/2
∼
∑︀𝑛
𝑗=1 𝑏
−𝛿/2
𝑗 exp((2 + 𝛿)/𝑏𝑗)
(
∑︀𝑛
𝑗=1 exp((2/𝑏𝑗))
1+𝛿/2
−→
𝑛→∞0,
т.е. условие центральной предельной теоремы Ляпунова [14] выполнено и
𝑆1𝑛(𝑥)−E(𝑆1𝑛(𝑥))√︁
Var(𝑆1𝑛(𝑥))
𝑑−→
𝑛→∞ 𝑁(0, 1).
Подобным же образом, выводим, что
𝑆2𝑛(𝑥)−E(𝑆2𝑛(𝑥))√︁
Var(𝑆2𝑛(𝑥))
𝑑−→
𝑛→∞ 𝑁(0, 1).
Далее будем считать что 𝑏1 = 𝑏2 = ... = 𝑏𝑛 = ℎ, то 𝐿𝑛 ∼ 𝐶𝑛−𝛿/2 и для 𝛿 = 1,
𝐿𝑛 ∼ 𝐶/
√
𝑛.
Теперь положим 𝑎2 = E(𝑆2), 𝑎1 = E(𝑆1) и установим асимптотическую нор-
мальность отношения 𝑆2/𝑆1.
Учитывая неравенство
⃒⃒⃒⃒
1
1 + 𝑥
− 1 + 𝑥
⃒⃒⃒⃒
≤ 2𝑥2, |𝑥 | ≤ 1
2
, имеем:
𝑆2
𝑆1
=
𝑆2 − 𝑎2 + 𝑎2
𝑆1 − 𝑎1 + 𝑎1 =
𝑆2 − 𝑎2
𝑎1
(︁
1 + 𝑆1−𝑎1𝑎1
)︁ + 𝑎2
𝑎1
(︁
1 + 𝑆1−𝑎1𝑎1
)︁ =
=
𝑆2 − 𝑎2
𝑎1
·
(︂
1− 𝑆1 − 𝑎1
𝑎1
)︂
+
𝑎2
𝑎1
− 𝑎2
𝑎1
· 𝑆1 − 𝑎1
𝑎1
+ 𝑞1𝑛,
| 𝑞1𝑛 | ≤ 2(𝑆1 − 𝑎1)
2
𝑎21
· |𝑆2 − 𝑎2 |
𝑎1
+ 2
𝑎2
𝑎1
· (𝑆1 − 𝑎1)
2
𝑎21
.
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Тогда
𝑒−𝜎0/ℎ
(︂
𝑆2
𝑆1
− 𝑎2
𝑎1
)︂
= exp(−𝜎0/ℎ)
(︂
𝑆2 − 𝑎2
𝑎1
− 𝑆1 − 𝑎1
𝑎1
− 𝑞2𝑛
)︂
,
где 𝑞2𝑛 = (𝑆2 − 𝑎2)(𝑆1 − 𝑎1)/𝑎21.
Имеем: 𝑒−𝜎0/ℎ(𝑆2 − 𝑎2) 𝑎.𝑠.−→
𝑛→∞ 0. Действительно, достаточно показать (см. [15],
с.215), что P
(︂ ∞⋃︀
𝑚=𝑛
{𝑒−𝜎0/ℎ|𝑆2𝑚 −E(𝑆2𝑚) | ≥ 𝜀}
)︂
→ 0 для любого 𝜀 > 0.
Так как
P
(︃ ∞⋃︁
𝑚=𝑛
{𝑒−𝜎0/ℎ|𝑆2𝑚 −E(𝑆2𝑚) | ≥ 𝜀}
)︃
≤
∞∑︁
𝑚=𝑛
P
(︁
𝑒−𝜎0/ℎ|𝑆2𝑚 −E(𝑆2𝑚) | ≥ 𝜀
)︁
и по неравенству Чебышева
P
(︁
𝑒−𝜎0/ℎ|𝑆2𝑚 −E(𝑆2𝑚) | ≥ 𝜀
)︁
≤ E((𝑆2𝑚 −E(𝑆2𝑚))4)/(𝜀4𝑒4𝜎0/ℎ),
то рассмотрим E((𝑆2𝑚 −E(𝑆2𝑚))4).
Используя неравенство (10), имеем:
E((𝑆2𝑛 − 𝑎2)4) = E
⎛⎜⎝
⎛⎝𝑛−1 𝑛∑︁
𝑗=1
(𝑊𝑗𝜉𝑗 − 𝑎2)
⎞⎠4
⎞⎟⎠ ≤
≤ 1
𝑛3
E(𝜉1 −E(𝜉1)4) + 6(𝑛− 1)
𝑛3
E2(𝜉1))2 ≤
≤ 𝑒4𝜎0/ℎ
(︂
𝐶1
𝑛3ℎ2
+
𝐶2
𝑛2ℎ2
)︂
∼ 𝑒4𝜎0/ℎ 𝐶2
𝑛2ℎ2
.
Если ℎ = 𝑛−1/5, то 𝑛2ℎ2 = 𝑛8/5 и так как ряд
∞∑︀
𝑛=1
1
𝑛8/5
сходится, то
∞∑︀
𝑛=𝑚
1
𝑛8/5
−→
𝑚→∞ 0, откуда 𝑒
4𝜎0/ℎ(𝑆2𝑛 − 𝑎2) 𝑎.𝑠.−→
𝑛→∞ 0.
Кроме того, применяя метод Колмогорова (см.[16], с.106), можно показать, что
P
(︂√
𝑛ℎ max
1≤𝑘≤𝑛
𝑒2𝜎0/ℎ(𝑆1𝑘 − 𝑎1)2 ≥ 𝜆
)︂
≤ 𝑛ℎ𝑒
−2𝜎0/ℎE((𝑆1𝑛)− 𝑎1)4
𝜆2
∼ 𝐶𝑛−4/5 −→
𝑛→∞ 0.
Действительно, обозначим
𝐴 = { max
1≤𝑘≤𝑛
(𝑆1𝑘 − 𝑎1)2 ≥ 𝜆},
𝐴𝑘 = {(𝑆1𝑗 − 𝑎1)2 < 𝜆, 𝑗 = 1, 2, ..., 𝑘 − 1, (𝑆1𝑘 − 𝑎1)2 ≥ 𝜆}, 1 ≤ 𝑘 ≤ 𝑛 .
Тогда 𝐴 =
𝑛⋃︀
𝑘=1
𝐴𝑘 и, полагая для простоты обозначений 𝑎1 = 0, имеем:
E(𝑆41𝑛) ≥ E((𝑆41𝑛)𝐼𝐴) =
𝑛∑︁
𝑘=1
E((𝑆41𝑛)𝐼𝐴𝑘).
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Но
𝑛∑︁
𝑘=1
E((𝑆41𝑛)𝐼𝐴𝑘) = E((𝑆1𝑘𝐼𝐴𝑘 + (1/𝑛)(
𝑛∑︁
𝑗=𝑘+1
𝜉𝑗)𝐼𝐴𝑘)
4) = E(𝑆41𝑘𝐼𝐴𝑘)+
+6E(𝑆21𝑘((1/𝑛)(
𝑛∑︁
𝑗=𝑘+1
𝜉𝑗)
2)𝐼𝐴𝑘) +E(((1/𝑛)(
𝑛∑︁
𝑗=𝑘+1
𝜉𝑗)
4)𝐼𝐴𝑘) ≥ E(𝑆41𝑘𝐼𝐴𝑘) ≥ 𝜆2P(𝐴𝑘).
Значит,
E(𝑆41𝑛) ≥ 𝜆2P(𝐴).
Кроме того, при 𝑛→∞,
𝑛ℎ𝑒−4𝜎0/ℎE(𝑆41𝑛) ∼
𝐶1
𝑛2ℎ
+
6𝐶2(𝑛− 1)
𝑛2
=
1
𝑛
(︂
𝐶1
𝑛ℎ
+ 𝐶2
)︂
.
Окончательно получаем:
√
𝑛ℎ𝑒−2𝜎0/ℎ max
1≤𝑘≤𝑛
(𝑆1𝑘 − 𝑎1)2 𝑝−→
𝑛→∞ 0.
Далее,
E
(︂
𝑆2
𝑆1
− 𝐹 (𝑥)
)︂
∼ E
(︂
𝑆2 − 𝐹 (𝑥)𝑔(𝑥)
𝑔(𝑥)
− 𝐹 (𝑥) · 𝑆1 − 𝑔(𝑥)
𝑔(𝑥)
)︂
= ℎ2𝛽2(𝑥) + 𝑜(ℎ
2),
где
𝛽2(𝑥) =
1
2𝑔(𝑥)
((𝐹 (𝑥)𝑔(𝑥))′′ − 𝐹 (𝑥)𝑔′′(𝑥)) = 1
2𝑔(𝑥)
(︂
𝑓 ′(𝑥) + 2
𝑓(𝑥)
𝑔(𝑥)
𝑔′(𝑥)
)︂
.
Кроме того,
𝑒−2𝜎0/ℎ𝑛ℎ
(︂
D(𝑆2)
𝑎21
+
𝑎22
𝑎41
·D(𝑆1)− 2 · 𝑎2
𝑎31
·Cov(𝑆2, 𝑆1)
)︂
∼
∼ (𝐹𝑔 * 𝑓𝜀)(𝑥)
𝑔2(𝑥)
+
𝐹 2(𝑥)𝑔2(𝑥)
𝑔4(𝑥)
· (𝑔 * 𝑓𝜀)(𝑥)− 2 · 𝐹 (𝑥)𝑔(𝑥)
𝑔3(𝑥)
(𝐹𝑔 * 𝑓𝜀)(𝑥) =
=
1
𝑔2(𝑥)
[(1− 2𝐹 (𝑥))(𝐹𝑔 * 𝑓𝜀)(𝑥) + 𝐹 2(𝑥)(𝑔 * 𝑓𝜀)(𝑥)] = Σ2(𝑥),
поскольку 𝑒−2𝜎0/ℎ𝑛ℎCov(𝑆2, 𝑆1) ∼ (𝐹𝑔 * 𝑓𝜀)(𝑥)‖𝐾𝑛 ‖2.
Теперь из наших рассуждений выводим, что при 𝑛 → ∞ величина
𝐹𝑛(𝑥)−E(𝐹𝑛(𝑥))√︀
Var(𝐹𝑛(𝑥))
асимптотически нормальна с параметрами (0,Σ2(𝑥)).
С практической точки зрения интерес представляет оценка скорости сходимо-
сти в этой теореме. Известно, что если 𝜁1, 𝜁2, ..., 𝜁𝑛 независимы и одинаково рас-
пределены, 𝑆*𝑛 = 𝜁1 + 𝜁2 + ... + 𝜁𝑛, 𝜌
2 = Var(𝜁𝑗), то в равномерной метрике
sup
𝑥∈𝑅
|P(𝑆*𝑛 6 𝑥)− Φ(𝑥) | 6
𝐶√
𝑛𝜎3
E( | 𝜁1 |3 ).
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Применительно к нашему исследованию получаем, что как 𝑆1𝑛, так и 𝑆2𝑛 (а,
значит, и 𝐹𝑛) сходятся к нормальному распределению в равномерной метрике со
скоростью 𝐶1/
√
𝑛. Это следует как из неравенства Берри-Ессеена, так и из метода
Стейна (см. [17] – [19]).
Вообще-то, метод Стейна в первоначальном виде [17] предназначался для оце-
нивания точности аппроксимации распределений сумм зависимых случайных ве-
личин, в частности, 𝑚-зависимых величин, для которых граница имеет вид [19]:
𝑑𝑊
(︂
𝑆*𝑛
Var(𝑆*𝑛)
, 𝜁0
)︂
6 7(2𝑚 + 1)
2 ·max𝑗 E(| 𝜁𝑗 | )√
𝑛E(|𝑆*𝑛 | )
,
где 𝜁0 ∈ 𝑁(0, 1), а 𝑑𝑊 (P,Q) = sup
{︀⃒⃒ ∫︀
𝜔 𝑑P− ∫︀ 𝜔 𝑑Q ⃒⃒ , 𝜔 ∈ Lip(1)}︀ есть метри-
ка Вассерштейна [20] (по-сути, это метрика Канторовича-Рубинштейна [21], [22]).
Иными словами, с помощью метода Стейна оценку скорости сходимости можно
расширить до 𝑚-зависимых случайных величин.
6. Повторные наблюдения
Отметим, что в теореме 1 мы рассматривали характеристическую функцию яд-
ра 𝜙
𝐾
(𝑡) вида (7). Такие же выводы мы получим, если возьмем 𝜙
𝐾
(𝑡) = exp(−𝛾| 𝑡 |).
Предположим, что при каждом значении 𝑢𝑗 наблюдается 𝑛𝑗 значений
𝑦𝑗𝑙, 𝑙 = 1, 2, ..., 𝑛𝑗 [23] – [25]. Примем все 𝑛𝑖 равными 𝑚. В таком случае мы имеем
𝑁 = 𝑛𝑚 наблюдений. Предположим, что 𝐵 = [𝑛𝛼] (для простоты будем считать
𝑚 = 𝑛𝛼). Тогда 𝑁 = 𝑛1+𝛼.
Вместо 𝑦𝑗𝑙, 𝑙 = 1, 2, ..., 𝑛𝑗 рассмотрим 𝑦𝑗 =
1
𝑚
∑︀𝑚
𝑙=1 𝑦𝑗𝑙. Пусть 𝑓
(*𝑛)
𝜀 (𝑥) − 𝑛−я
свертка 𝑓𝜀(𝑥) – четной плотности распределения ошибки 𝜀. Тогда𝑚𝑓
(*𝑛)
𝜀 ((𝑦𝑗−𝑢𝑗))
есть плотность распределения 𝜀𝑚. Будем считать, что плотность распределения
𝑓𝜀(𝑥) известна, положим 𝑚 = [1/ℎ], а в ядре 𝐾𝑛(𝑥) возьмем 𝑓
(*𝑛)
𝜀 (𝑥). Тогда мы
будем иметь ядерную оценку с нормировкой
√
𝑛ℎ.
7. Оптимальная скорость сходимости оценок
Какова оптимальная скорость сходимости рассматриваемых оценок?
Определим MISE(𝑆𝑙,𝑛) для статистики 𝑆𝑙,𝑛(𝑥), 𝑙 = 1, 2, как оценки функции
𝑔(𝑥): MISE(𝑆𝑙,𝑛) =
∫︀
E(𝑆𝑙,𝑛(𝑥)− 𝑔(𝑥))2 𝑑𝑥.
Определим класс функций ℱ𝛼,𝐶 (см. [21]):
𝑔 ∈ ℱ𝛼,𝐶 = {плотности 𝑔 ∈ 𝒞𝛼, ‖ 𝑔(𝛼) ‖∞ < 𝐶 и
∫︀
(𝑔(𝛼))2 < 𝐶},
где 𝒞𝛼 есть класс 𝛼 раз непрерывно дифференцируемых функций.
Пусть ошибка 𝜀 имеет характеристическую функцию 𝜙𝜀(𝑡) такую, что
( Φ1 ) 𝑑1| 𝑡 |−𝛽 6 |𝜙𝜀(𝑡) | 6 𝑑2| 𝑡 |−𝛽 для любого | 𝑡 | > 𝑀 ;
( Φ2 ) 𝑑1| 𝑡 |𝛾1 exp(𝑑3| 𝑡 |−𝛽) 6 |𝜙𝜀(𝑡) | 6 𝑑2| 𝑡 |𝛾2 exp(𝑑3| 𝑡 |−𝛽) для любого | 𝑡 | > 𝑀,
где 𝑀,𝑑1, 𝑑2, 𝑑3, 𝛾1, 𝛾2 и 𝛽 – положительные константы.
Рассмотрим модель
𝑌𝑗 = 𝑈𝑗 + 𝜎𝜀𝑗 .
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Теорема 2. Пусть 𝑓𝜀(𝑥) – гладкая функция порядка 𝛽, 𝐾(𝑥) – гладкая функция
порядка 𝛼, выполнено условие
∫︀ | 𝑡 |2𝛽 |𝜙𝐾(𝑡) | 𝑑𝑡 <∞, то имеем:
(i) если 𝜎 = 𝑂(𝑛−1/(2𝛼+1)), а ℎ ∼ 𝑛−1/(2𝛼+1), то
sup
𝑔∈ℱ𝛼,𝐶
MISE(𝑆𝑙,𝑛) = 𝑂(𝑛
−2𝛼/(2𝛼+1)), 𝑙 = 1, 2;
(ii) если 𝜎 ≫ 𝑛−1/(2𝛼+1), а ℎ ∼ 𝜎2𝛽/(2𝛼+2𝛽+1)𝑛−1/(2𝛼+2𝛽+1), то
sup
𝑔∈ℱ𝛼,𝐶
MISE(𝑆𝑙,𝑛) = 𝑂(𝜎
4𝛼𝛽/(2𝛼+2𝛽+1)𝑛−2𝛼/(2𝛼+1)), 𝑙 = 1, 2.
Случай 𝑙 = 1 установлен в [26]. Нетрудно показать, что аналогичные соотно-
шения имеют место и для 𝑆2𝑛(𝑥). Именно, как и выше нетрудно показать, что∫︁ +∞
−∞
[Bias{𝑆2𝑛(𝑥)}]2 𝑑𝑥 =
ℎ2𝛼𝜇2𝐾,𝛼
(𝛼!)2
∫︁ +∞
−∞
((𝐹𝑔)(𝛼))2 𝑑𝑥 + 𝑜(ℎ2𝛼), (11)
∫︁ +∞
−∞
Var{𝑆2𝑛(𝑥)} 𝑑𝑥 = 1
2𝜋𝑛ℎ
∫︁ +∞
−∞
|𝜙𝐾(𝑡) |2|𝜙𝜀(𝜎𝑡/ℎ) |−2 𝑑𝑡 + 𝑂(𝑛−1), (12)
𝜇𝐾,𝛼 =
∫︁ +∞
−∞
𝑥𝛼𝐾(𝑥) 𝑑𝑥.
Тогда имеет место следующая теорема.
Теорема 3. Пусть 𝑓𝜀(𝑥) – гладкая функция порядка 𝛽, 𝐾(𝑥) – гладкая функция
порядка 𝛼, выполнено условие
∫︀ | 𝑡 |2𝛽 |𝜙𝐾(𝑡) | 𝑑𝑡 <∞. Тогда
(i) если 𝜎 = 𝑂(𝑛−1/(2𝛼+1)), а ℎ ∼ 𝑛−1/(2𝛼+1), то
sup
𝑔∈ℱ𝛼,𝐶
MISE(𝑆𝑙,𝑛) = 𝑂(𝑛
−2𝛼/(2𝛼+1));
(ii) если 𝜎 ≫ 𝑛−1/(2𝛼+1), а ℎ ∼ 𝜎2𝛽/(2𝛼+2𝛽+1)𝑛−1/(2𝛼+2𝛽+1), то
sup
𝑔∈ℱ𝛼,𝐶
MISE(𝑆𝑙,𝑛) = 𝑂(𝜎
4𝛼𝛽/(2𝛼+2𝛽+1)𝑛−2𝛼/(2𝛼+1)).
Доказательство. Из (7) и (8) мы можем записать:
MISE(𝑆𝛿𝑛) ∼ 𝑐1ℎ2𝛼 + 𝐼, где 𝐼 = (2𝜋𝑛ℎ)−1
∫︁ +∞
−∞
|𝜙𝐾(𝑡) |2|𝜙𝜀(𝜎𝑡/ℎ) |−2 𝑑𝑡,
и 𝑐1 – положительная константа. Из условия (Φ1) мы находим
𝐼 6 𝑐
2𝜋𝑛ℎ
∫︁
| 𝑡 |6𝑀ℎ/𝜎
|𝜙𝐾(𝑡) |2𝑑𝑡 + 𝑑
−2
1 𝜎
2𝛽
2𝜋𝑛ℎ2𝛽+1
∫︁
| 𝑡 |>𝑀ℎ/𝜎
|𝜙𝐾(𝑡) |2| 𝑡 |2𝛽𝑑𝑡 = ℐ2. (13)
Если 𝜎 = 𝑂(ℎ), то ℐ2 6 𝑐2/(𝑛ℎ), а 𝐼 > 𝑐3/(𝑛ℎ). Отсюда следует результат
теоремы. Аналогично доказывается часть (ii).
Теперь уже нетрудно вывести, что оптимальная скорость сходимости, напри-
мер, в случае (i) будет 𝑛−2𝛼/(2𝛼+1). Для 𝛼 = 2 это будет 1/(𝑛ℎ) = 𝑛−4/5.
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Теорема 4. Если 𝑓𝜀(𝑥) – гладкая функция порядка 𝛽 и 𝐾(𝑥) – гладкая
функция порядка 𝛼, 𝜙𝐾(𝑡) имеет носитель на [−1, 1], выполнено условие∫︀
[| 𝑡 |−2𝛾1 + | 𝑡 |−2𝛾2 |𝜙𝐾(𝑡) |2 𝑑𝑡 <∞, то имеем:
(i) если 𝜎 = 𝑂(𝑛−1/(2𝛼+1)), а ℎ ∼ 𝑛−1/(2𝛼+1), то
sup
𝑔∈ℱ𝛼,𝐶
MISE(𝑆𝑙,𝑛) = 𝑂(𝑛
−2𝛼/(2𝛼+1));
(ii) если 𝜎 = 𝑛−1/(2𝛼+1)𝑎(𝑛),
где 1 ≪ 𝑎(𝑛)а≪ 𝑛−1/(2𝛼+1) ℎ = (2𝑑3/𝐷)1/𝛽𝜎{ln 𝑎(𝑛)}−1𝛽, то
sup
𝑔∈ℱ𝛼,𝐶
MISE(𝑆𝑙,𝑛) = 𝑂(𝜎
2𝛼{ln 𝑎(𝑛)}−2𝛼/𝛽).
Заключение
В работе исследована оценка функции распределения в зависимости «доза-
эффект» в случае, когда ковариаты наблюдаются с ошибкой. Доказана асимпто-
тическая нормальность построенной оценки. Установлена оптимальная скорость
сходимости оценок в случае, когда ошибка имеет нормальное распределение, рас-
пределение Коши, устойчивое распределение (или близкие к ним). Однако сходи-
мость этой оценки к «истинной» функции распределения оказывается медленной.
Показано, что точность оценивания можно увеличить, если при каждом значении
ковариат проводить повторные измерения.
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