Abstract-Accurate positioning of vehicles and pedestrians is crucial for enhancing road safety. In this paper, we propose and compare two implementations based on Unscented Kalman Filter (UKF) and Particle Filter (PF) to perform trajectory estimation with sensor fusion. For the latter, a novel soft map-matching technique is applied on top of a PF. The main benefit of our method is the possibility of detecting reliably critical situations, like vehicles skidding off the road. Moreover, we can reduce the positioning error by 45% w.r.t. prior art approaches. Our solution can be implemented as a cloud service in the 5G mobile radio network.
I. INTRODUCTION
The first pedestrian victim of an automobile collision occurred in 1896 [1] . Since then, a huge effort has been invested to improve road safety, both for vehicles and Vulnerable Road Users (VRUs), like pedestrians and cyclists. However, this work began to bring considerable results only in the last decade, where the number of road traffic deaths -1.25 million in 2013 -has began to plateau since 2007 despite the global increase in population and motorization [2] . Designing a system for protecting people traveling in streets with vehicles and by foot is an extremely difficult task as the trajectories of the users have to be recovered with high precision and robustness against any potential sensor failure. Our work focus on this goal by considering data coming from many sources, e.g. car sensors and smartphone sensors, and fusing them with a-priori knowledge of the scenario, e.g. the road-map. Today, localization relies mostly on Global Navigation Satellite Systems (GNSS), like the Global Positioning System (GPS), which can be complemented by onboard equipment of vehicles as cameras, radars and other sensors [3] . GPS works well in open areas with unhindered Line-of-Sight links to a sufficient number of satellites. However, accurate GPS localization fails in tunnels, under bridges, in parking garages [4] , while inappropriate weather conditions and obstacles, as other cars and buildings, can limit performance of cameras [5] . Alternatively, the radio access network can be used for obtaining localization as well. 3GPP Long Term Evolution (LTE) supports the Observed Time Difference of Arrival (OTDoA) measurements of Positioning Reference Signals (PRS) sent out from the LTE Base Stations (eNB). The Tracked User (TU) can either determine its position on its own with a multilateration algorithm or it could report the OTDoA measurements to a network entity taking over this task. However, the localization accuracy is mainly limited by the Non-Line-ofSight propagation conditions of the PRS between eNB and TU, leading to a bias in the OTDoA measurements. This effect can be compensated partially by advanced methods like the Blind Learning Algorithm for channel bias Distribution Estimation (BLADE) [6] . Nevertheless, even for perfectly synchronized eNBs, the achievable localization accuracy can hardly fulfill the stringent performance requirements throughout all propagation conditions and deployment scenarios. Then, during vehicle tracking, map matching is used to identify the actual road on which the TU is moving. During the last years, many solutions for map matching have been proposed: probabilistic approaches [7] , fuzzy logic [8] , advanced techniques [9] and particle filters with weights modified according to position and velocity in the map topology [10] . In this paper, we present an integrated solution for solving the trajectory tracking problem based on the considerations above, exploiting the recursive Bayesian estimation theory. First, we implement and compare two tracking solutions, i.e. UKF and PF, and then we focus on an enhanced PF implementation by introducing a novel map-matching technique. All the previous map-matching approaches are based on the assumption that the vehicle is on a road segment. Here we target critical situations, when the driver loses control of the vehicle and drives off the road and there is the need to relax the constraint of vehicles being strictly on the road segments. Our PF algorithm applies soft weights to particles corresponding to positions outside the road, allowing a flexible solution that has a fast reaction to emergencies. Our approach is validated in a real-world scenario, providing design insights and performance on these tracking solutions. The remainder of the paper is organized as follows: Sect. II presents the system overview and describes the recursive Bayesian estimation. In Sect. III we formalize the mapmatching approach and, in Sect. IV, we summarize the most relevant numerical results. Conclusions will be drawn in Sect. V.
II. SYSTEM MODEL
The proposed tracking system can be implemented in a mobile radio network, eventually as a cloud service. It can rely on different inputs, as illustrated in Fig. 1 . The main source of information is the position estimation based on OTDoA measurements from the Radio Access Technology (RAT) network and BLADE [6] . Other inputs might be used 978-1-5386-6358-5/18/$31.00 ©2018 IEEE when they are available, like GPS and car or smartphone sensors. The results of our trajectory estimation algorithm are the trajectory parameters, e.g. current position, speed, heading and turn rate. In this work, we assume that the current position is the key performance indicator of interest, and we compare different schemes through their respective position error distributions and average values. In the next subsection, we provide a brief review of the Bayesian technique used.
A. Tracking as a Recursive Bayesian State Estimation
Determining the unknown state of a dynamic system using noisy and distorted observations is the subject of recursive Bayesian theory [11] . In our particular case, the dynamic system is a moving vehicle or a VRU. The state variables are the position, velocity, heading, and turn rate. Let us consider the evolution of the unknown state vector sequence x k of a TU given by
is a generic function of the state x k−1 , while v k−1 is an independent and identically distributed (i.i.d.) process noise sequence, d x , d v are dimensions of the state and process noise vectors, respectively. The state vector x k includes a set of variables that describe the status of the system, and it is the variable we want to track. It evolves at discrete times k as a result of the assumptions made for the dynamic state model in (3) . Then, the purpose of tracking is to determine recursively the probability density function (pdf) of x k from the measures
. measurement noise sequence, and d y , d n are the dimensions of the measurement and measurement noise vectors, respectively. The Bayesian approach estimates recursively the pdf of the state x k at time k, given all the measurement data y 1:k from the first step to step k. Accordingly, the estimate of p(x k |y 1:k ) is done in two stages, predict and update. An exhaustive description of this technique is given in [11] and [12] . Hereinafter, process noise v k and measurement noise n k are assumed to be additive and independent Gaussian terms [12] . The state dynamic model in (1) and the measurement model in (2) become where f k and h k are generic functions that describe the deterministic component of the two models, and v k−1 and n k are
where Q k−1 ∈ R dv is the covariance matrix of the process noise, and R k ∈ R dn is the covariance matrix of the measurement noise. In the next subsection, two dynamic models are described.
B. Dynamic State Model
Defining a proper dynamic state model and tuning its parameters is one of the biggest challenges in the design of a tracking system. Factors such as driver habits or external contingencies make the prediction of the TU behavior a hard task [13] . A comparison of different dynamic models for target tracking is given in [14] . The two models considered here are described in the next paragraphs. The Constant Velocity (CV) model is less sophisticated than the Constant Turn Rate and Velocity (CTRV) model. Depending on the user behavior and external conditions, one model can be more suited than the other and a switching technique between the two will be subject of future work. The tradeoff between CV and CTRV can be easily explained by noticing that the former can underfit the measurements, not being able to capture constant and long turning trajectories, while the latter can overfit the noisy measurements if the trajectory is simply rectilinear. 1) CV Model: it is a linear model and the linear state transition is
where 2
where x, y are the coordinates, θ is the heading, v is the absolute value of the velocity and ω = v/l · tan(δ) is the turn rate. The relation between these variables and the physical properties of the vehicle are in Fig. 2 .
C. Measurement Model
The core of our algorithm regards the estimation of the target position, based on the OTDoA measurements. However, if other sources, such as GPS, car sensors and smartphone sensors are available, the system is able to use them in order to improve the accuracy of the estimate. To make this possible, it is necessary to make the measurement model in (4) time variant in order to accept at each time a different set of sources. Consequently, the dimensions d y and d n change over time according to available measurements. For instance, if at time k only the position estimated through the OTDoA measurements is available, the measurement model will be
However, if at time k + 1, we get also GPS and velocity measurements from the car sensors, the measurement model becomes
where h i is a non-linear function that describes the relation between the measured quantity and the measurements. The measurements from the different sensors are combined by adopting a Bayesian sensors fusion approach [15] at the likelihood level.
D. Tracking Algorithm
We compared two algorithms for tracking, UKF and PF. The former is a parametric estimation of the posterior pdf and it is based on the so-called "unscented transform", which samples the pdf in determined points in order to track the mean and covariance of the state variable passing through non-linear transformations [16] . The latter is a non-parametric estimation, which represents the required posterior pdf by a set of random samples of the state-space x (i) k (the i-th particle at time k) with the associated weights w [12] . In terms of computational complexity, UKF outperforms PF since it has to track only a limited number of parameters while PF tracks N s particles, where N s depends on the application and the target accuracy. Moreover, PF suffers from the curse of dimensionality [12] , which means that the complexity increases exponentially with the number of variables in the state vector x k .
III. SOFT MAP-MATCHING
Map-matching can improve the tracking performance through a more accurate positioning by exploiting a-priori road-map knowledge. This is done by assuming that vehicles typically follow the road path. Including road-map information within the common Kalman filtering framework represents a hard challenge due to the fact that road-maps express a step function behavior, that is highly non-linear, non-derivable, and thus critical w.r.t. the typical assumptions of Kalman filters. Therefore, we limit the map-matching implementation only to PF, which is not subject to these constraints and is also able to capture efficaciously multi-modal pdfs. In our implementation, map information is embedded by changing softly the likelihood applied during the update phase of the PF. First, the state space is increased by a map flag s k that indicates in which area of the map the target is currently estimated, i.e.x
where x k , is the state variable defined by the state transition models in (7) and (8), and s k is defined as 12) where zone N is the area close to a road segment, and zone F is the area far from a road segment. Formally, we define the zone Without loss of generality, we choose s k ∈ L = {0, 1, 2} for our application; however, more labels can be defined in L if needed. In Fig. 3 , an example of different zones is illustrated: it is obtained with OpenStreet Maps [17] . In our PF implementation, the prediction step is done as defined in [12] . Given the i-th particle state x
where f is the dynamic model in (7) and (8) and v (i) k−1 is the process noise vector. Without map-matching, in the update step, the weight associated to the i-th particle is computed using the likelihood function of the measurements p(y k |x
On the contrary, our solution introduces prior information based on map-matching and the update step becomes where
) is a parameter depending on the map flags s Table  I . The values in Table I have been selected for a reasonable performance result. The particles are free to move across the map and, if a particle does not change the zone, i.e. (s k = s k−1 ), its related weight is updated according to (14) 
. However, if a particle changes the zone (s k ̸ = s k−1 ), its corresponding weight is adapted according to (15) . This definition is necessary in order to preserve the Markovian property for the state transition conditioned to the previous realization, and in order to avoid an exponential effect on the weights due to continuous multiplications if a particle falls outside the road. The intention is obvious: if a particle leaves the street its likelihood is penalized, and viceversa.
IV. SIMULATION RESULTS
In this Section we present simulation results for validating the performance of the proposed algorithm. The road network is loaded from the free database OpenStreetMap [17] . Vehicle trajectory is generated according to the map and on the Bézier curve model [18] and vehicle position measurements are simulated. Two scenarios have been evaluated. In the former, in Fig. 4 , the vehicle is assumed traveling along the roads shown in Fig. 3 , while, in the latter, a critical situation is emulated (the vehicle skids off the road). The following assumptions are valid in all the simulations unless specified differently:
• OTDoA measurements are available each 200 ms and their standard deviation is 20 ns. These values are motivated from experiments with the algorithms described in [6] Fig. 4 : Map view of the simulation scenario 1.
• PF resampling strategy is Systematic [12] , threshold N ef f < 0.3N s and number of particles is N s = 5000; • The maximum velocity is 40 km/h in straight roads and 20 km/h along curves.
The choice of N s depends on the tradeoff between position accuracy and PF computational complexity. Our choice is justified since we have observed no substantial increase in accuracy when using N s > 5000, and that the average computational time to obtain an estimate is approximately 100 ms, less than our measurements update rate. Note that UKF requires typically 3 order of magnitude less execution time but it does not allow to adopt map matching techniques, making it a good inexpensive solution when computation capacity is limited. The OTDoA and GNSS measurements are fused at the likelihood level of the tracking filter. Accordingly, each measurement vector y k experiences a noise vector n k drawn from a multivariate Gaussian distribution with mean vector µ k = 0 and with covariance matrix
A. Scenario 1
The results in Figs. 5 and 6 show that both algorithms, PF and UKF, improve the accuracy w.r.t single point position measurements, and map-matching applied to PF clearly outperforms the other solutions reducing the error by roughly 45% with both CV and CTRV models. Table II summarizes the average positioning errors for the two different dynamic models and tracking systems: the CV model in (7) shows better results in our scenarios. This effect becomes even more clear with UKF, where the average error achieved in the CV case is 2.46 m. Notice that, with the CTRV model, the error is 3.47 m, which is approximately 30% higher, and this is less evident with PF. The reason of this difference is that the scenario is well described by the linear CV model in (7) . The non-linear CRTV model in (8) 
B. Scenario 2
In this scenario, we compare our proposed soft technique with a hard map-matching technique, where the weight of a particle outside the street is strictly zero. Notice, from Fig. 7 , that when the user does not follow the street, the hard mapmatching is not able to track it. In this scenario, we have obtained an average error of 3.17 m for soft map-matching and 14.05 m for hard map-matching. Therefore, our proposed technique turns out to improve PF accuracy even in critical scenarios, e.g. when the vehicle is skidding off the road.
V. CONCLUSION
In this paper we implemented a data fusion framework in order to track road users applying recursive Bayesian techniques. We proposed and validated a novel soft-map matching algorithm, which is able to track users even when they are not following the road, e.g. in emergency situations which are not considered in previous works. Moreover, we achieve a 45% reduction in positioning error in the considered scenarios when map-matching is not applied. In future work, we will also consider the dependency of the reliability and availability of sensor measurements on the location of the TU. We will also focus on the optimization of the Particle Filter in terms of computational complexity as well as on the investigation of specific dynamic models for vehicles and pedestrians.
