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NUMERICAL METHODS FOR DIFFERENTIAL LINEAR MATRIX
EQUATIONS VIA KRYLOV SUBSPACE METHODS
M. HACHED ∗ AND K. JBILOU†
Abstract. In the present paper, we present some numerical methods for computing approximate solutions
to some large differential linear matrix equations. In the first part of this work, we deal with differential
generalized Sylvester matrix equations with full rank right-hand sides using a global Galerkin and a norm-
minimization approaches. In the second part, we consider large differential Lyapunov matrix equations with low
rank right-hand sides and use the extended global Arnoldi process to produce low rank approximate solutions.
We give some theoretical results and present some numerical experiments.
AMS subject classification: 65F10.
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1. Introduction. In this work, we are interested in the numerical solution of two differ-
ential linear matrix equations. First, we consider the linear matrix differential equation with a
full right-hand side 

X˙(t) =
q∑
i=1
AiX(t)Bi + C,
X(t0) = X0, t ∈ [t0, Tf ],
(1.1)
where Ai ∈ Rn×n, Bi ∈ Rp×p, i = 1, . . . , q, C andX ∈ Rn×p, and we assume that the right
hand term C is full rank. Differential Sylvester and Lyapunov matrix equations are particular
cases of (1.1).
The second differential matrix equation that will be considered in this paper, is the well known
differential Lyapunov matrix equation with a low rank right hand side{
X˙(t) = AX(t) +X(t)AT +BBT ; (DLE)
X(t0) = X0, t ∈ [t0, Tf ], (1.2)
where the matrix A ∈ Rn×n is assumed to be large, sparse and nonsingular and B ∈ Rn×p is
a full rank matrix, with p ≪ n. The initial condition X0 = Z˜0Z˜T0 is assumed to be a given
symmetric and positive low-rank matrix.
The differential linear matrix equations (1.1) and (1.2) play an important role in many areas
such as control, filter design theory, model reduction problems, differential equations and robust
control problems [1, 7].
Notice that the two linear differential matrix equations above can be reformulated as
x˙(t) =Mx(t) + b, (1.3)
where x(t) = vec(X(t)), the matrix M is given by M =
q∑
1
(BTi ⊗ Ai) for the problem (1.1)
and M = I ⊗A+ A⊗ I for (1.2), while the right hand side b is given by b = vev(C) for (1.1)
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and b = vev(BBT ) for (1.2) respectively, and vec(C) is the long vector obtained by stacking
the columns of the matrix C. So we can use classical solvers for computing solutions of (1.3).
The exact solution of (1.3) is given by
x(t) = etMx0 +
∫ t
t0
e(t−τ)Mb dτ, (1.4)
which can also be expressed as
x(t) = tψ1(tM)(b+Mx0) + x0, (1.5)
where
ψ1(z) =
ez − 1
z
. (1.6)
However, in the cases for which the matrixM is very large, this approach would not be appro-
priate.
The rest of the paper is organized as follows. In Section 2, we recall the definitions of the
Kronecker and the ⋄ products with some of their properties that will be of use in this work.
In Section 3, we give a numerical method for solving the problem (1.1) by using projections
onto matrix Krylov subspaces, based on a Global-Galerkin orthogonality condition. In Section
4, we will be interested in the numerical solution of the Lyapunov differential matrix equation
(1.2). The approximate solutions will be obtained via projection onto matrix Krylov subspaces
using the extended global Arnoldi algorithm. The last section is devoted to some numerical
experiments.
2. Preliminaries.
2.1. Definitions. We begin by recalling some notations that will be used in the sequel.
We define the inner product
〈Y, Z〉F = tr(Y TZ),
where tr(Y TZ) denotes the trace of the matrix Y TZ such that Y, Z ∈ IRn×p. The associated
norm is the Frobenius norm denoted by ‖Z‖F =
√〈Z,Z〉F .
The matrix product A⊗B = [ai,jB] denotes the well known Kronecker product of the matrices
A and B which satisfies the following properties:
1. (A⊗B)(C ⊗D) = (AC ⊗BD).
2. (A⊗B)T = AT ⊗BT .
3. (A⊗B)−1 = A−1 ⊗B−1, if A and B are nonsingular square matrices.
We also use the matrix product ⋄ defined in [5] as follows.
Definition 2.1. Let Z = [Z1, ..., Zm] and W = [W1, ...,Wl] be matrices of dimension
n×mp and n× lp respectively, where Zi and Wj (i = 1, ...,m j = 1, ..., l) are IRn×p. Then the
IRm×l matrix ZT ⋄W is defined as:
ZT ⋄W = [〈Zi,Wj〉]1≤i≤m;1≤j≤l
2
A block matrix W = [W1, ...,Wl] is said to be F-orthonormal if
〈Wi,Wj〉 = δi,j =
{
0 if i 6= j
1 if i = j
i, j = 1, ..., l. (2.1)
which is equivalent to
WT ⋄W = Il.
The following proposition gives some properties satisfied by the above product.
Proposition 2.2. [5] Let A, B, C ∈ IRn×ps, D ∈ IRn×n, L ∈ IRp×p and ∈ IR. Then
we have,
1. (A+B)T ⋄ C = AT ⋄ C +BT ⋄ C.
2. AT ⋄ (B + C) = AT ⋄B +AT ⋄ C.
3. (αA)T ⋄ C = α(AT ⋄ C).
4. (AT ⋄B)T = BT ⋄A.
5. (DA)T ⋄B = AT ⋄ (DTB).
6. AT ⋄ (B(L ⊗ Is)) = (AT ⋄B)L.
7. ‖AT ⋄B‖F ≤ ‖A‖F ‖B‖F .
Let A and V be n×n and n× p matrices, respectively, then the matrix (also called the global)
Krylov subspace Km(A, V ) associated to the pair (A, V ) is the subspace of R
n×p generated by
V,AV, . . . , Am−1V , i.e.,
Km(A, V ) = span{V,AV, . . . , Am−1V }.
In the next proposition, we recall the global QR (gQR) factorisation of an n×mp matrix
Z. The algorithm of such a matrix factorisation is given in [5].
Proposition 2.3. [5] Let Z = [ Z1, Z2, . . . , Zm ] be an n ×mp matrix with Zi ∈
IRn×p, i = 1, . . . ,m. Then, the matrix Z can be factored as
Z = Q (R⊗ Ip),
where Q = [Q1, . . . , Qm] is an n×mp F-orthonormal matrix satisfying QT ⋄ Q = Im and R is
an upper triangular matrix of dimension m×m.
The following proposition will be useful later.
Proposition 2.4. [18] Let Vm = [V1, · · · , Vm], be an n×mp F-orthonormal matrix. Let
Z = [zi,j ] and G = [gi,j ] be matrices of sizes m× r and mp× q respectively, where r and q are
any integers. Then we have
‖Vm(Z ⊗ Ip)‖F = ‖Z‖F
and
‖VmG‖F ≤ ‖G‖F .
3. Global-based Krylov subspace methods for the problem (1.1).
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3.1. The Global-Galerkin Krylov subspace method for linear matrix differential
equations. In this section, we consider the differential linear matrix equation (1.1) and will
present an iterative projection method to get numerical approximate solutions. Let A be the
linear matrix operator defined as follows
A : Rn×p −→ Rn×p
X −→
q∑
i=1
AiX Bi.
Notice that the transpose of the operator A with respect to the inner product 〈. , .〉F is defined
as the application mapping X ∈ Rn×p AT (X) =
q∑
i=1
ATi X B
T
i .
Let V be any n × p matrix then we define the matrix Krylov subspace associated to the pair
(A, V ) and an integer m defined by
Km(A, V ) = span{V,A(V ), . . . ,Am−1(V )},
Where Ai(V ) is defined recursively as Ai(V ) = A(Ai−1(V )). Notice that the matrix Krylov
subspace Km(A, V ) is a subspace of Rn×p, which means that if a matrix Y is in Km(A, V ),
then we have Y =
m∑
i=1
αiAi−1(V ) where αi ∈ R, i = 1, . . . ,m. Next, we remind the modified
global Arnoldi algorithm [17] that allows us to construct an F-orthonormal basis V1, V2, . . . , Vm
of the matrix Krylov subspace Km(A, V ), i.e.
〈Vi, Vj〉F = δi,j , for i, j = 1, · · · , k,
where δi,j denotes the classical Kronecker symbol. The algorithm is described as follows.
Algorithm 1 The Modified Global Arnoldi algorithm
• Set V1 = V/‖V ‖F .
• For j = 1, . . . , k
1. V˜ = A(Vj),
2. for i = 1, . . . , j.
(a) hi,j = 〈Vi, V˜ 〉F
(b) V˜ = V˜ − hi,jVi,
(c) EndFor
3. hj+1,j =‖ V˜ ‖F ,
4. Vj+1 = V˜ /hj+1,j .
• EndFor.
The matrix H˜m denotes the (m+ 1)×m upper Hessenberg matrix whose nonzero entries hi,j
are defined by Algorithm 1 and Hm is the m × m matrix obtained from H˜m by deleting its
last row. The n×mp block matrix Vm = [V1, V2, . . . , Vm] is F-orthonormal which means that
the matrices V1, . . . , Vm are orthonormal with respect to the scalar product 〈 ., . 〉F which is
equivalent to
VTm ⋄ Vm = Ip. (3.1)
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For the extended global Arnoldi algorithm, we have the following relations
[A(V1), . . . ,A(Vm)] = Vm(Hm ⊗ Ip) + Em+1, (3.2)
where Em+1 = hm+1,m [0n×p, . . . , 0n×p, Vm+1], and
[A(V1), . . . ,A(Vm)] = Vm+1(H˜m ⊗ Ip). (3.3)
Starting from an initial guess X0(t) ∈ Rn×p and the corresponding residual R0(t) = X˙0(t) −
A(X0(t))− C, at step m, we define the approximation Xm as follows
Xm(t) = X0(t) + Zm(t) with Zm(t) ∈ Km(A, C) (3.4)
and
Rm(t) = X˙m(t)−A(Xm(t)) − C ⊥F Km(A, C). (3.5)
The Galerkin condition (3.5) is equivalent to
VTm ⋄ Rm(t) = 0. (3.6)
The condition (3.4) can be written as
Xm(t) = X0(t) +
m∑
i=1
y(i)m (t)Vi = X0(t) + Vm(ym(t)⊗ Ip), (3.7)
where ym(t) is a vector of R
m and y
(i)
m (t) is the i-th component of ym(t). Therefore, the residual
Rm(t) can be expressed as
Rm(t) = X˙m(t)−A(Xm(t)) − C
= X˙0(t)−A(X0(t)) + Vm(y˙m(t)⊗ Ip)−A(Vm(ym(t)⊗ Ip))− C
= Vm(y˙m(t)⊗ Ip)−A(
p∑
i=1
y(i)m (t)Vi) +R0(t)
= Vm(y˙m(t)⊗ Ip)− (
p∑
i=1
y(i)m (t)A(Vi)) +R0(t)
= Vm(y˙m(t)⊗ Ip)− [A(V1),A(V2), . . . ,A(Vm)](ym(t)⊗ Ip)) +R0(t).
Using the relation (3.2), it follows that
Rm(t) = Vm(y˙m(t)⊗ Ip)− Vm(Hm ⊗ Ip)(ym(t)⊗ Ip))− Em+1(ym(t)⊗ Ip) +R0(t).
On the other hand, Em+1 can be expressed as Em+1 = hm+1,mVm+1[0, 0, . . . , I] which can be
written as Em+1 = hm+1,mVm+1(E˜ ⊗ Ip). Then we get a new expression of the residual given
by
Rm(t) = Vm(y˙m(t)⊗ Ip)− Vm(Hmym(t)⊗ Ip)− hm+1,mVm+1(E˜ym(t)⊗ Ip) +R0(t). (3.8)
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Using the properties of the ⋄ product given in Proposition 2.2 and the fact that VTm ⋄Vm+1 = 0,
the F-orthogonality condition (3.6) reduces to the low dimensional linear differential system of
equations
y˙m(t) = Hmym(t) + cm(t), (3.9)
where cm = −VTm ⋄ R0(t) ∈ Rm.
The solution of the ODE (3.9) is given by
ym(t) = e
tHmym(0) +
∫ t
0
e(t−τ)Hm cm(τ)dτ. (3.10)
A simple way to compute approximate solutions xn ≈ x(tn) is to use Euler’s method defined
as follows
xn+1 = e
hHmxn + hψ1(hHm)c(tn), (3.11)
where tn = nh and h is a stepsize and the function ψ1 is defined by (1.6).
In the next algorithm, we summarize the main steps of the global-Galerkin
Algorithm 2 The global-Galerkin algorithm
1. Choose a tolerance ε and a maximum number of Arnoldi iteration mmax.
2. Compute β = ||R0(t)||F , and V1 = R0(t)/β.
3. For m = 1 ... mmax
(a) Construct the F -orthonormal basis V1, V2, . . . , Vm by Algorithm 1.
(b) Determine ym as solution of the problem the problems (3.10).
(c) Compute the residual norm ||Rm(t)||F .
(d) If ||Rm(t)||F < ε stop, else, Goto (a).
4. EndFor.
5. Compute the approximation Xm = X0 + Vm(ym ⊗ Ip).
4. Global projection methods for large differential Lyapunov equations with
low-rank right-hand sides. In this section, we consider the following large scale differential
Lyapunov equation (1.2). Differential Lyapunov equations play a fundamental role in many
topics such as control, model reduction problems, differential equations and robust control
problems [1, 7]. We notice that, as the problem is large and square, we cannot apply the
methods developed in Section 3.
The expression of the exact solution is given by
X(t) = e(t−t0)AX0e
(t−t0)A
T
+
∫ t
t0
e(t−τ)ABBT e(t−τ)A
T
dτ. (4.1)
In this section, we consider low-rank approximate solutions to the exact solution X using the
global or the extended global Arnoldi process [9, 12, 13, 22].
4.1. Projecting and using the extended global Arnoldi process. We will consider
extended global Krylov subspaces associated to the pair (A,B) and defined as follows
Km(A,B) = span(A
−m, . . . , A−1B,B,AB, . . . , Am−1B). (4.2)
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Notice that
Km(A,B) = Km(A,B) + Km(A−1, A−1B),
where Km(A,B) is the global Krylov subspace associated to the pair (A,B). To compute an
F-orthonormal basis of Km(A,B), we can use the extended global Arnoldi algorithm defined as
follows [12]
Algorithm 3 The extended global Arnoldi algorithm
1. Compute the global QR decomposition: [B,A−1B] = V1(R⊗ Ip)
2. For j = 1, . . . ,m
(a) Set V
(1)
j : the first p columns of Vj and V
(2)
j : the second p columns of Vj ,
(b) Set Vj = [Vj−1, Vj ] and U = [AV
(1)
j , A
−1V
(2)
j ],
(c) F-orthogonalize U w.r. to Vj to get Vj+1, i.e.
(d) For i = 1, 2, . . . , j
i. Hi,j = V
T
i ⋄ U ,
ii. U = U − Vi(Hi,j ⊗ Ip)
(e) EndFor
3. Compute the QR decomposition U = Vj+1(Hj+1,j ⊗ Ip)
4. EndFor
If the upper triangular 2× 2 matrices Hj+1,j (j = 1, . . . ,m) are full rank, then Algorithm
3 computes an F-orthonormal basis of the global extended Krylov subspace Km(A,B), the
obtained n× 2mp matrix Vm = [V1, . . . , Vm] is F-orthonormal
V
T
m ⋄ Vm = I2p.
Let Tm = V
T
m ⋄ (AVm) = [Ti,j]] with Ti,j = V Ti ⋄ (AVj) ∈ R2×2, i, j = 1, . . . ,m. Then it
can be shown that Tm is a 2m × 2m upper block Hessenberg matrix whose elements can be
obtained from the matrix-coefficients Hi,j computed by the extended global Arnoldi algorithm.
Let T˜m = V
T
m+1 ⋄ (AVm), then Tm can be obtained from T˜m by deleting the last 2 rows of T˜m.
We have the following algebraic relations [12].
AVm = Vm+1(T˜m ⊗ Ip) (4.3)
= Vm(Tm ⊗ Ip) + Vm+1Tm+1,m(ETm ⊗ Ip), (4.4)
where ETm = [0, 0, . . . , I2] the matrix of the last two rows of the identity matrix I2m.
Let Xm(t) be the desired low-rank approximate solution given as
Xm(t) = Vm(Ym(t)⊗ Ip)VTm, t ∈ [t0, Tf ], (4.5)
where Ym(t) ∈ R2m×2m, satisfies the Petrov-Galerkin orthogonality condition
VTmRm(t)Vm = 0, t ∈ [t0, Tf ], (4.6)
where Rm(t) is the residual Rm(t) = X˙m(t)− AXm(t)−Xm(t)AT − BBT . Then, from (4.5)
and (4.6), we obtain the low dimensional differential Lyapunov equation
Y˙m(t)− Tm Ym(t)− Ym(t)TTm −BmBTm = 0, t ∈ [t0, Tf ], (4.7)
7
with Bm = VTm ⋄B. Notice that
[B,A−1B] = V1(R ⊗ Ip), and Bm = r1,1e(2m)1 , (4.8)
with R = [ri,j ], 1 ≤ i, j ≤ 2 and e(2m)1 is the first vector of the canonical basis of R2m.
The low-dimensional differential Lyapunov equation (4.7) will be solved by using some classical
linear differential equations solvers.
In order to limit the computational effort, we give an upper of the norm of the residual that
will allow to stop the iterations without explicitly forming Xm(t) which will be given only at
the end of the process.
Theorem 4.1. Let Rm(t) be the residual obtained at step m, then we have
‖Rm(t)‖ ≤
√
2 ‖Tm+1,mETmYm(t)‖F , t ∈ [t0, Tf ]. (4.9)
Proof. Using (4.3) and (4.5), the residual Rm(t) = X˙m(t)−AXm(t)−Xm(t)AT −BBT is
expressed as
Rm(t) = Vm(Y˙m(t)⊗ Ip)VTm −
[
Vm(Tm ⊗ Ip) + Vm+1(Tm+1,mETm ⊗ Ip)
]
(Ym(t)⊗ Ip)VTm
− Vm(Ym(t)⊗ Ip)
[
Vm(Tm ⊗ Ip) + Vm+1(Tm+1,mETm ⊗ Ip)
]T −BBT .
Therefore, using the fact that Ym is solution of the low dimensional differential problem (4.7),
the residual can be expressed as follows
Rm(t) = Vm+1
([
0 Ym(t)EmT
T
m+1,m
Tm+1,mE
T
mYm(t) 0
]
⊗ Ip
)
V
T
m+1.
Therefore, applying Proposition 2.4, we get for any t ∈ [t0, Tf ] the following upper bound
‖Rm(t)‖2F ≤ 2 ‖Tm+1,mETmYm(t)‖2F . (4.10)
4.2. Solving the low dimensional differential Lyapunov equation. We have now to
solve the low dimensional differential Lyapunov equation (4.7) by some integration method such
as the well known Backward Differentiation Formula (BDF). We notice that BDF is especially
used for the solution of stiff differential equations.
At each time tk, let Ym,k denote the approximation of Ym(tk), where Ym is a solution of (4.7).
Then, the new approximation Ym,k+1 of Ym(tk+1) obtained at step k + 1 by l-step BDF is
defined by the implicit relation
Ym,k+1 =
l−1∑
i=0
αiYm,k−i + hkβF(Ym,k+1), (4.11)
where hk = tk+1− tk is the step size, αi and βi are the coefficients of the BDF method as listed
in Table 4.1 and F(X) is given by
F(Y ) = Tm Y + Y TTm + BmBTm.
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l β α0 α1 α2
1 1 1
2 2/3 4/3 -1/3
3 6/11 18/11 -9/11 2/11
Table 4.1
Coefficients of the l-step BDF method with l ≤ 3.
The approximate Ym,k+1 solves the following matrix equation
−Ym,k+1 + hkβ(TmYm,k+1 + Ym,k+1TTm +BmBTm) +
l−1∑
i=0
αiYm,k−i = 0,
which can be written as the following algebraic Lyapunov matrix equation
Tm Ym,k+1 + Ym,k+1T Tm + Bm,k BTm,k = 0. (4.12)
We assume that at each time tk, the approximation Ym,k is factorised as a low rank product
Ym,k ≈ Zm,kZm,kT , where Zm,k ∈ Rn×mk , with mk ≪ n. In that case, the coefficient matrices
appearing in (4.12) are given by
Tm = hkβTm − 1
2
I and Bm,k+1 = [
√
hkβBm,
√
α0Zm,k, . . . ,
√
αl−1Zm,k+1−l].
The Lyapunov matrix equation (4.12) can be solved by applying direct methods based on Schur
decomposition such as the Bartels-Stewart algorithm [2, 11].
In the following algorithm, we summarise the main steps of the extended global Arnoldi
method for solving the differential Lyapunov matrix equation (1.2).
Algorithm 4 The extended global Arnoldi for differential Lyapunov equations (EgAdl)
1. Inputs: A, B a maximum number of extended Arnoldi iteration mmax and a tolerance
tol.
2. Apply the extended global Arnoldi Algorithm to the pair (A,B) to get an F-
orthonormal matrix Vm = [V1, . . . , Vm] and the upper block Hessenberg matrix Tm.
3. Solve the low dimensional problem (4.7) by the BDF method.
4. If Rm(t) < tol stop and compute the obtained approximate solution.
4.3. Using the approximation of the exponential of a matrix. In this subsection,
we will see how to use the expression (4.1) to get low rank approximate solutions. It is known
[14, 16] that for any square matrix A, we have the Cauchy’s integral representation
f(A) =
1
2pii
∫
Γ
f(λ)(λI −A)−1dλ, (4.13)
where f is an analytic function on and inside a closed contour Γ ⊂ C that encloses the spectrum
σ(A). A very important topic consists in approximating see [3, 10, 15, 21].
f(A)B =
1
2pii
∫
Γ
f(λ)(λI −A)−1Bdλ. (4.14)
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On the other hand, using the global Arnoldi algorithm, we can show [17] that
(λI −A)−1B ≈ Vm
(
(λI −Hm)−1βe1 ⊗ Ip)
)
,
where Vm is the F-orthonormal matrix obtained from the global Arnoldi process applied to the
pair (A, V ) and Hm = VTm ⋄ (AVm). Then
(λI −A)−1B ≈ βVm
(
(λI −Hm)−1 ⊗ Ip) E˜1
)
, (4.15)
where E˜1 = e1 ⊗ Ip and β = ‖B‖F . Therefore, if the contour Γ contains also the spectrum of
Hm, (which is the case for example if we choose the countour of field of values of the matrix
A) we get
f(A)B ≈ βVm 1
2pii
∫
Γ
f(λ)
(
(λI −Hm)−1 ⊗ Ip) E˜1
)
dλ, (4.16)
which can be written as
f(A)B ≈ βVm 1
2pii
∫
Γ
f(λ)
(
(λI −Hm)−1 ⊗ Ip) E˜1
)
dλ = βVm(f(Hm)⊗ Ip) E˜1. (4.17)
Using the fact that E˜1 = e1 ⊗ Ip, we get
f(A)B ≈ βVm(f(Hm)e1 ⊗ Ip). (4.18)
Notice that using some Kronecker product relations, the expression (4.16) can also be written
f(A)B ≈ βVm
2pii
∫
Γ
f(λ)
(
λI − [Hm ⊗ Ip]−1
)
E˜1dλ, (4.19)
an then
f(A)B ≈ βVmf(Hm ⊗ Ip)E˜1. (4.20)
The two expressions on the right hand sides in (4.18) and (4.20) are the same. Applying these
results to the function f(x) = ex, we get the approximation to the exponential appearing in
the expression of the exact solution (4.1)
e(t−τ)AB ≈ βVm(e(t−τ)Hme1 ⊗ Ip). (4.21)
Assuming that X0 = 0, we consider approximations Xm(t) to the solution (4.1) as follows
Xm(t) =
∫ t
t0
Zm(τ)Zm(τ)
T
dτ, (4.22)
where
Zm(τ) = βVm(e(t−τ)Hme1 ⊗ Ip). (4.23)
Hence, from (4.22) and (4.23), we get
Xm(t) = Vm(Gm(t)⊗ Ip)VTm, (4.24)
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where
Gm(t) =
∫ t
t0
G˜m(τ)G˜m(τ)
T dτ, (4.25)
with G˜m(τ) = βe
(t−τ)Hme1. So, to compute the approximation Xm(t), we need to compute the
integral (4.25) which will be done by using a quadrature formula.
The next theorem states that the matrix function Gm is solution of a low dimensional differential
Lyapunov equation.
Theorem 4.2. The function Gm defined by the relation (4.25) satisfies the following
differential Lyapunov equation,
G˙m(t) = HmGm(t) +Gm(t)HTm + β2e1eT1 . (4.26)
Proof. The proof can easily be obtained by deriving the expression (4.25). Next, we give
a result that allows us the computation of the norm of the residual.
Theorem 4.3. Let Xm(t) = Vm(Gm(t) ⊗ Ip)VTm be the approximation obtained at step m
by the global Arnoldi method. Then the residual Rm(t) satisfies
‖ Rm(t) ‖F≤ |hm+1,m|‖G¯m(t) ‖2, (4.27)
where G¯m(t) is the last row of Gm(t).
Theorem 4.4. Let Xm(t) be the approximate solution given by (4.24). Then we have
X˙m(t) = AXm(t) +Xm(t)A
T + Lm. (4.28)
where Lm = BBT − Lm − LTm with Lm(t) = hm+1,mETm(Gm(t)⊗ I)VTm.
The error Em(t) = X(t)−Xm(t) satisfies the following equation
E˙m(t) = A Em(t) + Em(t)AT −Rm(t), (4.29)
and then
Em(t) = e(t−t0)AEm,0e(t−t0)A
T
+
∫ t
t0
e(t−τ)ARm(τ)e(t−τ)A
T
dτ, t ∈ [t0, Tf ]. (4.30)
where Em,0 = Em(t0).
Proof. The proof of (4.29) is obtained by using the expression (4.24) of the approximate
solution Xm(t) and the relation (4.26). The expression (4.30) of the error is easily derived by
extracting the initial problem (1.2) from the expression of the residual Rm(t).
Theorem 4.5. Assume that X(t0) = Xm(t0), then we have the following upper bound
‖ Em(t) ‖≤ |hm+1,m| ‖ G¯m ‖∞ e
2(t−t0)µ2(A) − 1
2µ2(A)
, ∀t ∈ [t0, Tf ], (4.31)
where µ2(A) =
1
2
λmax(A + A
T ) is the 2-logarithmic norm and ‖ G¯m ‖∞= max
τ∈[t0, t]
‖ G¯m(τ) ‖
where where G¯m(t) is the last row of Gm(t).
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Proof. Using the expression (4.30) of Em(t) and the fact that ‖ etA ‖≤ eµ2(A)t, we get
‖ Em(t) ‖ ≤ ‖ hm+1,mG¯m ‖∞
∫ t
t0
e2(t−τ)µ2(A)dτ
≤ |hm+1,m| ‖ G¯m ‖∞ e2tµ2(A)
∫ t
t0
e−2τµ2(A)dτ
= |hm+1,m| ‖ G¯m ‖∞ e
2(t−t0)µ2(A) − 1
2µ2(A)
,
which gives the desired result.
Remark 1. Notice that instead of using the global Arnoldi, we can also use the extended
global Arnoldi to obtain approximation to f(A)B. In this case we have
e(t−τ)AB ≈ (e(t−τ)Tm ⊗ Ip)B˜m, (4.32)
where B˜m = r1,1e
(2m) ⊗ Ip given by (4.8). Then
e(t−τ)AB ≈ r1,1(e(t−τ)Tme(2m) ⊗ Ip). (4.33)
Therefore, all the relations stated for the global Arnoldi are still valid for the extended block
Arnoldi with some variations. From the numerical point of view, the extended global Arnoldi
methodis faster than global Arnoldi.
5. Conclusion. We presented in the present paper different new approaches for com-
puting approximate solutions to large scale differential differential matrix equations. These
approaches are based on projection onto matrix Krylov subspaces using the globlal and the
extended global Arnoldi algorithms. For problems with full rank right hand sides, the problem
reduces to the computation of solutions of differential linear systems of equations by classical
methods. In the second part of this work, we considered a differential Lyapunov matrix equa-
tion with a decomposed low rank hand sides. The initial problem was projected onto matrix
Krylov subspaces to get low dimensional differential Lyapunov equation that is solved by the
classical BDF methods. Numerical experiments will be provided to show that both methods
are promising for large-scale problems
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