In this work, we are concerned with the nite element approximation for the stationary power law Stokes equations driven by nonlinear slip boundary conditions of 'friction type'. After the formulation of the problem as mixed variational inequality of second kind, it is shown by application of a variant of BabuskaBrezzi's theory for mixed problems that convergence of the nite element approximation is achieved with classical assumptions on the regularity of the weak solution. Next, solution algorithm for the mixed variational problem is presented and analyzed in details. Finally, numerical simulations that validate the theoretical ndings are exhibited.
Introduction
This work is concerned with the nite element approximation of the power law Stokes ow governed by the partial di erential equations −ν div(|D(u)| r− D(u))
where Ω is the ow region, a bounded domain in R . The motion of our incompressible uid is described by the velocity u(x) = (u , u ) and pressure p(x). The external force per unit volume is f while the positive parameter ν is the viscosity of the uid. Of course, D is the deformation tensor given as
D(u) = (∇u + (∇u) T ).
The motion of the uid at the boundary, say, ∂Ω is characterized by the presence of the Tresca type conditions which is described next. First, we assume that ∂Ω is made of two components S, and Γ such that ∂Ω = S ∪ Γ, and S ∩ Γ = ∅. We assume the homogeneous Dirichlet condition on Γ, that is u = on Γ.
(1.2)
We have chosen to work with homogeneous condition on the velocity in order to avoid the technical arguments linked to the Hopf lemma (see [24] , Chapter 4, Lemma 2.3). In order to describe the motion of the uid on S, we rst assume the impermeability condition, that is
where n = (n , n ) is the outward unit normal on the boundary ∂Ω, and u N n is the normal component of the velocity while uτ = u − u N n is its tangential component. In addition to (1.3) we also impose on S a threshold slip condition [15, 30] which is the principal ingredient of this work. The threshold slip condition can be formulated with the knowledge of a positive function g : S → ( , ∞) which is called barrier or threshold function and the tangential part of the traction force acting on S glue together in the following way Of course, (σn)τ is the tangential component of the traction force σn acting on the boundary S, and σ is the Cauchy stress tensor given by σ = −pI + ν|D(u)| r− D(u), where I is the identity matrix. It should quickly be mentioned that (1.4) is equivalent to (see [13] ):
(σn)τ · uτ + g|uτ| = on S which is re-written with the use of sub-di erential as − (σn)τ ∈ g∂|uτ| on S (1.5)
where ∂| · | is the sub-di erential of the real valued function | · | with |w| = w · w. We recall that if X is a Banach space, with X * its dual, · the duality pairing between X and X * , and Ψ : X → [−∞, ∞), and x ∈ X, then y ∈ ∂Ψ(x ) if and only if Ψ(x) − Ψ(x ) ≥ y, x − x ∀x ∈ X.
(1.6)
It should be mentioned that di erent boundary conditions describe di erent physical phenomena. The slip boundary condition of friction type (1.5) can be justi ed by the fact that frictional e ects of the uid at the pores of the solid can be very important. The class of boundary condition (1.5) was introduced by Fujita in [15] , where he studied some hydrodynamics problems, such as the blood ow in a vein of an arterial sclerosis patient and the avalanche of water and rocks. Subsequently, many studies have focused on the properties of the solution of the resulting boundary value problem, for example, existence, uniqueness, regularity, and continuous dependence on data, for Stokes, Navier-Stokes and Brinkman-Forchheimer equations under such boundaries condition. Details can be found in [5, 6, 15-21, 30, 31, 37, 38] among others. But the combination of (1.5) with the p-Laplacian has not yet been considered in the literature, and in this work we give a detailed mathematical analysis on the existence and uniqueness of weak solution as well as nite element analysis. The main goal of this study is to contribute to the numerical analysis of ow problems driven by non-conventional boundary conditions. So, our focus is to analyze numerically (1.1)-(1.5) via nite element approximations, that is to establish stability and convergence of the nite element solution. It is manifest that (1.1)-(1.5) has many numerical challenges among others; the nonlinear operator associated to the pLaplacian, the incompressible condition and the related pressure, and the nontrivial boundary condition (1.5) which brings a non-di erentiable expression into the variational formulation of the problem. Hence, our second contribution in this work is to formulate and analyze an algorithm well adapted and easy to implement for the numerical challenges mentioned. Even though many research work have been conducted for the approximations of variational inequalities [25, [27] [28] [29] 36 ] (just to mention a few), not much research in theoretical numerical analysis have been done for the kind of problem described by (1.1)-(1.5). Li and Li [32] proposed a penalty nite element approximation method for the Stokes equation with nonlinear slip boundary conditions (1.5). They proved the optimal order error estimate provided that the velocity is H up the boundary, however, no numerical simulations are provided. An and Li [33] proposed a penalty nite element method for the steady Navier-Stokes equations. The Mathematical analysis of our work borrow heavily on the contribution of Reddy [36] and Han and Reddy [28] , where su cient conditions for existence and uniqueness are derived for the kind of weak formulations we analyze here, while the solution procedure we propose is divided in three steps. The rst step is based on some works of R. Glowinski [25] in that, we associated to a steady problem an evolution problem in which only the long time e ect is taken into consideration. Next, because of the incompressibility condition, and the non di erentiable term appearing in the variational problem to solve, we approximated then the problem by a sequence of penalized/regularized 'better behaved' variational equations and justify the approximations by some convergence results. Thirdly, to improve the performance of our scheme, we add to the problem obtained in step 2 a viscosity term and show that the new 'perturbed' problem converges to the original variational formulation. All these theoretical results are supported by numerical simulations indicating the robustness of our algorithm. The rest of the paper is organized as follows. We introduce or recall some preliminaries in Section 2 and indicate how existence of weak solution is obtained. In Section 3, we formulate the nite element procedure, explain how existence and uniqueness of solution is obtained and derive error estimates. Section 4 is concerned with the algorithm, while Section 5 deals with numerical simulations. Some conclusions are drawn in the last section.
Preliminaries and variational formulations
In this section, we introduce notation and some results that will be used throughout our work. We also formulate various weak formulations and discuss (recall) some existence results.
. Notations and preliminaries
Let Ω be a bounded domain in R with a regular boundary ∂Ω. The Lebesgue space is denoted as usual L r (Ω),
For any non-negative integer m and real number r ≥ , the classical Sobolev spaces [1, 2, 9, 14] :
are equipped with the semi-norm
and norm
with the usual extension when r = ∞. Let W m, (Ω) be the Hilbert space H m (Ω) with the scalar product
It should be mentioned that ∂ α stands for the derivative in the sense of distribution, while α = (α , α ) denote a multi-index of length |α| = α + α . 
The following result in Reddy [36] , and Han and Reddy [28] will be used to claim solvability of the problem we have in hand. 
has a unique solution.
. Mixed variational formulations
In this subsection, we formulate variational models associated to problem (1.1)-(1.5). We also indicate how existence and uniqueness of solution is obtained.
We rst introduce the following spaces
Throughout the paper, bold notation will represent the vector value function. The following inequality, known as Poincaré-Fredrichs's inequality will be used frequently and state that; there exists a positive constant C, such that
which implies that the semi-norm (2.1) de nes a norm which is equivalent to the norm (2.2). Thus one can equip
we de ne the operators A, b(·, ·)
and J as follows
′ (S) with g ≥ on S. We multiply the rst equation in (1.1) by v − u for all v ∈ V, integrate the resulting equation over Ω, after application of Green's formula, we obtain
Next, we brie y recall that
On the other hand, according to (1.6), one then obtains
which together with (2.6) leads to the following weak formulation formulation of (1.1)-(1.5):
(2.7)
Note that because the bilinear form b(·, ·) satis es the inf-sup condition (2.3), the variational inequality problem (2.7) is equivalent to
which is also equivalent to the following optimization problem
where
To show the existence and uniqueness of solution of (2.7) it su ces to show that the assumptions of Theorem 2.1 (see [28, 36] ) are satis ed. The coercivity, monotonicity and boundedness of A are proved by Barrett and Liu [8] , see also Chow [11] . In fact, for all u, v in W ,r (Ω) one has
where C > denotes a generic constant independent of u and v. The inf-sup condition (2.3) has been proved by Baranger and Najib [7] , Amrouche and Girault [4] . The functional J(·) is easily shown to be convex, nonnegative and continuous. However J is not di erentiable. We thus conclude this subsection with the following result.
Lemma 2.1. The mixed variational problem (2.7) admits a unique solution (u, p) ∈ V × M, which satis es the following bound
for ≤ r < ∞. Similarly, by (2.10),
for < r ≤ . Thus the two relations above give the same result (2.12).
Next, we derive the a priori bound for the pressure. For that purpose, let w ∈ V , and replace v in (2.7) successively by u + w and u − w, and observe that
(2.14)
Next, from the compatibility condition (2.3) and (2.14), one has
Thirdly from (2.10) and (2.11), there holds that for all r > , Au − ,r ′ ≤ C u r− ,r , which when combined with (2.15) and (2.12) leads to result announced in (2.13).
Finite element approximation of the variational inequality (2.7) . Preliminaries and existence of solution
In this section, we analyze the nite element discretization of the variational inequality (2.7). We assume that T h is a regular partition of Ω in the sense introduced in Cialert [12] . The diameter of an element K ∈ T h is denoted by h K , and the mesh size h is de ned by h = max K∈T h h K . Let V h ⊂ V and M h ⊂ M be two conforming nite element spaces that will be made precise later. Let us introduce the following subspaces:
The mixed weak formulation for the nite element discretization of the variational inequality (2.7) reads:
For the existence and uniqueness of solution of (3.1), we apply Theorem 2.1, with the special requirement among others that constant in the discrete counterpart of the inf-sup condition (2.3) be independent of h. Indeed, the reader can consult [10, 23, 24] , where examples of elements pair that satis es the discrete version of (2.3) are given. To summarize, we have the following result.
Lemma 3.1. The nite element formulation (3.1) has a unique solution (u h , p h ) which moreover satis es:
where C > is a generic constant independent on h.
Proof. The proof follows the same arguments presented in the proof of Lemma 2.1. Let v h = and v h = u h in the rst relation in (3.1) and exploiting the second relation in (3.1), one has
Hence one obtains (3.2) by (2.11) and (2.10).
For the a priori bound (3.3), let w h ∈ V h , and
Then, from the inf-sup condition (2.3), we conclude (3.3) by using (3.2).
.
A priori error estimate
In this subsection, our goal is to measure the di erence between the solution (u, p) of the continuous problem and the solution (u h , p h ) of the nite element solution. But before doing so, we rst recall the following inequality which will be use later
where C(m, β) is a positive constant depending on m and β. The main result of this paragraph can be stated as follows. 
Proof. Subtracting (2.14) from (3.4) with w = w h we obtain
from which we easily deduce that
which together with the discrete version of the inf-sup condition (2.3), gives
which after application of properties of the operator A ( see (2.10) and (2.11)) yields
Next, replacing successively v in the rst equation of (2.7) by v = u h and v = u − v h , one gets
and
Relations (3.9) and (3.10) yield
Note that the rst relation in (3.1) can be re-written as
Equations (3.11) and (3.12) yields
Now, from the both the second relations in (2.7) and (3.1), one has
Substitute the equalities (3.14) and (3.15) into (3.13) yields
Now, inserting the rst and second relation in (2.10), (3.16) becomes:
for < r ≤ . Similarly, from the rst and second relation in (2.11), (3.16) becomes:
for ≤ r < ∞. Finally, from the triangle inequality, the inequalities (3.5), (2.12), (3.2), and from the rst relation in (3.8) to (3.17), we obtain for < r ≤ :
which with Young's inequality, leads to the following inequalities
Likewise, when ≤ r < ∞, using the triangle inequality, the inequalities (3.5), (2.12), (3.2) and from the second relation in (3.8) to (3.18), we obtain
which again with the help of Young's inequality yields for ≤ r < ∞:
Rate of convergence
In this paragraph, we derive rate of convergence by considering classical assumptions on regularity of the solution (u, p), and adopting well known nite elements spaces V h and M h . We rst consider nite element approximations de ned in J. W. Barrett 
Next, for ≤ r < ∞ we have
where C( u k+ ,r , p k,r ′ ) is generic constant depending on u k+ ,r , p k,r ′ and independent on h.
Proof. Let w h = π h u and q h = ρ h u in (3.6), (3.7), and applying the usual trace theorem, (3.21) and (3.22), we obtain:
where Young's inequality has been used. For ≤ r < ∞ we have
where the last expression is obtained using the same arguments as above.
Numerical algorithm
In this section, we formulate and analyze the algorithm for the implementation of (3.1). We rst regularize the formulation (3.1) by replacing the non di erentiable functional J by a 'better behaved' approximation Jε, where ε is a small positive parameter (see B. D. Reddy [36] ). It should be mentioned that the introduction of the new functional Jε transforms the variational inequality problem into a variational equation. The next step in our strategy consists of eliminating the incompressibility condition by penalizing the regularized problem by adding a coercive-like term in the form η (p, q) , where η is a small positive parameter. We recall that the transformed problem is very close to the original one in the sense that when ε and η tend to zero, one recovers the original problem. Next, we consider an evolution problem in V H × M h and show that the solution of the later problem converges as the time is big enough to the solution of the former problem. Hence this result allow us to approximate instead the time dependent problem and considered only the long time behavior. One of the advantage of using this approach is that a linear scheme can be formulated for a nonlinear problem. We next present the details of our approach. The non-di erentiable functional J is replaced in (3.1) by the regularized functional Jε de ned by
Note that Jε satis es the following properties: (i) Jε is convex and di erentiable, with Gateaux derivative and
The constants C and C are both independent of ε, and furthermore C is independent of ψ.
With the introduction of the more smooth functional Jε, the regularized problem reads
The solution of (4.5) is related to the one of (3.1) by the following result. 
Now using (4.3), and the properties of the operator A (see (2.10) and (2.11)), one obtains the desired results.
Remark 4.1. The convergence result in Lemma 4.1 as ε → ensure that one can approximate the solution of (3.1) by the one of (4.5). Moreover since Jε is di erentiable, it can be shown (see [13] ) that (4.5) is equivalent to
(4.6) Next, to eliminate the incompressible condition, we introduce a penalization term by considering instead
where c(p, q) = (p, q). Then we 'approximate' the problem (4.6) by
Following [28, 36] , (4.7) admits a unique solution (u
The numerical resolution of (4.7) remains quite challenging because of the presence of the nonlinear expressions Au
), v h among other. We next then introduce a solution strategy of (4.7) by adopting a suitable time evolution in which the long term behavior of the solution of the later problem will be 'close enough in some sense' to solution of the former problem (see the pioneering work [26] ). Hence the following steps will be adopted to solve (4.7): 1) associate to the weak formulation (4.7) an initial value problem in V h × M h ; 2) time discretize the initial value problem formulated in step 1.
Applying the above methodology, we obtain step 1 by associating to (4.7) the following initial value problem: Given u ∈ L (Ω), and assuming that f ∈ V * independent of time, we consider the following problem:
Following J. L. Lions [34] and Theorem 2.1, it can be shown that the initial value problem (4.8) admits a unique solution (u
which is bounded independent on time. The next result tells us why it is important to consider only the long time behavior of the solution (u ε,η h (t), p ε,η h (t)) of (4.8).
Theorem 4.1. The evolution problem (4.8) admits a unique solution
solution of (4.7) exponentially as t goes to in nity. More precisely, we have:
where C is a generic positive constant independent of ε and η.
Proof. Note both the rst equations in (4.7) and (4.8) are equivalent to; for all v h ∈ V h we have
Finally, concerning step 2, we rst consider the following discrete linear scheme: Let N ∈ N * and set k = T/N.
) which is a suitable approximation of (u , p ).
(4.13)
But in order to obtain better numerical results, we instead adopted the following scheme
where µ(k) should be regarded as arti cial viscosity, given as follows , ∇v h ) has the e ect of bringing more stability/smoothness to the system. The results of our numerical computations support that intuition. ) of (4.14) converges to (u
) as m tends to in nity.
Proof. For that, we follow Girault and Gonzalez [22] . The proof is obtained in two steps. First, one obtains some energy estimates, next we use compactness results and pass to the limit.
Step 1: energy estimates Lemma 4.2. There exists C > and δ which verify < δ < µ(k) < such that:
in (4.14), use (4.4) and the fact
and (a − b, a) = |a| − |b| + |a − b| we have:
Then we obtain
(4.19)
Summing (4.19) for m = , ..., N and use the fact that
therefore we obtain the second relation in (4.16), (4.17) and (4.18). The rst inequality in (4.16) is readily obtained by summing (4.19) for m = , ..., n and use the fact that
Step 2: weak convergence/passage to the limit 
Using a priori obtained in Lemma 4.2, one gets
Furthermore, from (4.17), we have
Then we can extract a subsequence k
and from (4.21), one obtains u 
Driven cavity
It is a benchmark test problem that has been considered by many researchers [35, 39, 41] among others. We assume Ω = ( , ) , the boundary of which consists of two portions Γ and S is given by
For the triangulation T h of Ω, we employ a uniform N × N mesh, where N denotes the division number of each side of the domain. Let us consider
which turns out to be the exact solution of the problem (1.1)-(1.5) under the appropriate choice of f and g. It is easy to verify that the exact solution u satis es u = 0 on Γ, u · n = u = , u = on S , and u = , u · n = u = on S . Thus
On the other hand, from the slip boundary conditions (1.5), we have
then we nd that with g constant: -g ≥ max S |στ| ⇒ (5.1) remains a solution; -g < max S |στ| ⇒ (5.1) is no longer a solution and a non-trivial slip occurs.
We indeed observe some of the above mentioned phenomena in our numerical computation, as indicated in the plots of the velocity eld shown in Figs. 1-5 . In addition, we nd that: (a) the bigger the threshold g of tangential stress becomes, the more di cult it becomes for a non-trivial slip to occur; (b) the smaller the threshold g of tangential stress becomes, the more easier it becomes for a non-trivial slip to occur, which is in agreement with the predicted outcome. For all the numerical results which follow, ν = . , k = / , µ(k) = / , η = ε = / , and g is indicated on the pictures.
To be more precise, one observes in Fig. 1 , that in some region of the boundaries, the uid slips (see the right and top part of the boundary for picture on the right), where as in the left hand side, the uid adheres at the boundaries. Similar pattern are observed in Figs. 2-5 below.
Lastly, the role of the 'stabilizing term' is also justify in this test problem. Indeed, when µ(k) (∇u η,ε,m h , ∇v h ) is neglected, that is µ(k) = the slip is more pronounce in Fig. 3 than Fig. 6 .
Conclusions
In this work, we have formulated and analyzed the nite element approximation for the power law Stokes ow driven by slip boundary conditions of friction type. Also, we have discussed and implemented a particular algorithm combining vanishing viscosity method and stationary solution of an initial value problem ( ow in the dynamical system terminology). The well posedness of the nite element approximation is obtained by using the generalized version of Babuska-Brezzi's theory of mixed formulation introduced by [28, 36] . As far as the implementation of the nite element formulated is concerned, we have adapted the well known methodology consisting to associate to a stationary problem an initial value problem in which the focus is on the behavior of the solution of the later problem when the time is big enough. But in order to improve the rate of convergence, we have added a stabilizing term to the initial value problem (numerical computations con rm the predictions). This approach leads naturally to a solution method based on time discretization; it has also an advantage of being easily implementable, but much progress has to be made for a systematic way of choosing the initial ow. . . with µ(k) = .
