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Abstract. Today, cataract surgery is the most frequently performed
ophthalmic surgery in the world. The cataract, a developing opacity of
the human eye lens, constitutes the world’s most frequent cause for blind-
ness. During surgery, the lens is removed and replaced by an artificial
intraocular lens (IOL). To prevent patients from needing strong visual
aids after surgery, a precise prediction of the optical properties of the in-
serted IOL is crucial. There has been lots of activity towards developing
methods to predict these properties from biometric eye data obtained by
OCT devices, recently also by employing machine learning. They con-
sider either only biometric data or physical models, but rarely both,
and often neglect the IOL geometry. In this work, we propose OpticNet,
a novel optical refraction network, loss function, and training scheme
which is unsupervised, domain-specific, and physically motivated. We
derive a precise light propagation eye model using single-ray raytracing
and formulate a differentiable loss function that back-propagates physical
gradients into the network. Further, we propose a new transfer learning
procedure, which allows unsupervised training on the physical model and
fine-tuning of the network on a cohort of real IOL patient cases. We show
that our network is not only superior to systems trained with standard
procedures but also that our method outperforms the current state of
the art in IOL calculation when compared on two biometric data sets.
Keywords: Physical learning · Transfer learning · IOL calculation.
1 Introduction
In the field of ophthalmology, the term ’cataract’ refers to an internal crystalliza-
tion of the human eye lens. When untreated, this process develops an increasing
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and severe opacity of the lens. Due to its ubiquitous appearance especially in
older generations, but also for younger populations, it constitutes the most fre-
quent cause for blindness. Fortunately, the treatment of cataracts nowadays is
a standard medical procedure and has become the world’s most frequently per-
formed ophthalmic surgery. During surgery, the capsular bag of the human eye
containing the lens is opened, and the lens is destroyed with ultrasound pulses in
a process called phacoemulsification. Then, an artificial intraocular lens (IOL) is
inserted into the empty bag, replacing the human lens in the refractive system
of the eye. To prevent the patient from the necessity of strong visual aids af-
ter the surgery (so called refractive surprises), the optical properties of the IOL
have to be defined carefully already prior to surgery. The last years have seen
a large body of work to predict these required properties. Today, the prediction
is based on biometric data of the patient’s eye measured by optical coherence
tomography (OCT). Geometric distances like eye length are used to predict an
IOL refractive power that satisfies the needs of the eye-specific optical system.
These IOL formulas can be clustered into 4 generations. The first and second
generation are separated into physical and regression models. The physical mod-
els (e.g. Fyodorov, Binkhorst [5,9]) are based on the vergence concept, a sim-
ple wavefront-based model. The lens is approximated with no thickness and an
effective lens position (ELP) [9]. The second group consists of multilinear re-
gression formulas (SRK I, SRK II [23]) based on the measured biometric data.
Only the axial eye length (AL) and the keratometry (K), the curvature of the
cornea surface, are considered. Still based on the same concepts, in the third
generation of IOL formulas (HofferQ, Holladay1, SRK/T [13,14,22]), these ba-
sic ideas were further developed by calculating an individual ELP. Additionally,
lens constants for the used IOL types were defined. Introduced by formulas like
Haigis and Barrett Universal II [3,4,27], in the fourth generation several new
biometric measures including the lens thickness (LT) are considered. Still based
on the vergence concept, these formulas introduced an increasing amount of pa-
rameters to fine-tune the insufficient model. Olsen and Hirnschall et al. tried to
overcome these limitations by incorporating raytracing into their models [11,21].
Recently, an increasing number of formulas like the Hill-RBF or Kane also incor-
porate concepts of machine learning into their predictions [1,6,7,10,24,29]. Due
to proprietary interests, most of the details regarding the used methods are not
published, however, descriptions of e.g. the Hill-RBF formula on their website
describe the model as a big data approach based on over 12.000 patients’ eyes
[10]. All current methods are either mainly data-driven or physically motivated
models or try to combine both approaches using adjustable parameters or fine-
tuning the outcome. Additionally, precise IOL geometry is often neglected.
We are overcoming these limitations by transferring precise physical model knowl-
edge into our machine learning system. There has been recent work in the field
of physically motivated learning for environment studies and mechanical simula-
tions. In 2017, Karpatne et al. showed that a loss based on physical constraints
of temperature and density as well as density and depths can maintain physical
consistency and improve the accuracy of the prediction of lake temperature [17].
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In 2019, the same group showed an improved RNN model for lake temperature
prediction which they initialized by pre-training it on simulated data [15]. Also
using pre-training, Tercan et al. stabilized their prediction of part weights man-
ufactured by injection molding when performed on small datasets [26]. Ba et al.
[2] gave an overview of current concepts of physics-based learning, including a
work to predict object falls in an image from pure physical constraints [25].
Contribution. We propose a new method for physics-based learning in the
medical field of ophthalmology for improved IOL power prediction in cataract
surgery. To do so, we derive a detailed single-ray raytracing model of the eye
that considers the complete IOL geometry to formulate a domain-specific dif-
ferentiable loss function which back-propagates physical gradients into our pre-
diction network. This allows an entirely unsupervised training on the physics
itself. Further, we propose a transfer learning procedure, which consists of unsu-
pervised training on the physical loss and fine-tuning on real patient cases. We
show that the proposed network is not only superior to systems with a standard
training procedure but also significantly outperforms the current state of the
art in IOL calculation on two biometric data sets. On a wider scope, our work
proposes a general methodology for applying medical domain expertise within
neural network approaches by designing problem-specific losses. The incorpora-
tion of physical models can drastically benefit performance, in particular when
only a little amount of supervised training data is available.
2 Methodology
2.1 Mathematical background and unsupervised physical loss
General concept. Our proposed optical network OpticNet predicts the target
value Y = PIOL, the refractive power of an IOL that leads to a target refraction
RefT for an eye with biometric values X. It therefore optimises the objective
function f(X,RefT) : X → Y. To significantly improve performance, Optic-
Net explicitly incorporates physical knowledge of the eye’s optical system. We
design a single-ray raytracer for the calculation of an IOL curvature radius R
corresponding to a power PIOL minimizing the refractive error for a given X.
The raytracer is used to design a physical loss fphy(R,X,RefT) that backprop-
agates its physical gradients into the network during an unsupervised training.
Essentially, this implements the physical properties of ray propagation in the eye
within a neural network. This network is fine-tuned on real-life surgery outcomes
from a cohort of patient data to account for deviations from the physical model.
Ray transfer matrix analysis. In order to describe the physical optical system
of the eye, we use the ray transfer matrix analysis. In this physical methodology,
every light ray entering an optical system can be described by a vector with two
quantities, the distance of its entry point from the optical axis r and its angle α
with the axis. Every optical element inside the system is modelled by a matrix
either defining the ray propagation within a medium (A) or the refraction at a
surface between two media (B). For an optical path length x inside a medium
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Fig. 1. Left. Human eye anatomy. Right. Training: Unsupervised pre-training using
physical loss, fine-tuning on real data. AL: axial length, CCT: central cornea thickness,
LT: lens thickness, ACD/PCD: anterior/posterior chamber depth, ACDIOL/PCDIOL:
postoperative ACD/PCD, K: cornea curvature, FC6: FC layer with 6 neurons.
and a surface with curvature radius R between two media with refractive indices
n1 and n2, the corresponding optical elements are modelled by the matrices [8]:
A =
[
1 x
0 1
]
B =
[
1 0
(n1−n2)
n2R
n1
n2
]
(1)
By successively applying these transformations to the initial ray vector, the prop-
agation of the ray through the system can be formulated (evolution of r and α).
Unsupervised physical loss. As shown in Fig. 1, the eye’s complex opti-
cal system can be divided into the cornea and lens surfaces, as well as their
distances inside specific optical media, resulting in the biometric parameters
X = [AL, ACDIOL, CCT, Kmax, Kmin] and RefT (Kmax/min = max. and min.
curvature radius of cornea for e.g. astigmatism). We want to achieve that a light
ray entering the optical system parallel to the optical axis is focused onto the
center of the retina (Fig. 1 right, intersection with retina has distance 0 mm to
axis) under an angle α, which corresponds to a refractive error of 0 diopter (D).
However, often patients have specific wishes for their target refraction RefT to
e.g. read a book easily without any visual aids (e.g. RefT = −0.5 D). To adapt
this in the model, an additional very thin refractive element in front of the eye
with distance d is used to effectively model this refraction within the system.
Due to the thinness, we use the thin lens approximation [8] and formulate it with
one matrix as a function of the compensating refraction −RefT. Therefore, the
single-ray raytracer is defined as (see Fig. 1 and its caption for abbreviations):[
0
α
]
=
[
1 PCDIOL
0 1
] [
1 0
(nL−nV)
−nVR
nL
nV
] [
1 LT(R)
0 1
] [
1 0
(nV−nL)
nLR
nV
nL
] [
1 ACDIOL
0 1
]
·[
1 0
(nC−nV)
nV
6.8
7.7K
nC
nV
] [
1 CCT
0 1
] [
1 0
(1−nC)
nCK
1
nC
] [
1 d
0 1
] [
1 0
−RefT 1
]
·
[
r
0
]
= M ·
[
r
0
]
(2)
where the IOL thickness LT(R) is a function of the curvature radius R derived
from corresponding lens data, K = (Kmax+Kmin)/2 is the average cornea curva-
ture, PCDIOL = AL− CCT−ACDIOL − LT, nV = 1.336 is the refractive index
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(RI) of the anterior/posterior chamber [20], nC = 1.376 is the RI of the cornea
[20], nL = 1.46 is the RI of the used lens,
6.8
7.7 is the Gullstrand ratio, the standard
ratio of anterior and posterior cornea surface curvature [20] and matrix M is the
result of the complete matrix multiplication. The refractive power of the IOL is
directly described by the curvature radius R inside the equation. After perform-
ing the matrix multiplication to receive M and multiplying the ray vector, we
obtain two equations. To generate our physical loss, we are only interested in
the first one: 0 = M[0, 0](R,X,RefT) · r = M[0, 0](R,X,RefT). This equation
is linked directly to the IOL power using the optical thick lens formula, which
depends on the curvature radius R and yields the corresponding PIOL [8]:
PIOL(R) = (nL − nV) ·
(
2
R
− (nL − nV) · LT(R)
nL ·R2
)
(3)
Therefore, the calculation of R and PIOL are equivalent. We can insert R into
Eq. 3 to obtain the searched IOL power. Hence, the function M[0, 0] yields zero
whenever a radius R and corresponding IOL power is given which results in zero
refractive error for an eye with parameters X and RefT. However, a straightfor-
ward optimization of a loss defined by the function M[0, 0](R,X,RefT) would
not converge, because it does not have a minimum at its root, but continues into
the negative number space. Instead, we use the squared function to keep the
loss differentiable and at the same enable minimization using gradient descent
to reach the root. Our physical loss is therefore defined by:
fphy(R,X,RefT) = M[0, 0](R,X,RefT)
2. (4)
This physical loss can be fully implemented using differentiable tensors, which
allow the propagation of optical refraction gradients into the network. Therefore,
it allows an unsupervised training of a network which can predict the physical
IOL power for inputs X and RefT. We simply need to sample an arbitrary
amount of randomly distributed biometric input data, without any knowledge
of the corresponding IOL power ground truth. The network weights are forced
to implement the optical refraction, given the loss as a constraint.
2.2 Training procedure using the unsupervised physical loss
Optical network based on unsupervised physical training. For every bio-
metric parameter Xi and target refraction RefT, we define a uniform distribution
corresponding to a reasonable value range for this parameter. We use these dis-
tributions to sample N individual parameter vectors Xsimu and RefT, simu. We
properly initialize our network (only positive outcomes to stay in the valid region
of fphy), train it using these N samples as input and back-propagate the physi-
cal loss fphy(R,X,RefT) to update the learned weight parameters. A sufficiently
large N assures that our network is not overfitting on the data. Nevertheless, we
split our N samples into training and testing set to control our training process.
The resulting optical network has fully incorporated the physical knowledge and
is able to predict the correct physical IOL radius and power for random inputs.
6 H. Burwinkel et al.
Training on real data. Our optical network is fine-tuned on real biometric
patient data. A commercial OCT device (ZEISS IOLMaster 700) was used to
extract the geometric parameters X for all patient eyes prior and posterior to
surgery. Using these as input, the predicted radii R for every patient are pro-
cessed by Eq. 3 to obtain PIOL, then the MSE loss against the IOL power ground
truth is backpropagated through Eq. 3 to update the network weights. For every
surgery site, the outcome of the surgery due to technique and equipment might
slightly differ. Therefore, it is preferable to fine-tune the method on site-specific
data. Here, the big advantage of our method comes into play. Instead of hand-
crafted parameters or training on data neglecting physical knowledge, our optical
network has already incorporated this prior knowledge and is able to adapt to
the necessary correction as a whole. For a standard untrained network, training
on such small amounts of data would inevitably lead to strong overfitting. Due
to the raytracing approach, additionally, our loss is capable of incorporating the
geometric IOL position ACDIOL instead of a formula-depended ELP. Although
unknown prior to surgery, it was shown that the biometric parameters of the eye
are correlated to the IOL position [19,12]. The ACDIOL prediction is a research
field on its own and not topic of this work. We, therefore, train a PLS model to
predict an approximated IOL position for our training using the ground truth
of ACDIOL, whose usability is an advantage of the method on its own.
3 Experiments
3.1 Experimental setup
Datasets. For evaluation, we use two biometric datasets obtained during med-
ical studies in two different surgery sites. The datasets have 76 and 130 individ-
ual patients correspondingly. The patients did not have any refractive treatment
prior to surgery. For every patient, pre- and postoperative OCT images of the
patient eye, as well as refractive measurements after surgery, have been collected.
We, therefore, have the biometric input, the ground truth for both the position
of the IOL and IOL power, as well as the refractive outcome of the surgery.
Evaluation of methods. For performance evaluation, we follow the validation
method proposed by Wang et al. [28]. For every patient, the known inserted IOL
power and the refractive error of the eye after surgery form a ground truth pair.
We are using the measured refractive error as the new target refraction and pre-
dict a corresponding IOL power. The difference of the predicted power to the one
that was actually inserted in the eye yields the IOL prediction error. We transfer
this error to the resulting refractive error using the approximation proposed by
Liu et al. [18]. For every dataset, we perform 10-fold cross-validation. In each
run, the data is split into 60% training, 30% validation and 10% test set.
Network setup. To correspond to the small input space of six parameters, the
neural network is designed as an MLP with 2 hidden layers and 6 hidden units
each, mapping down to one output, the predicted IOL power. Settings: learn.
rate: 0.001, w. decay: 0.005, activation: leakyReLU, α = 0.1, optimizer: Adam.
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Fig. 2. Comparison of physical and MSE loss for different amounts of sampled input.
3.2 Model evaluation
Physical loss against MSE loss. We are evaluating the training performance
of our unsupervised physical loss against the supervised training with standard
MSE loss, where full ground truth has to be present. To obtain this ground
truth IOL power for the N randomly generated input samples, we have to solve
the physical function 0 = M[0, 0](R,X,RefT) numerically using e.g. the Netwon-
Raphson method for every input sample and insert the resulting curvature radius
into Eq. 3. We compare training sizes N ∈ {102, 103, 104, 105} 10 times each and
use separate validation and test sets of 10000 simulated eyes. Non-converged
runs (occurring for N = 102) were discarded (RMSE > 1.0 D). Shown in Fig.
2, the physical loss performs equally good or slightly better due to the explicit
physical knowledge guiding the training, although it is completely unsupervised
and fast to train.
Performance of OpticNet. We are comparing the performance of OpticNet
against other IOL formulas using our datasets individually and combined. As ex-
plained above, unfortunately for many new formulas there is no publication avail-
able regarding detailed implementation. Some methods provide online masks for
IOL calculation, but due to regulations of the clinical partner usage was not
allowed on our patient data. Still, we were able to perform the calculations on
several reference IOL formulas, including Barrett Universal II, which is cur-
rently considered state-of-the-art, even compared to recent machine learning
approaches [16]. As specified, we perform 10-fold cross-validation, where each
test set is unseen prior to its evaluation. For all reference IOL formulas, the lat-
est optimized constants in literature are used. Additionally, we fine-tune every
method by calculating the offsets of their averaged predictions on the train-
ing set for every fold and subtract this offset from the corresponding test set
predictions. Further, we provide the result of our purely physics-based single-
ray raytracer (Raytracer) and the performance of a standard network without
physical pre-training (Solo NN). As expected and shown in Tab. 1, the Barrett
formula has a good performance compared to the other state-of-the-art formu-
las. However, our OpticNet is significantly outperforming all methods (Wilcoxon
signed-rank test). Only for the HofferQ formula on the smaller dataset signif-
icance was slightly missed (p = 0.08). Especially the NN without pre-training
clearly overfits the data, the reported results were only achievable by discarding
non-converged runs for the different folds.
8 H. Burwinkel et al.
Table 1. Root mean sq. err. and mean abs. err. of IOL prediction and resulting eye
refractive error on two biometric datasets (p-value: ≤0.05 ∗, <0.01 ∗ ∗, <0.001 ∗ ∗ ∗).
Data Method RMSE PIOL MAE PIOL RMSE Ref. MAE Ref. p-val
St. 1 SRK/T 0.822±0.256 0.692±0.196 0.537±0.159 0.449±0.124 ∗ ∗ ∗
St. 1 Holliday1 0.619±0.195 0.488±0.138 0.405±0.121 0.322±0.092 ∗ ∗
St. 1 HofferQ 0.555±0.149 0.416±0.129 0.364±0.095 0.279±0.084
St. 1 Haigis 0.538±0.150 0.404±0.111 0.353±0.092 0.267±0.072 ∗
St. 1 Barrett II 0.556±0.119 0.449±0.080 0.363±0.073 0.295±0.055 ∗ ∗
St. 1 Raytracer 0.524±0.107 0.436±0.087 0.338±0.080 0.277±0.065 ∗ ∗
St. 1 Solo NN 0.759±0.650 0.595±0.453 0.496±0.414 0.390±0.293 ∗ ∗ ∗
St. 1 OpticNet 0.402±0.161 0.311±0.115 0.269±0.102 0.206±0.073 /
St. 2 SRK/T 0.828±0.165 0.653±0.123 0.540±0.106 0.428±0.081 ∗ ∗ ∗
St. 2 Holliday1 0.746±0.192 0.593±0.158 0.485±0.126 0.388±0.105 ∗ ∗ ∗
St. 2 HofferQ 0.758±0.187 0.610±0.145 0.494±0.122 0.399±0.096 ∗ ∗ ∗
St. 2 Haigis 0.740±0.172 0.594±0.132 0.482±0.113 0.389±0.088 ∗ ∗ ∗
St. 2 Barrett II 0.678±0.200 0.542±0.162 0.441±0.131 0.359±0.107 ∗ ∗
St. 2 Raytracer 0.778±0.126 0.616±0.103 0.505±0.080 0.400±0.063 ∗ ∗ ∗
St. 2 Solo NN 0.916±0.578 0.630±0.304 0.596±0.375 0.410±0.200 ∗ ∗ ∗
St. 2 OpticNet 0.551±0.193 0.400±0.075 0.360±0.120 0.264±0.046 /
Both SRK/T 0.891±0.081 0.680±0.080 0.581±0.051 0.448±0.051 ∗ ∗ ∗
Both Holliday1 0.834±0.138 0.673±0.115 0.544±0.082 0.439±0.068 ∗ ∗ ∗
Both HofferQ 0.820±0.155 0.674±0.125 0.535±0.093 0.44±0.076 ∗ ∗ ∗
Both Haigis 0.791±0.160 0.650±0.130 0.516±0.097 0.420±0.080 ∗ ∗ ∗
Both Barrett II 0.757±0.156 0.604±0.129 0.494±0.094 0.394±0.079 ∗ ∗ ∗
Both Raytracer 0.846±0.122 0.682±0.102 0.553±0.071 0.445±0.063 ∗ ∗ ∗
Both Solo NN 0.812±0.373 0.518±0.199 0.529±0.238 0.340±0.132 ∗ ∗ ∗
Both OpticNet 0.562±0.158 0.376±0.099 0.366±0.098 0.249±0.064 /
4 Discussion and Conclusion
In this work, we introduced a new concept for optimized IOL calculation based
on the explicit transfer of physical knowledge into our network, called OpticNet.
By introducing a new unsupervised physical loss that allows a direct training
on the optical model of the eye, a designed single-ray raytracer, physical gradi-
ents are propagated into the network. We showed that this physical loss results
in equal or improved training performance compared to a standard supervised
training, since explicit physical knowledge is incorporated. Additionally, we show
that the transfer step on real data significantly outperforms state-of-the-art IOL
formulas on two biometric datasets, even stronger when combining the datasets
and therefore incorporating the distribution shift. The importance of physical
knowledge becomes clear especially in the overfitting of an untrained NN.
The concept of unsupervised pre-training on a physical model is a general ap-
proach that can be transferred into various fields. It allows the transfer from a
solely data-driven training to a model-based training that explicitly incorporates
prior knowledge and connects the parameter-based network to the mathematics
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behind the domain-specific model. This direct connection is ideal for knowledge
transfer, since the loss is customized for the task. Shown in this work for IOL
calculation, the approach has particular benefits when little annotated training
data is available, which is an ubiquitous challenge in the medical domain.
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