We report the discovery of a luminosity distance estimator using Active Galactic Nuclei (AGN). We combine the correlation between the X-ray variability amplitude and the Black Hole (BH) mass with the single epoch spectra BH mass estimates which depend on the AGN luminosity and the line width emitted by the broad line region. We demonstrate that significant correlations do exist which allows one to predict the AGN (optical or X-ray) luminosity as a function of the AGN X-ray variability and either the Hβ or the Paβ line widths. In the best case, when the Paβ is used, the relationship has an intrinsic dispersion of ∼0.6 dex. Although intrinsically more disperse than Supernovae Ia, this relation constitutes an alternative distance indicator potentially able to probe, in an independent way, the expansion history of the Universe. With this respect, we show that the new mission concept Athena should be able to measure the X-ray variability of hundreds of AGN and then constrain the distance modulus with uncertainties of 0.1 mag up to z ∼ 0.6. We also discuss how, using a new dedicated wide field X-ray telescope able to measure the variability of thousands of AGNs, our estimator has the prospect to become a cosmological probe even more sensitive than current Supernovae Ia samples.
INTRODUCTION
One of the most important results on observational cosmology is the discovery, using type Ia supernovae (SNeIa) as standard candles, of the accelerating expansion of the Universe (Riess et al. 1998; Perlmutter et al. 1999 ). However, the use of SNeIa is difficult beyond z ∼ 1 and limited up to z ∼ 2 (e.g. Rubin et al. 2013) . It is therefore of paramount importance to calibrate other independent distance indicators able to measure the Universe expansion. It would be even better if such a method would be able to probe even beyond these redshifts, where the differences among various cosmological models are larger.
Given their high luminosities, since their discovery there have been several studies on the use of Active Galactic Nuclei (AGN) as standard candles or rulers (Baldwin 1977; Rudge & Raine 1999; Collier et al. 1999; Elvis & Karovska 2002) .
More recently, also thanks to a better understanding of the AGN structure, more promising methods have been presented (see Marziani & Sulentic (2013) and the review therein). For example, many authors (e.g. Watson et al. 2011 ) use the tight relationship between the luminosity of an AGN and the radius of its Broad Line Region (BLR) established via reverberation mapping to determine the luminosity distances. On the other hand, Wang et al. (2013) suggest that super-Eddington accreting massive BH may reach saturated luminosities, which then provide a new tool for estimating cosmological distances. Besides AGN, gamma ray bursts (GRB) have been used as standard candles, however their low identification rate makes their use difficult (e.g. Schaefer 2007 , and references therein).
Here we propose a new method to predict the AGN luminosity based on the combination of the virial relations, which allow to derive the BH mass (M BH ) from the AGN luminosity and the width of the lines emitted from the BLR, and the well established anti-correlation between M BH and the X-ray variability amplitude.
METHOD
The method which uses single epoch (SE) spectra (in the optical or near infrared bands) to measure M BH (e.g. Wandel et al. 1999; McLure & Jarvis 2002; Vestergaard & Osmer 2009; Landt et al. 2013 ) is now well established. By combining the velocity, ∆V , of the BLR clouds (assuming Keplerian orbits) along with their distance R it is possible to determine the total mass contained within the BLR (which is dominated by the BH) using
where G is the gravitational constant, ∆V 2 R is the virial product and f is a factor which depends on the geometric and kinematic structure of the BLR. These techniques derive M BH using SE spectra to measure ∆V from the Full Width at Half Maximum (FWHM) of some of the BLR lines (typically: H β or MgII2798Å or CIV1459Å) and R from either the continuum or the line luminosities, L, which have been proved to be proportional to R 2 (see Bentz et al. 2013 , and references therein). Therefore, the SE estimates are based on relations of the type
where the values of the parameters α ∼ 0.5, β ∼ 2 and γ depend on the emission line of the BLR used. These relationships have typical uncertainties of ∼0.5 dex. Note. -Columns 3, 4 and 5: Excess variance, σ 2 rms , and lower and upper errors at 1σ confidence level from Ponti et al. (2012) . Column 6: λL λ continuum luminosity at 5100Å. Column 7: 2-10 keV intrinsic luminosity. Column 9: from Landt et al. (2008 Landt et al. ( , 2013 On the other hand, several studies have found a significant anti-correlation between M BH and the Xrays variability (Nandra et al. 1997; Turner et al. 1999; O'Neill et al. 2005; McHardy et al. 2006; Gierliński et al. 2008; Zhou et al. 2010; Ponti et al. 2012; Kelly et al. 2013) . Following Ponti et al. (2012) it results
where k ∼ 0.8 and w are two constants which depend on the time scale and the energy range where the variable flux is measured. σ 2 rms is the normalised excess variance variability estimator:
where N is the number of time intervals where the fluxes (or the counts) X i are measured, µ is the mean of the N fluxes X i and σ i is the uncertainty on the i-th flux measure. According to X-ray variability studies on samples of AGN whose M BH has been measured with reverberation mapping techniques, these kinds of relationships could have spreads as narrow as 0.2-0.4 dex (Zhou et al. 2010; Ponti et al. 2012; Kelly et al. 2013 ).
The origin of M BH -σ 2 rms relation (eq. 3) is to be found in the dependence on M BH of the time-scales of what appears to be a universal shape of the AGN variability power spectral density (PSD). Indeed, the AGN X-ray PSDs are generally well modelled by two power laws, P(ν) ∝ 1/ν n , where the PSD slope is n ∼ 1 down to a break frequency ν b , that scales primarily with M BH , and then steepens to n ∼ 2 at larger frequencies. However, measuring the shape of the AGN X-ray PSD is very data demanding, requiring high quality data on many different time-scales. Therefore these studies are confined to a relatively small number of sources. On the contrary, the excess variance σ 2 rms is a robust estimator as it corresponds to the integral of the PSD on the time scales probed by the data. The scaling of the characteristic frequencies of the PSD with M BH (and the roughly similar PSD normalisation at ν b ) induces a dependence of the excess variance with M BH (if computed at frequencies above ν b ).
The two equations (2 and 3) used to estimate M BH can be combined to derive the intrinsic AGN luminosity as a function of its X-ray variability, σ 2 rms , and line width, ∆V :
which, if we (for the sake of simplicity) assume α = 0.5 and β = 2, becomes
In this work we aim to verify if the above proposed relationship does work and then calibrate it. It should be noted that, in many previous studies, a correlation between the AGN luminosity and X-ray variability has been measured (e.g. Ponti et al. 2012; Shemmer et al. 2014 , and references therein). According to the above discussion, we believe that such a correlation is the projection on the L-σ 2 rms plane of our proposed 3D relationship among L, σ 2 rms and ∆V (eq. 6). If this is the case, we should measure a more significant and less scattered relation than previously reported using only L and σ 2 rms . We adopted a flat cosmology with H 0 = 70 km s
and Ω Λ =0.70. Unless otherwise stated, uncertainties are quoted at the 68% (1σ) confidence level.
CALIBRATION SAMPLE
We have used the variability measures coming from the XMM-Newton systematic excess variance study of radio quiet, X-ray un-obscured, AGN by Ponti et al. (2012) . Light curves have been constructed in the 2-10 keV energy band with t 0 =250 s long bins and divided into segments of 20 ks. We selected all those objects whose excess variance, σ 2 rms , was measured with a significance larger than ∼1.2σ and for which the FWHM of the broad component of the Hβ (FWHM Hβ ) and the λL λ continuum luminosity at 5100Å, L 5100 , estimates were available in the literature. For most of the objects, when possible, coeval measures, obtained from the same optical spectra, were used. In addition, we collected the Paβ FWHM measures (FWHM Paβ ) from Landt et al. (2008 Landt et al. ( , 2013 , when available. In total the sample contains 40 low redshift AGN (86% with z < 0.1), 38 and 18 with Hβ or Paβ line widths measurements available, respectively (in two objects, Ark 564 and PG 0844+349, the Hβ line width and L 5100 measures are missing, while the Paβ line width is available; see Table 1 ).
THE CALIBRATION FITS
We have performed a linear fit of the relation log L erg s −1 + 4log FWHM 10 3 km s −1 = α · logσ 2 rms + β, (7) (looking for the best fit α and β parameters) using FITEXY (Press et al. 2007 ) that can incorporate errors on both variables 1 . As a first step we have investigated whether a relationship exists using L 5100 and FWHM Hβ to build up the virial product. Among the three quantities σ 2 rms , L 5100 and FWHM Hβ , we can ignore the uncertainties on L 5100 as they are experimentally less than 3%, while the uncertainties on σ 2 rms are in the range 10-90% (see Table 1 Assef et al. (2012) . The data and the results of the fit are shown in Figure 1 and Table 2 . The logarithm of the square of the virial product, computed using L 5100 and FWHM Hβ , is strongly correlated with the logarithm of σ 2 rms : the correlation coefficient, r= −0.73, has a probability as low as ∼ 3 × 10 −6 that the data are randomly extracted from an uncorrelated parent population. The observed and intrinsic (subtracting in quadrature the data uncertainties) spreads are: 1.12 dex and 1.00 dex, respectively.
A correlation between the AGN luminosity and the Xray variability (without using the line width of a BLR line as a second parameter) of the type
was already reported (e.g. Ponti et al. 2012 , and references therein). If the same sample is used, the linear correlation between logL 5100 and logσ 2 rms has a spread of 1.78 dex (instead of 1.12 dex) while the correlation coefficient is -0.36 instead of -0.73 (see Figure 1 and Table  2 ). It is then evident that the virial product is significantly better correlated with the AGN variability than the luminosity alone.
Slightly better results are obtained if the intrinsic 2-10 keV luminosity, L X , instead of the optical luminosity, L 5100 , is used to compute the virial product. In this case the total and intrinsic spreads are 1.06 dex and 0.93 dex, respectively (see Figure 1 and Table 2 ). Also in this case the virial product is better correlated with σ 2 rms (r=-0.81 and probability 5 × 10 −10 ) than L X alone is (r=-0.57 and spread 1.36 dex).
Finally, if the virial product is computed using L X and Paβ, the spreads considerably decrease down to 0.71 dex (total) and 0.56 dex (intrinsic), while the correlation coefficient results to be r= −0.82 with a probability of 3 × 10 −5 (see Table 2 and Figure 1 ). The correlation between L X only and σ 2 rms has instead a less significant coefficient r= −0.63 (probability 4 × 10 −3 ) and a larger spread of 1.33 dex.
DISCUSSION AND CONCLUSIONS
The above described fits show that, as expected, highly significant relationships exist between the virial products and the AGN X-ray flux variability. These relationships allow us to predict the AGN 2-10 keV luminosities. The less scattered relation has a spread of 0.6-0.7 dex and is 1 We preferred to look for the dependence of the square of the virial product from σ 2 rms , instead of using eq. 6, in order to have comparable uncertainties on both axes (see Fig. 1 ). Table 2 ). The objects having the Paβ FWHM measures available are shown by red filled circles. Table 2 ). Note. -Column 1: variables used to compute either the virial product or the luminosity. Columns 2 and 3: best fit parameters of eq. 7. Column 4: number of objects used. Column 5: correlation coefficient. Column 6: probability of the correlation coefficient. Column 7: logarithmic spread of the data on the y axis. Column 8: intrinsic logarithmic spread of the data on the y axis.
obtained when the Paβ line width is used. This could be due either because the Paβ broad emission line, contrary to Hβ, is observed to be practically unblended with other chemical species, or because, as our analysis is based on a collection of data from public archives, the Paβ line widths, which comes from the same project (Landt et al. 2008 (Landt et al. , 2013 , could have therefore been measured in a more homogeneous way. In this case, it is then probable that new dedicated homogeneous observing programs could obtain even less scattered calibrations; at least for the Hβ-based relationships discussed in this work.
In order to use this method to measure the cosmological distances and then the curvature of the Universe, it is necessary to obtain reliable variability measures, corrected for the cosmological time-dilation, at relevant redshifts. In this respect, the relations based on the Hβ line width measurement are the most promising as can be used even up to redshift ∼3 via near infra-red spectro-scopic observations (e.g. in the 1-5 µm wavelength range with NIRSpec 2 on the James Webb Space Telescope). Moreover, recent studies by Lanzuisi et al. (2014) suggest that previous claims of a dependence on redshift of the AGN X-ray variability should be attributed to selection effects.
Our AGN-based relations constitute a distance indicator alternative to SNeIa and GRB, that can be used to cross-check their distance estimates, revealing potential unknown sources of systematic errors in their calibration and improve the constraints on fundamental cosmological parameters including dark energy properties. To assess cosmological relevance of our distance estimate we compare, in Figure 2 , the luminosity distance, D L , of our estimator (blue dots) with two different sets of cosmological models. The first one refers to flat ΛCDM models allowed by the Union2.1 compilation of SNeIa (Suzuki et al. 2012) . The black curve represents the best fit, while the red dashed and dotted curves are the ±1σ bounds. The corresponding values for Ω M are indicated in the plot. The second sets of curves represent a flat Dark Energy models with a non-evolving equation of state (wCDM), i.e. with constant w-parameter (w ≡ p/ρ), consistent with both the Planck maps and galaxy clustering in the BOSS survey (Sánchez et al. 2013) , but with no reference to SNeIa data. The two blue dot-dashed and dashed curves represent ±1σ bounds with cosmological parameters indicated in the plot.
From a cosmological viewpoint our present application should be considered as a proof of concept that, however, can be developed by future missions such as the new mission concept Athena (recently proposed to the European Space Agency; Nandra et al. 2013) . As D L is proportional to the square root of the luminosity, the 0.7 dex uncertainty on the prediction of the AGN X-ray luminosity corresponds to a 0.35 dex uncertainty on the D L measurement (see lower right corner in the upper panel of Figure 2) 3 . This implies that, if log-normal errors are assumed, variability measures of samples containing a number of AGN, N AGN , all having similar redshifts, will provide measures of the distance (at that average redshift) with uncertainties of ∼0.35/ √ N AGN dex. From Vaughan et al. (2003) , in low signal-to-noise measurement conditions (when the Poissonian noise dominates), the excess variance measurement is larger than the noise when
where N is the number of t o long time intervals, and µ is the average count rate in ph/s units. As also confirmed by our data, the above formula requires a count rate µ ∼ 1 ph/s and 80 bins, t o = 250 s long, in order to measure σ 2 rms larger than ∼ 5 × 10 −4 (as mainly observed in this work). If Athena will be used, µ ∼ 1 ph/s corresponds to a 2-10 keV flux of 10 −13 erg s −1 cm −2 . According to the AGN X-ray luminosity function (La Franca et al. 2005; Gilli et al. 2007) , at 2 See http://www.stsci.edu/jwst/instruments/nirspec 3 The logarithmic uncertainties on D L should be multiplied by a factor 5 to convert them into distance modulus, ∆M, units. in a sample of ∼250 unabsorbed (N H <10 21 cm −2 ) AGN contained in each of the redshifts bins 0< z <0.3 and 0.3< z <0.6, and a sample of ∼35 AGN in the redshift bin 0.6< z <0.9. In this case D L could be measured with a 0.02 dex uncertainty (0.1 mag) at redshifts less than 0.6, and with a 0.06 dex (0.3 mag) uncertainty in the 0.6< z <0.9 bin (red error-bars in Figure 2 ). With the proposed Athena survey our estimator will not be competitive with SNeIa. It will, however, provide a cosmological test independent from SNeIa able to detect possible systematic errors if larger than 0.1 mag in the redshift range z < 0.6. A value a factor of ∼ 4 more precise than the other alternative estimator based on the GRBs (Schaefer 2007) .
In order to significantly exploit at higher redshifts our proposed σ 2 rms -based AGN luminosity indicator to constraint the Universe geometry a further step is necessary, such as a dedicated Wide Field X-ray Telescope (WFXT) with an effective collecting area at least three times larger than Athena and ∼2 deg 2 large field of view 4 . In this case, as an example, with a 40 Ms long program it would be possible to measure D L with less than 0.003 dex (0.015 mag) uncertainties at redshift below 1.2 and an uncertainty of less than 0.02 dex (0.1 mag) in the redshift range 1.2 < z < 1.6. The bottom panel of Figure 2 illustrates more clearly the potential of our new estimator. The curves represent the per cent difference of the luminosity distance models shown in the upper panel with respect to its reference best fit scenario. From the comparison between the magenta error-bars with the model scatter, we conclude that our estimator has the prospect to become a cosmological probe even more sensitive than current SNeIa if applied to AGN samples as large as that of an hypothetical future survey carried out with a dedicated WFXT as described above.
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