Abstract-The minimization problem of a frequency-weighted l2-sensitivity measure subject to l2-scaling constraints for twodimensional (2-D) state-space digital filters is formulated. First, an iterative method for solving the constrained optimization problem in question is developed by introducing a Lagrange function and applying some matrix-theoretic techniques as well as an efficient bisection method. The optimal filter structure is then synthesized so as to minimize the frequency-weighted l2-sensitivity subject to l2-scaling constraints. Finally, a numerical example is presented to illustrate the utility of the proposed technique.
I. INTRODUCTION
When a transfer function with infinite accuracy coefficients that have met the design specifications is given, its state-space model with the transfer function is actually implemented using a finite binary representation. In such a case, the truncation or rounding of the coefficients in the state-space model is required to fit the finite word length (FWL) constraints. Consequently, the characteristics of a stable filter might be so altered that the filter may become unstable. This motivates the study of the coefficient sensitivity minimization problem. The problem of synthesizing 2-D state-space digital filter structures with minimum coefficient sensitivity has been investigated, i.e., the l 1 /l 2 -mixed sensitivity minimization problem [1] - [6] and l 2 -sensitivity minimization problem [6] - [10] . It has been realized that solutions for frequency-weighted sensitivity minimization would be of practical use as these solutions allow to emphasize or de-emphasize the filter's sensitivity in certain frequency regions of interest. Synthesis procedures of the optimal FWL 2-D filtes that minimize the frequency weighted sensitivity measure have been considered [4] - [7] . However, the minimization methods proposed in the above work do not impose constraints on the scaling of the design variables. As a result, elimination of overflow oscillations can not be ensured. More recently, the minimization problem of l 2 -sensitivity subject to l 2 -scaling constraints has been explored for a class of 2-D state-space digital filters [11] . It is well known that the use of scaling constraints can be beneficial for suppressing overflow oscillations [12] , [13] . However, frequency-weighted sensitivity measure has not yet been considered in [11] .
In this paper, we investigate the problem of minimizing a frequency-weighted l 2 -sensitivity measure subject to l 2 -scaling constraints for 2-D state-space digital filters described by the Roesser local state-space (LSS) model [14] . First, the minimization problem of a frequency-weighted l 2 -sensitivity measure subject to l 2 -scaling constraints is formulated by introducing a Lagrange function. Next, an iterative method is developed by using some matrix-theoretic techniques and an efficient bisection method. The optimal filter structure with minimum frequency-weighted l 2 -sensitivity and no overflow oscillations is then constructed by applying an appropriate coordinate transformation matrix. Finally, a numerical example is presented to demonstrate the validity and effectiveness of the proposed technique. (A, b, c, d ) m,n for 2-D IIR digital filters which is stable, separately locally controllable and separately locally observable [14] , [15] 
II. l 2 -SENSITIVITY ANALYSIS

Consider a LSS model
where 
where Z = z 1 I m ⊕ z 2 I n . Definition 1 : Let X be an m × n real matrix and let f (X) be a scalar complex function of X, differentiable with respect to all the entries of X. The sensitivity function of f (X) with respect to X is then defined as
where x ij denotes the (i, j)th entry of matrix X.
Definition 2 : In order to take into account the sensitivity behavior of the transfer function in a specified frequency band, or even at some discrete frequency points, the weighted sensitivity functions are defined as
where
, and W C (z 1 , z 2 ) are scalar, stable, causal functions of the complex variables z 1 and z 2 . Notice that δ in (4) is not meant to be a derivative operator, but rather a notation for defining the weighted parameter sensitivity.
Definition 3 : Let X(z 1 , z 2 ) be an m × n complex matrix valued function of the complex variables z 1 and z 2 . The l 2 norm of X(z 1 , z 2 ) is then defined by
From Definitions 1-3, the overall weighted l 2 -sensitivity measure for the LSS model in (1) can be evaluated by
where M A , W B , and K C are obtained by the following general expression:
III. l 2 -SENSITIVITY MINIMIZATION
Let a 2-D coordinate transformation be defined by
where T = T 1 ⊕ T 4 is a block-diagonal nonsingular matrix with an m×m submatrix T 1 and an n×n submatrix T 4 . Then we obtain a new realization (A, b, c, d ) m,n characterized by
Applying the coordinate transformation in (8) to the LSS model in (1), the weighted l 2 -sensitivity measure in (7) is changed to
It is noted that the local controllability Gramian K for the LSS model in (1) is defined by
which is related to the local controllability Gramian K for the new realization (A, b, c, d) m,n in (9) by
If l 2 -scaling constraints are imposed on the new local state vector x(i, j), then it is required that
with an m × m submatrix K 1 and an n × n submatrix K 4 along its diagonal. The minimization problem of the weighted l 2 -sensitivity subject to l 2 -scaling constraints is now formulated as follows: Given matrices A, b, and c, obtain an (m+n)×(m+n) blockdiagonal nonsingular matrix T = T 1 ⊕ T 4 which minimizes S(T ) in (10) subject to l 2 -scaling constraints in (13) .
The l 2 -sensitivity measure S(T ) in (10) is expressed as
where P = P 1 ⊕ P 4 with P i = T i T T i for i = 1, 4 and
T . If we sum up the two sets of constraints in (13) , respectively, then
Consequently, the problem of minimizing S o (P ) in (14) subject to l 2 -scaling constraints in (13) can be relaxed into the problem minimize S o (P ) in (14) subject to tr[K 1 P 1 U 4 satisfies the l 2 -scaling constraints in (13) . To solve problem (16) for P = P 1 ⊕ P 4 , we define the Lagrange function of the problem as
(17) where λ 1 and λ 4 are the Lagrange multipliers, and
and set ∂J(P , λ 1 , λ 4 )/∂P 1 = 0 and ∂J(P , λ 1 , λ 4 )/∂P 4 = 0. The last two equations give
The equations in (18) are highly nonlinear with respect to P 1 and P 4 . An effective approach for solving these equations is to relax them into the following recursive second-order matrix equations:
with initial condition P (0) = P of (19) are found to be can be efficiently obtained using a bisection method so that
are satisfied wherẽ A flow chart of the bisection method used is shown in Fig. 1 . The iteration process continues until
4 )| < ε (22) for a prescribed tolerance ε > 0. If the iteration is terminated at step k, then x k is claimed to be a solution point.
IV. NUMERICAL EXAMPLE
Consider a 2-D stable recursive digital filter specified by (A, b, c, d) The frequency weighted functions used in this example was a 2-D FIR low-pass filter with the unit-sample response 20, 20) , and zero elsewhere. Using (7), the frequency-weighted L 2 -sensitivity of system (A, b, c, d The profile of the frequency-weighted l 2 -sensitivity measure J(P , λ 1 , λ 4 ) and the profiles of the Lagrange multipliers λ 1 and λ 4 of the first 11 iterations are shown in Figs. 2 and 3 , respectively, from which it is observed that with a tolerance ε = 10 −8 the algorithm converges within 11 iterations. 
V. CONCLUSION
The minimization problem of a frequency-weighted l 2 -sensitivity measure subject to l 2 -scaling constraints for 2-D state-space digital filters described by the Roesser LSS model have been investigated. An iterative method is proposed based on the introduction of the Lagrange function and by making use of some matrix-theoretic techniques as well as an efficient bisection method. The optimal state-space filter structure with minimum weighted l 2 -sensitivity and no overflow oscillations has then been constructed by applying an appropriate coordinate-transformation matrix. Computer simulation results have demonstrated the validity and effectiveness of the proposed technique.
