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ABSTRACT. 
Various non-linear wave equations are found to possess soli t o n s -
stable s o l i t a r y waves which only undergo a change of position on 
c o l l i s i o n with each other. I t i s shown i n chapter 1, how the various 
soli t o n properties of the sine-Gordon equation, u = s i n u, may be 
xy 
derived from i t s Backlund Transformation. 
Most of the r e s t of the t h e s i s consists of several attempts 
t o f i n d Backlund Transformations for other equations of the form 
u = F(u) by generalizing the usual form of the Backlund Transformation. 
xy 
The only exception to t h i s i s in chapter 2 where equations of the forra u = A(x,y,u).u + B(x,y,u).u + C(x,y,u) are considered. The r e s t xy x y 
of chapter 2 considers the effect of allowing the Backlund Transformation 
t o depend e x p l i c i t l y on the independent variables or on i n t e g r a l s 
o f the dependent va r i a b l e s . 
The r e s t of t h i s t h e s i s concentrates on allowing the Backlund 
T r a n s f o r a t i o n to depend on derivatives only of the "old" and "new" 
variables, u and u' . I t i s found that i f u and u' s a t i s f y 
u = F(u) where F , M ( u ) I K . F M ( u ) and F " ( u ) I K.F(u) then there are 
xy 
no Backlund Transformations of the following form 
Chapter 3. u£ = P(u,u';p 1 ?...,p N;q x,...,q M) 
*y • ;p 1,...,p N;q 1,...,q M) 
except possibly when M » 1 , N > 7 and F(u) = A^.e^ + k^. e 2 c U 
Chapter U. u ^ = P(u,u« * V U x ' Y ^ x ' V 
Chapter 5. ^ P j + i " PN+1^ " P ^ p 0' pl» *'' 'PN5P0'''' , PN* N < 5 
i(q« + q) . Q(p0,p1,...,pN;p^),...,p^) 
CONTENTS. 
Chapter 1. 
1. Introduction. 1. 
2. Soliton Solutions. 2. 
^. Conservation Laws. ^. 
' i . Inverse Scattering. ?• 
5. Surrraary. 9-
Chapter 2. 
1. Introduction. 13* 
2. T r i v i a l Solutions. 15. 
3. Quasilinear Case. l6. 
U. For B =0. 18. 
uu 
5. For A A c.A . 22. 
uuu r uu 
6. That A = K.A . 26. 
uuu u 
7. Pssudopotentials. 27. 
8. Lorentz Invarience. 29. 
9. Quasilinear Equations. 33* 
10. Quasilinear Solutions. 37* 
11. I n t e g r a l s . 39. 





U. That M = 1 or N = 1. 57. 
5. That ( P j ) ^ f 0. 60. 
6. I f N = 2. 6 l . 
7. F s a t i s f i e s a l i n e a r equation. 6U. 
8. A condition on X^. 66. 
9. I f N = 3. 69. 
10. That X 0 + 2X, =0. 71. 
11. For N = 3. 73. 
4 
12. For N = U. 75. 
13. For N = 5. 77. 
1^ . For N > 5. 78. 
Charter U. 
1. Introduction. 8 l . 
2. That Qx - 0. 82. 
?. For Qx = 0. 86. 
U . p i s a constant. 91. 
5. P Q i s l i n e a r . 9^. 
6. Conclusion. 98. 
Chapter 5« 
1. Introduction. lO1*. 
2. Basic Results. 108. 
% For 111* 
k. A change of variable. 115. 
5. That N > 3. " 1 2 0 « 
6. Lemma. 122. 
7. That T ^ 0. 125. 
8. For -T, ^ 0. 128. 
9. That U ? + 0. 133. 
10. Conclusion. 138. 
ACKNOWLEDGEMENTS. 
I would l i k e to thank ay supervisor, Dr. D. B. F a i r l i e for 
many helpful discussions. 
I would also l i k e to thank the B r i t i s h Council and the 
Association of Commonwealth U n i v e r s i t i e s for providing my scholarship. 
1 
CHAPTER 1. 
§ 1 . I n t r o d u c t i o n . 
A s o l i t o n i s a single wave pulse ( s o l i t a r y wave ) which 
emerges from a c o l l i s i o n with a s i m i l i a r s o l i t a r y wave having unchanged 
shape and speed. Non-linear wave equations which possess solitons are also 
found t o possess an i n f i n i t e number of conservation laws, Backlund 
Transformations and the i n i t i a l value problem may be solved using l i n e a r 
methods o n l y i Half a dozen, or so, equations have been found which 
possess such s o l i t o n solutions. 
The research for t h i s t h e s i s was started with the intention of 
f i n d i n g s u i t a b l e candidates for elementary p a r t i c l e f i e l d theories. So 
i t i s r e a l l y only Lorentz invarient equations which are of i n t e r e s t . 
The only Lorentz invarient s o l i t o n equation known i s the sine-Gordon 
equation. Consequently only equations re l a t e d to the sine-Gordon equation 
w i l l be considered i n t h i s t h e s i s . 
The sine-Gordon equation 
u - u.. a s i n u zz t t ' 
o r i g i n a l l y arose i n connection with the theory of pseudopotential s u r f a c e s 2 
but also occurs in many p h y s i c a l . contexts i For example, the self-induced 
transparency equations, 3 which in c i d e n t l y have soli t o n solutions, have 
the sir.e-Gordon equation as a l i m i t i n g case. The sine-Gordon equation 
m y be quantized as a f i e l d theory, where the solitons "survive 
q u a n t i z a t i o n " Kote t h a t ( l . l ) i s Lorentz invarient i n the sense that i t 
i s unchanged i n fona under the substitution 
z> = (z-vtHl-v 2)^ , f = ( t - v z H l - v 2 ) " ^ 
This t h e s i s looks at the soliton concept from the viewpoint of 
Backlund Transformations. ( Hereafter abreviated to B.T. ) . A B.T. for a 
given p a r t i a l d i f f e r e n t i a l equation consists of two equations which enable 
or.e t o c o n s t r u c t new solutions to the given equation from a given 
s o l u t i o n . Sometimes the new solution s a t i s f i e s a d i f f e r e n t equation but 
i n most cases considered the above d e f i n i t i o n of an auto-Backlund 
t r a n s f o r m a t i o n w i l l apply. Note that the d e f i n i t i o n i s ( n e c e s s a r i l y ) vague 
because i t i s not c l e a r what the best d e f i n i t i o n should be. I t i s part 
o f the aim of t h i s t h e s i s to investigate t h i s . The exact form of the 
B.T. w i l l be given i n each case considered. 
I t w i l l be f i r s t shown that a l l the s o l i t o n properties of the 
sine-Gordon equation follow from i t s B.T. Hereafter sine -Gordon equation 
w i l l be abreviated to S.G. The f i n a l section of t h i s chapter, i s a 
.imary of t h i s t h e s i s - the aims and the r e s u l t s . f =•,•;, ; 
2 
To conclude t h i s section consider the following B.T. 
u" = u - a.exo -*(u+u*) 
X X 
u* = -u - 2a _ 1.exp T(U'-U) 
y y * 





and u' i s any solution of (1.2) then u* must s a t i s f y 
u 1 = exn u' (1.^) 
xy 
So by i n s e r t i n g t h e general solution of (1.3) into (1.2) one obtains 
the general solution of ( l . 1 * ) 
Not? t h a t here as throughout t h i s t h e s i s subscripts denote p a r t i a l 
d i f f e r e n t i a t i o n with respect to (w.r.t.) the variable displayed. 
Because o f the large number of equations involved the numbering of 
each chapter i s independent of the others. This i s not too confusing, 
I hope, since each chapter i s almost self-contained. This seemed preferable 
t o nal'-ing the system of numbering of equations more complicated. 
§ 2.Solitcn S o l u t i o n s . 
The S.G. in c h a r a c t e r i s t i c coordinates i s 
u = s i n u (2.1) 
xy 
I t has the B.T. 
u 1 = u + 2a.sin ^(u'+u) 
X X (2.2) 
u 1 = -u + 2 a " 1 . s i n i ( u ' - u ) 
y y 
where a i s a constant. 
I f u i s any solution of (2.1) then (2.2) have a solution. Further 
t h i s s o l u t i o n u* of (2.2) must s a t i s f y (2.1). One may a l t e r n a t i v e l y 
replace u by u' i n t h i s statement. 
Nov u = 0 i s a solution of (2.1). I n s e r t i n g t h i s into (2.2) and . 
i n t e g r a t i n g ^ives 
u 1 = ' . t m " 1 ( exp (ax + a _ 1 y + k ) ) (2.3) 
v';.?r.; ''. i s a constant. This i s the single s o l i t o n solution. I t i s 
a c t u a l l y tho derivative of u which i s the s o l i t a r y wave - the s o l i t o n . 
To o b t a i n further solutions i t i s e a s i e s t to f i r s t derive the "theorem 
of r e x n u t a b i l i t y " . 
Let u^ be any solution of ( 2 . l ) . Then l e t u' = u^ and u' o Ug be 
two s o l u t i o n s of (2.2) with u a u^ v i a constants a^ and ag respectively. 
Dsfine 
u,. = u Q + U . t a n " 1 ( ( a 1 + a 2 ) ( a 1 - a 2 ) ~ 1 . t a n ^ ( u 1 - u 2 ) ) ( 2 , U ) 
I t i s then straight-foward, f or example, to enow that 
2* 2 * 
fa 
So t t has been shown that 
defined by (2. !0 consists of 
a B.T. w i t h parameter a^ applied 
t o u^. I t r.lso consists of a 
B.T. w i t h parameter a^ applied 
t o Ug. This permutability i s 
i l l u s t r a t e d i n the Lamb diagram 
shown at r i c h t . 
To o b t a i n the two s o l i t o n 
s o l u t i o n t o ' (2.1) one sets 
u Q = 0 and u^ and Ug equal to 
the appropriate s i n g l e s o l i t o n 
s o l u t i o n 3iven by (2.3), i n (2,h) : 
i -1,2 where ^ = a ^ x + aj*.y + ^  , 
The change of variab l e 
x = Hz + t ) , y = Hz-t) (2.7) 
takes one i n t o r e a l space-time, equation ( l . l ) . Then 
i L = (z - v . . t ) ( l - i*)-* * kt r t - (1 - aj)(l + a f ) " 1 
Note t h a t i f a^ i s r e a l then v^ i s r e a l with |v^| < 1 
Now make a Lorentz transformation with v e l o c i t y 
Also define 
/V^  _ ' 
T'.:cn equation (2.5) i s 
V J " — T r TTZl r (2.9) 
^ sTT- is* J 
How the single s o l i t o n (2.5) i s a kink of magnitude 2n from 
u = 2n7r at z = -» to u = 2(n+l)ir at z = + » . Prom the above one sees 
thr.t (2.9) at t = - » represents a kink and an anti-kink moving i n 
opposite d i r e c t i o n s . As t -» +«° , i t also represents a kink and j an 
a n t i - k i n k but they have been displaced by an amount 2(1 - U 2) ? . l n ( U - 1 ) 
Note that the constants and need not be r e a l ; a l l that 
i s r e q u i r e d i s that u i s r e a l . So, for example, with a x = a | = a + i P , 
a and 3 r e a l , i n (2.5) one obtains the " breather 11 solution: 
One can go on, for example, to f i n d solutions representing c o l l i s i o n s 
of K s o l i t o n s 1 and other breather-like solutions. This won't be pursued 
here tr.ou£v>. 
§~.Conservation Laws. 
A l l s o l i t o n equations must conserve energy because the 
solitons r e t a i n t h e i r shape and do • not " die out " over time. For 
exa.-nj.ile, the equation of conservation of energy for the sine-Gordon 
equation (2 . 1 ) i n c h a r a c t e r i s t i c coordinates, i s 
yi •<- \E - o (M) 
where D = *-u2 , F =» cos u (3.2) 
5. 
Th- 3.T. c=>n now be used to generate an i n f i n i t e number of 
conservation laws as follows. Let a i n (2.2) be i n f i n i t e s i m a l and take 
K - 2 - *< • . «- (5.3) 
Then (2.2b) gives on equating powers of a 
= u 
u l = 2u y 
*2 - 2u yy 
= 2u + 
yyy 
\ = 2u r/yy 




+ 2(u ) 2 . u 
y yy 
+ 3(u ) 2 . u + 5u ,(u ) 2 + (3/20).(u ) 5 
yyyyy y yyy y yy y 
I f one now i n s e r t s (3*3) into (3.1) and equates c o e f f i c i e n t s of powers 
of a then one an i n f i n i t e set of conservation laws. 
With 
I f . - * I f * ' = O o, I . . (3.5) 
V-- Z f v . ** F = . - \ ^ a. (3.6) 
* ~ o 
the f i r s t few are 
D, = 2u .u 
i y yy 
i - o 
D 0 = 2u .u + 2(u ) 2 
2 v yyy yy 
D, = 2u .u + kn .u + (u ) 3 . u 
* y yyyy yy yyy y yy 
F„ = cos u 
F. = -2u . s i n u 
1 7 
(5.7) 
= -2(u ) 2 . c o s u - 2u . s i n u . /, Q\ y yy (3.8; F 2 
F, = -?u ,u .cos u - 2u . s i n u + (u ) 3 . s i n u 
5 y yy yyy y 
C l e a r l y the derivative of a conservation law i s again a conservation 
law. Fror. (3.7) one sees that and Dg are j u s t derivatives of D Q 
but t h a t i s not. I t w i l l now be shown that the sequence of conservation 
l a v s ~;ivcr. above contains an i n f i n i t e number of laws, none of which 
i s the derivative' of the previous ones. I n f a c t i t w i l l be shown that 
6. 
and D 2n+1 ' n > 0 ' s * v e r * s e t o S e n u i n c conservation laws i n that 
none i s equal to a sum of deriv a t i v e s of the others. 5 
1 i h 4 
V ° " ' ' *~*n' "~ '1 ' ' • *n 
Define the order of (u ) .(u ) . . . . (u, ) n to be i,+ . . . + i _ 
where u,^ i s the j t h derivative of u w.r.t. y. I t i s only necessary to 
look at second order terms i n D to prove the r e s u l t i n the preceding 
paragraph since d i f f e r e n t i a t i o n w.r.t. y leaves the order unchanged. 
I t i s easy to show, by induction, that the f i r s t order term i n 
hi i s u, Then the second order term i n D i s 
• n 'n n 
Then de f i n e 
V " ^n-^yy = 5V2n +2 + W 2 V 2 n + l + v 5 V2n ' n > 1 
V X l " <*0>yy ' " V2V3 ' Y0 = X 0 = V 2 




The c o e f f i c i e n t s of , v„v_ and v,v. i n (3.11) for n = 2 give 
(3.11) 
»2V5 a n a V3VU 
n 0 + ' a 2 = ^a0 + a l + a2 = 1 0 a 0 + ' a l + a 0 w n i c n i n d e e d imply a Q = = a g = 0. 
Suppose the r e s u l t ( 3«H) has been shown to be true f o r n < N where 
IT > 1. C l e a r l y then the statement (3*11) i s equivalent to the statement 
t h a t i f 
i - O 
y i ^ J - O 
then b 0 = b l " ' * * = bN . 
The c o e f f i c i e n t s of v 1 + 1 v 2 H + 2 , i ' 1 B l» ' ' ' » N ' i n ^ 5' 1 2^ g i v e 
0 h 
2bQ + b x + l t b N = 0 (3.13) 
b Q + 2bj + b 2 + b N = 0 
b i + 2 b i + l + bi+2 - °" » 1 • l » • • • » N " 5 ( n o t r e < l u i r e d f o r N " 5 ) 
bN-2 + * ° 
Take (a)+(c)-(b) i n (3.13) to give b x + bg = 0. Then from (d) i n 
(3.13) one has by induction that + = 0 , 1 = 1 , . . . ,N-2 . I n 
7. 
p a r t i c u l a r b H _ 2 + b N_^ =» 0 . Then (e) gives • 0 • Then one has 
b_ = b, = . . . = b„ and the r e s u l t i s proved, 
0 1 N 
§''-. Inverse Scattering. 
The inverse s c a t t e r i n g method allows one to solve the 
i n i t i a l value problem for the given s o l i t o n equation, ( l . l ) or (2.1). 
This method w i l l be introduced v i a the B.T. I n (2.2) replace u' by 
T = tan T(U'+U) : 
r = i-.u . ( l + r 2 ) + a.r 
x x (U.l) 
r = r . a _ 1 . c o s u + -\( r 2 - 1 ) . a _ 1 . s l n u 
y 
The equation + 2P.r + Q.r 2 + R a 0 i s equivalent ( though not 
uniquely ) t o ^ + p ^ = 
( v 2 ) x - P.w2 = Q.w1 where T = ( w 2 ) ( w 1 ) " 1 
So equation 0*.l) with a « 2i£ and a f t e r the change of v a r i a b l e s 
(2 .7) gives 
C w A = + i ^ O ^ . c o s u).w x + ( i ( 8 5 ) _ 1 . s i n u - £(u z+u t)).w 2 
( w g ) z = ( i(05)- x.8in u 4 0 ^ ) ) . ^ + (HC - KSH^.cos u).w 2 ( h ' 2 ) 
( w , ) . - (-H5 - 1(85)"*.COB u ).w. - ( i ( 8 5 ) - 1 . B i n u + r ( u +u. )).w 9 
I t 1 z t 2 ( U > 3 ) 
( w g ) t - (-i(80 _ 1.«in u + i f a ^ ) ) . ^ + Cii5 + i ( 8 5 ) _ 1 . c o s u).w 2 
Note t h a t i f u s a t i s f i e s ( l . l ) then (U.2) and (J*.3) are consistent. 
I t i s d e s i r e d to solve ( l . l ) given u and u^ at t = 0. Only 
s o l u t i o n s o f ( l . l ) which tend to zero ( or a multiple of 2n ) as |z| 
tends t o i n f i n i t y w i l l be considered. The method i s then as follows. 
Define functions v and w which are solutions of (**.2) at t = 0 
and which have the asymptotic form 
Both v and w e x i s t and are unique in the upper h a l f £-plane. 
I f w = (wj,w 2) i s . a solution of (^.2) then v = (w2*,-w^*) i s a 
l i n e a r l y independent solution. ( * denotes complex conjugate ) . So the 
p»ir of solutions w and w form a complete system of solutions and 
8 
one may t h e r e f o r e write for any r e a l £ 
v = a(5).v + b(5).w (>*.5) 
Now a(5) can be a n a l y t i c a l l y continued to the upper half-plane and, 
i n p a r t i c u l a r , the zeros £j (i = 1,...,N) of a(£) in the upper half-plane 
are a t the discrete eigenvalues of 0*.2). At these values 
v ( z , ^ ) = C j . w f z , ^ ) (fc.6) 
Since C'l.2) and 0*.3) are consistent one may define v ( z , t ) , at 
f i x e d z, to be the solution of 0*.3) which equals v ( s ) defined by 
('i.1*) at t = 0. Then v must s a t i s f y Q*.2) and (,».3) for a l l z and 




where Aj and Ag are constants. Also as z-» +« 
At f i x e d t , w and w are l i n e a r l y independent solutions of (**.2) 
so one nay define a(£,t) and b(£,t) by 0*.5)» Then as z -»« one has 
from (^.5), 0.7) and (H.8) that a(£)> b(£), and are a l l 
independent o f t . 
The solution to the i n i t i a l value problem i s then 
where K ( x , y ; t ) i s the solution of the i n t e g r a l equation 
1 \ ' -is 
9. 
§?.Sumary. 
This t h e s i s i s concerned with looking for B.T. for equations 
other than those for which B.T. are known. Here B.T. i s used i n the 
widest possible sense, as i n section 1; the B.T. nay involve i n t e g r a l s 
or derivatives of the two connected solutions, or i t may involve 
additional auxilary dependent v a r i a b l e s . 
The o r i g i n a l motivation f o r t h i s was to look for suitable candidates 
for f i e l d theories. This was done from the viewpoint of B.T. because 
there i s a well-defined procedure 7 f o r determining whether or not a given 
equation has a B.T. of the form under consideration. I t i s also known 
that a l l equations found to possess solitons a l s o possess a B.T. 8 (By 
t h i s I nean that the a n a l y t i c as opposed to numerical solution i s 
known). F i n a l l y , as has been shown i n t h i s chapter f o r S.G. , a l l the 
s o l i t o n properties follow once the B.T. i s known. 
I t becomes immediately that only c e r t a i n , very p a r t i c u l a r , equations 
possess B.T, One would l i k e to understand why t h i s i s so. Pseudo-potentials 
seen to be a possible way of attacking thiG question. 9 
I t i s known from numerical s t u d i e s 1 0 that c e r t a i n equations, for 
exarrole the double sine-Gordon equation 
u = s i n u + 4-sin i t i (5.1) 
possess s o l i t a r y wave solutions which seem to pass through each other 
on c o l l i s i o n - the s o l i t o n property. This r e s u l t has taken over as the 
r.ain notivation for t h i s t h e s i s and accounts for the f i n a l three 
chapters thcre-of. 
The effect of e x p l i c i t independent var i a b l e dependence i s considered 
i n chapter 2. I n p a r t i c u l a r , one looks f o r B.T. of the form 
" x = P(x,y,u,u',u x,u y) 
u y = Q(x,y,u,u»,u x,u v) 
when both u and u' s a t i s f y 
(5.2) 
u =» A(x,y,u).u + B(x,y,u).u + C(x,y,u) (5.3) 
The ease A = B = 0 has already appeared 1 1 and so the proof w i U not be 
repeated here. I n f a c t only the case P ^ 0 (p = u ) w i l l be considered 
PP 3C 
i n d e t a i l . Solutions are found i n t h i s case i n contrast to the s i t u a t i o n 
when A = B = 0, The only B.T. that I have been able to f i n d and which 
are not already known are contained i n chapter 2. 
Chapter 2 also contains some consideration of pseudopotentials 
u x = P(u,u',u x,u y) ( 5 m k ) 
V .aQ(u'u''vV 
10, 
Here i t i s demanded that u s a t i s f i e s 
= F ( u ) (5.5) 
but u' i s not made to s a t i s f y any p a r t i c u l a r equation. Again t h i s work 
w i l l appear elsewhere 1 2 arid so w i l l not be repeated here. However some 
c o n s i d e r a t i o n i s made of t h e case when u' does not G a t l s f y a second 
o r d e r equation. F i n a l l y i n chapter 2 a l l pseudopotentials of t h e form 
u^ = P 0(u,u«) + P1(u,u»).u. x (5.6) 
u^ , = Q 0(u,u') + Q 1 ( u , u , ) . u y 
are found for equations of the form 
u = A(u).u + B(u).u + C(u) (5.7) 
I f one wishes to fi n d B.T. for (5.7) one s t i l l has quite a b i t of 
work to do, but at l e a s t one can now say which equations of the form 
(5.7) cannot have B.T. of the form (5.1*). 
neither of the above generalizations seems to leed f a r so for the 
r e s t of t h i s t h e s i s i t w i l l be assumed that there i s no e x p l i c i t 
independent variable dependence and also that u and u' s a t i s f y the sane 
equation. One possible generalization one could t r y i s to consider that 
has a B.T. of the form 
K )x- pi (V uj> (Vx ' t u 3 V 1 - ! , . . . , » (5.9) 
I f IT = 2 then one may replace (5.8) by 
u = F(u,u») (5.9) 
xy 
where u and F are complex. I n t h i s case I have shown that provided 
(5.9) cannot be written i n the form 
<Vxy - F ( V 
^xy r 
then F must be of the form 
4-
(5.10) 
1 t* * 
where A ^ and Xj are constants. Because of the incomplete nature of the 
re s u l t s and also because of ( 5 . I ) 1 0 the most i n t e r e s t i n g case (5.10) has 
been excluded I w i l l not give the proof of the above r e s u l t here. (The 
case (5.10) was excluded because i f one wants to use (5*9) as a model 
f i e l d theory one would l i k e , f o r example, to have r o t a t i o n a l symmetry 
which excludes (5.10).) 
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I f additional dependent variables are excluded then a l l the B.T. can 
depend on i s derivatives and i n t e g r a l s of u and u'. Define 
7 
(5.12) 
where n and m are non-negative integers. The most general B.T. would 
then involve some f i n i t e number of terms from u , p . q; , u 1 , p* 
nm nm Tim nm nm 
and q j ^ . Not only are the equations that one must s a t i s f y then very 
d i f f i c u l t to s a t i s f y but the B.T. when obtained would appear to be of 
not much use i n solving (5.5). My only attempt at including i n t e g r a l s 
i n the B.T. i s given at the end of chapter 2. The remaining chapters 
then only involve B.T. with derivatives of u and u'. 
The e a s i e s t way to ensure that the B.T. i s usef u l i n solving the 
o r i g i n a l equation i s to allow only f i r s t d e rivatives of u*. That i s 
take the B.T. to be 
u' = P(u,u ,;p.,...,p w;q 1,...,q M) x (5.13) 
*y = Q(u,u ,jp 1,...,p N;q 1,...,q M) 
where i s the nth derivative of u w.r.t. x and q^ i s the nth 
derivative of u w.r.t. y. Note that as u s a t i s f i e s (5.5) one not 
consider the mixed derivatives further. 
There does not appear to be B.T. of the form (5.13) BO one must 
t r y something more complicated. The next thing one can t r y i s to allow 
x derivatives of u' greater than one but to r e s t r i c t y derivatives of 
u 1 i n the B.T. to one. This i s done i n chapters h and 5. I n chapter 
h. the B.T. i s taken to be of the form 
u' = P(u.u*,u .u'.u ,u ) xx x* x' xx' y' ( 5 # i l ^ 
u' = Q(u,u',u ,U',u ,u ) y ' ' x' x' xx* y 
Without further siirrplification of the problem i t rapi d l y becomes very 
d i f f i c u l t to solve the consistency conditions. Consequently i n the f i n a l 
chapter u and u' are taken to s a t i s f y 
u = s i n u + A.sin X.u (5*15) 
xy 
and i n analogy with the B.T. f o r S.G. , (2,2) , the B.T. i s taken to be 
12. 
p n + P n " f(P 0»Pl' — ' P B - l ! p O ' p l ' — ' p i - l > ( 5 # l 6 ) 
- u y = QCp 0,—,p n_ 1;p5.—,p;. 1) 
Unfortunately no B.T. are found i n these cases, although something seems 
to be froinc on when, for (5»13)# F(u) a A.exp u + B.exp — • Further 
t h i s seens to be a property associated with the functions 
rather than with the s p e c i a l form ( 5 . 1 3 ) » That i s , i t seems to me that 
I have not chosen the right form for the u* dependence i n the B.T. 
rather than there being no B.T. with higher de r i v a t i v e s f o r ( 5 . 5 ) . One 
thing that does seem worth t r y i n g i s to take the form 
u' + u = P(u,u*,u ,u',u ,u') xx xx v ' ' x* x* y' y' (5 .17) 
U» - U a Q(u,U*,U ,U',U ,U*) 
yy yy x x y y 
I considered the other forms f i r s t because i t seemed that i f they 
existed then they would be of more use i n solving ( 5 « 5 ) than ( 5«17) 
would be. The only other possible candidate f or a B.T. for (5*1) 
would seen to be ( 5 . 1 0 ) . 
13 
CHAPTER 2 . 
§ 1.Introduct i o n . 
The e f f e c t of e x p l i c i t independent v a r i a b l e s , of not specifying 
the equation u' s a t i s f i e s and of in t e g r a l s i n the B.T. i s considered 
in t h i s chapter. I t also contains the only examples of B.T. which I 
have been able to fin d and which are not, I believe, known already. 
Consider the equation 
u x y = F ( x ^ ' u ' W U x x ' u y y ) 
Suppose t h i s equation has a B.T. of the form 
u' = P(x,y,u,u',u ,u ) x x y ( U 2 ) 
Uy - Q(x,y,u,u f,u x,u y) 
T h i s l a s t statement i s to be interpreted to mean that for every 
s o l u t i o n u o f ( l . l ) , equation ( 1 .2 ) has a solution u' which a l s o 
s a t i s f i e s ( l . l ) . 
I t i s assumed throughout t h i s t h e s i s that a l l functions are 
d i f f e r e n t i a b l e as many times as required. 
Diff e r e n t i a t e (1 .2a) w.r.t. y and ( l . 2 b ) w.r.t. x and use ( l . l ) 
t o o b t a i n the equations which must be s a t i s f i e d i f the B.T. i s to 
e x i s t : 
vhere p e u . q =» u , r = u . t = u and x ' y ' xx yy 
^ -il + it./ 4- it .P+ll.-r + U.Ffay,*./*,^*) 
^ ' '" 
Nov u i s any solution of ( l . l ) so at any point (x,y) one may 
choose u, u, , u , u , u a r b i t a r i l y i . e . i n ( 1 .3 ) ° n e "ay use x , 
x y xx yy 
y t u , p , q , r and t as independent v a r i a b l e s . I t i s further assumed 
t h a t , zt (x,y), one nay choose u' independently of u and i t s derivatives 
i . e . i t i s assumed that 
This means that (1 .3) i s now to be considered as tiro equations for 
the three unknowns F(x,y,u,p,q,r,t), P(x,y,u,u',p,q) and Q(x,y,u,u*,p,q) 
vhsre x, y,u,u*,p,q,r and t arc a l l to bs considered as independent 
va r i a b l e s . This sort of consideration may be c a r r i e d out i n a l l cases 
considered; the d e t a i l s however w i l l not, i n future, be spelt out. 
I t i s equations l i k e ( 1 .3 ) which t h i s t h e s i s solves. I t turns out 
that the nunber of B.T. i s rather small. This makes i t rather hard 
to see what i s a c t u a l l y "going on." 
From now on, equality w i l l be used i n the sense of " i d e n t i c a l l y 
equal to." This means that i f one has two functions A and B which 
^rc functions of some variable set ft and s a t i s f y A.B «=> 0 then one 
can deduce that A = 0 or B = 0 (or both). This i s c e r t a i n l y true for 
a l l ft near some ftg and one could carry the an a l y s i s through allowing 
ft near ft^ only. At the end one could then see i f one could "patch 
together" the various pieces. For example, the equations u « s i n u 
xy 
and u = 0 have B.T. but does the equation 
0 u < 0 
u > 0 s i n u 
have a B.T. ? One can c e r t a i n l y s a t i s f y (1 .3 ) l o c a l l y i n t h i s case 
but one runs into problems i n t r y i n g to make (1 .2) h o l d for a l l 
x and y. This problem w i l l not be considered further. I t w i l l be 
assured f r o n now on that i f an equation holds i n some region then 
i t holds everywhere. This i s true, f or example, i f a l l functions 
under c o n s i d e r a t i o n are a n a l y t i c . 
The next section l i s t s some t r i v i a l B.T. and explains why the 
case o f F l i n e a r i s always excluded from consideration. I t has been 
shown elsev.-here that i f the F above depends on x , y and u only 
t h e n , f o r a B.T. to e x i s t , one must be able to convert (1 .1) into 
u = H(u) , H»'(u) = k.H(u) (1 .5 ) 
by a change of scale and / or a displacement of the dependent va r i a b l e . 
Sections 3 to 6 deal with the case when F i s l i n e a r i n both p and 
q (but r.ot u) and when P i s not l i n e a r i n p. Apart from an obvious 
B.T. the r e s u l t i s that ( l . i ) must be r e d u c i b l e to 
u = A(u).u , A'^(u) = K.A(u) , K constant x 
by a change of dependent and independent v a r i a b l e s . So i t appears that 
f u n c t i o n s F s a t i s f y i n g F''(u) = K.F(u) , K constant, have some very 
s p e c i a l significance for the existence of B.T. 
S-'ctic^.c 7 and -8 t r t then a consideration of pseudopotentials of 
tl.e f o r r j (5.'0 of the previous chapter, where u' does not s a t i s f y 
a second order equation. Most of the discussion centers around the 
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p o s s i b i l i t y of u' s a t i s f y i n g a Lorentz invarient equation. A l l pscudopotentials 
of the fom (5»*0 of chapter 1 are found elsewhere 1 2 and so the proof 
•will r.ot be repeated i n t h i s t h e s i s . Also consideration of the case when 
u' s a t i s f i e s a second order equation i s not repeated here. 
Sections 9 and 10 cover the problem given by ( 5 » 6 ) and ( 5 .7 ) of 
th.2 previous chapter. The f i n a l sections deals with my only attempt at 
including i n t e g r a l s i n the B.T. 
§2.Trivial Solutions. 
F i r s t note that i f F i n (1 .1 ) i s l i n e a r i n the 
dependent variable i . e . i f 
F = A « + A,.u + A..u + A-.u + A ) l . u + A _ . u (2 .1) 
0 1 2 x 3 y U x x 5 y y 
•where A^, . . . , A ^ are functions of x and y only, then the equation (1 .1) 
t r i v i a l l y has a B.T. as follows. I f v(x,y) i s any solution of 
v = A..v + A_.v + A,.v + A..v + A_.v ( 2 .2 ) 
xy 1 < 2 x 3 y l + x x 5 y y 
then, for a l l solutions u of ( l . l ) and a l l constants K, u' = u + K.v 
also s a t i s f i e s ( l . l ) . Dividing u* = u + K.v by v and d i f f e r e n t i a t i n g gives 
the B.T. : u' = u + v _ 1 . v .(u'-u) x x x ( 2 # 3 ) 
U' a U + V ^ . V .(u'-u) 
y y y 
So for the r e s t of t h i s t h e s i s i t w i l l be assumed that F Js not 
l i n e a r in the dependent v a r i a b l e . 
?Tow note that i f ( l . l ) has the property that there e x i s t s a 
function f(:c,y,u,K) such that f o r a l l solutions u of ( l . l ) and for 
cone arbitv.ry constant K, u' = f(x,y,u,K) i s also a solution of ( l . l ) 
then ( l . l ) has a B.T. exactly as i n the l i n e a r case. As a not sp 
tr^ncp-rent exaTple consider the following. Let AQ , . • . , Ag and K 
be functions of x and y and l e t g be a function of y only. Further 
suppose that AQ , . . . , Ag , K and g s a t i s f y 
A 5.( G " ( y ) + ( g ' ) 2 ) + A 1 + A 5.g'(y) - 0 
K = A..K + g' (y).K. + A_.K +A..K + A_.K / o M xy 1 ° W / TC j y U xx 5 yy (2.4; 
K + 0 xx 1 
Then the equation 
U x y - A 0 + V U + + A 3 ' \ + V U x x + W + G ^ u x x ) < 2 ' 5 ) 
possesses a B.T. i f 6 ( r ) i s any function of period K e.g. 
JUL 
G(r) = sin (2 i tr(K J " 1 ) . The B.T. i s i n f a c t 
16. 
(2 .6 ) 
where v(z,x) i s defined i m p l i c i t l y by 
z = x.v(z,x) + f ( v ( z , x ) ) ( 2 .7 ) 
and f i s an a r b i t a r y function. 
Note that the general solution of (2 .6 ) i s 
u' = u + K + ( a.x + f ( a ) ).exp g(y) 
vhere a i s an a r b i t a r y constant and f i s the function appearing i n ( 2 . 7 ) . 
Ir.fact i f F + 0 then i t i s not too d i f f i c u l t to show that the r r ' 
B.T. must be of t h i s t r i v i a l type i . e . of the form 
for sons function A. T h i s i s most e a s i l y seen by looking f o r a 
pscudopotcntial where one has the freedom to replace u' by any function 
of x,y,u and u*. 
§?.Quasilin?ar Case. 
Consideration w i l l now be r e s t r i c t e d to equations of the 
f o m (1 .1) but with F l i n e a r i n p and q. That i s consider 
= A(x,y,u).u x.u y + B(x,y,u).u x + C(x,y,u).u y + D(x,y,u) (3 .1 ) 
M?.':s the c/.ence of dependent variable v =» g(x,y,u) where 
On* tlien sees that v s a t i s f i e s an equation of the form ( 3 . 1 ) but with 
A = 0. (llote that g > 0 so one may always solve v = g(x,y,u) for u.) 
z 
Clcr.rly i f the o r i g i n a l equation had a B.T. then the new equation 
would have one a l s o . Hence, i n place of (3 .1) one need only consider 
where A , B and C are functions of x , y and u only. 
17. 
D i f f e r e n t i a t e the f i r s t of ( 1 .3 ) w.r.t. t to obtain P = 0. S i m i l a r l y 
0^ = 0. So one has that 
P = PC-^y^u'^p) ( 5 # 5 ) 
Q = Q(x,y,u,u',q) 
Only the case 
PP 1 
w i l l be considered i n the next few sections. So d i f f e r e n t i a t e the second 
of (1 .3) twice w.r.t. p and use (3*1*) and F given by ( 3 . 2 ) . 
V - V (3 .5J 
The c o e f f i c i e n t s of p° and p 1 i n (l . 5 b ) then give 
Q ^ ± M . 2 2 C3.6) 
The rest of t h i s section i s concerned with the case 
B i 0 ( 3 .8 ) uu T 
D i f f e r e n t i a t e (3 .7 ) w.r.t. u' and use ( 3 . 5 ) . Tnen d i ^ - w.r.t. q 
Q q = 0 
Then (3.6) gives = 0. Then from ( 3 » 5 ) one may without l o s s of 
generality (w.l.o.g.) take 
Q = A(x,y,u') (3 .9 ) 
Then ( 3 . ? ) gives 
B .A + C - A (5 .10) 
u xu 
Substitute (3 .9 ) into ( l . 3 a ) and equate c o e f f i c i e n t s of q° and q 1 
^ ) / , ^ . i f (3 .11) 
^ ' . (3.12) 
where A and C on the L.H.S. of (3*12) are functions of x , y and u'. 
Add B times the p derivative • of (3»12) to the u derivative of 
u 
(3.12) and use P f 0 .The c o e f f i c i e n t of p i n t h i s i s 
P 1 
A u u = 0 (5 .15) 
Then one can see that the change of variable v = a(x,y).u i n (3*2) 
and (1 .2) whore a + a.A «» 0 enables one w.l.o.g. to take 
y u 
A U = O ( M M 
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Further by the change of variab l e v = u + a(x,y) one sees that w.l.o.g. 
Q = 0 (3 .15) 
Then (3 .9 ) and (3 .10) imply 
A = C = 0 ( 3 « l 6 ) 
Now (3 .12) i s 
XL = 0 (3.17) 
Then d i f f . (3 .11) w.r.t. y 
V - 0 (3.18) 
Then "because of the way B i s defined i n (3 .2 ) and because of (3 .17) 
one nr.y w.l.o.g. choose B = B(x,u). 
Putting a l l t h i s together one has that the equation 
. = A(x,u).u y (3 .19) 
has the B.T. 
u ; = p(x,u»,P-g) ( 5 # 2 0 ) 
u* = 0 •< r J 
where g i s a function of x and u only and s a t i s f i e s «= A(x,u). 
The B.T. (3 .20) i s not i n t e r e s t i n g though because from (3«19) one 
liar, that p-g equals a function of x only. Also (3.20b) gives that 
u' i s a function of x only. Equation (3 .20a) i s then only a r e l a t i o n 
between those functions of x. 
§k.For B = 0. uu 
From the previous section one need only consider the case 
B . = 0. Then by a change of va r i a b l e v = a(x,y).u one sees that w.l.o, 
B u = 0. So from the way B i s defined i n (3 .2 ) one may take 
B = 0 (U.l) 
D i f f . (1 .3a) twice w.r.t. q 
P . . Q - 0 (h.2) u 1 qq x \ 
I f P , i s zero then the R.H.S. of (1 .3a) i s independent of u' which 
r.er.ns since P ^ ^ 0 that both A^, and C are independent of u f . i . e . 
(3 .2) i s l i n e a r . So P u, ^ 0 and (H .2) then givea 
q = Q 0(x,y,u,u f) + Q 1(x,y,u,u ,).<l (^.3) 
Equ-.tion ( l . J b ) then gives -
3 0 = A(x,y,u') - Q1»A(x,y,u) + k(x,y) (H .5) 
I n s e r t i n g th»se into .(l . 3 b ) gives w.l.o.g. since A i s only defined up 
to a function of x and y that 
C = A x (U .6 ) 
k = k ( y ) 
19. 
S u b s t i t u t e Q given by the above into ( l . 3 a ) d i f f . w.r.t. p to obtain 
A u, - A u = V y + V u,.(A(x,y,u')-^ 1.A(x,y,u)+k(y)) + V p. (A u.p+C(x,y,u)) (h.f) 
0 = V. + Q,.V f 
U J. ll (U.8) 
where V = I n P 0+.9) 
Also (3.H)implies V p t 0 (^.lO) 
I t i s these equations which w i l l be solved i n the next three 
c^ctions. The r e s u l t i s that by a change of v a r i a b l e s equation ( 3 .1 ) 
reduces to 
u . A(u).u ( U . l l ) 
xy x ' x x 
where A*'(u) = K.A(u) (H .12) 
for sorae constant K. 
In f a c t a l l equations s a t i s f y i n g ( H . l l ) and (H .12) have a n o n - t r i v i a l 
B.T. I n the case A(u) = cos u and = -1 one has that 
u = u .cos u (H .13) xy x 
has a B.T.- u , u _ x _ c o a 
x x (k.lk) 
u' + u = s i n u + s i n u* 
y y 
So for the problem given by (3»l) and (1 .2 ) the inc l u s i o n of 
e x p l i c i t x and y dependence, for A = B = C = 0 or P ^ 0, gives no 
B.T. which are not obtainable by a change of variable from the 
problem without e x p l i c i t x and y dependence. Consequently the problems 
A = B = C = 0 and P = 0 i n ( 3 .1 ) and ( 1 .2 ) are the only ones considered 
which involve e x p l i c i t x and y dependence. 
!!cw C-i.l) to (U .10) w i l l be solved. 
For the r e s t of t h i s section assume 
A = c.A (U .15) uuu u u 
in (^.7) where c i s a function of x and y only. I t w i l l then be 
shoi.v. that by a change of variable one may choose 
A = exp u or A a ^ u 2 , (H . l 6 ) 
The r e s u l t (H.ll) and 0*.12) i s then proved i n the case (H . 1 5 ) . 
Ciso 1. 
Q. = +1 , c f 0 (It. 17) 
ft 
D : f i " * v = U ' - Q^u ' (li.lP) 
.-?rd un-- v instead of u*. 
A- - o Q + a ,u * a .exp e.u (-.19) 
- V r - -5 , -. and a ar? functions of x and y only. 
1 1 P 
Thin f ' . 7 ) <Td (!,.°) givf on using ('t.6) and equating c o e f f i c i e n t s of 
»xp cu , cxp C^cu" , u.exp cu , u and u° 
20. 
V = 0 
o = 0 
V 
c = V., 
c = Q..V - V . (c.T5 + (In a„) ) 1 v T> S V 2'x 7 
0 = v
y
 + V ( v ( 1 ^ i } + a r v + k> + V ( ar p + (ao7x > 
By r-TJlacing u by c ^ . u (using 0.21} ) i n (3 .2 ) and (1 .2 ) 
s^ -.s t h a t v.l.o.g. 
c = 1 
Th-n 0.?°) and 0.23) give 
V = v + ( 5, 1-l).ln(p+(ln a 2 ) x ) + d(x,y) 
S u b s t ' t u t - (•••.27) into 0 .25) . The co e f f i c i e n t of l n ( p + ( i n 
V (y) = 0 
± 
C r ^ f f . o f v i s a, = 0 
Cc-.ff. o f (? + (I n a ? ) x ) i s ( l n a 2 > x y + ( a 0 7 x a 0 
co-ff. o: i s k + d • 0 
y 
IT. ( ' . ? ) sot w = u + I n a 0 to obtain w = v .exp w . The r e s u l t 
i s th-r. proved in t h i s case. 
0.20) 
0 -2 i ) 
0 .2P) 












Q = 1 , c t 0 
v = u' - u 
v instead o f u 1 . Then ('i.fl) Gives 
V = 0 u 
T > n (' . 7 ) utlng 0.6) and 0.3M gives 
c.( e ^ - 1 ) = ( e ^ - l ).V v + V p . ( c.p + ( i n ) 
0 = V + ( a r v + k) . V v + ( a r p + ( a Q ) x ).V p 








Th- cor..-.istt»r.cy c o n d i t i o n on ( ' ' . '6) nnd 0.37) i s 
0>.?9) 
Cor.cist?rcy condition on ( e v - l ) - 1 . (It.36) and 0».39) i s (p component ) 
21. 
C c - f f i c i - n t o f v in (U.^O) gives = 0 
Tli.-r. ( ! .'•0) giv-!S 
Th-:- ('''. 79) Gives 
k = 0 
(a.) + ( i n a_) v O'x x 2'xy 
TV.-: 
C.-3-
esse 1 equation (**.l6) i s proved. 
c = 0 
From ('•-') r.r.Z (^.15) one may take 
A = n„ + a.,u + a 0.u £ 
u 1 2 
D-:fir.-! v = u* Q1-u 
prdus? v instead of u'. Then 0*.8) gives 
V = 0 u 
Thtn C ! . 7 ) s i v . s 
0 = (?* - ^ ) . V V + (in a 2 ) x • V p 
(1 - Q x) = V v . ( Q r v - ^ . a ^ . Q ' f r ) ) + V p . ( p + ha^'^lK > 
2.=2.v = V Y + ( B Q - C I - Q J ) + H ^ V + ag.v 2 + k ) . V Y + ( a ^ p + (<»0)x).Vp 
Note t h a t i f » 2 = 0 then (3 . 2 ) i s l i n e a r . So 
a
2 t 0 
Corsist-r.cy condition or. Qi.hj) and (U.U8) a f t e r using (h.hj) to c l i n i n a t 
d - r i v r . t i v - a r f V gives »y 
(U.UO) 
(U.UU) 




( ^ 9 ) 
C*.50) 
~ O 
I f ( - J v f 0 than ( !f . 5 l ) gives = Q . But then ( M 7 ) gives 
( }>.52) 
(--.„) . 7 = 0 . So one must have 
2 x -a 
(~ ) = 0 
v"2'x 
I f Q;T + Q, then (h.hf) gives V = 0 and then the c o e f f i c i e n t of v 
" i ' '1 v 
i i (-.'?) i s 2a ? = 0 which contradicts ('*.50). Hence 
= Qx ( ' ' .5 ' ) 
I f C,. = 0 then one may integrate (U . ' i8) to f i n d the p dependence of 
V. I f on- thin substitutes t h i s expression for V into (U.'-»9). (p+zf ' 8 ^ 1 , ( a ] ^ x 
- "d '•q-.r.t-s c o e f f i c i e n t s of p and p° then one r e a d i l y obtains that 
C ' . l O -ust hold. So take 
22. 
C v c i r t ^ n c y on (^.^l) and ( !!.'i8) gives 
0.55) 
Consistency on ( ! l . 55 ) and (k.hf) then k-;ives k = 0 and 
By a chrn^'! of variable one then sees that ( lUl6) must hold. 
A l l c:s--s have now been dealt with. I t has then been found that 
i T (' . i c ) ::oli3 then A must be given by ( h , l 6 ) . 
§^.?cr A A c.A -uuu J uu 
S t i l l c o n s i d e r i n g (3 .2 ) w i t h (*!.l) and (h,6) i t has 





function of x and y only. I t i s 
b- i "3 solved. 
m i. - ( ^ T , n = 1,2,3 of 
::s for thr two unknowns V . 
u' 
and V . 
p 
^ -' >«' 
-
> v ' 3 
(5 .1 ) 
- O 
(:-.?) 
: - t ' t'r.-t i f Q. =» 0 then (^.5) gives Q=A(x,y,u') . Th« c o e f f i c i e n t 
•f q i n (l.JrO i s then P u = 0. Then d i f f e r e n t i a t e ( l . 3 a ) w.r.t. u • 
P . ( A .T3 + C ) - 0 
? uu * u 
13 V::?r. (:.-'•) i n p l i s s that ( 3 .2 ) i s l i n e a r in u. Hcr.ce 
I r (~.C-) tr'-r the co e f f i c i e n t of p, add column 3 to column 1 , and 




- o ( 5 . » 0 
, k and k_ are functions of x , y and u only. Infnct 
(5 .5) 
In (".- ) r r j l t i p l y columns 1 and 2 by k j . Take A u ? u , times c o l . 3 
fr-rT. c e l . 1 end ( A , - k Q ) times c o l . 3 from c o l . 2 . Then expand 
- l o r - 1 U3in3, from (5 .5 ) that 1^ if 0 . 




A = k .( A , , - k, ) - k .( A , - k_ ) 
1 1 v u'u' 1 ' 2 u' 0 ' 
A = k..( A , , , - k. ) - k,.( A . - k_ ) 
2 1 u'u u 1 3 u 0 
i:ov A 1 = 0 contradicts (5 .1 ) so integrating ( 5 .6 ) gives A ? = K(x,y).A^ 
. •. t h - r - -::-:ist functions » Q , a^ and a ? of x and y only such that 
C i . * ) = n_ + a,.A 0 1 u a..A 2 uu 
S u ^ i t u t s (5.P) into (5.'i) and take a 2.row 2 - a ^ r o v 1 from row 3 
] V/4 ^ _ 
1 o 
I f v., J= - .. - i - a . v 
'1 2 2 
A -
- O 
(5 .9 ) 
_ 
3 "L -^T- » ' 
2>i. 
TrV.' X t i n " s c o l . 3 from col . 2 i n (5 .9 ) ai^l expand alo".^ row 3« One 
cb t - i r z a s i r r l l a r equation to (5*6) which on integration w.r.t. u 1 ^ives 
P 2 = K(x,y).P 1 
^.r- P x = A u, - k Q - X.k 1 
P ? = Au»u' ~ k l " X , k 2 
But t'.is contradicts ( 5 . 1 ) . Hence i t has been shown that 
= a j . k j - a 2 . k ? (5 .10) 
Squ-tio". (r>.10) usir . 3 (5 .5 ) and (5 .3) to eliminate A i s x ' ~> \' ' / * uuuu 
a „ . ( l - Q j . A + a . . ( l - Q 2).A = 0 ( 5 - l i ) 7. V uuu 1 v i 7 uu x ' 
3y (5 .1) the c o e f f i c i e n t s of A and A in (5 .11) must vanish. Or.e J v ' uu uuu 
t h z - . - z tl:nt Q2 = 1 unless a^ =« a^ » 0 ; in t h i s case (5 .9 ) and (5«l) 
i m l y r\ = '-'r- i . * . A = Q?.a_ . Then from ( 5 .8 ) one has i n t h i s case 0 2 uuu 1 0 
rr.d ::o in a l l cases that 
Qf - 1 (5-1?) 
I t w i l l b^ shown i n the r e s t of t h i s section that 
A - K(x,y).A v 1 0 ( 5 - 1 ' ) 
UUUU UU ' **• T w 
f ^ r r-^ "'!" fur.ction K. 
= 0 (5.1-':) 2 
FIT--: ( 5 . i ) , (5 .5 ) and (5.1*0 one has 
A = b Q + b ^ u + b 2 . u 2 + b^.u 3 , b^ ^ 0 (5 .15) 
D f i : - v = u» - Q .u ( 5 . l 6 ) 
v instead of u 1 . Equations (H . 7 ) and ('i.8) th»r. sive 
v u = 0 (5 .17) 
( b 3 ) x = 0 ( 5 . 1 ° ) 
0 = V v. ( ^ . ( 1 - ^ ) + 3 b r v ) + V p.(?b,.p + ( b 2 ) x ) (5 .19) 
2b„.(l-a.) + &>T.v = V v . ( 2 b 2.v + 3 b 3-v 2) + Q rV p . ( 2 b 2.p + ( b x ) x ) (5 .P0) 
r-,.v + - ... = V y + V ^ ' b ^ U - ^ ) + b ^ v + b ^ v 2 + b .v 3 + k ) + Vp.Cb^p + ( b Q ) x ) 
(5.21) 
:cy on (5 .19) and (5.20) gives another equation with (5 .19) 




M u l t i p l y row 2 by 3b„. . Take 2bg.Q1 .times row 1 from row 2 . Then take 
rev 2 Cron row % The only non-zero term i n row 3 i s then i n the t h i r d 
colunr1.. Since b. f 0 , the co e f f i c i e n t of v 2 then gives 
P b 2 . ( b 2 ) x i • 3 b r ( b 1 ) x (5.23) 
Tike 7 b T . ( 5 . ? 0 ) - 2bg.(5 .19) 
V v = 2(v + ^ . b ^ . d - Q ^ ) - 1 (5 .2M 
Th?n (5.11?) r i v e s 
V p = ^ ( p + j b ^ . C b g ^ r 1 (5 .25) 
I n t - . - r ^ t i r . g (5 .2^) and (5 .25) and substituting into (5 .21) one obtains 
t'r.st b 7 = 0 contradicting ( 5 . 1 5 ) . This completes t h i s case. 
Cs» ?.. 
a 2 * 0 , 8 ] L - 0 (5 .26) 
Th-r. from (5.11) and ( 5 .8 ) one has 
= +1 (5 .27) 
A = b Q + b j . v + bg.v 2 + bj.exp c.v , b g + 0 , b ? + 0 , c + 0 (5 .28) 
Th-r v i t h v = u* - u ( 5 . ? 9 ) 
-qu-'tio-s ( - . 7 ) and ( '».8) giv« 
v u = o (5."^o) 
( b ? ) x = c x = 0 (5.31) 
o . ( - C V - l ) = ( " C V - D.V v + (cp + ( m b T ) x ).V p ( 5 . ^ ? ) 
0 = v.V y + (p + ' b ^ . f b i ^ ).V p ( 5.V) 
2b,,. v m V y + ( b r v + bg.v 2 + k).V v + ( b ^ p + ( b Q ) x ).V p (5-3M 
Th" c o - f f i c i T . t of p in the consistency equation between (5 .32) and 
( 5 . " " ) th-r. gives a contradiction. 
C21: 3. 
-•2 M , a l + ti.joO { 5 - ' 5 ) 
Th*n from (5.8) *nd ( 5 . i i ) one has 
<6) A = b Q + bj.u (bg + b,,.u).exp e.u , 0 , e j 0 (5 .3 
Q X - +1 • : (5 .37) 
With v = u* - u ( 5 . ' 8 ) 
' quo t ion (•'•.8) gives V u => 0. The c o e f f i c i e n t s of u^.e 0* 1 in C».7) give 
0 (5.39) c X 
c - V - V .(c.p + (In b_) ).(mev-irl (5-^0) 
Y D j X 
26. 
(c.v + 1 ) . ^ C V - 1 = v.e C V.V y + V p.(p + b ^ . ( b 2 ) x + bg-Cb" 1^ ) (5.M) 
C o r s i s t - r c y on (5.**0) and (5^1) gives three equations for the two 
ur'T.nvns r.nri V » Th« p component in the determinant then gives 
c c s ' t r o d i c t i o n . 
Or.- ' . 
From (5.0) and the previous cases i t only remains to consider 
a g t 0 , a| + Ua x J> 0 (5.'*2) 
i n o rd-r t o prove (5 .13) . Then one has 
A a bg + b^.u + bj.exp c^.u + b^.exp Cg.u (5 . ! ; 5) 
b l * ° ' b 2 + ° ' C l + ° ' C 2 + ° ' C l * C 2 ' C l + " C 2 ( 5 * ' , 1 ° 
From (5.11), Q - +1. So set v = u' - u (5- J '5) 
Then (I ' . S ) i s V = 0 . So ( h . f ) gives 
<«l>x " (c2>x ' <Vx " ° ( 5 J , 6 ) 
c, = V y t V p . ( C i . p + (In ht)x ) . ( e x p ( C i . v ) - l ) " 1 , 1 - 1 , 2 (5.^7) 
0 = V + V . ( b v v + k) + V . (b .p + (b Q) ) (5.^8) 
Th~ p co!r.pcr.-nt of the consistency condition on (5.**7) then r e a d i l y 
^ i v - s o contradiction to (5 •'•'*)• 
I L T i H l i . A u u u 3 K»A U» 
The proof of ('«.ll) and (U .12) w i l l be complet?d in 
t h i s c - c t i r r . . Froa the previous section one has 
A = b Q + b T.u + b j . . 0 " + b ? . e ' C U , b j f 0 , b ? \ 0 , c \ 0 (6.1) 
I t ' . . - i l l r.civ be shown that one may choose bQ = b,, • 0 and b^ and b 0 
c o " r t - r . t . From (5.12) one must consider two cases. 
C-r- 1. 
QA - +1 (6.2) 
T'r.f r r l - v - - . t equations are (5.^5) to (5. **8) with = - c g = c. The 
c o n s i s t **"cy condition on (5. l t 7) i s 
(ln(bl + b 2 ) ) x = 0 (6.3) 
T':.T eolvir.-r (5.^7) for V and V nnd integrating gives 
V = ? . l r ( s i n h ^cv) - 2.1n( p + c _ 1 . ( l n b ^ ) + d(x,y) (6.U) 
S u b s t i t u t e (6.'0 into (5.^8) 
b, > k • d = 0 (6.5) * y 
( b 0 ) x + ( c ^ . f l n b ^ ) y - 0 (6.6) 
By r v . ' : i r ~ -J change of dependent variable and by re s c a l i n g y one sees 
th.-.t C - . l l ) nnd ( l i . l 2 ) i s proved i n t h i s case. 
27. 
Qx = -1 ( 6 .7 ) 
With v = u 1 - u (6 .8) 
-cu-Lior. (H.°) i s V u = 0. Then (H .7) gives 
c x = ( V x * 0 ( 6' 9 ) 
0 = V y + V v . ( 2.b Q + b 5-v + k) + V p.(b ?.p + ( b Q ) x ) (6.10) 
-c = V y + V p.(c.b 1.p + (\> 1) x ) . ( b x + b 2.exp - c . v ) " 1 (6 .11) 
+ c = V
v
 + v
v ' ( - c ' h 2 ' V + ( V x ) # ( b 2 + V e X p c'v )"A (6-12) 
Consistency on (6 .11) and (6 .12) give 
( l n ( b 1 + b 2 ) ) x =, 0 ( 6 . 1 ? ) 
Sclvi:-.: (6 .11) and (6 .12) for V and V and integrating 
V l ^ i_ 
V = - 2 . 1n(p + c _ 1 . ( l n b ^ ) + 2 . 1 n(b 1.e l f C V + b 2 . e ~ 2 C V ) + d(x,y) (6.lU) 
S u b s t i t u t e s (6.1 1*) into (6 .10) gives that (6 .5 ) and (6 .6 ) must hold. 
So by chmge of variable exactly as i n the previous case one 
nr.y shrv that CLl -11) and (U .12) must hold. 
?h= proof of ( H . l l ) and (H .12) i s now complete. 
^ 7 . ? -"udopotrntials. 
Looking for B.T. makes i t very d i f f i c u l t to see 
"vh't i s r^oing on." This i s primarily because so few equations 
h i v - B.T. One possibls genar-.lization that one may make toallow 
n c r f ••quitior.3 to have transformations i s not to specify the aquations 
t h t t h - "n-w" dependent variable s a t i s f i e s . I n p a r t i c u l a r one 
c j r . s l d T S the equations 
u' => P(u,u*,u ,u ) 
x y (7 .1 ) 
u* = Q(u,u',U ,U ) y ' 7 x' y 
vh-r- u s a t i s f i e s = p ( j C ? > 2 ) 
xy 
b'l1. v! T-" u' i s only specified by ( 7 . 1 ) . 
U - f o r t u n a t e l y i l l such transformations, except one, require 
F''(u) = K.F(u) f or some constant K. A l l transformations of the form 
(7 .1 ) T . i ( 7 .2 ) are given in t^ble 1 at the end of t h i s chapter, 
rnj,, c.. „ ->xcrption i s th3 potential 
u; - K .(u ) 2 + 2.K .G(u) + K, 
u y = P.K^Gfu) + K 2 . ( u y ) 2 + K u 
v h r ~ u s a t i s f i e s = G*(u) ( 7 . , ; ) 
xy 
2 8 . 
T r.r! *..'>. r r c K^,...,^ ars constants. I t i s c a l l e d a potential because 
th» R.H.S. c f ( 7 . 3 ) does not depend on u 1 . 9 
Or.e possible use of these pseudopotentials i s to donand th.nt u' 
s a t i s f y 1 second order equation. For example i f ( 7 . 2 ) i s 
u = s i n u ( 7 . 5 ) xy 
rnd th? transformation cannot be converted to (7*5) by replacing u* 
by cor.-; function of u and u' th^n one has only two poasibla B.T. 
Th- f i r s t i s J u s t the auto-B.T. ( 2 . 2 ) of chapter 1. The second i s 
u' = K - 1 , . ( s i n h u' . s i n u + cos u ) 
( 7 . 6 ) 
u 1 = K + u .cosh u' x 
A l l B.T. via ( 7 * 3 ) a r t also given i n table two at the end of 
t h i s ch.-ptir. 
This attack on the pseudopotentialo i n table one does not seem 
t o produced much usefu l information so one i s tempted to ask 
i f t h - r ? i s another possible use. 
I r a l l solutions u* of ( 7 . l ) s a t i s f y two t h i r d order 
^qu"tio-.=, as in the following example. I f u s a t i s f i e s 
u - f c . f ( u ) . r ( u ) ( 7 . 7 ) 
xy 
th"-. th'j following equations have a solution i . e . are consistent. 
( u ' ) ? - u + ^.a.f(u) (7-P) 1 
( u ^ = a.u y + | . f ( u ) 
vh-r- n i s a constnnt. I f one d i f f e r e n t i a t e s ( 7 . 8 a ) w.r.t. y or 
( 7 . ^ ) i / . r . t . x then one obtains 
u' = f'fuJ.fu'.u'P ( 7 . 9 ) xy * ' v x y' 
Or.- rtL-y solve ( 7 . 9 ) for u 
^< - a' I ( 7 . 1 0 ) 
v h T ' g' (v) i s the inverse of f * (u) such that 
f ( * ' ( v ) ) = v . / 5'(v) - g(v) ( 7 . 1 1 ) 
D i f f T - - . t i c t e ( 7 . 9 ) w.r.t. x and eliminate u , u , u to obtain that 
x y 
u* :r.ust s a t i s f y 
29. 
( 7 . 1 2 ) 
D i f f e r e n t i a t i n g (7*9) w.r.t. y one obtains, i n a si m i l a r way, a 
second equation vhich u* must s a t i s f y . 
Kot* that i f u* i s any solution of ( 7 . 1 2 ) (and the second 
?qu.-tic:-.) then u defined by ( 7 . 1 0 ) must s a t i s f y ( 7 - 7 ) . So (7.8) i s 
r - r . l l y or.ly " h a l f a B.T." in that to go from ( 7 . 7 ) to ( 7 - 1 2 ) one 
usrs t'/.e t r a n s f o r a t i o n ( 7 . 8 ) but to go from ( 7 . 1 2 ) to ( 7 . 7 ) one 
us^s th? substitution ( 7 . 1 0 ) . 
I f one i s to use ( 7*8) to solve (7*7) then or.r must be able 
t o s--;t son? s p e c i a l solutions or properties of ( 7 . 1 2 ) . For exanple 
i f th-» trr-.nsforraation ( 7 . 1 ) involves an arb i t a r y constant which does 
r.ct \r i n the analogous equations to ( 7 - 1 2 ) then one could 
c ~ r s t r u c t new solutions to (7*2) from a given solution as follows. 
l ) . L - t u be any solution of ( 7 . 2 ) . 
?) - r - t ? ( 7 . 1 ) to obtain which must s a t i s f y two equations 
I : ! : - (7.1?) and which depends on soni constant K Q l d wliich does not 
\r. the two t h i r d order equations. 
*) C'.1.-'."-" the constant K , . to son"! new value K obtaining a r.ew 
old new 
s o l u t L r v o f the two t h i r d order equations, u' say. 
^ * cew 
'•) Sub.-';itut<» UJ,»W into the analogous equation to ( 7 . 1 0 ) to obtain a n-»v s o l u t i o r . u to ( 7 « 2 ) . new 
I . or:? wants the new solution to ( 7 * 2 ) to correspond to the 
T'l.i "-,lus one so l i t o n " , i n analogy with S.G., then the free p a r r o t «r 
~iur,t correspond to the ve l o c i t y of the solit o n i . e . the two t h i r d 
cr'.-r equations nust be Lorentz invarient. I t i s t h i s p o s s i b i l i t y 
:-rr. iz'r. i s considered i n the next section. 
* 
§".Lor-:-.frz Invprirnce. 
Consider the equation 
u = G'(u) ( 8 . 1 ) xy 
r r ; l t!-.? tr'.ns format ion 
( 8 . 2 a ) A u,.u; + A u.u x = K r ( u x ) 2 + 2.K 2.G(u) + 
50 . 
A u,.u y + A u.u y = 2.K rG(u) + K 2 . ( u y ) 2 + ( 8 . 2 b ) 
v.v.^ r-* A i s a function of u and u' only. 
Dlf-r. ( n.?a) w . r . t . y or ( 0 . 2 b ) w.r.t. x to obtain 
A ,.u' a (?.K..p + 2.K..q - A ).G'(u) - A .p.q - A . .(p.q' + p'.q) - A . ..p'.q' 
u* xy v 1 2 u % ' uu u'u u'u' 1 1 
( 8 . ^ ) 
wher<» p = u x , q = u y , p' - , q' - u y . 
1'oxr d i f f s r e n t i a t e ( 3 . 5 ) w.r.t. x and use the x derivative of 
( P.T-) t o eliminate u i n favour of u' . 
V XX X X 
- X..U' + X„ ( 8 . 0 
xxy 1 xx 0 
v.'h?r- X Q and X^ are functions of u , u ' , p , p ' , q and q' . Infa c t 
X, = (2.K..G'(u) - A .q - A , .qO-fc-K-.p - A ) _ 1 
i 1 x ' uu ^ u'u ' v 1 u' (8 5 ) 
- (A J " 1 . (A , .q + A , ,.q») 
u' u u u u 
In p r i n c i p l e , equations ( 8 . 2 ) and ( 8 . 5 ) can be solved for u , 
p and ' q. Equation (8.U) i s then an equation for u' only. 
I t i s now assumed that (B.h) considered as an equation which 
u' 5 - t i . i f i e r . i s Lorer.tz invariant. This means that i f one l e t s 
x -* + .x and y - • a ^ . y i n (8.U) (keeping u' unchanged) then the 
~ q u " t l o n assumes the same form. Equations ( 8 . 2 ) and ( 8 . 5 ) Jnay then 
b^ thought of as giving u , p and q as functions of u* , p' , q' 
a 
V/h-1 --.11 t h i s means i s that one l e t s u' -»u* , p' -»a .p' , 
-» ,c' , u' -»r.~2.u' , u -»u(a) , p -»p(a) and q -»q(a) where u(a) , XX X X 
?(.•=.) v.-d q(a) are given by ( 8 . 2 ) and ( 8 . 3 ) . After t h i s Lorsntz 
r-:-.-f?rr.ntion multiply (S.'i) by a and then d i f f e r e n t i a t e w.r.t. a 
r.r.i a'-t 1 = 1. The resultant equation must then be i d e n t i c a l l y zero i» 
u',u^ r, ?• , q' and u ^ . Prom ( 8 . 2 ) , ( 8 . ? ) and ( 8 . 1 *) on d i f f e r e n t i a t i n g 
v . r . t . - or.-1 obtains four equations for the three unknowns u , p 
rrri q .Th? determinant of c o e f f i c i e n t s i n t h i s must then vanish. 





\ t i i n giver, by ( 8 . 5 ) and i s to be thought of as a function 
o f u , u ' , p , p ' , q and q' . Also 
X„ = (J?.K,.T> + 2.K„.q - A ).G"(u) - A .G* (u) - A .p.q - A , , .p'.q' 
r 1 ' ? U UU UUU U U U 
- A u, u u.(p.q' + P'.q) - (A u,)- 1.A u l u.|c2.K 1.p + - A^.G'Cu) ( £ . 7 ) 
" A u u - P ' q ' V u " ( p ' q ' + P ' * q ) " A u ' u " P * ' q ' } 
Using (0.2) one may consider ( 8 . 6 ) . to be an equation for u*, 
u , p and q. I t must be i d e n t i c a l l y zero in these variables. I f 
t h i s were not the case then on* could write u' equals some function 
o f u and i t s derivatives. But one obtains u* from u by integrating 
.?) nr.d not by a straight substitution. 
The case K, " = 0 seems rather uninteresting so assume 
K L * 0 ( 8 . 8 ) 
1 - h i l t i p l y the l a s t row of ( 8 . 6 ) by (2.K 1»p - A y ) 2 to obtain a 
p o l y n o n i i l in p ( with c o e f f i c i e n t s which are considered to be 
f u n c t i o n s of u , u' and q only). The highest power of p which 
cceurs i s f i v e . I n f a c t the c o e f f i c i e n t of p s i s 
( 8 . 9 ) 
I t Lz ( r . 9 ) which w i l l now be solved. 
Si-— 1. 
Suppose K 2 \ 0 ( 0 . 1 0 ) 
7hr h: ;h-3t pow ar o f q in ( 8 . 9 ) i s then 5 . Taking the co e f f i c i e n t 
of q 5 i n ( £ . 9 ) and integrating gives w.l.o.g. 
A = a(u).u» + b(u) ( 8 . 1 1 ) 
* 
Hot." + h-.t in ( 8 . 1 1 ) one i s s t i l l free to replace u' by an nrbitary 
f u r c t i o r o f u' . 
Substituting ( 8 . 1 1 ) into ( 8 . 9 ) one sees that ( 8 . 9 ) i s l i n e a r 
i r . u* with c o e f f i c i e n t s which are functions of u and q only. The 
h-i-'.-.-st p w r of q in the c o e f f i c i e n t of u' in; ( 8 . 9 ) i s three. 
Thi.-> t-rm i s infact 
a " ' ( u ) - .--..a"(u).a»(u) + a " 2 , ( a ' ) 3 - 0 ( 8 . 1 ? ) 
T 2 . 
Th- c o - f f i c i ^ t t of u' in ( 8 . 9 ) i s then 
a ' ( u ) . ( q . b " - ?.K 1.G ,).(a' 1.(« ,) S - a " ) ( f l > 1 , ) 
+ ?.a , ,.(?.K 1.G + - ^ • b ' . q j . ^ ^ . f a ' ) 2 - a " ) = 0 
I f =.•»• ^ ( a * ) 2 thin the c o e f f i c i e n t of q in (8.1/5) gives v . l . o . g . 
b = 0 Vc-use ore can always add a constant to A or to u 1 . The 
co»ffici-?r.t o f q 4 in the term independent of u' in ( 8 . 9 ) th»n 
g i v s or. integrating that a =• (C^.u + CQ ) 2 vhere C Q and are 
constants. But with b = 0 equation ( 8 . 1 ? ) gives on integrating 
G(u) + i'K7 1.K l 4 » C 2.(a») 2 a U.Cjj.C^.fCQ + C j . u ) 2 where C? i s a constant. 
This means that the o r i g i s a l equation ( 8 . 1 ) is l i n e a r . Hence 
a . a " = ( a ' ) 2 (fl.lU) 
The c o e f f i c i e n t of q 4 in ( 8 . 9 ) then g i v i 3 that a i s n constant, 
which on-! rr?y take to be one because i t i s possible to multiply 
u' by *>. constant. That i s 
A - u* + b(u) ( 8 . 1 5 ) 
S u b s t i t u t e ( 8 . 1 5 ) into ( 8 . 6 ) . I t is r e a d i l y shown that 
V ( u ) |= 0 ( 8 . 1 6 ) 
Th• c o - f f i c i e n t of q 3 i n ( 8 . 6 ) i s now 
AT'- I K , . / 
- /r" 
T2 b * " => 0 them th<3 term independent of p i n ( 8 . 1 7 ) gives on 
i:-.t :-.-:ti ,iT that 
(•-.K^.G' - b » . b " ) 2 = C . ^ . K ^ G + S.K^Kj - £(b») 2) 
\±'Tn C i s i constant. But t h i s means that the o r i g i n a l equation 
i n l i i v n r i.e.. G'' * = 0 . Hence 
b ' " f 0 ( F . t f ) 
Th- c o r f f i c i - s n t of p 2 i n ( 8 . 1 7 ) i s now 
b'.b" = U.K-.K^.G' (P. 19) 
i c 
T'.i- c o e f f i c i e n t of p in ( 8 . 1 7 ) i s then 
( b ' ) s » 't.K 1 . (2.K 2.G + K ) 
But by 3 y.Tn 9 t r y on*: must also 'have 
( b ' ) 2 - '*.K 2 . (2.K rG + \ ) 
Th- tr-".3formatioa i s then of the form ( 7 . 6 ) vhich is c l e a r l y not 
- a 
( 8 . 1 7 ) 
Lor',:,f.z invariant. 
3? 
K 2 - 0 ( 8 . P 0 ) 
Th" c o e f f i c i e n t of q s i n (8.9) gives oa integrating 
A = f ( u ' + a ( u ) ) ( 8 . 2 1 ) 
Th? c o - f f i c i e n t of q i n (8.9) i s then 
( f n ) - i . f i i t - ( f ) - i . f n = 2 K 1 G , . ( a ' ) - 1 . ( 2 K 1 0 + K u ) - 1 -2(a« .a' • J' 1.a • • • 
+ P . f a ' J ^ . a " 
which must equal a constant, k say. Integrating gives 
f . ( f ) ' 1 = Cj.txp k(u» + a) ( B ^ j 
P.I^.G + Kjj - C 2 . ( a l ) 2 . ( a " ) " S . e x p -k.a 
I t io rev not too d i f f i c u l t to solve (8.9). For example i f k \> 0 
th*:1. or." obtr.ir.s 
G + K. = c T . ( u + O 2 1 • ; 
• • 1 7 d 
I h-v- rot checked whether the equations s a t i s f i e d by u' are Lorentz 
i r . v r i — t " or not. ( I suspect not). Note that i t i s only ( 8 . 9 ) which 
h."3 b-T. solved in t h i s step. S t i l l even i f the equations are 
L o r - t z i r v r r i e n t for (8.2*0 t h i s i s not very i n t e r e s t i n g and so the 
:i~.'-A~r did not seem worth pursuing. 
This completes t h i s section. I t has not proved possible to find 
Lor'r.tz ir.v-.rirr.t equations which u* c a t i s f i e s . With hindsight, perhrpa 
t'iL.: ic to be expected; i f one wants the transformation to i r v o l v * 
r f parameter which do«s not appear in the equatior.s s a t i s f i e d by 
u' th-r. i t seens reasonable to suppose that the equations s a t i s f i e d by 
u* T.;-t b? "one order below the maximum." - in t h i s case of second 
ord»r. I f t h i s i s the case then there should be a much easier 
method of proof than that given above. 
§9»I"*1, a i 1 i r ** i r Equa t i or. 5. 
In both t h i s section and the next the equation 
u - A'(u).u + B'(u).u + C(u) (9.1) 
is ccr.sid?r?d. A l l B.T. of the form ( 1 . 2 ) have already been found, 
r.xcpt for th* case 
u* = P n(u,u«) + P (u,u').u •' 
^ = Q 0(u,u») + Q^u^'J.Uy 
which w i l l be considered now. ( E x p l i c i t independent variable dep-»nder.ce 
w i l l :.?t b'' considered.) Rather than look for a B.T. i t seems 
r-.zi-r to look for pseudopotentials i . e . l e t the equation s a t i s f i e d 
b^ - u' b- arbitary. This i s easier because i f one replaces u' by 
3*. 
r.:-/ f i r - c t ion o f u and u' then (9.2) r e t a i n the same form. Th-> 
d i s a d v ; V z a of t h i s approach i s that one s t i l l has a l o t of work 
U*.' 'A-' k<v J. J. h i l l C t i . X 
By replacing u' by a suitabla function of u and u' i t i s 
p o s s i b l e t o choose 
P x - 0 (9.3) 
Th» c o e f f i c i e n t of pq in the x derivative of (9«2b) i s then 
U i ) u = 0 (9.U) 
By r"pl*.cing u* by a suitable function of u' only in (9«2) one 
"• y C h ° ° 5 " QL = 1 (9.5) 
sir.ce Q = 0 implies that the transformation does not depend on u or 
i t s c'-rivctives. The consistency condition on (9.2) implies 
( Q 0 ) u = - A ' ( u ) (9.6) 
( P 0 ) U + ( P 0 ) u , » B'(u) (9.7) 
SquTt'.or.i (9.6) and (9.7) give 
P => W(u' - u) + B(u) 
0 (9-9) 
r 0 = Z(u») - A(u) 
Sub=tituti:-.3 (9.9) into (9.8) 
A.>.'„ + B.Z u, + C - Z.V^ - W.Zu, (9.10) 
vh-r- v = u' - u (9.H) 
c,. Z ' , T * K r Z " + V 2 ' (9.12) 
w'-.-r- K,,...,^ are arb l t a r y constants and primes denote d i f f e r e n t i a t i o n 
r . r . t . u' or v as appropriate. 
D: :"f T T . t i n t e (9.10) repeatedly w.r.t. u' keeping u fixed 
r(w".z»" - Z , ,.W , , ,)(Z ,.W , M -W ,.Z , , t) ( g 1 5 j 
= fr".Z"!! - Z".W"")(Z !.W , ! - W'.Z") 
Divic"? (9.1?) by W',W*.Z''.Z' n-nd then d i f f . w.r.t. u' and v , 
t r - i - t r . ^ u' end v as the independent v a r i a b l e s . 
(9.1 J0 
35. 
D i v i f - by L t * ? \ . ] " d take ^ 
tr? variables and integrate 
/// \ . » /" 
vh-r- A. , A„ and A, are constants. Substitute (9*15) and (9«l6) into 
( n . l ! ; ) and separate variables toobtain , on integration , 
H = 1 A y . -Z?' + A -2T + A (9.17) •z" z' Z' 
(9. IP) 
I-t--r:t» (9-15) and (9. l6) 
A,y-Z'" ^ A^.-Z" + As.-L' (9.19) 
V 
,111 _ // (9.20) 
D - f i r - X = Z ' ' . ^ ' ) - 1 , YaW'.fW')" 1 (9«2l) 
D i f f . (?.19) w.r.t. u' and use (9.17) and (9.19) to eliminate Z^' 1 
rv.il Z 1 " . One then obtains a polynomial i n X . But by (9.12) , X 
i s :-^t i constart. So a l l the c o e f f i c i e n t s of X n must vanish. 
0 = ?.A^. A0.A, + A?.A,, (9.22) 
0 = A r A 0 . ( l + ''A, - A ? ) + A 2.(A 5 - 5AU + A ^ -ZiAyA^ (5.23) 
= A ? . ( l + 2A 5 + A X.A 5) - UA^A .A + ^ ( A ^ - A^) + A^.A^ (9.2*0 
Mp.A- = £A,.A5" - ^ A-.A. + A^ (9.25) 
A2. = A ? ; (9.26) 
The e f f i c i e n t of Y 4 i n the s i m i l a r equation from (9.13) and (9.?0) 
0 = rA^.A?.A - Aj.A u (9.27) 
Eq-.:.itii:-o (9.22) and (9.27) give 
A*.A?.A, =» A^.Al( (9.23) 
56. 
I f A 1 =1= 0 th?n one may take = 0 ucing (9.28) . ( i f A^ = 0 ttvin 
cr.~! obtains a contradiction exactly as in the case A^ = 0 ixc^pt 
th?.t or1- uses th*. equations derived from (9*l8) and (9»20) rather 
th-." thos-s from (9.1?) and (9.19).) With A g = 0 equations (9.2J) 
to (?.?o) r e a d i l y give A^ = 0 . But then v i a (9.19) oae has a 
eor.tr- diet ion to (9.12) . Hence 
A x = 0 (9.29) 
Th-r. (9.2h) i s 
?.A ? = 1 + 2.A,, (9.?0) 
Net- thrt i f A 2 - 0 then (9.19) gives Z'" = AyZ' ' which contradicts 
(9.1?) . I n a s i m i l a r manner from (9.18) and (9.20) one may deriv* 
2.A, = 1 + 2.Ag which i s incompatible with (9.50) . 
So i t has been shown that (9.12) cannot hold. Because of tha 
cyr.n-try in the problem betwaea x and y oao may w.l.o.g. assume 
Z'" = K 1.Z' 1 + K2.Z» (9.51) 
Supro-: Z" ± K.Z' (9.52) 
f o r '11 constants K. Then substitute (9.51) into (9.15) to obtain 
- pol-.-rrvr.isl i n X. Bocau3e of (9«52) the co e f f i c i e n t s of X H in 
t h i s nuct be zero. Hsnce 
P.'/'.K .(Kj-W 1 1 -W"') o W. (W".(K^ + K 2 ) -W , , , ,> (9-J2) 
K1.Kr.V.".W" + 2 ( ^ . 1 / " - W , , ,)(K 2.W I - W^*) - W , , . ( W , , , » - W» •. (K* + Kg)) (9. 
„ l . K w n + K^ .w' (9.5^) 
ITots th?.t i t has been assumed that 
W" J> 0 and K 2 + 0 (9.35) 
S u b s t i t u t i n g (9.* 1*) into (9.52) one sees that 
Kx - 0 (9.^6) 
Eqv.rtiors (9.J2) and (9.33) are BOW s a t i s f i e d by v i r t u * of (9.3*0. 
I f =» 0 then one may show that W" • 0 K^W* . 
So i t h.-' s been shown that one of the following must hold 
Z' 1 = K.Z* (or W" > K.W ) 
or 
Z'" = K.Z' and W11' a K.W • (9.37) 
Z" 1 = K.Z" and W '' = K.W ' 
Th" T c t u a l transformations corresponding to thesa cases w i l l be dealt 
with in tha next section. 
37. 
§ 10.Qu • s i l i : - . " s r Solutions. 
A l l pseudopotentials of the form (9.2) w i l l now 
b? found wh-n u s a t i s f i e s (9«l). 
C-.G-; 1. 
Z = Z + Z^exp leu* , Z, <j> 0 , k =f 0 
U A 1 (10.1) 
^ WQ + Wj.cxp kv 
whT~ Z Q , f U Q and are constants. 
S u b s t i t u t e ( i O . l ) into (9.10) and d i f f . w.r.t. u t r e a t i n g u and v 
as ird"p-:id-r.t v a r i a b l e s . Then multiply by exp(-ku) and d i f f e r e n t i a t e 
•- ~r l r . r . r . t . u. Then because of ( l O . l ) the c o e f f i c i e n t s of W , 
exp(;-.v) and terms independent of those must be zero . Integrating 
A = A„ + A, .exp leu 
B = 3 Q + B^exp -ku (10.") 
C = C. + C.exp ku 0 i 
t u t - (10.2) into (9.10) and equate c o e f f i c i e n t s of exp (ku) 
A 1.W + Bp.Z^k.exp kv + Cj = Z ^ C W - k.W).exp kv (10.;) 
A0.T.-.M + B 1.Z .k.rxp kv + C Q • ZQ.W (10.U) 
Fror: (10.'0 and ( l O . l ) one has A Q • ZQ , B j » 0 and C Q = 0 . 
Th" ?qurtio« (9.1) i s then 
. , ku . _ ku u = A-.K." .u + C..e :<rj 1 x 1 
w h i l - t h r transformation i s found from (10.3) . 
~~ k u 1 
0 1 2 z 2 ^ . o , k ^ o , w 2 + o (10.5) 
-.: = wQ + vy.Y + w 2.o l c v 
C o - f f i c i - r . t of u'.e l c u' in (9.10) i s V^.k.Z^e - 1" 1 - Zg.k.Wj . Kence 
Wx = Z X = 0 • (10.6) 
T-~-i Lr.' --> ide«t of u' in (9*10) then implies 
C = 0 (10.7) 
T'.-.::: (-.10) i s 
(A - Z 0).W P.-." I : U + (B + W Q).Z 2 = 0 
Pu'-.ti:-! ; -.11 t h i s tog-ther one has that the equation 
u = Z-.U'.u - W_.(U.exp -ku).u (10.3) 
his t'.i m transformation 
58. 
, k(u'-u) T T -ku 
" 2 2 (10.9) 
u' = u Z„.U + Z 0.e 
y y S 2 
wh-T" U i s any function of u only and Z g , W2 and k are constants. 
Z = Z Q + Zj.u* , W" + 0 (10.10) 
vh-r« Zq v.vi Zj aro constants. Substitute (10.10) into (9-10) and 
d i f f . r . r . t . u keeping v fixed. Then W*' ^ 0 implies on integrating 
A(u) - A Q - 2 r u ( l Q a l ) 
Z,.E(;i) + C(u) = C Q 
wh~r> A„ and C_ are constants. Substitute (10.11) into (9.10) d i f f . 
• • . r . t . v cr.d use (10.10) 
Z - 0 (10.12) 
So or~ h i s that the equation 
u„'„ = B'(u).u (10.15) 
h" 3 t h ^ trnr.sformation 
u; = W(u'-u) + B(u) ( l Q e l U ) 
u 1 = u 
y y 
Z = Z Q + Z^u' + Z 2 . ( u ' ) 2 ( 1 0 . 1 5 ) 
II = WQ + W1.v + Wg.v2 
Th* cc f f i c i c r t s of u' i a (9.10) with u fixed are 
?.Z r .:/c,.u = Z?.W1 - Wg.Zj (10.16) 
r.W r.(^ 0-A) + Z1.(W1-2.Wg.u) = 2.Z2.(W0-Wru+W2.u2+B) + Z j . (W^.Wg.u) (10.17) 
- /JfWj ~ 2.Wg.u) = C + ZJ.CWQ - V.^ .u + W 2.u 2 + B) (iO.16) 
I f f 0 th-n (10.16) to (10.18) imply Zj - 0 , Z Q = A and C - 0 -. 
But th—• t h i s i s j u s t (10.15) and (10. lU) » So take 
z 2 = W? = 0 (10.19) 
Or.? th-r. h-s that the equation 
u - A ' ( u ) . u + B'(u).u - A(u) - B(u) + u (10.20) 
>cj- x y 
h-'s tin- t r * r.sforrj-ition 
u.*. = B(u) + u' - u 




k ± 0 (10.22) 
Z = Z Q + Z^e 1™' + Z^e - 1™' Zx * 0 , Z 2 4 0 
W = WQ + W r = k V + W 2.e' k V W: + 0 , W2 + 0 
Th* c o - f f i c i ~ n t s of o B k u ' in (9.10) then give 
W r ( Z 0 - A),a"* 1 - Z r ( W 0 + B) (10.23) 
C = 0 (10.2H) 
W 2.(Z Q - A ) . , k U = Z 2.(W Q + B) (10.25) 
C-'-r.Dt b?.v-j both Z_ - A = 0 and W_ + B = 0 because then (9.1) i s u =» °. 
H-re- "auctions (10.23) and (10.25) imply 
- v .-•cu - z W e 1™ 
But t h i s contradicts (10.22). Hence there are no transformations in 
S l l . I - . t r r r . l s . 
This section contains an attempt to generalize the usual 
£"finition (1.2) so as to find B.T. for 
" F(U) ( H . l ) 
I r p . T t i c u l ? r oat a l l o v a P and Q to dopend oa i n t a g r a l s and derivatives 
of u. Ncte that i f one allows integrals o f functioes of u and u* 
th-t- (11.1) h?s the t r i v i a l B.T. 
u.'. = a.u x + /(F(u') - a.F(u)).dy f l u 2 ) 
uj, = b.u + /(F(u') - b.F(u)).dx 
v h P . C ! b nre conntmts. Because o f t h i s and because u s a t i s f i e s • 
(11. l ) or* nsod only consider the B.T. to depend on the v r i r i ^ b l e s 
Ziv-r i n (5.1?) of tha previous chapter. 
As f i r s t attempt keep the form (1.2) but a l l o w P and Q to 
d'r-r.d n- these variables i n (5.12) o f chapter 1 which involve at 
nest OPT x int e g r a l and/ or one y i n t e g r a l . On© may th#s c l e a r th~ 
• C - l s by defining u _ y ^ ( u . , ) 
xy 
1 - *- O • 
Th^n on*! i s looking for a B.T. for equations of the form 
v - F(v ) (11.k) xxyy v xy 7 x ' 
Th- B.T. 1c tr.k^n to be of the form 
= P(v, V ,p,p',q,q',r,r»,a,aSt^',0,3,7,8) 
y X y , 4 (11.5) 
v i » Q(v,v ,,p,p l,q,q ,,p,r ,,«j« ,ft,t ,, a*3*7»ft) 
r-Tf 
y. y ' xx xy yy xxx 7 xxy 
7 = v -r.d 8 = v . and s i m i l a r for the primed variables but with 
xyy yyy 
v' r ~ " > l " i c i r ! 2 Y 
D i f f - r - n t i a t - (11.5a) w.r.t. y and (11.5b) w.r.t. x and use (11.':). 
I t w i l l b- assumed that a l l derivatives of v up to and including 
fourth o r i T and also a l l derivatives of v' up to and including 
t h i r i or-' r e n be taken as independent - except, of course v . 
1 xxyy ' v' -"d v* . What t h i s says i s that v i s any solution of ( l l . H ) . xxy xyy * J \ /J 
t l - . - t (11.3) i s tht lowest order B.T. that one can write down and 
t h - t tve -dditior.al functions cannot b» found such that the B.T. 
'•'"•r, t'.;* fom 
v;..„ = A(;-,v' ,<i,q' ,r,r' ,z,s' ,t,t' ,a,&,7 ,b) 
(11.6) v.\„. = 2(v,v' ,?,!>' ,q,ci' ,r,r* ,B,S' ,t,V , a,3, 7,5) 
v.'^. = C(v,v ,,p,p ,,q,q ,,r,r ,,s,s ,,t,t , , a , P,7,5) 
v ' " = D(v,v',q,q',r,r',s,a',t,t',a,&,y,b) 
Th* cr.17 s-rious assumption here i s the? one that the B.T. do-s not 
t-'-." t h - form (11.9) . 
Th-r co-ff i c i - r . t s o f v , v , v . v . v* and v* 
xxxx ' xxxy xyyy yyyy ' xxx yyy 
in ( l l . J a ) end ( l l . 5 b ) v give 
P f - ? a " P 7 - P 8 - 0 (11.7) 
V " = % - % 3 0 
But th"-.- both P and Q are independent of ot and 8 . So the 
c o ' f f i c i - r t s of both a and 8 must be zero. Hence 
P t - 3 r - 0 (U.B) 
I t v ' . l l b* assumed that P i s «ot l i n e a r . I t i s thea apparent that 
P - 0 mak-ss F l i n e a r ( from (11.5a) ) . Hence and s i m i l a r l y 
s y 
P . i f 0 , Q . , * 0 (H.9) 
Th--. c l " T l y from the x and y derivatives of (11.5) one has 
P = F + P..r + P„.r* + P_.P 
0 i 3 (11.10) 
I = Q 0 + C^.t + Qg.t' + Qy7 
vv.-r* P. -nd Q. ( i = 0,...,3) *ro functions of v ,v' , p , p' , q , q' , 
s r-.I a 1 orly. 
T'n " * qua tionc which then remain to be s a t i s f i e d are 
( i i . i i ) 
M. 
0- V , ' + V V 






0 i - • *&• ^°>->* ( " . i n 
I t v i 11 b~ assured throughout that 
F " ' ( s ) J= K . F " ( s ) (11.19) 
Cor 11 constants K. 
I t w i l l bo shown In the r e s t of t h i s section that 
P l " P 2 = Q l " Q 2 " ° ( l l . ? 0 ) 
T'.-." ?rocf proce^d^s by contradiction so assume that 
r. J= 0 vhnra j • 1 or 2 (11.21) 
• Jot- Liv 4: i _ * or.e c?.n prove that (11.21) c?nnot hold then, by 
r.y. j v t r y , or.- lms t i n t (11.20) must be true. 
j)_ $ • °f (11.11) and eliminate 2)/^ * using the 
^ 1 ^ ' 





T":" f of (11-22)' ^  z*-= 1& 
I - ll^j" for i » 1,2 or J then oa« sees that (11.?3) imnli-s 
W 
Z. ^ 0 . Further, by taking the operator occurin^ i n (11 . l6) , (11.17) 
or ( 11 .iS) acting on (11.2^), depending on whether ^ , P g or P^ i s 
-on-zero, om obtains two homogeneous l i n e a r equations for th" two 
ui'.' i i ' .O'-Tis vhich aro t h " c o e f f i c i e n t s of F ' ' ( s * ) and F ' " ( s ' ) occuring 
i . i (11.2 1 -). But Z..Q2. ^ 0 so the determinant of c o e f f i c i e n t s i . e . 
F i . . . ^ » ) > F n f s i ) _ F i n ( s i ) # F i t i ( 8 i ) m u s t b e 2 8 r o # ^ t h l 8 c o , t r a d i c t s 
(1 i . 1 ) . H-nce 
Hi* - 0 ^ . / i 3 (i i . r s ) 
T i l — , i t i s r-asy to show, from (11.11) to (11. lb) that 
p = c = 0 and P, i s a constant • (H» 2 6 ) 
. /? ) of (11.15) and use the i = 0 equation to 
3 ^ 
P Q . Th-r. for i = 1, 2 or 3 on* has 
3<?V f i f i n g - ^ - ^ O + f t ^ H 
(11."7) 
of (11.27) and assume that 
( l i .r:-) 
*3. 
V F" ( s ) " P 3 - F " ( s ^ (11 .29) 
Tr'.:- _ ] ) . + P ._L of (11.29) and eliminate . Because of (11.19) 
on- t h ' - s"-B that • 0 . Then (11.29) gives Q,. - 0 . I t i s t h - ; : 
»-ay show t h a t the B.T. (11.5) dor>a not depend on the. "old" 
v - r i - . b l - i . " . dc-s not depend oa v or i t s der i v a t i v e s . This i s not 
v.-y i r t T e s t i n g and so w i l l be excluded. Hence (11.28) cannot hold. 
«-_!_< = L / for i - 1 , 2 and 3» One may then she./ , 
f r n n (11.15) to ( l l . l f l ) , that Q - Q g 3 0 . This contradicts (11.21) 
-:-d =0 th-: r e s u l t i s proved. 
Sir.Fr.r r\, = Q = 0. _________ j. ,J 
I t i s shown in t h i s section that thera are no B.T. 
o f t h - form (11.5) for equations of the form (11.U). 
From, the previous section one has that (11.20) must hold. 
P, = P 2 - Q2 = Q 2 = 0 (12.1) 
T h — (11.11) to (11.18) give, by inspection, that 
(12.2) 
P 0 = A 0 + Aj.p + Ag.p' , P 3 " A 3 
% = Bo + B r q + Vq' ' Q 3 " B 3 
vh-r- A. ".id B^ ( i - 1,2,3,0) are functions of v , v* , s and s' only. 
S u b a t i t u t - (12.2) into ( 1 1 . l l ) to (11 .IP) 
(12.7) 
(12.8) 
„_. 5 (12.9) 





- °J 1) X , 3 (12 .10) 
( l P . l l ) 
/ , (12 .1?) 
I t v i l l f i r s t be shovn t h a t AQ ^ 0 and BQ ^ 0 . So suppose t h a t 
A - 0 (12 .1?) 
o 
I t i s th-:n d e s i r e d t o prov: a c o n t r a d i c t i o n . Nov i f B Q ^ 0 thsr. 
( i ? . ' ) i - r > l i - a ( w i t h ( 12 .5 ) t o ( 12 .7 ) ) t h a t A1 , and A^ ar*> 
co-.-st--.ta. Y»t ( 1 2 . 3 ) i s F(s«) - Ag.s* » A„,.F(s) + A ^ s . This c o n t r a d i c t s 
t h ^ hypothesis t h a t F i s aot l i a s a r . Hence 
B Q - 0 (1P.1U) 
Cr.-.5ist»r.oy on ( 1 2 . 3 ) and ( 12 .6 ) and a l s o OH ( 1 2 . 0 ) ar.d ( 12 . l l ) i - r ? l y 
A ? . 3 £ = A 2.F'(a') = B 2.F'(s') (12 .15) 
?h-.t in, fi = B 2 i s «qual t o 0 or F' ( s 1 ) • I f the l a t t e r i s t r u o 
t ' . i - - (IP.11) i« P , ,(8 ,)-F ,(«') - 0 which c o c t r a d i c t s ( 1 1 . 1 9 ) . H*mn 
A„ a B„ a 0 ( l ? . l 6 ) 
Th '.- cc- =int-r.cy on ( 1 2 . 5 ) »ml ( 12 .3 ) i m p l i e s B X - 0 . S i m i l a r l y (12 .10) 
(l^.") imply A^ =• 0 . On? then r e a d i l y obtains a c o n t r a d i c t i o n . 
H--c (ir.3) cr-.r.not h o l d . Therefore 
A 0 f 0 , B Q f 0 ( I P . 17) 
T!v.' (IP. 1:) t o (IP.1 2 ) imply t h a t 
A, : C B i =rc corstap.ts f o r i = 1 , 2 and 3 (12 .18) 
Th' ^ - - i s t - . - . e y equations between ( 12 .3 ) and ( 12 .5 ) , ( 12 .6 ) , ( 1 2 . 7 ) 
r - v v r M v l y - r * 
G - T . y f r c n ( l ? . T ) ' t o (12.1?) one hns 
••5. 
Ad d i - r t h - i = 2 equations and d i f f e r e n t i a t i n g w . r . t . a' gives 
A„ - B 0 = 0 (1? .2?) 
Arl.U-;- t h - i a 1 «quatioas o f (12 .19) a»d (12 .21) i m p l i e s 
A + B 1 » 0 (1P.P>:) 
A.'M (1" .P0) t o (12 .22) A + B - 0 (12.P1) 
3 3 
I . * A, \ 3 th-sc adding "A^.A"1 times (12 .19) t o (12 .20) and uaisic 
(!?.'''•) c-d (IP.2 5 ) on« sess t h a t because P i s not l i a a a r onr has 
cci'- t,r-> d i c t i o n . T h a r ^fore 
A l " B l - ° 
But o:- t!nn s-<-s t h a t (11.'+) and ( 11 .5 ) hav« the form 
s =• F ( s ) 
z1 = p(-,c'.s ,c ) 
y ' ' x' y 
Th- r ' S a l t i s known i n t h i s caso and so t h e r e arcs r.o B.T. o f t h r 
fo;T\ ( 11 .5 ) f o r equations o f tha form ( 1 1 . ^ ) except those which are 
fflr-'Pdy kr.own 
Table 1 A l l Backlund Transformations from $ • F($) 
Case F($) Backlund Transformation 
1 G'($) • x' - K r p 2 • 2K 2.G(*) + K3. 
e>y« - 2 K r G ( 4 ) + K 2.q 2 • 
2 F(*) 
where 
F"($) = y 2 F ( $ ) 
U * 0 
•x ' 72 • c o s h X*'- F<*> + ^T* *'<•> 
• ' - 1 + ^ . q si n h X r y X n T 
V and X are r e a l or pure imaginary 
3 Constant 
1+X e * l P 
•x " X 2 ' ( F * ' " K P ) * A!'« X L P * K X 2 [ ] 
• 1 - Xj.F*' • K • A 2 e X 2 < I 
4 0 • x' - X*'.p • B(p) 
• y' - C ( q ) e A * 
5 Ae • • - Ae** T x 
•y - ixq 2 + W - q) 
6 0 • ' - 0 
X 
• ' - Q(*'. q) 
7 KQ • K r t • ' - K,(K„ + M ) e X * ' • — r x 2 0 1 Y 2^ 
• ' - 1 + K Xq.e**' 
y 2 ^ 
rable 2 A l l BScklund Transformations t o <J> 1 - fOfr'.Y ' ' ) v i a case 1 of t a b l e 1 
*y * y 
lase Transformation 
1 
2 a 2 
. (2a • + a ) 
K 1 K 2 
+ 4 a /*„• - v < v - v 
2 
1 
2 2X($ +k) 
z z 
-4*'A - - L i . [ z . • « 2 - 6 * ' ] 
where 
«j «=2*»±/4<|>'2-2K2aK1 -p') 
3 G'(*) 
1 
•x* - K rC(*> + K 3 
• ' B 4K,q 2 + K. T y a l n i» 
A 0 0 4> ' • K, • i K , p 2 - K cp T x 3 a 2 K 5 r 
r y 1 i» s n 
5 k l ±k, / 2 ( Y ' - k ) ' l y y «• •x - k 2 * V " k 3 P 
6 0 0 • ' - -p 
X 
•y - -q • f ( r + r ' ) . ( i q 2 • K) • 
U6. 
CHAPTER 3» 
§ 1 . I n t r o d u c t i o n . 
An attempt i s made i n t h i s chapter t o fin.d B.T. f o r 
equations o f t h e form 
u = F(u) ( l . D xy 
other t h i n the sine-Gordon. To do t h i s the usual form o f t h e B.T. 
considered p r e v i o u s l y needs t o be extended. The f i r s t t h i n g one might 
t r y i s t o a l l o w higher d e r i v a t i v e s than i s u s u a l i n t h e B.T. The 
simplest case o f t h i s type i s 
u x = P(U,U', P I,P 2, . . • ,P N;q x, • • • ( U 2 ) 
u y = Q ( u , u , , p i , p 2 , . . . J P J J ? ^ * • • • > \ ) 
vhere M and JJ are p o s i t i v e i n t e g e r s and 
The x and y s u b s c r i p t s denote p a r t i a l d i f f e r e n t i a t i o n . Note 
t h a t one need not consider t h e mixed d e r i v a t i v e s o f u i n the B.T. 
b r c u s e u s a t i s f i e s ( l . l ) . The B.T. (1.2) i s t o be i n t e r p r e t e d t o 
mean t h a t i f u i s any s o l u t i o n o f ( l . l ) and i f u' i s any s o l u t i o n 
o f (1.2) then u' s a t i s f i e s ( l . l ) a l so i . e . u» - F(u') 
I f one had a B.T. o f t h e form (1.2) theh one could f i n d u' 
given u by o n l y i n t e g r a t i n g f i r s t o rder equations. I f one allowed 
higher d e r i v a t i v e s o f u* then one would need t o i n t e g r a t e equations-
o f order g r e a t e r than one which would make the B.T. o f l e s s use. 
I t w i l l be assumed throughout t h a t 
F " ( u ) l K . F ( u ) 
and T ( l . U ) 
F' * * (u) f K . F ' ^ u ) 
f o r a l l constants K. 
When l o o k i n g f o r f u n c t i o n s F which have the B.T. (1.2) one 
f i r s t proves t h a t F s a t i s f i e s a l i n e a r equation 
*7. 
n m 
P(u) = y V a i ; j u j e x p ^ u ) (1.5) 
vhere the X^  are d i s t i n c t b ut p o s s i b l y complex. One also f i n d s t h a t 
M=l or N=l. 
I t w i l l be assumed throughout t h a t t h e r e e x i s t s two constants X 
i n ( 1 . 5 ) , say ^  and Xg , such t h a t f o r 1-1,2 a i Q + 0 , a • 0 i f J>0 
I f t h i s i s not the case then t h e p r o o f should go through much t h e 
sane. However as the pr i m a r y aim was t o f i n d B.T. f o r t h e double 
sine-Gordon equation, t h i s has not been done. The problem, though, i s 
set up i n general i n s e c t i o n 2. 
I t has been found t h a t t h e r e are no equations o f the form (1.1) 
w i t h B.T. o f the form (1.2) unless p o s s i b l y ^ + 2 ^ 2 * °* i f c i s t h e n 
shown t h a t f c r M = l one must have tl> 7 i f a B.T. i s t o e x i s t . 
§ 2 . D e f i n i t i o n s . 
Various p r o p e r t i e s o f t h e f u n c t i o n s 
13 
are discussed i n t h i s s e c t i o n . Some o f these p r o p e r t i e s are known 
but n o t , t o my knowledge, equation (2.9) which i s bas i c t o t h i s 
work. 
The f i r s t few f are 
n 
f x = F(u) 
f 2 - F ' ( u ) . P l ( ? ' ? ) 
f , = F " ( u ) . p * + F ' ( u ) . p 2 
Farther, i f X^  Xg are complex constants then d e f i n e , f o r k=»i,2 
4 
and f o r n^ 1 
(v) 




2 = V p l (2.U) 
f(f} = X J - P ! + + V P 5 
f 8 5 } • >X-PI + 6 ^ - P I - P 2 + ^ - P I - P J + K - 4 + \ - P U 
f ( 6 } - + l 0 X k - P i - P 2 + 1 5 ^ p r p i + 1 0 X k - P i - P 3 + 1 0 X k - P 2 - P 3 + 5>E-P rPu + V p 5 
( k ) 
One could, i n s t e a d o f u s i n g (2.3), d e f i n e f v ' by i n d u c t i o n 
(k) = V / n - l \ f ( k ) n > 1 
f ( k ) = ! (* - 1,2 J 
From (2.5) one may show by i n d u c t i o n on n t h a t f o r n > 
f ( n ° * W l + ^ - D - ^ ' P I - P B ^ + *CB-l)(»-e).>J-(P 2 + ^ . p j J . p ^ + O ^ ) (2.6 




<<• i = l **l 
Define f o r N > 2 
A/-1 
(2-f l ) 
F.r-r-< (r.:) f o r i < N , i t may be shown, by i n d u c t i o n on i , t h a t 
T: most c\sr.s t h * s u p e r s c r i p t i s l e f t o f f and ^ asd i s 




(14-id - Z[Oui^-£ 
prn"i' ,*cl X i s ? f u n c t i o n o f P j , . . . , P N_ 2 or.ly 
D'-firo, f o r n > 1 , 
Thrr. 
D * f i?" 1 
A l s : 
Th-
< 5 = ( x 2 - x x ) 
a > 1 
(*) 
S Y by 
(a) 
r s t f w g y arc 
1 
C 2 . l l ) 
Thi= -r-onivrty w i l l be uG«d e x t e n s i v e l y throughout. Fron (2.7) , (2.8) , 











" 2 ( X 1 + V ' P 1 (2 .18) 
- M \ * X 2 ) . P 2 + (3*2 + 5X L.X 2 + 3X|).p^ 
- * ( \ + X 2 ) . p 5 + (12X2 + 1 9 X i > X 2 + i 2 X | ) . P l P 2 + (UXJ + 9X=.X 2 + 9 X r X | + UX|).I 
- 5(Xj * X^.p^ + (20X2 + j l X j . X g + 2 0 X | ) . P l P 5 + (15X2 + 22X X.X 2 + 15X|).p| 
+ (30X^ + flx*.^ + 6Ux rX| + 30X^).p^.p 2 + (5X* + l^Xj.Xg + 19^. X| 
+ lUX^X^ + 5Xj).pJ 
50. 
(2.19) 
g ( U ) - (7X X + 6 X 2 ) . p 2 + (11X* + 1 5 X R X 2 + 6x|).p^ 
g ( g } = ( n x x + I O X 2 ) . P 5 + (U8X= + 68X^X2 + 3 0 X|). P l.p 2 
+ (26XJ + 5 ox2.X 2 + 36X^X2 + 1 0 x | ) . p 3 






g'g' - ( 1 % + 1 0 X 2).p 2 + (32X2 + 3 | » x i . X 2 + 10X|) .p2 
.<? • 1 
F r o * (2 .9) and (2 .13) I f X la a f u n c t i o n o f P j , 
1 (2 .21) 
• PN -2 ° > l y 
18 x = + (VMx,.-83 * >UA- 4 £ . ] . x 
Then one may prove, by i n d u c t i o n , t h a t f o r • > 3 
From (2 .9 ) , (2 .12) and (2 .15) one has f o r 0 < i < N : 




I n a s i m i l a r manner i t i s p o s s i b l e t o prove t h a t f o r • > 3 
(2.25) 
SiBcn f^°2 3 0 ° " h* g f r o m (2»25) ^bat f ^ " j i s a constant and 
f a - l " f H " " 2 ) ^ ^ + (*"2)X2 ) . f ( ^ } , • > 3 
Hence from (2.l6) , (2.17) »»d (2.26) one has 
- 1 , a > 2 (2.26) 
n-1-
A l s o from (2 .25) " d (2.l6) f o r n > 3 one has 
From (2.18) sad (2.27) one may prove, by i n d u c t i o n , t h a t 
g ( ; } = ( H*S-1**).\ * ( » - D . X 2 ) . P L (2 .28) 
£ \ = ((I/6)(H 3-3. 2+8«-6).X 1 + i « ( B - l ) . X 2 ) . p 2 (2 .29) 
+ ((1/2M(3»4-11*B3+33B2-1*6B+U8).X2 + i ( a 3 - 3 a 2 + l * a - 2 ) . X 1 . X 2 + i ( n 2 - n ) . x | ) . p 2 
Provided X ? • \^ | 0 a i d \^ + 2Xg | i 0 oaa may w.l.o.g. take | 0 
f o r a l l a . This i s bacausa i f ( • - 2 ) . X 1 + 2 X g - 0 f o r soma a > 2 
t h e a i a s t e a d o f the sequence d e f i n e d by (2.13) °*m could use the 
However the case X. + 2X. - 0 must be coasidered separately. 
Case 2. ' 
X X + 2Xg - 0 (2.30) 
Define 
52. 
Also d e f i a e , f o r • a aoa-aegative i a t e g e r , 
$5 / i t t 
7 
V<7, 
_ Y " Y ' Y T 
Thea 
7 . ? ^ ' i (2.35) 
I t i s thea p o s s i b l e t o shov, by i a d u c t i o a , t h a t f o r a 5 0 
0 7 ' 'XfvT 
(2.3»0 
provided t h a t t h e operators i a the f i r s t aad secoad l i a e s act oa 
f u a c t i o B i o f P j , . . . , p N _ 2 o a l y . l a p r o v i a g (2.5U) oae obtaias 
°~ X + v T 
o--7 7 7 
2 7 - C/ 7 -7 7 
J V (2.35) 
53. 
Aa aa example o f the p r o o f o f (2.35) d e f i a e = 7 r v ^ ] - 7 />"'] 
Th«a, by i a d u c t i o a , a^ - 0 siace c l e a r l y a^ - 0 aad the 1 • h r e s u l t 
o f ( 2 . 35 ) i a proved. 





Oat nay them prove, by i a d u c t i o a , f o r a ^ 0 t h a t f o r f i x e d m the 
f i r a t aoa-zero t ^ are as f o l l o w s 
(2.37 
.(2) Let r v ' be the c o e f f i c i e a t o f k a 
(2.38) 
5>». 
ThoH from (2.9) »«d (2.38) oae has 





/ / I - / VJ~/ 
7\ -1 - / 
Thea from (2.9) , (2.12) , (2.39) , (2.U) and (2.U2) : 
Oae may thea prove, by i n d u c t i o n on a, t h a t f o r a > 2 
and f o r a > 1 
_ ( • + ! ) 




0 i f i < . , r ^ 1 > . 2 1 - . . . f ( - l ) / f . A, 
Thia thea completes the baalc p r o p e r t i e s o f f r e q u i r e d . 
§*.. Learn*. 




I / . It ^ O 
where f, are givea by (2.1) . F u r t h e r suppose t h a t 
k 




I t v i l l mov be ahova t h a t P l a a c o a i t a a t . So f o r tha r a a t o f 
t h i s aactioa assume 
i O ( 5 » 
I t i a thaa d e s l r a d t o f l a d a c o a t r a d i c t i o a . 
D i f f . (3.2) v . r . t . u aad uaa (3.U) t o o b t a i a t h a t tha d a t a m l a a a t 
o f c o a f f l c i a a t a muat ba zaro. Not* t h a t from (2.1) f ^ hava tha form 
where ' \ M ) ~ ^ aad ot are f u n c t i o n s o f p , . . . , p 
o a l y i . e . aot o f u. So oae has t h a t 
d e t ( F ( i + j _ 2 ) ( u ) ) - 0 , i , J - l , . . . , n (3-6) 
I n t e g r a t i n g (3.6) g i v e i t h a t F s a t i s f i e s a l i n e a r equation, so 
F(^) = 2. Z A • . * (3.7) 
vhere a ^ aad X^ are complex constants and 1 and 1 ^ are p o s i t i v e 
i n t e g e r s . 
Case 1. 
Suppose a ^ \ 0 f o r some j > 0 w i t h | 0 . I n p a r t i c u l a r take 
i l k j . 0 f o r aome k > 0 , a ^ - 0 f o r j > k and X - \^ \ 0 (3.8) 
k k —1 The c o e f f i c i e n t s o f u .exp Xu and k.u .exp Xu i n (5.2) are 
f o r i =. 1 , 2 . But then from the d e f i n i t i o n (2.Ul) one has t h a t 
(3.9) holds f o r a l l p o s i t i v e i a t e g e r s i . I a p a r t i c u l a r i t holda 
f o r i a n+1 . Then from (2.^5) one has a c o n t r a d i c t i o n . So i t has 
baea shown t h a t (3.7) muat be 
2. A*.** + ^ A<- < (5,10) 
56 
vh ere L i i a p o s i t i v e i a t e g e r leaa thaa a , are complex coast*ate 
aad X^ are d i s t i a c t , aoa-zero complex coastaats. 
Case 2. 
Suppose | 0 f o r L > 0 (3.1l) 
The c o e f f i c i a a t s o f u L aad u L 1 i a (3.2) are thea 
1 
But these c o a t r a d i c t (3.1*). So i t has beea shove t h a t 
(3.13) 
CaBa 3. 
Suppose t h e r e are two aoa-zero X^ . That i s take 
'X \ 0 aad X 2 f 0 (3.1*0 
The c o e f f i c i e a t s o f exp XjU i a (3.2) f o r i • 1,2 are 
§). f = O (3.15) 
Than from the d e f l a i t i o a (2.13) <>•• has t h a t (3.15) i s t r u e f o r 
a l l p o s i t i v e i a t a g e r s i . Thea i - a+1 i a (3.15) g i v e s , u s i a g (3.1*), 
t h a t =• 0 . From the discussioa below (2.29) t h i s i m p l i e s 
X l + 2X 2 - 0 (3.16) 
But thea from (3*15) sad (2.31) oae must have 
^f.P-O (3.17) 
-t 
f o r i - 1,2 .The d e f i a i t i o a s (2.3l) aad (2.32) thea imply t h a t (3.17) 
i s t r u e f o r a l l p o s i t i v e i a t e g e r s i . Thea (2.37) gives a 
co m t r a a i c t i o a t o (5. 1*) . I t aow oa l y remaias t o coasider : 
Case U. 
vh 
F(u) » A Q + Aj.exp Xu (3.l8) 
ore X , A Q aad A^ are aoa-zero coastaats. Thea (3*2) gives 
$,f=0 X,= A It-O (5.19) 
57. 
The c o e f f i c i e n t o f p * - 1 i n t h e f i r a t o f (3.19) gives a 
c o n t r a d i c t i o n t o (3«^) »*d lemma i s proved. 
§U.That M=il or H - l . 
D i f f e r e n t i a t e the f i n t equation i n (1.2) v . r . t . y and 




where f ^ are given by (2.1) and h^ are given by 
r \ - / 
The r e s t o f t h i s chapter i s devoted t o the s o l u t i o n o f (U.l) and (U.2). 
D i f f . (U.l) w . r . t . q M + 1 and (k.2) w . r . t . p J I + 1 
It - o HZ _ Q (^) 
W.l.o.g. both Pjj and q^ appear i n (1.2) . Because o f (U.U) t h i s means 
11 J O l£_ o P-.5) 
I f P does not depend on u' t h e n , the R.H.S. o f ( U . l ) i s independent 
o f u* which means t h a t F i s a constant. Therefore 
• * 0 (k.6) 
fro 
D i f f . ( U . l ) w . r . t . q M t w i c e and' use (U.U) and (U.6) . Then i n t e g r a t e 
t o o b t a i n ( a l s o s i m i l a r l y from (U.2) ) 
(I*. 7) 
v h e " P0 ' P l / <*1 ' <*o f u » c t i 0 " ° f ^'•'Pl^-^PN.iJV-'Vl o n l y . 
P " P0 + P1-*N 
58. 
S u b s t i t u t e (U .7) i a t o (U.l) aad (h.2) aad aquata c o e f f i c i e n t s of p N 




3 / v 
-1 - / 
Ttaa r c t u l t l i already kttowa l a tha casa M • 1 aad N • 1 . So take 
N > i 0>.iM 
• L J 
Take f I • i 3 _ of (U.15) 
(*. l6) 
59. 
Note t h a t (U .5) implies that P + 0 . I f 3£, -± 0 then take 
dj ( 2_ + _cL 0* (U.16) a f t e r dividing by J G j • ° M t h " obtaina 
a contradiction to ei t h e r (l.U) or (U .5) . Hence 
1 £ « = 0 (U.17) 
Thea (U.13) implies 
= 0 • ( U . l 8 ) 
Equating c o a f f i c i a n t a of V^_^ do*» *° V± i» (**»12) than givaa that 
Q, i a a function of q,,...,qw , only. Tha lemma of aaction 3 i a 
1 1 M—1 
than applicable and one sees that 
Q x i a a conatant 0*.19) 
The reat of t h i s section i s devoted to proving that M • 1 . So auppoaa 
M > 1 (^.20) 
Then exactly as above for one may show that 
? l i a a constant 0*-2l) 
Take (O 2i + 2. of (U.8) 
(U.22) 
o f ( l:,8) and «ot« that (U ,5)i.mpliea Q. A 0 
Take 
? " ' ( • < ' ) - F " ( * * ' ) - ( + ^ ~ \ of (U.23) to obtain a 
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coatradictioa to (l.U) . Not* that I f [ Q R jL JL \ O — O 
then (4.22) coatradicts (l.U) or (U.5) . Heace (U.20) caaaot hold and 
BO i t has boss shows that 
M - 1 
§5.That (P ) I 0. 
v-1 u ^ , 
I t w i l l be shova i a t h i s sectioa that r — , 7= ^ 
Sinco the proof proceeds hy coatradictioa, for t h i s sectioa assume 
- o 
~ ( 5 - 1 ) 
Then (>t.9) , (U.10) aad the lemma of section 3 imply 
P, i s a constaat (5.2) 
1 
Tak. IP. X + 2- ^ of ( k . l l ) 
c 
Take 
of ( U . l l ) aad use (U.5) 
4 
• (5.U) 
Take (? . !1_ , 5 * 2 (5.U) aad aote that Q„ + 6 
J " 




(V, + Y Nov l ' 1 ~> 'J^7 \ P° ^ 0 b y ( 5 , 5 ) " d ( U , 5 ) "° t a k * 
F , , , ( u » ) . ( 5 . 1 t ) - F , , ( u , ) . ( 5 . 5 ) to obtaiH a coatradictioa to ( l . U ) . Haace 
(5.1) caaaot hold aad I t ha a beea ahova that 
^ , f 0 (5.6) 
§ 6 . I f N =1 2. 
The geaeral method to ba explaiaed i a the next aectioa 
only vorka i f N > 2 . Th« casa N *» 2 aaada to ba doac aeparately 
aad so t h i a acctloa deals v i t h I t . For N • 2 the equations to be 
solved, -sanely (U .8) to ( U . l j ) , are, oa uaiag (U.19) *»d (U.2U) 
= 2 4 - - r - s ' (6.3) 
F M 3 i?_0 f o + q F(~) + X - l £ p (6.u) 
£> - £ g o Z', + ^ (6.5) 
vhere P Q , P^ aad Q Q are fuactioaa of u , u' aad p oaly while Qj 
i s a constaat. 
P^p.f F»(u).F'(u) - F ( u ) . F " ( u ) ) - F(u').P'(u) - C^.F' ( u 1 ).F(u) (6.6) 
So from ( l . M oaa haa 
P x - AjCttjuO.p"1 (6.7) 
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where i f a function of u and u' only. From aactioa 5 
M 4 O (6.8) 
So from (6.2) oaa may write 
Q Q - A 2(u,u»).P _ 1 (6.9) 
I f Q Q does not depead on u' then R.H.S. of (6.U) i a independent of 
u' aad yet F i a aot a coaataat. Heace 
^ f O (6.10) 
Then from (6.h) oae has 
P Q - A 0(u,u«).P C6 . l l ) 
Substitute (6.7) , (6.9) a»d (6.11) into (6.1) to (6.5) 
O - + q r \ t L L < - O j I . (6.1k) 
F ( V ) = \ A ^ m A 0 + < ? , . / = H + - ? A (6.15) 
E l i m i n a t e Al from (6.1}) and (6.16) aad integrate to obtain 
(6.16) 
2 ± F ( « 0 * ^ H - ^ (6.17) 
where F ^ u ) i s an ar b i t a r y fuactioa of u only. Then (6. l6) i a 
A 2 . ( l - FJOO .AJ ) - F ( u ) . A A (6.18) 
Then (6.13) i« on using (6.8) 
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14 , / - FT(«). A, (6.19) 
Take + ^ - of (6.19) « d uaa (6.lU) 
J * } u ' 
i a a coaataat , k aay (6.20) 
F i r s t coaaider the caaa 
k + 0 (6.21) 
Then (6.17) to (6 .I9) aad (6.1*0 give oa i a t a g r a t i a g 
A. ° k _ 1 + K.axp -k(u*-Q..u) 
(6.22) 
A2 - - k ^ . F f u J . f l + k^.K^.exp kfc'-QjU) ) 
vhsre K i s a coaataat. Note that K f 0 by (6.8) .Substitute (6.22) 
i n t o (6/15) 
F(u') - F ( u ) . ( k . K ) - 1 . ( q 1 - A 0 ) . e k ( u , " Q 1 n ) + Q r F ( u ) - k ^ . F ' ( u ) . ( 1 + k^.K^.exp kfu'-Qju) ) 
(6.23) 
Take 
p y * 0 - ± ) ot (6.23) 
F ' ( u ) . F ( u ' ) - Qj.FfuJ.F'fu') - ( F " ( u ) . F ( u ) - F'(u).F»(u) ) . k _ 1 ( 6 < 2 U j 
X ( 1 + k^.K^.exp k f u ' - ^ u ) ) 
Take - 1 L ] of (6.2U)  l l . ^ 1 
Q r F ( u ) . ( F ' " ( u ' ) - k.F"(u«) ) - F'( u ) . ( F'• (u« ) - k.F'(u') ) (6.25) 
Siace F'(u) f K.F(u) for a l l coaataata K both aidea of (6.25) must 
vaaish. But R.H.S. i a aot zero by ( l . U ) . Hemce i t haa beea ahowa 
t h a t (6.21) caaaot hold. Therefore 
7 1 - 0 (6.26) 
Then (6.18) , (6.19) aad (6.1U) give 
A. - u' - Q .u + C 
1 1 (6.27) 
A 2 - F(u).(u' - Qx.u + C) 
vhere C i a a conataat. Substitute (6.27) i»to (6.15) »«d one obtaiaa 
a coatradictioa exactly aa above. Thia coapletea the caae N • 2. 
6U. 
§7«F s a t i s f i e s a L i n e a r Equation. 
I n t h i s section i t w i l l be shown that 
F s a t i s f i e s a l i n e a r equation. F i r s t define 
? = *' fc' + £ ( 7 a ) 
Then take ^ 6 of (U .9) . Then by section 5 the determinant of 
c o e f f i c i e n t s must be zero. Using (3.5) one has 
where the rows are as shown (k - 0,...,N-l). 
T^e ^0 - ^ t" 2 X - 2 - o f (7.2) *«d use ( U . l l ) 
< 
(7.3) 
Take ?\ -f- of (7.3) and use N > 2 (from section 6) 
(7.U) 
Equation (7.U) implies that F s a t i s f i e s a l i n e a r equation and so 
-w. 
From BOW on however i t w i l l be assumed that there are no repeated 
roots. Exactly the same method as given below should work when 
there are repeated roots ; t h i s w i l l not be considered though. That 
i s , from now on i t w i l l be assumed that F s a t i s f i e s 
F ( - 0 = 2. A. -e (7.6) 
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•where the A i and \^ ara complex constants with tha ^ d i s t i a c t . 
Define v - u' - Qj^.u (7.7) 
aad use v instead of u» as iadapaadaat variable. Thaa (U.10) i a 
\ f « - & , i - 0 , 1 (7.8) 
Then from (*».9) *«d sactioa 5 oao has 
where aad P^ are functions of Vif'tVjj.i a , l d v ovl^r* 
From ( l . 1 * ) at l e a s t two aust be aoa-zero. Take 
A x | 0 , A 2 f 0 , X x | 0 , X 2 + 0 , X x | X 2 (7.10) 
Nov the- c o e f f i c i e n t of e x p f X ^ u ) on the L.H.S. of (U .8) i s 
Aj.exp(X^v) which i s not zero. Hence the R.H.S. must have a term 
in expfXjQ^u). But t h i s means that there must be such a term i a 
F( u ) . So the co e f f i c i e n t s of e x p f X ^ u ) i n (U.8) to (U.13) (1-1,2) are 
A;**'" = Z - ^ + $-F. + /H.P, Or. 11) 
0 - - z • . 1L + • y , ( 7 - 1 2 ) 
^ • (7.13) 
O = • + • ( , 1 M 
These hold for 1 - 1 , 2 where P Q , , Z^ and nre functions 
of P j , . . . , p N ^ and v only while , X^ , Xg , aad are constants. 
(Actually, h a s been replaced by X^ and l a the old X^. 
Also the equations have been divided by some A. and Z. i s the 
J j 
Wi of (7.9) divided by these A^ . The k^ of (7.11) to (7.1*0 are 
rat i o s of the k^ i n (7 .6 ) . ) 
Also Aj and Ag are non-zero constants and yA^ =. \ ^ y / Q 
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§8.A Condition on X^. 
I a t h i s sectioa an equation which involves X^ and 
X ? only w i l l be derived. Define 
- f t 
A . 1,1. 
(8.1) 
I (8.2) 
Thea, by induction one has 
>v - 1 
(8. 





Also equations (7.13) and (7.11*) **• , for i - 1 , 2 
(8.U) 
(8.5) 
where A. and B, are coastaats for i = 1 , 2 . In f a c t 
I i 








4 g r/f, 
y £0 - 7 
(8.10) 
The d a s i r e d equation for X^ aad Xg caa now be writtea l a terns of 
aad . I t i s ahova i a aectioa 10 that t h i s equation i n p l i e s 
\ + 2X g - 0 i f N > 3 . The aext section deals with the case N • 3 . 
Now e l i m i n a t e the P 1#'«»*PN_2 derivatives of P Q and from (8.U) 





From (2 . 6 ) aad (8.10) one has 
S - (-DN.(h 
Note t h a t (8.13) holda evea for N • 3 provided 
*2 " 1 





Take ^ of (8.15) for k - 1 , 2 aad uaa (8.15) »nd (8.11) to 
e l i m i n a t e the derivatives of P Q aad . 
a k * P l ' \ ' 9 X p P 1 V + 7 k ' , X p V (8.16) 
vhere 
s 
S l i a i n a t e P j from (8 . l6) 
c ^ . ^ . e x p ^ v + 7 2.exp u g v ) - a g . (^.exp jijV + r ^ x p HgV) (8.18) 
Take P, • 2~ ± JL of (8.18) aad use (8.16) to eliminate P . 
= 0 " . v - 0 - ( * , • / • * - A (8.i9) 
Taking 1 '-T" ^" -w repeatedly of (8.19) o»« ««e« that the 
c o e f f i c i e n t s of exp \x^y , exp j i g v aad exp (Hj+tigjv must a l l vanish. 
So i f ± 0 then 
I (8.20) 
(#,4.) A -
Use (8.20) to eliminate i and t from (8.16) 
(8.17 
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{<£>, A,) 4 j _ = 4 ) r«fi, ^  - A, 4 7 <8-* 
T h i s i s the desired equation which iavolves X^ aad X^ only. 
§ 9 . I f N « 3« 
I t w i l l he shown i a the next section that for N > 3 
one must have X g + 2X 1 • 0 . However the case N » 3 needs to he done 
separately. So i n t h i s section i t w i l l be shown that Xg + 2X^ • 0 
i n the case N - 3 .For N - 3 the equations to be solved are (8. 1*) 










Nov (8.U) and section 5 giv« ^^J^O and %A f O so must have - 0 
(9.8) 
O (9.9) 
S i m i l a r l y * 3 *3 1 (9-10) 
Now 
l e t (9.9) act on P Q 
( 9 . U ) 
M ^ (9.12) 
S i m i l a r l y 
Take />, i L acting on (2^ + X g ) ^ . ^ ) - (X + 2X 2 ) (9 .13) • 
One sees that the co e f f i c i e n t s of exp |ijV ( i - 1,2) must both vanish. 
From (8.8) one then has 




£ of (9.1U) . Then by taking ^ o f t h i B O M fle*8 Take 
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that the c o e f f i c i e n t of exp u^v must vaaiah. That i a 
(2X t + X 2 ) ( u 1 + 2H 2).Z 1 - (\, + 2X 2)(2U, + H 2).Z 2 (9.17) 
But f r o a (8.8) u. . X./Q. ,aad i f Z, - Z_ thea taking / 2- + 2-
o f (9 -3) v - ( 9 « 3 ) v 0 givea a contradiction. Hence v.o.l.g. one nay 
take \^ + 2X g - 0 i a the case N • 3 • 
§10.That X c - 0. 
Thia r e s u l t has been proved i n the previous section 
for N - 3 so for the re s t of t h i s section assume that 
N > 3 , X 2 + 2X X + 0 , Xj + 2X 2 + 0 and * a + 0 for n > 1 ( 1 0 .l) 
One may also v.l.o.g. take 
(a) Define z . by l 
> 1 (10.2) 
(x2 - V.z'f - - fW 
(a) (n-1) f n - l ) > ) 
(10.3) 
z' ' » z . i I n-1 , g i n > 2 
Thea from (8.10) one sees that equals some constant (non-zero by 
(10.1) ) ti n e s z ^ I ^ *» d that Aj. equals the sane constant times 
z ^ 1 ^ . Hence equation (8.21) i s 
- ft C ] • [« 3 try (10.U) 
Then f r o n (2.h) , (2 . 9 ) and (10.3) one has 
(2) 
z 2 " p l 
<f-i v i -f * J 
Then fron (2.21*) and (2.25) one nay prove, by induction, that 
CD (v '0) 
I (10.5) 
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f1 , 7*,"% ^ ,H (10.6) 
vhere 
(V,-/; 
(») arc From (10.5) aad (10.7) the f i r s t fev z 
• 
* ( 3 ) " p 2 - ( x i + V- pi 
z ^ - p 5 - (UX X + 3X 2). P ] L.p 2 + (2X X + X g J f X j + X 2).p3 
z ( 5 ) , P j + _ ( 7 x i + U x 2 ) . P l . p 5 - (UX X + 3 X 2 ) . p | + (18X2 + 2 2 X ^ + 6 X | ) . p 2.p 2 
-(3X X + X 2 ) ( 2 X 1 + X 2 ) ( X 1 + XgJ.pJ 
Oae may thea prove, by induction, that 
(-> 




From (10.8) aad (10.9) oae has, by induction, that for n > 5 
*(* ' V i - { * < + - * * ) \ + C-DS } - P I - P » - 2 
- { ( 1 / 6 ) ( H - 1 ) ( « 8 - 5 » + 1 2 ) X 1 + i ( n - l ) ( a - 2 ) X 2 } . P 2 . P E _ 5 
+ I (1/2U)(3B -22a3+69a2-98a+72)X2 + | ( a - l ) (a2-l*n+6)X1X, 
(10.11) 
From (10.19) and ( l O . l l ) 
on using (10.10) that 
+ i ( . - l ) ( » - 2 ) X | }.X^.P B. 3 + 0 ( p B J t ) 
so dividing (lO . U ) by t h i s gives 
(10.12) 
from (2.28) . Then from (10.3) one has 
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®T-}\!
 r [±{?/'t--w*•)*,+{"-sKi-i"0 -° (i°-i3: 
From ( 1 0 . 8 ) for N - U t h i s i a - 1.^(2^ + XgJ.p* . 0 which contradicts 
( 1 0 . 1 ) . So for tha r a s t of t h i a aactioa oaa nay take 
u > u ( 1 0 . 1 U ) 
From ( 1 0 . 8 ) aad ( 1 0 . l l ) one may show that for a > U 
+ o(/R_»0 
From ( 1 0 . 8 ) , ( 1 0 . l l ) aad ( 1 0 . 1 5 ) one sees that the c o e f f i c i e n t of 
P l P K _ 5 i a ( 1 0 . 1 5 ) i a (X x - Xg) time. 
(N 3-6N E + 1 7 N - 1 2)X 1 + 3(N S -5N+8)X 2 - 0 
But t h i s contradicts ( 1 0 . 2 ) . So i t has been shown that Xj + 2 X G • 0 . 
§11 .For H - 3. 
I t has been shown that v.l.o.g. 
X l + 2 X 2 - ° (H»l) 
(U) 
I t has also been shown that f ^ • 0 for a l l i . That i s 
But 
4 
•# ° then imply that 
^ ^ ( 1 1 . 3 ) 
- - . 0 - - ^ (n.M 
7*. 
(11.5) 
By taking 1 . of (11.5) one sees that the coefficients 
of exp ^ v and exp (igV oust both vanish i.e. • - 0 . 
• f -Z-, + •Z.,1- = O (11-7) 
Note that i t is (8.U) to (8.7) which are being solved when (11.l) 
holds. Fron section 2 one would not expect the proof to repeat u n t i l 
one had done at least six cases. Hence only the lower values of N 
w i l l be considered i n this thesis. For the rest of thi s section take 
N - 3 (11.8) 
Front (2.11*) one sees that 
(u.9) 
Then (9.2) and section 5 i»ply 
^ - ~Zt = /, [ ^ - -i% t,'] = X; 2 (11-10) 
(11.11) 
Now front (9.1) to (9.5) 
(11.12) 
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Take of (11.10) tad us* (9.3) and (11.12) . 
B2. (1 - p 1.^ 2.Z 1).exp HgV - A j . ( l - p1.H1.Z2).exp l ^ v 
" P l 1 , ( p 2 " ( X1 + V' P1 ) , ( Z2 " Z 1 J 
Frort (11.5) and (11.10) one has 
(11.13) 
(11.1*0 
Take -j? of (11.13) »»4 u»« (H.7) ™<* (H.lM : 
1 
2(Z 2 - Z x) - n 2.p 1.Z 1.(Z 1 + 2.Z2) (11.15) 
since • -2^ 2 . Then i f one takes ^ acting on (11.15) then one 
r e a d i l y obtains a contradiction. So i t has been shown that there i s 
no B.T. of the font (1.2) when N • 3 • 
§12.For H » I*. 
I t w i l l be shown i n this section that for N - h there 
are no B.T. of the fora (1.2) . Take, for this section, 
N - h and Xj + 2Xg » 0 (12.1) 
Then from (2.1*) and (2.7) one nay show that 
C/a- ( = V V ) {X- Jd, -/, J>J (»•*> 
Thfin (e.i+) and section 5 imply, from (12.2), that 
(p2 + >.2.p^ ).w - 3.x 2( P l.z 3 + Zj - z2) (12.U) 
Take ^ of (12.U) and use (8.6) and (11.12) 
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[ X 3 + ^K /, 
(12.6) 
Now fron (11.3) 
Then from (11.6) and (11.7) 
F i n a l l y using (11.7) again gives 
(12.7) 
(12.8) 
Th«n (11.3) , (H.6) and (11.7) after a l i t t l e algebra iaply 
Take of (12.6) and use *(12.U) 
Then take 
i. 
f \A/ = O 
of (12.U) and use (12.9) and (12.10) 
(12.10) 
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2-Zy( l - P ^ ' V - H 2.Z 1.(Z 1 + 2.Z2 + H1.p1.Z1.Z2) (12.11) 
Take of (12.11) . Thea taking of this one sees that 
the coefficient of exp UjV nust vanish. That i s 
Z2 " Z l " P1* Z3 (12.12) 
Then one obtains a contradiction exactly as i n the case N » 3 . That 
is use the proof i n section 11 from equation (11.10) onwards. So 
i t has been shown that for N • U there i s no B.T. of the font (1.2). 
13.For N a 5. 
I t w i l l be shown that for N - 5 there are no B.T. of 
the fora (1.2) . Take (11. l ) to hold and use the definitions i n 
(2.31) and (2.32) . One then sees that 
D v ^ / , A ] 7 E = ?Al [7-%-/, 7 , ] * * 
I € * (15'1) 
Given 1 and b - i define fo for n > 2 by the same 
sequence as i n (2.31) and (2.32) . Then define Z by (15.2) 
Thea f r o * (8.U) , ( l 3 . l ) t (13.2) and section 5 one has 
(p + 2.x2.P l.p2).z5 - 9.x|.(z2 - zx - P l .z 5 ) + 3 . V^2 + h'^'ZU (13,3) 




•c Take *f_ of (13.3) and use (13.
1*) 
Z5 = 27.X3.P1 (13.6) 
Nov 7 7 = / / «o one oust also have 
(13.7) 
Let the operator i n (13*7) »ct on Pq . Hence 
Ag.exp n xv + Bg.exp Hg.v + 81.XJ.P - 0 (13.8) 
Take P, 7L + 7L of this and use (13.6) to obtain that the 
c o e f f i c i e n t s of the exponentials must be zero. That is Ag • Bg -
But t h i s contradicts the result of section 5. So i t has been 
shovn that for N • 5 there are no B.T. of the form (1.2) . 
§l*<.For N > 5. 
Define s ^ to be a constant times the t ^ of section 2 
(n) 
such that the f i r s t non-zero • ^  for fixed n i s equal to 1 . Then 
fro™ (2.36) one may prove by induction that 
( l ^ . D 
(Sn+3) 
" " 2 V p i ' 
(8n+6) 
8 6n*6 " " 2 V P1 » S(8b+7) - +X v 
8 6n+6 " + V P 1 ' « -
0 
a(8»+9) m 
8 6n+8 " " 2 V P1 , (8n+10) 8 6n+8 " + V p l 
Define 
(*2 - Xj). z(2) m (2) _ (1) z i r i r i 
(n-1) . (n-1) („) 

















r= x s + * ^  A'r *H3<X} +<x,Al) i-t-xl^/i 3 
(1«.5) 
Nov equation (10. U) must hold when the z's are defined by (lU.2). 
One then easily sees that this i s not true i n the cases N » 6 
and N =» 7 • (Use (l 1*. 1*) and (lU.5). ) Hence i t has been shovn 
that there is no B.T. of the form (1.2) provided N < 8 . I have 
not considered the situation vhen N > 7 • I t does seem that the 
method of this section is not suitable (and this is so because 
the analogous equations to (10.6) and (10.7) are very complicated.) 
The best hope of a method for general N seems to me to be that 
80. 
of section 13 , vhere hopefully an equation l i k e (13.6) always holds. 
S t i l l the method of this section does seem to suggest that there 
are no B.T. of the form (1.2) because equation (10.U) involves more 
and more terms the higher N i s . (Note that in section 10, one only 
needed to consider the term P j P j j . y ) 
The important thing to notice about this chapter i s that the 
equation \^ + 2Xg • 0 comes about as a property of the operators 
involved. So i f one chooses a more complicated u' dependence i n 
the B.T. then one should s t i l l obtain this equation. The f i n a l 




Another attempt i s made i n this chapter to find B.T. for 
u - F(u) (1.1) 
Only derivatives of u and u' w i l l be allowed i n the B.T. There 
does not appear to be B.T. of the form (1.2) of the previous 
chapter so one must allow higher derivatives of u' . The simplest 
case of t h i s type that one could have i s 
u* - P(u,u',u .u'.u ,u ,u ) xx ' ' x' x' j' xx' yy 
u 1 s» Q(u,u'.u .u'.u .u .u ) y ' ' x' x' y' xx' yy' 
(1.2) 
One could make P and Q depend on higher derivatives of u . However 
t h i s form has been chosen so as to make u and u' only occur to 
second order. 
I t w i l l be shown i n this chapter that there are no B.T. of the 
form (1.2). Both u and u' are assumed to satisfy ( l . l ) . 
I t w i l l be assumed throughout this chapter that 
F* * * (u) j» K.F' * (u) , F"(u) | K.F(u) ( l . j ) 
Define p » u > q - u , r - u , t = u and p* - u' (l.M 
x y xx yy x 
I t w i l l be assumed that u,u',p,p',q,r,t,u_^ and u _ _ are independent. 
xxx yyy 
Differentiate (1.2a) w.r.t. y and (l.2b) w.r.t. x . The coefficients 
of u and u are 
xxx yyy 
P. - Q„ - 0 - (1.5) z r 
Then one must have 
P - Fn + P..r 
0 1 . (1.6) 
Q * Q0 + Q r t 
where Pi and ( i - 1,2) are functions of u , u' , p , p' and q only. 




> • (1.9) 
* »' >y ' Z 0 ) 
^ >** ^ ' f - " ) 
The res t of this chapter is concerned with the solution of (1.7) 
to (1.12) . I t v i l l be shown that these equations do not have a 
solution. (Subject to (1.3).) 
§2.That Q - 0. 
I t w i l l be shown in this section that • 0 . Since 
the proof proceeds by contradiction assume that 
Qx I 0 (2.1) 
Take ^ f / - 7 ) - V * , VA- + Q -2.1 ( • ' *) • 
H i 
(2.2) 
Taking ^ ^ / ^ / **" » f o r • " 1 » 2 ' °* e s e e s » f r o m f 1 * ' ) * 
that - O . B u t (1.8) and (1.9) then imply 
is a constant (2.3) 
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Define z - p' - P^p (2.U) 
and use z instead of p' . Then (1.12) is 
I f P q i s not linear in p then (1.10) and ( l . 11) readily give 
that F i s a constant. Hence 
PQ - P 2 + P rp (2.6) 
where P? and P^  are functions of u , u' , z and q only. Then 
(1.7) to (1.12) give 
7 f 2 < ? . ^ 7S*.eM*-qvF'M-ls (2.10) 
^ ^ * v 
^ • = ? i ^ ^ . ^ , (2.12) 
r (0 2. *a \ n ( 2* 1 5 ) 
Taking \ >*t'h £i) f°r B " 1,2 °f (2>15) "d U8iBg (1*3) OBS 
sees that 
* 111 r= Pt.^A (2-lM 
1 4 ih 
Then (2.7) , (2.8) , (2.lU) , (2.15) and (2.l6) imply 
^ F(^)-1A - f U / , , ? ^ (2.17) 
I f _ 0 and P ^ O then d i f f . (2.8) v . r . t . u' to obtain a 
contradiction to (1.3) • 
I f 0 tken (2. lU) and (2.17) i«ply P^fM.z - P ^ P ^ F f u ) . 
Divide by P^ aad d i f f . v . r . t . u* to obtain a contradiction. Hence 
? 1 - 0 (2.18) 
Then (2.8) , (2.9) and (2.1U) give that 
P^ is a constant (2.19) 
Define 
aad use v instead of z . Then (2.12) is 
w - z - P^.u (2.20) 
^£3' - O V- Oj I . (2.21) 
Take (0^)^.(2.10) - (0^)^.(2.11) and differentiate repeatedly v . r . t . u 
to obtain (Q.) - 0 , using (1.3) . Then (2.1l) aHd (2.12) imply-
1 V 
Q2 is a constant (2.22) 
I f (Qq) w - 0 then (2.10) implies that F is a constant. Hence 
(Q Q ) w + 0 and so (2.10) aad (2.*2l) imply 
P 2 - K Q + M r u + Mg.Ffu) + M 3.F'(u) j 1 ^ - tf, 3 (2.23) 
Equations (2.9) and (2.10) then imply 
85. 
F / V ) - Mo His (2.25) 
0 - Mt_.1±° f <g_. (2.27) 
0 - M 3 ^ <?(. Py*f). (2.28) 
I f - 0 then (2.28) contradicts (1.3) or (2.1) .Hence 
Mj f 0 (2.29) 
Then (2.7) implies 
F " ( u ) - b Q + b^u + b 2.F(u) + b .F»(u) (2.30) 
Then (2.7) implies 
= ^ - L - ^ - y - r f 3 + ^ [ F ( « ' ) - f y (2.33) 
p - q - Q^.u' (2.35) 
and use P instead of q . Then (2.21*) implies 
Define . _ - - j . . 
<* 3 (2.36) 
I f Q Q • A Q + A^.u' + A2.F(u') vhere A Q , A^  and are functions of v 
end p only, then one sees that the coefficients of F(u') and F'fu') 
i n (2.25) cannot both vanish. Hence 
86. 
Q Q } A 0(w,p) + A^WjPj.u' + A 2(w,p).F(u') (2.37) 
T h r i ("?.^ ~) r.nd (2.3*0 :aust imply 
- 1 ^ ~ (2.38) 
Then (2.33) implies 
^ 2 r - Af- = P ~ O (2.39) 
Then (2.32) and - 0 imply 
- 7)^* /, M-^O (2>0) 
But (2.29) , (2.39) and (2.U0) imply that b g - b 1 - 0 . Then (2.30) 
contradicts (1.3) . So i t has been shove that (2.1) cannot hold. 
H e n c e Qx - 0 (2.U1) 
§3.For Q1 = 0. 
I t has been shovn in the previous section that Q • 0 . 
Then (1.9) gives that PQ and ?^  are independent of q . Then (1.7) 
g i V " Q0 - Q2 + V q ( 3 - ° 
Then (1.7) to (1.12) imply 
F ' ( * ' ) / ' = -die If? .?(«')+*/o F ( « ) r/rF'H* • (5*2) 
>vf ^ ' 
0 - ? S 5 / (3.6) 




>S . (12> + - (l& +r,.2&\ ( 5.8) 
Taking f j . 3 L . _ j L . o f ( 5 >8) one sees that i f this operator 
acting on i s not zero then there i s a function ot such that 
Take f L ^ . f ^ + «-2.1{*S) - f j . ^ c^Jl -7f3-0 t° 
obtain . P f^'") -=• O • J * * e »ssumed for the rest of this 
section that "is. >-) 
^ <? (3.9) 
Hence 
f,-2£l + Hi =. £? (3.10) 
The rest of this section i s devoted to proving that (3*9) cannot hold. 
Case 1. 
Ifl ^ O (3.11) 
Then from (3.10) one sees that u , u' , p and z may be used as 
independent variables where z = z(u,u',p,p*) i a given by 
p' - f(u,u*,z).p + z 
(3.12) 
PL = f(u,u ' ,z) 
Equations (3.6) and (3«7) i»ply 
PQ - A Q(u,u ' ,z) + A^u.uSzJ.p + A 2 (u,u' ,z).p 2 (3-13) 
since both Qg and independent of p' gives a contradiction to (1.3). 
After some re-arranging and defining A^ by (3*23) one has from 
(3-2) to (3-7) that 
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Consistency on (3.15) and (3.20) gives, using (3«H) t that 
(3.26) 
S>^£, » ( ? • (5.27) 
LF(V)-/W 
(3.28) 
I f ^ 0 then divide by i t and differentiate w.r.t. z to obtain a 
contradiction to (3.9). Hence 
A 2 - 0 (3.29) 
Now (3.17) , (3.21) and (3.27) one has 
. ' . Q 1 . { p " ( u » ) . [ F ( u , ) - f . P ( u ) ] - F'(U«).|"F»(U»)-F'(«)]]• ( 5 O 0 ) 
= F , ,(u).|^F(u ,)-f.F(u)] - f . ^ M . ^ ' f u O-rw] 
Take of (3>30) and eliminate . One obtains a polynomial i n 
f with coefficients which are functions of u and u' only. By (3.1l)» 
then, one has that these coefficients must be zero. The coefficient 
of f 3 i s 
F , , ( u , ) . F ( u ) . F , ( u ) . F , , ( u l ) - ( F"(u).F(u) + F'fuJ.F'fu') ).F'*' (u* ).F(u) (3-31) 
Without too much d i f f i c u l t y one then obtains that this contradicts (l.3)> 
So i t has been shown that (3.11) cannot held. 
Case 2. 
M - O ' (3.32) 
Then (3.3) , (3.M and (3.10) imply 
is a constant (j.33) 
D e f i B e z - p« - p r p (3.:*) 
and use z instead of p' . Then (3.5) to (3.7) inplJ 
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, " ' s 7 > 3 . (5.35) 
P Q - P 5(u,u',z) + ^ ( u ^ ' ^ J . p (3.36) 
Substitute t h i s into (3.2) to (3.7) 
>*•'>>• 3 
Consistency on (l.kl) " d (3.^2) using (3.9) i s 
O ^ O) 
(3.U1) 
C3.U2) 
Consistency oa (3^0) and (3.^2) i s then 
( P^F'fu') -Q 3.F'(u) ).z - P u.( F(u') - Q 3 . F ( u ) ) 
Take 3_ ^  .2L of (3.1*1*) and e l i a i n a t e P^ . Take jl ^  P, . ^ /^.JL 
^ ^ ^ 
of the r e s u l t and e l i a i n a t e +• £1 I f P, - 0 then one 
obviously has a contradiction to (1.3) . I f P 1 ^ 0 then one has an 
expression, l i n e a r i n and having no e x p l i c i t z dependence. Because 
of (3.9) the c o e f f i c i e n t of Qj i n t h i s as w e l l as the te r n 
91. 
independent of aust vanish. Take the c o e f f i c i e n t of , multiply-
by F(uO and subtract frost F(u) times the term independent of . 
One then has a contradiction to (3.9)* 
Hence (3.9) cannot be true* 
§k. p i s a constant. 
I t has been shown i n the previous section that (3.9) 
cannot hold. Prom t h i s , (3.6) and (3-7) one has that 
i s a constant 
Note that i t i s equations (3.2) to (3.?) which are being solved. 
I t i s desired to prove that i s a constant, so for the r e s t of 
t h i s section assume 
2*' 
P».2> 
I t i s then desired to find a contradiction. Eliminate Q g from (3-2) 
and (3.3) . Take r^- <f fy'repeatedly of t h i s to obtain 
Note that t k i s i n p l i e a that 
Case 1. 
• (»».5> P A \ Afu.u'J.P'.P - 1 
Then the c o e f f i c i e n t s of p 1 and P^p i n (U.3) must both vanish. 
Looking at the u dependence of the c o e f f i c i e n t of p' i n C*.3) one 
sees that F must s a t i s f y 
F " ( u ) - a Q.F(u) + a ^ F ' W ( U-6) 
vaere a Q and aj^ constants. Substituting 0*.6) into the p' 
component of (U.3) and using (1.3) one obtains that 
a - +1 (U.7) 
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Fro* (h.6) and ( l . j ) one has that F(u) - A^expfCju) + A 2.exp(c gu) 
or F(u) - (A x + A 2u).exp(cu) . 0»ly tke former case w i l l be considered 
here, although the l a t t e r case i s s i m i l a r . That i s take 
F(u) » A 1.exp(c 1u) + A 2.exp(c 2u) P*«8) 
vhere A x , A g , a»d c g are coastasts, aad where 
Aj + 0 , A 2 + 0 , C l t 0 , c 2 f 0 , c t + c 2 amd Cj ^ - c 2 (*.9) 
Define , , 
v-i(n»+a) , v - ^ ( u ' - u ) (>».10) 
TheH (3.3) *nd (3-1*) i"PlJ" 
Equations (3.2) to (3.7) them are, for i - 1,2 
^ ^ , (U.16) 
Note that (U.15) aad CU.l6) imply 
y * 
Eliminate Pft from (U.15) aad take 2-. + Pf . 2-
^ ' ; [ ^ # ' W ' 1 ' ' l x w ' ' W 
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see that both sides of (U.18) mist varnish. This , (*+.15) , 0*.17) aacL 
(U.2) imply that 
D i f f . v . r . t . p* and use the fact that the R.H.S. of 0+.18) i s 
zero to e l i a i n a t e W^ * One thea obtains a contradiction. Hence 
Eliminate derivatives of P 1 from (U.lU) and (U.19) using (U.2) 
/ r ^ T » v^.f-c^- ^- C'7 (U.20) 
Consistency on 0*.15) a»cl (U. 16) i s 
3 + c . . ( ^ t ' ) ^ ~ ° ( U * 2 1 ) 
where 
Take of (U.20) and use (U.20) to eliminate . Take 
^ -f JZ- ^--€ 1 J7_ repeatedly of the r e s u l t to see 
that the c o e f f i c i e n t s of exp(Cj-Cg)v , expCc^-c^Jv , expfcj+CgJv and 
expf-c^-CgJv must vanish. The c o e f f i c i e n t of expfCj+CgJv i s 
(cj^-c^J.Pj =» 0 which i s a contradiction. Hence (^.5) cannot hold. 
Case 2. 
P x - AKu'J.p'.p' 1 0*.23) 
Then (3-3) gives 
Q Q - B(u,u').( FfuJ.p" 1 - F C u ' M P T 1 ) (U.2U) 
(U.22) 
9h. 
Take f. • -4- ^st- of t h i s to obtain a contradiction. Hence 0*.2) 
cannot hold. That i s 
w 
But then (3.3) and (3.U) imply that 
P 1 is a constant C*.25) 
§5.P Q is linear. 
The equations to be solved are (3*2) to (3«7) 
(5,2) 
where P^ and are constants. Define 
z = p' - P r p (5.1) 
and use- z instead of p 1 . Then (3.5) and (3.7) give 
P 0 - ZQ(u,u»,z) + Z^u^SzJ.p (5.3) 
Substitute (5.3) into (3.2) to (3.6) 
= l Z p . f i + [ F ( V J - 'r^Hl-U; r *rf*h) (5.U) 
0 - i L f * < ? 3 • £ 1 ? ' = V • (5.6) 
0 = £ $ 3 . + /. 1 % * 2 * 7 - (5.8) 
As in the previous section, the proof w i l l not be given i n the 
case F(u) m (Aj+AgUj.expfcu) because i t i s very s i m i l a r to the case 
under consideration. I have c a r r i e d through the proof i n t h i s case 
and found, as i n section U, that (**.2) cannot hold and In the 
present section one finds that (5.9) cannot hold. 
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For t h i s section assume that 
Z, \- A(u,u').z (5.9) 
I t w i l l he shown i n t h i s section that (5.9) cannot hold. 
I f Z Q i s independent of u* then consistency on (5*1*) »»d (5.6) 
3ives that l L ? f equals a constant times z since, by ( l . j ) , one has 
(~&- +• <P dL ~\ r ^ 1 ^ 0 But then (5.M gives a contradiction 
to (5.9). Hence one has that 
^ <? (5.10) 
I f - then (5.5) and (5.6) give that Z. i s a constant 
and that Pj » 0 . Define w - z - Z^.u and use w instead of z. Then 
(5.7) and (5.8) imply that 
Z Q - WQ(u',w) + W^u'.wJ.u + W 2(u',w).F(u) 
Substitute t h i s into (5.6) and use ( l . j ) to obtain W2 a 0 . One then 
sees that the B*T. does not depend on u or i t s der i v a t i v e s . Hence 
(5.11) 
Eliminate Q ? from ( 5.U) and (5.5) . Divide by ( Z ^ , and d i f f . w.r.t 
I f both terms on the L.H.S. are zero then integrating up gives 
a contradiction to (5»9) or (5.10). So take _^ ^ 
repeatedly of (5.12) to obtain 
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%r'V) F'(«) 
The u dependence of (5.13) implies 
F " ( u ) - a Q.F(u) + « l.P"(u) 
So, by the discussion below (5*8) take 
F(u) - A 1-exp(c 1u) + Ag.exp(c 2u) 
Substituting (5.11*) into (5.13) gives 
(5.13) 
Q, - +1 
Define v • u i _ 














Note that i f - 0 then (5.21) implies Wg.expfcjY) - Wj.expfcgv) . 
Take the operator i n (5.23) acting on t h i s to obtain - AfuJ.z"" 1 . 
But then (5.23) gives a contradiction to (5.9) . Therefore 




•'• (',-') ^ t - - z r ^ , - ( c , * c O . K (5.26) 
Use the consistency condition on (5.21) *° eliminate derivatives of 
f r o ™ (5.21) : 
Take — l ) f • ^ - repeatedly of (5.27) to eliminate W , 
W1 W2 ' a B d ^2 * 0 n e 8 8 6 5 t h a t t h e c o e f ; f i c i e H t o f exp(2c 1+c 2)v or 
of erp(cj+2c 2)v in the r e s u l t must vanish. I n e i t h e r ' case one has 
( c 1 - P 1 . c 2 ) ( P 1 . c 1 - c 2 ) ( P 1 - 1) o 0 (5.28) 
I f Pj f 0 then one may w.l.o.g. take • P j ' c 2 • T a e n tron the 
above mentioned sequence of equations from (5.27) one may prove 
that W = c^ W-.W and W, » P?.W 0.exp(-c 0v) . Take 3 .2, ^ *2_ , 2 L 
3 1 1 2 1 1 2 2 ^ dry 
of t h i s l a s t equation to obtain « A ( T ) . Z ~ a , vhich, from (5.23) 
gives a contradiction to (5*9). Hence 
P. - 1 (5.29) 
Consistency on (5.21) i s then 
' • (5.30) 
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Take V 2 - t ~ Z 0 . 2 - 0 f (5.30) 






D i f f . (5". 31) w.r.t. z, multiply by and use (5.23). Solve t h i s 
and (5.31) for W1 and Wg . 
1-1 
(5.33) 
Wx = A. (Cj-CgHZj-CgZ)" 
W2 - B.fCg-CjXZj-CjZ)' 
Substitute (5.33) iHto (5.30) and use (5.2l), to obtain for a constant K 
A(v).(exp C.V - l ) " 1 - B(v).(exp c 2 v - l ) _ 1 . K 
From (5'32) one sees that t h i s cannot be true. 
So i t has been shown that (5.9) cannot hold. This completes t h i s s e c t i o n , 
6.Conclusion. 
The proof that there are no B.T. of the form (1.2) w i l l 
be conoleted i n t h i s section. From the previous section one has that 
(5.9) cannot hold. Hence 
Zj - A(u,u'),z 
Then (5.5) and (5.1l) imply 
Q 2 - Bfu.u'J.z - 1 
Then (5.7) implies 
Z Q - C(u,u').z 2 





^ 7 3 
Note that (5.11) i a 
2A rt o 
Eliminate B from (6.U) and (6.5) .Repeatedly take the operator i n 










Suppressing the u 1 dependence one may replace the f i r s t two columns 
in (6.11) by (0,1,8^8,,) and (l>a^,a 1 +,a^) respectively. Take F ( u ) . c o l 2 
from c o l k and F ' ( u ) . c o l 2 from c o l 3 * Expand along row 1 . 
In the resultant 3*3 determinant again use the constant column to 
expand along row 1 . I n the resultant 2X2 determinant one sees that 
the f i r s t column i s the derivative of the second. Integrating t h i s 
one obtains that 
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P«' • (u) = b Q.F(u) + b ^ F ' (u) + b 2.F« 1 (u) (6.12) 
•where b Q , b j and b p are constants. 
Case 1. 
F " ( u ) | c 0.F(u) + c^F'Cu) (6.13) 
From (6.11) , (6.12) and (6.13) i t i s not too d i f f i c u l t to see that 
Q, » +1 
5 (6.1M 
- -1 and F 1» 1(u) - K.F'(u) 
I f P ! * t a e B (6.6) " d (6*7) S i - * * t t t** A a n d c a r e independent 
of u when u and v • u' - P ^ u are used as independent var i a b l e s . Take 
r - a - *0 - A * x o f ( 6-5) w*i«e u and v are 
used as Independent variables aad use (6.12) and (6.11*) : 
B = b*.B + b 1 s B + b_.B (•) uuu 0 1 u 2 uu v ' 
With u and v as independent var i a b l e s , equation (6.9) gives, on 
9 
integrating, that _ _/ v . 0 °' B » D(v).exp A.u 
Substituting t h i s into (*) one obtains that A ( r ) i s a constant. This 
contradicts (6.10). So one must have 
P X k Q 3 (6.15) 
Consistency on (6.8) and (6.9) i reply 
F'(u) + F'(u') - 2.A.F(u) + 2.C.( F(u*) - Pj.F(u) ) (6.16) 
Define , _ , c 
v a u' - Qj.u (6.17) 
and use u and v as independent var i a b l e s . Then (6.6) and (6.7) imply 
A - C - 0 (6.18) u u « * ' 
I f = -1 then (6.lU) gives F(u) » F Q + F ^ e 0 " + F 2 . e ~ c u where F Q , 
F 1 and F ? are constants, substituting t h i s into (6.l6) one r e a d i l y 
obtains a contradiction. Hence one must have 
Q 5 - +1 (6.19) 
I f F(u) = ( F Q + F 1.u + F 2 . u 2 ) . e C U or F(u) - ( F Q + Fj.uJ.exp c ^ + Fg.exp c 2 u 
then (6.16) r e a d i l y gives a contradiction. So take 
F(u) = F 1.erp CjU + Fg.exp c g u + F^.exp c^u (6.20) 
where F and cA are constants. 
(6.2U) 
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Substitute (6.20) into (6.16), equate c o e f f i c i e n t s of exp CjU for 
i » 1,2,3 . Then eliminate A and C from these equations 
y 7 (6.21) 
Since , c g and c^ are d i s t i n c t , one sees that (6.21) can only be 
s a t i s f i e d i f c 5 „ C i + c 2 . o (6.22) 
or equivalent e.g. - c^ + ^ • 0 . So one may take 
F(u) = K Q + K r e C U + K 2 . e _ C U (6.23) 
Substitute (6.23) into (6.16) and solve for A and C. 
C = ic.coth |-cv 
A = C.(Pj-1) 
Substitute (6.23) into (6.U) or (6.5) to obtain 
B - K 0.W Q(v) + K 1.W 1(v).e C U + Kg.WgfvJ.e"011 (6.25) 
The terms independent of u i n (6.5) and (6.9) are then 
0 •= W 0 + (l-f,). A 
0 - - A. W0 
From t h i s and (6.2U) one e a s i l y obtains a contradiction. So (6.I3) 
cannot hold. 
Case 2. 
F " ( u ) * c 0 . F ( u ) + e r F ' ( u ) (6.26) 
Substitute (6.26) into (6.11) to obtain a polynomial i n ( F 1 ( u ' ) ) / ( F ( u ' ) ) 
with constant constant coefficients.From (1.3) these c o e f f i c i e n t s must 
vanish. I t i s then not too d i f f i c u l t to see that t h i s can only 
happen i f 
Q 5 - +1 (6.27) 
Define , 
v = u* - u (6.28) 
and use u and v as independent va r i a b l e s . Then (6.6) and (6.7) are 
A u - C u - 0 _ (6.29) 
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Only the case 
F(u) =» Kj.exp kjU + Kg.exp kgU (6.50) 
w i l l be considered here. The case F(u) - (K Q + KjU).exp ku i s very 
s i m i l a r and l i k e the present case does not give r i s e to any B.T. 
From (1.3) take 
K x f 0 , K 2 J> 0 , k x f 0 , k 2 t 0 , k x + k 2 and k x + -k 2 (6.3I) 
Now equation (6.h) or (6.5) gives, on using (6.29) a«d (6.3O), that 
B = Kj.W^vJ.exp k ^ + Kg.Wg.exp k gu (6.32) 




Eliminate derivatives of Wt from (6.35) and (6.36) . Di f f e r e n t i a t e the 
r e s u l t w.r.t. v and use (6.33) to (6.35) to eliminate derivatives 
of A , C and . One then has that 
Eliminate A from (6,37) 
Note that i f P - 1 then (6.36) implies A => k. • k_ . 
* « 1 2 
From (6.37) and (6.38) 
2 A ^ ) - Xx ( Srri){r, - ^ ) - < (A'*,) (/,-/ 
(6.39) 
Also from (6.35) and (6.36) : 
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wr ( A x - ' , ) . ( 4 < - ~ ) - 1 (P,-0 ( < ' ' " - X 
(6. 
Substitute (6.39) " i d (6.k0) into (6.36) 
One then sees that, because of (6.31), t h i s cannot be true. 
So one sees that ( l . l ) has no B.T. of the form (1.2). The next 




A f i n a l attempt w i l l be made I K t h i s chapter to 
f i n d B.T. for equations of the form 
= F(u) (1.1) 
by allowing the B.T. to depend on derivatives of u and u' only. 
One i s only interested i n B.T. which are us e f u l i n solving ( l . l ) . 
So one would l i k e the B.T. to be as simple as possible. The 
eas i e s t way that t h i s can be done and which has not been considered 
previously i s i f one equation i n the B.T. i s an ordinary d i f f e r e n t i a l 
equation i . e . take 
PK+1 = P ^ P i ^ - ^ P M ^ ' i P j * . . . ^ ) (!.2) 
f o r one of the equations of the B.T. p a i r . Here and p^ are 
the i t h derivatives of u and u* respectively. 
I f the B.T. does not reduce to f i r s t order equations for 
u 1 (considered i n chapter 3) and i f neither of the equations i n 
t h e B.T. reduce to an ordinary d i f f e r e n t i a l equation then i t i s hard 
t o see how the B.T. could be us e f u l i n solving ( l . l ) . Unfortunately 
from the r e s u l t of t h i s chapter there does not seem to be any B.T. 
of t h i s type for ( l . l ) . 
I f one d i f f e r e n t i a t e s (1.2) w.r.t. y and assumes that both 
u an.i u* s a t i s f y ( l . l ) then i f u' a c t u a l l y appears l a (1.2) then 
one nay take the second equation i n the B.T. to be 
*y = Q(u,P 1»...,P M;u ,,p[,...,p^;up (1.3) 
A c t u a l l y , from the lemma of section 3 o f chapter 3 » one sees that 
the s-cond equation must be of 'this form provided only that the 
siraplest form of the f i r s t equation i s (1.2). 
To look for a l l B.T. of the form (1.2) and (1.3) i s very 
d i f f i c u l t . The main motivation for t h i s chapter was the numerical 
r e s u l t s f o r the double sine-Gordon equation. Also, i n a l l examples 
considered so f a r one has found that F(u) of ( l . l ) must s a t i s f y 
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a l i n e a r equation. So, for the r e s t of t h i s chapter, instead of 
( l . l ) take the equation to be 
u » s i n u + K.sin cu (l.*0 
where K and c are constants with 
K ^ 0 and c . ( c 2 - l ) f 0 (1.5) 
Even w i t h t h i s s i m p l i f i c a t i o n i t i s very d i f f i c u l t to work with 
t h e fonts (1.2) and (1.3) » A reasonable assumption seems to be that 
one cannot t e l l whether u or u' i s the "new" variable . I n f a c t , 
i n analogy with the S.G. i t w i l l be assumed that the B.T. has 
the form 
iWi+i " V i ) B p(Po' pi'---'% ;P6 ' p l"-" pN ) (1.6) 
t(q* + q)=» Q(p0»P1*...,PN;p0»Pj,...»Pjr) 
Note t h a t i f there i s a B.T. of t h i s form then since -u i s a 
s o l u t i o n of ( l . 1 * ) whenever u i s there i s a l s o a B.T. of the 
F 0 ™ PN+I + PN+1 " P 5 q ' " q " Q ' 
I t i s proved i n the r e s t of t h i s chapter that for N < 5 there 
are no B.T. of the form (1.6) for ( l . U ) . 
For n > 0 , ^ _ A^.^U -M + ^ + K.C^^ ^ + K ^.C^> 
^ f ~ .n-> ^  (1.7) 
Now t h i s i s the d e f i n i t i o n of A , B , C and D„ which are functions 
n a n n 
o f p l ' * " ' p n - 1 o n l ? ' The f i r s t few are 
A l = 1 B j - 0 C l " 1 D l s s 0 
A 2 = 0 B 2 a P l C 2 » 0 D 2 - c.p x 
A 3 --v\ B 3 - P 2 - -Cf.P
2 •V C P 2 
= -3-P 1.P 2 h 3 p 3 % - -3.C 2.P 1.P 2 o.P 3 
(1.8) 
; 3 - p l 
Define 
p' • a + 0 *n n n 
p = a - 3 n n n (1.9) 
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D i f f e r e n t i a t e the f i r s t of (1.6) w.r.t. y and the second w.r.t. x. 
The c o e f f i c i e n t of q' - q i n the f i r s t nust vanish i . e . 
- O (1.10) 
Also the c o e f f i c i e n t of « N + ^ i n the second mist vanish i . e . 
.25 - O (1.11) 
I f F does not depend on u or u* then the co e f f i c i e n t s of sin u' 
and cos u 1 i n the y derivative of the f i r s t of (1.6) must vanish. 
The lersrsa of section 3 of chapter 3 i s then applicable and one 
sees that P - i p ^ + 1 cannot depend on p^ f o r any a. But P does 
not depend on P^+^ • Therefore 
-± o ( i . i 2 ) 
Then from the y derivative of the f i r s t of (1.6) one has 
Q = Q 1 . s i n 0 o + Qg.cos 3 Q + K.Q^.sin cP Q + K.Q^.cos c0 Q (1.13) 
Now consider the x derivative of the second equation i n (1.6). I f 
Q does not depend on 0^ then one sees that i t cannot depend on 
0 N j or . . . or 3 Q . But then the R.H.S. i s independent o f 0 Q 
while the L.H.S. i s not. Hence 
2 £ -± o ( L i * ) 
A l s ° P =. P Q + * v S (1.15) 
Substitute (1.13) and (1.15) i n t o the y derivative of (l.6a) and 
into the x derivative of ( l . 6 b ) . Defiae 
(1.16) 
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L J ^ 
^ / / ^ - l ; (1.17a) 
T (Mo ^ < 
//-1 (1.17b) 
A/ 
( i , i ? c ) 
(I.17d) 
Froa (1.7) one sees t k a t , f o r » > 1 
B = E + p , n n ' n - l 
D = P + C.p , n H a-1 
(1.18) 
where E and F are functions of p.j...»P _ only, n n 1 n-2 
The equations to be solved are 
Cf>^*~ (1.21) 
108. 
L 1 / J J (1.23) 
0 • (1.2U) 
(1.25) 
<fy- ' 1 (1.27) 
(1.31) 
I t i s equations (1.19) t o ( l . 3 l ) which one wishes to solve. The 
r e s t of t h i s chapter i s devoted to solving these when N < 5 . I t 
i s found that i n t h i s case they have no solution. 
• 
§2.Basic Results. 
Three s a a l l r esults are found i n t h i s section. The 
f i r s t i s the case N • 1 . The second i s t o f i n d how the operators i n 
(1.16) and (1.1?) coasute. The t h i r d i s that Pj nust depend on 0 N . 
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For N = 1 , i f i s independent of &^  then (1.21) i a p l i e a = 0. 
But then (1.22) cannot hold. Hence 
* 0 (8.1) 
Consistency on (1.21) and (1.23) i s then 
{f> > f, if, 
Consistency on (1.22) and (1.23) i s then 
i . e . » c.^.cot cccQ (2.3) 
S i m i l a r l y from (1.19) » (1.20) and (1.23) one has 
Px - P^cot o Q (2.U) 
But (2.3) and (2.U) cannot both hold. This completes the case N » 1 . 
So froa now on one may take 
N > 1 (2.5) 
From section 2 of chapter 3 and, i n p a r t i c u l a r , equation (2.9) 
of that section one may prove, i n the notation of t h i s chapter 
that 
(2.6b) 
i ^ - ^ <*\ - c f r (2.6c) 
' ^ , (2.6d) 
(2.7) 
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F i n a l l y i t w i l l be shown that Bust depend on 0 N . So suppose 
2£ - O (2.8) 
I t i s then desired t o f i n d a contradiction. D i f f e r e n t i a t e (1.2U) t o 
(1.27) w.r.t. P N and use ( l . l U ) 
Hi - O (2.9) 
But then the co e f f i c i e n t s of s i n a Q and cos a Q i n (1.2H) and (1.25) 
must vanish i . e . 
VI - o (2.10) 
= - i ( a . i i ) 
Since N < 5 only i s being considered one nay replace N i n (2.10) 
and (2.11) by U . I suspect that the r e s u l t that (2.8) cannot hold 
for any N but i t i s not necessary t o prove i t here. So (2.10) 
and (2.11) may be replaced by 
/ , • } % + X . IL - - | (2.15) 
Consistency on these i s 
2L - & (2-1*0 
But then, from (2.12) and (2.13) one sees that (2.8) cannot hold. 
Therefore 
U l ± 0 A/ «j 4- ( 2 . i 5 ) 
I l l 
§3. For P, = O. 
I t w i l l be shown, at the end of t h i s section that 
£>.z f, = o 
For the present assume that (3.1) i a t r u e . Define 
(3.3) 
(3.5) 
Then (1.19) t o (1.23) i»ply 
From (1.-23) , (3.U) and (3.3) one has 
From t h i s and ( l . l 1 * ) one has 
Now S ^ S , C, •= ( ^ J + ^ I ^ O ^ *rcm (3.2) 
Take ifc)^ of (3.5) t o obtain 




where $ ^ - C? ^ ^ / 2 ( 3 > 9 ) 
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Then (3.5) i s 
(3.10) 
So one nay w r i t e 
(3.11) 
where (3.9) holds f o r i - 3 . Proa (1.26) , (1.27) and (2.6) one has 
(3.12) 
^ > [ ^ / ^'7 " - C N , . ^ C. (^ 
Note that one nay read o f f ^ a a d ^ ^ ^ 
froa (3.12) aerely by taking c • 1 . So here and i n a l l future cases 
only the equations f o r i - 3,U w i l l be w r i t t e n down e x p l i c i t l y . 
The case N • 2 can now be dealt with quite easily. 
Case 1. 
N = 2 (3.13) 
Take of (3.12) 
1 A = - (3.1M 
7, > S - * } 
(5.15) 
E l i a i n a t e derivatives of Pj fro a (1.25) , (1.27) and (3.1) 
Q 2.( C.0J.CO8 ca Q - Pj.sin ca Q ) . Qu.( Pj.cos o Q - P ^ s i n o Q ) 
Then (%9) , (3-15) and (3.16) i a p l y 
(R 2 + P^.sin o Q. ( c.Pj.cos ca Q - Pj.sin ca Q ) 




Take of (3.17) a f t e r d i v i d i n g by sin Q . 3 i n c : 
(R„ + e i).(-c 2.0 i.cosec 2 co Q) - (R g + c 2 ^ ) . (-P^cosec2 s Q ) (3.18) 
Note that i f Q2 =» 0 then (1.25) with (3.1) contradict (2.15). 
D i f f e r e n t i a t e (3.18) w.r.t. P to obtain t) ^ y. _ ^ . 
Then d i f f e r e n t i a t e (3.17) w.r.t. P g and use (2.15) to obtain a 
contradiction. 
Case 2. 
I t has now been shown that 
N > 2 (3.19) 
From (1.7) one may take, f o r n > 2 , 
C • - - ( n - l ) . c 2 . p ,p p + H (P 1,...,P B_ 3) 
n 1 n-2 a 1 « D (3.20) 
D = c.p . + F (Pi>«..»P__*) n n-1 n 1 n J 
Then from (1.28) to ( l . 3 l ) , (2.7) ,(3-8) , (3-11) " d (3.12) one has 
(3.2 
(3.21b 
, ( 5 - 2 5 a 
^ ' (3.23b 
^ 7 r u e " w < i - -
(%2U a 
* o *= ft - v,) - ^  ± <v7>? - < ft,.; * ^  *,].^ 
( 3 . 2 1,1 
21a 
Ilk. 
The rest of t h i s section i s devoted to proving that (3*1) i s t r u e . 
So, f o r the rest of t h i s section assume 
f % 1 O (3.25) 
Fro* (?.3) aad (3.1*) one has 
Take of (3-26) and use (3.25) 
-z, .2£v 1 - /. - * I 
Continuing i n t h i s fashion one obtains 
for some function . 
(3.27) 
Then, from (1.11*) one say w r i t e 
= v = / , - • , * - (3.28) 
f o r some function . Then from (3.26) and (3-27) one may w r i t e 
IffJ J J 
Take — ^ of (1.19) t o (1.22) 
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Then d i f f e r e n t i a t e (1.19) and (1.21) v . r . t . 3^ t o obtain a contradiction 
t o ( l . l l O . So one has 
(3.52) 
Take f- 7.y 2 - of (1.19) and (1.21) and use (3.28) and (3.32) 
(3.33) 
Take -f- " 2 ^ . JL of (1.20) and (1.22) and use (3.28) and 
(5*35) to obtain a contradiction. So i t has been shown that (3*25) 
cannot hold. 
Change of Variable. 
Use (2.15) t o define 
and use z instead o f 0^ . Also define X • X(o Q,...,0£^_^;3^,...;z) 
such that P„ • X i . e . N 
z = P 1 ( V " - ' a N - i ; 0 i , - - - ' V i ; X ) 
Equations (1.23) and (3*9) are 
(U.2) 




Also (3«l) gives oa in t e g r a t i n g 
X - z . a N _ 1 + RU 
where R,, does not depend on ^ . 
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Define V (U«5) 
Now (3.11) i s 
(U.6) 
1 
I f one defines K ai d R. by ft.6) then one finds t h a t (j.23) and 
0 1 
(5.2li) are s a t i s f i e d provided (1.25) , (1.26) , (3.21) and (3.22) are 
true. (Use (2.6) ) . So tken (1.19) t o (1.27) , (3.21) and (3.22) are 




* * « 3 ^ C -fa** ( M ) 
(fc.il) 
? 3 * f - -
' J (U.12a) 




Also equations (2.6) give 
C-.15) 
(U.l6a 
(14 . 16b 
The r<*at of this section i s devoted to proving that 
3 £ , ? 0 C».17) 
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where t h i s means that a l l 3 x 3 determinants with rows as shown 
cannot vanish ( i takes on any 3 distinct values from 1 , 2 , 3 or k ) 
I f *13 •=, O then # 3 $L^° gives ~ ~ Q 
Take of (U.9) to obtain "&Qj_ _ ^ O 
Continuing i n this fashion gives that Qj^  i s a constant. Then (U.9) 
i s Q 2 = 0 . But then C+.10) cannot hold. Hence 
ISd W O (U.18) 
I f X-§£,'-^ (? i . 1,2,3,** , then (U.ll) implies 
"f X ^ . J g V - <?y Take 2. 4. X* . 
of (*».9) and (U.10) (working down from a a N-2 to n • 1.) to obtain 
^ 3> • ' ' ' 
Take + XG ^ of (U.9) and use (U.18) and 
V 
I ^ J 
T a k e ° f ^' 1 0^ t o o b t a i B a contradiction. 
To prove (^.17) i t i s then only necessary to prove that (U.20) 
cannot hold (because of (**.18) and (^.19) 
l£- + x' , ; x.m- + x*' 
So for the rest of this section assume that (U.20) i s true. 
I t i s then desired to find a contradiction. 
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Take ^ + ^Cn ~~ + o f ^ ' 9 ) a n d ( U , 1 0 ) ' vorklng 
t>.2l) 
/ - \ » _ • 
down from n » N-2 to n - 2 .defining X ^ and X^' as one goes : 
S i m i l a r l y froa (U.9) , (U.10) and (U.ll) : 
^- +- 2- + X*J. ]L of (U.9) and (U.10) 
where 
Then (U.9) , (U.10) , (U.21) , 0.22) and (U.23) girt 
X _ . li?/ - B . 0.25) 
X, IS} •= <-.f, c*-26' 
and use (^.23) and (U.21*) : 
Take 
Multiply by X ^ and use (U.25) and C+.26) 
Take CC'A. and then of the result to 
obtain a contradiction. So i t has been shown that (^.17) i s true 
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§5.That N > 3. 
Define 
(5.2) 
Then from (U.9) to (U.ll) 
Now 
;ut (Pi^S'^S <®0?- - ° a n d (U'17) t h C n 
O. (5.5) 
S3"1 = 1 J93 (5.6) 
fi^ A3 ^  (5.7) 
(5.8) 
(5.9) 
Fron (5.7) and (5.6) one nay write 
R 3 * T 2 + T3'°N-2 
\ - T o + + T3'aN-2 
where 
£L T. ~ * o... 3 (5.10) 
The rest of this section deals with the case 
N - 3 
In this case *,ae equations to be solved are (U.9) to (U.jU) where 
(U.7) and (U.8) are 
121. 
Wo df, rf-L 
(5.11) 
3 
^ 2 . +. ^  c*0.2. ^.v 
3 a*o a/?, 
-f- C.fi,. Cer* C 2L 
(5.12) 
Take $ 3 of (U.13) 
(5.13) 
Eliminate derivatives of T^ from (5.10) , 7^  - O and " j j ^ ~ 
(5.1U) 
Then (5.10) and (5.1*0 i n p l y 
f ~* 
(5.16) 
Take of (5.16) a f t e r , m u l t i p l y i n g hy (sin a Q.8in c a Q ) _ 1 t o 
obtain a contradiction. So i t has been shown that N > 3 • I n f a c t 
the rest of t h i s chapter deals only with the case N = k . 
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§6 .Lesraa. 
The r e s t of t h i s chapter deals with the case 




and use w instead of P N _ X . The* equatioas (U.9) to (U.lU) are 
5 M ' ^ * ^ (. ( 6 . , ) 
(6.Ub) 










i - l ^ - 3 c*./, . f ^ C ^ c * . 
(6.11b 
Further equation 0*.l6) gives 
(6.12) 
(6.13) 
F i n a l l y ('l .17) 1« 
l i d ' I _£ £ 
In the re s t of t h i s section i t i s shows that i f 
*ft-.X-°, 1 = /... -
(6. Ik) 
then X i s a constant, provided ^ 0 • So assuae 
- 0 
and 
X i s not a constant 






Then f r o * (6.8) , (6 . l6) and (6.17) one has 





Now (6.19) are 6 equations for the derivatives of X w.r.t. the 
6 independent variables i n the problem. So the determinant of 
coe f f i c i e n t s must vanish. But, from (6.17) and (6.20) one may 
replace the column corresponding to 22£ by R.H.S. of (6.17) and (6.20] 
Then since ^ 0 one has, a f t e r some re-arranging (add P j . c o l 5 to 
co l 1 ; divide c o l 1 by ; add f ^ . z . c o l 5 + (f* 2 ~ °j.z).col 1 to c o l 6 ; 





Q^.sin a Q 
c.Q^.sin ca( 
s i n a Q 
0 
s i n ca. 
Qj.cos a Q 
Qj.cos c a Q 
cos a. 
cos cot-







- s i n a„ 
-c.sin ca„ 
Qg.cos a Q 
c.Q u.cos c a Q 
+ ^ ) . c o s a Q 
-2.0^.0 . s i n o Q 
- c 2 . ( P ^ + a 2 ) . c o s c a Q 
- 2 . c 2 . a 1 . 0 . . s i n ca_ 
Q u . s i n c o Q 
vh«e y x = ^ . Q j . o ^ p ^ c o s a Q - Qg. (0^ + 3 ^ ) . s i n a Q 
Y 2 - - 2.c 2.a 1 . 3 1.Q 5.cos c a Q - c 2.Q u.(a* + 3=).sin c o Q 
(6.22) 
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Takeo£)^. of (6.22) . Because of (6.7) i t only acts on o^. So one 
se«s that the c o e f f i c i e n t of cc? l a (6.22) must vanish. That i s 
c.Q^.cos a Q . Q 2.cos caQ (6.25) 
Take and then of (6.23) 
Q u . s i n a Q - Qg.sin c a Q (6.2U) 
Using (6.5) and (6.6) one then has a contradiction. So i t has been 
proved that (6.16) cannot hold. That i s 
I f T ± 0 and J ^ . X = O then X i s a constant (6.25) 
§7.That T, ± 0 . 
For t h i s section assume that 
T 5 = 0 (7.1) 
One then wishes to fi n d a contradiction. Note that the equations to 
be solved are (6.5) to (6.11) . Define 
£> 7 = < 0 5 S( - £>( £)s (7.2) 
Then (6.5) to (6.7) give 
($ 5 & 7 - J 0 7 - t f ^ * and (6.H0 i a p l y 
© 5 ( T / - X T : l ) - O (7.5) 
* 
® 5 ( ^ 5 T o ~ < ® 6 T ' ) = ( 7 ' 7 ) 
(7.8) 
Nov 
Q5 £)7 - £)7 £>s 
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From (7.2) , (7.5) , (7-6) and (7.8) one «ay write 
T 2 " V l + V ° l 
T l = V 0 + 2 ' V 2 ' a i 
1 
where 
Equations (6.9) , (6.10) and (6.13) then lnply 
• } 







3 J r (7.1M 
(7.15) 
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Froa (7.13) i t i s aot too d i f f i c u l t to show that 




and use otQ , cc^ , 3^ , tj , w and z as independent v a r i a b l e s . 
Define \ = V (7.18) 
and use % instead of w (which i s allowed because of (7.16).) 




Then (7.12) , (7.13) and (7.15) i a p l y 
3 b ^, 3^ ^1 











Eliminate derivatives of from and 
Q 2» ( c . ^ . c o s c a Q - z.s i n cotQ ) = Q ^ f B ^ e o s a Q - z.s i n o Q ) (7.2U) 
But then (7.21) and (7.2U) imply 
(6 + 0 1 ) . s i n a Q . (c.Pj^.cos cctQ - z. s i n c<xQ) 
- (c ^ . P j + I ) . s i n c a 0 . O 1 . c o s a ( ) - z. s i n aQ) 
which i s c l e a r l y f a l s e . So i t has been shown that (7.1) * a s t 
f a l s e . Therefore 
T ? | 0 (7.25) 
§ 8 .For T, * 0. 
From (6.8) , (6.25) and (7.25) one has that 
T_ i s a non-zero constant (8.1) 
Define 
= B5B(- 0 ^ (8.3) 
Then (6.6) to (6.7) imply 
Define 
®^ = $ 5 $ 7 - j9 7 ^ (8.5) 
+ .-r (8.6) 
Then (6.7) and (8.U) imply 
Sib'* (8-7> 
Now ( < 0 £ jfc^ - j E ^ < £ ^ ) ^ C ? - • }<h and (6.1M imply 
129. 
T - O 
S "u 





T, = Urt + U,.o. - ^ .U„.cr 1 " w 0 1' 1 2' 1 
2.T 2 - T j = U 5 + U u.o 1 + Ug.a* } 
where 
5 •« 7 "7 
Th-n (6.9) , (6.10) , (6.12) , (6.13) and (8.12) imply 
c\ C<*\ 









7} - T , . c . 
(8,18) 
(8.19) 




Then (6.25) , (7.25) , (8 . l6) and (8 .2 l ) imply 
U 2 and are constants (8.22) 
I f 3^- _ 0 then d i f f . (8.18) w.r.t. w to obtain \^3- — <? . 
One then r e a d i l y obtains a contradiction, from (8.18) . Therefore 
Define ^ = z -
TJ2 - P £ 
(8.23) 
(8.2U) 
and use a 0 ' S l ' *1 ' " l * *2 B l l" , W " i B d e P e n d e n t v a r i a b l e s . 
D f i f i R S | » U j a ^ a ^ p ^ n ^ n ^ w ) 
and use I instead of w . (allowed because of (8.23).) 






d - O ^ °J *> V , 5 / ^ 7 
(8.26) 
Let v = Z(a0,a1,P1,T)1,TJ2,|) be the inverse of (8.25) . Then, from 
(8.13) for i = k one may write ( a f t e r integrating) 
z - u 8 + ^ V " ! ~ U 2 ' a ? + V a i 





- j ^ T y C.Ccd cSo + ^^x. «^*c>7 - 2 - ' (8.29b) 
7-
(8.^0) 








*3 - (8.38) 
Also (6.lM i s 
o 
(8.39) 





I t w i l l be shown i n the 
have no solutions. 
§9.That f 0. 
For t h i s section assume 
U ? - 0 (9.1) 
A contradiction i s then found as follows. 
Define m g + A 
1 2 1 3 1 ( 9 . 2 ) 
° 2 = T 3 , T , 2 + *'P1 
ar.d use ccQ , \> , and | as independent v a r i a b l e s . 
Now (8.53) i s 
3 £ , ' - O V * / (9.3) 
Also (S.liO) i s 
| l v •*£,• / f O (9.M 
D i f f . (8.^2) w.r.t. 3j and (8.30) and (8 .3I) twice w.r.t. Bj and 
use (9 . ' 1) . Integrate the resultant equations to obtain 
Zl = P.Ug.T" 1.^ - Ug .Bj) + fc-Tj.fl^ + S) (9.5a) 
Z 2 = 2.e.T- 1.(l> 1- U 2 . B X ) + i - T 5 . ( U Q - U 3) + B r U 6 (9.5b) 
= U 6 (9.5c) 
13*. 
z u + Z 5 . P 1 = U2.T;MO2 - + ^ - T 5 . ( U 0 + u 5 ) 
Z 6 + Z 7 . P L = i . T ^ . ( ^ 2 - + U8.T3 + U j . ^ 




"8 9 1 
where 
, ^ - - • •, 9 
Then (8.28) to (8.39) inply 
(9.6) 
35 




(9 . io) 




















- s>,3 Sd7 
1 
J 
<8-, - *Z „ 3 , "2-,, "3 j . "Z 3 
Then (9.. 20) and (9.23) give 
^ 3 " ^ c * f / 
Fro* (9.11) to (9.19) , (9-2l) , (9.21*) and (9.25) one has 
) 
r 3 ^ f 












% - ~ C 3 . ^ — (9.32) 
^ 3 " Z / 7 - C 3 (9.33) 
^^^ig- -^ ^f-^^c^o (9.3*0 
Also (9.8) , (9.9) , (9-10) and (9.23) i»ply 
+(> <M3, = ( V , o - c? ^ c^) 
From (9.35) : 
This , (9-M and (9-21*) imply 
6 0 ^ ( c t ^ + z / f j = *<„( cl z„ + 1,-,) 
Take of (9-36) and (9-38) to obtain 
=2-H * *„ " *-*io * Z16 " 0 (9.59) 
c=.Zg • Z 1 5 - c«.Z 1 2 * Z l 8 - 0 
Then of (9.57) gives 
c 2 . z 6 + - c * . Z l l • z 1 ? (9.U0) 






But from (9 .35) 
7^  o> 
This i s a contradiction. Hence ( 9 .1 ) cannot hold. Therefore 
U ? * 0 (9.U2) 
§10.Conclusion. 
The proof that there can be no B.T. of the form (1 .6 ) 
for (l.M w i l l be concluded i n t h i s section. Proa (9.^2) : 
(10 .1) 
(10 .2) 
Define ^ - U g . ? 1 + i ' T ^ i ^ 
5, = U ? . T I 2 + 
and use a o ' ^ i ' ^ 2 ' ^ 3 & n d ^ & 8 i n d e P e n d e n t v a r i a b l e s . 
Then ( 8 . 3 ? ) and (8.U0) are 
I 9 £ 
I ^3 3 
Exactly as i n the previous section ( d i f f . (8 .30) and ( 8 . 5 I ) twice 
w.r.t. 5 and (8 .52) w.r.t. I and use (10.U) .) one may take (8 .28) . 


















^ 3 - i r 3 \ c . ^  c ^ (10.13) 
^ ^ - ^ - ^ C ^ (10.17) 










35, 35. 55. 
3S. i s ^5. 
1 2>r. 
Exactly as i n the previous section one may show that 
& . + $ = o 
(10.20) 
and obtain a contradiction. (This operator acting on 0^ i s not zero.) 
So i t has "been shown that there i s no B.T. of the form ( 1 .6 ) 
for (l.^)t for N < 5 . I t seems, to me, very strange that one must 
work so hard to prove t h i s . I t seems to suggest that there are 
B.T. but that thecorrect u' dependence has not been chosen. Or 
perhaps one r e a l l y does need to include i n t e g r a l s or e x p l i c i t 
independent variable dependence or extra dependent variables. I s t i l l 
find i t most amazing that i t i s so d i f f i c u l t to find B.T. I t 
seems to me that the ea s i e s t way to proceed i s to use the 
re s u l t s of section 3 of chapter 3 i n an expression which does not 
specify what u* s a t i s f i e s . 
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