A spectral analysis technique to enhance tumor contrast during breast conserving surgery is proposed. A set of 29 surgically-excised breast tissues have been imaged in local reflectance geometry. Measures of broadband reflectance are directly analyzed using Principle Component Analysis (PCA), on a per sample basis, to extract areas of maximal spectral variation. A dynamic selection threshold has been applied to obtain the final number of principal components, accounting for inter-patient variability. A blind separation technique based on Independent Component Analysis (ICA) is then applied to extract diagnostically powerful results. ICA application reveals that the behavior of one independent component highly correlates with the pathologic diagnosis and it surpasses the contrast obtained using empirical models. Moreover, blind detection characteristics (no training, no comparisons with training reference data) and no need for parameterization makes the automated diagnosis simple and time efficient, favoring its translation to the clinical practice. Correlation coefficient with model-based results up to 0.91 has been achieved.
INTRODUCTION
Cancer continues being one of the more frequent causes of death all over the world. Particularly breast cancer is the most common one among women [1] . In spite of its considerably high incidence, its survival rate is pretty good when it is detected in an early stage. That is the reason why WHO (World Health Organization) promotes the development of effective breast cancer prevention and control. Once a malignant tumor has been discovered, breast conserving therapy (BCT), which includes local surgery and radiation therapy, is the standard of care for early invasive breast cancers [2] . If the malignant tissue is only partially excised, the probability of recurrence is strong and the patient is recalled for a secondary surgery. On the other hand, a mastectomy can be too aggressive and problematic for a patient and even unnecessary when extracting a small and localized tumor. Actually BCT has been demonstrated to be equally safe and effective as mastectomy for most patients when surgical margins are clear of residual disease [3] [4] . Subsequently, a standardized approach is needed to discriminate between healthy and tumor tissues in the surgical margins [5] .
In this study, statistical feature extraction techniques are used to explore the spatial distribution of tissue scattering and how its natural heterogeneity relates to tissue morphology. A scanning in situ spectroscopy platform has been designed to selectively sample the reflectance response of breast cancer specimens with the ultimate goal of developing a diagnostic adjunct to surgical procedures. However, the spectral response itself is too dense to interpret directly, and must be reduced into a few parameters that represent a diagnosis. In previous studies [5] [6], data reduction was achieved using an empirical approximation to Mie theory. In this study, Blind Source Separation (BSS) techniques will be used performing spatial analysis on spectral images. Techniques such as Principal Component Analysis (PCA) to reduce the dimension of data and Independent Component Analysis (ICA) to extract diagnostically useful features have been employed. The goal is to separate regions of interest in a fast, usable and accurate way. Results will be correlated with pathologist diagnosis.
Several studies have already used ICA to extract image features on cancer detection and other biomedical applications [7] - [10] . Maps of probability of tumor have been taken from the ICA of RGB fluorescence images coming from the skin [7] . Kopriva et al. [7] concluded that ICA is a powerful method to be used also in other multi-channel medical imaging modalities. ICA is also used in magnetic resonance imaging. Chai et al. combined ICA and SVM methods to greatly improve the classification performance of brain tissues over other current techniques. Recently, Glatz et al. [8] have successfully applied PCA-ICA on biomedical multispectral imaging to separate the presence of different chromophores, using PCA to reduce dimension and ICA to finally divide the critical features on different images. ICA has also been applied on breast tissue characterization. Alrubaiee et al. [9] introduced the information theory based approach for the optical reconstruction of breast tissue specimens. They used multisource illumination to finally acquire the signals with multidetector which would be analyzed with ICA process. The reconstructed images were in good agreement with dimensions and pathological findings. Conceição et al. [10] used ICA on Microwave Imaging to extract important features for classification.
The main goal of this study is to improve the classification power of model-based parameters employed in previous works and to avoid preliminary training or knowledge about the samples for diagnostic classification. Finally, the discrimination performance of the blind detection will be compared with the tissue discrimination ability obtained from model-based parameters as the scattering power from tissue.
MATERIALS AND METHODS

Localized reflectance spectroscopy
A custom-built micro-sampling reflectance spectral system, developed in a previous study [6] , images fresh breast tissue specimens. The localized reflectance imaging system consists of a confocal spectroscopic set-up and a raster-scanning sample platform built using translation stages. Each tissue sample was mounted on a glass slide and hydrated with a phosphate buffer solution. The system employs a quasi-confocal illumination and detection to constrain the overlapping illumination and detection spot sizes to within approximately one scattering distance in tissue (~100 µm in the visible). The optical and electromechanical subsystems are integrated via a custom developed LabVIEW interface. The background response of the optical system was acquired, ) (λ bkgrd R , and subtracted from measured spectra, ) (λ acquired R , and the data was normalized, ) (λ R , to the instrumental spectral response of the system using a Spectralon reference, (Labsphere, Inc., North Sutton, New Hampshire), as shown in Eq. 1.
An empirical approximation to Mie theory was used to describe the measured reflectance spectrum, R(λ), from a volume-averaged region of tissue [5] . Additionally, a Beer's Law attenuation factor is required to correct for the presence of significant local absorption by hemoglobin (Eq.2).
Parameters A and b are scattering amplitude and scattering power, respectively. Both depend on the size and number density of scattering centers in the volume of interrogated tissue, thereby reflecting variations in breast tissue morphology. Γ refers to the mean optical pathlength (dependent on the illumination and detection geometry), parameter ] [HbT is the total hemoglobin concentration, parameter 2 StO is the oxygen saturation factor (ratio of oxygenated to total hemoglobin), 2 
HbO ε
and Hb ε refer to the molar extinction coefficients of these two chromophores respectively (Oregon Medical Laser Center Database, [11] ). Oxygenated and deoxygenated hemoglobin were the dominant breast tissue chromophores encountered in the measured waveband [5] . Measured reflectance spectra were fit to this model using a nonlinear least squares solver to obtain estimates of scattering amplitude and scattering power relative to Spectralon. A measure of average scatter irradiance, avg I , was calculated by integrating the reflectance spectrum over a waveband between 620 nm and 785 nm that avoids the hemoglobin absorption peaks.
In a previous study [12] the scattering power parameter, b , showed a good tissue discrimination capability being the best among all the scattering parameters. That is the reason why the present study will be focused in how a blind independent component analysis will correlate with the scattering power discrimination ability and with the pathologist diagnosis.
The present study is focused on the analysis of 29 specimens of breast tissue [5] , with 48 different Regions of Interest (ROIs) corresponding to 7 different pathologies that are aggregated into 3 main categories: non-malignant, malignant and adipose. All the data is summarized in Table I . 
Reduction of dimension of data with PCA
Principal Component Analysis (PCA) is usually employed to reduce the number of variables in set of data without losing any information, and also as a possible way to make these new variables more meaningful for the particular problem [13] . Several applications need PCA to determine the real dimension. In a dataset of m variables maybe that just m k < variables would be needed to completely represent the same set. These variables can be initially correlated between them and after PCA they would be projected in a new space where the new projections would be uncorrelated. This is a second order method as its implementation only requires the information contained in the covariance matrix of the input data, which is a second order statistic. This fact makes the algorithm computationally simple and only dependent on matrix algebra equations.
PCA assumes linear mix of data, so a matrix of mixture W , size m m× , can be defined:
where y would be the n m × variable containing the uncorrelated components and x the n m × input data to the algorithm. On this study, m would be the number of wavelengths, 512, and n the number of pixels (observations).
To reduce the dimension, only m k < uncorrelated projections would be kept and there must be a criterion to decide how many of them. The goal is to maintain as much variability of data as possible, so a measure can be the kept variance based on the sum of the eigenvalues of the selected uncorrelated components:
where D would be the diagonal eigenvalues matrix (
).
On this particular case, m would be the 512 spectroscopy reflectance images that the system provides and the aim of PCA is to keep just m k < uncorrelated images, therefore a threshold must be chosen. The kept variance presents different slopes for each different sample, which is illustrated on Figure 1 . As a result, a different threshold has to be selected each time. This "dynamic threshold" was designed according to the increment of kept variance curve: when the variation from one kept component q from the next 1 + q is less than 0.1% then the process of selection stops and the final uncorrelated components are those so far. From the initial 512 spectral images per tissue sample, no more than 5 components per sample were needed to be kept on this study. This means that less than 1% of the initial quantity of data would be needed, conserving almost all the information, which enormously reduces the need of memory and storage. The 99% rejected would be associated to redundancy and noise along each wavelength. 
Extraction of diagnostic features with ICA
The Independent Component Analysis (ICA) is also employed to find a new subspace on a linear mix [13] , so equation (3) could be also used to model being now m the number of principal components kept ( n would continue being the number of pixel observations). However, in this case, output components y (usually called sources) would be independent, and not only uncorrelated. This idea is illustrated on Figure 2 . Independence is, generally, a much restrictive characteristic, which would make possible a more diagnostically quality on resulting images. This means that some interested features of pathology classification could be still linearly mixed on the uncorrelated PCA results. This is the reason why ICA is applied to the output component from PCA. ICA requires high order statistics such as kurtosis, a four statistical moment that indicates the 'peakedness' of a distribution of probability.
Fast-ICA algorithm [14] has been selected for this study as it is computationally fast and does not need much memory space. Its purpose is to find independent components based on the Theorem of Central Limit establishment, which says linear mixes of independent variables tend to be Gaussian [15] . Thus, Fast-ICA extracts the more non-gaussian projections as possible from input data. Kurtosis is null for a Gaussian distribution, i.e., the way Fast-ICA extracts the sources is maximizing the kurtosis. 
Linear correlation and distance between diagnostic categories: measures of comparison
With the purpose of comparing the results of this work with the images obtained from the model based ones [5] (A , b and avg I ), the Pearson's coefficient between these and the new PCA-ICA results has been computed. One dimension correlation has been checked, as images are processed in a 1D vector, placing row after row all those pixels related with tissue, i.e. no background or masked pixels are included. This process is graphically sketched on 
where
is the covariance between X and Y, and n is the number of observations (image pixels on this study). The final goal of this study is to find an accurate, simple and rapid way of classification, as a linear decision, depending just on a threshold of the image values. A fast way of comparing the efficiency of linear diagnostic separation would be the distance between the means of different pathologies on the same image. As this is not a definitive approach of checking the power of linear separation, a boxplot of the image points must be also observed.
DISCUSSION
The PCA-ICA process is directly applied over the measurements of broadband reflectance. Although no scattering parameter modeling is used, PCA-ICA solution resembles the scattering power 'b' image map on several tissue samples, but in a completely blind way. Actually, the mean Pearson coefficient value along the 29 samples dataset is 0.54. It could be preliminary concluded that ICA itself would be able to finally extract a scattering measure from the reflectance data. Furthermore PCA-ICA results seem to be consistent with pathologist H&E (Hematoxylin and Eosin stain) diagnosis. However, PCA-ICA results do not always correlate so high with the scattering model-based map. Pearson's coefficients up to 0.91 have been achieved (as observed on Figure 4 ), thought in some cases this coefficient resulted nearly 0. Nevertheless, the image based only in the scattering power map was not always consistent with pathologist diagnosis, so the goal is not to achieve high correlation with previous model-based result but with the pathologist diagnosis map. Actually, we have observed cases were PCA-ICA image seemed to be diagnostically better than the model-based image even though Pearson coefficient between them is not very high. Figure 5 shows cases where the model-based result and the PCA-ICA result highly correlate between them and with pathologist areas (2 nd column of Figure 5 ) but also cases where they not correlate between them but, even so PCA-ICA is consistent with pathological regions.
PCA-ICA also seemed to be more powerful on a linear separation than previous model. While the distance between mean values of different pathologies on model-based images is 0.9, the distance on PCA-ICA images reaches 1.97. Although this information may not conclude that PCA-ICA is preferred, the boxplots displayed in Figure 6 shown that the resulting PCA-ICA diagnosis were more separable. Even though the boxplots from PCA-ICA seem to behave in a more favorable way, some problems have still to be solved. As ICA process presents some inherent ambiguities with sign and order due to the model equation [15] a different threshold for each sample had to be chosen. 
CONCLUSIONS
ICA blind separation technique has been applied after extracting, with PCA, uncorrelated components of optical broadband reflectance. No models, no trainings, no comparation with distances have been used, which makes the technique computationally fast and simple. Fast-ICA algorithm has been used for the source extraction process. This fast implementation makes the whole system very suitable for providing a rapid, pathologic diagnosis during surgical procedures.
The images obtained from this process seem to be consistent with H&E results and present different values on different regions of interest selected by the pathologist. In addition, the results mostly correlate with the model-based image obtained from the scattering power from tissue. This would mean somehow the parameters from model could be obtained in a blind way.
In spite of the fact that this extraction of independent features suggest a linear way of classification, which is much more efficient that other classifiers, the final threshold should have to be different for each sample, as inherent ambiguities of ICA analysis still have to be solved. This will be the main goal of future works on this line of research as once this ambiguities are solved a linear classifier will be able to finally be proved.
