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Abstract
Many systems can be modeled formally by nondeterministic Bu¨chi-automata. The complexity of model checking then
essentially depends on deciding subset conditions on languages that are recognizable by these automata and that represent the
system behavior and the desired properties of the system. The involved complementation process may lead to an exponential
blow-up in the size of the automata. We investigate a rich subclass of properties, called deterministic regular liveness properties,
for which complementation at most doubles the automaton size if the properties are represented by deterministic Bu¨chi-automata.
In this paper, we will present a decomposition theorem for this language class that entails a complete characterization of the
deterministic regular liveness properties, and extend an existing incomplete result which then, too, characterizes the deterministic
regular liveness properties completely.
c© 2007 Elsevier B.V. All rights reserved.
Keywords: Model checking; Properties; Liveness
1. Introduction
We consider formal descriptions of systems that have to meet specific correctness requirements. The systems
exhibit temporary perpetual behavior and have the ability to react to their environment [11]. Both system behaviors
and properties can be captured well by regular ω-languages [15]. Checking whether the system satisfies particular
properties is called verification and can be reduced to testing whether the behavior is a subset of the property.
A basic result states that the language classes that are recognizable by deterministic and nondeterministic Bu¨chi-
automata (the deterministic and nondeterministic regular ω-languages) are different [9]. During the verification
process mentioned above, a ‘complementation’ of the automaton that represents the desired property is required, which
can result in an automaton that is exponentially larger than the original one when the original one is nondeterministic.
Instead, we can compute the complement automaton more efficiently when it is deterministic [7]. However, it should
be noted that this efficient complementation works only if the properties are represented by deterministic automata.
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That is not always the case since deterministic properties are often given as logic formulas or nondeterministic
automata.
Properties can be separated into safety and liveness properties such that each property is the intersection of a safety
and a liveness property [1]. Furthermore, regular safety properties are always deterministic [10]. Since determinism of
regular ω-languages is preserved under intersection, we obtain a characterization of all deterministic regular properties
as soon as we can characterize all deterministic regular liveness properties.
In this paper, we present two different characterizations of deterministic regular liveness properties: a
decomposition into two disjoint deterministic regular ω-languages; one of them being a deterministic regular liveness
property as in [12] and the other being an arbitrary deterministic regular language. In addition, by identifying a
too strong restriction in the result of [12], we show how weakening the restriction results again in a complete
characterization of deterministic regular liveness properties.
2. Preliminaries
We assume the reader is familiar with the common notions of formal language and automata theory as presented
in [5]. For an alphabet Σ , let Σ ∗ be the set of all finitely long sequences on Σ , let Σω be the set of all infinitely
long sequences, and let Σ∞ = Σ ∗ ∪ Σω. A set L ⊆ Σ ∗ is called a (finitary) language, a set Lω ⊆ Σω is called an
ω-language. Let L = Σ ∗ \ L and Lω = Σω \ Lω.
The set of prefixes of a word w ∈ Σ∞ is pre(w) = {v ∈ Σ ∗ | ∃u ∈ Σ∞ : vu = w}. The set of prefixes of a
language L∞ ⊆ Σ∞ is pre(L∞) = {v ∈ Σ ∗ | ∃w ∈ Σ∞ : vw ∈ L∞}. We call language L ⊆ Σ ∗ prefix-closed if and
only if pre(L) = L.
The Eilenberg-limit [4] of L ⊆ Σ ∗ is lim(L) = {w ∈ Σω | ∃∞v ∈ pre(w) : v ∈ L}.1 Let w = σ1σ2 . . . ∈ Σω.
Then |w|σ denotes the number of σ in w (|w|σ = ∞ if σ occurs infinitely often in w). We define Inf (w) = {σ ∈ Σ |
|w|σ = ∞}.
The continuation of a word w ∈ Σ ∗ in a language L ⊆ Σ∞, also known as the left-quotient of a language by a
word [4], is defined by cont (w, L) = {x ∈ Σω | wx ∈ L}.
LetA = (Q,Σ , δ, q0, F) be a finite automaton, where Q is a non-empty finite set of states, Σ is a non-empty finite
set of input symbols, q0 ∈ Q is the initial state, F ⊆ Q is a set of final states, and δ : Q × Σ → 2Q is the transition
relation. We can extend the transition relation δ to 2Q ×Σ ∗ → 2Q as usual.A is deterministic if |δ(q, σ )| ≤ 1, and it
is complete deterministic if |δ(q, σ )| = 1, for each q ∈ Q, σ ∈ Σ . A triplet (q, σ, p) ∈ Q × Σ × Q s.t. p ∈ δ(q, σ )
is a transition of A.
Let v = σ1σ2 . . . σn ∈ Σ ∗ and w = σ1σ2 . . . ∈ Σω. A finite state sequence ρ(v) = r0r1 . . . rn ∈ Q+ is a finite run
of A on v if ri+1 ∈ δ(ri , σi+1) for 0 ≤ i < n. Where suitable, a finite run will be denoted by ρr0,rn (v). The finite run
ρ(v) is successful if r0 = q0 and rn ∈ F . An infinite state sequence ρ(w) = r0r1 . . . ∈ Qω denotes a run of A on w
if ri+1 ∈ δ(ri , σi+1) for 0 ≤ i . Where suitable, such a run will be denoted by ρr0,ω(w). The run ρ(w) is successful if
r0 = q0 and Inf (ρ(w)) ∩ F 6= ∅.
If we defineA to accept all v ∈ Σ ∗ such that δ(q0, v)∩ F 6= ∅, thenA is a finite automaton (FA) and L(A) = {v ∈
Σ ∗ | there is a successful finite run of A on v} is a regular language. In case when A is deterministic, we abbreviate
it by DFA. If we define A to accept each w ∈ Σω such that there is a run of A on w that passes infinitely often an
accepting state, then A is a Bu¨chi-automaton (BA) and Lω(A) = {v ∈ Σω | there is a successful run of A on v} is a
regular ω-language. In case whenA is deterministic, we abbreviate it by DBA. Throughout this paper, we assume our
automata to be reduced, i.e. they do not contain useless states or transitions.
3. System behavior, properties, and verification
In the context of model checking the languages that are considered in this paper are interpreted as class of properties
of nonterminating systems. The systems themselves are representable by deterministic Bu¨chi-automata and the system
behaviors are the ω-languages that are recognized by the corresponding DBA. A system behavior satisfies a property
if all infinite computations from the behavior are also elements of the property.
1 Read ‘∃∞ . . . : . . .’ as ‘there exist infinitely many different ... such that ...’.
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Definition 1. A system behavior B ⊆ Σω satisfies a property P ⊆ Σω if and only if B ⊆ P .
Properties can be classified into two groups [8,1]: Properties that demand that ‘nothing undesired will happen’ are
called safety properties [1]. A property P ⊆ Σω is a safety property if and only if for all w ∈ Σω holds that if to each
u ∈ pre(w) there exists a v ∈ Σω such that uv ∈ P then w ∈ P . Hence, it follows that a safety property is the limit of
all its prefixes [2].
Definition 2. P ⊆ Σω is a safety property if and only if lim(pre(P)) = P.
The second group of properties demand that ‘something good will eventually happen’. This group of properties is
called liveness properties [1]:
Definition 3. P ⊆ Σω is a liveness property if and only if pre(P) = Σ ∗.
This definition can be restated in virtue of the limits of the prefixes of a property:
Definition 4. P ⊆ Σω is a liveness property if and only if lim(pre(P)) = Σω.
The classification of properties into safety and liveness properties is well-founded since a common result from
topology states that every property over Σω is the intersection of a safety and a liveness property. Note that until
now, our observations about properties do not depend on whether the property is regular, i.e., can be recognized by a
Bu¨chi-automaton.
As already mentioned, verifying a system S means deciding subset conditions of the form BS ⊆ P . This problem is
decidable since we can decide the equivalent problem BS ∩ P = ∅ (see, for instance [15,13]). The decision algorithms
are based upon the corresponding Bu¨chi-automata representations for the behavior BS and the property P . However,
in order to compute a solution we need to construct a Bu¨chi-automaton AP recognizing P from the Bu¨chi-automaton
AP that recognizes P . According to [14] the size of AP (in the number n of states of AP ) is bounded by 2O(n log n).
This is a sharp upper bound, i.e., to each 0 < n there exists an ω-language Ln recognized by a Bu¨chi-automaton
with n + 2 states such that any Bu¨chi-automaton recognizing Ln has at least n! = 2Ω(n log n) states [13]. Hence, the
‘complementation’ of AP may indeed cause an exponential blow-up in the number of states and therefore is one
of the crucial operations in performing automated verification (intersection and emptiness-check can be performed
efficiently with respect to time and space [15,16]).
An exponential blow-up can be avoided if we restrict the properties to be represented by deterministic Bu¨chi-
automata. In [7], one can find an algorithm for complementing Bu¨chi-automata that works both on nondeterministic
and deterministic versions. It generates an automaton that is twice as much (in the number of states) and, in case of
nondeterministic input, accepts a superset of the complementary language. If the original automaton is deterministic,
the resulting automaton recognizes the ‘correct’ complementary language. This algorithm runs in polynomial time.
However, if property P is represented by a DBA then we can complement this deterministic Bu¨chi-automaton in
linear time, resulting in a nondeterministic Bu¨chi-automaton that has at most twice as many states [12]. However,
deterministic properties that are represented by nondeterministic Bu¨chi-automata or certain logic formulas will result
in an exponential or double exponential complementation procedure [6].
Since the class of deterministic regular ω-languages is a proper subclass of the regular ω-languages [9], the
limitation to determinism seems to be significant at first glance. However, this class represents a wide-spread subset
of regular properties [12]. It turned out that a great many of the ‘practically relevant’ properties of nonterminating
reactive systems are deterministic.
Furthermore, in [6] it was shown that even in symbolic model checking, deterministic regular properties have
relevance. Symbolic model checking enables the verification of large systems by calculating fixed-point expressions
over the systems’ set of states which then can be translated to the µ-calculus, a branching-time temporal logic with
fixed-point operators. It turned out that a regular property can be specified in the alternation-free µ-calculus if and
only if it is deterministic. Alternation-free µ-calculus is a fragment of µ-calculus that has a restricted syntax which
makes the symbolic evaluation of its formulas computationally easy (linear in the size of the system). A thorough
discussion about that can be found in [6].
There exists a close relationship between Eilenberg-limits and deterministic regular ω-languages [4]:
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Lemma 5. P ⊆ Σω is recognizable by a deterministic Bu¨chi-automaton if and only if there exists a regular language
L ⊆ Σ ∗ such that P = lim(L).
Taking into account Definition 2 we obtain immediately that every regular safety property is deterministic.
Furthermore, by means of the limit of regular languages we can show the closure under union for deterministic
regular ω-languages
Lemma 6. Let Ld = lim(L) and L ′d = lim(L′) be two deterministic regular ω-languages and L , L ′ be regular
languages. Then Ld ∪ L ′d = lim(L) ∪ lim(L′) = lim(L ∪ L′) [4].
Recall that every property is the intersection of a safety and a liveness property. In fact, there is a stronger version
for deterministic regular properties
Lemma 7. Every deterministic regular property is the intersection of a deterministic regular liveness property and a
regular safety property.
The proof presented in [2] serves as well as a general procedure on how to find, for a given property P ,
corresponding safety and liveness properties whose intersection yields P .
Hence, in our investigation of deterministic regular properties, we concentrate on the deterministic regular liveness
properties since the regular safety properties are per se deterministic.
4. Decomposition of deterministic regular liveness properties
Since we investigate regular properties, a good point of origin is Bu¨chi’s well-known specification for this language
class [3].
Lemma 8. An ω-language L ⊆ Σω is regular if and only if there exist regular languages Ui , Vi ⊆ Σ ∗, 1 ≤ i ≤ n
such that L =⋃1≤i≤n Ui · V ωi .
Among the regular ω-languages, we have to identify the deterministic ones. Therefore, the regular sets Ui and Vi
have to be restricted further. This can be formally captured by the following notions.
Definition 9. Let L ⊆ Σ ∗ be a regular language.
Then L is called prefix-free if and only if L ∩ (L · Σ+) = ∅ (No proper prefix of a string in L is in L .
L is called maximal prefix-free if and only if L is prefix-free and for allw ∈ Σ ∗\L holds: L∪{w} is not prefix-free.
L is called maximal prefix-free if and only if L is prefix-free and pre(L · Σ ∗) = Σ ∗.
If a regular language L ⊆ Σ ∗ is prefix-free then this has certain consequences for its limit [4].
Lemma 10. Let L , L ′ ⊆ Σ ∗ be regular languages. If L is prefix-free, then lim(L) = ∅, lim(L∗) = lim(L+) = Lω and
lim(L · L′) = L · lim(L′).
The notion of prefix-free regular languages allows to establish a specification of deterministic regular ω-languages
by restricting the regular sets Ui and Vi that were introduced in Lemma 8.
Lemma 11. A regular ω-language Lω ⊆ Σω is deterministic if and only if there exist regular prefix-free languages
Ui , Vi ⊆ Σ ∗, 1 ≤ i ≤ n such that Lω =⋃1≤i≤n Ui · V ωi [4].
Lemma 11 provides a characterization of the deterministic regular ω-languages, but liveness is not yet captured in
this notion. According to our liveness definition, a deterministic regular ω-language Lω = ⋃1≤i≤n Ui · V ωi , where
Ui , Vi ⊆ Σ ∗ are regular and prefix-free, is a deterministic regular liveness property if and only if pre(⋃1≤i≤n Ui ·
Vωi ) = Σ ∗. We can prove that this condition holds if all Ui and all Vi are maximal prefix-free.
Lemma 12. Let Lω = ⋃1≤i≤n Ui · V ωi be a regular ω-language, where all Ui , Vi ⊆ Σ ∗ are maximal prefix-free
regular languages. Then Lω is a deterministic regular liveness property.
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Proof. Let Lω =⋃1≤i≤n Ui · V ωi be a regular ω-language as specified in the lemma. According to Lemma 11, Lω is
a deterministic regular ω-language.
Moreover, we have pre(Ui · Σ ∗) = Σ ∗ as well as pre(Vi · Σ ∗) = Σ ∗, 1 ≤ i ≤ n, since all Ui , Vi are maximal
prefix-free (Definition 9). Since pre(Vi · Σ ∗) = Σ ∗, we have for all w ∈ Σ ∗: w ∈ pre(Vi) or w = w1w′, such
that w1 ∈ Vi and w′ ∈ Σ ∗. In the same way, we have for w′: w′ ∈ pre(Vi) or w′ = w2w′′, such that w2 ∈ Vi
and w′′ ∈ Σ ∗. Proceeding in this way, we obtain a partition w = w1w2 . . . wm , where w1, . . . , wm−1 ∈ Vi and
wm ∈ pre(Vi). From it follows w ∈ pre(Vωi ) and thus pre(Vωi ) = Σ ∗. So now we have as well pre(Ui ·Vωi ) = Σ ∗ and
pre(
⋃
1≤i≤n Ui · Vωi ) = Σ ∗. That proves the statement. 
In general, a deterministic regular liveness property Lω = ⋃1≤i≤n Ui · V ωi does not only consist of maximal
prefix-free Ui and Vi . Instead, it consists of some maximal prefix-free Vi , and the union of the corresponding Ui is
also maximal prefix-free. More precisely, we have
Theorem 13. Lω is a deterministic regular liveness property if and only if there exist regular prefix-free languages
Ui , Vi ⊆ Σ ∗, 1 ≤ i ≤ n, such that Lω =⋃1≤i≤n Ui · V ωi and there exists a subset LK =⋃s∈S Us · V ωs of Lω, where
S ⊆ {1, . . . , n}, such that⋃s∈S Us is maximal prefix-free and the Vs are maximal prefix-free for all s ∈ S.
Proof. ‘If’ Lω is a deterministic regular liveness property. Let A be a minimal deterministic Bu¨chi-automaton
representing Lω. A is complete. We number the accepting states of A from 1 to n, if there are n different accepting
states, calling them f1, f2, . . ., fn . Let q0 be the initial state of A. Let L(p, q) be the language A would accept if p
were its initial state, q were its only accepting state, and q were visited at most once (if p = q, we assume thatA starts
at a state that is a not accepting copy of p having the same transitions to the same states as p). We set Ui = L(q0, fi )
and Vi = L( fi , fi ), for 1 ≤ i ≤ n. Because A is deterministic and by definition of L(p, q), all Ui and Vi are regular
prefix-free languages. Furthermore, due to determinism, we have Ui ∩U j = ∅ for all 1 ≤ i, j ≤ n, i 6= j .
Let w ∈ U j . Then there is a successful finite run ρq0, f j (w) of A on w. If this run passes another accepting state,
say fi , i 6= j , then we can partition the run into ρq0, f j (w) = ρq0, fi (w′)ρ fi , f j (w′′), where w = w′w′′. According to
the construction of Ui , there is a successful finite run ρq0, fi (v) of A on v for every v ∈ Ui . Each of these successful
finite runs on elements v in Ui can be continued to a successful finite run ρq0, fi (v)ρ fi , f j (w
′′) of A on vw′′ ∈ U j . It
follows Ui ⊂ pre(Uj) and thus as well pre(Ui) ⊂ pre(Uj).
Note that it might even be possible that a finite run ρq0, fi (v)ρ fi , f j (w
′′) can be continued to a finite run
ρq0, fi (v)ρ fi , f j (w
′′)ρ f j , fi (u) ending up in fi , if both states fi , f j belong to the same strongly connected component
in the automaton graph. However, Ui is prefix-free and thus vw′′u 6∈ Ui and pre(Uj) 6⊂ pre(Ui). Hence, there exist
always U j that are not a subset of some other Ui .
Since Lω is a liveness property, we have pre(
⋃
1≤i≤nUi ·Vωi ) = Σ ∗. From this follows pre(
⋃
1≤i≤nUi ·Σ ∗) = Σ ∗.
Now we define the set U . In U we collect all Uk that are not in the prefix set of a U j . We define U by removing from⋃
1≤i≤n Ui all regular languages U j that are in the prefix set of a Uk , j 6= k. Hence, let U = {Uk ∈ {U1, . . . ,Un} |
Uk 6⊆ pre(Uj) for Uj ∈ {U1, . . . ,Un},Uj 6= Uk}. Furthermore, let the index set be S = {s ∈ {1, . . . , n} | Us ∈ U }.
Then it follows pre((
⋃
1≤i≤n Ui ) \ U) ⊂ pre(
⋃
s∈S Us), and pre(
⋃
1≤i≤n Ui · Σ ∗) = pre(
⋃
s∈S Us · Σ ∗) = Σ ∗.
Consequently,
⋃
s∈S Us is maximal prefix-free.
It remains to show that Vs is maximal prefix-free for each s ∈ S. Therefore, we assume for contradiction an
s ∈ S such that Vs is not maximal prefix-free. Then we have pre(Vs · Σ ∗) 6= Σ ∗ and there is a w ∈ Σ ∗, such that
w 6∈ pre(Vωs ). Hence, vw 6∈ pre(Us · Vωs ) for all v ∈ Us .
We have to show that there are no other U j , V j , j 6= s, such that vw ∈ pre(Uj ·Vωj ). First of all, there exists no U j ,
j 6= s, such that v ∈ U j and vw ∈ pre(Uj · Vωj ). This follows from Us ∩ U j = ∅ for every U j ∈ {U1, . . . ,Un} with
j 6= s. Second, there exists no U j , j 6= s, such that w = w′w′′, vw′ ∈ U j and vw′w′′ ∈ pre(Uj · Vωj ). This follows
from the definition of U , i.e., there exists no U j such that Us ⊂ pre(Uj). Third, there exists no U j , j 6= s, such that
v = v′v′′, v′ ∈ U j and v′v′′w ∈ pre(Uj · Vωj ). This is due to the determinism of A and the fact that w 6∈ pre(Vωs ).
Thus, vw 6∈ pre(⋃1≤i≤n Ui · Vωi ), which is in contradiction to pre(⋃1≤i≤n Ui · Vωi ) = Σ ∗. Hence, our assumption
was wrong and Vs is maximal prefix-free for every s ∈ S.
If we define LK = ⋃s∈S Us · V ωs , then LK ⊆ Lω and ⋃s∈S Us as well as Vs for every s ∈ S are maximal
prefix-free. That proves the statement.
‘Only if’ Since
⋃
s∈S Us is maximal prefix-free, we have Σ ∗ = pre((
⋃
s∈S Us) · Σ ∗) = pre(
⋃
s∈S Us · Σ ∗).
Moreover, since Vs is maximal prefix-free for each s ∈ S, we have pre(Vs · Σ ∗) = Σ ∗ for every Vs with s ∈ S. This
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Fig. 1. The DBAA.
implies pre(Vωs ) = Σ ∗ and consequently pre(
⋃
s∈S Us · Vωs ) = pre(LK) = Σ ∗. Thus LK is a deterministic regular
liveness property.
Let L Z = ⋃i∈{1,...,n}\S Ui · V ωi . According to Lemma 11, L Z is a deterministic regular ω-language, since
all Ui , Vi ⊆ Σ ∗, 1 ≤ i ≤ n are regular prefix-free languages. Now we have Lω = ⋃1≤i≤n Ui · V ωi =
(
⋃
s∈S Us ·V ωs )∪ (
⋃
i∈{1,...,n}\S Ui ·V ωi ) = LK ∪ L Z . From Lemma 6 it follows that Lω = LK ∪ L Z is a deterministic
regular ω-language. Additionally, pre(LK) = Σ ∗ implies pre(Lω) = pre(LK) ∪ pre(LZ) = Σ ∗ ∪ pre(LZ) = Σ ∗. That
proves the statement. 
5. Example
Consider the deterministic Bu¨chi-automaton given in Fig. 1. It recognizes the deterministic regular liveness
property L(A) = U1 · V ω1 ∪ U2 · V ω2 ∪ U3 · V ω3 ∪ U4 · V ω4 , where Ui · V ωi is recognized in state fi , 1 ≤ i ≤ 4.
Hence, we have U1 = a + ba, V1 = a, U2 = bb, V2 = a + b, U3 = (a + ba)a∗b, V3 = (a + b)a∗b and
U4 = (a + ba)a∗b(a + b)a, V4 = ((b + ab)(a + b) + a)a. It is obvious that U1 ⊂ pre(U4) and U3 ⊂ pre(U4), so
we can remove L Z = U1 · V ω1 ∪ U3 · V ω3 from L(A) and the result is still a deterministic regular liveness property.
L(A) \ L Z = U2 · V ω2 ∪U4 · V ω4 is recognized by the DBA A′ that can be obtained from DBA A by making f1 and
f3 nonaccepting.
6. Characterization of deterministic regular liveness properties
To get a deterministic regular language, we use the ‘classical’ representation by ω-regular expressions
⋃
1≤i≤n Ui ·





Ui · Σ ∗
)
= Σ ∗, (1)
we get a deterministic regular liveness property. However, there are deterministic regular liveness properties that do
not have such representation [12]. In this section, we change the definition in such a way that it finally characterizes all
deterministic regular liveness properties. We will weaken the condition that the Vi are maximal prefix-free languages.
As a consequence we will have to accompany Condition (1) with a second condition on the sets Ui . We will start with
weakening the condition on the Vi .
Recall that
⋃
1≤i≤n Ui · V ωi is a liveness property if and only if pre(
⋃
1≤i≤n Ui · Vωi ) = Σ ∗. Consider now, for
instance, w ∈ Ui . If there exists a string v such that wv ∈ U j , then Vi need not be a maximal prefix-free language: It
may be that Vi ∪{v} is still prefix-free and⋃1≤i≤n Ui ·V ωi still is a liveness property. This observation is true, because
for wv and all its prefixes to be in pre(
⋃
1≤i≤n Ui · Vωi ), Ui · Vi need not contain wv, because U j already does so.
The strings v such that wv ∈ U j for some w ∈ Ui are represented by cont (Ui ,U j ). Let reduce(cont (Ui ,U j ))
be a prefix-free subset of cont (Ui ,U j ) (see Definition 14 below for details). With the argument from the previous
paragraph, it appears that rather than requiring the Vi to be maximal prefix-free languages, it suffices to require that
Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ))) are maximal and prefix-free. This is nearly true. Before discussing what is still
missing, we define function reduce:
Definition 14. Let L be a subset of Σ ∗. Let cover(L) be the set of all words in L that have a proper prefix that is also
in L . Let reduce(L) = L \ cover(L).
F. Nießner, U. Ultes-Nitsche / Theoretical Computer Science 387 (2007) 187–195 193
The remaining problem is that reduce(cont (Ui ,
⋃
1≤ j≤n U j )) can contain strings that are prefixes of strings
in Vi , or Vi can contain strings that are prefixes of strings in reduce(cont (Ui ,
⋃
1≤ j≤n U j )). Then the union
Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ))) would immediately fail to be prefix-free. The set pre(Vi) ∪ Vi · Σ ∗ represents
all strings that are prefixes of strings in Vi , or strings that have at least a prefix in Vi . By removing pre(Vi) ∪ Vi · Σ ∗
from cont (Ui ,
⋃












\ (pre(Vi) ∪ Vi · Σ ∗)
))
are maximal and prefix-free. (2)
Because the Vi are, in Condition (2), not required to be maximal anymore, a string in Ui · V ∗i will not necessarily
be continued in V ωi to form an ω-word in the liveness property we want to represent, but such an ω-word could be, for
example, in Ui · V ∗i · cont (Ui ,U j ) · V ωj for some j 6= i . A way of dealing with this observation is requiring a certain
structure of the sets Ui . The following definition of a restriction of the sets Ui is inspired by looking at the structure
of automata representing liveness properties.
The sets Ui contain all strings with which we can reach a particular accepting state in an automaton representing
the liveness property (without visiting that accepting state twice). Vi contains then all strings with which one can reach
the accepting state exactly once from itself. In case cont (Ui ,U j ) is not empty, it contains all strings with which one
can move from “the accepting state of Ui” to “the accepting state of U j” without visiting “the accepting state of U j”
twice. This implies that, for all u, v in Ui , the sets cont (u,U j ) and cont (v,U j ) are equal and that, for all v in Ui and
w in V ∗i , the sets cont (v,U j ) and cont (vw,U j ) are equal. We can put this into one condition and get, for all i and j
with 1 ≤ i, j ≤ n,2
∀u, v ∈ Ui , w ∈ V ∗i : cont (u,U j ) = cont (vw,U j ). (3)
We show now that Conditions (1), (2), and (3) will guarantee that all deterministic regular liveness properties can
be characterized using ω-regular expressions
⋃
1≤i≤n Ui · V ωi on prefix-free regular languages Ui and Vi .
Lemma 15. Let P ⊆ Σω be a deterministic regular liveness property. Then it has a representation P =⋃1≤i≤n Ui ·
V ωi , n ∈ N, such that Ui and Vi are regular prefix-free languages satisfying the following three conditions:
• pre(⋃1≤i≤n Ui · Σ ∗) = Σ ∗.• ∀u, v ∈ Ui , w ∈ V ∗i : cont (u,U j ) = cont (vw,U j ).• Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) are maximal and prefix-free.
Proof. Let A be a minimal deterministic Bu¨chi-automaton representing P . A is complete because P is a liveness
property [2]. Along the lines of the proof of Theorem 13 we set Ui = L(q0, fi ) and Vi = L( fi , fi ), for 1 ≤ i ≤ n.
Because A is deterministic and by definition of L(p, q), all Ui and Vi are regular prefix-free languages.
BecauseA is complete, there is, for all w ∈ Σ ∗, a path inA labeled with w. If this path does not meet an accepting
state, we can continue it to an accepting state, say fi . In this case w is in pre(Ui). If the path in A labeled with w
meets an accepting state, we check for the first accepting state met. Say, again, it is fi . In this second case w is in
Ui ·Σ ∗. So in both cases, w is in pre(Ui ·Σ ∗) for some i , 1 ≤ i ≤ n. Consequently Σ ∗ ⊆ pre(⋃1≤i≤n Ui ·Σ ∗). Since
pre(
⋃
1≤i≤n Ui · Σ ∗) cannot contain more than Σ ∗, we have pre(
⋃
1≤i≤n Ui · Σ ∗) = Σ ∗.
Because all strings in Ui · V ∗i (for all i , 1 ≤ i ≤ n) will lead to the same state fi in A, we immediately get∀u, v ∈ Ui , w ∈ V ∗i : cont (u,U j ) = cont (vw,U j ).
What can we say about Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗)))? First of all, Vi ∪
(reduce(cont (Ui ,
⋃
1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) is prefix-free. We have defined the Vi in the first paragraph of
this proof in such a way that they are prefix-free. In addition, by applying function reduce to cont (Ui ,
⋃
1≤ j≤n U j ) \
(pre(Vi)∪Vi·Σ ∗), the resulting reduce(cont (Ui ,⋃1≤ j≤n U j )\(pre(Vi)∪Vi·Σ ∗)) is prefix-free. Because we subtracted
pre(Vi) ∪ Vi ·Σ ∗ from cont (Ui ,⋃1≤ j≤n U j ), the resulting reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi ·Σ ∗)) does
2 That condition implies that cont (Ui ,U j ) = cont (u,U j ) for all u in Ui . It further determines that (for all i 6= j) U j can be partitioned into
two sets U ′j and U ′′j such that Ui ∩ pre(U′j) = ∅ and U ′′j = Ui · V ∗i ·U ′′′j for some set U ′′′j . Note that U ′j or U ′′j can be empty.
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not contain a prefix from Vi and Vi does not contain a prefix from reduce(cont (Ui ,
⋃
1≤ j≤n U j )\ (pre(Vi)∪Vi ·Σ ∗)).
So the union Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) is prefix-free.
It remains to show that Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) is maximal, i.e. that
pre(Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) · Σ ∗) = Σ ∗. Let w ∈ Σ ∗. We must show that
w ∈ pre(Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) · Σ ∗).
Recall that Vi = L( fi , fi ) and that cont (Ui ,U j ) = L( fi , f j ). Therefore the sets we are considering (i.e. Vi and
cont (Ui ,U j ) for the different j) represent strings accepted byAwith fi being the initial state. BecauseA is complete,
there exists a path in A starting at fi that is labeled with w. If that path visits state fi , then w ∈ Vi · Σ ∗. If it does not
visit state fi but can be continued to a path to fi , then w ∈ pre(Vi). In these two cases w ∈ pre(Vi ·Σ ∗) and therefore
w ∈ pre(Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) · Σ ∗).
If neither w ∈ Vi ·Σ ∗ nor w ∈ pre(Vi), we have to prove that w ∈ pre((reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi)∪
Vi · Σ ∗))) · Σ ∗). The path in A from fi labeled with w either visits a state f j or can be extended to visit a state f j
(i 6= j) such that fi is not reachable from f j , becauseA is complete and minimal (no not co-reachable states) and we
assume that neither w ∈ Vi · Σ ∗ nor w ∈ pre(Vi).
If the path labeled with w visits f j , then let v be the prefix of w along the path from fi to f j without visiting
f j twice. Then v or a prefix of v will be in reduce(cont(Ui ,
⋃
1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗)). Then w is in
pre((reduce(cont (Ui ,
⋃
1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) · Σ ∗).
If the path labeled with w does not visit f j but can be extended to visiting f j , then let v be selected in such a
way that wv is the labeling of a path from fi to f j without visiting f j twice. Then wv or a prefix of wv will be in
reduce(cont (Ui ,
⋃
1≤ j≤n U j )\(pre(Vi)∪Vi·Σ ∗)). Thenw is in pre(reduce(cont (Ui ,
⋃
1≤ j≤n U j )\(pre(Vi)∪Vi·Σ ∗)))
and consequently w is in pre((reduce(cont (Ui ,
⋃
1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) · Σ ∗).
So in all possible cases, w is in pre(Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi)∪ Vi ·Σ ∗))) ·Σ ∗) and therefore
the Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) are maximal. 
Lemma 16. For 1 ≤ i ≤ n, n ∈ N, let Ui and Vi be regular prefix-free languages over Σ ∗ such that
• pre(⋃1≤i≤n Ui · Σ ∗) = Σ ∗,
• ∀u, v ∈ Ui , w ∈ V ∗i , j 6= i : cont (u,U j ) = cont (vw,U j ).
• Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) are maximal and prefix-free.
Then
⋃
1≤i≤n Ui · V ωi is a deterministic regular liveness property.
Proof. From Lemma 11 follows that
⋃
1≤i≤n Ui · V ωi is a deterministic regular ω-language. It remains to show that⋃
1≤i≤n Ui · V ωi is a liveness property.
Letw be a word inΣ ∗. We have to show thatw is in pre(
⋃
1≤i≤n Ui·Vωi ). Ifw is in pre(Ui) for some 1 ≤ i ≤ n, then
we can extend it to a word in Ui and, consequently, w is in pre(
⋃
1≤i≤n Ui · Vωi ). Otherwise let v be the longest prefix
of w that is in one of the Ui . This prefix v of w must exist because of the condition that pre(
⋃
1≤i≤n Ui · Σ ∗) = Σ ∗.
Without loss of generality, suppose that v is inUi . Let t be the shortest word in cont ((v · V ∗i ), {w}), i.e. w = vut such
that u ∈ V ∗i and t 6∈ Vi or t = ε.
If t is the empty word, then w is in Ui · V ∗i and therefore in pre(
⋃
1≤i≤n Ui · Vωi ).
Otherwise, if t is not the empty word, then t must be in pre(Vi∪(reduce(cont(Ui,⋃1≤j≤n Uj)\(pre(Vi)∪Vi ·Σ ∗)))
or t must contain a non-empty prefix s that is in Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j )) \ (pre(Vi) ∪ Vi · Σ ∗)), because
otherwise we would have contradiction either to the choice of v or to the choice of t or to the assumption that
Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) is maximal.
If t is in pre(Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j )) \ (pre(Vi) ∪ Vi · Σ ∗))), then it must be in pre(Vi). Otherwise vt
would be in pre(Uj) and therefore, by the lemma’s second assumption, w ∈ pre(Uj), which would be a contradiction
to the assumption that w is not in pre(Ui) for one of the Ui (the case where it is in pre(Ui) was already dealt
with in the second paragraph of this proof). Therefore t is in pre(Vi) and thus w is in pre(Ui · V∗i ) and therefore
in pre(
⋃
1≤i≤n Ui · Vωi ).
The case where a proper non-empty prefix s of t exists such that s is in Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j )) \
(pre(Vi)∪Vi·Σ ∗))will lead to a contradiction. There are two possibilities to be considered: s ∈ Vi or s ∈ cont (Ui ,U j ).
If s ∈ Vi , we get a contradiction that t does not contain a proper non-empty prefix that is in Vi . Because vus is a prefix
of w and cont (vu,U j ) = cont (v,U j ), we get in the case where s ∈ cont (Ui ,U j ) that vus ∈ U j (by the lemma’s
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second assumption) where s is not the empty word. This is a contradiction to the selection of v which was assumed to
be the longest prefix of w that is in one of the Ui .
Hence, in all cases, w is in pre(
⋃
1≤i≤n Ui · Vωi ) and therefore
⋃
1≤i≤n Ui · V ωi is a liveness property. 
Theorem 17. P ⊆ Σω is a deterministic regular liveness property if and only if it has a representation P =⋃
1≤i≤n Ui ·V ωi , n ∈ N, such that Ui and Vi are regular prefix-free languages satisfying the following three conditions:
• pre(⋃1≤i≤n Ui · Σ ∗) = Σ ∗,• ∀u, v ∈ Ui , w ∈ V ∗i , j 6= i : cont (u,U j ) = cont (vw,U j ).• Vi ∪ (reduce(cont (Ui ,⋃1≤ j≤n U j ) \ (pre(Vi) ∪ Vi · Σ ∗))) are maximal and prefix-free.
Proof. The result follows immediately from Lemmas 15 and 16. 
7. Conclusion
We have considered in detail the deterministic regular liveness properties. We presented a decomposition of these
languages that fragments them into two disjoint deterministic regular ω-languages. One of them can in a certain sense
be considered as a ‘kernel’ of the property, the other one acts as a supplement to the kernel. The characterization
gains insight into the structure of these languages due to the fact that our proofs are highly based on operations on the
corresponding automata. Finally, by analyzing as to why the ‘kernel’ properties do not cover all deterministic regular
liveness properties, we find that certain restrictions in their definition are too strong and, by weakening them, we can
describe the deterministic regular liveness properties completely similar to the ‘kernel’ property representation. Hence
we report two different ways of representing all deterministic regular liveness properties, both of which highlight
different facets of those properties, giving fundamental insight into their structure.
Acknowledgments
We would like to thank the anonymous referees for their very valuable remarks that truly helped us to improve the
paper.
References
[1] B. Alpern, F.B. Schneider, Defining liveness, Information Processing Letters 21 (4) (1985) 181–185.
[2] B. Alpern, F.B. Schneider, Recognizing safety and liveness, Distributed Computing 2 (1987) 117–126.
[3] J.R. Bu¨chi, On a decision method in restricted second order arithmetic, in: E. Nagel, et al. (Eds.), Proceedings of the International Congress
on Logic, Methodology and Philosophy of Science 1960, Stanford University Press, 1962, pp. 1–11.
[4] S. Eilenberg, Automata, Languages and Machines, vol. A, Academic Press, New York, 1974.
[5] J.E. Hopcroft, J.D. Ullman, Introduction to Automata Theory, Languages and Computation, first ed., Addison-Wesley, Reading, MA, 1979.
[6] O. Kupferman, M.Y. Vardi, Freedom, weakness, and determinism: From linear-time to branching-time, in: Proceedings of the 13th IEEE
Symposium on Logic in Computer Science, 1998, pp. 81–92.
[7] R.P. Kurshan, Complementing deterministic Bu¨chi automata in polynomial time, Journal of Computer and Systems Science 35 (1) (1987)
59–71.
[8] L. Lamport, Proving the correctness of multiprocess programs, IEEE Transactions on Software Engineering SE-3 (2) (1977) 125–143.
[9] L.H. Landweber, Decision problems for ω-automata, Mathematical Systems Theory 3 (4) (1969) 376–384.
[10] Z. Manna, A. Pnueli, A hierarchy of temporal properties, in: Proceedings of the 9th Annual ACM Symposium on Principles of Distributed
Computing, ACM Press, 1990, pp. 377–408.
[11] Z. Manna, A. Pnueli, The Temporal Logic of Reactive and Concurrent Systems—Specification, first ed., Springer Verlag, New York, 1992.
[12] F. Nießner, U. Nitsche, P. Ochsenschla¨ger, Deterministic ω-Regular Liveness Properties, in: S. Bozapalidis (Ed.), Preproceedings of the 3rd
International Conference on Developments in Language Theory, DLT’97, Thessaloniki, Greece, 1997, pp. 237–247.
[13] D. Perrin, J.-E. Pin, Infinite Words, Elsevier, 2004.
[14] S. Safra, On the complexity of ω-automata, in: Proceedings of the 29th IEEE Symposium on Foundations of Computer Science, White Plains,
1988.
[15] W. Thomas, Automata on infinite objects, in: J. van Leeuwen (Ed.), Formal Models and Semantics, in: Handbook of Theoretical Computer
Science, vol. B, Elsevier, 1990, pp. 133–191.
[16] M.Y. Vardi, P. Wolper, Reasoning about infinite computations, Information and Computation 115 (1) (1994) 1–37.
