INTRODUCTION
SINCER. A. FISHER advocated the method of maximum likelihood in his influential papers [13, 141 , it has become one of the most important tools for estimation and inference available to statisticians. A fundamental assumption underlying classical results on the properties of the maximum likelihood estimator (e.g., Wald [32] ; LeCam [23] ) is that the stochastic law which determines the behavior of the phenomena investigated (the "true" structure) is known to lie within a specified parametric family of probability distributions (the model). In other words, the probability model is assumed to be "correctly specified." In many (if not most) circumstances, one may not have complete confidence that this is so.
If one does not assume that the probability model is correctly specified, it is natural to ask what happens to the properties of the maximum likelihood estimator. Does it still converge to some limit asymptotically, and does this limit have any meaning? If the estimator is somehow consistent, is it also asymptotically normal? Does the estimator have properties which can be used to decide whether or not the the specified family of probability distributions does contain the true structure? This paper provides a unified framework within which specific answers to each of these equations can be given.
The consistency question was apparently first considered independently by Berk [7, 81 and Huber [20] . Berk takes a Bayesian approach and mentions in passing the information theoretic interpretation emphasized here. Huber's approach is classical; he provides very general conditions, building on those of Wald [32] , under which the maximum likelihood estimator converges to a well-defined limit, even when the probability model is not correctly specified.
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Huber's limit is identical to that of Berk; however, Huber does not explicitly discuss the information theoretic interpretation of this limit. This interpretation has been emphasized by Akaike [3] , who has observed that when the true distribution is unknown, the maximum likelihood estimator is a natural estimator for the parameters which minimize the Kullback-Leibler [22] Information Criterion (KLIC). Huber also elegantly treats the asymptotic normality question, and Souza and Gallant [30] definitively treat the related problem of inference, in a general implicit nonlinear simultaneous equations framework.
In Section 2, we provide simple conditions under which the maximum likelihood estimator is a strongly consistent estimator for the parameter vector which minimizes the KLIC. Our conditions are more closely related to the classical treatment of maximum likelihood given by LeCam [23] than to the earlier conditions of Wald [32]. While not as general as Huber's [20] conditions, they are nevertheless sufficiently general to have broad applicability. They are also more easily verified in common situations and have somewhat greater intuitive appeal than do Huber's.
Our treatment of asymptotic normality, given in Section 3, builds on the assumptions used to obtain consistency. While it too is more restrictive than Huber's approach, it does include LeCam's [23] asymptotic normality result as a special case. An interesting feature of this result is that with misspecification, the asymptotic covariance matrix of the QMLE no longer equals the inverse of Fisher's information matrix. Nevertheless, the covariance matrix can be consistently estimated and, as expected, simplifies to the familiar form in the absence of misspecification.
This latter property is exploited in Section 4 to yield a new test for misspecification, applicable to a broad range of problems, including omnibus or directional tests for univariate or multivariate normality, as well as tests for misspecification of linear or nonlinear regression equations.
In Section 5, properties of the QMLE are further exploited to yield specification tests of the Hausman [17] type. A new statistic, based on evaluating the scores for a maintained log-likelihood at an alternative consistent QMLE, is proposed and shown to be asymptotically equivalent to the Hausman statistic. This new statistic is often simpler to compute, since it doesn't require full maximization of the likelihood function.
CONSISTENCY
Our first assumption defines the structure which generates the observations. ASSUMPTION A l : The independent random 1 x M vectors U,,t = 1, . . . , n, have common joint distribution function G on 2, a measurable Euclidean space, with measurable Radon-Nikodym density g = dG/dv.
Since G is unknown a priori, we choose a family of distribution functions which may or may not contain the true structure, G. It is usually easy to choose this family to satisfy the next assumption.
ASSUMPTION A2: The family of distribution functions F(u, 6) has RadonNikodjlm densities f(u, 6) = dF(u,6)/dv which are measurable in u for every 6 in O, a compact subset of ap-dimensional Euclidean space, and continuous in 6 for every u in Q.
Next, we define the quasi-log-likelihood of the sample as and we define a quasi-maximum likelihood estimator (QMLE) as a parameter vector 6,which solves the problem THEOREM 2.1 (Existence): Given Assumptions A 1 and A2, for all n there exists a measurable QMLE, dn.
All proofs are provided in the Mathematical Appendix. Theorem 2.1 ensures that a QMLE always exists, but does not say anything about uniqueness.
Given the existence of a QMLE, we may examine its properties. It is well known that when F contains the true structure G (i.e., G(u) r F(u, 6,) for some 6, in 0 ) the MLE is consistent for 6, under suitable regularity conditions (Wald [32. Theorem 21; LeCam [23, Theorem 5.al). Without this restriction Akaike [3] has noted that since L,(U,6) is a natural estimator for E(logf(U,,B)),$,, is a natural estimator for 6,, the parameter vector which minimizes the KullbackLeibler [22] Information Criterion (KLIC), Here, and in what follows, expectations are taken with respect to the true distribution. Hence,
The opposite of I ( g :f,6) is called the entropy of the distribution G(u) with respect to F(u, 6). Intuitively, I ( f : g, 6) measures our ignorance about the true ~tructure.~ To support Akaike's observation that 6, is a natural estimator for O,, we impose the following additional condition.
ASSUMPTION A3: (a) E(logg(U,)) exists and llog f(u, 6)j 5 m(u) for all 6 in O, where m is integrable with respect to G; (b) I ( g :f, 6) has a unique minimum at 6, in O.
'~k a i k e [3] provides a useful discussion of the appropriateness of the KLIC for discriminating between models. Renyi 1271 gives a n axiomatic justification for the entropy as an information measure. Important properties of the KLIC which will be used later are I ( g HALBERT WHITE Assumption A3(a) ensures that the KLIC is well-defined; for example, if M = 1 and f and g are normal density functions Assumption A3(a) is satisfied whenever the true variance a: is finite and O does not contain a 2 = 0. Assumption A3(b) is the fundamental identification condition (cf. Bowden [9] ), which, for example, rules out redundant regressors in the linear regression framework and is equivalent to the rank condition in the simultaneous equations framework3 (cf. Rothenberg [28] In other words, the QMLE is generally a strongly consistent estimator for 6,, the parameter vector which minimizes the KLIC. This ensures that we minimize our ignorance about the true structure; thus we might call the QMLE the "minimum ignorance" estimator.
If the probability model is correctly specified (i.e., g(u) = f(u,8,) for som: 6, in O), then I ( g : f , 6 ) attains its unique minimum at 6,= do, so that 6, is consistent for the "true" parameter vector 6,. The present result with g(u) = f(u, It is important to point out that the correct specification of the probability model is a sufficient, but by no means a necessary condition for the consistent estimation of particular parameters of interest. For example, even when the true distribution is not normal, maximum likelihood carried out under the assumption of normality (i.e., least squares) yields consistent estimates of the mean and variance of distributions for which these quantities are finite. Indeed, it is the consistency of the QMLE for the parameters of interest in a wide range of situations which ensures its usefulness as the basis for the robust estimation techniques (the M-estimators) proposed by Huber [20] . This fact also provides the basis for specification tests of the Hausman [17] type, which we develop in Section 5.
Although 8:, can fail to be consistent for the parameters of interest as a result of the failure of the distributional assumptions (e.g., many robust estimation techniques require symmetric distributions for consistency), another important reason for this failure is the failure of restrictions implicitly or explicitly imposed on the elements of 8, particularly on the location parameters. As a simple 3Strictly speaking, the regularity conditions given here allow our results to be applied only to regression equations with i. example, incorrectly assuming that the mean is zero when one estimates the variance of a population leads to inconsistent estimates. In the linear regression framework, omitting a relevant variable correlated with the included regressors will lead to inconsistent parameter estimates. Similarly, incorrect parametric constraints in the simultaneous equations framework can lead to inconsistent estimates.
ASYMPTOTIC NORMALITY
With additional conditions provided in this section, we can show that the QMLE is asymptotically normally distributed. When the partial derivatives exist, we define the matrices If expectations also exist, we define the matrices When the appropriate inverses exist, define ASSUMPTION A4: a log f(u,e)/a6,, i = 1, . . . , p , are measurable functions of u for each 6 in O and continuously differentiable functions of 6 for each u in Q. Assumption 4 ensures that the first two derivatives with respect to B exist; that these derivatives are measurable in u follows from Assumption A2, since the derivative can be considered as the limit of a sequence of measurable difference quotients. These conditions allow us to apply a mean value theorem for random functions given by In the present case, this equivalence generally won't hold, as an example below demonstrates. However, when the model is correctly specified and the next assumption holds, we obtain an information matrix equivalence result. Together. Conditions A1-A7 and g(u) = f(u.8,) for 8, in O may be thought of as the "usual maximum likelihood regularity conditions," since they ensure that all the familiar results hold.
T o see that A (8,) will not generally equal -B(B,), consider the estimation of the mean and variance of i.i.d. random variables U,, assumed to be distributed as N ( yo.0;). The quasi-log-likelihood of an observation is
Provided that U, has nonzero variance and finite fourth moment. it follows that p* = yo and 0: = a:, while where JP, and p2 are the skewness and kurtosis measures,
Obviously, a necessary and sufficient condition that A( p,, a;) = -B( p,, a;) is ;PI = 0 and ,R, = 3. for which normality is sufficient. With rare exceptions. inferences in the maximum likelihood frarnework are drawn using estimators for A ( p", 0;) or B ( pl,, a,'), taking advantage of the information matrix equivalence. In the present example. the presence of skewness and/or kurtosis can lead to serious errors in inference when standard techniques are applied. Note that inferences about the mean based on a n estimator for A ( p,, a;) will be correct due to the diagonality of A( p,,a;).
However, inferences about oi will be affected. as will inferences about either po or a; based on an estimator for B( y,,a;) such as B , ( $,,, 6;).
This example makes it clear that care must be taken in drawing inferences in the presence of model misspecification. The fact that A(8,) generally doesn't 'This latter condition apparenti) can b e weakened vanishes on the to a requirement that j (~1 . 6 ) boundary of ~t s minimal support. 
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The proper form for the Lagrange Multiplier statistic is given by the next result. Again, ~~ ( 8 , ) must be used in the presence of model misspecification to ensure that the test has proper size.
This result further establishes the asymptotic equivalence of the specification robust versions of the Wald and Lagrange Multiplier statistics. However, the likelihood ratio statistic is not generally equivalent to these in the presence of model misspecification. To see this, we observe that a two term mean value expansion of the likelihood ratio statistic for testing the hypothesis 6, = 8' yields
is an appropriate Wald statistic when the model is correctly specified. Otherwise, ~( 8 ' ) -' must replace -A (8') to obtain a test of the correct size; the likelihood ratio fails to do this and is not asymptotically distributed as X? (cf. Souza and Gallant [30, Theorem 91, Foutz and Srivastava [15] ).
MAXIMUM LIKELIHOOD ESTIMATION 4. THE INFORMATION MATRIX TEST FOR MISSPECIFICATION
The information matrix equivalence theorem says essentially that when the model is correctly specified, the information matrix can be expressed in either Hessian form, -A (e,), or outer product form, B(6,). Equivalently, A (6,) + B(6,) = 0. When this equality fails, it follows that the model is misspecified, and we saw that this misspecification can have serious consequences when standard inferential techniques are applied.
The failure of information matrix equivalence can also indicate misspecifications which render the QMLE inconsistent for particular parameters of interest. 
The matrix A(6,) + B(6,) is unobservable, but it can be consistently estimated by A,(&) + ~~( 8 , ) .
To obtain a test statistic, we consider the asymptotic distribution of the elements of ,/n(A,(B*,) + B,(B*,)), anticipating that under appropriate conditions, these elements will be jointly normally distributed asymptotically, with mean zero in the absence of misspecification. Given a consistent estimator for the asymptotic covariance matrix, we can form an asymptotic X 2 statistic of the Wald [31] type.
It is important to point out that the large sample approach is not the only way of proceeding. For example, when estimating the mean and variance from a sample hypothesized to be normal, the hypothesis that A(@,)+ B(6,) = 0 is equivalent to the joint hypothesis that J P , = 0 and P, = 3. There are presently available several useful approximate finite sample omnibus tests for normality which make joint use of the sample analogs of J P , and P,, i.e., J b , and b, (e.g., D'Agostino and Pearson [12] ;Bowman and Shenton [lo] ;Pearson, D'Agostino, and Bowman [25] ).These are all possible alternatives to our large sample approach. However, since these are specific to the problem of testing normality, and since we wish to give a general procedure, we take a large sample approach.
To simplify the notation which follows, we define
The test will be based on the "indicators" ~~ ( 8 , ) which are Even with a moderately large sample, say n = 75, one may be concerned about the available degrees of freedom. In such situations it is possible to avoid this problem by performing tests on linear combinations of the indicators, or more simply, by considering only a subset. This yields a more directional test, and which subset should be chosen depends on the alternatives against which power is desired. In the normal example, one will obtain tests powerfu! against skewed or kurtotic alternatives depending on whether D,, (8,) In practice, Assumption A10 can always be guaranteed by appropriate choice of indicators.
We require a consistent estimator for V(6,); a natural choice is Now we can state the desired result. To carry out the test, one computes (4.1) and compares it to the critical value of the X: distribution for a given size of test. If (4.1) does not exceed this value, one can't reject the null hypothesis that the model has been correctly specified. Otherwise, one concludes that the model is misspecified, implying the incopsistencv of the usual maximum likelihood covariance matrix estimators -A,(Bn)-' or ~~( 8 , )~' at the very least, as well as possible inconsistency of the QMLE for parameters of interest. (Whether this latter problem exists can be investigated using the tests of the next section.) When the null hypothesis is rejected, inferences are properly drawn (with respect to 6,) using the Wald or Lagrange Multiplier statistics of Section 3. Note that even in the absence of parameter estimator inconsistency, a statistically significant value for (4.1) indicates potential efficiency gains to removing the misspecification.
The information matrix test provides a unified framework for specification (goodness of fit) tests for a wide variety of probability laws, uni-or multivariate, continuous or discrete. In addition, it can reasonably be expected to have validity in frameworks much more general than that explicitly considered here. As special cases, it contains the heteroskedasticity test of White [35] , as well as White's [36, Theorem 4.21 specification test for nonlinear regression models. Under appropriate regularity conditions, the statistic (4.1) should also be applicable to general simultaneous equations or limited dependent variables models.
Although we don't formally consider the power of the information matrix test here, it's reasonable to expect that the test will be consistent (i.e., have unit power asymptotically) against any alternative which renders the usual maximum likelihood inference techniques invalid. Misspecifications which don't affect the usual techniques won't be detected. The loss associated with a type I1 error in these cases amounts only to the loss in efficiency associated with quasi-maximum likelihood estimation, rather than that resulting from parameter or covariance matrix estimator inconsistency. Typically, it's straightforward to determine which alternatives will be detected by the information matrix test in specific cases. The information matrix test for normality is sensitive to skewness or kurtosis. Other alternatives are ignored at little cost since these cause neither parameter nor covariance matrix estimator inconsistency when the usual (i.e., least squares) techniques are used. In the linear regression framework, the test is sensitive to forms of heteroskedasticity or model misspecification which result in correlations between the squared regression errors and the second order cross-products of the regressors (see White [35, pp. 824-8261),
As a practical matter, computation of (4.1) can be cumbersome due to the presence of VD,(B,), which contains third derivatives. Often it can be shown under the null hypothesis that VD(8,) vanishes, so that V(8,) is consistently estimated by n-
6)'. In White's heteroskedasticity and nonlinear regression specification tests [35, 361 V D(8) vanishes under the alternative as well. Even when V D(8) doesn't vanish, the null hypothesis can be exploited to yield so that V(8,) can be consistently estimated by
This estimator is neither consistent nor necessarily positive semi-definite when the null hypothesis fails, so it may be a poor choice in practice.
TESTS FOR PARAMETER ESTIMATOR INCONSISTENCY
The information matrix test of the previous section is sensitive to model misspecifications which invalidate the usual maximum likelihood inference procedures. Often, such misspecifications will also cause the QMLE to be inconsistent for particular parameters of interest, but it may sometimes be difficult a priori to tell if this is so. In this section, we present two tests sensitive to misspecifications which cause parameter estimator inconsistency.
Given a correctly specified model, not only can we obtain the maximum likelihood estimator (MLE), but it is typically easy to find a QMLE which contains a subset of estimators consistent for particular parameters of interest. For example, in the normal location estimation problem, the sample mean is the MLE, while the sample median is an alternative consistent QMLE. In the regression framework with a normality assumption, least squares gives the MLE, while weighted least squares gives a consistent QMLE (White [33, 34, 361.) In the simultaneous equation framework, the three-stage least squares estimator yields the MLE under a normality assumption, while two-stage least squares equation by equation gives a consistent QMLE (e.g., Hausman [17] ).
Whenever the MLE and an alternative consistent QMLE are available, the distance between them can be used as an indicator of model misspecification since this distance vanishes asymptotically in the absence of misspecification, but generally doesn't vanish otherwise. Although this fact has often been exploited (e.g., by Byron [ll] , Wu [37] ), Hausman [17] was apparently the first to advocate making this fact the basis for a general class of specification tests. Accordingly, we refer to any tests based on a comparison of the MLE to a QMLE as a Hausman test. In practice, Assumption A12 can always be satisfied by proper choice of B.
We need a consistent estimator for S(0,, y,), and a natural choice is where A; . p y , B" n, A/. n pQ,B; are the finite sample analogs of A ". Oy, Bh.Af' @, Bf, and
That Rn(dn, fn) converges to the appropriate limit is ensured by Assumptions A5 and A1 1. show, the Hausman test has optimal power properties against alternatives which result in parameter estimator inconsistency.
Another way to detect the inconsistency of a supposed MLE for the parameters of interest is to observe that when the model is correctly specified, the gradient V Ln(U, 6,) has expectation zero. In the absence of misspecification, it is usually easy to find a QMLE consistent for 6,, say 6,. Thus, we would expect VLn(U, i n ) to be close to zero in the absence of misspecification, but generally not otherwise, since in generally won't converge to 6,.
A very useful result can be obtained by constructing in in the following way_. As before, let 7; = (b;,',~?;) maximize n-'~:,,logh(U,, y ) over I ' . Next, let #n maximize V Ln( U, Dn, #) over (so that V+Ln( U, En, Gn) = O), and set 8:: = ( /j,', 6;). Then VBLn(U, Qn) serves as an indicator of model misspecification and we investigate the asymptotic distribution of JnVpLn(U, in). It's reasonable to expect that under appropriate regularity conditions, this will be normally distributed asymptotically with mean zero in the absence of misspecification. Given a consistent estimator of the asymptotic covariance matrix, we can then form an asymptotic X 2 statistic.
In fact, the necessary regularity conditions have already been given. Let A,f. PP(6)-' be the k x k submatrix of A,f(B)-' obtained by deleting the last p -k columns from A: @(6)-I . The desired result follows.
5~ referee points out that the asymptotic slopes criterion of Bahadur [4] (see also Geweke [16]) applies here, suggesting that the present statistic will dominate Hausman's under some alternatives. This domination is not necessarily uniform over the alternative hypothesis space, indicating that a statistic which dominates both Hausman's and the present statistic in the approximate slopes sense could be obtained as the maximum of the two. The gradient test is performed by comparing 9, to the critical value for the Xi distribution at a given significance level, and rejecting the hypothesis of no misspecification if 9, exceeds this value. In effect, the gradient test is a Lagrange-multiplier procedure which tests the hypothesis that 8, = 8, is consistently estimated by 8,. Theorem 5.2 establishes that the 9, statistic is asymptotically equivalent to the Xn statistic under the null hypothesis, a fact precisely analogous to the asymptotic equivalence of the Wald and Lagrange Multiplier statistics of Section 3. In contrast to the X, statistic, the 
SUMMARY AND CONCLUDING REMARKS
In this paper we provide a unified framework for studying the consequences and detection of model misspecification when maximum likelihood techniques are used. Misspecification can cause parameter estimators to be inconsistent for particular parameters of interest, as well as invalidating standard techniques of inference. Specification robust procedures are provided here. The properties of the QMLE are also exploited to yield several useful tests for model misspecification.
Taken together, the specification tests of Sections 4 and 5 have the potential to detect a broad range of model misspecifications. Given the characteristics of the tests, the following sequential procedures may often be convenient. First, apply the information matrix test of Section 4. If the null hypothesis of no misspecification is not rejected, one may have confidence that standard maximum likelihood techniques of estimation and inference are valid. If the null hypothesis is rejected, one can investigate the seriousness of the misspecification using the tests of Section 5. If these don't reject the null hypothesis of no misspecification, one may have confidence that the estimated parameters will be consistent for parameters of interest, although inferences must be based on the specification robust procedures of Section 3. Otherwise, one has an indication that the parameter estimator is inconsistent for the parameters of interest, so that the model specification must be carefully re-e~amined.~ Since the tests are not obviously independent, the actual size of a test for misspecification using this procedure may be difficult to determine. Nevertheless, Bonferroni bounds on the size of such a test are easily found, and this procedure should provide relatively low cost insurance against the improper use of a misspecified model.
Finally, we note that misspecifications which only result in estimator inefficiency (but no parameter or covariance matrix estimator inconsistency) will not be readily detected by the tests of Sections 4 and 5. In some cases, one may be interested in whether such misspecifications remain. Since I ( g :f, 8,) = 0 if and only if the probability model is correct (see Footnote 2), the KLIC serves as an indicator for such misspecifications. The KLIC is not observable; however, it can be consistently estimated by where is the nonparametric entropy estimator of Ahmad and Li? [I] . Te:ts of the hypothesis that I ( g : f,B,) = 0 might then be based on dnIn(g: f,B,,). However, establishing the asymptotic distribution of this statistic is a non-trivial problem which we leave to future work. by Theorem Z of Jennrich [21] .Choose (U,) so that this occurs and also /3, -+ Po. Since q is compact, a sequence (Gn) has a limit point in 9,say +*. Consider a subsequence (+,) which converges to +*.
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By the triangle inequality
Since L,(U,B) converges uniformly to E(logf (U,, 8) ), the first term on the right of (A.12) can be made arbitrarily small for all n, sufficiently large. The second term is_ arbitrarily ;mall for all n, sufficiently large by the uniform continuity in 8 of E(log f(U,, 8)), since P , + /3, and +,-t +*. 
