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An imaginary PBW basis for quantum affine algebras of
type 1.
Ben Cox, Vyacheslav Futorny, and Kailash C. Misra
Abstract. Let ĝ be an affine Lie algebra of type 1. We give a PBW basis for
the quantum affine algebra Uq(ĝ) with respect to the triangular decomposition
of ĝ associated with the imaginary positive root system.
Primary 17B37, 17B15; Secondary 17B67, 1769
1. Introduction
Although affine Lie algebras are infinite dimensional analogs of finite dimen-
sional semisimple Lie algebras, they have special features that do not have analogs
in the finite dimensional theory. One such feature is the existence of closed par-
titions of the root system into sets of positive and negative roots which are not
equivalent under the action of the Weyl group to the standard partitions of the
root system. Such partitions are called nonstandard partitions. The classification
of closed subsets of the root system for affine Kac-Moody algebras was obtained by
Jakobsen and Kac [JK85, JK89], and independently by Futorny [Fut90, Fut92].
In particular, it is shown that for affine Lie algebras there are only a finite num-
ber of Weyl-equivalency classes of these nonstandard partitions. Corresponding to
each non-standard partition we have non-standard Borel subalgebras from which
one may induce other non-standard Verma-type modules and these typically con-
tain both finite and infinite dimensional weight spaces. For example, for the affine
Lie algebra ŝl(2), the only non-standard modules of Verma-type are the imaginary
Verma modules [Fut94]. In this paper we focus on the imaginary Verma modules
for affine Lie algebras of type 1.
Let ĝ be an affine Lie algebra of type 1 and Uq(ĝ) denote the associated quantum
affine algebra introduced independently by Drinfeld [Dri85] and Jimbo [Jim85].
One of the problems in dealing with nonstandard partitions of root systems is
that the associated triangular decomposition of ĝ can not be lifted to a triangular
decomposition of Uq(ĝ). In [CFKM97], the imaginary Verma module for the affine
Lie algebra ŝl(2) is q-deformed in such a way that the weight multiplicities, both
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finite and infinite-dimensional, are preserved. This construction is generalized to
the imaginary Verma modules for any affine Lie algebra ĝ of type 1 in [FGM98].
Furthermore, in [CFKM97], the authors used a special technique involving the
Diamond Lemma to construct a PBW type basis for the quantum imaginary Verma
module for Uq(ŝl(2)) which does not generalize to other affine Lie algebras. In
this paper we use a different approach and construct a PBW type basis for the
quantum imaginary Verma module for any quantum affine algebra Uq(ĝ) of type 1
(see Theorem 3.4.7 and Theorem 4.1.1).
A reader might want to compare our results with those appearing in the work
of Beck, Chari and Pressley [BCP99]. In this cited paper their Lemma 1.5 should
be compared to our definition of Xβ±r given below in section 3. The difference of our
decomposition with that given in the work of Beck, Chari and Pressley has more
to do with the breakdown of different quantized Borel subalgebras. In [BCP99],
the authors have a decomposition of the quantized Borel subalgebra coming from
the standard positive root system as
U+ ∼= U+(>)⊗ U+(0)⊗ U+(<)
where U+(>) (resp. U+(<)), is the subalgebra generated by root vectors having
a root from the set {α + kδ | k ≥ 0, α ∈ ∆0,+} (resp.{−α + kδ | k > 0, α ∈
∆0,+}) and U+(0) is the subalgebra generated by certain root vectors for the set
of imaginary positive roots {kδ | k > 0}. Here ∆0 denotes the set of roots of g
with chosen set of positive/negative roots ∆0,±. Let U
+
q (S) generated by the root
vectors coming from the “natural” or synonamously imaginary partition of positive
roots S = {α+kδ | k ∈ Z, α ∈ ∆0,+}∪{kδ | k ≥ 0} for the natural Borel subalgebra.
This subalgebra gives rise to an imaginary Verma module where one induces up
using the natural Borel. If one chooses another partition instead of the natural or
standard positive root system one obtains other Verma type modules. In this paper
we focus on quantized imaginary Verma modules which are in a sense the simplest
quantized Verma type modules. We don’t decompose U+, rather we decompose the
positive part of the quantized enveloping algebra U+q (S). Our main result given
below in Theorem 3.4.7 is essentially
U+(S) ∼= U+(>)⊗ Ω(U+(<))⊗ U+(0)⊗ U0
where the algebras on the right are what is defined above as in [BCP99] and Ω is
an anti-automorphism. The braid group action on the root vectors of the quantized
enveloping algebra plays a fundamental role in the proof of the our result. We use
them to transform results appearing in Beck (see [Bec94a] and [Bec94b]), and
Damiani’s work (see [Dam98] and [Dam00]) to our setting.
In [BCP99] the authors give an algebraic characterization of the affine canon-
ical basis corresponding to the standard set of positive roots generalizing results
of Lusztig [Lus90] and Kashiwara [Kas91]. In future work we will construct an
analog of what we call the Kashiwara algebra Kq for the imaginary Verma module
Mq(λ) for the quantum affine algebra Uq(ĝ) by introducing certain Kashiwara-type
operators. Then we will prove that a certain quotient N−q of Uq(ĝ) is a simple
Kq-module. This has already been done in the setting of Uq(ŝl(2)) (see [CFM10]).
Our eventual aim is to provide an algebraic characterization of a “reduced” canon-
ical basis for the quantized imaginary reduced Verma module constructed from the
imaginary Borel defined by the set of positive roots S.
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2. The affine Lie algebra ĝ.
We begin by recalling some basic facts and constructions for the affine Kac-
Moody algebra ĝ and its imaginary Verma modules. See [Kac90] for Kac-Moody
algebra terminology and standard notations.
2.1. Let I = {0, . . . , N}, I0 = {1, 2, . . . , N}, and A = (aij)0≤i,j≤N be a gen-
eralized affine Cartan matrix of type 1 for an untwisted affine Kac-Moody algebra
ĝ. Let D = (d0, . . . , dN ) be a diagonal matrix with relatively prime integer entries
such that the matrix DA is symmetric. Then ĝ has the loop space realization
ĝ = g⊗ C[t, t−1]⊕ Cc⊕ Cd,
where g is the finite dimensional simple Lie algebra over C with Cartan matrix
(aij)1≤i,j≤N , c is central in ĝ; d is the degree derivation, so that [d, x⊗ tn] = nx⊗ tn
for any x ∈ g and n ∈ Z, and [x ⊗ tn, y ⊗ tm] = [x, y] ⊗ tn+m + δn+m,0n(x|y)c for
all x, y ∈ g, n,m ∈ Z.
An alternative Chevalley-Serre presentation of ĝ is given by defining it as the
Lie algebra with generators ei, fi, hi (i ∈ I) and d subject to the relations
[hi, hj ] = 0, [d, hi] = 0,(2.1)
[hi, ej ] = aijej , [d, ej] = δ0,jej ,(2.2)
[hi, fj ] = −aijfj, [d, fj ] = −δ0,jfj ,(2.3)
[ei, fj ] = δijhi,(2.4)
(adei)
1−aij (ej) = 0, (adfi)
1−aij (fj) = 0, i 6= j.(2.5)
We set hˆ to be the span of {h0, . . . , hN , d}.
Let ∆0 be the set of roots of g with chosen set of positive/negative roots ∆0,±.
Let Q0 be the free abelian group with basis αi, 1 ≤ i ≤ N which is the root lattice
of g. Let Qˇ0 =
∑
i Zhi be the coroot lattice of g. The co-weight lattice is defined to
be Pˇ0 = Hom(Q0,Z) with basis ωi defined by 〈ωi, αj〉 = δi,j . The simple reflections
si : Pˇ0 → Pˇ0 are defined by si(x) = x − 〈αi, x〉hi. The si also act on Q0 by
si(y) = y− 〈y, hi〉αi. The Weyl group of g is defined as the subgroup W0 of AutPˇ0
generated by s1, . . . , sN . The affine Weyl group is defined as W = W0 ⋉ Qˇ0. Let
θ =
∑N
i=1 aiαi be the highest positive root with ai labels of the extended Dynkin
diagram and set s0 = (sθ,−θˇ) where
sθ(λ) = λ− 〈λ, θˇ〉θ
for all λ ∈ h∗. Note if α =
∑
i kiαi, then
αˇ =
∑
i
(αi|αi)
(α|α)
kiαˇi
(see [Kac90] formula (5.1.1) and Ch. 2 for the notation ( | ).) Note also hi = αˇi.
Then W is generated by s0, . . . , sN . Let W˜ = W0 ⋉ Pˇ0 ∼= T ⋉ W be the
generalized affine Weyl group where T is the group of Dynkin diagram automor-
phisms. The length of element w˜ = τw ∈ W˜ with τ ∈ T and w ∈ W is defined by
l(w˜) = l(w).
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Let ∆ be the root system of ĝ with positive/negative set of roots ∆±and simple
roots Π = {α0, . . . , αN}. Define δ = α0 + θ. Extend the root lattice Q0 of g to
the affine root lattice Q := Q0 ⊕ Zδ, and extend the form (.|.) to Q by setting
(q|δ) = 0 for all q ∈ Q0 and (δ|δ) = 0. The generalized affine Weyl group W˜ acts
on Q as an affine transformation group. In particular if z ∈ Pˇ0 and 1 ≤ i ≤ N ,
then z(αi) = αi − 〈z, αi〉δ. Let Q+ =
∑
i∈I0
Z≥0αi ⊕ Z≥0δ.
The root system ∆ of ĝ is given by
∆ = {α+ nδ | α ∈ ∆0, n ∈ Z} ∪ {kδ | k ∈ Z, k 6= 0}.
The roots of the form α + nδ, α ∈ ∆, n ∈ Z are called real roots, and those
of the form kδ, k ∈ Z, k 6= 0 are called imaginary roots. We let ∆re and ∆im
denote the sets of real and imaginary roots, respectively. The set of positive real
roots of ĝ is ∆re+ = ∆0,+ ∪ {α + nδ | α ∈ ∆0, n > 0} and the set of positive
imaginary roots is ∆im+ = {kδ | k > 0}. The set of positive roots of ĝ is ∆+ =
∆re+ ∪ ∆
im
+ . Similarly, on the negative side, we have ∆− = ∆
re
− ∪ ∆
im
− , where
∆re− = ∆0,−∪{α+nδ | α ∈ ∆0, n < 0} and ∆
im
− = {kδ | k < 0}. The weight lattice
P of ĝ is P = {λ ∈ ĥ∗ | λ(hi) ∈ Z, i ∈ I, λ(d) ∈ Z}. Let B denote the associated
braid group with generators T0, T1, . . . , TN .
2.2. Consider the partition ∆ = S ∪ −S of the root system of ĝ where S =
{α+ nδ | α ∈ ∆0,+, n ∈ Z} ∪ {kδ | k > 0}. This is a non-standard partition of the
root system ∆ in the sense that S is not Weyl equivalent to the set ∆+ of positive
roots. There are other non-standard partitions of the root system ∆, but we leave
the study of Verma type modules arising from these other partitions to future work.
The reason we stick to the case of the above S for imaginary Verma modules is that
they are perhaps the least technically complicated to work with when considering
all non-conjugate non-standard partitions of ∆.
3. The quantum affine algebra Uq(ĝ)
3.1. The quantum affine algebra Uq(ĝ) is the C(q
1/2)-algebra with 1 generated
by
Ei, Fi, Kα, γ
±1/2, D±1 0 ≤ i ≤ N, α ∈ Q,
and defining relations:
DD−1 = D−1D = γ1/2γ−1/2 = γ−1/2γ1/2 = 1,
KαKβ = Kα+β,K0 = 1,
[γ±1/2, Uq(g)] = [D,K
±1
i ] = [Ki,Kj] = 0,
(γ±1/2)2 = K±1δ ,
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
KαEiK
−1
α = q
(α|αi)Ei, KαFiK
−1
α = q
−(α|αi)Fi,
DEiD
−1 = qδi,0Ei, DFiD
−1 = q−δi,0Fi,
1−aij∑
s=0
(−1)sE
(1−aij−s)
i EjE
(s)
i = 0 =
1−aij∑
s=0
(−1)sF
(1−aij−s)
i FjF
(s)
i , i 6= j.
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where
qi := q
di , [n]i =
qni − q
−n
i
qi − q
−1
i
, [n]i! :=
n∏
k=1
[k]i
and Ki = Kαi , E
(s)
i = Ei/[s]i! and F
(s)
i = Fi/[s]i! (see [Bec94a] and [Lus88]).
The quantum affine algebra Uq(ĝ) is a Hopf algebra with a comultiplication
given by
∆(K±1i ) = K
±1
i ⊗K
±1
i ,(3.1)
∆(D±1) = D±1 ⊗D±1, ∆(γ±1/2) = γ±1/2 ⊗ γ±1/2(3.2)
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei,(3.3)
∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi,(3.4)
and an antipode given by
s(Ei) = −EiK
−1
i , s(Fi) = −KiFi,
s(Ki) = K
−1
i , s(D) = D
−1, s(γ1/2) = γ−1/2.
Let Φ : Uq(ĝ)→ Uq(ĝ) be the C-algebra automorphism defined by
Φ(Ei) = Fi, Φ(Fi) = Ei, Φ(Kα) = Kα,(3.5)
Φ(D) = D, Φ(γ±1/2) = γ±1/2, Φ(q±1/2) = q∓1/2,
and let Ω : Uq(ĝ)→ Uq(ĝ) be the C-algebra anti-automorphism defined by
Ω(Ei) = Fi, Ω(Fi) = Ei, Ω(Kα) = K−α,(3.6)
Ω(D) = D−1, Ω(γ±1/2) = γ∓1/2, Ω(q±1/2) = q∓1/2,
(see [Bec94a, Section 1]).
3.2. There is an alternative realization for Uq(ĝ), due to Drinfeld [Dri85],
which we shall also need. We will use the formulation due to J. Beck [Bec94a].
Let Uq(ĝ) be the associative algebra with 1 over C(q
1/2)- generated by
x±1ir , his, K
±1
i , γ
±1/2, D±1 1 ≤ i ≤ N, r, s ∈ Z, s 6= 0,
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with defining relations:
DD−1 = D−1D = KiK
−1
i = K
−1
i Ki = γ
1/2γ−1/2 = γ−1/2γ1/2 = 1,(3.7)
[γ±1/2, Uq(g)] = [D,K
±1
i ] = [Ki,Kj] = [Ki, hjk] = 0,(3.8)
DhirD
−1 = qrhir, Dx
±
irD
−1 = qrx±ir ,(3.9)
Kix
±
jrK
−1
i = q
±(αi|αj)
i x
±
jr ,(3.10)
[hik, hjl] = δk,−l
1
k
[kaij ]i
γk − γ−k
qj − q
−1
j
,(3.11)
[hik, x
±
jl] = ±
1
k
[kaij ]iγ
∓|k|/2x±j,k+l,(3.12)
x±i,k+1x
±
jl − q
±(αi|αj)x±jlx
±
i,k+1(3.13)
= q±(αi|αj)x±ikx
±
j,l+1 − x
±
j,l+1x
±
ik,
[x+ik, x
−
jl] = δij
1
qi − q
−1
i
(
γ
k−l
2 ψi,k+l − γ
l−k
2 φi,k+l
)
,(3.14)
where
∞∑
k=0
ψikz
k = Ki exp
(
(qi − q
−1
i )
∑
l>0
hilz
l
)
, and
∞∑
k=0
φi,−kz
−k = K−1i exp
(
−(qi − q
−1
i )
∑
l>0
hi,−lz
−l
)
.(3.15)
For i 6= j, n := 1− aij
Symk1,k2,...,kn
n∑
r=0
(−1)r
[
n
r
]
x±ik1 · · ·x
±
ikr
x±jlx
±
ikr+1
· · ·x±iks = 0.(3.16)
Note that Beck’s paper [Bec94a] on page 565 has a typo in it where he has φi,kz
k
instead of φi,−kz
−k.
In the above last relation Sym means symmetrization with respect to the indices
k1, . . . , kn. Also in Drinfeld’s notation one has e
hc/2 = γ and eh/2 = q.
The algebras given above and in §3.1 are isomorphic [Dri85]. If one uses the
formal sums
(3.17) φi(u) =
∑
p∈Z
φipu
−p, ψi(u) =
∑
p∈Z
ψipu
−p, x±i (u) =
∑
p∈Z
x±ipu
−p
Drinfeld’s relations (3.11)- (3.14) can be written as
[φi(u), φj(v)] = 0 = [ψi(u), ψj(v)](3.18)
φi(u)ψj(v)φi(u)
−1ψj(v)
−1 = gij(uv
−1γ−1)/gij(uv
−1γ)(3.19)
φi(u)x
±
j (v)φi(u)
−1 = gij(uv
−1γ∓1/2)±1x±j (v)(3.20)
ψi(u)x
±
j (v)ψi(u)
−1 = gji(vu
−1γ∓1/2)∓1x±j (v)(3.21)
(u− q±(αi|αj)v)x±i (u)x
±
j (v) = (q
±(αi|αj)u− v)x±j (v)x
±
i (u)(3.22)
[x+i (u), x
−
j (v)] = δij(qi − q
−1
i )
−1(δ(u/vγ)ψi(vγ
1/2)− δ(uγ/v)φi(uγ
1/2))(3.23)
where gij(t) = gij,q(t) is the Taylor series at t = 0 of the function (q
(αi|αj)t−1)/(t−
q(αi|αj)) and δ(z) =
∑
k∈Z z
k is the formal Dirac delta function.
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3.3. Let U+q = U
+
q (ĝ) (resp. U
−
q = U
−
q (ĝ)) be the subalgebra of Uq(ĝ) gener-
ated by Ei (resp. Fi), i ∈ I, and let U0q = U
0
q (ĝ) denote the subalgebra generated
by K±1i (i ∈ I) and D
±1.
Beck in [Bec94a] and [Bec94b] has given a total ordering of the root system
∆ and a PBW like basis for Uq(ĝ). Below we follow the construction developed
by Damiani [Dam98], Gavarini [Gav99] and [BK96] and let Eβ denote the root
vectors for each β ∈ ∆+ counting with multiplicity for the imaginary roots. One
defines Fβ = E−β := Ω(Eβ) for β ∈ ∆+ (refer to (3.6)).
For any affine Lie algebra ĝ, there exists a map pi : Z → I such that, if we
define
βk =

spi(0)spi(−1) · · · spi(k+1)(αpi(k)) for all k < 0,
αpi(0) k = 0,
αpi(1) k = 1,
spi(1)spi(2) · · · spi(k−1)(αpi(k)) for all k > 1,
then the map pi′ : Z 7→ ∆re+ given by pi
′(k) = βk is a bijection. Note that the map
pi, and hence the total ordering, is not unique. We fix pi so that {βk | k ≤ 0} =
{α+ nδ | α ∈ ∆0,+, n ≥ 0} and {βk | k ≥ 1} = {−α+ nδ | α ∈ ∆0,+, n > 0}. One
also defines the set of imaginary roots with multiplicity as
∆+(im) := ∆
im
+ × I0,
where we recall I0 = {1, ..., N}.
It will be convenient for us to invert Beck’s original ordering of the positive
roots (see [BK96, §1.4.1]). Let
(3.24) β0 > β−1 > β−2 > · · · > δ > 2δ > · · · > β2 > β1,
([Gav99, §2.1] for this ordering). We define −α < −β iff α > β for all positive
roots α, β, so we obtain a corresponding ordering on ∆−.
The following elementary observation on the ordering will play a crucial role
later. Write A < B for two sets A and B if x < y for all x ∈ A and y ∈ B. Then
Beck’s total ordering of the positive roots can be divided into three sets:
{α+ nδ | α ∈ ∆0,+, n ≥ 0} > {kδ | k > 0} > {−α+ kδ | α ∈ ∆0,+, k > 0}.
Similarly, for the negative roots, we have,
{−α− nδ | α ∈ ∆0,+, n ≥ 0} < {−kδ | k > 0} < {α− kδ | α ∈ ∆0,+, k > 0}.
The action of the braid group generators Ti on the generators of the quantum
group Uq(ĝ) is given by the following.
Ti(Ei) = −FiKi, Ti(Fi) = −K
−1
i Ei,
Ti(Ej) =
−aij∑
r=0
(−1)r−aijq−ri E
(−aij−r)
i EjE
(r)
i , if i 6= j,
Ti(Fj) =
−aij∑
r=0
(−1)r−aijqriF
(r)
i FjF
(−aij−r)
i , if i 6= j,
Ti(Kj) = KjK
−aij
i , Ti(K
−1
j ) = K
−1
j K
aij
i ,
Ti(D) = DK
−δi,0
i , Ti(D
−1) = D−1K
δi,0
i .
8 BEN COX, VYACHESLAV FUTORNY, AND KAILASH C. MISRA
For each βk ∈ ∆re+ , define the root vector Eβk in Uq(ĝ) by
Eβk =

T−1pi(0)T
−1
pi(−1) · · ·T
−1
pi(k+1)(Epi(k)) for all k < 0,
Epi(0) k = 0,
Epi(1) k = 1,
Tpi(1)Tpi(2) · · ·Tpi(k−1)(Epi(k)) for all k > 1.
(3.25)
The following result is due to Iwahori, Matsumoto and Tits (see [Bec94a],
Section 2).
Proposition 3.3.1. Suppose w ∈ W˜ and w = τsi1 · · · sin is a reduced decom-
position in terms of simple reflections and τ ∈ T . Then Tw := τTi1 · · ·Tin does not
depend on the reduced decomposition of w chosen, but rather only on w.
Orient the Dynkin diagram of g by defining a map o : V → {±1} so that for
adjacent vertices i and j one has o(i) = −o(j). Beck defines T̂ωi = o(i)Tωi and
obtains ([Bec94a, Section 4]) for i ∈ I0 and k ∈ Z,
x−ik : = T̂
k
ωi(Fi), x
+
ik := T̂
−k
ωi (Ei).
Fix i ∈ I0 and k ≥ 0. The proposition above in the particular case of the
reduced decomposition of ωi = τsi1 · · · sir ∈ Pˇ0 ⊂ W˜ where τ is a diagram auto-
morphism and the si are simple reflections, gives
x+ik = T̂
−k
ωi (Ei) = o(i)
k(τTi1 · · ·Tir )
−k(Ei) = o(i)
kTj1 · · ·Tjmτ
−k(Ei),
for some jt ∈ I.
Fixing still i ∈ I0 and k ≥ 0, choose now wαi+kδ ∈ W˜ , and j ∈ I, such that
wαi+kδ(αj) = αi + kδ. Writing wαi+kδ = sl1 · · · slp as a reduced decomposition of
simple reflections, Beck defines
Eαi+kδ : = Twαi+kδ (Ej) = Tl1 · · ·Tlp(Ej),
which according to Lusztig is independent of the choice of wαi+kδ, its reduced de-
composition and j ∈ I. In particular we can choose j = τ−k(i) and w = sj1 · · · sjm ,
so that sj1 · · · sjm(αj) = sj1 · · · sjm(ατ−k(i)) = αi + kδ. Then
(3.26) Eαi+kδ = Tj1 · · ·Tjm(Eτ−k(i)) = o(i)
kx+ik.
Now one defines
Fαi+kδ = Ω(Eαi+kδ) = o(i)
kΩ(x+ik) = o(i)
kΩ(T̂−kωi (Ei))(3.27)
= o(i)kT̂−kωi (Ω(Ei)) = o(i)
kT̂−kωi (Fi) = o(i)
kx−i,−k,
as TjΩ = ΩTj and TτΩ = ΩTτ .
If k < 0 and i ∈ I0, then −αi − kδ ∈ ∆re+ , so that −αi − kδ = βl =
spi(1) · · · spi(l−1)(αpi(l)) for l > 1 and −αi − kδ = βl = αpi(1) if l = 1. Then for
l > 1,
E−αi−kδ = Eβl = T
−k
ωi T
−1
i (Ei) = −T
−k
ωi (K
−1
i Fi)(3.28)
= −o(i)kT−kωi (K
−1
i )x
−
i,−k = −o(i)
kK−1i γ
−kx−i,−k
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as ωi(−αi) = −αi + δ (see §2.1) so that ω
−k
i si(αi) = ω
−k
i (−αi) = −αi − kδ and
Tωi(K
−1
i ) = K−αi+δ. Now
F−αi−kδ = Ω(E−αi−kδ) = −o(i)
kΩ(K−1i γ
−kx−i,−k)(3.29)
= −o(i)kKiγ
kx+i,k.
He also defines for k > 0
ψik = (qi − q
−1
i )γ
k/2[Ei, Tˆ
k
ωi(Fi)] = (qi − q
−1
i )γ
k/2[Ei, x
−
ik],
φi,−k = (qi − q
−1
i )γ
−k/2[Fi, Tˆ
k
ωiEi] = (qi − q
−1
i )γ
−k/2[Fi, x
+
i,−k],
ψi,0 := Ki, φi,0 := K
−1
i , and for any τ ∈ T ,
(3.30) Tτ (Ei) := Eτ(i), Tτ (Fi) := Fτ(i), Tτ (Ki) := Kτ(i).
One writes τ for Tτ . Note also that τsiτ
−1 = sτ(i) for all 0 ≤ i ≤ n.
Each real root space is 1-dimensional, but each imaginary root space is N -
dimensional. Hence, for each positive imaginary root kδ (k > 0) we define N
imaginary root vectors, E
(i)
kδ (i ∈ I0) by
exp
(
(qi − q
−1
i )
∞∑
k=1
E
(i)
kδ z
k
)
= 1 + (qi − q
−1
i )
∞∑
k=1
K−1i [Ei, x
−
i,k]z
k(3.31)
= 1 +
∞∑
k=1
K−1i ψik
(
γ−1/2z
)k
= exp
(
(qi − q
−1
i )
∑
l>0
hilγ
−l/2zl
)
.
So E
(i)
kδ = hikγ
−k/2 for all k > 0. For k < 0 we also define E
(i)
kδ := Ω(E
(i)
−kδ) =
hikγ
k/2. Our definition of E
(i)
kδ is the same as [Dam98], Definition 7. In particular
K−1i [Ei, x
−
i,k] = −o(i)
kγ−kK−1i [Ei,KiE−αi+kδ]
= −o(i)kγ−kK−1i (EiKiE−αi+kδ −KiE−αi+kδEi)
= −o(i)kγ−k
(
K−1i EiKiE−αi+kδ − E−αi+kδEi
)
= −o(i)kγ−k
(
q−2i EiE−αi+kδ − E−αi+kδEi
)
.
Using these sets and a symbol ∗ ∈ {±∞,±∞˜, im}, one defines U+q (∗) as the
subalgebra of Uq generated by {Eα |α ∈ ∆+(∗)} and
(3.32) U≥0q (∗) := U
+
q (∗)U
0
q , U
−
q (∗) := Ω(U
+
q (∗)), U
≤0
q (∗) := Ω(U
≥0
+ (∗)).
Recall that the R-“matrices” are defined having values in Uq(ĝ)⊗̂Uq(ĝ) (see
[Lus93] for the definition of Uq(ĝ)⊗̂Uq(ĝ) and [Bec94a], Section 5) for 1 ≤ i ≤ N
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by
Ri =
∑
n≥0
(−1)nq
−n(n−1)
2
i (qi − q
−1
i )
n[n]i!Ti(F
(n)
i )⊗ Ti(E
(n)
i ),(3.33)
=
∑
n≥0
(q−1i − qi)
nq
−n(5n−1)
2
i
[n]i!
Eni K
−n
i ⊗ F
n
i K
n
i ,
R¯i = T
−1
i ⊗ T
−1
i ◦R
−1
i =
∑
n≥0
q
n(n−1)
2
i (qi − q
−1
i )
n[n]i!F
(n)
i ⊗ E
(n)
i .(3.34)
These operators have inverses
R−1i =
∑
n≥0
(qi − q
−1
i )
nq
−n(3n+1)
2
i
[n]i!
Eni K
−n
i ⊗ F
n
i K
n
i
R¯−1i =
∑
n≥0
q
−n(n−1)
2
i (q
−1
i − qi)
n
[n]i!
Fni ⊗ E
n
i
Suppose w ∈ W˜ and τsi1 · · · sir is a reduced presentation for w where τ is
defined as in (3.30). Beck defines the following “R-matrices”:
Rw = τ(Si1Si2 · · ·Sir−1(Rir ) · · ·Si1(Ri2)Ri1),(3.35)
R¯w = τ(S
−1
ir
S−1ir−1 · · ·S
−1
i2
(Ri1 ) · · ·S
−1
ir
(R¯ir−1 )R¯ir ).(3.36)
Using the root partition S = {α+ kδ |α ∈ ∆0,+, k ∈ Z} ∪ {lδ | l ∈ Z>0} from
Section 2.3, we define:
U+q (S) to be the subalgebra of Uq(ĝ) generated by x
+
i,k, (1 ≤ i ≤ N, k ∈ Z) and
hi,l (1 ≤ i ≤ N, l > 0);
U−q (S) to be the subalgebra of Uq(ĝ) generated by x
−
i,k (1 ≤ i ≤ N, k ∈ Z) and
hi,−l (1 ≤ i ≤ N, l > 0), and
U0q (S) to be the subalgebra of Uq(ĝ) generated by K
±1
i (1 ≤ i ≤ N), γ
±1/2,
and D±1. Thus U0q (S) = U
0
q (gˆ).
3.4. Let ω denote the standard C(q1/2)-linear antiautomorphism of Uq(ĝ),
and set E−α = ω(Eα) for all α ∈ ∆+. Then Uq has a basis of elements of the
form E−HE+, where E± are ordered monomials in the Eα, α ∈ ∆±, and H is a
monomial in K±1i , γ
±1/2, and D±1 (which all commute).
Furthermore, this basis is, in Beck’s terminology, convex, meaning that, if
α, β ∈ ∆+ and β > α, then
(3.37) EβEα − q
(α|β)EαEβ =
∑
α<γ1<···<γr<β
cγE
a1
γ1 · · ·E
ar
γr
for some integers a1, . . . , ar and scalars cγ ∈ C[q, q−1], γ = (γ1, . . . , γr) [BK96,
Proposition 1.7c], [LS90], and similarly for the negative roots. The above is called
the Levendorski and So˘ıbelman convexity formula.
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Set A = C[q1/2, q−1/2, 1[n]qi
, i ∈ I, n > 1]. We first begin with a slightly different
A-form than in [FGM98]. Namely we define this algebra UA = UA(ĝ) to be the
A-subalgebra of Uq(ĝ) with 1 generated by the elements
x±1ir , his, K
±1
i , γ
±1/2, D±1,
[
Ki ; s
n
]
,
[
D ; s
n
]
,
[
γ ; s
1
]
,
[
γψi ; k, l
1
]
for 1 ≤ i ≤ N, r, s ∈ Z, s 6= 0 where following [Lus88], for each i ∈ I, s ∈ Z and
n ∈ Z+, we define the Lusztig elements in Uq(ĝ):[
γ ; s
1
]
i
=
γs − γ−s
qi − q
−1
i
,(3.38) [
γψi ; k, l
1
]
=
γ
k−l
2 ψi,k+l − γ
l−k
2 φi,k+l
qi − q
−1
i
(3.39) [
Ki ; s
n
]
=
n∏
r=1
Kiq
s−r+1
i −K
−1
i q
−(s−r+1)
i
qri − q
−r
i
, and(3.40)
[
D ; s
n
]
=
n∏
r=1
Dqs−r+10 −D
−1q
−(s−r+1)
0
qr0 − q
−r
0
.(3.41)
where q0 = q
d0 . This A-form can be shown to be the same as that in [FGM98] with
the exception that we have added the generators γ±1/2,
[
γ ; s
1
]
i
and
[
γψi ; k, l
1
]
.
Let U+
A
(resp. U−
A
) denote the subalgebra of UA generated by the x
+
ik, hil, where
k ∈ Z, l ∈ Z>0, 1 ≤ i ≤ N (resp. x
−
ik, hil, where k ∈ Z, l ∈ −Z≥0\{0}, 1 ≤
i ≤ N ), i ∈ I, and let U0
A
denote the subalgebra of UA generated by the elements
γ±1/2,K±1i ,
[
Ki ; s
n
]
, D±1,
[
D ; s
n
]
,
[
γ ; s
1
]
i
,
[
γψi ; k,−k
1
]
. Note if k + l > 0
(resp. k + l < 0), then
[
γψi ; k, l
1
]
∈ U+
A
(resp.
[
γψi ; k, l
1
]
∈ U−
A
).
Lemma 3.4.1. [Bec94a, Prop. 3.10, Lemma 3.15] Set a = q2i γ
1/2, b = q2i γ
−1/2,
c = −q
aij
i γ
1/2, d = −q
aij
i γ
−1/2 for i 6= j, r > 0, m ∈ Z. Then
[ψir, x
−
im] = −γ
1/2[2]i
(
r−1∑
k=1
ak−1(qi − q
−1
i )ψi,r−kx
−
i,m+k + a
r−1x−i,m+r
)
[ψir, x
+
im] = γ
−1/2[2]i
(
r−1∑
k=1
bk−1(qi − q
−1
i )x
+
i,m+kψi,r−k + b
r−1x+i,m+r
)
[ψir, x
−
jm] = γ
1/2[aij ]i
(
r−1∑
k=1
ck−1(qi − q
−1
i )ψi,r−kx
−
j,m+k + a
r−1x−j,m+r
)
[ψir, x
+
jm] = −γ
−1/2[aij ]i
(
r−1∑
k=1
dk−1(qi − q
−1
i )x
+
j,m+kψi,r−k + d
r−1x+j,m+r
)
.
The anti-automorphism Ω sends ψik to φik and since ΩTi = TiΩ, Ω sends x
±
i,m
to x∓i,m (see [Bec94a, Section 1 and 3.11] and [Lus93]). Thus one gets a similar
set of commutator formulas for φir , but since we don’t need them explicitly we will
not write them down.
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The next result follows from direct calculations using Lusztig’s elements.
Proposition 3.4.2. The following commutation relations hold between the gen-
erators of UA. For k ∈ Z, l ∈ Z>0, 1 ≤ i, j ≤ N ,
x+ik
[
Kj ; s
n
]
=
[
Kj ; s− aji
n
]
x+ik,
x+ik
[
D ; s
n
]
=
[
D ; s− k
n
]
x+ik,[
Kj ; s
n
]
x−ik = x
−
ik
[
Kj ; s− aji
n
]
,[
D ; s
n
]
x−ik = x
−
ik
[
D ; s− k
n
]
,[
D ; s
n
]
hik = hik
[
D ; s+ k
n
]
,
[γ±1/2, UA] = [D,K
±1
i ] = [Ki,Kj] = [Ki, hjk] = 0,
Dhir = q
rhirD, Dx
±
ir = q
rx±irD,
Kix
±
jr = q
±(αi|αj)
i x
±
jrKi,
[hik, hjl] = δk,−l
1
k
[kaij ]i
[
γ ; k
1
]
i
[hik, x
±
jl] = ±
1
k
[kaij ]iγ
∓|k|/2x±j,k+l,
[x+ik, x
−
jl] = δij
[
γψi ; k, l
1
]
.
Corollary 3.4.3. The algebra UA inherits the standard triangular decompo-
sition of Uq(gˆ). In particular, any element u of UA can be written as an A-linear
combination of monomials of the form u−u0u+ where u± ∈ U±
A
and u0 ∈ U0
A
.
Proof. We first consider an element of the form wx−jl where w is a monomial
in U0
A
or U+
A
. We need to move the w past x−jl. If w = x
+
il , then
x+ikx
−
jl = x
−
jlx
+
ik + δij
[
γψi ; k, l
1
]
,
which now has summands that are in U−
A
U0
A
U+
A
. Similarly if w is any of the following
elements
his, s > 0, K
±1
i , γ
±1/2, D±1,
[
Ki ; s
n
]
,
[
D ; s
n
]
,
[
γ ; s
1
]
i
,
then the Proposition above shows that wx−jl ∈ U
−
A
U0
A
U+
A
. If w =
[
γψi ; k, l
1
]
, then
Lemma 3.4.1 tells us (using induction on k), that wx−jl ∈ U
−
A
U0
A
U+
A
.
If we consider elements of the form wz where z = hik, k < 0, then if w is any
of the elements
x+jl, hjs, s > 0, K
±1
i , γ
±1/2, D±1,
[
Ki ; s
n
]
,
[
D ; s
n
]
,
[
γ ; s
1
]
i
,
[
γψi ; k, l
1
]
then the Proposition above shows that whik ∈ U
−
A
U0
A
U+
A
.
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If we consider elements of the form wz where
z =
[
γψi ; k, l
1
]
=
−γ
l−k
2 φi,k+l
qi − q
−1
i
k + l < 0, and if w is any of the elements
x+jl, hjs, s > 0, K
±1
i , γ
±1/2, D±1,
[
Ki ; s
n
]
,
[
D ; s
n
]
,
[
γ ; s
1
]
,
[
γψi ; k, l
1
]
then Lemma 3.4.1 and Proposition 3.4.2 above shows that w
[
γψi ; k, l
1
]
∈ U−
A
U0
A
U+
A
.

Let Aut(Γ) be the set of automorphisms of the afffine Dynkin diagram Γ. Recall
I0 = {1, ..., N}, and let pi : Z ∋ r 7→ pir ∈ I, N1, ..., Nn ∈ Z≥0, τ1, ..., τn ∈ Aut(Γ)
be such that:
i). Ni =
∑i
j=1 l(ωj) ∀i ∈ I0 (where 〈ωi, αj〉 = δij for all i, j ∈ I0);
ii). spi1 · · · spiNi
τi =
∑i
j=1 ωj ∀i ∈ I0;
iii). pir+Nn = τn(pir) ∀r ∈ Z;
(these conditions imply that for all r < r′ ∈ Z spirspir+1 · · · spir′−1spir′ is a reduced
expression, see [IM65] and [Kac90])
Then pi induces a map
Z ∋ r 7→ wr ∈W defined by wr =

spi0 · · · spir+1 if r < 0,
1 if r = 0, 1,
spi1 · · · spir−1 if r > 1,
a bijection
Z ∋ r 7→ βr = wr(αpir ) ∈ Φ
re
+ ,
and of course a bijection {±} × Z↔ Φ re.
For all α = βr ∈ Φ
re
+ as in (3.25) the root vectors Eα can be written as:
Eβr =

T−1
w−1r
(Epir ) if r < 0,
Epi(0) if r = 0,
Epi(1) if r = 1,
Twr(Epir ) if r > 1
and we define
Fα = Ω(Eα).
For r ∈ Z, we define
β±r =
{
±βr if r ≤ 0
∓βr if r > 0;
then of course
{β+r |r ∈ Z} = {mδ + α ∈ Φ|m ∈ Z, α ∈ ∆0,+},
{β−r |r ∈ Z} = {mδ − α ∈ Φ|m ∈ Z, α ∈ ∆0,+}.
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The root vectors do depend on pi (for example if aij = aji = −1 we have
Ti(Ej) 6= Tj(Ei)). What is independent of pi are the root vectors relative to the
roots mδ ± αi:
Emδ+αi = T
−m
ωi (Ei), Emδ−αi = T
m
ωiT
−1
i (Ei).
Lemma 3.4.4. Let ω = ω1 + · · ·+ ωn and let m ∈ Z≥0, α ∈ ∆0,+, h ∈ Z. Then
mδ + α ∈ ∆+ implies
T hω (Emδ+α) =
{
E(m−h〈ω,α〉)δ+α if m− h〈ω, α〉 ≥ 0
−F(h〈ω,α〉−m)δ−αK(h〈ω,α〉−m)δ−α if m− h〈ω, α〉 < 0;
and mδ − α ∈ ∆+, implies
T hω (Emδ−α) =
{
E(m+h〈ω,α〉)δ−α if m+ h〈ω, α〉 > 0
−K−1−(m+h〈ω,α〉)δ+αF−(m+h〈ω,α〉)δ+α if m+ h〈ω, α〉 ≤ 0.
Proof. The function pi is defined to have the following property:
• If mδ + α ∈ ∆+, then there exists r ≤ 0 such that mδ + α = βr =
spi0spi−1 · · · spir+1(αpir) (if r = 0, then β0 = αpi0);
• If mδ − α ∈ ∆+, then there exists r ≥ 1 such that mδ − α = βr =
spi1spi2 · · · spir−1(αpir ) (if r = 1, then β1 = αpi1) .
Recall ω(mδ ± α) = mδ ± (α − 〈ω, α〉δ). By the definition of pi we have ω =
spi1 · · · spiNn τn = τnsτ−1n (pi1) · · · sτ−1n (piNn) = τnspi1−Nn · · · spi0 . It follows that
ωwr =
{
wr+Nnτn if r ≥ 1 or r ≤ −Nn
wr+Nnspir+Nn τn = wr+Nnτnspir if −Nn < r ≤ 0,
and
ω(βr) =
{
βr+Nn if r ≥ 1 or r ≤ −Nn,
−βr+Nn if −Nn < r ≤ 0,
This means ω(β±r ) = β
±
r+Nn
. Moreover
• If r ≥ 1, then TωTwr = Twr+Nnτn.
• If r ≤ 0, then
TωT
−1
w−1r
=
{
T−1
w−1r+Nn
τn if r ≤ −Nn,
Twr+NnTpir+Nn τn if −Nn < r ≤ 0.
Thus
Tω(Eβr )
=
{
Eβr+Nn if r ≥ 1 or r ≤ −Nn,
Twr+NnTpir+Nn (Epir+Nn ) = −Fβr+NnKβr+Nn if −Nn < r ≤ 0.
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Now assuming the result above for h > 0,
T h+1ω (Emδ+α) =
{
E(m−(h+1)〈ω,α〉)δ+α if m− h〈ω, α〉 ≥ 0,
−Tω(F(h〈ω,α〉−m)δ−α)Tω(K(h〈ω,α〉−m)δ−α) if m− h〈ω, α〉 < 0;
=
{
E(m−(h+1)〈ω,α〉)δ+α if m− h〈ω, α〉 ≥ 0,
−ΩTω(E(h〈ω,α〉−m)δ−α)K((h+1)〈ω,α〉−m)δ−α if m− h〈ω, α〉 < 0;
=

E(m−(h+1)〈ω,α〉)δ+α if m− h〈ω, α〉 ≥ 0,
−F((h+1)〈ω,α〉−m)δ−αK((h+1)〈ω,α〉−m)δ−α if (h+ 1)〈ω, α〉 −m > 0,
E−((h+1)〈ω,α〉−m)δ+α if (h+ 1)〈ω, α〉 −m ≤ 0,
=
{
E(m−(h+1)〈ω,α〉)δ+α if m− (h+ 1)〈ω, α〉 ≥ 0,
−F((h+1)〈ω,α〉−m)δ−αK((h+1)〈ω,α〉−m)δ−α if m− (h+ 1)〈ω, α〉 < 0.

Let m ∈ Z, α ∈ ∆0,+ be such that mδ±α ∈ ∆; consider the following modified
root vectors:
Xmδ+α =
{
Emδ+α if m ≥ 0,
−F−mδ−αK−mδ−α if m < 0,
Xmδ−α =
{
−K−1mδ−αEmδ−α if m > 0,
F−mδ+α if m ≤ 0,
(Ω(Xmδ±α) = X−mδ∓α).
Equivalently
Xβ+r =
{
Eβr if r ≤ 0
−FβrKβr if r ≥ 1,
Xβ−r =
{
Fβr if r ≤ 0
−K−1βr Eβr if r ≥ 1.
It follows from the proof of Lemma 3.4.4 that:
∀r ∈ Z Tω(Xβ±r ) = Xβ±r+Nn
.
Corollary 3.4.5. If X is a finite subset of {Xβ|β ∈ ∆ re}, then there exists
h ∈ Z such that T hω (X ) ⊆ {Xβ±r |r ≤ 0}.
Remark 3.4.6. The imaginary root vectors are fixed points for the action of
the Tωi, and in particular of Tω.
Theorem 3.4.7. Given m : Z ∋ r 7→ mr ∈ Z≥0 such that #{r ∈ Z|mr 6= 0} <
∞ define
X−(m) =
∏
r∈Z
Xmr
β−r
, X+(m) =
∏
r∈Z
Xmr
β+r
where one chooses a fixed ordering for the products.
Given l : ∆+(im)→ Z≥0 such that #{(rδ, i) ∈ ∆+(im)|l(rδ,i) 6= 0} <∞ define
E im(l) =
∏
(rδ,i)∈∆+(im)
E
l(rδ,i)
(rδ,i) , F
im(l) = Ω(E im(l)),
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where E(rδ,i) = E
(i)
rδ . Then the set
(3.42) {X−(m)F im(l)KαD
rγs/2Eim(l′)X+(m′)}, r, s ∈ Z, α ∈ Q0
is a basis of Uq(gˆ).
Proof. Since we are dealing with a finite set, up to applying a suitable power
of Tω we can suppose mr = m
′
r = 0 ∀r ≥ 1 (notice that Q ∋ γ 7→ ω(γ) =
γ − (ω|γ)δ ∈ Q is a bijection).
Then the elements X−(m)F im(l)KγE
im(l′)X+(m′) are elements of the “clas-
sical” PBW-basis, and the claim is obvious.
The fact that the products (3.42) span Uq(gˆ) is similar to the proof of [FGM98,
Proposition 1, Theorem 1] (see Theorem 4.0.8 below). The Levendorskii-Soibelman
formula (3.37) implies that
{X−(m)F im(l)Kγ}, and {KγE
im(l′)X+(m′)}
span two subalgebras of Uq. Indeed consider the left set. Then after applying the
antiautomorphism Ω to the Levendorskii-Soibelman formula we get
F
(i)
rδ Xβ−s −Xβ−s F
(i)
rδ =
{
F
(i)
rδ Fβs − FβsF
(i)
rδ if s ≤ 0,
−F
(i)
rδ K
−1
βs
Eβs +K
−1
βs
EβsF
(i)
rδ if s ≥ 1,
=
{∑
(rδ,i)<ν1<···<νr<βs
c¯νF
ar
νr · · ·F
a1
ν1 if s ≤ 0,
K−1βs (−F
(i)
rδ Eβs + EβsF
(i)
rδ ) if s ≥ 1,
where c¯ν ∈ Q(q1/2).
From [Dam00], Theorem 5.3.2 (4), one has
[E
(i)
rδ , Fkδ−αj ] =
{
−xijrE(r−k)δ+αjKαj−kδ if r ≥ k,
xijrF(k−r)δ−αjK
−1
rδ if r < k,
for some xijr ∈ Q(q1/2). Applying Ω to the above gives us
[F
(i)
rδ , Ekδ−αj ] =
{
xijrK−αj+kδF(r−k)δ+αj if r ≥ k,
−xijrK
−1
−rδE(k−r)δ−αj if r < k,
and both of these are in the span of {X−(m)F im(l)Kγ}. Hence the left hand side
F
(i)
rδ Xβ−s −Xβ−s F
(i)
rδ above is in the span of {X
−(m)F im(l)Kγ}.
Let U ′q be the span of
{X−(m)F im(l)KγE
im(l′)X+(m′)};
then the previous paragraph implies that U ′q is stable under left product by the
X−(m)F im(l)Kγ ’s and under right product by the KγE
im(l′)X+(m′)’s.
The classical PBW-basis is a subset of
{X−(m)F im(l)F (p)KγE(p
′)E im(l′)X+(m′)}
where
F (p) =
∏
r∈Z+
F prβr , E(p) =
∏
r∈Z+
Eprβr
AN IMAGINARY PBW BASIS FOR QUANTUM AFFINE ALGEBRAS OF TYPE 1. 17
with p : Z+ → Z≥0, #{r ∈ Z+|pr 6= 0} < ∞. This implies that in order to prove
that U ′q = Uq it is enough to prove that F (p)E(p
′) ∈ U ′q. This is done by induction
on the “height” h of F (p)E(p′):
h =
∑
r∈Z+
(pr + p
′
r)h(βr), where h(
∑
i∈I
miαi) =
∑
i∈I
mi,
the cases p ≡ 0 or p′ ≡ 0 being obvious. Recall from the definition of Uq(gˆ), §3.1,
that F (p)Eβk = EβkF (p) +
∑
fke with k a monomial in the Ki’s (i ∈ I), f ∈ U−q
and e ∈ U+q homogeneous, and the “height” of fe less than that of F (p)Eβk . The
scholium follows from the fact that the “height” of F (p)E(p′′) and that of feE(p′′)
are strictly less than h, where p′′r = p
′
r − δrk. Hence the theorem follows. 
4. Imaginary Verma Modules
The algebra ĝ has a triangular decomposition ĝ = ĝ−S ⊕ ĥ ⊕ ĝS , where ĝS =
⊕α∈Sĝα and S is defined in §2.2. Let U(ĝS) (resp. U(ĝ−S)) denote the universal
enveloping algebra of ĝS (resp. ĝ−S).
Let λ ∈ P , where P is the weight lattice of ĝ. A weight (with respect to ĥ)
U(ĝ)-module V is called an S-highest weight module with highest weight λ if there
is some nonzero vector v ∈ V such that
(i). u+ · v = 0 for all u+ ∈ ĝS ;
(ii). V = U(ĝ) · v.
Let λ ∈ P . We make C into a 1-dimensional U(ĝS ⊕ ĥ)-module by picking a
generating vector v and setting (x + h) · v = λ(h)v, for all x ∈ ĝS , h ∈ ĥ. The
induced module
M(λ) = U(ĝ)⊗U(ĝS⊕ĥ) Cv = U(ĝ−S)⊗ Cv
is called the imaginary Verma module with S-highest weight λ. Imaginary Verma
modules are in many ways similar to ordinary Verma modules except they contain
both finite and infinite-dimensional weight spaces. They were studied in [Fut94],
from which we summarize.
Proposition 4.0.8 ([Fut94], Proposition 1, Theorem 1). Let λ ∈ P , and let
M(λ) be the imaginary Verma module of S-highest weight λ. Then M(λ) has the
following properties.
(i). The module M(λ) is a free U(ĝ−S)-module of rank 1 generated by the S-
highest weight vector 1⊗ 1 of weight λ.
(ii). M(λ) has a unique maximal submodule.
(iii). Let V be a U(ĝ)-module generated by some S-highest weight vector v of weight
λ. Then there exists a unique surjective homomorphism φ :M(λ) 7→ V such
that φ(1 ⊗ 1) = v.
(iv). dimM(λ)λ = 1. For any µ = λ− kδ, k a positive integer, 0 < dimM(λ)µ <
∞. If µ 6= λ−kδ for any integer k ≥ 0 and dimM(λ)µ 6= 0, then dimM(λ)µ =
∞.
(v). Let λ, µ ∈ ĥ∗. Any non-zero element of HomU(ĝ)(M(λ),M(µ)) is injective.
(vi). The module M(λ) is irreducible if and only if λ(c) 6= 0.
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4.1. The Subalgebras Uq(−S) and U−q (S) of Uq(gˆ). Let Uq(±S) be the
subalgebra of Uq := Uq(ĝ) generated by {Xβ±r |r ∈ Z} ∪ {E
(i)
±kδ| 1 ≤ i ≤ N, k >
0}, and let Brq denote the subalgebra of Uq(ĝ) generated by Uq(S) ∪ U
0
q (ĝ) (the
superscript r is used to remind us that it is generated in part by root vectors).
Let U±q (S) be the subalgebra of Uq(ĝ) generated by {x
±
ik |1 ≤ i ≤ N, k ∈ Z} ∪
{hil| 1 ≤ i ≤ N, l ∈ ±Z∗≥0}, and let B
d
q denote the subalgebra of Uq(ĝ) generated
by U+q (S) ∪ U
0
q (ĝ). (The superscript d, is used to remind us that the respective
subalgebras are generated in part by Drinfeld generators).
Let λ ∈ P . A Uq(ĝ) weight module V rq is called an S-highest weight module
with highest weight λ if there is a non-zero vector v ∈ V rq such that:
(i). u+ · v = 0 for all u+ ∈ Uq(S) \ C(q
1/2);
(ii). V rq = Uq(ĝ) · v.
Note that, in the absence of a general quantum PBW theorem for non-standard
partitions, we cannot immediately claim that an S-highest weight module V rq is
generated by Uq(−S). This is in contrast to the classical case.
Let C(q1/2) ·v be a 1-dimensional vector space over C(q1/2). Let λ ∈ P , and set
Xβ+r ·v = 0, for all r ∈ Z and E
(i)
kδ ·v = 0 for k < 0 and 1 ≤ i ≤ N , K
±1
i ·v = q
±λ(hi)v
(i ∈ I) and D±1 ·v = q±λ(d)v. Define M rq (λ) = Uq(ĝ)⊗Brq C(q
1/2)v. ThenM rq (λ) is
an S-highest weight Uq-module called the quantum imaginary Verma module with
highest weight λ. If we let Lrq be the left ideal in Uq generated by Xβ+r for all r ∈ Z
and E
(i)
kδ for k < 0 and 1 ≤ i ≤ N , K
±1
i − q
±λ(hi) (i ∈ I) and D±1 − q±λ(d), then
Uq/L
r
q
∼=M rq (λ) which is induced by 1 7→ v.
We obtain the following refinement of [FGM98, Theorem 3.4]:
Theorem 4.1.1. As a vector space, M rq (λ) has a basis consisting of the ordered
monomials
(4.1) {X−(m)F im(l)v}.
Proof. This module is free over this set of vectors by Theorem 3.4.7. 
Corollary 4.1.2. M rq (λ) is free as a module over Uq(−S).
Recall the notation from §3.3. Let Mdq (λ) = Uq/L
d
q where L
d
q is the left ideal
generated by the Drinfeld generators x+ik, hil, i ∈ I0, k ∈ Z, l > 0, together with
K±1i − q
±λ(hi), γ±1/2 − q±λ(c)/2 and D±1 − q±λ(d). Let Bdq be the subalgebra
of Uq generated by U
+
q (S) and U
0
q (gˆ) and let C(q
1/2)λ be the one dimensional
Bdq -module where x
+
ik1 = 0, hil1 = 0, K
±1
i 1 = q
±λ(hi)1, i ∈ I0, k ∈ Z, l > 0,
γ±1/21 = q±λ(c)/21 and D±11 = q±λ(d)1. Note that Bdq ⊆ B
r
q as Eαi+kδ = o(i)
kx+ik
for k ≥ 0, F−αi−kδ = −o(i)
kKiγ
kx+ik for k < 0, and E
(i)
kδ = γ
−k/2hik (see (3.26)
and (3.29)).
By universal mapping properties of quotients and the tensor products one has
Mdq (λ)
∼= Uq ⊗Bdq C(q
1/2)λ.
Since Ldq ⊂ L
r
q, there is a surjective Uq-module homomorphism pi :M
d
q (λ)→M
r
q (λ).
Corollary 4.1.3. Mdq (λ) is isomorphic to M
r
q (λ) as Uq-modules.
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Proof. Due to the previous Corollary there exists a Uq(−S)-module homo-
morphism ψ :M rq (λ)→M
d
q (λ) such that ψ◦pi is the identity onM
r
q (λ). The image
of ψ is a Uq(−S)-submodule of Mdq (λ). But x
−
ik ∈ Uq(−S)U
0
q , for k ∈ Z, and hil ∈
Uq(−S)U0q , for l ∈ −Z>0 by (3.27), (3.28) and (3.31). Moreover U
−
q (S) is generated
by these elements and thus Mdq (λ) ⊇ Uq(−S)v = Uq(−S)U
0
q v ⊇ U
−
q (S)v = M
d
q (λ)
by Corollary 3.4.3. 
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