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We construct and analytically compute entanglement and the Re´nyi entropies of Dirac fermions on
a 2 dimensional torus in the presence of background chemical potential, current source and Wilson
loop, by employing correlation functions of the electromagnetic vertex operators of Zn orbifold
theory. The entropies reveal numerous novelties. They probe the energy levels of compact fermions
through the chemical potential, demonstrate interference phenomena with the current source being
‘beat frequency,’ and experience topological phase transitions by dialing the Wilson loop, in the low
temperature limit. In the large radius limit, they depend only on the Wilson loop via topological
transitions, which are tightly linked to conformal dimension of the electromagnetic operators.
PACS numbers: 03.65.Ud,42.25.Hz,11.40.-q,05.30.Fk,11.25.Hf.
Entanglement is at the heart of quantum theories, en-
compassing quantum mechanics, quantum field theories,
quantum gravity and quantum information science [1].
Entanglement entropy [2–6] and its extension, the Re´nyi
entropy [7], can be used to measure quantum informa-
tion encoded in a quantum state. The entropies have
been useful to probe quantum critical phenomena [8], to
classify topological states of matter that can not be dis-
tinguished by symmetries [9, 10], and to prove the irre-
versibility of the renormalization group in 3 dimensional
field theories that do not have other ways to do so [11].
Recently, the Re´nyi entropy has been measured in sys-
tems of interacting delocalized particles using quantum
interference of many body systems [12].
Direct computations of entanglement entropy on quan-
tum field theories are known to be difficult. Nevertheless
there have been progresses in 1+1 dimensions [13–16].
Gauge fields and corresponding potentials are one of main
tools for manipulating quantum fields. Time and space
components of the 1+1 dimensional gauge potential are
chemical potential µ and a source of current source J ,
respectively. We call the latter ‘current source’ for sim-
plicity. Entanglement entropy for quantum systems with
finite chemical potential (or finite charge density) at zero
temperature has been studied previously. The entropy
was claimed to be independent of chemical potential for
free fermions [17][18] and for infinite quantum systems
with an interval [19]. The Re´nyi entropy in an infinite
system has been shown to have Wilson loop dependences
(unfortunately, with singular entanglement entropy) [20].
Current source was also considered in a different setup
[21]. These unexpected results deserve systematic inves-
tigations from a general framework. Moreover, exact and
analytic results on the entropies can shed lights on deeper
understanding of the nature of quantum entanglement.
In this letter, we provide a broader and complete pic-
ture of entanglement and the Re´nyi entropies for Dirac
fermions on a 2 dimensional torus in the presence of
chemical potential µ, current source J , and/or topolog-
ical Wilson loop w. We construct the most general en-
tropy formula by employing correlation functions of the
electromagnetic vertex operators in Zn orbifold theories
[22][23]. The electric operator is identified as Wilson loop
w, while the magnetic operator as the twist parameter of
the orbifold k, where k=−(n−1)/2,−(n−3)/2, . . . , (n−
1)/2. Conformal dimensions of the electromagnetic oper-
ators play crucial roles. We perform analytic and exact
computations in the low temperature and large radius
limits. We organize and summarize their salient features
here. Details can be found elsewhere [24][25].
First, in the zero temperature limit, the Re´nyi and en-
tanglement entropies have non-trivial dependences on all
the three, chemical potential µ, current source J , and
Wilson loops w. They pick up finite contributions when-
ever chemical potential coincides with one of the energy
levels of the Dirac fermions. This demonstrates their use-
fulness to probe the energy spectra of quantum systems.
It is contrary to earlier results [17][18].
The entropies are periodic in J , which plays the role of
‘beat frequency’ when a modulus parameter α= 2piτ1 is
dialed. The entropies of the periodic fermions are finite,
while those of the anti-periodic fermions vanish. This
novel feature can be achieved by changing α.
Wilson loops parameter w also reveal the character-
istics of the entropies in the zero temperature limit.
Entanglement entropy experiences phase transitions at
w=2p−1 for each integer p. As w is increased, it shows an
increasing tendency along with non-monotonicity within
each transition range, 2p− 1 ≤ w < 2p+ 1.
Second, in the large radius limit, the entropies’ depen-
dences on chemical potential and current source vanish
as fast as O (`t/2piL)2, where `t/2piL is size of sub-system
over total system. This supports a recent claim that the
entropies of an interval in infinite space are independent
of µ [19]. We further generalize the claim for multiple
intervals and in the presence of current source J .
On the other hand, the entropies depend on the Wil-
son loops w, in the large radius limit, for the conformal
dimension of vertex operators takes part in the spin struc-
ture independent entropies. This supports the claim [20]
regarding the Re´nyi entropy and further generalizes to
include entanglement entropy.
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2Finally, we further compute the high temperature limit
of the entropies and the mutual information in the pres-
ence of chemical potential, current source and Wilson
loops. Their basic features can be found in [24][25]. The
mutual information has the same functional dependences
on the gauge fields and Wilson loops as those of the en-
tropies.
Entanglement Entropy with µ, J and w: Entan-
glement entropy for an interval of length `t=u−v can be
computed using the replica trick in terms of the n-copies
of correlation functions of the vertex operators
Cw,k ≡ 〈σw,k(u)σ−w,−k(v)〉
in the Zn orbifold theory for free fermions on a single
2 dimensional torus [26][17][18]. Where σ±w±k are the
electromagnetic operators with an electric parameter w
representing Wilson loops and a magnetic parameter k
representing k-th twist of the n replica copies. Their
conformal dimensions play key roles and are given by
∆w,k =
1
2
α2w,k , αw,k =
k
n
+
w
2pi
+ lk . (1)
Where lk is an integer to ensure −1/2 ≤ αw,k < 1/2
when w gets out of the range. We present further details
in appendix §A.
Entanglement entropy is n→ 1 limit of the Re´nyi en-
tropy
Sn =
1
1− n
(
logZ[n]− n logZ[1]
)
, (2)
where Z[n] =
∏n−1
2
k=−n−12
Cw,k and Z[1] = limn→1 Z[n].
This normalization factor Z[1] plays an important role in
the presence of the Wilson loops. The correlation func-
tion factorizes as Cw,k = C
0
w,k × CµJw,k
C0w,k =
∣∣∣∣ 2piη(τ)3
ϑ[1/21/2](
`t
L |τ)
∣∣∣∣2α2w,k , (3)
CµJw,k =
∣∣∣∣ϑ[1/2−a−Jb−1/2 ](αw,k `tL +τ1J+iτ2µ|τ)
ϑ[1/2−a−Jb−1/2 ](τ1J + iτ2µ|τ)
∣∣∣∣2. (4)
Here the parameters a and b are twist boundary con-
ditions along spatial and temporal cycles of a torus
parametrized by τ=τ1+iτ2=(α+iβ)/2pi, Dedekind func-
tion η(τ) = q1/24
∏∞
n=1(1−qn) with q= e2piiτ, and Jacobi
function ϑ[αβ](z|τ) =
∑
n∈Z q
(n+α)2/2e2pii(z+β)(n+α). Fol-
lowing notations are more familiar: ϑ3(z|τ) = ϑ [00] (z|τ),
ϑ2(z|τ) = ϑ [0.50 ](z|τ), ϑ4(z|τ) = ϑ [ 00.5](z|τ), ϑ1(z|τ) =
ϑ [0.50.5](z|τ). ϑ2 is related to the periodic spatial and anti-
periodic temporal circles, while ϑ3 to both anti-periodic
circles. We focus on ϑ2 and ϑ3.
Equations (2)-(4) are the most general formulas for the
entropies in the presence of the background gauge fields
and Wilson loops. Systematic and detailed treatments of
the former in entropies have been done in [24], while the
FIG. 1: Torus with a cut and the Wilson loop related to elec-
tric parameter w (blue dotted line with arrows) along with the
boundary conditions at both ends of the cut associated with
the magnetic parameter k (red dotted line with an arrow).
latter in [25]. See the figure 1. Previously, the chemi-
cal potential dependence of the entropies was considered
in [17][18][19], while the Wilson loop dependence of the
Re´nyi entropy in [20]. Generalization with multiple in-
tervals is straightforward by using `t=
∑
a(ua−va) when
all the w’s are the same. (See e.g. [18] for µ 6= 0.)
The entropies decompose as Sw,n = S
0
w,n+S
µJ
w,n. C
0
w,k
is independent of µ and J , and so is S0w,n [17][18], while
they depend on w explicitly through αw,k. The rest of
the letter investigates novel and interesting features of
(2)-(4) focusing on various limits in the presence of the
gauge fields and Wilson loops.
Entanglement entropy with chemical potential:
We first consider the entropies with a non-zero chemical
potential µ (with τ1 =J=w=0) at the zero temperature
limit β → ∞. It has been argued that entanglement
entropy at zero temperature is independent of µ [17][18].
Here we take a more refined limit, β →∞, µ−N/2→ 0
keeping β(µ−N/2)→ const. for integer N to see a non-
trivial chemical potential dependence even in the zero
temperature limit. For anti-periodic fermions (a= 1/2),
the Re´nyi entropy Sµn is
Sµn =
1
1−n
[ n−12∑
k=−n−12
log
∣∣∣ϑ3( kn `t2piL+ iβµ2pi | iβ2pi )
ϑ3(
iβµ
2pi | iβ2pi )
∣∣∣2 ] . (5)
We use the product representation of Jacobi theta func-
tion ϑ3(z|τ) =
∏∞
m=1(1−qm)(1+yqm−
1
2 )(1+y−1qm−
1
2 ),
where q=e2piiτ , y=e2piiz, to get [24][27]
Sµn =
2
n−1
∞∑
l=1
(−1)l−1
l
cosh(lβµ)
sinh( lβ2 )
[
n− sin
(
l`t
2L
)
sin
(
1
n
l`t
2L
)] . (6)
Detailed computations are given in (S19) in appendix §B.
The limit n→ 1 gives entanglement entropy.
Sµn→1=2
∞∑
l=1
(−1)l−1
l
cosh(lβµ)
sinh( lβ2 )
F (`t,L) , (7)
where F (`t,L) =
[
1− l`t2L cot
(
l`t
2L
)]
. These results are
valid for e−βµ−β/2 < 1 and eβµ−β/2 < 1, and thus for
−1/2 < µ < 1/2. The entropies vanish at zero tem-
perature. Nevertheless, this conclusion is not valid for
µ = ±1/2. Let us carefully look into them.
3For this purpose, we consider β(µ− 1/2)=M=const.
in the limit β →∞ and µ → 1/2. A modified expan-
sion ϑ3(z|τ) = (1+y−1q 12 )
∏∞
m=1(1−qm)(1+yqm−
1
2 )(1+
y−1qm+
1
2 ) is useful. The factor (1+y−1q
1
2 ) = 1+eM is
finite. While entanglement entropy exists for general M ,
we consider M < 1 here for simplicity. Then Sµn→1 is
Sµn→1 = 2
∞∑
l=1
(−1)l−1
l
[
e−Ml+
e−
lβ
2
sinh( lβ2 )
]
F (`t,L). (8)
Here µ→1/2 and |y1,2q1/2|<1 and |y−11,2q3/2|<1 are used.
The result is valid for −1/2 < µ < 3/2. The first term
in the square parenthesis is non-zero in the zero temper-
ature limit. More generally, there are non-zero contribu-
tions when β (µ− (2N + 1)/2) = const. for β→∞ and
µ→(2N + 1)/2 with an integer N , which is identified as
the energy levels of the particles in a compactified circle
with an anti-periodic boundary condition.
Similarly, entanglement entropy for Dirac fermions
with periodic boundary conditions (a = 0) picks up fi-
nite values when µ→N at zero temperature. Combining
them together, entanglement entropy reveals non-trivial
contributions depending on the chemical potential when
β (µ−N/2) = const. , (9)
for β→∞ and µ→N/2, which is identified as the energy
levels of the particles in a compactified circle. We expect
this happens generically, providing a useful way to probe
the energy levels of a given system.
We move on to discuss the entropies on µ dependence
in the large radius limit. It has been argued that entan-
glement entropy is independent of µ for a single interval
in an infinitely long space [19]. We support and general-
ize the claim by taking an infinite space limit `t/L → 0
or a limit of a small system size. Our results are also
valid for multiple intervals.
The Re´nyi entropy Sµn (5) for the fermions with anti-
periodic boundary conditions in both time and space cir-
cles is given in (S22) in appendix §C.
(n+1)`2t
12nL2
∞∑
m=1
1+cosh(βµ) cosh([m− 12 ]β)
(cosh([m− 12 ]β)+cosh(βµ))2
+· · · , (10)
where `t/L 1. Taking n→ 1 provides entanglement
entropy. The entropies vanish at least as `2t/L
2 as the
size approaches infinity. The periodic sector is similar.
This result is valid for more general cases, including
all the spin structure dependent entropies in the presence
of chemical potential, current source and/or the Wilson
loops, as explained further in (S23). Nevertheless, the
large radius limit depends on the Wilson loops parameter
w due to αw,k in (3) as we see below.
Entanglement entropy with current source: In
[24] and §A, we have developed the partition function
for the 2 dimensional Dirac fermion in the presence of
background gauge fields A˜ = µ˜dt + J˜ds. The following
twist boundary conditions without the background fields
ψ±(t, s) = e−2piiaψ±(t, s+ 2pi)
= e−2piibψ±(t+ 2piτ2, s+ 2piτ1) (11)
have an equivalent description. The correspondence can
be summarized as A˜=ads+ b−aτ1τ2 dt. Thus,
a = J˜ , b = τ1J˜ + iτ2µ˜ . (12)
We add current source J to the boundary condition
(11). The mode expansion of the fermions is modified.
ψ− =
∑
r˜∈Z+a+J
ψr(t)e
ir˜s . (13)
current source changes the periodicity of compact
fermions and thus produces distinctive physical effects on
the entropies. For simplicity, let us fix τ1 = 0, a= 0 and
µ=w=0. We increase the current source from J = 0 to
J = 1/2 in the zero temperature limit. Then the bound-
ary condition in the spatial circle changes from periodic
to anti-periodic. Explicitly, entanglement entropy goes
Sn→1=

∑∞
l=1
2(−1)l−1
l sinh(lβ/2)F (`t,L) , J=0 ,∑∞
l=1
2(−1)l−1
l tanh(lβ/2)F (`t,L) , J=
1
2 .
Increasing the current source J brings visible effects in
entanglement entropy, from a zero value to a non-zero
value.
Motivated, we compute entanglement entropy with J
and α= 2piτ1 keeping µ=w= 0 in the zero temperature
limit. First, we consider anti-periodic fermion, a+J=1/2.
SJ1 =4
∞∑
l,m=1
(−1)l−1 cos(αJl)
le(m−1/2)βl
cos([m− 1
2
]αl)F (`t,L). (14)
Entanglement entropy is a periodic function of J and α,
which is different from the dependence on µ. Interest-
ingly, it depends on α in two different ways. The term
with l=m=1 provides a dominant contribution
SJ1 (l=m=1) ∝ 4e−
β
2 cos
(α
2
)
cos(αJ) . (15)
When we dial the parameter α (twisting the spatial circle
of torus) for a fixed J , the product of two cosine func-
tions produce an ‘interference pattern.’ For J < 1/2, one
observes an interference with a ‘beat frequency’ J/pi. See
figure 2.
We also consider periodic fermions, a+J=0. Similarly,
SJ =2
∞∑
l=1
(−1)l−1 cos(αJl)
l
[
1 +
∞∑
m=1
2
cos(mαl)
emβl
]
× F (`t, L) . (16)
Entanglement entropy has a finite contribution depend-
ing on the current source J at β→∞. This is drastically
4FIG. 2: Left: plot for the function given in (15) for the ranges
0 ≤ α < 20pi and 0 ≤ J < 1/8. Right: two enveloping beat
functions for the left plot. Dialing α twists the torus.
different from the results of anti-periodic fermions given
in (14). As one dials the current source J for a fixed a, the
entanglement entropy changes from (14) (that vanishes
at T = 0) to (16), which has a non-zero contribution.
This effect is expected to be present in general quantum
systems along with the interference and beat frequency.
Entanglement entropy depends on current source only
through αJ and becomes negative for certain values of
the combination. Total entropy is positive if one takes
into account another contributions.
Entanglement entropy with Wilson loops: The
Re´nyi entropy in the infinite space with Wilson loops w
was considered in [20], which shows that it depends on
w and the corresponding phase transitions. However,
entanglement entropy was singular [20].
Here we generalize and carefully compute the Wilson
loops w dependence of the entropies in a finite space (2)-
(4) to find the smooth limit for entanglement entropy
by employing a different normalization Z[1]. We also
show the entropies depend on w in the large radius limit
(infinite space) as well as low temperature limits. Details
can be found in [25].
The spin structure independent Re´nyi entropy S0w,n
has the form (2)-(3). We start with
logZ0w[n] =
[ n−12∑
k=−n−12
α2w,k
]
log
∣∣∣ 2piη(τ)3
ϑ1(
`t
2piL |τ)
∣∣∣2 , (17)
where αw,k =
k
n+
w
2pi +lk is given in (1). As mentioned,
the integer lk depends on w such that |αw,k| ≤ 1/2. As
w increases, some of lk’s become non-zero, developing
topological phase transitions. For w < pi/n, all the lk’s
vanish. S0w,n is simple to compute and independent of w.
For pi/n<w< 3pi/n, one of the lk’s become non-zero,
l(n−1)/2 =−1. Then
∑
k α
2
w,k =
n2−1
12n − wpi + 1n + n( w2pi )2.
Here we observe that Z[1] is not clearly determined by
any means. In particular, it can be different from Z[1]=
( w2pi )
2, which is for w < pin [20]. One important usage of
the Re´nyi entropy is to compute entanglement entropy.
To have a smooth entanglement limit, we employ Z[1]=
limn→1 Z[n]=( w2pi )
2− wpi +1. Then,
S0w,n=Dw,n log
∣∣∣ 2piη(τ)3
ϑ1(
`t
2piL |τ)
∣∣∣2 , (18)
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FIG. 3: Spin structure independent S0w,1 ((18), left) and de-
pendent Sµw,1 ((19) with l=1, `t/L=0.75, right) entropies as
a function of w. There are clear topological transitions.
where Dw,n = −
(
n+1
12n +
w
pi − n+1n
)
. This Re´nyi entropy
has a smooth n→ 1 limit. This can be generalized for
(2p − 1)pi/n ≤ w < (2p + 1)pi/n with p-th topological
transition. The entropies are given by (17) with Dw,n=
−
(
n+1
12n +
p(p+1)
2
(
w
pi + 1
)− 2n+1n p(p+1)(2p+1)6 ). This Dw,1
is depicted in the left figure 3. We note that this spin
structure independent entropies S0w,n given in (18) has
non-trivial Wilson loop dependences through Dw,n both
in the large radius and low temperature limits. The latter
case is due to the sine factor in ϑ1.
Spin structure dependent entropies SµJw,n also show in-
teresting w dependences. Let us set α = µ = J = 0.
We show their properties for the anti-periodic fermions
a=b=1/2 in the low temperature limit. Computation is
similar to that of (5) with k/n→ αw,k and µ = 0. There
are topological transitions depending on w. For general
p-transitions, entanglement entropy goes [25]
Sw,1=
∞∑
l=1
2(−1)l−1
l sinh( lβ2 )
[
cos(
`tlw
2piL
)F (`t,L) (19)
+p cos(
`tl(w−2ppi)
2piL
)−cos(`tl(w+(1−p)pi)
2piL
)
sin( `tlp2L )
sin( `tl2L )
]
.
Note the term that is linear in p, which increases stepwise
and drives the entropy to increase as w increases. See the
right figure 3. The entropies provide novel and distinctive
features in the presence of the Wilson loops.
Mutual Information: Mutual (Re´nyi) information
measures the entanglement between two intervals, A and
B of length `A and `B , separated by `C . It is given by
In(A,B) = Sn(A) + Sn(B)− Sn(A ∪B) . (20)
This is free of UV divergences and finite.
Mutual information shares the same functional depen-
dences on µ, J and w as those of the entropies. For exam-
ple, the spin structure dependent mutual information for
the anti-periodic fermions is given (with J =α=w= 0)
in the low temperature limit [24].
Iµn→1(A,B) =
∞∑
l=1
2(−1)l−1
l
cosh(lβµ)
sinh( lβ2 )
(21)
×
[
n− sin
(
l`A
2L
)
sin
(
l
n
`A
2L
)− sin (l`B2L )
sin
(
l
n
`B
2L
) + sin (l(`A+`B)2L )
sin
(
l
n
`A+`B
2L
)].
5Note that the first line is the same as that of (6) demon-
strating the same functional dependence of µ. Surpris-
ingly, the spin structure dependent mutual information is
independent of the separation between the two intervals.
These results are also valid in the presence of the current
source and Wilson loops.
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6Appendix
A. Partition function & Correlation function
We construct the partition function of 1+1 dimensional Dirac fermions in the presence of current source J and
chemical potential µ based on previous studies [22][23]. In particular, we use the equivalence between the twisted
boundary conditions and the background gauge fields to build up the partition function for the fermions.
Consider the action for Dirac field ψ
S = 1
2pi
∫
d2x iψ¯γµ (∂µ + iAµ)ψ , (S1)
where µ = 0, 1 are the time and space coordinates with γ0 = σ1, γ
1 = −iσ2 in terms of Pauli matrices
γ0 =
(
0 1
1 0
)
, γ1 =
(
0 −1
1 0
)
,
ψ¯ = ψ†γ0, and constant background gauge fields A0 = µ, A1 = J that are identified as chemical potential and current
source.
To compute the partition function, we consider a torus with the modular parameter τ = τ1 + iτ2. Thus the space
of coordinates ζ = 12pi (s + it) is identified as ζ ≡ ζ + 1 ≡ ζ + τ . Now s is a spatial coordinate with a circumference
2piL (with L = 1 in this appendix), while t is the Euclidean time with periodicity 2piτ2 = β = 1/T . We decompose
the Dirac field
ψ =
(
ψ−
ψ+
)
,
and consider twisted boundary conditions
ψ±(t, s) = e−2piiaψ±(t, s+ 2pi) = e−2piibψ±(t+ 2piτ2, s+ 2piτ1) . (S2)
There exists an equivalent description. It has the periodic Dirac fermion with the following flat gauge connection A˜µ
on a torus
A˜ = A˜µdx
µ = ads+
b− aτ1
τ2
dt . (S3)
Thus, in this equivalent description, one can identify the chemical potential and current source
a = J˜ , b = τ1J˜ + iτ2µ˜ . (S4)
Partition function is a trace of the Hilbert space constructed with the twisted periodic boundary condition for
s ∼ s+ 2pi along with the Euclidean time evolution t → t+ 2piτ2 represented by the operator e−2piτ2H , where H
is Hamiltonian. The latter also induces the space translation s → s−2piτ1 represented by the operator e−2piiτ1P
(with momentum operator P ) together with a phase rotation due to the presence of fermion e−2pii(b−1/2)FA , where
FA =
1
2pi
∫
ds(ψ†+ψ+−ψ†−ψ−) is a fermion number. The partition function with the twisted parameters a and b is
Z[a,b] = Tr
[
e−2pii(b−1/2)FAe−2piiτ1P e−2piτ2H
]
. This can be written as
Z[a,b] = |η(τ)|−2
∣∣ϑ[1/2−a
b−1/2
]
(0, τ)
∣∣2 , (S5)
where Dedekind function η(τ) = q
1
24
∏∞
n=1(1 − qn), Jacobi function ϑ
[
α
β
]
(z|τ) = ∑n∈Z q (n+α)22 e2pii(z+β)(n+α), and
q = e2piiτ .
Focusing on the anti-periodic boundary conditions on both circles, a = 1/2, b = 1/2, the partition function is
Z[ 12 ,
1
2 ]
= |η(τ)|−2
∣∣∣ϑ3(z|τ)∣∣∣2 = |η(τ)|−2 ∣∣∣∑
n∈Z
q
n2
2
∣∣∣2 . (S6)
The following notations are also used in the literature. ϑ3(z|τ) = ϑ [00] (z|τ), ϑ2(z|τ) = ϑ
[
1/2
0
]
(z|τ), ϑ4(z|τ) =
ϑ
[
0
1/2
]
(z|τ), and ϑ1(z|τ) = ϑ
[
1/2
1/2
]
(z|τ). ϑ2(z|τ) is related to the periodic spatial circle and anti-periodic time circle,
7while ϑ3(z|τ) to both the anti-periodic spatial and time circles. We focus on ϑ2 and ϑ3 because physical fermions are
described by the anti-periodic temporal circle.
In the presence of current source J and chemical potential µ, the partition function has a more general form
Zµ,J[a,b] = Tr
[
e2pii(τ1J+iτ2µ+b−
1
2 )FAe−2piiτ1P e−2piτ2H
]
. (S7)
This can be understood by examining the Dirac action in the presence of the background gauge fields as well as the
effective flat gauge connection A˜ given in (S3)
S˜ = 1
2pi
∫
d2x iψ¯γµ
(
∂µ + iAµ + iA˜µ
)
ψ , (S8)
where the Dirac field has the periodic boundary condition. In particular, the mode expansion of the fermion field
depends not only on the twisted boundary condition, but also on the presence of current source J . For example,
ψ− =
∑
r∈Z+a
ψr(t)e
irs →
∑
r˜∈Z+a+J
ψr(t)e
ir˜s . (S9)
Taking this into account, the partition function is
Zµ,J[a,b] = |η(τ)|−2
∣∣ϑ[1/2−a−J
b−1/2
]
(τ1J + iτ2µ|τ)
∣∣2 . (S10)
Note that the current source has two distinct contributions. One of them is through the modification of the Hilbert
space. The periodicity of temporal direction and the corresponding thermal boundary condition are not modified.
With this we can construct the two point correlation functions in the presence of chemical potential µ and current
source J following [22]. The correlation functions have been explicitly written in [24].
At this point, we pause to think about constructing n-replica copy of the fermions in the presence of the Wilson
loops. First, we consider the n fermions without the Wilson loop. When the m-th fermion ψ˜m (m = 1, 2, · · · , n) crosses
the branch cut connecting two points u and v in 2 dimensional Riemann space, we have the following identifications
ψ˜m(e
2pii(x− u)) = ψ˜m+1(x− u) , ψ˜m(e2pii(x− v)) = ψ˜m−1(x− v) , (S11)
where x is a complexified coordinate. These boundary conditions can be diagonalized by defining n new fields
ψk =
1
n
n∑
m=1
e2piimkψ˜m . (S12)
For the new field, the boundary condition becomes
ψk(e
2pii(x− u)) = e2piik/nψk(x− u) , ψk(e2pii(x− v)) = e−2piik/nψk(x− v) , (S13)
where k = −(n− 1)/2,−(n− 3)/2, · · · , (n− 1)/2. The phase shift e2piik/n is generated by the standard twist operator
σk/n with a conformal dimension
1
2
k2
n2 . The full twist operator is σn = Πσk/n.
In [20], the authors notice that the boundary condition can be further generalized to include a global phase rotation
ψ˜ → eiwψ˜. This phase can be added to the boundary condition for ψ˜ as
ψ˜m(e
2pii(x− u)) = eiwψ˜m+1(x− u) , ψ˜m(e2pii(x− v)) = e−iwψ˜m−1(x− v) . (S14)
This additional phase is added uniformly, the diagonal fields has the same effect.
ψk(e
2pii(x− u)) = e2piik/n+iwψk(x− u) , ψk(e2pii(x− v)) = e−2piik/n−iwψk(x− v) . (S15)
These phase shifts can be handled by the generalized twist operators σw,k with an electric parameter w and
a magnetic parameter k. Their name for the electromagnetic operators come from [22] along with the detailed
expressions for the correlation functions. The expression for the two point functions of the electromagnetic operators
σw,k(u) and σ−w,−k(v) with an electric charge w2pi + lk and a magnetic charge
k
n , in the presence of the current source
J and the chemical potential µ as well as the twisted boundary conditions a, b, are given by
〈σw,k(u)σ−w,−k(v)〉a,b,J,µ =
∣∣∣ 2piη(τ)3
ϑ[1/21/2](
u−v
2piL |τ)
∣∣∣2α2w,k ∣∣∣ϑ[1/2−a−Jb−1/2 ](u−v2piLαw,k + τ1J + iτ2µ|τ)
ϑ[1/2−a−Jb−1/2 ](τ1J + iτ2µ|τ)
∣∣∣2 . (S16)
8where αw,k =
k
n +
w
2pi + lk. The magnetic parameter
k
n comes into a play when we use the replica trick for n copies of
fermions in a single Riemann surface instead of a fermion on n copies of Riemann surfaces [16]. The corresponding
conformal dimension is given by
∆w,k = conformal dimension =
1
2
α2w,k =
1
2
(
k
n
+
w
2pi
+ lk
)2
. (S17)
The constant lk stems from the fact that the boundary condition (S15) has an intrinsic ambiguity. This constant is
used to minimize the conformal dimension of the twist operator such that − 12 ≤ αw,k ≤ 12 . This is closely related
to the topological transitions discussed in the main body. It is interesting to mention that the dependence of the
background gauge fields in entanglement entropy can be systematically introduced by using the twisted boundary
conditions represented by the parameters a and b [24][25] .
B. Example Computations for anti-periodic fermions in the zero temperature limit
We derive the equation (7) in the main body. Entanglement entropy for the anti-periodic fermions is given by
Sµn→1 = lim
n→1
( 1
1− n
[ n−12∑
k=−n−12
log
∣∣∣ϑ3( kn `tL + iβµ2pi |iβ)
ϑ3(
iβµ
2pi |iβ)
∣∣∣2]) , (S18)
where β = 2piτ2 and `t = u−v. Using the product representation ϑ3(z|τ) =
∏∞
m=1(1−qm)(1+yqm−1/2)(1+y−1qm−1/2),
with y1 = e
−βµ+2pii kn `tL , y2 = e−βµ, q = e−β . We compute the Re´nyi entropy at low temperature limit, β →∞,
Sµn =
1
1− n
[ n−12∑
k=−n−12
log
∣∣∣ ∞∏
m=1
(1− qm)(1 + y1qm−1/2)(1 + y−11 qm−1/2)
(1− qm)(1 + y2qm−1/2)(1 + y−12 qm−1/2)
∣∣∣2] (S19)
=
1
1− n
[ ∞∑
m=1
n−1
2∑
k=−n−12
∞∑
l=1
(−1)l−1
l
(
[yl1 + y
l∗
1 − yl2 − yl∗2 ]ql(m−1/2) + [y−l1 + y−l∗1 − y−l2 − y−l∗2 ]ql(m−1/2)
)]
=
2
1− n
[ ∞∑
l,m=1
n−1
2∑
k=−n−12
(−1)l−1
l
(
e−lβµ + elβµ
)
e−lβ(m−1/2)
[
cos
(
2pi
k
n
`t
L
l
)
− 1
] ]
=
2
1− n
[ ∞∑
l,m=1
(−1)l−1
l
(
e−lβµ + elβµ
)
e−lβ(m−1/2)
[
−n+ sin
(
pi
`t
L
l
)
csc
(
pi
n
`t
L
l
)]]
Entanglement entropy is given by
Sµn→1 = 2
∞∑
l=1
(−1)l−1
l
cosh (lβµ)
sinh (lβ/2)
[
1− pil `t
L
cot
(
pil
`t
L
)]
. (S20)
C. Example Computations for anti-periodic fermions in the large radius limit
In this chapter, we derive the equation (10) of the letter. Using ϑ3(z|τ) along with the identification z1 = iβµ2pi , z2 =
iβµ2pi +
k
n
`t
L , q = e
−2piβ . For `t/L 1, one has
cos(iβµ+ 2pi
k
n
`t
L
)=cosh(βµ)−2piik
n
`t
L
sinh(βµ)− 1
2
(2pi
k
n
`t
L
)2 cosh(βµ) + · · · , (S21)
1+q2m−1+2 cos(2piz2)qm−1/2=1+q2m−1+2 cos(2piz1)qm−1/2
− 2qm−1/2
(
2pii
k
n
`t
L
sinh(βµ)+
1
2
(2pi
k
n
`t
L
)2 cosh(βµ)
)
+· · · .
9Then the Re´nyi entropy has the form
Sµn =
1
1− n
[ n−12∑
k=−n−12
log
∣∣∣ϑ3( kn `tL + iβµ2pi |iβ)
ϑ3(
iβµ
2pi |iβ)
∣∣∣2] (S22)
=
1
1− n
[ ∞∑
m=1
n−1
2∑
k=−n−12
log
∣∣∣∣1− 2pii kn `tL sinh(βµ) + 2pi2( kn `tL )2 cosh(βµ)cosh(β[m− 1/2]) + cosh(βµ) + · · ·
∣∣∣∣2]
=
−1
1− n
[ ∞∑
m=1
n−1
2∑
k=−n−12
(pi
k
n
`t
L
)2
[ 4 cosh(βµ)
cosh(β[m− 1/2]) + cosh(βµ) +
4 sinh2(βµ)
(cosh(β[m− 1/2])+cosh(βµ))2
]]
+· · ·
=
(n+ 1)pi2
12n
`2t
L2
∞∑
m=1
4 + 4 cosh(βµ) cosh(β[m− 1/2])
(cosh(β[m− 1/2]) + cosh(βµ))2 +O
(
`t
L
)4
,
where we use the condition `tL  1 for a general temperature. In the third line, we use the fact
log
∣∣∣1 + ia `t
2piL
+ b
`2t
4pi2L2
+O( `
3
t
8pi3L3
)
∣∣∣2 = (a2 + 2b) `2t
4pi2L2
+O( `
4
t
16pi4L4
) . (S23)
Similar results happen for all the spin dependent entropies in the presence of chemical potential, current source or
the Wilson loop parameter.
