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Abstrakt
 Diplomová práce je zaměřena na vytvoření optimalizační metodiky pro problematiku 
CFD, případně pak jiné výpočtově náročné programy. Optimalizační metoda je následně 
aplikována na zjednodušený model auta, kde zlepšuje jeho aerodynamické vlastnosti.
Summary
 The diploma thesis is focused on create an optimization methodology for CFD issues 
or any other computationally demanding software. Optimization method is applied on simpli-
ﬁ ed model of car, where improves its aerodynamic properties.
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 Úvod
 Mnohé inženýrské problémy jsou v posledních letech řešena pomocí počítačové pod-
pory. Počínaje různými CAD systémy jako například CATIA, ProEnginner, Inventor, které 
pomáhají konstrukčním týmům navrhovat výrobek jako by ho přímo vyráběli a tím se vyva-
rovali různých chyb a tím zvedali efektivnost a zároveň snižovali zmetkovitost. Následně pak 
různé pomocné výpočtové a vizualizační nástroje. Až po kompletní matematické modely simu-
lující kompletní fyzikální vlastnosti dané součásti. 
 Program Fluent se zabývá právě touto problematikou tvorby matematických modelů 
simulující proudění média v dané součásti. Jedná se o metodu konečných objemů. Tento 
matematický model je ovšem extrémně náročný na výpočetní čas a není výjimkou model, 
jehož výpočet zabere i několik dnů s počítači obsahující několik desítek procesorů.
 S rozvojem počítačů a těchto výpočetních metod přišla i optimalizace v těchto 
výpočetních oborech. Tento starý obor datující se až ke známému matematikovi Gausso-
vi, který poprvé uvedl metodu “steepest descent”  dostal zcela nový nádech s nástupem 
výpočetní techniky. 
 Mnoho optimalizačních metod bylo vyvinuto matematiky a řeší jednotlivé matematické 
problémy, ale k těm inženýrským se staví zády, protože jdou mnohdy tyto požadavky proti 
sobě. Optimalizační Metoda padající kulička byla vyvinuta na základě chybějící metodiky, 
která dokázala najít zlepšení za co nejmenší počet výpočtů. Tohle je právě kritickou podmínk-
ou pro programy jako je Fluent, kde jeden výpočet trvá i několik dní.
 Původní zamýšlené optimalizační algoritmy jako genetické algoritmy, které jsou 
schopny velmi přesně lokalizovat globální optimum se ukázaly v praxi jako nepoužitelné z 
důvodů mnoha stovek výpočtu nutných ke získání tohoto optima. Další metody jako gradientní 
jsou zase pak příliš složité na používání a vyžadují zásah do samotného programu, který 
provádí řešení daného fyzikálního problému. Proto mnoho inženýrů rozumějících fyzikální 
podstatě problému, ale postrádající jak matematickou, tak programátorskou zkušenost opouští 
i tyto přístupy. 
 Jako nejschůdnější přístup se pak ukázalo použití statistických prostředků, kde se 
provede určitý počet výpočtů a ty se pak proloží predikční plochou tzv. metamodelem. Touto 
cestou jde i metoda padající kuličky, ale navíc tento přístup rozšiřuje a zdokonaluje.
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 Popis metody
 Metoda jako taková je založena na myšlence, že máme-li plochu, na kterou spustíme 
kuličku, tak daná kulička sjede do kvadrantu s minimem případně pak vyjede do kvadrantu 
s maximem jak je vidět na obrazu M-1 nahoře. Tato rovina představuje plochu vytvořenou z 
jednotlivých bodů výpočtů, tuto plochu pak nazýváme metamodel. V Metodě padající kuličky 
(dále pak jen MPK) byl zvolen metamodel Kriging, který byl zvolen dle literatury [1]. Volba 
metamodelu je velmi důležitá a její podrobnější popis bude uveden v kapitole Krigingův 
metamodel. Mnohé optimalizační metody postrádají potřeby inženýrského přístupu. Jedním 
z těchto problémů jsou okrajové podmínky, kdy stávající metody jsou navrhovány matema-
tiky a na funkci se snaží najít optimum na celém oboru reálných čísel a okrajové podmínky, 
které představují fyzikální omezení, pak zadávají dodatečně v rovnicovém tvaru. Jako příklad 
uveďme kostku, kde chceme maximalizovat objem. Zde je nemožné jít dále než do délky 30 
mm, protože kostka by pak narazila do jiné součásti. Obdobně tak šířka . Proto zavedeme 
rovnice, které tento problém řeší. Pro názornost ukázka:
kde x
1
 je šířka, x
2
 je délka a výška dané kostky uvedené výše je konstantní a je 3. 
 MPK metoda na to jde obráceně a inženýr na začátku volí interval, kde se má hledat 
dané zlepšení. Tento interval představuje právě dané okrajové podmínky, které nebudou 
překročeny. Jako například, že kostka nikdy nebude mít zápornou délku a zároveň nikdy 
nebude delší než 30 mm, protože by narazila do další součásti a podobně. Tím je předem 
daná oblast, ve které bude probíhat optimalizace a o které je známo, že výrobek je vyrob-
itelný, fyzikálně možný apod. Díky tomuto přístupu odpadá nutnost řešení takových to rovnic a 
jejich implementaci do optimalizační metody.
 Dalším rozdílem oproti stávajícím metodám je přístup k tomuto intervalu. Na příklad 
velmi oblíbená nelineární optimalizační metoda Nelder Mead (vymyšlena pány John Nelder 
a Roger Mead v roce 1965) je založená na myšlence proložení simplexu (n-rozměrný tro-
júhelník) určitým počtem výpočtů a tento simplex pak určí směr dalšího výpočtu. Dále pak 
se může tento siplex zmenšovat nebo zvětšovat dle potřeby. Takto se děje tak dlouho dokud 
nejsou splněny konvergenční kritéria. Její názorná ukázka je zobrazena v obraze M-1 dole. 
Zde nastává problém jak velký zvolit tento simplex (přesněji jak velké budou vzdálenosti jeho 
vrcholů) a kam tento simplex umístit resp. jak nastavit počáteční podmínky výpočtu, aby byly 
splněny všechny okrajové podmínky. MPK metoda bere vstupní interval jež je zároveň okrajo-
vou podmínkou jako celek a v něm pak určí počet bodu, které se následně proloží Krigingov-
ým metamodelem. Tento přístup má výhody navíc v tom, že daná plocha nemusí být rovina, 
ale může mít maximum resp. minimum někde uprostřed tohoto intervalu. Okolo minima resp. 
maxima získaného pomocí tohoto metamodelu se vytvoří nový interval a na něm se opět pro-
vede určitý počet výpočtů atd. Tento proces se opakuje do splnění konvergenčních kritérii.
 Zde ovšem přichází problém s tím, že je možné díky malému počtu výpočtů, které se 
získávají, minout globální optimum a tím vlastně dochází pouze k nalezení zlepšení. Dále 
tento přístup předpokládá, že jsou splněny všechny podmínky pro metamodel Kriging. Pokud 
nejsou tyto podmínky splněny pak dochází k minutí globálního optima. 
 Zde je nastíněn jeden ze základních problémů mnohých optimalizačních metod. Tyto 
metody se snaží nalézt optimum jako takové a neřeší počet výpočtů. 
0 > x
1
 ≥ 30
0 > x
2
 ≥ 10
V = x
1 
. x
2 
. 3
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Obraz M-1
Nahoře: Znázornění metody padající kuličky
Dole:   Znázornění metody Nelder Mead
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 Inženýrská praxe však ukazuje, že je lepší získat maximum, které je horší např. o 10% 
než globální maximum, ale toto zlepšení získat za cenu třetiny výpočtů .
 Výše jsou nastíněny základní principy MPK, nicméně metoda použitá v této práci je 
ještě vylepšena. Tyto vylepšení pak pomáhají zlepšit jednak výsledek případně pak snížit 
počet výpočtů nutných ke konvergenci.
 Algoritmus řešení
 Na obrazu A-1 je znázorněno schéma celkového algoritmu řešení. Jednotlivé kroky 
jsou algoritmy, které se museli provést v každé iteraci. Tento ovládací algoritmus měl za úkol 
spouštět jednotlivé algoritmy, zpracovávat jejich výstupy a předávat je následujícímu algorit-
mu. Zároveň však navíc zálohoval výstupy z jednotlivých algoritmů, aby bylo možné provést 
zpětnou kontrolu a opravit chyby v iteračním postupu případně pak bylo možné navázat na 
předchozí výpočet například z důvodů výpadku proudu nebo selhání jednotlivých algoritmů 
resp. programů. Obzvláště nutné bylo zálohovat jednotlivé výpočty programu Fluent, který je 
velmi náchylný na selhání.
 Vstupem pro ovládací algoritmus byla matice zadání, kterou na začátku celé optimal-
izace nastavuje uživatel. Uvedená matice, představující vstupní a zároveň okrajové podmínky 
celé optimalizace. Tato matice je popsána v kapitole “popis metody”. Ta je předána algoritmu 
LUD (Latinský uniformní design), který má za úkol najít v oblasti vytyčené maticí zadání 
nejlepší umístění pro jednotlivé výpočty programu Fluent. Princip algoritmu LUD je popsán v 
kapitole “Latinský uniformní design”. Dále pak ovládací algoritmus vezme výsledek a předá 
ho algoritmu měnič. Ten má za úkol připravit jednotlivé vstupy pro výpočetní smyčku, která je 
popsána v kapitole “výpočetní smyčka”.
 Z prvu se zdálo, že tento algoritmus bude jedním z nejjednodušších, ale opak se stal 
pravdou. V tomto algoritmu bylo nutno ošetřit jednotlivé pády programu z důvodů špatných za-
dání a jednotlivé chyby, které mohli nastat jako například správný tvar vstupních hodnot, aby 
mohl proběhnout algoritmus výpočetní smyčka.
 Dále se přistoupilo k algoritmu výpočetní smyčka. Tento algoritmus bude popsán v kap-
itole “výpočetní smyčka”. Ovládací algoritmus pak následně vzal vstupy vytvořené algoritmem 
měnič a předal je ve správném tvaru programu Ansa. Dále pak spustil T-Grid, který si načetl 
soubor vytvořený programem Ansa a zpracoval ho. Tento soubor následně předal programu 
Fluent a ten provedl výsledný výpočet. Tento výpočet se zapsal do zálohovacího souboru. 
Tyto programy jsou blíže popsány v kapitole “výpočetní smyčka”. 
 Pokud byly provedeny všechny výpočty, které byly nastaveny algoritmem měnič, byla 
tudíž splněna podmínka, která je znázorněna na blokovém schématu a ovládací algoritmus 
spustil optimalizační algoritmus MPK. Tento algoritmus bude popsán v kapitole “Algoritmus 
metody padající kuličky”. 
 V algoritmu MPK je nastaveno, aby vyhodnotil zda-li byly splněny všechny konver-
gentní podmínky. V případě, že byly splněny konvergentní podmínky tak byl vytvořen soubor 
„konec.txt“. Ovládací algoritmus provedl test na existenci souboru „konec.txt“ a v případě, že 
soubor existuje pak je celý optimalizační algoritmus ukončen. Tento krok je znázorněn v blo-
kovém schématu na obraze A-1.
 Celý tento algoritmus byl naprogramován v jazyce shell a spouštěn v prostředí unix. 
Algoritmus pracoval tak, že spouštěl jednotlivé programy z příkazové řádky s nastavenými 
parametry a jeho vstupem byla vytvořená matice zadání.
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Obraz A-1
Znázornění blokového schéma řešení optimalizace
matice zadání Ovládací algoritmus LUD Měnič
Výpočty hotovy
ANSA
T-Grid
Fluent
Ovládací algoritmus
Ne
Ano
Uživatel
MPKExistuje soubor
"konec.txt"
Ano
Výsledná geometrie
Ne
 Latinský uniformní design algoritmus
 Uniformní experimentální design nebo zkráceně uniformní design (dále pak UD), které 
je zobrazen na obraze L-1, je základní prostor vyplňující návrh bodů, který byl poprvé uveden 
pány Fang a Wang v roce 1980. Vznikl na základě toho, že pan Fang byl spoluúčastníkem ve 
strojírenském projektu v roce 1978. V tomto projektu bylo získání výsledku závislé na řešení 
diferenciálních rovnic a jelikož v té době nebyly příliš výkonné počítače, tak řešení jednoho ta-
kového problému zabralo i několik dní. Tudíž, bylo potřeba najít cestu jak rozložit tyto výpočty 
v předem označeném prostoru tak, aby bylo získáno co nejvíce informací. Na rozdíl od Latin 
hypercube sampling (popsán níže) je uniformní design motivován deterministickým přístupem 
ke měřenému problému. 
 U latin hypercube sampling je doména C každé nastavované veličiny rozdělená na n 
vrstev se stejnou pravděpodobností 1/n a vždy s jedním vzorkem v jedné vrstvě. Tudíž Latin 
hypercube design (dále pak LHD) je matice n x s, kde n je počet měření a s je počet nas-
tavovaných veličin. V této matici je pak každý sloupec tvořen náhodnou permutací z jednot-
livých měření {1, 2, ... , n}. Příklad je zobrazen v obraze L-1. Na tomto příkladu je navíc zobra-
zeno jednotlivé uspořádání do vrstev.
 U UD nechť je D
n
={x
1
, ..., x
n
} vektor, kde x
n
 jsou jednotlivé nastavení měření v experi-
mentální doméně, u kterého předpokládáme, že je s-rozměrný v jednotkové kostce Cs. Střední 
hodnota  z jednotlivých měření ve vektoru D
n  
je pak značena jako y(D
n
) a celková střední hod-
nota vektoru D
n  
je značená jako E(y). Se zavedením Koksma-Hlawka nerovnoměrnosti je pak 
horní hranice funkce
dána tvarem
kde D(D
n
) je tzv. “hvězdná odchylka” návrhového designu D
n
 a V(f) je pak celkový rozptyl 
funkce f. Hvězdná odchylka je druh měření uniformity a je popsán v kapitole “Měření unifor-
mity designu”. 
 Uniformní design je pak takový, kde jsou jednotlivé body měření od sebe vzdáleny 
o stejnou hodnotu. Je jasné, že čím nižší hvězdná odchylka tím lepší uniformita a tím pá-
dem lepší vlastnosti výsledného metamodelu, který těmito body prochází resp. je těmito 
body tvořen. Pro příklad, kdyby byly všechny měřené body v jednom rohu této jednotkové 
s-rozměrné kostky, pak daný metamodel přesně předpovídal chování v této oblasti, ale pro zb-
ylé další oblasti by jeho validita byla téměř nulová. Tento případ je dobře vidět na obraze L-2. 
Z výše uvedeného také plyne, že v takovém designu by uniformita byla narušena a tím pádem 
by hvězdná odchylka byla velmi velká. Proto tvorba uniformního designu spočívá ve hledání 
minimální hodnoty hvězdné odchylky případně hledání minimální hodnoty jiného kritéria, které 
je schopno měřit uniformitu designu.
 Měření uniformity designu
 U UD nechť je D
n
={x
1
, ..., x
k
, ..., x
n
} vektor, kde x
n
 jsou jednotlivé nastavení měření v 
jednotkové s-dimenzionální kostce Cs a x
k
= {x
k1
, ..., x
ks
}. Proto je D
n
 často znázorňována jako 
matice vstupu n x s. Tato matice je měřena kritériem určeným pro zjištění uniformity designu. 
Výše uvedené kritérium hvězdné odchylky bylo poprvé uvedeno panem Weylem v roce 1916. 
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19
Obraz L-1
Znázornění Latin hypercube design a Uniformní design
Latin hypercube design
Uniformní design
Hvězdná odchylka hrála důležitou roly v quasi-Monte Carlo metodách a ve statistice, ale není 
jednoduchá na výpočet. Rovnice pro výpočet hvězdné odchylky je uvedena níže:
v ní jednotlivé části představují: F
Dn
 je empirické rozdělení dané vzorcem
kde n je počet měření dané funkce a I je tzv. indikátor, kdy jeli splněna podmínka v závorce 
pak je vyhodnocen jako 1 jinak jako 0. Dále pak F(x) je uniformní rozložení na Cs a je dáno 
vzorcem
kde Vol(0,x) je objem čtverce daného souřadnicemi (0,x) jak je znázorněno na obraze L-2.
 Zde je uvedená pouze základní formulace, protože v této práci je místo hvězdné 
odchylky kvůli své výpočtové náročnosti použito kritérium centrované odchylky. 
 Centrovaná odchylka
 Kritériem použitým v této práci se stalo kritérium centrované odchylky a to díky svým 
výhodám oproti hvězdné odchylce, ale hlavně díky své výpočtové náročnosti, která je značně 
menší. Dále je pak doporučováno v knize [1].
 Fang, Lin, Winker a Zhang v roce 2000 uvedli, že kritérium hvězdné odchylky je navíc 
nestabilní při hledání UD. Dále pak výsledná hodnota hvězdné odchylky není stejná pokud 
dojde k rotaci nastavovaných proměnných jak zobrazuje obraz L-2 čímž porušuje jednu ze 
základních vlastností měření uniformity designů a navíc počátek měření hraje důležitou roly a 
tím je porušena druhá důležitá podmínka měření uniformity designu. Aby bylo měření unifor-
mity validní a mělo nějaký smysl musíme uvést pár požadavků, které je nutno splnit.
  
  [C1]: Design je invariantní vůči permutaci jednotlivých nastavovaných   
           proměnných a/nebo jednotlivých měřeních
  [C2]: Design je invariantní vůči rotaci souřadnicového systému
  [C3]: Měření uniformity musí být jednak v prostoru Cs, ale také v projekci jed- 
           notlivých rovin přes Cu, kde u je neprázdná množina z {1, 2, 3, ...., s}
  [C4]: Měření uniformity musí mít nějaký přijatelný geometrický význam
  [C5]: Musí být snadno spočitatelné
  [C6]: Musí splňovat Koksma-Hlawka nerovnoměrnost
  [C7]: Musí být shodné s ostatními kritériemi experimentálního designu
 Všechny tyto podmínky nejlépe splňuje právě centrovaná odchylka. Zde je uveden 
základní vzorec
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s
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Obraz L-2
Nahoře: Návrh designu
Dole:     Rotace nastavovaných proměnných a zobrazený princip hvězdné odchylky
Dobře navržený design s malou hodnotou 
centrované odchylky.
Špatně navržený design s velkou 
hodnotou centrované odchylky - jeho 
validační hodnota je téměř nulová.
Rotace nastavovaných promměných a vyo-
brazení  principu hvězdné odchylky
jak je vidět výše, tak daný vzorec je invariantní vůči přeuspořádání jednotlivých měření, 
přeskupení nastavovaných veličin nebo odzrcadlení jednotlivých nastavovaných bodů okolo 
jakékoli roviny procházející středem jednotkové kostky. V základním vzorci je také sumace 
pro           tudíž CO řeší uniformitu nejen v prostoru Cs, ale i projekci uniformity. Volba J
u
 
zajišťuje invariantnost při rotaci souřadnic. Ilustrační příklad pro 2-diminzionální případ je 
znázorněn v obraze L-3.
 Jak je zobrazeno na obraze L-3 tak jednotková kostka je rozdělena na 4 stejné 
čtvercové dílce (obecně na 2k čtverců). Každý tento čtverec poté obsahuje jeden rohový bod 
celkového vymezeného prostoru a centrální bod tohoto prostoru. Čtyři příklady jsou zobra-
zeny na obraze L-3.
 Pro zrychlení výpočtu byla v algoritmu použita analytická formule, která nahrazuje 
výše uvedený vzorec a to ve tvaru
 Latinské čtverce
 Jako typ uniformního designu byly zvoleny právě výše zmíněné latinské čtverce. 
Koncept latin hypercube sampling je vlastně zobecnění latinských čtverců pro výšší dimenze. 
Jejich největší výhodou je právě fakt, že na rozdíl od jiných konceptů tvořící uniformní design  
jsou schopny vytvořit matici vstupů n x s (matice, jehož jendnotlivé body se snaží zkoumaný 
prostor pokrýt co nejlépe, aby výsledný metamodel měl nejlepší přesnost v celém prostoru 
rozsahu intervalů daných maticí zadání) v libovolném tvaru respektive počet výpočtů (n) a 
počet nastavovaných proměnných (s) je na sobě nezávislý. Dále pak volba n je téměř bez 
omezení. Tato vlastnost byla hlavním kritériem pro jejich výběr. Na doplnění jmenujme další 
možné uniformní designy jako například “Good lattice point” nebo “Cutting method”.
 Postup výpočtu latin uniformního designu je pak 
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u 0≠
Deﬁ nice: Latinský čtverec je tabulka o n x n polích, která je vyplněna n znaky 
tak, že v každém řádku a v každém sloupci se daný znak nachází pouze jednou.
Krok 1: Vytvořit náhodný vektor permutací z vektoru {1, 2, ..., n}
Krok 2: Z vektoru v kroku 1 vygenerovat latinskou matici. Latinskou matici vy-
generujeme obyčejnou rotací vektoru získaného v kroku 1 a to tak, že 
posuneme vektor o jedna do leva a tento nový vektor zařadíme za ten 
předchozí. Tím vznikne matice jak je zobrazená na obraze L-3.
Krok 3: Spočíst CO pomocí analytického vzorce uvedeného výše
Krok 4: Aplikovat optimalizační algoritmus, který v jednotlivých iteracích opakuje 
kroky 1 - 3 a to tak, aby dosáhl co nejmenšího CO. V kroku 1 pak není 
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Centrovaná odchylka
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Obraz L-3
Nahoře: Centrovaná odchylka
Dole:     Výsledná matice s minimální hodnotou CO
3    9    1    5    6    2    4    8    7    10
9    1    5    6    2    4    8    7    10   3
1    5    6    2    4    8    7    10   3    9
5    6    2    4    8    7    10   3    9    1
6    2    4    8    7    10   3    9    1    5
2    4    8    7    10   3    9    1    5    6
4    8    7    10   3    9    1    5    6    2
8    7    10   3    9    1    5    6    2    4
7    10   3    9    1    5    6    2    4    8
10   3    9    1    5    6    2    4    8    7
Výsledná matice Latinského čtverce
 Příklad výsledné matice s co nejmenším CO je možno vidět na obraze L-3 dole. Jak je 
zmíněno v kroku 4 tak na sestavení této matice je potřeba silný optimalizační algoritmus. V 
této práci je použit genetický algoritmus na hledání minima CO. Tento genetický algoritmus je 
implicitně naprogramován v programu mathematica v. 7.0, který byl použit k naprogramování 
LUD algoritmu.
 Jelikož optimalizační metoda MPK se snáží jít cestou co nejméně výpočtů nutných 
pro najití optima a tak stanovení počtu výpočtů na jednu iteraci bylo určeno jednoduše na 
n=s+1, kdy n je počet výpočtů a s je počet navrhovaných proměnných. Tím pádem měla ma-
tice vstupů o jeden sloupec víc než bylo potřeba a tento sloupec se musel vyřadit. O jeden 
výpočet víc než je počet navrhovaných proměnných, je kvůli lepšímu hledání neznámého 
parametru θ a lepším vlastnostem metamodelu, který bude popsán v kapitole “metamodel 
Kriging”. Proto bylo nutné provést druhý optimalizační algoritmus, který vyřadil z předchozí 
vytvořené matice jeden sloupec a to tak, aby výsledná matice měla opět co nejmenší možné 
CO. Zde je uveden algoritmus, který byl tento krok schopen provést
 Tím vznikl potřebný uniformní design, který splňoval podmínku, kdy je o 1 výpočet 
více než je počet navrhovaných proměnných. Dále tento výsledný uniformní design byl 
převeden na procentuální rozdělení podle vzorce
 Tento uniformní design mohl být dále použit pro algoritmus měnič, jenž bude popsán v 
kapitole “Algoritmus měnič”. Ukázka pak tohoto designu je zobrazena na obrazem L-4.
 V této práci je velký důraz kladen na správné rozmístění těchto bodů v optimalizačním 
prostoru, protože jejich špatné rozmístění vede ke špatným vlastnostem metamodelu a tím 
ke špatnému nalezení optima.
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Krok 1: Odebrat jeden sloupec z matice vstupů.
Krok 2: Spočíst hodnotu CO
Krok 3: Aplikovat optimalizační algoritmus, který bude kroky 1 a 2 opakovat dokud 
nenajde minimální hodnotu CO ze všech možných kombinací.
2 n⋅ 1−
2 n⋅
vektor tvořen náhodnou permutací, nýbrž je tvořen optimalizačním al-
goritmem. Náhodná permutace v kroku 1 je vstupní podmínkou pro 
optimalizační algoritmus.
9    1    5    6    2    4    8    7    10
1    5    6    2    4    8    7    10   3
5    6    2    4    8    7    10   3    9
6    2    4    8    7    10   3    9    1
2    4    8    7    10   3    9    1    5
4    8    7    10   3    9    1    5    6
8    7    10   3    9    1    5    6    2
7    10   3    9    1    5    6    2    4
10   3    9    1    5    6    2    4    8
3    9    1    5    6    2    4    8    7
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Obraz L-4
Nahoře: matice vstupů s nejmenší hodnotou CO
Dole:     matice vstupů převedena procentuelní rozložení
0.94   0.50   0.90   0.92   0.75   0.88   0.94   0.93   0.95
0.50   0.90   0.92   0.75   0.88   0.94   0.93   0.95   0.83
0.90   0.92   0.75   0.88   0.94   0.93   0.95   0.83   0.94
0.92   0.75   0.88   0.94   0.93   0.95   0.83   0.94   0.50
0.75   0.88   0.94   0.93   0.95   0.83   0.94   0.50   0.90
0.88   0.94   0.93   0.95   0.83   0.94   0.50   0.90   0.92
0.94   0.93   0.95   0.83   0.94   0.50   0.90   0.92   0.75
0.93   0.95   0.83   0.94   0.50   0.90   0.92   0.75   0.88
0.95   0.83   0.94   0.50   0.90   0.92   0.75   0.88   0.94
0.83   0.94   0.50   0.90   0.92   0.75   0.88   0.94   0.93
Matice vstupů s nejmenší hodnotou CO
Matice vstupů převedena na procentuelní rozložení
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 Algoritmus měnič
 Dalším krokem optimalizačního algoritmu byl právě algoritmus měnič. Tento algorit-
mus měl za úkol připravit matici vstupů tak, aby s ní mohla počítat výpočetní smyčka. Dále 
pak ošetřit jednotlivé chyby v této matici, aby výpočetní smyčka náhle neselhala případně, 
aby nedocházelo k chybným výpočtům. Jeho princip spočíval v tom, že načetl ze souboru 
matici zadání, která vymezuje jednotlivé rozmezí daných navrhovaných proměnných. Po-
sléze načetl ze souboru matici vstupů, která je přepočtena na procenta. Tato matice je 
zobrazena na obraze L-4. Z těchto dvou matic pak sestavil matici, jejíž jednotlivé řádky 
představovali jednotlivé vstupy pro výpočetní smyčku a sloupce pak vstupy pro jednotlivé 
navrhované proměnné. Dále pak měl za úkol kontrolovat zdali všechny vstupy této matice 
jsou ve správném tvaru.
 Ukázalo se, že program Ansa, který měl za úkol morphing a síťování použitého mod-
elu je velmi důsledný na tvar vstupu. Následně pak kontroloval numerickou správnost jednot-
livých vstupů, speciálně pak vstupy, které algoritmus MPK vyřadil jako nepodstatné. Nicméně 
jednotlivé kroky, které tento algoritmus konal, aby kontroloval správnost nejsou předmětem 
této diplomové práce. Výše zmíněné kroky jsou jen příkladem. Matice zadání a matice 
vstupů pro výpočetní smyčku je pak pro příklad zobrazena v obraze M-1. V matici zadání  je 
pak na prvním řádku vidět dolní mez jednotlivých navrhovaných proměnných a na druhém 
řádku pak horní mez navrhovaných proměnných. Jednotlivé meze a jejich významy pak bu-
dou popsaný v kapitole “návrh optimalizačních bodů”.
 Jelikož algoritmus MPK je schopen vyhodnotit, které proměnné jsou zbytečné a 
mají malý vliv na výsledné optimum tak bylo dále potřeba zajistit, aby nastavil algoritmus 
měnič správnou hodnotu pro vyřazené proměnné. Více o vyřazování proměnných je v kapi-
tole “Citlivostní analýza”. Tento problém plyne z toho, že program Ansa, který bude pop-
sán v kapitole “Program Ansa”, musel mít vždy k dispozici vstupní hodnoty pro všechny na 
začátku zvolené navrhované proměnné, aby mohl morphovat optimalizovanou geometrii do 
požadovaného tvaru.
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Obraz M-1
Nahoře: matice zadání (vstupní matice pro algoritmus měnič)
Dole:     výstupní matice z algoritmu měnič
7.22    30.68   23.93   24.13   14.31   56.31   1.59    7.95    49.5    60.45
36.13   26.59   31.29   18.77   42.95   2.68    7.95    17.5    85.5    9.54
31.31   34.77   16.56   56.31   2.04    13.41   17.5    30.22   13.49   47.72
40.95   18.4    12.88   2.68    10.22   29.5    30.22   4.77    67.5    41.36
21.68   14.31   38.65   13.4    22.5    50.95   4.77    23.86   58.5    54.09
16.86   42.95   1.84    29.5    38.86   8.04    23.86   20.68   76.5    28.63
50.59   2.04    9.2     50.95   6.13    40.22   20.68   27.04   40.5    22.27
2.4     10.22   20.25   8.04    30.68   34.86   27.04   14.31   31.5    66.81
12.04   22.5    34.97   40.22   26.59   45.59   14.31   11.13   94.5    3.18
26.5    38.86   5.52    34.86   34.77   24.13   11.13   33.4    4.5     15.9
45.77   6.13    27.61   45.59   18.4    18.77   33.4    1.59    22.5    35.
 Výstupní matice z algoritmu měnič
Out[40]//MatrixForm=
0      0      0      0      0      0      0      0      0      0
53     45     40.5   59     45     59     35     35     99     70
Matice zadání
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 Výpočtová smyčka
 Jedním ze základních pilířů úspěšné optimalizace je úspěšný výpočet. Získání jed-
notlivých dat pro metodiku MPK se stala právě výpočtová smyčka, která zahrnovala tři po 
sobě následně jdoucí programy a tyto programy byly ovládány pomocí ovládacího algoritmu. 
Jak je zobrazeno na obraze A-1 tak ovládací algoritmus dále kontroloval počet provedených 
smyček respektive počet provedených výpočtů. 
 Optimalizovaný problém
 Zadáním v této diplomové práci byla aplikace metody padající kuličky. Pro ukáz-
ku byl zvolen tzv. MIRA model. Ten je zobrazen na obraze VP-1. Jak je vidět jedná se o 
zjednodušený model auta, který byl zapůjčen ﬁ rmou Sobriety. Na něm pak probíhaly jednot-
livé úkony od zadání bodů, které se budou pohybovat přes tzv. meshing (vytvoření sítě bodů, 
ve kterých probíhá výpočet) až po samotný výpočet. Optimalizovaným problémem jsou tyto 
tři funkce.
 1) Aerodynamický odpor vozidla - byl měřen koeﬁ cient C
D
 2) Aerodynamický přítlak přední nápravy - byl měřen koeﬁ cient C
av
 3) Aerodynamický přítlak zadní nápravy - byl měřen koeﬁ cient C
ah
 Cílem optimalizace se stalo nalezení minimálních hodnot jednotlivých koeﬁ cientů. 
Minimum z toho důvodů, že všechny výše uvedené koeﬁ cienty musí jít do záporných hodnot 
kvůli volbě souřadného systému. Ten je zobrazen například v obraze MM-2.
 Dalším kritériem hodnocení je stanovení důležitosti jednotlivých koeﬁ cientů. Tato 
důležitost nebo také váha měla rozhodnout o tom kam se optimalizační proces přikloní když 
dojde ke kolizi požadavků jednotlivých koeﬁ cientů. Jako příklad uveďme bod 7z z obrazu 
VP-2, kdy pohyb nahoru kladně ovlivňuje odpor, ale záporně ovlivňuje přední přítlak. Pak se 
rozhodovalo na základě důležitosti jednotlivých koeﬁ cientů. Jednotlivé důležitosti respektive 
váhy jednotlivých koeﬁ cientů byly rozděleny následovně. 
  1) Aerodynamický odpor vozidla - měl 90% důležitosti
  2) Aerodynamický přítlak přední nápravy - měl 8% důležitosti
  3) Aerodynamický přítlak zadní nápravy - měl 2% důležitosti
 Tyto váhy byly zvoleny na základě expertního odhadu za pomocí kolegů z ﬁ rmy Sobri-
ety. Zde je vidět jak velký důraz je kladen na aerodynamický odpor vozidla. 
 Návrh optimalizačních bodů
 Tento krok byl prvým krokem při práci s modelem MIRA. Protože žádná optimalizační 
metoda není schopná sama volit, které části geometrie se mají deformovat tak je nutno zvolit 
deformační body a jim přiřadit oblast působení. Zde se jednalo o empirický výběr bodů, které 
byly zvoleny na základě expertního odhadu a to za pomocí kolegů z ﬁ rmy Sobriety. Výběr 
těchto bodů je zobrazen na obraze VP-2. Zde je zobrazena také polovina modelu jelikož byl 
problém symetrický a program Ansa, který bude popsán v kapitole “Program Ansa”, dovo-
loval právě práci na tomto polovičním modelu, který takto zjednodušil celý výpočetní prob-
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Obraz VP-1
MIRA model
lém. Díky tomuto zjednodušení došlo ke značnému snížení výpočetního času a celkové prac-
nosti na MIRA modelu. 
 Jednotlivé body pak měly dovoleno se pohybovat v naznačeném směru. Každý takový 
směr představoval jednu návrhovou proměnou a nastavením těchto deformačních bodů se 
získávaly vstupy pro výpočet hledaných koeﬁ cientů. Jednotlivé navrhované proměnné jsou 
označeny jak číslem tak příslušnou osou a jejich výčet je následovný
Rozsah, který je uveden u každé navrhované proměnné byl dán dvěma faktory. 
 A) Expertním odhadem za pomocí kolegů z ﬁ rmy Sobriety
 B) Morphovacími možnostmi programu Ansa
Právě bod B se stal nejvíce kritickým omezením a vyžadoval velmi dobrou znalost morpho-
vací problematiky.
 Dále pak jsou na obraze VP-2 zobrazeny zelené a modré čáry. Modré čáry 
ohraničovali oblast, ve které měl daný bod působnost a zelené spojují příslušné body s jejich 
oblastí působnosti. Dále se přistoupilo k morphingu a síťování MIRA modelu v programu 
Ansa.
 Program Ansa
 Program Ansa v.13.0 je vylepšený Pre-procesor v oblasti analýzy konečných prvků 
případně pak konečných objemů. Aplikace jsou například deformační, únavové nebo CFD 
analýzy. Jeho hlavní součásti jsou následující
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Dolní mez Horní mez
[mm] [mm]
1z 0 59
2z 0 50
3z 0 66
4z 0 50
5z 0 66
6z 0 35
7z 0 35
7x 0 99
8x 0 150
8z 0 70
- Dobře vytvořená geometrie součástí je klíčový prvek pro dobrou síť. Dobrá síť je 
pak klíčová pro kvalitní výpočet
- Jednotlivé body sítě by měli ležet přesně na geometrii a neměli by ji jakýmkoliv 
způsobem deformovat
- Všechny základní pre-processingové úkoly by měly být obsaženy v jednom pro-
gramu
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Obraz VP-2
MIRA model - návrh deformačních bodů
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 Všechny tyto požadavky právě splňuje program Ansa. Proto byl vybrán jako hlavní 
program pro tvorbu morphingu a sítě v jednotlivých krocích.
 Morphování
 Morphování je proces, při kterém se deformuje geometrie modelu do požadovaných 
tvarů. Morphování je prováděno za pomocí tzv. morphovacích boxů, které jsou znázorněny 
na obraze VP-3. Morphovací boxy mohou deformovat geometrii aniž by zasahovali do 
původní geometrie což je jejich hlavní předností. Navíc tento přístup umožňuje dynamické 
přesíťování, které je popsané v kapitole “Síťování”.
 Každý bod, který byl navrhnutý v kapitole “návrh optimalizačních bodů” je spojen s 
morphovacím boxem. Pohyb s tímto bodem pak deformuje morphovací box a ten následně 
deformuje geometrii. Toto jsou pouze základní informace, protože problematika morpho-
vacích boxů je natolik složitá, že není v rámci této diplomové práce popsat ji celou.
 Jen uveďme, že tento přístup dovoloval použít výslednou geometrie jak do programu 
Fluent (popsán v kapitole “Program Fluent”) tak i do dalších programů jako například NAS-
TRAN, který se používá pro pevnostní výpočty a tímto optimalizovat nejen proudění okolo 
součásti, ale zároveň i její pevnostní charakteristiky. Tato problematika bude popsána v kapi-
tole “Multiobjektová optimalizace”.
 Bohužel ani tento krok se neobešel bez problémů a jak bylo zmíněno výše tak prob-
lematika morphování byla natolik složitá, že se stala jedním z omezujících faktorů při nas-
tavování velikosti vstupního intervalu, jak je popsáno v kapitole “návrh optimalizačních bodů”. 
Problémy s dynamickým síťováním při překročení hodnot intervalu, nestabilní síť při velkých 
odchylkách jednotlivých navrhovaných bodů a spousty dalších bylo nutno vyřešit než celý 
proces optimalizace fungoval. 
 Síťování
 Dalším krokem v programu Ansa se stalo nastavení a vytvoření povrchové sítě na 
MIRA modelu a okolním tunelu. Na obraze VP-4 je pak zobrazena povrchová sít pro MIRA 
model a na obraze VP-5 je zobrazen celý tunel. Je vidět, že v blízkosti povrchu MIRA modelu 
je síť velmi jemná. Zde je to kvůli mezní vrstvě, která tvoří velkou část odporu a přítlaku karo-
série vozu. Tato síť je na obraze VP-4 zobrazena jako světle zelená. Následuje hrubší síť ta 
je pak zobrazena jako světle ﬁ alová a dále je nejhrubší síť s barvou světle hnědá.
 Stejný postup byl aplikován na tunel, ve kterém byl MIRA model počítán. Jako okra-
jové podmínky pro tunel pak byly zvoleny (zde je pak odkaz na obraz VL-5, kde ve sloupci 
barva je napsána barva stěny jak je zobrazena na obrázku). 
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Stěna tunelu Typ okrajové podm. Barva
Podlaha Wall Fialová
Strop Symetry Zprůhledněn
Stěna symetrie Symetry Hnědá
Vstupní stěna Velocity inlet Světle zelené
Výstupní stěna Presure outlet Tmavě modrá
Stěna tunelu Symetry Zprůhledněna
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Obraz VP-3
MIRA model - morphovací boxy
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Obraz VP-5
MIRA model a povrchová síť
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Obraz VP-5
MIRA model a okolní tunel
Rozměry tunelu jsou pak 
 Druhý vnitřní box, zobrazen na obraze VP-5, slouží ke zpřesnění výpočetní sítě. Jeho 
rozměry jsou následující
 Pro povrchovou síť byly použity trojúhelníky a na povrch auta bylo použito 62 000 
těchto trojúhelníku. Tento počet se mírně měnil díky dynamickému přesíťování při jednot-
livých změnách geometrie.
 Program T-grid 
 T-Grid v.5.0.11 je specializovaný preprocesor určený k tvorbě nestrukturovaných 
objemových sítí pro komplexní geometrie. TGrid nabízí tvorbu objemových sítí s využitím 
čtyřstěnů, pyramid a prizmatických vrstev ze šestistěnů a trojbokých hranolů.
Byl využit v preprocesingu k  automatické přípravě  objemové sítě.
 Typ prvku použitý pro objemovou síť a jejich počet je uveden v tabulce:
 Program Fluent
 FLUENT je program obsahující fyzikální modely postihující široké možnosti potřebné k 
modelování proudění, turbulence, přenosu tepla a reakcí pro průmyslové aplikace. Ty sahají 
od proudění vzduchu kolem leteckých proﬁ lů po spalování v pecích, od modelování probub-
lávání po ropné plošiny, od toku krve po výrobu polovodičů a od návrhu ventilace místností 
po úpravu a čištění vody. Speciální modely, které dávají programu možnosti modelovat multi-
fyzikální úlohy, umožňuje rozšíření působnosti tohoto programu.
 Samotný výpočet byl řešen pomocí stacionárního nestlačitelného proudění. Jako 
model turbulence byl použit K-Epsilon. Tento model turbulence byl zvolený na základě 
doporučení kolegy z ﬁ rmy Sobriety. Pro získání vstupních hodnot výpočtu se prvních 600 
iterací počítalo pomocí schematu ﬁ rst order upwind následně se výpočet přepnul na second 
order upwind. Po dosáhnutí 3000 iterace se zaplo monitorování aerodynamických sil a jed-
notlivé zápisy těchto sil se prováděli každou 10 iteraci. Toto monitorování probíhalo pomoci 
UDF (user deﬁ ned ﬁ le). Následně proběhl zápis do souboru a výpočet byl ukončen po 4000 
iteracích.
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Délka 15240 mm
Šířka 3965 mm
Výška 4420 mm
Délka 8000 mm
Šířka 1250 mm
Výška 1800 mm
Počet prvku Typ prvku
Box 950 000 Pětihran + čtyřhran
Tunel 420 000 Pětihran + čtyřhran
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 Algoritmus metoda padající kuličky
 Když doběhly všechny výpočty ve výpočetní smyčce mohl nastoupit optimalizační 
algoritmus. Jeho struktura je zobrazena na obraze PK-1. Jednotlivé kroky jdou po sobě jak 
jsou zobrazeny v blokovém schématu. Opět celý proces optimalizace byl sestaven z po 
sobe jdoucích algoritmů, kde některé na sobě byly závislé a jiné by bylo možno vyřadit bez 
způsobení selhání optimalizačního procesu. Celý tento proces byl obsažen pouze v jednom 
souboru a byl naprogramován v jazyce Mathematica v.7.0. Jednotlivé algoritmy pak byly 
řešeny pomocí funkcí volaných přes příslušný příkaz, do kterého se přidali ovládací param-
etry. Jednotlivé části programu byly samostatně testovány a odzkoušeny na možné varianty 
a chyby, které mohou nastat avšak i po důkladném testování se vyskytli po zpuštění chyby. 
Tyto chyby pak byly odstraněny v ladícím procesu.Ten se ukázal jako jeden z nejzdlouhavější 
ze všech prací, které byly na tomto algoritmu vykonány. Celkově ladící proces trval skoro 3 
týdny čistého času. Jednotlivé části optimalizačního algoritmu MPK budou popsány níže.
 Načtení dat
 Jednotlivé vstupy musely být testovány, protože ovládací algoritmus nebyl schopen 
zajistit, aby tyto vstupy byly vždy ve správném tvaru a program Mathematica je na přesnost 
vstupů velice přísný. Dále pak proběhlo sestavení načtených dat do potřebných matic, aby 
tyto matice byly připraveny pro další zpracování. 
 Zpracování dat
 Poté co byly výsledky ze smyčky načteny předchozím algoritmem a zároveň zkon-
trolovány na správnost vstupů, aby nedocházelo k pádům celého optimalizačního programu 
bylo možno přistoupit ke zpracování jednotlivých matic respektive vstupních dat. V tomto 
kroku bylo potřeba jednak vyřadit všechny nepotřebné navrhované proměnné, které byly 
vyřazeny v předchozích iteracích algoritmu MPK.
 Dalším krokem této části bylo znormalizovat jednotlivé navrhované proměnné, 
aby mohly být dále vyhodnocovány respektive porovnávána mezi sebou a nedocházelo k 
problémům s měřítkem jednotlivých navrhovaných proměnných. Tato normalizace probíhala 
podle vzorce
kde pak x
i
 je hodnota nenormalizované navrhované proměnné, s(x
i
) je pak průměrná hodno-
ta ze všech měřených hodnot příslušné navrhované proměnné a s
i
 je směrodatná odchylka, 
která je spočtena dle následujícího vzorce
kde n je počet měřených hodnot, x
i
 je výše zmíněná hodnota nenormalizované navrhované 
proměnné a s(x
i
) je pak průměrná hodnota ze všech měřených hodnot příslušné navrhované 
proměnné. Když byla všechna data znormalizována mohlo se přejít na další algoritmus. 
Tímto algoritmem je metamodel Kriging, který je základním kamenem této metody.
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Obraz PK-1
Blokové schéma principu metody padající kuličky
 Krigingův metamodel
 Krigingův metamodel prezentuje neznámou funkci y(x) jako:
kde X je m-dimenzionální vektor tvořený navrhovanými proměnnými, μ je konstanta 
metamodelu a Z(x) představují lokální deviace od konstanty metamodelu, lokální deviace 
je vyjádřena za pomoci stochastického procesu. Body, kterými metamodel prochází jsou 
proloženy Gaussovou korelační funkcí jež určuje daný stochastický proces. Korelace mezi 
Z(x
i
) a Z(x
j
) je úzce spjatá se vzdáleností dvou těchto bodů. Avšak není zde použito Euk-
lidovské vzdálenosti, protože ta váží jednotlivé body stejně. V Krigingově metamodelu je 
použito speciální váhové funkce.
kde θ
k
 je k-tý element korelačního parametru θ. Použitím speciálního váhového systému a 
Gaussovi korelační funkce tak korelace mezi body x
i
 a x
j
 je deﬁ nována jako:
Tudíž Krigingův prediktor je:
kde μ^ je určená hodnota μ, R představuje n x n matici jejíž (i, j) vstupy jsou Corr[Z(xi), Z(xj)] 
a r je vektor jehož i-té elementy jsou:
a y je vektor měřených hodnot v jednotlivých bodech.
 Neznámý parametr θ
 Neznámý parametr, který je potřeba určit pro sestavení Krigingova modelu je θ. Dle 
doporučení z knihy [1] je pro stanovení parametru použita maximalizace následující funkce:
kde 1 je m-dimensionální jedničkový vektor. Maximalizace této funkce je neohraničený 
nelineární optimalizační problém. Pro řešení tohoto optimalizačního problému byly použity 
interní optimalizační algoritmy programu Mathematica v.7.0.
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OBRAZ K-1
a) Funkce „Likelyhood“ vlevo a na pravo zobrazená funkce sin(x) a její proložení modelem kri-
ging pro parametr θ získaný z maximalizace fuknce „likelyhood“
b) Funkce penalizovaný „Likelyhood“ vlevo a na pravo zobrazená funkce sin(x) a její proložení 
modelem kriging pro parametr θ získaný z maximalizace fuknce penalizovaný „likelyhood“
c)  Funkce „Likelyhood“ vlevo a na pravo zobrazená funkce sin(x) a její proložení modelem kri-
ging pro parametr θ získaný z maximalizace fuknce „likelyhood“ pro 17 měřených bodů
Prediktor: Kriging
Prediktor: Penalizovaný Kriging
Prediktor: Kriging
Funkce: Penalizovaný „Likelyhood“
Funkce:  „Likelyhood“
Funkce:  „Likelyhood“
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 Penalizovaná funkce
 Empirické zkoušení metamodelu na testovacích problémech odhalilo, že výše uve-
dený postup pro určení parametru θ nemusí být dostatečný a získaný metamodel může mít 
„bláznivé“ chování (obraz K-1 a)). Proto bylo nutno tento optimalizační proces vylepšit a na 
základě tvaru výše uvedené funkce zavést ještě tzv. penalizovanou funkci, která doplňuje 
výše uvedenou funkci. Tuto funkci navrhli páni Li a Sudjiato v roce 2005 a je použita ve tvaru:
kde Ln je funkce deﬁ nována výše a p
λ
(.) je před-speciﬁ kovaná ne-negativní penalizovaná 
funkce s regularizačním parametrem λ. Volba této penalizované funkce závisí na uživateli. 
Jednotlivé penalizované funkce jsou rozebrány v literatuře zabývající se tvorbou metamodelů 
a nejsou předmětem této diplomové práce. Pro úplnost uvádím některé nejvíce známé pe-
nalizované funkce jako AIC(Akaike (1974)), BIC(Schwarz (1978)), SCAD(Fan a Li (2001)), 
RIC(Foster a Georg (1994)). V případě této diplomové práce byla zvolena penalizovaná 
funkce SCAD „smooth clipped absolute deviation“ jelikož vykazovala nejlepší výsledný 
metamodel pro CFD simulace. Zde uvádím derivaci této penalizované funkce jak je uváděna 
v literatuře:
kde a=3.7, λ je regularizační parametr a nadále platí p
λ
(0)=0. Protože vyřešení této penal-
izované funkce je poměrně výpočtově nákladné, časově náročné a je zapotřebí navíc tuto 
rovnici zjednodušit, tak její použití je vždy při každém hledání parametru θ zváženo. 
 Toto zvážení vychází z graﬁ ckého vyjádření funkce pro hledání parametru θ. Jak je 
zobrazeno na obrazu K-1 na předchozí straně. Jde vidět, že maximum na hledané funkci je 
dosaženo v poměrně velkých vzdálenostech od 0 a to díky „zarovnání“ dané funkce s osou x.
 Tento problém je způsoben nedostatkem měřených bodů pro metamodel Kriging. Toto
je jeden z nejběžnějších problémů při tvorbě metamodelů v problematice MKP a CFD jejichž 
i jeden výpočet může trvat i několik hodin a je cenově velmi nákladný. Proto je nutno za-
vést výše uvedenou penalizovanou funkci. Její zavedení je zobrazeno na obrazu K-1 na 
předchozí straně a jak je vidět, výsledný metamodel se téměř identicky shoduje s původní 
testovací funkcí.
Regularizační parametr λ
 Dalším parametrem, který je nutno určit je právě regularizační parametr λ. Určení to-
hoto parametru je opět neohraničený nelineární optimalizační problém, proto jsou zavedeny 
zjednodušovací algoritmy. V odborné literatuře je doporučován postup:
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Krok 1: Sestavení vektoru hodnot regularizačního parametru λ
Krok 2: Nalezení maxima penalizované funkce a získání parametru θ 
potřebného pro metamodel Kriging
Krok 3: Výpočet hodnoty “vynech jeden vzorek” (tento pojem je vysvětlen v 
OBRAZ K-2
a) Funkce: f(x)=2x*Cos(4π*x) (modrá barva) a její proložení metamodelem Kriging (červená 
barva), zde je proložení téměř dokonalé, proto funkce splívají
b) Funkce: f(x1,x2)=-x22*Sin(2*x1)+93 (modrá barva) a její proložení metamodelem Kriging 
(červená barva)
Funkce: f(x)=2x*Cos(4π*x)
Funkce: f(x1,x2)=-x22*Sin(2*x1)+93
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 Tento algoritmus se však ukázal v praxi jako nepoužitelný kvůli své výpočtové 
náročnosti a proto byl nahrazen algoritmem novým a to:
 Byl zaveden výše uvedený algoritmus na řešení parametru λ, který vykazuje lepší vý-
sledky jak výpočtové náročnosti tak i výsledný metamodel lépe odpovídá hledané funkci. 
Tento algoritmus byl zaveden na základě toho, že hledání parametru θ není až tak náchylné 
na přesnost určení regularizačního parametru λ, zde se odkazuji na výsledky obdržené z em-
pirický dat získaných pány Runze Li a Agus Sudjianto, které zveřejnily ve své práci „Analysis 
of Computer Experiments Using Penalized Likelihood in Gaussian Kriging Models“. Jelikož 
výše uvedený zjednodušený algoritmus pro hledání regularizačního parametru λ bylo nutno 
pro více proměnných zjednodušit, protože hledání parametrů θ (každá proměnná má vlastní 
parametr θ) je m-rozměrný optimalizační problém, který je velice výpočetně náročný, tak 
tento problém byl převeden na jedno dimenzionální optimalizační problém a to zavedením 
vzorce:
kde θ
k
 je parametr θ pro jednotlivé proměnné, σ
k
 je směrodatná odchylka jednotlivých 
proměnných a θ
celkove
 je generalizovaný parametr θ hledaný optimalizačním algoritmem, který 
je implicitně použit v programu Mathematica. Toto zjednodušení opět doporučují páni Runze 
Li a Agus Sudjianto v knize [1].
 Výše uvedený algoritmus byl testován v mnoha případech jak jedno rozměrných 
problémů, které je možné zobrazit, tak i více rozměrných problémů. Jako příklad další tes-
tované funkce uvádím funkci f(x)=2x*Cos(4π*x) (obraz K-2 a)). Dále pak více rozměrné 
funkce, která byla použita jako ukázkový příklad pro sestavení Krigingova metamod-
elu v knize „Design and modeling for computer experiments“ tzv. vrtnou díru. Pro příklad 
vícerozměrné funkce uvádím funkci f(x1,x2)=-x22*Sin(2*x1)+93 (obraz K-2 b)), kde je vidět, 
že i přes malý počet měřených bodů (15) metamodel Kriging dosahuje výborných výsledků. 
Krigingův metamodel i přes nepřesnosti v proložení má stejný trend jako funkce popsaná 
výše. Tento poznatek je velmi důležitý pro použitou optimalizační metodiku, která toho 
dokáže využít.
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Krok 1: Nastavení počátečního regularizačního parametru λ a to tak, aby byl 
dostatečně blízko hodnotě nula
Krok 2: Nalezení maxima penalizované funkce a získání parametru θ
Krok 3: Test na zjištění zdali získaná λ vytvořila dostatečný „kopec“ (viz. obraz 
K-1 b)) pro získání parametru θ.
Krok 4: Bod 2 a 3 se opakuje až do získání požadovaného „kopce“
kapitole “Iterační plochy”)
Krok 4: Opakování bodu 2 a 3 až do vyčerpání všech hodnot z vektoru ses-
taveného v bodě 1
Krok 5: Regularizační parametr λ je právě ten, který má nejmenší hodnotu 
“vynech jeden vzorek”
θ
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 Citlivostní analýza
 Dalším důležitým prvkem v optimalizační metodě MPK jsou právě citlivostní analýzy 
jednotlivých navrhovaných proměnných. Výhoda tohoto algoritmu je, že metoda padající 
kuličky bude fungovat i bez tohoto algoritmu. Tudíž tento algoritmus vylepšuje metodu padající 
kuličky, ale není nutně potřebný k jejímu chodu. Nicméně tento algoritmus velice zefektivňuje 
optimalizační proces a to tím, že určuje jaké proměnné je možno vyřadit a na které je nutno 
dát si pozor ohledně jejich důležitosti. Bohužel celá citlivostní analýza je založená na přesném 
proložení metamodelem, a proto byl v této práci kladen důraz na jeho správné vyhotovení. 
Nicméně i přes špatné proložení výše uvedeným metamodelem byla citlivostní analýza 
schopná přesně určit, které navrhované proměnné je možno vyřadit respektive přidělit jim 
hodnotu, kdy metamodel vykazuje optimum a dále se s nimi nezabývat respektive vyřadit je z 
výpočtů.
 Citlivostní analýza použitá v této práci má název Sobolovovi indicie a je založena na 
zkoumání rozptylu jednotlivých proměnných. Sobolovovi indicie jsou pojmenovány právě 
Sobolovovi po ruském matematikovi, který tento princip vymyslel. Z principu analýzy rozptylu 
jednotlivých navrhovaných proměnných plyne první negativum Sobolovovích indicii a tou je 
předpoklad, že veškerá informace o optimalizované proměnné je obsažena právě v tomto 
rozptylu.
Proč rozptyl
 Proč zrovna rozptyl? Může být analýza citlivosti založená na střední hodnotě modelu? 
Zde uveďme příklad. V analýze rizik selhání komponentů letounu je vlastním výstupem právě 
nějaká střední hodnota a může být zájmem jak právě tato střední hodnota je ovlivněná jednot-
livými složkami. Následná otázka by měla znít kolik každá složka přispívá k selhání případně 
úspěchu systému. Následnou odpovědí by mohlo být 30% složka A, 14% složka B atd...
 Rozdělením rizika na jednotlivé složky může být zajímavé z hlediska pochopení, kterou 
složku vylepšit, aby došlo ke snížení rizika selhání systému. Tento příklad je založen na deter-
ministickém výstupu - riziku. Dále pak jak riziko může být modiﬁ kováno eliminováním nejistot 
v systému. Klíčovým prvkem v analýze citlivosti je jak kvantiﬁ kovat nejistotu metamodelové 
predikce. Analýza rozptylu může být právě řešení pro tyto problémy. Dle knihy [2] právě 
měření rozptylu je doporučováno kdekoli je možné ho použít. Další zajímavé využití metod 
založených na dekompozici rozptylu může být například:
  1: Zachycení vlivů jednotlivých složek 
  2: Zachycení vlivů jednotlivých interakcí mezi složkami
  
 Nevýhodou tohoto přístupu je výpočtová náročnost, kdy k určení vlivu jednoho faktoru 
je třeba i několik set výpočtů (opět zde nastává numerická integrace a s ní spojené problémy). 
Proto se mnoho výzkumníku snaží najít jiné výpočtové algoritmy na určení vlivů.
 Princip výpočtu
 Jsou 4 možné způsoby jak přistupovat k problému, když je použita výše zmíněná 
analýza. Těmito způsoby jsou:
 
 V případě této diplomové práce je nejvíce využito nastavení A a B, kdy se jednot-
livé navrhované proměnné nastavily do optima a dále se s nimi nepočítalo. Toto se týkalo 
varianty nastavení B. Případně se dané navrhované proměnné ohodnotily a jim se přiřadil 
koeﬁ cient významnosti. Toto je případ nastavení varianty A. Koeﬁ cienty významnostni budou 
řešený dále v kapitole “Koeﬁ cienty významnosti”.
 Následný výpočet je poměrně jednoduchý a sestával se ze sestavení dvou 
vzorkovacích matic. Jejich příklad je zobrazen na obraze SO-1. Jednotlivé řádky těchto matic 
jsou vstupy pro metamodel Kriging. Z těchto dvou matic se vygenerovala třetí vzorkovací 
matice (pro každou navrhovanou proměnou jedna) a to tak, že se prohodil sloupec příslušící 
navrhované proměnné z matice A do matice B. Příklad je zobrazen opět v obraze SO-1 a je 
to matice C
i
. Matice A, B a C
i
 následně jsou dosazeny do metamodelu Kriging. Tím dosta-
neme tyto vektory
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A: Prioritizace složek: je použit pokud je potřeba identiﬁ kovat, které složky 
pokud jsou zaﬁ xovány na určitou hodnotu, tak dochází k největšímu 
poklesu rozptylu výsledků. Jinými slovy identiﬁ kovat složky, které mají 
největší vliv na výsledný rozptyl tj. výsledné hodnoty. Tudíž je možné 
detekovat a přiřadit důležitost jednotlivým složkám a tím jim přiřadit 
větší podíl na sledovaném systému respektive zvětšit například 
přesnost měření a zajistit tak větší přesnost systému.
B: Fixování složek: je použit pokud je potřeba identiﬁ kovat, které složky 
mají, pokud je jim dovoleno pohybovat se v určitém rozmezí, nulový 
nebo malý vliv na výsledný rozptyl. Takto identiﬁ kované složky mohou 
být zaﬁ xovány kdekoli ve svém rozmezí, kde se mohou pohybovat a 
nebude to mít vliv na výsledný rozptyl. Tenhle přístup může analyt-
ikovy pomoci identiﬁ kovat, které složky můžou být vynechány a neov-
livní to výsledný rozptyl tj. výsledné hodnoty. Tento přístup je zvláště 
výhodný jedná-li se o velké soustavy navrhovaných proměnných. 
Tímto dochází k velkému zjednodušení komplexních problémů na 
mnohem jednodušší.
C: Snižování rozptylu: je použit, když je potřeba snížit rozptyl pod určitou 
hranici. Tento přístup je požadován například při analýze rizik spole-
hlivosti, kdy řešitel potřebuje si být jist, že nejistota spolehlivosti dané 
součásti je pod určitou hranici. Při tomto nastavení řešitel chce ga-
rantovat, že nejistota selhání systému je pod určitou hranicí a toho 
se snaží dosáhnout zaﬁ xováním co možná nejméně složek s co 
největším vlivem.
D: Mapování složek: při tomto nastavení se řešitel snaží přijít na to v jakém 
nastavení složky musí být, aby se výsledný rozptyl respektive výsled-
né hodnoty pohybovaly v určitém rozmezí. Pro příklad, řešitel si chce 
být jistý, že výsledné hodnoty budou nad percentilem 95, protože 
tento percentil odpovídá poruchovosti dané kritické součásti. Při tomto 
nastavení jsou právě zkoumány kombinace jednotlivých složek.
yA f A( )= yB f B( )= yCi f Ci( )=
  
 
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Obraz SO-1
Nahoře: Vzorkovací matice A a B
Dole:     Vzorkovací matice C
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Vzorkovací matice A Vzorkovací matice B
Vzorkovací matice C
i
kde pak f(.) znázorňuje Krigingův metamodel. Zde je vidět, že k provedení celkové citli-
vostní analýzy je potřeba právě n(i+2) výpočtů, kde n je počet řádků jednotlivých matic A, 
B, Ci a představují výpočty provedené na metamodelu Kriging a i je počet navrhovaných 
proměnných. V této práci je n zvolena 1000 resp. pro každou proměnnou je provedeno 1000 
výpočtů.
 Poté co jsou hotovy tyto výpočty, přichází na řadu jednoduchý vzorec ke zjištění 
důležitosti jednotlivých proměnných. Tomuto vzorce se jinak říká citlivostní analýza prvního 
řádu
kde f
0
 je dáno
kde ve vzorci S
i
 je pak zaveden vektorový součin jednotlivých výsledkových vektorů.
 Dále pak platí, že celkový součet všech S
i
 nemůže být větší než 1 a čím blíže je roven 
1 tím blíže je model aditivní. Toto rozdělení může být bráno jako procentuelní poměr jednot-
livých návrhových proměnných.
 Aditivní model je takový, kde nejsou interakce mezi jednotlivými členy. Jinými slovy 
nedochází k interakci mezi jednotlivými návrhovými proměnnými.
 Následně je zjištěno jak velké jsou tyto interakce a to vzorcem, kterému se říká cel-
ková citlivostní analýza
 Těmito jednoduchými výpočty je získán přehled o vlastnostech jednotlivých 
návrhových proměnných respektive jestli jsou v interakci s jinými návrhovými proměnnými 
nebo ne a jak moc ovlivňují výsledný model.
 Bohužel tento postup je vysoce výpočtově nestabilní respektive je-li zopakován tak 
výsledky se liší o jistou odchylku. Proto je použití přímého výsledku nemožné. Nicméně 
výsledné hodnoty drží trend a díky tomuto poznatku je možno tuto analýzu použít. Oprava na 
tuto chybu je pak uvedena v kapitole “Koeﬁ cienty významnosti”.
 Iterační plochy
 Myšlenka iteračních ploch vychází z myšlenky “vynech jeden vzorek” z anglického 
“leave-one-out”. Jedná se o to, že se daný metamodel sestaví a jeden naměřený výpočet 
se při sestavování vynechá a následně se měří vzdálenost tohoto výpočtu od výsledného 
metamodelu. Tato myšlenka byla následně rozvinuta dále.
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 Proč měřit vzdálenost bodu, když může být změřena plocha pod křivkou respektive 
jak tento jeden bod ovlivní výslednou křivku. Nicméně tato myšlenka je rozvinuta do podoby, 
že se neměří rozdíl jednoho bodu, ale ploch získaných v jednotlivých iteracích. Tímto jed-
noduchým postupem je zjištěno jak kvalitní byl předchozí metamodel a tudíž jestli navržené 
optimum v předchozí iteraci je opravdu optimem.
 Princip metody iteračních ploch
 V každé iteraci je vytvořen jeden metamodel Kriging. Tento metamodel je uchován 
do další iterace, kde je následně porovnán s nově vytvořeným metamodelem ovšem jen na 
určité oblasti. Tato oblast je pak dána velikostí vstupního intervalu respektive maticí zadání. 
Prvním krokem, aby bylo možno něco porovnávat se stalo převedení celé matice zadání na 
procentuelní tvar respektive na rozsah 0 - 1 a to dle vzorce
kde xn
i
 je původní hodnota navrhované proměnné, minx
i
 je pak spodní hranice intervalu a 
maxx
i
 je horní hranice intervalu. Tento přístup pouze převedl navrhované proměnné na pro-
centuelní rozdělení. Jak zobrazuje obraz IT-1 na porovnávacích funkcích tak kdyby se nyní 
provedl výpočet plochy, která je mezi těmito dvěma metamodely, pak by výsledky byly zkre-
slené, protože jednou optimalizační metoda počítá s funkcí, kde jsou rozmezí od například 
0 do 3 a rozdíl ploch by tedy byl jednotkový a podruhé by počítala s funkcí jenž rozmezí by 
bylo od 0 do 100 pak výsledný rozdíl těchto ploch by se pohyboval v řádu desítek. Takový to 
údaj ztrácí na jakékoli validitě a je téměř bezcenný, protože ho není s čím porovnat. Tento 
problém je znázorněn na obraze IT-1. Zde je pak černou barvou znázorněna funkce nové 
a červenou barvou funkce z předešlé iterace. Na tomto obraze je vidět, že chyba funkce je 
stejná, ale výsledná plocha je jiná. 
 Zde přichází základní myšlenka iteračních ploch a tedy převést na procenta i výsled-
kovou osu. Jinými slovy uzavřít celou funkci do jednotkové n-rozměrné kostky. Tímto krokem 
se vyřeší problém s rozmezím funkce a je tedy jasné, že výsledek bude v procentech chyby. 
Jinými slovy výsledná chyba bude stejné ať je rozmezí funkce od 0 do 3 nebo od 0 do 100. 
Tento jev je znázorněn na obraze IT-1 v posledním grafu. Díky tomuto kroku je možno nas-
tavit procentuelní hodnotu kvality proložení a k ní přiřadit opravný koeﬁ cient. Tento koeﬁ cient 
bude blíže popsán v kapitole “Koeﬁ cienty významnosti”. Dále tedy výsledný vzorec
Kde pak f(xi) je Krigingův metamodel, fold(xi) je Krigingův metamodel z předchozí iterace, 
minf(xi) je pak minimální hodnota Krigingova metamodelu v daném rozmezí a to buď 
stávajícího nebo toho z předchozí iterace dle toho, která z těchto hodnot je menší. Tato 
hodnota je zjištěná pomocí optimalizačního algoritmu, který je implicitně naprogramován 
v programu Mathematica v.7.0. Obdobně je řešeno maxf(xi), ale zde se jedná o maximum 
Krigingova metamodelu a vybrána je ovšem ta větší hodnota z obou modelů. Protože zjištění 
49
xi
xni minxi−( )
maxxi minxi−( )=
ε
0
1
xi
f xi( ) minf xi( )−
maxf xi( ) minf xi( )−
fold xi( ) minf xi( )−
maxf xi( ) minf xi( )−−

	
	


d=
správného optima je velmi důležité tak pro prvky maxf(xi) a minf(xi) je použit genetický al-
goritmus. Díky tomu je zajištěno, že dojde k nalezení globálního optima a tím ke správnému 
zhodnocení chyby proložení. Dále pak zde je zobrazen jedno rozměrný problém, ale aplikace 
na vícerozměrný problém je jednoduchá. Stačí provést n-integrálů se stejnými mezemi. V 
této práci je jako integrační metoda použita numerická integrace.
 Ani tento jednoduchý proces se neobešel bez chyb a jedna z těch nejzávažnějších 
je jak vyřešit, když předchozí metamodel měl víc navrhovaných proměnných. Jinými slovy 
co když nynější metamodel má 4 navrhované proměnné a ten předchozí jich má 5. Zde se 
nabízí myšlenka nastavit přebytečnou navrhovanou proměnnou do optima, ve kterém byla 
nastavena v předchozí iteraci. Toto řešení nijak nemění výslednou chybu metamodelu a tím 
je přijatelné. 
 Plošná optimalizace
 Jedním z hlavních vylepšení této optimalizační metodiky je plošná optimalizace. V 
dnešní době bohužel žádná mě známá optimalizační metoda neřeší problém tzv. píků. Jedná 
se o to, že nalezené optimum může byt sice optimem nejlepším, ale když v blízkém okruhu 
tohoto optima dojde k prudké změně funkce, kdy tato změna je mnohem horší než první 
výchozí tvar pak je toto optimum z inženýrského hlediska nepoužitelné.
V obraze P-1 je zobrazen výkres. Tento výkres zobrazuje jak kóty tolerované, tak ne-
tolerované. Ovšem reálná výroba předpokládá, že každý rozměr je nějakým způsobem 
tolerovaný a tudíž každý rozměr má nějaký interval. Jak je zmíněno výše tak tenhle 
předpoklad bohužel žádná optimalizační metodika nebere v potaz. Mnohé optimalizační 
metody se tento problém snaží obejít okrajovými podmínkami, ale tento přístup je možný 
uplatnit pouze v případě, že je dostatečná znalost o optimalizovaném problému a to ještě v 
případě mála návrhových proměnných, kde je malá pravděpodobnost interakcí jednotlivých  
návrhových proměnných. Ve větších případech a neznalosti průběhu funkce je přístup přes 
okrajové podmínky bohužel nedostatečný a mnohdy dané optimum je optimem při nas-
tavených podmínkách, které ale nedovolují jakékoli tolerance. Tohle je přístup matematiků 
(jednoduše odvětí, že nebyly splněny prvotní podmínky), který je bohužel v inženýrské 
problematice a inženýrské optimalizaci nepřijatelný. Dané optimum musí být optimem resp. 
zlepšením i v případě určené odchylky od napočítaných hodnot.
 Impulzem k vývoji metody se stal právě problém karosérie a proudění jako takového, 
kdy i malé odchylky od navrženého tvaru mohou způsobit turbulence případně odtržení 
proudnic a tím mnohonásobné zhoršení požadovaných vlastností. Navíc v oblasti proudění 
a topologické optimalizace (optimalizace tvaru), kdy se mění mnoho parametrů, je skoro 
nemožné předpovědět chování daného proudícího média a tím sestavit potřebné okrajové 
podmínky.
 Jako příklad, kde bude zobrazeno využití této metody, vezměme návrh maximálního 
úhlu náběhu na proﬁ lu. Na obraze P-2 nahoře je znázorněna vztlaková čára proﬁ lu NACA 
23012. Zde je krásně vidět, že v oblasti maxima této funkce následuje prudký pád resp. 
dochází k odtržení proudnic a tím pádem k poklesu vztlaku případně pak k pádu letadla. 
Simulovaným problém bude hledání optima na této funkci k nastavení maximálního úhlu 
náběhu pro zjištění pádových vlastností proﬁ lu. V případě použití optimalizační metody bez 
započítání plošné optimalizace by došlo k nalezení maxima přibližně na úhlu náběhu α=16o. 
Ovšem pokud se započítá poryv, který je dán náhodně tak dojde překročení tohoto maxima 
resp. zvýší se úhel náběhu a tím dojde k odtržení proudnic. Tento stav je, ale nepřijatelný. 
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Obraz IT-1
Graﬁ cké znázornění iteračníc ploch
Graf dvou po sobě následujících funkcí 
- nenormalizovaná osa y
Graf dvou po sobě následujících funkcí 
- znormalizovaná osa y
Navíc k charakteru problému není možné nastavit nějaké tvrdé okrajové podmínky, protože 
nikdy není známo jak velký bude poryv. V tomto případě by šlo snad ukázat, že je možno 
předem stanovit o kolik je potřebný úhel náběhu snížit, aby k nedošlo k výše popsaným 
jevům. Zde se jedná o jednodimenzionální ukázkový případ, aby se zobrazila problematika. 
Tento problém přenesený na celé křídlo, které bude mít desítky návrhových proměnných 
je bohužel nezobrazitelný. Emipirické pokusy na CFD modelech přesně tento typ problému 
vykazují. V případě použití plošné optimalizace, kde by bylo nastaveno, že poryv nepřesáhne 
rozdílu ±2o resp. nastavený úhel náběhu by kmital v rozmezí ±2o pak nalezený úhel nábehu 
je α=14o čímž je zaručeno, že nedojde k utržení proudnic na proﬁ lu. Takových příkladů je 
možno sestavit bezpočet. Navíc dalším pozitivním přínosem při zavedení plošné optimal-
izace je, že pokud se daný metamodel rozkmitá (jeden z problémů metamodelu Kriging a 
hledání kvalitního variogramu), pak plošná optimalizace má tendenci toto rozkmitání elimi-
novat tím, že směřuje do oblastí optim, které se blíží změřeným bodům a tím se vyhne 
nepřesnému určení zlepšení resp. nesměřuje do falešných optim. Příklad je znázorněn na 
obraze P-2. Zde pak hledáme minimum. Červená čerchovaná čára představuje skutečnou 
funkci a černá pak proložení metamodelem Kriging. Jendoltivé body měření jsou pak 
znázorněny kroužky.
 Princip metody plošné optimalizace
 Vlastní princip je poměrně jednoduchý a spočívá v obyčejné integraci plochy pod 
křivkou v omezeném prostoru. Rozdílem oproti normální optimalizaci je právě doplnění 
optimalizační metody o výpočet tohoto integrálu a hledání ne právě maximální nebo minimál-
ní hodnoty dané funkce, ale meze integrálu, kdy nastává maximální nebo minimální plocha 
pod danou funkcí. Pro názornost je uvedena zjednodušená matematická forma zápisu
kde x je střední hodnota dané meze, ε je právě interval, kde probíhá optimalizace, ϕ(x) 
jsou pak okrajové podmínky daného optimalizačního problému. Zde je znázorněn pouze 
jednorozměrný problém. Tento přístup se dá použít i na více rozměrné problémy, kde pak 
jednotlivé ε se mohou od sebe lišit a pro každou navrhovanou proměnou mít jinou hodnotu. ε 
pak nemusí být jenom konstantou, ale i funkcí, kdy například s přibývající délkou se zhoršují 
výrobní přesnosti a tím dochází ke zhoršení kvality. V případě této diplomové práce bylo pro 
každou proměnou stanoveno ε jako konstanta a její podrobnějším rozbor bude uveden u 
problematiky zkoušeného modelu.
 Reálná aplikace výše uvedené podmínky se stala ovšem poněkud problematičtější. 
Použití normální integrace na proložený metamodel se ukázalo jako nemožné, proto byla 
obecná integrace nahrazena numerickou integraci. Ovšem pokud se problém rozrostl přes 
více dimenzí než bylo 5 tak implicitně vytvořené algoritmy v programu mathematica v.7.0 
pro numerickou integraci začaly selhávat nebo čas jejich integrace byl neúnosně dlouhý 
a tím extrémně prodlužoval čas jedné iterace algoritmu MPK, tento problém se nakonec 
ukázal jako kritický. Tudíž bylo nutno celý proces poněkud zjednodušit a nahradit ho nějakým 
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Obraz P-1
Ukázkový výkres nastiňující problémy optimalizačních metod
jednodušším postupem, který by ve stejné míře odpovídal výše uvedenému a zároveň by 
zrychlil výpočetní čas celé optimalizace.
 Protože numerická integrace využívá podobný přístupů k rozmístění bodu v inte-
grovaném prostoru jako je přístup přes latin hypercube sampling tak bylo nasnadě obdobný 
postup využít i zde jen trochu poupravený. Postup pro integraci byl následovný
 Jak je tedy vidět výše, tak počet jednotlivých výpočetních bodů na interval je odvozen 
od počtu vstupních navrhovaných proměnných pro příklad, jestli bude optimalizovaný pro-
blém  mít 5 navrhovaných proměnných, tak latin hypercube design z kroku 2 bude čítat 16 
bodů respektive výpočtů rozložených po oblasti od -ε do +ε, jestli bude mít optimalizovaný 
problém 10 navrhovaných proměnných pak na oblasti od -ε do +ε bude 21 atd. Pro lepší 
názornost uveďme funkci, která vznikne v kroku 5 a je následně optimalizována.
kde Max představuje optimalizační metodu, která je použita pro nalezení optima v zobra-
zené funkci, ε je pak interval na, kterém se hledá dané optimum a x je hledaná navrhovaná 
proměnná a ϕ(x) jsou pak okrajové podmínky daného optimalizačního problému. Zde je 
uveden pouze jednorozměrný problém, který se pak dá jednoduše převést na n-dimenzion-
ální problém. Toto vylepšení se v této práci zavedlo na všechny tři optimalizované problémy, 
které jsou předmětem této diplomové práce. Zde je možno ještě dodat, že by se mohla 
zavést Gaussova křivka pravděpodobnosti na jednotlivé body integrace. Jinými slovy spočítat 
vzdálenost daného integračního bodu od zadaného středu. Dle Gaussova rozložení tomuto 
bodu přiřadit koeﬁ cient a tímto koeﬁ cientem přenásobit výslednou funkci. Tímto postupem 
je možno posílit optimum ve středu intervalu. Nicméně toto už nebylo zavedeno v této diplo-
mové práci.
 Praktické zkoušky plošné optimalizace
 Protože tento přístup je nový je nasnadě provést a uvést pár experimentál-
ních výsledků. V obraze P-3 jsou zobrazeny 3 testovací funkce. Z toho je jedna pouze 
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Krok 1: Načtení hodnot ε a jejich přepočet na normalizovaný tvar (musí být zacho-
vána velikost ε i vůči změně velikosti prostoru, kde dochází k proložení)
Krok 2: Sestavení designu dle metodiky latin hypercube na oblasti od -ε do +ε. Její 
popis je uveden v sekci Latin Uniform design algoritmus. Počet výpočetních 
bodů na plochu je následovný.
Navrhovaných proměnných ≤ 4: 4 výpočty na jednu navrhovanou proměnnou
Navrhovaných proměnných ≤ 7: 3 výpočty na jednu navrhovanou proměnnou
Navrhovaných proměnných > 8: 2 výpočty na jednu navrhovanou proměnnou
Krok 4: Přidání středového výpočtu do oblasti tj. bodu se souřadnici 0. 
Krok 5: Sestavení funkce pro optimalizační metodu obsahující sumaci výpočtů 
jednotlivých bodu vytvořených v kroku 2 a 3
Krok 6: Provedené optimalizace funkce z kroku 5
Max f 0.8− ε x+( )( f 0.3− ε x+( )+ f x( )+ f 0.3ε x+( )+ f 0.8ε x+( )+ 
s.t (x)
   
 
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Obraz P-2
Nahoře: Vztlaková čára proﬁ lu NACA 23012 (použit obrázek z NACA report 824)
Dole:     Rozkmitaná funkce (černa představuje proložení, červená skutečnou funkci)
Proﬁ l NACA 23012
Rozkmitaná funkce
jednorozměrná kvůli lepším testovacím vlastnostem a druhá je dvourozměrná jako ukázka 
funkčnosti i na více rozměrných funkcích.
 První funkce je zadána jako
  f=Which[0<x<0.5, 5, 0.5<x<2, x, 2<x<2.2, -4x+8,  2.2<x<2.3, 4x+8, 2.2<x, 10]
 Tato funkce je zobrazena jako funkce A na obraze P-3. Tato funkce simuluje prudké 
skoky a zároveň její globální minimum je následováno globálním maximem. Lokální minimum 
u bodu 0.5 je opět následováno prudkým zvětšením. Cílem optimalizace na této funkci je hle-
dat minimum a to tak, aby toto minimum bylo minimem na intervalu ±0.5. Toto simuluje prob-
lém výroby případně pak zavedení náhodné veličiny. Jako optimalizační algoritmus je zvolen 
genetický algoritmus, který je implementován v programu Mathematica v.7.0. Samotná opti-
malizace probíhala v rozmezí 0 až 10. Výsledek je pak uveden v tabulce
 Zde je vidět, že původní genetický algoritmus sice našel globální minimum, ale při 
bližším zkoumání lze zjistit, že toto minimum je napravo následováno maximem a vlevo je 
též lokální maximum. Pokud se podíváme na interval zjistíme, že je velká pravděpodobnost, 
že se právě dostaneme do jednoho z těchto maxim. Naproti tomu plošná optimalizace nale-
zla minimum v bodě 1 a jak je vidět, nejedná se o globální minimum. Pokud, ale vezmeme 
v potaz výše uvedený interval uvidíme, že nikde v tomto rozsahu není přesaženo ani jedno 
z výše uvedených maxim. Navíc díky tomuto přístupu se metoda vyhla všem skokovým 
změnám a levý kraj intervalu je právě na hranici této skokové změny.
 Dalším testovacím problémem je funkce tvořená Krigingovým metamodelem. Tato 
funkce je zobrazena na obraze P-3 jako testovací funkce B. Na této funkci se hledalo maxi-
mum a epsilon respektive rozptyl je zvolen ±0.5. Výsledky jsou opět uvedeny v tabulce
 Plošné vylepšení se téměř shoduje s výsledkem nalezeným při obyčejné optimalizaci. 
Nicméně plošné vylepšení posouvá výsledek mírně k hodnotám s menším gradientem a 
tudíž zlepšuje pravděpodobnost dosažení lepšího výsledku.
 Multiobjektová optimalizace
 Inženýrské optimalizační úkoly se v dnešní době nesetkávají pouze s optimalizací 
jednoho výstupu, ale právě se snaží najít optimální nastavení pro více výstupů. Například 
kompozitové křídlo letounu může být optimalizováno jednak na aerodynamické vlastnosti a 
současně na pevnostní vlastnosti. Obě tyto funkce jsou pak ovlivněny stejnými parametry.
 Zde tudíž zavedeme nový termín a tím je “pareto optimální řešení”. Jinými slovy hle-
daným optimem už nemusí být jedno nastavení, ale může jich být více. Příklad je pak zobra-
zen na obraze MO-1, kde je zobrazena funkce (x-3)4 (modrá barva) a funkce (x-6)2 (červená 
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Typ optimalizace Výsledná hodnota
Genetický algoritmus 2.2
Genetický algoritmus s plošným vylepšením 1
Typ optimalizace xx xx2
Genetický algoritmus -0.55 1.5
Genetický algoritmus s plošným vylepšením -0.54 1.5
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Obraz P-3
Testované funkce A, B
1 2 3 4
5
10
15
Testovaná funkce A
-1
0
1
xx
-1
0
1
xx2
91
92
93
94
95
Testovaná funkce B
barva). Jak vidět tak optimální řešení leží někde mezi 3 a 6. Zde pak záleží na tom, která z 
těchto funkcí je pro nás více důležitá a na kterou stranu se výsledné nastavení posune. Nyní 
přicházejí na řadu důležitosti respektive váhy jednotlivých funkcí. Tyto váhy jsou zmíněny již 
v kapitole “Optimalizovaný problém”. Jedná se vlastně o procentuelní rozdělení, ke kterému 
optimu se více přiblížit v případě, že jednotlivá optima půjdou proti sobě jak je zobrazeno na 
příkladu v obraze MO-1.
 V této práci je zvoleno “Chebyshev goal programming”. Jedná se o minimalizaci 
maximální odchylky jednotlivých funkci od předem stanovených hodnot. Zde je pak uveden 
matematický zápis této optimalizace:
kde pak f
i
(x) jsou příslušné optimalizované funkce, Goal
i
 jsou jednotlivé předem stanovené 
hodnoty, w
i
 jsou váhy jednotlivých funkcí a G(x) jsou okrajová podmínky. Přednastavené 
hodnoty jsou pak voleny podle optim jednotlivých funkcí. Zde je pak uveden algoritmus pro 
řešení přednastavených hodnot
 1) Nalezení všem optimálních hodnot pro jednotlivé optimalizované funkce
 2) Přiřazení jednotlivých optimálních hodnot do proměnných Goal
 3) Nalezení optimálního nastavení dle multiobjektové optimalizace
 Koeﬁ cienty významnosti
 Když jsou hotovy všechny předešlé kroky a je nalezeno optimum v metamodelu tak 
přichází na řadu velikost nového intervalu. Stanovení velikosti nového intervalu jednot-
livých navrhovaných proměnných je dáno jeho důležitostí a interakcí s jinými navrhovanými 
proměnnými. Následně je také dána velikost intervalu kvalitou proložení.
 Celý problém velikosti nového intervalu je řešen přes předem nastavenou hodnotu 
zmenšení, která je navíc opravena o koeﬁ cienty významnosti. Matematický vzorec je 
kde maxx
i
 je horní hranice vstupního intervalu, minx
i
 je spodní hranice intervalu, k
s
 je opravný 
koeﬁ cient vzniklý z citlivostní analýzy a k
it
 je opravný koeﬁ cient vzniklý z iteračních ploch. Je 
vidět, že jako přednastavená hodnota zmenšení se bere 1/4 velikosti původního intervalu. 
Tento interval je pak odečten od nalezeného optima, tím je získána spodní hodnota intervalu 
a následně přičten k nalezenému optimu, tím je získána horní hodnota intervalu.
 Opravný koeﬁ cienty citlivosti
 Tento opravný koeﬁ cient vzniká z citlivostní analýzy. Bohužel citlivostní analýza má 
velký rozptyl ve výsledku, proto jí je nutno opravit. Prvním krokem k vyhodnocení bylo znor-
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Obraz MO-1
Nahoře: Pareto řešení
Dole:     Opravná Konstanta uvedená v kapitole “opravný koeﬁ cient citlivosti”
2 4 6 8
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Ukázka pareto optimálního řešení
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Opravná konstanta pro koeﬁ cienty významnosti
malizování jednotlivých proměnných. Jinými slovy, aby se nevyřadily všechny navrhované 
proměnné pokud jich bude např. 10 a všechny budou stejné důležitosti pak na jednu 
navrhovanou proměnnou připadá 10% ovlivnění a to je dosti malé procento na to, aby mohla 
být dotyčná navrhovaná proměnná vyřazena. Takto by se vyřadily všechny navrhované 
proměnné a to je nepřípustné. Proto je zavedeno posílení jednotlivých proměnných a to vzor-
cem
kde S
Ti
 je citlivostní analýza celkového vlivu a n je počet navrhovaných proměnných. Ten-
to vzorec je nutno dále posílit, aby se mohli vyhodnotit vlivy jednotlivých navrhovaných 
proměnných. Toto posílení probíhá dle vzorce
kde pak T
i
 je uvedeno výše a Mean(T
i
) je střední hodnota ze všech T
i
. Zde je pak možno 
vyřadit jednotlivé navrhované proměnné, které nemají vliv a to tak, že pokud i po posílení je 
jejich hodnota menší než 0.3 jsou tedy tyto navrhované proměnné vyřazeny. Ty co nejsou 
vyřazeny následně postupují dále a je jim přiřazen koeﬁ cient. Tento koeﬁ cient vzniká dle 
vzorce
kde T2
i
 je hodnota posílených proměnných uvedené výše a e je Eulerova konstanta. Výše 
uvedený vzorec je zaveden z důvodů možného růstu posílení do nekonečna. Kdyby toto nas-
talo a tento opravný koeﬁ cient zde nebyl pak by došlo ke kolapsu citlivostní analýzy. Jak je 
zobrazeno na obraze MO-1 tak průběh funkce je takový, že v určitém bodě dosahuje maxima 
a pak jde limitně k nule. Dále pak blízko nule je prudký růst a po hodnotě, kdy se T2
i
 rovná 1 
tak následuje pomalý pád. Toto jsou vlastnosti, které jsou přesně potřeba. Když je hodnota 
významnosti malá tak dochází k velkému zmenšení a je-li velmi velká pak dochází k malému 
zmenšení intervalu. Následně je porovnána aditivita navrhované proměnné a to vzorcem
kde S
i
 je citlivostní analýza prvního řádu a S
Ti
 je celková citlivostní analýza. Dále pak je koeﬁ -
cient K
1i
 posílen a to
kde e je Eulerova konstanta. Následně je vyhodnoceno je-li T
2i
 menší než 1 a jestli ano pak 
je dosazena do vzorce
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kde k
1i
 je opravný koeﬁ cient uvedený výše a e je Eulerovo číslo. Je-li T
2i
 větší než 1 pak je 
dosazena do vzorce 
kde k
1i
 je opravný koeﬁ cient uvedený výše a e je eulerovo číslo. Po tomto vyhodnocení je 
sestaven opravný koeﬁ cient a to dle vzorce
kde TF je uvedeno výše stejně tak TC. Tento koeﬁ cient je dosazen do výše uvedené rovnice 
int.
 Opravný koeﬁ cient iteračních ploch
 Dalším opravným koeﬁ cientem je právě tento vznikající z algoritmu iteračních ploch. 
Tento koeﬁ cient opravuje výsledný interval jen mírně, ale zároveň hlídá proložení metamod-
elu a je-li velmi nekvalitní pak vyruší výše vypočítané koeﬁ cienty a nahradí je svými.
 Vyjde-li z algoritmu iteračních ploch hodnota menší než je 0.05 pak je proložení 
metamodelem velmi kvalitní a není potřeba dalších iterací. Tudíž koeﬁ cient je nastaven 
u každé navrhované proměnné na 0 a tím dojde k nulovému rozptylu intervalu a tím k 
zakončení celého optimalizačního procesu.
 Dále je-li hodnota iteračních ploch mezi 0.05 a 0.3 pak je proložení poměrně kvalitní 
a není nutno opravovat hodnotu rozmezí intervalu. Při tomto výsledku je do koeﬁ cientu k
it
 
nastavena hodnota 1.
 Následně pokud se hodnota iteračních ploch pohybuje mezi 0.3 a 0.5 tak je proložení 
poměrně špatné ale pořád přijatelné, proto je do koeﬁ cientu k
it
 nastavena hodnota 1.3.
 Je-li hodnota iteračních ploch nad 0.5 pak je proložení natolik špatné, že je lepší 
veškeré zmenšení zrušit a u každá navrhované proměnné nastavit koeﬁ cient k
s
 na 1 a koeﬁ -
cient k
it
 na hodnotu 1.75. Tím nedojde ke zmenšení intervalu, ale k jeho zvětšení. Díky tomu 
je odstraněno, že iterační proces mohl jít nesprávným směrem, protože předchozí proložení 
bylo špatné.
 Koeﬁ cienty u multiobjektové optimalizace
 U multiobjektové optimalizace proběhlo vyhodnocení koeﬁ cientů u každého metamod-
elu. To jest u funkcí C
w
, C
ah 
a C
av
. Z těchto 3 koeﬁ cientů byl pak vybrán ten s největší hod-
notou a tím byl přenásoben interval.
 Zápis dat
 Po provedení celého algoritmu MPK je nutno výsledné hodnoty zapsat do souboru. 
Jsou zapsány do jednotlivých souborů jednak hodnoty parametru θ pro metamodel Kriging, 
aby nemusel algoritmus na hledání tohoto parametru proběhnout znovu. Dále se ukládala 
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celé citlivostní analýza, aby bylo možno zpětně vidět význam jednotlivých navrhovaných 
proměnných a stejně tak se zapsaly výsledné optimální hodnoty nalezené pomocí metamod-
elu. Následně proběhla kontrola konvergence respektive jestli jsou splněny všechny pod-
mínky na ukončení optimalizačního procesu. V případě, že jsou splněny, vytvořil se soubor 
“konec.txt”, kde jsou uloženy hodnoty nalezeného optima a tím je celý proces optimalizace 
ukončen. V případě, že nejsou splněny pak se přepíše matice zadání na nově vypočítanou a 
tím optimalizační proces začíná znovu.
 V této diplomové práci jako konvergenční kritérium je zvolen rozsah intervalu 
navrhované proměnné a konverguje v případě, že rozsah intervalu je menší než 1. Toto krité-
rium pak je nastaveno u všech intervalů.
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 Vyhodnocení testovaného MIRA modelu
 Po dokončení celé optimalizace je vygenerována nová geometrie. Tuto novou geomet-
rii je potřeba ještě ověřit výpočtem, protože konečná geometrie je získána z metamodelu. Po 
tomto posledním výpočtu je hotový celý proces optimalizace.
 Výsledný metamodel je zobrazen na obraze MM-1, kde původní model je zobrazen 
šedě a optimalizovaný tvar je zobrazen červeně. Zde je pak vidět, že došlo k očekávaným 
výsledkům, ale i přesto některé výsledky překvapily. Výsledná geometrie je pak uvedena v 
tabulce
 Překvapením je, že došlo ke zvednutí zadní části karosérie a zároveň její prodloužení. 
Očekávaný vydutí zadní části karosérie nastalo dle předpokladu, ale hrana přechodu karo-
série zůstala téměř na stejném místě jako před optimalizací. Z tohoto poznatku by se dalo 
usuzovat, že na optimalizované vlastnosti právě tento přechod má malý vliv. Výsledné hod-
noty jsou pak sepsány v tabulce
v procentuálním tvaru jsou pak výsledné hodnoty
 Zde je vidět, že i přes velký význam celkového odporu auta nakonec došlo k 
jeho nárůstu. Ovšem stejně tak došlo k nárůstu přítlaku a to jak předního tak zadního. 
Optimalizační metoda MPK tedy sama volila jít směrem velkého přírůstku přítlaku oproti 
minimálního snížení odporu. Navíc model v původním tvaru vykazuje velmi dobré odpo-
rové vlastnosti. Jednotlivé tlakové rozložení jsou zobrazeny na obrazech MM-1 až MM-7. 
Na obraze MM-8 a MM-9 jsou pak zobrazeny rychlosti okolo optimalizovaného modelu. Z 
obrazu MM-5 pak plyne, že hlavní části karosérie tvořící odpor jsou někde jinde než měla 
optimalizační metoda možnost působit. Jedná se hlavně o přední masku a spojnici předního 
skla kapoty motoru. Dále pak zajímavým výsledkem je, že hlavní část přítlaku z optimal-
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Výsledná hodnota
[mm]
1z 10.86
2z 26.59
3z 33.46
4z 57.72
5z 3.47 
6z 11.12
7z 5.09
7x 93.42
8x 9.21
8z 5.43
C
w
C
av
C
ah
Původní tvar 0.2847 0.0669 -0.1151
Optimalizovaný tvar 0.2861 0.0323 -0.1385
C
w
C
av
C
ah
Optimalizovaný tvar -0.5% 107% 20.3%
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Obraz MM-1
Optimalizovaný tvar MIRA modelu
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Obraz MM-2
MIRA model - rozložení tlaku v ose Z, neoptimalizovaný tvar.
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Obraz MM-3
MIRA model - rozložení tlaku v ose Z, optimalizovaný tvar.
68
Obraz MM-4
MIRA model - rozložení tlaku v ose X, neoptimalizovaný tvar.
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Obraz MM-5
MIRA model - rozložení tlaku v ose X, optimalizovaný tvar.
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Obraz MM-6
MIRA model - rozložení tlaku v ose X, neoptimalizovaný tvar.
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Obraz MM-7
MIRA model - rozložení tlaku v ose X, optimalizovaný tvar.
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Obraz MM-8
MIRA model - proﬁ l rychlosti, optimalizovaný tvar.
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Obraz MM-9
MIRA model - proﬁ l rychlosti, optimalizovaný tvar.
izovaných částí tvoří střecha a ne zadní část karosérie jak bylo původně myšleno. Tento 
poznatek je dobře zobrazen na obraze MM-3.
 Celý tento optimalizační proces proběhl za 26 výpočtu, kdy 25 výpočtů provedla 
optimalizační metoda a poslední výpočet byl validační.
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 Závěr
 Na modelu MIRA bylo prokázáno, že optimalizační metoda MPK opravdu funguje a 
že vykazuje zlepšení požadovaných výsledků za velmi malý počet výpočtů. Bohužel tento 
přístup není schopen odhalit globální optimum tudíž tato metoda se absolutně nehodí pro 
hledáni globálního optima a pro problémy, kde je nalezení právě globálního optima nutný 
požadavek. Dále pak není žádným matematickým aparátem zajištěno, že se jedná o opti-
mum a tedy ani získané optimum nemusí být lokálním optimem. Nicméně jak je řečeno v 
úvodu této práce, metoda se nesnaží získat ani jedno z těchto optim, ale nalézt zlepšení. 
Ziskem je pak právě velmi malý počet provedených výpočtů.
 Veškeré opravné koeﬁ cienty jsou voleny dle empirických zkušeností a je možnost, že 
při menší změně těchto koeﬁ cientů bude metoda vykazovat mnohem lepší vlastnosti.
 Metoda pak je schopná citlivostní analýzou ukázat, které navrhované proměnné 
mají vliv na problém a tím ukázat vývojovému tipu na co se zaměřit a co vynechat. Při inter-
valovém přístupu navíc ukázat, kdy jaká navrhovaná proměnná přestává mít vliv a tím ukázat 
na její průběh. Jinými slovy zdali se mění hodně na malém úseku navrhovaného intervalu 
nebo dochází k jedné velké skokové změně v celém navrhovaném intervalu.
 Tato metoda je tedy určena pro optimalizaci více proměnných, kdy nejsou možnosti 
provedení mnoha výpočtů, tedy řádově mezi 50 až 100. Toto zahrnuje problematiku CFD a 
pevnostních výpočtů. Ostatně přímo pro CFD tedy program Fluent byla navrhována.
 Dále pak empirické zkušenosti ukazují, že je lepší optimalizovat mnohem větší 
počet navrhovaných proměnných a to jen povrchně než expertní úvahou vzít v potaz pár 
navrhovaných proměnných a tyto se snažit optimalizovat co nejvíce.
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