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We study a planar cellular automaton which is a simple model of a reaction-diffusion 
mechanism in excitable media; we are especially interested in the spatio-temporal organization 
which it generates. Under suitable assumptions, the sequence of the states of the plan is ultimately 
either stationary or periodic. In the latter case, we prove that there exists only one admissible 
period which is independant of the initial conditions and that a spatial organization of the plan 
appears, consisting of parallel equidistant arget-wave-fronts growing with constant speed. 
Nous Ctudions un automate cellulaire planaire qui est un modele simple de mecanisme de 
diffusion-reaction en milieu excitable, et nous nous interessons plus particulierement a la 
structuration spatio-temporelle qu’il engendre. Sous certaines hypotheses, la suite des Ctats du plan 
est a la limite stationnaire ou periodique. Dans ce cas, nous montrons qu’il n’existe qu’une settle 
periode limite possible independante des conditions initiales et qu’il apparait une structuration 
spatiale du plan en fronts d’onde “en cible”, paralleles, Cquidistants, et se dilatant a vitesse 
constante. 
Introduction 
L’automate cellulaire que nous Ctudions ici s’integre dans la classe des mecanismes 
de ‘diffusion-reaction en milieu excitable’: c’est une classe tres vaste qui regroupe 
tant des phenomtnes concrets tels la propagation de I’influx nerveux ou certaines 
reactions chimiques (la plus celebre &ant celle de Belousov-Zhabotinskii-Zaikin), 
que des objets mathematiques comme les systemes de diffusion-reaction du type 
Hodgkin-Huxley ou FitzHugh-Nagumo, ou certains systemes stochastiques ou 
discrets. Nous n’allons pas donner de references concernant ous ces domaines, mais 
nous contenter de titer le livre de A.T. Winfree [14] qui contient, outre de nombreux 
exemples comment& en detail, une bibliographie tres complete. Disons britvement 
qu’une dynamique de milieu excitable est caracttrisee par l’existence d’un &at 
neutre localement stable et globalement attractif, mais tel que si l’on fait subir au 
milieu initialement dans l’etat neutre une perturbation relativement petite, son etat 
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fait une grande excursion avant de redevenir neutre (mathtmatiquement, une bonne 
caricature de ce type de dynamique est obtenue en considerant le systeme differentiel 
‘noeud-col’ dans le plan dont les trajectoires sent representees ur le dessin ci- 
contre); 
le terme ‘diffusion’ signifie simplement que l’etat du milieu n’est pas necessairement 
homogene t que l’evolution de l’etat d’un point (ou d’une zone) de ce milieu depend 
de l’etat de son voisinage. L’une des proprietes qualitatives caracteristiques de 
mtcanismes de diffusion-reaction en milieu excitable est qu’une perturbation d’une 
petite zone du milieu, initialement dans l’ttat neutre peut provoquer l’apparition de 
solitons et mEme de ‘trains d’ondes auto-entretenus’, c’est-a-dire une structuration 
spatio-temporelle du milieu. 
Mathematiquement, l’etude des systemes de diffusion-reaction classiques est 
complexe; sur l’equation de FitzHugh-Nagumo par exemple, tres peu de resultats 
concernant la stabilite des solitons ou trains d’ondes ont ete obtenus jusqu’a mainte- 
nant. L’approche des mecanismes de diffusion-reaction en milieu excitable proposee 
par J. Greenberg, S. Hastings, etc.. . , dans [6], [7] et [8] consiste a en choisir un 
modele simple oti non seulement l’espace, le temps, mais egalement l’espace des 
Ctats sont discrets: c’est un automate cellulaire (bien qu’ils n’emploient pas eux- 
m@mes ce terme; la terminologie est assez fluctuante: on parle d’automates 
cellulaires, de reseaux d’automates, de ‘tesselation automata’ ou meme de ‘neural 
networks’ dans [13]). Et cet automate engendre comme on le souhaitait des oscilla- 
tions spatio-temporelles presentant une certaine analogie avec celles que l’on peut 
observer dans la reaction B.Z.Z. par exemple (comparer les dessins present& a la 
fin de ce texte avec ceux des pages 69 ou 313 de [14]). 
Donner ici une definition g&&ale des automates cellulaires nous semble inutile 
(on s’apercoit d’ailleurs rien qu’en comparant les deux ouvrages [4] et [12] qu’elle 
depend beaucoup des sujets abordts par les auteurs). Pour l’instant, disons seule- 
ment que celui de Greenberg-Hastings.. est defini a partir d’un quadrillage du 
plan; a chaque carre, appele cellule, on peut associer un &at qui est un element d’un 
ensemble fini don& et des regles de transition permettent de construire par 
recurrence l’etat du plan (i.e. de toutes ses cellules) en tout instant entier connaissant 
son etat a l’instant zero. Nous donnons ces regles et expliquons en quoi elles sont 
likes a un mecanisme de diffusion-reaction en milieu excitable dans la premiere 
partie de ce texte. 
L’objet de notre article est d’etudier de facon precise les oscillations spatio- 
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temporelles engendrees par cet automate. Du point de we temporel, nous montrons 
que non seulement la suite des etats du plan est ‘a la limite’ periodique, [8], mais 
qu’il n’existe, sous des hypotheses peu restrictives, qu’une periode limite possible. 
C’est une propriete trts importante qui entraine une rigidite analogue de la struc- 
turation spatiale: apres un regime transitoire, on ne peut observer que des fronts 
d’ondes (notion que l’on formalisera) ‘en cible’, paralleles et equidistants. Ces 
resultats que nous avions annonces dans [l] et [2] font l’objet de la troisieme partie 
de cet article. 
Les methodes de demonstration que nous employons sont de nature A la fois 
combinatoires et topologiques: par exemple, nous utilisons (plus ou moins explicite- 
ment) la notion d’homotopie de chemins dans des graphes associes de facon 
naturelle aux etats du plan, les squelettes. Ces methodes sont presentees dans la 
deuxieme partie du texte. 
1. PrCsentation de I’automate cellulaire 
Nous allons dans cette partie rappeler la definition precise de l’automate cellulaire 
que nous etudions et expliquer en quoi cet objet mathematique peut Ctre considere 
comme etant regi par un mecanisme de ‘diffusion-reaction en milieu excitable’. 
Nous introduirons egalement le vocabulaire de base qui lui est immediatement 
associe. 
I. I. L ‘automate celluiaire kttudik 
l Le plan (ou le tore, le cylindre) etant regulierement quadrille, chaque carre 
elementaire est appele celfufe et une cellule a quatre voisirres: 
les quatre voisines de la cellule c 
sent les cellules hachurkes 
l Deux entiers E et N verifiant les inegalites 
l~EzzN-2 
&ant donnes, on definit I’ensemble des Ptats 
jP= {O,l,..., E,E+l,..., N-l} 
qui comprend: 
l’ensemble des &tats excitateurs: R = (1, . . ..E}. 
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l’ensemble des &tats rt;fractaires: R = {E + 1, . . . , N - l}, 
1’Ptat neutre: 0. 
l Un Ptat du plan est une application U qui a chaque cellule du plan fait 
correspondre un element de 9I 
Definition 1.1. On dira qu’une suite d’etats du plan (u(., t))l,N est une suite de 
l’automate si elle est definie par recurrence a partir de l’bat fI(*, 0) appele Ctat initial 
de la facon suivante: si c est une cellule et t un entier, on a: 
(i) Si 15 U(c, t) I N - 1, alors V(c, t + 1) = Lr(c, t) + 1 (modulo N). 
(ii) Si CI(c, t) = 0 et si c n’a pas de voisine d telle que iJ(d, t) appartienne a 6, alors 
U(c,t+l)=O. 
(iii) Si u(c, t) = 0 et si c a au moins une voisine d telle que U(d, t) soit dans 8, alors 
Lr(c,t+l)=l. 
La definition suivante est compatible avec la theorie generale des automates 
cellulaires (voir [13] par exemple): 
DCfinition 1.2. On appelle graphe de connexion de I’automate Ie graphe repre- 
sentable de la facon suivante: 
- ses sommets sont les centres des cellules du plan, 
- ses arCtes sont les segments de droite joignant le centre de chaque cellule au 
centre de chacune de ses quatre voisines. 
Commentaires. On peut considerer que les regles (i) et (ii) decrivent la dynamique 
interne d’une cellule isolee: c’est une dynamique de reaction en milieu excitable. En 
effet, reprbentons-nous l’ensemble des Ctats Y comme N points repartis sur un 
cercle, prenons une cellule isolee et supposons la dans l’etat 0; en l’absence de 
perturbation exdrieure, elle reste dans cet Ctat qui est ainsi un &at neutre, mais si 
on la contraint a passer dans l’etat 1, son itat dtcrit une orbite de taille grande par 
rapport a la taille de la perturbation qu’elle a subie, avant d’i?tre A nouveau neutre. 
C’est cette propriete que l’on considere communtment comme caracteristique des 
dynamiques en milieu excitable (voir [14, pp. 231-2321 par exemple). 
La regle (iii) est typiquement une regle de diffusion, bien qu’extr$mement ‘non- 
lineaire’: tant qu’une cellule est dans un &at non nul aucune perturbation ne peut 
modifier sa dynamique interne et une cellule quittant l’etat neutre ne peut le faire 
qu’en ‘sautant’ a l’etat 1. 
Outre le caractere discret de l’automate cellulaire, c’est Ie decouplage entre la 
reaction et la diffusion qui rend l’etude de ce modele de ‘diffusion-reaction en milieu 
excitable’ plus aisee que celle des modeles classiques a diffusion lineaire. 
1.2. Quelques dkfinitions de base 
Cet automate cellulaire - et de facon plus g&kale les systemes deterministes de 
Oscillations patio-temporelles 219 
diffusion-reaction en milieu excitable - a ete introduit dans le but d’exhiber des 
‘trains d’ondes’, s’autoregenirant et provoques par une perturbation de l’etat neutre 
du plan dans une zone bornee a un instant donne. Si de tels trains d’ondes se declen- 
chent, on voit que I’etat de toute cellule du plan sera oscillant. Pour preciser le sens 
de ce qui precede, on est amen6 a poser les deux definitions suivantes: 
DCfinition 1.3. Soit (U(*, f)tEM une suite de I’automate. 
- Si c est une cellule, on dit qu’elle est morte si pour tout t assez grand, I’Ctat 
U(c, t) de cette cellule a I’instant t est I’etat neutre; sinon, on dit que c est une cellule 
vivante (ce qui revient a dire qu’il existe une infinite d’instants t tels que U(c, t) soit 
egal a 1). 
- On dit que la structure (engendree par la suite de l’automate) est vivante s’il 
existe une cellule c vivante; dans le cas contraire, la structure est dite morte. 
Remarque. La regle de diffusion (iii) du chapitre precedent montre qu’une structure 
est vivante si et seulement si toutes les cellules du plan sont vivantes. 
Definition 1.4. Etant don& une suite de l’automate, on appelle support initial de 
cette suite l’ensemble des cellules du plan qui ne sont pas dans l’etat neutre a 
I’instant initial. 
Le support initial sera dit borne si le nombre de ses cellules est fini. 
Dans cet article, nous nous interesserons uniquement aux suites de I’automate a 
support initial borne pour les raisons - a la frontiere des mathematiques - que nous 
avons donnees dans I’introduction ou au debut du deuxieme chapitre de cette partie. 
Sans cette hypothese, ou d’autres hypotheses aussi fortes sur la condition initiale, 
on ne peut esperer aucune regularitt du comportement spatio-temporel des suites de 
I’automate (par exemple, et contrairement a ce que nous verrons dans la prochaine 
partie, on peut construire un etat initial a support infini tel que la suite des etats 
d’aucune cellule du plan ne soit periodique a partir d’un certain rang). 
2. Les outils utilis& et leurs premiires consequences 
Nous allons mettre en place maintenant les techniques que nous utiliserons dans 
la troisieme partie pour decrire le comportement des suites de l’automate. Elles sont 
bastes sur une notion de continuite d’un etat du plan. Nous la formaliserons en 
definissant le squelette d’un &at et donnerons les premieres consequences de cette 
facon d’aborder l’etude des suites de l’automate. Certains des resultats que nous 
tnoncerons dans cette partie ont et6 prouves dans [8]; nous le signalerons au fur et 
a mesure. Mais commencons par rappeler certaines definitions generales relatives 
aux automates cellulaires. 
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2. I. Chemins et cycles 
La notion suivante est lice au graphe de connexion (Definition 1.2): 
Definition 2.1. On dira qu’un ensemble de cellules (co, cl, . . ..c.) est un chemin si 
Test un chemin du graphe de connexion. Un tel chemin sera dit fermi si c, est 
egale a co. Un chemin ferme (co, cl, . . . , c, _ t, c, = co) sera appele un cycle s’il est sans 
point double, c’est-a-dire si quels que soient i et j distincts dans l’ensemble 
(4 1, . . . . n - 1) les cellules ci et Cj sont distinctes. 
2.2. Notions de continuitk d’un &tat du plan: squelette 
2.2.1. Squelette d ‘un &at du plan 
Nous allons dans ce paragraphe definir le squelette d’un &at du plan. C’est un 
graphe partiel du graphe de connexion qui caricature l’etat du plan et permet de 
visualiser et mesurer la continuite de cet &at. Cette notion n’avait pas encore ete 
introduite, mais les premieres proprietes du squelette que nous inoncerons ici 
decoulent des resultats que l’on peut trouver dans [8]. Commencons par rappeler 
ce qu’est la distance de deux Ctats de X 
Definition 2.2. Si a et b sont deux etats elements de Y= (0, 1, . . . ,N- l}, on definit 
la distance de a & b, que l’on note 6(a,b), par 
6(a,b) = min{jb-al,N- lb-al) 
Remarquons que cette definition est naturelle si on represente Y comme N points 
disposes rCgulierement sur un cercle. Nous adopterons desormais ce point de vue. 
Definissons maintenant le squelette d’un,Ctat du plan: 
DCfinition 2.3. Soit U un etat du plan. Le squelette de U est le graphe partiel du 
graphe de connexion, dont les arCtes sont bicoloriees de la maniere suivante: 
- Si S(u(c), U(d)) est inferieur ou igal a 1, alors c et d sont reliees par une arete 
double: c=d. 
- Si G(Cr(c), U(d)) est compris au sens large entre 2 et min(E, N- E), alors c et 
d sont reliees par une a&e simple: c-d. 
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Etat U d’un carri Squelette de cet &at 
Exemple de squelette d’un &at: N = 6, E = 2 ou 4. 
Remarquons que si E est egal a 1 un squelette ne peut pas posseder d’arete simple, 
et que si N est egal 5 2N, 2E + 1 ou 2E - 1, deux cellules voisines sent reliees dans 
le squelette par une a&e, simple ou double. 
La remarque suivante, immediate a verifier, donne une premiere justification de 
I’introduction de cette notion: 
Remarque 2.4. (a) Soit (U(.,t)),,, une suite de I’automate. Alors, les squelettes 
des etats U( ., t) forment une suite croissante; plus precisement, si deux cellules 
voisines c et d sont reliees par une a&e double dans le squelette de U( ., t), elles le 
sont aussi dans le squelette de iJ( ., t + l), si elles sont reliees par une arOte simple 
dans le squelette de U(-, t), elles sont reliees par une a&e simple ou double dans 
le squelette de U(., t + l), et l’on a dans ce cas: 
(b) Si de plus la suite de l’automate est a support initial borne, la remarque 
precedente ntraine que la suite des squelettes des etats U(., t) est constante a partir 
d’un certain rang, ce qui permet de definir le squelette limite de cette suite. 
2.2.2. Rkduction du domaine d ‘P&de b un borne’ 
Nous allons utiliser maintenant la Remarque 2.4 pour reduire le domaine d’etude 
de l’automate a un sous-ensemble de cellules du plan. On cherche a trouver quelles 
conditions imposer a ce sous-ensemble pour que son etat Zt tout instant ne depende 
pas de l’etat des cellules qui lui sont exterieures. Cette propriete est essentielle si on 
travaille sur une console, l’tcran &at borne, mais egalement indispensable dans 
l’etude de la structuration spatio-temporelle que nous ferons dans la troisieme 
partie. Commencons par definir les ensembles ur lesquels nous travaillerons: 
Definition 2.5. Nous dirons qu’un sous-ensemble du plan est connexe a coupes 
convexes, et en abrege “C est un c.c.c.” si: 
- C est une union de cellules du plan. 
- En tant que sous-graphe du graphe de connexion G, l’intersection de C avec 
tout rectangle de &es paralleles aux axes engendre un sous-graphe connexe de G. 
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C n’est pas connexe C est un c.c.c. 
Exempfes. C est I’ensemble des cellules hachurkes. 
D’autre part, si c est une cellule, on definit ses voisines au sens large comme &ant 
ies huit cellules hachurees dans la figure ci-contre. 
Enoncons le resultat principal de ce paragraphe: 
Proposition 2.6. Soit (U(*, t)),,u une suite de 1 ‘automate. Si C est un C.C.C. conte- 
nant les cellules du support initial ainsi que leurs voisines au sens large, la suite des 
&tats (U(C, t)) leN peut &re obtenue en ne tenant pas compte des cellules extkrieures 
ir C. Autrement dit, si c est une ceiiule de C dans I ‘&at neutre en un instant t, son 
&at ci I ‘instant t + 1 sera &gal ci 1 si et seulement si c a une voisine dans C dans un 
&tat excitateur d I ‘instant t. 
Preuve. (Cette proposition a et6 prouvee dans [8] dans le cas particulier ou C est 
un losange.) Soit c une cellule de C ayant au moins une voisine exterieure a C. En 
utilisant les proprietts de C, on peut se convaincre sans peine qu’on est dans l’une 
au moins des trois situations suivantes, a rotation pres: 
oh (a) aucune des cellules hachurees n’est dans C, 
(b) ni c, ni aucune des cellules hachurees ou pointees n’est dans le support initial 
de la suite de l’automate, 
(c) c et les cellules marquees q sont dans C. 
Supposons le resultat de la proposition faux. Alors, il existe une cellule c de C 
et un entier t, necessairement s rictement positif, tel que: 
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(a) WC, t) = 0, 
(b) pour toute voisine d de c appartenant a C, U(d, t) n’appartient pas a 8, 
(c) U(c,t+ l)= 1. 
En utilisant la remarque precedente et la Remarque 2.4 (deux cellules voisines 
exterieures au support initial sont reliees par une arete double dans tous les 
squelettes), on peut voir qu’a l’instant t, on est dans I’un au moins des tois cas 
suivants, a rotation pres: 
Cas (1) Cas (2) Cas (3) 
oti (i) sucune des cellules hachurees n’est dans le support initial, 
(ii) 0, signifie que I’etat de la cellule sera egal a 1 B I’instant C+ 1 (c’est l’etat a 
l’instant t de la cellule c qui est entouree d’un trait tpais). 
On peut montrer que: 
(a) Le cas (1) a I’instant c entrame le cas (1) ou (2) (ou (4) si N = 3 ou 4) a I’instant 
t-1. 
(b) Le cas (2) a I’instant t entraine le cas (2) (ou (4) si N = 3 ou 4) a l’instant t - 1. 
(c) Le cas (3) a I’instant t entraine le cas (3) (ou (4) si N = 3 ou 4) a l’instant f - 1. 
(d) Si N= 3 ou 4, le cas (4) a I’instant f entraine le cas (4) a l’instant t - 1 oh le 
cas (4) est le suivant, a rotation et symetrie pres: 
si N=4: si N=3: ou 
oh les cellules hachurees ne sont pas dans le support initial. 
En it&ant ce resultat jusqu’a I’instant initial, on aboutit a une contradiction due 
a la presence d’une cellule dans un &at non nul a l’exterieur du support initial. 
Montrons par exemple l’assertion (a) dans le cas oti Nest superieur ou egal a 5: 
- Si la voisine de droite de la cellule c est dans I’etat 1 a l’instant 2, aIors, a 
l’instant t - 1 on sera dans le cas (1) (on aura effect& une translation d’une case vers 
la droite). 
- Sinon, la voisine situee au-dessus de c (par exemple) est dans l’etat 1 a l’instant 
1. A l’instant t - 1, on aura done le schema suivant: 
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(la cellule c est entouree d’un trait kpais) 
et ainsi, on sera dans le cas (2). 
L’assertion (a) est done prouvee et Ies trois autres se demontrent d’une man&e 
identique. 
Si W-,OheN est une suite de I’automate a support initial borne et B un sous- 
ensemble fini de cellules du plan alors, a partir d’un certain instant, la suite des etats 
de B est periodique. (En effet, il suffit de montrer ce rtsultat pour un C.C.C. C borne 
contenant B et verifiant les hypotheses de la Proposition 2.6; or, le nombre d’etats 
de C&ant fini, c’est immediat grace Q cette mCme proposition). On voit tout de suite 
qu’un probleme se pose: existe-t-9 une periode limite commune aux suites des etats 
de tous les born& du plan, et plus generalement, peut-on deduire de la connaissance 
de la suite des Ctats d’un borne l’etat d’une cellule quelconque du plan A tout 
instant? La proposition suivante et son corollaire donnent une reponse A ces 
questions: 
Proposition 2.7. Soit (U(*,t)),,. une suite de I ‘automate ~5 support initial borne’ et 
R un rectangle contenant les ceilules du support initial ainsi que leurs voisines. Soit 
c une cellule exttfrieure h R; notons co sa projection sur R c’est-&dire la cellule de 
R dont la distance ci c dans le graphe de connexion est minimale et soit 1 cette 
distance. Alors, 
- si t est injZrieur fi I, on a U(c, t) = 0, 
- si t est supkrieur ou Pgal ci 1, on a U(c, t) = U(cO, t- A). 
Preuve. Elle se deduit de la Remarque 2.4 et de la Proposition 2.6; soit 
(Co,% . . ..c. =c) un chemin du graphe de connexion reliant co A c et de longueur 
minimale: 
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Remarquons que quel que soit i dans { 1,2, . . . , A), l’ensemble Ci dtfini par 
Ci=RU{c,,...,cj} 
est un C.C.C. verifiant les hypotheses de la Proposition 2.6, et qu’aucune des cellules 
c,, c,, . . . , ci n’est dans le support initial. Le cellule c; ayant une settle voisine c;_ I 
dans Ci, il est facile de voir que pour tout Ctat non nul a de Y, on a: 
U(Ci,t)=a @ U(Ci_,,t-l)=a. 
En it&ant ce resultat, on prouve la proposition. 
Corollaire 2.8. Sous les hypothkses de la Proposition 2.7, il existe un entier Tpositif 
et un instant to (inf6rieur ou &gal ci N car’ R, tel que, pour toute ceNule situ&e b une 
distance A de R, la suite des &tats de cette ceNule est pbriodique de pkriode T dGs 
I ‘instant to + 1. 
Nous Ctudierons dans la troisieme partie quelles sont les valeurs que peut prendre 
la periode minimale limite de la suite des etats du rectangle R. Le Corollaire 2.8 a 
ete prouve dans [8] mais nous l’avons redemontrt en le deduisant de la Proposition 
2.7 car celle-ci nous servira explicitement pour ttudier la structuration spatiale du 
plan creee par une suite de l’automate. Mais nous avons besoin auparavant de 
rappeler d’autres notions likes a la continuite d’un etat du plan. 
2.3. Notions de continuitk d’un &at du plan: indice d ‘un cycle continu 
Nous avons vu au chapitre precedent comment l’etude des seuls squelettes d’une 
suite de l’automate permet de trouver des proprietes des Ctats de cette suite. Cette 
caricature des etats est trop gross&e pour permettre de decrire complkement la 
structuration spatio-temporelle creee par l’automate. Nous allons ici introduire dans 
le squelette d’un etat une partie de l’information contenue dans cet etat en difinissant 
‘l’indice d’un cycle continu’. Cette notion permet par exemple de donner une 
caracterisation des structures vivantes. 
DCfinition 2.9. Soit U un &at du plan. On dira qu’un chemin est continu si c’est 
un chemin du squelette de U: on le dira fortement continu si c’est un chemin du 
squelette de U qui ne comporte que des a&es doubles. 
Nous allons maintenant donner la definition intuitive de l’indice d’un cycle 
continu d’apres [8], (ou on trouve aussi une definition technique pour le cas ou 2E 
est strictement inferieur a N). 
Definition 2.10. Soient U un Ctat du plan et V = (cc, ct, . . . , CT,_,, c,, = co) un cycle 
continu pour U. Construisons sur le cercle des etats le lacet qui joint U(c,,) A U(c,), 
U(c,) g U(cz),..., U(c,_ ,) B U(Q) par le plus court chemin (en cas d’ambiguite, 
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c’est-a-dire si N est pair, Cgal a 2E, et si U(ci+ r) est egal a L’(Ci) + E module N, on 
decide de joindre U(c;) a U(c,+,) en tournant dans le sens trigonometrique). 
L’indice du cycle V est defini comme &ant le nombre de tours de ce lacet autour 
de I’origine. 
Exemples 
- N=6, E=2 ou 4 
Etat U d’un cycle 
d’indice ml: 
- N=ti, E=3 
Etat Cl d’un cycle 
d’indice I: 
=4 
c3 
=2 
=3 
=2 
it i 
O--l 
c=c 
0 4 
=1 
L’inttr@t de l’indice reside dans le fait que c’est un invariant pour l’automate dans 
le sens suivant: 
Proposition 2.11. Soir (U(-,t)),,N une suite de l’automate. Soit V un cycle con- 
tinu d ‘indice I pour un certain &at U(*, to). Alors, pour tout t supkrieur ou &gal h 
t,,, 5f est un cycle continu d ‘indice Z pour U( -, t). 
(Ce resultat est prouve dans [S] dans le cas oh 2E est strictement inferieur a N, 
mais cette hypothese n’est en fait pas necessaire: si on considere f_I(V, t) comme un 
lacet sur le cercle des etats, il faut en fait montrer que U(V, t + 1) est homotope a 
I/( V, t) et cela se deduit de la Remarque 2.4.) 
Cette notion d’indice permet de caracteriser les structures vivantes; en effet, on 
peut remarquer que si un cycle g est continu et d’indice non nul pour un &at U( 0, t) 
d’une suite de l’automate, la structure est vivante (sinon, l’etat de % serait au bout 
d’un certain temps identiquement nul et son indice serait done nul). On a en fait un 
resultat plus p&is: 
Proposition 2.12. Soient (U(*, t)),,N une suite de I’automate 2 support initial 
born& et C un C.C.C. born& contenant les cellufes du support initial ainsi que leurs 
voisines au sens large. 
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(a) Si 2E est superieur ou egal a N, la structure est vivante si et seulement si I ‘une 
des deux conditions suivantes est verifipe: 
(i) ii existe deux cellules voisines de C, c et d relies que 
N-Es 6(U(c,O), iJ(d,O)) I E, 
(ii) il existe un cycle continu d’indice non nul pour U(.,O) inclus dans C et deux 
cellules voisines quelconques ont reliees par une a&e dans le squelette de U( *, 0). 
(b) Si 2E est strictement inferieur a N, la structure est vivante si et seulement si 
il existe un cycle inclus dans C, continu et d ‘indice non nul pour U(*, t) des que t 
est superieur ou &gal a E card C. De plus, si la structure est vivante, toute cellule du 
plan est reliee par un chemin continu a un cycle continu d’indice non nul pour 
I/(. , t), des que t est superieur ou &gal a N + E card C. 
Preuve. La premiere partie du (b) de cette proposition a ete prouvee dans [8, p. 411 
dans le cas air C est un losange, mais cette hypothtse n’est pas necessaire car il suffit 
que la suite des Ctats de C ne depende pas de l’etat des cellules exterieures a C. 
- Supposons 2E superieur ou egal a N. S’il existe un cycle continu d’indice non 
nul pour U( .O), la remarque precedant la proposition entraine que la structure est 
vivante, et s’il existe deux cellules voisines c et d telles que 
N-E = 6( U(c, 0), U(d, 0)) 5 E, 
il est facile de voir que quel que soit t, on a 
&WC, 0, U(d, 0) = &WC, O), U(d, 0)) 
et done les cellules c et d sont vivantes (en fait, la suite de leurs etats est periodique 
de periode N). 
Reciproquement, supposons que la structure est vivante et que la propriete (i) 
n’est pas verifite. Alors, deux cellules voisines quelconques ont reliees par une a&e 
dans le squelette de U( *, 0). De plus, une cellule dans l’ttat neutre ne peut Ztre excitee 
que par une cellule dans un &at appartenant a l’ensemble { 1,2, . . . , N - E - 1); cet 
ensemble peut done Ctre considere comme l’ensemble des Ctats excitateurs. Or, N 
&ant strictement superieur a 2(N- E - I), la demonstration de [8] prouve l’existence 
d’un cycle continu d’indice non nul pour un etat U( ., t), ce cycle Ctant inclus dans 
C; mais ce cycle est continu pour U( 0, 0) et son indice est done Cgalement non nul 
pour cet &at. La partie (a) de la proposition est ainsi demontree. 
- Supposons maintenant que 2E est strictement inferieur a N. La deuxieme partie 
du (b) se montre egalement en utilisant les arguments de la demonstration de (81: 
Soit to un instant superieur ou egal a Ecard C et soit A l’ensemble des cellules de 
C reliees par un chemin continu Zt un cycle continu d’indice non nul pour U(*, to). 
D’apres la premiere partie du (b) de la proposition, A contient au moins un cycle 
continu d’indice non nul et done, EcardA est superieur ou tgal a N. Soit B le 
complementaire de A dans C et supposons B non vide. Remarquons que A et B ne 
sont pas connect& dans le squelette de U(., to); la suite des Ctats de B, (U(B, t))os;tst, 
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ne depend done pas de l’etat des cellules exterieures aB. Cependant, Cetant connexe, 
A et B sont connect& dans le graphe de connexion; il existe done deux cellules CI 
et b voisines, a itant dans A et b dans B. S’il existait t compris entre E card C-N 
et to, tel que U(b, t) soit un Ctat excitateur, t &ant alors superieur ou egal a E card B, 
la demonstration de [8] prouverait l’existence d’un cycle continu d’indice non nul 
pour U(., t), ce cycle &ant inclus dans B; cela contredirait la definition de B. Done, 
l’etat de b est necessairement ul en tout instant compris entre Ecard C- (E + 1) et 
to. Les cellules a et b n’etant pas reliees dans le squelette de I/( ., E card C- (E + l)), 
il existe un instant t, inftrieur ou egal a E card C+N- 2(E+ l)- E tel que la 
distance de U(a,t,) B 0 est inferieure ou egale a E; necessairement, t est done 
strictement superieur a to, ce qui entraine que f. est inferieur ou egal a 
E card C+N- 3(E -t- 1). On a done prouve qu’en tout instant t superieur ou egal a 
E card C+ max(O, N- 3E - 2), toute cellule de C, et done du plan, est reliee par un 
chemin continu a un cycle continu d’indice non nul pour U(*,t), ce qui acheve la 
demonstration de la proposition. 
Remarquons que nous avons don& dans cette partie des majorations de la durCe 
de certains regimes transitoires apres lesquels, soit une suite d’etats est periodique, 
soit il existe un cycle d’indice non nul,. . . , mais que ces majorations ne sont 
certainement pas optimales..Nous ne chercherons pas cependant a les preciser ici car 
elles ne nous seront pas utiles pour la description de la structuration spatiale creee 
par une suite de l’automate, et en ce qui concerne l’etude temporelle, nous nous 
limiterons au cas du regime periodique limite. Nous avons seulement besoin de 
savoir qu’elles existent. 
Mais passons enfin a la partie descriptive de cet article. 
3. Etude descriptive de la structuration spatio-temporelle 
Dans cette partie, nous nous interesserons uniquement aux suites de l’automate 
a support initial borne. Comme on peut le remarquer en regardant les dessins des 
Figs. 1 a 5 representant des Ctats du plan engendres par des suites de l’automate, 
on voit apparaitre des lignes d’isovaleurs qui structurent l’espace et que nous 
sommes tent& d’appeler ‘fronts d’ondes’. Nous allons en donner une definition 
precise dans le premier chapitre et les decrire. Nous verrons par exemple qu’on ne 
peut pas observer de front d’onde en spirale: a l’exterieur d’un borne lie au support 
initial, on ne voit que des fronts d’ondes fermes (voir la Fig. 2). Dans le deuxieme 
chapitre, nous nous interesserons a la periodicite temporelle des suites de l’automate: 
nous verrons que pour une structure vivante et des que le nombre d’etats excitateurs 
E est superieur ou egal a 2, la suite des etats de tout borne du plan est au bout d’un 
certain temps periodique de periode exactement egale au nombre d’etats IV; en 
particulier, cette periode ne depend pas des conditions initiales. Enfin, dans le 
troisieme chapitre, nous utiliserons ce dernier resultat pour decrire de facon plus 
precise les fronts d’ondes que l’on observe apres un certain regime transitoire. 
Osciilarions spario-tempor2ll2s 229 
3. I. Fronts d ‘ondes 
Dans ce paragraphe, nous allons formaliser la notion de ligne d’isovaleurs 
evoquee ci-dessus en introduisant la definition de front d’onde, et ensuite prouver 
que les fronts d’onde que l’on observe assez loin du support initial ne peuvent Otre 
que fermes et entourant ce support. (Le contenu de ce chapitre est une consequence 
des Propositions 2.7 et 2.11.) 
DCfinition 3.1. Soit Uun etat du plan. Un front d’onde de Uest une suite de cellules 
(co,c*,...,c, ,... )I eventuellement finie, telle que: 
(a) Les Ctats U(Ci) sont egaux a 1 pour tout i dans (0, 1, . . . . n, . . . ), 
(b) les cellules C, et ci+i sont voisines au sens large pour tout i dans 
(0 ,..., n-l ,... ), 
(c) les cellules de cette suite sont toutes distinctes (sauf Cventuellement co et c,, si 
la suite est finie egale a (co, . . . , c,_ 1, c,); on dira dans ce cas que le front d’onde est 
ferme). 
Nous representerons desormais un front d’onde (co, cl, . . . , c,, . . . ) en joignant par 
un segment les centres des cellules Ci et ci+ , : 
Etat U d’un rectangle Front d’onde associC 
11 est clair que l’utilisation de l’expression ‘front d’onde’ n’est absolument pas 
justifiee pour definir un tel ensemble de cellules dans le cas ou l’etat U est quel- 
conque. Dans l’exemple precedent, la notion de front peut a la limite se justifier, 
mais regardons l’exemple suivant, ni le mot front, ni le mot onde n’est acceptable: 
,-----_______-- -----I r____‘_ _____ _-__.__‘, 
VI/‘1 1: \7-; 
. . . .: 4. 0 . , ,@ I 
._____________.___--I I________ ____ ____ __* 
Etat U d’un rectangle Un front d’onde associe . et un autre 
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Ce ne seca que lorsque nous aurons don& les proprietes de ces objets que l’emploi 
de ce vocabulaire sera justifie. Donnons malgre tout une derniere definition: 
Difinition 3.2. Soit CJ un etat du plan. On dira qu’un front d’onde ferme 
(co,...,c,-,,c,= cc) est circulaire si la region bornee du plan delimitee par la ligne 
brisee fermee sans point double representant ce front d’onde est telle que son inter- 
section avec toute droite de pente 1 ou -1 est convexe; on dira qu’il entoure un 
borne B du plan si les centres des cellules de B sont contenus dans le compact 
delimite par ce front. 
.............. 
.... ...... ........... ............ ......... CJ ,   ............ . , ..... . ..... ... .............. 
Exemple de front d’onde circulaire 
Donnons maintenant les premieres proprittes de ces fronts d’ondes: 
Proposition 3.3. Soient (U(*, t)),, N une suite de I ‘automate h support initial born& 
et R un rectangle contenant les cellules de ce support ainsi que leurs voisines. Soit 
c une cellule dont I ‘&at en un instant t est &gal h 1. Supposons sa distance ci R 
supkieure ou Pgale au pPrimc?tre de ce rectangle. Alors, cette cellule appartient ri un 
unique front d ‘onde 9 de U(. , t); 9 est circulaire et entoure le rectangle R. (Si on 
suppose que c est extkrieure 6 un front circulaire FO entourant R, on a le mime 
rksultat; de plus, Fentoure TO et la distance de ces deux fronts est supkrieure ou 
&gale ~3 N). 
Preuve. Soit c une cellule verifiant les hypotheses de la premiere partie de la 
proposition; notons d sa projection sur R et A la distance de c a d dans le graphe 
de connexion. La Proposition 2.7 nous dit que quel que soit l’instant T, on a 
U(c, A + T) = U(d, 5). 
Si d n’est pas une cellule d’angle du rectangle R, on aura done, a rotation pres, le 
schema suivant a l’instant t: 
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Tentons de construire un front d’onde partant de c et tourant autour de R dans 
le sens trigonomttrique, c’est-a-dire de prouver que une (et une seule) des cellules 
e, f ou g est dans P&at 1 a I’instant t. 
On a U(d, t - A) Cgal a 1 et comme par definition de R, les cellules d et d, sont 
exterieures au support initial, leur distance dans tout &at U(*, r) est inferieure ou 
Cgale A 1. L’etat de ct a I’instant t-I est dooc 0, 1 ou 2. Grace la 
t et continuons A 
construire de mtme ce front d’onde ‘montant’. On arrive a une cellule C~ se pro- 
jetant sur la cellule d’angle dp de R, cp et dp &ant a une distance superieure a I -p. 
Mais alors, toujours d’apres la Proposition 2.7, on a a l’instant I le schema suivant: 
et le front d’onde se prolonge encore de facon unique jusqu’a la cellule c4. En 
continuant de la mCme facon, on construit un front d’onde (c, cl, . , ne 
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Montrons maintenant que ck est necessairement egale a co. La proposition seca 
alors prouvee car, par construction, l’intersection de l’interieur du front d’onde avec 
toute droite de pente + 1 ou - 1 sera convexe. 
11 faut tout d’abord se convaincre du fait que le front d’onde (c, cl, . . . , ck) peut 
Ctre longe par un chemin du graphe de connexion (ao, al, . . ..Q. exterieur a R et 
tel que 
L 
cfo=c, os=ck, 
U(a;,t)=O ou 1 pour i dans {al,..., s>. 
(I1 suffit pour cela de dtdoubler tout segment obhque reliant deux cellules c; et 
ci+l en deux segments paralleles aux axes; il n’y a que deux cellules intermediaires 
possibles et d’apres les remarques precedentes, l’une est dans l’etat 0, l’autre dans 
l’etat 2. On a ainsi un procede constructif.) 
Supposons les cellules c et ck distinctes. Fermons le chemin (a0 = c, . . . , a, = cp) en 
y adjoignant les cellules (Y,+~, . . . . (Y,, = c du segment joignant ck a c. Nous obtenons 
un cycle (aO=c (..., 03=ck,oS+i, . . , = c = ao) qui construction 
, U(as, t) = 1) est egal a zero; le nombre de tours 
autour de l’origine parcourus par le lacet (U(a_ I) = 1, U(a,+ ,, t), . . . , Wan, f) = 1) 
est done necessairement ul. Or, la Proposition 2.7 prouve que ce nombre de tours 
est egal au signe pres au nombre de tours parcourus par les etats (U(d, t,)= 1, 
U(d, t, + l), . . . . U(d, t2) = l), oti 
L 
t, = t - max(A, 
Commentaires. Les remarques faites au tours de cette demonstration justifient 
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I’usage de I’expression ‘front d’onde’. Regardons en effet un front d’onde circulaire 
d’un &at U(-, t), situe assez loin du rectangle R. Les cellules voisines de ce front et 
interieures a celui-ci sont dans l’etat 2, etc.. . Le front d’onde delimite une vague 
d’epaisseur N formee par ies lignes d’isovaleurs 1,2, . . . , N- 1,O. Ces vagues se 
propagent g la vitesse d’une case par iteration: a l’instant t+ 1, l’ancien front d’onde 
est devenu une ligne d’isovaleur 2, le nouveau front d’onde est constitue par les 
cellules voisines de celles de l’ancien front, et exterieures B celui-ci. 
Jusqu’?r maintenant, nous n’avons pas precise ti quel instant nous observions 
l’etat du plan; nous avons seulement dit que si on regarde l’exterieur d’un borne 
assez gros contenant le support initial, on ne voit que des fronts d’onde circulaires, 
mais nous ne savons rien sur la facon dont ces fronts d’ondes sont repartis dans le 
plan. Or, nous avons remarque dans ce chapitre que la position d’un front d’onde 
depend directement de l’etat des cellules du bord d’un rectangle R: une periodicite 
temporelle de l’etat de ces cellules entrainera une periodicitt spatiale sur les fronts 
d’ondes. C’est pourquoi nous allons etudier dans le prochain chapitre quelles sont 
les ptriodes limites possibles d’une suite de l’automate. 
3.2. PPriodicitP temporelle limite 
Nous avons rappel6 dans la deuxieme partie (Corollaire 2.8) que pour une suite 
de l’automate g support initial borne, il existe une ‘periode’ T telle que la suite des 
etats de toute cellule du plan est au bout d’un certain temps periodique de periode 
T. Mais quelles sont les valeurs possibles de cette periode et dependent-elles des 
conditions initiales? Apres avoir prouve quelques lemmes dans le premier para- 
graphe, nous montrerons que des que le nombre E d’etats excitateurs est superieur 
ou egal g 2, cette periode ne peut Etre egale qu’au nombre d’etats IV, quand la 
structure est vivante bien stir. Ce resultat est directement lie au fait qu’une courbe 
de Jordan du plan delimite deux composantes connexes (ou encore au fait que tout 
sous-graphe fini du graphe de connexion associe g l’automate cellulaire plan est 
planaire): nous verrons par exemple que le resultat est encore vrai si I’automate 
cellulaire est dtfini sur un cylindre quandrille, mais faux pour un tore quadrille. 
Nous enoncerons enfin quelques resultats obtenus dans le cas oti E est egal a 1. 
3.2.1. R&u/tats prt%minaires 
Dans tout ce paragraphe, on suppose que (U( ., t>)l, N est une suite de I’automate 
engendrant une structure vivante et g support initial borne, (cette derniere hypothese 
n’etant pas essentielle dans les Lemmes 3.4 et 3.5). On se donne un rectangle R 
contenant les cellules du support initial ainsi que leurs voisines. 
Apres un regime transitoire (de longueur inferieure a NcardR), la suite des etats 
de R est periodique de periode Td’apres le Corollaire 2.8. On deduit immediatement 
de la regle du jeu que T est nkessairement superieur ou tgal a ZV. Montrons que 
pour prouver que Test igal& rU, il suffit d’exhiber une cellule dont la suite des Ctats 
est ptriodique de periode N 5 partir d’un certain rang: 
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Lemme 3.4. Supposons qu’il existe une cellule c du plan teile que la suite 
(U(c9 t))t, N de ses &tats soit pkriodique de plus petite pkriode N ir partir d ‘un 
certain rang. Alors, toute cellule du plan a la m6me propriM. 
Preuve. 11 suffit de prouver ce rtsultat pour une cellule d voisine de c. L’hypothese 
faite SW c Cquivaut a l’existence d’un instant to tel que, quel que soit l’entier k, 
on ait: 
U(c,&,+kN)=l. 
Le cellule d &ant voisine de c, si son &at a l’instant to + kN est nul, il vaut 1 A 
l’instant suivant, done A nouveau 0 a l’instant to + (k + l)N. Si a l’instant to + kN 
l’etat a de la cellule d est non nul, il vaut 0 a l’instant to + kN + N - cz, et est done 
compris entre 0 et ar a l’instant to+ (k+ 1)N. On en deduit que la suite 
(WV to + kN)),,N est decroissante a valeurs dans (41, . . . , N- 1) done constante a 
partir d’un certain rang ko: d &ant vivante, on a alors pour tout entier t 
U(d, to + koN + t) = U(d, to + koN) + t modulo N, 
d’ou le resultat annonce. 
Remarque. Ce resultat est independant du nombre E d’etats excitateurs. Par contre, 
il est faux que si la suite des etats d’une cellule est periodique de plus petite periode 
T superieure a N, il en sera de mCme pour toute autre cellule: dans l’exemple de la 
Fig. 5, oh Nest Cgal a 9, on voit coexister des cellules de periode N + 1 = 10 avec des 
cellules de plus petite periode egale a 30. 
Cherchons maintenant a exhiber une cellule dont la suite des etats est periodique 
de periode N a partir d’un certain rang. 
Lemme 3.5. Supposons qu’il existe deux cellules voisines c et d qui, ci partir d ‘un 
certain instant, soient reliPes par une a&e simple dans les squelettes des Ptats 
U(*, t). 
Alors, la suite des &tats de ces deux cellules est p&riodique de p&iode N h partir 
d’un certain rang. 
Preuve. Des que c et d sont reliees par une arCte simple dans les squelettes des Ctats 
U(*, t), la distance de leurs Ctats est decroissante d’apres la Remarque 2.4 et minoree 
par 2 par definition, done constante a partir d’un certain rang. On en deduit que 
pour t assez grand, des que U(c, t) est nul, U(c, t + 1) est egal a 1 car necessairement, 
U(d, t + 1) est Cgal a U(d, t) + 1. La suite (U(c, t))r, M est done periodique de periode 
N a partir d’un certain rang. 
Nous allons maintenant utiliser le fait que le support initial de la suite de 
l’automate est borne. I1 reste uniquement a etudier le cas oh, dans le squelette limite 
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associe a cette suite toutes les a&es sont doubles. Nous allons prouver le resultat 
suivant: 
Lemme 3.6. Supposons Nsup&ieur ou Pgal ri 5 et 2E strictement infkrieur ci N. Si 
le squelette limite de la suite de I ‘automate ne comporte pas d ‘a&e simple, alors, 
il existe quatre cellules disposkes en carrt! ainsi relikes dans ce squelette: 
co=c1 
c’est ci dire telles que: 
- (co, cl, c,, cj, c, = co) est un cycle, 
- (co,cl,c2,cj) est un chemin fortement continu, 
- co et c3 ne sont pas reliees par une a&e dans le squelette limite. 
Preuve. Comme nous l’avons fait jusqu’a present, nous representerons encore le 
graphe de connexion de l’automate en identifiant ses sommets aux centres des 
cellules et ses ar@tes aux segments joignant les centres des cellules a ceux de leurs 
quatre voisines. Dtfinissons l’interieur d’un cycle de ce graphe comme itant 
l’ensemble des sommets contenus dans le compact du plan delimit6 par la courbe 
fermee sans point double qui represente ce cycle (l’interieur d’un cycle contient done 
en particulier ce cycle). 
Sous les hypotheses du lemme et d’apres la Proposition 2.12, il existe dans le 
squelette limite un cycle go fortement continu et d’indice non nul. Nous allons 
retrecir ce cycle jusqu’a obtenir un cycle forme de quatre cellules et verifiant les 
proprietes Cnoncees dans le lemme. 
Tout d’abord, quitte a choisir un autre cycle dans l’interieur de Vo, on peut 
toujours supposer que tout cycle continu d’indice non nu! inclus dans l’interieur de 
go est necessairement Cgal a go. Cette proprieti et la Proposition 2.12 entrainent 
que toute cellule interieure a F. est reliee a V. par un chemin continu (inclus dans 
l’interieur de go); de plus, N ayant et6 suppose superieur ou Cgal a 5, le nombre de 
cellules de V. l’est egalement. Nous allons montrer que si V = (co, cl, . . . , c, _ 1, c,, = co) 
est le cycle go ou un cycle de longueur superieure ou Ogale a 5 tel que: 
(a) le chemin (co, cl, . . . , cn_,) est fortement continu, 
(b) toute cellule interieure a %’ est reliee a 97 par un chemin continu inclus dans V, 
(c) les cellules co et c, _ 1 ne sont pas reliees par une arOte dans le squelette limite, 
alors, il existe un cycle 9 = (do, d,, . . . , dP_,,d,,=do) contenu dans l’interieur de V, 
virifiant les proprietes (a), (b) et (c) et la propriite suivante: 
(d) le nombre de cellules interieures a 9 est strictement inferieur au nombre de 
cellules interieures a K 
Ce resultat permet de prouver le lemme: en effet, il suffit d’iterer le pro&de de 
reduction que nous venons de decrire pour obtenir un cycle de longueur 4 verifiant 
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les proprietes (a) et (c) et c’est precisement ce que I’on souhaitait. Montrons done 
ce resultat. 
Soit Y=(cO,c ,,..., c,_ ,, c, = cc) un cycle Pgal au cycle Ye ou verifiant les 
proprietes (a), (b) et (c). Notons qu’il existe un cycle ‘car+ (c,ck-I,ck,ck+I, c) 
inclus dans I’interieur de %’ avec k compris entre 1 et n - 2. En effet, a rotation et 
symetrie p&s, on peut toujours supposer le segment joignant co et c,_, vertical, 
qu’aucune des cellules de ‘6 situees le plus a droite possible ne peut Ctre co ou c, _ I 
et choisir pour ck celle de ces cellules situee le plus haut possible. 
ck-l=ck 
II 
C ck+l 
Trois cas se prtsentent alors: 
(1) La cellule c n’est reliee par une arCte ni a ck_ tr ni a ck+ 1. Alors d’apres la 
propritte (b), il existe un chemin (do = c, d,, . . . , d,, d,, , = c,), fortement continu 
reliant la cellule c au cycle V, que l’on peut toujours supposer sans point double et 
tel que les cellules intermediaires d,, . . . , d, n’appartiennent pas a ‘8’ (mais even- 
tuellement, c, peut @tre egale a c). Supposons par exemple 1 compris entre 0 et 
k- 1; nous poserons 
B =(d,=c,d ,,..., ds,d,+,=c,,d,,z=cr+ ,,..., dp-,=Ck-,,dp=do=c). 
Nous voyons que 9 est un cycle inclus dans l’interieur de V et ne contenant pas la 
cellule ck dans son interieur; il verifie done les proprietes (a), (b), (c) et (d). 
(2) Si la cellule c est reliee par une a&e du squelette limite a une et une seule des 
cellules ck_ 1 ou ck+ 1, ptir exempk ti ck_ 1, dors k cycle 9 = (c, ck_ [r ck, ck+ I9 c) 
verifie la conclusion du lemme. 
(3) Si c est reliee par une ar@te du squelette limite a ck_l et a ck+t, et si elle 
n’appartient pas au cycle VT, nous poserons 
g =(c,,c I,..., ck-t,c,ck+t ,..., c,_t,c,,=cO). 
9 est un cycle qui verifie clairement les proprietes (a), (b) et (d); de plus, N ayant 
ete suppose strictement superieur a 4, Yne peut Ctre le cycle Fo, car sinon le cycle 
Q aurait le m@me indice (non nul) que Fo, ce qui contredirait l’hypothese faite sur 
Zo. La propriete (c) est done egalement verifiee. 
Si c est une cellule cl du cycle V avec par exemple I compris entre 0 et k - 2, en 
posant 
9 =(c,, ,..., c,,ck+t ,..., c,-,,c,,=cO), 
on obtient un cycle qui, pour les mCmes raisons que celles que nous venons de titer, 
virifie les proprietes voulues. Le lemme est done demontrt. 
Ces preliminaires techniques vont nous permettre d’etudier maintenant la 
periodicite temporelle des structures vivantes. 
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3.2.2. PPriodes admissibles des structures vivantes 
Dans ce paragraphe, nous commencerons par etudier le cas oti le nombre E d’etats 
excitateurs est superieur ou egal a 2 et moncrer I’importance des proprietes des 
courbes de Jordan du plan (ou encore de la planarite des sous-graphes finis du 
graphe de connexion) dans le resultat ‘rigide’ que nous obtiendrons. Nous Cnoncerons 
ensuite quelques resultats pour le cas oh E est Cgal a 1 et les illustrerons d’exemples. 
Th&or&me 3.7. Supposons le nombre d ‘&tats excitateurs E supkrieur ou &gal ti 2. 
Soit (U(*, t)),.N une suite de I’automate ri support initial born& engendrant une 
structure vivante. Alors, la suite des &tats de toute cehle du plan est ri partir d ‘un 
certain rang pkriodique de pkriode &gale au nombre d ‘&tats IV. (Une majoration de 
la Iongueur du rkgime transitoire d ‘une cellule se trouve dans le Corollaire 2.8.) 
Preuve. Si le squelette limite de la suite de l’automate contient une artte simple, les 
Lemmes 3.4 et 3.5 prouvent le theoreme. 
Supposons done que toutes les a&es de ce squelette sont doubles. 
- Commencons par etudier le cas oh 2E est strictement inferieur a N. E ayant ete 
suppose superieur ou Cgal a 2, nous pouvons utiliser le Lemme 3.6. Observons les 
cellules co, c,, c7 et c3 qui verifient les conclusions de ce lemme. Si to est un instant 
tel que le squelette de l’ttat U( ., to) est le squelette limite, la distance des etats 
Ll(c,, to) et U(c3, to) &ant inferieure ou egale a 3, necessairement, E est egal a 2 et 
la suite des distances (S(U(co, t), U(c3, t))),>!, est constante (et Cgale a 3); ceci 
entraine que la suite des Ctats de la cellule co (ou c,) est periodique de periode N des 
l’instant to. Le Lemme 3.4 prouve alors le theoreme. 
- Supposons maintenant que 2E est superieur ou egal a N (et que toutes les arttes 
du squelette limite sont doubles). Utilisons la Proposition 2.12. S’il existe deux 
cellules voisines c et d telles que 
N - E 5 6( U(c, 0), U(d, 0)) 5 E, 
nous avons remarque au tours de la demonstration de cette proposition que la suite 
des Ctats de ces cellules ttait periodique de periode egale a N, ce qui prouve le 
theoreme toujours grace au Lemme 3.4. Sinon, deux cellules voisines quelconques 
sont reliees par une at&e du squelette de U( .,O), done par une a&e double du 
squelette limite, et il existe un cycle continu d’indice non nul pour V(*, 0), done pour 
un etat U(*, to) dont le squelette est le squelette limite. Si pour cet etat U( ., to), tous 
les cycles car& sont d’indice nul, il en est de mCme pour tous les cycles: necessaire- 
ment, Nest done egal a 4 et il 
rotation et symetrie prts: 
La suite des Ctats des cellules de ce cycle Ctant ptriodique de periode N = 4 d&s 
existe un cycle car& dont l’etat a l’instant to est, a 
O=l 
II II 
3-2 
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l’instant to, en utilisant le Lemme 3.4, on acheve la demonstration du theortme. 
Remarques. La preuve du Lemme 3.6, et done du Theoreme 3.7, repose sur le fait 
qu’une courbe fermee sans point double &pare le plan en deux composantes 
connexes. Pour montrer que cet argument n’est pas dQ a la facon de prouver le 
theoreme, mais necessaire au resultat lui-meme, examinons un peu le cas du cylindre 
et du tore. (11s ont regulierement quadrilles et l’automate est defini comme dans 
le cas du plan). On peut montrer que tous les resultats de la deuxieme partie sont 
verifies, a condition de traduire les mots ‘rectangles’ et ‘c.c.c.’ par ‘le tore tout 
entier’ dans le cas du tore et ‘cylindre’ dans le cas du cylindre; de meme, les Lemmes 
3.4 et 3.5 restent vrais, et s’il existe un cycle homotope a un point, continu et 
d’indice non nul pour un Ctat U(*, t), le Lemme 3.6 est v&if%. Le seul cas OC le 
theoreme peut Ctre faux est celui ou le squelette limite ne contient pas d’arete simple 
et oh aucun cycle continu d’indice non nul n’est homotope a un point. 
Dans le cas du cylindre, le Theoreme 3.7 est encore vrai. Pour le prouver, on 
procede de la facon suivante: aprb s’&tre rament a un cylindre borne en utilisant 
la Proposition 2.6, on represente ce cylindre sur le plan comme une couronne; 
on a done encore une notion de ‘cellules interieures a un cycle’: en remarquant que 
l’anneau des cellules formant le bord interieur de cette couronne est un cycle forte- 
ment continu d’indice nul (son Ctat &ant nul A l’instant zero), on montre sans peine 
le Lemme 3.6 et le Theoreme 3.7. 
Par contre, dans le cas du tore, ce theoreme est faux: en effet, tout entier 
suptrieur ou Cgal a N divisant la ‘longueur’ ou la ‘largeur’ du tore peut Ctre la 
piriode d’une suite de l’automate; par exemple, si le tore est formt de p anneaux 
de k cellules avec k superieur ou tgal A N+ 1, on obtient une structure vivante de 
periode k en definissant l’etat U( *, 0) comme sur la figure ci-contre. 
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k cellules 
tore ‘d6ployC’ 
Passons maintenant au cas oh le nombre E d’ttats excitateurs est egal a 1. (Dans 
les exemples uivants, R dksigne un rectangle contenant les cellules du support initial 
ainsi que leurs voisines). Remarquons que N est encore dans ce cas une pkriode 
admissible: en effet, si V&at de R B I’instant z&o est: 
--__._ --mm___ 
0 00 0 00 0 0 
______ _______. 
0 1 2 3 N-2 N-l 0 0 
_--__ ___ _ ___ 
0 0 N-l N-2 
__- __- 
0 00 0 )____ _ __ 
32 10 -____ -- 
0 0 0 0 __ _ _ _ 
(R a 4 lignes et N + 2 colonnes) 
le suite des etats de R est au bout d’un certain temps pkriodique de pkriode N. Mais 
la pCriode N+ 1 est kgalement admissible: dans [S], il avait dijja ctk remarquC que 
pour N impair egal A 2s+ 1 et la condition initiale suivante: 
la suite des hats de R est pkiodique de phiode N+ 1 d&s l’instant S, et pour N pair 
kgal ZI 2s, on peut verifier que pour s supkrieur ou egal ti 6 et la condition initiale: 
(R a 5 lignes et N colonnes) 
240 J.-P. Allouche. C. Reder 
la suite des etats de R est periodique de p&ode N+ 1 des l’instant N (et trouver des 
conditions initiales particulieres qui donnent le mPme resultat pour N egal a 6, 8 et 
10). Cependant d’autres periodes sent admissibles: prenons par exemple N egal a 5 
et la condition initiale ci-contre; la plus petite periode limite de la suite des etats de 
R est 16, soit 3N+ 1. 
(R a 6 lignes et 8 colonnes) 
Plutot que de chercher explicitement les periodes admissibles d’une structure 
vivante lorsque E est egal B 1, nous avons tent6 d’en donner des proprietes 
caracteristiques et obtenu les resultats partiels suivants dont on peut trouver la 
demonstration dans [3]. 
Proposition 3.8. Supposons le nombre d’ktats excitateurs E Pgai ri 1. Soit 
(W.9 t))r, N une suite de I’automate engendrant une structure vivante et C?I support 
initial born&. Soient R un rectangle contenant /es cellules de ce support ainsi que 
leurs voisines et to un instant 2r partir duquel la suite des Ptats de R est pkriodique; 
notons T la plus petite phiode de cette suite. Alors, 
(a) si N est &gal ci 4, T est &gale li N, 
(b) sinon, 
(i) il existe un entier n tei que pour toute cellule c de R et tout instant t 
suphieur ci to, n est le nombre de fois ori I ‘&at de la ceiiule c est &gal 21 1 durant 
I’intervalle de temps (t,t+l,...,tcT-I), 
(ii) ii existe une ceilufe c, de R dont I ‘@tat ne peut pas Ptre nul plus de deux 
fois constkutivement d& [‘instant to, autrement dit: 
(trt,;U(c(J,t)=O) * U(c,,t+2)#0, 
(iii) I ‘&at de toute cellule c de R ne peut pas Ctre nul plus de max(2, N - 5) fois 
constkutivement dh I ‘instant to, c’est-h-dire: 
(t L to; U(c, t) = 0) = U(c, t + max(2, N - 5)) f 0. 
Donnons deux exemples d’utilisation de cette proposition: sous ces hypotheses, 
- La suite des etats d’aucune cellule de R ne peut &tre periodique, de periode egale 
a N+2,N+3 ,..., 2N-1. 
- S’il existe une cellule dont la suite des etats est de periode N+ 1 et si T est 
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different de N+ 1, alors N est superieur ou Cgal a 8 et la periode limite de la suite 
de toute cellule est un multiple de N+ 1. 
Les exemples precedents ont assez typiques de I’utilisation que l’on peut faire de 
la Proposition 3.8, et en montrent Cgalement la faiblesse; elle ne permet pas de deter- 
miner l’ensemble des periodes admissibles, ni de savoir si cet ensemble st non borne 
pour un nombre d’etats N don&, . . . Mais il semble que la majoration (donnee dans 
la partie (iii)) de la longueur d’un intervalle de temps durant lequel l’etat d’une 
cellule peut Ctre nul est optimal; nous n’avons malheureusement pas d’exemple qui 
le prouve pour N quelconque, mais pour N egal a 9, nous en donnons un dans la 
Fig. 5 (nous en avons egalement construit un pour N egal A 8). 
Pour clore ce chapitre, revenons sur une phrase de [l] oti nous traitions de 
‘parasite’ le cas oh le nombre d’etats excitateurs est tgal a 1 et trouvions surprenant 
que l’unicite de la periode limite ne dtpende pas du rapport entre le nombre d’etats 
excitateurs et celui des etats refractaires. Sans entrer dans les details (nous en 
reparlerons peut-etre dans [ 1 l]), on peut considerer l’automate que nous avons 
etudit ici comme faisant partie d’une classe plus vaste d’automates, l’ensemble des 
etats comportant toujours les Ctats excitateurs et refractaires, mais eventuellement 
plus d’un etat neutre, ceci introduisant un ‘retard a l’excitation’; alors, on peut voir 
que si le nombre d’ttats excitateurs est assez gros par rapport au nombre d’etats 
neutres, la periode limite est encore unique et egale au nombre d’etats total, mais 
que dans le cas contraire, le comportement periodique limite peut ttre tres irregulier. 
Le mystere “E = 1” etant ainsi legerement dissipe, nous allons compiler les resultats 
des deux premiers chapitres de cette partie. 
3.3. Comportement spatio-temporel limite 
Pour une suite de l’automate a support initial borne, nous venons d’etudier la 
suite des itats d’une cellule donnee du plan et savons qu’elle est periodique de 
periode N a partir d’un certain temps si E est superieur ou Cgal a 2. Mais nous 
voulons maintenant donner une description globale de la suite des etats du plan, a 
partir d’un instant ‘assez grand’, en utilisant la notion de front d’onde que nous 
avons introduite dans le premier chapitre de cette partie. 
Donnons nous (U( a, t))re N une suite de l’automate a support initial borne et R 
un rectangle contenant les cellules de ce support ainsi que leurs voisines, et 
commencons par supposer que le nombre d’etats excitateurs E est superieur ou Cgal 
a 2. Soit to un instant a partir duquel la suite des Ctats de R est, soit identiquement 
nulle, soit periodique de periode N (nous savons que dans les deux cas, t, peut &re 
major6 par NcardR). 
Tirons tout d’abord les conclusions de la Proposition 2.7 et du Theoreme 3.7; 
nous avons le resultat formel suivant: 
Rhltat. Si c est une cellule exterieure a R, co sa projection sur R et 1. la distance 
de c a co, alors pour tout instant 1, on a 
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Ost<l = U(c, t) = 0, 
Art<t,+A * U(c,t)=U(co,t-A), 
t,+lrt = 
cJ(c, I) = 0 si la structure est morte, 
U(c, t) = U(c,, to) + t - to - L (mod N) si elle est vivante. 
En utilisant ce resultat et la Proposition 3.3 sur les fronts d’ondes circulaires, on 
montre sans peine le theoreme suivant: 
ThkorGme 3.9. le nombre ou Pgal ?I 2. 
Soient (U(*,t)),.. une suite de ci support initial born& un 
rectangle R”, R rectangle contenant les cellules de R” ainsi que leurs et 
t,-, un la suite des Ptats de R est, 
N). Pour nul notons des cehles 
situ&es b une distance de ou Pgale ci 1. Alors: 
ci z&o, I ‘&at du de B(t 1) est 
Si structure engendrke par suite de est morte, 
ou Pgal ci I ‘&at de - to) est et 1 ‘&at t) n’est pas 
identiquement nul, on B(t - l)\ B(t - to) un ou plusieurs fronts 
d ‘ondes, et entourant R. 
Si structure est vivante et instant ou &gal ti existe 
un et contenu B(t - to), (cette 
si t est supkrieur ou &gal ci to + N - 312 (p&imPtre 
de R)), des fronts de a, t) avec B(t - to) R0 est constituke 
des cellules de - to) R” situ&es une distance multiple de du front et tous 
les fronts extkieurs b sont circulaires. 
un front en instant 
t, il dilate ci la vitesse 1: cellules sit&es ci la distance de front et 
ci celui-ci forment un de I/(., 1). 
Nous avons regroup6 la fin de article des dessins ce rtsultat 
des structures vivantes (Figs. 3). Commentons par exemple la Fig. 1 (Nest 
7, E a 2 peut choisir egal a 15). A l’instant un front d’onde 
Ye et entourant (on voit sur les dessins representant U(*, 10) et 
U(., 22)). A l’instant 23 apparait le 
et contenu B(t - = 8); les fronts d’ondes de 
, 23), les pointilles delimitant les regions R, - to) et - 1 + 22); le 
la zone transitoire - \ B(t il n’est pas etonnant ne 
soit pas parallele le theoreme prouve l’existence du front circulaire 4 que 
son intersection avec est l’ensemble des cellules de B(8) exterieures .T 
situees la distance N= de front (ici, toutes cellules de .-?< 
de J mais ce pas une propriete g&r&ale): 
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Les derniers dessins des Figs. 1 A 3 representent l’etat d’une fen@tre d’observation 
rectangulaire F contenant R en un instant suffisamment grand pour que F soit 
contenue dans B(r - to): la suite des etats de F est done dts cet instant periodique 
de periode N. 
Remarque. Nous pouvons rbumer grossitrement le Theoreme 3.7 en disant que 
pour une suite de I’automate engendrant une structure vivante, si E est suptrieur ou 
egal a 2, a la limite, les fronts d’ondes exterieurs a un borne contenant le support 
initial sont tous circulaires, entourant R, paralleles et N-equidistants, et se dilatent 
a la vitesse 1. 
Dans le cas oh E est &gal a 1, nous pourrions donner un enonce analogue a celui 
du theoreme precedent mais nous nous contenterons de dire que pour une structure 
vivante, a la limite les fronts d’ondes exterieurs a un borne contenant le support 
initial sont circulaires, entourent R, se dilatent a la vitesse 1 et sont paralleles par 
paquets de n, n Ctant l’entier defini dans la Proposition 3.8: dans l’exemple de la 
Fig. 5 oh n est egal a 3, on voit sur le derniei dessin qui represente I’etat d’une 
fenttre d’observation Fen regime periodique que les fronts d’ondes ne sont pas deux 
P deux paralltles ni Cquidistants; I’exemple de la Fig. 4 est plus clair (N est Cgal a 
4, n a 2 et la periode T A 11): on voit que les fronts en trait plein sont paralleles et 
T-Cquidistants (et de m@me les fronts en pointilk), mais que deux fronts, I’un en 
trait plein, I’autre en pointillts, ne sont pas paralleles. 
Pour conclure cette partie, remarquons que nous n’avons dicrit la structuration 
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spatio-temporelle creee par une suite de I’automate qu’a l’exterieur d’un rectangle 
R” contenant le support initial de cette suite. En ce qui concerne la suite des Ctats 
de ce rectangle, nous n’avons don& de resultat que sur son comportement temporel. 
Pourtant, dans l’exemple de la Fig. 2, on voit a l’interieur de R” des fronts d’ondes 
‘en spirale’ ou fermes. Mais la condition initiale a et4 fabriquee pour! Si l’on regarde 
la Fig. 3, oti la condition initiale a ete generee de facon aleatoire dans le rectangle 
R (avec equiprobabilite d’apparition des differents etats), on ne voit vraiment pas 
d’organisation spatiale se dessiner a l’interieur de R". On ne peut done pas esperer 
de resultat general sur la structuration spatiale limite du rectangle R”, mais seule- 
ment l’etudier dans des cas particuliers (par exemple dans le cas oh le support initial 
est inclus dans plusieurs ‘petits’ rectangles assez eloignes les uns des autres . . .). 
Conclusion 
Dans cet article, nous avons montre que des que le nombre d’etats excitateurs est 
superieur ou tgal a 2, le comportement spatio-temporel d’une suite de l’automate 
a support initial borne engendrant une structure vivante est toujours du m&me type: 
apres un regime transitoire, du point de vue temporel, la suite des Ctats d’une fenCtre 
d’observation est periodique et la periode ne peut prendre qu’une seule valeur, et 
du point de vue spatial, a I’exterieur d’un borne, les fronts d’ondes sont ‘en cible’, 
paralleles et equidistants. 
Mais tout lecteur du travail que nous avons expose peut s’apercevoir que nous 
sommes loin d’avoir resolu tous les problemes concernant l’automate cellulaire que 
nous avons choisi d’etudier. Nous n’avons rien dit sur l’organisation spatiale d’un 
rectangle contenant le support initial ni etudie ce fameux regime transitoire dont 
nous ne savons majorer la durte que par un nombre gigantesque, et nous ne 
connaissons pas de condition necessaire t suffisante pour qu’une condition initiale 
engendre une structure vivante. A notre connaissance, ce type de problemes n’a et6 
etudie de facon complete que par P. Cipiere [5] dans un cas particulier ou la 
condition initiale a son support contenu dans une demi-droite de cellules. 
Sans faire d’etude statistique serieuse, nous nous sommes amuses a faire des 
experiences numeriques dans lesquelles la condition initiale, a support dans un 
rectangle donne, Ctait fabriquee de facon aleatoire; dans tous ces essais, nous avons 
observe des regimes transitoires tres brefs (leur duke &ant de l’ordre du perimktre 
du rectangle) et nous n’avons remarque aucune structuration spatiale apparaitre a 
l’interieur du rectangle. On sait deja majorer la duree des regimes transitoires des 
structures mortes par un nombre de l’ordre de la surface du rectangle et ces essais 
nous font esperer qu’il existe une majoration du m@me ordre de grandeur des 
regimes transitoires des structures vivantes. On pourrait egalement conclure de ces 
essais qu’il y a peu d’espoirs d’ameliorer les resultats que nous avons obtenus sur 
l’organisation spatiale creee par l’automate. Mais il faut se mefier de ces essais: en 
effet, nous avons utilise des conditions initiales aleatoires pour lesquelles la frequence 
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d’apparition des divers etats est Cquiprobable. Or, il est vraisemblable qu’on 
obtiendrait des resultats differems en choisissant une probabilite d’apparition de 
I’etat neutre beaucoup plus grande que celle des autres Ptats; en particulier, il est 
possible que l’on observe a I’interieur du rectangle plusieurs centres creant des ondes 
circulaires, interagissant durant le regime transitoire et persistant Cventuellement 
dans le regime periodique limite. D’un point de vue theorique, on pourrait aborder 
ce probleme en Ctudiant la structuration spatiale c&e dans un rectangle par une 
suite de I’automate a support initial ‘maigre’ contenu dans ce rectangle (en 
supposant par exemple le support initial contenu dans des petits rectangles, assez 
eloignes les uns des autres pour que les ondes circulaires qu’ils engendrent ne 
commencent a interferer qu’en un instant tel que chacun de ces rectangles, s’il etait 
isole, ait depasse son regime transitoire). 
On pourrait aussi transformer quelque peu I’automate etudie. Par exemple, sans 
modifier les regles de transition, faire agir I’automate dans l’espace, les cellules &ant 
alors des cubes; l’espace ne possedant pas les mOmes proprietes topologiques que le 
plan, on perd l’unicite de la periode limite et done Cgalement la regularin dans la 
repartition des fronts d’ondes. On peut aussi modifier les regles de transition de 
l’automate, soit comme indique a la fin du chapitre 2 de la troisieme partie, soit en 
y introduisant des regles aleatoires, de passage de l’etat neutre a un etat excitateur 
etc. . . mais ces modifications posent des problemes combinatoires plus complexes, 
alors que I’int&@t de cet automate cellulaire est sa simplicite comme modele de 
mecanisme de diffusion-reaction en milieu excitable. Pourtant, et cela peut paraitre 
a premiere vue contradictoire, aucune des personnes citees ici n’a travail16 ‘gratuite- 
ment’ sur cet automate: nous imaginons les cellules tres petites, les instants en 
lesquels nous regardons l’etat du plan, non pas entiers, mais multiples entiers d’un 
nombre trks petit, et voulons savoir si l’automate engendre des oscillations spatio- 
temporelles observables a I’oeil nu. Cette phrase est volontairement vague et 
informelle, car si l’on rentre dans les details, les motivations divergent: au vu des 
articles [6] a [9], nous ne pensons pas trahir la pensee de S. Hastings en disant qu’il 
cherche par le biais de cet automate a approcher des solutions de l’equation de 
Fitz Hugh-Nagumo, tandis que dans [ 10) et [l 11, C. Lobry et le deuxieme auteur du 
present article cherchent a decrire, en utilisant les techniques de I’analyse non- 
standard, I’observation macroscopique de ce systeme discret (ou de systemes emi- 
discrets) sans se preoccuper de savoir s’il existe un systeme de diffusion-reaction 
dont les solutions auraient un comportement analogue a celui de cette observation 
macroscopique. 
Pour terminer, resumons de man&e totalement informelle les proprietes que 
nous avons exposees dans cet article concernant les suites de l’automate Ctudie: - 
sous une hypothese peu restrictive - le support initial agit comme un ‘centre de 
pulsations’ qui bat de facon desordonnee pendant un certain temps, puis, soit bat 
g une frequence parfaitement determinee, soit cesse definitivement de battre; 
chacune de ses pulsations declenche une onde circulaire qui se propage dans le 
milieu, et toutes ces ondes se propagent a la mCme vitesse. 
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Fig. 1. N=l. E=2. 
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Fig. 1 (suite). Etat d’une fen&e d’observation en rkgime pCriodique. 
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Fig. 2. N=js E=2. 
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Fig. 2 (suite). Etat d’une fenhe d’observation en regime pkiodique (le front d’onde dessine en pointill& 
n’est pas fermi). 
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U(R. 0) 
Etat d’une fenetre d’observation en regime pdriodique 
Fig. 3. N=6, E= 2 (condition initiale ‘akatoire’). 
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Fig. 4. N=S, E= 1. 
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U(R, 0) 
U(R, 110) 
U(R. 120) 
U(R.95)= UIR, 125) 
U(R. 105) 
U(R, 115) 
(d&s l’instant 95, la suite des ttats 
des cellules point&s SW le dessin 
representant U(R.95) est ptriodique 
de plus petite periode 30 - et leurs 
etats s’annulent N- 5 = 4 fois 
conskcutivement - tandis que la 
suite des Ctats des autres cellules est 
periodique de pkriode N + 1 = 10) 
Fig. 5. N=9, E= 1. 
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Fig. 5 (suite). Etat d’une fenhe d’observation en rigime pkriodique. 
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