Sistemas expertos y lingüística computacional: estructuras lógico lingüisticas de lenguas antiguas by Barés Gómez, Cristina
SISTEMAS EXPERTOS Y LINGÜÍSTICA COMPUTACIONAL: 
ESTRUCTURAS LÓGICO LINGÜÍSTICAS DE LENGUAS 
ANTIGUAS* 
Cristina Barés Goméz 
Abstract. This article discusses some of the problems regarding ancient 
semitic languages research when using computational tools. Computational 
Linguistics and Expert Systems implemented in hermeneutics methodology 
formalize a natural language better than classical methodologies. 
Los distintos avances en las lógicas matemáticas en los últimos 
años nos permiten acercarnos a diferentes formas de argumentaciones 
correctas. Las lógicas modales y la reciente lógica difusa (Trillas 
1995) permiten abarcar un mayor espectro de las apreciaciones 
formales, pues ya no nos reducimos a los únicos valores de verdadero 
y falso. Ello nos permite continuar las diferentes investigaciones 
acercándonos cada vez más a la determinación formal del pensamiento 
mediante la resolución de problemas en ámbitos determinados. No 
podemos optar por una formalización completa que se asemeje al 
lenguaje natural, como ya demostró Godel, pero mediante el estudio 
de los diferentes aspectos situados en problemas concretos podemos 
"hacer camino al andar". 
* Esta investigación introduce parte de nuestro trabajo de Tesis Doctoral con beca 
13P del Consejo Superior de Investigaciones Científicas (CSIC). Parte de este 
artículo expone parte de las investigaciones del proyecto PB-930107 dirigido hasta 
(el año) por J.L. Cunchillos. Actualmente las investigaciones de este proyecto han 
derivado en proyectos como el proyecto Bancos de Datos Semíticos 
Noroccidentales: Desarrollo y aplicación de nuevas tecnologías para el estudio y 
conservación de la documentación semítico-noroccidental del 11 y 1 milenio a. C. 
(HUM2007-65317, dirigido por J.P. Vita, CSIC-IEIOP), financiado por el 
Ministerio de Educación y Ciencia (España) en el marco del "Plan Nacional de 
Investigación Científica, Desarrollo e Innovación Tecnológica (1 + D + 1)", así como 
por la Unión Europea (Fondos Feder), del que también es resultado el trabajo que 
presentamos. 
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La determinación de una metodología progresiva que se vaya 
demostrando y se vaya probando es la esencia del método científico. 
Este método se plasma en las investigaciones lógico-lingüísticas 
gracias a la aportación de la informática. La técnica aporta el valor 
heurística a las abstracciones lógico-lingüísticas para poder ir 
resolviendo los problemas y comprobarlos. Nos acercamos al 
razonamiento desde el punto de vista abstracto y la comprobación 
matemática. Además gracias a los avances en las nuevas tecnologías 
hemos pasado a la fase física. 
Un sistema de ingeniería responde parcialmente a los problemas, 
cuyos límites residen en el propio sistema. Así hablamos del concepto 
de simulación, pues el objeto artificial se encarga de simular al objeto 
real, imita al real produciendo los mismos efectos. La simulación es la 
técnica para predecir el comportamiento de los sistemas en las 
computadoras digitales. Hay dos ámbitos de aplicación o estudio, el 
abstracto y el empírico. Los sistemas de ingeniería informática aúnan 
estas dos características como simulación del pensamiento para la 
comprobación de las teorías. Tienen un claro componente abstracto de 
teorías lógico-matemáticas. Es bien sabido que los avances en la 
programación derivan de avances en las teorías lógico-matemáticas. 
Las primeras programaciones eran en lo que se denomina lenguajes 
máquina, es decir en sistemas binarios de lógica bivalente. Ahora 
podemos hacer programaciones en lógicas sentenciales, pues tenemos 
los programas ensambladores que pasan las secuencias a lógica 
binaria. Así surgieron programas como Prolog o C+. Ello se produjo 
gracias a la llamada regla de resolución que permite implementar 
reglas de primer orden sobre el computador. Tras esta, Colmenauer en 
1972 definió el programa Prolog que permite representar e interpretar 
el conocimiento mediante reglas clausulares o las llamadas cláusulas 
de Horn. 
Por otro lado tenemos el componente físico de los ordenadores. 
Es la ciencia empírica de las computadoras, sistemas que son capaces 
de copiar, codificar y mover símbolos. Simon (1969) nos habla de una 
posible historia natural debido a su similitud con la naturaleza humana 
de sistemas nerviosos. Se habla de una puerta para entender el 
comportamiento humano a través del comportamiento del ordenador. 
Este es una simulación del otro. Así hablamos de la familia de 
artefactos l i d o s  s i s t e m  ásicas de símbolos, los o r m s  g la 
-mente humana. Sin embargo, igual que la escritura no m 
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exacta del lenguaje, tampoco 10 es la computadora del cerebro. El 
objeto artificial es una simulación. No hablamos de una imagen 
perfecta, pues entonces ya existiría la inteligencia artificial, sino de 
aproximaciones a los distintos procesos que realiza la inteligencia 
humana. Esta aproximación la vamos a hacer mediante el lenguaje 
humano. 
Agrupamos así los diferentes avances en la Ingeniería del 
conocimiento desde dos paradigmas. El primero el paradigma 
simbólico y el segundo el paradigma biológico. El paradigma 
simbólico es el que vamos a desarrollar brevemente en cuanto 
compete a las estructuras lógicas, sistemas de argumentación que 
determinan la implementación posterior en los ordenadores. Sin 
embargo no podemos obviar el biológico, pues todo depende del tipo 
de software y hardware. La vertiente prilctica de comprobación de 
hipótesis reside en el paradigma biológico. 
2. Sistemas Expertos en Inteligencia Artificial. 
Se considera que la fecha exacta de la creación de la Inteligencia 
S Artificial fue 1956. En esta fecha se celebró un congreso en el 
College, New Harnspshire dirigido por McCartthy, 
Minsky, Rochester y Shannon (Álvarez Munárriz 1994). Su objetivo 
: eran las investigaciones que toman como punto de partida la analogía 
del ordenador como forma de simular el comportamiento de la 
inteligencia humana. 
Tras un periodo inicial y otro de consolidación surgen los 
' llamados Sistemas Expertos. Su desirrollo es el objetivo de esta 
intervención. Estos sistemas son programas de ordenador cuyo 
comportamiento no difiere del comportamiento que tendría una 
persona experta a la hora de resolver un problema específico. 
Sin embargo la forma de resolver prouemas no sólo compete a 
la estructura argumentativa simbólica, datos + algoritmos. La 
: diñcultad reside en la formulación de las reacciones de un experto L 
I ante un problema concreto. El experto no sólo tiene en cuenta los 1 determinados algoritmos. Sus procedimientos son heurísticos. Aquí el 
1 contexto, la situación, lo que normalmente se llama "sentido común", &y 41s f~nnular. No sólo son argumentaciones cerradas. 
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Según la deñnicidn clhica de un Sistema Bperto podemos 
diferemiar varias partes en su estructura que determinan la 
arquitectura. Constan de tres subsistemas bien diferenciados. Aunque 
ello no impide la creación de diferentes módulos o niveles: 
- Una base de conocimíentos. Es la base que en Ingenieda del 
conocimiento codifica y formaliza. Adquiere el saber 
compartimentado que posee un Experto en su materia. Seda un 
conocimiento declarativo, pero este al ser cornpartimentado y 
jerarquizado se va complicando. En un principio son las bases 
de datos simples. Sin embargo una base de datos no pasa de la 
acumulacidn de la información. Esto ya no es una acumulación, 
sino que mediante el programa se van a desarrollar diferentes 
procesos. La base es entonces un banco de conocimientos. No 
sólo son los datos, sino sus relaciones y las inferencias que hace 
un experto para llegar a sus conclusiones. No es un simple 
almacén. La forma lógica usada para la creación de estos bancos 
de conocimientos son los predicados y las relaciones lógicas 
entre predidos, enlazados por operadores lógicos. En lo que 
pretendo presentar, en concreto, para la representación gráfica, 
se usan sii~tanas de entidad relación1. Debido a que toda la 
estructura se basa en diferentes módulos, como iremos viendo, 
la posibilidad de utilizar lógicas más cercanas al razonamiento 
cotidiano como la lógica borrosa abre un campo de posibilidades 
a explotar. 
- Sistema de iafmncias. Es el subsistema lógico que activa, 
controla y ejecuta el banco de conocimientos. Se implernenta 
de conocimientos. Permite hallar diferentes reglas 
segiu, se vaya avmzando en la estructura del sistema. Aquí el 
campo & investigación serían las llamadas lógicas 
prob&i@tica~ o también sistemas de razonamiento no 
I I ~ D ~ ~ U M ~ S .  &tQs sistemas se acercan'an más a lo que llamamos 
"sentido com;ilny @kpomuceno 2006). Actualmente se han 
utilizado sis.tkmas da jerarquías y conjuntos de acciones y 
Reprcssentwidfl -CB de 10s mjuntos usada ñecnentemente en programación 
con bases de &os relacionales. Ver Cervigdn (2007). S i a b  (2007). 
subacciones llamados ontologfas computacionales. Todas estas 
herramientas pretenden acercarse a los distintos contextos que 
determinan los razonamientos. En cuanto al lenguaje, hay que 
tener en cuenta las teorías pragmáticas de Grice o los actos de 
habla de Searle. Las técnicas de representación y de 
razonamiento pueden ser muy variadas. Hay que centrarse en 
cada problema concreto. Se busca la solución que más se 
acerque a la resolución del problema por el experto. 
- Interfaz de usuario. Es el dispositivo que se encarga de la 
comunicación entre el programa y el usuario. Presenta y facilita 
el trato de la información. Dependiendo del área de 
conocimiento que tratemos ha de ser uno u otro. Los expertos en 
los cuales se basan para la creación de los programas tienen 
también sus prioridades para un mejor manejo de las 
herramientas computacionales. Ello nos lleva a la búsqueda de 
una simbiosis entre los intereses de los distintos expertos en las 
distintas áreas y los informáticos que irnplementen los 
programas. Han de ser accesibles y útiles para ambos. 
Proyecto Hemeneumática. 
Para realizar todo esto se siguieron dos líneas principales (Cuena 
2004): 
- Deducción automática. 
Se realiza una representación básica mediante cláusulas de 
Horn, programación lógica en primer orden. Esta línea formaliza las 
argumentaciones correctas que da un experto siguiendo sus pasos en la 
resolución de los problemas. Tendríamos entonces una base de 
conocimientos declarativa del tipo Pl, P2, ..., Pn que nos daría un 
resultado Q. Lo que habría que ver son los pasos a dar para poder decir 
si ese resultado es verdadero o no. 
Ello deriva que si en una base de conocimientos en lógica de 
primer orden se puede interpretar que Q es verdadera. Los caminos de 
la argumentación en deducción automática nos llevarían a realizar la 
transformación de Skolem, cuantificando universalmente las 
cláusulas. Mediante la interpretación del universo de Herbrand nos 
llevaría a describir un árbol semántica asignando significado a cada 
uno de los literales básicos. Daríamos una interpretación 1 a cada uno 
de los literales. Como tenemos una sentencia disyuntiva sería 
verdadera si alguna de sus ramas fueran verdaderas. Aunque las dos 
funciones no siempre son iguales lógicamente (la transformación de 
Skolem), se interpreta como tal. Así tenemos un árbol con ramas 
disyuntivas. Si una funciona, será satisfaccible. Si las cláusulas 
seguidas de la evaluación de la insatisfacibilidad dan como resultado 
el positivo, el proceso termina, si no, se vuelve a generar otro 
conjunto. 
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Hay otros modelos que computacionalmente son menos 
onerosos. Sin embargo, requieren almacenar la información sobre la 
rama en curso de proceso y si esta es infinita puede que el proceso no 
llegue al resto de las ramas. En diseños de modelos cognitivos se usan 
procedimientos heurísticos. El demostrador puede ser generado de 
diferente manera según la clase de problemas que se pretenda resolver. 
- Modelización cognitiva derivada de la psicología y la 
filosotra cognitiva (Cuena 1995). 
Esta línea fue planteada en un principio por Quilliam en el 68. 
Proponía una estnicturación similar a la estnicturación de la mente 
humana. Así se creaban diferentes redes cuyos nodos eran 
determinados conceptos. Los arcos eran relaciones entre los nodos, es 
decir relaciones entre los conceptos. Estas son las llamadas redes 
semánticas. Representan el conocimiento mediante complicados 
universos conceptuales. A partir de aquí Minsky crea el concepto de 
marco. Los marcos (fiames) definen una serie de variables atributo. 
Caracterizan al concepto mediante atributos y toman determinados 
valores en dominios predefinidos. 
Las jerarquías de conceptos o estructura prototípica de marcos 
hacen que en determinados casos tengamos que utilizar 
programaciones en lógica no monótona. Esta implicación sería más 
cerdana al razonamiento de "sentido común". 
Todo ello dio lugar a los llamados Sistemas Expertos de la 
generación. Pero se produjo un "cuello de botella" en la adquisición 
del conocimiento. No se podían caracterizar conocimientos complejos. 
Tenían reglas muy elementales y había que recorrer un camino muy 
largo para la formulación de las reglas complejas que usaban 10s 
expertos que servían de modelo. Tras estos sistemas de la generación 
se heron creando otros con programaciones más avanzadas. Se 
ofganid el conocimiento en base a tareas específicas según las clases 
dfi: p r 8 L l ~  planteados. Asi surgieron las diferentes cüvisiiones %n 
detmmhados pro- ~ ~ ~ x w & P . J @ L  
La creación de sistemas expertos nos facilita la formación de 
una estructura lógica implementada. Es una estructura abierta pues se 
va creando mediante la resolución de problemas concretos. Podemos 
además utilizar diferentes tipos de lógica para la creación de los 
diferentes tipos de módulos según se vaya necesitando. Las jerarquías 
son también jerarquías de inferencias. 
Nos vamos a centrar en la formulación de un tipo de sistema 
experto de segunda generación basado en unidades cognitivas y 
resolución de tareas básicas. El Knowledge Structure Manager 
(KSM), fue propuesto y desarrollado por Cuena (2004) y aplicado al 
lenguaje Natural. Es un sistema basado en reglas simples de inferencia 
que son los primitivos de otras reglas de nivel superior. Se realiza 
mediante la compartimentación en diferentes módulos. Tenemos el 
KSM aplicado a la lengua natural. Hay que tener en cuenta la 
Ingeniería del Conocimiento para la creación de programas para la 
resolución de problemas concretos. Pero también hay que acercarse a 
las investigaciones en el campo del Procesamiento del Lenguaje 
Natural o Lingüística Computacional. 
3. LingUi'stica computacional. 
Los sistemas de Procesamiento del Lenguaje Natural (PNL) se 
basan en la implementación de las estructuras lógico-lingüísticas del 
lenguaje natural. Son usados en lo que se ha llamado Ingenierías de la 
Lengua. Son sistemas de traducción automática, reconocimiento de 
voz o búsquedas de respuestas. Estos sistemas han derivado de la 
formalización lógica del lenguaje y de las llamadas gramáticas 
formales. Se han implementado en sistemas de programación lógica, 
sobre todo en lógica de predicados de primer orden. Normalmente se 
hace una diferenciación básica entre sintaxis y semántica atendiendo a 
la diferenciación tipica de la lógica clásica. Sin embargo, para 
formalizar las lenguas naturales es necesario tener en cuenta otros 
niveles. 
Así la semántica lógica y la semántica del lenguaje natural son 
diferentes ámbitos a tener en cuenta a la hora de pasar a informática 
una lengua (Lavid 2005). Desde las gramáticas computacionales 
generativas de Chomsky (Sandoval 1999), ha habido estudios qw dan 
mym importancia a la morfología de las lenguas. primeros 
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estudios se derivaron de la aplicación computacional a lenguas con 
una morfología más rica que la del inglés. Es el caso del fdandés. 
Nosotros tratamos lenguas semíticas y estas se caracterizan por una 
morfología muy compleja. Los modos de tratar la morfología han sido 
sobre todo dos: 
- Modelo en dos niveles PC-KIMMO. Fue propuesto por K. 
Koskenniemi (1983) para el finlandéc. Se construye a partir de un 
lexicón en forma de árbol de letras. Utiliza autómatas secuenciales de 
estados finitos que trabajan en paralelo. 
- Ejemplo 1: 
Nivel lexico: "talo". 
Nivel superficial: "talo". 
- Ejemplo 2: 
Nivel léxico: "talo". 
Nivel superficial: "talona" 
Ello se debe a que "talo" es casa en nominativo singular. 
"talona" sería como una casa. Habría sublexicones que son autómatas. 
Recogen los morfemas de una determinada clase. Uno de ellos analiza 
los caracteres superficiales y el otro los contrasta con la cadena donde 
se recoge la representación léxica de los morfemas. Tenemos que las 
reglas de combinación de los morfemas se especifican en el lexicón y 
ho en reglas. Tenemos algo predeterminado por quien realiza el 
programa. La propuesta de este proyecto es basarse en la lengua 
misma y no en los conocimientos predeterminados del especialista. 
Todo ha de comprobarse sin dar nada por supuesto. 
El PC-KIMMO atiende a una morfología concatenativa2. Para 
las lenguas semíticas se ha usado distintos niveles mediante el 
encadenamiento de transductores lo que ya no es el modelo inicial. 
Otro problema reside en la falta de atención del nivel sintáctico que se 
encuentra en las entradas léxicas. Ello provoca la necesidad de 
ampliación del léxico. 
Para las lenguas semíticas una morfología concatenativa resulta insdciente, hay 
que bnet en cuenta las relaciones incluso con elementos inseriados ea dos 
~ i ~ ~ s i .  I~.A& . 
Un ejemplo de este sistema para lenguas semiticas es el caso del 
acadio3. Esta lengua es una lengua semítico-nororienta14. Se habló en 
la zona de Mesopotamia desde antes del III milenio y se conserva 
como lengua de erudición hasta la era cristiana. Normalmente se 
escribió con una escritura silábica cuneiforme usando ideogramas 
sumerios. Ello nos permite tener su vocalización. Como características 
fundamentales5 podemos señalar el léxico triconsonántico 
fundamental, la declinación nominal se marca por vocales causales y 
diferentes esquemas radicales representan en el sistema verbal los 
tiempos, voces y modos. El problema de la morfo-fonología es que no 
sólo se determina mediante sufijos y prefijos, sino que además se 
realiza mediante infijos. Esta característica es resuelta en el parser con 
la creación de dos sublexicones. Uno de ellos se encarga de las raíces 
de las palabras y el otro de los prefijos, los elementos flexionados y 
los sufijos. Un parsers6 para el acadio con este sistema nos daría para 
el término "iparras": 
Representación léxica: ipar-os. 
Representación superficial: iparras 
barras Stem :p-r-S Parse[G, Durative, 3, c, S] Normalized[i, p, 
a, r, r, a, sl 
Es una forma en inacabado del verbo ''pardsu" (infinitive) que 
significa "cortai'. El verbo estaría en 3" singular y sería "corta" o 
"cortará" (él). Sin embargo podemos encontrar formas con sufijos que 
ya el parser no reconocería: 
Código de Hammurapi. Siglo XVIII a. C. 
Texto 168. Línea 17 (Bergmann 1953): 
": 3" singular inacabado. 
*-u-: infijo que puede ser subjuntivo o 
plural. Aquí es plural. 
*-ma: conjunción copulativa "y". 
El verbo b'para~~" también puede ser 
"decidir". Aquí es "decidan". (Que los 
jueces decidan y.. .). 
Kataja y Koskenniemi (1988). 
Anexo. Lámina 2. 
Malbran-Labat y Vita (2005). 
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I -  El modelo de morfologfa m basada en la unificación y rasgos 
: (Sandoval 1999). Son gramáticas de Chomsky independientes de 
contexto aumentadas con rasgos. Se utiliza el mismo tipo de 
f d s m o  para tratar todo tipo de unidades desde el morfema al 
discurso. Tras la teorías gramaticales de Chomsky surgieron 
gramáticas como la de unificación. Estas gramáticas no diferencian 
, 
una estructura profunda de una superficial. No son necesarias las 
t,ransformaciones para relacionarlas. Todos los elementos primitivos 
S son tratados como rasgos. Ya no tenemos elementos como los 
fon~rnas o los morfemas, sino que todos son tratados como rasgos. La 
ferma de unirlos es mediante la-operación de unificación. El 
reside en que la información de un nivel no pasa a otro. Son también 
rammtemtivas y difíciles de manejar con un léxico amplio. 
l a ,  Estos dos modelos de herramientas computacionales, los dos 
rE5,veles y la unificación mediante rasgos, no tratan muy bien el 
cmtexto paradigmático y las irregularidades. Estas es& normalmente 
Widdas en el diccionario. Se necesitan léxicos muy amplios. 
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Vamos ahora a centrarnos en una lengua semítica, como hemos 
cucho antes, el ugarítico7. El ugarítico es una lengua que se habló en la 
tegión Sirio-Palestina en la ciudad de Ugarit en el 11 milenio a.c.'. Es 
un+ lengua de la familia de lenguas semítico-noroccidentales9. Se 
caracteriza por su rica morfología. Como lengua semítica su léxico 
viene determinado fundamentalmente por una raíz triconsonántica. Sin 
embargo, como suele ocurrir en estas lenguas, las raíces a veces 
cambian. Hay consonantes débiles que se asimilan con vocales y a 
veces las raíces son de dos consonantes. El ugarítico fue escrito con 
una escritura alfabética cuneiforme. En una lengua semítica no se 
escriben las vocales, sin embargo en el ugan'tico tenemos algunas. 
Ello se debe a que las vocales "a", "i" y '"u" seguidas de la consonante 
débil "' "(alif) si se escribían. Tenemos entonces "' a", "' i" y "' u"". 
Cunchillos y Zamora (1995). Segert (1984). 
Anexo. Láminal. 
Anexo. Lámina 2. 
'O Anexo. Lámina 3. 
Cristina Barés Goméx 
Tenemos la vocalización original. Podríamos basarnos en el hebreo 
bíblico, pero los textos son copias unos de otros y la vocalización es 
muy posterior. Esta se debe a los estudios masorétiocos posteriores. 
Todo ello hace que el ugarítico sea una lengua, dentro del conjunto de 
las lenguas semíticas, cuyo interés fue en aumento. 
En la Hermeneumática se realiza una mezcla entre los sistemas 
expertos y la lingüística computacional. Se trata una lengua en desuso 
del 11 milenio a. C. Fue una metodología creada y desarrollada por 
Cunchillos (2000). Su nombre deriva de la unión entre informática y 
hermenéutica. Tenemos pues una lengua de corpus, un corpus cerrado 
de textos, que se pueden ampliar según vayan apareciendo en los 
nuevos descubrimientos arqueológicos. 
Al tratarse de una lengua en desuso no podemos comprobar 
nuestro conocimiento de ella mediante los hablantes. Partimos 
únicamente de los textos y para analizar, no sólo la lengua, sino la 
cultura que rodea a este pueblo del Antiguo Oriente Próximo, la 
informática nos da la posibilidad de comprobación. Mediante 
Sistemas Expertos podemos realizar una estructura compartimentada 
en distintos módulos con una lógica propia para cada uno de ellos. 
Además estos módulos se van a complementar unos con otros 
siguiendo los pasos de la lingüística computacional. Pero estamos ante 
una lengua que todavía plantea multitud de incógnitas. No escribe 
todas las vocales y estas son las que determinan la declinación y los 
modos. La fonética se tiene que conocer mediante lingüística 
comparada. La creación de los diferentes programas de las distintas 
lenguas del entorno puestas en relación, sería una puerta a la 
investigación que facilitaría el trabajo de muchos investigadores. 
El Ugaritic Data Bank (UDB) es el programa creado por el 
equipo de Cunchillos que desarrolla los conceptos que hemos 
mencionado. Su composición es la siguiente: 
Sistemas experiosy lingüistzi.~ computan'onak 
estructuras lógco lingüirticas de lenguas antiguas 
Críti 
Con 
ca Literaria 
texto Histó 
Sem 
ituciones y C 
(GSRC) 
alizador Morf 
.:.:-,. I h k " ,  ,! 
izador sintáci 
oncordanciar 
ológico 
A. El módulo informática 1 (TU). Se pasa del objeto, tablilla o 
inscripción a la línea de texto con accidentes epigráficos. Después se 
obtiene la Cadena Grafemática (CG) una vez limpia, restituida o 
segmentada. Algunas CG pueden ser PMD (Palabras en Morfología 
Desplegada), pero otras están incompletas. Así también tenemos CGI 
(Cadenas Grafemáticas Incompletas). Para resolver esto estará el 
siguiente módulo. 
1. Objeto inscrito, (soporte e inscripción). 
2. Línea de texto. Se adopta el texto base y se almacenan 
físicamente las líneas de texto con sus diferentes lecturas, 
colaciones. 
La Cadena Grafemática es el resultado de la línea de texto 
transliterada y limpia de accidentes epigráficos. No es todavía una 
palabra. 
B. El módulo 11 es el Generador de Segmentaciones, 
Restituciones y Concordancias (GSRC). Se encarga de preparar el 
texto para el módulo tercero, el morfológico AMU. Los procesos que 
transforman la línea de texto en PMD son: limpieza del texto, 
segmentación, división y unión de cadenas y restitución de cadenas 
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incompletas. La Palabra en Morfología Desplegada se caracteriza 
porque ya tiene significado y se forma por una serie de grafemas sin 
accidentes epigráficos y con todos sus constitutivos. Es el resultado 
del módulo 11. 
1. Tratamiento de Cadenas Grafemáticas. 
2. La división y unión de Cadenas Grafemáticas. Cadenas Quebradas. 
3. Concordancia de Cadenas Grafemáticas. 
4. La restitución de Cadenas Incompletas. 
C. El módulo 111. Analizador morfológico Ugarítico (AMU): 
Nivel 1: La PMD sin modificadores. AMU accede al léxico y la PMD 
coincide con la raíz/ radical. 
Nivel 2: La PMD con modificadores morfológicos. AMU accede al 
léxico para que la raízlradical coincida con el resto de cadenas 
grafemáticas. 
Nivel 3: La PMD proviene de una raíz débil. 
Nivel 4: Se describe la formación teórica de sustantivos que parten de 
raíces verbales y otros casos parecidos. 
AMU aplica todas las reglas de descomposición a cada PMD. 
Las reglas identifican un número posible de modificadores 
morfológicos, algunos pueden ser erróneos. También aparecen 
posibles modificaciones susceptibles de cambios fonéticos al aplicarle 
las reglas fonéticas. Se aplican a su vez posibles cambios fonéticos 
con repercusiones gráficas, también las reglas restrictivas de 
comportamiento tanto de los verbos débiles como de los verbos con 
alif. 
Pese a que AMU puede analizar cualquier palabra, sólo guardará 
los análisis de las PMD atestiguadas. Con los análisis almacenados se 
obtiene la Concordancia de Raíces Ugaríticas (CRU). 
Sistemas eqertosy lingiizstica iomputacionak 
estrzrcturas lógico lingiizstiias de lenguas antiguas 
ermeneurnática 
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Lct hermeneum~tica pretende alcanzar la automa 
del procesa de ínteroretac&n cFítica do un textn 
Proyecto Hermeneumática J. L. Cunchillos. (CSIC). 
Mi línea de investigación se enmarca en este contexto. La 
función es determinar la estructura de una semántica formal con una 
metodología interpretativa. Analizar y exponer las distintas estructuras 
lógicas en los distintos módulos que den la aquitectura global de la 
producción del lenguaje natural. Tenemos pues una formalización de 
la lengua, pero con una metodología obtenida de la ingeniería del 
conocimiento y los estudios de la hermenéutica bíblica (Schokel 
1986), siguiendo los métodos del método histórico crítico. Las 
aspiraciones de las humanidades en la búsqueda de una comprobación 
empírica mediante el método científico, se realizan gracias a las 
nuevas tecnologías. El ordenador formaliza la estructura lógica y 
comprueba los datos introducidos al ser implementados en reglas 
lógicas. Aquí reside la doble vertiente de la ingeniería del 
conocimiento, lo abstracto y lo empírico teniendo en cuenta todos los 
pasos de las distintas disciplinas que aportan cada una su granito de 
arena. La estructura viene dada por la lógica, la lingüística y su 
implementación informática. La metodología es una metodología 
hermenéutica. No podemos olvidar los distintos pasos que hay que dar 
para que la estructura de la lengua se plasme. Hay que pasar por la 
arqueología, la epigrafía, la fonética, la morfología, la sintaxis, la 
literatura y la historia. Es una metodología de hipótesis y 
comprobación, pues si el experto no introduce bien los pasos el 
ordenador no reconocerá el razonamiento y habrá que empezar de 
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Anexo. Lámina 1. 
Situación en el mapa del Antiguo Oriente Próximo de Ugarit. 
Sistemas expertosy lingiizstica compmtanonak 
estructuras Lógico lingiisticas de lengzas antzguas 
Lámina 2 
Árbol de lenguas semítico-noroccidentales. 
1 Semitico central 1 
Lámina 3. Alfabeto ugarítico 
