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Introduction
Le radar a` ouverture synthe´tique, plus commune´ment appele´ SAR (Synthetic Aper-
ture Radar) constitue un outil puissant pour l’observation terrestre. A l’instar des
syste`mes satellitaires optiques, l’image obtenue est la re´sultante de l’interaction entre
l’onde e´lectromagne´tique incidente et le milieu image´. Cependant, le SAR posse`de la
particularite´ d’eˆtre un syste`me «actif», c’est a` dire qui e´met lui meˆme l’onde e´lec-
tromagne´tique, contrairement aux syste`mes optiques dits «passifs» qui se contentent
de recevoir la re´sultante de l’interaction entre la lumie`re du soleil et le milieu au sol.
Cette particularite´ posse`de l’avantage de rendre les syste`mes SAR ope´rationnels de
jour comme de nuit. De plus, si les syste`mes optiques sont rendus inefficaces par la
pre´sence de couvert nuageux, les micro-ondes e´mises par un syste`me SAR traversent
la couche nuageuse et permettent l’observation des sols pour des conditions me´te´o-
rologiques de´favorables. Les syste`mes SAR peuvent eˆtre embarque´s sur des satellites
(on parlera alors d’imagerie SAR satellitaire) ou bien sur des avions et l’on parlera de
syste`mes ae´roporte´s. L’information contenue dans les donne´es SAR est comple´men-
taire de celle fournie par les syste`mes optiques puisque les micro-ondes sont sensibles
aux proprie´te´s physico-chimiques intrinse`ques des milieux ainsi qu’a` leur structure
ge´ome´trique. A titre d’exemple, dans certaines gammes de fre´quence, l’onde e´lectro-
magne´tique traversera un couvert ve´ge´tal et la re´ponse rec¸ue par le SAR sera un
me´lange entre la re´ponse de la ve´ge´tation et celle du sol.
De plus, ces dernie`res anne´es ont connu l’essor des syste`mes polarime´triques et
interfe´rome´triques e´largissant conside´rablement le champ des applications du SAR.
Cependant, ces syste`mes font intervenir des donne´es multi-dimensionnelles ce qui aug-
mente la complexite´ d’interpre´tation ainsi que le volume de donne´es a` traiter. De plus,
dans le cas de cibles distribue´es, c’est a` dire lorsqu’un grand nombre de diffuseurs est
pre´sent dans la cellule de re´solution, ce qui est le cas pour une grande partie des mi-
lieux naturels, les images seront affecte´es par un fort bruit multiplicatif appele´ «bruit
de chatoiement» ou plus commune´ment «speckle». Ce phe´nome`ne est en re´alite´ de´-
terministe car il re´sulte de l’interaction multiple de l’onde avec les diffuseurs pre´sents
dans la cellule, mais sera traite´ de manie`re statistique a` cause de la complexite´ phy-
sique de cette interaction. Le speckle nuit grandement a` l’interpre´tation visuelle ainsi
qu’a` l’exploitation qualitative de l’information physique contenue dans les images.
C’est pourquoi la mode´lisation de ce dernier a fait l’objet de nombreuses recherches.
Ainsi,la particularite´ des donne´es SAR fait que le traitement des images SAR est une
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discipline a` part entie`re et les algorithmes utilise´s sont en ge´ne´ral spe´cifiques a` la
nature statistique de ces dernie`res.
Si l’analyse de texture connaˆıt de nombreux de´veloppements dans le domaine du
traitement des images et de la vision par ordinateur et utilise des approches tre`s di-
verses, la nature des donne´es SAR rend impossible, dans le cas ge´ne´ral, l’utilisation
directe des algorithmes classiques. Souvent, des me´thodes statistiques d’estimation
de textures sont employe´es et des hypothe`ses sur le signal sont e´mises, telles que la
stationnarite´ des statistiques et l’isotropie des indicateurs spatiaux tels que l’autocor-
re´lation. Cependant, la simple observation des donne´es sugge`re que ces hypothe`ses
ne permettent pas d’exploiter toute l’information spatiale contenue dans les sce`nes
image´es.
Le but de cette the`se est de montrer que l’extension des mode`les usuels de tex-
ture utilise´s pour la description des images SAR au cas non stationnaire et anisotrope
permet une meilleure repre´sentation de l’information spatiale contenue dans les don-
ne´es. Pour cela un mode`le parame´trique pour les statistiques d’ordre deux de l’image
d’intensite´ est introduit. Ce mode`le pouvant eˆtre de´crit en terme d’orientation locale,
plusieurs me´thodes d’estimation de cette dernie`re sont de´veloppe´es. Ces me´thodes sont
ensuite valide´es sur des simulations et des donne´es re´elles. Afin de montrer l’inte´reˆt
re´sidant dans l’analyse des fluctuations spatiales dans les images SAR, une application
au filtrage du speckle est propose´e.
L’organisation de ce me´moire est la suivante :
– Le chapitre 1 est une introduction aux principes de l’imagerie SAR ainsi qu’aux
mode`les statistiques couramment utilise´s dans le domaine du traitement des
images SAR. Le mode`le du speckle pleinement de´veloppe´ est introduit, ainsi
que les lois statistiques implique´es, pour des donne´es d’amplitude complexe et
d’intensite´ mono- et multi-vues. Ce chapitre est cloˆt par quelques notions de
polarime´trie SAR.
– Le chapitre 2 est une introduction aux me´thodes d’analyse de texture. En pre-
mier lieu, la notion de texture est introduite et l’absence de de´finition mathe´ma-
tique rigoureuse est mise en avant. Puis, quelques me´thodes d’analyse utilise´es
en traitement classique des images sont de´crites. Enfin, les me´thodes courantes
spe´cifiques aux donne´es SAR sont pre´sente´es.
– Le chapitre 3 introduit un mode`le original nomme´ «noyaux gaussiens aniso-
tropes» pour la description spatiale de la texture dans les images SAR. La perti-
nence d’un tel mode`le est justifie´e par des exemples de mesures statistiques sur
des donne´es re´elles. Une me´thode de simulation de textures cohe´rente avec les
lois statistiques ge´ne´ralement mesure´es sur l’intensite´ des images SAR et base´e
sur le mode`le pre´ce´demment introduit permet d’e´tendre les me´thodes existantes
au cas de textures non stationnaires et anisotropes. Puis, une me´thode originale
d’estimation des parame`tres est propose´e pour ce type de textures. L’algorithme
pre´sente´ est d’abord e´value´ sur des simulations de donne´es stationnaires, puis sur
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des donne´es non stationnaires simule´es par la me´thode propose´e pre´ce´demment.
Enfin, la me´thode d’estimation est applique´e aux donne´es re´elles. On examine
tout d’abord le cas d’un canal polarime´trique, puis on compare les re´sultats
d’estimation obtenus sur les diffe´rents canaux polarime´triques.
– Le chapitre 4 aborde l’estimation de l’orientation locale d’une image SAR par
des me´thodes de type filtrage de´rivatif issues du domaine de la vision. La pre-
mie`re me´thode utilise des filtres dits «orientables» permettant une estimation
de l’orientation graˆce a` un faible nombre de filtres de base. La seconde est base´e
sur un ope´rateur statistique nomme´ «tenseur» de structure. Cet ope´rateur est
ge´ne´ralement applique´ a` des signaux de´terministes affecte´s par un bruit. Nous
adaptons ici l’utilisation du tenseur aux images SAR an adoptant une re-e´criture
montrant que celui-ci peut aussi s’appliquer a` des signaux stochastiques. Le lien
entre cet ope´rateur et notre mode`le est ensuite e´tabli, d’abord pour une texture
seule, puis pour une image d’intensite´ SAR, c’est a` dire une texture affecte´e
de speckle. Il est montre´ que le mode`le multiplicatif entraˆıne une non-line´arite´
et une inde´termination sur l’estimation des parame`tres du mode`le. Cette non-
line´arite´ est ve´rifie´e par e´tude sur simulations de signaux stationnaires. L’e´tude
sur simulations non stationnaires est ensuite effectue´e. Enfin, la formulation
d’une approximation permet l’application aux donne´es re´elles. Les deux me´-
thodes pre´sente´es dans ce chapitre sont compare´es sur les donne´es utilise´es au
chapitre 3.
– Enfin, le chapitre 5 pre´sente une application de l’estimation de l’orientation
locale par le tenseur de structure au filtrage de speckle. Apre`s une introduction
aux techniques de filtrage les plus courantes en traitement des images SAR, une
me´thode originale de filtrage est propose´e. Les performances de cette me´thode
sont compare´es a` celles du filtre de Lee modifie´ [Lee81].
Ce me´moire se termine par les conclusions tire´es de cette e´tude ainsi que par les
perspectives e´ventuelles ouvertes par ce travail.
L’image choisie pour les tests est issue de la sce`ne «Trauntstein» acquise par le sys-
te`me ESAR du DLR (Centre Ae´rospatial Allemand) en bande L. La zone se´lectionne´e
pour les tests est repre´sente´e sur la figure 1.
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Fig. 1: Image de puissance (SPAN) de la zone de test issue de la sce`ne «Trauntstein» acquise
par le capteur ESAR du DLR (Centre Ae´rospatial Allemand) en bande L.
Chapitre 1
Ge´ne´ralite´s sur les images SAR
1.1 Introduction
Ce chapitre pre´sente en premier lieu les notions de bases ne´cessaires a` la compre´hension
de la formation des images par un syste`me SAR ou ROS (Radar a` Ouverture Syn-
the´tique) et notamment les traitements qui permettent d’aboutir a` l’approximation
de Born [LBM+93]. Ensuite, partant de cette approximation qui de´crit l’amplitude
complexe de l’image comme le re´sultat de la convolution entre la re´flectivite´ de la sce`ne
et la fonction de transfert du SAR, les hypothe`ses menant au phe´nome`ne de speckle
pleinement de´veloppe´ sont e´nume´re´es. Ainsi, les lois statistiques de l’amplitude, de
l’intensite´ et de la phase sont de´rive´es menant au mode`le de bruit multiplicatif. Ensuite
les statistiques d’ordre un de l’intensite´ sont donne´es pour le cas des images multi-
vues, puis les statistiques d’ordre deux telles que l’autocorre´lation et la distribution
conjointe de N amplitudes complexes relatives au phe´nome`ne de speckle sont de´crites.
Enfin, le cas des donne´es polarime´triques est brie`vement aborde´ avec l’introduction
des matrices de re´trodiffusion Sinclair et de covariance polarime´trique.
1.2 Principes de l’imagerie SAR
Le processus de ge´ne´ration d’une image SAR peut eˆtre divise´ en deux e´tapes : l’acqui-
sition et la compression. L’acquisition des donne´es s’effectue par une e´mission d’im-
pulsions e´lectromagne´tiques par l’antenne du syste`me. Ces impulsions sont ensuite
re´trodiffuse´es par la surface image´e, rec¸ues par l’antenne du syste`me, enregistre´es et
forment le signal radar, appele´ vide´o brute. L’information de la re´flectivite´ est obte-
nue au moyen d’une focalisation de la vide´o brute, appele´e compression. Une premie`re
e´tape consiste a` formuler la re´ponse d’un diffuseur, puis la formation comple`te d’une
image SAR complexe est obtenue par superposition des contributions de l’ensemble
des diffuseurs constituant la sce`ne observe´e [BH98].
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1.2.1 Concepts de base du Radar a` Synthe`se d’Ouverture
Il existe diffe´rents types de syste`me SAR : spatial si le capteur est embarque´ sur un
satellite ou navette spatiale, ou ae´roporte´ si le porteur est un avion. Un syste`me SAR
illumine une sce`ne de la fac¸on pre´sente´e par la figure 1.1. Le capteur se de´place le
long d’un trajet rectiligne, appele´ azimut, a` une altitude H, au-dessus d’un plan de
re´fe´rence (x, y). Comme le montre la figure 1.1, la trace du faisceau au sol est nomme´e
l’empreinte et la zone de´crite par le faisceau en se de´plac¸ant est nomme´e la fauche´e.
La direction de l’axe de vise´e du radar est appele´e direction radiale ou distance.
Fig. 1.1: Illumination d’une sce`ne par un SAR.
La re´solution en distance est de´finie comme la distance minimale de se´paration de
deux points pouvant eˆtre distingue´s par le radar dans la direction distance. Ainsi, la
re´solution en distance, δr, de´pend de la dure´e du pulse d’e´mission, τp, ou inversement
de la largeur de bande du signal, W :
δr =
cτp
2
=
c
2W
(1.1)
ou` c repre´sente la ce´le´rite´ de la lumie`re dans le vide.
La re´solution en azimut de´pend de la taille de l’antenne dans la direction azimutale,
Da ainsi que de l’angle d’ouverture de l’antenne, θap, relie´s par la relation :
θap ∝ λ
Da
(1.2)
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ou` λ est la longueur d’onde. Ainsi, la re´solution en azimut, δa, devient :
δa = r0
λ
Da
(1.3)
ou` r0 est la distance radiale entre l’antenne et la cible. La re´solution de´pend de la taille
de l’antenne. Ainsi comme physiquement la taille d’une antenne ne peut eˆtre infinie, la
re´solution en azimut est relativement me´diocre. Elle peut eˆtre ame´liore´e en employant
le concept de la synthe`se d’ouverture. Le principe SAR est base´ sur l’utilisation d’une
plateforme en mouvement afin de synthe´tiser une antenne effective plus longue et
ame´liorer ainsi la re´solution en azimut. Ceci est re´alise´ en effectuant plusieurs mesures
de la re´flectivite´ d’une sce`ne a` diffe´rentes positions azimutales, permettant ainsi, graˆce
a` une technique de compression des donne´es, d’obtenir une re´solution plus fine en
azimut. Comme pour un radar a` ouverture re´elle, le faisceau de l’antenne synthe´tique
entraˆıne une ouverture θsa, avec une longueur d’antenne synthe´tique Lsa :
θsa =
λ
2Lsa
(1.4)
Le facteur 2 prend en compte le trajet aller-retour entre le radar et la cible. La
re´solution en azimut devient donc, en tenant compte des nouveaux parame`tres du
SAR :
δa = r0
λ
2Lsa
. (1.5)
La longueur maximale pour l’antenne synthe´tique est limite´e par le temps d’illu-
mination de la cible, donne´e par la taille de l’empreinte au sol, ainsi :
Lsa ≤ λr0
Da
. (1.6)
En conse´quence, la limite infe´rieure de la re´solution qu’il est possible d’obtenir en
utilisant un syste`me SAR devient :
δa ≥ Da
2
. (1.7)
1.2.2 Ge´ome´trie d’une mesure SAR
La ge´ome´trie d’un syste`me d’acquisition de donne´es SAR est pre´sente´e par la figure
1.2. Le capteur se de´place suivant la direction xˆ. P repre´sente une cible ponctuelle
situe´e a` la position (x0, y0, z0) par rapport a` l’origine des coordonne´es. La position du
capteur est donne´e par les coordonne´es (x, yS, H), ou` x = v · t repre´sente la position
suivant la direction azimutale, v e´tant la vitesse du porteur et t le temps. yS repre´sente
la position du porteur suivant yˆ et H, l’altitude du porteur. θ est l’angle d’incidence
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du signal e´mis lorsque le radar se trouve a` la meˆme position azimutale que la cible.
Enfin R(x− x0; r0) est la distance entre la cible et le radar et s’e´crit :
R(x− x0; r0) =
√
r20 + (x− x0)2 (1.8)
Les donne´es SAR sont repre´sente´es dans un espace a` deux dimensions de´fini par
la direction azimutale et la direction radiale (x, r).
En utilisant cette repre´sentation, un diffuseur ponctuel est de´fini par son amplitude
complexe σS(x0, r0), a` la position (x0, r0) :
σS(x0, r0) = e
jφobj
√
σδ(x− x0, r − r0) (1.9)
ou` δ(x, r) est la distribution de Dirac bidimensionnelle, σ repre´sente la section efficace
radar (SER) et φobj le de´phasage subit par l’onde lors de la re´flexion sur l’objet.
Fig. 1.2: Ge´ome´trie d’une mesure SAR.
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1.2.3 Traitement du signal SAR dans le cas d’une cible ponctuelle
L’antenne d’un syste`me SAR transmet une se´rie d’impulsions e´lectromagne´tiques avec
une certaine fre´quence de re´pe´tition (PRF ) module´e par une fre´quence porteuse f0.
Le signal e´mis, se(t), lors du survol de la zone illumine´e est donc :
se(t) = A(t)e
j(2pif0t+ψ(t)) (1.10)
ou` A(t) repre´sente l’enveloppe de l’impulsion et ψ(t) la phase. L’impulsion donne´e
par (1.10) interagit avec un diffuseur ponctuel, (1.9), localise´ a` la position (x0, r0). En
faisant l’hypothe`se d’une propagation de l’onde dans l’espace libre, l’e´cho rec¸u peut
s’e´crire de la fac¸on suivante :
sr(x, r; r0) = σS(x0, r0)G0(x− x0; r0)A
(2
c
(r − R(x− x0; r0))
)
· exp
(
j
4pif0
c
(r − R(x− x0; r0)) + jψ
(2
c
(r −R(x− x0; r0))
)) (1.11)
ou` G0(x−x0; r0) symbolise le gain de l’antenne a` l’e´mission et a` la re´ception (incluant
l’atte´nuation en distance, les pertes du syste`me, . . . ). Apre`s une de´modulation en
quadrature cohe´rente, le signal rec¸u (1.11) devient :
s′r(x, r; r0) = σS(x0, r0)G0(x− x0; r0)A
(2
c
(r −R(x− x0; r0))
)
· exp
(
− j 4pi
λ
R(x− x0; r0) + jψ
(2
c
(r − R(x− x0; r0))
)) (1.12)
Ainsi, la re´ponse d’un diffuseur local mesure´e par un syste`me d’acquisition de
donne´es SAR peut s’e´crire sous la forme suivante :
s′r(x, r; r0) = σS(x0, r0) · ha(x, r; r0) (1.13)
avec :
ha(x, r; r0) = G0(x− x0; r0) · A
(2
c
(r − R(x− x0; r0))
)
· exp
(
jψ
(2
c
(r −R(x− x0; r0))
))
· exp
(
− j 4pi
λ
R(x− x0; r0)
)
(1.14)
L’expression pre´ce´dente peut eˆtre exprime´e comme la convolution de deux fonc-
tions, suivant :
ha(x, r; r0) = ha1(x− x0, r; r0) ∗ ha2(r) (1.15)
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avec :
ha1(x, r; r0) = G0(x; r0) exp
(
− j 4pi
λ
R(x; r0)
)
δ(r − R(x; r0)) (1.16)
ha2(r) = A
(2r
c
)
exp
(
jψ
(2r
c
))
(1.17)
ou` ∗ repre´sente l’ope´rateur de convolution. La fonction de transfert ha2(r) de´pend
seulement de la distance radiale r. La fonction R(x − x0; r0) introduit un couplage
entre la distance radiale r et la distance azimutale x comme cela est montre´ par (1.8).
Le premier effet de cette double de´pendance est que le lieu de l’e´cho retourne´ ne suit
pas une ligne droite mais une courbe hyperbolique de´finie par R(x− x0; r0). Cet effet
se nomme la migration en distance. Le second effet de la fonction R(x − x0; r0) est
l’introduction d’un terme de phase de´pendant de la position relative du capteur et de
la cible. Le couplage existant entre la distance radiale et la distance azimutale implique
que le processus de formation de donne´es SAR est un proble`me bidimensionnel non
se´parable.
Le processus de focalisation des donne´es SAR est le plus souvent divise´ en 2 e´tapes :
la compression radiale et la compression azimutale. Des techniques de filtrage adapte´
sont employe´es puisqu’il existe une connaissance exacte de la fonction de transfert a`
compenser, donne´ par l’e´quation (1.14). Sous l’hypothe`se que le capteur est conside´re´
immobile pendant l’e´mission et la re´ception des impulsions individuelles, la compres-
sion radiale peut eˆtre simplement effectue´e en corre´lant le signal rec¸u avec la re´ponse
complexe ha2(r) , formant ainsi l’enveloppe compresse´e en distance Ac(τ) :
Ac(τ) =
∫ ∞
−∞
h∗a2(τ − τ ′)A(τ ′)ejψ(τ
′)dτ ′ (1.18)
Le plus souvent, des impulsions a` modulation de fre´quence line´aire sont utilise´es.
Le signal e´mis s’e´crit alors :
se(τ) = 1[−τp/2,τp/2] exp
(
j
(
2pif0τ +
βτ 2
2
))
(1.19)
ou` 1[−τp/2,τp/2] repre´sente la fonction rectangle d’une dure´e τp et β est la pente de la
modulation de fre´quence line´aire du chirp, relie´ a` la largeur de bande W par βτp ≈ W .
Dans ce cas, le filtre Ac(τ) s’e´crit :
Ac(τ) =
sin(piβτ(τp − |τ |))
piβτ
≈ τp sin(piβτpτ)
piβτpτ
= τpsinc(βτpτ) = τpsinc(Wτ) (1.20)
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Apre`s l’application du processus de compression radiale (1.18) sur la vide´o brute
(1.12), le signal suivant est obtenu :
s′rc(x, r; r0) = σS(x0; r0)G0(x−x0; r0)Ac
(2
c
(r−R(x−x0; r0))
)
exp
(
−j 4pi
λ
R(x−x0; r0)
)
(1.21)
La seconde e´tape dans le processus de formation d’une image SAR est la compres-
sion azimutale. Cette e´tape fait usage de la de´pendance de phase entre la distance
radiale et l’azimut (1.14). Le signal de re´fe´rence est obtenu a` partir de l’expression
de ha1(x, r; r0) dans (1.14). La fonction R(x; r0), donne´e par (1.8) pour une position
azimutale particulie`re, est :
R(x− x0; r0) =
√
r20 + (x− x0)2 (1.22)
Cette fonction repre´sente l’e´quation d’une conique dans le plan (x, r), qui peut eˆtre
approche´e par une courbe parabolique, de´termine´e par un de´veloppement en se´rie de
Taylor :
R(x− x0; r0) = r0
√
1 +
(
x− x0
r0
)2
= r0 +
(x− x0)2
2 r0
+ · · · (1.23)
La compression azimutale est effectue´e en corre´lant le signal (1.21) avec le filtre
adapte´ en azimut et en distance. Le signal de re´fe´rence ha1(x, r; r0) pour un point
particulier (x1, r1) est trouve´ graˆce a` l’e´quation (1.14). Si Gref est de´fini comme une
fonction de ponde´ration azimutale de re´fe´rence, l’image complexe u(x1, r1) est :
u(x1, r1) =
∫ ∞
−∞
∫ ∞
−∞
src(x, r)h
∗
a1
(x− x1, r; r1)dxdr
=
∫ ∞
−∞
∫ ∞
−∞
σS(x0, r0)G0(x− x0; r0)
·Ac
(2
c
(r −R(x− x0; r0))
)
e−j
4pi
λ
R(x−x0;r0)
·Gref(x− x1; r1)δ(r −R(x− x1; r1))
·ej 4piλ R(x−x1;r1)dxdr
= σS(x0, r0)
∫ ∞
−∞
Gref(x− x1; r1)G0(x− x0; r0)
·Ac
(2
c
(
R(x− x1; r1)−R(x− x0; r0)
))
·ej 4piλ (R(x−x1;r1)−R(x−x0;r0))dx (1.24)
Pour obtenir un signal SAR compresse´, les approximations suivantes sont faites :
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hypothe`se 1 : les variations du gain d’antenne sont ne´gligeables a` l’inte´rieur du
lobe principal :
G0(x−x0; r0)Gref(x−x1; r1) ≈ G0(x−x0; r0)Gref(x−x0; r0) = Geff(x−x0; r0) (1.25)
hypothe`se 2 : Lorsque r1 ≈ r0, la diffe´rence radiale est obtenue en utilisant (1.23),
comme :
R(x− x1; r1)− R(x− x0; r0) ≈ ∆r − x∆x
r0
+
1
2r0
(x21 − x20) (1.26)
ou` ∆r = r1 − r0 et ∆x = x1 − x0.
hypothe`se 3 : le premier terme de (1.26) permet de de´crire la diffe´rence de distance
radiale au voisinage de la position (x0, r0), (x1, r1) et le re´sultat suivant est obtenu :
Ac
(2
c
(
R(x− x1; r1)− R(x− x0; r0)
))
= Ac
(2
c
∆r
)
(1.27)
En prenant (1.24) et suivant les approximations (1.25), (1.26) et (1.27), l’expression
de l’image ge´ne´re´e peut se mettre sous la forme :
u(x1, r1) = σS(x0, r0)Ac
(2
c
∆r
)
ej
4pi
λ
∆r
∫ ∞
−∞
Geff(x− x0; r0)e−j2pifxdx (1.28)
avec f = 2∆x/λr0. Comme il est possible de le constater dans l’e´quation (1.28), la
re´ponse en azimut s’exprime comme la transforme´e de Fourier de la caracte´ristique
du rayonnement des antennes. Ainsi plus la bande passante des antennes est large
plus la re´ponse est e´troite. Pour des raisons de simplicite´, l’ouverture de l’antenne est
suppose´e de forme carre´e. Ainsi, pour une antenne de largeur Da, a` la longueur d’onde
λ, la transforme´e de Fourier du faisceau est :
∫ λr0
2Da
−
λr0
2Da
Geff (x− x0; r0)e−j2pifxdx = λr0
Da
sin
(
pif λr0
Da
)
pif λr0
Da
=
λr0
Da
sinc
(
2
∆x
Da
)
(1.29)
Les bornes de l’inte´grale correspondent a` la taille de l’empreinte au sol du faisceau
de l’antenne, donne´e par l’e´quation (1.6).
En utilisant (1.20), (1.28) et (1.29), l’image SAR complexe, dans le cas d’un dif-
fuseur ponctuel localise´ a` la position (x0, r0) prend la forme :
u(x, r) = σS(x0, r0)e
j 4pi
λ
(r−r0)sinc
(r − r0
δr
)
sinc
(x− x0
δa
)
(1.30)
avec δr et δa repre´sentant les re´solutions radiales et azimutales respectivement.
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Finalement, la re´ponse impulsionnelle d’une chaˆıne SAR, englobant aussi bien
l’acquisition des donne´es que le processus de formation de l’image, est proportionnelle
a` :
h(x, r) ∝ ei 4piλ rsinc
( r
δr
)
sinc
( x
δa
)
(1.31)
1.2.4 Mode`le de signal dans le cas de cibles distribue´es
Comme il a e´te´ montre´ dans la section pre´ce´dente, la re´ponse impulsionnelle d’un
syste`me SAR re´sulte de la convolution de la re´flectivite´ de la sce`ne avec un filtre
passe-bas. Le concept de cellule de re´solution est de´fini comme l’aire donne´e par la
re´ponse impulsionnelle du SAR, c’est-a`-dire l’aire δa × δr. Dans le cas re´el, le signal
rec¸u n’est pas duˆ a` la diffusion d’une seule cible, mais re´sulte de la combinaison
d’un nombre important de diffuseurs a` l’inte´rieur de la cellule de re´solution. Ces
diffuseurs caracte´rise´s par leur comportement ale´atoire, sont appele´s cibles distribue´es,
et sont oppose´s aux diffuseurs ponctuels pour lesquels le comportement de diffusion
est comple`tement de´terministe [BH98].
Ces cibles distribue´es peuvent eˆtre de´crites, dans un espace a` trois dimensions,
par la moyenne d’une fonction de re´flectivite´ complexe a(x, y, z), de nature ale´atoire.
Le de´veloppement d’un mode`le de syste`me SAR ne´cessite de connaˆıtre la fonction
a(x, y, z) pour chaque diffuseur ponctuel.
Le de´veloppement du mode`le d’un syste`me SAR est base´ sur l’approximation de
Born. Dans ce cas, le champ diffuse´ total re´sulte de la superposition des champs
diffuse´s par chaque diffuseur simple, ne´gligeant ainsi les interactions d’ordre supe´rieur
telles que les doubles re´flexions.
Ainsi l’ope´rateur line´aire qui caracte´rise le processus de l’imagerie SAR est une
projection ge´ome´trique de a(x, y, z) de´finie dans un espace a` trois dimensions des
fonctions de re´flectivite´ vers un espace a` deux dimensions (x, r) :
a(x, r) =
∫
a(x, y0 + r sin θ, z0 − r cos θ)rdθ (1.32)
ou` θ repre´sente l’angle d’incidence de l’onde. Sous l’approximation de Born, l’ope´ra-
teur line´aire caracte´risant le processus de formation d’une image SAR est une projec-
tion ge´ome´trique de la fonction de re´flectivite´ a(x, y, z) donne´e par (1.32) suivie par
une convolution avec la re´ponse ponctuelle d’un SAR :
u(x, r) =
(
e−j2kr
∫
a(x, y0 + r sin θ, z0 − r cos θ)rdθ
)
∗ ∗h(x, r) (1.33)
Le processus de projection de (1.32) n’a aucun effet dans la dimension azimutale x.
Par contre, il introduit plusieurs distorsions dans la dimension radiale r. Un syste`me
SAR mesure des donne´es selon son axe de vise´e, nomme´ aussi le plan radar. De plus,
l’inte´gration suivant θ entraˆıne que les re´ponses des points situe´s a` une meˆme distance
sont inte´gre´s ensemble et localise´s a` la meˆme position dans l’image SAR (figure 1.3).
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Fig. 1.3: Projection cylindrique de la cible.
L’image SAR complexe, sous l’approximation de Born, peut eˆtre e´crite :
u(x, r) =
∫ ∞
−∞
∫ ∞
−∞
a(x′, r′)e−j2kr
′
h(x− x′, r − r′)dx′dr′ (1.34)
Dans cette e´quation, les variables (x, r) de´signent les dimensions de l’image, tandis
que les coordonne´es (x′, y′) indiquent la position d’un diffuseur particulier a` l’inte´rieur
de la cellule de re´solution.
1.3 Statistiques des images SAR
Si le SAR permettait historiquement de de´tecter des cibles ponctuelles, il est de plus en
plus exploite´ comme imageur des milieux naturels, qui ont bien souvent une structure
physique complexe et sont qualifie´s de cibles distribue´es. Ce type de cible entraˆıne des
me´canismes de diffusion par surface rugueuse ou volumique et dont la complexite´ em-
peˆche de pre´dire la valeur du champ e´lectromagne´tique re´trodiffuse´ sans une connais-
sance comple`te de la sce`ne image´e, ce qui est en pratique impossible. Pour cette raison,
on de´crira ce type de cibles et de me´canismes par des comportements statistiques.
Une fac¸on simple de de´crire la re´ponse d’une zone e´claire´e par l’onde e´lectroma-
gne´tique est de conside´rer que sa re´ponse est due a` un nombre fini de diffuseurs
e´le´mentaires pre´sents a` l’inte´rieur de la cellule de re´solution. La re´ponse totale de
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la zone e´claire´e sera alors le re´sultat de la sommation cohe´rente des contributions
e´le´mentaires de chaque diffuseur, ponde´re´e par la fonction d’appareil du SAR. Les
dimensions de la cellule de re´solution e´tant tre`s supe´rieures a` la longueur d’onde du
signal illuminant la zone, un grand nombre de diffuseurs sont pre´sents a` l’inte´rieur
de celle-ci. Les positions et les contributions de ces derniers sont a priori inconnues
mais leur nombre important permet de de´crire leur comportement d’ensemble par des
proprie´te´s statistiques.
On conside`re alors que la re´ponse totale de la zone est la re´alisation d’une variable
ale´atoire dont la distribution est relative aux proprie´te´s physiques du milieu. Quelques
hypothe`ses simplificatrices permettent d’aboutir au mode`le bien connu appele´ speckle
pleinement de´veloppe´, introduit par Goodman [Goo76, Goo84].
1.3.1 Statistiques de l’amplitude complexe
Meˆme pour une zone image´e homoge`ne, c’est a` dire dont les proprie´te´s physiques ne
varient pas spatialement, on peut constater que les images SAR ont un aspect granu-
leux qui nuit a` leur interpre´tation visuelle. Ce phe´nome`ne, duˆ au caracte`re ale´atoire
des mileux naturels est appele´ bruit de chatoiement ou speckle. Nous en donnons ici
une justification mathe´matique et e´tudions ses proprie´te´s dans un cadre probabiliste.
Il a e´te´ e´tabli que l’amplitude complexe des images SAR pouvait eˆtre vue comme
la re´sultante de la convolution entre la re´flectivite´ de la sce`ne et un filtre passe-bas
bi-dimensionnel repre´sentant la fonction de transfert du syste`me imageur :
z(x, y) =  ∗ h (x, y) =
∫ +∞
−∞
∫ +∞
−∞
(x′, y′)h(x− x′, y − y′)dx′dy′ (1.35)
ou` z est la re´flectivite´ complexe du pixel centre´ en (x, y) (couple de valeurs repre´sentant
les coordonne´es spatiales dans l’image et remplac¸ant (x, r) de´fini pre´ce´demment), h est
la re´ponse impulsionnelle complexe du syste`me SAR donne´e par l’e´quation (1.31),  est
la densite´ surfacique de re´trodiffusion de la zone e´claire´e par l’onde e´lectromagne´tique
ce point, on e´met l’hypothe`se que la re´ponse de la cible distribue´e peut eˆtre mode´lise´e
par la somme des re´ponses d’un grand nombre N de diffuseurs e´le´mentaires.
La densite´ de re´trodiffusion ainsi discre´tise´e s’exprime de la manie`re suivante :
(x, y) =
N∑
k=1
kδ(x− xk, y − yk) (1.36)
ou` δ est la distribution de Dirac, et les couples (xk, yk) sont les coordonne´es spatiales
des N contributeurs d’amplitudes complexes k.
Cela nous permet de re-e´crire l’inte´grale 1.35 comme une somme discre`te :
z(x, y) =
N∑
k=1
kh(x− xk, y − yk) (1.37)
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qui peut encore eˆtre note´e avec des exponentielles complexes :
z = A exp (−jΦ) =
N∑
k=1
ak exp (−jΦk) (1.38)
ou` ak = |kh(x− xk, y− yk)|. Les positions et les amplitudes complexes des diffuseurs
e´tant inconnues, on mode´lise les ak et les Φk par des variables ale´atoires. La somme
de ces contributions est e´quivalente a` une marche ale´atoire de N pas dans le plan
complexe comme illustre´ sur la figure 1.4.
Les hypothe`ses sur les amplitudes et les phases des contributeurs qui permettront
ensuite d’aboutir au mode`le dit du “speckle pleinement de´veloppe´” [Goo76] sont :
– le nombre N de diffuseurs par cellule de re´solution est grand.
– pour chaque diffuseur k, l’amplitude ak et la phase Φk sont statistiquement in-
de´pendantes de celles des autres diffuseurs pre´sents dans la cellule de re´solution.
– pour chaque diffuseur k, l’amplitude ak et la phase Φk sont mutuellement sta-
tistiquement inde´pendantes.
– les amplitudes ak sont identiquement distribue´es et leurs moments d’ordre un
et deux sont E[a] et E[a2].
– les phases φk sont uniforme´ment distribue´es sur [−pi, pi].
– il n’existe aucun diffuseur posse´dant une re´ponse pre´dominante par rapport aux
autres.
On peut reformuler l’e´quation 1.38 en se´parant partie re´elle et imaginaire :
z< =
N∑
k=1
ak cos Φk (1.39)
z= =
N∑
k=1
ak sin Φk. (1.40)
Les hypothe`ses formule´es pre´ce´demment permettent de calculer les moments des par-
ties re´elle et imaginaire. En effet, la dernie`re affirmation entraˆıne :
E[cos Φk] = 0 et E[sin Φk] = 0 (1.41)
E[cos Φk cos Φl] = E[sin Φk sin Φl] =
{
1
2
k = l
0 k 6= l . (1.42)
La combinaison de ces conditions avec les hypothe`ses d’inde´pendance permet d’ob-
tenir les moments d’ordre un.
E[z<] =
N∑
k=1
E[ak]E[cos Φk] = 0 (1.43)
et
E[z=] =
N∑
k=1
E[ak]E[sin Φk] = 0 (1.44)
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L’hypothe`se sur la distribution des amplitudes donne les moments d’ordre deux :
E[z2<] =
N∑
k=1
N∑
l=1
E[akal]E[cos Φk cos Φl] =
1
2
N∑
k=1
E[a2k] =
N
2
E[a2] (1.45)
et
E[z2=] =
N∑
k=1
N∑
l=1
E[akal]E[sin Φk sin Φl] =
1
2
N∑
k=1
E[a2k] =
N
2
E[a2] (1.46)
ainsi que la corre´lation :
E[z<Z=] =
N∑
k=1
N∑
l=1
E[akal]E[cos Φk sin Φl] = 0. (1.47)
De plus, le nombre de diffuseurs e´tant suppose´ grand, les parties re´elles et ima-
ginaires sont les sommes d’un grand nombre de variables ale´atoires identiquement
distribue´es et l’application du the´ore`me de la limite centrale [Pap91] nous permet
d’affirmer que leur distribution est normale. Si l’on pose x = z< et y = z=, alors les
densite´s de probabilite´s de x et y sont :
px(x) =
1√
2piσ2x
exp
(
− x
2
2σ2x
)
(1.48)
et
py(y) =
1√
2piσ2y
exp
(
− y
2
2σ2y
)
(1.49)
ou`
σ2x = σ
2
y =
N
2
E[a2]. (1.50)
Si l’on de´finit σ = NE[a2] la re´flectivite´ du pixel, alors les variables x et y e´tant
de´corre´le´es, leur distribution conjointe conditionnellement a cette re´flectivite´ est le
produit px(x)py(y) :
px,y(x, y|σ) = 1
piσ
exp
(
−x
2 + y2
σ
)
(1.51)
ou` l’amplitude complexe du pixel conside´re´ est z = x+ jy.
1.3.2 Statistiques de l’amplitude et de la phase
A partir de la densite´ conjointe des parties re´elle et imaginaire, il est possible de cal-
culer la densite´ de probabilite´ de l’amplitude A = |z| et de la phase φ = arg (z) en uti-
lisant la relation z = A exp (−jφ) et l’on peut montrer que pz(A, φ|σ) = pA(A|σ)pφ(φ)
[UHA88]. La phase est uniforme´ment distribue´e entre −pi et pi :
pφ(φ) =
1
2pi
φ ∈ [−pi, pi] (1.52)
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Fig. 1.4: Illustration de la marche ale´atoire dans le plan complexe aboutissant au phe´nome`ne
de speckle : le vecteur repre´sentant l’amplitude complexe est obtenu par sommation des
contributions des diffe´rents diffuseurs pre´sents dans la cellule de re´solution.
et l’amplitude suit une loi de Rayleigh :
pA(A|σ) = 2A
σ
exp
(
−A
2
σ
)
A ≤ 0. (1.53)
On peut donc constater que seule l’amplitude A contient une information exploitable
a priori sur les diffuseurs pre´sents dans la cellule de re´solution. Les moments d’ordre
m de la loi de Rayleigh s’e´crivent :
E[Am] = Γ
(m
2
+ 1
)
σ
m
2 . (1.54)
La moyenne de l’image d’amplitude d’une sce`ne de re´flectivite´ σ est donc
µA =
1
2
√
piσ (1.55)
et sa variance
σ2A =
(
1− pi
4
)
σ. (1.56)
Une statistique commune´ment utilise´e pour ce type de loi est le coefficient de variation
en amplitude qui est l’e´cart-type normalise´ par la moyenne :
CVA =
σA
µA
=
√
pi
4
− 1 ≈ 0, 553. (1.57)
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1.3.3 Statistiques de l’intensite´
1.3.3.1 Donne´es mono-vue
Il est souvent commode de visualiser et de travailler sur l’intensite´ des images SAR,
qui est le carre´ de l’amplitude c’est a` dire I = A2 = zz∗, ou` ∗ de´note le complexe
conjugue´. On obtient par changement de variable la loi de l’intensite´ qui est une
distribution exponentielle :
pI(I|σ) = 1
σ
exp
(
− I
σ
)
. (1.58)
et dont les moments d’ordre m sont :
E[Am] = Γ (m + 1)σm. (1.59)
La moyenne de l’intensite´ est alors directement la re´flectivite´ :
µI = σ, (1.60)
et la variance
σ2I = σ
2. (1.61)
Cette distribution peut aussi eˆtre caracte´rise´e par son coefficient de variation en in-
tensite´ puisque :
CVI =
σI
µI
= 1. (1.62)
Les courbes des lois statistiques des donne´es mono-vues pour une valeur de re´flec-
tivite´ moyenne donne´e sont trace´es sur la figure 1.5.
Le mode`le du speckle multiplicatif : Pour une zone homoge`ne de re´flectivite´ σ,
nous avons montre´ que la valeur moyenne et l’e´cart-type de l’intensite´ e´taient tous
deux e´gaux a` σ. Cette proprie´te´ inte´ressante des images SAR permet de de´composer
leur intensite´ comme le produit de deux variables :
I = σF. (1.63)
La variable F repre´sente le speckle dont la distribution est une loi exponentielle de
moyenne et variance unitaires µF = 1 et σ
2
F = 1. La variable σ est quand a` elle lie´e aux
proprie´te´s physiques et repre´sente la partie de´terministe de l’image, que l’on cherche
a` estimer.
Ceci explique le fait que le speckle soit couramment interpre´te´ comme un bruit
multiplicatif, bien qu’il soit intrinse`quement lie´ au processus physique de la re´trodif-
fusion, et donc de´terministe dans l’absolu.
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1.3.3.2 Donne´es multi-vues
Nous avons vu pre´ce´demment l’intensite´ d’une image SAR e´tait fortement affecte´e
par un bruit de nature multiplicative appele´ speckle. Afin de re´duire la variance de
l’intensite´, il est courant de pratiquer une moyenne incohe´rente, c’est a` dire sur l’in-
tensite´, de L e´chantillons inde´pendants. Plusieurs me´thodes existent pour cela : si l’on
posse`de plusieurs vues successives de la sce`ne, on peut re´aliser cette moyenne sans
perte de re´solution. Dans le cas ou` l’on ne posse`de qu’une seule image, la moyenne
peut eˆtre effectue´e dans le domaine spatial en sommant L e´chantillons voisins, ou bien
dans le domaine fre´quentiel par sommation de sous-spectres inde´pendants.
Chaque pixel de l’image multi-vue re´sulte de la sommation incohe´rente de L pixels
inde´pendants dont chacun suit une loi exponentielle :
I¯ =
1
L
L∑
l=1
Il. (1.64)
L’image multi-vue suit alors une loi Gamma :
pI¯(I¯|σ) =
1
Γ(L)
(
L
σ
)L
exp
(
−LI¯
σ
)
I¯L−1 (1.65)
dont les moments s’expriment :
E[Im] =
Γ(L +m)LmΓ(L)
σ
m
. (1.66)
La moyenne de l’image multi-vue est alors :
µI¯ = σ (1.67)
et la variance :
σ2I¯ =
σ2
L
. (1.68)
Le coefficient de variation devient :
CVI¯ =
σI¯
µI¯
=
1√
L
. (1.69)
La variance de l’intensite´ multi-vues est donc re´duite d’un facteur L par rapport
a` l’intensite´ mono-vue. La figure 1.6 repre´sente des trace´s de la loi Gamma pour
diffe´rentes valeurs du parame`tre L.
1.3.4 Statistiques d’ordre deux : corre´lation spatiale
1.3.4.1 Corre´lation spatiale de l’amplitude complexe
Nous avons e´tudie´ pre´ce´demment le comportement statistique de l’image SAR en
conside´rant les me´canismes intervenant dans une cellule de re´solution. Cependant,
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Fig. 1.5: Distributions relatives aux images mono-vues pour une re´flectivite´ σ = 10 : (a)
partie re´elle et (b) partie imaginaire de l’amplitude complexe, (c) amplitude, (d) intensite´.
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Fig. 1.6: Exemples de trace´s de la distribution Gamma pour une image de re´flectivite´ σ = 10
et des nombres de vues de L = 4, L = 8 et L = 16.
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l’e´quation 1.35 mode´lise la re´ponse du SAR comme la convolution spatiale de la den-
site´ de re´flectivite´ avec la re´ponse impusionnelle du syste`me SAR. Cette re´ponse im-
pulsionnelle introduit donc entre les cellules de re´solution une corre´lation spatiale qui
pourra eˆtre e´tudie´e a` travers les statistiques d’ordre deux et plus particulie`rement
l’autocorre´lation complexe bidimensionnelle qui, dans l’hypothe´se de stationnarite´ du
signal, est donne´e par l’expression :
Rz(∆x,∆y) = E(z
∗(x, y)z(x+ ∆x, y + ∆y)) (1.70)
En introduisant l’expression de l’amplitude complexe donne´e par 1.35, il vient :
Rz(∆x,∆y) = σ
∫ ∞
−∞
∫ ∞
−∞
h∗(u, v)h(u−∆x, v −∆y)dudv (1.71)
ou` l’on peut de´finir la corre´lation complexe du speckle :
Rh(∆x,∆y) =
∫ ∞
−∞
∫ ∞
−∞
h∗(u, v)h(u−∆x, v −∆y)dudv (1.72)
Il est a` remarquer que l’expression de cette corre´lation complexe est entie`rement de´-
termine´ par la fonction de transfert h du SAR, et ne donne aucune information sup-
ple´mentaire sur les proprie´te´s statistiques du milieu. Ceci est vrai pour une zone
homoge`ne, c’est a` dire dont la re´flectivite´ est constante. Dans le cas ou` la zone n’est
plus homoge`ne, la corre´lation de la re´flectivite´ est a` prendre en compte et l’expression
devient plus complique´e.
1.3.4.2 Corre´lation spatiale de l’intensite´
L’intensite´ I e´tant le module au carre´ de la re´flectivite´ complexe Z, sa corre´lation
spatiale peut aussi eˆtre obtenue puisque l’on peut montrer [Goo84] que pour des
amplitudes complexes gaussiennes circulaires, les deux corre´lations sont lie´es par la
relation :
RI(∆x,∆y) = σ
2 + |Rz(∆x,∆y)|2 (1.73)
et pour une ouverture d’antenne carre´e uniforme cette autocorre´lation est [Dai75] :
RI(∆x,∆y) = σ
2
[
1 + sinc2
(
∆x
rx
)
sinc2
(
∆y
ry
)]
(1.74)
ou` rx et ry sont les re´solutions spatiales en x et y du capteur. De meˆme l’expression de
la corre´lation spatiale pour une image L vues est donne´es dans [UKBW86] en fonction
de la corre´lation mono-vue :
RI(∆x,∆y;L) =
1
L
[
RI(∆x,∆y) + σ
2(L− 1)] (1.75)
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1.3.4.3 Distribution conjointe de N amplitudes complexes
Nous se´parons cette partie de celle traitant de la corre´lation spatiale, car la distribution
conjointe pre´sente´es ci-dessous est plus ge´ne´rale puisqu’elle permet de de´crire aussi
bien des variables corre´le´es spatialement que des donne´es SAR multi-canal, comme
par exemple les donne´es polarime´triques.
On conside`re ici N amplitudes complexes corre´le´es ordonne´es dans un vecteur
complexe z. Dans le cas du mode`le de speckle pleinement de´veloppe´, chacune des
composantes du vecteur est une variable ale´atoire gaussienne centre´e. La distribu-
tion conjointe de ce vecteur de dimension N est alors une loi gaussienne multivarie´es
complexe circulaire :
pz(z) =
1
piN |Cz| exp (−z
∗C−1
z
z) (1.76)
ou` Cz = E[zz
∗] est la matrice de covariance du vecteur complexe z.
1.4 Donne´es polarime´triques
La te´le´de´tection SAR polarime´trique est l’e´tude de la re´ponse e´lectromagne´tique d’une
cible ou d’un milieu naturel a` un signal SAR polarise´ incident. La polarisation d’une
onde diffuse´e est tre`s fortement lie´e aux caracte´ristiques ge´ome´triques et a` la structure
physique intrinse`que de la cible observe´e.
Le syste`me SAR e´met une onde plane polarise´e et conside´re´e monochromatique
donc le champ e´lectrique peut s’exprimer comme une fonction du temps t et de la
direction de propagation z sous la forme complexe :
~E(z, t) = <e
[
E0xe
j(ωt−kz+δx)
E0ye
j(ωt−kz+δy)
]
= <e
[
ej(ωt−kz)
E0xe
jδx
E0ye
jδy
]
(1.77)
ou` ω est la fre´quence angulaire, k le nombre d’onde, δx et δy les phases absolues des
deux composantes. Les parame`tres lie´s au temps et a` l’axe de propagation n’apportant
pas d’information sur l’e´tat de polarisation de l’onde, on utilise souvent le vecteur de
Jones de l’onde qui s’exprime :
~E =
[
Ex
Ey
]
=
[
E0xe
jδx
E0ye
jδy
]
. (1.78)
La polarime´trie e´tudie le changement d’e´tat de polarisation entre l’onde incidente
~Ei et l’onde rec¸ue
~Es par le SAR qui peut s’exprimer [PS92], dans la base de polari-
sation line´aire horizontale/verticale HV souvent utilise´e, par la relation :
~Es = [S] ~Ei =
[
SHH SHV
SV H SV V
]
~Ei (1.79)
ou` [S] est appele´e matrice de diffusion cohe´rente ou matrice de Sinclair.
24 ge´ne´ralite´s sur les images sar
La puissance totale associe´e a` une cible, ou span, sera alors de´finie par :
span = |SHH |2 + |SHV |2 + |SV H |2 + |SV V |2. (1.80)
En configuration monostatique, c’est a` dire lorsque l’e´metteur et le re´cepteur sont a` la
meˆme position, la matrice est syme´trique par principe de re´ciprocite´, |SHV | = |SV H |.
L’information de phase absolue e´tant souvent difficile a` exploiter pour des cibles
fluctuantes, des repre´sentations incohe´rentes sont souvent utilise´es pour repre´senter
l’information. L’une d’elles est la matrice de covariance polarime´trique qui s’exprime
[CP96] :
[C] =
 〈SHHS∗HH〉 √2〈SHHS∗HV 〉 〈SHHS∗V V 〉√2〈SHV S∗HH〉 2〈SHV S∗HV 〉 √2〈SHV S∗V V 〉
〈SV V S∗HH〉
√
2〈SV V S∗HV 〉 〈SV V S∗V V 〉
 (1.81)
ou` 〈.〉 repre´sente l’ope´ration de moyenne spatiale et le coefficient 2 permet d’assurer
la relation span = Trace[C]
1.5 Conclusion
Dans ce chapitre nous avons pre´sente´ les bases de l’imagerie SAR permettant d’ap-
pre´hender la nature des images forme´es par ce type de syste`me. Les statistiques des
images SAR sont fortement lie´es a` la nature physique de l’interaction entre l’onde
e´lectromagne´tique e´mise par le SAR et le milieu image´. Ainsi, il a e´te´ montre´ que
les donne´es e´taient fortement affecte´es par un bruit de nature multiplicative nomme´
speckle et pouvaient eˆtre de´crites par leur re´flectivite´ moyenne. Afin de re´duire la
variance des observations, une ope´ration de moyenne nomme´e multi-vue et effectue´e
dans le domaine spatial ou fre´quentiel peut eˆtre ne´cessaire. Les implications de cette
ope´ration sur la statistique ont e´te´ donne´es. Il a aussi e´te´ montre´ que les statistiques
d’ordre deux de´crivaient les interactions entre pixels voisins induites par la fonction
de transfert du SAR. Enfin, la nature des donne´es polarime´triques a e´te´ brie`vement
aborde´e, avec l’introduction des matrices de re´trodiffusion cohe´rente et de covariance
polarime´trique.
Chapitre 2
Ge´ne´ralite´s sur l’analyse de texture
2.1 Introduction
L’analyse de texture dans le domaine de la vision est, depuis de quelques dizaines an-
ne´es, l’objet de nombreuses e´tudes. Les applications peuvent prendre des formes tre`s
diverses, de la reconnaissance pour des syste`mes de vision «intelligents» a` l’estimation
de l’orientation d’une surface en passant par la de´tection de de´fauts dans des mate´-
riaux. En ce qui concerne les images SAR, l’e´tat de l’art est nettement moins avance´
du fait de la spe´cificite´ de ce type de donne´es [Maˆı01] et de la ne´cessite´ d’adapter les
algorithmes classiques a` ces donne´es. Ne´anmoins, en plus de me´thodes d’analyse spe´-
cifiquement de´veloppe´es pour les images SAR, un certain nombre de me´thodes issues
du traitement d’image classique ont e´te´ importe´es avec succe`s.
Apre`s une introduction a` la notion de texture, nous pre´sentons dans ce chapitre
une se´lection des me´thodes d’analyse de texture issues du traitement des images et de
la vision par ordinateur qui ont e´te´ applique´es avec succe`s aux images SAR. Le but
de cette pre´sentation n’est pas de faire une liste exhaustive de toutes les me´thodes
existant en traitement d’images (nous renvoyons pour cela le lecteur a` des ouvrages
tels que [Maˆı03], [CP95]), mais plutoˆt de pre´senter les me´thodes ge´ne´rales ayant mo-
tive´ notre approche. En premier lieu, nous pre´sentons la matrice de cooccurence qui
est l’un des outils les plus populaires pour la caracte´risation de texture. Puis la carac-
te´risation dans le domaine de Fourier est pre´sente´e, logiquement suivie des me´thodes
de type ondelettes et temps-fre´quence. Quelques sche´mas ge´ne´raux d’exploitation de
l’information obtenue par ces me´thodes sont enfin de´crites.
La deuxie`me partie du chapitre porte sur l’analyse de la texture spe´cifique a` l’in-
tensite´ des images SAR. Tout d’abord le mode`le produit e´tendu aux zones non ho-
moge`nes est pre´sente´ et les statistiques de´coulant de ce mode`le sont introduites. Puis
nous pre´sentons les estimateurs statistiques d’ordre un commune´ment utilise´s pour
la quantification de la texture. Enfin, une bre`ve description des hypothe`ses et des
mode`les ge´ne´ralement employe´s pour les statistiques d’ordre deux sont de´crits.
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2.2 Analyse de la texture en traitement d’image
2.2.1 De´finitions de la texture
Il n’existe pas, dans les domaines du traitement des images et de la vision, de de´fi-
nition universelle de la texture. S’il est aise´ment possible d’en donner une de´finition
intuitive, il est difficile de trouver une formulation mathe´matique pour une notion
aussi subjective, puisque relative a` la perception visuelle de l’eˆtre humain et pouvant
eˆtre diffe´rente d’un individu a` l’autre. On peut, malgre´ cette absence de de´finition
unique, e´noncer quelques principes permettant de mieux cerner cette notion :
– La texture est lie´e a` l’arrangement spatial des niveaux de gris dans l’image.
– Une zone texture´e est conside´re´e comme un tout par le syste`me psychovisuel
et peut donc eˆtre qualifie´e de zone “homoge`ne”. L’homoge´ne´ite´ se traduit alors
par l’invariance de certains parame`tres (par exemple statistiques) sur la zone
conside´re´e.
– La texture est fortement lie´e a` la notion d’e´chelle. En effet, il est possible qu’une
re´gion soit vue comme he´te´roge`ne a` une e´chelle et homoge`ne a` une autre. Pre-
nons l’exemple d’un parterre d’herbe : a` petite e´chelle on observe les brins
d’herbe qui sont des structures et forment des he´te´roge´ne´ite´s. A grande e´chelle
l’ensemble des brins est vu comme un tout formant une texture.
– Une texture peut eˆtre structure´e ou a` caracte`re ale´atoire et constitue´e ou non de
primitives, c’est a` dire de structures e´le´mentaires. Pour la pelouse, le brin d’herbe
est la primitive, mais l’agencement des brins ne posse`de pas de pe´riodicite´, et
est donc ale´atoire. Un mur de briques posse`de une structure pe´riodique. Vu de
loin, du sable ne posse´dera pas de structure apparente, ni de primitive et sera
donc vu comme une texture purement ale´atoire.
Les figures 2.1 et 2.2 pre´sentent des exemples de textures structure´es, pe´riodiques et
ale´atoires. La figure 2.3 illustre la notion d’e´chelle.
Diffe´rentes de´finitions de texture peuvent eˆtre trouve´es dans [TMY78, Skl78, Har79,
RP74, ZK81, Haw70].
Il existe une grand nombre de me´thodes permettant d’analyser la texture, mais il
est cependant possible de se´parer ces me´thodes en plusieurs grandes cate´gories :
– Les me´thodes dites statistiques sont base´es sur l’e´tude d’une ou` plusieurs sta-
tistiques calcule´es sur les niveaux de gris ou le placement des primitives. (ex :
matrices de cooccurrence, cooccurrence ge´ne´ralise´e. . . )
– Les me´thodes structurelles prennent en compte les proprie´te´s ge´ome´triques de
la texture. (ex : moments ge´ome´triques de re´gions. . . )
– Les me´thodes base´es sur un mode`le dont on estime les parame`tres. (ex : mode`les
ARMA, champs de Markov, repre´sentations fractales. . . )
– Les me´thodes ou` l’information est repre´sente´e et traite´e dans un domaine trans-
forme´ (ex : transforme´e de Fourier, DCT, ondelettes, filtrage de Gabor. . . )
Ces cate´gories ne sont pas strictes et souvent une me´thode appartient a` plusieurs
d’entre elles, comme par exemple les champs de Markov, qui font a` la fois partie
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des me´thodes statistiques et des me´thodes base´es sur un mode`le. Il est bien entendu
possible de combiner entre elles ces diffe´rentes approches.
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Fig. 2.1: Exemples de textures extraites de la base de donne´es de re´fe´rence de Brodatz
[Bro66] et pre´sentant une structure pe´riodique. Textures «Brick»(a) et «Woolen» (b).
Dans [Maˆı03] un sche´ma ge´ne´ral pour l’analyse de texture est propose´ :
1. On de´finit un voisinage νij pour tout pixel (i, j) (feneˆtre carre´e ou non, avec
ponde´ration spatiale ou non.)
2. On mesure une ou plusieurs proprie´te´s sur νi,j pour chaque pixel (i, j). Ces
proprie´te´s sont les attributs de la texture a` la position (i, j)
3. On effectue le post-traitement de´sire´ (classification ou` segmentation), avec une
e´ventuelle pre´alable re´duction de dimension de l’espace des attributs (me´thodes
de type analyse en composantes principales.)
2.2.2 Les matrices de cooccurrence
La matrice de cooccurrence est l’un des outils les plus utilise´s en analyse de texture
et en particulier pour l’application de classification. En effet la quantite´ conse´quente
d’information extraite par cette me´thode fait qu’elle permet une combinaison aise´e
avec les me´thodes de type fouille de donne´es et de clustering (agre´gation).
Parce qu’elle fait intervenir des couples de pixels dans l’image, la cooccurrence
est relative aux statistiques d’ordre deux. Chaque entre´e de la matrice est en fait la
fre´quence relative d’apparition des niveaux de gris i et j pour chaque paire (s, t) de
pixels se´pare´s par le vecteur translation d. La de´finiton formelle de la cooccurrence
est :
Pd(i, j) = |{(s, t) : I(s) = i, I(t) = j}| (2.1)
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Fig. 2.2: Exemples de textures pre´sentant des structures de type ale´atoire. La texture
«Grass» pre´sente une structure tre`s ale´atoire (a), alors que la texture «Straw» posse`de loca-
lement une structure oriente´e (b). On peut de´finir des primitives pour les textures «Plastic
bubbles» (c) et «Bark»(d), mais ces dernie`res ne posse`dent pas a` proprement parler de
structure pe´riodique.
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Fig. 2.3: Illustration de la notion d’e´chelle : a` une e´chelle grossie`re, l’on peut observer
une certaine re´gularite´ dans l’agencement des primitives (ici, les briques) (a), alors qu’un
agrandissement de l’une de ces primitives montre une structure de´sordonne´e (b). La texture
ne peut ainsi eˆtre identifie´e par le syste`me cognitif humain que prise dans son ensemble.
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Fig. 2.4: Exemples de matrices de cooccurrences repre´sente´es pour les textures «Brick»
(gauche) et «Plastic bubbles» (droite), pour un vecteur de´placement d = [0, 1]T .
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ou` l’ope´rateur |.| repre´sente la cardinalite´ d’un ensemble discret, et I(u) l’intensite´
du pixel a` la position u = (x, y). La quantite´ d’information est donc importante
puisqu’une matrice est de´finie pour chaque couple de positions s et t. On peut en
outre noter le fait que la cooccurrence est de´finie pour une image quantifie´e et que
le nombre d’entre´es de cette matrice est e´gal au carre´ du nombre de niveaux de
quantification de l’image.
Ge´ne´ralement, le vecteur d est parame´tre´ par sa longueur d et par l’angle θ forme´
avec un axe de re´fe´rence, ce qui permet d’analyser les caracte´ristiques de la texture
pour diffe´rentes orientations. Cependant, pour des raisons de complexite´, on ne calcule
la cooccurrence que pour quelques valeurs de θ, et ge´ne´ralement, la longueur d est prise
e´gale a` 1. La figure 2.5 repre´sente quelques configurations usuelles pour le calcul de
la cooccurrence.
Fig. 2.5: Exemples de directions et de paires de pixels utilise´es pour calculer la cooccurrence.
Le pixel central (en noir) peut eˆtre associe´ a` l’un des pixels pe´riphe´riques (blancs). Les
matrices sont en ge´ne´ral calcule´es pour un nombre restreint de vecteurs de´placement, en
raison du nombre important de combinaisons possibles.
Afin de re´duire encore l’information a` traiter, on pourra syme´triser la matrice
en faisant la moyenne des cooccurrences pour des directions oppose´es. La matrice
syme´trique sera donc P = Pd + P−d. Une possibilite´ supple´mentaire de re´duire la
complexite´ est de supposer que la texture est isotrope, c’est a` dire que ses proprie´te´s
sont inde´pendantes de l’angle θ, ce qui permet de faire la moyennes des cooccurrences
sur l’ensemble des orientations.
Malgre´ ces simplifications, la quantite´ d’information contenue dans les matrices
de cooccurrence reste importante et difficilement manipulable telle quelle. C’est pour
cette raison que Haralick [HSD73, Har79] propose 14 indices permettant de quantifier
les caracte´ristiques de la texture. Ces indices sont re´pertorie´s dans le tableau 2.1
La caracte´risation de texture par matrices de cooccurrence a e´te´ applique´e aux
images SAR [UKBW86] et s’est notamment re´ve´le´e efficace pour la classification de
zones de glace [BL91, Cla01, Sho90, ST99].
Pour des images offrant une dynamique e´leve´e, le choix du type de quantification
(line´aire ou logarithmique, par exemple) ainsi que le nombre de niveaux est crucial.
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Tab. 2.1: Exemples d’indices de Haralick couramment utilise´s
Nom de l’indice Formule
Energie
∑
i
∑
j P
2
d
(i, j)
Entropie −∑i∑j Pd(i, j) logPd(i, j)
Contraste
∑
i
∑
j(i− j)2Pd(i, j)
Homoge´ne´ite´
∑
i
∑
j
Pd(i,j)
1+|i−j|
Correlation 1
σxσy
∑
i
∑
j(i− µx)(j − µy)Pd(i, j)
Les parame`tres de Haralick e´tant fortement corre´le´s entre eux, il convient de choisir
un sous ensemble des attributs les plus pertinents, selon l’application de´sire´e.
Dans le cas des images SAR, l’inconve´nient principal de la matrice de cooccurence
est la quantite´ d’information qu’elle transporte. En effet, le volume de donne´es a` trai-
ter est en ge´ne´ral tre`s important et a` plus forte raison avec l’ave`nement des me´thodes
utilisant des images multi-dimensionnelles (polarime´triques, interfe´rome´triques, muti-
fre´quentielles, etc.). L’information contenue dans les matrices est difficilement exploi-
table par un utilisateur et doit eˆtre simplifie´e par des me´thodes automatiques de type
classification. Deux exemples de telles matrices sont repre´sente´s sur la figure 2.4.
2.2.3 Analyse fre´quentielle de la texture par transforme´e de Fou-
rier
Il a e´te´ vu que la matrice de cooccurrence prenait en compte les caracte´ristiques
spatiales de la texture. Le parame`tre d’autocorre´lation permet de quantifier le degre´
de de´pendance line´aire entre deux pixels, en fonction du vecteur de´placement. Ce
parame`tre est de´fini, dans le cas d’un signal stationnaire et pour l’e´cart (p, q), par la
relation :
R(p, q) = E[I(m,n)I(m + p, n+ q)] (2.2)
et peut eˆtre estime´ par une moyenne spatiale sous l’hypothe`se d’ergodicite´ du signal
puisqu’en limite on a :
R(p, q) = lim
M,N→∞
1
(2M + 1)(2N + 1)
+M∑
m=−M
+N∑
n=−N
I(m,n)I(m+ p, n+ q) (2.3)
Une autre approche consiste a` e´tudier le contenu fre´quentiel de la texture en for-
mant sa densite´ spectrale de puissance, c’est a` dire la transforme´e de Fourier de son
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autocorre´lation, qui s’exprime pour un signal 2D discret :
S(u, v) =
+∞∑
p=−∞
+∞∑
q=−∞
R(p, q) exp (−2pij(pu+ qv)) (2.4)
dont une estime´e pour un signal ergodique est le pe´riodogramme :
Pˆ =
1
(2M + 1)(2N + 1)
∣∣∣∣∣
+M∑
m=−M
+N∑
n=−N
w(m,n)I(m,n) exp (−2pij(mu+ nv))
∣∣∣∣∣
2
(2.5)
ou` w(m,n) est une feneˆtre de ponde´ration destine´e a` re´duire les lobes secondaires
introduits par le feneˆtrage carre´.
La densite´ spectrale de puissance, contrairement a` la transforme´e de Fourier de
l’image ne de´pend pas de la phase, qui est plus difficile a` interpre´ter. Elle repre´sente
l’e´nergie contenue dans les diffe´rentes composantes fre´quentielles de l’image. On peut
voir des exemples d’autocorre´lations estime´es sur quelques textures et leurs spectres
correspondants sur la figure 2.6.
Dans le cas de textures pe´riodiques, il est souvent plus aise´ d’extraire la pe´-
riode dans le domaine transforme´. Une me´thode pour de´finir des attributs de texture
consiste a` sommer l’e´nergie sur des re´gions du domaine spectral. On peut voir des
exemples de partitionnement sur la figure 2.7.
L’analyse de Fourier utilise´e seule ne fournit pas une description suffisante de la
texture dans les images SAR en raison de son incapacite´ a` localiser les transitoires
contenus dans les images. De plus le spectre de l’intensite´ est ge´ne´ralement peu ex-
ploitable directement en raison de la pre´sence de speckle qui perturbe fortement les
valeurs de son estime´e sur une re´alisation unique de l’image.
2.2.4 Analyse temps-fre´quence et filtrage de Gabor
2.2.4.1 Transforme´e de Fourier a` court terme
Si l’on veut analyser le contenu fre´quentiel d’une image contenant plusieurs textures
diffe´rentes, on doit introduire la notion de spectre local. La voie la plus directe, his-
toriquement introduite par Gabor [Gab46] pour des signaux 1D temporels, consiste a`
calculer la transforme´e de Fourier a` chaque position t0 sur une portion du signal f(t),
ponde´re´e par une feneˆtre w(t) :
Sf(f, t0) =
∫ +∞
−∞
f(t)w(t− t0)exp(−2pijft)dt. (2.6)
Les re´solutions en fre´quence et en temps, ∆f et ∆t, de´pendront des proprie´te´s tem-
porelles et fre´quentielles de la fonction de ponde´ration choisie. La limite que l’on peut
atteindre est donne´e par l’ine´galite´ de Heisenberg :
∆t∆f ≥ 1
4pi
. (2.7)
Si la fonction w(t) est de forme gaussienne, alors cette ine´galite´ devient une e´galite´ et
l’inte´grale 2.6 sera appele´e transforme´e de Gabor.
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Fig. 2.6: Exemples d’autocorre´lations (colonne de gauche) et de spectres (colonne de droite).
Texture «Brick» (a) et (b), texture «Straw» (c) et (d), texture «Grass» (e) et (f).
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Fig. 2.7: Exemples de partitions du plan fre´quence en secteurs angulaires afin d’e´tudier les
proprie´te´s d’orientation (a), en anneaux concentriques afin d’e´tudier le contenu fre´quentiel
(b).
2.2.4.2 Transforme´e en ondelettes et filtrage de Gabor
L’inconve´nient de la transforme´e de Fourier a` court terme est qu’une fois choisie la
fonction de ponde´ration w(t), les re´solutions fre´quentielle et temporelle sont fixes.
L’analyse de plusieurs types d’e´ve`nements, dont les e´chelles de temps sont diffe´rentes,
devient alors impossible avec une bonne re´solution pour chaque e´chelle. De plus cette
transforme´e est assez couˆteuse en puissance de calcul puisqu’il faut calculer une trans-
forme´e de Fourier en chaque point du signal.
Les ondelettes sont des familles de fonctions re´elles ou complexes qui permettent
de pallier ces inconve´nients. Ce sont des fonctions oscillantes qui sont construites par
translation et dilatation/contraction d’une ondelette de base Ψ(t) appele´e «ondelette
me`re». De plus ces fonctions sont de moyenne nulle :∫ +∞
−∞
Ψ(t)dt = 0 (2.8)
et de norme unitaire : ∫ +∞
−∞
|Ψ(t)|2dt = 1 (2.9)
La transforme´e en ondelette est une fonction du temps et de l’e´chelle obtenue par
projection du signal sur la famille de fonctions ondelettes :
Wf(u, s) =
1√
s
∫ +∞
−∞
f(t)Ψ∗
(
t− u
s
)
dt (2.10)
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Fig. 2.8: Exemples d’ondelettes base´es sur les de´rive´es premie`re (a) et seconde (b) de gaus-
sienne.
ou` les variables u et s repre´sentent la position temporelle et l’e´chelle. On pourra noter
Ψs(u) = 1/
√
(s)Ψ ((t− u/s)) est la version translate´e et dilate´e de l’ondelette me`re
Ψ(u), et ∗ de´note le complexe conjugue´.
La transforme´e en ondelette est souvent cite´e dans le cadre des me´thodes d’analyse
par filtrage line´aire et par bancs de filtres, puisqu’on peut la re´e´crire comme une
convolution :
Wf(u, s) = f ∗Ψs(u) (2.11)
avec
Ψs(t) =
1√
s
Ψ∗
(−t
s
)
. (2.12)
La figure 2.8 montre deux exemples bien connus de fonctions utilise´es pour la trans-
forme´e en ondelettes.
La transforme´e en ondelettes peut eˆtre e´tendue au cas des signaux bidimension-
nels et Mallat, dans son ouvrage [Mal98] (p. 156), de´crit une me´thode d’analyse de
texture utilisant K familles d’ondelettes dyadiques {Ψk}k=1,··· ,K., c’est a` dire dont
les e´chelles sont des puissances entie`res de 2. Les versions dyadiques de l’ondelette
bidimensionnelle Ψk sont :
Ψk2j (x, y) =
1
2j
Ψk
( x
2j
,
y
2j
)
(2.13)
Un type d’ondelette en particulier tre`s employe´ dans le domaine est l’ondelette de
gabor :
Ψk(x, y) = g(x, y) exp (−2pijf0(x cos θk + y sin θk)) (2.14)
ou` l’index k de la famille de´termine une certaine orientation θk transverse aux oscil-
lations de fre´quence f0 et ou` la fonction g(x, y) est de forme gaussienne :
g(x, y) = exp
(
−1
2
(
x2
σ2
+
y2
σ2
))
. (2.15)
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La figure 2.9 repre´sente des exmeples d’ondelettes de Gabor pour quelques valeurs
des parame`tres de pe´riode spatiale et d’e´cart-type de la fonction de ponde´ration gaus-
sienne.
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Fig. 2.9: Exemples de filtres de Gabor pour diffe´rentes valeurs de l’e´cart-type σ de la gaus-
sienne et de la pe´riode des oscillations de la sinusoı¨de.
L’emploi de telles fonctions est justifie´ par le fait qu’elles fournissent de bonnes
approximations pour la mode´lisation des me´canismes biologiques de la vision [Dau80].
En outre, ces fonctions sont a` la fois se´lectives en fre´quence et en orientation, ce qui
permet de de´tecter dans une texture les orientations privile´gie´es des oscillations ainsi
que leurs e´chelles respectives. Le choix judicieux des angles θk permet de couvrir le
plan fre´quence de manie`re a` re´aliser une analyse similaire a` celle pre´sente´e en 2.2.3,
mais en incluant cette fois-ci la de´pendance spatiale recherche´e. Afin d’obtenir une
mesure de texture inde´pendante de la phase, on pourra calculer a` chaque position
u le module au carre´ de la transforme´e
∣∣W kf(u, 2j)∣∣2, c’est a` dire l’e´nergie dans un
voisinage de taille 2j de u. En appliquant ce filtrage pour les diffe´rents angles θk et
les e´chelles 2j, on obtiendra en chaque point un vecteur de mesures que l’on pourra
mettre en entre´e d’un classifieur.
Une autre me´thode d’analyse couramment utilise´e [BCG90, WHD96, RH99] pour
discriminer deux textures, consiste a` ope´rer un traitement non line´aire en sortie du
filtre, puis a` appliquer un filtre passe-bas.
Le filtre passe-bas sert a` diminuer les fluctuations de la sortie de manie`re a` pouvoir
effectuer un seuillage afin de choisir entre deux mode`les de texture. Des me´thodes plus
e´labore´es permettent de discriminer un plus grand nombre de textures en combinant
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Fig. 2.10: Attributs de texture par ondelettes
Image de Image
d’attributstexture
Filtre séléctif
h(k,l) f(.)
non−linéaire
Fonction Filtre Passe−bas
w(k,l)
Fig. 2.11: Illustration des me´thodes d’analyse de texture par filtrage : le signal passe tout
d’abord par un filtre se´lectif en fre´quence, souvent de nature de´rivative, puis a` travers un
filtre non-line´aire et est enfin lisse´ par un filtre passe-bas. L’utilisation de bancs de filtres
se´lectifs permet de de´finir diffe´rents attributs de texture.
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les sorties de plusieurs filtres, comme par exemple plusieurs familles d’ondelettes de
Gabor. Le filtrage passe-bas peut eˆtre vu comme une moyenne spatiale et donc comme
le calcul d’une statistique ponde´re´e spatialement de la sortie du premier filtre. Les
filtres de sortie commune´ment applique´s sont la feneˆtre carre´e ou` la feneˆtre gaussienne.
Ce traitement non-line´aire peut eˆtre par exemple le module, le carre´ ou bien une
sigmo¨ıde. Plusieurs me´thodes de classification par filtrage sont pre´sente´es et compare´es
dans [RH99]. Les figures 2.10 et 2.11 sche´matisent le principe de telles me´thodes de
formation d’images d’attributs.
2.3 L’analyse de la texture dans les images SAR
2.3.1 Le mode`le produit et la distribution en K
2.3.1.1 Le mode`le produit pour l’intensite´
Il a pre´ce´demment e´te´ vu que l’intensite´ SAR d’une zone homoge`ne pre´sentait d’un
pixel a` l’autre des variations importantes dues a` la fluctuation du nombre et de la
configuration des diffuseurs d’une cellule de re´solution a` une autre. Cependant, une
zone homoge`ne peut eˆtre caracte´rise´e par sa re´flectivite´ moyenne, grandeur statistique
relative au nombre moyen de diffuseurs pre´sents dans la cellule de re´solution. Or,
dans le cas ge´ne´ral, on peut constater que certaines zones pre´sentent des variations
spatiales de niveau moyen d’intensite´, a` une e´chelle supe´rieure a` celle de la cellule
de re´solution. Ceci est confirme´ par le fait que l’on mesure sur de telles zones un
coefficient de variation supe´rieur a` 1/
√
L.
Cette variabilite´ intrinse`que de la sce`ne repre´sente la texture. Il a e´te´ vu que l’in-
tensite´ d’une image SAR pouvait eˆtre mode´lise´e par le produit de la re´flectivite´ locale
et d’une variable ale´atoire correspondant au speckle. Afin de prendre en compte la tex-
ture intrinse`que de la sce`ne, une nouvelle de´composition a e´te´ introduite [UKBW86],
se´parant l’influence du speckle et de la texture :
I(x, y) = µIT (x, y)F (x, y) (2.16)
ou` la fonction T (x, y) repre´sente la variabilite´ spatiale de la re´flectivite´ σ autour de sa
valeur moyenne µI et F (x, y) le speckle. De plus T (x, y) et F (x, y) sont conside´re´es sta-
tistiquement inde´pendantes. Ce mode`le permet donc d’introduire, par l’interme´diaire
de la variable T une fluctuation du nombre de diffuseurs d’une cellule de re´solution a`
l’autre.
Cette de´composition permet donc d’identifier trois e´chelles distinctes. A l’e´chelle
la plus grossie`re, on trouve les diffe´rentes zones de l’image, de´limite´es par l’e´tendue
spatiale des milieux physiques et repre´sente´es par leur valeur moyenne µI . A l’e´chelle
la plus fine, on trouve le speckle F , responsable des fluctuations d’une cellule a` l’autre.
Enfin, l’e´chelle interme´diaire T repre´sente la variabilite´ intrinse`que de la re´flectivite´
du milieu, c’est a` dire la texture. Cette de´composition est illustre´e par la figure 2.12
Dans le cas ge´ne´ral, puisqu’on ne dispose pas d’a priori sur la structure spatiale
de T et que les milieux naturels ont dans la plupart des cas des proprie´te´s ale´atoires,
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Fig. 2.12: Illustration du mode`le produit : l’image (a) repre´sente deux zones texture´es qui
sont caracte´rise´es par leur valeur moyenne (b) et leur texture (c) c’est-a`-dire les variations
dont l’e´chelle spatiale est supe´rieure a` celle du speckle (d).
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cette fonction est mode´lise´e par une variable ale´atoire de l’espace. De meˆme que le
speckle, la texture sera caracte´rise´e par ses proprie´te´s statistiques.
Pour l’estimation de la texture, l’image sera balaye´e par une feneˆtre glissante et
les statistiques locales seront calcule´es pour chaque position, en supposant que les
proprie´te´s statistiques sont stationnaires et ergodiques a` l’inte´rieur de la feneˆtre. Les
espe´rances mathe´matiques pourront donc eˆtres estime´es par des moyennes spatiales.
2.3.1.2 La distribution en K
Le mode`le pre´sente´ pre´ce´demment permet de tenir compte a` la fois du speckle et de
l’influence de la texture sur l’intensite´, mais ne pre´suppose pas de mode`le pour la tex-
ture. Des e´tudes sur la re´trodiffusion par la mer [War81, War82], puis pour d’autres
types de milieux [Jao84] ont montre´ que les fluctuations de re´flectivite´ moyenne pou-
vaient eˆtre mode´lise´es par une loi gamma de parame`tre de forme ν et de valeur
moyenne σ :
p(σ) =
σν−1
Γ(ν)
(
ν
〈σ〉
)ν
exp
(
− νσ〈σ〉
)
(2.17)
ou` 〈.〉 repre´sente l’espe´rance et Γ(.) est la fonction Gamma. Connaissant la loi de
l’intensite´ I pour une nombre L de vues conditionnellement a` σ, il est alors possible
de de´river la densite´ de probabilite´ de l’ensemble en utilisant la re`gle de composition
des densite´s :
p(I) =
∫ ∞
0
p(I|σ)p(σ)dσ (2.18)
ou` la loi conditionnelle associe´e au speckle suit aussi une loi Gamma :
p(I|σ) = 1
Γ(L)
(
L
σ
)L
IL−1 exp
(
−νσ
σ
)
. (2.19)
La densite´ ainsi obtenue est appele´e distribution en K [JP78, Jak80] et s’exprime :
p(I) =
2
I
(
LνI
〈I〉
)L+ν
1
Γ(L)Γ(ν)
Kν−L
(
2
(
LνI
〈I〉
)1/2)
(2.20)
ou` K est la fonction de Bessel modifie´e de seconde espe`ce. La figure 2.13 repre´sente des
trace´s de cette loi pour diffe´rentes valeurs du parame`tre de forme ν. On peut mettre
en correspondance les parame`tres de la loi K avec le mode`le produit 2.16 pre´sente´
pre´ce´demment. En effet, 〈I〉 correspond a` l’intensite´ moyenne µI et la variance du
speckle F est 1/L. Le parame`tre ν est quand a` lui appele´ parame`tre de forme de la
distribution et est relatif aux moments de la variable T . Quand ν →∞, la distribution
tend vers une loi Gamma et l’on retrouve les statistiques d’une zone homoge`ne. Les
moments de cette distribution sont donne´s par :
〈IM〉 = 〈I〉M Γ(L +m)Γ(ν +m)
LmνmΓ(L)Γ(ν)
(2.21)
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Fig. 2.13: Courbes de densite´s K pour une re´flectivite´ moyenne σ = 10, un nombre de
vues L = 4 et plusieurs valeurs du parame`tre de forme ν. On peut, constater que lorsque ν
augmente la courbe de la loi en K se rapproche de celle de la loi Gamma.
Si la repre´sentation des donne´es par la loi K est une e´tape supple´mentaire dans
la description des images SAR, elle pre´sente l’inconve´nient d’eˆtre difficilement ma-
nipulable mathe´matiquement. On peut en outre noter qu’il n’existe pas d’expression
analytique connue pour l’estimateur du maximum de vraisemblance pour ν.
2.3.2 Mesures statistiques de la texture
2.3.2.1 Statistiques d’ordre un
Mesure inde´pendante de la distribution : L’avantage de la de´composition 2.16
est qu’elle permet de se´parer les statistiques de la texture de celles du speckle en
supposant ces dernie`res connues. En effet, on sait que pour des donne´es L-vues, le
speckle F peut eˆtre mode´lise´ par un bruit blanc de moyenne µF = 1 et dont la
variance est σ2F = 1/L. La variable T est normalise´e µT = 1 puisque l’information
relative a` l’intensite´ moyenne est contenue dans µI. L’expression de la variance de la
texture peut donc eˆtre de´rive´e de celle de l’intensite´ :
σ2I = E(I
2)− E(I)2 = µ2I
[
E(T 2F 2)− E(TF )2] . (2.22)
Les variables T et F e´tant suppose´es inde´pendantes, on a [UKBW86] :(
σI
µI
)2
=
(
σT
µT
)2(
σF
µF
)2
+
(
σT
µT
)2
+
(
σF
µF
)2
(2.23)
et l’on obtient finalement l’expression :
σ2T =
(σI
µI
)2 − 1
L
1 + 1
L
. (2.24)
La variance de la texture est donc obtenue directement en fonction du coefficient de
variation mesure´ sur les donne´es d’intensite´.
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Mesures base´es sur la distribution en K : Pour une image multi-vues, la loi K
de´pend de trois parame`tres dont l’un est en ge´ne´ral suppose´ connu a priori puisqu’il
s’agit du nombres de vues de l’image L. Les deux parame`tres restant a` estimer sont
donc l’intensite´ moyenne µI = 〈I〉 ainsi que le parame`tre de forme de la texture ν. La
manie`re la plus directe est d’estimer ces grandeurs directement a` partir des moments
de l’intensite´ mn = 〈In〉, ou` le moment mn est estime´ par la grandeur :
m̂n =
1
N
N∑
i=1
Ini (2.25)
avec {Ii}i=1...N , les N e´chantillons contenus dans la feneˆtre d’estimation. L’estime´e de
µ est donc le moment d’ordre un, et le parame`tre ν peut eˆtre trouve´ graˆce a` l’e´galite´ :
CV 2i =
(
σI
µI
)2
=
1
L
+
1
ν
+
1
Lν
(2.26)
qui permet d’indentifier la variance de la texture avec l’inverse de ν :
σ2T =
(σI
µI
)2 − 1
L
1 + 1
L
=
1
ν
. (2.27)
Comme nous l’avons mentionne´ pre´ce´demment, il n’existe pas de forme analytique
pour l’estimateur du maximum de vraisemblance de cette distribution. Il est cependant
possible de trouver des approximations des estimateurs µ̂ML et ν̂ML, en supposant un
nombre e´leve´ de vues L et en approximant la densite´ de probabilite´ [Oli93] :
µ̂ML = 〈I〉
(
1 +
1
L
(
1 + ν − ν〈I
2〉
〈I〉2
))
(2.28)
et ν̂ML est solution de l’e´quation non-line´aire
ln ν − Ψ(0) + ν
L
(〈I2〉
〈I〉2
)
= ln 〈I〉 − 〈ln I〉+ 1
2L
(2.29)
ou` Ψ(0) est la fonction digamma. La quantite´
U ≡ 〈ln I〉 − ln 〈I〉 (2.30)
peut eˆtre utilise´e comme mesure directe de la texture, ou bien pour l’inversion du para-
me`tre ν. Les performances de tels estimateurs sont e´value´es dans [Oli93] et compare´es
a` d’autres mesures dans [LO94] et [Bla94a]. Joughin propose meˆme une e´valuation
nume´rique du maximum de vraisemblance dans [JPW93] et compare les re´sultats aux
estimateurs base´s sur les moments de l’intensite´.
Les me´thodes base´es sur des approximations donnent des estimateurs dont le biais
de´pend de la valeur re´elle et l’on ne peut de´gager de me´thode supe´rieure aux autres.
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2.3.2.2 Statistiques d’ordre deux
Les statistiques d’ordre deux font intervenir des couples de pixels et sont donc bien
adapte´es pour de´crire les interactions spatiales intrinse`ques a` la texture.
L’autocorre´lation spatiale introduite en 2.2.3 est comple´te´e par deux autres me-
sures fre´quemment utilise´es en traitement des images SAR. L’autocovariance est la
version centre´e de l’autocorre´lation et s’exprime pour un processus stationnaire :
CI(p, q) = RI(p, q)− µI. (2.31)
La valeur en (0,0) de l’autocovariance est σ2I la variance du processus. Pour avoir
un indicateur normalise´ de la corre´lation spatiale, on divisera CI par la variance du
signal, de manie`re a` obtenir le coefficient de corre´lation, souvent nomme´ par abus de
langage fonction d’autocorre´lation dans le domaine des images SAR. Ses valeurs sont
comprises entre 0 pour des variables non correle´es et 1 pour une correlation totale.
Son expression est :
ρI(p, q) =
CI(p, q)
σ2I
. (2.32)
De la meˆme manie`re que la variance de la texture, la fonction d’autocorre´lation de la
texture peut eˆtre calcule´e a` partir des donne´es [UKBW86] :
ρI(p, q) =
1
σ2T
(
ρI(p, q)
(
(σI/µI)
2 + 1
RF (p, q)
− 1
))
(2.33)
ou` RF est l’autocorrelation du speckle induite par la fonction de transfert du syste`me
SAR.
Telles quelles, ces fonctions spatiales sont difficilement exploitables, a` cause du
grand nombre de coefficients qu’elles comportent (un pour chaque paire de pixels). Afin
d’en extraire l’information pertinente, on peut soit ne s’inte´resser qu’a` des coefficients
particuliers (par exemple ceux correspondant a` un e´cart spatial d’un pixel) ou bien
conside´rer des formes parame´triques d’autocorre´lation, re´duisant ainsi l’information
a` seulement quelques parame`tres.
Bien souvent les mode`les utilise´s viennent du domaine de l’e´tude de la re´trodiffu-
sion par une surface rugueuse, en particulier le mode`le gaussien :
ρ(x) = exp
(
−x
2
l2
)
(2.34)
et le mode`le exponentiel :
ρ(x) = exp
(
−|x|
l
)
(2.35)
ou` le parame`tre l satisfait la condition ρ(l) = e−1 et se nomme longueur de corre´lation.
Ces mode`les mono-dimensionnels sont facilement e´tendus au cas bi-dimensionnel :
ρ1(x, y) = exp
(
−x
2 + y2
l2
)
(2.36)
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ρ1(x, y) = exp
(
−
√
x2 + y2
l
)
(2.37)
Ces fonctions peuvent eˆtre utilise´es pour mode´liser la corre´lation de l’intensite´, c’est
a` dire l’ensemble speckle/texture ou bien seulement la corre´lation de la texture. Dans
ce dernier cas, pour simplifier l’e´tude on supposera que la longueur de corre´lation du
speckle est tre`s infe´rieure a` celle de la texture et le speckle sera donc mode´lise´ par un
bruit blanc.
Une me´thode tre`s simple d’estimation des parame`tres est de calculer l’autocorre´-
lation de la texture en utilisant la relation 2.33, puis d’ajuster le mode`le choisi au sens
des moindres carre´s.
Le choix du type de fonction d’autocorre´lation de´pend de l’a priori sur les donne´es
ou du type d’application. Par exemple, Frost [FSSH82] choisit un mode`le d’autocor-
relation exponentielle pour l’intensite´ ce qui lui permet de calculer le filtre optimal de
Wiener pour ce type de fonction. Oliver choisit lui le mode`le gaussien dans [OQ98]
(chapitre 9), car ce type de texture est aise´ a` simuler.
2.4 Conclusion
Nous avons pre´sente´ dans ce chapitre diffe´rentes me´thodes ge´ne´rales d’analyse de la
texture dans les images. Certaines de ces me´thodes, comme les matrices de cooccurence
ou les filtres de Gabor, ont e´te´ applique´es avec succe`s sur les images SAR. La deuxie`me
partie du chapitre porte sur l’estimation de la texture spe´cifique aux images SAR
et montre que les mode`les commune´ment utilise´s exploitent les statistiques d’ordre
un et deux de l’intensite´ mono- ou` multi-vue. Cette e´tude pre´liminaire permet de
mettre en e´vidence le manque de liens entre les me´thodes issues du traitement d’image
classique et les me´thodes spe´cifiques au domaine SAR. En effet, bien souvent les
techniques sophistique´es employe´es en traitement d’image ne sont pas adapte´es a` la
nature multiplicative des donne´es. Si de telles me´thodes, telles que la coocurrence ou le
filtrage de Gabor applique´es telles quelles aux images SAR permettent d’en extraire
de l’information, on peut alors raisonnablement penser qu’une prise en compte du
mode`le statistique des images permettra encore d’ame´liorer les re´sultats. En ce qui
concerne les mode`les de texture spe´cifiques au SAR, on peut constater que ceux-ci
sont tre`s ge´ne´raux et supposent un faible a priori sur les donne´es.
Chapitre 3
Mode`le de texture et estimation des
parame`tres
3.1 Introduction
Apre`s une introduction a` la notion de texture, nous avons pre´sente´ au chapitre pre´-
ce´dent quelques approches ge´ne´rales permettant d’analyser les fluctuations spatiales
dans une image, ainsi que les me´thodes couramment utilise´es pour de´crire la texture
dans les images SAR. Cette mise en paralle`le des techniques ge´ne´riques de traitement
d’image avec les me´thodes adapte´es aux donne´es SAR nous a permis de mettre en
e´vidence les spe´cificite´s de ces dernie`res ainsi que l’impossibilite´ quasi syste´matique
d’application directe des me´thodes classiques pour le traitement de telles donne´es.
Nous avons en outre montre´ que les mode`les de´veloppe´s pour l’e´tude des statistiques
spatiales des images SAR re´sultaient de simplifications telles que les hypothe`ses de
stationnarite´ et d’isotropie. Dans ce chapitre, apre`s avoir montre´ que, dans le cas
ge´ne´ral, ces hypothe`ses ne sont pas ve´rifie´es et entraˆınent une perte d’information
sur les fluctuations spatiales, nous introduisons un nouveau mode`le pour les statis-
tiques d’ordre deux de l’intensite´. Ce mode`le nomme´ «Noyaux Gaussiens Anisotropes»
ou` «Anisotropic Gaussian Kernel» (AGK) [HSK98, DFFP04b, DFFP04a] permet de
repre´senter localement des textures dont l’autocovariance est spatialement non sta-
tionnaire et pre´sente des directions privile´gie´es. Nous abordons ensuite le proble`me de
l’estimation des parame`tres du mode`le sur des donne´es de´grade´es par le speckle. La
me´thode ici pre´sente´e est base´e sur l’estimation locale directe des moments d’ordre
deux de l’image : apre`s estimation de ces moments sur une feneˆtre glissante l’auto-
covariance est corrige´e de manie`re a` prendre en compte l’influence du speckle puis
seuille´e afin de ne garder que sa partie centrale. Enfin, les moments ge´ome´triques esti-
me´s sur cette autovovariance bidimensionnelle permettent de retrouver les parame`tres
du mode`le AGK.
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3.2 Mode´lisation parame´trique de la corre´lation spa-
tiale
La figure 3.1 montre une partie de l’intensite´ mono-vue de la sce`ne «Trauntstein»
mesure´e par le capteur ESAR en bande L et en polarisation HH. L’observation de
cette image d’intensite´ nous sugge`re qu’un mode`le sur les statistiques spatiales d’une
image SAR doit eˆtre suffisamment ge´ne´ral pour pouvoir de´crire de nombreux types de
structures engendre´es par la diversite´ des milieux pouvant eˆtre image´s par le capteur.
De plus, un observateur humain sera capable d’identifier sur l’images des zones plus
ou` moins homoge`nes, ainsi que les transitions entre ces diffe´rentes zones et les he´te´-
roge´neite´s situe´es a` l’inte´rieur de ces zones. Face a` cette complexite´ un mode`le local
simple semble mieux adapte´ qu’un mode`le global sophistique´. L’observation des esti-
me´es de l’autocorre´lation normalise´e sur plusieurs sous-zones de l’image repre´sente´es
en figure 3.2, permet de remarquer deux faits :
– l’autocovariance du signal peut prendre des formes tre`s diverses selon l’endroit
de l’image ou` elle est calcule´e ce qui montre que l’hypothe`se de stationnarite´ sur
toute l’image engendre une grande perte d’information.
– l’hypothe`se d’isotropie n’est en ge´ne´ral pas ve´rifie´e puisque les estime´es pre´-
sentent clairement des directivite´s.
Ces deux constatations motivent le choix d’un mode`le non stationnaire et anisotrope
que nous allons de´crire par la suite.
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Fig. 3.1: Zone de 1162×1255 pixels prise dans la sce`ne «Traunstein» mesure´e par le capteur
ESAR en bande L.
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Fig. 3.2: Exemples de coefficients d’autocorre´lation spatiale normalise´e mesure´e sur les sous-
zones de´limite´es par les rectangles noirs de la figure 3.1.
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Fig. 3.3: Discre´tisation d’un processus gaussien ale´atoire sur une grille re´gulie`re.
3.2.1 Champs ale´atoires gaussiens
Le but de ce travail est d’analyser le comportement spatial de la texture dans les
images SAR. Si l’on ne dispose pas d’a priori sur la nature de ces fluctuations, il
est naturel de se placer dans un contexte statistique. La texture sera donc mode´lise´e
par un processus ale´atoire bidimensionnel spatialement corre´le´. Un type de processus
souvent utilise´ en statistiques baye´siennes est le processus gaussien, notamment dans le
contexte de la re´gression [WR95, HSK98, Pac03, PS04] et de la classification [GM00].
De plus, on verra par la suite qu’il est possible de simuler, a` partir de tels processus,
des textures dont les statistiques suivent les meˆmes lois que celles de la texture des
donne´es SAR. Les mode´lisations seront effectue´es sur les donne´es d’intensite´, et l’on
se restreindra a` des variables ale´atoires re´elles.
Dans un premier temps, on conside`re que la texture est un vecteur ale´atoire z =
[z(x1), · · · , z(xN)]T obtenus par l’e´chantillonage de la variable continue z(x), fonction
de la position x = [x, y]T , aux positions {x1, · · · ,xN}. Pour le cas d’une image, on se
place sur une grille bidimensionnelle re´gulie`rement e´chantillonne´e, comme illustre´ par
la figure 3.3.
Pour un processus gaussien, la loi du vecteur z est alors une loi normale multiva-
rie´e :
Pz(z) = (2pi)
−N/2|Σz|−1/2 exp
[
−1
2
(z− µ)TΣ−1
z
(z− µ)
]
. (3.1)
Cette loi est entie`rement de´termine´e par le vecteur moyenne µ = E[z] et la matrice
de covariance Σz = E[(x − µ)(x − µ)T ]. Ces deux parame`tres peuvent aussi eˆtre
obtenus par l’interme´diaire de la variable continue z(x). En effet, les termes du vec-
teur moyenne et de la matrice de covariance sont donne´s par µ(xi) = E[z(xi)] et
C(xi,xj) = E [(z(xi)− µ(xi)) (z(xj)− µ(xj))] qui sont la valeur moyenne et l’auto-
covariance du processus continu pour les positions discre`tes xi et xj. Le coefficient de
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corre´lation permet d’avoir une mesure normalise´e de la corre´lation et s’e´crit :
ρ(xi,xj) =
C(xi,xj)
σ(xi)σ(xj)
(3.2)
ou` σ2(xi) = C(xi,xi) est la variance du processus au point xi.
3.2.1.1 Processus stationnaire
Une hypothe`se souvent faite en traitement du signal est celle de la stationnarite´ au
sens large (SSL) donne´e par les trois conditions :
(i) E[|z(x)|2] <∞,
(ii) E[z(x)] = µ,
(iii) C(xi,xj) = C(xi − xj).
(3.3)
La deuxie`me condition indique que la moyenne µ est une valeur constante ne de´pen-
dant pas de la position spatiale x. La valeur moyenne ne contenant alors pas d’infor-
mation sur les proprie´te´s spatiales du processus, on pourra imposer la condition µ = 0
sans perte de ge´ne´ralite´. L’autocovariance se confond alors avec l’autocorre´lation :
C(xi,xj) = R(xi,xj). (3.4)
La troisie`me condition indique le fait que la covariance ne de´pend que du vecteur
translation d = xi − xj entre deux positions conside´re´es.
Enfin, on conside`re souvent des processus stationnaires isotropes, c’est a` dire dont
l’autocovariance spatiale est uniquement fonction de la distance euclidienne entre deux
positions spatiales :
C(xi,xj) = C(‖xi − xj‖). (3.5)
Il est alors possible de construire des champs ale´atoires gaussiens stationnaires par
la convolution d’un bruit blanc gaussien b(x) centre´ avec un filtre line´aire de re´ponse
impulsionnelle k(x) appele´ noyau de convolution :
z(x) =
∫
R2
k(x− u)b(u)du. (3.6)
La version discre`te d’un tel processus correspond au mode`le bien connu MA (Moving
Average) puisque :
z(xi) =
n∑
j=1
k(xi − xj)b(xi). (3.7)
Si l’on suppose le filtre syme´trique k(x) = k(−x) et la variance du bruit unitaire
σ2b = 1, alors le processus z(x) est un processus gaussien centre´ dont l’autocorre´lation
est donne´e par l’autoconvolution du noyau :
C(d) =
∫
R2
k(u− d)k(u)du. (3.8)
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Cette relation permet de simuler des textures ale´atoires corre´le´es spatialement a` partir
d’un simple bruit blanc. En particulier, pour le noyau gaussien isotrope :
k(x) =
1
2piσ2
exp−1
2
‖x‖2
σ2
(3.9)
la proprie´te´ d’autoconvolution de la gaussienne permet de ge´ne´rer des textures sta-
tionnaires dont l’autocovariance est de forme autocovariance gaussienne isotrope. La
figure 3.4 repre´sente quelques exemples de simulation de tels processus.
3.2.1.2 Covariance non stationnaire
L’information d’autocorre´lation calcule´e sur toute l’image SAR ne donne qu’une in-
formation tre`s limite´e sur la structure spatiale de la sce`ne. Pour pouvoir analyser les
proprie´te´s des diffe´rentes zones pre´sentes dans l’image, une analyse locale des statis-
tiques est ne´cessaire. De plus, les covariances mesure´es sur une re´gion he´te´roge`ne de
l’image peuvent varier d’une position spatiale a` une autre, ce qui sugge`re une mo-
de´lisation non stationnaire des statistiques d’ordre deux. Ce type de mode`le a e´te´
introduit dans le domaine des ge´ostatistiques par Higdon [HSK98]. Il s’agit de l’ex-
tension du mode`le donne´ par l’e´quation (3.6) a` des noyaux dont les parame`tres varient
spatialement. Le processus a` covariance non stationnaire est obtenu par filtrage d’un
bruit blanc comme pre´ce´demment, mais les parame`tres du filtre kx varient en fonction
de la position spatiale :
z(x) =
∫
R2
kx(u)b(u)du. (3.10)
La covariance spatiale du processus peut toujours eˆtre obtenue a` partir des noyaux
mais ne s’exprime plus par une convolution stationnaire et fait intervenir le produit
des noyaux aux positions spatiales xi et xj conside´re´es :
C(xi,xj) =
∫
R2
kxi(u)kxj (u)du. (3.11)
3.2.2 Mode`le des noyaux gaussiens anisotropes
Nous avons vu pre´ce´demment qu’il e´tait possible de ge´ne´rer des textures isotropes
de longueur de corre´lation de´sire´e a` partir de noyaux gaussiens. Cette mode´lisation a
ensuite e´te´ e´tendue au cas non stationnaire, pour lequel les parame`tres des noyaux sont
autorise´s a` varier spatialement. Les exemples d’autocovariance calcule´s sur des donne´es
SAR re´elles montrent que la corre´lation spatiale n’est pas dans le cas ge´ne´ral isotrope
et que des textures et des structures oriente´es sont en ge´ne´ral pre´sentes dans l’image.
Afin de prendre en compte ces observations, nous conside´rons que la texture provient
du filtrage du bruit blanc gaussien par un champ de noyaux gaussiens anisotropes
dont les parame`tres sont une fonction de la position x, comme de´crit dans l’e´quation
(3.10). L’expression de tels noyaux est donc une gaussienne bivarie´e de´finie par deux
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Fig. 3.4: Simulations de processus gaussiens isotropes et stationnaires de diffe´rentes lon-
gueurs de corre´lation. Bruit blanc gaussien (a), processus isotropes correle´s : l1 = 2 pixels
(b), l2 = 5 pixels (c), l3 = 10 pixels (d).
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e´cart-types σu et σv ainsi qu’un angle d’orientation θ :
k(x, y) =
1
2piσuσv
exp
{
−1
2
[
u(x, y)2
σ2u
+
v(x, y)2
σ2v
]}
(3.12)
ou` les coordonne´es spatiales u et v sont de´finies par une rotation des coordonne´es x
et y : [
u
v
]
=
[
cos θ sin θ
− sin θ cos θ
] [
x
y
]
(3.13)
La figure 3.5 illustre la parame´trisation des noyaux gaussiens. Des exemples de simu-
lations de processus gaussiens non stationnaires ge´ne´re´s par la me´thode des noyaux
sont pre´sente´s sur la figure 3.6. En jouant sur l’un ou l’autre des parame`tres, on peut
obtenir une grande diversite´ de textures par cette me´thode. La figure 3.7 montre un
exemple de longueur de corre´lation principale et de l’angle d’orientation variables
utilise´s pour ge´ne´rer le processus de la figure 3.8.
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Fig. 3.5: Parame´trisation ge´ome´trique des noyaux gaussiens anisotropes. L’ellipse repre´sente
une courbe de niveau du noyau gaussien oriente´ avec l’angle θ par rapport a` l’horizontale et
caracte´rise´ par les e´carts types σu et σv.
3.2.3 Approximation de stationnarite´ locale
Nous avons montre´ qu’il e´tait possible, a` l’aide des noyaux gaussiens anisotropes, de
simuler une grande diversite´ de textures prenant en compte les variations spatiales
pouvant eˆtre pre´sentes dans les images SAR. Cependant, si les statistiques d’ordre
deux de telles textures peuvent eˆtre calcule´es a` partir de l’expression des noyaux
(3.12) et de l’e´quation de filtrage non stationnaire (3.10), la fonction d’autocovariance
ne pre´sente pas dans le cas ge´ne´ral d’expression analytique simple. De plus, on ne
dispose en ge´ne´ral que d’une seule re´alisation de l’image, ce qui rend l’estimation
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Fig. 3.6: Simulations de processus gaussiens non stationnaires : (a) processus isotrope dont la
longueur de corre´lation varie spatialement, (b) processus anisotrope dont seule la longueur de
corre´lation principale varie line´airement en fonction de la position, (c) processus anisotrope
dont les longueurs de corre´lation sont fixes lu = 5, lv = 2 mais dont l’angle varie line´airement
en fonction de la position, (d) processus non stationnaire ge´ne´re´s par des noyaux dont l’axe
principal et l’angle varient selon les processus gaussiens stationnaires repre´sente´s sur la figure
3.7.
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Fig. 3.7: Longueur de corre´lation principale et orientation variables suivant une loi gaus-
sienne corre´le´e stationnaire utilise´es pour simuler le processus (d) de la figure 3.6.
Fig. 3.8: Repre´sentation des noyaux gaussiens e´chantillonne´s sur une grille de 25 pixels
d’areˆte, pour une texture non stationnaire.
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des parame`tres statistiques non stationnaires impossible. En effet, ces parame`tres ne
peuvent eˆtre estime´s que par des ope´rations de moyenne spatiale, dans l’hypothe`se
d’ergodicite´, et donc de stationnarite´. Afin de rendre possible cette estimation, on est
donc contraint de supposer la stationnarite´ locale des statistiques afin d’estimer les
parame`tres sur une feneˆtre spatiale glissante. On doit donc supposer que dans une
telle feneˆtre la variation de parame`tres est suffisamment minime pour pouvoir faire
l’approximation de stationnarite´ de la texture et utiliser les estimateurs ergodiques
usuels des statistiques d’ordres deux. Cette hypothe`se implique la validite´ de l’e´quation
(3.8), ce qui permet de formuler un mode`le d’autocovariance gaussienne bivarie´e pour
la texture SAR :
CT (d) = σ
2
T exp
(−dTΣ−1T d) (3.14)
ou` σ2T est la variance du processus et ΣT la matrice de covariance spatiale, qui ne
doit pas eˆtre confondue avec la matrice de covariance Σz de la densite´ de probabilite´
multivarie´e. Cette matrice peut eˆtre de´compose´e en un produit :
ΣT = R
T
θ Λ Rθ (3.15)
ou` la matrice de rotation unitaire
Rθ =
[
cos θ − sin θ
sin θ cos θ
]
(3.16)
de´termine l’angle d’orientation de la texture et la matrice diagonale :
Λ =
[
l2u 0
0 l2v
]
(3.17)
permet de de´finir un e´quivalent bidimensionnel anisotrope a` la longueur de corre´lation
couramment utilise´e pour les statistiques d’ordre deux monodimensionnelles. En effet
les valeurs lu et lv de´finissent l’intersection entre la gaussienne et le plan d’altitude
exp (−1).
Enfin, le parame`tre σ2T est la variance de la texture, et caracte´rise l’amplitude des
variations de celle-ci autour de sa valeur moyenne.
Il est e´vident que cette hypothe`se de stationnarite´ locale sur les donne´es n’est pas
syste´matiquement valide dans le cas de donne´es re´elles et constituera une limitation
de la me´thode pre´sente´e. Sa validite´ de´pendra du rapport entre l’e´chelle des variations
spatiales de la texture et la taille de la feneˆtre utilise´e pour l’estimation des parame`tres.
Parame`tres caracte´ristiques de la texture A partir de ce mode`le d’autocovariance,
il pourra eˆtre utile de de´finir d’autres parame`tres permettant de caracte´riser les pro-
prie´te´s spatiales du processus. En particulier, la somme lu + lv des deux longueurs
de corre´lation permet de de´crire l’e´tendue spatiale moyenne de la corre´lation et la
diffe´rence lu − lv sa directivite´. De manie`re a` avoir une mesure de directivite´ borne´e
entre ze´ro et un, on pourra pre´fe´rer utiliser la mesure :
A = 1− lv
lu
(3.18)
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que l’on nommera anisotropie spatiale. Ces parame`tres utilise´s conjointement a` l’angle
θ peuvent donc eˆtre vus comme une mesure de l’orientation locale du voisinage d’un
pixel. Cette ide´e sera reprise au chapitre 4 pour la recherche de nouvelles me´thodes
de caracte´risation de la texture dans images SAR.
3.3 Simulation de textures SAR
Nous avons jusqu’a` pre´sent conside´re´ uniquement des textures dont les statistiques
e´taient de type gaussien. Comme explique´ au chapitre 1, les images d’intensite´ SAR
sont de nature multiplicative et font intervenir des lois statistiques telles que les lois
exponentielles, Gamma, et K. Les images e´tant de´crites par le mode`le produit 2.16,
la simulation consiste a` ge´ne´rer deux processus ale´atoires inde´pendants, l’un corres-
pondant au speckle et l’autre a` la texture. Ces processus seront ensuite multiplie´s
pour obtenir l’intensite´ SAR de´sire´e. La simulation de speckle L-vues ne pre´sente pas
de difficulte´ puisqu’il a e´te´ vu pre´ce´demment qu’il suffisait de prendre le module au
carre´ d’une variable gaussienne circulaire complexe pour obtenir le speckle mono-vue
suivant une loi exponentielle, puis de sommer L re´alisations inde´pendantes pour ob-
tenir le speckle L-vues suivant une loi Gamma. La ge´ne´ration du processus de texture
semble moins triviale, puisqu’il faut simuler une variable suivant une loi Gamma corre´-
le´e. Diffe´rents types de me´thodes de simulation de texture SAR corre´le´e sont recense´s
dans [BFF01]. La premier type d’approche [Ron77, Bla94b] consiste a` ge´ne´rer un pro-
cessus Gamma non corre´le´ et a` le rendre corre´le´ par le biais d’un filtrage line´aire.
L’inconve´nient d’une telle me´thode est la de´pendance entre le parame`tre de forme
ν de la texture et la corre´lation applique´e au processus. Une autre approche base´e
sur l’application d’une transformation non line´aire a` un processus corre´le´ suivant une
certaine distribution a aussi e´te´ propose´e [OQ98]. Cependant, la corre´lation subissant
elle aussi une transformation, il faut appliquer la corre´lation approprie´e sur le pre-
mier processus, a` la condition qu’il en existe une forme analytique, ce qui n’est pas
toujours le cas. Nous choisissons pour notre application d’utiliser une troisie`me me´-
thode [BFF01, OQ98] faisant intervenir des sommes de carre´s de processus gaussiens
corre´le´s. Cette technique ne permet de ge´ne´rer des lois Gamma corre´le´es que pour des
valeurs discre`tes du parame`tre de forme ν. Cependant, elle permet de simuler simple-
ment des processus de covariance gaussienne anisotrope puisqu’elle fait intervenir la
racine carre´e de l’autocovariance qui est aussi une gaussienne anisotrope.
L’objectif est de simuler une variable corre´le´e σ ∼ Γ(α, β) ou`
p(σ) =
σα−1
Γ(α)
βα exp (−βσ). (3.19)
Pour cela, on filtre avec un champ de noyaux gaussiens kx(u) un nombre 2α de
vecteurs gaussiens non-corre´le´s {ni, i = 1, . . . , 2α} de dimension N 2. On obtient donc
2α vecteurs gaussiens corre´le´s {ξi, i = 1, . . . , 2α} de la dimension de´sire´e avec ξi ∼
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N(0,Σ) ou` Σ est de la forme Σ = 1
2
Σ1. Cette dernie`re matrice est de la forme :
Σ1 =

1 ρ1,2 · · · ρ1,N2
ρ1,2 1 · · · ρ2,N2
...
. . . · · · ...
ρ1,N2 ρ2,N2 · · · 1
 . (3.20)
Les termes ρi,j de cette matrice sont tels que 0 ≤ |ρi,j| < 1. Alors, on peut montrer
que le vecteur η =
∑2α
i=1 ξ
2
i suit une loi Gamma corre´le´e dont les e´le´ments sont dis-
tribue´s selon ηj ∼ Γ(α, 1). Les e´le´ment de la matrice de corre´lation de ce vecteur sont{
ρ2i,j; i = 1, . . . , N
2, j = 1, . . . , N2
}
. Le parame`tre d’e´chelle β peut aussi eˆtre controˆle´
et les e´le´ments du vecteur σ = β−1η sont distribue´s selon Γ(α, β).
La loi a` simuler pour obtenir une texture dont la valeur moyenne est 〈σ〉 et le
parame`tre de forme ν est une loi gamma Γ(ν, ν/〈σ〉). On forme ainsi la somme de 2ν
variables gaussiennes correle´es dont la re´sultante est normalise´e par 〈σ〉/ν. Afin d’ob-
tenir une texture non stationnaire, on peut employer la me´thode des noyaux gaussiens
pour former les processus gaussiens corre´le´s, en prenant soin de multiplier les longueurs
de corre´lations correspondant aux noyaux par
√
2 de manie`re a` obtenir localement la
longueur de corre´lation souhaite´e apre`s e´le´vation au carre´ des gaussiennes. La texture
ainsi ge´ne´re´e pre´sente alors une moyenne µT = 〈σ〉 et une variance σ2T = 〈σ〉2/ν.
La texture est ensuite bruite´e par multiplication avec une loi Gamma Γ(L, L) mo-
de´lisant le speckle de l’intensite´ L vues. Les figures 3.9 et 3.10 sche´matisent cette
me´thode de simulation. Des images d’intensite´ SAR corre´le´es stationnaires et non
stationnaires simule´es par cette me´thode sont repre´sente´s en figure 3.11 avec les his-
togrammes correspondants. Les autocorre´lations normalise´es des deux textures sta-
tionnaires de la figure 3.11 sont repre´sente´es en figure 3.12 ou` l’on peut observer
l’influence du speckle qui ajoute un delta de Dirac au centre de la fonction d’au-
tocorre´lation. Les diffe´rentes composantes d’une texture SAR non stationnaire sont
repre´sente´es avec leurs histogrammes respectifs par la figure 3.13. L’autocorre´lation
estime´e sur plusieurs zones de la texture gaussienne d’autocovariance non stationnaire
sont montre´es en figure 3.14 et la figure 3.15 montre la transformation subie par la
fonction d’autocorre´lation apre`s e´le´vation au carre´e, puis multiplication par la variable
de speckle.
3.4 Estimation des parame`tres de la covariance sur les
donne´es SAR
3.4.1 Moments ge´ome´triques
On conside`re dans un premier temps que l’on a directement acce`s a` la texture T
d’autocovariance CT . La me´thode la plus directe pour estimer les parame`tres de notre
mode`le est base´e sur le calcul explicite de l’estime´e de l’autocovariance CT (xi,xj)
sur une feneˆtre locale pour chaque position dans l’image. Pour cela, l’hypothe`se de
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Fig. 3.9: Simulation de texture d’intensite´ SAR par sommation de variables gaussiennes
au carre´. On part de 2α variables gaussiennes de´corre´le´es qui sont convolue´es par le noyau
gaussien k dont les parame`tres peuvent varier comme une fonction de l’espace. Apre`s e´le´va-
tion au carre´ les champs gaussiens corre´le´s obtenus sont somme´s afin de simuler une texture
gamma corre´le´e Γ(α, 1). La texture Γ(α, β) est ensuite obtenue en multipliant par β−1.
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Fig. 3.10: Simulation de speckle d’images L-vues. Les variables gaussiennes de´corre´le´es xi
et yi ou` i = 1 . . . L sont somme´es deux a` deux puis e´leve´es au carre´ pour obtenir L intensite´s
mono-vues qui sont a` leur tour somme´es.
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Fig. 3.11: Exemples de simulations de textures par la me´thode des sommes de variables
gaussiennes et des noyaux gaussiens.
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Fig. 3.12: Statistiques d’ordre deux estime´es pour les deux simulation stationnaires de
texture SAR de la figure 3.11.
stationnarite´ locale sur la feneˆtre de taille N 2 nous rame`ne a` l’estimation de l’au-
tocovariance ergodique ĈT (d) dont l’expression est donne´e par l’e´quation (3.14). Il
faut ensuite, a` partir de cette estime´e retrouver les valeurs des parame`tres spatiaux, a`
savoir les deux longueurs de corre´lation lu, lv et l’angle d’orientation θ. Pour cela, on
calcule les moments ge´ome´triques d’ordre un et deux de la fonction d’autocorre´lation
bi-dimensionnelle estime´e. Les moments sont des attibuts tre`s largement utilise´s dans
le domaine de la vision et notamment en reconnaissance de forme [Hu62, Alt62] et
posse`dent souvent des proprie´te´s d’invariances par transformation affine ou rotation
[Flu00]. L’expression des moments ge´ome´triques non centre´s est, pour une variable
continue :
mpq =
∫
(x,y)∈R2
xpyqCT (x, y)dxdy∫
(x,y)∈R2
CT (x, y)dxdy
. (3.21)
Les moments centre´s s’expriment quant a` eux de la manie`re suivante :
µpq =
∫
(x,y)∈R2
(x−m10)p(y −m01)qCT (x, y)dxdy∫
(x,y)∈R2
CT (x, y)
. (3.22)
Les moments d’ordre un m01, m10 correspondent au barycentre ge´ome´trique de l’en-
semble bi-dimensionnel conside´re´, tandis que les moments d’ordre deux m02, m11, m20
correspondent a` la dispersion spatiale de la forme. Il est aise´ de constater que les mo-
ments ge´ome´triques d’ordre deux se confondent avec ceux de la matrice de covariance
Σ du mode`le gaussien anisotrope (3.14). Ainsi, a` partir de ces moments, on forme la
matrice de dispersion V :
V =
(
µ20 µ11
µ11 µ02
)
(3.23)
Cette matrice est calcule´e dans la base carte´sienne [x, y]T , mais sa diagonalisation
permet de retrouver la de´composition (3.15) dans la base [u, v]T des axes principaux
puisque les valeurs propres λ1 et λ2 de cette matrice sont e´gales aux variances σ
2
u =
l2u
2
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Fig. 3.13: Distributions des diffe´rentes composantes de l’intensite´ SAR d’autocovariance
non stationnaire simule´e par la me´thode de´crite.
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Fig. 3.14: Statistiques d’ordre deux des zones choisies sur l’image non stationnaire gaus-
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Fig. 3.15: Statistiques d’ordre deux des donne´es simule´es a` la figure 3.13 sur la zone 2 de´finie
a` la figure 3.14. Coefficient de corre´lation estime´ sur (a) le processus gaussien, (b) la texture
de densite´ Gamma, (c) l’intensite´ de densite´ K.
et σ2u =
l2v
2
de la fonction d’autocovariance CT . De plus, l’angle d’orientation θ est
donne´ par le vecteur propre k1 = [k1,xk1,y]
T correspondant a` la plus grande valeur
propre λ1 puisque :
θ = arctan
(
k1,y
k1,x
)
. (3.24)
3.4.2 Choix d’un estimateur pour la fonction d’autocovariance
L’estimation ergodique de la fonction d’autocovariance sur un nombre fini d’e´chan-
tillons conduit en ge´ne´ral a` des de´formations spatiales de l’estime´e par rapport a` la
valeur re´elle, dues a` l’incertitude sur chaque coefficient Ĉ(p, q). De plus, les estimateurs
couramment utilise´s de la fonction d’autocovariance ne font pas intervenir un nombre
constant de paires d’e´chantillons et leurs performances sont en ge´ne´ral e´value´es pour
des variables de densite´ gaussienne centre´e. Les expressions de ces estimateurs pour
une variable de moyenne nulle sont, pour l’estimateur biaise´ :
Ĉ1(p, q) =
1
M
1
N
M−|p|∑
i=1
N−|q|∑
j=1
Xi,jXi+p,j+q (3.25)
et pour l’estimateur non biaise´ :
Ĉ2(p, q) =
1
M − |p|
1
N − |q|
M−|p|∑
i=1
N−|q|∑
j=1
Xi,jXi+p,j+q. (3.26)
Il est aise´ de ve´rifier que :
E[Ĉ1(p, q)] =
M − |p|
M
N − |q|
N
C(p, q) (3.27)
et que :
E[Ĉ2(p, q)] = C(p, q). (3.28)
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L’estimateur biaise´ est souvent pre´fe´re´ a` l’estimateur non biaise´ car on peut montrer
[SM97], dans le cas ou` la densite´ du processus est gaussienne, que pour un meˆme
nombre d’e´chantillons sa variance est infe´rieure. Cependant, le nombre d’e´chantillons
e´tant variable selon l’e´cart spatial [p, q]T , les variances de ces estimateurs seront elles
aussi de´pendantes de cet e´cart.
Dans le cas de la pre´sente e´tude on souhaite, afin d’estimer les parame`tres de la
texture, utiliser l’ensemble des coefficients de l’autocovariance et l’on pre´fe´rera utiliser
un estimateur a` nombre d’e´chantillons constant. De plus, ces estimateurs sont souvent
conside´re´s dans la litte´rature pour des processus centre´s ou de moyenne connue, alors
que dans le cas des donne´es d’intensite´ SAR la moyenne µI est inconnue et doit donc
eˆtre estime´e. Pour ces raisons, l’autocovariance est ici e´value´e en utilisant l’estimateur :
Ĉ3(p, q) =
1
M
1
N
M∑
i=1
N∑
j=1
(Xi,j − µ̂I)(Xi+p,j+q − µ̂I) (3.29)
ou` µ̂I est l’estime´e de la moyenne par l’estimateur classique des moments, p ∈ [−P, P ]
et q ∈ [−Q,Q]. Pour re´aliser cette estimation, on calcule l’intercorre´lation des signaux
obtenus en multipliant l’image par les indicatrices
1[p−M/2−P,p+M/2+P];[q−N/2−Q,q+N/2+Q]
et
1[p−M/2,p+M/2];[q−N/2,q+N/2].
On garde de cette estime´e uniquement la zone contenue dans le rectangle de´limite´ par
[−P, P ] et [−Q,Q]. La moyenne µ̂ est e´value´e par l’estimateur classique de la moyenne
ergodique du signal sur la premie`re des indicatrices. On obtient ainsi une estime´e de
l’autocorre´lation a` nombre constant d’e´chantillons. En pratique une feneˆtre carre´e est
utilise´e et l’on fixe P = Q et M = N comme illustre´ sur la figure 3.16.
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Fig. 3.16: Feneˆtre d’estimation de l’autocovariance pour l’estimateur selectionne´.
En re´alite´, un abus de langage est souvent fait lorsque l’on fait re´fe´rence aux esti-
mateurs biaise´s et non-biaise´s pour la covariance d’un processus de moyenne inconnue,
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puisque la corre´lation spatiale des donne´es implique en fait un biais sur les estima-
teurs ergodiques. Il est montre´ dans [Fur05] que pour un processus stationnaire corre´le´
spatialement, l’autocovariance est sous-estime´e. L’expression du biais est uniquement
fonction de la somme des coefficients de l’autocovariance re´elle du processus et du
nombre d’e´chantillons, donc difficilement corrigeable pour un nombre fixe´ d’e´chan-
tillons et ne de´pend pas de l’e´cart spatial de´fini par le couple (p, q) conside´re´. Ce biais
additif n’affecte donc pas la forme spatiale de l’autocovariance estime´e mais peut avoir
une influence sur la valeur estime´e des moments ge´ome´triques.
3.4.3 Prise en compte du mode`le multiplicatif
La pre´sence de speckle empeˆche l’estimation directe des moments ge´ome´triques sur
les statistiques d’ordre deux de l’intensite´ puisqu’elle sont affecte´es par la contribu-
tion de celui-ci. En effet, l’hypothe`se du speckle de´corre´le´ correspond a` une fonction
d’autocorre´lation :
RF (p, q) = σ
2
F δ(p, q) + µ
2
F , (3.30)
ou`
δ(p, q) =
{
0 p = 0; q = 0
1 p 6= 0; q 6= 0 (3.31)
est le delta de Kronecker.
L’expression de l’autocorre´lation de l’intensite´ prenant en compte texture et spe-
ckle suivant le mode`le (2.16) est :
RI(p, q) = µ
2
IRT (p, q)RF (p, q). (3.32)
La combinaison de ces expressions permet de trouver la fonction d’autocovariance de
l’intensite´, sachant que la texture est de moyenne normalise´e µT = 1 et que la variance
de la variable correspondant au speckle F est σ2F = 1/L :
CI(p, q) = µ
2
I
[
δ(p, q)
L
(σ2T + 1) + CT (p, q)
]
. (3.33)
On constate donc que la contribution due au speckle est additive mais de´pendante
de la variance de la variable de texture. De plus, cette contribution agit uniquement sur
le coefficient CI(0, 0). Il suffit de corriger cette contribution pour retrouver a` un facteur
multiplicatif pre`s l’autocovariance du speckle. Pour l’e´cart (0, 0), l’autocovariance de
I vaut :
CI(0, 0) = µ
2
I
[
1
L
(CT (0, 0) + 1) + CT (0, 0)
]
. (3.34)
La correction a` appliquer est donc :
CT (0, 0) =
CI (0,0)
µ2
I
− 1
L
1 + 1
L
(3.35)
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et se simplifie dans le cas de donne´es mono-vues :
CT (0, 0) =
CI(0,0)
µ2
I
− 1
2
. (3.36)
3.4.4 Stabilisation de l’estime´e par seuillage
Les incertitudes lie´es a` l’estimation de l’autocovariance peuvent perturber de fac¸on
importante l’estimation des moments ge´ome´triques permettant de calculer les para-
me`tres de texture. De plus, la forme bi-dimensionnelle recherche´e de l’autocovariance
e´tant gaussienne, les coefficients tendent assez rapidement vers zero et pour des e´carts
importants, on ne mesure que les fluctuations dues a` la perturbation du speckle. Afin
d’obtenir une mesure plus pre´cise de l’orientation et des longueurs de corre´lation, il
convient de pratiquer un seuillage sur la fonction d’autocovariance estime´e afin de
n’en garder qu’une certaine partie des coefficients. Les moments estime´s sur cette co-
variance seuille´e seront alors une fraction des moments re´els. En effet, le seuillage des
coefficients correspond a` restreindre la sommation a` l’inte´rieur domaine limite´ par une
ellipse d’e´quation
u2
a2
+
v2
b2
= 1. (3.37)
Afin de simplifier les calculs, on choisit les valeurs particulie`res a = lu et b = lv, qui
correspondent a` la courbe de niveau exp (−1), et on se place dans la base [u, v]T des
axes principaux trouve´e par diagonalisation de la matrice V. En effet, la re´solution
de l’inte´grale
I20(lu, lv) =
∫
x2
l2u
+ y
2
l2v
≤1
x2 exp
[
−(x
2
l2u
+
y2
l2v
)
]
dxdy (3.38)
permet de connaˆıtre la fraction de lu que l’on estime. On obtient le re´sultat suivant
(voir annexe B.1) :
I20(lu, lv) =
pi
2
l3ulv(1− 2e−1). (3.39)
Puisqu’on utilise les moments normalise´s, ce re´sultat est a` diviser par l’inte´grale des
coefficients, c’est a` dire le re´sultat de :
I00(lu, lv) =
∫
x2
l2u
+ y
2
l2v
≤1
exp
[
−(x
2
l2u
+
y2
l2v
)
]
dxdy. (3.40)
Cette inte´grale e´tant e´gale a` (voir annexe B.1) :
I00(lu, lv) = pilulv(1− e−1) (3.41)
la relation entre le moment total lu et le moment estime´ l˜u sur l’autocovariance seuille´e
a` exp (−1) est :
l˜u =
√
I20(lu, lv)
I00(lu, lv)
= lu
√
(1− 2e−1)
2(1− e−1) . (3.42)
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Fig. 3.17: Illustration de l’estime´e de la covariance sur des donne´es SAR simule´es avant (a)
et apre`s (b) correction de la contribution du speckle.
L’expression du moment l˜v est calcule´e de manie`re identique :
l˜v =
√
I02(lu, lv)
I00(lu, lv)
= lv
√
(1− 2e−1)
2(1− e−1) . (3.43)
En re´alite´, comme illustre´ sur la figure 3.18, l’ope´ration de seuillage n’est pas
suffisante pour ne prendre en compte que le lobe central de l’autocovariance. En effet, a`
cause des perturbations de l’estime´e due au speckle, d’autres parties que le lobe central
peuvent se trouver au dessus du seuil et l’estime´e des moments est perturbe´e. Pour
reme´dier a` ce proble`me, on utilise un algorithme simple d’e´tiquetage en composantes
connexes [HS92] qui permet, a` partir de l’image binaire correspondant aux valeurs
supe´rieures au seuil, d’identifier et d’isoler la partie centrale de l’autocovariance par
connaissance du label du pixel central.
3.4.5 Algorithme d’estimation des parame`tres
Au final la proce´dure d’estimation des parame`tres spatiaux de l’autocovariance est la
suivante pour chaque position successive dans l’image :
1. Choix des parame`tres N (nombre d’e´chantillons) et lmax e´cart maximal pour
l’estime´e de l’autocovariance.
2. Calcul de la variable centre´e normalise´e :
IN =
I − µI
µI
. (3.44)
3. Estimation de la fonction 2D d’autocorre´lation de la variable IN :
RN (p, q) = E [IN(i, j)IN(i + p, j + q)]
=
1
µ2I
(
RI(p, q)− µ2I
)
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4. Correction de la valeur centrale selon
CT (0, 0) =
RN(0, 0)− 1L
1 + 1
L
(3.45)
pour obtenir l’autocovariance CT de la texture.
5. Seuillage de l’estime´e a` exp(−1).
6. Application d’un algorithme d’e´tiquetage en composantes connexes [HS92] afin
de ne garder que le lobe central de l’autocovariance.
7. Estimation des moments ge´ome´triques (3.21), (3.22) et de´composition en va-
leurs/vecteurs propres de la matrice de dispersion V (3.23). Extraction des pa-
rame`tres l˜u, l˜v et θ.
8. Correction des moments l˜u et l˜v par (3.42), (3.43) pour obtenir les moments
totaux lu et lv.
Les e´tapes de cet algorithme sont illustre´es par les figures 3.17 et 3.18.
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Fig. 3.18: Illustration des e´tapes de l’algorithme d’estimation apre`s correction de la contri-
bution du speckle. Estime´e corrige´e (a), estime´e seuille´e a` exp(−1) (b), identification des
composantes connexes (c), partie centrale conserve´e pour l’estimation des moments ge´ome´-
triques.
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3.5 Evaluation de la me´thode sur des donne´es simule´es
Dans cette partie, les performances de notre algorithme d’estimation de parame`tres de
textures sur des donne´es SAR sont e´value´es. Des textures de covariances stationnaires
et non stationnaires sont simule´es par la me´thode pre´sente´e en section 3.3. Afin de
simplifier l’e´tude, et dans l’optique d’application de notre me´thode a` des donne´es
re´elles, seul le cas de donne´es mono-vues est conside´re´. En effet, si la production
d’une image multi-vue permet de re´duire la variance du bruit en conservant la valeur
moyenne, elle affecte de la meˆme manie`re la variable ale´atoire mode´lisant la texture.
Les performances statistiques de l’algorithme en terme d’estimation de parame`tres est
tout d’abord e´value´ sur des re´alisations multiples de donne´es dont la covariance est
stationnaire afin d’e´tudier le biais et la variance des estimateurs.
Ensuite, les performances en terme d’estimation de la variation spatiale de cova-
riance seront e´value´es sur quelques textures test produites artificiellement de manie`re
a` couvrir les principales possibilite´s de variation spatiale des diffe´rents parame`tres.
Cette partie permet de discuter l’hypothe`se de stationnarite´ locale du mode`le intro-
duite en section 3.2.3.
3.5.1 Donne´es stationnaires
3.5.1.1 Configuration des tests
Les performances de l’algorithme d’estimation de´crit dans la section pre´ce´dente ont e´te´
e´value´es en calculant les moyennes et variances des valeurs estime´es des parame`tres
de texture sur un nombre N = 100 de re´alisations. Afin de re´duire le nombre de
parame`tres et de focaliser l’e´tude sur le caracte`re spatial de la me´thode, les parame`tres
de texture correspondant aux statistiques de la loi K ge´ne´re´e ont e´te´ fixe´s aux valeurs
suivantes : la valeur moyenne de l’intensite´ est µI = 1, le parame`tre d’ordre est
ν = 1, ce qui correspond a` une variance σT e´gale a` 1 et pour les raisons donne´es
pre´ce´demment, le nombre de vues est L = 1. L’estimateur d’autocovariance a` nombre
d’e´chantillons constant de´crit en (3.29) est utilise´. En vue de futures extensions a` des
me´thodes multi-re´solution, nous utilisons des feneˆtres d’estimation de tailles proches
de puissances de 2 dont les cote´s mesurent Ns = 15, 31 et 63 pixels. L’e´cart maximal
pour lequel est calcule´e l’autocovariance est Nmax = 9 pixels. Les parame`tres spatiaux
de la texture a` e´tudier sont les longueurs de corre´lation lu, lv et l’angle θ. L’e´valuation
quantitative des longueurs de corre´lation est tout d’abord e´tudie´es en faisant varier
ces deux parame`tres dans une plage de 0 a` 7 (figure 3.19), qui semble re´aliste par
rapport a` la taille des feneˆtres d’estimation et a` l’e´cart maximal fixe´s au pre´alable.
Pour des raisons d’affichage, les valeurs propres n’ont pas e´te´ ordonne´es, ce qui rend
dans le cas de nos simulation lu < lv possible.
θ¯ =
1
N
N∑
i=1
exp(jθ̂i). (3.46)
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Fig. 3.19: Valeurs de longueurs de corre´lation simule´es sur un champ stationnaires de densite´
K avec µI = 1, ν = 1, L = 1. Longueur lu (a), longueur lv (b).
Ensuite, l’estimation de l’angle θ est e´value´e pour des valeurs de longueurs de corre´-
lation fixe´es a` lu = 5 et lv = 2, θ variant dans une plage de 0 a` pi/2 radians par pas
de pi/12. Les figures 3.20 a` 3.22 repre´sentent les valeurs moyennes et les variances des
estime´es des deux longueurs de corre´lation pour les trois tailles de feneˆtres choisies.
Les figures 3.20 a` 3.22 repre´sentent le biais et le biais e´leve´ au carre´ correspondants.
La figure 3.26 repre´sente l’angle d’orientation moyen estime´ en fonction de la valeur
simule´e pour les trois tailles de feneˆtres. Afin de s’affranchir de proble`mes de de´rou-
lement de phase, la valeur de cet angle est calcule´e par sommation d’exponentielles
complexes avec l’estimateur suivant :
3.5.1.2 Discussion des re´sultats
Dans l’ensemble, la valeur moyenne estime´e pour chaque longueur de corre´lation suit
bien la tendance et l’ordre de grandeur de la valeur re´elle. La pre´cision de cette es-
timation de´pend logiquement du nombre d’e´chantillons Ns utilise´s pour estimer les
coefficients de l’autocovariance. En effet, on constate que l’estimation est mieux re´ali-
se´e pour les grandes dimensions de feneˆtres d’estimation, le biais et la variance dimi-
nuant globalement quand Ns augmente. On peut donc conjecturer que l’estimation est
asymptotiquement non biaise´e. L’observation du biais en fonction des valeurs simule´es
de lu et lv montrent que la longueur de corre´lation correspondant a` la valeur propre
supe´rieure de la matrice des moments ge´ome´triques tend a` eˆtre surestime´e alors que la
valeur propre infe´rieure tend a` eˆtre sous-estime´e. Dans le cas pre´sent, les estimateurs
des longueurs de corre´lations sont non triviaux et leur distribution the´orique n’est pas
connue. On peut cependant, afin d’expliquer de manie`re qualitative leur comporte-
ment, se re´fe´rer a` l’estimation de valeurs propres pour des matrices de covariance de
vecteurs suivant une distribution normale [Mui82, Jam64, LMPC05]. En effet, pour
ce type de distribution il a e´te´ montre´ que l’espe´rance mathe´matique de l’estime´e
λ̂i pouvait eˆtre approxime´e, dans le cas d’un grand nombre M d’e´chantillons, par le
de´veloppement asymptotique :
E[λ̂i] = λi +
λi
M
∑
j 6=i
λj
λi − λj + . . . (3.47)
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Cette relation justifie, bien que valable uniquement dans le cas de variables normales,
les e´carts entre valeur estime´e et valeur the´orique ainsi que l’e´volution de ces e´carts en
fonction du nombre d’e´chantillons dans le cas pre´sent. On peut en outre justifier par
cette approximation l’augmentation du biais lorsque λ2 → λ1 qui est accrue lorsque
la taille Ns de la feneˆtre diminue. Une relation similaire est de´rive´e pour la variance
[Mui82], montrant que la valeur de cette dernie`re croˆıt avec la valeur du carre´ de la
valeur propre et comporte, de meˆme que le biais, une singularite´ dans le cas valeurs
propres e´gales.
L’observation de ces courbes montre que l’on ne peut espe´rer obtenir une esti-
mation acceptable des longueurs de corre´lations que dans le cas de feneˆtres de 31 et
63 pixels. En effet, l’augmentation significative de l’e´cart-type, atteignant un ordre
de grandeur comparable a` celui de la valeur re´elle et du biais montrent que l’emploi
d’une feneˆtre 15 est a` proscrire dans notre cas.
De meˆme, l’observation de la figure 3.26 montre que la valeur moyenne de l’angle
θ est le´ge`rement sous-estime´e pour cette dernie`re taille de feneˆtre, alors que sa valeur
est tre`s proche de la valeur the´orique dans le cas des feneˆtres 31 et 63. La feneˆtre 15
ne sera donc plus utilise´e dans la suite de nos expe´rimentations.
3.5.2 Donne´es non stationnaires
3.5.2.1 Configuration des tests
Afin d’e´valuer la capacite´ de notre algorithme a` capturer les fluctuations spatiales de
la covariance, des intensite´s test de dimensions 256 base´es sur les champs gaussiens
non stationnaire de la figure 3.6 ont e´te´ simule´es au moyen de la me´thode de´crite a` la
section 3.3. Les parame`tres de la loi K sont similaires a` ceux utilise´s pre´ce´demment,
a` savoir µI = 1, ν = 1, L = 1. Ces textures sont repre´sente´es sur la figure 3.27. Cette
fois, afin de se rapprocher du cas de donne´es re´elles, les parame`tres sont estime´s sur une
unique re´alisation du processus. La texture 1 est isotrope mais posse`de une longueur
de corre´lation variant spatialement de fac¸on line´aire. La texure 2 est obtenue de la
meˆme manie`re mais en augmentant seulement la longueur de corre´lation principale.
La texture 3 posse`de des longueurs de corre´lations fixes lu = 5 et lv = 2 mais une
orientation variant line´airement entre 0 et pi/2. Enfin, les parame`tres lu et θ de la
texture 4 sont des processus ale´atoires spatialement corre´les alors que lv est fixe´e a` 2.
3.5.2.2 Discussion des re´sultats
Les figures 3.28 a` 3.30 repre´sentent les estime´es des diffe´rents parame`tres pour la
feneˆtre 63 et les figures 3.31 a` 3.33 pour la feneˆtre 31. Globalement on peut remar-
quer l’aspect bruite´ des estime´es du fait qu’une unique re´alisation est utilise´e. Dans
le cas de la texture 1 on peut remarquer que les estime´es des longueurs de corre´lation
suivent la variation spatiale des valeurs simule´es, avec cependant comme pour le cas
stationnaire une surestimation globale de lu et une sous-estimation lv, puisque l’on
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Fig. 3.20: Moyenne et variance des longueurs de corre´lation estime´es par la me´thode des
noyaux gaussiens, pour une feneˆtre de Ns = 63 pixels, un e´cart maximal de Nmax = 9 pixels
et un nombre de re´alisations N = 100. Valeurs moyennes des estime´es de lu (a), lv (b).
Variances des estime´es de lu (c), lv (d).
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Fig. 3.21: Moyenne et Variance des longueurs de corre´lation estime´es par la me´thode des
Noyaux gaussiens, pour une feneˆtre de Ns = 31 pixels, un e´cart maximal de Nmax = 9
pixels et un nombre de re´alisations N = 100. Valeurs moyennes des estime´es de lu (a), lv
(b). Variances des estime´es de lu (c), lv (d).
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Fig. 3.22: Moyenne et Variance des longueurs de corre´lation estime´es par la me´thode des
Noyaux gaussiens, pour une feneˆtre de Ns = 15 pixels, un e´cart maximal de Nmax = 9
pixels et un nombre de re´alisations N = 100. Valeurs moyennes des estime´es de lu (a), lv
(b). Variances des estime´es de lu (c), lv (d).
est pre´cise´ment dans le cas ou` le biais est the´oriquement maximal. De plus, l’approxi-
mation de stationnarite´ locale est susceptible de provoquer une estimation inexacte
des longueurs de corre´lation. L’estime´e de l’angle semble uniforme´ment distribue´e, ce
qui paraˆıt logique dans la mesure ou` ce parame`tre n’est pas de´fini pour une texture
isotrope. Dans le cas de la texture 2, la variation de la longueur principale est respec-
te´e meˆme s’il subsiste une tendance a` la sous-estimation, sans doute provoque´e par
la moyenne spatiale effectue´e dans le cadre de l’approximation de stationnarite´ locale
et d’ergodicite´ locale du signal. L’estime´e de θ est caracte´rise´e par une variance plus
forte pour les petites valeurs de lu car la texture tend dans ce cas vers l’isotropie, alors
que sa valeur se rapproche de ze´ro quand lu augmente. Les re´sultats d’estimation sur
la troisie`me texture montrent une bonne performance de l’algorithme en terme d’esti-
mation angulaire. On peut remarquer que le comportement de la variance en fonction
de la valeur re´elle des longueurs de corre´lation constate´e dans le cas de signaux sta-
tionnaires semble ici confirme´e puisque les fluctuations de l’estime´e de la longueur
de corre´lation principale sont plus importantes que celles de la longueur de corre´la-
tion secondaire. De plus, les longueurs de corre´lation re´elles e´tant bien distinctes, le
biais est globalement faible. Enfin, la texure 4 comporte des variations non line´aires
d’orientation et de corre´lation et montre les limites de l’hypothe´se de stationnarite´
locale. En effet, si le niveau moyen de l’estime´e de lu est proche de la valeur re´elle,
elle est globalement sous estime´e et ses variations ne sont pas fide`lement reproduites.
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Fig. 3.23: Biais et biais au carre´ des longueurs de corre´lation estime´es par la me´thode des
Noyaux gaussiens, pour une feneˆtre de Ns = 63 pixels, un e´cart maximal de Nmax = 9 pixels
et un nombre de re´alisations N = 100. Biais estime´ sur lu (a), lv (b). Biais carre´ estime´ sur
lu (c), lv (d).
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Fig. 3.24: Biais et biais au carre´ des longueurs de corre´lation estime´es par la me´thode des
Noyaux gaussiens, pour une feneˆtre de Ns = 31 pixels, un e´cart maximal de Nmax = 9 pixels
et un nombre de re´alisations N = 100. Biais estime´ sur lu (a), lv (b). Biais carre´ estime´ sur
lu (c), lv (d).
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Fig. 3.25: Biais et biais au carre´ des longueurs de corre´lation estime´es par la me´thode des
Noyaux gaussiens, pour une feneˆtre de Ns = 15 pixels, un e´cart maximal de Nmax = 9 pixels
et un nombre de re´alisations N = 100. Biais estime´ sur lu (a), lv (b). Biais carre´ estime´ sur
lu (c), lv (d).
En revanche, on peut remarquer que l’angle θ et ses variations spatiales sont toujours
estime´s de manie`re tre`s acceptable. Le comportement pour une re´duction de feneˆtre
semble eˆtre une augmentation de la variance et en contrepartie une valeur moyenne
plus proche de la valeur re´elle, ce qui est en particulier observable pour la texture 4.
Afin de visualiser l’ensemble des parame`tres et les performances qualitatives de
l’estimation, les ellipses correspondant aux parame`tres des noyaux gaussiens re´els et
estime´s ont e´te´ affiche´s pour des positions se´pare´es de 10 pixels sur les figures 3.34 a`
3.41.
Au final, ces simulations montrent que malgre´ certaines limitations duˆes a` des
proble`mes d’estimation de valeurs propres et a` l’hypothe`se de stationnarite´ locale,
l’algorithme d’estimation de´veloppe´ permet de capturer les variations significatives
de la covariance dans des donne´es affecte´es par le speckle sans ne´cessiter le filtrage
pre´alable des donne´es.
3.6 Application aux donne´es re´elles
3.6.1 Donne´es mono-canal
L’algorithme d’estimation des parame`tres de la fonction d’autocovariance locale a e´te´
applique´ a` la zone de test pre´sente´e sur la figure 3.1. Rappelons que cette zone est
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Fig. 3.26: Orientation moyenne estime´e pour une texture (les traits pointille´s repre´sentent
les valeurs re´elles et les croix les valeurs moyennes estime´es)
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(a) Intensite´ 1. (b) Intensite´ 2.
(c) Intensite´ 3. (d) Intensite´ 4.
Fig. 3.27: Intensite´s test de covariance non-stationnaire de densite´ K simule´es pour l’e´valua-
tion de la me´thode d’estimation des Noyaux gaussiens. Les parame`tres statistiques d’ordre
un de l’intensite´ sont µI = 1, ν = 1, L = 1.
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Fig. 3.28: Estime´es des longueurs de corre´lation principales des quatre intensite´s simule´es
pour une feneˆtre carre´e de dimension Ns = 63 pixels. L’estime´e est donne´e en fonction de
la position spatiale x = [x, y]T .
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(a) Intensite´ 1.
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Fig. 3.29: Estime´es des longueurs de corre´lation secondaires des quatre intensite´s simule´es
pour une feneˆtre carre´e de dimension Ns = 63 pixels. L’estime´e est donne´e en fonction de
la position spatiale x = [x, y]T .
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Fig. 3.30: Estime´es des angles d’orientations des quatre intensite´s simule´es pour une feneˆtre
carre´e de dimension Ns = 63 pixels. L’estime´e est donne´e en fonction de la position spatiale
x = [x, y]T .
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Fig. 3.31: Estime´es des longueurs de corre´lation principales des quatre intensite´s simule´es
pour une feneˆtre carre´e de dimension Ns = 31 pixels. L’estime´e est donne´e en fonction de
la position spatiale x = [x, y]T .
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Fig. 3.32: Estime´es des longueurs de corre´lation secondaires des quatre intensite´s simule´es
pour une feneˆtre carre´e de dimension Ns = 31 pixels. L’estime´e est donne´e en fonction de
la position spatiale x = [x, y]T .
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Fig. 3.33: Estime´es des angles d’orientations des quatre intensite´s simule´es pour une feneˆtre
carre´e de dimension Ns = 31 pixels. L’estime´e est donne´e en fonction de la position spatiale
x = [x, y]T .
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(a) (b)
Fig. 3.34: Noyaux gaussiens estime´s sur l’intensite´ 1, pour une feneˆtre carre´e de dimension
Ns = 63 pixels. Noyaux simule´s (a), Noyaux estime´s sur la simulation(b).
(a) (b)
Fig. 3.35: Noyaux gaussiens estime´s sur l’intensite´ 2, pour une feneˆtre carre´e de dimension
Ns = 63 pixels. Noyaux simule´s (a), Noyaux estime´s sur la simulation(b).
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(a) (b)
Fig. 3.36: Noyaux gaussiens estime´s sur l’intensite´ 3, pour une feneˆtre carre´e de dimension
Ns = 63 pixels. Noyaux simule´s (a), Noyaux estime´s sur la simulation(b).
(a) (b)
Fig. 3.37: Noyaux gaussiens estime´s sur l’intensite´ 4, pour une feneˆtre carre´e de dimension
Ns = 63 pixels. Noyaux simule´s (a), Noyaux estime´s sur la simulation(b).
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(a) (b)
Fig. 3.38: Noyaux gaussiens estime´s sur l’intensite´ 1, pour une feneˆtre carre´e de dimension
Ns = 31 pixels. Noyaux simule´s (a), Noyaux estime´s sur la simulation(b).
(a) (b)
Fig. 3.39: Noyaux gaussiens estime´s sur l’intensite´ 2, pour une feneˆtre carre´e de dimension
Ns = 31 pixels. Noyaux simule´s (a), Noyaux estime´s sur la simulation(b).
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(a) (b)
Fig. 3.40: Noyaux gaussiens estime´s sur l’intensite´ 3, pour une feneˆtre carre´e de dimension
Ns = 31 pixels. Noyaux simule´s (a), Noyaux estime´s sur la simulation(b).
(a) (b)
Fig. 3.41: Noyaux gaussiens estime´s sur l’intensite´ 4, pour une feneˆtre carre´e de dimension
Ns = 31 pixels. Noyaux simule´s (a), Noyaux estime´s sur la simulation(b).
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une partie de l’intensite´ mono-vue de la sce`ne «Traunstein» mesure´e par le capteur
ESAR en bande L et en polarisation HH. L’information a` repre´senter e´tant de taille
importante nous avons applique´ un sous-e´chantillonnage des parame`tres et les noyaux
gaussiens sont repre´sente´s a` des intervalles spatiaux de 15 pixels. De plus, pour une
pre´sentation plus claire, les noyaux ont e´te´ repre´sente´s a` chaque fois pour 25% des
points de l’image choisis en fonction de leur coefficient de variation. La valeur me´diane
des estime´es du coefficient de variation a tout d’abord e´te´ calcule´e sur l’image donnant
deux plages contenant chacune 50% des pixels de l’image, puis ces deux plages ont a`
leur tour e´te´ subdivise´es en deux par leur me´diane. Ceci permet de de´finir 4 plages
contenant chacune 25% des points de l’image. Les plages 1 et 2 correspondent aux
zones faiblement texture´es et les plages 3 et 4 aux zones contenant la texture et les
he´te´roge´ne´ite´s.
Les figures 3.42 a` 3.45 repre´sentent les noyaux estime´s avec des feneˆtres 31 × 31
et 63× 63 et un e´cart maximal Nmax = 15 pixels pour ces quatre plages de coefficient
de variation. On peut constater que l’algorithme de´veloppe´ permet bien d’obtenir
l’information spatiale locale des variations de re´flectivite´ moyenne dans l’image.
La feneˆtre de 63 pixels donne une estime´e des noyaux visuellement plus stable car
moins affecte´e par le speckle, au prix d’une perte conside´rable de re´solution spatiale.
La feneˆtre de taille 31 permet de repre´senter plus finement les structures et l’orienta-
tion de celles-ci semble mieux estime´e par cette taille de feneˆtre. On peut remarquer
que la taille des noyaux n’est pas force´ment corre´le´e avec la plage de coefficient de
variation. On peut en effet trouver de fortes corre´lations spatiales et des anisotropies
importantes dans la plage 1 ainsi que des textures tre`s faiblement corre´le´es spatia-
lement dans la plage 4. Ceci semble confirmer le fait que le coefficient de variation
ne contient qu’une partie de l’information caracte´risant la texture et met en e´vidence
l’importance de l’analyse spatiale de l’image. Les structures pouvant eˆtres qualifie´es
de de´terministes comme les contours, surtout pre´sentes dans les plages 3 et 4, sont
aussi de´tecte´es par l’algorithme. Comme nous l’avons souligne´ dans le chapitre 2 la
notion de texture est surtout lie´e a` la perception humaine et dans le cas particulier des
images SAR il est difficile de de´cider par notre algorithme si un pixel appartient a` un
contour ou` une texture oriente´e. Cependant, l’utilisation d’algorithmes de de´tection
de contours peuvent eˆtre utilise´s conjointement a` notre me´thode afin de comple´menter
cette caracte´risation spatiale de l’image.
La nature multiplicative et la grande dynamique des images SAR rend parfois leur
caracte´risation par simple observation visuelle incomple`te car celle-ci de´pend forte-
ment de la fac¸on de repre´senter l’image. La me´thode d’analyse spatiale ici pre´sente´e
donne un re´sultat inde´pendant de la dynamique puisque seuls les parame`tres lie´s a` la
corre´lation spatiale sont obtenus. Cette me´thode peut donc fournir un bon comple´-
ment a` l’analyse visuelle et permet de de´tecter des changements de structure sur des
zones paraissant homoge`nes.
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Fig. 3.42: Noyaux gaussiens estime´s sur la zone de test pour la plage 1 des coefficients de
variation. Tailles de feneˆtres : Ns = 31 (haut), Ns = 63 (bas)
.
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Fig. 3.43: Noyaux gaussiens estime´s sur la zone de test pour la plage 2 des coefficients de
variation. Tailles de feneˆtres : Ns = 31 (haut), Ns = 63 (bas)
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Fig. 3.44: Noyaux gaussiens estime´s sur la zone de test pour la plage 3 des coefficients de
variation. Tailles de feneˆtres : Ns = 31 (haut), Ns = 63 (bas)
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Fig. 3.45: Noyaux gaussiens estime´s sur la zone de test pour la plage 4 des coefficients de
variation. Tailles de feneˆtres : Ns = 31 (haut), Ns = 63 (bas)
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3.6.2 Donne´es polarime´triques
La mode´lisation de la texture sur des donne´es polarime´triques est rendue complexe
par le caracte`re vectoriel des donne´es. On conside`re en ge´ne´ral des matrices de cova-
riances polarime´triques caracte´risant la corre´lation entre les canaux polarime´triques.
Ces mesures ne tiennent pas compte des interactions spatiales entre les pixels voi-
sins. La texture est de´finie par opposition a` la zone homoge`ne par une variation de
la matrice de covariance moyenne dans la zone. Souvent le mode`le employe´ pour ca-
racte´riser cette texture est la ge´ne´ralisation de la densite´ K scalaire a` une densite´
K vectorielle [YKJ+89]. Or, pour parvenir a` cette loi statistique, le mode`le produit
[LS97] est issu de l’hypothe`se que la texture est identique sur l’ensemble des canaux
polarime´triques. Certaines e´tudes discutent de cette hypothe`se [QR94] et montrent
que la mesure du parame`tre ν de la densite´ K scalaire sur les diffe´rents canaux d’in-
tensite´ polarime´trique peut donner des valeurs diffe´rentes. En revanche, il n’existe pas
a` notre connaissance d’e´tude e´quivalente sur la corre´lation spatiale.
Nous avons donc applique´ notre algorithme d’estimation spatiale sur les diffe´-
rents canaux d’intensite´ mono-vue polarime´trique |SHH |2, |SHV |2, |SV V |2. La figure
3.47 montre le re´sultat de l’estimation pour ces trois canaux sur trois sous-zones de
l’image test. La premie`re image de chaque ligne correspond a` la puissance SPAN =
|SHH |2 + 2 |SHV |2 + |SV V |2 et les trois suivantes a` la superposition de l’estime´e des
noyaux avec l’image d’intensite´ du canal correspondant. Les re´sultats montrent claire-
ment des diffe´rences dans la corre´lation spatiale estime´e des trois canaux et tendent a`
confirmer l’ide´e qu’une partie importante de l’information pre´sente est perdue lorsque
l’hypothe`se d’une texture inde´pendante du canal polarime´trique est applique´e.
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Fig. 3.46: Zones de test de dimensions 160×160 choisies pour l’e´tude de l’influence du canal polarime´trique sur la corre´lation spatiale.
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(a) SPAN (b) |SHH |2 (c) |SHV |2 (d) |SV V |2
(e) SPAN (f) |SHH |2 (g) |SHV |2 (h) |SV V |2
(i) SPAN (j) |SHH |2 (k) |SHV |2 (l) |SV V |2
Fig. 3.47: Influence du canal polarime´trique sur la texture spatiale. Me´thode directe, pour une feneˆtre d’estimation Ns = 31 pixels.
96 mode`le de texture et estimation des parame`tres
3.7 Conclusion
Dans ce chapitre, la ne´cessite´ de de´finir de nouveaux mode`les pour la description des
fluctuations spatiales de la texture dans les images SAR a e´te´ mise en e´vidence. Des
exemples de fonctions d’autocorre´lation mesure´es a` diffe´rentes positions spatiales ont
montre´ que les hypothe`ses de stationnarite´ et d’isotropie pour l’autocovariance de
la sce`ne pouvaient engendrer une perte conside´rable d’information. Apre`s quelques
ge´ne´ralite´s sur les processus ale´atoires gaussiens corre´le´s, un nouveau mode`le base´
sur le filtrage non stationnaire d’un bruit blanc gaussien par un champ de noyaux
gaussiens anisotropes a alors e´te´ introduit, afin de mode´liser le caracte`re anisotrope et
non stationnaire de la texture des images SAR. Il a e´te´ montre´ que, sous une hypothe`se
de stationnarite´ locale pour l’autocovariance, il e´tait possible de simuler, a` partir de
ces champs ale´atoires gaussiens, des textures suivant une densite´ de probabilite´ en
K, e´tendant ainsi cette loi au cas de donne´es d’autocovariance non stationnaire. Le
proble`me de l’estimation des parame`tres du mode`le a ensuite e´te´ aborde´ et de´compose´
en plusieurs e´tapes. Le choix d’un estimateur a` nombre fixe´ d’e´chantillons a e´te´ pre´cise´
ainsi que la correction a` appliquer a` l’autocovariance estime´e pour la prise en compte
du mode`le multiplicatif. Une proce´dure d’estimation des parame`tres du mode`le a`
partir de l’estime´e de l’autocovariance a ensuite e´te´ propose´e. L’algorihme re´sultant est
base´ sur le seuillage de la fonction d’autocovariance et la diagonalisation de la matrice
des moments ge´ome´triques d’ordre deux de cette dernie`re. Une expression the´orique
pour la correction a` appliquer a` ces moments en fonction du seuillage applique´ a e´te´
de´rive´e.
Cet algorithme a e´te´ valide´ sur des simulations de donne´es stationnaires, puis sur
des re´alisations uniques de textures non stationnaires. Les tailles de feneˆtres a` utiliser
pour obtenir des re´sultats satisfaisant en terme de biais et de variance de parame`tres
ont e´te´ propose´es.
Enfin, la me´thode d’estimation a e´te´ applique´e a` l’intensite´ mono-vue d’une zone
de test extraite de l’image Trauntstein acquise par le capteur ESAR en bande L.
Apre`s la pre´sentation des re´sultats sur l’inte´gralite´ de la zone en polarisation HH,
les parame`tres estime´s ont e´te´ compare´s sur plusieurs sous-zones pour les polarisa-
tions HH,HV et VV. Cette analyse a montre´ que la corre´lation spatiale des images
polarime´trique de´pend dans le cas ge´ne´ral du canal polarime´trique.
Chapitre 4
Me´thodes d’estimation de
l’orientation base´es sur les de´rive´es
4.1 Introduction
Jusqu’a` pre´sent, il a e´te´ vu que l’on pouvait caracte´riser les fluctuations spatiales de
la texture dans les images SAR par les statistiques d’ordre un et deux. Un mode`le a
e´te´ de´fini pour la fonction d’autocovariance de la texture, permettant d’extraire des
parame`tres caracte´ristiques tels que les longueurs de corre´lation, l’angle d’orientation
ou encore l’anisotropie spatiale. La de´finition d’orientation locale est cependant large-
ment utilise´e en traitement d’image pour la caracte´risation des fluctuations spatiales.
Il a e´te´ vu au chapitre 2 que l’on pouvait analyser localement le contenu spectral
du signal en utilisant des bases de filtres line´aires comme par exemple les ondelettes
de Gabor. Ces fonctions permettent de se´parer le plan des fre´quence 2D en secteurs
angulaires ce qui autorise une analyse des fre´quences spatiales selon diffe´rentes orien-
tations. Cependant, ce type d’approche pre´sente des inconve´nients lorsque le volume
de donne´es a` traiter est important. Il faut en effet effectuer un nombre conse´quent de
convolutions afin de paver entie`rement l’espace 2D des fre´quences si l’on veut obtenir
une analyse de l’orientation avec une bonne se´lectivite´ angulaire.
Pour cette raison, ce type de traitement requiert une puissance de calcul et des
ressources me´moires conside´rables si l’on souhaite l’appliquer sur des donne´es SAR qui
sont souvent multi-dimensionnelles et de grande taille. Afin d’alle´ger le traitement, il
est ne´cessaire de re´duire le nombre de filtres oriente´s analysant le signal. Une approche
inte´ressante consiste a` utiliser un nombre re´duit de filtres d’orientations diffe´rentes et
a` interpoler entre les diffe´rentes re´ponses afin d’eˆtre capable de synthe´tiser la re´ponse
du filtre pour une orientation arbitraire.
Dans ce chapitre, deux me´thodes d’analyse base´es sur cette approche et nomme´es
filtres orientables et tenseur de structure sont pre´sente´es.
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4.2 Estimation de l’orientation par filtres orientables
Certains types de filtres permettent d’effectuer l’interpolation mentionne´e pre´ce´dem-
ment et sont regroupe´s sous le nom de «steerable filters» ce qui est parfois traduit par
l’expression «filtres orientables». Les filtres orientables ont e´te´ introduits sous diverses
formes et appellations, mais quelques articles de synthe`se donnent un formalisme ma-
the´matique ge´ne´ral de ce type de me´thodes ainsi que des applications possibles. Une
synthe`se sur l’emploi des filtres orientables est pre´sente´e dans [FA91, Fre92] et [Per95].
L’utilisation de ce type de repre´sentation dans un contexte multi-re´solution (nomme´e
«pyramides orientables») est de´crite dans [SFAH92, SF95]. Enfin on peut trouver
des applications a` l’analyse de l’orientation [SF96], la de´tection de contours [JU04] et
notamment une application a` l’analyse de texture invariante par rotation [GBPG94].
4.2.1 Principe de base des filtres
Les filtres orientables sont construits a` partir de fonctions mathe´matiques bidimen-
sionnelles f(x, y) qui posse`dent la proprie´te´ d’orientabilite´, c’est-a`-dire qui peuvent
eˆtre e´crites comme une combinaison line´aire de fonctions obtenues par rotation d’un
mode`le de base. Cette proprie´te´ se traduit par l’e´quation :
f θ(x, y) =
M∑
j=1
kj(θ)f
θj(x, y). (4.1)
La fonction f(x, y) doit donc eˆtre de´composable en une somme ou` les kj(θ) sont
appele´es fonctions d’interpolation. On recherche alors des fonctions qui peuvent eˆtre
repre´sente´es par leur de´veloppement en se´rie de Fourier et en coordonne´es polaires
r =
√
x2 + y2, φ = arg (x, y) de la manie`re suivante :
f(r, θ) =
N∑
n=−N
an(r)e
jnφ (4.2)
afin de pouvoir e´crire la condition d’orientabilite´ qui impose que les fonction d’inter-
polation kj(θ) soient solutions de l’e´quation matricielle :
1
eiθ
...
eiNθ
 =

1 1 1 1
eiθ1 eiθ2 · · · eiθM
...
...
...
...
eiNθ1 eiNθ2 · · · eiNθM


k1(θ)
k2(θ)
...
kM(θ)
 . (4.3)
On peut montrer [FA91] que le nombre minimal de fonctions de bases pour reconstruire
f θ(x, y) a` une orientation arbitraire est e´gal au nombre de coefficients non nuls du
de´veloppement en se´rie de Fourier. De plus, pour une fonction s’exprimant sous la
forme :
f(x, y) = W (r)PN(x, y) (4.4)
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ou` W (r) est une fonction de feneˆtrage et PN un polynoˆme de degre´ N, le nombre
minimal de fonctions de base requis est 2N+1. Si de plus le polynoˆme ne contient que
des termes de degre´ pair (ou impair), le nombre de fonctions ne´cessaire est seulement
de N + 1.
La proprie´te´ d’orientabilite´ est tre`s avantageuse puisqu’a` partir de l’image intensite´
filtre´e par la j-ie`me fonction :
Iθj = f
θj ∗ I(x, y) (4.5)
il est possible de synthe´tiser l’image Iθ filtre´e par la fonction d’orientation arbitraire
f θ(x, y). En effet, la convolution e´tant un ope´rateur line´aire on obtient l’expression
de Iθ en combinant (4.1) et (4.5) :
Iθ(x, y) =
M∑
j=1
kj(θ)I
θj (x, y). (4.6)
Connaissant le de´veloppement en se´rie de Fourier d’une fonction f(x, y), il est donc
possible de construire les fonctions d’interpolation permettant de synthe´tiser f θ(x, y).
Le principe d’interpolation par ces filtres de bases est re´sume´ par le sche´ma de la
figure 4.1 .
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Fig. 4.1: Principe d’interpolation de l’orientation graˆce a` un nombre re´duit de filtres de
base.
100 me´thodes d’estimation de l’orientation base´es sur les de´rive´es
Un exemple de fonction orientable : la de´rive´e premie`re de gaussienne Un
exemple simple de filtre orientable est la de´rive´e premie`re de la gaussienne 2D. En
effet, il suffit de deux fonctions de base :
G0
◦
1 =
∂
∂x
e−(x
2+y2) (4.7)
et
G90
◦
1 =
∂
∂y
e−(x
2+y2) (4.8)
il est possible de construire par combinaison line´aire la de´rive´e premie`re d’orientation
θ puisque :
Gθ1 = cos (θ)G
0◦
1 + sin (θ)G
90◦
1 (4.9)
4.2.2 Analyse de l’orientation par filtres en quadrature
Il est possible a` l’aide de tels filtres d’analyser l’orientation locale de l’image, sans avoir
a` calculer l’image filtre´e pour un grand nombre d’orientations. Une me´thode mise
au point par Knutsson et Granlund [KG83] et reprise par Freeman [FA91] permet
de retrouver l’orientation graˆce a` des filtres en quadrature posse´dant la proprie´te´
d’orientabilite´ de´crite pre´ce´demment.
4.2.2.1 Position du proble`me
Dans le contexte de´crit pre´ce´demment, l’orientation est de´finie par l’angle θ∗ qui
maximise la re´ponse du filtre f θ(x, y) par rapport au parame`tre θ, ce qui peut se
traduire par :
θ∗(x, y) = arg max
θ
(I ∗ f θ(x, y)). (4.10)
L’amplitude s∗ en sortie du filtre pour θ∗ est appele´ force d’orientation et caracte´rise
le degre´ d’orientation locale de l’image :
s∗ = I(x, y) ∗ f θ∗(x, y). (4.11)
4.2.2.2 Choix des filtres
De´rive´e seconde de gaussienne : En the´orie, toute fonction ayant une bande-
passante finie en fre´quence angulaire peut-eˆtre utilise´e comme un filtre orientable. Ce-
pendant, pour des raisons pratiques on recherche ge´ne´ralement des fonctions pouvant
eˆtre synthe´tise´es par un faible nombre de fonctions de base. Les de´rive´es de gaussiennes
sont des fonctions tre´s couramment utilise´es en traitement d’image, notamment pour
la de´tection d’attributs comme les contours ou` les parame`tres de texture. En effet, ces
fonctions sont simples a` synthe´tiser, posse`dent une se´lectivite´ fre´quentielle croissant
avec l’ordre de la de´rive´e, et leur forme mathe´matique permet de nombreux de´velop-
pements analytiques. La me´thode de´crite dans [FA91] utilise des de´rive´es secondes de
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gaussienne, pre´sentant un bon compromis entre se´lectivite´ fre´quentielle et nombre de
fonctions de base. La fonction s’e´crivant :
G0
◦
2 = (4x
2 − 2)e−(x2+y2) (4.12)
est sous la forme donne´e par l’e´quation (4.4) ou` le polynoˆme ne contient que des
termes de degre´ pair. Ainsi, le nombre de fonctions ne´cessaires pour synthe´tiser la
de´rive´e seconde de gaussienne a` une orientation arbitraire est 3. Le syste`me (4.3) se
re´e´crit alors : (
1
ei2θ
)
=
(
1 1 1
ej2θ1 ej2θ2 ej2θ3
) k1(θ)k2(θ)
k3(θ)
 . (4.13)
La re´solution du syste`me avec pour choix d’orientations θ1 = 0
◦, θ2 = 60
◦, θ3 = 120
◦
donne les fonctions d’interpolation :
kj(θ) =
1
3
(1 + 2 cos (2(θ − θj))) . (4.14)
Ainsi, la de´rive´e seconde de gaussienne peut eˆtre synthe´tise´e pour une orientation
arbitraire par la somme ponde´re´e de trois fonctions de base :
Gθ2 = k1(θ)G
0◦
2 + k2(θ)G
60◦
2 + k3(θ)G
120◦
2 . (4.15)
Filtres en quadrature : Afin de pouvoir de´tecter la direction principale d’oscillation
d’un signal inde´pendemment de la phase, on utilise des filtres en quadrature. L’e´nergie
d’un tel filtre s’exprime de la manie`re suivante :
E2(θ) =
(
Gθ2
)2
+
(
Hθ2
)2
(4.16)
ou` Hθ2 est la transforme´e de Hilbert de G
θ
2, pre´sentant un spectre identique mais
de´phase´ de pi/2. Cette transforme´e est approxime´e par une gaussienne multiplie´e par
un polynoˆme de degre´ 3 ajuste´ aux moindres carre´s, dont tous les termes sont impairs.
Il faut donc 4 fonctions de base pour ge´ne´rer ce filtre. Le comportement des filtres en
quadrature est illustre´ pour le cas monodimensionnel par la figure 4.2 et les filtres de
base bidimensionnels sont repre´sente´s sur les figures 4.3 pour la composante en phase
et 4.4 pour la composante en quadrature.
4.2.2.3 Calcul de l’orientation locale
Afin de trouver l’orientation locale, on doit trouver l’angle θ∗ qui maximise l’e´nergie.
En re´e´crivant Eθ2 en fonction des coefficients d’interpolation et des filtres de base, on
obtient une expression dont les termes d’ordres supe´rieurs peuvent eˆtre ne´glige´s :
E2(θ) = C1 + C2 cos (2θ) + C3 sin 2θ + [termes d’ordre supe´rieur ...]. (4.17)
L’expression de l’angle optimal peut alors s’approximer par :
θ∗ =
arg (C2, C3)
2
(4.18)
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Fig. 4.2: Illustration du comportement des filtres en quadrature. Le filtre est compose´ des
parties G2 (a) et H2 (b) en quadrature. Le signal test (c) comprend une impulsion et une
transition de type Heavyside. Individuellement, les re´ponses du signal aux filtres G2 (d) et
H2 (e) ne permettent pas d’identifier la position des structures. Par contre l’e´nergie de sortie
E2 = (G2)
2 + (H2)
2 (f) permet de localiser les structures puisqu’elle est maximale a` leurs
positions.
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Fig. 4.3: Composante en phase des filtres de bases
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Fig. 4.4: Composante en quadrature des filtres de bases
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et la force d’orientation est :
s∗ =
√
C22 + C
2
3 . (4.19)
Il est donc possible de calculer l’orientation locale des structures dans l’image en
combinant les sorties de 7 filtres de base.
Des exemples d’estime´es des parame`tres d’angle θ et de la force d’orientation s
correspondante sont montre´s sur les figures 4.6 et 4.7 pour trois images posse´dant
des proprie´te´s d’orientation diffe´rentes (figure 4.5). La figure 4.8 repre´sente les para-
me`tres estime´s sur la premie`re image test mais en utilisant des filtres de plus grande
e´chelle. Ainsi, l’angle d’orientation estime´ est toujours le meˆme, par contre la force
d’orientation est maximale pour une autre plage de fre´quences de l’image.
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Fig. 4.5: Images de test «Circles», «Straw» et «Papillon» utilise´es pour illustrer l’estimation
de l’orientation locale.
Des formes se´parables de ces filtres ont e´te´ de´rive´es afin d’obtenir une e´xe´cution
algorithmique plus rapide. Nous renvoyons a` ce sujet, ainsi que pour l’expression des
coefficients d’interpolation, le lecteur a` la re´fe´rence [FA91].
4.3 Estimation par le tenseur de structure
Jusqu’a` pre´sent deux me´thodes permettant d’estimer l’orientation locale d’un signal
ont e´te´ pre´sente´es. La premie`re me´thode repose sur l’estimation de l’autocovariance
du signal, et prend en compte la caracte`re multiplicatif des donne´es SAR. La seconde
est base´e sur une proprie´te´ des filtres se´lectifs en fre´quence permettant de calculer
l’orientation d’un signal bidimensionnel a` partir d’un nombre re´duit de filtres de base
mais ne repose pas sur un mode`le mathe´matique de signal. Il serait inte´ressant de
trouver un ope´rateur alliant les avantages des deux me´thodes, c’est-a`-dire permettant
de retrouver les parame`tres de texture du signal ale´atoire a` partir du mode`le de signal
pre´sente´ pre´ce´demment a` partir d’une estimation directe sur les donne´es, c’est-a`-dire
ne ne´cessitant pas le calcul explicite de la fonction d’autocovariance.
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−pi/2 pi/2
Fig. 4.6: Estime´es de l’angle d’orientation θ par la me´thode des filtres orientables sur les
images test de la figure 4.5
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Fig. 4.7: Estime´es de la force d’orientation s par la me´thode des filtres orientables sur les
images test de la figure 4.5
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Fig. 4.8: Estime´es des parame`tres s et θ sur l’image «Circles» pour une e´chelle de filtres
supe´rieure : l’angle (gauche) n’est pas affecte´ mais la force d’orientation (droite) atteint son
maximum pour une plage de fre´quences plus basses.
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4.3.1 Description de l’orientation d’un champ de vecteurs
L’analyse de l’orientation est depuis longtemps un centre d’inte´reˆt dans le domaine
de la vision par ordinateur et permet notamment d’analyser des textures anisotropes
dans des buts de segmentation, classification ou encore, estimation de l’orientation
spatiale d’une surface [MR97]. Une grande partie des ope´rateurs de´die´s a` l’estimation
de l’orientation est base´e sur des filtres de´rivatifs (comme c’est le cas des filtres orien-
tables), du fait que les variations d’intensite´s d’un signal bidimensionnel peuvent eˆtre
aise´ment de´crites par ses de´rive´es spatiales. Cependant, dans le cas de l’analyse de
texture, l’information est en ge´ne´ral complexe et ne´cessite une description statistique.
Kass et Witkin [lKW87] puis Rao et Schunck [RS91] ont de´veloppe´ des me´thodes
d’estimation d’orientation d’un signal base´es sur le gradient et dont les principes sont
issus de la the´orie des statistiques directionnelles [MJ00].
L’orientation locale d’une zone est ici de´crite par la pre´sence d’une composante
dominante dans le champ de vecteurs forme´ par le gradient de la zone. Cependant il est
impossible de trouver l’orientation dominante de ce champ par une moyenne spatiale
des mesures, puisque deux gradients de meˆme direction mais de sens oppose´ vont
s’annuler mutuellement alors qu’ils contribuent en re´alite´ e´galement a` l’orientation de
la zone. Ce proble`me est re´solu en conside´rant la me´thode suivante.
On conside`re N vecteurs {vi, i = 1 . . . N} dont les normes sont de´signe´es par Ri
et qui forment un angle θi avec un axe de re´fe´rence lui meˆme formant un angle θ avec
l’horizontale (figure 4.9). La projection du vecteur vi sur l’axe est donc Ri cos (θi − θ).
L’orientation principale du groupe de vecteurs pourra eˆtre de´finie par l’angle θ qui
maximise la somme des modules des projections :
θ∗ = arg max
θ
N∑
i=1
|Ri cos (θi − θ)|. (4.20)
Puisqu’on doit maximiser cette somme par rapport a` θ, on conside`re la somme des
carre´s qui est de´rivable partout, plutoˆt que des modules :
θ∗ = arg max
θ
N∑
i=1
R2i cos
2 (θi − θ). (4.21)
Afin de trouver l’angle qui maximise la somme des projections au carre´, on doit
re´soudre l’e´quation :
∂
∂θ
N∑
i=1
R2i cos
2 (θi − θ) = 0. (4.22)
Le calcul de la de´rive´e donne
−
N∑
i=1
2R2i cos (θi − θ) sin (θi − θ) = 0, (4.23)
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ce qui aboutit a` la relation suivante :
tan 2θ =
∑N
i=1R
2
i sin 2θi∑N
i=1R
2
i cos 2θi
. (4.24)
L’angle de l’orientation dominante des vecteurs vi est donc donne´ par :
θ∗ =
1
2
arctan
(∑N
i=1R
2
i sin 2θi∑N
i=1R
2
i cos 2θi
)
. (4.25)
Ce proble`me se ge´ne´ralise sous un formalisme matriciel pour des vecteurs de dimen-
sions arbitraires puisqu’on peut montrer que l’orientation dominante d’un groupe de
vecteurs peut se calculer a` partir du tenseur des moments :
M =
N∑
i=1
viv
T
i (4.26)
L’orientation dominante est donne´e par l’axe principal du tenseur des moments, c’est-
a`-dire l’orientation du vecteur propre principal de la matrice M.
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Fig. 4.9: Calcul de l’orientation dominante d’un champ de vecteurs
4.3.2 Mode`le de voisinage line´aire
Une de´finition intuitive de l’orientation dominante d’un groupe de vecteurs a e´te´
donne´e dans la section pre´ce´dente. Cette approche ne suppose pas de mode´lisation
particulie`re du signal. Nous allons maitenant de´crire un mode`le de signal 2D introduit
par Bigu¨n [BG87] permettant d’aboutir a` une formulation tre`s similaire a` celle de´crite
pre´ce´demment. Cette me´thode s’applique a` des signaux de dimension arbitraire, mais
nous nous restreindrons ici a` notre cadre d’e´tude, c’est-a`-dire celui des signaux bidi-
mensionnels. Il s’agit de conside´rer un signal g qui, localement posse`de la proprie´te´
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de syme´trie line´aire, c’est-a`-dire dont les courbes a` niveaux de gris constant sont des
lignes paralle`les. Cela se traduit par l’e´galite´ :
g(r) = h(kT r) (4.27)
ou` k est un vecteur constant dans R2 indiquant la direction dans laquelle le signal est
line´airement syme´trique et h est une fonction monodimensionnelle h : R→ R, r e´tant
le vecteur position dans R2. Tous les points satisfaisant la proprie´te´ kT r = C ou` C est
une constante, auront donc le meˆme niveau de gris. La me´thode d’analyse suivante
est re´alise´e dans le domaine fre´quentiel sans toutefois ne´cessiter le calcul explicite
de la transforme´e de Fourier du signal. On peut montrer qu’un signal posse´dant une
syme´trie line´aire peut s’exprimer dans le domaine fre´quentiel sous la forme :
G(f) = H(fTk)δ(fTu) (4.28)
ou` G de´note la transforme´e de Fourier de g , H la transforme´e de Fourier monodimen-
sionnelle de h et (k,u) forme une base orthonorme´e. L’interpre´tation ge´ome´trique de
cette proprie´te´ est que le spectre du signal est concentre´ dans une droite passant par
l’origine. De´tecter la pre´sence d’une orientation dominante dans le signal se re´duira
donc a` de´tecter la pre´sence d’une concentration d’e´nergie autour d’une ligne dans le
domaine spectral, ce qui peut se traduire par la minimisation d’une fonctionnelle :
arg min
‖k‖=1
=
∫
R2
d2(f ,k)|G(f)|2df (4.29)
ou` la fonction d2(f ,k) est la distance Euclidienne dans R2 entre le vecteur fixe k et
le vecteur repre´sentant la variable spatiale f . Cette distance s’exprime de la manie`re
suivante :
d2(k, f) = ‖f − (fTk)k‖2. (4.30)
On peut montrer que pour des signaux 2D, la minimisation revient a` trouver le vecteur
propre secondaire de la matrice
A =
(
A11 A12
A21 A22
)
(4.31)
dont les termes sont les moments spatiaux d’ordre deux du spectre :
A11 =
∫
R2
f 2x |F(f)|2df , (4.32)
A22 =
∫
R2
f 2y |F(f)|2df (4.33)
et
A12 = A21 =
∫
R2
fxfy|F(f)|2df . (4.34)
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Si l’on transpose ces termes dans le domaine spatial en utilisant le the´ore`me de Par-
seval [Pap91], on constate que les termes de l’ope´rateur A ont des expressions tre`s
simples :
A11 =
1
4pi2
∫
R2
(
∂f
∂x
)2
dxdy, (4.35)
A22 =
1
4pi2
∫
R2
(
∂f
∂y
)2
dxdy, (4.36)
A12 = A21 =
1
4pi2
∫
R2
(
∂f
∂x
)(
∂f
∂y
)
dxdy. (4.37)
Les vecteurs propres de l’ope´rateur permettront alors d’obtenir l’angle de l’orien-
tation dominante de la structure et les valeurs propres son degre´ de syme´trie line´aire.
En effet, pour une structure a` syme´trie line´aire ide´ale, c’est-a`-dire suivant parfaite-
ment le mode`le (4.27), la valeur propre secondaire λ2 est nulle, l’e´nergie du spectre
e´tant parfaitement concentre´e dans une droite. Des mesures de degre´ de syme´trie, ap-
pele´es cohe´rence ou anisotropie spatiale peuvent alors eˆtre de´finies a` partir des valeurs
propres. Plusieurs expressions peuvent eˆtre utilise´es :
C1 =
(
λ1 − λ2
λ1 + λ2
)α1
, (4.38)
C2 =
(
1− λ2
λ1
)α2
(4.39)
avec α1, α2 ∈ R choisis par l’utilisateur selon l’application pour controler la sensibilite´.
Plus simplement on trouve
C3 = (λ1 − λ2). (4.40)
Les deux premie`res expressions fournissent des mesures borne´es entre 0 et 1, ce qui
permet une meilleure interpre´tation de la mesure : pour un signal ne comportant
aucune directivite´ λ1 ≈ λ2 l’anisotropie est nulle alors que pour un signal a` syme´trie
line´raire λ1  0, λ2 ≈ 0 sa valeur est e´gale a` 1. Cet ope´rateur est ici calcule´ pour
des fonctions continues, mais on peut constater que si l’on discre´tise en remplac¸ant
les inte´grales par des sommes discre`tes, l’ope´rateur de´crivant les signaux a` syme´trie
line´aire est identique a` un facteur pre`s a` la matrice des moments (4.26) dans le cas
ou` le champ de vecteurs est un champ de gradients.
Pour cette raison, l’ope´rateur commune´ment appele´ «tenseur de structure» est
tre`s utilise´ pour des taˆches telles que la de´tection de points singuliers, le filtrage de
bruit par diffusion anisotrope et l’analyse de texture. Pour un signal stationnaire, le
tenseur de structure est une moyenne spatiale du produit exte´rieur du vecteur gradient
∇g = [∂g/∂x, ∂g/∂y]T avec lui meˆme :
J =
∫
R2
∇g∇gTdxdy. (4.41)
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En pratique, afin de pouvoir estimer localement la structure sur une image pre´sentant
des variations, l’estime´e du tenseur est ponde´re´e par une feneˆtre de type gaussienne
isotrope :
Jρ =
∫
x∈R2
Kρ(x)∇g∇gTdx. (4.42)
Le tenseur de structure deviendra donc une fonction de l’espace et pourra s’exprimer
par la convolution d’une feneˆtre gaussienne isotrope avec la matrice forme´e par le
produit exte´rieur des gradients en chaque position :
Jρ(x) =
[
Kρ ∗ ∇g∇gT
]
(x) (4.43)
ou` le parame`tre ρ de´termine la dimension spatiale de la feneˆtre de ponde´ration. Il est
par conse´quent designe´ par le terme de parame`tre d’inte´gration. Dans le cas d’images
bruite´es, donc non de´rivables, l’ope´rateur gradient est approxime´ par une de´rive´e de
gaussienne :
G(x)σ (x, y) =
∂
∂x
Kσ(x, y)
ce qui revient a` convoluer l’image par une gaussienne puis a` la de´river. Le tenseur de
structure est donc controˆle´ par un parame`tre supple´mentaire dit d’«e´chelle» puisqu’on
conside`re le gradient de l’image gσ a` l’e´chelle σ, gσ(x, y) = Kσ ∗ g(x, y) :
Jρ(x) =
[
Kρ ∗ ∇gσ∇gTσ
]
(x). (4.44)
la figure 4.10 montre l’influence des parame`tres d’e´chelle σ et ρ du tenseur sur les
parame`tres de texture estime´s sur l’image «Circles». La comparaison entre la magni-
tude du gradient et la somme des valeurs propres du tenseur permet de remarquer
que les valeurs propres de celui-ci fournissent une mesure qui n’est pas perturbe´e par
les oscillations spatiales de la texture. Le parame`tre σ est e´quivalent au parame`tre
d’e´chelle des filtres orientables, alors que le parame`tre ρ agit comme une moyenne
spatiale stabilisant la mesure des valeurs propres. On peut constater que les mesures
d’angle et d’anisotropie spatiale ne sont pas perturbe´s par σ et ρ. Les figures 4.11
et 4.12 montrent l’estimation des meˆmes parame`tres sur les deux autres images test.
L’image «Straw» est tre`s proche du mode`le a` syme´trie line´aire et posse`de une aniso-
tropie globalement tre`s proche de 1, ce qui n’est pas le cas pour l’image «Papillon»
dont la structure est plus repre´sente´e par des contours que de la texture. Cependant,
les contours e´tant aussi a` syme´trie line´aire, le tenseur permet aussi leur de´tection.
Remarques :
– La forme pre´sente´e ici du tenseur de structure n’est pas unique. En effet, Knuts-
son [Knu89] introduit un tenseur de structure supposant le meˆme mode`le de
signal mais utilisant des filtres en quadrature polairement se´parables dans le do-
maine fre´quentiel, permettant aussi de de´tecter les syme´tries line´aires pre´sentes
dans les signaux 2D. Nous avons ici choisi de pre´senter la version du tenseur ba-
se´e sur le gradient car nous montrons par la suite qu’il est possible de relier cet
ope´rateur aux parame`tres du mode`le des noyaux gaussiens anisotropes pre´sente´
dans le chapitre 3.
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– L’utilisation de la feneˆtre gaussienne en ponde´ration de l’ope´rateur est justifie´e
par le fait qu’une telle estime´e n’est pas affecte´e par une rotation angulaire
de l’image. Ainsi, l’amplitude du gradient mesure´e, c’est-a`-dire la somme des
valeurs propres du tenseur est dite invariante par rotation.
4.3.3 Lien avec le mode`le des noyaux gaussiens
4.3.3.1 Tenseur de structure adapte´ aux signaux ale´atoires
La me´thode d’estimation des noyaux gaussiens pre´sente´e au chapitre 3 ne´cessite une
grande puissance de calcul puisque la fonction d’autocovariance doit eˆtre estime´e au
voisinage de chaque pixel de l’image. Or, les sce`nes image´es par un capteur SAR e´tant
de grande dimension, il est souhaitable d’alle´ger au maximum les traitements. Il a
e´te´ montre´ qu’a` partir d’un ope´rateur simple, il e´tait possible d’estimer l’orientation
locale d’une image a` partir d’un mode`le de signal a` syme´trie line´aire. Cependant, la
diversite´ physique des milieux rencontre´s dans la nature implique que la description
spatiale des images SAR ne´cessite un mode`le plus ge´ne´ral. Nous allons montrer que
le tenseur de structure peut, sous cette forme base´e sur le gradient, eˆtre relie´ aux
parame`tres du mode`le statistique de texture pre´sente´ dans le chapitre pre´ce´dent. Le
tenseur de structure est mesure´ par une inte´grale sur une zone spatiale finie ou de´limi-
te´e par une feneˆtre de forme gaussienne. Si l’on conside`re sa limite quand le parame`tre
d’inte´gration ρ →∞ sous l’hypothe´se d’ergodicite´ du signal, il pourra eˆtre confondu
avec l’espe´rance du produit exte´rieur du gradient :
J∞ = E
[∇g∇gT ] . (4.45)
Sous cette forme, il est alors possible de de´finir cet ope´rateur pour un processus
stochastique et calculer sa valeur en fonction des parame`tres de notre mode`le. En
effet, l’ope´rateur de´rive´e ∂/∂x est un ope´rateur line´aire dont la re´ponse en fre´quence
est H(f) = 2pijf et la relation entre la densite´ spectrale de puissance Sg(f) d’un
signal g(x) et le spectre Sg′(f) de sa de´rive´e g
′(x) = ∂g/∂x est :
Sg′(f) = |2pijf |2Sg(f) = 4pif 2Sg(f) (4.46)
De plus le the´ore`me de Wiener-Kinchine [Pap91] p. 327 applique´ a` la variable ale´atoire
forme´e par la de´rive´e du signal permet d’affirmer que :
E
[
g′(x)2
]
= Rg′(0) =
∫ ∞
−∞
Sg′(f)df. (4.47)
Cette proprie´te´ est inte´ressante puisque l’espe´rance du gradient d’un processus sto-
chastique est directement proportionnelle au moment d’ordre deux de sa densite´ spec-
trale :
E
[
g′(x)2
]
= 4pi2
∫ ∞
−∞
f 2Sg(f)df. (4.48)
Pour une fonction g(x) bidimensionnelle, si l’on de´note le gradient∇g(x) = [gx(x), gy(x)]T ,
ce re´sultat se ge´ne´ralise puisque l’on peut montrer en utilisant les re´sultats sur les
112 me´thodes d’estimation de l’orientation base´es sur les de´rive´es
PSfrag replacements
σ = 1, ρ = 2 σ = 1, ρ = 4
σ = 1.5, ρ = 2 σ = 1.5, ρ = 4
min max
−pi/2 pi/2
Fig. 4.10: Influence des parame`tres d’e´chelle σ et ρ sur les parame`tres de texture. Pour
chaque valeur des parame`tres d’e´chelle on a repre´sente´ : la magnitude du gradient Mg =
g2x + g
2
y (haut gauche), la somme des valeurs propres du tenseur E = λ1 + λ2 (haut droite),
l’anisotropie C2 (bas gauche) et l’angle d’orientation θ (bas droite).
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Fig. 4.11: Parame`tres de texture calcule´s sur la texture «Straw». Magnitude du gradient
Mg = g
2
x + g
2
y (a), somme des valeurs propres du tenseur E = λ1 + λ2 (b), anisotropie C2
(c) et angle d’orientation θ (d).
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Fig. 4.12: Parame`tres de texture calcule´s sur l’image «Papillon». Magnitude du gradient
Mg = g
2
x + g
2
y (a), somme des valeurs propres du tenseur E = λ1 + λ2 (b), anisotropie C2
(c) et angle d’orientation θ (d).
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syste`mes line´aires a` entre´es/sorties multiples de [BP00] (p 185.) que l’intercorre´lation
E[gxgy] du gradient correspond au moment croise´ en x et y du spectre. En effet, si
l’on note Hx = 2pijfx et Hy = 2pijfy les re´ponses en fre´quence des gradients dans les
directions x et y, la densite´ spectrale croise´e des sorties de ces deux filtres est alors :
Sgxgy(f) = H
∗
xHySg(f) (4.49)
ou` f = [fx, fy] est le vecteur fre´quence 2D. En combinant ce re´sultat avec la relation :
E[gx(x)gy(x)] = Rxy(0) =
∫
R2
Sgxgy(f)df (4.50)
on obtient :
E[gx(x)gy(x)] =
∫
R2
4pi2fxfySg(f)df . (4.51)
De meˆme on peut montrer que les expressions pour les autocorre´lations E[g2x] et
E[g2y] correspondent aux moments d’ordre deux en x et en y du spectre. Ces relations
sont tre`s similaires a` celles des e´quations (4.32), (4.34) et (4.33) mais sont de´sormais
applicables a` des processus stochastiques puisque relatives a` la densite´ spectrale de
puissance du signal. Le tenseur de structure peut alors eˆtre exprime´ dans le domaine
spectral :
J∞ =
∫
R2
f fTSg(f)df . (4.52)
4.3.3.2 Lien avec les parame`tres du mode`le
Le mode`le de texture de´fini au chapitre 3 peut ainsi eˆtre relie´ au tenseur de structure.
Nous conside´rons en premier lieu le cas ou` la texture T n’est pas affecte´e par le speckle.
De meˆme qu’au chapitre pre´ce´dent, une unique re´alisation du signal e´tant disponible,
on suppose la stationnarite´ locale du signal et les statistiques de ce dernier seront
estime´es par une feneˆtre glissante. T est un signal de moyenne µT dont la fonction
d’autocovariance suit le mode`le des noyaux gaussiens anisotropes (3.14). La fonction
d’autocorre´lation de T est :
RT (x) = σ
2
T exp
(−xTΣ−1T x)+ µ2T . (4.53)
Par proprie´te´ de la transforme´e de Fourier, la densite´ spectrale de puissance bidi-
mensionnelle correspondante est aussi de forme gaussienne anisotrope. En effet, la
transforme´e de Fourier 2D conservant les rotations, le calcul de la transforme´e de
Fourier de la gaussienne anisotrope dans la base de ses axes principaux se re´sume au
calcul de deux transforme´es de Fourier monodimensionnelles de fonctions de forme
gaussienne. Cependant, l’autocovariance n’e´tant pas une gaussienne normalise´e, on
trouvera un terme contenant le de´terminant de la matrice Σ en facteur :
ST (f) = σ
2
Tpi |ΣT |1/2 exp
(−pi2fTΣT f)+ µ2T δ(f). (4.54)
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On peut noter que la contribution de la valeur moyenne µT ponde`re une fonction de
Dirac dont les moments d’ordre n > 0, n ∈ N sont nuls :∫
R2
fnx δ(f)df = 0.
La valeur moyenne du signal n’intervient donc pas dans les moments d’ordre deux du
spectre. La matrice des moments d’ordre deux de la contribution de la texture est
calcule´e par un simple changement de variable et le tenseur de structure s’exprimera
en fonction de la matrice ΣT :
J∞ = 2σ
2
TΣ
−1
T . (4.55)
Puisque par construction la matrice ΣT est obtenue par la rotation unitaire R d’une
matrice diagonale Λ, son inverse Σ−1T est obtenue par application de la meˆme rotation
a` la matrice inverse Λ :
Σ−1T = R
T
θ Λ
−1Rθ. (4.56)
L’orientation locale θ est donc obtenue par diagonalisation du tenseur de structure :
J∞ = λ1e
T
1 e1 + λ2e
T
2 e2 (4.57)
ou` e1 et e2 sont les vecteurs propres et λ1 > λ2 les valeurs propres ordonne´es. Le ten-
seur e´tant proportionnel a` l’inverse des moments, l’orientation principale est calcule´e
a` partir des coordonne´es du second vecteur propre e2. On montre [vVV95] que l’angle
peut eˆtre estime´ par l’expression :
θ =
1
2
arctan
2J12
J11 − J22 . (4.58)
La relation entre les valeurs propres et les longueurs de corre´lation re´elles seront :
λ1 =
2σ2T
l2v
, λ2 =
2σ2T
l2u
(4.59)
De meˆme que pour le mode`le line´aire il est possible d’utiliser les mesures de l’aniso-
tropie spatiale. Dans ce cas, on choisit :
A = 1− λ2
λ1
. (4.60)
car cette mesure est en relation directe avec les parame`tres du mode`le et contient une
information inde´pendante de la variance σ2T du signal et donc uniquement relative a`
la corre´lation spatiale. En effet :
A = 1− l
2
v
l2u
. (4.61)
Une autre mesure utile quantifiant a` la fois l’amplitude et la porte´e spatiale des
fluctuations du signal, nomme´e «e´nergie de texture» est souvent employe´e :
E = λ1 + λ2. (4.62)
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Cette mesure est e´quivalente au module au carre´ moyen du gradient. Il est donc
possible de calculer les parame`tres du mode`le a` partir du tenseur de structure sans
passer ni par l’estimation de la densite´ spectrale de puissance, ni par celle de la
fonction d’autocovariance, ce qui est tre`s avantageux au niveau de la puissance de
calcul requise.
4.3.3.3 Cas du mode`le multiplicatif
Nous avons montre´ comment estimer les parame`tres spatiaux d’une texture mode´lise´e
par les noyaux gaussiens graˆce a` un ope´rateur simple nomme´ tenseur de structure.
Nous allons maintenant e´tablir la relation entre ce tenseur de structure et l’intensite´
mesure´e par un capteur SAR, c’est-a`-dire le mode`le produit de´fini par l’e´quation
(2.16) prenant en compte le speckle. Rappelons tout d’abord les caracte´ristiques de
ce mode`le.
L’intensite´ d’une zone non-homoge`ne, c’est-a`-dire comprenant de la texture, peut
eˆtre de´crite statistiquement par un produit de trois signaux ale´atoires : l’intensite´
moyenne de la zone µI conside´re´e comme constante sur toute la zone, la variable
correspondant au speckle F , mode´lise´e comme un bruit blanc de moyenne unitaire
µF = 1 et de variance σ
2
F = 1/L et enfin la texture, champ ale´atoire de moyenne
unitaire µT = 1 et de fonction d’autocovariance CT suivant le mode`le (3.14). On
notera PT (f) la transforme´e de Fourier de la CT (x), c’est-a`-dire la contribution de la
texture a` la densite´ spectrale de puissance ST (f) dont l’expression a e´te´ donne´e en
(4.54). Le tenseur de structure correspond aux moments d’ordre deux de la densite´
spectrale de l’intensite´. La fonction d’autocorre´lation de l’intensite´ e´tant donne´e par :
RI(x) = µ
2
IRT (x)RF (x) (4.63)
avec
– RF (x) : fonction d’autocorre´lation du speckle. Dans l’hypothe`se d’un speckle
decorre´le´ elle s’exprime suivant RF (x) = δ(x)σ
2
F + µ
2
F =
1
L
δ(x) + 1.
– RT (x) : fonction d’autocorre´lation de la texture, donne´e en (4.53).
Par application de la transforme´e de Fourier, la densite´ spectrale de puissance de
l’intensite´ est proportionnelle a` la convolution spatiale de la densite´ spectrale de la
texture avec celle du speckle :
SI(f) = µ
2
I (ST ∗ SF ) . (4.64)
En remplac¸ant SF = δ(f)+
1
L
par son expression, en introduisant PT et en conside´rant
le fait que µT = 1 on obtient l’expression de la densite´ spectrale de l’intensite´ I :
SI(f) = µ
2
I
[
PT (f) + δ(f) +
σ2T + 1
L
]
. (4.65)
ou` PT (f) = σ
2
Tpi |Σ|1/2 exp
(−pi2fTΣf). Le moment spatial d’ordre deux mpq ou` les
indices p et q peuvent eˆtre e´gaux a` x ou y, est donc de la forme :
mpq = µ
2
I
(∫
R2
fpfqPT (f)df +
∫
R2
fpfq
σ2T + 1
L
df +
∫
R2
fpfqδ(f)df
)
. (4.66)
118 me´thodes d’estimation de l’orientation base´es sur les de´rive´es
PSfrag replacements
∂f/∂x
∂f/∂y
min
max
(a)
(b)
(c)
(d)
−0.05 0 0.05
−0.1
−0.05
0
0.05
0.1
−0.03 −0.02 −0.01 0 0.01 0.02 0.03
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
−0.1 0 0.1
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
−0.2 −0.1 0 0.1 0.2
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
. . . .
.
.
.
.
.
.
.
.
PSfrag replacements
∂f/∂x∂f/∂x
∂f/∂x∂f/∂x
∂
f/
∂
y
∂
f/
∂
y
∂
f/
∂
y
∂
f/
∂
y
min max
(a) (b)
(c) (d)
Fig. 4.13: Histogrammes bidimensionnels des composantes du gradient sur une texture sui-
vant une loi normale de moyenne et variance unitaires, de covariance gaussienne anisotrope
avec lu = 5, lv = 2, θ = pi/6. Echelle du signal : σ = 0 (a), σ = 1 (b), σ = 2 (c), σ = 4 (d).
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Fig. 4.14: Histogrammes bidimensionnels des composantes du gradient sur une texture
suivant une loi gamma de covariance gaussienne anisotrope avec lu = 5, lv = 2, θ = pi/6, de
moyenne unitaire et de parame`tre de forme ν = 1. Echelle du signal : σ = 0 (a), σ = 1 (b),
σ = 2 (c), σ = 4 (d).
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Fig. 4.15: Histogrammes bidimensionnels des composantes du gradient sur une texture sui-
vant une loi K de covariance gaussienne anisotrope avec lu = 5, lv = 2, θ = pi/6. Parame`tres
de la loi K : ν = 1, µI = 1, L = 1. Echelle du signal : σ = 0 (a), σ = 1 (b), σ = 2 (c), σ = 4
(d).
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Le premier terme de la somme concerne l’information de texture et le troisie`me terme
est nul puisque pour toute fonction g(x),
∫
R2
g(x)δ(x)dx = g(0). En outre, le deuxie`me
terme pose un proble`me dans l’estimation des moments puisque dans le cas ou` p = q
l’inte´grale diverge.
On peut donc constater que la pre´sence de speckle dans le signal empeˆche l’esti-
mation de l’information spatiale graˆce au tenseur de structure. En effet, l’ope´rateur
de´rive´e n’est pas de´fini pour un processus stochastique affecte´ par du bruit car sa
fonction d’autocorre´lation comporte une singularite´ en son centre. Pour pouvoir ap-
pliquer un tel ope´rateur, il faut que le signal soit diffe´rentiable au sens des moindres
carre´s [Pap91] (p. 336-338) et cette condition n’est remplie que si sa fonction d’au-
tocorre´lation est deux fois de´rivable. Afin de rendre le signal de´rivable on pourra lui
appliquer un filtrage avant l’estimation du tenseur de structure, ce qui revient a` utili-
ser un tenseur similaire a` celui indique´ par l’expression (4.44) mais dont l’expression
adapte´e a` la nature stochastique de l’intensite´ I est :
J∞ = E
[∇Iσ∇ITσ ] . (4.67)
ou` Iσ = Kσ ∗ I est l’intensite´ filtre´e par une gaussienne Kσ isotrope d’e´cart-type σ. A
partir de cette expression, il est possible de recalculer les moments d’ordre deux de la
densite´ spectrale en fonction des parame`tres du mode`le puisque la densite´ spectrale
de l’intensite´ Iσ repre´sente´e a` l’e´chelle σ s’exprime :
SIσ = SI(f)|Kσ(f)|2 (4.68)
ou` Kσ(f) est la transforme´e de Fourier du noyau gaussien Kσ(x).
Cas monodimensionnel : Afin de simplifier l’e´tude, nous allons dans un premier
temps e´tudier l’influence du filtrage gaussien sur le moment spectral d’ordre deux
d’une intensite´ monodimensionnelle I(x) suivant le mode`le multiplicatif (2.16).
Suite a` l’application d’un filtrage gaussien, le moment d’ordre 2 du spectre de
l’intensite´ devient :
m2 =
∫
R
f 2SI(f)|Kσ(f)|2df
= µ2I
∫
R
f 2
(
PT (f) +
σ2T + 1
L
+ δ(f)
)
|Kσ(f)|2df
= µ2I
{∫
R
f 2PT (f)|Kσ(f)|2df +
∫
R
f 2
σ2T + 1
L
|Kσ(f)|2df
}
.
Cette expression sugge`re la de´composition suivante pour le moment spectral d’ordre
deux :
m2 = µ
2
I (me +mr) (4.69)
qui me`ne a` une conclusion importante sur l’influence du speckle et d’un filtrage gaus-
sien sur un processus multiplicatif comprenant de la texture : a` un facteur µ2I pre`s, le
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moment est de´composable en une somme de deux termes me et mr que nous appelle-
rons respectivement partie effective et partie re´siduelle. En effet, toute l’information
concernant les parame`tres spatiaux du mode`le est contenue dans me.
De plus, pour une texture non affecte´e par du speckle m2 = me, ce qui conduit a`
penser que la partie re´siduelle mr est uniquement due a` la pre´sence de la variable F .
Cette dernie`re est relative a` la variance de la texture σ2T et a celle du speckle σ
2
F = 1/L
mais ne contient aucune information sur les proprie´te´s spatiales de l’image. Si le
speckle est un processus de nature multiplicative, on peut noter que sa contribution
sur les moments spatiaux de la densite´ spectrale est vue comme un terme additif
de´pendant des statistiques du signal.
Le filtrage gaussien du signal a pour effet de rendre l’inte´grale mr convergente
puisque le moment d’ordre deux d’une gaussienne normalise´e est toujours de´fini. L’ex-
pression de ce filtre est :
Kσ(x) =
1√
2piσ2
exp
(
−1
2
x2
σ2
)
(4.70)
et sa transforme´e de Fourier :
Kσ(f) = exp (−pi22σ2f 2) (4.71)
est aussi de forme gaussienne mais non normalise´e. Par changement de variable, on
peut calculer le moment d’ordre deux de cette fonction afin de connaˆıtre la contribu-
tion re´siduelle. On trouve (voir annexe B.2) :
mr =
1
L
1 + σ2T
16pi5/2σ3
. (4.72)
De meˆme si l’on suppose le processus de fonction d’autocovariance gaussienne :
CT = σ
2
T exp
(
−x
2
l2
)
(4.73)
ou` l est la longueur de correlation du processus dont la densite´ spectrale centre´e est :
PT = σ
2
T
√
pil2exp(−pi2l2f 2), (4.74)
en conside´rant le fait que le produit de deux fonctions de forme gaussienne est encore
une forme gaussienne, l’expression de la partie effective est (voir annexe B.2) :
me =
σ2T
2pi2
l
(l2 + 4σ2)3/2
. (4.75)
La figure 4.16 repre´sente plusieurs trace´s de cette fonction pour diffe´rentes valeurs de
σ. On peut donc constater que le fait d’effectuer un filtrage gaussien sur l’intensite´
multiplicative modifie conside´rablement l’expression du moment d’ordre deux de la
densite´ spectrale du processus. Le calcul de la longueur de corre´lation du processus
4.3 estimation par le tenseur de structure 123
ne´cessite de ce fait la re´solution non triviale d’une e´quation non line´aire. De plus, on
constate en trac¸ant cette fonction que le nombre de ses racines est deux, ce qui permet
d’affirmer que le filtrage de l’image entraˆıne une inde´termination sur la longueur de
corre´lation. Cette inde´termination est due au fait que les moments d’ordre deux d’un
produit de gaussiennes non normalise´es n’est pas la somme des moments d’ordre deux.
Au final, la relation entre le moment statistique d’ordre deux de la de´rive´e de
l’intensite´ et le moment spatial d’ordre deux du spectre est :
E[g′(x)2] = µ2I
[
2σ2T
l
(l2 + 4σ2)3/2
+
1
L
1 + σ2T
4
√
piσ3
]
(4.76)
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Fig. 4.16: Valeur de la partie efficace de la dispersion du gradient en fonction de la longueur
de corre´lation dans le cas d’un signal monodimensionnel.
Cas bidimensionnel Nous avons montre´ l’influence du filtrage sur l’expression du
moment spectral d’ordre deux de l’intensite´ SAR pour un signal monodimension-
nel. Nous allons maintenant e´tudier cette influence lorsque l’on applique un filtrage
gaussien isotrope a` un signal bidimensionnel dont la fonction d’autocovariance suit
le mode`le des noyaux gaussiens. Cette fois-ci la quantite´ contenant l’information spa-
tiale n’est plus un scalaire mais la matrice M des moments d’ordre deux du spectre
s’exprimant :
M =
∫
R2
f fTSI(f)|Kσ(f)|2df (4.77)
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De meˆme on obtient une de´composition e´quivalente a` (4.69) mais en version matri-
cielle :
M = µ2I (Me + Mr) (4.78)
en remplac¸ant les expressions de PT (f) et Kσ(f) par leurs e´quivalents bivarie´s PT (f)
et Kσ(f) ou`
Kσ(f) = exp (−2pi2fTΣσf) (4.79)
est la transforme´e de Fourier bidimensionnelle du filtre gaussien isotrope normalise´ :
Kσ(x) =
1
2pi
√|Σσ| exp−12 (xTΣ−1σ x) (4.80)
avec Σσ = σ
2I2, I2 e´tant la matrice identite´ 2 × 2. La matrice re´siduelle est donne´e
par l’inte´grale :
Mr =
1 + σ2T
L
∫
R2
fT f |Kσ(f)|2df
=
1 + σ2T
L
∫
R2
fT f exp (−4pi2fTΣσf)df .
Cette inte´grale est calcule´e par un changement de variable base´ sur le moment d’ordre
deux d’une gaussienne multivarie´e (voir annexe B.2) :
Mr =
1
L
1 + σ2T
32pi3σ4
I2. (4.81)
La matrice effective s’exprime quand a` elle de la manie`re suivante :
Me =
∫
R2
fT fPT (f)|Kσ(f)|2df
=
∫
R2
fT fσ2Tpi
√
|ΣT | exp (−pi2fTΣT f) exp (−4pi2fTΣσf)df
=
∫
R2
fT fσ2Tpi
√
|ΣT | exp
(−pi2fTΣSf)df .
avec ΣS = ΣT + 4Σσ. On peut remarquer que le filtrage modifie les parame`tres de la
fonction d’autocovariance mais utiliser un filtre gaussien isotrope pre´sente l’avantage
conside´rable de conserver une forme gaussienne d’autocorre´lation et donc de densite´
spectrale. En effet, le fait d’ajouter a` la matrice de correlation spatiale ΣT une ma-
trice Σσ proportionnelle a` l’identite´ ajoute cette constante de proportionnalite´ aux
valeurs propres, et laisse les vecteurs propres inchange´s. De meˆme que pour un signal
monodimensionnel, le filtrage gaussien applique´ sur un signal bidimensionnel modifie
de fac¸on conse´quente ses statistiques d’ordre deux. Ainsi, la matrice effective des mo-
ments de la densite´ spectrale s’exprime comme une e´quation matricielle non-line´aire
en fonction des parame`tres du signal non bruite´ et non filtre´ (voir annexe B.2) :
Me =
σ2T
2pi2
|ΣT |1/2
|ΣS|1/2 Σ
−1
S . (4.82)
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L’effet du filtrage sur le moment affecte donc les valeurs propres mais laisse l’orien-
tation inchange´e car l’on peut toujours e´crire la matrice ΣS comme e´tant issue de la
rotation Rθ. En effet :
ΣS = R
T
θ ΛSRθ (4.83)
ou` la matrice ΛS est diagonale :
ΛS =
(
l2u + 4σ
2 0
0 l2v + 4σ
2
)
(4.84)
Si l’on exprime les de´terminants |ΣT | = |ΛT | et |ΣS| = |ΛS|, l’expression de la matrice
des moments d’ordre deux devient :
Me =
σ2T
2pi2
√
l2ul
2
v
(l2u + 4σ
2)(l2v + 4σ
2)
Σ−1S . (4.85)
Le tenseur de structure mesure´ sur une telle intensite´ e´tant directement proportionnel
a` la matrice des moments puisque J∞ = 4pi
2M, il vient au final :
J∞ = µ
2
I
[
2σ2T
√
l2ul
2
v
(l2u + 4σ
2)(l2v + 4σ
2)
Σ−1S +
1
L
1 + σ2T
8piσ4
I2
]
(4.86)
Il apparaˆıt donc que la relation entre la matrice des moments spectraux d’ordre deux
de la texture bruite´e par du speckle et pre´ filtre´e n’est plus triviale comme dans le
cas d’une texture non bruite´e (cf. e´quation (4.55)). En effet, non seulement l’e´quation
matricielle (4.86) est fortement non line´aire, mais le proble`me n’est plus se´parable
puisque la valeur d’une des valeurs propres du tenseur de structure de´pend a` la fois
des deux longueurs de corre´lation du mode`le gaussien anisotrope. Puisqu’il n’existe
pas de solution analytique triviale pour ce type d’e´quation, il est ne´cessaire d’appli-
quer un algorithme de re´solution nume´rique afin d’obtenir la valeur des longueurs
de corre´lation. De plus, le trace´ des valeurs propres du terme effectif (la somme des
termes effectif et re´siduel est la meˆme fonction a` une constante pre`s) en fonction
des longueurs de corre´lation pre´sente´ sur la figure 4.17 sugge`re que chaque couple
de valeurs propres peut correspondre a` deux couples de longueurs de corre´lation dis-
tinctes. Il faudra donc tenir compte de la non-unicite´ de la solution dans la proce´dure
d’inversion nume´rique de l’e´quation.
Les figures 4.13, 4.14 et 4.15 repre´sentent les histogrammes bidimensionnels du
vecteur gradient pour re´spectivement une texture de loi gaussienne, une texture de
loi Gamma, et une texture de loi K dont les parame`tres sont pre´cise´s dans le texte
des le´gendes. On peut constater l’effet du filtrage sur l’histogramme du gradient, qui
devient de moins en moins anisotrope a` mesure que l’on augmente le filtrage d’e´chelle
σ. On peut aussi observer l’influence du speckle, qui modifie fortement la distibution
spatiale du gradient. Un filtrage avec une valeur faible de σ de la texture affecte´e de
speckle permet de retrouver une certaine anisotropie. Une valeur de σ trop importante
causera une perte d’information sur l’orientation locale.
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Fig. 4.17: Valeurs propres de la matrice effective en fonction des longueurs de corre´lation
pour une valeur de pre´filtrage σ = 1.2.
4.3.4 Algorithme d’estimation des parame`tres du mode`le
Afin de pouvoir e´valuer le comportement du tenseur de structure sur des textures
SAR de covariance spatiale non-stationnaire, nous de´finissons, comme dans le chapitre
pre´ce´dent un algorithme d’estimation des longueurs de corre´lation, base´ cette fois sur
l’estimation du tenseur de structure et l’inversion nume´rique du syste`me non-line´aire
(4.86). Pour l’estimation locale, on pourra utiliser la formule classique du tenseur de
structure avec une feneˆtre gaussienne (4.44) ou bien, afin d’obtenir des re´sultats plus
aise´ment comparables avec les me´thodes classiques spe´cifiques au SAR, le tenseur
pourra eˆtre calcule´ sur une feneˆtre carre´e de dimension Ns ×Ns.
La proce´dure est la suivante :
1. Choix de la valeur du parame`tre de pre´filtrage σ et de la taille de la feneˆtre d’es-
timation (ou de l’e´chelle d’estimation ρ si l’on choisit une feneˆtre de ponde´ration
gaussienne.)
2. Estimation du tenseur de structure et de ses valeurs propres λ1 et λ2 pour chaque
position x = [x, y]T de l’image. L’estime´e θ̂ de l’angle est directement donne´e
par la relation (4.58).
3. Estimation des statistiques locales µ̂I et σ̂
2
T .
4. Calcul de la partie effective du tenseur par correction des valeurs propres. L’ex-
pression des valeurs propres corrige´es est :
λ˜j =
1
2σ̂2T
(
λj
µ̂2I
− 1
L
1 + σ̂2T
8piσ2
)
(4.87)
5. Re´solution nume´rique de l’e´quation avec deux initialisations diffe´rentes :(
λ˜1 0
0 λ˜2
)
=
√
l2ul
2
v
(l2u + 4σ
2)(l2v + 4σ
2)
(
(l2u + 4σ
2)−1 0
0 (l2v + 4σ
2)−1
)
(4.88)
pour obtenir deux couples de solutions (l∗u,1, l
∗
v,1) et (l
∗
u,2, l
∗
v,2).
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4.4 Validation des me´thodes
4.4.1 Textures stationnaires
Il a e´te´ vu pre´ce´demment que l’inversion des parame`tres du mode`le a` partir du ten-
seur de structure e´tait rendue complexe a` cause de la ne´cessite´ d’introduire un pre´fil-
trage dans la proce´dure afin de rendre le gradient estimable. De plus, la distribution
the´orique du tenseur de structure e´tant inconnue, l’e´tude du comportement de cet
estimateur est effectue´e graˆce a` des simulations sur signaux stationnaires. La proce´-
dure d’estimation peut eˆtre subdivise´e en trois e´tapes principales qui sont le calcul du
tenseur, la diagonalisation de ce dernier et l’inversion des valeurs propre conduisant
aux longueurs de corre´lation du mode`le gaussien anisotrope. Le nombre de parame`tres
pouvant varier e´tant tre`s important (nombre d’e´chantillons, puissance du bruit, e´chelle
du pre´filtrage, etc.), il convient de de´composer l’e´tude afin d’e´tudier le comportement
des estime´es pour chaque e´tape de l’algorithme.
Moment d’ordre deux Nous avons en premier lieu e´tudie´ l’estimation des moments
d’ordre deux du gradient inde´pendemment de l’angle d’orientation. Nous avons donc
simule´ des textures pour un angle θ fixe´ a` ze´ro et pour un nombre N = 300 de
re´alisations de texture nous avons e´tudie´ l’influence des diffe´rents parame`tres sur
l’estime´e de ces moments. Les re´sultats sont pre´sente´s sur les figures 4.18 a` 4.21 dans
ce chapitre et pour des raisons de clarte´, le reste des figures, e´tudiant l’influence
des parame`tres L et σ ont e´te´ reporte´es en annexe A. La figure 4.18 montre les
valeurs re´elles et estime´es des moments en x et en y, ainsi que le biais et la variance
de ces estimateurs pour un grand nombre d’e´chantillons et une puissance de bruit
faible. On constate de premier abord que les deux estimateurs se comportent de fac¸on
syme´trique, aussi l’e´tude est effectue´e uniquement sur le moment en y par la suite.
L’observation de la valeur estime´e et du biais dans ces conditions montrent bien que
la valeur des moments en fonction des longueurs de corre´lation ve´rifie bien l’e´quation
4.86.
L’influence du nombre d’e´chantillons est ensuite e´value´e figures (4.19 a` 4.21). L’ob-
servation du biais montre que l’estimateur des moments d’ordre deux du gradient
posse`de le comportement d’un estimateur asymptotiquement non biaise´. Le biais est
globalement nul quand les deux longueurs de corre´lation atteignent de grandes va-
leurs. On peut en revanche noter une augmentation du biais conduisant a` une sous-
estimation importante pour une petite taille de feneˆtre et une grande valeur de la
longueur de corre´lation dans la direction orthogonale au moment. La variance de l’es-
timateur semble tre`s fortement lie´e a` la valeur re´elle et croˆıt avec cette dernie`re. Elle
affiche donc un comportement multiplicatif, ce qui n’est pas surprenant si l’on consi-
de`re la nature statistique du mode`le de bruit. Sa valeur diminue globalement avec le
nombre d’e´chantillons et devient rapidement d’un ordre de grandeur ne´gligeable par
rapport a` la valeur moyenne de l’estime´e. Les figures A.1 a` A.3 reporte´es en annexe
montrent l’influence du nombre de vues de la texture simule´e sur l’estimation. Cette
influence semble assez faible, ce qui laisse supposer que l’effet du speckle est suffisam-
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Fig. 4.18: Estimation des moments pour les parame`tres N = 300, Ns = 128, L = 8 et
σ = 1.5.
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ment re´duit, meˆme pour les tailles de feneˆtre les plus petites. Cela conduit a` penser
que les erreurs e´ventuelles sur l’estime´e sont principalement dues au processus ale´a-
toire de texture. En effet, un processus corre´le´ spatialement ne´cessite un plus grand
nombre d’e´chantillons pour parvenir a` une estimation non biaise´e de ses statistiques,
comme expose´ en section 3.4.2 et dans la re´fe´rence [OQ98] p. 106.
Un autre parame`tre important est l’e´chelle σ du filtre gaussien applique´ avant l’es-
timation du gradient. En effet, ce terme intervient dans la partie effective du moment
et change conside´rablement la forme de la fonction, comme illustre´ par la figure A.4.
On constate en effet que pour des valeurs faibles de σ la fonction est presque monotone
de´croissante dans la direction de lu alors que pour des grandes valeurs la courbe varie
de fac¸on beaucoup plus lente et l’e´quation non line´aire pre´sente deux solutions bien
distinctes. L’observation des figures A.5 a` A.7 montre que le biais est peu de´pendant
de la valeur de sigma et reste globalement nul. En revanche la variance de´pend forte-
ment de ce parame`tre, surtout pour de petites valeurs de lu et lv et augmente lorsque
l’on re´duit σ.
Inversion des moments d’ordre deux L’inversion des moments d’ordre deux condui-
sant a` la valeur estime´e de la longueur de corre´lation a e´te´ e´tudie´e, sans tenir compte
dans un premier temps de l’influence de l’estimation des valeurs propres. L’inversion
nume´rique de l’e´quation non line´aire est donc effectue´e sur des textures pre´sentant un
angle d’orientation nul comme au paragraphe pre´ce´dent, ce qui permet de s’affranchir
du calcul des valeurs propres puisqu’elles se confondent avec les termes diagonaux de
la matrice des moments. L’algorithme de recherche des ze´ros utilise´ dans cette section
est la fonction de minimisation lsqnonlin de la boˆıte d’outils d’optimisation du lo-
giciel MATLAB. Deux couples de valeurs de corre´lations ont e´te´ estime´s pour chaque
couple de valeurs propres en initialisant de deux manie`res diffe´rentes l’algorithme de
recherche des ze´ros. Les valeurs initiales choisies sont les couples (1, 1) et (5, 5).
Les figures 4.22 a` 4.24 et A.8 a` A.13 montrent les re´sultats d’inversion de la solution
obtenue a` partir de la premie`re valeur d’initialisation et les figures 4.25 a` 4.27 et A.14
a` A.19 correspondent a` la seconde valeur initiale. Les re´sultats de biais et de variance
des valeurs estime´es peuvent eˆtre explique´s de manie`re qualitative par l’observation
de la forme de la fonction non line´aire des moments d’ordre deux en fonction des
longueurs de corre´lation re´elles. En effet, la variance de´pendra non seulement de la
variance de l’estime´e du moment, mais aussi de la pente de la fonction non line´aire.
Plus la pente est e´leve´e plus la localisation de la racine est pre´cise et moins elle est
perturbe´e par le caracte`re ale´atoire des signaux (speckle et variance du processus de
texture spatiale), la variance de l’estime´e est donc d’autant plus faible.
Solution 1. On peut observer que globalement la variance semble augmenter
avec la valeur re´elle de la longueur de corre´lation. L’observation de la fonction line´aire
montre que pour la solution 1 la pente de la fonction diminue quand lu augmente,
ce qui peut expliquer cette augmentation. Le biais est nul pour de petites valeurs
des longueurs de corre´lation ou des anisotropies importantes, mais un biais ne´gatif
130 me´thodes d’estimation de l’orientation base´es sur les de´rive´es
2
4
6
8
2
4
6
8
0.02
0.04
0.06
0.08
PSfrag replacements
lulv
E
[Ĵ
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[Ĵ
1
1
]
(c) Ns = 64× 64
2
4
6
8
2
4
6
8
0.02
0.04
0.06
0.08
PSfrag replacements
lulv
E
[Ĵ
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Fig. 4.19: Estime´e de la statistique J11. Influence du nombre d’e´chantillons Ns. Valeurs des
autres parame`tres : N = 300, L = 8 et σ = 1.5.
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Fig. 4.20: Biais de la statistique J11. Influence du nombre d’e´chantillons Ns. Valeurs des
autres parame`tres : N = 300, L = 8 et σ = 1.5.
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(d) Ns = 128× 128
Fig. 4.21: Variance de la statistique J11. Influence du nombre d’e´chantillons Ns. Valeurs des
autres parame`tres : N = 300, L = 8 et σ = 1.5.
apparaˆıt pour les valeurs qui ne peuvent plus eˆtre estime´es par la premie`re solution.
L’influence du nombre d’e´chantillons sur l’estime´e est une diminution globale de la
variance de l’estime´e lorsque l’on augmente Ns. L’augmentation du nombre de vues
L posse`de une influence tre`s re´duite sur le biais, et provoque une diminution de la
variance mais son influence est minime par rapport a` celle du nombre d’e´chantillons.
Au contraire, le fait de changer la parame`tre de pre´-filtrage σ a une influence tre`s
forte sur le biais et la variance ce qui est attendu dans la mesure ou` ce parame`tre
influe sur la forme de la fonction non line´aire.
Solution 2. On peut formuler la meˆme remarque que pre´ce´demment sur la
variance qui augmente globalement en fonction de la pente observe´e de la fonction
non-line´aire. Le biais devient lui globalement positif, car la solution 2 est de´finie sur
un domaine ou` les valeurs des longueurs de corre´lation sont globalement plus im-
portantes. On peut formuler les meˆmes remarques que celles e´mises pour la solution
1, a` savoir une diminution de variance et de biais en valeur absolue pour une aug-
mentation du nombre d’e´chantillons. Il est a` noter que les axes ont e´te´ inverse´s pour
une meilleure visualisation du biais. Le nombre de vues L conditionne cette fois-ci de
manie`re plus importante la variance puisque les pentes sont globalement plus faibles
dans la re´gion de la solution 1, l’inversion est perturbe´e de manie`re plus importante
par le bruit. La re´duction de la puissance du speckle entraˆıne donc une diminution
significative de variance. On peut en outre noter le fait que la solution 2 estime de
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Fig. 4.22: Estime´e de lu, solution 1. Influence du nombre d’e´chantillons. Valeurs des autres
parame`tres : N = 300, L = 8 et σ = 1.5.
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Fig. 4.23: Biais de lu, solution 1. Influence du nombre d’e´chantillons. Valeurs des autres
parame`tres : N = 300, L = 8 et σ = 1.5.
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Fig. 4.24: Variance de lu, solution 1. Influence du nombre d’e´chantillons. Valeurs des autres
parame`tres : N = 300, L = 8 et σ = 1.5.
manie`re quasi uniforme la bonne valeur de longueur de corre´lation pour des petites
valeurs du parame`tre σ. Ceci est expliquable par le fait que pour de petites valeurs
des longueurs de corre´lation, les deux solutions de l’e´quation non-line´aire sont tre`s
proches l’une de l’autre. En revanche, l’augmentation de la variance en fonction de la
longueur de corre´lation est tre`s geˆnante pour l’estimation avec de telles valeurs de σ.
Valeurs propres Enfin, pour comple´ter cette e´tude sur les signaux stationnaires,
nous avons e´tudie´ l’influence de l’estimation des valeurs propres et des statistiques
locales µ̂I et σ̂
2
T ne´cessaires a` l’inversion des longueurs de correlation sur donne´es
re´elles (figures A.20 et A.21). Les textures ont e´te´ cette fois simule´es pour une puis-
sance maximale du speckle (L = 1) afin de se placer dans une situation proche du
cas applicatif de l’estimation des parame`tres sur des donne´es mono-vue. On constate
que les valeurs propres estime´es suivent bien le comportement de´crit au chapitre pre´-
ce´dent, a` savoir une surestimation de la valeur la plus e´leve´e et une sous-estimation
de la valeur la plus faible, ainsi qu’une singularite´ pour le cas λ1 = λ2. En ce qui
concerne l’inversion, on peut remarquer que la ne´cessite´ d’estimer les statistiques lo-
cales provoque une forte augmentation de la variance, qui devient geˆnante pour des
grandes valeurs de lu. On peut donc globalement conclure que, si l’e´quation non li-
ne´aire liant les valeurs propres du tenseur de structure aux longueurs de corre´lation
de´crit bien la texture multiplicative affecte´e par le speckle et que les valeurs du biais
sont quasi-nulles pour un nombre suffisant d’e´chantillons, la variance des estime´es de´-
pend fortement de la valeur re´elle, ce qui pose des proble`mes de stabilite´ en ce qui
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Fig. 4.25: Estime´e de lu, solution 2. Influence du nombre d’e´chantillons. Valeurs des autres
parame`tres : N = 300, L = 8 et σ = 1.5.
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Fig. 4.26: Biais de lu, solution 2. Influence du nombre d’e´chantillons. Valeurs des autres
parame`tres : N = 300, L = 8 et σ = 1.5.
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Fig. 4.27: Variance de lu, solution 2. Influence du nombre d’e´chantillons. Valeurs des autres
parame`tres : N = 300, L = 8 et σ = 1.5.
concerne l’inversion nume´rique de la fonction. De plus, la non-unicite´ des solution duˆe
a` la perte d’information suite au pre´-filtrage constitue une difficulte´ supple´mentaire
quant a` l’estimation des longueurs de corre´lation par le tenseur de structure. L’appli-
cation de l’inversion des longueurs de corre´lation a` partir du tenseur de structure sur
une re´alisation est donc proble´matique.
Angle d’orientation La figure 4.28 montre le biais estime´ de l’angle d’orientation
pour une se´rie de N = 300 re´alisations d’une texture stationnaire de parame`tres
Lu = 5, Lv = 2 et θ variant de 0 a` pi/2. L’influence des parame`tres Ns, L et σ est
e´tudie´e. On peut tout d’abord constater, que le biais ne de´passe jamais 0.04 radian en
valeur absolue, ce qui est faible. L’angle est donc bien estime´ pour toutes les valeurs
des parame`tres, avec de meilleures performances pour un nombre e´leve´ d’e´chantillons.
L’estimation semble le´ge`rement de´grade´e quand la valeur de σ est e´leve´e, ce qui n’est
pas surprenant car le filtrage gaussien isotrope tend a` diminuer l’anisotropie de la
texture, rendant ainsi l’estimation de θ plus incertaine. Le nombre de vues L n’influe
quand a` lui quasiment pas sur l’estimation de ce parame`tre.
4.4.2 Textures non-stationnaires
La me´thode d’inversion a e´te´ e´tudie´e dans le cas des quatre simulations de textures non
stationnaires de la meˆme manie`re qu’au chapitre pre´ce´dent. Afin d’alle´ger le contenu
seuls les parame`tres d’inte´reˆt ont e´te´ retenus pour chaque texture. On e´tudiera donc
136 me´thodes d’estimation de l’orientation base´es sur les de´rive´es
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
PSfrag replacements
θ simule´ (radians)
B
ia
is
Ns = 16
Ns = 32
Ns = 64
Ns = 128
(a) L = 8, σ = 1.5
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
PSfrag replacements
θ simule´ (radians)
B
ia
is
L = 1
L = 4
L = 8
L = 16
(b) Ns = 64, σ = 1.5
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
PSfrag replacements
θ simule´ (radians)
B
ia
is
σ = 0.9
σ = 1
σ = 1.5
σ = 3
(c) Ns = 64, L = 8
Fig. 4.28: Influences des parame`tres Ns, L et σ sur le biais estime´ de l’angle d’orientation
θ pour N = 300 re´alisations d’une texture de parame`tres ν = 1, µI = 1.
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l’estimation d’une des longueurs de corre´lation pour la texture 1, les valeurs re´elles
e´tant identiques. Pour la texture 2 seule l’estimation de la longueur de corre´lation
variable lu est e´tudie´e. La texture 3 posse´dant des longueurs de corre´lations fixes et
un angle θ variable, on repre´sentera l’estime´e de ce dernier. De la meˆme manie`re,
on repre´sentera pour la texture 4 seulement lu et θ. Les re´sultats sont montre´s pour
quatre valeurs diffe´rentes du parame`tre de pre´filtrage θ = 0.9, 1, 1.5, 3 et une taille de
feneˆtre Ns = 63 × 63 sur les figures, reporte´es en annexe, A.22 a` A.29. Le domaine
de recherche des longeurs de corre´lation a e´te´ limite´ entre 0 et 10, les valeurs re´elles
simule´es e´tant comprises dans ce domaine.
On peut globalement conclure que l’estimation des longueurs de corre´lation par
inversion de l’e´quation line´aire liant le tenseur de structure a` ces dernie`res est peu
fiable. Il est en effet difficile de pre´voir laquelle des deux solutions va estimer de fac¸on
correcte la longueur de corre´lation re´elle. On peut en outre noter des instabilite´s
nume´riques d’inversion dues a` la nature bruite´e des textures. On constate cependant
que pour les textures test 1, 2 et 3 les meilleurs re´sultats sont donne´s par la solution
2 pour de petites valeurs de σ. En revanche, on peut noter la tre`s bonne performance
de cette me´thode pour l’estimation de l’angle d’orientation θ, quelque soit la valeur de
σ, puisque dans tous les cas l’e´volution spatiale de l’angle est fide`lement reproduite.
4.4.3 Donne´es re´elles
4.4.3.1 Donne´es mono-canal
La figure A.30 montre les deux solutions obtenues par inversion nume´rique de la
longueur de corre´lation base´e sur la me´thode propose´e en 4.3.4. On constate que les
re´sultats obtenus ne sont pas satisfaisants car les deux solutions sont tre`s diffe´rentes
des re´sultats obtenus par la me´thode directe pre´sente´e au chapitre 3. Ceci peut eˆtre
duˆ a` des proble`mes d’inversion nume´rique, au fait que les moments spectraux se
comportent diffe´remment pour une texture non stationnaire et a` la complexite´ de la
fonction a` inverser.
L’estimation des longueurs de corre´lation par inversion de l’e´quation non line´aire
pre´ce´demment pre´sente´e e´tant peu fiable a` cause des raisons e´voque´es pre´ce´demment
et de l’absence d’existence d’une solution unique a` ce proble`me, nous proposons une
approximation afin de retrouver des caracte´ristiques spatiales du signal a` partir du ten-
seur. On conside`re, en accord avec la the´orie du scale-space line´aire gaussien [Lin94],
que l’image peut eˆtre repre´sente´e a` diffe´rentes e´chelles, ces e´chelles e´tant obtenues
par convolution du signal avec un noyau gaussien isotrope. Ainsi, le parame`tre de
pre´-filtrage σ du tenseur peut eˆtre vu comme un parame`tre de controˆle d’e´chelle. Au
lieu d’estimer les longeurs de corre´lation de la texture sous-jacente de l’image SAR, on
pourra caracte´riser les variations spatiales de l’ensemble speckle/texture repre´sente´ a`
l’e´chelle σ. On suppose alors, que pour un filtrage suffisant, le speckle n’influe plus et
que l’on estime les longueurs de corre´lation de la texture vue a` cette e´chelle. On peut
138 me´thodes d’estimation de l’orientation base´es sur les de´rive´es
alors appliquer les relations (4.59) qui nous permettent d’obtenir directement :
lu =
√
2σ2T
λ2
, lv =
√
2σ2T
λ1
. (4.89)
Si ces grandeurs ne correspondent pas aux longueurs re´elles de corre´lation, elle per-
mettent d’observer de fac¸on qualitative les fluctuations spatiales du signal.
Cette approximation a e´te´ applique´e sur les meˆmes donne´es qu’au chapitre pre´ce´-
dent et le meˆme seuillage sur le coefficient de variation a e´te´ effectue´ afin de diviser
l’image en quatre plages contenant chacune 25% des pixels. Les filtre orientables ont
eux aussi e´te´ applique´s a` ces meˆme donne´es afin de comparer le comportement des
deux me´thodes. Puisque cette approximation conduit a` estimer une caracte´ristique
non plus de la texture seule, mais de l’ensemble texture/speckle, on va choisir une
valeur de parame`tre d’e´chelle σ plus importante que celles utilise´es en simulation,
de manie`re a` ce que l’image soit suffisamment filtre´e pour obtenir une estime´e peu
perturbe´e par le speckle. Les inconve´nients de cette approximation sont une perte
de re´solution supple´mentaire et l’introduction d’une corre´lation par le filtrage pre´a-
lable. Si les re´sultats obtenus avec une e´chelle σ = 8 (figures 4.29 a` 4.32) ne sont pas
comparables quantitativement avec ceux obtenus par la me´thode d’estimation directe
pre´sente´e au chapitre 3 (en effet, comme indique´ sur les figures, l’e´chelle de repre´sen-
tation des noyaux n’est pas la meˆme), on peut observer que qualititativement cette
nouvelle me´thode permet bien de retrouver les directivite´es pre´sentes dans l’image
ainsi que leur variabilite´ spatiale, ce qui montre qu’un grand nombre des phe´nome`nes
a` caracte`re anisotrope se trouvent a` une e´chelle proche de l’e´chelle d’analyse utili-
se´e. Tout comme pre´ce´demment, on peut aussi remarquer que toutes les plages de
coefficient de variation peuvent contenir des structures anisotropes. On peut aussi
remarquer que, malgre´ la perte de re´solution engendre´e par le pre´-filtrage, les struc-
tures anisotropes restent bien localise´es par l’algorithme pour la feneˆtre Ns = 31. Les
re´sultats obtenus pour Ns = 63 sont, comme pour la me´thode d’esimation directe,
plus stables mais il semble qu’une partie de l’information d’angle et de variabilite´
spatiale. On pourra donc pre´fe´rer le choix de la feneˆtre de 31 pixels, qui est d’autant
plus justifie´ dans ce cas que le filtrage pre´alable diminue la variance du bruit.
Nous avons repre´sente´ dans les figures 4.33 a` 4.36 les re´sultats d’estimation obte-
nus avec la premie`re me´thode pre´sente´e dans ce chapitre, faisant intervenir les filtres
orientables. Les barres sont oriente´es dans la direction optimale trouve´e par la me´-
thode et leur longueur est proportionnelle au logarithme de la force d’orientation
trouve´e. L’e´chelle logarithmique est choisie pour une meilleure repre´sentation car ce
parame`tre pre´sente une forte dynamique comparable a` celle de l’image. Comme cette
me´thode repose sur un unique filtrage sans ope´ration de moyenne spatiale, elle est
plus sensible au bruit. Afin d’obtenir une estime´e stable de l’orientation, nous avons
donc choisi pour l’e´cart-type de la gaussienne a` la base des filtres de σ = 16. Cette
me´thode n’e´tant pas base´e sur le calcul des statistiques locales, nous avons applique´
afin d’obtenir des repre´sentations e´quivalentes a` celles des me´thodes pre´ce´dentes le
meˆme type de seuillage que pre´ce´demment a` la force d’orientation s (4.11) trouve´e
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pour l’orientation optimale θ (4.10), de´finissant ainsi quatre plages de forces d’orien-
tation contenant chacune 25% des pixels. Le parame`tre de force d’orientation e´tant la
valeur de corre´lation entre le filtre d’orientation optimale et le signal, il est de´pendant
de la puissance du signal, ce qui explique que les plages trouve´es correspondent aux
niveaux de re´flectivite´ moyenne dans l’image, au lieu du degre´ d’he´te´roge´neite´ comme
dans le cas du coefficient de variation. Contrairement aux me´thodes pre´ce´dentes, qui
sont re´actives a` la fois aux structures de´terministes et aux orientations dues a` la
corre´lation de textures ale´atoires, les filtres orientables ne sont pas des ope´rateurs
statistiques et sont uniquement sensibles aux structures oriente´es de´terministes. Ceci
explique la structure de´sordonne´e des barres dans les zones ne pre´sentant pas d’he´te´ro-
gene´ite´ marque´e. Cependant, les filtres orientables permettent d’analyser la structure
spatiale de´terministe de l’image avec une meilleure re´solution spatiale que les deux
me´thodes pre´ce´dentes. En revanche, la valeur du parame`tre s est moins facilement
interpre´table en termes d’orientation locale seule, du fait qu’elle de´pend a` la fois du
degre´ d’anisotropie de la structure et de la puissance du signal analyse´.
4.4.3.2 Donne´es polarime´triques
L’observation des re´sultats d’analyse avec filtres orientables et le tenseur de structure
(figures 4.37 et 4.38) tendent a` confirmer l’hypothe`se e´mise dans le chapitre pre´ce´-
dent que la structure spatiale de l’image et la texture sont de´pendantes du canal
de polarime´trie, contrairement aux hypothe`ses ge´ne´ralement utilise´es pour traiter et
mode´liser ces donne´es. Les filtres orientables donnent des estime´es d’orientation tre`s
voisines d’un canal a` l’autre car sensibles uniquement aux structures de´terministes
marque´es, alors qu’on pourra noter plus de dissimilarite´s dans le cas du tenseur de
structure. Cette dernie`re me´thode donne des re´sultats comparables a` ceux trouve´s
par la me´thode d’estimation directe de l’autocovariance en terme de variabilite´ entre
canaux.
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Fig. 4.29: Noyaux gaussiens estime´s au moyen du tenseur de structure pour la plage 1 du
coefficient de variation a` l’e´chelle spatiale σ = 8 avec des feneˆtres d’estimation de formes
carre´es Ns = 31 (haut) et Ns = 63 (bas). Les noyaux sont repre´sente´es a` l’e´chelle 0.05 par
rapport a leur taille dans l’image.
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Fig. 4.30: Noyaux gaussiens estime´s au moyen du tenseur de structure pour la plage 2 du
coefficient de variation a` l’e´chelle σ = 8 avec des feneˆtres d’estimation de formes carre´es
Ns = 31 (haut) et Ns = 63 (bas).
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Fig. 4.31: Noyaux gaussiens estime´s au moyen du tenseur de structure pour la plage 3 du
coefficient de variation a` l’e´chelle σ = 8 avec des feneˆtres d’estimation de formes carre´es
Ns = 31 (haut) et Ns = 63 (bas).
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Fig. 4.32: Noyaux gaussiens estime´s au moyen du tenseur de structure pour la plage 4 du
coefficient de variation a` l’e´chelle σ = 8 avec des feneˆtres d’estimation de formes carre´es
Ns = 31 (haut) et Ns = 63 (bas).
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(a)
Fig. 4.33: Orientation estime´e par les filtres orientables (e´chelle du filtre : σ = 16) pour la
plage 1 de la force d’orientation. La taille des barres est proportionnelle au logarithme de la
force d’orientation s
Fig. 4.34: Orientation estime´e par les filtres orientables (e´chelle du filtre : σ = 16) pour la
plage 2 de la force d’orientation. La taille des barres est proportionnelle au logarithme de la
force d’orientation s
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(a)
Fig. 4.35: Orientation estime´e par les filtres orientables (e´chelle du filtre : σ = 16) pour la
plage 3 de la force d’orientation. La taille des barres est proportionnelle au logarithme de la
force d’orientation s
Fig. 4.36: Orientation estime´e par les filtres orientables (e´chelle du filtre : σ = 16) pour la
plage 4 de la force d’orientation. La taille des barres est proportionnelle au logarithme de la
force d’orientation s
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Fig. 4.37: Influence du canal polarime´trique sur la texture spatiale. Me´thode du tenseur de structure avec approximation d’e´chelle,
avec une feneˆtre de Ns = 31× 31 pixels et un pre´filtrage σ = 8.
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(a) SPAN (b) |SHH |2 (c) |SHV |2 (d) |SV V |2
(e) SPAN (f) |SHH |2 (g) |SHV |2 (h) |SV V |2
(i) SPAN (j) |SHH |2 (k) |SHV |2 (l) |SV V |2
Fig. 4.38: Influence du canal polarime´trique sur la texture spatiale. Me´thode des filtres orientables pris avec l’e´chelle σ = 16.
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4.5 Conclusion
Dans ce chapitre nous avons pre´sente´ deux approches base´es sur un filtrage de type
de´rivatif permettant d’estimer l’orientation de la texture dans les images SAR. Les
deux me´thodes utilisent des de´rive´es de gaussiennes. D’une part les filtres orientables
reprennent dans le principe l’approche d’estimation des filtres de Gabor e´voque´s dans
le chapitre 2, c’est-a`-dire la recherche de l’orientation qui maximise la re´ponse du filtre,
mais avec l’avantage d’utiliser un nombre de filtres re´duit. Cette me´thode ne suppo-
sant pas de mode`le particulier pour le signal, elle a e´te´ e´value´e uniquement pour des
donne´es re´elles. D’autre part, le tenseur de structure, ope´rateur habituellement utilise´
en vision, permet d’estimer la dispersion spatiale des gradients et sa diagonalisation
donne aussi une estime´e de l’orientation locale. Un mode`le utilise´ conjointement avec
cet ope´rateur et nomme´ mode`le de voisinage line´aire a ensuite e´te´ introduit. Nous
avons montre´ que cet ope´rateur pouvait eˆtre adapte´ pour des signaux ale´atoires en
re´e´crivant son expression the´orique en terme d’espe´rance mathe´matique, ce qui nous
a permis de montrer que l’on pouvait e´tablir un lien entre les valeurs/vecteurs propres
du tenseur et les parame`tres d’une texture non bruite´e suivant le mode`le des noyaux
gaussiens anisotropes introduit au chapitre 3. Afin de pouvoir appliquer le tenseur de
structure aux images SAR, nous avons ensuite e´tabli l’expression qui lie ce dernier
aux parame`tres du mode`le dans le cas d’une texture affecte´e par un bruit de speckle
multiplicatif. Cette expression est une e´quation non line´aire et le trace´ de la relation
entre valeurs propres du tenseur et parame`tres du mode`le indique qu’il existe deux
solutions de longueurs de corre´lations pour chaque valeur propre. Ceci est confirme´
par une e´tude sur des simulations de textures SAR stationnaires. Cette inde´termi-
nation rend l’estimation des parame`tres au moyen de cette me´thode d’inversion peu
fiable en pratique, ce qui a e´te´ confirme´ par son application sur des donne´es non sta-
tionnaires simule´es. Une approximation a alors e´te´ e´tablie afin d’appliquer l’ope´rateur
sur les donne´es re´elles. Les re´sultats obtenus permettent d’observer qualitativement
les variations d’orientation locale des structures et textures oriente´es dans les images
SAR.
Les deux me´thodes ont ensuite e´te´ applique´es aux canaux d’intensite´ polarime´-
triques et les re´sultats obtenus ont confirme´ la ne´cessite´ de prendre en compte la
de´pendance entre la corre´lation spatiale et la canal polarime´trique dans de futures
recherches.
Au final, on peut remarquer que les deux me´thodes pre´sente´es dans ce chapitre
sont comple´mentaires puisque les filtres orientables permettent de localiser pre´cise´-
ment les structures de´terministes de l’image, alors que le tenseur de structure permet
l’observation des fluctuations de la corre´lation spatiale.
Chapitre 5
Application : filtrage adaptatif du
speckle
5.1 Introduction
Le filtrage du speckle est une ope´ration de pre´-traitement des images importante dans
le domaine du SAR. Si le speckle est effectivement lie´ au phe´nome`ne physique de re´tro-
diffusion d’une onde e´lectromagne´tique par un milieu ale´atoire, il n’en est pas moins
conside´re´ comme un bruit qui affecte les donne´es et rend ardues certaines applica-
tions telles que l’inversion de parame`tres physiques et la de´tection de structures dans
l’image. En effet, sur une image d’intensite´ simple-vue, c’est a` dire non filtre´e, l’e´cart-
type pour un pixel est e´gal a` la re´flectivite´ moyenne sous-jacente, ce qui implique
que l’information porte´e par un seul pixel est quasiment inexploitable. Dans l’ide´al,
on souhaite travailler sur des images dont les pixels sont les re´sultantes de moyennes
entre diffe´rentes vues incohe´rentes, ce qui a pour effet de re´duire la variance et de
fournir une estime´e de la re´flectivite´ moyenne. Cependant, on ne dispose pas dans le
cas ge´ne´ral d’un grand nombre de vues inde´pendantes. Dans le cas extreˆme ou` une
seule vue est disponible ce qui rend cette ope´ration impossible, la solution la plus
directe est de calculer une image dont les pixels sont obtenus par moyenne spatiale
des pixels voisins. Selon l’application de´sire´e, on choisira de former ces moyennes de
fac¸on plus ou moins adaptative en fonction de la structure non stationnaire de l’image.
Les algorithmes utilise´s pour cette taˆches sont regroupe´s sous l’appellation filtres de
speckle.
5.2 Me´thodes de filtrage des donne´es SAR
Une description de quelques me´thodes usuelles de filtrage de speckle est ici pre´sente´e.
Notre but n’est pas de fournir une liste exhaustive de me´thodes (le lecteur pourra se
re´fe´rer a` [Ogo97] pour plus d’information sur les diffe´rents travaux existants dans ce
domaine), mais d’exposer les me´thodes classiques pouvant eˆtre ame´liore´es par notre
approche d’estimation de parame`tres spatiaux.
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On peut regrouper les algorithmes de filrage de speckle en plusieurs grandes classes
dont la plus connue est celle des filtres statistiques dont nous allons ici traiter. Il existe
aussi d’autres classes tels que les filtres morphologiques, mais e´tant plus e´loigne´es de
notre approche. Les performances des filtres de speckle sont en ge´ne´ral e´value´es par
rapport aux crite`res suivants :
– la quantite´ d’e´chantillons somme´s sur une zone homoge`ne, ge´ne´ralement estime´e
par le nombre e´quivalent de vues NEV = E[I]2/V ar[I].
– l’absence de biais sur l’estime´e de la re´flectivite´
– la pre´servation des diffuseurs isole´s
– la pre´servation des contours
– la pre´servation de la texture
5.2.1 Filtre Moyenne
La me´thode la plus simple pour filtrer les donne´es est de former une moyenne spa-
tiale en convoluant l’image par un masque de forme carre´e donnant une estime´e de
la re´flectivite´ moyenne pour chaque pixel. Un des crite`res les plus utilise´s pour l’e´va-
luation d’une me´thode de filtrage e´tant le nombre d’e´chantillons somme´s, puisque
pour une zone homoge`ne ce nombre est inversement proportionnel a` la variance du
bruit. Selon ce crite`re, on peur affirmer que ce filtre est le meilleur pour les zones
homoge`nes. Malheureusement, une image SAR pre´sente une grand nombre d’he´te´ro-
ge´ne´ite´s, pouvant eˆtre dues aux transitions entre les zones, a` la pre´sence de structures
de´terministes et enfin a` la texture. Sur ce type de zone, le filtre moyenne posse`de
de pie`tres performances et l’image re´sultante apparaˆıt comme une version floue de
l’image originale. Pour cette raison on utilise en ge´ne´ral des filtres plus sophistique´s
a` caracte`re adaptatif.
5.2.2 Filtre Me´dian
Au lieu de calculer la moyenne des re´flectivite´s, le filtre me´dian ordonne les valeurs des
pixels situe´s dans la feneˆtre d’analyse et retient la valeur me´diane. Ce filtre posse`de
la particularite´ d’eˆtre robuste aux valeur aberrantes (appele´es «outliers»). Il est donc
adapte´ au filtrage de bruits de type impulsionnel. Ce filtre permet une bonne pre´serva-
tion des structures dans l’image, mais il n’effectue pas un lissage des zones homoge`nes
aussi performant que les filtres base´s sur l’estimation de la valeur moyenne. Cepen-
dant, sa simplicite´ fait que de nombreuses variantes de ce filtre ont e´te´ de´veloppe´es et
applique´es dans le cadre de la restauration des images SAR.
5.2.3 Filtres base´s sur le crite`re MMSE
Cette classe de filtres est sans aucun doute la plus connue et la plus applique´e a` ce
jour dans le domaine du traitement des images SAR. Cette popularite´ est due au bon
compromis entre performance et simplicite´ de principe. Ces filtres sont base´s sur le
crite`re de l’erreur quadratique moyenne minimale (Minimum Mean Square Error.)
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5.2.3.1 Filtre de Lee
Le filtre de Lee est base´ sur une approximation line´aire du mode`le multiplicatif. L’in-
tensite´ multiplicative I = RF est line´arise´e, c’est a` dire qu’on suppose qu’elle peut
eˆtre approxime´e par :
I˜ = aR + bF + c. (5.1)
Les coefficients a, b et c sont ensuite trouve´s par minimisation de l’erreur quadratique
moyenne E[(I − I˜)2] sous la contrainte de biais nul E[I˜] = E[I]. L’approximation
line´aire de l’intensite´ est alors donne´e par :
I˜ = µFR + 〈R〉(F − µF ). (5.2)
Par application de l’algorithme de filtrage de Kalman a` l’expression (5.2), Lee [Lee80]
obtient l’expression de la re´flectivite´ estime´e par son filtre :
R̂ = µI + k(I − µI) (5.3)
ou` le coefficient de filtrage k s’exprime :
k = 1− σ
2
F
CV 2I
(5.4)
Le coefficient de variation CV 2I = σ
2
I/µ
2
I est remplace´ par son estime´e et la variance
du speckle est donne´e par le nombre de vues de l’image puisque σ2F = 1/L.
Ce filtre est applique´ pour chaque pixel de l’image en utilisant les statistiques
locales µ̂I et σ̂
2
I calcule´es dans une feneˆtre carre´e autour du pixel (figure 5.1). Pour
une zone homoge`ne, le coefficient k est nul et la valeur estime´e sera la moyenne µ̂I . Par
contre, si le pixel central appartient a` une zone he´te´roge`ne, le coefficient de variation
sera tre`s supe´rieur a` 1/L et le coefficient k tendra vers 1. L’estime´e de la re´flectivite´
sera donc proche de la valeur du pixel mesure´e dans la sce`ne originale. Ce filtre permet
donc un lissage maximal des zones homoge`nes et une pre´servation des he´te´roge´ne´ite´s
comme les diffuseurs ponctuels. On peut en outre remarquer qu’aucune hypothe`se
n’est introduite sur les distributions de probabilite´s du signal ou du bruit.
5.2.3.2 Filtre de Kuan
Le filtre de Kuan [KSSC85] est tre`s proche du filtre de Lee puisqu’il est aussi base´ sur
le crite`re d’erreur quadratique minimale. Il est cependant plus ge´ne´ral que ce dernier
puisque cette fois-ci le signal est conside´re´ sans faire d’approximation. Le signal mesure´
est ici conside´re´ comme la somme du signal original avec un bruit qui peut de´pendre
du signal :
I = R +B. (5.5)
Dans le cas d’un signal affecte´ par le speckle F , le bruit additif est donne´ par la
relation B = R(F − 1) et le mode`le (5.5) est bien e´quivalent au mode`le multiplicatif.
Cette re´e´criture permet d’appliquer directement l’expression de l’estimateur au sens
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des moindres carre´s pour un signal affecte´ de bruit additif qui en introduisant les
statistiques locales de l’image permet de retrouver une expression proche de celle du
filtre de Lee, diffe´rant uniquement par l’expression du coefficient de filtrage :
k =
CV 2I − σ2F
CV 2I (1 + σ
2
F )
. (5.6)
Les performances de ces filtres sont a` peu pre`s identiques a` celles du filtre de Lee,
avec une meilleure pre´servation des structures mais un lissage moins important sur les
zones homoge`nes. Dans le cas d’images mono-vues, le filtrage de Kuan est recommande´
car l’approximation line´aire de Lee est plus hasardeuse pour du speckle pleinement
de´veloppe´. Ces deux filtres constituent une e´volution significative par rapport aux
filtre moyenne et me´dian pre´ce´demment introduits graˆce a` leur caracte`re adaptatif
qui assure la pre´servation des he´te´roge´ne´ite´s fortes. Cependant, les fluctuations douces
de re´flectivite´ au sein d’une zone non-homoge`ne n’e´tant pas prises en compte, ils ne
garantissent pas une bonne restauration de la texture.
position du
pixel filtré
pixels utilisés pour le
calcul des statistiques
locales
Fig. 5.1: Feneˆtre glissante employe´e par les filtres de Lee et Kuan pour l’estimation des
statistiques locales
5.2.3.3 Filtre de Frost
Le filtre de Frost se base aussi sur le crite`re de l’erreur quadratique minimale, mais la
recherche du filtre optimal est diffe´rente. Le mode`le suivant est conside´re´ :
I(x, y) = {R(x, y)F (x, y)} ∗ h(x, y). (5.7)
ou` h(x, y) est la re´ponse impulsionnelle du syste`me imageur. Cette re´ponse impulsion-
nelle e´tant inde´pendante des donne´es, elle est suppose´e constante sur une bande de
fre´quence et on se rame`ne au mode`le pre´ce´dent
I(x, y) = R(x, y)F (x, y) (5.8)
Le filtre optimal recherche´ est celui dont la re´ponse impulsionnelle m(x, y) minimise
l’erreur :
 = E[(R(x, y)− I(x, y) ∗m(x, y))2]. (5.9)
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De plus, la re´flectivite´ de la sce`ne est mode´lise´e par un processus autore´gre´ssif de
parame`tre a dont la fonction d’autocorre´lation est :
RR(x) = σ
2
R exp(−a|x|) + µ2R (5.10)
ce qui permet d’aboutir a` la re´ponse du filtre optimal :
m(x) = Kα exp(−α|x|) (5.11)
avec
α =
√√√√√2a(µ2F
σ2F
)
.
 1
1 +
(
µ2
R
σ2
R
)
 + a (5.12)
Apre`s de nombreuses simplifications, Frost aboutit a` une re´ponse optimale ne de´-
pendant plus du parame`tre a de la fonction d’autocorre´lation mais uniquement du
coefficient de variation de l’intensite´ :
m(x) = Ka exp(−b CVI |x|). (5.13)
ou` b est le parame`tre du filtre, choisi par l’utilisateur. Le coefficient de variation est
donc calcule´ dans une feneˆtre centre´e sur le pixel a` filtrer et de´termine la largeur
de l’exponentielle de´croissante du filtre. Pour une zone homoge`ne, le coefficient de
variation sera minimal ce qui entraˆınera un filtrage maximal. Par contre, si une he´-
te´roge´ne´ite´ est pre´sente, le filtre sera d’autant plus e´troit que la valeur du coefficient
de variation sera e´leve´e. Cela permet, a` l’instar des filtres de Lee et Kuan, de lisser
au maximum les zone homoge`nes et d’effectuer un filtrage moins important sur les
he´te´roge´ne´ite´s.
Si le mode`le de signal suppose´ pour ce filtre prend en compte les statistiques
d’ordre deux du speckle et de la sce`ne, les simplifications effectue´es afin d’obtenir
une expression analytique simple du filtre optimal rendent ces parame`tres spatiaux
absents de l’expression du filtre.
5.2.3.4 Filtre de Lee modifie´
Une limitation importante des filtres statistiques MMSE est l’utilisation d’une feneˆtre
de forme et de taille fixe. En effet, le filtre repose sur le calcul des statistiques locales
sur une feneˆtre dans laquelle ces dernie`res sont suppose´es sationnaires. Si une transi-
tion brusque comme un contour se situe au sein de la feneˆtre d’analyse, alors la valeur
moyenne spatiale calcule´e est fortement perturbe´e et ne donne pas une bonne estime´e
de la re´flectivite´ locale. Les contours de l’image filtre´e ne sont donc pas restaure´s de
fac¸on optimale. Afin d’ame´liorer les performances de ce filtre, une version modifie´e
[Lee81] prenant en compte l’information de contour est introduite. Pour cela, une fe-
neˆtre 3×3 des moyennes locales est forme´e et un gradient est calcule´ afin de de´terminer
l’orientation d’un e´ventuel contour. Cette orientation de´termine le choix de l’un des 8
sous masques pre´sente´s a` la figure 5.2 pour le calcul des statistiques locales. Ce type
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d’approche peut e´galement eˆtre adapte´ au filtrage de Kuan ainsi que d’autres types de
filtres. De plus, les gradients e´tant assez peu adapte´s a` un signal multiplicatif, d’autres
crite`res de choix du masque optimal ont e´te´ propose´s [LNTL90, LNTL93, Tou02] ba-
se´s sur des mesures de rapport de vraisemblance ou du coefficient de variation de
l’intensite´.
Cette modification entraˆıne une ame´lioration significative des performances des
filtres en termes de restauration de structures. Cependant, ce type de filtrage introduit
des transitions spatiales brusques dans la moyenne estime´e des zones pre´sentant une
variation douce de la re´flectivite´. Ces filtres sont donc inadapte´s pour la restauration
de la texture.
Fig. 5.2: Masques utilise´s par le filtre de Lee modifie´
5.2.4 Filtre MAP
Les filtres statistiques MMSE ne font pas d’hypothe`se sur la densite´ de probabilite´
des donne´es. Ces lois de probabilite´s e´tant connues, il est aussi possible de concevoir
des algorithmes de filtrage prenant en compte ces dernie`res. C’est le cas des filtres
base´s sur le crite`re du maximum de vraisemblance a posteriori (MAP) qui utilisent
la loi de Bayes
p(R|I) = p(I|R) p(R)
p(I)
(5.14)
pour la de´termination de l’e´quation de filtrage. Une grande quantite´ de filtres de
ce type utilisant le crite`re du MAP a e´te´ de´veloppe´e et nous citons ici seulement
les me´thodes originelles, c’est a` dire le filtre Gaussien-Gamma MAP [KSSC87] et
le filtre Gamma-Gamma MAP [LNTL90]. Le filtre Gaussien-Gamma MAP suppose
une densite´ de probabilite´ gaussienne pour la texture et ne´cessite la re´solution d’une
e´quation non line´aire, alors que le filtre Gamma-Gamma MAP mode´lise la sce`ne par
une loi gamma, plus ade´quate puisqu’elle correspond a` l’hypothe`se aboutissant a` la
loi en K. L’estime´e de la re´flectivite´ pour le filtre Gamma-Gamma MAP est :
R̂ =
(α− L− 1)µI +
√
µ2I(α− L− 1)2 + 4αLIµI
2α
(5.15)
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Comme dans le cas des filtres MMSE, la re´flectivite´ estime´e est une combinaison entre
les statistiques locales et la valeur du pixel non filtre´. De nombreuses ame´liorations
des filtres MAP ont e´te´ propose´es, notamment de´finissant des re`gles de de´cision quand
au choix de la taille et de la ge´ome´trie de la feneˆtre d’estimation [BP95].
Les filtres de´crits dans cette section ont e´te´ l’objet de nombreux travaux et des
algorithmes e´labore´s sont apparus, combinant plusieurs de ces me´thodes ainsi que des
techniques de de´tection de structures afin d’obtenir un re´sultat optimal sur la plus
grande diversite´ de zones possibles [LTN90, LNTL93, Tou02].
5.3 Filtrage base´ sur l’analyse de l’orientation
5.3.1 Principe du filtre
Nous avons pre´sente´ pre´ce´demment quelques types de filtres couramment utilise´s dans
le domaine du traitement des images SAR. La plupart reposent sur un concept iden-
tique : l’estimation de la re´flectivite´ d’un pixel par une combinaison des statistiques
locales avec la valeur du pixel original. Nous pouvons cependant constater qu’aucun
de ces filtres n’exploite, dans sa version originale, l’information spatiale contenue dans
l’image. Un mode`le pour la texture spatiale des images SAR ayant e´te´ pre´ce´demment
introduit, nous proposons une approche [DFFP05a, DFFP05c, DFFP05b, DFFP05d]
premettant d’ame´liorer la capacite´ d’adaptativite´ spatiale des me´thodes pre´sente´es. Il
a e´te´ vu que l’utilisation d’une feneˆtre glissante de forme carre´e donnait des estime´es
peu fiables des statistiques locales dans les zones non homoge`nes. Si l’introduction de
masques de diffe´rentes formes permet d’ame´liorer les performances de filtrage, l’es-
timation optimale de l’orientation d’une structure par cette me´thode ne´cessite un
nombre infini de masques afin de couvrir toutes les orientations et formes possibles.
Cette condition n’e´tant pas re´alisable en pratique, il existe de nombreux cas dans
lesquels la structure est mal restaure´e (voir l’exemple de la figure 5.3). Afin d’assurer
une meilleure qualite´ de filtrage en terme de pre´servation de structure spatiale, nous
proposons une me´thode de filtrage base´e sur une pre´-e´stimation de l’orientation locale
et l’utilisation de feneˆtres adapte´es a` cette orientation.
L’ide´e de notre approche est d’utiliser l’information d’orientation et d’anisotro-
pie locales calcule´es a` l’aide du tenseur de structure afin de construire une feneˆtre
d’analyse ponde´re´e spatialement mieux adapte´e a` la structure locale de l’image. Cette
me´thode est applique´e aux filtres MMSE, mais agissant uniquement sur le choix de
la feneˆtre d’estimation, elle pourra aussi eˆtre applique´e sur d’autres types de filtres.
Dans la suite, le filtre est nomme´ AGK-MMSE. Notre me´thode consiste en quatre
e´tapes de´crites par la figure 5.4.
Dans un premier temps, l’orientation et l’anisotropie locales sont de´termine´es par
diagonalisation du tenseur de structure Jρ calcule´ sur l’image a` l’e´chelle σ. Dans cette
application, on pre´fere utiliser la feneˆtre de forme gaussienne et de parame`tre ρ en
guise de feneˆtre d’estimation. En effet, cette feneˆtre posse´de la proprie´te´ d’invariance
par rotation et semble mieux adapte´e au filtrage qu’une feneˆtre carre´e. On suppose,
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(a) (b) (c)
Fig. 5.3: Exemple de structure oriente´e mal pre´serve´e. Image d’intensite´ (a), filtrage avec
feneˆtre carre´e 7× 7 (b), filtre de Lee modifie´ feneˆtre de cote´ 7 pixels (c).
PSfrag replacements
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de l’orientation locale
Calcul des
statistiques ponde´re´es
Estimation de la re´flectivite´ Coefficient de filtrage
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Fig. 5.4: Etapes de la me´thode de filtrage AGK-MMSE.
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afin d’alle´ger les traitements que l’information de texture spatiale est contenue dans
l’intensite´ pre´filtre´e Iσ. L’orientation θ est donne´e par l’e´quation (4.58) et la mesure
d’anisotropie A par la relation (4.60).
La carte (A, θ) ainsi obtenue est utilise´e pour former la feneˆtre de ponde´ration
utilise´e pour l’estimation des statistiques locales. Afin de filtrer dans la direction ou`
l’intensite´ varie le moins, une ponde´ration plus forte est affecte´e aux pixels situe´s
dans la direction de l’orientation locale. Pour cela on de´finit une feneˆtre gaussienne
anisotrope normalise´e de´termine´e par les parame`tres estime´s Â et θ̂ :
w(x) =
1
K
exp
(
−xTΣ−1
Aˆ,θˆ
x
)
(5.16)
ou` K est une constante de normalisation calcule´e de manie`re a` ce que l’inte´grale sur
l’espace du filtre soit unitaire :
K = 2pi|ΣAˆ,θˆ|1/2. (5.17)
La covariance de ce filtre gaussien anisotrope est donne´e par :
ΣAˆ,θˆ = R
T
θˆ
[
ρ2 0
0 ρ2(1− Aˆ)
]
Rθˆ (5.18)
ou` Rθ est la matrice unitaire de rotation d’angle θ. Comme illustre´ a` la figure 5.5
l’e´cart-type de cette feneˆtre adaptative est limite´ par le parame`tre d’estimation de
texture ρ. En effet, l’utilisation directe des longueurs de corre´lation estime´es pour la
de´finition de la feneˆtre peut entraˆıner des valeurs de feneˆtre de filtrage supe´rieures a`
celle de la feneˆtre d’estimation de texture Kρ, ce qui n’est pas souhaitable puisque
ce qui est en dehors de cette dernie`re ne suit pas force´ment la statistique locale.
L’utilisation de la mesure d’anisotropie, borne´e entre ze´ro et un, permet d’e´viter ce
proble`me.
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Fig. 5.5: Feneˆtre d’estimation adaptative
La seconde e´tape de la me´thode est l’estimation des statistiques locales ponde´re´es.
Le filtre MMSE requiert l’estimation de la moyenne et de la variance locales, qui
seront donne´es par les relations :
µ̂
(w)
I (u0) =
∫
u∈R2
w(u− u0)I(u)du, (5.19)
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et
σ̂
2,(w)
I (u0) =
∫
u∈R2
w(u− u0)
[
I(u)− µ̂(w)I (u0)
]2
du. (5.20)
La troisie`me e´tape est la formation, a` partir de ces statistiques, de la constante de
filtrage :
k(w)(u) = f(µ̂
(w)
I (u), σ̂
2,(w)
I (u)) (5.21)
permettant de prendre en compte les fortes he´te´roge´ne´ite´s pre´sentes dans la zone
conside´re´e. En effet, la formulation de la feneˆtre 5.16 permet de de´finir une direction
de filtrage mais pas de prendre en compte une cible ponctuelle, dont l’anisotropie
spatiale est the´oriquement nulle.
L’e´tape finale est le filtrage proprement dit, c’est a` dire la combinaison entre la
moyenne ponde´re´e estime´e et la valeur originale du pixel central selon la re`gle de
filtrage MMSE choisie ((5.4) ou (5.6)), donnant l’estime´e de la re´flectivite´ locale
R̂(u) = kw(u)I(u) + µ̂
(w)
I (u) [1− k(u)] . (5.22)
5.3.2 Application aux donne´es SAR
Le filtre AGK-MMSE a e´te´ valide´ sur les donne´es d’intensite´ mono-vue en bande
L du jeu de donne´es «Weiherbachtal» acquis par le capteur ESAR du DLR (Centre
Ae´rospatial Allemand). Une sous image de cette sce`ne contenant a` la fois des structures
fines oriente´es et des textures (foreˆt non homoge`ne) a e´te´ choisie pour le test du filtre.
Comme les proprie´te´s de ce dernier re´sident dans sa capacite´ a` s’adapter spatialement
aux structures, ses performances ont e´te´ compare´es a` celles du filtre de Lee modifie´
de´crit au paragraphe 5.2.3.4. La zone de test est pre´sente´e sur la figure 5.6.
Le filtre AGK-MMSE est commande´ par deux parame`tres qui sont l’e´chelle du
pre´filtrage σ et l’e´chelle d’estimation ρ. Afin de simplifier l’usage du filtre, l’influence
de ces parame`tres a e´te´ e´tudie´e sur une petite zone contenant une structure fortement
anisotrope et oriente´e de l’image montre´e en figure 5.6. Le roˆle de σ est de filtrer l’image
afin de stabiliser l’estimation du gradient, l’ope´ration de de´rive´e ayant tendance a`
amplifier les hautes fre´quences et donc les effets du speckle. Cependant, si on augmente
σ pour une valeur fixe de ρ, la seconde valeur propre du tenseur λ2 tend a` diminuer
car le filtrage re´duit la variance du gradient. Par conse´quent, pour des valeurs de σ
supe´rieures ou` e´gales a` ρ, le tenseur de structure tend a` agir comme un de´tecteur
de contour. On peut voir sur la figure 5.7 que pour le cas σ > ρ (ligne du haut), le
parame`tre d’e´nergie de´crit bien les contours alors que le parame`tre d’anisotropie perd
sa signification puisque toujours tre`s proche de 1 et l’estimation de l’angle θ est tre`s
instable. Le second parame`tre ρ est e´quivalent a` une feneˆtre d’estimation statistique
sur le signal a` l’e´chelle σ. Il paraˆıt donc raisonnable de fixer ρ > σ. On peut voir sur
la meˆme figure que l’augmentation de ρ tend a` stabiliser l’estimation de l’orientation.
De plus, avec de grandes valeurs de ρ le caracte`re oriente´ de la structure est bien
de´crit par le parame`tre d’anisotropie A. Cependant, le choix d’une trop grande valeur
pour ρ engendre, en plus d’une perte de re´solution spatiale, une mauvaise estimation
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Fig. 5.6: Zone de test mono-vue extraite des donne´es «Weiherbachtal» (ESAR, DLR.)
utilise´e pour l’e´valuation qualitative du filtre (image de gauche), zone oriente´e extraite des
meˆmes donne´es utilise´e pour l’e´tude de l’influence des deux parame`tres d’e´chelle σ et ρ
(image de droite).
du parame`tre d’angle θ duˆe a` un filtrage trop important (ligne du bas). Nous avons
trouve´ expe´rimentalement que le fait de doubler la variance de la feneˆtre gaussienne
d’estimation par rapport a` la feneˆtre de pre´-filtrage, ce qui e´quivaut a` la relation
ρ =
√
2σ (ligne centrale) formait un bon compromis entre la re´solution spatiale et la
stabilisation ne´cessaire du gradient. De plus, ce choix simplifie l’utilisation du filtre
puisqu’il re´duit le nombre de parame`tres d’entre´e a` une taille de feneˆtre, comme le
filtre de Lee.
Le parame`tre spatial d’anisotropie A est tre`s sensible au bruit et vaut en pratique
rarement 0 pour un voisinage isotrope si l’image est bruite´e. Ainsi, afin d’ame´liorer les
performances du filtre sur les zones homoge`nes, les statistiques du coefficient de varia-
tion CV 2I ont e´te´ calcule´es sur une zone homoge`ne de l’image. Ensuite, le parame`tre A
a e´te´ conside´re´ non informatif et sa valeur force´e a` ze´ro pour les pixels remplissant la
condition CV 2I < MOY ENNE(CV
2
I ) + ECART − TY PE(CV 2I ). Si l’on approxime
la distribution de CV 2I par une loi normale [LNTL93], cette condition correspond a` un
intervalle de confiance de 68% dans l’hypothe`se d’une zone homoge`ne. Les estime´es
de l’anisotropie et de l’angle d’orientation utilise´es pour le filtrage de l’image sont
montre´s sur la figure 5.8.
Le filtrage maximal de notre filtre est atteint pour une zone homoge`ne et sa valeur
the´orique e´gale a` NEVAGK−MMSE = 2piρ
2 ou` NEV signifie Nombre Equivalent de
Vues, c’est-a`-dire le nombre d’e´chantillons somme´s pour obtenir l’estimation de la
moyenne locale. Par conse´quent, pour comparer la performance de notre filtre avec
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Fig. 5.7: Etude de l’influence des parame`tres d’e´chelle σ et ρ sur les estime´es des parame`tres
de texture E (e´nergie d’orientation), A (anisotropie) et θ (angle d’orientation).
le filtre de Lee modifie´ nous avons choisi une valeur σ = 1.9 pour obtenir un nombre
de vues e´quivalent maximal proche de celui du filtre modifie´ de Lee pour des demi-
feneˆtres d’une longueur de 9 pixels.
L’e´valuation quantitative des performances du filtre sur zone homoge`ne se´lection-
ne´e sur l’image sont reporte´es dans le tableau 5.1 ou` il peut eˆtre observe´ que le filtre
AGK-MMSE posse`de un nombre effectif de vues le´ge`rement supe´rieur a` celui du filtre
de Lee modifie´ alors que le biais sur la valeur moyenne est faible pour les deux filtres.
Comme le filtre AGK-MMSE est base´ sur l’analyse de l’orientation locale, il est
attendu qu’il pre´serve les structures dans l’image. Ainsi, afin d’e´valuer cette proprie´te´,
les re´sultats de filtrage obtenus avec une simple feneˆtre carre´e, le filtre de Lee modifie´
et le filtre AGK-MMSE ont e´te´ compare´s sur la figure 5.9. Le rapport entre l’image
originale et l’image filtre´e est un bon indicateur de la qualite´ de filtrage et est pre´sente´
sur la figure 5.10. L’observation de ces deux figures permet de formuler les remarques
suivantes. D’une part, si le filtre de Lee modifie´ pre´serve les contours de fac¸on plus
nette, graˆce a` l’utilisation de feneˆtres asyme´triques, il introduit cependant des taches
caracte´ristiques sur les zones homoge`nes ce qui rend l’interpre´tation visuelle de l’image
plus difficile. D’autre part, le filtre AGK-MMSE introduit des rides oriente´es le long des
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Image bruite´e Filtre de Lee Modifie´ AGK-MMSE
NEV the´orique 1 45 45.36
NEV estime´ 0.95 15.8 17.9
Moyenne estime´e 45.0 dB 45.1 dB 45.0 dB
Tab. 5.1: Performances sur une zone homoge`ne
contours. Ceci est duˆ a` l’augmentation du parame`tre d’anisotropie au voisinage d’une
zone oriente´e qui fait diminuer la taille de la feneˆtre d’estimation. Ainsi, le filtrage au
vosinage des contours est moins important. Cependant, graˆce a` l’utilisation de cette
feneˆtre adaptative de forme gaussienne anisotrope, le filtrage AGK-MMSE aboutit
a` un re´sultat plus lisse ainsi qu’une meilleure pre´servation des he´te´roge´ne´ite´s et des
zones texture´es. L’observation des rapports entre image originale montre que notre
approche de´grade moins la structure de l’image que le filtre de Lee modifie´, puisque
le rapport posse`de une apparence plus homoge`ne dans le cas du filtre AGK-MMSE.
5.4 Conclusion
Apre`s avoir pre´sente´ les principales me´thodes de filtrage des images SAR, ce cha-
pitre a introduit une nouvelle me´thode base´e sur l’estimation des parame`tres spatiaux
d’anisotropie et d’orientation obtenus a` partir du tenseur de structure pre´sente´ pre´-
ce´demment. Ce filtre diffe`re des me´thodes traditionnelles par l’utilisation de feneˆtres
gaussiennes anisotropes s’adaptant a` l’orientation locale du voisinage du pixel. Ainsi,
les statistiques locales sont ponde´re´es plus fortement dans la direction de l’orientation
locale dominante, ce qui permet une meilleure adaptation spatiale du filtre. Cette ap-
proche a ensuite e´te´ valide´e sur des donne´es re´elles mono-vues et compare´e au filtre de
Lee modifie´ dont l’utilisation est tre`s re´pandue en traitement des images SAR. L’ap-
proche ici introduite a montre´ des performances e´quivalentes a` celles du filtre de Lee
modifie´ sur les zones homoge`nes, ainsi qu’une meilleure pre´servation des structures
fines de l’image ainsi que l’obtention d’une image a` l’aspect plus lisse par opposition
au filtre de Lee modifie´ qui introduit des sauts dans l’estimation de la moyenne sur
les zones homoge`nes.
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Fig. 5.8: Valeurs seuille´es pour des valeurs significatives du coefficient de variation (voir
texte) de l’anisotropie A estime´e (haut) et de l’angle d’orientation θ (bas) avec les e´chelles
σ = 1.9 et ρ =
√
2σ. Ici la re´fe´rence pour θ est un axe vertical.
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Fig. 5.9: Re´sultat de filtrage : sous-zone se´lectionne´e (haut gauche), feneˆtre carre´e 9 × 9
(haut droite), filtre de Lee modifie´ (bas gauche), filtre AGK MMSE (bas droite).
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Fig. 5.10: Rapport entre l’image originale et l’image filtre´e pour : le fitre de Lee modifie´
(gauche) et le filtre AGK-MMSE (droite).
Fig. 5.11: Structure oriente´e filtre´e par la me´thode AGK-MMSE.
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Conclusions et perspectives
La contribution apporte´e par ce travail, axe´ sur l’analyse spatiale de la texture dans
les images SAR, concerne essentiellement l’introduction d’un nouveau mode`le permet-
tant de prendre en compte le caracte`re non stationnaire et parfois oriente´ spatialement
de ce type de texture, ainsi que l’e´laboration de me´thodes d’estimation relatives aux
parame`tres de ce mode`le. Cette e´tude ne pre´tend cependant pas fournir une descrip-
tion optimale pour toute texture spatiale de l’intensite´ SAR, mais permet de mettre
en avant certains points non aborde´s lors de pre´ce´dents travaux et ainsi d’ouvrir de
nouvelles voies d’exploration dans ce domaine.
Le chapitre 1 a introduit les principes de formation des images SAR ainsi que
les proprie´te´s statistiques de ces donne´es, inhe´rentes aux phe´nome`nes physiques de
re´trodiffusion des ondes e´lectromagne´tiques par des milieux ale´atoires. Le chapitre
2 pre´sente quelques me´thodes d’analyse de texture issues du domaine de la vision
par ordinateur, puis les me´thodes couramment utilise´es pour de´crire la texture dans
les images SAR. Ces pre´liminaires pemettent de justifier la ne´cessite´ d’adapter les
techniques classiques de traitement d’image pour les rendre applicables aux images
SAR.
Les chapitres 3, 4 et 5 constituent la partie originale de ce travail. La contribution
du chapitre 3 est l’extension de mode`les existants en analyse de texture SAR, alors
que le chapitre 4 est tourne´ vers l’application d’ope´rateurs commune´ments utilise´s en
traitement d’image et l’adaptation de l’un d’entre eux au mode`le multiplicatif de´crit
dans les deux premiers chapitres. Enfin, le chapitre 5 montre l’application de l’un des
ope´rateurs de´crits pre´ce´demment au filtrage de speckle.
Le chapitre 3, apre`s avoir montre´ des mesures des statistiques d’ordre deux sur
des donne´es re´elles, remet en question les hypothe`ses de stationnarite´ et d’isotropie
ge´ne´ralement suppose´es pour l’e´tude de la texture dans les images SAR, justifiant
ainsi l’emploi d’un nouveau mode`le a` la fois spatial et statistique pour cette texture.
Ce mode`le appele´ «noyaux gaussiens anisotropes» suppose que la texture est issue
du filtrage d’un bruit blanc de densite´ normale par un champ de noyaux gaussiens
anisotropes dont les parame`tres peuvent varier comme une fonction de l’espace. L’hy-
pothe`se de stationnarite´ locale du signal permet une mode´lisation parame´trique de la
fonction d’autocovariance locale sous sa forme stationnaire par une gaussienne aniso-
trope. La densite´ d’un processus ainsi obtenu e´tant normale, il est montre´ comment
l’application d’une me´thode de simulation choisie dans la litte´rature a` de tels pro-
cessus permet d’obtenir des images d’intensite´ ayant les caracte´ristiques statistiques
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ge´ne´ralement mesure´es sur ce type de donne´es, mais dont la fonction d’autocovariance
est non stationnaire. Par la suite, le proble`me d’estimation des parame`tres du mode`le
est aborde´. Un algorithme original d’estimation, base´ sur les moments ge´ome´triques
et permettant de retouver les parame`tres de l’autocovariance spatiale est pre´sente´.
Les performances de cette me´thodes sont alors e´value´es pour des simulations de don-
ne´es stationnaires. Puis l’application a` des donne´es non stationnaires simule´es par
la me´thode introduite pre´ce´demment valident l’hypothe`se que dans certaines limites,
l’approximation de stationnarite´ locale permet bien de retrouver les fluctuations spa-
tiales de l’autocovariance. Enfin, la validation de l’algorithme sur des donne´es re´elles
permet de mettre en e´vidence l’utilite´ de l’approche choisie, par sa capacite´ a` de´crire
les fluctuations spatiales pre´sentes dans les images SAR. On peut en effet constater
qu’une quantite´ importante d’information est extraite par notre me´thode, confirmant
ainsi la pertinence du mode`le.
La me´thode d’estimation pre´ce´demment introduite ne´cessite le calcul d’un grand
nombre de coefficients de la fonction d’autocovariance. Elle requiert donc une puis-
sance de calcul conside´rable et les donne´es SAR e´tant de grande dimension, le temps
d’exe´cution pour une image entie`re est tre`s important. Ceci est d’autant plus regret-
table que le nombre de parame`tres du mode`le a` estimer est faible. Se basant sur la
conside´ration que le mode`le des noyaux gaussiens anisotropes peut eˆtre vu comme une
mesure de l’orientation et de l’anisotropie locale du voisinage du pixel courant, nous
avons alors recherche´ d’autres me´thodes d’estimation de cette caracte´ristique. Deux
de ces me´thodes ont e´te´ retenues, et sont l’objet du chapitre 4. Les filtres orientables
fournissent tout d’abord une alternative avantageuse au filtrage de Gabor pre´sente´
au chapitre 2 pour l’estimation de l’orientation locale, puisque seulement un nombre
re´duit de filtres est ne´cessaire. Cependant, cette approche ne suppose pas de mo-
de`le pour le signal. Un ope´rateur posse´dant des proprie´te´s tre`s similaires a` celles des
filtres orientables et nomme´ «tenseur de structure» est alors introduit. Nous montrons
ensuite comment un tel ope´rateur peut eˆtre utilise´ pour caracte´riser l’orientation lo-
cale de textures spatiales ale´atoires, puisque les e´le´ments de celui-ci sont ici e´tablis
proportionnels aux moments d’ordre deux de la densite´ spectrale de puissance de la
texture. Nous e´tablissons ensuite une relation directe entre les parame`tres du mode`le
des noyaux gaussiens et les valeurs/vecteurs propres du tenseur de structure pour une
texture non bruite´e. Dans le cas d’une texture affecte´e par du speckle, la relation est
moins directe et fait apparaˆıtre une e´quation matricielle non line´aire complique´e. Afin
d’appliquer cette estimation sur des donne´es re´elles, un algorithme base´ sur l’inver-
sion nume´rique de l’e´quation non line´aire est propose´e. L’analyse sur des simulations
stationnaires valide la relation non line´aire entre parame`tres du mode`le des noyaux et
tenseur de structure. L’inversion permettant de retrouver les longueurs de corre´lation
est e´tudie´e, et il apparaˆıt que la relation n’est pas bijective puisque nume´riquement,
deux solutions distinctes a` l’e´quation peuvent eˆtre trouve´es. L’application aux simu-
lations non stationnaires montre le manque de fiabilite´ de cette me´thode, duˆ aux
instabilite´s nume´riques et a` l’absence de solution unique. Une approximation, consis-
tant a` conside´rer l’image a` une e´chelle donne´e, est alors introduite et l’application sur
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des donne´es re´elles montre un re´sultat convaincant car qualitativement comparable a`
celui obtenu par la premie`re me´thode. La me´thode d’estimation par filtres orientables
est aussi applique´e a` ces meˆmes donne´es. On peut alors constater que cette dernie`re
fournit une bonne estimation de l’orientation des structures de´terministes pre´sentes
dans l’image.
Les re´sultats obtenus sur les donne´es polarime´triques par les me´thodes d’analyse
des chapitres 3 et 4 montrent la de´pendance entre la corre´lation spatiale et le canal
polarime´trique, ce qui sugge`re la remise en question de la validite´ du mode`le produit
ge´ne´ralement utilise´, supposant une texture identique et commune a` tous les canaux.
Enfin, le chapitre 5 montre comment utiliser l’information extraite par la me´thode
du tenseur de structure pour effectuer un filtrage de speckle adapte´ a` l’orientation
locale du voisinage d’un pixel. Cette nouvelle me´thode de filtrage est compare´e au
filtre modifie´ de Lee et pre´sente de meilleures performances que ce dernier en termes
de pre´servation des structures spatiales de l’image. Une e´valuation quantitative plus
pousse´e des caracte´ristiques de ce filtre, notammant en terme de pre´servation des forts
diffiseurs, pourra eˆtre mene´e sur des donne´es simule´es.
L’e´tude re´alise´e et les re´sultats obtenus soule`vent bon nombre de questions qui
sont autant de perspectives pour la poursuite future de ces travaux. En effet, s’il a
ici e´te´ montre´ que l’anisotropie et l’orientation repre´sentaient de manie`re pertinente
l’information spatiale et pas seulement celle des contours, la nature de la texture spa-
tiale reste encore inconnue. L’analyse de texture sur les donne´es a en effet montre´
que des zones a` faible coefficient de variations pouvaient pre´senter une forte corre´la-
tion spatiale, ce qui remet en question l’utilisation unique du mode`le produit et de la
distribution en K pour de´crire la texture des images SAR. Une e´tude sur la relation
entre la loi statistique (K, Gamma ou autre) et les parame`tres de celle-ci en fonction
de la corre´lation spatiale semble donc une suite logique de ce travail. Un mode`le re-
liant ainsi ces diffe´rentes caracte´ristiques reste a` e´tablir. D’autres mode`les de fonction
d’autocovariance pourraient eˆtre e´tendus au cas anisotrope. Les classes de Mate´rn in-
troduites en ge´ostatistiques fournissent une classe de covariance plus ge´ne´rale que les
classes gaussienne et exponentielle de´croissante et ont e´te´ applique´es a` des donne´es
spatiales non stationnaires dans [PS04]. Cependant l’estimation des parame`tres de
telles fonctions pose une difficulte´ supple´mentaire duˆe a` leur plus grande complexite´.
De plus, on pourra s’interroger sur les causes d’apparition d’anisotopie spatiale
dans l’image. Pour une grande partie, l’anisotropie semble duˆe a` des changements de
comportement dans les me´canismes de re´trodiffusion. Une e´tude liant les proprie´te´s
physiques du milieu a` la corre´lation spatiale mesure´e sur une image SAR semble eˆtre
un vaste champ d’investigation, duˆ a` la diversite´ des milieux rencontre´s.
L’aspect d’e´chelle lie´ a` la notion de texture reste aussi a` examiner. Le tenseur de
structure semble alors un outil approprie´ et prometteur pour cette e´tude. En effet,
les de´rive´es de gaussiennes utilise´es pour former cet ope´rateur posse`dent la proprie´te´
d’admissibilite´ des ondelettes de meˆme que les de´rive´es secondes de gaussiennes utili-
se´es pour les filtres orientables. Des repre´sentations pyramidales utilisant ce type de
filtres existent [SF95, KS96] et pourraient eˆtre applique´es a` cette d’analyse.
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On peut aussi imaginer appliquer des me´thodes de se´lection locale de l’e´chelle,
c’est-a`-dire repre´sentant au mieux l’information selon un crite`re mathe´matique. De
telles approches ont e´te´ e´tudie´es pour le tenseur de structure sur des images naturelles
dans [GL96, Lin98] et pour la se´lection de taille de feneˆtre d’estimation dans un
cadre de re´gression non parame´trique [AKE03, KEA05]. Ce type d’approche pourrait
e´ventuellement consituer une ame´lioration de la me´thode de filtrage pre´sente´e au
chapitre 5.
On pourra en outre remarquer que les deux me´thodes de´crites au chapitre 4
peuvent eˆtre relie´es aux me´thodes de classification de texture de´crites en 2.2.4.2 et
illustre´es par les figures 2.10 et 2.11. Ainsi la sortie de ces ope´rateurs calcule´s pour
diffe´rentes e´chelles pourrait fournir des attributs a` mettre en entre´e d’un classifieur.
La re´solution analytique de l’e´quation non line´aire liant le tenseur de structure
aux parame`tres du mode`le des noyaux gaussiens reste un point de´licat et la possibilite´
d’approximation par une fonction plus simple reste a` e´tudier. Ceci pourrait en outre
rendre possible le calcul d’une expression pour le biais et la variance des valeurs
inverse´es, ce qui permettrait un meilleur controˆle sur l’estimation. De plus, un crite`re
sur le choix de la solution a` retenir reste a` trouver.
En ce qui concerne l’application au filtrage, l’estimation des parame`tres re´els
de l’autocovariance (c’est-a`-dire inde´pendamment du pre´filtrage de´finissant l’e´chelle)
pourrait aboutir a` un filtre optimal pour les statistiques d’ordre deux.
Enfin, l’application aux canaux d’intensite´ polarime´triques est prometteuse et un
mode`le de texture spatiale pour les canaux d’intercorre´lation polarime´trique permet-
trait de comple´ter la description de la texture polarime´trique. La me´thode pourra
aussi eˆtre applique´e a` l’analyse d’images multi-modales (bande X, C, L, P...) afin
de permettre la comparaison des corre´lations spatiales estime´es pour les diffe´rentes
fre´quences.
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Annexe
Annexe A
Re´sultats d’estimation obtenus par la
me´thode du tenseur de structure
A.1 Estimation sur des signaux stationnaires
A.1.1 Estimation du moment d’ordre deux
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[Ĵ
1
1
]
(b) L = 8
2
4
6
8
2
4
6
8
0.02
0.04
0.06
0.08
PSfrag replacements
lulv
E
[Ĵ
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Fig. A.1: Estime´e de la statistique J11. Influence du nombre de vues L. Valeurs des autres
parame`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.2: Biais de la statistique J11. Influence du nombre de vues L. Valeurs des autres
parame`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.3: Variance de la statistique J11. Influence du nombre de vues L. Valeurs des autres
parame`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.4: Valeur re´elle de J11. Influence du parame`tre σ. Valeurs des autres parame`tres :
N = 300, Ns = 64 et L = 8.
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Fig. A.5: Estime´e de la statistique J11. Influence du parame`tre σ. Valeurs des autres para-
me`tres : N = 300, Ns = 64 et L = 8.
182re´sultats d’estimation obtenus par la me´thode du tenseur de structure
2
4
6
8
2
4
6
8
−0.01
−0.005
0
0.005
0.01
x
PSfrag replacements
Biais
lv
E
[Ĵ
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Fig. A.6: Biais de la statistique J11. Influence du parame`tre σ. Valeurs des autres para-
me`tres : N = 300, Ns = 64 et L = 8.
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Fig. A.7: Variance de la statistique J11. Influence du parame`tre σ. Valeurs des autres para-
me`tres : N = 300, Ns = 64 et L = 8.
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A.1.2 Inversion des longueurs de corre´lation
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Fig. A.8: Estime´e de lu, solution 1. Influence du nombre de vues L. Valeurs des autres
parame`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.9: Biais de lu, solution 1. Influence du nombre de vues L. Valeurs des autres para-
me`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.10: Variance de lu, solution 1. Influence du nombre de vues L. Valeurs des autres
parame`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.11: Estime´e de lu, solution 1. Influence du parame`tre σ.
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Fig. A.12: Biais de de lu, solution 1. Influence du parame`tre σ.
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Fig. A.13: Variance de lu, solution 1. Influence du parame`tre σ.
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Fig. A.14: Estime´e de lu, solution 2. Influence du nombre de vues L. Valeurs des autres
parame`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.15: Biais de lu, solution 2. Influence du nombre de vues L. Valeurs des autres para-
me`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.16: Variance de lu, solution 2. Influence du nombre de vues L. Valeurs des autres
parame`tres : N = 300, Ns = 64 et σ = 1.5.
2
4
6
8
2
4
6
8
2
4
6
8
10
PSfrag replacements
lulv
l̂ u
,2
(a) σ = 0.9
2
4
6
8
2
4
6
8
2
4
6
8
10
PSfrag replacements
lulv
l̂ u
,2
(b) σ = 1
2
4
6
8
2
4
6
8
2
4
6
8
10
PSfrag replacements
lulv
l̂ u
,2
(c) σ = 1.5
2
4
6
8
2
4
6
8
2
4
6
8
10
PSfrag replacements
lulv
l̂ u
,2
(d) σ = 3
Fig. A.17: Estime´e de lu, solution 2. Influence du parame`tre σ. Valeurs des autres para-
me`tres : N = 300, Ns = 64 et σ = 1.5.
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Fig. A.18: Biais de lu, solution 2. Influence du parame`tre σ. Valeurs des autres parame`tres :
N = 300, Ns = 64 et σ = 1.5.
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Fig. A.19: Variance de lu, solution 2. Influence du parame`tre σ. Valeurs des autres para-
me`tres : N = 300, Ns = 64 et σ = 1.5.
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A.1.3 Influence de l’estimation des valeurs propres
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Fig. A.20: Influence de l’estimation des valeurs propres et des statistiques locales µ̂I , σ̂
2
T
sur les moments d’ordre deux pour un angle θ aribitraire. La texture est simule´e pour des
parame`tres N = 300, Ns = 64, L = 1, σ = 1.5. Valeurs moyennes des valeurs propres
estime´es λ̂1 (a) et λ̂2 (b). Biais sur les valeurs propres estime´es λ̂1 (c) et λ̂2 (d). Variances
des valeurs propres estime´es λ̂1 (e) et λ̂2 (f).
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Fig. A.21: Influence de l’estimation des valeurs propres et des statistiques locales µ̂I , σ̂
2
T
sur l’estimation de la longueur de corre´lation lu pour un angle θ aribitraire. La texture est
simule´e pour des parame`tres N = 300, Ns = 64, L = 1, σ = 1.5. Valeurs moyennes des
longueurs estime´es l̂u,1 (a) et l̂u,2 (b). Biais sur les longueurs estime´es l̂u,1 (c) et l̂u,2 (d).
Variances des longueurs estime´es l̂u,1 (e) et l̂u,2 (f).
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A.2 Estimation sur des signaux non stationnaires
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Fig. A.22: Texture 1. Influence du parame`tre σ sur la premie`re solution lu,1 estime´e.
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Fig. A.23: Texture 1. Influence du parame`tre σ sur la seconde solution lu,2 estime´e.
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Fig. A.24: Texture 2. Influence du parame`tre σ sur la premie`re solution lu,1 estime´e.
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Fig. A.25: Texture 2. Influence du parame`tre σ sur la seconde solution lu,2 estime´e.
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Fig. A.26: Texture 3. Influence du parame`tre σ sur l’angle θ estime´.
196re´sultats d’estimation obtenus par la me´thode du tenseur de structure
50
100
150
50
100
150
2
4
6
8
10
PSfrag replacements
xy
l̂ u
,1
(a) σ = 0.9
50
100
150
50
100
150
2
4
6
8
10
PSfrag replacements
xy
l̂ u
,1
(b) σ = 1
50
100
150
50
100
150
2
4
6
8
10
PSfrag replacements
xy
l̂ u
,2
(c) σ = 1.5
50
100
150
50
100
150
2
4
6
8
10
PSfrag replacements
xy
l̂ u
,2
(d) σ = 3
Fig. A.27: Texture 4. Influence du parame`tre σ sur la premie`re solution lu,1 estime´e.
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Fig. A.28: Texture 4. Influence du parame`tre σ sur la seconde solution lu,2 estime´e.
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Fig. A.29: Texture 4. Influence du parame`tre σ sur l’angle θ estime´.
A.3 Inversion des longueurs de corre´lation re´elle sur
des donne´es re´elles
a.3 inversion des longueurs de corre´lation re´elle sur des donne´es re´elles199
Fig. A.30: Noyaux gaussiens estime´s par inversion nume´rique non line´aire du tenseur de
structure pour la plage 3 du coefficient de variation avec une feneˆtre d’estimation de formes
carre´e Ns = 63 et σ = 1.5.
Annexe B
De´monstration des calculs the´oriques
B.1 Calcul des inte´grales utilise´es pour la correction
des moments ge´ome´triques
On doit re´soudre les inte´grales suivantes :
I20(a, b) =
∫
x2
a2
+ y
2
b2
≤1
x2 exp
[
−(x
2
a2
+
y2
b2
)
]
dxdy (B.1)
et
I00(a, b) =
∫
x2
a2
+ y
2
b2
≤1
exp
[
−(x
2
a2
+
y2
b2
)
]
dxdy. (B.2)
Ces inte´grales sont a` syme´trie elliptique, leur re´solution pourra donc eˆtre simplifie´e
par l’application du changement de variables ade´quat :
u = b/ax
v = y.
Leurs expressions en fonction des nouvelles variables sont :
I20(a, b) =
∫
u2+v2≤b2
a2
b2
u2 exp
(
−u
2 + v2
b2
)(a
b
dudv
)
(B.3)
et
I00(a, b) =
∫
u2+v2≤b2
exp
(
−u
2 + v2
b2
)(a
b
dudv
)
(B.4)
Il est donc maintenant possible d’appliquer le changement de variables permettant de
passer en coordonne´es polaires :
u = r cos θ
v = r sin θ
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et les inte´grales deviennent :
I20(a, b) =
a3
b3
∫ r=b
r=0
∫ θ=2pi
θ=0
r2 cos2 θ exp
(
−r
2
b2
)
rdrdθ (B.5)
I00(a, b) =
a
b
∫ r=b
r=0
∫ θ=2pi
θ=0
exp
(
−r
2
b2
)
rdrdθ (B.6)
(B.7)
L’inte´grale I20 est se´parable en r et θ et peut alors eˆtre inte´gre´e de fac¸on triviale en
θ et par parties en r. Au final on trouve l’expression :
I20(a, b) =
pi
2
a3b(1− 2e−1). (B.8)
Apre`s inte´gration en θ, I00(a, b) est proportionnelle a` la primitive de
−b
2
2
exp
(
−r
2
b2
)
et l’inte´gration en r entre les bornes 0 et b donne l’expression finale :
I00(a, b) = piab(1− e−1). (B.9)
B.2 Calcul des moments the´oriques d’ordre deux
On doit e´tablir les relations :
1 + σ2T
L
∫
R2
fT f exp (−4pi2fTΣσf)df = 1
L
1 + σ2T
32pi3σ4
I2 (B.10)
et
σ2Tpi
√
|ΣT |
∫
R2
fT f exp
(−pi2fTΣSf)df = σ2T
2pi2
|ΣT |1/2
|ΣS|1/2 Σ
−1
S . (B.11)
Il suffit de partir de l’expression du moment C d’ordre deux d’une fonction gaussienne
multivarie´e normalise´e et centre´e :
C = (2pi)−1|C|−1/2
∫
R2
fT f exp
(
−1
2
fTC−1f
)
df . (B.12)
Dans le cas de la premie`re expression, on pose le changement de variable (1/2)C−1 =
4pi2Σσ qui, apre`s calcul du de´terminant de C en fonction de celui de Σσ, permet
d’aboutir a` l’e´galite´ : ∫
R2
exp (−4pi2fTΣσf)df = |Σσ|
−1/2
32pi3
Σ−1σ . (B.13)
Comme Σσ = σ
2I2, on aboutit apre`s multiplication par le terme (1 + σ
2
T )/L a` l’ex-
pression B.10.
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On utilise la meˆme identite´ pour la deuxie`me expression ou` l’on pose cette fois-ci
(1/2)C−1 = pi2ΣS menant a` l’e´galite´ :∫
R2
exp (pi2fTΣSf)df =
|ΣS|−1/2
2pi3
Σ−1σ (B.14)
qui, multiplie´e par le terme σ2Tpi
√
|ΣT |, donne l’expression B.11.
Les relations dans le cas d’un signal monodimensionnel s’obtiennent de fac¸on si-
milaire en remplac¸ant les moments d’ordre deux de la gaussienne multivarie´e par la
variance de la gaussienne univarie´e et les constantes de normalisation approprie´es.
Re´sume´ :
Ce travail porte sur l’analyse et la caracte´risation de la texture spatiale non sta-
tionnaire dans les images SAR. La plupart des e´tudes conside´rant la texture dans les
images SAR utilisent les hypothe`ses de stationnarite´ statistique et d’isotropie spatiale.
Cependant, l’observation des images montre que des orientations spatiales privile´gie´es
peuvent eˆtre pre´sentes. De plus, la mesure a` diffe´rentes positions de la fonction d’auto-
corre´lation sugge`re l’emploi de mode`les non stationnaires. On introduit ici un mode`le
parame´trique base´ sur des noyaux gaussiens anisotropes pour les statistiques d’ordre
deux des images d’intensite´ SAR. Ce mode`le prend a` la fois en compte le caracte`re non
stationnaire ainsi que la pre´sence d’anisotropie spatiale. Ensuite, diffe´rentes me´thodes
d’estimation relatives a` l’orientation locale dans les images SAR sont propose´es, puis
l’une de ces me´thodes est applique´e au filtrage du speckle.
Mots Clefs : SAR, analyse d’image, texture, non stationnaire, te´le´de´tection, auto-
corre´lation, processus stochastique, bruit de chatoiement, statistiques spatiales.
Abstract :
This work deals with the analysis and characterization of nonstationary spatial texture
in SAR images. Most studies considering texture in SAR images are using stationary
statistics and spatial isotropy hypotheses. However, visual observation of data shows
that dominant orientations may appear in the image. Moreover, measures of autocor-
relation at different locations in the image suggest the use of a non-stationary model.
In this work, a parametric model based on anisotropic gaussian kernels is introduced
for the second ordrer statistics of SAR intensity. This model is simultaneously ta-
king into account the non-stationary and spatially anisotropic behaviour of the data.
Hence, different estimation methods related to this model are presented, then one of
these methods is applied to speckle filtering.
Keywords : SAR, image analysis, texture, nonstationary, remote sensing, auto-
correlation, stochastic process, speckle, spatial statistics.
