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Abstract
This paper completes a series devoted to explicit constructions of finite-
dimensional irreducible representations of the classical Lie algebras. Here the
case of odd orthogonal Lie algebras (of type B) is considered (two previous
papers dealt with C and D types). A weight basis for each representation of
the Lie algebra o(2n + 1) is constructed. The basis vectors are parametrized
by Gelfand–Tsetlin-type patterns. Explicit formulas for the matrix elements
of generators of o(2n + 1) in this basis are given. The construction is based
on the representation theory of the Yangians. A similar approach is applied to
the A type case where the well-known formulas due to Gelfand and Tsetlin are
reproduced.
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1 Introduction
In this paper we give an explicit construction of each finite-dimensional irreducible
representation V of an odd orthogonal Lie algebra o(2n + 1) (i.e. a simple complex
Lie algebra of type B). A weight basis in V is obtained by the application of certain
elements of the enveloping algebra (the lowering operators) to the highest weight
vector. Explicit formulas for the matrix elements of generators of the Lie algebra
o(2n + 1) in this basis are given. We follow an approach applied in the previous
papers [13] and [14] where similar results were obtained for the C and D type Lie
algebras. We also reproduce a slightly modified version of the well-known construction
of the Gelfand–Tsetlin bases for the A type Lie algebras.
Let gn denote the rank n simple Lie algebra of type A,B,C, or D. The restriction
of a finite-dimensional irreducible representation V of gn to the subalgebra gn−1 is
multiplicity-free for the A type case, and it is not necessarily so for the B,C,D types.
Gelfand and Tsetlin [5] used the chain of subalgebras
g1 ⊂ g2 ⊂ · · · ⊂ gn (1.1)
to parametrize basis vectors in V and give formulas for the matrix elements of gen-
erators for the A type case. Different approaches to derive these formulas are used
e.g. in [24, 17, 25, 7, 18, 11].
Analogous results for representations of the orthogonal Lie algebra are obtained
by Gelfand and Tsetlin in [6]; see also [21, 23, 8]. Here the chain (1.1) is replaced with
the one which involves both the odd and even orthogonal Lie algebras. However, the
corresponding basis vectors lose the weight property, i.e. they are not eigenvectors for
the elements of the Cartan subalgebra. To get a weight basis we propose to use the
chain (1.1) for the B,C,D types as well. We “separate” the multiplicities occurring
in the reduction gn ↓ gn−1 by applying the representation theory of the Yangians.
Namely, the subspace V +µ of gn−1-highest vectors of weight µ in V possesses a natural
structure of a representation of the twisted Yangian Y+(2) or Y−(2), in the orthogonal
and symplectic case, respectively. The twisted Yangians are introduced and studied
by Olshanski [20]; see also [16] for a detailed exposition. The action of Y±(2) in the
space V +µ arises from his centralizer construction [20]. Finite-dimensional irreducible
representations of the twisted Yangians are classified in [12]. In particular, it turns
out that the representation V +µ of Y
±(2) can be extended to a larger algebra, the
Yangian Y(2) for the Lie algebra gl(2). The algebra Y(2) and its representations are
very well studied; see [22], [2]. In particular, a large class of representation of Y(2)
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admits Gelfand–Tsetlin-type bases associated with the inclusion Y(1) ⊂ Y(2); see
[11, 19]. This allows us to get a natural basis in the space V +µ , and then by induction
to get a basis in the entire space V .
Note that in the case of C or D type the Y(2)-module V +µ is irreducible while in
the B type case it is a direct sum of two irreducible submodules. This does not lead,
however, to major differences in the constructions, and the final formulas are similar
in all the three cases.
Our calculations of the matrix elements of the generators of gn are based on the re-
lationship between the twisted Yangian Y±(2) and the transvector algebra Z(gn, gn−1)
(it is also called the Mickelsson algebra or S-algebra). It is generated by the raising
and lowering operators which preserve the subspace V + of gn−1-highest vectors in V .
The algebraic structure of the transvector algebras is studied in detail in [26] with the
use of the extremal projections for reductive Lie algebras [1]. We construct an algebra
homomorphism Y±(2)→ Z(gn, gn−1) which allows us to express the generators of the
twisted Yangian, as operators in V +µ , in terms of the raising and lowering operators.
This plays a key role in the calculation of the matrix elements of the generators of
gn in the basis of V .
Explicit combinatorial constructions of the fundamental representations of the
symplectic and odd orthogonal Lie algebras were recently given by Donnelly [3].
He also showed that in the symplectic case the basis of [13] for the fundamental
representations coincides, up to a scaling, with a basis of his [4]. It is likely that a
similar connection exists in the odd orthogonal case.
2 Gelfand–Tsetlin basis for gl(n)
Let Eij, i, j = 1, . . . , n denote the standard basis of the general linear Lie algebra
gn = gl(n) over the field of complex numbers. The subalgebra gn−1 is spanned by the
basis elements Eij with i, j = 1, . . . , n − 1. Denote by h = hn the diagonal Cartan
subalgebra in gn. The elements E11, . . . , Enn form a basis of h.
Finite-dimensional irreducible representations of gn are in a one-to-one correspon-
dence with n-tuples of complex numbers λ = (λ1, . . . , λn) such that
λi − λi+1 ∈ Z+ for i = 1, . . . , n− 1.
Such an n-tuple λ is called the highest weight of the corresponding representation
which we shall denote by L(λ). It contains a unique, up to a multiple, nonzero
3
vector ξ (the highest vector) such that Eii ξ = λi ξ for i = 1, . . . , n and Eij ξ = 0 for
1 ≤ i < j ≤ n. Denote by L(λ)+ the subspace of gn−1-highest vectors in L(λ):
L(λ)+ = {η ∈ L(λ) | Eij η = 0, 1 ≤ i < j < n}.
Given a gn−1-highest weight µ = (µ1, . . . , µn−1) we denote by L(λ)
+
µ the corresponding
weight subspace in L(λ)+:
L(λ)+µ = {η ∈ L(λ)
+ | Eii η = µi η, i = 1, . . . , n− 1}.
It is well-known [24] that the space L(λ)+µ is either trivial or one-dimensional. More-
over, dimL(λ)+µ = 1 if and only if
λi − µi ∈ Z+ and µi − λi+1 ∈ Z+ for i = 1, . . . , n− 1. (2.1)
In other words, the restriction of L(λ) to the subalgebra gn−1 is multiplicity-free:
L(λ)|gn−1 ≃
⊕
L′(µ),
where L′(µ) is the irreducible gn−1-module with the highest weight µ satisfying the
conditions (2.1). A parameterization of basis vectors in L(λ) is obtained by using its
further restrictions to the subalgebras of the chain (1.1). A Gelfand–Tsetlin pattern
Λ associated with λ is an array of row vectors
λn1 λn2 · · · λnn
λn−1,1 · · · λn−1,n−1
· · · · · · · · ·
λ21 λ22
λ11
such that the upper row coincides with λ and the following conditions hold
λki − λk−1,i ∈ Z+, λk−1,i − λk,i+1 ∈ Z+, i = 1, . . . , k − 1 (2.2)
for each k = 2, . . . , n.
Remark. If the highest weight λ is a partition then there is a natural bijection
between the patterns associated with λ and semistandard λ-tableaux with entries in
{1, . . . , n}. A pattern can be viewed as a sequence of partitions
λ(1) ⊆ λ(2) ⊆ · · · ⊆ λ(n) = λ,
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with λ(k) = (λk1, . . . , λkk). Conditions (2.2) mean that the skew diagram λ
(k)/λ(k−1)
is a horizontal strip; see e.g. [10].
Let us set lki = λki − i+ 1.
Theorem 2.1 There exists a basis {ξΛ} in L(λ) parametrized by all patterns Λ such
that the action of generators of gn is given by the formulas
Ekk ξΛ =
(
k∑
i=1
λki −
k−1∑
i=1
λk−1,i
)
ξΛ, (2.3)
Ek,k+1 ξΛ = −
k∑
i=1
(lki − lk+1,1) · · · (lki − lk+1,k+1)
(lki − lk1) · · · ∧ · · · (lki − lkk)
ξΛ+δ
ki
, (2.4)
Ek+1,k ξΛ =
k∑
i=1
(lki − lk−1,1) · · · (lki − lk−1,k−1)
(lki − lk1) · · · ∧ · · · (lki − lkk)
ξΛ−δ
ki
. (2.5)
The arrays Λ±δki are obtained from Λ by replacing λki by λki±1. It is supposed that
ξΛ = 0 if the array Λ is not a pattern; the symbol ∧ indicates that the zero factor in
the denominator is skipped.
Proof. Consider the extension of the universal enveloping algebra U(gn)
U′(gn) = U(gn)⊗U(h) R(h),
where R(h) is the field of fractions of the commutative algebra U(h). Let J denote
the left ideal in U′(gn) generated by the elements Eij with 1 ≤ i < j < n. Introduce
the normalizer of J in U′(gn):
NormJ = {x ∈ U′(gn) | J x ⊆ J}.
Note that J is a two-sided ideal in the algebra NormJ. We define the transvector
algebra Z(gn, gn−1) as the quotient
Z(gn, gn−1) = NormJ/J;
see [25, 26]. Equivalently, Z(gn, gn−1) can be defined by using the extremal projection
p = pn−1 for the Lie algebra gn−1 [1]. The projection p is, up to a factor from R(hn−1),
a unique element of an extension of U′(gn−1) to an algebra of formal series, satisfying
the conditions
Eij p = pEji = 0 for 1 ≤ i < j ≤ n− 1. (2.6)
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The element p is of zero weight (with respect to the adjoint action of hn−1) and
it can be normalized to satisfy the condition p2 = p. The projection p is a well-
defined operator in the quotient U′(gn)/J which allows one to naturally identify the
transvector algebra Z(gn, gn−1) with the image of p [26]:
Z(gn, gn−1) = p (U
′(gn)/J) .
An analog of the Poincare´–Birkhoff–Witt theorem holds for the algebra Z(gn, gn−1)
so that ordered monomials in the elements pEin and pEni with i = 1, . . . , n− 1 form
a basis of Z(gn, gn−1) as a left or right R(h)-module [26]. These elements are called
the raising and lowering operators and can be given by
pEin =
∑
i>i1>···>is≥1
Eii1Ei1i2 · · ·Eis−1isEisn
1
(hi − hi1) · · · (hi − his)
,
pEni =
∑
i<i1<···<is<n
Ei1iEi2i1 · · ·Eisis−1Enis
1
(hi − hi1) · · · (hi − his)
, (2.7)
where s = 0, 1, . . . and hi = Eii − i + 1. We shall also use normalized operators
defined by
zin = pEin (hi − hi−1) · · · (hi − h1),
zni = pEni (hi − hi+1) · · · (hi − hn−1). (2.8)
These can be viewed as elements of the enveloping algebra U(gn); cf. [24, 17]. We
have the following relations [25, 26]
zniznj = znjzni for all i, j, (2.9)
zinznj = znjzin for i 6= j. (2.10)
Indeed, assume that i < j. Then (2.6) and (2.7) imply that in Z(gn, gn−1)
pEni pEnj = pEniEnj, pEnj pEni = pEniEnj
hi − hj + 1
hi − hj
.
Now (2.9) follows from (2.8). The proof of (2.10) is similar.
Due to (2.6) the operators zin and zni preserve the space L(λ)
+: for i = 1, . . . , n−1
zin : L(λ)
+
µ → L(λ)
+
µ+δi
, zni : L(λ)
+
µ → L(λ)
+
µ−δi
, (2.11)
where µ± δi is obtained from µ by replacing µi with µi ± 1.
The following is a key lemma in the derivation of the Gelfand–Tsetlin formulas.
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Lemma 2.2 Given µ satisfying (2.1) the vector
ξµ = z
λ
1
−µ
1
n1 · · · z
λn−1−µn−1
n,n−1 ξ
spans the subspace L(λ)+µ and for each i = 1, . . . , n− 1 we have
zin ξµ = −(mi − l1) · · · (mi − ln) ξµ+δi, (2.12)
where mi = µi − i+ 1, li = λi − i+ 1. It is supposed that ξµ+δi = 0 if λi = µi.
Proof. By (2.11) the vector ξµ belongs to the subspace L(λ)
+
µ . We need to show that
it is nonzero. This will follow from relations (2.12). We shall outline a proof of these
relations which involves the use of the Yangians; cf. [25]. Consider the n× n-matrix
E whose ij-th entry is Eij and let u be a formal variable. Introduce the polynomial
T (u) with coefficients in the universal enveloping algebra U(gn):
T (u) =
∑
σ∈Sn
sgn σ (u+ E)σ(1),1 · · · (u+ E − n + 1)σ(n),n.
It is well known that all its coefficients belong to the center of U(gn) (and generate
the center); see e.g. [9]. This also easily follows from the properties the quantum
determinant of the Yangian for the Lie algebra gl(n); see e.g. [16]. Therefore, these
coefficients act in L(λ) as scalars which can be easily found by applying T (u) to the
highest vector ξ:
T (u)|L(λ) = (u+ l1) · · · (u+ ln). (2.13)
On the other hand, the center of U(gn) is a subalgebra in the normalizer NormJ.
We shall keep the same notation for the image of T (u) in the transvector algebra
Z(gn, gn−1). To get explicit expressions of the coefficients of T (u) in terms of the
raising and lowering operators we consider T (u) modulo the ideal J and apply the
projection p. The details can be found in [15, Theorem 3.1]. We have
T (u) = (u+ Enn)
n−1∏
i=1
(u+ hi − 1)−
n−1∑
i=1
zinzni
n−1∏
j=1, j 6=i
u+ hj − 1
hi − hj
.
In particular, T (−hi + 1) = (−1)
n−1zinzni.
Now, (2.10) implies that zin ξµ = 0 unless λi − µi ≥ 1. In this case using (2.9) we
obtain
zin ξµ = zinzni ξµ+δi = (−1)
n−1T (−hi + 1) ξµ+δi = (−1)
n−1T (−mi) ξµ+δi,
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where we have used hi ξµ = mi ξµ. The relation (2.12) now follows from (2.13).
Applying appropriate raising operators to the vector ξµ we can obtain the highest
vector ξ of L(λ) with a nonzero coefficient. This proves that ξµ 6= 0.
Given a Gelfand–Tsetlin pattern Λ introduce the vector ξΛ ∈ L(λ) by
ξΛ =
→∏
k=2,...,n
(
z
λ
k1
−λ
k−1,1
k1 · · · z
λ
k,k−1
−λ
k−1,k−1
k,k−1
)
ξ.
Lemma 2.2 implies
Corollary 2.3 The vectors ξΛ parametrized by the patterns Λ form a basis of the
representation L(λ).
We now briefly outline a derivation of formulas (2.3)–(2.5) which is standard; see
e.g. [25]. First, since Enn zni = zni (Enn + 1) for any i, we have
Enn ξµ =
( n∑
i=1
λi −
n−1∑
i=1
µi
)
ξµ,
which implies (2.3). To prove (2.4) is suffices to find En−1,n ξµν where
ξµν = z
µ
1
−ν
1
n−1,1 · · · z
µn−2−νn−2
n−1,n−2 ξµ,
and the νi satisfy
µi − νi ∈ Z+ and νi − µi+1 ∈ Z+ for i = 1, . . . , n− 2.
Since En−1,n commutes with the zn−1,i,
En−1,n ξµν = z
µ
1
−ν
1
n−1,1 · · · z
µn−2−νn−2
n−1,n−2 En−1,n ξµ.
Now use the following identity in U′(gn) modulo the ideal J [25]
En−1,n =
n−1∑
i=1
zn−1,i zin
1
(hi − h1) · · · ∧ · · · (hi − hn−1)
, (2.14)
where zn−1,n−1 := 1. Applying (2.12) we find that
En−1,n ξµν = −
n−1∑
i=1
(mi − l1) · · · (mi − ln)
(mi −m1) · · · ∧ · · · (mi −mn−1)
ξµ+δi,ν (2.15)
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which proves (2.4). To prove (2.5) we use a contravariant bilinear form 〈 , 〉 on L(λ)
uniquely determined by the conditions:
〈ξ, ξ〉 = 1, 〈Eij η, ζ〉 = 〈η, Eji ζ〉, η, ζ ∈ L(λ). (2.16)
The basis {ξΛ} is orthogonal with respect to this form. This follows from (2.12) and
the fact that the operators pEin and pEni are adjoint to each other with respect to
the restriction of the form 〈 , 〉 to the space L(λ)+. In particular, (2.15) implies that
En,n−1ξµν =
n−1∑
i=1
ci(µ, ν) ξµ−δi,ν
for some coefficients ci(µ, ν). Apply the operator zj,n−1 to both sides of this relation.
Since zj,n−1 commutes with En,n−1 we obtain from (2.12) a recurrence relation for the
ci(µ, ν): if µj − νj ≥ 1 then
ci(µ, ν + δj) = ci(µ, ν)
mi − γj − 1
mi − γj
,
where γj = νj − j + 1. This proves (2.5) by induction.
Note that the original Gelfand–Tsetlin basis [5] is orthonormal. The basis vectors
in [5] coincide with the ξΛ up to a norm factor which can be explicitly calculated; see
e.g. [25].
3 A basis for odd orthogonal Lie algebras
We shall enumerate the rows and columns of (2n+ 1)× (2n+ 1)-matrices over C by
the indices −n, . . . ,−1, 0, 1, . . . , n.
3.1 Main theorem
We keep the notation Eij , i, j = −n, . . . , n for the standard basis of the Lie algebra
gl(2n+ 1). Introduce the elements
Fij = Eij −E−j,−i. (3.1)
We have F−j,−i = −Fij . In particular, F−i,i = 0 for all i. The orthogonal Lie algebra
gn := o(2n + 1) can be identified with the subalgebra in gl(2n + 1) spanned by the
9
elements Fij , i, j = −n, . . . , n. The subalgebra gn−1 is spanned by the elements (3.1)
with the indices i, j running over the set {−n+ 1, . . . , n− 1}. Denote by h = hn the
diagonal Cartan subalgebra in gn. The elements F11, . . . , Fnn form a basis of h.
The finite-dimensional irreducible representations of gn are in a one-to-one corre-
spondence with n-tuples λ = (λ1, . . . , λn) where all the entries λi are simultaneously
integers or half-integers (elements of the set 1
2
+ Z) and the following inequalities
hold:
0 ≥ λ1 ≥ λ2 ≥ · · · ≥ λn.
Such an n-tuple λ is called the highest weight of the corresponding representation
which we shall denote by V (λ). It contains a unique, up to a multiple, nonzero
vector ξ (the highest vector) such that Fii ξ = λi ξ for i = 1, . . . , n and Fij ξ = 0 for
−n ≤ i < j ≤ n. Denote by V (λ)+ the subspace of gn−1-highest vectors in V (λ):
V (λ)+ = {η ∈ V (λ) | Fij η = 0, −n < i < j < n}.
Given a gn−1-highest weight µ = (µ1, . . . , µn−1) we denote by V (λ)
+
µ the corresponding
weight subspace in V (λ)+:
V (λ)+µ = {η ∈ V (λ)
+ | Fii η = µi η, i = 1, . . . , n− 1}.
By the branching rule for the reduction gn ↓ gn−1 [24] we have
V (λ)|gn−1 ≃
⊕
c(µ) V ′(µ), (3.2)
where V ′(µ) is the irreducible finite-dimensional representation of gn−1 with the high-
est weight µ, and c(µ) equals the number of n-tuples ρ = (ρ1, . . . , ρn) satisfying the
inequalities
− λ1 ≥ ρ1 ≥ λ1 ≥ ρ2 ≥ λ2 ≥ · · · ≥ ρn−1 ≥ λn−1 ≥ ρn ≥ λn,
− µ1 ≥ ρ1 ≥ µ1 ≥ ρ2 ≥ µ2 ≥ · · · ≥ ρn−1 ≥ µn−1 ≥ ρn
(3.3)
with all the ρi and µi being simultaneously integers or half-integers together with the
λi. Any nonzero vector in V (λ)
+
µ generates a gn−1-submodule in V (λ) isomorphic
to V ′(µ). We obviously have dimV (λ)+µ = c(µ). Basis vectors in V (λ)
+
µ can be
parametrized by the n-tuples ρ. We shall be using an equivalent parameterization by
(n+ 1)-tuples ν = (σ, ν1, . . . , νn), where νi = ρi for i ≥ 2, and
(σ, ν1) =
(0, ρ1) if ρ1 ≤ 0,(1,−ρ1) if ρ1 > 0.
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A parameterization of basis vectors in V (λ) is obtained by using its subsequent re-
strictions to the subalgebras of the chain g1 ⊂ g2 ⊂ · · · ⊂ gn−1 ⊂ gn. Define a pattern
Λ associated with λ as an array of the form
σn λn1 λn2 · · · λnn
λ′n1 λ
′
n2 · · · λ
′
nn
σn−1 λn−1,1 · · · λn−1,n−1
λ′n−1,1 · · · λ
′
n−1,n−1
· · · · · · · · ·
σ1 λ11
λ′11
such that λ = (λn1, . . . , λnn), each σk is 0 or 1, the remaining entries are all non-
positive integers or non-positive half-integers together with the λi, and the following
inequalities hold
λ′k1 ≥ λk1 ≥ λ
′
k2 ≥ λk2 ≥ · · · ≥ λ
′
k,k−1 ≥ λk,k−1 ≥ λ
′
kk ≥ λkk
for k = 1, . . . , n; and
λ′k1 ≥ λk−1,1 ≥ λ
′
k2 ≥ λk−1,2 ≥ · · · ≥ λ
′
k,k−1 ≥ λk−1,k−1 ≥ λ
′
kk
for k = 2, . . . , n; in addition, in the case of integer λi the condition
λ′k1 ≤ −1 if σk = 1
should hold for all k = 1, . . . , n. Let us set lk0 = −1/2 for all k, and
lki = λki − i+ 1/2, l
′
ki = λ
′
ki − i+ 1/2, 1 ≤ i ≤ k ≤ n.
Given a pattern Λ set for i = 0, 1, . . . , k − 1
Aki =
k−1∏
a=1, a6=i
1
lk−1,i − lk−1,a
·
k−1∏
a=1
1
lk−1,i + lk−1,a
.
Furthermore, introduce polynomials Bki(x) by
Bki(x) =
k∏
a=1, a6=i
(x+ l′ka + 1)(x− l
′
ka)
l′ka − l
′
ki
,
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and define the numbers Cki by
Cki = l
′
ki (1− 2 σk − 2 l
′
ki)
k∏
a=1
(lka − l
′
ki)
k−1∏
a=1
(lk−1,a − l
′
ki)
k∏
a=1, a6=i
1
l′ka − l
′
ki
.
We denote by Λ ± δki and Λ + δ
′
ki the arrays obtained from Λ by replacing λki and
λ′ki by λki ± 1 and λ
′
ki + 1 respectively.
The following is our main theorem which will be proved in Sections 3.4 and 3.5.
Theorem 3.1 There exists a basis {ζΛ} of V (λ) parametrized by the patterns Λ such
that the action of the generators of gn is given by the formulas
Fkk ζΛ =
(
σk + 2
k∑
i=1
λ′ki −
k∑
i=1
λki −
k−1∑
i=1
λk−1,i
)
ζΛ,
Fk−1,−k ζΛ = Ak0 ζΛ(k, 0) +
k−1∑
i=1
Aki
(
1
lk−1,i + 1/2
ζ+Λ (k, i)−
1
lk−1,i − 1/2
ζ−Λ (k, i)
)
.
Here the following notation has been used
ζ−Λ (k, i) = ζΛ−δk−1,i,
ζ+Λ (k, i) =
k∑
j=1
k−1∑
m=1
Bkj(lk−1,i)Bk−1,m(lk−1,i) ζΛ+δ′
kj
+δ
k−1,i
+δ′
k−1,m
,
and ζΛ := 0 if Λ is not a pattern. Furthermore,
ζΛ(k, 0) = (−1)
k ζΛ¯ if σk = σk−1 = 0,
=
k∑
j=1
Bkj(lk−1,0) ζΛ¯+δ′
kj
if σk = 1, σk−1 = 0,
= −
k−1∑
m=1
Bk−1,m(lk−1,0) ζΛ¯+δ′
k−1,m
if σk = 0, σk−1 = 1,
= (−1)k−1
k∑
j=1
k−1∑
m=1
Bkj(lk−1,0)Bk−1,m(lk−1,0) ζΛ¯+δ′
kj
+δ′
k−1,m
if σk = σk−1 = 1,
where Λ¯ is obtained from Λ by replacing σk and σk−1 respectively with σk + 1 and
σk−1 + 1 (modulo 2). The action of Fk−1,k is found from the relation
Fk−1,k =
[
Φk−1,−k(u+ 2)Φ−k,k − Φ−k,kΦk−1,−k(u)
]
u=0
,
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where the operator Φ−k,k acts on the basis elements by the rule
Φ−k,k ζΛ =
k∑
i=1
Cki (Fkk − l
′
ki + 1) ζΛ−δ′
ki
while the action of Φk−1,−k(u) is given by
Φk−1,−k(u) ζΛ =
Ak0
u+ Fkk − 3/2
ζΛ(k, 0)
+
k−1∑
i=1
Aki
(
1
(lk−1,i + 1/2)(u+ lk−1,i + Fkk − 1)
ζ+Λ (k, i)
−
1
(lk−1,i − 1/2)(u− lk−1,i + Fkk − 1)
ζ−Λ (k, i)
)
.
Remark . The image of ζΛ under the operator Φk−1,−k(u+2)Φ−k,k−Φ−k,kΦk−1,−k(u)
at u = 0 may be undefined for some patterns Λ. To get the action of Fk−1,k, one
should first calculate its matrix elements in a “generic” representation V (λ) and then
specialize the parameters; see Section 3.5. For example, consider the case n = 1. It
will be shown in Section 3.4 that the basis vectors in V (λ) are given by
ζΛ = F
σ1
10 (F10F0,−1)
λ′
11
−λ
11 ξ.
Furthermore, the operators Φ−1,1 and Φ0,−1(u) are defined by
Φ−1,1 = −
1
2
F 201,
Φ0,−1(u) = F0,−1
1
u+ F11 − 1/2
;
see Section 3.5. In the case λ = (−1/2) the basis of V (λ) consists of two vectors ξ and
ξ′ = F10 ξ. Therefore, Φ−1,1 is the zero operator in V (λ) while the image Φ0,−1(0)ξ
′
is not defined. On the other hand, we find directly that F01 ξ
′ = 1/2 ξ.
3.2 Transvector algebra Z(gn, gn−1)
Consider the extension of the universal enveloping algebra U(gn)
U′(gn) = U(gn)⊗U(h) R(h),
13
where R(h) is the field of fractions of the commutative algebra U(h). Let J denote
the left ideal in U′(gn) generated by the elements Fij with −n < i < j < n. The
transvector algebra Z(gn, gn−1) is the quotient algebra of the normalizer
NormJ = {x ∈ U′(gn) | Jx ⊆ J}
modulo the two-sided ideal J [26]. It is an algebra over C and an R(h)-bimodule. Let
p = pn−1 denote the extremal projection for the Lie algebra gn−1 [1, 26]; cf. Section 2.
It satisfies the following (characteristic) relations
Fij p = p Fji = 0 for − n < i < j < n.
The projection p naturally acts in the space U′(gn)/J and its image coincides with
Z(gn, gn−1). The elements
pFia = −pF−a,−i, a = −n, n, i = −n + 1, . . . , n− 1 (3.4)
are generators of Z(gn, gn−1) [26]. Set
f0 = −1/2, fi = Fii − i+ 1/2, f−i = −fi
for i = 1, . . . , n; and set f ′i = −f−i for all i. The elements (3.4) can be given by the
following explicit formulas (modulo J):
pFia =
∑
i>i1>···>is>−n
Fii1Fi1i2 · · ·Fis−1isFisa
1
(fi − fi1) · · · (fi − fis)
,
where s = 0, 1, . . . . We shall use normalized generators of Z(gn, gn−1) defined by
zia = pFia (fi − fi−1) · · · (fi − f−n+1), (3.5)
zai = pFai (f
′
i − f
′
i+1) · · · (f
′
i − f
′
n−1). (3.6)
We obviously have zai = (−1)
n−i z−i,−a. The elements zia satisfy certain quadratic
relations [26]. We shall use the following ones below (cf. (2.9) and (2.10)): for
a, b ∈ {−n, n} and i+ j 6= 0 one has
zajzbi(f
′
i − f
′
j + 1) = zbizaj(f
′
i − f
′
j) + zaizbj . (3.7)
In particular, zai and zaj commute for i + j 6= 0. One easily verifies that zai and zbi
also commute for i 6= 0 and all a, b.
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The elements zia and zai naturally act in the space V (λ)
+ and are called the
raising and lowering operators . One has for i = 1, . . . , n− 1:
zia : V (λ)
+
µ → V (λ)
+
µ+δi
, zai : V (λ)
+
µ → V (λ)
+
µ−δi
,
where µ±δi is obtained from µ by replacing µi with µi±1. The operators z0a preserve
each subspace V (λ)+µ .
We shall need the following element which can be checked to belong to the nor-
malizer NormJ, and so it can be regarded as an element of the algebra Z(gn, gn−1):
zn,−n =
∑
n>i1>···>is>−n
Fni1Fi1i2 · · ·Fis,−n (fn − fj1) · · · (fn − fjk), (3.8)
where s = 1, 2, . . . and {j1, . . . , jk} is the complement to the subset {i1, . . . , is} in
{−n + 1, . . . , n − 1}. The following relation is proved exactly as its C and D series
counterparts [13, 14] (cf. (2.14)): for a = −n, n
Fn−1,a =
n−1∑
i=−n+1
zn−1,i zia
1
(fi − f−n+1) · · · ∧ · · · (fi − fn−1)
, (3.9)
where zn−1,n−1 := 1 and the equalities are considered in U
′(gn) modulo the ideal J.
3.3 Yangians and twisted Yangians
Let us introduce the gl(2)-Yangian Y(2) and the (orthogonal) twisted Yangian Y+(2);
see [16] for more details. The Yangian Y(2) is the complex associative algebra with
the generators t
(1)
ab , t
(2)
ab , . . . where a, b ∈ {−n, n}, and the defining relations
[tab(u), tcd(v)] =
1
u− v
(
tcb(u)tad(v)− tcb(v)tad(u)
)
, (3.10)
where
tab(u) := δab + t
(1)
ab u
−1 + t
(2)
ab u
−2 + · · · ∈ Y(2)[[u−1]]. (3.11)
Introduce the series sab(u), a, b ∈ {−n, n} by
sab(u) = tan(u)t−b,−n(−u) + ta,−n(u)t−b,n(−u).
Write sab(u) = δab+s
(1)
ab u
−1+s
(2)
ab u
−2+· · · . The twisted Yangian Y+(2) is defined as the
subalgebra of Y(2) generated by the elements s
(1)
ab , s
(2)
ab , . . . where a, b ∈ {−n, n}. Also,
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Y+(2) can be viewed as an abstract algebra with generators s
(r)
ab and the following
defining relations (see [16, Section 3]):
[sab(u), scd(v)] =
1
u− v
(
scb(u)sad(v)− scb(v)sad(u)
)
−
1
u+ v
(
sa,−c(u)s−b,d(v)− sc,−a(v)s−d,b(u)
)
(3.12)
+
1
u2 − v2
(
sc,−a(u)s−b,d(v)− sc,−a(v)s−b,d(u)
)
and
s−b,−a(−u) =
2u+ 1
2u
sab(u)−
1
2u
sab(−u). (3.13)
The Yangian Y(2) is a Hopf algebra with the coproduct
∆(tab(u)) = tan(u)⊗ tnb(u) + ta,−n(u)⊗ t−n,b(u). (3.14)
The twisted Yangian Y+(2) is a left coideal in Y(2) with
∆(sab(u)) =
∑
c,d∈{−n,n}
tac(u)t−b,−d(−u)⊗ scd(u). (3.15)
Given a pair of complex numbers (α, β) such that α − β ∈ Z+ we denote by
L(α, β) the irreducible representation of the Lie algebra gl(2) with the highest weight
(α, β) with respect to the upper triangular Borel subalgebra; see Section 2. We have
dimL(α, β) = α − β + 1. We may regard L(α, β) as a Y(2)-module by using the
algebra homomorphism Y(2)→ U(gl(2)) given by
tab(u) 7→ δab + Eabu
−1, a, b ∈ {−n, n}.
The coproduct (3.14) allows one to construct representations of Y(2) of the form
L = L(α1, β1)⊗ · · · ⊗ L(αn, βn).
Note that the generators t
(r)
ab with r > n act as zero operators in L. Therefore, the
operators Tab(u) = u
n tab(u) are polynomials in u:
Tab(u) = δabu
n + t
(1)
ab u
n−1 + · · ·+ t
(n)
ab .
For any γ ∈ C denote by W (γ) the one-dimensional representation of Y+(2)
spanned by a vector w such that
snn(u)w =
u+ γ
u+ 1/2
w, s−n,−n(u)w =
u− γ + 1
u+ 1/2
w,
16
and sa,−a(u)w = 0 for a = −n, n. By (3.15) we can regard the tensor product
L ⊗ W (γ) as a representation of Y+(2). Representations of this type essentially
exhaust all finite-dimensional irreducible representations of Y+(2) [12]. The vector
space isomorphism
L⊗W (γ)→ L, v ⊗ w 7→ v, v ∈ L (3.16)
provides L⊗W (γ) with an action of Y(2).
3.4 Construction of the basis
Introduce the following polynomials in u with coefficients in the transvector algebra
Z(gn, gn−1): for a, b ∈ {−n, n}
Zab(u) = −
(
δab(u− n + 1) + Fab
) n−1∏
i=−n+1
(u+ gi) +
n−1∑
i=−n+1
zaizib
n−1∏
j=−n+1, j 6=i
u+ gj
gi − gj
,
(3.17)
where gi := fi + 1/2 for all i.
Proposition 3.2 The mapping
sab(u) 7→ −u
−2n Zab(u), a, b ∈ {−n, n} (3.18)
defines an algebra homomorphism Y+(2)→ Z(gn, gn−1).
Proof. One of the possible ways to prove the claim is to check directly that the
relations (3.12) and (3.13) are satisfied with the sab(u) respectively replaced with
Zab(u). Here one needs to use the quadratic relations in the transvector algebra
Z(gn, gn−1). In addition to (3.7) the relations which express ziazbi in terms of the
zbjzja are needed; see [26].
Alternatively, we can follow the approach of [13, Section 5] to construct first a
homomorphism from Y+(2) to the centralizer Cn of gn−1 in U(gn) and then calculate
the images of the centralizer elements in the algebra Z(gn, gn−1). The calculation is
similar to that in the symplectic case [13]; see also [14]. We shall only give a few key
formulas here. Introduce the (2n + 1)× (2n+ 1)-matrix F = (Fij) whose ijth entry
is the element Fij ∈ gn and set
F (u) = 1 +
F
u+ 1/2
.
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Denote by F̂ (u) the corresponding Sklyanin comatrix ; see [12, Section 2]. The map-
ping
sab(u) 7→ c(u) F̂ (−u+ n− 1/2)ab, a, b ∈ {−n, n}, (3.19)
where c(u) = (1− u−2)(1− 4 u−2) · · · (1− (n− 1)2 u−2), defines an algebra homomor-
phism Y+(2) → Cn [12, Proposition 2.1]; cf. [20]. Its composition with the natural
homomorphism Cn → Z(gn, gn−1) gives (3.18).
As it follows from the branching rule (3.2), the space V (λ)+µ is nonzero only if
there exists ν such that the inequalities (3.3) hold. We shall be assuming that this
condition is satisfied. Proposition 3.2 allows one to equip V (λ)+µ with a structure of
a Y+(2)-module defined via the homomorphism (3.18). The next theorem provides
an identification of this module.
Theorem 3.3 The Y+(2)-module V (λ)+µ is isomorphic to the direct sum of two ir-
reducible submodules, V (λ)+µ ≃ U ⊕ U
′, where
U = L(0, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (1/2), (3.20)
U ′ = L(−1, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (1/2), (3.21)
if the λi are integers (it is supposed that U
′ = {0} if β1 = 0); or
U = L(−1/2, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (0), (3.22)
U ′ = L(−1/2, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (1), (3.23)
if the λi are half-integers, and the following notation is used
αi = min{λi−1, µi−1} − i+ 1, i = 2, . . . , n,
βi = max{λi, µi} − i+ 1, i = 1, . . . , n,
with µn := −∞. In particular, each of U and U
′ (and hence V (λ)+µ ) is equipped with
an action of Y(2) defined by (3.16).
Proof. Consider the following two vectors in V (λ)+µ
ξµ =
n−1∏
i=1
(
z
max{λi,µi}−µi
ni z
max{λi,µi}−λi
i,−n
)
ξ, ξ′µ = zn0 ξµ. (3.24)
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Repeating the arguments of the proof of Theorem 5.2 in [13] we can show that both
ξµ and ξ
′
µ are eigenvectors for snn(u) and are annihilated by s−n,n(u). Namely,
snn(u)ξµ = µ(u)ξµ, snn(u)ξ
′
µ = (1 + u
−1)µ(u)ξ′µ, (3.25)
where
µ(u) = (1− α2u
−1) · · · (1− αnu
−1)(1 + β1u
−1) · · · (1 + βnu
−1).
This is proved simultaneously with the following relations by induction on the degree
of the monomial in (3.24): for i = 1, . . . , n− 1
zin ξµ = −(mi + α1) · · · (mi + αn)(mi − β1) · · · (mi − βn) ξµ+δi, (3.26)
and
z−ni ξµ = −(mi − α1 − 1) · · · (mi − αn − 1)(mi + β1 − 1) · · · (mi + βn − 1) ξµ−δi,
(3.27)
where α1 = 0 and mi = µi− i+1 for i = 1, . . . , n−1. Indeed, we note that if µi ≥ λi
then zin ξµ = 0 which is implied by (3.7). This agrees with (3.26) because in this case
βi = mi. Now assume that µi < λi. We have zin ξµ = zinzni ξµ+δi by (3.7). Formula
(3.17) gives zinzni = z−n,−iz−i,−n = Z−n,−n(−g−i). Further,
Z−n,−n(−g−i) ξµ+δi = Z−n,−n(mi) ξµ+δi.
By Proposition 3.2 and the symmetry relation (3.13) we can write
Z−n,−n(mi) =
2mi − 1
2mi
Znn(−mi) +
1
2mi
Znn(mi).
By induction, Znn(u) ξµ+δi can be found from (3.18) and (3.25) which gives (3.26).
The proof of (3.27) is very similar. To prove (3.25) we apply the induction hypotheses
to (3.26) and (3.27) and also use the relation
z0n ξµ = 0 (3.28)
which is a consequence of (3.7). The relations
Z−n,n(u) ξµ = 0, Z−n,n(u) ξ
′
µ = 0 (3.29)
follow from (3.17), (3.26) and (3.27).
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Both vectors ξµ and ξ
′
µ are nonzero, except for the case β1 = 0 where ξ
′
µ = 0.
Indeed, applying appropriate operators zin to ξµ or ξ
′
µ repeatedly, we can obtain the
highest vector ξ of V (λ) with a nonzero coefficient. It follows from [12, Corollary 6.6]
that the tensor products (3.20)–(3.23) are irreducible representations of Y+(2). An
easy calculation shows that the highest weights of the Y+(2)-modules U and U ′
respectively coincide with the Y+(2)-weights of the vectors ξµ and ξ
′
µ. So, U and U
′
are respectively isomorphic to quotients of the Y+(2)-submodules in V (λ)+µ generated
by ξµ and ξ
′
µ. On the other hand, the branching rule (3.2) implies that
dimV (λ)+µ = dimU + dimU
′.
Therefore, to complete the proof of the theorem we need to show that the Y+(2)-
submodules generated by ξµ and ξ
′
µ are disjoint. For this we employ a contravariant
bilinear form 〈 , 〉 on V (λ) uniquely determined by the conditions:
〈ξ, ξ〉 = 1, 〈Fij η, ζ〉 = 〈η, Fji ζ〉, η, ζ ∈ V (λ),
cf. (2.16). One easily shows that its restriction to the subspace V (λ)+µ is non-
degenerate. Therefore, our claim will follow from the fact that the submodules gen-
erated by ξµ and ξ
′
µ are orthogonal to each other with respect to 〈 , 〉. Given an
operator A in V (λ)+ we denote by A∗ its adjoint operator with respect to the form:
〈Aη, ζ〉 = 〈η, A∗ ζ〉.
Since the extremal projection p is stable with respect to the anti-involution Fij 7→ Fji
[26] we derive that (pFia)
∗ = pFai for a = −n, n and i = −n+1, . . . , n−1. Therefore,
z∗ia = zai · c where c is an element of R(hn−1) which can be found from (3.5) and (3.6).
This also implies that (zaizib)
∗ = zbizia and hence
Zab(u)
∗ = Zba(u), (3.30)
see (3.17). By Proposition 3.2 and the Poincare´–Birkhoff–Witt theorem for the
twisted Yangians [16, Remark 3.14], every element of the Y+(2)-submodules gen-
erated by ξµ and ξ
′
µ can be written as a linear combination of vectors of the following
form, respectively:
Zn,−n(u1) · · ·Zn,−n(uk) ξµ or Zn,−n(v1) · · ·Zn,−n(vl) ξ
′
µ,
where the ui and vi are complex parameters. Therefore, by (3.29) and (3.30) to prove
that the submodules are orthogonal it now suffices to show that 〈ξµ, ξ
′
µ〉 = 0. But
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this follows from (3.28).
Remark. Using Weyl’s formula for the dimension of V (λ) one can slightly modify the
proof of Theorem 3.3 so that the branching rule (3.2) would not be used but follow
from the theorem; cf. [13, 14].
It follows from (3.13) that the series sn,−n(u) is even in u, and so is the polynomial
Zn,−n(u); see Proposition 3.2. On the other hand, (3.17) implies that Zn,−n(−gi) =
znizi,−n for i = 1, . . . , n− 1. Moreover, Zn,−n(−gn) = zn,−n which follows from (3.8).
Since Zn,−n(u) is a polynomial in u
2 of degree n − 1, by the Lagrange interpolation
formula Zn,−n(u) can also be given by
Zn,−n(u) =
n∑
i=1
znizi,−n
n∏
j=1, j 6=i
u2 − g2j
g2i − g
2
j
. (3.31)
Remark. To make the above evaluation Zn,−n(−gi) well-defined we agree to consider
the series Zab(u) with a, b ∈ {−n, n} as elements of the right module over the field of
rational functions in g1, . . . , gn, u generated by monomials in the zia.
Given ν such that the conditions (3.3) are satisfied, set
γi = νi − i+ 1, li = λi − i+ 1, i ≥ 1
and introduce the vectors
ξνµ =

n∏
i=1
Zn,−n(γi − 1) · · ·Zn,−n(βi + 1)Zn,−n(βi) ξµ if σ = 0,
n∏
i=1
Zn,−n(γi − 1) · · ·Zn,−n(βi + 1)Zn,−n(βi) ξ
′
µ if σ = 1.
Using (3.31) and (3.7) we get an equivalent expression; cf. [13, Section 6]:
ξνµ = z
σ
n0
n−1∏
i=1
zνi−µini z
νi−λi
i,−n ·
γn−1∏
k=ln
Zn,−n(k) ξ.
Proposition 3.4 The vectors ξνµ with ν satisfying (3.3) form a basis of V (λ)
+
µ .
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Proof. Due to Theorem 3.3 it suffices to show that the vectors ξνµ with σ = 0 form
a basis of the subspace U of V (λ)+µ while those with σ = 1 form a basis in U
′. Let us
write each of the tensor products in (3.20)–(3.23) in the form
L(α1, β1)⊗ L(α2, β2)⊗ · · · ⊗ L(αn, βn)⊗W (−α0). (3.32)
Regarding this as a Y(2)-module defined by (3.16) we can construct a Gelfand–
Tsetlin-type basis in this module as follows. Set
ζ˜νµ =
n∏
i=1
Tn,−n(−γi + 1) · · ·Tn,−n(−βi − 1)Tn,−n(−βi) z
σ
n0 ξµ.
The vectors ζ˜νµ with ν satisfying (3.3) form a basis in the Y(2)-module (3.32); see
[22, 11, 19]. Furthermore, we have
Tnn(u) ζ˜νµ = (u+ γ1) · · · (u+ γn) ζ˜νµ,
Tn,−n(−γi) ζ˜νµ = ζ˜ν+δi,µ.
(3.33)
We have the following equality of operators in the space (3.32):
Zn,−n(u) =
(u− α0)Tn,−n(−u)Tnn(u) + (u+ α0)Tn,−n(u)Tnn(−u)
(−1)n+1 u
which is easily derived from (3.10), (3.15) and (3.18). Therefore, by (3.33)
Zn,−n(γi) ζ˜νµ = −2(α0 − γi)
n∏
a=1, a6=i
(−γa − γi) ζ˜ν+δi,µ.
This shows that for each ν the vectors ξνµ and ζ˜νµ coincide up to a nonzero factor.
We shall use the following normalized basis vectors
ζνµ =
∏
1≤i<j≤n
(−γi − γj)! ξνµ.
The following formulas for the action of the generators of the Yangian Y(2) in the
basis {ζνµ} follow from the above proof: for i = 1, . . . , n
Tnn(u) ζνµ = (u+ γ1) · · · (u+ γn) ζνµ,
Tn,−n(−γi) ζνµ =
1
2(γi − α0)
ζν+δi,µ, (3.34)
T−n,n(−γi) ζνµ = 2
n∏
k=0
(αk − γi + 1)
n∏
k=1
(βk − γi) ζν−δi,µ;
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cf. [13] and [14].
Given a pattern Λ (see Section 3.1) introduce the vector
ξΛ =
→∏
k=1,...,n
zσkk0 · k−1∏
i=1
z
λ′
ki
−λ
k−1,i
ki z
λ′
ki
−λ
ki
i,−k ·
l′
kk
−1∏
q=l
kk
Zk,−k(q +
1
2
)
 ξ
and set
ζΛ = NΛ ξΛ, NΛ =
n∏
k=2
∏
1≤i<j≤k
(−l′ki − l
′
kj − 1)!
The following proposition is implied by the branching rule (3.2) and Proposition 3.4.
Proposition 3.5 The vectors ζΛ parametrized by the patterns Λ form a basis of the
representation V (λ).
3.5 Matrix element formulas
Introduce the following elements of U(gn):
Φ−k,k =
k−1∑
i=1
F−k,iFik −
1
2
F 20k, k = 1, . . . , n.
We shall find the action of Φ−k,k in the basis {ζΛ}, which will be used later on.
Since Φ−k,k commutes with the subalgebra gk−1 it suffices to consider the case k =
n. The image of 2Φ−n,n under the natural homomorphism pi : Cn → Z(gn, gn−1)
coincides with the coefficient at u2n−2 of the polynomial Z−n,n(u); see the proof of
Proposition 3.2. The following equality of operators in (3.32) is obtained from (3.10),
(3.15) and (3.18):
Z−n,n(u) =
(u− α0)T−n,−n(−u)T−n,n(u) + (u+ α0)T−n,−n(u)T−n,n(−u)
(−1)n+1 u
.
Therefore,
Φ−n,n = −t
(2)
−n,n + t
(1)
−n,nt
(1)
−n,−n + (1 + α0) t
(1)
−n,n. (3.35)
The image of s
(1)
nn under the homomorphism (3.19) is Fnn. On the other hand, by
(3.15) we have
s(1)nn = t
(1)
nn − t
(1)
−n,−n − α0 − 1/2,
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as operators in the space (3.32). Therefore, (3.35) can be written as
Φ−n,n = −t
(2)
−n,n + t
(1)
−n,nt
(1)
nn − (Fnn + 3/2) t
(1)
−n,n.
Finally, relations (3.34) imply that
Φ−n,nζνµ =
n∑
i=1
θi (Fnn − γi + 3/2) ζν−δi,µ, (3.36)
where
θi = −2
n∏
k=0
(αk − γi + 1)
n∏
k=1
(βk − γi)
n∏
j=1, j 6=i
(γj − γi)
−1.
Using the notation in (3.32) we can also write this as
θi = (2γi − 1)(1− σ − γi)
n∏
k=1
(lk − γi)
n−1∏
k=1
(mk − γi)
n∏
j=1, j 6=i
(γj − γi)
−1.
The action of Fnn in V (λ)
+
µ is immediately found so that
Fnn ξνµ =
(
σ + 2
n∑
i=1
νi −
n∑
i=1
λi −
n−1∑
i=1
µi
)
ξνµ.
The operator Fn−1,−n preserves the subspace of gn−2-highest vectors in V (λ).
Therefore it suffices to calculate its action on the basis vectors of the form
ξνµν′ = Xµν′ ξνµ,
where Xµν′ denotes the operator
Xµν′ = z
σ′
n−1,0
n−2∏
i=1
z
ν′i−µ
′
i
n−1,i z
ν′i−µi
i,−n+1 ·
γ′n−1−1∏
a=mn−1
Zn−1,−n+1(a).
Here we assume that the conditions (3.3) are satisfied with λ, ν, µ respectively
replaced by µ, ν ′, µ′; we have used the notation γ′i = ν
′
i− i+1. The operator Fn−1,−n
is permutable with the elements zn−1,i, zi,−n+1 and Zn−1,−n+1(u) which follows from
their explicit formulas. Hence, we can write
Fn−1,−n ξνµν′ = Xµν′ Fn−1,−n ξνµ.
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Let us apply (3.9) with a = −n. We have
fi ξνµ = (mi − 1/2) ξνµ, f−i ξνµ = (−mi + 1/2) ξνµ
for i ≥ 1. Recall also that f0 = −1/2. We now need to express
Xµν′ zn−1,izi,−n ξνµ, i = −n + 1, . . . , n− 1
as a linear combination of the vectors ξνµν′ . Suppose first that i ≥ 1. Assuming that
νi − µi ≥ 1 we obtain from (3.7)
zi,−n ξνµ = zi,−nzni ξν,µ+δi. (3.37)
By (3.17) this equals
zi,−nzni ξν,µ+δi = zn,−iz−i,−n ξν,µ+δi = Zn,−n(−g−i) ξν,µ+δi.
We have −g−i ξν,µ+δi = mi ξν,µ+δi. Since Zn,−n(γp) ξν,µ+δi = ξν+δp,µ+δi for each p =
1, . . . , n, we obtain from the Lagrange interpolation formula that (3.37) takes the
form
Zn,−n(mi) ξν,µ+δi =
n∑
p=1
n∏
a=1, a6=p
m2i − γ
2
a
γ2p − γ
2
a
ξν+δp,µ+δi .
Furthermore, for i ≥ 1
z−i,−n ξνµ = (−1)
n−i zni ξνµ = (−1)
n−i ξν,µ−δi .
Consider now the vector z0,−n ξνµ. If σ = 0 then it equals
z0,−n ξνµ = (−1)
n zn0 ξνµ = (−1)
n ξνµ,
where ν = (σ + 1, ν1, . . . , νn) (addition modulo 2). If σ = 1 then
z0,−n ξνµ = zn0z0,−n ξνµ,
which coincides with Zn,−n(−g0) ξνµ, where g0 = 0. Using again the Lagrange inter-
polation formula we find that this equals
Zn,−n(m0) ξνµ =
n∑
p=1
n∏
a=1, a6=p
m20 − γ
2
a
γ2p − γ
2
a
ξν+δp,µ
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with m0 = 0. The operator Xµν′ zn−1,i is transformed in exactly the same manner;
cf. [13]. Combining the results we obtain
Fn−1,−n ξνµν′ = A0 ξ(0) +
n−1∑
i=1
Ai
(
1
mi
ξ+(i)−
1
mi − 1
ξ−(i)
)
,
where
Ai =
n−1∏
a=1, a6=i
1
mi −ma
n−1∏
a=1
1
mi +ma − 1
.
Furthermore,
ξ−(i) = ξν,µ−δi,ν′,
ξ+(i) =
n∑
p=1
n−1∑
q=1
n∏
a=1, a6=p
m2i − γ
2
a
γ2p − γ
2
a
n−1∏
a=1, a6=q
m2i − γ
′
a
2
γ′q
2 − γ′a
2 ξν+δp,µ+δi,ν′+δq ,
and
ξ(0) = (−1)nξνµν′ if σ = σ
′ = 0,
=
n∑
p=1
n∏
a=1, a6=p
m20 − γ
2
a
γ2p − γ
2
a
ξν+δp,µ,ν′ if σ = 1, σ
′ = 0,
= −
n−1∑
q=1
n−1∏
a=1, a6=q
m20 − γ
′
a
2
γ′q
2 − γ′a
2 ξν,µ,ν′+δq if σ = 0, σ
′ = 1,
= (−1)n−1
n∑
p=1
n−1∑
q=1
n∏
a=1, a6=p
m20 − γ
2
a
γ2p − γ
2
a
n−1∏
a=1, a6=q
m20 − γ
′
a
2
γ′q
2 − γ′a
2 ξν+δp,µ,ν′+δq
if σ = σ′ = 1,
with ν ′ = (σ′ + 1, ν ′1, . . . , ν
′
n−1) (addition modulo 2). We now compute the action of
Fn−1,n. In the formula (3.9) with a = n replace the operators zin by with following
expression: for i = −n + 1, . . . , n− 1
zin = [zi,−n,Φ−n,n]
1
fi + Fnn
(3.38)
and then use the formulas for the action of zi,−n and Φ−n,n; see (3.36). More precisely,
we regard (3.38) as a relation in the transvector algebra Z(gn, gn−1) which can be
proved as follows. First, we calculate the commutator [Fi,−n,Φ−n,n] in U(gn) then
consider it modulo the ideal J and apply the extremal projection p (see Section 2).
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We have Φ−n,nFnn = (Fnn + 2)Φ−n,n and so, (3.9) and (3.38) imply that
Fn−1,n ξνµν′ = Xµν′ (Φn−1,−n(2) Φ−n,n − Φ−n,nΦn−1,−n(0)) ξνµ, (3.39)
where
Φn−1,−n(u) =
n−1∑
i=−n+1
zn−1,i zi,−n
n−1∏
a=−n+1, a6=i
1
fi − fa
·
1
u+ fi + Fnn
. (3.40)
The action of Φn−1,−n(u) is found exactly as that of Fn−1,−n. Formula (3.39) is valid
provided the denominators in (3.40) do not vanish. However, since (3.38) holds in
the transvector algebra Z(gn, gn−1), the relation (3.39) holds for generic parameters
ν, µ and ν ′ which allows one to get explicit formulas for all matrix elements of Fn−1,n.
Finally, the proof of Theorem 3.1 is completed by rewriting the above formulas for
the action of the generators in terms of the parameters σk, lki and l
′
ki of the patterns
Λ. The parameters li, γi, mi are replaced by
li 7→ lki + 1/2, γi 7→ l
′
ki + 1/2, mi 7→ lk−1,i + 1/2.
Remark . There is another way of calculating the matrix elements of Fk−1,k based on
the formulas for the action of T−n,−n(u) in the basis {ζνµ}; see [14].
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