Attention can modulate neural responses in sensory cortical areas and improve behavioral performance in perceptual tasks. However, the nature and purpose of these modulations remain under debate. Here we used voltage-sensitive dye imaging (VSDI) to measure V1 population responses while monkeys performed a difficult detection task under focal or distributed attention. We found that V1 responses at attended locations are significantly elevated relative to actively ignored or irrelevant locations, consistent with the hypothesis that an important goal of attention in V1 is to highlight task-relevant information. Surprisingly, these modulations were indistinguishable under focal and distributed attention, suggesting a minor or no role for attention as a mechanism for allocating limited representational resources in V1. The response elevation at attended locations is additive, is widespread, and starts shortly before stimulus onset. This elevation could contribute to spatial gating by biasing competition in subsequent processing stages in favor of attended stimuli.
INTRODUCTION
Behavioral performance in perceptual tasks such as detection and discrimination can be significantly improved by prior knowledge regarding the stimulus's location and features (e.g., Duncan, 1980; Posner, 1980) . This improvement is thought to be mediated by top-down attentional mechanisms that modulate sensory representations based on task demands. Consistent with this possibility, experiments using single-unit recordings in behaving monkeys (e.g., Moran and Desimone, 1985; Haenny et al., 1988; Motter, 1993; Treue and Maunsell, 1996; McAdams and Maunsell, 1999; Seidemann and Newsome, 1999; Treue and Martínez Trujillo, 1999; Reynolds et al., 2000; Bichot et al., 2005) and fMRI in human subjects (e.g., Kastner et al., 1999; Ress et al., 2000; Buracas and Boynton, 2007) revealed that task demands can significantly modulate neural responses in visual cortical areas. However, the purpose of these modulations is still under debate.
It is commonly assumed that sensory systems have limited representational resources and that the goal of attention is to allocate these resources based on task demands (e.g., Broadbent, 1958) . Selection, however, is necessary even under conditions in which the sensory system's ability to represent multiple stimuli is not limited, because the task may require the subject to use only a subset of the available stimuli and ignore others. Therefore, another possible goal of attention is to gate taskirrelevant stimuli in order to limit their access to circuits that control behavior (e.g., Allport, 1993) . These two possible goals of attentions are distinct and, as discussed below, have different predictions regarding the expected physiological effects of attention. However, these two forms of attention are not mutually exclusive and could both operate in the same cortical area.
To illustrate the differences between these two attentional mechanisms, consider the following toy example (Figure 1 ). You are presented with four coins. On half of the trials all four coins are tails, and on the other half three are tails and one is a head. Your task is to report whether a head is present, and if so, where it is located. What makes the task difficult is that instead of getting direct access to the coins, you observe a ''noisy sensory representation'' of each coin; consequently, there is a probability that the observed coin face is different from its true value. The fidelity of the sensory representation is represented by the ''probability of spontaneous flip'' (p f , indicated by the red bar near each coin).
Consider the following two versions of the task. In the focalattention version, you are cued in advance as to the only possible coin location where the head may have occurred (Figures 1B and 1D ; cue indicated by blue square). In the distributed-attention version, all four coin locations are cued, and therefore, the head could have occurred at any of these locations (Figures 1A and 1C) . Now compare two scenarios, one in which your sensory representation is limited ( Figures 1C and 1D) , and one in which it is unlimited (Figures 1A and 1B) . When the sensory representation has limited resources, attention allocates these resources according to the task, and the fidelity is high under focal attention (p f = 0.1) and lower under distributed attention (p f = 0.15). When the sensory representation is not limited, the fidelity under both focal and distributed attention is the same (p f = 0.1).
Consider first the no-resource-limit case. Intuitively, even in this case, the task is more difficult under distributed attention than under focal attention. To see this, consider an example in which the bottom right coin is a head that has not flipped.
However, one of the other three coins has flipped and it is also a head. In the distributed-attention case, you have to guess which one of the two observed heads (if any) was originally a head. On the other hand, in the focal-attention case, you know that the only location where the head could have occurred is the bottom right and, therefore, have a higher chance of reporting correctly that this location contains the head. Hence, despite the equal fidelity of the representation in focal and distributed attention, behavioral accuracy under distributed attention will be lower. The numbers in each panel show the expected accuracy of an observer that uses an optimal strategy to perform this task. The accuracy of this observer is reduced by 19% in the distributed attention task versus the focal attention task. This example illustrates that a difference in accuracy between focal and distributed attention is not, by itself, evidence in favor of limited representational resources. Now consider the case in which the sensory representation has limited resources and the probability of spontaneous flip is higher under distributed attention than under focal attention. It is easy to see that this drop in fidelity must lead to an additional drop in accuracy under distributed attention. In our toy example, the accuracy of the optimal observer drops from 90% in the focal-attention case to 60% in the distributed-attention case, which is lower than the accuracy in the distributed-attention case under the unlimited resource scenario.
Our toy example shows that the signature of attention as a mechanism for allocation of limited resources is enhanced neural sensitivity to attended stimuli under focal attention versus distributed attention (by increased signal and/or by reduced noise).
As discussed above, another possible goal of attention is to limit the behavioral impact of task-irrelevant stimuli by selectively blocking irrelevant signals. In our toy example, we represent this gating mechanism as the color of the coin. Coins at cued locations are gold colored, while coins at uncued (and therefore irrelevant) locations are silver colored. The color of the coin is analogous to a neural bias that highlights task-relevant locations and allows subsequent processing stages to selectively gate task-irrelevant signals.
Our toy example shows that the signature of attention as a mechanism for gating task-irrelevant information is a response bias in favor of relevant (attended) versus irrelevant (ignored) locations. This bias signal may be associated with enhanced neural sensitivity at attended locations, but as long as the enhanced sensitivity is the same under focal and distributed attention, it would be inconsistent with a limited resource mechanism.
To study these two forms of attention experimentally, we used VSDI to measure V1 responses while monkeys performed a detection task analogous to our toy example above. This task The goal of the task is to report whether Washington's head is present and, if so, where. In half of the trials there is no head and in the other half there is one head. Each coin has a spontaneous flip probability (red bar) that represents the probability that the observed coin face is different from the true coin face. The number in each panel indicates the expected accuracy of an observer that uses the optimal strategy to perform this task. The optimal strategy for flip probabilities % 0.2 is as follows: report ''no head'' if all observed coins are tails; otherwise, report ''head'' and select any of the observed head locations. See text for additional details.
(described below) allowed us to measure simultaneously the behavioral and neurophysiological effects of both forms of attention. In single isolated neurons, VSDI signals are linearly related to membrane potential across the entire physiological dynamic range (e.g., Salzberg et al., 1973) . In the primate cortex, recent results suggest that the VSDI signal at any given location is proportional to the summed membrane potential of a population of neurons, integrated over a Gaussian-shaped area with standard deviation (SD) of 230 mm . Therefore, attentional modulations measured with VSDI are likely to reflect the inputs that V1 neurons receive from top-down circuits rather than the attentional modulations of the spiking output of V1 neurons. Recent VSDI studies in behaving primates demonstrate that VSDI is highly sensitive and can provide reliable information about visual stimuli even below the subject's behavioral detection threshold (Chen et al., 2006 (Chen et al., , 2008a . Therefore, VSDI allowed us to study whether, and how, these two forms of attention modulate neural population responses over a large V1 region with high sensitivity and at high spatial and temporal resolution.
RESULTS
We trained two monkeys to detect a low-contrast oriented target (analogous to ''head'' in our toy example) that appeared on half of the trials on top of one of four evenly spaced higher-contrast masks of orthogonal orientation (Figure 2A ). We first used VSDI to determine the layout of the retinotopic map in the imaged area (Yang et al., 2007) . We then positioned the stimuli so that one of the four stimulus locations fell inside the receptive fields of V1 neurons at the center of the imaged area. To report detection, the monkey had to shift gaze to target location within a short time window following target onset. As in our toy example, at the beginning of each trial, a cue indicated to the monkey whether to attend to one of the four possible locations (single-cue, ''focalattention'') or to all four locations (multiple cues, ''distributedattention''). To ensure that the monkey was ignoring the irrelevant locations in focal attention trials, in half of those trials, a distracter identical to the target could appear at the location opposite to the cue. The monkey had to ignore this distracter. Finally, blank trials with no cue and no visual stimulus, and control trials with cue(s) but no visual stimulus, were randomly intermixed with all other trial types (see Experimental Procedures for additional details).
This task allowed us to measure V1 responses to the same physical visual stimuli under three attentional states: when only the location corresponding to the imaged area was cued (focal attention, ''attend-in''), when it was one of four cued locations (''attend-distributed''), and when another location was cued and the imaged location had to be ignored (focal attention, ''attend-out'') ( Figure 3A , top row). As illustrated in our toy example (Figure 1 ), this task allowed us to examine the two possible forms of attentional effects in V1. By comparing responses in ''attend-in'' and ''attend-distributed'' states, we tested the hypothesis that attention allocates limited representational resources in V1. By comparing responses in ''attend-in'' and ''attend-out'' states, we tested the hypothesis that attention in V1 helps to spatially gate task-irrelevant signals.
Attentional Modulations of Behavioral Performance
As expected, the monkeys' behavioral performance was significantly better in terms of accuracy ( Figure 2B ) and reaction times (A) Sequence of events within a single trial. After initial fixation, either a single cue appeared at one of the four possible locations (single cue) or four cues appeared at all four locations (multiple cues). After an additional variableduration fixation period, dimming of the fixation point provided a temporal cue that 300 ms later the visual stimulus will appear. In half of the trials the visual stimulus was composed of four 10% contrast masks of one orientation (''mask only''). In the remaining trials, a low-contrast (3.5%-4.5%) orthogonal target was added to one of the masks (''mask-plus-target''). In target-present trials the monkey was required to shift gaze to the target location as soon as it detected the target. In target-absent trials the monkey was required to maintain fixation. (B) Average percent correct (PC) of the two monkeys under focal attention (single cue, red) and distributed attention (multiple cues, blue). The percent correct in single-cue trials was computed only for trials without a distracter. (C) Average across experiments of median reaction times in hit trials in the two attentional conditions. (D) Same as (C) but in false-alarm trials. (E) Average probability that the monkey would shift gaze to the distracter location (PD) (the location opposite to the cue) in trials with (magenta) and without (cyan) a distracter. Here and in all other figures: N, the number of experiments for each monkey; p, the p value of a paired t test across experiments; error bars represent SEM.
( Figures 2C and 2D ) under focal attention than under distributed attention (see also Figure S1 available online). If these differences in behavioral performance are mediated, at least partially, by top-down modulations in V1, and if target representation in V1 is a limited resource, we would expect the VSDI-measured target sensitivity to be higher under focal attention than under distributed attention.
In addition, in most trials the monkeys successfully ignored the distracter. However, the probability that the monkeys would shift gaze to the location opposite to the cue in focal attention trials was significantly higher in the presence of the distracter (Figure 2E) , indicating that the monkeys were incapable of fully ignoring the distracter. If selective gating of signals from ignored locations is mediated, at least partially, by top-down modulations in V1, we would expect the VSDI-measured V1 responses to be biased in favor of attended versus ignored locations. Our next step was therefore to examine V1 responses under the three attentional states.
Spatial Distribution of Attentional Modulations in V1
We used VSDI to measure V1 population responses while the monkeys performed the detection task. Figure 3A shows the average spatial patterns of V1 population responses for each of the two visual stimuli under the three attentional states in monkey 1 (after subtracting the average responses in blank trials). Consistent with our previous results (Chen et al., 2006 (Chen et al., , 2008a Palmer et al., 2012) , the visual stimuli activated a localized ellipsoidal region that subtended multiple mm 2 in V1. Because target contrast (3.5%-4.5%) was lower than mask contrast (10%), the response was dominated by the mask, consistent with single-unit masking results (e.g., Busse et al., 2009) and with the detrimental effect of the mask on the monkeys' The average in the 100 ms before stimulus onset is then subtracted from the amplitude at each location. The ellipsoidal region at the center of the imaged area shows the area directly activated by the mask or mask-plus-target. The response is anisotropic due to the anisotropy in the map of visual space in V1. The response is dominated by the higher-contrast mask and is therefore very similar in mask and mask-plus-target trials. Note that in attend-out state the overall activity level in the area surrounding the active region is lower than in attend-in and attend-distributed states.
(B) Two-dimensional (2D) fit to the spatial patterns of V1 population response. The responses were fitted with a 2D Gaussian plus a uniform baseline. The space constants along the major and minor axis of the Gaussian are indicated. Top: 2D Gaussian fit to response to mask in attend-in state. Bottom: one-dimensional horizontal slice through the two-dimensional fit, indicated by the black line in the top panel. The baseline, amplitude, and space constant (s) are indicated. For comparison, the spatial response profile in a 1-mm-wide strip along this slice is indicated by a dashed line. The shaded area indicates ± 1 SEM across experiments. Right: same as bottom but along a vertical slice. (C-F) Mean and SEM of the fitted parameters across 11 experiments in monkey 1. The color represents the attentional state as indicated in the top row of (A). Asterisks indicate significant differences (p < 0.05 based on paired t test across experiments). The only significant differences are between the magnitude of the baseline in attend-out and the other two attentional states. detection threshold. However, peak responses in target-present trials were significantly higher than in target-absent trials (onetailed paired t test, p < 0.01 for both monkeys; combined across all three attentional states). The spatial profile of the response was similar in the three attentional states. However, the activity over the entire imaged area was elevated in attend-in and attend-distributed trials ( Figure 3A , note the lighter colors in attend-in and attend-distributed conditions). To quantitatively analyze the attentional effects, we fitted the responses with a two-dimensional (2D) Gaussian plus a spatially uniform baseline ( Figure 3B ). These two spatial components provided a good fit to the observed responses (r 2 > 0.9 for all stimulus/ cue combinations in both monkeys). The attentional state significantly modulated the spatially uniform baseline component ( Figure 3F ) but had no significant effect on the amplitude or the shape of the Gaussian component ( Figures 3C-3E) . The baseline was elevated in attend-in and attend-distributed conditions relative to attend-out condition, which was indistinguishable from the baseline in blank condition (trials with no cue and no visual stimulus). We obtained similar results in monkey 2 ( Figure S2 ).
To test whether the attentional state affected the targetevoked response (difference between target-present and target-absent response), we performed paired t tests on the amplitudes of the target evoked response in the three attentional states. None of the test showed a significant effect (p > 0.13). We therefore combined the responses across the two visual stimuli.
A summary of the results from the two monkeys (combined across the two visual stimuli; Figure 4 ) reveals robust attentional modulations of the baseline response which are several-fold larger than the response evoked by the target. In both monkeys, baseline activity was indistinguishable between attend-in and attend-distributed (paired t test, monkey 1, p = 0.95; monkey 2, p = 0.57), but significantly lower in attend-out relative to the other two attentional states (paired t test, monkey 1, p < 0.0052 for both tests; monkey 2, p < 0.015 for both tests); baseline activity in attend-out and blank conditions was indistinguishable (paired t test, monkey 1, p = 0.29; monkey 2, p = 0.39), and this was true at the location where the distracter could appear (opposite to the cue) as well as the two other unattended locations ( Figure S3 ). The Gaussian amplitude was independent of attentional state (paired t test, p > 0.094 for all tests). To quantify this effect, we normalized all responses by the average amplitude of the Gaussian component. The average normalized amplitude of the attentional baseline elevation was 23% in monkey 1 and 12% in monkey 2, while the average normalized target-evoked response (additional response evoked by the target in the presence of the mask) was only 4.7% in monkey 1 and 7.1% in monkey 2.
Attentional Modulations of Response Variability
While responses under focal and distributed attention are the same on average, it is still possible that attention enhances neural sensitivity under focal attention by modulating neural noise (Cohen and Maunsell, 2009; Mitchell et al., 2009 ). To examine this possibility, we computed the SD of the response amplitude across trials and the spatial correlations of the response variability (Chen et al., 2006) . Neither the SDs nor the spatial correlations varied significantly with attentional state (Figure 5 ), suggesting that in our task, attention does not lead to significant changes in these noise properties at the population level in V1.
Time Course of Attentional Modulations Related to Spatial Gating
To determine when the attentional modulations are initiated and how they evolve over time, we compared the dynamics of the baseline component in the three attentional states (see Experimental Procedures). Our results show that the attentional modulations start to build up about 100 ms before the stimulus-evoked response (compare Figures 6A and 6D with Figures  6C and 6F ) and about 200 ms after fixation point dimming. Similar results were obtained in control trials in which no visual stimulus was presented after the cue(s) (Figures 6B and 6E ). These modulations, therefore, are stimulus independent, are preparatory in nature, and are timed to occur shortly before stimulus onset.
Possible Confounding Effects
Our results suggest that top-down mechanisms can modulate neural population responses in V1 based on stimulus relevance, but before we can conclude that the elevated baseline reflects a genuine top-down attentional signal, we have to rule out several confounding effects.
First, it is possible that the observed baseline modulations are due to direct visual response to the cue. This seems unlikely because the interval between cue offset and stimulus onset (800-1500 ms) was long and variable and because cue diameter (3 ) was much larger than the receptive fields of the neurons in the imaged area (<1 ). Nevertheless, to rule out this possibility, we examined the time course of the baseline modulations time-locked to cue offset. These time courses were indistinguishable between the three attentional states ( Figure S4 ), demonstrating that the attentional modulations (which are time-locked to stimulus onset) are not due to direct visual responses to the cue.
Second, systematic differences in fixational eye movements between the attentional states could have contributed to the observed variations in V1 responses. This possibility seems unlikely given that the attentional modulations start before the stimulus-evoked responses (Figure 6 ). Nevertheless, to rule out this possibility, we compared several eye position statistics in the three attentional states. Our results reveal no significant differences in these statistics depending on the attentional condition ( Figure S5 ), providing further support for the topdown nature of the observed modulations.
DISCUSSION
What is the purpose of the observed attentional modulations? One possible goal of attention is to allocate limited representational resources based on task demands (e.g., Broadbent, 1958) . Another possible goal of attention is to limit the access of task-irrelevant stimuli to circuits that control behavior (e.g., Allport, 1993) . If the representation of multiple visual targets in V1 was a limited resource that could be controlled by attention, we would have expected V1 target sensitivity at attended locations to be higher under focal attention than under distributed attention ( Figures 1C and 1D ). Our finding that V1 population responses at attended locations are indistinguishable under focal and distributed attention suggests that in our task, and at the level of neural populations, target sensitivity in V1 may not be a limited resource that can be enhanced by focal attention.
We find that behavioral performance is improved under focal attention relative to distributed attention ( Figures 2B-2D ). As illustrated by our toy example (Figure 1 ), behavioral improvement under focal attention is expected even if V1 target sensitivity is not limited and is identical in focal and distributed attention. A simple analysis based on signal detection theory shows that the observed behavioral improvement in accuracy under focal attention is consistent with no changes in neural sensitivity under focal and distributed attention (Suppl. Figure 6 ; see also Eckstein et al., 2000; Palmer et al., 2000; Pestilli et al., 2011) . This analysis, therefore, provides further support to the hypothesis that in our task, target sensitivity is not a limited resource that can be enhanced by focal attention.
While our physiological and behavioral results appear to be inconsistent with attention as a mechanism for allocating limited resources in V1, we cannot rule out the possibility that such a mechanism operates in V1 in other tasks. Similarly, we cannot rule out the possibility that such a mechanism operates in V1 but affects a small subset of the neurons, or enhances the responses of some neurons while suppressing the responses of others, leading to a population response that is unaltered. However, what makes our negative result compelling is the contrast with the robust gating-related attentional modulations obtained in the same experiments. Therefore, we conclude that in our task, and at the level of neural populations in V1, attentional effects related to allocation of limited resources either are absent or are much weaker than effects related to gating of irrelevant stimuli.
Previous studies in behaving monkeys have demonstrated that increased task difficulty can lead to enhanced neural responses in area V4 (Spitzer et al., 1988; Boudreau et al., 2006) . Because our distributed attention trials were more difficult than the focal attention trials, increased vigilance in distributed attention trials could have led to enhanced responses in V1 that masked a reduction in response in distributed versus focal attention trials. However, it seems unlikely that such opposing effects precisely canceled each other to produce indistinguishable responses in focal and distributed attention. In addition, it is not clear whether similar effects of vigilance are present in V1. Finally, in our task target contrast was near detection threshold even in focal attention trials and the two trial types were randomly intermixed. Therefore, it seems less likely that differences in attentional load between focal and distributed attention affected our results. The observed differences between V1 responses at attended and ignored locations are consistent with the hypothesis that an important goal of attention in V1 is to limit the behavioral effect of task-irrelevant visual stimuli. The elevated baseline at attended locations could contribute to this selective spatial gating by biasing competition in subsequent processing stages in favor of task-relevant stimuli (Desimone and Duncan, 1995) . If this top-down signal itself was a limited resource, we would have expected to see differences between attentional modulations in focal and distributed attention. However, the baseline elevation is indistinguishable between focal and distributed attention, demonstrating that the top-down mechanism mediating this effect is not a limited resource (at least when the number of possible locations is four).
Additive versus Nonadditive Attentional Effects
The observed attentional modulations are additive and stimulus independent. Because VSDI signals measure changes in membrane potentials, this result implies that in our task, the top-down input that V1 neurons receive is stimulus independent. This is consistent with our findings that the attentional effect starts before stimulus onset and can occur even when the visual stimulus is absent. However, it is important to note that, due to the nonlinear relationship between membrane potential and spikes (reviewed in Priebe and Ferster, 2008) , the additive effects observed with VSDI could lead to nonadditive modulations at the level of V1 spiking activity. Specifically, due to the V m -to-spikes nonlinearity, the baseline elevation of membrane potential could have a reduced effect at the level of spiking activity when the response is weak (e.g., before stimulus onset or at locations far from stimulus center), and an enhanced effect when the response is strong (e.g., near the peak of the stimulus evoked response). The possible effects of such nonlinearity on the predicted attentional modulations at the level of spiking activity are illustrated in Figure 7 . This nonlinearity could lead to a small increase in the firing rates of V1 neurons in the absence of visual stimulation. Such an effect could be difficult to detect using single unit electrophysiology but may be more prominent in population responses. Consistent with this possibility, a recent study of attentional modulations at the level of single neurons in V1 found no baseline modulations in the absence of the stimulus or at very low stimulus contrasts (Thiele et al., 2009) , while fMRI results in V1 show clear baseline modulations even when the stimulus is absent (e.g., Buracas and Boynton, 2007; Murray, 2008; Pestilli et al., 2011) .
Temporal Dynamics of Attentional Modulations
The attentional signals are initiated after fixation point dimming and shortly before the visually evoked responses (Figure 6 ). This result implies that top-down modulations can be anticipatory in nature, consistent with previous studies (e.g., Ghose and Maunsell, 2002) , and do not require extrastriate cortex to first process the visual stimulus. In fact, the attentional signal can be present even in the absence of the visual stimulus ( Figures 6B and 6E) , consistent with some electrophysiological (Luck et al., 1997; Reynolds et al., 2000; Williford and Maunsell, 2006) and fMRI (Kastner et al., 1999; Ress et al., 2000) results.
Spatial Scale of Attentional Modulations
The attentional modulations in V1 operate at a larger spatial scale than the stimulus-evoked response. Because the baseline elevation extends beyond our imaged area, we cannot determine the exact spatial extent of this top-down signal. However, since we observed no baseline elevation in attend-out trials, the top-down signal must have a limited spatial extent, at least in focal attention trials. In distributed attention trials, top-down signals could activate simultaneously four broad but separate V1 regions peaked at the representation of the possible stimulus locations, consistent with a recent finding in humans (Mü ller et al., 2003) . Alternatively, a larger contiguous region could be activated, such as the V1 region corresponding to a ring at target eccentricity. The spatial extent and shape of the top-down attentional signal could be addressed in future VSDI experiments by systematically shifting the position of the stimuli relative to the position of the receptive fields in the imaged area.
Relation to Prior Studies of Attentional Modulations in V1 using Electrophysiology and fMRI Our results are relevant to the ongoing controversy regarding the magnitude and nature of attentional effects in V1. Singleunit studies can reveal consistent attentional modulations in macaque V1 (e.g., Motter, 1993; Luck et al., 1997; Roelfsema et al., 1998; Ito and Gilbert, 1999; McAdams and Maunsell, 1999; Marcus and Van Essen, 2002; Roberts et al., 2007; Thiele et al., 2009 ). However, these effects tend to be weak (but see Chen et al., 2008b) and delayed and are typically observed only in the presence of visual stimulation. In contrast, brain imaging studies using fMRI in human subjects reveal pronounced attentional modulations in V1 (e.g., Kastner et al., 1999; Ress et al., 2000; Buracas and Boynton, 2007; Pestilli et al., 2011) that occur even in the absence of visual stimulation. One possible explanation for this discrepancy is that fMRI BOLD signals amplify attentional effects by pooling weak modulations over large populations of neurons. A second possibility is that attention operates differently in humans and in macaque monkeys. Finally, it is possible that some attention related BOLD signals reflect direct modulations of hemodynamic The figure shows the spatial profile (A) and temporal dynamics (B) of attentional effects measured with VSDI (top panels) and the predicted patterns of modulations at the spiking level (lower panels) assuming a nonlinear relation between VSDI and spiking activity similar to the one observed between membrane potential and spiking activity in single neurons (C). The attentional effect (difference between attend-in and attend-out) is indicated by the dashed black line. An additive effect in space and in time at the level of membrane potential can lead to a nonadditive (stimulus dependent) effect at the level of spiking activity.
responses that are independent of local neural activity (e.g., Sirotin and Das, 2009 ). The robust attentional modulations of V1 population responses reported here are consistent with the first possibility and provide support to the general hypothesis that responses that might be weak and heterogeneous at the level of single neurons could have a substantial impact at the level of neural populations (for review, see Seidemann et al., 2009 ).
Summary and conclusions
In summary, our results show that despite significant differences in behavioral performance between focal and distributed attention, V1 responses at attended locations are indistinguishable under these two attentional states. These results suggest that in our task, the representation of visual targets in V1 is not a limited resource that can be enhanced under focal attention. However, our results reveal robust elevation of V1 activity based on stimulus relevance. Responses are elevated over a large region centered on the attended locations and are maintained at a default low state at ignored locations. This additive elevation, which is initiated shortly before stimulus onset, is likely to contribute to the ability of subsequent processing stages to selectively gate task-irrelevant sensory signals.
EXPERIMENTAL PROCEDURES
Behavioral Task and Visual Stimulus Two monkeys were trained to detect a small oriented target that appeared at one of four fixed locations on top of a background of four orthogonal masks (Figure 2A) . Each trial began when a small bright fixation spot (0.1 3 0.1 ) appeared at the center of the screen. The monkey was required to fixate the spot for 500 ms and then was cued for another 500 ms to pay attention to either one of the four locations (single cue) or to all four locations (multiple cues). The cue was a 0.02 thick bright circular ring with diameter of 3 centered on the possible target location. After an additional delay of 500-1200 ms after cue offset, the fixation spot dimmed, indicating that the visual stimuli (mask or mask-plus-target) would appear 300 ms later. The target was a Gabor patch with s = 1/6 , spatial frequency = 2.76 cyc/ , phase = 90 , eccentricity = 2.5 -3 , and orientation = 0 for one monkey and 90 for the other. The contrast of the target was near the monkey's detection threshold (3.5%-4.5%). The masks differed from the target only in their orientation, which was orthogonal to that of the target, and their contrast which was 10%. The target was presented for 300 ms in half of trials, while the four background masks were presented at the same time in all trials. In order to receive a reward, the monkey was required to make a saccadic eye movement to the target location in target-present trials or to hold fixation during a period of 600 ms after stimulus onset in target-absent trials. In addition, in half of the single-cue trials a distracter (identical to target) was introduced to the location opposite the cue. The monkeys were required to ignore the distracter. We also included control trials in which the cue was presented but no visual stimulus appeared and blank trials in which no cue and no visual stimulus were presented. The monkey was required to maintain fixation in these trials. Visual stimuli were presented on a gamma-corrected high-end 21 inch color display (Sony Trinitron GDM-F520) at a fixed mean luminance of 30 cd/m 2 . The display subtended 20.5 3 15.4 at a viewing distance of 108 cm and had a pixel resolution of 1024 3 768, 30-bit color depth, and a refresh rate of 100 Hz. Behavioral measurements and data acquisition were controlled by a PC running a software package for neurophysiological recordings from alert animals (Reflective Computing). Eye movements were measured using an infrared eye-tracking device (Dr. Bouis Inc.).
Optical Imaging with VSD Our general experimental procedures for VSDI in behaving monkeys have been described in detail elsewhere (Chen et al., 2006 (Chen et al., , 2008a . All procedures were approved by the University of Texas Institutional Animal Care and Use Committee and conformed to National Institutes of Health standards. Briefly, we used oxonol voltage-sensitive dyes (RH 1838 or RH 1691) (Shoham et al., 1999) to stain the cortical surface and an Imager 3001 system (Optical Imaging) to image brain activity. Imaging data were collected using resolution of 504 3 504 pixels at 110 Hz and were further binned to 63 3 63 pixels to minimize the contribution of shot noise, with each final pixel corresponding to 0.25 3 0.25 mm 2 cortical area.
Analysis of Imaging Data
We completed 22 VSDI experiments from two hemispheres of monkey 1 and 25 VSDI experiments from one hemisphere of monkey 2. We selected for further analysis experiments in which the average amplitude of the peak spatial response exceeded twice the response standard deviation across trials (11 and 12 experiments from monkeys 1 and 2, respectively). The remaining experiments had low signal-to-noise ratios, usually attributable to poor staining. VSDI analysis followed six steps for each experiment: (1) we removed trials with aberrant VSDI responses (usually < 1% of total trials). In each trial, we divided each frame into four quadrants, and average the fluorescence in each quadrant. A trial was removed if the average fluorescence at any of the quadrants and frames was out of ± 5 standard deviations across all trials. (2) We normalized the response at each pixel by the average fluorescence across all trials and frames. (3) We subtracted the average response in blank trials from all individual trials. (4) We cropped all frames to an area of 10 3 8 mm 2 with the response peak near the center of the cropped area. (5) We estimated the spatial response maps. In each trial and at each location, we averaged the response within a 200 ms interval after stimulus onset, and then subtracted the average response within a 100 ms interval before stimulus onset to obtain a spatial response map. For each attentional state, we averaged the spatial response maps across all corresponding trials irrespective of behavioral outcome and then fitted the average map with a 2D Gaussian function R(x,y) = a*G(x,y) + b, where G(x,y) was a Gaussian function and a and b were the amplitudes of the Gaussian and baseline. (6) We estimated the time courses of the Gaussian and the baseline. Because no significant difference was found in the Gaussian component across the three attentional states, we defined the spatiotemporal responses as R(x,y,t) = a(t)*G(x,y) + b(t), where a(t) and b(t) were the time courses of Gaussian and baseline. We first averaged the spatial response maps in step 5 across the three attentional states and fitted the average with a 2D Gaussian function to obtain G(x,y). Then, for each attentional state, we projected G(x,y) and the baseline to each frame to calculate a(t) and b(t). All data analysis was performed in MATLAB (Mathworks).
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