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ABSTRACT 
Over the last 60 years, there has been a great deal of research aimed at determining 
the impact of surface roughness on fluid flow and the mechanisms by which the result­
ing flow phenomena occur. The effects of surface roughness include increases in drag 
the likelihood of flow separation, and the ability to trigger premature transition to tur­
bulent flow. The primary concern for aircraft performance is surface roughness on the 
leading edge of an airfoil, which can adversely affect the design characteristics. The 
research to date has examined many problems in this area and has continued to expand 
the knowledge base, but many gaps still exist for a full understanding of the rough-
ness-fluid interaction. 
In this study, a numerical investigation is conducted to examine the impact of sur­
face roughness on external viscous flows. The focus of this study is on different types 
of airfoil leading-edge roughness and how these surface permrbations interact with the 
external flow field. The freestream conditions are varied to include both steady and 
unsteady flow at a constant angle-of-attack or in pitch-up. Several complex flow phe­
nomena are examined in this work, including the laminar separation mechanism, lead-
ing-edge flow separation, stall characteristics, and vortex shedding. 
Several key findings are observed for the impact of roughness on the flow field. 
The results show that small-scale surface roughness can significantly alter the charac­
viii 
teristics of the laminar separation mechanism. In particular, surface roughness, fully 
contained within the boundary layer, can shift the laminar separation point upstream of 
the original, clean surface location. It is also observed that similar small-scale rough­
ness affects the secondary separation mechanism in the dynamic stall process. With 
large-scale roughness, the inception time for the formation of the dynamic stall vortex 
is accelerated as compared to a clean airfoil. This study also shows that the current 
two-dimensional Navier-Stokes algorithm is capable of predicting regions of laminar 
and roughness-induced transitional flow for the roughness geometries considered in 
this work, provided the grid resolution is sufficient to capture the small-scale flow 
structures. 
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GENERAL INTRODUCTION 
Introduction 
The impact of surface roughness on fluid flow has been an active area of research 
for many years. Both internal and external flows are susceptible to the characteristics 
of a flowfield being altered by the presence of surface roughness. Engineers dealing 
with internal flow problems are concemed with such things as increased skin friction 
and pressure drop for pipe flows with surface roughness. For external flow problems, 
such as flow past an airfoil with surface roughness, aerodynamicists are concemed 
with such things as increases in drag and the likelihood of flow separation and changes 
to the original lifting-surface geometry. Surface roughness also has the ability to trig­
ger premature uransition to turbulent flow, which is a common concern for both areas 
of fluid flow. The roughness-fluid interaction is a complex flow phenomenon, and has 
prompted a great deal of research on the subject over the years. But many gaps still 
exist for a full understanding of the impact of surface roughness on flowflelds. 
The early initiation of transitional flow is one of the primary areas of research in 
surface roughness effects on fluid flow. The transitional flow eventually leads to a 
fiilly turbulent boundary layer. Both the transitional and turbulent boundary layers are 
significantly different from the laminar boundary layer. In the field of aerodynamics, 
turbulent flow produces an increase in aircraft drag, bicreasing the extent of the lami­
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nar boundary layer, which has a lower friction drag, generally provides improvements 
to aircraft performance. But, there are situations in which tripping the boundary layer 
to turbulent flow has advantages, including the delay of flow separation and an 
increase in heat transfer. 
The main concern for aircraft performance is surface roughness present on the 
leading edge of the wing. It is well known that leading-edge roughness on the airfoil 
(or wing) adversely affects the aerodynamic characteristics. This type of surface 
roughness can be caused by several different factors, including dirt accumulation, 
insect impingement, surface corrosion, ice accretion, or by manufacturing techniques 
that are unable to produce a perfectly smooth surface. One category of aircraft surface 
roughness research that has received a great deal of attention in the last decade is air­
craft ice accretion. This is a phenomenon where ice roughness accumulates on wings 
and other aircraft surfaces in ground icing or in-flight icing conditions. The adverse 
effects of aircraft icing are well documented (e.g. [1] and[2]). 
The significant amount of research that has been conducted in this area is due in 
large part to the aircraft accidents attributed to ice accretion. A recent report estimates 
that 40 to 50 civil accidents per winter are caused by aircraft icing[3]. The American 
Eagle ATR-72 crash near Chicago in 1994 and another incident in Raleigh, North 
Carolina that same year are just a few examples of the problems that aircraft icing can 
cause. 
Ice accretion on airfoils and wings can range in size from small-scale roughness 
such as frost build-up to large-scale roughness as seen in the hom-shaped ice rough­
ness encountered in certain glaze icing conditions. The detrimental effects of a large 
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glaze ice shape are obvious when looking at Fig. I. This type of roughness is likely to 
cause massive separation as the flow maneuvers around the accumulated ice, which 
severely impacts the overall performance of the airfoil. 
In addition to the large-scale roughness geometries shown in Fig. 1, there is also 
small-scale roughness (i.e. boundary-layer scale or smaller) present on the accreted ice 
shape, though not clearly visible from this figure. The small-scale roughness can also 
impact the performance of the airfoil as "stand-alone" roughness (i.e. if the large-scale 
shapes were not present). A frost layer of less than 1 mm has been shown to decrease 
lift up to 30% [4]. Small-scale roughness could also produce unwanted local flow sepa­
ration. Even a small amount of surface roughness has the potential to be detrimental to 
aircraft performance and alter the original design characteristics. 
There are currently a wide variety of experimental, computational, and theoretical 
research efforts being conducted to gain a better understanding of aircraft icing. Some 
of the areas of active research include ice accretion physics, the effects of ice on air­
craft performance, heat transfer characteristics of surface ice geometries, and ice 
Figure I. Leading edge glaze ice shape on a NACA 0012; results are from the Icing 
Research Tunnel at NASA Glenn Research Center. 
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protection systems. Potapczuk[5], from the Icing Branch at NASA Glenn, provides a 
review of the computational simulation tools for aircraft icing and the current research 
in this area. One of these efforts includes the continued development of methods for 
detailed aerodynamic analysis of flowfields that interact with complex surface ice 
geometries[5]. 
The purpose of the current work is to numerically investigate the interaction 
between viscous flows in the leading-edge region of an airfoil and surface roughness 
which is characteristic of airfoil ice accretion at early growth stages. This includes 
both steady and unsteady viscous flowfields as well as small-scale and large-scale sur­
face roughness. This study focuses on several complex flow phenomena when surface 
roughness is present, including the laminar separation mechanism, leading-edge flow 
separation, stall characteristics, and vortex shedding. 
Much of the work in this study restricts the flow analysis to the leading edge of an 
airfoil (or wing), either directly simulating flow in the leading-edge region or simulat­
ing a specific flow phenomenon inherent to the leading-edge region. Detailed analysis 
of an airfoil leading edge is prompted by several factors: 
• the most significant surface roughness and ice accretion occur in this location 
• this region is susceptible to many important flow phenomena, including leading-
edge stall, thin airfoil stall and dynamic stall 
• and the region close to the leading edge tends to remain laminar and at a low local 
Reynolds number even with surface roughness present 
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Dissertation Organizatioii 
The objective of this study is to examine the impact of various roughness geome­
tries on different viscous flow regimes using numerical simulations of the governing 
equations. This involved employing different approaches to investigate the roughness-
fluid interaction. For docimientation of this work, the dissertation is broken into five 
chapters, the first being a general introduction of the research topic. The three chapters 
following are in the journal manuscript format; and the fifth chapter contains the gen­
eral conclusions. The three chapters that detail the core of the research work are out­
lined below. 
Chapter 2 details work done on small-scale roughness effects on a laminar separa­
tion point. An interacting boundary-layer algorithm is used to investigate steady, 
laminar urailing-edge separation bubbles from a biconvex airfoil with small-scale 
surface roughness present. The focus of the study is whether the roughness can 
impact the position of the laminar separation point. The overall bubble and reat­
tachment point are of secondary concern since the algorithm is designed for steady 
laminar flow. 
In Chapter 3, the effects of leading-edge roughness on dynamic stall are examined. 
A two-dimensional Navier-Stokes algorithm is used to investigate unsteady, 
incompressible flow past an airfoil leading edge with surface roughness that is 
characteristic of early-growth ice accretion. The algorithm is used to simulate a 
rapid pitchup of the leading edge corresponding to dynamic stall conditions. 
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Using the same full two-dimensional Navier-Stokes algorithm. Chapter 4 focuses 
on numerical predictions of unsteady flow past large leading-edge roughness. 
Depending on the particular roughness geometry and freestream conditions, the 
flow downstream of the leading-edge roughness may produce vortex shedding. 
The surface roughness is placed in the leading-edge region to simulate ice accre­
tion. The objective of the study is to provide an initial assessment on the ability of 
the current algorithm to predict laminar/transitional flow regions for roughness-
induced transitional flow. 
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SMALL-SCALE ROUGHNESS EFFECTS ON 
LAMINAR AIRFOIL-SCALE TRAILING-EDGE 
SEPARATION BUBBLES 
A paper submitted to the AIAA* Journal 
also presented at the 36th AIAA Aerospace Sciences Meeting & Exhibit 
AIAA Paper 98-0103 
W.W. Huebsch^ i and A.P. Rothmayer^ 
Abstract 
In this study, an interacting boundary-layer algorithm is used to investigate the 
effects on airfoil-scale laminar separation bubbles of small-scale surface roughness 
contained within the boundary layer. Steady, laminar trailing-edge separation bubbles 
are computed for two-dimensional flow past a symmetric biconvex airfoil with small-
scale roughness elements added to the surface. A number of different small-scale 
roughness configurations were evaluated including variations of roughness height, 
wavelength, distribution, and geometry. Results from this work show that small-scale 
roughness can significantly alter the characteristics of a laminar separation bubble in 
*. American Institute of Aeronautics and Astronautics 
t. Research assistant and Professor, respectively. Department of Aerospace Engineering and 
Engineering Mechanics, Iowa State University 
t- Primary researcher and author (also author for correspondence) 
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low speed flows for the surface roughness considered here. 
Nomenclature 
f ( x )  = body shape function for the airfoil 
F , V  = Gortler velocity components 
h/Cl = ratio of hump height to airfoil half-thickness 
h / X  = ratio of hump height to hump wavelength 
= relative movement of the separation point 
2L = roughness period 
n = iteration number 
Re = Reynolds number 
s , N  = Prandtl transposed coordinates 
t = distance from the baseline coordinate curve to the body surface 
a, V = non-dimensional streamwise and normal velocities 
- inviscid slip velocity 
U. = inviscid surface speed over a baseline curve 
= freestream velocity 
x , y  -  Cartesian coordinates 
= number of streamwise grid points on the airfoil 
= number of streamwise grid points in the wake 
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Y = scaled boundary layer normal coordinate 
= number of normal grid points 
Z = extrapolation parameter for Aitken-type acceleration scheme 
P = pressure gradient parameter given by 2^UJUg)^ 
8 = boundary layer displacement thickness 
Tj = Gortler variable coordinates 
= wall shear stress 
rV 
Q = half of the thickness-to-chord ratio 
Introduction 
This study investigates the effects of small-scale surface roughness on laminar sep­
aration bubbles in low speed subsonic flow. Currently, there is little data available on 
small-scale roughness interaction with global-separation bubble characteristics. An 
interacting boundary-layer algorithm, based on the one developed by Rothmayer', is 
used to analyze this interaction for a laminar trailing-edge separation bubble. 
Airfoil surface roughness can take many forms ranging from bug contamination to 
ice build-up on a surface. The detrimental effects of surface roughness on aerodynamic 
performance have been well documented over the years. Surface roughness has been 
shown to decrease lift, increase drag, and alter stall characteristics. It is also well 
known that the characteristics (i.e., position and size) of laminar separation bubbles 
and trailing-edge separation have a significant impact on the aerodynamic perfor­
mance of an airfoil in low speed subsonic flow. Therefore, it is important to obtain an 
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understanding of how these two phenomena may interact with each other. 
There are a limited number of experiments suggesting that such an interaction is 
possible. For example, Bloch and Mueller- conducted an experimental investigation on 
the effects of small-scale (sand grit) roughness on leading-edge and trailing-edge sepa­
ration bubbles at low Reynolds numbers. Their results show that small-scale surface 
roughness, placed at the leading edge of an airfoil, has the ability to alter the location 
and size of separation bubbles. This included both the leading-edge separation bubble 
as well as the trailing edge separation. 
Cronin, et. al.^ also conducted an experiment in which it was shown that small-
scale roughness significantly effected the leading-edge suction spike of the airfoil. The 
small-scale roughness in this case was various sized grits of sandpaper placed at the 
leading edge of the airfoil. These results showed that the performance degradation pro­
duced with contamination present was dependent on roughness size, Reynolds number 
and angle-of-attack. 
Rothmayer^ also conducted a numerical simulation similar to our study. His work 
investigated surface roughness effects on breakaway laminar separation for supersonic 
flow in the immediate vicinity of the separation point. These results indicated that 
small-scale roughness would not have a significant effect on the localized laminar 
breakaway separation. However, as Rothmayer^ suggests, the outcome may be differ­
ent in subsonic flows. 
Various parameters have been investigated in the present study to determine how 
the small-scale roughness interacts with the larger scale separation. These include 
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roughness geometry, height, wavelength, and distribution. The roughness elements 
used in this study have a maximum height of approximately 1% - 5% of the airfoil 
half-thickness and are all contained within the laminar boundary layer. This study also 
investigates several other aspects of this phenomenon, including the differences 
between "sharp" and "smooth" roughness elements. 
It is hoped that this work will lend itself to further applications in the area of 
roughness interaction with leading-edge short bubbles, which is relevant to the study 
of airfoil ice accretion at early growth stages. While the U-ailing-edge bubbles being 
investigated do not account for transition to turbulent flow, they are representative of 
the starting laminar separation in many other separation bubbles. 
Interacting Boundary-Layer Method 
The algorithm used in this study is essentially the quasi-simultaneous interacting 
boundary-layer (IBL) method developed by Davis and Werle^ (see also Veldman^). It 
is well established that a steady interacting boundary-layer method can produce results 
for small separation regions that are in good agreement with both Navier-Stokes calcu­
lations and experimental results (see McDonald^). The problem considered here is an 
incompressible, laminar flow past a thin two-dimensional symmetric biconvex airfoil 
aligned with the oncoming flow, as shown in Figure 1. The airfoil is given by the shape 
function; 
f i x )  = R e ^ ^ h O x H - x ) ,  (1) 
where S2 is half of the actual thickness-to-chord ratio. The chord length of the airfoil is 
set to unity. A splitter plate is used in the downstream region. 
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Small-scale surface roughness is added to the top and bottom surfaces of the air­
foil. The roughness is modeled as a sine wave or truncated sine wave and is classified 
as sharp-edged roughness (Geometry A), smooth roughness (Geometry B), and 
inverted sharp-edged roughness (Geometry C), respectively. These three forms of 
roughness geometry are shown in Figure 1, but are not shown to scale. The vertical 
scale is greatly exaggerated to help visualize the form of the surface roughness. 
Governing Equations 
The form of the interacting boundary-layer equations used in this study closely fol­
lows those given by Davis and Werle^. This study uses the quasi-simultaneous method. 
For brevity, only the main equations of the interacting boundary-layer method are pre­
sented. For a more detailed discussion of the full derivation, the reader is directed to 
Refs. 1, 5,6, and 8. 
The interacting boundary-layer method is composed of two regions: a viscous 
boundary-layer flow near the body and an inviscid flow outside the boundary layer. 
These two regions are solved in a fully implicit, coupled manner to retain the strong 
interaction between the viscous and inviscid flows. 
The viscous flow near the airfoil and in the wake is governed by the two-dimen­
sional, incompressible boundary layer equations, which have been written in bound­
ary-layer scaled variables (i.e. y = Re '^ Y). A Prandtl transposition is used to produce 
a body fitted coordinate system. New coordinates s and N are defined as follows: 
s  =  x ,  N =  Y - f i x )  . (2) 
These coordinates are transformed to Gortler variables^. 
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and Ti = . (3) 
•'n 0 /o& 
'o M 
The transformed Gortler velocity components, are defined by 
f  =  ^  a„d^=fS(v . fa (24) '^V) .  (4)  
^0 ^0 
The final governing equations, for steady, two-dimensional laminar low-speed viscous 
flows, are 
V, ^+F+2^F^  =  0 ,  (5)  
and 
F^^-VF^+fV^ +  f -  +  | J  =  0  (6)  
P„ = 0. (7) 
Boundary Conditions 
At the airfoil surface, the no-slip conditions in Gortler variables are 
F(4,0) = 0and V(^,0) = 0. (8) 
The velocity at the edge of the boundary layer is matched with the outer inviscid flow 
using: 
F —> / C/gg as T| —» oo (9) 
and 
V^- TlV^ ^ (24)l/2(Ue5)^ as T1 oo . (10) 
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Inviscid Flow 
The outer inviscid flow is calculated using thin airfoil theory, which provides the 
following result for the inviscid surface slip velocity: 
The contributions to this integral near the leading edge and in the far wake are treated 
analytically using Falkner-Skan solutions. 
Numerical Method 
The numerical method used in this study closely follows those used by Davis and 
Werle^ and Veldman®. The governing equations for the viscous layer are differenced in 
a fully second order manner in both the ^ and directions. These equations are solved 
in a completely implicit and coupled fashion, where the matrix inversions are per­
formed using a block tridiagonal algorithm. Central differences are used in the T| direc­
tion, while second-order backward differencing is used in the % direction. The grid 
used for the numerical simulation is a body fitted, structured, uniform grid in both the 
% and T) directions. The FLARE approximation is used in regions of reversed flow. 
A locally self-similar assumption is used to generate a starting profile near the 
leading edge. Prior to beginning the iterative process, die analytic contribution for the 
outer inviscid flow is calculated for all streamwise locations, which consists of the 
upstream and downstream contributions to the integral of Eqn. 11. The solution is then 
marched in the ^ direction to start the iteration process. At each streamwise grid loca­
tion, the analytic inviscid contribution is coupled to the numerical solution of the 
0 /ao( f /^6+/ )  
d t .  (11) 
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boundary layer by eliminating the displacement thickness, 5, from equations (9), (10) 
and (11). Rothmayer' offers a more thorough description of the quasi-simultaneous 
coupling. 
The combined governing equations are solved with a block inversion in the n 
direction before proceeding to the next 4 grid location. and 5 are then updated at 
each streamwise location. The streamwise sweeps are repeated until convergence is 
achieved. 
An Aitken-type acceleration scheme was incorporated to speed the convergence of 
the interacting boundary-layer algorithm. This acceleration scheme is similar to the 
one used by Black & Rothmayer' (see also Black &. Rothmayer'°). The acceleration is 
achieved by extrapolating the final converged solution from a sequence of intermediate 
solutions earlier in the iteration process. The extrapolation uses the fact that the con­
vergence errors of this scheme are linear when plotted on a semi-log plot. Therefore, a 
near-fully converged solution can be extrapolated, once the log-linear convergence is 
reached, with the following equation: 
For the interacting boundary-layer method used in this study, Z was replaced by U^ 
and UJb to form two extrapolation equations. After the solution was extrapolated, the 
global iteration was continued to convergence starting from the extrapolated values of 
U, and UJ>. e e 
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Figure 2 illustrates the use of this acceleration scheme. This figure shows the con­
vergence history for the same solution, both with and without acceleration. The value 
of the maximum error is plotted against the corresponding iteration number. Typically, 
a 40% to 50% reduction in run time was realized when using the acceleration scheme. 
The final solutions for both runs were compared to ensure that the acceleration scheme 
produced the same converged results as the run without acceleration. For a majority of 
the tests conducted, the convergence criteria was set to IxlO'^. 
A running average for the wall shear stress was sometimes used when making 
comparisons between clean airfoil results and contaminated surface results. As shown 
in the following section, the wall shear stress is highly oscillatory in the roughness 
region as the flow maneuvers past individual roughness elements. The running average 
provides a smooth curve for the shear stress and a comparison can easily be made with 
the clean airfoil results. The running average is defined to be: 
This work focuses on the effects of small-scale surface roughness on the trailing-
edge laminar separation bubble of an airfoil. Results demonstrate that certain configu­
rations of small-scale roughness can have a significant influence on the overall size 
and position of a laminar separation bubble in subsonic flow. Specifically, the rough­
ness elements can move the separation point upstream on the airfoil surface, and the 
reattachment point downstream in the wake region, thereby significantly increasing the 
(13) 
Results 
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overall size of the bubble. The primary comparisons are made between results from a 
clean airfoil and an airfoil containing small-scale roughness at the same airfoil thick­
ness. 
Grid Studies 
Figure 3 shows the results of a grid study performed on a clean (no roughness ele­
ments present) biconvex airfoil with Q = 0.020 and Re = 1x10^(12 is one-half of the 
airfoil thickness-to-chord ratio). A separation bubble is formed at the trailing edge of 
the airfoil as indicated by the region of negative wall shear. A streamfiinction plot is 
also included to help visualize the separation bubble at the trailing edge of the airfoil. 
The airfoil is scaled to match the x-axis of the plot. The close-up of the trailing edge 
clearly shows the reversed flow region. 
To verify a grid independent solution, various grid configurations were tested. The 
grid nomenclature used here is as follows: 
So a grid denoted by 100.200x300 would contain 300 total grid points in the stream-
wise direction, 100 on the airfoil and 200 over the splitter plate, and 300 grid points in 
the normal direction. 
The legend in Fig. 3 shows a typical grid study, in which four different grids were 
tested, ranging from 600x201 to 6000x201. The fifth grid listed consists of a grid of 
600x201, but with the convergence criteria (cc) decreased from 10-^ to 10-^. Grid inde­
pendence was determined through a comparison of the wall shear stress. All grids 
tested for the clean airfoil produced identical results. 
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The large number of streamwise grid points are representative of the number 
needed to resolve a typical roughened surface. The grids listed are much finer than 
those needed for grid independence of the clean airfoil solutions. These cases were run 
to verify that no problems were encountered with the algorithm when the grid was 
refined to this level. It was found that if a sufficient number of grid points were not 
available on each hump then the solution would converge, but the results would be sig­
nificantly different from the true grid independent solutions. With this fact in mind, 
grid independence tests were routinely performed throughout this study to ensure 
accurate solutions for rough surfaces. In addition, the convergence criteria was also 
routinely decreased several orders-of-magnitude and the resulting solution was com­
pared to the solution obtained using the default convergence criterion. 
Typical velocity profiles for the trailing edge separation (with Q = 0.028) are 
shown in Figure 4. The profiles clearly show the reversed flow region. The airfoil 
geometry included in this figure is shown to scale in the streamwise direction. 
Figure 5 is another typical example of a grid study. In this case, the airfoil contains 
20 roughness elements on the top and bottom surfaces, with the Geometry A configu­
ration. A battery of tests similar to those discussed above were conducted for this case 
and all results on the different grids matched quite well. The shear stress oscillations in 
Fig. 5 are the result of the flow maneuvering past each individual roughness element. 
As the figure indicates, there is a large scale separation bubble at the trailing edge of 
the airfoil, but only a few regions of local separation between the roughness elements. 
This figure also shows the airfoil geometry, along with a close-up of the imposed 
surface roughness. This roughness is also present in the fiill airfoil figure, but the scale 
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of the roughness is such that it is not visible. The roughness is contained in the region 
of 30% to 95% chord (i.e. this is the roughness patch region) and has a hump height, h, 
of 0.4 (on the boundary-layer scale). The ratios (h/Q) and (h/X) are 2% and 1.2% 
respectively for this configuration, where Q is the airfoil half-thickness and A. is the 
hump wavelength. The detailed surface roughness in Fig. 5, and later, is not shown to 
scale; the vertical height of the humps has been greatly exaggerated to aid in viewing 
the geometry. 
Typical Results 
In Figs. 6-8, the number of roughness elements was increased to 50 in the same 
patch region of 30% to 95% of chord (shown in the figure legend as [3095]). Figure 6 
shows a comparison of wall shear stress for the 50-hump and clean airfoil cases. The 
individual hump height for this case was 0.4, which is a boundary-layer scaled height. 
The grid required for a final solution was 11,200x301. Typically, the required number 
of streamwise grid points per hump was 30 - 50. This results in an exuremely fine over­
all grid, as evident in this 50 hump case. 
As the figure shows, the reattachment point of the separation bubble for the 50 
hump case has moved downstream of the clean airfoil case. There is little movement of 
the separation point for this 50 hump configuration. A close-up of the separation 
region is included in the figure to fiirther demonstrate that there are a sufficient number 
of grid points per hump to resolve the flow. Note that this configuration causes local 
separation beginning with the first roughness element and continuing until the flow 
completely separates from the airfoil surface near the trailing edge. 
20 
Figures 7 and 8 show the displacement thickness of the boundary layer and the 
wall pressure coefficient, respectively, along the airfoil surface and wake region. The 
clean configuration data is included for comparison. The roughness effects can be seen 
in the oscillations of the dependent variables in both figures. 
The roughness element wavelength is further decreased by placing 100 humps in 
the same 30%-95% patch region. The results of this test are shown in Figure 9. The 
hump height used is the same as for the 20 and 50 hump cases mentioned above. A 
grid study was performed for the 100 hump case and two of these grids are included in 
the figure. The required grid for a grid independent solution was 14,000x301 (over 4 
million grid points). 
For this case, the separation bubble begins to show a significant movement away 
firom the clean airfoil case. The figure clearly shows that the reattachment point moves 
downstream. The separation point also shows movement, though not as much as the 
reattachment point. A close-up of this region is shown at the bottom of the figure. Here 
it can be seen that the separation point has moved upstream of the clean case. These 
two effects translate to an overall increase in separation bubble size. 
The results presented up to this point have focused on the Geometry A roughness. 
A comparison was made among all three roughness geometries (A, B, C) and the 
results were compared to the clean airfoil. The largest amount of movement of the sep­
aration point, as compared to the clean airfoil, was produced by the smooth roughness 
(Geometry B), but all three geometry configurations produced similar results. It is 
likely that Geometry B causes the largest movement because it gives the largest distor­
tion of the airfoil geometry. This roughness geometry also produces the largest local 
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separations between individual humps as a result of the deeper cavity, which is not 
present for the truncated sine wave of Geometry A. Figure 10 shows a close-up of the 
local separations on the airfoil surface for a Geometry B case. At the reattachment 
point, the sharp-edged roughness (Geometry A) produced the largest movement, but 
again, the movements for all geometries were similar, with the separation bubble 
increasing in length as compared to the clean airfoil case. 
The complete trailing-edge separation bubble that corresponds to the Geometry B 
of Fig. 10 is shown in Fig. 11. This figure shows the flow separating from the trailing 
edge as well as the larger scale reversed flow region. A close-up of the separation 
region is also included in this figure. This flow separation pattern is similar to results 
given by Rothmayer* for supersonic breakaway separation past a wavy wall, and 
shows the gradual merging of the local upstream separations of Fig. 10 with the large-
scale downstream breakaway separation. 
For all of the roughness cases shown above, the hump height was 0.4. With respect 
to boundary-layer height, this hump height is approximately 40% of the boundary-
layer thickness at the first roughness element. Therefore, roughness downstream of the 
first hump is well contained within the boundary layer. 
Effects of Hump Height and Wavelength 
The effects of increasing hump height were investigated, keeping other parameters 
constant. Examining the wall shear stress results, it is apparent that an increase in 
hump height can produce significant changes in the size of the separation bubble. The 
separation point moves upstream and the reattachment point downstream compared to 
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the clean airfoil case. It was also observed that the local separations become more 
severe as the hump height increases, as expected. 
The effects of increasing hump height on the trailing-edge separation are summa­
rized in Fig. 12. This figure shows the movement of the laminar separation point (in 
percent of chord) as a function of the roughness height. The separation point move­
ment, Lj, is shifted in this figure so that LjsO is centered at the clean airfoil separation 
point, iX^ep)clean ' ^iven by 
^^sep\ougfi ^^sep^clean '  
All results in this figure are for a biconvex airfoil with Q = 0.020 and SO roughness 
elements. As the plot shows, the upstream movement of the separation point increases 
as the roughness height approaches the boundary layer height. The case with a hump 
height of 0.8 produced the largest change, with approximately a 10% upstream move­
ment of the separation point. For all of the hump cases shown in this figure, the reat­
tachment point has also moved a significant distance downstream. 
Therefore, the hump height significantly impacts the overall size of the separation 
bubble as shown in Fig. 13. The general trend is an increase in bubble size as the 
roughness height increases. For the case with a hump height of 0.8 mentioned above, 
there was an increase in overall bubble size of approximately 18% of chord with 
respect to the clean airfoil case. The trailing-edge region of the airfoil shown in the Gg-
ure is to scale in the streamwise direction. It should be noted that the data points pre­
sented in Figs. 12 and 13 were obtained with locally averaged wall shear stress results, 
as defined by Eqn. (13). 
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The changes in separation bubble size could be due to an "effective thickening" of 
the airfoil by the roughness/local-separation combination. It is well known that an 
increase in airfoil thickness will cause the trailing-edge bubble size to increase. To 
simulate this "effective thickening", the hump height (0.8) was added to the original 
clean airfoil thickness to produce a new "effective" airfoil thickness, which is shown in 
Fig. 14. 
Fig. 15 shows a comparison of the "effective" clean airfoil with both the original 
50 hump and clean airfoil cases, using the locally averaged wall shear stress. This fig­
ure shows that the trailing-edge separation bubble produced by the clean "effective" 
airfoil matches closely to that of the original clean airfoil results, while the 50 hump 
case shows significant movement of the separation point as compared to the two clean 
cases. Therefore, the roughness is not producing a simple effective increase in thick­
ness that alters the bubble size. 
The effects of altering the roughness wavelength were also investigated. In this 
study, the hump wavelength was varied by two methods: 1) the number of roughness 
elements was held constant while the patch region length was decreased, and 2) the 
roughness patch region length was held constant while the number of humps within 
the region was increased. 
The results from method 2 are summarized in Fig. 16. In this case, the hump wave­
length was reduced by holding the patch region constant at 30% - 95% chord and the 
number of roughness elements was increased within this region. The general trend is 
an upstream movement of the separation point with a decrease in hump wavelength. 
So the main result from this test shows a steady upstream movement of the breakaway 
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separation point with decreasing roughness wavelength at fixed roughness height. 
Method 1 was also tested, though for brevity the results are not included here. The 
downstream patch boundary was held constant at 95% chord, and the upstream bound­
ary was decreased from 30% to 50%, while maintaining a constant number of rough­
ness elements in the patch region. As with method 2, the separation point moves 
upstream as the hump wavelength decreases. 
Patch Region 
The length of the roughness patch was varied to determine whether the trailing-
edge separation bubble characteristics were dependent upon an "accumulated" effect 
of the flow maneuvering past a specific length of roughness. The roughness patch was 
initially taken to be the original configuration: 30% - 95% of chord. The starting or 
ending point of the patch region was then moved downstream or upstream to reduce 
the length of the patch region, while maintaining a fixed hump height and wavelength. 
Therefore, the number of humps in a given region decrease as the length of the patch 
region decreases. Fig. 17 shows the results of this test along with a graphical descrip­
tion of the variation in the roughness patch length. 
hicluded in this figure are the streamwise locations of the original separation 
points for the clean airfoil and an airfoil with 50 roughness elements in a patch region 
of 30% - 95% chord. One group of data (X) shows separation point locations obtained 
when the starting roughness location is moved downstream and the ending roughness 
location is held fixed at 95% chord. The second set of data (O) reduces the patch 
region length in the opposite direction, holding the starting roughness location con-
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slant at 30% chord. The dashed lines in Fig. 17 represent the original locations of the 
separation points for the clean airfoil and an airfoil with SO roughness elements in a 
patch region of 30% to 95% of chord. 
For the case where the starting roughness location is moved downstream (X), the 
figure shows that the patch region length can be significantly reduced while still main­
taining the separation point location at the original value. When the start of the rough­
ness patch moves past 70% of chord, the separation point begins to revert back to the 
clean airfoil case. The separation point is located within the patch region for a majority 
of the patch lengths tested. 
Decreasing the patch region length in the opposite direction (O) produced slighdy 
different results. As the ending point of the patch region is moved forward on the air­
foil from the original 95% chord position, the separation point moves further upstream 
firom the original SO hump case. Once the ending point of the roughness patch moves 
upstream of roughly 80% chord, the separation point begins to move back to the clean 
airfoil case. When the downstream end of the patch region has moved upstream of 
65% of chord, the patch region has little effect on the separation bubble. 
These two cases indicate that the patch region length can be fairly small compared 
to the airfoil length and still impact the large-scale separation bubble characteristics, as 
long as some segment of the roughness is placed under or near the separation point. If 
the roughness patch is terminated some distance before separation, there is little effect 
on the separation point movement, regardless of the patch length. 
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Single Roughness Element 
If the hump height of a single isolated roughness element becomes large enough, a 
localized separation bubble will be produced behind the hump, which may interact 
with the trailing-edge breakaway separation. Therefore, tests were conducted with a 
single roughness element at two locations on the airfoil, 30% and 60% chord, to 
include both the favorable and adverse pressure gradient regions (see Fig. 8). The 
roughness wavelength was held constant (equivalent in length to the humps used in the 
50 hump case) while the height was gradually increased. 
For the single roughness element placed at 30% of chord (results not included 
here), the hump height was increased from 0.4 to 2.0. Hump heights of 0.4 and 0.8 
remain within the boundary layer, while heights of 1.5 and 2.0 are both outside the 
boundary layer with the later being approximately twice the boundary layer thickness 
at that streamwise location. As expected, the increase in hump height causes an 
increase in the local separation bubble size directly behind the hump. But even with a 
hump height of 2.0, the large-scale separation characteristics are virtually unchanged. 
The flow quickly recovers to the clean airfoil pattern shortly after reattachment of the 
local separation bubble. 
The results for a single hump placed at 60% of chord are shown in Figure 18. For 
this case, two hump heights were used. The hump height of 0.8 is well within the 
boundary layer and causes no change to the large-scale separation bubble. For a hump 
height of 1.5, the roughness element is slightly outside the boundary layer. At this 
height, there is some minor movement of the separation and reattachment points, with 
the overall bubble size slightly decreasing in size. As the reattachment point of the 
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lcx:al separation bubble moves downstream towards the trailing edge separation point, 
there is less distance for the flow to recover to the clean airfoil state. 
It is expected that as the hump height is increased further, the local separation bub­
ble will eventually merge with the trailing edge bubble, producing one separation 
region starting at the single hump and closing in the wake region. It should be noted 
that the characteristics of the single roughness element are not at all representative of 
the distributed roughness phenomena. The single roughness element generates a much 
smaller change in the overall bubble size than that produced by the distributed rough­
ness, even in the case where the single roughness element has a much larger height 
than the distributed roughness. 
Possible Mechanisms 
There are a number of reasonable explanations for the effects of small-scale rough­
ness on large-scale laminar separation as presented in this study: 
a. The roughness modifies the local laminar breakaway separation mechanism near 
the separation point (as proposed by Rothmayer^). 
b. The roughness modifies the effective thickness of the airfoil, with the large-scale 
separation responding to the combined airfoil, roughness and local separation 
geomeuy. 
c. The Prandtl boundary layer is modified a "finite" amount by the roughness, 
thereby changing conditions approaching the laminar breakaway separation. 
The evidence accumulated so far in this study seems to point to either (a) or (c) as the 
culprit, or some combination of the two. (b) is ruled out by Fig. 15, which shows that a 
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smooth airfoil with the same thickness as the effective airfoil and roughness combina­
tion does not yield as large a motion of the separation point as does the airfoil with 
roughness. This result for (b) is perhaps to be expected, since all roughness configura­
tions considered in this study lie within the boundary layer thickness, which 
adds an effective thickness of <3^(Re-"2) to the airfoil. Whereas the theory of Cheng & 
Smith'' indicates that an airfoil thickness change is needed to obtain a sig­
nificant streamwise motion of the separation point. 
The first option, (a), is the one we tentatively favor as the most likely explanation 
for the effects observed in this study, though (c) cannot be ruled out by our results. 
Both (a) and (c) can effect the Cheng & Smith'' theory of laminar separation, (a) 
would modify the separation location by directly modifying the breakaway free inter­
action (which sets a separation condition in the theory of Cheng & Smith"), (c) would 
modify the boundary layer skin friction, which is also a parameter in the theory of 
Cheng & Smith". Fig. 17 shows that when the roughness is removed from the imme­
diate vicinity of separation then the bubble returns to the clean configuration. There is 
somewhat of a history effect in this figure, as the roughness must be moved a sufficient 
distance upstream of separation before the main trailing edge bubble returns to the 
clean configuration. However, that distance is roughly consistent with the length scales 
of the triple-deck at this Reynolds number (i.e. effectively the length of the separation 
viscous-inviscid interaction region, which is about 20% of chord). This result seems to 
point to (a) as being the culprit, though we again stress that the evidence is inconclu­
sive so far. 
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It is a well known fact that some separations will decrease in size or go away when 
roughness is introduced which creates significant turbulence. The present study inves­
tigates the opposite extreme, namely the interaction of small-scale roughness with a 
completely steady laminar separation. The indication here is that roughness has an 
adverse effect on this type of separation. It is the authors opinion that this result will 
persist when considering the interaction of three-dimensional roughness with a steady 
and predominantly two-dimensional laminar breakaway separation. It is also the 
authors opinion that this effect will likely go away when there is sufficient unsteadi­
ness and transition, it is not clear where the boundary between the predominantly lam­
inar and the predominantly turbulent behaviors exists, and we believe that finding this 
boundary would be a worthwhile endeavor. 
Conclusions 
In this study, the effects of small-scale surface roughness on airfoil-scale laminar 
separation bubbles have been investigated using an interacting boundary-layer algo­
rithm. The results from this study show that small-scale roughness can significantly 
alter the characteristics of an airfoil-scale laminar separation bubble. In particular, sur­
face roughness, fiilly contained within the boundary layer, can move the trailing-edge 
separation point upstream and increase the overall size of the bubble. The trailing-edge 
separation pomt moves upstream and the size of the separation increases as the hump 
height increases and/or the hump wavelength decreases. In addition, the bubble char­
acteristics appear to have little dependence on the specific length of the roughness 
patch region, but instead depend strongly upon the placement of this distributed rough­
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ness, which must be located in the immediate vicinity of the breakaway separation 
point to effect the airfoil-scale separation bubble. The authors discuss possible mecha­
nisms for this phenomenon and believe that this study can be extended to include 
roughness interaction with leading-edge short bubbles. 
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Figure 1. Geometry for the biconvex airfoil and the roughness element configurations. 
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Figure 2. Effect of Aitken acceleration scheme on convergence for a fine grid solution. 
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Figure 3. Verification of grid independence for a clean biconvex airfoil with Q = 
0.020. 
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Figure 41. Typical velocity profiles along airfoil and wake for a trailing edge separa­
tion (with = 0.028). 
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Figure 5. Verification of grid independence for a biconvex airfoil with £2 = 0.020 
and 20 roughness elements on the airfoil surface. 
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Figure 6. Effect of 50 roughness elements on the trailing-edge separation bubble 
(Grid: 11200x301, height = 0.4, Geometry A). 
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Figure 7. Boundary layer displacement thickness for flow past a biconvex airfoil 
with 50 roughness elements (height = 0.4, Geometry A). 
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Figure 8. Wail pressure coefficient for flow past a biconvex airfoil with 50 rough­
ness elements (height = 0.4, Geometry A). 
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Figure 9. Effect of 100 roughness elements on the trailing-edge separation bubble 
(Grid: 14000x301, height = 0.4, Geometry A). 
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Figure 10. Streamfunction plot of local separation between Geometry B roughness 
elements. 
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Figure 11. Streamfiinction plot of trailing-edge separation region for a biconvex air­
foil with £2 = 0.020 and 50 Geometry B roughness elements. 
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Figure 12. Effect of roughness height on the trailing-edge separation point location. 
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Figure 13. Effects of roughness height on the overall size of the airfoil-scale separa­
tion bubble. 
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Figure 14. Geometry of the "effective" airfoil thickness. 
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Figure 15. Comparison of "effective" airfoil to the original 50 hump airfoil (height = 
0.8), and the clean airfoil. 
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- Method 2. 
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Abstract 
A two-dimensional Navier-Stokes algorithm is used to investigate unsteady, 
incompressible viscous flow past an airfoil leading edge with surface roughness that is 
characteristic of early-growth ice accretion. The roughness is added to the surface 
through the use of a Prandtl transposition and can generate both small-scale and large-
scale roughness geometries. The algorithm is used to simulate steady or unsteady flow 
at constant angle-of-attack or pitchup corresponding to dynamic-stall conditions. 
Investigations of the dynamic stall show that some types of surface roughness can sig­
nificantly alter the unsteady flow separation pattern and the formation of the dynamic 
stall vortex. This includes both small-scale and large-scale roughness. 
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Introduction 
It is well known that airfoil leading edges can have a significant effect on the aero­
dynamic performance of the overall wing. For example, the NACA 23012 is a "front-
loaded" airfoil, with a large suction peak located near the leading edge. If something 
hinders the formation of the leading-edge suction peak (such as ice accretion), the 
overall lift coefficient, Cl, can be severely degraded. In addition, the leading edge of 
an airfoil can significantly effect off-design performance due to the sensitive depen­
dence of the flow about the leading edge to changes in geometry and flow conditions. 
For example, catastrophic failures, including excessive aerodynamic loading, can 
occur through static and dynamic leading-edge stall. It has been documented (Potapc-
zuk, et. al.[l], Cebeci[2], and Cebeci and Besnard[3]) that leading-edge surface rough­
ness, in particular ice roughness, can adversely effect the aerodynamic characteristics 
of a wing. The present work investigates the flow about an airfoil leading edge, at con­
stant angle-of-attack or in pitch up, with some surface protuberance that is characteris­
tic of airfoil surface roughness or surface ice geometries. The pitchup in this study is 
used to simulate the dynamic stall in the leading-edge region. 
Dynamic stall is a term used to describe the complex flow phenomena on an airfoil 
(or wing) that is induced by pitching up rapidly from zero to a high angle-of-attack 
that is larger than the static-stall angle for the airfoil. The resulting flowfield for an air­
foil that experiences a rapid unsteady pitch up is quite different than an airfoil in a 
quasi-steady-state motion. Shih, et al.[4] noted that this difference is primarily due to 
the interaction of local unsteady boundary layer separation and the external flow, 
which eventually leads to massive boundary layer separation and the formation of 
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large-scale vortices. This type of dominant vortex is referred to as a dynamic stall vor­
tex. Extensive reviews of experimental, analytical, and numerical studies of dynamic 
stall are given by Carr[5] and Carr and McCroskey[6]. There is also extensive litera­
ture available dealing with the actual process of dynamic stall (e.g. see Shih, et al.[4], 
Carr[5], and Choudhuri, et al.[7]). 
The dynamic stall analysis in this study is restricted to two-dimensional flow in the 
airfoil leading-edge region. It was shown by Robinson, et al.[8] that the flow away 
from the wing-tip is nearly two-dimensional for a wing in pitch up. This point was also 
reiterated in the work by Carr[5]. Shih, et al.[4] show that the unsteady separation that 
leads to the formation of the dynamic stall vortex is a local flow phenomena restricted 
to the leading edge region and that the trailing-edge flow does not have a direct impact 
on the leading-edge separation process. Therefore, realistic and useful data can be 
obtained from this type of analysis. It should be noted that in terms of the definition of 
dynamic stall[7], the present study investigates the stages prior to full dynamic stall 
(i.e., up to and including the formation of the vortex and vortex shedding in the lead­
ing-edge region). 
Restricting the flow analysis to the leading edge of an airfoil (or wing) is prompted 
by the following reasons: 1) the most common surface roughness and the most signifi­
cant ice accretion occur in this location, 2) this region is susceptible to many important 
flow phenomena, including leading-edge stall, thin airfoil stall, and dynamic stall, 3) 
the region close to the leading edge tends to remain laminar and at a low local Rey­
nolds number, which simplifies the direct simulations, and 4) focusing on the leading-
edge region significantly reduces the computational expense. This produces a solver 
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that is clean and robust with no requirement for explicit artificial dissipation or other 
dissipation inducing numerical devices. In addition, solving the unsteady flow field 
only around the leading-edge, and not including the entire airfoil, allows the use of a 
large number of grid points in the area of interest. In the current study, a dense grid is 
placed in the leading-edge region, which is capable of capturing eddies within the 
boundary layer. 
The present work focuses on steady and unsteady flow phenomena about the lead­
ing edge of an airfoil with surface roughness. Currently, most available data (e.g. see 
Shih, et al.[4], Carr[5], and Suito and Ishii[9]) for dynamic stall use smooth surfaces 
(i.e. no roughness). Therefore, a need exists to examine the effects of surface rough­
ness on dynamic stall. The objective of this study is to gain a better understanding of 
the interaction between leading-edge surface roughness and the formation of the 
dynamic stall vortex. An algorithm has been developed to study the effects of surface 
roughness on leading-edge flow separation, unsteady vortex-shedding, and local stall 
characteristics. The flow field is modeled using the full unsteady, two-dimensional, 
incompressible Navier-Stokes equations. Surface roughness is incorporated onto the 
leading edge using a Prandtl transposition, which allows for rapid analysis of different 
roughness geometries without the need to re-grid. The algorithm has the capability of 
analyzing both steady flow at a constant angle-of-attack and unsteady flow at either 
constant angle-of-attack or in pitchup, which can lead to static and dynamic stall. Sev­
eral different types of surface roughness are investigated including simple and com­
plex hump roughness and simulated ice roughness. Here, it is found that surface 
roughness near the leading edge can effect the evolution of dynamic stall. 
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Governing Equations 
This section outlines the governing equations used for the flow calculations, as 
well as the corresponding boundary conditions. Other items include a brief description 
of the numerical scheme used to solve the flow equations, a description of the analytic 
surface roughness, and the procedure for converting the Reynolds number used for the 
parabola to an airfoil chord Reynolds number. 
Goveming Flow Equations 
The flow is modeled by the full Navier-Stokes equations for two-dimensional, 
unsteady, incompressible flow. The .r and y coordinates are non-dimensionalized by 
the leading-edge radius of curvature, /, the ii and v velocities by the free-stream veloc­
ity, and the time, t, by //V^. The resulting dimensionless Navier-Stokes equa­
tions cast in the Cartesian coordinate system and written in su-eamfunction-vorticity 
form are given as follows: 
+ = -o> (1) 
+ = Re"'(a)„ + 0),j,) (2) 
where \|/ and to are the two-dimensional streamfiinction and vorticity, respectively. 
The leading edge of the airfoil is approximated by using a semi-infinite parabola, 
in a manner similar to work by Werle and Davis[10] and Davis[ll]. The results for 
flow past a parabola compare reasonably well with computational results for the 
NACA 0012 airfoil([12],[13]) and may be used to simulate any of the NACA OOXX 
series with different thicknesses since the leading edges of these airfoils are nearly par-
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aboiic in shape. A comparison of the leading edge of the parabola and the NACA 0012 
airfoil is shown in Fig. 1. The parabola matches the airfoil leading edge up to approxi­
mately 6% of chord. The parabola geometry used here is given by: 
The frame of reference is attached to the parabola and therefore is non-inertial. 
Bhaskaran[12] showed that the additional non-inertial terms in the Navier-Stokes 
equations are negligible compared to other terms if the following relation holds true: 
(4) 
oo 
where a is the pitch rate. With the cases considered in this study, the above parameter 
is much smaller than one, so the non-inertial terms are ignored. 
It is advantageous to cast the governing equations in a parabolic coordinate system 
in order to produce an orthogonal body-fitted grid. The parabolic coordinate system is 
related to the Cartesian system through the following transformations: 
The streamfiinction and vorticity transport equations (Eqns. (1) and (2)) can be 
transformed using the above relations and written as: 
I 2 
- r  =  ^iy - I).  (3) 
0 0 
y = rn'  (5) 
Re + 0)^/^/) = 0 
(7) 
(6) 
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The surface roughness on the leading edge of the parabola is introduced using a 
shearing transformation (or Prandtl transposition) similar to work reported by Lynn & 
Rothmayer[l4]. The shearing transformation allows the surface perturbation to be 
directly embedded within the governing equations. This allow the algorithm to be used 
on a wide range of single-valued roughness geometries with no need for re-gridding, 
even when the surface geometry changes. The shearing transformation is shown in Fig. 
2 and is given by: 
Tl' = T1 +/(^) , (8) 
where /(^) is a known analytic function. To resolve flow features within localized 
regions near the leading edge, grid su^tching is also applied to the governing equa­
tions: 
I = 1(4), n = n(Ti). (9) 
The transformation from the uniform-grid computational space to physical space 
involves multiple steps that are outlined above. The overall transformation is summa­
rized in Fig. 3. 
In the study by Bhaskaran & Rothmayer[15],[16], it was found that the conver­
gence rate was improved if the flow variables were split into an inviscid part and a vis­
cous part. Using this technique, the total streamfunction, \)f, and vorticity, o), are 
given by: 
¥ = 'I' + and 0) = Q + Q).„^. (10) 
and (0-^^ are the inviscid solutions, where = 0 for potential flow. Apply­
ing the transformation equations for the surface roughness and the grid generation and 
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implementing the flow variable splitting technique. Equations (6) and (7) can be writ­
ten in the form; 
155*1+ CI) 
(l+V5r)(n„)V- = (-/ .-)Q + 4' ,  
and 
£2, + .'i^Q, + l5ii^CP-Q^->P^Q-)+ (12) 
(i + (/5)')ii>,n«;i + (i+(^5)'](n.i)'% ] 
0 1 -y "> 
where h '  = q +1)" + 2r[ f+f .  To help stabilize the method during global iterations, 
a fictitious time-derivative term (or pseudo-time term) is added to both the streamfunc-
tion Poisson Equation (11) and the vorticity transport Equation (12) (i.e. and 
respectively). At each physical time step, the solution is converged in pseudo time. 
Inviscid Flow 
There exists an analytic solution for the inviscid potential flow past a parabola 
from Werle and Davis[10] and Van Dyke[I7]. For a clean parabola, the inviscid 
streamfimction is given by: 
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V/nv = (^'  +  ^ (T1'-1),  (13) 
where K is the vertical displacement of the stagnation point from the vertex of the 
parabola and is termed the angle-of-attack parameter, as shown in Fig. 4. K can be 
related to the angle-of-attack of the airfoil when the parabolic leading edge is coupled 
to a thin airfoil description of the full airfoil. In the present study, ^ is an input param­
eter that is either constant or a known function of time. K(t) can be used to simulate 
any desired motion of the parabola relative to the freestream (i.e. the parabola remains 
fixed as the stagnation point traverses the leading edge). The particular variation of 
K(t) used to place the leading edge in pitchup is given by Bhaskaran[12]: 
where is the asymptotic value of the final pitch, which is equal to 0.5 in this study. 
This pitching function corresponds to a leading edge being pitched up at a constant 
rate, with a smooth transition from the 0° angle-of-attack to the constant pitch rate. 
Applying the Prandtl transposition to Equation (13) produces the inviscid potential 
solution for the streamfiinction with surface roughness present; 
l / 'cosh(af +  ^  
cosh(^j) (14) 
= (^ +  ^ ( i l+/(^)-l) .  (15) 
Boundary Conditions 
No-slip boundary conditions, with m = v = 0, are applied at the surface of the 
parabola (n = 1). In terms of the streamfiinction, this boundary condition is 
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\|f = 0 and \|f^ = 0. Applying the flow-variable splitting, these boundary conditions 
become: 
(V- )  
''' = -Vrnv "f"; at n = 1 (16) 
 ^ 1,, 
A second-order accurate one-sided finite difference formulation is used to discretize 
the above equation. 
At the far-field boundary, ti large but finite, the viscous effects die out and a fully 
inviscid flow is recovered. Therefore, the split viscous variables and Q are 
assumed to be zero at this boundary. The resulting far-field boundary conditions are; 
¥ = V/„v, andQ = OasTi->«'. (17) 
The viscous solution for flow past a parabola is known to approach the Blasius 
solution as (Davis[l 1]). In terms of the dependent flow variables, i.e. slream-
fiinction and vorticity, Davis shows that \|/ and o) are given by: 
and as (18) 
Therefore, at the far-downstream boundary, the flow is assumed to be steady and 
the above expressions for the Blasius solution are used to evaluate the streamwise 
derivatives. These derivatives are: 
G) „ ^ 
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The upper and lower downstream boundaries are placed at a large, but finite values of 
1^1. 
Numerical Method 
An implicit numerical method is used to solve Eqns. (11) and (12). The numerical 
scheme is second-order accurate in time and space, with central differences used for 
the spatial derivatives and a backward difference for the temporal derivative. The non­
linear convective terms are linearized using Newton linearization, while mixed-deriva­
tives are treated iteratively as source terms. 
As a starting solution for the full Navier-Stokes algorithm, the parabolized Navier-
Stokes equations are solved for flow past a parabola at a constant angle-of-attack and 
the solution is used as input to start the full Navier-Stokes calculations. The parabo­
lized Navier-Stokes solver uses the Blasius solution as a starting solution. 
The implicit scheme sweeps in both the ^ and r| directions, with the sweeps in the 
^ direction being bi-directional (i.e. sweeps back and forth in the streamwise direction) 
and the sweeps in r| being uni-directional. One complete spatial sweep consists of two 
alternating sweeps in the streamwise direction (^) and one sweep in the normal direc­
tion (Ti), which is equivalent to one pseudo time step. Each sweep involves the solution 
of a 2x2 block-tridiagonal system of equations. 
For unsteady flow, the code marches the solution in time and at each physical lime 
step, the pseudo time terms are iterated to convergence before moving to the next 
physical time step. The algorithm has the capability of solving for purely steady flow 
by either: 1) allowing the unsteady code to eventually converge to a steady solution; or 
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2) eliminating the time term, and solving the remaining steady Navier-Stokes 
equations. With this particular algorithm, if the flow field is truly steady, then either 
method can be used to obtain the solution. If the flow is unsteady, then the "steady" 
flow solver may not converge. 
The grid used for the computations is a structured, body-fitted grid. A region of 
dense, uniformly spaced grid points in the streamwise direction is placed in the vicin­
ity of the parabola leading edge, with hyperbolic stretching upstream and downstream 
of this region. Stretching is also used in the normal direction to cluster points near the 
surface. A typical parabolic grid is shown in Fig. 5. The grid in this figure is 481x81, 
with 380 streamwise grid points placed in the dense-grid region near the leading edge. 
In this figure, the leading edge of the parabola has a clean surface (i.e. no roughness). 
When roughness is present, typically the grid requirements are increased to resolve the 
flow about each roughness element. In this study, the grids ranged from 481x81 to 
1501x201. In general, the flow solution was more sensitive to the grid density in the 
streamwise direction than in the normal direction when surface roughness was present. 
Surface Protuberance 
The surface protuberance (or roughness) is added to the baseline parabolic surface 
using a Prandtl transposition which allows new surface oriented coordinates to be eas­
ily generated without the need for re-gridding (i.e. alterations to the surface roughness 
geometry can be made without changing the actual grid parameters). 
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The current work uses an analytic roughness geometry for the surface protuber­
ance. This produces a smooth hump with variable height and wavelength. The hump 
equation used is given below; 
f (k )  =  .  (21) 
where h is the hump height and are the left and right endpoints of the hump, 
respectively. A 10th order polynomial was used to ensure a smooth transition from the 
roughness element to the parabola surface. This helped to alleviate any curvature dis­
continuity problems at the juncture point. 
Both simple and complex analytic hump geometries are used to simulate different 
leading-edge roughnesses. The simple roughness is either a single smooth hump 
placed on the parabola leading edge or multiple humps with equal height and wave­
length arranged to simulate distributed roughness. The complex roughness is created 
by superimposing multiple humps of varying heights and wavelengths to produce a 
more geomeuically complex. Fig. 6 shows one of the complex roughness geometries 
that was evaluated in this study. The roughness in Fig. 7 is also a complex roughness 
shape, but was selected to more closely match a leading-edge ice roughness shape. 
The geometry data for the two complex shapes (Fig. 6 and Fig. 7) are given in 
Table 1 and Table 2, respectively. Some specific information is provided for each 
geometry with respect to the number of humps, the grid used, and the length and loca­
tion of the dense-grid region in both ^ and i (streamwise grid points). Common to both 
grid configurations are the extents of the computational domain with -50.0 ^  ^ ^ 50.0 
and 1 < Tj < 5.0 (see Fig. 3 for clarification of coordinates). The tables provide infor­
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mation on the individual humps that are superimposed to form the complex geometry, 
which includes, hump height, wavelength, and the starting point for the hump. The 
hump wavelength and starting location are given in terms of streamwise grid points. 
The individual humps are formed by substituting the information into Equation (21). 
Reynold's Number Scaling 
In the present work, the characteristic length-scale for flow past the parabola is the 
leading-edge radius of curvature. The Reynold's number used for the parabola iRei) is 
based on this leading-edge radius. is related to the airfoil chord Reynolds number 
by: 
Re,  = -Re^ ,  (22) 
' c 
where / and c are the leading-edge radius of curvature of the parabola and the chord 
length of the airfoil, respectively. For the NACA 0012 airfoil, the {Uc) ratio is equal to 
0.016 (Abbott «& Von Doenhoff[18]). This allows computation of the leading-edge 
flow field at a significantly lower Reynolds number, /?e;, than that of the chord Rey­
nolds number (approximately two orders-of-magnitude). 
For the majority of cases presented here, /?e, varied from 159 to 10,000. For the 
NACA 0012 airfoil, the corresponding Re^ ranges fi-om 0.10x10^ to 0.63x10®. 
Flow Separation & Dynamic Stall Results 
Different roughness geometries are investigated, including simple roughness and 
complex roughness. The complex roughness is constructed to simulate an ice shape 
accretion on the leading edge. The algorithm is capable of producing results for both 
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steady flow at a constant angle-of-attack {K value) and unsteady flow at a constant 
angle-of-attack or in pitchup. The rapid pitchup of the leading edge produces the 
dynamic stall. Results are presented for steady and unsteady flow with simple and 
complex surface roughness. 
Clean Airfoil 
Preliminary work was done with the current algorithm to verify the validity of the 
results. Comparisons were made to existing experimental and computational work for 
steady and unsteady flow past a clean airfoil, including dynamic stall comparisons. 
One of the benchmarks for prediction of the dynamic stall process was comparing 
results to the work done by Choudhuri, et al.[7]. Their computations are based on the 
two-dimensional compressible Navier-Stokes equations for the NACA 0012 at Re^ = 
1x10^. Two separate algorithms were used (structured and unstructured grid) to per­
form the calculations and the results were in good agreement. The dynamic stall is ini­
tiated by a constant rate pitch-up maneuver. The pitch rate equation used in the present 
study was altered to match what Choudhuri, et al.[7] used. The case of Choudhuri, et 
al.[7] chosen for comparison is the a = 22.5° case. For the present work, the follow­
ing parameters were used to match the flow conditions: Rci = 159 and K = 3.2. Bhaska-
ran[12] showed that setting the angle-of-attack parameter to K= 3.2 for the parabola 
was equivalent to a = 22.5° of the Choudhuri, et al.[7] airfoil. 
The results of this comparison are shown in Fig. 8, which is a plot of the stream-
function contours. We see that the results are in good qualitative agreement. Both of 
the computational results show the same three distinct recirculation regions at this 
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point in the pitch up. The shapes and relative locations of the primary, secondary, and 
tertiary separations regions compare well between the two results. Mutual interaction 
between the primary and secondary eddies eventually leads to the shedding of vorticity 
from the wall and subsequent convection downstream. The quantitative differences 
between the two plots can most likely be attributed to the geometry differences 
between the NACA 0012 and the parabola leading edge; the parabola only matches the 
NACA 0012 to approximately 6% of chord whereas the recirculating regions in these 
plots spread over approximately 30% of chord. Using an incompressible Navier-
Stokes algorithm, Suito and Ishii[9] also obtained similar results that were in good 
agreement with Choudhuri, et al.'s[7] results. 
The second test case is a comparison to a parabola in pitch-up from the computa­
tional work done by Bhaskaran and Rothmayer[15],[16]. The results are based on a 
= 1000 for a clean parabola leading-edge region. The simulations from the present 
work are in excellent agreement with these results throughout the pitch-up and forma­
tion of the dynamic stall vortex. 
A majority of the work for the clean leading edge was completed with a 481x81 
grid. The dense-grid region on the upper surface contained 380 streamwise grid points. 
Ghia, et al.[l9] found that a C-grid of 444x101 for the entire airfoil was sufficient to 
resolve the dominant scales of the dynamic stall problem. Therefore it was assumed 
that the dense-grid region placed on the leading edge would be more than adequate to 
resolve the flow field. However, a grid study was performed to ensure a grid indepen­
dent solution. 
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Fig. 9 shows the results of this grid-dependence study. The grid was refined in both 
the streamwise and normal directions firom 481x81 to 881x101. In this plot, wall vor-
ticity was used to demonstrate a grid independent solution. It should be noted 
that is proportional to the wall shear stress. This plot shows that the two solu­
tions are in good agreement. 
Simple Roughness 
Several different cases were run with the simple roughness geometries on the lead­
ing-edge of the parabola. The first case to be investigated was a single quartic hump on 
the upper leading-edge surface, with the hump being ftilly contained within the bound­
ary layer (the hump height is approximately 1/3 of the approaching laminar boundary 
layer height). A streamfunction contour plot is shown in Fig. 10. This particular case 
was at a constant angle-of-attack of K = 0.0 (0° angle-of-attack), Rei = 1000, and a 
grid of 881x81, with the dense-grid boundaries placed upstream and downstream of 
the hump. Both the steady and unsteady flow solvers were applied to this case, and 
both produced identical results. The unsteady flow solver converged to a steady solu­
tion. As the figure shows, the hump geometry produced a steady, laminar separation 
bubble on the downstream-side of the hump. Vorticity contours have also been plotted 
for this case and are shown in Fig. II. Qualitatively, this plot is consistent with results 
for flow past a hump on a flat plate, such as in the work done by Kiya and Arie[20] and 
Haussling[21]. 
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Grid independence of the flow solution was periodically checked throughout the 
course of this work. For the single leading-edge roughness element, results for the grid 
independence test are presented in Fig. 12, which shows that the grid resolution used 
in this case is sufficient to capture the flow past the isolated hump. For a grid indepen­
dent solution, the required grid resolution is approximately 40 to 50 streamwise grid 
points for an individual hump. 
As expected, the evaluation of grid dependence in this work revealed that the more 
complex geometries require a finer grid to resolve the flow physics correctly. As men­
tioned previously, once roughness has been added to the surface, the grid is more sen­
sitive to the number of streamwise grid points than the normal grid points. This 
assumes that you already have an adequate number of grid points in the normal direc­
tion to resolve the flow past a clean surface. 
A second case of simple roughness was tested, which consisted of eight simple 
humps placed on the upper-surface leading edge to simulate distributed roughness. 
The flow conditions were the same as for the single hump case: a constant angle-of-
attack of K = 0.0 and Rei = 1000. The unsteady flow solver converged to a steady-state 
solution for this roughness geometry. As in the single hump case, the distributed 
roughness was fully contained within the boundary layer. The dense-grid region was 
fine enough to capture the small-scale separation regions contained between the 
roughness elements. Fig. 13 shows the streamfimction contour plot for this case. It also 
includes a close-up showing the local separation between the roughness elements. This 
69 
case produced steady, laminar flow separation for the given Rei. Fig. 14 shows the cor­
responding wall vorticity in the region of this 8-hump distributed roughness. 
This particular roughness geometry was also used in an unsteady pitch up case. 
The simulation was run out in time until a full dynamic stall vortex was formed and 
vortex structures began shedding from the surface. Comparing the results during 
pitchup to the clean airfoil case, there is no significant differences for much of the ini­
tial dynamic stall sequence. It appears that this phenomenon is robust enough to swal­
low any small-scale perturbations to the flow produced by this roughness in the early 
stages of pitchup. However, after the formation of the primary vortex near the leading 
edge, some differences become apparent. 
Fig. 15 shows the wall vorticity for the clean and 8-hump roughness cases at a 
physical time of r = 32 (/(T = 3.25) during pitch-up. This plot shows that the dynamic 
stall vortex system for the 8-hump roughness case reattaches fiirther downstream than 
for the clean case. Both have the same upstream separation point. This can also be seen 
in Fig. 16, which is a plot of the streamfiinction contours for both roughness geome­
tries. 
Fig. 16 also shows another item of interest; the small-scale roughness modifies the 
secondary separation mechanism in the dynamic stall. The 8-hump roughness case 
shows that the primary vortex has been formed and there exists the beginning of a sec­
ondary recirculating region. But for the clean case (at the same physical time), the for­
mation of a primary, secondary, and a tertiary vortex (or a second primary vortex) is 
already complete. The interaction between the first and second primary vortices is 
what induces the first primary vortex to be shed from the surface. The vorticity con­
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tours for the distributed roughness case at f = 32 are shown in Fig. 17. In this stage of 
pitch up, the vorticity is being roiled up to form a vortex, which induces the secondary 
separation region. 
Complex Roughness 
Two complex roughness geometries were also investigated in this work under 
dynamic stall conditions. For the first geometry, Fig. 18 shows a streamfiinction com­
parison between leading edges with and without surface roughness. Both airfoils are at 
the same physical time station (r = 30) in the pitch-up and have the same Reynolds 
number with the only difference being the implementation of the surface rough­
ness. For this roughness geometry, the height is larger than the approaching boundary 
layer thicloiess. 
The figure clearly shows the leading-edge roughness significantly alters the incep­
tion time for the formation of the dynamic stall vortex. At this temporal station, the 
clean airfoil is just beginning to show a thin recirculating bubble on the upper leading-
edge. But the airfoil with roughness has already migrated to a more advanced stage of 
the dynamic stall. There are multiple primary and secondary vortices interacting in the 
leading-edge region. Eventually, this interaction of the first primary vortex and the first 
secondary vortex will lead to the vortex being shed from the surface and convected 
downstream. 
The other complex roughness geometry is fashioned to simulate a leading-edge ice 
shape (Fig. 7). Similar to the previous complex roughness shape, a comparison is 
made to results for the clean parabola at the same time during pitch-up. The results of 
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this comparison are shown in Fig. 19 for Rci = 1000 and at f = 24 in the pitch-up 
sequence. This roughness geometry produces an even more pronounced effect on the 
dynamic stall vortex than the previous geometry, with a dramatic difference in the flow 
field on the leading edges. The parabola with the simulated ice roughness is at the 
stage just prior to vortex shedding even at the early time of r = 24, whereas the clean 
case is just beginning the formation a thin recirculating bubble on the leading edge. 
Obviously, the larger, more complex ice shape can have a significant impact on the for­
mation of the dynamic stall vortex. 
Plots of the instantaneous streamfunction and vorticity contours at various times 
during the pitch up maneuver are shown in Fig. 20 and Fig. 21, respectively, for the 
leading edge with the simulated ice shape. In Fig. 20, separation regions can be seen 
on both the upper and lower surfaces of the airfoil from 0° angle-of-attack continuing 
throughout the pitch-up. At r = 20.0, the streanfifiinction contours clearly show the for­
mation of primary, secondary, and tertiary separation regions. At this time station, the 
primary and secondary vortices on the upper surface are at a level similar to those seen 
for the first complex roughness geometry at a physical time of / = 30 (both at the same 
Reynold's number). Therefore, the simulated ice shape triggers the dynamic stall at 
even an earlier stage than the previous shape. 
The vorticity contours shown in Fig. 21 detail the evolution of the dynamic stall 
vortex with the primary vortex eventually being shed from the surface. At r = 16.0, a 
shear layer is present with a vortex forming downstream of the roughness. This vortex 
strengthens and induces a secondary separation region. The mutual interaction of the 
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primary and secondary vortices causes the vortex to be shed from the wail and con­
vected downstream, which can be seen at f = 31.5. 
Reynold's number effects were also investigated for the simulated ice shape. The 
Reynold's number based on leading-edge radius of curvature was increased from 1000 
to 10,000 (the corresponding chord Reynold's number: Re^ -» 0.63x105 to 0.63x10^). 
As before, the parabola was set into motion with a constant-rate pitch up to simulate 
the dynamic stall phenomenon. 
A streamfunction plot is shown in Fig. 22 for times of / = 6 and t = 14. The 
increase in Re causes the flow in the leading-edge region to become highly unsteady 
even in the early stages of pitch-up. For the cases at = 1000, the separation regions 
remained steady and laminar for a longer time into the pitch up. 
To further illustrate the unsteady flow and vortex shedding process for this case. 
Fig. 23 shows the vorticity contours for the lower parabola surface at f = 6. Clearly, 
vortices are being shed from the surface and convected downsuream. Similar vortex 
structures were observed by Pauley, et al.[22] for separation of a two-dimensional lam­
inar boundary layer on a flat plate with vortex shedding. There is good agreement 
between the vortex structures of the two flows, both exhibiting similar vortex shedding 
patterns. 
Summary of Findings 
In this study, the impact of surface roughness on unsteady flow past an airfoil lead­
ing edge is investigated using an two-dimensional Navier-Stokes algorithm. Solutions 
are obtained for both steady and unsteady flow at constant angle-of-attack and in 
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pitchup with surface roughness present on the leading edge. The key findings of this 
study are summarized as follows: 
• It was shown that this type of leading-edge analysis can be used as an efficient tool 
to investigate flow separation and local stall characteristics in the leading-edge 
region of an airfoil 
• The implementation of the Prandtl transposition within the governing equations 
allows the algorithm the flexibility of easily incorporating many different rough­
ness geometries (simple to complex) for analysis 
• Small-scale surface roughness (smaller than the boundary layer height) affects the 
secondary separation mechanism in dynamic stall 
• Large-scale roughness can significantly alter the inception time for the formation 
of the dynamic stall vortex 
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Figure I. Comparison of the leading-edge region for the NACAOO12 and the parab­
ola. 
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Figure 2. Schematic diagram of the shearing transformation (or Prandtl transposi­
tion). 
Figure 3. Schematic diagram of the overall transformation from the computational 
space to physical space. 
Stagnation 
point 
Figure 4. Schematic diagram of the angle-of-attack parameter, K(t). 
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Figure 5. Typical grid used for the dynamic stall computations (481x81) with 380 
streamwise grid points in the dense-grid region. 
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Figure 6. Complex leading-edge roughness formed by superimposing multiple 
roughness elements of varying height and wavelength. 
Figure 7. Simulated leading-edge ice shape after a short accretion time. 
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Table I: Complex roughness geometry data (9 humps, grid=881x81, dense-grid 
region: 0.0 < ^ < 6.0 and 51 < i < 831). 
Hump No. Height, h Wavelength (i grid points) 
i grid value for 
1 l.OxlO-' 241 200 
2 2.0xl0» 21 260 
3 2Jxl(y 21 274 
4 0.6x1 &• 81 260 
5 l.OxlO* 18 400 
6 l.5xl(>« 71 340 
7 1.0xl0« 28 320 
8 Z.OxlQS 21 350 
9 l.OxlO* 28 236 
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Table 2: Simulated ice shape geometry data (32 humps, grid=1001x201, patch region: 
-4.0<^<3.0 and51<j<951). 
Hump No. Height, h Wavelength (i grid points) 
i grid value for 
I 1.Ox 10-1 241 200 
2 2.0xl0» 21 260 
3 2.5xI0» 21 274 
4 0.6xl(>» 81 260 
5 l.OxIO* 18 400 
6 1.5x10^ 71 340 
7 I.0xl0« 28 320 
8 2.0xlff' 21 350 
9 I.Ox 10* 28 236 
10 3.0x103 90 180 
11 3.0x10-' 240 374 
12 1.3x10* 28 184 
13 1.7x10^ 70 402 
14 9.0xl0» 18 440 
15 1.0x10-3 400 340 
16 1.0x10-5 700 140 
17 3.0x10* 28 658 
18 1.9x10* 28 686 
19 9.0xI0» 18 552 
20 2.0x1010 18 580 
21 4.0x103 54 722 
22 4.0x106 44 598 
23 5.0x105 50 550 
24 1.0x10") 18 434 
25 8.0xl0» 18 454 
26 7.0x105 56 614 
27 2.0x10* 28 718 
28 6.0x105 50 524 
29 1.3xI0"» 18 530 
30 4.lxl0« 42 648 
31 13x109 24 650 
32 1.7x1010 18 682 
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Parabola leading edge. Re, = 159, K = 3.2 
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Figure 8. Comparison for the pitchup case to Choudhuri et ai.'s (1994) results for 
the NACA 0012 airfoU. 
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Figure 9. Grid dependence study for an unsteady flow showing wall vorticity on 
the upper surface of a clean leading edge during formation of the 
dynamic stall vortex at / = 32. 
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Figure 10. Flow past a single analytic hump placed on the leading edge showing a 
steady laminar separation bubble (Rei = 1000). 
Figure 11. Vorticity contours for flow past a single analytic hump. 
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Figure 12. Grid dependence study for flow past a single hump on the leading edge, 
shown in Fig. 10. 
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/ 
Figure 13. Streamfunction plot for simple roughness (8 hump) with steady, laminar 
flow at 0® angle-of-attack iRe[ = 1000). 
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Figure 14. Wall vorticity for simple roughness (8 hump) at 0° angle-of-attack and 
Rei = 1000 (as shown in Fig. 13). 
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Figure 15. Comparison of wall vorticity during pitch-up at / = 32 {Rci = 1000). 
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a) simple 8-hutnp roughness 
b) clean 
Figure 16. Comparison of dynamic stall characteristics at the airfoil leading edge 
with a) simple 8-hump roughness and b) clean surface during pitch-up at 
r = 32 and Rei = 1000 (streamfiinction contour plot). 
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Figure 17. Vorticity contours in the region of the simple 8-hump roughness during 
pitch-up of the leading edge at f = 32 (Rei = 1(XX)). 
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a) complex roughness 
b) clean 
Figure 18. Comparison of dynamic stall characteristics at the airfoil leading edge 
with a) complex roughness and b) clean surface for Rei = 1000 and f = 30 
(streamfimction contour plot). 
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a) simulated ice roughness 
b) clean 
Figure 19. Comparison of dynamic stall characteristics at the airfoil leading edge 
with a) simulated ice roughness and b) clean surface for Rei = 1000 and t 
= 24 (streamfunction contour plot). 
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/ = 6.0 f= 11.0 
Figure 20. Various temporal snapshots of the streamfunction contours for the simu­
lated ice roughness case under dynamic stall flow conditions. 
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t =  16.0 
f = 29.0 
t  = 22.0 
f = 31.5 
Figure 21. Various temporal snapshots of the vorticity contours for the simulated ice 
roughness case under dynamic stall flow conditions. 
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f = 6 
f= 14 
Figure 22. Streamfunction contour plot of the simulated ice shape in dynamic stall at 
two physical time stations with Rei= 10,000, which is a chord Reynolds 
number of /?e£.= 0.63x10®. 
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Figure 23. The corresponding vorticity contour plot for the lower parabola surface in 
Fig. 22 at / = 6, which shows the vortex shedding = 10,000). 
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NUMERICAL PREDICTION OF UNSTEADY FLOW 
WITH VORTEX-SHEDDING PAST 
LARGE LEADING-EDGE ROUGHNESS 
A paper to be submitted to Computers & Fluids 
also presented at the 38th AIAA* Aerospace Sciences Meeting & Exhibit 
AIAA Paper 2000-0232 
W.W. Huebscht ^ and A.P. Rothmayer^^ 
Abstract 
A two-dimensional full Navier-Stokes algorithm is used to investigate unsteady, 
incompressible viscous flow past an airfoil leading edge with surface roughness that is 
characteristic of ice accretion. The surface roughness is added to the surface through 
the use of a Prandtl transposition and can generate both small-scale and large-scale 
roughness. The focus of the study is to provide an initial assessment on the ability of 
the current algorithm to predict laminar/transitional flow and certain transitional flow 
parameters for roughness-induced transitional flow. Preliminary work in the area of 
u-ansitional flow shows that the algorithm is capable of predicting laminar/transitional 
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flow in the leading-edge region with the type of surface used in this study. Turbulence 
intensity values are calculated for various flow conditions and the results are compared 
to available experimental data. 
Introduction 
Over the last 60 years, there has been a concentrated effort to investigate how sur­
face roughness impacts the characteristics of fluid flow. Surface roughness in the aero­
space community is a broad term encompassing many different sizes and shapes of 
roughness, including the almost non-detectable roughness such as machining-process 
imperfections on an airfoil up to large-scale roughness such as ice accretion geome­
tries. In terms of aerodynamics, surface roughness has the ability to alter a laminar 
flow, which often leads to premature transition to turbulence. In recent years, aircraft 
icing, which can produce a severe type of surface roughness, has emerged as an impor­
tant field of study with an increase number of aviation accidents being attributed to 
adverse icing conditions. One particular area of interest in both aircraft icing and the 
general surface roughness community (e.g.[l]-[4]) is the role that ice roughness plays 
in promoting premature transition. This type of transition, termed roughness-induced 
transition, is a complex flow phenomenon, and though research has been conducted to 
help understand the mechanisms involved in this process, there are still many gaps in 
the knowledge base for a complete understanding. 
The present work investigates unsteady flow about an airfoil leading edge with sur­
face roughness which is characteristic of early-growth glaze ice geometries. It has 
been documented (Potapczuk, et al.[5], Cebeci[6], and Cebeci and Besnard[7]) that 
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leading-edge surface roughness, in particular ice roughness, can adversely effect the 
aerodynamic characteristics and performance of a wing (or airfoil). This can include 
loss of lift, increase in drag, and alterations to the pitching moment. The severity of the 
degradation is dependent upon many factors, including the extent, size, and location of 
the roughness. 
For many types of surface roughness, in particular, 3-D and disuibuted roughness 
that protrudes through the boundary layer, the exact transition mechanism is unknown. 
This type of transition bypasses known linear transition mechanisms and is therefore 
referred to as bypass transition (Morkovin[8]). Kerho and Bragg[4] make the observa­
tion that no direct modeling or predictive capability is currently available for this type 
of complex, nonlinear process. Therefore, with the exception of a full 3-D DNS study, 
there are few resources available that provide a reliable method for predicting rough-
ness-induced transition. 
Obviously, it would be useful to have the capability to predict where the flow is 
laminar, transitional, and fiilly turbulent, particularly when surface roughness is 
present. Otherwise, one can only speculate on flow regime locations without detailed 
experimental validation work. For example, it was thought by Hansman, et al.[9] and 
Yamaguchi and Hansman[10] that a complete transition to turbulent flow occurred at 
the smooth-rough geometrical boundary that develops in some ice accretion scenarios. 
But recent experimental work by Kerho[l 1] and Bragg, et al.[12] have shown that the 
transition region extends well downstream of the smooth-rough boundary, though the 
roughness likely initiated the onset of transition. In this case, it took a detailed experi­
ment to show the regions of laminar, transitional, and fully turbulent flow. 
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A computational tool capable of predicting the locations of different flow regimes 
would also be helpful for a full computational performance analysis of an airfoil (or 
wing) that incorporates turbulence modeling. Work has been done by Chung, et al.[13] 
and Chung and Addy[l4] in the area of performance prediction for an iced airfoil. In 
the Navier-Stokes simulation, a turbulence model is applied over the entire airfoil, thus 
forcing the flow to be turbulent everywhere. But, Bragg, et al.[12] have shown experi­
mentally that this is typically not the case. Very often there exists a laminar region near 
the stagnation point even when ice roughness is present on the leading edge. In addi­
tion, with the roughness geometries used by Bragg, et al.[12], it was found that the 
roughness elements did trigger the onset of the transition process, but the transitional 
flow extends far downstream prior to the flow becoming fully turbulent. Explicitly 
applying a turbulence model everywhere could lead to inaccuracies in the results (e.g. 
overestimation of drag and heat transfer). The fact that Chung & Addy[14] assume a 
fully turbulent flow along the entire airfoil is due in part to a lack of knowledge on 
locations of laminar and transitional flow. Therefore, prediction of laminar and transi­
tion regions with surface roughness and ice roughness is critical on many levels. 
The work reported in this paper involves the investigation of flows in the transi­
tional regime with surface ice geometries present near the leading edge and provides 
an initial assessment of the ability of the current algorithm to predict certain transi­
tional flow parameters. The algorithm was developed to study the effects of surface 
roughness on leading-edge flow separation and unsteady vortex-shedding. The flow 
field is modeled using the full unsteady, two-dimensional, incompressible Navier-
Stokes equations. The results from this work are compared to experimental data for 
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unsteady transitional flow past surface ice geometries (Bragg, et al.[12] and Bragg, et 
al.[15]). 
Though fully turbulent flow is three dimensional in nature, and much of the transi­
tional flow regime exhibits some three-dimensionality, it may be possible to predict 
the onset and early stages of transitional flow with a two-dimensional analysis. Some 
work has previously been done in numerical prediction of transitional flow with a two-
dimensional Navier-Stokes algorithm. One such study, reported by Fasel[16], showed 
that the two-dimensional Navier-Stokes algorithm used in their study was capable of 
predicting stability and initial transition for incompressible, two-dimensional bound-
ary-Iayer flows. In addition, Fasel, et al.[17] investigated the effect of a single rough­
ness element on transition using a two-dimensional Navier-Stokes algorithm. 
The surface roughness for the current work is incorporated onto the leading edge 
using a Prandd transposition, which allows for rapid analysis of different roughness 
geometries. This method of roughness generation can produce isolated humps, distrib­
uted roughness, or more complex roughness shapes as shown in the work by Huebsch 
and Rothmayer[18]. Two types of surface roughness were investigated in this work, 
including an isolated roughness element and distributed roughness, both of which are 
two-dimensional. One objective of this study is to compare results to experimental 
work, so the roughness geometries were chosen to match the roughness tested by 
Bragg, et al.[12], but in a 2-D sense; Bragg, et al.'s[12] roughness was three-dimen-
sional hemispheres. This limitation may effect the comparison depending on the rela­
tive size of the roughness, but it should be noted that Kerho[ll] found some 
similarities for roughness-induced transition between a 2-D boundary-layer trip and 3-
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D distributed roughness of the same relative height (and similar to the roughness used 
in this study), which may indicate a corresponding mechanism for roughness of this 
height. Morkovin[2] postulated that the leading and trailing edges of 3-D distributed 
roughness can form quasi-two-dimensional protuberances, and therefore, the 2-D 
roughness transition mechanism could be active to a certain extent. 
Investigations have been conducted into the mechanisms by which roughness 
enhances transitional flow ([1]-[41), and it is clear that surface roughness promotes 
transition in a dii^erent manner than "natural" transition occurs for flow past a smooth 
surface. The degree to which roughness impacts the transition mechanism is depen­
dent in part on the type of roughness and the relative height of the roughness with 
respect to the boundary layer. The three main types of roughness generally considered 
are: 2-D isolated roughness, 3-D isolated roughness, or 3-D distributed roughness. A 
thorough review of the current understanding on the effects of roughness on boundary-
layer transition is presented by Bragg, et al.[lS] and Winkler[19], which includes these 
three types of surface roughness. For 3-D distributed roughness, the transition mecha­
nism bypasses the traditional clean T-S modes, but the exact process is still in question. 
Kerho[ll] showed that the process of large-scale roughness-induced transition was 
significantly different than that of the T-S transition mechanism for a smooth surface. 
A majority of the available experimental data for roughness-induced transition 
focus on roughness element heights that are smaller than the approaching laminar 
boundary layer thickness and with a zero pressure gradient (flat plate). But, for a typi­
cal leading-edge ice accretion, the roughness quickly grows large enough to protrude 
through the undisturbed boundary layer. The roughness geometry employed in this 
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work matches the roughness element length, height and placement used by Bragg, et 
al.[12], which does protrude through the boundary layer (i.e. large leading-edge rough­
ness). We believe that the exact geometry of the roughness is a secondary effect. 
Bragg, et al.[15] found that the shape of distributed roughness did not appear to be a 
critical parameter in the determination of the roughness Reynolds number at which 
transition occurs, but that an isolated 3-D roughness element has a measurable depen­
dence on the roughness geometry. The roughness heights and locations, for Bragg, et 
al.'s[12] study as well as the current study, are based on experimental ice accretion 
work done by Shin[20] for early ice growth on a NACA 0012 airfoil. 
In calculating unsteady flow with vortex shedding, the solver uses a local-flow 
analysis from the standpoint that the simulations focus on the airfoil leading-edge 
region. Restricting the flow analysis to the leading edge of an airfoil (or wing) is 
prompted by the following reasons; 1) the most significant ice accretion and surface 
roughness occur in this location, 2) this region is susceptible to many important flow 
phenomena, including leading-edge stall, 3) the region close to the leading edge tends 
to remain laminar and at a low local Reynolds number, which simplifies the direct sim­
ulations, and 4) focusing on the leading-edge region significantly reduces the compu­
tational expense. This produces a solver that is clean and robust with no requirement 
for explicit artificial dissipation or other dissipation inducing numerical devices. 
Solving the unsteady flow field only around the leading-edge, and not including 
the entire airfoil, also allows the use of a large number of grid points in the area of 
interest. In the current smdy, a dense grid is placed on the leading edge, which is capa­
ble of capturing the small-scale flow structures found in roughness-induced vortex 
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shedding and transition. This allows the flow solver to predict of the onset of two-
dimensional "transitional" flow (i.e. in a manner similar to a full DNS code except for 
the two-dimensional constraint). 
Governing Equations 
The equations governing the flow analysis for this study are outlined below. This 
includes the corresponding boundary conditions and the calculation of the transitional 
flow parameters used for comparison purposes. Also included in this section is a brief 
overview of the numerical scheme used to solve the flow equations, a description of 
the analytic surface roughness, and the procedure for converting the parabola Rey­
nolds number to an airfoil chord Reynolds number. 
Governing Row Equations 
The flow past the parabola is modeled by the full Navier-Stokes equations for two-
dimensional, unsteady, incompressible flow. The x and y coordinates are non-dimen-
sionalized by the leading-edge radius of curvature of the parabola, /, the u and v veloc­
ities by the free-stream velocity, V^, and the time, t, by l/V^. The resulting 
dimensionless Navier-Stokes equations cast in the Cartesian coordinate system and 
written in streamfunction-vorticity form are given as follows; 
Vcx-^Vvv=-o> (1) 
- Vy = (2) 
where \)f and ot) are the two-dimensional streamfunction and vorticity, respectively. 
The leading edge of the airfoil is approximated by using a semi-infinite parabola. 
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in a manner similar to work by Werle and Davis[21] and Davis[22]. The results for 
flow past a parabola compare reasonably well with computational results for the 
NACA 0012 airfoil ([23],[24]) and may be used to simulate any of the NACA OOXX 
series with different thicknesses since the leading edges of these airfoils are nearly par­
abolic in shape. A comparison of the leading edge of the parabola and the NACA 0012 
airfoil is shown in Fig. 1. The parabola matches the airfoil leading edge up to approxi­
mately 6% of chord. The parabola geometry used here is given by: 
The reference coordinate system is attached to the parabola and therefore is non-iner-
tial. Since the parabola does not undergo any pitchup maneuvers in this study, the non-
inertial terms are ignored. 
It is advantageous to cast the governing equations in a parabolic coordinate system 
in order to produce an orthogonal body-fitted grid. The parabolic coordinate system is 
related to the Cartesian system through the following transformations: 
The streamfunction and vorticity transport equations can be transformed using the 
above relations and written as: 
1 
.v = -I).  (3) 
0 0 P' Tl' (4) 
+ 0)^,^,) = 0 
(6) 
(5) 
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The surface roughness on the leading edge of the parabola is introduced as a per­
turbation to the baseline parabola using a shearing transformation (or Prandtl transpo­
sition) similar to work reported by Lynn & Rotlimayer[25]. The shearing 
transformation allows the surface perturbation to be directly embedded within the gov­
erning equations. This type of analysis can be used on a wide range of single-valued 
roughness geometries with no need for re-gridding, even when the surface geometry 
changes. The shearing transformation is shown in Fig. 2 and is given by: 
n' = 71 , (7) 
where /(^) is a known analytic function. The unsteady flow with vortex shedding 
investigated in the present study produces high vorticity gradients. To resolve these 
steep gradients within localized regions near the leading edge, grid stretching and clus­
tering is also applied to the governing equations in the generic form of 
I = 1(4), n = n(Ti). (8) 
The transformation from the uniform-grid computational space out to the physical 
space of the parabola involves multiple steps that are outlined above. The overall trans­
formation is summarized in Fig. 3. 
In the work reported by Bhaskaran & Rothmayer[26],[27], it was found that the 
convergence rate for a streamfimction - vorticity formulation was improved if the flow 
variables were split into an inviscid part and a viscous part (i.e. as you move away 
from the wall, the viscous effects die out and the solution tends towards the unsteady 
inviscid value, which is known analytically for the parabola). Using this technique, the 
total streamfimction, \|f, and total vorticity, O), are given by: 
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\]f = + = a + Q).„^. (9) 
and (n-^^ are the inviscid solutions, where (O-^^ = 0 for potential flow. Apply­
ing the transformation equations for the surface roughness and the grid generation and 
implementing the flow variable splitting technique. Equations (5) and (6) can be writ­
ten in the final form: 
and 
n, + A-Q,+ 55n^(4'-$l^-4'^£2-)+ (11) 
= ««"'[ -
(i+{/-5)^);i, ,Q-^(i+(f/)(v\- ]  
where h' = + r|" + 2r\f+/'. To help stabilize the method during global iterations, 
a fictitious time-derivative term (or pseudo-time term) is added to both the streamfiinc-
tion Poisson Equation (10) and the vorticity transport Equation (11) (i.e. 4*^ and £2^, 
respectively). At each physical time step, the solution is converged in pseudo time 
prior to moving to the next time step. 
110 
Inviscid Flow 
There exists an analytic solution for the inviscid potential flow past a parabola 
from Werle and Davis[21] and Van Dyke[28]. For a clean parabola, the inviscid 
streamfunction is given by: 
V/„v = + (12) 
where K is the vertical displacement of the stagnation point from the vertex of the 
parabola and is termed the angle-of-attack parameter. K can be related to the angle-of-
attack of the airfoil when the parabolic leading edge is coupled to a thin airfoil descrip­
tion of the full airfoil. In the present study, AT is an input parameter that is either con­
stant or a known function of time. K(t) can be used to simulate any desired motion of 
the parabola relative to the freestream (i.e. the parabola remains fixed as the stagnation 
point traverses the leading edge). For a majority of this work, the parabola (i.e. leading 
edge of airfoil) is set to a 0° angle-of-attack, which translates ioK= 0.0. 
Applying the Prandtl transposition to Equation (12) produces the inviscid potential 
solution for the flow past a parabola with surface roughness present; 
V/nv = (^ + AO(il+/(^)-l). (13) 
Boundary Conditions 
No-slip boundary conditions, with u = v = 0, are applied at the surface of the 
parabola (ti = 1). In terms of the streamfunction, this boundary condition is 
\|f = 0 and \|r^ = 0. Applying the flow-variable splitting, these boundary conditions 
become; 
Ill  
(\l/. ) 
and V- = at ii = 1 (14) 
" In 
A second-order accurate one-sided finite difference formulation is used for the deriva­
tive in the above equation. 
At the far-field boundary, with r| large but finite, the viscous effects die out and a 
fiilly inviscid flow is recovered. Therefore, the viscous part of the split variables, 4* 
and Q, are assumed to be zero at this boundary. The resulting far-field boundary con­
ditions are 
andQ = OasTi-»~. (15) 
The viscous solution for flow past a parabola is icnown to approach the Blasius 
solution as 4 -> oo (Davis[22]). In terms of the dependent flow variables, i.e. stream-
function and vorticity, Davis shows that \|/ and (O are given by 
\|/~4g(T|) and CO—as ^ »oo (16) 
Therefore, at the far-downstream boundary, the flow is assumed to be steady and 
the above expressions for the Blasius solution are used to evaluate the streamwise 
derivatives as follows 
¥54-0 (17) 
"r-f 
The upper and lower downstream boundaries are placed at a large, but finite values of 
141-
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Transitional Flow Parameters 
For an unsteady flow, the current algorithm is capable of calculating a developing 
transitional flow to the extent that this phenomenon can be captured by a two-dimen­
sional simulation. In this study, we will focus on predicting the turbulence intensity in 
a roughness-induced transitional flow region, which will be compared to the experi­
mental results of Bragg, et al.[l2]. The turbulence intensity is defined to be the root-
mean square of the perturbation velocity, which is given by': 
where T and t are non-dimensional lime, with T being the total physical time over the 
unsteady run and /i' is the perturbation velocity. 
In the above equation, the turbulence intensity is calculated for the w-component of 
the velocity. However, the same procedure is equally valid for either the total velocity 
(velocity magnitude) or any of the velocity components. In this section, we only focus 
on the M-component as a representative example. 
Using the fact that the total u velocity component is equal to the mean plus the per-
turbation component, the following equation may be written for u' 
If the unsteady simulation is run out to a sufficiently long time, then the mean velocity, 
ii, will be constant everywhere in the flowfield. Assuming this has been achieved and 
using the assumption that (a) = 0, then taking the time-average of Equation (20) 
gives the following equation: 
rms (19) 
2 0 '> T 
u~ = iu + u')' = u" + 2uu'+ . (20) 
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-\ u'dt = u~ + -[ u^dt (21) 
or, 
<«-> = «-+<«-). (22) 
Solving for the time-averaged square of the perturbation velocity produces the param­
eter required for Equation (19), which is 
<{/) = (23) 
The turbulence intensity is found by talcing the square-root of this value at the comple­
tion of the unsteady run, i.e. 
r  T 1^'^-
»•,„,= [<«->] (24) 
The use of Equations (23) and (24) allows the calculation to be completed in a sin­
gle run; the u values do not have to be calculated prior to using this equation, assum­
ing that the unsteady run has proceeded long enough in time that u and are 
constant everywhere. The total velocity or other velocity components or projections 
can be calculated in a similar fashion. 
To compute the turbulence intensity given above, the velocity components must 
first be extracted from the streamfunction generated by the flow solver. The two-
dimensional streamfunction may be written in Cartesian coordinates as; 
« = ^ and V = (25) 
ay dx 
Applying appropriate coordinate transformations to these equations, the velocity com-
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ponents are found to be 
u = Pj (T1 (26) 
V = Pj + (n (27) 
where 
P = 
(^-+t1- + 2TI/^+/) 
(28) 
These equations give the u and v velocity components in the Cartesian coordinate 
system, as shown in Fig. 4. This is required to make the proper comparison to the 
experimental transition work. The velocity profile measurements reported by Bragg, 
et. al.[12] were made going out from the airfoil surface, perpendicular to the tunnel 
axis. For this reason, the velocity components need to be aligned with the Cartesian 
coordinate system, and not the parabolic, body-fitted coordinates. 
In addition, the results from Bragg, et. al.[I2] for the turbulence intensity were 
obtained with a single hot-wire probe, which gives the total velocity (two-dimensional 
projection) at a given boundary-layer location. Therefore, the algorithm used in this 
study calculates turbulence intensity values from the total two-dimensional velocity, 
given by 
This allows for the proper comparisons to be made to the experimental work[12]. 
rms (29) 
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Numerical Method 
An implicit numerical method is used to solve the streamfimction and vorticity 
transport equations. The numerical scheme is second-order accurate in time and space, 
with central differences used for the spatial derivatives and a backward difference for 
the temporal derivative. The nonlinear convective terms are linearized using Newton 
linearization, while mixed-derivatives are treated iteratively as source terms. 
As a starting solution for the full Navier-Stokes algorithm, the parabolized Navier-
Stokes equations are solved for flow past a parabola at a constant angle-of-attack and 
the solution is used as input for the fiill Navier-Stokes calculations. The parabolized 
Navier-Stokes solver uses the Blasius solution as a starting solution. 
The implicit scheme sweeps in both the ^ and r] directions, with the sweeps in the 
^ direction being bi-directional (i.e. sweeps back and forth in the streamwise direction) 
and the sweeps in being uni-directional. One complete spatial sweep consists of two 
alternating sweeps in the streamwise direction (4) and one sweep in the normal direc­
tion (Tj), which is equivalent to one pseudo time step. Each sweep involves the solution 
of a 2x2 block-tridiagonal system of equations. 
For unsteady flow, the code marches the solution in time and at each physical time 
step, the pseudo time terms are iterated to convergence before moving to the next 
physical time step. The algorithm has the capability of solving for purely steady flow 
by either: 1) allowing the unsteady code to eventually converge to a steady solution; or 
2) eliminating the time term, and solving the remaining steady Navier-Stokes 
equations. With this particular algorithm, if the flow field is truly steady, then either 
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method can be used to obtain the solution. If ±e flow is unsteady, then the "steady" 
flow solver may not converge. 
The grid used for the computations is a structured, body-fitted grid. A region of 
dense, uniformly spaced grid points in the streamwise direction is placed in the vicin­
ity of the parabola leading edge, with hyperbolic stretching upstream and downstream 
of this region. Stretching is also used in the normal direction to cluster points near the 
surface. A typical parabolic grid is shown in Fig. 5. The grid is 481x81, with 380 
streamwise grid points placed in the dense-grid region near the leading edge. In this 
Ggure, the leading edge of the parabola has a clean surface (i.e. no roughness). When 
roughness is present, typically the grid requirements are increased to properly resolve 
the flow about each roughness element. In this study, the grids ranged from 881x81 to 
1501x201. In general, the flow solution was more sensitive to the grid density in the 
streamwise direction than in the normal direction when surface roughness was present, 
assuming that adequate grid resolution was used in the normal direction for the corre­
sponding clean surface. 
Surface Protuberance 
The surface protuberance (or roughness) is added to the baseline parabolic surface 
using a Prandd transposition which allows new surface oriented coordinates to be eas­
ily generated without the need for re-gridding (i.e. alterations to the surface roughness 
geometry can be made without changing the actual grid parameters). 
The current work uses an analytic roughness geometry for the surface protuber­
ance. This produces a smooth hump with variable height and wavelength. The hump 
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equation used is given by 
m = (30) 
where h is the hump height and are the left and right endpoints of the hump, 
respectively. A 10th order polynomial was used to ensure a smooth transition from the 
roughness element to the parabola surface. This helped to alleviate any curvature dis­
continuity problems at the juncture point. 
In this study, we only investigated simple leading-edge roughness, but more com­
plex roughness can be incorporated onto the parabola surface (see Huebsch and Roth-
mayer[18]). The simple roughness is either a single smooth hump placed on the 
parabola leading edge or multiple humps with equal height and wavelength arranged 
to simulate distributed roughness (in a two-dimensional sense). 
Parabola Conversion 
One primary objective of this study was to compare results from the current 
Navier-Stokes algorithm to available experimental results. But the current results are 
for flow past a parabola, while the experimental results are from an actual airfoil. 
Therefore, a necessary part of the analysis is the conversion of common parameters, 
which include the Reynolds number and certain geometrical characteristics. 
In the present work, the characteristic length-scale for flow past the parabola is the 
leading-edge radius of curvature. The Reynold's number used for the parabola (Rci) is 
based on this leading-edge radius. (/?£,) is related to die airfoil chord Reynolds number 
by 
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R e ,  =  W ,  ( 3 1 )  
' c '• 
where I and c are the leading-edge radius of curvature of the parabola and the chord 
length of the airfoil, respectively. For the NACA 0012 airfoil, the (l/c) ratio is equal to 
0.016 (Abbott & Von Doenhoff[29]). This allows computation of the flow in the lead­
ing-edge region at a significantly lower Reynolds number, /?e,, than that of the chord 
Reynolds number (approximately two orders-of-magnitude). For the majority of cases 
presented here, Rei varied from ICXX) to 20,000. For the NACA (X)12 airfoil, the corre­
sponding Re^ ranges from 0.63x105 to 1.25x10^. 
The geometry conversions mainly involve transferring the airfoil surface rough­
ness to the parabola surface. This is accomplished by first dividing the arc length or 
height values of the roughness by the airfoil chord length. This non-dimensional value 
is divided by the ratio of the leading-edge radius of curvature and the chord length of 
the airfoil (l/c). A shift in the x-coordinate is then applied since the leading edge of the 
parabola is located at x = -0.5. Therefore, the conversion is given by 
X — _ 0 5 c\7\ 
^parabola " 
This produces an accurate representation of the airfoil roughness geometry on the 
parabola surface. 
Comparisons to TVansitional Flow Work 
The primary goal of this work was to compare results to experimental work in the 
area of roughness-induced transitional flow. But, some preliminary work was also 
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done for steady flow past simple roughness on the leading edge of the parabola. A por­
tion of these results are presented here as a reference for steady flow solutions. It 
should be noted that this algorithm has been tested previously to verify the validity of 
the results. The comparisons can be found in the work by Huebsch and Roth-
mayer[l8]. 
Several different cases were run with the simple roughness geometries on the lead­
ing-edge of the parabola. The first case to be investigated was a single hump on the 
upper leading-edge surface, with the hump being fully contained within the boundary 
layer (the hump height is approximately 1/3 of the approaching laminar boundary 
layer height). A streamfunction contour plot is shown in Fig. 6. This particular case 
was at a constant angle-of-attack of AT = 0.0 (0° angle-of-attack), Rei = 1000, and a 
grid of 881x81, with the dense-grid boundaries placed upstream and downstream of 
the hump. Both the steady and unsteady flow solvers were applied to this case, and 
both produced identical results. The unsteady flow solver converged to a steady solu­
tion. As the figure shows, the hump geometry produced a steady, laminar separation 
bubble on the downstream-side of the hump. Vorticity contours have also been plotted 
for this case and are shown in Fig. 7. Qualitatively, this plot is consistent with results 
for flow past a hump on a flat plate, such as in the work done by Kiya and Arie[30] and 
Haussling[31]. 
Grid independence of the flow solution was periodically checked throughout the 
course of this work. For the single leading-edge roughness element, results for the grid 
dependence test are presented in Fig. 8, which shows that the grid resolution used in 
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this case is sufficient to capture the flow past the isolated hump. For a grid independent 
solution, the required grid resolution is approximately 40 to 50 soreamwise grid points 
for an individual hump. 
As expected, the evaluation of grid dependence in this work revealed that the more 
complex geometries require a finer grid to resolve the flow physics correctly. As men­
tioned previously, once roughness has been added to the surface, the grid is more sen­
sitive to the number of streamwise grid points than the normal grid points. This 
assumes that you already have an adequate number of grid points in the normal direc­
tion to resolve the flow past a clean surface. 
A second case of simple roughness was tested, which consisted of eight simple 
humps placed on the upper-surface leading edge to simulate distributed roughness. 
The flow conditions were the same as for the single hump case: a constant angle-of-
attack of K = 0.0 and Rei = 1000. The unsteady flow solver converged to a steady-state 
solution for this roughness geometry. As in the single hump case, the distributed 
roughness was fiilly contained within the boundary layer. The dense-grid region was 
fine enough to capture the small-scale separation regions contained between the 
roughness elements. Fig. 9 shows the streamfiinction contour plot for this case. It also 
includes a close-up showing the local separation between the roughness elements. This 
case produced steady, laminar flow separation for the given /fc^. Fig. 10 shows the cor­
responding wall vorticity in the region of this 8-hump distributed roughness. 
The main part of this investigation was to test the capability of the two-dimen-
sional Navier-Stokes code developed in-house in predicting certain unsteady, transi­
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tional flow parameters and compare these to experimental transitional flow results. 
The primary transitional work for comparison comes from experiments performed by 
Bragg, et al.[12], where they investigate transitional flow on a NACA 0012 airfoil with 
leading-edge roughness that is characteristic of early glaze ice growth. The determina­
tion of whether a flow is laminar or transitional and the location where the flow 
becomes transitional is an important element of computational smdies for airfoil per­
formance with ice accretion. 
Turbulence Intensity Comparison 
In the work by Bragg, et al.[12], several different distributed roughness geometries 
were used, along with several isolated (i.e. single) roughness element geometries. The 
distributed roughness consisted of hemispheres placed in staggered rows with a height 
of 0.35mm. The geometrical differences in the distributed roughness cases are found 
in the chordwise extent of the roughness (the roughness patch length) and the arc 
length from the leading edge to the location where the roughness begins. 
For our study, the 1/4" roughness case[12] was selected for comparison. The 1/4" 
label refers to the chordwise extent of the roughness patch. A schematic of the distrib­
uted roughness geometry is given in Fig. 11. The start of the roughness patch is at a 
surface arc length of 7mm from the leading edge, while the aft edge of the roughness is 
at a surface arc length of 13.25nmi. The spacing of the roughness elements (center-to-
center) is 1.3mm. It should be noted that the work by Bragg, et al.[12] uses three-
dimensional hemispheres, whereas our roughness elements are two-dimensional 
humps. The reference airfoil used in the experimental work is a NACA 0012 with a 
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chord length of 21". The roughness geometry shown in Fig. 11 is the actual airfoil 
roughness incorporated onto the leading edge of the parabola, with the corresponding 
airfoil measurements given as reference. 
Fig. 11 also includes a picture of a typical grid that is used for the calculation of the 
transitional flow parameters. The grid shown is 1001x201, with 900 of the streamwise 
grid points located in the dense-grid region on the upper leading-edge surface. As 
shown, the 1/4" roughness is enclosed within this fine-grid region, which also extends 
downstream to approximately 7% of chord. In terms of the airfoil chord, the distrib­
uted roughness region is contained within 0.00490 <a/c <0.0138. During the course of 
this work, the grid density was increased and the extent of the fine-grid region was var­
ied to ensure grid independent solutions. 
In addition to the various roughness geometries, Bragg, et al.[12] used three differ­
ent chord Reynolds numbers in their study. In the present work, we make comparisons 
to the first two values. The chord Reynolds numbers for comparison are given as Re^ -
0.75x10® and Re^ = 1.25x10®. The two-dimensional Navier-Stokes code was used to 
conduct unsteady, viscous flow simulations for the parabola at 0° angle-of-attack with 
the 1/4" roughness on the upper leading edge for the two chord Reynolds numbers 
given above. The results of these simulations are shown in Fig. 12, which is a plot of 
the instantaneous streamfiinction. In Fig. 12a, the flow in the roughness region is 
steady, laminar flow with Re^ = 0.75x10®. When the chord Reynolds number is 
increased to Re^ = 1.25x10®, the flow becomes unsteady, with vortex shedding. Fig. 
12b shows the bubbles being convected downstream at the aft edge of the roughness. 
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The structure of the vortex shedding at Re^ = 1.25x10® is similar to results reported by 
Pauley, et al.[32] for flow separation and vortex shedding on a flat plate. Streamline 
results from Pauley, et al.[32] are shown in Fig. 13, which, qualitatively, compare well 
with the streamlines in Fig. I2b. Fig. 14 shows a more physically realistic picture of 
the vortex shedding process downstream of the roughness by plotting the vorticity con­
tours for the Re^ = 1.25x10® case. Fasel, et al.[17] postulates that surface roughness 
producing this type of periodic vortex shedding actually acts as a source of additional 
disturbances (i.e. augmenting the inherent natural disturbances that occur), which can 
promote early transition. 
Bragg, et al.[12] summarize their research results on the state of the boundary-
layer for the clean airfoil and all distributed roughness cases in a chart showing regions 
of laminar, transitional, and turbulent flow along the airfoil chord. The current work 
investigates two of these cases for flow in the leading-edge region: the clean airfoil 
case and the 1/4" distributed roughness case for two of the chord Reynolds numbers, 
Re^ = 0.75x10® and Re^ = 1.25x10®. The flow simulation predicts regions of steady, 
laminar flow and flow that is fully unsteady with vortex shedding. The characteristics 
of the resulting flow field from this work are summarized in the table below. 
=0.75x10® 
Clean model Laminar, steady 
flow 
1/4" - s = 7mm Laminar, steady 
flow 
-1.25x10® 
Qean model Laminar, steady 
flow 
1/4"-s = 7mm Unsteady, vortex 
shedding 
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These results show excellent agreement with the experimental results. The chart of 
Bragg, et al.[12] shows laminar flow regions near the leading edge for the three lami­
nar flow cases cited above. We concluded that these three cases produced laminar, 
steady flow for based on several observations; 
1) the converged solution shows steady, laminar separation behind and down­
stream of the roughness 
2) the calculated turbulence intensity values are zero everywhere in the flow field 
3) the code converges to a steady solution for these cases using both a steady code 
and an unsteady code 
For the case with the distributed roughness at the higher chord Reynolds number, 
Bragg, et al.[12] found transitional flow in the leading edge region. Our simulation 
shows there is no laminar, steady flow, but rather the flow is completely unsteady with 
vortex shedding at the aft edge of the roughness. In addition, the calculated turbulence 
intensity values are non-zero downstream of the distributed roughness. These flow 
phenomena indicate a region of transitional flow. 
The turbulence intensity contours for the 1/4" roughness at Re^ - 1.25x10® are 
shown in Fig. 15. Clearly, the turbulence intensity is non-zero downstream of the 
roughness patch, with the peak Uvalues a short distance downstream of the last 
roughness element. The peak turbulence intensity value is approximately 17%. The 
wall vorticity for the 1/4" roughness case, just aft of the last roughness element, is 
plotted in Fig. 16 for two different physical times. This plot again illustrates the 
unsteady shedding that occurs behind the roughness patch. 
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As stated previously, one of the assumptions in the calculation of is that the 
simulation is run for a long enough time so that the value of u (and ) becomes 
constant everywhere in the flow field. This is a necessary condition for Equation (21) 
to hold true. Examples of this are shown in Fig. 17 and Fig. 18. 
During an unsteady run, u was monitored at several locations in the flow field, 
with one of these locations downstream of the roughness near the surface where high 
velocity fluctuations were anticipated. Fig. 17 shows the results of monitoring u for 
the 1/4" roughness case at Re^ = 0.75x10®, which is nearly constant throughout the 
unsteady run. For this case, the flow was steady and laminar, which is consistent with 
little or no fluctuation in the velocity at a given location. 
The value of u was also monitored for the higher chord Reynolds number case 
(Re^ = 1.25x10®) and one of the results is given in Fig. 18. Clearly, this case produces 
more changes in the time-averaged M-velocity values, and after 3000 time steps, the it 
value has not yet reached a constant. For this particular case, u leveled off at approxi­
mately 7000 time steps. For reference, an unsteady run of 7000 physical time steps and 
a grid of 1001x101 took approximately three days on a 600MHz DEC alpha worksta­
tion with one gigabyte of RAM. 
A time history of a turbulence intensity profile at a given location downstream of 
the 1/4" roughness is shown in Fig. 19. During the unsteady mn, the values 
eventually converge to a time-independent value, which in this case is at f = 70. The 
plot also includes the profile for t = 80, which is unchanged from the f = 70 pro­
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file. Therefore, the and the u values eventually converge to a constant value. 
Bragg, et al.[12] also provide turbulence intensity profiles for various chord loca­
tions downstream of the distributed roughness. Fig. 20 shows the results of Bragg, et 
al.[12] for the NACA 0012 with the 1/4" roughness (s = 7nim) at Re^ - 1.25x10® for .x/ 
c = 0.05. The plot also includes the turbulence intensity profile for the corresponding 
location on the parabola leading edge - Xpa^aboia = The results from the parabola 
were obtained with the same disuibuted roughness geometry (in two dimensions) and 
the same chord Reynolds number as that of the experimental data. For reference, the 
peak turbulence intensity value from the parabola results would be located at approxi­
mately 0.008" from the airfoil surface, which is noted in Fig. 20. This plot shows that 
the overall magnitude and trends of the two-dimensional Navier-Stokes results are in 
good agreement with the experimental results. Any discrepancies could be caused by 
three-dimensional effects. It should be noted that the turbulence intensity profile data 
from Bragg, et al.[12] is not the exact experimental values, but rather values that were 
digitized from a plot included in the reference. From the standpoint of the turbulence 
intensity parameter, the current algorithm appears to be capable of predicting the gross 
features of roughness-induced transitional flow for the roughness geometry considered 
here. 
Fig. 20 includes turbulence intensity profiles from the parabola for two different 
grids; 1501x201 and 1101x101. The results from the two grids are in good agreement. 
The downstream boundary of the dense-grid region was also varied to ensure that the 
placement did not effect the profile measurements. For comparison purposes, if the 
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1501x201 parabola grid is extrapolated out to the NACA 0012 airfoil, the correspond­
ing grid resolution would require approximately 21,000 streamwise grid points to 
match the resolution of the dense-grid region on the leading edge of the parabola. 
During the grid dependence testing for the 1/4" roughness case, it was found that if 
the dense-grid region did not have the proper resolution, the unsteady solver would 
converge to a steady solution, even at the highest chord Reynolds number. Therefore, a 
lack of grid resolution can have a significant effect on transitional flow calculations. 
The coarse grid produces a strong dissipative effect that cannot maintain the unsteady 
flow, thus giving a "pseudo-steady" solution. 
It is well known[33] that the turbulence intensity will have a peak value near the 
surface, but decrease to zero at the wall, as the results of Fig. 20 demonstrate. The 
experimental turbulence intensity curve does not bend back to zero, but it was not clear 
exactly how close to the airfoil surface the data was taken. Referring to the work by 
Winkler[19], he notes that data was obtained within 0.5 roughness heights of the sur­
face due to the finite size of the hot-wire probe. With a roughness height of 0.35mm, 
the closest data point should be at approximately 0.175mm from the surface. The peak 
turbulence intensity value on the parabola at the x/c = 0.05 station would correspond to 
a distance of approximately 0.2mm firom the surface of the NACA 0012 in Bragg, et 
al.[12] experiment. 
Roughness Reynolds Number Comparison 
The study by Bragg, et al.[12] also investigated the area of critical roughness Rey­
nolds number, (/?£;(. for an airfoil leading edge with surface roughness. In this work 
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they showed that values of Rei^^i are larger than the classic critical value of 600 when 
the surface roughness protrudes through the boundary layer. The reader is referred to 
this work for a more detailed discussion on the testing of the critical roughness Rey­
nolds number and the related flow parameters. 
Bragg, et al.[12] took measurements behind several isolated three-dimensional 
hemispherical roughness elements for the determination of the values on the 
leading edge of the NACA 0012. The current study focuses on the isolated roughness 
element with a height of 0.5mm. As with the distributed roughness, the isolated rough­
ness used in this study matches the basic geometry of the experiment, but is only two-
dimensional (and does not match detailed geometric features). 
In the experiment, the isolated roughness elements were placed at various locations 
downstream of the leading edge ranging from an arc length of Smm to 25nmi. At a 
fixed location and roughness height, the chord Reynolds number was increased to 
determine the critical roughness Reynolds number for that particular roughness geom­
etry. The definition of the roughness Reynolds number is given by 
U.k 
Re. = (33) 
^ V 
where k is the roughness height and is the velocity at the top of the roughness ele­
ment in an undisturbed boundary layer. So the main factors controlling the value of the 
Rei^ is roughness height, location of roughness and the freestream velocity. 
In this work, we used two leading-edge roughness locations with constant hump 
height (h = 0.5mm) that fall within the test range used by Bragg, et al.[12]. A sche­
matic of the isolated roughness is shown in Fig. 21. At a given location, the freestream 
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Reynolds number was increased to increase the value of Re^^. 
Fig. 22 shows the results of the roughness Reynolds number study. Included in this 
plot are the experimental results from Bragg, et al.[12] for the critical roughness Rey­
nolds number values. Using the two leading-edge locations for the isolated roughness 
and changing the freesuream Reynolds number to vary the value of Re,^, the simulation 
was used to determine whether the resulting flow was steady and laminar, or unsteady 
with vortex shedding. Therefore, at each roughness location, the plot shows the point 
where the computed flow is steady and laminar. Everywhere below that point the flow 
is also steady and laminar (as verified by further computations). Likewise, a point is 
shown at a higher value where the flow is unsteady with vortex shedding. Every­
where above that point the flow remains in this state. This results in a bracketed area of 
unsteady, vortex shedding flow and a bracketed area of steady, laminar flow. As the 
plot shows, these two areas straddle the Re^^^i results of Bragg, et al.[12]. This is a 
reasonable indication that there is a correlation between the observed roughness-
induced unsteady, vortex-shedding as calculated by the current algorithm and the 
roughness-induced transitional flow seen in the experiments. Again, evaluating these 
results, it appears the Navier-Stokes algorithm is capable of predicting the onset of 
roughness-induced transitional flow. 
Two of the points, labeled "A" and "B", (one steady/laminar and the other 
unsteady/vortex-shedding) from Fig. 22 have been selected to help visualize the 
boundary layer structure at these flow conditions. Fig. 23 shows a streamfiinction plot 
of "point A" from Fig. 22, which is the steady, laminar flow. The figure verifies this 
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boundary layer state with the steady, laminar separation bubble behind the hump. Fig. 
24 corresponds to the flow at "point B" in Fig. 22, which is the unsteady flow with 
vortex shedding. For clarity, the flow directly behind the roughness is displayed with 
streamfunction contours and the flow downstream of the roughness uses vorticity con­
tours to visualize the flow. The streamfunction contours show the unsteady separation 
occurring behind the roughness element, while the vorticity contours show the vortex 
shedding further downstream. 
Summary of Findings 
In this study, the capabilities of a full two-dimensional Navier-Stokes algorithm 
were evaluated in predicting roughness-induced transitional flow on an airfoil leading 
edge with surface roughness characteristic of early ice accretion. Preliminary results 
indicate that the algorithm is capable of predicting initial flow transition phenomena 
for the roughness geometries considered here. The key findings are summarized as fol­
lows: 
• Extremely fine grid resolution is required to capture the small-scale flow structures 
found in roughness-induced vortex shedding and transitional flow 
• It appears that the current Navier-Stokes code is capable of predicting laminar and 
roughness-induced transition in the leading-edge region 
• The two-dimensional Navier-Stokes code can generate a gross estimate of turbu­
lence intensity in a transitional flow regime 
• The results indicate that unsteady flow past surface roughness with vortex shed­
ding correlates to roughness-induced transitional flow 
131 
• The current two-dimensional simulation is sufficient to predict the critical rough­
ness Reynolds number cnt) for the leading-edge roughness geometries consid­
ered in this study 
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Figure 1. Comparison of the leading-edge region for the NAC AOO12 and the parab­
ola. 
136 
Figure 2. Schematic diagram of the shearing transformation (or Prandti transposi­
tion). 
Figure 3. Schematic diagram of the overall transformation from the computational 
space to physical space. 
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Figure 4. The velocity components in the Cartesian and parabolic coordinate sys­
tems. 
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Figure 5. Grid used for flow past a parabola with a dense-grid region placed on the 
leading edge. 
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Figure 6. Streamfunction contours for flow past a single analytic hump placed on 
the leading edge showing a steady laminar separation bubble {Rei = 
1000). 
Figure 7. Vorticity contours for flow past a single analytic hump. 
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Figvire 8. Grid dependence study for flow past a single hump on the leading edge, 
shown in Fig. 6. 
141 
/ 
Figure 9. Streamfiinction plot for simple roughness (8 hump) with steady, laminar 
flow at 0° angle-of-attack (/fc/ = 1000). 
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Figure 10. Wall vorticity for simple roughness (8 hump) at 0° angle-of-attack and 
Rci = 1000 (as shown in Fig. 9). 
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Figure 11. Schematic diagram of Bragg, et al.'s (1995) 1/4" roughness applied to the 
parabola surface. Also shown is a typical grid used for the unsteady, vor-
tex-shedding - 1001x201. 
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Figure 12. Comparison of 1/4" roughness at different Re^ values (streamfiinction 
contours). 
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Figure 13. Instantaneous streamline results from Pauley, et al.(1990) for two-dimen­
sional separation on a flat plate with vortex shedding. 
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Figure 14. Vortex shedding for the 1/4" roughness at Re^ = 1.25x10^ (vorticity con­
tour plot). 
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Figure 15. Turbulence intensity (%) contours for the 1/4" roughness model at Re^ = 
1.25x106. 
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Figure 16. Wall vorticity just downstream of the 1/4" roughness for Re^ = 1.25x 10® 
at t = 20 and t = 60. 
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Figure 17. Plot of u during an unsteady run with the 1/4" roughness at = 
0.75x106. 
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Figure 18. Plot of u during an unsteady run with the 1/4" roughness at Re  ^= 
1.25x106. 
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Figure 19. A time history of turbulence intensity profiles at = 3.14 (x/c = 
0.05) for 1/4" roughness with Re^= 1.25x10®. 
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Figure 20. Turbulence intensity profile comparison to the experimental work of 
Bragg, et al. (1995) for the 1/4" roughness at x/c = 0.05. 
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Figure 21. Schematic diagram of the roughness locations used for the roughness 
Reynolds number {Re,^ calculations. 
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Figure 23. Streamfunction plot for '^int A" in Fig. 22, showing steady, laminar 
flow. 
156 
Streamfunction contours 
Vorticity contours 
Figiire 24. Streamfunction and vorticity contours for **point B" in Fig. 22, showing 
unsteady, vortex shedding. 
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GENERAL CONCLUSIONS 
In this study, a numerical investigation is conducted to examine the impact of sur­
face roughness on external viscous flows. The focus of this study is on different types 
of airfoil leading-edge roughness and how this surface protuberance interacts with the 
external flowfield. Various flow regimes are used to simulate different freestream con­
ditions, including both steady and unsteady flow at a constant angle-of-attack or in 
pitch-up. The surface roughness geometries are also varied, incorporating both small-
scale and large-scale surface roughness. A majority of the surface roughness is charac­
teristic of early-growth ice accretion. This work examines several complex flow phe­
nomena when surface roughness is present, including the laminar separation 
mechanism, leading-edge flow separation, stall characteristics, and vortex shedding. 
Summary of Findings 
In the initial part of this study, the effects of small-scale roughness on laminar sep­
aration are investigated using an interacting boundary-layer algorithm. The focus of 
this work is whether the roughness can impact the position of the laminar separation 
point. The results show that this type of small-scale surface roughness can signifi­
cantly alter the characteristics of laminar separation. Specifically, surface roughness, 
fully contained within the boundary layer, can shift the separation point upstream of 
the original location. The movement of the separation point is dependent upon the 
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roughness height and wavelength. The laminar separation mechanism appears to have 
little dependence on the actual length of the roughness region, but instead depends 
strongly on the placement of the disuibuted roughness. 
Chapter 3 documents the second part of this work, which is to examine the effects 
of leading-edge roughness on the formation of the dynamic stall vortex. A two-dimen-
sional Navier-Stokes algorithm is used to investigate unsteady flow past a pitching air­
foil with leading-edge surface roughness that is characteristic of early-growth ice 
accretion. A pitch-up maneuver of the leading edge is used to generate the dynamic 
stall conditions. This investigation produced several key findings in the area of rough­
ness interaction with unsteady viscous flow; 1) small-scale surface roughness (height 
that is below the incoming boundary layer) affects the secondary separation mecha­
nism in the dynamic stall process and 2) the large-scale roughness that simulates lead-
ing-edge glaze ice accretion can significantly alter the inception time for the formation 
of the dynamic stall vortex. 
The final part of this study involves numerical prediction of unsteady flow with 
vortex shedding past large leading-edge roughness, which is modeled to simulate sur­
face ice geometries after a short ice accretion time. This investigation also uses the 
two-dimensional Navier-Stokes algorithm that is used in the dynamic stall work. The 
leading-edge surface roughness is constructed to match experimental studies of a sim­
ilar nature. The objective of this portion of the work is to assess the capabilities of the 
Navier-Stokes algorithm in predicting laminar and transitional flow in the leading-
edge region with surface roughness present. Preliminary results indicate that the algo­
rithm is applicable for the investigation of initial transition phenomena for the rough­
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ness geometries considered in this work. Specific findings include 1) adequate grid 
resolution is required to capture the small-scale fiow structures found in roughness-
induced vortex shedding and transitional flow, 2) the two-dimensional Navier-Stokes 
code can produce a gross estimate of turbulence intensity in the transitional flow 
region, 3) the results indicate that the vortex shedding downstream of the roughness 
correlates to roughness-induced transitional flow, and 4) the two-dimensional simula­
tion is sufficient to predict the critical roughness Reynolds number for the leading-
edge roughness geometries that are examined. 
This study provides several computational tools for the investigation of surface 
roughness effects in various flow regimes and offers several key findings on the inter­
action between surface roughness and external viscous flows. But there are still many 
questions unanswered and a great deal of research is needed to gain a fiill understand­
ing of the impact of surface roughness on fluid flow 
Future Work 
With the encouraging results obtained firom the two-dimensional Navier-Stokes 
work presented in this study, the logical extension is to move the analysis to three-
dimensional flow. Though there are many research topics to still be addressed in the 
near future with the two-dimensional algorithm, this section will focus on possible 
fiiture work in the three-dimensional flow area. 
• Construct a full three-dimensional Navier-Stokes algorithm using a vorticity-
streamlike function formulation 
• Investigate flow past a flat plate with simple three-dimensional surface roughness 
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• Implement a parallel algorithm for the full three-dimensional Navier-Stokes equa­
tions, which will offer reasonable run-times for the required grid resolution 
• Alter the simple roughness geometry to simulate a local section of three-dimen­
sional ice accretion 
