We propose to define the complexity of an ecological model as the statistical complexity of the output it produces. This allows for a direct comparison between data and model complexity. Working with univariate time series, we show that this measure 'blindly' discriminates among the different dynamical behaviours a model can exhibit. We then search a model parameter space in order to segment it into areas of different dynamical behaviour and calculate the maximum complexity a model can generate. Given a time series, and the problem of choosing among a number of ecological models to study it, we suggest that models whose maximum complexity is lower than the time series complexity should be disregarded because they are unable to reconstruct some of the structures contained in the data. Similar reasoning could be used to disregard models' subdomains as well as areas of unnecessary high complexity. We suggest that model complexity so defined better captures the difficulty faced by a user in managing and understanding the behaviour of an ecological model than measures based on a model 'size'.
Introduction
The increasing complexity of ecological models is a growing concern in the modelling community. Ecological models are used to integrate and process knowledge from different parts of the system, and in doing so allow us to test system understanding and generate hypotheses about how the system will respond to particular actions via virtual experiments. However, as we strive to make our models more 'realistic', the more parameters and processes we include. With increased model complexity we are less able to manage and understand model behaviour. As a result, the ability of a model to simulate complex dynamics is no more an absolute value in itself, rather a relative one: we need enough complexity to realistically model a process, but not so much that we ourselves can not handle. From a practitioner's perspective, this can be rephrased as: "how complex a model do I need to use in order to study this problem with this data set?". In this work we propose some steps that begin to address this issue.
Clearly, an answer to the above question requires a definition and a measure of complexity. Importantly, it also requires the measure to be equally applicable to the model and to the data, since some sort of comparison is necessary. Often in the modelling community (both inside and outside ecological studies) complexity is seen as somehow related to a model architecture, that is, there is a notion of some sort of monotonic relation between complexity and model 'size', where size accounts roughly for dimensionality, connectivity, number of interacting processes, etc. It is indeed reasonable to expect that an extra factor/dimension may potentially increase the effective space available to the model's state space trajectory. Similarly, it is reasonable to expect that an extra link between model components may potentially increase the level of feedback loops in the dynamics. Nevertheless, the relation between complexity and model 'size' needs to be considered carefully since we may expect a model to behave very differently in different areas of its parameter space; this clearly defies the idea of relating complexity to model 'size' as well as of assigning a single measure of complexity to a model. These considerations lead us to focus on a view of complexity which is more related to a model's dynamical properties, rather than its architecture. Ideally, we would like to develop a tool which answers the following two questions:
• what is the maximal dynamical complexity a given model can generate?
• what kind of different dynamical behaviours can a given model generate?
To help clarify and set upfront the thread of this work, let us suppose we did have such tool and describe how we would use it. The scenario we consider is one in which we measured a time series of a component of an ecological process and we need to choose among three different models M1, M2 and M3 of different levels of sophistication/realism. We seek the best compromise between complexity and manageability in order to answer the practitioner's question "how can I check if this model is appropriate to study this problem with this data set?". We envisage the following approach:
1) we calculate the maximum complexity M1, M2 and M3 can generate (call it ; then we can deduce that there are some structures in the time series T which model M1 is not able to reproduce. This does not necessarily refer to specific values in T, as much as to some of its dynamical properties; we thus disregard model M1;
; then both models M2 and M3 are able to reproduce the dynamics in the time series. However, M3 seems to be unnecessarily complex, since it is much more complex that M2, whose maximum complexity is already sufficient to analyse T. The extra complexity in M3 does not seem necessary for this modelling exercise, and, depending on our purpose, we may or may not decide to disregard M3; 5) further, suppose model M2 behaves differently in different areas of its parameter space, with
..... < < < < . Then we may limit our analysis to the areas c..f since the dynamical properties of subdomains a and b do not allow us to capture all the structures in T. 6) we thus have been able to restrict our analysis to one (or two) model, and, within this model, to a subdomain of its entire parameter space.
Our approach to develop the tool to enable such analysis is the following:
• first, among the many different measures of complexity available in the literature, we adopt the statistical complexity defined in Crutchfield and Young (1994) , which is commonly applied to time series analysis. Then, we define the complexity of a model as the complexity of the time series it can generate. In the first part of the paper we give a rationale for choosing this particular measure of complexity and for associating model complexity to time series complexity.
• Second, we show that this measure is able to detect areas in the model parameter space with different dynamical behaviours. Also, we show that this can be achieved in a sort of 'black box' approach, in which we do not need to specify what feature of the dynamics we wish to detect. We test the potential of this method against a number of analytical results.
• Finally, we search the model parameters space in order to establish the maximum statistical complexity the model can generate. As a by-product of this search, we visualise the extensive sampling of the parameter space in order to roughly partition it into areas of different dynamical behaviour.
We conclude with a careful discussion of the limitations of the current method and with a sketch for future developments.
This approach combines the use of several algorithms and tools, a detailed description of which would not only result in a very long paper but also obscure the overall thread of the method. Consequently, we limited our discussions to the components which are most relevant to the method or less common in the ecological modelling literature, while we refer the reader to the related literature for more details.
Statistical complexity
In the information theory literature the concept of complexity is closely related to predictability and in particular to the amount of information required (difficulty) to achieve optimal prediction. One of the first and most popular attempts to characterise this idea is Kolmogorov's algorithmic complexity (also called Kolmogorov-Chaitin complexity, see Li and Vitányi, 1997 and Chaitin, 1969) . Given a time series, this is defined as the length (in bits of information) of the minimal program which can reproduce the time series. According to this definition, a fully periodic time series has low complexity since a very short program (which stores 1 period and outputs it indefinitely) can reproduce the entire time series exactly. Departures from periodic behaviour towards randomness would require programs of increasing length and consequently display increasing algorithmic complexity.
In relation to our work it is important to notice the following: first, a time series and a model (minimal program) which can reconstruct it are used interchangeably in the definition of complexity. On this very idea we base our definition of ecological model complexity. Second, according to Kolmogorov's definition, a fully random time series has maximum complexity, since the only program which can reproduce it is a program which stores and outputs the time series itself (a random time series is, by definition, not predictable and consequently not compressible). This somehow contradicts our intuition about complexity, which is usually seen as something in between order and randomness. Finally, this definition does not come with a tool for its computation, since we can never ensure the model of a time series is of minimal length (see Chaitin, 1982 for a formal proof).
To circumvent some of these problems, Crutchfield and Young (1994) propose that complexity is characterised by the amount of information needed to perform useful "statistical" prediction. In other words, they seek to achieve a prediction which captures the statistical properties of the time series, rather that the exact time series itself. As in the case of Kolmogorov's complexity, little information is needed to capture the statistical properties of a simple periodic function. Unlike Kolmogorov's definition though, very little information is needed to statistically reproduce a random time series. Since the time series is random, and it can not be predicted, no amount of memory (effort) can help improving our predictive ability, i.e., an 'optimal' prediction can be performed with zero memory (there is no point in storing the outcomes of roulette draws to bet on the next draw). So we have a definition of complexity which captures our intuition that very simple, as well as fully random time series, have low complexity and that processes in between ('at the edge of chaos') have high complexity. The main strength of this definition is that it also comes with a procedure to calculate it numerically. This results from an algorithm (Causal State Splitting Reconstruction, CSSR, Shalizi et al 2004) which can provably reconstruct the minimal model able to capture the statistical properties of the time series 1 . The approach is summarized in the following: 1) take a symbolized time series, that is a time series whose values are restricted to a finite alphabet (in the Discussion we will address the implications of this limitation); 2) run the CSSR algorithm to reconstruct the causal states of the process and their transitions (usually called an ε-machine); this represents the minimal model able to reproduce the time series statistically; 3) calculate the entropy of the causal states, which measures the uncertainty in predicting the next state of the system, given the information on its past behaviour and can be seen as a measure of the amount of memory in the system (in bits) which does a useful job in prediction; this entropy is the statistical complexity of the time series (or, equivalently, of the minimal model which reconstructs it). We refer the reader to Shalizi et al (2004) for further details.
Statistical complexity of ecological models
There are examples in the ecological literature of the application of information theory measures to time series. For example, Fath et al (2003) and Mayer et al (2006) use Fisher Information to infer regime changes in dynamical behaviour. Similarly, there are pieces of work aimed at inferring relative roles of determinism and stochasticity in ecological time series (e.g. Hsieh et al, 2005, Ellner and Turchin, 2005) . The Statistical Complexity we employ in this work accounts for both of the above measures and allows us to more readily assess whether models capture the dynamic characteristics of data and to investigate the sensitivity of model dynamical behaviour to changes in model assumptions.
In this section we propose a way of extending the concept of statistical complexity to ecological models by employing the CSSR algorithm. The idea is summarized in Figure 1 : 1) take a point P in the model parameter space and run the ecological model with initial conditions and parameters defined by P in order to obtain a time series T of interest (step a in Figure 1) ; 2) employ the CSSR algorithm to reconstruct the ε-machine from the time series (i.e. the minimal model able to reproduce the time series statistically) (step b); 3) calculate the entropy of the ε-machine in order to define the statistical complexity of the time series/epsilon machine (step c); and 4) assign the value of the statistical complexity to the ecological model parameter space at point P (step d).
The rationale for this approach is that we can define an informal equivalence between the ecological model at point P and the ε-machine so reconstructed, since they both (statistically) reconstruct the time series T. It is thus clear that the complexity of the model may vary depending on the model's parameters and initial conditions. Ideally, given a set of time series produced by model runs generated from different parts of parameter space, we'd like to detect regions of similar dynamical behaviour, using estimates of statistical complexity as our measure of similarity (estimated from ε-machines for each time series).
In order to see whether this approach is feasible we first need to answer two questions:
1) can the statistical complexity discriminate between areas of different dynamical behaviour? 2) Can this discriminatory power define a rough partition into areas of different dynamical behaviour?
We address these two questions in the following sections.
Detecting different dynamical behaviours
In this section we explore whether the approach described above can be used to discriminate between the different dynamical behaviours displayed by an ecological model. Because our ultimate intent is to apply the method to very different models, we would like to achieve a 'blind' (black-box like) discrimination, without needing to specify what features of the dynamics we are interested in.
In the previous section we have established an informal equivalence between an ecological model with specific initial conditions, the time series it can generate and, via this time series, with the ε-machine reconstructed via the CSSR algorithm. This suggests that in order to detect different dynamical behaviours, we may work on either the ecological model, the time series or the ε-machine. Because of its minimality properties, it seems convenient to focus on the ε-machine. We thus say that the dynamical behaviour of the ecological model at two different locations in the parameter space is similar if the corresponding ε-machines are 'similar'. This rationale is simple: if two ε-machines are similar, the process' states and transition probabilities are similar and so are the dynamical behaviours.
We thus need a criterion to determine the similarity of two ε-machines. The most obvious approach would be to design a metric based on the ε-machine's causal states and the transition probabilities. Unfortunately this is not a trivial task, since different ε-machines may have different numbers of causal states and it may be hard to establish a relation between similar states in different machines (see Ray, 2004 , for more details). Consequently, in the rest of the paper we employ the difference in statistical complexity as an approximate measure of similarity between two ε-machines.
The Test Case. We test the idea against known theoretical results. We employ an NPZ model as described in Edwards & Brindley (1999) (EB99 in the following). A brief description of the specific equations used, the list of parameters and their ranges can be found in Appendix A. Edwards & Brindley studied the dynamical behaviour of this NPZ both analytically and numerically. They aimed to analyse how the trajectories in state space vary for different values of the control parameters. In particular they showed the existence of bifurcations at locations where the orbits change abruptly from a stable steady state to a unstable limit circle, implying an oscillatory behaviour in N, P and Z. They analyse the location Hopf and fold bifurcations in a set of 2D plots in which the effect of varying a number of parameters versus variation in the predation on Z is studied (EB99, Figure 4 ).
The method. Here we ask whether the statistical complexity is able to detect such bifurcations. The ε-machine of a time series with a stable fixed point limit has a single state and consequently its statistical complexity (the entropy of the causal state) is zero. The ε-machine of a time series with a limit cycle, or more complex dynamics, has more states and consequently a higher statistical complexity. This suggests a computational method to detect bifurcations in cases for which these can not be detected analytically:
1) select a 'default' set of input parameters and define this as 'baseline' behaviour; in this test, such a baseline corresponds to a predation rate on Z equal to zero and all other default values in Table 1 . 2) Run the ecological model with the default parameters, generate a time series of Phytoplankton behaviour and calculate a default value for the statistical complexity. Call this
Vary smoothly each of the parameter within suitable ranges,
where ε AM is the anomaly measure for ecological model parameters ε is the ε-machine for the default setting. Clearly, AM measures the departure of the dynamical behaviour of the ecological model from the "default" dynamics for different input parameters.
The result can be seen in Figure 2 , in which we reproduce some of the plates in EB 99 Figure 4 and we compare them to the bifurcations detected via the statistical complexity. As can be seen, a good match is found for each plot (the same results were obtained for all the plates in EB99 Figure 4 , but are omitted for conciseness).
The next question we ask is whether other dynamical behaviours are possible in the model under study. Figure 3 shows an application of this approach to a simple case in which we study K=2 parameters; in particular we analyse the maximum P growth rate represented as the ratio a/b (between 0 and 3, Y axis) versus the respiration rate of Z (X axis), which is a colour version of plate a in Figure 2 . In Figure 3 more than 2 values of the statistical complexity are found, as displayed by the different levels of gray in the image. We also show the 3D delayed coordinate representations of the time series corresponding to seven points on the plot. The time series corresponding to the grey areas in the plot have statistical complexity equal to 1. However, we can see a small area in the centre of the plot (in white) which displays higher statistical complexity. Notice that this area of high complexity is outside the range of plate a in EB99 Figure 4 . The 3D delayed coordinate representations corresponding to this location also indicate a limit cycle, however in this case more than 2 states are responsible for this cycle. This is due to the fact that the oscillations in the time series are not as regular as in the previous case and consequently more than 2 states are present in the ε-machines. In this case the statistical complexity is approximately 4, which means that 4 bits of information are needed to carry out an optimum prediction.
To summarise this section, we can say that the ε AM can detect the locations of main bifurcations in the EB99 model under different initial conditions and parameters, and that it is not necessary to specify a priori which dynamical features should be analysed in order to detect changes in dynamical behaviour. This suggests a positive answer to the first question at the end of the section "Statistical complexity of ecological models". We now turn to the second question: "Can this discriminatory power define a rough partition into areas of different dynamical behaviour?"
Complexity Map
The plot in Figures 3 represents a fairly dense sampling of a 2D section of the NPZ model parameter space. Ideally, we would like to sample the entire high dimensional space in a similar fashion. The 'curse of dimensionality' makes this approach computationally infeasible even for relatively low dimension models. In Boschetti (2004) and Boschetti et al (2002) we have explored the use of the stochastic sampling inherent in some numerical optimisation techniques in order to visualise a rough mapping of a dynamical problem parameter space. Here we propose a similar approach: 1) we cast the calculation of the maximum statistical complexity of a model M ( Kohonen, 2001) . A SOM maps vectors in a highdimensional space into a lower dimensional space (2D in our case) by respecting the vector neighbourhood topology, that is, by plotting along side points which are close in the original high-dimensional space. A SOM gives a rough idea of the high dimension space structure as well as of the clusters in the data. 7) By analysing the SOM we attempt to determine, visually, whether domains of different dynamical behaviour are present in the parameter space and which parameters affect the different dynamical behaviours the most.
We use the same NPZ ecological model employed in the previous tests. We limit our parameter space to 6 dimensions by analysing the parameters marked with an asterisk in Table 1 . After running a number of numerical inversions as described above and combining the results, we obtain K=25000 samples of the parameter space. The highest value of the statistical complexity found is 3.67 bits; this is the value we assign to max M C . We thus feed the 6*25000 matrix P to the SOM to obtain a rough map of the parameter space. Figure 4a displays the SOM u-matrix which is a measure of the average distance between grid points in the 2D SOM. It is important to understand that the X and Y axis of the SOM do not carry any physical meaning. The 2D image should merely be seen as an area over which we map the points from the original 6D space, ordering them in such a way that topological relations are maintained as well as possible (Kohonen, 2001 ). In the SOM u-matrix, blue maps small distances, which should be interpreted as mapping points which lie close to one another in the original 6 dimension parameter space. They thus correspond to clusters in the original data set. Red maps large distances, that is, points far away from one another in the original 6D space. These represent 'ridges' dividing clusters. Figure 4a suggests the presence of roughly 4 clusters: 1) cluster 4 is divided from the rest of the map by a main, almost vertical, ridge; 2) clusters 1 and 2, which are the main clusters found by the SOM, are characterised by a fairly large and almost flat surface; 3) and a group of clusters which, for convenience of description, we grouped as cluster 3, roughly parallel to the main ridge.
In the following we limit our discussion to these 4 main features. The inaccuracies and distortions inherent in mapping a high dimensional space to 2D, in our opinion, do not allow reliable analysis of finer details in the SOM.
The samples used to build the SOM come from our parameter space search. The purpose of the search was to find areas of high complexity values, so our search was inherently biased towards areas of high complexity. Since it is reasonable to expect that clusters correspond to densely sampled areas, we may also suspect that clusters correspond to areas of high complexity. Similarly, we may suspect that ridges correspond to areas of low complexity. This is confirmed by Figure 4b . Here we can see the statistical complexity values mapped over the SOM 2 . The 4 clusters discussed above are clearly characterised by high values of statistical complexity (red) and are separated by areas of low statistical complexity (blue).
A number of important conclusions can be drawn. Figure 5 shows the values of each of the 6 parameters at each location over the SOM map. For each plate, blue and red map the minimum and maximum allowed values, respectively, as per Table 1 . They show how each dimension has been distorted in order to accommodate the point in 2D. They tell us what contribution each dimension gives to the clusters under analysis and thus to the NPZ model statistical complexity. Of note are the following observations: 1) parameters k and alpha (plates a and f) appear to peak roughly where the ridges are located in Figure 4 and where some of the low statistical complexity areas are located in Figure 5 . It is thus reasonable to suggest that low values for k and alpha generate high statistical complexity and high values generate low statistical complexity. This seems to be party confirmed by the plots in how its trend is roughly perpendicular 3 to the main ridge and to cluster 4 in Figure 4a , which probably is the reason why cluster 4 is much smaller in size.
Discussion
Complexity is not currently a well defined concept, either in ecological modelling, computer science or mathematics. Several definitions are available (extensive references can be found on line at http://cscs.umich.edu/~crshalizi/notebooks/complexity-measures.html and http://bruce.edmonds.name/combib) and different users may perceive complexity differently, depending on the problem at hand. The method we propose is based on a fairly rough sampling of a potentially very high-dimensional space, with the use of models which may require heavy computation. Also, we use a set of tools/algorithms (ecological model, CSSR, search algorithms, symbolisation procedure, SOM) most of which are still at a research stage, which implies that the overall procedure can not be stronger that the weakest of these tools. It is thus clear that the approach we propose needs to be seen as a first step towards a definition of complexity of ecological models and further work is necessary to improve and assess its potential. Some of the most relevant issues are:
1) The characterisation of the complexity of an ecological model should not be seen strictly as a criterion to choose which model to use, but rather as a criterion to disregard unsuitable models. This difference is important. We do not suggest that matching the value of the complexity between model and data would indicate a correct fit. What we are suggesting is that a model which is not able to generate sufficient complexity will not be able to capture complex structures in the data. Conversely, a model which is able to produce enough complexity may or may not be able to reproduce the structures we are interested in and consequently may or may not be appropriate for studying a specific data set. 2) Models of completely different physical/ecological processes (a chaotic oscillator, human heart pulsation and fish population fluctuations) may very well have similar complexity, but clearly are not equally suited to analysing the same data set. Our analysis assumes that the user has chosen an ecological model which is realistic and suitable for studying the process at hand. 3) It could be argued that some delay-coordinate embedding technique (Takens, 1981, Kantz and Schreiber, 1999) could be used to establish the dimensionality of a time series and somehow relate this to the optimal model dimensionality. This could enable us to find a measure of complexity which is applicable to both data and model and which may appear to be more closely related to model 'size'; the technique we discussed here does belong to the delay-coordinate embedding family and can be seen as an attempt to discretise the state space in order to simplify the detection of the state transitions (for a nice discussion see Ray, 2004 Ray, , p. 1118 . However, no simple relation exists between the dimensionality of a model (determined by the ecological control parameters) and the embedding dimension of a time series. It could be quite difficult, therefore, to derive a criterion that helps reduce the number of input parameters as a function of the embedding dimensions. 4) Reliably sampling a high dimensional space is beyond current computational tools. Models controlled by thousands of input parameters may simply not be suited to the analysis we propose. For smaller size problems, we are less pessimistic for a number of reasons. First, the parameter space of 'real world' problems is generally fairly smooth, or at least much smoother than the perversely complex surfaces often employed for search algorithms benchmark tests. An interesting analysis of this subject can be found in (Cheeseman et al., 1991) and our fairly extensive experience seems to confirm this (Boschetti and Moresi, 2001, Wijns et al, 2003) . Secondly, we should consider that the characterisation of a model complexity map needs to be done only once and then stored for future use. In practise, an ecological model could be set up in such a way that every time it runs (for whatever purpose), the location of the point P in the parameter space and the statistical complexity are stored in an ever increasing data base, thereby potentially improving our parameter space sampling and the resulting understanding of the model complexity over time. 5) Does the complexity of the ecological model so defined capture our intuition of model complexity? The statistical complexity measures the amount of information needed in order to make a useful prediction of the future time series behaviour given information about its past. This is a measure of how difficult it is to predict or model the time series. With a slight abuse of terminology, a rough analogy would be as follows. Consider the difficulty encountered by a modeller attempting to predict/guess the model behaviour at a particular point in the parameter space. For a very complex model, a user will find it difficult to guess how the model will behave at a certain point in the parameter space even given expert knowledge of the model itself, since the dynamical evolution of the actual time series is complex (i.e. difficult to predict stochastically). In our opinion, this is a better view of model complexity than 'size', though in some cases the two may be related. 6) It is reasonable to ask whether some simpler statistical measure, like the variance of the time series for example, would be able to perform as well as the statistical complexity on these sorts of problems. The statistical complexity extracts more information from a time series than the simple variance, since it analyses the way the samples follow one another in the time series, that is their dynamical evolution, rather than a mere departure from a mean, in which time information is lost. The importance of this difference is clarified with the help of Figure 6 . On the left hand side, we see the delayed coordinate plot of a steady state time series to which has been added white noise with maximum amplitude of 0.15 units. On the right hand side, we see a limit cycle time series, with statistical complexity equal to 1, to which we imposed external forcing and added white noise with maximum amplitude of 0.05 units. As a result, the 2 time series are characterised by the same variance, as shown by the spread of points in the delayed coordinate plots. However, their statistical complexity varies considerably, being zero for the left hand size time series (which is obviously random) and 5.5 for the time series on the right hand side. 7) An important issue for practical applications is how noise in the time series affects the calculation of the statistical complexity. The example in Figure 6 shows that what is important is not only the amount of noise, but also its statistical features: random noise did not alter the complexity of the steady state time series but did change the statistical complexity of the limit cycle time series considerably. Crucially, the effect of noise is strongly linked to the working of the symbolisation process: depending on how the measured samples are discretised, the effect of noise can be either considerably reduced (Daw et al, 2003) or enhanced. A considerable amount of research is currently carried out on this issue (see Kennel et al, 2003 for example) and extensive tests to evaluate the effect of noise on calculation of the statistical complexity need to be undertaken. 8) With regards to the previous point, it is important to notice that effectively the measures we employ in the present paper are relative, not absolute. For a pragmatic application of the method, it matters not whether the statistical complexity accurately measures the amount of memory required to make an optimal prediction, rather it matters how the time series complexity compares to the model complexity, and how different is the complexity of the model in different areas of the parameter space. It is this difference, rather than the exact value of the statical complexity, which we believe has relevance in the study of ecological model complexity.
Conclusions
We have outlined an approach to mapping the complexity of the behaviour of ecological models. We have applied this approach to a simple, well-known ecological model for which there are published results, against which we have compared our calculations. For such a system, conventional bifurcation analysis techniques are sufficient to map the range of dynamical behaviours of the model (eg. Edwards & Brindley used LOCBIF and Auto, and other packages include MATCONT, Dhooge et al 2003) while the method we presented has the potential to deal with more difficult modelling scenarios. In testing this approach on the NPZ model, we have confirmed that the technique is capable of mapping the dynamic behaviours possible in the model.
Our approach is different from conventional bifurcation analysis in the following ways:
1. there's no need to prescribe criteria for distinguishing dynamic regimes; 2. the estimated values of statistical complexity can be compared with values estimated from different models or from data; 3. it holds the promise of being applicable to systems influenced by both randomness and deterministic dynamics; and 4. the techniques making up the approach can be applied to observations, as well as model output.
Ecologists have long wrestled with the question of how to interpret and model variability in their time series. A key question is "what are the relative roles of randomness, external forcing and nonlinear internal deterministic interactions?" Statistical complexity is a powerful measure that offers the hope of bringing further insights to this and related questions. We argue that if it could be applied to ecological time series from observations and ecosystem models, we'd have the opportunity to better judge model-data consistency, to more effectively explore sensitivity of model Edwards and Brindley (1999) . The specific equations used are:
where N, P and Z are nutrient, phytoplankton and zooplankton respectively, with units of 3 − gCm . The model parameters, units and ranges are described in Table 1 . The parameter ranges have been selected by Edwards and Brindley after extensive literature review (see Edwards and Brindley, 1996, pp 351-353) . Figure 5 . Values of the 6 parameters in the SOM map. Each dimension has been distorted in order to accommodate the points in 2D. These plates can be used to discriminate the contribution each dimension gives to the clusters in Figure 4 . Figure 6 . Left: delayed coordinate plot of a steady state time series to which white noise with maximum amplitude of 0.15 units has been added. Right: limit cycle time series, with statistical complexity equal to 1, to which we imposed external forcing and added white noise with maximum amplitude of 0.05 units. The 2 time series have the same variance but their statistical complexity differs, being zero for the left hand time series and 5.5 for the time series on the right hand side.
