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ABSTRACT (SUMMARY)
OFDMA is accepted as the most appropriate air-interface for 4G OFDMA based systems by both re­
searchers in industry and academia. A major problem that arises in OFDMA based systems is inter­
cell interferenee that stems from aggressive frequency reuse and is particularly worse in cell-edge ar­
eas. Therefore, Inter-Cell Interference Coordination (ICIC) has been proposed as a promising 
method to mitigate inter-cell interference (ICI) mainly in the overlapping (cell-edge) areas o f a 
multi-cell cellular network.
The main objectives o f  this thesis are to investigate inter-cell interference in a heterogeneous sys­
tem comprising o f  both macro and femto cells, propose and evaluate less complex novel inter-cell 
interference coordination/avoidance techniques that increase both cell-edge throughput and over­
all cell throughput.
Initially, our scenario focuses on the investigation of co-channel interference in macrocell deploy­
ments. In this direction, we propose a static ICIC technique for OFDMA macrocell networks based on 
cyclic difference sets a branch o f combinatorial mathematics to minimize the inter-cell interference. 
Then, we formulate the dynamic ICIC problem in a linear way in order to minimize the complexity 
issues with the scalability o f the problem. We show that with minimal loss o f optimality, this linear 
problem can be simplified into two smaller problems i.e. the multi-user scheduling (base station) 
problem and the multi-cell scheduling (network) problem. Simulation results confirm the increased 
effectiveness of proposed ICIC schemes in both metrics (i.e. cell-edge and total cell throughput) over 
a number o f state-of-the-art (static and dynamic) interference avoidance schemes.
After, the ICIC technique is optimized to minimize the total transmit power by employing inter-cell 
and intra-cell power control without compromising the cell-edge throughput. Here, we formulate the 
multi-objective problem as a multi-dimensional knapsack problem. Our simulation results o f the pro­
posed scheme show its increased energy efficiency and user fairness compared with the state-of-the- 
art energy efficient schemes. Finally, the complexity of the ICIC problem and the need o f a centralised 
controller are further reduced in order to benefit small-cell deployments. Here, it is shown that the 
complexity of the ICIC version can be further reduced by employing a dual decomposition method 
from optimization theory. Extensive simulation results show a significant improvement o f the pro­
posed scheme compared with some distributed reference schemes in terms o f cell-edge and total cell 
throughput and thus it is a promising candidate for next generation mobile systems.
K eyw ords: Inter-Cell Interference Coordination, Interference Avoidance, Dual Decomposition.
Email: c.kosta@surrev.ac.uk
Homepage: http://personal.ee.surrev.ac.Uk/Personal/C.Kosta/
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CHAPTER 1
1 INTRODUCTION
Over the past few years, the mobile cellular industry has made tremendous progress. Nowadays it 
is estimated that there are nearly 6 billion mobile phone subscriptions worldwide, which is almost the 
world’s population [1]. By 2016, it is estimated that there will be 10 billion mobile connected devices 
around the world. Most significantly, the mobile data traffic in 2012 (885 petabytes per month) was 12 
times more than the size o f the (fixed) global internet traffic in 2010 (75 petabytes per month) [2]. 
Therefore, the rise in data traffic is expected to cause problems for some mobile operators in order to 
satisfy this new growing data demand.
Commercially, the world o f mobile communication became available just 30 years ago. Particu­
larly, the first-generation (IG ) o f mobile technology began in the early 1980s and moved to the 
second-generation systems (2G) in the 1990s. The main difference between the two generations is that 
the former is based on analog radio signals, while the latter is based on digital (with some early data 
service support). An enormous expansion emerged when the mobile telephony became digital. Gradu­
ally, higher data rates and more digital services were supported.
In comparison with their 2G predecessors, third generation systems (3G) not only offer higher 
(voice and data) capacity, but also included some additional improvements such as; enhanced security, 
simultaneous use o f speech and data service and more broadband services (internet browsing, loca­
tion-based service, mobile TV, etc). The 3G standard (also known as Universal Mobile 
Telecommunications System - UMTS) was developed by 3GPP (Third Generation Partnership Pro­
ject), which is a collaboration between groups o f telecommunications associations [4]. Note that 
3GPP2 [5] is another competing standardisation body. The former group specified the standards o f the 
3 G technology based on Universal Terrestrial Radio Access (UTRA) radio interface and it can be seen 
as an evolution of GSM technology, while the latter group standardized another 3 G technology known 
as CDMA2000, which is based on IS-95 infrastructure. The CDMA2000 is used mostly in North 
America and to some extent South Korea, Japan, India and China.
A process o f further development of the 3 G standard continued from 3 GPP with two extended pro­
tocols are as follows: the High Speed Downlink Packet Access (HSDPA) and the High Speed Uplink 
Packet Access (HSUPA) [6]. Both protocols made the “Evolved HSPA” (High Speed Packet Access) 
also known as HSPA+, which extended the performance o f 3G mobile technology. Similarly, the ex­
tensions EV-DO Rev. A and B were designed by 3GPP2 as the evolved 3G-version o f the CDMA 
2000.
_ _
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Concurrent to the HSPA+ development, the Evolved-UTRA (E-UTRA) also referred to as ‘Long- 
Term Evolution’ (LTE), was standardized based on a new air interface (i.e. OFDMA). Although LTE 
is often branded as 4G, the first release o f this technology did not ftilfil the IMT-Advanced require­
ments for 4G systems -  only LTE-Advanced (LTE-A) can be therefore assumed as a formal candidate 
of 4G systems [7]. However, because both these evolved 3G technologies (LTE and WiMax) may pro­
vide a substantial level o f improvements with respect to the initial 3 G release, therefore they can be 
considered as milestones in 4G standardisation.
The 4G cellular networks are available in the UK initially by Everything Eveiywhere and for the 
rest operators are planned later in 2013 [8]. It is important to note also that a number of 5G projects 
has begun recently to unveil the new capabilities and capacity limits o f next wireless mobile technol­
ogy (i.e. the 5G) [9].
1.1 Motivation and Research Objectives
The inherent impairments of communication channels in wireless systems pose constant chal­
lenges to meet these envisioned targets. In order to deal with the high cost and scarcity o f a suitable 
radio spectrum, higher spectral reuse efficiency is required across the cells, inevitably leading to 
higher levels of interference. The interference is experienced primarily across two domains, namely, 
intra-cell and inter-cell interference. The intra-cell interference can effectively be mitigated in systems 
based on orthogonal frequency division multiplexing (OFDM), which is based on appropriate physical 
layer design (e.g. appropriate cyclic prefix length) and good orthogonality of sub-carriers. On the 
other hand, there is considerable inter-cell (co-channel) interference from reusing the same frequency 
channels between neighbouring cells.
Each new mobile cellular system generation may provide a breakthrough in maximum user data 
throughput. However, no wireless system so fa r  has guaranteed an achievable high data rate fo r  the 
most disadvantaged members o f  the network, namely, cell-edge users. In such interference-limited 
systems, cell-edge users experience not only a high propagation loss in their own cell, but also they 
receive considerable inter-cell interference from the neighbouring cells.
Furthermore, in order to meet the exponential growth in the number o f communication devices 
which have set out over the past decade, a huge mass o f secondary small-cell systems (femtocells, 
picocells) is expected to be deployed [10]. However, their heterogeneity will cause higher inter-cell 
interference if  their operation is not coordinated. Therefore, investigation o f inter-cell interference 
mitigation techniques is urgently required. On the contrary, to the conversional macrocell base station, 
the femtocell is a low-power indoor small cell and is based at the user’s premises, which is back- 
hauled through a fixed broadband.
With these motivations, we define our prime objective o f this study as follows:
“Propose and evaluate less complex novel inter-cell interference coordination/avoidance tech-_ _
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niques that increase both cell-edge throughput and overall cell throughput fo r  a heterogeneous 
system comprising o f  both macro andfemto cells”.
Accordingly, more specific objectives o f this study were as follows:
>  Investigate and quantify the severity o f inter-cell interference among femto and macro cells
>  Design and implement a semi-centralised framework for ICIC for both macrocell and femto­
cell.
>  Design and implement a distributed framework with the minimum use o f the centralised net­
work entities for ICIC purposes.
In the course o f this study, a range of intuitively appealing and feasible interference coordination 
algorithms will be proposed, analyzed and modelled by system-level simulation in line with 3GPP 
LTE/LTE-A specifications [10]. Our expectation is that this investigative study will provide an invalu­
able understanding of the tradeoffs coupled with interference avoidance/coordination techniques and 
will further the state-of-the-art beyond what is achievable today. In order to employ ICIC techniques 
to heterogeneous communication systems, many challenges and constraints will need to be considered 
including implementation complexity, energy efficiency, signalling overheads.
1.2 Scope of this Study
In this study, some fundamental assumptions are considered valid as follows:
• Downlink Transmission - The scope o f this study is limited to the downlink (i.e. transmission o f 
the desired signal from a base station to a user terminal).
• Single Input Single Output (SISO) model - In the 3 GPP LTE study item, specifications assume the 
support for advanced antenna techniques -  MIMO (Multiple Input and Multiple Output) -  but this 
research for simplicity reasons is limited to SISO to reduce the overall complexity involved. All 
our proposed scheme can be easily extend to support MIMO techniques.
• Frequency Division Duplex (FDD) - The 3GPP has proposed two modes o f transmission for LTE 
cellular systems, i.e. Time Division Duplex (TDD) and Frequency Division Duplex (FDD). This 
study considers only FDD mode which is widely used. However, it can be extended to TDD with­
out many modifications.
• Perfect Channel Quality Information- It is assumed that the signalling information and the chan­
nel information status are transmitted over a reliable control channel to the transmitter. 
Consequently, the effects of erroneousness are not taken into account.
• Full Buffer traffic model -  We assume that there is a constant demand for downloading data on 
behalf o f the served users.
• Traffic elasticity -  Although the problem of ICIC is presented in a generic way, the major focus of
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this work will be on delay-tolerant (elastic) traffic such as browsing. Another reason is that inelas­
tic services may add time restrictions in the user scheduling and may influence the channel 
diversity and the performance gain of the proposed scheme. Therefore, inelastic traffic such as 
video streaming is not considered here but it can be one of the future research topics.
• All developed schemes and ICIC techniques in this study are based on LTE /LTE-A  wireless sys­
tems. However, most o f the ICIC techniques apply equally well to other OFDM technologies 
without significant modification unless otherwise mentioned.
1.3 Overview of Original Contributions
This thesis focuses on the ICIC of interference-limited HetNet systems in DL. The main contribu­
tions o f this thesis wrapped against publications can be summarized as follows:
• A proper categorization of state-of-the-art interference avoidance/coordination schemes has been 
outlined as well as a holistic comparison in terms of cell-edge and total cell throughput.
• C. Kosta, B. Hunt, A. Quddus, and R. Tafazolli, “On Interference Avoidance through Inter- 
Cell Interference Coordination (ICIC) based on OFDMA mobile systems”, IEEE  
Communications Surveys & Tutorials, vol. 15, no.3, pp. 973-995, 3'^ '^  Quarter 2013.
• A state-of-the-art system-level simulator based on LTE, has been extended for modelling LTE 
HetNets as well as for conducting a fair performance comparison and evaluation of the state-of- 
the-art interference avoidance/coordination schemes.
• The co-tier (macro-to-macro interference and femto-to-femto interference) and cross-tier (macro- 
to-femto interference and femto-to-macro interference) interference is quantified in several differ­
ent scenarios in HetNets. This study highlights the need for proper inter-cell interference 
management in co-tiers scenarios where it is shown that interference mitigation is highly needed.
• A static interference avoidance scheme is proposed for the macro cellular networks based on or­
thogonal cyclic different sets from a combinatorial branch of mathematics which can increase 
both the cell-edge throughput over the state-of-the-art interference avoidance schemes and the to­
tal throughput (comparing with reuse-1 scheme).
• C. Kosta, A. Imran, A. Quddus, and R. Tafazolli, “Flexible Soft Frequency Reuse schemes for 
heterogeneous networks (macrocell and femtocell)”, 2011 IEEE 73"'^  VTC Spring, vol., no., 
pp. 1-5, May 2011.
• A low-complexity semi-centralised ICIC fi-amework is formulated in a linear way which is valid 
for both macrocell and femtocells. In the case of femtocells, a local gateway (LFGW) is em­
ployed in order to coordinate the radio resources in different HeNBs. It is shown by simulation 
results that the gap o f the semi-centralised over the centralised algorithm is insignificant.
• C. Kosta, B. Hunt, A. Quddus, and R. Tafazolli, “A low-complexity distributed Inter-cell_ _
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Interference Coordination (ICIC) Scheme for the emerging multi-cell HetNets”, IEEE 
VTC 2012-Fall, vol., no., pp. 1-5, Sep. 2012.
• An improved ICIC scheme for multi-cell environments is proposed on top o f the semi-centralised 
framework. We quantify the performance improvements o f multi-cell and multi-user scheduling in 
terms o f cell-edge and total cell throughput metrics. Simulation results confirm the increased ef­
fectiveness o f the proposed ICIC scheme in both these metrics over a number o f state-of-the-art 
dynamic interference avoidance schemes. Through this improved ICIC scheme, we were able to 
calculate the performance o f the ICIC technique by mitigating all potential interfering eNBs. We 
find that the ICIC technique can achieve a gain o f more than 4X the cell-edge throughput and 
1.4X the total cell throughput over the reuse-1 reference scheme.
• C. Kosta, B. Hunt, A. Quddus, and R. Tafazolli, “Improved formulation on Inter-cell 
Interference Coordination (ICIC) for OFDMA multi-cell systems”, IEEE 19*^  European 
Wireless Conference (EW 2013), vol., no., pp. 1-5, Apr. 2013.
• An energy-efficient ICIC technique is proposed to cover issues with energy efficiency. This novel 
scheme aims to maximize the cell-edge performance of the overall system as well as minimizing 
the total average transmit power at the base station. We also consider a realistic power model to 
characterize the power consumed (including circuit and transmitted power). We propose an inter­
ference-aware and energy-efficient metric and a power control algorithm in order to minimize the 
total transmit power.
• C. Kosta, B. Hunt, A. Quddus, and R. Tafazolli, “Distributed Energy-efficient Inter-cell 
Interference Coordination (ICIC) for emerging multi-cell OFDMA networks” IEEE  77'* VTC- 
2013-Spring, vol., no., pp. 1-5, Jun. 2013.
• A distributed ICIC framework based on dual decomposition that can be applied to a modified 
semi-centralised ICIC scheme. This novel dual decomposition method can address ICIC problems 
with binaiy-valued variables. We show that this solution is very effective in the case o f femtocells 
due to the small number o f iterations required for the algorithm to achieve a substantial perform­
ance.
• C. Kosta, B. Hunt, A. Quddus, and R. Tafazolli, “A distributed method of Inter-Cell 
Interference Coordination (ICIC) based on dual decomposition for interference-limited 
networks”, IEEE Communications Letters, vol. 17, no.6, pp. 1144-1147, Jun. 2013.
1.4 Structure of the Thesis
The remainder o f this report is organized as follows:
• Chapter 2: Fundamentals and State-of-the-art ICIC:
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Chapter 1 : Introduction
In Chapter 2, we explain the related background context in ICIC techniques targeting OFDMA 
cellular networks. Some fundamentals as well as a holistic categorization o f existing ICIC tech­
niques and a brief background o f state-of-the-art schemes are also included. More specifically, 
Sections 2.1 -  2.7 review the basic characteristics o f wireless communication systems, followed 
by some important concepts for radio access networks in the 3GPP LTE. Then, Sections 2.8 -
2.9 present the state-of-the-art interference avoidance schemes through Inter-cell Interference 
Coordination (ICIC) for emerging wireless systems. Then, Section 2.10 provides a brief review 
of a number of ICIC facilitating mechanisms in LTE mobile systems. In Section 2.11, we dis­
cuss the state-of-the-art schemes which are minimizing the total average transmit power. 
Finally, in Section 2.12 we give a brief introduction in dual decomposition principle which di­
vides the original problem into a list of smaller separated problems.
• Chapter 3: Interference avoidance scheme for macrocell networks:
In Chapter 3, we present an interference evaluation study o f the state-of-the-art interference 
avoidance schemes in order to identify the limiting factors in cell-edge and total cell throughput. 
In Section 3.1, the main features o f the system-level simulator are explained and in Section 3.2 
the system-level calibration results are listed. In Section 3.3, we present a performance evalua­
tion o f the state-of-the-art interference avoidance schemes and in Section 3.4 we present an 
interference study of next generation future wireless cellular HetNets (comprising of macro and 
femto cells). Next in Sections 3.6 - 3.6.1, we propose and evaluate a smart orthogonal- 
partitioning scheme for OFDM A macro-cellular networks based on a well-known mathe­
matical principle known as ‘cyclie difference sets’. In Section 3.6.3, we explain how the 
cyclic property o f  these sets allows a quick construction o f  orthogonal patterns for the mac­
rocell network, with an emphasis on tri-sectorized sites. Final in Section 3.6.4, we show 
through a simulation study, the performance o f the proposed scheme in eell-edge and total 
cell throughput compared with the state-of-the-art interference avoidance schemes.
• Chapter 4: Inter-cell Interference Coordination for capacity improvement:
Chapter 4 focuses on the ICIC problem for interference-limited multi-cell networks in order to 
increase both the cell-edge and total cell throughput. In Section 4.2 we discuss the system 
model to be examined and the generic ICIC problem formulation for OFDMA-based networks. 
A semi-centralised framework for ICIC to mitigate co-tier interference in macro or femto cellu­
lar deployment that has a low computational complexity and small optimality cost compared 
with the original centralised problem is proposed in Section (4.3). In following sub sections, we 
describe analytically the local algorithm (Section 4.3.3) and the network algorithm (Section
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4.3.4) and provide a comparison with benchmarks in terms o f cell-edge and total cell through­
put (Sections 4.3.5 - 4.3.6). In the following section (Section 4.4), we propose an ICIC scheme 
that can work on top o f the semi-centralised network. Performance improvements are quantified 
in terms of multi-cell scheduling and multi-user scheduling (Section 4.4.1). Finally, Section
4.4.2 provides a performance comparison against state-of-the-art dynamic schemes in terms of 
cell-edge and total cell throughput.
Chapter 5: Energy-efficient and Distributed Inter-cell Interference Coordination for mul­
ti-cell environments:
This chapter is divided into two Sections (5.1, 5.2). In the first Section (5.1), we present an en­
ergy-efficient Inter-Cell Interference Coordination (ICIC) scheme for multi-cell HetNets 
(Heterogeneous Networks) in the downlink. In Section 2.11, we discuss the state-of-the-art 
schemes which are minimizing the total average transmit power at the BS side. In Section 5.1.1, 
we describe our realistic power model to characterize the power consumed (including circuit 
and transmitted power). In section 5.1.2 we summarize the algorithm of the proposed Energy 
Efficient ICIC. The proposed seheme is divided into the following three stages: dominant inter­
ferences classification, inter-cell radio resource allocation and intra-cell power control. We 
define (in Section 5.1.2.1) the energy-efficient performance metric in bits/Joule and the user 
fairness as the 5^  ^ percentile o f the average user throughput. Then, we discuss (in Section 
5.1.2.2) how the inter-cell power-control is formulated as a multidimensional knapsack problem 
and in Section 5.1.2.3 we discuss the intra-cell power control algorithm in minimizing the total 
average transmit power. In Section 5.1.3, we present our simulation results o f the proposed 
scheme with the state-of-the-art energy efficient schemes in terms o f the user fairness and the 
energy efficiency (EE).
In the second Section (5.2), we propose a distributed ICIC algorithm applicable to heterogene­
ous cellular deployments (HetNet), which is solved via a novel dual decomposition approach. 
The distributed ICIC mechanism through dual decomposition is given in Section 5.2.1. Section
5.2.2 presents the proposed dual decomposition method for our ICIC algorithm and the pro­
posed algorithm to be executed by each eNB is described. In Section 5.2.4 we analyze the 
complexity o f our proposed scheme. Finally, Section 5.2.3 compares the distributed algorithm 
in terms o f the total cell and cell-edge throughput with the state-of-the-art distribute/iterative 
schemes.
Chapter 6: Conclusion and Future Work
The Chapter 6 concludes the thesis and discusses the potential future evolution o f ICIC and 
some research challenges and open problems in this area.
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CHAPTER 2
2 FUNDAMENTALS AND STATE OE THE ART ICIC
This chapter explains some fundamentals of wireless communication and reviews the state of the 
art on ICIC techniques. Initially, we explain relevant terminology surrounding the cellular concept and 
the related background in interference mitigation techniques targeting OFDMA cellular networks. A 
holistic categorization of existing interference avoidance schemes through ICIC is also included. Fi­
nally, we provide a brief review of a number of ICIC facilitating mechanisms in LTE.
2.1 Cellular Networks Fundamentals
We assume initially that the geographic area is served by a non-sectorized cellular network that can 
be split into adjacent units of the same area, i.e. hexagons with its base station (BS) in the centre of 
each hexagon (as shown in Figure la). If the cell area is served by a tri-sectorized antenna -  a BS 
with three 120° directional antennas -  then we represent each unit with three adjoining hexagons, 
where this cellular station is sited in the centre of this unit (as shown in Figure lb). Here, the term 
‘cell’ refers either to units with omnidirectional antennas or to subunits with directional antennas. 
Note that this sub unit can also be called as a ‘sector’. Lastly, a ‘cell-site’ or ‘site’ describes the geo­
graphic location or site where a BS is placed with directional or omnidirectional antennas.
Figure 1. Non-Sectorized (a) and Tri-Sectorized (b) Cellular Systems
As shown in Figure 2 the coverage area of each cell can be further divided into two regions geo­
graphically, i.e. cell-centre and cell-edge region, and thereby we illustrate the regions with typical 
high or typical low degree of coverage, respectively. By the geometric nature o f a cellular system, 
cell-edge users are the most disadvantaged members of the system, as in addition to the higher path
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loss experienced within the attached cell, significant interference is received from nearby cells. There­
fore, only the cell-centre users which are close to the base station experience good channel and 
relatively low interference from the other cells.
□
□
Cell 
edge A
Cell 
edge B
Cell 
edge C
Cell
center
Figure 2. Cell-Centre and Cell-Edge Region in Cellular Systems
How to define cell-centre and cell-edge regions is also an area of research. We will address this is­
sue in Section 2.8.1.
2.2 Frequency Reuse Factor (FRF)
Considering a FDMA-based system with omnidirectional antennas, the frequency reuse factor 
(FRF) describes the rate (i.e. 1/K) at which the same frequency is used in a cellular network with K  
the number of cell-sites that have non-overlapping frequencies [23]. In some papers, is also known as 
reuse efficiency [24]. In the case where a cellular system is employed with directional antennas, the 
re-use pattern N/K  refers to K  division in frequency among N sectors per NIK cell-sites [23]. For in­
stance, a re-use pattern 3/12 (GSM) denotes that the system has 12 divisions in frequency domain, at 
which three frequencies are used per site, thus the same frequency is reused every fourth cell-site or 
twelfth sector. However, according to some books [26] the FRF denotes how many different non­
overlapping sets of frequencies there are, and hence a different notation is used {K). In this study, the 
latter definition and notation of FRF is used.
FR 1 :f r  3
Frequency Frequency
Figure 3. Classical Examples of FR K Systems: FR l (Right) and FR3 (Left)
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Note that the integer variable K  is defined by the traditional symmetric hexagonal cell pattern 
and is given by [27] as follows,
K=f '  + i ' j +  f  1 i,j are positive integers. (2-1)
Some solution values of K  are 1, 3, 4 , 1,9,  . . . , K  when i , j  are positive integers. Cellular systems
in which the FRF K  is used are known as Frequency Reuse (FR) K  systems [28]. For example,
Figure 3 shows two classical systems defined by this cell pattern: FRl and FR3.
2.3 Wireless Radio Channel Characteristics
Generally, the wireless radio channel between the transmitter (TX) and the receiver (RX) can be 
expressed with a multiplicative propagation mechanism of three nearly independent fading compo­
nents: path loss, shadowing and multipath as shown in Figure 4. Below we summarize the main 
characteristics of each independent fading component:
1 X-iWs. separation, iogj^ cB r (mj
Small-scale fading + shadow ing 4 pathloss
Shadowing + pathloss
Pathloss
- 7 0
- 7 5
- 8 5o>
- 9 0
o>
5D- - 9 5
g - 1 0 0  
y -1 0 5  
-110
- 1 1 5
0.9 0.95 1.05 1.1 1.2 1.25 1.3
Figure 4. Path Loss, Shadowing and Multipath Versus Distance |188]
Path loss has a long-term and a large-scale fading propagation characteristics effects in the 
wireless channel and it mainly depends on the distance between the transmitter and the receiver. 
The path loss L in decibels (dB) it can be estimated using a log-distance function as follows:
- 11 -
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i  = C +10-«-log,„(iî), i?[KM] (2-2)
where C is a constant which accounts for system losses n is the path loss exponent and R is the
distance in Km between the transmitter and the receiver. Two popular examples, sub-urban path
loss and ffee-space loss are respectively as follows:
128.1 - I -37.6 log,„ (« ) , )?[KM] (2-3)
127 -I -361og,„(i?), 7?[KM] (2-4)
• Shadow fading is caused by obstacles in the propagation path between the user equipment 
(UE) and the cNodeB. It can be seen as the geographical irregularities o f the terrain and its fad­
ing effect (and duration) is categorized to medium (compared with path and fast fading). It can 
be typically approximated by a Gaussian process (i.e. lognormal function with zero mean value 
and standard deviation 4-12 dB) [30].
• Multipath fading is caused by multiple moving scatters o f the same propagation signal due to 
electromagnetic reflection and scattering effect. Each scatter (or path) has its own complex am­
plitude and time delay, which leads to fast attenuation changes over space and time. A Rayleigh 
distribution function is commonly used for describing the statistical fading effect of the multi- 
path signal.
Both the path loss and the shadowing component represent the ‘position-dependent’ and ‘time- 
invariant’ fading variations of the channel. By contrast, the multipath component is ‘position inde­
pendent’ in which fading variations can be observed in all domains of the propagation channel, i.e. 
time domain (TD), frequency domain (FD) and spatial domain (SD). This discrepancy of the above 
radio channel from mobile terminal to mobile terminal is mainly because o f the multiple reflections of 
the same signal. As a result, multipath delay spread and frequency shift is experienced in each mobile 
terminal; thus, leading to rapid fluctuations within the properties of the received signal [30]. An exten­
sive overview and analysis o f modelling wireless communication channels is given in [31] [32].
In a multi-user scenario, we can then simply assume that the wireless environment varies statisti­
cally independently across all wireless terminals. With this statistical assumption, the likelihood of a 
deep wideband fade across all mobile terminals at a time is minimal. In other words, it is almost cer­
tain that there is a sub-channel in the wireless channel o f a user terminal with a non-deep fading sub­
channel for a relatively large number of users. Interestingly, the channel variability across different 
subchannels extends not only to the desired channel but also to the interference channel. Conse­
quently, the exploitation o f channel variations in all domains is highly favourable. Notably, the total 
system performance^ can also be improved by increasing the number of users [33]. Therefore, here we 
assume that the number o f the users in all the investigated scenarios is fixed in order to moderate the
* Here, the system performance denotes the total cell throughput. Although the system performance may be improved by 
increasing the number o f users due to channel diversity, the achievable user throughput is decreased.
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changes in performance stemming from this multi-user diversity.
2.4 Overview of LTE Air-Interface Technology in the Downlink
Next generation mobile systems such as 3 GPP LTE, LTE-A, WiMax and some extensions o f Wi-Fi 
have adopted a radio interface based on OFDMA (Orthogonal Frequency Division Multiple Access) 
technology. However, a low peak-to-average power ratio (PAPR) design based on SC-FDMA (Single- 
Carrier Frequency Division Multiple Access) technology is employed in UL of LTE. A major differ­
ence with earlier multiple access techniques, is that both OFDMA and SC-FDMA can possess 
dimensions o f not only time and frequency but also space by means o f multiple antennas (e.g. 
MIMO).
A detailed resource structure o f the radio frame for DL LTE deployments is shown in Figure 5 [35]. 
The largest radio resource unit in DL is a radio frame consisting o f 10 sub-frames (or blocks), where 
each one is 1 ms long in duration. A sub-frame (or slot) is considered the minimum allocable element 
in scheduling, also commonly known as a transm ission time interval (TTl). This scheduling block 
can be seen as two consecutive resource blocks (RBs), which each RB is sub-divided (in the fre­
quency domain) into 12 subcarriers keeping 15 kHz sub-carrier spacing (thus occupying a total o f 180 
kHz). In the time domain, the RB can be divided into 6 or 7 OFDM symbols depending on which ex­
tension o f cyclic prefix (normal or extended) is chosen. This extension mainly serves as a guard 
interval between two consecutive symbols and helps to eliminate the residual inter-symbol interfer­
ence (ISl) caused by multi-path propagation. In the case when normal cyclic prefix is employed, a 
grid o f 84 resource elements (REs) is formed per RB. To convey multiplexed data reliably, adaptive 
modulation and coding (AMC) may be used in each RE e.g. QPSK, 16-QAM or 64-QAM along with 
a coding rate.
Cell-specific reference symbols (RSs) may be multiplexed in the case o f the pilot channel for 
OFDMA-based systems in order to facilitate the channel estimation process between transmitter and 
receiver [36]. Here, as depicted in Figure 5, a pattern close to ‘diamond’ can be shaped to benefit this 
process in varying mobile environments [37]. To diminish the co-antenna interference in DL, alterna­
tive REs are currently inactive (also known as inactive RE). The position o f RS in frequency domain 
should also vary among neighbouring cells, irrespective o f type (e.g. macrocell, femtocell), to avoid 
any conflicts. Additionally, to track more accurately both the serving and the interfering cell-specific 
sequences, it can be boosted up to 6dB compared with surrounding data symbols [38]. The orthogo­
nality o f the cell-specific reference sequences can be viewed as a key component for the performance 
of dynamic ICIC techniques. Therefore, the allocation of pilot sequences is one of the more important 
issues that operators must deal with before small-cell networks become widely deployed [39].
A constant power allocation policy is considered over all RBs in order to avoid any additional 
discrepancy in the radio channel among different mobile terminals. The maximization o f the spectral
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efficiency in a multi-cell OFDMA-based scenario requires a water-filling algorithm, where the exact 
solution can have prohibitive computational complexity. However, a constant-power energy distribu­
tion for OFDMA-based deployments with an AMC scheme can have a negligible performance loss 
compared with the water-filling algorithm [40].
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Figure 5. The Structure of a Radio Resource Unit in Downlink LTE-Based Systems
2.5 Interference Mitigation through Interference Avoidance
In general interferenee avoidance refers to the use of power-frequency, or even time domain re­
strictions in order to minimize the interference to a subset of disadvantaged users. Interference 
avoidance is considered a promising interference mitigation technique without introducing major 
changes to the design of the air interface of already existing standards [42].
As discussed earlier, a straightforward approach to reduce inter-cell interference is through eon- 
ventional frequency reuse-v4 systems [28] (A is an integer and A > 1). By allocating A non­
overlapping frequency groups to each cell, the inter-cell interferenee is avoided by a certain ratio 
compared with the universal frequeney reuse system (reuse-1). However, the ratio only increases 
logarithmically as the reuse faetor (A) increases. Another drawback of the reuse-yf system is that it 
always causes a steep degradation in the overall system performance, since the available radio re­
sources in each cell is diminished by the reuse factor [43]. One way to improve the cell-edge 
throughput without jeopardizing the entire cell performance is to use a selective interference avoid­
ance technique [44]. Selective interference avoidance [44] is a bandwidth-efficient approach of using 
individual reuse techniques in different cell areas or even in different user groups. More details and 
techniques for selective interference avoidance are given in Section 2.8.
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2.6 Heterogeneity of Interference in the DL versus UL
Notable differences can be observed when inter-cell interference in the downlink (DL) is compared 
to the uplink (UL). Generally, due to fixed power allocation the interference is more evenly propa­
gated in both spatial and time domains in the DL as compared to the UL. In DL, the inter-cell 
interference experienced by a stationary user terminal in a cell is constant over short periods o f time, 
given that the base station transmits across most o f the given spectrum [45]. However, this is not the 
case in UL since a mobile terminal can have a varying power profile over time ( order to compensate 
the path loss) in different locations and different users may transmit in different (contiguous) parts of 
the spectrum [46]. In this thesis, although our focus is in DL, most o f the avoidance techniques apply 
equally well in UL without significant modification.
2.7 Classification of Interference Mitigation Schemes
Among standardisation bodies, forums and consortiums, the inter-cell interference can be miti­
gated by using techniques of:
1) Randomization [47],
2) Cancellation/Rejection [48],
3) Coordinated Multi-Point Transmission (CoMP) [49],
4) Multiple-Input Multiple-Output (MIMO) [50] via an interference alignment technique [51] 
and
5) Inter-Cell Interference Coordination/Avoidance (ICIC) [52].
In the first technique the interference is averaged across the whole spectrum via spreading se­
quences (e.g. scrambling, interleaving, or permutation codes), therefore it is not actually cancelled out 
but is spread across the system bandwidth. In contrast, the interference can be successfully rejected by 
using advanced signal processing based cancellation techniques such as successive interference can­
cellation [53]. Even though these techniques are becoming popular, the complexity at the receiver side 
is still a challenge, particularly in the presence o f multiple dominant interferers.
Using advanced multi-antenna techniques such as MIMO is another popular trend to increase the 
cell coverage and mitigate interference through an interference alignment technique. Equally popular, 
CoMP technique, which is categorized into two types joint processing (JP) and coordinated sched- 
uling/beamforming (CS/CB) [54], is gaining high momentum in achieving significant performance 
gain and coverage optimization. However, the required processing and implementation complexity of 
these advanced processing techniques are proving to be a challenge to an improvement in indoor cov­
erage [55].
ICIC techniques, on the other hand, present a more feasible solution by applying restrictions to the
radio resource management (RRM) block, improving favourable channel conditions across subsets
_ _
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of users that are severely impacted by the interference and thus attaining high spectral efficiency. This 
coordinated resource management can be achieved through fixed, adaptive or real-time coordination 
with the help of additional inter-cell signalling in which the signalling rate can vary accordingly. In 
general, inter-cell signalling refers to the communication interface among neighbouring cells and the 
received measurement message reports from user equipments (UEs). Figure 6 illustrates this concept 
using a small inter-connected network by employing interference avoidance between UEI and UE2 
(this can be seen by allocating orthogonal frequencies, i.e. fl and f2 when strong interference (dot-red 
line) is detected).
Main control entity for 
inter-cell coordination 
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time)
Interference
avoidance
UE1 and  UE2
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UE I \  ' unfavorable radio 
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S ite l
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Figure 6. Overview of the Interference Avoidance through ICIC in DL OFDMA Systems
2.8 State-of-the-art Interference Avoidance/Coordination Schemes
2.8.1 Overview of Interference Avoidance Techniques for OFDMA-Based Systems
Interference avoidanee has reeeived a lot of attention not only from the scientifie eommunity but 
also from standardisation institutions and organizations [56]. In general, the research problem of inter­
ference avoidance pertains to the allocation of non-restricted radio resources to the cells for serving 
users. As described earlier, the radio resouree in a eellular network is allocated in terms of frequency, 
time-space, and power domains. However, the general focus of this research study is to look at how 
selective interferenee avoidanee through inter-cell frequency and power arrangements can be benefi- 
eial primarily to disadvantaged members of the network and secondarily to the overall system.
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Figure 7. Classification of Interference Avoidance for OFDMA Systems
Readers interested in further study o f inter-cell coordination some early attempts may be found in [57]
[58] where interference avoidance is achieved through a dynamic frequency reuse scheme.
In order to illustrate the concept o f interference avoidance, we use hexagonal cells with a group- 
specific power profile is defined over the whole bandwidth o f which each cNB group can transmit at 
each frequency group over time. Subsequently the RBs from each frequency group can be selectively 
assigned, either to mobile terminals which are camped to a certain geographic area or to a set o f ter­
minals that are members o f a bigger mobile group. Generally, this is referred as cell-centre and cell- 
edge region/area. Different criteria can be exercised in ranking one mobile terminal over another, or in 
identifying the low-coverage areas. The three most popular ranking criteria are as follows: distance- 
based, geometry-based (i.e. the ratio o f pilot signal between the desired and the interfering sectors)
[59], utility-based (i.e. based on the user throughput and fairness). Here, we consider this critical area 
as a sub-cell region that may not be physically bound to a certain geographical area and can consist of 
multiple disjoint sub-cell regions. Furthermore, to avoid any under-utilization o f radio resources or to 
benefit multi-user diversity, the barrier to borrowing RBs from other frequency groups among differ­
ent sub-cell regions can be lifted [60]. In other words, if  some members of a sub-cell region find some 
radio resources o f another frequency group highly favourable, these can utilized in a dynamic way 
(however at cost o f inter-cell signalling).
Theoretically, there is no limitation on the number o f concentric tiers (or rings) into which a cell 
area may split. It was shown in [18] that avoidance techniques can asymptotically double the system 
capacity as the number o f concentric rings of a cell increases to infinity. In a similar way, many au­
thors in [70] [71] [72] define up to three non-overlapping groups o f users corresponding to three 
concentric tiers in order to provide improved inter-cell interference mitigation. However, in our work 
the consideration of using interference avoidance through reuse techniques will be limited to two sub-
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Figure 8. Example of Fractional Frequency Reuse (FFR).
cell regions, namely, cell-edge and cell-centre in order to categorize the given QoS to deprived and 
non-deprived users, respectively.
Figure 7 shows the main classes of interference avoidance techniques developed for macro OF­
DMA-based systems, further details of which are given in the next sub-section.
2.8.2 Interference Avoidance through Fractional Frequency Reuse
This form of selective interference avoidance was initially introduced in 1983 by Halpem in [19] 
for circuit switched networks; since then it has been widely used in Global System for Mobile com­
munication (GSM) networks [20] [21] and in OFDMA-based systems [61]. Note that within the 
standardisation activities of various forums (e.g. 3GPP LTE, WiMax Forum), the static form of this 
reuse technique is referred as fractional frequency reuse (FFR) [73]. The rationale behind interfer­
ence avoidance through different frequency reuse is that the users at the cell borders experience worse 
radio conditions compared to those in the centre of the cell. Therefore, it is logical to modify the spec­
trum to use a higher frequency reuse for the cell-edge region and a lower frequency reuse for the cell- 
centre region. It is worth mentioning that the choice of reuse 3 for the cell-edge region has been 
shown to be the optimal [74]. By using this choice, the expected capacity gain can be up to 25% in 
OFDMA-based systems [75].
The effective reuse factor has been defined as the total bandwidth (R) divided by the bandwidth 
used in each cell (i.e. the cell-edge bandwidth Be and the cell-centre bandwidth BQ in order to investi-
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gate the benefits of this reuse technique (Figure 8) [76]. For fair power distribution, the reuse 3 fre­
quency band is amplified by factor 3 or the operational bandwidth is amplified by the effective reuse 
factor. Results show that a favourable effective FRF can vary it from 1.3 up to 2.0 [75] [76] (note that 
a high value is more favourable for user fairness). However, a major drawback of this technique is the 
resource underutilization in the eell-edge region since a higher reuse technique is employed.
2.8.3 Interference Avoidance through Soft Frequency Reuse
This variant of selective reuse technique can be seen in [63] [66], where the power transmission is 
amplified for users residing in the cell-edge region compared those in the cell-centre region. In addi­
tion, the selected amplified frequency group is planned orthogonally to avoid inter-cell collisions 
among adjacent cells. Here, to keep the total transmit power per sector fixed a design factor a is used 
to amplify the transmit power in the cell-edge region with == c  and reduce the transmit power in 
the cell-centre Phtgh = (3 -  d)l2-P as illustrated in Figure 9. Note that P  stands for power per subchan­
nel. In addition, B  is total bandwidth Be and cell-edge bandwidth. In a similar way, the effective FRF, 
(which is equal with power amplification factor), may vary from 1 to 3 [77].
By comparison with fractional frequency reuse, this technique exhibits not only zero bandwidth 
loss but also minimizes the resource underutilization problem in the cell-edge region [24]. Further­
more, the performance of cell boundaries can be gradually adjusted through fine-tuning the power
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amplification factor^, since the selected value is not affected by the granularity of radio resources. 
However, no significant overall capacity gain can be seen (compared with a reuse-1 system), since the 
interference avoidance is achieved at the expense of good channel radio conditions near the cell site 
[42]. Therefore, in most cases only a performance tuning between the cell-edge and cell-centre re­
gions can be seen.
A comprehensive performance comparison between fractional frequency reuse and soft frequency 
reuse in the regime of fixed coordination can be found in [23] [24] [77] [79]. The main trends of se­
lective interference avoidance are that the employment of the soft frequency reuse is beneficial in 
increasing slightly the cell-edge throughput without jeopardizing the system throughput. However, for 
higher cell-edge throughput the employment of fractional frequency reuse is a more optimal choice 
[80] and thus authors in [81] [82] combine selective power and frequency reuse to provide moderate 
and high cell-edge performance.
2.8.4 Interference Avoidance through Invert Frequency Reuse This variant of selective interfer­
ence avoidance was originally reported in [64] for tri-sectorized sites and in [65] for six-sectorized 
sites. This idea in tri-sectorized sites is shown in Figure 10 with seven neighbouring cells. This tech­
nique can be seen as a hybrid of fractional frequency reuse and soft frequency reuse. Compared with 
other techniques this scheme focuses only on the strongest interfering component from the neighbour­
ing cells. The key idea is to increase the channel quality to a certain frequency group in cell borders
 ^ Fine-tuning power amplification factor is the cell parameter that adjusts the power division between the cell-edge and 
cell-centre region.
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by restricting the dominant interférer in each sub-cell (out o f six) in turn [83]. Consequently, all sur­
rounding sectors reduce their corresponding power {Prest,), leading to better radio conditions in all 
overlapping cell areas. To compensate for the power reduction, the remaining power is distributed in 
non-restricted frequency groups to the level o f Pnorm- The effective FRF is given as shown in Figure 
10, where the value o f the design parameter p  can vary from 0 to 1.
Interestingly, only a small number of papers have investigated the performance o f this selective re­
use technique. However, in this thesis we provide a complete comparison o f all o f the techniques 
described above in Chapter 3.
The main trends and performance considerations o f main interference avoidance techniques are 
summarized in Table 1.
Table 1. Trends And Considerations of Interference Avoidance
Te c h n iq u e G e n e r a l  C h a r a c t e r is t ic s  A n d  P e r f o r m a n c e  C o n s id e r a t io n s
Fractional 
Frequency 
Reuse (FFR)
A mixture of two different frequency reuses, usually FR3 and FRl, is employed for deprived 
and non-deprived users, respectively. Compared with soft frequency reuse, a higher gain can be 
seen for the deprived users in reuse-3 environment and the gain can be enhanced ftirther through 
a channel aware scheme. However, it may suffer from under-utilization of radio resouree due to
the higher reuse factor.
Soft 
Frequency 
Reuse (SFR)
Power amplifieation is employed for the deprived users and power restriction for the non- 
deprived users. Therefore, a performance trade-off can be seen between deprived and non- 
deprived users. By eomparison with FFR, this technique is desirable only when the performanee
trade-off is in its favor.
Invert 
Frequency Re­
use (IFR)
It can be seen as a hybrid of fractional frequency reuse and soft frequency reuse. This scheme 
focuses only on the strongest interference from the neighbouring cells. Basically, channel qual­
ity in cell borders can be significantly increased by restricting the dominant interférer in each 
sub-cell (out of six) in a distributed way. Compared with other reuse techniques an overall per­
formance gain can be seen; however, the gain for the deprived users is limited.
2.9 Classification of Inter-Cell Interference Coordination (ICIC)
In the literature, the scale o f ICIC can be classified into three broad categories:
•  Static (fixed frequency planning),
•  Adaptive (semi-static) and
• Real-time (dynamic) [22] [25] [89].
Some general characteristics o f each categoiy are discussed below and summarized in Table 2.
2.9.1 Static Coordination
Static coordination is employed during the network planning process, mainly to mitigate inter-cell 
interference in the cell-edge areas. In this coordination, the implementation complexity and the signal­
ling overhead is kept at a minimum, since no feedback is required from the mobile terminals.
However, the performance improvement is limited due to the lack o f adaptability to the dynamics of
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the network (i.e. cell loading and user loading [25]) and to the asymmetric traffic demand (i.e. differ­
ent traffic loading among cells). For comparison reasons, the performance gain archived by static 
coordination can be up to 10% -  30% compared with the classical frequency reuse system (reference 
scheme) in terms o f cell-edge throughput [75]. Further techniques based on static coordination can be 
found in [70] [66] [90], while the main trends have been reviewed in [91].
Table 2. General Classification of Inter-Cell Interference Coordination (ICIC)
ICIC 
T im e S c a l e
ICIC
A d a p t a b il it y
ICIC
C l a s s if ic a t io n
M a in
C h a r a c t e r is t ic s
Days and 
more None Fixed (static) Fixed network planning
Days Adaptive to long-term network conditions
Adaptive
(semi-static)
Flexible network planning
Minutes Cell-load adaptive Flexibility on uneven traffic distribu­tions among different cells
Seconds User-load adaptive Flexibility on user time-varying traffic demand
Milliseconds Fully-synchronized Real-time(dynamic)
Effective on time-frequency channel 
variations and to dynamic network con­
ditions.
N/A Adaptive to different type of cells Enhanced Effective time-ffequency resource shar­ing among different type of cells
2.9.2 Adaptive Coordination
Adaptive coordination is generally more flexible to cope with dynamic network characteristics (i.e. 
uneven traffic distribution between cells or within a cell) and therefore yields a higher gain com­
pared to static coordination. In this category, the amount o f radio resource which is dedicated to the 
disadvantaged wireless terminals among same/different cell groups is flexible according to different 
network requirements. The flexibility to different network requirements depends on the ICIC scale 
configured which can span from hundreds of TTIs to several days. Generally, the adaptive coordina­
tion may provide flexibility to user-Ioad or cell-Ioad traffic demand. Table 2 lists in detail the main 
differences in the time scale operation among adaptive and real-time coordination, and the variables 
that are sensitive to this.
In order to explain how a scheme may be adaptive in terms of cell/user loading dynamics, let us 
consider the simple cellular model consisting of three sectors. By varying the effective FRF of each of 
the abovementioned techniques across the time (i.e. between the cell-edge and cell-centre regions), we 
can adaptively satisfy the network demand within a cell. However, to react to variable traffic loading 
among different cell groups a portion of bandwidth can be reserved through a request-grant mecha­
nism [83] [92]. This resource relaxation may impose additional signalling among cells and may even
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incur some instability in the RRM entity due to slow or no convergence o f the radio resource ex­
change [93]. For instance, consider the ease when the frequency group F l  (from cell group 1) requests 
and grants some extra RBs from frequency group F2 (which belong to cell group 2) and after the cell 
group 2 requests back the RBs from cell,group 1 (i.e. resource instability).
Generally, the gain in performance is expected to be up to 10%-50% in average sector throughput 
compared with the reference scheme (FRl) [68] [69] [92]. Note that some adaptive approaches ([69] 
[92] [76]) have been proposed to 3GPP to overcome the low performance o f static schemes and the 
high amount o f inter-eell signalling required for dynamic schemes. Recently the framework o f adap­
tive coordination has been o f great appeal for self-organizing networks by self-optimizing the above 
network parameters [83].
2.9.3 Real-time Coordination
Alternatively, a real-time coordination approach can exploit the channel diversity that exists in the 
network more efficiently and can better adapt to any network conditions in order to achieve high co­
ordination gains. Such schemes may operate on a timeseale o f a frame (TTl in the 3GPP parlance) or 
super-frame (several TTIs or radio frame). It is important to note that the dynamic nature o f fully syn­
chronized coordination tends to introduce high-levels o f signalling overhead to the existing system 
and overly increases the implementation complexity and latency o f the network. More generally, real­
time coordination can be ftirther classified into three subcategories according to the degree o f coordi­
nation: global or centralised approach, semi-centralised approach, and decentralised approach [89]. 
The general characteristics o f each category are discussed below and summarized in Table 3.
In global or centralised approaches, the resource coordination problem can be modelled as an op­
timization problem subject to a number o f constraints including the level o f interference, the amount 
of channel resource, and the number of terminals involved. By utilizing global channel knowledge, 
the problem of channel allocation is a multi-dimensional assignment problem and is proven to be o f 
N P-hard complexity [94] [95]. Some sub-optimal contributions can be found in [96] [97] [98]. As we 
will show later in chapter 4, the complexity o f the original problem can be reduced by using a bi­
nary/integer linear programming. However, the presence o f an omniscient central entity can impose 
computational complexity and significant signalling among cells.
In semi-centralised approaches, a significant part o f the complexity of the central entity is shifted 
towards the local entities o f the network (e.g. cNBs) [99]. One major advantage of this approach is 
that an algorithm which uses multiple discrete entities can operate on different time scales and deci­
sion levels and therefore this architecture is more practical for real systems. For example, the 
algorithm which resides at the eentral-entity (e.g. a gateway in core network) decides on the super 
frame-level (i.e. group of TTIs) that the group o f RBs should be allocated to each cNB and the algo­
rithm which runs in cNB decides on the frame-level (i.e. TTI-level) to which user each RB is assigned
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to. A typical approach o f solving the interference problem in a semi-centralised manner is through an 
interference graph [89]. In the first phase, a heuristic algorithm may be used from graph theory (e.g. 
MAX k-CUT [52] [80]) to indicate resources in conflict (i.e. resources with excessive inter-cell inter­
ference). Thereafter in the second phase, an optimal channel assignment can be conducted in each 
cNB by taking into account instantaneous channel variations. A popular example is the graph-based 
FFR where a graphic framework is used to separate the strong interfering cNBs into three different 
groups [52].
Table 3. Classification of Real-Time (Dynamic) ICIC
C l a s s if ic a t io n
M a in  C h a r a c t e r is t ic s
F r a m e w o r k P e r f o r m a n c e P r a c t ic a l it y
Centralised or 
global
The problem can be modelled as an 
optimization problem subject to a 
number of multiple constraints. How­
ever, a fully interconnected network 
is required.
An optimal per­
formance 
compared with 
other approaches.
The signalling overhead and 
the computational complexity 
are prohibitively high for 
practical systems.
Semi-centralised
or
semi-distributed
A significant part of the complexity 
of the central entity is shifted to the 
local entities of the network.
A near-optimal 
performance can 
be achieved.
They are designed to cope 
with the real-world process­
ing load and signalling delay.
Distributed
Each entity of the network solves its 
own problem and the problem of few 
neighbours. The network controller 
has a supervisory role.
A performance 
gap compared to 
a semicentralised 
algorithm due to 
their convergence 
to a local opti­
mum
Distributed approaches have 
moderate complexity and 
signalling due to the fact that 
each node has to solve not 
only its own problem but also 
few neighbouring problems
Decentralised or 
fully-distributed 
(learning, 
unlearning, 
supervised, 
non-supervised)
No central manager, however each 
node is allowed to exchange informa­
tion and perform some local 
processing tasks. Since the global 
information is not available at all 
times, learning capabilities can be 
used in order to avoid similar deci­
sion conflicts.
Decentralised 
solutions are 
based on heuris­
tic algorithms 
and are always 
sub-optimal.
Highly favourable in terms of 
inter-cell signalling and com­
plexity load.
In distributed approaches, each entity of the network solves its own problem and the problem of few 
neighbours [168]. The network controller has a supervisory role. Another way to simplify the problem is by 
allowing a small ratio o f active cells (clusters) to transmit simultaneously in order to mitigate inter­
cluster interferenee [166]. Recently, the employment of discrete [168] rather than continuous [144] 
power control has become a promising and effective way to control and mitigate inter-cell interfer­
ence. However, because a multi-level power control technique requires large information exchange 
[168], it may not be appropriate in a random deployment of small-cells (femtocells). Another disad­
vantage of some distributed solutions [168] [144] in the literature is that they have a non-negligible
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performance gap compared to a centralised /semi-centralised algorithm due to their convergence to a 
local optimum.
In decentralised schemes, there is no central entity or central manager but each cNB is allowed to 
exchange information and perform some local processing tasks. However, this decentralised architec­
ture may lead to many conflict resolutions o f the same resource poll among co-existing competitors. 
Some popular non-cooperative framework can be adopted from game theory [100]. Despite its anar­
chy at early stages, it gradually aims to jointly resolve the conflicts and maximize the selfish 
objectives in the long-term. Eventually, a general steady state among non-cooperative selfish agents 
can be reached, e.g. the Nash equilibrium  [101], where each individual can achieve resource sharing 
without reducing its competitiveness. Some major contributions can be found in [102] [103]. How­
ever, the main challenge here is to devise a user utility function in convex form that favours inter-cell 
interference management in the long term. For example, this can be achieved by formulating an intra­
cell power control which benefits cell-edge vs. cell-centre users as the authors have proposed in [104].
Recently, another popular trend in the literature is the so-called ‘self-organising’ ICIC in which a 
decentralised algorithm, e.g. multi-sector gradient algorithm [105] [106] [107], pursues a flexible ra­
dio resource plan through fractional frequency reuse. Despite the fact that recent developments prefer 
to keep the self-organizing ICIC decentralised, other works are concerned by the absence o f supervi­
sion in the overall system [108].
It turns out that even though the performance o f these algorithms is suboptimal, the low-level o f 
computational complexity and signalling overhead is highly favourable in practical systems. Other 
popular decentralised algorithms can be found in [109] (e.g. learning, non-learning, supervised, non­
supervised, cooperative and non-cooperative).
2.9.4 Coordination in HetNets
Coordination in HetNets is the interference coordination within different cell-size cellular net­
works where in some cases there is no direct communication interface among eNBs [111]. An 
example of such a scenario is a macrocell with many low-power small cells (could be indoor or out­
door). In this case, broadband providers may assist the in-between communication or this can be 
achieved through a dedicated wireless communication link. In either case, adaptive or real time coor­
dination may not be possible or it may also be substantially complicated as different cell parameters 
are involved. Therefore, the authors in [112] investigate some scenarios to exploit a communication 
link when full frequency reuse is assumed. In order to resolve the femto-to-macro interference, a mes­
sage is tunnelled through this communication link to a set o f femtocells to restrict them from reusing 
frequency groups in conflict [113] [114]. However, the main drawback o f these self-regulated tech­
niques is that they are very sensitive to the environmental surroundings (e.g. shadowing) near the area 
of the victim UE.
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2.10 ICIC Facilitating Mechanisms in LTE
3 GPP LTE has standardized a variety o f mechanisms to indicate and to manage the level o f the in­
ter-cell interference [16]. Initially, the standardized mechanisms in 3 GPP Release 8 are limited to the 
frequency/power domain only. These mechanisms are usually signalled through the X2 interface via a 
wired backbone and probably via a wireless channel in upcoming LTE Releases [117] [118]. Below, 
we describe the X2 signalling mechanisms so far approved [116] and are summarized in Table 4:
Table 4. Summary of X2 Signalling Mechanisms In Facilitating ICIC [116]
X 2  S ig n a l l i n g  
M e c h a n i s m
G e n e r a l  D e s c r ip t io n
RNTP
This mechanism is mainly used for facilitating the ICIC in the DL. Each cNB 
can signal to the neighbouring eNBs on a RB basis on whether the transmit 
power can be higher than a certain threshold.
HII Each cell may inform its neighbours o f the future allocation set o f RBs to assistthe ICIC in the UL.
lOI
The lOI message is only triggered where severe interference is detected in the 
UL. By signalling this, each cell can exchange several statistics for each RB
based on the SINR metric.
Relative Narrowband Transmitted Power (RNTP) -  This mechanism is mainly used for facili­
tating ICIC in the DL. Each eNB can signal to the neighbouring eNBs on a RB basis when the 
transmit power is higher than a certain threshold. With this information, the neighbouring eNBs may 
anticipate which RBs would experience a higher interference and compensate for the undesirable ef­
fect promptly without relying on the control quality Indicator (CQI) reports o f UEs.
High Interference Indicator (HH) -  Similar to the RNTP X2 signalling, each cell may inform its 
neighbours of the future allocation set of RBs to assist the process of ICIC in the UL. In the UL, only 
cell-edge UEs are likely to create a high-interference scenario to the neighbouring cells, thus only 
these UEs are indicated.
Interference Overload Indicator (lOI) -  Unlike the above signalling mechanisms, the lOI mes­
sage is only triggered where severe interference is detected in UL. By signalling this, each cell can 
exchange several statistics for each RB based on the SINR metric. With the employment of decentral­
ised ICIC, we believe this performance update is of high value for the self-leaming techniques.
2.11 Energy-Efficient RRM
In this sub-section, we summarized the state-of-the-art energy RRM with a focus on user fairness. 
The energy-efficient RRM is addressed in Chapter 5 as a main extension of our proposed scheme in 
order to minimize the average consumed power in the network. The idea of energy-efficient RRM has
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attracted a lot o f attention in the literature; however, minimizing the total average transmit power in 
interference-limited multi-cell scenarios with a focus on user fairness has not yet been fully investi­
gated [145]. Most existing studies in the literature assume single-cell OFDMA network only [146]. 
Additionally, the concept o f interference-aware energy-efficient RRM is a challenge [145]. We have 
observed that user fairness is becoming increasingly important to be addressed jointly with EE [147] 
[148] [149]. However, these studies can provide only proportional fairness at the cost o f overall 
throughput (i.e. they trade off the total throughput in order to increase the cell-edge throughput).
2.12 Dual Decomposition Principle
In this sub-section, we explain the dual decomposition principle which is employed in Chapter 5 to 
simplify the original problem. Dual decomposition is a general method to solve a problem by divide 
the original problem into many smaller separated problems. Each problem may be solved in a sequen­
tially or parallel way. If  the decomposed problem is solved sequentially, the benefit is that its 
complexity grows polynomial rather than exponentially [180].
The main motivation for a decomposition method is to solve a very large problem with the help of 
parallelism (i.e. by using multiple processing entities in the same time). As it turns the use decomposi­
tion methods is promising for some large problems. However, other reasons also are o f great interest. 
For example, a decomposition method may generate a decentralised solution or algorithm. Even if  the 
generated algorithm is slower than original algorithm, a decentralised algorithm might be preferred 
due to its applicability in real systems.
We will consider a simple example where a min optimization problem is decomposed into two 
subproblems. Note that the most benefit o f this method results when is breaking the original problem 
up into many subproblems. However, here we consider a simple example fi*om [180] as follows:
min f { x )  + f f x ^ , y f )
subject to
Here the complicating variable y  and the equality constraint {yi=y:p are introduced in order to separate 
of the problem. Each subproblem may access only its local version o f the complicating variable (i.e. 
yi or y 2). The original problem is separable and equal with the initial base on the condition that the two 
local versions o f y  are equal.
The Lagrangian (dual) problem can be represented as,
I (% „  )  =  / ( % ! ,  y j  +  ^ (% 2 , j /g )  +  (A -2 )
which is also separable. Then, the dual function is formulated as,
g(v) =gi(v) +g2(v), (A-3)
where the g, and gj can be solved independently as follows:
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gi(v) = in f ( / i (x i ,y i )  + V -y,),
 ^ (A-4)
g2(v) = mf(/(%2,;/2) + V
Finally, the master problem in dual decomposition is expressed with the variable v as follows:
m axgi(v) + gjCv) (A-5)
The master algorithm may solve this problem using the following iterative subgradient method:
• Find Xi and y y that minimize f f x i ,  y i) + v^yj.
• Find X2  andy2 that minimize f 2 {x2, y 2) ~ y^yi-
• Update dual variables (prices).
•  V ^ v -a k iy2 -y l ) .
Here a* is arbitrary (fixed) step size.
2.13 Summary
This chapter provides a clear explanation of the concept of interference avoidance through inter­
cell interference coordination (ICIC) for emerging multi-cell OFDMA-based wireless networks. Fur­
thermore, a complete categorization o f ICIC is given. By and large, interference avoidance techniques 
through ICIC can be used by applying different power-ffequency restrictions in order to increase the 
cell-edge performance of the cell.
In terms of signalling and complexity, we concluded that a static interference coordination based 
scheme can increase the cell-edge cell performance but this may incur a severe penalty to the total cell 
throughput. On the other hand, a fully synchronized dynamic scheduler presents optimal performance; 
however, at the expense of complexity and signalling overheads. Nevertheless, some dynamic distrib­
uted and decentralised approaches show significant savings in overhead and system complexity with a 
near optimal performance and therefore are favourable feasible solutions for LTE systems.
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3 INTER-CELL INTERFERENCE STUDY AND STATIC IN- 
TER-CELL INTERFERENCE COORDINATION
In this section, an ICI evaluation study o f next generation friture wireless cellular HetNets (com­
prising o f macro and femto cells) is carried out. The performance is carried out using the Vienna 
system-level simulator^ published in [138], which we have extended to suit our research area related 
to HetNets. Then, we carry out a performance evaluation o f state-of-the-art static interference avoid­
ance schemes in terms o f cell-edge and total cell throughput. Furthermore, we propose a frequency 
allocation scheme for OFDMA macro cellular networks based on a well-known mathematical princi­
ple namely ‘cyclic difference sets’ from a combinatorial branch o f mathematics [133]. The cyclic 
property o f these sets allows a quick construction o f orthogonal frequency allocation patterns for the 
tri-sectorized macrocell networks. The simulation study shows an enhanced performance in both cell- 
edge throughput and total-cell throughput with compared with the state-of-the-art static interference 
avoidance schemes.
3.1 Developing a System-Level Simulator for ICIC in HetNets
A multi-cell interference-aware system-level simulator has been developed for simulating the 
state-of-the-art interference avoidance scheme through inter-cell interference coordination (ICIC). The 
existing platform [138] is based on classical frequency reuse. Therefore, some benchmark schemes 
are implemented in order to evaluate the performance o f the state-of-the-art schemes at which full or 
selective avoidance (SFR/FFR) may be employed. An appropriate controller which can perform ICIC 
tasks has been developed in order to coordinate the resource allocation in each eNB. Each eNB is as­
sociated with a power control entity which can control the level o f transmit power in each RB. We 
model a system level simulation o f 2-tier hexagonal layout for macrocells comprising tri-Sectorized 
eNodcBs with 500m inter-site distance (ISD). The statistics are collected for a total o f 100 snapshots, 
where in each snapshot a total o f 10 UEs are uniformly dropped per cell. We assume that there is a 
constant demand for downloading data on behalf o f the served users.
Two deployment models are commonly used when evaluating the performance o f femtocell in an 
urban environment [11]: the Dual-Stripes model and the 5x5 Grid. The former takes into consideration 
the exact number o f walls separating one femtocell from one user equipment when computing the
For system-level calibration and simulation parameters please refer to Appendix A.
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pathloss, while the latter simplifies the computation by dropping this number but increasing the shad­
owing standard deviation. Dual-Stripes model is usually used when investigating macro-femto 
scenarios whereas the 5x5 grid adds a strong femto-femto interference component [181]. Here, we 
investigate only 5x5-femto grid model as shown in the Figure 11.
Although the simulation is performed across the whole network, the performance results are taken 
only from the central site, in which most of the inter-cell interference is experienced. The rest of the 
simulation parameters are the same as in Table 5. Some of the main extensions o f the system-level 
simulator are listed as follows:
• Proper ICIC controller which can operate in different time scales (static, semi-static and 
dynamic).
• Power allocation unit which it can adjust the maximum transmit power of each eNB and 
maximum transmit power at each RB.
• Power control unit which it can update the transmit power to each UE across the time.
• General Support o f Inter-cell Radio Resource Management (RRM): different transmit 
power may be allocated to different eNBs.
• Support of the state-of-the-art static interference avoidance techniques: FR l, FR3, FFR, 
SFR, IFR.
• Support o f asymmetric (ad hoc) macro deployments: eNB a random position and/or sec­
torized /non-sectorized antenna.
• Support o f indoor small-cell deployments such as 3GPP 5X5 grid of femtocells with a dif­
ferent path loss model and fast fading model.
• Optimized the speed performance by using vector-wise programming.
• Optimized the speed performance by converting the core routine in C/C++ through mex- 
ing programming.
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Table 5. Common Simulation Parameters
P a r a m e t e r A s s u m p t i o n  o r  Va l u e
Outdoor scenario deployment 2-tier tri-sectorized sites (19-sites) with a total of 57 eNBs
Indoor (Home) scenario deployment Block type: 5x5 grid House dimensions: 10x10 m^
eNB Inter-Site Distance (ISD) Usually 500m
Total bandwidth 10 MHz
Total Resource Blocks (RB) 50 RBs
Total bandwidth per RB 180 KHz
RB guard band 20 KHz
Total cNB/HeNB Power 43 dBm / 10 dBm
Outdoor Path Loss model L = 128.1 + 37.6 logio(R), R[KM]
Indoor Path Loss model L = 127 + 30 logio(R), R[KM]
External wall penetration loss 20dB
Outdoor/indoor Shadowing’s standard deviation 8 dB / 10 dB
Outdoor/indoor Shadowing’s correlation distance 50 m / 3 m
Fast fading models ITU models [171]
User Noise figure/thermal noise 9 d B /-174  dBm
Simulation Time 500 TTIs
Num of UEs per sector area 10
Home cNodeB blocks per sector area 1
Home cNodeB activation ratio Usually 20%
Home cNodeB deployment 100%
1000
HeNB: 5x5 Grid model o f femtocells
500
1»
Meters
13 , ;18
Tri-sectorized sites with three antennas
-500
-500 500 1000
Meters
Figure 11. Investigated Co-Deployment Scenario with Macrocells and Femtocells
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Figure 12 depicts a schematic block diagram of the system-level simulator. The core part o f a sys­
tem level simulator is the link-measurement model (i.e. effective CQI calculation) and link 
performance model (i.e. effective BLER measurement). The link quality model averages the SINR 
across the desired and the interference channel in order to calculate the effective CQI report while the 
latter evaluates the performance in terms o f the 10% BLER target (Table 6). The interference model is 
a complicated structure since it considers all network system parameters to calculate the SINR at each 
TTl (or group o f TTIs). In addition, the interference model is designed in such a way so it can reflect 
all dynamic changes enforced by the ICIC controller (which is the network controller).
The ICIC model may control all necessary radio resource related units such as resource alloca­
tion, user scheduling and power allocation/control in order to perform interference 
coordination/avoidance. However, in order to perform interference coordination/avoidance the ICIC 
model should collect some measurements and CQI reports from the link-measurement model. The 
backhaul link may have a static/adaptive/real-time time scale (is shown with a dash line) to favor 
overhead issues associated with complexity and signalling.
In order to account the time and space correlation o f the pathloss and shadow fading (also known 
as macroscopic pathloss) are pre-calculated in advance via a 2D matrix. The channel model is 
based on an improved model for the generation of multiple uncorrelated Rayleigh fading waveforms 
[130]. This new model can retain all statistical properties with a small number of sinusoids. Also, 
some of the fast fading channel models that the simulator supports are: Pedestrian A and B, extended 
Pedestrian B, Indoor A and B, and Vehicular A and B.
Figure 13 shows the BLER curves for CQI 1 to 15 where each CQI is associated with a particular 
modulation and coding scheme as shown in Table 6. BLER curves are taken from the Vienna LTE 
link-level simulator under the AWGN channel which is available online [129]. The reason that BLER 
curves are taken under AWGN channel rather than selective fading channel (e.g. Ped B) due to the 
SINR averaging technique. The SINR averaging technique has the objective o f obtaining a single 
SINR value to reflect the current channel. Note that the several RBs experience a different gain due to 
the channel variation in a frequency selective fading channel. Ideally, every RB should have a differ­
ent flat fading channel. Then, an ‘overall SINR’ is calculated by non-linearly"^ averaging the several 
RBs in TB. This calculated SINR value is then equivalent to the case where would have been trans­
mitted through an AWGN channel.
One innovating change in the LTE systems is that they aim for a 10% BLER rather than 1%. This 
necessity is because the SINR threshold can be increased by l~2dBs assuming that there is a fast re­
transmission mechanism to replace quickly any lost packet. Note that the SINR threshold is the SINR
The SINR averaging is weighted in the logarithmic domain and thus is considered non-linear technique.
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which converts the TB SINK into achievable data with 10% BLER (is shown also in Table 6).
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Figure 12. Schematic Block Diagram of the System Level Simulator 
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Figure 13. LTE BLER Curves for CQIs 1 to 15 using AWGN channel [129]
Table 6. M apping Function of Instantaneous SINR to Achievable Data (10% BLER) [138]
CQI NO MODULATION C o d in g  R a t e  (x/1024)
S p e c t r a l  E ffic ie n c y  
(b its/H z/sec)
SINR T h r e s h o ld  
((K3)
1 QPSK 78 0.1523 -6.94
2 QPSK 120 0.2344 -5.14
3 QPSK 193 0.3770 -3.18
4 QPSK 308 0.6016 -1.25
5 QPSK 449 0.8780 0.76
6 QPSK 602 1.1758 2.67
7 16QAM 378 1.4766 4.69
8 16QAM 490 1.9141 6.52
9 16QAM 616 2.4063 8.57
10 64QAM 466 2.7305 10.36
11 64QAM 567 3.3223 12.29
12 64QAM 666 3.9023 14.17
13 64QAM 772 4.5234 15.88
14 64QAM 873 5.1152 17.81
15 64QAM 948 5.5547 19.83
3.2 System-level Calibration Results
System-level based simulators are suitable for simulating network-relating issues such as cell plan­
ning scheduling and interference management, while link-level simulators are better to reflect the 
effects o f coding schemes and feedback strategies [128]. For complexity issues, the physical layer 
characteristics o f a system-level simulator are simplified by using long-term statistical data from a 
link-level simulator. However, to facilitate a fair comparison between different system-level simula­
tors we perform a system level calibration among different companies and other universities (i.e. 
CEA, DOCOMO, Sagemcom and UOLU) [184]. The main assumptions used for the system-level 
calibration of the simulator can be found here [184] and also can be found in the Appendix A. These 
are fully compliant with 3GPP TR 25.814 [13] and TR 36.814 (Model 1) [11], while the femtocell 
transmission power is set lOdBm. For each set-up scenario, these assumptions are recalled as well as 
the metric of interest.
For system calibration, the statistics of the geometrical factor (G-Factor) associated to the macro­
cell users and the femtocell users have been computed as the metric o f interest. The G-Factor is the 
Signal to Interference-plus-Noise Ratio (SINR) experienced by one user when only long term parame­
ters, namely pathloss, shadowing and antenna gains, are considered in the budget link affecting the 
transmission power o f a serving/interfering cell.
The agreed statistical methods o f interest are the average, median, 5-percentile (5-ile) o f the
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cumulative density function (CDF) of the G-Factor. Therefore, the performance comparison of above- 
mentioned metrics is shown in Table 7 and Table 8 for macrocell and femtocell respectively. In a 
similar way, the comparison of CDF of the G-Factor is also given in Figure 14 and in Figure 15 for 
macrocell and femtocell, respectively.
Table 7. Main Macrocell Calibration Results
CEA DOCOMO Sagemcom UOLU UniS AVERAGE
Average (dB) 5.88 5.29 4.54 4.44 5.31 5.04
Median (dB) 5.17 4.01 3.63 3.21 5.02 4.01
5-ile (dB) -4.17 -2.44 -3.48 -4.04 -3.99 -3.53
Table 8. Main Femtocell Calibration Results
CEA DOCOMO Sagemcom UOLU UniS AVERAGE
Average (dB) 3.85 4.59 4.02 3.46 3.46 3.98
Median (dB) 3.38 3.54 3.81 3.07 2.53 3.45
5-ile (dB) -17.32 -18.56 -20.27 -20.07 -17.67 -19.06
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O
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Figure 14. CDF of the Macrocell G-Factor
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Figure 15. CDF of the Femtocell G-Factor
3.3 Performance Metrics
Generally, the long-term SINR is of great performance metric in illustrating the problematic areas 
suffering from low coverage; however, it associates a particular geographic location with a fixed per­
formance value [131]. The main drawback is that such an area-dependent metric has no channel- 
awareness and thus no scheduling gain is observed from exploiting the diversity of the channel.
Therefore, we observe the average sector/cell throughput as the system performance and the 
throughput of deprived UEs as the cell-edge performance. We capture also the throughput of deprived 
UEs using a common metric, i.e. the 5* percentile point of CDF of UE throughput as the cell-edge 
throughput [89] [132].
3.4 Performance Evaluation of State-Of-The-Art Interference Avoidance
Schemes
We begin the analysis of static ICIC schemes which were introduced in Chapter 2, namely, FR l, 
FR3, SFR, FFR and IFR to investigate their performance in macrocells. For a fair comparison, once 
the channel model, traffic model, modulation and coding scheme, system-level parameters (network 
layout, inter-site distance (ISD), etc.) and link-level parameters (e.g. BLER) are set, they are used
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throughout this thesis. Although theses parameters can be tuned or changed, for the same system load, 
the relative performance improvement compared with universal frequency reuse of proposed ICIC 
techniques is expected to remain comparable.
The performance comparison in throughput o f state-of-the-art (for macrocells only), based on the 
above-mentioned performance metrics, is presented in Figure 16.
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Figure 16. Performance Comparison of State-Of-The-Art “Interference Avoidance Schemes
To avoid ambiguity and to enable the reader to clarify each other’s performance, each of the evalu­
ated schemes is associated with a specific marker and colour as indicated in the figure legend. Since 
many schemes are evaluated from the same reuse technique, each performance point on the figure is 
linked with a certain effective FRF (except FRl and FR3 schemes since have a fixed FRF 1 and FRF 
3, respectively). For convenience in overall performance, we display the system and cell-edge per­
formance in the same figure. With this illustration, schemes which are located at the top-right corner 
are more favourable, and schemes which are located in the bottom-left corner are less desirable. Note 
that the performance comparison is not easy because no scheme is located top-right or bottom-left and 
thus no scheme can be considered the best.
As expected, the classical frequency reuse (FRl) scheme shows minimum cell-edge performance 
good average sector throughput. On the other hand, the frequency reuse 3 (FR3) exhibits superior cell- 
edge performance by sacrificing the system throughput. The superior cell-edge performance of FR3 is 
attributed to suppression of strong inter-cell interference across all UEs. It can be seen from the Figure 
16 that SFR/FFR has a performance trade-off between sector and cell-edge throughput depending on
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the FRF parameter. It can also be observed that the cell-edge performance o f the FFR reuse scheme is 
approaching the FR3.
Here, we can make similar observations in performance to some of the work in the literature [77] 
[23] [24] [79]. As anticipated, the interference avoidance gain achieved with SFR is more effective for 
a small improvement o f the cell-edge performance. This can be seen when the SFR (2.00) is compared 
to FFR (1.09). However, to achieve higher cell-edge performance the FFR is more desirable; readers 
may refer to SFR (2.75) vs. FFR (1.32).
Looking into the last scheme that employs an Invert Frequency Reuse (IFR), an overall gain at 
both system and cell-edge throughput can be observed. Note that in the case where a proper interfer­
ence avoidance is applied, the increase of the cell-edge performance does not reduce the total system 
throughput. Therefore, the performance gain in both metrics (system and cell-edge throughput) is due 
to the interference avoidance of strong interfering eNB s. As a result, a higher gain in throughput is 
achieved through appropriate resource restrictions. However, it cannot reach the cell-edge perform­
ance of the SFR/FFR. Here, only the IFR (7/6) scheme is shown since the IFR scheme with other FRF 
values did not have any performance gain in the cell-edge compared with FR l.
3.5 Performance Evaluation of State-of-the-art Interference Avoidance 
Schemes in HetNets
We continue the analysis of static ICIC schemes to investigate the performance o f the state-of-the- 
art interference avoidance scheme in a HetNet scenario costing o f macrocells and femtocells. For 
simplicity in illustration we select only a single reuse parameter for SFR (i.e. 2.00) and FFR (i.e. 1.67) 
for the interference study in HetNets.
Figure 17 and Figure 18 depict the performance o f macrocell and femtocell respectively, in the 
presence o f static avoidance schemes where the activation ratio^ (AR) (for femtocells) gradually 
increases from 10% to 100% and with ISD fixed to 500m. As can be seen in the case o f femto 
network, the total cell throughput as well as cell-edge throughput is severely reduced due to the 
significant increase in co-tier interference where the cell-edge throughput reaches zero for ARs 
beyond 60%. However, the macrocell performance is not affected as much due to the little impact on 
cross-tier interference. It is worth noting that the number of femto grids per each cell is fixed (equal to 
one) across all ARs in this scenario.
Comparing different schemes when AR is gradually increased (i.e. Figure 17 and Figure 18), the 
IFR performs better in macrocell due to a better utilization o f radio resources in this hybrid scheme. In 
the case o f femtocells, a trade-off in performnace o f total cell throughput and cell-edge throughput is 
observed with static schemes. In high levels of AR (AR>60%), all schemes perform similarly for the
Activation ratio is defined as the percentage o f  activated femtocells in the specific deployment model.
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femtocell network and can not mitigate the impact o f co-tier interference as static schemes are based 
on fixed macrocellular deployments only. As a result, more dynamic schemes are to be used along 
static schemes to mitigate the effect o f co-tier interference in dense femto scenarios.
Figure 19 and Figure 20 show the overall performance o f the system where the ISD of macrocell is 
reduced from 500 m to 100 m. The AR is set to 10% across all cases. In this scenario, changing the 
ISD affects both co-tier and cross tier interference as not only the femto deployment but also the 
macro deployment becomes denser. Therefore, the total cell throughput along with cell-edge 
throughput is reduced across both networks. The superior performance o f FR3 for macrocells occurs 
when ISD<100 m is attributed to the suppression o f strong cross-tier interference from other 
neighbouring macro cells on part o f the spectrum per cell. However, in the case o f femtocell, only 
cell-edge throughtput is significantly reduced due to the cross-tier interference. The total cell 
throughtput is relatively high due to the external wall isolation. Again, the performance o f the static 
schemes in femtocell network can be seen as a trade-off between the two metrics (i.e. total throughput 
and cell-edge throughput).
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3.6 A proposed ICIC scheme for macro cellular deployments
As explained in Chapter 2, the orthogonalization of wireless resources is achieved by applying re­
strictions on power/frequency/time domain. The generation of orthogonal patterns with low 
mathematical complexity is based on a mathematical principle from information theory known as cy­
clic difference set [133]. Their use in interference management has a potentially high value, as it 
introduces a high degree of orthogonalization among adjacent cells. The motivation behind orthogonal 
resource allocation patterns is that each pattern has a different power profile or frequency restrictions 
from the rest of the group promising higher SINR and data throughput for cell-edge (cell-edge) users. 
We also show the proposed scheme is well suited to tri-sectorized cellular networks and performs bet­
ter than other static ICIC schemes as discussed in the previous section.
3.6.1 Orthogonal Pattern Generation through Cyclic Difference Sets
The orthogonalization o f wireless resources can be generalized by using some fundamental princi­
ples of mathematics. This motivates us to investigate a popular technique which generates patterns 
with a high degree of orthogonality i.e. the cyclic difference set ([133] pp. 261).
Definition 1: Let a set F = (0, 1, 2 ,..., u-l } of order v and a non-empty {D^  0 )  /c-subset of C such as 
0 < a: <  V.  Then, the set D={do, d\, dk.\] is called a cyclic ( u ,  k,  Q -  difference set if  it satisfies a list of 
operational differences of the congruent d i-d j  = t (mod v) for each two different non-zero elements of 
F {di, dj, e D, di^ dj) and for each 1 < / < u -1 precisely Ctimes.
Lemma 1: (Symmetry property) A necessary condition for a given Z) to be a cyclic (v, k,  Q ~  differ­
ence set in a group F, is:
^  -  ( o  - 1 )  =  —K  ( 3 - 1 )
Lemma 2: (Difference property set) If D is a cyclic (u, k, ^-difference set in a group F, let a con­
stant y 6 /"be  added to each of its element, thus the new set D ' = D + y = {dç, + y, d\ + y, c4-i + y}
III
■I-tier
I I III
I I
I I
6 7 \
2  X'
' ..... /  '
4 \  5
b)
Figure 21. Frequency Restriction Diagram  of the Proposed Scheme
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(mod v) is a symmetric set o f (v, k, Q.
Lemma 3: Precisely C common elements can be found between any two subsets such as Di, Di  e D' 
(D] ^  D 2). This is a direct consequence from the above lemmas.
3.6.2 Proposed Different Set for Tri-Sectorized M acrocells
It is important to note that for each valid cyclic (v, k, Q -  difference set there is a member which 
can satisfy the above lemmas. An update list with valid cyclic different sets and their members can be 
found here [134]. We propose the (l,2,6)-difference set as a member o f the cyclic (7,3,l)-difference 
set. The (l,2,6)-difference set satisfies not only the above lemmas but also we find that it enhances 
the orthogonalization o f wireless resources through the tri-sectorized cellular network to a greater ex­
tent, and therefore, its employment in ICIC is favourable. Next, by using the difference property (from 
lemma 2), six symmetric subsets are extracted as follows: {2,3,0}, (3,4,1), (4,5,2), (5,6,3), (6,0,4) 
and (0,1,5). Last, we note that the repetition o f each element o f a symmetric subsets o f a (7,3,1) -  
difference set is precisely 1.
3.6.3 Em ploym ent of a Cyclic O rthogonal Patterns in a Tri-Sectorized Cell Site
Here, we define the following sequences which are element-wise cyclic left shifted:
^ggr7:((l,2,6),(2,3,0), (3,4,1), (4,5,2), (5,6,3), (6,0,4), (0,1,5))
^ggr2:((6,l,2),(0,2,3), (1,3,4), (2,4,5), (3,5,6), (4,6,0), (5,0,1))
^g93:((2,6,l),(3,0,2), (4,1,3), (5,2,4), (5,3,1), (0,4,6), (1,5,0))
The main reasoning behind such deployment is illustrated in Figure 21. Each o f the above sequence 
has seven symmetric subsets (i.e. 3-7 = 21 elements) and therefore yields an exact allocation for the 
case o f a tri-sectorized one-tier network layout, which in this case are 21 sectors. According to the 
frequency restriction diagram shown in Figure 21(a), each subset with the same frequency ID is re­
quired to satisfy a minimum reuse distance in an appropriate angle. An example o f resource allocation 
with respect to the frequency restriction diagram (i.e. Seq 1) is depicted in Figure 21(b).
3.6.4 Simulation Results and Discussion
All simulating parameters regarding channel model, network layout o f macrocell are the same as 
listed in Table 5 (in Chapter 3). Figure 22 depicts the performance o f the proposed scheme in terms of
total cell throughput and cell-edge throughput. The performance o f the state-of-the-art interference
avoidance schemes i.e. FR l, FR3, SFR, FFR, IFR are also depicted for comparison purposes. The 
proposed scheme is displayed as ‘1-2-6’. It is clear that the proposed scheme can extend the cell-edge 
performance compared to IFR scheme with no loss o f total cell throughput. This extensive cell-edge 
throughput is due to orthogonal resource allocation which minimizes in long-term the inter-cell inter­
ference. For clarification o f the limits o f static interference avoidance, we draw the performance
— —
Chapter 3: Inter-Cell Interference Study and Static Inter-Cell Interference Coordination
region with dotted line. We note that this performance limitation is due to static resource allocation 
(i.e. the inability to exploit dynamically the instantaneous channel variations).
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Figure 22. Performance Comparison of the Proposed Scheme in Macrocells
In a similar way, Figure 23 depicts the performance of all schemes in femtocells with AR set to 
20%. Again, we may see that all static schemes can extend cell-edge throughput as performance trade­
off with average cell throughput. This can be seen by an illustrated arrow. However in the case of 
femtocell, static interference avoidance schemes underperformed. The low performance shows that 
they are not appropriate for femtocells due to their ad hoc deployment structure, which in turn breaks 
up the homogeneously pre-fixed location of dominant interferers. In the future, more dynamic algo­
rithms will be studied to identify feasible and performance improvements for ad hoc nature femto 
deployments.
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3.7 Summary
This chapter can be summarized as follows:
• An existing multi-cell interference-aware system-level simulator has been developed and 
extended for simulating the state-of-the-art interference avoidance scheme through inter­
cell interference coordination (ICIC).
• A focused simulation study of the state-of-the-art interference avoidance schemes o f a 
HetNet scenario comprising of macrocells and femtocell is carried out. Simulation results 
confirm that the co-tier is becoming increasingly important when inter-cell distance is re­
duced. The cross-tier interference may affect few femtocells near macrocells in terms o f 
cell-edge throughput. We show that the affected femtocells from cross-tier interference 
may maintain high total cell throughput due to the external well isolation. In the case of 
macrocells, FRl or FR3 outperformed the other schemes in different ISDs.
• A static interference scheme has been proposed for macro cellular systems with tri- 
sectorized antennas, based on well-known mathematical principle namely ‘cyclic differ­
ence sets’ from combinatorial branch of mathematics. Simulation results verify its 
performance improvement over the state-of-the-art interference avoidance schemes at cell-
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edge throughput and the total cell throughput. Therefore, we find that a macrocell operator 
with tri-sectorized sites will benefit significantly from adopting such a scheme compared 
with the classical frequency reuse (FRl).
• However, for femtocells the static interference avoidance schemes may underperform due 
to the asymmetric deployment structure o f femtocells. We therefore conclude that more 
dynamic algorithms should be studied to identify feasible and performance improvements 
for ad hoc deployments such as femtocells. This will be address in the next Chapter.
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4 INTER-CELL INTERFERENCE COORDINATION FOR 
CELL CAPACITY IMPROVEMENT
This chapter focuses on the ICIC problem for interference-limited multi-cell networks in order to 
increase the capacity in terms o f cell-edge and total cell throughput. The inter-cell ICIC problem is 
initially formulated as a utility maximization problem. This formulation enables us to capture accu­
rately all performance gains by employing interference avoidance in a dynamic way. Due to the 
computational complexity o f the original problem, a semi-centralised scheme is proposed. Addition­
ally, we investigate the computational savings and performance losses through an LTE-based 
simulation study. Our performance metrics are in terms o f cell-edge and total cell throughout. Fur­
thermore, we continue this work by formulating an improved ICIC scheme. Simulation results show 
significant improvement by mitigating an additional dominant interfering eNBs. Through this im­
proved ICIC scheme, we are able to calculate the performance o f the ICIC technique by mitigating all 
dominant interfering eNBs. We find that the ICIC can achieve a gain of more than 4X the cell-edge 
throughput and 1.4X the total cell throughput over the classical frequency reuse scheme.
4.1 Generalized Resource Allocation Problem
Here, a general optimization problem for RRM [33] is described which tries to minimize the total 
transmitted power or to maximize the total system throughput subject to some constraints. In addition, 
we focus on the main disadvantages and limitations o f this type o f optimization problem in order to 
propose our approach based on ICIC in next subsection (4.2). For convenience, a list o f the symbols 
used in this subsection is provided in Table 9. Assuming that the basic radio resource unit is an RB, 
the problem can be generally formulated in terms o f maximizing the total rate (Rt) across the system 
or minimizing the total transmit power (Pj) of the system as follows:
Objective:
roaxR^ = ' ^ ' ^ p , „ - R , „
k n
or (
where P ^ „ = P -lo g 2 1 +  ^  ^ (4-1)
min
k n
2 I P k ,n  ^k,n
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Subject to:
C1:A.«G{0,1}, VÂ:,«
k
C?)\p^^>0 \/k ,n  (4-2)
k n
C 5 :R ,= 'Z R ,,„ > R ^ ,^
Table 9. List of Symbols in the Generalized Resource Allocation Problem
n index of RB
k index of UE
Pk,n power allocated for UE k in RB n
k^,n achievable data rate for UE A: in RB «
Ptotal total transmit power of the system
Pk,n indicator to show whether RB n is allocated or not to UE k
K channel gain for UE k in the RB n
K thermal noise power
minimum data rate required for UE k
Pt total transmit power of the system
R, total throughput across all UEs
The constraints (C) in (4-2) are explained as follows:
• The Cl and C2 ensure that each RB is assigned to one user only.
• The C3 requires a power allocation higher or equal to zero.
• The C4 maintains total transmit power below the .
• The C5 satisfies the minimum user rate required (based on QoS requirements).
The main challenges with this formulation are described as follows.
• The C4 may be in conflict with C5 as the total transmit power may be exceeded in order to 
satisfy the minimum user rate, particularly the cell-edge users.
• The current formulation is limited to a single-cell scenario. This formulation is not proper 
for an interference-limited scenario due to the absence o f ICI component in the SNR ex­
pression (ref. the second part o f eq. in (4-1)). So, the optimal solution in a single scenario 
will not be optimal in an interference-limited scenario.
• Therefore, the constraints (C) in (4-2) have no information in terms o f which o f the inter­
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ference-Iimited cells may transmit or may not transmit. Only by using an exhaustive 
search algorithm, we may find or approach the optimal solution and therefore it is not de­
sirable for multi-cell interference-limited cellular networks.
• Therefore, we find essential to re-formulate the resource allocation problem which gives a 
proper resource management for each occasion.
4.2 Centralised ICIC Formulation
As mentioned in previous Chapters, the main challenge for a scheduling algorithm which aims to 
maximize both system throughput and cell-edge user throughput, are basically the cell-edge UEs. Any 
optimal or suboptimal RRM with a goal to maximize user throughput in a network-wide range, will 
avoid these disadvantaged users because their role in the overall throughput is minimal. Therefore, by 
employing the concept o f interference avoidance through an optimization problem  on these interfer­
ence-limited users, the network can effectively extend their data rates.
Let i, j  e  S  denote the set o f inter-connected eNBs by using an X2 communication interface of 
3GPP LTE [11], A: e K  denote the set o f UEs and n e N  denote the set o f RBs. Then we may represent 
the SINR with a list of dominant (/eg ') and non-dominant (/0g') interfering eNBs as follows;
 a __________
■" P j - ' Z h i . + P l ' - ' Z f ' i + K  n e N , k ^ K
j * i ,  j * i
j^g' yeg
Here, denotes the instantaneous SINR at UE k  which is connected to eNB i excluding the
dominant interfering eNBs which belong to the interfering scenario group g \   ^ denotes the chan­
nel link which includes all long-term (path loss and shadowing) and short-term (multipath) key fading 
components that UE k  experiences on RB «. In a similar way, denotes the interfering link. PJ and
are the transmit powers allocated to RB n by eNB i and j ,  respectively. It is also assumed that the 
transmit power on non-restricted RB is the same and fixed. For simplicity in this formulation, we con­
sider that the eNBs in the dominant interfering eNB scenario group g' do not transmit at all. Therefore, 
the transmit power on restricted RB is zero ( = 0 ).The SINR may be simplified without including
the restricted interference (compared with equation (4-3)) from the dominant interfering eNB ( y e  g ' ) 
as:
(4-4)
•" n e N , k ^ K '
&
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We define /  ( ) as a mapping function^ where the instantaneous SINR is converted through an 
achievable data rate as follows:
< N / ( Æ j  (4-5)
To define the set of all possibilities o f the interfering eNB scenarios (i.e. g' in (4-3)) that may exist, 
we use the powerset^ expression P( ) on interfering eNBs. For example, the power set of two interfer­
ing eNBsyl andy2 are: {}, {/I}, {y'2}, {/l,y'2}. Note that the empty set {} denotes that no interference 
mitigation scenario is considered. Following this, we can construct all possible subsets o f eNBs which 
can interfere with eNB i using the following notation P(S  \{z}). Note that the power set P(S\{z}) has 
|P(iS\{/})l = combinations.
In order to reduce the large number of possible interfering scenarios it is also assumed that the sys­
tem uses cell-specific orthogonal reference sequences. As explained earlier, in LTE DL, up to six pilot 
sequences (including the serving one) are expected to be identifiable and measurable by employing 
cell-specific orthogonal reference sequences [38]. By using appropriate measurement readings (i.e. 
CQI reports), the served users can report to the eNB, the separate levels o f dominant sources of inter­
ference. Therefore, a number of dominant interfering eNBs can be shortlisted and only those are 
required eNB to inform the network controller regarding the scheduled UEs (since cell specific refer­
ence sequence are symbol-based channel and do not include any information regarding data 
channels).
In this thesis, we assume only the major interfering eNB scenarios^ are considered for optimiza­
tion. For example if  the J l , j 2 , j3  are dominant interfering eNBs o f eNB i then g' = {{}, {/I}, {/I, y'2}, 
{ j l , j2 ,J3 }} .  Last, let us define the G as the set of all dominant interfering scenarios such as G = 
{ g ' , g ^ , ...} I i , j  e  S  and let us define the e' as the set o f eNBs the eNB i is a dominant interfering 
eNB to another eNB. For example, if  the dominant interfering eNBs for eNB A  are "^eNB B  and 
2"^ * ^  eNB D then g^ = {{}, {P}, {B,D}}  and the an d e^=
The centralised problem of dominant interference avoidance through ICIC in an interference- 
limited multi-cell system is formulated below:
Z Z  ;maximize ies g‘ \keKneN J (4-6a)
% ' =  ' « y ;  y e {0,1,2,...,}
 ^The mapping function can be found in Table 6 (Chapter 3).
 ^Note that the set theory is in line with this ref. in [133].
 ^Although some other interfering eNB scenarios may exist in this thesis, we consider only the most dominant ones.
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n  V2
subject to Z Z À ' '  + Z Z Z A f  e {0 , 1} ; V k
g ’ keK  Jee' g^3i keK  (4-6b)
' ---------------V---------------'  ' --------------------- V----------------------'
XI  X2
X \ , V \ , X 2 , V 2  e{0, 1}.
The optimization problem in (4-6) can be used with a utility (C/^J ) function in order to trade off 
the system performance from total-cell throughput to cell-edge throughput, and therefore x and y  ex­
ponents are defined (i.e. U= respectively. For instance, the x=l and y=0 option or other non­
zero X options, aim to maximize the total cell throughput as the utility shows minimal benefit to the 
deprived users. In this thesis we assume that the x=l andy=l option is used. Other x and y  options can 
be used to adjust the performance between total-cell throughput and cell-edge throughput. Here, we 
define the demand factor d  as the average throughput across all UEs divided with the average 
throughput o f UE k.
The terms X \  and X I  in constraint (4-6b) are o f binary-integer type and jointly indicate that the 
complex ICIC problem belongs to binary/integer programming. The variable FI is defined by 1 or 0 
whether the RB n is assigned to UE k  in eNB i excluding the dominant interfering eNBs which belong 
in g ' or not. The term X \  ensures that each RB can be assigned to one user and to one interfering 
eNB scenario group g ' . On the other hand, the term X I  expand this inter-relationship for all eNBs 
(i.e. j  E d)  which the eNB j  is the dominant interfering eNB to anointer eNB and to all interfering 
eNB scenarios where eNB i (g-' 3 Î). Note that each eNB is allowed to transmit only to one user and
one interfering scenario group. Therefore, in order to maximize the total utility the objective function 
is accumulated over all variables.
4.3 Proposed Low-Complexity Semi-Centralised Framework
With some loss o f optimality, this complex problem can also be decomposed into several sub­
problems at a time with a small set o f interfering eNBs and RBs; thus reducing the computational run 
time significantly. The use of a predetermined dominant interference set with a small set of available 
RBs was investigated in [140] degrading significantly the diversity gain stemming from channel vari­
ability. This limitation led us to look into other ways o f decomposing the above problem without 
losing the optimality and the performance yielded from multi-user diversity.
4.3.1 A Low-Complexity Semi-Centralised Method
In order to reduce the complexity with minimum loss to the optimality, we divide the multi-cell 
RRM problem into two independent problems, i.e. the ‘eNB-level problem’ and the ‘network-level 
problem’. The former can reside in the local processing unit in each eNB whereas the later may reside 
in the processing controller of the network. In other words, the sub-problem which can reside in eNB
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issues a candidate list of best users for possible inter-cell restrictions for each RB (or groups of RBs). 
Afterwards, the sub-problem which stays in the network controller decides which resource restrictions 
are to be set to each eNB. This procedure is summarized in Figure 24 whereas the mathematical part 
of this procedure is described in theses subsections 4.3.2, 4.3.3 and 4.3.4.
Network Step 3
optimum
Global
optimum
Network problem
Central problem
Step 2
Local
optimum r step 4
Step 1 ^
eNB problem  
\  Step 5
Send
measurements reports
Step 1 -  Collect measurement 
reports (CQI)
Step 2 -  Construct the eNB 
problem. Forward a part of the 
problem to the network controller
Step 3 - Construct and solve the 
network problem.
Step 4 - Return the optimal 
solution to all eNB involved.
Step 5 -  Finalized the eNB 
problem using the feedback from 
network.
User and channel allocation
Figure 24. Proposed Low-Complexity Semi-Centralised Framework
4.3.2 Decomposition of the Centralised Problem
In this subsection, we describe simply in two steps how the centralised problem can be decom­
posed into two almost independent sub-problems [135]. We assume the intra-cell (adjacent-channel) 
interference is avoided thanks to OFDMA nature of LTE and our problem is limited to the inter-cell 
(co-channel) interference. For simplicity of illustration, the notation of the RB n is omitted.
Therefore, the centralised problem, which includes all the network information, is described as fol­
lows:
( r^nax=max
isS  g 'eG  keK
(4-7)
A ss ig n m e n t
P ro b le m  ->  k e K  '
ieS  m'eM
Pow er transmit problem
The centralised problem is equal to the maximization o f the maximized sub-problems as shown 
above.
4.3.3 eNB-Level Procedure
The assignment problem for each RB n is solved by selecting the best user with the highest utility 
price as follows:
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7 |' = arg max | . (4-8)
k eK  '• ■'
It is evident that in scenarios where channel variability may exist across the interference channel, the 
best user for each scenario g ' may not be the same. Based on the candidate UE list , the refined 
utility can be expressed as:
(4-9)
4.3.4 Network-level Procedure
The central entity collects the refined list U^' fi*om each eNB (and each HeNB) and constructs the
combined list U'f' respectively. Each decision can be taken independently across all RBs. The semi­
centralised problem for each processing entity can be formulated as:
maximize ^  ^  t / ' ’^  • ;  (4-10a)
i g‘eG
subject to e  {0, 1} . (4-10b)
g 'eG  je e ' g h i
X I  X 2
Based on an eNBs’ candidate list and users’ achieved utility, the network controller will decide on 
which eNB it will permit to transmit or not. The constraint in (4-10b) can be solved through binary 
linear programming. Here, the binary variable VI in term XI indicates by one or zero which the do­
minant interfering scenario g  is considered for resource restriction. The term XI ensures that each 
eNB is considered for only one dominant interfering scenario. However, in the case where no domi­
nant interfering scenarios are indicated, the eNB i will be restricted to benefit the other interfering 
eNB. In a similar way, the term X2 propagates this inter-relationship to the first and second dominant 
interfering eNBs. To resolve eNB conflicts among the eNB i and the two or more dominant interfering 
eNBs, the sum of XI+X2 should be either 0 or 1.
The solution given by (4-10) is returned to all eNBs involved. According to the solution, each eNB 
should now assign the best user (4-8) fi*om the candidate list or not assign at all.
4.3.5 Complexity
Solving this centralised optimization problem on a network-wide scale and accounting for all vari­
ables can be a large computational burden. The complexity cost of the optimization problem in (4-6), 
increases significantly with the instances of variables S  (set of all eNBs) K  (set o f all eNBs), N  (set of 
all subchannels), G (set of all dominant interfering scenarios) and is o f order 0((|5'|x|X|)^(|G|+|Vl)) 
[142]. By removing the user allocation process fi*om the ICIC problem, the computational complexity 
is reduced significantly and increases only with the number o f interfering eNBs (|S'|) and the number
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o f indicated interfering eNB scenarios \G\, i.e. 0(|5'1'^|G|).
4.3.6 Simulation Study and Analysis
The simulation study is performed in the downlink using the modified LTE-based system-level 
simulator in order to evaluate the performance o f the proposed distributed ICIC vs. the state-of-the-art 
(static and dynamic) interference avoidance schemes. Apart from the outdoor eNB network, a closed- 
access low-power HeNB (Home eNB) network is implemented to simulate a multi-cell indoor sce­
nario. In each scenario, we simulate the appropriate ITU model [171] for indoor scenarios. Each 
femtocell block is accompanied by a femto gateway that can perform some scheduling/coordination 
tasks (Section 4.3.4). In addition, the femto gateway may be connected to the main network controller 
via a fixed broadband.
Figure 25 shows the CDF of UE throughput for five major different schemes employed by outdoor 
deployment i.e. FR l, FR3 and the proposed ICIC scheme, in which up to one (ICIC-1), two (ICIC-2) 
or three (ICIC-3) dominant interference(s) can be mitigated. To avoid ambiguity and enable the reader 
to clarify each other’s performance, each o f the evaluated schemes is associated with a specific 
marker and colour. For simplicity o f illustration and for convenience in overall performance, we dis­
play the system and cell-edge performance for all the schemes in Figure 26. In the same way. Figure 
27 shows the overall performance in the indoor deployment for all different schemes employed.
Our proposed ICIC outperforms most of schemes in eNB total throughput by mitigating dominant 
interferences. Unfortunately, the cell-edge performance o f the proposed scheme is limited since it 
cannot surpass the FR3 scheme (which it has a superior cell-edge performance). Even by mitigating 
more dominant interfering eNBs the performance improvement is very low (trivial) after the 3rd 
dominant interfering eNB.
However, in HeNB deployments, the proposed scheme can outperform all schemes in both per­
formance metrics (i.e. HeNB total cell throughput and HeNB cell-edge cell throughput). As described 
in Chapter 3 (Figure 23), the static interference avoidance schemes are more susceptible in unplanned 
deployments, such as femtocells, where their operation or their location can vary from house to house.
Here, the proposed low-complexity scheme is quite advantageous for HeNB deployments, how­
ever there is a fundamental question regarding if  there is some space for a further improvement 
regarding the performance o f the proposed scheme in the eNB deployments. We will address this 
question in the next Section (4.4).
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4.4 Improved ICIC Scheme for Semi-centralised Frameworks
As we have seen in the previous sub-section by using a semi-centralised framework, we greatly re­
duce the complexity compared with the centralised ICIC without reducing the performance. However, 
the improvement in cell-edge throughput in macrocells is unsatisfactory compared to femtocells. In 
this Section, we deal with this limitation by proposing a number of improvements in terms o f multi­
cell and multi-user scheduling. Although, our focus is the performance of macro eNBs, note that the 
proposed ICIC scheme is also applicable to femtocells (HeNBs) and a additional performance im­
provement can be seen.
As described in the previous section (4.3.2), without loss of generality, the inter-cell RRM problem 
can be decomposed, (while maintaining its optimality), into two smaller problems i.e. the eNB prob­
lem and the network problem. However, there are ways that may improve the performance of an 
interference-limited system considerably. The first major improvement is in terms of multi-cell sched­
uling problem. Although, the network problem formulation gives an extensive performance 
improvement in femtocells, we found that there is space for additional improvement in macrocells by 
considering an additional list of dominant interfering eNBs. The second major improvement is in 
terms of multi-user scheduling, which may also be performed after the multi-cell scheduling in order
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to exploit accurately the changes in the interference channel. We also note that this improvement in 
user scheduling is a multi-user diversity scheme and is dependent on the improvement in multi-cell 
scheduling^. The higher the improvement in multi-cell scheduling, the higher the improvement in 
multi-user scheduling. Therefore, it will be trivial to apply a multi-user scheduling when there is no 
significant multi-cell scheduling improvement.
Here, we introduce a number of improvements, which can be applied by the semi-centralised 
fi’amework, however these are not recommended in the case o f a centralised framework due to com­
plexity issues. Note that Section 4.3 focuses on reducing the complexity without reducing the 
performance compared with a centralised ICIC scheme whereas the Section 4.4 is focused to increase 
the performance o f an ICIC in terms of additional complexity.
4.4.1 Reformulated Multi-cell and Multi-User Scheduling Problem
We reaffirm that the multi-cell scheduling problem is built on whether the cell transmits or not on 
the specific RB. In addition, each decision can be taken independently across all RBs. As each deci­
sion is independent, this scheduling problem can be solved concurrently. Only one utility value as an 
input per eNB is required to account for this decision. However, this utility value has to be selected in 
such a way in order to represent the achievable gain o f the scheduled UE combined with a fairness 
index across the network. Then, the general optimization problem regarding which eNB should 
transmit can be reached for each RB as follows:
maximize ; (4-1 la)
' g‘
subject to <l ; (4-1 lb)
g'
Z '=  Z  Z  ; (4-1 ic)
{J I  iegj} {m> I  iegJ} (01
3(')
p W  <1 ; (4-lid)
phg' ^  pj,g> g (4-11 e)
In a similar way as in previous Section, the U''^‘ in (4-11 a) denotes the utility price which the cur­
rent eNB i can achieve when the list o f interfering eNBs in the interfering scenario g' is restricted. The 
constraint in (4-1 lb) is similar with (4-10b) which denotes when the eNB i is allowed to transmit to 
one interfering eNB scenario g \  However, this variable is relaxed and is not binary anymore in order 
to avoid issues with complexity. The new constraint in (4-1 Ic) searches for all eNBs which may be in 
conflict with eNB i regarding the interfering scenario m\ We denote 3(z) as the index o f those eNBs 
where the eNB / is a member of their interfering scenario i.e. /eg '. In a similar way, with the term G(j)
It was not the case in the previous section
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we denote the set of those interfering scenarios of which the eNB i is a member. The role o f the pro­
posed denominator factor I 3(f) I in (4-11c) is to allow more than one candidate (eNB j )  to transmit 
(pj.?' = 1) in the case where the eNB i does not transmit = 0). In this way, the reformulated mul­
ticell scheduling problem allows a higher number of non-interfering eNBs to exploit and utilize the 
available RBs.
The solution given by (4-11) should return to all eNBs involved. According to the solution, each 
eNB should now schedule the best user based on the instantaneous channel conditions if  the RB is not 
restricted. To understand the performance gain o f the proposed multi-cell scheduling problem, we pre­
sent Table 10 (using the same simulating parameters as in Section 4.4.2). We show that the 
performance gain is increased significantly (especially the cell-edge throughput) by restrict­
ing/mitigating dominant interfering eNBs. By mitigating up to three dominant interferers with the 
proposed ICIC, the average performance gain may be over 40% in cell-edge throughput and up to 9.3 
% in total cell throughput. Here, we show the achieved performance gain up to 3"^  ^dominant interfer­
ing eNB. However, it is expected that the performance improvement increases proportionally as you 
mitigate more dominant interfering eNBs.
Table 10. Average Performance Gain of Multi-Cell Scheduling
Scenario
Cell-edge  T-put  
(5™-ILE)
Total  Cell 
T-put
Up to dominant interfering eNB 11.99% 3 ^ 3  94
Up to 2"^  dominant interfering eNB 27.94  % 7.04 %
Up to 3"^  ^ dominant interfering eNB 41 .59% 9.30%
After the network configuration has been set, the user can estimate the update in utility value, 
based on the improved channel radio conditions. The utility value was estimated at the UE side and 
based on the worst-case scenario. The worst-case scenario only includes the number of dominant in­
terferences which exist in the initial consideration. For example, assume the scenario where both 
candidates, i.e. eNB A and eNB B are restricted on a particular RB, in order to allow the eNB C to 
achieve the desired utility price. Consider the scenario that not only eNB A and eNB B  are restricted 
but also eNB D  and eNB E  (in order to allow the other eNB F  to achieve the desired utility price). Al­
though eNB D  and eNB E  are not dominant interferers o f eNB C, it may increase the state o f the 
channel significantly due to multi-user diversity which spans across the desired and interfering chan­
nel. The revised utility value has a significant role in the optimal scheduling decision.
By using again the following argmax expression the best UE candidate on each RB is determined
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as follows,
/„=argmax{ U \  }, (4-12)
where Uk^ is revised utility matrix with the updated channel state information. In a similar way, to 
understand the performance gain o f proposed multi-user scheduling problem we present Table 11. We 
show that the there is a noticeable performance gain with multi-user scheduling.
Table 11. Average Perform ance Gain of M ulti-User Scheduling
Scenario
Cell-edg e  T-put  
(5™ -ILE)
Total  Cell 
T-put
Up to dominant interfering eNB 5.54% 2.0294
Up to 2"^  dominant interfering eNB 6.53% 2.45%
Up to 3^ ^^ dominant interfering eNB 7.45% 2.64%
One main challenge associated with problems belonging to this class o f binary linear programming 
is that they require an extensive search path. Prolonged extensive search o f a linear problem can be 
reduced by introducing a number o f tighter cuts. Cuts are a number o f additional constraints that are 
added to the continuous relaxed problem [160] in order to restrict non-integer solutions and reduce 
the complexity involved to find the optimal solution. Cutting planes, which contribute highly to solv­
ing the ICIC problem, are as follows: knapsack cover cuts [161], Gomory fractional cuts [162], 
implied bound cuts [163] and lift cover cuts [164].
In order to understand how the cutting plane can avoid a non-integer solution, consider the simple 
following example:
maximize x  +jc +x
bsubject to x"+x <1; % + x^<l; %* + x'' < 1; ; (4-13)
e [0 ,l] ,
where x is a real variable [0,1]. The above linear problem has one optimal solution i.e. 
x°+ x*+ x ' = 0.5 . However, this fractional optimal solution is undesirable since we are only interested 
whether the eNBs a, b, c are restricted or not. In order to cut off all fractional solutions we may intro­
duce a cut plane as follows:
+ X* + < 1 .
The above cutting plane method can be generalized as follows:
+ X* + ... + x” < \ji / 2 j , 
where L J calculates the lower integral part.
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4.4.2 Simulation Results and Discussion
The simulation study is continued from Section 4.3.6 with a focus on eNB deployments. As men­
tioned earlier, the regime of static schemes consists of: F R l, FR3, SFR [63], FFR [61], IFR [64], and 
the proposed scheme in Section 3.6 displayed as ‘1-2-6’. The state-of-the-art dynamic schemes consist 
o f the dynamic FFR (D-FFR)^° and the graph-based FFR (G-FFR)^^ [52]. Our improved ICIC scheme 
is shown again as ICIC-X, where X denotes the maximum number of dominant interfering eNBs 
which can be mitigated.
Figure 28 shows the CDF of the UE throughput for some major schemes employed by outdoor de­
ployment. For simplicity o f illustration and convenience in overall performance, we display the total 
and cell-edge performance together for all macrocell schemes in Figure 29 and for all femtocell 
schemes in Figure 30. The performance o f the static regime is also depicted in Figure 29 for compari­
son purposes. In the dynamic regime, we note that a graph-based algorithm is a very good candidate 
over its counterparts in cell-edge throughput. This is due to the interference graph technique which 
can effectively group the major interfering eNBs. The proposed ICIC-3 scheme outperforms all other 
schemes. In femtocell deployments, the ICIC-2 scheme is also considered a very strong candidate. 
Generally, the high performance o f the proposed scheme is due to the improved problem formulation 
in mitigating interference through interference avoidance. Here, we show all the ICIC variants (i.e. 
ICIC results from Section 4.3.6) in order to observe the performance gains by mitigating additional 
dominant interferers.
Figure 29 shows also the performance of the proposed ICIC technique in ETE systems by mitigat­
ing all possible neighbouring eNBs (up to fifth dominant eNBs). This limitation is due to the small set 
of orthogonal channels (i.e. 6 orthogonal pilots [38]) that are supported by ETE OFDMA physical 
layer. In order to show the performance limits o f the proposed ICIC through interference avoid­
ance/restriction by assuming all pilots are orthogonally multiplexed, we present Figure 31. In this 
case, an ICIC technique which is capable o f mitigating up to the last dominant interfering eNB, is ex­
pected to improve up to 4X the cell-edge throughput and 1.4X the total cell throughput over the reuse- 
1 reference scheme.
The D-FFR is a dynamic version o f FFR which also exploits the multi-user channel diversity.
The main difference between the G-FFR with the D-FFR is that a graphic framework is used to separate the strong in­
terfering eNBs into a number o f different groups.
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4.5 Summary
In this chapter, we describe through a series of steps how the complexity associated with the ICIC 
problem can be simplified and solved in a linear and semi-centralised way. We found that it is highly 
desirable to distribute the ICIC algorithm across the network to minimize the complexity issues in­
volved with the scalability o f the problem. The main contribution o f this chapter can be summarized 
as follows:
• A low-complexity semi-centralised ICIC framework is formulated in a linear way, which is valid 
for both macrocell and femtocells. In the case o f femtocells, a local gateway (LFGW) is em­
ployed in order to coordinate the radio resources in different HeNB s. We show through simulation 
results that the gap o f the semi-centralised over the centralised algorithm is insignificant.
• An improved ICIC scheme for multi-cell environments is proposed on top o f the semi-centralised 
framework. A number o f improvements are quantified in terms of multi-cell and multi-user 
scheduling. Focused simulation results confirm the increased effectiveness o f the proposed ICIC 
scheme in both metrics (cell-edge and total throughput) over a number o f state-of-the-art dynamic 
interference avoidance schemes.
• Through this improved ICIC scheme, we were able to calculate the performance limits o f the spe­
cific coordination technique (i.e. through interference avoidance). We find that the ICIC can 
achieve a gain of more than 4X the cell-edge throughput and 1.4X the total cell throughput over 
the full spectrum reuse (FR l) reference scheme.
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5 EXTENSIONS OF ICIC
5.1 Energy-Efficient ICIC
A recent analysis has shown that the average energy consumption in cellular base stations can 
reach up to 60% of the total network energy consumption [174]. Most major savings in energy effi­
ciency (EE) come from switching off cells and unnecessary RE equipment during the non-busy hours; 
however, EE is a topic that needs to be addressed with regards to the level o f digital baseband and al­
gorithms design.
Our motivation is that the fact that by applying interference avoidance to a number o f interferers, 
less power is transmitted, to some extent, higher spectral efficiency can be seen and thus higher EE is 
observed. In order to further minimize the power consumption across the network an intra-cell power 
control (in the DL) may be employed afterwards. However, implementing an energy-efficient ICIC is 
an intricate task as it needs to consider efficiency in another dimension, i.e. bits-per-joule [175] rather 
than bits-per-Hz. In this case, another set o f radio resource restrictions may be applied in order to 
maximize the energy efficiency.
In this section we present a distributed energy-efficient ICIC scheme for multi-cell HetNets. This 
novel scheme aims to maximize the user fairness performance of the overall system as well as mini­
mizing the total average transmit power at the base station side. We consider a realistic power model 
to estimate the power consumed (including circuit and transmitted power) at the base station side. We 
define an energy efficient performance metric in bits/Joule and the user fairness as the 5* percentile of 
the average user throughput. The proposed scheme is divided into the following three stages: domi­
nant interferences classification, inter-cell radio resource allocation and intra-cell power control. Here 
the inter-cell radio resource allocation is formulated as a multidimensional knapsack problem. In order 
to satisfy the complexity requirements associated with multi-cell networks, we simplify and relax the 
original problem. Our simulation results show the proposed scheme significantly increases both the 
user fairness and the EE of the overall network.
5.1.1 Revised System model
For studies not concerned with the component-wise energy-efficient improvements, a linear ap­
proximation model may be realistic [152]. Therefore, we use a linear power model (with different 
parameters for macrocells and femtocells) to calculate the total power consumed P j  as follows,
________________ Pr = P, + b-P,,________________________________________________________
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where Pc is the total power circuit consumption, b is the amplifier coefficient loss and P, is the total 
transmit power. We define EE in bits/Joule, where the ‘bits’ are the data information that have been 
successfully transmitted over the wireless channel and the ‘Joule’ is the total energy consumed by an 
eNB. For simplicity, let m denote the index (of the number) up to which order (0*, 2" ,^ ..., M* )
dominant interfering eNB is mitigated/restricted.
5.1.2 Proposed Energy-efficient ICIC Scheme
Our proposed scheme is now divided into three stages, i.e. the dominant interference classifica­
tion^^ (i.e. based on CQI measurement reports), the inter-cell resource allocation (or inter-cell power 
control), and the intra-cell power control. In the stage, our algorithm selects a scheduling list of 
best users for possible dominant interfering eNB (similar with procedure in Section 4.3.3) for each RB 
(or group of RBs), while in the 2^^ stage it optimally decides the inter-cell power allocation for each 
cell aiming to minimize the total transmit power and maximize the cell-edge throughput across the 
network. Finally, based on the inter-cell power control our algorithm can further minimize the average 
transmit power with an intra-cell power control while maintaining channel radio quality in the 3^"^  ^
stage.
5.1.2.1 Interference-Aware Energy-Efficient Utility Metric
As explained in previous chapters, cell-edge UEs are the most disadvantage members o f the net­
work and to extend their minimum achievable data rates, we have to restrict the major interferences 
on such UEs. Interestingly, by applying intelligent radio resource restrictions to the dominant interfer­
ers, less power is transmitted and to some extent higher overall throughput can be seen, thus higher 
EE is observed. Since the only way to increase cell-edge throughput is by restricting dominant inter­
ferences, our algorithm tries to minimize network-wise power consumption (via a inter-cell power 
control) in the first stage. In order to further minimize the power consumption across the cell we em­
ploy intra-cell power control afterwards.
We modified the utility function in (4-6) as follows as:
______ m______
<5 -2 )
where the index m is used^^ to identify the number up how many dominant interfering eNB. Here, the 
Ul in (5-2) is the spectral efficiency utility ftinction (bits/sec) as in (4-6) when %=1 andy=l while the 
U2 is a power saving scheme network-wide. Based on the multiplication factor m (which represents
This is very similar to the eNB procedure in Section 4.3.3 but here the focus is on Energy Efficiency.
For simplicity, the m e M i s  used here where |m| is an integer number and may express up to which \m\ (e.g., 0 or 1 or 2 
or 3) dominant interfering eNB is mitigated. We use this notation for m in to order to be expressed in a similar way like other
variable e.g., /, k, n in *
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up to how many dominant interfering eNBs are mitigated the utility value is increased. The higher the 
number of dominant interfering eNBs restricted, the lesser eNB power is transmitted. The exponent 
option z may also be used to give a varying degree of emphasis in this aspect.
In a similar way as explained in Section 4.3.3, once the utility matrix is calculated, the scheduling 
UE list fy"', in each scenario m and RB n is given by:
II argmax{ U g  }. (5-3)
5.1.2.2 Energy-Efficient Resource Allocation through a Knapsack Problem
The inter-cell resource allocation problem solves which interfering eNBs restriction gives a higher 
interference-aware and energy-efficient utility price. This problem can be formulated as a linear prob­
lem subject to multiple constraints. However, a main disadvantage of linear programming is the 
numerical scaling of the problem [150]. To improve the representation of the boundaries and to im­
prove the numerical behaviour of the optimization problem, this problem can be also represented as a 
knapsack problem.
The knapsack problem (which is illustrated in Figure 32) is a combinatorial optimization problem, 
where a number of items have to be selected to maximize the value of the knapsack without exceeding 
its capacity [151].
Figure 32. Graphical Illustration of the Knapsack Problem
We also extend the knapsack problem to a multi-dimensional knapsack problem. In a multi­
dimensional knapsack problem, each item may have different weight and different value across the 
dimensions. Our representation is a simplified variant of the multidimensional knapsack problem 
[151] and is formulated as follows:
Maximize
total knapsack value U i,m  . (5-4a)
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Conditions
do not exceed total knapsack capacity 11^  (item weight PE' '"), 
f 1 item m is assinged on /-dimension 
[0 item m is not assingned on /-dimension
(5-4b)
(5-4c)
Here, IE' '” and U ’'" is the weight and value of the m item in /-dimension, respectively. is the 
total capacity of the knapsack in /-dimension. Referring back to the ICIC problem, represents the 
total utility value which the eNB / will contribute when up to m dominant interfering eNB is miti­
gated, I f  '”' represents the total interference which each eNB brings when m item is selected and 
the interference threshold of each eNB.
The knapsack problem with two or more dimensions is NP-hard [154]. Therefore, we present a 
novel suboptimal algorithm (as shown below) to solve this variant of multi-dimensional knapsack 
problem. In this algorithm, items in different dimensions are treated as different items for simplicity. 
The proposed algorithm assigns the list of unassigned items with the highest value/weight ratio and 
these are only substituted if better candidates are found in the search path. As the search path broad­
ens, the optimality of the final solution is increased. In order to control the complexity involved with 
the scalability of the problem, we have introduced a parameter N^axjter, which denotes the maximum 
number of search paths that the algorithm will execute for each item. We have found via simulations 
the mean performance gap to be 0.5% when the parameter Nmaxjter=^^^- The optimal solution can be 
found using the cplex solver [143].
The proposed suboptimal algorithm for the simplified multidimensional knapsack problem is as
follows:
Begin
no
End
yes
Initialize: 91=0, andt/ow = 0.
Initialize: 91=0, t/„ew= 0^ and f/ow= 0.
Sort the list Y in terms of value/weigh (Descending).
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Are there 
any new 
items in Y
no
yes
noG < 0 & Y 9^0
&  max iter
yes
no G > 0
yes
Take the new item e Y
Initialize G = 0, ^2^0  and «iter= 0.
Uoid = and cal­
culate the new value 
of the knapsack
Include y/ item(s) in the solution 91; such that y/ g 91. 
Removep  item(s) from the solution 91; such that p 091.
Step 1 : The item y/i g  Y is added to 91
Step 2: Find all assigned items /?g 91 that have exceeded the knapsack capacity
S te p  3  ! ^iter~ ^iter^“ 1 •
Step 4: Search for other unassigned item(s) y/2 ^Y, which are satisfying the constraint (i.e. do not ex­
ceed knapsack capacity) assuming the p  items have been removed (i.e. the items that were in conflict 
with item p). (i.e. do not exceed knapsack capacity).
Step 5: Apply Steps 1-4 to the new candidate(s) y/2. If  more than one candidate, then take a valid 
combination at each time.
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where 91 denotes the set with the all assigned items (i.e. pe91) in the final solution, Uqu is the total 
value o f all items in the solution 91 and IJnew is new total value o f items after including y/ item(s) and 
removing p  item(s). For the first iteration since the has been not yet calculated is assigned with zero 
plus such as 0^ > 0. The list of unassigned items is defined as Y and an unassigned item is defined as 
y/\, y/2 , ..., y/total- The G is defined as the relatively gain in item value that is achieved by removing or 
adding a list o f items in the knapsack. The program is iteratively executed while the Unew is increased 
and the program stops when the maximum number o f iterations Amaxjter is reached.
5.1.2.3 Intra-Cell Power Control Scheme
The inter-cell power control will reduce the detrimental inter-cell interference while increasing 
user fairness, however there is a further potential to reduce the total transmit power with a power con­
trol algorithm. Therefore, we employ intra-cell power control as a final stage in order to minimize the 
total average consumed power according the eq. in (5-1). An intra-cell utility matrix is calculated as:
(5-5a)
Here, a constrained optimization problem can be formulated and solved independently in each eNB as 
follows:
maximize (5-6a)
subject to F) E C, C = • (5-6b)
where Pmm and Pmax are the minimum and maximum that an eNB may transmit to a RB, respectively. 
However, an optimal only exists if  Uk,n{Pt) is strictly quasi-concave^"^ [147] in P f In order to 
achieve this, let us redefine the operating mapping function by assuming a log-transformed rate region 
[157] as follows.
log2 (5-7)
L ^
Here, R  is the maximum amount o f data that can be conveyed in terms o f SINR, B  is the allocated 
bandwidth and L  is the SNR gap to data-rate which is observed in practice in a system using adaptive 
modulation and is linked via a particular target i.e. BER. A useful approximation of the L that assumes 
QAM detection for a given BER is as follows [168],
L = ------------------- . (5-8)
ln (5 B E R )
The rate region R is now convex with a unique optimal P,*. Then, the power can be updated at step
The strictly quasi-concave is a term used in convex optimization theory to indicate if  a specific function is defined on a 
concave subset. The strictly quasi-concave condition is defined with an inequality (>) as follows; 
/ (Tx + (+ 1 -  À)y)  > m in ( /(%), / ( y ) )  where the X E [0,1].
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s by using a projected subgradient method^^ [159] such as,
P,(5 + l) = p[P,(5) + n:-g(5)]. (5-9)
where p [  ] is the projection on C, g(s) is the subgradient o f Uk,„ at P /s)  and oc > 0 is a small iterative 
step size. Generally, if  the iteration step size a is sufficiently small as j->oo, the power gap between Pt 
and its optimal Pt* will converge to zero.
5.1.3 Simulation Study and Analysis
Table 12 gives the additional simulation parameters used in this EE study. Figure 33 and Figure 34 
show the performance o f the proposed scheme compared with a number o f reference schemes in 
macro and femto cells, respectively. We observe bits/Joule as the performance energy-efficiency and 
the 5^  ^percentile point o f CDF of UE throughput (i.e. the throughput o f deprived users) in Kbps as the 
user fairness performance o f the system. Furthermore, the average sector/cell throughput in Adbps is 
also shown in the figure next to the specific marker and colour (according to the legend). As a base­
line reference scheme, we show the performance o f reuse-1 scheme with a proportional fairness 
scheduler ( ‘Reuse-1 PF’); however, without intra-cell DL power control which is the case with 3 GPP 
ETE. The state-of-the-art energy efficient user fairness scheme is displayed as ‘Ref’. Our candidates 
are displayed with the notation ‘IC lC -w ’, where m denotes the total number o f dominant interferers 
that can be mitigated as explained in Section 5.1.2.1. The option ‘EE’ denotes the proposed energy- 
efficient ICIC with U l utility metric in the eq. (5-2). The percentage in parenthesis shows the relative 
gain or loss with respect to the baseline scheme (Reuse- 1 PF).
Table 12. Additional Simulation Parameters for Energy-Efficient ICIC
Pa r a m e t e r A s s u m p t io n  OR V a l u e
Average eNB./HeNB circuit power (P )^ 100 W / 0.05 W
HeNodeB deployment/activation ratio (P,) 0 .15 /1 .0
Power amplifier coefficient loss eNB/HeNB {b) 5 / 2 0
As expected, the Reuse- 1 PF scheme shows minimum performance in user fairness and EE since full 
power is transmitted to all RBs. The Ref s c h e m e [147] has a relatively good performance in the 
macro EE, however its macro user fairness performance is limited. The candidate ‘Ee lClC-1’ can in­
crease significantly the user fairness performance without losing its performance in other metrics.
The subgradient method is common technique in optimization theory to solve iteratively constraint-based optimization 
problems. It is used here to solve the constraint optimization problem in (5-6). The projection here is in region C.
This work has been chosen as a reference scheme due its high EE efficiency and cell-edge performance.
_ _
Chapter 5: Extensions of ICIC
However, we observe that the ‘Ee IClC-1’ can also significantly increase all performance metrics in 
femto cells due to the mitigation of strong interferences. Subsequently, TciC-2’ and TciC-3’ are better 
candidates in increasing further the cell-edge and EE performance at the cost of total-cell throughput. 
In terms o f EE, there are huge potential savings in employing a power efficient scheme in multi-cell 
HetNets because there is a relatively high coupling link between total transmit power and the overall 
power consumption. We note that an interference-aware scheme becomes a necessity in femtocells 
where indoor eNBs can be deployed in an ad hoe manner and are subject to movement or switched 
on/off at any time. We observe that the performance degradation in total cell throughput of the ‘Ee 
ICIC-X’ candidates is increased when the number of total interfering eNBs which can be mitigated is 
also increased. This performance degradation in cell throughput especially in femtocells is because the 
proposed scheme focuses in increasing the eell-edge throughput and the EE rather the total cell 
throughput (thus a trade-off can be seen between the cell-edge and the EE performance metric). How­
ever, in the both cases (i.e. macrocell and femtocells) the candidate ‘Ee lClC-1’ can outperform the 
reference scheme in all performance metrics.
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Figure 33. Performance of Energy Efficient ICIC in Macrocells (Gain/Loss)
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5.2 Distributed ICIC for Small Cells (Femtocells)
In this section, we present a novel distributed Inter-Cell Interference Coordination (ICIC) scheme 
for interference-limited small-cell cellular networks (such as femtocells)*^. We reformulate our prob­
lem in such a way that it can be decomposed into a number of small sub-problems, which can be 
solved independently through an iterative subgradient method. Most dual decomposition methods 
[167] are effective only for linear problems with real variables, thus we propose a new method in ad­
dressing problems with binary-valued variables. We show that this novel approach minimizes the gap 
between the distributed and the semi-centralised solution as the number of iterations increases. The 
proposed algorithm is compared with some reference schemes in terms of cell-edge and total cell 
throughput.
5.2.1 Distributed ICIC Scheme and Revised System Model
We modified this system as follows. We assume a log-linear function [157] as in (5-7) to convert 
the SINR into data rate. In a dense interference-limited system such as femtocells, the binary power 
allocation policy maximizes the total data rate [169]. Here, we also use the semi-centralised approach 
as proposed in Section 4.3 (i.e. the eNB problem and the network problem). However, the eNB prob-
We do not investigate EE in this section however, it can be easily to extend to.
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lem is referred here as the ‘user assignment’ problem and the network problem is referred as the 
‘power transmit’ problem. In a similar way in eq. (4-4), the transmit power o f each RB can be allo­
cated to either maximum transmit power or zero transmit power. Therefore, we consider again only 
these two cases (transmit/not transmit) in order to calculate the achievable user data rate. In addition, 
the m as explained earlier denotes the index up to which the (0**^  or E* or 2"^) dominant interfering 
eNB is mitigated*^. In order to minimize the inter-cell signalling, we revise our utility metric as fol­
lows:
u i := > i: - d „  ; (5-10)
h
where f is a constant network parameter. This constant network parameter represents average user 
throughput and it can be optimized over time. The is the average throughput o f UE k  and dk is the 
revised user demand which provides a network-wide fairness. In this way, the inter-cell signalling is 
minimal since the constant network parameter is already known across the cells. In a similar way as 
before, the ‘user assignment’ problem for each RB n is solved by selecting the best user K ’ with the 
highest utility price as follows:
i f '  = argmax{t/^’'”} . (5-11)
ksK
Next, the semi-centralised ‘transmit power’ problem is simplified for each RB n as follows:
maximize y ;  (5-12a)
i s 5  meM  
J ,m  , —subject to p '’” + p  = 1 ; (5-12b)
3 0 » ,-^  min (5-12c)
/ - " . y p "  €{0 ,1} . (5-12d)
where the constraint in (5-12b) is further restricted to 1 compared with previous problems in (4-10) or 
in (4-11) in order to enable the decomposition method later on. In addition, we simplify the problem 
and we use only one complex variable rather than two as the problem in (4-11). Then, the complex 
variable here 3{i,m) denotes the set o f different eNBs which are in conflict with eNB i in the case up 
to the m dominant interfering eNB is mitigated. For example, 1)={/, k] infers that both eNB j ,  k  g 
S  find the eNB i as their E* dominant interfering eNB. For simplicity in this problem the J (W )  de­
notes the set o f different eNBs which are in conflict with eNB i in the case up to the m dominant 
interfering eNB is mitigated. For example, \)={j, k) infers that both eNB j , k  e S  find the eNB i as 
their E* dominant interfering eNB. Consequently, the variable represents if  the resource is
available to be used for interference avoidance. Note that for notational simplicity, the 3[i,m) is re-
To reduce complexity and signaling overhead o f UEs’ measurements reports, we limit this problem only up to the 2"“^ 
dominant interfering eNB.
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ferred to as f t  later on. In a similar way as the problem in (4-11), eNB j  and eNB k  may transmit in the 
case where in=\ =1); when their dominant interfering eNB i does not transmit =0).
Again, the optimization problem in (5-12) will maximize the network utility based on the user selec­
tion in constraint (5-12b).
5.2.1.1 L inear Problem  Form ulation and Relaxation
In order to reduce the complexity involved with the non-linear expression in (5-12c), we may re­
formulate it to this:
. (5 -1 3 )
Now the reformulated problem is a special case (i.e. totally unimodularity*^ [158]) whose relaxed 
solution is also the optimal solution to the initial problem. This means that there is a small integrality 
gap^ ® between the reformulated problem and its relaxation. Linear programming relaxation is a prob­
lem that arises when binary variables are replaced with real variables belonging to interval [0 1]. 
Therefore, the variables in constraint (5-12d) may be relaxed as:
p ''- , p>^, ,Y .P "  s [0 , 1]. (5-14)
The small integrality gap o f the reformulated problem can be reduced by introducing a number of 
tighter cuts^* as follows:
p ® < è ,  /9®s[0, 1], 0 € S ,  è = [ |0 | / 2 j ,  (5-15)
where 0  is the set o f eNBs where the cutting plane method is applied and b is the lower integral part 
of the cardinality (| |) o f 0  divided by 2. Finally, a slack variable y  may be added to the inequality 
constraint in (5-15) to transform it to an equality as follows:
p®+y= b, y  E [ 0 ,  1]. (5 -1 6 )
5.2.2 Proposed Dual Decomposition M ethod
One main disadvantage o f the semi-centralised problem is that is still highly dependent upon a 
centralised processing entity which requires a large amount o f the network information exchange.
Therefore, we may distribute further the complexity o f the relaxed problem into a number o f inde­
pendent sub-problems via dual decomposition^^ [159] as follows.
Each variable o f a totally unimodular problem appears in at most one constraint with a coefficient o f +1 or -1 .
The Integrality gap is defined as the maximum ratio between the solution quality o f the binary/integer problem and o f  
its relaxation.
Cuts are a number o f additional constraints that may be added to the relaxed problem in order to restrict fractional solu­
tions.
^  Please refer to the Chapter 2 for more about dual decomposition method.
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L ( p J )  = X
• p ‘-" -  A'’" (p ''"+p= '“ -  i)V
meM
- r { p ' ^ + ÿ - b )
= X i '  ( p '’” , y , A " , A' ) + X ( k ‘ + r  • b),
(5-17)
where À\À^> 0 is the Lagrange multipliers or dual variables associated with the constraints in (5-12) 
and (5-16), respectively. Let z denote the index o f the cutting plane equation and let 2  ^to be the dual 
variable associated with the cutting plane equation defined by index z. The variable 2'''" is calculated 
using the dual variables 2' and 2^  with respect to 3{i,m) as follows:
X  m — Q
(5-18)
The main network problem is now reformulated as,
maximize g(^)=%] g ' (2) + ^  • Z?) ; (5-19a)
ieS ieS
subject to 2 ,2 ',2 ' > 0 , (5-19b)
where g'(2) = E (p,'’'”(2'’'”),y*'(2U,2'’'”,2^). p*'’'"(2'’'”) and yJ(X") are the optimal primal variables o f 
the independent subproblem V  and are unique due to strict concavity o f the log-transformed U  which 
can be calculated as:
& = argmax
(C)
.p ''"  - 2 ' ' ' " - l )
- 2 " ( p ® + y - è )  . (5-20)
(C ):y  e [0 ,l ] ;p '’" 'G [0,1]; 2 ]  ^ " = 1 ,
meM
Since the solution in equation (5-20) is unique, the following subgradient methods may be used,
x ‘( t + \ ) = [ x ( t ) - p - g y - x \ t + \ ) = [ x \ t ) - p - g y ,  (5-21)
where [ Ÿ  is the projection on the non-negative orthant and ^  is a positive iterative step size. Gener­
ally, if  the iteration step size y? is sufficiently small, as s-^co, the duality gap between the relaxed 
problem and its dual will converge to zero.
The advantage of using the dual decomposition method to distribute the semi-centralised algorithm 
is to minimize the inter-cell signalling required to converge the algorithm.
Theorem  1: The iterative algorithm will converge to the semi-centralised solution (5-12) with a 
large number o f iterations.
Proof: The log-linear operating mapping function in (5-7) is convex [157], so a unique * exists 
for y  „. In a similar way, the solution o f the log-transformed U  in (5-20) is unique. Then, if  the itera­
tion step size p  is sufficiently small, as ? -> oo, the duality gap between the relaxed problem and its 
dual will converge.
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Algorithm 1: To be executed by eNB i for each RB n.
Initialization: Calculate the t/ '’"', , b ,X ‘ and2^
For each iteration 1, Maximum iteration step :
• Solve the equation in (5-20).
• Calculate subgradient step in (5-21).
• Update the subgradients ( 2' and 2 ' ).
•  Exchange subgradients to all eNBs involved.
Termination: Stop if  the maximum iteration step is reached.
5.2.3 Simulation Results and Discussion
Table 13 presents the performance o f the proposed algorithm (IC IC -D u a l )  for macrocells and 
femtocells, respectively, where some comparison (reference) schemes are also included. The ‘R E F l’ 
employs full frequency reuse and its performance is equivalent when the number o f iterations exe­
cuted by our proposed algorithm is set to zero. Because its performance is increased if  the number o f 
iterations is also increased, this relative gain is also displayed in the table with respect to the ‘R E F l’. 
On the other hand, ‘SEMI’ is the semi-centralised solution without the dual decomposition. According 
to the theorem 1, the gap between ‘S e m i ’ and the proposed iterative scheme should converge to zero 
for a large number o f iterations (infinity). Other comparison schemes include: dynamic FR3 ( ‘D y n  
FR3’), the centralised solution ( ‘CENTRAL’) as proposed in [140], the algorithms ‘ZHANG’ [168] 
which are implemented in a distributed way. The ‘ZHANG’ algorithm was selected among other 
schemes in the state-of-the art due its higher gain at the both performance metrics (i.e. cell throughput 
and cell-edge throughput).
Table 13. Performance of the Distributed ICIC in Femtocells (Gain/Loss)
Schem e
N u m b er  of 
Iterations (0
Cell T h ro ug hput  
IN M bps
CELL-EDGE Th ro ug h pu t  
IN KBPS
Z h a n g  [168] CO 20.08  (11.3% ) 1245 (1794% )
DYNFR3
N /A
12.76 (-29.3% ) 8 0 0(1117% )
Ce n tr al  [140] 2 1 .1 2 (1 7 .0 7 ) 1515 (2205% )
R ef2 - Semi 00 2 1 .1 0 (1 7 .0 % ) 1496 (2177% )
ICIC-D u a l
20 21.03 (16.6% ) 1470 (2138% )
10 20.91 (15.9% ) 1447 (2102% )
5 20 .7 (1 4 .8 % ) 1422 (2064% )
3 20.45 (13.4% ) 1417 (2057% )
2 20.11 (11.5% ) 1411 (2047% )
1 19.48 (7.99% ) 1224 (1763% )
Ref 1 -F R l 0 18.04 65.7
As mentioned earlier, performance degradation can be seen in dense interference-limited systems 
using a non-binary power allocation plan. This can be observed particularly in the case o f femtocells. 
However, we can also observe that the distributed algorithms in [168] and [144] may converge to a 
local optimum rather than the global optimum. Our algorithm shows its performance both in macro
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and femto deployments. The relative gain indicates the adaptability of the algorithm to the current 
deployment. In our case, only one or two iterations may be sufficient to mitigate the detrimental inter­
cell interference in femtocells. The ‘CENTRAL’ scheme shows the peak performance that can be 
achieved by using a centralised algorithm. By assuming a semi-centralised approach (5-12), only a 
negligible performance gap can be seen (between ‘CENTRAL’ and ‘SEMI’)  while there is a significant 
reduction in computational and signalling complexity (see section 5.2.4 for complexity analysis o f the 
proposed scheme). Therefore we found our proposed distributed ICIC very advantageous for the next 
generation mobile networks which may consisted o f many small cell networks such as femtocells due 
to its effectiveness in mitigating inter-cell interference its quick convergence o f the proposed algo­
rithm.
5.2.4 Complexity
Here, we provide a brief overview of the complexity and signalling overhead of the evaluated al­
gorithms. For simplicity, we do not account for the complexity in channel status information since all 
schemes require this information. By default, all centralised algorithms (i.e. CENTRAL AND D yn FR3) 
must have a common processing entity in order to reach the final solution and distribute this to all 
parts of the network. The distributed algorithm in [168] (which is based on a distributed power con­
trol) is implemented without a centralised entity at the cost o f excessive inter-cell signalling. So, these 
algorithms are required to compute multiple sub-versions o f the centralised problem (including data 
from own cell and neighbouring cells). For example, the distributed algorithm in [168] exchanges four 
variables with all eNBs over X2 interface (i.e. user demand, eNB transmit power and two SINR com­
ponents (Li and Lj)) in order to reconstruct the weighted sum rate (utility metric). Furthermore, it is 
required to solve two sub-problems at each iteration (i.e. user assignment and transmit power (on/off) 
which requires |X| and 151-2 computations, respectively). Table 14 gives a signalling and complexity 
comparison of the proposed dual algorithm and Zhang’s algorithm in terms o f information exchange 
and required computations (per iteration). The complexity and the signalling overhead of our distrib­
uted algorithm is reduced to a minimum by collecting only the necessary information in order to 
converge to the semi-centralised solution. Note, that the network-wide user demand dk is incorporated 
into the dual X variable. Each eNB solves its own problem with respect to this exchanged variable, 
which requires M+\  computations (including the case ‘do not transmit’).
Table 14. Signalling and Complexity Comparison (per Iteration) of the Distributed ICIC
A lgorithm
In fo r m a tio n  Exc h a ng e  
Ove r  X 2  Interface
Required
Co m putatio ns
Zh a n g  [1 6 8 ] 4 V ariables {dk, P\ L\, L2) 1X1 + 151-2
ICIC-D u a l 2 Variables {X, /?'''”) M +1
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5.3 Summary
This chapter can be summarized as follows:
• Initially, we have extend our ICIC technique to cover issues with energy efficiency. This novel 
scheme aims to maximize the cell-edge performance o f the overall system as well as minimizing 
the total average transmit power at the base station. We also considered a realistic power model to 
characterize the power consumed (including circuit and transmitted power). We defined an energy 
efficient performance metric in bits/Joule and propose an interference-aware and energy-efficient 
metric. Then, in order to resolve the inter-cell resource conflicts, we formulated it as a multidi­
mensional knapsack problem. Since the multi-dimensional knapsack problem is NP-hard, we 
proposed a suboptimal iterative algorithm.
• Last, we have proposed a distributed ICIC fi*amework based on dual decomposition. This novel 
dual decomposition method can also address ICIC problems with binary-valued variables. We 
showed that this solution is very effective for small multi-cell networks (e.g. femtocells) due to 
the small number o f iterations required for the algorithm to achieve a substantial performance.
7 9 -
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CHAPTER 6
6 CONCLUSION AND FUTURE WORK
In this Chapter, we summarize the work presented in the previous chapters o f this thesis and draw 
some important conclusions. In addition, we highlight the research contributions and discuss the im­
portance o f the achievements considering the main objectives o f this study and then we discuss some 
challenges for practical implementation o f proposed solutions. Finally, we identify directions and ar­
eas for potential future research.
6.1 Conclusions
The main focus o f this thesis was on interference avoidance through inter-cell interference coordi­
nation/avoidance for emerging multi-cell OFDMA-based wireless networks. The main contributions 
along with conclusions o f this thesis can be summarized as follows.
Initially, we explained relevant terminology surrounding the cellular concept and carried out a ho­
listic research on interference avoidance schemes through ICIC in order to identify areas for future 
research. However to carry out this research, a state-of-the-art system-level simulator based on LTE 
was extended in order to perform a holistic comparison o f state-of-the-art interference avoid­
ance/coordination schemes in terms o f cell-edge and total-cell throughput. Furthermore, a static 
interference avoidance scheme was proposed for the macro cellular networks which can increase both 
the cell-edge throughput over the state-of-the-art interference avoidance schemes and the total 
throughput (comparing with reuse-1 scheme). Also using the ETE simulator, the co-tier and cross-tier 
interference was quantified in several different scenarios in HetNets. This study highlighted the need 
for proper inter-cell interference management in co-tiers (both macrocells and femtocells).
Following that, a low-complexity semi-centralised ICIC framework was formulated for both mac­
rocell and femtocells. In the case o f femtocells, a local gateway (LFGW) was employed in order to 
coordinate the radio resources in different HeNB s. We showed (through simulation results) that the 
gap o f the semi-centralised over the centralised algorithm was insignificant. The implications o f this 
semi-centralised framework were significant due to the complexity reduction which can be achieved 
compared with a centralised algorithm. Afterwards, based on the semi-centralised framework, an im­
proved ICIC scheme for multi-cell environments was proposed. Through this improved ICIC scheme, 
we were able to calculate the performance of the ICIC technique by mitigating all dominant interfer­
ing eNBs. This study highlighted the high effectiveness o f the ICIC in intererference-limited multi­
cell networks compared with the state-of-the-art dynamic schemes.
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Next, an energy-efficient ICIC technique was proposed to cover issues with energy efficiency us­
ing a realistic power model to characterize the power consumed (including circuit and transmitted 
power). We also proposed an interference-aware and energy-efficient utility metric in order to mini­
mize both the total transmit power and increase the cell-edge throughput. Then, in order to resolve the 
multi-objective optimization problem, we formulated the problem as a multidimensional knapsack 
problem. Since the multi-dimensional knapsack problem was NP-hard, we proposed a suboptimal it­
erative algorithm. This study highlighted that the proposed ICIC can address issues with power 
efficiency and the user fairness o f the multi-cell network.
Finally, a distributed ICIC scheme based on dual decomposition scheme was proposed. This novel 
dual decomposition method can be used to address problems with binary-valued variables. This study 
highlighted that the proposed distributed ICIC is ideal for small multi-cell networks (e.g. femtocells) 
due to the small number o f iterations required for the algorithm to achieve a substantial performance.
6.2 Implications of the Research Work
This thesis provides several innovating contributions to the concept o f interference avoidance 
through inter-cell interference coordination (ICIC) for emerging multi-cell OFDMA-based wireless 
networks. The results carried out in this research study have some implications, particularly regarding 
interference coordination in multi-cell HetNet deployments. These are pointed out in the following:
1. Our study focused on HetNet scenario consisted of macrocells and picocells; however all ICIC 
schemes that we have proposed in this thesis are well applicable to general indoor or outdoor 
small-cell deployments.
2. The comprehensive set of system-level results presented in Chapter 3 regarding static interfer­
ence avoidance will help cellular operators choosing the best interference 
avoidance/coordination scheme for their networks.
3. The static scheme proposed in the section 3.6 has a significant cell-edge performance im­
provement over the state-of-the-art static interference avoidance schemes without introducing 
additional complexity or signalling overheads among the cells. In addition, the proposed 
scheme does not enforce any changes to the 3GPP specifications and it can be plugged straight 
into the network planning.
4. Numerous publications in literature (i.e. [33] [56] [88] [98] [109] [144] [182] [183]) have 
highlighted the need for efficient ICIC techniques in OFDMA networks. Thus, it is highly de­
sirable to further investigate efficient interference avoidance techniques through low- 
complexity ICIC that enhance both the overall and cell-edge performance of the system. How­
ever, in this thesis we describe through a series o f steps how the complexity associated with
 the ICIC problem can be simplified (i.e. through the semi-centralised approach) and distrib-
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uted (i.e. through the dual decomposed approach).
5. The improved ICIC scheme that was proposed in Section 4.4 describes an efFeetive way of in­
terference coordination through interference avoidance in case the mobile operator would like 
to increase the performance significantly compared with a static interference avoidance 
scheme.
6. In addition, the proposed algorithm for solving multi-dimensional knapsack problems in Sec­
tion 5.1.2.2 is an effective way of solving a utility-based ICIC problem without using linear 
programming solving tools.
6.3 Challenges for Practical Implementation of Proposed Solutions
In this section, we summarize the challenges of our contributions for practical implementation as
follows:
• The performance of the ICIC is dependent on the effectiveness of the linear programming solving 
tools and on the accuracy and the rate of UE measurement reports (including the desired and in­
terfering link). Also the granularity level from SINK to the date rate (here is done by using the 
Table 6) is another important performance parameter which may affect the performance of the 
ICIC scheme.
• The complexity of the semi-centralised ICI is strongly affected by the number of mitigated domi­
nant interfering cNB. For both maerocell and femtocell systems we have shown that by mitigating 
2-3 dominant interfering cNBs the performance can be significantly improved. However as we 
have presented in Section 4.4, in the ease of macrocell performance improvement can be seen by 
mitigating more that 3 dominant interfering cNBs. The challenge here is to build programming 
tools which can solve effectively a large-scale linear problems.
• Our work assumes ideal channel estimation and the interference pilot channels (i.e. cell-specific 
sequences) are orthogonal up to up six neighbouring cNBs. The orthogonality of the pilot channel 
can be a realistic assumption for a macrocell scenario since 3GPP considers this approach. How­
ever, for more dense femtocells systems, more orthogonal cell-specific sequences are favourable 
in order to avoid pilot contamination of the multiple coexisting cells.
6.4 Future Work (Possible Future Dlrectious)
6.4.1 Further Enhancements on ICIC (through Convex Optimization)
In this research study, we have shown that the ICIC using a linear formulation is a very strong can­
didate solution for interference-limited multi-cell environments since we have achieved a significant
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gain in cell-edge and total cell throughput over the state-of-the-art schemes. However, the critieal 
question is whether we may able to improve further both the eell-edge and the total throughput. One 
way of investigating this is by improving the convexity of the ICIC problem through using a log- 
transformed rate region [157] and applying some convex optimization techniques (e.g. interior-point 
method, active-set algorithm).
6.4.2 The Implication of Switching-Off Unnecessary eNBs on ICIC
We have not examined the effect on ICIC by switching off unnecessary cellular base-stations dur­
ing non-busy hours. Note that the new scenario is completely different since this switching off leads 
to a different number of assigned UEs per cNB. Referring back to our ICIC formulation, a new utility 
function is needed to model the utility pricing stemming from the cNB switching off. The new utility 
metric can also include the backhaul energy consumption (in order to reflect the energy cost of inter- 
eell signalling) and the modulation/demodulation energy consumption (due to the fact that different 
energy is required if the modulation is QSPK or 64-QAM). Furthermore, the handover problem may 
also be incorporated in order to enhance the performance gain of the ICIC. Therefore, we feel that all 
these are quite promising for future research in reducing the network operating costs as well as ad­
dressing any environmental issues.
6.4.3 Self-Organizing Techniques on ICIC
As discussed earlier, the framework of adaptive coordination is considered favourable for self­
organizing networks by self-optimizing the cell loading and user loading network parameters [55]. 
Furthermore, the amount of RBs which are dedicated for the deprived region, may be subject to opti­
mization. Another approach is the employment of different decentralised ICIC algorithms or 
algorithms requiring minimum supervision. We found in the literature [109] that there are some self­
organizing techniques that can be work independently with minimum information exchange while 
aiming to increase the overall network performance in the long-term. Also another requirement of the 
self-organizing techniques is the scalability [109]. In order to make our algorithm scalable, the origi­
nal problem may be divided into master and slave sub-problems. As shown in Section 5.2.2, a number 
of ways exist in the literature to decompose linear programming problems e.g. primal and dual de­
composition [159]. Another way of improving the scalability of the ICIC is through a decentralised 
algorithm which is completely distributed across all eNBs. This can be achieved in combination with 
a game theory technique via a non-selfish local utility function.
6.4.4 ICIC with Interference Cancellation
Interference cancellation is a physical layer optimization technique [73] which may boost total-cell
throughput significantly compared to ICIC technique, due to the absence of resource restrictions (i.e.
using appropriate signal processing techniques, the dominant interfering cNB may be completely can-
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eeled rather than restricted). However, the practical implementation of this technique is often limited 
to the most dominant interference. Nevertheless, both methods can complement each other as collabo­
rative techniques. This can be achieved by canceling the dominant interfering cNB and by 
restricting the 2"^  dominant interfering cNB and onwards.
6.4.5 Implication of Carrier Aggregation on ICIC
Carrier aggregation has been recently employed in LTE-A to extend the total operational band­
width. This can be achieved by operating concurrently up to five licensed carriers of 20MHz each. 
However due to different features that each new LTE Release brings, three different compatibility 
modes are envisioned: backward-compatible, non-backward-compatible and extension. In a few 
words, the backward-compatible mode can be accessed from any UE regardless of supported LTE 
Release, whereas the non-backward-eompatible mode can be accessed only from LTE-A UEs. The 
extension mode can be employed by any UE in order to extend another counterpart as a part of the 
carrier aggregator set. In aggregating these carriers, two possible scenarios are feasible: contiguous 
and non-contiguous. The latter scenario can be aggregated either in a single band, or over multiple 
bands [173].
Due to the above possible accessibility modes and aggregating scenarios, different component car­
riers can be used and configured differently. In addition, different ratios between DL and UL carriers 
can be assigned to a single UE. This multi-band implementation flexibility across all the aggregate 
carriers introduces diversity in network coverage and widespread service differentiation. Therefore, 
this asymmetry brings many challenges for future ICIC techniques to protect both the data and control 
channels in an emerging LTE-A HetNet.
One promising solution using the concept of carrier aggregation is to allocate a low frequency 
band for macrocells and a high frequency band for femtocells and aggregate both in specific cells 
where there is low inter-cell interference in order to increase the spectrum efficiency. Another solu­
tion is to assign a low frequency band as a control channel through wide-scale maerocell and assign a 
multiple high frequency bands to picocells (or other type of small-scale cell). The picocells may ag­
gregate multiple high frequency band when is not used by neighbouring picocells. All above-mention 
scenarios require an extensive system-level investigation to identify performance improvement of 
ICIC in scenarios with carrier aggregation. Therefore, this approach needs further investigation.
6.4.6 Relationship of ICIC and CoMP
In the framework of 3GPP, four coordination/cooperation modes [115] are listed for cooperative 
eNBs: dynamic point selection, dynamic point blacking/muting, joint transmission and the CS/CB. 
The dynamic point selection is the dynamic selection of the best cNB among a list of candidates 
whereas the dynamic blanking can be seen as ICIC technique where the dominant interfering cNB is
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muted. Therefore, the interference mitigation technique, which this thesis focuses on, is of great inter­
est as it is supported in the 3GPP standard without additional modifications. The joint transmission is 
considered the technique where two or more eNBs use a coherent/non-eoherent signal combining 
technique at the targeted UE. While the joint transmission is considered the best CoMP the coherent 
transmission is very sensitive the channel status information (CSI) imperfections. On the other hand, 
with CS/CB you may align the interference (i.e. also known as interference alignment) to reduce and 
even cancel the interference across multiple receivers.
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APPENDIX A -  System-Level Simulator Parameters
Main Simulation Parameters
We summarized all simulation parameters that were used for system-level calibration results. The 
system and maerocell parameters are given in Table 15 and the femtocell parameters are given Table 
16. The UE simulation parameters are given in Table 17.
Table 15. System-Level Simulation Assumptions (Maerocell)
System Parameters Value
Carrier Frequency 2GHz
Bandwidth lOMHz
Maerocell Layout Value
Inter-Site Distance 500m
Number of Sites 7
Number of Sectors per Site 3
Transmission Power (Sector) 46dBm
Antenna
Model
Boresight Gain 14dBi
Front to Back Ratio (Am) 25dB
Angle Spread at -3dB ( ) 70°
Gain A(^0) = -mm. 1 2  /  .A
V y
Pathloss Model Table 18
Shadowing
Standard Deviation 8dB
Correlation Inter-Site 0.5Intra-Site 1
Number of UEs per Sector 10 (uniform drop)
Table 16. System-Level Simulation Assumptions (5x5 G rid)
Femtocell Layout Value
Cluster Model 5x5 Grid
Number of Clusters 21 (uniform drop)
Number of Floors per Cluster 1
Number of Blocks per Floor 25 (5x5)
Block size 10m X 10m
Femtocell Deployment Ratio per Block 20% (uniform drop)
External Wall Attenuation 20dB
Femtocell Transmission Power lOdBm
Antenna Gain (omni) OdBi
Pathloss Model Table 18
Shadowing Standard Deviation lOdB
Correlation 0
Number o f UEs per Femtocell 1 (uniform drop within one block con­
taining one femtocell)
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Table 17. System-Level Simulation Assumptions (User Equipment)
User Equipment Value
Antenna Gain (omni) OdBi
Noise Figure 9dB
Thermal Noise Density -174dBm/Hz
Pathloss Model
Pathloss model which is considered in this calibration is described in the following Table 18.
Table 18. Path Loss Model for Urban (Dense Apartment) Deployment
Cases of UE location Path Loss (dB)
UE to 
macro BS
UE is outside PL (dB) =128.1 + 37.61ogio/î, i? in km or PL (dB) =15.3 + 37.61ogio7?,R inm
UE is inside an apt PL (dB) =15.3 + 37.61ogioi? + L^w ,^ R in m
UE to 
HeNB
Dual-stripe model or 5x5 
Grid Model: UE is within 
or outside the apartment 
block
PL (dB) = 127+301ogl0(i?/1000) i? in m 
This is an alternative simplified model based on 
the LTE-A evaluation methodology which 
avoids modelling any walls.
Low is the penetration loss o f  an outdoor wall, which is 20dB.
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APPENDIX B -Algorithm for the Simplified Multidimensional 
Knapsack Problem
• Initialize 9 1 = 0 ,  = 0.
• while U„eJ>Uoid do
o Initialize the set/list o f unassigned items Y={i//i, y/2 , 
o Sort the list Y in terms o f value/weigh (Descending), 
o for each y/i g Y do
■ Initialize G = 0, y/2 ^ 0  and «iter= 0.
■ while (G < 0 and ^2^0  and Miter</Vmaxjter) do
>  Step 1 : I f  ^ 1G Y is added to 91 then find all assigned items /?g91 that have ex­
ceeded the knapsack capacity and calculate the relative gain/loss G to the
solution 91.
>  « i t e r = « i t e r + l .
>  Step 3: Search for other unassigned item(s) y/2 ^Y , which are satisfying the con­
straint (i.e. do not exceed knapsack capacity) assuming the p  items have been 
removed (i.e. the items that were in conflict with item p).
>  Step 4: Apply Steps 1-3 to the new candidate(s) y/2 . I f  more than one candidate, 
then take a valid combination at each time.
■ end while
■ if G > 0 then
>  Include if/ item(s) in the solution 91; such that ^  g 91.
>  Remove p  item(s) from the solution 91; such thatp  091.
■ end if  
o end for
o Uoid = Unew and calculate the new value o f the knapsack U„ew 
end while
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