Abstract
Introduction
With the rapid growth of text available on the Internet, it has become more difficult for users to locate special information [1] . The traditional method of utilizing an Internet search engine often returns thousands of results, containing a ranked list of documents along with their partial snippets [2] . For an average Internet user, it is generally time-consuming and laborious to find requested information. Often to get the searched information, a user has to connect to several servers and scan through dozens of documents to locate it. We think that for a human being the most natural and straightforward approach to such a task is to ask a question in a natural language way. The output result should be a correct answer directly. Web-based question answering system (WQAS) can solve this problem. It is a hot topic in information retrieve and information extraction [3] .
Question classification plays a crucial important role in question answering systems because categorizing a given question is beneficial to identify an answer in the documents [4] . The goal of question classification is to accurately assign labels to question based on expected answer type [5] . We utilize multi-method, such as keyword extraction, bag of words, head phrase, syntactic features, and semantic features, to extract question features.
In the recent years, support vector machines (SVM) have been introduced for solving pattern recognition problems because of their superior performance [6] . The SVM are developed based on the idea of structural risk minimizations (SRM), which guarantee the good general performance of the method. In the approach, one need map the original data into the feature space and one constructs an optimal separating hyperplane with maximal margin [7] in this space.
In this paper, we will use the classifier based on support vector machine to resolve the real problems. The algorithm is applied to the dataset provided by HIT-IRLab. the results show that the training accuracy of the classifier with support vector machine is very high, and its generalization performance is also excellent.
The rest of this paper is organized as follows: In Section 2, we will first shortly review the question classification, and in Section 3 we will introduce the feature extraction based on dependency relationship. The Alternating and Iterative One-against-One Algorithm for Classification are briefly There are many research results on how to extract features from documents. Techniques such as term weighting, co-occurrence of words for topic identification, and keyword extraction using term domain interdependence are all statistical methods [9] . For the problem of question classification, statistical techniques appeared less suitable as a single question is normally very short and hence, does not contains enough words to allow the creation of meaningful statistics. As a result, we used the 6 steps to generate a fixed-length binary feature vector for each Chinese question: Chinese Words Segmentation, Keyword Extraction, Bag of Words, Head Phrase, Syntactic Features, and Semantic Features. Here we mainly describe the feature extraction methods of Syntactic Features and Semantic Features.
Syntactic Features: Syntactic features are used to represent the syntax of a question [10] . They are appealing because questions of the same type often have the same syntactic style. That is, they often share a similar structure and vocabulary. Based on part-of-speech of tagging of each word, we tried to find out the subject, predicate, object, adjective, adverbial, etc, from the Chinese question. The syntactic rules are listed as follows:
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Figure 1. Syntactic Dependency Tree
Semantic Features: It is possible to achieve reasonable results only using syntactic features. However, some questions, such as what questions, are often incorrectly classified when syntactic features are used alone [11] , [12] . Especially, Chinese grammar is irregular and obscure and the Chinese semantic features can provide more information for question classification. HowNet is a powerful natural processing and linguistic tool. It is a Chinese lexical database that provides a wealth of semantic information [13] . We used the 76 semantic dependency relationships defined in it. The semantic dependency relationship and semantic dependency tree are shown in the Figure 2 . Here define the orientation of the optimal hyperplane via the following equation.
For the input vector, one computes Secondly, select the data points in the middle unclassifiable region. Thirdly, use the data points in the unclassifiable region alone to construct hyperplanes with the same hyperparameters.
Finally, repeat the second and third steps until there are no data points in the middle region or the region disappear.
By the proposed approach, the data points can be separated and the computational complexity is little higher than One-against-One, which can be proved as follows:
(i)One constructs the SVMs according to the proposed method. The data points in the unclassifiable region are one of the following cases within the finite steps.
①There is one class or no data points in the middle unclassifiable region.
②There are two class data points in the middle unclassifiable region. If the first case appears, the data points in the unclassifiable region belong to one class. If the second one happens, construct the SVMs to separate the two classes and then the unclassifiable region disappears.
(ii)The computational complexity of training binary LS-SVM is in proportion to ) (
, where l is the number of training data points. Assume that the data point in the space is well-proportioned and l is the total number of the training data samples, then 
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where i l denote the number of the data points which construct svms, m is the number of layers of svms, i C mean the number of class, and T is the computational complexity. According to the experience of experiment, a is near to zero, α C is also close to zero. From Eq. (6) and Eq. (9).
Practical Experiment
In order to evaluate the validity of the support vector machine for the problem, we split the data set into training set and testing set. We select 70% randomly for training, and the rest data points for testing. In general, the performance of the algorithm is much more important than the training accuracy. So we also report the highest testing accuracy and corresponding hyperparameters in the Table 2 . 
Conclusion
The text categorization in question classification aims at predicting the answer from question features by machine learning or statistical method. From the results of the practical problem with support vector machine, we can clearly report the good general performance of the Alternating and Iterative One-against-One Algorithm.
