In brain imaging and connectomics, the study of brain networks, estimating the mean of a population of graphs based on a sample is a core problem. Often, this problem is especially difficult because the sample or cohort size is relatively small, sometimes even a single subject, while the number of nodes can be very large with noisy estimates of connectivity. While the element-wise sample mean of the adjacency matrices is a common approach, this method does not exploit the underlying structural properties of the graphs. We propose using a low-rank method that incorporates dimension selection and diagonal augmentation to smooth the estimates and improve performance over the naïve methodology for small sample sizes. Theoretical results for the stochastic block model show that this method offers major improvements when there are many vertices. Similarly, we demonstrate that the low-rank methods outperform the standard sample mean for a variety of independent edge distributions as well as human connectome data derived from the magnetic resonance imaging, especially when the sample sizes are small. Moreover, the low-rank methods yield "eigen-connectomes," which correlate with the lobe-structure of the human brain and superstructures of the mouse brain. These results indicate that the lowrank methods are the important parts of the toolbox for researchers studying populations of graphs in general and statistical connectomics in particular.
I. INTRODUCTION
E STIMATING a population mean based on a sample of brain networks, as represented by their structural connectomes estimated from DTMRI, is a key challenge. Generally, estimation of a population mean based on samples is at the core of statistics. For a distribution of graphs, we define the mean graph as the expectation of the adjacency matrix, regardless of the data distribution. The sample mean, motivated by its intuitive appeal, the law of large numbers, and the central limit theorem, has its place as an important statistic for mean graph estimation.
However, the mean of a population of graphs is a highdimensional object, consisting of O(N 2 ) parameters for graphs with N nodes (vertices). When the number of samples M is much smaller than N 2 , or even N, estimating such a high-dimensional estimands using naive unbiased methods can lead to inaccurate estimates with very high variance. Such small-M large-N occur frequently with new higher-resolution technologies as well as when the focus is on a smaller harderto-sample subpopulation. With MRI technologies improving in resolution and newer imaging modalities such as electron microscopy becoming more prominent, ever larger connectomes will be under study. Similarly, in animal studies, studies of rare diseases, and when estimating means for small subpopulations, the number of sample graphs M may be quite small.
Furthermore, using poor estimates can lead to low power and accuracy for subsequent inference tasks. By exploiting a bias-variance trade-off, it is often fruitful to develop estimators which have some bias but greatly reduced variance.
When these estimators are biased towards low-dimensional structures which well approximate the full dimensional population mean, major improvements in estimation can be realized [1] . Furthermore, a more parsimonious representation of the mean improves interpretability and allows for novel exploratory analyses.
In statistical connectomics, [2] and [3] propose a way to test if there is a difference between the distributions for two groups of networks. While hypothesis testing is the end goal of their work, estimation is a key intermediate step which may be improved by accounting for underlying structure in the mean matrix. Thus, improving the estimation procedures for the mean graph is not only important by itself, but also can be applied to help improve other statistical inference 0278-0062 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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procedures. Indeed, for the task of community detection, [3] propose the use of low-rank mean graphs to find clusters across networks. The entry-wise sample mean is a reasonable estimator if one is unwilling to take any additional structure into account. However, with only a small sample size, the entry-wise sample mean does not perform very well due to high variance. Intuitively, an estimator incorporating known structure in the true distribution of the graphs, assuming the estimator is computationally tractable, is preferable to the entry-wise sample mean.
We propose an estimator based on a low-rank structure of a family of random graphs. Section III-B discusses details about this estimator. These estimates can improve performance since they have much lower overall variance than naive entry-wise sample means, thereby offsetting the bias towards the low-rank structure in terms of overall error. Additionally, [4] has argued that even many full-rank statistical models may be well approximated by low-rank structures.
The proposed method builds on the idea of approximating a matrix with a low-rank matrix [5] but also incorporates aspects specific to networks such as bounded entries and missing diagonal entries. Selection of the rank for the approximation is a notoriously difficult problem and our work considers two methods for automatic rank selection.
Other matrix decompositions such as non-negative matrix factorization [6] and non-negative SVD [7] aim to decompose a matrix into non-negative factors. This often has an intuitive appeal when some true latent factors are themselves nonnegative, such as for dictionary learning tasks. As our primary motivation is estimating the mean graph, non-negativity constraints are not needed and we are still able to use lower-dimensional factors for further exploration. Alternatively, from the motivation of clustering networks themselves, [8] has used non-negative matrix factorization of vectorized adjacency matrices as a preliminary dictionary learning step.
The use of low-rank and spectral methods is not new to connectomics, neuroscience, and biology [9] . [10] employs low-rank shrinkage for estimation of functional connectivity. Connectome harmonics [11] have been investigated to understand the dynamics of neural networks [12] . The Laplacian spectrums of connectomes have been used for comparison across species [13] . Our work specifies when and how these types of methods can be used to improve performance of mean graph estimation.
Importantly, low-rank methods also produce parsimonious and interpretable representations of the data as represented by the random dot product graph model. The proposed algorithm can be viewed as yielding estimates of low-rank latent structure in the population, regardless of whether the true mean graph is low-rank or not. As we demonstrate, the interpretations of these latent parameter estimates illustrate hypotheses which relate the structure of the connectome to well established anatomical structures (see Fig. 6 and Section V-B) and suggest a basis for mapping structural hierarchies in brain organization.
II. STATISTICAL CONNECTOME MODELS
In connectomics, brain imaging data for each subject can be processed to output a graph, where each vertex represents a well-defined anatomical region present in each subject. For structural brain imaging, such as diffusion tensor MRI, an edge may represent the presence of anatomical connections between the two regions as estimated using tractography algorithms [14] . For functional brain imaging, such as fMRI, an edge between two regions may represent the presence of correlated brain activity between the two regions.
This work considers the scenario of observing M graphs, represented as adjacency matrices, A (1) , A (2) , . . . ,
We assume there is a known correspondence for vertices in different graphs, so that vertex i in graph m corresponds to vertex i in graph m for any i , m, m . The graphs we consider are undirected and unweighted with no self-loops, so each A (m) is a binary symmetric matrix with zeros along the diagonal.
We assume that the graphs are sampled independently and identically from some distribution andthe mean graph is the expectation of each adjacency matrix.
, which we will denote by P.
Note, this definition requires no assumption on the distribution G.
A. Independent Edge Model
The most general model we consider is the independent edge model (IEM) with parameter given by a mean graph P ∈ [0, 1] N×N [15] . An edge exists between vertex i and vertex j with probability P i j , and each edge is present independently of all other edges. Note that the IEM is a generalization of the Erdős-Rényi random graphs, where each edge is present with probability p independently of all other edges [16] , [17] .
The assumption of independent edges, while not necessary to define the mean graph, is important for our theory. In practice the independent edge assumption may not hold, as brain graphs will have complex spatial and functional dependencies. On the other hand, if E[ A (m) ] has low-rank structure then our methods below can still improve performance. Regardless of the structure P, the low-rank method below will provide an estimate of the low-rank structure of P.
B. Random Dot Product Graph
The random dot product graph model (RDPG) [18] , [19] , assigns latent positions to each vertex in a graph where the probability of an edge being present between two nodes is the dot product of their latent vectors [20] .
Formally, let X ⊂ R d be a set such that x, y ∈ X implies 1] . Let X 1 , . . . , X N ∈ X be iid column vectors representing the N latent positions and let X = [X 1 | · · · |X N ] ∈ R N×d . Note, the entries of X are not required to be non-negative and for these purposes this introduce no interpretability issues. We assume that X is the same for all observed graphs.
A random adjacency matrix A is said to be an RDPG if for each adjacency matrix a ∈ {0, 1} n×n ,
Conditioned on the latent positions, the RDPG is an independent edge model with probability matrix given by the outer product of the latent position matrix with itself, P = X X . This imposes that P is positive-semidefinite and rank(P) = rank(X) ≤ d.
C. Stochastic Blockmodel as an RDPG
One of the most common structures for graphs is that vertices tend to cluster into communities. Vertices of the same community behave similarly, connecting to similar sets of nodes.
This structural property is captured by the stochastic blockmodel (SBM) [21] , where each vertex is assigned to a block and the probability that an edge exists between two vertices depends only on their respective block memberships.
The SBM is parameterized by the number of blocks K (generally much less than the number of vertices N), the block probability matrix B ∈ [0, 1] K ×K , and the vector of iid block memberships τ ∈ {1, . . . , K } N . For each i ∈ [N], τ i = k means vertex i is a member of block k. Denote as ρ k the probability Pr[τ i = k] for each k. We assume that the τ vector is the same for all observed graphs.
Conditioned on τ , A i j ind ∼ Bern(B τ i ,τ j ). To ensure that the SBM can be considered as an RDPG, we always impose that the B matrix for the SBM is positive semidefinite (see Appendix G).
To better describe complex network structures, many generalizations of the SBM incorporate the variation of vertices within blocks. For example, [22] proposed mixed membership stochastic blockmodels, and [23] proposed degree-corrected SBM. These generalizations aim to capture variations among vertices while maintaining parts of the original community structure. The RDPG is useful in this regard since any SBM with degree-correction and mixed-membership can be represented as an RDPG and vice versa [24] , [25] .
III. ESTIMATORS

A. Element-Wise Sample Mean A
The most natural estimator to consider is the element-wise sample mean. This estimator, defined asĀ = 1 M M m=1 A (m) , is the maximum likelihood estimator (MLE) for the mean graph P if the graphs are sampled from an IEM distribution. It is unbiased so E[Ā] = P with entry-wise variance Var(Ā i j ) = P i j (1 − P i j )/M. Moreover, for the independent edge model,Ā is the uniformly minimum-variance unbiased estimator, so it has the smallest variance among all unbiased estimators. Similarly, it enjoys the many asymptotic properties of the MLE as M → ∞ for fixed N. However, if graphs with a large number of vertices are of interest,Ā is not consistent for P as the number of vertices N becomes large for fixed M, while our estimatorP from Section III-B is consistent for low-rank P.
Additionally,Ā does not exploit any low-dimensional structure. If the graphs are distributed according to an RDPG or SBM, thenĀ is no longer the maximum likelihood estimator since it is not guaranteed to satisfy the properties of the mean graph for that model. In the RDPG case, rank(Ā) will with high probability not be equal to d, and for the SBM case, A will not have the structure of an SBM mean graph, with K distinct rows and columns. Hence, in either caseĀ will be outside the parameter space and idadmissible.
The performance can be especially poor when the sample size M is small, such as when M N. For example, when M = 1,Ā is simply the binary adjacency matrix A (1) , which is an inaccurate estimate for an arbitrary P compared to estimates which exploit underlying structure, such as the lowrank structure of the RDPG model.
B. Low-Rank Estimator P
Motivated by the low-rank structure of the RDPG mean matrix, we propose the estimatorP based on the spectral decomposition ofĀ, yielding a low rank approximation ofĀ. Low-rank methods for matrices can be viewed as being closely related to ideas such as principal components analysis. Viewed from a regularization perspective, the low-rank approximation finds an estimate with many zero-eigenvalues which can be viewed as analogous to an L 0 constraint on the eigenvalues of the solutions. These estimates are also related to methods employing nuclear norm penalization [26] .
This estimator is similar to the estimator proposed by [26] but incorporates additional adjustments which serve to improve the performance for the specific task of estimating the mean graph. Additionally, we consider an alternative dimension selection technique. Details of the dimension selection procedures and the diagonal augmentation are in Appendices A and B, respectively. To summarize, the overall strategy to computeP is described in Algorithm 2. A key component of this algorithm is the low-rank approximation from Algorithm 1.
Algorithm 1 Rank-d Approximation of a Matrix
The first step is to calculate the sample meanĀ. In Step 2 to Step 4, the algorithm augments the diagonal ofĀ based on [27] , selects the dimensiond to embed (see Appendix A), and computes the low-rank approximationP (0) based on the embedding. Then in Step 5 and Step 6, the algorithm augments the diagonal again based on [28] (see Appendix B) which yields an improved low-rank estimateP (1) . Finally, Step 7 thresholds the matrix entries to ensure all elements are between 0 and 1.
Algorithm 2 Algorithm to ComputeP
Input: Adjacency matrices A (1) , A (2) (1) ); (see Algorithm 1) 7:P ← min(max(P (1) , 0), 1). For a given dimension d we consider the estimator lowrank d (Ā) defined as the best rank-d positive-semidefinite approximation ofĀ. LetŜ be a diagonal matrix with nonincreasing entries along the diagonal corresponding to the largest d eigenvalues ofĀ and letÛ have columns given by the corresponding eigenvectors. Similarly, letS be the diagonal matrix with non-increasing entries along the diagonal corresponding to the remaining N − d eigenvalues ofĀ and letŨ have columns given by the corresponding eigenvectors. Since the graphs are symmetric, the eigen-decomposition can be computed asĀ asÛŜÛ +ŨSŨ = [Û|Ũ ](Ŝ⊕S)[Û |Ũ ] T . The d-dimensional adjacency spectral embedding (ASE) of A is given byX =ÛŜ 1/2 ∈ R N×d . For an RDPG, the rows ofX are estimates of the latent vectors for each vertex [29] . Using the adjacency spectral embedding, the low-rank approximation ofĀ isXX =ÛŜÛ . Algorithm 1 gives the steps to compute this low-rank approximation for a general symmetric matrix A.
To compute the estimatorP, the rank d must be specified; there are various ways of dealing with dimension selection. In this paper, we explore an elbow selection method proposed in [30] and the universal singular value thresholding (USVT) method [26] . Appendix A discusses details of these methods.
Moreover, when the adjacency matrices are hollow, with zeros along the diagonal, there is a missing data problem that leads to inaccuracies ifP is computed based only onĀ. To compensate for this issue, we use an iterative method developed in [28] . Appendix B discusses details of the iterative method.
IV. THEORETICAL RESULTS
To estimate the mean of a collection of graphs, we compare the two estimators from Section III: the entry-wise sample meanĀ and the low-rankP motivated by the RDPG. The mean squared errors (MSE) for our estimators are MSE(P i j ) = E[P i j − P] 2 and MSE(Ā) = E[Ā i j − P] 2 . The relative efficiency for two estimators is the ratio of their MSE,
, with values above 1 indicatingĀ should be preferred while values below 1 indicateP should be preferred. Relative efficiency is a useful metric for comparing estimators because it will frequently be invariant to the scale of the noise in the problem and hence is comparable across different settings.
A. SBM
In this section, entry-wise relative efficiency is computed to analyze the performance of these two estimators under the SBM. The asymptotic relative efficiency is defined as lim N→∞ RE. We also define the scaled relative efficiency, N · RE(Ā i j ,P i j ) which normalizes the relative efficiency so that the asymptotic scaled relative efficiency is non-zero and finite. Somewhat surprisingly, the results indicate that the asymptotic relative efficiency will not depend on the sample size M.
For this asymptotic framework, the proportion of vertices in block k, |{i : τ i = k}|/N, will converge to ρ k as N → ∞ by the law of large numbers.
Denote the block probability matrix as B = νν ∈ [0, 1] K ×K . By definition, the mean of the collection of graphs generated from this SBM is P ∈
After observing M graphs on N vertices A (1) , · · · , A (M) sampled independently from the SBM conditioned on τ , the two estimators can be calculated,Ā andP.
Lemma 2: For the above setting, for any i = j , if rank(B) = K = d; for large enough N,
Theorem 3: In the same setting as in Lemma 2, for any i = j , if rank(B) = K = d, then for large enough N:
and the asymptotic relative efficiency (ARE) is
Note these theorems are stated for lowrank d (Ā) rather thanP. This allows us to employ theoretical developments which apply specifically to the rank-d approximation ofĀ [31] . While we assume that rank(P) is known for this theory, asymptotically accurate methods to estimate d in the SBM and RDPG settings have been established [32] . In the large N setting, the other elements of Algorithm 2, notably the diagonal augmentations and thresholding, result in negligible deviations of from lowrank d (Ā) and hence do not impact the asymptotic theory. Nonetheless, these components do improve finite sample performance, see Appendix C.
Note that ρ τ i represents the probability that a vertex is assigned to the same block as vertex i , i.e. τ i -th block. The proofs of these results are provided in Appendix G.
This theorem indicates that under the SBM,P is a much better estimate of the mean of the collection of graphs P thanĀ, especially when N is large. Note that a relative efficiency less than 1 indicates thatP should be preferred overĀ, so under the above assumptions, as N → ∞, P performs far better thanĀ. Note that even though the RE could be greater than 1 for some N, eventually the RE will go to 0 as N increases. The result shows that the relative efficiency is of order O(N −1 ) and N · RE(Ā i j ,P i j ) (denoted as scaled RE) converges to 1/
An important aspect of Theorem 3 is that the ARE does not depend on the number of graphs M, so the larger the graphs are, the betterP is relative toĀ, regardless of M. For smaller values N, the impact of M may be more substantial.
In the SBM and RDPG cases,P should still offer substantial improvements overĀ. The theory in this case is more difficult to analyze as the impacts of low-rank approximations in the small N setting are less well understood (see Section IV-C).
The asymptotic results are for a number of vertices going to infinity with a fixed number of graphs, a setting which will be very useful in future connectomics analysis, as the collection of larger and larger brain networks grow from small sample sizes. For example, [33] recently reported a high resolution magnetic resonance microscopy based estimate of the mouse brain using a single mouse.
The approximate formula Eq. 1 indicates that the sizes of the blocks can greatly impact the relative efficiency. As an example, consider a 2-block SBM with large but fixed number of nodes N. If each of the blocks contain half the vertices, then for each pair of vertices, the relative efficiency is approximately 4/N. If the first block gets larger, with ρ 1 → 1, then the RE for estimating P i j with τ i = τ j = 1 will tend to its minimum of 2/N. On the other hand as ρ 1 → 1, if τ i = 1 and τ j = 2, then, since ρ 2 = 1 − ρ 1 , the relative efficiency for estimating such an edge pair will be approximately 1 and the same will hold if τ i = τ j = 2. Note that the maximum value for the relative efficiency of two vertices from different blocks in a two-block model is achieved when ρ 1 = 1/N and ρ 2 = (N − 1)/N in which case the relative efficiency is N/(N − 1) ≈ 1. (Values of ρ s below 1/N correspond to graphs where no vertices are typically in that block, so the effective minimum that can be considered for ρ s is 1/N.) Note, N · RE(Ā i j ,P i j ) achieves its minimum for i and j from different blocks when ρ k = 1/K for all k.
Finite sample simulations illustrating these results are in Appendix H.
B. RDPG
If instead of assuming that the graphs follow an SBM distribution, we assume that the graphs are distributed according to an RDPG distribution, similar gains in relative efficiency can be realized. While there is no compact analytical formula for the relative efficiency ofP versusĀ in the general RDPG case, using the same ideas as in Theorem 3, we can show that RE(Ā i j ,P i j ) = O(1/N).
Proposition 4: Suppose that A (1) , A (2) , . . . , A (M) are iid from an RDPG distribution with common latent positions X 1 , . . . , X n , which are drawn iid from a fixed distribution. As the number of vertices N → ∞, it holds for any i = j that RE(Ā i j , lowrank d (Ā) i j ) = O(1/N) , where again the asymptotic relative efficiency in N does not depend on M.
The proof of this proposition closely follows the proofs of Lemma 2 and Theorem 3.
C. Generalizations
When low-rank assumptions hold for the mean graph P, our theory and subsequent simulations show thatP will significantly outperformĀ. However, if P is full-rank or nearly full-rank, then we do not have such guarantees.
If the graphs are distributed according to an SBM or an RDPG, the relative efficiency is approximately invariant to the number of graphs M when N is large. If on the other hand, the graphs are generated according to a full-rank independent edge model, then the relative efficiency can change more dramatically as M changes. For larger M, more of the eigenvectors ofĀ will concentrate around the eigenvectors of the mean graph. This leads to the fact that the optimal embedding dimension for estimating the mean will increase, makingĀ and the optimal low-rank approximation more similar. As a result, RE(Ā,P) will increase as M increases for full-rank models, with RE(Ā,P) possibly ≥ 1 since it is not guaranteed thatP will choose the optimal dimension.
As M → ∞ with N fixed, the optimal embedding dimension will itself tend to N. If the dimension selection method also tends to N, such as for the USVT method, then for M large,P andĀ will coincide. Note, this relies on also including negative eigenvalues in the estimate. In the general case, for fixed M and N, whetherP orĀ has better performance is a difficult theoretical question beyond the scope of this manuscript.
Another challenge in some network contexts is sparsity of the graph as N grows. Many of the theoretical underpinnings of our proofs have been extended to this setting [34] , which enable the extension of our results to the sparse setting for average degrees as small as θ(log 4 N).
V. HUMAN CONNECTOMES
In practice, observed graphs do not follow the independent edge model, let alone an RDPG or SBM, but the mean of a population of graphs is still of interest. To demonstrate that the estimatorP is useful in such cases, its performance on structural connectomic data is tested. The graphs are based on diffusion tensor MR images of the SWU4 dataset collected and available at the Consortium for Reliability and Reproducibility [35] (see Appendix E for dataset details). The dataset contains 454 brain scans, each of which was processed to yield an undirected, unweighted graph with no self-loops, using the pipeline described in [36] and [37] . The vertices of the graphs represent regions in the brain defined according to an atlas. Here, three atlases were used: the JHU atlas with 48 vertices [38] , the Desikan atlas with 70 vertices [39] , and the CPAC200 atlas with 200 vertices [40] . An edge exists between two vertices whenever there is at least one whitematter tract connecting the corresponding two regions of the brain.
Our goal is to estimate the mean graph of the population P, defined as the entry-wise mean of all the 454 graphs. Fig. 1 (a) shows a heat map of the population mean graph P. Darker pixels indicate a higher proportion of graphs having an edge between the given vertices. Fig. 1(b) depicts the entrywise sample meanĀ when the sample size is M = 5 in the SWU4 dataset example. WhileĀ is a reasonable estimate of P, there are some vertex-pairs with very inaccurate estimates. The upper triangular area of the heat map forĀ depicts the 18 vertex-pairs which have an absolute estimation error larger than 0.4. When the sample size is small, the performance ofĀ degrades due to its high variance. Such phenomena are most obvious when the sample size decreases from M = 5 to M = 1. Fig. 1(c) shows the heat map ofĀ based on sample size M = 1. Since there is only one observed graph,Ā is binary and thus very bumpy. Similarly, when the same absolute estimation error threshold is 0.4, 504 (out of 2415) edges in the upper triangular area are highlighted.
When we use the same random sample size of M = 5 as in Fig. 1 , the plot ofP in Panel (e) shows a finer gradient of values which results in a 3% relative improvement in estimation of the true probability matrix, P.Ā has mean squared error of 0.016 andP has mean squared error of 0.015. The upper triangular area of the heat map forP depicts the 6 edges which have absolute estimation error larger than 0.4, whereas 18 edges are highlighted forĀ based on the same threshold.
The smoothing effect is even more obvious when M = 1, as in Fig. 1(f) .P smooths the estimate, especially for edges across the two hemispheres, in the lower left and corresponding upper right block (which is not shown in the heat map). Based on the calculations,P, with mean squared error 0.049, outperformsĀ, with mean squared error 0.104, Fig. 2 .Ā andP were computed on samples of graphs from each atlas: JHU, Desikan, and CPAC200, with different sample sizes M and different dimension selection procedures, ZG and USVT. For each of the two methods for computingP, relative efficiencies were estimated with respect to the sample meanĀ. Confidence intervals all had lengths less than 0.015, and hence were omitted for clarity. When M = 1 or 5, P always provides substantial improvements (RE < .7) compared toĀ. For M = 10,P using USVT has worse performance thanĀ but using ZG still improves uponĀ. a 53% relative improvement in estimation. Similarly, the same absolute estimation error threshold of 0.4 highlights 234 edges forP, less than 50% as many asĀ.
A cross validation on the 454 graphs serves to evaluate the performance of the two estimators. Specifically, for each atlas, each Monte Carlo replicate consists of sampling M graphs out of the 454, and computing the low-rank estimatorP and the sample meanĀ on the M graphs. These estimates are compared to the sample mean P for all 454 adjacency matrices.
To evaluate performance, the average of the ratios of the mean squared error across all vertex pairs is computed. 1000 cross-validation simulations on each of the three atlases are run for sample sizes of M = 1, 5, 10. For M = 1, only the 454 distinct possibilities are considered. To determine the rank forP, we employed Zhu and Ghodsi's method [30] and USVT [26] (see Appendix A). Fig. 2 shows the estimated relative efficiencies between A andP. For each atlas and each sample size, both dimension selection methods have similar overall performance. Confidence intervals for the estimated relative efficiencies, calculated by assuming a normal distribution, all have lengths less than 0.015. All relative efficiencies are significantly different from 1.
The largest improvements usingP occur when M is small and N is large, where the RE are smaller than 1. On the other hand, once M = 10,Ā tends to do nearly as well or better thanP, except for the larger atlas using ZG.
For the sample with size M = 5 from Fig. 1, Fig. 3 shows the values for the absolute estimation error |Ā−P| and |P−P|, as well as |Ā −P|. The lower triangular sections show the absolute differences while the upper triangular matrix highlights vertex pairs with absolute differences larger than 0.4. There are 18 edges forĀ and only 6 edges forP being highlighted in the figure. Note that approximately 13% of all pairs of vertices are adjacent in all 454 graphs and henceĀ will always have zero error for those pairs of vertices. Nonetheless, P typically outperformsĀ. Fig. 3 . For the SWU4 data with the Desikan atlas, using a sample of M = 5 graphs,Ā andP are computed ( Fig. 1 (b) and (e)). Here, the lower triangular matrices show the absolute estimation error |Ā − P|, |P − P| and |Ā −P|. The embedding dimension forP is d = 11 selected by the ZG method. The upper triangular matrix highlights the edges with absolute differences larger than 0.4, with 18 edges fromĀ and only 6 edges fromP being highlighted. Overall,P provides improved performance overĀ for this sample size. 
A. Challenges of the SWU4 Dataset
WhileP performs well when the sample size M is small and the number of vertices N is large, the SWU4 dataset itself does not strictly adhere to the low-rank assumptions of our theory. Whether the dataset has strong or weak lowrank structure was investigated. In Fig. 4 , the relative error lowrank d (P) − P 2 F /P 2 F of using a rank-d approximation of P (see Algorithm 1) is plotted as solid curves. The rate at which this curve tends to zero provides an indication of the relative increase in error when using lowrank d (Ā) as compared toĀ, when M is large. For all three atlases, substantial errors remain for any low-rank (< n/2) approximation. This can be compared to the dashed lines which show how these error increases would behave if P was truly low-rank where the ranks are selected by Zhu and Ghodsi's method, 13 for JHU, 8 for Desikan, and 37 for CPAC200.
While these challenges can negatively impact the performance of low-rank procedures when estimating P, we can also viewP as estimating latent low-rank structure in P. For such an estimand,P will provide excellent performance, even for large M.
To illustrate this, we considered estimating the d * approximation of P, denoted as P d * , where d * is chosen according the Zhu and Ghodsi method applied to the eigenvalues of P. For the SWU4 dataset with the CPAC 200 atlas, Figure 5 shows the estimated relative efficiency, on a log-scale, ofĀ compared toP, for estimating P, red solid line, and P d * , dashed blue line. The relative efficiency is estimated based on 100 monte carlo replicates of sampling M graphs for M ∈ {1, 2, 5, 10, 20, 50, 100}. Recalling that relative efficiencies below one favorP, for large M,P has poor performance compared toĀ for estimating P but excellent relative efficiency for estimating P d * .
This dataset has other challenges for low-rank methods. First, there are a large number of negative eigenvalues whicĥ P will not capture.
Low-rank methods can include large negative eigenvalues, however, for low sample sizes excluding negative eigenvalues improved performance for SWU4. See Appendix C for a comparison of these and other parameters in the CPAC200 atlas.
Second, approximately 12.8% of the entries of P are exactly equal to 1. For these edges,Ā will have exactly zero error, whileP will be a less accurate estimate.
Despite these challenges, when the sample size is relatively small, such as M = 1 or M = 5, and for a larger number of vertices,P gives a better estimate thanĀ for the SWU4 dataset. (See Appendix H for a similar synthetic data analysis.) Importantly, this improvement is robust to the embedding dimension as illustrated in Appendix A.1.
B. Eigen-Connectomes and Lobe Structure
In addition to yielding potentially improved estimation, low-rank methods simultaneously provide convenient interpretations.
Using the mean graph P for the Desikan atlas, the average of all 454 graphs, we estimated latent positionsX ∈ R N×d . Here, N = 70 is the number of vertices and d = 8 is the dimension selected by the Zhu and Ghodsi's method [30] . Fig. 6 shows the first 4 dimensions ofX in the brain space. The value ofX i j determines the color of the i -th brain region for the j -th dimension; i.e. the j -th entry of the estimated latent vector for the i -th region. Red represents a positive value while blue represents a negative one, and the darker the color, the smaller the magnitude of theX i j .
The 1st dimension, depicted in Panel (a) of the figure, correlates strongly with degrees for each vertex. The 2nd dimension, panel (b), shows a distinction between the left The color of the i-th brain region for the j-th dimension is determined by the value ofX ij , i.e. the j-th element of the estimated latent vector for the i-th region. Red represents a positive value while blue represents the negative one, with brighter color indicating larger magnitudes. The 1st dimension, depicted in Panel (a), is relatively flat across the entire brain. In Panel (b), there is a distinction of the left and right hemispheres as conveyed in the 2nd dimension. Similarly, the other dimensions appear to correspond closely with the anatomical lobe structures of the brain. and right hemisphere. Similarly, the other dimensions qualitatively correspond to different lobes. For example, the red color corresponds to the Frontal and Temporal lobes in the 3rd dimension, while the light blue roughly matches the Occipital lobe in the 4th dimension.
These "eigen-connectomes" demonstrate noteworthy similarity to the structural connectome harmonics of [11] . While prior work has established the utility of eigen-connectomes as a basis set for modeling of functional dynamics, the current study demonstrates the correspondence of these dimensions with lobular divisions. The connection between eigenvectors corresponding to each dimension and lobes will be explored more rigorously in Section V-B. Future work integrating the connections between structural features with the modeling of dynamics may provide insight into the spatial distribution of large-scale cortical hierarchies [12] . Additionally, such representations enable the use of techniques from multivariate analysis to further study the mean graph.
As an example, the brain can be divided into lobes, originally based purely on anatomical considerations, now widely recognized to also play a functional role [41] . While different anatomists partition brain regions differently, there is general The left panel shows the weighted adjacency matrix with weights transformed by the transformation w → ÐÓ (w + 1). Higher weights are shown as darker pixels. The right panel shows the rank-7 approximation of this matrix where the rank was chosen using method in [30] . In both panels, dashed lines show the division between the eight different superstructures. agreement on four cortical lobes per hemisphere: frontal, parietal, occipital, and temporal [39] , [42] , [43] .
For the Desikan atlas, there are 70 regions (35 regions for each hemisphere), with each region belonging to a single lobe (see Appendix E).
One might hypothesize that properties of regions within a lobe are more similar than across lobes, as regions within lobes would be expected to share more functional roles. To test whether the embedded latent positions X preserve this property or not, we propose a test statistic T to be the average differences between vertices within the same lobe minus the average differences between vertices across different lobes, i.e.
where l(i ) denotes the lobe assignment for vertex i . If the latent positions X and the lobe assignment l are independent, then T (X, l) will be close to zero. A small test statistic T (X, l) indicates that latent positions of the regions within the same lobe are closer compared to the ones across the lobes. However, the anatomical geometry might contribute to the dependence between X and l, with spatially proximal vertices having similar connectivity patterns. Hence, a small test statistic T (X, l) is evidence that the low-rank methods preserve the lobe structure only if we also condition on anatomy geometry: . Each entry corresponds to the proportion of nodes with a given label that were predicted to be each other label, with true and predicted labels given by the row and column, respectively.
H 0 : X and l are conditionally independent given anatomical geometry, H A : X and l are conditionally dependent given anatomical geometry. The test of conditional independence has less power compared to the test of unconditional independence which is performed with a random permutation of lobe labels (which yield a p-value <10 −6 ).
To test under the anatomical geometry conditions, the lobe assignments l(i ) were randomly modified so that the number of regions in each lobe remain the same and the regions within the same modified lobe are still spatially connected. In particular, we performed a sequence of randomized flips, where a flip is a swap of two pairs of vertices which preserves the number of regions in each lobe and maintains the constraint that lobes are spatially contiguous. The lobes are flipped a limited number of times in order to study how the number of flips impacts the test statistic. Appendix D discusses the flipping procedure.
1000 simulations with the test statistics of T (X, l ) are performed, each with a fixed number of flips. The number of flips varies from 1 to 10 (Fig. 7) . In the violin plot, the dashed line indicates the value of T (X, l) based on the true lobe assignment. The p-value is less than 0.05 if the number of flips is larger than 7. Hence, latent positions in the same lobe are more similar to each other, even after accounting for the fact that geometrically proximal regions may also have similar latent positions.
When the number of flips is small, this test has very little power, with the null distribution being only a small deviation from the original lobes. When the number of flips gets large, eventually the contiguity of the lobes breaks down and the empirical p-values continue to get smaller.
VI. APPLICATION TO A MOUSE CONNECTOME
As a further application of low-rank methods, an MRI-DTI mouse brain connectome [33] with M = 1 specimen was evaluated. The data acquisition protocol is described in the appendix, Appendix F, and resulted in a 296 node weighted, directed graphs with vertices again corresponding to regions in the brain. The 296 regions were organized into a multilevel, hierarchical structure. Analysis of the fine-grained and the first level of the hierarchy partitioned the label set into eight superstructures, with four in each hemisphere: forebrain, midbrain, hindbrain, and white matter.
The original matrix W ∈ (R + ) 296×296 is a weighted adjacency matrix with W i j denoting the number of tracts passing through ROIs i and j . As the original weights had very heavy tails, these weights were transformed by setting A i j = log(W i j + 1). This resulted in the weighted adjacency matrix in Figure 8 (a). Note that Algorithm 2 does not strictly require the entries to be binary and hence is applicable in this weighted setting by only thresholding the elements ofP to be non-negative.
Using the procedure described in Algorithm 2, the dimension selection procedure [30] resulted in a rank-7 approximation which is shown in the right panel of Figure 8 . Since the sample size is only one, cross-validation cannot be employed, but visually it appears that the rank-7 approximation captures many of the features in the original matrix.
As with the human data, we studied the relationship between the structure of the graph and the eight superstructures. Panel (a) of Figure 9 shows entries grouped by superstructure of the four scaled singular vectors of the weighted adjacency matrix A corresponding to the largest singular values. The points are colored according to the four superstructures and the shapes are determined by the hemisphere. The ordering of the points groups together nodes in the same superstructure and hemisphere. The second and fourth vectors have structure which correlates closely with the four superstructures and the two hemispheres, respectively. Additionally, the first vector appears to separate the midbrain from the other three superstructures.
The right panel of Figure 9 shows a scatter plot of the entries of the fourth and second vectors along with the class boundaries for the eight-class quadratic discriminant analysis classifier. This classifier achieves a training error rate of 87/296 ≈ 0.29. The error rate is particularly high for the white matter, with 58/60 vertices being classified incorrectly, meaning that ignoring the white matter, 29/236 ≈ 0.12 vertices were misclassified. Panel (c) shows the normalized confusion matrix for the eight classes, indicating that the forebrain and hindbrain classes are well separated while the white matter and midbrain have more substantial overlap. This matches with the general structure of the white matter which is not defined at the first hierarchical level of the atlas according to spatial structure, while the fore-, mid-, and hindbrain superstructures are.
Finally, the same permutation analysis as Fig. 7 was also performed for the mouse connectome as shown in Fig. 14 in Appendix D. This test again indicates that the eight superstructures are significant even after accounting for the spatial structure of the regions.
VII. DISCUSSION
Motivated by the RDPG model, via a low-rank approximation to the entry-wise MLE, our methodology takes advantage of low-rank structure of graphs. We give a closed form for the asymptotic relative efficiency between the entry-wise MLĒ A and its low-rank approximation lowrank d (Ā) in the case of a SBM, showing theoretically that low-rank methods can provide substantial improvements. Our theoretical results are all shown for the large N regime in terms of lowrank d (Ā), however in practice we have observed that our proposed estimatorP has even better performance, and asymptotically the difference between them will typically be small under dense low-rank models. Moreover, our estimator outperforms the entry-wise MLE in a cross validation analysis of the SWU4 brain graphs and in low-and full-rank simulation settings when M is small. These results illustrate thatP performs well even when the low-rank assumption is violated and thatP is robust and can be applied in practice.
The low-rank methods could also be applied for functional MRI studies by applying them to appropriate correlation matrices or other network estimates. We have performed preliminary explorations in that setting whereP again performs well for estimating latent structure. Since static fMRI graphs likely have lower noise than structural connectomes, the estimatorĀ generally performed well for estimating the population mean graph.
As we have shown in Figure 5 ,P is an excellent estimate of the low-rank latent structure of P. As other authors have noted [4] , many random network models will enjoy strong low-rank structure in their mean graph which will be readily captured byP.
For the human connectome data, the largest improvements using the low-rank method occurred when the number of graphs M was small, while it provided only minor improvements, or even slightly degraded performance, when M was large. However, even in large scale studies, low-rank methods will be useful for estimating graph means for subpopulations, e.g. the population of females over 60 with some college education. Using the element-wise sample mean for such small strata, which may have fewer than ten subjects, will frequently result in a degradation of performance. Similarly, [44] proposed a Bayesian nonparametric approach for modeling the population distribution of network-valued data which reduces dimensionality via a mixture model and our methods could be easily adapted to those ideas.
While the low-rank methods considered in this paper may perform well, further refinements of these methods which account for the particular traits of connectomics data would be useful to improve estimation further. For example, we assume that the adjacency matrix is observed without contamination. However, when heavy-tailed noise is present, robust methods may be necessary. Rank-based methods and robust likelihood methods could be very useful in that case [45] , [46] . [47] considers this problem and proposes the use of L q likelihood to improve both the low-rank and full rank methods for estimating P.
Another issue that arose in the analysis of the connectome dataset was the presence of structural ones in the mean graph for the population. These structural ones appear since edges between certain regions of the brain are present in all members of the healthy population. For these always-present edges, the low-rank methods will have non-zero error while the sample mean will always have zero error. Detecting and incorporating structural ones and zeros could yield methods that share the best elements of both methods considered here.
While in this paper the focus is the estimation of the mean graph P exploiting the low-rank structure, many future directions are quite interesting, such as fitting the SBM or clustering the vertices to detect different brain regions. For example, [48] introduced a region-extraction approach based on a sparse penalty with dictionary learning; [49] performed independent component analysis of fMRI data to draw group inferences; [50] consider a joint embedding model for feature extractions.
