In this paper, we propose a novel hue-correction scheme based on the constant-hue plane in the RGB color space for deep-learning-based color-image enhancement. Existing hue-preserving imageenhancement methods cannot be applied to state-of-the-art enhancement methods such as deep-learningbased ones. Our main contributions are a discussion on the enhancement performance and the hue distortion of existing image-enhancement methods as well as the first attempt to make hue correction applicable to any existing image-enhancement methods including deep-learning-based ones. This novel scheme is carried out on the basis of the constant-hue plane in the RGB color space. In simulations, we first evaluated conventional image-enhancement methods in terms of the enhancement performance and hue distortion by using five objective metrics: the maximally saturated color similarity, the hue difference in CIEDE2000, discrete entropy, HIGRADE, and NIQMC. The experimental results show that recent deep-learning-based methods have a higher enhancement performance but cause images to be hue-distorted. In addition, the proposed scheme is demonstrated to be effective for suppressing hue distortion even under the use of deep-learningbased enhancement methods. Furthermore, it allows us not only to correct hue but also to maintain the performance of image-enhancement methods.
I. INTRODUCTION
Single-image enhancement is one of the most typical image processing techniques. The purpose of enhancing images is to show hidden details in unclear low-quality images. Early attempts of single-image enhancement such as histogram equalization (HE) [1] - [5] focused on enhancing the contrast of grayscale images. Hence, these methods do not directly enhance color images. A way to handle color images with these methods is enhancing the luminance components of color images and then multiplying each RGB component by the ratio of enhanced and input luminance components. Although simple and efficient, methods for grayscale images have limited performance in enhancing color images. Due to this, interest in color-image enhancement, such as The associate editor coordinating the review of this manuscript and approving it for publication was Ke Gu .
3-D histogram-, Retinex-, and fusion-based enhancement, has increased [6] - [12] . In addition, recent single-image enhancement methods utilize deep neural networks trained to regress from unclear low-quality images to clear high-quality ones [13] - [19] . These deep-learning-based approaches significantly improve the performance of image enhancement compared with conventional analytical approaches such as HE. However, these color-image enhancement methods cause colors to be distorted.
To avoid color distortion, hue-preserving imageenhancement methods have also been studied [20] - [23] . Naik et al. showed conditions for preserving hue without color gamut problems. In accordance with the conditions, they proposed a hue-preserving contrast-enhancement method that uses scaling and sifting parameters in the RGB color space. However, these hue-preserving imageenhancement methods cannot be applied to state-of-the-art enhancement algorithms such as deep-learning-based ones since they are designed for specific enhancement algorithms. Therefore, the enhancement performance of conventional hue-preserving enhancement methods is lower than that of the state-of-the-art color-image enhancement ones.
Our main contributions in this paper are a discussion on the enhancement performance and hue distortion of existing image-enhancement methods and the first attempt to make hue correction applicable to any existing image-enhancement method including deep-learning-based ones. To develop such a hue-correction method, we first generalize a hue-preserving method [22] , which is based on the constant-hue plane in the RGB color space, to any image-enhancement method. This generalization derives our novel hue-correction scheme for color-image enhancement. The proposed scheme can remove hue distortion caused by any image processing method including deep-learning-based ones by replacing the maximally saturated colors on the constant-hue planes of the enhanced image with those of the input image. In addition, the hue-correction scheme can be carried out without color gamut problems.
We evaluated image-enhancement methods in terms of hue distortion and the quality of enhanced images in a number of simulations. In the simulations, five objective metrics, the maximally saturated color similarity, the hue difference in CIEDE2000, discrete entropy, HIGRADE, and NIQMC, were utilized for the evaluation. The experimental results show that recent deep-learning-based methods have a higher enhancement performance but cause images to be hue-distorted. In addition, it is then demonstrated that the proposed scheme can correct hue distortion caused by image-enhancement methods even when deeplearning-based enhancement methods are used for enhancing images. Furthermore, it is also confirmed that the proposed scheme can maintain the performance of image-enhancement methods.
The rest of this paper is organized as follows. In Section 2, we review related work. In Section 3, we present our hue-correction scheme for deep-learning-based color-image enhancement. In Section 4, we demonstrate the hue distortion caused by image-enhancement methods and evaluate the effectiveness of the proposed hue-correction scheme. In Section 5, we conclude our study.
II. RELATED WORK
Here, we summarize typical single-image enhancement methods, including recent fusion-based ones and deeplearning-based ones, and problems with them.
A. IMAGE ENHANCEMENT
Various kinds of research on single-image enhancement have so far been reported [1] - [19] , [24] - [26] . Classic enhancement methods such as histogram equalization (HE) focus on enhancing the contrast of grayscale images. For this reason, these methods do not directly handle color images. A way to handle color images with these methods is enhancing the luminance components of color images and then multiplying each RGB component by the ratio of enhanced and input luminance components. Although simple and efficient, the methods for grayscale images are limited in their ability to improve color-image quality. Due to this, interest in color-image enhancement, such as 3-D histogram-, Retinex-, and fusion-based enhancement, has increased. Today, many single-image enhancement methods utilize deep neural networks trained to regress from unclear low-quality images to clear high-quality ones.
Most classic enhancement methods were designed for grayscale images. Among these methods, histogram equalization (HE) has received the most attention because of its intuitive implementation quality and high efficiency. It aims to derive a mapping function such that the entropy of a distribution of output luminance values can be maximized. Since HE often causes over/under-enhancement problems, a huge number of HE-based methods have been developed to improve the performance of HE [1]- [5] . However, these methods cannot directly handle color images. The most common way to handle color images with these methods is enhancing the luminance components of color images and then multiplying each RGB component by the ratio of enhanced and input luminance components. Otherwise, these simple and efficient methods for grayscale images are limited in their ability to improve color-image quality. As a result, enhancement methods that can directly work on color images have been developed.
A traditional approach for enhancing color images is 3-D HE, which is an extension of normal HE [6]- [8] . In this approach, an image is enhanced so that a 3-dimensional histogram defined on RGB color space is uniformly distributed. Another way for enhancing color images is to use Retinex theory [27] . In Retinex theory, the dominant assumption is that a (color) image can be decomposed into two factors, say reflectance and illumination. Early attempts based on Retinex, such as single-scale Retinex (SSR) [24] and multi-scale Retinex (MSR) [25] , treat reflectance as the final result of enhancement, yet the image often looks unnatural and frequently appears to be over-enhanced. For this reason, recent Retinex-based methods [9] , [10] , [26] decompose images into reflectance and illumination and then enhance images by manipulating illumination. Additionally, multi-exposure-fusion (MEF)-based single-image enhancement methods were recently proposed [11] , [12] , [28] . One of them, a pseudo MEF scheme [12] , makes any single image applicable to MEF methods by generating pseudo multi-exposure images from a single image. By using this scheme, images with improved quality are produced with the use of detailed local features. Furthermore, qualityoptimized image enhancement algorithms [29] - [31] enable us to automatically set parameters in these algorithms and enhance images, by finding optimal parameters in terms of a no-reference image quality metric. Recent work has demonstrated great progress by using data-driven approaches in preference to analytical approaches such as HE [13] - [19] .
These data-driven approaches utilize pairs of high-and lowquality images to train deep neural networks, and the trained networks can be used to enhance color images.
The approaches can directly enhance color images, but the resulting colors are distorted.
B. HUE-PRESERVING IMAGE ENHANCEMENT
Hue-preserving image-enhancement methods have also been studied to avoid color distortion [20] - [23] . Naik et al. showed conditions for preserving hue without color gamut problems. In accordance with the conditions, they proposed a huepreserving contrast-enhancement method that uses scaling and sifting parameters in the RGB color space [20] . Although their method can enhance the contrast while keeping the hue, the resulting colors will often have low chroma. To overcome the problem, Nikolova et al. improved Naik's method in terms of chromaticness by using a histogram specification algorithm [21] . Ueda et al. also proposed a hue-preserving enhancement method that is an extended version of Naik's method [22] . Ueda's method enables us to enhance not only brightness components but also chroma components in the manner of HE.
However, these methods cannot be applied to state-ofthe-art methods for color-image enhancement such as deeplearning-based ones since they were designed for specific enhancement algorithms. Hence, the enhancement performance of hue-preserving methods is limited compared with these color-image enhancement methods. In addition to image enhancement, hue-preserving image-processing methods have been studied in other research areas such as image denoising [32] , but they are similarly designed for specific algorithms. For this reason, we propose a novel huepreserving image-enhancement scheme that is applicable to any existing image-enhancement method including deeplearning-based ones. Figure 1 shows the difference between conventional huepreserving image-enhancement methods and our huecorrection scheme for color-image enhancement. As shown in Fig. 1(a) , conventional methods enhance images by using specific algorithms that preserve the hue components of input images. The use of a specific algorithm for enhancement prevents us from applying hue-preserving enhancement to the state-of-the-art enhancement algorithms. For this reason, we discuss the first attempt to develop a hue-correction scheme that is applicable to any image-enhancement method including deep-learning-based ones [see Fig. 1 
III. PROPOSED HUE-CORRECTION SCHEME
In the proposed scheme, we first enhance an input image I by using a state-of-the-art image-enhancement method such as Retinex-and deep-learning-based ones. This enhancement will cause hue distortion in the enhanced imageÎ . For this reason, hue correction, which is based on the constant-hue plane in the RGB color space [22] , is then carried out in order to remove the distortion. Hue correction enables us not only to match hue components before and after the enhancement but also to maintain the performance of image enhancement. Proposed hue-correction scheme. Proposed scheme is first attempt to make hue correction applicable to any image-enhancement method. In proposed scheme, hue distortion caused by enhancement is removed by using color components of input image. In contrast, conventional methods use dedicated enhancement algorithm to enhance image while keeping hue of input image.
A. NOTATION
The following notations are used throughout this paper.
• Lower case bold italic letters, e.g., x, denote column vectors and are used only for denoting coordinates in the RGB color space.
• The superscript denotes the transpose of a matrix or vector.
• The notation (x 1 , x 2 , . . . , x N ) denotes an N -dimensional row vector.
• An RGB color pixel value is denoted by a 3-dimensional column vector, where first, second, and third elements indicate red, green, and blue components, respectively. For example, an RGB pixel value x can be written as
) .
• I is used to denote an image and is a set of all pixel values.
B. CONSTANT-HUE PLANE
Each pixel value of an RGB color image can be represented as x ∈ [0, 1] 3 , where the R, G, and B components of the pixel value x are written as x r , x g , and x b , respectively. In the RGB color space, a set of pixels that have the same hue forms a plane [22] , called a ''constant-hue plane,'' as shown in Fig. 2 .
Here, the expression of hue considered in this paper is the hue as defined in HSI color space [20] . The shape of each constant-hue plane is a triangle whose vertices correspond to white w = (1, 1, 1) , black k = (0, 0, 0) , and a maximally saturated color c [22] , [33] . The maximally saturated color c = (c r , c g , c b ) , which has the same hue as that of x, is calculated by
,
, where max (·) and min (·) are functions that return the maximum and minimum elements of the pixel value x, respectively.
On the constant-hue plane, the pixel value x can be represented as a linear combination with
where
Since x is an interior point on the plane spanned by w, k, and c, the following equations hold a w + a k + a c = 1, (4) 0 ≤ a w , a k , a c ≤ 1.
(5)
C. DERIVING PROPOSED HUE CORRECTION
Ueda et al. proposed a hue-preserving image-enhancement method based on the constant-hue plane [22] . They realized hue-preserving enhancement by manipulating coefficients a w , a k , and a c , not RGB values. However, Ueda's method cannot be applied to conventional color-image-enhancement methods including Retinex-and deep-learning-based ones since conventional enhancement methods are not designed for enhancing a w , a k , and a c . In this section, we derive a novel hue-correction scheme that is applicable to any existing image enhancement method on the basis of the constant-hue plane. In Ueda's method [22] , the maximum saturated color c and coefficients a w , a k , and a c are first calculated from each pixel value x by using eqs. (1) and (3), respectively. Coefficients a w , a k , and a c are then independently enhanced by an HE-based algorithm: where F w , F k , and F c denote cumulative distribution functions of a w , a k , and a c , respectively. Also, G −1 w,σ w , G −1 k,σ k , and G −1 c,σ c indicate the inverse of the smoothed cumulative distribution functions of a w , a k , and a c , respectively. This enhancement does not cause any hue distortion since the constant-hue plane spanned by w, k, and c is unchanged through this enhancement.
Because general color-image-enhancement methods do not preserve c, they cause enhanced images to be hue-distorted. Therefore, we aim to remove hue distortion due to enhancement by using the constant-hue plane. In our hue-correction scheme, the hue information of an input image is utilized to remove hue distortion in the corresponding enhanced image.
D. PROPOSED PROCEDURE
The procedure of our hue-correction scheme is shown as follows (see also Fig.3 ).
1) Obtain an enhanced imageÎ by applying an imageenhancement method f to input image I aŝ
2) Calculate the maximum saturated color c and coefficients a w , a k , and a c from each pixel value x in I by using eqs. (1) and (3), respectively. 3) Calculate the maximum saturated colorĉ and coefficientsâ w ,â k , andâ c from each pixel valuex inÎ by using eqs. (1) and (3), respectively, and obtain
x =â w w +â k k +â cĉ .
4) Replaceĉ with c, and obtain
5) Calculate each output RGB pixel value x out = (x out r , x out g , x out b ) in accordance with eq. (2), as
6) Obtain output image I out that has x out as pixel values. Here, replacingĉ with c in Step 4 corresponds to correcting hue in the HSI color space. In addition, since a w , a k , and a c satisfy eqs. (4) and (5), the replacement can be performed without gamut problems in contrast to directly replacing hue in the HSI color space.
In contrast, the proposed scheme has a limitation: once colored pixels become gray values by an enhancement method (i.e.,x r =x g =x b ), the proposed scheme cannot correct these colors, becauseâ c = 0 is given underx r =x g =x b from eq. (3), so the equation
is satisfied for these pixels. However, even when some colored pixels become gray values, other pixels can be corrected by using the proposed scheme. Therefore, the proposed scheme is valid even under this limitation. For these reasons, the proposed scheme enables us not only to remove hue distortion but also to ensure that all pixel values after hue correction are included in the RGB color gamut.
IV. SIMULATION
We evaluated the effectiveness of the proposed scheme by using five objective metrics including two color difference formulae.
A. ENHANCEMENT PERFORMANCE
We first confirmed the performance of image-enhancement methods without any hue-preserving or hue-correction operations in a simulation. Seven methods were evaluated: HE, contrast-accumulated HE (CACHE) [5] , simultaneous reflectance and illumination estimation (SRIE) [9] , low-light image enhancement via illumination map estimation (LIME) [10] , pseudo multi-exposure image fusion (PMEF) [12] , iTM-Net [34] , and deep underexposed photo enhancement (deepUPE) [18] . Here, HE and CACHE are HE-based methods, SRIE and LIME are Retinex-based ones, PMEF is an MEF-based one, and iTM-Net and deepUPE are deep-learning-based ones. Eight input images selected from the EasyHDR dataset [35] were used for the simulation.
The performance of the enhancement methods was evaluated by using three objective image quality metrics: discrete entropy, the HDR image gradient based evaluator (HIGRADE) [36] , and one of no-reference image quality metrics for contrast distortion (NIQMC) [37] . Discrete entropy represents the amount of information in an image. HIGRADE represents the quality of an image tone-mapped from a high dynamic range (HDR) image; the evaluator calculates quality scores of images without any reference images. Since the process of photographing is similar to tone mapping, HIGRADE is also useful for evaluating photographs. NIQMC assesses the quality of contrast-distorted images by considering both local and global information [37] . Tables 1, 2, and 3 show scores for discrete entropy, HIGRADE and NIQMC, respectively. For each score, a larger value means higher quality. As shown in Tables 1, 2, and 3, recent image-enhancement methods such as LIME and deep-UPE produced better images than traditional HE-based ones in terms of entropy and HIGRADE, while HE-based ones provided high scores for NIQMC. Figure 4 illustrates an example of enhanced images. By comparing enhanced images shown in Fig. 4 , it is also confirmed that the recent enhancement methods, i.e., LIME and deepUPE, generated more clear images than traditional HE-based ones. Hence, using the state-of-the-art methods is required to obtain highquality enhanced images.
B. HUE DISTORTION
We also evaluated the hue distortion caused by the enhancement methods without any hue-preserving or hue-correction operations. Hue distortion after enhancement was measured by using the cosine similarity between input maximally 
saturated colors c and output ones c out and the hue difference
H of the CIEDE2000 [38] , where corresponding input images were utilized as reference images for calculating H . Tables 4 and 5 show the scores for the cosine similarity and the hue difference H . The scores were calculated as the absolute average of the cosine similarity and H for all pixels, respectively. For the similarity ∈ [0, 1], a larger value means higher hue-similarity. In contrast, a lower value means less of a hue difference for the H . From the tables, it was confirmed that LIME, PMEF, and the two deep-learningbased methods caused large hue distortion compared with HE, CACHE, and SRIE, although LIME and deepUPE had a higher-enhancement performance. This is because recent enhancement methods such as LIME directly enhance RGB color components, not luminance components. Cosine similarity between maximally saturated colors for conventional hue-preserving image-enhancement methods and proposed hue-correction scheme (for EasyHDR dataset [35] ). Numbers in parentheses denote score of each corresponding enhancement method without proposed scheme. Use of proposed scheme enabled us to suppress hue distortion caused by any of image-enhancement methods. [35] ). Numbers in parentheses denote score of each corresponding enhancement method without proposed scheme. Use of proposed scheme enabled us to suppress hue distortion caused by any of image-enhancement methods. Figure 5 shows maximally saturated colors of an input image and two enhanced images. This figure also illustrates that deepUPE significantly changed the maximally saturated colors, but HE preserved them.
In the next section, we apply the proposed scheme to the four methods that lead to large hue distortion to remove the distortion.
C. HUE CORRECTION RESULTS
To confirm that the proposed scheme is applicable to various color-image enhancement methods, we applied it to four such methods: LIME, PMEF, iTM-Net, and deepUPE. The performance of the proposed scheme was compared with two conventional hue-preserving image-enhancement methods: Naik's method [20] and Ueda's method [22] . In addition to the 8 images in the dataset [35] , 500 images selected from the MIT-Adobe FiveK dataset [39] were used for the simulation, where the 500 images were the same as test images that were used in [18] .
The hue distortion after applying the proposed scheme is shown in Tables 6 and 7. Comparing Tables 4 and 6 (or  Tables 5 and 7) , the use of the proposed method suppressed [35] ). Use of proposed scheme enabled us to preserve performance of image-enhancement methods.
the hue distortion for all four enhancement methods, in terms of both the cosine similarity and the hue difference H . In the case of LIME and PMEF with the proposed scheme, most cosine similarities between maximally saturated colors [35] ). Use of proposed scheme enabled us to preserve performance of image-enhancement methods.
were not 1, even though the proposed scheme replaced the maximally saturated colors of the enhanced images with those of the input images. This is because enhancement methods including LIME and PMEF often map colored pixels onto [35] ). Use of proposed scheme enabled us to preserve performance of image-enhancement methods.
FIGURE 8.
Cosine similarity between maximally saturated colors (for EasyHDR dataset [39] ). (a) Naik's method, (b) Ueda's method, (c) LIME, (d) LIME with proposed scheme, (e) PMEF, (f) PMEF with proposed scheme, (g) iTM-Net, (h) iTM-Net with proposed scheme, (i) deepUPE, and (j) deepUPE with proposed scheme. Boxes span from first to third quartile, referred to as Q 1 and Q 3 , and whiskers show maximum and minimum values in range of [Q 1 − 1.5(Q 3 − Q 1 ), Q 3 + 1.5(Q 3 − Q 1 )]. Band and cross inside boxes indicate median and average value, respectively. Use of proposed scheme enabled us to suppress hue distortion caused by any of image-enhancement methods. gray ones. Once colored pixels become gray, the proposed scheme cannot correct these colors since a c in eq. (3) for a gray pixel is 0. Tables 8, 9, and 10 show scores of discrete entropy, HIGRADE, and NIQMC, respectively. As shown in Tables 8, 9 , and 10, the proposed scheme produced almost the same scores as the corresponding enhancement methods for the three metrics. Therefore, the proposed scheme can maintain the performance of image enhancement. This result was also confirmed from the hue-corrected images as shown in Fig. 6 . Furthermore, by comparing the maximally saturated colors shown in Fig. 7 with those shown in Fig. 5 , we can see that the proposed scheme removed the distortions of the maximally saturated colors and the corrected maximally saturated colors were almost the same as those of the input image. in Tables 8 and 9 . The same trend was confirmed in an experiment done using the MIT-Adobe FiveK dataset. Figures 8, 9, 10, 11 , and 12 summarize quantitative evaluation results as box plots for the 500 images in the MIT-Adobe FiveK dataset in terms of the cosine similarity, the hue-difference H , entropy, HIGRADE, and NIQMC, respectively. The boxes span from the first to the third quartile, referred to as Q 1 and Q 3 , and the whiskers show the maximum and the minimum values in the range of [Q 1 − 1.5(Q 3 − Q 1 ), Q 3 + 1.5(Q 3 − Q 1 )]. The band inside boxes indicates the median, i.e., the second quartile Q 2 , and the cross inside boxes denotes the average value. Figures 8, 9 , 10, 11, and 12 illustrate that the proposed scheme suppressed hue distortion as well as the conventional hue-preserving methods and maintained the performance of the image-enhancement methods. Furthermore, applying the proposed scheme to a recent enhancement method, such as LIME and deepUPE, enabled us to increase the performance of enhancement over the conventional huepreserving ones, in terms of entropy and HIGRADE. Therefore, the proposed scheme is effective for suppressing the hue distortion caused by image-enhancement methods including deep-learning-based ones while maintaining their performance.
V. CONCLUSION
In this paper, we proposed a novel hue-correction scheme based on the constant-hue plane in the RGB color space for color-image enhancement. To derive the proposed scheme, we generalized a hue-preserving method based on the constant-hue plane. In the proposed scheme, any existing image-enhancement method including deep-learning-based ones can be used to enhance images. Hue distortion caused by the enhancement is then removed by replacing the maximally saturated colors of an enhanced image with those of the corresponding input one. We first confirmed that recent color-image enhancement methods, i.e., LIME, PMEF, iTM-Net, and deepUPE, cause large hue distortion compared with traditional HE, CACHE, and SRIE, although LIME and deepUPE have higher-enhancement performance in terms of discrete entropy and HIGRADE, by a number of simulations. In another evaluation, experimental results showed that the proposed scheme can suppress the hue distortion caused by the four color-image enhancement methods including deep-learning-based ones, by using the cosine similarity of maximally saturated colors and the hue difference in CIEDE2000. Furthermore, objective quality evaluations demonstrated that the proposed scheme can maintain the performance of image-enhancement methods, in terms of discrete entropy, HIGRADE, and NIQMC.
