This paper is concerned with global well-posedness to the following fully parabolic kinetic system
Introduction
Recently, Fu et al. [8] proposed a fully parabolic kinetic system to model the process of stripe pattern formation through the so-called self-trapping mechanism. Denote the density of cells and the concentration of signals by u(x, t) and v(x, t), respectively. The resulting system reads
where µ, ε ≥ 0 are given constants. Here, γ(·) is a signal-dependent motility function decreasing in v which characterizes the repressesive effect of signal concentration on cell motility. As experimentally observed in [8, 20] , this model correctly captures the dynamics at the propagating front where new stripes are formed. Note that ∆(γ(v)u) = ∇ · (γ(v)∇u) + ∇ · (uγ ′ (v)∇v). The first equation of (1.1) has the following variant form u t − ∇ · (γ(v)∇u) = ∇ · (uγ ′ (v)∇v) + µu(1 − u).
(1.2)
Since γ ′ ≤ 0, system (1.1) can be regarded as a chemotaxis model of Keller-Segel type involving signal-dependent diffusion rates and chemo-sensitivities. Apparantly, the dependence of diffusion rate on v leads to possible degeneracy as v becomes unbounded. Theoretical results concerning global solvability or existence of blowup are rather limited in the literature. In [26] , Tao and Winkler considered the initial-boundary value problem of (1.1) with µ = 0 and ε = 1. By assuming uniform lower and upper bounds of γ and γ ′ , they obtained global existence of uniformly-in-time bounded classical solutions in two dimensions and the existence of global weak solutions in higher dimensions. Global existence of classical solutions in the three-dimensional case was also examined under certain smallness assumptions on the initial data.
If γ(v) vanishes as v tends to infinity, then degeneracy becomes a serious issue in analysis. Therefore, the key problem lies in deriving an upper bound for v. One classical way in literature is to increase the L p −integrability of u since the L ∞ (0, T ; L p (Ω)) boundedness of u will yield to an upper bound for v via the second equation with any p > n 2 . Along with this idea, Yoon and Kim [32] studied (1.1) with a specific motility function γ(v) = c 0 v −k , ε = 1 and µ = 0. By introducing approximating step functions of the motility, they obtained global existence of classical solution which is uniformly-in-time bounded for all k > 0 under a smallness assumption on c 0 > 0.
On the other hand, the presence of logistic growth terms also helps to achieve higher L p −integrability of u. In [18] , the degeneracy issue was tackled with the aid of the logistic source where global existence of uniformly-in-time bounded classical solutions was proved with any µ > 0 when n = 2 and ε = 1. However, a crucial assumption made in their work is that lim s→+∞ γ ′ (s) γ(s) exists which excludes fast decay motilities like e −v 2 or e −e v . More recently in [28] , making use of the approach developed by Winkler [29] in the study of Keller-Segel model with logistic sources together with the approximating idea in [32] , global existence of uniformly-in-time bounded classical solutions was shown when n ≥ 3 with large µ > 0 under an assumption of uniform boundedness of |γ ′ (·)| on [0, ∞).
From a mathematical point of view, the problem becomes even challenging when µ = 0. To the best of our knowledge, global existence without any smallness assumption or logistic sources was only achieved in the simplified parabolic-elliptic case, i.e., ε = 0. With a specific motility γ(v) = v −k , global existence of classical solution with a uniform-in-time bound was established by delicate energy estimates in [1] when n ≤ 2 for any k > 0 or n ≥ 3 for k < 2 n−2 . In all work mentioned above, the upper bound of v was established via deriving the L p −integrability of u with p > n 2 by energy method. Most calculations were carried out relied on the more familiar variant form (1.2) . However, it should be noted that the decomposition in (1.2) also breaks the original delicate structure and omits some significant information. Recently in [9] , we considered the simplified parabolic-elliptic version of system (1.1) with general motility functions that satisfy (A0) : γ(v) ∈ C 3 [0, +∞), γ(v) > 0, γ ′ (v) ≤ 0 on (0, +∞).
(1.3)
Keeping the integrity of ∆(γ(v)u) in the first equation, we made a subtle observation of the nonlinear coupling structure. A new method based on comparison principle for elliptic equations was introduced to derive directly the point-wise upper bounds of v. Thus, finitetime degeneracy cannot take place for all n ≥ 1. Then we showed that classical solution always exists globally in dimension two under the assumption (A0) with any µ ≥ 0. Moreover, the global solution was proven to be uniformly-in-time bounded if either µ > 0 or 1/γ satisfies certain polynomial growth condition. More importantly, occurrence of exploding solutions was examined for the first time for this signal-dependent model. In the case γ(v) = e −v and µ = 0, a novel critical-mass phenomenon in the two-dimensional setting was observed that with any sub-critical mass, the global solution is uniformly-in-time bounded while with certain super-critical mass, the global solution will blow up at time infinity.
In this paper, we study the initial-boundary value problem for the original doubly parabolic degenerate system:
where Ω ⊂ R n with n ≥ 1 is a smooth bounded domain. Our motivation comes from the typical choice γ(v) = e −v in (1.4) . Recall that the first equation of (1.4) has a variant form (1.2), which allows us to regard system (1.4) as a Keller-Segel system with signal-dependent diffusion rates and chemo-sensitivities. Under the circumstance, our system reads
x ∈ Ω, t > 0, (1.5) which has certain important features in common with the classical/minimal fully parabolic Keller-Segel system:
Indeed, beyond the formal resemblance, they share the same set of equilibria which consists of solutions to the following stationary problem:
with Λ = u 0 L 1 (Ω) > 0. In addition, they have the same Lyapunov functional. Define the Lyapunov functional by
Then for any smooth solution (u, v) of classical Keller-Segel system (1.6), there holds
where an extra weighted function e −v appears in the second dissipation term. It is well-known that the classical solutions of the Keller-Segel system (1.6) may blow up when n ≥ 2, i.e., there exists T max ∈ (0, +∞] such that
In particular, when n = 2, the classical Keller-Segel system (1.6) has a critical-mass phenomenon. More precisely, there is a threshold number Λ c > 0 such that if the conserved total mass is less than Λ c , then global classical solution exists and remains bounded for all time [22] ; otherwise, it may blow up in finite or infinite time [15, 24] . Recently, a finite-time blowup solution was constructed in [21] and to our knowledge, infinite-time blowup has not been examined yet for the classical fully parabolic Keller-Segel system (1.6) (see [3, 13] for infinite-time blowup in Cauchy problem of the simplified parabolic-elliptic Keller-Segel system and see [6, 19, 25] for infinite-time blowup in initial-boundary value problem in different kinds of chemotaxis models). In higher dimensions, on the one hand global calssical solution exists with sufficiently small initial data in the scaling-invariant spaces [5, 29] while on the other hand, finite-time blowup was oberved for initial data with arbitrarily small mass [31] .
In view of the same steady states of the above two systems (1.5) and (1.6) as well as the slight difference in dissipations during the evolutionary process, the main purpose of the present paper is to figure out whether their solutions have similar dynamical behavior. Now, we summarize the main results of problem (1.4) as follow.
(I) When n = 2, we prove global existence of classical solution for all motility functions that have a vanishing limit, i.e., lim s→+∞ γ(s) = 0 and satisfy (A0). Moreover, uniformin-time boundedness is obtained provided that 1/γ grows at a polynomial rate at most; see Theorem 2.1.
(II) When n = 3, we show uniform-in-time boundedness of global classical solutions supposing additionally that 1/γ grows at most linearly in v; see Theorem 2.2.
(III) For the case γ(v) = e −v and n = 2, classical solution always exists globally due to our first main result. Besides, we show that the solution is uniformly-in-time bounded if the total mass is less than some critical mass Λ c > 0 while with certain initial data of super-critical mass, we verify occurence of inifinite-time blowup; see Theorem 2.3.
Now, let us sketch the idea of our comparison method in deriving the upper bound of v, which is the main novelty of the present contribution. First, inspired by our previous work [9] , we introduce a non-negative auxiliary function w(x, t) which is the solution of the following elliptic Helmholtz equation:
We can formally write w(
One notes that in the parabolic-elliptic case, i.e., ε = 0 in (1.1), w is identical to v. However, in the present doubly parabolic case, from the second equation we formally have
(1.10)
Thus, it suffices to derive upper bounds for both terms on the right-hand side of (1.10).
To this aim, we begin with deducing an upper bound for the auxiliary function w. Since we only have L 1 −boundedness of u due to the conservation of mass, the L ∞ −boundedness of w is nontrivial. This goal is achieved by a sutble observation of the nonlinear coupling structure and an application of comparison principle for elliptic equations. In the same manner as we have previously done in [9] , taking (I − ∆) −1 on both sides of the first equation of (1.4), we obtain the following key identity:
which captures the intrinsic mechanism of the system. Indeed, making use of the decreasing property of γ, thanks to the comparison principle of elliptic equations together with Gronwall's inequality, one can deduce from (1.11) that w(x, t) ≤ w 0 (x)e Ct , for all x ∈ Ω and t ≥ 0
with some C > 0 depending only on γ, Ω and the initial data. The second step is to obtain an upper bound of
where the comparison principle for heat equations now plays a crucial role. Denote L[g] = g t −∆g+g for any smooth function g(x, t) satisfying homogeneous Neumann boundary conditions. Thanks to the key identity (1.11) again, we are able to establish by delicate calculations that
for all x ∈ Ω and t ≥ 0, with some sufficiently large constant K > 0 such that v 0 (x) − w 0 (x) ≤ Γ(v 0 (x)) + K for all x ∈ Ω. Here, since γ has a vanishing limit, we can construct a continuous function Γ(·) such that Γ(v) ≤ ε 0 v, for all v > 0 (1.12) with some 0 < ε 0 < 1. Then it follows directly from the comparison principle of heat
for all x ∈ Ω and t ≥ 0. Our method relies on the comparison principles, which greatly differs from the energy method used in all previous literatures. The main strategy of our approach lies in the idea to compare the solution v of a heat equation with an auxiliary function w, which is a solution of a Helmholtz elliptic equation. To our knowledge, such an idea is used for the first time in related research and it is interesting that the application of comparison principle for elliptic equations also indispensable in the study of this fully parabolic system since we bring in the new variable w satisfying an elliptic equation. Our approach makes fully use of the nonlinear coupling structure together with the decreasing property of γ but needs no L pintegrability of u. Morevoer, our method unveils an insight information of the nonlinear structure that degeneracy is prohibited in any finite time. This feature was firstly observed for the simplified parabolic-elliptic version of (1.4) in our previous work [9] and is now verified by our comparison method in the original fully parabolic system. Besides, we would like to stress that our results on global existence as well as infinite-time blowup are both new for the fully parabolic system (1.4) with asymptotically vanishing motilities since this problem has not been tackled before without any smallness assumptions or the presence of source terms.
The rest of the paper is organized as follows. In Section 2, we state our main results on problem (1.4). In Section 3, we provide some preliminary results and recall some useful lemmas. Then in Section 4 we use our comparison argument to derive the upper bounds of v. Uniform-in-time upper bounds of v are also established under certain growth conditions on 1/γ. Thanks to the upper bound of v, we are able to study global existence of classical solutions in Section 5. The last section is devoted to the case γ(v) = e −v , where the criticalmass phenomenon is proved in the two-dimensional setting.
Main Results
In this section, we state the main results cocerning global existence as well as infiniteblowup of problem (1.4). To begin with, we introduce some notations and basic assumptions. Throughout this paper we assume that
and for γ we require
and the following asymptotically vanishing property:
Now we state our first result on global existence of classical solutions in dimension two.
Theorem 2.1. Assume n = 2 with γ(·) satisfying (A0) and (A1). For any given initial
In addition, if 1/γ satisfies the following growth condition:
then the global solution is uniformly-in-time bounded.
Remark 2.1. The above result still holds true if one replaces assumption (A1) by the following Remark 2.3. Our result generalizes the corresponding boundedness result in [1] established for the simplified parabolic-elliptic system with special motility v −k with any k > 0 to more general functions satisfying (A0), (A1) and (A2), for example,
Remark 2.4. Theorem 2.1 is independent of the coefficients of the system. In particular, if the second equation of (1.4) is replaced with 
6)
which resembles the classical Keller-Segel model with a logarithmic chemo-sensitivity:
Indeed, they have the same stationary problem. As to the two dimensional Keller-Segel model with a logarithmic chemo-sensitivity, global existence and uniform-in-time boundedness of solutions were established for sufficiently small or sufficiently large τ > 0 in [10, 11] . Even global existence of solutions for any τ > 0 is still open. On the other hand, Remark 2.4 claims global existence and uniform-in-time boundedness of solutions to (1.4) for any τ > 0.
In the three-dimensional case, we obtain existence of uniformly-in-time bounded classical solution with a stronger growth condition on 1/γ. Theorem 2.2. Assume n = 3 and γ(·) satisfies (A0), (A1) and additionally
For any given initial data
Remark 2.6. Note that (A3) is a more restrictive growth condition than (A2). Under assumptions (A0), (A1) and (A3), 1/γ(s) can grow at most linearly in s; see Lemma 5.4.
In fact when n = 3, we can establish uniform-in-time boundedness of v with γ(·) satisfying (A0), (A1) and (A2) with any 0 < k < 2. However, for technique reasons, we can now only achieve uniform-in-time bounds of u with the help of assumption (A3); see Section 5.3 for more details.
Comparing with the Keller-Segel model with a logarithmic chemo-sensitivity (2.7), the condition(A3) reduces to a restriction on the chemo-sensitivity coefficient k. Global existence of (2.7) is still open for large k when n ≥ 3. We refer the readers to [2, 11] for reviews of related topics.
Last, we verify the following critical mass phenomenon for the case γ(v) = e −v .
otherwise.
Then if Λ Ω u 0 dx < Λ c , the global classical solution of (1.5) is uniformly-in-time bounded. Moreover, the solution converges to an equilibrium as time goes to infinity, i.e., there is a solution (u s , v s ) to the stationary problem (1.7), such that
On the other hand, there exists non-negative initial datum (u 0 , v 0 ) satisfying (2.1) with Λ ∈ (8π, ∞)\4πN such that the corresponding global classical solution blows up at time infinity. More precisely,
Preliminaries
In this section, we recall some useful lemmas. First, local existence and uniqueness of classical solutions to system (1.4) can be established by the standard fixed point argument and regularity theory for parabolic equations. Similar proof can be found in [1, Lemma 3.1] or [18, Lemma 2.1] and hence here we omit the detail here.
Moreover, the following mass conservation holds
Next, we recall the following lemma given in [1, 4] about estimates for the solution of Helmholtz equations. Let a + = max{a, 0}. Then we have
1)
then if 1 ≤ q < n (n−2) + , there exists a positive constant C = C(n, q, Ω) such that
A strictly positive uniform-in-time lower bound for v was given in [10, Lemma 2.1] provided that v 0 is strictly positive in Ω.
Here the constant v * is independent of T > 0.
Then, we recall the following lemma given in [10, Lemma 2.4].
Lemma 3.3. Let n = 2 and p ∈ (1, 2). There exists K Sob > 0 such that for all s > 1 and for
In addition, we need the following uniform Gronwall inequality [27, Chapter III, Lemma 1.1] to deduce uniform-in-time estimates for the solutions. Lemma 3.4. Let g, h, y be three positive locally integrable functions on (t 0 , ∞) such that y ′ is locally integrable on (t 0 , ∞) and the following inequalities are satisfied:
where r, a i , (i = 1, 2, 3) are positive constants. Then
The Comparison Method and the Upper Bound of v
In this section, we establish the upper bounds of v by our comparison method as illustrated in the Introduction. To begin with, we define an auxiliary variable w(x, t), which is the unique non-negative solution of the following Helmholtz equation: 
Moreover, for any x ∈ Ω and t ∈ [0, T max ), we have
Proof. The proof was already given in our previous paper [9] . For the completeness of the present work, we report in detail here. First, the key identity (4.1) follows by taking (I − ∆) −1 on both sides of the first equation in (1.4) . Here, ∆ is the Laplacian operator with homogeneous Neumann boundary conditions. Note that v is non-negative due to the maximum principle of heat equations. Since γ is
As a result, we infer by comparison principle of elliptic equations that for any (x, t) ∈ Ω × [0, T max ),
Since γ(v)u ≥ 0, an application of Gronwall's inequality together with (4.3) gives rise to
which completes the proof.
Next, we aim to compare v with the bounded auxiliary function w. Observing that lim s→+∞ γ(s) = 0, we can fix some a > 0 such that 0 < γ(a) < 1 and for any s ≥ 0 we define
Then, one can easily verify the following relation between γ and Γ.
Under the assumption of (A0) and (A1), for any s 0 ∈ [0, a) there is C a (s 0 ) > 0 depending on a and s 0 such that
Proof. First, we assert that there is C a > 0 depending on a such that
Indeed, by Taylor expansion we infer that
Then due to the fact γ ′ ≤ 0, we obtain that
which yields the most right-hand side of (4.5).
On the other hand, since γ is decreasing, we infer that for s ≥ a, Under the assumption of (A0) and (A1), there is K > 0 depending on a and the initial data such that for all (
w(x, t) + K . (4.9)
Proof. Recall that w − ∆w = u. Substituting the key identity (4.1) into the second equation of (1.4), we observe that
(4.10)
Using the second equation of (1.4) again, we observe that
Then plugging (4.11) into (4.10) yields that 
Now, in view of our assumption (2.1) on the initial data, we may choose a positive constant
Finally, we may conclude the proof with the fact that
due to Lemma 4.2 again. With the function Γ which is defined by the above a > 0, we proceed the similar lines as
thus we derive
By the same discussion, for any (
w(x, t) + K .
Next, we establish uniform-in-time boundedness of v with the growth condition (A2) on 1/γ. 
Proof. Multiplying the first equation of (1.4) by w = (I − ∆) −1 [u] and integrating over Ω, we obtain that
Thanks to the fact that γ(v) ≤ γ(v * ), we obtain that
where Λ = Ω u 0 dx. On the other hand, by integration by parts and Young's inequality, we infer that
In view of our assumption (A2), we may infer that there exist k ∈ (0, 2 (n−2) + ), b > 0 and
and on the other hand, since γ(·) is decreasing,
for all 0 ≤ s < s b . Therefore, for all s ≥ 0, there holds
Therefore, we deduce from above and Lemma 4.3 that that
with C > 0 depending only on the initial data, γ and Ω. On the other hand, for any n 2 < p < 2, due to the Sobolev embedding theorem and Hölder's inequality, we have
(4.20)
In the same manner as before, we infer that where C > 0 depending only on the initial data, γ and Ω. Thus, by Young's inequality with any δ > 0, there holds
As a result, we deduce from preceding inequalities (4.16), (4.17), (4.19) and (4.22) that
(4.23)
Next, we divide our argument into two cases. First, when n = 2, recalling that w = (I − ∆) −1 [u] and thanks to Lemma 3.1, we have
with some C > 0 depending only on Ω and u 0 L 1 (Ω) . As a result, for n = 2, by picking small δ > 0 in (4.23), we obtain that
which by means of ODE analysis yields that
with C > 0 depending only on the initial data, γ and Ω. Moreover, it follows from (4.22) and (4.25) that for any t ∈ (0, T max − τ ) with τ = min{1,
On the other hand, when n = 3, for any 1 ≤ q < 3 and 3 ≤ r ≤ 6, we recall the Gagliardo-Nirenberg inequality
Since w L q (Ω) with 1 ≤ q < 3 is bounded due to Lemma 3.1, we infer that for any k ≤ 4
and for any pk 2−p ≤ 6 with some 3 2 < p < 2,
).
We further require that β 1 (k + 2) < 2 as well as kβ 2 < 2 and then collecting the above inequalities on parameters, we get
(4.28)
Then a direct calculation implies that for any 0 < k < 2, we can find p, q 1 , q 2 satisfying the above relations such that
with some 0 < ζ < 2. Now, we may use Young's inequality in (4.23) to obtain that
where C > 0 depends only on γ, Ω and the initial data. Then in the same manner as before, we obtain that
and for any t ∈ (0, T max − τ ) with τ = min{1,
In summary, we establish uniform-in-time bounds (4.31) and (4.32) for n = 2, 3 with any 0 < k < n (n−2) + , which in particular indicates that for any fixed x ∈ Ω and any t ∈ (0,
Then, we recall that
With the aid of the uniform Gronwall inequality Lemma 3.4, we infer for any x ∈ Ω and t ∈ (τ, T max ) w(x, t) ≤ C 
Existence and Boundedness of Classical Solutions
In this section, we prove Theorem 2.1 and Theorem 2.2 via the classical energy method.
A Priori Estimates
To begin with, we derive some energy estimates.
Lemma 5.1. Assume n ≥ 1. There exists C > 0 depending on the u 0 L 1 (Ω) and Ω such that for any t ∈ [0, T max ),
|Ω| Ω ϕdx for any ϕ ∈ L 1 (Ω).
Proof. Let A denote the self-adjoint realization of −∆ under homogeneous Neumann boundary condition in the Hilbert space
Moreover we denote the bounded self-adjoint fractional powers A −α with any α > 0. Multiplying the first equation of (1.4) by A −1 (u − u 0 ) and integrating over Ω, we obtain that
Since γ(v) ≤ γ(v * ), we deduce that
which implies by a direct integration that for any t ∈ (0, T max )
On the other hand, noticing that w = u 0 , we observe from the Helmholtz equation that
Thus, by Young's inequality, we obtain that
which completes the proof. Then there exists C(T ) > 0 depending on Ω, T and the initial data such that
Proof. Multiplying the first equation of (1.4) by log u, integrating by parts and applying Young's inequality, we obtain that
In view of Lemma 3.2, Lemma 4.1, Lemma 4.3 and our assumption (2.2) on γ, there is C(T ) > 0 depending on the initial data and γ such that for all (x, t) ∈ Ω × (0, T ),
Therefore, with the aid of the three-dimensional Sobolev embedding
On the other hand, since γ(v) is now bounded from below, we observe from the maximal regularity estimate of heat equations (see [14] ) and Lemma 5.1 that
Finally, we deduce that
Classical Solution in Dimension Two
In this part, we deal with the case n = 2 by a similar argument as done for the classical Keller-Segel models (c.f. [11] ). First, we have Lemma 5.3. Assume n = 2 and let (u, v) be a classical solution of system (1.4) on Ω×(0, T ). Then there exist p ∈ (1, 2) and some C(T ) > 0 such that
for all t ∈ (0, T ).
Proof. Multiplying the first equation of (1.4) by u p−1 we have
and by integration by parts, it follows that
By the Cauchy-Schwarz inequality we have
in view of Lemma 4.1 and Lemma 4.3. Using Hölder's inequality and Young's inequality we obtain that
and in view of Lemma 4.3, we obtain
On the other hand, by the Sobolev embedding theorem and the regularity theory for heat equations, we deduce that
with positive constants C. By applying the maximal regularity argument [14] we estimate that for some fixed τ 0 ∈ (0, 1 2 T max ) and any t ∈ (τ 0 , T ),
, here we used the relation
Therefore we have that any t ∈ (τ 0 , T ),
where C ′ > 0 depends only on Ω, u 0 L ∞ and v 0 W 1,∞ (Ω) due to the local existence result Theorem 3.1.
Finally picking s > 0 sufficiently large in Lemma 3.3 and recalling Lemma 5.2, we obtain that any t ∈ (τ 0 , T ),
which completes the proof together with the local existence result Theorem 3.1.
Proof of Theorem 2.1. After the above preparation, we may use the standard bootstrap argument to prove that sup 0<t<T u(·, t) L ∞ (Ω) ≤ C(T ) for any T < T max and hence by Theorem 3.1, we deduce that T max = +∞. Therefore, we prove global existence of classical solutions of problem (1.4) when n = 2 if (2.1), (A0) and (A1) or (A1 ′ ) are satisfied. Last, in light of the time-independent upper bound of v in Lemma 4.4, we can proceed along the same lines in [26] to show the uniform-in-time boundedness of the classical solutions under assumption (A2). This completes the proof of Theorem 2.1. 
Classical Solutions in Dimension Three
In this part, we study global existence of classical solution when n = 3. First of all, we show that (A3) is a stronger condition than (A2). Proof. First, we point out that under the assumptions (A0), (A1) and (A3), γ ′ (s) < 0 on [0, ∞). In fact, due to (A0) and (A3), we have γ ′′ (s) ≥ 0 for all s ≥ 0. Then if there is s 1 ≥ 0 such that γ ′ (s 1 ) = 0, it must hold that 0 = γ ′ (s 1 ) ≤ γ ′ (s) ≤ 0 for all s ≥ s 1 which contradicts to our assumptions (A0) and (A1). Now, we may divide (2.8) by −γ(s)γ ′ (s) to obtain that
An integration of above ODI from v * to s yields that
which further implies that 1 γ(s)
Thus for any s ≥ v * , there holds
.
As a result, for any k > 1, we have
This completes the proof. Next, we derive the following energy estimates.
Lemma 5.5. Assume n = 3. Suppose that γ(·) satisfies (A0), (A1), and (A3). Then there is C > 0 depending only on the initial data and Ω such that
Proof. Multiplying the first equation of (1.4) by 2u and integrating by parts, we obtain that
On the other hand, we multiply the second equation by −u 2 γ ′ (v) to obtain that
where we observe that
Therefore, we have
(5.5) Now, multiplying (5.5) by λ with λ > 0 to be specified below and adding the resultant to (5.4), we obtain that
Invoking the Young inequality, we infer that
Under the assumption
one finds that λ = 1 fulfills
As a result, we obtain from above that
Thanks to Corollary 5.1 and Lemma 3.2,
Thus, we obtain that
On the other hand, since now v is bounded from above and below, there is γ * > 0 such that γ * ≤ γ(v) ≤ γ(v * ) and it follows from (4.32) that
Now we may apply the uniform Gronwall inequality together with the local existence result to conclude that
This completes the proof.
Remark 5.3. Our assumption (A3) is independent of the coefficients of the system. If we replace the second equation of system (1.4) by v t − α∆v + βv = θu with some α, β, θ > 0, one easily checks that condition (5.7) becomes (5.11) which holds with λ = 1/α under assumption (A3).
Proof of Theorem 2.2. With the aid of Lemma 5.5, we may further use standard the bootstrap argument to prove that sup 0<t<T u(·, t) L ∞ (Ω) ≤ C for any T < T max . Since similar argument is given in detail in [1] , we omit the proof here. Finally, by Theorem 3.1, we deduce that T max = +∞ and Theorem 2.2 is proved.
The Critical Mass Phenomenon with γ(v) = e −v
This section is devoted to the special case γ(v) = e −v . Namely, we consider the following initial Neumann boundary value problem:
with Ω ⊂ R 2 .
Uniform-in-time Boundedness with Sub-critical Mass
In this part, we first prove the following uniform-in-time boundedness of the classical solutions with sub-critical mass. 
If Λ Ω u 0 dx < Λ c , then the global classical solution (u, v) to system (6.1) is uniformly-intime bounded in the sense that sup t∈(0,∞) u(·, t) L ∞ (Ω) + v(·, t) L ∞ (Ω) < ∞.
First, system (6.1) is a dissipative dynamical system.
where the functional F(·, ·) is defined by
Proof. Multiplying the first equation of (6.1) by log u − v, the second equation of (6.1) by v t and integrating by parts, then adding the resultants together, we get
Since the energy F(·, ·) is the same as that of the classical Keller-Segel model, we may recall [22, Lemma 3.4 ] stated as follows.
Next, we aim to derive a time-independent upper bound of v with subcritical mass. For this purpose, we need the following uniform-in-time estimates.
where C > 0 depends on Ω and the initial data only.
Proof. Multiplying the first equation of (6.1) by w and integrating over Ω, we obtain that
Recalling that w − ∆w = u, the above equality implies that
Hence, we have
3) In view of Lemma 3.1, we observe that
On the other hand, by integration by parts and Young's inequality, we infer that 
with C > 0 depending only on Ω. Therefore, we deduce from above that
Then we may apply the ODE technique to conclude that
with C > 0 depending only on the initial data and Ω. Moreover, an integration of (6.5) with respect to time from t to t + 1 together with the fact sup t≥0 w H 1 ≤ C will finally yields to our assertion. This completes the proof.
Remark 6.1. If w or v has a uniform-in-time upper bound, then one has
Proof. If w is uniformly-in-time bounded, then it follows from Lemma 4.3 that sup
C by some C > 0 independent of t. As a result, we infer that
which indicates that
Then we may concludes the proof in the same manner as in Lemma 6.3. Lemma 6.4. If Λ < Λ c , then there exists C > 0 depending on Ω and the initial data such that for all
Proof. First, we apply the Sobolev embedding theorem, the elliptic regularity theorem and Hölder's inequality to infer that 
with C > 0 depending only on Ω. Thus, by Lemma 6.3, for any t ≥ 0, there holds
Hence, for any x ∈ Ω and t ≥ 0, we obtain that
we may fix x ∈ Ω and apply the uniform Gronwall inequality Lemma 3.4 to deduce that w(x, t) ≤ C for all t ≥ 1.
Since C > 0 above is independent of x and w(x, t) ≤ w 0 (x)e e −v * ≤ ew 0 (x) for any x ∈ Ω and t ∈ [0, 1] due to Lemma 4.1, we conclude that
As a result, v is uniformly-in-time bounded as well according to Lemma 4.3. This completes the proof.
Proof of Proposition 6.1. Proceeding along the same lines in [26] , we can invoke the time-independent upper bound of v to show the uniform-in-time boundedness of the classical solutions, which concludes the proof. 
Unboundedness with Super-ciritical Mass
In this part we construct blowup solutions in infinite time. Since the system (6.1) has the similar energy structure and the same stationary problem as the Keller-Segel system, we may verify existence of blowup solutions following the idea in [15, 24] .
Stationary solutions (u, v) to (6.1) satisfy that
Put Λ = u L 1 (Ω) ∈ (0, ∞). In view of the mass conservation and the boundary condition, the set of equilibria consists of solution to the following problem:
in Ω, ∂v ∂ν = 0 on ∂Ω. as well as F(u s , v s ) ≤ F(u 0 , v 0 ). Remark 6.3. Observe that for any solution (u s , v s ) to (6.10), u s is strictly positive on Ω (see, e.g., [7, Sect. 2] ). Assume for any j ≥ 1, there is t j > 0 and x j ∈ Ω such that u(t j , x j ) < 1/j. Then by a similar compactness argument as in [30, Lemma 3.1], one may extract a time subsequence, still denoted by t j , such that u(t j ) converges to some u s in C 2 (Ω), which leads to a contradiction since u s is strictly positive. Thus, we infer that for any uniformly-in-time bounded solution (u, v), u is strictly positive for (t 0 , +∞) × Ω with some sufficiently large t 0 and we can now apply the non-smooth Lojasiewicz-Simon inequality established in [7] (see, also [16, 17] ) to deduce that For Λ > 0 put
is a solution to (6.10) .
Here we recall the quantization property of solutions to (6.10). By [23, Theorem 1] for Λ ∈ 4πN there exists some C > 0 such that
Thus by taking account of Lemma 6.2, for a pair of functions (u 0 , v 0 ) satisfying
the corresponding global solution must blow up in infinite time. From now on we will construct an example satisfying the above condition based on calculations in [12] . A straightforward calculation leads us to the following lemma. Lemma 6.5. For any λ > 0 the following functions
We modify the above functions as: for any λ ≥ 1 and r ∈ (0, 1), u λ (x) := 8λ 2 (1 + λ 2 |x| 2 ) 2 , v λ,r (x) := 2 log 1 + λ 2 r 2 1 + λ 2 |x| 2 + log 8, and by simple calculations it follows that u λ (x) ≤ 8λ 2 , v λ,r (x) > log 8 > 0 in B(0, r).
Proof of Theorem 2.3. Let Λ ∈ (8π, ∞)\4πN. Take r ∈ (0, 1) and q ∈ Ω such that B(q, 2r) ⊂ Ω. By translation, we may assume that q = 0. For any r 1 ∈ (0, r), let φ r,r 1 be a smooth and radially symmetric function satisfying φ r,r 1 (B(0, r 1 )) = 1, 0 ≤ φ r,r 1 ≤ 1, φ r,r 1 (R 2 \ B(0, r)) = 0, x · ∇φ r,r 1 (x) ≤ 0.
Noting that f (λ) := 1 − 1 1 + (λr 1 ) 2 → 1 as λ → ∞, and that f ′ (λ) = 2λr 1 (1 + (λr 1 ) 2 ) 2 > 0 for λ > 0, we have that 1 > f (λ) ≥ f (1) for all λ ≥ 1. Now we define the pair (u 0 , v 0 ) (au λ φ r,r 1 , av λ,r φ r,r 1 ) with some a > Λ/8π > 1. Then, we prove that Lemma 6.6. There is a sufficiently large λ > 1 and a > Λ/8π such that Ω u 0 = Λ. (6.11) Proof. Firstly by changing variables, we see that = 8π · 1 − 1 1 + (λℓ) 2 for ℓ > 0, and that 8π · 1 − 1 1 + (λr 1 ) 2 < Ω u λ φ r,r 1 < 8π · 1 − 1 1 + (λr) 2 .
(6.12)
Then there is a unique constant a = a(r 1 , r, λ) satisfying Λ 8π ≤ a ≤ Λ 8πf (1) (6.13) and (6.11).
Next, we want to show that F(u 0 , v 0 ) can be sufficiently negative as λ → +∞. First, we note that Lemma 6.7. There is C > 0 such that Ω u 0 log u 0 ≤ 16aπ · log λ + C as λ → ∞. Since log u λ ≤ log(8λ 2 ) = 2 log λ + log 8 and Ω u λ ≤ 8π, Ω u 0 log u 0 ≤ 2a · 8π · log λ + C as λ → ∞, (6.15) where we remark that the constant C is independent of a in view of (6.13).
Lemma 6.8. There exists C > 0 such that Ω u 0 v 0 dx ≥ 32a 2 π log λ − C as λ → ∞, (6.16)
as well as 1 2 Ω v 2 0 + |∇v 0 | 2 dx ≤ 16a 2 π log λ + C as λ → ∞. (6.17)
Proof.
Using v λ,r > 0 in B(0, r), we see that
Since v λ,r (x) > 2 log 1 + λ 2 r 2 1 + λ 2 |x| 2 for x ∈ B(0, r 1 ), then we have that Combining these with (6.12), we obtain that Ω u 0 v 0 ≥ 4a 2 log(λr) · 8π 1 − 1 1 + (λr 1 ) 2 − C ≥ 32πa 2 log λ − C ′ for λ > 1, r ∈ (0, 1) and r 1 ∈ (0, r) with some positive constants C, C ′ . We remark that the constant C ′ is independent of a due to (6.13).
On the other hand, since 1 + λ 2 r 2 1 + λ 2 |x| 2 ≤ 1 + λr λ|x| 2 , we see that for λ ≥ 1 |v λ,r (x)| ≤ 4 log 1 + r |x| + log 8 in B(0, r).
Hence it follows from straightforward calculations that there is a positive constant C satisfying where the constant C is independent of a due to (6.13) . Moreover by the direct calculations, 
where we again remark that the constant C ′′ is independent of a due to (6.13).
Collecting (6.15), (6.16) and (6.17), we infer that for r ∈ (0, 1) and r 1 ∈ (0, r) there exists some C = C(r, r 1 , φ r,r 1 ) such that where we recalled that (6.13) implies a(a − 1) > Λ 8π Λ 8π − 1 .
In the last step, we construct a suitable initial data based on the above discussion. For Λ ∈ (8π, ∞) \ 4πN, we first fix 0 < r 1 < r and function φ r,r 1 . Secondly in view of (6.18) we can choose some λ > 1 such that
where C = C(r, r 1 , φ r,r 1 ) is the constant in (6.18). Finally we choose a satisfying (6.11) and (6.13). Therefore by the above discussion (u 0 , v 0 ) also satisfies F(u 0 , v 0 ) < F * (Λ). (6.19) Thus let (u, v) be the solution to (6.1) with the initial function (u 0 , v 0 ). If the solution is globally bounded in time, Proposition 6.2 guarantees that there are a subsequence {t k } ⊂ (0, ∞) and a stationary solution (u s , v s ) satisfying that lim t k →∞ (u(t k ), v(t k )) = (u s , v s ) in C 1 (Ω)
