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14Abstract Inpainting based image compression ap-
proaches, especially linear and non-linear diffusion models,
are an active research topic for lossy image compression.
The major challenge in these compression models is to find
a small set of descriptive supporting points, which allow
for an accurate reconstruction of the original image. It
turns out in practice that this is a challenging problem
even for the simplest Laplacian interpolation model. In this
paper, we revisit the Laplacian interpolation compression
model and introduce two fast algorithms, namely successive
preconditioning primal dual algorithm and the recently
proposed iPiano algorithm, to solve this problem efficiently.
Furthermore, we extend the Laplacian interpolation based
compression model to a more general form, which is based
on principles from bi-level optimization. We investigate
two different variants of the Laplacian model, namely
biharmonic interpolation and smoothed Total Variation
regularization. Our numerical results show that significant
improvements can be obtained from the biharmonic inter-
polation model, and it can recover an image with very high
quality from only 5% pixels.
1 Introduction
Image compression is the task of storing image data in a
compact form by reducing irrelevance and redundancy of
the original image. Image compression methods roughly
fall into two main types: lossless compression and lossy
compression. In this paper, we focus on lossy compression
methods. The objective of lossy compression methods is to
reduce the original image data as much as possible while
still providing a visually acceptable reconstruction from the
compressed data. Lossy image compression can be handled
with two different approaches: (1) reducing the data in the
original image domain, i.e. by removing a majority of the
image pixels; (2) reducing data in a transform domain, such
as Discrete cosine transform (DCT) or Wavelet transform.
The remaining data (compressed data) is used to reconstruct
the original image. It is well known that the former approach
is named as image inpainting in the literature [5, 2, 15], and
the latter strategy is exploited in the currently widely used
standard image compression techniques such as JPEG and
JPEG2000 [12, 16]. In this paper, we focus on the strategy
of reducing the data in the image domain and then recover-
ing an image from a few data points, i.e., image inpainting.There are thousands of publications studying the topic
of image inpainting in the literature, see e.g., [5, 2, 15, 6]
and references therein. In most cases, one does not have in-
fluence on the chosen data points. In the context of image
inpainting, one usually randomly selects a specific amount
of pixels which act as supporting points for the inpainting
model, e.g., 5%. In order to get high quality reconstruc-
tions in such a scenario, one has to rely on sophisticated
inpainting models. However, the task of image inpainting
is to recover an image from only a few observations, and
therefore, if the randomly selected data points do not carry
sufficient information of the original image, even sophisti-
cated inpainting models will fail to provide an accurate re-
construction.
This observation motivated researchers to consider a dif-
ferent strategy for building inpainting based compression
models, i.e. to find the optimal data points required for in-
painting, given a specific inpainting model. Prior work in
this direction can be found in [7, 10, 1, 14, 8, 9]. Belhachmi
et al. [1] propose an analytic approach to choose optimal
interpolation data for Laplacian interpolation, based on the
modulus of the Laplacian. The work in [10] demonstrates
that carefully selected data points can result in a signifi-
cant improvement of the reconstruction quality based on the
same Laplacian interpolation, when compared to the prior
work [1]. However, this approach takes millions of iterations
to converge and therefore is very time consuming. The very
recent work [8] pushed forward this research topic, where
the task of finding optimal data for Laplacian interpolation
was explicitly formulated as an optimization problem, which
was solved by a successive primal dual algorithm. While
their work still requires thousands of iterations to reach a
meaningful solution, this new model shed light on the pos-
sibility of employing optimization approaches and shows
state-of-the-art performance for the problem of finding opti-
mal data points for inpainting based image compression.
The work of [8] is the starting point of this paper. In
this paper, we extend the model of finding optimal data
for Laplacian interpolation to a more general model, which
comprises the model in [8] as a special case. We intro-
duce two novel models to improve the compression perfor-
mance, i.e., to get better reconstruction quality with the same
amount of pixels. Finally, we introduce efficient algorithms
to solve the corresponding optimization problems. Namely,
we make the following two main contributions in this paper:
(1) We comprehensively investigate two efficient algo-
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timization problems, including successive preconditioning
primal dual [13] and a recently published algorithm for non-
convex optimization - iPiano [11].
(2) We explore two variants of Laplacian interpolation
based image compression to improve the compression per-
formance, namely, a model based on the smoothed TV reg-
ularized inpainting model and biharmonic interpolation. It
turns out that biharmonic interpolation can lead to signifi-
cant improvements over Laplacian interpolation.
2 Extension of the Laplacian interpolation
based image compression model
The original Laplacian interpolation is formulated as the fol-
lowing boundary value problem:
−∆u = 0, on Ω \ I
u = g, on I (1)
∂nu = 0, on ∂Ω \∂I ,
where g is a smooth function on a bounded domain Ω ⊂ Rn
with regular boundary ∂Ω. The subset I ⊂ Ω denotes the
set with known observations and ∂nu denotes the gradient
of u at the boundary. ∆ denotes the Laplacian operator.
It is shown in [10, 8] that the problem (1) is equivalent to
the following equation
c(x)(u(x)− g(x))− (1− c(x))∆u(x) = 0, on Ω (2)
∂nu(x) = 0, on ∂Ω \ ∂I ,
where c is the indicator function of the set I , i.e., c(x) = 1,
if x ∈ I and c(x) = 0 elsewhere. By using the Neumann
boundary condition, the discrete form of (2) is given by
C(u− g)− (I − C)∆u = 0 , (3)
where the input image g and the reconstructed image u are
vectorized to column vectors, i.e., g ∈ RN and u ∈ RN ,
C = diag(c) ∈ RN×N is a diagonal matrix with the vector
c on its main diagonal, ∆ ∈ RN×N is the Laplacian opera-
tor and I is the identity matrix. The underlying philosophy
behind this model is to inpaint the region (Ω \ I) by using
the given data in region I , such that the recovered image is
second-order smooth in the inpainting region, i.e., ∆u = 0.
Note that the inpainting mask c in (3) is binary. How-
ever, as shown in [8], equation (3) still makes sense when
c is relaxed to a continuous domain such as R. Due to this
observation, the task of finding optimal interpolation data
can be explicitly formulated as the following optimization
problem:
min
u,c
1
2
‖u− g‖22 + λ‖c‖1 (4)
s.t. C(u− g)− (I − C)∆u = 0 ,
where the parameter λ is used to control the percentage of
pixels used for inpainting. When λ = 0, the optimal solution
of (4) is c ≡ 1, i.e., all the pixels are used; when λ = ∞,
the optimal solution is c ≡ 0, i.e., none of the pixel are used.Figure 1: Linear operators shown as filters of size 5× 5: from left
to right,∇x,∇y , ∆ and biharmonic operator (∆2)
Compared to the original formulation in [8], we omit a very
small quadratic term ε2‖c‖22, because we found that it is not
necessary in practice.
Observe that if c ∈ C = [0, 1)N , we can multiply the con-
straint equation in (4) by a diagonal positive-definite matrix
(I − C)−1, which results in
B(c)(u− g)−∆u = 0 , (5)
where B(c) = diag(c1/(1 − c1), · · · , cN/(1 − cN )). It
is clear that the constraint equation (5) can be equivalently
formulated as the following minimization problem
u(c) = arg min
u
1
2
‖∇u‖22 +
1
2
‖B(c) 12 (u− g)‖22 , (6)
where ∇ is the gradient operator, and ∆ = −∇>∇. There-
fore, it turns out that the Laplacian interpolation is exactly
the Tikhonov regularization technique for image inpainting,
where the first term can be seen as the regularization term
based on the gradient operator, and the second term as the
data fidelity term.
Now, let us consider how to improve the performance
of the regularization based inpainting model (6). The only
thing we can change is the regularization term. There are
two possible directions: (1) considering higher-order lin-
ear operators, e.g., ∆, to replace the first-order derivative
operator ∇; (2) replacing the quadratic regularization with
more robust penalty functions, such as `p quasi-norm with
p ∈ (0, 1].
The linear operators∇ and ∆ can be interpreted as linear
filters, the corresponding linear filters are shown in Figure 1.
If we make use of ∇ in the inpainting model (6), the result-
ing operator ∆ makes the inpainting process only involve
the information from its nearest neighborhood; however, if
we turn to the ∆ operator, the resulting operator ∆2 (bihar-
monic operator) can involve more information from larger
neighborhood, see Figure 1. In principle, this should bring
some improvement of inpainting performance; besides this,
the biharmonic operator is mathematically meaningful in it-
self, implying higher-order smoothness of the solution u.
Regarding the penalty function, quadratic function is
known to generate over smooth results, especially for edges,
and therefore many other edge-aware penalty functions have
been proposed. A straightforward extension is to make use
of the `1 norm, which leads to the well-known Total Vari-
ation (TV) regularization (still convex model). Since exact
TV regularization suffers from the drawback of piece-wise
constant solutions, we employ the following smoothed ver-
sion of TV regularization, which is parameterized by a small
smoothing parameter ε:
‖∇u‖ε =
N∑
i=1
√
(∇xu)2i + (∇yu)2i + ε2 ,
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.where∇xu and∇yu denote the gradient in x direction and y
direction, respectively. We will show in the next section that
this smooth technique is also necessary for optimization.
Using these considerations, we arrive at a general for-
mulation of the inpainting-based image compression model,
which is given by the following bi-level optimization prob-
lem:
min
c∈C
1
2
‖u(c)− g‖22 + λ‖c‖1 (7)
s.t. u(c) = arg min
u
R(u) + 1
2
‖B(c) 12 (u− g)‖22 ,
where the upper level problem is defined as the trade-off be-
tween the sparsity of the chosen data and the reconstruction
quality, while the lower-level problem is given as the regu-
larization based inpainting model. In the lower-level prob-
lem, R(u) defines a regularization on u, and in this paper
we investigate three different regularizers
R(u) =

1
2‖∇u‖22 Laplacian interpolation
1
2‖∆u‖22 Biharmonic interpolation
‖∇u‖ε Smoothed TV regularization
(8)
3 Efficient algorithms for solving inpainting
based image compression problems
In the prior work [8], a successive primal dual algorithm
was used in order to solve the Laplacian interpolation based
image compression problem (7), where tens of thousands in-
ner iterations and thousands of outer iterations are required
to reach convergence. Since this is too time consuming
for practical applications, we first investigate efficient algo-
rithms to solve problem (7).
3.1 Successive Preconditioning Primal Dual algorithm
(SPPD)
A straightforward method to accelerate the algorithm in [8]
is to make use of the diagonal preconditioning technique
[13] for the inner primal dual algorithm, while keeping the
outer iterate unchanged. The basic principle of the suc-
cessive primal dual algorithm, is to linearize the constraint
of (7), i.e., the lower-level problem. For smooth regular-
ization terms R(u), the lower-level problem of (7) can be
equivalently written using its first-order optimality condi-
tions:
T (u, c) =
∂R(u)
∂u
+B(c)(u− g) = 0. (9)
Using Taylor expansion, we linearize (9) around a
point (uˆ, cˆ):
T (u, c) ≈ T (uˆ, cˆ)+
(
∂T
∂u
∣∣
uˆ
)>
(u−uˆ)+
(
∂T
∂c
∣∣
cˆ
)>
(c−cˆ) = 0
(10)
Let (uˆ, cˆ) be a feasible point of constraint (9), i.e., T (uˆ, cˆ) =
0, and substitute the linearized constraint back into the ini-
tial problem (7), we arrive at the following constrained opti-
mization problem
min
c∈C,u
1
2
‖u− g‖22 + λ‖c‖1 +
µ1
2
‖c− cˆ‖22 +
µ2
2
‖u− uˆ‖22
s.t. Duu+Dcc+ q = 0 , (11)where Du =
(
∂T
∂u
∣∣
uˆ
)>
, Dc =
(
∂T
∂c
∣∣
cˆ
)>
, q = −Duuˆ −
Dccˆ. Note that the linearized constraint is only valid around
a small neighborhood of (uˆ, cˆ), and therefore we have to add
two additional penalty term µ12 ‖c− cˆ‖22 and µ22 ‖u− uˆ‖22 to
ensure that the solution (u∗, c∗) is in the vicinity of (uˆ, cˆ).
The saddle-point formulation of (11) is written as
max
p
min
(u,c)
〈
K
(
u
c
)
+ q, p
〉
+
1
2
‖u− g‖22 + λ‖c‖1+
µ1
2
‖c− cˆ‖22 +
µ2
2
‖u− uˆ‖22 + δC(c) , (12)
where K = (Du, Dc), δC(c) is the indicator function of
set C, and p ∈ RN is the Lagrange multiplier associated
with the equality constraint in (11).
Remark 1. Note that for Laplacian and biharmonic interpo-
lation, we do not restrict c to the set C, and we make use of
the original constraint in (4), i.e.,
C(u− g)− (I − C)Lu = 0 ,
where L = −∆ for Laplacian interpolation, and L = −∆2
for biharmonic interpolation. Therefore, the indicator func-
tion δC(c) in equation (12) can be dropped for these models.
However, for the TV regularized model or other possible
regularization techniques, we have to strictly rely on (12).
Remark 2. It was stated in previous work [8] that there is
no need to introduce an additional penalty term for vari-
able u, because u continuously depends on c. However, we
find that for biharmonic interpolation, we have to keep the
penalty term for u, otherwise, the resulting algorithm will
suffer from zigzag behavior when it gets close to the opti-
mal solution.
It is easy to work out the Jacobi matrices Du and Dc for
Laplacian and biharmonic interpolation, which are given as{
Du(uˆ, cˆ) = diag(cˆ)− (I − diag(cˆ))L,
Dc(uˆ, cˆ) = diag(uˆ− g + Luˆ) .
For smooth TV regularized inpainting model, the con-
straint (9) is written as
∇> ·
(∇xu
ρ
∇xu
ρ
)
+B(u− g) = 0 ,
where ρ =
√
∇2xu+∇2yu+ ε2, and∇ =
(∇x
∇y
)
. The Jacobi
matrices Du and Dc are given by
Dc(uˆ, cˆ) = diag(
1
(1−c)2 ) · diag(u− g),
Du(uˆ, cˆ) =
(∇x
∇y
)> · diag(∇2yu+ε2ρ3∇2xu+ε2
ρ3
) · (∇x∇y)−(∇y
∇x
)> · diag(∇xu∇yuρ3∇xu∇yu
ρ3
) · (∇x∇y)+B ,
(13)
where  denotes point-wise multiplication.
We make use of the diagonal preconditioning technique
of [13] to choose the preconditioning matrices Γ and Σ.
Γ = diag(τ), Σ = diag(σ) ,
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c)Algorithm 3.1 Preconditioning PD for solving problem (12)
(1) Compute the preconditioning matrices Γ and Σ and
choose θ ∈ [0, 1]
(2) Initialize (u, c) with (uˆ, cˆ), and p¯ = 0.
(3) Then for k ≥ 0, update (uk, ck) and pk as follows:
pk+1 = pk + Σ
(
K
(
uk
ck
)
+ q
)
p¯k+1 = pk+1 + θ(pk+1 − pk)(
uk+1
ck+1
)
= (I + Γ∂G)−1
((
uk
ck
)− ΓK>p¯k+1)
(14)
where τj = 1∑N
i=1 |Ki,j |2−γ
, σi =
1∑2N
j=1 |Ki,j |γ
. The we em-
ploy the preconditioning primal dual Algorithm 3.1 to solve
problem (12).
For Laplacian and biharmonic interpolation, the function
G(u, c) in (14) is given as
G(u, c) =
1
2
‖u−g‖22+
µ2
2
‖u− uˆ‖22+λ‖c‖1+
µ1
2
‖c− cˆ‖22.
It turns out that the proximal map with respect to G simply
poses point-wise operations, which is given as(
u
c
)
= (I + Γ∂G)−1
(
u˜
c˜
)
⇐⇒
ui =
u˜i+τ
1
i gi+µ2τ
1
i uˆi
1+τ1i +µ2τ
1
i
i = 1 · · ·N
ci = shrink λτ2
i
1+τ2
i
µ1
(
c˜i+τ
2
i µ1cˆi
1+τ2i µ1
)
,
(15)
where the soft shrinkage operator is given by shrinkα(x) =
sgn(x) ·max(|x| − α, 0), and τ = (τ1τ2).
For smooth TV regularization, the function G is given by
G(u, c) =
1
2
‖u−g‖22+
µ2
2
‖u−uˆ‖22+λ
N∑
i=1
ci+
µ1
2
‖c−cˆ‖22+δC(
The proximal map for u is the same as in (15), the solution
for c can be computed by
ci = ProjC
(
c˜i + τ
2
i µ1cˆi − τ2i λ
1 + τ2i µ1
)
3.2 iPiano
Observe that in problem (7) the lower-level problem can be
solved for u, and the result can be substituted back into the
upper-level problem. It turns out that this results in an op-
timization problem which only depends on the variable c.
It is demonstrated in our previous work [11] that this op-
timization problem can be solved efficiently by using the
recently proposed algorithm - iPiano. Our experiments will
show that this strategy is more efficient than the successive
preconditioning primal dual algorithm.
For Laplacian and biharmonic interpolation, we can solve
u in closed form, i.e., u = A−1Cg. This results in the fol-
lowing optimization problem, which only depends on vari-
able c:
min
c
1
2
‖A−1diag(c)g − g‖22 + λ‖c‖1 , (16).
where A = C + (C − I)L. Casting (16) in the form of
iPiano algorithm, we have F (c) = 12‖A−1diag(c)u − g‖22,
and G(c) = λ‖c‖1. As shown in [11], the gradient of F
with respect to c is given as:
∇F (c) = diag(−(I + L)u+ g)(A>)−1(u− g) .
For smooth TV regularization, F (c) = 12‖u(c) − g‖22,
u(c) is the solution of the lower-level TV regularized in-
painting model. In order to calculate the gradient of F with
respect to c, we can make use of the implicit differentiation
technique, see [3] for more details. The gradient is given as
∇F (c)∣∣
c∗ = −Dc(u∗, c∗)(Du(u∗, c∗))−1(u∗ − g) ,
where u∗ is the optimal solution of the lower-level problem
in (7) at point c∗. As stated in [3], in order to get an accurate
gradient ∇F (c), we need to solve the lower-level problem
as accurately as possible. To that end, we exploit Newton’s
method to solve the lower-level problem.
Now we can make use of iPiano to solve this optimization
problem. The algorithm is summarized below:
Algorithm 3.2 iPiano for solving problem (12)
(1) Choose β ∈ [0, 1), l−1 > 0, η > 1, and initialize c0 = 1
and set c−1 = c0.
(2) Then for n ≥ 0, conduct a line search to find the smallest
nonnegative integers i such that with ln = ηiln−1, the
following inequality is satisfied
F (cn+1) ≤ F (cn) + 〈∇F (cn), cn+1 − cn〉
+
ln
2
‖cn+1 − cn‖22 , (17)
where cn+1 is calculated from (18) by setting β = 0.
Set ln = ηiln−1, αn < 2(1− β)/ln, and compute
cn+1 = (I+αn∂G)
−1(cn−αn∇F (cn)+β(cn−cn−1)) .
(18)
4 Numerical experiments
In this section, we first discuss how to choose an efficient al-
gorithm for solving the model (7) for different cases. Then
we investigate the inpainting performance for different mod-
els under the unified assumption that we only make use
of 5% pixels. All the experiments were conducted on a
server with Intel X5675 processors (3.07GHz), and all the
investigated algorithms were implemented in pure Matlab
code. We exploited three different test images (“Trui”,
“Walter” and “Peppers”) which are also used in previous
works [10, 8].
4.1 Implementation details
In our implementation, the parameter γ of preconditioning
technique is chosen as γ = 10−6. For the SPPD algo-
rithm, the parameter µ1 and µ2 are set as follows: (1) for
the Laplacian interpolation based compression model, µ1 =
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(a) Trui (b) Peppers (c) Walter (d) Lena
Figure 2: Four test images used in our experiments0.05, µ2 = 0; (2) for biharmonic interpolation based model,
µ1 = 0.1, µ2 = 0.2; and (3) for smoothed TV based model,
µ1 = 0.05, µ2 = 0.1. The set C is defined in the range of
[0, cmax] with cmax = 1− 10−6.
For the iPiano algorithm, we make use of the following
parameter settings:
l−1 = 1, η = 1.2, β = 0.75, αn = 1.99(1− β)/ln .
In order to exploit possible larger step size in practice, we
use the following heuristic: If the line search inequality (17)
is fulfilled, we decrease the evaluated Lipschitz constant Ln
slightly by using a factor 1.02, i.e., setting ln = ln/1.02.
4.2 Choosing appropriate algorithm for each
individual model
For Laplacian interpolation based compression model, we
found that when using the proposed preconditioning tech-
nique, the required iterations can be reduced to about 150
outer iterations and 2000 inner iterations, which is a tremen-
dous decrease compared to prior work [8]. However, for
this problem, the iPiano algorithm can do better. Our exper-
iments show that usually 700 iterations are already enough
to reach a lower energy. Concerning the run time, the SPPD
algorithm needs about 2400s, but iPiano only takes about
622s. We conclude that iPiano is clearly a better choice
for solving the Laplacian interpolation based compression
model.
Let us turn to the biharmonic interpolation based com-
pression model. Even though the linear operator is only
slightly changed, when compared to the Laplacian model,
it turns out that the corresponding optimization problem
becomes much harder to solve. The SPPD algorithm still
works for this problem; however, as mentioned before, we
have to introduce an additional penalty term on variable u,
otherwise the convergence behavior is very bad. Besides,
we have to run the algorithm much longer, usually about
300 outer iterations and 4000 inner iterations. For the iPi-
ano algorithm applied to this case, we have to significantly
increase the amount of required iterations, typically, we have
to run about 3500 iterations to reach convergence.
For the biharmonic interpolation based compression
model (16), the difference between the results obtained by
above two algorithms becomes more obvious. For instance,
for the test image “Trui” with parameter λ = 0.0028,by using the SPPD algorithm, we arrive a final energy of
15.34; however, the final energy of iPiano is much lower,
about 13.48, which basically implies that iPiano solves the
corresponding optimization problem better. Concerning the
run time, for this case, iPiano takes more computation time
than Laplacian interpolation case. There are two reasons:
(1) the amount of required iterations is increased by a factor
of 5; (2) for iPiano, we have to solve two linear equation
Ax = b and A>x = b in each iteration and line search1,
which becomes much more time consuming from Laplacian
to biharmonic interpolation. Therefore, for this case, both
algorithms show a similar runtime (about 5000s). Since
iPiano achieves a lower energy with similar computational
effort this algorithm is preferable for the biharmonic model.
For the case of smoothed TV regularization, it becomes
even harder to solve the lower-level problem and thus more
time consuming. It is therefore advisable not to make use
of iPiano. The SPPD algorithm is a better choice for this
model. Solving smoothed TV regularization based model
also needs about 5000s.
4.3 Reconstruct an image only using ∼5% pixels
We evaluate the performance of three considered compres-
sion models based on three test images. For each individual
model, we search optimal data points used for inpainting
with the same amount of about 5%, and then reconstruct
an image by using these optimal points. In order to control
the sparsity of selected data points to be 5% approximately,
we have to carefully choose the parameter λ for each model
and for each processing image. The found optimal mask c is
continuous, and then we binarize it by a threshold parameter
εT = 0.01.
Concerning the measurement of reconstruction quality,
we make use of the mean squared error (MSE) to keep con-
sistent with previous work, which is given by
MSE(u, g) =
1
N
N∑
i=1
(ui − gi)2 .
The MSE is computed with the assumption that the image
gray value is in the range of [0, 255]. As shown in previous
work [8], for Laplacian interpolation, it is straightforward to
consider an additional post-processing step, which is called
1In our implementation we use the Matlab “backslash” operator.
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(a) 10% random chosen data (b) Smoothed TV (276.37) (c) Laplacian (244.48) (d) Biharmonic (208.92) (e) Learned prior (165.01)
Figure 3: Inpainting results of the degraded “Lena” image with 10% randomly chosen pixels by using different methods. The number in the
bracket is the resulting MSE. For randomly selected points, the inpainting model with learned MRF prior gives the best reconstruction result.gray value optimization (GVO) to further improve the recon-
struction quality. We also consider this strategy for Lapla-
cian and biharmonic interpolation after binarising the mask
c, which is formulated as following optimization problem
arg min
x∈RM
‖A−1S>x− g‖22 , (19)
where A is defined in the same way as in (16). S ∈ RM×N
is the sampling matrix derived from the diagonal matrix
diag(c) by deleting the rows whose elements are all zero.
M is the number of points in the mask c with a value of 1.
Obviously, (19) is a least squared problem, which has the
closed form solution
x =
(
S(A>)−1A−1S>
)−1
S(A>)−1g.
However, in practice it turns out that this computation is very
time consuming because we have to calculate A−1 explic-
itly. Therefore, we turn to L-BFGS algorithm to solve this
quadratic optimization problem.
For smoothed TV regularization model, we also consider
this GVO post-processing step, which is given by the fol-
lowing bi-level optimization problem
min
x∈RM
l(x) =
1
2
‖u(x)− g‖22 (20)
s.t. u(x) = arg min
u
‖∇u‖ε + 1
2
‖B 12 (u− S>x)‖22 ,
where the sampling matrix S ∈ RM×N is the same as in
(19). We also make use of L-BFGS to solve this problem. To
that end, we need to calculate the gradient of l with respect
to x, which is given as
∇l(x)∣∣
x∗ = −Dx(u∗, x∗)(Du(u∗, x∗))−1(u∗ − g) ,
where Du is the Hessian matrix given in (13), Dx = −SB,
u∗ is the solution of the lower-level problem at point x∗.
We summarize the results in Figure 4. One can see that
starting from the initial Laplacian interpolation based image
compression model, we can achieve significant improve-
ments of inpainting performance for all test images by us-
ing biharmonic interpolation based model, at the expense
of computation time; however, switching to the smoothed
TV regularization based model can not bring any improve-
ment even with more computation time. To the best of our
knowledge, concerning the inpainting performance of the bi-
harmonic interpolation model, it is the first time to achieve
such an accurate reconstruction by using only 5% pixels.5 Conclusion and future work
In this paper, we extended the Laplacian interpolation based
image compression model to more general inpainting based
compression model. Starting from the Laplacian interpola-
tion, we investigated two variants, namely biharmonic inter-
polation and smoothed TV regularization inpainting model,
to improve the compression performance. In order to solve
the corresponding optimization problems efficiently, we in-
troduced two fast algorithms: (1) successive precondition-
ing primal dual algorithm and (2) a recently proposed non-
convex optimization algorithm - iPiano. Based on these al-
gorithms, for each model, we found the most useful 5% pix-
els, and then reconstructed an image from the optimal data.
Numerical results demonstrate that (1) biharmonic interpo-
lation gives the best reconstruction performance and (2) the
smoothed TV regularization model can not generate supe-
rior results over the Laplacian interpolation method.
Future work consists of two aspects: (1) more efficient al-
gorithm to solve the corresponding optimization problems.
Even though the introduced algorithms are fast, they are still
very time consuming for complicated models, e.g., bihar-
monic interpolation and smoothed TV regularization mod-
els. (2) exploiting more sophisticated inpainting models to
further improve the compression model. A possible candi-
date is to make use of the inpainting model with a learned
MRF prior [3, 4], which is shown to work well for image in-
painting with randomly selected points. Figure 3 presents an
example to show the inpainting performance of the learned
model for randomly selected data points. One can see that
in this random case, the inpainting model with learned MRF
prior can generate the best result, and therefore, we believe
that it can achieve better result for image compression.
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Figure 4: Image inpainting results by using approximate 5% pixels. The interpolation data points used for reconstruction is masked in black.
The continuous mask c is binarized with a threshold parameter εT = 0.01. From left to right: (1) optimal mask found with Laplacian
interpolation and the corresponding recovery image by using the optimal data points, (2) results of biharmonic interpolation model, (3) results
of smoothed TV regularization approach, (4) results of [8]
