Abstract. Assuming GRH, we present an algorithm which inputs a prime p and outputs the set of fundamental discriminants D < 0 such that the reduction map modulo a prime above p from elliptic curves with CM by O D to supersingular elliptic curves in characteristic p. In the algorithm we first determine an explicit constant D p so that |D| > D p implies that the map is necessarily surjective and then we compute explicitly the cases |D| < D p .
Introduction
For D < 0 a fundamental discriminant, consider the imaginary quadratic field K := Q( √ D) with ring of integers O D and Hilbert class field H K . From the work of Deuring [3] , given a prime p which does not split in O D (i.e. (D/p) = 1) and an elliptic curve E/H K with CM by O D (i.e. End K (E) ∼ = O D ) the reduction to characteristic p gives a supersingular elliptic curve defined over F p 2 . Using an equidistribution result of Duke and Schulze-Pillot [5] , based upon bounds for coefficients of half-integral weight cusp forms by Iwaniec [13] and Duke [4] , combined with an (ineffective) lower bound for the class number h(D) of O D due to Siegel [24] , Elkies, Ono and Yang [7] deduce that the reduction map is surjective for |D| sufficiently large. Denote the (finite) set of such D for which the reduction map is not surjective by E p and define E ′ p := {|D| : D ∈ E p }. We will say that D p ∈ N is a good bound for p if max E ′ p < D p (suppressing p when the context is clear).
Although E p is finite, no explicit good bound is given above due to the ineffective nature of Siegel's lower bound. In this paper we will present an algorithm which will input a prime p and return the set E p . This algorithm is conditional upon the Generalized Riemann Hypothesis for Dirichlet L-functions and also the Generalized Riemann Hypothesis for the L-series of weight 2 primitive newforms (henceforth simply denoted GRH). In particular, the algorithm will terminate unconditionally, but the correctness is dependent on GRH. The assumption of GRH will allow us to use techniques developed by Ono and Soundarajan [22] to explicitly compute a good bound for p. Theorem 1.1. Let a prime p be given. Conditional upon GRH, there is an effectively computable good bound for p.
Explicitly computing the bound given by Theorem 1.1 for p ≤ 107 we obtain the following.
Theorem 1.2. Assuming GRH, 3.257 × 10
25 is a good bound for p ≤ 107. Moreover, Table 11 in appendix A contains good bounds for each p ≤ 107.
After obtaining the good bound D p from Theorem 1.1, it only remains to explicitly compute the set of |D| ≤ D p for which the mapping is not surjective. For each supersingular elliptic curve E/F p 2 we will construct a positive definite (ternary) quadratic form Q E such that Q E represents |D| if and only if there exists E ′ with CM by O D which reduces to Q E . Since there are only finitely many supersingular elliptic curves we then merely need to check which |D| ≤ D p are represented by each Q E .
One may then use the algorithm by Fincke and Pohst [8] to determine a vector of length |D|. The usual implementation returns all vectors so running this algorithm for each |D| ≤ D p to determine E p is Ω D 3/2−ǫ p and the calculation quickly becomes infeasible for moderately large D p . We hence want to take advantage of the fact that we do not need all representations of |D| but rather only one. In the case where E is defined over F p we are able to use a classification result of Ibukiyama [12] to develop a specialized algorithm which determines more efficiently the set of |D| < D p which are represented (see Section 5) . This algorithm has allowed us to compute the full set E p for p = 11, 17, and 19. Theorem 1.3. Assuming GRH, the following hold.
(1) The set E 11 is given by Having established such surjectivity results, one may ask whether similar results can be shown about the multiplicity of the reduction map. This question was addressed and an unconditional but ineffective solution was given by Elkies, Ono, and Yang [7] . Define the Hilbert class polynomial H D (x) ∈ Z[x] as the unique monic polynomial whose roots are precisely the j-invariants of the elliptic curves with complex multiplication by O D . These roots are referred to as singular moduli of discriminant D. The degree of the Hilbert class polynomial is h(D). Define further S p (x) ∈ F p [x] to be the polynomial with roots precisely the j-invariants of the supersingular elliptic curves of characteristic p.
Theorem (Elkies-Ono-Yang [7] ). For a prime p and t ∈ N, every sufficiently large fundamental discriminant D < 0 for which p does not split in O D satisfies
Here the implied constant depends on p and t. Their result states that for sufficiently large D there are at least t nonisomorphic elliptic curves with CM by O D which reduce to each supersingular elliptic curve of characteristic p. We are again able to obtain an effective but conditional result of this nature. For a supersingular elliptic curve E, define w E to be the number of automorphisms of E and take the canonical measure
where the sum is taken over all supersingular elliptic curves of characteristic p. We will denote the minimal value of this measure by µ p . Theorem 1.4. Assume GRH. For a prime p and 0 < c < 1 there is a effectively computable constant D p,c ∈ N such that every fundamental discriminant D < 0 with |D| ≥ D p,c for which p is not split satisfies
Since h(D) → ∞ effectively as D → −∞ (Oesterlé [19] unconditionally showed the growth is Ω(log(|D|) 1−ǫ ), but Siegel [24] obtained Ω(|D| 1/2−ǫ ) conditional on GRH), we also get an effective but conditional version of Elkies, Ono, and Yang's result by choosing for each t ∈ N an integer D p,t ≥ D p,c large enough so that cµ p h(D) > t for every |D| ≥ D p,t . In Section 3 we will see that Theorem 1.4 reduces to the same argument given to show Theorem 1.1 but we will not explicitly compute the bound here. The paper will begin by reviewing the connection between theta series and E p in Section 2. In Section 3, we review how the bound for coefficients of theta series is obtained. Given the connection from Section 2, this gives a good bound for p, dependent on numerically calculating certain constants. In Section 4, we fix a basis and decompose a certain space of modular forms in order to calculate some of the constants obtained from Section 3. Furthermore, we give explicit algorithms for calculating the remaining constants. In Section 5, we use a trick based on the Ibukiyama's classification [12] of the set of supersingular elliptic curves defined over F p , in order to calculate the set of |D| < D p which are generated by Q E . Finally, in Appendix A we give the data obtained by explicitly implementing the algorithms from Sections 4 and 5 for p ≤ 107.
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CM Liftings of Supersingular Elliptic Curves and Theta Series
For a supersingular elliptic curve E we will say that D E is a good bound for E if E is in the image of the reduction map for every |D| > D E . Hence we will piecewise determine a good bound D p for p by determining a good bound D E for each supersingular elliptic curve E/F p 2 and then taking D p := max E D E , relying on the fact that there are only finitely many supersingular elliptic curves (up to isomorphism). This also aids in computing the elements D ∈ E p with |D| < D p , since we only need to check all |D| < D E for each curve, and not up to the larger bound D p . The theory involved in determining D E goes through quaternion algebras, quadratic forms, theta series, and modular forms. For background information on elliptic curves a good reference is Silverman's book [25] . A good reference for quaternional algebras is Vigernas's book [29] , while Ono's book [21] contains a good introduction to modular forms. Good sources of information about quadratic forms can be found in Jones' book [14] and O'Meara's book [20] .
Let E/F p 2 be a supersingular elliptic curve. An elliptic curve E with CM by O D is a CM (by O D ) lift of E if the reduction of E equals E. We will now review the connection between CM liftings and theta series. Let R E := End(E) be a maximal order of the quaternion algebra B p /Q ramified precisely at p and infinity. For p inert in O D (resp. p ramified in O D ) there is a one-to-one (resp. two-to-one) correspondence between lifts of E and embeddings of O D in R E . Gross and Zagier [11, Prop. 2.7] cover the case of p inert and Elkies [6, p. 168 ] extends this to the case where p is ramified. Let L E := {x ∈ Z + 2R E |tr(x) = 0} be the Gross lattice with the associated positive definite ternary quadratic form Q E given by the reduced norm on L E .
For a positive definite ternary quadratic form Q we will define the theta series of Q by
where z is in the upper half plane and q := e 2πiz . Denote the theta series of Q E by
Noting that w E = #R * E , Gross [10, Prop. 12.9, p . 172] has shown that a E (D) equals
times the number of embeddings of O D into R E . It is hence sufficient to proceed by bounding the coefficients of the theta series from below, and showing that they must be positive whenever |D| > D E . However, Gross showed that θ E is a weight 3/2 modular form in Kohnen's plus space (see [17] or [21, p. 54 ] for a definition) of level 4p and explicit bounds (conditional on GRH) for coefficients of theta series in this space were established by the author [15] . The methods used to obtain these bounds will be reviewed in Section 3.
Background
This section is a brief summary of the theory used to bound the coefficients of θ E . The theta series is first decomposed into a linear combination of an Eisenstein series and a basis of weight 3/2 Hecke eigenforms. Using an isomorphism to weight 2 cusp forms, the coefficients of the Hecke eigenforms are then compared with the central values of quadratic twists of L-series of weight 2 newforms. The central value of these L-series are bounded in the authors's generalization [15] of Ono and Soundararajan's paper [22] in terms of constants which we will introduce here. Section 4 will be devoted to explicitly determining the basis of weight 3/2 Hecke eigenforms, the isomorphism to weight 2 newforms, and explicitly bounding these constants.
For k ∈ Z and N ∈ N we will denote the space of (holomorphic) modular forms of weight k and level N by M k (N), the cuspidal subspace by S k (N), and the space of newforms by S 
where H(d) is the Hurwitz class number and p e d is the highest power of p dividing the square part of |d|. In particular, for D < 0 a fundamental discriminant, H(D) equals the class number of the imaginary quadratic field Q( √ D) divided by the number of units modulo ±1. Gross [10] has shown that θ E − H θ ∈ S + 3/2 (4p). We hence decompose our theta series as
for some b i ∈ C. Here t p is the number of distinct conjugacy classes of maximal orders of B p , called the type number.
For a fundamental discriminant D < 0 with corresponding Kronecker character χ D , define the |D|-th Shimura correspondence S |D| by
Here and throughout we denote the image of g under an operator T by g|T . Shimura [23] showed that g|S |D| ∈ S 2 (4p) and that S |D| commutes with every Hecke operator, namely
for every f ∈ S + 3/2 (4p) and every prime ℓ = p. Let t i ∈ Z >0 be minimal with 4 | t i and −t i a fundamental discriminant satisfying a g i (t i ) = 0. If r j are chosen so that Kohnen [17] has shown that the linear combination of Shimura correspondences
which sends Hecke eigenforms to Hecke eigenforms.
Denote the Shimura lift
we denote the L-series of G i twisted by χ as
The conductor of L i (s) is q := p|D| 2 . Denote by m i the smallest integer such that
Using the fact that G i is a Hecke eigenform, the author [15] showed that any fundamental discriminant D < 0 satisfying a θ (|D|) = 0 must also satisfy
is a constant which comes from taking the ratio of the |D|-th coefficient and the m i -th coefficient in the Kohnen-Zagier formula [18] . Define
and choose 1 < σ < 3 2 . To obtain a contradiction from equation (3.3) for |D| sufficiently large, it remains to bound F (1) =
is obtained by assuming a θ (|D|) ≤ 0 and rearranging, we can similarly assume a θ (|D|) ≤ ca H θ (|D|) for a constant 0 < c < 1 and obtain equation (3.3) with the left hand side multiplied by 1 − c. Hence Theorem 1.4 is also reduced to bounding F (1) and the details are left to the reader.
We will describe briefly how Ono and Soundararajan [22] bounded F (1). By the functional equation of F (s) and the Phragmén-Lindelöf principle we have
so it suffices to bound F (σ + it) from above for every t ∈ R.
For a real number X > 0 and an L-series L(s) with c > 0 real chosen such that s + c is in the region of absolute convergence, consider the integral
n s in the region of convergence, then (3.6) can be computed as the sum
n s e −n/X using the fact that c+i∞ c−i∞
which follows by shifting the integral Re(w) → −∞ and counting the residues at negative integers. On the other hand, we can shift the original integral to the left and count the contribution from residues at each of the poles. The contribution from w = 0 gives Using the above argument with L(s) = L(s), we define for Re(s) > 1 the integral of equation (3.7) by
For s = σ + it, s 0 = 2 − σ + it and s 2 = σ 2 + it for any choice σ < σ 2 < 2, the following bound [15] was obtained for F (s). For certain explicit constants c θ,σ,X,1 , c θ,σ,X,t,1 , c θ,σ,X,m,1 , c θ,σ,X,2 , c θ,σ,X,t,2 , and c θ,σ,X,q,2
where α(X), β(X), γ(X) and δ(X) are defined in the author's previous paper [15] in equations (7.2), (7.1), the line directly proceeding (7.1), and the first equation in Section 6, respectively. Moreover, in Section 8 of that paper, explicit bounds in terms of Γ-factors are given for α(X), β(X), γ(X), and δ(X).
The decay in Γ(s) cancels polynomial growth in t from c θ,σ,X,t,i . Since σ > 1, L(s) converges absolutely, so we can explicitly calculate a bound for 2 log |L(s)| as well. The other terms involving F , G, and F 1 are also dealt with [15] (Here, we use cancellation in the sums for small n between terms from 2 log |L(s)|, and then bound the remaining terms separately). We will give further details in Section 4 of how to compute better bounds for these constants.
Therefore, the main goal of this paper will be to decompose Kohnen's plus space, make a choice of g i , determine a Shimura lift, and then calculate b i and c i . This is described in Section 4. Moreover, in feasible cases we must determine an algorithm to determine whether |D| is represented by a fixed form Q. A specialized algorithm is given in Section 5 to determine this whenever the corresponding elliptic curve is defined over F p .
Algorithm to compute D E and D p
This section is broken into four main subsections. We first determine the set of theta series θ E for every supersingular elliptic curve E/F p 2 . We then determine a basis of Hecke eigenforms {g i : i ∈ {1, . . . , t p − 1}} for the subspace of S + 3/2 (4p) generated by these theta series and express the cuspidal part of the theta series as a linear combination of these eigenforms. The third step will be to compute an explicit Shimura lift S from S + 3/2 (4p) to S 2 (p) and finally we compute the constants corresponding to G i = g i |S.
4.1. Calculating the Theta Series. Let p be a prime and C > 0 be an integer. We will describe here how to obtain the quadratic forms Q E and the first C coefficients of θ E for every supersingular elliptic curve E/F p 2 . If C is chosen too small for the remaining calculations, then we will simply double C and rerun the calculations.
We begin by calculating the maximal orders R E using Kohel's [16] algorithm built into MAGMA. These are obtained by first using a function to calculate a single maximal order R, then calculating all left ideal classes I i of R, and finally calculating the right order R i of I i , which will give a full set of maximal orders. We will represent R E as a 4 × 4 matrix over Q. Let the standard basis of B p over Q be given by 1, α, β and γ = αβ = −βα with α 2 = p and β 2 = q for some prime q ≡ 3 (mod 8) for which
. Then a matrix A will correspond to the Z-module which is generated by A 1,j + A 2,j α + A 3,j β + A 4,j γ. It is then straightforward to compute L E and the method of Fincke and Pohst [8] may be used to compute the coefficients a E (d) for every d < C.
4.2.
Decomposition of θ E . We will now compute a basis of (cuspidal) Hecke eigenforms g 1 , . . . g tp−1 of the space spanned by all of our theta series and then decompose the cuspidal part g E := θ E − H θ in terms of these Hecke eigenforms. This will give us the coefficients b i from section 3.
A computational solution to the decomposition problem for integral weight forms follows from the work of Stein [26] on modular symbols. We recall that Kohnen [17] has shown that the Hecke algebra on S + 3/2 (4p) is isomorphic to the Hecke algebra on S new 2 (p) = S 2 (p). Furthermore, Sturm has shown for S 2 (p) that a finite set of Hecke operators generates the Hecke algebra and has given an effectively computable bound N so that {T n |n ≤ N} generates the Hecke algebra [28] . The Hecke eigenspaces of distinct normalized Hecke eigenforms on S 2 (p) are at most one dimensional (that is, S 2 (p) satisfies (strong) multiplicity one, cf. [21, p. 29] ). Therefore S + 3/2 (4p) also satisfies multiplicity one.
We first note that the space generated by our theta series is invariant under the action of the Hecke algebra, so that the space is generated by the set of g E (which have coefficients in Q). Since S + 3/2 (4p) has multiplicity one, we can diagonalize the Hecke operators T := T n 2 simultaneously. We only need to diagonalize the operators for n ≤ N, where N is the Sturm bound on S 2 (p) as above. Checking computationally, it appears as though a single g E =: g always generates the entire space under the action of the Hecke algebra (we have checked for all p < 1000) and we will demonstrate how to obtain a basis of Hecke Eigenforms in this case. This assumption is not really restrictive because one merely needs to follow the same argument for the forms g E 1 , g E 2 , . . . until the dimension equals t p −1. We may also choose a particular T such that g|T m generates the entire subspace (see Stein's book [27, p. 167]).
Given g and T as above we calculate g|T m for every 0 ≤ m < t p . Then using linear algebra over Q we obtain g|T tp−1 as a linear combination of g|T m with 0 ≤ m < t p − 1, giving a matrix M T with rational coefficients. Let F be the Galois splitting field over Q of the characteristic polynomial of M T . Since g|T m has coefficients in Q we can diagonalize M T to obtain Hecke eigenforms with coefficients in F . Since S + 3/2 (4p) has multiplicity one and T generates the whole space, the eigenspace of a given eigenvalue has dimension one. Hence we may calculate with linear algebra over F the unique eigenform g i with eigenvalue λ i .
We can now decompose each g E as a linear combination of the g i by linear algebra over F . This gives the desired coefficients b i ∈ F in the decomposition At each step we choose i smallest such that g i |S(ℓ − 1) = 0. We then choose t ℓ to be the smallest integer with 4 | t ℓ , −t ℓ is a fundamental discriminant, and a g i (t ℓ ) = 0, noting existence has been shown by Kohnen [17] . It remains to choose r ℓ such that for every k we have ℓ j=1 r j a g k (t j ) = 0 if and only if a g k (t j ) = 0 for 1 ≤ j ≤ ℓ. Since F = Q(α) is a number field we may consider F as a vector space over Q with basis α i . Let k be given such that a g k (t j ) = 0 for some j. If a g k (t ℓ ) = 0, then we know by inductive hypothesis that g k |S(ℓ − 1) + r ℓ S t ℓ = 0 for any r ℓ . If a g k (t ℓ ) = 0, then writing it in terms of the basis, we have a g k (t ℓ ) = d m α m with some d m = 0. Computing
Finding a Shimura
and rewriting in terms of the basis, we write the coefficient e m ∈ Q of α m . We then take
Taking r ℓ := max k r ℓ,k , we have |r ℓ d m | > |e m | and hence r ℓ d m + e m = 0. It follows that g k |S(ℓ) = 0 because the coefficient of α m in the first Fourier coefficient is nonzero. Since k was arbitrary, we have g i |S(ℓ) = 0 if and only a g i (t j ) = 0 for every 1 ≤ j ≤ ℓ, as desired. We then terminate if g i |S(ℓ) = 0 for every i and otherwise continue the recursion.
Calculating c i . Recall first that
for m i a fixed integer such that a g i (m i ) = 0 and m i = 0 (mod p) and G i = g i |S. We may simply choose m i to be the smallest such integer. In the bounds that we obtain it will suffice to bound |c i | from above. We have already shown how to calculate a g i (m i ), so it remains to calculate L(G i , m i , 1). We use the following formula of Cremona [1] ,
Calculating the partial sum up to a fixed bound N and noting by Deligne's optimal bound [2] that |a L (n)| ≤ σ 0 (n)n 1 2 , we may bound the error easily by pulling the absolute value inside the sum for n > N.
4.4.
Calculating the other constants. These constants are actually fairly easy to calculate once we show clearly where they come from, given the theoretical results stated in the author's previous paper [15] . The methods involved and notation used are similar to those used by Ono and Soundararajan [22] .
Most of the constants obtained are explicit in terms of Γ and ζ factors along the real line, but we need some work to calculate the terms involving F , F 1 , and G (coming from equation (3.7). Define v(n, X) by
where σ = Re(s), σ 0 = Re(2 − s), and σ 2 = Re(s 2 ), so that
We will bound the following to get a constant independent of the variables involved. From above, we need to bound
Noting that s is in the region of absolute convergence,
Then equation (4.1) becomes
Therefore, taking the absolute value inside the sum gives
and this final finite sum and ζ(σ) are easily computed. We also need a bound for the constants depending on t, the imaginary part of s. We use the functional equation of the Γ factor to remove the growth from these terms. Since the growth is logarithmic in t we easily obtain (4.2) log |Γ(s)| + c θ,X,1,t − c θ,X,2,t ≤ log |Γ(σ + r)| for some r ∈ N. A computer is then used to bound
Notice that the term we are subtracting is exactly the term being added in equation (4.1). The only nonzero terms are p powers, so the maximum is taken by calculating
which is either one or alternates. Finding the t which maximizes this sum for each p, independent of whether the sum alternates or not, gives the bound, since we then add up the absolute value of each of these terms together. It remains to bound the terms coming from equation (3.7) with n large. We will hence look at Re χ(n) n it log(n) (v(n, X)) .
Notice first, since σ 2 > σ, that for n sufficiently (namely we choose N 0 such that this occurs for n > N 0 ) the term from the F 1 part of v(n, X) satisfies the bound
Therefore, we see that
Since λ i (n) ≤ 2 √ n log(n), we can further bound this by
In [15] , we have shown for α = min(σ − 1/2, σ 0 ) an explicit constant c N 0 such that
We then calculate the incomplete Gamma factor Γ(1 − α, N 0 /X) (cf. [9] ), giving the desired bound.
Determining CM Lifts for |D| < D E when E is Defined over F p
In this section, we give an algorithm to determine whether E/F p is in the image of the reduction map from elliptic curves with CM by O D for a fixed D to deal with |D| < D E . It is based on a classification of R E given by Ibukiyama [12] .
5.1.
Calculating which |D| are Represented by the Gross Lattice.
Lemma 5.1. Let E be a supersingular elliptic curve defined over F p , L E be its associated Gross lattice, and R 0 E be the lattice of trace zero coefficients. Then there exists a lattice
Proof. Since E is defined over F p , Ibukiyama [12] has shown that R E is of one of the following two types,
where q is a prime satisfying q ≡ 3 (mod 8) and
αβ = −βα, r 2 + p ≡ 0 (mod q) and r ′2 + p ≡ 0 (mod 4q) in the case when p ≡ 3 (mod 4).
For R E = R(q, r) with basis
, and γ 3 := (r+α)β q , R 0 E is generated by γ 1 , γ 2 , γ 3 while L E is generated by γ 1 , 2γ 2 , 2γ 3 . We take L to be the lattice generated by γ 1 , 2γ 2 , γ 3 . If an arbitrary element of L is written xγ 1 + 2yγ 2 + zγ 3 , then the change of variables x ′ := x − ry, y ′ := z + qy and z ′ := y gives the reduced norm
as desired. Changing z to 2z above implies that z ′ ≡ y ′ (mod 2), so that the reduced norm on L E is precisely the quadratic form given above with z ′ ≡ y ′ (mod 2).
, we have a simpler task. In this case, the reduced norm on R 0 E is simply
To get the elements of the Gross lattice, we simply multiply y and z by 2 to get
Given Lemma 5.1, the reduced norm on L E is either of the form
To check if an integer n is represented, we first set two integers M and N and do a precomputation for efficiency. For Q, we do a precomputation of the two sets
and analogously
Since we know that, with x ′ fixed, the minimum value is obtained at xdiv :
we run x ′ from 0 to M xdiv 1/2 and then y ′ from 0 to
, and simply calculate n = Q(x ′ , y ′ , 0). If y ′ is odd, we add n to SO M , and if y ′ is even then we add n to SE M .
Similarly, for Q ′ , we calculate
Given SE M and SO M , we now calculate
2 , m ∈ SE M and z ′ even, or m ∈ SO M and z ′ odd}.
Notice that, if we define
Therefore, for every n ∈ T N,M , we know n ∈ T N , and for every n / ∈ T N,M with n ≤ M, we know n / ∈ T N . Since we expect that after a low bound M we will not have any such eligible elements which are not in T N , we can set M lower for optimization purposes.
We now describe the algorithm to calculate T N,M . For each eligible |D| ≤ N, we
If so, then we add |D| to T N,M . The algorithm for Q ′ is entirely analogous, only needing to check membership in S M instead of breaking it up into the even and odd cases. We know that np 2 ∈ T N,M if and only if n ∈ T N,M , so we can skip checking these cases. We shall show that the running time for this function is O(p + NM 
We will now use the algorithm from Section 4 to compute good bounds for p ≤ 107, using X = 455, σ = 1.15, N 0 = 1000, and σ 2 = 1.3256 (These were chosen by a binary search for σ and a heuristically based search for σ 2 given σ.). Tables 1, 2, 3 , and 4 will give the good bounds for E. Combining the good bounds for every E/F p 2 we obtain good bounds for p in Table 11 . For each maximal order R E , we will list the prime p, then the size of the field F q (q = p or q = p 2 ) which the corresponding elliptic curve is defined over. We will then list the corresponding ternary quadratic form as [a, b, c, d, e, f ] = ax 2 + by 2 + cz 2 + dxy + exz + f yz. We then list a good bound D 0 for E which suffices when (D, p) = 1, and a good bound D 1 which also suffices when p | D. We separate these cases since a better bound is obtained for D relatively prime to p and skipping (D, p) = 1 is a computational gain. We omit here the primes 3, 5, 7, and 13, since we have D p = 1 trivially. For N ∈ N ∪ {∞}, let E N E be the set of positive integers n ≤ N with p 2 ∤ n not represented by Q E . We omit those n with p 2 | n since p is an anisotropic prime and hence n is represented if and only if n p 2 is represented. In Tables 5, 6 , 7, 8, 9, and 10 we will list E N E computed using the method described in section 5 when E is defined over F p and otherwise using the standard method [8] . For each elliptic curve we have chosen N 0 and N 1 and compute E N 0 E and {n ∈ E N 1 E |n ≡ 0 (mod p)}. When #E N E is small we will list the full set E N E , while we will otherwise simply list #E N E and max(E N E ). Although we are only able to determine E p for p = 11, 17, 19 under GRH, we are able to determine E E := E ∞ E for a number of forms, which we will denote by an asterisk next to the form. 
