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a b s t r a c t
In this paper, we provide a one-step predictor–corrector method for numerically solving
first-order differential initial-value problems with two fixed points. The method preserves
the stability behaviour of the fixed points, which results in an efficient integrator for this
kind of problem. Some numerical examples are provided to show the good performance of
the method.
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1. Introduction
For the general scalar initial-value problem (IVP)
y′ = f (x, y), y(x0) = y0, (1)
with y, f (x, y) ∈ R, and x ∈ [x0, xN ], an interval on the real line, a large number of algorithms have been developed to address
it: for example the Runge–Kutta, multistep methods, or specific procedures for dealing with particular characteristics.
Recently, particularly from the work of Mickens [1,2], the application of non-standard finite-difference methods has
been increasing for solving the problem numerically in (1). Their use is mainly based on the fact that they are effective in
conserving certain qualitative properties of the differential equation in hand, such as the preservation of fixed points, the
positivity, or the monotonicity of the solutions.
Examples of such schemes can be found in Refs. [1,3,4]. These discretizations with zero local truncation errors reflect the
dynamics of the differential equations exactly. A well-known procedure of this type involves the logistic equation
y′ = y(1− y) (2)
for which an exact scheme is given by [1]
yn+1 − yn
1− e−h = yn+1(1− yn), (3)
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which may also be rewritten as [4]
yn+1 − yn
eh − 1 = yn(1− yn+1). (4)
Despite this example, in general it is not clear how to find an exact scheme for a given IVP. This is not the case if the analytic
exact solution is known, from which an exact numerical scheme can be found easily. Consider the IVP corresponding to the
equation in (2) given by
y′ = y(1− y), y(xn) = yn. (5)
The exact solution for this problem is
y(x) = e
xyn
(ex − exn)yn + exn
from which the numerical method can be readily deduced
yn+1 = e
hyn
1+ (eh − 1)yn (6)
which is exact for the logistic IVP. This scheme is the same as those in (3) or in (4), but we have it expressed in three different
ways. This procedure could be applied to any other IVP for which an explicit exact solution is known.
Here we propose a numerical scheme for solving first-order IVPs having two real fixed points. In particular, this scheme
turns out to be exact (in the absence of rounding errors) for the problem in (5) or for any IVP whose differential equation is
of the form y′ = (y− v1)(y− v2). The next section shows how the problem may be simplified and we can assume that the
fixed points are y1(x) = 0 and y2(x) = 1. Section 3 presents the formulation of the scheme with the expression for the local
truncation error, fromwhich the order of the method can be deduced. The particular case of a double fixed point is outlined
in Section 4. Section 6 deals with the stability of the fixed points. In Section 7, we have included some numerical examples
and show that the solutions obtained with the new method are very accurate. Finally, in Section 8, some conclusions are
presented.
2. Description of the problem
We consider a particular kind of the scalar IVP in (1) with two fixed or equilibrium points, given by
y′ = (y− v1)(y− v2)g(y), y(xn) = yn, (7)
where v1 < v2 ∈ R and g(y) ≠ 0 is a bounded real-valued function with continuous derivatives.
Without loss of generality, we may consider that the equilibrium points in the above problem are located at y = 0 and
y = 1. To see this, consider the linear transformation given by y = v1 + w(v2 − v1). After applying this transformation to
the problem in (7), we obtain
w′ = w(w − 1)g¯(w), w(xn) = wn, (8)
where g¯(w) ≠ 0 is given by g¯(w) = (v2 − v1)g(v1 + w(v2 − v1)) and wn = (yn − v1)/(v2 − v1). Henceforth, we may
assume that v1 = 0 and v2 = 1, which results in the problem
y′ = y(y− 1)g(y), y(xn) = yn. (9)
3. The finite difference scheme
The numerical scheme for solving the problem in (9) is based on the following proposition.
Proposition 3.1. Assuming that yn ≠ 0, the solution of the problem in (9)may be expressed in the form
y(x)− 1
y(x)
= yn − 1
yn
exp (In) , (10)
with
In =
∫ x
xn
g(y(t))dt.
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Proof. Taking derivatives on both sides in the above expression, the differential equation in (9) follows easily.
Note that the solution in (10) may be expressed explicitly as
y(x) = yn
yn + (1− yn) exp(
 x
xn
g(y(t)), dt)
from which we readily obtain that y(xn) = yn. 
Taking x = xn+h = xn+1, where h is a fixed step size, different numerical schemesmay be obtained after approximating
the integral In in (10). We have considered two one-step formulas:
• an explicit one, obtained using the approximation for the integral In ≃ hg(yn), which results in the formula
yn+1 − 1
yn+1
= yn − 1
yn
exp(hg(yn)) (11)
• an implicit one, obtained using the trapezoidal rule [5] for approximating the integral, In ≃ h(g(yn)+ g(yn+1))/2, which
results in the formula
yn+1 − 1
yn+1
= yn − 1
yn
exp

h
2
(g(yn)+ g(yn+1))

. (12)
The above methods will be used in a predictor–corrector implementation using the explicit one as a predictor and the
implicit one as the corrector. In that case, the approximation for y(xn+1) obtainedwith the predictor will be denoted by ypn+1,
and the approximation obtained with the corrector by ycn+1. The proposed method reads
ypn+1 =
ycn
ycn + (1− ycn) exp(hg(ycn))
(13)
ξn+1 = ξn exp

h
2
(g(ycn)+ g(ypn+1))

(14)
ycn+1 =
1
1− ξn+1 (15)
where the first of the formulas has been obtained from (11) and the other two from (12) setting ξn = ycn−1ycn .
Note that the equation in (2) is of the form in (9), with g(y) = −1. In this case, the integral in (10) is solved exactly,
In = −h, and thus the methods in (11) and in (12) are the same. In fact, the method is exact for this problem and is given by
yn+1 = e
hyn
1+ (eh − 1)yn ;
that is, the above method in (6).
Remark 1. In (11) for the approximation of the integral In, we have substituted the function g(y) by the interpolating
polynomial passing through (xn, g(yn)), while in (12) we have substituted g(y) by the interpolating polynomial passing
through the points (xn, g(yn)), (xn+1, g(yn+1)), as in the Adams methods. Evidently, we could have considered better
approximations to the integral by taking interpolating polynomials of higher degrees. However, these formulas would have
positive and negative coefficients and could result in a poor performance of the formulas. If g > 0 (< 0), then the integral
In should be In > 0 (In < 0), which is not guaranteed if the formulas have positive and negative coefficients.
Remark 2. We observe that the above scheme may also be used for non-autonomous differential problems of the form
y′ = y(y− 1)g(x, y).
Remark 3. The method in (13)–(15) could have been formulated using a different approach, similarly to the Runge-Kutta
methods. Setting
k1 = hg(yn), k2 = hg

1
1− ξn exp(k1)

,
the method reads
yn+1 = 11− ξn exp(α1k1 + α2k2) ,
where α1 = α2 = 1/2 and ξn = (yn − 1)/yn.
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3.1. Local truncation error
The method in (11) may be written as
(yn+1 − 1)yn − (yn − 1)yn+1 exp(hg(yn)) = 0. (16)
Replacing the approximate values yn, yn+1 by the true values y(xn), y(xn+ h), bearing in mind the value of g(y(x)) obtained
from (9), after expanding by means of the usual the Taylor formula we have that the local truncation error for the formula
in (16) is given by
LTEp(y(xn); h) = 12y(xn)(y(xn)− 1)g
′(y(xn))h2 + O(h3), (17)
where g ′(y(xn)) = dg(y(x))dx (xn).
Similarly, the implicit method in (12) may be written as
(yn+1 − 1)yn − (yn − 1)yn+1 exp

h
2
(g(yn)+ g(yn+1))

= 0. (18)
Proceeding as before, the local truncation error for the formula in (18) results in
LTEc(y(xn); h) = −112 y(xn)(y(xn)− 1)g
′′(y(xn))h3 + O(h4),
where g ′′(y(xn)) = d2g(y(x))dx2 (xn).
The analysis of the local error for the method in (13)–(15) applied in P(EC)E mode is a bit cumbersome because the local
truncation error of the corrector will be polluted by that of the predictor. From the predictormethod in (13), after expanding
in the Taylor series, we have
y(xn + h)− y(xn)y(xn)+ (1− y(xn)) exp(hg(y(xn))) =
1
2
y(xn)(y(xn)− 1)g ′(y(xn))h2 + O(h3). (19)
Taking into account the localizing assumption, on subtracting the formulas in (13) and (19) we have that
y(xn + h)− ypn+1 =
1
2
y(xn)(y(xn)− 1)g ′(y(xn))h2 + O(h3), (20)
where the principal term coincides with that of the local truncation error in (17), as expected.
From the method in (14), setting ξ(x) = y(x)−1y(x) , after expanding in the Taylor series, we have
ξ(xn + h) = ξ(xn) exp

h
2
(g(y(xn))+ g(y(xn + h)))

+ −1
12
y(xn)(y(xn)− 1)g ′′(y(xn))h3 + O(h4). (21)
Using the localizing assumption and the formula in (14), we have that
ξ(xn + h)− ξn+1 = ξ(xn)e h2 g(y(xn))

e
h
2 g(y(xn+h)) − e h2 g(ypn+1)

+ −1
12
y(xn)(y(xn)− 1)g ′′(y(xn))h3 + O(h4).
Defining the function F(y) = exp( h2g(y)), through the application of the mean value theorem to the bracket in the above
formula, we have that
ξ(xn + h)− ξn+1 = ξ(xn)e h2 g(y(xn)) ∂F
∂y
(η)(y(xn + h)− ypn+1)+
−1
12
y(xn)(y(xn)− 1)g ′′(y(xn))h3 + O(h4)
= ξ(xn)e h2 g(y(xn))e h2 g(η) h2
dg
dy
(η)(y(xn + h)− ypn+1)+
−1
12
y(xn)(y(xn)− 1)g ′′(y(xn))h3 + O(h4)
where η is an intermediate point between y(xn + h) and ypn+1.
Introducing (20) in the previous formula, and expanding the exponentials in the Taylor series, we obtain
ξ(xn + h)− ξn+1 = 116 (y(xn)− 1)
2g ′(y(xn))
dg
dy
(η)h3 − 1
12
y(xn)(y(xn)− 1)g ′′(y(xn))h3 + O(h4)
=

1
16
(y(xn)− 1)g ′(y(xn))dgdy (η)−
1
12
y(xn)g ′′(y(xn))

(y(xn)− 1)h3 + O(h4). (22)
Finally, from Eq. (15), we have
y(xn + h)− ycn+1 =
1
1− ξ(xn + h) −
1
1− ξn+1
= ξ(xn + h)− ξn+1
(1− ξ(xn + h))(1− ξn+1) . (23)
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Now, using the formulas in (22) and in (13)–(14), bearing in mind the localizing hypothesis, we expand in the Taylor series.
After some algebra, we obtain
y(xn + h)− ycn+1 =

1
16
(y(xn)− 1)g ′(y(xn))dgdy (η)−
1
12
y(xn)g ′′(y(xn))

(y(xn)− 1)y(xn)2h3 + O(h4).
Thus, in the first correction the order of the P(EC)Emode is that of the corrector. However, the expression of the principal
terms of the local truncation errors is different. If we perform a second correction, or even more corrections, the P(EC)mE
mode (withm ≥ 2) has the same order, and its local truncation error has the same principal part as that of the corrector.
4. Particularization in the case of a double fixed point
If the differential equation has a double fixed point, the IVP in (7) becomes
y′ = (y− v)2g(y), y(xn) = yn (24)
where v ∈ R and g(y) ≠ 0. A procedure for numerically solving the above IVP may be obtained similarly as in previous
sections.
As for the case before, without loss of generality, we may consider that the equilibrium point in the above problem is
located at y = 0. To see this, it suffices to consider the linear transformation given by y = z + v. After applying this
transformation to the problem in (24), we obtain
z ′ = z2g˜(z), z(xn) = zn (25)
where g˜(z) = g (v + z) ≠ 0 and zn = yn − v.
Henceforth, in (24) we can assume that v = 0, and thus we might consider that the problem to be solved is of the form
y′ = y2g(y), y(xn) = yn. (26)
The numerical scheme for solving the problem in (26) is based on the following proposition.
Proposition 4.1. The solution of the problem in (26)may be expressed in the form
y(x) = yn
1− ynIn , (27)
with
In =
∫ x
xn
g(y(t))dt.
Proof. Taking derivatives on both sides in the above expression, the differential equation in (26) is easily obtained.
From the solution in (27), it is straightforward to get that y(xn) = yn. 
Taking x = xn+h = xn+1, where h is a fixed step size, different numerical schemesmay be obtained after approximating
the integral In in (27). We have considered two one-step formulas:
• an explicit one, obtained using the approximation for the integral In ≃ hg(yn), which results in the formula
yn+1 = yn1− hyng(yn) (28)
• an implicit one, obtained using the trapezoidal rule for approximating the integral, In ≃ h (g(yn)+ g(yn+1)) /2, which
results in the formula
yn+1 = yn
1− h2yn(g(yn)+ g(yn+1))
. (29)
The above formulas will be used in a predictor–corrector implementation using the explicit one as a predictor and the
implicit one as the corrector. We readily see that the proposed method reads
ypn+1 =
ycn
1− hycng(ycn)
(30)
ycn+1 =
ycn
1− h2ycn(g(ycn)+ g(ypn+1))
. (31)
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4.1. Local truncation error
Following a similar analysis as in Section 3.1, we have that the local truncation errors in this case are given by
y(xn + h)− ypn+1 =

y′′(xn)
2
− y
′(xn)2
y(xn)

h2 + O(h3),
y(xn + h)− ycn+1 =

y′(xn)3
2y(xn)2
− 1
12
y(3)(xn)

h3 + O(h4).
We note that the method in (28) may be written as
yn+1 = yn1− ynhg(yn) =
y2n
yn − hy′n
= yn + hyny
′
n
yn − hy′n
,
where we have used the fact that In ≃ hg(yn), and g(yn) = y′n/y2n, according to (26). This method has appeared in [6,7] as
indicated for solving singular IVPs. The local truncation error for this scheme is given by
LTE(y(x); h) =

y′′(x)
2
− y
′(x)2
y(x)

h2 + O(h3).
The solution of the differential equation resulting fromequating the principal termof this LTE to zero is y(x) = c2/(x+c1),
and by eliminating the parameters between this equation and that of the derivative it turns out that the method is exact for
differential equations of the form y′(x) = c1y(x)2.
5. Exactness of the method
As we have indicated before, it is not clear how to obtain an exact scheme for a given IVP. Nevertheless, bearing in mind
the construction of the above scheme or the expression for the local truncation errors, it is possible to obtain some IVPs for
which the method is exact. We have the following result.
Proposition 5.1. If g(x, y) = p1(x), a polynomial in x with real coefficients, of degree less than or equal to 1, then the method
given in (13)–(15) (respectively in (30)–(31)) is exact for the problem in (9) (respectively, in (26)).
Proof. As g(x, y) = p1(x), the function g does not depend on y and so there is no need to calculate an approximation with
the predictor. The formula in (13) has no effect in the formulas in (14)–(15). For p1(x), the approximation of the integral In
in (12) using the trapezoidal rule is exact, and hence we see the exactness of the method.
For the method in (30)–(31), there is a similar argumentation. 
6. Elementary stability
The analysis of linear stability properties is performed by considering the autonomous differential equation
y′ = y(y− 1)g(y), (32)
under the assumption that g(y) ≠ 0. For this equation, numerical instabilities will occur if the linear stability properties of
any of the two fixed points for the difference scheme differs from that of the differential equation. Linear stability analysis
applied to the fixed points gives the following results [1]:
If g(y) < 0 H⇒

y(x) = 0 is linearly unstable
y(x) = 1 is linearly stable.
If g(y) > 0 H⇒

y(x) = 0 is linearly stable
y(x) = 1 is linearly unstable.
From (18) it follows immediately that the only two fixed points of the numerical scheme are yn = 0 and yn = 1, which
are the same as for the differential equation in (32). According to the method in (13)–(15), the fixed point yn = ycn = 1
corresponds to ξn = 0, which is the only fixed point of the following difference equation resulting from (14)
ξn+1 = ξn exp

h
2
[
g

1
1− ξn

+ g

1
1− ξn exp(hg(1/(1− ξn)))
]
.
After linearizing, we obtain the difference equation
ξn+1 = ehg(1)ξn,
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which has the solution
ξn = ξ0[ehg(1)]n.
Thus, it follows that for h > 0, if g(1) < 0 it is ehg(1) < 1. Therefore, the fixed point yn = 1 is linearly stable for h > 0. In
contrast, if g(1) > 0 the fixed point yn = 1 is linearly unstable for h > 0.
To see the behaviour of the fixed point yn = ycn = 0, it is better to express themethod in (13)–(15) in the equivalent form
ypn+1 =
ycn
ycn + (1− ycn) exp(hg(ycn))
ξ¯n+1 = ξ¯n exp

−h
2
(g(ycn)+ g(ypn+1))

ycn+1 =
ξ¯n+1
ξ¯n+1 − 1
where ξ¯ = ycnycn−1 . Proceeding as before, we obtain the linearized difference equation
ξ¯n+1 = e−hg(0)ξ¯n,
which has the solution
ξ¯n = ξ¯0[e−hg(0)]n.
Therefore, for h > 0, if g(0) < 0 the fixed point yn = 0 is linearly unstable, and if g(0) > 0 it is linearly stable. We
summarize the above results as follows:
Theorem 6.1. The finite-difference scheme in (13)–(15) has for h > 0 the same fixed points as the differential equation in (32),
with the same linear stability properties.
It is worth mentioning here that although the fixed points of the differential equation in (32) are conserved by the
numerical scheme in (13)–(15), this is not true for any numerical method. As an example, let us consider the Runge–Kutta
method given by the Butcher tableau
0 0 0
1 1 0
0 1
Setting k1 = f (xn, yn)k2 = f (xn + h, yn + hk1), this method may be rewritten as
yn+1 = yn + hf (xn + h, yn + hf (xn, yn)).
When it is applied to solve the problem in (32) with g(y) = 1, we have that the fixed points are the solutions of the equation
f (y+ hf (y)) = 0, where f (y) = y(y− 1). The fixed points are 0, 1,−1/h, 1− 1/h, and hence there are two spurious fixed
points of the finite-difference scheme, which could be responsible for the poor performance of the method.
7. Numerical examples
To check the numerical performance of the method, we have considered a variety of problems, some of which have
appeared at different times in the literature.
7.1. An autonomous problem with two fixed points
Let us consider the autonomous IVP given by
y′(x) = y(x)(y(x)− 1)
y(x)− 2 , y(0) = y0 (33)
whose exact solution for 0 < y0 < 1 is
y(x) =
ex/2

ex/2y20 − y0

exy20 − 4y0 + 4

2(y0 − 1) .
We have solved the problem for y0 = 0.1 using the above method and the P–C scheme by taking the explicit Euler as a
predictor and the trapezoidal rule as a corrector (named as P–C ADAMS). The integration interval was chosen as [0, 20]. The
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Fig. 1. Analytical and numerical solutions for the problem in (33) using the method in (13)–(15) with h = 0.4.
Table 1
Numerical results for the problem in (33) with y0 = 0.1 in [0, 20], for different step sizes h = 2−j .
j METHOD IN (13)–(15) P–C ADAMS
MaxErr Time (s) MaxErr Time (s)
2 4.3821× 10−5 0.000 1.2533× 10−3 0.000
3 1.1130× 10−5 0.000 3.2000× 10−4 0.000
4 2.8070× 10−6 0.015 8.0949× 10−5 0.016
5 7.0478× 10−7 0.031 2.0362× 10−5 0.031
6 1.7656× 10−7 0.062 5.1065× 10−6 0.062
7 4.4189× 10−8 0.156 1.2786× 10−6 0.156
8 1.1053× 10−8 0.438 3.1991× 10−7 0.437
numerical results appear in Table 1, where we have considered the step size h = 2−j, j = 2, . . . , 8, the maximum absolute
error on the grid points
MaxErr = max
xj∈[x0,xN ]
|y(xj)− yj|,
and the CPU time.
In Fig. 1, the numerical solution obtained with the above method (dots) using the step size of h = 0.4, together with the
exact solution (line), are plotted. Both solutions increase towards the stable fixed point y = 1.
7.2. A Riccati type equation with two fixed points
Our next example consists on the IVP of te Riccati type given by
y′(x) = xy(x)2 + 3xy(x), y(0) = y0 (34)
for which an exact solution is known [8]
y(x) = 3y0
(3+ y0) exp(−3x2/2)− y0 .
Note that the differential equation may be written as
y′(x) = y(x)(y(x)+ 3)x,
where the function g depends only on x. Note, too, that for this problem we could have obtained an exact scheme. In fact,
the In in (10) is an approximation for the integral of g(x, y) in the interval [xn, xn+1], but for this problem, with g(x, y) = 3x
(the factor 3 comes after the transformation described in Section 2), the integral can be obtained exactly. The exact value is
given by In = 3(xnh+ h2/2), and thus, there is no need of a corrector, and the explicit scheme
yn+1 − 1
yn+1
= yn − 1
yn
exp(3(xnh+ h2/2)) (35)
is exact for this problem (except roundoff errors).
The results of the calculations with the method proposed in this paper when y0 = 1 taking a step size of h = 0.25 are
given in Table 2 for different values, where we observe that the errors are due only to roundoff considerations. The data
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Fig. 2. Analytical and numerical solutions for the problem in (34) using the method in (35) with h = 0.25.
Table 2
Numerical results for the problem in (34) with y0 = 1 and h = 0.25.
xj Exact y(xj) Approximate yj Absolute error
0.00 1 1 0
0.25 1.1354855939473698 1.1354855939473698 0
0.75 1.7151117952711252 1.7151117952711246 6.66133×10−16
1.00 4.164477062362741 4.164477062362738 3.55271×10−15
1.25 −27.91233606686988 −27.912336066869976 9.59232×10−14
1.50 −4.869089214394149 −4.869089214394151 1.77635×10−15
1.75 −3.4757320407617343 −3.4757320407617343 0
2.00 −3.126496242781364 −3.1264962427813643 4.44089×10−16
2.25 −3.030042901752445 −3.030042901752446 8.88178×10−16
2.50 −3.0060552660595667 −3.0060552660595667 0
2.75 −3.00101816425854 −3.00101816425854 0
obtained agree with the fact that the function g depends only on x, and hence the predicted value ypn+1 has no effect on the
corrector. The corrector is obtained from (12) and turns out to be
yn+1 − 1
yn+1
= yn − 1
yn
exp

h
2
(g(xn, yn)+ g(xn+1, yn+1))

= yn − 1
yn
exp

h
2
(3xn + 3xn+1)

= yn − 1
yn
exp(3(xnh+ h2/2)) (36)
that is, the same exact scheme as in (35).
This problem has a singularity of the movable-pole type located on
xs =

2 log(4)
3
≃ 0.96135125773392201137518
and the corresponding integral curve on [0,∞) consists of two branches separated by a vertical asymptote, close to which
the solution has a two-sided infinite discontinuity [9].
In Fig. 2, the numerical solution obtained with the above method (dots) using a step size of h = 0.25, together with the
exact solution (line), are plotted for the [0, 2] interval. Note the ability of themethod to cross the singularity that corresponds
to the asymptote indicated by the vertical line. The PC-ADAMS predictor–corrector scheme of the above example results in
an overflow when it is applied to this problem. We have also used the NDSolve command of the Mathematica program to
solve the problem in (34). After 759 steps and 0.187 s of CPU time, a warning appeared:
At x == 0.96135117609914814996539940818‘16.,
step size is effectively zero;
singularity or stiff system suspected.
indicating the presence of the singularity at xs, which NDSolve is unable to cross.
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7.3. A nonlinear problem with a singularity on the derivative
The method presented in Section 3 was formulated using a fixed step size h. However, as some authors have remarked,
to be efficient an integrator based on a particular formula must be suitable for a variable step size formulation [10,11]. The
goal is to adjust the step sizes in order to keep the estimated local errors smaller than a given tolerance and, at the same
time, solve the problem as efficiently as possible [12]. Thus, a reliable estimate of the local error is needed. In what follows,
we show how to do this, considering a problem that is difficult owing to the presence of a singularity on the derivative.
Let us consider the IVP given by
y′(x) = y(x)
2 − 1
y(x)2
, y(0) = y0 = 99100 (37)
for which an exact solution in the implicit form is given by G(x, y) = 0 with
G(x, y) = y− x− y0 + 12 log
 (1− y)(y0 + 1)(y+ 1)(1− y0)
 .
For x → ∞ the solution converges to the fixed point y = −1, and so it has to cross the horizontal axis, resulting in a
singularity for the derivative located at
xs = 12

log
1+ y01− y0
− 2y0 ≃ 1.6566524123622457.
Wehave solved the problem in the [0, 3.3] interval by using a variable step-size implementation. The strategy considered for
changing the step size was that used in multistep codes [11,13,14]: given a tolerance, TOL, the classical step-size prediction
derived from equating this tolerance to the norm of the local truncation error yields a new step-size hnew given by
hnew ≈ νhold

TOL
δn
1/(p+1)
(38)
where p is the order of themethod, δn is an estimate of the error at each step, and 0 < ν < 1 is a safety factor whose purpose
is to avoid failed steps.
In predictor–corrector mode, the difference between the predicted and corrected values can give an estimate of the error
on the current step. The desired solution, y(xn+1), can be written in terms of the computed solution with the corrector, and
an estimate of the error, δn, that is,
y(xn+1) = ycn+1 + O(h3n) ≃ ycn+1 + δ,
where hn is the estimate of the stepsize. Using the predictor, the solution can be written as
y(xn+1) = ypn+1 + O(h2n) ≃ ypn+1 +
δ
hn
.
Subtracting the above two equations gives
0 = ycn+1 − ypn+1 + δ

1− 1
hn

,
from which we take
δ ≃ hn
ycn+1 − ypn+11− hn

as an estimate of the local error on each step.
Moreover, some restrictions must be considered in order to avoid large fluctuations in the step size. If δ > TOL, then hn
is decreased by a factor of 2 and the calculations in the current step must be redone. By contrast, if δ < 0.02 TOL, then hn is
increased by a factor of 2.
Table 3 shows the data obtained with the method applied in this work using the above strategy. We have considered the
number of steps, the maximum absolute error at the nodal points, the number of rejected steps, consisting of doubling or
halving it, and the CPU time.
We have used the NDSolve command of the Mathematica program to solve the problem in (37). After 1984 steps and
0.485 s of CPU time a warning appeared
At x == 1.65665241194145631676693221244475207246‘24.,
the step size is effectively zero;
singularity or stiff system suspected,
indicating that it has not been able to go beyond the singularity at xs.
Fig. 3 shows the numerical solution after joining the points (xj, yj) for TOL = 10−8. Fig. 4 shows the step sizes needed.
We observe that as we approach the point xs the step size is smaller, and later, after crossing xs, it increases successively.
The initial step was taken to be h0 = 10−2.
1866 J. Vigo-Aguiar, H. Ramos / Journal of Computational and Applied Mathematics 235 (2011) 1856–1867
Fig. 3. Numerical solution for the problem in (37).
Fig. 4. Stepsizes used for solving the problem in (37).
Table 3
Numerical results for the problem in (37).
Steps MaxErr Rejected steps Time (s)
203 5.1869× 10−4 83 0.016
380 3.2633× 10−5 57 0.031
773 9.9865× 10−6 35 0.062
1643 2.4212× 10−6 36 0.140
3514 5.3977× 10−7 34 0.328
8. Conclusions
A numerical method that preserves the stability of the fixed points is presented for solving IVP with two fixed points.
For this kind of problem, the method performs adequately even in the case of difficult problems whose solution exhibits
a singularity or a highly oscillatory behaviour. For certain problems, the method proves to be an exact scheme, where the
inaccuracies are due only to round-off errors. We contemplate two objectives for future research: an improvement of the
formulation in a variable-step mode, and an extension of the applicability of the method for solving systems of differential
equations.
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