The shock-capturing, non-hydrostatic, three-dimensional (3D) finite-volume model NHWAVE was originally developed to simulate wave propagation and landslide-generated tsunamis in finite water depth (Ma, G., Shi, F., Kirby, J. T., 2012. Ocean Model. 43-44, 22-35). The model is based on the incompressible Navier-Stokes equations, in which the z-axis is transformed to a σ -coordinate that tracks the bed and surface. As part of an ongoing effort to simulate waves in polar marginal ice zones (MIZs), the model has now been adapted to allow objects of arbitrary shape and roughness to float on or near its water surface.
Introduction
With the growing focus on global warming and its effects in the polar regions, increasing attention has been paid to modeling the interaction of waves with ice floes in marginal ice zones (MIZs) along the edges of Arctic and Antarctic pack ice. As areas of open water continue to grow in the Arctic during spring and summer months, more powerful waves are playing an increasingly important role in the breakup and recession of the sea ice ( Thomson and Rogers, 2014 ) . However, at present their representation in operational models such as WAVEWATCH III ( Tolman, 2009 ) and Arctic Cap ( Posey et al., 2010 ) is either crudely parameterized or completely neglected . Development and validation approach has been to use linear potential flow theory (as described in Squire, 2007 ) in combination with a thin-plate ice model to simulate wave-floe interaction ( Kohout and Meylan, 2008; Williams et al., 2013; Meylan et al., 1997; Bennetts et al., 2010 ) . While this method is very useful for estimating attenuation of smaller amplitude waves by floes, it neglects floe collisions and rafting, as well as the overwash of floes by steeper waves ( Yiew et al., 2016 ) . Results from several recent lab experiments Bennetts and Williams, 2015 ) suggest that floe overwash plays a role in producing increased attenuation rates measured for steeper waves. Field measurements from Kohout et al. (2014) and Meylan et al. (2014) also indicate a possible amplitude dependence in wave transmission rates, which is not captured by linear potential theory or represented in larger scale ocean models. Bennetts and Williams (2015) note that floe collisions may reduce wave-energy transmission in more densely packed marginal ice fields. To address some of the issues associated with ice floe properties and behavior, other modelers have used the discrete element method (DEM) to directly represent single or multiple ice floes, simulating their evolution and tracking their motion in response to currents and/or waves ( Hopkins and Thorndike, 2006; Hopkins and Shen, 2001; Hermans, 2013b; Polojärvi and Tuhkuri, 2013; Xu et al., 2012; Song et al., 2014 ) .
The wave model adaptations to be described herein are part of a larger effort to investigate and address the above issues by implementing a realistic 3D representation of the interactions between waves and Arctic ice floes in small domains of O(1-10 km 2 ). In this coupled system, waves are to be represented using the phase-resolving, fully dispersive surface wave model NHWAVE ( Ma et al., 2012 ) . Ice floes are represented using the open-source DEM package LIGGGHTS ( Kloss et al., 2012 ) , in a manner similar to the latter category of modelers described above ( Orzech et al., 2016; Bateman et al., 2014; Orzech et al., 2014 ) . The system is limited to first-year ice, for which vertical thickness (O(m)) is small relative to horizontal dimensions (O(100 m)). This property makes it convenient to represent ice floe effects on waves as surface boundary conditions in the wave model.
The present article focuses on the wave component of this system, describing the development of numerical methods for the NHWAVE model to correctly represent the fluid response to rigid objects at its surface. Unlike most of the wave-ice models cited above, in which the motion of the freely floating floes is coupled to the waves, objects considered here are either fixed or moving with a prescribed oscillatory motion. As such, they are generally uncoupled from surrounding fluid oscillations and thus act to alter and/or generate surface waves in their vicinity. Vertically oriented surface object effects are incorporated into the model by directly mapping a near-surface σ -level onto the underside (and, if necessary, the top) of each floating object. Horizontally oriented effects are interpolated to fluid cell walls using extensions of the immersed boundary approach. The model is compared to potential-flow models for linear waves and 2D geometries, and to a lab experiment for a 3D geometry. Additional qualitative evaluations are performed for steep waves and a larger scale field-based case.
The following sections detail the specific changes made to NHWAVE, then describe and provide results from convergence tests, comparative analytical simulations, an experimental validation, and the qualitative steep-wave and large-scale cases. Section 2 presents a comparative overview of the wave model in a historical context, followed by a brief review of the governing equations and numerical methods of NHWAVE. A more detailed description of the theory and methods for incorporating floating objects and mapping σ -levels is provided in Section 3 . Validation test parameters and all test results are summarized in Section 4 , and discussion and conclusions are presented in Section 5 .
Wave model

Background
The behavior of floating objects and their interaction with water waves and currents have been studied from the earliest days of sailing and shipping. Theoretical and modeling effort s have primarily focused on how waves affect ships or structures, as in studies of nonlinear ship dynamics ( Spyrou and Thompson, 20 0 0 ), conditions leading to capsize ( Soliman and Thompson, 1991; McCue and Troesch, 2005 ) , and wave-object or wave-platform interactions ( Wall et al., 2007; Clauss, 2002; Isaacson and Nwogu, 1987 ) . Wavestructure interaction is usually modeled by the boundary integral method (BIM; e.g., Skourup et al., 1992; Grilli et al., 1994 ) or a computational fluid dynamics model (CFD; e.g., Hieu and Tanimoto, 20 01; Shen and Chan, 20 08 ) . BIM is based on potential flow theory and does not allow for calculation of energy dissipation due to wave breaking and friction between flows and structures. Traditional CFD models use either the Volume-of-Fluid (VOF) method or the Marker-and-Cell (MAC) method to treat the free surface or the wave-structure interface and are thus computationally expensive. The smoothed particle hydrodynamics (SPH) method ( Gingold and Monaghan, 1977 ) , which treats the fluid as a collection of discrete elements, has also been used to model wave-object interaction (e.g. Rogers et al., 2010 ) , but it is even more computationally demanding.
Models based on the multi-layer Boussinesq equations have been shown to be robust and efficient at simulation of non-linear wave propagation ( Nwogu, 1993; Wei et al., 1995 ) and extended to represent turbulence in the water column ( Kim and Lynett, 2011 ) . However, assumptions inherent to these models (i.e., kh < 3) limit them to predicting only weakly dispersive shallow water waves in intermediate water depth. In addition, floating objects and the free surface itself can cut through their computational cells in an arbitrary way, significantly affecting the accuracy of their boundary conditions and ultimately degrading their velocity estimates.
The recently developed model NHWAVE ( Ma et al., 2012 ) uses a different approach, solving the Navier-Stokes equations in a transformed domain with a surface/bed-following σ -coordinate instead of a Cartesian z-coordinate. The free surface is treated as a singlevalued function of horizontal location, which resolves the issues with arbitrary intersection of cells discussed above. The model defines dynamic pressure at vertically-facing cell sides (i.e., along the σ -levels), which allows for accurate application of the pressure boundary condition at the free surface. With this model configuration, a very small number (i.e., fewer than 10) of vertical levels is required to accurately describe wave dispersion. The Harten Lax and van Leer (HLL) Riemann approximation ( Harten et al., 1983 ) is used to determine fluxes at cell faces. A shock-capturing Godunovtype approach is employed, allowing the model to deal with discontinuous flow conditions resulting from breaking waves or sudden surface impacts. These simplifications also considerably reduce the computational requirements of the model.
The Pressure Decimation and Interpolation (PDI) Method was added to NHWAVE by Shi et al. (2015) , who confirmed that the dynamic pressure can be modeled accurately with only a small number of vertical layers. This significantly increased model efficiency for simulating non-hydrostatic, baroclinic processes. Most recently, Derakhti et al. (2015) carried out extensive model validations of NHWAVE against laboratory data. The focus of their study was to examine the model's capability of predicting breaking waves in both the surf zone and deep water. Results showed that NHWAVE accurately predicted depth-limited breaking waves using only 4 σ -layers and steepness-limited breaking waves using as few as 8 σ -layers.
Governing equations
The complete NHWAVE equations can be found in Ma et al. (2012 ; 2013a ; 2013b) . Here, we only list the equations related to the present implementation. Following the notation of Ma et al. (2012) , the incompressible Navier-Stokes equations in Cartesian coordinates are given by
where i and j equal 1, 2, and 3, with (x 1 , x 2 , x 3 ) = (x, y, z) , P equal to total pressure, ρ the water density, g the gravitational acceleration, τ ij the turbulent shear stress, and u i the velocity component in the x i direction. The z coordinate points up with an origin at the still water surface. With the transformation
in which h ( x, y ) is water depth and η( x, y ) is free surface elevation relative to still water level, (1) and (2) can be written in a compact, conservative form in the σ -coordinate ∂ ∂t
where
Once it is discretized, (3) defines the σ −levels, which run from σ = 1 at the free surface ("first" σ −level) to σ = 0 at the seabed ("last" σ −level). and ( ) are the vector of conserved variables and the flux vector, respectively
where D = h + η, ( u, v, w ) represent velocity components in the Cartesian coordinate system ( x * , y * , z * ), and ω is defined as the vertical velocity in the σ image domain (the relationship between ω and u 3 can be found in ( Ma et al., 2012 ) ). The source term on the right hand side includes several source components
where S h , S p , and S τ represent the bottom slope term, dynamic pressure gradient, and turbulent mixing, respectively. These terms are expressed as
where p represents the dynamic pressure. The k − closure model and the standard Smagorinsky (1963) Large Eddy Simulation (LES) model are implemented in NHWAVE ( Derakhti et al., 2015 ) ; note that these features are not used in the tests described below, for which objects are treated as frictionless). ∂ σ / ∂ x * and ∂ σ / ∂ y * are calculated by
The governing equation for the free surface can be obtained by integrating the mass conservation equation over the full range of σ ( Ma et al., 2016 ) and is written as
∂D ∂t
+ ∂ ∂x D 1 0 udσ + ∂ ∂y D 1 0 v dσ = 0 . (10)
Numerical implementation
Numerically, NHWAVE uses a combined finite-volume and finite-difference scheme with a Godunov-type method for the spatial discretization and a two-stage (second-order) SSP Runge-Kutta (R-K) scheme ( Gottlieb et al., 2001 ) for time stepping. The two-step projection method, which splits the time integration into a hydrostatic predictor phase and the non-hydrostatic corrector phase, is used within each R-K stage. The computational grid is Cartesian in the horizontal direction and follows the σ −coordinate in the vertical direction. Here, we illustrate just the first stage of R-K for brevity.
In the hydrostatic phase, an intermediate quantity,
is evaluated using the momentum equations with the dynamic pressure term neglected,
where U n represents U value at time level n and U * is the intermediate value from the hydrostatic phase. The numerical fluxes ( U ) in (11) are discretized using a second-order Godunov-type finite volume method.
In the non-hydrostatic phase, the velocity field is corrected using the dynamic pressure term:
where the superscript () (1) represents the first stage for the R-K scheme. Substituting (12) 
The same procedure is used for the second stage of the R-K scheme.
The velocity and tracer variables are defined at the cell centers. The dynamic pressure for the Keller-box scheme is defined at the cell faces ( Stelling and Zijlema, 2003 ) . The velocity values at the cell faces, ( u * , v * , w * ), are obtained by linear interpolation using the adjacent cell-centered values for the discretization of the Poisson Eq. (14) .
To model moving boundaries such as shorelines, NHWAVE includes a 2D moving mask scheme for alternately wet and dry cells. At each time step, the water depth is determined for each cell, and the cell is assigned a mask value of one (wet) if the depth is greater than a specified D min and zero (dry) when depth is less than D min . Dry cells have zero normal flux at cell faces, and wave speeds in neighboring wet cells are modified (see Ma et al., 2012 ) .
Inclusion of floating objects
To accommodate floating objects at the water surface, NHWAVE is extended to allow for modification of cell dimensions based on the characteristics of the object boundaries as well as those of the surface and bed ( George, 2010 ) . For a partially submerged floating object, the free surface (i.e., first σ -level) is broken at the object's lateral (or top) boundaries. (3) cannot be applied to surface regions occupied by an object. In these regions, NHWAVE is adapted to track the object's vertical motion by mapping a subsurface σ -level directly onto the underside of the object. The model's existing 2D moving-mask capability is upgraded to 3D to represent the interruption of the free surface by fully three-dimensional objects. Kinematic and dynamic boundary conditions at lateral walls of cells touched by an object are determined using the immersed boundary (IB) method ( Mittal and Iaccarino, 2005 ) . Critical flow velocities are generally not an issue, as relevant applications involve slow-moving objects floating at (or near) the water surface. Wave breaking is included when warranted by more energetic conditions.
Coordinate transformation
In the vertical direction, a flexible σ -coordinate transformation is made for the given z coordinates of the top and bottom of the object, z t and z b , respectively ( Fig. 1 ) . The σ -layers are divided into three regions, with constant sublayer thicknesses, z , for any horizontal location in each region specified as
where subscripts b, o , and t designate layers below, inclusive of, and above the object, respectively. k b and k t are σ -values of the bottom and top surfaces of the object, and n b , n o and n t represent the number of layers in each region. For ice-floe applications, objects were restricted to the second layer from the top, with n t = 1 , n o = 1 . In contrast to the free-surface form expressed by (9) 
3D moving masks
The existing code of NHWAVE uses the wetting-drying algorithm to simulate moving boundary processes. The wetting-drying method is implemented using a two-dimensional (2D) horizontal mask (e.g. Shi et al., 2012 ) . The 2D mask is not applicable to modeling wave interactions with ice floes located at the water surface where waves and ice floes interact in three dimensions and waves diffract as they pass under floes. Therefore, the extension of the 2D mask to three dimensions (3D) was necessary.
The implementation was straightforward, following the existing 2D mask approach but taking into account the 3D geometry of individual objects. The mask array was initialized in three dimensions as MASK( i, j, k ) with values of 0 or 1 assigned to cells containing object or fluid, respectively. A 3D object with geometry described in Cartesian coordinates ( x, y, z ) was first projected onto the NHWAVE horizontal grid, ( x, y ) as shown in Fig. 2 , after which the top and bottom surfaces of the object were fitted by the σ -coordinate as described in (15) - (17) . Specifically, the mask values are assigned by MASK = 0 if object projection includes u , v point (i, j) and
The influence of objects moving in partially filled cells was taken into account with an immersed boundary method. The fluxes and accelerations (pressure effects) of an object were mapped to "boundary points" defined in fluid-filled cells immediately neighboring the partially filled cells marked by circled crosses in Fig. 2 . The boundary points were then used to apply the immersed boundary conditions. The implementation of this method in the kinematic and dynamic lateral boundary conditions is described in the following two sections, along with the simplified vertical boundary conditions resulting from the mapping of σ -levels.
Dynamic boundary conditions
In accordance with the pressure Poisson Eq. (14) , the Neumann boundary condition is used for the dynamic pressure along object boundaries. For an object at the top or bottom of a cell,
is the acceleration of the object in the vertical direction. Pressure components associated with the cell boundary conditions along mapped σ -layer boundaries are obtained using a central difference in the σ direction. As illustrated in Fig. 3 , the central difference can be expressed by
In the horizontal direction, an object may move within a partially filled fluid cell. Under such conditions, we use the the directforcing immersed boundary method following Ma et al. (2016) . An additional virtual forcing term, S IB , was added to the nonhydrostatic phase,
where S IB is defined as a Dirac delta function, which has non-zero values only at the boundary points defined in Fig. 2 . () (1) is the first stage of the R-K scheme. The second stage should be performed in the same way. The virtual forcing at the boundary points was given by
, the velocity at a boundary point. The boundary velocity, u b , can be evaluated by linear interpolation or extrapolation using the fluid velocity at neighboring fluid points and the velocity of the object at the so-called marker points, as shown in Fig. 3 . For example, in the case demonstrated in Fig. 3 , u b is obtained using the fluid velocity u i −2 , j,k and the object velocity u o (marked by red arrow). Detailed model implementation and validation for the immersed boundary method can be found in Ma et al. (2016) .
Kinematic boundary conditions
In the vertical direction, because the top and the bottom of the object are fitted by the σ -coordinate at every time step, the vertical velocity component w (or u 3 ) can be imposed directly through the kinematic boundary condition
where z o is the z coordinate of the object surface. (25) is of the same form as the kinematic boundary conditions used at the free surface and the bottom for bottom deformation problems ( Ma et al., 2012 ) . In addition, the vertical velocity ω in the image domain satisfies
Note that (26) is derived from the σ -coordinate transformation at the top and bottom surfaces of the object.
In the horizontal direction, as an object shifts within a partially filled fluid cell, its surface creates fluxes into or out of the cell. The numerical fluxes at the interface of a boundary cell, u s , can again be obtained by a linear interpolation/extrapolation method using the fluid velocity and the object velocity u o , as shown in Fig. 3 . Using (5) and (6) , the kinematic boundary conditions can be expressed by
in the x direction and
in the y direction.
Numerical tests and validation
Convergence tests
The test of model convergence with the number of vertical layers in the σ coordinate has been carried out in Ma et al. (2012) .
The test not only gave a good indication of convergence associated with the vertical discretization, but also verified that the Kellerbox scheme ( Stelling and Zijlema, 2003 ) can model surface waves accurately with relative few vertical layers. In this study, we conduct general tests of model convergence with both horizontal space and time discretization. Following a general approach to a convergence test for a finite-difference or 
where a 0 is the initial height of the hump, L = 10 4 m is a scale length, and γ = 0 . 5 is the shape coefficient.
To test the convergence with respect to the horizontal spacing, we adopt a sequence of different grid spacing, dx × n and dy × n , where dx = dy = 0 . 25 m, and n = 1 , 2 , . . . , 8 . The time step is kept as a constant, i.e., dt = 0 . 0125 s (The Courant Numbers are less than 0.5 in all the cases). Fig. 4 shows the convergence rate with the horizontal grid refinement that is demonstrated by the RMS differences of simulated surface displacements between cases n and n + 1 at t = 20 s. It shows that the logarithmic RMS differences decrease linearly as grid spacing decreases. The averaged Cauchy convergence rate is 1.11, which is consistent with the Godunov-type HLL scheme used in the model (HLL-Contact implemented in NHWAVE is not used for this study owing to its numerical instability).
The convergence with respect to time discretization is examined in a similar manner by using a sequence of time steps from 0.0125 to 0.2 s and keeping a constant horizontal grid spacing dx = 2 m. The convergence rate with time step refinement is shown in Fig. 5 . It can be seen that the convergence rate decreases with a decrease of time step. The averaged convergence rate is 1.25, which is a little lower than expected in terms of the second-order SSP Runge-Kutta scheme used in the time discretization. The reason for the reduced convergence rate at a smaller time step is unknown.
Wave reflection and transmission by fixed floating objects
Reflection and transmission play an important role in reshaping waves that interact with floating objects. The model accuracy can be evaluated using wave reflection and transmission coefficients defined by K r = H r /H i and K t = H t /H i , where H i , H r and H t are the incident, reflected and transmitted wave height, respectively. An analytical solution for surface wave scattering by a rectangular floating object is provided by Mei and Black (1969) , who use linear potential flow theory based on the formulation and numerical method of Miles (1967) for the summation of an infinite series.
Here we considered a two-dimensional floating object configured as a rectangular shape with a length of 2 a and a draft of d , in water of depth h ( Fig. 6 ). To compare with the solution of Mei and Black (1969) , NHWAVE was set up in a vertical 2D computational domain 1600 m long and 10 m deep, with the horizontal coordinate specified by x = 0 − 1600 m. The rectangular object was centered at x = 800 m with a draft of d = 5 m. Monochromatic waves were generated by a wavemaker ( Lin and Liu, 1998 ) located at x = 400 m. We adopted a small incident wave amplitude A 0 = 0 . 05 m to allow for comparison of results to the linear wave solution from Mei and Black (1969) . To avoid wave reflection from domain boundaries, sponge layers with a thickness of 300 m were used on both sides of the domain. Two configurations of the rectangular object were tested, with a/d = 1 and a/d = 3 . The numerical experiments were performed using a series of wave periods, T = 5 , 6 , 8 , 10 , 12 and 15 s, to examine the transmission rates in response to different kh values. These resulted in wavelengths of 36 − 144 m and wave steepness values ka = 0 . 002 − 0 . 009 . The horizontal grid size was 1 m except for the case of T = 5 s where a grid size of 0.5 m was used in order to resolve the short waves. Five vertical layers were applied to all cases with the object specified in the two top layers. Fig. 7 shows, as an example, the surface elevation from the model with the configuration a/d = 3 and T = 10 s. The model predicted the transmission of progressive waves of constant amplitude past the object as shown on the right side of the figure ( x = 800 − 1400 m). On the left side of the object ( x = 400 − 800 m), partial standing waves were generated by the superposition of the incident waves and partially reflected waves. Model output was compared to results from Mei and Black (1969) in Fig. 8 . The model predicted transmission rates decreasing with increasing kh values, which agrees very well with the analytical solutions. The model accuracy in predicting wave transmission was evaluated using the normalized root-mean-square error (NRMSE) with respect to the theoretical solutions. The NRMSE formula is defined as
where N is the number of data values. X and X represent the model result and theoretical solution, respectively. NRMSEs were 1.2% and 3.2% for a/d = 1 and 3, respectively.
Wave radiation from a moving object
Another important test for wave-object interaction is the radiation and scattering of water waves by a moving object. Theoretical solutions of wave radiation from a moving object, such as heaving, surging and pitching, have been derived by several authors. The solutions are based on linear wave theory and may be used for the present model tests given approximately linear wave conditions. Analytical solutions of wave radiation from a heaving object can be found in Black et al. (1971) , where Schwinger's variational formulation is applied to the radiation of surface waves due to small oscillations of bodies. In the numerical model tests, we set up the model in the same manner as in the wave refraction tests shown in Fig. 6 . To compare with Black et al. (1971) , the rectangular object was specified with d = 5 m and a = 5 m. The object oscillated with vertically sinusoidal motion and a small amplitude ( A = 0 . 1 m), with several different periods. Fig. 9 shows the modeled wave amplitude Amp normalized by the oscillation amplitude A in comparison to the analytical solutions. Model output was close to theory, with a slight underprediction of normalized amplitudes at some frequencies. The NRMSE defined by (32) was 8.3 % for this case.
Wave radiation and scattering from a surging and pitching object were tested against analytical solutions from Zheng et al. (2004) . The model setups were similar to the heaving test case except that the motions of the object were prescribed to be surging and pitching. For the surging case, a sinusoidal motion was specified in the x direction with amplitude A again equal to 0.1 m and a range of oscillation periods. Fig. 10 shows the model results with comparisons to the analytical solutions, in the same manner as in Fig. 9 . The model predicted the wave amplitudes reasonably well with some underprediction for lower frequency motions. NRMSE was 5.9 %. Further tests with higher model resolution (0.5 m) reduced this error slightly to 5.6 %.
In the tests with a pitching object, the object motion was specified by the amount of pitch with respect to the centroid of the object, i.e., x = 0 m and z = 0 m. In this case, a maximum pitch amplitude of A = 0 . 1 m was prescribed at the outer edge of the object (i.e., at x = a ). Fig. 11 shows the comparison between the model results and analytical solutions. The model predicted the peak of the wave height at the resonant frequency well and exhibited good agreement with the analytical solutions for all kh values. NRMSE was 2.2 % for this case.
The configuration of the heaving, surging, and pitching cases above is atypical for the adapted NHWAVE model, which is configured to represent surface objects that are thin relative to overall water depth, restricting those objects to the first two σ -layers near the surface. A block with a draft of 5 m in a depth of 10 m causes considerable distortion of the fitted upper σ -levels in the wave model. Despite these conditions, the output of the model in all three cases is reasonably close to theory, with an exceptionally small error in the pitching test.
Steep waves passing a series of floating objects
The above model tests used a small wave amplitude and floating objects with small aspect ratios in order to compare with theoretical solutions based on linear wave theory. In contrast, the main applications of the planned wave-ice system will be to scenarios where waves may be steep and the aspect ratio of typical first-year ice floes may be much larger than those in the above tests. We conducted an additional test in which steeper waves pass through a series of floating objects with a larger aspect ratio. Lacking experimental data and theoretical solutions for such a problem, the model results from NHWAVE are compared with a validated VOFtype Navier-Stokes solver ( Shi et al., 2004 ) . As mentioned in the introduction, a VOF-type model uses a function of a volume of fluid to capture the wave surface and the solid-fluid interface. A high grid resolution is needed for this application.
NHWAVE and the VOF model were set up in a 800 m long and 10 m deep computational domain. Four fixed floating objects with a width of 50 m and draft of 1 m were added at locations from 250 m to 750 m as shown in Fig. 12 . To make the wave generation exactly the same in the two models, waves were generated by specifying the theoretical solution at the left boundary instead of using the internal wavemaker (the internal wavemaker theories are different for the two models). Sponge layers were not applied.
In NHWAVE, the horizontal grid size was 1 m, and five σ layers were used. In the VOF model, the horizontal grid size was also 1 m, and a stretched grid was adopted in the vertical direction with the minimum grid size of 0.01 m around the still water level in order to capture the wave surface and the water-object interface. The total number of vertical layers was 120.
Waves were generated based on second-order Stokes wave theory. The incident wave height was 1 m and the wave period was 8 s, resulting in an incident steepness ka ≈ 0.09. The waves did not overwash the floes. Fig. 12 shows comparisons of surface elevation between the NHWAVE results (blue solid lines) and the characteristics typically seen for steep waves in ice floes; i.e., transmitted waves become progressively less steep as they pass successive ice floes. Note that the VOF-model uses a much higher vertical resolution than NHWAVE. While results are similar, the computational cost of the VOF model in this application is an order of magnitude higher than that of NHWAVE.
Waves generated by an oscillating sphere
Model output is further validated by comparison with the results of a 3D laboratory experiment. While there are many physical tests measuring the effects of waves on floating objects, relatively few examine the waves and other disturbances generated in a fluid by the motions of surface objects. The most common type of study that includes object-generated wave effects is the analysis of ship wakes (e.g., Soomere, 2007; Miyata et al., 1992; Torsvik et al., 2009; Soomere, 2005 ) , where waves tend to be large in size and fluid velocities are relatively high. Most laboratory experiments examine the effects of bodies impacting the water at high speed, as seen in landslides (e.g., Panizzo et al., 2002; Heller et al., 2008; Di Risio et al., 2009 ) . We were unable to find any three-dimensional studies in which waves were recorded in a reproducible manner from an object oscillating vertically at more moderate speeds. To obtain such a dataset, we found it necessary to design and implement our own lab experiment.
The experiment was conducted in a cylindrical water tank of 3 m diameter and 2 m depth ( Fig. 13 ) , in which a 22 cm diameter solid sphere (bowling ball) was attached to a thin cable and manually oscillated up and down at the water surface for several seconds. A metal rod was bolted to the top of the sphere and passed through a vertical pipe on the mounting bracket to ensure consistent vertical motion. The positions of the sphere and the resulting waves were tracked along a horizontal axis with a Riegl VZ10 0 0 scanning LIDAR system ( Rieg, 2014 ) . Small pieces of confetti paper were added to the water to enhance the LIDAR reception of surface shape. The LIDAR was operated in line scan mode with a scanning rate of 10 Hz. After allowing the water surface to become completely calm, the sphere was oscillated over a vertical range of about ± 5 cm at a frequency of roughly 2 Hz for approximately 10 s. The positions of the sphere and the water surface ( ±2-3 mm) were recorded by the LIDAR. To avoid contamination by waves reflected from the tank wall, only data from the first 2.5 s were utilized. A higher resolution time series ( dt = 0 . 01 s) of sphere position was required for the NHWAVE computation and was extracted from the 10 Hz LIDAR data by running a cubic spline interpolation. The vertical scale of the test was very small, with measured wave heights not exceeding 4 cm.
To compare with the experimental results, NHWAVE was set up in a 3 m × 3 m rectangular domain with a configuration otherwise matching that in the tank experiment and set to record water level time series at several locations increasingly farther from the sphere. The grid size was 0.5 m. The NHWAVE surface elevation time series are plotted against LIDAR elevation data at four locations in Fig. 14 .
Model performance was reasonably good, with wave amplitudes generally predicted well but with slight phase shifts in some wave peaks. The relative errors of the maximum wave height, calculated by | H data − H model | /H data , where H data and H model represent the maximum envelope of the surface elevation, were 1.1%, 2.3%, 1.71% and 0.70%, respectively, at the four measurement locations (r = 0.45 m ∼ 1.05 m). Absolute errors in maximum wave height ranged from 0 . 2 − 0 . 5 mm. Factors that may contribute to these errors include neglected surface and form drag, nonlinear behavior of the fluid in the immediate vicinity of the sphere, and errors in interpretation of the LIDAR elevation data for the sphere and the water surface.
Surface and form drag were both small for the smooth bowling ball, which oscillated over a less-than 10 cm range at under 2 Hz. These conditions also limited the role of nonlinear effects resulting from flow separation and associated turbulence. The waves in the 2 m tank were deep water waves, with kh ≈ 32. It is likely that measurements based on LIDAR -including surface elevation, horizontal locations, and possibly also time steps -are the greatest contributors to overall error in the experiment. Analysis of the LI-DAR dataset revealed several millimeters of uncertainty in surface elevations, as described above. We were unable to determine the relative quality of individual elevation measurements, so the final elevation results were determined by a simple averaging of elevation values recorded within ±5 mm (horizontally) of each selected location at each time step. This averaging of LIDAR horizontal and vertical data very likely contributed to both the amplitude and the phase differences between measured and modeled surface time series.
A large domain simulation
To examine the model's performance in simulating wave-ice floe interaction for a larger computational domain with more realistic floe size distribution, we set up a test in a 1.2 km × 1 km domain with a constant water depth of 10 m. The horizontal coordinates were configured as x = 0 ∼ 1200 m and y = 0 ∼ 10 0 0 m. Ice floes with different sizes and a uniform draft of 2 m were distributed at fixed locations throughout the domain (motion of the floes was not considered). The ice floe size distribution followed Toyota et al. (2006) 's field observation, i.e., the ice floe distribution N was estimated empirically as a function of floe diameter d as
where N 0 is a parameter representing the general density of ice floes and α is an empirical coefficient obtained by the least squares method using field data. The parameter α has a large range and depends on the size range of the ice floes. For floes smaller than 40 m, a reasonable estimate is α = 1 . 15 . In this case, we adopted N 0 = 1500 . 0 and α = 1 . 15 . The floes were represented as square blocks, with side lengths discretized into 20, 25, 30, 35, and 40 m. The total number of ice floes was 160 based on (33) . The floes were distributed in the region x = 300 ∼ 1100 m and y = 100 ∼ 900 m. A random function was used to assign each floe location.
The model grid size was 2 m in both x and y directions. Five vertical layers were used. The internal wavemaker was located at x = 100 m. Normally incident waves were generated using the JON-SWAP spectral distribution with a significant wave height of 1 m and peak period of 8 s. Waves did not overwash the floes. Sponge layers of 50 m were used at the four lateral boundaries. Fig. 15 shows a snapshot of wave surface elevation and ice floes in the domain (wavemaker and sponge layers are not shown). Results are qualitatively reasonable. As waves pass through the irregularly distributed floes, stems are formed due to the combination of reflected and transmitted waves. Wave diffraction can be seen behind groups of ice floes and larger individual floes. Wave magnitude attenuates with increasing distance through the field of ice floes.
This test was performed on the Linux cluster Farber located at the University of Delaware. Using 48 cores, it took about 8 h for a simulation of 10 0 0 s. The 10 m water depth was selected to reduce the computational time step (via the CFL condition). With a depth of 100 m, this simulation would require roughly 24 h. A more detailed analysis of wave scattering, transmission rates and wave breaking, including validation with available laboratory and field data, will be conducted when the fully coupled NHWAVE-DEM system becomes operational.
Discussion and conclusions
As part of a larger effort to model wave interaction with Arctic ice floes, the non-hydrostatic, finite volume model NHWAVE has been modified to accommodate floating surface objects. A flexible coordinate transformation was added to the σ -coordinate (i.e., vertical) dimension of the model, allowing σ -layers in the vicinity of a floating object to be mapped directly onto the top and bottom surfaces of the object. The existing 2D horizontal mask for wetting and drying was extended to 3D to keep track of fluid cells that are partially or completely occupied by a floating object. Using an immersed boundary method, kinematic boundary conditions were modified to account for the fluid fluxes generated in neighboring cells by the motion of the fluid/object interface, and dynamic boundary conditions were added to calculate changes in fluid pressure due to vertical and horizontal accelerations of the floating object.
Model convergence rates for space and time discretization were verified to be within normal ranges. The adapted model was then validated by comparison to analytical solutions for wave transmission, reflection, and generation by a floating rectangular block. Model-estimated results compared well to theory for all tests, although generated wave heights were somewhat underestimated at lower oscillation frequencies for a heaving or surging block. The modest underestimations resulted from the relatively large draft of the floating object used, the oversimplified representation of the object motion in the theoretical derivation, and the smaller amplitude motions not fully resolved in virtual forcing computed by the immersed boundary method.
A qualitative comparison was provided for a case of steep waves passing through multiple ice floes. Results from NHWAVE closely matched those from a VOF solver, with both models predicting transmission of lower frequency wave components and reflection of higher frequency wave components, reducing the steepness of transmitted waves. The adapted model was also much more efficient, producing the output roughly ten times faster than the VOF model. NHWAVE was next validated by comparison to measurements from a laboratory experiment in which waves were created by a vertically oscillating sphere. Surface elevation time series of small amplitude (O(10 cm)) waves were reasonably well matched by the model at four locations, with a slight difference in phase apparent at some locations. The phase difference was likely due primarily to LIDAR-related errors in measurement of surface elevations. A smaller contribution to model error came from surface and form drag effects that were not yet included in this version of NHWAVE. The implementation of these additional features represents future work.
For a final qualitative evaluation, the adapted model was used in a larger-scale domain to simulate wave transmission, reflection, and diffraction by a field of ice floes with a realistic floe size distribution. Simulation results indicated significant reflection and scattering of incident waves by the floes, with evidence of diffraction behind larger ice pieces. Wave attenuation resulting from overwash of floes was not included in this case or the earlier steep wave case, but tests will be performed in the near future with the coupled wave-ice system to compare model output to recent lab results from Toffoli et al. (2015) and .
Overall wave model performance was satisfactory in all validations of NHWAVE with floating objects present in the simulation domain. The modifications to NHWAVE presented here represent a key component to the larger wave-ice modeling project. Future work will be focused on coupling NHWAVE with the discrete element method to represent ice floes as collections of small bonded particles. When fully coupled, the two models will simulate the exchange of momentum and energy between waves and ice floes, including refraction, reflection, and diffraction of waves as well as losses due to shear, fracturing, overwash, and collision of floes. While this research is primarily oriented toward ice floes in waves, the adapted model described here could potentially be applied to other floating objects in deep water such as barges, ships, platforms, flotsam or garbage patches.
