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HE´NON RENORMALIZATION IN ARBITRARY DIMENSION :
INVARIANT SPACE UNDER RENORMALIZATION OPERATOR
YOUNG WOO NAM
Abstract. Infinitely renormalizable He´non-like map in arbitrary finite dimension is con-
sidered. The set, N of infinitely renormalizable He´non-like maps satisfying the certain
condition is invariant under renormalization operator. The Cantor attractor of infinitely
renormalizable He´non-like map, F in N has unbounded geometry almost everywhere in the
parameter space of the universal number which corresponds to the average Jacobian of
two dimensional map. This is the extension of the same result in N for three dimensional
infinitely renormalizable He´non-like maps.
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1. Introduction
The universality of one dimensional dynamical system was discovered by Feigenbaum and
independently by Coullet and Tresser in the mid 1970’s and universality of higher dimen-
sional maps is conjectured by Coullet and Tresser in [CT]. Hyperbolicity at the fixed point
of renormalization operator is finally proved by Lyubich in [Lyu] using quadratic-like maps
in one dimensional holomorphic dynamical systems. The similar universal properties are
expected in higher dimensional maps which are strongly dissipative and close to the one
dimensional maps. In particular, renormalizable maps with periodic doubling type are in-
teresting in two or higher dimension. Universality of two dimensional strongly dissipative
infinitely renormalizable He´non-like maps is justified in [CLM]. Cantor attractor of two di-
mensional He´non-like maps is the counterpart of that of one dimensional maps but it has
different small scale geometric properties. In particular, it has non rigidity and unbounded
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geometry. These geometric properties are generalized in special classes of the highly dissi-
pative three dimensional He´non-like family in [Nam2, Nam3].
1.1. He´non maps and bifurcation of the homoclinic tangency. He´non map is a
polynomial diffeomorphism from R2 to itself as follows
Ha, b(x, y) = (1− ax
2 + y, bx).
A famous conjecture is the existence of strange attractor at the parameter a = 1.4 and
b = 0.3. The first significant achievement about the He´non map with parameter space (a, b)
was done by Benedics and Carleson in [BC]. There exist strange attractors for the positive
density of the parameter space, (a, b) such that a0 < a < 2 and b < b0 where a0 is close to
2 and b0 is small. This parameter values which are considered in [BC] is a generalization of
one dimensional Misiuriewicz maps in [Jak]. Jakobson proved that the maps 1− ax2 which
have absolutely continuous invariant measure with respect to Lebegue measure has positive
density on the parameter space. So is in the He´non family in [BC]. Wang and Young used the
certain geometric conditions to generalize He´non family in [WY1] with statistical properties.
Furthermore, it is generalized to arbitrary finite dimension in [WY2] with the rank one
attractor, that is, attractor with the neutral or repulsive direction is one dimensional.
Let us consider a homoclinic tangency of two dimensional maps. Then the dimension of both
unstable and stable manifold at the homoclinic point is one. After bifurcation of homoclinic
tangency, stable and unstable manifold are (transversally) intersected around the homoclinic
point. Let us choose a bounded region on which this bifurcation occurs and consider the first
return map, H . Then after appropriate smooth coordinate change, the image of horizontal
lines in the bounded region is the vertical lines. Then we obtain that the simplest non-linear
map which satisfies the above properties, which is called He´non map
Ha, b(x, y) = (x
2 − a+ by, x).
However, in general the first coordinate map of the first return map is not a polynomial but
is a perturbation of a unimodal one dimensional map, say f(x). Then the first return map
is of the following form
F (x, y) = (f(x)− ε(x, y), x)
where f(x) is a unimodal map. We call this map He´non-like map. Moreover, a perturbation
of homoclinic tangency could occur in higher dimension. In order to make that the first
return map has He´non-like form in the first two coordinates, let us assume that dimension
of unstable manifold at the homoclinic point is one. Then the first return map in higher
dimension has first two coordinates similar to the two dimensional He´non-like map after
smooth coordinate change which flattens the stable manifold at the homoclinic point in the
bounded region
F (x, y, z1, z2, . . . , zm) = (f(x)− ε(x, y, z1, z2, . . . , zm), x, • )
where f(x) is a unimodal map. If the maximal backward invariant set has only one dimen-
sional neutral or unstable direction, then it is called rank one attractor. This viewpoint is
reflected in the paper of Wang and Young, [WY2] for the maps in higher dimension on the
chaotic region in the parameter space.
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1.2. Statement of result. Period doubling renormalization of analytic He´non-like maps
was constructed on [CLM] by de Carvalho, Lyubich and Martens. The set of renormalizable
He´non-like maps is a counterpart of the set of He´non maps in chaotic region. Moreover, we
expect the map F has no homoclinic tangency between the stable and unstable manifolds
of the regular fixed point. He´non renormalization is extended to three dimensional He´non-
like maps in [Nam1]. Geometric property of the Cantor attractor, for example, unbounded
geometry of infinitely renormalizable dimensional He´non-like maps was extened in certain
invariant space of three dimensional maps under renormalization operator in [Nam2, Nam3].
A particular set of three dimensional He´non-like maps, say N in which every He´non-like
map, say F , satisfies the following condition
(1.1) ∂yδ ◦ (F (x, y, z)) + ∂zδ ◦ (F (x, y, z)) · ∂xδ(x, y, z) ≡ 0.
where F (x, y, z) = (f(x)−ε(x, y, z), x, δ(x, y, z)). Denote the set of infinitely renormalizable
He´non-like maps by IB(ε) where B is the domain of He´non-like maps. Then N ∩ IB(ε) was
found as an invariant space under renormalization operator in [Nam2].
He´non renormalization of period doubling type in arbitrary finite dimension is defined in
[Nam4] and a space invariant under renormalization operator. He´non-like map in higher
dimension is defined as follows
F (x, y, z) = (f(x)− ε(x, y, z), x, δ(x, y, z))
where z = (z1, z2, . . . , zm) and δ = (δ
1, δ2, δ3, . . . , δm) is a map from the m + 2 dimensional
hypercube B to Rm form ≥ 1. He´non-like map is generalized in higher dimension as a model
of the first return map of perturbation of the homoclinic tangency of sectional dissipative
map at fixed points. In this paper, we find the invariant space which is the extension of the
space N ∩IB(ε) in arbitrary finite dimension and prove the unnbounded geometry of Cantor
attractor of each element in N ∩IB(ε). Many parts of this paper are self contained although
most ideas and notations are the same as those in [Nam2].
Definition 1.1 (Definition 3.1). Let N be the set of m + 2 dimensional renormalizable
He´non-like maps such that each map F ∈ N satisfies the following equation
∂yδ
j ◦ F (w) +
m∑
l=1
∂zlδ
j ◦ F (w) · ∂xδ
l(w) = 0
where w = (x, y, z) ∈ Dom(F ) and F (w) =
(
f(x)− ε(w), x, δ1(w), δ2(w), . . . , δm(w)
)
for
all 1 ≤ j ≤ m.
Theorem 1.1 (Theorem 3.4). The space N ∩IB(ε) is invariant under renormalization, that
is, if F ∈ N ∩ IB(ε), then RF ∈ N ∩ IB(ε).
He´non-like maps in the above space has generic unbounded geometry with the universal
number b1 corresponding the average Jacobian of two dimensional He´non-like map.
Theorem 1.2 (Theorem 6.7). Let Fb1 be an element of parametrized space in N ∩IB(ε) with
b1 = bF/bz where bF is the average Jacobian of F and bz is the number defined in Section
4.3. Then there exists a small interval [0, b•] for which there exists a Gδ subset S ⊂ [0, b•]
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with full Lebesgue measure such that the critical Cantor set, OFb1 has unbounded geometry
for all b1 ∈ S.
There exists non rigidity between Cantor attractors of He´non-like maps.
Theorem 1.3 (Theorem 7.2). Let He´non-like maps F and F˜ be in N ∩IB(ε¯). Let b1 be the
ratio bF/bz where bF is the average Jacobian and bz for F is the number defined in Proposition
4.2. The number b˜1 is defined by the similar way for the map F˜ . Let φ : OF˜ → OF be a
homeomorphism which conjugate FOF and F˜OF˜ and φ(τF˜ ) = τF . If b1 > b˜1, then the Ho¨lder
exponent of φ is not greater than
1
2
(
1 +
log b1
log b˜1
)
.
2. Preliminaries
Let m+ 2 dimensional He´non-like map be the map from the m+ 2 dimensional hypercube,
B to Rm+2 which is of the following form
(2.1) F (x, y, z) = (f(x)− ε(x, y, z), x, δ(x, y, z))
where z = (z1, z2, . . . , zm), f is a unimodal map on the close interval pix(B), ε and δ is a
map from B to R and Rm respectively. In addition to the above definition we assume that F
is an orientation preserving analytic map and both ‖ ε‖ and ‖δ‖ bounded above by Cε for
sufficiently small positive ε and for some C > 0. Then the He´non-like map in arbitrary finite
dimension is the simplest model as the first return map of the homoclinic bifurcation with
one dimensional unstable direction and sectional dissipative map with strong contractable
directions.
Let f be the unimodal map on the closed interval I which contains the critical point and
the critical value such that f(I) ⊂ I. The map f is called renormalizable with periodic
doubling type if there exists a closed subinterval J 6= I which contains the critical point, cf
of f and J is (forward) invariant under f 2 and f 2(cf) ∈ ∂J . Thus if f is renormalizable,
then we can choose the smallest interval Jf satisfying the above properties. The conjugation
of the appropriate affine conjugation rescales Jf to I and it defines the renormalization of
f , Rf : I → I. For the renormalization of smooth map on the closed interval, for example,
see [BB]. If f is infinitely renormalizable, then there exists the renormalization fixed point,
f under the renormalization operator. Moreover, the scaling factor of f∗ is
σ =
|Jf∗|
|I|
and λ = 1/σ = 1/2.6 . . . . If the unimodal map f has two fixed point on the interval
I ≡ [−c, c] for some c > 0 and both ‖ε‖ and ‖δ‖ is small enough, then the He´non-like
map F defined at (2.1) has only two fixed points on the hypercube [−c, c]m+2. Let β0 be
one fixed point which has positive eigenvalues and β1 be the other fixed point which has
both positive and negative eigenvalues. We call that He´non-like map F is renormalizable if
W u(β0)∩W s(β1) is the orbit of a single point. Thus if F is renormalizable, then there exist
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invariant regions under F 2. However, the image of the hyperplane { x = const. } under F 2
is the surface
f(x)− ε(x, y, z) = const.
which is not a hyperplane. Then F 2 is not He´non-like map. Thus the analytic definition of the
renormalization of F requires the non linear scaling map. The horizontal-like diffeomorphism
H of F is defined as follows
H(x, y, z) = (f(x)− ε(x, y, z), y, z− δ(y, f−1(y), 0))
and it preserves the hyperplane { y = const. }. Then the renormalization of F , RF is defined
RF = Λ ◦H ◦ F 2 ◦H−1 ◦ Λ−1
where the dilation Λ(x, y, z) = (sx, sy, sz) for the appropriate constant s < −1. If F is n
times renormalizable, then each RkF for 2 ≤ k ≤ n is defined as the renormalization of
Rk−1F successively. If n is unbounded, then we call F is infinitely renormalizable.
Let B the hypercube as the domain of He´non-like map. If it is emphasized with relation of
particular map, for instance, F or RkF , then we express this region as B(F ) or B(RkF ) and
so on. Any other set may have similar expression with a particular map. In this paper, we
assume that any given He´non-like map is analytic unless any other statement is specified.
Moreover, the norm of ε and δ is always O(ε) for some sufficiently small ε > 0. Let the set
of infinitely renormalizable He´non-like map be IB(ε). Then the renormalization operator
has the fixed point in IB(ε). The fixed point F∗ is a degenerate map as follows
F∗(x, y, z) = (f∗(x), x, 0)
where f∗ is the fixed point of the renormalization operator of the (analytic) unimodal map.
Furthermore, the renormalization RnF converges to F∗ as n → ∞ exponentially fast and
F∗, the map F∗ is the hyperbolic fixed point under renormalization operator and the stable
manifold at F∗ is codimension one. All of above properties is valid for infinitely renormaliz-
able He´non-like maps in any two or greater dimension. See [CLM, Nam1, Nam3].
For F ∈ IB(ε), Fk denotes RkF for each k ∈ N. Let the non linear scaling map which
conjugates F 2k |Λ−1
k
(B)0 to RFk is
ψk+1v ≡ H
−1
k ◦ Λ
−1
k : Dom(RFk)→ Λ
−1
k (B)
where Hk is the horizontal-like diffeomorphism and Λk is the dilation with the appropriate
constant s < −1. Let ψk+1c be Fk◦ψ
k+1
v for each k ∈ N. For k < n, we express the consecutive
compositions of ψk+1v or ψ
k+1
c as follows
(2.2)
Ψnk,v = ψ
k+1
v ◦ ψ
k+2
v ◦ · · · ◦ ψ
n
v
Ψnk,c = ψ
k+1
c ◦ ψ
k+2
c ◦ · · · ◦ ψ
n
c
Let w be a letter which is v or c. Let the word of length n in the Cartesian product,
W n ≡ { v, c }n be wn or simply be w. Thus the map Ψnk,w is defined with the word w of
which length is n− k. The region Bn
w
denotes Ψnk,w(B(R
nF )). If F is in the set IB(ε) then
it has the minimal invariant Cantor attractor
OF =
∞⋂
n=1
⋃
w∈Wn
Bn
w
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and F acts as a dyadic adding machine on OF . The counterpart of the critical value of the
unimodal renormalizable map is called the tip
{τF} ≡
⋂
n≥0
Bnvn
Let µ be the unique invariant probability measure on OF . The average Jacobian of F , bF is
defined as
bF = exp
∫
OF
log JacF dµ.
Then there exists the asymptotic universal expression of Jacobian determinant of RnF with
the average Jacobian bF (Theorem 5.10 in [Nam4]).
JacRnF = b2
n
F a(x) (1 +O(ρ
n))
where a(x) is the universal positive function and ρ is a number in (0, 1). Let τn be the tip of
RnF for each n ∈ N. The definition of the tip and Ψnk v implies that Ψ
n
k,v(τn) = τk for k < n.
After composing appropriate translations, tips on each level moves to the origin as the fixed
point of the following map
Ψnk(w) = Ψ
n
k,v(w + τn)− τk
for k < n. If n = k+ 1, then Ψk+1k is separated to the linear and non linear parts as follows
Ψk+1k (w)
=

αk σktk σku
1
k · · · σku
m
k
σk
σkd
1
k
σk · Idm×m...
σkd
m
k


x+ sk(w)
y
z1 + r
1
k(y)
...
zm + r
m
k (y)
 =
αk σk tk σkukσk
σkdk σk
x+ sk(w)y
z+ rk(y)

where w = (x, y, z) and the boldfaced letters are the vectors each of which hasm coordinates.
The map Ψnk is also separated to the linear and non linear parts after reshuffling.
Ψnk(w) =
1 tn, k un, k1
dn, k 1
αn, k σn, k
σn, k · Idm×m
 x+ Snk (w)y
z+Rn, k(y)

where αn, k = σ
2(n−k)(1+O(ρn)) and σn, k = σ
n−k(1+O(ρn)). In this paper, we often confuse
the map Ψnk,v with Ψ
n
k in order to obtain the simpler expression of each coordinate map of
Ψnk,v. For example, the expression of the first coordinate map of Ψ
n
k,v
αn, k(x+ S
n
k (w)) + σn, ktn, ky + σn, kun, k · (z+Rn, k(y))
means that
αn, k
[
(x+ τxn ) + S
n
k (w + τn)
]
+ σn, ktn, k(y + τ
y
n) + σn, kun, k ·
[
(z+ τzn) +Rn, k(y + τ
y
n)
]
− τk
where τn = (τ
x
n , τ
y
n , τ
z1
n , . . . , τ
zm
n ) and τ
z
n = (τ
z1
n , . . . , τ
zm
n ) for k < n. Recall the following
definitions related to the infinitely renormalizable He´non-like map F for later use
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Λ−1n (w) = σn · w, ψ
n+1
v (w) = H
−1
n (σnw), ψ
n+1
c (w) = Fn ◦H
−1
n (σnw)
ψn+1v (B(R
n+1F )) = Bn+1v , ψ
n+1
c (B(R
n+1F )) = Bn+1c
for each n ∈ N.
3. An invariant space under renormalization
Let F be a He´non-like map defined on the m+ 2 dimensional hypercube, B as follows
F (w) = (f(x)− ε(w), x, δ(w))
where w = (x, y, z1, . . . , zm) and δ : B → piz(B). The map δ(w) = (δ1(w), δ2(w), . . . , δm(w))
where δj : B → R for 1 ≤ j ≤ m. Suppose that F is renormalizable. Let δ1 be piz ◦ RF .
The recursive formulas of partial derivatives of Dδ1 inspires to find an invariant space under
renormalization operator.
3.1. A space of renormalizable maps from recursive formulas of δ. Let F be the
renormalizable He´non-like map. Lemma A.1 implies that
∂xδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂xφ
−1(σ0w)
+ ∂xδ
j ◦ ψ1c (w)−
d
dx
δj(σ0x, f
−1(σ0x), 0)
∂yδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂yφ
−1(σ0w)
+
m∑
i=1
∂ziδ
j ◦ ψ1c (w) ·
[
∂yδ
i ◦ ψ1v(w) +
m∑
l=1
∂zlδ
i ◦ ψ1v(w) ·
d
dy
δl(σ0y, f
−1(σ0y), 0)
]
∂ziδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂ziφ
−1(σ0w)
+
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂ziδ
l ◦ ψ1v(w)
for 1 ≤ j ≤ m and 1 ≤ i ≤ m. Then the common factor of the first terms of each partial
derivatives is the expression in the box. Let us consider the set of renormalizable maps the
expression of the box.
Definition 3.1. Let N be the set of m + 2 dimensional renormalizable He´non-like maps
satisfying the following equation
∂yδ
j ◦ F (w) +
m∑
l=1
∂zlδ
j ◦ F (w) · ∂xδ
l(w) = 0
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where w ∈ ψ1c (B) ∪ ψ
1
v(B) for all 1 ≤ j ≤ m.
Remark 3.1. This definition is the generalization for three dimensional He´non-like maps in
[Nam2].
Example 3.1. He´non-like maps in the above class N is non empty and non trivial. For
instance, let us consider the map δ of F ∈ N as follows
δj(x, y, z) = ηj ◦
(
Cj, 0 y −
m∑
i=1
Cj, i zi
)
+ x
where Cj, 0 =
∑m
i=1Cj, i for every 1 ≤ j ≤ m. Moreover, max1≤ i, j≤m
{‖ ηj‖, Cj, i} = O(ε) for
small enough ε > 0. We can choose ηj independent of ηk for j 6= k.
The derivative of δ is of m× (m+ 2) matrix form which contains each partial derivatives of
δj for 1 ≤ j ≤ m. Thus
Dδ(w) =
 ∂xδ1(w) ∂yδ1(w) ∂z1δ1(w) · · · ∂zmδ1(w)... ... ... . . . ...
∂xδ
m(w) ∂yδ
m(w) ∂z1δ
m(w) · · · ∂zmδ
m(w)

Let us introduce the notation to simply expressions
(3.1)
X(w) = (∂xδ
1(w) · · ·∂xδ
m(w))Tr
Y (w) = (∂yδ
1(w) · · ·∂yδ
m(w))Tr
Z(w) =
∂z1δ1(w) · · · ∂zmδ1(w)... . . . ...
∂z1δ
m(w) · · · ∂zmδ
m(w)

where Tr is the transpose of the matrix. Then Dδ(w) = (X(w) Y (w) Z(w)). For infinitely
renormalizable map F ∈ IB(ε), let us express Dδk(w) = (Xk(w) Yk(w) Zk(w)). The
equation in Definition 3.1 can be express as the sum of vectors for 1 ≤ j ≤ m∂yδ1 ◦ F (w)...
∂yδ
m ◦ F (w)
 +
∂z1δ1 ◦ F (w) · · · ∂zmδ1 ◦ F (w)... ...
∂z1δ
m ◦ F (w) · · · ∂zmδ
m ◦ F (w)
 ·
∂xδ1(w)...
∂xδ
m(w)
 = 0.
The above equation is the same as
(3.2) Y ◦ F (w) + Z ◦ F (w) ·X(w) = 0
Then N can be defined as the set of renormalizable map F satisfying the above equation
(3.2) where w ∈ ψ1c (B) ∪ ψ
1
v(B). Let
qj(y) =
d
dy
δj(y, f−1(y), 0)
for 1 ≤ j ≤ m. Let q(y) = (q1(y), . . . , qm(y)). For instance, the value of the derivative of
δj(y, f−1(y), 0) at σ0y is expressed as q
j ◦ (σ0y). For the map F ∈ N , X1, Y1 and Z1 are as
follows
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(3.3)
X1(w) = X ◦ ψ
1
c (w)− q ◦ (σ0x)
Y1(w) = Z ◦ ψ
1
c (w) · Y ◦ ψ
1
v(w) + Z ◦ ψ
1
c (w) · Z ◦ ψ
1
v(w) · q ◦ (σ0y)
= Z ◦ ψ1c (w) ·
[
Y ◦ ψ1v(w) + Z ◦ ψ
1
v(w) · q ◦ (σ0y)
]
Z1(w) = Z ◦ ψ
1
c (w) · Z ◦ ψ
1
v(w).
3.2. Invariance of the space N under renormalization. Let us show the invariance
of N ∩ IB(ε) under renormalization operator.
Lemma 3.2. Suppose that F ∈ N is n times renormalizable. Let Fk be RkF and let δk be
piz ◦ F k for k = 1, 2, . . . , n. Then
Xk(w) = Xk−1 ◦ ψ
k
c (w)− qk−1 ◦ (σk−1x)
Yk(w) = Zk−1 ◦ ψ
k
c (w) · Yk−1 ◦ ψ
k
v (w) + Zk−1 ◦ ψ
k
c (w) · Zk−1 ◦ ψ
k
v (w) · qk−1 ◦ (σk−1y)
= Zk−1 ◦ ψ
k
c (w) ·
[
Yk−1 ◦ ψ
k
v (w) + Zk−1 ◦ ψ
k
v (w) · qk−1 ◦ (σk−1y)
]
Zk(w) = Zk−1 ◦ ψ
k
c (w) · Zk−1 ◦ ψ
k
v (w)
for k = 1, 2, . . . , n.
Proof. See the equation (3.3) and use the induction. 
Lemma 3.3. Let F be an infinitely renormalizable He´non-like map and let Fk be R
kF for
each k ∈ N. Then
ψkv ◦ Fk = Fk−1 ◦ ψ
k
c
for each k ∈ N. Moreover,
piy ◦ ψ
k
v ◦ Fk = pix ◦ ψ
k
c
for each k ∈ N.
Proof. Let us recall that ψkv = Hk−1 ◦ Λk−1, ψ
k
c = Fk−1 ◦ ψ
k
v and Fk = (ψ
k
v )
−1 ◦ F 2k−1 ◦ ψ
k
v .
Then
(3.4)
ψkv ◦ Fk = ψ
k
v ◦ (ψ
k
v )
−1 ◦ F 2k−1 ◦ ψ
k
v
= F 2k−1 ◦ ψ
k
v = Fk−1 ◦
[
Fk−1 ◦ ψ
k
v
]
= Fk−1 ◦ ψ
k
c
for k ∈ N. Take two points w = (x, y, z) and w′ = (x′, y′, z′) satisfying the equation
w = Fk(w
′). Since Fk is a He´non-like map, we obtain
(x, y, z) = F (w′) = (f(x′)− ε(w′), x′, δ(w′)).
Then piy(F (w
′)) = pix(w
′). Hence, the equation (3.4) implies that piy ◦ψkv ◦Fk = pix ◦ψ
k
c . 
Theorem 3.4. The space N ∩ IB(ε) is invariant under renormalization, that is, if F ∈
N ∩ IB(ε), then RF ∈ N ∩ IB(ε).
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Proof. Let piz ◦RkF be δk and Dδ(w) = (Xk(w) Yk(w) Zk(w)) for k ∈ N. Suppose that
Yk−1 ◦ Fk−1(w) + Zk−1 ◦ Fk−1(w) ·Xk−1(w) = 0
where w ∈ ψkc (B) ∪ ψ
k
v (B). By induction it suffice to show that
Yk ◦ Fk(w) + Zk ◦ Fk(w) ·Xk(w) = 0
where w ∈ ψk+1c (B) ∪ ψ
k+1
v (B). Observe that σk−1 y = piy ◦ ψ
k
v (w) and σk−1 x = pix ◦ ψ
k
c (w).
By Lemma 3.3, we have that pix ◦ ψkc (w) = piy ◦ ψ
k
v ◦ Fk(w) and Fk ◦ ψ
k
c (w) = ψ
k
v ◦ Fk(w).
Then
(3.5)
Yk ◦ Fk(w) + Zk ◦ Fk(w) ·Xk(w)
= Zk−1 ◦ ψ
k
c ◦ Fk(w) ·
[
Yk−1 ◦ ψ
k
v ◦ Fk(w) + Zk−1 ◦ ψ
k
v ◦ Fk(w) · qk−1 ◦ piy ◦ ψ
k
v ◦ Fk(w)
]
+ Zk−1 ◦ ψ
k
c ◦ Fk(w) · Zk−1 ◦ ψ
k
v ◦ Fk(w) ·
[
Xk−1 ◦ ψ
k
c (w)− qk−1 ◦ pix ◦ ψ
k
c (w)
]
= Zk−1 ◦ ψ
k
c ◦ Fk(w) · Yk−1 ◦ ψ
k
v ◦ Fk(w)
+ Zk−1 ◦ ψ
k
c ◦ Fk(w) · Zk−1 ◦ ψ
k
v ◦ Fk(w) ·Xk−1 ◦ ψ
k
c (w)
= Zk−1 ◦ ψ
k
c ◦ Fk(w) ·
[
Yk−1 ◦ ψ
k
v ◦ Fk(w) + Zk−1 ◦ ψ
k
v ◦ Fk(w) ·Xk−1 ◦ ψ
k
c (w)
]
= 0.
For any point w ∈ Dom(RkF ), we obtain that ψkc (w) ∈ ψ
k
c (B)∪ψ
k
v (B). Then Fk ∈ N∩IB(ε).
Hence, the space N ∩ IB(ε) is invariant under renormalization. 
4. Universal numbers with ∂zδ and ∂yε
4.1. Critical point and the recursive formula of ∂xδ.
Proposition 4.1. Let F be the He´non-like map in N ∩ IB(ε). Let δk be piz ◦ Fk for k ∈ N
and let Xk(w) be the column matrix of (∂xδ
j
k) for 1 ≤ j ≤ m. Then
Xn(w) = Xk ◦Ψ
n
k, c(w)−
n−1∑
i=k
qi ◦ (pix ◦Ψ
n
i, c(w))
for k < n. Moreover, passing the limit
Xk(cFk) = lim
n→∞
n∑
i=k
qi ◦ (pix(cFi))
where cFi is the critical point of Fi for each k ≤ i ≤ n.
Proof. By Lemma 3.2, we have
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(4.1)
Xn(w) = Xn−1 ◦ ψ
n
c (w)− qn−1 ◦ (σn−1x)
= Xn−1 ◦ ψ
n
c (w)− qn−1 ◦ (pix ◦ ψ
n
c (w))
...
= Xk ◦Ψ
n
k, c(w)−
n−1∑
i=k
qi ◦ (pix ◦Ψ
n
i, c(w))
for k < n. Since ‖Xn‖ = O(ε2
n
), passing the limit we have the following equation
(4.2) lim
n→∞
Xk ◦Ψ
n
k,c(w) = lim
n→∞
n−1∑
i=k
qi ◦ (pix ◦Ψ
n
i, c(w)).
By Corollary B.2, we obtain that
Xk(cFk) = lim
n→∞
n−1∑
i=k
qi ◦ (pix ◦Ψ
n
i, c(w))
= lim
n→∞
n−1∑
i=k
qi ◦ (pix(cFi)).

Remark 4.1. Putting the critical point cFn at the equation (4.1), we obtain that
(4.3) Xk(cFk) =
n−1∑
i=k
qi ◦ (pix(cFi)) +Xn(cFn)
4.2. Universal numbers bz with the asymptotic of Z(w).
Proposition 4.2. Let F be the He´non-like diffeomorphism in N ∩ IB(ε). Let piz ◦ Fk be δk
for k ∈ N and m×m matrix, Zk(w) be ∂ziδ
j
k(w) for 1 ≤ i, j ≤ m. Suppose that detZ(w) is
non zero for all w ∈ ψ1c (B) ∪ ψ
1
v(B). Then
| detZn(w)| = b
2n
z
(1 +O(ρn))
where bz is a universal positive number for each n ∈ N and for some 0 < ρ < 1.
Proof. For the map Fn ∈ N ∩ IB(ε), Definition 3.1 implies that
∂
∂zi
δjn(w) =
m∑
l=1
∂zlδ
j
n−1 ◦ ψ
n
c (w) · ∂ziδ
l
n−1 ◦ ψ
n
v (w)
for n ∈ N. Since
∂
∂zi
δjn(w) is the (j, i) element of the matrix Zn(w), it is the product of
the jth row of Zn−1 ◦ ψnc (w) and i
th column of Zn−1 ◦ ψnv (w). Then the equation (3.3) is
generalized with n ∈ N with inductive calculation
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(4.4)
Zn(w) = Zn−1 ◦ ψ
n
c (w) · Zn−1 ◦ ψ
n
v (w)
= Zn−2 ◦ ψ
n−1
c ◦ ψ
n
c (w) · Zn−2 ◦ ψ
n−1
v ◦ ψ
n
c (w)
· Zn−2 ◦ ψ
n−1
c ◦ ψ
n
v (w) · Zn−2 ◦ ψ
n−1
v ◦ ψ
n
v (w)
...
=
∏
w∈Wn
Z ◦Ψn
w
(w)
where w is a word in W n which is the set of Cartesian product of the letters {v, c}n. Let us
take the logarithmic average of | detZn(w)| as follows
ln(w) =
1
2n
log
∣∣ detZn(w) ∣∣
=
1
2n
∑
w∈Wn
log
∣∣ detZ ◦Ψn
w
(w)
∣∣.
By the continuity of the determinant of matrix and the compactness of the domain, we may
assume that detZn(w) has its positive lower bound or negative upper bound. The the limit
ln(w) exists as n→ n on the critical Cantor set OF where µ is the unique ergodic probability
measure on OF . The uniqueness of µ implies that the limit is a constant function. Let this
constant be log bz for some bz > 0, that is,
(4.5) ln(w) −→
∫
OF
log
∣∣ detZ(w)∣∣ dµ ≡ log bz.
Since diam (Ψn
w
(B)) ≤ Cσn for all w ∈ W n and for some C > 0, the ln in (4.5) converges
exponentially fast. In other words,
1
2n
log
∣∣ detZn(w) ∣∣ = log bz +O(ρn0 )
for some 0 < ρ0 < 1. Take the constant ρ = ρ0/2. Then
log
∣∣ detZn(w) ∣∣ = 2n log bz +O(ρn)
= 2n log bz + log(1 +O(ρ
n))
= log b2
n
z
(1 +O(ρn)).
Hence,
(4.6)
∣∣ detZn(w) ∣∣ = b2nz (1 +O(ρn)).
The proof is complete. 
Lemma 4.3. Let F be the He´non-like diffeomorphism in N ∩IB(ε). Let Dδn be (Xn Yn Zn).
Then
Yn(w) = Zn(w) ·
[ (
Zk ◦Ψ
n
k,v(w)
)−1
·
(
Yk ◦Ψ
n
k,v(w)
)
+
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
]
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for each n ∈ N. Moreover,(
Zk ◦Ψ
n
k,v(w)
)−1
·
(
Yk ◦Ψ
n
k,v(w)
)
+
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
converges to 0 exponentially fast as n→∞. In particular, each coordinate of above expres-
sion is less than Cσn−k for some C > 0 independent of k.
Proof. Lemma 3.2 implies
(4.7)
Yn(w) = Zn−1 ◦ ψ
n
c (w) · Yn−1 ◦ ψ
n
v (w) + Zn−1 ◦ ψ
n
c (w) · Zn−1 ◦ ψ
n
v (w) · qn−1 ◦ (σn−1y)
= Zn−1 ◦ ψ
n
c (w) · Yn−1 ◦ ψ
n
v (w) + Zn ◦ ψ
n
v (w) · qn−1 ◦ (piy ◦ ψ
n
v (w))
]
Zn(w) = Zn−1 ◦ ψ
n
c (w) · Zn−1 ◦ ψ
n
v (w)
for n ∈ N. Thus by the inductive calculation, Yn(w) as follows
Yn(w)
= Zn−1 ◦ ψ
n
c (w) · Yn−1 ◦ ψ
n
v (w) + Zn ◦ ψ
n
v (w) · qn−1 ◦ (piy ◦ ψ
n
v (w))
= Zn−1 ◦ ψ
n
c (w) ·
[
Zn−2 ◦ (ψ
n−1
c ◦ ψ
n
v )(w) · Yn−2 ◦ (ψ
n−1
v ◦ ψ
n
v )(w)
+ Zn−1 ◦ ψ
n
v (w) · qn−2 ◦ (piy ◦ ψ
n−1
v ◦ ψ
n
v (w))
]
+ Zn ◦ ψ
n
v (w) · qn−1 ◦ (piy ◦ ψ
n
v (w))
= Zn−1 ◦ ψ
n
c (w) · Zn−2 ◦ (ψ
n−1
c ◦ ψ
n
v )(w) · Yn−2 ◦ (ψ
n−1
v ◦ ψ
n
v )(w)
+ Zn(w) ·
[
qn−2 ◦ (piy ◦ ψ
n−1
v ◦ ψ
n
v (w)) + qn−1 ◦ (piy ◦ ψ
n
v (w))
]
...
= Zn−1 ◦ ψ
n
c (w) · Zn−2 ◦ (ψ
n−1
c ◦ ψ
n
v )(w) · · ·Zk ◦ (ψ
k+1
c ◦ ψ
k+2
v ◦ · · · ◦ ψ
n
v (w))
· Yk ◦Ψ
n
k,v(w) + Zn(w) ·
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
(∗) = Zn(w) ·
(
Zk ◦Ψ
n
k,v(w)
)−1
· Yk ◦Ψ
n
k,v(w) + Zn(w) ·
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
= Zn(w) ·
[ (
Zk ◦Ψ
n
k,v(w)
)−1
· Yk ◦Ψ
n
k,v(w) +
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
]
for k < n. The second equation in (4.7) implies (∗) in the above equation. Recall the
equation (4.1)
Xk ◦Ψ
n
k,c(w) =
n−1∑
i=k
qi ◦ (pix ◦Ψ
n
i, c(w)) +Xn(w)
Thus the expression
n−1∑
i=k
qi ◦ (pix ◦Ψ
n
i, c(w)) =
n−1∑
i=k
qi ◦ (σn, ix)
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converges to the value Xk(cFk) exponentially fast as n→∞ where σn, i = σn ·σn−1 ·σi. Thus
the expression
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w)) =
n−1∑
i=k
qi ◦ (σn, i y)
also converges to a single value exponentially fast as n → ∞. Moreover, since Ψni,v(B)
contains τi for all i < n, we have the following equation
lim
n→∞
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w)) = lim
n→∞
n−1∑
i=k
qi ◦ (piy(τi)).
Recall that if F ∈ IB(ε), then Fj(cFj) = τj for j ∈ N. By the equation (4.3), we obtain that
lim
n→∞
[ (
Zk ◦Ψ
n
k,v(w)
)−1
· Yk ◦Ψ
n
k,v(w) +
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
]
=
(
Zk(τk)
)−1
· Yk(τk) + lim
n→∞
n−1∑
i=k
qi ◦ (piy(τi))
=
(
Zk(τk)
)−1
· Yk(τk) + lim
n→∞
n−1∑
i=k
qi ◦ (pix(cFi))
=
(
Zk(τk)
)−1
· Yk(τk) +Xk(cFk)− lim
n→∞
Xn(cFn)
= 0
for k < n. Since diam (Ψnk,v(B)) ≤ Cσ
n−k, the convergence of above equation is exponen-
tially fast. 
Corollary 4.4. Let F ∈ N ∩ IB(ε). For piz ◦RkF = δk, let Dδk be (Xk(w) Yk(w) Zk(w)).
Then ∥∥∥Yk ◦Ψnk,v(w) + Zk ◦Ψnk,v(w) · n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
∥∥∥ ≤ C ε2kσn−k
for some C > 0.
Proof.
Yk ◦Ψ
n
k,v(w) + Zk ◦Ψ
n
k,v(w) ·
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
= Zk ◦Ψ
n
k,v(w) ·
[ (
Zk ◦Ψ
n
k,v(w)
)−1
· Yk ◦Ψ
n
k,v(w) +
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
]
By Lemma 4.3, we have∥∥∥(Zk ◦Ψnk,v(w))−1 · Yk ◦Ψnk,v(w) + n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w))
∥∥∥ ≤ C0 σn−k
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and ‖Zk‖ ≤ C1 ε
2k .

4.3. Universal number b1 and ∂yε. The universal number bz is defined as the asymptotic
number of detZ(w). Universality of Jacobian determinant implies that the average Jacobian
b is the universal number of JacF . Let us define another number b1 as the ratio b1 = b/bz.
Then it is shown that b1 is the universal number for ∂yε below.
Let M be a block matrix
M =
(
A B
C D
)
where A and D are square matrices. Assume that the square matrix D is invertible. The
equation (
A B
C D
)(
I 0
D−1C I
)
=
(
A− BD−1C B
0 D
)
Then detM = det(A− BD−1C) · det(D). Applying this, we have that
(4.8)
JacFn = det
(
∂yεn En
Yn Zn
)
= det ( ∂yεn − En · (Zn)
−1 · Yn ) · detZn
=
[
∂yεn −En · (Zn)
−1 · Yn
]
· detZn
where
(
∂yεn(w) ∂z1εn(w) ∂z2εn(w) · · · ∂zmεn(w)
)
is En(w) for n ∈ N. Thus detZn(w) is
not zero for all w ∈ B. Universality of Jacobian and Proposition 4.2 implies that
JacFn(w) = b
2na(x)(1 +O(ρn))
detZn(w) = b
2n
z
(1 +O(ρn))
where b is the average Jacobian and bz is a positive number for some 0 < ρ < 1. Let
b1 = b/bz. Then by Lemma 4.3, we obtain that
JacFk(w) = b
2ka(x)(1 +O(ρk))
=
[
∂yεk(w)− Ek(w) · (Zk(w))
−1 · Yk(w)
]
· b2
k
z
(1 +O(ρk))
Thus
(4.9) ∂yεk(w)− Ek(w) · (Zk(w))
−1 · Yk(w) = b
2k
1 a(x) (1 + O(ρ
k))
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Lemma 4.5. Let F ∈ N ∩ IB(ε) and Fk be RkF for k ∈ N. Then∣∣∣ ∂yεk ◦ (Ψnk,v(w)) + Ek ◦ (Ψnk,v(w)) · n−1∑
i=k
qi ◦ (piy ◦ (Ψ
n
i,v(w))
∣∣∣ ≤ C0 b2k1 + C1 ε2kσn−k
where w ∈ B(RnF ) for some positive C0 and C1. Moreover, if n satisfies that σn−k ≍ b2
k
1 ,
then
∂yεk ◦ (Ψ
n
k,v(w)) + Ek ◦ (Ψ
n
k,v(w)) ·
n−1∑
i=k
qi ◦ (piy ◦ (Ψ
n
i,v(w)) ≍ b
2k
1
Proof. The equation (4.9) implies that
(4.10)
b2
k
1 a (pix ◦ (Ψ
n
k,v(w)) (1 +O(ρ
k))
= ∂yεk ◦ (Ψ
n
k,v(w))−Ek ◦ (Ψ
n
k,v(w)) · (Zk ◦ (Ψ
n
k,v(w))
−1 · Yk ◦ (Ψ
n
k,v(w))
= ∂yεk ◦ (Ψ
n
k,v(w))−Ek ◦ (Ψ
n
k,v(w)) ·
[
−
n−1∑
i=k
qi ◦ (piy ◦ (Ψ
n
i,v(w)) + (Zn(w))
−1 · Yn(w)
]
= ∂yεk ◦ (Ψ
n
k,v(w)) + Ek ◦ (Ψ
n
k,v(w)) ·
n−1∑
i=k
qi ◦ (piy ◦ (Ψ
n
i,v(w))
−Ek ◦ (Ψ
n
k,v(w)) · (Zn(w))
−1 · Yn(w)
Lemma 4.3 implies that
‖Ek ◦ (Ψ
n
k,v(w)) · (Zn(w))
−1 · Yn(w)‖ ≤ ‖Ek ◦ (Ψ
n
k,v(w))‖ · ‖(Zn(w))
−1 · Yn(w)‖
≤ C1 ε
2kσn−k
for some C > 0 independent of k. Hence,∣∣∣ ∂yεk ◦ (Ψnk,v(w)) + Ek ◦ (Ψnk,v(w)) · n−1∑
i=k
qi ◦ (piy ◦ (Ψ
n
i,v(w))
∣∣∣ ≤ C0 b2k1 + C1 ε2kσn−k
where w ∈ B(RnF ) for some positive C0 and C1. If σ
n−k ≍ b2
k
1 then ε
2kσn−k ≤ C b2
k
1 for
some C > 0. 
5. Recursive formula of Ψnk
Proposition 5.1. Let F ∈ IB(ε¯). Fk and Fn denote kth and nth renormalized map of F
respectively. The derivative of the non-linear conjugation Ψnk at the tip, τFk between F
2n−k
k
and Fn is called D
n
k , which is as follows
Dnk =
 αn, k σn, k tn, k σn, k un, kσn, k
σn, k dn, k σn, k · Idm×m

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where Idm×m is the m×m identity matrix, σn, k and αn, k are linear scaling factors such that
σn, k = (−σ)n−k(1 +O(ρk)) and αn, k = σ2(n−k)(1 +O(ρk)). Then
dn, k =
n−1∑
i=k
di+1, i , un, k =
n−1∑
i=k
σi−k ui+1, i (1 +O(ρ
k))
tn, k =
n−1∑
i=k
σi−k
[
ti+1, i + ui+1, i · dn, i+1
]
(1 +O(ρk))
tn, k − un, k · dn, k =
n−1∑
i=k
σi−k
[
ti+1, i − ui+1, i · di+1, k
]
(1 +O(ρk))
where σi−k(1+O(ρk)) =
i−1∏
j=k
αj+1, j
σj+1, j
. Moreover, dn, k, un, k and tn, k are convergent as n→∞
super exponentially fast.
Proof. Dnk = D
m
k ·D
n
m for any m between k and n because the image of the tip under Ψ
n
k(τFn)
is the tip of kth level. By the direct calculation,
Dmk ·D
n
m
=
αn, k αm, k σn,m tn,m + σn, k tm, k + σn, k um, k · dn,m αm, kσn,m un,m + σn, k um, kσn, k
σn, k dm, k + σn, k dn,m σn, k · Idm×m
 .
Then
σn, k tn, k = αm, k σn,m tn,m + σn, k tm, k + σn, k um, k · dn,m
σn, k un, k = αm, k σn,m un,m + σn, k um, k
σn, k dn, k = σn, k dm, k + σn, k dn,m
for any m between k and n. Recall that σn, k = σn,m · σm, k and αn, k = αn,m · αm,k. Let m
be k + 1. Then
(5.1)
dn, k = dn, k+1 + dk+1, k
= dn, k+2 + dk+2, k+1 + dk+1, k
...
= dn, n−1 + · · ·+ dk+2, k+1 + dk+1, k
=
n−1∑
i=k
di+1, i.
Moreover, the absolute value each term is super exponentially small. More precisely, each
term is bounded by ε2
i
for each i, that is, ‖ di+1, i‖ ≍ ‖qi(piy(τi+1))‖ ≤ ‖Dδi‖ = O(ε¯
2i).
Then djn, k converges to the number, say d
j
∗, k super exponentially fast for each 1 ≤ j ≤ m.
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Let us see the recursive formula of un, k
(5.2)
un, k =
αk+1, k
σk+1, k
un, k+1 + uk+1, k
=
αk+1, k
σk+1, k
[
αk+2, k+1
σk+2, k+1
un, k+2 + uk+2, k+1
]
+ uk+1, k
...
=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
ui+1, i + uk+1, k
=
n−1∑
i=k
σi−kui+1, i (1 +O(ρ
k)).
Moreover, uji+1, i ≍ ∂zjεi(τFi+1) for each 1 ≤ j ≤ m. Then u
j
n, k converges to the number, say
u
j
∗, k for each j = 1, 2, . . . , m super exponentially fast by the similar reason for d
j
n, k. Let us
see the recursive formula of tn, k
(5.3)
tn, k =
αk+1, k
σk+1, k
tn, k+1 + tk+1, k + uk+1, k · dn, k+1
=
αk+1, k
σk+1, k
[
αk+2, k+1
σk+2, k+1
tn, k+2 + tk+2, k+1 + uk+2, k+1 · dn, k+2
]
+ tk+1, k + uk+1, k · dn, k+1
...
=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
ti+1, i + tk+1, k +
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
ui+1, i · dn, i+1 + uk+1, k · dn, k+1
=
n−1∑
i=k
σi−k
[
ti+1, i + ui+1, i · dn, i+1
]
(1 +O(ρk)).
By the equations (5.1), (5.2) and (5.3), we obtain the recursive formula of tn, k − un, k · dn, k
as follows
tn, k − un, k · dn, k
=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
[
ti+1, i + ui+1, i · dn, i+1
]
+ tk+1, k + uk+1, k · dn, k+1
−
[
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
ui+1, i + uk+1, k
]
· dn, k
=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
[
ti+1, i + ui+1, i · dn, i+1 − ui+1, i · dn, k
]
+ tk+1, k + uk+1, k · dn, k+1 − uk+1, k · dn, k
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=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
[
ti+1, i − ui+1, i · di+1, k
]
+ tk+1, k − uk+1, k · dk+1, k
=
n−1∑
i=k
σi−k
[
ti+1, i − ui+1, i · di+1, k
]
(1 +O(ρk)).
Recall the expression of the derivative of the coordinate change map at the tip on each level
(Dk+1k )
−1 =
(αk)−1 (σk)−1
(σk)
−1 · Idm×m
 ·
1 −tk + uk · dk −uk1
−dk Idm×m
 .
Since Hk(w) = (fk(x)− εk(w), y, z− δk(y, f
−1
k (y), 0)), we see that ∂yεk(τFk) ≍ −tk +uk ·dk
for every k ∈ N. Moreover, the fact that ti+1, i−ui+1, i ·di+1, i ≍ ∂yεi(τFi+1) and |ui+1, i ·dn, i|
is super exponentially small for each i < n implies that tn, k converges to a number, say t∗, k
super exponentially fast.

Recall the expression of the map Ψnk from B(R
nF ) to Bn−k
v
(RkF )
Ψnk(w) =
1 tn, k un, k1
dn, k 1
αn, k σn, k
σn, k · Idm×m
 x+ Snk (w)y
z+Rn, k(y)

where v = vn−k ∈ W n−k.
Proposition 5.2. Let F ∈ IB(ε¯) and Ψnk be the map from B(R
nF ) to B(RkF ) as the
conjugation between (RkF )2
n−k
and RnF . Let Rn, k(y) be the non linear part of piz ◦ Ψnk
depending on the second variable y. Then both Rn, k(y) and (Rn, k)
′(y) converges to zero
exponentially fast as n→∞. In particular,
‖Rn, k‖ ≤ C σ
n−k, ‖(Rn, k)
′‖ ≤ C σn−k
for some C > 0.
Proof. Let w = (x, y, z) be the point in B(RnF ) and let Ψnn−1(w) be w
′ = (x′, y′, z′). Recall
Ψnk = Ψ
n
n−1 ◦Ψ
n−1
k . Thus
z′ = piz ◦Ψ
n
n−1(w) = σn, n−1
[
dn, n−1 y + z+Rn,n−1(y)
]
y′ = piy ◦Ψ
n
n−1(w) = σn, n−1 y.
Then by the similar calculation and the composition of Ψn−1k and Ψ
n
n−1, we obtain the
recursive formula of piz ◦Ψnk as follows
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(5.4)
piz ◦Ψ
n
k(w) = σn, k
[
dn, k y + z+Rn, k(y)
]
= piz ◦Ψ
n−1
k (w
′) = σn−1, k
[
dn−1, k y
′ + z′ +Rn−1, k(y
′)
]
= σn−1, k
[
dn−1, k σn, n−1 y + σn, n−1
[
dn, n−1y + z+Rn,n−1(y)
]
+Rn−1, k(σn, n−1 y)
]
= σn, k (dn−1, k + dn, n−1)y + σn, k z+ σn, kRn, n−1(y) + σn−1, kRn−1, k(σn, n−1 y).
By Proposition 5.1, dn, k = dn−1, k + dn, n−1. Let us compare the left side of (5.4) with the
right side of it. Recall the equation σn, k = σn, n−1 · σn−1, k. Then
(5.5) Rn, k(y) = Rn, n−1(y) +
1
σn, n−1
Rn−1, k(σn, n−1 y).
The map Rn, k(y) has the expression of each coordinate maps, that is,
Rn, k(y) = (R
1
n, k(y), R
2
n, k(y), . . . , R
m
n, k(y))
for k < n and for 1 ≤ j ≤ m. Each Rjn, k(y) is the sum of second and higher order terms of
pizj ◦Ψ
n
k for k < n. Thus
(5.6) Rjn, k(y) = a
j
n, k y
2 + Ajn, k(y) · y
3
Moreover, ‖Rjn, n−1‖ = O(ε¯
2n−1) because Rjn, n−1(y) is the second and higher order terms
of the map pizj ◦ δn−1(σn, n−1 y, f
−1
n−1(σn, n−1 y), 0). The equation (5.5) is applies to each
coordinate maps. Then
Rjn, k(y) =
1
σn, n−1
Rjn−1, k(σn, n−1 y) + c
j
n, k y
2 +O(ε¯2
n−1
y3)
where cjn, k = O(ε¯
2n−1). The recursive formula for ajn, k and A
j
n, k as follows
Rjn, k(y) =
1
σn, n−1
(
ajn−1, k · (σn, n−1 y)
2 + Ajn−1, k(σn, n−1 y) · (σn, n−1 y)
3
)
+O(ε¯2
n−1
y3).
Then ajn, k = σn, n−1 a
j
n−1, k + c
j
n, k and ‖A
j
n, k‖ ≤ ‖ σn, n−1‖
2‖Ajn−1, k‖ + O(ε¯
2n−1). Hence, for
each fixed k < n, ajn, k → 0 and A
j
n, k → 0 exponentially fast as n → ∞. R
j
n, k(y) converges
to zero as n→∞ exponentially fast.
Let us estimate ‖ (Ajn, k)
′‖ in order to measure how fast (Rjn, k)
′(y) is convergent. By the
similar method of the recursive formula of Rjn, k(y), we have the expression and recursive
formula of (Rjn, k)
′(y) as follows
(Rjn, k)
′(y) = 2 ajn, k y + 3A
j
n, k(y) · y
2 + (Ajn, k)
′(y) · y3
(Rjn, k)
′(y) = (Rjn, n−1)
′(y) +Rjn−1, k(σn, n−1 y)
= Rjn−1, k(σn, n−1 y) + 2 c
j
n, k y +O(ε¯
2n−1y2).
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Then
(Rjn, k)
′(y) = 2 ajn−1, k σn, n−1 y + 3A
j
n−1, k(σn, n−1 y) · (σn, n−1 y)
2
+ (Ajn, k)
′(σn, n−1 y) · (σn, n−1 y)
3 + 2 cjn, k y +O(ε¯
2n−1y2).
Let us compare quadratic and higher order terms of (Rjn, k)
′(y)
3Ajn, k(y) · y
2 + (Ajn, k)
′(y) · y3 = 3Ajn−1, k(σn, n−1 y) · (σn, n−1 y)
2
+ (Ajn, k)
′(σn, n−1 y) · (σn, n−1 y)
3 +O(ε¯2
n−1
y2).
Thus
(Ajn, k)
′(y) y = (Ajn, k)
′(σn, n−1 y) · σ
3
n, n−1 y − 3A
j
n, k(y) + 3A
j
n−1, k(σn, n−1 y) · σ
2
n, n−1
+ O(ε¯2
n−1
).
Then
‖(Ajn, k)
′‖ ≤ ‖(Ajn−1, k)
′‖ · ‖σn, n−1‖
3 + 3‖Ajn, k‖+ 3‖A
j
n−1, k‖ · ‖ σn, n−1‖
2 +O(ε¯2
n−1
)
≤ ‖ (Ajn−1, k)
′‖ · ‖ σn, n−1‖
3 + C‖ σn, n−1‖
2
for some C > 0. Then (Ajn, k)
′ → 0 as n → ∞ exponentially fast. Then so does (Rjn, k)
′(y)
exponentially fast for all 1 ≤ j ≤ m. Furthermore, since |ajn, k|, ‖A
j
n, k‖ and ‖(A
j
n, k)
′‖ are
bounded above by C σn−k for some C > 0 and for every 1 ≤ j ≤ m, so does the norm of
Rn, k and (Rn, k)
′, that is,
‖Rn, k‖ ≤ C σ
n−k, ‖(Rn, k)
′‖ ≤ C σn−k.

Let w1 and w2 be two points in B(RnF ) and wj = (xj , yj, zj) for j = 1, 2 for the next
Proposition. Let Ψni,v(w
j) = wji for i ∈ N and j = 1, 2. In particular, let w˙
j = (x˙j, y˙j, z˙j)
be Ψnk(w
j) for j = 1, 2.
Proposition 5.3. Let F ∈ IB(ε¯). Then
z˙1 − z˙2 = piz ◦Ψ
n
k(w
1)− piz ◦Ψ
n
k(w
2) = σn, k · (z
1 − z2) + σn, k
n−1∑
i=k
qi(σn, i y¯) · (y
1 − y2)
where y¯ is in the line segment between y1 and y2. Moreover,
n−1∑
i=k
qi ◦ (σn, i y¯) · (y
1 − y2) = dn, k · (y
1 − y2) +Rn, k(y
1)−Rn, k(y
2).
Proof. Firstly, let us express piz◦Ψnk(w). Let p i(y) be δi(y, f
−1
i (y), 0) in order to simplify the
expression. Recall the definition of qi(y), namely,
d
dy
p i(y) = qi(y). Let Ψ
n
i,v(w) = wi for k ≤
i ≤ n−1 and let wi = (xi, yi, zi).
1 Let w = wn. Recall piz◦ψ
i+1
i (wi+1) = σi zi+1+p i(σi yi+1).
Since Ψnk = ψ
k+1
k ◦Ψ
n
k+1, we estimate zk using recursive formula
1For notational compatibility, let Ψii = id and let σi, i = 1 for every i ∈ N.
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(5.7)
zk = piz ◦Ψ
n
k(w) = piz ◦ ψ
k+1
k (wk+1)
= σk · zk+1 + p k(σk · yk+1)
= σk
[
σk+1 · zk+2 + p k+1(σk+1 · yk+2)
]
+ p k(σk · yk+1)
= σkσk+1 · zk+2 + σk · p k+1(σk+1 · yk+2) + p k(σk · yk+1)
...
= σkσk+1 · · ·σn−1 · z+
[
σkσk+1 · · ·σn−2 · pn−1(σn−1 · y)
+ σkσk+1 · · ·σn−3 · pn−2(σn−2 · yn−1) + · · ·+ p k(σk · yk+1)
]
= σn, k · z+ σn−1, k · pn−1(σn−1 · y) + σn−2, k · pn−2(σn−2 · yn−1) + · · ·+ p k(σk · yk+1)
= σn, k · z+
n−1∑
i=k
σi, k · p i(σi · yi+1)
where σk+1, k = σk. Moreover, Hi ◦ Λi(w) = (φ
−1
i (σiw), σi y, •) for each k ≤ i ≤ n − 1.
Thus
σn, i · y = σi · yi+1 = yi
Secondly, let us estimate z˙1− z˙2 = piz◦Ψnk(w
1)−piz◦Ψnk(w
2) where wj ∈ B(RnF ) for j = 1, 2.
By the equation (5.7) and Mean Value Theorem, we obtain that
(5.8)
z˙1 − z˙2 = piz ◦Ψ
n
k(w
1)− piz ◦Ψ
n
k(w
2)
= σn, k · (z
1 − z2) +
n−1∑
i=k
σi, k ·
[
p i(σi · y
1
i+1)− p i(σi · y
2
i+1)
]
= σn, k · (z
1 − z2) +
n−1∑
i=k
σi, k ·
[
p i(σn, i · y
1)− p i(σn, i · y
2)
]
= σn, k · (z
1 − z2) +
n−1∑
i=k
σi, k · q i ◦ (σn, i · y¯) · σn, i+1 · (y
1 − y2)
= σn, k · (z
1 − z2) + σn, k
n−1∑
i=k
q i ◦ (σn, i · y¯) · (y
1 − y2)
where y¯ is in the line segment between y1 and y2 which is contained in piy◦B(RnF ). Moreover,
by the expression of Ψnk ,
piz ◦Ψ
n
k(w) = σn, k
[
dn, k y + z +Rn, k(y)
]
.
Then
(5.9)
z˙1 − z˙2 = piz ◦Ψ
n
k(w
1)− piz ◦Ψ
n
k(w
2)
= σn, k
[
dn, k (y
1 − y2) + (z1 − z2) +Rn, k(y
1)−Rn, k(y
2)
]
= σn, k · (z
1 − z2) + σn, k ·
[
dn, k (y
1 − y2) +Rn, k(y
1)−Rn, k(y
2)
]
.
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Compare equations (5.8) and (5.9). Then
n−1∑
i=k
q i ◦ (σn, i · y¯) · (y
1 − y2) = dn, k (y
1 − y2) +Rn, k(y
1)−Rn, k(y
2)
for k < n. The proof is complete. 
Corollary 5.4. Let F ∈ IB(ε¯). Then
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w)) = dn, k + (Rn, k)
′(y)
for every w ∈ B(RnF ) and for each k < n. Moreover,
lim
n→∞
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w)) = d∗, k.
The convergence is exponentially fast.
Proof. Let us compare the equation (5.8) and (5.9)
n−1∑
i=k
σi, k ·
[
p i (σn, i · y
1)− p i (σn, i · y
2)
]
= σn, k ·
[
dn, k (y
1 − y2) +Rn, k(y
1)−Rn, k(y
2)
](5.10)
n−1∑
i=k
σi, k ·
p i (σn, i · y1)− p i (σn, i · y2)
y1 − y2
= σn, k ·
[
dn, k +
Rn, k(y
1)−Rn, k(y2)
y1 − y2
]
.
(5.11)
Since both y1 and y2 are arbitrary, we may choose two points y and y + h instead of y1 and
y2. The differentiability of both pi and Rn, k enable us to take the limit of (5.11) as h→ 0.
Then
σn, k ·
n−1∑
i=k
q i ◦ (σn, i · y) = σn, k ·
[
dn, k + (Rn, k)
′(y)
]
for every y ∈ piy(B(RnF )). Moreover, dn, k → d∗, k as n → ∞ super exponentially fast by
Proposition 5.1 and (Rn, k)
′ converges to zero exponentially fast by Proposition 5.2. Hence,
lim
n→∞
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w)) = lim
n→∞
[
dn, k + (Rn, k)
′(y)
]
= d∗, k.

Let us collect the estimations of numbers and functions which are used in the following
sections.
(1) |tk+1, k|, ‖uk+1, k‖ and ‖dk+1, k‖ are O
(
ε¯2
k)
.
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(2) ‖un, k‖ and ‖dn, k‖ are O
(
ε¯2
k)
.
(3) σn, k = (−σ)n−k(1 + O(ρk)) and αn, k = σ2(n−k)(1 + O(ρk)) for k < n and for some
0 < ρ < 1.
(4) ‖Rk+1, k‖ is O
(
ε¯2
k)
.
(5) ‖Rn, k‖ and ‖(Rn, k)′‖ are O
(
σn−kε¯2
k)
by Proposition 5.2.
6. Unbounded geometry on the Cantor set
The unbounded geometry of a certain class of m+2 dimensional He´non-like maps would be
proved. The notations in this section is used in [HLM] and adapted in m + 2 dimensional
maps. Recall the pieces Bn
w
≡ Bn
w
(F ) = Ψn
w
(B) on the nth level or nth generation . The
word, w = (w1 . . . wn) ∈ W n := {v, c}n has length n. Recall that the map
w = (w1 . . . wn) 7→
n−1∑
k=0
wk+12
k
is the one to one correspondence between words of length n and the additive group of numbers
with base 2 mod 2n. Let the subset of the critical Cantor set on each pieces be Ow ≡ Bnw∩O.
Then by the definition of Ow, we have the following fact.
(1)
OF =
⋃
w∈Wn
Ow
(2) F (Bn
w
) ⊂ Bn
w+1 for every w = (w1 . . . wn) ∈ W
n.
(3) diam(Bn
w
) ≤ Cσn for some C > 0 depending only on B and ε¯.
Let the minimal distance between two boxes B1, B2 be the infimum of the distance between
all elements of each boxes and express this distance to be distmin(B1, B2).
Definition 6.1. The map F ∈ IB(ε) has the bounded geometry if
distmin(B
n+1
wv , B
n+1
wc ) ≍ diam(B
n+1
wν ) for ν ∈ {v, c}
diam(Bn
w
) ≍ diam(Bn+1
wν ) for ν ∈ {v, c}
for all w ∈ W n and for all n ≥ 0.
If F does not have bounded geometry, then we call OF has unbounded geometry.
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6.1. Horizontal overlap of two adjacent boxes. The proof of unbounded geometry
of the Cantor set requires to compare the diameter of box and the minimal distance of two
adjacent boxes. In order to compare these quantities, we would use the maps, Ψnk(w) and
Fk(w) with the two points w1 = (x1, y1, z1) and w2 = (x2, y2, z2) in Fn(B). Recall that
zj = (z
1
j , z
2
j , . . . , z
m
j ) for j = 1, 2. Let us each successive image of wj under Ψ
n
k(w) and Fk(w)
be w˙j, w¨j and
...
wj for j = 1, 2.
wj
✤
Ψn
k
// w˙j
✤ Fk
// w¨j
✤
Ψk
0
//
...
wj
For example, w˙j = Ψ
n
k(wj) and w˙j = (x˙j , y˙j, z˙j) for j = 1, 2. Let S1 and S2 be the (path)
connected set on Rm+2. If pix(S1)∩pix(S2) contains at least two points, then this intersection
is called the x−axis overlap or horizontal overlap of S1 and S2. Moreover, we say S1 overlaps
S2 on the x−axis or horizontally. Recall σ is the linear scaling of F∗, the fixed point of the
renormalization operator and σk = σ(1 +O(ρ
k)) for each k ∈ N.
Recall the map Ψnk from B(R
nF ) to Bn
v
(RkF ) where v = vn−k ∈ W n−k
Ψnk(w) =
1 tn, k un, k1
dn, k Idm×m
αn, k σn, k
σn, k · Idm×m
 x+ Snk (w)y
z+Rn, k(y)

where αn, k = σ
2(n−k)(1+O(ρk)) and σn, k = (−σ)n−k(1+O(ρk)). Thus for any w ∈ B(RnF )
we have the following equation
pix ◦Ψ
n
k(w) = αn, k(x+ S
n
k (w)) + σn, k
(
tn, k y + un, k · (z+Rn, k(y))
)
.
Let us find the sufficient condition of the horizontal overlapping. Horizontal overlapping
means that there exist two points w1 ∈ B1v(R
nF ) and w2 ∈ B1c (R
nF ) satisfying the equation
pix ◦Ψ
n
k(w1)− pix ◦Ψ
n
k(w2) = 0.
Equivalently,
(6.1)
αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k ·
{
z1 − z2 +Rn, k(y1)−Rn, k(y2)
}]
= 0.
Recall that x + Snk (w) = v∗(x) + O(ε¯
2k + ρn−k) for some 0 < ρ < 1. Since the universal
map v∗(x) is a diffeomorphism and |x1 − x2| = O(1), we have the estimation by mean value
theorem ∣∣ x1 + Snk (w1)− (x2 + Snk (w2))∣∣ = O(1).
Recall that τi is the tip of Fi for i ∈ N.
Proposition 6.1. Let F ∈ N ∩ IB(ε¯). Let b1 = b/bz where b is the average Jacobian of F
and bz is the universal number defined in Proposition 4.2. Then
b2
k
1 ≍ tn, k
for n > k + A where A is a uniform constant depending only on b1 and ε.
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Proof. Plugging τn into the equation (4.10) in Lemma 4.5. Then
(6.2)
∂yεk(τk) + Ek(τk) ·
n−1∑
i=k
qi ◦
(
piy(τi)
)
−Ek(τk) · (Zn(τn))
−1 · Yn(τn) = b
2k
1 a(pix(τk))(1 +O(ρ
k))
where x 7→ a(x) is the universal map. Recall that H−1k ◦Λ
−1
k = Ψ
k+1
k . Since F ∈ N , we have
(Zn(τn))
−1 · Yn(τn) +Xn(cFn) = (Zn(τn))
−1 ·
[
Yn(τn) + Zn(τn) ·Xn(cFn)
]
= 0
Thus ‖Ek(τk)‖ · ‖(Zn(τn))−1 · Yn(τn)‖ ≤ ‖Ek(τk)‖ · ‖Xn(cFn)‖ = O(ε
2kε2
n
). Let us find the
sufficient condition satisfying ε¯2
k
ε¯2
n
. b2
k
1 . If b1 ≥ ε¯
2, then ε¯2
k
ε¯2
n
≤ b2
k
1 for n > k. Assume
that b1 < ε¯
2 ≪ 1. Thus
ε¯2
n
ε¯2
k
. b2
k
1 ⇐⇒ (2
n + 2k) log ε¯ . 2k log b1
⇐⇒ 2n ≥ 2k
(
log b1
log ε¯
− 1
)
+ C0
for some positive C0 > 0. Define A as follows
(6.3) A =

0 where b1 ≥ ε¯2
C1 log2
(
log b1
log ε¯
− 1
)
where b1 < ε¯
2
Thus if n ≥ k +A, then ε¯2
k
ε¯2
k
. b2
k
1 . Let us compare each components of the derivatives of
D(Ψk+1k )
−1(τk) and (D
k+1
k )
−1 = D(Λk ◦ Hk)(τk). Then comparison of each elements of the
matrices shows that
(6.4)
tk+1, k − uk+1, k · dk+1, k =
αk+1, k
σk+1, k
· ∂yεk(τk)
uk+1, k =
αk+1, k
σk+1, k
· Ek(τk), di+1, i = qi ◦
(
piy(τi)
)
.
The equation, dn, k+1 =
n−1∑
i=k+1
di+1, i holds by Proposition 5.1. Then
(6.5)
tk+1, k + uk+1, k · dn, k+1 = tk+1, k − uk+1, k · dk+1, k + uk+1, k · dn, k
= tk+1, k − uk+1, k · dk+1, k + uk+1, k
n−1∑
i=k
di+1, i
=
αk+1, k
σk+1, k
[
∂yεk(τk) + Ek(τk) ·
n−1∑
i=k
qi ◦
(
piy(τi)
) ]
= b2
k
1 · σ · a(pix(τk))(1 +O(ρ
k)).
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Hence, by Proposition 5.1 again, tn, k is as follows
tn, k ≍
n−1∑
i=k
σi−k
[
ti+1, i + ui+1, i · dn, i+1
]
(1 +O(ρk))
≍ tk+1, k + uk+1, k · dn, k+1
≍ b2
k
1 .

Let us choose two points w′1 and w
′
2 in Fn(B). In particular, we may assume that wj ∈ ORnF
where piz(wj) = zj for j = 1, 2. Let w
′
1 and w
′
2 be the pre-image of w1 and w2 respectively.
Then
(6.6) |zj1 − z
j
2| = | δ
j
n(w
′
1)− δ
j
n(w
′
2)| ≤ Cj‖Dδ
j
n‖ · ‖w
′
1 − w
′
2‖ = O( ε¯
2n)
for some Cj > 0 and for 1 ≤ j ≤ m. Thus ‖z1 − z2‖ = O(ε¯2
n
).
Corollary 6.2. Let F ∈ N ∩ IB(ε¯). Suppose that Ψnk(B
n+1
v ) overlaps Ψ
n
k(B
n+1
c ) on x−axis.
In particular, pix ◦Ψnk(B
n+1
v )∩ pix ◦Ψ
n
k(B
n+1
c ) contains two points Ψ
n
k(w1) and Ψ
n
k(w2) where
w1 ∈ Bn+1v ∩ ORnF and w2 ∈ B
n+1
c ∩ ORnF . Then
σn−k ≍ b2
k
1
for every big enough k.
Proof. Recall the following equation
pix ◦Ψ
n
k(w) = αn, k
[
x+ Snk (w)
]
+ σn, k
[
tn, k y + un, k · (z+Rn, k(y))
]
.
Recall x+ Snk (w) = v∗(x) +O(ε¯
2k + ρn−k) where v∗(x) is a diffeomorphism and
| v∗(x1)− v∗(x2)| = | v
′
∗(x¯) · (x1 − x2)| ≥ C0 > 0
where x¯ is in the line segment between x1 and x2. Thus
x˙1 − x˙2 = αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k ·
{
z1 − z2 +Rn, k(y1)−Rn, k(y2)
}]
= αn, k
[
v′∗(x¯) · (x1 − x2) +O(ε¯
2k + ρn−k)
]
+ σn, k
[
tn, k(y1 − y2) + un, k ·
{
z1 − z2 + (Rn, k)
′(y¯) · (y1 − y2)
}]
.
Then by Proposition 6.1 and the estimations in the end of Section 5, we obtain that
(6.7)
∣∣ x˙1 − x˙2∣∣ = ∣∣∣ C3σ2(n−k) + σn−k [C4 b2k1 + C5 ε¯2k( ε¯2n + σn−kε¯2k) ]∣∣∣
=
∣∣∣ σ2(n−k) [C3 + C4 ε¯2k+1 ]+ σn−k [C4 b2k1 + C5 ε¯2k ε¯2n ]∣∣∣
≤ C5 σ
2(n−k) + C6 σ
n−k
[
b2
k
1 + ε¯
2k ε¯2
n ]
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for some constants C3, C4, and C5, which do not have to be positive. Let us take big enough
n which satisfies n ≥ k + A where A is the constant defined in Proposition 6.1. Then
b2
k
1 & ε¯
2k ε¯2
n
is satisfied. However, by the horizontal overlapping assumption x˙1 − x˙2 = 0 for
some two points x1 and x2. Hence,
σ2(n−k) ≍ σn−k b2
k
1 .

6.2. Unbounded geometry on the critical Cantor set. Let us assume that the x−axis
overlapping of two boxes, Ψnk,v(B
n+1
v ) and Ψ
n
k,v(B
n+1
c ). Under this assumption, we can
measure the upper bound the minimal distances of two adjacent boxes distmin(B
n
wv, B
n
wc ),
which are the image of Bn+1v and B
n+1
c under Ψ
k
0,v ◦ Fk ◦ Ψ
n
k,v respectively. Compare this
minimal distance with the lower bound of the diameter of the one of the above boxes. Then
Cantor attractor has the generic unbounded geometry. Moreover, this result is only related
to the universal constant b1 (Theorem 6.7).
Lemma 6.3. Let the He´non-like map F is in N ∩ IB(ε¯). Suppose that Bnvv(R
kF ) overlaps
Bn
vc(R
kF ) on the x−axis where the word v = vn−k ∈ W n−k. Then
distmin(B
n
wv, B
n
wc ) ≤ C
[
σ2kσn−kb2
k
1 + σ
2kσ2(n−k)ε¯2
k ]
where w = vkc vn−k−1 ∈ W n for some C > 0 and sufficiently big k and n ≥ k + A.
Proof. Recall the expression of the map Ψnk from B(R
nF ) to Bn−k
v
(RkF ).
Ψnk(w) =
1 tn, k un, k1
dn, k Idm×m
αn, k σn, k
σn, k · Idm×m
 x+ Snk (w)y
z+Rn, k(y)
 .
where v = vn−k ∈ W n−k. Let us choose two different points as follows
w1 = (x1, y1, z1) ∈ B
1
v(R
nF ) ∩ ORnF , w2 = (x2, y2, z2) ∈ B
1
c (R
nF ) ∩ ORnF .
Then by the above expression of Ψnk and the assumption of the overlapping on the x−axis,
we may assume the following estimation
x˙1 − x˙2 = 0
y˙1 − y˙2 = σn, k(y1 − y2)
z˙1 − z˙2 = σn, k
[
dn, k (y1 − y2) + z1 − z2 +Rn, k(y1)−Rn, k(y2)
]
.
Moreover, the definitions of Fk and Ψ
k
0,v implies that
...
y 1 −
...
y 2 = σk, 0 · (y¨1 − y¨2) = σk, 0 · (x˙1 − x˙2) = 0.
By mean value theorem and the fact that (x¨j , y¨j, z¨j) = R
kF (x˙j , y˙j, z˙j) for j = 1, 2, we
obtain the following equations
x¨1 − x¨2 = fk(x˙1)− εk(w˙1)−
[
fk(x˙2)− εk(w˙2)
](6.8)
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= −εk(w˙1) + εk(w˙2)
= −∂yεk(η) · (y˙1 − y˙2)− Ek(η) · (z˙1 − z˙2)
= −∂yεk(η) · σn, k(y1 − y2)
−Ek(η) · σn, k
[
dn, k (y1 − y2) + z1 − z2 +Rn, k(y1)−Rn, k(y2)
]
= −∂yεk(η) · σn, k(y1 − y2)− Ek(η) · σn, k
n−1∑
i=k
qi ◦ (σn, i y¯) · (y1 − y2)
−Ek(η) · σn, k(z1 − z2)
= −
[
∂yεk(η) + Ek(η) ·
n−1∑
i=k
qi ◦ (σn, i y¯)
]
· σn, k (y1 − y2)− Ek(η) · σn, k (z1 − z2)
where η is some point in the line segment between w˙1 and w˙2 in Ψ
n
k(B) and y¯ is in the
line segment between y1 and y2. The second last equation is involved with Proposition 5.3.
Recall that |y1 − y2| ≍ 1 and ‖z1 − z2‖ = O
(
ε¯2
n)
because every point in the critical Cantor
set OFn has its inverse image under Fn. Thus by Lemma 4.5, we obtain that
(6.9) | x¨1 − x¨2| ≤ C1 σ
n−k
[
b2
k
1 + ε
2kσn−k + ε2
k
ε2
n ]
.
Similarly, we have
z¨1 − z¨2
= δk(w˙1)− δk(w˙ 2)
= Yk(ζ) · (y˙1 − y˙2) + Zk(ζ) · (z˙1 − z˙2)
= Yk(ζ) · σn, k(y1 − y2) + Zk(ζ) · σn, k
[
dn, k(y1 − y2) + z1 − z2 +Rn, k(y1)−Rn, k(y2)
]
= Yk(ζ) · σn, k (y1 − y2) + Zk(ζ) · σn, k
n−1∑
i=k
qi ◦ (σn, i y¯) · (y1 − y2)
+ Zk(ζ) · σn, k (z1 − z2)
=
[
Yk(ζ) + Zk(ζ) ·
n−1∑
i=k
qi ◦ (σn, i y¯)
]
· σn, k (y1 − y2) + Zk(ζ) · σn, k (z1 − z2)
(6.10)
where ζ is some point in the line segment between w˙1 and w˙2 in Ψ
n
k(B). By Corollary 4.4,
the upper bounds of ‖z¨1 − z¨2‖ is
(6.11) ‖z¨1 − z¨2‖ ≤ C2 σ
n−k
[
σn−kε2
k
+ ε2
k
ε2
n ]
.
Recall
pix ◦Ψ
n
k(w) = αn, k
[
x+ Snk (w)
]
+ σn, k
[
tn, k y + un, k · (z+Rn, k(y))
]
.
Then the fact that y¨1 − y¨2 = 0 implies that
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(6.12)
...
x 1 −
...
x 2 = pix ◦Ψ
k
0(w¨1)− pix ◦Ψ
k
0(w¨2)
= αk, 0
[
(x¨1 + S
k
0 (w¨1))− (x¨2 + S
k
0 (w¨2))
]
+ σk, 0
[
tk, 0 (y¨1 − y¨2) + uk, 0 ·
(
z¨1 − z¨2 +Rk,0(y¨1)−Rk, 0(y¨2)
) ]
= αk, 0
[
v′∗(x¯) +O(ε¯+ ρ
k)
]
(x¨1 − x¨2) + σk, 0 · uk, 0 · (z¨1 − z¨2)
where x¯ is some point in the line segment between x¨1 and x¨2. Moreover,
(6.13)
...
z 1 −
...
z 2 = piz ◦Ψ
k
0(w¨1)− piz ◦Ψ
k
0(w¨2)
= σk, 0 (z¨1 − z¨2) + σk, 0
[
dk, 0(y¨1 − y¨2) +Rn, k(y¨1)−Rn, k(y¨2)
]
= σk, 0 (z¨1 − z¨2).
Let us apply the estimations in (6.9) and (6.11) to |
...
x 1 −
...
x 2| and ‖
...
z 1 −
...
z 2‖. Then the
minimal distance is bounded above as follows
(6.14)
distmin(B
n
wv, B
n
wc ) ≤ |
...
x 1 −
...
x 2|+ ‖
...
z 1 −
...
z 2‖
≤
[
σ2k · | x¨1 − x¨2| · v∗(x¯) + σ
k · (1 + ‖uk,0‖) ‖ z¨1 − z¨2‖
]
(1 +O(ρk))
≤ C3σ
2kσn−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
+ C4σ
kσn−k
[
σn−kε2
k
+ ε2
k
ε¯2
n ]
≤ C5
[
σ2kσn−kb2
k
1 + σ
2kσ2(n−k)ε¯2
k
+ σ2kσn−kε¯2
k
ε¯2
n
+ σkσ2(n−k)ε¯2
k
]
= C5
[
σ2kσ2(n−k)
(
b2
k
1 + ε¯
2k ε¯2
n)
+ σkσ2(n−k)
(
σkε¯2
k
+ ε¯2
k) ]
for some positive numbers C3, C4 and C5. Moreover, if n is big enough satisfying n ≥ k+A
where A is the constant defined in Proposition 6.1, then we obtain the condition, b2
k
1 & ε¯
2k ε¯2
n
.
Hence, the estimation (6.14) is refined as follows
(6.15)
distmin(B
n
wv, B
n
wc ) ≤ |
...
x 1 −
...
x 2|+ ‖
...
z 1 −
...
z 2‖
≤ C
[
σ2kσn−kb2
k
1 + σ
kσ2(n−k)ε¯2
k ]
for some C > 0. 
Let the box Bn
wv be Ψ
n
0,w(B
1
v(R
nF )) for the word w of length n.
Lemma 6.4. Let F ∈ N ∩ IB(ε¯). Take big enough n such that n ≥ k + A where A is the
number defined in Proposition 6.1 depending only on ε and b1. Then
diam(Bn
wv) ≥ |C1 σ
kσ2(n−k) − C2 σ
kσn−kb2
k
1 |
where w = vkc vn−k−1 ∈ W n for some positive constants C1 and C2.
Proof. Let us choose two points
wj = (xj, yj, zj) ∈ B
1
v(R
nF ) ∩ ORnF
for j = 1, 2 satisfying |x1 − x2| ≍ 1 and | y1 − y2| = O(1). Thus we may assume that
‖z1 − z2‖ = O(ε¯2
n
) by the equation (6.6). Recall that the diameter of the box Bn
wv is
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greater than the distance between any two points in Bn
wv. Let
...
wj = Ψ
k
0,v ◦ Fk ◦ Ψ
n
k,v(wj),
Ψk0,v(wj) = w˙j, and Fk(w˙j) = w¨j for j = 1, 2. Then
diam(Bn+1v ) = sup { ‖w1 − w2‖
∣∣ w1, w2 ∈ Bn+1v } ≍ 1.
We may assume that |x1 − x2| ≍ 1 and | y1 − y2| ≍ 1 by the appropriate choice of w1 and
w2. The definition of the He´non-like map, Fk and the coordinate change map, Ψ
k
0,v implies
that
diam(Bn
wv) ≥ ‖
...
w1 −
...
w2‖ ≥ |
...
y 1 −
...
y 2|
= | σk,0 (y¨1 − y¨2)|
= | σk,0 (x˙1 − x˙2)|
=
∣∣ σk, 0 [pix ◦Ψnk(w1)− pix ◦Ψnk(w2) ]∣∣
for any two points
...
w1,
...
w2 ∈ Bnwv. Recall the equation
pix ◦Ψ
n
k(w) = αn, k
[
x+ Snk (w)
]
+ σn, k
[
tn, k y + un, k · (z+Rn, k(y))
]
.
and recall x+ Snk (w) = v∗(x) +O(ε¯
2k + ρn−k) for a diffeomorphism v∗(x). Thus
| v∗(x1)− v∗(x2)| = | v
′
∗(x¯) · (x1 − x2)| ≥ C0 > 0
where x¯ is in the line segment between x1 and x2. Thus
x˙1 − x˙2 = αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k ·
{
z1 − z2 +Rn, k(y1)−Rn, k(y2)
}]
= αn, k
[
v′∗(x¯) · (x1 − x2) +O(ε¯
2k + ρn−k)
]
+ σn, k
[
tn, k(y1 − y2) + un, k ·
{
z1 − z2 + (Rn, k)
′(y¯) · (y1 − y2)
}]
Then by Proposition 6.1 and the estimations in the end of Section 5, we obtain that
(6.16)
∣∣ x˙1 − x˙2∣∣ = ∣∣∣ C3σ2(n−k) + σn−k [C4 b2k1 + C5 ε¯2k( ε¯2n + σn−kε¯2k) ]∣∣∣
=
∣∣∣ σ2(n−k) [C3 + C4 ε¯2k+1 ]+ σn−k [C4 b2k1 + C5 ε¯2k ε¯2n ]∣∣∣
for some constants C3, C4, and C5, which do not have to be positive. Let us take big enough n
satisfying n ≥ k+A where A is defined in Proposition 6.1. Thus we obtain that b2
k
1 & ε¯
2k ε¯2
n
.
Hence,
diam(Bn
w
) ≥
∣∣ ...y 1 − ...y 2∣∣ ≥ ∣∣ σk, 0 (x˙1 − x˙2)∣∣ ≥ ∣∣C1 σkσ2(n−k) − C2 σkσn−kb2k1 ∣∣
where w = vkc vn−k−1 ∈ W n.

Remark 6.1. In the above lemma, we may choose two points w1 and w2 which maximize
| x˙1 − x˙2|. Thus we may assume that
diam(Bn
w
) ≥ max {C1 σ
kσ2(n−k), C2 σ
kσn−kb2
k
1 }
with appropriate positive constants C1 and C2.
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For the generic geometry of the Cantor attractor, both k and n travels through any big
natural numbers toward the infinity. Then by the comparison of the diameter of the box
and minimal distance between adjacent boxes, OF has the unbounded geometry.
Proposition 6.5. Let Fb1 is an element of parametrized family for b1 ∈ [0, 1] in N ∩IB(ε¯).
If b2
k
1 ≍ σ
n−k for infinitely many k and n, then there exists b1 for Fb1 such that B
n
vv(R
kF )
overlaps Bn
vc(R
kF ) on the x−axis where the word v = vn−k ∈ W n−k. Furthermore Fb1 has
no bounded geometry on OFb1 .
Proof. Let us choose the two points
w1 = (x1, y1, z1) ∈ B
1
v(R
nF ) ∩ ORnF , w2 = (x2, y2, z2) ∈ B
1
c (R
nF ) ∩ ORnF
such that |x1 − x2| ≍ 1, |y1 − y2| ≍ 1. Recall ‖z1 − z2‖ = O(ε¯2
n
). Let w˙j = (x˙j , y˙j, z˙j) be
Ψnk(wj) for j = 1, 2. Thus
(6.17)
x˙1 − x˙2 = αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k ·
{
z1 − z2 +Rn, k(y1)−Rn, k(y2)
}]
.
Recall that αn, k = σ
2(n−k)(1 +O(ρk)), σn, k = (−σ)n−k(1 +O(ρk)) and x+ Snk (w) = v∗(x) +
O(ε¯2
k
+ρn−k). Since v∗ is a diffeomorphism and |x1−x2| ≍ 1, | v∗(x1)−v∗(x2)| ≍ 1 by mean
value theorem. Moreover, Proposition 6.1 implies that
b2
k
1 ≍ tn, k.
In addition to the above estimation, the fact that ‖(Rn, k)′‖ = O
(
σn−kε¯2
k)
and the estimation
in (6.7) implies that
(6.18)∣∣un, k · {z1 − z2 +Rn, k(y1)−Rn, k(y2)} ∣∣ ≤ ∥∥un, k · (z1 − z2)∥∥+ ∥∥(Rn, k)′(y¯) · (y1 − y2)∥∥
= O
(
ε¯2
k
ε¯2
n)
+O
(
σn−kε¯2
k)
.
If n ≥ k+A where A is the constant defined in Proposition 6.1, then we express the equation
(6.17) as follows
x˙1 − x˙2 = σ
2(n−k)
[
v∗(x1)− v∗(x2)
]
·
[
1 + rn, k b
2k
1 (−σ)
−(n−k)
]
(1 +O(ρk))
where rn, k depends uniformly on b1.
Let us compare the distance of two adjacent boxes and the diameter of the box for every big
k + A < n. Let us take n such that σn−k ≍ b2
k
1 . We may assume that B
n−k
vv (R
kF ) overlaps
Bn−k
vc (R
kF ) on the x−axis where v = vn−k−1 ∈ W n−k−1. By Lemma 6.4 and Lemma 6.3,
diam(Bn
wv) ≥
∣∣C1 σkσ2(n−k) − C2 σkσn−kb2k1 ∣∣
distmin(B
n
wv, B
n
wc) ≤ C0
[
σ2kσn−kb2
k
1 + σ
kσ2(n−k)ε2
k ]
where w = vkc vn−k−1 ∈ W n for some numbers C0 > 0 and C1 and C2. Hence,
distmin(B
n
wv, B
n
wc) ≤ C σ
k diam(Bn
wv)
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for every sufficiently large k ∈ N and for some C > 0. Then the critical Cantor set has
unbounded geometry. 
Overlapping with σn−k ≍ b2
k
1 is valid almost everywhere with respect to Lebesgue measure
in [HLM].
Theorem 6.6 ([HLM]). Given any 0 < A0 < A1, 0 < σ < 1 and any p ≥ 2, the set of
parameters b ∈ [0, 1] for which there are infinitely many 0 < k < n satisfying
A0 <
bp
k
σn−k
< A1
is a dense Gδ set with full Lebesgue measure.
Unbounded geometry is almost everywhere property in the parameter set of b1 for every fixed
b2. By Corollary 6.2, the condition of the overlapping of two adjacent boxes, B
n−k
vv (R
kF )
and Bn−k
vc (R
kF ) on the x−axis implies that
σn−k ≍ b2
k
1
for infinitely many k and n. Then
Theorem 6.7. Let Fb1 be an element of parametrized space in N ∩ IB(ε) with b1 = bF /bz.
Then there exists a small interval [0, b•] for which there exists a Gδ subset S ⊂ [0, b•] with
full Lebesgue measure such that the critical Cantor set, OFb1 has unbounded geometry for all
b1 ∈ S.
7. Non rigidity on the critical Cantor set
Let F and F˜ be He´non-like maps in N ∩ IB(ε¯). Let the universal number b1 and b˜1 are for
the map F and F˜ . Non rigidity on the Cantor set with respect to the universal constant
b1 means that the homeomorphism between critical Cantor sets, OF and OF˜ is at most
α−Ho¨lder continuous with a constant α < 1 (Theorem 7.2 below). This kind of non rigidity
phenomenon is a generalization of two dimensional non rigidity theorem in [CLM]. However,
non rigidity theorem in three or higher dimension only depends essentially on the contracting
rate b1 from two dimensional He´non-like map in higher dimension.
7.1. Bounds of the distance between two points. Let us consider the box
Bn
w
= Ψk0 ◦ Fk ◦Ψ
n
k(B)
where B = B(RnF ). Since diamB(RnF ) ≍ diamB1v(R
nF ), by Lemma 6.4 we have the
estimation of the lower bound of diamB(RnF ) as follows
(7.1) diam(Bn
w
) ≥
∣∣C1 σkσ2(n−k) − C2 σkσn−kb2k1 ∣∣
where w = vkc vn−k−1 ∈ W n for some constants C1 and C2. Let us estimate the upper bound
of the distance.
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Lemma 7.1. Let F ∈ N ∩ IB(ε¯). Then
diam(Bn
w
) ≤ C
[
σkσ2(n−k) + σkσn−kb2
k
1
]
where w = vkc vn−k−1 ∈ W n for some C > 0.
Proof. Recall the map Ψnk from B(R
nF ) to Bn
v
(RkF ).
Ψnk(w) =
1 tn, k un, k1
dn, k Idm×m
αn, k σn, k
σn, k · Idm×m

 x+ S
n
k (w)
y
z +Rn, k(y)
 .
where v = vn−k ∈ W n−k. Let us choose the two points
w1 = (x1, y1, z1) ∈ B
1
v(R
nF ) ∩ ORnF , w2 = (x2, y2, z2) ∈ B
1
c (R
nF ) ∩ ORnF .
Recall w˙j = Ψ
n
k(wj), w¨j = Fk(w˙j) and
...
wj = Ψ
k
0(w¨j) for j = 1, 2. Observe that |x1 − x2| and
|y1 − y2| is O(1). We may assume that ‖z1 − z2‖ = O(ε¯2
n
) because ORnF is a completely
invariant set under RnF . By Corollary 6.2 and the equation (6.7), we have
(7.2)
x˙1 − x˙2 = αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k ·
{
z1 − z2 +Rn, k(y1)−Rn, k(y2)
}]
= αn, k
[
v′∗(x¯) +O(ε¯
2k + ρn−k)
]
(x1 − x2)
+ σn, k
[
tn, k(y1 − y2) + un, k ·
{
z1 − z2 +Rn, k(y1)−Rn, k(y2)
}]
≤ C
[
σ2(n−k) + σn−kb2
k
1 + σ
2(n−k)ε¯2
k ]
for some C > 0. Moreover,
y˙1 − y˙2 = σn, k(y1 − y2)
z˙1 − z˙2 = σn, k
[
dn, k(y1 − y2) + z1 − z2 +Rn, k(y1)−Rn, k(y2)
]
.
By the equation (6.8), we estimate the distance between each coordinates of Fk(w˙1) and
Fk(w˙2) as follows
x¨1 − x¨2 = fk(x˙1)− εk(w˙1)− [fk(x˙2)− εk(w˙2)]
= f ′k(x¯) · (x˙1 − x˙2)− εk(w˙1) + εk(w˙2)
= [ f ′k(x¯)− ∂xεk(η) ] · (x˙1 − x˙2)− ∂yεk(η) · (y˙1 − y˙2)−Ek(η) · (z˙1 − z˙2)
= [ f ′k(x¯)− ∂xεk(η) ] · (x˙1 − x˙2)− ∂yεk(η) · σn, k(y1 − y2)
− Ek(η) · σn, k
[
dn, k(y1 − y2) + z1 − z2 +Rn, k(y1)−Rn, k(y2)
]
y¨1 − y¨2 = x˙1 − x˙2
z¨1 − z¨2 = δk(w˙1)− δk(w˙2)
= Xk(ζ) · (x˙1 − x˙2) + Yk(ζ) · (y˙1 − y˙2) + Zk(ζ) · (z˙1 − z˙2)
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= Xk(ζ) · (x˙1 − x˙2) + Yk(ζ) · σn, k(y1 − y2)
+ Zk(ζ) · σn, k
[
dn, k(y1 − y2) + z1 − z2 +Rn, k(y1)−Rn, k(y2)
]
where η and ζ are some points in the line segment between w˙1 and w˙2 in Ψ
n
k(B). The
equations (6.8) and (6.9) in Lemma 6.3 implies that
(7.3) | x¨1 − x¨2| ≤ | f
′
k(x¯)− ∂xεk(η) | · | x˙1 − x˙2|+ C2 σ
n−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
and the equations (6.10) and (6.11) in the same Lemma implies that
(7.4) ‖ z¨1 − z¨2‖ ≤ ‖Xk(ζ)‖ · | x˙1 − x˙2|+ C3 σ
n−k
[
σn−kε¯2
k
+ ε¯2
k
ε¯2
n ]
.
Then the difference of each coordinates of Ψk0(w¨1) and Ψ
k
0(w¨2) as follows
(7.5)
...
x 1 −
...
x 2 = pix ◦Ψ
k
0(w¨1)− pix ◦Ψ
k
0(w¨2)
= αk, 0
[
(x¨1 + S
k
0 (w¨1))− (x¨2 + S
k
0 (w¨2))
]
+ σk, 0
[
tk, 0 (y¨1 − y¨2) + uk, 0 ·
(
z¨1 − z¨2 +Rk, 0(y¨1)−Rk,0(y¨2)
) ]
= αk, 0
[
v′∗(x¯) +O(ε¯+ ρ
k)
]
(x¨1 − x¨2) + σk, 0 · uk, 0 · (z¨1 − z¨2)
+ σk, 0
[
tk, 0 (x˙1 − x˙2) + uk, 0 ·
(
Rk,0(x˙1)−Rk,0(x˙2)
) ]
(7.6)
...
y 1 −
...
y 2 = σk, 0 (y¨1 − y¨2) = σk, 0 (x˙1 − x˙2)
...
z 1 −
...
z 2 = piz ◦Ψ
k
0(w¨1)− piz ◦Ψ
k
0(w¨2)
= σk, 0 (z¨1 − z¨2) + σk, 0
[
dk, 0(y¨1 − y¨2) +Rn, k(y¨1)−Rn, k(y¨2)
]
= σk, 0 (z¨1 − z¨2) + σk, 0
[
dk, 0(x˙1 − x˙2) +Rn, k(x˙1)−Rn, k(x˙2)
]
.
Let us calculate a upper bound of the distance, ‖
...
w1 −
...
w2‖. Applying the estimation (7.3)
and (7.4), we obtain that
‖
...
w1 −
...
w2‖ ≤ |
...
x 1 −
...
x 2|+ |
...
y 1 −
...
y 2|+ ‖
...
z 1 −
...
z 2‖
≤
∣∣αk, 0[ v′∗(x¯) +O(ε¯+ ρk) ](x¨1 − x¨2) + σk, 0 · uk, 0 · (z¨1 − z¨2)
+ σk, 0
[
tk, 0 (x˙1 − x˙2) + uk, 0 ·
(
Rk, 0(x˙1)−Rk,0(x˙2)
) ]∣∣
+
∣∣ σk, 0 (x˙1 − x˙2) ∣∣+ ∥∥ σk, 0 (z¨1 − z¨2) + σk, 0[dk, 0(x˙1 − x˙2) +Rn, k(x˙1)−Rn, k(x˙2) ]∥∥
≤
∣∣αk, 0[ v′∗(x¯) +O(ε¯+ ρk) ] · | f ′(x¯)− ∂xεk(η) | · | x˙1 − x˙2|
+
∣∣αk, 0[ v′∗(x¯) +O(ε¯+ ρk) ] · C2 σn−k[ b2k1 + ε¯2kσn−k + ε¯2k ε¯2n ]∣∣
+
∣∣ σk, 0 [ 1 + | tk,0|+ ‖dk, 0‖ ] (x˙1 − x˙2) ∣∣+ ∣∣σk, 0 [ 1 + ‖uk, 0‖ ]∣∣ · ∥∥(Rn, k)′(x˜) · (x˙1 − x˙2)∥∥
+
∣∣ σk, 0 [ 1 + ‖uk,0‖ ]∣∣ · [ ‖Xk(ζ)‖ · ∣∣x˙1 − x˙2∣∣ + C3 σn−k(σnε¯2k + ε¯2k ε¯2n)]
After factoring out | x˙1 − x˙2| , the inequality continues as follows
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≤ C5 σ
k| x˙1 − x˙2|+ C5 σ
2kσn−k
[
b2
k
1 + ε¯
2k ε¯2
n ]
+ C6 σ
kσn−k
[
σn−kε¯2
k
+ ε¯2
k
ε¯2
n ]
≤ C7 σ
k
[
σ2(n−k) + σn−k(b2
k
1 + ε¯
2k ε¯2
n
)
]
+ C5 σ
2kσn−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
+ C6 σ
kσn−k
[
σn−kε¯2
k
+ ε¯2
k
ε¯2
n ]
for some positive constants, Cj, 2 ≤ j ≤ 7 which are independent of k and n. The second
last line holds by the estimation in (7.2) and ‖(Rn, k)′‖ in Proposition 5.2. Then the above
estimation continues
≤ C7 σ
k
[
σ2(n−k) + σn−k(b2
k
1 + ε¯
2k ε¯2
n
)
]
+ C5 σ
2kσn−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
+ C8 σ
kσ2(n−k)ε¯2
k
≤
(
C7 + C5 σ
kε¯2
k
+ C8 ε¯
2k
)
σkσ2(n−k) +
(
C7 + C5 σ
k) σkσn−kb2
k
1
+
(
C7 + C5 σ
k
)
σkσn−kε¯2
k
ε¯2
n
for some positive constant C8. Moreover, if n ≥ k + A where A is the number defined in
Proposition 6.1, then
b2
k
1 & ε¯
2k ε¯2
n
.
Hence,
diam(Bn
w
) ≤ C
[
σkσ2(n−k) + σkσn−kb2
k
1
]
where w = vkc vn−k−1 ∈ W n for some C > 0. 
Remark 7.1. Lemma 6.4 and Lemma 7.1 implies the lower and upper bounds of diamBw
where Bw = Ψ
k
0 ◦ Fk ◦Ψ
n
k(B(R
nF )) as follows
C0 σ
k| x˙1 − x˙2| ≤ diamBw ≤ C1 σ
k| x˙1 − x˙2|
for every big enough k ∈ N, that is, diamBw ≍ σ
k| x˙1 − x˙2|.
7.2. Non rigidity on the Cantor set with respect to b1.
Theorem 7.2. Let He´non-like maps F and F˜ be in N∩IB(ε¯). Let b1 be the ratio bF/bz where
bF is the average Jacobian and bz for F is the number defined in Proposition 4.2. The number
b˜1 is defined by the similar way for the map F˜ . Let φ : OF˜ → OF be a homeomorphism which
conjugate FOF and F˜OF˜ and φ(τF˜ ) = τF . If b1 > b˜1, then the Ho¨lder exponent of φ is not
greater than
1
2
(
1 +
log b1
log b˜1
)
.
Proof. Let two points w1 and w2 be in B
1
v(R
nF ) and B1c (R
nF ) respectively. Similarly, assume
that w˜1 and w˜2 are in B(R
nF˜ ). Let us define
...
wj = Ψ
k
0 ◦Fk ◦Ψ
n
k(wj) for j = 1, 2. The points...
w˜1 and
...
w˜2 are defined by the similar way. For sufficiently large k ∈ N, let us choose n
depending on k which satisfies the following inequality
σn−k+1 ≤ b˜2
k
1 < σ
n−k.
Observe that b2
k
1 ≫ b˜
2k
1 . By Lemma 6.4 and Lemma 7.1, we have the following inequalities
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dist(
...
w˜1,
...
w˜2) ≤ C0
[
σkσ2(n−k) + σkσn−k b˜2
k
1
]
≤ C1 σ
k b˜2
k
1 b˜
2k
1
dist(
...
w1,
...
w2) ≥
∣∣C2 σkσ2(n−k) − C3 σkσn−kb2k1 ∣∣ ≥ C4 σk b˜2k1 b2k1
for some positive Cj where j = 0, 1, 2, 3 and 4. Ho¨lder continuous function, φ with the Ho¨lder
exponent α has to satisfy
dist(
...
w1,
...
w2) ≤ C
(
dist(
...
w˜1,
...
w˜2)
)α
for some C > 0. Then we see that
σk b˜2
k
1 b
2k
1 ≤ C
(
σk b˜2
k
1 b˜
2k
1
)α
Take the logarithm both sides and divide them by 2k. After passing the limit, divide both
sides by the negative number, 2 log b˜1. Then the desired upper bound of the Ho¨lder exponent
is obtained
k log σ + 2k log b˜1 + 2
k log b1 ≤ logC + α
(
k log σ + 2k log b˜1 + 2
k log b˜1
)
k
2k
log σ + log b˜1 + log b1 ≤
1
2k
logC + α
(
k
2k
log σ + log b˜1 + log b˜1
)
log b˜1 + log b1 ≤ α · 2 log b˜1
α ≤
1
2
(
1 +
log b1
log b˜1
)
.

The best possible regularity of homeomorphic conjugation between two critical Cantor set
is unknown. In particular, the possible biggest Ho¨lder exponent of φ where F and F˜ are
two dimensional He´non-like map and bF = bF˜ . However, the average Jacobian of higher
dimensional He´non-like map in N ∩ IB(ε¯) less affects the non rigidity than the number b1.
In other words, in higher dimension we may less expect the rigidity between two different
Cantor attractors.
A. Recursive formula of Dδ1
The pre-renormalization of He´non-like map,
PRF = H ◦ F 2 ◦H−1
where H−1(w) = (φ−1(w), y, z + δ(y, f−1(y), 0)). Let Pre δ1 be piz ◦ PRF . The renormal-
ization of F , RF is Λ ◦ PRF ◦ Λ−1. The third coordinate of RF , δ1(w) is
1
σ0
Pre δ1(σ0w).
Recall that δ(w) = (δ1(w), δ2(w), . . . , δm(w)). Thus each partial derivatives of jth coordi-
nate function δj(w) is each partial derivatives of Pre δj1 at σ0w.
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Lemma A.1. Let F be the m+2 dimensional renormalizable He´non-like map. Let piz◦F = δ
and piz ◦RF = δ1. Then
∂xδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂xφ
−1(σ0w)
+ ∂xδ
j ◦ ψ1c (w)−
d
dx
δj(σ0x, f
−1(σ0x), 0)
∂yδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂yφ
−1(σ0w)
+
m∑
l=1
∂zlδ
j ◦ ψ1c (w) ·
[
∂yδ
j ◦ ψ1v(w) +
m∑
i=1
∂ziδ
l ◦ ψ1v(w) ·
d
dy
δi(σ0y, f
−1(σ0y), 0)
]
∂ziδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂ziφ
−1(σ0w)
+
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂ziδ
l ◦ ψ1v(w)
for 1 ≤ j ≤ m and 1 ≤ i ≤ m.
Proof. The expression of Pre δ1 is as follows
Pre δ1(w) = δ ◦ F ◦H
−1(w)− δ(x, f−1(x), 0)
= δ(x, φ−1(w), δ ◦H−1(w))− δ(x, f−1(x), 0).
Recall δ(w) = (δ1(w), δ2(w), . . . , δm(w)). The jth coordinate function of δj1(w) or Pre δ
j
1(w)
is defined similarly for 1 ≤ j ≤ m. Let us calculate ∂xPre δ
j
1(w)
∂xPre δ
j
1(w)
=
∂
∂x
(
δj ◦ F ◦H−1(w)
)
−
d
dx
δj(x, f−1(x), 0)
=
∂
∂x
δj(x, φ−1(w), δ ◦H(w))−
d
dx
δj(x, f−1(x), 0)
= ∂xδ
j ◦ (F ◦H−1(w)) + ∂yδ
j ◦ (F ◦H−1(w)) · ∂xφ
−1(w)
+
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) · ∂x( δ
l ◦H−1(w))−
d
dx
δj(x, f−1(x), 0)
= ∂xδ
j ◦ (F ◦H−1(w)) + ∂yδ
j ◦ (F ◦H−1(w)) · ∂xφ
−1(w)
+
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) · ∂xδ
l ◦H−1(w) · ∂xφ
−1(w)−
d
dx
δj(x, f−1(x), 0)
=
[
∂yδ
j ◦ (F ◦H−1(w)) +
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) · ∂xδ
l ◦H−1(w)
]
· ∂xφ
−1(w)(A.1)
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+ ∂xδ
j ◦ (F ◦H−1(w))−
d
dx
δj(x, f−1(x), 0).
Recall that ψ1v(w) = H
−1(σ0w) and ψ
1
c (w) = F ◦H
−1(σ0w). Since ∂xδ
j
1(w) = ∂xPre δ
j
1(σ0w),
equation (A.1) implies that
∂xδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂xφ
−1(σ0w)
+ ∂xδ
j ◦ ψ1c (w)−
d
dx
δj(σ0x, f
−1(σ0x), 0)
for each 1 ≤ j ≤ m. Let us calculate ∂yPre δ
j
1(w)
∂yPre δ
j
1(w)
=
∂
∂y
(
δj ◦ F ◦H−1(w)
)
−
d
dy
δj(x, f−1(x), 0)
=
∂
∂y
δj(x, φ−1(w), δ ◦H(w))
= ∂yδ
j ◦ (F ◦H−1(w)) · ∂yφ
−1(w) +
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) · ∂y( δ
l ◦H−1(w))
= ∂yδ
j ◦ (F ◦H−1(w)) · ∂yφ
−1(w) +
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w))
·
[
∂xδ
j ◦H−1(w) · ∂yφ
−1(w) + ∂yδ
j ◦H−1(w) +
m∑
i=1
∂ziδ
l ◦H−1(w) ·
d
dy
δi(y, f−1(y), 0)
]
=
[
∂yδ
j ◦ (F ◦H−1(w)) +
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) · ∂xδ
l ◦H−1(w)
]
· ∂yφ
−1(w)
+
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) ·
[
∂yδ
j ◦H−1(w) +
m∑
i=1
∂ziδ
l ◦H−1(w) ·
d
dy
δi(y, f−1(y), 0)
]
.
Then
∂yδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂yφ
−1(σ0w)
+
m∑
l=1
∂zlδ
j ◦ ψ1c (w) ·
[
∂yδ
j ◦ ψ1v(w) +
m∑
i=1
∂ziδ
l ◦ ψ1v(w) ·
d
dy
δi(σ0y, f
−1(σ0y), 0)
]
for each 1 ≤ j ≤ m. Let us calculate ∂ziPre δ
j
1(w) for 1 ≤ i ≤ m
∂ziPre δ
j
1(w)
=
∂
∂zi
(
δj ◦ F ◦H−1(w)
)
−
d
dzi
δj(x, f−1(x), 0)
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=
∂
∂zi
δj(x, φ−1(w), δ ◦H(w))
= ∂yδ
j ◦ (F ◦H−1(w)) · ∂ziφ
−1(w) +
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) · ∂zi( δ
l ◦H−1(w))
= ∂yδ
j ◦ (F ◦H−1(w)) · ∂ziφ
−1(w)
+
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) ·
[
∂xδ
l ◦H−1(w) · ∂ziφ
−1(w) + ∂ziδ
l ◦H−1(w)
]
=
[
∂yδ
j ◦ (F ◦H−1(w)) +
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) · ∂xδ
l ◦H−1(w)
]
· ∂ziφ
−1(w)
+
m∑
l=1
∂zlδ
j ◦ (F ◦H−1(w)) ·
m∑
i=1
∂ziδ
l ◦H−1(w).
∂ziδ
j
1(w) =
[
∂yδ
j ◦ ψ1c (w) +
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂xδ
l ◦ ψ1v(w)
]
· ∂ziφ
−1(σ0w)
+
m∑
l=1
∂zlδ
j ◦ ψ1c (w) · ∂ziδ
l ◦ ψ1v(w)
for each 1 ≤ i, j ≤ m. Hence, the proof is complete. 
B. Critical point of infinitely renormalizable
He´non-like map
The He´non-like map F has the tip if it is infinitely renormalizable. Let τk be the tip of R
kF
for k ∈ N. Define the critical point of RkF , cFk as (R
kF )−1(τk). For k < n, define Ψ
n
k,v and
Ψnk, c as follows
(B.1)
Ψnk,v = ψ
k+1
v ◦ ψ
k+2
v ◦ · · · ◦ ψ
n
v
Ψnk, c = ψ
k+1
c ◦ ψ
k+2
c ◦ · · · ◦ ψ
n
c .
Recall the equation between renormalized map
Fj+1 =
(
ψj+1v
)−1
◦ F 2j ◦ ψ
j+1
v
for k ≤ j < n.
Lemma B.1. Let F be the infinitely renormalizable He´non-like map. Then
Ψnk,v ◦ Fn = Fk ◦Ψ
n
k,c
for k < n.
Proof. Recall the equation ψj+1c = Fj ◦ ψ
j+1
v for k ≤ j < n. Thus
Fk ◦Ψ
n
k, c = Fk ◦ ψ
k+1
c ◦ ψ
k+2
c ◦ · · · ◦ ψ
n
c
40
=
[
Fk ◦ (Fk ◦ ψ
k+1
v )
]
◦ (Fk+1 ◦ ψ
k+2
v ) ◦ · · · ◦ (Fn−1 · ψ
n
v )
= ψk+1v ◦ ψ
k+2
v ◦ Fk+2 ◦ (Fk+2 ◦ ψ
k+3
v ) ◦ · · · ◦ (Fn−1 ◦ ψ
n
v )
...
= ψk+1v ◦ ψ
k+2
v ◦ · · · ◦ ψ
n
v ◦ Fn
= Ψnk,v ◦ Fn

Corollary B.2. Let F be the infinitely renormalizable He´non-like map. Let cFj is the critical
point of Fj for j ∈ N. Then
cFk = Ψ
n
k, c(cFn)
for k < n. Moreover,
{cFk} =
∞⋂
i=k
Ψik, c(B).
Proof. Lemma B.1 implies
Ψnk,v ◦ Fn(w) = Fk ◦Ψ
n
k,c(w)
for k < n. Then
Ψnk, c(cFn) = (Fk)
−1 ◦Ψnk,v ◦ Fn(cFn)
= (Fk)
−1 ◦Ψnk,v(τn)
= (Fk)
−1(τk)
= cFk
By the above equation, cFk ∈ Ψ
i
k,c(B) for every i > k. Furthermore,
Ψk+1k, c (B) ⊃ Ψ
k+2
k,c (B) ⊃ · · ·
is the nested sequence by the definition of Ψnk, c. Since diam (Ψ
n
k, c) ≤ Cσ
n−k where σ is the
universal scaling factor for k < n and for some C > 0. Then
lim
i→∞
Ψik, c(B) = {cFk}.
Hence, the intersection of Ψik,c(B) for all i > k is the set of critical point of Fk. 
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