In this paper, we study the limit behavior of the solutions to a class of nonlinear dispersive wave equations. We also demonstrate that the solutions to Eq. (1.1) converge to the solution to the corresponding BBM equation as the parameter γ converges to zero. And the convergence of solutions to Eq. (1.1) as α 2 → 0 is studied in H s (R), s > 3 2 . Given the discussion of the parameters in the nonlinear dispersive wave equation (1.1), one will obtain some conditions in which compacton and peakon occur.
Introduction
The nonlinear dispersive wave equation u t − α 2 u xxt + ku x + 3uu x + βu xxx = γ α 2 (2u x u xx + uu xxx ), u(0, x) = u 0 (x), t > 0, x ∈ R, (1.1)
has recently been investigated with regard to well-posedness and singularity formation by Yin [1] . He also showed the existence of smooth solitary waves for certain values of the parameters k and γ . For k = 0, Eq. (1.1) was found by Dai and Huo [2] as a model for nonlinear waves in cylindrical hyperelastic rods with u(t, x) representing the radial stretch related to a pre-stressed state. The study of special compressible materials leads to values of γ ranging from −29.476 to 3.417. In this case, the equation is not a long-wave model, but rather a narrow-banded spectrum approximation.
In [3] , the dynamic stability of solitary wave solutions of (1.1) was considered by H. Kalisch It was first found by Fokas and Fuchssteiner [4] , and later recovered as a water wave model by Camassa, Holm and Hyman in [5, 6] . They show that for all k, (1.2) has a Lax pair formulation, and for k = 0, (1.2) has traveling wave solutions to the form ce −|x−ct| , which is called peakon because they have a discontinuous first derivative at the wave peak. For every k, Eq. (1.2) is bi-Hamiltonian and thus possesses an infinite number of conservation law. Moreover, Eq. (1.2) has a simple multi-peakon which shows many fantastic properties. Recently, Johnson has given an account of the role of the Camassa-Holm equation as a long-wave model for water waves in a long uniform channel [7] . Besides being a model equation for water waves, the Camassa-Holm equation is also interesting due to its integrable bi-Hamiltonian structure. This property has led to many interesting developments, a sample of which can be found in [4] [5] [6] [8] [9] [10] [11] . One aspect of the integrability of the equation in case γ = 1 is that the solitary wave solutions are soliton (see [5, 12] ), and it is similar to the solitary wave solutions to the Korteweg-de Vries equation.
In [22] , the existence of global weak solutions to the Camassa-Holm equation is proved by using the method of compensated compactness. G. Rodriguez-Blanco demonstrated the Cauchy problem for the Camassa-Holm equation by the method of T. Kato (see [23] ). In [24] , Tang and Yang obtained the general explicit expressions of the two wave solutions to Eq. (1.2) by using the bifurcation phase portraits of the traveling wave system. Yet another application of the Camassa-Holm equation arises in the context of differential geometry, where it can be seen as a re-expression for geodesic flow on an infinite-dimensional Lie group (see [13, 14] ). In [34] [35] [36] , the authors study the solution property of peakon in generalized Dullin-Gottwald-Holm equation and generalized Degasperis-Procesi equation. When γ = 0, the diffeomorphism transformation
will formally simplify Eq. where k = 2ω. It is a well-known model for surface waves in a channel [15] , and the solitary waves are smooth. Despite having a Hamiltonian structure, the equation is not integrable and its solitary waves are not solitons [16] .
With α = 0 in Eq. (1.1) we find the well-known Korteweg-de Vries equation, which describes the unidirectional propagation of waves at the free surface of shallow water under the influence of gravity. u(x, t) represents the wave height above a flat bottom. x is proportional to distance in the direction of propagation and t is proportional to the time elapsed. The Cauchy problem of the KdV equation has been studied extensively (see [21, [25] [26] [27] [28] [29] [30] ). As soon as u 0 ∈ (H 1 R), the solution to the KdV equation is global (see [30] ). The equation is integrable (see [31] ) and its solitary waves are solitons (see [32] ). The traveling wave of the equation is linearly unstable (see [33] ). And in [25] , J.L. Bona and R. Scott demonstrated KdV equation as the limit of BBM equation. On the basis of the above researches, this paper studies the Cauchy problem, the behavior of solutions to the Cauchy problem for the nonlinear dispersive wave equation (1.1) as the dispersive parameter γ tends to zero. Given some a priori estimates, the locally strong or weak limit of the solution to the nonlinear dispersive wave equation (1.1) as the dispersive parameter γ tends to zero is obtained. By using the method in [17] , we can demonstrate that the solutions to the nonlinear dispersive wave equation (1.1) as α 2 tends to zero converges to the solution of corresponding KdV equation. Finally, we can obtain some condition in which compactons and peakons do occur after the discussion of the parameters in the nonlinear dispersive wave equation (1.1).
In the paper, main theorems are Theorems 3.2, 4.6, 5.3 and 5.4.
Notations.
We shall use the standard notation |•| p for the norm of the space
consists of all essentially bounded, Lebesgue measurable functions with the standard norm
And we denote the norm in the Sobolev space H s = H s (R) by
for s ∈ R. Heref (ξ) is the Fourier transform of f (x). We also define the operator Λ s α for any α, s ∈ R by the formula
and denote •,• s as the inner product on H s . In the paper, Section 1 gives the introduction. Section 2 deals with some a priori estimates. In Section 3, we research on the strong and weak limit behavior of solutions to (1.1) as γ → 0 and get the result that the solution converges to the solution of BBM equation under H s , s > 3/2. In Section 4, we study the behavior of solution of (1.1) as parameter α tends to zero and have that solution of (1.1) converges to the solution of KdV equation as ε → 0 under H s , s > 3, where ε denotes α 2 . In Section 5, we obtain some conditions in which compacton and peakon occur.
A priori estimates
We define p(
, where * denotes convolution. Using this identity, we can rewrite Eq. (1.1) as the following nonlocal form
Eq. (1.1) can be written in Hamiltonian form and has the following invariants
Similar to the discussion of Proposition 2.1 in [17] , one can see that Eq. (1.1) is suitable for applying Kato's theory (see [18] ). 
Moreover, the solution u to (1.1) depends continuously on the initial data u 0 .
According to the inequalities
the invariance of E(u) guarantees that all solutions to Eq. (1.1) are uniformly bounded as long as they exist. Considering the above, we can obtain the following results by applying the method of Theorem 2.2's proof in [17] . For later estimation of Sobolev norms of solutions, we will require the following basic inequalities, due to Y.A. Li and P.J. Olver [19] .
Then there is a constant c q depending only on q, such that the following inequalities hold:
Moreover, if u and f are functions in
Now we study norms of solution to (1.1) using energy estimates. Without loss of generality, we always assume the parameter α = 1 in the remainder of this section. The proof of the following theorem is motivated for Theorem 4.1 in [19] . Proof. For any q ∈ (0, s − 1], applying (Λ q u)Λ q to both sides of Eq. (1.1) and integrating on R with respect to x again, one obtains the equation
using integration by parts. It follows from the inequalities (2.2) and (2.3) that there is a constant c q so that
Integrating with respect to t on both sides of the above inequality leads to inequality (2.5 
and integrating on R with respect to x again, one obtains the equation
By using the inequalities (2.2), (2.3), one may obtain the following inequalities
Using the above inequalities and integration by parts, we have
And we also obtain the following inequalities by using integration by parts
Applying the above six inequalities to (1.1) yields the inequality
, and φ(ξ ) = 1 for any ξ ∈ (−1, 1), the following estimates hold for any ε with 0 < ε < 1/4:
Combining the estimates in Lemma 2.3, we shall evaluate norms of the function u ε in the following theorem, which will be used to show the convergence of {u ε }. For convenience, we shall always omit ε in the solution u ε of Eq. (1.1) in the remainder of the paper. Lemma 2.6. There exist constants c 1 and c 2 independent of ε such that the following inequalities hold
where
14) 
hold for any ε sufficiently small and t < 2
M .
Proof. Choose a fixed number r with 3/2 < r s. It follows from (2.6) that
Multiplying (2.17) with ( R (Λ r u) 2 dx) 1/2 , we obtain the inequality
Denote that
and we have
from the inequality (2.17).
It follows from Gronwall's inequality and (2.17) that
holds for any t ∈ [0, 2/M). Substituting the inequality (2.13) into (2.6) with q = s and u = u ε , one obtains the estimate
for any t ∈ [0, 2/M). It follows from Gronwall's inequality and (2.9), (2.10) that there are constants c 1 , c 2 depending on Msuch that
According to the inequalities (2.9), (2.10), one can see that
In a similar way, one may obtain u H s+p
And by using the inequalities (2.7), (2.15), we obtain the inequality
Remark. According to the inequality (2.14) in Lemma 2.4, one can see that u H s is uniformly bounded and the boundedness is independent of ε.
The strong and weak limit behavior of solutions as γ → 0
In this section, we shall demonstrate the behavior of solutions of the Cauchy problem (1.1) as the parameter γ tends to zero. Firstly, we shall prove that {u ε } is a Cauchy sequence in the space C([0, T ); H s (R)). We consider Eq. (1.1) as the following formula
where we assume α = 1. Let u = u ε and v = u γ be solutions of (2.1), corresponding to the parameters γ = ε and γ , respectively, and let w = u − v and f = u + v. Then w satisfies the problem
Without loss of generality, we always assume 0 < ε γ 2ε 1/8. 
([0, T ); H s (R)) and C([0, T ); H s−1 (R)), respectively.
Proof. First, for a constant q with 1/2 < q min{1, s − 1}, multiplying to Λ 2q w both sides of Eq. (3.1) and integrating with respect to x again, we may obtain the equation
Consider the following inequalities: 
By using the following inequalities 
4. The strong and weak limit behavior of solutions as α → 0
Now let us study the behavior of solutions to the Cauchy problem (1.1) as the parameter α tends to zero. For the convenience, we denote ε as α 2 , and we shall demonstrate that {u ε } is a Cauchy sequence as ε → 0.
A priori estimates
Firstly, we shall give the following estimates about norm in H s (R), s 0. 
For any q ∈ (1/2, s] and any r ∈ (1/2, q], there exists a constant c depending only on r and q, such that
Moreover, for any q ∈ (0, s) there exists a constant c depending only on q, such that
for all θ > 1/2. And under the assumption β = O(ε), one can see that
Proof. For any q ∈ (0, s], applying (Λ q u)Λ q to both sides of Eq. (4.1) and integrating on R with respect to x again, one obtains the equation
using integration by parts. It follows from the inequalities (4.2) and (4.3) that there is a constant c q such that
H q . Integrating with respect to t on both sides of the above inequality leads to inequality (4.1). Applying the inequality
for r > 1 2 to the right-hand side of (4.1) yields the estimate (4.2). For any q ∈ (0, s], applying (Λ q u t )Λ q to both sides of Eq. (4.1) and integrating with respect to x again, one obtains the equation
By using the inequalities (4.2), (4.3), one may obtain the following inequalities: 
Lemma 4.3. There exist constants c 1 and c 2 independent of ε such that the following inequalities hold
u 2 H r + ε u x 2 H r 4M r (2 − cM 1/2 r t) 2 M (2 − Mt) 2 , 3 2 < r s,(4.
9)
where from the inequality (4.13). It follows from Gronwall's inequality and (4.13) that
holds for any t ∈ [0, 2/M). Substituting the inequality (4.9) into (4.2) with q = s and u = u ε , one obtains the estimate
for any t ∈ [0, 2/M). It follows from Gronwall's inequality and (4.5), (4.6) that there are constants c 1 , c 2 depending on M such that
According to the inequalities (4.5), (4.6), one can see that
c, where c 0 , c is independent of ε. So M, c 1 , c 2 are independent of ε. In a similar way, one may obtain
And by using the inequalities (4.3), (4.11), we obtain the inequality
Remark. According to the inequality (4.10) in Lemma 4.3, one can see that u H s is uniformly bounded and the boundedness is independent of ε.
The convergence of solutions as ε → 0
We shall demonstrate that {u ε } is a Cauchy sequence. We rewrite Eq. (1.1) as
i.e.,
Let u ε and u δ be solutions of (1.1), corresponding to the parameters ε and δ, respectively, and let w = u ε − v δ and f = u ε + v δ . Then w satisfies the problem for β ε = β = O(ε) and β δ = β = O(δ): 
([0, T ); H s (R)) and C([0, T ); H s−1 (R)), respectively.
Proof. First, for a constant q with 1/2 < q min{1, s − 1}, multiplying to Λ 2q w both sides of Eq. (4.16) and integrating with respect to x again, we may obtain the equation
Consider the following inequalities: for all p > 0. So w H s → 0, as ε, δ → 0. Next, we consider convergence of the sequence {u εt }. Multiplying both sides of Eq. (4.16) by Λ 2s−2 w t and integrating on R with respect to x again, we may obtain the equation
By using the following inequalities and combining with (4.5), (4.6), (4.10), (4.11), (4.17), we have
From Theorem 4.4, one can see that 
Remark. According to some a priori estimates in the proof of Theorem 4.2, and analogue with the proof of Theorem 3.1 in Section 3 of [17] , we can obtain that the solutions to Eq. (1.1)
converge to the solution of the following equation
as β → 0, γ = 0, particularly, to the solution of the Camassa-Holm equation as β → 0, γ = 1. And for γ = 0, the above convergence is also evident.
Convergence of solitary wave solutions
Substituting the traveling wave solution u = ϕ(x − V t), for constant wave speed V , into Eq. (1.1), one can obtain the ordinary differential equation
Considering the transformation ϕ = ψ + a, we have the following ordinary differential equation 
For (5.1), integrating on R with respect to η, and letting integrate constants be zero, and integrating by parts, we have
Let z = ϕ , and we can reduce (5.4) to the dynamical system
where ϕ = 
The first integral is
where h is a constant. Noting
one can see that 
Considering Hamilton function H (ϕ, z), we have
Letting λ(ϕ, z) be an eigenvalue of the point (ϕ, z), and f λ be its corresponding eigenfunction, we have
According to the proof of Proposition 1 in [20] , we obtain The transformation
using the transformation
as before yields the system of equations
The set of fixed points and singularities of system (5.3) consists of all points of the y 1 -axis. Next, we discuss properties of each fixed point or singularity (a, 0, 0) of system (5.1) in different cases.
Considering
The constants Case I. When γ < 0 and
, the intervals are
If a ∈ (−∞,
> 0, the system (5.3) shows that (5.1) has a three-dimensional center manifold near the point (a, 0, 0). On the other hand, for any a ∈ (
Then there is a one-dimensional center manifold, a one-dimensional stable manifold, and a one-dimensional unstable manifold at the point (a, 0, 0), near which there is a unique, analytic, homoclinic orbit represented by the solution
We consider the periodic solutions
2), the function ζ δ satisfy the differential equations
The solution φ(x − V t) = ξ(x − V t) + a is obtained as the limit, as δ → 0, of periodic solutions 9) where the function ξ satisfies the respective differential equations
The point (
, 0, 0) forms a singular point of system, providing the compacton solution
For each a ∈ (
3 ), we substitute φ = ψ + a into (5.1), integrating the resulting equation once and setting the integral constant to zero, we obtain
The system (5.12) has two fixed points-the origin O(0, 0) and (
. The origin is a saddle point whose unique homoclinic orbit represents an analytic solitary wave solution. Near the point ( 
one may recognize that periodic orbits near the fixed point (
− 2a, 0) of (5.2) come from the center manifold of the fixed point (
− a, 0, 0) in system (5.1). Therefore the homeomorphism
of (
) determines a one-to-one mapping from the set {(a, 0, 0); a ∈ (
3 )} of quasi-hyperbolic points to the set of points {(Ψ (a), 0, 0); a ∈ (
3 )} whose center manifolds contain periodic orbits converging to homoclinic orbits at the corresponding quasi-hyperbolic fixed points. One may also notice that the mapping Ψ is defined in such a way that the points O(0, 0) and (Ψ (a) − a, 0) always appear as a pair of fixed points in (5.12).
Case II. γ > 0.
(II) 1 When γ > 3 and , there exist subsequences of the families {ζ a } and {ζ a }, without loss of generality still denoted by {ζ a } and {ζ a }, which are uniformly convergent to a function and its derivative, respectively, on any compact set of R. Here we are relying on the fact that each is an even function, since it is symmetric with respect to its elevation and translation invariant. Taking the limit on both sides of (5.9) as a → 
