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3．4　工程管理
工程管理の問題については，DunCan［7］，Ba－
rnard［4］，BoxとJenkins［41］［8］［36］，Bather
［9］［10］，Taylor［38］，GirShicとRubin［28］等
による議論がある。Barnardは管理の問題を「措
定問題としての管理」として考察した。それによ
ると時間間隔ごとに∴わの割合で遁辞が起こるポア
ソソ過程を考え，各々の道掛こおいてはそれ自身
平均0，分散げ巳の正規分布をなす確率変数βに
よって移動される工程平均を仮定する。時間差に
おける工程平均を〃〔ま）とすれば，その工程がそ
の工程自身に委ねられる場合にその工程平均がと
る値を表わすものである。実際，時間毎で一連
の値正仁払）がおこなわれると，その結果として
生じる工程平均は
〃〔貞一∑亘〔i〕＝加
古甘く古
となるであろう。血はその工程が現実に時間古に
おいてなしつつある事柄を示す。目標値を0とす
れば，目標値からの蔀髄の費用は2乗誤差
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に比例するようになる。費用を明確化する為にラ
ソダムな分散誤差をもつ工程の観察に費用丘を粟
するものと仮定しよう。工程平均の変化と関連す
る費用も存在するであろうが，差し当りそうした
費用は無視して簡単な操作に限ることにする。工
程平均の調整が磯・概を監視する操作者によるノッ
デの回転とか，そういった簡単な操作だけを問題
にする場・合にはこのような費用を無視するのが適
当である。このように仮定することによって管理
の問題は，ある時間における〃〔可の最尤推定量
．を得ることに帰着する。最尤推定量は平均2粟誤
差として定義され，修正正巧はこの推定量と等
しく，符号を反対にすればその工程に適用されよ
う。Barnardによって得られた最適の推定量は，
平均最尤推定量である指数型の加重平均であり，
それは前の工程平均が一様分布であるならば，平
均2乗誤差を最小にする。このように最尤推定量
は，時間を遡る忙つれて減少し，また継起的な観
察の差異に左右される加重による近い方の観察の
加重平均であることが分る。
祝に費用考察の方法を用いると，検査の時期と
工程調整の時期が決まる。この場合jとげ畠の値
を推定することが必要である。また，工程平均は
平均0，分散げ宜の正規分布をする確率変数とし
て仮定し，そしてポアソソ確率過掛こよって定義
される遁辞において新しい値をとる。
最適合および制御方式のデザイソ問題に関する
一連の論文は，まずBoxとJenkins［軋［41］に
よって発表された。ここでは離散パラメーターの
予測問題を取り扱う為に観察された時系列IZ右，
孟＝1，2，……1巾を有限個の母数〔丸，転‥…・，
転β1，鮎，……鮎；㌔〕で
叫一声1甜巨1－…‥＝‥一転的＿p
＝戊古一軌範－1－……一郎庄川，＝・‥・
と表現されるような線形確率モデルに当て朕める
ことによって，上述の問題の解析方法を論・じてい
る。但，t萌，古＝0，±圭　±2，……I　は互に独
立で平均0，分散げ巳の確率系列でf鞘，孟＝0，・
±1，±2，‥＝‥IはZ右のd祝博差である。このモ
デルには，自己回帰〔AR〕型，自己回帰一移動
平均〔ARMA〕塾，移動平均・〔MA〕型過程，
そして彷捏過程的非定常性をもつ自己回帰⊥積分
移動平均〔ARIMA〕型および積分移動平均
HMA〕塑過程が与えられている。さてi確率
モデルを組み立てる場合の重要な点は，時系列の
標本自己相関関数を検査することにより，適切な
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モデルを決定することである。適切なモデルを適
合させる為に，母数に対して最小2乗予測を活用
することは普通であり，これらはまた，atが独
立な正規分布であるとき，最尤推定値となる。ま
た，季節変動に対するもっと複雑なモデルが紹介
されている〔42〕。これらのモデルを使ってのL段
階先の予測が，即ち，時間のずれLに対して，最
小平均2乗予測を使うことによってなされる。時
系列Z‘に関して，時間tでの時間のずれLに対
する最小平均2乗予測は
Zt（L）＝E，（Z‘＋五）
によって表わすことが可能である。ここにE，は，
時間tでの条件付期待値である。
　たとえば，化学プラソトデータに関して，入力
変数X‡と出力変数Y，を結合する動態方程式が
得られる。これは，一般にX，とY，間の差分方
程式で表わすことが可能である〔43〕。
即ち，
　　　（1＋ξi▽＋・・・…　＋ξr▽「）Y，＋1
　　　　＝a十9（1十η1▽十・・・…　十ηs▽s）X，＿b
然しながら，この方程式は通常説明されない変動
による誤差を含んでいる為に，もし誤差項etが
右辺に加えられるならば辛うじて正確になるであ
ろう。もし，これらの誤差が独立で正規性をはつ
れたものであれば，上記方程式の係数に関する最
尤推定値は，最小2乗推定値である。実際にはこ
の誤差項etはめったに独立ではない為に，確率
モデルに対して自己相関関数を考慮し，そして上
に与えた方法を使うことにより適切なモデルを組
み立てなければならない。
　次に，これらの概念を工程管理へ適用する場合
について検討しよう。Y，はX，を調整すること
によって制御される変数としよう。もしもそこに
撹乱がなかったならば，工程はそこで目標を維持
するであろうが，一般には撹乱Ztの為に目標か
らの偏差4zが存在する。そこでもしX，とY，を
関係づける方程式を
L、（B）（1－B）Y，．o．1＝gL2（B）（1－B）X，
とするならば，時間（彦＋1）で偏差
d，＋1＝z，＋1十Y6＋1
を生ずる。ここでL，（B）とL2（B）はBについ
ての多項式であり，Bは演算子BY，＝Y，－1であ
る。それからd，，dt－1，……およびVt－1，　rt．2，
・についての関数である　Ct（＝（1－B）X，＝X，－
X¢．、）についての制御方程式を知ることが必要で
ある。最適な制御の為には，X，とY，を関係づけ
る動態方程式に遅延があったとしても
即ち，
Y，＋b＋1十E，（Zt＋め＋1）＝0
Y，＋b＋1十Z，（ろ十1）＝0
を満足するrtを選ぶことが必要である。また進
み時間βに対して予測するならぽ
　　　　Zε＋め＋1＝d，＋b＋1十Z，（ろ十1）
が得られる。
それから，もしもatが一様分布した確率変数で
あるならば
　　　　d，＝L，（B）at，
　　　Z，（ろ十1）－Zt＿1＠十1）＝L4（B）at
が定義される。ここでL，（B）およびL4（B）はB
についての多項式である。これから方程式
　　　　（1－B）Yt．b＋1＝－L4（B）at
およびその最適の制御方程式
　　　gL3（B）L2（B）Xt＝－L、（B）L4（B）d，
を得る。
　次にフィードバックコントロールについて考察
しよう（図6）。ここでは，N，は観察されない撹
乱のアウトプットにおける結合効果を測定し，制
御行為が行なわれない場合に時間彦のアウトプッ
トに起るであろう目標からの偏差として定義され
る。N，はある線型確率過程に従うものと仮定し
　　　　N，＝〈ρ一1（B）θ（B）at
あるいは
　　　　　ooN，＝｛1＋ΣTi　Bi｝at
　　　　　i＝1
によって定義される。ここで，atは「白い雑音」
過程である。
　制御可能な変数とアウトプットを連結する変換
関数モデルは
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図6　時間tにおけるフィードバックコントPt　一ル
　〔注〕文献〔36〕434頁，12．6図参照
　　　　Y，＝Ll－1（B）L2（B）Bf＋1　Xt＋
　時間tに対する点力においては
　　　撹乱の総効果＝N，
　　　相殺の総効果＝L，－1（B）L，（B）X，－f・1＋
アウトプット平均2乗誤差を最小化するフィドバ
ックコントローノレ
　　　X，＋＝－L，（B）五2－1（B）Nt，f、1
とおくことが出来る場合には，撹乱効果は打ち消
される。f＋1が正であるからこうしたことは起
らないが
　　　　　　Nεげ＋1
を予測
　　　　　　AN（f＋1）
によって置き換えることによって，即ち制御行為
を行うことによって，最小2乗平均制御誤差を得
ることが出来る。即ち
　　　　　　　　　　　　　　　A　　X，＋＝－L1（B）L2－1（B）N，（f十1）
よって，操作変数に加えられた変化あるいは調整
は
　　　　　　　　　　A　　　　　　　　　　　　　　　　Att＝－L、（B）L’21（B）｛N、（∫＋1）｝－N、．、（∫＋1）｝
この場合，時間tのアウトプットの誤差は，N，
過程に対する進み時間f＋1における予測誤差と
なる。即ち，
　　　　　　　　　A　　εt＝凡一凡．∫．、（∫＋1）
　　　　　＝et．．r－1（f十1）
さて，
　　　　A　　　　　　　　　　　　　A　　　　Nz（f＋1）－Nt＿1（f十1）
は直ちには分らないが，観察される誤差別
　　　　εt，　ε‘－1，　εt－2，　’’’’’’”°
から得られる。それは次のことから得られる。
　　　　　　　　　　　　　　　N¢．τ＋1＝｛1＋Σur，　Bi｝αt＋f＋1
　　　　　　　　　　包＝1
　　　　　　　＝｛at＋f＋1十●tαε＋プ十一・・十Tfat＋1｝
　　　　　　　　十Tf＋lat十zy’f＋2at＋1十……｝
　　　　　　　　　　　　　A　　　 ＝et（f十1）十N，（f十1）
　　　　　　　　　Aさて，et　（f＋1）もN，（f＋1）も共に〆‘＝z＋1，
彦＋2，……）の線型関数であるから，、この方程式
は
　　　　N‘．プ．、＝L4（B）at。プ＋、＋L3（B）αε
と書き換えられる。
確率過程に対して
　　　　N，＝9－1（B）θ（B）at＝ψ（B）at
が分れば
　　　　et－f＿1（f＋1）＝L4（B）at
　　　　バ凡（∫＋1）＝L3（B）at
従って
　　　　丸（f＋・）一鵠｝□・（f＋・）
　　　　　　　　　＿L，（B）
　　　　　　　　　－L、（B）εt
から演算子L3（B）とL，（B）が得られる。従って
アゥトプットの最小平均2乗誤差を導くフィード
バック制御方程式は
x・＋一一
と書かれる。
場合によっては，この方が便利であるので時間
彦になされる制御行為を調整
一37一
で定義し
tt・・）x，＋－x，－1＋
　　　L1（B）．L3（B）（1－B）
　　　　　L、（B）L、（B）　ε‘Vt＝一
とする。
　実際，L，（B）（1－B）の性質は，これが
　　A　　　　　　　　　　　　　　　ハ　　N，（f＋1）－N、．、（f＋1）＝五・（B）（1－B）at
の形で起る演算子であることに注意すれば旨く書
かれる。
　次に3項コソトローラーについて検討しよう。
εεが時間tのアウトプット誤差である場合には，
制御行為はεtそのもの，即ち時間についてのεt
の積分あるいは時間についてのεtの微分に比例
して行なわれて差し支えないので，X，が時間彦
における操作変数の水準を表わす場合には制御方
程式は
瓦一ゐガ筈＋k。・et＋え・∫ぽ
の形になる。ここで島，kp，易は定数である。
場合に応じて，これら3つの行為モデルの一つあ
るいは二つが用いられる。従って，簡単な比例制
御（k．＝0，k1＝0），簡単な積分制御（k．＝0，kp
＝＝　O），比例積分制御（k．＝0）および比例微分制御
（海＝0）が考えられる。この連続的な制御方程式
から，不連続なものを類推すれば
　　　　X，＋＝k．▽εt十kp　et十ki　Sεt
これを調整で表わせば
Ct　＝　kD▽2εt＋kp▽εt＋ki　et
となる。
　簡単な場合の多くは，この型の項を含む制御方
程式である。例えば，ノイズは（0，1，1）過程
▽Nz＝（1一θB）at
で表わされ，動態が1次形
　　　　（1＋ξ▽）Y，＝gXt－1＋
で表わされる場合には
は
x，・一一
　　　　x、＋一一（1一θ）㌔一（1一θ）sεt
　　　　　　　　　9　　　　　　　9
の形になる。従って，求められる行為は比例積分
制御を不連続の型に類推して得られる。
　次に，撹乱N，が3項（0，1，1）からなる線
型モデルで表わされる場合には
▽N，＝　（1一θ」3）at
で表わされ，変換関数モデルは簡単な1次式
Y，＝9（1＋ξ▽）－IXt－1＋
で表わされる。一般に制御調整を表わす式
は
Vt＝一
L、（B）L3（B）（1－B）
h（B）L4（B）
c、一一（1一θ）（1＋ξ▽）εt
　　　　　9
となり，制御変数のset　pointは，
εt
x・＋一一o（？’）9・・＋（？’）s・・］
となる。
　比例積分行為は適当なプロジェクションチャー
ト（図7）で示すのが便利である。図に示された
プロジェクションチャートは，チャート作成の一
般的方法を示している。中央の目標線からの偏差
は，目標からの偏差εtに対応する。第2の目盛
は，制御行為Xtを示しており，0行為（Vt＝0）
は目標と一致している。目盛りはεtの1単位が
制御行為目盛りの
　　　　　　一［（1一θ）／9］
に対応するようにとられている。時間Zにおける
適当な行為は，ξ時間単位だけ先に進んでεtと
εt．1によって線に投影することによって読み取る
ことが出来る。このパイPット型では，ξ＝1で
あるから1時間単位先へ進めて投影しなくてはな
らない。例えぽ，時間彦＝2における制御行為は
次のようにして求められる。
　彦＝1，t＝2のd値（d目盛り上の値）をチャー
ト上に求めてこれらの2点を結び，t＝3の縦線と
の交点の座標を求め，行為目盛り＠目盛り）の数
字を読めぽよい。図の例では，彦＝3の縦線と矢
印との交点の行為目盛り（x目盛り）は一30で
一38一
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図7　プロジェクションチャート
　　〔注〕文献〔36〕442頁，12．8図
　　　　　より作成
ある。
　次に，工程調整の時期を決定することが必要な
状況に当て嵌る二つのモデルを分折しよう。Ba－
ther〔9〕は，単位時間間隔で平均水準に変化が起
ることを仮定している。即ち，次の品目が生産され
る前に変化があると仮定している。問題はランニ
ングコストとオーバホールコストを考慮しなが
ら，一連の観察に基づく決定を基礎として工程調
整の時期を決定することである。時間Zにおける
工程の平均水準を11ttで表わして，　Batherは（at
一μ古．、）が平均0，分散ρ2の正規分布であると仮
定している。次に，時間teこおける観察値Xtは，
平均με，分散σ2の正規分布であると仮定され
る。次にz（彦は正）に対して，Xl，　x2，……，　Utは
流れ作業水準μ6を示す。彦における修理の費用と
次の単位時間に対するランニングコストは，ただ
μεだけで決まる。Batherによれぽ時間tでの決
定に対しては，充足統計量U，がある。従って，
U，は点が中止領域に入るまで打点される。充足
統計量は
U，＝gU，．t＋（1－9）Ct
で，この場合，
と
σ＝w／　（v十ρ2）
w2＋ρ2η一ρ2σ2＝0
の正の根である。つまり，この統計量は最後のオ
一バホール以後のすべての観察値の指数型の重み
付き和である。適当な中止領域は，次のようにし
て求められる。まず潜在費用関tw　f（U）を定義し
よう。この関数は充足統計量σεの変化が期待費
用に及ぼす効果とディスカウント要因γの大きさ
を表わす。
　U，＝U，K（U）一但，　K（U）は，オーバホールコ
ストーの場合，単位時間の期待ランニングコス
トをC（u）とすれば，ア（u）とγは一義的に決ま
る。
　Taylor〔39〕が問題にしているのは，　Girshick
とRubin〔28〕のモデルである。　Taylorの仮定は
次のようなものである。
　各製品が生産される前に管理されているもの
（1一π）と，管理はつれの確率πとがある。時間
teこおいて観察されたts　U，は工程の管理下では
N（μo，σ2），管理はつれの下ではN（μ，σ2）であ
る。一旦，工程が管理はつれとなれば，それは修
理されるまで管理はつれのままである。工程を修
理する為にk単位の費用がかかり，　製品の品質
U，＝Uの品目は，2（U）単位の費用を要する。観
察結果に基づいた単位時間当たりの平均費用を最
小にする為の管理規定を見い出すことが要求され
ている。GirschickとRubinによると，この基準
を満足する規則は，工程が管理されているか，管
理はつれにあるかという事後確率によらなくては
ならない。但，次の品目の生産には，いかなる修
理も行なわれないと仮定する。
　この確率がXヵの場合には，Taylorによると
Zt＝Xノ（1－X，）
である。Po（u）とP、（めがそれぞれ管理下および管
理はつれでの工程特性の確率密度関数で，Xt・・r，
Zt　＝＝x，　Ut＝uならば，これから
と
x・＋・一
z・＋・一 i、1。）・＋・鵠
となる。但，Xo＝0，　Zo＝0である。　Taylorによ
るとXt≧λの場合でのみ時間tで停止，そして
修理しなくてはならない。
　Page〔44〕は，連続工程における工程平均の変
一39一
化の点推定を考察している。それは，過去のデータ
を利用して工程平均の変化の検出，およびその変
化がどこで起ったかを推定する問題である。もし
も，観察値がXl，……Cnでθ，θノが既知であれ
ば，仮説疏は最初のi個の観察値が分布F（X
lθ）から，その残りがF（Xlθつからとられて
いるとしよう。次に
L‘（x）≧Ld　（x）　　（元キの
ならばエ∈Riとしよう。その場合L‘（X）は仮説
払のもとでの観察値の尤度である。疏が同じ
程度に確からしいと仮定すれば，また疏がいず
れも等しく確からしいと仮定して，Ci∈Riなら
ばH乞を選ぶのがPageのルールである。
　Pageは，　F（x　lθ）は平均μ，分散σ2をもつ
正規分布であり，かつF（Xlθノ）も平均μ＋δ
（δ＞0），分散σ2をもつ正規分布である場合の例
を考えている。
　そこで上の手順は
＆一
c（　　δX」一μ一一百）・　s・一・
を打点することであり，
そして
（Si＋仁5D≧0　（k＝1，……，　N－i）
S，－Sz－k－1≦0　（k＝0，……，　i－1）
ならば疏を選ぶことである。つまり，＆が最
小となるiの値を選ぶことに他ならない。
．連続生産型抜取検査の問題に利用できるもっと
も一般的な手法は，累積和図である。但，条件は
工程の変化が工程の平均水準に起る場合である。
変化を見つけるのにもっとも便利な方法は，決定
区間法を用いることである。この決定区間法は，
V一マスクの方法と同じものである。
　合格品か不合格品かに対して，点数を与える累
積和法が，処理（かつ警告）限界をもつシュワー
トの方法と同じものである。
　個々の決定区間法の選択を決定するための通常
の判定基準がA．R．　L．である。工程費用が簡単
に計算できそうもない場合には，A．　R．　L．はその
計画の一般的な実行の為の大体の指針としての意
味しかない。
　大事な点は，工程平均におけるどんな大きな変
化も，即刻検出されなくてはならないことであ
る。
　工程管理の問題に関するもっとも最近の研究
は，工程モデルに対して，種々の自己回帰過程を
考察している。一般にこうした工程モデルを使う
と，観察値の重ね付き和である推定量が分る。こ
の場合・費用の問題が常に考慮されていることを
付言しておく。
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