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Abstract
Astronomical images taken by ground-based telescopes are subject to aberrations
induced by the Earth’s atmosphere. Adaptive optics (AO) provides a real-time solution to
compensate for aberrated wavefronts. The University of Canterbury would like to install
an AO system on the 1-m McLellan telescope at Mount John University Observatory
(MJUO). The research presented in this thesis is the first step towards this goal.
To design an effective AO system it is important to understand the characteristics
of the optical turbulence present at a site. Scintillation detection and ranging (SCIDAR)
is a remote sensing method capable of measuring the refractive index structure constant,
C2N(h), and the wind velocity profile, V (h). The dominant near ground turbulence (NGT)
at MJUO required the use of both pupil-plane and generalised SCIDAR.
A purpose-built SCIDAR system was designed and constructed at low cost, using
primarily off-the-shelf components. UC-SCIDAR saw first light at MJUO in 2003, and
has since undergone several revisions. The current version employs two channels for
simultaneous pupil-plane and generalised SCIDAR measurements, and is very portable.
Through the use of a different mounting plate the system could be easily placed onto any
telescope.
C2N(h) profiling utilised standard analysis techniques. V (h) profiling using data from
a 1-m telescope is not common, and existing analysis techniques were extended to provide
meaningful V (h) profiles, via the use of partial triplet analysis.
C2N(h) profiling between 2005 and 2007 indicate strong NGT and a weak turbulent
layer located at 12 – 14 km above sea level, associated with the tropopause region. During
calm weather conditions, an additional layer was detected at 6 – 7 km above sea level.
V (h) profiles suggest that the tropopause layer velocity is nominally 12 – 30 m/s, and that
NGT velocities range from 2 m/s to over 20 m/s, dependent on weather. Little seasonal
variation was detected in either C2N(h) or V (h) profiles. The average coherence length,
r0, was found to be 12± 5 cm and 7± 1 cm for pupil-plane and generalised measurements
respectively, for a wavelength of 589 nm. The average isoplanatic angle, θ0, was 1.5± 0.5
arcseconds and 1.1 ± 0.4 arcseconds for pupil-plane and generalised profiles respectively.
No seasonal trends could be established in the measurements for the Greenwood frequency,
fG, due to gaps present in the V (h) profiles obtained.
A modified Hufnagel-Valley (HV) model was developed to describe the C2N(h) pro-
files at MJUO. The estimated r0 from the model is 6 cm for a wavelength of 589 nm,
corresponding to an uncompensated angular resolution, θres, of 2.5 arcseconds. θ0 is 0.9
arcseconds. A series of V (h) models were developed, based on the Greenwood wind model
iv
with an additional Gaussian peak located at low altitudes, to encompass the various V (h)
profiles seen at MJUO. Using the modified HV model for C2N(h) profiles and the suggested
model for V (h) profiles in the presence of moderate ground wind speeds, fG is estimated
at 79 Hz. The Tyler frequency, fT , is estimated at 11 Hz.
Due to financial considerations, it is suggested that the initial AO design for MJUO
focuses on the correction of tip/tilt only, utilising self-guiding, as it is unlikely that any
suitable guide stars would be sufficiently close to the science object. The low fT suggests
that an AO system with a bandwidth in the order of 60 Hz would be adequate for tip/tilt
correction.
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Chapter 1
Introduction
One of the major problems in imaging through the Earth’s atmosphere is the distortion
of images caused by atmospheric turbulence. Optically the atmosphere can be thought of
as a group of lenses of varying size and refractive index that continually change because
the atmosphere is in a constant state of motion, both spatially and temporally. The effect
of the Earth’s atmosphere on starlight can be visualised by thinking of the incoming
wavefront as a flat sheet of paper. Atmospheric turbulence reduces the wavefront to a
crumpled piece of paper and as a consequence distorts the resulting image.
As a planar wavefront encounters a turbulent layer, phase variations are induced.
Over large propagation distances these phase variations are seen as large amplitude vari-
ations known as scintillation. Scintillation is due to the variations that occur in the
refractive index along the line of sight, resulting from variations in local air temperature,
local air pressure and, to a lesser extent, the local humidity (Roddier, 1981). Rapid
scintillation reduces spatial resolution and severely hinders the ability to detect faint
objects. An ideal diffraction-limited image (Figure 1.1(a)) is reduced to a speckled image
for short exposures (Figure 1.1(b)).
The aim of image processing, post or real-time, is to take the crumpled wavefront
and flatten it to approximate the incoming planar wavefront, to obtain higher spatial
resolution in the corrected images. Adaptive optics (AO) provides a real-time solution
for the compensation of aberrations present in the incident wavefront. This is achieved
by means of a closed-loop system that utilises deformable optics. Accurate measurements
and models of atmospheric turbulence are an essential tool in the design of an AO system
(Northcott, 1999). Knowledge of the refractive index structure constant, C2N(h), which is
related to the turbulence strength, and knowledge of the wind velocity, V (h), are needed
for AO system design (Avila et al., 2001).
This thesis aims to characterise the optical turbulence above one site in particular:
Mount John University Observatory.
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(a) (b)
Figure 1.1: The effect of atmospheric turbulence. (a) The diffraction-limited image of a
star where no distortions are induced by the atmosphere. (b) The real situation where a
speckle pattern is seen in the short exposure image due to the aberrations induced by the
atmosphere.
1.1 Mount John University Observatory
The Mount John University Observatory (MJUO), located at Tekapo, New Zealand, is
used for astronomical research and is operated by the University of Canterbury. The
research telescopes on the site include two 60-cm reflectors (the 60-cm Optical Craftsmen
Telescope and the 60-cm Boller & Chivens Telescope), a 1-m reflector (the 1-m McLellan
Telescope) and a 1.8-m telescope (MOATel), which is dedicated to the MOA project.∗
Figure 1.2 shows an aerial view of MJUO taken in 2005.
The 1-m McLellan telescope is used for a variety of different astronomical research
and is known to experience bad seeing by observers. Angular resolution is typically in the
order of 2 arcseconds† but this can deteriorate to the point that a star system such as α
Crucis (α Cru), which has an angular separation of 4 arcseconds, cannot be resolved into
its components. It is desired to install an AO system on the 1-m telescope to improve
photometric imaging with the CCD photometer head and to improve light throughput
into the HERCULES e´chelle spectrograph currently installed on the 1-m telescope. The
research discussed in this thesis is the initial step towards achieving this goal.
The telescopes used during this research at MJUO were the 1-m McLellan and 60-cm
Boller & Chivens telescopes, and are shown in Figure 1.3.
∗The MOA project searches for microlensing events caused by the gravitational field of a massive
object (the lens) bending of light rays. It is a collaborative project run by Massey University, the
University of Auckland, the University of Canterbury and Victoria University of Wellington in New
Zealand, along with Nagoya University in Japan.
†Pers. comm. Alan Gilmore, Mount John University Observatory.
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Figure 1.2: Aerial view of Mount John University Observatory. Photo of site provided by
Alan Gilmore.
(a) 1-m McLellan (b) 60-cm Boller & Chivens
Figure 1.3: Telescopes used during this research at MJUO. Photos provided by Alan
Gilmore.
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1.2 A Turbulent Atmosphere
The Earth’s atmosphere extends to several hundred kilometres above the Earth’s surface
and is made up of four main temperature zones: troposphere, stratosphere, mesosphere
and the thermosphere. The transition regions between these four temperature zones are
known as the tropopause, stratopause and mesopause respectively.
The troposphere is the first layer beginning at ground level and extends to 7 km
at the poles and 17 km at the equator, with variations due to local weather conditions
(Sturman and Tapper, 1996). The troposphere experiences a large amount of vertical
mixing due to solar heating of the Earth’s surface. It has a maximum air temperature
near the surface of the Earth, which is on average 15◦C, decreasing to approximately
-60◦C at its upper region (Andrews, 2004). Because the troposphere contains more
than 80% of the atmospheric mass (Sturman and Tapper, 1996), the majority of optical
turbulence found in the atmosphere occurs in this layer, with small amounts of optical
turbulence extending to higher altitudes. The temperature variations that give rise to
optical turbulence are considered to be significant only in the troposphere (Hardy, 1998).
Typically optical turbulence is greatest near ground level and decreases exponentially
with increasing altitude with the exception of peaks that occur due to wind shear (Hardy,
1998).
The tropopause marks the transition zone from the troposphere to the stratosphere.
The thickness of the tropopause varies with latitude and season because of differing surface
heats. It lies at an average altitude of approximately 11 km in mid-latitudes regions
such as New Zealand (Sturman and Tapper, 1996). Seasonal variations can significantly
change the height of the the tropopause. In New Zealand, the tropopause may lie 2 –
4 km higher during summer than during winter (Sturman and Tapper, 1996). At the
tropopause there is often a peak in optical turbulence due to wind shear (Hardy, 1998).
Above the tropopause there is a rapid decrease in turbulence. The effects of optical
turbulence become insignificant at altitudes above 25 km (Hardy, 1998).
Figure 1.4 indicates the approximate temperature profile present in the atmosphere
with increasing altitude, extending up to 25 km.
1.2.1 Describing Atmospheric Turbulence
When considering optical turbulence, one traditionally discusses the refractive index fluctu-
ations experienced (Andrews, 2004). Many volumes have been written about the effects of
atmospheric turbulence on the incident wavefront, such as Roddier (1981) and Roggemann
et al. (1997).
Optical turbulence requires both the presence of turbulent air structures and back-
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Figure 1.4: Vertical structure of the atmosphere.
ground temperature gradients (Jumper et al., 2007). As the potential temperature gradi-
ents tend towards zero in a mixing region of the atmosphere then the optical turbulence
also tends toward zero.
The refractive index structure function, DN(ρ), provides a useful function for char-
acterising optical turbulence and arises from the analysis of the optical transfer function
(Roggemann et al., 1997). It is the square of the difference of two random processes and
is defined as (Roggemann et al., 1997)
DN(ρ) = 〈|N(ρ′)−N(ρ′ − ρ)|2〉, (1-1)
where N(ρ′) is the refractive index of the atmosphere at a spatial position ρ′. 〈〉 denotes
the ensemble average.
Assuming Kolmogorov turbulence, the structure function takes on a 2/3 law depen-
dence on ρ (Roddier, 1981),
DN(ρ) = C
2
Nρ
2/3, (1-2)
where C2N is the refractive index structure constant, a measure of the turbulence strength.
In practice C2N is not constant as it varies with geographical location, altitude and time.
Roddier (1981) suggests that turbulence is concentrated into thin layers with typical
thicknesses of 100 – 200 m where C2N increases by more than one order of magnitude above
its background level. Below 4 km above sea level, the local terrain plays an important role,
forcing air movement in particular directions (Sturman and Tapper, 1996). The behaviour
of turbulence above 4 km is almost independent of location. Typically the turbulence is
strongest near ground level, reaches a minimum around 6 – 9 km, then slightly increases
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to a secondary maximum near the tropopause and decreases again in the stratosphere.
As C2N is highly dependent on altitude, it is better described as a function of altitude h.
C2N(h) provides a measure of a turbulent layer’s contribution to the induced aberrations.
A useful parameter for characterising the resolution of an imaging system is Fried’s
parameter or the turbulence coherence length, r0 (Fried, 1966). r0 describes the telescope
diameter for which nearly diffraction-limited resolution can be obtained if there is no
attempt to compensate for atmospheric turbulence. It is defined as (Tyson, 1991)
r0 =
[
0.423k2 sec(ζ)
∫
C2N(h)dh
]−3/5
, (1-3)
where k = 2pi/λ is the wavenumber for a given wavelength λ and ζ is the zenith angle. r0
is widely used to describe a variety of atmospheric phenomenon.
Another useful parameter for characterising the effects of atmospheric turbulence
is the isoplanatic angle, θ0. This defines the maximum angular separation between two
object for which turbulence induced distortions are essentially identical (Klu¨ckers et al.,
1998). θ0 is defined as (Parenti and Sasiela, 1994)
θ0 =
[
2.91k2 sec8/3(ζ)
∫
C2N(h)h
5/3dh
]−3/5
. (1-4)
Unlike r0, θ0 is dependent on h
5/3 indicating that weak high altitude layers have a signif-
icant impact on θ0.
Atmospheric turbulence is in a constant state of motion. The Greenwood frequency,
fG, describes the rate at which the turbulence structure above a site changes with time.
It is defined as (Tyson and Frazier, 2004)
fG = 0.255
[
k2 sec ζ
∫
C2N(h)V (h)
5/3dh
]3/5
, (1-5)
where V (h) is the average wind velocity as a function of altitude h. fG determines how
quickly an AO system is required to respond to adequately compensate for the aberrations
induced by atmospheric turbulence.
A closely related parameter to fG is the turbulence coherence time, τ0, which is
defined as (Klu¨ckers et al., 1998)
τ0 =
[
2.91k2 sec ζ
∫
C2N(h)V (h)
5/3dh
]−3/5
. (1-6)
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τ0 can be related to fG by
τ0 =
0.134
fG
. (1-7)
1.3 Measuring Atmospheric Turbulence
There are five different contributing zones to atmospheric turbulence (Roddier, 1981).
Dome andmirror seeing refer to the turbulence resulting from turbulence eddies inside the
dome and telescope respectively. Surface layer turbulence results from the temperature
variations between air inside and outside the dome. Boundary layer turbulence tends
to extend to 10s of metres above the dome and free atmosphere turbulence lies above
this. Turbulence in the first four zones can be measured with sensors located near to the
ground, but the measurement of free atmosphere turbulence is more complicated.
Existing turbulence profiling systems were available at the time this project com-
menced, however budget constraints did not permit for long term observations using these
systems. A low-cost purpose built system was needed. A brief overview of the various
turbulence detection techniques is presented here.
The oldest methods of measuring the structure of the atmosphere are in situ tech-
niques (Hoinka, 1997). Temperature and pressure probes are used in conjunction with
wind velocity meters to measure the local properties of atmosphere. Optical turbulence
properties are inferred from the temperature structure constant, C2T (h). Assuming Kol-
mogorov turbulence, the refractive index structure constant, C2N(h), can be related to
C2T (h) by (Avila, 2002)
C2N(h) =
[
8× 10−6P
T 2
]
C2T (h), (1-8)
where P and T are the local pressure and temperature respectively.
Sensors placed on towers allow for continuous measurements of a particular point,
however the height of a tower is limited and hence measurements are restricted to low alti-
tudes only. Airborne sensors, by means of a balloon or aircraft, do allow for measurements
in the free atmosphere, however they do not provide measurements sufficiently continuous
in time (Azouit and Vernin, 1980). Instead they provide a snap-shot of the conditions as
they pass through a given region of the atmosphere. The cost associated with airborne
sensors inhibit the ability to collect more than a few profiles in a given night (Avila, 2002).
Remote sensing technologies provide the ability to measure atmosphere properties over a
range of altitudes simultaneously.
Measurements of image motion are more commonly used to estimate r0. A differ-
ential image motion monitor (DIMM) utilises an aperture mask containing two or more
apertures overlaid on a larger one (Tokovinin, 2002). The variance of the differential image
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motion between the sub-images is calculated and compared to the theoretical variances
based on Kolmogorov turbulence to provide an estimate of r0 (Avila, 2002). Estimates
of temporal parameters is limited as wind speed profiles must be obtained from external
measurements (Tokovinin et al., 2008).
Recently Tokovinin et al. (2008) proposed a new technique (and instrument) based
on DIMM that was capable of measuring the atmospheric coherence time, τ0. The
technique, termed fast defocus (FADE), utilises a single defocussed telescope aperture
image with a central obscuration. A series of short exposure images are acquired at a
frame rate of 500 Hz or greater, from which the radius of the image ring is estimated.
From the defocussed images r0 and τ0 are estimated.
FADE and DIMM give an indication of the integral properties of C2N(h), but do
not provide the altitude distribution of C2N(h), which is vital in the determination of the
isoplanatic angle, θ0.
Light detection and ranging (LIDAR) systems operate on the same principle as
DIMM, but use a laser beacon as a reference source which can be targeted at altitudes
ranging from 250 m to 15 km (Gimmestad et al., 2007). In a LIDAR system, portions
of the atmosphere are not profiled due to the finite altitude of the beacon. In addition
the costs associated with laser systems are typically well outside the budget of small
observatories.
Sound detection and ranging (SODAR) instruments detect back-scatter due to ir-
regularities in thermal turbulence of the scale size λ/2 where λ is the wavelength of the
SODAR measurements (Avila, 2002). The C2N(h) profiles are obtained from the measured
C2T (h) profiles. SODAR systems tend to be highly portable, however they have a limited
range due to the attenuations that result from humidity factors (Vernin et al., 1990) and
contamination from external sources (Eaton, 2005). High altitude turbulence extending
into the tropopause region may not be detectable using SODAR.
A multi-aperture scintillation sensor (MASS) uses scintillation from a single star
captured by an aperture masked on a small telescope (8 – 15 cm) (Tokovinin et al., 2005).
Any phase variations induced by atmospheric turbulence are weak and must propagate
large distances to produce measurable scintillation, as scintillation is proportional to h5/6
(Roddier, 1981). As such, MASS measurements are blind to near ground turbulence
(NGT) (Tokovinin et al., 2005). Attempts have been made to extend MASS to gener-
alised measurements, however generalised MASS resulted in an overestimate of angular
resolution which was attributed to telescope tracking errors and diffraction effects on the
aperture edge (Kornilov et al., 2003). MASS measurements are considered reliable in
weak turbulence, however in strong scintillation MASS is known to overestimate angular
resolution in the free atmosphere (Tokovinin et al., 2005).
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The technique known as shadow band ranging (SHABAR) uses scintillation from an
extended source such as the sun, moon or planets to measure the turbulence structure
extending up to 500 m above the ground at a high altitude resolution (Tokovinin, 2007).
The angular diameter of an extended light source effectively averages scintillation resulting
from high-altitude turbulent layers, making SHABAR suitable for the detection of NGT
only. Originally SHABAR was developed for use with the sun (Beckers, 2001), but has
since been expanded for use with the moon (termed a lunar scintillometer, or LuSci)
(Tokovinin, 2007) to characterise the boundary layer present at various sites (Hickson
and Lanzetta, 2004; Thomas-Osip et al., 2008; Tokovinin, 2007).
Slope detection and ranging (SLODAR) measures the local wavefront tilt using a
wavefront sensor, typically a Shack-Hartmann (SH) sensor, to estimate turbulence pro-
files (Wilson, 2002). As light from a binary star system is typically used, the angular
separation, φ, must be appropriate to ensure that both companions are within the field of
view of the lens system and the resulting sub-aperture images are sufficiently separated
in the image plane (Wang et al., 2008). During the design of a SLODAR system it is
desirable to obtain spot images for each sub-aperture that are diffraction-limited, such
that dsub/r0 ≈ 1, where dsub is the sub-aperture size measured in the same plane as r0.
When this thesis research commenced, a lenslet array with a standard surface coating was
in the order of US$2000. The acquisition of a suitable SH lenslet array was not financially
feasible.
Scintillation detection and ranging (SCIDAR) measures stellar scintillation as seen
by the aperture of the telescope to infer characteristics about the atmospheric turbulence
above a site (Fuchs et al., 1998; Avila et al., 2001). A sequence of short exposure images,
conjugate to the telescope aperture, are taken. From these images a covariance image
is found from which C2N(h) and V (h) profiles can be determined. SCIDAR traditionally
computes the spatio-temporal correlation of short exposure images of the scintillation
patterns produced by binary stars. Pupil-plane SCIDAR places the measurement plane
at the telescope aperture. This enables a clear picture of optical turbulence in the free
atmosphere to be obtained, because pupil-plane SCIDAR is insensitive to any NGT. By
using a simple lens change, the measurement plane can be shifted to a virtual plane located
below the telescope. This increases the propagation distance such that scintillation caused
by NGT can also be measured. This version of SCIDAR is known as generalised SCIDAR
(Klu¨ckers et al., 1998).
The use of SCIDAR allows for the full C2N(h) and V (h) profiles to be obtained. The
lenses associated are reasonably cheap. It was therefore decided to use a SCIDAR system
where costs could be kept to a minimum by using primarily off-the-shelf components.
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1.3.1 SCIDAR Systems
When using a binary star system, the angular separation, φ, has a strong influence on
the altitude range used for measurements. A narrow φ provides for the ability to detect
full atmospheric profiles, whereas a wide φ will result in the detection of low altitude
turbulence only. The use of wide binaries has been used in the system dubbed low layer
SCIDAR (LOLAS) (Avila et al., 2008). LOLAS is based on generalised SCIDAR and was
designed for use with a 40-cm Meade telescope. With φ = 70 arcseconds the maximum
altitude seen with LOLAS is approximately 1200 m.
Systems that measure profiles that extend to the free atmosphere include Cute-
SCIDAR, which is mounted on the 1-m Jacobus Kepteyn Telescope in La Palma (Hoege-
mann et al., 2004), and the instrument developed by Nice University, which has been used
on the 1.5-m and 2.1-m telescopes at Observatorio Astrono´mico Nacional de San Pedro
Ma´rtir in Mexico (Avila et al., 2006) and on the 2.2-m telescope on Mauna Kea (Tokovinin
et al., 2005). These systems utilise primarily generalised SCIDAR measurements.
Scintillation is considered a weak observable and as such it is assumed that free
atmosphere profiling using binary star SCIDAR requires a telescope with a diameter of
1 m or larger (Tokovinin, 2007). In addition the number of suitably bright binary star
systems is limited. This has led to the development of SCIDAR using single stars.
Single star SCIDAR (SSS) has been implemented in two different ways. Coburn
et al. (2005) proposed a system that used a CCD on a movable stage such that the
position of the measurement plane could be moved. By moving the measurement plane
to an altitude above the telescope where optical turbulence existed then in theory the
scintillation resulting from the layer would not be detectable. By scanning through the
atmosphere searching for a null in scintillation the altitude structure of turbulence could
be found. Although the full profile could be ascertained, the scanning approach requires
multiple measurement planes to be employed. In the presence of strong NGT, the strength
of the NGT may hinder the ability to detect a null in the scintillation and high altitude
turbulent layers could be masked.
An alternative SSS approach is to compute the temporal covariance for scintillation
images from a single star using a static measurement plane (Habib et al., 2006). With
increasing time delay between successive frames the position of the covariance peaks are
separated depending on the wind speed associated with the given layers. When the
peaks are sufficiently separated then the individual layer strengths can be determined
in conjunction with the layer’s wind speed. For this approach to be successful multiple
temporal covariances need to be computed using different values of the time delay between
consecutive frames, ∆t. Layers with a high wind speed may not be detectable at multiple
∆t. In addition, the wind velocity associated with different layers may be similar and
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hence the covariance peaks may not separate sufficiently. Gaps may exist in the resulting
C2N(h) and V (h) profiles.
The system designed for use at MJUO utilises binary star SCIDAR, with the inten-
tion of acquiring C2N(h) and V (h) profiles for use in the design of an AO system.
1.4 Adaptive Optics
Real-time compensation of turbulence induced aberrations in astronomical images using
AO requires the use of a wavefront sensor, a correction device, a system controller and a
guiding system (Tyson, 1991). The specific components used and their arrangement will
depend on the level of compensation targeted. Figure 1.5 shows the typical configuration
for use with an astronomical telescope, where aberrations are compensated for prior to
image aperture using a closed-loop system.
Figure 1.5: A generic AO system for use with an astronomical telescope and a natural
guide star. An AO system will consist of a wavefront sensor, a compensation device in
the form of a deformable mirror (DM) and/or fast steering mirror (FSM), and a control
system. Reprinted from Hardy (1998).
The wavefront sensor images the wavefront and produces an electrical input signal
that provides an estimate of the aberrations present in the incident light. Many different
sensor configurations are available. In general, the resolution of the wavefront reconstruc-
tion is dependent on the size of the sub-apertures used. The smaller the sub-apertures,
the finer the sampling.
Short exposure astronomical images consist of a speckled pattern where the cen-
troid moves randomly. Variations in centroid position are usually corrected by using
a fast steering mirror (FSM), also known as a tip/tilt mirror. Tip/tilt compensation
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can be incorporated into a system for the compensation of higher order aberrations or
implemented as a separate system.
High order aberrations that lead to the speckled image appearance can be compen-
sated for using a deformable mirror (DM). The level of high order compensation achieved
depends on the DM design. The exact compensation of wavefront aberrations requires
very high spatial sampling which is impossible to implement, resulting in a residual fitting
error.
An AO system must utilise some form of guiding system to determine the atmo-
spheric turbulence present at the time. The guide object can be the science object being
observed or an external source, such as a nearby star located in close proximity to the
science object or a laser source. It is unlikely that MJUO will utilise a laser guide star
due to the costs associated with such a system and hence no further detail is provided
here. A more detailed discussion on the use of laser guide stars in AO can be found in
Hardy (1998).
The control computer uses the information from the wavefront sensor to control
the FSM and the DM in order to compensate for the distortions in the wavefront. The
incoming wavefront is reconstructed by the control computer.
The performance of an AO system is reliant on the speed of the control computer
and the efficiency of its calculations. Processing requirements for an AO system are quite
complex and depend on (Tyson, 2000):
• atmospheric conditions,
• the size and site of the telescope,
• the direction of the observed object and the wavelength of observation,
• the number of channels of correction to be controlled,
• the brightness of the guide object.
AO systems typically have bandwidths in the range of 10 to 1000 Hz and are located after
the telescope pupil (Beckers, 1993).
1.5 Thesis Organisation
This thesis is organised into the following chapters:
• Chapter 2 discusses the basic theory of optics and the mathematical treatment of
characterising atmospheric turbulence. Also discussed is the phenomenon known as
scintillation and how SCIDAR uses scintillation captured from a binary star system
to determine C2N(h) and V (h) profiles.
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• Chapter 3 presents the system design for the SCIDAR instrument developed during
the course of this research.
• The practical implementation of determining C2N(h) profiles from SCIDAR data is
detailed in Chapter 4.
• The determination of V (h) profiles is detailed in Chapter 5.
• Chapter 6 discusses the measurements taken at MJUO during the course of this
research.
• Chapter 7 discusses the trends found in the SCIDAR data and presents a set of
C2N(h) and V (h) models that could be used to begin the development of an AO
system at MJUO.
• Chapter 8 contains a preliminary assessment of the AO design parameters for MJUO
and makes recommendations as to how the development of such a system should
proceed.
• Chapter 9 summarises the main conclusions and suggests areas of further research
for the SCIDAR instrument developed, the methods used to extract C2N(h) and
V (h) profiles, and the data and models presented.
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Chapter 2
Imaging Through Turbulence
To develop an instrument that can effectively measure atmospheric turbulence it is im-
portant to have an understanding of certain aspects of the field of optics and the effects
of turbulence on an incident wavefront.
Optics can be divided into three main areas; geometrical optics, physical optics and
quantum optics. The concepts of geometrical optics are available in any standard physics
text, such as Halliday and Resnick (1988), and will not be discussed further here. Physical
or Fourier optics provides a more in-depth analysis of light propagation, while quantum
optics describes the quantum nature of light and is outside the scope of this research.
Section 2.1 introduces the concepts of apertures and diffraction. Section 2.2 in-
troduces polynomials commonly used to describe turbulence induced aberrations and the
effects abberations have on the resolution of a system. Section 2.3 discusses mathematical
models that are commonly used to describe C2N(h) and V (h) profiles, while section 2.4
discusses the theory behind the technique used to measure C2N(h) and V (h) profiles.
2.1 Using an Aperture
The amount of light from a given source is limited when using an aperture. The aperture
can be part of one of the optics in the system or a separate component. The entrance pupil
and the exit pupil are the images of the aperture in object and image space respectively.
In the schematic shown in Figure 2.1 the position of the entrance pupil and the aperture
coincide. For a telescope this is commonly the case.
The F-number gives an indication about the number of photons that will be collected
in an area specified by the image size. It is based on the effective focal length of the imaging
system, fE, and the diameter of the entrance pupil, DEP , and is defined as (Greivenkamp,
2004)
F/# =
fE
DEP
. (2-1)
The F-number is typically referred to as the speed of the imaging system as it is gives
an indication of the exposure time required (Halliday and Resnick, 1988). A smaller F-
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Figure 2.1: Schematic of the aperture and pupil positions. The amount of light in a system
is limited by the aperture. The entrance and exit pupils are images of the aperture in
object and image space respectively. In this example the position of the entrance pupil
and the aperture coincide.
number for a given fE means that DEP is larger allowing more light through the system,
requiring shorter exposure times. A system with a small F-number is said to be a fast
imaging system.
The depth of focus (DOF) describes the amount that the image position can be
shifted from the nominal position before the resulting image blurs, and the image diameter
exceeds the blur diameter criterion specified byD∆i (Greivenkamp, 2004). If the maximum
allowable image offset was ∆i and the image diameter at ∆i was D∆i then
DOF = ±∆i ≈ ±D∆ifE
DEP
= ±D∆iF/#. (2-2)
A schematic of the DOF is shown in Figure 2.2.
The field of view (FOV) describes the maximum angular size of an object as seen
from the entrance pupil. For telescopes, where science objects are extremely distant
(Greivenkamp, 2004),
FOV ≈ 2θ1/2 ≈ 2hi
fE
, (2-3)
where θ1/2 is half the angular size of the stellar field, hi is half of the image size seen in
the image plane and fE is the effective focal length of the telescope. Figure 2.3 shows a
schematic of the field of view.
2.1.1 Diffraction
“Diffraction is the bending of a wave as it passes through a gap or around the
edge of a barrier.” (Howison, 1992)
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Figure 2.2: Depth of focus estimation. An image can form between −∆i and ∆i before an
image blurs excessively. The diameter of the image D∆i can be related to the F-number
of the system F/# = fE/DEP .
Figure 2.3: Determination of field of view. An image of size 2hi will represent a stellar
field that has an angular size of 2θ1/2.
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Figure 2.4: The propagation of light through a thin slit. Geometrical optics suggest that
shadows form on the screen except the area where light travels in a straight line. In reality
dark and light fringes are seen forming a diffraction pattern. Reprinted from Howison
(1992).
Consider an ideal monochromatic wavefront observed through a thin slit. Using the
geometrical optics model, light travels in a straight line and hence shadows would form
on a screen except for a small area corresponding to the thin slit, shown in Figure 2.4(a).
In reality a pattern of light and dark fringes are observed, as shown in Figure 2.4(b).
In a system with a circular, aperture the diffraction pattern seen is a bright central
spot surrounded by a set of concentric circles which progressively get weaker (Figure
2.5(a)). The diffraction-limited image from a circular aperture of diameter DEP has an
intensity function of (Longhurst, 1973)
I(P) =
(
2J1 (ω)
ω
)2
(2-4)
where I(P) is the intensity at point P in the observation plane, J1 (w) is a first order
Bessel function and
ω =
pi
λ
DEP
z
√
x2 + y2 (2-5)
for a given wavelength λ at a distance z from the aperture plane. (x, y) describe the
corresponding point in the aperture plane. Equation (2-4) is also known as the Airy disc
function and is shown in Figure 2.5.
If the image plane was located at z = fE from the entrance pupil, then
ω =
pi
λF/#
√
x2 + y2. (2-6)
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Figure 2.5: The Airy disc function.
Table 2.1: Position of the successive maxima and minima of an Airy disc.
ω
λF/#
(
2J1(ω)
ω
)2
Central maximum 0 1
First minimum 1.22 0
First maximum 1.64 0.0175
Second minimum 2.24 0
Second maximum 2.66 0.0042
Third minimum 3.24 0
Third maximum 3.7 0.0016
Fourth minimum 4.24 0
Table 2.1 indicates the positions of the first few maximum and minimum points.
The resolution limit of an imaging system is determined by its ability to distinguish
between two neighbouring points (Longhurst, 1973). If two objects are close together
the resulting diffraction patterns would overlap. The objects are said to be resolvable if
the centre of one Airy disc falls on the first minimum of the other. From Table 2.1 the
minimum resolvable distance, dres, would be
dres = 1.22λF/#. (2-7)
The minimum angular resolution, θres, is found by dividing dres by the effective focal
length, such that
θres = 1.22
λ
DEP
(2-8)
Equation (2-8) is known as the Rayleigh criterion (Halliday and Resnick, 1988).
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2.2 Turbulence Induced Aberrations
The departure of the wavefront from the ideal is not only due to diffraction, but also due
to aberrations. Atmospheric turbulence makes a significant contribution to the wavefront
aberrations.
In the field of adaptive optics, wavefront aberrations are commonly described math-
ematically using a set of Zernike polynomials. Zernike polynomials are defined over a unit
circle and are orthogonal over it. They are typically defined in polar coordinates, (r, θ),
and given radial symmetry. Using the scheme presented by Noll (1976), they are defined
as
Zevenj(r, θ) =
√
n+ 1Rmn (r)
√
2 cos(mθ), m 6= 0 (2-9)
Zoddj(r, θ) =
√
n+ 1Rmn (r)
√
2 sin(mθ), m 6= 0 (2-10)
Zj(r, θ) =
√
n+ 1R0n(r), m = 0, (2-11)
where
Rmn (r) =
(n−m)/2∑
s=0
(−1)s(n− s)!
s![(n+m)/2− s]![(n−m)/2− s]!r
n−2s. (2-12)
The values of n and m are positive integers that satisfy m ≤ n and n −m = even. The
index j is a mode ordering number and is a function of n and m. The first eight modes
of Zernike polynomials are shown in Figure 2.6.
Zernike polynomials are commonly used to describe the residual phase error re-
sulting from uncompensated modes of abberations. Noll (1976) calculated the residual
phase errors for the first few modes based on the ratio of the telescope diameter DT to
the coherence length r0. Table 2.2 shows the residual phase errors associated with the
compensation of the first eight Zernike modes.
Figure 2.7 shows how the residual phase error varies with the number of modes
corrected for varying values of r0 given a 1-m telescope. Compensating for the low-order
aberration modes produces the most significant results. Compensating for higher order
aberrations, i.e. 10 modes versus 15 modes, has substantially less effect. For higher-mode
correction the curve is asymptotic where the curve can be approximated by (Noll, 1976)
σ2(fit=nZern) = 0.2944n
−√3/2
Zern (DT/r0)
5/3 . (2-13)
where nZern is the number of low order Zernike modes corrected.
If the Z2 and Z3 modes of aberrations (tip and tilt) were corrected perfectly then
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piston x-tilt
y-tilt defocus
y-astigmatism x-astigmatism
y-coma x-coma
Figure 2.6: The first eight modes of Zernike polynomials.
Table 2.2: Residual phase error and aberration functions for the first eight
modes of Zernike polynomials.
Zernike Mode Aberration Function Aberration Type Residual Errora (rad2)
Z1 1 piston 1.030(DT/ro)
5/3
Z2 r cos(θ) tip 0.582(DT/ro)
5/3
Z3 r sin(θ) tilt 0.134(DT/ro)
5/3
Z4
√
3(2r2 − 1) defocus 0.111(DT/ro)5/3
Z5
√
6r2 sin(2θ) astigmatism 0.0880(DT/ro)
5/3
Z6
√
6r2 cos(2θ) astigmatism 0.0648(DT/ro)
5/3
Z7
√
8(3r2 − 2)r sin(θ) coma 0.0587(DT/ro)5/3
Z8
√
8(3r2 − 2)r cos(θ) coma 0.0525(DT/ro)5/3
a(Noll, 1976)
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Figure 2.7: The effect of the number of aberration modes corrected on the residual error
as defined by Noll (1976).
the residual error would be 0.134(DT/r0)
5/3. These two modes contain 87% of the energy
present in an aberrated wavefront (Noll, 1976). Without full compensation of these
low-order modes, correction of higher-order modes would not produce any significant
improvement in image quality, especially in the longer exposure images that are typically
used in astronomical imaging. X-tilt and Y-tilt, along with varying levels of coma, result
in motion of the image’s centre.
Figure 2.8 shows the effect of increasing DT/r0 on short and long exposure images.
For DT/r0 ≈ 1 the short-exposure image (Figure 2.8(a)) is close to diffraction-limited and
nearly all the image degradation seen for long exposures (Figure 2.8(e)) is due to image
motion (Hardy, 1998). As DT/r0 increases, the effects of image motion lessen and the
diameter of the long-exposure images approach that of the short-exposure images. The
long exposures can be described by an Airy disc. Aberrations induced by the atmosphere
result in a spreading of the central peak (Figures 2.8(f), 2.8(g) and 2.8(h)) which also
results in a weaker peak intensity (Figure 2.9). As such the minimum angular resolution
θres found using equation (2-8) is no longer valid. Instead θres is now specified by
θres = 1.22
λ
r0
, (2-14)
where r0 is the turbulence coherence length (refer to equation (1-3), page 6).
2.3 Modelling C2N(h) and V (h)
Optical turbulence is highly irregular, where turbulence strengths can vary by an order
of magnitude around a mean value (Hardy, 1998). Commonly used models represent a
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(a) DT/r0 = 1, short
exposure
(b) DT/r0 = 5,
short exposure
(c) DT/r0 = 10,
short exposure
(d) DT/r0 = 20,
short exposure
(e) DT/r0 = 1, long
exposure
(f) DT/r0 = 5, long
exposure
(g) DT/r0 = 10,
long exposure
(h) DT/r0 = 20,
long exposure
Figure 2.8: The effect of increasing DT/r0 on short- and long-exposures. For DT/r0 = 1
images are diffraction-limited.
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Figure 2.9: Intensity functions of long-exposure images with increasing DT/r0. (—)
DT/r0 = 1. (− · −) DT/r0 = 5. (- -) DT/r0 = 10. (· · · ) DT/r0 = 20. Intensities have
been normalised to the peak intensity for DT/r0 = 1.
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mean profile of C2N(h) measurements taken over extended periods of time.
The Hufnagel-Valley (HV) model is commonly used to describe turbulence at an
astronomical site (Tyson and Frazier, 2004). It consists of three components:
• an exponentially decreasing C2N(h) through the troposphere,
• a peak at approximately 10 km above ground corresponding to a tropopause layer,
and
• a strong surface layer.
The HV model has the form of (Andrews, 2004)
C2N(h) = 2.7× 10−16 exp
( −h
1500
)
+5.94× 10−53h10
( w
27
)2
exp
( −h
1000
)
+A exp
(−h
100
)
, (2-15)
where h is the altitude above ground, A = C2N(0) is the ground level value of C
2
N(h), and
w is the root-mean-square wind speed given by (Hardy, 1998)
w =
[(
1
15× 103
)∫ 20×103
5×103
V (h)2dh
]1/2
, (2-16)
where V (h) is the wind speed profile. It should be noted that the limits of integration are
chosen to such that w is a measure of the wind speed in the free atmosphere. Wind flows
below 5 km above sea level are subject to local terrain and ground structures (Sturman
and Tapper, 1996). The Southern Alps extend up to approximately 4 km above sea
level. Above 25 km above sea level, the effects of optical turbulence becomes insignificant
(Hardy, 1998). However some will dispute that this limit is in fact as low as 20 km above
sea level (Andrews, 2004; Klu¨ckers et al., 1998; Tyson and Frazier, 2004). Hence an upper
limit of 20 km is imposed on w.
The parameters w and A in equation (2-15) are adjusted to obtain the conditions
for a given site. The HV 5-7 model has parameters set such that r0 = 5 cm and θ0 = 7
µrad (1.44 arcseconds) for a wavelength λ = 500 nm at ζ = 0◦. Under these conditions
A = 1.7× 10−14 and w = 21 m/s. Figure 2.10 shows the HV 5-7 C2N(h) model.
The HVmodel only reflects turbulent layers located near-ground and at the tropopause.
At many sites around the world additional layers have been detected at low- to mid-
troposphere altitudes (Avila et al., 2004; Fuensalida et al., 2004; Prieur et al., 2001;
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Figure 2.10: The Hufnagel-Valley (HV) 5-7 C2N(h) model. This is a HV model with
parameters set such that r0 = 5 cm and θ0 = 7 µrad (1.44 arcseconds) for a wavelength
λ = 500 nm and a zenith angle ζ = 0◦.
Wang et al., 2008). The HV model can be extended to incorporate these additional layers
by using (Hardy, 1998)
C2N(h) = A exp
(
− h
HA
)
+B exp
(
− h
HB
)
+Ch10 exp
(
− h
HC
)
+D exp
(
−(h−HD)
2
2d2
)
, (2-17)
where A is the turbulence coefficient for near-ground (i.e. C2N(0)) and HA is the height
for its 1/e decay, B and HB are similarly defined for turbulence in the troposphere, and C
and HC are related to the turbulence peak located at the tropopause. The fourth term in
equation (2-17) can be used to define one or more isolated layers where D and HD define
the strength and height of the layer and d specifies the layer thickness. When expressed
in this form, the coefficients of the HV 5-7 model are: A = 1.7 × 10−14, HA = 100 m,
B = 2.7× 10−16, HB = 1500 m, C = 3.59× 10−53, HC = 1000 m, and D = 0.
A Gaussian model, developed by Greenwood, can be used for the atmospheric wind
profile such that (Tyson and Frazier, 2004)
V (h) = V (0) + V (HT ) exp
[
−
(
h cos ζ −HT
LT
)2]
× [sin2 β + cos2 β cos2 ζ]1/2 , (2-18)
where V (0) is the wind velocity at ground level, V (HT ) is the velocity at the tropopause
located at an altitude HT , LT is the thickness of the tropopause layer and β is the wind
direction relative to the telescope azimuth. The Bufton model is a specific Greenwood
model where V (0) = 5 m/s and V (HT ) = 30 m/s with HT = 9.4 km and LT = 4.8 km for
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Figure 2.11: Greenwood wind velocity model. (—) V (0) = 5 m/s, V (HT ) = 30 m/s,
HT = 12 km, LT = 4.8 km, ζ = 0
◦ and β = 0◦; (· · · ) ζ = 15◦; (− · −) ζ = 30◦; (- -)
Bufton.
ζ = 0◦ and β = 0◦. Figure 2.11 shows the Greenwood wind model for various parameters.
2.4 Scintillation
Scintillation arises from the propagation of phase variations induced by atmospheric
turbulence over large distances. The level of scintillation is given by the scintillation
index, σ2I , which is defined as the variance of the intensity fluctuations (Roddier, 1981)
σ2I = 2.25k
7/6 sec11/6 ζ
∫ ∞
0
C2N(h)h
5/6dh. (2-19)
Scintillation resulting from a layer close to ground will have a weak scintillation
index. Therefore the perceived level of variation in intensity will be reduced and the size
of scintillation patches will be small (Figure 2.12(a)). As the propagation distance in-
creases (Figures 2.12(b), 2.12(c) and 2.12(d)) the scintillation index increases, as does the
perceived size of scintillation patches. From equation (2-19) the strength of scintillation
is proportional to h5/6. For a layer with a given C2N(h) and wavelength, increasing the
propagation distance will increase the variations detected in light intensity across a given
region. It is this relationship that forms the basis behind SCIDAR, which is the method
used for measuring atmospheric turbulence during this research.
2.4.1 Using Scintillation to Measure Atmospheric Turbulence
SCIDAR uses the spatio-temporal covariance functions of scintillation images to infer the
characteristics of the atmospheric turbulence at a site. A sequence of short exposure
images conjugate to the telescope aperture are taken. From these images a covariance
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(a) h = 1 km, σ2I =
0.11
(b) h = 5 km, σ2I =
0.42
(c) h = 10 km, σ2I =
0.74
(d) h = 20 km, σ2I =
1.32
Figure 2.12: Scintillation index σ2I increases with propagation distance. r0 = 10 cm, λ =
589 nm, ζ = 0 radians.
Figure 2.13: The concept of pupil-plane binary star SCIDAR. Light from each star passes
through the same turbulent region forming identical scintillation patterns separated by a
distance proportional to the angular separation of the binary star system φ and the height
of the turbulent layer above the measurement plane hL.
image is found from which C2N(h) and V (h) profiles can be determined (Klu¨ckers et al.,
1998).
SCIDAR measurements are typically taken using a binary star system, as shown in
Figure 2.13. Light from each star passes through the same region of a turbulent layer
forming identical, but separated, scintillation patterns. The distance between the two
scintillation patterns is directly proportional to the angular separation of the binary star
system, φ, and the height of the turbulent layer, hL.
In the traditional form of SCIDAR (known as pupil-plane or classical SCIDAR)
stellar scintillation patterns are measured at the telescope pupil. Any phase variations
induced by atmospheric turbulence are very weak and must propagate large distances to
produce measurable scintillation (refer to equation (2-19)). Therefore any scintillation
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Figure 2.14: The concept of generalised binary star SCIDAR. Scintillation patterns from
each star are separated by a distance proportional to the binary star separation φ and
the height of the turbulent layer above the measurement plane hi = |hL− d|. Due to sign
conventions d is negative.
resulting from near-ground turbulence (NGT) is not readily detectable. Using a simple
lens change the measurement plane is shifted to a virtual plane located below the tele-
scope. This increases the propagation distance such that scintillation from NGT can be
adequately measured. This version of SCIDAR is known as generalised SCIDAR (Klu¨ckers
et al., 1998).
In generalised SCIDAR, as in pupil-plane SCIDAR, light from each star passes
through the same region of a turbulent layer forming identical scintillation patterns where
the distance between the two patterns is proportional to φ and the total propagation
distance of the wavefront, hi = |hL − d| (Figure 2.14). d is the distance to the virtual
measurement plane below the telescope, termed the defocus distance. Due to sign con-
ventions detailed in Appendix A, d is negative. The resulting aperture images from each
star are defocussed and separated by an amount proportional to φ and d. Figure 2.15
shows a typical pupil-plane and generalised SCIDAR scintillation image.
Figure 2.16 shows the usual lens configurations for both pupil-plane and generalised
SCIDAR. For pupil-plane SCIDAR (Figure 2.16(a)), the telescope aperture is imaged onto
a CCD by a field lens Lp (Klu¨ckers et al., 1998). The focal length of Lp, fp, is chosen to
provide a spatial sampling across the telescope aperture ∆r ≈ 0.01 m/pix. If the distance
between Lp and the telescope aperture, pp, is sufficiently large then the image plane at
ip from Lp is located at approximately fp behind the fields lens. To achieve a focussed
image then Lp is placed approximately fT away from the telescope primary mirror LT,
where fT is the effective focal length of the telescope.
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Figure 2.15: Typical scintillation images from pupil-plane and generalised SCIDAR. Im-
ages contain two aperture images that are separated by a distance proportional to the
angular stellar separation, φ, and the defocus distance, d. For pupil-plane data d is zero
and hence the images overlap completely.
For generalised SCIDAR (Figure 2.16(b)), the field lens Lg is placed in the same
location as Lp. If the position of the image plane is unchanged, then LT acts like another
lens, imaging a measurement plane at a distance d below the aperture plane. Assuming
that the focal length of the Lg, fg, is less than fp, the distance behind Lg to the image
plane ig ≈ fp and pp ≈ fT then
d ≈ −f
2
T (fg − fp)− fTfgfp
fgfp
. (2-20)
For full derivation of equation (2-20) see Appendix B.
The majority of SCIDARmeasurements at MJUO were taken with the 1-m McLellan
telescope operating at a F/13.5 focal ratio. For a pupil-plane SCIDAR lens with a focal
length 12.7 mm and a generalised SCIDAR lens with a focal length 10 mm, the ideal
defocus distance d is 3.9 km below the telescope.
Regardless whether pupil-plane or generalised SCIDAR is employed the techniques
used to determine both C2N(h) and V (h) profiles are similar.
The determination of C2N(h) and V (h) profiles from scintillation images require the
spatio-temporal covariance of scintillation patterns from a binary star system, CB(ρ, φ,∆t).
CB(ρ, φ,∆t) describes a series of triplets where each triplet corresponds to a different
turbulent layer consisting of a central peak with two weaker secondary peaks. If the
exposure time is sufficiently short and the acquisition frame rate is sufficiently fast then
Taylor’s hypothesis suggests that turbulent structures move without deformation (Caccia
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Figure 2.16: Optical layout for pupil-plane and generalised SCIDAR. In pupil-plane SCI-
DAR the telescope mirror, LT, is imaged by the field lens, Lp, onto the CCD plane. For
generalised SCIDAR, Lp is replace by Lg. In this case, LT acts like another lens. The
combination of LT and Lg image a measurement plane located at d below the telescope
onto the CCD plane. Image is based on Fig. 2 in Klu¨ckers et al. (1998).
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a = 1+α
2
(1+α)2
b = α(1+α)2
∝ φhi
Figure 2.17: Schematic of a binary star system covariance triplet profile from a single layer
of turbulence. The distance between the central peak and secondary peak is proportional
to the binary star system separation, φ, and the height of the layer above the measurement
plane, hi. α = 10
−0.4∆m, where ∆m is the magnitude difference between the binary star
system components.
et al., 1987; Roddier, 1981). Therefore CB(ρ, φ,∆t) can be written as (Avila et al., 2001)
CB(ρ, φ,∆t) =
n∑
i=1
aCS(ρ− v) + b [CS(ρ− v − φhi) + CS(ρ− v + φhi)] , (2-21)
where ρ is the radial coordinate in the direction of the binary star system, ∆t is the
time delay between successive scintillation frames and v = V (hi)∆t for a given layer with
velocity V (hi) at height hi. The coefficients a and b are given by (Avila et al., 2001)
a =
1 + α2
(1 + α)2
, b =
α
(1 + α)2
, α = 10−0.4∆m, (2-22)
where ∆m is the magnitude difference between the binary star system companions. Note
that the expression for α is derived from the definition of apparent stellar magnitude
verses the light intensity received at the instrument for the visual spectrum where α is
the ratio of light intensity received from the binary star companions.
Each triplet in the series has a central peak that corresponds to the equivalent
covariance of a single star for a given layer, CS(ρ,∆t), scaled by a. The two secondary
peaks correspond to CS(ρ,∆t) scaled by b and are offset from the central peak by a
distance proportional to φhi (Figure 2.17).
CS(ρ, 0) is the 2D Fourier transform of the power spectrum of the scintillation
fluctuations, W (f), seen at the measurement plane. W (f) is given by (Roddier, 1981)
W (f) = 0.039k2f−11/3
∫ ∞
0
C2N(h) sin
2(piλhf 2)dh (2-23)
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where λ is the wavelength and k = 2pi/λ. For an aperture with circular symmetry, as in
the case of a telescope, then (Goodman, 2005)
CS(ρ, 0) = 2pi
∫ ∞
0
W (f)fJ0(2piρf)df, (2-24)
where J0 is a zeroth order Bessel function of the first kind. Let
K(ρ, h) = 0.245k2
∫ ∞
0
f−8/3 sin 2(piλhf 2)J0(2piρf)df, (2-25)
which is the theoretical spatial covariance function of a single star produced by a layer at
height h where
∫
C2N(h)dh = 1 and assuming Kolmogorov turbulence (Avila et al., 1997).
Then from equations (2-23), (2-24) and (2-25)
CS(ρ, 0) =
∫ ∞
0
K(ρ, h)C2N(h)dh. (2-26)
When ∆t = 0, equations (2-21) and (2-26), allow the use of binary star system covariances
to estimate C2N(h) profiles. This is discussed in more detail in Chapter 4.
If a layer at height hi was moving at a velocity V (hi) then the scintillation pattern
produced at the ground would move with the same V (hi). Assuming Taylor’s hypothesis
(i.e. spatio-temporal sampling is such that turbulent elements move without distortion)
then two scintillations patterns, produced by a single star, separated by ∆t are physically
separated by V (hi)∆t (Caccia et al., 1987). Hence
C ′S(ρ,∆t) = C
′
S(ρ− V (hi)∆t). (2-27)
Taylor’s hypothesis also suggests that the peak strength at ∆t = 0 remains unchanged
for ∆t > 0, such that
C ′S(V (hi)∆t) = C
′
S(0, 0). (2-28)
Hence the spatio-temporal covariance function given by equation (2-21) describes a series
of triplets where each triplet has been shifted from a null position (defined by ∆t = 0) by
V (hi)∆t.
Figure 2.18 shows a schematic for the determination of wind velocities from scintilla-
tion spatio-temporal covariances. If ∆r is the spatial sampling applied across the aperture
then the shift seen in the triplet pattern for ∆t > 0 is directly proportional to ∆r/∆t.
The magnitude of the shift is directly related to the wind speed, and the direction of the
shift bφ can be related to the direction of the wind, provided that information about the
telescope’s orientation with respect to the ground is available. The determination of V (h)
2.4. Scintillation 33
∝ ∆r/∆t
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∝ φh/∆r
Figure 2.18: Determination of wind velocity from scintillation spatio-temporal covari-
ances. The maximum detectable velocity depends on multiple factors, including the time
delay, ∆t, between frames, spatial sampling across the aperture, ∆r, the altitude of the
layer, h, the angular separation of the binary companions, φ, and the measured direction
of the shifted triplet, bφ, with respect to the direction of the binary. Triplets shown
correspond to ∆t = 0 (i.e. auto-covariance) and the triplet from the cross-covariance
between frames taken ∆t apart.
profiles from spatio-temporal covariances is discussed in more detail in Chapter 5.
2.4.2 Altitude Sampling of SCIDAR
Consider the geometry defined in Figure 2.19. If the height of the layer above the
measurement plane was hL then
hL =
rL
φ
, (2-29)
for very small φ, where rL is the measured distance between the two identical scintillation
patches in the aperture plane. If a spatial sampling of ∆r is used and rL is divided into
npix pixels then
hL =
npix∆r
φ
. (2-30)
If ∆h is the altitude sampling such that hL is also divided into npix pixels then
∆h =
∆r
φ
. (2-31)
This can be expanded to incorporate zenith angle, ζ, such that (Klu¨ckers et al., 1998)
∆h =
∆r
φ sec ζ
. (2-32)
For ∆r = 0.01 m/pix and φ = 4 arcseconds, ∆h ≈ 500 m at zenith.
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Figure 2.19: Geometry for altitude sampling in SCIDAR.
Similarly, if two identical scintillation patterns are located at either edge of the
aperture and hence at a distance DT, then the height associated is defined as (Klu¨ckers
et al., 1998)
hmax ≈ DT
φ
. (2-33)
The value hmax defines the maximum detectable height for SCIDAR measurements taken
with a telescope of diameter DT. The separation between any scintillation patterns
resulting from layers located above hmax will be too large to be appropriately sampled
and hence no corresponding covariance triplet pattern will exist. This results in a null
measurement for layers above hmax.
For adequate profiling hmax should be greater than the altitude for which optical
turbulence is assumed to be negligible. For pupil-plane SCIDAR this is assumed to be 20
km (Klu¨ckers et al., 1998). For generalised SCIDAR, hmax ≥ 20km+ |d|.
2.5 The SCIDAR System and Analysis Techniques
Chapter 3 contains a full description of the purpose-built SCIDAR instrument, whereas
further details on the extraction of C2N(h) and V (h) profiles are discussed in Chapters 4
and 5 respectively. Chapter 6 presents the C2N(h) and V (h) profiles obtained for MJUO.
Chapter 3
An Instrument to Collect Scintillation Data
This chapter discusses the development of the purpose-built instrument. The system
developed during the course of this research to measure the atmospheric turbulence
present at MJUO contained significant levels of noise, primarily resulting from the CCD
cameras used. There were several different camera models used throughout the system
development, each with its own noise characteristics.
Sections 3.1 through 3.4 outline the historical development of the SCIDAR system,
where the issues surrounding the noise characteristics of the CCD cameras is addressed in
the relevant sections. Section 3.5 outlines the operating parameters for the latest version
of the SCIDAR system.
3.1 Early UC-SCIDAR
Development of a University of Canterbury SCIDAR system (UC-SCIDAR) began in
2003 (Johnston et al., 2004, 2005; Mohr et al., 2006, 2008). The goal was to design a
low cost system that could be used to profile the optical turbulence above MJUO, while
providing the flexibility to change system components to enable different experiments to
be conducted. Two imaging channels were incorporated so simultaneous measurements
could be collected and the results compared directly.
UC-SCIDAR saw first light on the 1-m McLellan telescope at MJUO in late 2003,
at an approximate cost of US$4000. To keep costs to a minimum the system design
utilised primarily off-the-shelf components. The system has since evolved through several
iterations.
It was decided to employ a 300x400 mm mountable breadboard system to allow for
ease of mounting on the telescope and relatively quick change of component positions if
needed. Although different cameras and lenses have been used throughout the years, the
mountable breadboard concept is still used today and will most likely continue to be used.
The breadboard was mounted using standard angle brackets purchased from Thor-
labs. The angle brackets are attached to an aluminium plate drilled specifically for
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Figure 3.1: The UC-SCIDAR breadboard is mounted onto the telescope using off-the-
shelf angle brackets and a custom aluminium plate. Image provided by Graeme Kershaw,
Department of Physics & Astronomy.
mounting on the 1-m telescope (Figure 3.1). By changing the mounting plate the system
will fit onto any telescope. (See Appendix C for the construction drawing for the mounting
plate for MJUO.)
The system consists of two channels each with its own CCD camera and lenses. The
light from the telescope was split into the two channels using a 1 inch cube beamsplitter
made from BK7 glass with coatings for visual wavelengths (400 – 700 nm) which provided
a 50/50 intensity split (Thorlabs BS013). This permitted for direct comparison between
the two channels as minimal differences existed between the two channels.
Initially the two channel system was intended to compare two different optical
remote sensing techniques: generalised SCIDAR and slope detection and ranging (SLO-
DAR). SLODAR works on a similar principal to SCIDAR, but instead of scintillation
images, each star will produce a group of spots formed by a Shack-Hartmann (SH) lenslet
array (Wilson, 2002). To properly sample turbulent motion with a SH lenslet array, the
size of the lenslets must be chosen such that dsub/r0 ≈ 1, where dsub is the sub-aperture
size in the plane of r0. If dsub/r0 > 1 the resulting spots will have large motions associated
and/or speckling of the spots may occur making it difficult to identify corresponding spot
images from frame-to-frame. With the cost associated with a SH lenslet array at the
time (≥US$2000), the University of Canterbury was unable to acquire an appropriate SH
lenslet array within the budget constraints for the project and hence the idea of using
SLODAR was abandoned.
Prior measurements taken at MJUO in April 1999 by Imperial College indicated
that the strong near ground turbulence (NGT) was masking turbulence found at higher
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(a) Physical Layout (b) Optical Layout
Figure 3.2: Physical and optical layout of the UC-SCIDAR instrument in 2004.
altitudes (Johnston and Lane, 1999; Johnston et al., 2002). As such both pupil-plane and
generalised SCIDAR would be needed to adequately profile the site. The two channel
system design provided an ideal platform for simultaneous pupil-plane and generalised
SCIDAR measurements.
Figure 3.2 shows the physical and optical layout of UC-SCIDAR used in 2004. The
light from the telescope was split into the two channels with a 50/50 intensity split cube
beamsplitter (BS). The straight path, used for pupil-plane SCIDAR, consisted of a field
lens (L1), mounted in a z-translation stage to allow for fine adjustment, and a Thorlabs
DC111 camera (C1). The side path, used for generalised SCIDAR, consisted of a field
lens (L2) which was mounted a focal length of L1 from the CCD of a Micropix M640
camera (C2).
Both the Micropix M640 and Thorlabs DC111 cameras are firewire (IEEE-1394)
cameras containing a Sony ICX084AL CCD sensor. The sensor is a 640x480 chip with 7.4
µm square pixels. At full resolution, both cameras operate at up to 30 Hz, with exposure
times ranging from 0.1 ms to 64 s. During capture the cameras can be synchronised
through software to ensure that each path is imaged simultaneously. The cameras were
typically operated at maximum gain with exposures in the order of 1 ms and with a
frame rate of 30 Hz. As the data from each channel was analysed separately the precise
synchronisation between channels was not necessary. However it did ensure that the data
sets concerned were imaging the same turbulent structure.
For pupil-plane SCIDAR measurements a 35-mm focal length achromat was selected
for L1. For the 1-m telescope operating at a focal ratio of F/13.5, the resulting image
utilised 73% of the CCD with each pixel representing 2.85 mm of the primary mirror.
For generalised SCIDAR, a 25.4-mm focal length bi-convex lens was used to virtually
propagate the scintillation to 1.95 km below the telescope.
Johnston et al. (2004) described the system design used at the time with preliminary
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(a) Physical Layout (b) Optical Layout
Figure 3.3: Physical and optical layout of the UC-SCIDAR instrument during late 2004
– 2005.
results. The UC-SCIDAR instrument was not optimised for the low light levels typical
of an astronomical setting. The high background noise of the cameras prevented the
extraction of sufficient signal for conclusive results. As such the system was redesigned
with different lenses to allow more light to fall onto a smaller area of the chip.
3.2 UC-SCIDAR V2005
Due to alignment issues that resulted from the early UC-SCIDAR design, the cameras
used for C1 and C2 were swapped. Figure 3.3 shows the physical and optical layout of UC-
SCIDAR that was used from late 2004. C2 (the Thorlabs DC111 camera) was mounted
on a z-translation stage to allow for fine adjustment of its positioning. The positions of
L1 and L2 were fixed with respect to the corresponding camera CCD.
In 2005, the pupil-plane SCIDAR lens (L1) was replaced with a 12.7-mm focal length
achromat. The shorter focal length meant that for the 1-m telescope at F/13.5 only 26.5%
of the CCD was utilised with a spatial sampling, ∆r, of 0.008 m/pix. The generalised
SCIDAR lens (L2) was replaced with a 10-mm focal length achromat resulting in an ideal
defocus distance of ∼ 3.9 km below the telescope. The larger spatial sampling allowed
for shorter exposures times to be used on bright binaries that were optimally positioned
in the Southern skies during winter months. Figure 3.4 shows typical pupil-plane and
generalised scintillation images captured by the system used in 2005 (henceforth termed
UC-SCIDAR V2005).
An observational campaign for assessing seasonal changes in turbulence at MJUO
was undertaken by Clare Worley as part of her ASTR480 project (Worley, 2005). Measure-
ments were taken on a monthly basis from February through to September. Due to time
constraints only a small amount of the data collected was analysed at the time. However
the work provided useful parameters to optimise the collection process and assess whether
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Figure 3.4: Typical frames from (a) pupil-plane and (b) generalised SCIDAR data taken
using UC-SCIDAR V2005.
any particular run would provide a reliable estimate of the structure of turbulence. Part of
this work was presented in November 2005 at the Image and Vision Computing Conference
(IVCNZ’05) (Johnston et al., 2005). A significant portion of the results presented in this
thesis used data taken during 2005.
3.2.1 Camera Noise Characteristics
For the configuration used in UC-SCIDAR V2005, a spatial sampling, ∆r, of 0.008 m/pix
was typically used, with a frame rate of 30Hz. As such, an ideal pupil-plane SCIDAR
image would be spread across 127 pixels. Due to the nature of a generalised SCIDAR
image, the majority of an image taken using a binary star system with φ = 13 arcseconds
would be spread across 200 pixels in the widest direction. To decrease processing time,
a window of 256x256 centred around the image centroid was used for analysis. For
consistency during noise removal, dark frames were sampled using the same window patch
of the CCD. The following discussion uses the 256x256 windowed data.
The cameras used in UC-SCIDAR V2005 had a high level of electron noise associated
with dark current. Table 3.1 tabulates the average number of photons detected per pixel
over 1000 frames for both cameras used with an exposure time of 1 ms and maximum
gain. For dark frames, both cameras exhibit similar characteristics with approximately 2.5
photons per pixel detected (standard deviation σ ≈ 0.3). When looking at images taken
from neighbouring sky similar statistics are found. It was decided to use dark frames in
noise removal processing, as not every run had corresponding sky frames collected and
the noise statistics indicated that the level of dark current detected would have a greater
effect on the noise floor of the pupil-plane and generalised SCIDAR images than the noise
from the neighbouring sky.
Consider a single pupil-plane and generalised SCIDAR frame from a typical obser-
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Table 3.1: The average number of photons per pixel for the cameras used in UC-SCIDAR
V2005 with an exposure time of 1 ms and maximum gain.
Dark Frames Neighbouring Sky
mean σ mean σ
Micropix M640 2.50 0.31 2.52 0.31
Thorlabs DC111 2.48 0.33 2.49 0.33
vation run using UC-SCIDAR V2005 (shown in Figure 3.5). For data collected using the
Micropix M640 (typically pupil-plane SCIDAR measurements), a significant amount of
the data has frequencies less than 20 Hz (Figure 3.5(c)). For data collected using the
Thorlabs DC111 (typically generalised SCIDAR measurements) a significant amount of
the data is less than 40 Hz (Figure 3.5(f)). For both cameras a strong peak appears
at approximately 47 – 49 Hz. Upon closer examination of an averaged dark frame from
both cameras (Figure 3.6), where the ensemble consists of 1000 frames, the peak seen is
associated with noise. As noise of this frequency is present in both cameras it is believed
that it is associated with the proximity of the power supply for the cameras to the cable
connections to the computer. However it can removed from the data by way of a narrow
band-pass filter.
The filter being used in the analysis of V2005 data is a twentieth order Butterworth
band-pass filter design to remove only the identified frequencies. Figure 3.7 shows the
scintillation frames and their corresponding frequency content after filtering has been
applied for the data used in Figure 3.5. Note that the target frequency has been effectively
removed while keeping relevant data intact.
Consider run #30 taken in June 2005. This run was collected using α Centauri
(α Cen)∗ with an exposure time of 1 ms on both imaging channels. Figure 3.8 shows
data from the pupil-plane SCIDAR measurements. Data from the generalised SCIDAR
measurements are shown in Figure 3.9.
The C2N(h) profiles obtained for pupil-plane data (Figure 3.8(c)) and for generalised
data (Figure 3.9(c)) clearly indicate a turbulent layer at 11 – 12 km above sea level and
a strong layer near ground level.†
Due to the amount of noise present in the extracted pupil-plane data (Figure 3.8(b)),
the resulting C2N(h) profile contains additional noise spikes. Using a regularisation pa-
rameter of 0.15 during pupil-plane analysis the coherence length, r0 is estimated to be 24
cm, however error on the calculated r0 is nearly 100% due to the level of noise present
in the extracted data slice. However when filtering is applied to each individual frame
∗φ = 10.2 arcseconds, ∆m = 1.36 (Source: 2005 Almanac)
†Mount John University Observatory is at an elevation of 1048 m above sea level.
3.2. UC-SCIDAR V2005 41
Aperture Position (m)
Ap
er
tu
re
 P
os
itio
n 
(m
)
−0.5 0 0.5
−0.5
0
0.5
(a) Micropix M640 Image
−1 −0.5 0 0.5 10
50
100
150
200
250
Aperture Position (m)
N
um
be
r o
f P
ho
to
ns
(b) Number of photons in (a)
−50 0 5010
3
104
105
106
Frequency (Hz)
M
ag
ni
tu
de
(c) Frequency content of (a)
Aperture Position (m)
Ap
er
tu
re
 P
os
itio
n 
(m
)
−0.5 0 0.5
−0.5
0
0.5
(d) Thorlabs DC111 Image
−1 −0.5 0 0.5 10
50
100
150
200
250
Aperture Position (m)
N
um
be
r o
f P
ho
to
ns
(e) Number of photons in (d)
−50 0 5010
3
104
105
106
Frequency (Hz)
M
ag
ni
tu
de
(f) Frequency content of (d)
Figure 3.5: The frequency content of typical images captured by UC-SCIDAR V2005. The
strong peak at approximately 47 – 49 Hz in both cameras can be attributed to readout
noise. Data captured at a frame rate of 30 Hz.
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Figure 3.6: The average frequency content of 1000 dark frames captured by the V2005
system taken at an exposure of 1 ms. Data captured at a frame rate of 30 Hz.
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Figure 3.7: The frequency content of the data used in Figure 3.5 after a band-pass filter
removing only the signal that is at 47 – 49 Hz has been applied. Data captured at a frame
rate of 30 Hz.
before its use in the determination of the covariance, termed pre-filtering, there is a
clear improvement in pupil-plane SCIDAR data (Figures 3.8(d)–(f)) with the noise level
dropping, resulting in data peaks becoming more readily detectable (Figure 3.8(d)). The
resulting r0 estimate using the same level of regularisation becomes 23 ± 5 cm. When
filtering is applied after the covariance has been determined, termed post-filtering, similar
improvements are seen in pupil-plane SCIDAR data (Figures 3.8(g)–(i)), the estimate for
r0 becomes 22 ± 5 cm. (Full details on slice extraction, C2N(h) determination and errors
are presented in Chapter 4.)
In generalised data (Figure 3.9) the covariance strength of the near ground layer
dominates the profile and is nearly 100 times stronger than the background noise. Hence
filtering data has little influence over the resulting C2N(h) profile and the resulting r0
estimate, which was 6.7±0.7 cm for all three cases when using a regularisation parameter of
0.05. Although this shows that for generalised data filtering is not required, for consistency
of analysis filtering was applied to data collected from both channels of the V2005 system.
Pre-filtering is considered good-practice, however post-filtering can also be applied
in its place, reducing the need to re-process data that has been processed without the
filtering applied.
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In the above analysis, identical processing parameters were applied for all three
cases.
3.3 UC-SCIDAR V2006
Information about the wind velocity profile, V (h), is required to determine how quickly
turbulence changes above a site and hence how quickly an AO system is required to
respond. This can be obtained from SCIDAR data (Klu¨ckers et al., 1998) if sequential
frames are captured at a sufficient frame rate.
UC-SCIDAR V2005 utilised a fixed frame rate of 30 Hz, although individual frames
can be obtained with an exposure time of 1 ms. For a star with φ = 10 arcseconds the
maximum velocity detectable using UC-SCIDAR V2005 is approximately 15 m/s, where
a full covariance triplet pattern can be seen for a layer at 10 km above the observatory
regardless of the direction of the wind with respect to telescope orientation. Based on the
Bufton wind model, described in Chapter 2, a layer at 10 km can be expected to have a
wind speed of 30 m/s. To adequately measure the V (h) profile above MJUO, the time
delay between successive frames would need to be in the order of 17 ms. (The maximum
wind velocity based on the system design is discussed further in Chapter 5.)
As part of the collaborative efforts between the Department of Physics & Astronomy
and Department of Electrical & Computer Engineering, an external triggering device was
developed that would utilise cameras already available in the research group. The trigger
system was designed to sequentially trigger the cameras such that image pairs could
be captured with a known time delay ∆t. Each observation run would produce two
pupil-plane or generalised SCIDAR C2N(h) profiles and a single V (h) profile taken from a
cross-correlation between sequential images from the two different channels.
As the Thorlabs DC111 camera used in the UC-SCIDAR V2005 system did not
have an external trigger facility, both cameras were replaced with Micropix M1024 CCD
cameras. These cameras (using a Sony ICX204AL chip) have a 1024x768 grid of 4.65 µm
square pixels and a maximum frame rate of 15 Hz. However the field lenses remained
unchanged.
During field testing, the new system did not perform as expected. The CCD readout
from both cameras was jumbled (Figure 3.10). Due to the random nature of the jumbled
images, an insufficient number of image pairs could be collected to make the system viable.
It is believed that the increased number of pixels in each camera and the operation of the
trigger system was overtaxing the computer processor being used. Due to the number of
undesirable factors in the system, the trigger system was abandoned, and cameras with
a faster frame rate were used.
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Figure 3.8: Covariance and C2N(h) profiles obtained using the Micropix M640 from UC-
SCIDAR V2005. ((a) – (c)) Without filtering the resulting r0 estimate is 24 cm with nearly
100% due to the noise in the extracted slice. ((d) – (f)) Using pre-filtering. r0 = 23±5cm
((g) – (i)) Using post-filtering. r0 = 22 ± 5cm. Regularisation parameter used was 0.15
for all three cases.
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Figure 3.9: Covariance and C2N(h) profiles obtained using the Thorlabs DC111 from UC-
SCIDAR V2005. ((a) – (c)) Without filtering. ((d) – (f)) Using pre-filtering. ((g) –
(i)) Using post-filtering. Regularisation parameter used was 0.05 for all three cases. The
estimate for r0 was 6.7± 0.7 cm for all three cases.
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(a) (b)
Figure 3.10: The system employed during 2006 resulted in a jumbled image readout.
Selected images from (a) camera C1 and (b) camera C2.
3.4 UC-SCIDAR V2007
January 2007 saw the first use of a Dragonfly Express CCD camera from Point Grey
Research (PGR). This camera uses a Kodak KAI-0340DM sensor which has a 640x480
grid of 7.4 µm square pixels. At full resolution the camera has a frame rate of 120 Hz, with
the potential of capturing at 200 Hz with partial scanning. Exposure times range from
20 µs to 63 s. As pixel sizes are identical to those of the V2005 system the same lenses
are used in the 2007 system (henceforth termed UC-SCIDAR V2007). The Dragonfly
Express CCD cameras utilise a firewire-b (IEEE-1394b) specification. As such a different
acquisition system was used.
Figure 3.11 shows the physical and optical layout of UC-SCIDAR V2007. In addition
to the change of cameras, it was decided to use a magnetic mount for the beamsplitter
(BS). This meant that the beamsplitter could quickly be removed from the optical path
and all available light could be collected with the straight path channel (C1) if deemed
necessary. This proved useful during thin cloud cover and the use of faint binary star sys-
tems during capture. When operating in single camera mode (i.e. beamsplitter removed)
a simple lens change (at L1) swapped C1 between pupil-plane and generalised SCIDAR.∗
3.4.1 Camera Noise Characteristics
Data collected on January 24, 2007, used UC-SCIDAR V2007 operating in single camera
mode with a frame rate of 100 Hz. At this frame rate, the camera had a split frame noise
characteristic (Figure 3.12). Unfortunately the pixel index where the noise levels change
is positioned such that a portion of the SCIDAR measurement is subject to one level of
∗Removal of the beamsplitter will effect the optical path length of the system which will require the
telescope focal position to be changed. Any image size differences are compensated for during the analysis
the the data.
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(a) Physical layout (b) Optical layout
Figure 3.11: Physical and optical layout of UC-SCIDAR V2007.
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Figure 3.12: Noise characteristic of the PGR Dragonfly Express CCD operating at 100
Hz. The split level characteristics seen are positioned such that part of the SCIDAR
measurement was subject to one level of dark current, and the remainder was subject to
another.
dark current and the remainder is subject to another. As the position of the split change
is deterministic, noise removal by way of average noise was used in the analysis of this
data. Data taken after January 24, 2007, utilised a frame rate of 60 Hz, which did not
have the split noise characteristic (Figure 3.13). (See Appendix D for details on noise
removal by way of average noise.)
The lens configuration and pixel sizes used in the UC-SCIDAR V2007 results in
the same spatial sampling as the V2005 system. As such processing on data from UC-
SCIDAR V2007 is also performed on a 256x256 window. For the following discussion
the data has been windowed to a 256x256 patch of the chip centred around the typical
location of pupil-plane and generalised data for the respective cameras.
Table 3.1 tabulates the average number of photons detected per pixel over 1000
frames for both Dragonfly Express cameras used when operating at 60 Hz. For dark
frames, both cameras exhibit similar characteristics with approximately 1.6 photons per
pixel detected (standard deviation σ ≈ 0.1). When looking at images taken from neigh-
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Figure 3.13: Noise characteristics of the Dragonfly Express CCD operating at 60 Hz.
Table 3.2: The average number of photons per pixel for the cameras used in UC-SCIDAR
V2007 when using a frame rate of 60 Hz.
Dark Frames Neighbouring Sky
mean σ mean σ
Dragonfly Express (C1) 1.525 0.084 1.534 0.084
Dragonfly Express (C2) 1.599 0.097 1.604 0.097
bouring sky similar statistics were found. This indicates that the level of dark current
detected has a greater effect on the noise floor of the pupil-plane and generalised SCIDAR
images. It was decided to use dark frames in the noise removal processing for similar
reasons given for the V2005 system.
Through examination of the frequency content of the average dark frame from both
cameras used in the V2007 system (Figure 3.14) a strong peak is seen in camera C2
(Figure 3.14(b)) at approximately 25 Hz that is not seen in C1 (Figure 3.14(a)). This is
most likely related to something within the camera itself. From Figure 3.15, scintillation
data from generalised SCIDAR contains frequencies of 25 Hz and hence filtering of this
frequency may result in the removal of scintillation data. For the sake of data integrity
it was decided to leave the data from UC-SCIDAR V2007 unfiltered during analysis for
both channels.
3.5 System Operation
3.5.1 System Mounting and CCD Orientation
The UC-SCIDAR system is mounted so that the breadboard runs North to South when the
telescope is at zenith. CCD cameras are mounted on the East side of the board ensuring
that the firewire cables are normal to the breadboard. In the case of UC-SCIDAR V2007,
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Figure 3.14: The average frequency content of 1000 dark frames taken using UC-SCIDAR
V2007 at an exposure of 1 ms operating at 60 Hz.
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Figure 3.15: The frequency content of a SCIDAR data taken using UC-SCIDAR V2007
at an exposure time of 1 ms operating at 60 Hz. ((a) and (b)) Camera C1. ((c) and (d))
Camera C2.
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Figure 3.16: Image of primary mirror as captured by the straight path CCD camera using
a multi-lens camera configuration. The orientation of the image has been modified to use
standard compass coordinates. The image was captured by Steve Weddell (Department of
Electrical & Computer Engineering) using UC-SCIDAR V2007 with non-SCIDAR lenses.
the longer CCD chip direction is oriented along the West/East plane at zenith. Figure
3.16 shows an image of the primary mirror as captured by the CCD camera on the straight
path. Note that this image was captured using a multi-lens camera configuration which
adds reflections into the optical system. The image shown has been modified accordingly.
When using the SCIDAR field lenses, the resulting images from UC-SCIDAR V2007
are oriented with respect to the primary mirror of the telescope such that the following
angle corrections are required:
θC1 = −θmeasured,
θC2 = θmeasured +
pi
2
, (3-1)
where θmeasured is the measured angle from a specified datum and θC1 and θC2 are the
corrected angles for cameras C1 and C2 respectively.
3.5.2 Star Selection
Due to the location of MJUO, binary stars such as α Crucis (α Cru) and α Centauri (α
Cen) can be used for a large portion of the year. However in the summer months, when
both α Cru and α Cen are too far from zenith, fainter stars such as θ Eridanus (θ Eri)
and υ Carina (υ Car) can be used in single camera mode. The stellar parameters for stars
used with UC-SCIDAR data presented in this thesis are listed in Table 3.3.
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Table 3.3: Stellar parameters for stars used with UC-SCIDAR data presented in this
thesis.
Star Right Declination Epoch φ m1 ∆m Source
Ascension (arcsec)
α Cru 12h 27m -63◦ 07’ 2000 3.9 1.25 0.3 2005 Almanac
α Cen 14h 39m -60◦ 51’
2000 13.3
-0.01 1.36
2000 Bright Star Catalog
2005.5 10.2 2005 Almanac
2006.5 9.4 2006 Almanac
2007.5 8.7 2007 Almanac
θ Eri 02h 58.5m -40◦ 17’ 2002 8.4 3.20 0.92 WDS Star Catalog
υ Car 09h 47.3m -65◦ 06’ 2000 5.0 3.02 2.98 WDS Star Catalog
3.6 The Analysis Techniques and Measured Profiles
The techniques used to determine C2N(h) and V (h) profiles from UC-SCIDAR data are
discussed in Chapters 4 and 5 respectively. The measured profiles for MJUO are presented
in Chapter 6.
52 Chapter 3. An Instrument to Collect Scintillation Data
Chapter 4
Refractive-Index Structure Constant
Extraction Techniques
SCIDAR utilises two different measurement planes. Pupil-plane SCIDAR acquires scin-
tillation images at the aperture of the telescope and is useful in measuring turbulence at
mid- to high-altitudes. As discussed in Chapter 2, the level of scintillation detected is a
function of h5/6, hence pupil-plane SCIDAR is insensitive to turbulence that originates
near-ground. Generalised SCIDAR uses field lenses to virtually shift the measurement
plane to a defocus distance, d, below the telescope. This approach makes near ground
turbulence (NGT) more readily detectable.
SCIDAR uses a series of short exposure scintillation images of the aperture to
calculate the 2D spatio-temporal covariance. The 2D covariance consists of a series of
triplets where each triplet is associated with a different turbulent layer, as the images are
typically taken using a binary star system. The profile of a triplet depends not only on
the strength and height of the associated layer, but also the off-axis angle of the telescope
and the parameters of the binary star.
Chapter 2 summarised how C2N(h) profiles are found from scintillation spatio-temporal
covariances theoretically. This chapter discusses the practical aspects of using scintillation
images to estimate C2N(h) profiles. Section 4.1 defines the spatial covariance function
and how C2N(h) profiles are extracted from it. Section 4.2 then discusses a means of
quantifying the error on C2N(h) estimation for use in further discussion. Section 4.3
discusses the merits of aperture normalisation and how the normalisation matrix used for
generalised SCIDAR differs from that used for pupil-plane SCIDAR. Section 4.4 presents
the regularisation method used in the C2N(h) estimation from noisy scintillation data.
Section 4.5 examines the accepted methodology of finding C2N(h) profiles. This section
also examines the observational parameters that affect these profiles. Sections 4.6 and 4.7
discuss the practical limitations of zenith angle and exposure times on estimated C2N(h)
profiles respectively. Finally the effects of strong NGT on estimated C2N(h) profiles are
examined in section 4.8.
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Figure 4.1: The concept of binary star SCIDAR. Light from each star passes through
the same turbulent region forming identical scintillation patterns separated by a distance
proportional to the binary star separation φ and the height of the turbulent layer above
the measurement plane hi = |hL − d|. Due to sign conventions d is negative. (This figure
is a reprint of Figure 2.14 on page 28.)
A chronological C2N(h) analysis of UC-SCIDAR data is presented in Chapter 6.
4.1 Determination of Turbulence Strength
Consider a single turbulent layer located at altitude hi above the measurement plane
(Figure 4.1). Light from each stellar companion passes through the same turbulent region
forming identical, but separated, scintillation patterns at the aperture. If the angular
separation between the stellar companions is φ, then the patterns are separated by a
distance proportional to φhi. If a generalised measurement plane is used then hi = |hL−d|
where hL is the altitude of the layer above the telescope aperture and d is the defocus
distance to the measurement plane located below the telescope aperture. Because of sign
conventions, d is negative.
C2N(h) profiles are obtained from the spatio-temporal covariance functions of a binary
star CB(ρ, φ,∆t) for ∆t = 0, resulting in a spatial covariance, CB(ρ, φ, 0), which is also
called the auto-covariance. CB(ρ, φ, 0) can be written as (Klu¨ckers et al., 1998; Avila
et al., 2001)
CB(ρ, φ, 0) =
n∑
i=1
aCS(ρ) + b [CS(ρ− φhi) + CS(ρ+ φhi)] , (4-1)
where ρ is the radial coordinate in the direction of the binary star and hi represents the
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a = 1+α
2
(1+α)2
b = α(1+α)2
∝ φhi
Figure 4.2: Schematic of a binary star system covariance triplet profile from a single layer
of turbulence. The distance between the central peak and secondary peak is proportional
to the binary star system separation, φ, and the height of the layer above the measurement
plane, hi. α = 10
−0.4∆m, where ∆m is the magnitude difference between the binary star
system components. (This figure is a reprint of Figure 2.17 on page 31.)
height of each individual layer above the measurement plane. The coefficients a and b are
given by (Avila et al., 2001)
a =
1 + α2
(1 + α)2
, b =
α
(1 + α)2
, α = 10−0.4∆m, (2-22)
where ∆m is the magnitude difference between the binary star companions. Each layer
triplet has a central peak that corresponds to the covariance of a single star for a given
layer, CS(ρ), scaled by a. The two secondary peaks correspond to CS(ρ) scaled by b and
are offset from the central peak by a distance proportional to φhi (Figure 4.2).
CS(ρ, 0) is the 2D Fourier transform of the power spectrum of the scintillation
fluctuations seen at the measurement plane. For an aperture with circular symmetry,
as in the case of a telescope,
CS(ρ, 0) =
∫ ∞
0
K(ρ, h)C2N(h)dh, (2-26)
where K(ρ, h), the kernel for the inverse problem, is the theoretical spatial covariance
function of a single star produced by a layer at height h where
∫
C2N(h)dh = 1 and
assuming Kolmogorov turbulence (Avila et al., 1997) (refer to equation (2-25), page 32).
Equations (4-1) and (2-26) allow the use of binary star covariances to estimate C2N(h)
profiles.
From equation (4-1), the position of the central peak remains unchanged, whereas
the positions of the secondary peaks are dependent on the heights of the respective
turbulent layers. The overall covariance strength of the central peak is the sum of all layer
central peaks, and the contribution from individual layers are indistinguishable (Figure
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4.3(a)). As a consequence SCIDAR measurements rarely use the primary peak and instead
use the information from the secondary peaks.
The secondary peak CS(ρ− φhi) contains all the information required to determine
the altitude and C2N(h) strength for a given layer. Extraction of CS(ρ − φhi) from the
2D covariance is typically performed by calculating the difference between the section
slices parallel and perpendicular to the direction of the binary star system, CB,‖ and CB,⊥
respectively, such that (Tokovinin et al., 2005)
CS(ρ− φh) ≈ CB,‖ − CB,⊥, (4-2)
where CS(ρ−φh) denotes the secondary peak profile for all layers. Figure 4.3(b) shows the
directions of CB,‖ and CB,⊥. The extracted slices are shown in Figure 4.3(c). When using
CS(ρ − φh) in equation (2-26), the kernel K(ρ, h) has ideal secondary peak information
along the diagonal line of ρh (Figure 4.3(d)).
To simplify calculations, equation (2-26) can be expressed in matrix form (Johnston
et al., 2002)
S(ρ) = T (ρ, h)× C2N(h), (4-3)
where S(ρ) is a vector containing the extracted 1D slice of the spatial covariance (i.e.
CB,‖ − CB,⊥) as measured at the measurement plane, and T (ρ, h) is a matrix of ideal
secondary peak covariances.
An infinite number of solutions are available for equation (4-3), so an iterative
approach must be employed in its solution. Figure 4.4 indicates the main steps in
determining C2N(h) profiles from 2D spatial covariances. The various techniques used
are discussed in detail in Johnston et al. (2000) and Johnston et al. (2002). The analysis
as it applies to UC-SCIDAR data is continued in section 4.3.
4.2 Error on C2N(h) Estimation
Before continuing the discussion on determining C2N(h) profiles, it is important to under-
stand and quantify the reliability of a C2N(h) estimate. The error on C
2
N(h) estimation can
be determined by calculating the root-mean-square (RMS) error on C2N(h). The technique
was proposed by Klu¨ckers et al. (1998) and is discussed in more detail in Johnston et al.
(2002). It is summarised here.
Let the solution obtained, Ĉ2N(h), and the true profile, C
2
N(h), be contained in
the solution plane. Let the spatial covariance slice taken from the data, S(ρ), and the
corresponding covariance function obtained from Ĉ2N(h), i.e. Ŝ(ρ) = T (ρ, h)× Ĉ2N(h), be
contained in the data plane, as illustrated in Figure 4.5.
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Figure 4.3: Secondary peak slice extraction. (a) The position of the central peak from all
layers is overlapped such that the overall central peak is the summation of all turbulent
layers. (b) To extract secondary peak information for use in C2N(h) profiling, slices along
the direction of the binary, CB,‖, and perpendicular to the binary, CB,⊥, are taken. The
extracted slice CB,‖−CB,⊥ is shown in (c). (d) The kernel K(ρ, h) needed to obtain C2N(h)
profiles contains secondary peak information along the diagonal.
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Figure 4.4: The main steps taken to determine C2N(h) profiles using the techniques detailed
in Johnston et al. (2000) and Johnston et al. (2002).
The RMS error on C2N(h), εC , can be defined as
εC = ε{C2N(h)− Ĉ2N(h)} =
√
(C2N(h)− Ĉ2N(h))2
(C2N(h))
2
. (4-4)
εC cannot be found directly because C
2
N(h) is not known. It can be approximated by
finding εCP = ε{Ĉ2N(h) − C2N(h)P}, where C2N(h)P is a perturbed version of Ĉ2N(h) such
that
C2N(h)P = Ĉ
2
N(h) + βW. (4-5)
W represents random Gaussian noise and β is a noise weighting. The value of β is set
so that the RMS error on covariance, εS = ε{S(ρ)− Ŝ(ρ)}, equals the RMS error on the
perturbed covariance, εSP = ε{Ŝ(ρ) − SP (ρ)}, where SP (ρ) = T (ρ, h) × C2N(h)P . When
this occurs εCP is considered to be a good approximation of εC . εCP allows the error on the
estimation of any parameter based on C2N(h) to be found, and it provides a quantifiable
cross-check on whether the solution obtained, Ĉ2N(h), is reliable.
εC is a comparative measure that provides information as to how well the C
2
N(h)
estimate reflects the data collected, where lower εC indicate a better fit of the C
2
N(h)
profile to the data. C2N(h) estimates resulting in εC values approaching 1 should not be
trusted as they do not reflect the raw data. However a low εC is not a guarantee of a
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Figure 4.5: Schematic interpretation of the method for determining the error on C2N(h)
for any particular observed profile obtained. Based on Fig. 10 in Klu¨ckers et al. (1998).
good C2N(h) profile. This is discussed further in section 4.4.
4.3 Aperture Normalisation
A scintillation frame from a binary star will contain two separate aperture images that
overlap. Figure 4.6 shows typical scintillation frames (pupil-plane and generalised) from
both simulated and UC-SCIDAR data. For a given binary star separation, φ, and a known
defocus distance, d, the centre of the aperture images are offset relative to each other by
a distance proportional to φd (Figures 4.6(b) and 4.6(e)). The direction of the binary
determines the angle at which the aperture images are offset. For pupil-plane SCIDAR,
d is zero and hence the aperture images overlap completely (Figures 4.6(c) and 4.6(f)).
The signal in the frame, mB(ρ, φ), can be described by (Johnston et al., 2002)
mB(ρ, φ) = [s(ρ) + s(ρ)] + α [s(ρ+ φd) + s(ρ+ φd)] , (4-6)
where s(ρ) is the zero-mean scintillation data and s(ρ) is the mean scintillation data. α
is defined by equation (2-22). If mB(ρ, φ) is the average signal in the frame, then the
averaged spatial covariance is
C⊗B (ρ, φ) = (mB(ρ, φ)⊗mB(ρ, φ))− (mB(ρ, φ)⊗mB(ρ, φ))
= (mB(ρ, φ)⊗mB(ρ, φ))− ([s(ρ) + αs(ρ+ φd)]⊗ [s(ρ) + αs(ρ+ φd)])
= (1 + α2) (s(ρ)⊗ s(ρ))
+α [(s(ρ)⊗ s(ρ+ φd)) + (s(ρ)⊗ s(ρ− φd))] , (4-7)
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Figure 4.6: Typical scintillation frames from simulated and UC-SCIDAR data. Images
contain two aperture images that are separated by a distance proportional to the angular
stellar separation, φ, and the defocus distance, d. ((c) and (f)) For pupil-plane data d is
zero and hence the images overlap completely.
where ⊗ denotes the convolution operator. As SCIDAR frames are subject to an aperture,
C⊗B (ρ, φ) must be normalised for aperture effects to remove any bias toward the aperture
itself. This can be achieved by dividing C⊗B (ρ, φ) by the auto-correlation of the mean
signal, (s(ρ) + αs(ρ+ φd)) (Klu¨ckers et al., 1998), which is
(1 + α2) (s(ρ)⊗ s(ρ)) + α [(s(ρ)⊗ s(ρ+ φd)) + (s(ρ)⊗ s(ρ− φd))] . (4-8)
For pupil-plane SCIDAR,
(s(ρ)⊗ s(ρ)) = (s(ρ)⊗ s(ρ+ φd)) = (s(ρ)⊗ s(ρ− φd)) , (4-9)
because d is zero. Hence the normalisation term expressed in (4-8) becomes (Johnston
et al., 2002)
(1 + α)2 (s(ρ)⊗ s(ρ)) . (4-10)
For generalised SCIDAR, the aperture images do not overlap completely. Hence the
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Figure 4.7: Estimated C2N(h) profiles for generalised data from run #30 (June 2005)
based on different normalisation terms. The use of (1 + α)2 (s(ρ)⊗ s(ρ)) (i.e. the term
used for pupil-plane analysis) severely underestimates the turbulence strength present.
The corrected normalisation term allows for the fact that the resulting aperture images
from each binary companion is not fully overlapped. r0 estimates for the profiles shown
are 36 ± 4 cm and 6.4 ± 0.8 cm for the pupil-plane normalisation and the corrected
normalisation respectively.
normalisation term described in equation (4-10) is not appropriate. Instead an estimate
of (s(ρ)⊗ s(ρ)) is required, which can be found by deconvolving the expression in (4-8)
with
1 + α2
α
δ(ρ) + δ(ρ+ φd) + δ(ρ− φd), (4-11)
where δ(ρ) describes a unit impulse (Johnston et al., 2002).
Consider generalised UC-SCIDAR data from run #30 taken during June 2005. This
data was collected using α Cen and was captured with an exposure time of 1 ms. The
measurement plane was located approximately 3 km below the telescope. (See Appendix
B for the determination of defocus distances from data.) The strength of the C2N(h) profile
is severely underestimated when using (1 + α)2 (s(ρ)⊗ s(ρ)) (i.e. the normalisation term
for pupil-plane analysis) (Figure 4.7), resulting in an estimate for the coherence length,
r0, of 36± 4 cm. This contrasts with the simultaneous pupil-plane data, which estimates
r0 to be 21 ± 4 cm. Correcting the normalisation term in the generalised analysis by
deconvolving equation (4-8) with (4-11), results in a revised r0 estimate of 6.4± 0.8 cm,
which is more realistic for MJUO.
4.3.1 Noise Amplification in Aperture Normalisation
The use of equation (4-3) to solve for C2N(h) requires an aperture normalised slice. The
division of C⊗B (ρ, φ) by the normalisation term, (s(ρ)⊗ s(ρ)), can significantly amplify
any noise present. Figure 4.8 shows the effect of aperture normalisation on the noise
contained in an extracted slice and corresponding C2N(h) profile for the pupil-plane UC-
SCIDAR data from run #30 taken during June 2005. This data used an exposure time
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Figure 4.8: Effects of aperture normalisation by way of division on pupil-plane UC-
SCIDAR data from run #30 taken during June 2005. (a) In the 2D spatial covariance
background noise can be seen. (b) The noise is amplified in the aperture normalised
slice, especially near the aperture edge. (c) A scaled slice that is not aperture normalised
does not contain the amplified noise. (d) The C2N(h) profile obtained using the aperture
normalised slice (- - -) contains noisy spikes with an error on estimation of 1.01, whereas
the C2N(h) profile obtained using the scaled non-normalised slice (—) is smoother and the
error on estimation is 0.33.
of 1 ms. In the 2D spatial covariance background noise can be seen (Figure 4.8(a)).
The noise present in the extracted slice containing secondary peaks was amplified during
aperture normalisation (Figure 4.8(b)), especially near the edge of the aperture, and is
propagated through to the C2N(h) estimate (Figure 4.8(d)). This is also reflected in the
error on C2N(h) estimation, εC , which was found to be 1.01. This level of error indicates
that the C2N(h) estimate cannot be trusted as the inversion process also fitted noise.
Instead of applying aperture normalisation to noisy data, it is possible to apply
the aperture normalisation to the noise-free ideal covariance matrix kernel, such that
(Johnston et al., 2002)
S ′(ρ) = T ′(ρ, h)× C2N(h), (4-12)
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where S ′(ρ) is a scaled 1D slice extracted from C⊗B (ρ, φ) and
T ′(ρ, h) = T (ρ, h) (s(ρ)⊗ s(ρ)) . (4-13)
Using the scaled non-normalised slice shown in Figure 4.8(c), along with a normalised
kernel, a smoother C2N(h) profile is obtained (Figure 4.8(d)) and εC drops to 0.33. This
reduced level of error indicates a better estimate for C2N(h).
In generalised data, the error generated by division noise is more problematic as there
exists a smaller area of overlapped aperture images from each of the binary companions.
In the normalised covariance matrix kernel, a decreased weighting is given to height
values that are averaged over a smaller area corresponding to a smaller degree of aperture
overlap (Johnston et al., 2002). This can improve the C2N(h) estimates and in turn the r0
estimates.
Figure 4.9(a) shows the full generalised C2N(h) profile for run #30, June 2005, using
both a normalised slice and a normalised kernel. As with the pupil data, the normalised
slice was slightly noisier. However there is no advantage in using a normalised kernel
over the normalised slice. εC for the normalised slice was found to be 0.06 where as εC
for the normalised kernel was 0.21. r0 estimates were 5.6 ± 0.2 cm and 6.5 ± 0.8 cm for
the normalised slice and normalised kernel respectively. The slight increase in r0 for the
normalised kernel does support the visual observation of a smoother profile, however little
difference exists between the two r0 estimates. This is due to the strength of the NGT
which masks measurements from the free-atmosphere. If NGT was truncated from the
slice prior to C2N(h) determination, there is a clear advantage of using a normalised kernel
over a normalised slice (Figure 4.9(b)). For the normalised slice, εC is 2.59 indicating that
the slice used was extremely noisy and the results should not be trusted. When using a
normalised kernel εC decreases to 0.54. This still leaves doubt as to the reliability of the
measurement, but will at least provide a measurement for use in site trending.
4.4 Regularisation
There are an infinite number of solutions available for equation (4-12) and an iterative
approach must be used. The technique used for the inversion algorithm follows that
proposed by Johnston et al. (2000).
A C2N(h) estimate can be obtained by minimizing the least-squares error function,
E = ||T ′(ρ, h)C2N(h)− S ′(ρ)||2. (4-14)
However any noise present in S ′(ρ) will propagate through to the C2N(h) estimate and
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Figure 4.9: Estimated C2N(h) profiles for generalised UC-SCIDAR data from run #30
(June 2005) based on different normalisation points used. (a) Little benefit exists in
using a normalised slice (- - -) over a normalised kernel (—) due to the strength of the
NGT. (b) Truncating the slices to exclude NGT prior to C2N(h) determination produces a
very noisy result when using a normalised slice (- - -) compared to the normalised kernel
(—).
can lead to unacceptably high levels of noise in the solution. A practical approach is
to regularise the solution by incorporating a statement of the energy of the profile into
the error function. Using Tikhonov-Miller regularisation, a minimization of the following
error function is required (Johnston et al., 2000),
E = ||T ′(ρ, h)C2N(h)− S ′(ρ)||2 − γ||C2N(h)||2. (4-15)
The first term ensures the fit to the data and the second term is an assumption
regarding the energy used in the regularisation of the problem. The parameter γ defines
the tradeoff between the fit to the data and the requirement for a smooth C2N(h) profile.
When γ is 0, equation (4-15) reduces to equation (4-14) and the C2N(h) estimate fits any
residual noise in the data. While this will result in a small εC , the C
2
N(h) profile will
likely contain many false peaks and would not be considered representative of the true
turbulent structure. When γ is 1, the emphasis is placed on the C2N(h) estimate, hence
the fit may no longer sufficiently match the actual data resulting in a large εC .
Consider the simultaneous UC-SCIDAR pupil-plane and generalised data used above
(i.e. run #30 from June 2005). Figures 4.10 and 4.11 show the estimated C2N(h) profiles
using various values of γ. For pupil-plane data, a small γ value results in a C2N(h) profile
that is exceptionally noisy (Figures 4.11(a) and 4.10(a)). In the generalised data, the
covariance strength resulting from NGT is substantially greater than any noise or other
signals present (Figures 4.11(b) and 4.10(c)). This suggests that more regularisation is
required for pupil-plane data than for generalised data. For γ values approaching 1, the
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(b) Pupil-Plane Fit to Data
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Figure 4.10: Estimated C2N(h) profile and fit to data for selected values of γ on both data
channels found in run #30 from June 2005. A small γ places more emphasis on the fit to
data and as a result fits residual noise. A large γ moves the solution too far from data.
estimated slice from the C2N(h) profile (i.e. T
′(ρ, h)C2N(h)) no longer sufficiently matches
the actual data slice used (Figures 4.10(b) and 4.10(d)).
Figure 4.12 shows the estimated r0 values for the profiles shown in Figures 4.10 and
4.11. Regardless of the γ value used there is little variation in r0 for generalised data
where the standard deviation, σr0 , is 1.1 cm with a mean, r0, of 5.1 cm. The error on r0
increases with greater γ values, as more emphasis is placed on the C2N(h) solution, which
moves the results away from the data. Similar levels of variation exist in r0 values found
for pupil-plane data where r0 = 21.0 cm and σr0 = 0.8 cm. For large γ, the error on
the pupil-plane r0 approaches ±13 cm, which is unacceptable. To minimize the error on
the estimate of C2N(h), and hence r0, γ should be restricted to 0.2 or less for pupil-plane
analysis.
Unfortunately no relationship was found that correlates the selection of γ to an
optimal C2N(h) profile estimation and hence the best estimate of r0 and other adaptive
optics design parameters. However it is clear that some level of regularisation is useful
in the analysis of noisy SCIDAR data. A γ value of 0.15 was selected for use in the site
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Figure 4.11: Estimated C2N(h) profiles for various amounts of regularisation as defined by
γ on both data channels found in run #30 from June 2005.
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Figure 4.12: Estimated r0 values for various values of γ on both data channels found in
run #30 from June 2005. The dashed vertical lines indicate γ = 0.05 and 0.15.
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trending analysis of pupil-plane data from UC-SCIDAR. This value was based on the
effect of γ on C2N(h) profiles from various runs taken throughout the SCIDAR campaign
at MJUO that provided visually the best fit to the data while providing the smoothest
C2N(h) profile. As generalised data does not require as much regularisation, a γ value of
0.05 was selected.
4.5 Residual Central Peak Information
Theoretically it is possible to obtain reasonable C2N(h) estimates using the algorithm
outlined in Figure 4.4 incorporating the techniques described so far. Practically, issues
arise during the secondary peak slice extraction. The extraction of the slice containing
the secondary peaks, CS(ρ− φh), from the 2D spatial covariance is highly dependent on
the ability to remove the central peak from the discretised data. The extraction using
the difference between parallel and perpendicular slices (refer to equation (4-2)) does
not always completely remove the central peak. This can result in the solution containing
false layers at low altitudes or the strengths of existing low altitude layers being artificially
inflated. There are many different factors that affect the profile of the central peak and
hence the ability to properly remove it. This section examines these in more detail, using
the parameters as indicated in Table 4.1, unless otherwise stated.
Table 4.1: Parameters used in simulations for the discussion of central peak profiles.
Layer strength,
∫
C2N(h)dh 1× 10−14 m1/3
Altitude above measurement plane, h 10 km
Telescope diameter, DT 1 m
Zenith, ζ 0◦
Separation, φ 10 arcseconds
Magnitude difference, ∆m 1
Spatial sampling, ∆r 1/128 m/pix
Wavelength, λ 589 nm
4.5.1 Pixelisation of Covariance Data
Each pixel across the aperture image represents a physical distance defined by the spatial
sampling, ∆r. ∆r is determined by the field lenses used in the SCIDAR instrument, and
it has a significant impact on the level of pixelisation in a 2D spatial covariance matrix.
A smaller ∆r will have less pixelisation which will minimise the difference between slices
taken at different angles.
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(c) Extracted Slice ∆r = 1/128 m/pix
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(d) Extracted Slice ∆r = 1/512 m/pix
Figure 4.13: Residual peak information will result during slice extraction due to pixeli-
sation of a covariance profile. (a) 2D spatial covariance of a single star from a layer at
10 km above the measurement plane in cartesian coordinates and (b) polar coordinates.
Covariance strengths have been normalised between zero and one. (c) For ∆r = 1/128
m/pix, the maximum residual covariance strength is 0.0183. (d) For ∆r = 1/512 m/pix,
the maximum residual covariance strength is decreased to 0.0025.
Consider a 2D covariance containing only the central peak (i.e. single star covari-
ance) for a layer located at 10 km above the measurement plane with covariance strength
normalised between zero and one. Figure 4.13(a) shows cartesian coordinates and Figure
4.13(b) shows polar coordinates when using ∆r = 1/128 m/pix. If an extracted profile
of the peak at a given angle was subtracted from an extracted reference profile then a
residual covariance strength is found due to pixelisation. The maximum residual strength
for ∆r = 1/128 m/pix is 0.0183 (Figure 4.13(c)) and could be decreased with smaller
∆r (0.0025 for ∆r = 1/512 m/pix, Figure 4.13(d)). When extending this pixelisation
concept to full triplet profiles any residual central peak information could be interpreted
as a secondary peak resulting from a strong low altitude layer, particularly when secondary
peaks are located in close proximity to the central peak.
Figure 4.14 shows the extracted slices and C2N(h) profile estimates for a simulated
profile using α Cen (φ = 10 arcseconds, ∆m = 1.3, Epoch 2007) and α Cru (φ = 4
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Table 4.2: The altitude and turbulence strength of layers present in a simulated profile.
Layer Altitude
∫
C2N (h)dh r0(λ = 589nm)
(km) (m1/3) (cm)
0 3× 10−12 5.06
5 1× 10−13 38.95
10 3× 10−13 20.15
Full Profile 3.4× 10−12 4.69
arcseconds, ∆m = 0.3, Epoch 2007). The altitudes and strengths of the layers used are
tabulated in Table 4.2. For both simulations, ∆r was set to 1/128 m/pix and d was −3
km below the aperture, utilising an ideal spatial covariance profile.
For α Cen (Figures 4.14(a) and 4.14(b)), the secondary peaks are spaced far enough
away from the central peak such that residual covariance peaks are negligible compared
to the strengths of the NGT and 10 km layers. The estimated r0 from the profile is
4.7 ± 0.1 cm, which is the expected value for the full profile. For α Cru, the secondary
peak from the NGT layer becomes merged with the central peak (Figure 4.14(c)). As a
result the extracted slice contains a region affected by residual peak information due to
pixelisation. This results in a false layer detected at 2 km below ground (Figure 4.14(d)).
The false layer is approximately a third of the strength of the NGT layer and significantly
lowers the r0 estimate based on the profile to 3.96± 0.02 cm. If the C2N(h) estimate was
truncated to exclude the false layer, then the revised r0 estimate becomes 4.69± 0.02 cm.
Avila et al. (2001) suggest that the non-zero values occurring near the measure-
ment plane are due to the inversion process, which is very sensitive to noise because
scintillation is proportional to h5/6. Hence results within ∼ 1 km of the measurement
plane could be incorrect. The above simulation supports this argument. However the
non-zero values do not result from the inversion process alone, but rather from the slice
extraction containing residual peak information due to pixelisation. The simplest solution
is to truncate the C2N(h) profiles obtained below a certain distance from the measurement
plane. As suggested by Avila et al. (2001), 1 km from the measurement plane should be
considered as unreliable. However in some circumstances truncating data at 1 km may
not be appropriate.
For generalised SCIDAR data, C2N(h) profile estimates could easily be truncated to
exclude any layer detected below ground due to pixelisation. Any turbulence detected
below ground are clearly false. However for pupil-plane data there is no clear point
where data are obviously false. Turbulence that exists within the first few kilometers
will be detected in pupil-plane data, albeit weakly. It is impossible to know exactly how
much of the calculated C2N(h) strength is from the true layer and how much is related to
residual central peak. To decide at what height above the measurement plane the data
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(d) C2N (h) estimate, α Cen
Figure 4.14: Extracted slices and C2N(h) profile estimates for a simulated turbulence
structure using α Cen and α Cru as the observable. (a) The profile resulting from α
Cen contains secondary peaks far enough away from the central peak such that residual
peak information is negligible and (b) has little effect on the C2N(h) profile. (c) With
a decreased φ (i.e. α Cru), the secondary peaks merge with the central peak. (d) The
resulting residual peak information may result in a strong false layer detected near the
measurement plane.
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should be truncated, it is important to understand what other factors, besides pixelisation,
influence the profile of the central peak. Parameters such as the layer altitude above the
measurement plane, h, and the binary system separation, φ, have the greatest impact on
the shape of the central peak. Other factors such as the strength of the layer, as measured
by
∫
C2N(h)dh, and the magnitude difference between stellar companions, ∆m, will have
an impact on the effective removal of the central peak when multiple layers are present.
4.5.2 Altitude Sampling in Covariance Data
When multiple layers are present the lower altitude layers may have secondary peaks
that blend with the central peak resulting from higher layers, demonstrated in Figure
4.14(c). The likelihood of this happening depends on the altitude sampling used, which
is a function of the spatial sampling of the telescope aperture, ∆r, and the binary star
system separation, φ. From Chapter 2, the spatial altitude sampling, ∆h, is defined by
∆h =
∆r
φ sec ζ
, (2-32)
where ζ is the angle of the telescope from zenith in radians. In addition the maximum
altitude that can be measured, hmax, is
hmax ≈ DT
φ
, (2-33)
for a telescope with an aperture diameter of DT.
For a 1-m telescope, the largest φ that can be used to detect a layer at 10 km above
the measurement plane is 20.6 arcseconds. For ∆r = 1/128 m/pix, ∆h ≈ 81 m/pix for
measurements at zenith. However for φ of 2 arcseconds, ∆h ≈ 800 m/pix and hmax ≈ 100
km. The width of the central peak remains constant regardless of φ for a 10 km layer
with respect to the number of pixels (Figure 4.15(a)). However when the number of
pixels is related to altitude above the measurement plane, then the width of the central
peak narrows with increasing φ, due to the relationship of ∆h with φ (Figure 4.15(b)).
For binary systems with a small separation the width of the central peak resulting from a
strong high altitude layer can be wide enough to obscure any turbulent activity happening
in the low- to mid-altitude range. When φ is 4 arcseconds (i.e. α Cru) any secondary
peaks from turbulence located up to 3.5 km above the telescope could blend with the
central peak from a layer located at > 10 km. When φ is 14 arcseconds (such as α Cen
in 2003) any secondary peaks from turbulent layers located < 1 km could blend with the
central peak.
Regardless of telescope angle from zenith (Figure 4.16(a)), ζ, the width of the central
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Figure 4.15: The effect of angular stellar separation, φ, on the profile of the spatial
covariance triplet. φ ranges from 2 to 20 arcseconds. Other simulation parameters are
detailed in Table 4.1. (a) The width of the peaks is constant with respect to the number
of pixels from the centre. (b) The width of peaks narrows as separation increases with
respect to the altitude above the measurement plane.
peak remains constant with respect to the number of pixels. However the widths of the
peaks narrow slightly with increasing ζ with respect to the altitude above the measure-
ment plane (Figure 4.16(b)). Over the range that SCIDAR measurements are typically
taken (i.e. ≤ 30◦, Garc´ıa-Lorenzo and Fuensalida (2006b)) the variation in width can be
considered negligible as variation is limited to the range specified by ∆h. If larger zenith
angles were used then these variations should be considered.
UC-SCIDAR (V2005 and V2007) was designed to utilise ∆r ≈ 1/127 m/pix for
a 1-m telescope with focal ratio of F/13.5. Slight operational variations occur due to
the physical vertical position of the secondary mirror with respect to the focal plane.
The position of the secondary mirror has the greatest influence on the size of generalised
images, for which ∆r ranged from 1/90 to 1/140 m/pix. This corresponds to a ∆h range
of ∼ 230 to ∼ 150 m for the simulation in Figure 4.17. The width of a central peak
increases slightly with decreasing ∆r, because of the number of pixels the peak occupies.
However when converted to altitude above the measurement plane the variations seen in
peak widths are negligible and can be attributed to the error due to pixelisation. This is
due to the seen decrease in ∆h.
The height of a turbulent layer, h, above the measurement plane not only affects
the covariance strengths of the triplet profile but also the widths of the measured peaks.
Consider scintillation captured on a 1-m telescope using the parameters in Table 4.1.
With an increasing turbulent layer height for a constant layer strength both the measured
covariance strength and widths of the peaks increase (Figure 4.18). Note that h does not
change ∆h. Hence any increase seen in the pixel width will also be seen as an increase
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Figure 4.16: The effect of telescope angle from zenith, ζ, on the profile of the spatial
covariance triplet. Simulation parameters are detailed in Table 4.1. (a) The centre the
width of the peaks is constant with respect to the number of pixels. (b) The peaks narrow
slightly as ζ increases with respect to the altitude above the measurement plane.
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Figure 4.17: The effect of spatial sampling, ∆r, on the profile of the spatial covariance
triplet. Simulation parameters are detailed in Table 4.1. (a) The width of the central
peak widens slightly with decreasing ∆r with respect to the number of pixels from the
centre. (b) Variations of the peak widths are negligible with respect to the altitude above
the measurement plane because of the slight widening is compensated for by the decrease
in ∆h.
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Figure 4.18: Ideal triplet profiles for various turbulent layer heights, h, above the mea-
surement plane with a constant
∫
C2N(h)dh. Other simulation parameters are detailed in
Table 4.1. The width of the peaks increase with h. Note ∆h remains constant so any
increase in (a) pixel width will also be seen as an increase in (b) altitude.
in altitude width. For a fixed layer height with increasing layer strength,
∫
C2N(h)dh, the
widths of the triplet peaks remain unchanged (Figure 4.19).
Note that the magnitude difference between binary star companions, ∆m, does not
impact on altitude sampling and hence the width of the profile from individual layers
remains constant. ∆m only impacts on the relative strengths of the peaks, as does∫
C2N(h)dh. This will affect the shape of the central peak profile when multiple layers
are considered.
4.5.3 Data Truncation
Data truncation will always be a trade-off between retaining valid data and filtering out
false data. To ensure that there is consistency in applying data truncation one must
consider how to determine where to apply truncation. Figure 4.20(a) shows an ideal
central peak profile for a single layer located at 10 km above the measurement plane. The
ideal profile follows an Airy disc profile with a main peak and many successive but weaker
peaks. The positions of first maximum, minimum and zero point (i.e. the point where
the covariance strength is zero) are indicated. Figure 4.20(b) shows how the position of
these points change as the height of the turbulent layer increases. The central peak width
remains constant when profiling with respect to the number of pixels from the centre for
φ and ζ.
Ideally the point of first maximum would be used to define the level of truncation.
This ensures that secondary peaks from weak low altitude layers are far enough removed
from the central peak to make it unlikely residual central peak information is used in
the C2N(h) estimation. For a single layer at 10 km, the first maximum occurs at 18
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Figure 4.19: Ideal triplet profiles for various turbulence strengths,
∫
C2N(h)dh, for a
constant h above the measurement plane. Other simulation parameters are detailed in
Table 4.1. The width of the central peak remains constant with respect to both (a) the
number of pixels and (b) the altitude.
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Figure 4.20: Ideal central peak profile for a single layer indicating the first maximum,
minimum and zero point. (a) Layer located at 10 km above the measurement plane. (b)
Various propagation distance h. Positions of (- - -) first maximum (- · - ·) first minimum
and (—) zero point are indicated.
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pixels from the centre pixel. When φ = 10 arcseconds this equates to 2.9 km above the
measurement plane. At MJUO, experience shows that truncating pupil-plane data to > 3
km would remove layers attributed to NGT and/or low weather systems. These altitudes
can be successfully measured by generalised SCIDAR data. For generalised SCIDAR, a
truncation of 3 km above the measurement plane would remove any falsely detected layers
below ground as UC-SCIDAR was designed to utilise a defocus distance of 3.9 km below
the telescope.
With decreasing φ, the altitude sampling, ∆h, increases. For φ = 4 arcseconds, 20
pixels equates to 8.0 km above the measurement plane. For UC-SCIDAR, it would not be
realistic to truncate the first 8.0 km of data as experience shows that this would remove
the majority of the C2N(h) profile estimated. If one was to use the first zero point, located
at 9 pixels for a 10 km layer, then a truncation of 3.6 km and 1.4 km would be required
for φ = 4 and 10 arcseconds respectively.
Up to this point the discussion has been based on a single layer of turbulence. A
more realistic profile includes a combination of NGT and mid- to high-altitude turbulence.
Figure 4.21 shows the ideal central peak profiles that equate to various layer combinations
for the layers detailed in Table 4.2. The defocus distance used in simulations is 3 km. The
positions of the first maximum, minimum and zero point in terms of pixels are indicated
in Table 4.3. Given a ∆h of 400 m and 160 m for φ = 4 and 10 arcseconds respectively,
the equivalent heights above the measurement plane are indicated in Table 4.4.
For a profile that uses only the 5 km and 10 km layers (i.e. a pupil-plane type
profile) the first maximum, minimum and zero point occurs at 20, 12 and 9 pixels. As
discussed above the use the first zero point would be preferred as this equates to 3.6
km for α Cru. However in some circumstances the first zero point occurs after the first
maximum. Consider a profile which incorporates a NGT and 10 km layer. Due to the
relative strengths of the central peaks of the individual layers, for α Cru the first zero
point occurs at 10 pixels (4 km) where the first maximum occurs at 8 pixels (3.2 km).
Hence the use of the first zero point is not suitable.
Let us examine truncation as specified by the first minimum. Consider run #15 from
June 2005. This run was captured using the V2005 system on 13 June 2005 using α Cru
with an exposure time of 1.5 ms. Figure 4.22 shows the pupil-plane and generalised C2N(h)
profiles obtained. When no truncation is applied to the pupil-plane data (Figure 4.22(a))
the resulting C2N(h) profile contains strong low altitude turbulence. The estimated r0 is
18.3 ± 0.6 cm. Truncating by the first minimum of the central peak profile removes the
first 4 km of the profile (Figure 4.22(b)), increasing the estimated r0 to 30.9± 1.0 cm.
Figure 4.22(c) shows the generalised C2N(h) profile obtained without truncation with
a defocus distance of -3.4 km. The profile shows layers below ground, which are clearly
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Figure 4.21: Ideal perpendicular slices indicating the effects of multiple layers on the
profile of the central peak. (a) Simulations using φ = 10 arcseconds and ∆m = 1.3. (—)
NGT layer only. (—) 5 km layer only. (—) 10 km layer only. (- - -) NGT and 5 km layers.
(· · · ) NGT and 10 km layers. (- · - ·) NGT, 5 km and 10 km layers. (- · - ·) 5 km and
10 km layers. (a) Simulations using φ = 4 arcseconds and ∆m = 1.0. Other simulations
parameters are based on Table 4.1.
Table 4.3: Number of pixels from the centre of the central peak to the first maximum,
minimum and zero point for the various curves shown in Figure 4.21.
First Maximum First Minimum First Zero Point
Layers α Cen α Cru α Cen α Cru α Cen α Cru
NGT only 10 9 6 6 5 5
5 km only 16 15 10 10 8 8
10 km only 20 20 13 13 9 9
NGT + 5 km 10 9 6 6 5 5
NGT + 10 km 9 8 7 7 7 10
NGT + 5 km + 10 km 9 8 7 7 7 9
5 km + 10 km 20 20 12 12 9 9
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Table 4.4: Distance above the measurement plane to the first maximum, minimum and
zero point for the various curves shown in Figure 4.21. Numbers shown are in km.
First Maximum First Minimum First Zero Point
Layers α Cen α Cru α Cen α Cru α Cen α Cru
NGT only 1.6 3.6 1.0 2.4 0.8 2.0
5 km only 2.6 6.0 1.6 4.0 1.3 3.2
10 km only 3.2 8.0 2.1 5.2 1.4 3.6
NGT + 5 km 1.6 3.6 1.0 2.4 0.8 2.0
NGT + 10 km 1.4 3.2 1.1 2.8 1.1 4.0
NGT + 5 km + 10 km 1.4 3.2 1.1 2.7 1.1 3.6
5 km + 10 km 3.2 8.0 1.9 4.8 1.4 3.6
false layers resulting from residual central peak information. Truncating by the first
minimum results in the first 2.4 km of the profile being removed, removing the false peak
(Figure 4.22(d)).
Although the level of truncation used in the pupil-plane analysis removed a sig-
nificant portion of the low altitude C2N(h) profile, by combining the analysis with the
corresponding generalised C2N(h) profile, the full profile can be obtained.
Unfortunately when truncation, as specified by the first minimum of the central
peak profile, was applied generically across all data collected by UC-SCIDAR (V2005
and V2007), truncation resulted in a null profile or an inappropriate truncation level for
generalised measurements, in a significant number of cases.
Figure 4.23 shows the C2N(h) profiles obtained from a simultaneous pupil-plane and
generalised SCIDAR run collected on 3 May 2007 (pupil-plane: run #231; generalised:
run #230) using α Cen at an exposure time of 2 ms. In the pupil-plane C2N(h) profile
(Figure 4.23(a)), an exceptionally strong near ground layer is detected, resulting in an r0
estimate of 23± 2 cm. Application of first minimum truncation results in the removal of
the first 5 km of the profile (Figure 4.23(b)), increasing r0 to 33± 3 cm.
The generalised C2N(h) profile used a defocus distance of -2.3 km and did not result
in a false peak (Figure 4.23(c)), estimating r0 to be of 5.4± 0.1 cm. Defocus distance for
this run was -2.3 km. Applying first minimum truncation removed everything below 3 km
above the site (Figure 4.23(d)), resulting in an r0 estimate of 32.8±0.9 cm. This is clearly
incorrect as all low level turbulence is removed from both pupil-plane and generalised
analysis.
The above example was collected using α Cru, which from simulation is prone to
near ground layer secondary peaks merging with the central peak due to the resulting
∆h. Issues with truncation are not restricted to α Cru data.
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(a) Pupil-plane C2N (h) profile without
truncation
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(b) Pupil-plane C2N (h) profile with
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truncation
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Figure 4.22: C2N(h) profiles obtained from run #15 from June 2005. Data was taken
using α Cru with an exposure time of 1.5 ms. If no level of truncation is applied then
(a) the pupil-plane profile indicates an exceptionally strong low altitude layer and (c) the
generalised profile contains a peak that is located below ground. Application of truncation
to the first minimum of the central peak profile (b) removes the low altitude turbulence
from the pupil-plane profile and (d) removes the false layer peak from the generalised
profile. Altitudes shown are above ground.
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(a) Pupil-plane C2N (h) profile without
truncation
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(b) Pupil-plane C2N (h) profile with
truncation
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(c) Generalised C2N (h) profile without
truncation
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(d) Generalised C2N (h) profile with
truncation
Figure 4.23: C2N(h) profiles obtained from a simultaneous pupil-plane and generalised
SCIDAR run from May 2007 (Pupil-plane: run #231; Generalised: run #230). Data was
taken using α Cru with an exposure time of 2 ms. If no level of truncation is applied then
(a) the pupil-plane profile indicates an exceptionally strong low altitude layer (b) which
is removed during truncation. (c) The generalised profile in this case does not contain
a peak that is located below ground, and hence no truncation is required. (d) However
if truncation is applied an unacceptable proportion of the generalised C2N(h) profile is
removed. Altitudes shown are above ground.
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(a) Pupil-plane C2N (h) profile without
truncation
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(b) Pupil-plane C2N (h) profile with
truncation
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(c) Generalised C2N (h) profile without
truncation
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truncation
Figure 4.24: C2N(h) profiles obtained from run #29 from July 2005. Data was taken
using α Cen with an exposure time of 2 ms. If no level of truncation is applied then (a)
the pupil-plane profile indicates an exceptionally strong low altitude layer, (b) however
truncation makes no difference to the profile. (c) The generalised profile contains a split
near ground peak profile. (d) If truncation is applied a profile with a weak peak at 15 km
above the site is obtained. Altitudes shown are above ground.
Figure 4.24 shows the C2N(h) profiles obtained from run #29 taken in July 2005.
This data was collected using α Cen at an exposure time of 2 ms, during a period of
increasing cloud cover. Pupil-plane analysis indicated strong near ground turbulence
resulting in an r0 estimate of 7± 2 cm. Truncation did not change the pupil-plane C2N(h)
profile. Generalised analysis resulted in a splitting of the peak located near ground, with
r0 = 6.2 ± 0.2 cm. Truncation resulted in the removal of the majority of the profile
leaving a single peak located at 15 km above the telescope. The estimated r0 was 98± 3
cm, which is clearly incorrect as the 1-m telescope at MJUO does not achieve diffraction-
limited imaging.
Due to the inconsistent results from first minimum truncation, it was decided that
full profiles would be used for the purposes of trending. Generalised estimates of r0 values
were adjusted by removing any false peaks located below the telescope. For full C2N(h)
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analysis of individual runs see Appendix E.
4.6 Effects of Zenith on Measurements
Stellar objects that are suitable for use with UC-SCIDAR are limited due to the magnitude
of the stars required to obtain sufficient signal and the binary separation required to
provide adequate altitude sampling. α Cen and α Cru have been successfully used with
UC-SCIDAR for the past several years. However these stars are in prime viewing positions
for only a fraction of the year. Although there are more stars available for use with the
V2007 system, the noise characteristics and system design of the V2005 system limited it
to the use of α Cen and α Cru data for trending purposes. Some data was collected at
zenith angles, ζ, that are outside the accepted range for use in SCIDAR with ζ > 30◦.
During July 2005, a clear calm evening provided the opportunity for measurements
to be taken over a period of approximately five hours, using α Cen. The telescope
tracked α Cen through a range of ζ, starting at ∼20◦and moving to ∼50◦. Observational
parameters and key analysis numbers for the sequence of runs taken on July 8, 2005, are
summarised in Table 4.5. Each of the runs indicated used UC-SCIDAR V2005, with an
exposure time of 1 ms for both cameras. For consistency, all runs were processed using
the pre-filtering regime discussed in Chapter 3. A correction factor of (sec ζ) has been
applied to all error estimates with ζ > 30.
Due to the increased ζ, the altitude sampling, ∆h, decreases noticeably during the
data sequence. As ∆r is constant, being a function of the instrument setup itself, the
maximum height of the SCIDAR measurements above the telescope, hmax, also decreases.
This in itself imposes a limitation on ζ. C2N(h) models tend to include a turbulent layer
in the tropopause region (Andrews, 2004), hence any method used to measure optical
turbulence above a site should include this region. The tropopause is nominally at 11 km
above sea level, and may vary up to 4 km over mid-latitude regions such as New Zealand
(Sturman and Tapper, 1996). To ensure that the tropopause is adequately captured,
hmax should be limited to values greater than 15km. For the data sequence in Table 4.5,
pupil-plane measurements have the required range when ζ is less than 40◦. ζ is limited to
less than 30◦ for generalised measurements, where hmax is also restricted by the defocus
distance.
Analysis of the effects of ζ on profiles obtained is limited to 14 km and 12 km above
the telescope for pupil-plane and generalised measurements respectively, for the remainder
of this section.
Examination of the pupil-plane C2N(h) profiles (Figure 4.25(a)) reveals thick high-
altitude layers ranging from 9 to 12 km with lower layers located at 4 km and 7 km for
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(a) Pupil plane (b) Generalised
Figure 4.25: C2N(h) profiles for runs listed in Table 4.5.
ζ less than 30◦. Lower peaks could possibly be attributed to residual information due to
pixelisation. As ζ increases to ∼35◦, the thick high-altitude layer is seen as two layers
where a 9 km layer is strong compared to a higher layer seen at 11km. As ζ continues to
increase the 9 km and 11 km layer can still be seen, where the 11 km is now the stronger of
the two layers. However little other information can be determined as the profiles appear
to have a significant amount of ringing noise in the profiles. There is little variation across
all pupil-plane measurements with respect to r0, and can be estimated at ∼ 20 cm across
the data sequence for r0 calculated with ζ = 0
◦.
As expected, generalised C2N(h) profiles are dominated by NGT (Figure 4.25(b)).
Very little can be determined about the locations of the high altitude layers as the
strengths of the layers put them at the noise levels of the profile.
An assumption is made during the SCIDAR analysis that layers move parallel to
the ground. Air movement near the ground can also be in the vertical direction due to
local geographical features present (Sturman and Tapper, 1996). SCIDAR measurements
are more likely to see this vertical movement of NGT when using larger ζ. In the analysis,
this is exhibited as an increase of NGT layer strength, resulting in a downward trend in
the r0 values for generalised measurements (Figure 4.26).
Data used in the analysis had a gap in time of approximately one hour between
runs that used ζ < 30◦ and those that had ζ ≈ 35◦. Over this time frame it is realistic
to assume that turbulence profiles will change, however in the high altitude region it
is unlikely to change significantly. Hence with the exception of the differences between
profiles for the 9km range, this suggests that if data was part of a sequence then data with
ζ up to 35◦ could be included in site trending, providing it is backed up by data taken at
ζ < 30◦. If there is no supporting data taken at ζ < 30◦ within a short-time frame, then
data in this range should be considered suspect and not included.
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Figure 4.26: Calculated r0 values for runs listed in Table 4.5.
(a) 1 ms (b) 1.25 ms (c) 1.5 ms (d) 1.75 ms (e) 2 ms
Figure 4.27: Simulated scintillation images with increasing exposure time with layer
velocity of 4 m/s.
4.7 Effects of Exposure Time
According to Taylor’s hypothesis, turbulent structures will move without distortion as-
suming that the sampling rate is sufficient (Caccia et al., 1987). However over a given
exposure time the structures will still move. The resulting image would indicate the
average scintillation seen during the exposure time, blurring the turbulence. Figure 4.27
shows this effect on simulated scintillation image where a single layer was moving with a
velocity of 4 m/s. The longer the exposure time, the more blurred the image becomes.
However the level of blurring is dependent on the speed of the layer. If a layer was
moving with a velocity of 12 m/s (Figure 4.28), then the amount of blurring associated
with increased exposures would be much worse. The blurred scintillation will result in
an underestimated C2N(h) strength for a given layer. (Details for the simulation of long
exposure scintillation frames are discussed in Appendix F.)
Figure 4.29 shows the C2N(h) profiles from a sequence of observations runs taken
on 9 July 2005. For all runs, data was collected using α Cen with an altitude sampling
∆h ≈ 150 m for both pupil-plane and generalised measurements. From the pupil-plane
analysis for an exposure of 1 ms, layers are detected at 2, 4, 6 and 10 km above sea level.
The r0 was found to be approximately 27 cm. In the generalised analysis layers are seen
at ground level and at 2 km above sea level. Because the layer at 2 km is seen in both
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(a) 1 ms (b) 1.25 ms (c) 1.5 ms (d) 1.75 ms (e) 2 ms
Figure 4.28: Simulated scintillation images with increasing exposure time with layer
velocity of 12 m/s.
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Figure 4.29: The effects of increasing exposure time on C2N(h) profiles where ∆h ≈ 150
m. Runs shown were taken on 9 July 2005 using α Cen.
pupil-plane and generalised analysis it is highly probable that turbulence is present at
this altitude. When an exposure time of 4 ms is used, layer positions in the pupil-plane
analysis shift slightly, but little variation is seen in layer strengths for high altitude with
the r0 also found to be approximately 27 cm. As the exposure time continues to increase
the layer at approximately 10 km disappears. In addition the profile associated with the
low altitude increases dramatically. This will be associated with the blurring that occurs
resulting in an increase in residual central peak information, decreasing r0 to 10 cm. For
the generalised data there is little variation that is seen with increasing exposure time,
with r0 estimated to be slightly less than 6 cm in all cases. This is because the majority
of NGT is associated with the dome. Dome turbulence will have zero velocity and hence
increased exposure times would not blur the resulting scintillation.
Figure 4.30 shows the C2N(h) profiles from data collected during July 2004. Data
was collected using α Cen with an altitude sampling ∆h of 65 m and 80 m for pupil-plane
and generalised measurements respectively. When increasing the exposure time from 2
ms to 5 ms, the measured strength for the layer located at 9 km above sea level decreases.
At the same time, the strength of the 2 km peak increases. r0 for an exposure time of 2 ms
was found to be approximately 10 cm, which decreased to 9.5 cm for 5 ms. Again this will
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Figure 4.30: The effects of increasing exposure time on C2N(h) profiles where pupil-plane
∆h ≈ 65 m and generalised ∆h ≈ 80 m. Runs shown were taken on 22 July 2004 using
α Cen.
be associated with increased blurring resulting in an increase in the residual central peak
information. In this case the generalised data also showed a decrease in the near-ground
peak. This will be due to the finer altitude sampling used. Turbulence that is located
outside of the dome will have a non-zero velocity and hence an increase in the exposure
time will blur the scintillation originating from this layer. Although dome turbulence
remains unblurred, the finer spatial sampling means that the system used at the time was
better able to distinguish between dome turbulence and boundary-layer turbulence.
To limit the blurring effects of exposure time, it was decided to limit profiling analysis
to include only those runs with an exposure time of 3.5 ms or less. This would ensure that
the scintillation detected was not subject to excessive blurring for layers with a non-zero
velocity.
4.8 Profiles in the Presence of Strong NGT
The r0 estimates obtained using pupil-plane SCIDAR should always be better than that
obtained using generalised SCIDAR, as pupil-plane measurements are insensitive to NGT.
However when NGT is exceptionally strong, scintillation originating from NGT will still
be detectable in pupil-plane measurements, resulting in pupil-plane r0 estimates that may
be less than or approximately equal to those obtained using generalised SCIDAR. This
phenomenon occurred with UC-SCIDAR data in the presence of thickening cloud and/or
high wind speeds at ground level, resulting in layer strengths that obscured high altitude
activity.
Figure 4.31 shows the covariances and C2N(h) profiles for run #26 taken on 7 July
2005. This run was taken using α Cru with an exposure time of 2 ms, during a period
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of increasing cloud cover with low ground wind speeds. The estimated r0 values were
5.8± 0.2 cm and 6.5± 0.1 cm for pupil-plane and generalised measurements respectively.
The central peak in the pupil-plane 2D covariance (Figure 4.31(a)) is elongated in the
direction of the binary. Any turbulence originating from low altitude layers will result in
secondary peaks that will merge with the central peak. This can be seen in the extracted
slice in the direction of the binary, CB,‖, shown in Figure 4.31(c). The resulting slice used
for the determination of the C2N(h) profile, CB,‖ − CB,⊥, most likely contains significant
levels of central peak information. For generalised data, the secondary peaks associated
with ground level turbulence results in secondary peaks that are sufficiently removed from
the central peak (Figure 4.31(b)). Although the extracted slice used in the determination
of the generalised C2N(h) profile likely contains residual central peak information, the
levels will be small compared to the strength of the NGT layer.
Figure 4.32 shows the covariances and C2N(h) profiles from two sequential runs taken
on 6 May 2007. Run #422 (UT11:36) was a pupil-plane observation using α Cen with an
exposure time of 1 ms. Run #430 (UT11:56) was a generalised observation using α Cen
with an exposure time of 1.5 ms. Both runs were taken during a period of increasing cloud
cover with rapidly increasing ground wind speeds. The estimated r0 values were 6.0± 1.0
cm and 6.1± 0.1 cm for pupil-plane and generalised measurements respectively. As with
the above example, the central peak in the pupil-plane 2D covariance (Figure 4.32(a))
is elongated in the direction of the binary, with secondary peaks originating from low
altitude turbulence merging with the central peak. For generalised data, the secondary
peaks for ground level turbulence are sufficient separated from the central peak (Figure
4.32(b)).
It should be noted that the apparent change in binary direction between Figures
4.31(a) and 4.31(b) and Figures 4.32(a) and 4.32(b) is not only due to the different star
used, but also the different systems used at time of acquisition.
For the purposes of trending, in the event of strong NGT where the pupil-plane
estimate of r0 is less than the generalised estimate, then generalised r0 values are used for
pupil-plane averages. This will ensure that the effects of residual peak information are
minimised in the monthly averages obtained.
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(e) Pupil-plane C2N (h) profile
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Figure 4.31: Covariances and C2N(h) profiles of UC-SCIDAR data in the presence of
strong NGT taken during July 2005. The elongation of the central peak seen in the
pupil-plane covariance, shown in (a), could contain secondary peaks resulting from low
altitude turbulence. As such the extracted slice used in the pupil-plane C2N(h) estimate
could contain significant amounts of residual peak information. For generalised data, the
secondary peaks resulting from ground level turbulence are sufficiently separated from the
central peak, shown in (b), reducing the level of residual central peak information. The
estimated r0 values were 5.8 ± 0.2 cm and 6.5 ± 0.1 cm for pupil-plane and generalised
measurements respectively.
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(e) Pupil-plane C2N (h) profile
0 5 10 15 200
0.5
1
1.5
2x 10
−13
Altitude Above Telescope (km)
C N2
(h)
∆h
 
(m
1/
3 )
(f) Generalised C2N (h) profile
Figure 4.32: Covariances and C2N(h) profiles of UC-SCIDAR data in the presence of strong
NGT taken during May 2007. The estimated r0 values were 6.0 ± 1.0 cm and 6.1 ± 0.1
cm for pupil-plane and generalised measurements respectively.
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4.9 The V (h) Analysis Techniques and Measured Profiles
The extraction of V (h) profiles from UC-SCIDAR data is presented in Chapter 5.
Full C2N(h) analysis for individual runs can be found in Appendix E. Site trending
of C2N(h) profiles can be found in Chapters 6 and 7.
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Chapter 5
Wind Velocity Extraction Technique
While the C2N(h) profile provides information about the required spatial sampling for
wavefront sensing and the isoplanatic angle over which adequate corrections can be ap-
plied, it is the wind velocity profile, V (h), that indicates how fast an adaptive optics
system must respond to adequately correct for turbulence induced aberrations. Scintilla-
tion frames can be used to infer both C2N(h) and V (h) profiles, and both are required as
part of an effective adaptive optics system design.
According to Taylor’s hypothesis, if the sampling rate (both spatially and tempo-
rally) is fast enough then the turbulent elements move without distortion (Caccia et al.,
1987). Hence any correlation existing between two scintillation patterns separated in time
by ∆t will result from turbulent elements carried by the wind. By using the 2D covariance
between two scintillation frames taken at time t and t+ n∆t for n = 0, 1, . . . x, both the
turbulence strength and wind velocity of a given layer can be found.
Klu¨ckers et al. (1998), Johnston et al. (2002) and Chapter 4 discuss in detail how
to find C2N(h) profiles from SCIDAR images. Little literature exists on finding V (h) from
these same images. The first results of simultaneous detection of C2N(h) and V (h) were
published in Klu¨ckers et al. (1998). Since then, an interactive CLEAN type algorithm
for V (h) estimation was developed (Avila et al., 2001), which in turn led to an automatic
wind velocity determination method based on the CLEAN algorithm (Prieur et al., 2004).
A more recent V (h) determination approach uses wavelet analysis (Garc´ıa-Lorenzo and
Fuensalida, 2006b).
Usually SCIDAR V (h) profiling uses generalised plane measurements taken on a
2-m class telescope using an intensified CCD operating at frame rates in excess of 60
Hz. This provides data that contains sufficient signal to readily identify fast and slow
moving layers at various altitudes. The low SNR inherent to UC-SCIDAR, and the fact
measurements at MJUO were taken primarily on a 1-m telescope at frame rates of 30
and 60 Hz using a standard CCD camera, meant that the standard techniques for V (h)
profiling required modification. A technique called partial triplet analysis was developed.
The resulting algorithm was presented at the Image and Vision Computing New Zealand
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(IVCNZ) 2008 Conference (Mohr et al., 2008).
At MJUO, the pupil plane measurements provides better estimations of velocities
for mid- to high-altitude layers because of the dominant NGT layers. Generalised mea-
surements are necessary for determination of NGT velocity. Both are required to provided
an overall V (h) profile.
Chapter 2 introduced the spatio-temporal covariance function which was simplified
to the spatial covariance function in Chapter 4 for use in C2N(h) determination. This chap-
ter discusses the steps taken to analyse spatio-temporal covariances from UC-SCIDAR
data for V (h) profiling. Section 5.1 expands on the spatio-temporal covariance function
for ∆t > 0. Section 5.2 introduces the first steps of the velocity detection algorithm
(temporal covariance data conditioning) required for analysis. Section 5.3 looks at ∆t
limitations and the maximum detectable velocity. Section 5.4 introduces the new approach
for analysing temporal SCIDAR data (i.e. partial triplet analysis) with further discussion
on the effects of aperture noise. Section 5.5 looks at the remaining steps of the velocity
detection algorithm, discussing data validation and proximity of data peaks. Section 5.6
expands on V (h) measurements to include determination of true wind direction found
from geometry and telescope motion. Section 5.6.3 discusses error on velocity estimation
resulting from telescope motion. Finally, sections 5.7 and 5.8 discuss the effects of long
exposures and strong NGT on velocity determination respectively.
Appendix F provides details on how the simulations were generated for this chapter.
5.1 Determination of Temporal Features
The spatial covariance function for a single star, CS(ρ), as first discussed in Chapter 2,
is given by a 2D Fourier transform of the power spectrum of stellar scintillation patterns.
The spatial covariance function for a binary star, CB(ρ, φ, 0), can be expressed as
CB(ρ, φ, 0) =
n∑
i=1
aCS(ρ) + b [CS(ρ− φhi) + CS(ρ+ φhi)] , (4-1)
where φ is the angular separation of the two companions of the binary star. The coeffi-
cients a and b are given by
a =
1 + α2
(1 + α)2
, b =
α
(1 + α)2
, α = 10−0.4∆m, (2-22)
where ∆m is the magnitude difference of the binary star.
Each turbulent layer will have an associated wind velocity. Whether the velocity
of a layer is detected depends on a number of factors, including the turbulence strength,
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C2N(h), of the individual layers, the position of the detected triplet in relation to other
triplets and the system aperture.
If a layer at height hi was moving at a velocity V (hi), then the scintillation pattern at
the measurement plane would move with the same V (hi). Assuming Taylor’s hypothesis
applies, i.e. spatio-temporal sampling is such that turbulent elements move without
distortion, then two scintillations patterns produced by a single star, but separated by
∆t, are physically separated by V (hi)∆t (Caccia et al., 1987). Hence
C ′S(ρ,∆t) = C
′
S(ρ− V (hi)∆t). (2-27)
Taylor’s hypothesis also suggests that the peak strength at ∆t = 0 remains unchanged
for ∆t > 0, such that
C ′S(V (hi)∆t) = C
′
S(0, 0). (2-28)
The spatial covariance function in equation (4-1) can be expanded to a spatio-
temporal covariance by incorporating Taylor’s hypothesis (Avila et al., 2001)
C ′B(ρ, φ,∆t) =
n∑
i=1
aC ′S(ρ− v) + b [C ′S(ρ− v − φhi) + C ′S(ρ− v + φhi)] , (5-1)
where v = V (hi)∆t. C
′
S will differ slightly from CS due to the slight de-correlation of
scintillation between frames (partial failure of Taylor’s hypothesis) and the fluctuations
of V (hi) that may exist over the integration time. This will result in a C
′
S that is slightly
smaller and wider than CS. This does not alter the position of the covariance peaks relative
to each other. For the purpose of further discussion, it is assumed that C ′B(ρ, φ,∆t) is an
equal but shifted version of CB(ρ, φ, 0).
Consider a simulated profile outlined in Table 5.1. The spatio-temporal covariance
consists of a series of triplets each corresponding to the different turbulent layers. Equation
(5-1) simplifies to the spatial covariance function used in C2N(h) profiling when ∆t = 0,
where the central peaks for each triplet overlap (Figure 5.1(a)). Weak secondary peaks
may become obscured by the strength of the overall central peak. As ∆t increases, the
triplets separate (Figures 5.1(b) and 5.1(c)) and the position of each triplet is shifted
from the image origin by V (hi)∆t. The strengths of the NGT and 10 km layers make the
triplet associated with the 5 km layer difficult to identify even when separated. For large
values of ∆t (Figure 5.1(d)), the triplets associated with fast moving layers, such as the
10 km layer, are no longer detectable as the resulting shift is greater than the sampled
region. For each ∆t there is a maximum velocity that can be detected. This is discussed
further in section 5.3.
To obtain the full V (h) profile it is necessary to take temporal covariances with at
96 Chapter 5. Wind Velocity Extraction Technique
Aperture Position (m)
Ap
er
tu
re
 P
os
itio
n 
(m
)
−1 0 1
−1
−0.5
0
0.5
1
(a) ∆t = 0 ms
Aperture Position (m)
Ap
er
tu
re
 P
os
itio
n 
(m
)
−1 0 1
−1
−0.5
0
0.5
1
(b) ∆t = 1 ms
Aperture Position (m)
Ap
er
tu
re
 P
os
itio
n 
(m
)
−1 0 1
−1
−0.5
0
0.5
1
(c) ∆t = 16.7 ms
Aperture Position (m)
Ap
er
tu
re
 P
os
itio
n 
(m
)
−1 0 1
−1
−0.5
0
0.5
1
(d) ∆t = 33.3 ms
Figure 5.1: Effect of ∆t on simulated spatio-temporal covariances. (a) The triplets are
overlapped in the spatial covariance (∆t = 0). ((b) and (c)) With increasing ∆t the
triplets separate in accordance with V (hi)∆t, however weak layers may be masked by
stronger layers. (d) Fast moving layers will not be detectable for large ∆t, as the triplet
no longer appears within the aperture.
5.2. Data Conditioning in Temporal SCIDAR 97
Table 5.1: The altitude, strength and velocity of layers present in a simulated profile.
Layer Altitude
∫
C2N(h)dh r0(λ = 589nm) Wind Speed
(km) (m1/3) (cm) (m/s)
0 3× 10−12 5.06 5
5 1× 10−13 38.95 12
10 3× 10−13 20.15 30
Full Profile 3.4× 10−12 4.69
least two different ∆t values. Typically the time difference required to sample fast moving
high altitude velocities, ∆thigh, is in the order of 10 - 20 ms (Klu¨ckers et al., 1998). The
time difference required for slow moving low altitude layers, ∆tlow, is significantly longer.
Using multiple ∆t in temporal SCIDAR analysis is not only necessary to capture fast
moving versus slow moving layers, but also provides an added check for layers moving at
similar velocities.
In the above simulated example the 5 km layer was masked by the strength of the
other two layers. This phenomenon is common in real data and hence it is necessary to
devise a means to detect the location of weak layers amongst strong layers. Figure 5.2
outlines the main steps used to determine wind velocity using the UC-SCIDAR algorithm.
The spatio-temporal covariance data is obtained using the covariance algorithms outlined
in Appendix D. Further data conditioning is then applied to the covariance data by way
of aperture normalisation and thresholding for background scintillation noise. Section
5.2 addresses the data conditioning of the temporal covariance data, while the remaining
steps of the algorithm are discussed in section 5.5. V (h) profiles are extracted from the
2D temporal covariance by way of a user-interactive algorithm.
5.2 Data Conditioning in Temporal SCIDAR
To use spatio-temporal covariance data for V (h) profiling, it is necessary to remove the
bias of the covariance toward the aperture and then threshold the data with respect to
the background scintillation noise. This is particularly important for data with low SNR,
as in the case with data from UC-SCIDAR.
5.2.1 Aperture Normalisation in Temporal SCIDAR
Aperture effects can be normalised by dividing the covariance function of the data signal,
C⊗B (ρ, φ,∆t) by correlation of the average signal, (m¯− n¯), such that
CB(ρ, φ,∆t) =
C⊗B (ρ, φ,∆t)
C⊗(m¯−n¯)(ρ, φ,∆t)
, (5-2)
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Figure 5.2: The UC-SCIDAR velocity detection algorithm used to determine V (h) profiles.
where
C⊗(m¯−n¯)(ρ, φ,∆t) = (m¯(ρ, φ, t)− n¯(ρ, φ, t))⊗ (m¯(ρ, φ, t+∆t)− n¯(ρ, φ, t+∆t)). (5-3)
In C2N(h) determination, aperture normalisation is performed during the inversion because
the division in equation (5-2) amplifies noise, especially near aperture edges. The division
is changed to multiplication of the T -matrix in the inversion (refer to section 4.3, page 59).
For temporal SCIDAR, no such modification can be made due the type of measurement.
Instead it is necessary to apply an aperture mask, which removes any points that exist
outside a region specified by the size and shape of the aperture.
Figure 5.3 demonstrates the effects of equation (5-2) on a simulated example for
an annulus aperture. When aperture normalisation by way of division is applied to the
data shown in Figures 5.3(a) and 5.3(b), any normalised data is dominated by the noise
located outside the aperture region (Figures 5.3(c) and 5.3(d)). By applying a circular
mask with a diameter proportional to 2DT, where DT is the diameter of the telescope
aperture, the normalised data triplets are revealed (Figures 5.3(e) and 5.3(f)).
In the simulated example there is no benefit in applying aperture normalisation for
determining velocity, as the triplet is readily identified without normalisation. However
for data with low SNR, aperture normalisation can substantially aid in the detection of
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Figure 5.3: Normalisation for aperture effects within simulated data. ((c) and (d)) The
division operator amplifies any noise located outside the aperture region , ((e) and (f))
hence it is necessary to mask data to the aperture region.
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Figure 5.4: For data with low SNR (run #230, January 2007) aperture normalisation
can substantially aid in the detection of triplets. ((a) and (b)) Only central peaks are
detectable with secondary peaks masked. ((c) and (d)) When aperture normalisation with
an aperture mask is applied secondary peaks come to the foreground.
layer triplets, and it is standard practice to remove the bias toward the aperture.
Run #230 from January 2007 contained data with low SNR (30.2). For the V2007
system the ideal SNR was at least 70, to ensure that the noise floor was low enough
to minimize aperture effects. Figure 5.4 shows the the non-normalised and normalised
spatio-temporal covariance for ∆t = 16.7 ms. In the non-normalised covariance (Figures
5.4(a) and 5.4(b)) only the central peaks can be clearly identified and the secondary
peaks are obscured by background noise. The secondary peaks come to the foreground
with aperture normalisation using an aperture mask (Figures 5.4(c) and 5.4(d)). The
position of peaks remain unchanged. The normalised covariance for this example still
contains a significant amount of background scintillation noise.
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Figure 5.5: Background scintillation noise in simulated data. The aperture normalised
covariance strength of the background scintillation noise for the region specified in (a)
is weak compared to the triplet seen. However setting a threshold based on the mean
background scintillation noise may improve visual detection of weak layers.
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Figure 5.6: Threshold based on background scintillation noise applied to data shown in
Figures 5.4(c) and 5.4(d).
5.2.2 Background Scintillation Noise
Performing a temporal correlation between two frames results in the presence of a weak
correlation between background scintillation noise. When the layer triplets are also weak
this noise can dominate. Consider the ideal case where no dark current or ambient light
noise is present. Although background scintillation noise is weak compared to the strong
triplet (Figure 5.5(a)), by setting a threshold to the mean of the scintillation noise for a
specified region (Figure 5.5(b)) background scintillation noise can be accounted for. This
concept is applied to the data in Figures 5.4(c) and 5.4(d), which results in Figure 5.6. By
applying a threshold level based on the mean background scintillation noise, data points
can be more readily identified.
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5.3 Maximum Detectable Velocity
There is a maximum detectable velocity that is dictated by ∆t, the size of the telescope
aperture, DT, the altitude of the layer, h, the angular separation of the binary companions
φ and the measured direction of the wind velocity, bφ, with respect to the direction of the
binary separation (Figure 5.7(a)). Let the spatial sampling across the aperture be such
that each pixel represents ∆r. This means that the velocity of a given layer is proportional
to ∆r/∆t (Figure 5.7(a)) and the distance between the central peak and the secondary
peaks is proportional to φh/∆r. Use of a full triplet pattern in the identification of moving
layers provides a method of checking layer altitude and C2N(h) strength.
∝ ∆r/∆t
bφ
∝ φh/∆r
(a)
90°
(b)
0°
(c)
Figure 5.7: The maximum velocity detectable depends on multiple factors, including the
time delay, ∆t, between frames, spatial sampling across the aperture, ∆r, the altitude of
the layer, h, the angular separation of the binary companions, φ, and the measured direc-
tion of the shifted triplet, bφ, with respect to the direction of the binary. Triplets shown
correspond to ∆t = 0 (i.e. auto-covariance) and the triplet from the cross-covariance
between frames taken ∆t apart for (a) 0◦ < bφ < 90◦, (b) bφ = 90◦, and (c) bφ = 0◦.
If V (h) is the velocity of a layer at altitude h and DT is the telescope diameter, then
from geometry between the velocity sampling ∆v (= ∆r/∆t) of the turbulent layer and
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the spatial sampling of the telescope aperture ∆r,(
DT
∆r
)2
≥
(
V (h) sin bφ
∆v
)2
+
(
h
∆h
+
V (h) cos bφ
∆v
)2
, (5-4)
where the region of the covariance defining the aperture has a diameter of 2DT. The
altitude sampling, ∆h, is found by (Klu¨ckers et al., 1998)
∆h =
∆r
φ sec ζ
, (2-32)
where ζ is the zenith angle. The maximum velocity detectable, Vmax(h), will occur when
bφ is 90
◦(Figure 5.7(b)). At this point
V 2max(h) ≤
D2T − h2φ2 sec2 ζ
∆t2
. (5-5)
The higher a layer is located, the slower the layer needs to be moving to be detected with
a full triplet. When bφ is 0
◦ (Figure 5.7(c)) then
Vmax(h) ≤ DT − hφ sec ζ
∆t
. (5-6)
∆r does not appear in equations (5-5) and (5-6), because all measured values are propor-
tional to ∆r.
Equations 5-5 and 5-6 suggest that the Vmax(h) is highly dependent on bφ, φ, h and
DT. Consider the maximum velocity for a layer located at 10 km above the telescope (i.e.
the region where wind velocity is at a maximum based on the Bufton wind model (Tyson
and Frazier, 2004)). Figures 5.8(a) and 5.8(b) show the maximum detectable velocity
using full triplets for this layer given a 1-m telescope. To detect a 10 km layer moving at
30 m/s in a perpendicular direction to the binary (i.e. bφ = 90
◦), ∆t would be limited
to ≤ 32.7 ms for a star with φ = 4 arcseconds (the smallest separation that will produce
viable generalised UC-SCIDAR results). For a star with φ = 14 arcseconds (the widest
separation successfully used with UC-SCIDAR), ∆t reduces to ≤ 24.5 ms. If the velocity
direction was in the direction of the binary (i.e. bφ = 0
◦) then the maximum respective
∆t values become 26.9 ms and 10.7 ms. To ensure that a velocity of 30 m/s was captured
on a 1-m telescope using full triplets, regardless of bφ, then the minimum frame rate used
should be ∼ 100 Hz.
Other research groups tend to use telescopes with apertures larger than 1 m for
SCIDAR measurements. Figures 5.8(c) and 5.8(d) show the maximum detectable velocity
given a 2-m telescope. In this case, ∆t is limited to less than 62.7 ms (∼ 16 Hz) to capture
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Figure 5.8: The theoretical maximum velocity detectable of a layer at 10 km above a
site. The maximum ∆t capable of detecting full triplets on a 1-m telescope if the wind
direction with respect to the binary, bφ, is 0
◦ (a) and 90◦ (b) is significantly less than that
for a 2-m telescope ((c) and (d)). The vertical dashed lines indicate ∆t = 16.7 and 33.3
ms, respectively.
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Figure 5.9: The maximum wind speed detectable using partial triplet analysis on a 1-m
and a 2-m telescope. Partial triplet analysis is independent of stellar separation and wind
direction, and as a result larger ∆t values can be used.
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a full triplet for φ = 4 arcseconds and 44.0 ms (∼ 23 Hz) for φ = 14 arcseconds, regardless
of bφ .
UC-SCIDAR V2005 has a frame rate of 30 Hz, whereas V2007 has a frame rate of
60 Hz. At these frame rates the maximum detectable velocity using full triplet analysis
for a 10 km layer on a 1-m telescope (Figures 5.8(a) and 5.8(b)) is shown in Table 5.2.
A tropopause layer can be expected to move faster than 24 m/s, and as such 30 Hz is
insufficient to detect full triplets from fast moving layers. This limits the use of V2005
data and so partial triplet analysis was developed to make better use of the UC-SCIDAR
data available to trend V (h).
Table 5.2: Maximum detectable velocity (m/s) using full triplet analysis on a 1-m tele-
scope for a 10 km layer.
Separation φ (arcseconds) 4 14
CCD Frame rate (Hz) 30 60 30 60
bφ = 0
◦ 24 48 9.6 19
bφ = 90
◦ 29 59 22 44
Although the full triplet profile has the added benefit that a C2N(h) strength can
be found, a partial triplet, containing the central peak and at least one secondary peak,
can still be used to measure the velocity of any given layer. Assuming bφ is not 90
◦, then
equation (5-4) simplifies to
V (h) ≤ DT
∆t
. (5-7)
When bφ is 90
◦, both secondary peaks will reach the outer aperture edge at the same time.
Figure 5.9 shows the frame rates required to detect a partial triplet based on equation
(5-7). To detect a layer moving at 30 m/s the capture frame rate required needs to be at
least 30 Hz for a 1-m telescope.
Partial triplet analysis in velocity profiling requires an understanding of how the
profile of a triplet changes as it approaches the edge of the aperture.
5.4 Partial Triplet Analysis
As the scintillation pattern from a binary star shifts across the aperture fewer points
will provide a correlation. This not only weakens the overall strength of the correlation
peaks but changes the shape of the profile for a given aperture. If a cross-covariance
was determined between a series of frames separated in time by ∆t = 0 (i.e. the auto-
covariance) then the covariance triplet profile would have the ideal central to secondary
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Figure 5.10: With increasing ∆t the corresponding scintillation patches used in the
temporal covariance analysis shift off the aperture region, changing the shape of the
spatio-temporal covariance profile. The operator ⊗ denotes cross-correlation. Images are
not to scale.
peak ratio. As ∆t is increased, fewer corresponding scintillation patches are contained
within the region defined by the aperture. The secondary peak closest to the aperture
edge in the direction of the shift would be weakened with respect to the central peak,
whereas the other secondary peak would strengthen (Figure 5.10).
Equation (5-1) assumes that the strength of both secondary peaks compared to the
central peak are a constant ratio regardless of the position of the triplet relative to the
aperture, namely
b
a
=
α
1 + α2
. (5-8)
In partial triplet analysis, where the geometry of the aperture becomes the limiting factor,
this assumption is incorrect.
When ∆t is large enough that the correlating scintillation seen in the frame results
from only one of the stellar companions, then only two points of correlation will exist,
with the peaks having similar strength. As fewer correlating points exist, the strength of
the remaining secondary peak will exceed the central peak.
Figures 5.11(a) and 5.11(b) show the resulting comparative strengths of the central
and secondary peaks of a simulated 5km layer moving at 12 m/s on a 1-m annulus aperture
as ∆t is increased between consecutive frames. In Figure 5.11(a) a gradual weakening of
spot intensities due the effects of the aperture is seen. If aperture normalisation was
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Figure 5.11: Simulated spatio-temporal covariance triplet for a 5 km layer approaching
the edge of an annulus aperture. ((a)) As a simulated spatio-temporal covariance triplet
shifts toward the edge of the aperture a gradual weakening of the spot intensities is seen,
which results from the data bias toward the aperture. (b) After aperture normalisation,
a full triplet could be detected for ∆t up to 70 ms. Partial triplet analysis allows for ∆t
of 80 ms to be used.
applied, then full triplet analysis would be limited to 70 ms (Figure 5.11(b)). Partial
triplet analysis allows for use of ∆t up to 80 ms. The theoretical maximum ∆t is 83.3 ms
according to equation (5-7) which defines the point at which no correlation is detectable.
5.4.1 Partial Triplets and the Aperture
The point at which full triplets become partial triplets is aperture dependent. Consider a
simulated 5km layer moving at 12 m/s with a bφ of 45
◦. Figure 5.12 shows the expected
shape of triplet profiles for scintillation images captured using circular and annulus aper-
tures with as outer diameter of 1 m and a 1-m square aperture for a range of ∆t values. For
all apertures, scintillation was simulated for a binary star with separation of 4 arcseconds,
∆m of 0.3 and imaging at zenith. When ∆t is 50 ms, there is little variation that is seen
in the triplet profile shape between the three different apertures and the ideal aperture
independent profile as defined by equation 5-1 exists (Figure 5.12(a)). For larger ∆t values,
the profiles from the three different apertures becomes significantly different compared to
the ideal profile. As expected one secondary peak weakens while the other strengthens
(Figure 5.12(c)). When ∆t is 80 ms (Figure 5.12(e)), one of the secondary peaks becomes
obscured by noise for both the circular and the annulus apertures, while the remaining
secondary peak exceeds the strength of the primary peak.
If aperture effects are taken into account (Figures 5.12(b), 5.12(d) and 5.12(f)) then
the ideal triplet profile is obtained for all aperture types. Note that for ∆t = 80 ms,
although one of the secondary peaks is missing for both circular and annulus apertures
the ideal secondary-to-central peak ratio is obtained for the remaining peaks.
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Figure 5.12: Extracted slices from simulated 2D spatio-temporal covariances for a 5 km
layer using various ∆t. ((a) and (c)) With increasing ∆t, the strength of one secondary
peak decreases with respect to the central peak, whereas the other secondary peak in-
creases. (e) When ∆t is sufficiently large, one secondary peak is no longer detectable and
the strength of the remaining two peaks is the same. ((b) and (d)) When covariances are
aperture normalised, the ideal ratio of the secondary peak strength to the central peak
strength is obtained. (f) For large ∆t, only one secondary peak is visible for the annulus
and circular apertures.
5.5. Velocity Detection Algorithm 109
5.5 Velocity Detection Algorithm
Section 5.1 briefly outlined the main steps that are used in the UC-SCIDAR algorithm.
The covariance data conditioning discussed in section 5.2 ensures data points are brought
to the foreground making it easier to determine the location of layer triplets. This section
discusses the steps taken after data conditioning and issues that surround the determina-
tion of central peak positions and layer heights for full and partial triplet analysis.
The approach used to analyse UC-SCIDAR temporal data after data conditioning
is a modification of a CLEAN algorithm utilising a priori information about the data
type to successively remove identified data points and enhance weaker data points until
only noise remains. A CLEAN-based algorithm has previously been successfully applied
to temporal SCIDAR data (Prieur et al., 2004). To apply CLEAN to UC-SCIDAR the
triplets resulting from various layers need to be appropriately modelled to successively
remove them from a data set. Current models assume weak Kolmogorov turbulence with
ideal triplet patterns and secondary peak strengths, with temporal sampling such that
Taylor’s hypothesis holds true. However the spatial and temporal sampling used in UC-
SCIDAR, the aperture size of the telescope, and strong NGT present at MJUO, means
that current covariance models do not adequately match profiles seen in the data.
Consider Figure 5.13, which uses the simulated profile outlined in Table 5.1. When
∆t = 0, the triplets are difficult to distinguish (Figure 5.13(a)). If ∆t was sufficiently large
then the triplets would separate. The strengths of the NGT and 10 km layers obscure
the presence of the 5 km layer (Figure 5.13(b)). If the region that the stronger triplets
occupy are set to the background level (Figures 5.13(c) and 5.13(d)) then the 5km layer
becomes readily detectable.
The practical implementation of the current analysis algorithm calculates a series
of equally spaced slices taken along the axis of the binary, which is calculated from the
spatial covariance (i.e. ∆t = 0). Using identifiable full and partial triplets in the matrix
of slices, the size and position of a rectangular region that fully encompasses each triplet
is calculated and set to the level of the background noise. By doing this, some data will
be lost. To extract the full V (h) profile multiple passes through the algorithm may be
required, however this simplified approach is adequate to estimate the velocity of the
various layers.
Currently the position of the central peak of each triplet pattern and the height
of the layer above the measurement plane is manually identified. Previous attempts at
automating triplet detection (Prieur et al., 2004; Garc´ıa-Lorenzo and Fuensalida, 2006a)
have had limited success, and were designed to utilise full triplet analysis. Although
Prieur et al. (2004) makes brief mention of the possibility of using a partial triplet in the
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Figure 5.13: Simulated 2D spatio-temporal covariance with triplets of successive strengths
set to background levels. (a) Triplets are overlapped in the auto-covariance (i.e. when
∆t = 0). (b) When ∆t is sufficiently large the layers separate. Due to the strength of the
NGT and 10 km layer, the 5 km layer is masked. ((c) and (d)) The successive removal of
strong layers aids in the detection of the 5 km layer.
analysis, no elaboration is given. In addition, the automated systems are unable to detect
layers with a low SNR triplet or triplets that are located in close proximity to each other.
The automatic detection algorithms have similar or lesser performance to an interactive
detection algorithm. As such it was decided to not automate the UC-SCIDAR algorithm
at this stage.
5.5.1 Partial Triplets and Data Validation
It is beneficial to use multiple values of ∆t to not only capture motion from slow and fast
moving layers, but provide a check within the data itself for velocity measurements. The
use of partial triplet analysis in conjunction with full triplet analysis allows for multiple
∆t to be used with UC-SCIDAR data to capture the velocity of a given layer.
Figure 5.14 shows data for α Cru from run #104, June 2007, which used a generalised
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measurement plane at -1.9 km below the telescope aperture. The CCD was operating
with an exposure time of 2 ms and a frame rate of 60 Hz. Three different layers could
be identified: a near-ground layer attributed to dome-seeing; a second near-ground layer
moving at approximately 9 m/s; and a third layer found at an altitude of ∼ 13 km above
the telescope moving at approximately 23 m/s. For the high-altitude layer the theoretical
maximum ∆t for full triplet analysis (equation (5-4)) is 36 ms. However a frame rate of
30 Hz (i.e. ∆t = 33.3 ms) results in a triplet where one of the secondary peaks is located
on the edge of the aperture and is lost in the noise. Hence partial triplet is required. From
equation (5-7), ∆t is limited to 43.5 ms or shorter for partial triplet analysis.
Regardless of the ∆t used, the strength of the two near-ground layers mask the high
altitude layer (Figure 5.14(a)). Using layer removal, the 13 km layer becomes clearly
identifiable. For ∆t = 16.7 ms, a full triplet is detected (Figure 5.14(b)). For ∆t = 33.3
ms, a partial triplet is detected (Figure 5.14(c)). Figure 5.14(d) shows the triplet profiles
for both ∆t = 16.7 ms and 33.3 ms. Note that the +15 km secondary peak is missing for
∆t = 33.3 ms.
Figures 5.15 and 5.16 shows data for α Cru from run #11, January 2007. This
particular data set utilised a pupil-plane measurement plane. The CCD was operating
at an exposure time of 1.5 ms and a frame rate of 100 Hz. Multiple layers could be
identified ranging in heights from 2 km to 19 km. Two different high altitude layers could
be identified at 13 and 19 km above the telescope. A combination of full and partial
triplet analysis identified that these layers were moving at approximately 29 and 11 m/s
respectively. Looking at the 2D spatio-temporal covariance images for ∆t = 0 to 60 ms
(Figure 5.15) the progression of separation can be seen. Extracted slices taken through
the triplets for various ∆t are shown in Figure 5.16. The 13 km layer is weak compared
to the other layers seen. Due to the height and speed of the 13 km layer, the maximum
∆t that can be used to detect the layer is 34 ms. Hence no triplet peaks are detected
for ∆t > 30 ms. The maximum ∆t to detect a 19 km layer is 90.9 ms. However the
de-correlation of the scintillation patches (i.e. the partial failure of Taylor’s hypothesis)
results in dominating background scintillation noise.
Comparison of altitudes obtained through temporal analysis with those obtained
through spatial analysis provides an additional level of data validation. The C2N(h) profile
from run #150, June 2007 (Figure 5.17(a)), indicated the presence of turbulent layers at
approximately 1.5, 3.5, 8 and 11.5 km above the telescope, with another possible layer
at approximately 5 km. Examination of the normalised extracted slice from the spatial
covariance when ∆t = 0 ms taken in the direction of the binary (Figure 5.17(b)) reveals
strong secondary covariance peaks associated with layers at 1.5, 3.5 and 11.5 km. As such
these three layers are the most likely to be detected during temporal analysis. Additional
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Figure 5.14: Extracted temporal covariance triplet for multiples of ∆t. Data shown is
from run #104, June 2007, and used a generalised measurement plane -1.9 km below
the telescope. The extracted layer was found to be at ∼ 15 km above the measurement
plane (i.e. ∼ 13 km above the telescope) moving at about 23 m/s. (a) Three layers are
present: two near-ground layers mask the 13 km layer. (b) When the near-ground layers
have been removed, the high altitude layer is clearly identifiable. With longer ∆t, partial
triplet analysis is required ((c) and (d)). Note the missing secondary peak for ∆t = 33.3
ms.
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Figure 5.15: 2D spatio-temporal covariances for various ∆t values for run #11, January
2007.
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(a) 13 km layer slices
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(b) 19 km layer slices
Figure 5.16: Extracted slice profiles from run #11, January 2007 for various ∆t values.
(a) Slices through ∼13 km layer. (b) Slices through ∼19 km layer.
weak secondary covariance peaks can be seen at 5 and 8 km.
Temporal analysis for ∆t = 16.7 ms (Figure 5.17(c)) resulted in layers at 1.5, 3.5, 4.5
and 11.5 km above the site travelling at 13.3, 20.7, 8.2 and 26.3 m/s respectively. However
comparison with analysis for longer ∆t values (Figures 5.17(d) and 5.17(e)) led to only
three layers identified: 1.5, 3.5 and 11.5 km above the site travelling at 13, 20.5 and 26
m/s respectively. The 4.5 km layer detected when ∆t = 16.7 ms was treated as a false
data point, as it was not detected in the analysis of longer ∆t. The 8 km layer detected
through C2N(h) analysis was not detected through temporal SCIDAR. It is possible that it
may have had similar velocity to another stronger layer, as discussed in the next section.
5.5.2 Proximity of Peaks to Others
It is common for a peak from a given triplet to be located in close proximity to a peak
from another triplet, especially for short ∆t. Typically layers found to be moving at
different velocities will have triplets that separate for higher values of ∆t.
Consider simulated data for two layers at similar heights (4.5 and 5 km above the
telescope) and travelling at similar speeds (9 and 12 m/s respectively). Figure 5.18 demon-
strates how the two layers can easily be mistaken for a singular layer with a combined
strength of the two layers in the C2N(h) profile. In the spatial covariance (Figure 5.19(a))
the two layers overlap and are indistinguishable. Temporal analysis using a short ∆t (e.g.
16.7 ms shown in Figure 5.19(b)) results in a blurred triplet pattern. With increasing ∆t
(Figures 5.19(c) and 5.19(d)) the two layers become distinguishable and separated.
Unfortunately not all triplets will separate with increasing ∆t. It is possible to have
two different layers that have the same wind speed. During temporal analysis of run #150
from June 2007 (Figure 5.17), a layer at ∼8km was never detected. It is possible that a
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Figure 5.17: Spatial and temporal analysis of run #150 from June 2007. (a) The C2N(h)
profile and (a) the extracted normalised slice from ∆t = 0 reveals layers at 1.5, 3.5, 8
and 11.5 km above the telescope, with another possible layer at ∼ 5 km. Comparative
temporal analysis for (c) ∆t = 16.7 ms, (d) 33.3 ms and (e) 50 ms, led to the identification
of only three layers identified: 1.5, 3.5 and 11.5 km above the site travelling at 13, 20.5
and 26 m/s respectively.
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Figure 5.18: C2N(h) profile for ideal layers located at 4.5 and 5 km and travelling at 9
and 12 m/s respectively. Simulated strength of the 5 km layer is half the strength of the
4.5 km layer. The profile can easily be interpreted as a singular layer with the combined
strength of the two layers.
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Figure 5.19: Increasing the value of ∆t can separate triplets. Triplets shown are based
on the ideal for a 4.5 km layer and 5 km layer travelling at 9 and 12 m/s respectively.
Simulated strength of the 5 km layer is half the strength of the 4.5 km layer.
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Figure 5.20: Extracted slice from run #150 from June 2007 that reveals the existence of
two layers travelling at similar speeds.
layer at this height was moving at a similar speed to that of another layer. Figure 5.20
shows the extracted slice from the data point containing information about the layer at
11.5 km above the site. Through close examination there is a second set of secondary
peaks present (although noisy). A simulated profile of two layers located at 8 and 11.5
km above the measurement plane where the 11.5 km layer is three times the strength of
the 8 km layer (indicated by the dashed red line in Figure 5.20) has similar secondary
peak strength of that of the real data. Although this is not conclusive, it does provide a
possible explanation for the lack of an 8 km layer wind speed measure.
5.5.3 Dome/Telescope Turbulence and Pupil-Plane Measurements
SCIDAR measurements will always have a certain amount of optical turbulence associated
with the dome and/or telescope. This turbulence will not be moving and hence will
remain at the image origin of the spatio-temporal covariance for any value of ∆t. At
MJUO, the dome/telescope turbulence is extremely strong and for pupil-plane data this
turbulence manifests itself as a point spike located at the image origin. Consider the 5
km layer found in run #250, May 2007. In the centre of the spatio-temporal covariance
a correlation spike exists that can be attributed to the dome and/or telescope (Figures
5.21(a), (b) and (c)). When ∆t = 16.7 ms the dome/telescope spike is located between
the central peak and one of the secondary peaks and hence does not effect the overall
shape of the profile. At ∆t = 33.3 ms, one of the secondary peaks overlaps this spike and
become artificially inflated. By the time ∆t = 50 ms, the resulting covariance triplet has
shifted by a sufficient amount that the spike does not affect the triplet profile in anyway.
The simplest way to remove the correlation spike associated with dome/telescope
turbulence in pupil-plane data is to set a region surrounding the central pixel to the
background noise level. This will bring to the foreground triplet patterns associated with
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Figure 5.21: Extracted temporal covariance triplet for multiple ∆t. The layer extracted
from run #250, May 2007, was found to be at approximately 5 km above the telescope,
moving at approximately 6 m/s.
5.6. Determining Wind Direction from SCIDAR 119
turbulent layers located above the dome. However if a peak from one of these triplet
patterns overlaps the region surrounding the correlation spike, as in the case above, then
data will be lost. In these instances partial triplet analysis is required.
5.6 Determining Wind Direction from SCIDAR
In characterising the rate at which turbulence changes above a site it is only the wind
speed that is used, however the direction of the wind with respect to the orientation of
the primary mirror will have a bearing on the error on the estimated wind speed due to
projection errors. In addition, knowledge of wind direction could provide an insight that
could link meteorological data to observational conditions.
This section looks at how SCIDAR measurements can be used to obtain the wind
direction that is associated with each layer and the corrections that can be applied to
compensate for telescope motion. This requires an understanding of how the orientation
of the primary mirror changes as the telescope tracks a star.
The determination of projection errors on the estimated wind speed is discussed in
section 5.6.3.
5.6.1 The Horizontal and Equatorial Coordinate Systems
The motion of the primary mirror will depend on the type of celestial coordinate system
employed in the design of the telescope. Two main celestial coordinate systems are used.
A horizontal coordinate system uses the local telescope position to define its reference
frame. An equatorial coordinate system uses measurements based on the celestial polar
axis. Full details on these coordinate systems, including how to convert between them
can be found in Roy and Clarke (1988). A brief description, adapted from Roy and Clarke
(1988), can be found here.
Figure 5.22 shows the celestial sphere as seen by an observer located at point O.
Let Z be the direction of zenith and P be the North celestial pole. The meridian would
be defined by a plane that intersects NZSZ’ and the horizon defined by NYESW. If
OX was the instantaneous direction of the observed object, then the angles ∠YOX (i.e.
the angle above the horizon) and ∠NOY (i.e. the angle from North projected on the
horizon) would be the altitude, a, and azimuth, A, respectively. Note the zenith angle, ζ,
(defined by the angle ∠ZOX) is related to a by
a = 90◦ − ζ. (5-9)
The coordinate system defined by altitude and azimuth is known as the horizontal (or
alt-azimuth) coordinate system.
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Figure 5.22: The observer’s celestial sphere. Refer to text for full description. (Based on
Fig. 7.2 from Roy and Clarke (1988).)
The horizontal coordinate system utilises a reference frame that is specific to the
observer’s location on the Earth’s surface. However in defining the position of a celestial
body it is more advantageous to use a reference frame that is related to the Earth’s
rotational axis.
From an observer’s perspective, heavenly bodies rotate about an axis which is
aligned with the Earth’s rotational axis. The angle this celestial polar axis forms with
the observer’s horizon is related to the observer’s latitude, ϕ, from the equator (Figure
5.23). For a star located at X in Figure 5.24, the declination of a star, δ, is the angular
distance (typically defined in degrees) from the celestial equator toward the celestial pole
through the star (Figure 5.24). The hour angle, H, is angle from the meridian through the
star measured toward the west. As a star moves through the sky, H gradually increases
while δ remains constant. This coordinate system is known as the equatorial (also called
RA-Dec) coordinate system.
Using spherical geometry, it is possible to derive the following expressions to convert
from δ and H to a and A assuming that an observer has a surface latitude of ϕ (Roy and
Clarke, 1988):
sin a = sinϕ sin δ + cosϕ cos δ cosH (5-10)
cosA cos a = cosϕ sin δ − sinϕ cos δ cosH (5-11)
sinA cos a = − cos δ sinH (5-12)
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Figure 5.23: The celestial polar axis. The axis of rotation for the heavens is aligned with
the Earth’s rotational axis. The angle that the celestial polar axis forms with the horizon
is equal to the latitude ϕ from the equator. (Based on Fig. 7.1 from Roy and Clarke
(1988).)
and vice versa:
sin δ = sinϕ sin a+ cosϕ cos a cosA (5-13)
cosH cos δ = cosϕ sin a− sinϕ cos a cosA (5-14)
sinH cos δ = − cos a sinA (5-15)
5.6.2 Telescope Motion
The telescopes that were used during this research at MJUO, the 1-m McLellan and 60-cm
Boller & Chivens telescopes, use an equatorial coordinate system to define their physical
position. The primary mirror undergoes a 3D rotation with respect to the ground. Due
to the latitude of MJUO (43◦59.2′ S) the telescopes’ right ascension drives (i.e. the drive
that controls hour angle rotation) are not perpendicular to the ground. Instead they are
oriented such that the axis of rotation is about the celestial polar axis. As the telescope
tracks a star, additional rotation is applied to the primary mirror with respect to the
ground such that a different edge of the primary mirror will be at the highest point
(Figure 5.25). This motion is beneficial in observational astronomy where long exposures
are required as the primary mirror, and hence any coupled measurement instrument,
remains in a constant orientation with respect to the observed stellar field.
For SCIDAR measurements, this means that over a long period of time the ori-
entation of the binary in the calculated spatio-temporal covariances remains constant.
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Figure 5.24: The equatorial system. Refer to text for full description. (Based on Fig. 7.3
from Roy and Clarke (1988).)
However a constant wind direction with respect to the ground will be seen as a rotating
wind with variable magnitude in the spatio-temporal covariances.
Let XY Z be defined such that the axes are aligned with West, North and Zenith
respectively (Figure 5.26). If XmYmZm is the coordinate system attached to the mirror
surface then the rotation of the primary mirror through a declination δ and an hour angle
H for a given surface latitude ϕ can be described by: xmym
zm
 =
 lx mx nxly my ny
lz mz nz
×
 xy
z
 , (5-16)
where
lx = cosH,
mx = sinϕ sinH, (5-17)
nx = − cosϕ sinH;
ly = − sinH sin δ,
my = cosϕ cos δ + sinϕ cosH sin δ, (5-18)
ny = sinϕ cos δ − cosϕ cosH sin δ;
lz = sinH cos δ,
mz = cosϕ sin δ − sinϕ cosH cos δ, (5-19)
nz = sinϕ sin δ + cosϕ cosH cos δ.
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Figure 5.25: Motion of the primary mirror of a RA-Dec telescope. Tracking a star from
an hour angle of -3:00 to +3:00 results in multi-axes rotation. The marked mirror point
is not always on the highest edge. Motions shown are based on simulation for a RA-Dec
telescope at MJUO tracking α Cru.
Figure 5.26: Rotation of mirror coordinate system XmYmZm through a declination δ and
an hour angle H for a given surface latitude ϕ. The angle between Z and Zm is a function
of ϕ, δ and H
(See Appendix G for full derivation.)
Consider wind originating from one of the four quarters (i.e. North, South, East
or West). If the telescope was to track α Cru at approximately δ = −63◦ through an
hour angle of −3 to +3 hrs, the projected path of the measured velocity would be that
seen in Figure 5.27(a). Figure 5.27(b) shows the projected paths of winds originating
from North-East, South-East, South-West and North-West. Note that these paths are
not rotationally symmetric. Using this information the direction of wind for a given layer
can be estimated based on the instantaneous orientation of the telescope. Look-up tables
for multiple δ to estimate wind directions from data can be found in Appendix H.
Consider May 3, 2007 where α Cru was tracked through an hour angle of -2 hr to
+1 hr. Figure 5.28 shows 2D spatio-temporal covariances for ∆t = 16.7 ms for a selection
of runs taken during the observation sequence. A layer at approximately 12 km above
the telescope was identified. As the telescope tracks α Cru, the position of the triplet
shifts from a South-West to a Westerly direction. Figure 5.29(a) shows the measured wind
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Figure 5.27: Observed shift of the central peak for different wind directions while tracking
through hour angle of -3 hrs to +3 hrs for a star at a declination of -63◦7’ (e.g. α Cru).
(a) — Southerly, - - - Westerly, · · · Northerly, - · - Easterly; (b) — South-Westerly, - - -
North-Westerly, · · · North-Easterly, - · - South-Easterly.
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Figure 5.28: Progression of measured velocity triplets as the telescope tracks α Cru. All
runs shown were taken on May 3, 2007 using a pupil-plane field lens on the straight
channel of UC-SCIDAR V2007. The dominate layer seen is 11 – 13 km above sea level.
As the telescope tracks the star (from (a) to (e)) the measured wind direction shifts from
the SW to the W. This translation is an effect of telescope motion.
directions for high altitude layers detected during the observation sequence. At the start
of the sequence (indicated by dark blue) the measure wind direction indicates that the
wind is originating from South to South-West. At the end of the sequence (indicated by
light blue) the measured wind direction indicates a Westerly wind. When compensating
for telescope orientation, the variations lessen considerably and the measurements indicate
that wind was originating between South-West to West. This particular result is discussed
further in Chapter 6.
5.6.3 Telescope Motion and Error
Astronomical observations are rarely taken with the telescope pointed at zenith. The
primary mirror is almost always tilted with respect to the ground. As a projection error
will exist on the estimated wind velocity.
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Figure 5.29: The effect of telescope motion on measured wind direction. Data shown is
for a sequence of runs taken on May 3, 2007 tracking α Cru through an hour angle of -2
to +1.5 hours. Only high altitude layer directions are shown.
Figure 5.30: Rotation of mirror coordinate system XmYmZm in 3D space. The vector ~v
forms an angle α, β and γ with the X-, Y - and Z-axes respectively. The projection of ~v
on the XmYm plane, ~vm, forms an angle bm with the Ym-axis.
Let XY Z define a coordinate system such that the X-, Y - and Z-axes are aligned
with West, North and the observer’s zenith respectively (Figure 5.30). If XmYmZm de-
scribes the coordinates of the primary mirror after 3D rotation, then the observed velocity,
~vm, would be a projection of the true wind velocity, ~v.
Consider a mirror rotating through zenith angle ζ only (i.e. rotation in declination
only). If β was the angle between the vector ~v and the Y -axis and bm the angle between
the projection ~vm and the Ym-axis, then the error in the difference between β and bm
would be given by (Garc´ıa-Lorenzo and Fuensalida, 2006b):
εβ = (β − bm)radians = β − arccos
(
cos ζ cos β√
1− sin2 ζ cos2 β
)
, (5-20)
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and the ratio of the projection magnitude, |~vm| to the true magnitude |~v| would be (Garc´ıa-
Lorenzo and Fuensalida, 2006b):
ε|~v| =
|~vm|
|~v| =
√
1− sin2ζ cos2 β. (5-21)
Both equations (5-20) and (5-21) assume that wind travels horizontal to the ground and
that the telescope is pointed at an azimuth angle, A, of 0◦(i.e. motion along the meridian).
They adequately describe the error on V (h) for an alt-azimuth telescope when an azimuth
angle correction is applied to β such that the angle β in both equations is replaced by
(β − A). However for a RA-Dec telescope, these equations do not apply.
Let ~v define a vector in space determined by the direction cosines (cosα, cos β, cos γ)
in XY Z and (cosαm, cos βm, cos γm) in XmYmZm (Figure 5.30). Then
x = |~v| cosα; y = |~v| cos β; z = |~v| cos γ, (5-22)
xm = |~v| cosαm; ym = |~v| cos βm; zm = |~v| cos γm. (5-23)
If ~vm was the projection of ~v onto the XmYm plane and formed an angle bm with the
Ym-axis, then
xm = | ~vm| sin bm; ym = | ~vm| cos bm. (5-24)
The length of ~vm is
| ~vm| = |~v| sin γm. (5-25)
Assuming that the motion of all turbulent layers is confined to the XY plane (i.e. has no
Z component) then
sin γm sin bm = lx sin β +mx cos β,
sin γm cos bm = ly sin β +my cos β, (5-26)
cos γm = lz sin β +mz cos β.
Note β is measured in a westerly direction from Y (i.e. negative bearing measurement)
and bm is measured westerly from Ym.
The error in the measurement direction, ε∠v, has two components. One is related
to the direction found in the plane specified by XmYm as measured by the CCD and the
other is related to the telescope motion from Z, such that
ε∠v = εβ + εγ
= (β − bm) + (γ − γm) . (5-27)
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As γm cannot be measured empirically from the CCD, focus is given to εβ. Using the
relations in equation (5-26),
εβ = (β − bm)radians = β − arctan
(
lx sin β +mx cos β
ly sin β +my cos β
)
. (5-28)
Using equations (5-26) and (5-25), the error in the velocity magnitude, ε|~v|, is defined as
ε|~v| =
| ~vm|
|~v| =
√
1− (lz sin β +mz cos β)2. (5-29)
Figure 5.31 shows the effects of the actual wind direction β on ε|~v| and εβ. The
maximum error does not occur in the direction that the telescope is looking (i.e. the
azimuth bearing of the object). This is due to the additional rotation seen by the primary
mirror. ε|~v| is maximum when
(lz sin β +mz cos β)
2 = 0. (5-30)
This occurs when:
β = npi ± arccos
(√
l2z
l2z +m
2
z
)
, (5-31)
where n is an integer and the implementation of ± will depend whether the telescope is
looking westerly (i.e. positive hour angle) or easterly (i.e negative hour angle). Figure
5.32 indicates the wind directions, β, for which a true wind velocity measurement would
be obtained. For declinations near zenith, the primary mirror is required to undergo
greater rotations for larger hour angles and hence have larger variations in the expected
β.
The velocity magnitude results presented in this thesis do not account for measure-
ment error resulting from telescope motion, however velocity direction results do.
(See Appendix G for full derivations.)
5.7 Velocity Measurements Using Longer Exposures
The effects of increasing exposure time on scintillation images was discussed in section 4.7
(page 85). Over a given exposure time turbulent structures continue to move, blurring the
scintillation images seen, depending on the speed of a given layer. For spatial analysis, this
has the effect of decreasing the estimated C2N(h) strengths of high altitude turbulence while
elongating the central peak, masking secondary peaks from low altitude turbulence. For
temporal analysis, longer exposures blur all the peaks associated with a given layer. Figure
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Figure 5.31: The effect of actual wind direction, β, on the (a) error in wind speed and
(b) wind direction when using an RA-Dec telescope. Values shown are for telescope at
MJUO tracking of stellar object at δ = −63◦15′ through an hour angle of -3:00 to 3:00
depicted by the different colours.
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Figure 5.32: Wind directions β resulting in (1−ε|~v|) = 0. For declinations tracks (indicated
the the different colours) approach the zenith crossing the meridian the telescope mirror
is require to undergo greater rotation for large hour angles. Hence larger variations can
be expected in β.
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Figure 5.33: Simulated 2D spatio-temporal covariances with increasing exposure time.
Layers used were located at 5 and 10 km moving at 12 and 30 m/s respectively.
5.33 shows the effects of increased exposure time on simulated data. The simulation shown
used the layer parameters indicated in Table 5.1 (page 97) with zero defocus distance.
Stellar parameters were based on α Cru. ∆t between consecutive frames used was 10 ms.
For an exposure time of 1 ms, all peaks associated with a given layer are well
separated. The triplet pattern for the 10 km layer is very strong, masking the 5 km layer.
For an exposure time of 2 ms, peaks associated with both layers blur and merge. Note
that the central peak from the 10 km blurs with one of the secondary peaks from the 5 km
layer. Although the position of the central peak from each layer can still be identified, the
altitude of the layers cannot be determined with certainty as the secondary peak positions
cannot be clearly identified.
Figure 5.34 shows the effects of increasing exposure times on the 2D spatio-temporal
covariances obtained for the same set that was used in Figure 4.29 (page 86). High
altitude winds were originating from a Westerly direction, hence the covariances peaks
seen in pupil-plane images are located on the left-hand side (Figures 5.34(a), 5.34(b) and
5.34(c)). With increasing exposure time the peaks associated with high altitude layers
become excessively blurred making it extremely difficult to identify them amongst the
noise. For generalised data, the triplet patterns seen is associated with dome turbulence
and hence will be subject to minimal blurring (Figures 5.34(d), 5.34(e) and 5.34(f)).
The blurring seen in temporal analysis reinforces the limitations set on exposure
time for trending purposes, i.e. 3.5 ms or less. However it should be noted that altitude
determination using exposures of 3.5 ms would be highly dependent on the binary star
system separation used at the time. For stellar systems with larger separations the altitude
sampling is smaller and hence the secondary peaks are more likely to be separated from
the central peak.
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(d) Exposure 1 ms: generalised
(run #66)
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(e) Exposure 4 ms: generalised
(run #67)
Aperture Position (m)
Ap
er
tu
re
 P
os
itio
n 
(m
)
−1 0 1
−1
−0.5
0
0.5
1
(f) Exposure 10 ms: gener-
alised (run #69)
Figure 5.34: The effects of increasing exposure time on 2D spatio-temporal covariances
for ∆t = 16.7 ms. Runs shown were taken on 22 July 2004 using α Cen. High altitude
winds were originating from a Westerly direction, hence the covariance peaks are located
on the left-hand side of pupil-plane image. Generalised profiles are dominated by dome
turbulence.
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Figure 5.35: Temporal analysis for pupil-plane data from run #26 taken in July 2005. (a)
The 2D covariance determined for ∆t = 16.7 ms reveals a strong layer where secondary
peaks are merged with the central peak. The altitude for this layer cannot be determined
as no indication of the location of the secondary peak can be seen in the extracted sliced.
5.8 Velocity Measurements in the Presence of Strong NGT
As mentioned in Chapter 4, when exceptionally strong NGT is present, scintillation
resulting from low altitudes is detectable in pupil-plane measurements. During tem-
poral analysis, strong NGT will be seen as a strong covariance peak with no identifiable
secondary peaks, as the secondary peaks from the low altitude turbulence would merge
with the central peak. Figure 5.35(a) shows the 2D covariance determined for the pupil-
plane data from run #26 taken in July 2005. The data set uses an altitude sampling,
∆h, of approximately 400 m. Multiple layers are seen, however one layer in particular
is exceptionally strong, and the secondary peaks associated merge with the central peak.
Examination of the extracted slice through the layer (Figure 5.35) suggests that the layer
could be located anywhere up to 5 km above the measurement plane. As a result the
altitude of the layer cannot be verified. For generalised data (Figure 5.36), the strength
associated with NGT means that no layer velocities can be ascertained from this data
with any certainty.
For data that layer altitudes could not be verified, the wind velocities were recorded,
but not used in trending profiles.
5.9 The Measured Profiles
Full V (h) analysis for individual runs can be found in Appendix I. Site trending of V (h)
profiles is found in Chapters 6 and 7, along with the C2N(h) profiles obtained using the
techniques discussed in Chapter 4.
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Figure 5.36: Temporal analysis for the generalised data from run #26 taken in July 2005.
Due to the strength of NGT, nothing with any certainty can be ascertained from this
data.
Chapter 6
Atmospheric Turbulence at MJUO
The first SCIDAR measurements were taken at Mount John University Observatory
(MJUO) in April 1999 using the system designed by Imperial College (Johnston et al.,
2002). It measured strong near ground turbulence (NGT) and weak high altitude turbu-
lence. For the development of adaptive optics (AO) at MJUO a more complete picture
of variations in turbulence profiles is required, and development began on a low-cost
system, dubbed UC-SCIDAR, for long term observations in 2003. This chapter discusses
measurements taken using the UC-SCIDAR V2005 and V2007 systems.
Measurements of atmospheric turbulence were typically collected using the 1-m
telescope at a focal ratio of F/13.5. The standard field lenses for UC-SCIDAR (a pupil-
plane lens with focal length 12.7 mm and a generalised lens with focal length 10 mm)
provided a nominal defocus of 3.9 km below the telescope. Due to the performance
characteristics os the CCD cameras used in UC-SCIDAR only a handful of binary star
systems were suitable. Stellar parameters of the binary star systems successfully used
during the profiling of MJUO are listed in Table 3.3 (page 51).
Not all of the data taken during 2005 and 2007 was suitable for use in profiling the
turbulence at MJUO. Only data with exposure times of ≤ 3.5 ms were included in the
trending analysis, to ensure that turbulence was not subject to excessive blurring (refer to
Chapter 4, section 4.7, page 85 and Chapter 5, section 5.7, page 127). Measurement taken
at zenith angles, ζ, greater than 35◦ were excluded from site profiling. Measurements with
30◦ < ζ ≤ 35◦ were included only if supporting data taken at ζ < 30◦ was acquired within
∼ 30 minutes of the run in question. This was to ensure that a suitable altitude range
was sampled and that NGT was not subject to vertical air flows located near ground
(refer to Chapter 4, section 4.6, page 82). Table 6.1 summarises the usable data collected
with the V2005 and V2007 systems. Also indicated is the telescope and the focal ratio
configuration used at the time.
Each observation period usually consisted of three to four consecutive nights. Data
runs typically consisted of 5000 frames from each camera, which was recorded in file blocks
of 500 frames. The V2005 system interleaved 250 frames from each camera per file. The
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Table 6.1: Summary of observation runs used in atmospheric turbulence profiling of
MJUO.
Month Dates # Nights Telescope # Collected # Used
C2N (h) V (h)
June 2007 31/5 – 3/6 4 1-m, F/13.5 P:39, G:30 P:35, G:29 P:35, G:28
May 2007 3–6 4 1-m, F/13.5 P:40, G:25 P:40, G:23 P:38, G:23
January 2007 24–26 3 1-m, F/13.5 P:24, G:10 P: 8, G: 5 P: 5, G: 4
January 2007 27–28 2 1-m, F/7.8 P:12, G:13 P: 6, G: 7 —
January 2007 29–30 2 1-m, F/13.5 P:15, G:15 P: 4, G: 3 P: 4, G: 3
August 2006 10–12 3 B&C, F/13.5 P:38, G:38 P:20, G:16 —
April 2006 20–23 4 B&C, F/13.5 P:30, G:28 P:15, G:13 —
August 2005 12–13 2 1-m, F/13.5 P:37, G:37 P:33, G:33 —
July 2005 6–9 4 1-m, F/13.5 P:72, G:72 P:53, G:50 P:30, G:32
June 2005 11–13 3 1-m, F/13.5 P:35, G:35 P:28, G:29 P:22, G:22
May 2005 12–14 3 1-m, F/13.5 P:55, G:55 P:30, G:47 —
April 2005 22–25 4 1-m, F/13.5 P:30, G:30 P:18, G:25 —
March 2005 10–12 3 1-m, F/13.5 P:39, G:39 P:34, G:35 —
V2007 system files contained 500 frames from a single camera. To decrease processing
time 2D spatio-temporal covariances for each camera were calculated using 2500 frames
with time delays between consecutive frames of ∆t = 0, dt, 2dt . . . 6dt, where dt represents
the frame rate of the CCD camera used. This ensured that at least 1000 cross-correlations
were used in the longer ∆t ensembles.
The data presented in this chapter and its analysis is presented from the most recent
to earliest measurements taken, starting from 2007 in section 6.1, then 2006 in section
6.2 and 2005 in section 6.3. Data is outlined for each year with a general discussion,
followed by a detailed breakdown of each month, again from most recent to earliest results
(i.e. December to January). Pertinent features in the refractive index structure constant,
C2N(h), and the effects on the coherence length, r0, and isoplanatic angle, θ0, are discussed
for each month. Where relevant, wind velocity profiles, V (h), and the implications on
Greenwood frequency, fG, are also discussed. For full analysis of individual runs see
Appendices E and I for C2N(h) and V (h) analysis respectively. All r0, θ0 and fG values
presented in this chapter have been calculated for a wavelength of 589 nm.
Chapter 7 discusses the seasonal and weather related effects on C2N(h) and V (h)
profiles. In particular autumn and winter trends are examined. Insufficient number of
usable runs were collected during spring and summer months to make any conclusions, and
hence these seasons were not examined. Chapter 7 also discusses the models developed
to describe the C2N(h) and V (h) profiles.
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6.1 Measurements from 2007
In 2007, data was collected during the months of January, May and June on the 1-m
telescope using UC-SCIDAR V2007 (refer Chapter 3). The majority of the measurements
used a focal ratio of F/13.5, with the exception being 27–28 January, when a small number
of measurements used a focal ratio of F/7.8. Figures 6.1 and 6.2 show the overall C2N(h)
profiles obtained during 2007 for pupil-plane and generalised measurements respectively.
The NGT measurements at MJUO tend to dominate and typically mask any activity
present in the upper layers, as seen in Figure 6.1(a). To reveal possible features in these
upper layers the C2N(h) profiles are scaled so that the colour range is limited to C
2
N(h)∆h
values between 10−14 and 10−13 m1/3. Values below 10−14 m1/3 are likely to result in
images that are diffraction-limited rather than turbulence-limited on a 1-m telescope. r0
is 1.55 m for a layer with C2N(h)∆h = 10
−14 m1/3 and a wavelength of 589 nm. Values
greater than 10−13 m1/3 are approaching levels that are classified as strong turbulence
(Andrews, 2004). Figures 6.1(b) and 6.2(b) show the colour scaled images for pupil-plane
and generalised measurements from 2007 respectively.
Examination of the overall pupil-plane C2N(h) measurements (Figure 6.1) indicate
that there was significant turbulence located at low altitudes (i.e. below 5 km above
sea level) with an additional layer that could be seen in some measurements at 12 – 14
km above sea level. Where low altitude turbulence was strong (i.e. all of January, the
latter half of May and the majority of June) the upper altitude layers were masked. In
the generalised data (Figure 6.2) little to no upper altitude activity was detected. The
only exception occurred in the first half of May where little NGT was detected in the
pupil-plane data.
Table 6.2 summarises the monthly averages and standard deviations for r0 and θ0.
January exhibited similar r0 and θ0 values for both pupil-plane and generalised data,
which indicates a significant low-altitude layer. In summer the longer, warmer days heats
the surrounding ground and buildings which can lead to greater NGT effects. The pupil-
plane θ0 values obtained for May are smaller than those obtained for June although the r0
values are similar for the two months. The difference in θ0 can be attributed to the high
altitude layers found in May, which were slightly stronger and higher than those found in
June (Figure 6.2(b)).
Figure 6.3 shows the average wind speed, |V (h)|, measured as a function of height, h,
for the 2007 data. There is some scatter, due to errors associated with height estimation,
but the measurements do indicate the presence of a turbulent layer at 11 – 14 km above
sea level with an average speed of 18 m/s. In some cases a mid-altitude layer at 6 – 7 km
above sea level can be seen moving at approximately 7 m/s. On nights with significant
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Table 6.2: Monthly averages and standard deviations for r0 and θ0 from 2007, for both
pupil-plane and generalised data.
Pupil-plane Generalised
Month r0 σr0 θ0 σθ0 r0 σr0 θ0 σθ0
(m) (m) (arcsec) (arcsec) (m) (m) (arcsec) (arcsec)
June 2007 0.12 0.03 1.8 0.7 0.05 0.00 1.1 0.3
May 2007 0.11 0.07 1.3 0.9 0.06 0.01 1.0 0.3
January 2007 0.06 0.03 0.8 0.2 0.05 0.02 0.9 0.1
(a) Pupil-plane
(b) Scaled Pupil-plane
Figure 6.1: Pupil-plane C2N(h) profile trends observed over 2007. Gaps have been added
where no data is present for more than two hours. Data from the individual months is
separated by solid black lines. The image in (b) has been scaled such that any C2N(h)∆h
value above 10−13m1/3 is set to the maximum colour range and any C2N(h)∆h value below
10−14m1/3 is set to the minimum colour range.
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(a) Generalised
(b) Scaled Generalised
Figure 6.2: Generalised C2N(h) profile trends observed over 2007. Time and C
2
N(h) scaling
used is as per Figure 6.1.
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Figure 6.3: Average wind speeds detected, |V (h)|, for observations taken during 2007.
Time scaling used is as per Figure 6.1.
NGT, a low-altitude layer was seen with wind speeds ranging between 10 to 24 m/s.
The average calculated Greenwood frequency, fG, for 2007 was found to be approx-
imately 30 Hz. For a wavelength of 589 nm, the estimate for fG will typically range
between 30 – 90 Hz depending on the models used for C2N(h) and V (h) profiles (Tyson
and Frazier, 2004). The fG obtained from the data collected at MJUO is at the bottom
end of this range. It is most likely that the fG has been underestimated due to the gaps
that exist in the V (h) profiles.
6.1.1 June 2007
During June 2007 the majority of the data sets used α Cen and α Cru, with optimal zenith
angles. The SNR on all data sets was sufficient for slice extraction. Figure 6.4 shows the
scaled C2N(h) profiles for pupil-plane and generalised data and the average wind speed,
|V (h)|. Although NGT is strong and readily detectable in the pupil-plane data, a weak
high-altitude layer can be seen at ∼ 12 km above sea level.
Tables 6.3 and 6.4 show the nightly and full run averages for pupil-plane and gen-
eralised measurements respectively, for both α Cen and α Cru. The error on the C2N(h)
estimation fit, εC , improves significantly when using α Cru. The shorter exposures used
for α Cen had a significant impact on εC because the background noise was not smoothed
and blurred as would normally occur with longer exposures. This is not considered to be
a cause for concern as the r0 and θ0 estimates are similar for the two stars.
Observation logs indicate that on 31 May the ground wind speeds reached ∼ 20
kph (∼ 6 m/s) with thickening low-altitude cloud. This is reflected in the low r0 and θ0
estimates for the pupil-plane data. These values are similar to the measured generalised
values indicating that the NGT structure was exceptionally strong on this night.
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(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised C2N (h) profiles
(c) Average wind speeds |V (h)|
Figure 6.4: Scaled C2N(h) profiles and average wind speeds, |V (h)|, for observations taken
during June 2007. Time and C2N(h) scaling used is as per Figure 6.1.
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Table 6.3: Summary of spatial results from June 2007 pupil-plane SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
31/05/07 α Cen 39 2.0× 10−12 20 0.07 0.02 0.9 0.3
01/06/07 α Cru 22 1.0× 10−12 5 0.10 0.11 1.3 1.4
01/06/07 α Cen 37 0.7× 10−12 43 0.12 0.03 1.6 0.2
03/06/07 α Cru 23 0.5× 10−12 10 0.15 0.02 2.3 0.3
03/06/07 α Cen 25 0.5× 10−12 36 0.15 0.04 2.6 0.7
Average α Cru 23 0.8× 10−12 7 0.13 0.03 1.8 0.7
Average α Cen 34 1.0× 10−12 33 0.11 0.04 1.7 0.9
Average All 29 0.9× 10−12 23 0.12 0.03 1.8 0.7
Table 6.4: Summary of spatial results from June 2007 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
31/05/07 α Cen 33 2.1× 10−12 3.7 0.06 0.01 0.8 0.0
01/06/07 α Cru 20 2.9× 10−12 1.9 0.05 0.00 0.9 0.1
01/06/07 α Cen 29 2.6× 10−12 4.6 0.05 0.01 1.1 0.1
03/06/07 α Cru 20 2.5× 10−12 3.3 0.05 0.01 1.3 0.1
03/06/07 α Cen 31 2.7× 10−12 5.7 0.05 0.00 1.5 0.1
Average α Cru 20 2.7× 10−12 2.6 0.05 0.00 1.1 0.2
Average α Cen 31 2.5× 10−12 4.7 0.06 0.01 1.1 0.3
Average All 26 2.6× 10−12 3.8 0.05 0.00 1.1 0.3
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Figures 6.5(a) and 6.5(b) detail the instantaneous measured wind speed, |V (h)|,
and wind direction, β, as a function of altitude respectively. Each night of observation is
represented by a different colour range and corresponding symbol. The size of the symbol
used is indicative of the wind speed where:
• a small symbol represents |V (h)| ≤ 10 m/s,
• a medium sized symbol represents 10 < |V (h)| ≤ 20 m/s, and
• a large sized symbol represents |V (h)| > 20 m/s.
Both Figures 6.5(a) and 6.5(b) make no attempt to compensate for the projection error
due to telescope orientation on velocity magnitude, (1 − ε|~v|). Hence |V (h)| profiles are
underestimated by up to 10% of the measured value. In Figure 6.5(b) the velocity direction
has been corrected for any telescope orientation error. (Chapter 5 , section 5.6 (page 119)
provides further discussion on projection errors.) Comparison of the layer heights found
during temporal analysis (Figure 6.5(a)) with those found in the pupil-plane C2N(h) profiles
(Figure 6.5(c)) provide an additional level of validation on the measured V (h) profile.
On 31 May, indicated by the blue squares in Figure 6.5, a layer at ∼ 5 km above
sea level was found to have a velocity of ∼ 20 m/s. At this altitude altocumulus and
altostatus clouds are known to form in New Zealand (Sturman and Tapper, 1996) and it
is likely that this corresponded to the thickening cloud layer observed. Also measured was
a high altitude layer at approximately 12 km moving at 24 m/s. This would correspond
to a layer located at the tropopause region. A much weaker layer was also detected at
approximately 15 km. Velocities of this layer were found to be 12 – 18 m/s.
On 1 June, indicated by the purple circles in Figure 6.5, observations started with a
thin cloud layer over the site with ground wind speeds ranging from 10 – 30 kph (2.8 – 8.3
m/s). The cloud layer remained thin and measurements could be taken using exposure
times of 0.5 – 2 ms while operating in dual camera mode for the majority of the night.
A layer at 2 – 5 km above sea level was found to have |V (h)| ranging from 10 – 20 m/s
with NGT moving at 2 – 10 m/s. This is consistent with the observation logs.
The 3rd of June was a calm clear night with little to no ground winds. Examination
of pupil-plane C2N(h) profiles revealed that the high altitude layer was weaker than seen
on earlier nights. This is reflected in the pupil-plane θ0 values which increase from 1.3 –
1.6 arcseconds to 2.3 – 2.6 arcseconds (Table 6.3). Pupil-plane r0 estimates also increased
from 10 – 12 cm to approximately 15 cm. Generalised θ0 increased slightly and generalised
r0 remained unchanged (Table 6.4).
The measured |V (h)| for 3 June, indicated by the red stars in Figure 6.5, decreases
significantly for the layer located at approximately 10 – 12 km. This corresponds to
the decreased C2N(h)∆h strength that occurs on the same night. Velocity measurements
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Figure 6.5: Wind velocity analysis for observations made during June 2007. Each night of
observation is indicated by a different colour range and symbol (¤ – 31 May, © – 1 June
andF – 3 June). The size of the symbols used in (a) and (b) is indicative of the measured
wind speed and corresponds to text on page 141. Layer heights found in (a) should match
those detected in the pupil-plane C2N(h) profiles shown in (c) for the different nights.
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Table 6.5: Nightly averages and standard deviations for fG during June 2007.
Pupil-plane Generalised
Date fG (Hz) σfG (Hz) fG (Hz) σfG (Hz)
31/05/07 27 8 20 29
01/06/07 26 13 30 32
03/06/07 6.7 2.7 – –
31/05 - 1/06 26 12 29 31
indicate that multiple layers were present for this altitude range. A layer at ∼ 10 km above
sea level had a velocity of 5 – 10 m/s with a slightly higher layer moving between 10 –
15 m/s. The higher layer originated from a south-west to westerly direction consistently
throughout the night. The lower layer originated initially from a south-east to easterly
direction (UT 06:45 – 08:00) then shifted to a Westerly wind (UT 12:00 – 12:40).
Figure 6.6 shows the aperture normalised 2D spatio-temporal covariances for mul-
tiple time delay between successive frames, ∆t, and the extracted layer slices from two
pupil-plane runs taken on 3 June: run #400 (UT06:44) and #456 (UT12:40). For both
runs there are two dominant layers that are both located at an altitude of approximately
10 km above the measurement plane. The 2D covariance images are oriented to match
the primary mirror, but do not compensate for telescope orientation. These images show
that at least two turbulent layers exist at this altitude moving with different speeds and
in different directions.
Optical turbulence results primarily from temperature differentials (Andrews, 2004).
Although variations are recognised to exist with location and time, turbulence is usually
greatest near ground and decreases exponentially with increasing altitude, except for a
peak that is often found at the tropopause region. Hardy (1998) suggests that the spike
in the C2N(h) profiles at the tropopause is due to wind shear. In this case wind shear is
considered to be the most probable explanation for the characteristics seen in the V (h)
profiles for 3 June.
Table 6.5 shows the nightly average and standard deviation for Greenwood fre-
quency, fG, based on the profiles shown in Figures 6.4 and 6.5. fG was found to be in the
order of 25 – 30 Hz for the nights of 31 May and 1 June. fG for 3 June was extremely
low. This is due to the lack of velocity points obtained for this night and the dramatic
decrease in high altitude wind speeds. If this night is excluded from calculations the
monthly average for June 2007 is in the order of 30 Hz.
fG calculated from SCIDAR can be underestimated because wind velocity measure-
ments are reliant on covariance strengths in the measurement plane being sufficiently
strong enough to be above the noise level. As discussed in Chapter 5, aperture normal-
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(k) June 2007: #456
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Figure 6.6: 2D spatio-temporal covariances and extracted slices from selected runs from
June 2007. The 2D covariances from run #400 (taken at UT06:44) for increasing time
delay between consecutive frames, ∆t, are shown in (a), (e) and (i). The lines indicate the
location of the corresponding extracted slices shown in (b), (f) and (j). (c), (g) and (k)
show the 2D covariances from run #456 (taken at UT12:40), where the extracted slices
are in shown (d), (h) and (l).
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isation amplifies noise, and peaks approaching the aperture edge can be hidden by the
noise. Partial triplet analysis does allow for more layer velocities to be found. Although
all layers seen in V (h) will have an associated C2N(h) strength, even if extremely weak.
Not all C2N(h) layers will have a measurable V (h) due to the aperture position and the
resulting covariance strength. This is reflected in the large σfG values.
6.1.2 May 2007
During May 2007, all pupil-plane measurements were collected using α Cen and α Cru,
as were all but two generalised runs. The remaining runs were not suitable for profiling
turbulence extending into the tropopause region. Figure 6.7 shows the scaled C2N(h)
profiles for pupil-plane and generalised data, as well as |V (h)|measured during this period.
On 3 May there were low wispy clouds present, and ground wind speed was recorded
at < 2 kph (< 0.5 m/s). C2N(h) profiles detected strong NGT with a layer of moderate
strength at 12 km and a weaker layer at 6 – 7 km, which was visible only in pupil
plane analysis. r0 for pupil-plane measurements, indicated in Table 6.6, is consistent with
observed weather conditions, where r0 was 17 cm for α Cru and 23 cm for α Cen.
On 5 May the ground wind speeds averaged 20 – 30 kph (5.6 – 8.3 m/s) with cloud
moving across the site from a westerly direction at low- to mid-altitudes. The increased
ground wind speed is reflected in r0 estimates where r0 dramatically decreased from the
previous night to 4 – 6 cm.
On 6 May there was a thin layer of cloud and ground wind speeds measured 8 kph
(∼ 2 m/s) at the start of the evening. Observations were discontinued at UT 12:00 due
to ground winds increasing to above 40 kph (> 11 m/s) from the West. r0 for this night
remained at 4 – 6 cm.
r0 for generalised measurements on 3 May, indicated in Table 6.7, was 5 – 6 cm, but
for later nights r0 is greater than that seen for pupil-plane data, which was 4 – 5 cm. As
discussed in Chapter 4, central peak removal during slice extraction is problematic when
a significant amount of turbulence is located near ground, as in the case of 6 May, and
usually results in low r0 estimates for pupil-plane data. In the calculation of the pupil-
plane r0 monthly average, the generalised r0 estimates were used. The replaced value are
indicated by the brackets in Table 6.6.
Figure 6.8 shows the measured velocity and corresponding scaled pupil-plane C2N(h)
profiles for May 2007. The coding used in Figure 6.8 is similar to that used in Figure
6.5. For 3 May, indicated by the blue squares, the velocity of the layer detected at 12
km above sea level was found to have an average wind speed of 25 m/s and originated
from the south-west to west. The 6 – 7 km layer had a velocity ranging from 6 – 14 m/s,
whereas the ground winds were found to be below 5 m/s. On 5 May and 6 May, indicated
146 Chapter 6. Atmospheric Turbulence at MJUO
(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised C2N (h) profiles
(c) Average wind speed |V (h)|
Figure 6.7: Scaled C2N(h) profiles and average wind speeds, |V (h)|, for observations taken
during May 2007. Time and C2N(h) scaling used is as per Figure 6.1.
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Table 6.6: Summary of spatial results from May 2007 pupil-plane SCIDAR data. For the
determination of the averages, some values were replaced by the generalised estimates.
These values are indicated by the brackets.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
03/05/07 α Cru 44 0.5× 10−12 10 0.17 0.05 1.2 0.4
03/05/07 α Cen 72 0.2× 10−12 45 0.23 0.04 3.1 0.6
05/05/07 α Cru 37 3.5× 10−12 3 (0.05) (–) 0.9 0.0
05/05/07 α Cen 35 4.1× 10−12 39 (0.06) (–) 0.9 0.1
06/05/07 α Cru 37 3.4× 10−12 3 (0.07) (0.01) 0.8 0.1
06/05/07 α Cen 56 2.2× 10−12 17 0.06 0.00 1.0 0.0
Average α Cru 39 2.5× 10−12 5 0.10 0.07 1.0 0.2
Average α Cen 54 2.2× 10−12 33 0.11 0.10 1.7 1.2
Average All 47 2.3× 10−12 19 0.11 0.07 1.3 0.9
Table 6.7: Summary of spatial results from May 2007 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
03/05/07 α Cru 32 2.3× 10−12 3 0.06 0.01 1.0 0.2
03/05/07 α Cen 52 3.0× 10−12 6 0.05 0.02 1.5 0.3
05/05/07 α Cru 31 3.1× 10−12 2 0.05 – 0.9 –
05/05/07 α Cen 31 2.1× 10−12 3 0.06 – 0.8 –
06/05/07 α Cru 41 1.8× 10−12 1 0.07 0.01 0.9 0.0
06/05/07 α Cen 32 2.1× 10−12 3 0.06 – 0.8 –
Average α Cru 34 2.4× 10−12 2 0.06 0.01 0.9 0.1
Average α Cen 38 2.4× 10−12 4 0.06 0.01 1.0 0.4
Average All 36 2.4× 10−12 3 0.06 0.01 1.0 0.3
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Table 6.8: Nightly averages and standard deviations for fG during May 2007.
Pupil-plane Generalised
Date fG (Hz) σfG (Hz) fG (Hz) σfG (Hz)
03/05/07 24 22 6.6 7.8
05/05/07 41 25 0.5 0.7
06/05/07 36 31 21 20
All 30 23 8 13
by purple circles and red stars respectively, turbulence located below 5 km was found to
have wind speeds as high as 25 m/s, with ground wind speeds measuring as high as 21
m/s. These low altitude winds were found to be originating from a westerly direction
which was consistent with the observation logs.
Table 6.8 shows the nightly fG estimates for May 2007. The fG on 3 May was 24
Hz for pupil-plane measurements. This increased to approximately 35 – 40 Hz for 5 May
and 6 May, which can be related to the significant increase in wind speeds for the low- to
mid-altitude region. This increase in fG is also seen in the generalised measurements for
3 and 6 May, and can be attributed to the dramatic increase in ground wind speeds and
resulting turbulent strengths toward the end of the evening. The apparent decrease in
generalised fG for 5 May will be related to small number of runs collected on this night.
The monthly average fG was ∼ 30 Hz for pupil-plane measurements.
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Figure 6.8: Wind velocity analysis for observations made during May 2007. Colour and
symbol sizes conventions used are as per Figure 6.5.
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6.1.3 January 2007
The majority of the measurements collected during January 2007 used a focal ratio of
F/13.5. On 27 – 28 January a small number of measurements were obtained using a focal
ratio of F/7.8. The use of the standard V2007 field lenses resulted in a nominal defocus
distance of 1.25 km for F/7.8 rather than 3.9 km for F/13.5. All measurements taken
during January 2007 were collected using the single camera mode on the UC-SCIDAR
V2007.
From autumn to early spring, measurements can be readily obtained using α Cen
and α Cru because these star systems are ideally positioned in the Southern night sky.
During summer months, these star systems are too low in the sky to be used continually
throughout the night. The CCD performance characteristics of the V2007 system enabled
measurements to be taken using θ Eri and υ Car while operating in single camera mode,
which was used during January 2007. When using F/7.8, the available light is spread
across more pixels such that each pixel represents a smaller area of the primary mirror.
This meant that θ Eri and υ Car were unsuitable to use for trending with the F/7.8
measurements as the exposure times required to adequately capture the scintillation
images would be in the order of 10 ms.
Figure 6.9 shows the scaled C2N(h) profile for pupil-plane and generalised measure-
ments, as well as |V (h)|, for January 2007. Few velocity measurements are shown in
Figure 6.19(c). Strong NGT can blur any covariance peaks detected during temporal
analysis, particularly when using star systems with a narrow angular separation. It may
not be possible to determine the height of a layer using temporal analysis as the primary
and secondary peaks blur together. The spatial sampling in the F/7.8 measurements
compounded this issue, where both of the secondary peaks from high altitude layers
could be located near to, or even off, the aperture edge. Although a full listing of
velocity measurements for January 2007 can be found in Appendix I, only a handful
of measurement have altitudes that could be determined, as indicated in Figure 6.10.
On 24 January the observation log noted ground winds gusting up to 40 kph (11 m/s)
coming from a North-West direction. In contrast, 25 January was calm with slight cloud
cover at the start of the evening, which thickened to fog. Unfortunately data collected
on 25 January utilised exposure times of 5 – 10 ms and could not be used for trending
purposes. On 29 January ground wind speeds ranged from 10 – 20 kph (2.8 – 5.6 m/s)
at the start of the evening. Measurements were halted as the winds died down and thick
cloud settled over the site.
Tables 6.9 and 6.10 show the nightly averages and standard deviations determined
for the spatial analysis of pupil-plane and generalised data respectively. The low pupil-
plane r0 values correspond with the observation logs detailing cloud and high ground
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(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised C2N (h) profiles
(c) Average wind speed |V (h)|
Figure 6.9: Scaled C2N(h) profiles and average wind speeds, |V (h)|, for observations taken
during January 2007. Time and C2N(h) scaling used is as per Figure 6.1.
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Figure 6.10: Wind velocity analysis for observations made during January 2007. Colour
and symbol sizes conventions used are as per Figure 6.5.
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Table 6.9: Summary of spatial results from January 2007 pupil-plane SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
24/01/07 α Cru 26 2.2× 10−12 5 0.09 0.07 1.2 0.8
24/01/07 υ Car 13 9.3× 10−12 14 0.02 0.00 0.7 0.1
27/01/07 α Cru 25 3.2× 10−12 12 0.05 0.00 0.6 0.0
28/01/07 α Cru 24 2.8× 10−12 12 0.05 0.01 0.8 0.1
29/01/07 θ Eri – – – – – – –
29/01/07 α Cru 31 1.3× 10−12 5 0.08 0.00 0.9 0.0
Average α Cru 27 2.4× 10−12 9 0.07 0.02 0.9 0.2
Average All 24 3.8× 10−12 10 0.06 0.03 0.8 0.2
Table 6.10: Summary of spatial results from January 2007 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
24/01/07 α Cru 21 1.9× 10−12 4 0.07 0.04 1.0 0.3
24/01/07 υ Car 16 9.8× 10−12 5 0.02 – 0.8 –
27/01/07 α Cru 22 2.8× 10−12 4 0.05 0.00 0.7 0.0
28/01/07 α Cru 23 2.9× 10−12 4 0.05 0.00 1.0 0.1
29/01/07 θ Eri 18 2.0× 10−12 16 0.06 0.00 1.0 0.0
29/01/07 α Cru 19 3.6× 10−12 3 0.04 – 0.8 –
Average α Cru 21 2.8× 10−12 4 0.05 0.01 0.8 0.2
Average All 20 3.8× 10−12 6 0.05 0.02 0.9 0.1
wind speeds. It should be noted that the pupil-plane r0 measurement from υ Car on 24
January was 2 cm compared to the 9 cm measured for α Cru from the same night. This
will be related to the increasing ground level turbulence that is seen in the data collected
on the night and noted in the observation logs, with gusting ground wind speeds up to
11 m/s. No σ values are provided for generalised measurements of υ Car on 24 January
and α Cru on 29 January because only one generalised measurement was taken.
Very few V (h) profiles could be obtained, but using the profiles shown in Figures
6.9 and 6.10, a monthly average fG of approximately 20 Hz (σfg ≈ 15 Hz) was calculated.
6.2 Measurements from 2006
Data collection on the 1-m telescope during 2006 utilised the UC-SCIDAR V2006 system.
Due to the unreliable nature of the CCD readout of the V2006 system, none of this data
could be used for trending.
In April and August of 2006, UC-SCIDAR V2005 was mounted on the 60-cm Boller
& Chivens telescope (B & C). When operating at a focal ratio of F/13.5, the standard
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Table 6.11: Summary of spatial results from August 2006 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
10/08/06 α Cen 25 1.4× 10−12 37 0.09 0.04 2.2 0.5
11/08/06 α Cen 24 1.4× 10−12 35 0.08 0.00 2.2 0.3
Average α Cen 24 1.4× 10−12 36 0.09 0.03 2.2 0.4
V2005 field lenses resulted in a nominal defocus distance of ∼ 1.5 km below the telescope.
Figures 6.11 and 6.12 show the C2N(h) profiles for pupil-plane and generalised data
respectively for the B & C data. High altitude activity was not detectable when using α
Cen as a maximum height of approximately 11 km above the telescope could be sampled.
The separation of α Cen at the time was approximately 9 arcseconds. This is evident in
the pupil-plane analysis for August 2006, where all useable runs were collected using α
Cen.
Generalised analysis for August 2006 suggests that the r0 was 8.5 cm (σr0 = 3.1
cm). The θ0 calculated was 2.2 arcseconds (σθ0 = 0.4 arcseconds), shown in Table 6.11,
however this is most likely high based on the fact that high altitude activity above 11 km,
including activity near the tropopause, was not detectable.
In April 2006 some data was collected using α Cru, which permitted measurements
up to approximately 18 km above the telescope. On 20 April observation logs noted steady
ground winds, but no record of the speed is made as the wind meter readout for the B &
C was not operational at the time. A strong high altitude layer was found at 16 – 17 km
above sea level with additional layers found near ground, at approximately 6 km and at
12 – 13 km seen weakly in pupil-plane data. The r0 for the pupil-plane data was found
to be 6.5 cm (σr0 = 0.4 cm) and θ0 was 0.72 arcseconds (σθ0 = 0.10 arcseconds). Table
6.12 shows the averages calculated for the generalised analysis. Although the r0 values
were similar for both stars (∼ 5 cm), the θ0 increased significantly from 0.7 arcseconds
for the α Cru data to 1.4 arcseconds for the α Cen data. As with the August 2006 data,
the estimate calculated from α Cen data is most likely too high as activity that occurs at
altitudes greater than 11 km was not detectable.
Temporal analysis on data collected on the B & C is unlikely to provide useful V (h)
profiles. Given a telescope diameter of 0.6 m and a sampling frame rate of 30 Hz, the
maximum velocity detectable would be 18 m/s. Based on the V (h) profiles obtained using
data collected on the 1-m telescope, this is unlikely to be sufficient.
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(a) Pupil-plane
(b) Scaled Pupil-plane
Figure 6.11: Pupil-plane C2N(h) profile trends observed over 2006. Time and C
2
N(h) scaling
used is as per Figure 6.1.
Table 6.12: Summary of spatial results from April 2006 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
20/04/06 α Cru 21 3.1× 10−12 6 0.05 0.00 0.7 0.1
20/04/06 α Cen 24 2.6× 10−12 22 0.06 0.01 1.4 0.1
Average All 23 2.9× 10−12 14 0.05 0.01 1.0 0.4
156 Chapter 6. Atmospheric Turbulence at MJUO
(a) Generalised
(b) Scaled Generalised
Figure 6.12: Generalised C2N(h) profile trends observed over 2006. Time and C
2
N(h) scaling
used is as per Figure 6.1.
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6.3 Measurements from 2005
In 2005, measurements were collected using the UC-SCIDAR V2005 system on the 1-m
telescope operating at a focal ratio of F/13.5. An observation campaign was conducted
by Clare Worley as part of her ASTR480 project (Worley, 2005), where measurements
were taken between February to September over three to four consecutive nights during
each month. February and March used a pupil-plane field lens with a focal length of
15 mm and a generalised field lens with a focal length of 12.7 mm. This provided a
nominal spatial sampling, ∆r, of 0.007 m/pix, and a nominal defocus of 2.2 km below
the telescope. Some profiles could be used in profiling from data collected in March, but
still contain significant amounts of noise. The profiles from February contained too much
background noise due to the low SNR. To improve the SNR, ∆r was increased to 0.008
m/pix by using different field lenses. They had focal lengths of 12.7 mm and 10 mm for
pupil-plane and generalised paths respectively. This provided C2N(h) profiles that could
be used for profiling during April to August using α Cen and α Cru (Johnston et al.,
2005). The change in lenses resulted in an increase in the nominal defocus to 3.9 km
below the telescope. During September both α Cen and α Cru were too low in the sky
to be captured at the zenith angles required for useful trending. Unfortunately the CCDs
used in the V2005 system did not have sufficient quantum efficiency to collect data using
fainter binary star systems with short enough exposure times. Figures 6.13 and 6.14 show
the C2N(h) profiles obtained for pupil-plane and generalised data taken from March to
August respectively.
A strong low altitude layer located at less than 5 km above sea level is visible. Also
present is a weaker high altitude layer that ranges between 10 – 14 km above sea level.
In some months an additional layer can be seen at 6 – 7 km above sea level.
Table 6.13 gives the calculated monthly averages and standard deviations for pupil-
plane r0 and θ0 during 2005. The winter months (i.e. June and July) have an r0 in the
order of 20 cm, whereas autumn (i.e. March, April and May) and spring (i.e. August)
have an r0 ranging from approximately 10 cm to 15 cm.
θ0 follows a similar trend to that of r0, with the winter months having a value of
approximately 2 arcseconds compared to 1.3 – 1.7 arcseconds for autumn and spring. θ0
for March 2005 was 1.6 arcseconds with a large standard deviation σθ0 of 0.7, which is
associated with the noise present in a significant portion of the runs during March 2005.
This is discussed further in section 6.3.6. The monthly r0 and θ0 values for generalised
analysis are reasonably consistent throughout the year.
UC-SCIDAR V2005 captured data at a frame rate of 30 Hz, which limits the maxi-
mum detectable velocity on a 1-m telescope to 30 m/s using partial triplet analysis under
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(a) Pupil-plane
(b) Scaled pupil-plane
Figure 6.13: Pupil-plane C2N(h) profile trends observed over 2005. Time and C
2
N(h) scaling
used is as per Figure 6.1.
Table 6.13: Monthly averages and standard deviations for r0 and θ0 from 2005, for both
pupil-plane and generalised data.
Pupil-plane Generalised
Month r0 σr0 θ0 σθ0 r0 σr0 θ0 σθ0
(m) (m) (arcsec) (arcsec) (m) (m) (arcsec) (arcsec)
August 2005 0.10 0.02 1.7 0.4 0.08 0.01 1.1 0.1
July 2005 0.18 0.04 2.2 0.4 0.07 0.01 1.2 0.2
June 2005 0.22 0.03 1.8 0.3 0.06 0.01 1.1 0.1
May 2005 0.12 0.01 1.7 0.2 0.07 0.01 1.0 0.2
April 2005 0.11 0.03 1.3 0.3 0.07 0.01 0.9 0.1
March 2005 0.15 0.03 1.6 0.7 0.08 0.02 1.1 0.3
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(a) Generalised
(b) Scaled Generalised
Figure 6.14: Generalised C2N(h) profile trends observed over 2005. Time and C
2
N(h) scaling
used is as per Figure 6.1.
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Figure 6.15: Average wind speeds detected, |V (h)|, for observations taken during 2005.
Data from the individual months is separated by solid black lines.
ideal conditions. Given the V (h) profiles from the V2007 system this should provide a
reasonable V (h) profile for low- to mid-altitude layers. As such temporal analysis was
performed on data from June and July only. These months provided the most consistent
data set with a large number of runs utilising exposures of 1 – 2 ms and covariances
containing sufficient signal.
Figure 6.15 shows the average wind speeds detected, |V (h)|, for June and July 2005.
In June a layer at approximately 12 km above sea level was moving consistently at 12 –
15 m/s. In July there was much more scatter in the average velocity. The V (h) profiles
from July and June are discussed in more detail in sections 6.3.2 and 6.3.3 respectively.
Using the V (h) profiles obtained for June and July, the average Greenwood fre-
quency, fG, was found to range between 10 and 20 Hz. There are significant gaps present
in the V (h) profiles, as indicated by the standard deviation in fG, σfG , ranging between
5 and 15 Hz. As such fG is likely to be underestimated.
6.3.1 August 2005
During August 2005 all usable data was collected with α Cen using an exposure time of
1 ms. Figure 6.16 shows the scaled C2N(h) profiles for August 2005.
On 13 August the observation logs note high wispy clouds with ground wind speeds
gradually increasing as the night progresses. By the end of observations ground wind
speeds were over 40 kph (11 m/s). In the pupil-plane analysis (Figure 6.16(a)) the strength
of the layer found at ∼ 10 km above sea level gradually increases as the night progresses.
An additional layer at 5 km above sea level is also detectable at the end of the evening.
Sturman and Tapper (1996) and Hardy (1998) suggest a connection between near ground
wind activity and activity elsewhere in the troposphere. As such an increase in ground
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(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised C2N (h) profiles
Figure 6.16: Scaled C2N(h) profiles for observations taken during August 2005. Time and
C2N(h) scaling used is as per Figure 6.1.
wind speeds (as noted in the logs) could result in an increase in the turbulent activity in
the tropopause turbulent layer.
On 14 August the observation logs noted calm, clear skies, which is reflected in the
measurements made.
Table 6.14 indicates the nightly averages and standard deviations of r0 and θ0 for
pupil-plane analysis. For 13 August, the generalised estimate for r0 replaced the pupil-
plane estimate in the determination of the monthly average, as indicated by the brackets.
As expected, r0 and θ0 increased significantly with the calmer weather seen on 14 August.
This increase is also seen in the analysis of the generalised data (Table 6.15), where NGT
is connected to the turbulence associated with the dome.
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Table 6.14: Summary of spatial results from August 2005 pupil-plane SCIDAR data. For
the determination of the averages, some values were replaced by the generalised estimates.
These values are indicated by the brackets.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
13/08/05 α Cen 26 2.4× 10−12 33 (0.06) (0.01) 1.1 0.1
14/08/05 α Cen 26 0.6× 10−12 57 0.14 0.04 2.2 0.6
Average All 26 1.5× 10−12 45 0.10 0.02 1.7 0.4
Table 6.15: Summary of spatial results from August 2005 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
13/08/05 α Cen 35 1.9× 10−12 11 0.06 0.01 0.9 0.1
14/08/05 α Cen 36 1.1× 10−12 8 0.09 0.01 1.3 0.2
Average All 35 1.5× 10−12 9 0.08 0.01 1.1 0.1
6.3.2 July 2005
Measurements in July 2005 were taken using α Cen and α Cru at exposure time ranging
from 0.5 to 2 ms. Figure 6.17 shows the scaled C2N(h) profiles and the average wind speeds
obtained. Tables 6.16 and 6.17 show the nightly averages and standard deviations of r0
and θ0.
For the V2005 system, there was no reference frame to indicate how the two CCD
cameras were mounted with respect to the telescope or with respect to each other. A
comparison of 2D covariance images taken using V2005 and V2007 for the same star at
similar positions in the sky suggests that the cameras had similar CCD orientations with
respect to the primary mirror or were shifted by 180◦. Using the orientation corrections
for the V2007 system results in the calculated wind direction originating from an easterly
direction for the high altitude layers. Geophysical studies of wind over New Zealand
indicate Westerly wind at high altitudes and hence a CCD orientation correction that
was 180◦ out with respect to the V2007 system was used to find wind directions.∗
On 6 July the observation log noted a calm evening. This can be seen in the r0
calculated for the pupil-plane data which was approximately 20 cm. In addition little
NGT is detected in the pupil-plane data. Temporal analysis from 6 July (indicated by
the blue squares in Figure 6.18) showed a similar characteristic to that seen on 3 June
2007, where a layer at approximately 10 – 12 km above sea level was found to have a wind
speed of < 10 m/s and a higher layer was moving at approximately 15 m/s. As with the
3 June 2007 data, the lower high altitude layer was originating from an Easterly direction
∗The V2005 cameras no longer work. No other calibration for CCD orientation can be used.
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whereas the higher layer was originating from a Westerly direction (Figure 6.18).
On 7 July there was thickening cloud. This impacted on the pupil-plane C2N(h)
analysis, lowering the r0 value to ∼ 6 cm. Although temporal analysis was conducted on
data from 7 July, the turbulence was such that the layer heights could not be ascertained.
On 8 July ground wind speeds were above 30 kph (8.3 m/s) for most of the night
with periods up to 40 kph (11 m/s). Low-altitude turbulence existed at less than 5 km
above sea level with wind speeds between 8 – 13 m/s (indicated by the purple circles in
Figure 6.18). Also detected was a strong layer at ∼ 8 km above sea level in the pupil-plane
data, moving with a velocity of approximately 15 m/s. The pupil-plane r0 was ∼ 10 cm
and ∼ 14 cm for the α Cru and α Cen measurements respectively.
On 9 July the observation logs note clear skies at the start of the evening, but make
no mention of ground wind speed. The C2N(h) profiles show little detectable NGT in the
pupil-plane analysis. This is reflected in the r0 of greater than 20 cm. In addition the
dramatic increase in θ0 to over 2.5 arcseconds suggests that little turbulence exists in the
upper layers. The V (h) profile for this night (indicated by the red stars in Figure 6.18)
suggest differently. A high altitude layer between 8 – 12 km above sea level had a velocity
of approximately 23 m/s. NGT was found to have wind speeds as high as 7 m/s with a
layer also being detected at approximately 5 km. This suggests that although skies were
clear and less turbulent than on previous nights that wind speeds were still high.
Little merit can be given to the fG values calculated for July 2005, shown in Table
6.18. There is a large variation of the calculated values for the pupil-plane and generalised
data, as a significant number of verified velocities where slightly mismatched with altitudes
seen in the C2N(h) profiles and hence skewed the calculations of fG.
Table 6.16: Summary of spatial results from July 2005 pupil-plane SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
06/07/05 α Cru 17 0.3× 10−12 22 0.20 0.04 1.7 0.3
06/07/05 α Cen 25 0.3× 10−12 64 0.20 0.02 1.9 0.3
07/07/05 α Cru 23 2.3× 10−12 7 0.06 0.01 1.3 0.2
07/07/05 α Cen 18 1.6× 10−12 43 0.07 0.00 1.4 0.1
08/07/05 α Cru 23 1.0× 10−12 6 0.10 0.03 1.6 0.5
08/07/05 α Cen 26 0.6× 10−12 45 0.14 0.04 2.0 0.3
09/07/05 α Cru 23 0.2× 10−12 12 0.27 0.04 2.5 0.4
09/07/05 α Cen 25 0.3× 10−12 71 0.22 0.04 2.8 0.5
Average α Cru 21 0.9× 10−12 11 0.16 0.03 1.8 0.3
Average α Cen 23 0.7× 10−12 56 0.16 0.02 2.0 0.3
Average All 24 0.5× 10−12 33 0.18 0.04 2.2 0.4
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(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised profiles
(c) Average wind speed |V (h)|
Figure 6.17: Scaled C2N(h) profiles and average wind speed for observations taken during
July 2005. Time and C2N(h) scaling used is as per Figure 6.1.
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Figure 6.18: Wind velocity analysis for observations made during July 2005. Colour and
symbol sizes conventions used are as per Figure 6.5.
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Table 6.17: Summary of spatial results from July 2005 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
06/07/05 α Cru 21 1.7× 10−12 8 0.07 0.00 1.2 0.1
06/07/05 α Cen 28 1.4× 10−12 14 0.08 0.01 1.3 0.1
07/07/05 α Cru 28 2.0× 10−12 3 0.06 0.00 1.1 0.1
07/07/05 α Cen 22 1.9× 10−12 6 0.06 0.00 0.9 0.0
08/07/05 α Cru 29 2.8× 10−12 3 0.05 0.02 1.1 0.3
08/07/05 α Cen 31 1.3× 10−12 13 0.08 0.02 1.2 0.2
09/07/05 α Cru 28 1.5× 10−12 11 0.08 0.01 1.4 0.1
09/07/05 α Cen 30 2.5× 10−12 17 0.05 0.01 1.2 0.1
Average α Cru 27 2.0× 10−12 6 0.07 0.01 1.2 0.1
Average α Cen 28 1.8× 10−12 13 0.07 0.01 1.1 0.1
Average All 29 2.0× 10−12 11 0.07 0.01 1.2 0.2
Table 6.18: Nightly averages and standard deviations for fG during July 2005.
Pupil-plane Generalised
Date fG (Hz) σfG (Hz) fG (Hz) σfG (Hz)
06/07/05 4.9 1.6 5.8 2.5
07/07/05 — — — —
08/07/05 16 8 18 12
09/07/05 7.9 3.6 8 16
All 10 7 11 14
6.3.3 June 2005
No observations were taken on 11 June due to complete cloud cover. On 12 June the
start of the night was clear with light ground wind speeds. However cloud formed quickly
resulting in just one hour of observation time. On 13 June a layer of fog sat over Lake
Tekapo for most of the night, and there was little to no air movement.
Figure 6.19 shows the scaled C2N(h) profiles for the pupil-plane and generalised data,
and the average wind speed. Figure 6.20 shows the measured instantaneous wind speeds.
In both the C2N(h) and V (h) analysis there are just two layers present: NGT and the
tropopause layer at 11 – 13 km above sea level. Very little scatter exists in the V (h)
profile obtained which suggests a stable turbulence structure. r0 and θ0 analysis (Tables
6.19 and 6.20 for pupil-plane and generalised measurements respectively) show a consistent
pupil-plane r0 of ∼ 22 cm, a pupil-plane θ0 of ∼ 1.8 arcseconds, a generalised r0 of ∼ 6 cm
and generalised θ0 of ∼ 1 arcseconds throughout the run. fG for the pupil-plane analysis
(Table 6.21) was ∼ 13 Hz, with more variation present in the data for 13 June due to the
measurements taken using α Cen. Generalised fG was slightly lower at ∼ 10 Hz with σfG
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of nearly 18 Hz. This variation will be due to the fact that not all runs in the generalised
data resulted in a measurement of the high altitude layer for the C2N(h) strength, as the
high altitude layer was masked by the strong NGT.
Table 6.19: Summary of spatial results from June 2005 pupil-plane SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
12/06/05 α Cru 18 0.2× 10−12 14 0.26 0.05 1.8 0.5
13/06/05 α Cru 18 0.4× 10−12 10 0.18 0.03 1.8 0.3
13/06/05 α Cen 28 0.2× 10−12 43 0.23 0.02 1.7 0.1
Average α Cru 18 0.3× 10−12 12 0.22 0.04 1.8 0.4
Average α Cen 28 0.2× 10−12 43 0.23 0.02 1.7 0.1
Average All 21 0.3× 10−12 22 0.22 0.03 1.8 0.3
Table 6.20: Summary of spatial results from June 2005 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
12/06/05 α Cru 22 2.0× 10−12 8 0.06 0.01 1.1 0.1
13/06/05 α Cru 21 2.2× 10−12 7 0.06 0.01 1.0 0.1
13/06/05 α Cen 24 2.5× 10−12 14 0.06 0.01 1.1 0.1
Average α Cru 22 2.1× 10−12 7 0.06 0.01 1.1 0.1
Average α Cen 24 2.5× 10−12 14 0.06 0.01 1.1 0.1
Average All 23 2.2× 10−12 10 0.06 0.01 1.1 0.1
Table 6.21: Nightly averages and standard deviations for fG during June 2005.
Pupil-plane Generalised
Date fG (Hz) σfG (Hz) fG (Hz) σfG (Hz)
12/06/05 13 1 14 17
13/06/05 14 6 9 18
All 13 5 10 17
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(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised C2N (h) profiles
(c) Average wind speed |V (h)|
Figure 6.19: Scaled C2N(h) profiles and average wind speed for observations taken during
June 2005. Time and C2N(h) scaling used is as per Figure 6.1.
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Figure 6.20: Wind velocity analysis for observations made during June 2005. Colour and
symbol sizes conventions used are as per Figure 6.5.
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6.3.4 May 2005
On 13 May the observation logs noted ground wind speeds of 10 kph (2.8 m/s) with rapid
gusts to 50+ kph (13.9+ m/s). In pupil-plane data r0 measurements (Table 6.22) were
indicative of significant NGT where secondary peaks of turbulence located below 1 km
will merge with the central peak, and hence were replaced by the generalised r0 estimates.
Increasing wind strength eventually ended observations.
Observations on 14 May began with ground wind speeds of approximately 20 kph
(5.6 m/s) with hazy cloud cover. As the night progressed the cloud cover lifted and wind
speeds dropped. Exposure times ranged from 0.25 – 1 ms. Unfortunately this resulted in
insufficient signal for slice extraction in pupil-plane data and an increased level of noise
present in the generalised data (Figure 6.21). The strength of the NGT in the generalised
data also masked any measurements high altitude layers.
On 15 May there were clear skies with low ground wind speeds. Exposure times
ranged between 1 – 2 ms for α Cru and 0.25 – 0.5 ms for α Cen. The exposures for
α Cru were adequate for slice extraction, however the short exposure times used for α
Cen resulted in insufficient signal for slice extraction in pupil-plane measurements and
increased the amount of noise present in the generalised data. The pupil-plane r0 and θ0
increased significantly, consistent with observation logs indicating significantly improved
seeing. Generalised r0 (Table 6.23) also increased for 15 May compared to that of previous
nights, albeit slightly.
Table 6.22: Summary of spatial results from May 2005 pupil-plane SCIDAR data. For the
determination of the averages, some values were replaced by the generalised estimates.
These values are indicated by the brackets.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
13/05/05 α Cru 16 4.0× 10−12 7 (0.07) (0.01) 0.9 0.2
13/05/05 α Cen 25 2.4× 10−12 41 (0.07) (0.00) 1.3 0.2
14/05/05 α Cen 12 1.3× 10−12 52 0.08 0.00 1.2 0.2
15/05/05 α Cru 16 0.4× 10−12 13 0.19 0.04 2.2 0.4
15/05/05 α Cen 13 0.3× 10−12 65 0.21 0.00 2.7 0.0
Average α Cru 16 2.2× 10−12 10 0.13 0.03 1.6 0.3
Average α Cen 17 1.3× 10−12 52 0.12 0.00 1.7 0.1
Average All 16 1.7× 10−12 35 0.12 0.01 1.7 0.2
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Table 6.23: Summary of spatial results from May 2005 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
13/05/05 α Cru 22 1.5× 10−12 4 0.07 0.01 0.9 0.1
13/05/05 α Cen 31 1.7× 10−12 3 0.07 0.00 1.0 0.2
14/05/05 α Cen 16 2.3× 10−12 17 0.06 0.01 0.7 0.1
15/05/05 α Cru 29 1.4× 10−12 4 0.08 0.01 1.2 0.1
15/05/05 α Cen 21 1.7× 10−12 5 0.07 0.01 0.9 0.6
Average α Cru 25 1.4× 10−12 4 0.08 0.01 1.1 0.1
Average α Cen 23 1.9× 10−12 9 0.07 0.01 0.9 0.3
Average All 24 1.7× 10−12 7 0.07 0.01 1.0 0.2
(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised C2N (h) profiles
Figure 6.21: Scaled C2N(h) profiles for observations taken during May 2005. Time and
C2N(h) scaling used is as per Figure 6.1.
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6.3.5 April 2005
Measurements taken in April 2005 utilised primarily α Cen and α Cru data. Figure 6.22
shows the scaled the C2N(h) profiles for the pupil-plane and generalised measurements.
The nightly averages and standard deviations for r0 and θ0 are shown in Tables 6.24 and
6.25 for the pupil-plane and generalised measurements respectively.
Observation time on 22 April was limited due to rapidly thickening cloud cover. As
seen in other months this resulted in a pupil-plane r0 that was low, hence it was replaced
with with the generalised r0.
23 April had wispy clouds with ground wind speeds of 25 – 35 kph (7 – 10 m/s).
On 24 April the observation logs noted high winds with no clouds at first, then the winds
dying down and the clouds rolling in. Although a slight increase is seen in the pupil-plane
r0 for 23 April and 24 April the increased strength in the layer at 10 – 11 km above sea
level resulted in a decrease of the pupil-plane θ0. This decrease in θ0 is also seen in the
generalised measurements.
On 25 April there were clear skies with low ground wind speeds. Exposure times
ranged from 0.5 – 2 ms. The data using an exposure time of 0.5 ms provided insufficient
signal for slice extraction in pupil-plane measurements. In the corresponding generalised
measurements there was noise present in the data. However the strength of the NGT layer
meant that it could be included in profiling. The layer at 10 – 11 km was slightly weaker
than that detected on the previous night and the strength of the NGT layer detected in
the pupil-plane data decreases significantly, resulting in the increase of the pupil-plane r0
and θ0. Generalised r0 is reasonably constant for the nights of 23 – 25 April.
Table 6.24: Summary of spatial results from April 2005 pupil-plane SCIDAR data. For
the determination of the averages, some values were replaced by the generalised estimates.
These values are indicated by the brackets.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
22/04/05 α Cen 24 1.8× 10−12 51 (0.09) (0.03) 1.1 0.6
23/04/05 α Cru 20 1.2× 10−12 15 0.08 0.00 0.7 0.0
24/04/05 α Cru 16 1.6× 10−12 13 0.08 0.02 1.1 0.2
25/04/05 α Cru 13 0.4× 10−12 30 0.16 0.03 1.4 0.2
25/04/05 α Cen 18 0.7× 10−12 57 0.13 0.04 2.3 0.3
Average α Cru 16 1.1× 10−12 19 0.11 0.02 1.1 0.1
Average α Cen 21 1.2× 10−12 54 0.11 0.04 1.7 0.4
Average All 18 1.1× 10−12 33 0.11 0.03 1.3 0.3
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Table 6.25: Summary of spatial results from April 2005 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
22/04/05 α Cen 25 1.3× 10−12 18 0.09 0.03 1.0 0.3
23/04/05 α Cru 23 2.5× 10−12 9 0.06 0.01 0.7 0.2
24/04/05 α Cru 19 1.9× 10−12 3 0.07 0.01 0.8 0.1
25/04/05 α Cru 16 2.1× 10−12 5 0.06 0.00 0.9 0.1
25/04/05 α Cen 22 1.8× 10−12 7 0.07 0.01 1.0 0.1
Average α Cru 19 2.2× 10−12 6 0.06 0.01 0.8 0.1
Average α Cen 24 1.6× 10−12 13 0.08 0.02 1.0 0.2
Average All 21 1.9× 10−12 8 0.07 0.01 0.9 0.1
(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised C2N (h) profiles
Figure 6.22: Scaled C2N(h) profiles for observations taken during April 2005. Time and
C2N(h) scaling used is as per Figure 6.1.
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6.3.6 March 2005
During March 2005, the V2005 system was still experimental. The field lenses used had
a focal length of 15 mm and 12.7 mm for the pupil-plane and generalised measurements
respectively. Although some C2N(h) profiles could be extracted for trending purposes there
was still significant amounts of noise. Figure 6.23 shows the scaled C2N(h) profiles for the
pupil-plane and generalised data. Tables 6.26 and 6.27 show the nightly averages and
standard deviations for r0 and θ0 for the pupil-plane and generalised data respectively.
The observation logs indicate the presence of thin wispy clouds during the observa-
tion period, but there was no other details.
On 10 March there was strong NGT and a layer at approximately 5 km above sea
level. High altitude layers were masked by low altitude activity. Profiles obtained for 11
March were noisy and little was concluded. The noise resulted in a large σθ0 , and hence
were not included in the monthly averages for θ0. Profiles obtained for 12 March had
little NGT detected in the pupil-plane data, with a corresponding increase in r0 and θ0.
Table 6.26: Summary of spatial results from March 2005 pupil-plane SCIDAR data. Due
to the high σθ0 obtained on 11 March, this data was not included in the monthly averages
for θ0.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
10/03/05 α Cru 14 0.9× 10−12 21 0.10 0.02 1.5 0.6
10/03/05 α Cru 15 0.6× 10−12 21 0.14 0.03 1.0 0.2
11/03/05 α Cen 36 0.4× 10−12 64 0.17 0.03 2.8 1.6
12/03/05 α Cen 25 0.4× 10−12 48 0.17 0.05 2.3 0.6
Average α Cru 14 0.7× 10−12 21 0.12 0.02 1.3 0.4
Average α Cen 30 0.4× 10−12 56 0.17 0.04 2.3 0.6
Average All 22 0.6× 10−12 38 0.15 0.03 1.6 0.7
Table 6.27: Summary of spatial results from March 2005 generalised SCIDAR data.
Date Star mean
∫
C2N(h)dh εC r0 σr0 θ0 σθ0
SNR (m1/3) (%) (m) (m) (arcsec) (arcsec)
10/03/05 α Cru 23 2.5× 10−12 4.6 0.06 0.01 1.2 0.2
10/03/05 α Cru 22 1.6× 10−12 5.5 0.08 0.03 0.8 0.1
11/03/05 α Cen 16 1.0× 10−12 8.0 0.10 0.02 1.4 0.6
12/03/05 α Cen 15 1.7× 10−12 7.1 0.07 0.01 0.9 0.1
Average α Cru 22 2.1× 10−12 5.1 0.07 0.02 1.0 0.2
Average α Cen 16 1.3× 10−12 7.5 0.08 0.01 1.1 0.4
Average All 19 1.7× 10−12 6.3 0.08 0.02 1.1 0.3
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(a) Scaled pupil-plane C2N (h) profiles
(b) Scaled generalised C2N (h) profiles
Figure 6.23: Scaled C2N(h) profiles for observations taken during March 2005. Time and
C2N(h) scaling used is as per Figure 6.1.
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6.4 Summary of Profiles Detected at MJUO
UC-SCIDAR measurements taken between 2005 and 2007 indicated the presence of at
least two turbulent layers.
The high altitude turbulent layer was located at 10 – 14 km above sea level and can
be attributed to the tropopause region. This layer was found to have a velocity ranging
from 12 – 30 m/s dependent on the weather experienced at MJUO.
A strong low altitude layer was detected extending from ground up to altitudes of
5 km above sea level. The strength of this layer was such that it was seen in a significant
number of pupil-plane measurements and in the generalised measurements it masked
any and all activity that occurred at higher altitudes. On nights where the low altitude
turbulence was weaker, i.e. not as detectable in pupil-plane measurements, the pupil-plane
r0 estimate was in the order of 20 cm and θ0 was approximately 2 arcseconds. However on
nights where the strong low altitude turbulence was detected the pupil-plane r0 decreased
significantly and in some cases matched the generalised r0 estimates. Generalised r0
estimates ranged from 5 – 9 cm, whereas generalised θ0 estimates were approximately 1
arcsecond. The measured wind speed of the low altitude turbulence ranged from 2 – 20
m/s. This range was consistent with the measurements recorded in the observation logs
as measured by a meter attached to the outside of the domes located at MJUO.
An additional layer was detected at 6 – 7 km above sea level in some months.
However it was significantly weaker than the tropopause and the low altitude layers.
Detection of this layer during velocity analysis was only possible on nights where the low
altitude turbulent layer was weak. The measured V (h) for this layer ranged from 6 – 15
m/s.
Turbulence can also be associated with the dome and/or telescope. The exact
contribution of dome seeing to the overall profile was not examined as any adaptive
optics system installed at MJUO would also need to compensate for dome seeing. Hence
an understanding of the full profile, from the dome up, is required.
Greenwood frequency, fG, estimates from UC-SCIDAR data ranged from 10 – 30
Hz, with a large error on fG that can be attributed to the gaps in the V (h) profile in
terms of altitude. The measured fG most likely severely underestimates fG for the site.
Seasonal trends detected during 2005 and 2007 are examined in Chapter 7. Models
to describe the C2N(h) and V (h) profiles, based on the measured profiles, are also discussed.
Chapter 7
Turbulence Trending at MJUO
The understanding of how atmospheric turbulence changes above a site over a period of
months, or even years, is required for the development of models to describe the turbulence
structure. In addition, long-term site testing can provide an insight into seasonal and
weather-related effects on C2N(h) and V (h) profiles.
Chapter 6 examined the monthly analysis of data collected at MJUO using UC-
SCIDAR during 2005 – 2007. This chapter examines the seasonal trends detected during
this time period, in particular during autumn and winter months. Insufficient number of
usable runs were collected during the spring and summer months to make any conclusions
and hence these seasons were not investigated. Models developed to describe the C2N(h)
and V (h) profiles, based on the conclusions drawn here, are discussed in section 7.2.
7.1 Trending over the Years
The variable weather at MJUO (ranging from calm, clear nights to gusting winds and
thickening clouds) resulted in a variety of profiles being detected. During cloud cover, with
moderate to high winds, the NGT present was exceptionally strong, such that pupil-plane
analysis was subject to large amounts of residual central peak. This resulted in a pupil-
plane r0 values that were similar, and in some cases less than, that found for the generalised
data. Table 7.1 lists r0 and σr0 values obtained for various dates throughout 2005 and 2007
with poor weather conditions. With the exception of January 2007, the weather on most
nights had some level of cloud cover with moderate to high winds. Although January 2007
experienced a variety of weather conditions the longer and warmer days would heat the
surrounding ground and buildings more than in other months. In the cases where pupil-
plane r0 estimates were less than generalised r0 estimates, the generalised r0 estimate was
used in the determination of the pupil-plane monthly averages.
SCIDAR measurements were first collected in April 1999. The system used at the
time was that designed by Imperial College (Johnston et al., 2002). Figure 7.1 shows
sample C2N(h) profiles obtained during this observation period that were published in
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(a) Pupil-plane (b) Generalised
Figure 7.1: C2N(h) profile estimates obtained during April 1999 using the system designed
by Imperial College. Reprint of Figure 6 from Johnston and Lane (1999).
Johnston and Lane (1999). The pupil-plane profile shown in Figure 7.1(a) shows the
presence of two different high altitude layers located at approximately 10 and 12 km
above the telescope. Temporal analysis indicated that the velocities of the 10 and 12 km
layers was 6.45 m/s and 11.63 m/s respectively, whereas the NGT layer seen in Figure
7.1(b) was attributed to the dome. The two high altitude layers were found to have peak
strengths of 3.7×10−15 m−2/3 and 2.7×10−15 m−2/3 respectively. The resulting pupil-plane
r0 calculated was 50 cm. The resulting r0 for the generalised profile was found to be 14 cm.
Johnston and Lane (1999) noted that these r0 values were higher than expected given the
observation conditions at the time. Since Johnston and Lane (1999) was published, the
determination of aperture normalisation matrices used in C2N(h) determination has been
improved. Figure 7.2 shows revised generalised C2N(h) profiles from April 1999 (Johnston
et al., 2002). The average generalised r0 for the profiles shown was 12.3 cm.
Table 7.2 shows the monthly averages and standard deviations of r0 and θ0 for all
available data. For the 2007 data, little variation exists in generalised r0 values suggesting
that the strength of the NGT layer was relatively constant. However significant variation
is seen for generalised θ0 suggesting that the strength of the high altitude layers fluctuates.
For the 2005 data, there is little variation in the generalised r0 and θ0 measurements. The
average r0 for all UC-SCIDAR data was 12 ± 5 cm and 7 ± 1 cm for the pupil-plane
and generalised measurements respectively. θ0 was 1.5 ± 0.5 arcseconds and 1.1 ± 0.4
arcseconds for the pupil-plane and generalised measurements respectively.
UC-SCIDAR measurements are smaller than those obtained in April 1999 using
the Imperial College system, with the strength of the NGT layer in the order of 6 –
10 times stronger for UC-SCIDAR data. Although some variation can be expected due
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Figure 7.2: Consecutive C2N(h) profiles from MJUO during April 1999. Reprint of Fig.
7(a) from Johnston et al. (2002). Note the label on the y-axis should have read C2N(h)∆h
or
∫
C2N(h)dh.
to the amount of time that had passed between the two instruments being used, this
variation is more likely to be due to the poor SNR in the UC-SCIDAR system. However
the low r0 values do match the observation conditions typically seen by observers, which
has a nominal angular resolution, θres, of ∼ 2 arcseconds.∗ θres from UC-SCIDAR was 2.5
arcseconds for the full profile, calculated at a wavelength of 589 nm. θres for data taken
in April 1999 was 1.2 arcseconds.
The large variation in the pupil-plane measurements suggests not only that there is a
possible relationship with seasonal changes, but also with the weather at the site. March,
June and July of 2005 saw high pupil-plane r0 and θ0 values which can be attributed to
the calmer weather seen during these observational periods. However most other months
show similar r0 and θ0 estimates within the margin of error. This suggests that weather
conditions have a greater influence on the profiles obtained.
Figure 7.3 shows the true and scaled pupil-plane C2N(h) profiles obtained for the
autumn months (i.e. April and May) for UC-SCIDAR data. During 2005 a weak high
altitude layer was found at approximately 11 – 12 km above sea level with a C2N(h)∆h
strength of approximately 3× 10−14 m1/3. Comparing this to the profiles in Figure 7.1(a)
the high altitude layer is approximately at the same altitude given that results from April
1999 show altitudes above the telescope and the elevation of the observatory is 1024 m
above sea level. However the strength of the layer is approximately 10 times that seen
in April 1999. This is most likely related to the spatial sampling and exposure times
used with the UC-SCIDAR system. In May 2007 the height of this high altitude layer
increased by approximately 2 km. The height of the tropopause is known to fluctuate up
∗Pers. comm. Alan Gilmore (Mount John University Observatory).
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Table 7.2: Monthly averages and standard deviations for r0 and θ0 for all months.
Pupil-plane Generalised
Month r0 σr0 θ0 σθ0 r0 σr0 θ0 σθ0
(m) (m) (arcsec) (arcsec) (m) (m) (arcsec) (arcsec)
June 2007 0.12 0.03 1.8 0.7 0.05 0.00 1.1 0.3
May 2007 0.11 0.07 1.3 0.9 0.06 0.01 1.0 0.3
January 2007 0.06 0.03 0.8 0.2 0.05 0.02 0.9 0.1
August 2006 – – – – 0.09 0.03 2.2 0.4
April 2006 0.07 0.04 0.7 0.1 0.05 0.01 1.0 0.4
August 2005 0.10 0.02 1.7 0.4 0.08 0.01 1.1 0.1
July 2005 0.18 0.04 2.2 0.4 0.07 0.01 1.2 0.2
June 2005 0.22 0.03 1.8 0.3 0.06 0.01 1.1 0.1
May 2005 0.12 0.01 1.7 0.2 0.07 0.01 1.0 0.2
April 2005 0.11 0.03 1.3 0.3 0.07 0.01 0.9 0.1
March 2005 0.15 0.03 1.6 0.7 0.08 0.02 1.1 0.3
April 1999 – – – – 0.123 0.014 – –
to 4 km throughout the year (Sturman and Tapper, 1996). As such it is not unreasonable
to assume that this is the same layer.
NGT and boundary layer turbulence is seen to extend up to 5 km above sea level.
This is seen in both the pupil-plane and generalised data (Figure 7.4). Little can be
ascertained from the generalised data as to the height and strength of the high altitude
layer. This is due to the strength of the NGT and the noise present in the data.
Figure 7.5 shows the true and scale pupil-plane C2N(h) profiles obtained for the
winter months (i.e. June and July) with UC-SCIDAR. A high altitude layer is seen
consistently at approximately 12 km above sea level with an average C2N(h)∆h strength
of approximately 3 × 10−14 m1/3. This is a similar strength to that seen in the autumn
months, suggesting little to no difference in the high altitude layer. However, an additional
mid-altitude layer is seen in some data, with heights ranging from 6 – 9 km above sea level
and with varying strength. This layer is most likely to be a function of weather patterns
seen at the time. As seen with the autumn data, NGT and boundary layer turbulence
can be seen to extend up to 5 km above sea level. Again little be can ascertained from
the generalised data (Figure 7.6) as to heights and strengths of the high altitude layers.
Sturman and Tapper (1996) suggest that in New Zealand, the tropopause may lie
2 – 4 km higher during summer months than during winder. Unfortunately due to the
insufficient number of runs from summer months available, this statement cannot be
confirmed or denied using UC-SCIDAR data.
Figure 7.7 shows the average wind speed for the winter months, whereas Figure 7.8
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(a) Pupil-plane
(b) Scaled pupil-plane
Figure 7.3: Pupil-plane C2N(h) profile trends observed during autumn from 2005 to 2007.
Time and C2N(h) scaling used is as per Figure 6.1.
7.1. Trending over the Years 183
(a) Generalised
(b) Scaled generalised
Figure 7.4: Generalised C2N(h) profile trends observed during autumn from 2005 to 2007.
Time and C2N(h) scaling used is as per Figure 6.1.
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(a) Pupil-plane
(b) Scaled pupil-plane
Figure 7.5: Pupil-plane C2N(h) profile trends observed during autumn from 2005 to 2007.
Time and C2N(h) scaling used is as per Figure 6.1.
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(a) Generalised
(b) Scaled generalised
Figure 7.6: Generalised C2N(h) profile trends observed during autumn from 2005 to 2007.
Time and C2N(h) scaling used is as per Figure 6.1.
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Figure 7.7: Average wind speeds detected, |V (h)|, for observations taken during winter
from 2005 to 2007. Time scaling used is as per Figure 6.1.
Table 7.3: Nightly averages for fG for all months where available.
Pupil-plane Generalised
Month fG (Hz) σfG (Hz) fG (Hz) σfG (Hz)
June 2007 26 12 29 31
May 2007 30 23 8 13
January 2007 20 15 – –
July 2005 10 7 11 14
June 2005 13 5 10 18
shows the instantaneous wind velocity. Although a significant amount of scatter exists
for the data from July 2005 and June 2007 the layer heights found are similar. The high
altitude layer has an average speed of 10 – 15 m/s in calmer weather, but speeds in excess
of 25 m/s at other times. In all cases the weather was found to originate from a westerly
direction as expected.
Table 7.3 shows the monthly averages and standard deviations for fG for all the
months that were available. Note that the values shown for January 2007 are averaged
across both the pupil-plane and generalised data. The values for June 2007 reflect the
averages for 31 May and 1 June only. Unfortunately no trend can be properly assessed
due to the gaps in the V (h) profiles obtained.
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Figure 7.8: Wind velocity analysis for observations made during winter from 2005 to 2007.
Colour and symbol sizes conventions used are as per Figure 6.5.
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7.2 Finding a Model that Fits
There are many different C2N(h) profile models that can be used. A commonly used model
is the Hufnagel-Valley (HV) model and was described in Chapter 2, but for convenience
the generic form is restated here. The generic HV model is a sum of exponential terms
such that C2N(h) is given by (Hardy, 1998)
C2N(h) = A exp
(
− h
HA
)
+B exp
(
− h
HB
)
+Ch10 exp
(
− h
HC
)
+D exp
(
−(h−HD)
2
2d2
)
,
(2-17)
where A is the turbulence coefficient for NGT (i.e. ∝ C2N(0)) and HA is the height for
its 1/e decay, B and HB are similarly defined for turbulence in the troposphere, and C
and HC are related to the turbulence peak located at the tropopause. The fourth term in
equation (2-17) can be used to define one or more isolated layers where D and HD define
the strength and height of the layer and d specifies the layer thickness.
The HV model is an average model such that the resulting peak present at the
tropopause region is not a spike but rather a broad peak, which accounts for variations
in layer heights and fluctuations in the turbulence strength seen over time. Instantaneous
spikes and variations in the heights of the turbulent layers are smoothed out. As such the
HV model, using equation (2-17), can be fine tuned for turbulence at MJUO.
Figure 7.9 shows selected C2N(h) profiles obtained from various months in 2005 and
2007. Also shown are three different models all based on the HV model. The HV 5-7
model (described in section 2.3, page 22) has parameters such that the resulting r0 and
θ0 are 5 cm and 7 µradians (1.44 arcseconds) when using λ = 500 nm. Through trial
and error, modifications to the parameters were determined to best match the profiles
typically seen at MJUO. Table 7.4 lists the parameters for the various models shown in
Figure 7.9.
The HV 5-7 model, while producing r0 and θ0 values appropriate for the site, results
in a tropopause layer that is slightly too low, residing at 10 km above the site (i.e. 11 km
above sea level) and too weak. By increasing the altitude of the tropopause peak by 500
m and increasing the coefficient C to 5.94× 10−53 (MJUO1 model) then the θ0 decreases
to 0.96 arcseconds which is more in line with the measured values from the generalised
C2N(h) profiles. The near-ground and low-altitude turbulence is seen to regularly extend
up to 4 km above sea level (Figure 7.10). An isolated layer was added where the peak
was at 1.5 km above the site (i.e. 2.5 km above sea level) that was 1 km thick. The peak
strength of this layer has been set to 2× 10−16 m−2/3. The modified HV model with the
addition of this low-altitude layer has been dubbed MJUO2. In some profiles an additional
layer was found at height ranging from 6 – 9 km above sea level. MJUO3 incorporates an
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(d) Selected generalised data
Figure 7.9: C2N(h) model fitting. Selected data shown is from (F) June 2007, (©) May
2007, (¤) June 2005 and (♦) April 2005. Models shown are (—) the HV 5-7 model, (—)
MJUO1: a modified HV model and (- -) MJUO3: a modified HV model that incorporates
two additional layers.
additional layer at 6.5 km above sea level, and is the recommended model for use in the
AO design for MJUO. The profiles of the HV 5-7 model, MJUO1 and MJUO3 are shown
in Figure 7.11.
It should be reiterated that a model based on the HV model is an average model. In
some cases the tropopause layer at MJUO was found to have a peak C2N(h)∆h strength
greater than 10−14 m1/3, the majority of the measurements were below this value. As such
MJUO3 is also below this threshold explaining why the tropopause layer is not visible in
Figure 7.10. It would be ideal to refine the model such that the breadth of the tropopause
region is not so wide, as a model for AO design MJUO3 is the recommended model. Using
a wavelength of 589 nm, r0 is estimated to be 6 cm for MJUO3. θ0 is estimated to be 0.9
arcseconds. The low θ0 estimate will be associated with the broad tropopause layer peak
in the modified HV model.
To describe the wind velocity with increasing altitude a Greenwood wind model is
commonly used. This model was described in Chapter 2, and for convenience is restated
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(a) Pupil-plane C2N (h) profiles
(b) Generalised C2N (h) Profiles
Figure 7.10: C2N(h) profiles taken with UC-SCIDAR. Model shown is MJUO3. Time and
C2N(h) scaling used is as per Figure 6.1.
10−19 10−18 10−17 10−16 10−15 10−14 10−13
0
5
10
15
20
25
CN
2 (h) (m−2/3)
Al
tit
ud
e 
Ab
ov
e 
Se
a 
Le
ve
l (k
m)
Figure 7.11: Recommended C2N(h) turbulence model for MJUO. (—) HV 5-7 model (—
) MJUO1: Modified HV model. (- -) MJUO3: Modified HV model incorporating two
additional layers.
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here. This Greenwood wind model is (Tyson and Frazier, 2004)
V (h) = V (0) + V (HT ) exp
[
−
(
h cos ζ −HT
LT
)2]
× [sin2 β + cos2 β cos2 ζ]1/2 , (2-18)
where V (0) is the wind velocity at ground level, V (HT ) is the velocity at the tropopause
located at an altitude HT , LT is the thickness of the tropopause layer and β is the wind
direction relative to the telescope azimuth. Note that the direction corrections used in the
Greenwood wind model are for a telescope that uses a horizontal coordinate system and
strictly speaking should not be applied to telescopes at MJUO. However for AO design it
is the wind speed that is important. As such for the purpose of further discussion it will
be assumed that β = 0◦ and hence equation (2-18) becomes
V (h) = V (0) + V (HT ) exp
[
−
(
h cos ζ −HT
LT
)2]
× cos ζ. (7-1)
The Bufton model is a specific Greenwood model where V (0) = 5 m/s and V (HT ) = 30
m/s with HT = 9.4 km and LT = 4.8 km for ζ = 0
◦.
The V (h) profile for 3 May, 2007, has an ideal profile that can be modelled by a
modified Bufton wind model. Figure 7.12 shows the V (h) measurements from 3 May with
the Bufton and modified Bufton wind models indicated. The standard Bufton wind model
(indicated by the dashed green line) assumes that the tropopause layer is at 9.4 km above
the telescope with a wind speed of 30 m/s. This is clearly too low for the V (h) profile for
3 May. Moving the model tropopause height to 12 km above sea level (indicated by the
solid black line) allows the model to encompass the lower turbulent layers detected, as
well as the activity detected in the tropopause region. If a zenith angle was incorporated
into the model (red dashed line) then the effective wind speed in the tropopause region
decreases to a value that is better suited to the data. The modified Bufton model used
incorporated a zenith angle of 20◦, as this was the angle used by most of the measurements
made on 3 May.
Regardless of the model parameters used, a Gaussian based model will not ade-
quately describe the V (h) profiles detected when low altitude layers at 2 and 5 km have
velocity between 15 – 20 m/s. A large portion of the data collected for velocity had the
presence of some low-altitude wind. It was decided to add a second Gaussian peak, such
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Figure 7.12: Wind speed analysis for observations made on May 3, 2007. Models shown
are (- -) the standard Bufton model, (—) a modified Bufton model with HT = 11 km,
and (- -) a modified Bufton model with HT = 11 km and ζ = 20
◦. Elevation for MJUO
is 1024 m above sea level.
that
V (h) = V (0) + V (HT ) exp
[
−
(
h cos ζ −HT
LT
)2]
× cos ζ
+V (H1) exp
[
−
(
h cos ζ −H1
L1
)2]
× cos ζ, (7-2)
where V (H1) is the velocity of a low-altitude layer located at H1 above the telescope with
a thickness of L1.
Unlike the modelling of C2N(h), it is difficult to employ a generic model that would
encompass the majority of conditions, as the velocity seen in the upper layers is depen-
dent on the velocity detected near-ground. Figure 7.13(a) shows the instantaneous wind
speeds obtained during June and July of 2005 and May and June of 2007. Overlaid are
four different V (h) models developed to encompass the range of velocity characteristics
detected. The parameters for the four models for MJUO are listed in Table 7.5. Figure
7.14 shows all four models compared to the average wind speed, |V (h)|, detected using
UC-SCIDAR data.
MJUO1V (indicated by the solid purple line in Figures 7.13(a) and 7.13(b)) is
designed for very calm and clear nights where little NGT is present and the high altitude
turbulence has low wind speeds, such as those seen on 3 June, 2007, and on 6 July, 2005.
MJUO2V (indicated by dashed black line) was developed for nights such as 3 May, 2007,
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Figure 7.13: Fit of V (h) models to measured profiles. Models shown are (—) MJUO1V,
(- -) MJUO2V, (—) MJUO3V and (- -) MJUO4V.
Figure 7.14: V (h) profiles taken with UC-SCIDAR. Models shown are MJUO1V,
MJUO2V, MJUO3V and MJUO4V.
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where high altitude turbulence is strong, but ground wind speeds are very low. Both
MJUO1V and MJUO2V are based on the traditional Greenwood wind model. MJUO3V
(indicated by the solid red line) and MJUO4V (indicated by the dashed blue line) employ
a second Gaussian peak described in equation (7-2). MJUO3V is intended for moderate
ground wind speeds measuring 10 – 20 kph (2.8 – 5.6 m/s). Based on UC-SCIDAR
measurements obtained this is the most likely situation to be encountered and hence
should be the preferred model for AO design. MJUO4V was developed for situations
where high ground wind speeds are present.
Using the MJUO3 C2N(h) model and the MJUO3V V (h) model for moderate ground
wind speeds, fG is estimated to be 79 Hz for a wavelength of 589 nm.
The C2N(h) and V (h) models developed have been used for the discussion on an AO
system design in Chapter 8.
Chapter 8
Adaptive Optics for Mount John
Any AO system designed for MJUO must be retrofitted to the existing equipment and it
is desirable to avoid any modifications. Therefore the output beam from the AO system
should have the same focal point and F-number as the existing uncorrected beam.
The system should be modular with the flexibility to be used for both the F/13.5 and
F/7.8 configurations available for the 1-m telescope. Priority will initially be given to the
F/13.5 arrangement for use with the HERCULES spectrograph, as imaging is typically
performed on a single object. Photometric imaging can be over stellar fields which are
arcminutes across. Wavefront sensing associated with wide-field imaging requires more
sophisticated sensing and aberration estimation because objects are not limited to an
isoplanatic region.
This chapter outlines the issues surrounding AO system design within the context
of the 1-m telescope at MJUO. Compensation wavelengths are assessed in section 8.1.
Sources of errors within an AO system are discussed in sections 8.2 through 8.7. A
summary of AO parameters is given in section 8.8.
8.1 AO Design and Sensor Operational Wavelengths
As presented in Chapter 2, a diffraction-limited system observing at wavelength λ has an
the angular resolution, θres, corresponding to
θres = 1.22
λ
DT
, (2-8)
where DT is the diameter of the telescope. In the presence of atmospheric turbulence a
telescope with a large aperture is turbulence-limited such that θres is specified by
θres = 1.22
λ
r0
, (2-14)
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Figure 8.1: The effects of observational wavelength, λ, on angular resolution, θres on the
1-m telescope at MJUO. (—) Uncompensated resolution calculated using the MJUO3
model. (- -) Diffraction-limited resolution based on a telescope diameter of 1 m.
where r0 is the turbulence coherence length (Fried, 1966). r0 was defined in Chapter 1,
but is restated here for convenience
r0 =
[
0.423k2 sec(ζ)
∫
C2N(h)dh
]−3/5
, (1-3)
where k = 2pi/λ is the wavenumber for a given wavelength λ and ζ is the zenith angle.
Figure 8.1 shows the θres for a given observational wavelength, λ, for uncompensated
and diffraction-limited imaging for the 1-m telescope at MJUO. The uncompensated
resolution was calculated using the MJUO3 model for C2N(h) profile estimation (refer
to Chapter 6). The idea of AO is to move the uncompensated line (indicated by the solid
black line) towards the diffraction-limited line (indicated by the dashed blue line). The
potential for improvement in imaging is greatest at shorter wavelengths. Although ultra-
violet (UV) and visible wavelengths have greater potential for improvement, AO systems
tend to be designed to operate at infrared (IR) wavelengths. This is because the resulting
image size for longer wavelengths is smaller and so provides a finer spatial sampling for the
wavefront sensing and hence a better estimate and fit to the aberrated wavefront (Hardy,
1998). In addition the isoplanatic angle increases with wavelength (refer to equation (1-4),
page 6) reducing isoplanatic errors. (Angular anisoplanatic errors are discussed further
in section 8.6.)
Different projects at MJUO utilise different wavelengths. Some projects involving
the HERCULES spectrograph pass the incident light through an iodine cell resulting in
a spectrum from iodine that is superimposed over the stellar spectrum and is used as a
reference.∗ This functionality of HERCULES operates at wavelengths between 480 – 656
nm. An AO system at MJUO would ideally compensate for atmospheric turbulence at
∗Pers. comm. John Hearnshaw, Department of Physics & Astronomy, University of Canterbury
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these wavelengths.
Commercially available CCDs exist with a peak quantum efficiency at 550 nm.∗ This
wavelength will be used for calculations performed in this chapter. At this wavelength
the coherence length, r0, is estimated to be 0.055 m. This corresponds to a θres of 2.1
arcseconds.
8.2 Optimising System Performance
In assessing the performance of an AO system it becomes essential to have a measure that
compares the quality of the image obtained to that of the aberration-free (or diffraction-
limited) image. The Strehl intensity ratio (normally abbreviated to Strehl) is commonly
used for this purpose and is defined as the ratio of the peak intensity of the actual image,
(Imax)actual, to the peak intensity of the diffraction-limited image, (Imax)diffraction−limited,
and is defined mathematically as
S =
(Imax)actual
(Imax)diffraction−limited
. (8-1)
The values of S can lie only in the interval 0 to 1. It is not possible to achieve a true
diffraction-limited system. A system is treated as diffraction-limited if S does not fall
below 0.8 (Longhurst, 1973).
If wavefront distortions induced by aberrations are smaller than one wavelength then
the Strehl S can be found to decrease exponentially according to (Tyson, 1991)
S ≈ exp (−σ2Φ) , (8-2)
where σ2Φ is the mean-square residual phase error of the system resulting from all error
sources.
If each error source was statistically independent then the overall error for the
system, σ2Φ, would be the summation of the individual effects, 〈σ2i 〉, such that (Tyson,
1991)
σ2Φ =
∑
i
〈σ2i 〉. (8-3)
In practice, correlations do exist between some errors. Hence equation (8-3) can lead
to an overestimation of the total system error. This is not considered a disadvantage in
AO system design as this allows for the compensation of unforeseen errors. However, to
optimise a system’s performance it is necessary to minimise the total error in the system.
The error associated with an AO system can be divided into six main components:
∗Dalsa Website: http://www.dalsa.com/
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• fitting errors associated with the inability of a compensation device to exactly match
an aberrated wavefront, σ2fit;
• temporal errors associated with the finite system bandwidth, σ2temporal;
• measurement errors, σ2sensor, associated with the magnitude mv of a reference star,
noise characteristics of the CCD and the type of sensor employed;
• angular anisoplanatic errors related to the angular difference between the guide star
and the science object, σ2∆θ;
• tilt errors resulting from a tip/tilt compensation system, σ2tilt; and
• residual error resulting from uncompensated aberrations.
Systems that use a laser guide star for measuring wavefront aberrations will also have
errors associated with the laser guide system. It is unlikely that MJUO will utilise a laser
guide star due to the costs associated with such a system.
Sections 8.3 through 8.7 focus on the above error sources and the implications of
these error sources on the design for any AO system at MJUO.
8.3 Fitting Errors from a Deformable Mirror
The finite sampling of the wavefront and finite degrees of freedom of a deformable mirror
(DM) will limit the ability to compensate for high-order aberrations. The inability of a
DM to exactly match an aberrated wavefront is known as the fitting error. If a DM was
able to compensated for nZern modes of aberration then, from Chapter 2, the residual
fitting error associated would be (Noll, 1976)
σ2(fit=nZern) = 0.2944n
−√3/2
Zern (DT/r0)
5/3 . (8-4)
The number of actuators used represents the degrees of freedom of a DM and is
roughly equal to the number of Zernike modes that can be corrected for by the mirror
(Tyson and Frazier, 2004). If actuators were spaced such that a distance sact existed
between each actuator then the total number of actuators required would be (Tyson and
Frazier, 2004)
nact =
pi
4
(
DT
sact
)2
, (8-5)
where sact is measured in the same plane as r0. For MJUO, nact would be 256 if sact/r0 = 1
for r0 calculated at 550 nm. This provides the potential to correct for 256 Zernike modes.
In practice not all modes are compensated for. Hence the fitting error for a DM can
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be related to the r0 for the site such that (Tyson, 1991)
(
σ2fit
)
DM
= κ
(
sact
r0
)5/3
, (8-6)
where κ is the fitting parameter which is dependent on the actuator influence function.
The influence function describes how much influence an actuator has on the overall shape
of a DM based on the type of mirror and the distance of an actuator from the mirror centre.
For a continuous faceplate mirror where there is one actuator used per sub-aperture region,
κ ranges between 0.28 – 0.34 rad2(Hardy, 1998).
The amount of movement required in a deformable mirror (DM) will depend on the
strength of the turbulence present. If tip and tilt were fully compensated for the residual
error is
σ(nZern=3) =
√
0.134
(
DT
r0
)5/3
, (8-7)
in radians (refer to Table 2.2, page 21). Due to the nature of reflection, one unit of
motion of the DM will result in two units of wavefront correction. If one assumes that
the majority of the aberrations lie within ±σnZern=3, then the required linear stroke of the
deformable mirror actuators will be (Hardy, 1998)
StrokeDM =
1
2
(
2.5λ
σ(nZern=3)
2pi
)
, (8-8)
where λ is the wavelength for which r0 is determined. As r0 is proportional to λ
6/5 then
StrokeDM is independent of λ. For MJUO, the linear stroke StrokeDM would be ∼ 0.52
µm.
8.4 Temporal Effects
An AO system’s inability to respond to instantaneous changes in the atmospheric tur-
bulence will result in temporal errors. Any time delay between sampling the wavefront
to the subsequent correction contributes to this error. Temporal errors can be divided
into two main categories: errors associated with the system bandwidth which is specified
by atmospheric conditions and exposure times of the wavefront sensor; and pure time
delays resulting from CCD readout time, processing time and the response time of the
compensation device. Each category will be assessed in turn.
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8.4.1 Correction Bandwidth
Due to the wind speed and strength of optical turbulence an AO system will be required
to respond at a rate to adequately compensate for turbulence induced aberrations. The
Greenwood frequency, fG, is often used to described the rate of atmospheric turbulence
change. fG was first introduced in Chapter 1 and its definition is restated here for
convenience
fG = 0.255
[
k2 sec ζ
∫
C2N(h)V (h)
5/3dh
]3/5
, (1-5)
where V (h) is the average wind velocity as a function of altitude h.
The temporal error associated with system bandwidth can be found by (Tyson and
Frazier, 2004)
σ2BW =
(
fG
fsystem
)5/3
, (8-9)
where fsystem is the system bandwidth. fsystem is set to be four to ten times than that of
fG to ensure that an AO system adequately samples temporal variations in the incident
wavefront (?). fsystem determines the effective exposure time for any wavefront sensing.
8.4.2 Pure Time Delays
Equation (8-9) does not account for errors caused by time delays in the feedback control
loop or any averaging effects that may arise due to the exposure time used in wavefront
sensing. The error associated with the time delay between time of measurement and time
of correction can be expressed as (Hardy, 1998)
σ2∆t =
(
∆t
τ0
)5/3
, (8-10)
where ∆t is the measured time delay and τ0 is the coherence time constant. σ
2
∆t is added
to σ2BW to obtain the total temporal error.
τ0, from Chapter 1, can be defined as (Klu¨ckers et al., 1998)
τ0 =
[
2.91k2 sec ζ
∫
C2N(h)V (h)
5/3dh
]−3/5
. (1-6)
From equation (1-5), τ0 can be related to fG by
τ0 =
0.134
fG
. (8-11)
Table 8.1 shows the estimated fG and τ0 for the various C
2
N(h) and V (h) models
presented in Chapter 6. An AO system that aims to compensate for high-order aberra-
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Table 8.1: Greenwood frequency, fG, and coherence time, τ0, for various models for C
2
N(h)
and V (h) profiles. Values shown have been calculated for λ = 550 nm and DT = 1 m.
Model fG (Hz) τ0 (ms)
HV 5-7; Bufton 30 4.4
MJUO3; MJUO1V 33 4.1
MJUO3; MJUO2V 68 2.0
MJUO3; MJUO3V 81 1.7
MJUO3; MJUO4V 108 1.2
tions should have a system bandwidth, fsystem, in the order of 1000 Hz to encompass all
conditions at MJUO.
8.5 Wavefront Sensing
The wavefront sensing measurement error consists of two main components: the sensor
noise and the photon noise. Photon noise is related to the number of photons counted
from the reference source and the surrounding background. Sensor noise is due to random
signal fluctuations generated by the transfer of photons through the sensor array and
the off-chip pre-amplifiers and digitizers (Parenti and Sasiela, 1994). Because the error
associated with a wavefront sensor is dependent on the type of sensor and detector used,
an expression for wavefront measurement error cannot be extended into a generalised case,
and so specific designs must be considered.
The noise characteristics of the SH are reasonably well understood and described
(Parenti and Sasiela, 1994), and so subsequent discussion will be limited to this sensor
type.
In a SH sensor, a lenslet array images a plane conjugate to the telescope pupil.
Traditionally the number of sub-apertures used is equal to the number of actuators on
the DM. If the size of each lenslet represents dsub of the aperture, and a circular aperture
was filled with square sub-apertures, then the number of sub-apertures used would be
(Hardy, 1998)
nsub =
pi
4
(
DT
dsub
)2
, (8-12)
where DT was the diameter of the telescope. If dsub/r0 ≈ 1 then each sub-aperture
would form a diffraction-limited image, where the sub-image centroid is shifted from the
position associated with abberation-free imaging. The detected centroid shift is directly
proportional to the local wavefront tilt.
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Parenti and Sasiela (1994) determined that the photon noise of a SH sensor could
be expressed as (
σ2SH
)
PN
≈ 2pi
2
npe
[
1 +
(
dsub
r0
)2]
, (8-13)
where npe is the number of photons collected by the lenslet and PN denotes photon noise.
Parenti and Sasiela (1994) went on to state that the sensor noise could be expressed as
(
σ2SH
)
SN
≈ 4pi
2npix (npix − 1) (npix + 1)
3 (Genpe)
2
[
1 +
(
dsub
r0
)2]
N2rms, (8-14)
where a npix×npix pixel array is used for each sub-aperture and N2rms is the variance of the
noise generated by the transfer of photons through the sensor array and the off-chip pre-
amplifiers and digitizers, and Ge is the gain of the CCD intensifier. For a non-intensified
CCD, Ge = 1. If e represents the mean-square transfer detected in electrons per pixel
then
N2rms = n
2
pixe
2. (8-15)
The total number of photons collected over a square sub-aperture, npe, can be
expressed as (Parenti and Sasiela, 1994)
npe =
(
λ
hc
)
ητdd
2
subIs, (8-16)
where η is the sensor quantum efficiency, τd is the effective exposure time (known as
the sensor dwell time), c is the velocity of light (3× 108 m/s) and h is Planck’s constant
(6.626×10−34 J.s). Is is the light intensity at the entrance of the wavefront sensor (W/m2)
and is related to the reference source magnitude and the optical transmission function
through the atmosphere and the optics of the telescope. For a NGS, Is ∝ 10−0.4mv where
mv is the visual magnitude of the star (Hardy, 1998).
In astronomical AO systems, the wavefront sensor operates in low-light levels result-
ing in large wavefront measurement errors. In general the wavefront measurement error
can be reduced by increasing the exposure times, resulting in an increase in the light
intensity seen at the entrance to the wavefront sensor. However an increased exposure
time will increase the temporal errors. An increase in the sub-aperture size, dsub, will
increase the number of photons collected per sub-aperture for a constant reference star
magnitude, while decreasing the number of sub-apertures needed to sample the telescope
aperture. The number of actuators used in a system on the DM is typically equal to the
number of sub-apertures in the wavefront sensor. As such an increase in dsub results in
a decrease in the number of actuators on the DM, resulting in an increase in the fitting
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Table 8.2: Sensor operational conditions used for simulations in Figure 8.2.
Sensing wavelength λ 550 nm
Sensor spectral band ∆λ 200 nm
Overall quantum efficiency of CCD η 0.4
Read noise per pixel e 5 electrons per pixel
Number of pixels per sub-aperture npix × npix 2× 2
Gain of CCD Ge 1
Atmospheric optical transmission 0.8
Optical transmission of telescope and AO optics 0.1
DM fitting parameter κ 0.3
error for a DM. A trade-off is required for the optimum performance.
Figure 8.2 shows the effects of changing the exposure time and the sub-aperture
size on the overall wavefront error from a SH sensor, σ2SH, combined with the fitting error
for a deformable mirror, (σ2fit)DM, and the temporal error resulting from time delay, σ
2
∆t.
Table 8.2 lists the parameters used during simulations. r0 and τ0 values were calculated
using the MJUO3 C2N(h) model and the MJUO3V V (h) model described in Chapter 6.
In the determination of σ2∆t it was assumed that the time an AO system takes to apply a
correction to a wavefront after the initial exposure time is negligible. In reality this will
not be the case and hence σ2∆t is underestimated. In the determination of (σ
2
fit)DM it was
assumed that the spacing between actuators on the DM was sact ≈ dsub in the aperture
plane.
From equation (8-6), (σ2fit)DM is constant for a given dsub. This has the effect of
imposing a minimum error that can be obtained for τd ≈ 1 ms. After τd ≈ 4 ms the
temporal error becomes the dominant factor.
The examples shown in Figure 8.2 are for a non-intensified CCD and for 10% trans-
mission through the telescope and AO optics to the wavefront sensor, which allows for the
majority of the light to be sent to the science instrument. To achieve a Strehl, S, of 0.1
then the overall error σ2Φ needs to be less 2.3 rad
2. Given the conditions listed in Table
8.2 this is not possible. If natural star guiding at MJUO is to be employed an intensified
CCD must be used in the compensation for high-order aberrations.
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(a) dsub = 5.3 mm
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(b) dsub = 11.1 mm
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(c) dsub = 14.2 mm
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(d) dsub = 20.0 mm
Figure 8.2: Optimisation of exposure time, τ0, and reference star magnitude, mv based
on sub-aperture size, dsub. Sensor operational conditions used as per Table 8.2. Models
used for C2N(h) and V (h) profiles were MJUO3 and MJUO3V respectively.
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8.6 Angular Anisoplanatism
When the object used to measure the wavefront is angularly displaced from the science
object, the sampled turbulence will differ from the light seen originating from the science
object. Wavefronts from the two light sources pass through slightly different portions
of the atmosphere and hence the resulting aberrated wavefronts are not identical. Any
measurement made using one source to infer information about the aberrations present
in the wavefront from the other source will have an error known as tilt anisoplanatism or
angular anisoplanatism.
The isoplanatic angle, θ0, first described in Chapter 1, describes the maximum angle
between the two objects where the two aberrated wavefronts can be considered identical∗,
and is found by
θ0 =
[
2.91k2 sec8/3(ζ)
∫
C2N(h)h
5/3dh
]−3/5
. (1-4)
The error variance associated with the isoplanatic angle when correcting for high-order
modes of aberrations can be expressed as (Tyson, 1991)
σ2∆θ =
(
∆θ
θ0
)5/3
, (8-17)
where ∆θ is the angular separation between the reference star and the science object.
When ∆θ is much smaller than θ0 the correction that an AO system applies can be very
good. However when the opposite is true the AO system will not apply an appropriate
correction to the wavefront.
For MJUO, θ0 is estimated as 0.83 arcseconds for an observing wavelength of 550 nm.
This means that any natural guide star (NGS) is required to be within 0.83 arcseconds of
the science object for wavefront sensing of high-order aberrations performed at 550 nm.
Based on the value of θ0 it is recommended to use a self guiding system where the science
object itself is used for wavefront sensing of high-order aberrations.
8.7 Correcting for Tip/Tilt
Astronomical images consist of a speckled pattern where the image centroid moves ran-
domly. This image motion is due to the overall wavefront tilt, which produces angle-of-
arrival fluctuations. The angle-of-arrival has a Gaussian distribution and has a variance
∗θ0 is not to be confused with the angular resolution, θres, which describes the minimum angular
distance between two resolvable objects.
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of (Hardy, 1998)
σ2α = 0.184
(
λ
DT
)2(
DT
r0
)5/3
, (8-18)
where λ is the wavelength for which r0 is determined. Note equation (8-18) is for the
random tilt error in one direction. In some cases the image motion is different in the x
and y directions. When the difference is small, then (Hardy, 1998)
σ2α =
1
2
[
σ2αx + σ
2
αy
]
. (8-19)
Correction of overall image motion for long exposure astronomical images is typically
performed using a fast steering mirror (FSM), also known as a tip/tilt mirror, that is
controlled separately to the DM used for high-order corrections. There are three varieties
of tip/tilt correction systems (Olivier et al., 1993):
• a simple system that senses only the centroid of the uncorrected stellar image,
• a system that measures coma aberrations to eliminate the effects of centroid aniso-
planatism, and
• a system incorporates a laser guide star to correct for high-order aberrations forming
a short-exposure diffraction-limited image of the NGS before centroid position is
estimated.
The third system type will not be discussed further.
The error associated with a tip/tilt correction system can be divided into four main
components:
• temporal errors related to the finite bandwidth of the tip/tilt system, (σ2BW)tilt;
• measurement error associated with the magnitudemv of the reference star, (σ2SNR)tilt;
• angular anisoplanatic errors related to the angular difference between the guide star
and the science objects, (σ2∆θ)tilt; and
• an error associated with uncompensated high-order aberrations containing a tilt
component, σ2CA, termed the centroid anisoplanatism error.
The requirements for a FSM are based on the characteristics of the angle-of-arrival.
A FSM is typically positioned such that the diameter of the aperture image is scaled by
a factor
DT
DFSM
, (8-20)
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where DT is the diameter of the telescope and DFSM is the diameter of the fast steering
mirror. The required angular stroke of the FSM is (Tyson and Frazier, 2004)
StrokeFSM =
1
2
(2.5σα)
(
DT
DFSM
)
, (8-21)
assuming that the majority of the distribution lies within ±σα. As r0 is proportional to
λ6/5 then StrokeFSM is independent of λ.
If a FSM with diameter 50 mm was used at MJUO then StrokeFSM would be 76
µrad. The linear stoke would depend on the distance of the actuators from the centre of
the mirror. Typically three actuators are placed on a concentric circle on the back of a
FSM. If the actuators resided on a pitch circle diameter of 30 mm then the linear stroke
would be ∼ 1.1 µm.
8.7.1 Temporal Errors in a Tip/Tilt System
The Greenwood frequency, fG, defined by equation (1-5), describes the rate at which
turbulence is changing, in particular the rate at which both tilt and high-order wavefront
deformations are changing. Tilt changes at a slower rate compared to high-order aber-
rations (Tyler, 1994). As such a lower bandwidth is required to compensate for tip and
tilt.
When considering mean tilt, Tyler (1994) found that the single-axis tilt variance
due to a finite closed-loop bandwidth could be expressed as
(
σ2BW
)
tilt
=
(
fT
fsystem
)2(
λ
DT
)2
, (8-22)
where DT is the telescope aperture, λ is the measurement wavelength, fsystem is the
bandwidth of the control system, and fT is the Tyler frequency given by (Tyler, 1994)
fT = 0.368D
−1/6
T λ
−1
[
sec(ζ)
∫
C2N(h)V (h)
2dh
]1/2
, (8-23)
where ζ is the zenith angle and V (h) is the wind velocity profile. Tracking control in the
order of
1
4
λ
DT
(8-24)
is adequate for most astronomical applications (Tyler, 1994), hence fsystem can be set to
four times fT .
Table 8.3 indicates the fG and fT values calculated using various models for C
2
N(h)
and V (h) profiles for the 1-m telescope at MJUO, as presented in Chapter 6. In all cases
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Table 8.3: Greenwood frequency, fG, and Tyler frequency, fT , for various models for
C2N(h) and V (h) profiles. Values shown have been calculated for λ = 550 nm and DT = 1
m.
Model fG (Hz) fT (Hz)
HV 5-7; Bufton 30 4.5
MJUO3; MJUO1V 33 4.9
MJUO3; MJUO2V 68 10
MJUO3; MJUO3V 81 12
MJUO3; MJUO4V 108 15
fT ≈ 0.15fG. To encompass the majority of observation conditions at MJUO a tip/tilt
system would need to operate at approximately 60 Hz, which is four times the fT when
using the MJUO4V V (h) model. This is significantly smaller than the required bandwidth
for high-order aberration correction which was ∼ 1000 Hz. The lower system bandwidth
allows exposure times of up to ∼ 16 ms during wavefront sensing assuming minimal time
delay between wavefront sensing and tip/tilt correction.
8.7.2 Angular Anisoplanatism in a Tip/Tilt System
As a tip/tilt system can employ longer exposure times in wavefront sensing the effects of
turbulence become blurred. This results in an increase in the isoplanatic angle. When
considering tilt only the isoplanatic angle can be defined as (Hardy, 1998)
(θ0)tilt =
[
0.668k2 sec3(ζ)
∫
C2n(h)h
2dhD
−1/3
T
]−1/2
, (8-25)
Like θ0 (defined in equation (1-4)), (θ0)tilt is significantly influenced by weak high-altitude
layers. For MJUO, (θ0)tilt is 2.6 arcseconds for the MJUO3 C
2
N(h) model when λ = 550
nm.
The error associated with angular anisoplanatism for a tip/tilt system is (Hardy,
1998) (
σ2∆θ
)
tilt
=
(
∆θ
(θ0)tilt
)2
. (8-26)
Although (θ0)tilt is larger than θ0, the sky coverage attainable is very small. Based
on the estimate for (θ0)tilt for MJUO it is recommended to look at the option of a self
guiding system where the science object itself is used for tip/tilt estimation.
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8.7.3 Measurements Errors in a Tip/Tilt System
When tilt estimation consists of a simple image centroid measurement, then the single-
axis tilt error due to SNR for a quad-cell detector (i.e. 2×2 pixel array) is given by (Tyler
and Fried, 1982) (
σ2SNR
)
tilt
=
9pi2
256
(
1
SNR
)2(
λ
DT
)2
, (8-27)
where SNR is the signal-to-noise ratio of a quad-cell detector based on the number of
photons collected. For DT > r0 it can be shown that (Hardy, 1998)
(
σ2SNR
)
tilt
=
9pi2
256
(
1
SNR
)2(
λ
r0
)2
K2, (8-28)
whereK is a loss factor due to the gap between quad-cell detector elements and is normally
between 1.3 – 1.5.
For a conventional CCD detector the SNR can be expressed as (Tyson and Frazier,
2004)
SNR =
npe√
npe + npix
[
nB +
(
e
Ge
)2] , (8-29)
where npe is the number of photons collected per sub-aperture, npix is the number of pixels
per sub-aperture, nB is the number of background photons detected per sub-aperture from
the surrounding sky, e is the electron read-noise in electrons per pixel and Ge is the gain
of the CCD. npix = 4 for a quad-cell and Ge = 1 for a non-intensified CCD.
For a circular aperture sampled using a quad-cell detector, following a similar form
to equation (8-16), it can be shown that
(npe)quad−cell =
(
λ
hc
)
η
(
1
fs
)
pi
4
D2TIs, (8-30)
where η is the quad-cell quantum efficiency, fs is the sampling frequency, c is the velocity
of light, h is Planck’s constant and Is is the light intensity at the entrance of the sensor
arrangement (W/m2).
Figure 8.3 shows the effect of exposure time on (σ2SNR)tilt for various stellar magni-
tude, mv. The parameters use are those listed in Table 8.2 and the MJUO3 C
2
N(h) model
is used to estimate r0 for λ = 550 nm. With increasing mv the number of detectable
photons over the aperture decreases resulting in an increase in (σ2SNR)tilt.
The error values shown in Figure 8.3 are underestimated as it was assumed no
background radiation is detected by quad-cell detector. However the approximations
shown indicate that tilt centroid estimation should be possible in a self guiding system
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Figure 8.3: The effect of exposure time on measurement error of a quad-cell during simple
centroid estimation. Sensor operational conditions used as per Table 8.2. Model used for
C2N(h) profile is MJUO3.
regardless of the magnitude of the science object used.
Figure 8.4(a) shows the expected uncorrected image of a single star at MJUO where
the source of aberrations are limited to purely the effects of turbulence. Due to the level
of turbulence present, the uncompensated image has an angular resolution, θres, of ∼ 2.1
arcseconds with a resulting Strehl, S, of 0.0053. If tip/tilt corrections were applied based
purely on centroid estimation (Figure 8.4(b)) θres could be expected to decrease to 1.54
arcseconds with an improved S of 0.0085.
8.7.4 Centroid Anisoplanatism
Centroid anisoplanatism results from uncompensated high-order aberrations containing
a tilt component. Assuming that tilt estimation consists of a simple image centroid
measurement, then the single-axis tilt error due to centroid anisoplanatism is (Olivier
and Gavel, 1994)
σ2CA = 0.00303
(
λ
DT
)2(
DT
r0
)5/3
. (8-31)
σCA can be related to the variance of angle-of-arrival, σ
2
α (defined by equation (8-18), by
σ2CA = 0.0165σ
2
α. (8-32)
Although the second and third modes of aberration are the tip and tilt modes (refer
to Z2 and Z3 in Table 2.2) any Zernike aberration mode with a azimuthal orderm = 1 and
an odd radial order n will correspond to tilt with an order of pure-coma. Pure centroid
measurements misinterpret the orders of coma as tilt (Olivier and Gavel, 1994). If a more
detailed measurement was made of the tilt reference wavefront then the error associated
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Figure 8.4: The effect of compensation of tip/tilt aberrations using simple centroid esti-
mation for imaging at MJUO.
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Figure 8.5: The effect of number of orders of coma incorporated into the tilt measurement
on centroid anisoplanatism. Plot shown is for the MJUO3 C2N(h) model at λ = 550 nm.
with centroid anisoplanatism can be reduced. If ncoma orders of pure coma are measured
and used in the tilt estimation then the single-axis tilt error is given by (Olivier and Gavel,
1994)
σ2CA = 0.0165 (ncoma + 1)
−7/3 σ2α. (8-33)
Figure 8.5 shows the error variance associated with centroid anisoplanatism for
MJUO at a wavelength of 550 nm. Note σ2CA is small for MJUO.
8.8 Summary of AO Parameters
Current uncompensated Strehl for the McLellan 1-m telescope at MJUO is approximated
to be 0.0053. This is due to the significant level of turbulence located near ground level
(refer Chapter 6). The key parameters for AO design for MJUO are listed in Table 8.4.
The values shown have been calculated for the MJUO3 C2N(h) model for a wavelength
λ = 550 nm. Both the MJUO2V and MJUO3V V (h) models have been used for temporal
parameters to encompass light to moderate ground wind speeds.
Ideally any AO system designed for the McLellan 1-m telescope at MJUO should
be modular. It is recommended that initially the AO system be designed to be used with
science instruments that operate with the F/13.5 configuration of the telescope. However
design should remain flexible such that the system could be extended for using with the
F/7.8 science instruments at a later date.
Some measurements made with the HERCULES spectrograph superimpose a spec-
trum from an iodine cell over the measured stellar spectrum. As this functionality operates
primarily with wavelengths between 480 – 656 nm it is suggested that initially wavefront
sensing and corrections are applied over this range.
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Table 8.4: AO design parameters for the McLellan 1-m MJUO. Values shown have been
calculated using the MJUO3 C2N(h) model for a wavelength λ = 550 nm. For temporal
parameters estimates using both the MJUO2V and MJUO3V V (h) models have been
provided.
Telescope focal ratio F/13.5
Coherence length r0 (m) 0.06
Uncompensated angular resolution θres (arcseconds) 2.1
Isoplanatic angle θ0 (arcseconds) 0.8
Isoplanatic angle for tilt (θ0)tilt (arcseconds) 2.6
Greenwood frequency fG (V (h) = MJUO2V) (Hz) 68
Coherence time constant τ0 (V (h) = MJUO2V) (ms) 2.0
Tyler frequency fT (V (h) = MJUO2V) (Hz) 10
Greenwood frequency fG (V (h) = MJUO3V) (Hz) 81
Coherence time constant τ0 (V (h) = MJUO3V) (ms) 1.7
Tyler frequency fT (V (h) = MJUO3V) (Hz) 12
Initial design should focus on tip/tilt correction. To correct for high-order aberra-
tions using a NGS an intensified CCD is required. In addition, due to the size of θ0, it is
unlikely that a suitable guide star would be found.
It is suggested that the estimate of centroid position incorporate measurements of
coma. An investigation as to the number of orders of coma needed to be measured is
required.
Wavefront sensing in a tip/tilt system is only required to determine image centroid.
As such light can be focused into a smaller region. Due to the size of (θ0)tilt it is suggested
that self-guiding be employed which uses light from the science object itself to estimate
tip/tilt aberrations.
To encompass all weather conditions at MJUO it is recommended that a tip/tilt
system has a system bandwidth in the order of 60 Hz. If high ground wind speed conditions
are to be excluded then this can be lowered to 45 Hz.
Based on the values indicated in Table 8.4, the required angular stroke of a 50 mm
FSM is 76 µrad. For a FSM with actuators located on a pitch diameter of 30 mm this
equates to ∼ 1.1 µm.
216 Chapter 8. Adaptive Optics for Mount John
Chapter 9
Conclusions and Future Work
This chapter summarises the key results and makes suggestions for the direction of future
research.
Section 9.1 highlights the advantages and disadvantages of the purpose-built system,
UC-SCIDAR, as described in Chapter 3, and draws together the main conclusions from
the analysis methods presented in Chapters 4 and 5. Also discussed are the key results
from Chapters 6 and 7 from the C2N(h) and V (h) profiles and models for MJUO, and the
implications for an AO system design at the site, as presented in Chapter 8.
Section 9.2 suggests possible improvements for the UC-SCIDAR system and areas
of further research to improve the analysis of the spatio-temporal covariance profiles.
9.1 Conclusions
As part of a collaboration project between the Department of Physics & Astronomy
and the Department of Electrical & Computer Engineering, a purpose built system was
constructed to measure the optical turbulence present above MJUO. The UC-SCIDAR
system was developed from primarily off-the-shelf components at low cost. The system
employs a dual channel configuration which provides the ability to collect simultaneous
pupil-plane and generalised SCIDAR measurements, and uses a bread-board mounting
system which allows for easy component changes as required.
UC-SCIDAR saw first light at MJUO in 2003, and since then has undergone several
revisions to improve the spatial sampling of the primary mirror, the noise characteristics
of the CCDs, and temporal sampling between successive frames. The V2007 system
utilises cameras that can readily capture images at a frame rate of 60 Hz, providing a
sufficiently high frame rate for V (h) profiling. The V2007 system also includes the use
of a removable beamsplitter, which allows for a simple change between single and dual
camera capture modes. This feature proved useful in the presence of thin cloud cover and
for data collection using fainter stars. The current system is highly portable and could
easily be mounted onto a different telescope through the use of a different mounting plate.
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V (h) profiling using SCIDAR data is commonly performed on a 2-m class telescope.
This allows the use of full triplets (i.e. central peak with two secondary peaks) to locate
high altitude layers. For a 1-m telescope, the maximum detectable velocity, Vmax(h), is
significantly less for the same frame rate, 1/∆t, and binary star angular separation, φ.
For φ = 14 arcseconds and using a CCD frame rate of 30 Hz, as used in the V2005 system,
Vmax(h) for a 10 km layer is 9.6 m/s using full triplet analysis. This increases to 19 m/s
for a frame rate of 60 Hz, as used in the V2007 system. When φ = 4, Vmax(h) is 24 m/s
and 48 m/s for a frame rate of 30 Hz and 60 Hz respectively.
The use of partial triplet analysis (i.e. detection of the central peak and one sec-
ondary peak) removes the dependence of Vmax(h) on φ, and instead the limiting factor
becomes the diameter of the telescope aperture. For a 1-m telescope Vmax(h) increases to
30 m/s and 60 m/s for 30 Hz and 60 Hz respectively.
9.1.1 MJUO Profiling
UC-SCIDAR measurements taken between 2005 – 2007 detected strong NGT with a
weaker layer located at 12 – 14 km above sea level. On calm nights, a third mid-altitude
layer was detected at ∼ 6 km above sea level. In a significant amount of data the strong
low altitude turbulence extended up to 4 km above sea level. Monthly averages for the
coherence length, r0, and the isoplanatic angle, θ0, calculated for a wavelength of 589 nm,
are presented in Table 9.1. The results suggest an average r0 of 12 ± 5 cm and 7 ± 1
cm for pupil-plane and generalised profiles respectively. This corresponds to an angular
resolution, θres, of 2.1 arcseconds for the full profile. The average θ0 values were 1.5± 0.5
arcseconds and 1.1± 0.4 arcseconds for pupil-plane and generalised profiles respectively.
Temporal analysis detected layers located at similar altitudes, with tropopause layer
velocities of 12 – 30 m/s, dependent on weather conditions. Low altitude turbulence layers
had velocities ranging from 2 m/s to well in excess of 24 m/s. The monthly averages for
Greenwood frequency, fG, are shown in Table 9.2. Unfortunately no seasonal trends could
be established due to the gaps in the V (h) profiles obtained.
Little seasonal variation was detected in the C2N(h) profiles obtained. Both C
2
N(h)
and V (h) profiles were highly dependent on the weather conditions.
A modified Hufnagel-Valley (HV) model was developed to describe the C2N(h) profile,
incorporating a strong NGT layer, a layer at 11 km above the telescope (i.e. 12 km above
sea level) and two additional layers: one at 5.5 km above the telescope and the other at
1.5 km above the telescope extending up to 4 km. The resulting model estimates an r0
of 6 cm for a wavelength of 589 nm, which corresponds to a θres of 2.5 arcseconds. θ0 is
estimated at 0.9 arcseconds.
A series of V (h) models were developed, based on the Greenwood wind model with
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Table 9.1: Monthly averages and standard deviations for r0 and θ0. This table is an
abbreviated form of Table 7.2 (page 181).
Pupil-plane Generalised
Month r0 σr0 θ0 σθ0 r0 σr0 θ0 σθ0
(m) (m) (arcsec) (arcsec) (m) (m) (arcsec) (arcsec)
June 2007 0.12 0.03 1.8 0.7 0.05 0.00 1.1 0.3
May 2007 0.11 0.07 1.3 0.9 0.06 0.01 1.0 0.3
January 2007 0.06 0.03 0.8 0.2 0.05 0.02 0.9 0.1
August 2006 – – – – 0.09 0.03 2.2 0.4
April 2006 0.07 0.04 0.7 0.1 0.05 0.01 1.0 0.4
August 2005 0.10 0.02 1.7 0.4 0.08 0.01 1.1 0.1
July 2005 0.18 0.04 2.2 0.4 0.07 0.01 1.2 0.2
June 2005 0.22 0.03 1.8 0.3 0.06 0.01 1.1 0.1
May 2005 0.12 0.01 1.7 0.2 0.07 0.01 1.0 0.2
April 2005 0.11 0.03 1.3 0.3 0.07 0.01 0.9 0.1
March 2005 0.15 0.03 1.6 0.7 0.08 0.02 1.1 0.3
Table 9.2: Nightly average for fG for all months where available. This table is a repeat
of Table 7.3 (page 186).
Pupil-plane Generalised
Month fG (Hz) σfG (Hz) fG (Hz) σfG (Hz)
June 2007 26 12 29 31
May 2007 30 23 8 13
January 2007 20 15 – –
July 2005 10 7 11 14
June 2005 13 5 10 18
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an additional Gaussian peak located at low altitudes to model the V (h) profiles seen at
MJUO. The models correspond to calm, light, moderate and strong ground wind speed
conditions seen at the site. Using the modified HV model for C2N(h) profiles and the
suggested model for V (h) profiles in the presence of moderate ground wind speeds, fG
was estimated at 79 Hz for a wavelength of 589 nm. The Tyler frequency, fT , was
estimated at 12 Hz for a wavelength of 550 nm, and 11 Hz at 589 nm.
The implications of the C2N(h) and V (h) profiles at MJUO on an AO system design
were discussed and summarised in Chapter 8. Due to financial considerations, it is
recommended that the initial AO design for the 1-m McLellan telescope focus on the
correction of tip/tilt only. Due to the small θ0, the system should be self-guiding, as it is
unlikely any star located in close proximity to the science object would be suitable as a
guide star. The low fT obtained suggests that an AO system bandwidth in the order of
60 Hz is adequate to correct for tip/tilt aberrations.
9.2 Future Work
The CCD cameras used in the UC-SCIDAR system were acquired at low cost and had
poor noise characteristics. Although changes made to the spatial sampling across the
primary mirror improved the signal-to-noise characteristics of the data, the background
noise level was still high, limiting the observable objects for SCIDAR data. The V2005
system provided useful profiles from α Cen and α Cru, and the changes in the cameras
meant that θ Eri and υ Car could also be used. However the number of observable star
systems was still limited. The use of cameras with much improved noise characteristics
and quantum efficiency would be beneficial. Ideally SCIDAR measurements using stars
of magnitude mv = 4 would be required, as this would increase the number of usable
SCIDAR objects to 10 – 20 star systems. The advancements in technology over the past
few years have seen significant performance improvements in low cost CCD cameras. The
same money spent today to acquire CCDs used in the V2005 system will provide a CCD
camera with significantly improved characteristics.
Analysis of the measurements taken for use in C2N(h) profiling utilised standard
techniques. Secondary peak slice extraction is typically performed by taking the difference
between a slice taken in the direction of the binary and a slice taken perpendicular to
the binary. In practice a residual central peak results due to pixelisation, which can lead
to false low altitude layers or the true strengths of low altitude turbulent layers being
overestimated. This is particularly true for narrow binary star systems that result in
poor altitude resolution, and strong near ground turbulence (NGT). In the presence of
strong NGT the central peak elongates in the direction of the binary, adding to the issues
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associated with the identification of secondary peaks. In some cases the pupil-plane r0
estimate would be less than the generalised r0 estimate. In these cases the generalised
r0 estimate was used, because the pupil-plane result was deemed to be unreliable. At-
tempts were made to correct for this issue by means of truncation, but with no success.
Further investigation is required to devise a method that would improve the extraction
of secondary peak information.
The velocity detection algorithm employed was based on a modification of CLEAN.
Current covariance models do not adequately match profiles seen, so the algorithm utilises
a rectangular mask. To improve the data mask used, further investigation is required
into the shape of the spatio-temporal covariance profile as it approaches the edge of the
aperture under the presence of noise. It would be desirable to identify a mathematical
relationship for the partial triplet profile to aid in the automatic detection of partial
triplets.
Exposure times for the analysis of C2N(h) and V (h) profiles were limited to ≤ 3.5
ms to limit excessive blurring of scintillation from fast moving layers. Even with this
restriction some blurring of the 2D triplet profile occurred for fast moving layers. A full
investigation of the effects of exposure time on the triplet profile is suggested, with the
aim of refining the mask used in a CLEAN algorithm for velocity detection. Other factors
that result in the blurring of triplet peaks include the partial failure of Taylor’s hypothesis
and velocity fluctuations.
Analysis models used during this research assumed that turbulence could be de-
scribed using Kolmogorov statistics. It has been suggested that in the presence of strong
turbulence Kolmogorov theory should be modified (Toselli et al., 2007). The NGT present
at MJUO is exceptionally strong and hence Kolmogorov turbulence may be inappropriate
for the analysis of data from MJUO. In the C2N(h) analysis the kernel used for the inversion
would require modification. For the V (h) analysis, the measured V (h) will not change,
however an investigation into the effects of non-Kolmogorov turbulence may help to refine
the triplet mask.
Variations detected in the C2N(h) and V (h) profiles above MJUO, as measured by
UC-SCIDAR, suggested a connection between the weather conditions noted by observers
and the profiles measured. It is suggested that data obtained from UC-SCIDAR be
correlated to meteorological data to investigate whether SCIDAR data could predict
weather-related seeing over the site.
The modified HV model used to describe the C2N(h) profile above MJUO has a broad
peak associated with the tropopause region. This results in a decrease seen in the θ0
estimate based on the model. The suggested model could be further refined by narrowing
the peak of the tropopause, increasing the θ0 estimate from the model. Although adequate
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models for V (h) profiles were determined, it is recommended that more temporal data be
collected to refine the models. An investigation into the correlation between low and high
altitude velocities should also be conducted.
9.2.1 Increasing NGT Strength
During the full analysis of all data an issue was highlighted with respect to the different
detected strengths for a given layer in simultaneous pupil-plane and generalised data.
Consider a simulated profile with three layers located at near-ground, 5 and 10 km
above the telescope, where the NGT layer is of variable strength. Table 9.3 shows the
strengths of the 5 and 10 km layer.
Table 9.3: The altitude and turbulence strength of the mid- to high-altitude layers present
in a simulated profile.
Layer Altitude
∫
C2N (h)dh r0(λ = 589nm)
(km) (m1/3) (cm)
5 1× 10−13 38.95
10 3× 10−13 20.15
Figure 9.1 shows the resulting C2N(h) profiles that are obtained from ideal covariances
with no noise for a binary star system using the system of equations discussed in Chapter
2 on scintillation and covariances. Consider that case where no regularisation is used
in the estimation of the C2N(h) profile, i.e. γ = 0 (Figure 9.1(a)). As expected, the
calculated C2N(h) strength seen for the 5 and 10 km layers are constant within margin
of error, both in the peak strength and width, for increasing strength of NGT ranging
from no NGT, as is assumed to be the case during pupil-plane analysis, to strong NGT
of C2N(h)∆h = 3× 10−12 m1/3. With increasing levels of regularisation, γ (Figures 9.1(b)
and 9.1(c)), the peak strengths decrease. However the area under the curve is constant
resulting in a constant r0 estimate of 38 – 39 cm and ∼ 20 cm for the 5 and 10 km layers
respectively. However the ideal covariance assumes that there are an infinite number of
frames used in its determination. In reality only a small number of frames are used.
Figure 9.2 shows the resulting C2N(h) profiles obtained from an ensemble of 1000 sim-
ulated scintillation frames with no noise and increasing NGT strength. For the simulation
shown, a binary star system with an angular separation of 10 arcseconds and magnitude
difference of 1.36 was used, assuming measurements taken at zenith. In each case the
spatial sampling across the aperture was 0.0031 m/pix, the regularisation parameter was
set to 0.1, and the width of the Gaussian used had a σ = 0.003. (See Appendix F for
the significance of σ during the simulation of scintillation frames.) A defocus distance of
3 km was used for generalised SCIDAR simulations. Table 9.4 shows the values of the
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Figure 9.1: C2N(h) profiles obtained from ideal covariances with no noise for increasing
strength of NGT. (a) As expected, the calculated C2N(h) strength of the 5 and 10 km layers
from an ideal profile is constant in peak strength and width. (b) and (c) With increasing
regularisation, γ, the peak strength of the 5 and 10 km layers decreases. However the
area under the curve remains constant within margin of error.
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Figure 9.2: C2N(h) profiles obtained from simulated scintillation frames with no noise for
increasing strength of NGT. As NGT strength increases the detected peak strengths of
the 5 and 10 km layers decrease significantly. The area under the curve also decreases
resulting in an increase in the estimated r0 values. 1000 frames were used in the sample,
with σ = 0.003 and γ = 0.1. All other parameters for the simulation match those used
for Figure 9.1.
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peak strengths and the corresponding r0 estimates for the 5 and 10 km layers using a
wavelength of 589 nm.
The peak strengths of the higher altitude layers is significantly less than the ideal
case for the same regularisation value. For the 10 km layer this did not make a significant
impact on the estimate for r0 for the layer, but for the 5 km layer there is a notable
difference between both the ideal and the pupil-plane simulation indicated. Little to
no difference can be seen between the pupil-plane and generalised profile with no NGT
as expected, as the only difference between the two simulations is the defocus distance
associated with the measurement plane being located in a different location. However
what is surprising is the significant drop in layer strength with an increase in NGT for
both high altitude layers in terms of peak value and area under the curve, and the resulting
increase in the r0 estimate for each layer.
In the estimated r0 for the 10 km layer the difference seen between the estimate for
no NGT strength (r0 = 0.18±0.03 m) and a NGT strength of C2N(h)∆h = 3×10−12 m1/3
(r0 = 0.26 ± 0.05 m) for γ = 0.1 is approximately 50%. The estimated r0 for the 5 km
layer also sees the same 50% difference where r0 = 0.34± 0.06 increases to 0.51± 0.09 m
between no NGT and NGT of 3× 10−12 m1/3.
The issue of weaker upper layer strengths in generalised data compared to that
detected in pupil-plane data was particularly noticeable in data taken on 3 May, 2007
(Figure 9.3). Both the pupil-plane and generalised data has been scaled to the same
colour scale. If an ideal profile was found then the layer seen at 12 – 15 km above sea
level would show similar colour range in both Figures 9.3(a) and 9.3(b). Examination of
the near-ground layer detected in the generalised data shows the C2N(h)∆h NGT strength
is approximately 2.4 × 10−12 m1/3. Based on the values indicated in Table 9.4, this can
lead to a peak strength of the tropopause region that is 33% less for generalised data than
that detected for pupil-plane data. If a constant correction factor of 0.33 was applied to
the layer detected in the tropopause region (Figure 9.3(c)) then the colour ranges match
that detected in the pupil-plane data. It should be noted that this correction has little
effect on the estimated r0 for the profiles, due to the strength of the NGT layer dominating
the profiles.
Further investigation is required to ascertain the true effects on the number of scin-
tillation frames used in the estimation on the resulting layer strengths. From a thorough
investigation one should be able to devise a relationship between the number of frames
used and the strength of the NGT layer to interpolate a correction factor that can be
applied to the higher altitude layers. Using a constant correction factor for a given
altitude range is not appropriate as the width of the layer is also effected by the increase
in NGT.
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(a) Pupil-plane
(b) Generalised
(c) Corrected Generalised
Figure 9.3: C2N(h) profiles collected on 3 May, 2007. Ideally the colour range used for the
layer detected at 12 – 15 km above sea level should be the same for the (a) pupil-plane and
(b) generalised measurements as the colour scale on the plots is identical. (c) Applying
a constant correction factor of 0.33 to the data detected in the tropopause region brings
the peak strength of the layer up to similar strengths detected in the pupil-plane data.
Appendix A
Sign Conventions Used for Optics
To aid in the understanding of optical diagrams and formulas throughout this thesis, a
standard sign convention is utilised. The sign conventions used are the same as those
defined in Greivenkamp (2004) and are show graphically in Figure A.1.
• The optical axis is in the z-axis.
• All distances are measured relative to a reference point, line or plane. Within a
Cartesian coordinate system distances above or to the right are positive; distances
below or to the left are negative.
• All angles are measured relative to a reference line or plane: counter-clockwise angles
are positive; clockwise angles are negative.
• Light travels from left to right (from −z to z) in a medium with a positive refractive
index.
Figure A.1: Sign conventions for optical diagrams used in this thesis. Based on sign
conventions in Greivenkamp (2004).
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Appendix B
Determination of the Defocus Distance from
Data
For the design of a SCIDAR system the lenses used are selected to provide adequate
spatial sampling across the aperture of the telescope and appropriate generalised plane
measurements for an ideal case. Figure B.1 shows the lens configurations for both pupil-
plane and generalised SCIDAR.
B.1 Ideal Defocus
For pupil-plane SCIDAR (Figure B.1(a)), the telescope aperture is imaged onto a CCD
by a field lens Lp. The focal length of Lp is chosen to give the correct sampling across the
telescope aperture. Using the thin lens formula, the focal length of Lp, fp, is given by
1
fp
=
1
ip
− 1
pp
, (B-1)
where ip is the distance from Lp to the CCD and pp is the distance between Lp and
the telescope primary mirror, LT, assuming that the aperture plane coincides with the
primary mirror. Based on the sign conventions defined in Appendix A (page 227), pp is
negative measured from Lp. The magnification of Lp, mp, is given by
mp =
ip
pp
= −hp
hT
, (B-2)
where hp is the size of the aperture image at the CCD and hT is the size of the aperture.
Similar equations can be found for the generalised SCIDAR lens configuration (Fig-
ure B.1(b)) such that
1
fg
=
1
ig
− 1
pg
, (B-3)
where fg is the focal length of Lg, ig is the distance from Lg to the CCD and pg is the
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Image of
telescope pupil
(CCD plane)
pp ip
(a) Pupil-plane Lens Placement
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hT
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plane (CCD plane)
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plane in LT
iT pg ig
(b) Generalised Lens Placement
Figure B.1: Optical layout for pupil-plane and generalised SCIDAR. In pupil-plane SCI-
DAR, the telescope mirror, LT, is imaged by the field lens, Lp, onto the CCD plane. For
generalised SCIDAR, Lp is replace by Lg. In this case LT acts like another lens. The
combination of LT and Lg image a measurement plane located at d below the telescope
onto the CCD plane. (Image is based on Fig. 2 in Klu¨ckers et al. (1998).)
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distance between Lg to the image of LT, and
1
fT
=
1
iT
− 1
d
, (B-4)
where fT is the focal length of LT, iT is the distance from LT to the image and d is the
distance to the measurement plane (defocus distance).
If pp is sufficiently large then the lens Lp is placed at approximately fT away from
LT, hence
fT ≈ −pp = iT − pg, (B-5)
where pp and pg are negative measured from Lp and Lg respectively.
From equations (B-4) and (B-5),
d = −
(
f 2T + fTpg
pg
)
. (B-6)
Using equation (B-3),
d ≈ −f
2
T (fg − ig)− fTfgig
fgig
. (B-7)
If Lp and Lg are placed such that ip ≈ ig and pp is sufficiently large such that
ip ≈ fp. (B-8)
then equation B-7 becomes
d ≈ −f
2
T (fg − fp)− fTfgfp
fgfp
. (B-9)
SCIDAR measurements at MJUO taken with the 1-m McLellan telescope operating
at a F/13.5 focal ratio. A pupil-plane SCIDAR lens of focal length 12.7 mm and a
generalised SCIDAR lens of focal length 10 mm results in a defocus distance, d, of 3.89
km below the telescope.
B.2 Defocus from Pupil-plane Image Size
The above calculations assumes thin lenses. In practice the lenses used in the UC-SCIDAR
system are achromat doublets, which are fat lenses. As such the precise location of each
field lens with respect to the image plane differs slightly. In addition, there exists a depth
of focus that will produce an acceptable pupil-plane SCIDAR image. Hence the telescope
pupil will not coincide with the primary mirror (or aperture), but rather be located
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somewhere between the primary and secondary mirrors. The exact distance between the
pupil-plane field lens and the image plane cannot be measured and the precise location
of the telescope pupil cannot be determined.
Through practical experimentation, it was found that the distance between the
pupil-plane field lens and the primary mirror, pp, that results in an acceptable pupil-
plane SCIDAR image was fT±2fp. For any given SCIDAR measurement, it is impossible
to know the exactly distance of pp. However the size of the SCIDAR image varies as the
telescope is moved through this range. One can interpolate the necessary measurements
for defocus calculations based on the size of the image collected.
To simplify calculations it is assumed that the distance between the aperture plane
and the primary mirror LT, is small compared to fT.
Using the measured image magnification assuming that the size of the aperture is
the size of the primary mirror diameter, then, from equations (B-1) and (B-2), the position
of Lp with respect to the CCD is
ip = (1−mp)fp. (B-10)
If the size of generalised SCIDAR image at the CCD, hg ≈ hp, then equation (B-7)
becomes
d ≈ −f
2
T (fg − (1−mp)fp)− (1−mp)fTfgfp
(1−mp)fgfp . (B-11)
For the same system described above, producing a pupil-plane and generalised SCI-
DAR image of 127 pixels in diameter on a CCD with 7.4 µm square pixels, d would be
3.87 km below the telescope.
B.3 Defocus from Generalised Image Size
During the alignment of the capture system, the telescope focal position is moved in the
attempt to make the generalised images the same size as the pupil-plane images. Due
to the blurred nature of the generalised image edges, this is difficult to achieve. More
often then not, the generalised image captured is larger than the pupil-plane image. This
was due to the slight variations in the lens placements for the pupil-plane and generalised
measurements.
If the magnification resulting from Lgwas given by
mg = − hg
hT
, (B-12)
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where hg is the size of the generalised SCIDAR image at the CCD, then
(ip)eff = −mgfT, (B-13)
where (ip)eff is the effective pupil-plane lens placement of Lp that will result in an image
of size hg. Note that due to the concept of depth of focus are there two possible values
for (ip)eff , located ∆i on either side of ip, such that
(ip)eff = ip ±∆i. (B-14)
Assuming the Lp and Lg lenses are placed such that ig = ip+∆i = ip+ |ip− (ip)eff |
then
ig = fT (−mp + |mg −mp|) . (B-15)
generalised SCIDAR measurements with UC-SCIDAR typically resulted in hg > hp, hence
ig = fT (mg − 2mp) . (B-16)
and equation (B-7) becomes
d ≈ −f
2
T (fg − fT (mg − 2mp))− fTfgfT (mg − 2mp)
fgfT (mg − 2mp) . (B-17)
To correct for large zenith angles, ζ, d can be multiplied by cos ζ.
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Appendix C
Mounting Plate Drawings for UC-SCIDAR
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Appendix D
Noise Removal
Analysis of SCIDAR data requires averaged covariance functions. However data frames
contain scintillation information as well as measurement noise. Although the averaging
process reduces the random effects of measurement noise it is desirable to perform addi-
tional noise removal prior to analysis. This is done by one of two different regimes: the
removal of noise covariance from data covariances, or the removal of the mean noise from
individual data frames.
Removal of Noise Covariance: Let m(ρ, φ, t) denote the observed data taken at
time t at coordinates ρ = (x, y) using a binary star system with separation φ. Hence
m(ρ, φ, t) = (s(ρ, φ, t) + s¯(ρ, φ, t)) + (n(ρ, φ, t) + n¯(ρ, φ, t)), (D-1)
where s(ρ, φ, t) denotes the zero-mean scintillation data, s¯(ρ, φ, t) is the mean scintillation
data and (n(ρ, φ, t) + n¯(ρ, φ, t)) denotes the noise present. The SCIDAR spatio-temporal
covariance used in analysis can be found using
C⊗B (ρ, φ,∆t) = [(s(ρ, φ, t) + s¯(ρ, φ, t))− s¯(ρ, φ, t)]
⊗[(s(ρ, φ, t+∆t) + s¯(ρ, φ, t+∆t))− s¯(ρ, φ, t+∆t)]
= s(ρ, φ, t)⊗ s(ρ, φ, t+∆t) (D-2)
where ∆t is the time difference between successive frames and the ⊗ operator denotes
convolution. Let the correlation of the measured data be defined as
C⊗m(ρ, φ,∆t) = m(ρ, φ, t)⊗m(ρ, φ, t+∆t)
= (s(ρ, φ, t)⊗ s(ρ, φ, t+∆t)) + (s¯(ρ, φ, t)⊗ s¯(ρ, φ, t+∆t))
+(n(ρ, φ, t)⊗ n(ρ, φ, t+∆t)) + (n¯(ρ, φ, t)⊗ n¯(ρ, φ, t+∆t))
+(s¯(ρ, φ, t)⊗ n¯(ρ, φ, t+∆t)) + (n¯(ρ, φ, t)⊗ s¯(ρ, φ, t+∆t)), (D-3)
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and the correlation of the mean data, m¯ = s¯+ n¯, be
C⊗m¯(ρ, φ,∆t) = m¯(ρ, φ, t)⊗ m¯(ρ, φ, t+∆t)
= (s¯(ρ, φ, t)⊗ s¯(ρ, φ, t+∆t)) + (n¯(ρ, φ, t)⊗ n¯(ρ, φ, t+∆t))
+(s¯(ρ, φ, t)⊗ n¯(ρ, φ, t+∆t)) + (n¯(ρ, φ, t)⊗ s¯(ρ, φ, t+∆t)), (D-4)
Let the correlation of the noise be defined as
C⊗n (ρ, φ,∆t) = (n(ρ, φ, t) + n¯(ρ, φ, t))⊗ (n(ρ, φ, t+∆t) + n¯(ρ, φ, t+∆t))
= (n(ρ, φ, t)⊗ n(ρ, φ, t+∆t)) + (n¯(ρ, φ, t)⊗ n¯(ρ, φ, t+∆t)), (D-5)
C⊗n¯ (ρ, φ,∆t) = n¯(ρ, φ, t)⊗ n¯(ρ, φ, t+∆t). (D-6)
Thus,
C⊗B (ρ, φ,∆t) = C
⊗
m(ρ, φ,∆t)− C⊗m¯(ρ, φ,∆t)− C⊗n (ρ, φ,∆t) + C⊗n¯ (ρ, φ,∆t). (D-7)
Removal of Mean Noise: The removal of mean noise is much more straight
forward. The mean noise frame, calculated from dark frame noise, is subtracted from
m(ρ, φ, t) prior to the calculation of the frame correlation, such that
C⊗(m−n¯)(ρ, φ,∆t) = (s(ρ, φ, t)⊗ s(ρ, φ, t+∆t)) + (s¯(ρ, φ, t)⊗ s¯(ρ, φ, t+∆t))
+(n(ρ, φ, t)⊗ n(ρ, φ, t+∆t)). (D-8)
If one assumes that the noise is not correlated then
(n(ρ, φ, t)⊗ n(ρ, φ, t+∆t)) = 0. (D-9)
In addition, as the average measurement contains only mean scintillation then
C⊗m¯(ρ, φ,∆t) = (s¯(ρ, φ, t)⊗ s¯(ρ, φ, t+∆t)). (D-10)
Hence for the removal of mean noise the SCIDAR spatio-temporal covariance is found by
C⊗B (ρ, φ,∆t) = C
⊗
(m−n¯)(ρ, φ,∆t)− C⊗m¯(ρ, φ,∆t). (D-11)
Figure D.1 indicates the algorithm steps used to calculate noise removed covariance
data using both methods.
239
(a) Removal of noise covariance
(b) Removal of mean noise
Figure D.1: The main steps taken to determine noise removed covariance data. Two
different regimes are used: (a) the removal of noise covariance from data covariances, and
(b) the removal of mean noise from individual data frames.
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Figure D.2 shows the effect of noise removal using the two different regimes pre-
sented. When no noise removal is employed, shown in Figures D.2(a) and D.2(b), the
2D covariance and extracted 1D slice contain background noise which impacts on the
data. When removing noise by way of subtracting the noise covariance, shown in Figures
D.2(c) and D.2(d), the background noise is minimised. However removing noise by way
of subtracting the average noise, shown in Figures D.2(e) and D.2(f), the strengths of
the covariance peaks are affected and background noise is not removed properly. This
suggests that the assumption that noise is not correlated is incorrect for this data and
hence noise removal by way of subtracting noise covariance should be employed.
The majority of data collected during the course of this research was analysed using
subtracted noise covariances. However some data collected during January 2007 used
noise removal by way of subtracting average noise due to the noise characteristics of the
CCD employed at the time. This was discussed in section 3.4.1 (page 46).
D.1 Aperture Normalisation
All data measured is subject to an aperture. As a result C⊗B (ρ, φ,∆t) should be normalised
for aperture effects to remove any bias toward the aperture. This can by done by dividing
C⊗B (ρ, φ,∆t) by the correlation of the mean signal, s¯ = m¯− n¯, such that
CB(ρ, φ,∆t) =
C⊗B (ρ, φ,∆t)
C⊗(m¯−n¯)(ρ, φ,∆t)
, (D-12)
where
C⊗(m¯−n¯)(ρ, φ,∆t) = (m¯(ρ, φ, t)− n¯(ρ, φ, t))⊗ (m¯(ρ, φ, t+∆t)− n¯(ρ, φ, t+∆t)). (D-13)
If sufficient number of samples are taken then C⊗(m¯−n¯)(ρ, φ,∆t) approaches C
⊗
(m¯−n¯)(ρ, φ, 0)
as s¯(ρ, φ, t) ≈ s¯(ρ, φ, t+∆t).
The specifics of aperture normalisation as it applies to C2N(h) and V (h) determina-
tion are discussed further in Chapters 4 and 5 respectively.
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(b) 1D slice with no noise removal
Aperture Position (m)
Ap
er
tu
re
 P
os
itio
n 
(m
)
−1 0 1
−1
−0.5
0
0.5
1
(c) 2D covariance removing noise
covariance
0 5 10 15 20
−5
0
5
10
x 105
Altitude Above Measurement Plane (km)
Co
va
ria
nc
e 
St
re
ng
th
(d) 1D slice removing noise covariance
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(f) 1D slice removing average noise
Figure D.2: Effect of noise removal on covariance data using different regimes. ((a) and
(b)) If no noise is removed the extracted data contains noisy spikes. ((c) and (d)) The
removal of noise covariance reduces the spikes and background noise detected. ((e) and
(f)) Noise removal using average noise does not properly remove background noise and
affects the strength of the covariance peaks detected considerably. This suggests that the
assumption that noise is not correlated is incorrect for this data.
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Appendix E
C2N(h) Analysis for Individual Runs
This appendix is an electronic appendix where the C2N(h) analysis for individual runs
are found within files separated into individual observational months. Each observational
month file contains all the runs associated with that month. A sample page has been
included here.
List of Files:
Filename Observational Month
200407.pdf July 2004
200502.pdf February 2005
200503.pdf March 2005
200504.pdf April 2005
200505.pdf May 2005
200506.pdf June 2005
200507.pdf July 2005
200508.pdf August 2005
200509.pdf September 2005
200604.pdf April 2006
200608.pdf August 2006
200701.pdf January 2007
200705.pdf May 2007
200706.pdf June 2007
All files are located in the root directory of the attached CD.
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jun05:run30
Run ID run30
Time (UT) 13-Jun-2005 10:59:00
No. Frames Captured:4750 (19 blocks); Used:2500 (10 blocks)
Rig V2005: C0:f12.7mm Micropix M640 Straight, C1:f10mm Thor-
labs DC111 Side
Filtering Pre-filtering
Exposure/Gain 1 ms / max gain
Star α Cen: φ:10.2 arcseconds, m1:-0.01, ∆m:1.36, Epoch:2005.5
Stellar Coords Dec: -60:51:20; HA: 01:08:00
Zenith Angle 19.73◦ (Air Mass: 1.06)
Air Temp 3.2◦C
Comments computer froze on block 20
Camera ID: C0
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SNR 26.7 Altitude Limits (km) 0 - 20 2 - 20
% Satuation 0.0
∫
C2N (h)dh (m
1/3) 0.239× 10−12 0.000× 10−12
mean max pixel 224.51 εC (%) 36.2 36.2
Process Inputs [9 66 25 2] r0 (m) 0.223 0.223
γ 0.15 εr0 (m) 0.048 0.048
defocus (km) -0.00 θ0 (arcseconds) 1.653 1.653
dr (m.pix−1) 1/124 εθ0 (arcseconds) 0.368 0.368
dh (m.pix−1) 154
hmax (km) 19.6
Camera ID: C1
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SNR 27.3 Altitude Limits (km) -3 - 17 -1 - 17
% Satuation 1.0
∫
C2N (h)dh (m
1/3) 2.740× 10−12 0.000× 10−12
mean max pixel 255.00 εC (%) 22.8 22.8
Process Inputs [8 21 20 -1] r0 (m) 0.052 0.066
γ 0.05 εr0 (m) 0.007 0.009
defocus (km) -3.10 θ0 (arcseconds) 1.021 1.036
dr (m.pix−1) 1/120 εθ0 (arcseconds) 0.154 0.155
dh (m.pix−1) 159
hmax (km) 17.1
Appendix F
Simulation of Scintillation Covariance
Simulations used in this thesis used one of two different methods depending on what
was being examined at the time. Ideal covariances are easily generated by determining
the spatio-temporal covariance of a single star and creating the triplet pattern seen for
a binary star accordingly. (The spatio-temporal covariance function for a binary star is
discussed in detail in Chapter 2, section 2.4, page 26.) However in most cases it was
necessary to start with scintillation images. The technique employed for the simulation of
scintillation images assumed Kolmogorov turbulence and is discussed in detail in Johnston
and Lane (2000) and Johnston (2000), including full mathematical treatment. The key
aspects to understanding the extension to the simulations employed in this thesis for the
simulation of SCIDAR images and the resulting spatio-temporal covariances as discussed.
In SCIDAR, the spatio-temporal covariance function resulting from the scintillation
frames for multiple layers can be approximated by the summation of the covariances due
to the individual layers. As such, during simulation each layer is treated separately. The
following discussion is for the single layer case.
F.1 Scintillation Frames from Binary Star Systems
Simulations of atmospheric turbulence is achieved by generating a series of phase screens,
where each phase screen is a snap-shot of the phase distortions induced by a given layer
structure. Scintillation frames are estimated by propagating the phase distortions induced
by the phase screens over the distance z which describes the height of a given layer above
the measurement plane. The algorithm for generating a scintillation frame resulting from
a single star is outlined in Johnston and Lane (2000).
The accuracy of the simulated single star scintillation frame is determined by a user-
defined parameter σ which defines the width of a Gaussian that is used during simulation
to ensure computable solutions. The Gaussian is convolved with the computed incident
wavefront during propagation calculations. This allows assumptions regarding stationary
phase to be applied to the solution (Johnston and Lane, 2000). As the convolution during
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simulation introduces an error, it is desirable to use σ → 0. A small σ will mean that the
simulation is more accurate but requires more computation time. For simulations used
throughout this thesis, σ = 0.003.
Simulation of binary star system SCIDAR scintillation covariances is an extension
of the simulation of single star scintillation frames. A scintillation matrix for a single
star is calculated for a given layer strength C2N(h)∆h located at z = |h − d| above the
measurement plane, where h is the height of the layer above the telescope and d is the
negative distance to the measurement plane below the aperture. This frame is then scaled
by
α = 10−0.4∆m, (F-1)
where ∆m is the magnitude difference between the binary star system components, and
is shifted by
s|h−d| = |h− d| sec(ζ)φ, (F-2)
where φ is the angular separation of the binary star system and ζ is the zenith angle.
An aperture is applied to the shifted and scaled scintillation matrix along with the orig-
inal scintillation matrix. Both resulting matrices are then overlapped with a separation
between aperture centres of
sd = d sec(ζ)φ (F-3)
and then used in the determination of the covariance data. Simulations used in this thesis
typically assume that ζ is zero.
The main steps of the algorithm used are outlined in Figure F.1.
Figure F.2 shows how the above method for simulated binary star system scintilla-
tion covariances compares with the ideal covariance profiles as computed from ideal single
star covariances determined using equation 8.13 in Roddier (1981). To compare ideal
profiles it is necessary to convolve the ideal profile with a Gaussian with width σ, where
σ is the same value used in the simulation of scintillation frames.
F.2 Simulations for ∆t > 0
Using the algorithms described in Johnston and Lane (2000), each scintillation frame is
temporally independent. To simulate temporal motion of a layer it is therefore neces-
sary to use the same scintillation frame. Consider a layer with a given wind velocity,
V (h), sampled such that the time delay between successive scintillation frames is ∆t. As
above, the single star scintillation matrix is scaled and shifted to approximate the binary
companion aperture, however the single star scintillation matrix is now generated with
an aperture dimension of 3D where D is the telescope diameter. This does not change
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Figure F.1: Flowchart depicting the key steps in simulating binary star SCIDAR scintil-
lation covariance.
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Figure F.2: Extracted slice from simulated covariances using different simulation methods.
Common simulation parameters are as follows: φ = 4 arcseconds, ∆m = 0.3, z = 10 km,
λ = 589 nm, r0(λ) = 20.15 cm, D = 1 m.
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the spatial sampling that is applied to the simulation, but rather ensures that sufficient
number of pixels are available to simulate a maximum detectable velocity. If one assumes
that Taylor’s hypothesis holds true, then both the original scintillation matrix and the
scaled, shifted companion matrix can be shifted by
sv = V (h)∆t (F-4)
prior to the application of the aperture. This velocity shifted binary star scintillation
image is cross-correlated with the binary star scintillation image prior to velocity shift
to obtain spatio-temporal covariance data. Figure F.3 outlines the main steps in sim-
ulating spatio-temporal covariances and Figure F.4 shows an ideal 2D spatio-temporal
covariance, a shifted ideal covariance using equation 8.13 in Roddier (1981), and a 2D
spatio-temporal covariance calculated from simulated scintillation frames using the above
suggested algorithm.
Figure F.3: Flowchart depicting the key steps in simulating temporal movement in SCI-
DAR scintillation frames.
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Figure F.4: Simulated 2D covariances using (a) the ideal covariances and (b) simulated
scintillation frames.
F.3 Simulating Long Exposure Covariances
Simulating long exposure spatio-temporal covariances requires the use of simulated scin-
tillation frames. However it is not just a simple matter of taking two successive simulated
frames and averaging them as each simulated scintillation frame is temporally indepen-
dent. Instead is is necessary to apply an incremental shift. Let a simulated scintillation
matrix represent an exposure time of 1 ms. If pv is the number of pixels that a covariance
peak will shift given a velocity shift, sv, and a spatial sampling, ∆r, then the simulated
scintillation matrix needs to be shifted and averaged over pv iterations. This incremental
shift simulates the blurring seen with increase exposure time. The main steps of the
simulation algorithm used are depicted in Figure F.5.
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Figure F.5: Flowchart depicting the key steps in generating long exposure scintillation
frames for use within SCIDAR simulations.
Appendix G
Finding Error on V (h)
The 1-m McLellan and 60-cm Boller & Chivens telescopes at MJUO employ a RA-Dec
coordinate system to describe their position. When tracking a star the orientation of the
primary mirror changes relative to compass directions. However if a star’s instantaneous
position is known then corrections can be made. This appendix details the error on V (h)
(both magnitude and direction) resulting from the motion of a RA-Dec telescope.
G.1 Rotation of the Primary Mirror on an RA-Dec Telescope
Meaningful wind velocity measurements are expressed relative to the ground. Hence it is
necessary to understand how the primary mirror is rotated with respect to the ground as
the telescope moves.
Let a cartesian coordinate system be defined such that X is aligned with West,
Y with North and Z with the observer’s zenith (Figure G.1). The orientation of the
right ascension drives is rotated about the X-axis so that right ascension rotational axis
is aligned with the celestial polar axis. This rotation is equal to the surface latitude
position ϕ from the equator (Figure G.2). For MJUO, ϕ = −43◦59.2′.
If XCAYCAZCA define the rotated coordinate system such that YCA is align with the
North celestial pole and ZCA is aligned with the celestial equator, then
xCA = x;
yCA = y cosϕ+ z sinϕ; (G-1)
zCA = −y sinϕ+ z cosϕ.
Consider rotation in declination only (Figure G.3(a)). The declination, δ, is mea-
sured from the celestial equator toward the North celestial pole such that objects at the
pole have δ = +90◦. To observe a star at a given declination the telescope needs to rotate
δ, from the celestial equator. Rotation to XDYDZD, the new rotated coordinate system,
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Figure G.1: Rotation of telescope reference frame to the celestial pole. The X-, Y - and
Z-axes are aligned with West, North and the observer’s zenith respectively. Rotation
to the celestial axes is about the X-axis through an angle equal to the surface latitude
position, ϕ, from the equator.
Figure G.2: The celestial polar axis. The axis of rotation for the heavens is aligned with
the Earth’s rotational axis. The angle that the celestial polar axis forms with the horizon
is equal to the latitude, ϕ, from the equator. (Based on Fig. 7.1 from Roy and Clarke
(1988).)
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(a) Pure declination rotation (b) Pure right ascension rotation
Figure G.3: Rotation of telescope reference frame through (a) declination, δ, and (b) right
ascension, H.
from XCAYCAZCA, is through an angle δ about XCA such that
xD = xCA;
yD = yCA cos δ − zCA sin δ; (G-2)
zD = yCA sin δ + zCA cos δ.
Rotation in right ascension is about the YCA-axis. Pure right ascension rotation
through an angle H (Figure G.3(b)) is
xRA = xCA cosH − zCA sinH;
yRA = yCA; (G-3)
zRA = xCA sinH + zCA cosH,
where XRAYRAZRA describes the coordinate system after rotation and H is the hour angle
measured from the meridian in a westerly direction.
Applying rotations in right ascension then declination result in translations of (writ-
ten in matrix form)  xmym
zm
 =
 lx mx nxly my ny
lz mz nz
×
 xy
z
 , (G-4)
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where XmYmZm describes the coordinate system on the mirror surface and
lx = cosH,
mx = sinϕ sinH, (G-5)
nx = − cosϕ sinH;
ly = − sinH sin δ,
my = cosϕ cos δ + sinϕ cosH sin δ, (G-6)
ny = sinϕ cos δ − cosϕ cosH sin δ;
lz = sinH cos δ,
mz = cosϕ sin δ − sinϕ cosH cos δ, (G-7)
nz = sinϕ sin δ + cosϕ cosH cos δ.
G.2 Error in V (h)
Let ~v define a vector in space determined by the direction cosines (cosα, cos β, cos γ) in
XY Z and (cosαm, cos βm, cos γm) in XmYmZm (Figure G.4). Then
x = |~v| cosα; y = |~v| cos β; z = |~v| cos γ, (G-8)
xm = |~v| cosαm; ym = |~v| cos βm; zm = |~v| cos γm. (G-9)
If ~vm was the projection of ~v onto the XmYm plane and formed an angle bm with the
Ym-axis, then
xm = | ~vm| sin bm; ym = | ~vm| cos bm. (G-10)
The length of ~vm is
| ~vm| = |~v| sin γm. (G-11)
Given the above relations then
sin γm sin bm = lx cosα+mx cos β + nx cos γ,
sin γm cos bm = ly cosα+my cos β + ny cos γ, (G-12)
cos γm = lz cosα +mz cos β + nz cos γ.
The motion of all turbulent layers is assumed to be confined to the XY plane and hence
has no component in Z (i.e. cosα = sin β and cos γ = 0). The relations in equation
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Figure G.4: Rotation of mirror coordinate system XmYmZm in 3D space. The vector ~v
forms an angle α, β and γ with the X-, Y - and Z-axes respectively. The projection of ~v
on the XmYm plane, ~vm, forms an angle bm with the Ym-axis.
(G-12) simplify to
sin γm sin bm = lx sin β +mx cos β,
sin γm cos bm = ly sin β +my cos β, (G-13)
cos γm = lz sin β +mz cos β.
Note β is measured in a westerly direction from Y (i.e. negative bearing measurement)
and bm is measured westerly from Ym.
The error in measurement direction, ε∠v, has two components. One is related to
the direction found in XmYm as measured by the CCD and the other is related to the
telescope motion from Z, such that
ε∠v = εβ + εγ
= (β − bm) + (γ − γm) . (G-14)
As γm cannot be measured empirically from the CCD, focus is given to εβ. Using the
relations in equation (G-13),
εβ = (β − bm)radians = β − arctan
(
lx sin β +mx cos β
ly sin β +my cos β
)
. (G-15)
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(a) Error in Wind Speed ε|~v|
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(b) Error in Wind Direction εβ
Figure G.5: The effect of actual wind direction, β, on the (a) error in wind speed and (b)
wind direction. Values shown are for telescope tracking of stellar object at δ = −63◦15′
through an hour angle of -3:00 to 3:00.
Using equations (G-13) and (G-11), the error in the velocity magnitude, ε|~v|, is defined as
ε|~v| =
| ~vm|
|~v| =
√
1− (lz sin β +mz cos β)2. (G-16)
The direction of maximum error on velocity magnitude (i.e. ε|~v| = 1) for an RA-Dec
telescope will not be at 90◦ to the azimuth angle (i.e. the bearing location of where the
telescope is looking) as one would think due to the additional rotation experienced by the
primary mirror. Rather this will occur when
(lz sin β +mz cos β)
2 = 0, (G-17)
such that
β = arccos
(
sqrt
l2z
l2z +m
2
z
)
+
npi
2
, (G-18)
where n is an odd integer.
The significance of ε|~v| and εβ depend greatly on the location of the SCIDAR object
in the night sky. Consider a telescope at MJUO tracking an object at δ = −63◦15′, such
as α Cru. Figure G.5 shows the effect of actual wind direction, β, on the error in wind
direction, εβ, and wind speed, ε|~v|, for an hour angle, H, of -3:00 to 3:00 hrs. For H = 3
hrs, the mean εβ is 37.16
◦(standard deviation is 3.43◦). The maximum 1 − ε|~v| is 0.15.
As the telescope approaches the meridian (i.e. H = 0 hrs) the mean εβ decreases to 0
◦
(standard deviation is 1.15◦). The maximum 1− ε|~v| decreases to 0.056.
Appendix H
Velocity Direction Look-up Tables
The following pages contain look-up tables that can be used to determine wind direction,
β and error on wind velocity, ε|~v|, based on the instantaneous orientation of the 1-m
McLellan telescope at MJUO and the measure velocity direction from the CCD, bm. The
tables presented are specific to the stars used in trending.
List of Symbols:
β corrected wind direction (degrees)
bm measured wind direction (degrees)
ε|~v| estimate error in |V (h)| resulting from telescope motion
Notes:
• β and bm defy the standard sign conventions used in this thesis. Instead they follow
standard navigational conventions, which is measured in a clockwise direction from
North.
• A negative hour angle will be in the east portion of the sky.
List of Tables:
H.1 Direction corrections based on stars at a declination of -43.99◦. . . . . . . . . . . . . . . .258
H.2 Direction corrections based on stars at a declination of -63.12◦ (e.g. α Cru). . .259
H.3 Direction corrections based on stars at a declination of -60.85◦ (e.g. α Cen). . .260
H.4 Direction corrections based on stars at a declination of -40.28◦ (e.g. θ Eri). . . .261
H.5 Direction corrections based on stars at a declination of -65.09◦ (e.g. υ Car). . .262
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Appendix I
V (h) Analysis for Individual Runs
The following pages contain the V (h) analysis for individual runs collected during the
course of this research.
List of Symbols:
β corrected wind direction (degrees)
bm measured wind direction (degrees)
|d| defocus distance (km)
∆m binary star system magnitude difference
∆r spatial sampling across the aperture (m/pix)
ε|~v| estimate error in |V (h)| resulting from telescope motion
h measured altitude (km) (NaN = altitude not measurable)
HA hour angle
φ binary star system angular separation (arcseconds)
Skip # time between successive frames ∆t = (Skip #)(System Framerate)
UT Universal Time
|V (h)| measured wind speed (m/s)
ζ zenith angle (degrees)
Notes:
• β and bm defy the standard sign conventions used in this thesis. Instead they follow
standard navigational conventions, which is measured in a clockwise direction from
North.
• A negative hour angle will be in the east portion of the sky.
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List of Tables:
I.1 Verified velocity for June 2005. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
I.2 Verified velocity for July 2005. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274
I.3 Verified velocity for January 2007. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
I.4 Verified velocity for May 2007. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
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