Douglas metrics are metrics with vanishing Douglas curvature which is an important projective invariant in Finsler geometry. To find more Douglas metrics, in this paper we consider a class of Finsler metrics called general (α, β)-metrics, which are defined by a Riemannian metric α = aij (x)y i y j and a 1-form β = bi(x)y i . We obtain the differential equations that characterizes these metrics with vanishing Douglas curvature. By solving the equivalent PDEs, the metrics in this class are totally determined. Then many new Douglas metrics are constructed.
Introduction
Projective invariants play an important role in Finsler geometry. The most used two projective invariants were introduced by J. Douglas in 1927 [3] . One of them is just Douglas curvature. A Finsler metric defined on an open subset in R n is called Douglas metric if its Douglas curvatures vanishes. Douglas curvature is a non-Riemannian quantity because it always vanishes for Riemannian metrics. In fact, all Riemannian metrics, Berwald metrics and locally projectively flat Finsler metrics are special Douglas metrics. Thus, Douglas metrics form a rich class of metrics in Finsler geometry to show the difference and richness of Finsler geometry. Douglas metrics also have some applications in other problems. Such as the application in constructing non-Riemannian Einstein Finsler metrics from Douglas metrics [2, 8] . Thus, it is natural to study and construct non-Rinmannian Douglas metrics.
There are a lot of non-Riemannian metrics in Finsler geometry. Randers metric is the simplest non-Riemannian Finsler metric, which was introduced by the physicist G. Randers in [7] . The classification of Douglas Randers metric was obtained in [1] . As a generalization of Randers metric from the algebraic point of view, (α, β)-metrics is defined by the following form
where α is a Riemannian metric, β is a 1-form and φ(s) is a C ∞ positive function. In [4] , we gave a characterization of Douglas (α, β)-metrics with dimension n ≥ 3. A more general metric class called general (α, β)-metrics was first introduced by C. Yu and H. Zhu in [12] . By definition, a general (α, β)-metric is a Finsler metric expressed in the following form,
where α is a Riemannian metric, β is a 1-form, b := β x α and φ(b 2 , s) is a C ∞ positive function. It is easy to see that (α, β)-metrics compose a special class in general (α, β)-metrics. Another special class is defined by α being an Euclidean metric |y| and β being an inner product x, y . In this case, the metric F in (1.1) becomes a spherically symmetric Finsler metric in the following form F = |y|φ(|x| 2 , x, y |y| ).
(1.
2)
The related result about spherically symmetric Finsler metric can be found in [6] . Recently, some non-Riemannian Einstein Finsler metrics were found in the class of Douglas (α, β)-metrics [2, 8] . This motivates us to study the Douglas in the class of general (α, β)-metrics. In [5] , we classified projectively flat general (α, β)-metrics when α is projectively flat. In [13] , H. Zhu found a class of general (α, β)-metrics with vanishing Douglas curvature under the condition that β is closed and conformal with respect to α, i.e., the covariant derivatives of β with respect to α is b i|j = ca ij , where c = c(x) = 0 is a scalar function on M .
In this paper, we remove the condition in [13] and find the equivalent equations of all the Douglas general (α, β)-metrics. Based on these equivalent equations, we find some explicit new Douglas metrics. We first give the following main theorem.
) be a non-Riemannian general (α, β)-metric on an n-dimensional manifold with n ≥ 3. Suppose that β is not parallel with respect to α, then F is a Douglas metric if and only if the function φ = φ(b 2 , s) satisfies the following PDE:
and the covariant derivation of β with respect to α satisfies the following equation:
In this case,
Note that φ 1 is the derivation of φ with respect to the first variable b 2 throughout the paper. The condition n ≥ 3 in the above theorem is natural. It is because that when the dimension n = 2, obviously all Douglas metrics are just projectively flat metrics. Obviously, when c = 1, it is just the case in [13] . Since projectively flat Finsler metrics are special Douglas metrics, the PDE (1.3) which is satisfied by φ is more general than the case in [5] .
The above theorem tells us that there are many choices of the functions k = k(x), c = c(b 2 ), µ = µ(b 2 ) and ν = ν(b 2 ). To determine the Douglas metrics in Theorem 1.1, the efficient way is to solve the equivalent equations (1.3) and (1.4). Actually, we obtain the following result about the general solutions of (1.3).
α ) be a non-Riemannian general (α, β)-metric on an n-dimensional manifold with n ≥ 3. If β is not parallel with respect to α, then the general solution of (1.3) is given by
when n = 2, where Φ ′ means the derivation of Φ with respect to the variable ζ.
Base on the above theorem, by choosing suitable functions c(b
, we can construct some new Douglas metrics. Some examples are given in Section 6.
It is easy to see that spherically symmetric Finsler metric is a special class of general (α, β)-metric. Let α = |y| and β = x, y , then
Thus the following corollary is obvious by Theorem 1.1 and Theorem 1.2.
x,y |y| ) be a non-Riemannian Finsler metric on an n-dimensional manifold with n ≥ 3, then F is a Douglas metric if and only if φ satisfies
And the general solution of (1.9) is given by
To ensure the positive definite of F ,Φ satisfyΦ
when n = 2, whereΦ ′ means the derivation ofΦ with respect to the variableζ.
The above corollary was first obtained in [6] where φ 1 is the derivation of φ with respect to the variable b. Essentially, the conclusion in [6] is the same as that of the Corollary 1.3.
Preliminaries
Let M be a smooth n-dimensional manifold. A Finsler metric F = F (x, y) on M is a C ∞ function, F : T M → [0, ∞) with the following properties: (i) F ≥ 0 and F (x, y) = 0 if and only if y = 0; (ii)F (x, λy) = λF (x, y) for all λ > 0; (iii)F is strongly convex, i.e., for any y = 0, the matrix
The geodesics of a Finsler metric F = F (x, y) on an open domain U ⊂ R n can be defined by
where
In [3] , J. Douglas introduced the quantity D y : 
where Γ i jk (x) are local functions on M and P (x, y) is a local positively homogeneous function of degree one [9] . Specially, F is called locally projectively flat if G i = P y i . In this paper, we consider the general (α, β)-metrics. The following lemma was proved in [12] . 
when n = 2, where s and b are arbitrary numbers with |s| ≤ b < b 0 .
Denote the covariant derivative of the 1-form β with respect to the Riemannian metric α by b i|j . Moreover, for simplicity, let
were given in [12] as the following
Here α G i are geodesic coefficients of α. By (2.1), Douglas metrics can be also characterized by the following equations [1] :
Substituting (2.3) into (2.4), it can be easily shown that a general (α, β)-metric is a Douglas metric if and only if The following lemmas are needed in Section 4 and Section 5.
Proof: By a direct computation, we have (2.6).
Q.E.D.
Proof: By the assumption, we have
By a direct computation, the solution of (2.10) is
Plugging the above equation into (2.9), we have
By (2.11) and (2.13), we obtain
for some C ∞ functions ι 6 = ι 6 (b 2 ). Hence, plugging (2.14) into (2.12) gives (2.7). Q.E.D.
3 Sufficient Conditions of Theorem 1.1
In this section, we are going to prove that the sufficient conditions for a general (α, β)-metric to be a Douglas metric.
and φ = φ(b 2 , s) satisfies the following PDE:
3)
Here α G i are geodesic coefficients of α.
Proof: By the assumption (3.1), we have
By substituting the expression of Θ, R, Ψ, Π and Ω into the above equation we have
On the other hand, by (3.2), we obtain
Plugging (3.6) into (3.5) yields (3.3).
Proof of the sufficiency of Theorem 1.1: Note thatĜ i are quadratic in y ∈ T x M . Thus F is a Douglas metric by Lemma 3.1 and (2.1).
Q.E.D. The proof of the converse is given in the following two sections. Firstly, we prove β is closed in Section 4. Then the PDE of φ can be obtained in Section 5.
β is closed
In this section, we mainly prove that the 1-form β is closed for Douglas metrics. In order to analysis (2.5), we choose a special coordinate system at a point as in [10] . Take an orthonormal basis at any fixed point x 0 such that
where b := β x α . Make a change of coordinates: (s, y a ) → (y i ) by 
Plugging the above identities into (2.5), for i = 1, j = a, we get a system of equations in the following form
where A, B, C and E are polynomials in y a . Byᾱ = n a=2 (y a ) 2 is a irrational function of y, we have Similarly, for i = a, j = b (a = b), we get 
Substituting it back into (4.5) yields
By the arbitrary of y a and y b , there exist y Then by the arbitrary choice of x 0 , we obtain
In the above equation, if the denominator is zero, which implies that numerator is zero too. Set
and G a 11 = c 2 (r a + s a ), (4.11) where c 1 = c 1 (x) and c 2 = c 2 (x) are two numbers at the point x 0 . Substituting (4.10) and (4.11) into (4.7) yields 
Differentiating (4.13) with respect to s for three times yields
Then c 1 is a function of b 2 . Thus by (4.13), c 2 is also a function of b 2 . Substituting the expressions of Q and R into (4.13), because φ − sφ 2 > 0, we get
(4.14)
By defining φ = ωse
we can prove ω is an even function in s. Substituting (4.15) into (4.14), which can be rewritten as
We are going to get the general solution of (4.16). The characteristic equation of (4.16) is
which is equivalent to ds
Obviously, it is a Bernoulli equation. Consider the following variable substitution
Then (4.18) can be rewritten as dχ
This is a linear 1-order ODE of χ, whose solution is
where λ is an arbitrary constant. Then by (4.19) and (4.21) we get
is also a solution of (4.18), it is excluded. It follows from (4.22) that
Hence the solution of (4.16) is
where Υ is any differentiable function. Plugging (4.23) into (4.15) gives
Obviously, Υ is an even function in s and s is an odd function, then φ is an odd function in s. Because φ is also a C ∞ positive function, it must be meaningful at the origin, which means that φ = 0 when s = 0. It is contradict to φ(b 2 , 0) = 0. Because when β = 0, F = αφ(b 2 , 0) should be a Riemannian metric. Thus
By the arbitrary of y a and y b , we have r a + s a = 0. where
is a number at the point x 0 . Thus by (4.26) and (4.29), we obtain s ij = 0 which means that β is closed.
Necessary Conditions of Theorem 1.1
In this section, we are going to prove the necessity of Theorem 1.1. It can be obtained by the following lemma.
) be a non-Riemannian general (α, β)-metric on an n-dimensional manifold with n ≥ 3. Assume that β is not parallel with respect to α. If F is a Douglas metric, then there are four scalar
Proof: By Lemma 4.1, we get
Then (4.3) is reduced to
Letting s = 0 in (5.3), we havē
Plugging (5.4) into (5.3), we get
Differentiating (5.5) with respect to y a and y b yields
Then by (5.6), there exists a scalar function λ = λ(x) such that
We may set r 11 = kb 2 , (k = k(x)). 
where 
which is equivalent to
Thus we obtain (5.2). In this case, (5.3) becomes 12) where µ = µ(x) and ν = ν(x) satisfying kµ = G Then c is a function of b 2 . Therefore, letting s = 0 in (5.12), it is easy to see that ν is a function of b 2 . Then by (5.12) µ is a function of b 2 too. Substituting the expressions of Ψ , Π and R into (5.12) yields
Thus we obtain (5.1).
6 General solutions of (1.3)
In this section, we first give the general solutions of (1.3). Then some special solutions can be constructed. Our method is to take a variable substitution such that ( Then
where ψ 1 is the derivation of ψ with respect to the first variable b 2 and ψ 2 is the derivation of ψ with respect to the second variable s. It follows from (6.2) and (6.3) that
(6.5)
Note that (φ − sφ 2 ) 2 = −sφ 22 . Substituting (6.4) and (6.5) into (1.3) yields
The characteristic equation of PDE (6.6) is
Differentiating (6.9) with respect to b 2 yields dχ db 2 = 2s
Substituting (6.8) into (6.10) yields dχ
which is a Bernoulli equation. It can be rewritten as
By solving this linear ODE of 1 χ , it can be obtained that
where λ is an arbitrary constant. Then by (6.9) and (6.12) we get
Obviously, χ = 0 is also a solution of (6.11), it is excluded in this situation. Therefore, it follows from (6.13) that
Thus the solution of (6.6) is
14)
where Φ is an arbitrary differentiable function. Plugging (6.14) into (6.1), we have
By (6.15) and (6.17), we get The metrics in the following example are just the metrics in [5] .
Thus β is a conformal 1-form of α. By the result in [11] , we get β = δ 1 x, y + (1 + κ|x| 2 ) a, y − κ a, x x, y In this case, by (7.2), (7.5),(7.7) and Lemma 7.1, we obtain
(7.8)
Thus we get a special solution of (1.4) when
To consider the case when α is not projectively flat, we give two special solutions when α is conformal to |y| in the following example. (1 − |x| 2 ) 2 x i x j .
Thus we get a special solution by choosing kcb 2 = (1 + |x| 2 ) 2 and k(1 − c) = 4(2−|x| 2 ) (1+|x| 2 ) 2 .
