Contemporary social media networks can be viewed as a break to the early two-step flow model in which influential individuals act as intermediaries between the media and the public for information diffusion. Today's social media platforms enable users to both generate and consume online contents. Users continuously engage and disengage in discussions with varying degrees of interaction leading to formation of distinct online communities. Such communities are often formed at high-level either based on metadata, such as hashtags on Twitter, or popular content triggered by few influential users. These online communities often do not reflect true connectivity and lack the cohesiveness of traditional communities. In this study, we investigate real-time formation of temporal communities on Twitter. We aim at defining both high and low levels connections and to reveal the magnitude of clustering cohesion on temporal basis. Inspired by a real-life event center sitting arrangement scenario, the proposed method aims to cluster users into distinct and cohesive online temporal communities. Membership to a community relies on intrinsic tweet properties to define similarity as the basis for interaction networks. The proposed method can be useful for local event monitoring and clique-based marketing among other applications.
INTRODUCTION
Users of modern day social media platforms such as Facebook and Twitter assume dual role as producers and consumers of huge amount of information.
Platforms such as Facebook and Twitter support continuous engagement and disengagement of diverse users leading to formation of online communities of varying degrees of cohesiveness. Some online communities can be easily discerned For example, groups on Facebook are formed explicitly and Twitter supports followers-followees and the use of hashtags [3] . Such communities are characterised as explicit [4] . Explicit communities are high-level and often not reflective of true connectivity [5] . Studies in this direction focus on high-level communities partly due to relying on data from popular hashtags or trending topics on Twitter which limit full realisation of benefits in communities such as cliquishness and local coherence. Moreover, while the continuous flow of tweets in real-time enables the formation of communities, studies tend to focus on static network data rather than real-time data. Implicit communities are dynamic and need exploratory activities to be discovered [4] . Such communities may undergo series of changes from birth, growth, contraction, merging, splitting, to death and concrete understanding of the underlying mechanisms governing this dynamism is still not fully understood [6] . We argue that despite the freedom and flexibility to disseminate information on current platforms, the flow of information is still influenced by few making it difficult to detect low level community of users interacting cohesively. In Fig 1, if we exclude content pushers/influential users (e.g., celebrities and news channels) from the networks, we will face a big layer of users which engage and form communities at microscopic level. This allows to consider connections of different granularity among users and to cluster users into distinct communities in real time. Users continuously form cohesive communities not based on trending topics or popular hashtags, without much attention from the literature. Consequently, we investigate real-time formation of temporal communities at microscopic level on Twitter using an algorithm inspired by a real-life event center sitting arrangement scenario to cluster users into distinct and cohesive communities. Section II briefly presents background on online communities. Section III reviews related work. Section IV describes our community detection algorithm and Section V presents evaluation and preliminary results. Section VI concludes the study and proposes future work. 
BACKGROUND

Online Communities
Phenomena in real life are associated with numerous network structures and embedded communities. Classic models such as the random graph [7] , small-world [8] and scale-free networks [9] form the basis on which networks and communities are studied. The social media ecosystem consists of numerous platforms with complex structures that enable interaction of diverse users. Twitter platform defines a low-level access to news in real-time distinguishing it from conventional news media that require extra effort such as editing and gadgets [3, 10] . Users ensure continuous flow of large volumes of tweets in real-time enabling the formation of communities of users at various level of granularity (Fig. 2) . Users in the same community exhibit a high degree of similarity, while users in different communities exhibit no or low similarity [11, 12, 13] . Fig. 2 depicts how Twitter supports different granularity of connections among users. Users can be connected almost randomly: each user may use one or more hashtags to subscribe to a topic; user can also send direct messages and mention other users thereby creating a random connection. The figure also shows how message tags e.g. hashtags, can envelope related discussions leading to communities of users. However, Twitter's posting flexibility results in a variety of information making detection of cohesive groups difficult. The Twitter platform also acknowledges this challenge [14] .
RELATED WORK
We review studies that share similar components, ideas and motivation with our approach. Related studies focus on clustering, topic/event detection [15] , and information diffusion [16] . Clustering and topic detection. Clustering tasks are categorised as graph-based or similarity-based [13] . Graph-based approaches involve detecting subsets in graphs exhibiting dense intra-cluster and sparse inter-cluster connectivity [17] . Metrics, such as betweenness or shortest loop edges, are central in detection algorithms that process graphs to detect groups [18] . Pons and Latapy [19] developed an approach for hierarchical agglomerative clustering of objects based on the random walk model of Erdos and Renyi [7] . The approach assumes the existence of clusters in the network, which is not guaranteed in the case of real-time dynamic tweets. The sparsification technique in [20] relies on influential users as the basis for community formation. This leads to identifying followers as against cohesive user communities at low-level. The Louvain detection algorithm [21] uses the optimising modularity technique of Neumann [22] . The algorithm assumes the existence of community structure in the data. A variant of this algorithm was utilised to cluster a static collection of tweets disregarding the temporal effect [23] . Tsur [24] proposes a clustering technique based on message tags, such as hashtags, on Twitter. In [25] tweets are clustered by distinguishing posts related to real-world events from posts related to non-events. A method for automatic clustering and classification of tweets into subcategories on the basis of discussion hashtags is also proposed in [26] . These approaches detect high-level communities of users [27] with limited conformity between hashtags and associated sets of tweets. Although hashtags can be representative of the topics being discussed on Twitter [28] , they are quite limited in exposing them fully. Users may use keywords relevant to the trending discussions but the content may not reflect the keyword and ultimately lead to communities with vague sense. Topic detection. Topics on Twitter are associated with varying degrees of extent and intensity, with interesting topics exhibiting high activity burstiness [29] . An event detection method that relies on keywords used to define events on Twitter is proposed in [15] . A recent study analyses the relationship between users and discussion topics for community detection on Twitter [30] . The study, however, focuses on a single discussion topic per group. This is rarely the case, since users participate in many discussions. Time-based clustering. The works of [10, 31 and 32] share our motivation in recognising the role of the temporal aspect in clustering dynamic network data. Similarly to community detection based on trending topics, Cataldi et al. [10] focuses on the popularity of terms over time. This approach is limited in capturing the full spectrum of communities especially when terms are becoming less popular. Another drawback is the retrospective comparison of terms within a definite time frame. Retrieving previous terms adds extra complexity in real-time deployment. During its life-cycle on Twitter, the popularity of an average hashtag is uneven, exhibiting peaks and drops at various points in time. This property motivated the development of TOT-MMM, a system that captures the temporal clustering effect of latent topics in tweets [31] . As a hashtag-based approach, token similarity and other essential aspects of cohesive communities are overlooked. Similarly, the work of [32] relies on hashtags to cluster activity. Tweets not associated with hashtag are ignored, which ultimately leads to less cohesive communities because contextual properties are not fully represented. Surveyed studies focus on high-level meta-data, such as hashtags, or static trending content with many users. Crucial parts of the network with no subscription to trending topics is concealed [33] . With an average of 6000 tweets per second [34] , it is highly likely that low trending topics or events will be buried and communities of such users will remain undetected. Our goal is to address these limitations and aspire for low-level clustering of users by utilising intrinsic properties of tweets (Table 2) in real-time.
METHODOLOGY
The formation of temporal online user communities in real time on Twitter can be seen as a clustering task. Algorithms for partitioning a network into clusters fall under hierarchical or nonhierarchical methods [35] . For improved real-time efficiency, the proposed approach follows a non-hierarchical single-pass paradigm. Non-hierarchical methods assign objects to a predetermined number of clusters incrementally [36, 37] .
Problem Formulation
A community, C, is formed when a set of users, U interacts based on textual content, D, within a given time period, T, resulting in distinct groups of users with common interests. As tweets are produced in real time (Fig. 3) , the clustering process is similar to a real-life event center sitting arrangement. Guests arrive in a venue or event and sit around tables similarly to how tweets are produce in real-time (Fig. 3) . This intuition based inspired our approach: N guests (g 1 Fig. 4 illustrates this scenario. In this scenario, small groups of guests are formed. Each table is a distinct and cohesive cluster of guests at a given time. We model this idea to capture how temporal communities on Twitter are formed and dispersed on a regular basis. Following the philosophy of incremental algorithm [36, 37] , the clustering process in Fig. 4 starts with four random guests g a , g (g c , g d ) or (g a , g c ) and (g b , g d ) , to initialise clusters. Dissimilar seeds form distinct clusters, e.g. C a and C b , and similar seeds are assigned to the same cluster, e.g. C ab . The process continues by assigning subsequent objects to existing clusters or forming new ones until the upper bound M is reached. When the maximum number of clusters, M, is reached, a new batch of communities will be initiated. At the moment, M is an integer to be assigned heuristically according to the context. 
to g N ) attend an event, E. S tables, s 1 to s M (where m<N) are provided to accommodate a maximum of 6 guests each. Between (time t 0 -t), guest g 1 arrives first and sits on one of the tables (s i
The function also minimises the angle between a data point d i and the corresponding cluster.
Algorithm Pseudocode:
For all users engaged in discussions on Twitter:
1. randomly pick a pair of users at time t 2. compute their similarity, The implementation model consist of: an input phase to receive a stream of tweets D at discretised time T; a clustering phase for cluster formation and assignment of tweets using (a) the ContSim function to measure contextual similarity between tweets, (b) the MetSim function to measure similarity in metadata such as hashtags and user mentions and (c) the AggSim function to aggregate similarity as a function of ContSim and MetSim; the output phase to return cohesive list l of microscopic communities of users; and finally the dispersion phase, a time-based function to monitor dynamics of the formed communities and predict fading away or collapsing into another cluster.
PRELIMINARY RESULTS
As this is an on-going study, we present some preliminary results and relevant evaluation techniques. As a first step, we follow [38] in exploring the suitability of the data for clustering. The activity testbed utilised the non-hierarchical k-means++ clustering algorithm in the Scikit-Learn Toolkit [39] to explore clustering tendency in the dataset.
Dataset
We use a dataset of 17,500 tweets collected in December, 2017 via the Twitter streaming API [40] using keywords related to the EU refugee crisis. The data was filtered heuristically to retain (1) users whose accounts are not verified by Twitter (2) tweets with relatively high number of hashtags and users mentions. We also ensure that the data is not from trending discussions. This ensures that popular contents will not dominate during clustering. Fig. 5 shows the relative proportions of the basic features and users. 
Experimentation
The relatively small data size allows to fix the number of clusters and experiment using k-means++. Basic data preprocessing involved stopwords filtering and conversion to lowercase. TFIDF weighting was used to transform the data into numbers. The algorithm converged in 300 iterations and produced the clusters in Table 1 . Fig. 6 shows a 2-d visualization of common terms in some clusters in the output of the algorithm. For our future work, the clusters suggest that the data is suitable for clustering. Interaction Graph. Graph-based approaches have been proven to be effective in recognising explicit communities in networks of nodes and weighted edges [6] . In our case, explicit connectivity links between users may not be available. Thus, such approaches are unsuitable for real-time deployment. We utilise token-level similarity (Table 2 ) for graph formation. Fig. 7 depicts users as nodes. Edges are weighted by similarity scores. 
Evaluation
In explicit clustering, the quality of clusters can be evaluated using the silhouette coefficient [41] or the modularity technique of Neuman [42] . Non-hierarchical clustering requires a systematic evaluation of all possible clusters formed. Such requirements are often infeasible and heuristics are employed to determine suboptimal clusters [6] . We use cohesion magnitude to assess clusters quality (Table 2 ) and adopt relevant methods from the literature.
Additionally, the following strategies from [6] are used in evaluating cohesiveness: (1) quantification and prediction of community's longevity based on basic quantities such as its size and age and (2) determining interaction intensity based on the ratio of intra-group and inter-group edges (i.e. = ).
CONCLUSIONS
The growing volume of real-time streams of data prompts the fundamental need for effective clustering. We propose a method to detect formation of temporal dense communities of users at low level on Twitter. The method is motivated by the formation of human cliques during real-life events that relate to the virtual Twitter environment. As this work is in progress, we demonstrated the direction to proceed and some preliminary results to assess the clustering potential in the data. A notable challenge in this regard is data sparsity, due to the large amount of unique tokens, especially when applying token-level similarity [31] . Future focus will consider: (1) how removing influential and non-influential users can improve the detection algorithm; (2) alternative means to detect and discard influential nodes when 'verifying users' on Twitter is not an option and (3) assessing the quality of clusters in terms of homogeneity of members, deciding on the upper bound value for M and effective temporal effects to understand community dynamics. Understanding these aspects will allow full specification of algorithm parameters and apply on real data to test its efficacy and compare with baseline models.
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