In our daily lives, we perform visual search tasks all the time (e.g., Where are my car keys? Can I find the items on my grocery list?). Introspection suggests that tasks like these are reasonably easy. For example, given a mental list of grocery items (e.g., fish, celery, milk, cheese, and eggs), we can successfully search the grocery store. Once we come across any one of those five items, we quickly and accurately determine that it was on our list, select it, and continue on to find the rest of the items. But how is this done? How do we keep all of those items in memory and actively search of all of them at once? Prior work (Wolfe, 2012) has addressed this question when the search items are specific instances of specific objects (e.g., this cow in this pose). However, in the grocery example or, indeed, in many real-world searches, you are looking for any instance of a target type or category. The grocery list specifies a bunch of celery, not this precise bunch of celery. Moreover, whereas celery forms a relatively homogeneous set of visual stimuli, "fish" and "cheese" are more visually diverse categories of items, appearing in a wide range of sizes, shapes, and colors. Do the rules uncovered in search for highly specific items apply to the more realistic case of search for any instance of an object or category of objects? Our goal in this article is to investigate the interactions of visual search and memory search with object recognition and object categorization. To anticipate the results, our core finding is that, as in search for multiple specific objects, the time required to search for multiple types or categories is a linear function of the number of items in the visual display and a linear function of the log of the number of items in the memory set. This suggests that for purposes of hybrid search, a target is a target, whether it is highly specific or more broadly defined.
Most of the classic research on visual search has involved simple stimuli in simple tasks such as searching for a red item among blue items or searching for instances of the letter T among distracting Ls. However, in real-world search tasks, observers may be searching for multiple targets held in memory. We will call these combinations of visual and memory search "hybrid search" tasks. For example, imagine that you informed your Facebook community about an event. Later, you are at the event and want to determine whether any of those Facebook friends (the memory set) are present (the visual search). This hybrid search is search for any of N possible targets (the memory set size) in a visual array containing K items (the visual set size). Previous research has shown that over a wide range of stimuli, response times (RTs) are essentially linear function of the visual set size (Treisman & Gelade, 1980; Wolfe, 2012) . More recently, Wolfe (2012) showed that RTs increased linearly with the log of the memory set size.
Earlier hybrid search tasks did not reveal this log function, probably because they used relatively small numbers of alphanumeric items (Cousineau & Larochelle, 2004; Neisser, Novick, & Lazar, 1963; , though Burrows and Okada (1975) reported logarithmic RT function in a rather different memory task, and Hick's law proposes a log function for choice among multiple actions (Hick, 1952; Schneider & Anderson, 2011) .
The Wolfe (2012) experiments took advantage of the massive capacity of picture recognition memory (Brady, Konkle, Alvarez, & Oliva 2008; Konkle, Brady, Alvarez, & Oliva 2010b; Shepard, 1967; Standing, Conezio, & Haber, 1970) and had observers searching for one to 100 specific photographs of objects. More naturalistic hybrid searches are likely to involve less precise specification of the targets. Rather than look for this specific stuffed bear in this pose, you are more likely to look for targets defined as "the stuffed bear" or, more broadly, "any stuffed bear," "any stuffed animal," "any toy," or some other plausible category of target (Yang & Zelinsky, 2009 ).
All categories are not created equal. Previous research has shown that processing of items belonging to a specific category depends on the type of category that the items belong to. Basic or entry-level categories (e.g., Is it a bird or fish?) are distinguished from superordinate-level categories (e.g., Is it an animal or plant?) and subordinate categories (e.g., Is it red-tailed hawk or a chicken?; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976) , and many others since have shown that verification of category membership is faster for basic-level categories (e.g., chair, flag, shoe) than for superordinate or subordinate categories. This can be seen as evidence that items are first processed at the basic level with coarser or fine categorization occurring at a later stage-hence the idea of an "entry"-level category (Jolicoeur, Gluck, & Kosslyn, 1984) . However, it is also possible that the different speeds reflect a single categorization process requiring different accumulations of evidence for different types of categorizations. That is, it may be easy to accumulate the information that differentiates a bird and a house. More subtle features may be needed to determine whether the bird is a duck or a goose (Mack & Palmeri, 2011) . Moreover, the categorization of categories is not always obvious and is not immutable. For example, experts can come to treat subordinate categories as entry level (Tanaka & Taylor, 1991) . For present purposes, what is important is the distinction between categories-at any level-and specific instances of specific objects. Do the rules of search for those specific instances apply in the more general case? Consequently, in the present work, we use common categories (e.g., fruit, jewelry, animals) without specific attention to their status as basic, superordinate, or subordinate. We find that the specific rules do apply in the general case, and we would hypothesize that although there may be quantitative differences between search for, for example, members of superordinate and subordinate categories, there will not be qualitative differences between those searches.
Hybrid search can also shed some light on the interaction of visual search with memory systems; notably, in this case, mechanisms of long-term memory (LTM). There is a substantial body of work on the interaction of working memory and visual search (Poole & Kane, 2009; Sobel, Gerrie, Poole, & Kane, 2006) . Holding an item in working memory influences the course of visual search (Balani, Soto, & Humphreys, 2010; Luria & Vogel, 2011; Olivers, Peters, Houtkamp, & Roelfsema, 2011; Soto, Heinke, Humphreys, & Blanco, 2005) , and vice versa (Eriksen, Eriksen, & Hoffman, 1986) . This leads to the hypothesis that the representation of the target ("search template") resides in working memory, perhaps in an "active" subset of that working memory (Beck, Hollingworth, & Luck, 2012; Olivers et al., 2011) .
The Wolfe (2012) data pose a challenge for this view. Working memory is profoundly capacity limited (Cowan, 2001) . However, that limit does not seem to apply to the number of possible targets in a visual search tasks. The Wolfe data show that observers have no particular problem searching visual displays for as many as 100 specific targets. No model of working memory can accommodate 100 templates. Presumably, those 100 items are being held in some sort of LTM. That is certainly the assumption of the research on massive picture memory (Brady et al., 2008) . Moreover, the Wolfe results suggest that the items in memory are sequestered in a separately searchable aspect of LTM. After all, RTs in hybrid search proved to be quite precisely dependent on the number of items in the memory set, not on the overall size of LTM, even if that could be specified. Note that changing from a search for any of 16 items to a search for any of 100 items will change RTs in a predictable manner but will not noticeably change the size of LTM. Moreover, if you are holding 16 items in the memory set for one block of trials, it is possible to switch, with apparently little cost, to eight items on the next block, again suggesting an intermediate state of memory that is not classical working memory, nor is it simple LTM.
There are a variety of terms that could be used when referring to the type of memory that holds the memory set in a hybrid search task. One could consider this to be a form of episodic LTM (Tulving, 1972; Tulving & Thompson, 1973) in the sense that you are using a memory for this specific set rather than some more general, semantic knowledge of objects. Baddeley (2000) formalized this as the "episodic buffer" component in his model of working memory. However, episodic memory usually implies a conscious awareness of the episode in time and that does not seem to apply to memory for 100 pictures. When searching through a visual search display, it is not the case that you are remembering the period that you last remember activating the memory of one or all of the 100 items, held in memory for the present task. This would suggest that the present phenomena are not encapsulated in the episodic buffer, which is "accessed by the central executive through the medium of conscious awareness" (Baddeley, 2000, p. 421) .
Intermediate-term memory (McGaugh, 1966; Rosenzweig, Bennett, Colombo, Lee, & Serrano, 1993 ) is a term that seems to have specialized meaning among those working on the cellular basis of memory, used primarily in discussions of consolidation. Ericsson and Kintsch (1995) introduced the term long-term working memory. It may well cover the sort of memory involved in hybrid search; however, Ericsson and Kintsch were primarily interested in accounting for situations in which expertise seemed to extend the limits of working memory. Experts who memorize vast numbers of digits or perform feats of mental arithmetic are clearly breaking the usual limits on digit span, as are chess experts who can reconstruct meaningful game boards with many more than 7 Ϯ 2 pieces on them (Chase & Simon, 1973) and medical doctors who seem to hold many chunks of information in some sort of working memory as they make a diagnosis. Ericsson and Kintsch's discussion of This document is copyrighted by the American Psychological Association or one of its allied publishers.
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2 long-term working memory concerns how these experts acquire domain-specific abilities by organizing the coding and retrieval of larger chunks of information. In the case of hybrid search, there is no particular expertise involved. We all seem to be very good at remembering objects, and we all seem to search through a memory set of those objects in a similar manner. Cowan (1988 Cowan ( , 1995 offered the somewhat similar concept of activated long-term memory (ALTM) to account for cases where the limit on memory is not 7 Ϯ 2 (or 4 Ϯ 2; Cowan, 2001) . The concept captures the idea of an aspect of working memory that is outside conscious awareness and that involves intimate ties to LTM. We will use that term here, recognizing that we are taking the term without adopting all of its original theoretical purposes. Unlike Cowan, we are not using ALTM to argue against a classic limited-capacity short-term store. Moreover, according to Cowan (personal communication, February 27, 2014) , memory sets of 100 items like those used here and in Wolfe (2012) , if held over a long block of trials, "have a longer-term flavor that presses the definition of activated LTM." In spite of these reservations, we think that Cowan's ALTM captures the idea that some portion of LTM can be activated to serve a current task. Thus, rather than adding yet another term to this literature, we will adopt the term ALTM. Note that we are adopting ALTM as a term of convenience and not as a strong commitment to any particular model of LTM.
How Many Searches Make Up a Hybrid Search?
Hybrid search is defined as a combination of visual and memory search. The data of Wolfe (2012) suggested an architecture like that shown in Figure 1 .
The observer selects an item in the visual display and tests it against the representation of the target in memory. If there are multiple possible targets, the time required to search the memory set will be a logarithmic function of the number of items in the set. If the visual item is the target, search can terminate. If not, the observer must return for another selection or quit the search, declaring the target to be absent. The data to be presented here will require modification of that model. As will be seen, although this may be a fair description of hybrid search in sets of arbitrary objects, it does not account for the broad categorical top-down information that is available when searching for a category rather than a single or set of arbitrary objects. The Figure 1 model is too simple to account for the hybrid search when objects belong to well-defined sets or categories.
Experiment 1A: Do Overlearned Memory Sets Obey the Log Rule?
As noted, in the original hybrid search experiments, the memory sets were arbitrary sets of objects, assembled purely for the purposes of the experiment. Of course, there are other collections of possible target items that form less arbitrary sets than just random objects grouped together (i.e., categories). In Experiment 1, we asked whether searching for any of 10 digits or 26 letters is like searching through 10 or 26 arbitrary items. Categorizing a character as a number or a letter would be an example of a superordinate-level categorization. However, when faced with a many letters, deciding that a certain letter (among various other letters and across font sizes) is a P would be an example of a basic or entry-level task (Wong & Gauthier, 2007) . As we will demonstrate, search for letters and numbers is not like search for arbitrary objects.
There is a substantial literature on search for letters among digits, and vice versa, much of it devoted to the question of whether letters "pop out" among digits, and vice versa (Duncan, 1983; Egeth, Jonides, & Wall, 1972; Hamilton, Mirkin, & Polk, 2006; Krueger, 1984) . We are interested in the somewhat different question of whether the different numbers of letters and digits impact search by changing the effective number of targets.
Method
Ten observers (mean age ϭ 22.8 year, SD ϭ 8.1; six females, four males) gave informed consent and were paid $10/hr to participate in this experiment. All had at least 20/25 vision with correction, all passed the Ishihara Color Test, and all were fluent speakers and readers of English.
Experimental sessions were carried out on a Macintosh G4 computer running Mac OS 10.5. Experiments were written in MATLAB 7.5 with the Psychophysics Toolbox (Version 3; Brainard, 1997; Pelli, 1997) . Stimuli were presented on a 20-in. CRT monitor (Mitsubishi Diamond Pro 91TXM) with resolution set to 1280 ϫ 960 pixels and an 85-Hz refresh rate. Observers were placed so that their eyes were 57.4 cm from the monitor. At this viewing distance, 1 cm subtends 1°of visual angle.
Stimuli were letters, number, or symbols varying in size from 1°t o 3°on a white background. All characters were displayed within a 24.5°ϫ 24.5°region of the screen.
In a block of trials, the observer's task was to detect the presence of any letter or number. There were four conditions, run in pseudorandom order across observers: (a) numbers among letters, (b) numbers among letters and symbols, (c) letters among numbers, and (d) letters among numbers and symbols. Letters were uppercase. The set of letters excluded O and I, and the set of numbers excluded 1 and 0. Observers were informed of this fact. Conse- This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Observers were tested on 30 practice trials and 500 experimental trials in each of the four conditions. Targets were present on 50% of trials. There were 100 trials at each of five visual set sizes: 1, 2, 4, 8, or 16 items. On each trial, a target was selected at random from the target set of letters or numbers. Distractors were selected with replacement from the distractor set. Observers were asked to respond as quickly and accurately as possible, using the A and L keys for "absent" and "present" responses, respectively. Breaks were enforced between blocks. Observers could also take breaks within blocks as desired. Accuracy feedback was given after each trial.
In standard visual search experiments, the standard deviation of the estimate of the slope of the RT ϫ Set Size function is roughly 0.5 of the slope estimate itself. This relationship allows us to calculate power of a comparison between two conditions in terms of the ratio of the slopes in those conditions, compared in a two-sided t test. Effects of interest in visual search experiments tend to be on the order of 2:1 or greater. A 2:1 ratio between slopes requires eight observers to yield a power of 0.8 at a 0.05 significance level. We ran 10 observers (power ϭ 0.94). Testing 10 observers retains a power of more than 0.8 for slope ratios down to 1.70. Effects of a less than 1.70:1 ratio are unlikely to be of great theoretical interest. Figure 2 shows the RT ϫ Set Size functions for correct targetpresent and target-absent trials, averaged across all 10 observers. RT outlier cutoff was standardized across all experiments at 3 standard deviations from the mean for each individual subject. Overall, this removed between 1% and 2% of trials. Removing RT outliers is something of a dark art. There are always a few RTs that are clearly the result of missed keys, sleeping observers, or other problems, but there is rarely an obvious separation between bad and legitimately long RTs. The 3 standard deviation cutoff is a widely used method, though it undoubtedly removes some "real" RTs. In the present case, this method produces essentially the same results as an arbitrary filter based on looking at the upper tail of the distribution.
Results and Discussion
In visual search experiments of this sort, the slope of the RT ϫ Set Size function is considered to be the most useful index of the efficiency of the search, as that slope gives an estimate of the cost of adding an item to the visual display. Other processes, like the initial stages of visual processing or the time required for the motor response, will add to the overall RT (and, thus, to the intercept of the RT ϫ Set Size function). The costs of attending to each item and deciding about that item will appear in the search slope (Wolfe, 1998) . It is clear that these are inefficient searches (Wolfe, 1998) , with no evidence for efficient, "parallel" search for letters among numbers, or vice versa (Egeth, Jonides, & Wall, 1972) . Additionally, error rates were modest, averaging 6.6% miss errors and 1.9% false alarms. A repeated-measures analysis of variation (ANOVA) on slopes reveals that the conditions differ from each for present trials, F(3, 27) ϭ 6.6, p ϭ .004, generalized eta squared ( G 2 ) ϭ .154, and absent trials, F(3, 27) ϭ 7.9, p ϭ .002, G 2 ϭ .092. (Note: We are reporting generalized eta squared because repeated-measures ANOVAs have multiple sources of error; a partial eta squared would not account for these sources, rather only the individual error associated with the given effect. The generalized eta squared accounts for all sources of error in the ANOVA, producing a more conservative estimate of effect size.) However, even though the nominal memory set sizes are very different, there is not much difference between search for numbers and search for letters. Bonferroni-corrected paired t tests show no difference between search for numbers among letters and letters among numbers, t(9) ϭ 1.89, p Ͼ .05. However, letter search is slightly less efficient than number search with added symbols for present trials, t(9) ϭ 3.11, p ϭ .012. Moreover, the nonsignificant difference is in the wrong direction, with letter search, with its larger memory set size, being slightly more efficient than number search, in the former case. For absent trials, letter search efficiency does not differ from number search, though both are inefficient, t(9) ϭ 2.7, p ϭ .026, Bonferroni corrected (a ϭ .0125). It is important to note that a number of factors could influence the efficiency of search for letters among numbers versus numbers among letter, such as the range of similarity between the numbers and letters in the font used. However, in this experiment, we are simply trying to determine how visual search for members of the categories, numbers and letters, differs from search for a set of N arbitrary objects. Figure 3 compares the results of Experiment 1 to the results from the original (Wolfe, 2012) hybrid search experiment. The smaller circle and square (black and white) data points are the slopes of RT ϫ Visual Set Size functions for individual observers This document is copyrighted by the American Psychological Association or one of its allied publishers.
4
in Experiment 1 of the present article, plotted at a memory set size of 10 for numbers and 26 for letters. Large gray circular data points and the accompanying best fit regression line are derived from the data in Wolfe, (2012) . It shows the linear increase in the slope of the RT ϫ Visual Set Size functions as a function of log2 of the memory set size. Dashed lines around those points show Ϯ95% confidence intervals. (Outline squares are data from Experiment 1B and will be discussed later.) If letters and numbers behaved like arbitrary objects, the observers' data should lie on or parallel to the Wolfe (2012) function. Clearly, that is not the case. All but two data points lie outside the 95% confidence interval. On the basis of the results of Experiment 1, therefore, we can safely conclude that observers do not search through the sets of digits or letters in the way that they might search through a set of 10 or 26 arbitrary objects. The most likely account is that in a search for a letter among numbers, or vice versa, the search is based on the categorical status of the item (Is it a letter or a number?). Apparently, the categorization of an item as a letter or number is not directly dependent on the number of elements comprising the category. This is a fairly obvious point, as it otherwise might take much longer to determine that something came from a very large set like "animal."
Note that we do not mean to suggest that it is surprising that categories like "number" or "letter" do not behave like sets of N objects in hybrid search. Indeed, in a task where observers are asked "Is this item a member of the target category," the performance can be better when the target category is larger (Omohundro & Homa, 1981) . Such effects can be accounted for by models like Nosofsky's exemplar-based random walk model (Nosofsky, Little, Donkin, & Fific, 2011) . In effect, in the Nosofsky et al. (2011) formulation, the category with more exemplars better defines a similarity metric that allows members of the category to be discriminated from nonmembers. For present purposes, what is important is that the pattern of RTs for decisions about category membership can be quite different from decisions about membership in an arbitrary memory set. One could generalize from this to hypothesize that hybrid search for a set of categories would be qualitatively different from search for a set of specific items. Experiments 2 and 3 show that although there are quantitative differences, the basic qualitative findings are similar: linear search through the visual set and logarithmic search through the memory set.
As to Figure 3 , one might propose that the faster RTs for these alphanumeric searches reflect much faster identification of characters than of arbitrary objects. We test this possibility in Experiment 1B.
Experiment 1B: Are Alphanumeric Characters Easier to Search Than Objects?
Is search through alphanumeric characters simply more efficient, in general, than search through objects? In prior work, search through arbitrary objects has been found to be fairly inefficient (Vickery, King, & Jiang, 2005; Wolfe, Alvarez, Rosenholtz, Kuzmova, & Sherman, 2011) , whereas search through alphanumeric characters can be quite efficient (Harris, Shaw, & Bates, 1979; . Experiment 1B rejects the hypothesis that hybrid search through alphanumeric characters is markedly more efficient than hybrid search through objects, at least for these alphanumeric stimuli. Experiment 3 will provide support for the hypothesis that hybrid search for a number among letters or a letter among numbers is speeded because that task is a category identification task.
Method
Ten observers (mean age ϭ 22.2 years, SD ϭ 6; seven females, three males) gave informed consent and were paid $10/hr to participate in this experiment. All had at least 20/25 vision with correction, all passed the Ishihara Color Test, and all were fluent speakers and readers of English.
In this case, the task was to search for any of N, arbitrarily selected, single alphanumeric characters among other arbitrary alphanumeric characters. At the start of each block of trials, observers were shown a memory set of 1, 2, 4, or 8 items. Thus, for a set of four, observers might be asked to search for D, T, 4, and W. Items from the memory sets were presented, one at a time, for 3 s each. Observers then took a memory test in which they saw characters and had to label them as belonging to the memory set or not. For a memory set of N items, they saw 2N test trials of which 50% were in the memory set. Observers needed to be 90% correct on the memory test, or it repeated until the observer achieved that level of performance. With the memory set securely in memory, This document is copyrighted by the American Psychological Association or one of its allied publishers.
OBJECT CATEGORIES IN HYBRID SEARCH
observers were then tested on 50 practice and 300 experimental trials, evenly divided between target-present and target-absent trials and between five visual set sizes: 1, 2, 4, 8, and 16 items. In all other respects, the experiment was similar to Experiment 1A.
In the language of Schneider and Shiffrin (1977) , this is a "consistent mapping" task in which the target and distractor sets remain fixed over a block of trials. We used the RT outlier cutoff of 3 standard deviations from the mean for each individual subject. Overall, this removed between 1% and 2% of trials. The critical results are shown as the open shaded boxes in Figure 3 . These plot the slopes of the RT ϫ Visual Set Size functions for each of the four memory set sizes tested. It is clear that those slopes lie comfortably above the slopes for search for arbitrary objects. This demonstrates that search for these arbitrary alphanumeric characters is, in fact, less efficient than search for arbitrary objects and much less efficient than search for members of the category "number" or "letter." This is not a speed-accuracy trade-off. The miss error rates are somewhat higher in this experiment (8%) than in Experiment 1A and are very high when the visual set size and memory set size are at their largest (visual set size 16, memory set size 8; miss error rate ϭ 28%). This is a speed-accuracy covariance, and correcting for these errors would only make the slopes of the RT ϫ Set Size functions steeper. Like the errors and the slopes, the mean RTs are substantially slower when observers search for arbitrary alphanumeric characters compared to arbitrary objects.
Experiment 1B rejects the hypothesis that the slopes in Experiment 1A were shallow because all alphanumeric searches are easy. A more plausible account would be that searching for a member of a well-defined category like "letter" is easier than searching for a member of an ill-defined category-in this case, an arbitrary set of items defined as a target category by the experimenter. This is, perhaps, most clearly illustrated by noting that the slope of a search for any digit in Experiment 1A is 36 ms/item. This is a nominal memory set of 10 items; eight if we eliminate 0 and 1, as we did. Compare that slope to the 98 ms/item slope for a search for any of eight arbitrary characters in Experiment 1B. The efficiencies of the searches for numbers among letters in Experiment 1A and for a consistently mapped set of characters in Experiment 1B are low (slopes are high) compared to the classic findings in, for example, Schneider and Shiffrin (1977) . It is not entirely clear why this is the case, though the older studies typically use small memory and visual set sizes and more trials. We have typically failed to find efficient search for consistently mapped character sets even when this is as simple as a search for Ts among Ls (e.g., Palmer, Fencsik, Flusberg, Horowitz, & Wolfe, 2011) . The topic deserves more research.
The basic finding of Experiment 1B is that arbitrary alphanumeric targets behave like arbitrary objects. Experiment 1A shows that the pattern of results is different when the set of targets is not arbitrary. Between the extremes of categorically defined targets and arbitrary targets, prior work has shown that there would be effects of specific target choices. For instance, Egeth, Marcus, and Bevan (1972) have shown that visual search for a target set of three numbers is heavily dependent on which particular numbers are memorized. In one block, all observers searched for the number "1" (memory set ϭ 1) in a stream of numbers, 50% prevalence. In another block, they had observers monitor the stream for either the numbers "1, 4, 7" or "1, 2, 3" (memory set ϭ 3). Again, a target appeared with 50% prevalence. The memory set size functions were very different for the two conditions. For observers who received the memory set consisting of the number "1" in one block and the numbers "1, 2, 3" in another block, the slopes of the Memory Set Size ϫ RT functions averaged 2 ms per item. However, surprisingly when observers received the memory set consisting of the number "1" in one block and the numbers "1, 4, 7" in another block, the memory search slopes averaged 24 ms per item. The memory set "1, 2, 3" behaves more like a category than the set "1, 4, 7."
Experiment 2: Searching for Multiple Categories
Experiment 1 shows that a target category does not behave like a memory set of its components (e.g., 26 letters). The set of all letters can behave as a single "target" (e.g., Is this item a letter? If yes, then terminate search.), whereas an arbitrary subset of N letters behaves like N targets in hybrid search (e.g., Is this item a letter? If yes, then is this item one from my memory set? If yes, then terminate search). Thus, searching for any letter allows the observer to stop his or her visual search at the categorical level without having to check specific items in memory. This is similar, but not identical, to the case of searching for a single letter. As noted earlier, many searches are searches for any member of a set. Are there any birds here? Is there some jam in the pantry? Do each of these sets or categories of targets behave like single, specific items in hybrid search? That is, would search for members of any of N sets or categories look like hybrid search for any of N specific objects? Search for items from multiple categories might be the more typical, real-world hybrid search. Consider going to the store to look for orange juice, some fish, and a vegetable. This threeitem set constitutes a set of three categories, not three specific items. Those categories might be subordinate (the orange juice), basic (fish), or superordinate (vegetable). We will return to the role of category level in the Discussion. For present purposes, the important point is that each target is defined by some infinite set of possible visual stimuli. In Experiment 2, observers search for multiple categories of targets (note that portions of the data in Experiment 2 were previously presented at the 2012 Object Perception, Attention, and Memory Conference; Cunningham & Wolfe, 2012) .
Method
Experiment 2 had 10 observers (mean age ϭ 23.7 years, SD ϭ 6.83; four females, six males) who were asked to memorize 1, 2, 4, or 8 categories. All gave informed consent and were paid $10/hr to participate in this experiment. Observers had at least 20/25 vision with correction. All passed the Ishihara Color Test and were fluent speakers and readers of English.
Twenty categories were used. The level of a category is not always self-evident, but 10 of these might be considered superordinate categories (plants, furniture, animals, weapons, musical instruments, fruit, clothing, kitchenware, electronic appliances, rocks and minerals), whereas the other 10 might be considered basic categories (picture frames, signs, flags, cars, time pieces, shoes, money, jewelry, masks, sweets). These were chosen to be This document is copyrighted by the American Psychological Association or one of its allied publishers.
6 trivially discriminable from each other by naive observers. Our interest is in the ability to search for instances drawn from multiple categories. Although it might be that there would be differences between basic and other categories, we did not separate these in our experiment. As our supermarket example indicates, real-world hybrid search probably involves a mix of category levels as well. A minimum of 150 photo objects, with an average of 300, were available in each category. Images were acquired through a commercially available database (Hemera Photo-Objects Volumes 1 and 2). No category was used as a member of the memory set in more than one block of the experiment for any one observer. However, members of previous target categories could be reused as distractors in subsequent blocks.
At the start of a block, the categories in the memory set were presented to the observer as words. Observers then took a memory test in which they identified pictures of objects as being in or out of the memory set. Observers passed the memory test by achieving greater than 90% correct on two successive tests. Images used in the memory test were not used in the subsequent visual search trials. Having passed the memory test, observers searched visual displays where one, and only one, of the items in the display was a target, drawn from one of the target categories. Distractors were drawn from all of the remaining nontarget categories. Thus, a memory set size of 4 might consist of shoes, fruit, furniture, and jewelry. A target would be any shoe, fruit, piece of furniture, or jewelry. A distractor could be any item from the other 16 categories. Displays had visual set sizes of 4, 8, 16, or 32. In this experiment, targets were present on 100% of trials, and observers made a localization response rather than a "present" or "absent" response. The two methods tend to produce similar patterns of RTs. Errors tend to be lower in localization tasks. Localizing responses were made by using the mouse to click on that target as rapidly as possible. There were 400 trials per memory set size. The memory set sizes (1, 2, 4, and 8 categories) were presented in a randomized order that was counterbalanced across participants.
Results
The first salient fact about search for members of a set of categories is that it is markedly more difficult than search for members of a set of specific objects. This can be seen in Figure 4 , where RTs are plotted as a function of the visual set size.
RTs for Experiment 2 are shown with solid lines. Dotted-line data are the equivalent RTs from search for objects in Wolfe (2012) using the same localization method. For example, the efficiency of search for a member of a memory set of two categories is the same as the efficiency of search for a member of a memory set of eight objects.
In Experiment 2 the RT outlier cutoff was again 3 standard deviations from the mean for each individual subject. Overall, this removed between 1% and 2% of trials. Most of the very long RTs are errors. Recall that this is a localization experiment. Observers must click on a target. When they forget categories, they must still choose something, and that guessing process tends to be slow and incorrect. Even with the localization method, error rates are relatively high in this experiment, rising from about 10% at the low visual and memory set sizes to 20% at the high visual and memory set sizes. The main effect of visual set size on error is significant, F(3, 27) ϭ 13, p ϭ .003, G 2 ϭ .13. The effect of memory set size is not significant, nor is the interaction. One cause of errors is probably proactive interference from target categories on previous blocks that become distractor categories on the current block. In support of this notion, we find that errors rise over the course of the experiment from about 10% to about 15%: using 50-trial bins, R 2 ϭ .30, F(1, 33) ϭ 14, p ϭ .0006. In the RT data, as is evident from Figures 4 and 5, the main effects of visual set size, memory set size, and their interaction are strongly significant: visual, F(3, 30) ϭ 262.17(!), p Ͻ .0001, G 2 ϭ .63; memory, F(3, 30) ϭ 13.33, p Ͻ .001, G 2 ϭ .102; interaction, F(9, 90) ϭ 7.22, p ϭ .003, G 2 ϭ .03). Though hybrid search for categories is more difficult, it appears to be fundamentally similar to hybrid search for objects. In both cases, the effect of visual set size on RT is basically linear, whereas the effect of memory set size appears to be logarithmic. This can be seen in Figure 5 , where RT is plotted as a function of the memory set size. Visual inspection shows the RT ϫ Memory Set Size functions to be nonlinear. Linear regression on the RT ϫ Memory Set Size functions produces R 2 values of .77-.92. Linear regression of RT ϫ Log2(Memory Set Size) produces higher R 2 in all cases: .88 -1.00. As one way to demonstrate that a linear relationship to log2(memory set size) is a good fit to the data, we used the data from memory set sizes 1, 2, and 4 to predict the results for memory set size 8. These predictions are shown as the symbols on the right of Figure 5 ; shaded figures for a linear fit, open figures for the log-linear fit. The errors for linear prediction are 140, 491, 614, and 1,326 ms for visual set sizes 4, 8, 16, and 32, respectively. The errors for the log-linear prediction are much smaller: Ϫ6, 38, Ϫ28, and 170. The relatively large error at the largest set size may reflect a speed-accuracy trade-off, but overall there is a convincingly linear relationship between RT and log2(memory set size). In this way, a memory set of categories behaves much like a memory set of objects.
Results show that searching instances of categories is markedly slower than searching for specific pictures of objects; slopes for the categories experiment were on average about 39 ms/item This document is copyrighted by the American Psychological Association or one of its allied publishers.
OBJECT CATEGORIES IN HYBRID SEARCH
slower than the object version in Wolfe (2012) , whereas the slopes were on average 58.5 ms/item (see Figure 4) . Because target categories from previous blocks could serve as distractors on subsequent blocks, interference from previously memorized categories probably contributed to errors. This hypothesis is supported by an increase in error rates over the course of the experiment. Moreover, under rather different circumstances, multiple categories have been shown to interfere with each other (Evans, Horowitz, & Wolfe, 2011) . Whatever the cause, the high miss error rate probably produces a speed-accuracy trade-off that will distort the RT ϫ Visual Set Size functions and the RT ϫ Memory Set Size functions. Nevertheless, despite the relatively high miss errors, RT ϫ Visual Set Size functions remained essentially linear, and more importantly, RT ϫ Memory Set Size increased with the log of the memory set size.
Discussion
The original Wolfe (2012) finding of logarithmic memory search could have been a property restricted to retrieval from our massive memory for specific instances of specific objects (Brady et al., 2008; Standing, 1973) . The results of Experiment 2 suggest that logarithmic search is a more general characteristic of search through ALTM. Memory performance for the categories used here is not as good as memory for specific objects. This is not surprising. In Wolfe, the observers had seen the specific objects. In the present experiment, observers had not been exposed to the specific instances of the categories tested. Instead, they were relying on their general semantic knowledge of "animals," "clothing," etc. Moreover, the ability to commit categories to memory is different from the ability to commit specific images to memory. Our observers could trivially hold 100 objects in ALTM, while error rates were rising fairly sharply by the time we asked observers to search for any of a mere eight categories (though, of course, each of those categories encompasses an unknown and large number of specific objects). Nevertheless, RTs rise with the log of the number of categories, just as they rose with the log of the number of objects in earlier work. This logarithmic process seems to be a general feature of searches through ALTM. However, as noted above, visual search for multiple categories in memory was significantly harder (or at least took more time) than searching for the same number of objects. Part of the explanation may have to do with the role of the visual attributes of the target items. It is likely to be easier to search for a specific red apple than for an unspecified member of the "fruit" category. In addition, an item in the visual display might have a feature that distinguishes it from all target objects. It is harder to have a feature that visually distinguishes an item from a set of arbitrary target categories. In this experiment, we selected a set of distinctive categories without regard for their status as superordinate (e.g., animal) or basic (e.g., cars). Had we used a set of more specific basic (e.g., birds) or subordinate categories (e.g., robins), the specific instances would have been more similar to each other, and we may imagine the search would have been somewhat more efficient. We would expect the qualitative pattern of linear search through the visual display and log-linear search through ALTM to remain the same. We turn to the role of object features in the next experiment.
Experiment 3: The Interaction of Visual Guidance and
Memory Search Figure 1 proposed a simple flowchart model of hybrid search in which linear selection of an object in the visual display cycled with a logarithmic search through memory to determine whether the object was in the memory set. Figure 6 presents an elaboration of the model in the light of Experiments 1 and 2 and in an effort to This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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situate hybrid search amid other tasks used to study vision, memory, and attention. Three steps are proposed. First, a visual selection stage in which one (or, perhaps, a small number) of the objects in the visual scene are selected for further processing. Selection is assumed to be serial but "guided" (Wolfe, 1994 (Wolfe, , 2007 . That is, if all targets are known to be red, for example, visual selection will be restricted to red items (Egeth, Virzi, & Garbart, 1984) . Second, an identification/categorization stage in which the selected items are compared to the contents of LTM and, thus, identified. This stage is assumed to be massively parallel, though it does take some time (e.g., Mack, Wong, Gauthier, Tanaka, & Palmeri, 2009 ). Finally, a stage in which it is determined whether the identified item is a member of the current memory set. The time required for this step is presumed to increase with the log of the memory set size.
Response times for different tasks will depend on different stages in this account. In a standard visual search task, the main driver of RT will be the visual selection stage with the degree of guidance modulating the efficiency of search. In experiments like those on ultrafast object categorization (Thorpe, Fize, & Marlot, 1996; VanRullen & Thorpe, 2001; Walker, Stafford, & Davis, 2008) , or object recognition and categorization more generally (DiCarlo, Zoccolan, & Rust, 2012; Palmeri & Gauthier, 2004) , selection is not the issue. These probe the timing of the second stage. In both of these cases, the memory set size can be considered to be 1. In classic memory search tasks, visual selection is typically not an issue, nor is object identification particularly problematic. Here it is the match to the memory set that is important. Classically, memory search times have been considered to be a linear function of memory set size for memory set sizes within the limits of short-term memory (Sternberg, 1966) . When the memory set is larger, RT can appear to be logarithmic (Burrows & Okada, 1975) , though "memory search" cannot be simply summarized as some simple function of memory set size (Estes, 1988) . Wolfe (2012) found a log relationship between RT and memory set size when the visual set size was 1 and memory sets could be as large as 100. With a visual set of 1, the hybrid search task of Wolfe is, essentially, a memory search task. A central question for the present article is whether that log function is an idiosyncratic consequence of our massive memory for specific pictures. It would be incorrect to propose that every memory search task will produce logarithmic RT ϫ Memory Set Size functions (Nosofsky, Cox, Cao, & Shiffrin, 2013) , but the results of Experiment 2 suggest that the logarithmic functions are not limited to the case of specific, photorealistic targets. When the memory set consists of categories of items, RT is still an apparently logarithmic function of the number of such categories, held in memory.
We can describe Experiment 1 within the framework of the hybrid search model in Figure 6 . Faced with an array of alphanumeric characters, the observer selects one, essentially at random (Box 1: visual selection). In Box 2, that item is identified (e.g., as a "7") and categorized ("a number"). In Experiment 1A, the target category label (e.g., "letter") constitutes a memory set of one. Thus, in Box 3, the size of the set of numbers or letters does not matter. In this particular example, "7" is not a letter and the process loops back to select another item. In Experiment 1B, the memory set would be some arbitrary set of items (e.g., "A H 5 7").
In that case, the Box 3 contribution to the RT would be related to the log of the memory set size.
Note that this flowchart does not offer an account of why search for categories is slower than search for objects. Presumably, as noted above, that is related to the relative lack of specificity in the representation of "animal" as compared to "this picture of a rabbit." However, the details of that difference are beyond the scope of this simple flowchart.
Experiment 3 is designed to further illustrate how these three steps interact to produce hybrid search behavior. Consider the situation illustrated in Figure 7 . The observer holds a memory set of nine animals in mind. The visual array can contain three types of items. An example of each is circled in the figure. Starting from the left of the "visual array," there are animals. They are candidates for selection (see Figure 6 , Box 1). They will be identified and categorized as animals (at the superordinate level; see Figure  6 , Box 2). Selection of an animal will invoke a memory search to determine whether that animal is in the memory set (see Figure 6 , Box 3). If we vary the number of animals in the visual array, each additional item should incur the relatively high cost of performing all three steps. Moreover, the cost of additional animals in the visual display will be directly related to the number of animals in the memory set because the cost of the memory set step will increase logarithmically as the memory set increases.
In the second circle, an alphanumeric character is an example of a stimulus that should not even be selected. Even though "animal" is a diverse class of visual stimuli, an "F" is never going to be an animal. In the absence of animal-like basic features, guided search will keep attention away from such stimuli. Thus, if we vary the number of letters in this display, there should be essentially no cost of additional letters. In the third circle is an object that might be selected (see Figure 6 , Box 1). In Box 2 (Figure 6 ), it would be identified ("boxing gloves") and categorized (as something other than "animal"). It could then be rejected without a search of the memory set because, not being an animal, it cannot be in an all-animal memory set. This could be seen as "guided" memory search. Additional distractors of this sort in the visual array will Figure 7 . For a given memory set, there are three types of items in the visual set: those that could not possibly be targets (e.g., letters, in this case), items that have visual properties like those in the memory set but are categorically incorrect (e.g., boxing gloves are not animals), and those that are both visually and categorically appropriate and, thus, require a search of the memory set to determine their status. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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OBJECT CATEGORIES IN HYBRID SEARCH produce a cost related to visual selection and/or identification and classification. It will not produce a memory search cost dependent on the size of the memory set. Experiment 3 tests and supports these predictions. Specifically, in a hybrid search for specific members of a well-defined category, three types of nontargets are important: (a) members of the category; (b) items that share basic visual features with the target set but that, once identified, can be rejected as members of a nontarget category; and (c) items that are sufficiently different from targets in their visual features and category that they do not need to be selected at all in a visual search. As the results of Experiment 3 will show, the RT cost of each additional in-category distractor includes the cost of a memory search through the target set in ALTM. However, the cost of each additional visually similar but categorically incorrect distractor includes only the usual costs of inefficient visual search without a search through ALTM. Finally, there is no cost for each additional dissimilar distractor, as these neither are selected in visual search nor provoke a search of ALTM.
Method
In Experiment 3, the stimuli were photographs of real objects. More than 200 images were collected in each of seven categories. The target category was the superordinate category "animals." In Experiment 3A, distractors could be drawn from the animals category or from one of three other nontarget, superordinate categories (clothing, musical instruments, and plants). These nontarget categories were picked to be categorically different from animals. However, it was intended that the items in the distractor categories should share low-level features with the target category (e.g., curved contours, irregular shapes, especially when projected into a two-dimensional plane). In Experiment 3B, the nontarget categories were flags, money, and picture frames. Here it was intended that the items in the distractor categories should be clearly distinguished from the target category by low-level features (e.g., straight contours and regular shapes). Items in this set were either rectangular or round in a manner that animals are not. Moreover, within a category, these items were more homogeneous in shape than target items (e.g., almost all coins are round). An animal would pop out in an array of these distractor types, and it should be possible to guide attention away from distractors and toward potential animals. Note that the selections of distractor categories that were like animals (Experiment 3A) and not like animals (Experiment 3B) were the subjective choices of the experimenters. If we knew more about the set of guiding features in visual search, especially form features, the distinction might have been based on a more quantitative measure of those features. As the results will show, even in the absence of such knowledge, the subjective choices of distractor categories produced the predicted results.
In Experiment 3A, observers memorized a target set of 2, 4, 8, or 16 animals. Once one of those sets was securely held in ALTM, observers performed a block of 512 trials. On each trial, there was a 50% chance of a target being present. There were zero, four, or eight animal distractors and zero, four, or eight distractors drawn from the nontarget categories of clothing, musical instruments, and plants. Thus, overall visual set size could be 4, 8, 12, or 16. The case of zero animal and zero other distractors was not used. There were 64 trials for each of the eight permitted combinations of numbers of animal and other distractors. Individual distractor items did not repeat within a trial. The four memory set sizes were run in pseudorandom order.
Objects were presented in a jiggled 5 ϫ 5 array. Each object fit in a box of 3.7°ϫ 3.7°. The field as a whole subtended 24.5°ϫ 24.5°at the 57-cm viewing distance.
Twelve observers (mean age ϭ 27 years, SD ϭ 9.2; 9 females, 3 males) gave informed consent and were paid $10/hr to participate in this experiment. All had at least 20/25 vision with correction, all passed the Ishihara Color Test, and all were fluent speakers and readers of English.
In Experiment 3B, the same 12 observers memorized a target set of four or 16 animals. Again, for each memory set, observers performed a block of 512 visual search trials. On each trial, there was a 50% chance of a target being present. Again, displays consisted of zero, four, or eight animal distractors and zero, four, or eight nontarget category distractors. This time, the nontarget categories were flags, money, and picture frames. The design was otherwise the same as in Experiment 3A. Indeed, the experiments were run as a single study with the order of all conditions counterbalanced across observers. Figure 8 shows the slopes of the functions relating RT to the number of items of a specific distractor type, presented in the visual display. The magnitudes of the slope functions give the cost to the visual search of adding distractors of a specific type. Thus, for example, the circles show the cost of adding a distractor to the display when that distractor comes from the categories: plant, clothing, or instruments. As can be seen, that cost is roughly constant at about 20 ms/item regardless of the number of animals in the memory set. The figures and data analysis show the data averaged from eight of the 12 observers. We removed four observers with error rates over 12% overall and error rates over 25% in individual cells of the experiment. These four observers averaged 22% miss errors (range: 14%-37%, with error rates over 50% in some cells). The error rates for the eight observers shown averaged 8% (range: 5%-10%). It is not desirable to remove one third of the observers. However, RT analyses are questionable when error rates are high. The power analysis, presented earlier, suggests that eight observers are adequate. Most importantly, the pattern of results, shown in Figure 8 , remains essentially the same if all 12 observers are included. Figure 1 in the supplemental materials presents the average data for all 12 observers to illustrate this point. For both Experiments 3A and 3B, using d= as a measure of accuracy, accuracy decreases with increasing visual set size and memory set size (ANOVA; all p Ͻ .005). There is no interaction between these terms.
Results
For the effect of animal distractors-distractors from the same superordinate category as the targets-it is clear that there is a cost of each animal distractor and that this cost increases dramatically with the memory set size. We can understand this in the context of the model in Figure 6 . To determine whether an animal distractor is a target, it must be selected in visual search (Box 1). Its identity and membership in the category "animal" must be determined (Box 2), and then that animal must be checked against the memory set of animals held in ALTM (Box 3). As in Wolfe (2012) , this This document is copyrighted by the American Psychological Association or one of its allied publishers.
10 memory set cost increases with log of memory set size; hence the compressive, logarithmic shape of these functions. To assess the statistical significance of this pattern of results, the RTs (not the slopes) were submitted to a two-way ANOVA with memory set size and target category set size as factors. The main effects of memory set size are significant for present and absent trials for animal distractors in Experiment 3A: present, F(3, 21) ϭ 37.7 p Ͻ .001, G 2 ϭ .35; absent, F(3, 21) ϭ 29.78 p Ͻ .001, G 2 ϭ .22. The main effects of number of animals in the visual set are also significant (all p Ͻ .01, average G 2 ϭ .62). Importantly, the interaction of the memory set size and target category set size is significant for target-present, F(6, 42) ϭ 16.86, p Ͻ .001, G 2 ϭ .06, and target-absent trials, F(6, 42) ϭ 26.78, p Ͻ .001, G 2 ϭ .06. This reflects the fact that the cost of each additional animal in the visual display goes up with the number of items in the memory set. Therefore, if an item is an animal, it invokes a search of the animals in ALTM, which takes more time when there are more animals in that set.
In Experiment 3A, when an observer encounters a nonanimal distractor, the resulting RT cost differs from the cost of an additional animal distractor. There is a cost of nonanimal distractors. The main effect of number of nontarget distractors in the visual display is significant, F(3, 21) ϭ 31.05, p Ͻ .001, G 2 ϭ .04. In Figure 8 , this reflects the fact that the slope of the RT ϫ Nonanimal Set Size function is roughly constant at about 20 ms/item. There is a significant effect of memory set size, F(3, 21) ϭ 39.45, p ϭ .0001, G 2 ϭ .68. This reflects the fact that the overall RT is slower when the memory set size is larger. However, the interaction of memory set size and number of nonanimal visual items is not significant, F(6, 42) ϭ 1.18, p ϭ .34. An additional nonanimal item in the visual display does not cause an additional search through the animals in ALTM. This is consistent with the model, sketched in Figure 6 , where it is proposed that each nonanimal may be subject to visual selection, but once selected, it can be rejected without further search through the memory set.
In Experiment 3B, the nonanimal distractors are coins, flags, and picture frames that are intended to be visually discriminable from animals. The main effects of memory set size and animal items in the visual set are significant for present and absent trials: present, F(1, 7) ϭ 9.43 p Ͻ .05, G 2 ϭ .07; absent, F(1, 7) ϭ 12.30 p Ͻ .05, G 2 ϭ .03. The interaction of memory set and the number of animals in the visual set is not significant for target-present trials, F(2, 14) ϭ 2.55, p ϭ .15, though it is significant for the absent trials, F(1, 7) ϭ 19, p ϭ .003, G 2 ϭ .02. As can be seen in Figure 8 , the animal items in Experiment 3B produce similar slopes to those in Experiment 3A, but the memory set size 4 slope is somewhat elevated, perhaps accounting for the reduced significance of the interaction. The effect of animal distractors is nearly the same in Experiments 3A and 3B.
Of more importance, in this case, are the results for the distractors that are not animals. For target-present trials, there is a main effect of the number of nonanimal items in the display, F(2, 14) ϭ 7.6, p ϭ .02, G 2 ϭ .03. Note, however, that this is a small negative slope. RTs are actually a bit shorter when the number of nonanimal distractors is larger. There is no significant interaction of the number of nonanimal items in the display with the memory set size, F(2, 14) ϭ 2.32, p ϭ .15, G 2 ϭ .007. The absence of the interaction suggests that these items were not selected in visual search and did not provoke a search of ALTM. On the absent trials, the main effect and interaction are significant, F(1, 7) Ͼ 6.23, p Ͻ .05, G 2 Ͼ .01. Again, the effects are in the "wrong" direction. Slopes of the RT ϫ Set Size function are less than 0 (as sometimes happens in searches where distractors are easily rejected; Bravo & Nakayama, 1992) . Moreover, larger memory set sizes produce lower slopes; again, the wrong direction. This may simply reflect a speed-accuracy trade-off, as errors double from 4% to 8% for memory set sizes of 4 and 16 items, respectively, t(7) ϭ 2.73, p ϭ .029 (two-tailed). Thus, these nonanimal distractors do not appear to be selected at all and do not require a search of ALTM.
Discussion
The results of Experiment 3 are consistent with those of the model outlined in Figure 6 . An observer holds a memory set in ALTM. Visual selective attention, guided by basic visual features, selects items from the visual display as possible targets. These are identified and categorized. If need be, they are then compared to the memory set. The time required for that comparison is a function of the log of the memory set size, but in Experiment 3 that This document is copyrighted by the American Psychological Association or one of its allied publishers.
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OBJECT CATEGORIES IN HYBRID SEARCH cost is incurred only for those items that are identified as members of the superordinate category, animals, to which all targets are known to belong in this experiment. Two classes of items in the visual display can be dispensed without the need for a log search through ALTM. If a distractor has clear nonanimal visual features, it need never be selected in visual search. It is not a candidate target. Consequently increasing the numbers of these distractorsthe money, flags, and picture frames of Experiment 3B-incurs no RT cost. If the basic features of a distractor are not sufficient to reject it as an animal, that distractor may be selected as a possible target. That selection proceeds at an effective rate of about 20 ms/item. However, once selected, the item can be categorized as a nonanimal and rejected with no ALTM search. Thus, there is no cost related to the size of the memory set. In this experiment, the target category of animals is superordinate. Would the results have differed if the target category had been basic (e.g., birds) or subordinate (e.g., hawks)? Categorization at the basic level should be faster (Tanaka, Luu, Weisbrod, & Kiefer, 1999) , and memory search would probably be somewhat slower as the members of the target category became more similar to each other. However, the overall pattern, shown in Figure 8 , should remain essentially the same. Observers would still select items, reject categorically incorrect selections, and perform memory searches only on items identified as members of the target category. Additionally, error rates would probably be higher, and continue to increase as the number of similar basic-level category items in memory increases. Memorizing and discriminating a few items within a basic level category from distractors of the same basic-level category is doable, even out to multiple categories with 16 exemplars per category (Konkle, Brady, Alvarez, & Oliva, 2010a) . However, if observers were asked to memorize hundreds of items within one basic-level category and had to discriminate those items from other distractors of the same category, we know from Konkle et al. (2010a) that performance would decrease.
General Discussion
Many real-world search tasks are hybrids of visual search and memory search. Obviously, we need to remember what it is that we are visually searching for (e.g., our mental grocery list). This point has not received much attention because the memory set size has generally been held at 1 in most visual search experiments. After systematically varying the memory set size, Wolfe (2012) proposed that an essentially linear visual search process interacted with a logarithmic memory search process. The experiments reported here require an elaboration of that view into something like the three-box account illustrated in Figure 6 .
This three-box account should not be taken too literally. In particular, it is probably a mistake to think of the process as three steps, occurring in sequence, with one ending as the next begins. Consider the results of Experiment 1B in which observers are looking for any of between one and eight alphanumeric targets. The slopes of the RT ϫ Set Size functions (plotted as outline squares in Figure 3 ) range from about 25 ms/item at memory set size 1 to about 100 ms/item at memory set size 8. This means that throughput rate (the inverse of the slope) for the entire process ranges from about 10 items/s for memory set size 8 to 40 items/s for memory set size 1 (the rates can change by about 2 times depending on your model of search; Horowitz & Wolfe, 1998) .
However, the identification/categorization step takes on the order of 100 ms at minimum (Kirchner & Thorpe, 2006) . Those numbers do not add up, if we assume a sequential series of steps. It is better to think of the process, cartooned in Figure 6 , as a pipeline (Khayat, Spekreijse, & Roelfsema, 2006; Ramamoorthy & Li, 1977) or, even more metaphorically, like a carwash (Wolfe, 2003) . Items are selected to enter the carwash at some rate. Each item takes some time to be washed. Since that time is longer than the time between selections, it follows that more than one item is being identified and categorized at the same time.
This carwash account would hold that the identification/categorization step is not a rate-limiting step in hybrid search (at least not with the relatively simple identifications required here). The rate of selection does seem to limit the entire process. The status of the memory search is not clear. Further research is needed to determine whether two or more items can be tested for membership in the same memory set at the same time in hybrid search or whether guided visual selection can co-occur with memory search.
A central goal of this work was to determine whether the logarithmic relationship of RT to memory set size was restricted to memory sets of specific objects in specific poses. The present results show that the log relationship is more general. Experiment 1B shows that it is a better approximation to the data than a linear model for arbitrary sets of alphanumeric characters. Experiment 2 shows that the same is true for arbitrary sets of categories like animals and picture frames. Experiment 3 serves as a replication of Experiment 2 for these purposes. In other work, we have found similar results with lists of words (Boettcher & Wolfe, 2014) .
The relationship of this result to the broader memory literature is complicated by differences in methods. All of the hybrid search work uses consistent mapping, in the language of Schneider and Shiffrin . Moreover, the hybrid work largely ignores order effects in memorization and testing, though these can have strong impacts on RTs (Monsell, 1978) . Priming in visual search is a similar temporal order effect that is not considered here. Observers are faster to respond to a target on the current if it was a target on a recent trial (Lamy, Bar-Anan, Egeth, & Carmel, 2006; Maljkovic & Nakayama, 1994; Wolfe, Horowitz, Kenner, Hyle, & Vasan, 2004) . Note that a target will appear more frequently when it is a member of a small memory set than if it is a member of a large memory set, at least if targets in the visual search are drawn at random from the memory set. This does not diminish the interest in the orderly shape of the RT ϫ Memory Set functions in hybrid search, but it does illustrate that more research will be required to understand the forces that generate those data. Nosofsky et al. (2013) have started that work with a series of experiments that combine the photorealistic stimuli of Wolfe (2012) with more classic methods of the memory search literature. They tested memory sets from 1 to 16 in consistent mapping, varied mapping, and a condition where all items were new on each trial. They used memorization methods that preserved information about presentation order, and they used only a visual set size of 1. Under these conditions, they obtained curvilinear RT ϫ Memory Set Size functions that look similar to those in the present article and in Burrows and Okada (1975) . Their methods produced error rates that would complicate asking whether the RT function was logarithmic. However, the combination of errors and RTs is more suitable to modeling, and Nosofsky et al. reported that the errors and RT distributions are accounted for successfully by a version of an exemplar-familiarity model (Nosofsky & Palmeri, 1997) . It remains to be seen how the results of these memory search experiments apply to the hybrid search situation where the visual set size is greater than 1. As discussed in the context of the three-box model of Figure 6 , this will depend on where the rate-limiting steps lie in combined visual and memory search. Can more than one visual selection and memory search coexist?
Interference between memory sets is another factor not systematically examined in the hybrid search paradigm. Anecdotally, it is surprisingly easy to perform several hundred searches for one set of N objects and then put those out of mind effectively enough to search for a different set of objects on the next block. Still, it seems clear that there will be some interference effects, as have been found in similar searches for small sets of words, for example (Wickens, Moody, & Dow, 1981; Wickens, Moody, & Vidulich, 1985) . One can look for interference effects between and even within blocks in a hybrid search paradigm. For instance, it is possible to hold two sets of items in memory and search for members of one set in one context and the other in another context (akin to looking for vegetables in the produce section and candy in the snack food aisle). In preliminary work (Boettcher, Drew, & Wolfe, 2013) , we have found that observers can do such tasks but they are imperfect at restricting search to the relevant subset. They pay a modest cost for distractor "lures" from the currently irrelevant set, but they rarely produce false-alarm errors to those lures. These interference effects, when explored more fully, will reveal much about the capacity and flexibility of ALTM.
Finally, though the present article shows that the basic pattern of hybrid search is found with memory sets that consist of multiple categories as well as multiple specific objects, the term category is used rather broadly in this work. As with interference effects and temporal order effects, category type is not specifically manipulated in these experiments. Thus, for instance, it may be that some categories have a privileged status in visual search (e.g., animals; Drewes, Trommershäuser, & Gegenfurtner, 2011) . Other distinctions between types of categories may be important for the speed of recognition. Rosch et al. (1976) found that participants were fastest to verify object categories at an intermediate level (e.g., bird vs. other animals) than at more superordinate levels (e.g., animal vs. vehicle) or subordinate levels (e.g., Northern Cardinal vs. other birds). Jolicoeur et al. (1984) referred to the fastest level of categorization as the entry level. It may not be that entry-level categories are processed first. Processing at multiple levels may start at the same time with quicker decisions possible for some types of category (Mack & Palmeri, 2011; Mack et al., 2009) .
It would be interesting to determine whether the pattern of hybrid search was different for a set of entry-level categories as compared to memory sets of superordinate or subordinate categories. Again, as with the three boxes of Figure 6 , this will depend on the degree to which object identification is a rate-limiting step in hybrid search.
In summary, many real-world search tasks are searches for any member of a list of possible targets. There is variation in the precision with which those targets can be defined ("food," "meat," "beef," "this steak"). Although the precise nature of the targets modulates the efficiency of the search, the evidence from this article suggests that search times will rise linearly as the number of items in the display increases and will rise logarithmically as the number of items in the memory set increases.
