In this paper, we present a simultaneous segmentation algorithm for multiple highly-occluded objects, which combines high-level knowledge and low-level information in a unified framework. The high-level knowledge provides sophisticated shape priors with the consideration of blocking relationship between nearby objects. Different from conventional layered model which attempts to solve the full ordering problem, we decompose the problem into a series of pairwise ones and this makes our algorithm scalable to a large number of objects. Objects are segmented in pixel level with higher-order soft constraints from superpixels, by a dual-level conditional random field. The model is optimized alternately by object layout and pixel-wise segmentation. We evaluate our system on different objects, i.e., clothing and pedestrian, and show impressive segmentation results and significant improvement over state-of-the-art segmentation algorithms.
Introduction
Object segmentation is a fundamental task in computer vision. Different from conventional image segmentation problems, e.g., superpixelization [1] [2] [3] and interactive ones [4] [5] , object segmentation usually needs specific object knowledge to provide high-level information. Recently it receives the renewed interest partially due to the improvement of efficient object detection algorithms [6] [7] [8] [9] . With the help of object detection algorithms, elaborate object models are proposed to facilitate the segmentation framework. Many of these models are designed for single object modeling, e.g., [10] [11] [12] [13] . However, there are still numerous scenarios containing multiple objects, such as group images for social activities [14] , crowd scenes in public and jammed traffic [15] . In these scenarios, multiple objects exist and might occlude each other densely. Therefore, a typical challenge for segmenting objects is the inter-object occlusion. And this challenge also implies that different from single object modeling algorithms, we should take object-wise information into consideration and model them jointly (as shown in Fig.1) .
In this paper, we propose to estimate the shapes for multiple occluded objects with a global view of the scene. We treat each object as a node and model their interactions (blocking relationship) as edges. We use an object-based graph because the variation of object shapes in occlusion scenarios can be distinguished by their individual and context information. An objectbased graph can give more direct understanding of the whole scene. When compared with previous approaches, our contributions are twofold:
Blocking Model. As a key aspect of our method, a blocking model is proposed for occlusion reasoning. The conventional layered approach [16] attempts to solve the full layer ordering problem in a brute-force way. This method works well for images with a small number of objects, but is time-consuming for the ones with a large number of objects, since it involves a full permutation problem. However, there are many objects in a photo. We observe that it is unnecessary to estimate the layer order for each pair of objects. For example, the layer order for objects far from each other is not critical. So we cast the full layer order problem into a series of pairwise ones, which makes our algorithm scalable to a large number of objects. The blocking model is built on two kinds of heuristic features with the following intuitions: 1) relative positions of objects imply the blocking relationship; 2) unblocked objects contain more repetitive patterns. These two kinds of features complement each other in determining the blocking relationship. We base the second kind of features on appearance similarities. This makes the algorithm generalizable to many object types.
Joint Layout and Segmentation Model. We propose a joint model for object layout and segmentation. The layout model is defined on an object-based graph and depicts the scene with a global view of the image. It provides sophisticated shape priors for objects in the consideration of blocking relationship between them. These shape priors directly reduce the ambiguities in overlapping regions which would be difficult to solve for segmentation algorithms using only low-level features. The segmentation model is a variant of the conditional random field which integrates shape priors from highlevel knowledge, higher-order constraints from superpixels and low-level appearance model from image features. The two models are optimized iteratively, which obtains more robust segmentation results.
We will briefly discuss related work in Section 2, describe the multi-object model in Section 3, and discuss how to learn the model in Section 4 and present the inference framework in Section 5. Experimental results of different object segmentation problems will be shown in Section 6, demonstrating significant improvements compared with conventional methods and the application to verify detection hypotheses with segmentations. Section 7 concludes the paper.
Related Work
There are innovative methods which combine topdown and bottom-up information for object segmentation. Borenstein and Ullman [10] proposed a patchbased algorithm to segment instances of a particular object category. Leibe and Schiele [17] used a probabilistic formulation and incorporated the knowledge about the recognized category. Levin and Weiss [12] simultaneously trained top-down and bottom-up cues and yielded high quality segmentation with a handful of patches. Winn and Jojic [18] presented an unsupervised algorithm which learns object class model for segmentation. However, these methods are designed for single-object segmentation and occlusions are not taken into consideration.
Winn and Shotton [19] proposed a "Layout Consistent Random Field" addressing partial occlusions by allowing invisible parts and the approach was extended to handle various viewpoints and scales in [20] . However, these methods do not exploit the global information provided by the image (e.g., object relative locations [21] ). And it is not clear about the performance when using the grid-like parts in objects with high shape variability [10] . The papers of [22] [23] simultaneously learn detector and segmentor using edgebased features, but their occlusion reasoning is based on the image coordinates, which makes their algorithms hard to handle cases where objects locate closely to each other [14] . Kumar et al. [11] proposed the OBJCUT method to get object specific prior for segmentation. However, their method can only deal with self-occlusion and cannot detect occluded objects. The method most similar to ours is the Layered Model proposed by Yang et al. [16] , which represents ordered layers of object detections to estimate refined object appearance. They try to solve the full layer ordering problem and enumerate all possible orders, but this makes the algorithm intractable for a large number of objects.
Note that some other techniques can also deal with occlusions in a sense without explicit occlusion models, e.g., co-segmentation [24] and multi-phase labeling [25] . These techniques are out of the range of this paper and we will focus on the direct modeling of occlusions.
More recently, there are several attempts on combining detection and segmentation into the same framework. Ladicky et al. [26] described a probabilistic framework combining detection and segmentation based on solvable Robust P n potentials [27] . Maire et al. [28] addressed the combination problem of image segmentation, figure/ground organization and object detection by solving a generalized eigen-problem. Partial occlusion can be addressed by these methods, but they do not supply sophisticated shape priors for objects, which is important for the cases with dense occlusions.
A preliminary version of this work appeared in [29] while significant improvements are made in this paper. We introduce a joint layout and segmentation model and improve the original layout model by proposing more accurate object boundary approximation. Interleaved inference and learning algorithms are proposed to optimize and parameterize this joint model. We also provide additional experimental results on new datasets with different objects as well as additional analysis of our system components. And finally we describe how to use our segmentation results to verify the detection hypotheses.
Multi-Object Modeling
Inter-object occlusions in group images, crowded scene or jammed traffic are usually severe and dense. Our approach isolates object detection and segmentation algorithm because we believe that in such scenarios, more flexible approach should be used to locate objects with the consideration of the impact of occlusions, e.g., using a face detector to find occluded persons [14] , or using a tracking algorithm to locate occluded objects.
Roadmap of the Proposed Approach
Now we describe our multi-object model for occlusion reasoning, object layout and segmentation through a high-level overview. Details of the approach will be discussed in the next subsections.
Given an image I with K pixels and O objects detected in it, our approach is aimed to infer object shape in pixel level for each of them considering the occlusion between neighbors. The whole approach is illustrated in Fig.2 .
Object Level Notions. Let x n denote the features extracted for each object, including object location and size, superpixel image [3] , RGB features in inferred object region, where n ∈ {1, . . . , O}. Suppose M candidate object shapes are generated for each object (as will be described in Section 4, these candidate shapes are generated by a modified random forest), and then y n ∈ {1, . . . , M } called as object layout, represents the object shape selected for each object. The object pairs possibly occluded by each other are denoted as the edge set E L . For any pair of neighbor objects, binary blocking indicator b mn denotes the blocking relationship. When object m blocks object n, b mn = 1; otherwise b mn = 0.
Pixel-Superpixel Level Notions. Let I i be the feature vector associated with the i-th pixel where i ∈ {1, . . . , K} and z i ∈ {0, 1, . . . , O} be the label assigned to pixel i. Similarly, let I K+r be the feature vector associated with the r-th superpixel where r ∈ {1, . . . , R} and R is the superpixel number and z K+r ∈ {0, 1, . . . , O} be the label assigned to super- . Given an image I and an object layout y, the problem of segmentation requires us to obtain the final labels z by maximizing the posterior probability P (z|I, y). In our algorithm, P (z|I, y) is assumed to be a conditional random field (CRF) [30] as in conventional settings. The posterior distribution P (z|I, y) is a Gibbs distribution and can be written as: P (z|I, y) = exp(−E(z|I, y))/Z S , where Z S is the partition function, and E(z|I, y) is the energy function. Thus the final segmentation result can be obtained by:
Note that Z S is omitted in the last part of the above equation, because Z S is the same for all possible labelings z.
Currently, the object layout y is assumed to be known. Now we will show how to obtain y. Intuitively, the object layout is affected by the true object shapes and the blocking relationship. Specifically, the shapes of all objects are expected to give better explanation to both cues. However, the true object shapes cannot be known. Here, we use the segmentation result z to approximate those shapes. So in our algorithm, given object-level features x, blocking relationship b and the approximated object shapes z, the optimal object layout y is obtained by maximizing the posterior probability P (y|x, z, b).
To solve the above optimization problem, object shapes z and blocking relationship b are required. The former one can be obtained by optimizing (1) . The remaining part is how to get the blocking relationship b. In our algorithm, the blocking relationship b is predicted based on both self-similarities and the contextual information. Formally, it is obtained by maximizing the posterior probability P (b|x) as follows:
Object Segmentation
We use our previous algorithm of segmenting objects with high-order constraints from superpixel [31] . But different from the original one in [31] and the robust P n model in [27] , our algorithm here also incorporates superpixel-wise interactions which give more power to refine the segmentation results (a similar routine can be found in [32] ). Formally, the segmentation energy function E(z|I, y) is defined as follows: (2) where E S is the edge set in the segmentation graph model including pair of four-connected pixels, pixels and their corresponding superpixels and pairs of superpixels sharing the same boundaries.
The unary potential ψ i encodes the cost of assigning a label to the i-th pixel or superpixel. It is computed from the shape prior and appearance model both guided by object layout y. Then the unary potential can be written as:
where θ s and θ a are parameters weighting the potentials obtained from object layout y (ψ s i ) and color (ψ a i ) respectively. These potentials take different forms for pixels and superpixels.
Shape Prior. For each pixel, the probability of assigning a label based on object layout y can be calculated as follows:
where p i (1|y m ) is the probability of the i-th pixel being foreground in the m-th object's shape mask. So intuitively, for pixel i, z i = 0 if and only if it is background for all object shape masks. Thus the shape potential is computed as:
where R i−K is the pixel set in superpixel i − K and |R i−K | is the number of pixels in this superpixel. Appearance Prior. RGB histograms are extracted as the appearance model for both objects (background) and superpixels, which are denoted as H OBJ m and H SPX r respectively. The appearance potential is computed as:
where H(·) is the value of bin · in the histogram, and [·, ·] INT is the histogram intersection similarity between two histograms. We choose this histogram similarity criterion due to its compatibility to the histogrambased probability.
The pairwise potential ψ ij encodes the interactions between pixels and superpixels. The basic idea is to encourage consistency between involved nodes in CRF. The form of ψ ij is inspired by the data-dependent contrast model used in [33] :
In our algorithm, g ij (z i , z j |I) is computed based on the type of nodes the edge involved in and defined as:
are the cardinalities of superpixels (superpixels are indexed after all pixels). β a , β b , β c are calibration parameters to normalize the core function value in each condition into a comparable range and λ a , λ b , λ c are parameters to weight pairwise potentials. Note that we isolate them in the middle two cases for consistency in formulation. g ij is only reached when z i = z j . The other symbols are explained below.
In the first case, both nodes are pixels, so it is calculated as a normal contrast sensitive model. Its intuition is that two nearby pixels have higher probability to take the same label if they are similar to each other, so higher cost will be assigned if their labels are different. β a is calculated as the inverse of the average of all possible I i − I j 2 which is the Euclidean distance between vector I i and I j .
In the middle two cases, only one node is a pixel. The potential is computed based on the cardinality of the corresponding superpixel [27] . The calibration parameter β b is calculated as the inverse of the average of all superpixel cardinalities.
In the final case, both nodes are superpixel. The potential is derived by generalizing the conventional contrast sensitive model. A similar intuition is that two superpixels have higher probability to be assigned the same label if they are similar to each other. The difference here is that we use Chi-Square histogram distance [·, ·] X to replace the Euclidean distance in pixel-wise ones. The calibration parameter β c is calculated as the inverse of the average of all possible [H
Layout Model
We assume that the object-graph is a Markov random field, so the object layout probability can be formulated as:
where Z L is the partition function to make sure that P (y|x, z, b) is a distribution, z n is the segmentation results for the n-th object, and E L is the edges in the object layout model which will be decided in runtime based on object locations and sizes.
The unary potentials ϕ n measure the consistency between the object candidate shape and the actual boundaries. Suppose the y n candidate binary shape (obtained by thresholding the object foregroundbackground mask) for object n is s n yn , and then ϕ n is defined as their Jaccard coefficient:
A uniformed unary parameter β u is assumed for all unary potentials. Note that while obtaining the segmentation result z n , superpixel information is incorporated. This is an essential part of our algorithm. If the segmentation is only performed in pixel level, the result obtained will be more similar to the supplied high-level shape prior y, which means this unary potential in (3) cannot supply enough information to help the layout model jump out of local minima (e.g., caused by poor initialization). We will show more detailed analysis in Section 6.
The pairwise potentials penalize the conflict foreground part of the neighbor shapes and the blank space left in the overlapping region, and encourage the larger size of the unoccluded region. Let A be the overlapping region of two detected object boxes, and s 
where
where s n k is the binary indicator of the pixel as the foreground in A, the same with s m k and |A| is the size of the overlapping region. In (8) , the numerator accumulates the number of pixels where occluded and unoccluded shapes are both foregrounds. This conflict brings the ambiguity for segmentation. In (9), we penalize the blank space left in the overlapping region by the neighbor shapes. This potential is required because it corrects the bias to smaller object shape from the other two pairwise potentials (ϕ a and ϕ c ). These two functions are illustrated in Fig.3 . The former two potentials do not distinguish unoccluded and occluded objects. In (10), we encourage a bigger foreground size of the unblocked object in the overlapping region by calculating their foreground size proportions.
Since the blocking relationship might be different for different object pairs as shown in Subsection 5.2, β p mn is used to represent the blocking relationship confidence. This is different from unary parameter β u . So we set β p mn = P (b mn |x m , x n ), where P (b mn |x m , x n ) is the blocking probability calculated as (12) in Subsection 4.2.
Blocking Model
Heuristically, the object at a lower location is more likely to block those at a higher location. However, estimating the occlusion relationship by relative object location is not always reliable. For example, in Fig.1 , the 0th and 2nd face locations are lower than their neighbors, but they actually stand behind them.
We assume that the blocking relationships are independent for all neighboring pairs. So P (b|x) can be factored as:
The blocking probability between pairs of objects P (b mn |x m , x n ) is obtained by random forest. The details can be found in Subsection 4.2.
Model Learning
We learn the model using a supervised algorithm based on manually labeled dataset. Object shapes are labeled respectively, with foreground as 1 and background as 0. The blocking relationship is inferred from the segmentation labeling results. For objects nearby, we accumulate the foreground size of them in the overlapping region A and determine the ground-truth blocking relationship b The intuition of blocking relationship groundtruth determination is that the unblocked object is the one with larger foreground in the overlapping region. And the confidence is the proportion of the foreground pixels in this region.
Object Shape Modeling
As stated in Section 3, M object shapes are sampled for each individual object. These candidate template shapes are learned using random forest, since it is very efficient and straightforward to implement [34] . The weak feature is designed based on the self-similarity properties of object (Fig.4) . Specifically, rectangle patches are densely sampled in the object region. The weak feature is defined as the histogram similarity (inverse X 2 distance) between patches from possible foreground region. In each internal node the training data is split by comparing a weak feature with randomized thresholds.
Each decision tree is a binary tree (illustrated in Fig.4) , where each leaf (Fig.4) records the object shape fallen into it. In contrary to conventional decision tree, the information gain is not available for a highdimensional clothing shape. Actually, the object shape model is used to sample the object shape distribution with low-level features bridging the semantic gap between them. The model is expected to maintain compact shape distribution for the terminal nodes and hence generate specific shape for a testing image. So we propose to use the shape consistency to calculate the decision tree split metrics. The consistency between any two binary shapes is defined as their Jaccard coefficient:
where FG(·) is the set of foreground pixels of binary shape. All object shapes are normalized with the same size based on the detection results. Lets = {s 1 , . . . ,s S } be a shape set, and then the consistency ofs is defined as the minimum among all pairs of shapes:
The feature in each internal node is selected as the one producing the most consistent partition, i.e.:
,τ are the subsets produced by comparing the response of H with threshold of τ . In internal nodes, H and τ are both randomly selected [34] . The learning process is halted when the remaining object shapes are consistent enough or there are no weak features that can gain significant consistency improvement. The consistency threshold is manually set as 0.9 keeping high modeling performance and moderate tree size.
A set of decision trees is learned and each tree is trained on a different sampled dataset [34] . Since the features used in our model imply the self-similarity of objects, the output object shape model can address the occlusion moderately (referring to Subsection 6.2.2).
For an input image, the algorithm traverses each decision tree based on weak features and final comes to a leaf node where one or several shape samples are maintained. A probabilistic map is generated for each leaf node and used in following procedures.
Blocking Distribution Modeling
The blocking distribution models the pairwise blocking relationship between objects. This is essentially a binary classification problem for each object pair. Random forest [34] is used as the classifier. For each decision tree, a blocking distribution between neighbors is learned based on relative features, as shown in Fig.4 . Here we set the upper-right person as the origin. The first set of features is the relative object location, including relative angle θ and relative distance δ. The second set of features is related to the one used in Subsection 4.1. As shown in Fig.4 , for neighboring objects, H 1 and H 2 involve one patch of the patch pair in the overlapping region and the other outside. The difference ∆(H 1 , H 2 ) = H 1 − H 2 is used as the weak feature. The intuition is that the appearance of the overlapping region should be more similar to the unblocked object. Still, in the internal nodes, these continuous features are used by comparing with the randomly-selected thresholds and the one with the maximum information gain is selected. The leaf nodes maintain the probability that object a blocks object b using a non-parametric model, i.e., we count the blocking and unblocking frequency from training samples fallen into them.
A set of decision trees are learned and each tree is trained on a different sampled datasets. The final blocking distribution is obtained by averaging outputs of all trees:
where T is the number of blocking decision trees and P t (b mn |x m , x n ) is the blocking distribution obtained by a single decision tree.
Model Inference
Given an image and its object detection results, we are aiming at inferring the blocking relationship, object layout and segmentation results simultaneously.
Data Preparation
The possible object region is obtained by object detection or other assistant techniques, e.g., discriminative part detection or object tracking. The edges E L for layout model are determined for the neighbor rectangles with large enough overlapping region. We use a threshold 10% of the minimal rectangle which preserves most real blocking pairs while eliminates those which are not so affected by blocking relationship.
For each object, M candidate objects are obtained using the object shape model learned in Subsection 4.1. For each pair of neighbors, the blocking distribution is obtained using (12).
Blocking Relationship Determination
We assume that the blocking relationships between any pairs of objects are independent. Then the optimal blocking relationshipb can be obtained by maximizing the individual local blocking distribution, i.e.,
Yang et al. [16] searched the optimal ordering from all possible permutations. In our method, we just use the Maximum a posteriori (MAPs) solution, as we observe that the uncertain blocking relationship usually occurs when neighbors locate closely but do not block each other (Fig.5) . It means that "who blocks who" is not critical in these cases. We incorporate the confidence P (b mn |x m , x n ) to the layout model in (6) as the pairwise weight, which decreases the effect of neighbor constraints when the relationship is not so confident. Thanks to the way of incorporating blocking relationship as soft constraints, our algorithm performs well even though we do not permute all possible blocking relationship. 
Segmentation and Layout Sampling
The object segmentation results z and object layout y depend on each other. Here we use a coordinate ascent algorithm for inference. It iterates between two procedures: layout sampling and object segmentation.
Layout Sampling
Given blocking configuration b, the MAP solution of (6) can be approximated by Loopy Belief Propagation [35] . However, in our method, we propose to sample the layout instead of a single MAP solution. The two reasons are as follows.
The first is as suggested by Kumar et al. [11] , when using the top-down model as latent variable to guide the bottom-up image segmentation, the expectation of the log likelihood of an Markov random field (MRF) can be efficiently optimized by a single graph cut optimization (as shown in the following subsection, the duallevel CRF defined in (2) can be optimized by alphaexpansion). Importantly, they argued that multiple samples are necessary for some difficult cases in which RGB distribution of the background is similar to that of the object.
The other is from an insight of our model. In Subsection 4.1, an object shape random forest is learned for each person individually. Random forest increases its generalization accuracy nearly monotonically with respect to the number of decision tree [36] . The final voting procedure of outputs will make the model more robust to noise. However, the MAP inference selects only one result from all tree outputs, and this will decrease the generalization ability (e.g., data noise, incorrect graph structure or approximate solution of graph model). From this point of view, sampling from the layout model, where the interaction of the neighbors is taken into account, is a novel and effective voting method to improve the individual random forest performance.
For convenience of sampling, the sum-product algorithm is used for MAP inference [37] and then multisolutions are sampled around the local (global for treegraph) minimum by Gibbs sampling. Here, the posterior distribution of layout solution is approximated as [11] :
where B m and B mn are the unary and pairwise beliefs calculated by the sum-product algorithm. q m is the neighbor number of the m-th node.
Object Segmentation
Conditional random field with higher order constraints has been used in segmentation problem and gets significant achievement in recent years [27, 32] . The pair-wise potentials in (2) take the form of Potts Model and thus are submodular [38] , so we can optimize the dual-level CRF using the alpha-expansion algorithm [4, [38] [39] efficiently.
The procedure is performed as follows: first, we only use the shape prior in (3) and set θ a = 0, and get the segmentation results, which actually align to the image based on the pixel and superpixel information. Second, we learn the appearance model {H
and turn on the appearance prior, and then run alpha-expansion again to obtain the final labeling results by incorporating appearance information. Additional, we can improve the result by refining the appearance model iteratively as suggested in [4] .
Superpixels are used as soft constraints in our algorithm, so their inaccuracy in approximating true object boundaries can be decreased. The final segmentation result is obtained from pixel-level labeling, i.e., only {z i |i K} are used.
Interleaved Optimization
The optimization of z and y relies on each other. An interleaved algorithm is used for the optimization and detailed in Fig.6 . Note that initially both z and y are unknown. So we use the average of all candidates generated by the object shape model (Subsection 4.1) as the initial shape prior. The reason is that the object shape model is built based on self-similarity features which can reason the occlusion in part.
Experiments
The proposed method is a general framework which is applicable for segmenting group objects of many types. In this paper, it is applied to segmenting people clothing and pedestrians. We analyze the impact and performance of each component of our system in clothing segmentation of group images [14] . In these images heavily-occluded people can be located by a face detector and thus we can evaluate the blocking information excluding the influence of other factors. We also show results on segmenting pedestrians and compare our algorithm with state-of-the-art methods.
Learning Configurations
Random forests for object shape modeling and blocking distribution modeling are implemented similarly for every object class. Both of the random forests consist of 25 decision trees. For each node of them, √ F weak self-similarity features [40] are randomly selected (relative object location features in blocking distribution modeling are used for all nodes), where F is the weak feature number. The size of rectangles used in self-similarity features is 4 × 4, and they are densely sampled with step 2. Twenty thresholds are generated randomly for each feature and then the optimal one is selected. No pruning is applied for decision trees.
Weights of the model required to be specified are: shape weight θ s , appearance weight θ a , pairwise weights λ a , λ b and λ c in segmentation energy (2), unary and pairwise weights β u , β a , β b and β c in layout energy (6) . The other parameters are mostly used for calibration and their calculations have been specified. In general, the learning of these weights is not an easy problem. Since the inference algorithm is performed iteratively, we propose to learn the weights for each iteration respectively in Fig.7 . Since the optimization of the whole model is slow, a heuristical approach (similar to [27] ) is used to search for the weights. We learn weights one by one and fix the former weights as the optimal values when learning the latter ones. The order of parameters learning is (θ a , λ a , λ b , λ c ) We omit the two weights in the output.
Clothing Segmentation and Analysis
First of all, we evaluate our method on the public available dataset of group images [14] . All the images with high occlusions between neighbors are downloaded from Flickr by different key words: wedding, family and group images. We manually label 281 images with 1 051 persons. We partition the ground truth dataset into two halves randomly and train our model using one half and test it with the other. We detect face location and scale images using a face detector [41] . When modeling each person, we normalize the image to make the face with the size of 24 × 24. The skin is roughly filtered off using the skin color model extracted from the face.
Object Shape Modeling
While building the object shape model, we observe that the background occupies much larger proportion than the foreground since many people's clothes are occluded. So we define the consistency between binary shape pairs based on the foreground as (11) . The outof-bag accuracy of the model is illustrated in Fig.8 with respect to the number of trees. The curve shows that the combination of weak features can improve the accuracy significantly. The second added tree can give an out-of-bag accuracy improvement of 7.2%. 
Blocking Modeling
The blocking performance is evaluated for the ones whose confidence P (b g ij ) > 0.7, since the blocking relationship is not critical for the others, as shown in Fig.5 .
Experiments are performed with different configurations: only face information (i.e., relative distance d and angle θ), only clothing information (i.e., differences of patch-wise similarities ∆(H 1 , H 2 )) and both of them (our full blocking model). Based on the curves in Fig.9 , we can observe that face information achieves baseline accuracy, since it portrays the basic structure of group people. However it cannot handle the occlusion among several people abreast, which limits its capability for blocking relationship prediction. Moreover, its performance will not increase with respect to the number of trees, since actually there are not so many features available for our random selection. Both clothing information and our full model can achieve better accuracy with a large enough number of trees. However, the experiments show that to achieve the same performance, the full model needs fewer trees. In addition, as shown in Fig.9(b) , the sizes of the random forest based on both kinds of information are much smaller than that based on only clothing information. So the conclusion is that the clothing information can capture the blocking relationship between persons, while face information can enhance it by reducing the required number of trees and nodes. As a comparison, we implement a method similar to that in [42] which uses relative size and location to infer the blocking relationship. However, its MAP result only achieves 56.2% accuracy. The reason may be that in our dataset, people stand closer, which reduces the power of object relative size and, moreover, no self-similarity features are explored in their method [42] . We also show how blocking accuracy affects the segmentation accuracy in Fig.10 . As we show in Fig.5 , blocking accuracy changes with respect to its importance which can be defined by the portion of the smaller/larger shape occupied in the overlapping region. The curves in clothing segmentation shows that the blocking accuracy decreases when the shape portion increases as in such cases blocking relationship is not so obvious. However, the segmentation accuracy does not decrease monotonously. The main reason is that when blocking relationship is not obvious, people usually just stand close to each other and image-level cues are powerful enough to distinguish them. Such phenomenon cannot be found in pedestrian segmentation because occluded cases are much harder to locate and pose and appearance affects more. We also conduct experiments to compare the performance of MAP result of object layout and its nbest samples in Table 1 , where Forest means using only shape random forest, while the other two methods use the complete system with different layout optimization strategies. Using only the MAP result slightly improves the performance of random forest in clothes segmentation and moderately in pedestrian segmentation. The reason might be that pedestrian shapes vary largely due to pose variations and average shapes from random forest without any prior bias might ignore thin parts, e.g., arms and legs. However, in both cases, sampling with object shape priors (segmentation results from the duallevel CRF incorporated with sophisticated color model in pedestrian segmentation) boosts the accuracy effectively. 
Segmentation
Segmentation accuracy is evaluated as the pixel-level consistency based on the manually-labeled data. Detailed experimental results are reported in Table 2 with different settings. The results show that all components contribute to the final results and we give detailed analysis as follows.
Shape Prior. In this setting category, we use different shape priors to guide the bottom-up segmentation and show our algorithm's capability in modeling the blocking relationship by comparing it with these methods. The first kind of shape prior, "Single Mask", is the probabilistic map of clothing shape counting on all training data. The second kind of shape prior, "Forest", is the probabilistic map of clothing shape counting on shapes output from the object shape model (Subsection 4.1). When implementing these two methods, no iterations between layout and segmentation inference are performed. "Single Mask" incorporates no blocking information while providing the high-level shape information. However, since self-similarity features are integrated in the object shape model, "Forest" includes implicit blocking information in its outputs and thus gives an observable improvement (2.5%) compared with the naïve "Single Mask" shape prior (an example can be found in Fig.11 marked with black rectangle) .
Segmentation Potentials. In this setting category, we investigate the impacts of appearance and higher-order ¬A&H means appearance cues are turned off while higher-order cues on. ¬H&A means higher-order cues are turned off while appearance cues on. nIte = 3 means our full model. potentials in the segmentation framework. We turn off either of them in (2) and perform three times of iterations between layout and segmentation inference as in our full model (shown in Fig.12) . As shown by the data, appearance cues play an important role in the framework. Without appearance information, the segmentation accuracy drops from 93.8% to 89.1%. Its importance is expectable for two reasons. The first one is that people's clothes in our dataset are mostly distinguishable in appearance from each other and from the background. The second one is that the layout model depends on the inferred object shapes (recalling the unary term (7) in the layout model (6)), so without appearance model the inferred object shapes are usually just local disturbance of the shape constraint and cannot affect the high-level information provided by the layout model and consequently reduce the power of our layout model. So similar to "Forest" shape prior, appearance cues also contribute to inferring the blocking relationship. However, we have to note that the assumption of distinguishable clothes appearance is not always correct. In those cases, blocking information from the blocking model is useful (the relative object location information used in the blocking model does not depend on local appearance).
A noticeable improvement (2.5%) can be seen when incorporating higher-order information. Its impact is similar to the appearance cue, which is aiding the layout model (6) by proposing more sophisticated object shapes to adjust the shape prior resampled by the layout model.
Interleaved Inference. The inference algorithm is performed iteratively and the accuracy is increased consistently. The increment in the first iteration is the most dramatic (about 1.8%) and decreases while converging. The inference involves multiple graph cuts (in alphaexpansion) for the large graph in segmentation, so we set the maximal iteration number as 3 due to the heavy computational load. By incorporating appearance and higher-order information in the segmentation framework, the resulting object shape could refine the supplied shape constraints. There may be doubt why the refined shape constraints are necessary. The reason is that sophisticated shapes can reduce ambiguities in appearance. For example, refer to the region marked by white rectangle in the second row of Fig.11 . Persons in this picture wear clothes with similar colors, but the blocking model incorporates relative object location in-formation and prefers a larger size of the unblocked person, so our full model can generate accurate segmentation even in such cases. In addition, in (9), we prefer larger covering of object foreground in the overlapping region, so our blocking model can handle strange shape (illustrated in the last row of Fig.11) .
Comparison with Original Method. Our full model improves 1.3% compared with the previous method [29] . Some qualitative results are shown in Fig.13 . The new algorithm reduces disorders due to arms and faces by using a rough skin filter and is more robust to appearance ambiguities by iterating between the object layout and bottom-up segmentation. 
Comparison with GrabCut.
We also compare our method with GrabCut [4] (implemented by OpenCV [40] ). The initial rectangle for GrabCut is generated based on the global clothing template (rectangles in Fig.14) . Without blocking information, GrabCut might fail for blocked people when the appearance is ambiguous. Severe errors may occur when people wear clothes with color distribution similar to that of the background, e.g., the second row in Fig.14 . Our algorithm improves over the GrabCut by updating the shape information while updating the appearance.
Computational Efficiency. Our blocking model decomposes the full ordering problem into local pair-wise ones, so the proposed algorithm can deal with a large number of objects. For each iteration in Fig.7 , the optimization of (6) runs in O(OM 2 T B ), where T B is the iteration number of belief propagation; the optimization of (2) runs in O(O(K + R) 3 T α ) , where T α is the iteration number of alpha-expansion. We can see that both of the time complexities are linear with the object number O. Note that object boxes are large enough to cover the whole object region, so a possible acceleration is applying the algorithm only in object boxes (extended with a narrow band outside object boxes for background model estimation) instead of the entire image. In this way, objects far from each other are separated and most background pixels are excluded. But the actual running time of our complete algorithm still varies with the object size and object number. Typically, for a 180 × 180 object, our algorithm runs in about 3.5 seconds on an Intel P4 2.33 GHz machine. The most time-consuming part is the iterative α-expansion algorithm which takes 2.9 seconds approximately. GrabCut [4] with three iterations (the last two iterations are initialized with mask for acceleration) takes about 1.8 seconds. Our original method [29] takes about 2.1 seconds since it uses less min-cut/max-flow iterations. For more objects, the running time of the proposed method linearly increases with respect to the object number.
Examples with a larger number of objects are shown in Fig.15 . As can be observed, even with heavy occlusions, these objects can still be accurately segmented. More results can be found in the supplementary documents.
Pedestrian Segmentation in Video
When segmenting occluded objects, an important problem is that largely-occluded objects are difficult to be detected and located. Our algorithm manages to deal with that by isolating the object locating algorithm. In previous experiments, we use context information (face) to locate object (clothing) and in this subsection we explore more general cases where a tracking algorithm is used to locate occluded objects.
When different algorithms for min-cut/max-flow are used, the time complexity might be different. However the linear relationship to the number of objects stays the same.
Note that the running time of GrabCut is also affected by the image size, so we apply further acceleration by only using a narrow band outside the initial box as background seeds. We demonstrate our algorithm in the TUD-Crossing dataset which contains side views of pedestrians with various occlusions between them. People are detected using the algorithm in [43] and some occluded ones are located by [44] . Note that there are still occluded ones being missed. We evaluate our segmentation algorithm without any temporal information, i.e., segmentation is performed in each frame individually.
The training data is collected from two sets. One is from detector training data from [15] which is provided with annotated pedestrian shapes. The other is collected from the TUD-Crossing video in which pedestrian occlusions are covered. We annotate every five frames starting from the third frame (avoiding the provided test data from [46] ). We apply five-fold crossvalidation to tune the model parameters using the algorithm in Fig.8 .
Dealing with pedestrians has challenges different from clothing segmentation. The first one is that the appearance models of clothes and pants may be very different, so a single color model is not appropriate.
We apply a localized color model similar to the idea in [46] except that we use a multi-label optimization formulation to solve it. Specifically, for each person its foreground and surrounding background are both partitioned into two parts horizontally. The four parts are modified based on current shape and local appearance cues iteratively. The localized color model is built from the final partitions. Another challenge is that graph-cut based segmentation algorithm is prone to yield shorter boundaries. This bias is particularly harmful in pedestrian segmentation due to the concave leg parts. We refine the segmentation result using a postprocess as in [47] which flips the label of superpixels by voting for the desired label with the nearest neighbors of all pixels in them. The shape and color model is updated accordingly and a final alpha-expansion is used to get the pixel-level segmentation results. Fig.16 shows the final segmentation results produced by our algorithm in TUD-Crossing and TUD-Campus sequences. More results can be found in the supplementary documents. We obtain accurate pedestrian segme- Table 2 . It can be observed that all parts contribute to improving the segmentation result. Higher-order cues seem to be less useful than that in clothing segmentation. This is because the superpixels in these low-resolution and blurred frames are not so accurate. Appearance cues are slightly enhanced due to the effectiveness of the localized color model. A comparison with other state-of-the-art methods is reported in Table 3 , where BR is the level set tracker [45] initialized with detector bounding box and LAM+HP is the localized appearance model initialized and optimized with shape probability map provided by Hough Forest detector [46] . Table 3 . Segmentation Performance for TUD-Crossing Method Precision (%) BR [45] 83.1 LAM+HF [46] 92.1 Our full model 94.3
Object Detection
Our algorithm is initialized by object detection/location algorithms whose precision affects the segmentation accuracy of the proposed method. First, we have to emphasize that no matter what detection algorithms are applied, they must be consistently used in the training and testing stages. We estimate the effect of the detection algorithm in Fig.17 where detected boxes are drifted or rescaled by several pixels. The experiments show that small drift and rescaling does not hurt the performance too much, but when they become larger, accuracies drop quickly. Rescaling has less affection on clothes than on pedestrian. A possible reason is that the object boxes for clothes are estimated from face and they are not so accurate even in the training stage, so the algorithm is more tolerant of inaccurate detection box.
In addition, we will show that although our algorithm is initialized by an external object locator, it is still possible for our algorithm to verify the detection hypotheses. There are a number of approaches that combine segmentation and detection (recognition). Here we focus on segmentation as a mechanism to improve detection performance. The most related work is [48] where a shape classifier is learned to verify the detection hypotheses. However, in our problem, segmentations of true positive candidates can be very different due to inter-object occlusions. The intuition of our solution here is that while training the shape classifier for object shapes, we incorporate the information from their neighbors.
We apply our algorithm to images where ground truth locations of objects are known and obtain a set of true-positive and false-positive segmentations. We then learn a random forest shape classifier to distinguish them. Instead of using binary shape masks as weak features, we use a tri-label one to take the neighbor shapes into consideration. Specifically, segmentation of object o is transformed into a tri-label mask {l The decision stump for each node is derived from the proportion of label l in rectangle R, where l ∈ {0, 1, 2} and R are randomly generated. The verification results are shown in pedestrian segmentation in Fig.18 . It can be seen that even some blocked pedestrian segmentations seem different from regular human, our algorithm still classifies them as true-positive candidates, while the real false-positive ones are rejected due to their unexpected shapes (marked by black rectangles).
Conclusions
In this paper, we proposed a simultaneous algorithm to segment multiple highly-occluded objects. Our key idea is inferring the blocking relationship and using this high-level information to guide the segmentation. To achieve this, we proposed to combine high-level and low-level information in a unified framework. The highlevel layout model provides sophisticated shape prior to reduce appearance ambiguities with the consideration of blocking relationship between objects. The low-level segmentation model integrates higher-order constraints from superpixels and image appearance features to adjust the object shapes. The two models are optimized iteratively and converge to more robust segmentation results.
The proposed algorithms has been demonstrated in specific objects. In the future, we will apply our approach to segment more general objects and thus explore effective algorithms to predict the occlusion relationship between objects from different categories.
