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Subcritical branching processes in random environment with
immigration: survival of a single family
E.E.Dyakonova∗, V. A. Vatutin†
Abstract
We consider a subcritical branching process in an i.i.d. random environment, in which one
immigrant arrives at each generation. We consider the event Ai(n) that all individuals alive
at time n are offspring of the immigrant which joined the population at time i and investigate
the asymptotic probability of this extreme event when n → ∞ and i is either fixed, or the
difference n− i is fixed, or min(i, n− i)→∞. To deduce the desired asymptotics we establish
some limit theorems for random walks conditioned to be nonnegative or negative.
AMS 2000 subject classifications. Primary 60J80; Secondary 60G50.
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1 Introduction and main results
We consider a branching process with immigration evolving in a random environment. Individuals
in such a process reproduce independently of each other according to random offspring distributions
which vary from one generation to the other. In addition, an immigrant enters the population at
each generation. Denote by ∆ the space of all probability measures on N0 := {0, 1, 2, . . .}. Equipped
with the metric of total variation ∆ becomes a Polish space. We specify on the Borel σ-algebra of
∆ a probability measure P.
Let F be a random variable taking values in ∆, and let Fn, n ∈ N := N0\ {0} be a sequence of
independent copies of F . The infinite sequence E = {Fn, n ∈ N} is called a random environment.
A sequence of N0-valued random variables Y = {Yn, n ∈ N0} specified on a probability space
(Ω,F ,P) is called a branching process with one immigrant in random environment (BPIRE), if
Y0 = 1 and, given the environment, the process Y is a Markov chain with
L (Yn|Yn−1 = yn−1, Fi = fi, i ∈ N) = L(ξn1 + . . .+ ξnyn−1 + 1) (1)
for every n ∈ N, yn−1 ∈ N0 and f1, f2, ... ∈ ∆, where ξn1, ξn2, . . . are i.i.d. random variables
with distribution fn. Thus, Yn−1 is the (n − 1)th generation size of the population and fn is the
offspring distribution of an individual at generation n− 1. It will be convenient to consider that if
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Yn−1 = yn−1 > 0 is the population size of the (n− 1)th generation of Y then first ξn1+ . . .+ ξnyn−1
individuals of the nth generation are born and afterwards one immigrant enters the population.
We will call an (i, n)-clan the set of individuals alive at generation n and being children of the
immigrant which entered the population at generation i. We say that only the (i, n)-clan survives
in Y at moment n if Y −n := ξn1 + . . . + ξnyn−1 > 0 and all Y
−
n particles belong to the (i, n)-clan.
Let Ai(n) be the event that only the (i, n)-clan survives in Y at moment n. The aim of this paper
is to study the asymptotic behavior of the probability P (Ai(n)) as n → ∞ and i varies with n in
an appropriate way for subcritical BPIRE’s.
The problem we consider admits the following biological interpretation. Assume, for instance,
that each immigrant has a new type or belongs to a new species. Then the realisation of the
event Ai(n) means that all individuals of the population existing at moment n are offspring of the
immigrant entering the population at moment i. This is a reflection of the low genetic diversity
of the population arising in the course of evolution. For the critical BPIRE the probability of the
event Ai(n) has been investigated in [1].
Branching processes in random environment with one immigrant in each generation were first
analysed in the classical paper [2] in connection with studying properties of random walks in random
environment. Later on the model of BPIRE was used in different situations in [3], [4], [5], [6]. Note
also that the authors of [7] and [8] have studied the tail distribution of the life-periods of BPRIE’s
in the critical and subcritical cases with an immigration law more general than in our case.
We consider, along with the process Y, a standard branching process Z = {Zn, n ∈ N0} in the
random environment (BPRE) which, given E is a Markov chain with Z0 = 1 and
L (Zn|Zn−1 = zn−1, Fi = fi, i ∈ N) = L(ξn1 + . . .+ ξnzn−1) (2)
for n ∈ N, zn−1 ∈ N0 and f1, f2, ... ∈ ∆.
To formulate the main results of the paper we introduce the so-called associated random walk
S = {Sn, n ∈ N0}. This random walk has increments Xn = Sn − Sn−1, n ≥ 1, defined as
Xn = logm (Fn) ,
which are i.i.d. copies of the logarithmic mean offspring number X := log m(F ) with
m(F ) :=
∞∑
j=1
jF ({j}) .
We associate with each measure F the respective probability generating function
F (s) :=
∞∑
j=0
F ({j}) sj .
We assume that the random probability generating function meets the following restrictions.
Hypothesis A1. The generating function F (s) is geometric with probability 1, that is
F (s) =
q
1− ps
=
1
1 +m(F )(1− s)
(3)
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with random p, q ∈ (0, 1) satisfying p+ q = 1 and
m(F ) =
p
q
= elog(p/q) = eX .
The BPRE is subcritical, i.e.
−∞ < EX < 0 (4)
and either −∞ < E
[
XeX
]
< 0 (the strongly subcritical case), or E
[
XeX
]
= 0 (the intermediate
subcritical case), or there is a number 0 < β < 1 such that
E[XeβX ] = 0. (5)
(the weakly subcritical case).
Note that the BPRE’s mentioned in Hypothesis A1 do not exhaust all possible cases of subcritical
BPRE’s. For instance, they do not include the subcritical BPRE’s where E
[
XetX
]
= ∞ for all
t > 0 (see [9]) or where E
[
XetX
]
< 0 for all 0 ≤ t ≤ β with β = sup{t ≥ 0 : E
[
XetX
]
<∞} ∈ (0, 1)
(see [10]).
One of the main tools in analyzing properties of BPRE and BPIRE is a change of measure. We
follow this approach and introduce a new measure P by setting, for any n ∈ N and any measurable
bounded function ψ : ∆n × Nn+10 → R
E[ψ(F1, · · ·, Fn, Y0, · · ·, Yn)] := γ
−nE[ψ(F1, · · ·, Fn, Y0, · · ·, Yn)e
δSn ], (6)
with
γ := E[eδX ],
where δ = 1 for strongly and intermediate subcritical BPIRE and δ = β for weakly subcritical
BPIRE.
Observe that E[XeδX ] = 0 translates into
E[X ] = 0.
Hypothesis A2. If a BPIRE is either intermediate or weakly subcritical then the distribution of
X is nonlattice and belongs with respect to P to the domain of attraction of a two-sided stable law
with index α ∈ (1, 2].
Since E[X ] = 0, Hypothesis A2 provides existence of an increasing sequence of positive numbers
cn = n
1/αl1(n) (7)
with slowly varying sequence l1(1), l1(2), ... such that, the distribution law of Sn/cn converges
weakly, as n→∞ to the mentioned two-sided stable law. Besides, under this condition there exists
a number ρ ∈ (0, 1) such that
lim
n→∞
P (Sn > 0) = ρ. (8)
Recall that Ai(n) is the event that only the (i, n)-clan survives in Y at moment n.
We first consider the strongly subcritical case.
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Theorem 1. Let Y be a strongly subcritical BPIRE satisfying Hypotheses A1. Then
1) for any fixed N
lim
n→∞
P (An−N (n)) =: rN ∈ (0,∞) ;
2) there exists a constant R ∈ (0,∞) such that
lim
n−i→∞
γ−(n−i)P (Ai(n)) = R.
The next theorem deals with intermediate subcritical case.
Theorem 2. Let Y be an intermediate subcritical BPIRE meeting Hypotheses A1 and A2. Then
1) for any fixed N
lim
n→∞
P (An−N (n)) =: rN ∈ (0,∞) ;
2) there exist a slowly varying function l(n) and a constant R ∈ (0,∞) such that
lim
n−i→∞
γ−(n−i) (n− i)
ρ
l(n− i)P (Ai(n)) = R.
The constants cn defined in (7 play an important role in the statement of our third theorem.
Theorem 3. Let Y be a weakly subcritical BPIRE meeting Hypotheses A1 and A2. Then
1) for any fixed N
lim
n→∞
P (An−N (n)) = rN ∈ (0,∞) ;
2) for any fixed i there exists a constant Ri ∈ (0,∞) such that
lim
n−i→∞
γ−(n−i) (n− i) cn−iP (Ai(n)) = Ri.
3) there exists a constant R ∈ (0,∞) such that
lim
min(i,n−i)→∞
γ−(n−i) (n− i) cn−iP (Ai(n)) = R.
The rest of the paper is organised as follows. In Section 2 we collect some auxiliary results
dealing with explicit expressions for the probability of the event Ai(n) and prove two conditional
limit theorems for random walks conditioned to stay nonnegative or negative. Section 3 contains
the proof of a limit theorem for certain functionals constructed by driftless random walks. Section
4 is dedicated to the proofs of Theorems 1–3.
In the sequel we will denote by C,C1, C2, ... constants which may vary from line to line and by
K,K1,K2, ... some fixed constants.
2 Auxiliary results
2.1 Some identities
Given the environment E = {Fn, n ∈ N}, we construct the i.i.d. sequence of generating functions
Fn(s) :=
∞∑
j=0
Fn ({j}) s
j, s ∈ [0, 1],
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and use below the convolutions of F1, ..., Fn specified for 0 ≤ i ≤ n− 1 by the equalities{
Fi,n(s) := Fi+1(Fi+2(. . . Fn(s) . . .)),
Fn,i(s) := Fn(Fn−1(. . . Fi+1(s) . . .)),
and Fn,n(s) := s for i = n.
Then we can express the probability of the event Ai(n) conditionally on the random walk S as
follows:
P (Ai(n)|S) = E

(1− Fi,n(0)) n−1∏
k 6=i
Fk,n(0)
∣∣∣∣∣S

 . (9)
For the sake of readability, put
hn(s) := (1− F0,n(s))
n−1∏
k=1
Fk,n(s),
and, for 0 ≤ i ≤ n introduce the notation
ai,n := e
Si−Sn , an := a0,n = e
−Sn
bi,n :=
n−1∑
k=i
eSi−Sk , bn := b0,n =
n−1∑
k=0
e−Sk .
We have the following equality:
Lemma 4. Under Hypothesis A1
hn(s) =
1
an (1− s)
−1
+ bn
an (1− s)
−1
an (1− s)
−1
+ bn − b1
.
Proof.
Fi(s) =
qi
1− pis
=
1
1 + eXi (1− s)
(10)
for all i ∈ N. By induction we can prove that
F0,n(s) = 1−
1
an (1− s)
−1
+ bn
(11)
and, therefore,
Fi,n(s) = 1−
1
ai,n (1− s)
−1
+ bi,n
= 1−
ai
an (1− s)
−1
+ bn − bi
=
an (1− s)
−1
+ bn − bi+1
an (1− s)
−1
+ bn − bi
. (12)
Thus,
hn(s) =
1
an (1− s)
−1
+ bn
n−1∏
j=1
an (1− s)
−1 + bn − bj+1
an (1− s)
−1
+ bn − bj
=
1
an (1− s)
−1
+ bn
an (1− s)
−1
an (1− s)
−1
+ bn − b1
.
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This ends the proof.
To conclude this section, we will provide an expression in terms of ai’s and bi’s for the random
variable
Hi,n := (1− Fi,n(0))
n−1∏
j 6=i
Fj,n(0).
Corollary 5. Under Hypothesis A1 for any i = 1, 2, ..., n− 1
Hi,n =
ai
an + bn − bi+1
an
an + bn
.
Proof. If i = 0 then the desired statement is a direct consequence of Lemma 4, as H0,n = hn(0). If
i = 1, 2, ..., n− 1 then the needed statement follows from (12), by taking s = 0 :
Hi,n :=
(1− Fi,n(0))
Fi,n(0)
n−1∏
j=0
Fj,n(0)
=
ai
an + bn − bi+1
n−1∏
k=0
an + bn − bj+1
an + bn − bj
=
ai
an + bn − bi+1
an
an + bn
.
.
2.2 Measures P+
x
and P−
x
The random variables
Mn := max (S1, ..., Sn) , Lj,n := min (Sj , Sj+1, ..., Sn) , Ln := L0,n (13)
and the moment of the first minimum on the interval [0, n] of the random walk S :
τ(n) := min{0 ≤ k ≤ n : Sk = Ln} (14)
play important role in this section.
To go further we need to perform two more changes of measure using the right-continuous
functions U : R → [0,∞) and V : R → [0,∞) specified by
U(x) := 1 +
∞∑
n=1
P (Sn ≥ −x,Mn < 0) , x ≥ 0;U(x) = 0, x < 0,
V (x) := 1 +
∞∑
n=1
P (Sn < −x, Ln ≥ 0) , x ≤ 0;V (x) = 0, x > 0.
It is known (see, for instance, [11] and [12]) that for any oscillating random walk
E [U(x+X);X + x ≥ 0] = U(x), x ≥ 0, (15)
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and
E [V (x+X);X + x < 0] = V (x), x ≤ 0. (16)
Let E = {F1, F2, ...} be a random environment and let Fn be the σ-algebra of events generated by
the random sequences F1, F2, ..., Fn and Y0, Y1, ..., Yn. The σ-algebras {Fn, n ≥ 1} form a filtration
F. Clearly, the increment Xn, n ≥ 1, of the random walk S is measurable with respect to Fn. Using
the martingale properties (15)-(16) of U and V we introduce, for each n a probability measure P+(n)
on the σ-algebra Fn in a standard way (see, for instance, [13], Chapter 7) by means of the density
dP+(n) := U(Sn)I {Ln ≥ 0} dP.
This and Kolmogorov’s extension theorem show that, on a suitable probability space there exists a
probability measure P+ on F such that
P
+|Fn = P
+
(n), n ≥ 1. (17)
In the sequel we allow for arbitrary initial value S0 = x. Then, we write Px and Ex for the
corresponding probability measures and expectations. Thus, P = P0 and E = E0. This agreement
allows us to rewrite (17) as
E
+
x [On] :=
1
U(x)
Ex [OnU(Sn);Ln ≥ 0] , x ≥ 0,
for every Fn-measurable random variable On.
Similarly, V gives rise to probability measures P−x , x ≤ 0, which can be defined via:
E
−
x [On] :=
1
V (x)
Ex [OnV (Sn);Mn < 0] , x ≤ 0.
By means of the measures P+x and P
−
x , we investigate the limit behavior of certain conditional
distributions.
First we recall some known results concerning properties of the random variables Mn and Ln.
Lemma 6. (see, for instance, Lemma 2.1 in [11]) If Hypothesis A2 is valid then there exist a slowly
varying function l1(n) and a constant κ > 0 such that, as n→∞
P (Ln ≥ 0) ∼
l1(n)
n1−ρ
; P (Mn < 0) ∼
κ
nρl1(n)
. (18)
The next lemma describe asymptotic behavior of some conditional functionals. Denote
m1θ :=
∫ ∞
0
e−θzU(z) dz, m2θ :=
∫ 0
−∞
eθzV (z) dz (19)
for θ > 0 and introduce the measures
uθ(z) := m
−1
1θ U(z) I {z ≥ 0} dz, vθ(z) := m
−1
2θ V (z) I {z < 0}dz.
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Lemma 7. (see Proposition 2.1 in [12] ) If Hypothesis A2 is valid then there exists a positive
constants K such that for each θ > 0, as n→∞
Ex
[
e−θSn ;Ln ≥ 0
]
∼
K
ncn
U(x)m2θ, x ≥ 0, (20)
and
Ex
[
eθSn; τ(n) = n
]
∼
K
ncn
V (x)m1θ x ≤ 0. (21)
The next two lemmas are natural modifications of Lemmas 7.3 and 7.5 in [13], Chapter 7. We
fix 0 < δ < 1 and use the agreement δn := ⌊δn⌋ in their formulations.
Lemma 8. . Let Wn := wn(F1, . . . , Fδn), n ∈ N, be random variables with values in an Euclidean
(or Polish) space W such that, as n→∞
Wn → W∞ P
+-a.s.
for someW-valued random variable W∞. Also let Tn := tn(F1, . . . , Fδn), n ≥ 1, be random variables
with values in an Euclidean (or Polish) space T such that, as n→∞,
Tn → T∞ P
−
x -a.s.
for all x ≤ 0 and some T -valued random variable T∞. Denote
T˜n := tn(Fn, . . . , Fn−δn+1) .
Let, further ϕ :W × T × R+ → R, be a continuous function such that
sup
(u,v,z)∈W×T×R+
|ϕ(u, v, z)| eθz <∞
for some θ > 0. If Hypothesis A2 is valid then
lim
n→∞
ncnE[ϕ(Wn, T˜n, Sn) ; Ln ≥ 0]
= K
∫∫∫
ϕ(u, v,−z)P+ (W∞ ∈ du)P
−
z (T∞ ∈ dv)V (z)dz. (22)
The following lemma is a counterpart.
Lemma 9. Let Wn, Tn, T˜n, n ∈ N, be as in Lemma 8, now fulfilling, as n→∞
Wn → W∞ P
+
x -a.s., Tn → T∞ P
−-a.s.
for all x ≥ 0. Let, further ϕ :W × T × R− → R be a continuous function such that
sup
(u,v,z)∈W×T×R
−
|ϕ(u, v, z)| e−θz <∞
for some θ > 0. If Hypothesis A2 is valid then
lim
n→∞
ncnE[ϕ(Wn, T˜n, Sn) ; τ(n) = n]
= K
∫∫∫
ϕ(u, v,−z)P+z (W∞ ∈ du)P
− (T∞ ∈ dv)U(z)dz. (23)
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Proof. The proofs of the two statements are very similar. We show only the first one. Since
eθzϕ(x, y, z) is a bounded continuous function, we may apply Lemma 7.3 in [13], Chapter 7 and
using the definition of νθ(dz) to conclude that, as n→∞
E[ϕ(Wn, T˜n, Sn)e
θSne−θSn ; Ln ≥ 0]
E[e−θSn ;Ln ≥ 0]
→
∫∫∫
e−θzϕ(u, v,−z)P+ (W∞ ∈ du)P
−
z (T∞ ∈ dv) νθ(dz)
= m−12θ
∫∫∫
ϕ(u, v,−z)P+ (W∞ ∈ du)P
−
z (T∞ ∈ dv) V (z) dz.
To complete the proof of the lemma it remains to recall (20).
3 A limit theorem for the associated random walk
Set
Bj,n := bn − bj =
n−1∑
k=j
e−Sk , 1 ≤ j ≤ n,
and, for a fix δ ∈ (0, 1) put
Wn := B1,nδ =
[nδ]−1∑
k=1
e−Sk , T˜n :=
n∑
k=[nδ]
eSn−Sk .
Setting
Tn :=
n−[nδ]∑
k=0
eSk
we conclude by Lemma 2.7 in [11] that if Hypothesis A2 is valid then, for any x ≥ 0 as n→∞
Wn →W∞ :=
∞∑
k=1
e−Sk <∞ P+x -a.s. (24)
and
Tn → T∞ :=
∞∑
k=0
eSk <∞ P−−x-a.s. (25)
The next statement is a generalization of a theorem established in [14].
Lemma 10. Let g : [0,∞) → [0,∞) and h : [0,∞)× [0,∞)→ [0,∞) be two nonnegative and not
identically equal to zero continuous functions such that, for all x ≥ 0, y ≥ 0
g(x) ≤ Cxλ1 , h(x, y) ≤
C
(1 + x+ y)λ2
for some 0 < λ1 < λ2 and a constant C > 0.
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If X belongs with respect to P to the domain of attraction of a two-sided stable law with index
α ∈ (1, 2] then there exist two positive constants Kg,h and Kh such that
lim
n→∞
ncnE [g(an)h(an, B1,n)] = Kg,h (26)
and
lim
n→∞
E [h(an, B1,n)]
P (Ln ≥ 0)
= Kh. (27)
Proof. We first check the validity of (26). For a fixed positive integer m ∈ [1, n/2] we have
E [g(an)h(an, B1,n); τ(n) ∈ [m,n−m]]
≤ C1E
[
e−λ1Sn
(1 +
∑n
k=1 e
−Sk)λ2
; τ(n) ∈ [m,n−m]
]
≤ C1E
[
eλ2Sτ(n)−λ1Sn ; τ(n) ∈ [m,n−m]
]
= C1
n−m∑
j=m
E
[
e(λ2−λ1)Sj+λ1(Sj−Sn); τ(n) = j
]
= C1
n−m∑
j=m
E
[
e(λ2−λ1)Sj ; τ(j) = j
]
E
[
e−λ1Sn−j ;Ln−j ≥ 0
]
= C1
n−m∑
j=m
E
[
e(λ2−λ1)Sj ;Mj < 0
]
E
[
e−λ1Sn−j ;Ln−j ≥ 0
]
.
where we have used the duality principle for random walks for the last transition. By Lemma 7
there exist constants C1 and C2 such that
E
[
e(λ2−λ1)Sn ;Mn < 0
]
≤
C1
ncn
, E
[
e−λ1Sn ;Ln ≥ 0
]
≤
C2
ncn
.
for all n. Thus, one can find constants C,C1 and C2 such that, for all m ∈ [1, n/2]
n−m∑
j=m
E
[
e(λ2−λ1)Sj ;Mj < 0
]
E
[
e−λ1Sn−j ;Ln−j ≥ 0
]
≤ C
n−m∑
j=m
1
jcj
1
(n− j) cn−j
≤ C1
2
ncn/2
∞∑
j=m
1
jcj
≤
C2
ncn
,
where we have used (7) and properties of regularly varying finctions to justify the last inequality.
By this estimate it is not difficult to conclude that, for any ε > 0 there exists a positive integer
m = m(ε) such that
E [g(an)h(an, B1,n); τ(n) ∈ [m,n−m]] ≤
ε
ncn
(28)
for all sufficiently large n.
Let Fj+1,n be the σ-algebra generated by the random variables Xj+1, ..., Xn. Taking the condi-
tional expectation with respect to Fj+1,n, we obtain
E [g(an)h(an, B1,n); τ(n) = j] = E [Υn−j (Sj , B1,j) ; τ(j) = j]
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where
n (t, r) := E
[
g(e−tan)h(e
−tan, r + e
−tbn);Ln ≥ 0
]
. (29)
We fix δ ∈ (0, 1), write
bn = 1 +Wn + e
−Sn T˜n
and, for fixed t ≥ 0, r ≥ 0 introduce the function
ϕt,r(u, v, z) := g(e
−te−z)h(e−te−z, r + e−t(1 + u) + e−te−zv). (30)
By our conditions
0 ≤ ϕ(u, v, z)eλ1z ≤ C2
e−λ1t
(1 + e−te−z + r + e−t(1 + u) + e−te−zv)
λ2
≤ C2e−λ1t.
Thus,
sup
(u,v,z)∈W×T×R+
ϕt,r(u, v, z)e
λ1z ≤ C2e−λ1t. (31)
Since
ϕ(Wn, T˜n, Sn) = g(e
−te−Sn)h(e−te−Sn , r + e−t(1 +Wn) + e
−te−Sn T˜n),
we may apply, basing on (24), (25) and (31), Lemma 8 to conclude that
lim
n→∞
ncnΥn (t, r) = lim
n→∞
ncnE
[
ϕt,r(Wn, T˜n, Sn);Ln ≥ 0
]
= K
∫∫∫
ϕt,r(u, v,−z)P
+ (W∞ ∈ du)P
−
z (T∞ ∈ dv) V (z)dz
= : KΠ(t, r) > 0.
In view of (31) and (20) there exists a constant C1 such that
ncnΥn (t, r) ≤ C
2e−λ1tE
[
e−λ1Sn ;Ln ≥ 0
]
≤ C1e
−λ1t
for all n. Hence, using the dominated convergence theorem we deduce that
lim
n→∞
ncnE [g(an)h(an, B1,n); τ(n) = j] = KE [Π (Sj , B1,j) ; τ(j) = j] =: KΨ
+
j > 0. (32)
We now fix j and, making the substitution j ⇆ n− j anr taking the expectation with respect
to the σ-algebra Fn−j,n, rewrite (??) as
E [g(an)h(an, B1,n); τ(n) = n− j] = E [Υj (Sn−j , B1,n−j) ; τ(n− j) = n− j] .
By (??)
Υj (t, r) = E
[
g(e−taj)h(e
−taj , r + e
−tbj);Lj ≥ 0
]
≤ C2E
[
e−λ1taλ1j
(1 + e−taj + r + e−tbj)
λ2
;Lj ≥ 0
]
≤ C2e(λ2−λ1)tE
[
e−λ1Sj ;Lj ≥ 0
]
≤ C2e(λ2−λ1)t. (33)
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We fix, as before a δ ∈ (0, 1) and introduce the notation
Υj (Sn, B1,n) = Υj
(
Sn,Wn + e
−Sn T˜n
)
=: ϕ(Wn, T˜n, Sn).
Since
sup
(u,v,z)∈W×T ×R
−
ϕ(u, v, z)e−(λ2−λ1)z ≤ C2.
by (33), we may, recalling (24) and (25) apply Lemma 9 and conclude that
lim
n→∞
ncnE
[
Υj
(
Sn,Wn + e
−Sn T˜n
)
; τ(n) = n
]
= K
∫∫∫
Υj (−z, u+ e
zv)P+z (W∞ ∈ du)P
− (T∞ ∈ dv)U(z)dz(z)dz
: = KΨ−j > 0. (34)
Combining (28) - (34) gives
lim
n→∞
ncnE [g(an)h(an, B1,n)] = K

 ∞∑
j=0
Ψ+j +
∞∑
j=0
Ψ−j

 =: Kg,h > 0. (35)
The fact that Kg,h <∞ follows from (28), the estimates
m∑
j=0
E [g(an)h(an, B1,n); τ(n) = j]
≤ C
m∑
j=0
E
[
e(λ2−λ1)Sj ;Mj < 0
]
E
[
e−λ1Sn−j ;Ln−j ≥ 0
]
and
m∑
j=0
E [g(an)h(an, B1,n); τ(n) = n− j]
≤ C
m∑
j=0
E
[
e(λ2−λ1)Sn−j ;Mn−j < 0
]
E
[
e−λ1Sj ;Lj ≥ 0
]
,
valid for each fixed m ∈ [1, n/2], and Lemma 7.
This proves (26).
We now justify (27). Clearly, for any m ∈ [1, n− 1]
E [h(an, B1,n); τ(n) > m] ≤ CE
[
1
(1 + an + bn)
λ2
; τ(n) > m
]
≤ CE
[
eλ2Sτ(n) ; τ(n) > m
]
= C
n∑
k=m
E
[
eλ2Sτ(n) ; τ(n) = k
]
= C
n∑
k=m
E
[
eλ2Sτ(n) ; τ(k) = k
]
P (Ln−k ≥ 0) .
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Recalling (18) and (21) we conclude that, for ε > 0 there exists m = m(ε) such that
[n/2]∑
k=m
+
n∑
k=[n/2]

E [eλ2Sk ; τ(k) = k]P (Ln−k ≥ 0)
≤ P
(
Ln−[n/2] ≥ 0
) [n/2]∑
k=m
C1
kck
+
C1
ncn
[n/2]∑
j=0
P (Lj ≥ 0)
≤ εP (Ln ≥ 0) +
C1
ncn
nP (Ln ≥ 0) ≤ 2εP (Ln ≥ 0) . (36)
On the other hand, for each fixed j ∈ [0,m]
E [h(an, B1,n); τ(n) = j] = E [Θn−j(Sj , B1,j); τ(j) = j]
where
Θn(t, r) := E
[
h(e−tan, r + e
−tbn);Ln ≥ 0
]
.
We know that, as n → ∞ Sn → +∞ and bn → 1 +W∞ P
+−a.s. Since h(x, y) is continuous and
uniformly bounded for x ≥ 0, y ≥ 0, it follows that
h(e−tan, r + e
−tbn)→ h(0, r + e
−tW∞) P
+ − a.s.
as n→∞. Thus, we may apply Lemma 2.5 in [11] to conclude that, as n→∞
Θn(t, r) ∼ E
+
[
h(0, r + e−tW∞)
]
P (Ln ≥ 0) .
Recalling (18) and using the dominated convergence theorem we deduce that, for any fixed j
lim
n→∞
E [h(e−tan, r + e
−tbn); τ(n) = j]
P (Ln ≥ 0)
= lim
n→∞
E
[
Θn−j(Sj , B1,j)
P (Ln−j ≥ 0)
; τ(j) = j
]
P (Ln−j ≥ 0)
P (Ln ≥ 0)
=
(
E× E+
)
[h(0, B1,j + ajW∞); τ(j) = j] ,
where we have used the notation E× E+ to indicate that B1,j and aj are distributed according to
the measure P while W∞ is distributed according to the measure P
+. Since ε > 0 in (36) may be
selected arbitrary small, we see that
lim
n→∞
E [h(an, B1,n)]
P (Ln ≥ 0)
=
∞∑
j=0
(
E× E+
)
[h(0, B1,j + ajW∞); τ(j) = j]
= : Kh ∈ (0,∞) . (37)
Lemma 10 is proved.
13
4 Proofs of the main results
First we prove points 1) of all three theorems. We know from Corollary 5 that
P (An−N (n)) = E [Tn−N,n] = E
[
an−N
an + bn − bn−N+1
an
an + bn
]
= E
[
eSn−Sn−N∑n
k=n−N+1 e
Sn−Sk
1∑n
k=0 e
Sn−Sk
]
.
Making the substitution
Sˆr := Sn − Sn−r, r = 0, 1, ..., n,
and using the equality
{
Sˆr, r = 0, 1, ..., n
}
d
= {Sr, r = 0, 1, ..., n} we obtain
P (An−N (n)) = E
[
eSˆN∑N−1
r=0 e
Sˆr
1∑n
r=0 e
Sˆr
]
= E
[
eSN∑N−1
r=0 e
Sr
1∑n
r=0 e
Sr
]
. (38)
Since EX < 0,
∞∑
r=0
eSr <∞ P-a.s. (39)
Therefore, we may apply the dominated convergence theorem to conclude that
lim
n→∞
P (An−N (n)) = E
[
eSN∑N−1
r=0 e
Sr
1∑∞
r=0 e
Sr
]
=: rN > 0.
4.1 Proof of point 2) in Theorem 1 (strongly subcritical case)
For x, y ≥ 0 introduce the functions
Λi (x, y) := E
[
1
1 + y + x
∑i
r=0 e
Sr
]
and
hi (x, y) :=
1
1 + y
Λi (x, y) . (40)
Clearly,
hi (0, y) =
1
1 + y
Λi (0, y) =
1
(1 + y)2
and hi (x, y) ≤
1
1 + x+ y
, x, y ≥ 0. (41)
By (39)
h∞(x, y) := lim
i→∞
hi (x, y) =
1
1 + y
E
[
1
1 + y + x
∑∞
r=0 e
Sr
]
> 0. (42)
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Using (38) and making, with δ = 1 the standard change of measure (6) for the random sequence
{Sr, r = 0, 1, ..., n− i} , we obtain
P (Ai(n)) = γ
n−i
E
[
1∑n−i−1
r=0 e
Sr
Λi
(
eSn−i ,
n−i−1∑
r=1
eSr
)]
= γn−iE
[
hi
(
eSn−i,
n−i−1∑
r=1
eSr
)]
. (43)
Note that after the change of measure the independent increments X1, ..., Xn−i of the random
walk S are distributed according to the law P(dx) := exP (dx) while the independent increments
Xn−i+1, ..., Xn are distributed according to the law P (dx). Since
EX =
EXeX
EX
< 0,
it follows that, as N →∞
N−1∑
r=1
eSr →
∞∑
r=1
eSr <∞ P-a.s.
and eSN → 0 P−a.s. These estimates, (39) and the dominated convergence theorem give
lim
n−i→∞
γ−(n−i)P (Ai(n)) = E
[
lim
n−i→∞
1∑n−i−1
r=0 e
Sr
Λi
(
eSn−i,
n−i−1∑
r=1
eSr
)]
= E
[
1∑∞
r=0 e
Sr
Λi
(
lim
n−i→∞
eSn−i , lim
n−i→∞
n−i−1∑
r=1
eSr
)]
= E
[
1∑∞
r=0 e
Sr
Λi
(
0,
∞∑
r=1
eSr
)]
= E
[
1
(
∑∞
r=0 e
Sr)
2
]
.
Point 2) of Theorem 1 is proved.
4.2 Proof of point 2) in Theorem 2 (intermediate subcritical case)
4.2.1 The case of fixed i
We again make the change of measure (6) with δ = 1 and rewrite (43) as
P (Ai(n)) = γ
n−i
E
[
hi
(
e−S¯n−i,
n−i−1∑
r=1
e−S¯r
)]
, (44)
where
{
S¯r, r = 0, 1, ..., n− i
}
= {−Sr, r = 0, 1, ..., n− i}. Since X¯
d
= −X with respect to the mea-
sure P, it follows that
lim
n→∞
P(S¯r > 0) = 1− lim
n→∞
P(Sn < 0) = 1− ρ.
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This relation, Lemma 6, (37) and (41) imply for L¯n := min(S¯0, S¯1, . . . , S¯n)
lim
n→∞
P (Ai(n))
γn−iP
(
L¯n ≥ 0
) = ∞∑
j=0
(
E× E+
)
[hi(0, B1,j + ajW∞); τ(j) = j]
=
∞∑
j=0
(
E× E+
) [ 1
(B1,j + ajW∞)
2 ; τ(j) = j
]
> 0.
4.2.2 The case min (i, n− i)→∞
We write an equlvalent form of (44)
P (Ai(n)) = γ
n−i
E
[
hi
(
e−S¯n−i ,
n−i−1∑
r=1
e−S¯r
)]
= E
[
1∑n−i−1
r=1 e
−S¯r
Λi
(
e−S¯n−i,
n−i−1∑
r=1
e−S¯r
)]
.
(45)
Observe now that, for any 1 ≤ m < i
0 ≤ Λm (x, y)− Λi (x, y) = E
[
x
∑i
r=m+1 e
Sr
1 + y + x
∑m
r=0 e
Sr
1
1 + y + x
∑i
r=0 e
Sr
]
≤ E
[
1
1 + y + x
∑m
r=0 e
Sr
∑i
r=m+1 e
Sr∑i
r=0 e
Sr
]
≤
1
1 + x+ y
E
[∑i
r=m+1 e
Sr∑i
r=0 e
Sr
]
. (46)
Hence, using (27) with h(x, y) = (1 + x+ y)−1 and recalling Lemma 6 we conclude that
Γm(i, n− i) := E
[
hm
(
e−S¯n−i,
n−i−1∑
r=1
e−S¯r
)]
− E
[
hi
(
e−S¯n−i ,
n−i−1∑
r=1
e−S¯r
)]
≤ E
[
1
1 +
∑n−i−2
r=1 e
−S¯r + e−S¯n−j−1
]
E
[∑i
r=m+1 e
Sr∑i
r=0 e
Sr
]
= E
[
h
(
e−S¯n−j−1 ,
n−i−2∑
r=1
e−S¯r
)]
E
[∑i
r=m+1 e
Sr∑i
r=0 e
Sr
]
≤ CP
(
L¯n−i ≥ 0
)
E
[∑i
r=m+1 e
Sr∑i
r=0 e
Sr
]
. (47)
Combining this estimate with (39) we obtain
lim
m→∞
lim sup
min(i,n−i)→∞
Γm(i, n− i)
P
(
L¯n−i ≥ 0
) ≤ C lim
m→∞
E
[∑∞
r=m+1 e
Sr∑∞
r=0 e
Sr
]
= 0.
On the other hand, according to (37) and (41)
lim
n−i→∞
E
[
hm
(
e−S¯n−i,
∑n−i−1
r=1 e
−S¯r
)]
P
(
L¯n−i ≥ 0
) = ∞∑
j=0
(
E× E+
)
[hm(0, B1,j + ajW∞); τ(j) = j]
=
∞∑
j=0
(
E× E+
) [ 1
(B1,j + ajW∞)
2 ; τ(j) = j
]
. (48)
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for any fixed m. Since m may be selected arbitrary large, it follows from (45) – (48) that
lim
min(i,n−i)→∞
P (Ai(n))
γn−iP
(
L¯n−i ≥ 0
) = ∞∑
j=0
(
E× E+
) [ 1
(B1,j + ajW∞)
2 ; τ(j) = j
]
. (49)
Theorem 2 is proved.
4.3 Proofs of points 2) and 3) in Theorem 3 (weakly subcritical case)
4.3.1 The case of fixed i
Using (38) with N = n− i and changing the measure as in (6) with δ = β we obtain
P (Ai(n)) = E
[
eSn−ihi
(
eSn−i ,
n−i−1∑
r=1
eSr
)]
= γn−iE
[
e−(1−β)S¯n−ihi
(
e−S¯n−i ,
n−i−1∑
r=1
e−S¯r
)]
.
Using (26) with g(x) = x1−β and h(x, y) = hi(x, y) as in (40) and recalling (35) we get
lim
n→∞
(n− i)cn−i
P (Ai(n))
γn−i
= K

 ∞∑
j=0
Ψ+ij +
∞∑
j=0
Ψ−ij

 .
The summands at the right-hand side have the form
Ψ+ij := E [Πi (Sj , B1,j) ; τ(j) = j] (50)
with
Πi (t, r) :=
∫∫∫
ϕi,t,r(u, v,−z)P
+ (W∞ ∈ du)P
−
z (T∞ ∈ dv)V (z)dz (51)
and (compare with (30))
ϕi,t,r(u, v, z) := e
−(1+β)(t+z)hi(e
−(t+z), r + e−t(1 + u) + e−(t+z)v)
= e−(1+β)(t+z)
1
1 + r + e−t(1 + u) + e−(t+z)v
×E
[
1
1 + r + e−t(1 + u) + e−(t+z)v + e−(t+z)
∑i−1
r=0 e
Sr
]
and
Ψ−ij :=
∫∫∫
Υij (−z, u+ e
zv)P+z (W∞ ∈ du)P
− (T∞ ∈ dv)U(z)dz, (52)
where (see (29))
Υij (t, r) := e
−(1−β)t
E
[
e−(1−β)Sjhi
(
e−te−Sj , r + e−t
j−1∑
k=0
e−Sk
)
;Lj ≥ 0
]
. (53)
This proves point 2) of Theorem 3 for any fixed i.
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4.4 The case min (i, n− i)→∞
We consider
E
[
e−(1−β)S¯n−ihi
(
e−S¯n−i,
n−i−1∑
r=1
e−S¯r
)]
.
It follows the same as before, that, the limit
lim
n−i→∞
(n− i)cn−iE
[
e−(1−β)S¯n−ihm
(
e−S¯n−i,
n−i−1∑
r=1
e−S¯r
)]
= K

 ∞∑
j=0
Ψ+mj +
∞∑
j=0
Ψ−mj

 (54)
exists for each fixed m. We see by (42) that
lim
m→∞
ϕm,t,r(u, v, z) = e
−(1+β)(t+z)h∞(e
−(t+z), r + e−t(1 + u) + e−(t+z)v) > 0
and
lim
m→∞
Υmj (t, r) = e
−(1−β)t
E
[
e−(1−β)Sjh∞
(
e−te−Sj , r + e−t
j−1∑
k=0
e−Sk
)
;Lj ≥ 0
]
> 0.
Recalling (50)-(53) we conclude that the limits
Ψ+∞j := limm→∞
Ψ+mj and Ψ
−
∞j := limm→∞
Ψ−mj
exist for each j and are finite and positive.
Using (46) we obtain for m < i
0 ≤ hm (x, y)− hi (x, y) =
1
1 + y
(Λm (x, y)− Λi (x, y))
≤
1
1 + x+ y
E
[∑i
r=m+1 e
Sr∑i
r=0 e
Sr
]
.
Hence it follows that
Γ′m(i, n− i) : = E
[
e−(1−β)S¯n−i
{
hm
(
e−S¯n−i ,
n−i−1∑
r=1
e−S¯r
)
− hi
(
e−S¯n−i,
n−i−1∑
r=1
e−S¯r
)}]
≤ E
[
e−(1−β)S¯n−i∑n−i−1
r=0 e
Sr
]
E
[∑i
r=m+1 e
Sr∑i
r=0 e
Sr
]
.
Applying now (26) with g(x) := x1−β and h(x, y) := (1+x+ y)−1 we conclude that there exists
a constant C1 such that
Γ′m(i, n− i) ≤ C1(n− i)cn−iE
[∑i
r=m+1 e
Sr∑i
r=0 e
Sr
]
.
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By the dominated convergence theorem we deduce that
lim
m→∞
lim sup
min(i,n−i)→∞
Γ′m(i, n− i)
(n− i)cn−i
≤ C1 lim
m→∞
E
[∑∞
r=m+1 e
Sr∑∞
r=0 e
Sr
]
= 0.
Since m in (54) may be selected arbitrary large, it follows that
lim
min(i,n−i)→∞
P (Ai(n))
(n− i)cn−iγn−i
= K

 ∞∑
j=0
Ψ+∞j +
∞∑
j=0
Ψ−∞j

 .
Theorem 3 is proved.
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