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Abstract 
We solve or partially solve a number of problems of Watson concerning the preservation of 
normality by forcing. We also provide general machinery for applying reflection methods in the 
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0. Introduction 
The question of under what circumstances are various topological properties preserved 
by forcing has gained prominence in set-theoretic topology in recent years, especially as 
the power of reflection arguments has been demonstrated, e.g., [14,15]. Not too many 
nontrivial results are known and systematic study is just beginning. S. Watson raised a 
number of such preservation questions in [39], especially having to do with normality. 
Normality plays a central role in set-theoretic topology, being the focus of both delicate 
theorems and intricate counterexamples. Indeed Mary Ellen Rudin once remarked to the 
effect that normality is the boundary where point-set topology changes from analysis to 
set theory. The Ti axioms, i < 3;, are easily seen to be preserved by any forcing [6] 
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but normality can be destroyed (or, for that matter, created). In fact, some of the very 
first applications of forcing in topology demonstrated this: forcing MA + -CH to make 
a tangent disk space normal, or adding a Cohen subset of WI with countable conditions 
to destroy the normality of a non-N, -collectionwise Hausdorff space [35]. 
In this paper we shall solve-at least partially-many of the questions in [39]. In the 
first section we deal with a potpourri of problems and the arguments are relatively simple. 
The succeeding sections mainly examine the most intriguing of Watson’s questions, 
namely whether the simplest nontrivial forcing-the one for adjoining one Cohen real- 
can kill normality. Our methods derive from the rich veins of both the normal Moore 
space problem and the study of Dowker spaces. Since it requires little extra work, we 
shall also examine the question of under what circumstances the addition of many Cohen 
(or random) reals can kill normality. The second section is devoted to what we can prove 
in ZFC; the most noteworthy result is that any normal space that can be destroyed by 
adding a Cohen real is in fact a Dowker space. The third section provides an Eric line 
not destroyed by Cohen reals and a consistent example of a normal space that can be 
destroyed by adding a random real. In the fourth section, we show it is consistent that the 
continuum is large and normal spaces of size less than that are not destroyed by adding 
< 2No Cohen reals. In the fifth and last section, we prove that over the model obtained by 
adjoining supercompact many Cohen reals, for spaces that are of pointwise countable type 
(e.g., first countable or locally compact), adding any number of Cohen reals preserves 
hereditary normality. A key innovation is the provision of a general method for doing 
reflection arguments in the class of spaces of pointwise countable type. In particular, we 
give a relatively conceptually transparent proof of Balogh’s consistency proof [4] for 
“normal spaces of pointwise countable type are collectionwise normal”. Sections 4 and 5 
are independent of each other; the former assumes familiarity with elementary submodels 
as in, e.g., [l 11, while the latter assumes familiarity with supercompact reflection as in, 
e.g., [ 141. 
1. Miscellaneous results 
Problem 76 of Watson in [39] asks whether there is in ZFC a countable chain condition 
partial order that kills collectionwise normality. Watson has withdrawn his claim there 
that forcing with a Souslin tree makes 2“” not normal; however it is easy to show that 
countable chain condition forcing can make a Souslin tree itself (with the tree topology) 
not normal, although Souslin trees are collectionwise normal to begin with. 
Theorem 1.1. Zf there is a Souslin tree, then there is a collectionwise normal space X 
and a countable chain condition partial order P forcing X to be not normal. 
Proof. The space is just the Souslin tree with the tree topology. That it is collection- 
wise normal is well known, see, e.g., [19]. By specializing the tree, we make it not 
collectionwise normal [18], and then by adding N1 many Cohen reals it becomes not 
normal. 0 
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In general, by [14], whenever we succeed in making a collectionwise normal space 
not collectionwise normal by countable chain condition forcing, we can also make it not 
even normal by countable chain condition forcing: 
Lemma 1.2. Suppose iP has the countable chain condition and forces X to be not col- 
lectionwise normal. Let Q = P * Fn(\X(, 2). Then Q has the countable chain condition 
and forces X to be not normal. 
A slightly sharper version of the theorem can be obtained by saying there is a partial 
order P such that if there is a Souslin tree, P forces the tree to be not normal. We simply 
let P = Q t K, where Q is the countable chain condition partial order for specializing 
all LJI-Aronszajn trees and K is the partial order for adjoining N, Cohen reals. 
The Souslin tree case is relatively easy, but it is more interesting to get a ZFC example. 
We first generalized the above argument to show that the Kunen line [26] (constructed 
from CH) is an example, and then refined that argument to show that the Eric (or van 
Douwen) line [7,10] is an example. In fact we show: 
Theorem 1.3. Any strengthening ‘T of the topology on the real line which is locally 
compact, locally countable, separable and collectionwise normal is an example of a 
collectionwise normal space which can be made nonnormul by countable chain condition 
forcing. 
The following lemma will be needed to get the partial order to have the countable 
chain condition. 
Lemma 1.4. No space that is a strengthening of the topology on the real line includes 
a perfect preimage of WI. 
Proof. Suppose there were such a space, with f the perfect map. Let Y = f-‘(q). 
Then Y = U{f-‘(a: + 1): cr < WI}. Each f-‘((r + 1) is compact and hence closed in 
IR. But the f-‘(a + 1)‘s are strictly increasing, contradicting the hereditary separability 
of LR. 0 
Proof of Theorem 1.1. Let X be such a space. We will define a ccc partial order P that 
adds an uncountable closed discrete subset of X. Then since separability is preserved by 
any forcing, the space cannot be collectionwise normal in the extension. The partial order 
P will be the partial order defined in [3] to prove that under MA + 1CH locally compact, 
locally countable spaces of cardinality < 2’0 which do not include perfect preimages of 
WI are the union of countably many closed discrete subspaces. There Balogh proves that 
P has the countable chain condition using local compactness, local countability and the 
nonexistence of perfect preimages of WI. Since X satisfies all these conditions, IP will 
be ccc in our case too. 
We avoid Balogh’s use of the Galvin-Hajnal Lemma by defining more dense sets to 
make sure that the closed discrete set added is uncountable. Also, instead of using MA 
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we will just force with P. The proofs in [3] are done in detail; here we will just define 
the partial order P and show how to get the closed discrete set to be uncountable. 
To define P let V be a base for X consisting of countable open sets with compact 
closures. Let 
P = [X]<W x [V]<W 
with the following ordering: 
(“‘,Z’) < (K,H) f d i an onlyifKCK’, tiC’H’and(K’\K)n(Uti) =8. 
Since V satisfies the hypothesis in Theorem 1.1 of [3], IP has the countable chain condition 
(as proved there). 
Now, to be able to get the uncountable closed discrete subset of X we have to define 
two families of dense sets in P. First, for each V E V, let EV = {(K, ‘l-l) E P: V E 1-t}. 
Write X = {JZ a: Q < c}. Define for each Q < c, 
D, = {(K, ?f) E P: there is p > a such that ~8 E K}. 
It is easy to see that each Ev is dense in P [3]. To see that each D, is dense in P, fix 
a < c and p = (K,, ‘FI,). Since each element of V is countable and I-& E [VICw, there 
is /3 > o such that up # lJ?&,. Define q = (KP U {~a}, T-l,). Then q E D, and q ,< p. 
Let G be a p-generic. Define 
A = U {K: there is IFt such that (K, Y-f) E G). 
The fact that G n Ev # 0, for every V E I/, implies that A is closed discrete [3]. So it 
only remains to show that A is uncountable. But this is true because G n D, # 8 for 
every o < c, and therefore, for every cr < c, there is ,13 > cy such that ZD E A. 0 
It is well known that the Eric line has all the required properties for Theorem 1.3. 
Normality is proved in [7,10]. Also, from the construction it is clear that it has no 
uncountable closed discrete subset [lo]. Therefore it is collectionwise normal. 
Remark 1.5. If we force MA + 2No > (2 ’ “, the Eric line X of the ground model “) 
becomes a locally compact, separable, normal nonmetrizable Moore space! It is not 
difficult to see that local compactness of the Eric line is preserved by any forcing: the 
proof that shows local compactness in the ground model can be repeated in the extension. 
By Balogh [3], as a locally compact, locally countable space of cardinality < 2No which 
(still) does not include a perfect preimage of ~1, X is a Moore space. Since it is not 
collectionwise normal, it is not metrizable. Finally, to show X is normal, it suffices by 
[I] to show X is cometrizable: in X, given an open U containing 2, find an open W 
with compact closure such that z E W C m C U. Then the closure of W with respect 
to the weaker separable metrizable topology of Iw” is just w and so is included in U as 
required. 
Watson’s Problem 77 asks whether countably closed cardinal-preserving forcing can 
make a nonnormal space normal. A standard argument which we leave to the reader 
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shows that no countably closed forcing can make a nonnormal space of cardinality 6 N1 
normal, but for other cardinalities, the question is intriguing, as we shall see. 
Theorem 1.6. Suppose there is an uncountable regular K such that nCK = 6.. Then there 
is a nonnormal space X and a countably closed cardinal-preserving P such that Pforces 
X to be normal. 
Proof. For ,Y = HI, two such examples were constructed in [36] for a different purpose. 
One is a generalization of the rational sequence topology; here we will do the general- 
ization of the Cantor tree. Consider the binary tree of height K + 1. All nodes not on 
the top level are isolated; a neighbourhood of a node on the top level is itself plus a 
final segment of the branch leading to it. Since the isolated points are dense and the top 
level is closed discrete, by Jones’ lemma and K<~ = K < 2”, the space X is not normal. 
X can however be forced to be normal in a straightforward fashion via a K-closed, IC+- 
chain condition partial order. It suffices to force 2” = 2”+ and 
(a) Suppose S is a collection of subsets of <“2 such that the intersection of any two 
members of S has cardinal& less than n, ISI < 2”, and S = S1 U S2, where 
S1 fl S, = 8. Then there is an S C <K2 such that if A E S1 then IA - S < n and 
if A E S2, then IA n 5’ < K. 
The forcing will have the &+-chain condition since IF<~ = h;. This is a straightforward 
generalization of typical MA arguments-see, e.g., [36] and either [S] or the last chapter 
of [29]. 
We now show that the space is normal in the extension [36]. Let L be the top level of 
the tree. It is enough to show that we can separate D from L\D, for every D C L. For 
each f E L let Sf = {f 1 Q: a < K}. D U S is a clopen set (open because IA - S/ < n, 
for every A E SI, and closed because IA n SI < K, for every A E Sz). Therefore, D and 
L\D can be separated. 0 
For some cardinals, this can be improved: 
Theorem 1.7. For every IE. 3 N? which is a successor of a regular cardinal, there is a 
nonnormal space X and a countably closed P such that P forces X to be normal and, 
if K o = n, then IP is cardinal-preserving. 
Proof. Let IC. be a regular cardinal. It follows from a result of Kemoto, Ohta and Tamano 
[28] that if A and B are two disjoint stationary subsets of 6, then giving A and B the 
subspace topology inherited from K, A x B is not normal. On the other hand, if A and B 
are disjoint and such that Ana and B na are not stationary for every (Y 6 rc, then A x B 
is paracompact. To show this, use the same idea as in the proof of paracompactness of 
nonstationary subsets of an ordinal [ 171. For each cy < K there is a closed unbounded 
subset of Q, C,, disjoint from Ana and Bna. Using C, to break (Ana) x (Bna) into 
clopen pieces, one can then prove by induction that for each o 6 K, (A n CY) x (B n a) 
is paracompact. 
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Suppose then that A and B are two disjoint stationary subsets of K such that A n Q 
and B n cr are not stationary in cy, for each (Y < 6 (we say A and B are nonstationary 
everywhere below 6). and such that K\(AU B) is stationary in K. For instance, if K = X+, 
with X regular, we can take disjoint stationary subsets A and B of 
s = {a < 6: cf(P) = x} 
such that S\(A U B) is stationary in K. Let 
P = {p c (S\(A U B)) U (,D < 6: cf(p) < X}: (pi < X and p is closed} 
and define p < q if and only if p end-extends q. P is X-closed since for any 0 < X, 
if {p,: y E p} is a descending sequence in P and cy = sup{max(p,): y < p}, then 
cf(Ly) < X and therefore U r<P pY U {a} E P. As in the case of shooting a club through 
a stationary subset of wi (see, e.g., [24]), P is X-distributive. Thus P preserves cardinals 
< K. Then in V the space X = A x B is not normal, but in V', X is normal. If 
K<” = 6, then P preserves all cardinals. q 
Note the hypothesis of Theorem 1.6 is satisfied if, e.g., CH holds or if there is a 
strongly inaccessible cardinal. However it is consistent that it fails, e.g., take the sets 
of rank less than the first strongly inaccessible 6 and force that for all regular X < K, 
2x = A++. 
Of course one wonders whether this cardinal arithmetic hypothesis is necessary. Fore- 
man [23] has conjectured that it is consistent that every forcing that does not add a real 
collapses a cardinal. A weaker version of his conjecture would be that it is consistent 
there is no countably closed cardinal-preserving forcing! The particular partial orders in 
Theorems 1.6 and 1.7 are not cardinal-preserving in just ZFC. 
Remark 1.8. In contrast to Cohen reals, where once we make a space nonnormal, it 
stays that way [14], countably closed cardinal-preserving forcing is not stable in this 
regard. For example, start with a model of CH plus a normal first countable not Ni- 
collectionwise Hausdorff space [9]. Adding a Cohen subset of wi and then forcing as 
in Theorem 1.6 makes the space nonnormal and then normal again. Starting with CH, 
we can also force as in Theorem 1.6 and then with a Cohen subset of WI to make a 
nonnormal space normal and then nonnormal again. 
Note that the proof of Theorem 1.7 need not work for regular limit K, since there may 
not be stationary subsets of K which are nonstationary everywhere below K, e.g., if IE. is 
weakly compact. 
Problem 81 of Watson asks whether countably closed forcing preserves hereditary 
normality. As mentioned before, adding a Cohen subset of wi with countable conditions 
will destroy the normality of a non-Ni-collectionwise Hausdorff space, so we need merely 
exhibit a hereditarily normal such space. Bing’s Example G [8] is such; his Example H 
is even perfectly normal. First countable such spaces exist, e.g., under MA + -CH [35]. 
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2. Some ZFC results 
We now examine the effect on normality of adding Cohen reals. In this section K. will 
always be an infinite cardinal. Our main result here is 
Theorem 2.1. X is normal and f+paracompact if and only if it is in an extension by K 
Cohen reals. 
Therefore in the case of adding one Cohen real we have: 
Corollary 2.2. If X is a normal space that has its normality destroyed by adding one 
Cohen real, then X is a Dowker space. 
We will prove similar results for one or more Cohen reals for properties such as perfect 
normality and paracompactness. The hardest part of the proof of Theorem 2.1 is to show 
that normality of X is preserved by adding K Cohen reals if X is K-paracompact. The 
rest of the proof will follow from known results. 
From now on P, will be always the partial order for adding K Cohen reals. In our 
proofs we will use combinatorial structures in JP, shown to exist in [14]: 
Definition 2.3. An n-dowment is a family l of finite antichains of P, = Fn(r;, 2) such 
that: 
(i) For each maximal antichain A C IP there is an L E L such that L & A. 
(ii) For every p E P such that ldomp] < n and for every collection L1, L2, . , L, 
of elements of C, there are qi E LI, . . . , qn E L, and there is T E P, such that 
r < p and r < qi for every i < n. 
We first show the following lemma that in particular gives us the preservation of 
paracompactness by adding Cohen reals. 
Lemma 2.4. If X is a K-paracompact space in V, then in V’s, every open cover of 
size < K has a a-locally finite open refinement. 
Proof. Let 0 be a name for an open cover of cardinality < K of a rc-paracompact space 
X. First note that we can suppose without loss of generality that the elements of Q are 
open sets in V. This is possible since (P, 1 = K and therefore, in VP&, the new open 
sets can be written as unions of 6 IF, open sets in the ground model; thus we can refine 
d using open sets of V, without increasing the cardinality of the cover. 
So we have that 
1 IF “Q is an open cover of X of cardinality < K and u C V”. 
For each z E X, we can pick a maximal antichain A, and open sets IV,., containing 
5 such that for every p E A,, p II- wP,, E 0. For each n E w, let L, be an n-dowment. 
So for each n E w, there is A,,, E L, such that A,,, 2 A,. Define 
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Since 1 It I!,?[ = 6, the set {II/,,,: s E X} has cardinality at most K for any p E P,. 
For each R E w, {V&c: 2 E X} is an open cover of X in V; it has cardinality < K 
since it is just composed of finite intersections of elements of W = {IV&: x E X and 
p E p,}, and II%’ < R. So it has a locally finite refinement V, = {U,,,: s E Sn}. 
Claim. 1 It- (V’y E X)(+x E W)(% E Sn)(30 E Q) (Y E ri,4 C 0). 
Proof. We have to prove that 
(Vy E X)(vq)(3r < q)(3n E w)(3s E Sn)(3 an open V)(r It g E On,, c 0 E ti). 
Fix y E X and q E P,. Let 72 be such that R 3 ( domql. Since V, is a cover of X 
there must be an s E S, such that y E lJ,>,. V, is a refinement of {Vn,z: x E X}, so 
we can get II: E X such that U,%, & V,,,. Then we have 
4, c K,, = n{&.r: P E A,.,}. 
By the definition of n-dowment there is a p E A,,, such that p and q are compatible. 
Let r 6 p, q. Then 
T It 9 E On., c a;,, E u. 0 
By the claim, in V[G], for each y E X pick U,Y,, such that y E U,,, C U for some 
U E Z&. Then {U&: y E Y} is an open refinement of Z&. Also it is a-locally finite 
(since it is included in UnEw V,). 0 
Corollary 2.5. Let X be a regular space in V and G be generic for adjoining Cohen 
or random reals. Then X is paracompact in V if and only if it is in V[G]. 
Proof. Preservation of nonparacompactness i  proved in [15]; regularity is not needed. 
The other direction follows from the lemma by Michael’s Theorem [31]. Note that since 
in this case we do not have any restriction on the size of the cover, the same proof works 
for adding random reals since the relevant partial order also possesses n-dowments. q 
The same result is true for Lindelofness instead of paracompactness (but here we can 
drop the regularity); the proof is basically the same. Dow [ 121 has a different proof for 
the Cohen real case of preservation of Lindelofness. 
Unlike the lower separation axioms which are weak properties, or metrizability which 
is a strong property, paracompactness can be destroyed by forcing. Watson [39] points 
out that adding a Cohen subset of wt with countable conditions makes the compact space 
2”’ not normal. Also note that normality plus countable paracompactness i not preserved 
by adding Nt Cohen reals (Bing’s Example G [S]). 
The following lemma is well known: 
Lemma 2.6. Suppose F and K are two disjoint closed sets in a topological space X 
such that there are families of open sets {I&: n E w} and {Un: n E w} satisfying 
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F c Uned Um K C UnEw V,, K n K = 0 and K n F = 8, for all n E w. Then F 
and K can be separated in X. 
Now we show that, in our case, to prove normality in VP%, we can assume that one 
of the closed sets is in the ground model. This generalizes an idea in [30]. 
Lemma 2.7. Let X be a normal n-paracompact space in V. Suppose that whenever F 
is a closed subset of X in V and K is a closed subset of X in V’s disjoint from F, F 
and K can be separated in VP&. Then X is normal in VP&. 
Proof. Suppose we know that whenever F is a closed subset of X in V and I? is a 
name for a closed subset of X in VP- such that IF I? n p = 8, there are 0 and p, 
names for open sets in the extension, such that 11 “p g 0, I? C. v and 0 n p = 0”. 
We want to show that X is normal in VP&. 
Let fi and k be names for two disjoint closed subsets of X in VP6 . For each p E P, 
let FP = {x E X: p IF J: E F}. Let G be lP,-generic; we work in V[G]. 
For every p E G, FP n I?, = 0. Thus, by our assumption, there is VP open such that 
FP C VP and K n h;~ = 0. So PG = IJpEG FP C UpEG VP and (UpEG 5) n I& = 0. 
Since IGI = K, we then have that {VP: p E G} is an open cover of &G of size 6 K. 
Therefore, by Lemma 2.4, using that fin is closed in X, {VP: p E G} has an open 
refinement W = UnEw VV, covering @G, with each W, locally finite. 
Let IV, = UW, for each n E w. Note that then IV, = U{m: W E Wn} and 
therefore it is disjoint from I?G. So we have Fc C UnEw IV, and IV, n I?G = 0, for 
all 72 E w. 
Similarly we can find {U,: n E w} such that 
&c u u, and U n &G = 0, : for all n E w 
n&J 
So pi and I?G can be separated in the extension. q 
Now we are ready to show: 
Theorem 2.8. Let X be a n-paracompact normal space. Then X remains normal after 
adding n Cohen reals. 
Proof. By the previous lemma we can suppose that one of the closed sets is in the 
ground model. Let F be a closed subset of X in V, and let I? be a name for a closed 
subset of X in VP- such that II- I? n P = 0. First we will show we can find in V[G] a 
countable family {Wn: n E w} of open sets satisfying 
&c UK, < and W nF=0, forallnEw. 
nEw 
For each p E P define 
KP = {z E X: p II 5 E K}. 
154 R. Grunberg et al. / Topology and its Applications 84 (1998) 145-l 74 
It is easy to see that each KP is closed; since Il- k n P = 0, we also have 
pIkfQlP=0. 
Thus KP n F = 0 for every p E P. 
Since X is normal in V, for each p E IP we can find an open set W, such that 
KP C W, and W, n F = 0. But if G is P-generic, then J?G = UP,_G KP. So in V[G] 
we have 
JiG c u W&l and 6 n F = 0, for all p E G. 
PEG 
Now, in V[G], {W,: p E G} covers k~ and has cardinality K. So by Lemma 2.4 it has 
an open refinement W = UnEw ?V,, where each VV, is locally finite. Let W, = U W,. 
Then 
KG c u wn and W, n F = 0, for all n E w. 
nEw 
Now we have to cover F in V[G] by a family {Un: n E w} of open sets satisfying 
KUU,, : and U n&=0, forallnEw. 
nEw 
For each n E w let C, be an n-dowment. Note that because P, has cardinality K., each 
C, also has cardinality K, since L, c [IPnlcw. So we can write ,C, = {AZ: a E tc}. 
For each x E F, IF 3li/, open and containing 5 such that li/, n k = 8. So for each 
x E F we can get a maximal antichain A, such that 
(Vp E A,) (3 an open Wp3, such that 2 E W,,, and p It I&Cp,, n I? = 0). 
By the definition of n-dowment, for each n E w and each x E F there is A,,, E &, 
such that A,,, & A,. 
Define 
for n E w and x E F. Then we have that for every p E A,,,, p IF &,, n k = 0. Fix 
n E w. For each LY E K. define 
K,, = u{K,z: A,,, = A:). 
Note that then we have that for each CE E K, for every p E AZ, p Ik I&m n I? = 0 (since 
for every x such that A,,, = A:, and for all p E A;, p It vn,z fl I? = 0). 
It is clear that V, = {V,,,: a E 6) is an open cover of F since each x E F is in 
V ?%,a9 where a is such that A: = A,,,. It is also of size < ri and it is in the ground 
model. Since F is closed and X is normal and K-paracompact, V, has an open refinement 
Url = {UUY: (Y E K} such that U,,, C V,,, for every LY E n. 
Claim. 1 It- (Vy E p) (3n E w)(3cy E PG) (y E ii,,, and c n I? = 0). 
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Proof. To show this we have to show that 
(‘~‘9 E F)(& E lP)(% < p)(3n E w)(% E ~)(r IF g E on., and an k = 0). 
Fix y E F and p E P. Let n = 1 dompl. Then since y E F and U, covers X, there 
is an Q E K such that y E U,.,. By the definition of n-dowment and since A”, E C,, 
there is a Q E AR such that p and q are compatible. Let T < p, q. Now, since q E AZ. 
4 IF x,0 n I? = 0. Therefore 
r < p and r IF y E an,, c c C I&,, and K n k = 8, 
which proves the claim. 0 
Now we work in V[G], for P&-generic G. By the claim, in V[G] for each y E F, 
there is an ny E w and an (Ye E 6 such that y E U,,.,y and U,,,,, fl &G = 8. (Note 
that for any subset A of X in V, the closure of A in V is equal to the closure of A in 
v”fi.1 so c = {U*,,k y : y E F} is an open cover of F such that each element has closure 
disjoint from k~. But C C UnEw & and therefore is o-locally finite. Let C = UnEti C,, 
where each C, is locally finite. Let U, = UC,. Then we have 
KUK x and U ~II?G =0, for all n l w, 
71&J 
as required. 0 
Now we can finish the proof of Theorem 2.1. 
Proof of Theorem 2.1. First suppose X is normal and n-paracompact in V. Normality of 
X is preserved by the result we just showed. To see that r;-paracompactness i  preserved, 
consider the space X x (6 + 1). For a normal space Y, Y is E-paracompact if and only 
if Y x (K + 1) is normal (see, e.g., [33]). Also, the product of a K-paracompact space 
and a compact space is always n-paracompact [32]. So X x (6 + 1) is normal and n- 
paracompact in the ground model, hence it is normal in the extension, and therefore X 
is Ic-paracompact in the extension. 
If X is normal after adding any number of Cohen reals, by [14] it is normal in 
the ground model. If it is in addition K-paracompact, we can use this fact and do the 
same argument as above: X is normal and rz-paracompact in the extension, therefore 
X x (K + 1) is normal in the extension, so it is normal in the ground model, which 
implies X is Kc-paracompact in the ground model. 0 
In the proof of Theorem 2.8, what was used about adding Cohen reals was the existence 
of endowments and the size of the partial order. Therefore the same proof gives us 
Theorem 2.9. X is normal and 2”-paracompact if and only ty it is in an extension by 
n random reals. 
Theorem 2.1 has an analogue for collectionwise normality: 
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Theorem 2.10. X is collectionwise normal and t+paracompact if and only ifit is in an 
extension by K Cohen reals. 
Proof. Let X be a normal K-paracompact space in V and P, = Fn(r;, 2). Then X is 
normal and r;-paracompact in VP6 by Theorem 2.1. Let Z? be a name for a discrete 
family of closed sets in VP% and let G be P,-generic. First we show: 
Claim. Without loss of generality we can suppose that fi = {PO: (Y < A}, where each 
F, is a name for a closed subset of X in the extension, i.e., we can suppose that the 
enumeration of ti is in V. 
Proof. There is an ordinal X and a name f for a function f with domain X such that f 
is an enumeration of D in the extension. Therefore, for every cr < X we have that 
1 It there is ir, such that ir, E fi and f(a) = F,. 
Thus, 1 It ti = {I&: cr < A}. 0 
So let 2, = {fi,: cy < X}. For each p E P,, let Fz = {z E X: p It z E pm}. Then 
again. {Fi: Q < A} is a closed discrete family in V, and therefore it can be separated 
by a discrete family of open sets { .?$: Q < X}. 
Now we work in V[G]. Let F, = (pa),. Since X is normal in VP-, for each 
cy < X, we can find an open set IVa > F, such that w, I- Fo = 0, for all p # CE. Let 
V,P = WQ n U$ for all Q < X, and for all p E P,. Clearly F, C lJpEG V,P for each 
Q < x. 
Let W, = UacX V$ and F = Ucu<x F,. Then W = {W,: p E G} U {X\F} is an 
open cover of X of size K. Therefore, since X is ti-paracompact in V[G], W has a 
locally finite refinement 2. We can suppose 2 = (2,: p E G} U {V}, where 2, & IV,, 
for all p E G and U & X\F. 
Let _Zg = 2, n Vz for Q: < X and p E G. Then (2:: p E G and LY < X} is locally 
finite (since (2,: p E G} is locally finite and (Vz: Q < A} is discrete, for all p E G). 
So define 
- 
u, = U (.z:\U (2;: P # a and q E G}). 
PEG . 
First we check that F, 2 U,. Suppose x E F,. Since (2,: p E G} covers F, there 
P is p E G such that x E Z,. Thus, x E W, = UacX V$. Since x E F, and VP n F, = 0, 
for all o # ,0, we must have ;c E V$. Therefore, z E Z, fY Vz = Zg for some p E G. 
4 Also ZP n F, = 0, for all ,B # (Y and for all q E G, and {Zg: p E G and o < A} 
is locally finite. Thus, 5 E U,. Clearly, each U, is open and {Ua: Q < A} is pairwise 
disjoint. 
For the other direction of Theorem 2.10, if X is collectionwise normal in the exten- 
sion, then X is collectionwise normal in the ground model by [14]. Also, since X is 
K-paracompact and normal in the extension, X will be r;-paracompact in V by Theo- 
rem 2.1. 0 
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We do not know whether preservation of normality by K Cohen reals implies preser- 
vation of collectionwise normality by that many, but we can prove this for K = 1 (and 
hence K = No). 
Theorem 2.11. If X is collectionwise normal in V and its normality is preserved by 
adding one Cohen real, then X remains collectionwise normal after adding one Cohen 
real. 
To show it, we first state a well-known lemma for separating discrete collections of 
closed sets: 
Lemma 2.12. Let {H,: Q < n} be a discrete collection of closed subsets of a space 
X. Suppose that for each a < K, there is a family of open sets { V$: n < w}, such that 
Ha c UnEw V$, V ,” n H/j = 0 whenever QI # p, and for every n E w, {V,“: CY < n} 
is discrete. Then {H,: a < n} can be separated. 
Proof of Theorem 2.11. As usual P = Fn(w, 2) and G is P-generic. Let Z? be a name 
for a closed discrete family in V [G]. First note that, as in the case of adding 6 Cohen 
reals, we can assume, without loss of generality, that fi = {pa: (Y < K}. where &, is a 
name for a closed set in V’, for each (Y < K. 
Define for each Q: < 6 and p E P the set 
F,” = {x E X: p It- 52 E F,}. 
Note that each F,” is closed. Since for every Q < K, p IF pi C &a and fi is discrete, we 
have that for each p E P, the set {Fz: cr < K} is a closed discrete collection of subsets 
of X in V. Using that X is collectionwise normal in V, we can find for each p E IP, an 
open discrete collection { Ug: cy < K} such that Fz C Ug, for all Q E K. 
Now we work in V[G]. Let F, = (pa),. for all Q: < K. For each CE < K, Uazp Fp is 
closed and disjoint from F,. Therefore, since X is normal in V[G], there is IV, 2 F, 
open such that K n Fp = 0, for all /3 # cx. 
Define Vl = l_Jz n W, for each cy < K. Then F, C IJpEG Vzp; for each a: < K, 
- 
V,P n Fo = 0, for all ,B # a; and {V$: (Y < K} is discrete for each p E P. Hence, since 
G is countable, {{ Vz: p E G}: (Y < n} is as in Lemma 2.12. 
Our final ZFC result is 
Theorem 2.13. Pet$ect normality is preserved by adding one Cohen real. 
To prove this we will use a well-known characterization of perfect normality: 
Lemma 2.14. A space X is perfectly normal if and only iffor every open set U in X, 
there are open sets V, for n E w such that U = UnEw V, and E C U for every n E w. 
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Proof of Theorem 2.13. We will show that X is perfectly normal in the extension by 
showing that it satisfies the condition in the lemma. Here again IP = Fn(w, 2). Let 0 be 
a P-name for an open set in V’ and let G be P-generic. For each p E P let 
A, = {cc E X: 3 open lVz such that z E lY, and p IF mz c o}. 
Define IV, = UsEA, IV,, where W, is an open set witnessing x E A,. Then for each 
p E P WP is an open set in V and p 11 l&i C 0. 
Since X is perfectly normal in V, for each p E IP there are open sets Vg for n E w - 
such that IV, = lJn_ V$ and V,” C Wj, for every n E w. Now it is easy to see that 
GG = U& l%P So & = UP&J7&JZ). S’ mce G is countable, we have that in 
V[G], 0~ can be written as the union of countably many open sets. Also for every 
- - 
p E G and for every n E w, V,P C: Id> and p It- fi’r, & 0. So p II- V$l C 0, and therefore - 
inV[G],V$coGforeverypEGandn.Ew. 0 
This result was obtained independently by LaBerge [30]. 
Remark 2.15. It is easy to see that perfectness is preserved by adding one Cohen real. 
Let f_? be a P-name for an open set in V” and G P-generic. For each p E P define 
IV, as in the proof of Theorem 2.13. If X is perfect in V, for each p E P we can 
write M/;, = lJpEG lJnEw Fp”, where Fp” is closed for every n E w. So in V[G], 0 = 
u,,c WP = U7L@ F;, which shows that X is perfect in the extension. 
3. Examples 
In this section we construct an Eric line which remains normal after adding Cohen 
reals, and show that there is a consistent example of a Dowker space that has its normality 
destroyed by adding one random real. 
We spoke loosely in Section 1 of “the” Eric line. In fact the construction depends on 
how one enumerates the countable subsets of R, but none of the results we used depended 
on which enumeration one chooses. A natural question that arises from Theorem 1.3 is 
whether “the” Eric line can be made nonnormal by adding Cohen reals. Countably many 
Cohen reals will not suffice, since it is countably paracompact [101, but what about more? 
We were unable to answer this question for all Eric lines, but we can prove 
Theorem 3.1. There is an Eric line which remains normal when any number of Cohen 
reals are adjoined. 
Proof. Clearly we just have to show the result for adding c many Cohen reals. First we 
fix some notation. We will denote by p the usual topology on R. Whenever we write cl, 
of a set, we will be taking the closure of this set in the space (lRv, p). T will denote the 
new Eric line topology to be constructed on IR. Also, we let P = Fn(c, 2). 
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Let 
A = ((A, I?): A, B E [lR]w and /cl, A n cl, Bl = c}. 
t? = {(c, i>, s): c and fi are names for countable subsets of IR 
such that s II- /cl, 6 n cl, b] = c}, 
where we pick exactly one name for each set in the extension. Enumerate 
I!% = {x ,:a<~} and 
duB={(A,,B,): cu~Io}u{(A,,B,,s,): cd,}, 
where 1, and 11 are disjoint and 1s U 11 = c, such that: 
(a) Q = {z,: (Y <w}. 
(b) ~~3w,A,UB,cIW,if~Elo,ands,I~~~U~),CIW,,ifcrEII. 
Cc) V/CL 3 w, 2, E cl, il,, n cl, B, if Q E lo, and s, IF 2, E cl, 6’a n cl, fi,,. if 
0 E I,. 
To define the topology, we will follow the inductive construction in [7]. At limit 
stages and at stage o + 1 for cr E 10, we proceed as in [7]. We just have to do the stage 
where we take care of a pair of names (6’,,, fi>,), that is, the stage a + 1 for o E Ii. 
We have to define the neighbourhood base at {x,} in such a way that we will have 
S, It X~ E cl,,+, cb, n c17,+, B,,. To simplify the notation, we will omit the s,‘s, i.e., 
we will just assume that IF 6, U ba C IL!, and that It .c, E cl, 6’a n cl, b,,. and at the 
end get that IF L, E ~l,~+, 6’a n cl,,, 0,. 
We know that IF ICY E cl, ea. Let V, = (z, - l/2”, 2, + 1/2n). Then for each n E w 
11 I’, n 6’a # 0. Thus there is a maximal antichain A, such that for each p E A, there 
exists a gp.n with p It gp,n E I& n C?,. 
For each n E w, let f&, be a n-dowment. Then for every n E w there is AZ E C, 
such that A: C_ A,,. Define 
S = {~r?.~: p E AA and n E w). 
Write S = {ok: X: E w} such that first we put all the elements of {yP,o: p E A;}, then all 
the (possibly previously enumerated) elements of {yP,t : p E AT} and so on. Of course 
this is possible because each A: is finite. Since the Vn’s are a neighbourhood base for 
.x:, in IR. and, for each p E AZ, yp,n E V,, the sequence {yl~: Ic E w} converges to 2,. 
Similarly, choose a sequence {Q: Ic E w} converging to x, using that 11 2, E cl, fio. 
Let {uI~: k E ti} be a sequence in Q converging to 2, such that 1~~ - wk j < 1/2k. for 
all k E d. Ennumerate {yk}kEd U {zk}kEw u {wk}kEw, as p = {pn: n E u} such that 
p, = yk or p, = zk implies n > k. Then p is a sequence converging to 2,. 
We can define now {B,: m E w}, a neighbourhood base at 2, as in [7]. If r, is the 
topology defined in {CC,: y < cy}, let B, = {x~} U lJk>m IVk, where IV, is a compact 
open neighbourhood of pk in the topology ro/, with p-diameter < l/2”. It only remains 
to show that II X, E cl,_+, i‘l, n clTu+, 0,. 
We will show I/- x, E cl,,, C?,. The other one is similar. We have to show that for 
allm~wandforallp~Pthereisq~~anday~XsuchthatqIt~E~,~~~. 
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Fix m E w and p E P. Let R > max{m, Idompl}. Then, by the definition of n- 
dowments, there is T E A; such that r and p are compatible. Let t < r,p. Since T E A:, 
we have r 11 yr,n E vn n 6’,. By the way S and p were enumerated, ylr,n = pk where 
k 3 n > m. Hence yr,n E B,. So we have that t < p and t IF yr.n E & f~ km. 
This finishes the inductive construction of the Eric line. The topology r will be the 
topology generated by Uorcc TV. Clearly the space (E&T) is an Eric line, i.e., it has the 
same properties as the one we get doing the usual construction. 
Now we want to show that IF (Rv, 7) is normal. Since as a subspace of lRVr , (R”, p) 
is forced to be normal, in the extension we can also prove that, if 
VA,B E [IRL’]u /c&A ncl,BI = c =+ cl, An&B # 0, (*) 
then (IR, 7) is normal. But, by our construction, (*) is true in the extension. 0 
Now, for the random real example. 
Theorem 3.2. Suppose there is a Lusin set. Then there is ajirst countable locally compact 
normal space such that adding one random real forces X to be not normal. 
The example is the example [34] of a Dowker space from a Lusin set. Here we will 
sketch the definition of the space using the same notation used in [34], and then we will 
show why after adding one random real the space is not normal anymore. In fact, the 
proof is essentially done in [34], but there it is done in V. Here we will mention the 
results proved there and see why these proofs can be done in the extension. 
Before sketching the space we need some notation and definitions. Fix {fa: cy < WI} C 
‘L’w unbounded under <* such that a < p implies fO <* fp. Also fix 
A= {a a: cr < WI} cl 2”. 
By “B C A is stationary” we will mean that the set of indices {a: acu E B} is stationary 
in wt. For f, g E #w let 
A(f) g) = min {n E w: f(n) # g(n)}. 
Finally fix e : [w112 --f w such that: 
(a) V’a < wi ecu = e(., o) : ff -3 w is one-to-one. 
(b) V’a < wt {ea [ a: /3 < WI} is countable. 
Definition 3.3. For ap E A let 
H(ap) = {a, E A: o < P, e(o,P) < fP(A(a,,a,))} and 
&(a@) = {g E H(ap): g 1% = aa 1 i}. 
Note that H(ap) is either finite or a sequence converging to up. This set mapping was 
defined in [37]. 
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The space is X = w x A. The topology p on X is defined by induction on the levels. 
Supposing that the topology on n x A was already defined, a local base at the point 
(n, a) E (n + 1) x A is {&(n, a): i < w} where 
V,(n,a) = {(W} uU{li,,&- l,g): 9 E f&b)} 
Here n9 is chosen in such a way that it will guarantee that some induction hypotheses 
are satisfied. Because of these properties we will have that X is zero-dimensional and 
Hausdor-ff. 
To be able to get normality we have to refine the topology once more. We declare 
w x (o + 1) closed for each (Y < wi. Without loss of generality we may assume that 
for each Euclidean interval U if An U # 0, then An U is stationary in A. (*) 
Assuming this we have that the space is not countably metacompact. If A is a Lusin 
set, then the space is normal. 
The following result from [37] is used many times to prove the results in [34]: 
Lemma 3.4. For eveq B E [A141” andfor every X E [AIAl”l, [fX C cl B (the Euclidean 
closure of B), then {s E X: H(z) n B is injnite} is uncountable. 
Now we will see why X is not normal after adding one random real. In [34], Szeptycki 
proved: 
Theorem 3.5. If every set of reals of size N1 is of$rst category (and b = WI), then for 
each A 2 2” of size HI, (w x A,p) is not normal. 
We will denote by V[r] the extension obtained by adding one random real. It is well 
known that in V[T] every subset of the reals that are in the ground model will be first 
category in the extension. This fact plus the fact that the proof of the above theorem can 
be done in V[T] will give us that the normality is destroyed by adding one random real. 
Note that Lemma 3.4 still holds in V[r]. To see that first note that if we define H(L) 
in the extension we will obtain the same H(z) we had in V, i.e., Ha = H(x)~(‘]. 
Also since T is a random real, {fey: a < WI} is still <*-unbounded in V[T]. So the 
lemma can be proved in V[T] (since it is a ZFC result). 
Also note that (*) still holds in V[T]. This is true since A C V and therefore for any 
Euclidean open U in V[T-1, U n A = Uv[‘I n A. 
The following lemma is proved in [34], and it is easy to see that the proof there can 
be done in V[T] by the observations above: 
Lemma 3.6. If 3B C A stationary and closed nowhere dense (in the usual topology) in 
A, then (w x A, p) is not normal. 
Now we can show: 
Lemma 3.7. In V[T], ( w x A, p) is not normal for any A E [2”lN’ n V. 
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Proof. We know that in V[T], 2” fY V (and therefore any A E [2”lN1 n V) is first 
category. Let A = {a,: (Y < WI} E [2”]n’ fl V. 
We work in V[T]. We have that A is first category. Also, since A is uncountable, 
cl A is homeomorphic to 2#. So A can be covered by countably many sets, each closed 
nowhere dense in cl A. Hence, we can write A = UnCw A, where A, is closed nowhere 
dense relative to A, ‘v’n E w. But then there must be n E w such that A, is stationary. 
So applying the previous lemma in V[T], we have that the space is not normal. 0 
To finish this section we will show that the space is not hereditarily normal by showing 
that the subspace 2 x A is not normal. This proof is due to Szeptycki [34]. To show it 
we need two lemmas. The first one is proved in [34]. 
Lemma 3.8. Let I be an open interval. Suppose B is a NI-dense subset of A n I. Then 
{a E A 0 I: (a, I) $ B x (0)) is nonstutionaq. 
Lemma 3.9. If B & A is stationary dense (i.e., U n B is stationary ‘d clopen U) 
in I, then for eve? p-open U containing B x {l}, Ua n B is RI-dense in I, where 
Uo = {a E A: (0, u) E U}. 
Proof. Suppose not. Then UO I- B fl V is countable for some open set V, and therefore 
it is bounded in A, i.e., there is a E A such that UO n B n V < a. By hypothesis, we 
have that B n V is stationary. For each x E B n V pick S(x) = .rp such that 
p < a and xa E H(x) imply x:, E UO n V. 
This is possible by the definition of the topology. 
By the Pressing Down Lemma, there is a stationary S’ & B n V and there is xp such 
that Vx E S’ H(x)\{x a: a < /3} & UO n V. Let D 2 5” countable such that S’ G cl D 
and D > max{xp, o}. Then by Lemma 3.4, there is x E S’ such that H(x)nII # 0. Sup- 
pose y E H(x) n D. Then since y E D, y > a, y > xcp and y E B. Also since x E S’ and 
y E H(x), we have that y E UonV. So y E UonVn B, a contradiction since y > a. 0 
Now we are ready to show: 
Lemma 3.10. 2 x A is not normal. 
Proof. Let F and K be two disjoint stationary dense subsets of A. Note that since 
{ 1) x A is closed discrete (in 2 x A), {l} x K and { 1) x F are closed in 2 x A. Let 
U and V be p-open sets in 2 x A such that { 1 } x F C U and { 1) x K C V. 
By Lemma 3.9, UO n F and V. n K are both Nt-dense. Then, by Lemma 3.8, 
A x {l}\Uo n ((0) x F) and Ax {I}\Vof’ ((0) x K) 
are both nonstationary (the projection in A is nonstationary). Since 
U. n ((0) x F) c ?? and Vi n ((0) x K) C p, 
we then have that v n v must be nonempty. So the two sets cannot be separated. 0 
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Remark 3.11. The normality of this Dowker space-as well as that of almost all of the 
known Dowker spaces--is preserved by adding a Cohen real [27]. 
4. Without supercompactness 
In this section we will prove 
Theorem 4.1. Adjoin K Cohen reals where n is regular Then for any cr < n, normality 
of spaces of size < K in which each point has character < K is preserved by adjoining 
cy Cohen reals. 
Let K = N2. Then after we adjoin NZ Cohen reals, there is a Lusin set of size Nt. By 
Section 3, we therefore obtain the following 
Corollary 4.2. It is consistent that there is a first countable normal space of cardinal@ 
RI whose normality is destroyed by a random real, but no such space has its normality 
destroyed by a Cohen real. 
The idea of the proof of Theorem 4.1 is quite simple although the details-involving 
elementary submodels-are technical. We argue that the space appears at some stage; 
if a small number of Cohen reals could kill it, they could kill it over that stage; but 
nonnormality is preserved by adding Cohen reals, so the space would fail to be normal 
in the final model. 
We will follow the notation of and use the following result from [ 131: 
Proposition 4.3. Suppose P E M + He is a partial order and G is P-generic over both 
V and M. Let o = min{r: r is a cardinal and r n M E r}. Then 
(MnI&)[GnM] = (Mf~ti~)[GnM] -X Hx[G], 
where X = min((M U (0)) n [a, 131). 
Notice that since M + He and P E M, G n M is (P n M)-generic over He. 
hl n fiK = {T: T is a P-name in H, n M} and 
(Mn&)[GnM] = {T~,,~: TE Mnl?,}. 
Proof of Theorem 4.1. Suppose the theorem is false. Pick G P,-generic and, in V[G], 
pick (X, I) a counterexample. Without loss of generality, we may suppose that X = 
< < K and B is a basis for 7 of size < c. (It is convenient to refer to “(X, E$” rather 
than “(X, 7)” to mean X with the topology generated by f? in whatever model is under 
discussion.) 
We have a P,-name t3 E V such that I!31 < < and 
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V b “lp, Itb is a base for X and (X, a) is normal but forcing with P, destroys 
its normality”. 
Since IF’, has the countable chain condition, we may suppose that a is of the form 
Uo~(rc> 1) 1): I < E) w h ere each 7rc is a nice P,-name for a subset of <. (We follow 
the notation of [29].) Each xc is of the form {{q} x A$: 7 < <}, where each A$ is an 
antichain of P,, and consequently is countable. 
Now, define 
PC = sup{p: (3~ E 1)(+ E A$) P E dam(p)}, 
and let 
Since n is a regular cardinal, /3 < n, and so we can pick y such that y < r;, but 
y > p, CL Choose M + He (for 19 sufficiently large) such that 
(1) IMI < K, 
(2) h!f n K = p > y, 
(3) (6 2% PK, Y) u Y c M. 
Since P, has the countable chain condition and M < Ho we get that G is also 
P,-generic over M. 
We have that 
P, n M = P’, and G, = GnM. 
Notice that in this case the c of proposition 4.3 is ]~1+ < R and the /\ is n. Applying 
Proposition 4.3, 
A’ = (A/r n I?K)[G,] + HJG]. 
Now V[G] b Z#', I? nice Pa-names for subsets of X(= [) such that 
lpa II- I?, I? are closed disjoint nonseparated subsets of X. 
If H is Pa-generic over V[G], it is as well over H,[G], and, since IF’,, (X, 23), F, I? E 
H, [G], we have that 
H,[G] b “lp, IF p’, I? are closed disjoint unseparated sets”. 
Recall that L? is a IF’,-name and p > y; consequently (@G, = f?, and so (X, B) E N. 
By elementarity, we may take &;, I? E M II I?&[GCL] and have 
(M n a&) [G,] f== “1~~ It F, I? are closed disjoint unseparated sets”. 
Therefore there are IF’, and hence IF’,-names 0, I? E M 17 I?& such that (0)~~ = @ and 
(&, = I?. Thus 
V k 3a < IE such that 0, I? are PO-names. 
Since 0, fi E M and M < V, this r~ may be taken in M and so that o < p and a > o. 
Notice that if H is P,-generic over (M fl I?&) [G,], it is as well over (M n Ei,)[G,], 
where G, = G, n P,. 
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Since & is a nice name for a subset of 5, we have 
,? = {{rj} x A,: q < <}. 
Then 
V[G,] b (3~ < ~)('dq < [)('v'p E AV)(dom(p) C L and L < h;). 
Note that P, E M and so (M n k,) [G,] = (M n H,)[G,] 4 V[G,]. 
Therefore L can be defined in (M n H,) [G,], and consequently can be taken in M. 
We can do the same process for I? and get a common L for both. Obviously, L < p. We 
may then take (T > L, ,O. 
It follows that 
F,ti 2 (MnH,)[G,]. 
But then 
Ni = (M n H,)[G,][H] + (&‘)H, (I?)H are not separated. 
For if they were, the separation would be in (M n fiK)[GIL][H], which contradicts what 
we had above. From the last equation, we then see that 
vP,lM I= ($1 H and (&H are closed disjoint unseparated. 
But this contradicts that lpn II- X is normal, since by [14] the unseparatedness is 
preserved. q 
5. Supercompact reflection 
Definition 5.1. Let X be a topological space and A C X. A family f3 of open sets 
including A is called an outer base for A if for every open V > A, there is a B E f3 
such that B C V. The character of A in X is 
x(A, X) = min{r: there is an outer base for A of cardinality 7). 
Definition 5.2. For X a topological space 6(X) is the least cardinal X such that X can 
be covered by compact sets, each of which has character less than X. If E(X) = Ni, we 
say that X is of pointwise countable Qpe. 
First countability, local compactness and tech-completeness are some of the conditions 
that imply pointwise countable type. 
Proposition 5.3 [2]. If X is a T2 space and K C F are compact subsets of X then 
x(K, X) < x(K, F) . x(K W. 
We give the proof since in [2] only the T3i case is established 
Proof. Suppose x(K,F) . x(F,X) = IC., and let {W,}cy,, be an outer base for F in 
X and UJ$J]P<~ an outer base for K in F. By compactness of F and K, it is easy to 
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see that, for each /3 < 6, we can find disjoint open sets (in X) Gp and Hp, such that 
K 5 Gp and F\Vo C Hp. 
We claim that { GB fl W,: Q, B < n} is an outer base for K in X. In fact, suppose that 
K C V, where V is an open set in X. Then there is a /? < IC such that K C Vo C V fl F. 
Also if Gp and Hp are as above, we have that F C Hp U V. But then there is an 
a < K. such that F C I&‘, C Ho U V. Clearly, K c Gp fl W,. We have to show that 
Gp n W, C V. Suppose 2 E Gp n ubi. Then II: E Gp implies that z $ Ho, and therefore 
1 E IV, implies that z E V, and we are done. 0 
Notice that for T2 spaces of size < K, by Proposition 5.3, h(X) < 6 implies that every 
point has character < 6. (To see this, note that for every compact T2 K, w(K) < IKI.) It 
follows that no generality is gained in Theorem 4.1 by replacing the character hypothesis 
by the assumption that x < 2’O. 
The main result of this section is: 
Theorem 5.4. Let K be a supercompact cardinal. Over the model obtained by adjoining 
n many Cohen reals, hereditary normality is preserved for T2 spaces with h < 2NU = n 
by adding any number of Cohen reals. 
Using standard techniques, the proof of Theorem 5.4 is easy if we assume each point 
has character < 2n0. In this case we do not need Tz. As usual the character restriction 
allows us to identify X as a subspace of j(X), namely, j”(X). That will not necessarily 
be the case in general; our innovation is the observation that if x(X) < IC, the critical 
point of the elementary embedding j, then X is a perfect image of a subspace of j(X). 
Since perfect (in fact, just closed) maps preserve hereditary normality, the result will 
follow. Now for the details, but first we sketch the small character case. 
Lemma 5.5. Let j : V + M be an elementary embedding such that MW C M and let 
P be a countable chain condition partial order such that P’ E M and P C M. Then if 
G is IP -generic over M, it is also P-generic over V. 
Proof. Let A c P be a maximal antichain. A C M and M” C M so A E M and 
M + A is a maximal antichain (since M c V). So G n A # 0. q 
Theorem 5.6. In the model obtained by adding K (supercompact) many Cohen reals, let 
X be a normal topological space such that for every x E X, x(x,X) < 
2N” = K. Then X remains normal after adding any number of Cohen reals. 
Corollary 5.7. If(hereditaty) normality is preservedfor$rst countable spaces by adding 
any number of Cohen reals, there are measurable cardinals in an inner model. 
Proof. The hypothesis implies first countable (hereditarily) normal spaces are collection- 
wise normal. If there are no measurable cardinals in an inner model, there is a normal 
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nonmetrizable Moore space [20]. Such spaces are first countable, hereditarily normal, but 
not collectionwise normal. Cl 
Proof of Theorem 5.6. Suppose the theorem is false. Pick an (Y such that 
V k “1~~ It X is a normal space and forcing with P, destroys its normality”. 
Choose a convenient elementary embedding (for the technical details, see the proof of 
Theorem 5.4 ) j : V + M with j(lc) > Q. Pick GjcK) that is P,(,)-generic over M (and 
so over V) and let G, = Gj(,) n V,. Note that G, is P&-generic over both M and V. 
Since j?‘, has the countable chain condition, we can (see, e.g., [14]), extend j to: 
From now on we will abuse notation and refer to “ 7 ” as simply “j”. 
In M[GjC,..], j(X) is hereditarily normal, so since M[G,(,)] k j”(X) is a subspace 
of j(X), and M[GjCn,] k j(X) is hereditarily normal, M[Gj(,,] /= j”(X) is hereditar- 
ily normal. So in M [Gj(,)], X is homeomorphic to a normal space. Now, the choice of 
j, the fact that j(~) > Q, the fact that forcing with Cohen reals preserves nonnormality 
(see [14]), and that M[Gj(.)] C V[Gj(,)] give us the result. 0 
We conjecture that our results hold for just normality, but have been unable to prove 
this. In ZFC, adding one Cohen real does preserve hereditary normality [22]. Actually 
even in the one Cohen real case, the large cardinal does give more information: observe 
that to obtain the normality of X in the extension it suffices to have that in the ground 
model, subspaces of size < 2No are normal. The fact that in the model obtained by 
adding supercompact many Cohen reals, first countable spaces are normal if all their 
subspaces of size < 2’O are normal, should be compared with Juhasz’ observation [25] 
that Weiss’ space [40] is a first countable space X in which there are disjoint closed 
unseparated sets F, G and yet every two disjoint closed sets of size < 2No can be 
separated. 
5.1. The projection 
In this section we shall prove the following theorem (which we state in a bit more 
generality than necessary, for future use elsewhere). 
Theorem 5.8. Suppose j : V --) M is an elementary embedding, r; is the critical point 
of j, IP E V is a partial ordel; G is P-generic over V, H is j(P)-generic over M and 
j extends to j : V[G] --) M[H]. Suppose also that V[G] + (X, 7) is a regular space 
and z(X) < K. Suppose the elementary embedding j : V[G] -+ M[H] also satisfies the 
condition 
j(K) > x > 211’ and M[H] is closed under X-sequences in V[H] 
whose elements have names in M. 
Then M [H] b X is a perfect image of a subspace of j (X) 
(*) 
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In particular, this applies to the case of adding supercompact many Cohen reals. 
From now on X will denote a topological space (not necessarily regular or of small 
pointwise type) with topology 7 and we will use the notation of Theorem 5.8. We first 
introduce some more notation: 
Definition 5.9. 
(1) Let K: = {K c X: K is compact and x(K,X) < K}. 
(2) For z E X, let K, = {K E Ic: x E K}. 
(3) For z E X, let 7, = {V: V is open and x E V}. 
(4) For K E Ic, let VK = {VO: (Y < T}, 7 < PC., be a fixed outer base for K. 
Notice that because of (*), {j”(K),j”(K,),j”(7,)} C M[H] and also, if we suppose 
(as we do) that X is an ordinal, (X,7) E M[H]. Also, if 
V[G] /= VK is an outer base for K E K, 
then M[H] k I” = j(V I( ) . 1s an outer base for j(K). Thus in M[H] we can make 
the following definition: 
Definition 5.10. For 5 E X, let Kx = nj”(z). 
Note that if X is a Hausdorff space, II: # y implies that K, n KY = 8. 
From now on, we assume X is Hausdorff. Thus we can give j”X the quotient topology 
induced by collapsing each K, to {j(z)). (j”)-’ then induces a topology on X which is 
actually equal to X’s original topology, provided, e.g., X is T3 and h(X) < IC. Although 
this is interesting, we will leave its proof to the reader and simply prove that if in M[H] 
we define 
,:Z=u{K,: CCEX} + X by rr( z) = t if and only if z E Kt , 
then 
Theorem 5.11. If X is T3 and x(X) < K, then r is a peg‘ect map. 
We need a couple of preliminary results; the first is proved in [2] for completely regular 
spaces. 
Proposition 5.12. Suppose X is such that h(X) < T. If V is an open set and x E V 
then there exists K compact, x(K, X) < r, TC E K, K C V. 
Proof. Suppose V is open and IC E V. Pick K compact such that x(K, X) < T. Using 
that K is regular, construct a sequence {I&: R E UJ} of open sets such that VO = V, 
z E V, for all R, and Vn+l n K g V, fl K. Notice that K’ = nnEw m is a compact 
set, x E K’. and 
x(K’, X) < x(K’, h-) . x(K, X) = No. x(K, X) < 7. •I 
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Lemma 5.13. IfX is Huusdo@and h(X) < K then K, = nj”(&). 
Proof. Let z E nj”(KZ). We will prove that z E j(V), for all V E 7,. Let V E I,. By 
proposition 5.12, there is a K E K, such that K, G V. By definition, z E j(K) C j(V). 
Suppose now z +! n j”( K,). Th ere is some K E K, such that z $! j(K). But then 
there is a V E VK such that z $! j(V). 0 
We can now prove Theorem 5.11. 
Proof of Theorem 5.11. By Lemma 5.13, point-inverses are compact, so it suffices 
to show 7r is continuous and closed. Since the topology 7 on X in V[G,] is a basis 
for the topology X gets in M[G,(,)], in order to prove continuity it suffices to prove 
K’(F) is closed, where X\F E 7. Let 2 E Z\K’ (F). Then z E Kz for some n: $ F. 
By regularity, take disjoint open sets V, W containing z and including F, respectively. 
Then Kx C j(V) and r-‘(F) C j(W). So j(V) n T-‘(F) = 0 and so Z\TI-‘(F) is 
open. 
To prove 7r is closed, let A be closed in 2 and let r E X\n(A). Claim there is a 
h- E K, such that j(K) n A = 0. For if not, consider L: = {j(K) n A: K E K,}. 
Since Kc, is closed under finite intersections, C is a centred collection of compact sets 
and so there is a z E n .C. But then z E K, n A and so z E r(A), contradiction. Since 
j(K) n A = 0, th ere is a V E VK such that j(V) n A = 0. Since z E V, it suffices 
to show V n T(A) = 0. If r~ E V n n(A), then for some z E A, n(z) = y. Then 
t E j(V) n A, contradiction. 0 
5.2. Preserving hereditary normali 
We can now prove Theorem 5.4. A similar result is true for random reals with a slightly 
more complicated proof. Also, the same machinery that works for this problem is going 
to apply to other topological properties that are invariant under perfect mappings. This 
will be clear by examining the proof. 
Lemma 5.14 (see [ 16)). Hereditary normali9 is invariant under peqkct mappings (in 
fact, it is invariant under closed mappings). 
Let’s now prove Theorem 5.4. 
Proof of Theorem 5.4. Suppose the theorem is false. Repeat the same initial procedure 
that we did for Theorem 5.6. Thus there is a p E P, forcing that there is a topological 
space (X, I), h(X) < IC, and an o such that X has its hereditary normality destroyed 
after forcing with P,. Now we may suppose that the base set for the topological space 
is an ordinal, and so we may pick 0 (much bigger than the size of a given base for X), 
such that He contains all the interesting information about open and closed sets (more 
precisely, nice names for open and closed subsets of X). 
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Pick a cardinal X bigger than a, [He 1, 2171, and pick j : V --f M with j(~) > X and 
MA & M and (M)e = (V)Q (h ere we mean the objects of rank < 19). Pick GjcK) 
that is iPJ(,)-generic over M (and so over V) and such that p = j(p) E Gj(,,. Again, 
let G, = Gj(K) n V,. Pick in V[G,], 9, F and I?, nice names for subsets of X, and 
1 = lp_ E P, such that 
V[G,] k “1 IF F and I? are closed disjoint unseparated subsets of I’ c X”. 
Note that we also have that (M[G,])o = (V[G,])e. Consequently, with regard to 
what concerns us, the same things that happen in one of these will happen in the other 
one. More precisely, 
M[G,] /= “1 It @ and I? are closed disjoint unseparated subsets of ? c k”. 
Then 
M[G,] k “1 Ii- X is not hereditarily normal”. 
Now pick H pa-generic over M[G,] and I such that M[G,][H][I] = M[Gj(,)]. We 
have that 
MPA PI I= X is not hereditarily normal. 
So, since the addition of Cohen reals preserves nonnormality [14], 
M[G,(,)] + X is not hereditarily normal. 
Applying the machinery of the previous subsection, by Lemma 5.14, 
M[Gj(K]] k X is hereditarily normal, 
since j(X) is hereditarily normal. 0 
Corollary 5.15. In the above model, if X is hereditarily normal and h(X) < K then X 
is collectionwise normal. 
Proof. We know that X remains normal after adding any number of Cohen reals and so 
by the usual “normalized in a Cohen extension implies separated in the ground model” 
argument [14], we have the result. 0 
5.3. Balogh S Theorem 
The progression from “V = L implies normal spaces of pointwise countable type 
are collectionwise Hausdorff” [38] to “in the model obtained by adding supercompact 
many Cohen reals, normal spaces of pointwise countable type are collectionwise normal” 
[4], may have given the impression that the latter result depended essentially on the 
normality versus collectionwise normality context. The “axiomatic” treatment of [21] 
could reinforce this impression. However the above method for obtaining X as a perfect 
image of a subspace of j(X) opens up the possibility of extending most reflection results 
from small character to small pointwise type. We will prove Balogh’s Theorem here as 
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an example. Dow’s proof [13] of the locally compact case of Balogh’s Theorem was 
our starting point but ours is considerably simpler (avoiding C*(X) and elementary 
submodels) and considerably more general (applying to 7’s spaces of pointwise type 
< 2NO). 
Lemma 5.16. Suppose X is T2, h(X) < 6, and Y is a disjoint collection of subsets of 
X such that Y/z E [Y] et 2 is discrete. Then y is discrete. , 
Proof. Since Y’ = {Y: Y E Y} also has small subcollections discrete, we may sup- 
pose that y is a collection of closed sets. It suffices to show that if 2 c Y and 5 E 
U 2, then z is in some 2 E 2. Assume IZ: E U 2\ lJ2. Let Ko be a compact set 
containing 2, X(Ka, X) = X < 6. Then Ka meets only finitely many members of 2 
(otherwise it would include an infinite closed discrete set). Say Ka meets 20, . . . , 2,. 
K. f~ UiG, Zi is closed and does not contain 2, so V = X\(Ko n IJiG, Zi) is an 
open set containing 2. Working in Ko, there is K, a closed Gg subset of Kc, such that 
z E K C: X0 n V. Then K is compact in X and, by Lemma 5.3, 
x(K, X) 6 x(K, Ko) x(Ko, Xl 6 Ho. A = A < K, 
and K is disjoint from U 2. Let {Ua}ol<~ be an outer base for K in X. Since x E U,, 
for each o we may pick Y, E 2 such that U, n Y, # 0. Since small subcollections 
are discrete, U = X\ lJacX Y, is an open set including K. But U includes no VQ, 
contradiction. 0 
Theorem 5.17. With the previous notation, 
V[G,] /= if X is a normal space with h(X) < 2*O, 
then X is collectionwise normal. 
Proof. Suppose V[G,] b “1 IF X is a normal space, h(X) < 2n”, and C is a discrete 
family of closed subsets of X”. Choose an elementary embedding as in Theorem 5.4. 
Apply Theorem 5.8, and let 7r : 2 + X be the perfect mapping. Observe that (X, 7) 
and C are in M[G,]. We have 
MP+)l k j(C) is a discrete family of closed sets in j(X). 
Claim. D = {r-‘(C): C E C} is discrete in j(X). 
Proof. Since M[G,(,)] + @j(X)) = j(@X)) < K, by Lemma 5.16 it suffices to prove 
that every subfamily of 27 of size < K is discrete. In M[Gj(,)], let E be a subset of D 
of size < k;. Notice that P3cK~ = PK * Pj(K,\K and that z),(,)\, has the countable chain 
condition. Since C is in V[G,], there is an F E V[G,], IF’1 < K, 3 C D, such that 
1 It- p.lc=,\= 2 C F. .F is also in M[Gj(,)], so we conclude that without loss of generality, 
we may assume that E = {n-‘(C): C E ‘FI}, ‘FI C C, 1x1 < 6. Then by normality and 
the discreteness of ti, we can find open sets {UC: C E l-l} with UC > C, such that 
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C # C’ implies UC n C’ = 0. Again by normality, we can find a (possibly empty) 
open U _Z X\U{Uc: C E Y-f}, with U n U7-f = 0. Let U = {U} U {UC: C E ‘l-l}. 
Then U covers X so j(U) = j”U covers j(X). Claim j(U) “witnesses the discreteness” 
of E. First of all, note that by the definition of 7r, V’(C) c j(Uc). Second, claim 
I n n -‘(C’) = 0 if C # C’. For take open Vcr > C’, VCI n UC = 0. Then 
7r-‘(C’) C j(Vc,) and j(Uc) n j(Vc!) = 0. Finally, suppose z E j(U). Then z is in 
no r-‘(C), for if z E Kc, c E C, then c E X\U, SO z E j(X\U) = j(X)\j(U), 
contradiction. 0 
To complete the proof, since 23 is discrete in j(X) and j(X) is normal, V is normalized 
in j(X) and thus in 2. To see that M[Gj(,)] + C is normalized in X, just use that rr is 
closed, as follows: 
Let S C C. Since D is normalized, pick U, V disjoint open in 2 such that 
U{Y’(C): C E S} C U and U{Y’(C): C E C\S} C V 
Then notice that U{C: C E S} G X\n(Z\U) and U{C: C E C\S} c X\r(Z\V) 
and that X\r(Z\U) and X\TT(Z\V) are disjoint open sets in X. Thus M[G3(,)] k 
C is normalized in X. Again, use that collections normalized in a Cohen extension are 
separated in the ground model [14], and get that M[G,] b C is separated. But then C 
is separated in V[G,] and we are done. 0 
If one just wants to do the case of pointwise countable type, one could use that 
X is a /c-space to simplify the proof further. One only has to prove discreteness for 
countable subcollections, which follows since normality implies countable collectionwise 
normality. 
Note: After this paper was first submitted, Fleissner, LaBerge and Stanley [22] con- 
structed a machine to transform Dowker spaces into Dowker spaces whose (collection- 
wise) normality is killed by adding one Cohen real. However, the resulting spaces are 
not first countable or even of pointwise countable type. 
In conclusion, then let us emphasize several problems: 
(1) Find a consistent example of a first counrabte normal topological space whose 
normali is destroyed by adding one Cohen real. 
(2) Find a consistent example of a$rst countable collectionwise normal topological 
space whose collectionwise normal@ is destroyed by adding Cohen reals. 
(3) Show it is consistentfrom a supercompact cardinal that normal topological spaces 
of character < 2’O have their normality preserved by adding any number of Cohen 
reals. 
(4) Is there in ZFC a nonnormal space that can be made normal by countably closed 
cardinal-preserving forcing? 
Acknowledgement 
We thank Winfried Just for a number of improvements in the paper. 
R. Grunberg et al. / Topology and its Applications 84 (1998) 145-174 173 
References 
[l] K. Alster and T. Przymusidski, Normality and Martin’s Axiom, Fund. Math. 91 (1976) 123- 
131. 
[2] A. Arhangel’skii, Bicompact sets and the topology of spaces, Trans. Moscow Math. Sot. 13 
(1965) 162. 
[3] Z. Balogh, Locally nice spaces under Martin’s Axiom, Comment. Math. Univ. Carolin. 24 
(1983) 63-87. 
[4] Z. Balogh, On collectionwise normality of locally compact, normal spaces, Trans. Amer. Math. 
Sot. 323 (1991) 389-411. 
[5] J.E. Baumgartner, Iterated forcing, in: A.R.D. Mathias, ed., Surveys in Set Theory, London 
Math. Sot. Lecture Note Ser. 87 (Cambridge Univ. Press, Cambridge, 1983) l-59. 
[6] J.E. Baumgartner and ED. Tall, Reflecting Lindelofness, preprint. 
[7] A. Beslagic, Normality in products, in: ED. Tall, ed., The Work of Mary Ellen Rudin, Ann. 
New York Acad. Sci. 705 (New York Acad. Sci., New York, 1993) 17-46. 
[8] R.H. Bing, Metrization of topological spaces, Canad. J. Math. 3 (1951) 175-186. 
[9] K.J. Devlin and S. Shelah. A note on the normal Moore space conjecture, Canad. J. Math. 31 
(1979) 241-251. 
[lo] E.K. van Douwen, A technique for constructing honest locally compact submetrizable 
examples, Topology Appl. 47 (1992) 179-201. 
[ 1 l] A. Dow, An introduction to applications of elementary submodels to topology, Topology Proc. 
13 (1988) 17-72. 
[ 121 A. Dow. Two applications of reflection and forcing to topology, in: Z. Frolik, ed., Proc. Sixth 
Prague Topological Symposium (Heldermann, Berlin, 1988) 155-172. 
[ 131 A. Dow, Set theory in topology, in: M. HuSek and J. van Mill, eds.. Recent Progress in General 
Topology (North-Holland, Amsterdam, 1992) 167-l 97. 
[14] A. Dow, ED. Tall and W.A.R. Weiss, New proofs of the consistency of the normal Moore 
space conjecture I, Topology Appl. 37 (1990) 33-51. 
[15] A. Dow, ED. Tall and W.A.R. Weiss, New proofs of the consistency of the normal Moore 
space conjecture II. Topology Appl. 37 (1990) 115-129. 
[ 161 R. Engelking, General Topology (Heldermann, Berlin, 1989). 
[ 171 R. Engelking and D.J. Lutzer, Paracompactness in ordered spaces, Fund. Math. 94 (1977) 
49-58. 
[18] W.G. Fleissner, When is Jones’ space normal?, Proc. Amer. Math. Sot. 50 (1975) 375-378. 
[19] W.G. Fleissner, Remarks on Souslin properties and tree topologies, Proc. Amer. Math. Sot. 
80 (1980) 320-326. 
[20] W.G. Fleissner, If all normal Moore spaces are metrizable, then there is an inner model with 
a measurable cardinal, Trans. Amer. Math. Sot. 273 (1982) 365-373. 
[21] W.G. Fleissner, Normal Measure Axiom and Balogh’s theorems, Topology Appl. 39 (1991) 
123-143. 
[22] W.G. Fleissner, T. LaBerge and A. Stanley, Killing normality with a Cohen real, Preprint. 
[23] M. Foreman, M. Magidor and S. Shelah, O# and some forcing properties, J. Symbolic Logic 
51 (1986) 39-47. 
[24] T. Jech, Multiple Forcing (Cambridge Univ. Press, Cambridge, 1986). 
[25] 1. Juhasz, On a problem of van Douwen, Studia Sci. Math. Hungar. 24 (1989) 385-389. 
[26] I. Juhasz, K. Kunen and M.E. Rudin, Two more hereditarily separable non-Lindelof spaces, 
Canad. J. Math. 28 (1976) 998-1005. 
[27] L.R. Junqueira, Preservation of topological properties by forcing and by elementary submodels, 
Ph.D. Thesis, University of Toronto, 1996. 
174 R. Grunberg et al. / Topology and its Applications 84 (1998) 145-174 
[28] N. Kemoto, H. Ohta and K. Tamano, Products of spaces of ordinal numbers, Topology Appl. 
45 (1992) 24.5-260. 
[29] K. Kunen, Set Theory: An Introduction to Independence Proofs (North-Holland, Amsterdam, 
1980). 
[30] T. LaRerge, A note on spaces that stay normal after adding one Cohen real, preprint. 
[31] E. Michael, A note on paracompact spaces, Proc. Amer. Math. Sot. 4 (1953) 831-838. 
[32] K. Morita, Paracompactness and product spaces, Fund. Math. 50 (1961/62) 223-236. 
[33] M.E. Rudin, rc-Dowker spaces, in: I.M. James and E.H. Kronheimer, eds., Aspects of Topology, 
In Memory of Hugh Dowker (London Math. Sot. Lecture Note Ser. 93 (Cambridge Univ. 
Press, Cambridge, 1985) 175-195. 
[34] P. Szeptycki, A Dowker space from a Lusin set, Topology Appl. 58 (1994) 173-179. 
[35] ED. Tall, Set-theoretic consistency results and topological theorems concerning the 
normal Moore space conjecture and related problems, Ph.D. Thesis, Madison, 1969; also: 
Dissertationes Math. 148 (Polish Acad. Sci., Warsaw, 1977) l-53. 
[36] ED. Tall, Some applications of a generalized Martin’s Axiom, Topology Appl. 57 (1994) 
215-248. 
[37] S. TodorEeviC, Partition Problems in Topology, Contemp. Math. 84 (Amer. Math. Sot., 
Providence, RI, 1989). 
[38] S. Watson, Locally compact normal spaces in the constructible universe, Canad. J. Math. 34 
(1982) 1091-1096. 
[39] S. Watson, Problems I wish I could solve, in: J. van Mill and G.M. Reed, eds., Open Problems 
in Topology (North-Holland, Amsterdam, 1990) 37-76. 
[40] W. Weiss, A countably paracompact nonnormal space, Proc. Amer. Math. Sot. 79 (1980) 
487-490. 
