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RÉSUMÉ
Ce mémoire porte sur la modélisation et sur le contrôle d’une grande population de systèmes
thermostatiques (TCLs) contrôlés individuellement par une commande prédictive. Le contrôle
d’une grande population de systèmes offre beaucoup d’opportunités telles que le contrôle en
fréquence, le suivi de charges, l’équilibrage énergétique qui peut contribuer à l’amélioration
de la stabilité du réseau électrique. Les TCLs sont aussi un moyen d’absorber la production
fluctuante d’énergie renouvelable générée par des éoliennes, fermes de panneaux solaires. De
plus, la plupart des TCLs, comme les chauffages, les climatiseurs, les chauffe-eaux, les réfrigé-
rateurs, ont une consommation d’énergie flexible et élastique en termes de performances. Les
TCLs sont considérés comme des éléments importants pour gérer la régulation de la charge, et
plus particulièrement peuvent jouer un rôle majeur pour réduire la consommation de pointe
et combler les creux de consommation. Ils sont aussi des éléments d’ajustement dans le cadre
d’une tarification dynamique de l’énergie dans un réseau électrique intelligent. Le contrôle
d’une grande population de systèmes thermostatiques est un problème qui est abordé depuis
longtemps et qui continue d’attirer l’attention des chercheurs dans la littérature actuelle.
Un des défis majeurs du contrôle d’une grande population de TCLs est la synchronisation des
appareils entre eux. Un tel phénomène peut apparaître après une panne de courant, et cela
implique des pics de puissance et des oscillations de puissance dans le réseau. Pour aborder
ce problème, ce mémoire développe deux méthodes décentralisées qui vont hétérogénéiser
individuellement le processus de prise de décision des MPC. Ces deux méthodes consistent
à ajouter un délai aléatoire dans la trajectoire de référence et pénaliser aléatoirement la
fonction objectif du MPC. Ces méthodes ont été validées dans le contexte du contrôle des
ventilateurs de serveurs dans les centres de données. Typiquement, un centre de données
est construit à des fins commerciales et abritent des centaines voire des milliers d’étagères
pour stocker les serveurs informatiques, qui elles-mêmes peuvent contenir des dizaines de
serveurs, ce qui représente une grande population homogène de TCLs. Un modèle thermique
dynamique permet de représenter le comportement thermique à l’intérieur des serveurs, et
un contrôleur MPC décentralisé permet le contrôle de la température de ceux-ci. Pour ca-
ractériser la désynchronisation des TCLs contrôlés par MPC, un modèle composé d’une
paire d’équations de transport semi-linéaires couplées est utilisé, en plus des simulations de
Monte-Carlo. Les simulations numériques montrent que le comportement global obtenu grâce
à cette paire d’équations différentielles correspond aux résultats générés par les simulations
de Monte-Carlo. Ceci confirme la validité de l’approche utilisée.
Le modèle PDE a été étendu aux populations hétérogènes de TCLs contrôlées par MPC,
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dont le comportement est décrit par une paire d’équations couplées de Fokker-Planck. Les
paramètres de ce modèle PDE sont basés sur les simulations de Monte-Carlo réalisées. Par la
suite la technique de linéarisation entrée-sortie a été utilisé pour contrôler la population de
TCLs. Pour évaluer le nouveau contrôleur des simulations ont été menées sur une population
de climatiseurs qui a déjà été étudiée dans la littérature. Les résultats obtenus confirment la
validité et les performances de la méthode proposée.
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ABSTRACT
This thesis addresses the modeling and control of large populations of thermostatically con-
trolled loads (TCLs) operated by model predictive control (MPC) schemes at the level of
each TCL. Aggregates of large populations of TCLs can be managed to offer auxiliary ser-
vices, such as frequency control, load following, and energy balancing, which can contribute
to maintaining the overall stability of power networks. TCLs can also provide a means for
absorbing the fluctuations of renewable energy generated by, e.g., wind turbines and solar
photovoltaic plants. Moreover, due to the fact that most of the TCLs, including space heaters,
air conditioners, hot water tanks, and refrigerators, exhibit flexibilities in power demand for
their operation and elasticities in terms of performance restrictions, they are considered to be
one of the most important Demand Response (DR) resources that can provide such features
as power peak shaving and valley filling and enable dynamic pricing schemes in the context
of the Smart Grid. Indeed, control of aggregated TCL populations is a long-time standing
problem, which continues to attract much attention in the recent literature.
A critical issue in the operation of a large population of TCLs is the occurrence of synchro-
nization due to the phenomenon of cold load pickup, which may result in high power demand
peaks and load oscillations. To tackle this problem, this thesis developed two fully decen-
tralized schemes that would randomize the decision-making process of the MPC individually
by each TCL, namely adding random delays in reference signal and extra penalizations on
MPC objective functions. The proposed control schemes are validated in the context of the
operation of fans in server enclosures in datacenters. Typically, data centers are built from
general purpose commercially available off-the-shelf (COTS) processors. A data center may
have hundreds or even thousands of server racks; each may host several tens of server enclo-
sures, which represents a large population of homogenous TCLs. The thermal dynamics of
the fans has been established, and a decentralized MPC control scheme has been designed for
the control of a large population of fans. To characterize desynchronized MPC-based TCLs
control schemes, a model governed by a pair of coupled semi-linear transport equations for
describing the dynamic behavior of the population has been developed, in addition to Monte-
Carlo simulations. Numerical simulation studies show that the aggregate behavior derived
from this partial differential equation (PDE) model fits well with the results generated by
the Monte-Carlo simulation. This confirmed the validity of the proposed approach.
The PDE aggregate model has been further extended to heterogenous TLC populations op-
erated by MPC schemes, which are governed by a pair of Fokker-Planck equations coupled
through the actions in the domain. The parameter of this PDE model has been estimated
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based on the data generated by Monte-Carlo simulations. The technique of input-output
feedback linearization is used in the design of aggregate power control, which leads to a non-
linear system in closed loop. To evaluate the developed control scheme and illustrate the
behavior of the system, a simulation study has been conducted on a benchmark problem,
corresponding to a population of air-conditioners, which has been used in the validation of
different solutions in the literature. The results confirmed the validity and the performance
of the proposed method.
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L’automatique est une science du contrôle des systèmes dynamiques. Les premiers exemples
de contrôle des systèmes remontent a l’antiquité, mais c’est principalement au XIXe siècle
que cette science se développe. Des systèmes de contrôle existent déjà, mais c’est en 1868
que James Clerk Maxwell publie le premier article mathématique sur la théorie du contrôle
( [2]). L’apport de la machine à vapeur lors de la révolution industrielle a considérablement
accru le besoin de contrôle des machines et maintenant la théorie est largement répandue.
Son utilisation se fait dans une variété de domaines très importante qui peut aller des sys-
tèmes les plus simples, contrôle allumé/éteint, aux plus complexes, contrôle avec algorithmes
à variables multiples. Son objectif est d’automatiser le fonctionnement des systèmes et d’en
améliorer les performances c’est pourquoi elle est si intéressante pour les scientifiques et pour
les entreprises dans un marché concurrentiel. Dans ce contexte, l’accent est mis sur le contrô-
leur à commande prédictive, en anglais "model predictive control (MPC)", qui est souvent
utilisé pour le contrôle de systèmes complexes tout en permettant de satisfaire tout un lot
de contraintes.
La méthode MPC a été inventée en 1978 par Jacques Richalet ( [3]) et a été généralisée par
David W Clarke en 1987 ( [4]), c’est une méthode légèrement plus complexe que la méthode
proportionnelle, intégrale, dérivée (PID) ou placement de pôles, mais très facile à implé-
menter sur un ordinateur. En comparaison des méthodes PID ou placement de pôles, cette
méthode est plus robuste, élimine les décalages et n’est pas affectée par les systèmes surpa-
ramétrés. L’utilisation de cette méthode est préférable pour les systèmes à grande constante
de temps comme les modèles thermiques qui ont une dynamique relativement lente. En effet
pour contrôler de manière précise le système, il faut que la constante de temps soit grande
devant le temps d’échantillonage de la commande prédictive. Cette méthode est utilisée dans
l’industrie depuis les années 1980 et est aujourd’hui très populaire, car elle est relativement
facile à comprendre et parce qu’elle est très efficace. Elle utilise un modèle dynamique du
système à contrôler et optimise la commande du système pour un horizon de temps fini.
L’objectif du modèle est de représenter le plus fidèlement le comportement dynamique du
système. Les variables sur lesquelles le contrôleur ne peut influer sont les perturbations du
modèle. Il est courant que la dynamique du système soit non linéaire ; en pratique on es-
saye dans un premier temps de se rapporter à un système linéaire, dans ce cas il existe des
méthodes permettant de linéariser le modèle autour de son point de fonctionnement. Si la
linéarisation n’est pas suffisamment précise, des méthodes de résolution non linéaire peuvent
être utilisées. La précision du modèle est importante afin d’avoir une solution théorique la
2
plus proche possible du système réel. En effet le contrôleur utilise les mesures qui sont ef-
fectuées en temps réel afin de calculer la solution optimale. La solution est donc calculée
pour un temps fini, mais seulement la première itération de la solution est implémentée et le
processus se répète, basé sur la nouvelle fenêtre de temps. Comme cette fenêtre de temps est
généralement plus courte que la simulation totale, on obtient une solution sous-optimale. Le
principal avantage du contrôleur MPC est sa capacité à anticiper les évènements et à agir en
conséquence tout en satisfaisant les lots de contraintes appliquées sur les variables.
Dans le cadre de ce projet de recherche, le contrôleur MPC est appliqué aux systèmes de
refroidissement des serveurs des centres de données afin de réduire sa puissance maximale
consommée. L’utilisation croissante des données implique une plus grande utilisation d’éner-
gie, les centres de données et les infrastructures de télécommunication en sont très énergi-
vores, et la consommation d’électricité en est le principal coût de fonctionnement. Pour les
entreprises, la facture énergétique est divisée en deux parties (du moins au Québec), l’une
concerne la consommation d’énergie et l’autre concerne le pic de puissance utilisée au cours
de la période de facturation. Le pic de puissance est fortement pénalisé par les fournisseurs
d’énergie, car il leur ait plus compliqué de répondre à de fortes variations de puissance plutôt
qu’une consommation constante. De plus, il est également intéressant de réduire la puissance
maximale consommée par le centre de données, car celui-ci est dimensionné pour répondre
aux pics de consommation qui arrivent seulement quelques minutes par jour. En réduisant le
pic de consommation, il est donc possible de faire des économies au-delà de la simple facture
énergétique. Ici, l’objectif est de réduire le pic de consommation des centres de données sans
affecter la performance globale de celui-ci. L’accent est mis sur les infrastructures de refroi-
dissement des centres de données, l’objectif est de réduire la puissance maximale consommée
tout en respectant les contraintes thermiques afin d’assurer un haut niveau de performance.
Les serveurs sont refroidis grâce à des ventilateurs qui envoient de l’air frais sur les compo-
sants électroniques dissipant de la chaleur par effet Joule. Un contrôleur MPC est adapté
dans ce cas, car la constante de temps du système étudié est grande. C’est un système à en-
trées multiples et sorties multiples, en anglais "multiple inputs-multiple outputs (MIMO)", il
nécessite de respecter les contraintes thermiques ; enfin la fonction objectif peut être modifiée
selon l’objectif désiré. Les méthodes développées durant cette maîtrise sont décentralisées et
peuvent être utilisées en plus des autres méthodes appliquées aux systèmes informatiques.
Ces méthodes n’impactent à aucun moment les performances du centre de données.
Enfin, les méthodes de contrôle développées pour les ventilateurs peuvent être généralisées à
tous les systèmes thermostatiques, en anglais "thermostatically controlled loads (TCLs)", tels
que les chauffage, chauffe-eau, frigidaires, etc. en utilisant un modèle d’équation aux dérivées
partielles, en anglais "partial differential equations (PDE)" afin, dans un premier temps, de
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représenter cette agrégation de charge et dans un second temps de les contrôler. Le modèle
PDE a déjà été utilisé pour représenter des charges contrôlées par thermostat, il est ici adapté
à ces systèmes contrôlés par un contrôleur MPC.
Ce mémoire est organisé de la façon suivante. Le chapitre 2 est consacré à la revue de litté-
rature concernant, la consommation d’électricité dans les centres de données, les méthodes
de désynchronisation de charges par MPC et enfin les modèles PDE. Le Chapitre 3 aborde
le sujet des échanges thermiques dans un centre de données. Le chapitre 4 développe deux
méthodes décentralisées qui permettent de contrôler une large population de TCL tout en
la désynchronisant. Le chapitre 5 développe un modèle PDE adapté aux larges populations
de charges contrôlées par MPC. Le chapitre 6 permet de conclure sur les résultats de simu-
lation ainsi que les contributions de cette maîtrise. Enfin, les résultats obtenus ont permi de
soumettre deux articles. Ces articles sont présentés en Annexes.
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CHAPITRE 2 COMMANDE PRÉDICTIVE D’UNE GRANDE
POPULATION DE SYSTÈMES THERMIQUES ET ANALYSE DU
COMPORTEMENT DYNAMIQUE DE LA POPULATION PAR
ÉQUATIONS AUX DÉRIVÉES PARTIELLES
Ce mémoire introduit une revue de littérature afin de faire un état de l’art concernant les
différentes problématiques abordées dans l’introduction. Cette revue de littérature aborde
trois thèmes qui sont : la caractérisation de la consommation énergétique des différents sys-
tèmes d’un centre de données, le contrôle et la désynchronisation d’une grande population
de contrôleurs MPC et l’analyse par le modèle PDE de la population de contrôleurs.
En nous basant sur cette revue de littérature, nous pouvons donc formuler les objectifs et les
contributions de ce mémoire.
2.1 Revue de littérature
La réduction des pics de consommation de puissance pour différents appareils est un des
enjeux majeurs des réseaux électriques intelligents ( [5]), et il existe une riche littérature sur
ce sujet. Dans ce projet, nous nous intéressons plus particulièrement à un type de systèmes
appelé : charges thermostatiques. Ce sont des systèmes tel un chauffage, un climatiseur, un
réfrigérateur, un ballon d’eau chaude, etc. Ce sont des systèmes dont la température ap-
partient à une certaine plage et dont le système de contrôle est soit allumé, soit éteint afin
de garder la température du système à l’intérieur de cette plage de température. Ces sys-
tèmes thermostatiques ont été beaucoup étudiés, car ils permettent une certaine flexibilité
vis-à-vis de la réponse à la demande électrique (pour ne citer que quelques articles, [6–13]).
En effet en faisant varier leur température de fonctionnement ces systèmes thermostatiques
peuvent agir comme des systèmes permettant de stocker ou de restituer de l’énergie. Tout ce
qui est développé dans ce mémoire est adaptable à l’ensemble des systèmes thermostatiques.
Plus précisément, dans ce mémoire, nous nous intéressons aux systèmes de réfrigération
d’un centre de données. Les raisons de derrière ce choix sont expliquées dans cette revue de
littérature. Celle-ci est divisée en trois parties afin de distinguer les différentes notions pré-
sentées. La première partie détaille les différentes sources de consommation d’énergie dans un
centre de données et les techniques déjà développées ou utilisées qui permettent de réduire la
consommation d’énergie. Cette partie mène à la création d’un modèle thermique d’un serveur
informatique afin de baser le contrôle de température de fonctionnement des composants de
celui-ci. La seconde partie donne une explication du fonctionnement théorique du contrôleur
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MPC et illustre celui-ci en montrant des exemples d’utilisation du contrôleur. Cette seconde
section aborde aussi le problème de synchronisation qui apparaît lors du contrôle d’une large
population homogène de systèmes. Des exemples de méthodes de désynchronisation sont pré-
sentés dans cette partie. Enfin, la dernière section s’intéresse à la modélisation grâce aux PDE
des systèmes thermostatiques. Le modèle PDE est intéressant pour réaliser des contrôleurs
de niveau supérieur. Un contrôleur de niveau supérieur permet ainsi de communiquer avec
les contrôleurs de niveau inférieur afin d’atteindre un objectif global pour l’ensemble de la
population.
2.1.1 Consommation d’énergie dans les centres de données
La principale raison qui nous a poussés à étudier les centres de données est qu’un centre de
données est l’une des infrastructures les plus consommatrices d’énergie ( [14], [15]). De plus
la dissipation thermique des composants électroniques est si importante que celle-ci freine
le développement de ceux-ci. En effet, le gain de performance d’une éventuelle amélioration
est souvent négligeable devant l’effort de consommation que cette amélioration entraîne. Ces
infrastructures sont énergivores et des améliorations sont possibles pour les rendre plus éco-
nomes en énergie. Il est estimé que les centres de données consomment 1.4% de l’électricité
mondiale ( [16]). De plus, le taux de croissance annuel composé du secteur est de 4.4% de
2007 à 2012, ce qui est significativement supérieur au taux de croissance annuel de l’électri-
cité mondiale que l’on projette d’être de 2.1% entre 2012 et 2040 ( [17,18]). Dans les centres
de données, les systèmes de refroidissement représentent environ 40% de la consommation
totale d’électricité ( [19]). L’électricité représente environ 15% des coûts de fonctionnement
d’un centre de données ( [20]), il est financièrement intéressant de gérer de manière efficace
cette consommation d’électricité.
Les rejets de CO2 associés à une telle consommation sont équivalents à ceux de l’industrie
aéronautique ( [21]). De plus, les serveurs informatiques de la plupart des entreprises utilisent
en général entre 10 et 50% de leurs capacités de calcul ( [22]), et ceci implique donc une grande
quantité d’énergie gaspillée, mais aussi une perte de compétitivité pour les entreprises. En
effet, les processeurs étant conçus pour fonctionner au maximum de leur capacité, il résulte
que l’efficacité énergétique à régime réduit est comprise entre 20 et 70%. D’après Bianzino
( [23]) les entreprises utilisent de plus en plus la consolidation de ressources comme moyen
de réduire les coûts et également pour maximiser le retour sur investissement des centres
de données. Les serveurs virtuels sont un moyen d’atteindre la consolidation de ressources.
Cette méthode permet de diviser un serveur en plusieurs plus petits serveurs virtuels ( [24]).
Cela permet une meilleure utilisation des ressources du serveur et aussi permet de ralentir
la construction de nouveaux centres de données, en permettant de faire fonctionner à pleine
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capacité certains serveurs pendant que d’autres sont éteints. Une illustration de l’utilité des
serveurs virtuels est donnée par Su et Pantazoglou ( [25,26]). Lin ( [27]) propose une version
dynamique de cette méthode afin d’obtenir des résultats optimaux au cours du temps. L’étude
( [28]) montre une liste exhaustive de méthodes de gestion de ressources faisables dans un
centre de données. De plus, il est important de distinguer le problème de forte consomma-
tion d’énergie et le problème de pic de consommation de puissance. Le problème de grosse
consommation d’énergie peut se résumer à : plus la consommation d’énergie est importante,
plus la facture électrique est importante, l’énergie est le principal coût de fonctionnement
d’un centre de données. Le problème de pic de puissance est différent, car il aborde le sujet
des serveurs informatiques sous-utilisés. En effet, les infrastructures sont construites afin de
répondre au pic de puissance consommé, ce pic de puissance ne se produit que très rarement
en réalité. Dans de tels systèmes le coût du sur dimensionnement est significatif et inclut
des dépenses pour augmenter les capacités des systèmes de refroidissement, des génératrices
électriques, et ainsi de suite. Minimiser la consommation totale d’énergie est bien, mais il est
tout aussi important de contrôler la puissance consommée ( [29]). Les méthodes permettant
de réduire la puissance/l’énergie consommée peuvent être décrites comme suit :
— réduire la puissance/l’énergie consommée en planifiant l’utilisation des composants,
c’est-à-dire en les allumant seulement lorsque c’est nécessaire ( [29] [30] [31] [32]). Les
méthodes de gestion de charge de calcul peuvent aussi apparaître dans cette section,
car allumer/éteindre un serveur implique de la gestion de charge de calcul ( [24] [33]).
La gestion de charge de calcul est aussi faisable de manière géographique. C’est-à-
dire que les calculs peuvent être réalisés par des centres de données où le service est
sous-utilisé ( [34]). Les algorithmes peuvent avantager les utilisateurs qui consomment
moins d’énergie comme cela est mentionné par Georgiou ( [35]), des algorithmes d’op-
timisation de vitesse d’exécution des serveurs existent ( [36]) ;
— réguler la puissance/énergie dissipée par les composants grâce aux techniques d’ajus-
tement dynamique de la tension, en anglais "Dynamic voltage and frequency scaling
(DVFS)", c’est-à-dire réduire la fréquence de fonctionnement des processeurs ou leur
tension lorsqu’ils ne sont pas pleinement utilisés ( [29] [30] [37] [38] [32]) ;
— optimiser la puissance/énergie consommée des ventilateurs des serveurs/systèmes de
refroidissement tout en respectant les contraintes thermiques des composants internes
(processeurs, carte mémoire [30]).
Il est intéressant de noter qu’une solution optimale serait une combinaison de ces trois mé-
thodes afin d’obtenir les meilleurs résultats possible. Ces méthodes ont leurs avantages et
leurs inconvénients, ceux-ci sont résumés ci-dessous :
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1. Allumer/éteindre les composants du réseau
— Avantages : Cela permet de réduire la consommation des composants en veille. Si un
composant n’est pas utilisé, mais est en veille alors celui-ci est éteint. Cela permet
une utilisation maximale des serveurs, car tous ceux qui sont allumés travaillent.
Des algorithmes de réallocation de taches sont nécessaires afin d’éteindre des ser-
veurs et de faire fonctionner les autres à pleine capacité. La puissance consommée
par un serveur peut être représentée comme suit :
Pserveur = PIT + Pventilateurs,
où Pserveur est la somme de PIT , qui représente la consommation de puissance des
composants informatiques, et de Pventilateurs, qui représente la consommation de
puissance des systèmes de refroidissement dans un serveur.
— Inconvénients : Les changements d’état doivent être effectués seulement lorsque la
période de veille est suffisamment longue pour compenser les périodes de transition
d’un état à l’autre. Les prédictions de transition efficace doivent être effectuées en
accord avec les données historiques collectées ou bien un modèle comme indiqué
par Urgaonkar ( [31]). Le principal problème de cette méthode est que le temps
d’allumage d’un composant doit être le plus bref possible afin de faire du contrôle
dynamique, actuellement le temps d’allumage d’un serveur est autour de la minute
ce qui rend le contrôle dynamique inefficace.
2. Méthodes DVFS
— Avantage : La consommation de puissance d’un processeur dépend de la fréquence
de calcul, qui est une fonction de la tension d’entrée. L’objectif est de dynamique-
ment ajuster l’horloge fréquentielle du processeur afin d’induire une réduction de
tension nécessaire. Cette méthode est très efficace pour réduire la consommation
de puissance. La puissance consommée par un processeur est la suivante :
PCP U = Pdynamique + Pstatique + Pfuite,
Pdynamique = CV 2f,
où C est la capacité, V la tension et f la fréquence.
— Inconvénients : Cette méthode est seulement intéressante pour les processeurs, car
ce sont les seuls composants pouvant fonctionner à vitesse réduite. De plus, cette
méthode réduit les performances des processeurs, et une prédiction de la charge de
calcul doit être faite en fonction des données historiques ou d’un modèle.
3. Gestion basée sur la température interne et méthodes de programmation de tâches
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— Avantages : L’avantage de ces méthodes est de gérer les systèmes de refroidissement
des serveurs en respectant les contraintes thermiques des composants électroniques.
Le flux d’air nécessaire au refroidissement des serveurs est souvent surestimé ( [21]),
donc une gestion des systèmes de refroidissement est une façon efficace de réduire
la consommation d’énergie sans affecter les performances du serveur, la qualité
de service, en anglais "quality of service (QoS)", n’est donc pas impactée. Dans
les grands centres de données, la décision d’affectation de tâches sur des serveurs
spécifiques affecte significativement la dissipation d’énergie et la consommation
d’énergie. En effet, une mauvaise affectation de tâche peut provoquer une aug-
mentation de dissipation thermique et donc en des besoins de refroidissement plus
importants. Pour atteindre l’efficacité énergétique, une affectation des charges de
travail induit une réduction de la consommation d’énergie ( [30]).
— Inconvénient : Il nécessite un modèle validé par la dynamique des fluides, en anglais
"computational fluid dynamics (CFD)". Il nécessite aussi un modèle prédictif des
charges de travail.
Parce qu’il est très compliqué d’estimer les conséquences d’une baisse de QoS, la suite de cette
revue de littérature se concentre sur la gestion électrique basée sur un modèle thermique d’un
centre de données. De plus, les systèmes de refroidissement sont les plus gros consommateurs
de puissance parmi les composants non électroniques d’un centre de données ( [39]).
Différents types de modèles thermiques peuvent être développés, trois approches principales
existent ( [40]). La première est un modèle analytique basé sur les lois de mécanique des fluides
et des propriétés physiques des centres de données. La deuxième approche utilise un modèle
prédictif complexe qui utilise des techniques sophistiquées telles que l’intelligence artificielle
pour prédire la température à différents endroits du centre de données. La troisième approche
utilise des calculs de mécanique des fluides. Même si cela produit des résultats plus précis,
cette approche est trop lente pour être implémentée, car elle implique trop de calculs. Les
deux premiers modèles sont couramment utilisés dans la littérature et peuvent être validés
par CFD ou peuvent être calibrés en temps réel par des capteurs de température. Les modèles
thermiques peuvent être élaborés à différents niveaux, les modèles suivants sont établis en
utilisant les deux premières approches :
— Des modèles thermiques de haut niveau , s’intéressant au centre de données dans son
ensemble, systèmes de refroidissements inclus, l’environnement extérieur, etc. Des mo-
dèles thermiques qui ont pour but de minimiser la quantité d’énergie consommée par
les systèmes de refroidissement et réduire le pic de puissance. Cependant, ces modèles
ne permettent pas d’optimiser la consommation des composants électroniques. L’ar-
ticle de Hadid ( [41]) construit un modèle thermique de centre de données afin de
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définir le point optimal de fonctionnement du centre entre 18 et 27 o C définis par
l’ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning Engi-
neers). Un modèle thermique global est capable d’éviter les surchauffes des processeurs
et d’utiliser de façon optimale les ventilateurs des serveurs comme expliqués par Mou-
savi ( [42] et [43]). Dans le contrôle de systèmes en réseaux des communications doivent
être effectuées entre les capteurs et le contrôleur. Mais dans le but de réduire ces com-
munications, des estimations sont effectuées et l’article de Weerakkody ( [44]) évalue
le meilleur ratio entre communication et bonne estimation du système.
— Modèles thermiques au niveau des unités de chauffage, ventilation et climatisation, en
anglais "computer room air conditioner (CRAC)". Environ 40 % de la quantité totale
d’énergie consommée est dévolue au refroidissement des centres de données. Pour
chaque Watt utilisé pour les calculs des serveurs, entre 0,5 et 1 Watt supplémentaire
est consommé pour le refroidir ( [39]). La puissance dynamique est de la forme :
PCRACu = Pveille + Pdynamiquef 3 (2.1)
où f est la vitesse de rotation des ventilateurs (compris entre 0 et 1) Pveille et Pdynamique
représentent les états en veille et allumé des unités CRAC.
— Modèle thermique du niveau des serveurs informatiques. La consommation d’énergie
des ventilateurs des serveurs correspond à 20 et 30 % de l’énergie consommée par
un serveur. De plus, la puissance consommée est une fonction cubique de la vitesse
de rotation. Ainsi, refroidir de manière trop importante les serveurs implique une
inefficacité énergétique comme cela est indiqué par Lucchese et Dayarathna ( [21]
et [39]).
Pventilateur ∝ v3ventilateur,
où Pventilateur est la puissance consommée par les ventilateurs et vventilateur est leur
vitesse.
— Enfin, des modèles des systèmes thermiques et systèmes informatiques peuvent être
couplés. Ces genres de modèles considèrent deux réseaux en interaction l’un avec
l’autre ( [45]). Un modèle agrégé peut diminuer les performances du contrôleur dû à
la quantité de variables à optimiser.
Un contrôleur MPC permet d’obtenir un résultat optimal afin d’atteindre l’efficacité énergé-
tique comme montré par Mencagli et Vanneschi ( [46]) et donne souvent de meilleurs résultats
que les méthodes d’intelligence artificielle. De plus, un modèle validé par CFD ou par me-
sures est important afin de mieux représenter la dynamique du système. Par exemple, Sun
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( [40]) utilise un modèle spatio-temporel et la méthode DVFS pour respecter les contraintes
thermiques. Cela donne un algorithme très efficace qui surpasse les autres contrôleurs. Cela
met en évidence l’importance de prendre en compte toutes les corrélations spatio-temporelles
entre les nœuds du réseau. La température est spatialement corrélée grâce à la diffusion
thermique et est aussi temporellement corrélée par l’inertie thermique.
Dans les centres de données, la température joue un rôle clé. En effet, une augmentation de
température au-delà d’un certain seuil amène à un taux d’échec plus important dans les pro-
cesseurs, un plus gros coût de refroidissement, et mène aussi à une augmentation des fuites
de courant. Cela indique qu’une gestion thermique est une façon importante d’optimiser les
performances des applications et de réduire la consommation d’énergie. Cette planification
thermique se base sur un modèle thermique. Ainsi, cette planification peut être hiérarchique-
ment organisée avec un objectif, des méthodes de contrôle, des modèles et des méthodes de
prédictions et un schéma d’implémentation ( [47]). Un aperçu des différents moyens de faire
cette planification thermique est présenté :
1. Objectif à optimiser
Il existe un large spectre d’objectifs possibles, ils peuvent être parmi les suivants :
— Maximiser le débit
— Minimiser la consommation de puissance
— Réduire les pics de température
— Maximiser l’efficacité énergétique
— Minimiser la consommation d’énergie
— Minimiser le taux d’échec des processeurs.
En fonction de l’objectif choisi, la fonction objectif est choisie en conséquence. Il est
possible de mélanger plusieurs objectifs afin d’avoir une solution équilibrée en fonction
des objectifs à atteindre.
2. Mécanisme de contrôle
Il y a différentes façons de contrôler un système pour faire de la planification thermique.
DVFS est la méthode la plus utilisée d’après les recherches bibliographiques effectuées,
la gestion de tâches est aussi souvent utilisée alors que peu d’études ont été faites sur
le contrôle des ventilateurs bien que celle-ci représente entre 20 et 30 % de l’énergie
consommée par les serveurs.
— contrôle DVFS ( [47] [48]). Comme mentionné plus haut cette méthode vise à
contrôler la fréquence de calcul des processeurs afin de réduire leur consommation.
Des méthodes asynchrones ( [49]), spatio-temporelles ( [40]), non linéaires ( [50]),
en temps réel ( [51]), et dynamique ( [52]) ont été utilisées. Cela permet de faire de
grosses réductions d’énergie, mais impacte aussi les performances des processeurs.
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— Migration de tâches : Les algorithmes d’allocation de tâches se sont développés
depuis l’apparition des processeurs multicoeurs ( [52]). Leur but est de réduire
le gradient de température dans les processeurs. Ils ont moins d’impact sur la
consommation d’énergie que la méthode DVFS, mais ils peuvent améliorer les
performances globales, une mauvaise allocation de tâche peut diminuer les perfor-
mances également.
— Séquencement de tâches : L’objectif est de séquencer les tâches afin de les calculer
sur différents processeurs. Cela permet d’augmenter les performances et de réduire
le gradient de température.
— Contrôle des systèmes de refroidissement ( [47]) : Les centres de données dépensent
50 % de leur énergie dans le refroidissement, le contrôle de ces mécanismes de refroi-
dissement n’a pas d’impact sur les performances tant que les contraintes thermiques
sont respectées.
3. Modélisation et prédiction
Un modèle permet à l’utilisateur de déterminer les paramètres des équations de cha-
leur. Différents modèles existent, le premier repose sur les transferts de chaleur et la
dynamique des fluides, les deux derniers reposent sur des modèles prédictifs afin de
déterminer l’état futur du système :
— Modèle thermique couplé est un modèle analytique qui calcul la température à
partir de la consommation énergétique. Dans l’article de De Vogeleer ( [53]) est
formulé une équation de chaleur et les solutions associées à la loi de Newton dans
les microprocesseurs.
— Modèles autorégressifs et moyenne mobile, en anglais "autoregressive–moving-average
model (ARMA)" : étant donné un échantillon stochastique de données, un modèle
ARMA peut donner des informations pour prédire les valeurs des prochaines don-
nées.
— Les filtres de Kalman sont utilisés pour prédire des systèmes linéaires corrompus
par du bruit. Les filtres de Kalman utilisent l’erreur de prédiction pour mettre à
jour le système, pour améliorer les prédictions. Cependant, il doit être adapté pour
les modèles non linéaires.
4. Schémas d’implémentation
Voici une liste de contrôleurs pour permettre le contrôle de température :
— Les simulations sont un outil qui imite un système réel et sur lequel on peut mener
des tests.
— Les contrôleurs en boucle ouverte sont des contrôleurs sans retour d’état. L’action
de contrôle est indépendante de la sortie du système qui est la variable contrôlée.
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— Contrôleur PID ( [52]) fonctionne en boucle fermée et requiert des mesures d’état
(c.-à-d. température). Le PID est souvent utilisé dans l’industrie, car il minimise
l’erreur avec la cible.
— Contrôleur MPC ( [54]) résout des problèmes soumis à des contraintes et définit
l’état optimal pour les prochains états. Le contrôleur calcule la valeur optimale
pour les prochaines étapes, mais n’implémente que la première pour le prochain
intervalle de temps. Ensuite, le contrôleur observe le comportement du système et
recommence son processus d’optimisation ( [55]). Dans l’article de Zanini ( [51]),
quatre différents contrôleurs sont testés avec des méthodes DVFS. Ces contrôleurs
mènent à différents résultats en fonction de l’objectif.
Ici sont résumés différents outils pour faire de la gestion thermique dans les centres de don-
nées. Chaque outil possède ses avantages et ses inconvénients et doit être choisi en fonction
de l’objectif à atteindre. Notre objectif étant de réduire la consommation de puissance et
d’énergie sans affecter les performances des centres de données, il apparaît donc exclu d’uti-
liser les méthodes DVFS. Parmi les méthodes présentées ci-dessus, chacune nécessite un bon
modèle prédictif et les contrôleurs MPC sont efficaces ( [51], [46]). La gestion de la consom-
mation d’énergie des systèmes de refroidissement peut être faite sur une structure à plusieurs
niveaux ( [21]). Durant cette maîtrise, le travail a été réalisé au niveau du contrôle des venti-
lateurs des processeurs à l’intérieur des serveurs informatiques. Un centre de données contient
des centaines, voire des milliers d’étagères à serveurs, contenant elles-mêmes des dizaines de
serveurs. Les ventilateurs ont pour objectif de faire circuler l’air à l’intérieur des serveurs
informatiques pour maintenir la température de fonctionnement des composants sous une
valeur autorisée.
2.1.2 Fonctionnement de la commande prédictive et méthodes de désynchroni-
sation
Le contrôleur MPC est un contrôleur très utilisé dans l’industrie, car il donne de très bons
résultats de manière générale. Dans ce projet, nous allons utiliser un contrôleur MPC, car
ceux-ci sont bien adaptés à la problématique du contrôle des systèmes thermostatiques, car
la dynamique de ceux-ci est assez lente. Comme mentionné dans l’introduction, le contrôleur
MPC a été inventé par Jacques Richalet en 1978 ( [3]) et généralisé par David W Clarke
en 1987 ( [4]). Sur la base d’un modèle dynamique du système étudié, il permet d’anticiper
les évènements qui vont survenir afin d’optimiser la réponse en conséquence. Il permet de
paramétrer la fonction de l’objectif à atteindre selon les besoins de l’utilisateur et il peut
aussi contraindre certaines variables à rester sur une certaine plage pendant la durée de la
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simulation. Enfin, c’est une méthode discrète très facile à implémenter sur ordinateur. De
manière générale, dans le cas linéaire, le modèle dynamique s’écrit de la façon suivante :
x(k + 1) = Ax(k) +Bu(k),
y(k) = Cx(k),
(2.2)
avec les contraintes :
xmin ≤ x(k) ≤ xmax, umin ≤ u(k) ≤ umax, (2.3)
avec k l’indice temporel discret. Le contrôleur MPC résout les problèmes de la façon suivante.









xmin ≤ xt+k|t ≤ xmax, k = 1, ..., N,
umin ≤ ut+k ≤ umax, k = 1, ..., N,
xt|t = x(t),
xt+k+1 = Axt+k|t +Bu(t+ k), k = 1, ..., N,
yt+k|t = Cxt+k|t, k = 1, ..., N.
(2.4)
Avec xt+k|t l’état calculé au temps t + k. Les matrices Q et R sont définies semi-positives.
Le fonctionnement global du MPC peut être schématisé sur la figure 2.1 où l’on peut voir
les différents éléments du MPC interagir entre eux pour finalement donner une consigne
au système réel et se calibrer en fonction de la sortie de celui-ci. L’estimateur fournit les
futures étapes du système en fonction de l’état actuel du système et des commandes. L’état
de référence, au temps t et aux états futurs, est dicté en général par l’extérieur, puis la
différence entre l’état de référence et l’état du système est considéré. La fonction objectif et
les contraintes agissent directement sur le solveur.
Dans un centre de données, il existe des milliers, voire des dizaines de milliers de serveurs,
ce qui en fait donc une très large population. Dans ce genre de contexte, il est important
d’être attentif au problème de synchronisations, d’autant plus que les serveurs dans un centre
de données sont quasi identiques, les ventilateurs de ceux-ci peuvent être considérés comme
une population homogène. Les effets de synchronisation sur une population homogène sont
particulièrement visibles et un changement d’état entraîne donc une oscillation du système,
















Figure 2.1 Schéma bloc de la commande prédictive
naturellement plus amorties lorsque la population est hétérogène, tandis que lorsque celle-ci
est homogène alors les oscillations de puissance sont entretenues. Un des avantages des centres
de données est qu’ils sont équipés de réseaux de communication sophistiqués et possèdent
une capacité de traitement de données très importante, ce qui rend les méthodes de gestion
de puissance facilement implémentables.
L’une des problématiques majeures du contrôle d’une large population de systèmes thermo-
statiques est le phénomène de cold load pickup ( [56], [57]), qui résulte en un important pic de
consommation de puissance et des oscillations de charges ( [58–61]). Ce phénomène intervient
et est particulièrement problématique à la suite d’une panne d’électricité. Pendant la durée
de la panne, les systèmes thermostatiques ont vu leur température diminuer ou augmenter,
selon le type de systèmes, et sortir des plages de température autorisées. Les systèmes ther-
mostatiques sont donc soudainement tous dans l’état ON après la coupure de courant et donc
un phénomène de synchronisation des systèmes apparaît. La synchronisation des systèmes
entraîne alors des oscillations importantes de la puissance consommée par cette population.
Une solution afin d’atténuer ce phénomène de synchronisation au sein d’une population de
systèmes thermostatiques est d’introduire des mécanismes permettant une désynchronisation
des opérations de changement d’état. Pour une population des systèmes thermostatiques
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contrôlée par un thermostat, les méthodes de désynchronisation peuvent consister à ajouter
des actions aléatoires sur le thermostat. Ces actions peuvent être de faire varier la plage de
température admissible ( [62, 63]), interrompre de manière aléatoire les cycles d’état (ON
et OFF) ( [63, 64]), contrôler le taux de commutation ( [65]), etc. Il existe également des
solutions pour éviter les pics de consommation de puissance d’une population de systèmes
thermostatiques contrôlée par MPC. Ce sont d’ailleurs ces techniques qui sont les plus utili-
sées en pratique. La désynchronisation peut être obtenue par le contrôle global de l’ensemble
de la population, comme la programmation des opérations des systèmes thermostatiques
( [6,66]), le contrôle supervisé ( [13,67]) et par l’introduction de suivi de trajectoire déphasée
à un haut niveau de contrôleur MPC ( [68]). Cependant, au vu du fait que ces méthodes
sont centralisées, elles ne sont pas vraiment applicables dans le cas d’une large population de
systèmes thermostatiques. En effet, les calculs permettant de trouver une solution optimale
au phénomène de désynchronisation seraient contre-productifs et il pourrait il y avoir des
erreurs de transmission dans le réseau de communication. C’est pour ces raisons que l’on pri-
vilégie plutôt des méthodes de désynchronisation décentralisées. Inspirés des méthodes citées
précédemment par les contrôleurs thermostatiques, nous présentons dans ce mémoire deux
nouvelles méthodes complètement décentralisées qui vont rendre le processus de contrôle de
chaque contrôleur MPC aléatoire pour chaque système thermostatique. Ainsi, ces méthodes
vont permettre de diminuer la synchronisation des systèmes et éviter les pics de consomma-
tion de puissance et les oscillations de puissance dans le système.
2.1.3 Modélisation des équations aux dérivées partielles pour les systèmes ther-
mostatiques
Pour caractériser les méthodes de désynchronisation des systèmes thermostatiques contrôlés
par MPC, nous développons, en plus des simulations de Monte-Carlo, un modèle d’équation
aux dérivées partielles pour décrire le comportement dynamique de la population étudiée.
Le premier modèle PDE agrégé d’une population de systèmes thermostatiques est donné
dans l’article de Malhamé et Chong ( [57]). Sous la condition que la population étudiée est
homogène, avec tous les systèmes thermostatiques gouvernés par une équation stochastique
différentielle de Itô, utilisant un contrôle thermostatique, alors le comportement dynamique
de la population peut être exprimé par deux équations couplées de Fokker-Planck. Ce système
d’équations décrit la distribution de température des systèmes thermostatiques dans l’état
ON et OFF. Dans des articles plus récents, ce modèle agrégé PDE a intégré d’autres éléments,
comme des méthodes de contrôle ( [58, 63–65, 69]). Les modèles agrégés EDP peuvent aussi
être appliqués aux systèmes au modèle déterministe. En utilisant la loi de conservation de
masse, une équation de transport semi-linéaire a été développée par Callaway ( [58]) pour
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une population homogène de systèmes thermostatiques. Plus tard, il a été montré par Moura
( [61]) qu’il était possible de généraliser ceci à une population de systèmes thermostatiques
hétérogènes en ajoutant un terme diffusif. L’ajout de ce terme diffusif revient au même type
de modèle PDE qui avait été développé pour un système stochastique. De plus, une po-
pulation hétérogène contenant une grande diversité peut être divisée en un nombre fini de
sous-systèmes ; avec chaque sous-système représentant une population où l’hétérogénéité de
celle-ci est limitée ( [70]). Il est important de noter que comme le cas d’une population de
systèmes thermostatiques contrôlés par un thermostat où le modèle EDP représente la distri-
bution de température des états ON et OFF, les équations sont couplées dû aux conditions
aux limites, le modèle EDP développé pour les systèmes thermostatiques contrôlés par MPC
est couplé par les actions du contrôleur à l’intérieur du domaine admissible, ce qui est com-
parable au modèle présenté par Le Floch ( [71]). D’après nos connaissances, c’est la première
fois qu’un modèle PDE agrégé est utilisé pour représenter une large population de systèmes
thermostatiques contrôlés par MPC. Pour résumer, le travail présenté ici s’attache à atténuer
les oscillations de puissance et les pics de puissance qui apparaissent de manière plus fréquent
dans une population homogène de systèmes et d’utiliser pour la première fois un modèle PDE
afin de représenter, dans un premier temps, le comportement dynamique des ces populations.
2.2 Objectifs et méthodologie
Grâce au travail effectué dans cette revue de littérature, plusieurs objectifs de recherche s’im-
posent. Le premier objectif consiste à proposer un modèle thermique dynamique d’un serveur
informatique, le second est la création de deux méthodes décentralisées de désynchronisation
de systèmes thermostatiques et le troisième objectif est de représenter la population de contrô-
leurs avec un système PDE. Les objectifs et les méthodes associées sont détaillés ci-après.
2.2.1 Objectifs
Objectif pour le modèle thermique dynamique
L’objectif de cette partie est énoncé de la façon suivante :
Objectif 1 : Développer un modèle thermique dynamique d’un serveur informa-
tique afin de pouvoir développer et tester les méthodes de désynchronisation du
contrôleur MPC.
La revue de littérature permet de se rendre compte qu’il n’existe, à notre connaissance, aucun
modèle thermique dynamique adapté au contrôle des ventilateurs des serveurs informatiques.
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Certains modèles existent, mais ne font pas apparaître la vitesse de rotation des ventilateurs
comme une variable manipulable. C’est à partir de ces modèles que nous construisons le
nôtre.
Objectif pour les méthodes décentralisées de désynchronisation
L’un des principaux enjeux du contrôle d’une grande population de systèmes thermostatique
est les oscillations de puissance dans le réseau électrique. De nombreuses méthodes ont été
développées pour les systèmes contrôlés par thermostat, mais très peu pour les systèmes
contrôlés par MPC. De plus, l’objectif demande des méthodes décentralisées afin qu’il n’y ait
pas de contrôleur de niveau supérieur devant assurer la désynchronisation des systèmes. Un
contrôle de niveau supérieur nécessite des communications fréquentes entre les contrôleurs
et donc une charge de calcul plus importante. Ce qui n’est pas désirable dans le cas étudié.
L’objectif est formulé de la façon suivante :
Objectif 2 : Développer deux méthodes décentralisées permettant de désynchro-
niser une population de systèmes thermostatiques contrôlés par commande pré-
dictive.
La revue de littérature a permis de se rendre compte qu’il existe peu de méthodes permettant
d’atteindre cet objectif, car les contrôleurs MPC ne sont souvent pas utilisés pour de grandes
populations de systèmes.
Objectif pour modéliser à l’aide d’un système d’équations aux dérivées partielles
le comportement dynamique d’une population de systèmes contrôlés par com-
mande prédictive
La revue de littérature a permis de mettre de l’avant les différentes méthodes PDE qui sont
utilisées pour contrôler des systèmes thermostatiques. Notre méthode a pour avantage de
pouvoir s’appuyer sur une modélisation facile d’une population de systèmes à l’aide de deux
équations aux dérivées partielles et de pouvoir contrôler leur consommation de puissance
en ajustant la température de référence de celles-ci. La dynamique d’un système contrôlé
par MPC étant sensiblement la même que celle d’un système contrôlé par un thermostat il
est donc intéressant de se pencher sur la modélisation PDE d’une population de MPC. La
méthode PDE étant une méthode très puissante, pouvoir l’utiliser avec des contrôleurs MPC
serait un réel avantage. Le dernier objectif de ce mémoire est le suivant :
Objectif 3 : Développer un modèle d’équations aux dérivées partielles adapté à
la modélisation d’une population de systèmes thermostatiques contrôlés par une
commandes prédictives.
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2.2.2 Méthodologie et contributions
Méthodologie et contribution du modèle thermique dynamique d’un serveur in-
formatique
Afin de réaliser le modèle thermique dynamique attendu, celui-ci est basé sur le modèle ther-
mique donné par Lucchese ( [21]). Dans ce modèle existe un seul terme convectif. Ce terme
convectif recouvre le terme de convection naturelle et le terme de convection forcée, ceci est
explicité dans le modèle de ce mémoire, car il est nécessaire de modéliser l’impact de la vitesse
de rotation des ventilateurs sur les composants électroniques. Ce modèle général développé
doit être adapté au contrôle MPC. Pour ce faire, le modèle est linéarisé, découplé et discrétisé
afin de faciliter la résolution numérique par les méthodes d’optimisations. La contribution
de ce chapitre est le modèle thermique d’un serveur informatique adapté au contrôle des
ventilateurs par des MPC.
Méthodologie et contribution des méthodes décentralisées de désynchronisation
La première méthode développée est un délai aléatoire sur la commande de température. En
effet en partant du principe qu’un changement de commande lorsqu’il est envoyé simultané-
ment à tous les systèmes thermostatiques engendrent un pic de consommation de puissance,
il est donc intéressant d’étaler dans le temps ce changement de consigne. Pour ce faire, chaque
contrôleur applique la consigne donnée après un délai aléatoire choisi dans une certaine dis-
tribution de probabilité. La distribution de probabilité et le changement de consigne sont
choisis en amont par un contrôleur de niveau supérieur, mais il n’y a aucune communication
entre les contrôleurs au cours de la simulation. Cette méthode permet d’étaler dans le temps
le changement de consigne et donc vient limiter les oscillations engendrées par le changement
de consigne.
La seconde méthode consiste à ajouter une pénalisation aléatoire sur l’effort de commande
dans la fonction objectif du contrôleur MPC. Cette pénalisation aléatoire est choisie dans
une certaine distribution et est actualisée à chaque itération du contrôleur. Cette méthode
a pour objectif d’ajouter artificiellement une hétérogénéité dans la population de systèmes
contrôlés. La commande est ainsi plus ou moins pénalisée ce qui rend le contrôle du système
par le contrôleur unique.
La contribution de cette partie est le développement de ces deux méthodes décentralisées
permettant de désynchroniser une population homogène de systèmes thermostatiques. Ces
méthodes étant de nature différente dans leur forme il est possible de les associer ensemble
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afin de maximiser les bénéfices de chacune.
Méthodologie et contribution afin de modéliser le comportement dynamique
d’une population de systèmes contrôlés par commande prédictive à l’aide d’un
système d’équations aux dérivées partielles
Grâce à la revue de littérature, on a vu qu’il était possible de représenter le comportement
dynamique d’une population de TCLs contrôlé par MPC. Cette représentation nécessite
quelques ajustements vis-a-vis des modèles déja développés. Ce modèle ouvre la porte a
un contrôleur PDE de niveau supérieur contrôlant des MPC. Basé sur ce constat, et pour
adapter le modèle PDE au contrôle MPC, on introduit une fonction de commutation δ(x, t)
qui permet de représenter les changements d’état à l’intérieur d’une population à chaque
itération. En agissant ainsi le modèle PDE permet de modéliser de façon très fidèle les simu-
lations de Monte-Carlo faites avec le MPC. Les simulations de Monte-Carlo correspondent
au comportement dynamique des systèmes thermostatiques. Le premier modèle PDE utilise
une équation de transport afin de modéliser une population homogène. Ce modèle est étendu
aux populations hétérogènes par une paire d’équations couplées de Fokker-Planck. Enfin,
un exemple de contrôleur de niveau supérieur permet de valider la démarche entamée pour
ce mémoire en contrôlant la puissance totale de la population grâce à des variations de la
température de référence.
Dans le reste de ce mémoire, le chapitre 3 décrit le modèle dynamique thermique du système
considéré. Le chapitre 4 présente deux méthodes décentralisées de désynchronisation pour
une population de systèmes thermostatiques contrôlés par MPC. Dans le chapitre 5, un
modèle agrégé PDE est développé pour une large population de systèmes thermostatiques
avec ces éléments contrôlés par MPC. Ensuite, ce modèle agrégé PDE est implémenté, et une
comparaison avec les résultats obtenus par la méthode de Monte-Carlo est effectuée. Enfin,
les conclusions de ce mémoire et les améliorations futures sont présentées dans le chapitre 6.
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CHAPITRE 3 MODÈLE THERMIQUE DYNAMIQUE
Comme vu précédemment dans la revue de littérature, un bon modèle d’un système est
indispensable au bon contrôle de ce système. En effet, toutes les décisions et les instructions
se font grâce à ce modèle. Celui-ci doit être suffisamment simple pour permettre de facilement
calculer la variable qui nous intéresse, mais également suffisamment précise pour modéliser
correctement la dynamique de celui-ci. En effet, si le modèle n’est pas assez précis alors les
calculs du contrôleur ne permettront jamais d’atteindre l’état désiré. Ici, au vu des objectifs
du projet, nous allons nous baser notre contrôle sur un modèle thermique. En effet, le but
est de contrôler la température d’un système afin de réduire sa consommation d’énergie et
de puissance. Pour ce faire, il faut analyser tous les éléments pouvant avoir un impact sur la
température que nous voulons contrôler. Dans le cas d’un serveur d’un centre de données, il
a les composants électriques qui contribuent au chauffage du serveur. La température de la
pièce et les ventilateurs des serveurs contribuent au refroidissement de celui-ci.
Bien que le système développé ici soit adapté aux systèmes refroidissant, il est important
de noter qu’il est généralisable pour tous les systèmes thermostatiques, les chauffages, les
climatisations, les chauffe-eau. L’exemple d’un modèle représentant les différents échanges
thermiques se produisant dans un serveur est donné ci-après.
3.1 Modèle thermique global
Ici, nous nous intéressons aux échanges thermiques à l’intérieur d’un serveur informatique.
Un serveur informatique est un dispositif qui abrite des processeurs électroniques et des cartes
mémoire afin de réaliser des calculs. Une illustration des échanges thermiques d’un serveur est
présentée Fig. 3.1. Ces composants libèrent de l’énergie sous forme de chaleur par effet Joule
et il est donc important d’évacuer cette chaleur. Pour ce faire, des dissipateurs de chaleur sont
en général montés sur les processeurs afin de maximiser les échanges thermiques avec l’air et
ainsi refroidir le plus possible les processeurs. Cependant, cela n’est souvent pas suffisant, les
serveurs sont stockés dans des salles climatisées et l’air frais est soufflé sur les composants
par l’intermédiaire de ventilateurs. Le modèle thermique dynamique d’un serveur est donné
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Figure 3.1 Échanges thermiques dans un serveur informatique






























— M le nombre de ventilateurs dans le serveur,
— N le nombre de composants électroniques,
— T j, j ∈ {1, · · · ,M} la température du composant j,
— T i la température du composant i,
— T a la température ambiante du centre de données,
— Rrij est la résistance thermique entre le composant j et i,
— Rfkj est la résistance thermique entre le composant j et le ventilateur k,
22
— Raj est la résistance thermique entre le composant j et le milieu ambiant,
— Cj est la capacité thermique du composant j,
— Ckjf est la capacité thermique entre le composant j et le ventilateur k,
— Cij est la capacité thermique entre le composant j et i,
— Φj est la puissance dissipée par effet Joule,
— wj est le bruit blanc,
— (σj)2 est la variance du bruit blanc,
— uk est la commande du système, l’état du ventilateur k (allumé uk = 1, éteint uk = 0).
L’équation (3.1) est divisée en trois parties, chacune représentant un phénomène physique
intervenant dans les variations de température des composants électroniques. Le premier
terme est le terme convectif, il est composé du terme relié à la convection naturelle, entre
le composant et le milieu ambiant, et le terme de convection forcée qui est la somme de
toutes les convections forcée entre le composant et les ventilateurs du serveur. Le second
terme est le terme conductif. Il modélise les échanges thermiques entre un composant et
ses voisins par conduction. Enfin, le troisième terme représente la diffusion par effet Joule
des composants électroniques. On y ajoute un terme de bruit blanc afin de modéliser les
perturbations pouvant s’exercer sur le système.
Le modèle présenté est non linéaire. En effet, le terme de convection forcée fait apparaître
le produit entre l’état du système (la température) et la variable du système (la commande
des ventilateurs). Afin d’utiliser un contrôleur MPC, le modèle thermique est linéarisé. Nous
considérons la température ambiante constante dans le système. De plus, la température du
système ne varie que très légèrement, de l’ordre de 1◦C. On peut considérer que la différence
des deux termes est constante comme expliqué dans l’article de Malhamé et Chong ( [57]).
On approxime l’état du système autour de son point de fonctionnement par la constante T o.
Ainsi le système est linéarisé. Le terme de bruit blanc est considéré comme nul par la suite,
car le contrôleur absorbe naturellement les perturbations dans le système. Le bruit blanc
est aussi une source indépendante d’aléas d’un serveur à l’autre. Le système peut être écrit
comme modèle linéaire et continu sous la forme décrite par Abobakr ( [67]) :
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et C = I la matrice identité.
3.2 Modèle thermique décentralisé
Le modèle précédent est applicable afin de réaliser un contrôleur MPC. Cependant afin de
généraliser le modèle PDE aux contrôleurs MPC il est important de découpler le modèle ther-
mique. Pour ce faire, le système (3.2) est divisé en sous-systèmes. (3.2) est asymptotiquement
stable en boucle ouverte. Un système thermique est toujours stable, car la température du
système ne peut pas diverger. D’après Alessio ( [72]) le modèle découplé peut être utilisé
pour la conception du MPC et l’ensemble des sous-systèmes sont également asymptotique-
ment stables en boucle ouverte. Notons P le nombre de sous-systèmes et xj ∈ Rnj , uj ∈ Rmj ,
dj ∈ Rlj est le vecteur d’état, le vecteur variable , et le vecteur de perturbations du j-ème
sous-système avec n1 + · · · + nP = N . Pour tous les sous-systèmes, le vecteur peut être
représenté par :
xj = W Tj x =
(
xj1 · · · xjnj
)T
∈ Rnj ; (3.3)
uj = ZTj u =
(
uj1 · · · ujnj
)T
∈ Rmj ; (3.4)








∈ Rlj ; (3.5)
oùWj ∈ RN×nj collecte nj colonnes de la matrice identité de n1 + · · ·+nj−1 +1 à n1 + · · ·+nj.
Zj ∈ RM×mj collecte mj colonnes de la matrice identité de m1 +· · ·+mj−1 +1 à m1 +· · ·+mj.
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Hj ∈ RN×lj collecte lj colonnes de la matrice identité de l1 + · · ·+ lj−1 + 1 à l1 + · · ·+ lj. Et
W Tj Wj = Inj ; ZTj Zj = Imj ; HTj Hj = Ilj . Pour le j-ème sous-système le modèle décentralisé
est le suivant :
ẋj = Ajxj +Bjuj + Ejdj;
yj = Cjxj;
(3.6)
où Aj = W Tj AWj ∈ Rnj×nj ; Bj = W Tj BZj ∈ Rnj×mj , Ej = W Tj EZj ∈ Rnj×lj et Cj =
W Tj CWj ∈ Rnj×nj sont les matrices extraites des matrices originales A, B, E, et C. Afin
d’illustrer le propos un exemple de petit système peut être un processeur isolé refroidit par
ventilateur unique.
3.3 Modèle thermique pour commande prédictive
Pour utiliser un contrôleur MPC par la suite, il est plus facile de développer un modèle
thermique discret. Ce modèle discret est dérivé du modèle continu donné dans (3.6). Le
modèle discret est obtenu en utilisant la méthode standard d’ordre zéro, en anglais "zero-
order hold (ZOH)", avec une période d’échantillonnage de Ts, ainsi le modèle discret est le
suivant :







où xj(k) ∈ Rnj est le vecteur d’état, uj(k) ∈ Rmj est le vecteur de variable, dj(k) ∈ Rlj est





et Cjd s’obtiennent grâce à A
j
d = eA
jTs ; Bjd =
∫ T s
0 e
AjsBjds ; Ejd =
∫ T s
0 e
AjsEjds ; et Cjd = Cj.
Le modèle ainsi développé permet de contrôler l’état des ventilateurs des serveurs afin de
maintenir une température optimale.
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CHAPITRE 4 DÉSYNCHRONISATION DE SYSTÈMES PAR CONTRÔLE
AVEC COMMANDE PRÉDICTIVE
Dans ce chapitre est abordé l’enjeu de contrôler une large population de TCLs. L’objectif du
projet est de pouvoir contrôler une large population sans créer d’oscillations de puissance et
de réduire les pics de puissance au maximum. La synchronisation des systèmes est en effet un
des problèmes majeurs lors du contrôle d’une large population homogène. La synchronisation
des TCLs induit des oscillations de puissance et des pics de consommation de puissance dans
le réseau électrique. Dans ce chapitre, deux méthodes décentralisées sont proposées pour
répondre à ce problème. Ces méthodes permettent de réduire les problèmes évoqués plus
haut au niveau du contrôleur individuel, sans nécessité d’une vision globale de l’ensemble de
la population.
4.1 Modèle de Commande prédictive pour Systèmes indépendants
Basé sur le modèle thermique discret développé dans (3.7), un programme décentralisé est
développé dans le but de minimiser la puissance consommée par les TCLs tout en respec-
tant les contraintes de température. L’horizon de prédiction est nommé P , pour le j-ème






sujet à : xj(k + 1) = Ajdxj(k) +B
j
du
j(k) + Ejddj(k), (4.1b)
xj(t) −→ xj(0) (4.1c)
uj(k) ∈ {0, 1}, (4.1d)
xref(k)−∆T/2 ≤ xj(k) ≤ xref(k) + ∆T/2, (4.1e)
où x(k) ; u(k) et d(k) représentent la valeur d’état, la commande et les prédictions de chaleur
à la k-ème itération. Avec comme condition initiale à chaque itération x(0) = x(t), t > 0,.
∆T est la plage de température. P est le nombre de période de prédiction du contrôleur
MPC. La fonction objectif :
l(x(k), u(k)) = (xref (k)− x(k))Q(xref (k)− x(k))′ + u(k)Ru(k)′ (4.2)
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est la somme de deux termes quadratiques : l’erreur de suivi entre l’état de référence et l’état
du système, et la consommation de puissance qui dépend directement de la commande du
contrôleur. Avec Q et R des matrices définies positives. L’état du système est contenu sur une
plage de température et les ventilateurs sont dans l’état ON ou OFF. Le contrôleur change
d’un état à un autre en fonction de la fonction objectif et basé sur la température en temps
réel des composants. À chaque itération du contrôleur, les P prochaines solutions sont calcu-
lées et seulement la première solution est implémentée. À l’itération suivante, le processus se
répète, on est dans un cas dit d’horizon fuyant. Le vecteur de perturbation est choisi constant
ici pour se focaliser sur les effets produits par les méthodes de désynchronisation. Afin de
créer un pic de puissance, l’état de référence est choisi constant à une température T = 78◦C
avec une chute de 1◦C au temps t = 10 en unités normalisé. Le temps est ici normalisé,
chaque itération du contrôleur MPC correspond à 0, 1 unité de temps. Sur Fig. 4.1 est repré-
senté l’état de référence du système au cours de la simulation. Sur Fig. 4.2 est représenté la
proportion de systèmes dans l’état ON au cours du temps. Cette simulation est réalisée avec
1000 contrôleurs. La distribution initiale de température est uniformément distribuée dans
[78,0 ;78,25]. Le mécanisme de commande est fait par commande prédictive et le changement
de consigne correspond à un changement dans la température de référence des thermostats.
Des oscillations très fortes apparaissent dès le début de la simulation et sont encore plus
importantes après le changement d’état de référence à t = 10. Un pic de consommation est
aussi crée à t = 10 et c’est par rapport a ce test qu’est comparé les deux méthodes définies
ci-après. La réponse en température du système est illustre Fig. 4.4.
4.2 Mécanismes de contrôle et de désynchronisation
Dans cette section sont présentées les deux méthodes de désynchronisation. Comme observé
Fig. 4.2, le contrôle d’une large population de TCL implique de fortes oscillations et un impor-
tant pic de consommation. Il est important de produire des méthodes de désynchronisation
décentralisées afin de réduire ces oscillations de puissance.
4.2.1 Délai dans l’état de référence
Le délai dans l’état de référence permet de retarder l’application d’un changement de consigne
sur le système. Au lieu de réaliser le changement de consigne simultanément pour l’ensemble
des contrôleurs, le changement de consigne va être réparti sur une certaine plage de temps.
La fonction à minimiser du MPC est de la forme suivante :
l(xj(k), uj(k)) = ||ej(k)||2Q + ||uj(k)||2R (4.3)
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Figure 4.1 État de référence du système xref
































Figure 4.2 Proportion de ventilateurs dans l’état ON dans le cas témoin
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où ej = xjref − xj est l’erreur de suivi et uj est la commande du système. Q et R sont des
matrices définies positives. Dans le cas étudié, introduisons l’état de référence du système,
cet état de référence est de la forme suivante :
xref (t) = x0 + ∆xrefH(t− t0) (4.4)
où x0 est la valeur initiale de référence, ∆xref est une constante représentant le changement
dans l’état de référence, H(·) est la fonction de Heaviside, aussi appelé la fonction échelon
t0 est le temps auquel l’échelon se produit. Ainsi pour le sous-système j on a la fonction
suivante :
xjref (t) = x0 + ∆xrefH(t− t0 − τj), (4.5)
avec τj une valeur positive choisie dans une distribution aléatoire. Ici, nous considérons le
cas où la distribution aléatoire est uniforme. Le délai τj permet de retarder le changement
de consigne. Une illustration de l’état de référence avec délai est montrée Fig. 4.3. Il est
important de noter que chaque contrôleur génère ce délai de façon aléatoire et indépendante
des autres contrôleurs. Nous avons donc ici une façon décentralisée de désynchroniser les
contrôleurs. Le délai maximal est de 5 unités de temps normalisées. Deux simulations sont
réalisées, l’une avec un délai maximal de 2,5 unités de temps et la seconde avec un délai
maximal de 5 unités de temps. La réponse en température de l’instauration d’un tel délai est
illustrée 4.3. Le changement de température est uniformément réparti sur la plage de temps
t = 10 à t = 15.
4.2.2 Pénalisation supplémentaire sur l’effort de contrôle
Une autre méthode pour désynchroniser l’ensemble des contrôleurs consiste à ajouter une
pénalisation supplémentaire sur l’effort de commande R. Pénaliser de manière aléatoire la
commande dans l’état de référence a pour objectif de désynchroniser les TCLs. La fonction
objectif est (4.3). Notons R, une matrice définie positive, la pénalisation de base du contrôleur
MPC. On pénalise aléatoirement la matrice R au cours du temps. Cette pénalisation ajoutée
sure R est choisie indépendamment pour chaque contrôleur et varie dans le temps. Pour le
sous-système j, nous avons la pénalité qui est de la forme suivante :
Rj(t) = R + ∆Rj(t)I, (4.6)
avec ∆Rj une variable aléatoire positive choisie dans une certaine distribution aléatoire. Ici,
nous étudions le cas d’une distribution aléatoire uniforme. De la même façon que pour le
délai dans l’état de référence, la pénalisation supplémentaire est choisie de manière indé-
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Figure 4.3 xref pour un échantillon de 6 contrôleurs avec délai
pendante des autres contrôleurs et une nouvelle variable aléatoire est tirée à chaque période
d’échantillonnage du contrôleur. Ainsi on introduit artificiellement une hétérogénéité dans
une population qui est à la base homogène. Plus la pénalisation est importante sur la ma-
trice R, plus le système va avoir tendance à avoir une erreur de suivi plus importante et donc
plus le système va s’approcher de la borne supérieure des contraintes de température. Nous
avons donc là aussi une méthode de désynchronisation qui est totalement décentralisée sur
l’ensemble de la population.
Les deux méthodes développées ont toutes les deux pour objectif de réduire le pic de puis-
sance et les oscillations observées sur Fig. 4.2. Ces deux méthodes sont implémentées de façon
différente et indépendante. Leur effet sur la consommation de puissance est différent et il est
important de noter que les deux méthodes présentées ci-dessus peuvent être utilisées simulta-
nément afin de bénéficier des avantages de chacune. Ces deux méthodes sont décentralisées et
ne nécessitent que le changement de consigne provenant d’un contrôleur de niveau supérieur.
Au total, 6 scénarios sont étudiés :
— le scénario témoin,
— le scénario avec délai dans l’état de référence (délai maximum de 2,5 unités de temps),
— le scénario avec délai dans l’état de référence (délai maximum de 5 unités de temps),
— le scénario avec pénalisation supplémentaire sur la commande,
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— le scénario avec pénalisation supplémentaire sur la commande et délai dans l’état de
référence (délai maximum de 2,5 unités de temps),
— le scénario avec pénalisation supplémentaire sur la commande et délai dans l’état de
référence (délai maximum de 5 unités de temps).
4.3 Validation des mécanismes de désynchronisation par simulations de Monte-
Carlo
Dans cette section sont présentés les résultats préliminaires obtenus par simulation de Monte-
Carlo du contrôleur MPC. Les cas étudiés le sont sur un modèle simplifié où chaque contrôleur
est indépendant de ses voisins. Cette configuration a été choisie pour simplifier les calculs et
aussi, car elle permet d’isoler le comportement de chaque individu. Enfin, cette configuration
est mieux adaptée au modèle PDE développé dans la section suivante. Les simulations ont
été réalisées sur le logiciel MATLAB en utilisant l’extension libre de droit YALMIP ( [73]).
Cette extension permet de résoudre les problèmes d’optimisation en utilisant les méthodes
heuristiques avec MATLAB. Les simulations suivantes sont réalisées sur une population de
1000 contrôleurs indépendants. Nous avons donc N = M = 1000, xj = T j, j, . . . , 1000, et
uj et dj des variables scalaires. Les systèmes contrôlés sont identiques, ce qui signifie que la
population observée est homogène. Une population homogène implique une synchronisation
plus importante comme nous avons déjà pu le constater. Ainsi il est important de noter que
le cas de figure d’une population homogène étant assez rare, nous avons choisi d’étudier le
pire cas. Il est donc possible d’obtenir de meilleurs résultats en pratique que ceux que nous
avons obtenus expérimentalement. Les simulations ont été réalisées sur une période de 300
périodes d’échantillonnage du MPC. Le temps étant normalisé, chaque période d’échantillon-
nage correspond à 0, 1 unité de temps. Les paramètres du système sont donnés par la table
4.1. Dans les simulations, la dissipation par effet Joule est considérée comme constante. Nous
considérons pour commencer une population homogène de systèmes, contrôlée par un contrô-
leur MPC afin d’illustrer le phénomène de synchronisation. On suppose que la température
initiale du système est x0 = 78◦C. Cette valeur est choisie au regard des températures maxi-
males autorisées pour plusieurs processeurs de la marque Intel ( [74]). Puis, une diminution de
température ∆xref = −1◦C est appliquée au temps t = 10. La puissance totale consommée






Tableau 4.1 Paramètres du système
Paramètres Description [Unité] Valeur
Ra Résistance thermique avec le milieu ambiant [◦C/kW] 5
Rf Résistance thermique avec le ventilateur [◦C/kW] 5
C Capacité thermique [kWh/◦C] 10
Cf Capacité thermique avec le ventilateur [kWh/◦C] 200
T a Température ambiante [◦C] 20
T o Température d’opération du système [◦C] 77.5
Φ Puissance dissipée [kW] 12
Q Poids de la fonction objectif sur l’erreur de suivi e 30
R Poids de la fonction objectif sur la commande u 10
∆R Pénalisation supplémentaire sur la commande ∈ [0; 0.7]
∆T Plage de température accessible [◦C] 0.6
P Nombre de périodes de prédiction du MPC 5
Sur les figures 4.10 et 4.11 est représenté le profil de puissance totale consommée dans les
6 cas étudiés pour 1000 unités. Parmi eux, le premier est le cas témoin, par rapport auquel
les performances des méthodes sont évaluées, un échantillon de l’état du système est pré-
senté Fig. 4.4. On remarque que le changement d’état de référence induit une oscillation de
consommation qui conduit l’ensemble des systèmes à être dans l’état ON, ce qui correspond
à la puissance maximale consommable. Le contrôle correspondant ne peut être calculé que
de manière centralisée. Sur la figure 4.10, les deux autres cas illustrés sont les cas avec délai
dans l’état de référence avec un délai maximum de 2,5 et 5 unités de temps. La réponse en
température de 100 systèmes est visible sur les figures 4.5 et 4.6 respectivement. Sur 4.11,
le premier cas est le cas avec pénalisation supplémentaire de la commande dans la fonction
objectif. L’effet de la pénalisation aléatoire sur le système est visible sur la figure 4.7. La
pénalisation supplémentaire ∆Rj(k) est choisie dans une distribution de température uni-
forme sure [0, 0.7] à chaque itération du contrôleur. Les deux derniers cas sont réalisés avec
pénalisation supplémentaire dans la fonction objectif et délai de 2,5 et 5 unités de temps dans
l’état de référence. Ces deux derniers cas sont donc la combinaison des deux méthodes de
désynchronisation présentées ici. L’effet de ces deux méthodes combiné sur la température
est montré sur les figures 4.8 et 4.9 respectivement. Les conditions initiales du système sont
identiques pour chaque simulation.
La table 4.2, permet de résumer les valeurs marquantes de ces simulations. Les simulations
ont été divisées en 3 phases. La phase 1 correspond à t ∈ [0; 10[, phase 2 t ∈ [10; 15] et la phase
3 t ∈]15; 30]. Les phases 1 et 3 représentant l’état stationnaire du système aux températures
de référence xref = 78◦C et xref = 77◦C respectivement. Sur les figures Fig.4.4, Fig.4.5,
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Figure 4.4 Échantillon de température de 100 systèmes dans le cas témoin




















Figure 4.5 Échantillon de température de 100 systèmes dans le cas avec 2,5 unités de temps
de délai dans la consigne
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Figure 4.6 Température de 100 contrôleurs avec un délai de 5 unités de temps dans la consigne






















Figure 4.7 Température de 100 contrôleurs avec une pénalisation aléatoire de la matrice R
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Figure 4.8 Température de 100 contrôleurs avec une pénalisation aléatoire de la matrice R
et un délai de 2,5 unités de temps dans la consigne






















Figure 4.9 Température de 100 contrôleurs avec une pénalisation aléatoire de la matrice R
et un délai de 5 unités de temps dans la consigne
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Délai 2.5 unités de temps
Délai 5 unités de temps
Figure 4.10 Proportion de systèmes dans l’état ON au cours du temps pour les méthodes
citées





























Extra penal + Délai 2.5tu
Extra penal + Délai 5tu
Figure 4.11 Proportion de systèmes dans l’état ON au cours du temps pour les méthodes
citées
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Tableau 4.2 Moyenne, écart type et dépassement pour chaque simulation
2*Cas étudié Phase 1 Phase 3 Phase 2
Moyenne Écart type Moyenne Écart type Dépassement
Témoin 0.30 0.16 0.63 0.21 1.10
Délai 2.5ut 0.30 0.16 0.63 0.02 0.34
Délai 5.0ut 0.30 0.17 0.65 0.02 0.20
Extra P. 0.29 0.12 0.66 0.07 0.68
Extra P. + 2.5ut 0.29 0.12 0.66 0.02 0.22
Extra P. + 5.0ut 0.29 0.13 0.66 0.01 0.15
Fig.4.6, Fig.4.7, Fig.4.8, Fig.4.9 on observe que les valeurs de températures sont légèrement
supérieurs aux températures de références, ceci est dû à la fonction objectif qui cherche
à minimiser l’énergie consommée. L’algorithme d’optimisation fonctionne en boucle ouverte
mais le contrôle sur la température est en boucle fermée. On utilise donc des valeurs telles que
la moyenne et l’écart type de la puissance consommée par l’ensemble de la population pour
caractériser ces deux phases. L’écart type permet de quantifier les oscillations de puissance
autour d’une valeur moyenne. En revanche, la phase 2 représente la phase de transition
entre l’état initial et l’état final de la simulation. Pour caractériser cette phase, on utilise le
dépassement afin de quantifier le pic de consommation.
Figure 4.10, les trois cas montrent d’importantes oscillations dès le départ de la simulation.
Les variations sont importantes et la puissance consommée peut être quasi nulle puis presque
atteindre la moitié de la valeur maximale d’une itération à l’autre du MPC. Les oscillations
ne sont pas amorties dans le temps et maintiennent leur niveau. Ce phénomène est dû à
l’homogénéité de la population. Ce phénomène est d’ailleurs confirmé par les mesures de la
table 4.2 avec un écart type de 0.16 par rapport à la moyenne 0.30 dans la phase 1. Au
temps, t = 10 on a un changement d’état de référence comme montré sur 4.1. Ce changement
a lieu en même temps pour tous les systèmes du cas témoin. On remarque donc un pic de
puissance qui dure 0.8 unité de temps. Pendant 8 itérations, l’ensemble des systèmes est dans
l’état ON. En plus des oscillations du système, c’est ce pic qu’il est important de réduire.
En instaurant un délai dans l’état de référence 4.3 on permet de diffuser dans le temps ce
changement d’état. Comme nous pouvons le remarquer sur 4.10, pour un délai maximal de
2,5 unités de temps, le pic de consommation de puissance atteint 0,75. Pour un délai de 5
unités de temps, le pic de consommation de puissance est de 0,7. L’introduction du délai dans
l’état de référence permet de réduire de manière importante le pic de puissance du système.
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Le dépassement, calculé par la formule :
D = ymax − y(∞)
y(∞)− y(0) (4.8)
permets de caractériser le pic de consommation. Étudiant un système fortement oscillant, on
choisit de prendre pour y(0) la moyenne des valeurs de la phase 1 et pour y(∞) la moyenne
des valeurs de la phase 3. Ainsi dans le cas témoin le dépassement est de 1.10, alors qu’avec
introduction de délai dans l’état de référence le dépassement est de 0.34 et 0.20 pour un délai
maximum de 2,5 et 5 unités de temps respectivement. Enfin sur la phase 3, c’est-à-dire après
t = 15, les oscillations de puissance sont maintenues sur le cas témoin alors que sur les deux
cas avec délai aléatoire dans l’état de référence les oscillations sont très faibles. L’impression
visuelle est confirmée par la valeur de l’écart type qui passe de 0.21 dans le cas témoin à 0.02
pour les deux exemples avec introduction de délai. Les résultats obtenus par la méthode de
délai dans l’état de référence révèlent que celle-ci est très efficace.
Figure 4.11, est illustré l’effet de la pénalisation supplémentaire sur la commande dans la
fonction objectif. Parmi les trois cas présentés, le premier illustre uniquement l’effet de la
pénalisation supplémentaire de la commande dans la fonction objectif. Le second et troisième
cas présenté est une combinaison de pénalisation de la commande dans la fonction objectif
avec l’ajout d’un délai aléatoire dans l’état de référence. Ce délai est limité à 2,5 unités de
temps et 5 unités de temps pour respectivement le deuxième et troisième cas sur la Fig. 4.11.
Nous pouvons remarquer que dans la première phase de la simulation, les trois graphes ont
le même comportement. En effet le système agrégé oscille fortement au début, le système
un synchronisé. Au fil de la simulation, les oscillations tendent à diminuer. Le système se
désynchronise. En effet en observant les valeurs de l’écart type on a 0,12 pour les deux
premiers cas et 0,13 pour le dernier. Enfin d’introduire une pénalisation dans la commande
permet de désynchroniser une population de systèmes. Les oscillations en phase stationnaire
ont été réduites. On obtient un pic de consommation de puissance de 0.9 dans le cas de
la pénalisation de la commande. Lorsqu’on ajoute un délai maximum de 2,5 et 5 unités de
temps, on obtient des pics de 0,74 et 0,71. Le dépassement (4.8) vaut 0,68 dans le cas d’une
pénalisation supplémentaire. L’amélioration est significative puisque dans le cas témoin il
était de 1,10. Lors que l’on ajoute un délai dans l’état de référence, ce dépassement vaut 0,22
puis 0,15 pour 2,5 et 5 unités de temps de délai. Le pic de puissance est quasiment éliminé. La
combinaison des deux méthodes permet donc d’obtenir d’excellents résultats. Dans la phase
3 de la simulation, on observe des oscillations de taille variable dans le cas d’une pénalisation
supplémentaire de la commande. Ces oscillations sont bien moins importantes que dans le cas
témoin, mais tout de même supérieures aux cas avec délai. L’écart type vaut 0,07. Lorsque
38
l’on ajoute un délai dans l’état de référence, les oscillations sont encore plus réduites et sont
même quasi inexistantes. On obtient respectivement des valeurs d’écart type de 0,02 et 0,01
pour l’ajout d’un délai maximum de 2,5 et 5 unités de temps.
Pour conclure, les deux méthodes présentées permettent d’atteindre les objectifs de désyn-
chronisation d’une population homogène de TCLs. Les oscillations de puissance sont forte-
ment diminuées et les pics de puissance sont aussi largement réduits. Les meilleurs résultats
sont obtenus lorsque les deux méthodes sont combinées. Ce sont dans ces cas-là que les pics
de puissance sont les plus faibles et aussi que les oscillations de puissance sont les moins im-
portantes. Les méthodes proposées sont des méthodes décentralisées, qui par conséquent ne
nécessitent l’existence d’aucun superviseur, ni d’aucune communication entre les contrôleurs.
En revanche cette désynchronisation se fait au prix d’un ralentissement du temps de réac-
tion à la consigne initiale dans le cas où on introduit un délai dans l’état de référence. Dans
le cadre de ce projet il était important de développer deux méthodes décentralisées afin de
réduire la synchronisation des systèmes, pour tester ces méthodes nous avons joué en faisant
varier la température de référence et en observant la puissance agrégée de l’ensemble des
systèmes comme étant une conséquence de ceci. Pour la suite du projet, il serait intéressant
d’inverser ce processus. C’est-à-dire d’utiliser un contrôleur de niveau supérieur qui aurait
pour objectif de minimiser l’erreur entre la puissance agrégée des systèmes et une fonction
donnée. Ce contrôleur agirait selon les besoins sur la température de référence des systèmes.
Ainsi la température de référence est une variable d’ajustement afin de réduire ou augmenter
la consommation de puissance en fonction de l’offre et de la demande. Les simulations ont
été réalisées avec 1000 contrôleurs indépendants pendant 300 itérations. Les méthodes de
simulation sont très couteuses en termes de calcul et il est intéressant d’adapter un modèle
PDE aux simulations faites avec le MPC. Le modèle PDE permet de décrire l’état du système
avec deux équations différentielles.
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CHAPITRE 5 MODÈLE D’ÉQUATION AUX DÉRIVÉES PARTIELLES
POUR AGRÉGATION DE CHARGE D’UNE LARGE POPULATION DE
SYSTÈMES THERMOSTATIQUES CONTRÔLES PAR COMMANDE
PRÉDICTIVE
Dans le chapitre 4 a été étudié une population de 1000 contrôleurs indépendants. Ces si-
mulations sont coûteuses d’un point de vue calculatoire, car il faut simuler individuellement
chaque entité. Il est intéressant de voir que des modèles PDE sont utilisés pour simuler un
ensemble de systèmes thermostatiques. Parmi les modèles les plus couramment utilisés, on
retrouve le modèle PDE utilisant une équation de transport, et le modèle PDE utilisant
l’équation de Fokker-Planck. Ce modèle de Fokker-Planck est une équation de transport à
laquelle on ajoute un terme diffusif pour mimer l’hétérogénéité d’une population par exemple.
Il est intéressant de noter qu’il est possible de simuler un ensemble de charges grâce à deux
équations aux dérivées partielles.
5.1 Modèle agrégé d’équation aux dérivées partielles
Nous nous plaçons dans le cas d’une large population de charge contrôlée par des contrôleurs
MPC. L’état de ses charges est ON/OFF. Soit xi la température du i-ème système de la
population. Les variations de température de xi sont décrit par l’équation dynamique suivante
dxi(t)
dt = a(T
a − xi(t)) + Edi(t) +Bui(t), i=1, . . . , N, (5.1)
où le signal de commutation ui(t) est défini comme suit :
ui(t) =
 1, ON pour refroidir ;0, OFF autrement. (5.2)
Il doit être remarqué que dans la formulation de ce travail, le signal de commutation u peut
être généré par n’importe quel processus, en particulier par un contrôleur MPC pour lesquels
les commutations apparaissent de manière arbitraire au sein d’une plage de température.
C’est une extension du contrôle thermostatique qui est utilisé dans un vaste domaine de
problèmes dans la littérature existante. Le modèle PDE permet de représenter avec deux
équations différentielles le comportement global de la population dans leur état ON et OFF.
Pour cela notons wON(x, t) et wOF F (x, t) la densité de systèmes [Fraction de composants/◦C]
à la température x et au temps t, pour les états ON et OFF respectivement. Un schéma
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représentant les deux distributions de systèmes est présenté Fig. 5.1, ces distributions se
déplacent en fonction de la température des systèmes au cours du temps suivant leur état
de fonctionnement. La distribution ON se déplace des températures "hautes" aux tempéra-
tures "basses". La distribution de systèmes OFF se déplace des températures "basses" aux
températures "hautes". Ceci est conforme a l’intuition puisque lorsqu’un système est dans
l’état ON, sa température diminue, car nous somme un cas de refroidissement et lorsqu’un
système est dans l’état OFF sa température augmente. Premièrement, intéressons-nous à la
distribution de systèmes dans l’état ON. Un bilan de flux sur un segment de température de
taille infinitésimal est effectué. Notons F (x, t) le flux de charge au point (x, t) et considérons
un segment infinitésimal de taille dx comme nous pouvons le voir Fig. 5.2. Puis pour une
population homogène de charges, le flux entrant et sortant des systèmes ON est :
F (x, t) = αON(x)wON(x, t), (5.3a)
F (x+ dx, t) = αON(x+ dx)wON(x+ dx, t), (5.3b)
où
αON(x, t) = a(T a − x) + Edi +B. (5.4)
Notons δOFF→ON(x, t) et δON→OFF(x, t) les flux additionnels dû aux commutations des contrô-
leurs MPC. Puis, en se basant sur la loi de conservation de flux, on obtient pour un intervalle
de température et de temps infinitésimal dt :
(wON(x, t+ dt)−wON(x, t)) dx = (F (x+ dx, t)−F (x, t)) dt
+ (δOFF→ON(x, t)− δON→OFF(x, t))dxdt.
(5.5)
En prenant dx→ 0 et dt→ 0, il vient :
∂wON
∂t
(x, t) = − ∂
∂x
(αON(x)wON(x, t)) + δOFF→ON(x, t)− δON→OFF(x, t). (5.6)
De manière similaire, on obtient l’équation de transport permettant de représenter le com-
portement des systèmes dans l’état OFF, qui est :
∂wOF F
∂t
(x, t) = − ∂
∂x
(αOFF(x)wOF F (x, t)) + δON→OFF(x, t)− δOFF→ON(x, t), (5.7)
où
















Figure 5.1 Distribution des systèmes dans l’état ON et OFF.
Figure 5.2 Flux entrant et sortant sur un segment de température infinitésimal.
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et δON→OFF(x, t) représente le flux additionnel dû aux commutations des systèmes passant
de l’état ON à OFF au point (x, t). Pour ce problème, on suppose que le flux se conserve. En
conséquence, au point (x, t) on note δOFF→ON(x, t)−δON→OFF(x, t)δ(x, t). Donc , la dynamique




(x, t) =− ∂
∂x
(αON(x)wON(x, t)) + δ(x, t), (5.9a)
∂wOF F
∂t
(x, t) =− ∂
∂x
(αOFF(x)wOF F (x, t))− δ(x, t), (5.9b)
x ∈ (xmin, xmax), t ∈ (0,+∞),
avec xmin et xmax respectivement les températures minimales et maximales atteignables par les
systèmes. La fonction δ(x, t) représente les commutations nettes entre les deux distributions.
Pour déterminer une commutation à l’instant t il faut s’intéresser à la différence u(t+ ∆t)−
u(t) :






On définit ensuite les ensemblesXOFF→ON etXON→OFF comme les ensembles des températures
des systèmes commutant de l’état OFF à ON et de l’état ON à OFF respectivement. Ainsi
on peut les définir comme :
XOFF→ON(t) = {xi(t)(ui(t+ ∆t)− ui(t)) > 0},∀i ∈ [1 : N ], (5.11a)
XON→OFF(t) = {xi(t)(ui(t+ ∆t)− ui(t)) < 0},∀i ∈ [1 : N ]. (5.11b)
Pour chaque unité de temps on obtient ainsi 2 ensembles qui nous permettent de définir à
l’instant t les fonctions de densité de probabilité des vecteurs XOFF→ON(t) et XON→OFF(t).
On définit donc : fXOFF→ON(t)(x, t) et fXON→OFF(t)(x, t) les fonctions de densité de commutation
de l’état OFF à ON et ON à OFF respectivement. Ces densités sont calculées en réalisant
l’histrogamme est des ensembles XOFF→ON(t) et XON→OFF(t) respectivement. À partir de cela
nous pouvons exprimer la fonction δ(x, t) comme étant :
δ(x, t) = fXOFF→ON(t)(x, t)|XOFF→ON(t)| − fXON→OFF(t)(x, t)|XON→OFF(t)|, (5.12)
avec |XOFF→ON(t)| et |XON→OFF(t)| le cardinal de leur vecteur respectif. Un exemple de fonc-
tion δ(x, t) est représenté Fig. 5.3, on remarque des commutations au début de la simulation
autour de 78◦C puis autour de 77◦C à la fin de la simulation. Cela correspond bien au cas
43
simulé avec le contrôleur MPC. Cette fonction est discontinue, en effet elle est toujours égale
à 0 au milieu des temps d’échantillonnage des contrôleurs MPC. Enfin le contrôleur MPC
fonctionnant en temps discret, les systèmes ne peuvent donc atteindre les frontières xmin et
xmax. Les conditions aux frontières du contrôleur MPC sont :
Pour la densité wON :
wON(xmin, t) = wON(xmax, t) = 0,∀t ∈ (0,+∞), (5.13a)
Pour la densité wOF F :
wOF F (xmax, t) = wOF F (xmin, t) = 0, ∀t ∈ (0,+∞), (5.13b)
avec les conditions initiales :
wON(x, 0) = w0ON , wOF F (x, 0) = w0OF F , ∀x ∈ (xmin, xmax). (5.14)
Pour évaluer la validité du modèle PDE agrégé donné par (5.9), et (5.13), nous avons les




(wON(x, t) + wOF F (x, t)) dx.
Nous avons ensuite
dNag
dt (t) = 0.
Cette propriété peut être prouvée en suivant la preuve de la proposition 1 de l’article de Le
Floch ( [71]).
Dans la formulation proposée pour ce travail, la température de référence est la même pour
tous les systèmes de la population. Cependant, il est important de noter que la plage de
température dans laquelle se situe les systèmes, aussi appelée zone de confort, peut être
personnalisée pour chaque contrôleur en fonction des performances attendues. Cette person-
nalisation est très différente du PDE modèle classique basé sur des systèmes thermostatiques
où les températures de commutations sont identiques pour tous les systèmes de la population.
5.2 Implémentation du modèle agrégé d’équation aux dérivées partielles
Pour résoudre une telle équation (5.9), il est important d’être attentif aux erreurs numériques
qui peuvent venir nuire au calcul. Pour notre cas, nous choisissons des approximations stables
afin que notre système de diverge pas. L’équation de transport (5.9) est bien documentée dans
la littérature et plusieurs méthodes existent pour la résoudre. Pour calculer (5.9), la formule
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Figure 5.3 Exemple de fonction δ(x, t).
au premier ordre de Taylor est utilisée :
∂wON
∂t




(x, t)= αON(x+∆x)wON(x+∆x, t)−αON(x)wON(x, t)∆x +O(x). (5.16)
En utilisant (5.15) et (5.16) dans l’équation (5.9a), la valeur de wON au temps t + dt peut
être calculée :
wON(x, t+ ∆t) = wON(x, t)−
∆t
∆x(αON(x+ ∆x)wON(x+ ∆x, t)− αON(x)wON(x, t))
+δ(x, t) +O(x, t).
(5.17)
Cette méthode numérique est appelée un schéma explicite décentré de premier ordre vers
l’avant (5.17), et ce schéma est stable uniquement si la condition suivante est vérifiée :
− 1 < ∆t∆xαON < 0. (5.18)
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Autrement le système diverge et aucune solution n’est trouvée. Pour wOF F , comme le signe
de αOF F est différent de celui de αON , nous ne pouvons pas utiliser ce même schéma pour
résoudre (5.9b). Nous allons donc utiliser un schéma explicite décentré de premier ordre vers
l’arrière cette fois-ci. Cela donne :
∂wOF F
∂t




(x, t)= αON(x)wOF F (x, t)−αOFF(x−∆x)wOF F (x−∆x, t)∆x +O(x). (5.20)
En utilisant (5.19) et (5.20) dans l’équation (5.9b), la valeur de wOF F au temps t+ ∆t peut
être calculée :
wOF F (x, t+ ∆t) = wOF F (x, t)−
∆t
∆x(αOFF(x)wOF F (x, t)− αOFF(x−∆x)wOF F (x−∆x, t))
−δ(x, t)+O(x, t),
(5.21)
avec la condition suivante qui doit être vérifiée :
0 < ∆t∆xαOF F < 1. (5.22)
On a finalement, à résoudre les équations (5.17) et (5.21), qui ont δ(x, t) comme entrée.
Prenons comme entrée la fonction δ(x, t) représentée Fig. 5.3. Cette courbe est obtenue
par simulations de Monte-Carlo. Nous avons comme solution à l’équation 5.17, la surface
représentée Fig. 5.4. La solution partielle 5.5, ne se concentre que sur les 4 premières itérations
du contrôleur MPC. On a donc ainsi une meilleure compression du phénomène. En effet, nous
observons que les distributions de température dans l’état ON sont des ondes se déplaçant
des températures hautes, aux températures plus basses, et ainsi de suite. La fonction δ(x, t)
qui représente les commutations annule les ondes puis les recrée plus haut sur le plan observé.
Les résultats pour l’état OFF sont montrés ci-après, on observe le même type d’ondes, cette
fois-ci se déplaçant des températures basses aux températures hautes. La solution à l’équation
5.21 ayant 5.12 en entrée est présentée Fig. 5.5. La solution partielle montrant 4 itérations
du processus est décrite Fig. 5.7.
Les ondes représentent ici les proportions de systèmes dans l’état ON ou OFF. À chaque
instant en faisant l’intégrale sur la température de ces distributions on obtient la proportion
de systèmes dans l’état ON ou OFF. La proportion agrégée PP DE de systèmes dans l’état
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Figure 5.4 Surface solution de (5.17) avec l’entrée 5.3.
Figure 5.5 Solution partielle de (5.17) avec l’entrée 5.3.
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Figure 5.6 Surface solution de (5.17) avec l’entrée 5.3.
Figure 5.7 Solution partielle de (5.17) avec l’entrée 5.3.
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wON(x, t)dx = 1−
∫ xmax
xmin
wOF F (x, t)dx. (5.23)
On représente la consommation de puissance au cours du temps pour les simulations MPC
et pour les modélisations PDE sur les Fig. 5.8, 5.9, 5.10, 5.11, 5.12 et 5.13. Pour ce faire on
utilise les équations 4.7 et 5.23.
Pour chaque scénario simulé avec le contrôleur MPC on utilise le modèle PDE afin de com-
parer les résultats obtenus. Le scénario témoin est visible Fig. 5.8, lorsqu’on ajoute un délai
maximal de 2,5 et 5 unités de temps on a respectivement les résultats donnés Fig. 5.9 et
Fig. 5.10. Avec l’ajout d’une pénalisation aléatoire sur la commande on obtient la solution
donnée Fig. 5.11, puis on combine les deux méthodes pour avoir en plus de la pénalisation
de la commande, un délai aléatoire maximale de 2,5 et 5 unités de temps, respectivement
sur Fig. 5.12 et 5.13. Visuellement, on remarque que le modèle PDE suit dans l’ensemble
presque parfaitement les simulations MPC ce qui est très satisfaisant. La table 5.1 permet de
confirmer cette impression visuelle. En effet pour chaque phase de simulation, on calcule la
moyenne de l’erreur et l’écart type de l’erreur. On remarque que ces valeurs sont minimes et
nous permettent de conclure que la simulation PDE permet de caractériser de façon adéquate
des simulations de type Monte-Carlo.
5.3 Modèle pour une population hétérogène
Le système d’équations de transport (5.9) permet de modéliser une population homogène
de systèmes. Le cas d’une population homogène étant rare en réalité il est intéressant de se
poser dans un cas de population hétérogène. Pour modéliser l’hétérogénéité d’une population,
il est nécessaire d’ajouter un terme diffusif sur la température afin de modéliser au mieux
l’hétérogénéité du système. Dans ce cas, on parle d’équation de Fokker-Planck et le modèle
Tableau 5.1 Moyenne µ et écart type σ de l’erreur entre MPC et PDE pour chaque simulation
2*Cas étudié Phase 1 Phase 2 Phase 3
µ× 10−3 σ × 10−3 µ× 10−3 σ × 10−3 µ× 10−3 σ × 10−3
Témoin -13.7 50.2 -2.9 9.4 -4.3 10.4
Délai 2.5 ut -6.1 56.9 -18.8 30.1 -4.1 6.3
Délai 5.0 ut -16.7 70.1 2.6 39.7 -4.6 8.7
Extra P. 4.2 6.5 -8.9 17.7 -17.2 14.9
Extra P. + 2.5 ut 4.3 6.5 -12.8 20.4 -17.1 7.4
Extra P. + 5.0 ut 4.2 6.6 7.6 26.0 16.0 11.4
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Figure 5.8 Comparaison de puissance consommée au cours du temps pour le modèle PDE et
MPC, cas témoin.
























Figure 5.9 Comparaison de puissance consommée au cours du temps pour le modèle PDE et
MPC, cas avec délai maximal de 2,5 unités de temps.
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Figure 5.10 Comparaison de puissance consommée au cours du temps pour le modèle PDE
et MPC, cas avec délai maximal de 5 unités de temps.

























Figure 5.11 Comparaison de puissance consommée au cours du temps pour le modèle PDE
et MPC, cas avec pénalisation dans la commande.
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Figure 5.12 Comparaison de puissance consommée au cours du temps pour le modèle PDE
et MPC, cas avec délai maximal de 2,5 unités de temps et pénalisation dans la commande.
























Figure 5.13 Comparaison de puissance consommée au cours du temps pour le modèle PDE
et MPC, cas avec délai maximal de 5 unités de temps et pénalisation dans la commande.
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est le suivant :
∂wON
∂t
(x, t) =− ∂
∂x
(αON(x)wON(x, t)) + β
∂2 wON
∂x2
(x, t) + δ(x, t), (5.24a)
∂wOF F
∂t
(x, t) =− ∂
∂x
(αOFF(x)wOF F (x, t)) + β
∂2 wON
∂x2
(x, t)− δ(x, t), (5.24b)
x ∈ (xmin, xmax), t ∈ (0,+∞),

















(xmax, t)− αOF F (xmax)wOF F (xmax, t) = 0, (5.25d)
wON(x, 0) = w0ON , wOF F (x, 0) = w0OF F . (5.25e)
Ces conditions sont nécessaires pour que les EDP respectent la condition de conservation de




(wON(x, t) + wOF F (x, t)) dx.
Nous avons ensuite
dNag
dt (t) = 0.
Afin de tester ce modèle de Fokker-Planck, on génère une population hétérogène de TCL.
Pour déterminer le coefficient de diffusion de notre système on utilise un estimateur en premier
lieu, qui nous donne une valeur estimée du coefficient β, puis expérimentalement cette valeur
de β est affinée. L’estimateur utilisé est décrit dans la sous-section suivante.
5.3.1 Simulation et identification du modèle hétérogène
Dans la section précédente, nous avons montré que l’équation de transport peut modéliser
une population de systèmes contrôlés par MPC. Pour montrer que cette méthode fonctionne
aussi avec le modèle de Fokker-Planck et une population hétérogène de systèmes nous allons
utiliser un modèle thermique qui a déjà été validé par l’équation de Fokker-Planck et contrôle





[T∞,i(t)− Ti(t)− si(t)RiPi], i = 1, 2, · · · , N (5.26)
si(t) =
 1, Etat ON;0, Etat OFF. (5.27)
Ti(t) est l’état du i-ème système et T∞,i(t) est la température ambiante. Avec Ci la capacité
thermique, Ri la résistance thermique et Pi la puissance de réfrigération du système dans
l’état ON. Tmin,i et Tmax,i sont les températures minimales et maximales que peut atteindre
le système. Elles sont définies de la façon suivante :
Tmin,i = Tref,i −
∆T
2 , Tmax,i = Tref,i +
∆T
2 ,
avec ∆T la plage de température admissible. L’ensemble des paramètres ainsi que leur valeur
sont donnés Table 5.2. Dans le cas d’une population homogène, tous les paramètres sont
choisis égaux entre les systèmes, pour une population hétérogène on fait varier la capacité
thermique des systèmes. Chacun possède une capacité thermique différente prise dans une
distribution normale.
Tableau 5.2 Paramètres du système homogène et hétérogène du modèle de Moura ( [1])
Paramètres Description [Unité] Homogène Hétérogène
R Résistance thermique [◦C/kW] 2 2
C Capacité thermique [kWh/◦C] 10 ∼ N (10,1)
P Puissance thermique [kW] 14 14
T∞ Température ambiante [◦C] 32 32
Tref Température de référence [◦C] 20 20
∆T Plage de température accessible [◦C] 1 1
Afin de simuler le modèle présenté, nous nous sommes intéressés à 3 scénarios. Les différents
scénarios sont détaillés ci-dessous :
— Cas de 1000 contrôleurs indépendants dans une population homogène sous commande
prédictive
— Cas de 1000 contrôleurs indépendants dans une population hétérogène sous commande
prédictive
— Cas de 1000 contrôleurs indépendants dans une population hétérogène sous commande
prédictive avec pénalisation aléatoire de l’effort de commande.
Les surfaces solutions pour le cas d’une population homogène sont données Fig. 5.14 et 5.15
pour les profils ON et OFF respectivement. En parallèle de ces profils on a tracé Fig. 5.17
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la puissance agrégée des contrôleurs MPC et PDE. On observe que la puissance agrégée du
PDE suit bien la dynamique du contrôleur MPC. Afin de réduire l’erreur entre la puissance
agrégée du MPC et du PDE, on tente de faire varier le coefficient de diffusion β. On fait
varier ce coefficient de diffusion entre 0 et 0.2 avec un pas de 0.01. L’erreur moyenne sur les
profils ON et OFF est visible Fig. 5.16. On remarque que l’erreur est minimale pour β = 0,
ce qui est cohérent avec la théorie puisque nous observons une population homogène. Pour
le cas hétérogène on observe les profils ON et OFF des contrôleurs Fig. 5.18 et Fig. 5.19
respectivement. La comparaison entre la puissance agrégée du contrôleur MPC et PDE est
montrée Fig. 5.21. Enfin en faisant varier le coefficient de diffusion β entre 0 et 0.2 on
observe Fig. 5.20 une erreur minimale entre la solution MPC et PDE pour β = 0.07. Cette
valeur est cohérente avec l’article de Moura ( [1]) où la valeur trouvée pour le coefficient
de diffusion était β = 0.1. Cette légère différence peut s’expliquer par le fait du cumul des
erreurs numériques dû aux approximations du modèle thermique en un modèle discret et la
discrétisation de l’équation différentielle permettant d’obtenir la solution PDE. Pour le cas
d’une population hétérogène avec pénalisation aléatoire de l’effort de contrôle on obtient les
profils suivants Fig. 5.22 et Fig. 5.23 pour les contrôleurs ON et OFF respectivement. La
puissance agrégée des contrôleurs MPC et PDE est montrée Fig. 5.25. De la même manière
que pour une population hétérogène, on obtient une erreur minimale entre le MPC et le PDE
pour β = 0.07. Ceci est cohérent puisque même si on a ajouté une pénalisation aléatoire dans
l’effort de contrôle, cette hétérogénéité supplémentaire est absorbée par la fonction δ. Il ne
s’agit pas d’une hétérogénéité dans le modèle. Ceci permet donc de valider nos résultats.
Pour déterminer le coefficient de diffusion de notre système on utilise un estimateur en premier
lieu, qui nous donne une valeur estimée du coefficient β, puis expérimentalement cette valeur
de β est affinée. L’estimateur utilisé est décrit dans la sous-section suivante.
5.3.2 Estimateur du coefficient de diffusion
Soit l’équation (5.24a), que l’on développe :
∂wON
∂t








+ δ(x, t). (5.28)
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Figure 5.14 Surface solution représentant le nombre de contrôleurs dans l’état ON pour une
population homogène.
Figure 5.15 Surface solution représentant le nombre de contrôleurs dans l’état OFF pour une
population homogène.
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Figure 5.16 Erreur moyenne entre le modèle PDE et MPC en fonction du coefficient de
diffusion pour une population homogène.


























Figure 5.17 Puissance agrégée par les modèles MPC et PDE de l’ensemble de la population
homogène.
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Figure 5.18 Surface solution représentant le nombre de contrôleurs dans l’état ON pour une
population hétérogène.
Figure 5.19 Surface solution représentant le nombre de contrôleurs dans l’état OFF pour une
population hétérogène.
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Figure 5.20 Erreur moyenne entre le modèle PDE et MPC en fonction du coefficient de
diffusion pour une population hétérogène.

























Figure 5.21 Puissance agrégée par les modèles MPC et PDE de l’ensemble de la population
hétérogène.
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Figure 5.22 Surface solution représentant le nombre de contrôleurs dans l’état ON pour une
population hétérogène avec pénalisation aléatoire de l’effort de commande.
Figure 5.23 Surface solution représentant le nombre de contrôleurs dans l’état OFF pour une
population hétérogène avec pénalisation aléatoire de l’effort de commande.
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Figure 5.24 Erreur moyenne entre le modèle PDE et MPC en fonction du coefficient de
diffusion pour une population hétérogène avec pénalisation aléatoire de l’effort de commande.


























Figure 5.25 Puissance agrégée par les modèles MPC et PDE de l’ensemble de la population
hétérogène avec pénalisation aléatoire de l’effort de commande.
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De plus, on écrit :
αON(x) = α× λON(x), (5.29)
avec α = a et λON(x) = T a − x+
Ed+B
a
. Donc on réécrit (5.28) de la façon suivante :
wON{t}(x, t) = αwON(x, t)− αλ(x)wON{x}(x, t) + βwON{xx}(x, t) + δ(x, t). (5.30)
La puissance normalisée PP DE(t) consommée par le système agrégé est donnée (5.23). En
s’intéressant aux variations de puissance dans le temps et en réalisant une intégration par










[αwON(x, t)− αλON(x)wON{x}(x, t) + βwON{xx}(x, t) + δ(x, t)]dx
=α
[
[λ(x, t)wON(x, t)]TmaxTmin +
∫ xmax
xmin
(λON{x}(x) + 1)wON(x, t)dx
]




= δ, et λON(x) = T a − x+
Ed+B
a
on a donc λON{x}(x) = −1 d’où :
λON{x}(x) + 1 = 0, ∀x. (5.32)
En utilisant (5.32) dans (5.31) et en réorganisant les termes on obtient :
ṖP DE(t) =− α(xmaxwON(xmax, t)− xminwON(xmin, t))
+ αb(wON(xmax, t)− wON(xmin, t))
+ β(wON{x}(xmax, t)− wON{x}(xmin, t))
+ ∆(xmax, t)−∆(xmin, t)
=αΦ1(t) + αbΦ2(t) + βΦ3(t) + Φ4(t),
(5.33)
62
avec b = T a + Ed+B
a
et :
Φ1(t) =− xmaxwON(xmax, t) + xminwON(xmin, t),
Φ2(t) =wON(xmax, t)− wON(xmin, t),
Φ3(t) =wON{x}(xmax, t)− wON{x}(xmin, t),
Φ4(t) =∆(xmax, t)−∆(xmin, t).
On a ainsi un système paramétré linéaire par rapport aux inconnues α, αb, et β. Pour uti-
liser ce modèle nous devons mesurer les termes wON(xmin, t), wON(xmax, t), wON{x}(xmin, t),
wON{x}(xmax, t), ∆(xmin, t) et ∆(xmax, t). wON(xmin, t) et wON(xmax, t). Ils sont calculables à
partir des informations que nous fournit le contrôleur MPC. En effet, il adapte sa commande
en fonction de la température du composant, il est donc en mesure de fournir les informations
nécessaires au calcul de wON(xmin, t) et wON(xmax, t). Pour wON{x}(xmin, t) et wON{x}(xmax, t)
on utilise une méthode de différences finies à partir de wON(x, t) par rapport à x. Enfin pour
déterminer ∆(xmin, t) et ∆(xmax, t) on calcul d’abord la fonction δ(x, t) avec les informations
que fournit le contrôleur MPC, puis une fois tracée on intègre cette fonction afin d’obtenir
le résultat souhaité. Comme l’équation (5.33) contient des dérivées et des intégrales directes,
nous allons filtrer les signaux afin de lisser le signal et obtenir une meilleure réponse avec
notre estimateur. Avec une constante c > 0 choisie par l’opérateur, les signaux sont filtrés de
la façon suivante :
χ̇1 = −cχ1 + PP DE(t),
χ̇2 = −cχ2 + Φ1(t),
χ̇3 = −cχ3 + Φ2(t),
χ̇4 = −cχ4 + Φ3(t),
χ̇5 = −cχ5 + Φ4(t).
(5.34)
Le choix de c doit permettre au signal filtré d’être suffisamment proche du signal d’entrée,
tout en atténuant au mieux les bruits de mesure. Ainsi l’équation (5.33), une fois filtrée
devient :
− cχ1(t) + PP DE(t) = αχ2(t) + αbχ3(t) + βχ4(t) + χ5(t). (5.35)
On définit le vecteur estimé des paramètres par θ̂ = [α̂ α̂b β̂ 1]T et le vecteur d’état est défini
par φ = [χ2 χ3 χ4 χ5]T . L’équation (5.35) devient :
− cχ1(t) + PP DE(t) = θ̂Tφ(t). (5.36)
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Un estimateur des moindres carrés est utilisé, il s’écrit de la forme suivante :
ε(t) =− cχ1(t) + PP DE(t)− θ̂Tφ(t), (5.37a)
θ̂ = 11 + γφTφΓφε, (5.37b)
Γ̇ =− 11 + γφTφΓφφ
T Γ, (5.37c)
avec Γ(0) = Γ0 = ΓT0 > 0 et γ > 0. La fonction ε représente l’erreur entre le système mesuré
et le système théorique. Les paramètres θ̂ optimaux sont ceux qui minimisent l’erreur ε. Les
valeurs de Γ0 et γ sont ajustables afin de faire converger la solution.
5.4 Contrôleur supérieur pour équation aux dérivées partielles
L’objectif final de cette maîtrise est de proposer un contrôleur PDE permettant de suivre
une référence de consommation de puissance en faisant varier la température de référence
du système MPC. Ainsi ce contrôleur permet de justifier la mise en parallèle faite entre les
simulations de Monte-Carlo faites par MPC et le modèle PDE. Dans le cas présent, nous
nous attachons donc à modifier la température de référence au cours de la simulation. Pour
cela, nous devons utiliser le modèle suivant ( [58,59,75]) :
∂wON
∂t






(x, t)− αON(x)wON(x, t)− u(t)wON(x, t)
)
+ δ(x, t), (5.38a)
∂wOF F
∂t










avec u(t) = ẋref . xref est la température de référence des thermostats. Les conditions aux
















(xmax, t)− αOF F (xmax)wOF F (xmax, t)− u(t)wOF F (xmax, t) = 0, (5.39d)
wON(x, 0) = w0ON , wOF F (x, 0) = w0OF F . (5.39e)
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Pour contrôler la puissance totale consommée par la population de TCLs, nous définissons





(ax+ b)wON(x, t)dx, (5.40)
avec a et b des constantes et a 6= 0.
L’objectif du contrôleur est ici de suivre une puissance de fonctionnement yd. Cette puissance
de fonctionnement est imposée par les fournisseurs d’énergie en fonction de l’état du réseau



















































































(ax+ b)δ(x, t)dx. (5.42)
L’erreur dynamique de suivi est donc :
de
dt = φ(t) + Γ(t), e(0) = e0, (5.43)
où φ(t) est un contrôle auxiliaire et e0 est l’erreur initiale de régulation. Afin de faire stabiliser
le système et afin de faire converger l’erreur de suivi vers 0 on choisit la commande suivante :
φ(t) = −k0e(t) (5.44)
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avec k0 > 0. L’analyse de la stabilité du contrôle est disponible en annexe.
Pour résumer, les valeurs des paramètres du modèle thermique et les paramètres des différents
contrôleurs sont représentés dans la Table. 5.3.
Tableau 5.3 Paramètres du système
Paramètres Description [Unité] Valeur
R Résistance thermique [◦C/kW] 2
C Capacité thermique [kWh/◦C] N(10, 3)
P Puissance thermique [kW] 14
xie Température ambiante [◦C] 32
η Coefficient de performance 2.5
Qmpc Coefficient de pondération sur l’erreur de suivi empc 100
Rmpc Coefficient de pondération sur l’effort de commande umpc N(10, 2)
Pmpc Horizon de prédiction 5
∆T Largeur de la bande de température accessible [◦C] 1
a Coefficient de la fonction de pondération -1
b Coefficient de la fonction de pondération 21
k0 Gain 5600
La simulation modélise 1000 systèmes thermostatiques indépendants contrôlés individuel-
lement par les contrôleurs à commande prédictive. Le contrôleur par équations de Fokker-
Planck est utilisé au niveau supérieur afin de contrôler la population entière. L’enjeu est de
pouvoir contrôler la température des individus à partir d’une consigne de puissance donnée
par des éléments extérieurs. Cette variation de puissance à un impact sur la température
de référence du contrôleur MPC. Étant donné une certaine variation de puissance dans la
puissance de référence au temps t = 15, la température des systèmes passe de 20.5◦C à 19◦C.
Comme nous pouvons le voir Fig. 5.26, la puissance de référence subit un échelon au temps
t = 15, passant de 0.41 à 0.47. Ici, le temps de réponse est d’environ 7 unités de temps et le
contrôleur fonctionne bien puisqu’ il suit la trajectoire demandée. Il y a peu d’oscillations et
de synchronisation dans le système grâce, au coefficient de pondération Rmpc qui est choisi
dans une distribution normale afin d’hétérogénéiser encore plus la population, et au délai
introduit dans la commande afin de désynchroniser la population. Les variations de tempé-
rature de référence dues au contrôleur de Fokker-Planck sont calculées à chaque itération du
contrôleur MPC. Ces variations sont visibles Fig. 5.27, car u(t) = ẋref . Afin de stabiliser le
système, les variations de température sont intégrées sur 10 itérations puis sont appliquées
au système, c’est ainsi que vient Fig. 5.29. L’erreur e(t) = y(t)− yd est représentée Fig. 5.28.
La température de référence Fig. 5.29 est obtenu à chaque itération à partir de Fig. 5.27 et
en intégrant le signal sur les 10 dernières itérations afin d’éviter les variations brutales de
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températures. Ainsi la température de référence pour les 1000 systèmes thermostatiques est
présenté Fig. 5.29. Cette température de référence sert d’entrée pour les contrôleurs MPC
qui vont suivre cette trajectoire. La température d’un seul TCL est visible Fig. 5.30. Bien
que le changement de consigne de puissance se produise au temps t = 15, le changement
sur la température du système est retardé à cause du délai dans le calcul de la consigne
pour le MPC et à cause du délai dans l’application de la consigne qui ont pour objectif de
désynchroniser le système. Finalement sur la Fig. 5.31 est présentée la température de 100
TCLs indépendants. Sur cette figure on peut voir l’impact du délai sur l’application de la
consigne. Particulièrement au moment du changement de consigne de puissance où l’on voit
le délai pour chaque TCL.
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Figure 5.26 Puissance consommée et puissance de référence normalisée pour les 1000 TCLs













Figure 5.27 Changements de commande dus au contrôleur de Fokker-Planck
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Figure 5.28 Erreurs dues au contrôleur de Fokker-Planck























Figure 5.29 Température de référence pour les contrôleurs MPC
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Figure 5.30 Température d’un TCL



















Figure 5.31 Température de 100 TCLs
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CHAPITRE 6 CONCLUSION
Nous avons développé un modèle thermique adapté aux centres de données pour contrôler la
température des composants électroniques d’un serveur informatique. Ce modèle thermique
est adapté au contrôle des ventilateurs des serveurs informatiques afin de faire varier leur état
en fonction de l’état du composant électronique contrôlé. Il serait intéressant de confronter
ce modèle avec une simulation de dynamique des fluides.
Nous avions comme objectif de donner deux méthodes décentralisées permettant de contrôler
une grande population homogène de systèmes thermostatiques contrôlés par MPC tout en
réduisant les oscillations de puissance et les pics de consommation de puissance. Cet objectif
a été rempli par une première méthode qui ajoute un délai aléatoire dans l’application d’un
changement de consigne dans l’état de référence et une seconde méthode ajoutant une pé-
nalisation supplémentaire aléatoire sur l’effort de commande dans la fonction objectif. Ces
deux méthodes utilisées individuellement ont donné de bons résultats et ceux-ci sont encore
meilleurs lorsque les méthodes sont combinées. Ces méthodes ont été testées avec des den-
sités de probabilités uniformes. Afin d’obtenir des résultats optimaux, il serait intéressant
dans la suite du projet de pouvoir caractériser l’influence des densités de probabilité sur les
oscillations de puissance et sur le pic de consommation. Des lois de probabilités s’appliquant
sur un domaine borné sont recommandées afin de borner le décalage de consigne dans le
temps. En ce sens, les lois de probabilités bêta semblent intéressantes. Par exemple si l’on
veut avoir le temps de réponse le plus faible possible il me semble qu’il est important d’avoir
une majeure partie de la population avec un délai dans l’application de la commande assez
court, et une minorité de la population avec un délai plus long. En revanche, diminuer le
temps de réponse entraîne une désynchronisation moins importante comme nous avons pu
l’observer dans ce mémoire. Pour la méthode de pénalisation supplémentaire aléatoire de
l’effort de commande, le choix de distribution de probabilités semble plus large. Nous avons
fait nos tests avec une loi de densité de probabilité uniforme, cependant il apparaissait que
les petites variations de pénalisation n’avaient que peu d’influence sur la solution finale. Il
semblerait qu’une distribution de probabilité favorisant de plus grandes différences dans le
poids de l’effort de commande aurait plus d’impact sur la désynchronisation des systèmes. De
plus parmi les améliorations futures il est important de tester la phase d’implémentation sur
un système réel afin de vérifier le bon comportement du contrôleur et de tester les méthodes
développées en conditions réelles.
Après avoir développé deux méthodes de désynchronisation décentralisées nous avons mis
en lumière le lien entre une simulation de Monte-Carlo avec contrôleurs MPC et un modèle
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PDE permettant de représenter le comportement dynamique d’une population entière grâce
à un système d’équations. Nous avons utilisé une équation de transport dans le cas d’une
population homogène et une équation de Fokker-Planck dans la cadre d’une population hé-
térogène. Dans les deux cas, nous avons obtenu de très bons résultats nous permettant de
valider les hypothèses émises. Les erreurs que nous avons observées pouvant être associées
aux approximations que nous avons faites dans les différents modèles utilisés. Des modèles
d’approximation d’ordre supérieur donneront probablement des résultats plus précis. Dans
le cadre de ce mémoire, le modèle PDE a été mis en parallèle avec les contrôleurs MPC afin
de représenter la population globale. Par la suite, ce modèle a permis de créer un contrôleur
de niveau supérieur qui gère la consommation de puissance du système en influençant sur la
température de référence des systèmes individuels. Les simulations permettent de valider le
fonctionnement d’un tel contrôleur. Des améliorations sont possibles dans l’implémentation
du contrôleur afin de réduire le temps de réponse et de réduire les oscillations du système. No-
tamment en jouant de nouveau sur les distributions de probabilités. Utiliser un filtre passe-bas
pour lisser le signal de commande du contrôleur PDE serait intéressant. Implémenter cette
approche sur un système réel est la prochaine étape de ce projet.
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