Abstract. In this work we are interested in the well-posedness issues for the initial value problem associated with a higher order water wave model posed on a periodic domain T. We derive some multilinear estimates and use them in the contraction mapping argument to prove local well-posedness for initial data in the periodic Sobolev space H s (T), s ≥ 1. With some restriction on the parameters appeared in the model, we use the conserved quantity to obtain global well-posedness for given data with Sobolev regularity s ≥ 2. Also, we use splitting argument to improve the global well-posedness result in H s (T) for 1 ≤ s < 2. Well-posedness result obtained in this work is sharp in the sense that the flow-map that takes initial data to the solution cannot to be continuous for given data in H s (T), s < 1. Finally, we prove a norm-inflation result by showing that the solution corresponding to a smooth initial data may have arbitrarily large H s (T) norm, with s < 1, for arbitrarily short time.
Introduction
Our interest in this work is to study the existence and other qualitative properties of the solution to the following initial value problem (IVP) posed on a periodic domain T    η t + η x − γ 1 η xxt + γ 2 η xxx + δ 1 η xxxxt + δ 2 η xxxxx + [2(a 1 + c 1 ) − (c − a + ρ)( 1 6 The parameters appeared in (1.2) and (1.3) satisfy a + b + c + d = 1 3 , γ 1 + γ 2 = γ 1 with δ 1 > 0 and γ 1 > 0. The higher order water wave model (1.1) describes the unidirectional propagation of water waves was recently introduced by Bona et al. [4] by using the second order approximation in the two-way model, the so-called abcd−system introduced in [7, 8] . In the literature, this model is also known as the fifth order KdV-BBM type equation. The IVP (1.1) posed on the spatial domain R was studied by the authors in [4] considering initial data in H s (R) and proved local well-posedness for s ≥ 1. When the parameter γ satisfies γ = 7 48 , the model (1.1) posed on R possesses hamiltonian structure and the flow satisfies
We note that, this conservation law holds in the periodic case as well (see (3. 3) below). This energy conservation (1.4) was used in [4] to prove global well-posedness for s ≥ 2 and low-high splitting technique to get global well-posedness for s ≥ 3 2 . This global well-posedness result was further improved in [12] for initial data with Sobolev regularity s ≥ 1. Furthermore, the authors in [12] showed that the well-posedness result is sharp by proving that the mapping data-solution fails to be continuous at the origin whenever s < 1.
As mentioned earlier, we are interested in studying the well-posedness issues for the IVP (1.1) for given data in the periodic Sobolev space H s (T). Ill-posedness issues are also considered. To get well-posedness results we use idea from [6] and derive some multilinear estimates and use contraction mapping principle. To get ill-posedness results we show the failure of continuity of the flow-map at the origin. This sort of ill-posedness result was first introduced by Bourgain [11] and further improved/refined by several authors, see for example [1, 6, 16, 17, 18, 19, 20] and references therein. Before stating the main results, we record some notations that will be used throughout this this work. We use C or c to denote various space-and time-independent positive constants which may be different even in a single chain of inequalities. Given a, b positive numbers, a b means that there exists a positive constant C such that a ≤ Cb. We denote a ∼ b when, a b and b a. We will also denote a λ b or b λ a, if the constant involved depends on some parameter λ. Given a Banach space X, we denote by · X the norm in X. We will understand · = (1 + | · | 2 ) 1/2 . P = C ∞ (T) denotes the space of all infinitely differentiable 2π-periodic functions and P ′ will denote the space of periodic distributions, i.e., the topological dual of P. For f ∈ P ′ we denote by f the Fourier transform of f , f = f (k) k∈Z , where
f (x) e −ikx dx, for all integer k. We will use the Sobolev spaces H s (T) equipped with the norm
.
We will denote η(k, t), k ∈ Z, as the Fourier coefficient of η respect to the variable x.
Here are the main results. Now we state the first main result of this work that deals with the local well-posedness for given data in H s (T) for s ≥ 1.
Theorem 1.1. Let δ 1 and γ 1 > 0. Then, for any given η 0 ∈ H s (T), s ≥ 1, there exists a
and a unique solution η ∈ C([0, T ]; H s (T)) of the IVP (1.1) that depends continuously on the initial data. Moreover, the correspondence η 0 → η that associates to η 0 the solucion η of the IVP (1.1) is a real analytic mapping of
, where for any R > 0, B R denotes the ball in H s (T) centered at the origin with radius R and T = T (R) > 0 denotes a uniform existence time for the IVP (1.1) with η 0 ∈ B R .
As in the continuous case, with some restriction on the coefficients of the equation, we prove the following global well-posedness result in the periodic case too. is globally well-posed in H s (T) for s ≥ 1.
We also prove that the well-posedness results obtained in the previous theorems are sharp by showing that the application data-solution fails to be continuous at the origin whenever the data is given in H s (T), s < 1. This is the content of the following theorem. Theorem 1.3. Given η 0 ∈ H s (T), s < 1, the IVP (1.1) is ill-posed in the sense that there exists T > 0 such that the flow-map η 0 → η(t) for any t ∈ (0, T ), constructed in Theorem 1.1 is discontinuous at the origin from H s (T) endowed with the topology inducted
Finally, we show the following result about norm-inflation which is in accordance to the third order BBM equation in [5] . Theorem 1.4. For given any s < 1, one can find a sequence of initial data (η
j=1 of positive times with T j → 0 and j → ∞ such that if η j (x, t) is the solution corresponding to the initial data η j 0 , then for all j = 1, 2, · · · η(·, T j ) Ḣs (T) ≥ j.
Local Theory in
In this section, we address the local well-posedness for the IVP (1.1), for given data in the periodic Sobolev spaces H s (T) with s ≥ 1, using multilinear estimates combined with a contraction mapping argument. We write (1.1) in an equivalent integral equation format. Taking the Fourier transform of equation in (1.1) with respect to the spatial variable, we get, for all integer k
The equation (2.1) can be simplified further to
Since γ 1 , δ 1 are positive constants, the fourth-order polynomial
is strictly positive. Similarty to [4] , we define three Fourier multiplier operators φ(∂ x ), ψ(∂ x ) and τ (∂ x ) via their symbols
4) where
Then, in view of these definitions and (2.2), the IVP (1.1) can be written in the following way
Consider now the linear homogeneous IVP associated to (2.6)
Let S be the unitary group in H s (T), s ∈ R, generated by the operator −iφ(∂ x ). It is known that the solution of the IVP (2.7) is given by
and, for all t ≥ 0
Using Duhamel's principle, the IVP (2.6) is equivalent to
In what follows, our objective is to solve the integral equation (2.10) using the contraction mapping principle.
2.1. Multilinear Estimates. In this subsection we derive some multilinear estimates which will be useful in the proof of the local well-posedeness result. For motivation, we recall the "sharp" bilinear estimate proved in [6] in the context of the third order BBM equation. Here, we will adapt ideas developed in [6] to address the fifth order model under consideration.
where ω(∂ x ) is the Fourier multiplier operator defined by
The estimate (2.11) is not valid for s < 0.
Proof. Expressing ω(∂ x )uv in terms of Fourier transformed variables and using duality and a polarization argument, one may write (2.11) in the equivalent form
In consequence, the term k s / j s k − j s is bounded and may be ignored.
With this notation, the left-hand side of (2.13) is simply a * b, c 1 .
and using the Cauchy-Schwarz inequality and Young's inequality we have that
(2.14)
Using Plancherel's identity, the estimate (2.14) finishes the proof of (2.11). If s < 0, let a, b and c be the characteristic functions of the subsets {N − 1, N, N + 1}, {−N − 1, −N, −N + 1} and {−1, 0, 1} respectively for some N ∈ Z. Then the left-hand side of (2.13) behaves as N −2s , while the right-hand side is a constant independent of N.
Hence, if s < 0, no matter how large is the implied constant, (2.11) fails for N ≫ 1.
Proposition 2.2. Let τ (∂ x ) be the operator as defined in (2.5). Then, for any s ≥ 0, the following estimates hold
Proof. Since γ 1 and δ 1 are positive constants, there exists a constant C such that τ (k) ≤ Cω(k) for all k ∈ Z. In view of this observation, the estimate (2.15) is consequence of the inequality (2.11). In order to prove (2.16), from definition of operator τ (∂ x ), we have that there exists a constant C such that
Hence, since H 1 is an algebra, we get
Proposition 2.3. Let ψ(∂ x ) be the operator as defined in (2.5). Then for any s > 1/2, the following estimates hold
Then, inequality (2.11) and the fact that H s (T) is a Banach algebra for s > 1/2 imply that (2.18) , from definition of operator ψ(∂ x ), we have that there exists a constant C such that
Exploring the property that H
1 is an algebra, one gets
Proposition 2.4. Let ψ(∂ x ) be the operator as defined in (2.5). Then for any s ≥ 1, the following estimate hold
To show (2.20) , from definition of operator ψ(∂ x ), we have that there exists a constant C such that
Thus, using inequality (2.11), we obtain
2.2.
Proof of local well-posedness. In this subsection, we use the linear and nonlinear estimates derived above to prove the local well-posedness result stated in Theorem 1.1.
Proof of Theorem 1.1. Let η 0 ∈ H s (T) and s ≥ 1. We define the application
As remarked before S(t) is an unitary group in H s (T) (see (2.9)) and therefore
The inequalities (2.15), (2.17) and (2.19) imply that
In the same way, for η and µ in C([0, T ]; H s (T)) we have that
So, taking the closed ball
we have that (2.22) and (2.23) become
where η, µ ∈ B r . Hence, choosing 0 < T ≤ (2Cr(1 + r)) −1 we conclude that Ψη ∈ B r and Ψ is a contraction on B r . The rest of the proof follows a standard argument.
Remark 2.1. From the proof of the Theorem 1.1, we can infer the following results.
where the constant C s depends only on s.
(ii) The solution cannot grow too much, this means that
where T is as above in (2.26).
Global Theory in H
In this section, we derive conserved quantity satisfied by the flow of (1.1) and use it to obtain an a priori estimate with an objective to extend the local well-posedness result to the global in time. The present theory countenances the spaces H s (T), s ≥ 1. However, we begin with a global well-posedness result in H s (T) for s ≥ 2.
3.1. Global well-posedness in H s (T), s ≥ 2. Imposing certain restrictions on the parameters that appear in (1.1), we derive an a priori estimate in H 2 (T). For this, multiply the equation in (1.1) by η, integrate by parts over the spatial domain [0, 2π] to obtain 1 2
Simplifying futher, one gets
From (3.2) it is clear that, if we consider γ = 7 48
, the quantity
is conserved by the flow of (1.1). Therefore, from now on, we consider γ = and use (3.3) to obtain an a priori estimate in H 2 (T). Note that, with this consideration the equation in (1.1) becomes
As in the real line case [12] , using the conserved quantity (3.3), a standard argument implies the global well-posedness in H s (T), s ≥ 2. More precisely, we have the following result. , 1 ≤ s < 2 and T > 0 be arbitrarily large but finite. Our aim in this part is to extend the local solution to the IVP (1.1) given by Theorem 1.1 to the time interval [0, T ]. For this purpose, we plan to use the splitting argument introduced in [10, 11] and way earlier in [9] .
Consider s ≥ 1, N ≫ 1 to be chosen later and split the initial data η 0 ∈ H s (T) in the low and high frequency part η 0 = u 0 + v 0 , with u 0 = η 0 χ {|k|≤N } . One can easily show that u 0 ∈ H δ (T) for any δ ≥ s and v 0 ∈ H s (T) and satisfy the growth conditions
and
Now, the low frequency part u 0 of η 0 is evolved according to the IVP  
where
x , and the high frequency part v 0 of η 0 according to the IVP  
Note that, η(x, t) = u(x, t) + v(x, t) solves the original IVP (1.1) in the time interval where both u and v exist. In what follows, we prove the local well-posedness of the IVP (3.7) with existence time T u . Now, fixing the solution u of the IVP (3.7), we prove the local well-posedness of the IVP (3.8) with existence time T v . Therefore, taking t 0 ≤ min{T u , T v }, we see that η = u + v is solution to the IVP (1.1) in [0, t 0 ] with data in H s (T), s ≥ 1. Finally, we iterate this process to cover any given time interval.
From Theorem 1.1 we see that the IVP (3.7) is locally well-posed in H s (T)
. In the following theorem we prove the local well-posedness of the variable coefficients IVP (3.8).
Theorem
Moreover, the solution v depends continuously on the initial data v 0 .
Proof. To prove this theorem, first we write the IVP (3.8) in its equivalent integral formulation
) be the solution of the IVP (3.7) given by Theorem 1.1 that satisfies sup
Consider a := 2 v 0 H s (T) and define a ball
Now, we define an application
As in the real line case (see [12] ), using the inequalities (2.15), (2.17), (2.19) and (3.11), for T ≤ T u , one can easily show that the application Φ u is a contraction on X a T . The rest of the proof follows using standard argument, so we omit the details. Now, we move to derive a crucial estimate to prove the global well-posedness result. 
12)
Proof. First, note that the energy conservation law (3.3) implies
Using (3.9) and (3.10), for 1 ≤ δ ≤ s, one obtains
(3.14)
Applying the estimates (2.15), (2.17) and (2.19), one has
(3.15) Note that, from local theory one has
. Taking consideration of (3.5) and (3.6) one can conclude that u H δ (T) 1 and v H δ (T) N δ−s . Hence, taking δ = 1, we obtain for s ≥ 1,
(3.16) Now, using the estimates (2.16), (2.18) and (2.20), one gets
(3.17) Similarly to (3.16), one can easily get
Finally, from (3.16) and (3.18), we obtain 19) and this completes the proof. Now we prove the following result that will complete the proof of Theorem 1.2. 
where S(t) was defined in (2.9).
Proof. Let η 0 ∈ H s (T), 1 ≤ s < 2 and T > 0 be given. We decompose the given data η 0 = u 0 + v 0 in low and high frequency parts satisfying the growth estimates (3.5) and (3.6), respectively. The low frequency part u 0 and the high frequency part v 0 are evolved according to the IVPs (3.7) and (3.8) respectively. Theorems 1.1 and 3.2, guarantee the existence of the solutions u and v. In this way the sum η = u + v solves the IVP (1.1) in the common time interval of existence of u and v.
Using (3.3) and (3.5), we find that
The local existence time in H 2 (T), given by Theorem 1.1, can be estimated by
Using the estimates (3.23) and (3.24) one can infer that the solutions u and v are both defined in the same time interval [0, t 0 ]. Also, from the inequality (3.22) we get the following bound on t 0
From (3.9), we see that the solution η at the time t = t 0 ∼ N −2(2−s) , is given by
Now, at the time t 0 we consider the new initial data u 1 and v 1 , and evolve according to the IVP (3.7) and (3.8), respectively, and continue iterating this process. In each step of iteration we take the decomposition of the initial data as in (3.27). Hence
To continue with the iteration argument, we expect that u 1 , · · · , u k have the same growth estimate as that satisfied by u 0 . This will ensure the existence time in each iteration step has length t 0 . In this way, we can extend the solution to any given time interval [0, T ]. As in the real line case (see [12] ), we complete this process using induction argument. For the sake of clarity, we provide details considering k = 1, the other values k follows a similar argument. To accomplish this process we employ the energy conservation (3.3). In fact, one has
Then, using Lemma 3.1, one can easily obtain
(3.29) Now, a combination of (3.28) and (3.29), yields
Given any T > 0, the number of steps required in the iteration process to cover the
. For this process to continue smoothly, from (3.30) it can be inferred that one needs to guarantee
which holds for 1 ≤ s < 2 and N = N(T ) = T .
Observe that, in each iteration we have v k H 2 (T) = v 0 H 2 (T) and the growth estimate
Finally, for t ∈ [0, T ], there exists an integer k ≥ 0, with t = kt 0 + τ , for some τ ∈ [0, t 0 ]. Therefore, in the k th -iteration, one obtains (3.32) and this completes the proof.
In this section we consider the ill-posedness issue in the periodic case. The idea is similar to the one employed in [12] where the authors considered the continuous case with a modification in the example of the initial data.
Proof of Theorem 1.3. Let N, k 0 ∈ Z be fixed numbers such that N ≫ 1, 1 ≤ k 0 ∼ 1, I N = {N − k 0 , . . . , N, . . . , N + k 0 } and consider a sequence
Now we define η N via the Fourier transform by η N (k) = a k . An easy calculation shows that
for any s < 1, when N → ∞.
Recall that, while proving the local well-posedness result we used the Picard iteration scheme to find a unique fixed point that served as the solution to the IVP in question. In what follows, we show that the second iteration of this scheme
fails to be continuous at the origin from H s (T) to even P ′ (T) for s < 1.
For this, we take h = η N , 0 < t < T and compute the H s norm of I 2 (η N , η N , x, t) =: I 2 .
Fourier transform in the spatial variable x, yields
Now, inserting (4.6) in (5.6), for any k ∈ Z, we get
With simple calculations, we can deduce that |X(k,
, we obtain
For simplicity we can suppose k 0 = 1. With this consideration we have I N = {N − 1, N, N + 1} and K 1 = {−N, −N + 1}, and consequently
N). So, it follows from (4.11) that
(4.12)
It is not difficult to see that
Now, for 0 < t < π 4Ck 0
, from (4.10) we have
(4.14)
Combining (4.12), (4.13) and (4.14), we conclude that
By construction η N H s (T) → 0 when N → ∞ if s < 1. This proves that for any fixed t > 0, considering η 0 = η N , the map η 0 → I 2 (η 0 , η 0 , t) cannot be continuous at the origin from H s (T) to even P ′ (T).
Now, we will prove that the discontinuity of the application η 0 → I 2 (η 0 , η 0 , t) implies the discontinuity of the flow-map η 0 → η(t) at the origin. Using, analyticity of the flowmap given by Theorem 1.1, we see that there exist T > 0 and ǫ 0 > 0 such that for any |ǫ| ≤ ǫ 0 , any h H 1 (T) ≤ 1 and 0 ≤ t ≤ T , one has
) and the series converges absolutely in C([0, T ]; H 1 (T)).
From (4.16), one obtains
Also, we have that
Hence, for any s < 1, in view of (4.18) and (4.19) from (4.17), we obtain
Let us fix 0 < t < 1, take ǫ small enough and then N large enough. Now, in view of (4.16), from (4.20) we can conclude that for any s < 1,
Choosing 0 < ǫ ≪ 1, from (4.17), (4.18) and (4.19), we get
for fixed t > 0. Now, we fix 0 < ǫ ≪ 1 and choose N sufficiently large, so that for any s < 1, one gets from (4.21)
Recall that, η(0, t) ≡ 0 and for any s < 1, η N H s (T) → 0. Hence, in the limit when N → ∞ the flow-map η 0 → η(t) cannot be continuous at the origin from H s (T) to
, we also have that the flow-map is discontinuous from H 1 (T) equipped with its weak topology inducted by H s (T) with values even in P ′ (T).
Norm Inflation
In this section we will prove the result on norm-inflation stated in Theorem 1.4. For technical reasons we make a change of variables η(x, t) ≡ η(x − δ 2 δ 1 t, t). With this change of variables the equation (1.1) transforms to
. This sort of change of variables introduced in [3] eliminates the fifth order term η xxxxx and only alters the coefficients of the terms η x and η xxx . The formula (2.4) and (2.5) remain the same with an exception of φ which in this case is replaced byφ
where ϕ(k) = 1 + γ 1 k 2 + δ 1 k 4 is the same symbol given in (2.3). More precisely, the integral formulation in this case turns out to be
where S is the unitary group in H s (T), s ∈ R, generated by the operator −iφ(∂ x ), i.e.,
Note that, being translation, the change of variables that we employed does not alter the H s norm in the new variables. Taking this point in consideration, we prove Theorem
for the equation (5.1).
Proof of Theorem 1.4. Let s < 1. The idea is to construct a sequence of initial data η 0 ∈ H s that leads to the conclusion of the theorem. The second iteration of the Picard scheme applied on the integral formulation (5.3) allows us to write the solution of the IVP (5.1) as
with
Recall that S(t)η 0 (k) = e −iφ(k)t η 0 (k) withφ defined in (5.2). For simplicity of exposi-
tion, in what follows, we delete tilde sign and use φ in place ofφ. The linear operator S(t) translates the wave and preserves its magnitude, i.e., for all k = 1, 2, 3, · · · , S(t) sin(kx) = sin(kx − tφ(k)), S(t) cos(kx) = cos(kx − tφ(k)).
However, the operators φ(∂ x ), τ (∂ x ) and ψ(∂ x ) change the amplitude, add rotation and vanish on constant functions
(5.10) Now, we move to construct initial data announced in the beginning of the proof. For
and a mean zero initial data
As in the case of the third order BBM equation (see [5] ), for η 0 chosen in (5.12), we will prove that whenever s < 1 the H s (T)-norm of corresponding η 1 in (5.4) becomes large in a short time while the error term ζ stays bounded in the same space.
Note that
The initial data η 0 has small H s (T)-norm as σ − 1 + s < 0. Now,
(5.15)
Using (5.9) one can get
(5.16) Differentiating (5.15) with respect to x, we obtain that
(5.18) Using (5.10) we obtain that
With what we did above,
A simple calculation yields
In view of (5.16) and (5.21), we have that
Similarly,
23)
and Similarly,
2 ψ(k 2 ) φ(2k 2 ) − 2φ(k 2 ) −1 cos 2k 2 x − φ(2k 2 )t − cos 2k 2 x − 2φ(k 2 )t , (5.27)
and where J 31 = φ(k 1 − k 2 ) − (φ(k 1 ) − φ(k 2 )) and J 32 = φ(k 1 ) − φ(k 2 ) + φ(k 1 − k 2 ). Notice that for n ∈ Z, one has F{sin(nx + ωt)}(k) = e iωkt F{sin(nx)}(k) and 
