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1. INTRODUCTION 
Using the standard notation (x, y, z) = (xy)z - x( JJZ), a ring is called 
right alternative if it satisfies the identity 
( y, 4 x) = 0. 
A right alternative ring which also satisfies 
(1) 
(4 Y, z) + (.Y, z, x) + (z, 4 Y) = 0 
is called ( - 1, 1). A ring is locally ( - 1, 1) if the subring generated by any 
two of its elements is (- 1, 1). For example, both (- 1, 1) rings and alter- 
native rings are locally ( - 1, 1). 
In [4] Miheev has constructed an example of a simple right alternative 
nil ring that is not alternative. In fact, his example is nil of bounded index 
3, Shirshov locally right nilpotent, and without proper left ideals. We shall 
show that, to the contrary, a simple locally ( - 1, 1) nil ring with charac- 
teristic 22, 3 must be associative. 
2. PRELIMINARY RESULTS 
Letting as usual [x, y] = xy - yx, it is known [7] that a right alter- 
native ring with characteristic 22 satisfies 
(y,x,xz+zx)+(y,2,x2)=0, (2) 
(z, J-G v) = (z, x, Yb, (3) 
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(w Y, z) + (w x, CY, 21) = w(x, Y, z) + (WY Y z)x, (4) 
(Cx, rl, w, z)- c4 (Y, w, z)l+ CY, (XT WY z)l 
=(y,x, Cwzl)-(KY, CWJlh (5) 
((a, b, c), Y, 2) = ((0, Y, z), b, cf + (0, (6 Y, z)> c) + (a, b, (~7 Y, ~1) 
+ (a, 6, dy, zl)- (a, b, ~)CY, 21 -(a> b, CY, zlk. (6) 
In addition, a locally ( - 1, 1) ring with characteristic # 2, 3 satisfies 
(x,x, (Y, Y, x1)=0, (7) 
(4 y, (Y, Y, x)) = 0, (8) 
((x, x, Y), x, Y) = 0, (9) 
cx, (4 x, Y)l = 0, (10) 
CY, (4 4 Y)l =o, (11) 
cY,-44x,Y)l=o, (12) 
CY, (4 -5 YlYl =o, (13) 
(4 x, Y I2 = 0, (14) 
cx, w(x, x, Y)l = 0. (15) 
Identities (7)( 14) follow from Theorem J in [ 11, and there is a proof of 
(15) in [2]. 
Let S be an additive subgroup of a ring A. We define inductively So = S, 
Si+ i = Si+ S,A for i > 0, and then set S’ = lJp”=0 Si. It is immediate from 
the definitions that Si + Si A E Si+ 1 and that Sx is a right ideal of A. 
PROPOSITION 1. Let A be a right alternative ring with characteristic 22 
and S be an additive subgroup of A. Then for i > 1 
(a) A(&) s (AS), + (A, A SL 1, 
(b) (A, A, Si) c (AS),- I+ (A, A, S)i. 
Proof: The proof is by induction. First, using linearized (l), A(S,) = 
A(S+SA) E AS + (AS)A + (A, S, A) E (AS), + (A, A, S),. Also, using 
the linearizations of (3) and (l), (A, A, S,) = (A, A, S + SA) = (A, A, S) 
+ (A, A, SA) E (A, A, S) + (A, S, A2) + (A, A, A)S + (A, S, A)A c 
(A, A, S) + AS + (A, A, S)A E (AS),, + (A, A, S),. We now assume (a) 
and (b) are true for i> 1. Then using linearized (1) and our induction 
assumption, A(S,+I) = A(S,+S,A) E A(S,) + (AS,)A + (A, A, Si) G 
(AS)i + (4 A, S)i-1 + ((AS), + (A, As S)i-,)A + (AS)<- 1 + (A, A, S)t 
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c (AS),,, + (A, A, S)i. Also, using the linearizations of (3) and (1) 
followed by our induction assumption, (A, A, Si+ ,) = (A, A, Sj + S,A) = 
(A, A, Si) + (A, ApSiA) G (A, A,Si) + (A, Si, A2) + (A, A, A)S, + 
(A, Si, A)A G (A, A, Si) + AS; + (A, A, SJA E (AS),-, + (A, A, S); + 
(AS), + (A, A, S)i- I + ((AS),-, + (A, A, S)i)A E (AS), + (A, A, S)i+l. 
This completes our induction and the proof of the proposition. 
A linear function D defined on a ring A is called a derivation if (xy)D = 
(x) & + x( y)D for all x, y in A. 
PROPOSITION 2. Let A be a right alternative ring with characteristic 22, 
d be a derivation of A, and D = (A)D be the range of D. Then for n > 1 
(a) ADGD,, 
(b) 44 A, D) E D, + (A, A, 011, 
Cc) A(D,)~D,+,+(A,A,D),-,. 
(d) (A, A, D,) ED, + (A, A, D),, 
(e) A((A,A,D),)ED,+~+(A,A,D),+~+(A,A,(A,A,D)),-,. 
Proof: (a) Since d is a derivation, AD = A(A)~G (A2)D+ (A)DA E 
D+DA=D,. 
(b) Any ring satisfies the Teichmiiller identity, 
(w~,Y,z)-(w,xy,z)+(w,x,Yz)=w(~,y,z)+(~,~,y)z. 
Thus using this identity, (a), Proposition l(b), and (a) again, we have 
A(A, A,D) G (A2,A, D) + (A, A’,D) + (A, A, AD) + (A,A, A)D s 
(A,A, D)+(A,A, AD)+AD c (A,A,D,)+D, c AD+(A,A, D),+ 
D, G D, + (A, A, D), . 
(c) Using Proposition l(a) and (a), A(D,) c (AD),, + (A, A, D),-, 
c PI), + MAD),-, G Dn+, + (A,A,D),-,. 
(d) Using Proposition l(b) and (a). (A, A, D,)G (AD),-, + 
(A, A, D), E (Dl),- 1 + (A, A, D), c D, + (A, A, D),. 
(e) Using Proposition l(a) and (b), A((A, A, D),) c (A(A, A, D)), 
+ (A, A, t-4 A, Djh-1 s (0, + (A, A, DA), + (A, A, (A, A, D)),-1 E 
D n+~ + (4 4 D)rz+1 + (A, A, (A, A, D)),- 1. 
PROPOSITION 3. A locally ( - 1, 1) ring with characteristic 22, 3 satisfies 
the following identities: 
Cb, x, Y), (z, z> Y)l =o, (16) 
24x,x, y)+y(x,x, W)'{(WX,X~ y)+(x, wx, Y,) 
- {(w, 4 YX) + (4 w, YX,>> (17) 
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34% x, v) = 2{( wx, x, y) + (4 wx, y,} - {(YXY x2 WI + (x3 YX? w,> 
-~{(~,x,Y~)+(~,~,Y~~}+{~Y,~,~~~+~~,Y~~~~}, (18) 
cw, (x, x3 (Y, Y, z))l = cw, (A YT (x3 x7 z))l, (19) 
cw, (z, x, (x, 4 Y))l =a (20) 
Proof: (16) From linearized (11) and (7) we have [(z, z, x), (x, x, y)] 
- [y, (x, x, (z, z, x))] = 0. Then linearization of this identity gives 
c;z,z,Yl(x,x,Y)1 = -cc z,z,x), (Y, 4 Y) + (x7 YY Y)l = L-b, z,x), 
(y, y, x)], using (1) and its linearization. Thus [(z, z, y), (x, x, y)] = 
[(z, z, xl, (Y, Y, x)1 = - C(Y, Y, x)9 (z, z, XII = - C(Y, Y, zh (4 x7 z)l = 
C(x, x, z), (Y, Y, z)l = C(x, 4 Y), k z, VII = - Ck z, Yh (x7 x7 Y)l, 
which implies 2[(x, x, y), (z, z, y)] = 0, or [(x, x, y), (z, z, y)] = 0. 
(17) First by Teichmiiller, (1) and its linearization, (2) and 
linearized (3), w(x, x, y) = (wx, x, y) - (w, x2, y) + (w,x,xy) - 
(w, 4 X)Y = (wx, 4 Y) - (w, 4 YX) = {(W&X, Y) + (4 wx, Y,) - 
(bw, YX) + (4 w, YX,> - ( x, x, y)w - (x, x, w)y. Also, by linearized 
(II), w(x, x, y) + y(x, x, w) = (x, x, y)w + (x,x, ~j)y. Then adding these 
two identities gives (17). 
(18) Setting y = w in (17) implies 3w(x, x, w) = { (wx, x, w) + 
(4 wx9 WI> - {( w, x, wx) + (x, w, wx)>. Then linearizing this identity we 
have 3{wkx, Y) + Y(x,x,w)) = {(wx,x,Y) + (x,wx,Y)} + 
{(YX,X, w) + (x9 YX, 4) - {(w, x7 YX) + (x, w, YX,> - {(Y,X, wx) + 
(x, y, wx)}. Subtracting this last identity from 3 times identity (17) now 
gives (18). 
(19) Using linearizations of (11) and (16), [w, (x, x, ( y, y, z))] = 
-[(y,y,z),(x,x,w)l = c(Y,Y,w),(x,~,z)l = -c(Y,Y~kx>z~)~wl 
= cw (Y, Y, (x3 x3 z))l. 
(20) We first use (5), (6), and linearizations of (11) and (13) to 
obtain 
(Y, 6% x, Y), cw, zl)- ((4 4 Yh Yv cw, zl) 
= -(CY, (4 x, Y)l, w, z)+ CY, ((x, x3 Y), w, 211 
- C(x, x, Yh (Y9 WV z)l, 
0 = CY, - ((4 4 Y), w, z) + ((x, w, z), 4 Y) 
+ (x9 (4 w, z), Y) + (x3 x3 (Y, w, z))l 
+ CY, -(x,x, Y)CW 21 +b, 4 YCW,Zl)- k 4 cw, Zl)Yl, 
o= -CY, (x, x, YCW, ZIJI- CYCW, zl, (x3 x, Y)l, 
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and 
o= cy, (x, x, cw Zl)Yl + CY, (x7 4 Y)C% zll+ ccw zl, (x3 x> .!J)Yl. 
Now adding these four identities gives (y, (x, x, y), [w, z]) - 
((4 x, Y), Y, cw, zl) = -(CY, (x, 4 Y)l, WY z) + C(v7 WY z), (4 4 Y)l + 
CY, (x, x, (Y, WY z))l + CY, ((x, WY z), x9 Y) + (4 (x, w, z), VII - 
CYCW, zl, (x, 4 y)l + cc4 zl, 6% x, YJYI = - CYCW, zl, (x, 4 Y)l + 
[[w, z], (x, x, y)y], using (11) and its linearizations. Expanding this last 
equation and canceling like terms, we have 
(Yb, 4 Y))C% zl- Ak 4 Y)C% zl) 
= -(YCW, zl)(x, x, Y) + cw, zl((x, x, Y)Y). 
But by linearized (1) we also have 
Y(CW zlk 4 Y)) + Y(k x> Y)CW, zl) 
= (YCW, ZIKG 4 Y) + (Jo, 4 Y))CW, zl. 
Adding these last two identities gives Y(CW? Zl(% x9 Y)) = 
cw, zl((x, A Ybh so CY, CY zl(x, 4 Y)l = Y(CW zl(x, 4 Y)) - 
([WY zlb, x9 Y))Y = cw zl((x, 4 Y)Y) - ([WY zl(-? x> Y))Y = 
-(Cw, ~1, (x,x, VI, Y) = (Cw, 21, Y, (x,x, Y)) by linearized (1). Now 
replacing y by x + y in this last identity, and using (x, x, x) = 0 by (1 ), we 
see (Cw, ~1, x, b, x, ~1) = CT C w,z x,x, y)]=O using (15). Thus (5) I( 
implies Cw (z, 4 (x, x, ~111 - Cz, (w, x, (x, x, Y))I = (CT 21, x, (x, x, Y)) 
+ (w, z, [x, (x, x, y)]) - (z, w, [x, (x, x, y)]) =0 by our last identity 
and (lo), and so Cw (z, x, (x,x, Y))I = Cz, (w, x, (x,x, ~111 = 
- [z, (y, x, (x, x, w))] using linearized (8). Applying this last result three 
times, [Iv (z, 4 (x3 4 Y))l = - cz, (Y, x, (x, 4 w))l = CY, (w 4 
(x, x, ~111 = - Cw (z, x, (x, x, v))l. Thus 2Cw (z, x, (x, x, y))l = 0, or 
cw (z, x, 6% x, Y))l = 0. 
3. SIMPLE NIL RINGS 
We henceforth assume A is a simple locally ( - 1, 1) nil ring, with charac- 
teristic 22, 3, that is not alternative. 
LEMMA 1. A is the linear spun of {(x,x, y) ( x, YEA}. 
Proof: Let A4 be the linear span of ((x, x, y) 1 x, y E A >, and L be the 
left ideal generated by M. Since A is a simple right alternative ring that is 
SIMPLE LOCALLY(-1, 1)NIL RINGS 267 
not alternative, by Theorem 5 in [7] A = L. But by (18) L = M, which 
proves the lemma. 
For A a right alternative ring with characteristic 22, we set 
V={UEA 1 (x,x,u)=O for all XEA}, U={~EA I [u,A]=O}, and 
C = {u E U 1 (u, A, A) = (A, A, u) = 01. Then C is the customary center of 
a ring, and Cc UC V [7]. 
LEMMA 2. A satisfies the following identities: 
b, x3 (Y, YY z)) = (Y, Y9 (x9 4 z)), (21) 
(z, & (4 A Y)) = 0, (22) 
(4 z, (x, 4 Y)) = 0, (23) 
(z, x3 (Y, YY xl) = (Z? YI (4 x3 Y)). (24) 
Prooj (21) and (22). Since A is a simple right alternative ring that is 
not alternative, and 0 = [y, (x, x, y)] E V by (ll), from Corollary 2 to 
Lemma 15 in [7] we have I’= U= C. Now by Theorem 2.1 in [S], the 
center C of any simple ring is either 0 or a field. But A is a nil ring, and a 
field cannot have nonzero nilpotent elements. Thus it must be the case 
C=O. Since by (19) and (20) (x,x,(y,y,z)) - (y,y,(x,x,z)) and 
(z, x, (x, x, y)) are both in U= C=O, this establishes (21) and (22). 
(23) Using (21) and (1) together with their linearizations, we see 
(z,x,(y,y,x)) + (X,Z,(Y,Y,X)) = (Y,Y,(Z,X,X) + kz,x)) = 
-(Y, y, (x, x,z)) = -(x9 4 (Y, Y, z)) = (4 x3 (Y? z> Y) + (z, Yv Y)) = 
(y, z, (x, x, y)) + (z, y, (x, x, y)). Then replacing y by x+ y in this last 
identity, and using ( 1) and its linearization, (x, z, (x, x, y)) + 
(z, x, (x, x, y)) = (z, x, (x7 Y9 xl) + (x, z, (x7 Y, xl) = -(z, XT (XT 4 Y)) - 
(x, z, (x, x, y)). Thus 2{ (x, z, (x, x, Y)) + (2, x, (x, x7 Y))) = 0, and so 
(x, z, (xv x, Y)) = -(z, x, lx, x, Y)) = 0 by (22). 
(24) Replacing x by x+ y in (22) gives (z, y, (x, x, y)) = 
-(z,x,(Y,x,Y) + (x,Y,Y)) = (z,x~Y,YA) by (1) and its 
linearization. This completes the proof of the lemma. 
We recall that a ring A with set of generators X is called right nilpotent 
relative to X if there exists a positive integer n such that 
(((x1 x*)x3). . . )x, = 0 for every n elements xi from X. If each finite subset X 
of A generates a subring that is right nilpotent relative to X, then the ring 
A is said to be Shirshov locally right nilpotent. 
LEMMA 3. A is Shirshov locally right nilpotent. 
Proof: We first show ((x, x, y)z)(x, x, y) =O. For from linearized 
(23) we see ((x,x, y), z, (x,x, Y)) = -(x, z, ((x,x, Y), x, Y) + 
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(x, (x, x, y), y))= 0, by (9), linearized (1) and (23). Therefore 
(k x, Y)Z)(X, x9 Y) = (x, x, y)(z(x, x, y)). But by linearized (15) 
C(x, 4 Y), z(x, x, Y)l = - CT z{ (( x, 4 Y), x, v) + (x, (-7 x, Y), Y)}l = 0, 
again by (9), linearized (1) and (23). Thus ((x, x, y)z)(x, x, y) = 
(x, x, y)(z(x, x, Y)) = (4x, x, Y))(x, x, y) = 4x, x, y)* = 0 using (1) and 
(14). 
Now it is well known [7] that our right alternative ring A has an 
attached special Jordan ring A(+) with multiplication x 0 y = f(xy + yx). 
Also, an element ZEA(+) is called an absolute zero divisor if 2(z 0 x) 0 z - 
xoz2=0 for all XEA(+) [8]. But if (ax)a=O for all XEA, then using (1) 
and its linearization we see 2(aox)oa - xoa2 = a(aox) + (aox)a - 
xou2 = f(a”x + (ax)a + (ax)a + (xa)a -.~a* - a*~) = i((xu)u - 
~a*) = 0. Thus by our initial observation each (x, x, y) in A is an absolute 
zero divisor in A(+). 
Now the Jordan A(+) has a radical A(A’+‘), called its McCrimmon 
radical, which contains the ideal generated by all absolute zero divisors in 
A(+) [8]. Since by Lemma 1 A is the linear span of {(x, x, y) 1 x, y E A}, it 
hence follows A’+‘=.&(A’+‘). But then since A(+) is special, by 
Theorem 14.4 in [S] A(A’+‘) =A (+) is locally nilpotent. However, by 
Proposition 2 in [6] A(+) is locally nilpotent if and only if A is Shirshov 
locally right nilpotent. Thus we have established the lemma. 
COROLLARY. A cannot be a finite sum of right ideals of the form (xA)#. 
Proof Suppose to the contrary A = (x1 A) # + . . . + (x, A) #. Then each 
xi=cj,k(((xjujkl ) ajk2) “‘1 ujknk. Now by Lemma 3 the subring generated 
by the finite set consisting of the xj’s and ajk;s is Shirshov locally right 
nilpotent. Thus iterating for the xi’s in the expression for xi leads to each 
xi = 0. But this means A = 0, which is a contradiction. 
LEMMA 4. rf B # 0 is a derivation of A and D = (A )D is the range of D, 
then A = D# + (A, A, D)#. 
ProojI Since A is simple and d # 0, it suffices to show D# + (A, A, D)# 
is an ideal of A. As noted in Section 2, Ds + (A, A, D)” is a right ideal of 
A. Now by Proposition 2(a) and (c), AD0 = AD E D, and A(D,) s D, + , + 
(A, A, D),-, for n > 1. Thus A(D#)G D# + (A, A, D)#. Also, by 
Proposition 2(b) and (e), A((A, A, D)O) = A(A, A, D) c D, + (A, A, D)l, 
and A((4 AD),) E Dn+l + (A, -4 D),+l + (A, A, (A, -4 D)),- 1 for 
n> 1. Thus A((A, A, D)#) E D# + (A, A, D)” + (A, A, (A, A, D))#. 
To complete the proof, it remains for us to show (A, A, (A, A, D)) # G 
Dx + (A, A, D)#. For this, given a subset S of A we shall denote the 
linear span of {(x, x, s) 1 x E A, SE S} by simply (t, t, S). First, using (17) 
repeatedly and Proposition 2(c) and (d), we see 2A(2A(t, t, D)) E 
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2A{D(t, t, A) + (t, t,D) + (t, &DA)} E AD, + 2A(t, 1, D) + 
2A(t, t,D1) G ADI + (D(t, t, A) + (t, t, D) + (t, t,DA)} + {DJt, t, A) 
+ (6 t,4) + (6 t,D,A)} G & + MAD)1 + (A,&&) si Dz + 
(A, A, D)z. Since characteristic f2 and A simple imply 2A = A, we thus 
obtain 
AMt, t, D)) G Dz + (4 A, DL. 0) 
Next, using linearizations of (24) and (1) followed by Proposition 2(b), 
(-4 t, (Yn z, t) + (z, YR t)) c (A, ya (t, t, z)) + (4 z, (t, t, Jo) s 
(A, A, D) + A(A, A, D) + A(A(t, t, D)) c D, + (A, A, D)l + A(A(t, t, D)). 
Thus by (i) we have 
(4 t, (~6 z, t) + (z, Y& t)) s D, + (A, A, D),. (ii) 
Now since D is a derivation, (x, t, (z, y, t)d) = (x, t, (za, y, t) + 
(z, yD, t) + (z, y, tD)). Using this and linearized (1 ), by adding and sub- 
tracting certain terms we see that 
(4 y, (7 t, ml = -((x, Y, (z, 14 t) + (a z, t)) + (4 t, (z, ta Y) 
+ (a z, Y))} + ((x, t, (YO z, t) + (z, YD, t))} 
+ 6% y, (a z, t)) + (4 t, (a z, Y)) 
- lx, t, (YR z, t)) + (x, 6 w, y, t)) - (x, 4 (2, y, tm 
In this last equation, the expressions within the braces are in 
D2 + (A, A, D)2 by (ii), while the remaining terms on the right are in 
(A, A, D2) E D2 + (A, A, D)2 by Proposition 2(d). Thus we arrive at 
(A, A, (A, t, td)) G 4 + (A, A, D)z. (iii) 
Again d a derivation implies (x, y, z)b = (xD, y, z) + (x, ~4, z) + 
(x, y, zD). Hence using linearized (1) we have 2(x, y, z@ = (x, y, za) + 
(x, y, zD) = (x, y, zD) + (x, y, z)B - (x& y, z) + (x, z, yb). Now 
(x, y, z)d - (nd, y, z) E D2; a@ letting (A, t, t@ denote the linear span of 
(x,Y,Y~)~x,YE-@> ( x, y, zD) + (x, z, y@ E (A, t, t@. Thus we see 
(A, A, D) E D2 + (A, t, tD). (iv) 
But this means (A, A, (A, A, D)) c (A, A, D2) + (A, A, (A, t, tD)) E D2 
+ (A, A, D)2 by (iv), Proposition 2(d), and (iii); and this in turn implies 
(A, A, (A, A, D))# G D” + (A, A, D)#. 
LEMMA 5. A satisfies the identity 
(25) 
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Proof. BY (4) and (111, (wx, (Y,Y,x))= -(w,z, [x,(Y, Y,x)I) + 
w(z, x, (Y, y, xl) + (w x, (Y, y, x))z = w(z, x9 (Y, Y, x)) + (w, 4 
( y, y, x))z. Therefore zD = (z, x, ( y, y, x)) is a derivation of A for fixed x 
and y. Let P= (xA)# + (yA)#. We shall show D# + (A, A, D)# E P. By 
the Corollary to Lemma 3, this means A # D# + (A, A, D)#; and so by 
Lemma 4 d = 0. Thus (z, x, ( y, y, x)) = 0. 
To show D# + (A, A, D)# G P, it will suftice to show D + (A, A, D) E P. 
First using linearized (7), D = (A, x, (y, y, x)) c (x, A, (y, y, x)) + 
(x,x, (y, y, A)) E (xA)# G P. Next by (iv), (A, A, D) c D, + (A, t, tb). 
But DE P implies D, c P, so we are reduced to showing 
(A, t, (1, x, (Y, Y, x)))E P. 
Now from linearizations of (1) and (22), (a, t, (t, x, ( y, y, x))) = 
-(a, 4 (t, (y, y, x), x)) = (4 (Y, Y, x)2 (4 4 xl) + (4 4 ((Y, Y> XL f, x)1 = 
(a, (y, y, x), (6 4 xl) - (a, 1, ((Y, Y, XL 4 t)) = 44 (6 6 xl, (Y> Y1 xl) - 
(a, t, ((y, y, x)x)t) + (a, t, (y, y, x)(xt)). But by (2), linearized (l), and 
(3)? 
(a, 4 ((Y, Y, x)xP) = (4 t*, (Y, Y> x)x) - (4 6 4(YY Y7 x)x)) 
= (a, t2, (Y, y, x)x) + (4 4 (Y, Y, x)xk 
while by linearized (3), and linearized (l), (a, t, (y, y, x)(xt)) = 
(a, WI, (y, Y, xl) + (a, t, x~)(Y, Y, xl - (a, x6 (Y, Y, x))t. Thus it follows 
(A, t, (t, x, (Y, Y, x))) s (4 4 (Y, Y, x)1 + t-4 A, (Y, Y, x)x) + 
(A, 4 (Y, Y, x)x)A + NY, Y, xl + (4 A, (Y, Y> x))A. 
Starting with linearized (23), we see (A, A, ( y, y, x)) E ( y, A, (A, y, x)) 
+ ( y, A, ( y, A, x)) L ( yA)# E P; and so P a right ideal implies also 
(A,A,(y,y,x))A~P.Nextby(ll)and(18),3(y,y,x)x = 3x(y,y,x) = 
(by, Y,X) + (Y,xY,x)) - {(x, Y,XY) + (Y, x, xv)); and so using 
linearized (23), 3(a, b, (Y, Y, x)x) = (a, h (XY, Y, x) + (Y, XY, x)1 - 
(~,b,(x,y,-v) + (Y,x,xY)) = - (XY, b, (a, Y, x) + (Y, a, x)) - 
(y,b,(a,xy,x) + (xy,a,x)) + (x,b,(a,y,v) + (Y,u,xY)) + 
(y, b, (a, x, xy) + (x, a, xy)). Thus it follows (A, A, (y, y, x)x) G (xA)# 
+ (yA) # = P; and so also (A, A, (y, y, x)x)A c P, for P is a right ideal. 
Finally, by linearized (11) we have A( y, y, x) E x( y, y, A) + ( y, y, x)A 
+ (y, y, A)x E (xA)# + (yA)# = P. This then establishes 
(A, I, (t, x, ( y, y, x))) G P, and thereby completes the proof of the lemma. 
LEMMA 6. Zf P#O is a right ideal of A and L is the linear spun of 
{(x,x,p)(x~A,p~P}, then A=P+AP$L. 
Proof. Since A is simple and P # 0, it suffices to show Z= P + AP + L is 
an ideal of A. First PA E PSI since P is a right ideal, and APEZ by 
definition. Next for x, YE A and p E P, 2y(x, x, p) = -p(x, x, y) + 
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((Yx>x, P) + (xv Y-T P,} - ((Y,x, PX) + 6, Y, PX,} by (17). Thus 
A(x, x, P) E P(x, x, A) + LE P + L c Z, and so AL cl. But then using 
linearized (1 1 ), (x, x, P)A E (x,x,A)P + P(x,x,A) + A(x,x,P) G AP 
+ P + ALcZimplies LAcZ. 
We can now show’ (A, A, P) E I. Since by Lemma 1 A is the linear span 
of {(x, x, y) I x, y E A}, it will s&ice to consider (A, (x, x, y), P). But from 
above A(x, x, P) E P + L, so using the linearizations of (1) and (25) we 
have (A, (x, x9 ~1, p) c (A, p, (x, x, Y)) c (A, Y, (x, x, PI) c 4x, x, P) 
+ A(A(x, x, P)) E P + L + AP+ AL. Since AL E Z has already been 
established, we thus see (A, A, P) sZ. But then A(AP) E (A, A, P) + 
AP G Z, and using linearized (1) (AP)A G (A, P, A) + A(PA) s (A, A, P) 
+ APE Z. Therefore we have proved Z is an ideal of A. 
THEOREM. Zf A is a simple locally (- 1, 1) nil ring with characteristic 
22, 3, then A is associative. 
Proof. We suppose that A is not alternative. Let t = (x, x, y) # 0, and T 
be the additive subgroup of A generated by t. For the right ideals P = T# 
and Q=(xA)#+(yA)#, we shall show P + AP + L c Q where L is the 
linear span of { (2, z, p) 1 z E A, p E P}. Let us first note that by linearized 
(11) At=A(x,x, y) G y(x,x,A) + (x,x,A)y + (x,x, y)A G (yA)# + 
(xA)# = Q. Thus it follows (AT)# G Q. Also, by linearized (23) (A, A, t) 
= (A, A, (x,x, y)) E (x, A, (A, x, y) + (SC, A, y)) c (xA)# c Q. Thus we 
have (A, A, T) ” c Q. 
We now consider P+ AP + L. First t = (x, x, y) E (xA)# E Q implies 
P=T#cQ. Next A(T,,) = AT c (AT)#, and for i>l by 
Proposition l(a) A(Ti) c (AT)i + (A, A, T)i-l c (AT)’ + (A, A, T)#. 
Thus AP=A(T#) = A(U,“=, Ti) = lJEoA(Ti) c (AT)# + 
(A, A, T)’ E Q by our initial note. Finally, (A, A, To) = (A, A, T) c 
(A, 4 T)‘, and for i> 1 by Proposition l(b) (A, A, Ti) E (AT),-, + 
(A, A, T)i E (AT)# + (A, A, T)#. Thus L c (A, A, T#) = (A, A, UEO TJ 
= UzO(A, A, Ti) c_ (AT)# + (A, A, T)# s Q, again by our initial note. 
Now Q #A by the Corollary to Lemma 3, and since we have just shown 
P+ AP + L G Q, by Lemma 6 it must be the case T’ = P = 0. But this 
means t = 0, which is a contradiction. Hence we must conclude that a sim- 
ple locally ( - 1, 1) nil ring A, with characteristic 22, 3, is in fact alter- 
native. But in [3] Kleinfeld proved a prime alternative nil ring, with 
characteristic 23, is associative. Since any simple ring is prime, this then 
proves the theorem. 
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