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Abstract
In this paper, we calculate the space Ext1GL(n)(Ln(λ), Ln(µ)),
where GL(n) is the general linear group of degree n over an alge-
braically closed field of positive characteristic, Ln(λ) and Ln(µ) are
rational irreducible GL(n)-modules with highest weights λ and µ re-
spectively, the restriction of Ln(λ) to any Levi subgroup of GL(n) is
semisimple, λ is a p-restricted weight and µ does not strictly dominate
λ.
1 Introduction
In this paper, we fix an algebraically closed field K of characteristic p > 0.
We denote by Σn the symmetric group of order n interpreted in this paper as
the group of all bijections of the set {1, . . . , n}. Let GL(n) denote the group
of all invertible n× n-matrices over K.
A partition of an integer n is an infinite countable weakly decreasing
sequence of nonnegative integers such that the sum of its elements equals
n. The height of a partition λ is the number h(λ) of its nonzero entries. A
partition λ that does not contain p or more identical entries is called p-regular.
A partition λ is said to dominate a partition µ if
∑i
j=1 λj >
∑i
j=1 µj for any
i > 1. This fact is denoted by λ D µ. The formula λ ⊲ µ means that λ D µ
and λ 6= µ. Let λt denote the partition conjugate to λ. That is the Young
diagram of λt is the transposed Young diagram of λ.
To each partition λ of n, there corresponds a KΣn-module S
λ, which
is called the Specht module (see, for example, [4, Definition 4.3]). Let
Dλ = Sλ/ radSλ for a p-regular partition λ. The map λ 7→ Dλ defines a
one-to-one correspondence between p-regular partitions of n and irreducible
KΣn-modules.
By a Young subgroup of Σn we mean any subgroup
{σ ∈ Σn : σAi = Ai, i = 1, . . . , k},
where A1 ∪ · · · ∪Ak = {1, . . . , n} is an arbitrary disjoint partition.
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Definition 1.1. ([6, Definition 0.1]) An irreducible KΣn-module is called
completely splittable if and only if its restriction to any Young subgroup of
Σn is semisimple.
For any partition λ, let χ(λ) = λ1 − λh(λ) + h(λ) if λ is nonzero and
χ(λ) = 0 otherwise. A criterion for complete splittability of Dλ in terms of
λ was obtained by A.S.Kleshchev in [6].
Proposition 1.2. ([6, Theorem 2.1]) Dλ is completely splittable if and
only if χ(λ) 6 p.
In what follows a partition λ such that Dλ is completely splittable is
also called completely splittable. A completely splittable partition containing
more than one nonzero parts and at least one rim p-hook is called big (see [7,
Definition 4]).
The result for the general linear group similar to Proposition 1.2 was
proved in [2]. In this connection, we are interested to prove an analog of the
following result for the general linear group.
Proposition 1.3. ([7, Theorem 6 and Corollary 6]) Let p > 2, λ be a
completely splittable partition and µ be a p-regular partition of n such that
λ ⋫ µ. Then
Ext1Σn(D
λ, Dµ) ∼=
{
K if λ is big and µ = λ˜;
0 otherwise.
If λ is big then radSλ is a nonzero homomorphic image of Sλ˜. Otherwise
radSλ = 0.
The main aim of the present paper is to prove the above mentioned ana-
log for p-restricted completely splittable weights (see the definitions of §2).
In fact, the desired result (Theorem 3.4) follows from Proposition 1.3 by
applying the Schur functor and the restriction functors Rn+mn from [1].
Note that the question remains open for not p-restricted completely split-
table weights.
2 Preliminaries
For an integer n > 0, let X(n) denote the set of all n-tuples of integers. The
subset of X(n) consisting of sequences (λ1, . . . , λn) such that λ1 > · · · > λn
is denoted by X+(n). Elements of X(n) are called weights and elements
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of X+(n) are called dominant weights. Let Λ+(n,m) denote the subset of
X+(n) consisting of all sequences (λ1, . . . , λn) such that λ1 > · · · > λn > 0
and λ1 + · · ·+ λn = m.
A vector v of a rational GL(n)-moduleM is said to have weight λ ∈ X(n)
if diag(t1, . . . , tn)v = t
λ1
1 · · · t
λn
n v, for all t1, . . . , tn ∈ K \ {0}. We denote by
Mλ the subspace of M consisting of all vectors of weight λ. We say that λ
is a weight of M if Mλ 6= 0.
We fix the weights εi = (0
i−1, 1, 0n−i) and αi,j = εi−εj , where 1 6 i, j 6 n.
We introduce the following partial dominance order on weights: µ 6 λ if λ−µ
is a sum of αi,j for i < j (possibly empty and with repetitions). As usual,
µ < λ means that µ 6 λ and µ 6= λ. A dominant weight λ ∈ X+(n) is called
p-restricted if λi − λi+1 < p for 1 6 i < n.
For a dominant weight λ ∈ X+(n), row i is called removable if 1 6 i < n
and λi > λi+1. If a weight λ ∈ X
+(n) has at least one removable row, then
we put ψn(λ) = j − i + λi − λj+1, where i and j are the smallest and the
largest removable rows of λ respectively. If λ does not have removable rows,
i.e. all entries of λ are identical, then we put ψn(λ) = 0.
Let [V : D] denote the composition multiplicity of an irreducible module
D in a module V , when it is clear over what ring both modules are considered.
For λ ∈ X+(n), let ∆n(λ) and Ln(λ) denote the Weyl module and the
irreducible module with highest weight λ respectively (see the definitions
from [5]). As we distinguish between partitions and weights, the following
notation is helpful. Let a be a sequence of length n andm be such that ai 6= 0
implies i 6 m. Then we denote by (a)m the sequence (a1, . . . , am) if m < n
and the sequence (a1, . . . , an, 0
m−n) if m > n. In this definition n and m are
nonnegative integers or +∞. We shall mean the following abbreviations:
Sλ = S(λ)+∞ , λt = ((λ)+∞)
t, ∆n(λ) = ∆n((λ)n), Ln(λ) = Ln((λ)n)
always, when the corresponding modules and sequences are well defined.
A standard Levi subgroup of GL(n) is any subgroup of the form GL(n1)×
· · · × GL(nk), where n1 + · · · + nk = n. A subgroup of GL(n) is called a
Levi subgroup of GL(n) if it is conjugate to a standard Levi subgroup. An
irreducible module Ln(λ) is called completely splittable if its restriction to
any Levi subgroup of GL(n) is semisimple. A weight λ ∈ X+(n) such that
the module Ln(λ) is completely splittable is also called completely splittable.
In [2], a criterion for complete splittability of λ is proved, which in the
case of p-restricted weights takes the following form.
Proposition 2.1. A p-restricted weight λ ∈ X+(n) is completely splittable
if and only if ψn(λ) 6 p.
3
In the proof of the main result, we shall use the following fact that follows
from [5, II.2.14(4)].
Proposition 2.2. Let λ, µ ∈ X+(n) and λ 6< µ. Then
Ext1GL(n)(Ln(λ), Ln(µ))
∼= HomGL(n)(rad∆n(λ), Ln(µ)).
Here and in what follows cohomologies of algebraic groups are understood as
rational cohomologies (see [5, I.4]).
In the proof of Theorem 3.4, we use the hyperalgebra U(n) for GL(n).
It has the advantage of being generated by elements taking homogeneous
vectors to homogeneous vectors. Below is its exact definition.
Let gl(n,Q) be the Lie algebra of all n × n-matrices over the field of
rational numbers Q with respect to commutation and U(n,Q) be the uni-
versal enveloping algebra of gl(n,Q). Let Xi,j denote the matrix having
1 at the intersection of row i and column j and zeros elsewhere. Thus
Xi,j ∈ gl(n,Q) ⊂ U(n,Q) Let U(n,Z) denote the Z-subalgebra of U(n,Q)
generated by the elements
X
(r)
i,j :=
(Xi,j)r
r!
for integers 1 6 i, j 6 m, i 6= j and r > 0;
(
Xi,i
r
)
:=
Xi,i(Xi,i−1)···(Xi,i−r+1)
r!
for integers 1 6 i 6 m and r > 0.
As is shown in [5], any finite dimensional rational GL(n)-module can be inter-
preted as a U(n)-module. The subalgebras of U(n) generated by all elements
X
(r)
i,j for i < j is denoted by U
+(n). The subalgebras of U(n) generated by
all elements X
(r)
i,j for i > j is denoted by U
−(n). The subalgebra of U(n)
generated by all elements
(
Xi,i
r
)
is denoted by U0(n). The decomposition
U(n) = U−(n)U0(n)U+(n) is proved in [5]. Finally, let us call a vector v of
some U(n)-module primitive if U+(n)v = Kv.
3 Main result
We shall prove the following simple fact.
Proposition 3.1. Let S be a K-algebra, V be an S-module, L be an ir-
reducible S-module and e ∈ S be an idempotent such that eL 6= 0. Then
HomS(V, L) is isomorphic to a K-subspace of HomeSe(eV, eL)
Proof. Consider the K-linear map from HomS(V, L) to HomeSe(eV, eL)
defined by ϕ 7→ ϕ|eV . We claim that it is an embedding. Let ϕ be a nonzero
element of HomS(V, L). By hypothesis, ex 6= 0 for some x ∈ L. Since L is
irreducible, we have x = ϕ(v) for some v ∈ V . Hence ϕ(ev) = ex 6= 0 and
ϕ|eV 6= 0. 
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Lemma 3.2. Let λ, µ ∈ Λ+(n,m), m 6 n, λ 6< µ and λt, µt be p-regular.
Then dimExt1GL(n)(Ln(λ), Ln(µ)) 6 dimExt
1
Σm(D
λt , Dµ
t
).
Proof. It follows from Proposition 2.2 that Ext1GL(n)(Ln(λ), Ln(µ))
∼=
HomS(n,m)(rad∆n(λ), Ln(µ)), where S(n,m) is the Schur algebra (see [3,
§2.3]). Proposition 3.1 applied to e := ξu,u, where u = (1, 2, . . . , m, 0
n−m)
(see [3, §§2.3,6]), V := rad∆n(λ), L := Ln(µ) and S := S(n,m) yields
dimHomS(n,m)(rad∆n(λ), Ln(µ)) 6 dimHomΣm(radS
λt , Dµ
t
).
Applying HomΣm(−, D
µt) to the exact sequence 0 → radSλ
t
→ Sλ
t
→
Dλ
t
→ 0, we get the exact sequence
0→ HomΣm(D
λt , Dµ
t
)→ HomΣm(S
λt , Dµ
t
)
→ HomΣm(radS
λt , Dµ
t
)
ι
→ Ext1Σm(D
λt , Dµ
t
).
Hence ι is an embedding and dimHomΣm(radS
λt , Dµ
t
) 6 dimExt1Σm(D
λt , Dµ
t
).

Definition 3.3. Let λ be a p-restricted weight of X+(n). We call λ big if λ
has a removable row and
(1) j − i+ λi − λj+1 6 p (i.e. λ is completely splittable);
(2) λi − λj+1 > 1, j − 1 + λi − λj+1 > p, i− λi + λj+1 + p+ 1 6 n,
where i and j are the smallest and the largest removable rows of λ respectively.
For a big λ ∈ X+(n), we put
λˆ = λ−
i−j−λi+λj+1+p+1∑
k=1
αj+λi−λj+1−p−1+k,j+k.
In other words, a p-restricted weight λ is big if λ is completely splittable and
one can nontrivially move i−j−λi+λj+1+p+1 nodes from the last column
to column λj+1 + 1 to obtain a weight of X
+(n), which is denoted by λˆ.
Example. Let p = 7 and λ = (5, 5, 5, 4, 3, 1, 1, 1). Then λ is big and
λˆ = (5, 4, 4, 4, 3, 2, 2, 1).
Theorem 3.4. Let λ be a completely splittable p-restricted weight of X+(n)
and µ ∈ X+(n) such that λ 6< µ. Then
Ext1GL(n)(Ln(λ), Ln(µ))
∼=
{
K if λ is big and µ = λˆ;
0 otherwise.
If λ is big then rad∆n(λ) is a nonzero homomorphic image of ∆n(λˆ). Oth-
erwise rad∆n(λ) = 0.
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Proof. Multiplying the modules Ln(λ) and Ln(µ) by a suitable power of
the representation detn = ∆n(1
n), we may assume that λn = 0 (see Proposi-
tion 2.2). We put m =
∑n
i=1 λi.
Case 1: λ 6> µ. By Proposition 2.2 we get Ext1GL(n)(Ln(λ), Ln(µ)) = 0.
On the other hand, for a big λ, we have λ > λˆ.
Case 2: λ > µ and n > m. If p = 2 then we would have λ = (1m, 0n−m)
and the conditions µ < λ and µ ∈ X+(n) would not hold simultaneously.
Hence p > 2. We have h(λt) < p, λt ⊳ µt and h(µt) < p. Therefore µt and
λt are p-regular. By Lemma 3.2, we get
dimExt1GL(n)(Ln(λ), Ln(µ)) 6 dimExt
1
Σm(D
λt , Dµ
t
). (1)
In the case under consideration, λt is a big partition if and only if λ is
a big weight; if these conditions are satisfied, then λ˜t = λˆt. It follows from
these facts, inequality (1) and Proposition 1.3 that
dimExt1GL(n)(Ln(λ), Ln(µ)) 6
{
1 if λ is big and µ = λˆ;
0 otherwise.
(2)
Therefore it remains to prove that for a big λ, the module rad∆n(λ) is a
nonzero homomorphic image of ∆n(λˆ).
By [3, 6.6b] and Proposition 1.3, we have
[rad∆n(λ) : Ln(λˆ)] = [∆n(λ) : Ln(λˆ)] = [S
λt : Dλˆ
t
] = [Sλ
t
: D
eλt ] = 1. (3)
Therefore there is a nonzero vector v ∈ rad∆n(λ) of weight λˆ. Let V be a
U(n)-submodule in rad∆n(λ) generated by v, γ ∈ X(n)
+ be a maximal with
respect to the order> weight of V and w be a nonzero element of V γ . Clearly,
w is a primitive vector and w ∈ U+(n)v. Hence HomGL(n)(∆n(γ),∆n(λ)) 6= 0
and γ > λˆ. Therefore by Proposition 1.3, we get
0 6= [rad∆n(λ) : Ln(γ)] = [radS
λt : Dγ
t
] 6 [S
eλt : Dγ
t
].
Hence λˆt = λ˜t E γt, λˆ > γ and λˆ = γ. Now it follows from (2) and (3)
that the image of an arbitrary nonzero homomorphism from ∆n(λˆ) to ∆n(λ)
coincides with rad∆n(λ).
Case 3: λ > µ. We put ν = (λ1, . . . , λn, 0
m). First suppose that λ is big.
Then ν is also big, νˆ = (λˆ1, . . . , λˆn, 0
m), and by case 2 there exists an exact
sequence
∆n+m(νˆ)→ ∆n+m(ν)→ Ln+m(ν)→ 0.
Applying the functor Rn+mn defined in [1, §2] to this sequence and taking into
account [1, 2.3], we get an exact sequence
∆n(λˆ)→ ∆n(λ)→ Ln(λ)→ 0.
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Therefore rad∆n(λ) is a homomorphic image of ∆n(λˆ). In view of Propo-
sition 2.2, it remains to show that rad∆n(λ) is nonzero. By case 2, we
have 1 = [∆n+m(ν) : Ln+m(νˆ)]. Applying the functor R
n+m
n and taking into
account [1, 2.3], we get 1 = [∆n(λ) : Ln(λˆ)] = [rad∆n(λ) : Ln(λˆ)].
Now suppose that λ is not big. In view of Proposition 2.2, we only need
to prove that rad∆n(λ) = 0.
If ν is also not big, then ∆n+m(ν) ∼= Ln+m(ν) by case 2. Applying the
functor Rn+mn and taking into account [1, 2.3], we get ∆n(λ)
∼= Ln(λ) and
rad∆n(λ) = 0.
If ν is big, then n < m, νˆn+1 > 0 and by case 2 there exists an exact
sequence
∆n+m(νˆ)→ ∆n+m(ν)→ Ln+m(ν)→ 0.
Applying the functor Rn+mn to this sequence and taking into account [1, 2.4
and 2.3], we get ∆n(λ) ∼= Ln(λ) and rad∆n(λ) = 0. 
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