We review recent work on the role of intrinsic amygdala networks in the regulation of classically conditioned defensive behaviors, commonly known as conditioned fear. These new developments highlight how conditioned fear depends on far more complex networks than initially envisioned. Indeed, multiple parallel inhibitory and excitatory circuits are differentially recruited during the expression versus extinction of conditioned fear. Moreover, shifts between expression and extinction circuits involve coordinated interactions with different regions of the medial prefrontal cortex. However, key areas of uncertainty remain, particularly with respect to the connectivity of the different cell types. Filling these gaps in our knowledge is important because much evidence indicates that human anxiety disorders results from an abnormal regulation of the networks supporting fear learning.
We review recent work on the role of intrinsic amygdala networks in the regulation of classically conditioned defensive behaviors, commonly known as conditioned fear. These new developments highlight how conditioned fear depends on far more complex networks than initially envisioned. Indeed, multiple parallel inhibitory and excitatory circuits are differentially recruited during the expression versus extinction of conditioned fear. Moreover, shifts between expression and extinction circuits involve coordinated interactions with different regions of the medial prefrontal cortex. However, key areas of uncertainty remain, particularly with respect to the connectivity of the different cell types. Filling these gaps in our knowledge is important because much evidence indicates that human anxiety disorders results from an abnormal regulation of the networks supporting fear learning.
This review focuses on learned fear and its regulation by intrinsic circuits of the amygdala. As biologists, we approach fear with an evolutionary perspective. We conceive fear as a set of innate response predispositions (behavioral, endocrine, autonomic, and cognitive) to threatening stimuli. We assume that these response tendencies, or rather, the underlying anatomical substrates and physiological mechanisms, have been retained by natural selection because they promote survival and reproductive success. Thus, the neuronal basis of fear should be well conserved across species, a corollary supported by congruent findings of animal and human studies (Phelps and LeDoux, 2005) . We focus on observable correlates of fear like freezing behavior for two reasons. First, animals might not experience feelings of fear. Second, the subjective experience of fear and associated defensive behaviors likely depend on different mechanisms (LeDoux, 2014) . Nevertheless, for simplicity, below we use the word fear when referring to defensive behaviors.
Building on innate fear, learned fear also represents an advantageous evolutionary adaptation: the ability to learn by experience that some stimuli or circumstances predict danger or safety is key to the survival of animals in the wild. In the laboratory, the paradigm most often used to study this process is Pavlovian fear conditioning where an initially neutral stimulus (conditioned stimulus [CS] ), such as tone, is paired with a noxious unconditioned stimulus (US), typically a mild foot shock. As a result, the CS acquires the ability to elicit conditioned fear responses (such as freezing) when later presented alone.
Pavlovian fear conditioning is used widely, in part because it is easy to implement: just a few (typically four to five) CS-US pairings lead to the formation of a readily quantifiable memory that lasts the subjects' lifetime (McAllister et al., 1986; Gale et al., 2004) . Another factor behind this paradigm's popularity is evidence that human anxiety disorders result from a dysregulation of normal fear learning mechanisms (Graham and Milad, 2011) and abnormal activity patterns in the cerebral networks that normally regulate fear learning (Shin et al., 2006a; Bremner et al., 2008) .
Together, these factors have contributed to make fear learning mechanisms one of the most intensely studied questions in neuroscience. Indeed, during the last decade, $400 papers/ year have been published on this question. Since this vast literature cannot possibly be reviewed here, we will focus on a line of investigation that has been particularly active lately: the intrinsic amygdala circuits that mediate learned fear. Although we concentrate on learned fear, it should be noted that the same circuits have been implicated in the acquisition of responses driven by positively valenced reinforcers (for instance, see Tye et al., 2008) . The reader is referred to prior reviews for other aspects of fear conditioning such as mechanisms of synaptic plasticity (Pape and Pare, 2010; Johansen et al., 2011) , memory consolidation and reconsolidation (Nader and Hardt, 2009) , the impact of neuromodulators and stress (Rodrigues et al., 2009) , or genetic factors (Hovatta and Barlow, 2008) .
Anatomy and Physiology of the Amygdala
The amygdala is a critical component of the neural circuitry underlying fear learning (Davis, 2000; LeDoux, 2000) . It is comprised of a heterogeneous collection of nuclei, some with properties reminiscent of cortex, others of striatum. In this review, we will focus on a subset of these because they are thought to regulate conditioned fear: the basolateral complex (BLA), which includes the lateral (LA), basolateral (BL), and basomedial (BM) nuclei; the central nucleus (CeA), commonly divided in lateral (CeL) and medial (CeM) sectors; and the intercalated cell masses (ICMs). In broad strokes, LA is the main point of entry for sensory inputs into the amygdala, whereas CeM is the main source of amygdala projections to brainstem fear effector structures. However, not all sensory inputs trigger fear, in part because impulse transfer from LA to CeM is flexibly gated depending on the specific pattern of environmental cues confronting the organism . It is thought that CeL and the ICMs fulfill this function, because they receive glutamatergic inputs from BLA and send GABAergic projections to CeM. We now briefly consider the cell types and connectivity of these nuclei.
BLA
The cellular composition of the BLA is often likened to that of the cerebral cortex, because it also contains a majority ($80%) of spiny glutamatergic neurons (principal neurons; Figures 1A and 1B) and a minority ($20%) of sparsely spiny GABAergic interneurons ( Figure 1B3 ) (McDonald, 1992; Spampanato et al., 2011) . While the vast majority of GABAergic neurons in the BLA are local-circuit cells, a recent study reported that a small subset located in or near the external capsule projects to the basal forebrain (McDonald et al., 2012) . Although some intrinsically bursting principal cells exist ( Figure 1E1 ) (Paré et al., 1995a) , most are regular spiking neurons that exhibit a continuum of spike frequency adaptation due to the differential expression of voltage-and Ca
2+
-dependent K + conductances ( Figure 1E2 ) (Faber and Sah, 2002; Sah et al., 2003) . Importantly, corticosterone and norepinephrine strongly reduce this adaptation, thereby increasing the excitability of principal cells in emotionally arousing conditions (Duvarci and Paré , 2007; Tully et al., 2007) . There are at least five types of GABAergic interneurons in the rodent BLA (McDonald and Betette, 2001; Mascagni, 2001, 2002; McDonald, 2003, 2007) . Numerically, the two main classes express parvalbumin (PV + ) ( Figure 1B3 ) or somatostatin (SOM + ). However, PV + interneurons
are not distributed homogenously in the BLA: they are more numerous in BA than LA (Muller et al., 2006) . Different classes of interneurons regulate principal cells in distinct ways, because they receive different inputs and target different postsynaptic domains (Smith et al., 2000; Muller et al., 2003 Muller et al., , 2006 Muller et al., , 2007 Bienvenu et al., 2012) . For instance, PV + interneurons receive strong inputs from principal cells, but very few from the cerebral cortex (Smith et al., 2000) . They form inhibitory synapses with the soma, axon initial segment, and proximal dendrites of projection cells (Pitkä nen and Amaral, 1993; Sorvari et al., 1995; Smith et al., 1998; McDonald and Betette, 2001) . In contrast, SOM + interneurons target the distal dendrites of principal cells (Muller et al., 2007) , and they receive cortical inputs (Unal et al., 2013) . Thus, PV + and SOM + interneurons would be preferentially involved in feedback versus feedforward inhibition, respectively. In terms of electroresponsive properties, many BLA interneurons exhibit a fast-spiking phenotype characterized by very brief action potentials and little or no spike frequency accommodation ( Figures 1E3 and 1E4 ) (Spampanato et al., 2011) . However, many other physiological types of interneurons have been described. In fact, even among neurochemically homogeneous subtypes, the physiological properties of local-circuit cells are extremely diverse (Rainnie et al., 2006; Sosulina et al., 2006; Jasnow et al., 2009) . Central Nucleus of the Amygdala CeL and CeM each contain one main cell type (Hall, 1972; Kamal and Tö mbö l, 1975; McDonald, 1992) thought to be GABAergic (Paré and Smith, 1993a; McDonald and Augustine, 1993) . Most CeM neurons have a large soma, dendrites that branch sparingly and exhibit a low to moderate density of dendritic spines. In contrast, most CeL neurons have a smaller soma, multiple primary dendrites that branch profusely and bear a high density of spines, similar to the main type of cells found in the striatum (Hall, 1972) , the so-called medium spiny neurons. Also similar to the striatum, local-circuit cells appear to account for a much lower proportion of neurons in CeL than BLA. As to the physiological properties of principal CeL and CeM neurons, three subtypes have been described Dumont et al., 2002; Lopez de Armentia and Sah, 2004) : regular spiking (RS) ( Figure 1C1 ), low-threshold bursting (LTB) ( Figure 1C2 ), and late firing (LF) Figure 1C3 ).
Intercalated Neurons
Intercalated neurons do not form a compact nucleus but occur as numerous small densely packed cell clusters ( Figure 1B1 , blue circles)-hence the designation ICMs. Importantly, ICMs form distinct connections depending on their position. Indeed, intercalated cell clusters are found in two major fiber bundles of the amygdala: the external capsule, which borders it laterally, and the intermediate capsule, located in between BLA and CeA ( Figure 1B1 ). We will refer to the intercalated cell clusters located in the external and intermediate capsules as lateral ICMs (ICM L ) and medial ICMs (ICM M ), respectively. Among the latter, we will distinguish between clusters located dorsally, near CeL (ICM MD ) and those located ventrally, near CeM (ICM MV ).
The vast majority of intercalated neurons are GABAergic (Nitecka and Ben-Ari, 1987; Paré and Smith, 1993a; McDonald and Augustine, 1993) . They have a small soma (8-19 mm in diameter), a dendritic tree mostly confined to the fiber bundle where their soma is located, and a moderate to high density of dendritic spines ( Figures 1B1 and 1D2) (Millhouse, 1986) . Compared to the rest of the amygdala, ICMs express very high levels of m opioid and dopamine type-1 receptors (Herkenham and Pert, 1982; Jacobsen et al., 2006; Poulin et al., 2008) . Physiologically, the main intercalated cell type exhibits a regular spiking firing pattern and a high intrinsic excitability due to a very high input resistance and modest spike frequency adaptation ( Figure 1D1 ) (Royer et al., 2000b; Marowsky et al., 2005; Geracitano et al., 2007) . Intrinsic Connectivity of the Amygdala Relative to other nucleated structures of the brain, such as the thalamus, the amygdala stands out for its very strong intranuclear and internuclear connectivity. For instance, principal BLA cells contribute multiple axon collaterals that form a high number ($100-200/mm of axon) of en passant excitatory synapses with other BLA neurons ( Figure 1B2 ) (Smith and Paré , 1994 ). Yet, paired recordings of closely spaced principal cells rarely provide evidence of connections. The explanation for this apparent contradiction resides in the spatial heterogeneity of the connections formed by principal cells with each other versus interneurons. Indeed, physiological studies have revealed that the axons of principal cells prevalently contact different types of neurons depending on the position of their targets: interneurons at proximity and other principal cells at a distance (Samson et al., 2003; Samson and Paré , 2006) . Presumably, this arrangement allows the BLA network to prevent runaway excitation locally while allowing associative interactions between distant principal cells that receive different types of inputs.
Within CeA, principal neurons are also connected with each other, but via GABAergic synapses. For instance, local pressure application of glutamate in CeL evokes inhibitory postsynaptic potentials in CeL neurons (Lopez de Armentia and Sah, 2004) . Tracing studies have also revealed that CeL neurons project to CeM ( Figure 1B1 ) but that projections from CeM to CeL are weak or do not exist (Petrovich and Swanson, 1997; Jolkkonen and Pitkä nen, 1998 (Haubensak et al., 2010; Li et al., 2013) . Locally within each intercalated cell cluster, individual neurons form inhibitory synapses with other intercalated cells, but these connections are rarely reciprocal (Geracitano et al., 2007 (Geracitano et al., , 2012 . There are also connections between different intercalated cell clusters, at least between medially located ICMs (Figure 2 , link 1). However, these connections have a preferential direction from clusters located dorsolaterally (ICM MD ), near CeL, to those located ventromedially (ICM MV ), near CeM (Figure 2) (Royer et al., , 2000a .
Like the connections between different intercalated cell clusters, most internuclear amygdala connections have a preferential directionality. Within BLA, projections prevalently run dorsoventrally, from LA to BL and BM (hereafter collectively referred to as BA for basal nuclei) ( Figure 2 , link 2) (Krettek and Price, 1978; Smith and Paré , 1994; Pitkä nen et al., 1997) . In addition, LA, BL, and BM project to CeA, a projection that is not reciprocated. Intriguingly, whereas LA exclusively projects to CeL (Figure 2 , link 3), the BA nuclei also project to CeM (Figure 2 , link 4) (Krettek and Price, 1978; Paré et al., 1995b; Pitkä nen et al., 1997) . Because CeM projections to brainstem fear effector neurons are much stronger than those originating from CeL (Hopkins and Holstege, 1978; Petrovich and Swanson, 1997) , these differential connections are highly significant for the intra-amygdala mechanisms of conditioned fear.
On their way to CeA, the axons of principal BLA neurons form glutamatergic synapses with intercalated cells Jü ngling et al., 2008) . These projections are organized topographically such that neurons in LA versus the BA nuclei preferentially contact intercalated cells in dorsally (ICM MD ; Fig (Paré and Smith, 1993b; Royer et al., 1999 Royer et al., , 2000a Geracitano et al., 2007) . Thus, there appears to be a repeated motif of connectivity between BLA, medial intercalated, and CeA neurons. Indeed, principal BLA neurons influence CeA neurons in two ways: via a direct glutamatergic projection, and indirectly, by exciting intercalated cells that then generate feedforward inhibition in CeA neurons. As we will see below, it was proposed that learned fear is regulated by modifying the relative efficacy of the direct versus indirect limbs of this microcircuit.
In contrast with intercalated neurons located in the intermediate capsule, those located in the external capsule do not project to CeA, but project to BLA (Figure 2 , link 9) (Marowsky et al., 2005) . By virtue of their position, these intercalated cells are likely innervated by a variety of cortical fields. It is therefore likely that they allow for a flexible regulation of cortical influences over the BLA. This possibility remains to be tested, however. Extrinsic Connectivity of the Amygdala Consistent with the fact that the amygdala has access to information about all sensory modalities, mammals readily develop conditioned fear responses to auditory, olfactory, or visual CSs (Domjan, 2006) . However, we will focus on auditory fear conditioning, because it is the best understood form of fear learning. Multiple parallel routes exist for the transfer of CS and US information to the amygdala: via direct subcortical (prethalamic) routes, via the dorsal thalamus (generally posterior thalamic nuclei), and via the cerebral cortex, mainly associative cortical areas (LeDoux et al., 1990a (LeDoux et al., , 1990b Turner and Herkenham, 1991; McDonald, 1998; Linke et al., 2000) . Whereas the main recipient of associative cortical inputs is LA (McDonald, 1998) , thalamic and prethalamic inputs also target CeA and the BA nuclei (LeDoux et al., 1985, Turner and Herkenham, 1991; Linke et al., 2000) . For instance, there is a major nociceptive pathway from the spinal cord and trigeminal sensory nuclei that reaches CeL via the pontine parabrachial nucleus and completely bypasses LA (Bernard and Besson, 1990; Bernard et al., 1993; Neugebauer et al., 2009 ). These findings suggest that both LA and CeA have the necessary connections to mediate CS-US associations during fear conditioning. It should also be mentioned that the BLA is reciprocally connected with the ventral hippocampus and that these connections have been implicated in contextual fear and anxiety (Narayanan et al., 2007; Felix-Ortiz et al., 2013) .
On the output side, the targets of the amygdala are extremely diverse, with BLA and CeA axons usually projecting to different sets of brain regions (Pitkanen, 2000) . Indeed, CeA supplies most amygdala projections to the brainstem nuclei that generate the behavioral and visceral correlates of conditioned fear, including the PAG, parabrachial nuclei, solitary nucleus, and DVC (Hopkins and Holstege, 1978) . In contrast, BLA contributes most amygdala projections to the striatum, thalamus, and cerebral cortex. Although many cortical regions are contacted by BLA axons, this review will only consider the medial prefrontal cortex (mPFC), because it plays a critical role in regulating conditioned fear (Sotres-Bayon and Quirk, 2010) . Other amygdala outputs thought to contribute to conditioned fear include projections to BNST (Dong et al., 2001 ) and various hypothalamic nuclei (Pitkanen, 2000) . However, in contrast with the above, both BLA and CeA contribute to these projections. Finally, the amygdala can also indirectly influence the excitability of the entire prosencephalon via its projections to neuromodulatory cell groups (releasing acetylcholine, noradrenaline [NA] , and dopamine [DA]) of the basal forebrain and brainstem (Steriade and Pare, 2007) .
Acquisition and Expression of Conditioned Fear
A series of lesion, inactivation, and unit recording studies performed in the 1990s (reviewed in Pape and Pare, 2010) led to the view that LA is the critical site of synaptic plasticity for the acquisition of Pavlovian fear. In particular, it was proposed that convergence of synaptic inputs about the CS and US leads to the potentiation of synapses conveying CS information to LA (Davis, 2000; LeDoux, 2000) . As a result, potentiated LA inputs about the CS would trigger conditioned fear by recruiting CeA neurons that project to downstream fear effector structures.
Below, we concentrate on the intrinsic amygdala networks that process CS information from LA to CeA. However, this focus does not imply that we consider the amygdala to be the sole site Scheme of coronal section of the rat amygdala where all major internuclear connections are color coded (red, glutamatergic; blue, GABAergic). Numbers (1-10) refer to specific internuclear connections discussed in the main text.
of plasticity for Pavlovian fear. In fact, auditory fear conditioning leads to widespread synaptic plasticity in the brain, not only the amygdala but also in the auditory thalamus and cortex (Weinberger, 2011; Letzkus et al., 2011) . Moreover, interfering with plasticity at these various sites prevents the acquisition of conditioned fear. Thus, there is incontrovertible evidence that plasticity in both the amygdala and its afferent neurons contributes to fear conditioning. The outstanding question is as follows: what is their relative contribution?
Recently, Kim et al. (2013a) shed new light on this question using a biologically realistic computational model of LA. The model allowed a series of experimentally impossible manipulations that probed the contributions of plasticity in CS afferent pathways versus LA to conditioned fear. Their results suggest that training-induced increases in the responsiveness of auditory afferent neurons are necessary for fear memory formation. However, once the memory has been formed, this factor is no longer required, because the efficacy of auditory afferent synapses onto LA neurons has been augmented enough to maintain the memory. New technological developments will be required to test these conclusions. Factors Intrinsic to LA Regulate Fear Learning: Role of Neuronal Excitability and Synaptic Inhibition As mentioned above, LA receives inputs from thalamic and cortical neurons involved in processing auditory (CS) and somatosensory (US) information. Moreover, CS and US information can converge onto single LA neurons (Romanski et al., 1993) . According to the cellular hypothesis of fear conditioning (Blair et al., 2001 , Sigurdsson et al., 2007 , CS inputs to LA are relatively weak prior to conditioning, and hence, the CS is unable to elicit fear responses. However, the potentiation of CS synapses as a result of conditioning would allow LA neurons to elicit fear by recruiting cells in fear effector structures such as CeM. This hypothesis predicts that CS-evoked responses should increase in LA following fear conditioning, a prediction that was confirmed by a number of extracellular and intracellular recording studies (Quirk et al., 1995; Rogan et al., 1997; Collins and Paré , 2000; Repa et al., 2001; Rosenkranz and Grace, 2002; . Importantly, the enhanced CS responsiveness of LA neurons after fear conditioning is not entirely due to the increased recruitment of auditory thalamic and/or cortical neurons. Indeed, even in brain slices kept in vitro, where afferent auditory axons to LA are cut from the somata contributing them, the efficacy of auditory synapses is enhanced after fear conditioning (McKernan and Shinnick-Gallagher, 1997; Rumpel et al., 2005) . Moreover, fear conditioning occludes long-term potentiation of cortical inputs to LA .
In the unit recording studies mentioned above, relatively few LA neurons ($20%) were seen to develop an increased CS responsiveness as a result of conditioning, despite the fact that most receive the necessary inputs (Han et al., 2007) . This led to the suggestion that assignment of particular LA neurons to the fear memory trace engages a competitive process that preferentially recruits neurons with a higher intrinsic excitability (Han et al., 2007 (Han et al., , 2009 ). In keeping with this, LA neurons expressing activated cAMP response element-binding protein (CREB), a property associated with increased neuronal excitability (Viosca et al., 2009; Zhou et al., 2009) , are preferentially recruited into the memory trace (Han et al., 2007 (Han et al., , 2009 . Moreover, when CREB is overexpressed or downregulated in LA, the proportion of cells recruited into the memory trace does not change, suggesting that a competitive synaptic process is at play (Han et al., 2007) .
Consistent with this, a recent modeling study (Kim et al., 2013b) revealed that LA neurons with a high intrinsic excitability were much more likely to acquire increased CS responses as a result of fear conditioning. Moreover, when the CREB overexpression or downregulation experiments were simulated by transforming a subgroup of cells with low excitability into more excitable neurons (or conversely), the number of model plastic cells was not altered. Thus, these results suggest that while higher intrinsic excitability biases principal LA neurons to become plastic, the number of plastic cells is constrained by synaptic interactions. In keeping with this, analysis of the connections of model plastic and nonplastic cells revealed that subgroups of principal LA neurons in effect band together via their excitatory interconnections to stifle plasticity in other principal cells by recruiting inhibitory interneurons.
Consistent with these observations, many experimental studies indicate that GABAergic transmission regulates fear conditioning and the underlying synaptic plasticity (reviewed in Paré et al., 2003; Ehrlich et al., 2009 ). As discussed above, principal LA neurons are under strong inhibitory control from both localcircuit cells as well as laterally located intercalated cells (ICM L ). Moreover, activity-dependent synaptic plasticity is more readily induced in LA neurons when GABAergic inhibition is reduced (Watanabe et al., 1995; Bissiè re et al., 2003; Shaban et al., 2006; Shin et al., 2006b ). Conversely, activation of GABA-A receptors in LA impairs acquisition of conditioned fear (Muller et al., 1997; Wilensky et al., 1999) and fear conditioning is associated with reduced BLA levels of GABA (Stork et al., 2002) and mRNA for GABA-synthesizing enzymes (Pape and Stork, 2003; Heldt and Ressler, 2007; Bergado-Acosta et al., 2008) . Together, these results suggest that disinhibition of principal LA cells is an important permissive factor in fear conditioning.
What mechanisms could regulate intra-LA inhibitory circuits and thus the acquisition of conditioned fear? GABAergic neurons are important targets of neuromodulators, such as DA, NE, serotonin, gastrin releasing peptide (GRP), and endocannabinoids (Bissiè re et al., 2003; Marowsky et al., 2005; Tully et al., 2007; Rainnie, 1999; Stutzmann and LeDoux, 1999; Shumyatsky et al., 2002; Marsicano et al., 2002) . For instance, DA and NE suppress feedforward inhibition onto principal LA neurons through both inhibition of interneurons and lateral intercalated cells (Bissiè re et al., 2003; Marowsky et al., 2005; Tully et al., 2007) . Furthermore, DA and NE facilitate synaptic plasticity within LA (Bissiè re et al., 2003; Tully et al., 2007) . Since aversive learning activates neurons in the ventral tegmental area and locus coeruleus (Brischoux et al., 2009; Chiang and AstonJones, 1993) , which respectively provide DA and NE inputs to LA, it is conceivable that these neuromodulators lead to disinhibition of principal cells, thereby facilitating the acquisition of conditioned fear. Consistent with this, NE and DA receptor activation in the amygdala has been implicated in the acquisition of conditioned fear (Bush et al., 2010; Greba et al., 2001; Guarraci et al., 1999; Nader and LeDoux, 1999) . On the other hand, serotonin (Stutzmann and LeDoux, 1999) and GRP (Shumyatsky et al., 2002) excite inhibitory interneurons. By increasing inhibition of principal cells, these modulators likely constrain plasticity in LA (Shumyatsky et al., 2002) .
As mentioned above, BLA interneurons show considerable diversity in terms of the peptides they express, inputs they receive, and cellular domains they target. This raises the question of how different interneuron subpopulations regulate fear conditioning. For example, PV + interneurons mainly target the soma and proximal dendrites of principal cells and generate feedback inhibition, whereas SOM + interneurons target their distal dendrites and provide feedforward inhibition. Therefore, these two interneuron subtypes likely mediate different aspects of information processing in the amygdala. Consistent with this, a recent study using cell-type-specific optogenetic manipulations showed that PV + and SOM + interneurons are indeed differentially recruited during the CS-US association . During the CS, PV + interneurons are excited and in turn inhibit SOM + interneurons, resulting in dendritic disinhibition in the principal cells. On the other hand, during the US, both PV + and SOM + interneurons are inhibited leading to a combination of dendritic and perisomatic disinhibition in the principal cells, ultimately gating associative plasticity. These findings suggest that acquisition of fear conditioning is dependent on two separate disinhibitory mechanisms within the BLA microcircuitry. However, how PV + and SOM + interneurons are inhibited during the US remains unclear. Further cell-type-specific optogenetic manipulations will be required to dissect the respective roles of other interneuron subpopulations in acquisition and expression of conditioned fear.
Relay of CS Information from LA to CeM
In order for conditioned fear to be expressed, information about the CS must reach brainstem-projecting CeM cells. However, LA does not project to CeM (Krettek and Price, 1978; Smith and Paré , 1994; Pitkä nen et al., 1997) . Instead, CS information from LA can reach CeM indirectly, either via glutamatergic neurons of the BA nuclei or GABAergic neurons of CeL (Figure 2 , links 2 and 3, respectively). However, these two paths are expected to exert opposite effects on CeM cells: an excitation via the BA nuclei and an inhibition via CeL. Which of these two paths is critical for fear expression?
Following fear conditioning, CeM neurons show sustained elevations in firing rates during CS presentations Duvarci et al., 2011) . Consistent with this, optogenetically activating CeM neurons elicits freezing, whereas inactivation of these neurons impairs expression of conditioned freezing . Since CeM neurons show excitatory responses to the CS, these results suggest that glutamatergic inputs from BA might be critical for relaying CS information downstream of LA. Indeed, BA nuclei are ideally situated to mediate this function as they receive strong inputs from LA and project heavily to CeM (Krettek and Price, 1978; Smith and Paré , 1994; Paré et al., 1995b; Pitkä nen et al., 1997) .
The first attempts to test the involvement of the BA nuclei in fear conditioning yielded negative results: pretraining BA lesions had little or no effect on conditioned fear (Amorapanth et al., 2000; Goosens and Maren, 2001; Nader et al., 2001 ). In contrast, postconditioning BA lesions were later shown to abolish conditioned fear responses (Anglada-Figueroa and Quirk, 2005) . Together, these results suggested that in the intact brain, the BA nuclei are indeed required for relaying the CS-evoked LA responses to CeM. However, when training occurs in their absence, CS information reaches CeM via another route.
In agreement with the dramatic effects of posttraining lesions, BA neurons develop increased CS responses as a result of fear conditioning (Herry et al., 2008; Amano et al., 2011) . Moreover, BA inactivation largely reduces conditioned fear responses . Another observation supporting the notion that BA neurons are critical for relaying LA inputs to CeM is the mismatch between the duration of conditioned fear responses and the tone responses of LA neurons. Indeed, most LA neurons show only transient responses at CS onset (Quirk et al., 1995; Repa et al., 2001 ). In contrast, most BA neurons show sustained responses that last for the entire CS duration and in some cases beyond, mirroring the persistence of conditioned fear responses . Interestingly, prelimbic (PL) neurons show a similar response pattern (Burgos-Robles et al., 2009; Fitzgerald et al., 2013; Courtin et al., 2014) . Moreover, PL inactivation impairs fear expression (Corcoran and Quirk, 2007) , and BLA inactivation abolishes tone responses in PL (Sotres-Bayon et al., 2012). In keeping with this, a recent study utilizing projection-specific optogenetic identification showed that CS-responsive BA neurons indeed project to PL (Senn et al., 2014) . Together, these results suggest that reciprocal connections between PL and the BA nuclei might contribute to prolong the transient tone signal generated by LA neurons into persistent responses ( Figure 3A) . Furthermore, these observations imply that BA neurons are not passive relays of CS information from LA to CeM, but that they also actively extend these signals in time, through interactions with each other and/or with PL. Future research investigating the contribution of PL to CS-evoked BA responses-using projection-specific optogenetic manipulations-will be important to unravel how these structures interact. Multiple Disinhibitory Networks Control CeM Output As mentioned above, preconditioning BA lesions have no effect on the expression of conditioned fear. This raises the question of how CS information is relayed from LA to CeM in the absence of BA. CeL neurons have the necessary connections (Figure 2 , links 7 and 10) but at first glance appear unlikely candidates for this role, because they are expected to generate feedforward inhibition in CeM. However, recent studies reviewed below suggest that this reasoning is incorrect and that CeL indeed plays a key role in fear conditioning.
Initially, CeA was conceived as a passive output station of the amygdala for fear expression (reviewed in Samson and Paré , 2005) . However, subsequent studies suggested that CeA is in fact necessary for both the acquisition and expression of conditioned fear Wilensky et al., 2006) . Following up on these findings, a recent study selectively inactivated either CeL or CeM to identify their respective contribution. This revealed a functional dissociation between the two subnuclei: whereas inactivation of CeL selectively impaired fear acquisition, inactivation of CeM impaired fear expression .
These findings raised the question of how could CeL, via its GABAergic projections to CeM, elicit increases in the firing rate of CeM neurons? Interestingly, two populations of neurons exist in CeL, one showing inhibitory (CeL-Off) and the other excitatory (CeL-On) responses to the CS after fear conditioning Duvarci et al., 2011) . Moreover, it was further shown that CeL-Off cells correspond to the PKCd + neurons mentioned earlier and that they express oxytocin receptors , Haubensak et al., 2010 . These findings led to the hypothesis that under baseline conditions, CeL-Off neurons exert a tonic inhibitory influence onto CeM cells. Excitation of CeL-On cells during the CS would cause the inhibition of CeL-Off neurons, resulting in the disinhibition of CeM fear output neurons Haubensak et al., 2010 ) ( Figure 3A ). Supporting this view, release of endogenous oxytocin in CeL attenuates conditioned freezing (Knobloch et al., 2012) , presumably through the activation of CeL-Off cells. However, CeL-On and CeL-Off neurons both project to CeM and reciprocally inhibit each other Haubensak et al., 2010) . It is therefore not clear how one population could become dominant as a result of fear conditioning. A possible solution comes from another study where recordings of rat CeL neurons revealed that from the training day to the recall test 1 day later, the incidence of CeL-Off neurons triples with no change in the proportion of CeL-On cells . A potential explanation for these results is that CeL-On to CeL-Off synapses are potentiated as a result of fear conditioning. Another is that a different inhibitory input, extrinsic to CeL, is involved. We will return to this idea below.
Support for the first possibility comes from a recent study that selectively manipulated the activity of a subpopulation of CeL neurons expressing SOM (Li et al., 2013) . Inactivation of SOM + neurons impaired acquisition of fear conditioning, whereas optogenetically activating them elicited freezing behavior. Interestingly, fear conditioning potentiated LA synapses onto SOM + neurons while weakening these inputs onto SOM À cells. This suggests that fear conditioning may bias the competition between mutually inhibitory CeL neuron subtypes (Li et al., 2013) . However, whether the SOM + neurons correspond to CeL-On cells remains to be determined. Indeed, unlike CeL-On cells Haubensak et al., 2010) , SOM + cells do not project to CeM (Li et al., 2013) . (*1 and *2) While it was shown that BA fear and extinction cells differentially project to PL and IL, respectively, whether return mPFC projections are similarly segregated is unknown. (*3 and *4) Currently, there is no data available on the connections of fear and extinction neurons with other amygdala neurons. The differential connections shown are hypotheses based on the available literature. (*5) Little data is available on the connectivity of CCK cells with different types of BA neurons. Trouche et al. (2013) reported that they contact fear (not shown here) and extinction-resistant neurons. CCK synapses to extinction-resistant (but not fear) neurons showed an upregulation of CB1 receptors after extinction training. The input and output connections of CCK+ interneurons shown in the figure are all hypothetical. It is possible that other subtypes of interneurons are differentially connected to fear and extinction neurons.
Another possible explanation for the marked increase in the incidence of CeL-Off cells from conditioning to fear recall is the involvement of an inhibitory input extrinsic to CeL. Consistent with this notion, CeL inactivation does not affect fear expression . What could this alternative disinhibitory pathway be? As discussed earlier, BLA can influence CeA by exciting ICM MV cells (Figure 2, link 6 ) that then generate feedforward inhibition in CeA neurons (Figure 2, link 8) . Since LA projects to ICM MD (Figure 2, link 5 ), but not ICM MV , CS presentations should cause the glutamatergic activation of ICM MD neurons, leading to the inhibition of ICM MV cells (via link 1 in Figure 2 ) as well as CeL-Off neurons (via link 7 in Figure 2) , with the final result of disinhibiting CeM ( Figure 3A) . Supporting this hypothesis, expression of the immediate-early gene Zif268 increases during fear recall in ICM MD , but not in ICM MV , cells (Busti et al., 2011 ). An important challenge for future research will be to identify the targets of ICM MD cells in CeL: do they preferentially end on CeL-Off neurons, as predicted here?
Overall, the findings reviewed in this section suggest that multiple parallel disinhibitory circuits exist within the amygdala and that their dynamic interactions ultimately determine fear expression.
Fear Extinction
In the previous sections, we considered how intrinsic amygdala networks enable animals to learn that some stimuli predict danger. However, animals can also learn that stimuli previously associated with adverse outcomes no longer represent a threat. The most studied form of such safety learning is fear extinction, in which repeated presentations of the CS alone lead to a gradual reduction of conditioned fear responses.
There is compelling behavioral evidence that extinction training does not erase or reverse the original CS-US association. Rather, extinction leads to the formation of a new inhibitory memory that competes with the initial fear memory for control of behavior (Bouton et al., 2006; Myers and Davis, 2007) . First, fear extinction is not permanent but decays with time, a process known as spontaneous fear recovery (Brooks and Bouton, 1993) . Second, conditioned fear responses can be restored by presenting the US alone in the context in which extinction training occurred (reinstatement) (Rescorla and Heth, 1975) . Third, extinction is context-dependent such that fear responses return if the CS is presented in a different context than the one where extinction training occurred, a phenomenon known as fear renewal (Bouton, 2002 (Bouton, , 2004 . In other words, during extinction training, animals learn that the CS is associated with safety in a particular context.
Together, these findings suggest that fear and extinction memory traces coexist and can be retrieved independently. A large body of evidence suggests that fear extinction is mediated by a distributed network that includes the amygdala, mPFC, and hippocampus (see Pape and Pare, 2010; Herry et al., 2010; Milad and Quirk, 2012; Maren et al., 2013) . However, we will focus on the intrinsic circuits of the amygdala that support extinction learning and expression.
Amygdala Outputs Parallel Fear Expression
There is a strong correlation between the CS responsiveness of CeM neurons and levels of fear expression Duvarci et al., 2011) . For instance, during extinction training, the firing of CeM neurons and the fear responses elicited by the CS decrease in parallel . Since extinction does not erase the initial CS-US association, this reduction is likely caused by inhibitory circuits that suppress the CS-evoked firing of CeM neurons and, consequently, fear expression. Based on their GABAergic projections to CeM, CeL, and/or ICM MV , neurons are good candidates to fulfill this role. However, increased inhibition within BLA could also be involved. Below, we review the evidence supporting these various possibilities, beginning with the BLA. Fear and Extinction Circuits Coexist in the BLA Depending on their location, LA neurons are differentially affected by extinction training. In the dorsal subdivision of LA (LAd), the main termination site of thalamic inputs about the CS, extinction causes a rapid reduction of CS-evoked responses (Repa et al., 2001) . In contrast, in ventrally located LA (LAv) neurons, CS responses persist despite extinction (Repa et al., 2001) , as seen in the auditory cortex (Quirk et al., 1997; Armony et al., 1998) . There is evidence that the rapid reduction of CS responsiveness in LAd neurons occurs through depotentiation of thalamic inputs (Kim et al., 2007) . Irrespective of the underlying mechanisms, however, the persistence of CS-evoked responses in LAv neurons despite their loss in LAd raises the intriguing possibility that extinction training causes a shift in the networks responsible for transferring CS information to the amygdala. Consistent with this, during fear renewal, some LA neurons show a resurgence of CS-elicited firing, which depends on dorsal hippocampal activity Maren and Hobin, 2007) . Thus, even though extinction training does not abolish CS-US associations, it causes a reorganization of the fear memory. In this new representation, LAv neurons likely contribute to maintain the original CS-US association.
Extinction training also causes drastic changes in the CS responsiveness of BA neurons, consistent with the finding that BA inactivation impairs extinction (Herry et al., 2008; Amano et al., 2011; Sierra-Mercado et al., 2011; Livneh and Paz, 2012) . In previous unit recording studies (Herry et al., 2008; Amano et al., 2011) , three main types of BA neurons were distinguished based on task-related changes in CS responsiveness: ''fear cells'' that develop excitatory CS responses as a result of fear conditioning but lose them following extinction training, ''extinction cells'' that only become CS responsive following extinction training, and ''extinction-resistant neurons'' that acquire CS responses during conditioning but continue to be CS responsive after extinction training. The latter cell type is reminiscent of LAv neurons and might also be involved in the maintenance of CS-US association after extinction. In contrast, fear cells are similar to CeM neurons in that their CS responsiveness correlates with the level of fear expression, diminishing with extinction but returning during fear renewal. However, extinction cells, which might overlap with Thy-1-expressing BA neurons (Jasnow et al., 2013) , have no counterpart in other amygdala nuclei.
The existence of fear and extinction neurons in BA suggests that different circuits, mediating fear and extinction, coexist within the amygdala. Cell-type-specific projections of fear and extinction neurons (within and/or outside the amygdala) likely (Krettek and Price, 1977) . Whereas PL supports fear expression (see above), IL is implicated in extinction (Sotres-Bayon and Quirk, 2010) . For instance, IL inactivation interferes with the acquisition of extinction (Sierra-Mercado et al., 2011) , and IL neurons show high-frequency bursting immediately after extinction training (Burgos-Robles et al., 2007) , as well as CS-evoked responses during extinction recall (Milad and Quirk, 2002) . Moreover, electrical stimulation of IL paired with CS onset reduces conditioned fear responses and accelerates the acquisition of extinction (Milad and Quirk, 2002) . Accordingly, recent studies further suggest that these two mPFC regions are differentially recruited during fear expression versus extinction (Orsini et al., 2011; Knapska et al., 2012) .
Consistent with these findings, a recent study reported that fear and extinction cells contribute complementary projections to the PL and IL areas (Senn et al., 2014) . In particular, fear neurons project to PL whereas extinction neurons project to IL (Senn et al., 2014) . Moreover, optogenetic silencing of IL-projecting BA neurons during extinction training results in poor extinction recall the next day (Senn et al., 2014) . In contrast, little is known about the connections of fear and extinction neurons within the amygdala. Extinction Depends on a Regulation of Intra-BA Inhibitory Circuits The rapid switching of activity between BA's fear and extinction neurons (Herry et al., 2008) suggests that intra-BA inhibitory circuits gate expression of fear versus extinction. In agreement with this, strengthening of GABAergic transmission in BLA has been implicated in extinction learning. For instance, levels of mRNA for the GABA-A receptor clustering protein gephyrin, as well as surface expression of GABA-A receptors, are upregulated in BLA after extinction training (Chhatwal et al., 2005a; Heldt and Ressler, 2007) . At the same time, mRNA levels for the GABA synthesizing enzyme GAD67 increase, whereas those for the GABA transporter GAT1 decrease in BLA (Heldt and Ressler, 2007) . Moreover, mice deficient in the activity-dependent GAD isoform GAD65 show impaired extinction (Sangha et al., 2009) . Consistent with these findings, the frequency and amplitude of miniature inhibitory postsynaptic currents increase in principal BLA neurons after extinction (Lin et al., 2009) . Together, these findings suggest that extinction is associated with an overall increase in GABAergic inhibition in the BLA.
Another line of evidence implicating intra-BA GABAergic inhibition in extinction comes from studies of endocannabinoid signaling (Lutz, 2007) . In particular, extinction training results in increased endocannabinoids levels in the BLA. Moreover, cannabinoid receptor 1 (CB1)-deficient mice show impaired extinction (Marsicano et al., 2002) . Consistent with this, systemic (Marsicano et al., 2002; Chhatwal et al., 2005b) and intra-BLA (Roche et al., 2007) administration of CB1 receptor antagonists impair extinction. At the cellular level, endocannabinoids cause a long-term depression of GABAergic synaptic transmission via activation of CB1 receptors (Marsicano et al., 2002) and hence reduce GABAergic inhibition of principal BLA neurons (Katona et al., 2001 ).
Different BA Interneuron Subtypes Regulate Switching between Fear and Extinction Memory
The endocannabinoid findings are at odds with the notion that GABAergic inhibition is globally enhanced in the BLA during extinction. In fact, it would seem a priori that a general increase or decrease in GABAergic inhibition in BLA cannot mediate extinction, since extinction is context dependent. Rather, switching between extinction and fear expression likely depends on the differential recruitment of particular subpopulations of GABAergic interneurons. As mentioned earlier, interneurons in BLA show considerable diversity. It is therefore possible that different inhibitory circuits are recruited during expression of fear versus extinction. Indeed, CB1 receptors are only found on the axon terminals of a specific subpopulation of BLA interneurons, which express the peptide cholecystokinin (CCK) (Katona et al., 2001) .
These findings lead us to hypothesize that CCK interneurons are prevalently connected to extinction and/or extinction-resistant neurons. According to this model ( Figure 3B ), CB1 receptor activation during extinction would result in decreased inhibition of extinction neurons and, as a consequence, increases in their CS responsiveness. Supporting this hypothesis, a recent study using contextual fear conditioning found interneuron subtypespecific remodeling of inhibitory synapses in the BLA following extinction (Trouche et al., 2013) . Utilizing a c-fos-based transgenic mouse line, this study reported that synapses formed by PV + and CCK + interneurons undergo differential plasticity during extinction depending on whether they contact cells active only during expression of conditioned fear (presumed ''fear cells'') or neurons active during expression of both fear and extinction (presumed ''extinction-resistant'' cells). Moreover, the same study revealed that extinction increases expression of CB1 receptors around the soma of neurons active during extinction (Trouche et al., 2013) . Although extinction neurons were not addressed in this study, the involvement of CB1 receptors in extinction suggests that extinction neurons are likely contacted by CCK + interneurons. Extinction Also Depends on Gating of BA Inputs to CeM by Intercalated Cells As reviewed above, principal BA neurons contribute glutamatergic projections to CeM's fear output neurons (Krettek and Price, 1978; Paré et al., 1995b; Royer et al., 1999) . The existence of extinction as well as extinction-resistant neurons in the absence of fear expression suggests that an inhibitory circuit prevents the activation of CeM cells by BA neurons. As mentioned earlier, CeL and ICM MV are possible candidates for this task. However, conditioning-induced changes in the CS responsiveness of CeL neurons are reversed during extinction training , arguing against their involvement in gating CS-evoked BA inputs to CeM. It is currently unclear whether this reversal reflects the extinction-induced decrease in CS responsiveness of LAd neurons or plasticity in CeL. In contrast, diverse lines of evidence support the notion that intercalated cells prevent the activation of CeM neurons by extinction and extinction-resistant BA neurons.
First, extinction is associated with increased expression of the immediate-early genes Zif268 (Busti et al., 2011) and c-fos (Knapska and Maren, 2009) (Likhtik et al., 2008) as well as pharmacological inhibition of BLA inputs to ICM cells by neuropeptide S (Jü ngling et al., 2008) interfere with extinction. Third, extinction training causes a potentiation of BA inputs to ICM MV cells, resulting in increased feedforward inhibition of CeM neurons (Amano et al., 2010) . Last, this potentiation requires IL activity during and/or shortly after extinction training (Amano et al., 2010) , consistent with the finding that IL neurons show high-frequency bursting immediately after extinction training (BurgosRobles et al., 2007) .
Indeed, IL sends a very dense glutamatergic projection to ICM MV cells (Cassell and Wright, 1986; McDonald et al., 1996) . Consistent with this, IL stimulation triggers high-frequency spike bursts in intercalated cells (Amir et al., 2011) . Overall, these findings suggest a model where the reduced CS responsiveness of LAd neurons leads to a decreased recruitment of ICM MD cells and, as a result, disinhibition of ICM MV neurons. This effect, coupled with the convergence of BA and IL inputs on intercalated cells during extinction would lead to the potentiation of BA synapses onto ICM MV neurons. As a result, subsequent CS presentations would elicit more feedforward inhibition in CeM neurons via ICM MV neurons, leading to reduced fear expression ( Figure 3B ).
CONCLUSION
Considerable progress has been made toward understanding the amygdala networks that support the acquisition and extinction of conditioned defensive behaviors. Collectively, the new evidence reviewed here demonstrates that conditioned fear depends on far more complex networks than initially believed. These include interactions between multiple parallel excitatory and inhibitory circuits of the amygdala, many of which are coordinated with mPFC activity.
Despite these advances, however, key areas of uncertainty remain. In particular, we still know little about the inputs and targets of different subtypes of BLA, CeL, and ICM neurons. For instance, are the fear and extinction cells found in BA differentially connected with ICM MV and CeM neurons? Given their opposite CS responsiveness, one would expect extinction cells, not fear neurons, to contact ICM MV cells and conversely for CeM neurons. Also, are extinction and fear neurons reciprocally inhibiting each other via specific subtypes of interneurons, as hypothesized in Figure 3 ? Do IL and PL neurons provide a complementary pattern of innervation to these putative interneuronal circuits (Figure 3) ? Although such an arrangement is suggested by the differential projections of extinction and fear neurons to IL and PL as well as their opposite pattern of CS responsiveness, it remains to be established.
With respect to CeL neurons, whether there is a correspondence between SOM expression and CS responsiveness (positive or negative) remains unclear. However, the low degree of overlap between SOM+ and PKCd + suggest this is the case.
Also to be examined is the possibility that ICM MD cells differentially innervate the various subtypes of CeL cells. Undoubtedly, recent technical advances will soon allow researchers to tackle these important questions.
