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a b s t r a c t
This paper deals with the second-order cone complementarity problem (SOCCP), which is
an important class of problems containing various optimization problems. The SOCCP can
be reformulated as a systemof nonsmooth equations. For solving this systemof nonsmooth
equations, smoothingNewtonmethods arewidely used. The Jacobian consistency property
plays an important role for achieving a rapid convergence of themethods. In this paper, we
show the Jacobian consistency of a smoothed Fischer–Burmeister function. Moreover, we
estimate the distance between the subgradient of the Fischer–Burmeister function and the
gradient of its smoothing function.
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1. Introduction
This paper concerns the second-order cone complementarity problem (SOCCP):
Find (x, y, p) ∈ Rn × Rn × Rℓ such that
x ∈K, y ∈K, ⟨x, y⟩ = 0, F(x, y, p) = 0, (1.1)
where ⟨·, ·⟩ denotes the Euclidean inner product, F is a continuously differentiable function from Rn×Rn×Rℓ to Rn+ℓ with
ℓ ≥ 0 and n ≥ 1, andK ⊂ Rn is the Cartesian product of second-order cones (SOCs), i.e.,K = Kn1 ×Kn2 × · · · ×Knm
withm, n1, . . . , nm ≥ 1, n = n1 + · · · + nm, and eachKni is the ni-dimensional second-order cone defined by
Kni := (z1, z2) ∈ R × Rni−1 : z1 ≥ ∥z2∥2 ⊂ Rni .
In particular, when ni = 1,K1 denotes the nonnegative orthant R+ = {z1 ∈ R : z1 ≥ 0}. The SOCCP (1.1) is a natural exten-
sion of the nonlinear complementarity problem (NCP) or implicit mixed complementarity problem (see [1], for example).
There are some expressions of the SOCCP, and (1.1) is one of the most general ones. For example, if ℓ = 0 and
F(x, y, p) = f (x)− y for some f : Rn → Rn, then (1.1) becomes
x ∈K, y ∈K, ⟨x, y⟩ = 0, y = f (x), (1.2)
which has been studied in [2,3]. On the other hand, if ℓ = n and
F(x, y, p) =

f (p)− x
g(p)− y

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for some f : Rn → Rn and g : Rn → Rn, then (1.1) becomes
x ∈K, y ∈K, ⟨x, y⟩ = 0, x = f (p), y = g(p),
which has been studied in [4]. Note that the SOCCP (1.2) is a direct extension of the classical NCP.
Fukushima et al. [5] showed that themin function and the Fischer–Burmeister (FB) function for the NCP can be extended
to the SOCCP by using the Jordan algebra. Note that the SOC complementarity (SOC C-) function associated with the min
function is called the natural residual (NR) function. Since then, many researchers have investigated properties of FB and NR
functions, and have proposed numerical methods based on these functions (see [6,4,2,7,3,8–10], for example). These results
are summarized in a survey [11].
For solving the SOCCP, we usually reformulate the SOCCP to a system of equations by using the SOC C-function.
Unfortunately, since the system of equations is generally nonsmooth, many researchers have studied Newton-likemethods,
and these are classified into three types. The first one uses the subgradient instead of the gradient. For example, Pan and
Chen [9] proposed a subgradient method based on the FB function. The second one is based on smoothing functions of the
SOC C-functions, and treats a parameter (involved in smoothing functions) as a variable (see [2,8]). The third one is based
on smoothing functions of the SOC C-functions with an appropriate parameter control. Hayashi et al. [3] proposed such a
smoothing Newtonmethod based on the NR function. In the third case, the Jacobian consistency property plays a significant
role for yielding a rapidly convergent Newton or Newton-like method based on the SOC C-function. Moreover, in order to
adjust a parameter appropriately, we need to estimate the distance between the subgradient of the SOC C-function and the
gradient of its smoothing function.
Toward developing a smoothing Newton method based on the FB function with an appropriate control of parameter, we
show, in this paper, the Jacobian consistency property of the FB function, and we derive some upper bounds on the distance
between the subgradient of the FB function and the gradient of its smoothing function.
This paper is organized as follows. In Section 2, we review some definitions and some properties, which will be used in
the subsequent analyses. In Section 3, we show the Jacobian consistency property of the FB function. In Section 4, we present
several estimates of the distance between the subgradient of the FB function and the gradient of its smoothing function.
Throughout this paper, we use the following notations. LetR+ andR++ be the sets of nonnegative and positive reals. For a
symmetricmatrixA, wewriteA ≻ O (respectively,A ≽ O) ifA is positive definite (respectively, positive semidefinite). For any
x, y ∈ Rn, the Euclidean inner product is denoted by ⟨x, y⟩ := xTy. We use the symbol ∥ · ∥ to denote the usual ℓ2-norm of a
vector or the corresponding inducedmatrix norm. For simplicity of notation,weoftenwrite x = (x1, x2) ∈ R×Rn−1 (possibly
x2 vacuous), instead of x = (x1, xT2)T ∈ Rn. In addition, we often regard Rp×Rq as Rp+q. For any Fréchet-differentiable map-
pingG : Rn → Rm, we denote its (transposed) Jacobianmatrix at x ∈ Rn by∇G(x) ∈ Rn×m. For a given set S ⊂ Rn, int S, bd S
and conv S mean the interior, the boundary and the convex hull of S in Rn, respectively. For a set S ⊂ Rn×m and a matrix
X ∈ Rn×m, dist(X, S) denotes inf{∥X − Y∥ : Y ∈ S}.
2. Preliminaries
In this section, we review concepts, properties, and results related to the SOC.
2.1. Jordan algebra associated with the SOC
For any x = (x1, x2) ∈ R × Rn−1 and y = (y1, y2) ∈ R × Rn−1 (n ≥ 1), the Jordan product associated withKn is defined
as
x · y := (xTy, y1x2 + x1y2). (2.1)
When n = 1, i.e., the second components x2 and y2 are vacuous, we interpret that the second component in (2.1) is also
vacuous. We will write x2 to mean x · x and write x + y to mean the usual componentwise addition of vectors x and y. For
the Jordan product, the identity element e ∈ Rn is defined by e = (1, 0, . . . , 0)T . It is readily checked that x · e = e · x = x
for any x ∈ Rn. In addition, for any x ∈Kn, we define the square root of x, denoted by x1/2, as
x1/2 :=


ς,
x2
2ς

, ς =

1
2

x1 +

x21 − ∥x2∥2

if x ≠ 0,
0 if x = 0.
It is immediate to verify (x1/2)2 = x1/2 · x1/2 = x. For n = 1, these definitions are identical to those of the usual scalar.
For each x = (x1, x2) ∈ R × Rn−1 (n ≥ 1), the arrow matrix Lx is defined by
Lx =

x1 xT2
x2 x1I

.
This matrix can be regarded as a linear mapping having the following properties.
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Property 2.1. The following statements hold.
(a) Lxy = x · y = y · x = Lyx and Lx+y = Lx + Ly for any x, y ∈ Rn.
(b) x ∈Kn ⇐⇒ Lx ≽ O, and x ∈ intKn ⇐⇒ Lx ≻ O.
(c) Lx is invertible whenever x ∈ intKn with
L−1x =
1
det(x)
 x1 −xT2−x2 det(x)x1 I + x2x
T
2
x1
 ,
where det(x) := x21 − ∥x2∥2 denotes the determinant of x.
(d) Lx has eigenvalues x1 of multiplicity n− 2 and x1 ± ∥x2∥.
(e) ∥Lx∥ = |x1| + ∥x2∥, ∥Lx2∥ = ∥Lx∥2 = ∥L2x∥, ∥x∥ ≤ ∥Lx∥ ≤
√
2∥x∥.
In the above, we interpret that when n = 1, Lx = x1, L−1x = 1/x1 and det(x) = x21. We mention (e). The first equality follows
from ∥Lx∥ = max{|x1|,
x1 ± ∥x2∥} = max{|x1|, ±x1 + ∥x2∥}. The second equality follows from the first one and the
definition of x2. (This can also be deduced from Property 2.2(b) and (d) below.) Notice that, in general, Lx2 ≠ L2x . The last
inequality follows from the Cauchy–Schwarz inequality.
For any x = (x1, x2) ∈ R × Rn−1 (n ≥ 1), its spectral factorization associated with SOCKn is defined by
x = λ1q(1) + λ2q(2), (2.2)
where λ1, λ2 and q(1), q(2) are the spectral values and the associated spectral vectors of x given by
λi = x1 + (−1)i∥x2∥,
q(i) =

1
2

1, (−1)i x2∥x2∥

if x2 ≠ 0,
1
2

1, (−1)iq¯2

if x2 = 0,
for i = 1, 2, with q¯2 being any vector in Rn−1 satisfying ∥q¯2∥ = 1. If x2 ≠ 0, the decomposition (2.2) is unique. We note
again that when n = 1, we have λ1 = λ2 = x1, q(1) = q(2) = 1/2. The spectral factorization associated with the SOC leads
to a number of interesting properties, some of which are as follows.
Property 2.2. For any x = (x1, x2) ∈ R×Rn−1 (n ≥ 1), let λ1, λ2 and q(1), q(2) be the spectral values and the associated spectral
vectors at x. Then the following statements hold.
(a) x ∈Kn ⇐⇒ λ1 ≥ 0, x ∈ intKn ⇐⇒ λ1 > 0, x ∈ bdKn ⇐⇒ λ1 = 0.
(b) x2 = λ21q(1) + λ22q(2) ∈Kn.
(c) Let x ∈Kn. Then x1/2 = √λ1q(1) +√λ2q(2) ∈Kn.
Moreover, x ∈ intKn ⇐⇒ x1/2 ∈ intKn, x ∈ bdKn ⇐⇒ x1/2 ∈ bdKn.
(d) λ1, λ2 are the eigenvalues of Lx, with q(1), q(2) being the associated spectral vectors.
2.2. SOC-complementarity function
The direct product structure of K admits the decomposition of the complementarity condition on K into the
complementarity conditions on eachKni . Namely,
x ∈K, y ∈K, ⟨x, y⟩ = 0
⇐⇒ xi ∈Kni , yi ∈Kni , ⟨xi, yi⟩ = 0 for all i = 1, . . . ,m, (2.3)
where x = (x1, . . . , xm), y = (y1, . . . , ym) and xi, yi ∈ Rni (i = 1, . . . ,m). A functionφi : R2ni → Rni is called an SOC
complementarity (SOC C-) function associated with SOCKni ifφi(xi, yi) = 0⇐⇒ xi ∈Kni , yi ∈Kni , ⟨xi, yi⟩ = 0. (2.4)
Define functionsφ : R2n → Rn by
φ(x, y) :=
φ
1(x1, y1)
...φm(xm, ym)

andH : R2n+ℓ → R2n+ℓ by
H(x, y, p) :=  φ(x, y)F(x, y, p)

.
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Then from (2.3) and (2.4), we haveφ(x, y) = 0⇐⇒ x ∈K, y ∈K, ⟨x, y⟩ = 0,
and so the SOCCP (1.1) can be recast as a system of equationsH(x, y, p) = 0.
Function φi
NR
: R2ni → Rni defined by
φi
NR
(xi, yi) := xi − [xi − yi]+ (2.5)
is called the natural residual (NR) function, where [z]+ denotes the projection of z onto the SOCKni . Fukushima et al. [5]
showed that the NR function (2.5) is an SOC C-function. Chen et al. [2] and Hayashi et al. [3] proposed methods for
solving the SOCCP based on the NR function (2.5). Fukushima et al. [5] showed that the Fischer–Burmeister (FR) function
φi
FB
: R2ni → Rni defined by
φi
FB
(xi, yi) := xi + yi − ((xi)2 + (yi)2)1/2
is also an SOC C-function. Hereafter, we will focus on this function. We define functions φFB : R2n → Rn by
φFB(x, y) :=
φ
1
FB
(x1, y1)
...
φm
FB
(xm, ym)

and HFB : R2n+ℓ → R2n+ℓ by
HFB(x, y, p) :=

φFB(x, y)
F(x, y, p)

.
2.3. Smoothed FB function
Since the SOC C-function is not generally differentiable, traditional methods, like the Newton method and Newton-
type methods that use the Jacobian matrix of the SOC C-function, are not available. Hence smoothing approaches based
on smoothing functions are widely used. We first give the definition of the smoothing function.
Definition 2.1. Let G : Rn → Rm be a nondifferentiable function. We say that Gt : Rn → Rm with a parameter t is a
smoothing function of G if Gt has the following properties: (i) Gt is differentiable for any t > 0, (ii) limt→+0 Gt(x) = G(x) for
any x ∈ Rn.
By generalizing the FB function in the NCP case to the SOC case, Fukushima et al. [5] gave the smoothed FB function, and
showed that it is a smoothing function of the FB function. The smoothed FB function φit : R2ni → Rni is defined by
φit(x
i, yi) := xi + yi − 2t2ei + (xi)2 + (yi)21/2 ,
where t is a parameter and ei = (1, 0, . . . , 0)T ∈ Rni . Letting φt : R2n → Rn as
φt(x, y) :=
 φ
1
t (x
1, y1)
...
φmt (x
m, ym)
 ,
we construct the smoothing function Ht : R2n+ℓ → R2n+ℓ by
Ht(x, y, p) :=

φt(x, y)
F(x, y, p)

. (2.6)
Clearly, φ0(x, y) ≡ φFB(x, y), and so H0(x, y, p) ≡ HFB(x, y, p).
Let C be a general nonempty cone. For any x, y ∈ Rn, we write x≽C y if x− y ∈ C .
Proposition 2.1. Suppose that C is a self-dual cone, i.e., C is identical to its dual cone C∗ := {y ∈ Rn : xTy ≥ 0, ∀x ∈ C}. Then
the following results hold.
(a) If x≽C 0 and y≽C 0, then xTy ≥ 0.
(b) If x≽C y≽C 0, then the norm-ordering is preserved, i.e., ∥x∥ ≥ ∥y∥.
Proof. Part (a) is evident from the self-duality of C . For the proof of part (b), note that a self-dual cone is convex because the
dual cone is always convex. Since x− y ∈ C and 2y ∈ C , we have x+ y = (x− y)+ 2y ∈ C . Then from x− y≽C 0, x+ y≽C 0
and part (a), ∥x∥2 − ∥y∥2 = (x− y)T (x+ y) ≥ 0 follows. 
H. Ogasawara, Y. Narushima / J. Math. Anal. Appl. 394 (2012) 231–247 235
Since the second-order coneKni is self-dual, by Fukushima et al. [5, Proposition 5.1] and Proposition 2.1(b), we have
∥φit(xi, yi)− φiFB(xi, yi)∥ ≤
√
2 |t| (2.7)
for any t ∈ R and (xi, yi) ∈ R2ni . In Hayashi et al. [3], the same inequality corresponding to the natural residual function was
stated without proof. We just gave the proof of (2.7) above together with the underlying fact. From the definition (2.6) of Ht
and (2.7), it is clear that
∥Ht(x, y, p)− HFB(x, y, p)∥ = ∥φt(x, y)− φFB(x, y)∥
=

m
i=1
∥φit(xi, yi)− φiFB(xi, yi)∥2
1/2
≤ √2m |t|
for any t ∈ R and (x, y, p) ∈ R2n+ℓ.
3. Jacobian consistency
In the rest of the paper,we assumeK =Kn except for the last portion of Section4. Then the SOCCP (1.1) canbe expressed
as follows:
Find (x, y, p) ∈ R2n+ℓ such that
x ∈Kn, y ∈Kn, ⟨x, y⟩ = 0, F(x, y, p) = 0.
The assumptionK = Kn is solely for simplicity. The subsequent analysis may be naturally extended to the general case
K =Kn1 × · · · ×Knm . By taking the argument of Section 2 into account, HFB is redefined by
HFB(x, y, p) :=

φFB(x, y)
F(x, y, p)

,
where φFB(x, y) = x+ y− (x2 + y2)1/2 and Ht is redefined by
Ht(x, y, p) :=

φt(x, y)
F(x, y, p)

, (3.1)
where φt(x, y) = x+ y− (2t2e+ x2 + y2)1/2.
We now recall the definitions of the subdifferential. Let G : Rn → Rm be a locally Lipschitzian function. Then G is differ-
entiable almost everywhere by Rademacher’s theorem [12]. The Bouligant (B-) subdifferential and the Clarke subdifferential of
G at x are respectively defined by
∂BG(x) :=

lim
xˆ→x
∇G(xˆ) : xˆ ∈ DG

and ∂G(x) := conv ∂BG(x), (3.2)
where DG denotes the set of points at which G is differentiable. Note that if G is continuously differentiable at x, then
∂G(x) = ∇G(x).
In this section, we consider the Jacobian consistency property, which was first introduced by Chen et al. [13]. As
mentioned in Section 1, the Jacobian consistency plays a crucial role for achieving a rapid convergence of smoothing Newton
methods.
Definition 3.1. Let G : Rn → Rm be a locally Lipschitzian function. Let Gt : Rn → Rm be a continuously differentiable
function for any t > 0 such that limt→+0 Gt(x) = G(x) for any x ∈ Rn. We say that Gt satisfies the Jacobian consistency
property if for any x ∈ Rn, limt→+0 dist(∇Gt(x), ∂G(x)) = 0.
It is known [12, p. 70] that the set ∂G(x) is compact at all x ∈ Rn, so that ‘inf’ appearing in the definition of dist(∇Gt(x),
∂G(x)) can be replaced by ‘min’.
For convenience, we use the following notation. For any x = (x1, x2), y = (y1, y2) ∈ R × Rn−1 and any t ∈ R, we write
z = (x, y) ∈ R2n and define the mappingswt , ut : R2n → R × Rn−1 by
wt = (wt1, wt2) = wt(x, y) := 2t2e+ x2 + y2,
ut = (ut1, ut2) = ut(x, y) := (2t2e+ x2 + y2)1/2.
Furthermore, we drop the superscript for t = 0 for simplicity, and thus
w = (w1, w2) = w(x, y) := w0 = x2 + y2,
u = (u1, u2) = u(x, y) := u0 = (x2 + y2)1/2.
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Let w¯2 := w2/∥w2∥ ifw2 ≠ 0, and otherwise w¯2 be any vector in Rn−1 satisfying ∥w¯2∥ = 1. Direct calculation yields
wt1 = 2t2 + ∥x∥2 + ∥y∥2 = 2t2 + w1 and wt2 = 2(x1x2 + y1y2) = w2.
We note thatwt2 is actually independent of t , so that hereafter we will writew
t = (wt1, w2).
The spectral factorization ofwt is as follows:
wt = λ1(wt)q(1) + λ2(wt)q(2),
where λ1(wt), λ2(wt) and q(1), q(2) are the spectral values and the associated spectral vectors ofwt given by, for i = 1, 2,
λi(w
t) = wt1 + (−1)i∥w2∥
= 2t2 + ∥x∥2 + ∥y∥2 + 2(−1)i∥x1x2 + y1y2∥ (3.3)
and
q(i) = 1
2

1, (−1)iw¯2

.
Obviously, we have λi(wt) = 2t2 + w1 + (−1)i∥w2∥ = 2t2 + λi(w), and we see that the q(i) are independent of t .
Since, from Property 2.2, wt ∈ Kn for any t ∈ R, we have λi(wt) ≥ 0 and in particular λi(w) ≥ 0. More precisely,
λi(w
t) ≥ 2t2 ≥ 0, so that wt ∈ intKn whenever t ≠ 0. In other words, wt ∈ bdKn implies that t = 0 and w ∈ bdKn.
The square root ofwt , ut = (wt)1/2, is well-defined and its spectral factorization is given by
ut = λ1(wt)q(1) +λ2(wt)q(2).
It can be easily verified that
ut =
√
λ2(wt)+√λ1(wt)
2
,
√
λ2(wt)−√λ1(wt)
2
w¯2

.
In particular, ifw2 = 0, then the above ut reduces to

wt1, 0

, since λ1(wt) = λ2(wt) = wt1. For later use, we define here
the matrix E := [I I]T ∈ R2n×n.
In order to establish the Jacobian consistency of Ht , we need to deal with the quantities ∇Ht and ∂HFB . The following
proposition shows the continuous differentiability of Ht and gives its Jacobian matrix.
Proposition 3.1. Let wt = (wt1, w2) = 2t2e + x2 + y2 ∈ R × Rn−1 and λ1(wt), λ2(wt) be in (3.3). If wt ∈ intKn, which
is satisfied whenever t ≠ 0, then the functions φt and Ht are continuously differentiable at (x, y) ∈ R2n and (x, y, p) ∈ R2n+ℓ
respectively, and their (transposed) Jacobian matrices are given by
∇φt(x, y) = E −∇ut(x, y) =

I − LxL−1ut
I − LyL−1ut

, (3.4)
∇Ht(x, y, p) =
∇xφt(x, y) ∇xF(x, y, p)
∇yφt(x, y) ∇yF(x, y, p)
O ∇pF(x, y, p)

, (3.5)
where L−1ut =

1/

wt1

I if w2 = 0, and otherwise is given by
L−1ut = L1(wt)+ L2(wt) :=

bt −ct w¯T2
−ct w¯2 at I + (bt − at)w¯2w¯T2

, (3.6)
L1(wt) := 1
2
√
λ1(wt)

1
−w¯2
 
1 −w¯T2

, (3.7)
L2(wt) := 1
2
√
λ2(wt)

1
w¯2
 
1 w¯T2
+ at 0 0T0 I − w¯2w¯T2

(3.8)
with
at := 2√
λ1(wt)+√λ2(wt) , (3.9)
bt := 12

1√
λ1(wt)
+ 1√
λ2(wt)

, (3.10)
ct := 12

1√
λ1(wt)
− 1√
λ2(wt)

. (3.11)
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Proof. For formula (3.4), see Corollary 5.4 of Fukushima et al. [5], and for (3.6)–(3.8), see Proposition 5.2 and its proof
in [5]. 
Remark 3.1. The reason for separating the cases w2 = 0 and w2 ≠ 0 is only for convenience. In fact, (3.6) gives a general
expression which includes the case w2 = 0, because in (3.9)–(3.11) at = bt = 1/

wt1 > 0, and ct = 0, as can be easily
verified.
The following lemma is essentially due to Pan and Chen [9]. We rewrite the statements for our purpose.
Lemma 3.1 ([9, Lemma 3.2]). For any x = (x1, x2), y = (y1, y2) ∈ R × Rn−1, let w = (w1, w2) = x2 + y2 ∈ bdKn. Then we
have
x21 = ∥x2∥2, y21 = ∥y2∥2, (3.12)
∥w2∥ = w1 = ∥x∥2 + ∥y∥2 = 2(x21 + y21) = 2(∥x2∥2 + ∥y2∥2) =
1√
2
∥w∥, (3.13)
x1y2 = y1x2, x1y1 = xT2y2, (3.14)
w1x2 = ∥w2∥x2 = x1w2, w1x1 = ∥w2∥x1 = wT2x2, (3.15)
w1y2 = ∥w2∥y2 = y1w2, w1y1 = ∥w2∥y1 = wT2y2. (3.16)
Moreover, the following equivalence holds:
w1 = 0⇐⇒ w2 = 0⇐⇒ w = 0⇐⇒ x1 = y1 = 0⇐⇒ x2 = y2 = 0⇐⇒ (x, y) = (0, 0).
Remark 3.2. We introduce here a simple notation (actually a linear mapping) for later use. For any x = (x1, x2) ∈ R×Rn−1,
we denote x′ = (x1,−x2). Obviously, x′′ = x, (x + y)′ = x′ + y′, and (cx)′ = cx′ for all c ∈ R. From Property 2.1(a)
and the definition (2.1) of the Jordan product, we have Lx′y = x′ · y = (x1y1 − xT2y2,−y1x2 + x1y2) and Lxy′ = x · y′ =
(x1y1 − xT2y2, y1x2 − x1y2), so that (x′ · y)′ = x · y′ and (x′ · y′)′ = x · y. Also we have x · x′ = (x21 − ∥x2∥2, 0) = x′ · x. By
using this notation, relation (3.12) can be expressed as Lxx′ = x · x′ = 0 = x′ · x = Lx′ x and Lyy′ = y · y′ = 0 = y′ · y = Ly′ y.
Similarly, relation (3.14) can be expressed as Lxy′ = x · y′ = 0 = x′ · y = Lx′ y. Finally, relations (3.15) and (3.16) can also be
expressed as Lxw′ = x · w′ = 0 = x′ · w = Lx′w and Lyw′ = y · w′ = 0 = y′ · w = Ly′w, respectively.
Now we partition R2n as R2n = Z1 ∪Z2 ∪ {(0, 0)}, where
Z1 = {z = (x, y) ∈ R2n : w = x2 + y2 ∈ intKn},
Z2 = {z = (x, y) ∈ R2n : w = x2 + y2 ∈ bdKn, w ≠ 0}
= {z = (x, y) ∈ R2n : w = x2 + y2 ∈ bdKn, (x, y) ≠ (0, 0)}.
It is easy to see that
Z1 = {z = (x, y) ∈ R2n : w = x2 + y2, w1 > ∥w2∥}
= {z = (x, y) ∈ R2n : w = x2 + y2, λ2(w) ≥ λ1(w) > 0},
Z2 = {z = (x, y) ∈ R2n : w = x2 + y2, w1 = ∥w2∥ > 0}
= {z = (x, y) ∈ R2n : w = x2 + y2, 2w1 = λ2(w) > λ1(w) = 0}.
It should be also noted thatZ2 is empty when n = 1.
Lemma 3.2. Let (x, y) be any point in R2n. The matrices Jou(x, y) := limt→0 ∇ut(x, y) and Joφ(x, y) := limt→0 ∇φt(x, y) are
given as follows:
Jou(x, y) =

Jx
Jy

, Joφ(x, y) = E − Jou(x, y),
where Jx = limt→0 LxL−1ut = LxJ , Jy = limt→0 LyL−1ut = LyJ and
J :=

L−1u if (x, y) ∈ Z1,
1
2
√
2w1

1 w¯T2
w¯2 4I − 3w¯2w¯T2

if (x, y) ∈ Z2,
O if (x, y) = (0, 0).
Proof. By φt(x, y) = x+ y− ut(x, y), we get ∇φt(x, y) = E −∇ut(x, y). So, we have only to consider ∇ut(x, y) =

LxL−1ut
LyL−1ut

.
Also, by the symmetry of x and y, it suffices to prove that limt→0 LxL−1ut = LxJ .
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Case 1. (x, y) ∈ Z1.
In this case, limt→0 λi(wt) = λi(w) > 0 for i = 1, 2, and thus limt→0 ut = √λ1(w)u(1) + √λ2(w)u(2) = u ∈ intKn.
Hence, limt→0 L−1ut = L−1u = J .
Case 2. (x, y) ∈ Z2.
From w = x2 + y2 ∈ bdKn and (x, y) ≠ (0, 0), we have ∥w2∥ = w1 = ∥x∥2 + ∥y∥2 > 0, and λ2(w) > λ1(w) = 0. In
addition, we have
λ1(w
t) = 2t2 + λ1(w) = 2t2, (3.17)
λ2(w
t) = 2t2 + λ2(w) = 2t2 + w1 + ∥w2∥ = 2t2 + 2w1. (3.18)
We recall here that L−1ut consists of twomatrices, i.e., L
−1
ut = L1(wt)+ L2(wt), where L1(wt) and L2(wt) are given by (3.7) and
(3.8) respectively. It follows from (3.17) and (3.18) that λ1(wt)→ 0 and λ2(wt)→ 2w1 > 0 as t → 0. We first show that
limt→0 L2(wt) = J . Actually, we have
lim
t→0 L2(w
t) = 1
2
√
2w1

1 w¯T2
w¯2 w¯2w¯
T
2

+ 2√
2w1

0 0T
0 I − w¯2w¯T2

= 1
2
√
2w1

1 w¯T2
w¯2 4I − 3w¯2w¯T2

= J. (3.19)
We next show that it holds that LxL1(wt) = O independently of t . Since w = x2 + y2 ∈ bdKn and w2 ≠ 0, we have
ω := (1, w¯2) = (1/w1)(w1, w2) = w/w1. Thus, it follows that
LxL1(wt) = 1
2
√
λ1(wt)
Lxω′ω′
T = 1
2
√
2|t|x · ω
′ω′T = 1
2
√
2|t|
1
w1
x · w′ω′T = O,
because x · w′ = 0 as was noted in Remark 3.2. Hence, we obtain
LxL−1ut = LxL1(wt)+ LxL2(wt) = LxL2(wt). (3.20)
Therefore, by (3.19), limt→0 LxL−1ut = limt→0 LxL2(wt) = Lx limt→0 L2(wt) = LxJ .
Case 3. (x, y) = (0, 0).
Since wt = 2t2e, we have ut = (wt)1/2 = √2|t|e ∈ intKn for any t ≠ 0, and then L−1ut =

1/
√
2|t|

I , so that
LxL−1ut = O ·

1/
√
2|t|

I = O. Thus, limt→0 LxL−1ut = O = LxJ . 
Lemma 3.3. Let (x, y) be any point in R2n. Then the following holds:
I − Ux
I − Uy

∈ ∂BφFB(x, y),
where Ux = ±Z + LxJ , Uy = LyJ and
Z =

O if (x, y) ∈ Z1,
1
2

1 −w¯T2
−w¯2 w¯2w¯T2

if (x, y) ∈ Z2,
I if (x, y) = (0, 0),
(3.21)
J =

L−1u if (x, y) ∈ Z1,
1
2
√
2w1

1 w¯T2
w¯2 4I − 3w¯2w¯T2

if (x, y) ∈ Z2,
O if (x, y) = (0, 0).
(3.22)
Proof. Since the FB function φFB is continuously differentiable at (x, y) ∈ Z1, we have ∂BφFB(x, y) = {∇φFB(x, y)}. Hence, it
suffices to prove two cases (x, y) ∈ Z2 and (x, y) = (0, 0).
By the definition (3.2) of the B-subdifferential, we will construct a sequence {z} of differentiable points converging to a
nondifferentiable point z = (x, y) and will calculate the limit of ∇φFB(z) asz → z. Since φFB(x, y) = x + y − u(x, y), it
suffices to consider ∇u(x, y) =

LxL−1u
LyL−1u

.
Letz = (x, y) := (x+ εe, y)where ε ≠ 0 is sufficiently small, and definew = (w1,w2) :=x2 + y2, u := (w)1/2, w2 := w2/∥w2∥,λi = λi(w) := w1 + (−1)i∥w2∥, i = 1, 2.
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Since w = (x+ εe)2 + y2 = x2 + y2 + 2εx+ ε2e, we have
w1 = w1 + 2εx1 + ε2, w2 = w2 + 2εx2,λi = w1 + 2εx1 + ε2 + (−1)i∥w2 + 2εx2∥, i = 1, 2. (3.23)
Clearly,z → z,w→ w,u → u andλi → λi(w), i = 1, 2 as ε→ 0.
Case 1. (x, y) ∈ Z2.
It follows from (3.12), (3.13) and (3.15) that
∥w2∥2 = ∥w2 + 2εx2∥2 = ∥w2∥2 + 4εwT2x2 + 4ε2∥x2∥2 = w21 + 4εw1x1 + 4ε2x21
= (w1 + 2εx1)2.
Becausew1 > 0 and ε is sufficiently small, we have
∥w2∥ = w1 + 2εx1 > 0.
Substituting this into (3.23) yields
λ1 = w1 + 2εx1 + ε2 − ∥w2 + 2εx2∥ = ε2 > 0, (3.24)λ2 = w1 + 2εx1 + ε2 + ∥w2 + 2εx2∥ = 2(w1 + 2εx1)+ ε2 > 0,
so that w ∈ intKn. This implies that φFB is continuously differentiable atz. Note also that
ω := (1,w2) = 1∥w2∥ (∥w2∥,w2) = 1∥w2∥ (w1 + 2εx1, w2 + 2εx2) = w + 2εx∥w2∥ . (3.25)
Nowwewill show that limε→0 LxL−1u = Ux and limε→0 LyL−1u = Uy. Thematrix L−1u is decomposed as the sumof L1(w) and
L2(w), and the two matrices L1(w) and L2(w) are given by (3.7) and (3.8) with w and w2 replacingwt and w¯2, respectively.
Becauseλ1 → λ1(w) = 0,λ2 → λ2(w) = 2w1 > 0, and w2 → w¯2 as ε → 0, in a way similar to the proof of Lemma 3.2,
we have
lim
ε→0 L2(w) = 12√2w1

1 w¯T2
w¯2 4I − 3w¯2w¯T2

= J. (3.26)
We first verify that Lxω′ = x · ω′ = 0. Actually, from (3.24), (3.25), and Remark 3.2, we have
Lxω′ = x · ω′ = x (w + 2εx)
′
∥w2∥ = x · w
′ + 2εx · x′
∥w2∥ = 0. (3.27)
Thus, it follows from the definition of L1(w) and (3.27) that
LxL1(w) = Lx+εe · 1
2
λ1 ω′ω′T = 12|ε| (Lx + εI)ω′ω′T = 12|ε| (Lxω′ + εω′)ω′T
= ε
2|ε|ω
′ω′T = sgn(ε)
2

1
−w2
 
1 −wT2  = sgn(ε)2

1 −wT2
−w2 w2wT2

. (3.28)
Consequently, we obtain from (3.28) and (3.26)
lim
ε→±0 LxL−1u = limε→±0

LxL1(w)+ LxL2(w)
= lim
ε→±0 LxL1(w)+ limε→±0 LxL2(w)
= ±Z + LxJ = Ux.
We next consider limε→0 LyL−1u . Since we have Lyω′ = y · ω′ = 0, in the same way as (3.27), it follows that
LyL1(w) = Ly · 1
2
λ1 ω′ω′T = 12|ε| Lyω′ω′T = O. (3.29)
Consequently, we obtain from (3.29) and (3.26)
lim
ε→0 LyL
−1u = lim
ε→0

LyL1(w)+ LyL2(w) = lim
ε→0 LyL2(w) = LyJ = Uy.
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Case 2. (x, y) = (0, 0).
Sincex = εe, we have w = ε2e ∈ intKn. Hence, φFB is continuously differentiable atz = (εe, 0). Fromu = (w)1/2 =|ε|e, it is easily seen that
LxL−1u = εI · (|ε|I)−1 = sgn(ε)I and LyL−1u = O · (|ε|I)−1 = O,
so that
lim
ε→±0 LxL−1u = ±I = Ux and limε→0 LyL−1u = O = Uy.
This proves the desired result. 
From Lemmas 3.2 and 3.3, we have the following theorem.
Theorem 3.1. The function Ht defined by (3.1) with t > 0 satisfies the Jacobian consistency property.
Proof. From the definition of Ht , it is clear that we only need to prove the Jacobian consistency of φt . Let V (i) =

I − U(i)x
I − Uy

where U (i)x = (−1)iZ + LxJ , Uy = LyJ , and Z and J are given by (3.21) and (3.22). Then, from Lemma 3.3, we have V (i) ∈
∂BφFB(x, y) for i = 1, 2. Therefore V := (V (1) + V (2))/2 ∈ ∂φFB(x, y). On the other hand, by Lemma 3.2, V =

I − LxJ
I − LyJ

=
Joφ(x, y). This together with (2.7) proves the theorem. 
4. Estimation of the distance between∇Ht and ∂HFB
In the previous section, we have shown the Jacobian consistency of Ht , which implies that the distance between ∇Ht
and ∂HFB becomes small as t becomes small. In order to establish a rapid convergence of smoothing Newton methods, we
must control the parameter t so that dist
∇Ht(x, y, p), ∂HFB(x, y, p) becomes small appropriately. For this purpose, in
this section, we derive some estimates of dist
∇Ht(x, y, p), ∂HFB(x, y, p) in terms of t more precisely. We begin with two
technical lemmas.
Lemma 4.1. Let α, β, γ ∈ R and v ∈ Rn−1 with ∥v∥ = 1 (n ≥ 2). Let
G =

β −γ vT
−γ v αI + (β − α)vvT

.
Then the eigenvalues of the symmetric matrix G are α of multiplicity n− 2 and β ± γ .
Proof. Simple calculation using the formulas
a bTc D  = a|D− ca−1bT | and |I + uvT | = 1+ uTv gives
det(λI − G) =
λ− β γ vTγ v (λ− α)I − (β − α)vvT
 = (λ− α)n−2{(λ− β)2 − γ 2}.
The result then follows immediately from this expression. 
Lemma 4.2. Let 0 < λ1 ≤ λ2 be arbitrarily fixed. Then the functions g1, g2 : (−λ1,∞)→ R defined by
g1(τ ) := 1√
τ + λ1 −
2√
τ + λ1 +√τ + λ2 , (4.1)
and
g2(τ ) := 2√
τ + λ1 +√τ + λ2 −
1√
τ + λ2 (4.2)
are decreasing in τ > −λ1. In particular, if λ1 = λ2, then g1 and g2 are identically zero for all τ > −λ1. If λ1 < λ2, then g1 and
g2 are strictly decreasing, and hence g1(0) > g1(τ ), and g2(0) > g2(τ ) for all τ > 0.
Proof. The case λ1 = λ2 is evident. So, we let λ1 < λ2. We prove our assertion only for g1. The claim for g2 can be proved
similarly. We have
g1′(τ ) = −12
1√
(τ + λ1)3
+
1√
τ+λ1 +
1√
τ+λ2√
τ + λ1 +√τ + λ2
2
= 1√
(τ + λ1)(τ + λ2)
√
τ + λ1 +√τ + λ2
 − 1
2
√
τ + λ1
3
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= 1
2
√
τ + λ1

2√
(τ + λ1)(τ + λ2)+ τ + λ2 −
1
τ + λ1

<
1
2
√
τ + λ1

2√
(τ + λ1)(τ + λ1)+ τ + λ1 −
1
τ + λ1

= 0
for all τ > −λ1, where the last inequality follows from τ + λ1 < τ + λ2. This implies our assertion. 
Remark 4.1. We can prove similarly (actually more easily) that the same conclusion holds for the function f : (−λ1,∞)→
R defined by f (τ ) := 1/√τ + λ1 − 1/√τ + λ2. This also follows immediately from the above lemma, since f (τ ) =
g1(τ )+ g2(τ ). The function f will be mentioned again in Remark 4.2.
We define the function Θ : R2n → R+ by Θ(x, y) := ∥Lx Ly∥. It is easily seen that Θ(x, y) = 0 if and only if
(x, y) = (0, 0). Thus, we can view it as a kind of quantity that measures the distance from a point (x, y) to the origin.
Proposition 4.1. Let (x, y, p) be any point in R2n+ℓ. For any t ∈ R, let ht : R2n → R+ be a function defined by
ht(x, y) :=

bt + ct = 1
2t2 + λ1(w)
if (x, y) ∈ Z1,
at =
√
2
|t| +t2 + w1 if (x, y) ∈ Z2,
0 if (x, y) = (0, 0),
where at , bt , ct are given by (3.9)–(3.11). Then, for any nonzero t ∈ R,
dist
∇Ht(x, y, p), ∂HFB(x, y, p) ≤ Θ(x, y)h0(x, y)− ht(x, y). (4.3)
Proof. Let (x, y, p) ∈ R2n+ℓ be arbitrary, and put z = (x, y) ∈ R2n for simplicity. Let JoH(z, p) :=

Joφ(z) ∇zF(z, p)
O ∇pF(z, p)

, where
Joφ(z) is given in Lemma 3.2. Since J
o
φ(z) ∈ ∂φFB(z), JoH(z, p) ∈ ∂HFB(z, p) is immediate. By definition,
dist
∇Ht(z, p), ∂HFB(z, p) = min∥∇Ht(z, p)−W∥ : W ∈ ∂HFB(z, p)
≤ ∥∇Ht(z, p)− JoH(z, p)∥
=
E −∇ut(z) ∇zF(z, p)O ∇pF(z, p)

−

E − Jou(z) ∇zF(z, p)
O ∇pF(z, p)

=
Jou(z)−∇ut(z) OO O

= Jou(z)−∇ut(z). (4.4)
Furthermore, we write λti = λi(wt) and λi = λi(w), i = 1, 2, for simplicity.
We refer to Lemma 3.2 to estimate
Jou(z)−∇ut(z).
Case 1. z ∈ Z1.
In this case, λ2 ≥ λ1 > 0, and J = L−1u . Let G := L−1u − L−1ut . Then we haveJou(z)−∇ut(z) = LxL−1u − LxL−1utLyL−1u − LyL−1ut
 = LxLy

(L−1u − L−1ut )

≤
LxLy
 ∥L−1u − L−1ut ∥ = Θ(z)∥G∥.
We will show below that ∥G∥ = h0(z)− ht(z).
Recall that L−1u = L−1u0 and that L−1ut is given by (3.6). Then the matrix G is written as follows:
G = L−1u − L−1ut
=

b0 − bt −(c0 − ct) w¯T2
−(c0 − ct) w¯2 (a0 − at)I + {(b0 − bt)− (a0 − at)}w¯2w¯T2

=

β −γ w¯T2
−γ w¯2 αI + (β − α)w¯2w¯T2

,
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where at , bt , and ct are defined by (3.9)–(3.11), and α := a0 − at , β := b0 − bt , γ := c0 − ct . Then by Lemma 4.1, the
eigenvalues of G are α and β ± γ . It is easy to see that α > 0, because at = a|t| is a strictly decreasing function in |t| > 0.
(Incidentally, we have β > 0 by the same reason.) Since λti = 2t2 + λi (i = 1, 2), we also see that for any t ≠ 0,
β + γ = (b0 − bt)+ (c0 − ct) = (b0 + c0)− (bt + ct) = 1√
λ1
− 1
λt1
> 0, (4.5)
β − γ = (b0 − bt)− (c0 − ct) = (b0 − c0)− (bt − ct) = 1√
λ2
− 1
λt2
> 0. (4.6)
Thus, the G is a positive definite matrix with norm ∥G∥ = max{α, β ± γ }.
Nowwewant to prove β+γ ≥ α ≥ β−γ . We first show that β+γ ≥ α holds. By (4.5) and the definition of α together
with (3.9), and using the function g1 defined by (4.1), we have
(β + γ )− α = 1√
λ1
− 1
λt1
−

2√
λ1 +√λ2 −
2
λt1 +

λt2

= 1√
λ1
− 2√
λ1 +√λ2 −

1
λt1
− 2
λt1 +

λt2

= g1(0)− g1(2t2) ≥ 0
for all t , where the last inequality follows by Lemma 4.2.
We next show that α ≥ β − γ holds. Analogously, by α = a0− at , (3.9), (4.6), and using the function g2 defined by (4.2),
we have
α − (β − γ ) = 2√
λ1 +√λ2 −
2
λt1 +

λt2
−

1√
λ2
− 1
λt2

= 2√
λ1 +√λ2 −
1√
λ2
−

2
λt1 +

λt2
− 1
λt2

= g2(0)− g2(2t2) ≥ 0
for all t , where the last inequality follows by Lemma 4.2. Thus, we have proved β + γ ≥ α ≥ β − γ , and hence ∥G∥ =
β + γ = 1/√λ1 − 1/

λt1 = h0(z)− ht(z).
Case 2. z ∈ Z2.
In this case, 2w1 = λ2 > λ1 = 0, and J = limt→0 L2(wt) = L2(w) (see (3.19)). Also, we have LxL−1ut = LxL2(wt) and
LyL−1ut = LyL2(wt) (see (3.20)), where L2(wt) is defined by (3.8). Hence, letting G := L2(w)− L2(wt), we haveJou(z)−∇ut(z) = LxJ − LxL−1utLyJ − LyL−1ut
 = LxL2(w)− LxL2(wt)LyL2(w)− LyL2(wt)

=
LxLy
 
L2(w)− L2(wt)

≤
LxLy
 ∥L2(w)− L2(wt)∥ = Θ(z)∥G∥.
We will show again ∥G∥ = h0(z)− ht(z).
By the definition (3.8) of L2(wt), the matrix G is written as follows:
G = L2(w)− L2(wt)
= 1
2
√
λ2

1
w¯2
 
1 w¯T2
+ a0 0 0T0 I − w¯2w¯T2

−

1
2

λt2

1
w¯2
 
1 w¯T2
+ at 0 0T0 I − w¯2w¯T2

= 1
2

1√
λ2
− 1
λt2

1
w¯2
 
1 w¯T2
+ (a0 − at) 0 0T0 I − w¯2w¯T2

= β

1 w¯T2
w¯2 w¯2w¯
T
2

+ α

0 0T
0 I − w¯2w¯T2

=

β βw¯T2
βw¯2 αI + (β − α)w¯2w¯T2

,
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where at is defined by (3.9), and α := a0 − at , β := (1/2)

1/
√
λ2 − 1/

λt2

. Again by Lemma 4.1, the eigenvalues of G
are α and β ± β , i.e., 0 and 2β . By the same reason as in Case 1, we have α > 0 and β > 0. Thus, G is a positive semidefinite
matrixwith norm ∥G∥ = max{α, 2β}. We show below that α > 2β holds. To see this, note first that α and 2β can bewritten
by using 2w1 = λ2 > λ1 = 0 as follows:
α = a0 − at = 2√
λ1 +√λ2 −
2
λt1 +

λt2
= 2√
2w1
− 2√
2t2 +2t2 + 2w1
= √2

1√
w1
− 1√
t2 +t2 + w1

,
2β = 1√
λ2
− 1
λt2
= 1√
2w1
− 1
2t2 + 2w1
= 1√
2

1√
w1
− 1
t2 + w1

.
Therefore, for all t ≠ 0,
√
2(α − 2β) = 2

1√
w1
− 1√
t2 +t2 + w1

−

1√
w1
− 1
t2 + w1

= 1√
w1
+ 1
t2 + w1
− 2√
t2 +t2 + w1
=

1√
w1
− 1√
t2 +t2 + w1

+

1
t2 + w1
− 1√
t2 +t2 + w1

> 0,
where the last inequality follows since each quantity in parentheses is positive. Hence, we have ∥G∥ = α = √2/w1 −√
2/(|t| +t2 + w1) = h0(z)− ht(z).
Case 3. z = 0.
This is a trivial case, because J = O, and Lx = Ly = L0 = O, so thatJou(z)−∇ut(z) = LxJ − LxL−1utLyJ − LyL−1ut
 = 0.
Therefore, dist
∇Ht(z, p), ∂HFB(z, p) = 0, and (4.3) holds obviously. This completes the proof. 
Remark 4.2. To show ∥G∥ = β + γ in Case 1, we have proved β + γ ≥ α ≥ β − γ , and, as a result, we get γ ≥ 0. More
precisely, we can see that β + γ > α > β − γ , and so γ > 0 if w2 ≠ 0, and β + γ = α = β − γ , and thus γ = 0 if
w2 = 0. Instead, we may prove β + γ ≥ α, and γ ≥ 0, which means β + γ ≥ β − γ . A proof of γ ≥ 0 can be done by
using the decreasing property of the function f defined in Remark 4.1, since 2γ = 1/√λ1−1/√λ2−

1/

λt1 − 1/

λt2

=
f (0)− f (2t2).
The following theorem estimates an upper bound of the parameter t for the predicted accuracy of the distance between
the gradient of Ht and the subgradient of HFB .
Theorem 4.1. Let (x, y, p) be any point in R2n+ℓ. Let θ(x, y) be any function such that Θ(x, y) ≤ θ(x, y). Let δ > 0 be given.
Let t¯ : R2n × R+ → R+ ∪ {+∞} be defined by
t¯(x, y, δ) :=

λ1(w)δ
2(θ(x, y)2 − λ1(w)δ2)
if (x, y) ∈ Z1, and δ < θ(x, y)/

λ1(w),
w1δ
2

θ(x, y)(2θ(x, y)− δ√2w1)
if (x, y) ∈ Z2, and δ < 2θ(x, y)/

2w1,
+∞ otherwise.
Then, for any t ∈ R such that 0 < |t| ≤ t¯(x, y, δ),
dist
∇Ht(x, y, p), ∂HFB(x, y, p) < δ.
Proof. Let (x, y, p) ∈ R2n+ℓ be arbitrary, and put again z = (x, y) ∈ R2n for simplicity. By Proposition 4.1, it suffices to prove
that θ(z)[h0(z) − ht(z)] < δ for z ∈ Z1 ∪ Z2. Therefore, we may assume that θ(z) > 0, for otherwise Θ(z) = 0 and so
z = 0 ∉ Z1 ∪Z2, and thus dist
∇Ht(0, p), ∂HFB(0, p) = 0. In the following, we drop the arguments of the functions λ1, θ
and t¯ , namely, we write λ1 = λ1(w), θ = θ(z) and t¯ = t¯(z, δ) for simplicity.
244 H. Ogasawara, Y. Narushima / J. Math. Anal. Appl. 394 (2012) 231–247
We will show below that h0(z)− ht(z) < δ/θ . Let t be any scalar such that 0 < |t| ≤ t¯ .
Case 1. z ∈ Z1.
If δ ≥ θ/√λ1, then clearly, h0(z)− ht(z) < h0(z) = 1/√λ1 ≤ δ/θ .
Let δ < θ/
√
λ1. Since
√
a−√b < √a− b for all a > b > 0, we have
h0(z)− ht(z) = 1√
λ1
− 1
2t2 + λ1
=

2t2 + λ1 −√λ1√
λ1

2t2 + λ1
(4.7)
<
√
2|t|√
λ1

2t2 + λ1
=
√
2√
λ1

2+ λ1/|t|2
. (4.8)
Noting that the right-hand side in (4.8) is a strictly increasing function in |t|, we obtain
h0(z)− ht(z) <
√
2√
λ1

2+ λ1/(t¯)2
=
√
2
√
λ1

2+ λ1 2(θ2−λ1δ2)(λ1δ)2
= 1√
λ1

θ2
λ1δ2
= δ
θ
.
Case 2. z ∈ Z2.
If δ ≥ 2θ/√2w1 = θ√2/w1, then clearly, h0(z)− ht(z) < h0(z) = √2/w1 ≤ δ/θ .
Let δ < 2θ/
√
2w1. Similarly to Case 1, we have
h0(z)− ht(z) =
√
2√
w1
−
√
2
|t| +t2 + w1 =
√
2

|t| +t2 + w1 −√w1
√
w1

|t| +t2 + w1
<
√
2

|t| + √t2

√
w1

|t| +t2 + w1 =
2
√
2
√
w1

1+1+ w1/|t|2 . (4.9)
Noting again that the right-hand side in (4.9) is a strictly increasing function in |t|, we obtain
h0(z)− ht(z) < 2
√
2
√
w1

1+1+ w1/(t¯)2
= 2
√
2
√
w1

1+

1+ w1 4θ(2θ−δ
√
2w1)
(w1δ)2

= 2
√
2
√
w1

1+

8θ2−2·2√2θ ·δ√w1+(δ√w1)2
(δ
√
w1)
2

= 2
√
2
√
w1

1+

(2
√
2θ−δ√w1)2
(δ
√
w1)2
 = 2√2√
w1

1+ 2
√
2θ−δ√w1
δ
√
w1

= δ
θ
.
This completes the proof. 
When n = 1, we can easily computeΘ(x, y) asx2 + y2. In general, however, sinceΘ(x, y) = ∥Lx Ly∥ is not so easy to
compute, we estimateΘ(x, y) as follows:
Θ(x, y) = ∥Lx Ly∥ =
Lx Ly LxLy
1/2 = ∥L2x + L2y∥
≤

∥Lx∥2 + ∥Ly∥2 =

(|x1| + ∥x2∥)2 + (|y1| + ∥y2∥)2
≤

2(∥x∥2 + ∥y∥2) = 2w1,
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where the first and last inequalities follow from Property 2.1(e). Therefore, we can take

(|x1| + ∥x2∥)2 + (|y1| + ∥y2∥)2
or
√
2w1 as one of the easily computable functions θ(x, y) that dominateΘ(x, y). Note that, when we take θ(x, y) = √2w1,
the definition of t¯ is simplified as
t¯(x, y, δ) := δ
2
√
2(2− δ)
√
w1

or smaller
δ
4
√
w1

if (x, y) ∈ Z2, and δ < 2.
We defined Ht(x, y, p) in (3.1) under the assumptionK =Kn, and gave∇Ht(x, y, p) in (3.5) for this case. Recall, for the
general case whereK =Kn1 × · · · ×Knm , that Ht(x, y, p) and ∇Ht(x, y, p) are given by
Ht(x, y, p) =

φ1t (x
1, y1)
...
φmt (x
m, ym)
F(x, y, p)
 ,
∇Ht(x, y, p) =
diag {∇xiφ
i
t(x
i, yi)}mi=1 ∇xF(x, y, p)
diag {∇yiφit(xi, yi)}mi=1 ∇yF(x, y, p)
O ∇pF(x, y, p)
 ,
where x = (x1, . . . , xm), y = (y1, . . . , ym) ∈ Rn1 × · · · × Rnm , φit : R2ni → Rni is defined by
φit(x
i, yi) := xi + yi − 2t2ei + (xi)2 + (yi)21/2, ei = (1, 0, . . . , 0)T ∈ Rni ,
and diag {Di}mi=1 denotes the block-diagonal matrix with block elements Di ∈ Rni×ni . (See Fukushima et al. [5, Proposi-
tion 6.2].) We note that ∇Ht(x, y, p) can be rearranged so that the derivative ∇yiφit with respect to yi is adjacent to the
derivative ∇xiφit with respect to xi, i.e., m block-diagonals of the Jacobian matrices ∇φit(xi, yi) =

∇xiφit (xi, yi)
∇yiφit (xi, yi)

∈ R2ni×niare
made. More specifically, upon multiplying ∇Ht(x, y, p) by a permutation matrix P from the left, it becomes as follows:
P∇Ht(x, y, p) =

∇x1φ1t (x1, y1) ∇x1F(x, y, p)
∇y1φ1t (x1, y1) ∇y1F(x, y, p)
. . .
...
∇xiφit(xi, yi) ∇xiF(x, y, p)
∇yiφit(xi, yi) ∇yiF(x, y, p)
. . .
...
∇xmφmt (xm, ym) ∇xmF(x, y, p)
∇ymφmt (xm, ym) ∇ymF(x, y, p)
O ∇pF(x, y, p)

,
where P ∈ R(2n+ℓ)×(2n+ℓ) is a matrix whose (2i−1, i) block in the first n columns and (2i,m+ i) block in the next n columns
are the identity matrices Ini of order ni for i = 1, . . . ,m, and the last diagonal block is the identity matrix Ip.
For simplicity, let z = (x, y) ∈ R2n, and let z i = (xi, yi) ∈ R2ni , uit = uit(z i) =

2t2ei+ (xi)2+ (yi)21/2 ∈ Rni and ui := ui0.
Furthermore, let PJoH(z, p) =

diag {Jo
φi
(zi)}mi=1 Q
O ∇pF(z, p)

, where Q = [∇z1F(z, p)T · · · ∇zmF(z, p)T ]T ∈ R2n×ℓ. Note also that
∇φit(z i) = Eni −∇uit(z i) and Joφi(z i) = Eni − Joui(z i), where Eni = [Ini Ini ]T ∈ R2ni×ni . In this case, we have
dist
∇Ht(z, p), ∂HFB(z, p) ≤ ∥∇Ht(z, p)− JoH(z, p)∥ = ∥P∇Ht(z, p)− JoH(z, p)∥
=
diag {∇φit(z i)− Joφi(z i)}mi=1 OO O

=
diag {Joui(z i)−∇uit(z i)}mi=1 OO O

= max
1≤i≤m
Joui(z i)−∇uit(z i).
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Compare this with (4.4). Moreover, for every i = 1, . . . ,m, we need quantities associated withKni as follows. Define Θi :
R2ni → R+ by Θi(z i) := ∥Lxi Lyi∥ and let θi(z i) be any function such that Θi(z i) ≤ θi(z i). Given δ > 0, let t¯i : R2ni × R+ →
R+ ∪ {+∞} be defined by
t¯i(z i, δ) :=

λi1δ
2(θi(z i)2 − λi1δ2)
if z i ∈ Zi1 and δ < θi(z i)/

λi1,
wi1δ
2

θi(z i)

2θi(z i)− δ

2wi1
 if z i ∈ Zi2 and δ < 2θi(z i)/

2wi1,
+∞ otherwise,
(4.10)
where wi = (wi1, wi2) := (xi)2 + (yi)2 ∈ Rni , λij = λj(wi), j = 1, 2, are the spectral values of wi, Zi1 := {z i ∈ R2ni : wi ∈
intKni}, andZi2 := {z i ∈ R2ni : wi ∈ bdKni \ {0}}. Then, in the same manner as Theorem 4.1, we have, for any t ∈ R such
that 0 < |t| ≤ t¯i(z i, δ),Joui(z i)−∇uit(z i) < δ.
Summarizing the above arguments, we obtain the following theorem.
Theorem 4.2. Let (x, y, p) be any point in R2n+ℓ. Let δ > 0 be given, and let t¯ : R2n × R+ → R+ ∪ {+∞} be defined by
t¯(x, y, δ) := min{t¯i(xi, yi, δ) : i = 1, . . . ,m},
where t¯i is given by (4.10). Then, for any t ∈ R such that 0 < |t| ≤ t¯(x, y, δ),
dist
∇Ht(x, y, p), ∂HFB(x, y, p) < δ.
Finally, we consider the case ni = 1 separately, because Θi(z i) can be explicitly obtained as

(xi)2 + (yi)2 = ∥z i∥, and
so we can takeΘi(z i) itself as θi(z i). Note that θi(z i) = Θi(z i) = ∥z i∥ =

λi1, Z
i
1 = R2 \ {(0, 0)}, andZi2 = ∅. Thus, (4.10)
reduces to
t¯i(z i, δ) =

∥z i∥δ
2(1− δ2) if z
i ≠ (0, 0) ∈ R2 and δ < 1,
+∞ otherwise.
However, if we go back to (4.7), then we can get the best threshold
t¯i(z i, δ) =

∥z i∥√δ(2− δ)√
2(1− δ) if z
i ≠ (0, 0) ∈ R2 and δ < 1,
+∞ otherwise.
(4.11)
This result is obtained by solving the following equation in t:
1
λi1
− 1
2t2 + λi1
= δ∥z i∥ .
Note that
δ
2(1− δ2) <
√
δ(2− δ)√
2(1− δ) ,
√
δ <
√
δ(2− δ)√
2(1− δ)
for δ < 1 and that
δ
2(1− δ2) ≈
δ√
2
<
√
δ ≈
√
δ(2− δ)√
2(1− δ)
for sufficiently small δ > 0. More precisely, we have
δ√
2
<
δ
2(1− δ2) <
√
δ <
√
δ(2− δ)√
2(1− δ) for δ <
√
17− 1
4
= 0.7807 · · · ,
δ√
2
<
√
δ ≤ δ
2(1− δ2) <
√
δ(2− δ)√
2(1− δ) for
√
17− 1
4
≤ δ < 1.
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Therefore, instead of (4.11), we may use, for example, the following simpler formula:
t¯i(z i, δ) :=

∥z i∥√δ if z i ≠ (0, 0) ∈ R2 and δ < 1,
+∞ otherwise.
In particular, when n1 = n2 = · · · = nm = 1, that is,K = Rn+, we have
t¯(x, y, δ) :=

√
δmin

x2i + y2i : (xi, yi) ≠ (0, 0), i = 1, . . . , n

if (x, y) ≠ (0, 0) and δ < 1,
+∞ otherwise.
5. Concluding remarks
In this paper, we have shown the Jacobian consistency of Ht defined by (2.6), and estimated the distance between ∇Ht
and ∂HFB . By following [3], we can construct a smoothing Newton method based on the FB function with an appropriate
parameter control. Our further study is to investigate the global and local convergence properties of the method.
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