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PARTITIONS OF UNITY
JERZY DYDAK
Abstract. The paper contains an exposition of part of topology using
partitions of unity. The main idea is to create variants of the Tietze
Extension Theorem and use them to derive classical theorems. This
idea leads to a new result generalizing major results on paracompact-
ness (Stone Theorem and Tamano Theorem), a result which serves as
a connection to Ascoli Theorem. A new calculus of partitions of unity
is introduced with applications to dimension theory and metric sim-
plicial complexes. The geometric interpretation of this calculus is the
barycentric subdivision of simplicial complexes. Also, joins of partitions
of unity are often used; they are an algebraic version of joins of simplicial
complexes.
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1. Introduction.
The explosion of research in topology makes it imperative that one ought
to look at its foundations and decide what topics should be included in its
mainstream. One of the primary criteria is interconnectedness and potential
Date: February 20, 2003 .
1991 Mathematics Subject Classification. 54F45, 55M10, 54E35, 54D30, 54C55.
Key words and phrases. partitions of unity, dimension, simplicial complexes, para-
compact spaces, normal spaces.
Research supported in part by a grant DMS-0072356 from the National Science Foun-
dation. The author is grateful to the referee for his/her detailed report which improved
the exposition.
1
2 JERZY DYDAK
applications to many branches of topology and mathematics. The author
believes that the gems of basic topology are: normality, compactness, para-
compactness, and Tietze Extension Theorem. For a unification of results
on compactness see [8]. This paper is devoted to unification of normality,
paracompactness, and Tietze Extension Theorem, a unification which leads
to dimension theory and basic geometric topology.
The favorite approach of general topologists to study spaces is via open
coverings (see [12]). Geometric topologists, on the other hand, use con-
tinuous functions to polyhedra. We plan to unify the two approaches by
employing partitions of unity. In analysis, partitions of unity form one of
the basic tools. Also, they are very useful in homotopy theory (see [2] and
[3]). In contrast, traditional expositions of topology prove only existence of
partitions of unity subordinated to a given cover (see [10] or [18]). There
is an attempt of applying partitions of unity in [15]. However, in [15] (as
well as in [18]) attention (and the definition) is restricted to locally finite
partitions of unity, in [14] point finite partitions of unity are discussed. That
makes applications difficult as it is hard to construct locally finite partitions
of unity using algebraic methods. Even arbitrary partitions of unity form
a framework too narrow to avoid all obstacles. It turns out that equicon-
tinuous partitions of arbitrary functions are at the right level of to take full
advantage of calculus and algebra of partitions of unity.
The main feature of our approach is that most of the results follow from
variations of the following classical theorems.
Theorem 1.1 (Tietze Extension Theorem for normal spaces). If X is nor-
mal and A is closed in X, then any continuous f : A → [0, 1] extends over
X.
Theorem 1.2 ((Tietze Extension Theorem for paracompact spaces). If X
is paracompact and A is closed in X, then any continuous f : A→ E from
A to a Banach space E extends over X.
1.1 is proved in [10] (Theorem 2.1.8) and [18] (p.219). 1.2 follows from
Theorem 5.1 in [13]. We will subsequently outline proofs of 1.1 and 1.2 using
our definitions of normal and paracompact spaces (see 1.4 and 1.7).
Traditionally, topologists define a class of spaces by using the weakest
property characterizing that class. The basic example is that of normal
spaces; the definition is that they are Hausdorff and any pair of disjoint,
closed subsets can be engulfed by disjoint, open subsets. One then proves
Urysohn Lemma and 1.1-1.2. We plan to choose one of the strongest prop-
erties characterizing a particular class and we obtain that way the following
sequence of definitions and results which demonstrates a natural progres-
sion of ideas (notice that some of the proofs are postponed until subsequent
sections of the paper).
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Definition 1.3. A Hausdorff space X is normal if for any finite open
covering {Us}s∈S there is a partition of unity {fs}s∈S on X such that fs(X−
Us) ⊆ {0} for each s ∈ S.
Notice that in the case of S being a two-element set, 1.3 is virtually
identical to the Urysohn Lemma. By induction, Urysohn Lemma implies
1.3, thus showing that 1.3 is equivalent to the traditional definition.
In this paper we shall prove several classical theorems using definitions in
our sense (1.3, 1.6, and 1.12). Let us start with a natural proof of 1.1 using
1.3.
1.4. Proof of 1.1.
Proof. The first step is to show that any continuous function f : A →
[−M,M ], A closed subset of a normal (as in 1.3) space X extends approx-
imately over X. That is, for any n > 0, there is a continuous function
fn : X → [−M,M ] such that |fn(x) − f(x)| < 1/n for all x ∈ A. Cover
[−M,M ] with finitely many open (in [−M,M ]) intervals {Is}s∈S of length
smaller that 1/n. Put Us = f
−1(Is) ∪ (X \ A) for s ∈ S and notice that
{Us}s∈S is a finite open cover of X. Pick a partition of unity {fs}s∈S
on X such that fs(X \ Us) ⊆ {0} for all s ∈ S. Pick vs ∈ Is for each
s ∈ S and define fn via fn(x) =
∑
s∈S
fs(x) · vs for x ∈ X. Notice that
|fn(x)| ≤
∑
s∈S
fs(x) · |vs| ≤
∑
s∈S
fs(x) · M = M , so the image of fn is in
[−M,M ]. Also, if x ∈ A, then fn(x) − f(x) =
∑
s∈S
fs(x) · (vs − f(x)), and
fs(x) > 0 implies f(x) ∈ Is and |vs−f(x)| < 1/n. Therefore, |f(x)−fn(x)| <∑
s∈S
fs(x) · 1/n = 1/n proving that fn is an approximate extension of f .
Now, given any f : A→ [0, 1], we construct by induction on n a sequence
of continuous functions fn : X → [−1/2n, 1/2n], n ≥ 0, so that f0 = 0 and
fn+1 approximates f−
n∑
i=0
fi within 1/2
n+2. Clearly,
∞∑
i=0
fi is continuous and
extends f . This extension can be modified using a retraction R → [0, 1] to
get an extension of f from X to [0, 1]. 
The main result for normal spaces ought to be one which helps proving
that certain spaces are normal. Typically, one builds spaces from pieces, so
the natural result is the one which allows extensions of partitions of unity.
Theorem 1.5. Suppose X is normal, A is a closed subset of X, and {Us}s∈S
is a finite open covering on X. For any finite partition of unity {fs}s∈S on
A such that fs(A− Us) ⊆ {0} for each s ∈ S, there is an extension {gs}s∈S
of {fs}s∈S over X such that gs(X − Us) ⊆ {0} for each s ∈ S.
Proof. Using 1.1 extend each fs to hs : X → [0, 1] so that hs(X \Us) ⊆ {0}
for s ∈ S. Find a neighborhood U of A in X such that h = ∑
s∈S
hs is
positive on U . Pick a continuous function u : X → [0, 1] with u(A) ⊂ {1}
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and u(X \ U) ⊆ {0}. Choose a partition of unity {ps}s∈S on X so that
ps(X \ Us) ⊆ {0} for s ∈ S. Set qs = u · hs + (1 − u) · ps and notice that
q =
∑
s∈S
qs is positive. Finally, gs := qs/q induces the required partition of
unity. 
The transition to paracompact spaces is very simple now. Again, we do
not choose the weakest condition characterizing paracompact spaces but one
of the strongest.
Definition 1.6. A Hausdorff space X is paracompact if for any open
covering {Us}s∈S on X there is a partition of unity {fs}s∈S on X such that
fs(X − Us) ⊆ {0} for each s ∈ S.
Let us demonstrate how our proof of 1.1 can be adjusted to give a proof
of 1.2 using 1.6.
1.7. Proof of 1.2.
Proof. Let E be a Banach space. By B(0,M) we denote the open ball of
radius M (M could be infinity) centered at 0. The first step is to show that
any continuous function f : A → B(0,M), A being a closed subset of a
paracompact (as in 1.6) space X, extends approximately over X. That is,
for any n > 0, there is a continuous function fn : X → B(0,M) such that
|fn(x) − f(x)| < 1/n for all x ∈ A. Cover B(0,M) with open balls {Is}s∈S
of diameter smaller that 1/n. Put Us = f
−1(Is) ∪ (X \ A) for s ∈ S and
notice that {Us}s∈S is an open cover of X. Pick a locally finite partition
of unity {fs}s∈S on X such that fs(X \ Us) ⊆ {0} for all s ∈ S (their
existence is shown in 2.13). Pick vs ∈ Is for each s ∈ S and define fn via
fn(x) =
∑
s∈S
fs(x) · vs for x ∈ X. Notice that |fn(x)| ≤
∑
s∈S
fs(x) · |vs| <
∑
s∈S
fs(x) ·M = M , so the image of fn is in B(0,M). Also, if x ∈ A, then
fn(x) − f(x) =
∑
s∈S
fs(x) · (vs − f(x)), and fs(x) > 0 implies f(x) ∈ Is and
|vs− f(x)| < 1/n. Therefore, |f(x)− fn(x)| <
∑
s∈S
fs(x) · 1/n = 1/n proving
that fn is an approximate extension of f .
Now, given any f : A → E, let f0 : X → E approximate f within 1,
i.e. |f − f0| < 1 and f − f0 maps A to B(0, 1). Construct by induction on
n a sequence of continuous functions fn : X → B(0, 1/2n), n ≥ 1, so that
fn+1 approximates f−
n∑
i=0
fi within 1/2
n+2. Clearly,
∞∑
i=0
fi is continuous and
extends f . 
Let us show an important application of 1.5.
Theorem 1.8. CW complexes are paracompact.
Proof. Let {Us}s∈S be an open covering on a CW complex K. For each
open cell e of K let Ke be the smallest subcomplex of K containing e. Ke
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is finite for each e. Our plan is to create by induction on dim(e) a partition
of unity {f es}s∈S on Ke satisfying the following properties:
a. f es (Ke − Us) ⊆ {0} for each s ∈ S,
b. f es ≡ 0 for all but finitely many s ∈ S,
c. if c ⊆ Ke, then f es |Kc = f cs for each s ∈ S.
For 0-cells e it suffices to pick one s(e) ∈ S so that Us(e) contains e, declare
f e
s(e) ≡ 1, and declare f es ≡ 0 for s 6= s(e). Suppose {f es }s∈S exists for all
open cells e of dimension less than n. Given an open n-cell c of K, one can
paste all {f es }s∈S , e ⊆ Kc and dim(e) < n, which produces a partition of
unity {gs}s∈S on the (n − 1)-skeleton L of Ke such that gs ≡ 0 for all but
finitely many s ∈ S, and gs(L − Us) ⊆ {0} for each s ∈ S. By 1.5 that
partition of unity can be extended over Ke producing {f es }s∈S satisfying
conditions a)-c).
Finally, all {f es}s∈S can be pasted together resulting in a partition of unity
{fs}s∈S on K so that fs(K − Us) ⊆ {0} for each s ∈ S. 
1.8 is proved in [15] (Theorem 4.2 on p.54) using Zorn Lemma and a
version of 1.5 for compact spaces and locally finite partitions of unity (note
that all partitions of unity in [15] are assumed to be locally finite - see the
definition on p.201 and the proof of Lemma 4.1 on p.54).
Here is another illustration how a strong definition allows for easy proofs.
It also shows the advantage of using arbitrary partitions of unity rather than
only locally finite ones.
Corollary 1.9. If An is a closed subset of a paracompact (respectively, nor-
mal) space X for n ≥ 1, then
∞⋃
n=1
An is paracompact (respectively, normal).
Proof. Let Y =
∞⋃
n=1
An. Clearly, Y is Hausdorff. Suppose {Us}s∈S is an open
cover (respectively, a finite open cover) of Y . Enlarge each Us to an open
subset Vs ofX so that Us = Vs∩Y . Notice that each V\ := {V∫}∫∈S∪{X\A\}
is an open cover ofX. Pick a partition of unity {fn,s}s∈S∪{fn} onX for that
cover. Define gs :=
∞∑
n=1
fn,s/2
n and g0 :=
∞∑
n=1
fn/2
n. Clearly, {gs}s∈S ∪ {g0}
is a partition of unity on X. If g0(x) = 1, then fn(x) = 1 for all n and
x ∈ X \An for all n which means x ∈ X \ Y . Therefore g := 1− g0 =
∑
s∈S
gs
is positive on Y and hs := (gs/g)|Y defines a partition of unity {hs}s∈S on
Y such that hs(Y \ Us) ⊆ {0} for each s ∈ S. 
In traditional approaches, 1.9 is much more difficult to prove as one needs
to deal first with σ-locally finite covers (see [10], Theorem 5.1.28).
Again, our main result for paracompact spaces ought to be one which
allows to extend partitions of unity.
Theorem 1.10. Suppose X is paracompact, A is a closed subset of X, and
{Us}s∈S is an open covering on X. For any partition of unity {fs}s∈S on
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A such that fs(A− Us) ⊆ {0} for each s ∈ S, there is an extension {gs}s∈S
of {fs}s∈S over X such that fs(X −Us) ⊆ {0} for each s ∈ S. If {fs}s∈S is
locally finite, then we may require {gs}s∈S to be locally finite, too. If {fs}s∈S
is point finite and A is a Gδ-subset of X, then we may require {gs}s∈S to be
point finite, too.
Notice that the condition of A being a Gδ-subset of X cannot be removed
in the point finite case as shown in [4].
One can generalize the concept of the order of open covers to partitions
of unity as follows.
Definition 1.11. A partition of unity {fs}s∈S on X is of order at most n
if, for each x ∈ X, the cardinality of the set {s ∈ S | fs(x) > 0} is at most
n+ 1.
Now, the definition of covering dimension transfers naturally.
Definition 1.12. A Hausdorff space X is of dimension at most n if for
any open covering {Us}s∈S there is a partition of unity {fs}s∈S on X of
order at most n such that fs(X − Us) ⊆ {0} for each s ∈ S.
Our main result in the theory of dimension of paracompact spaces is the
following generalization of the Tietze Extension Theorem.
Theorem 1.13. Let n ≥ 0. Suppose X is a paracompact space, {Us}s∈S is
an open cover of X, A is a closed subset of X, and {fs}s∈S is a partition of
unity on A of order at most n such that fs(A − Us) ⊆ {0} for each s ∈ S.
There is a partition of unity {gs}s∈S on X and a closed neighborhood B of
A in X such that the following conditions are satisfied:
a. gs|A = fs for each s ∈ S.
b. gs(X − Us) ⊆ {0} for each s ∈ S.
c. The order of {gs|B}s∈S is at most n.
d. If dim(X) ≤ n, then we may require B = X.
Let us demonstrate the strength of our unification scheme by discussing
adjunction spaces X ∪f Y . In practical applications it is important to know
that operation of taking adjunction preserves a particular class. We will
do it for normality, paracompactness, and finite covering dimension. The
feature which we would like to emphasize is that the proofs either change
very little or form a natural progression. Notice that even in well-known
textbooks (see [13], p.15) such results are only stated and their proofs are
referred to specialized papers.
Definition 1.14. Suppose A is a closed subset of a space X and f : A→ Y
is a continuous function. The adjunction space X ∪f Y is the quotient
space of the disjoint union X ⊕Y of X and Y under identification x ∼ f(x)
for all x ∈ A.
Proposition 1.15. Suppose A is a closed subset of a space X and f : A→ Y
is a continuous function. If X and Y are normal, then X ∪f Y is normal
as well.
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Proof. Suppose B is a closed subset of X∪f Y and g : B → I is a continuous
function. We plan to show that g extends over X ∪f Y . Since Y is a closed
subset of X ∪f Y and is normal, g|B ∩Y extends over Y . Assume then that
Y ⊂ B. Passing to X ⊕ Y , one gets a closed subset B′ containing A ⊕ Y
and a continuous function g′ : B′ → I. g′ can be extended over X, as X is
normal, resulting in an extension X ⊕ Y → I of g′. That extension induces
an extension X ∪f Y → I of g.
Notice that one-point sets are closed in X ∪f Y . The above argument,
applied to B consisting of two points, shows that for every two distinct
points x, y ∈ X ∪f Y there is a continuous function g : X ∪f Y → I such
that g(x) = 0 and g(y) = 1. In particular, X ∪f Y is Hausdorff which
completes the proof. 
Proposition 1.16. Suppose A is a closed subset of a space X and f : A→ Y
is a continuous function. If X and Y are paracompact, then X ∪f Y is
paracompact as well. Moreover, if dim(X) ≤ n and dim(Y ) ≤ n, then
dim(X ∪f Y ) ≤ n.
Proof. Suppose U = {U∫}∫∈S is an open cover of X∪f Y . Since Y is a closed
subset of X ∪f Y and is paracompact, there is a partition of unity {gs}s∈S
on Y such that gs(Y \ Us) ⊆ {0} for each s ∈ S. Let π : X ⊕ Y → X ∪f Y
be the projection. One gets an open cover V = {V∫}∫∈S , Vs := π−1(Us),
and a partition of unity {gs ◦π}s∈S on A⊕ Y so that (gs ◦π)(A⊕Y \Vs) ⊆
{0} for each s ∈ S. By 1.10, this partition can be extended over X ⊕ Y .
That extension induces a a partition of unity {hs}s∈S on X ∪f Y such that
hs(X ∪f Y \ Us) ⊆ {0} for each s ∈ S.
The proof in case of both X and Y being of dimension at most n is exactly
the same using 1.13. 
Partitions of unity provide a simple criterion for metrizability of a space
X (see [4]). That criterion will be used later on to derive the classical
Bing-Nagata-Smirnov metrization theorem.
Theorem 1.17. A Hausdorff space X is metrizable if and only if there is a
partition of unity {fs}s∈S on X such that {f−1s (0, 1]}s∈S is a basis of open
sets of X.
Notice that the classical definition of compact Hausdorff spaces is equiv-
alent to the following one.
Definition 1.18. A Hausdorff space X is compact if for any open covering
{Us}s∈S there is a finite partition of unity {fs}s∈S on X such that fs(X −
Us) ⊆ {0} for each s ∈ S.
The author does not know of any advantage in defining compact spaces
that way. However, it is useful to know that all major concepts of basic
topology can be connected using partitions of unity.
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2. Partitions of unity and equicontinuity.
Definition 2.1. Suppose {fs}s∈S is a family of functions from a space X
to [0,∞). ∑
s∈S
fs = f means that, for each x ∈ X, f(x) is the supremum of
the set
{
∑
s∈T
fs(x) | T a finite subset of S}.
Notice that we do allow the values of f to be infinity.
We are interested in families of continuous functions {fs}s∈S from a space
X to [0,∞).
Definition 2.2. A family of functions F = {{∫ : X → [′,∞)}∫∈S is a
partition of a function f : X → [0,∞] if fs is continuous for each s ∈ S,
and
∑
s∈S
fs = f . In particular, F is called a partition of unity on X if
∑
s∈S
fs = 1.
F is called a finite partition of f provided fs ≡ 0 for all but finitely many
s ∈ S.
F is called a point finite partition of f provided F|{§} is a finite partition
of f |{x} for all x ∈ X.
F is called a locally finite partition of f provided for each x ∈ X there
is a neighborhood U of x in X so that F|U is a finite partition of f |U .
A size of a partition F = {{∫ : X → [′,∞)}∫∈S of f is measured by open
covers U of X indexed by the same set S.
Definition 2.3. Suppose F = {{∫ : X → [′,∞)}∫∈S is a partition of f :
X → [0,∞] and U = {U∫}∫∈S is an open cover of X. F is U-small if
fs(X − Us) ⊆ {0} for each s ∈ S. In other words, the carrier of fs is
contained in Us for each s ∈ S.
The goal of this section is to produce partitions of continuous functions.
We are going to proceed in small, simple steps. The first order of business is
to characterize continuity of
∑
s∈S
fs in terms similar to those for power series.
In our case a ‘tail’ of
∑
s∈S
fs is
∑
s∈S\T
fs, T finite subset of S.
Proposition 2.4. Suppose {fs}s∈S is a family of continuous functions from
a space X to [0,∞) so that ∑
s∈S
fs = f is finite (i.e., f(X) ⊆ [0,∞)). f is
continuous if and only if for each point x ∈ X and each ǫ > 0 there is a
neighborhood U of x in X and a finite subset T of S such that the values of∑
s∈S\T
fs on U are less that ǫ.
Proof. For any finite subset T of S let fT be defined as
∑
s∈T
fs. If f is
continuous, ǫ > 0, and x ∈ X, then we pick a finite T ⊆ S such that
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f(x)− fT (x) < ǫ/3. Since f − fT is continuous, there is a neighborhood U
of x such that f(y)− fT (y) < ǫ for all y ∈ U . Since f − fT =
∑
s∈S\T
fs, we
are done with the first implication.
Suppose U is a neighborhood of x in X and T is a finite subset of S
such that the values of f − fT =
∑
s∈S\T
fs on U are less that ǫ/3. Find a
neighborhood V of x in U such that |fT (y) − fT (x)| < ǫ/3 for each y ∈ V .
Now, |f(y) − f(x)| ≤ |f(y) − fT (y)| + |fT (y) − fT (x)| + |fT (x) − f(x)| < ǫ
for all y ∈ V which proves continuity of f at x. 
Remark 2.5. In [20] K.Yamazaki calls a collection {fs}s∈S of continuous
non-negative real-valued function on a topological space X sum-complete
if
∑
s∈S
fs is a continuous function from X into [0,∞), and proved that the
property that every sum-complete collection of functions on a subset A can
be extended to a sum-complete collection of functions on X is equivalent to
A being P -embedded in X.
Corollary 2.6. Suppose {fs}s∈S and {gs}s∈S are two families of continuous
functions from a space X to [0,∞) so that ∑
s∈S
fs = f is continuous and
f(X) ⊆ [0,∞). If gs(x) ≤ fs(x) for each x ∈ X and each s ∈ S, then
g =
∑
s∈S
gs : X → [0,∞) is continuous.
Proof. The tails of {gs}s∈S are estimated from above by the tails of {fs}s∈S .

Notice that if the tails of {fs}s∈S are small, then the family {max(0, fs−
ǫ)}s∈S is locally finite for any ǫ > 0. This leads to a new concept. It implies
equicontinuity of {fs}s∈S , hence its name.
Definition 2.7. Suppose {fs}s∈S is a family of continuous functions from
a space X to [0,∞). {fs}s∈S is called strongly equicontinuous if one of
the following equivalent conditions holds:
a. For each ǫ > 0 and each x ∈ X there is a neighborhood U of x in X
and a finite subset T of S such that fs(y) < ǫ for all y ∈ U and all s ∈ S \T .
b. For each positive ǫ the family {max(0, fs − ǫ)}s∈S is locally finite.
Recall the concept of equicontinuity (see 3.4.17 in [10] or [18], p.276).
Definition 2.8. A family of functions {fs}s∈S from a space X to a metric
space (Y, d) is equicontinuous if for each ǫ > 0 and each point a ∈ X there
a neighborhood U of a in X such that d(fs(x), fs(y)) < ǫ for all s ∈ S and
all x, y ∈ U .
Next we show that strong equicontinuity implies equicontinuity. Surpris-
ingly, if the sum of functions is finite, they are equivalent.
Proposition 2.9. Suppose {fs}s∈S is a family of continuous functions from
a space X to [0,∞). Consider the following conditions:
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a. {fs}s∈S is strongly equicontinuous.
b. {max(0, fs − g)}s∈S is locally finite for any positive, continuous g :
X → R.
c. {fs}s∈S is equicontinuous.
Conditions a) and b) are equivalent. Condition a) implies Condition c).
If
∑
s∈S
fs = f is finite (i.e., f(X) ⊆ [0,∞)), then all three conditions are
equivalent.
Proof. a) =⇒ b). Given x ∈ X and a positive continuous function g : X →
R put ǫ = g(x)/2 and find a neighborhood V of x in X such that g(y) > ǫ
for all y ∈ V . By a) there is a neighborhood U of x in V and a finite subset
T of S such that fs(y) ≤ ǫ for all y ∈ U and all s ∈ S \ T . Notice that
max(0, fs(y)− g(y)) = 0 for all y ∈ U and all s ∈ S \ T which proves b).
b) =⇒ a). Suppose ǫ > 0. Put g ≡ ǫ.
a) =⇒ c). Given ǫ > 0 and x ∈ X find a finite subset T of S and a
neighborhood V of x such that fs(y) ≤ ǫ/3 for all y ∈ V and all s ∈ S \ T .
In particular, |fs(z)−fs(y)| < ǫ for all s ∈ S \T and all z, y ∈ V . Obviously,
{fs}s∈T is equicontinuous, so there is a neighborhood U of x in V such that
|fs(z)− fs(y)| < ǫ for all s ∈ T and all z, y ∈ U .
Assume
∑
s∈S
fs = f is finite and {fs}s∈T is equicontinuous. Given x ∈ X
and ǫ > 0 pick a neighborhood U of x in X such that |fs(z) − fs(y)| < ǫ
for all s ∈ S and all z, y ∈ U . Find a finite subset T of S such that
f(x)− ∑
s∈T
fs(x) < ǫ/2. That implies fs(x) < ǫ/2 for all s ∈ S \ T . Now, if
s ∈ S \ T and y ∈ U , then fs(y) < fs(x) + ǫ/2 < ǫ/2 + ǫ/2 = ǫ. 
From now on we will be interested in producing equicontinuous families of
functions. Therefore the following simple fact is useful as it can be applied
to {fs + gt}s,t∈T , {max(0, fs − gt)}s,t∈T , and so on.
Proposition 2.10. Suppose {fs : X → Y }s∈S and {gt : X → Y ′}t∈T are
two families of functions from a space X to metric spaces (Y, d) and (Y ′, d′).
a. If h : Y → Y ′ is uniformly continuous and {fs : X → Y }s∈S is
equicontinuous, then {h ◦ fs : X → Y ′}s∈S is equicontinuous.
b. The two families are equicontinuous if and only if {hs,t : X → Y ×
Y ′}s∈S,t∈T defined by hs,t(x) = (fs(x), gt(x)) is equicontinuous.
Proof. a). Suppose a ∈ X and ǫ > 0. Choose δ > 0 such that d(y1, y2) < δ
implies d′(h(y1), h(y2)) < ǫ. Let U be a neighborhood of a in X such that
d(fs(x), fs(y)) < δ for all x, y ∈ U . Now, d′(h ◦ fs(x), h ◦ fs(y)) < ǫ for all
x, y ∈ U .
b). Y × Y ′ is considered with the metric ρ being the sum of d and d′.
Notice that the projections Y × Y ′ → Y and Y × Y ′ → Y ′ are uniformly
continuous, so a) implies part of b).
Suppose ǫ > 0 and a ∈ X. Find neighborhoods U and U ′ of a in X
such that d(fs(x), fs(y)) < ǫ/2 for each x, y ∈ U and each s ∈ S, and
PARTITIONS OF UNITY 11
d(gt(x), gt(y)) < ǫ/2 for each x, y ∈ U ′ and each t ∈ T . Notice that
ρ(hs,t(x), hs,t(y)) < ǫ for each x, y ∈ U ∩ U ′. 
Notice that the classical concepts of the supremum and the infimum of a
subset of reals can be naturally extended to the concepts of the supremum
sup{fs}s∈S and the infimum inf{fs}s∈S of a family of real-valued functions
on any set X.
The following result is crucial in production of equicontinuous families of
functions.
Proposition 2.11. Suppose {fs}s∈S is an equicontinuous family of func-
tions from a space X to reals R. If sup{fs}s∈S <∞ (respectively, inf{fs}s∈S >
−∞), then the family {fT }T⊆S is equicontinuous, where fT := sup{fs}s∈T
(respectively, fT := inf{fs}s∈T ).
Proof. Suppose a ∈ X and ǫ > 0. We need to find a neighborhood U of a in
X such that |fT (x)− fT (y)| < ǫ for all T ⊆ S and all x, y ∈ U . Let U be a
neighborhood of a in X such that |fs(x)− fs(y)| < ǫ/2 for all s ∈ S and all
x, y ∈ U . It suffices to show fT (x) < fT (y)+ ǫ for all T ⊆ S and all x, y ∈ U
(use symmetry). Since fs(x) < fs(y)+ǫ/2 ≤ fT (y)+ǫ/2 for all s ∈ T , taking
the supremum of the left side results in fT (x) ≤ fT (y)+ǫ/2 < fT (y)+ǫ. 
The following concept will be useful.
Definition 2.12. A partition of unity {gs}s∈S on X is an approximation
of a partition {fs}s∈S of f if gs(x) > 0 implies fs(x) > 0 for every s ∈ S.
Corollary 2.13. Every equicontinuous partition {fs}s∈S of a positive and
finite function f : X → (0,∞) has a locally finite approximation {gs}s∈S
such that the closure of the carrier of gs is contained in the carrier of fs for
each s ∈ S.
Proof. By replacing fs with min(1, fs) we may assume that fs : X → [0, 1]
for each s ∈ S. Let g := sup{fs | s ∈ S} and hs := max(0, fs − g/2). g
is continuous by 2.11 and positive-valued. Also, for each a ∈ X, there is
s ∈ S with g(s) = fs(a) > 0 which implies that hs(a) = g(s)/2 > 0. By
2.9 functions hs induce a U -small, locally finite partition of a continuous,
positive-valued function h : X → (0,∞) such that the closure of the carrier
of hs is contained in the carrier of fs for each s ∈ S. Put gs := hs/h. 
Given an open cover U = {U∫}∫∈S of a space X it is natural to seek
sufficient conditions for existence of a U -small partition of unity on X. In
case of countable covers one has a simple necessary and sufficient condition.
Proposition 2.14. Suppose U = {U\}\≥∞ is a countable open cover of a
space X. A U-small partition of unity on X exists if and only if there is a
positive-valued f : X → (0,∞] which has a U-small partition.
Proof. Suppose F = {{\}\≥∞ is a U -small partition of f : X → (0,∞]. Put
gn = min(fn, 2
−n) for n ≥ 1. It is well-known that it is a partition of a
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continuous g. Alternatively, notice that the tails of {gn}n≥1 are small and
use 2.4. Therefore {gn/g}n≥1 is a U -small partition of unity on X. 
2.14 immediately implies that all separable metric spaces X are para-
compact. Indeed, one can reduce the question of existence of partitions
of unity to countable open covers U = {U\}\≥∞ of X for which fn(x) :=
dist(x,X − Un), x ∈ X, defines a U -small partition of a positive-valued
f : X → (0,∞].
For arbitrary metric spaces one has to work with the family of fs(x) :=
dist(x,X−Us). That family does not have to be a partition of a continuous
f : X → [0,∞) but it has an important property (see 3.1) of such partitions.
The following is our weakest condition characterizing existence of a U -
small partition of unity. We will see later that it implies all major theorems
on paracompactness.
Theorem 2.15. Suppose U = {U∫}∫∈S is an open cover of a normal space
X. A U-small partition of unity on X exists if and only if there is an
equicontinuous family {ft}t∈T satisfying the following two conditions:
1. For each x ∈ X there is t ∈ T so that ft(x) > 0.
2. For each t ∈ T there is a finite subset F of S with the property that
ft(x) = 0 for all x ∈ X \
⋃
s∈F
Us.
The proof of 2.15 is preceeded by a lemma. The purpose of it is to create
a U -small equicontinuous partition of a bounded function so that we can use
2.13.
Lemma 2.16. Suppose U = {U∫}∫∈S is an open cover of a space X and
{fs : X → [0, 1]}s∈S is a U-small, equicontinuous partition of a positive-
valued f : X → (0,∞]. If S is well-ordered, then functions gs := max(0, fs−
sup{ft | t < s}) induce a U-small, equicontinuous partition {gs}s∈S of a
positive-valued g : X → (0, 1].
Proof. Given a ∈ X let t be the smallest element of {s ∈ S | fs(a) > 0}.
Since gt(a) = ft(a), it follows that
∑
s∈S
gs > 0.
Suppose T is a finite subset of S such that gs(a) > 0 for each s ∈ T .
Enumerate all elements of T in the increasing order s(1) < s(2) < . . . < s(k).
Now, gs(i)(a) ≤ fs(i)(a)− fs(i−1)(a) for i = 2, . . . , k, so
∑
s∈T
gs(a) ≤ fs(1)(a)+(fs(2)(a)−fs(1)(a))+. . .+(fs(k)(a)−fs(k−1)(a)) = fs(k)(a) ≤ 1
which proves g(a) =
∑
s∈S
gs(a) ≤ 1.
The equicontinuity of {gs}s∈S follows from 2.10. Indeed, max(u, v) =
(u+ v + |u+ v|)/2 for any u, v ∈ R. 
2.17. Proof of 2.15.
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Proof. Suppose U = {U∫}∫∈S is an open cover of a normal space X. Pick an
equicontinuous partition {ft}t∈T of a positive-valued function f so that for
any t ∈ T there is a finite subset F (t) of S with the property that ft(x) = 0
for all x ∈ X \ ⋃
s∈F (t)
Us. Replacing ft by min(1, ft) and using 2.10, 2.16, we
may assume that f is bounded by 1. By 2.13 we may assume {ft}t∈T is a
locally finite partition of unity. For each finite F ⊆ S define UF =
⋃
s∈F
Us
and let fT be the sum of all ft such that F = F (t). Clearly {fF }F⊆S is a
U ′-small partition of unity, where U ′ = {UF}F⊆S . By 2.13 there is a locally
finite partition of unity {gF }F⊆S with the property that the closure AF of
the carrier of gF is contained in UF for each F . Given F consider the open
cover {AF ∩ Us}s∈F of AF and pick a partition of unity {hF,s}s∈F on AF
so that hF,s(AF \ Us) ⊆ {0} for each s ∈ F (see 1.5). We can extend each
hF,s over X so that hF,s(X − Us) ⊆ {0}. Notice that hF,s · gF with s ∈ F
and F ranging over all finite subsets of S forms a partition of unity on X.
Therefore ps :=
∑
F⊆S
hF,s · gF induces a partition of unity on X. Clearly, it
is U -small. 
3. Applications to general topology.
Lemma 3.1. Suppose X is a metric space and U = {U∫}∫∈S is a family
of open subsets in X. The family F = {{∫}∫∈S of functions defined by
fs(x) := dist(x,X − Us) is equicontinuous.
Proof. For each z ∈ X define gz : X → R by gz(x) = d(x, z). The Triangle
Inequality implies |gz(x)− gz(y)| ≤ d(x, y) for all x, y, z ∈ X. In particular,
{gz}z∈X is equicontinuous. By 2.11, the family {gT }T⊆X is equicontinuous,
where gT := inf{gz | z ∈ T}. Taking T = X − Us gives gT = fs and
completes the proof. 
2.15 and 3.1 imply the famous theorem of A.H.Stone (see [10], 4.4.1 and
5.1.3).
Corollary 3.2 (A.H.Stone). Every metrizable space X is paracompact.
The following result describes a useful family of equicontinuous functions.
It is well-known but the proof is so short that we include it. In the Appendix
we will show that all equicontinuous families with values in compact spaces
are detected that way and we will apply it to prove a basic version of Ascoli
Theorem.
Lemma 3.3. If Z is a metric space and Y is a compact space, then any
continuous function f : X × Y → Z induces an equicontinuous family {fy :
X → Z}y∈Y given by fy(x) = f(x, y) for y ∈ Y and x ∈ X.
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Proof. Given a ∈ X and ǫ > 0 one can find, for each y ∈ Y a neighborhood
Uy × Vy of (a, y) in X × Y such that d(f(u, v), f(a, y)) < ǫ/2 for all (u, v) ∈
Uy×Vy. Pick a finite cover Vy(1)∪ . . .∪Vy(k) of Y and put U =
k⋂
i=1
Uy(i). 
Theorem 3.4 (H.Tamano [10], 5.1.38). Suppose X is a completely regular
space. If X × rX is normal for some compactification rX of X, then X is
paracompact.
Proof. Suppose U = {U∫}∫∈S is an open cover of X. Obviously, if U has a
finite subcover, then there is a U -small partition of unity on X (see 1.5).
Therefore we assume that U has no finite subcover. Enlarge each Us to an
open subset Vs or rX satisfying X ∩ Vs = Us. Let C = rX \
⋃
s∈S
Vs and
let A = {(x, x) | x ∈ X} ⊆ X × rX. Notice that C is non-empty, A does
not intersect X × C, and A is closed (it is the intersection of the diagonal
in rX × rX with X × rX). Choose a continuous f : X × rX → [0, 1] so
that f(A) = {0} and f(X × C) = {1}. The functions {fz : X → [0, 1]}z∈rX
defined by fz(x) = f(x, z) form an equicontinuous family by 3.3. Therefore
(see 2.11) fT := inf{fz | z ∈ X \
⋃
s∈T
Us} form an equicontinuous family of
functions, where T ranges over finite subsets of S. Since fx(x) = 0 for each
x ∈ X, we get fT (X \
⋃
s∈T
Us) ⊂ {0} for each T ⊆ S. It remains to show
that
∑
T⊆S
fT is positive in view of 2.15. Given x ∈ X find a neighborhood U
of C in rX with the property that f(x, z) > 1/2 for each z ∈ U . rX \ U is
compact and contained in
⋃
s∈S
Vs, so there is a finite subset T of S with the
property rX \ U ⊆ ⋃
s∈T
Vs. Therefore X −
⋃
s∈T
Us ⊆ U and fT (x) ≥ 1/2. 
Notice (see [10], 5.2.A) that a Hausdorff space X is normal countably
paracompact if and only if any countable open cover U = {U\}\∈N of X
admits a partition of unity {fn}n∈N on X such that fn(X \ Un) ⊆ {0} for
each n ≥ 1.
Another corollary to 2.15 and 3.3 is the following sufficient condition for
countable paracompactness (see [10], 5.2.8 and 5.2.H).
Theorem 3.5. Suppose X is a space. If X ×Y is normal for some infinite
compact Hausdorff space Y , then X is countably paracompact.
Proof. First consider Y = rN to be a compactification of the natural num-
bers. Suppose U = {U\}\∈N is an open cover of X. Put Vn =
n⋃
i=1
Ui
and consider A =
∞⋃
n=1
(X − Vn) × {n}, B = X × (rN \ N). B is clearly
closed, and A is closed as its complement is
∞⋃
n=1
Vn × Wn, where Wn =
rN \ {1, . . . , n − 1}. Choose a continuous f : X × rN → [0, 1] so that
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f(A) = {0} and f(X×(rN \N)) = {1}. The functions {fn : X → [0, 1]}n∈N
defined by fn(x) = f(x, n) form an equicontinuous family (see 3.3). Obvi-
ously, fn(X − Vn) ⊆ {0} for each n ∈ N . To use 2.15, it remains to show
that
∑
n∈N
fn is positive. If fn(x) = 0 for all n ∈ N , then f(x, z) = 0 for all
z ∈ rN \N contradicting f(X × (rN \N)) = {1}.
To complete the proof notice that any infinite compact Hausdorff space
contains a compactification of natural numbers. 
Finally, we will see how to get classical results of general topology via
the ‘discretization process’ of replacing partitions of unity by closed covers.
Here is a well-known discrete interpretation of normal spaces.
Proposition 3.6. A Hausdorff space X is normal if and only if for any
finite open cover {Us}s∈S of X there is a closed cover {Fs}s∈S of X such
that Fs ⊆ Us for each s ∈ S.
Proof. One direction follows from 1.3. For the other implication, use 1.5
and 2.13. 
Here is the corresponding result for paracompactness. The challenge is to
demonstrate the discretization of the proof of 2.15.
Theorem 3.7 (Michael [16] or [10], 5.1G). A Hausdorff space X is para-
compact if and only if for any open cover U = {U∫}∫∈S of X there is a closed
cover {Fs}s∈S of X such that Fs ⊆ Us for each s ∈ S, and
⋃
s∈T
Fs is closed
for every subset T of S.
Proof. Obviously, one direction follows quickly from 2.13. It is the other
implication which is of interest. Our proof starts as that in [10], 5.1.33 (how
else?) but is simpler and is motivated by partitions of unity. As in 2.16, we
assume that S is well-ordered and our basic idea is to follow the recipe of
replacing fs by fs − sup{ft | t < s} adapted to the discrete case.
We will create, for each n ≥ 1, closed covers F\ = {F∫ ,\}∫∈S of X which
are closure-preserving (that means
⋃
s∈T
Fs,n is closed for every subset T of S)
and Fs,n ⊂ Us for each s ∈ S. Covers F\ are required to have the property
that
Fs,n+1 ⊆ Us \
⋃
t<s
⋃
k≤n
Ft,k
for each s ∈ S and n ≥ 1. F∞ can be chosen by our hypotheses. Assume F‖
exists for k ≤ n. Notice that Vs := Us \
⋃
t<s
⋃
k≤n
Ft,k cover all of X if s runs
through S. Indeed, given x ∈ X one can find the smallest s ∈ S with x ∈ Us
in which case x ∈ Vs. Therefore, we pick a closed, closure-preserving cover
F\+∞ = {F∫ ,\+∞}∫∈S such that Fs,n+1 ⊆ Us \
⋃
t<s
⋃
k≤n
Ft,k for each s ∈ S.
Each x ∈ X has a natural system of neighborhoods Wx,k, where Wx,k
is defined as the complement of all Fs,p not containing x so that p ≤ k.
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{Wx,k}k≥1 is our initial approximation of neighborhoods of x needed to
establish equicontinuity.
Our first observation is that Wx,k ∩ Fs,n 6= ∅ and k > n implies x ∈ Fs,n.
The second observation is that that Wx,k ∩ Fs,n ∩ Fs,n+1 6= ∅ and k > n+ 1
implies that s is the smallest element of {t ∈ S | x ∈ Ft,n}. Indeed, x ∈
Fs,n+1 means that x cannot belong to Ft,n for any t < s. Notice that the
second observation implies that {Fs,n ∩ Fs,n+1}s∈S is a discrete family: if
m > n+1, then Wx,m intersects at most one of those elements. Finally, our
third observation is that Fs,n ∩ Fs,n+1 ∩ Fs,n+2 ⊆ X −
⋃
t6=s
Ft,n+1 ⊆ Fs,n+1.
It follows from the fact that x ∈ Ft,n+1, t < s, implies x /∈ Fs,n+2, and
x ∈ Ft,n+1, t > s, implies x /∈ Fs,n. Now, Es,n := Fs,n ∩ Fs,n+1 ∩ Fs,n+2 ∩
Fs,n+3 ⊆ Vs,n := (X −
⋃
t6=s
Ft,n+1) ∩ (X −
⋃
t6=s
Ft,n+2) ⊆ Fs,n+1 ∩ Fs,n+2 and
{Vs,n}s∈S is a discrete family of open sets.
Given x ∈ X find the smallest s with x ∈ Fs,n for some n. Now, x /∈ Ft,n+k
if t < s and x /∈ Ft,n+k if t > s and k ≥ 1 (as such Ft,n+k is disjoint with
Fs,n), which implies x ∈ Es,n. That means sets Es,n cover X.
For each (s, n) ∈ S ×N pick a continuous function fs,n : X → [0, 1/n] so
that fs,n(X \ Vs,n) ⊂ {0} and fs,n(Es,n) ⊆ {1/n}.
Notice that {fs,n}(s,n)∈S×N is equicontinuous. Indeed, given x ∈ X and
ǫ > 0 we can find n ∈ N with ǫ > 1/n. Since each family V‖ := {V∫ ,‖}∫∈S is
discrete, we can find a neighborhood W :=Wx,n+1 of x in X intersecting at
most one element of V‖ for k ≤ n. Now, the set of non-zero {fs,k|W}s∈S,k≤n
is finite, hence equicontinuous, so there is a neighborhood U of x in W so
that y, z ∈ U implies |fs,k(y)− fs,k(z)| < ǫ for all s ∈ S and k ≤ n. If k > n,
then |fs,k(y)− fs,k(z)| ≤ 1/n < ǫ. Use 2.15 to conclude the proof. 
Corollary 3.8 (Michael [10],5.1.33). If f : X → Y is a closed continuous
function and X is paracompact, then Y is paracompact.
Proof. It follows from 3.7. 
Remark 3.9. Notice that one can easily adapt 3.7 to countable covers and
conclude that images under closed continuous functions of countably para-
compact, normal spaces are countably paracompact (see [10], 5.2.G(e)).
3.10. Proof of 1.17.
Proof. Suppose X is metrizable and d is a metric on X. By 3.2, given n ≥ 1
pick a partition of unity {fx,n}x∈X such that fx,n(X \ B(x, 1/n)) ⊆ {0},
where B(x, 1/n) := {y ∈ X|d(x, y) < 1/n} is the open (1/n)-ball centered at
x. Define gx,n := fx,n/2
n for (x, n) ∈ X×N and notice that {gx,n}(x,n)∈X×N
is a partition of unity on X such that {g−1x,n(0, 1]}(x,n)∈X×N is a basis of open
neighborhoods of X.
Suppose X is a Hausdorff space and {fs}s∈S is a partition of unity on
X such that {f−1s (0, 1]}s∈S is a basis of open neighborhoods of X. Define
d(x, y) :=
∑
s∈S
|fs(x) − fs(y)|. It is clearly a metric on X, so it remains to
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show that it induces the same topology on X. Suppose U is an open set
in X and x ∈ U . There is t ∈ S such that x ∈ f−1t (0, 1] ⊂ U . Consider
V := {y ∈ X|d(x, y) < ft(x)}. Notice that V is open and contains x. To
show V ⊂ U assume y ∈ V \U . Now ft(y) = 0, so d(x, y) ≥ |ft(x)−ft(y)| =
ft(x), a contradiction. 
We are ready to derive part of the classical Nagata-Smirnov metrizability
criterion [10]. The second part will be derived later on (see 5.5-5.6).
Corollary 3.11. A regular space X is metrizable if it has a σ-locally finite
basis of open sets.
Proof. Case 1. X is normal. Suppose {Us,n}(s,n)∈S×N is a basis of open sets
in X such that {Us,n}s∈S is locally finite for each n. We may assume that
{Us,n}s∈S is a cover of X for each n ∈ N . Notice that each open set U is the
union of countably many of its subsets Fn, where Fn is the union of closures
of those Us,n so that cl(Us,n) ⊂ U . Therefore each Us,n is equal to f−1s,n(0, 1]
for some continuous function fs,n : X → [0, 1]. Notice that fn :=
∑
s∈S
fs,n is
continuous and maps X to [0,∞). Replacing fs,n by fs,n/fn we may assume
that fn ≡ 1. Define gs,n as fs,n · 2−n and notice that it induces a partition
of unity on X such that Us,n = g
−1
s,n(0, 1] for all (s, n) ∈ S ×N . By 1.17 the
space X is metrizable.
To show that X is normal let us observe that, for any two disjoint, closed
subsets A and B of X, there is a countable family {Un}∞n=1 of open sets
in X covering A such that B ∩ cl(Un) = ∅ for each n. Indeed, Un can
be defined as the union of those Us,n so that B ∩ cl(Us,n) = ∅. Similarly,
there is a countable family {Vn}∞n=1 of open sets in X covering B such that
A∩cl(Vn) = ∅ for each n. Let U ′n := Un\
⋃
k≤n
cl(Vk) and V
′
n := Vn\
⋃
k≤n
cl(Uk).
Notice that {U ′n}∞n=1 is an open cover of A, {V ′n}∞n=1 is an open cover of B,
and U ′n ∩ V ′m = ∅ for all m,n. To verify the disjointness of U ′n and V ′m
we may assume n ≤ m without loss of generality. Now U ′n ⊂ Un and
V ′m ⊂ X \ cl(Un), so those sets are in fact disjoint. Finally, U :=
∞⋃
k=1
U ′k
and V :=
∞⋃
k=1
V ′k are two disjoint open subsets of X containing A and B,
respectively, which proves that X is normal. 
4. Extensions of partitions of unity.
The purpose of this section is to provide a proof of Theorem 1.10.
Proposition 4.1. Suppose U = {U∫}∫∈S is an open covering of a space X,
f : X → [0,∞) is a continuous function, V is a neighborhood of f−1(0,∞)
in X, and {fs}s∈S is a partition of f |V which is U|V-small. The extensions
gs of fs so that gs(X − f−1(0,∞)) ⊆ {0} for each s ∈ S form a partition of
f which is U-small.
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Proof. It suffices to prove that gs is continuous for each s ∈ S. That can
be reduced to showing that g−1s [0,M) is a neighborhood of any a ∈ f−1(0).
Since f is continuous, there is a neighborhood U of a in X so that f(U) ⊆
[0,M). Notice that gs ≤ f which implies gs(U) ⊆ [0,M). 
The next result means that global extensions of partitions exist if one has
an extension over a neighborhood.
Proposition 4.2. Suppose U = {U∫}∫∈S is an open covering of a space X,
A is a closed subset of X, f : X → [0,∞) is a continuous function, and
{fs}s∈S is a partition of f |A which is U|A-small. If there is a neighborhood
V of A in X such that {fs}s∈S extends to a U|V-small partition {hs}s∈S of
f |V , then {fs}s∈S extends to a U-small partition {gs}s∈S of f if one of the
following conditions is satisfied:
a. S is finite and X is normal,
b. X is paracompact.
Moreover, if {hs}s∈S is locally finite (respectively, {hs|V − A}s∈S is locally
finite), then we may require {gs}s∈S to be locally finite (respectively, {gs|X−
A}s∈S to be locally finite).
Proof. We show both cases together. Using 2.13, pick a locally finite par-
tition of unity {rs}s∈S on X which is U -small. Find a neighborhood W of
A in X so that the closure of W is contained in V . Choose a continuous
function u : X → [0, 1] so that u(A) ⊆ {0} and u(X −W ) ⊆ {1}. Define
gs := (1 − u) · hs + f · u · rs for each s ∈ S. Notice that gs(X − Us) ⊆ {0}
for each s ∈ S and f = ∑
s∈S
gs. Other requirements are easy to see. 
Here is a generalization of 1.5.
Lemma 4.3. Suppose X is a normal space, f : X → [0,∞) is continuous,
A is a closed subset of X, and U = {U∫}∫∈S is a finite open cover of X. Any
U|A-small partition {fs}s∈S of f |A extends to a U-small partition {gs}s∈S
of f .
Proof. First consider the case of f being positive-valued. For each s ∈ S
find an extension hs : X → [0,∞) of fs such that hs(X − Us) ⊆ {0}. The
continuous function h :=
∑
s∈S
hs : X → R is positive on some neighborhood
W of A. Put ps := f · hs/h on W for each s ∈ S. {ps}s∈S is a partition of
f |W and is U|W-small. Applying 4.2 one constructs a partition {gs}s∈S of
f on X such that {gs}s∈S is U -small.
Let V = f−1(0,∞). By 1.9, V is normal. Hence, {fs|V ∩ A}s∈S extends
to a partition {ps}s∈S of f |V which is U|V-small. Applying 4.1 one gets
that {fs}s∈S extends to a partition {gs}s∈S of f on X such that {gs}s∈S is
U -small. 
Lemma 4.4. Suppose X is a paracompact space, f : X → [0,∞) is contin-
uous, A is a closed subset of X, and U = {U∫}∫∈S is an open cover of X.
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Any U|A-small, locally finite partition {fs}s∈S of f |A extends to a U-small,
locally finite partition {gs}s∈S of f .
Proof. For each a ∈ A there is an open subset Va of X such that {fs|Va ∩
A}s∈S is finite. By adding X −A one creates an open cover V = {V√}√∈P
of X with the property that {fs|Vp ∩A}s∈S is finite for each p ∈ P .
Choose a locally finite partition of unity {hp}p∈P on X which is V-small
(use 2.13). For each finite subset T of P define BT as {x ∈ X | hp(x) >
0 =⇒ p ∈ T}. Notice that BT is closed (if hp(x) > 0 for some p /∈ T , then
the neighborhood {y ∈ X | hp(y) > 0} is contained in X \BT ) and BF ⊆ BT
if F ⊆ T . We plan to create, by induction on the size of T , a finite partition
{fTs }s∈S of f |BT which is U|BT -small, extends {fs|A∩BT }s∈S , and {fTs }s∈S
extends {fFs }s∈S for F ⊆ T .
Since BT ⊆
⋃
p∈T
Vp, {fs|A∩BT }s∈S is finite for each finite T ⊆ P . Notice
that Bp, p ∈ P , are mutually disjoint, so using 4.3 one can create {fps }s∈S
for each p ∈ P . Once {fFs }s∈S exist for all F containing less that n elements,
{fTs }s∈S (for any T containing n elements) can be constructed by pasting
{fFs }s∈S for all F ⊂ T with {fs|A ∩ BT }s∈S , and then extending over BT
using 4.3. 
Lemma 4.5. Suppose {fs}s∈S is a partition of a continuous function f :
X → (0,∞). There exists a partition {fn}∞n=1 of f and there exist locally
finite partitions {fns }s∈S of fn such that {fns }∞n=1 is a partition of fs for each
s ∈ S.
Proof. Let g = sup{fs | s ∈ S}. Put f1s = max(0, fs−g/2) and h1s = fs−f1s .
Notice that sup{f1s | s ∈ S} = g/2 = sup{h1s | s ∈ S} and {f1s }s∈S is a
locally finite partition of some f1 (see 2.9 and the proof of 2.13). Apply the
same step to {h1s}s∈S and extract a locally finite partition {f2s }s∈S of f2 such
that sup{f2s | s ∈ S} = g/4 = sup{h1s − f2s | s ∈ S}. Continuing inductively
one expresses each fs as
∞∑
n=1
fns so that {fns }s∈S is a locally finite partition
of fn. Clearly, {fn}∞n=1 is a partition of f . 
Lemma 4.6. Suppose X is a paracompact space, f : X → [0,∞) is con-
tinuous, A is a closed subset of X, and U = {U∫}∫∈S is an open cover of
X. Any U|A-small partition {fs}s∈S of f |A extends to a U-small partition
{gs}s∈S of f .
Proof. First consider the case of f > 0. This case can be farther reduced to
that of f ≡ 1 by switching to {fs/f}s∈S , extending it over X, and multiply-
ing the extension by f . By 4.5 there exists a partition of unity {fn}∞n=1 on
A and there exist locally finite partitions {fns }s∈S of fn such that {fns }∞n=1
is a partition of fs for each s ∈ S. Extend {fn}∞n=1 to a partition of unity
{gn}∞n=1 on X (such an extension exists by 1.2, see also 6.5 of [4]). Notice
that {fns }s∈S is U|A-small and, by 4.4, there is a locally finite partition
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{gns }s∈S of gn on X which is U -small. By 2.6, gs =
∞∑
n=1
gns is continuous and,
clearly, {gs}s∈S is a U -small partition of unity extending {fs}s∈S .
Let V = f−1(0,∞). V is paracompact by 1.9, so {fs|V ∩ A}s∈S extends
to a partition {ps}s∈S of f |V which is U|V-small. Applying 4.1 one gets
that {fs}s∈S extends to a partition {gs}s∈S of f on X such that {gs}s∈S is
U -small. 
Lemma 4.7. Suppose X is a paracompact space, A is a closed Gδ-subset of
X, and U = {U∫}∫∈S is an open cover of X. Any partition {fs}s∈S of unity
on A which is U|A-small extends to a partition {gs}s∈S of unity on X such
that {gs}s∈S is U-small and {gs|X −A}s∈S is locally finite.
Proof. Pick u : X → [0, 1] so that A = u−1(0). Extend {fs}s∈S to a partition
of unity {hs}s∈S on X which is U -small (see 4.6). Define Vs as {x ∈ Us |
hs(x) > u(x)} and notice that V =
⋃
s∈S
Vs contains A. Also, {fs}s∈S is
V|A-small, where V = {V∫}∫∈S . By 4.6 there is an extension {h′s}s∈S of
{fs}s∈S over V which is V-small. Notice that {h′s|V −A}s∈S is locally finite
(see 2.6 and 2.9). By 4.2 one can construct a partition of unity {gs}s∈S on
X which extends {fs}s∈S so that {gs}s∈S is U -small and {gs|X − A}s∈S is
locally finite. 
5. Integrals and derivatives of partitions of unity.
Definition 5.1. Suppose S 6= ∅ is a set, X is a space, and {f ′T }T⊆S is
a partition of unity on X indexed by all finite subsets T 6= ∅ of S. The
integral of {f ′T }T⊆S is the partition of unity {fs}s∈S defined as follows:
fs(x) is the sum of all f
′
T (x)/|T |, where s ∈ T and |T | is the number of
elements of T .
Notice that each fs is continuous by 2.6. Also, it is clear that
∑
s∈S
fs =
∑
T⊆S
f ′T , so {fs}s∈S is indeed a partition of unity on X.
Theorem 5.2. For any partition of unity {fs}s∈S on a space X there is a
unique partition of unity {f ′T }T⊆S on X (called the derivative of {fs}s∈S)
satisfying the following properties:
1. {fs}s∈S is the integral of {f ′T }T⊆S.
2. f ′T (x) 6= 0 and f ′F (x) 6= 0 for some x ∈ X implies T ⊆ F or F ⊆ T .
It is given by f ′T = |T | ·max(0, gT ), where gT = min{ft | t ∈ T} − sup{ft |
t ∈ S − T}.
Proof. Suppose {f ′T }T⊆S has properties 1 and 2. Notice that, for each x ∈ X,
{T ⊂ S : f ′T (x) > 0} is countable. Given x ∈ X we can, by using 2, find
a (possibly finite) strictly increasing sequence T (1) ⊂ T (2) ⊂ . . . of finite
subsets of S such that f ′T (x) > 0 if and only if T equals T (i) for some i.
Let M be the supremum of all i such that T (i) exists (it is possible for M
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to be ∞). For integers i ≤ M let vi =
M∑
k=i
f ′
T (k)(x)/|T (k)|. Notice that
it is a strictly decreasing sequence of positive numbers. The meaning of
those numbers is as follows: v1 = fs(x) for s ∈ T (1), and vi+1 = fs(x)
for x ∈ T (i + 1) \ T (i) if i ≥ 1. Notice that fs(x) = 0 for s /∈
M⋃
i=1
T (i).
Define gT (x) = min{ft(x) | t ∈ T} − sup{ft(x) | t ∈ S − T} and hT (x) =
|T | ·max(0, gT (x)) for all finite subsets T of S. To prove uniqueness of the
derivative we need to show f ′T (x) = hT (x) for all T . There are two possible
cases:
A. T ∩ T (i) = ∅ for all i ≤M .
B. T ∩ T (i) 6= ∅ for some i ≤M .
In Case A one has fs(x) = 0 for all s ∈ T implying gT (x) ≤ 0, and
f ′T (x) = 0. Thus, f
′
T (x) = hT (x) = 0 in that case.
In Case B, if T \
M⋃
i=1
T (i) contains some s, then f ′T (x) = 0 and gT (x) ≤
fs(x) = 0, so again f
′
T (x) = hT (x) = 0. Therefore, one may pick the smallest
i such that T ⊆ T (i). If there is s ∈ T (i) \T , then f ′T (x) = 0 (as T does not
equal to any of T (j)) and fs(x) ≥ ft(x) for all t ∈ T , implying gT (x) ≤ 0.
Again, f ′T (x) = hT (x) = 0. Thus, T = T (i). Pick s ∈ T (i) \ T (i − 1)
(s ∈ T (1) if i = 1). Now fs(x) = vi is the smallest value of all ft(x), t ∈ T .
Also, vi+1 (0, if i =M) is the largest value of ft(x), t ∈ S \ T . That means
hT (x) = |T |(vi−vi+1) = f ′T (x) and we are done with the proof of uniqueness.
To prove existence of the derivative, put f ′T = |T | · max(0, gT ), where
gT = min{ft | t ∈ T} − sup{ft | t ∈ S − T}. By 2.10-2.11, gT is continuous
which implies continuity of f ′T . Suppose gT (x) > 0 and gF (x) > 0 for some
x ∈ X. If s ∈ T − F , then fs(x) > ft(x) for all t ∈ S − T . Similarly,
t ∈ F − T implies ft(x) > fs(x), which means such t does not exist and
F ⊆ T . It remains to show that the sum of all max(0, gT ) with s ∈ T is fs
if s is fixed. Indeed, we can pick elements s(i) ∈ S, i ≥ 1 or n ≥ i ≥ 1 for
some n, such that fs(i)(x) ≥ fs(i+1)(x) > 0 for all i and ft(x) = 0 for t not
equal to any of s(i).
If s 6= s(i) for all i, then fs(x) = 0 implying gT (x) = 0 for all T containing
s. Consequently, in that case, fs(x) is the sum of all max(0, gT ) with s ∈ T .
Suppose s = s(i) for some i. Now, gT (x) > 0 and s ∈ T can happen
only if T = T (k) = {s(1), . . . , s(k)} for some k ≥ i. Notice that gT (k)(x) =
fs(k)(x) − fs(k+1)(x) in that case. Now
∞∑
k=i
gT (k)(x) becomes a telescopic
sequence (fs(i)(x) − fs(i+1)(x)) + (fs(i+1)(x) − fs(i+2)(x)) + . . . which adds
up to fs(x).
It remains to show that {f ′T }T⊆S is actually a partition of unity onX. No-
tice that the sum
∑
T⊆S
f ′T (x) can be expressed as
∑
s∈S
∑
s∈T⊆S
f ′T (x)/|T | which
is
∑
s∈S
fs(x) = 1. 
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Let us show how to use derivatives of partitions of unity to create star
refinements of open covers, a basic operation in general topology.
Proposition 5.3. Suppose {fs}s∈S is a partition of unity on X and {f ′T }T⊆S
is its derivative. If open covers U = {UT }T ⊆S and V = {V∫}∫∈S of X are
defined by UT = (f
′
T )
−1(0, 1] and Vs = f−1s (0, 1], then stars of U at points of
X refine V.
Proof. Given x ∈ X let us pick s ∈ S so that fs(x) = sup{ft(x) | t ∈ S}
and let F = {t ∈ S | ft(x) = fs(x)}. Since f ′T = |T | · max(0, gT ), where
gT = min{ft | t ∈ T} − sup{ft | t ∈ S − T}, f ′F (x) > 0 and f ′T (x) = 0
for every proper subset T of F . Suppose x ∈ UT for some T ⊆ S. That
means f ′T (x) > 0 and T must contain F . Hence, s ∈ T which implies
fs(y) ≥ f ′T (y)/|T | > 0 for all y ∈ UT . That proves that the star of U at x is
contained in Vs. 
The following allows to apply the calculus of partitions of unity in dimen-
sion theory.
Proposition 5.4. Let {fs}s∈S be a partition of unity on a space X and let
{f ′T }T⊆S be its derivative. The order of {fs}s∈S is at most n if and only if
f ′T ≡ 0 for all T ⊆ S containing at least (n+ 2) elements.
Proof. Suppose the order of {fs}s∈S is at most n and suppose T is a subset
of S containing at least n + 2 elements. Since f ′T = |T | ·max(0, gT ), where
gT = min{ft | t ∈ T} − sup{ft | t ∈ S − T}, and since for any x ∈ X there
must be at least one s ∈ S with fs(x) = 0, we get f ′T ≡ 0.
Suppose f ′T ≡ 0 for all T ⊆ S containing at least n+2 elements. Suppose
there is F ⊆ S containing at least n+ 2 elements such that for some x ∈ X
all values fs(x), s ∈ F , are positive. Let a = min{fs(x) | s ∈ F}. Enlarge
F , if necessary, to include all s ∈ S such that fs(x) ≥ a. Now, f ′F (x) =
|F | · (min{fs(x) | s ∈ F}− sup{fs(x) | s ∈ S−F}) > 0, a contradiction. 
Another application of derivatives of partitions of unity yields the second
part of the classical metrizability criterion.
Corollary 5.5 (A.H.Stone [10]). Each open covering of a metrizable space
X has a σ-discrete refinement.
Proof. It suffices to show that, for any partition of unity f = {fs}s∈S on
X, the cover {Us}s∈S of X, Us := f−1s (0, 1], has a σ-discrete refinement.
Let {f ′T }T⊆S be the derivative of f . By considering only T of a given size
n one gets that the sets UT := {x ∈ X|f ′T (x) > 0} are mutually disjoint.
Therefore, by 2.4 and 2.9, the family Um,\ consisting of sets UT,m := {x ∈
X|f ′T (x) > 1/m}, where |T | = n, is locally finite and the closures of its
elements are mutually disjoint. That means precisely that Um,\ is discrete.

Corollary 5.6 (Bing-Nagata-Smirnov [10]). A regular space X is metrizable
if and only if it has a σ-discrete basis of open sets.
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6. Dimension and partitions of unity.
Using partitions of unity one can introduce the covering dimension of
normal spaces via finite partitions of unity, and for paracompact spaces
via arbitrary partitions of unity. We chose arbitrary partitions of unity in
order to illustrate how one applies the calculus of partitions of unity. One
can show (using techniques of [6]) that both ways yield the same result for
paracompact spaces.
Definition 6.1. Let U be an open cover of a space X. The order ord(U) of
U is the smallest integer n with the property that any family U1, . . . , Un+2
of different elements of U has empty intersection.
Remark 6.2. Notice that if {fs}s∈S is a partition of unity on X, then its
order is the same as that of the open covering {Us}s∈S , where Us = f−1s (0, 1]
for each s ∈ S.
Lemma 6.3. Let n ≥ 0. If X is a paracompact space, then the following
conditions are equivalent:
1. Any open cover U of X has an open refinement V such that ord(V) ≤ \.
2. For any open cover {Us}s∈S of X there is a partition of unity {fs}s∈S
of order at most n such that fs(X − Us) ⊆ {0} for each s ∈ S.
3. Any partition of unity {fs}s∈S on X is approximable by partitions of
unity of order at most n.
Proof. 1) =⇒ 2). Let {Us}s∈S be an open cover of X. Pick a refinement
{Vt}t∈T of {Us}s∈S whose order is at most n. Let {gt}t∈T be a partition of
unity on X such that gt(X−Vt) ⊆ {0} for each t ∈ T . Notice that the order
of {gt}t∈T does not exceed n. Partition T into disjoint subsets Ts, s ∈ S,
such that gt(X−Us) ⊆ {0} for all t ∈ Ts. If Ts = ∅ we put fs = 0, otherwise
fs =
∑
t∈Ts
gt. Notice that {fs}s∈S is the required partition of unity on X.
2) =⇒ 3). Given a partition of unity {fs}s∈S on X, put Vs = f−1s (0, 1]
and find a partition of unity {gs}s∈S on X of order at most n such that
gs(X − Vs) ⊆ {0} for each s ∈ S. Clearly, {gs}s∈S approximates {fs}s∈S .
3) =⇒ 1). Given open cover U = {U∫}∫∈S of X let us pick a partition
of unity {fs}s∈S such that fs(X − Us) ⊆ {0} for each s ∈ S. Approximate
{fs}s∈S by {gs}s∈S which is of order at most n. Put Vs = g−1s (0, 1] and
notice that {Vs}s∈S refines {Us}s∈S and its order does not exceeed n. 
Definition 6.4. Let X be a paracompact space and n ≥ −1. dim(X) = −1
means that X is empty. Suppose n ≥ 0. We say that X is at most n-
dimensional (notation: dim(X) ≤ n) if one of the conditions 1, 2, or 3 of
6.3 is satisfied. We say that X is n-dimensional (notation: dim(X) = n) if
dim(X) ≤ n and dim(X) ≤ n− 1 does not hold.
Corollary 6.5 ([11], 3.1.3). Suppose X is a paracompact space. If dim(X) ≤
n and A is a closed subset of X, then dim(A) ≤ n.
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Proof. Suppose {Us}s∈S is an open cover of A. Define Vs = (X − A) ∪ Us
for s ∈ S and notice that Vs is an open subset of X. Since {Vs}s∈S is
an open cover of X, there is a partition of unity {fs}s∈S on X such that
fs(X − Vs) ⊆ {0} for each s ∈ S and its order does not exceed n. Since
X − Vs = A− Us, the partition of unity {gs}s∈S = {fs|A}s∈S on A satisfies
gs(A−Us) ⊆ {0} and its order does not exceed n. By 6.3, dim(A) ≤ n. 
6.6. Proof of 1.13.
Proof. By 4.6 there is a partition of unity {hs}s∈S on X such that hs(X −
Us) ⊆ {0} and hs|A = fs for each s ∈ S. Let {h′T }T⊆S be its derivative.
Consider the sum h of all h′T such that T contains at most (n+1) elements.
By 5.4, h|A is equal 1. Let W = {x ∈ X | h(x) 6= 0}. Define i′T on W
as h′T /h if T contains at most (n + 1) elements. Otherwise put i
′
T = 0.
Integrate it to {is}s∈S and notice that {i′T }T⊆S is its derivative. By 5.4, the
order of {is}s∈S is at most n. Also, it is clear that is(W − Us) ⊆ {0} for
each s ∈ S. Pick an open subset V containing A whose closure is contained
in W . Pick an open subset U containing A whose closure is contained in
V . If dim(X) > n, then we put B = cl(V ) and we extend {is|B}s∈S over
X to obtain {gs}s∈S satisfying conditions a)-c). If dim(X) ≤ n, we may
extend {is|cl(V )}s∈S over X so that is(X − Us) ⊆ {0} for each s ∈ S
and we choose a partition of unity {js}s∈S on X of order at most n which
approximates {is}s∈S (see 6.5 and 6.3). Let a : X → [0, 1] be a continuous
function such that a(cl(U)) ⊆ {1} and a(X − V ) ⊆ {0}. Define gs(x) as
a(x)·is(x)+(1−a(x))·js(x). Notice that gs is continuous for each s ∈ S, the
sum
∑
s∈S
gs equal 1, and {gs}s∈S satisfies conditions a)-b). Pick x ∈ X and
suppose that T = {s ∈ S | gs(x) 6= 0} contains more that n + 1 elements.
This can happen only if 0 < a(x) < 1, in particular x ∈ V . Since js(x) 6= 0
implies is(x) 6= 0, we get is(x) > 0 for all s ∈ T contradicting the fact that
the order of {is}s∈S on V is at most n. Thus, conditions c) and d) hold. 
Theorem 6.7 ([11], 3.1.8). Suppose X is a paracompact space and X =
∞⋃
k=1
Xk, where Xk is closed in X for each k. If dim(Xk) ≤ n for each k,
then dim(X) ≤ n .
Proof. Suppose {fs}s∈S is a partition of unity onX. Approximate {fs|X1}s∈S
by a partition of unity of order at most n and extend it over X so that the
resulting partition of unity {g1,s}s∈S approximates {fs}s∈S and the order
of {g1,s|B1}s∈S is at most n for some closed neighborhood B1 of X1 in X.
Suppose that, for some k ≥ 1, there is a partition of unity {gk,s}s∈S on
X which approximates {fs}s∈S and, for some closed neighborhood Bk of
k⋃
i=1
Xk, the order of {gk,s|Bk}s∈S is at most n. Put A = Bk ∩Xk+1. Since
dim(A) ≤ n (see 5.5), {gk,s|A}s∈S can be extended over Xk+1 to approxi-
mate {fs|Xk+1}s∈S and preserving the order at the same time. Pasting the
PARTITIONS OF UNITY 25
extension with {gk,s|Bk}s∈S and then extending over X using 1.13 gives an
approximation {gk+1,s}s∈S of {fs}s∈S so that its order on some closed neigh-
borhood Bk+1 of Bk ∪Xk+1 is at most n. The direct limit of all {gk,s}s∈S as
k → ∞ gives an approximation {gs}s∈S of {fs}s∈S whose order is at most
n. By 6.3, dim(X) ≤ n. 
Part of the meaning of 1.13 is that partitions of unity on closed subsets of
paracompact spaces can be extended over a neighborhood while preserving
order. The next result deals with approximate extensions.
Proposition 6.8. Suppose A is a subset of a metrizable space X and {fs}s∈S
is a partition of unity on A. There is a neighborhood U of A in X and a
locally finite partition of unity {gs}s∈S on U so that {gs|A}s∈S approximates
{fs}s∈S. Moreover, if order of {fs}s∈S is at most n, then we may require
{gs}s∈S to be of order at most n.
Proof. Given an open set U of A define e(U) as {x ∈ X | dist(x,A) <
dist(x,X \ U)}. If x ∈ A ∩ e(U), then 0 = dist(x,A) < dist(x,X \ U), i.e.
x ∈ U . Conversely, x ∈ A ∩ U implies 0 = dist(x,A) < dist(x,X \ U), i.e.
x ∈ e(U). Notice that e(V ∩W ) = e(V ) ∩ e(W ) for any two open subsets
V and W of A. Indeed, it follows from the equality dist(x,X \ V ∩W ) =
min(dist(x,X \ V ), dist(x,X \W )).
Define Us := f
−1
s (0, 1] for s ∈ S. Let Vs := e(Us) for each s ∈ S. Put
U =
⋃
s∈S
Vs. Since e(
⋂
s∈T
Us) =
⋂
s∈T
e(Us) for any finite subset T of S, the
order of {Vs}s∈S is at most that of {fs}s∈S . Choose a locally finite partition
of unity {gs}s∈S on U such that gs(U − Vs) ⊆ {0} for s ∈ S. Notice that
the order of {gs}s∈S is at most that of {fs}s∈S and {gs|A}s∈S approximates
{fs}s∈S . 
Corollary 6.9 ([11], 3.1.23). Suppose A is a subset of a space X. If X is
metrizable, then dim(A) ≤ dim(X).
Proof. Let dim(X) = n. Given a partition of unity {fs}s∈S on A we may
find an open neighborhood U of A in X and a partition of unity {gs}s∈S
on U such that {gs|A}s∈S approximates {fs}s∈S . Since U is a Fσ-set in X,
dim(U) ≤ n by 6.7 and {gs}s∈S is approximable by {hs}s∈S of order at most
n (see 6.3). Notice that {hs|A}s∈S approximates {fs}s∈S and its order is at
most n. By 6.3, dim(A) ≤ n. 
Theorem 6.10 ([11], 4.1.18). Suppose A and B are subsets of a space X.
If X is metrizable, then dim(A ∪B) ≤ dim(A) + dim(B) + 1.
Proof. Let dim(A) = m and dim(B) = n. Suppose {fs}s∈S is a partition of
unity on X. By 6.8 and 6.3 we may find open neighborhoods U of A and V
of B such that there exist partitions of unity {gs}s∈S on U of order at most
m, and {hs}s∈S on V of order at most n such that {gs}s∈S approximates
{fs|U}s∈S and {hs}s∈S approximates {fs|V }s∈S . Choose a continuous func-
tion a : X → [0, 1] such that a(X − U) ⊆ {0} and a(X − V ) ⊆ {1}. Define
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ps(x) = a(x) · gs(x) + (1 − a(x)) · hs(x) for x ∈ X. Notice that {ps}s∈S
is a partition of unity approximating {fs}s∈S and whose order is at most
m+ n+ 1. 
7. Simplicial complexes.
There are two ways of introducing simplicial complexes. One is abstract
and follows the way nerves of open covers are introduced (see [9] or [17]).
Definition 7.1. Given a partition of unity f = {fs}s∈S on a space X its
nerve N ({) is defined as the set of all finite subsets T of S with the property
that there is x ∈ X with fs(x) > 0 for all s ∈ T .
Alternatively, the nerve can be defined using derivatives of partitions of
unity and this way is more fruitful.
Proposition 7.2. Suppose f = {fs}s∈S is a partition of unity on a space
X. T ∈ N ({) if and only if there is a finite subset F of S containing T such
that f ′F 6= 0.
Proof. If f ′F (x) > 0 for some F ⊃ T , then fs(x) ≥ f ′F (x)/|F | > 0 for each
s ∈ T which proves T ∈ N ({). Conversely, if there is a point x ∈ X such
that fs(x) > 0 for all s ∈ T , then we put F := {r ∈ S | fr(x) ≥ min
s∈T
fs(x)}
and notice that f ′F (x) = |F | ·max(0,min
s∈F
fs(x)− sup
s∈S−F
fs(x)) > 0. 
Corollary 7.3. Suppose f = {fs}s∈S is a partition of unity on a space X
and A is a subset of X. There is a neighborhood U of A in X and a partition
of unity g = {gs}s∈S on U such that the following conditions hold:
a. g|A = f |A.
b. g approximates f |U .
c. The nerve of g equals the nerve of f |A.
d. U is the set of all points x such that f ′T (x) > 0 and f
′
T |A 6= 0 for some
finite T ⊂ S.
Proof. Consider the derivative {f ′T }T⊆S of f = {fs}s∈S . Put h′T ≡ 0 if
f ′T |A ≡ 0 and h′T = f ′T otherwise. Notice that h =
∑
T⊆S
h′T is continuous and
equals 1 on A. Let U := {x ∈ X | h(x) > 0}. Define g′T as h′T /h. {g′T }T⊆S
is a partition of unity on U . Let {gs}s∈S be its integral. Since g′T (x) > 0
and g′F (x) > 0 implies f
′
T (x) > 0 and f
′
F (x) > 0, one gets F ⊂ T or T ⊂ F .
That means {g′T }T⊆S is the derivative of {gs}s∈S . Since g′T |A = f ′T |A for all
finite subsets T of S, gs|A = fs|A for all s ∈ S.
Suppose gs(x) > 0 for some x ∈ U and s ∈ S. There is a finite T ⊂ S
containing s such that g′T (x) > 0. Therefore h
′
T (x) > 0 which implies
h′T (x) = f
′
T (x) and fs(x) > 0, i.e. g approximates f |U .
Suppose F is a finite subset of S containing T and g′F 6= 0. Therefore
h′F 6= 0 which means h′F = f ′F and f ′F |A 6= 0. By 7.2 the nerve of g equals
the nerve of f |A. 
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The second way of introducing simplicial complexes is much more geo-
metric (see [17] for details). Namely, a simplicial complex is a family K of
geometric simplices ∆ with the property that every face of ∆ belongs to K,
and the intersection of every two simplices belonging to K is a face of each
of them. The advantage of this approach is that one can use barycentric
subdivision K ′ of K obtained by starring of K at algebraic centers of its
simplices ∆, and one has
⋃
K ′ =
⋃
K, i.e. the carriers |K| of K and |K ′|
of K ′ are identical.
Given a geometric simplicial complex K one has a natural partition of
unity on |K|, namely the set of barycentric coordinates φv, where v ranges
over all vertices of K. To find φv(x) one picks any simplex ∆ ofK containing
x, expresses x as the linear combination of the vertices of ∆, and φv(x) is
the coefficient by v (that means φv(x) = 0 if v is not a vertex of ∆). Thus,
x =
∑
v∈V
φv(x) · v, where V is the set of vertices of V .
Since |K| = |K ′|, there are two natural partitions of unity on |K| and the
next result reveals the basic connection between barycentric subdivisions
and derivatives of partitions.
Proposition 7.4. Suppose K is a simplicial complex and let, for each v ∈
K(0), φv be the v-th barycentric coordinate. The derivative of {φv}v∈K(0)
forms the barycentric coordinates of the barycentric subdivision K ′ of K.
Proof. This follows from 5.2 and Lemmata 7-8 in [17] (pp.306–7). Lemma 7
can be interpreted as saying that {φv}v∈K(0) is the integral of {φ′∆}v∈(K ′)(0) ,
and Lemma 8 gives the formula identical with that in 5.2. 
The carrier |K| of each geometric simplicial complex can be metrized by
the metric d(x, y) :=
∑
v∈V
|φv(x) − φv(y)| and the resulting metric space is
denoted by |K|m (see [17], p.301). Since |K| = |K ′|, we have two metrics
on the same carrier. In traditional approaches to simplicial complexes it is
a non-trivial task to show that they are equivalent (see [17], Theorem 13 on
p.306). In our approach it is a simple consequence of 7.4.
Corollary 7.5. Suppose K is a simplicial complex and K ′ is its barycentric
subdivision. The identity function |K ′|m → |K|m is a homeomorphism.
Proof. Proposition 6.4 in [4] implies that f : X → |K|m is continuous if and
only if φv ◦ f is continuous for each vertex v. Notice that the derivative of
{φv ◦ f}v∈V is exactly {φ′∆ ◦ f}∆∈K , so f : X → |K|m is continuous if and
only if f : X → |K ′|m is continuous. 
Another easy consequence of our results is the fact that metric simplicial
complexes are absolute neighborhood extensors of metrizable spaces which
is normally proved via Dugundji Theorem plus some non-trivial calculations
(see [17], Theorem 11 on p.304). We are going to prove a stronger result.
Corollary 7.6. Suppose K is a simplicial complex, A is a closed Gδ-subset
of a paracompact space X, and f : A → |K|m is a continuous function.
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There is an open subset U of X containing A and a continuous extension
g : U → |K|m of f .
Proof. Let L be the full simplicial complex containing K (that means L has
the same set of vertices as K and contains all possible simplices). Think
of f as a partition of unity enumerated by vertices of L. Obviously, it is
point-finite. 1.10 says that f can be extended to a point finite partition of
unity h on X. That h can be interpreted as a continuous function from X
to |L|m which extends f . By 7.3 there is a neighborhood U of A in X and a
partition of unity g on U extending f |A such that g approximates f |U and
its nerve equals the nerve of f |A. The fact that g approximates f |U implies
that it is point finite and can be interpreted as a continuous function from
U to its nerve. That nerve is contained in K (it equals the nerve of f |A),
so one gets an extension g : U → |K|m of f . 
It is traditional to show that continuous functions to simplicial complexes
are homotopic if sufficiently close (see [9] or [17]). Let us show that using
derivatives of partitions of unity one gets a simpler result which is reminis-
cent of the well-known fact that any two continuous functions f, g : X → Sn
are homotopic if |f(x)− g(x)| < 2 for each x ∈ X.
Corollary 7.7. Suppose K is a simplicial complex and f, g : X → |K|m are
two continuous functions which agree on a subset A of X. If the distance
between their derivatives f ′ and g′ is less than 2, then f is homotopic to g
rel. A.
Proof. Consider the full complex L containing K. The identity function
id : |L|m → |L|m may be viewed as a partition of unity on |L|m. Its derivative
(id)′ is a partition of unity on |L|m indexed by simplices ∆ of L. Also, for
any continuous function u : X → |L|m, thought of as a partition of unity on
X, the derivative u′ of u equals id′ ◦ u. Let
U = {x ∈ |L|m | (id)′∆(x) > 0 and (id)′∆|f(A) 6= 0 for some ∆ ∈ K}.
Let us show that h = (1−a) ·f +a ·g maps X to U for each a ∈ [0, 1]. Since
there is a retraction r : U → |K|m (see 7.3), that would complete the proof.
Given x ∈ X there is ∆ ∈ K such that f ′∆(x) > 0 and g′∆(x) > 0
(otherwise |f ′(x) − g′(x)| = 2). If h′∆(x) = 0, then there is s ∈ ∆ and
t ∈ S \ ∆ with hs(x) ≤ ht(x). However, fs(x) > ft(x) and gs(x) > gt(x)
implies hs(x) = (1− a) · fs(x) + a · gs(x) > (1− a) · ft(x) + a · gt(x) = ht(x),
a contradiction. 
We will now formalize an operation which we have already used without
mentioning it explicitely.
Proposition 7.8. Suppose f = {fs}s∈S is a partition of unity on an open
subset U of X and g = {gs}s∈S is a partition of unity on an open subset
V of X. If X = U ∪ V and α : X → [0, 1] is a continuous function such
that α−1(0, 1] ⊂ U and α−1[0, 1) ⊂ V , then hs := α · fs+ (1−α) · gs defines
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a partition of unity on X called the join of f and g along α and denoted
f ∗α g.
Proof. Notice that the formula for hs does not depend on how fs is extended
over X \ U and on how gs is extended over X \ V . The easiest choice is
to extend them trivially by mapping those complements to 0. Applying 4.1
one gets that {α · fs}s∈S is a partition of α on X and {(1− α) · gs}s∈S is a
partition of 1 − α on X which implies that {hs}s∈S is a partition of unity
on X. 
Corollary 7.9. Suppose K is a simplicial complex, A is a closed Gδ-subset
of a paracompact space X, and f : A → |K|m is a continuous function. If
there is a continuous function g : X → |K|m such that g|A approximates f ,
then f extends continuously over X.
Proof. Let S be the set of vertices of K and let us interpret g as a partition
of unity {gs}s∈S on X. Choose, using 2.13, a locally finite partition of
unity h = {hs}s∈S on X such that Bs := cl(h−1s (0, 1]) ⊂ g−1s (0, 1] for each
s ∈ S. Apply 7.6 and find an extension F = {Fs}s∈S : W → |K|m of f
over an open neighborhood W of A in X. Let Cs := F
−1
s (0) for each s ∈ S.
Notice that A ∩ Cs ∩ Bs = ∅ for all s ∈ S: x ∈ A ∩ Bs implies gs(x) > 0
which implies fs(x) > 0, so x /∈ Cs. Since {Cs ∩ Bs}s∈S is a locally finite
family of closed sets in W , there is an open neighborhood U of A in W such
that U ∩ Cs ∩ Bs = ∅ for all s ∈ S which implies that h|U approximates
F |U . Pick a continuous function α : X → [0, 1] such that α(A) ⊆ {1} and
α(X \ U) ⊆ {0}. Now H := (F |U) ∗α h = α · (F |U) + (1 − α) · h is an
extension of f , so it remains to show that its image is contained in |K|m,
i.e. Hs(x) > 0 for s ∈ T implies T ∈ K. It is certainly so for x ∈ X \ U as
Hs(x) > 0 implies gs(x) > 0 in that case. If x ∈ U , then hs(x) > 0 implies
Fs(x) > 0 as h|U approximates F |U , so this case holds as well. 
Let us show an application of 7.9 to the theory of absolute extensors.
Corollary 7.10. Suppose X is a metrizable space and K is a simplicial
complex. If |K|m is an absolute extensor of X, then it is an absolute extensor
of every subset of X.
Proof. Case 1. Open subsets of X. Given an open subset U of X let us
express it as the union
∞⋃
n=1
Bn of closed subsets Bn of X such that Bn ⊂
int(Bn+1) for all n. Suppose C is a closed subset of U and f : C → |K|m
is a continuous function. Given an extension fn : Bn → |K|m of f |Bn ∩ C,
we extend fn to fn+1 : Bn+1 → |K|m so that fn+1|Bn+1 ∩C = f |Bn+1 ∩C.
The direct limit of fn is an extension of f over A.
Case 2: All subsets of X. Suppose C is a closed subset of A ⊂ X and
f : C → |K|m is a continuous function. According to 7.9 it suffices to show
that an approximate of f extends over A, so we may assume (see 2.13) that
f is locally finite. Extend f to a locally finite partition of unity g on A
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(see 4.4). Using 6.8 find a neighborhood U of A in X and a locally finite
partition of unity h on U such that h|A approximates g. In particular h
can be interpreted as a continuous function from U to |L|m, where L is
the full simplicial complex containing K. Let D := h−1(|K|m). Notice
that D is closed in U and contains C as h|C approximates f which implies
h(C) ⊂ |K|m. By Case 1, h|D : D → |K|m extends over U , so f extends
over A by 7.9. 
Let us show that the operation of taking joins of partitions of unity cor-
responds to the operation of taking joins of simplicial complexes.
Definition 7.11. Suppose K and L are two abstract simplicial complexes
with sets of vertices SK and SL so that SK ∩ SL = ∅. The join K ∗ L of K
and L is the simplicial complex with the set of vertices equal to SK ∪ SL so
that T ∈ K ∗ L if and only if T ∩ SK ∈ K and T ∩ SL ∈ L.
Geometrically, it amounts to placing K and L in two linear subspaces
EK and EL, respectively, of a vector space E so that EK ∩ EL = 0. The
geometric simplices of K ∗ L are obtained as convex hulls of σ ∪ τ , where
σ ∈ K and τ ∈ L.
Proposition 7.12. Let X be a topological space and let K,L be simplicial
complexes with disjoint sets of vertices SK and SL, respectively. Given a
continuous function h : X → |K ∗ L|m there are a continuous function α :
X → [0, 1] and continuous functions f : α−1(0, 1] → |K|m, g : α−1[0, 1) →
|L|m such that h = f ∗α g. Conversely, given a continuous function α : X →
[0, 1] and continuous functions f : α−1(0, 1] → |K|m, g : α−1[0, 1) → |L|m,
h = f ∗α g maps X to |K ∗ L|m.
Proof. Suppose h : X → |K ∗ L|m is a continuous function. Interpret it as
a partition of unity {hs}s∈S , S = SK ∪ SL, on X. Put α :=
∑
s∈SK
hs (it is
continuous by 2.6), fs := hs/α if s ∈ SK , fs := 0 if s ∈ SL, gs := hs/(1−α)
if s ∈ SL, gs := 0 if s ∈ SK . Notice that h = f ∗α g.
If h = f ∗α g, where α : X → [0, 1], f : α−1(0, 1] → |K|m, and g :
α−1[0, 1) → |L|m, then hs(x) > 0 for s ∈ T means fs(x) > 0 for s ∈ T ∩ SK
and gs(x) > 0 for s ∈ T ∩ SL, i.e. the nerve of h is contained in K ∗ L. 
Corollary 7.13 ([7]). Let X be a metrizable space and let K,L be simplicial
complexes. If X = A ∪ B, |K|m is an absolute extensor of A, and |L|m is
an absolute extensor of B, then |K ∗ L|m is an absolute extensor of X.
Proof. Suppose C is a closed subset of X and f : C → |K ∗ L|m is a
continuous function. By 7.12 f defines two closed, disjoint subsets CK , CL
of C and continuous functions fK : C − CL → K, fL : C − CK → L,
α : C → [0, 1] such that:
1. α−1(1) = CK , α−1(0) = CL,
2. f(x) = α(x) · fK(x) + (1− α(x)) · fL(x) for all x ∈ C.
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Since |K|m is an absolute extensor of A − CL by 7.10, fK extends over
(C ∪A)−CL. Consider an approximate extension gK : UA → K of fK over
a neighborhood UA of (C ∪ A) − CL in X − CL. Such an extension exists
by 6.8 and 7.3. Since C −CL is closed in UA, we may assume that gK is an
actual extension of fK : C − CL → K (see 7.9). Similarly, let gL : UB → L
be an extension of fL over a neighborhood UB of (C ∪B)−CK in X −CK .
Notice that X = UA∪UB. Let β : X → [0, 1] be an extension of α such that
β(X − UB) ⊂ {1} and β(X − UA) ⊂ {0}. Define f ′ : X → |K ∗ L|m as the
join gK ∗β gL. Notice that f ′ is an extension of f . 
Remark 7.14. V.Tonic´ [19] generalized 7.13 to stratifiable spaces. [6] con-
tains a generalization of 7.13 to hereditarily paracompact spaces.
8. Inverse limits of compact spaces.
One of the ways of investigating compact spaces is by mapping them to
nice spaces (polyhedra, ANRs, CW complexes). Compact spacesX are often
expressed as inverse limits of simpler spaces and one of the most popular
techniques is to factor continuous functions defined on X through terms of
the inverse system (see [9] or [17]). The purpose of this section is to show
a simple result for partitions of unity which can be immediately applied to
continuous functions from X to finite simplicial complexes. The application
to continuous functions fromX to ANRs and CW complexes follows from the
fact (see [13]) that ANRs can be approximated by simplicial CW complexes,
and continuous functions to CW complexes have a compact image contained
in a finite CW complex which is an ANR. In short, the author believes that
8.2 and its proof is the basic blueprint for all the results of similar nature.
The following is a version of equicontinuity. Indeed, 3.3 says that any
continuous f : X × Z → (Y, d) so that Z is compact has the following
property: for any ǫ > 0 and any a ∈ X there is a neighborhood U of a in
X such that d(f(x, z), f(y, z)) < ǫ for all x, y ∈ U . The interpretation of
8.1 is that, in case of continuous functions defined on an infinite product of
compact spaces, that product can be split into two parts allowing U to be
the whole X.
Proposition 8.1. Suppose J is a partially ordered set and {Xj}j∈J is a
family of compact spaces. If f : A→ (Y, d) is a continuous function from a
closed subset A of
∏
j∈J
Xj to a metric space and ǫ > 0, then there is k ∈ J
so that for any pair of points x = {xj}j∈J , y = {yj}j∈J ∈ A the condition
xj = yj for all j ≤ k implies d(f(x), f(y)) < ǫ.
Proof. Fix ǫ > 0. For k ∈ J let Ak be the set of all x = {xj}j∈J ∈ A so
that there is ak(x) = {yj}j∈J ∈ A with the property that yj = xj for j ≤ k
but d(f(x), f(ak(x))) ≥ ǫ. Notice that Al ⊆ Ak if k ≤ l. If all of Ak are
not empty (if one of them is empty, we are done), then there is z = {zj}j∈J
belonging to the closure of each Ak. Pick a neighborhood U of z in A so
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that d(f(x), f(y)) < ǫ if x, y ∈ U . We may assume that U = A ∩ ∏
j∈J
Uj,
where Uj is open in Xj for each j ∈ J and Uj = Xj for all but finitely many
j ∈ J . Such U has the property that, for some k ∈ J , p = {pj}j∈J ∈ U
implies q = {qj}j∈J ∈ U provided qj = pj for all j ≤ k and q ∈ A. Well,
pick p ∈ Ak ∩ U and put q = ak(p) to arrive at a contradiction. 
If X is the inverse limit of an inverse system {Xj , pji , J} of topological
spaces, then pj denotes the natural projection X → Xj .
Corollary 8.2. Suppose (X,Y ) is the inverse limit of an inverse system
{(Xj , Yj), pji , J} of compact Hausdorff pairs and ǫ > 0. Given a partition of
unity f = {fs}s∈S on Yi and given an extension g = {gs}s∈S of f ◦ pi over
X there is n > i and an extension h = {hs}s∈S of f ◦ pni over Xn such that
|h ◦ pn − g| < ǫ and |(h ◦ pn)′ − g′| < ǫ.
Proof. Consider the subset
Zi = {x = {xj}j∈J ∈
∏
j∈J
Xj | xi ∈ Yi and xj = pij(xi) for all j < i}.
The projection πi : Zi → Yi gives rise to the partition of unity f ◦ πi
which agrees with g on X ∩ Zi. We can paste them together and then
extend over the whole
∏
j∈J
Xj using 1.10. Call the resulting partition of
unity u = {us}s∈S and find n ∈ J , n > i, so that for any pair of points
x = {xj}j∈J , y = {yj}j∈J ∈
∏
j∈J
Xj the condition xj = yj for all j ≤ n
implies |u(x) − u(y)| < ǫ and |u′(x) − u′(y)| < ǫ. Pick points bj ∈ Xj for
each j ∈ J and let in : Xn →
∏
j∈J
Xj be defined as follows: in(x) = {yj}j∈J ,
where yn = x, yj = p
n
j (x) for j ≤ n, and yj = bj otherwise. Notice that
h = u ◦ in satisfies the desired conditions. 
Corollary 8.3. Let K be a simplicial complex and let (X,Y ) be the inverse
limit of an inverse system {(Xj , Yj), pji , J} of compact Hausdorff pairs such
that one of the following conditions holds:
1. |K|m is complete,
2. J is countable and each Xj is compact metric.
Given ǫ > 0, given a continuous function f : Yi → |K|m, and given an
extension g : X → |K|m of f ◦ pi there is n > i and an extension h : Xn →
|K|m of f ◦ pni such that |h ◦ pn − g| < ǫ and |(h ◦ pn)′ − g′| < ǫ.
Proof. Let L be the full simplicial complex containing K. Let S be the
set of vertices of L. l1S is the space of all functions u : S → R which are
absolutely summable. All partitions of unity {fs}s∈S on X can be viewed as
continuous functions from X to l1S and all the continuous functions to |K|m
can be viewed as partitions of unity. Consider the subset
Zi = {x = {xj}j∈J ∈
∏
j∈J
Xj | xi ∈ Yi and xj = pij(xi) for all j < i}.
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The projection πi : Zi → Yi gives rise to the partition of unity f ◦ πi
which agrees with g on X ∩ Zi. We can paste them together and then
extend over the whole
∏
j∈J
Xj using 1.10. Call the resulting partition of
unity u = {us}s∈S . u maps
∏
j∈J
Xj to |L|m in case 2) and to l1S in case 1).
Indeed, in case 1) we may invoke 1.2 and in case 2) we may invoke the point-
finite case of 1.10. By 7.6 there is a retraction r : N → |K|m from a closed
neighborhood N of |K|m in |L|m (in l1S , respectively). Let A = u−1(N).
int(A) contains X ∪ Zi. By 8.1, find m ∈ J , m > i, so that for any pair of
points x = {xj}j∈J , y = {yj}j∈J ∈ A the condition xj = yj for all j ≤ m
implies |r ◦ u(x)− r ◦ u(y)| < ǫ and |(r ◦ u)′(x)− (r ◦ u)′(y)| < ǫ. Let
Bk = {x = {xj}j∈J ∈
∏
j∈J
Xj | xj = pkj (xk) for all j < k}.
We need Bn ⊂ int(A) for some n ≥ m. To prove this, put Cp := Bp \ int(A)
for p ≥ m. Since ⋂
p≥m
Bp = X,
⋂
p≥m
Cp must be empty and there is a
finite T ⊂ J such that ⋂
p∈T
Cp = ∅. If n is bigger than all elements of T ,
then Cn = ∅. This shows Bn ⊂ int(A). Pick points bj ∈ Xj for each
j ∈ J and let in : Xn →
∏
j∈J
Xj be defined as follows: in(x) = {yj}j∈J ,
where yn = x, yj = p
n
j (x) for j ≤ n, and yj = bj otherwise. in satisfies
in(Xn) ⊂ Bn ⊂ A, so h = r ◦ u ◦ in is well-defined. If x ∈ X, then in(pn(x))
and x have the same coordinates up to n, so |r ◦u(in(pn(x)))− r ◦u(x)| < ǫ
and |(r ◦ u)′(in(pn(x))) − (r ◦ u)′(x)| < ǫ. Since r(u(x)) = u(x) = g(x) for
x ∈ X, h = r ◦ u ◦ in satisfies the desired conditions. 
9. Appendix.
The purpose of the Appendix is to show that 3.3 describes a generic way
of obtaining equicontinuous families with values in compact metric spaces.
As a consequence we get a simple proof of Ascoli Theorem. It seems to
the author that one gets a better understanding of the Ascoli Theorem if
9.1 and 9.7 are proved first, the functorial properties of the compact-open
topology are established next, and, finally, those properties are used to prove
the result as in 9.2. By the functorial property we mean the fact that, for
k-spaces X × Z, a function f : Z →Map(X,Y ) is continuous if and only if
the adjoint function f ′ : X × Z → Y is continuous (see [10], 3.4.9).
Theorem 9.1. Let {fs}s∈S be family of functions from a space X to a
metric space (Y, d). The following conditions are equivalent:
a. {fs}s∈S is equicontinuous and for each x ∈ X there is a compact subset
Yx containing all values fs(x), s ranging through all of S.
b. There is a compact Hausdorff space Z and a continuous function f :
X×Z → Y such that the family {fz}z∈Z defined by fz(x) = f(x, z) contains
all functions fs, s ∈ S.
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Proof. a) =⇒ b). For each x ∈ X and for each n > 0 let us pick a
neighborhood U(x, n) of x in X such that d(fs(y), fs(x)) < 1/n for all
y ∈ U(x, n). Consider the set Z of all functions g : X → Y such that
d(g(y), g(x)) ≤ 1/n if y ∈ U(x, n) and g(x) ∈ Yx for all x ∈ X. Notice
that Z is equicontinuous by definition and Z is a subset of
∏
x∈X
Yx. Now,
give
∏
x∈X
Yx the product topology and give Z the subspace topology. Notice
that f : X × Z → Y given by f(x, z) = z(x) is continuous. Indeed, if
(x, z) ∈ X × Z and n ≥ 1, then f−1 of the open ball around z(x) of radius
1/n contains U(x, 2n) × {t ∈ Z | d(t(x), z(x)) < 1/(2n)}. All that remains
to be shown is that Z is closed. Let g : X → Y with g /∈ Z. Since ∏
x∈X
Yx
is closed, we may assume g ∈ ∏
x∈X
Yx \ Z. Suppose d(g(b), g(a)) > 1/n for
some b ∈ U(a, n) and put ǫ = (d(g(b), g(a)) − 1/n)/3. Let V be the set of
all functions h : X → Y such that d(h(b), g(b)) < ǫ and d(h(a), g(a)) < ǫ.
V ∩ ∏
x∈X
Yx is an open subset of
∏
x∈X
Yx and is contained in
∏
x∈X
Yx\Z. Indeed,
d(h(b), h(a)) ≥ d(g(b), g(a)) − d(h(a), g(a)) − d(h(b), g(b)) > 1/n.
b) =⇒ a). This follows from 3.3 and the fact that Yx = f({x} × Z) is
compact. 
Recall that if F ⊆M⊣√(X ,Y) is a subset of functions from X to Y , then
we have a natural function called the evaluation map eval : X × F → Y
defined by eval(x, f) = f(x).
Theorem 9.2 (Ascoli [10], 3.4.20). Let X be a k-space. Suppose Y is a
metric space and F ⊆M⊣√(X ,Y) is a subspace of the space of continuous
functions from X to Y considered with the compact-open topology. If F is
equicontinuous and eval({x}×F) is contained in a compact subset of Y for
each x ∈ X, then the closure of F in Map(X,Y ) is compact.
Proof. By 9.1, pick a continuous function f : X × Z → Y such that Z is
compact Hausdorff and F is contained in {fz}z∈Z . Since X is a k-space,
X×Z is a k-space and the induced function g : Z →Map(X,Y ), g(z)(x) =
f(x, z), is continuous (see [10], 3.3.27). Notice that g(Z) contains F . 
Remark 9.3. In [5] (see Theorem 4.17) the author stated an Ascoli Type
Theorem involving the so-called covariant topology on function spaces in-
troduced there. It dealt with k-spaces as in 9.2. It is clear now that X does
not have to be a k-space at all (the function g in the above proof is always
continuous if Map(X,Y ) is given the covariant topology) which indicates
that the covariant topology makes sense.
What should be the meaning of the concept of equicontinuity of F ⊆
M⊣√(X ,Y) for arbitrary, not necessarily metric, Y ? The author believes
that the answer ought to be as follows.
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Definition 9.4 (Heuristic Definition). F is equicontinuous if there is a
compact space Y ′ containing Y and there is an extension f : X × Z → Y ′
of the evaluation function eval : X × F → Y ′ such that f is continuous, Z
is compact, and Z contains F as a subset.
We will show that 9.4 makes sense in the case of completely regular Y .
First, recall the definition of equicontinuity from [10], 3.4.17-20.
Definition 9.5. Let X and Y be topological spaces. A family {fs : X →
Y }s∈S is equicontinuous if for each x ∈ X, each y ∈ Y , and each neigh-
borhood V of y in Y there exist neighborhoods U of x in X and W of y in
Y such that, for every s ∈ S, fs(x) ∈W implies fs(U) ⊆ V .
Beware of the fact that 2.8 deals with functions to a space with a specified
metric and 9.5 deals with functions to topological spaces. It is easy to
check that if {fs : X → (Y, d)}s∈S is equicontinuous in the sense of 2.8,
then {fs : X → Y }s∈S is equicontinuous in the sense of 9.5. The converse
may not be true: Consider X = (0, 1] = Y and fn(x) := x/n for n ≥ 1.
{fn : X → (Y, d)}n≥1 is equicontinuous in the sense of 2.8 if d is the standard
metric (d(a, b) = |a − b|) but is not equicontinuous in the sense of 2.8 if
d(a, b) := |1/a − 1/b|. However, 9.1 and 9.6-9.7 show that 2.8 and 9.5 are
equivalent for families of functions {fs : X → Y }s∈S such that for each
x ∈ X there is a compact subset Yx of Y containing all values fs(x), s
ranging through all of S. That is a very important class of functions in view
of applications via the Ascoli Theorem.
Lemma 9.6. Suppose f : X × Z → Y ′ is continuous and Y ⊆ Y ′. If Z is
compact, Y ′ is regular, and S := {s ∈ Z | f(X×{s}) ⊆ Y }, then the induced
family of functions {fs : X → Y }s∈S, fs(x) = f(x, s), is equicontinuous.
Proof. Suppose x ∈ X, y ∈ Y , and V is a neighborhood of y in Y . Pick
an open set V ′ in Y ′ satisfying V = Y ∩ Y ′. For every pair (U,W ) such
that U is a neighborhood of x in X and W is a neighborhood of y in Y
define A(U,W ) := {s ∈ S | f(x, s) ∈W and f(U ×{s}) \V 6= ∅}. It suffices
to show A(U,W ) = ∅ for some U and some W . Suppose, on the contrary,
that none of those sets is empty. Since A(U ′,W ′) ⊆ A(U,W ) if U ′ ⊆ U and
W ′ ⊆W , there is z0 ∈ Z belonging to closures of all A(U,W )’s.
If y 6= f(x, z0), then we pick a neighborhood W of y in Y ′ whose closure
cl(W ) misses f(x, z0). Thus, f(x, z0) ∈ Y ′ \ cl(W ) and there is a neighbor-
hood U×U ′ of (x, z0) in X×Z such that f(U×U ′) ⊆ V ′ \cl(W ). Therefore
there is s ∈ U ′ ∩ A(U,W ∩ Y ). However, s ∈ U ′ implies f(U × {s}) ⊆
V ′ \ cl(W ), and s ∈ A(U,W ∩ Y ) implies f(x, s) ∈W ∩ Y , a contradiction.
Thus, f(x, z0) = y ∈ V ′ and there is a neighborhood U × U ′ of (x, z0)
in X × Z such that f(U × U ′) ⊆ V ′. Therefore there is s ∈ U ′ ∩ A(U, Y ).
However, s ∈ U ′ implies f(U ×{s}) ⊆ V ′ ∩ Y = V , and s ∈ A(U, Y ) implies
f(U × {s}) \ V 6= ∅, a contradiction. 
Theorem 9.7. Let {fs}s∈S be an equicontinuous family of functions from a
space X to a regular space Y . If for each x ∈ X there is a compact subset Yx
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of Y containing all values fs(x), s ranging through all of S, then there is a
compact Hausdorff space Z and a continuous function f : X × Z → Y such
that the family {fz}z∈Z defined by fz(x) = f(x, z) contains all functions fs,
s ∈ S.
Proof. For each triple (x, y, V ) such that (x, y) ∈ X × Y and V is a neigh-
borhood of y in Y pick a neighborhood V ′ of y in V such that cl(V ′) ⊆ V ,
and pick neighborhoods U(x, y, V ) of x in X and W (x, y, V ) of y in Y such
that fs(x) ∈ W (x, y, V ) implies fs(U(x, y, V )) ⊆ V ′. Consider the set Z of
all functions g : X → Y such that g(x) ∈W (x, y, V ) implies g(U(x, y, V )) ⊆
cl(V ′) and g(x) ∈ Yx for each x. Z is equicontinuous by definition. Notice
that Z is a subset of
∏
x∈X
Yx. Now, give
∏
x∈X
Yx the product topology and give
Z the subspace topology. Notice that f : X×Z → Y given by f(x, z) = z(x)
is continuous. Indeed, if (x, z) ∈ X × Z and V is open in Y , f(x, z) ∈ V ,
then f−1(V ) contains U(x, f(x, z), V ) × {h ∈ Z | h(x) ∈ W (x, f(x, z), V )}.
All that remains to be shown is that Z is closed. Let g : X → Y with
g /∈ Z. Since ∏
x∈X
Yx is closed, we may assume g ∈
∏
x∈X
Yx \ Z. Suppose
g(x′) ∈ Y \ cl(V ′) and g(x) ∈W (x, y, V ) for some x′ ∈ U(x, y, V ). Consider
{h ∈ ∏
x∈X
Yx | h(x′) ∈ Y \ cl(V ′) and h(x) ∈ W (x, y, V )}. This is an open
set missing Z and containing g. 
Notice that following the proof of 9.2 one can give a proof of the part of
3.4.20 in [10] which deals with proving that the closure of certain subspaces
ofMap(X,Y ) is compact. To prove that theorem completely one only needs
to use functorial properties of the compact-open topology.
The next result follows easily from 9.6 and 9.7.
Corollary 9.8. Let {fs}s∈S be a family of functions from a space X to a
completely regular space Y . The following conditions are equivalent:
1. {fs}s∈S, fs(x) = f(x, s), is equicontinuous.
2. For each compact Hausdorff space Y ′ containing Y there is a compact
Hausdorff space Z and a continuous function f : X × Z → Y ′ such that
{fz}z∈Z defined by fz(x) = f(x, z) contains all functions fs, s ∈ S.
3. There is a compact Hausdorff space Y ′ containing Y , there is a compact
Hausdorff space Z, and there is a continuous function f : X ×Z → Y ′ such
that {fz}z∈Z defined by fz(x) = f(x, z) contains all functions fs, s ∈ S.
Finally, let us explain the concept of strong equicontinuity.
Proposition 9.9. Suppose {fs : X → [0,∞)}s∈S is a family of functions on
a topological space X. Let ω(S) := S∪{∞} be the one-point compactification
of S considered with the discrete topology. {fs}s∈S is strongly equicontinuous
if and only if the function f : X × ω(S) → [0,∞) is continuous, where
f(x, s) = fs(x) for s ∈ S and f(x,∞) = 0 for all x ∈ X.
Proof. f is continuous at (x,∞) if and only if for each ǫ > 0 there is a
neighborhood U of x in X and a neighborhood V of ∞ in ω(S) such that
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f(U × V ) ⊂ [0, ǫ). That means T := S \ V is finite and fs(x) < ǫ for all
s ∈ S \ T . f is continuous at (x, s) if and only if fs is continuous at x. 
Remark 9.10. In [21] K. Yamazaki proved that every pointwise bounded
equicontinuous collection of real-valued (or Frechet-spaces- valued) functions
on A can be extended to a pointwise bounded equicontinuous collection of
functions on X if and only if A is P -embedded in X.
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