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In satellite communication, it is common practice to assume that the transmission channel 
is Gaussian and does not display impulsive characteristic. Therefore, the link performance 
computation is conducted assuming that the noise collected at the receiver front-end is 
Gaussian. The majority of link budget tools employ a simplistic channel model – Additive 
White Gaussian Noise (AWGN) to predict the performance of the satellite link. In this 
dissertation, we investigate the performance of modulation schemes employed in satellite 
communication in the presence of phase noise (PN) considering that the transmission channel 
is corrupted by both impulsive noise (IN) and AWGN.  
We show that, when PN and IN are considered, the performance of modulations schemes 
such as Phase Shift Keying (PSK) which uses phase variation to modulation information 
symbols degrades considerably. We investigate the performance of PSK, Quadrature 
Amplitude Modulation (QAM) and Amplitude Phase Shift Keying (APSK) modulation schemes 
under IN and AWGN channel and gave their close-form-expression of BER (Bit Error Rate) and 
SER (Symbol Error Rate). Finally, performances of the above modulation schemes are 
investigated in the presence of PN under IN and AWGN channel. Our analyses show that 
dense PSK constellations such as 8PSK are particularly vulnerable to PN impairments. 
Therefore, we propose two optimised APSK modulation schemes; 8PSK-Kite and 4-4APSK that 
have similar performance with 8PSK under AWGN channel and capable of achieving 
acceptable performance in the presence of PN. The performance of two proposed schemes 
are compared to that of 8PSK, 8QAM under IN and AWGN channel. And show that they 
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The constant demand for connectivity due to the increase of users and applications pushes 
for design of more efficient communication systems capable of delivering higher data 
throughput to meet the demands. To be able to meet the demand, communication systems 
must utilise their allocated channel capacity efficiently. Ideally, communication systems 
should be able to operate near Shannon capacity bounds. However, in practice 
communication systems performance are below capacity limit due to errors in channel 
estimations and hardware imperfections that have not been considered or simplistically 
modelled. 
To be able to meet users demands, satellite communication and other communication 
systems employ multi-level modulation schemes with dense constellations to achieve higher 
spectral efficiency which results in increase data throughput. Unfortunately, hardware 
impairments such as PN drastically limits the performance of communication systems that 
employ modulation schemes with dense constellations. Moreover, the level of PN at a given 
offset frequency increases as the carrier frequency increases as well. Satellite communication 
employs both modulations with dense constellation and operates at higher frequency and in 
multiple noise environments. Hence, the noise collected at the receiver front-end will not 
always be Gaussian but may display impulsive characteristics.  
Satellite communication is one of the most reliable and used communication systems 
nowadays. Today, satellite communication enables many capabilities for lot of applications 
that makes our daily lives more enjoyable. These applications process broadband data, voice, 
and video signal etc. For example, Global Positioning System, which airplanes, cars, ships and 
other critical systems rely upon for navigations, positioning and synchronisations [1] and [2]. 




technologies. Satellite communication can be thought of as an active transmission relay 
station in the outer space, similar to terrestrial microwave relay station. In satellite 
communication, the information signal is first processed by an uplink earth station 
(transmitter) which outputs a radio frequency (RF) radiowave signal that propagates through 
the atmosphere to reach a satellite in the outer space. The transmitted radiowave is received 
and amplified by satellite payload then retransmitted at the receiving ground station via a 
second RF radiowave propagation through the atmosphere. 
The amount of data transmitted over satellite link and other wireless communication 
systems have been increasing due to higher demand in connectivity. Requirements for higher 
data rate begs for design of robust communication link with higher spectral efficiency 
(bit/Hertz). Despite much progress in theoretical understanding of communication systems, 
impairments such as amplifier non-linearity [3], oscillator PN [4], I-Q imbalance [5], etc… 
arising from hardware designs flaws as well as noise found in the transmission channel 
constitute many limiting factors for communication systems performance. These limitations 
can be overcome by developing signal processing algorithms and mathematical models that 
accurately describe hardware impairments and transmission channel characteristics.  
Oscillator PN and IN constitute impairments that limit the performance of communication 
systems. PN is a hardware impairment arising from oscillator frequency instability (oscillator 
circuitries impairment) which become a limiting factor for communication systems that carry 
higher data rate, operate at high frequency and employ modulation schemes with dense 
constellations [6]. In satellite communication and many wireless and wired system, AWGN 
model has been used to characterise all unwanted noise in the transmission channel. 
Although, it is well known that noise collected at the receiver front-end is not always Gaussian 
but may also present as IN [7]. IN is typically a series of pulses of varying amplitude and 
duration occurring more or less randomly in time. Unlike Gaussian noise which arise from 
electrons movement, IN arises from man-made sources characterised as electromagnetic 
interference. Consequently, accurately modelling hardware impairments and transmission 
channel can lead to design of robust communications systems capable of meeting predicted 






1.2 Problem Statement 
Satellite communication systems operate at higher frequency and depending on the 
applications, employ modulation with dense constellation to modulate information symbols. 
For instance, in mobile communication applications, a basic modulation scheme with a simple 
constellation such as Binary Phase Shift Keying (BPSK) is employed to convey information 
signal due to its lower energy requirements. However, with the development of high 
throughput satellite, modulation schemes with dense constellations are widely employed to 
maximise the spectral efficiency of the satellite link. For instance, dense (higher order) 
constellation such as 8PSK is employed in direct-to-home broadcasting application, enabling 
efficient utilisation of the satellite link while achieving an acceptable link margin and 64APSK 
is employed in trunking application to carry large packets of data over satellite channel [8]. 
The use of higher order modulation and coding allows the increase of data throughput for the 
same channel capacity. Unfortunately, such modulation schemes are vulnerable to PN 
impairments.  
PSK modulation technique is widely employed to convey video, broadband data and voice 
signal over satellite channel and other wireless communication systems. PSK modulation 
schemes are particularly vulnerable to PN impairments since they use phase variation to 
modulate information data. PSK is usually preferred in satellite communication compared to 
other modulation such as QAM and APSK due to its ability to preserve signal amplitude crucial 
for the efficiency of power amplifier at the transmitter.  In order to predict the performance 
of satellite link that employs a certain modulation scheme, given set of constraints such as 
bandwidth, antenna size at the uplink and downlink earth stations, amplifier size at the 
transmitter and receiver Low Noise Amplifier (LNA) characteristics, a link budget analysis 
(LBA) is performed. The LBA software considers the interference environment such as 
adjacent satellite interference, intermodulation at the uplink and satellite level, atmospheric 
attenuation due to rain, cloud and above all assumed that the transmission channel is 
Gaussian. The majority of LBA software does not consider the combination impact of other 
impairments such as IN and PN, I-Q imbalance, etc [8]. in the performance of the employed 




In this dissertation, we investigate the performance of modulation schemes employed in 
satellite communication in the presence of PN while considering that the transmission 
channel is not always Gaussian and can be corrupted by both Gaussian noise and IN. Since, 
PSK modulation is particularly vulnerable to PN, we explore its use and conduct performance 
analyses of other modulation schemes such APSK capable of conveying information signal 
both in amplitude and phase under the same conditions. We proposed 8APSK with a Kite 
structure and 4-4APSK modulation scheme optimised to combat PN. Although, other authors 
employ APSK modulation using Kite structure, they did not analyse its performance in the 
presence of PN. The same methodology employed here can be used to test the performance 
of other modulation schemes employed in wired and wireless communication systems. 
 
1.3 Dissertation Outline 
This chapter gives a brief introduction, problem statement as well as the outline of the rest 
this dissertation. 
Chapter 2 presents a relevant literature review, necessary in understanding the rest of this 
dissertation. It focuses on defining PN and its models as well as its impact in communication 
systems. IN is defined, and its model presented. Mechanisms of combating both PN and IN 
are presented as well.  
Chapter 3 gives the unified simulation model employed to evaluate different modulation 
techniques presented in this dissertation. IN simulation model is also discussed. The chapter 
presents the construction of 8APSK-Kite, 4-4APSK and 16APSK. Closed-form expressions of 
SER and BER for BPSK, QPSK, 8PSK, 8APSK-Kite, 4-4APSK, 8QAM and 16APSK are given under 
AWGN and IN channel. Simulated BER results of the above modulation techniques are given, 
discussed and compared. Performance comparison analyses are conducted between single 
carrier (SC) and multicarrier (MC) modulation systems under IN channel. We compared the 
performance of 8PSK, 8APSK-Kite, 4-4APSK and 8QAM under the same channel conditions 
and results are given.  
Chapter 4 follows from the work in chapter 3 and analyses the performance of 8PSK, 
8APSK-Kite, 4-4APSK in the presence of PN under IN and AWGN channel. Simulated 




the influence of PN and IN. Then, BER simulations results are presented based on a brief 
comparison between 8PSK, 8APSK-Kite, 4-4APSK. 
We conclude this dissertation in Chapter 5 by highlighting key results from our analysis and 
give recommendations. Each chapter ends with a brief conclusion highlighting keys points and 










The Satellite communication system operates in several noise environment. The useful signal 
is first upconverted in frequency and power at the uplink earth station and transmitted to the 
satellite. The signal is received by the satellite where it is re-amplified and transmitted at the 
received earth station. The frequency up-conversion and down-conversion processes give rise 
to PN due to mixers frequency instability. In addition to PN and AWGN found at the receiver 
sided, there is also IN since it is connected to the electrical grid subjects to man-made 
electromagnetic interferences. In this chapter, we give an overview of PN and IN models 
found in the literature, then we discuss satellite communication channel model. The impact 
of the combination of phase and IN on the performance of digital modulation used in satellite 
communication constitute the main topic of this dissertation. In the coming sections, we 
discuss about PN, its model and its effects in the communication performance. We then move 
to discuss IN and its models found in the literature. We conclude this chapter by discussing 
about the satellite link performance and DVB-S2 standard. 
 
2.2 Communication System with Phase Noise 
PN is one of the major limiting factors in communication systems, especially for systems that 
employ dense constellations and operating at high frequency. It arises from the frequency 
instability of the local oscillator which constitutes one of the main blocks in electronics circuit 
design. The Local oscillator is essential for frequency translation as well as timing 
synchronization. The level of PN at a certain frequency offset increases as the operating 
frequency increases [9] . 
2. Literature Review  
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The main effect of PN is the random rotation of the received constellation signal, thus 
causing detection errors which will ultimately impact the performance of the communication 
link i.e. higher BER and serious synchronization issues in lock-and-sample data digital systems. 
PN impacts in communication systems has been extensively studied in literature. PN in 
satellite communication and its impact in performance of digital modulation is well 
investigated in literature [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [14], [19], [20], 
[21], [22], [23], [24] and [25]. Researchers have developed theories, statistical models and 
measurement methods of PN in the past decades to understand PN and design systems that 
minimise PN generation in order to improve the communication system performance.  PN 
severely impacts systems that use MC techniques for data transmission such as orthogonal 
frequency division multiplexing (OFDM) and frequency division multiple access system [9] and 
[10]. PN is responsible for the destruction of the carrier orthogonality and intercarrier 
interference, channel capacity measurement error in multiple input and multiple output 
(MIMO) system, it impacts the spatial multiplexing and the power gain [9], [10], [11] and [12]. 
Local oscillator design becomes delicate when the frequency of operation increases, systems 
operating at very high frequency are vulnerable to PN, this is the case for millimetre wave 
systems (28 – 73 GHz) which are severely  impacted by PN due to the poor performance of 
the local oscillator at high frequency [13] and [14]. A simplified communication system model 
is given in Figure 2-1 to illustrate this. 
 
Figure 2-1 Simplified Communication System [26] 
2. Literature Review  
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In Figure 2-1, the incoming bits 𝑑 are mapped into symbols, then encoded to 𝑥𝑘, 
modulated with the desired constellation and upconverted to 𝑠𝑘 for transmission over the 
noisy channel. The inverse process is at the receiver to recover the information bits. The 
modulated signal 𝑔𝑘 operates at baseband frequency and must be upconverted in frequency 
by the local oscillator for transmission over the channel. The advantages of operating at high 
frequency is that the transmitting antenna size can be substantially reduced. However, high 
frequency operation complicates the design of the local oscillator, which must operate and 
maintain a stable signal at high frequency [21]. PN arises from the local oscillator’s inability to 
maintain a stable carrier signal at high frequency, and this become critical as the frequency 
of operation increases. To illustrate this, let us assume that the communication system in 
Figure 2-1 supports SC mode of operation mode. The transmitted signal 𝑠𝑘 can be written in 
[26] as: 
 





where 𝑔𝑘[𝑛] represents the modulated symbols mapped by the constellation mapper 𝐶 with 
average energy 𝐸𝑠 and can take any point in the constellation 𝒳 = {𝑔𝑘, ∀𝑖 ∈  {1, … . , 𝑀}} and 
𝑀 gives the size of the constellation. 𝐻(𝑡) is the Nyquist pulse shape function with unit-
energy and 𝑇 gives the symbol duration and 𝑁 the nth transmitted symbol.  Assuming  that PN 
variance does not change over symbol duration, so that there is no inter symbol interference, 
the noisy received sample signal collected at the receiver input after appropriate down 
conversion and corruption by PN can be written as  
 
where 𝜃𝑘(𝑡) represents the PN process with variance 𝜎𝑃𝑁
2  and mean 𝜇, i.e. 𝜃𝑘~𝒩(𝜇, 𝜎𝑃𝑁
2 ). 
𝑛𝑘(𝑡) gives the background noise, modeled as AWGN with variance 𝜎𝑛
2 = 𝑁𝑜 2⁄  and mean 
zero, i.e. 𝑛𝑘~𝒞𝒩(0, 𝑁𝑜 2⁄  ), with 𝑁𝑜 2⁄  giving the two-sided power spectral density (PSD) of 
the of the AWGN. 
 
 𝑟𝑘(𝑡) =  𝑠𝑘 . 𝑒
𝑗𝜃𝑘(𝑡) + 𝑛𝑘(𝑡), (2-2) 
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2.2.1 Phase Noise Impact in Communication Systems 
To enhance our understanding, we start this section with the definition of PN found in 
literature. The term “phase noise” is sometimes utilised to describe a spectral 
characterization of the noise on the oscillator or phase lock-loop (PPL) i.e. PN represents a 
spectrum [26]. In the same vein, “timing jitter” is also used to describe the “total power in the 
PN spectrum”, i.e. the variance of the PN over a certain frequencies band [26]. Therefore, 
timing jitter essentially becomes a variance [26]. The descriptions above can be somewhat 
confusing to the reader. Therefore, Demir in [15] clarified the definition of PN and timing jitter 
and described them as stochastic processes with mathematical and physical meaning, and 
since they are variable processes, the spectrum and the variance of the PN and timing jitter 




PN is responsible for carrier spectral regrowth [27]. The output spectrum of an oscillator is 
not ideal, it is peaked around the oscillator central frequency. The spectrum is not a pair of a 
delta function, i.e. the power is not solely concentrated at the frequency of oscillation, but 
leaks into adjacent frequencies [27].  
 
 
Figure 2-2 (a) Actual PN spectrum with power leakage into adjacent channels (b) Ideal PN [27] 
As Figure 2-2 (a) shows, PN is responsible for the power leakage into the adjacent channels, 
giving rise to adjacent channel interference. This becomes critical for narrow band systems 
such as GSM, thus increasing the complexity of the transmitter channel. Figure 2-2 (b) 
illustrates the frequency spectrum of an ideal and practical oscillator and shows that for an 
ideal oscillator all power is concentrated around the carrier central frequency. Hence, the PSD 
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can be modelled as a Dirac function which is not the case for a practical oscillator where the 
power is spread around the frequency of oscillation 𝑓𝑜. In practical application, the signal from 
the oscillator is not a pure sinusoid and its spectrum contains harmonics at multiple 
frequencies from center frequency. One way of minimizing this effect is to use a low PN 
oscillator. Figure 2-3(a) and (b) illustrates the impact of a noisy oscillator in the transmission 
chain. In Figure 2-3(b), the system uses a noisy oscillator which results in power leakage into 
adjacent channels due to spectral regrowth causing interchannel interference. 
 
Figure 2-3 (a) System with low PN oscillators (b) System with noisy oscillator [26] 
 
Received Constellation Rotation 
PN causes the received constellation signal to randomly rotate or to spread out. The random 
rotation arises from the random variation the received signal phase [26]. The rotation 
distortion effect leads to symbol detection errors by shifting the received symbol into the 
wrong detection region. This has severe impact on the quality of the communication system 
i.e. BER performance.  
Symbols detection errors becomes severe with dense constellation such as 8PSK, 16APSK 
and 16QAM, etc. This is shown in Figure 2-4 [19] where the constellation diagram of 8PSK 
impacted by PN is given. The green points give the noiseless symbols, the blues points 
represent the symbols solely corrupted by PN and finally the red points show the symbols 
corrupted by both the PN and AWGN. It can be seen that the red symbols follow the arc of 
rotation of the blue symbols.  




Figure 2-4 8PSK constellation corrupted by AWGN and PN power of -36 dBc with SNR  = 14 dB [19] 
 
In order to maintain an acceptable BER, the receiver system will essentially require a higher 
SNR power to achieve the same BER. In multi-carrier (MC) system such as OFDM, where the 
information data is split into sub-carriers, PN causes severe inter-carrier interference and BER 
quality degradation. In this dissertation we have addressed this phenomenon in detail in 
chapter 3. 
 
2.2.2 Phase Noise in Oscillator  
The ideal oscillator is characterized by its phase transition being constant and the output 
signal being perfectly periodic over a given time interval.  However, in practical oscillator “the 
amount of phase increment is a random variable” [26]. This phenomenon i.e. phase variation  
is referred to as PN or phase jitter and defined as “the random instantaneous deviation of the 
phase from the reference value” [15] and [20]. The output of the practical oscillator in the 
time domain can be modelled as follows [28] : 
 
where 𝑓𝑜 gives the oscillator carrier center frequency, 𝑎(𝑡) gives the amplitude noise 
emanating from the non-linearity of the oscillator circuitry and 𝜃𝑡 gives  the PN process. 
Amplitude noise and PN are independently modelled. Moreover, the oscillator PN is 
 
 𝑣(𝑡) = (1 + 𝑎(𝑡)) cos(2𝜋𝑓𝑜𝑡 + 𝜃𝑡), (2-3) 
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generated from “the transformation of the amplitude fluctuation into phase fluctuations”, 
therefore creating a cumulative random process [15], [29] and [30]. Therefore, it is common 
to neglect the effect of amplitude noise when considering oscillator noise sources and the 
focus is solely concentrated on the impact of PN process.  
 
2.2.3 Phase Noise Spectral Characterisation  
In the literature, PN is conventionally represented with symbol ℒ2. In frequency domain, given 
a periodic signal with central frequency 𝑓𝑜, total power 𝑃, single-sided voltage PSD 𝑆𝑣
′  or one-
sided PSD and impacted by the random excess of phase modulation 𝜑, the PN spectrum [28] 
is given by: 
 
where 𝑆𝑣
′(𝑓𝑜 + 𝑓) gives the single-sided-band power of the oscillator in 1Hz bandwidth, 𝑃𝑇𝑜𝑡𝑎𝑙  
gives the total power in the oscillator and 𝑓 the offset frequency from the centre frequency 
𝑓𝑜. It is worth keeping in mind that ℒ(𝑓) is defined for positive frequency, i.e. 𝑓 ≥ 0. The IEEE 
released standard 1139 defining PN in 1999 and later revised in 2008, which defined PN as 
double-sided PSD 𝑆𝜑  or half of the single-sided PSD 𝑆𝜑
′  of the excess phase 𝜑: 
 
This definition is not usually adopted in the literature, but we mention it for completeness. 
Using a narrow angle assumption, i.e. 𝜑 ≪ 1, equations (2-4) and (2-5) are equivalent [28]. 
Jitter and PN can be used interchangeable, since they are two different ways of describing 
the same thing. Jitter arise from the fluctuations in the timing of the signal caused by PN, in 
other words, it is the “time domain of the same general phenomena” [27], which is PN. Jitter 
is specified using its peak-to-peak value or root-mean-square. Jitter can be calculated from 
PN but not vice-versa. Therefore, using Wiener-Khinchin theorem, the variance of the 
absolute jitter can be derived by integrating the corresponding PSD of the PN [28] and it is 
given as follows:  
 
















where 𝑆𝑎(𝑓) represents the scaled and folded version of the PSD 𝑆𝜑(𝑓), such that the area 
of 𝑆𝑎 from − 𝑓𝑜 2⁄  to +𝑓𝑜 2⁄  corresponds to the area of 𝑆𝜑(𝑓) over −∞ to +∞ frequency 
range, scaled by 1 𝜔0
2⁄  and 𝜔𝑜 = 2𝜋𝑓𝑜 giving the nominal radian frequency. The PSD ℒ(𝑓) =
𝑆𝜑(𝑓), taking into consideration the narrow angle assumption, RMS (root mean square) of 
the absolute jitter is simply the square root of the above quantity and can be written as follow 
[28]: 
 
where the integration operation is computed over positive frequency and multiplied by 2 
since the PN spectrum is symmetrically distributed around 𝑓𝑜. Furthermore, the jitter can be 
simplified and normalized to the carrier frequency and it is given in [28] as:  
 
There are problems that arise from equation (2-7) due to the integration to +∞ and the 
lower limit of the integration being equal to zero. As it is shown in Figure 2-5 from [28], PN 
around the harmonics is the scale replica of the PN around the center frequency 𝑓𝑜 and each 
of the individual replica accounts for the total jitter. For this reason, explained above, the 
jitter can be correctly calculated by considering the PN around one of the harmonics which 
will limit the upper limit of the integration in equation (2-5) to an offset frequency of around 
𝑓𝑜 2⁄ . Since, practical oscillators show  1 𝑓
2⁄  or 1 𝑓3⁄  profiles for PN versus frequency as 
showed in Figure 2-5, the integration of such function causes the solution to diverge to 
infinity. This can be solved as proposed in [28], by analysing the impact of the jitter to the 
system performance at different frequencies. Therefore, the jitter is expressed in terms of 
transfer function 𝐻𝑠𝑦𝑠(𝑓) in the frequency domain which measures the impact of the jitter in 












2 ∫ ℒ(𝑓) 𝑑𝑓
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The jitter transfer function 𝐻𝑠𝑦𝑠(𝑓) gives a high-pass-like behaviour, thus preventing the 
expression in (2-8) to go to zero. 
 
Figure 2-5 Voltage spectrum  of a noisy periodic signal with harmonics (top image), with a PN plot (bottom image). 
Showing the USB of the carrier superimposes with the LSB of the second harmonics [28] 
 
2.2.4 Phase Noise Profile 
In this section, we discussed some of the PN profiles used in the literature [28] and referred 
in chapter 4. The expressions given above can be used to classify PN by their profiles: flat, 
1 𝑓2,⁄  1 𝑓3⁄  and Phase-Lock-Loop-like (PLL-like).  
Flat Phase Noise Profile 
The flat PN profile is shown in Figure 2-6 shows a flat PN profile and can be described by 





ℒ0, 𝑖𝑓 0 < 𝑓 < 𝑓𝑚𝑎𝑥
0 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,         where          𝑓𝑚𝑎𝑥 = 𝑓𝑜/2  
 
(2-9) 




Figure 2-6 Flat PN Profile [28] 
 
and substituting equation (2-9) into (2-8) and setting |𝐻𝑠𝑦𝑠(𝑓)|
2
= 1 , the absolute jitter 
variance can be computed to be 
 
By noting that 𝑓𝑚𝑎𝑥 = 𝑓𝑜/2, the absolute jitter normalized for a period is given by 
 
𝟏 𝒇𝟐⁄  Phase noise Profile 
The PN profile of a free running oscillator can be modelled as constant 20dB/decade 
frequency roll-off [30] [31], when the flicker noise and the flat region of the very high 
frequency is neglected. Figure 2-7 shows 1 𝑓2,⁄  PN profile on a logarithmic scale.  
 
Figure 2-7 One over f squared PN profile [28] 
 
The PN spectrum can then be calculated as follows 
 
Since the PN profile in (2-12) cannot be integrated to zero, the normalized absolute jitter over 













√ℒ0𝑓0 . (2-11) 
 ℒ(𝑓) = ℒ1𝑓1
2 𝑓2⁄  (2-12) 




where 𝑓𝑚𝑖𝑛  is related to the observation time, such that the longer the device under test is 
observed, the smaller the 𝑓𝑚𝑖𝑛 must be. Therefore, the normalized jitter value will largely 
depend on 𝑓𝑚𝑖𝑛 , if 𝑓𝑚𝑎𝑥 is approximately 10 times larger than 𝑓𝑚𝑖𝑛. 
 
2.2.5 Phase Noise Generation Mechanism  
PN originates from the internal circuitry of the oscillator. The noise mechanism can be divided 
into two kinds, uncorrelated (white) and correlated (colored) noise sources [15] [30]. White 
noise source has flat PSD as shown in Figure 2-6 and a good model for thermal noise arising 
in the circuitry. In this dissertation, we have used Flat PN model in our simulation and analysis.  
A significant part of coloured noise and low frequency noise can be modelled as flicker 
noise [30]. In [15], the authors explained that PN is the integration of white and coloured 
noise source. As shown in Figure 2-8 given in [26], the authors argue that PN with  -30 and -
20 dB/decade slopes arise from the integration of flicker and white noise respectively. 
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2.2.6 Phase Noise Models 
PN modelling is addressed in the literature. Several models are proposed that statically 
characterized PN behaviour and its effects. The modelling of PN allows the designer to 
understand the PN behaviour in order to develop  circuitries and algorithms capable of 
mitigating PN effects. In this section, we discuss  popular models that are used in the analysis 
of PN and in computer simulations. Oscillator PN model such as Leeson’s Model, was one of 
the first to appear in the literature in 1966 [32], and still constitutes a reference in the studies 
of recent PN models. PN modelled as Wiener process was used to model PN in [17], [20] and 
[33], mainly because of its simplicity. Therefore, the Wiener PN model cannot accurately 
describe the frequency and time domain of PN. Recently, more realistic PN models were 
proposed in the literature, which consist of superposition of more independent processes 
such as Gaussian and Wiener processes (Gaussian random-walk) as proposed by Demir in [15] 
and other authors as reported in [34]. 
 
White and 𝟏 𝒇𝟐⁄  Phase Noise Model 
The model proposed by Demir in [15], which is a free running oscillator model and others [4] 
[35]. In simple terms, Demir models PN in the oscillator as the output of an ideal oscillator. 
PN is defined as a stochastic process with specific mathematical and physical meaning. 
Therefore, the spectrum or variance of PN or timing jitter can be considered. This model is 
obtained through rigorous perturbation analysis and stochastic characterisation techniques 
for oscillator noise analyses. The strength of this model is that it takes into consideration the 
oscillator non-linearity, time-varying phenomena occurring inside the oscillator as well as 
cyclo-stationary noise behaviour.  The oscillator PN under investigation arises from white and 
coloured noise characterized as 1 𝑓⁄  profile. With white and coloured noise as source in the 
oscillator, the unperturbed oscillator response is given in [15] as follow:  
 
where 𝑎(𝑡) is the additive noise or orbital deviation and 𝛼(𝑡) is the timing noise or the timing 
jitter. The additive noise 𝑎(𝑡) remains small within a bounded factor and does not have an 
 𝑥(𝑡) = 𝑎(𝑡) + 𝑥𝑝(𝑡 + 𝛼(𝑡)) (2-14) 
   
 




 , (2-15) 
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increasing variance as function of time. The authors in [4] and [35] show that, 𝑎(𝑡) and 𝛼(𝑡) 
are stochastic processes. The variable 𝛼(𝑡) is also Gaussian random with time-varying 
variance, i.e. increases with the observation time, with the variance given in [15] by 
 
where the constant time independent  𝑐𝑤𝑝, ℎ = 1, … . , 𝐻 and 𝑐𝑓𝑚, 𝑛 = 1, … . , 𝑁 gives the 
white and coloured noise sources contributions to the total variance  of the timing noise 𝛼(𝑡) 
and 𝑅𝑁𝑚 gives the autocovariance function. The white noise contribution is linear function of 
time 𝑡. The computation at the above coefficients is addressed in [4] and [35]. Based on 
equation (2-15), the total phase of the signal, excluding white noise 𝑎(𝑡) is given by 
and 
 
where 𝜙𝑛 is the PN or excess phase, and 𝜙𝑛 is simply a scalar (𝜔𝑐 give the angular frequency 
of oscillation) multiple of timing jitter 𝛼(𝑡). Therefore, timing jitter and PN can be used 
interchangeably.  
Figure 2-9 gives the oscillator PN model, where white and coloured micro noise source 
feed into an ideal integrator [15]. The term micro noise source as explained in [15] comes 
from the fact that it represents the combined contribution of all the white and coloured noise 
sources of one type in the oscillator. The total contribution of all the noise sources of one type 
characterise by its spectral density coexisting in the oscillation can be represented as micro 
noise sources of the same kind into an ideal integrator. 
 




2(𝑡) = ∑ 𝑐𝑤ℎ𝑡 +
𝐻
ℎ=1









 𝜃 = 𝜔𝑐(𝑡 + 𝛼(𝑡)) (2-17) 
 𝜙𝑛(𝑡) = 𝜔𝑐  𝛼(𝑡) , (2-18) 
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However, these micro noise sources must be scaled appropriately with constant time-
invariant factors given in equations (2-19) and (2-20). Scale factors 𝑐𝑤ℎ and 𝑐𝑓 are essentially 
the measure of the noisiness of the oscillator of the oscillator and indication of the relative 
contribution of the individual noise sources to the total oscillator noise performance and can 
be computed using circuit simulators with oscillator noise analysis [4] [35]. 
and  
 
With different types of noise coexisting in the oscillator, the overall contribution of all the 
sources in the oscillator can be modelled by setting the input of the ideal integrator to the 
weighted (using the scale factor as the weight) summation of the macro noise sources, one 
for every noise source. Attention needs to be given when calculating the scale factors, they 
must capture the effect of noise folding originating from periodic modulation of the noise 
sources. When considering white noise sources as the sole contribution to PN, the PSD of such 
a system takes the form of Lorentzian spectrum [4], [36] and [37]. A Lorentzian spectrum is 
obtained by passing the signal characterized by stationary white noise process through a one-
pole low pass filter (LFP). Considering the spectrum of the oscillator away from the carrier, 
the white noise sources contributions has a 1 𝑓2⁄  profile and the coloured noise sources have 
1 𝑓2⁄  times the spectral density of the coloured noise sources [35]. With PN 𝑥𝑝(𝑡 + 𝛼(𝑡)) 
being a stationary, The PSD 𝑆𝑥(𝑓) of the model in Figure 2-9 is given as:  
 
Where 𝑋𝑖 gives the Fourier series coefficient of 𝑥𝑝(𝑡) and 𝑋𝑖
∗ gives the complex conjugate of 
𝑋𝑖 and 𝑆𝑖 is expressed as: 
 





 √𝑐𝑓 = ∑ 𝑐𝑓𝑛
𝑁
𝑛=1
 . (2-20) 
 









Random Wiener Process Phase Noise Model 
PN is also modelled in the literature as a random Wiener process or continuous Brownian 
motion process [38] as follows: 
and  
 
which gives zero mean and variance as given in equation (2-24), where 𝛽 gives the frequency 
gap between the 3 dB points of the its Lorentzian PSD function [9] [39]. Moreover, we can 
show that 
 
where 𝐸{⋅} represents the expectation operation. Since this function is a Wiener process, the 
PN is Gaussian process whose increment is independent, and its power is a monotonically 
increasing as function of time. As seen before, its power grows with the observation time, i.e. 
infinitely large [40]. Therefore, PN can be modelled as filtered Gaussian random variable if 
the observation time is kept into a finite period [39] [41]. This PN model is widely used in the 
literature for its simplicity, but it is not the most accurate, Demir’s model [15] is widely 
accepted as the best method of characterising PN. With Demir model, PN becomes 
asymptomatically in time, with Gaussian random process with constant mean, a variance that 

























(𝑐𝑤 + ∑ 𝑐𝑓𝑛𝑆𝑁𝑛(𝑓)
𝑁
𝑛=1
) ,                         𝑓 ≫ 0
 (2-22) 
 





2(𝑡) = 2𝜋𝛽𝑡 , (2-24) 
 𝐸{[𝜙(𝑡) − 𝜙(𝑡 + 𝜏)]2} = 2𝜋𝛽|𝜏| , (2-25) 
 𝐸[𝜙(𝑡)𝜙(𝑡 + 𝜏)] = min [𝐸(𝜙2(𝑡)), 𝐸(𝜙2(𝑡 + 𝜏))], (2-26) 
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2.2.7 Phase Noise Estimation and Mitigation Mechanisms  
We conclude our review of PN by giving some methods available in the literature on PN 
estimation and mitigation. Design of communication system with estimation and detection of 
PN is proposed in the literature, most of those estimators operate in the frequency domain. 
The role of the estimator as shown in Figure 2-10 is to determine the statistical characteristic 
before symbol detection and demodulation process. The authors in [42] used a similar system 
as presented in figure below to estimate PN and cleaned the received signal. Whereas in [43] 
an combined PN estimation-symbol detection algorithm is employed to reduce the effect of 
PN. In [21], the authors proposed a link adaptation mechanism, that exploit the SNR of the 
channel and variance of PN by selecting the appropriate modulation in order to maintain the 
robustness of the communication channel, the PN was modelled as Gaussian with white noise 
sources and later on as a superposition of Gaussian and Wiener Process 
 
Figure 2-10 PN detection and estimation mechanism implemented at the receiver 
 
A system for detection and removal of PN is also proposed in [44], where the system 
estimates the PN variance and cleans the incoming signal before coherent detection. On the 
other hand, in [45], a combined PN estimation-detection algorithm is proposed based on an 
interaction between the symbol’s detector and PN estimator. Bayesian statistic is proposed 
in the literature as one of the most effective methods of estimating PN in [46] and [47]. With 
Bayesian estimation, unknown parameters are considered random. Therefore, the knowledge 
about random parameters of interest of PN is mathematically condensed in a prior 
distribution. The prior distribution is chosen intuitively by analysing the physical 
characteristics of PN. Thus, this method can yield accurate statistical modelling of PN. 
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2.3 Communication Channel with Impulsive Noise 
In communication systems, it is well known that the noise collected at the receiver front-end 
does not always display Gaussian characteristics and may display an impulsive behaviour. The 
devastating impacts of IN in communication systems such as power line communication (PLC), 
satellite communication, are investigated in the literature [48], [49], [50], [51], [52], [53], [54], 
[55], [56], [57], [58], [59], [60] and [61]. Impulse noise effects can be found across almost all 
communication systems, in the form of electromagnetic interferences. Several models 
proposed in literature statically model IN in the communication channels. IN was first defined 
by Middleton in [7], as sequence of random pulses or impulses of varying amplitudes and 
short duration, typically micro-seconds to mill-second that occur more or less randomly. This 
definition was later redefined in [62] as noise signal that is undistorted by the receiver front-
end.  
 
Figure 2-11 Noise waveform introduced by vacuum cleaner with electric brush [63] 
 
Middleton, then classified IN into two categories per their origins: a) man-made, IN that 
emanates from devices connected to the communication networks due to process such as 
switching, electromagnetic interference, etc. Such IN from man-made source is illustrated in 
Figure 2-11 which shows waveform of a signal impacted by IN originating from a domestic 
vacuum cleaner [63]. b) natural sources, such as atmosphere disturbance in the form of 
electromagnetic radiations which interfere with electric signals, solar static due to 
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thunderstorm and sunspot, etc. In the coming paragraphs, we discuss most used IN model 
founds in literature and practical ways of combating IN in communication systems.  
 
2.3.1 Impulsive Noise Models 
Middleton further categorised IN into three different classes as follows: 
• Class-A IN model characterised by IN bandwidth being narrower than the receiver 
bandwidth. 
• Class-B IN model characterised by IN bandwidth being larger than the receiver 
bandwidth. 
• Class-C IN model gives the combination of Class-A and Class-B  
Other models appear in the literature as well, however the Middleton noise model is more 
popular. The work presented in [48], classified IN models into two types: IN models with 
memory and without memory. To date the following models, appear in the literatures: 
a. IN models without memory: 
• Middleton Class-A  
• Bernoulli-Gaussian  
• Symmetric Alpha-Stable distribution 
 




In the next paragraphs, we discuss the two widely adopted IN models in the literature. The 
most popular models in literature are the Middleton Class-A or simply referred a Class-A noise 
model and Bernoulli-Gaussian impulse noise models . A comprehensive study of IN models is 
given in [48] with references therein. 
 
Middleton Class-A Noise Model 
Middleton Class-A has been extensively studied in literature and it has emerged as one of the 
most widely adopted IN model [49], [50], [51], [64] and [52]. One of the reasons for this wide 
adoption is that, Class-A noise model parameters can be related to the physical channel and 
adjusted to approximate the Bernoulli-Gaussian noise model [52]. Class-A noise model is a 
special case of Gaussian mixture distribution with centred component i.e. it is a weighted 
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summation of different zero-mean Gaussian distribution, whose PDF of random variable 
sample 𝑛𝑘 gives: 
 
where 𝒩(𝑛𝑘; 0, 𝜎𝑚
2 ) represents the Gaussian PDF with zero-mean and variance 𝜎𝑚
2 , from 
which the 𝑚𝑡ℎ sample 𝑥𝑚 is taken. 𝑃𝑘
′  is the mixing probability of the 𝑚𝑡ℎ Gaussian 





2 represent the background and IN average variance, respectively. The 
variance 𝜎2 = 𝜎𝐺
2 + 𝜎𝐼
2 gives the total average variance. Parameter 𝛤 = 𝜎𝐺
2 𝜎𝐼
2⁄  gives the 
power ratio between background and IN, and the parameter 𝐴 represents the density of the 
impulses and controls the impulsiveness of the noise and is referred as IN probability. As 𝐴 →
∞, the noise displays Gaussian characteristic. Consequently, the PDF of Middleton Class-A 
noise model is given as 
 
In this dissertation, we employed Class-A noise model to study the performance of the 
digital modulation under IN. For simulations and in practical applications, only the first few 
terms of the PDF in (2-30) are used and it was shown in [49] that it is sufficiently accurate. 
Such distribution is given in (2-31) by truncating (2-27) to the first 𝑀𝑡ℎ  terms. A two-state 
Class-A noise model is given in Figure 2-12 (a) as proposed in [48] and is used in this 
dissertation to evaluate the performance of the communication channel. It is shown in [63] 
that the model described above can be modified to model baseband noise, this can be 
achieved by replacing the real PDF 𝒩(𝑛𝑘; 0, 𝜎𝑚
2 ) by the circularly symmetric complex 
Gaussian PDF 𝐶𝒩(𝑛𝑘; 0, 𝜎𝑚
2 ) [50]. Authors in [63], remark that the Class-A noise model as 
given here, gives the characteristics of the first order statistics only and does not represent 
 
𝑝(𝑛𝑘) = ∑ 𝑃𝑚
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the power spectrum nor the autocorrelation of the noise. Therefore, further research is 
required to capture higher order statistics for application to area such as PLC.  
 
where the mixing probability 𝑃𝑚
′′ is given by  
 
Bernoulli-Gaussian Noise Model 
Bernoulli-Gaussian is also another popular noise model and a special case of Gaussian mixture 
[53], [65] and [66]. The PDF of Bernoulli-Gaussian model is given in (2-33) and show similarity 
with the Class-A noise model. 
 
In [48], the authors proposed two-state Class-A and Bernoulli-Gaussian noise models  in 
Figure 2-12 and show that the two noise models have similarities. The difference between 
these noise models reside in the distribution of the noise sample added to the data symbol 
𝑠𝑘. With Class-A noise model in Figure 2-12 (a), only the branch or state with variance 𝜎𝐺
2 and 
density (1 − 𝐴) is Gaussian distributed, whereas the noise distribution on the other branch  
does not necessarily have Gaussian distribution.   
With Bernoulli-Gaussian distribution model in Figure 2-12 (b), the noise sample added to 
the data symbol 𝑠𝑘 is Gaussian distributed. The Bernoulli-Gaussian noise model is sometimes 
preferred over Class-A noise model because of its tractability. However, as stated earlier 
Class-A noise model has the advantage of having its parameters directly related to the 
physical channel. Moreover, it can be adjusted to approximate Bernoulli-Gaussian model and 
vice-versa.  
 
𝑝(𝑛𝑘) = ∑ 𝑃𝑚















 𝑝(𝑛𝑘) = (1 − 𝑝)𝒩(𝑛𝑘; 0, 𝜎𝐺
2) + 𝑝𝒩(𝑛𝑘; 0, 𝜎𝐺
2 + 𝜎𝐼
2), (2-33) 




Figure 2-12 IN (a) Two-State Class-A noise model, (b) Bernoulli-Gaussian noise model [48] 
 
Impulsive Noise Models with Memory 
The two noise models discussed in the previous section are classified as IN without memory. 
In this section, we briefly discuss IN with memory. However, there is no need to drill down on 
IN without memory since the models that appear in the literature are modified versions of IN 
without memory. Through practical measurements, Doster and Zimmerman [67] 
demonstrated that, there are cases where impulse noise samples occur in burst, thus creating 
a channel with memory.  Markov chains are consistently used by many authors to model IN 
with memory. The authors in [68] proposed a model based on partitioned Markov chain to 
capture the memory nature of the channel, where the two-layer two-states Markov chain is 
used to model the bursty nature of IN. The first two-states Markov chain captures the 
occurrence of IN and the other two-states i.e. the second layer makes use of another two-
state Markov chain to model the behaviour of single impulse.   
Other authors have studied channel with bursty IN and used Markov technique to model 
IN, such studies are found in [54], [69], [70] and [71]. In [54] and [72], two models appear 
namely: Markov-Middleton and Markov-Gaussian which are essentially the adaptation of 
Class-A and Bernoulli-Gaussian noise models by using Markov chains which take the memory 
characteristic of the channel into consideration.  




Figure 2-13 Markov-Middleton noise model updated from [48] 
 
 
Figure 2-14 Markov-Middleton noise model updated with autocorrelation parameter 𝑥 [48] 
 
Figure 2-13 gives the Markov-Middleton noise model and is an adaptation of the model 
shown in Figure 2-12 with all the parameters unchanged other than the addition of memory. 
Therefore, the model in Figure 2-13 gives Class-A noise model with memory. 
 
The model shown in Figure 2-14, adds the new parameter 𝑥, which does not depend on 
the Class-A noise model parameters and represents the time correlation between the noise 
samples, such that it allows all states to be connected i.e. it is now possible to transition from 
a state with impulse noise to another which was not possible with the noise model presented 
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in Figure 2-12. It was shown in [54] that the PDF of the noise model presented in Figure 2-14 
is similar to Class-A PDF model given in equation (2-27). 
 
2.3.2 Impulsive Noise Estimation and Mitigation 
IN estimation and mitigation techniques are found in the literature. The proposed models 
cater for the estimation and mitigation of IN in SC and MC modulation schemes. We classify 
these techniques into three main categories that we shall discuss next. 
 
Clipping and Nulling 
Clipping and Nulling (blanking) method consist of setting an optimized threshold 𝑇𝑐𝑙𝑖𝑝 or   𝑇𝑛𝑢𝑙𝑙 
which is used to detect the presence of IN in the received signal vector 𝑟𝑘 before symbols 
detection. Since most of the received samples impacted by IN would have high amplitude, 
clipping/nulling circuit should be able to easily detect the affected samples and take 
appropriate actions. However, clipping and nulling differ in the actions taken when IN is 
detected in the received signal. The difference between the two methods are shown with 
Algorithm 1 and Algorithm 2 in TABLE 2-1 and TABLE 2-2. 
 
TABLE 2-1 CLIPPING ALGORITHM FOR IN REMOVAL 
Algorithm 1 – Clipping 
Detection of received signal Vector 𝒓𝒌 with IN  
Procedure SET 𝑻𝒉 to 𝑻𝒉 = 𝑻𝒄𝒍𝒊𝒑 
         for i = 0 : SNR do 
               if (|𝒓𝒌|  >  𝑻𝒄𝒍𝒊𝒑 ) 
                   𝒓𝒌 = 𝑻𝒄𝒍𝒊𝒑𝒆
𝒋∠𝒓𝒌 
               end if 
         end for 
end procedure  
 
Clipping is implemented as per Algorithm 1: If the magnitude of the received signal sample 𝑟𝑘 
is detected to be above the threshold level 𝑇𝑐𝑙𝑖𝑝, its magnitude is reduced according to 𝑇𝑐𝑙𝑖𝑝, 




2. Literature Review  
2-29 
 
TABLE 2-2 NULLING ALGORITHM FOR IN REMOVAL 
Algorithm 2 – Nulling 
Detection of received signal Vector 𝒓𝒌 with IN  
Procedure SET 𝑻𝒉 to 𝑻𝒉 = 𝑻𝒏𝒖𝒍𝒍 
         for i = 0 : SNR do 
               if (|𝒓𝒌|  >  𝑻𝒏𝒖𝒍𝒍 ) 
                   𝒓𝒌 = 𝟎 
               end if 




Algorithm 2 given in TABLE 2-2 gives the procedure for the nulling method. If the 
magnitude of the received signal sample 𝑟𝑘 is detected to be above the threshold level 𝑇𝑛𝑢𝑙𝑙, 
the received  signal is removed and not processed. Usually 𝑇𝑐𝑙𝑖𝑝 < 𝑇𝑛𝑢𝑙𝑙. 
Clipping and nulling have been widely used with multi-carrier modulation. The authors in 
[73], used the clipping method in OFDM based digital television to combat IN. In [74], Papilaya 
et al proposed to use clipping and nulling with additional action called replacement, this 
technique was used in OFDM system. The replacement is a threshold level 𝑇𝑟𝑒𝑝 (which value 
falls between 𝑇𝑐𝑙𝑖𝑝 and 𝑇𝑛𝑢𝑙𝑙). If the noisy received signal is above 𝑇𝑟𝑒𝑝, then the corrupted 
sample is replaced with the average magnitude of the noiseless OFDM samples. In [55], the 
authors worked on the optimization of blanking/nulling to combat IN in OFDM receiver and 
investigated the effectiveness of combining nulling and clipping. 
 
Iterative 
This method consists of repeatedly estimating the IN in the received signal vector 𝑟𝑘, and then 
subtracting the noise from the actual signal. The effectiveness of this method depends on the 
processing power of the iterator, since the more iterations achieved the better the estimation 
of IN. The iteration process can be performed in frequency or time domain. The Iterative 
method was performed to remove IN in OFDM system in [75], as illustrated in Figure  2-15. 
In Figure 2-15 as presented in [76] , the noise vector 𝑛𝑙  at the 𝑙𝑡ℎ iteration is iterated to 
estimate the IN. 𝑛𝑙  is obtained by subtracting the iterated desired signal 𝑆𝑙  at the 𝑙𝑡ℎ iteration 
from the received signal vector 𝑅 or 𝑟. A good estimate of ?̃?𝑙  allows for more accurate 
estimation of 𝑆𝑙. With T being the impulse noise time period. 




Figure 2-15 Iterative method for IN suppression [75] 
 
Error Correcting Coding 
Error correcting codes have been used to correct error caused by IN. Convolutional coding, 
turbo coding, lower density parity-check and interactively decoded coding have been used in 
IN channel [76], [77], [78] and [79]. Error correcting techniques have been used in 
combination with pre-processing systems to combat IN. Prepossessing consists of 
clipping/nulling or iterative techniques and are implemented before the demodulator as 
shown in Figure 2-16 and error correcting coding is implemented after the demodulator. Error 
correcting coding and pre-processing can be used together or as standalone to correct errors 
caused by IN. 
 
Figure 2-16 Communication system with Preprocessing system for IN mitigation [76] 
 
In practice, the combination of all three mitigation methods are used to combat IN. In 
Figure 2-17 found in [76], the authors propose a system with clipping and nulling with iterative 
technique to estimate and mitigate IN in OFDM system. It is reported that the mitigation 
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in Figure 2-15. In Figure 2-17 clipping and nulling is used in the first iteration and that improves 
the estimation of 𝑆𝑙. Hence, the reason for its better performance compared to the iterative 
technique as alone in Figure 2-15. 
 
 
Figure 2-17 Clipping and Nulling with Iterative technique for IN estimation and removal [76] 
 
So far, the IN mitigation techniques discussed above have been used in multi-carrier 
modulation systems. For single-carrier modulation the same mitigation techniques can be 
used. However, good performance is achieved when pre-processing techniques are used 
together with error correcting coding [48]. Clipping/nulling does not improve BER 
performance alone. BER is improved when pre-processing is combined with error correcting 
coding. This is explained by the fact that the demodulator in SC systems does not distinguish 
between high and low amplitude noise when making decision of the received symbols [48]. 
In [76], the authors show that IN in SC modulation systems behaves as narrow-band 
interference in OFDM (multicarrier). Therefore, the same method used to remove narrow 
band interference in OFDM system can be implemented to combat IN in SC modulation 
scheme i.e. the combination of clipping/nulling with error correcting code.  
 
The use of pre-processing techniques as standalone to combat IN is reported in the 
literature and good performance is achieved when soft decision decoding is used. Such a 
combination is reported in [80], where nulling and convolutional soft-decision decoding are 
used. It was also shown that, combining nulling and convolutional soft-decision decoding 
gives optimal performance, whereas the combination of clipping and convolutional soft-
decision decoding gives suboptimal performance. 
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2.4 Satellite Communication Channel Noise Environment  
Satellite communication channel noise environment has been well studied in literature. The 
impact of PN and IN have been investigated as well in [22], [23], [24], [25], [81] and [82]. In 
[22], Button et al conducted measurements of IN for commercial mobile satellite 
communication systems operating at 1.5 GHz and found that the level of IN differs depending 
on the antenna azimuth and system architecture  implementation. Hence, the receiver system 
in satellite communication is the weakest point in the transmission channel. It is at the receive 
antenna sidelobe that the IN will most likely penetrate into the receiver system. PN in space 
communication is also investigated in [23], where Barand and Kasal analysed the effect of 
additive thermal noise and multiplicative PN on the receiver performance employing PSK 
modulation technique. The authors showed that, the instability of oscillators in the 
transmission chain gives rise to PN which in turn degrades the performance of the receiver. 
In the following section we will focus on discussing satellite communication channel models 
found in litterature and different impairments in satellite channel. 
 
 
Figure 2-18 Typical satellite communication link  
 
We consider satellite operating at geostationary or geosynchronous orbit (radius of 36 000 
Km from the earth equator) as shown in Figure 2-18. The majority of satellites providing media 
broadcasting and broadband services operate at geostationary earth orbit. Geostationary 
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satellites (GEO) are suitable for transfer of information between two or more points on earth 
surface via a relay that appears fixed in space, relative to earth. One of the major advantages 
of GEO satellite is that it allows a fix path from the earth station to the satellite with no ground 
tracking system for antenna with smaller diameter [83]. Since the satellite is in geostationary 
orbit and ground stations are stationary, the effect of Doppler shift and multipath fading are 
also considered in in our analysis. However, Doppler shift effect must be considered if the 
satellite is in a non-geostationary orbit such as elliptical orbit (where the satellite rotation 
speed is greater than the earth speed) or for mobile earth stations. 
 
2.4.1 Satellite Channel Impairments 
One of the major advantages of using satellite systems is their ability to cover a large portion 
of earth surface for providing video, broadband and internet-based service with high 
availability to a large number of users simultaneously and spread across large regions. As with 
any wireless system, high quality of service (QoS) and cost are achieved when the satellite link 
achieved high spectral efficiency (bits/Hertz). Hence, the understanding of satellite channel 
propagation environment is crucial. Therefore, accurate modelling of satellite channel is of 
utmost importance in order to design links that are well optimised and meet the highest 
performance. In the sections below, we will discuss the propagation environment in satellite 
communication as well as channel models found in literature.  
 
The earth’s atmosphere is the main limiting factor in the performance and design of 
satellite communication system, as the transmission signal propagates from the uplink earth 
station-to-satellite-downlink station via the earth’s atmosphere [83]. The transmitted signal 
undergoes several uncontrolled variations in signal amplitude, polarisation, phase, arrival 
angle, etc. These conditions impact on the quality of transmission signal and increase error 
rate for digital communication. The earth’s atmosphere impact on the transmitted signal will 
depend on parameters such as type of transmission, regional weather conditions, frequency 
of operation and elevation angle to the satellite [83]. The evaluation of satellite transmission 
impairments can be complex and uncertain as the impact of the earth’s atmosphere in 
propagation of transmission signal is random and unpredictable. Therefore, statistical 
modelling of the transmission channel is useful and necessary in order to model the 
impairments introduced by the earth’s atmosphere.   
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Ionospheric Effects – the ionosphere is the ionised section of the earth’s atmosphere, 
extending from about 30 Km to 1000 km above the earth surface [83]. As discussed above the 
communication system frequency of operation will be the main factor in determining the level 
of impact the signal will undergo as it passes through the atmospheric. Figure 2-19 taken in 
[83] illustrates different atmospheric layers impacting space communication based on the 
frequency of operation. A signal uplinked from an earth station will propagate trough the 
earth’s atmosphere to outer space if its frequency is higher enough to penetrate the 
ionosphere. The ionosphere has multiple layers of its own, designated by layer D, E and F as 
outlined in Figure 2-19 [83] . These layers acts as absorbers or reflectors to frequencies below 
30 MHz. With the increase of operating frequency above 30 MHz, the reflective properties of 
layers E and F are weakened thus allowing the signal to propagate through [83]. Moreover, 
uplink signals above 30 MHz will propagate through the ionosphere. However, the 
transmitted signal may suffer degradation to various degree depending on the time of the 
day, geographic location and signal frequency. Hence, with uplink signal above 3 GHz the 
ionosphere is basically transparent to satellite communication.  
 
 
Figure 2-19 Atmospheric layer impacting space communication [83] 
 
The ionosphere introduces various impairments such as polarisation rotation, scintillation, 
refraction, dispersion and group delays etc, on the transmitted signal [83]. Scintillation and 
depolarisation are of the main concern in satellite communication. Scintillation causes 
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variation of amplitude level, phase and angle of arrival of the transmitted signal [84]. This 
phenomenon is caused by minor irregularities in the refractive index of the atmosphere due 
to the fast variation in the local electron density [84]. Signal fading is the main effect caused 
by scintillation and strongly depends on the inhomogeneities or irregulates of the atmosphere 
[85]. Scintillation effects decreased with increase in frequency. It was reported in literature 
that systems operating at frequency of 4 GHz undergo signal fade of several dBs and duration  
from 1 to 10 seconds due to ionospheric scintillation [83] and [84].A comprehensive study of 
ionospheric scintillation can be found in the International Telecommunication Union 
Recommendation [86].  
 
Signal polarisation (linear or circular) is used in satellite communication to increase the 
spectral efficiency of the link without increasing the channel bandwidth [84] .Often termed 
as frequency re-use, this technique allows the usage of the same frequency band with 
different polarisation (vertical or horizontal for linear polarization). However, this technique 
has its limitation due to the depolarisation of electromagnetic wave propagating through the 
ionosphere. When a linearly polarised signal propagates through the atmosphere, the free 
ionised electrons in the ionosphere interact with the transmitted signal wave due to the 
influence of the earth magnetic field [84], causing the rotation of the field of polarisation 
termed as Faraday rotation. The effect of Faraday rotation is negligible for signals operating 
at higher frequency (greater than 1 GHz) even for systems operating at lower elevation angle 
and higher ionospheric impairments [86]. In practice, cross-polarisation can also originate 
from the uplink antenna system at each side of the link, this is due to bad calibration of the 
antenna feed system [86]. The effect of depolarisation of the transmitted signal can be 
investigated using two methods: polarisation isolation and cross-polarisation discrimination 
[85].  
 
Tropospheric Effects – referring to Figure 2-19, the troposphere is the lower layer of the 
earth’s atmosphere starting from the ground surface to an altitude of about 15 Km of the 
atmosphere [83]. In this region of the atmosphere, radiowave propagation is impaired by 
hydrometeors conditions such as rain, cloud, snow, fog, moisture in the atmosphere, gradient 
of temperature, etc. The effects caused by these impairments on radiowave are 
depolarisation, scintillation, rain attenuation absorption and refraction, etc [83]. Radiowaves 
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are affected by these impairments depending on the frequency of operation, geographic 
location and elevation angle. In fixed satellite system with application such as digital television 
broadcasting operating at Ku-Band frequency (above 10 GHz), rain is one of the main 
attenuating factors in the link. At the receiver, the received signal attenuation due to rain is 
caused by absorption and scattering of the signal energy by raindrops. In practice, signal 
amplitude attenuation is measured as a function of rainfall rate and increases with 
proportionally to the frequency of operation, rainfall rate and low elevation angle [83]. 
 
Local Effects – besides atmospheric effects impact on radiowave, the terrain complex 
environment also contributes to the degradation of transmitted signal. The terrain, where 
radiowaves propagate is made up of obstacles such as building, trees and vegetation. These 
obstacles have various heights and densities and result in additional complexities in the 
propagation of transmitted signal. These impairments will affect satellite land mobile systems 
but will not affect fixed satellite communication systems, since the ground stations are in the 
line-of-sight (LoS) with the satellite. Doppler effect will however affect both fixed satellite 
system if the uplink or downlink station is a mobile.  
 
Radiowave Propagation Mechanisms 
Propagation mechanisms refers to impairments which affect the physical characteristics of 
the transmitted signal (amplitude, phase, angle of arrival, etc). These mechanisms are defined 
in terms of their impacts on signal characteristic variations. Many of these impairment 
mechanisms can be present in the transmission channel, hence making it difficult to tell which 
one is responsible for the degradation of the transmitted signal. Figure 2-20 found in [83] 
illustrates such a situation where a single propagation mechanism affects multiple 
measurable parameters of the transmitted signal. For instance, scattering mechanism is 
responsible for the variation of amplitude, phase, polarisation, bandwidth and angle of arrival 
of the signal. At the same time, scintillation mechanism affects the amplitude as well as the 
phase of the signal.  
 




Figure 2-20 Radiowave propagation mechanism and their impact to the transmitted signal [83] 
 
In [83], the authors point out that, it is usually not possible to determine with confidence 
which mechanisms affect the transmitted signal from observing the variation of signal 
parameters alone. 
  
2.4.2 Satellite Channel Model 
The majority of work found in literature focus on the modelling of mobile satellite 
communication systems (communication-on-the move) as well as the statistical analysis of 
different types of fading in satellite channel. Mobile satellite communication systems are 
degraded by impairment such multipath effects, fading and Doppler shift [87].  In general, 
statistical channel modelling in satellite communication systems are divided into two 
categories, single and mixed models. The single model uses simple techniques in order to 
improve efficiency, whereas mixed models employ weighting prediction [88].  
Some popular satellite communication channel models are C. Loo model [89], Lutz model 
[90], and Corazza model [91] which focused on land mobile communication systems. Other 
authors modelled the satellite fading channel using three-state semi-Markov process by 
considering several common models [89], [90], [91], [92], [93], [94], [95], [96], [97], [98], [99] 
and [100]. In [92], a Markov process-based model is developed from realistic measurement 
of the statistical parameters. In [93], J. Luis et al. proposed a model which switches states 
based on Markov process as well, this model overcomes the limitations introduced by a single 
state model which does not consider large circumstance surroundings. In this dissertation, 
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our work focuses on fixed satellite communication systems for digital television broadcasting 
service. Therefore, there is no need for a lengthy discussion on channel modelling that takes 
into account impairments by multipath fading, since the earth stations are in direct LoS with 
the spacecraft,  as well as earth stations or satellite mobility. The received signal at the 
downlink earth station front-end can be written as  
 
where 𝑆𝑜 gives the LoS components passing through a slow fading channel. 𝑆1represents the 
multipath components producing fast fading. 𝑛(𝑡) gives the AWGN. 𝐴𝑜, 𝑓𝑜 and 𝜃 give the 
amplitude, Doppler, phase shift components of the signal and 𝜃𝑘(𝑡) gives PN impairments. 
For a fixed communication system, 𝑆1 can be ignored inequation (2-34) and the signal 
collected at the receiver front-end with IN 𝑛𝑖(𝑡) taken into account, can be written as: 
 
In this dissertation, equation (2-36) will be used for simulation and analysis, since Gaussian 
noise and IN are additive. The equation (2-36) will be updated in the coming section to take 
PN into consideration.  
 
2.4.3 Satellite Receiver System Noise 
Noise can be introduced  at any points along the transmission system where the wanted signal 
is propagated i.e. from the transmitter all the way to detection and demodulation circuits. 
Many sources of noise exist in the transmission system, and each amplification stage will 
introduce noise power into the information bandwidth, hence must be taken into 
consideration when link performance is computed. Devices such as upconverters, 
downconverters, mixers, combiners and multiplexers introduce noise power into the 
transmission system. Noise contribution mechanism at different circuit level in the 
transmitter and receiver can be found in annex C. Noise produced by such devices is additive 
(Gaussian) to the noise found in the transmission path introduced by atmospheric conditions 
[83].   
 𝑟(𝑡) = 𝑆𝑜 + 𝑆1 + 𝑛(𝑡), (2-34) 
   
 
𝑟(𝑡) = 𝐴𝑜𝑒




+ 𝑛(𝑡), (2-35) 
 𝑟(𝑡) = 𝐴𝑜𝑒
(2𝜋𝑓𝑜+𝜃+𝑗𝜃𝑘(𝑡)) + 𝑛(𝑡) + 𝑛𝑖(𝑡) (2-36) 





Figure 2-21 Receiver frontend [83] 
 
The noise introduced at the receiver system front-end is the most significant in the 
communication system because the received signal is at its lowest level. As depicted in Figure 
2-21, the receive front-end consists of: 1) the receiver frontend part, 2) receive antenna, 3) 
all the connecting elements between each block and 4) radio noise from free space entering 
the receiver system. All these elements consist of passive and active electronics components 
and must be designed such that they limit their noise contribution into the link performance. 
A comprehensive study of radio noise can be found in [83]. 
Radio noise in the receiver system in satellite communication enters via the receive 
antenna. Noise is introduced into the reception system in two ways: noise found in the 
transmission path referred to as radio noise or sky noise and noise in the form of antenna 
losses due to the physical structure of the antenna. Antenna losses originate from the main 
reflector, sub reflector, struts, etc. which effectively degrade the power of the receive signal. 
Antenna losses are specified by the manufacturer in terms of an equivalent noise temperature 
and it is sometimes a function of the elevation angle. Antenna noise temperature ranges 
between 0.5 to 1 dB loss and is usually included in the antenna aperture efficiency [83].  Radio 
noise can be introduced into the transmission path by natural or man-made sources [49]. It 
adds up to the noise produced by other devices in the transmission system and will result in 
the increase in the receiver noise temperature. Natural radio noise sources include: 
• Galactic noise (noise from neighboring galaxies) which account for about 2.2 Kelvin of 
noise for frequency above 1 GHz [83]. 
• Atmospheric constituent, gases such as oxygen, clouds and rain (severe for signal 
above 10 GHz) that absorbed radio wave emit energy in the form of noise.  
• Other extraterrestrial sources such as moon, sun and planets in the solar system. 
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Man-made noise interferes with the useful signal when it is in the same information 
bandwidth and originate from: 
• Impulse noise generated by machinery nearby the earth station [49] 
• Other communication link operating in the same frequency 
• Electronic devices operating nearby the earth station 
Frequently, the interference will penetrate the system by the receive antenna backlobes and 
sidelobes and it is often very difficult to quantify the amount of interference noise impairing 
the information signal [83]. Through measurements and simulations, the noise can be 
estimated in order to enhance system robustness. 
 
2.5 Conclusion 
In this chapter we have reviewed three major topics. Firstly, we discussed PN and showed 
that PN originates from the instability of oscillators found in the transmission system and 
made up of white and coloured noise generated by the oscillator internal circuitry. PN is 
responsible for spectral regrowth and received constellation rotation, resulting to adjacent 
channel interference and BER degradation in satellite communication system. Secondly, we 
discussed IN, which is a form of electromagnetic interference with electric pulses of short 
duration, high amplitude occurring more or less randomly. IN is introduced in communication 
system by switching devices connected to or found at the proximity of communication 
network. We have given various statistical models found in literature and chose Middleton 
Class-A noise model for our simulation and analysis due to the fact that its parameters are 
related to the physical channel and can be adjusted to approximate Bernoulli-Gaussian 
model. Thirdly, we discussed the channel model employed in fixed satellite communication 
system. We showed that because the transmitter and receiver system are in LoS with the 
satellite impairments such as multipath and Doppler effect can be ignored for our analysis. In 
satellite communication, IN penetrates into the system by the antenna sidelobe and it is in 
most of the case very difficult to quantify. Through, measurement and simulation, IN can be 





3 Digital Modulation Performance 






Performance analysis of digital modulation under the combination of IN and AWGN have been 
well investigated in literature [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], 
[60] and [61]. The works found in the literature address the statistical modelling of IN as well 
as design of receiver systems capable of operating in the presence of IN. In [48], Shongwe et 
al.  give comprehensive study of IN and its models as well as performance results of BPSK in 
SC and multi-carrier systems. Statistical evaluation of IN modelled as Middleton Class-A is 
conducted in [49] and simplified model of IN is given to simplify optimum detection 
calculations. We gave performance analysis of BPSK, QPSK, 8PSK and 8QAM using SC and 
multi-carrier configuration in [52]. Ghosh, in [53] gave performance analysis of 64QAM with 
IN modelled as Bernoulli-Gaussian.  
This chapter gives performance analysis of digital modulations such as PSK, APSK and QAM 
used in satellite communication and other communication system such as PLC with 
transmission channel corrupted by both AWGN and IN. We have seen that DVB-S2 standard 
uses PSK and APSK as modulation scheme, QAM is also employed for data transmission in 
satellite system with similar performance to APSK [101]. The performance of modulation 
systems adopted by DVB-S2 under AWGN is given in Appendix A. We begin our analysis by 
introducing AWGN channel and its simulation model. We then discuss the IN channel based 
on Middleton Class-A noise model with its simulation algorithm. 
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We provide the unified simulation model algorithm used to analyse the performance of 
modulations schemes under the combination IN of AWGN channel. PSK, APSK and QAM 
performance analyses results are presented and discussed. We conclude the chapter by 
comparing the performance of PSK, APSK and QAM and provide recommendations on the 
usage of each schemes. All simulations are conducted using MATLAB software package and 
results are presented in terms of BER versus Eb/No. 
 
3.2 System Model 
In this section we give the unified simulation model based on Monte Carlo simulation model 
used to evaluate the performance of digital modulation technique under AWGN and IN. We 
first, define AWGN channel since some of its parameters are used in simulation generate IN. 
Class-A IN channel is given, and its parameters are discussed.  
 
3.2.1 Signal-to-Noise Ratio Definition 
Assuming that the transmission channel has bandwidth 𝐵, with received signal power 𝑃𝑟 and 
single sided noise PSD of 𝑁𝑜 2⁄ . The SNR is given as: 
 
Let 𝐸𝑏 be the energy-per-bit and 𝐸𝑠 the energy-per-symbol, then 𝛾𝑏 = 𝐸𝑏 𝑁𝑜⁄  and 𝛾𝑠 =
𝐸𝑠 𝑁𝑜⁄  give the SNR-per-bit and SNR-per-symbol respectively. For uncoded M-ary modulation 
scheme, the number of bits-per-symbol can be computed using 𝑘 = log2(𝑀), where 𝑀 gives 
the number of constellations points. And  𝛾𝑠 is given in term of 𝛾𝑏 as: 
 
 




 𝐸𝑠 = 𝑘. 𝐸𝑏 (3-2) 








= 𝑘. 𝛾  (3-3) 
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3.2.2 AWGN Channel Model 
We consider transmission of modulated symbols over channel is corrupted by AWGN with 
noise samples being uncorrelated. Hence the noise samples are independent of one another. 
Therefore, noise affects each transmitted symbol independently on a channel with AWGN. 
Such channel is referred to as memoryless channel [102]. Hence, the term “additive” means 
that the noise is added to the incoming signal – that there is no multiplicative effect taking 
place. In this dissertation, we shall assume that all transmitted symbols are corrupted by 
AWGN.  
Performance simulation of digital modulation at specific SNR requires that the random 
noise sample of correct strength be added to the incoming modulated symbol from the 
transmitter. Such mechanism is given in Figure 3-1, where the 𝑘𝑡ℎ transmitted symbol 𝑠𝑘 is 
corrupted by the 𝑘𝑡ℎ noise sample 𝑛𝐺  modelled as AWGN with variance 𝜎𝐺




Figure 3-1 AWGN channel model 
 
Therefore, the 𝑘𝑡ℎ received signal 𝑟𝑘 can be written as: 
 
It can be seen from equation (3-4) that the noise has an additive effect – with no multiplicative 
mechanism and each sample is independent of each other. The above model is suitable for 
both waveform simulation as well as complex baseband. We employed complex baseband for 
simulation.  For single level modulation scheme the SNR refers to Eb/No and for multilevel 






 𝑟𝑘 = 𝑠𝑘 + 𝑛𝐺 (3-4) 
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3.2.3 Impulsive Noise Channel Model 
IN models have been discussed at length in section 2-23. Two-states Middleton Class-A noise 
model as proposed in [48] given in Figure 3-2 is used to modelled IN in this dissertation. The 




probability 𝐴 or enters the channel with white Gaussian noise with variance 𝜎𝐺
2 with 
probability 1 − 𝐴. The choice of Class-A IN model is due to the fact that its design parameters 




Figure 3-2 Two-state Middleton Class-A noise model [48] 
 
We consider transmission of uncoded modulated symbols over channel impaired by IN and 
AWGN. Hence, the 𝑘𝑡ℎ received symbol is equal to: 
 
where 𝑠𝑘 represents the transmitted modulated (by PSK, APSK and QAM) symbols, with 
average symbols energy 𝐸𝑠 and can take any points in the constellation                                                         
𝐶 = { 𝑠𝑖, ∀𝑖 ∈  {1,2, . . . , 𝑀}} depending on the selected modulation systems. And 𝑛𝑘−𝑔 
represents the background noise modelled as AWGN with mean zero and variance 𝜎𝐺
2 i.e. 
𝑛𝐺~𝒩(0, 𝜎𝐺
2). The system model in equation (3-5) will be used in this chapter to model the 
complete transmission channel. IN contribution is written as 𝑛𝐼 with noise sample 𝑛𝐼 
normalised probability given as: 
 𝑟𝑘 = 𝑠𝑘 + 𝑛𝐺 + 𝑛𝐼 (3-5) 




where 𝒩(𝑛𝐼; 0, 𝜎𝑚
2 ) gives the PDF of the Gaussian component with mean zero and variance 
𝜎𝑚
2  from which the 𝑚𝑡ℎ sample 𝑥𝑚 is taken. 𝑃𝑚
′  represents mixing probability of the 𝑚𝑡ℎ 





2 gives the AWGN and IN variance, and the total channel variance is equal to 
𝜎2 = 𝜎𝐺
2 + 𝜎𝐼
2. The parameter 𝛤 = 𝜎𝐺
2 𝜎𝐼
2⁄  gives the power ratio between AWGN and IN and 
the parameter 𝐴 represents the density of the impulses and controls the impulsiveness  of 
the noise; as 𝐴 → ∞, the noise displays Gaussian characteristic. We use the term IN 
probability or density interchangeably to refer to parameter 𝐴 and 𝛤 as IN strength. 
Therefore, the two-states Class-A noise probability can be written as: 
 
For simulations, only the first few terms of the PDF in equation (3-9) are used and it was 
shown in [49] that it is sufficiently accurate. Hence, for our simulation and analysis the total 
IN power affecting the transmitted symbol 𝑠𝑘 at any time is equal to  ?̂?𝐼
2 = 𝜎𝐺
2 𝐴𝛤⁄ = 𝜎𝐼
2 𝐴⁄ .  
Given a specific SNR range, the correct noise sample strength can be added to the incoming 
symbol using Algorithm 4-1. It can be seen that; IN power is derived from  AWGN variance. 
To generate IN and AWGN vectors, we use MATLAB function randn that returns an n-by-n 
matrix of normally distributed random numbers. The algorithm can be implemented with a 
waveform simulation (passband model) as well as with complex baseband model. However, 




𝑝(𝑛𝐼) = ∑ 𝑃𝑚






















+ 1) = 𝜎2
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Algorithm 4-1 Adding Impulsive Noise and AWGN 
Adding correct noise strength to transmitted modulated symbol S 
Start Procedure 
 
Inputs: Data_bits = {d0,d1,d2,………,dn} 
        Data_symbols = {S0,S1,S2,………,Sn} 
        SNR_Range = {0:SNR} 
        over_sampling_ratio = L 
        Modulated_Symbols = Sn ∈ {1,2,3,…,M} 
        
for i = 0 : SNR do 
 
(a) Measure signal vector power (p_signal) 
 




(b) Compute noise vector power spectral density(No) 
 
n_power_spectral_density = p_signal/SNR 
 




𝟐) = No/2 
 
(d) Generate AWGN noise vector (n_awgn) 
    
n_awgn = 𝛔.[randn(1,size(s))+i.randn(1,size(s))] 
 
(e) Compute impulsive noise variance(𝝈𝑰
𝟐) 
 
imp_noise_probability = A 




(f) Generate impulsive noise vector(n_imp)with probability A  
 
n_imp = 𝛔𝐢𝐦𝐩.[randn(1,1)+i.randn(1,1)] 
 
(g) Add noise vector to signal vector to get the received 
signal(r) 
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3.3 Unified Performance Simulation Model 
Modulation performance simulation model over IN and AWGN channel is given in Figure 3-3. 
The simulation model is based on Monte Carlo simulation model, where the generated 
pseudo random bits are grouped into symbols depending on the modulation order. Then 
mapped using the desired modulation techniques and transmitted through the channel. At 
the reception the modulated symbols are coherently detected and symbol error rates (SER) 
or BER is computed and plot against theoretical errors rates. The simulation model is 
applicable for PSK, QAM, APSK modulations. 
The transmitted modulated symbols are recovered using coherent detection, where the 
transmitter and the receiver system have the same reference constellation (reference 
constellation block in Figure 3-3 is shared between the modulator and demodulator) used for 
modulation and demodulation. The demodulator uses IQ detector technique to recover the 
transmitted symbols. The IQ detector – first, computes pair-wise Euclidean distance between 
the reference constellation array and the noisy received vector. Each symbol on the p—
dimensional plane of the received vector is compared with the reference array. Then, the 
symbols from the reference constellation that yield minimum Euclidean distance are 
returned. Minimum Euclidean distance method used in IQ detector can be implemented using 
the following equation: 
 
where 𝑠 = (𝑠1, 𝑠2, … , 𝑠p)  ∈ 𝐶 and 𝑠ref = (𝑠ref−1, 𝑠ref−2, … , 𝑠ref−p) ∈ 𝐶 give the two points in 
p-dimensional plane representing the modulated symbols and reference symbols arrays, 
respectively.  
 
3.4 PSK Performance under Impulsive Noise Channel 
In PSK modulation technique, the useful information is encoded by the phase of complex 
symbol. The incoming symbols are transmitted through the channel after being mapped into 
constellation 𝐶 = { 𝑠𝑚, ∀𝑚 ∈  {1,2, . . . , 𝑀}}. Hence, PSK modulator sends a series of 
modulated symbols taken from set of 𝑚 ∈ {1,2, . . . , 𝑀}.  
 
𝑑(𝑠, 𝑠ref) = √(𝑠1 − 𝑠ref−1)
2 + (𝑠2 − 𝑠ref−2)
2 + ⋯ + (𝑠p − 𝑠ref−p)
2 (3-10) 































𝑑𝑘 𝑥𝑘 𝑑 𝑘𝑥𝑘
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The general expression describing PSK modulation in given by: 
 
where 𝑀 gives the modulation order, the number of possible phases that are used to convey 
information over the channel i.e. the number of constellation points. The value of 𝑀 depends 
on the number of bits that are going to be squeezed into one PSK symbol – represented by 
the parameters 𝑘 where 𝑘 = log2(𝑀).  BPSK and QPSK will result into 𝑀 = 2 and 𝑀 = 4, 
respectively. Parameter 𝐷 gives the amplitude scaling factor.  Equation (3-11) can be further 
expended using trigonometric identity and express as:  
 
The expression in equation (3-12) can be written in term of I-Q channel after normalising 
amplitude as 𝐷 = 1 √2⁄ , allowing the points in the constellation circle to be placed at 1 unit 
from the origin (radius = 1). The in-phase and quadrature component can be written as follow: 
 
The real part of equation (3-13) coveys the in-phase information channel and the imaginary 
part carries the quadrature channel. Various PSK modulation orders (𝑀 = 2, 3, 4, . . . ) are 
constructed from this equation and are presented in Figure 3-4. 
 
Figure 3-4 PSK constellation 
1 1
𝑄 𝑄𝑄
   
𝑀 = 2 𝑀 = 4 𝑀 =  
 
𝑠𝑚 = 𝐷 cos [2𝜋𝑓𝑐𝑡 −
(𝑚 − 1)2𝜋
𝑀
] , 𝑚 = 1,2, … , 𝑀 (3-11) 
𝑠𝑚 = 𝐷 cos [
(𝑚 − 1)2𝜋
𝑀
] cos(2𝜋𝑓𝑐𝑡) + 𝐷 sin [
(𝑚 − 1)2𝜋
𝑀
] sin(2𝜋𝑓𝑐𝑡),   𝑚 = 1,2, … , 𝑀 (3-12) 
𝑠𝑚 = cos [
(𝑚 − 1)2𝜋
𝑀
] cos(2𝜋𝑓𝑐𝑡) + 𝑗𝐷 sin [
(𝑚 − 1)2𝜋
𝑀
] sin(2𝜋𝑓𝑐𝑡),  𝑚 = 1,2, … , 𝑀 (3-13) 
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3.4.1 M-ary PSK Theoretical Bit Error Rates and Symbol Error 
Rates  
In this section, we give error rate performance of different PSK modulations that will be used 
to compared with the simulation results. We give different error rates using error function or 
Q function. SNR-per-bits is given as 𝛾𝑏 = 𝐸𝑏 𝑁0⁄  and SNR-per-symbol as  𝛾𝑠 = 𝐸𝑠 𝑁0⁄ .  
 
Figure 3-5 BPSK constellation 
 
BPSK constellation is given in Figure 3-5 where the 𝑘𝑡ℎ symbol 𝑠𝑘 ∈ {−A, A} . The received 
signal can be written as 𝑟 = 𝑠 + 𝑛. Where 𝑛~𝒩(0, 𝜎2) and 𝜎2 = 𝑁𝑜 and the real part of 
𝑟𝑟𝑒𝑎 = 𝑠 + 𝑛𝑟𝑒𝑎𝑙 where 𝑛𝑟𝑒𝑎𝑙~𝐶𝒩(0, 𝜎
2 2⁄ ) = 𝒩(0, 𝑁𝑜 2⁄ ). The distance between two 
points in constellation 𝑑𝑚𝑖𝑛 = 2𝐴 and 𝛾𝑏 gives the energy-per-bit ratio, and can be written 
as:  
 
The bit error rate can be written as: 
 
The equation (3-15) is written using Q function as: 
 
QPSK error rate can be derived from BPSK. Since QPSK is basically two BPSK on the in-phase 





























𝑃𝑏 = 𝑄 (√𝑑𝑚𝑖𝑛
2 2𝑁𝑜⁄ ) = 𝑄 (
𝑑𝑚𝑖𝑛
√2𝑁𝑜
) = 𝑄 (√2𝛾𝑏) (3-16) 




The union bound for QPSK can be used to derive the upper bound of its SER. Referring to 
Figure 3-6, if symbol 𝑠0 is sent, the error probability is bounded by the sum of 𝑠0 → 𝑠1,         
𝑠0 → 𝑠2 and 𝑠0 → 𝑠3.  
 
Figure 3-6 QPSK constellation 
 
we can therefore rewrite equation (3-17) as : 
 
Where 𝑑0𝑥 gives the distance between symbol 𝑠0 to the nearest symbols in the constellation. 
Since, 𝛾𝑠 = 2𝛾𝑏 = 𝐴
2 𝑁𝑜⁄ , equation (3-19) can be written as: 
 




If Gray coding is applied before bit-to-symbol mapping and assuming higher SNR, the error 
will be introduced only for the nearest neighbouring symbols. Therefore, BER written as 𝑃𝑏 is 
 𝟎 𝟏
 𝟐   




𝑃𝑠 ≤ 𝑄 (
𝑑01
√2𝑁𝑜
) + 𝑄 (
𝑑02
√2𝑁𝑜




   
 𝑃𝑠 ≤ 2𝑄(𝐴 √𝑁𝑜⁄ ) + 𝑄(√2 𝐴 √2𝑁𝑜⁄ ) (3-19) 
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approximately equal to 𝑃𝑏 = 𝑃𝑠 2⁄ . Hence, QPSK will have the same BER approximation as 
BPSK and different SER written as 𝑃𝑠 and expressed as: 
 
For M-ary signalling such as MPSK, the approximation of SER and BER can be derived using 
the nearest neighbour approximation. The SER of any M-ary modulation can be derived using 
the expression given in [103] and written as: 
 
where 𝐸 gives the error event and 𝑃(𝑠𝑖 → 𝑠𝑗) represents the pairwise probability that the 
transmitted symbol 𝑠𝑖 is detected with error as 𝑠𝑗. Using the Q-function and the Euclidean 
distance between 𝑠𝑖 and 𝑠𝑗 on the constellation, 𝑃(𝑠𝑖 → 𝑠𝑗) can be expressed as: 
 
8PSK constellation diagram is given in Figure 3-7, with distance between adjacent symbols 
given by 𝑑𝑚𝑖𝑛.  
 
Figure 3-7 8PSK constellation 
 





 𝑃𝑠 ≈ 2𝑄(√𝛾𝑠) (3-23) 
   























The above SER and BER equation are valid for AWGN channel only. These equations need 
to be updated in order to take IN impact into consideration. Referring to Class-A noise model 
given in Figure 3-2, where modulated symbol 𝑠𝑘 enter the Gaussian channel with probability 
𝐴 and variance 𝜎𝐺
2, with noise density is equal to 𝑁𝑜. Or IN channel with probability 1 − 𝐴 and 
variance total variance  𝜎𝑇𝑜𝑡
2 = 𝜎𝐺
2 + 𝜎𝐼
2 𝐴⁄ . The total noise density on the IN branch is equal 
to 𝑁𝑇𝑜𝑡 = 𝑁𝑜 + 𝑁𝑖. It was shown in [48] that MPSK modulation BER under IN and AWGN 
channel can be written as: 
It is shown in [48] that the expression (𝑀 − 1) 𝑀⁄  needs to be added to show that each 
symbol that is corrupted by noise will be in error with probability (𝑀 − 1) 𝑀⁄  especially for 
BPSK and QPSK modulations. However, this is important for lower order modulations, as for 
higher value of 𝑀, the expression (𝑀 − 1) 𝑀⁄ ≈ 1 can be omitted. 8PSK lower bound 
approximation of BER can also be written in in term of 𝜎𝐺
2 and 𝜎𝐼
2 using the expression in 
equation (3-28) as: 
 
 
3.4.2 Simulation and Results 
Simulation performance results are generated by keeping fixe the variance of IN 𝜎𝐼
2, where 
the probability 𝐴 and strength 𝛤 are varied such that the product 𝐴𝛤 remains constant (if 
probability 𝐴 decreased by a certain amount, the strength will be increased by the same 
amount) while observing the effect of probability changes in the modulation performance. 
Other simulation settings are implemented to test the performance of modulation 
 
𝑃𝑠 = 2𝑄(𝑑𝑚𝑖𝑛 √2𝑁𝑜⁄ ) = 2𝑄 [
2𝐴 sin(𝜋 𝑀⁄ )
√2𝑁𝑜
































(1 − 𝐴) 𝑄 (√
3𝐸𝑏
𝜎𝐺






2(1 + 1 𝐴𝛤⁄ )
sin(𝜋  ⁄ )) (3-30) 
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performance, for instance probability 𝐴 is capped at 1 when 𝛤 is varied. The results we 
present below are also presented in our publication in [52].   
 
Figure 3-8 BPSK BER performance under IN and AWGN channel with IN variance kept with various probability 
and strength 
 
Figure 3-9 BPSK BER performance with IN probability A kept constant with different strength Г 
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BER performance results of BPSK modulation are given in Figure 3-8 and Figure 3-9. In 
Figure 3-8, the IN variance affecting a symbol is kept at ?̂?𝐼
2 = 1 𝐴𝛤 = 10−4⁄ . As the parameter 
A increases i.e. close to 1, the transmission channel displays Gaussian characteristics, for 
instance with probability 𝐴 = 1 and strength 𝛤 = 10−4, the IN average amplitude equal to 
√1/10−4 = 100, BER of 10-5 is achieved with SNR-per-bit of 49.6 dB. However, as A  
decreases BPSK performance largely improves at lower SNR region. Hence, a BER of 10-4 is 
achieved with a SNR-per-bit of 9.4 dB with IN parameters 𝐴 = 10−4 and 𝛤 = 1 (0.7 dB from 
the theoretical BER under AWGN channel). It can further be seen that the simulated results 
agree with the theoretical results. 
Note that, with the two IN profiles given above, the product 𝐴𝛤 has remained constant at 
10-4 i.e. the total channel noise variance has also remained constant. However, it can be seen 
that the modulation performance largely depends on the parameters A than 𝛤. This is proven 
by with the results shown Figure 3-8, it can be seen that as the A decreases i.e. 𝐴 < 1, the 
channel becomes more impulsive with the apparition of noise floor. We confirm our 
observation that made earlier that the modulation performance largely depends on A than 𝛤 
by keeping A constant while varying 𝛤, thus changing the total noise variance. Such analysis 
is given in Figure 3-9, where 𝐴 = 10−4 and with different values of 𝛤, it can be seen that all 
𝛤 variations did not improve or degrade the BER performance. Acceptable performance is 
achieved at lower SNR region and  it flattens at higher SNR region. This is explained by the 
fact that when the probability 𝐴 is very low, fewer symbols are affected by IN noise, hence 
the overall impact of IN strength on the performance of the modulation scheme is also limited 
or negligible. 
We continue our analysis by analysing BPSK performance under MC system with BPSK-
OFDM. The general OFDM signal output can be written as: 
 
where, 𝑠𝑛 gives the modulated symbols, mapped using BPSK modulation technique. N and 𝑓𝑛 
gives the number of sub-carriers and carrier frequency, respectively. Equation (3-31) can be 
implemented using IFFT (Invers Fast Fourier Transform) and FFT(Fast Fourier Transform) 
algorithms. FFT and IFFT can be modelled respectively as follow:  
 








as it can be seen that both equations are similar and can be used interchangeably. In our 
system modelling, IFFT are used at the transmitter and FFT at the receiver. The implemented 
BPSK-OFDM is based on IEEE 802.11 specification as outlined in [104] with following physical 
layer parameters: 
• FFT/IFFT size 𝑁 = 64 (64 used and unused subcarriers) 
• Number of data subcarrier (Nd) equal to 48 
• Number of pilot subcarriers (Np) equal to 4 
• Total Number of used carriers (Nd+Np) equal to 52 
• Total Number of unused carriers equal to 12  
 
The performance simulation results of BPSK-OFDM based on IEEE 802.11 specifications 
under IN and AWGN channel are presented in Figure 3-10. 
 
Figure 3-10 BER performance of BPSK-OFDM based on  IEEE 802.11 specifications under IN and AWGN channel 
with IN variance kept constant with various probability and strength 
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The IN variance affecting the transmission channel is also kept at ?̂?𝐼
2 = 1 𝐴𝛤 = 104⁄ , 
yielding an average amplitude of 100. As with SC-BPSK (SC BPSK), BPSK-OFDM (multi-carrier) 
achieves a BER of 10-5 with SNR-per-bit of 49.6 dB with IN parameters  𝐴 = 1 and strength 
𝛤 = 10−4. This can be explained by the fact that the channel is more Gaussian than impulsive, 
since BPSK-OFDM and SC-BPSK has the same performance over AWGN channel. With lower 
values of A, the difference in performance starts to become more pronounced. It is interesting 
to note the quick performance improvement of BPSK-OFDM at high SNR region as the 
probability A (𝐴 < 1) decreases i.e. channel becoming more impulsive. For instance, with 𝐴 =
0.1 and  𝛤 = 10−3, BPSK-OFDM achieves a BER of 10-5 with SNR-per-bit of 41 dB, whereas SC-
BPSK achieved the same BER with 48.34 dB of SNR-per-bit. 
 
Figure 3-11 BPSK-OFDM and SC-BPSK performance comparison results under IN and AWGN channel 
 
We compare the performance results of BPSK-OFDM and SC-BPSK in Figure 3-11 with 
similar IN parameters. As observed in the above paragraph, when IN probability 𝐴 = 1, BPSK-
OFDM and SC-BPSK have similar performance no matter the value of value of strength Г. This 
can be seen when 𝐴 = 1 and  𝛤 = 0.1, the IN average power is equal to 1 𝛤⁄ = 1 0.1 = 10⁄  
which yields an average amplitude equal to 3.16 both modulation schemes achieve a BER of 
10-5 with SNR-per-bit of 20 dB. As the probability falls below 1, SC-BPSK performance degrades 
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with the appearance of error floor and starts to recover around SNR region of 35 dB. Whereas, 
BPSK-OFDM displays good resistance to impairments introduced by IN. This is shown when 
𝐴 = 0.01 and  𝛤 = 0.1, SC-BPSK achieves a BER of 10-5 with SNR-per-bit of 36.8 dB, whereas 
BPSK-OFDM achieve the same BER with SNR-per-bit of 25 dB. BPSK-OFDM outperforms SC-
BPSK by approximately 12 dB.  
There are few conclusions we can draw on the performance of SC modulation and MC 
modulation under IN . We can note that, SC gives better performance at lower SNR vis-à-vis 
to MC but displays an error floor at higher SNR region with probability 𝐴 ≪ 1. Which become 
a source of concern with very low A, since a substantial amount of power is required to 
achieve lower probability of errors. However, MC performs better at higher SNR region and 
does display error floors with very low A and low subcarrier number.  This can be mitigated 
by simply increasing the number of subcarriers as shown in [48]. Ghosh in [53], showed that 
SC modulation performs better than MC modulation when IN occurred at higher rate and 
power. SC modulation performance depends on the IN parameter A this is due to the fact that 
only a bunch of symbols are affected by IN depending on the probability A regardless the IN 
power. Whereas in MC modulation, the IN power is spread across sub-carriers affecting all 
the transmitted symbols present on the channel.  
 
Figure 3-12 BPSK and QPSK performance comparison results under IN and AWGN channel 
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Figure 3-12 gives BPSK and QPSK performance results comparisons . Having discussed BPSK 
performance results in the previous paragraphs, there is no need for lengthy analysis of QPSK. 
However, one might ask, if BPSK and QPSK have similar performance under AWGN channel, 
will they perform the same under IN channel, too? As AWGN, IN is also additive and when 
Gray coding is applied before bit-to-symbol mapping and assuming higher SNR, the error will 
be introduced only for to the nearest neighbouring symbols this is conformed in Figure 3-12, 
where both modulation performance are given for the same IN parameters. For instance, with 
𝐴 = 0.01 and 𝛤 = 0.1 both modulations techniques achieve a BER of 10-5 with a SNR-per-bit 
of 36.8 dB. And when the channel is Gaussian characterised i.e. 𝐴 = 1 and  𝛤 = 0.1 a BER of 
10-5 is achieved with SNR-per-bit of 20 dB. As with BPSK and BPSK-OFDM, QPSK have the same 




Figure 3-13 BER performance of 8PSK modulation under IN and AWGN channel with IN variance kept constant 
with various probability and strength 
 
 
Performance simulation of 8PSK modulation technique is given in Figure 3-13. Where the 
IN variance is also kept constant at ?̂?𝐼
2 = 1 𝐴𝛤 = 10−4⁄ , while the parameters A and 𝛤 takes 
different values to maintain that variance level. It can be seen that 8PSK is vulnerable to 
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impairment introduced by IN. For instance, with IN parameters 𝐴 = 1 and  𝛤 = 0.0001 
(channel exhibiting Gaussian characteristics), BER of 10-5 is achieved with a SNR-per-bit of 
53.1 dB. As with other SC modulation seen earlier, 8PSK achieves good error rate at lower 
SNR region, such condition is achieved when 𝐴 = 0.001 and  𝛤 = 0.1, BER of 10-5 is achieved 
with SNR-per-bit of 10.7 dB.  
Following from our analysis on the impact of probability 𝐴 and strength 𝛤 on the 
performance of the modulation scheme as outlined in Figure 3-9. In Figure 3-14, we kept the 
probability 𝐴 sufficiently high at 𝐴 = 0.1 in order to see the impact of varying 𝛤 which will 
cause variance ?̂?𝐼
2 to change as well. It can be seen that 𝛤 variation has an impact on 
modulation performance. With 𝐴 = 0.1 and 𝛤 = 1, 8PSK achieves a BER of 10-6 with SNR-per-
bit of approximately 24 dB. As 𝛤 changes to 0.1 the same BER is achieved with SNR-per-bit of 
approximately 33 dB. As it was discussed in Figure 3-9, IN strength impact is seen when the 
probability of 𝐴 is higher enough i.e. more symbols are impacted. 
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3.5 Proposed APSK Performance under Impulsive Noise 
Channel 
 
APSK modulation technique has gained in popularity in recent year due to its ability to covey 
information signal using both its amplitude and phase. APSK leverages the advantage of ASK 
and PSK modulations schemes. In satellite communication, DVB-S2 standard [8] recommends 
the use of APSK to modulate information signal over satellite channel, communication 
systems such as PLC have adopted APSK due to its robustness over non-linear channels and 
its adaptability used in cascaded system such as PLC-VLC (Visible Light Communication) [105] 
and [106]. In this section, we propose two APSK modulation techniques; 8APKS-Kite and 4-
4APSK. The two modulations system are constructed such that their performances match 
8PSK performance under AWGN channel. We then give the performance simulation 16APSK 
under IN, 16APSK is constructed using the recommended parameters given in DVB-S2 
standard [8].  
 
3.5.1 Theoretical Bit Error Rates and Symbol Error Rates 
In this section, we give the construction parameters of the two proposed APSK schemes – 
8APSK based on kite structure, where the symbols on the inner ring and outer ring form a Kite 
geometric figure and 4-4APSK, with 4 symbols on the inner and 4 another on the outer ring. 
We will refer to 8APSK based on Kite structure simply as 8APSK-Kite. Both modulation 
schemes convey complex information symbols that are mapped with unique modulus and 
argument. 8APSK-Kite and 4-4APSK designed parameters are chosen so that their 
performances match that of  8PSK under AWGN channel. 8APSK-Kite and 4-4APSK symbols 
arrangement are presented in Figure 3-15. The following parameters are used to construct 
the two proposed modulation schemes; the inner and outer radii are given by 𝑟𝑖 and 𝑟𝑜, 
respectively. The relative angle between symbols on the same ring are given by 𝜃𝑖  for the 
inner ring symbols and 𝜃𝑟 for the outer ring symbols.  
The geometric structure O – P – Q – R – O forms a Kite structure in Figure 3-15(a) and the 
transmitted constellation points are given in TABLE 3-1. 




Figure 3-15 Symbols distribution for (a) 8APSK-Kite and (b) 4-4APSK modulation  
 
 
TABLE 3-1 8APSK-Kite CONSTELLATION POINTS 
Bits Symbol Constellation Points 
000 𝑠𝑜 𝑟𝑖𝑒
𝑗(𝜋 4⁄ ) 
001 𝑠1 𝑟𝑖𝑒
𝑗(7𝜋 4⁄ ) 
011 𝑠2 𝑟𝑖𝑒
𝑗(5𝜋 4⁄ ) 
010 𝑠3 𝑟𝑖𝑒








𝑗(3𝜋 2)⁄  
 
Since, both rings have the same number of symbols. Distances 𝑑 and 2𝑎 influence the 
performance of the scheme greatly. The equation defining the performance of 8APSK-Kite is 
derived in [105] as follow:  by taking advantage of the Kite structure, distance 𝑎 = 𝑟𝑖 sin(𝜋 2⁄ ) 
and 𝑂𝐶̅̅ ̅̅ = 𝑟𝑖 cos(𝜋 2⁄ ). Therefore,   can be calculated as  = 𝑟0 − 𝑂𝐶̅̅ ̅̅ . Using the definition 
above, 𝑑 is written as: 
 
with 𝛽 limits between 0 ≤ 𝛽 ≤ 1, with 𝛽 = 1 gives a PSK constellation, the distance 𝑑 can be 
bounded as: 
 𝑑 = √𝐸𝑠(𝛽
2 + 1 − 2𝛽 cos(𝜃𝑖 2⁄ )) (3-34) 




With Kite structure the symbols on the same ring will be conveyed with same SER [105], 
and each symbol on the inner ring has fours neighbouring symbols and those on the outer 
ring have two close neighbours. The SER of 8APSK-Kite is derived in [105] using maximum 
detection rule and after averaging errors rate of the inner and outer ring. The SER under 
AWGN channel can be expressed as: 
 
with 𝜎2 = 𝑁𝑜 2⁄ , with 𝜒1 = 𝛽
2 + 2𝛽 cos(𝜃𝑖 2⁄ ) and 𝜒2 = 𝛽 sin(𝜃𝑖 2⁄ ) the SER of APSK-Kite 
can be written as: 
 
Using the IN channel model as depicted in Figure 3-2. 8APSK-Kite symbol error probability 
under IN channel can be written by letting 𝛿 = 𝜎𝐺
2(1 + 1 𝐴𝛤⁄ ) as: 
 
The proposed 4-4APSK modulation scheme is given in Figure 3-15(b) and the transmitted 
constellation points are given in TABLE 3-2:  
 
TABLE 3-2 4-4-APSK CONSTELLATION POINTS 
Bits Symbol Constellation Points 
000 𝑠𝑜 𝑟𝑖𝑒
𝑗(𝜋 4⁄ ) 
001 𝑠1 𝑟𝑖𝑒
𝑗(7𝜋 4⁄ ) 
011 𝑠2 𝑟𝑖𝑒
𝑗(5𝜋 4⁄ ) 
010 𝑠3 𝑟𝑖𝑒
𝑗(3𝜋 4⁄ ) 
110 𝑠4 𝑟𝑜𝑒
𝑗(𝜋 4⁄ ) 
111 𝑠5 𝑟𝑜𝑒
𝑗(5𝜋 4⁄ ) 
101 𝑠6 𝑟𝑜𝑒
𝑗(3𝜋 4⁄ ) 
100 𝑠7 𝑟𝑜𝑒
𝑗(7𝜋 4⁄ ) 
 √𝐸𝑠 ≤ 𝑑 ≤ √2𝐸𝑠(𝛽
2 + 1 − 2𝛽 cos(𝜃𝑖 2⁄ )), 𝜃𝑖 = 𝜋 (3-35) 
   
 √2𝐸𝑠(𝛽
2 + 1 − 2𝛽 cos(𝜃𝑖 2⁄ )) ≤ 𝑑 ≤ √𝐸𝑠, 𝜃𝑖 = 𝜋 2⁄  (3-36) 
 
𝑃𝑠 =  𝑄 (
𝑎
𝜎
) + 2 (
𝑑
2𝜎







𝑃𝑠 =  𝑄 (𝜒2√2𝐸𝑠 𝑁0⁄ ) + 2𝑄 (√𝜒1𝐸𝑠 2𝑁0⁄ ) + 2𝑄 (𝜒2√2𝐸𝑠 𝑁0⁄ ) 𝑄 (√𝜒1𝐸𝑠 2𝑁0⁄ ) (3-38) 
𝑃𝑠−Imp = (1 − 𝐴) [𝑄 (𝜒2√2𝐸𝑠 𝑁0⁄ ) + 2𝑄 (√𝜒1𝐸𝑠 2𝑁0⁄ ) + 2𝑄 (𝜒2√2𝐸𝑠 𝑁0⁄ ) 𝑄 (√𝜒1𝐸𝑠 2𝑁0⁄ )] 
(3-39) 
+𝐴 [(𝜒2√2𝐸𝑠 𝛿⁄ ) + 2𝑄 (√𝜒1𝐸𝑠 2𝛿⁄ ) + 2𝑄 (𝜒2√2𝐸𝑠 𝛿⁄ ) 𝑄 (√𝜒1𝐸𝑠 2𝛿⁄ ) 
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The outer and inner ring radius ration is given by 𝛽𝑜 = 𝑅1
2/𝑅2
2. And the symbol energy 
satisfies the relation 𝐸𝑠 ≈ (𝑅1
2 + 𝑅2
2) 2⁄ . The symbol energy can be written in term of 𝑅1 and 
𝛽𝑜 as: 
 
Using symbols arrangement from the geometry of 4-4APSK and using the nearest 
neighbour approximation, the upper bound of the SER can be derived. The error probability 
will largely depend on the inner symbols. Hence, if symbol 𝑠𝑜 is sent, the error probability is 
bounded by the sum of 𝑠0 → 𝑠1, 𝑠𝑜 → 𝑠2, 𝑠0 → 𝑠3 and 𝑠0 → 𝑠4. Using the relation in equation 
(3-25) and (3-26), probability of error when 𝑠1 is sent is given as:  
 
From the geometry of 4-4APSK, 𝑑0,1 = 𝑑0,3 = 2𝑅1 cos(𝜃𝑖 2⁄ ) and 𝑑0,4 = 𝑅2 − 𝑅1. Hence, 
the SER of 4-4APSK over AWGN channel can be approximated as: 
 
If the modulated symbols are transmitted over IN and AWGN channel. Equation (3-42) can 
be written in term of 𝜎𝐺
2 and 𝜎𝐼
2 following the Class-A IN model. Let 𝛿 = 𝜎𝐺
2(1 + 1 𝐴𝛤⁄ ) giving 
the IN channel variance, equation (3-43) can be written as: 
 
 
We continue our analysis by giving the performance of 16APSK since it is one of the most 
used modulation schemes in satellite communication as recommended in DVB-S2 standards. 
16APSK construction designs parameters are outline in DVB-S2 standard [8]. 16APSK is 
 𝐸𝑠 ≈ 𝑅1
2 (𝛽𝑜
2 + 1) 2⁄ ≈ 𝛼𝑜𝑅1
2 (3-40) 
𝑃(𝐸|𝑠1) ≤ 𝑃(𝑠0 → 𝑠1) + 𝑃(𝑠𝑜 → 𝑠2) + 𝑃(𝑠0 → 𝑠3) + 𝑃(𝑠0 → 𝑠4) (3-41) 
  
𝑃(𝐸|𝑠1) = 𝑄 (
𝑑0,1
√2𝑁𝑜
) + 𝑄 (
𝑑0,2
√2𝑁𝑜
) + 𝑄 (
𝑑0,3
√2𝑁𝑜
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specially designed to be used in nonlinear channel. In this section, we derived its error 
probability under IN and AWGN channel.  16APSK symbol arrangement is shown in Figure 
3-16 [8].  
 
Figure 3-16 16APSK-DVB-S2  symbols arrangement  
DVB-S2 standard specifies four uniformly space symbols on the inner ring and 12 others 
uniformly space symbols on the outer ring and referred as 4+12-APSK. The inner  and outer 
rings radiuses are represented by 𝑅1 and 𝑅2. And the ratio between the inner to the outer 
ring radius is given by 𝛽𝑜 = 𝑅2 𝑅1⁄ . DVB-S2 standard also specifies the range that the radius 
ratio can take as 2.57 ≤ 𝛽𝑜 ≤ 3.15 depending on the code rate used. Unit average energy 
satisfies  the relation: 
 
Taking advantage of the symmetry in the constellation as shown in Figure 3-16. 16APSK 
SER can be written using equation (3-25) as: 
 
 𝐸𝑠 = (𝑅1
2 + 3𝑅2
2) 4⁄ = (1 + 3𝛽𝑜)𝑅1












{𝑃(𝐸|𝑠0) + 2𝑃(𝐸|𝑠1) + 𝑃(𝐸|𝑠3)} (3-46) 
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Let us first consider obtaining the upper bound of 𝑃(𝐸|𝑠1). It can be seen that if 𝑠1 is sent, 
the error probability is bounded by the sum of 𝑠0 → 𝑠1, 𝑠0 → 𝑠2, 𝑠0 → 𝑠3, 𝑠0 → 𝑠4 and      
𝑠0 → 𝑠8. And can be written as: 
 
The same method can also be used to find the upper bound of 𝑃(𝐸|𝑠2) and 𝑃(𝐸|𝑠4) written 
as follow: 
 
Substituting equation (3-49) (3-51) (3-53) into (3-47) and since 𝑑0,1 = 𝑑0,2, 𝑑0,4 = 𝑑0,8 and 
𝑑1,3 = 𝑑2,3 = 𝑑1,5. 16APSK SER can be written as: 
 
Using 16APSK geometry, the Euclidean distance between interested symbols can be written 
as: 
 
Using equations (3-54) into (3-53), the bound expression of SER in term of SNR-per-symbol 
can be written as:  
𝑃(𝐸|𝑠1) ≤ 𝑃(𝑠0 → 𝑠1) + 𝑃(𝑠0 → 𝑠2) + 𝑃(𝑠0 → 𝑠3) + 𝑃(𝑠0 → 𝑠4) + 𝑃(𝑠0 → 𝑠 ) (3-47) 
  
𝑃(𝐸|𝑠0) = 𝑄 (
𝑑0,1
√2𝑁𝑜
) + 𝑄 (
𝑑0,2
√2𝑁𝑜
) + 𝑄 (
𝑑0,3
√2𝑁𝑜
) + 𝑄 (
𝑑0,4
√2𝑁𝑜




𝑃(𝐸|𝑠1) ≤ 𝑃(𝑠1 → 𝑠0) + 𝑃(𝑠1 → 𝑠3) + 𝑃(𝑠1 → 𝑠5) (3-49) 
  
𝑃(𝐸|𝑠1) = 𝑄 (
𝑑1,0
√2𝑁𝑜
) + 𝑄 (
𝑑1,3
√2𝑁𝑜





𝑃(𝐸|𝑠3) ≤ 𝑃(𝑠3 → 𝑠0) + 𝑃(𝑠3 → 𝑠1) + 𝑃(𝑠3 → 𝑠2) (3-51) 
  
𝑃(𝐸|𝑠3) = 𝑄 (
𝑑3,0
√2𝑁𝑜
) + 𝑄 (
𝑑3,1
√2𝑁𝑜
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The BER can be approximated by 𝑃𝑏(𝑠𝑖|𝑠𝑗) ≈ (𝑘/ log2 𝑀)𝑄 (
𝑑𝑖,𝑗
√2𝑁𝑜
) and it is written as follow: 
We used 𝛽𝑜 = 3.15 in our analysis optimized for LDPC code rate of 2/3. And equation (3-56) 
can be written in term of 𝜎𝐺
2 and 𝜎𝐼
2 following the Class-A IN model using 𝛿 = 𝜎𝐺
2(1 + 1 𝐴𝛤⁄ ) 
as: 
 
3.5.2 Simulation and Results 
Performance simulation results of 8APSK-Kite under IN and AWGN channel are given in Figure 
3-17. It can be seen that, the simulated BER curve of 8APSK-Kite is very close to 8PSK under 
AWGN channel. For instance, 8PSK achieves a BER of 10-5 with SNR-per-bit of approximately 
13 dB whereas 8APSK-Kite achieves the same BER under AWGN channel with SNR-per-bit of 
about 13.2 dB. In the previous sections, we have concluded that SC modulation performance 
depends largely on IN probability A by giving performance results of 8PSK with constant A and 
different Г. In this section we kept probability A constant and varies the strength Г in order to 
see the impact on SC carrier modulation performance. With  𝐴 = 0.01, it can be seen that the 
performance starts to improve for SNR beyond 10 dB region. This is the case when 𝛤 = 1, a 
BER of 10-5 is achieved with a SNR-per-bit of approximately 29.5 dB, when 𝛤 = 0.1 the same 
BER is achieved with SNR-pe-bit of 39.8 dB a difference of 10.3 dB and with 𝛤 = 0.01, the 
same BER is achieved with SNR-per-bit of 50 dB a difference of about 10.2 dB from the 
previous case. It can be seen that when IN probability is significant enough and kept constant, 
the difference in performance in term of SNR increases or decreases linearly depending on 









































































































Figure 3-17 BER performance of 8APSK-Kite modulation under IN and AWGN channel with IN probability kept 
constant and different strength 
 
Figure 3-18 BER performance of 4-4APSK modulation under IN and AWGN channel with IN probability kept 
constant and different strength 
 
BER performance results of 4-4APSK is given in Figure 3-18. It can be seen that the 
simulated BER of 4-4APSK closely matched 8PSK performance under AWGN channel. 4-4APSK 
achieves a BER of 10-5 with SNR-per-bit of 12.7 dB and 8-PSK achieves the same error rate 
with SNR-per-bit of 13 dB. As with 8APSK-Kite, the probability A is kept constant at 𝐴 = 0.01 
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with the performance of 4-4APSK increases or decreases linearly when Г is varied. This is seen 
when 𝛤 = 1, 𝛤 = 0.1 and 𝛤 = 0.01 BER of 10-6 is achieved with SNR-per-bit of 29.5 dB, 39.6 
dB and 49.8 dB respectively. From the above results, 4-4APSK, 8APSK-Kite and 8PSK have 
similar performance under IN and AWGN channel.  
 
Figure 3-19 BER performance of 16APSK-DVB-S2 modulation under IN and AWGN channel with different IN 
probability and different strength 
 
Performance results of uncoded 16APSK as adopted by DVB-S2 standard for satellite 
channel is given in Figure 3-19. The performance is first tested under AWGN channel then IN 
is added to the channel. Under AWGN channel, SER of 10-6 is achieved with  SNR-per-symbol 
of 22.1 dB. Then with IN added to the channel with variance kept constant at ?̂?𝐼
2 =
1 𝐴𝛤 = 104⁄  by balancing IN parameters, with 𝐴 = 0.01 and 𝛤 = 0.01, a SER of 10-6 is 
achieved with SNR-per-symbol of approximately 60 dB. With 𝐴 = 0.001 and 𝛤 = 0.1 the 
same SER is achieved with SNR-per-symbol of 58.2 dB. It can be seen that 16APSK as proposed 
by DVB-S2 standard is vulnerable to IN impairment too. It can be seen from Figure 3-19, the 
simulated results agree with the equation in (3-57). 
We give a comparative result of 8APSK-Kite, 4-4APSK and 16APSK-DVB-S2 under IN and 
AWGN channel with the same IN noise parameters. With probability 𝐴 = 1 and 𝛤 = 0.1, a 
BER of 10-6 is achieved with SNR-per-bit 51.4 and 52 dB for both 4-4APSK and 8APSK-Kite, 
respectively. And 16APSK-DVB-S2 achieved the same BER with SNR-per-bit of 53.5 dB. 




Figure 3-20 BER performance of 8APSK-Kite, 4-4APSK and 16APSK-DVB-S2 modulation under IN and AWGN 
channel with the same parameters 
 
3.6 QAM Performance under Impulsive Noise Channel 
QAM modulation technique also called quadrature PAM (Pulse Amplitude Modulation), the 
information signal is carried using the amplitude and phase variation of the signal. Multi-level 
QAM can be represented by Multi-level PAM on the in-phase and quadrature phase 
components. A 8QAM constellation that was used for simulation and analysis is given in Figure 
3-21.  
 
Figure 3-21 8QAM symbols arrangement 
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The transmitted symbol carrying k bits information (𝑘 = log2(𝑀)) are taken from the 
constellation 𝐶 = { 𝑠𝑚, ∀𝑚 ∈ {1,2, . . . , 𝑀}} with signal set written as: 
 
The symbols error probability of multilevel rectangular QAM (16QAM, 64QAM and 
256QAM) can be obtained by considering the error probability of PAM branch making the 
QAM constellation. The PSD of QAM signal is similar to that of MPSK (except the average 
power) when pulse shaping is not applied ad written as: 
 
where 𝑇𝑏 = 𝑇𝑠/2 gives the bit and 𝑇𝑠 symbol duration, respectively. And 𝐸min gives the energy 
of the signal with the smallest magnitude in the constellation. Prior to modulation, symbols 
must be Gray coded in order to restrict higher errors at the receiver and SER given by: 
 
 Hence, equation (3-60) does not apply to 8QAM. 8QAM BER is found with simulation and 
given in Figure 3-22.  
 
Figure 3-22 BER performance of 8QAM modulation under IN and AWGN channel with IN variance kept constant 
with various probability and strength 
 𝑠 = 𝑎 + 𝑗 , ∀(𝑎,  ) ∈ {±1, ±3, … , ±(√𝑀 − 1)}  (3-58) 
 










  (3-59) 
 
𝑃𝑠 = 1 − [1 − 2(1 − 1 √𝑀⁄ )𝑄 (√3𝛾𝑠 (𝑀 − 1)⁄ )]
2
    𝑀 = 2𝑙  𝑙 is even (3-60) 
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With IN variance constant at ?̂?𝐼
2 = 1 𝐴𝛤 = 104⁄ . It can be seen that, 8QAM performs 
slightly better than 8PSK. For instance, 𝐴 = 1 and  𝛤 = 10−4, a BER of 10-5 is achieved with 
SNR-per-bit of 52.6 dB, outperforming 8PSK by approximately 0.5 dB. As seen with MPSK, 
8QAM and MAPSK performance also depend on IN probability A.  
 
3.7 PSK, APSK and QAM Performance Comparison under 
Impulsive Noise and AWGN Channel 
 
In the previous sections, we analysed and discussed the performance of individual modulation 
techniques. In this section, we compare the performance simulation results given in Figure 
3-23 of 8PSK and 8QAM against the proposed 4-4APSK and 8APSK-Kite. The four modulation 
techniques are subjected under the same IN profiles and AWGN variance. Two IN profiles are 
used, while keeping the IN variance constant      (?̂?𝐼
2 = 10). The first scenario  𝐴 = 1 and 𝛤 =
0.1, second scenario 𝐴 = 0.1 and 𝛤 = 1 both yielding impulsive average amplitude ?̂?𝑖 =
√10 = 3.16. 
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TABLE 3-3 ACHIEVED Eb/No TABLE OF 8PSK, 8QAM, 8APSK-KITE AND 4-4APSK FOR BER = 10-5 UNDER IN AND 
AWGN CHANNEL 
 𝜸𝒃−𝟖𝐏𝐒𝐊(𝐝𝐁) 𝜸𝒃−𝟖𝐐𝐀𝐌(𝐝𝐁) 𝜸𝒃−𝟖𝐀𝐏𝐒𝐊−𝐊𝐢𝐭𝐞(𝐝𝐁) 𝜸𝒃−𝟒−𝟒 𝐏𝐒𝐊(𝐝𝐁) 
AWGN Channel 13 12.4 13.2 12.7 
Scenario 1 23.7 22.8 23.6 23.2 
Scenario 2 22.5 21.6 22.2 21.8 
 
Scenario 1: 𝐴 = 1 and 𝛤 = 0.1, all transmitted symbols are affected by IN The achieved 
performance results are given in TABLE 3-3. 8PSK and 8QAM achieve BER of 10-5 with SNR-
per-bit of 23.7 dB and 22.8 dB, respectively. Whereas, 8APSK-Kite and 4-4APSK achieve the 
same error rate with SNR-per-bit of 23.6 dB and 23.2 dB, respectively. It can be concluded 
from these results that 8QAM outperforms 8PSK, 8APSK-Kite and 4-4APSK by approximately 
0.9 dB, 0.8 dB and 0.4 dB, respectively. 4-4APSK outperforms 8APSK-Kite and 8PSK by about 
0.4 dB and 0.5 dB, respectively. 8APSK-Kite and 8PSK have very similar performance. 
Scenario 2: 𝐴 = 0.1 and 𝛤 = 1, the transmission channel is more impulsive than Gaussian.    
8PSK and 8QAM achieve a BER of 10-5 with SNR-per-bit of 22.5 dB and 21.6 dB, respectively. 
Whereas, 8APSK-Kite  and 4-4APSK achieve the same error rate with SNR-per-bit of 22.2 dB 
and 21.8 dB, respectively. 8QAM robustness under IN is confirmed by outperforming 8PSK, 
8APSK-Kite and 4-4APSK by approximately 0.9 dB, 0.6 dB and 0.2 dB, respectively. So as with 
4-4APSK which outperforms 8APSK-Kite and 8PSK by 0.4 dB and 0.7 dB, respectively. 
 
From the above scenarios, we can extract a few interesting points: 1) 8QAM outperforms 
both 8APSK-Kite and 4-4APSK under IN and AWGN channel. This observation agrees with the 
one reported in [105]. 2) Although the proposed 4-4APSK has similar performance with 8PSK 
under AWGN channel, 4-4APSK outperforms 8PSK when IN is present in the transmission 
channel. 3) The proposed 4-4APSK performance approximates 8QAM performance when the 
transmission channel becomes more impulsive than Gaussian. 4) Although, 8PSK slightly 
outperforms the proposed 8APSK-Kite under AWGN channel. However, in the presence of IN 
8APSK-Kite has slightly better performance than 8PSK.  
 




We gave closed-form-approximation of BER, SER and simulation results of BPSK, QPSK, 8PSK, 
8QAM, 8APSK-Kite and 4-4APSK under IN and AWGN channel. We then proposed two APSK 
modulation schemes; 8APSK-Kite and 4-4APSK. The two modulation schemes are constructed 
such that their performance under AWGN channel approximate that of 8PSK, this is achieved 
by optimising the inner and outer ring radius. We derived their closed-form expression of BER, 
and SER then gave performance simulation results under AWGN and IN channel. Closed-form-
approximation of BER and SER of 16APSK modulation scheme as adopted by DVB-S2 standard 
was derived, then performance simulation results were given and showed the devastating 
effect of IN for such multilevel scheme. 8PSK, 8QAM, 8APSK-Kite and 4-4APSK modulation 
performance under IN and AWGN channel were compared from which it was shown that 
8QAM outperforms all of his counterpart and has similar performance with the proposed 4-
4APSK when the channel becomes more impulsive. The 4-4APSK and 8APSK-Kite outperform 





4 Digital Modulation Performance in 
the presence of Phase Noise under 






PN is one of the major impairments in communication systems. Communication systems, such 
as satellite communication, mm-wave systems operating at higher frequency are particularly 
vulnerable to PN. Satellite communication operates at higher frequency band and operate in 
multiple noise environment and can be affected by PN and IN impairments. In satellite 
communication, oscillator stability at the receiver is of crucial importance to the entire link 
performance. Typical LNB electrical specifications are given in Appendix B, showing the 
importance of having a stable frequency converter system before demodulation and 
detection. Although other sources (uplink station, satellite transponder, etc) of PN in the 
transmission link are negligible [107]. A comprehensive list of noise source affecting the 
communication system are given in Appendix B. PN arises from the oscillator instability 
caused by the transformation of amplitude variation into phase variations [108], such that it 
can be assimilated to a cumulative random process. PN in satellite communication and its 
impact in performance of digital modulations performance are well investigated in literature 
[15], [16], [17], [18], [14], [19], [20], [21], [22], [23], [24] and [25]. In [23], Baran et al studied 
the link performance in satellite communication in the presence of PN emanating from 
oscillator instability under AWGN channel. In [25], the authors analysed the performance of 
coherent and non-coherence PSK in the presence of PN for satellite link with low data rate.  
 




In this chapter, we investigate the performance of 8PSK modulation used in the previous 
chapter to broadcast video service over the satellite under the combination of PN, IN and 
AWGN channel. We saw in the previous chapter how 8PSK modulation is vulnerable to IN, 
adding PN will inevitably further degrade its performance. Hence, we propose 8APSK-Kite and 
4-4APSK modulation schemes whose symbols arrangement limit the impact of PN. We 
compare the performance of 8PSK modulation to that of 8APSK-Kite and 4-4APSK in the 
presence of PN. The results presented in this section are taken from our paper in [19].  
 
4.2 Computation of Phase Noise Variance 
Consider a system with received symbol 𝑟𝑘 equals to 𝑟𝑘 = 𝑠𝑘. 𝑒
𝑗𝜃𝑘 + 𝑛𝐺 , where 𝜃𝑘  is the 
phase distortion with variance 𝜎𝑃𝑁
2 ; 𝑠𝑘 and 𝑛𝐺  represent the transmitted symbol and thermal 
noise contribution, respectively. We assumed that the phase contribution is Gaussian with 
PDF written as: 
 




′(𝑓𝑜 + 𝑓) gives the single-sided band power of the oscillator in 1Hz bandwidth, 𝑃𝑇𝑜𝑡𝑎𝑙  
gives the total power in the oscillator and 𝑓 the offset frequency from the centre frequency 
𝑓𝑜. 𝑆𝜃𝑘(𝑓) can be approximated with PN spectrum ℒ(𝑓) to give the normalised PDF of the 
oscillator [15] as: 
 
In this dissertation, we refer to PN contribution as 𝜃𝑘  which directly models the white 
thermal noise of the oscillator circuitry. PN is Gaussian distributed with variance 𝜎𝑃𝑁
2  and zero-
mean, i.e. 𝜃𝑘~𝒩(0, 𝜎𝑃𝑁
2 ). Using modified power-law spectrums, 𝜃𝑘  PSD for free-running and 




















 𝑆𝜃𝑘(𝑓) ≈ ℒ(𝑓)   for large value of 𝑓 (4-3) 
 𝑆𝜃𝑘(𝑓) = 𝐾𝑘  (4-4) 




where 𝐾𝑘 gives the noise floor level of the oscillator found from measurements and 
normalised with the oscillator power [29]. With the system noise bandwidth being equal to 
symbol rate 1/𝑇 [8]. At the receiver, the received signal is passed through a low pass filter 
and if 𝐾𝑘/𝑇 is small, the received signal with PN is filtered with the same bandwidth. Hence, 
the variance of the bandlimited 𝜃𝑘  is equalled to: 
 
 
4.3 Performance Simulation Model with Phase Noise 
Simulation model employed to analyse the performance of modulation scheme in the 
presence of  PN under IN and AWGN is given in Figure 4-1. The incoming symbol 𝑥𝑘 is 
modulated to output 𝑠𝑘. The modulated symbol 𝑠𝑘 is then corrupted by PN represented by 
𝑐𝑘 = 𝑠𝑘. 𝑒
𝑗𝜃𝑘 before going through the channel corrupted by both IN and AWGN. At the 
receiver the received symbol 𝑟𝑘 is corrupted by PN IN and AWGN.  
 
 
Figure 4-1 Modulation performance simulation model in the presence of PN under IN and AWGN 
 
 
4.4 Phase Noise Model Simulation 
DVB-S2 standards [8] give the PN profile applicable for consumer reception systems that can 
be used to estimate the carrier recovery algorithm. PN profiles found in [8], shown in TABLE 
4-1 take into account the PN contribution of the LNB and relevant tuners. Other sources of 












TABLE 4-1 PN PROFILES IN dBc/Hz FOR SIMULATION 
 
 
As in all typical wireless systems, it is necessary to model the PN profile of the local 
oscillation in order to assess its performance. PN profiles in TABLE 4-1 are simulated using 
Monte Carlo simulation and presented in Figure 4-2 as PSD versus offset frequency. The 
profiles are simulated using the following method: a linear interpolation is used to find the 
PSD of PN for a given frequency range. Then white Gaussian noise sample is generated and 
scaled to PN PSD. Finally, the IFFT algorithm is used to find samples in the time domain. This 
method can be used to model any arbitrary PN PSD. 𝐾1 and 𝐾2 give the oscillator noise level 
at specific frequency. From Figure 4-2 the rms jitter can be derived from the PN profile by 
computing the area below the dotted line as follow: 
 
where 𝐴(𝑛) gives the sum of the areas below the PSD line in Figure 4-2 and for the profiles 
given in TABLE 4-1. From simulation of the PN profile above, the estimate integrated jitter is 
equal to 0.6513. 
 
Figure 4-2 Aggregate 1 – PSD of the generated PN samples versus theoretically interpolated PSD 
 
𝐽rms = √2 ∫ ℒ(𝑓)d𝑓
𝑓𝑚𝑎𝑥
0
= √2 ∑ 𝐴(𝑛)
𝑁−1
𝑛
  , (4-5) 




We simulate the transmit spectrum with PN. This can be considered as the spectrum of the 
uplink signal transmitted to the satellite. We consider that the transmit signal is impaired by 
PN (Gaussian distributed) and thermal noise modelled as AWGN per Figure 4-3. 
 
Figure 4-3 Simulation of transmit spectrum with PN 
 
Information symbol 𝑠𝑘 is QPSK modulated then applied to a root raised cosine filtering 
(RRCF) to generate the spectrum, with roll-off of 20% and oversampled by 4. The spectrum is 
generated using different PN rms jitter. Figure 4-4 shows the transmit spectrum impacted by 
PN, it can be seen that PN increases the out-of-band emission. With RMS jitter corresponding 
to 0-degree RMS i.e. no PN, the out-of-band emissions level is approximately at -37.5 dB. 
However, as the PN level increases to 6-degree RMS, the out-of-band emissions increases to 
-27 dB  with peak values of as much as -18 dB. This increase of out-of-band emissions can be 
very devastating to adjacent carriers, causing inter-carrier interference and ultimately 
degrade the QoS. PN should also be kept in check since it has an impact on the error vector 
magnitude.  
 










4.5 MPSK Error Performance in the Presence of Phase 
Noise and Impulsive noise 
We consider transmission of uncoded symbols modulated by 8PSK, 8APSK-Kite and 4-4APSK 
over IN and AWGN channel in the presence of PN in the receiver system. The 𝑘𝑡ℎ received 
symbol can be written as: 
 
where 𝑠𝑘 gives the modulated transmitted symbol with average symbol energy 𝐸𝑠 and can 
take point in the constellation 𝐶 = { 𝑠𝑖, ∀𝑖 ∈  {1,2, . . . , 𝑀}} Where 𝐶 gives the constellation 
of 8PSK, 8APSK-Kite and 4-4APSK and 𝑀 gives the size of the constellation. 𝜃𝑘  gives PN 
component assumed to be Gaussian distributed with variance 𝜎𝑃𝑁
2  and zero-mean i.e. 
𝜃𝑘~𝒩(0, 𝜎𝑃𝑁
2 ). The Gaussian distributed PN model remains relevant as it is mathematically 
simple to model. For systems with wide bandwidth the oscillation noise floor constitutes the 
largest contribution to the overall PN such that the Wiener process becomes negligible 
compared to Gaussian one [15]. IN is given by 𝑛𝐼 with variance 𝜎𝐼
2 i.e. 𝑛𝐼~𝒩(0, 𝜎𝐼
2)  and 
Background noise 𝑛𝐺  is given by the AWGN process with 𝑛𝐺~𝒩(0, 𝜎𝐺
2).  
We start by giving the maximum likelihood function of PSK in the presence of PN and 
AWGN channel in order to compute the error rate. Hence, the system model given in equation 
(4-6) is modified to 𝑟𝑘 = 𝑠𝑘. 𝑒
𝑗𝜃𝑘 + 𝑛𝐺. The likelihood function of an optimum receiver in the 
presence of PN is given in [109] written as: 
 
where 𝑟?̅? gives all the received signal found outside the 𝑘
𝑡ℎ time instant and 𝑝(𝜃𝑘|𝑟?̅?, 𝑠𝑘) 
represents the posteriori PDF with variance 𝜎𝑃𝑁
2 . Hence, the maximum likelihood function of 
the detected symbol can be written as: 
 
Since, the maximum likelihood function is difficult to derive in its exact form. The 
approximation of the likelihood function valid for high SNR is written in [109] as: 
 𝑟𝑘 = 𝑠𝑘 . 𝑒
𝑗𝜃𝑘 + 𝑛𝐺 + 𝑛𝐼 , (4-6) 
 




 𝑠?̅? =   arg max
𝑠𝑘 ∈ 𝐶 
𝑝(𝑟𝑘|𝑠𝑘),  (4-8) 





The expression in (4-9) is used in [21] to derive the SER of MPSK modulation scheme under 
AWGN channel. The maximum likelihood decision rule for PSK detected symbol is computed 
by 
 
Equation (4-10) allows for the derivation of the SER of MPSK as follows: 
 
BER can be derived from SER assuming that Gray coding is applied and can be written as: 
 
The expression in (4-13) can be modified to take the impulsive characteristics of the 
channel into consideration using the two-state Class-A IN model as described in section 3.2.3. 
Hence the BER of MPSK under IN and AWGN channel and in the presence of PN can be written 
as: 
 
The expression in (4-14) can be explained with the aid of Figure 3-2 as follows: the first 
term multiplied by (1 − 𝐴) indicates that with probability 1 − 𝐴 the symbols experience the 
effect of AWGN and PN, without IN. The second term indicates that all three noise types, 
AWGN, PN and IN are present with probability A. The expression in the second term has an 
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description of the Class-A noise model in equation (3-9), where the relationship between 
AWGN and IN variances were related as ?̂?𝐼
2 = 𝜎𝐺
2 𝐴𝛤⁄ = 𝜎𝐼
2 𝐴⁄ . 
 
4.6 Simulations and Results  
 
4.6.1 8PSK, 8APSK-Kite and 4-4APSK Simulated Constellations 
In this section, we present 8PSK, 8APSK-Kite and 4-4APSK simulated received constellations 
of  as well as  BER results. The error performance in equation (4-14) is only valid for MPSK and 
used for comparison with simulated results for 8PSK. BER results for 8APSK-Kite and 4-4APSK 
are obtained through simulations.  
 
Figure 4-5 Constellation diagrams at SNR-per-bit of 19 dB with PN variance 75x10-4 and IN parameters A = 0.01 
and Г = 0.1 for (a) 8PSK, (b) 8APSK-Kite and 4-4APSK 
𝑎  
𝑐




Simulated constellation diagrams of 8PSK, 8APSK-Kite and 4-4APSK are given in Figure 4-5. 
The incoming modulated symbols are first corrupted by PN (multiplicative operation), then 
transmitted over the channel corrupted by IN and AWGN. The constellation snapshot 
diagrams are taken with PN variance 𝜎𝑃𝑁
2 = 0.0075, IN probability 𝐴 = 0.01 and 𝛤 = 0.1 and 
SNR-per-bit of 19 dB. Gaussian PN simulates PN impairments introduced by local oscillator of 
communication system such as wireless transmission system. It can be seen from Figure 4-5 
that PN is responsible for the symbol rotation, and symbols rotation increases with increase 
in PN variance. However, IN is responsible for symbols scattering around the in-phase and 
quadrature axis system. It was observed during simulations that with the increase of SNR, IN 
scattering effect decreases.   
 
4.6.2 8PSK, 8APSK-Kite and 4-4APSK BER Simulated Results  
In this section, BER results of the three modulation schemes under different scenarios are 
given and discussed. A summary of achieved performance results is shown in TABLE 4-2.   
 
 
Figure 4-6 8PSK, 8APSK-Kite and 4-4APSK performance comparison in the presence of PN and AWGN channel 
 
In Figure 4-6, PN variance is kept constant throughout the entire simulation at                        
𝜎𝑃𝑁
2 = 0.0075, whereas the transmission channel is modelled as AWGN. It can be seen in 




Figure 4-7, that 8PSK performance degrades with the apparition of noise floor at higher SNR 
region, showing the devastating impact of PN in the performance of 8PSK. Nevertheless, a 
BER of 10-5 is achieved with SNR-per-bit of 21 dB. This  result agrees with [21] and equation 
(4-14). 8APSK-Kite and 4-4APSK show greater robustness in the presence of PN. With the 
same PN variance, 8APSK-Kite and 4-4APSK achieve BER of 10-5 is also achieved with SNR-per-
bit of 14 dB and 13.5 dB, respectively. Moreover, the two new proposed modulations schemes 
do not display error floors. In fact, the introduction of PN with the simulated variance level 
only require about 1 dB more power to achieve the same BER when PN was not present in 
the system. It can also be seen that 4-4APSK outperforms both 8APSK-Kite and 8PSK by 
approximately 0.5 dB and 7 dB, respectively. When the PN variance is increased to                
𝜎𝑃𝑁
2 = 0.025, 8PSK performance considerably degrades and unable to achieve lower error 
rate (<10-5). Whereas 8APSK-Kite and 4-4APSK perform better than 8PSK, with 4-4APSK 
outperforming 8APSK-Kite at BER of 10-5 with SNR-per-bit of 17 dB, while 8APSK-Kite starts to 
display an error floor. 
 
 
Figure 4-7 BER performance of 8PSK modulation in the presence of PN under IN and AWGN channel with PN 
variance kept at 0.0075 





Figure 4-8 BER performance of 8APSK-Kite modulation in the presence of PN under IN and AWGN channel 
 
 
Figure 4-9 BER performance of 4-4APSK modulation in the presence of PN under IN and AWGN channel 





Figure 4-10 8PSK, 8APSK-Kite and 4-4APSK performance comparison in the presence of PN under IN and AWGN 
channel 
 
We add IN is in the transmission channel with probability 𝐴 = 0.01 and 𝛤 = 0.1 while PN 
variance kept fixed at 𝜎𝑃𝑁
2 = 0.0075. As shown in Figure 4-7 and Figure 4-10, 8PSK displays 
an error floor at both higher and lower SNR region and achieves a BER of 10-5 with SNR-per-
bit of 42.5 dB. Whereas 8APSK-Kite and 4-4APSK achieve the same BER with SNR-per-bit of 
40.3 dB and 39.8 dB, respectively. The two APSK modulation techniques give an error floor at 
lower SNR region as seen previously due to IN impact. Unlike 8PSK, 8APSK-Kite and 4-4APSK 
do recover at higher SNR region.  
The results shown in Figure 4-8, Figure 4-9 and Figure 4-10 demonstrate the robustness of 
8APSK-Kite and 4-4APSK  in the presence of PN. 8APSK-Kite displays an error floor at higher 
SNR region with higher PN variance (0.025) as shown in Figure 4-8. This is also the case when 
PN variance was set at  𝜎𝑃𝑁
2 = 0.025, 8APSK-Kite gives a second error floor and does not 
recover. When submitted to same PN variance, 4-4APSK did not display an error floor, 
showing its superiority over 8APSK-Kite. 
 
 




TABLE 4-2 ACHIEVED EB/NO TABLE OF 8PSK, 8APSK-KITE AND 4-4APSK FOR BER = 10-5 IN THE PRESENCE OF PN 
AND UNDER IN AND AWGN CHANNEL 
Impairments 𝜸𝒃−𝟖𝐏𝐒𝐊(𝐝𝐁) 𝜸𝒃−𝟖𝐀𝐏𝐒𝐊−𝐊𝐢𝐭𝐞(𝐝𝐁) 𝜸𝒃−𝟒−𝟒 𝐏𝐒𝐊(𝐝𝐁) 
AWGN 13 13.2 12.7 
PN + AWGN 21 14 13.5 
IN + AWGN 40.1 39.8 39.6 




4.7 Conclusion  
In this chapter, we gave and compared performance results of 8PSK, 8APSK-Kite and 4-4APSK 
in the presence of PN and under the IN and AWGN channel. Closed-form-approximation of 
the BER of MPSK in the presence of PN, IN and AWGN was given and it was shown that the 
theoretical results closely match the simulated ones. We showed that a single ring 
constellation such as 8PSK is particularly vulnerable to PN. Hence, we proposed 8APSK-Kite 
and 4-4APSK whose symbols are distributed over two rings and it was shown that this 
arrangement is robust in the presence of PN, the two proposed modulation schemes achieved 
about 10 dB better in term of SNR-per-bit than its 8PSK counterpart at BER of 10-5 in the 
presence of PN and when the channel is Gaussian. And  with IN added to the channel  two 









5.1 Conclusion  
Performance evaluation of digital modulation techniques employed in satellite 
communication and other communication systems were investigated in this dissertation. The 
main objective of our work was to analyse the performance of BPSK, QPSK, 8PSK, 8QAM, 
8APSK-Kite, 4-4APSK and 16-APSK in the presence of PN and under a channel impaired by IN 
and AWGN.  
For modulation schemes performance under IN and AWGN channel, we showed that IN 
will increase the modulation scheme energy requirement to achieve a certain BER. We 
conducted comparative analyses between SC and MC systems and showed that SC 
modulation systems are particularly vulnerable to IN than MC systems. We gave and 
compared performance results of 8PSK, 8QAM, 8APSK-Kite and 4-4APSK, and showed that 
8QAM outperforms its counterparts and has similar performance with the proposed 4-4APSK 
when the channel becomes more impulsive. In addition, 4-4APSK and 8APSK-Kite marginally 
outperformed 8PSK under an IN channel. Although they have similar performance under 
AWGN channel. These observations are important for satellite communication where 
modulation and coding energy requirements must be kept low in order to achieve acceptable 
link margin and maximising link spectral efficiency.  
Modulation schemes employing single ring constellation, such as 8PSK, are particularly 
vulnerable to PN impairments. We demonstrated that modulation techniques such as 8APSK-
Kite and 4-4APSK employing multiple rings constellation systems where symbols are 
distributed between the two rings have better performance in the presence of PN. APSK can 





In satellite communication, the ideal modulation scheme should be able to deliver better 
spectral efficiency than PSK as well as being resistant to distortion than QAM. APSK 
modulation scheme is capable of delivering the best of both worlds and as demonstrated in 
this dissertation, it can give superior performance in the presence of PN. APSK has been 
adopted in satellite communication because of its signal peak-to-average power ratio being 
lower than that of QAM. And the spacing between its rings can be varied before transmission 
in order to pre-distort the signal such that it offsets the effect of transmission distortion and 
thereby giving a better output signal. Unlike PSK and square QAM constellation, that use I-Q 
channel decomposition to detect transmission symbols in practice, the detection of APSK 
symbols is generally complex. Despite this bottleneck, more and more simple detection 
techniques such as approximated decision boundary, simplified soft demapper, etc have been 
proposed in literature thus making APSK very attractive modulation scheme to adopt for use 
instead of PSK and QAM. 
 
5.2 Future Work  
APSK modulation as proposed in the literature and in this dissertation can be optimised to 
either combat distortion introduced by the transmission system or the impairment found in 
the transmission channel. DVB-S2 recommends the use of 16APSK for satellite channel 
(modelled as AWGN) with inner and outer ring ratio ranging between 2.57 ≤ 𝛽𝑜 ≤ 3.15 
depending on the employed coding. 𝛽𝑜 can be optimised for IN channel using a specific IN 
profile. In addition, its derivation of closed-form approximation of SER in the presence of PN 




A DVB-S2 Modulation and Coding 




DVB-S2 error performance requirements at Quasi Error Free (QEF) over AWGN channel for 
FECFRAME length of 64 800 are given in TABLE A-1 given in [110]. The require Es/No for each 
modulation and coding step are given with the corresponding spectral efficiency. The ideal 
Es/No presented are achieved via computer simulation with 50 LDPC fixed point decoding 
iteration assuming perfect carrier and synchronisation recovery, with no PN presents in the 
system and in AWGN channel.  
Since the spectral efficiency of modulation and coding are given, the average energy per 
bits over noise density can be computed as follow 𝐸𝑏 𝑁𝑜⁄ =  𝐸𝑠 𝑁𝑜⁄ − 10 log10(𝜂𝑡𝑜𝑡). Where 
𝜂𝑡𝑜𝑡  gives the system spectral efficiency per unit symbol rate computed with no symbols pilot 
and normal FECFRAM length. And PER gives, after FEC the ratio between the 188 bytes of 
useful transport stream packet received correctly over packets received with error. 
 
TABLE A-1 Es/No PERFORMANCE AT QEF FOR PER = 10-7 UNDER AWGN CHANNEL [110]  
Modulation Code Rate Spectral Efficiency Ideal Es/No 
QPSK 1/4 0.490243 -2.35 
QPSK 1/3 0.656448 -1.24 
QPSK 2/5 0.789412 -0.30 
QPSK 1/2 0.988858 1.24 
QPSK 3/5 1.188304 2.23 
QPSK 2/3 1.322253 3.10 
QPSK 3/4 1.487473 4.03 
QPSK 4/5 1.587196 4.68 
QPSK 5/6 1.654663 5.18 
QPSK 8/9 1.766451 6.20 
QPSK 9/10 1.788612 6.42 
8PSK 3/5 1.779991 5.50 




8PSK 3/4 2.228124 7.91 
8PSK 5/6 2.478562 9.35 
8PSK 8/9 2.646012 10.69 
8PSK 9/10 2.679207 10.98 
16APSK 2/3 2.637201 8.97 
16APSK 3/4 2.966728 10.21 
16APSK 4/5 3.165623 11.03 
16APSK 5/6 3.300184 11.61 
16APSK 8/9 3.523143 12.89 
16APSK 9/10 3.567342 13.13 
32APSK 3/4 3.703295 12.73 
32APSK 4/5 3.951571 13.64 
32APSK 5/6 4.11954 14.28 
32APSK 8/9 4.397854 15.69 


























A typic LNB specification sheet found in [111] is given below showing the level specified level 
of PN at different intermodulation product. As well as the local oscillator frequency stability 
level.  
 










Sources of impairments at the transmitter are depicted in Figure C-1 [112] where the useful 
signal can be degraded by filters, mixers, local oscillator. Signal degradations sources at the 
receiver are shown in Figure C-2 [112] and mainly due to imperfections in the analogue front 
end and comparable to impairments found at the transmitter. Amongst those impairments 
are PN introduced by the local oscillator, quantization noise, etc. 
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