Abstract. We prove regularity results that give a detailed description of the structure of an ndimensional minimal two-valued Lipschitz graph and its singular set in a neighbourhood of any point at which at least one tangent cone is equal to a union of four distinct multiplicity one n-dimensional half-planes meeting only along an (n − 1)-dimensional axis and in a neighbourhood of any point at which at least one tangent cone is equal to a transverse union of two distinct multiplicity one n-dimensional planes. The key ingredient is a new Excess Improvement Lemma obtained via a blow-up method (inspired by the work of L. Simon on the singularities of 'multiplicity one' classes of minimal submanifolds) and which can be iterated unconditionally. We also show that any tangent cone to a minimal two-valued Lipschitz graph whose spine is either (n − 1) or (n − 2)-dimensional is indeed a cone of one of the two aforementioned forms, which yields a global decomposition result about the singular set. The present work can be viewed as partial progress towards a more complete understanding of the singular set of a minimal two-valued Lipschitz graph.
Introduction
In this paper, we study the local asymptotic structure of minimal two-valued Lipschitz graphs (by which we mean any stationary integral n-varifold associated in the natural way to the graph of a two-valued Lipschitz function). We completely describe the structure of such a varifold and its singular set when it lies close to a pair of n-dimensional affine subspaces meeting along an axis of dimension at most (n − 2) and when it lies close to a union of four n-dimensional half-spaces meeting only along an (n − 1)-dimensional axis. In the first case, we obtain the following:
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When a minimal two-valued Lipschitz graph lies sufficiently close to a pair of planes meeting along an axis of dimension at most n − 2, it must be equal to the union of two smooth minimal submanifolds, each of which lies close to one of the two planes and which meet only along a subset of an (n − 2)-dimensional smooth submanifold that is graphical over the axis of the pair of planes.
And in the second case:
When a minimal two-valued Lipschitz graph lies sufficiently close to a union of four n-dimensional half-planes that meet only along an (n − 1)-dimensional axis, its singular set is contained in an (n−1)-dimensional C 1,α submanifold that is graphical over the axis of the cone and at each singular point there is a unique tangent cone equal to either a transversely intersecting pair of planes or a union of four half-planes meeting only along an (n − 1)-dimensional axis.
Note that in the first case the conclusion implies that the the varifold is smooth as a two-valued graph. The conclusions of the second theorem however do not imply that it is C 1 as a two-valued graph. The following example makes this explicit:
Example 1 Let f denote the two-R 2 -valued function on R given by f (t) = {(t, 0), (−t, 0)} for t ≤ 0 an f (t) = {(0, t), (0, −t)} for t > 0. This is Lipschitz as a two-valued function and its graph is minimal (and indeed equal to a union of four smooth 'sheets' in R 3 ). However, it is clearly not C 1 as a two-valued function at the origin. The codimension of this example is irrelevant and so one can produce examples of any dimension and codimension by crossing this example with Euclidean space.
In general (i.e. not under the hypotheses of the main theorems herein), there are more 'exotic' singularities in Lipschitz minimal graphs, even in the single-valued setting, as the following example shows.
Example 2 (Lawson-Osserman [LO77] ) Consider S 3 to be the unit sphere in C 2 ∼ = R 4 and consider S 2 to be the unit sphere in R × C ∼ = R 3 . Define η : S 3 → S 2 by η(z 1 , z 2 ) = (|z 1 | 2 − |z 2 | 2 , 2z 1z2 ) (this is the Hopf map). It is shown in [LO77] that the homogeneous degree one function f : R 4 → R 3 given by
is a Lipschitz weak solution to the minimal surface system on R 4 . Note that the graph of the two-valued function g(x) = {f (x), −f (x)} is an example of a minimal two-valued Lipschitz graph which is a cone and which is not equal to a union of planes or half-planes.
If one does have C 1,α regularity for a minimal two-valued graph, then one may apply the results of L. Simon and N. Wickramasekera ([SW10] ) to deduce that in fact the two-valued function in question is C 1,1/2 . And if one starts from C 1,α , then this is the best possible general result for the regularity of such objects, as the example of the irreducible holomorphic variety I := {(z, w) ∈ C × C : z 2 = w 3 } ⊂ R 4 shows: It is well known that such a variety is area-minimizing and therefore minimal and yet it is easy to see that if viewed as the two-valued graph of w → w 3/2 , then the regularity at the origin is no better than C 1,1/2 . In codimension one, a minimal two-valued Lipschitz graph is necessarily C 1,α (this is shown by the author in [Hug14] , relying on work due to B. Krummel and Wickramasekera on the structure of the branch set, [KW13] , and recent regularity theory due to Wickramasekera [Wic] ).
It is a well-known fact in the study of stationary integral varifolds that the singular set of such an object can be 'stratified' in a particularly useful way: For a stationary cone C, we write S(C) := {Z ∈ R n+k : Θ C (Z) = Θ C (0)}. We call this set the spine of C and it is not difficult to show that it is a linear subspace of R n+k . Given a stationary varifold V we write (⋆) S j = {X ∈ sing V : dim S(C) ≤ j ∀ C ∈ Var Tan(V, X)} (where Var Tan(V, X) is the set of all varifolds obtained as tangent cones to V at X). Then dim H S j ≤ j. This was first shown for stationary integral varifolds by F. Almgren ([Alm00] ), but is true in other settings in the study of solutions to geometric variational problems (see e.g. [Sim83] , [Sim96] and [Whi97] ). With this in mind, we show the following:
Any tangent cone to a minimal two-valued graph that has a spine of dimension (n − 2) must be equal to a union of two distinct multiplicity one n-dimensional planes intersecting only along an (n−2)-dimensional subspace. Any tangent cone with a spine of dimension (n−1) must be equal to a union of four distinct multiplicity one n-dimensional half-planes meeting only along their common boundary, an (n − 1)-dimensional subspace.
So, in light of our two main ǫ-regularity theorems, we have a complete description of a minimal two-valued Lipschitz graph near points in S n−1 \ S n−2 and points in S n−2 \ S n−3 .
Except for one-dimensional varifolds (a detailed description of which was given by Allard and Almgren in [AA76] ), very little is known about the structure of general stationary integral varifolds and their singular sets (in arbtirary codimension). Allard's seminal work ( [All72] ) shows that the regular part is non-empty, open and dense, but stationary varifolds with Cantor set-like singular sets of large measure have not at present been ruled out. In fact, there are currently no general results on the size of the singular set of a stationary integral n-varifold (in light of the simple example of a transverse union of hyperplanes, the best possible general result one can hope for here is dim H (sing V ) ≤ n − 1).
Remarks On The Proof. Our method is inspired by the blow-up method used by L. Simon in [Sim93] . By deriving estimates that hold for any 'multiplicity one' minimal submanifold lying close to a cylindrical tangent cone with arbitrary vertex density, Simon was able to control blow-ups off these non-planar cones. Such decay estimates have already been used in contexts in which the multiplicity one hypothesis fails (e.g. in [Wic04] and [Wic14] ) and indeed we use them here too. They hold at all scales in balls centred at 'good density points', by which we mean points on the varifold with density at least that of the vertex of the cone, which in our case is two. However, in all previous manifestations of this blow-up method, it was either assumed (Remark 1.14 of [Sim93] ) or could be checked (e.g. in [Wic04] and [Wic14] ) that there were 'lots' of good density points in the sense that a δ-neighbourhood of {X : Θ V (X) ≥ 2} contained the axis of the cone. In these cases, it was possible to use Simon's L 2 estimates to show that the excess does not concentrate near the axis and that the blow-ups are 'regular up to the axis' in the appropriate sense. The key difference therefore in the present work at the technical level is that we have no control over the set of good density points and we must deal with 'gaps' in the good density part near the axis. In these gaps -regions in which every point has density less than two and where we do not have good decay estimates -we show that the two-valued graph decomposes as two minimal single-valued Lipschitz graphs. If such gaps persist in the limit as the varifold approaches a union of four half-planes, then the cone must necessarily be a pair of planes. Thus, locally, we can separately blow-up each of the two single-valued graphs in the decomposition off each of the two planes that constitute the cone. Novel problems are encountered and overcome in proving regularity of the blow-ups: apriori the blow-up is regular only away from the set D of points on the axis of the cone at which the good density points congregate -a set about which we assume nothing. Technical modifications of the work of [Sim93] and [Wic14] , together with some intricate arguments utilising various removability theorems for harmonic functions must be employed. By being able to establish the appropriate regularity for blow-ups without making any assumptions on D, we get an excess improvement lemma which can be iterated unconditionally (i.e. there is no chance that after finitely many iterations we encounter some scale at which the hypotheses suddenly fail), and this allows us to conclude (via what are by now quite standard arguments) that in some neighbourhood the entire singular set is contained in a single C 1,α submanifold.
We remark that the dichotomy between points of density ≥ 2 and points with density < 2 to which we have just alluded does not appear to be exploitable in the same way in the 3-valued case: One cannot expect a minimal three-valued Lipschitz graph for instance to decompose into separate single-valued graphs in a region in which every point has density less than 3. Such a region can obviously still contain density two singularities on an (n − 1)-dimensional set.
Notation and Preliminaries
We will use uppercase letters such as X to denote points in R n+k . When we write X = (x, y) without comment, we mean X = (x, y) ∈ R k+l × R m for some fixed l, m ≥ 1, where l + m = n. When X = (x, y), we will write R = R(X) = |X| and r = r(X) = |x|. For X 0 ∈ R n+k and ρ > 0, B ρ (X 0 ) = {X ∈ R n+k : |X 0 − X| < ρ}.
For X 0 ∈ R n × {0} k and ρ > 0, B n ρ (X 0 ) = {X ∈ R n × {0} k : |X 0 − X| < ρ}. For X 0 ∈ R n+k and ρ > 0, we define the transformation η X 0 ,ρ : R n+k → R n+k by η X 0 ,ρ (X) = ρ −1 (X − X 0 ). For s ≥ 0, H s denotes the s-dimensional Hausdorff measure on R n+k for any s ≥ 0, and ω n = H n (B n 1 (0)). For A, B ⊂ R n+k , dist H (A, B) denotes the Hausdorff distance between A and B. For X ∈ R n+k and A ⊂ R n+k , dist(X, A) = inf Y ∈A |X − Y |. For A ⊂ R n+k and ρ > 0, we write (A) ρ = {X ∈ R n+k : dist(X, A) < ρ}.
By a plane we mean an affine n-dimensional subspace of R n+k and for any plane T , we use p T to denote the orthogonal projection onto T . More commonly, we will use the shorthands
. By a half-plane, we mean any set which is the closure of one of the connected components of T \ L, where T is any plane and L is any (n − 1)-dimensional subspace of T . For any half-plane H, we write p H for the orthogonal projection onto the unique plane containing H. G n denotes the space of n-dimensional subspaces of R n+k .
For an integral n-varifold V (see [All72] or [Sim83, Chapter 4, 8] ) in the open set U , we use the following notation: The weight measure V of V is the Radon measure on U given by V (A) = V ({(x, S) ∈ G n (U ) : x ∈ A}) and spt V is called the support of the varifold V . Given an n-rectifiable set M , |M | denotes the multiplicity one varifold associated with M .
For Z ∈ spt V , Var Tan(V, Z) denotes the set of all tangent cones to V at Z. For H n -a.e. Z ∈ spt V , we write T Z V for the approximate tangent plane (see [Sim83, Chapter 3] ) to spt V at Z. reg V denotes the regular part of V , by which we mean that X ∈ reg V if and only if X ∈ spt V and there exists ρ > 0 such that B ρ (X)∩spt V is a smooth, n-dimensional embedded submanifold of B ρ (X). sing V denotes the (interior) singular part of V , i.e. sing V = (spt V \ reg V ) ∩ U .
1.1. Two-Valued Functions. We write A 2 (R k ) for the set of all unordered pairs of points in R k . A two-valued function (or more generally a two-R k -valued function) on an open set Ω ⊂ R n is a map f : Ω → A 2 (R k ). We equip A 2 (R k ) with the metric
where a = {a 1 , a 2 } ∈ A 2 (R k ) and b = {b 1 , b 2 } ∈ A 2 . Thus a two-valued function f on Ω is Lipschitz if there exists some constant L such that
for all x, y, ∈ Ω. We say that f is differentiable at x ∈ Ω if there exists a two-R k -valued affine function A x on R n of the form
In this case, we write Df (x) = {Df 1 (x), Df 2 (x)} instead of {A 1 (x), A 2 (x)}. A two-valued function f on Ω is continuously differentiable on Ω and we write f ∈ C 1 (Ω; A 2 (R k )) if it is both differentiable at every point of Ω and the two-valued function Df is continuous on Ω. We say that f ∈ C 1,µ (Ω; A 2 (R k )) for µ ∈ (0, 1] if f is C 1 and also
Here, the Hölder coefficient is interpreted in the obvious way, i.e.
[Df ] α;Ω = sup
Note that C 1 (Ω; A 2 (R k )) and C 1,α (Ω; A 2 (R k )) are not linear spaces as there is in general no welldefined pointwise addition on two-valued functions. We define the graph of a two-valued function
is Lipschitz, then graph f is n-rectifiable. Taking this set together with the multiplicity function defined on it which is equal to two at points Y ∈ graph f for which f 1 (p R n ×{0} k Y ) = f 2 (p R n ×{0} k Y ) and equal to 1 otherwise, we can consider graph f to be an integral varifold V f . We will say that V = V f is the varifold associated to graph f or to f . When V is stationary in B n 2 (0) × R k , i.e.:
(1.1)
for all Φ ∈ C 1 c (U ; R n+k ), we say that V is a minimal, two-valued graph.
1.3. Classes of Varifolds. We now define the main classes of varifolds with which we will work.
Write C n−2 for the set of all integral n-varifolds in R n+k which are of the form C = |P 1 |+|P 2 |, where P 1 , P 2 are distinct planes meeting only along an affine subspace A(C) := P 1 ∩ P 2 of dimension at most n − 2 (which we call the axis of C). We do not assume that A(C) = ∅, so varifolds in C n−2 are not necessarily cones.
Write C n−1 for the set of all integral n-varifolds in R n+k which are of the form C = 4 i=1 |H i |, where for i = 1, ..., 4, the H i are distinct (closed) half-planes meeting only along their common boundary A(C) = ∩ 4 i=1 H i , the axis of C, which is an affine (n − 1)-dimensional subspace. We write C = C n−2 ∪ C n−1 .
For C ∈ C, when the coordinates of R n+k are labelled in such a way that for some 1 ≤ m ≤ n − 1 we have A(C) = {0} l+k × R m ⊂ R l+k × R m , we will say that C is properly aligned. In this case, C = C 0 × R m , where sing C 0 = {0} (C 0 is either the sum of two distinct l-dimensional subspaces of R l+k meeting only at the origin or the sum of four distinct rays in R 1+k meeting only at the origin, depending on whether C ∈ C n−2 or C ∈ C n−1 , respectively).
Write V for the set of all minimal two-valued graphs in B n 2 (0) × R k that are associated to some Lipschitz function f : B 2 (0) → A 2 (R k ). We write p for the orthogonal projection of R n+k onto R n × {0} k 1.4. Main Results. The main lemma (Lemma 8.3) is a typical excess improvement lemma which says that if a minimal two-valued graph is sufficiently close to a cone in C at scale 1, then at a smaller scale θ, the excess has decayed by a factor of θ µ for some µ ∈ (0, 1). By careful iteration of this Lemma and arguments of a well-known nature, we get the main results of the paper, which are the following two ǫ-regularity theorems: Theorem 1. Let C (0) ∈ C n−2 be properly aligned. There exists ǫ = ǫ(n, k, C (0) ) > 0 such that the following is true. If V ∈ V is such that 0 ∈ spt V and
then we have the following conclusions:
and we have the decay estimate
which holds for all ρ ∈ (0, 1/8) and for some c = c(n, k,
Theorem 2. Let C (0) ∈ C n−1 be properly aligned. There exists ǫ = ǫ(n, k, C (0) ) > 0 such that the following is true. If V ∈ V is such that 0 ∈ spt V and
we have the decay estimate
Remarks Note that the conclusions of Theorem 2 imply in particular that at each singular point, there cannot be any tangent cones of the type alluded to in Example 2, or indeed anything more exotic.
By classifying tangent cones to minimal, two-valued Lipschitz graphs with spine dimension (n−1) or (n − 2) and combining Theorems 1 and 2, we have the following description of the singular set: Suppose that V is a minimal two-valued graph. Let B denote the set of points X ∈ sing V at for which there exists C ∈ Var Tan(V, X) equal to a multiplicity two hyperplane. WriteS n−1 for the set of points X ∈ sing V for which there exits C ∈ Var Tan(V, X) ∩ C n−1 and similarlyS n−2 for the set of points X ∈ sing V for which there exits C ∈ Var Tan(V, X) ∩ C n−2 . Finally definẽ S n−3 := sing V \ (B ∪S n−1 ∪S n−2 ).
Theorem 3. For any minimal two-valued graph V , sing V is the disjoint union B ∪S n−1 ∪S n−2 ∪ S n−3 , where (1) By definition, for every X ∈ B, there is C ∈ Var Tan(V, X) equal to a multiplicity two hyperplane. (2) dim HSn−1 ≤ n − 1 ,S n−1 ∪S n−2 is relatively open in sing V and for every X ∈S n−1 , we have that the conclusions of Theorem 2 hold in a neighbourhood of X. (3) dim HSn−2 ≤ n − 2,S n−2 is relatively open in sing V and for every X ∈S n−2 , we have that the conclusions of Theorem 1 hold in a neighbourhood of X. (4) dim HSn−3 ≤ n − 3 and the closure ofS n−3 does not intersectS n−1 ∪S n−2 .
One application of our main results is to two-valued graphs that are locally area minimizing: It is not difficult to see that an n-dimensional area-minimizing current without boundary cannot have a tangent cone with spine dimension (n − 1). The work of Almgren ([Alm00]) implies that for such a current, the set of points where there is a multiplicity 2 tangent plane has Hausdorff dimension at most (n − 2). Thus we get the following corollary of our main theorems: Corollary 1.1. If V is a locally area-minimizing current in B 1 (0) with ∂ V = 0 in B 1 (0) and which corresponds to a two-valued Lipschitz graph, then V is smoothly immersed away from a closed set S with dim H (S) ≤ n − 2 and which can be written as the disjoint union S = S 1 ∪ S 2 , where
• S 1 is the set of points at which there exists at least one tangent cone equal to a multiplicity two hyperplane and has dim H (S 1 ) ≤ n − 2.
Proper Blow-Up Classes
Let C (0) ∈ C be properly aligned and write A = A(C (0) ). For Y ∈ R n+k and X ∈ C (0) ∩ {r > 0}, we use the shorthand Y ⊥ C (0) := Y ⊥ T X C (0) (note that this notation suppresses a dependence on X).
Also, when C (0) ∈ C n−1 is properly aligned, we write {ω 1 , ..., ω 4 } = {r = 1} ∩ (R 1+k × {0} n−1 ) ∩ spt C (0) . We will define two special classes of functions, Firstly, we define the class H = H(C (0) ) of certain homogeneous degree one functions on C (0) for C (0) ∈ C n−1 :
Definition. For properly aligned C (0) ∈ C n−1 , each ψ ∈ H(C (0) ) is of the following form: There are vectors c 1 , ..., c n−1 ∈ R 1+k ×{0} n−1 and a function ϕ :
Note that for ψ ∈ H(C (0) ), there is a unique C ∈ C for which graph ψ ⊂ C. Also note that if
The next class of functions is the main focus of the section. Consider a family B = B(C (0) ) of functions v :
We say that B is a proper blow-up class if it satisfies the following properties.
extends to a smooth, harmonic function on (P
(B5) For any v ∈ B, we have the following closure and compactness properties: (B5I) For any Y ∈ A ∩ B 1 (0) and ρ ∈ (0, 1/2(1 − |Y |)], we have that
(B5II) If C (0) ∈ C n−2 , then for any ψ :
is affine for i = 1, 2 we have that
And if C (0) ∈ C n−1 , then for any (ξ, 0) ∈ R l+k × {0} m and any ψ ∈ H(C (0) ), we have that
(B5III) For any sequence {v j } ∞ j=1 ∈ B, there exists a subsequence {j ′ } of {j} and some
for some c = c(n, k, C (0) ) > 0 and such that for all ρ ∈ (0, 1/2] we have the estimates (B6I) (2.3)
(B6II) (2.4)
where
The content of this section is essentially that the blow-up class consists of functions which are C 1,α , in a sense to be made precise (the main results are Theorems 2.2 and 2.6). The analysis does not quite neatly divide into cases, but different methods are applicable depending on the size and nature of the set D v :
Note that this case includes all blow-ups off cones
Of course in cases II and III it is necessarily true that C (0) ∈ C n−1 and (by (B3)), it is only in case III that it may be the case that C (0) / ∈ P (i.e. C (0) is a union of four half-planes not equal to a pair of planes). First we prove continuity of blow-ups up to the axis by verifying the hypotheses of Lemma A.2: Lemma 2.1. Let C (0) ∈ C be properly aligned and v ∈ B(C (0) ). Then
(1) There is a constant c = c(n, k,
extends continuously to
If C (0) / ∈ P, this shows immediately that v satisfies that hypotheses of Lemma A.2 with D = D v ∩ B 3/4 (0) = A ∩ B 3/4 (0) and the conclusions follow from that Lemma. So we suppose on the other hand that C (0) ∈ P. In this case, since v i is harmonic on (P
we have (using the mean value property) that
} and where c = c(n, k) > 0. This verifies (A.13) and thus in this case we also satisfy the hypotheses of Lemma A.2, from which the conclusions follow.
2.1. Case I.
Theorem 2.2. Fix a properly aligned cone
is affine for i = 1, 2 such that for
Proof. First we observe that if
is a connected domain, we can then apply (1) of Lemma A.4 directly to v i to deduce that v i is smooth and harmonic on P Remarks. Note that H n−2 (D v ) < ∞ for any v ∈ B(C (0) ) such that C (0) ∈ C n−2 and thus the hypotheses of the Lemma are satisfied whenever C (0) ∈ C n−2 .
2.2. Cases II and III. The real hard work of this section goes into understanding the structure of a homogeneous degree one blow-up for which H n−2 (D v ) = ∞. This first lemma is a kind of non-concentration estimate for blow-ups.
Lemma 2.3. Fix a properly aligned cone
(2.7)
for every ρ ∈ (0, 1/4], where c = c(n, k, C (0) ) > 0.
Proof. For each (r, y) with r > 0 define κ(r, y) ∈ R 1+k × {y} by (2.8)
where the infimum is taken over λ ∈ R l+k × {0} n−1 with |λ| ≤ c C (0) ∩B 1 (0) |v| 2 . By using (2.3) with ρ = 1/2, the definition of κ and the coarea formula, it follows directly that for σ ∈ (0, 1/4] we have (2.9) σ −n−7/4
Then we cover (D v ) σ/4 ∩ B 1/2 (0) with a collection of at most c(n, k)σ −(n−1) balls {B σ (Y j )}, where Y j ∈ D v for each j and sum up the integrals to get that (2.10) σ −11/4
When we multiply by σ −3/4 , integrate in σ from 0 to ρ and use Fubini's theorem to carry out the σ integral, a short computation gives (2.11)
which establishes (2.7).
From this we deduce more information about exactly how a homogeneous degree one blow-up decays to its values on D v .
Lemma 2.4. Fix a properly aligned cone C (0) ∈ C n−1 . Let v ∈ B(C (0) ) be homogeneous degree one and suppose that H n−2 (D v ) = ∞. There are c p ∈ R 1+k × {0} n−1 for p = 1, ..., n − 1 such that for j = 1, .., 4 we have (2.12) lim
Proof. Using (B4) and the reflection principle for harmonic functions, we deduce that the function
defined initially on the domain (0, ∞) × R n−1 , extends to a homogeneous degree zero harmonic function on the whole of R n . Such functions are necessarily constant and since this holds for each p ∈ {1, ..., n − 1}, we deduce that
for some a, b p ∈ R 1+k × {0} n−1 (where we have also used the fact that v is homogeneous degree one to deduce the form of the dependence on the r variable). Since (2.7) with ρ = 1/4 implies that (2.15)
we have for j = 1, ..., 4 that (2.16)
Using the form of Ψ, (2.16) and the triangle inequality, we deduce that (2.17)
We deduce directly from (2.17) that (2.18) lim
We claim that this means that each b p is in the subspace
To see this, suppose for the sake of contradiction that
for all r > 0 and each j = 1, .., 4. By assumption we have that
(and we are in fact free to assume -by otherwise employing the argument of Theorem 2.2 -that
Thus we can bound below by integrating only over (D ′ ) ρ to deduce that
as ρ ↓ 0 + , which is a contradiction. Therefore S ⊂ T and the claim is proved.
So, we have that for each p ∈ {1, ..., n − 1}, there is some c p ∈ R 1+k × {0} n−1 for which
The first of these two terms tends to zero as ρ ↓ 0 + by (2.20). By Cauchy-Schwarz and the fact that p ⊥
The second of these two integrals is bounded and the first goes to zero by (2.20). We therefore conclude that the integral on the left-hand side of (2.21) goes to zero as ρ ↓ 0 + and this means that (2.22) lim
for each j = 1, ..., 4. Note also that it follows from (2.16) that (2.23) lim
And so using this in conjunction with (2.22) and the triangle inequality, we easily get that (2.24) lim
We introduce one more piece of notation and terminology: Given v ∈ B(C (0) ) where
to prove the existence of dehomogenizers and one can see (from (2.1))
that it is equivalent to being L 2 -orthogonal to the functions (rω, y) → rϕ(ω) and (rω, y) → y p e
We are now in a position to categorize homogeneous degree one blow-ups in cases II and III.
Lemma 2.5. Fix a properly aligned cone
Proof. For any homogeneous degree one blow up w, we will write
It is easy to verify, using the homogeneity of w, that S(w) is always a linear subspace of A. We will prove, by induction on d, the following statement: If v ∈ B(C (0) ) is homogeneous degree one with
from which, using the homogeneity of v, we immediately deduce that v ∈ H(C (0) ). So, proceeding via the inductive hypothesis we now fix d ≥ 2 and may assume that any homogeneous degree one blow up w ∈ B with H n−2 (D w ) = ∞ and dim S(w) > n − d belongs to H(C (0) ). Now, for Y ∈ D v and ρ > 0 let ψ Y,ρ be the function that dehomogenizes v in B ρ (Y ). Obviously we may assume that v / ∈ H(C (0) ) (or else there is nothing to prove), so that v − ψ Y,ρ ≡ 0. And note that that since
Now we proceed in a series of steps.
In steps 1. and 2. we prove that v|
is C 1 up to the axis, away from points of S(v). The argument is a modification of the proof of Proposition 4.2 in [Wic14] .
Step 1. We claim that for any compact subset K of A \ S(v), there exists ǫ = ǫ(v, K) ∈ (0, 1) such that for any Y ∈ D v ∩ K and ρ ∈ (0, ǫ],
If this were false, there would exist a sequence of points
, we have that v − ψ j is not identically equal to zero for any j and (2.28)
for some sequence ǫ j ↓ 0 + . By property (B5II), we have that
for each j and then by property (B5I), we also have that
for each j. One can check from (2.26) that w j is dehomogenized in B 1 (0). Then, using (B5III), we have that there exists w ∈ B and a subsequence of {j} (which we pass to without changing notation) for which
We can also check, using the uniform bound ((1) of Lemma 2.1), that the convergence is in L 2 ((C (0) ∩ B 1 (0); C (0)⊥ ), from which it is easy to see that w is dehomogenized in B 1 (0). Assume also, by compactness of K, that along this subsequence we have
and making the appropriate substitutions in the integrals we see that (2.29)
which implies that (2.30)
which means that w is homogeneous degree one on C (0) ∩{r > 0}∩(B 1 (0)\B 1/2 (0)). And note that by unique continuation of harmonic functions, it is equal to its homogeneous degree one extension to
, sufficiently small σ > 0 and sufficiently large j, we have:
Letting j → ∞ and σ ↓ 0 + , we conclude that
Thus by the inductive hypothesis we have that w ∈ H(C (0) ). However, since w is dehomogenized in B 1 (0) we deduce that w ≡ 0. But now, following the proof of Lemma 5.7 of [Wic08] , we deduce a contradiction: Since the w j are uniformly bounded in B 1/2 (0) (by Lemma 2.1) and w j → 0 uniformly on compact subsets of C (0) ∩ {r > 0} ∩ B 1 (0), given any η > 0, we can choose j sufficiently large so that (2.31)
Since by construction we have that C (0) ∩B 1 (0) |w j |dH n = 1, this shows that for any η > 0, we have (2.32)
for sufficiently large j. But now, For r, s ∈ (1/8, 1/2) and ω ∈ C (0) ∩ {r > 0} ∩ ∂B 1 (0), we have
and so by the triangle inequality, Cauchy-Schwarz and the fact that |r/s| is bounded we have
for some constant c = c(n) > 0. Now we integrate with respect to ω ∈ C (0) ∩ {r > 0} ∩ ∂B 1 (0). Then, we multiply by r n−1 and integrate with respect to r in (1/4, 1) and finally we multiply by s n−1 and integrate with respect to s in (1/4, 1/2) to give (using the coarea formula)
dH n for some c = c(n) ≥ 1. Now we add C (0) ∩B 1/4 (0) |w j | 2 dH n to both sides and use (2.31) and the fact that the final term in the above line tends to zero to deduce that
independently of j, which is a contradiction. Thus the proof of the claim is complete and the estimate (2.27) indeed holds.
Step 2. With K as before and Y ∈ D v ∩ K, we have (2.36)
And write φ Y,ρ for the function that dehomogenizes w on B ρ (Y ). Since ∂(φ Y,ρ /R)/∂R ≡ 0, (2.27) now implies that (2.37) ǫρ −n−2
Combining these two inequalities we see that (2.39) ǫ
to both sides ('hole-filling') and dividing by (1 + ǫ) we get that (2.40)
for some η ∈ (0, 1). Then, by iterating this with 2 −i ρ in place of ρ and using a standard argument to interpolate between these scales, we deduce that (2.41)
. Then using (2.38) and (B6) we deduce easily from this that (2.42) σ −n−2
for some c = c(n, k, C (0) ) > 0 and 0 < σ ≤ ρ/2 ≤ ǫ/8. Using (2.42) and the triangle inequality, it is then straightforward to check that there exists a single φ Y ∈ H(C (0) ) for which (2.43) σ −n−2
. Via the appropriate transformation in the integral, we rewrite (2.43) in terms of v and see that for each Y ∈ D v ∩ K, there is ϕ Y ∈ H(C (0) ) for which we have 
j is closed.
Step 3. Let T v denote the set of points Y ∈ D v ∩ B 1/4 (0) for which (2.46)
We claim that for all Y ∈ T v , we must have that
with c p as per (2.12) of Lemma 2.4. To see this, we use Lemma 2.4:
Lemma 2.4 implies that this goes to zero as ρ → 0 and so by Lebesgue differentiation we conclude that
is continuous along A and using the definition of T v ((2.46)), we can see that every point of T v is a limit point of a sequence along which (2.47) holds. Thus we have shown (2.47). Now, if we are in case III, we can complete the proof from here because in this case,
in the r-variable is entire, homogeneous degree one, harmonic and equal to zero on {r = 0}. It follows that
, which proves exactly that ψ ∈ H(C (0) ).
So, we may now assume that we are in case II and in steps 4. and 5. we will complete the proof in this case. For the rest of the proof we fix i ∈ {1, 2} and pass without changing notation to the 'crosssection' of v i , i.e. its restriction to the subspace of P
i that orthogonally complements S(v) ⊂ P
i . The original blow-up is completely determined by its cross-section and the results we have thus far deduced hold for the cross-section (e.g. (2.47) holds and using translation invariance, the crosssection is still harmonic away from D v ). Therefore this essentially amounts to assuming that S(v) = {0}. Since we will be interested in working away from the origin, write
Step 4. Notice that for any fixed p ∈ {1, ..., n − 1}, we have (using (2.47) and taking derivatives on the set Int(
. By continuity of D p v i on A, we get that this identity holds on all of Int(T ′ v ). We now claim that v i is harmonic at points of A ′ \ Int(T ′ v ). Firstly, since step 2 shows that v| P
i \{0}
is Lipschitz, we
Letting m → ∞ and using (2.45), we get that
Thus we get that the partial derivatives of v i all exist at (0, y) and we can then deduce from (2.45)
and using Lemma A.4 (the fact that the zero set of a C 1 harmonic function is removable), we conclude that v i is indeed harmonic at points of A ′ \ Int(T ′ v ).
Step 5. We now complete the proof in case II. Notice that -in light of the fact that
). Now, since v i is homogeneous degree one, we also know that D p v i is homogeneous degree zero and therefore its restriction to the sphere S := ∂B 3/16 (0) ∩ P Theorem 2.6. Fix a properly aligned cone C (0) ∈ C n−1 . There existsθ 1 =θ 1 (n, k.C (0) ) ∈ (0, 1/8) and µ = µ(n, k, C (0) ) ∈ (0, 1) such that the following is true. For any v ∈ B(C (0) ), there exists ψ ∈ H(C (0) ) and κ ∈ R 1+k × {0} with (2.49) sup
such that for any θ ∈ (0,θ 1 ) we have the estimate:
Proof. By (A.4), it suffices to verify the hypotheses of Lemma A.1. To do this we argue exactly as in Steps 1 and 2 of the proof of Lemma 2.5. That is, we first argue by contradiction to prove that there exists ǫ = ǫ(n, k, C (0) ) > 0 such that for eveery ρ ∈ (0, 1/2] and Y ∈ D v ∩ B 1/2 (0), there exists ϕ Y ∈ H(C (0) ) such that
Then by the same 'hole-filling' argument as in Step 2. of the proof of Lemma 2.5, we get that there isθ ∈ (0, 1) such that for every
for all 0 < σ ≤ ρ/2 ≤ γ/2, for some γ > 0, which verifies (A.1). We use Lemma A.3 to verify (A.2) and hence the existence ofθ 1 is implied by the conclusions of Lemma A.1.
Gaps In The Top Density Part
In this section we analyse the structure of a minimal two-valued graph in regions in which there are no points of density greater than or equal to 2. First we introduce some more terminology.
Definitions. Let V = V f ∈ V. For X ∈ spt V , the assignment of single-valued Lipschitz functions f i : B n δ (pX) × {0} k → R k for i = 1, 2 and some δ > 0 such that
, where for i = 1, 2, V i is a stationary, Lipschitz single-valued graph, then we say that V decomposes in U .
Remarks: (1) Note that a stationary, Lipschitz single-valued graph is smooth away from a codimension four singular set. This follows from standard regularity theory for weak solutions of the Minimal Surface System: A homogeneous degree one Lipschitz weak solution f : R d → R k to the Minimal Surface System is necessarily linear if d ∈ {1, 2, 3} (the d = 3 case follows from the main theorem of [Bar80] ; for d = 2 one can argue by applying results of [AA76] to the link of the graph and for d = 1 it follows from the definition of stationarity). Using Allard's Regualrity Theorem and the general stratification of the singular set (see (3.1) below), this implies that a general Lipschitz weak solution to the Minimal Surface System is C 1,α (and hence, by standard regularity theory for elliptic systems, smooth) away from a codimension four set. The well-known example of [LO77] (see Example 2 in the introduction) shows that such a weak solution can indeed have singularities on a codimension four set. (2) It is easy to see that V decomposes in any region which is free of points at which the values of f coincide, i.e. free of points X ∈ spt V for which f 1 (pX) = f 2 (pX).
The main result of the section is the following:
We use without proof the following two facts: Firstly, for a stationary cone C, we write
This is called the spine of C and it is a linear subspace of R n+k . For any stationary varifold V , we write S j := {X ∈ sing V : dim S(C) ≤ j ∀ C ∈ Var Tan(V, X)}. and it is standard that
Secondly, any tangent cone to a minimal two-valued graph is the graph of either a single or twovalued Lipschitz graph (and is of course also minimal). This is straightforward to check using the definition of tangent cones and the Arzéla-Ascoli Theorem.
Proof. Pick X ∈ sing V and consider C ∈ Var Tan(V, X). Bearing in mind the remarks preceding the Lemma, the proof will be complete once we show that dim S(C) ≤ n − 3.
Suppose first that C is a single-valued graph and assume for the sake of contradiction that dim S(C) ∈ {n, n−1, n−2}. If dim S(C) = n, then C would be a multiplicity one plane. By Allard's Regularity Theorem, this would mean that X ∈ reg V , which is a contradiction. If dim S(C) = {n − 1, n − 2}, then we can write C = C 0 × R d where d ∈ {n − 1, n − 2} and C 0 is the graph of a single-valued, Lipschitz, homogeneous degree one weak solution to the Minimal Surface System g : R d ′ → R k , where d ′ ∈ {1, 2}. In both of these cases, g must be linear, which proves that C is a multiplicity one plane and thus we derive a contradiction as before.
Suppose now that C is a two-valued graph. If dim S(C) = n, then C must be a multiplicity two plane which implies that Θ V (X) = 2, but this is false by hypothesis. If dim S(C) = n − 1 and we again write C = C 0 × R n−1 , then C 0 is the union of four rays meeting at a point. This means that C 0 and hence C has density equal to two at the origin and hence Θ V (X) = 2, which is again a contradiction. Finally, suppose that dim S(C) = n − 2 and write C = C 0 × R n−2 . Consider the link M := C 0 ∩ S 2+k−1 , which is a 1-dimensional stationary integral varifold in the sphere. Suppose that sing M = ∅ and pick Y ∈ sing M. The Allard-Almgren classification of stationary 1-varifolds ([AA76]) together with the fact that C 0 is a two-valued graph implies that a tangent cone D ∈ Var Tan(M, Y ) is a union of 4 rays meeting at a point. This means that
, which is a contradiction. Therefore M is free of singular points and so must consist of a union of two disjoint great circles. We then deduce that Θ 2 C 0 (0) = 2 and therefore that Θ n V (X) = 2. This is again a contradiction and we therefore have that dim S(C) ≤ n − 3, as required.
Proof of Theorem 3.1 Write S := sing V ∩ (B n 1 (0) × R k ). Crucially, since dim H pS ≤ n − 3, we have that B 1 \ pS is simply connected (see e.g. the appendix to [SW10] for a proof that the complement of a set of H n−2 measure zero is simply connected).
Write Ω := B n 1 (0) \ pS. By a somewhat delicate process, we construct two smooth functions f 1 , f 2 : Ω → R k which are solutions to the Minimal Surface System on Ω and such that graph f ∩ (Ω × R k ) is the disjoint union graph f 1 ∪ graph f 2 .
First note that for any z ∈ Ω, there exists η z > 0 such that graph f ∩ (B n ηz (z) × R k ) is the disjoint union of two smooth graphs G z a and G z b , say. Fix a point x ∈ Ω and write G x a = graph f 1 and G x b = graph f 2 . For any other point y ∈ Ω, since Ω is path-connected, we can find a simple continuous path γ y : [0, 1] → Ω with γ(0) = x and γ(1) = y.
By the compactness of γ := γ([0, 1]), we have that
for some z i ∈ γ for i = 1, ....N . Assume that γ(t i ) = z i where t 1 < ... < t N . Since graph f ∩ ((B n η (x) ∪ B ηz 1 (z 1 )) × R k ) is embedded and consists of two connected components, there is a bijection Φ : {a, b} → {a, b} so that G z 1 Φ(a) ∪ graph f 1 and G z 1 Φ(b) ∪ graph f 2 are disjoint, embedded, smooth submanifolds. Thus we can extend f 1 and f 2 to the domain B n η (x) ∪ B ηz 1 (z 1 ) in such a way that f 1 and f 2 are both smooth solutions to the Minimal Surface System.
We continue this process: Given smooth solutions to the minimal surface system f i :
is the disjoint union graph f 1 ∪ graph f 2 , the above procedure gives a labelling in B ηz K (z K ) which suitably extends the domains of f i for i = 1, 2. When this process terminates, we have defined a labelling at y, i.e without loss of generality we will assume that
) and notice that f (γ) is embedded and is the disjoint union of two paths ω 1 and ω 2 in graph f ⊂ R n+k such that ω i (0) = f i (x) for i = 1, 2, say, and (3.5) ω 1 (1) ∈ G y a and ω 2 (1) ∈ G y b . We now see that the labelling produced in (3.4) is well-defined. Take another path γ ′ connecting x to y along which the same process has been performed but assume for the sake of contradiction that by labelling along a finite sequence of balls covering γ ′ in the manner described above, we obtain a different -i.e the opposite, as there are only two -labelling of f in B n ηy (y). Note again that since γ ′ ∈ Ω, the image f (γ ′ ) is the disjoint union of two paths ω ′ 1 and ω ′ 2 in graph f . This time we have ω ′ i (0) = f i (x) as before, but (3.6) ω ′ 1 (1) ∈ G b and ω ′ 2 (1) ∈ G a . Consider now the loop Γ := γ −1 • γ ′ . By construction, we have that
Since Ω is simply connected we can continuously contract Γ while staying in Ω, i.e. we have a continuous family {Γ t } 0≤t≤1 of loops, all of which lie in Ω and such that Γ 0 = Γ and Γ 1 is a single point {x 0 } ⊂ Ω. By the Lipschitz continuity of f and the continuity of Γ t (s) in both variables (and the fact that a (two-valued) graph is simply connected), we get that F (Γ t ) must also contract to a single point, but this means that (x 0 , f (x 0 )) is a single multiplicity two point, which means that the graph is not embedded at (x 0 , f (x 0 )). This contradiction implies that the labelling we described must in fact be well-defined. We can therefore define two functions f 1 and f 2 on the whole of Ω as claimed.
We extend f 1 and f 2 to the whole of B n 1 (0) simply by noting that Ω is dense in B 1 . Now we claim that the graphs of f 1 and f 2 are both stationary in B n 1 (0) × R k (what we know already is that they are stationary in (B n 1 (0) \ pS) × R k ). We have that V f 1 -the varifold associated to graph f 1 -is an integral n-varifold which is stationary away from S. However, since H n−1 (S) = 0 and we have the volume growth bound
(which follows from the fact that V f 1 is a Lipschitz graph), a standard cut-off argument implies that graph f 1 is stationary. The same holds for the varifold associated to graph f 2 and this completes the proof. ✷
Partial Graphical Representation and L 2 Estimates
Fix a properly aligned cone C (0) ∈ C and write A := A(C (0) ). In this section we show that when a minimal two-valued Lipschitz graph V is sufficiently close to the cone C (0) , the part of spt V that lies away from a small tube around the axis of C (0) can be represented as the graph of a smooth function u defined on a domain in C (0) . We also record important estimates that hold close to any point of density at least 2, which are based on the main L 2 estimates of [Sim93] .
Theorem 4.1. Fix τ ∈ (0, 1). There exists ǫ = ǫ(n, k, C (0) , τ ) > 0 such that the following is true. If V ∈ V and C ∈ C are such that: and such that for any Z = (ξ, η) ∈ spt V ∩ B 1/2 (0) with Θ V (X) ≥ 2 and any ρ ∈ (0, 1/2], we have the estimates:
and (4.6)
for some c = c(n, k, C (0) ) where C Z = (η 0,−Z ) * C and R Z = R Z (X) := |X − Z|.
Proof. Suppose we have a sequence {ǫ j } ∞ j=1 with ǫ j ↓ 0 + and {V j } ∞ j=1 ∈ V and {C j } ∞ j=1 ∈ C satisfying (1) and (2) above with V j , C j and ǫ j in place of V , C and ǫ respectively. We will argue that the conclusions of the theorem must hold at least along a subsequence, which -by arguing by contradiction -is enough to prove the theorem. Using the mass bound (1) above and the varifold compactness theorem there exists a subsequence {j ′ } of {j} (which we pass to without changing notation) and a stationary integral n-varifold D in B n 2 (0) × R k for which V j → D. We get from (1) and (2) above that spt D ⊂ spt C (0) and spt D \ {r < 1/8} = spt C (0) \ {r < 1/8} and since, by the constancy theorem ([Sim83, § 41]), D has constant integer multiplicity on each of the connected components of spt C (0) \ A, the mass bound (1) (which is satisfied by D) implies that this multiplicity must in fact be one everywhere and hence that D = C (0) .
So, for any X ∈ spt C (0) ∩ B 2 (0) ∩ {r ≥ 2τ }, for sufficiently large j we may apply Allard's Regularity Theorem to V j ⌊B τ (X) to deduce that V j ⌊B τ /2 (X) = | graph u X | for some smooth solution u X to the minimal surface system defined on some open domain in spt C ∩ {r > 0}.
Since we may do this at each point of the compact set spt C (0) ∩ B 15/8 (0) ∩ {r ≥ 2τ }, using a simple covering argument and unique continuation of smooth solutions to the minimal surface system, we deduce that provided j is sufficiently large (depending on τ ), there exists a domain U j ⊂ C ∩ {r > 0} and a functionũ j ∈ C ∞ (U j ∩ B 15/8 (0); C ⊥ ) satisfying (4.1) and (4.2) and the estimate (4.7) sup
For the remainder of the proof we simply drop the index j. And without changing notation let U be the maximal such domain on which such a functionũ can be defined satisfying the above estimate. Now we claim that:
for some constant c = c(n, k, C (0) ) > 0 not depending on τ . To see this first write, for ρ ∈ (0, 1/2) and |y| < 1, A ρ (y) = {(rω, z) : (r − ρ/2) 2 + |z − y| 2 < ρ 2 /16, ω ∈ S l+k−1 }. Then the key claim which must be verified in order for the proof of Lemma 2.6 and hence Theorem 3.1 to carry over to the present setting is that for (ξ, ζ) ∈ C ∩ B 3/2 (0) ∩ ∂U , we have the estimate
for some constant c = c(n, k, C (0) ) > 0. This indeed holds because if the above inequality were to fail, i.e. if no such constant c existed, then arguing as we have done already in this proof, spt V would be expressible as a graph over C in some small neighbourhood of (ξ, ζ), contradicting the maximality of U . Thus the inequality holds for some c = c(n, k, C (0) ) > 0. Now, using (4.9), the fact that (4.10)
and the fact that (4.11)
(because |Dũ| ≤ 1 on U ), a covering argument yields the estimate (4.8). Now the main estimates are proved exactly as in the proof of Theorem 3.1 of [Sim93] , with only very minor changes. The general forms of the estimates are obtained by translation and rescaling.
Non-Concentration Estimates
In this section we define a distinguished subset D of A, which is to be thought of as the points on the axis of the base cone C (0) at which the good density points of V accumulate as the excess E at scale 1 becomes small. Then using (4.4) of Theorem 4.1 we prove that as E becomes small, excess does not concentrate near points of D. Suppose we have
of positive numbers such that ǫ j ↓ 0 + , (3 †) A sequence of minimal two-valued graphs {V j } ∞ j=1 ∈ V with 0 ∈ spt V j , the mass bound
and such that
, then C j ∈ P for all j, (6 †) A sequence of positive numbers {τ j } ∞ j=1 such that τ j ↓ 0 + sufficiently slowly so as to ensure that for sufficiently large j, the conclusions of Theorem 4.1 hold with C j , τ j , ǫ j and V j in place of C, τ, ǫ and V respectively. When we have these hypotheses in place, we fix the following notation: By applying Theorem 4.1 we have a sequence of functionsũ j ∈ C ∞ (Ũ j ; C j⊥ ) whereŨ j = C j ∩ B 15/8 (0) ∩ {r > τ j } and which are such that
We define
to be the excess of V j off C j .
Proof. Consider Z ∈ (A \ D) ∩ B 2 (0). By (5.2), we know that there exists some δ = δ(Z) > 0 such that for sufficiently large j we have
Thus we have a decomposition
as per Lemma 3.1. Using (5.1) and varifold compactness, we may pass to another subsequence (depending on Z) along which V j i converges in the sense of varifolds to a stationary integral n-varifold W i in B δ (Z) for i = 1, 2. Since V j ⌊B δ (Z) → C (0) ⌊B δ (Z), we know that W 1 + W 2 = C (0) ⌊B δ (Z). By applying the Constancy Theorem ([Sim83, § 41]) on each of the connected components of spt C (0) ∩ {r > δ} for arbitrary δ > 0, we deduce that W i has constant multiplicity along each of the half-planes that constitute C (0) . Since W i is itself stationary in B δ (Z) this implies that there must be a plane P (0) i for which
The following Lemma is analogous to Corollary 3.2 of [Sim93] .
and {τ j } ∞ j=1 satisfy Hypotheses †. For δ ∈ (0, 1/8), there exists J = J(δ) ∈ N such that for all j ≥ J, we have
at which the estimates of Theorem 4.1 hold. Therefore for δ < ρ ≤ 1/4,
≤ c(n, α)E 2 j , using (4.4) . Thus we have that for Y ∈ D, ρ ∈ (δ, 1/4] and sufficiently large j,
, where Y i ∈ D for each i, M ≤ c(n, k)ρ −m and which can be partitioned into c = c(n, k) pairwise disjoint sub-collections. Summing up the integrals gives
which implies the result.
Constructing Blow-Ups
and {τ j } ∞ j=1 satisfy Hypotheses †. Then possibly after passing to a subsequence we have the following: 
, then C (0) ∈ P and C j ∈ P for each j. (6 j ) By Theorem 4.1, a sequence of functionsũ j ∈ C ∞ (Ũ j ; C j⊥ ) whereŨ j ⊃ C j ∩ {r > τ j } ∩ B 15/8 (0) and such that
(7 j ) By Lemma 5.2: For any δ ∈ (0, 1/8), there exists J(δ) ∈ N such that for j ≥ J:
(8 j ) By (4.3), (4.5) and (4.6) of Theorem 4.1: For any Z = (ξ, η) ∈ D j ∩ B 1 (0) and ρ ∈ (0, 1/2):
and (6.4)
where R Z = R Z (X) := |X − Z|.
We now construct the blow-up class B(C (0) ).
6.1. No Gaps. Suppose first that C (0) / ∈ P and fix τ > 0. It is easy to see that for sufficiently large j, we have a domain Ω j which is such that C (0) ⊃ Ω j ⊃ C (0) ∩ B 15/8 (0) ∩ {r > τ } and a function ψ j : Ω j → C (0)⊥ which is affine on each connected component of its domain and is such
For sufficiently large j we define
Since τ > 0 is arbitrary, standard elliptic estimates then imply that there exists a harmonic function v ∈ C 2 (C (0) ∩ {r > 0} ∩ B 15/8 (0); C (0)⊥ ) and a subsequence {j ′ } of {j} for which E −1
Now, given any small ǫ > 0, we can use the non-concentration estimate (7 j ) to deduce that for sufficiently small δ and sufficiently large j depending on δ we have (6.6)
Combining this with the uniform convergence of E −1
Elliptic estimates also then tell us that after passing to a further subsequence we have smooth convergence of E −1
6.2. Gaps. We suppose that D ∩ B 1 (0) = A∩ B 1 (0); constructing the blow-up class in this case is a more involved process. By (5 j ), we have that D) (in the previous case, r ≡ d) and fix τ > 0. Note that we can write where M ≤ c(n, m, τ ) and performing this construction at each Y p for p = 1, .., M for i = 1, 2, we deduce that
Now, by choosing j sufficiently large (so that τ j < τ /8), unique continuation of smooth solutions to the Minimal Surface System tell us that for i = 1, 2 and each j, there is a single smooth function u 
We now blow up u j i off P j i with respect to the excess E j : i.e. Given ϕ ∈ C ∞ c (P
is one component function of u j i then standard elliptic estimates give (6.7)
and we seek to bound this final integral by c(n, k, τ, C (0) )E 2 j . To do so, split it up into two parts. Firstly, away from a small neighbourhood of the axis, |u
But at a point Y ∈ A ∩ {d ≥ τ } ∩ B 15/8 (0), we must use Lemma A.6 to deduce that for sufficiently large j depending on Y and τ , we have (6.8)
Then a simple covering argument gives that (6.9)
Thus we can indeed bound the right-hand side of (6.7) by c(n, k, τ, C (0) )E 2 j . Since τ > 0 is arbitrary, we therefore deduce that there exist harmonic functions
for i = 1, 2 and a subsequence {j ′ } of {j} for which E −1
i ∩ {d > 0} ∩ B 15/8 (0) for i = 1, 2. Also, given any small ǫ > 0, we can use (6.1) to deduce that for sufficiently small δ, (6.10)
and combine this with the uniform convergence of E −1
) for i = 1, 2. Elliptic estimates also then tell us that after passing to a further subsequence we have smooth convergence of E −1
this way is called a blow-up of the sequence V j off C j relative to C (0) . We define B(C (0) ) to be the class of all blow-ups relative to C (0) .
Properties of Blow-Ups
Now we prove that the class B(C (0) ) defined above is indeed a proper blow-up class in the sense that it satisfies the properties listed at the start of Section 2.
Theorem 7.1. Given a properly aligned cone C (0) ∈ C, the class B(C (0) ) is a proper blow-up class.
The rest of this section consists of the proof of this theorem. First note that it is clear from the construction that (B1) and (B2) hold.
Proof of (B3): For v ∈ B(C (0) ), let D j be as per (4 †). If D j = ∅ for all sufficiently large j, then set D = ∅. Otherwise, we pass to a subsequence for which D j = ∅ and since (by upper semicontinuity of Θ V j ) D j ∩ B 2 (0) is closed for each j, the sequential compactness of the Hausdorff metric on the space of closed subsets of a compact space means that we can pass to another subsequence along which D j ∩ B 2 (0) converges in the Hausdorff metric to a closed subset D ⊂ B 2 (0). The (joint) upper semicontinuity of Θ V j (·) (with respect to both varifold convergence and the spatial variable) shows that D ⊂ A. Setting D v := D, we see that (B3) follows immediately from the construction of the blow up and Lemma 5.1.
Proof of (B4): The argument here is exactly as in pages 635-639 of [Sim93] . Pick ζ ∈ C ∞ c (B 5/8 (0)) such that ζ(x, y) = ζ(|x|, y) and with the property that the radial partial derivative ∂ζ/∂r vanishes on the neighbourhood {|x| < τ } of the axis, for some fixed τ . Notice then in particular that (7.1) D p ζ(|x|, y) = 0 for p = 1, ..., l + k and |x| < τ . Plugging in the vector field Φ(X) = ζe p to the first variation formula ((1.1)), we deduce that the coordinate function x p is weakly harmonic on V with respect to the intrinsic gradient operator on the varifold, i.e. we have that
for any p ∈ {1, ..., 1 + k}. We then estimate this expression, starting with the part lying close to the axis:
Using Cauchy-Schwarz we get that this is at most
for some constant c = c(n). By the fact that V j ({|x| < τ } ∩ B 5/8 (0)) ≤ cτ for sufficiently large j (because V j → C (0) ) and the estimate (4.3) of Theorem 4.1, this is at most
Away from the axis, i.e. in {|x| ≥ τ } ∩ B 5/8 (0), the support of V j is the union of four smooth sheets each of which is a graph over one of the half-planes which make up C j . Thus away from the axis, the situation is the same as the multiplicity one case and the remainder of the proof can be completed exactly as is done in the proof of Lemma 1 (pages 636 -639) of [Sim93] .
Proof of (B5): Firstly, if v ∈ B(C (0) ) is not identically zero, then for any Y ∈ A ∩ B 1 (0) and ρ ∈ (0, 1/2(1 − |Y |)], we have thatṽ Y,ρ is a blow-up of (η Y,ρ ) * V off C j relative to C (0) , which shows (B5I). For (B5II): If C (0) ∈ C n−2 , then notice that for sufficiently large j, C j ∈ P (this is becauseas one can easily check -the Hausdorff limit of {A(C j )} ∞ j=1 is contained in A(C (0) ) and therefore dim(A(C j )) ≤ dim(A (C (0) )) ). Then, for ψ :
is affine, we can define a new sequence of conesĈ j ∈ P by lettingĈ j be the unique element of C which contains the graph of ψ j + E j ψ, where ψ j is the function that graphically represents C j over
with {(τ (E j ξ,0) ) * V j } ∞ j=1 and then we defineĈ j ∈ C in the same way as before. That is, we letĈ j to be the unique element of C containing graph(ψ j + E j ψ), where ψ j is the function that graphically represents C j over C (0) (at least away from a small neighbourhood of the axis). The new sequences of varifolds and cones satisfy Hypotheses † and v − (ξ, 0)
is a blow-up of (τ (E j ξ,0) ) * V j offĈ j relative to C (0) . To see (B5III), suppose that for each j, v j is the blow-up of {V .4)). Then, for each j, notice that we can choose p j such that {p j } ∞ j=1 is strictly increasing and such that
where u p j is the function that represents V p j as a graph over C (0) as per (7 †). That this is possible is clear from the construction of the blow-up. We then select a further subsequence of the {V
, we construct D as in the proof of (B3) for which D ′ j ∩B 2 (0) converges in the Hausdorff metric to D ⊂ B 2 (0). Then we choose ǫ j and τ j such that
and {τ j } ∞ j=1 satisfy Hypotheses ( †) and therefore we can define v to be a blow-up of V p j j off C p j j . Then using (7.5), elliptic estimates, the Arzéla-Ascolí theorem, a compact exhaustion and another diagonalisation, we deduce that along a further subsequence, v j ′ → v locally in C 2 as required.
We have from (6.3) that (7.6)
for c = c(C (0) , α) and ρ ∈ (0, 1/2). Note that the sequence E −1 .2) ) and therefore has a convergent subsequence, which we denote κ
. We get directly from (7.6) that the limit κ
indeed depends only on Y and that (7.7) |κ
And, by passing to further subsequences, we may indeed assume that there is a single vector κ Y ∈ R l+k × {0} for which κ
is indeed the image of κ Y under the orthogonal projection onto (T X C j ) ⊥ . Then, by replacing the variable of integration X by X + ψ j (X), dividing by E 2 j , using the strong L 2 convergence of E −1 j u j to v, the C 2 loc convergence of ψ j to 0, the non-concentration estimate (5.6) and the dominated convergence theorem, we deduce (B6I):
(7.8)
For the final estimate, (B6II), let Y ∈ D ∩ B 1/2 (0) and suppose again that
We have from (6.4) that
In a similar way to before we must write the integral over a domain in C (0) , divide by E 2 j and carefully let j → ∞ to get the result (here we must in addition use the smooth convergence of E −1 j u j away from the axis). This proves the main estimate of (B6II).
This completes the proof that the blow-up class B(C (0) ) is proper.
Excess Improvement
For a fixed C (0) ∈ C, we say that V ∈ V, C (0) , C ∈ C and ǫ > 0 satisfy Hypotheses (⋆) if the following holds.
(
Lemma 8.1 (Excess Improvement Dichotomy). Let C (0) ∈ C be properly aligned. There exists θ =θ(n, k, C (0) ) ∈ (0, 1) such that for any θ ∈ (0,θ), there are ǫ 0 = ǫ 0 (n, k, θ, C (0) ) > 0 and δ 0 = δ 0 (n, k, C (0) , θ) > 0 such that the following is true: If V ∈ V, C (0) , C ∈ C and ǫ 0 satisfy Hypotheses (⋆) then either (A) There exists and Y ∈ A(C (0) ) ∩ B 1 (0) with
Or, (B) There exists µ = µ(n, k, C (0) ) ∈ (0, 1), γ = γ(n, k, C (0) ,θ) ≥ 1, C ′ ∈ C and an orthogonal rotation Γ of R n+k with (a) A(C ′ ) ⊂ A(C (0) ) (where if A(C ′ ) = ∅, we deem this to be vacuously true)
Proof. To establish the Lemma we take arbitrary sequences {δ j } ∞ j=1 and {ǫ j } ∞ j=1 of positive numbers with δ j , ǫ j ↓ 0 + as j → ∞ and arbitrary sequences C j , V j satisfying (1)-(3) and prove that the conclusions of the Lemma hold along a subsequence j. By arguing by contradiction, this is sufficient to prove the Lemma. If A(C (0) ) = ∅, then for sufficiently large j, D j = ∅ and so V j decomposes in B n 2 (0) × R k into two single-valued Lipschitz graphs. Then the content of the Lemma reduces to two separate applications of the main excess improvement Lemma of Allard's Regularity Theorem. Thus we assume that A(C (0) ) = ∅.
First notice that we are free to assume that there is a subsequence along which (A) of the statement fails (else there is nothing more to prove), so pass to this subsequence. Thus we have that for every point Y ∈ A(C (0) ) ∩ B 1 (0),
for sufficiently large j. Observing (as was done in the previous section) that D j ∩ B 2 (0) is closed, the sequential compactness of the Hausdorff metric on the space of closed subsets of a compact space means that there exists a closed subset D ⊂ A ∩ B 2 (0) such that (along a further subsequence which we pass to without changing notation),
and {τ j } ∞ j=1 satisfy Hypotheses † and we get from (8.3) that for any blow-up v of V j relative to
Suppose first that C (0) ∈ C n−2 and let ψ be as in (2.6). Consider now the sequenceĈ j ∈ C (defined in the proof of (B5) in Section 7) for which
is a blow up of V j offĈ j (that is we letĈ j be the unique element of C containing graph(ψ j + E j ψ), where ψ j is the function that represents C j as a graph over C (0) ).
Noting that for sufficiently large j there is a constant c = c(n, k, C (0) ) > 0 such that
and therefore with c as above, choosingθ such that cθ < 1/8, we have, using the decay of blow-ups ((2.6)), the non-concentration estimate (6.1) and the strong L 2 convergence to the blow-up away from
for some c = c(n, k, C (0) ) > 0 and for sufficiently large j. Using (8.5), (4.2) and (4.7), we deduce also that
for some constant c = c(n, k, C (0) ) > 0. Now let Γ j be the orthogonal rotation of R n+k which minimizes |Γ j − id R n+k | subject to A((Γ j ) −1 * Ĉ j ) ⊂ A(C (0) ). Thus we set C ′ j = (Γ j ) −1 * Ĉ so that (a) and (d) hold with C ′ j and V j in place of C ′ and V and Γ j in place of Γ. It is immediate from the construction and the estimate of Lemma 2.2 that there exists γ ≥ 1 verifying (b) and (c). Thus indeed (B) holds for sufficiently large j, which completes the proof of the Lemma in this case.
When C (0) ∈ C n−1 , the proof is completed in an analogous manner, with Lemma 2.6 replacing the use of Lemma 2.2. In this case we must chooseθ such that cθ <θ 1 (where c is as in (8.4) and θ 1 is as in the statement of Lemma 2.6).
The next Lemma is a technical point which allows us to only consider blow-ups off sequences in P whenever C (0) ∈ P. This is an assumption which has been in place since (5 †), but we show now that it indeed suffices to consider only this scenario. We use the notation Q V (C) as in the previous lemma.
Lemma 8.2. Fix a properly aligned cone C (0) ∈ P and let δ > 0. There exists ǫ 1 = ǫ 1 (n, k, C (0) , δ) > 0 and η = η(n, k, C (0) , δ) > 0 such that the following is true. If V ∈ V, C (0) , C ∈ C and ǫ ∈ (0, ǫ 1 ) satisfy Hypotheses (⋆) and there exists Y ∈ A(C (0) ) ∩ B 1 (0) for which
where P ∈ P is defined such that
Proof. If the lemma is false then there is some fixed δ > 0, sequences of numbers (1)- (4) with V j , C j , ǫ j and Y j in place of V , C, ǫ and Y respectively but for which (8.10)
for all j and some P j ∈ P with (8.11)
From the definition of P j , the fact that C (0) ∈ P and (2) of the present lemma, we see that P j → C (0) . After first passing to a subsequence for which Y j → Y ∈ A ∩ B 1 (0), let v be a blow-up of V j off P j . On the other hand, notice that by (8.10) and the triangle inequality, we have that (8.12)
for some absolute constant c > 0. Let φ j be the function that represents C j as a graph over P j and letψ j be the function that represents P j as a graph over C (0) (away from a small neighbourhood of A(C (0) )). Define
Since φ j is locally affine, the L 2 bounds give bounds on the first derivatives and thus we can deduce that along a subsequenceĒ −1 j φ j (X +ψ j (X)) converges locally uniformly in C (0) ∩ {r > 0} ∩ B 2 (0) to some function φ, say. Dividing (8.10) byĒ 2 j and letting j → ∞ shows in fact that φ = v. Now let us see that φ ≡ 0: From (8.7) and Lemma 5.1, we have that B δ/2 (Y ) ∩ D v = ∅ and so we see from (B3) that graph v is a pair of planes. Notice again now that by a pointwise triangle inequality we have that
where c is a positive absolute constant, from which, using (8.10), we get that
This implies easily that
But now, if we writeP j for the unique pair of planes containing graph(ψ j +Ē j φ), we have (since
as j → ∞ and yet by virtue of (8.15),
for some c. Thus for sufficiently large j, we contradict (8.11) and this completes the proof of the Lemma.
8.1. Main Excess Improvement Lemma.
Lemma 8.3. Let C (0) ∈ C be properly aligned. There existsθ =θ(n, k, C (0) ) ∈ (0, 1) such that for any θ ∈ (0,θ), there is ǫ 0 = ǫ 0 (n, k, θ, C (0) ) > 0 such that the following is true: If V ∈ V, C (0) , C ∈ C and ǫ 0 > 0 satisfy Hypotheses (⋆) then there exists µ = µ(n, k, C (0) ) ∈ (0, 1), γ = γ(n, k, C (0) ,θ) ≥ 1, C ′ ∈ C and an orthogonal rotation Γ of R n+k with
(1) A(C ′ ) ⊂ A(C (0) ) (where if A(C ′ ) = ∅, we deem this to be vacuously true)
Proof. To establish the Lemma we take an arbitrary sequence {ǫ j } ∞ j=1 of positive numbers with ǫ j ↓ 0 + as j → ∞ and arbitrary sequences C j ∈ C and V j ∈ V satisfying (1)-(3) of the statement of the Lemma and prove that the conclusions of the Lemma hold along a subsequence {j ′ } of {j}.
As per the proof of Lemma 8.1, we assume that A(C (0) ) = ∅. If (A) of Lemma 8.1 fails for all sufficiently large j, then by applying Lemma 8.1 we see that (B) holds for all sufficiently large j, which is precisely the main conclusions of Lemma 8.3. Thus we may assume that there is a subsequence along which (A) of Lemma 8.1 holds. Pass to this subsequence. Thus for each j, we have Y j ∈ A(C (0) ) ∩ B 1 (0) for which (8.17)
and it is easy to see that for sufficiently large j,
This shows that for every blow-up v of V j relative to C (0) , we have D v ∩ B 1 (0) = A ∩ B 1 (0) and therefore C (0) ∈ P. Now we apply Lemma 8.2 with δ = δ 0 /2 to deduce that there is some η = η(n, k, C (0) , θ) > 0 such that for sufficiently large j,
where P j is defined via (8.9) with V j in place of V . Now we can indeed work in the proper blow-up class B(C (0) ) and complete the proof exactly as in Lemma 8.1, noting that it is indeed sufficient, in light of (8.19), to prove, as we do, that
for sufficiently large j, instead of the same inequality but with C j on the right-hand side. To see the final claim of the Lemma note that when C (0) and C are both in C n−2 , we have (from Lemma 2.2) thatĈ j is always a pair of planes. It is straightforward to check that for sufficiently large j (depending on
Main ǫ-Regularity Theorems
The proofs of Theorems 1 and 2 are very similar. We give the proof of Theorem 1 and describe afterwards the minor changes necessary to prove Theorem 2.
9.1. Proof of Theorem 1. Let c, µ andθ be such as they are in the statement of Lemma 8.3 and choose θ ∈ (0,θ) such that cθ 2µ ≤ 1/2. We claim that by iterating Lemma 8.3 we can produce a sequence {C (j) } ∞ j=1 ∈ C n−2 with (either A(C (j) = ∅ or) A(C (j) ) ⊂ C (0) and a sequence {Γ j } ∞ j=1 of orthogonal rotations of R n+k satisfying
for some c = c(n, k, θ, C (0) ) > 0 and for all j ≥ 1. To prove this claim, we construct the sequence inductively:
Let γ and ǫ 0 be as in Lemma 8.3. By choosing ǫ in Theorem 1 sufficiently small and applying Lemma 8.3 with C (0) in place of C we produce a new varifold C (1) ∈ C n−2 and Γ 1 which, by our choice of θ and the conclusions of Lemma 8.3 show that (9.1)-(9.4) hold with j = 1. Now suppose we have constructed {C (j) } J j=1 and Γ j satisfying (9.1)-(9.4). By choice of ǫ, we insist that ǫγ(1 + Note that by choosing ǫ sufficiently small such that for any Z ∈ spt V ∩ B 3/4 (0), we can repeat the proof of the claim but starting with (η Z,3/16 ) * V in place of V . Then the estimate (9.2) implies that for each Z ∈ spt V ∩ B 3/4 (0), the sequence {C (j) Z } ∞ j=1 whose existence is asserted by the claim converges to some C Z := lim j→∞ C (j) Z ∈ C n−2 and that there exists some orthogonal rotation Γ Z and α = α(n, k, C (0) ) ∈ (0, 1) for which (writing V Z := (η Z,3/16 ) * V ) we have
for all ρ ∈ (0, θ), which implies that
for all ρ ∈ (0, θ) (where again the constant c depends only on n, k and C (0) ). This estimate shows that if A(C Z ) = ∅, then (Γ Z ) * C Z is the unique tangent cone to V at Z.
Next we show that V is a C 1,α two-valued graph. First note further that for any Z ∈ spt V ∩ B 3/4 (0), we have that spt V ∩ p −1 (pZ) consists of two (possibly coinciding) points Z and Z ′ , say and that the tangent cones to V at Z and Z ′ are unique and are planes whose union is spt (Γ Z ) * C Z . Now pick two points X 1 , X 2 ∈ spt V ∩(B n 5/8 (0)×R k ) and set σ := |pX 1 −pX 2 | > 0. Then since B n 2σ (pX 2 ) ⊃ B n σ (pX 1 ), we have that
and similarly (9.12)
Combining (9.10) and (9.12) means that we can again iterate Lemma 1 starting with (η X 1 ,σ ) * V in place of V and (Γ X 2 ) * C X 2 in place of C to deduce the existence of some C ′ X 1 ∈ C n−2 for which
for all ρ ∈ (0, θ). But now (9.9) and (9.13) show that in fact C ′ X 1 = (Γ X 1 ) * C X 1 . Thus this iteration argument implies (using also (9.13) and (9.10)) that
which indeed implies that f is C 1,α . Moreover, if both X 1 , X 2 ∈ sing V , we have that
Since every tangent cone to V in B n 5/8 (0) × R k is in C n−2 , we know that graph f does not have any branch points in B n 5/8 (0) × R k , which implies that graph f | B n 5/8
(0) = graph f 1 ∪ graph f 2 , where for i = 1, 2, f i : B n 5/8 (0) → R k is a C 1,α weak solution to the Minimal Surface System (and M i := graph f i is an embedded submanifold). Standard elliptic regularity then shows that M i ∩ B n 1/2 (0) is in fact a smooth minimal submanifold for i = 1, 2. It is then clear that sing
Finally, suppose that there exists Y ∈ A(C (0) ) for which (R l+k × {Y }) ∩ sing V ∩ B 1/2 (0) contains more than one point: Pick such a Y and let Z 1 , Z 2 be two distinct such points. Write r := |Z 1 −Z 2 |. As before, by initial choice of ǫ, we can ensure that the hypotheses of Lemma 8.3 are satisfied for all such Z 1 ,Z 2 with (η Z 1 ,r/2 ) * V in place of V and C Z 2 in place of C. In particular, the hypotheses of Theorem 4.1 are satisfied. But we now contradict the first term of the estimate (4.3) because by construction (r/2) −1 (Z 2 −Z 1 ) ∈ sing(η Z 1 ,r/2 ) * V , where (r/2) −1 (Z 2 −Z 1 ) = (ξ, 0) with |(ξ, 0)| = 1/2. Thus indeed sing V ∩ B 1/2 (0) is graphical over A(C (0) ) ∩ B 1/2 (0) and (9.14) gives the claimed C 1,α estimate. This completes the proof of the theorem. ✷.
Proof of Theorem 2. The proof follows exactly the same lines as the proof of Theorem 2, except that one cannot deduce that the two-valued graph is C 1,α . The existence and regularity of ϕ is handled in the same way. In fact, we observe that B n 3/4 (0) \ p(graph ϕ) is the disjoint union of two simply connected components Ω 1 and Ω 2 , say. Since sing V ⊂ graph ϕ, we have that for any x ∈ Ω i , f (x) consists of two distinct regular points of spt V and therefore graph f ∩ (Ω i × R k ) for i = 1, 2 consists of two separate smooth minimal submanifolds. Thus we can in easily deduce that spt V \ graph ϕ consists of four minimal submanifolds. ✷
Proof of Theorem 4
In light of the standard stratification of the singular set of a minimal submanifold (see (3.1)), Theorem 4 follows directly from the following Lemma.
Lemma 10.1. Let V ∈ V. For any multiplicity two point X ∈ sing V and C ∈ Var Tan(V, X):
• If dim S(C) = n − 2, then C ∈ C n−2 .
• If dim S(C) = n − 1, then C ∈ C n−1 .
Proof. When dim S(C) = n − 1, the conclusion is in fact trivial after one observes that every cone C is itself a Lipschitz minimal two-valued graph. Thus the cross section is a one-dimensional such graph with no spine and therefore must be the union of four rays meeting at the origin. When dim S(C) = n − 2, by looking at the cross-section, the problem is immediately reduced to that of showing that a two-dimensional Lipschitz minimal two-valued graphical cone C 0 with trivial spine must be a pair of planes meeting only at the origin. Suppose then that C 0 is the varifold associated to the graph of the two-valued function f : R 2 → R k . We will analyse the link Σ := spt C 0 ∩ S 1+k , which is defines a one-dimensional stationary varifold in the sphere S 1+k . If the link does not contain any singularities, then (by the Allard-Almgren classification of one-dimensional stationary varifolds in Riemannian manifolds - [AA76] ) it is the disjoint union of two great circles, in which case C 0 is a pair of planes meeting only at the origin and we are done. Thus we may assume that Σ has at least one singular point. In fact we show that this leads to a contradiction.
Lemma A.1. Let C = 4 j=1 |H j | ∈ C n−1 be properly aligned and let D ⊂ A be closed. Suppose there are numbers β, β 1 , β 2 ∈ (0, ∞), µ ∈ (0, 1) and ǫ ∈ (0, 1/4) such that the following hold:
Either D = A, w ∈ C 2 (C ∩ {r > 0} ∩ B n 1 (0); C ⊥ ) and we have: 1) For each z ∈ D ∩ B 3/4 (0), there is a function l z : C → C ⊥ of the form l z = ψ z + κ ⊥ C z where ψ z ∈ (H2) with sup C∩{r>0}∩B n 1 (0) |l z | ≤ β and κ z ∈ R 1+k × {0} m with |κ z | ≤ cβ such that for each l ∈ (H2) with sup C∩{r>0}∩B n 1 (0) |l| ≤ β and κ ∈ R 1+k × {0} m with |κ| ≤ cβ and all 0 < σ ≤ ρ/2 < 1 2 min{1/4, dist(z, D)}.
Then for each j = 1, .., 4, we have that w| H j ∩{r>0}∩B 1/2 (0) extends continuously up to {r = 0} ∩ B 1/2 (0) and is in C 1,λ (H j ∩ {r ≥ 0} ∩ B 1/2 (0), C ⊥ ) for some λ = λ(n, k, β 1 , β 2 , ǫ, µ ∈ (0, 1)) with where c = c(n, k, β 1 , β 2 ) ∈ (0, ∞). The proof shows that there is ǫ ′ = ǫ ′ (n, k, β 1 , β 2 , µ, ǫ) > 0 such that at each point z ∈ A ∩ B 1/2 (0), there is l z ∈ (H2) with sup C∩{r>0}∩B n 1 (0) |l z | ≤ β and κ z ∈ R 1+k × {0} m with |κ z | ≤ cβ such that for each σ ∈ (0, 1/4] and any l = ψ + κ ⊥ C with sup C∩{r>0}∩B n 1 (0) |ψ| ≤ β and κ ∈ R 1+k × {0} m with |κ| ≤ cβ. By iterating inequality (A.5) with ρ = γ j for j = 1, 2, ... and using inequality (A.6), we see that for each z ∈ (A\D)∩ B 3/4 (0), there is an integer j ⋆ ≥ 1 such that γ j⋆+1 < dist(z 1 |w − l Y | 2 dH n , (A.8) for j ∈ {1, ., , , j ⋆ }. Thus if j ⋆ ≥ 1, we get from using the triangle inequality, followed by (A.8) with j = j ⋆ and (A.7) with σ = 1/2: for some constant c = c(n, k, γ) ∈ (0, ∞). In particular, this implies that (A.9) (γ j )
−n−2
Then, using (A.8) and the triangle inequality again we can deduce that for j = 1, ..., j ⋆ , we have (A.10) (γ j )
where c = c(n, k, γ) ∈ (0, ∞). Now, using (A.7), (A.8), (A.9) and the fact that |κ Y | ≤ β, for any z ∈ C ∩ B 3/4 (0) we have, for z ∈ (A \ D) ∩ B 3/4 (0):
Proof. These statements are well-known to the experts and their proofs will not be reproduced here. The first is classical (but it is proved for general second order linear elliptic operators in [Ser64] ). The second statement is easy to prove given that the hypothesis on D imply that it has zero 1-capacity (for a detailed introduction to p-capacity, see [EG92] ). The third is proved in [Krá83] and is also true for more general elliptic operators (see e.g. [JL05] ).
for each j = 1, 2, .... Write λ j := H n (graph u j ∩ A) 1/n > 0. We dilate R n+k by η 0,λ j : X → as j → ∞. Using both (A.31) and (A.32) we can then check that the sequence {v j } ∞ j=1 is uniformly bounded on compact subsets of R n . Since (A.32) implies that the sequence is uniformly bounded, Arzéla-Ascoli implies that there exists a subsequence {j ′ } of {j} and a Lipschitz function v : R n → R k for which v j ′ → v uniformly on compact subsets of R n . In fact, we get from (A.32) that Dv ≡ 0 and so v is constant. Moreover, there exists a fixed radius R > 0 for which proj P (graph v j ∩ A) ⊂ B n R (0) for all j. Therefore, by making appropriate substitutions in the integrands in (A.30) we get that (A.33)
However, since the uniform limit v is constant and satisfies H n (graph v ∩ A) = 1, we know that the left-hand side is bounded above independent of j and the right-hand side below. By taking limits in j, this leads to a contradiction. Explicitly, there are c, C ∈ (0, ∞), depending only on n, k and Q such that
which is impossible. Thus indeed (A.28) holds for sufficiently small ǫ > 0 and for some c = c(n, k, Q) ∈ (0, ∞).
