The data generated by scientific simulation, sensor, monitor or optical telescope has increased with dramatic speed. In order to analyze the raw data fast and space efficiently, data pre-process operation is needed to achieve better performance in data analysis phase.
Introduction
In these days, more and more scientific applications have been benefiting from the MapReduce framework [9] . These applications share the property that they generate, collect and maintain vast volumes of data, and also require large computing resource to process data [7] . For example, earthquake prediction and analytic model collect up-dated and detailed data of earth activity around the world [8] to let geologists generate a more accurate and efficient earthquake analytic model. These data are collected in every second and delivered to computation unit for process. Many other scientific research applications such as bioinformation model, vision simulation, climate prediction and realistic graphic animation shares same properties generate, store and process multi-TeraByte data. MapReduce is a good candidate for these applications as MapReduce jobs are distributed into multiple sub-jobs and processed concurrently. The distributed property improves the processing speed and improves the execution efficiency.
For many analytic applications, data set are generated and stored in a matrix manner naturally. For example, the weather monitors application sensing and records the temperature and humidity variation in real time. Scientists analyze posted data to forecast the future weather changes. One impelling analytic requirement is to compare the data values among different periods in the same day or the same time among different days. Apparently, storing the data set into a matrix manner will bring performance benefit for the future analysis. Instead of reading the entire data set, the scientist just needs to read the data set in the same row to analyze the temperature change during the same day or to review the data set in the same column to analyze the humidity variation in a month. Therefore, the way the dataset is stored in a file system has an intimate relationship with how it is accessed.
In distributed file systems like HDFS (Hadoop Distributed File System) [6] which adopts MapReduce framework, the data is stored sequentially and read stream in default. Unfortunately, such storage feature breaks the aforementioned intimate relationship between how the dataset is stored in HDFS and the way data analysis program accesses. Using the weather monitoring application as an example, when file is stored in HDFS sequentially, the data in the same column are separated and distributed among the entire file system. When one column of data are needed, instead of just reading one column, the whole file will be accessed. An inappropriate data layout will affect the data processing efficiency as it results in reading excess amount of data than actually being required. Meanwhile, storing the data set in a file system with one access pattern cannot fit various applications with different access patterns. After the monitor data set is generated and stored in a file system, the analytic applications with various access patterns will access the data set to perform different data analyses. For example, temperature data is used for analyzing data fluctuations in different time periods, like in a day or in a year. Based on the specific analytic requirement, the data set will be accessed in either row based or in column based.
In order to deal with the aforementioned challenges, we propose a new concentric data layout scheme. Concentric data layout is a hierarchical data layout algorithm which stores data in a two-dimensional way. Its unique combination of row based access pattern and column based access pattern makes it works well for many scientific applications using matrix data structures. In concentric data layout, affiliated data are stored into the same chunk and hence maintain the original logical properties. As the data are stored in two dimensional manners, accessing the data in either row or column will lead to comparable performance, and realize the optimal overall performance when applications access the same matrix data set in different patterns. Our experiments show that the concentric data layout is able to significantly improve the I/O performance by reducing the total number of chunks being accessed for scientific analytic applications using matrix data structures.
The paper is organized as follows, section 2 introduces the background of MapReduce framework and matrix related data access pattern. In section 3, we propose the concentric data layout in detail and discuss the experimental results in section 4. Section 5 introduces the related work while the conclusion and further works are discussed in section 6.
Background
In this section, we introduce the HDFS, MapReduce framework and data access patterns in matrix data set in brief.
HDFS and MapReduce framework
The Hadoop Distributed File System (HDFS) is a distributed file system designed to run on commodity hardware [1] . The default storage unit in HDFS is called chunk which usually has the size of 64MB or 128 MB. The aim of HDFS is to benefit the application with large data sets. It provides high throughput access to application data.
MapReduce framework is introduced by Google to support distributed computing with large data sets on cluster of computers [2] . A standard MapReduce program includes two phases, the Map and the Reduce. The input and output for these phases are defined in the form of a key and a value pair. During the MapReduce phases, the MapReduce program will read the contiguous chunks in the Map phase, and generate the <key, value> pair based on the stripes which will be processed by one map task. In the reduce phase, all the stripes assigned to one task will be grouped together. This mechanism works well when data is accessed in a continuous manner which the order of input data does not affect the output result. However, it cannot fit for some analytic applications which require retrieving and processing data complex with particular order and specific manner.
Data access pattern in matrix data set
Continuous Access Pattern: Continuous access pattern is the most widely used data access pattern. In continuous access pattern, data are accessed in roundrobin manner without considering data dependency. It is widely used in applications in which the data are independent with each other; the task can be divided into many sub tasks and processed synchronously. This model fits best with HDFS because the features of streaming access and batch process match with roundrobin access pattern perfectly. The application with round-robin access pattern can yields the best I/O performance when processed by MapReduce framework.
Matrix Access Pattern: Row-based or columnbased access pattern are two basic matrix access patterns for matrix data set. It is widely used in scientific analytic applications. For many scientific applications, data are stored with two-dimensional manner in logical file which helps to keep data dependency between each other. However, when the data in logical file with dimension property are stored into physical storage media, data lose their higher level property in file system and become stream bytes. Rowbased data access pattern is similar with continuous data access pattern, but it remains the data relationship with each other. In row-based access pattern, the data closed to each other are located close logically. Group Access Pattern: Some analytic applications require complex data analysis like group access pattern. Group access pattern is a combined data access pattern which generally used in matrix computation, like matrix multiplication. It requires accessing the row and the column in same matrix set at the same time. The Figure 1 (c) demonstrates one example of concentric access that the first row and first column are required. For group access pattern, the data access is two dimensional. It is turned out to be extremely inefficient when data are stored in one dimensional manner. The data utilization rate is decreased because only a small part of accessed data is useful for further analysis.
Concentric Data Layout
In this section we propose concentric data layout, a matrix-specific data layout optimization strategy to benefit the matrix data access pattern and group data access pattern.
Problem Description
In HDFS, the data are stored continuously and read as stream by default. The problem of this method is that it generates very poor performance for many noncontinuous access patterns. The non-contiguous access pattern generally maps stripes to a distributed set of chunks and results in small I/O problem. The noncontiguous data access impacts the performance in two ways. First, it results in reading excess amount of data than required; second, the stripes assigned to a task may map to a large number of chunks, making the task scheduling extremely challenging.
For example, in practical applications such as matrix operations, accessing column data is very common. However, the default continuous storage data layout results in excessive chunks access with terrible data utilization rate, and arise in extensive data overload. In order to read small data in KBs, the block with 64MB need to be retrieved. The research indicates that the small I/O problem is caused by the fact that the file is treated as linear bytes in the file system, and loses the higher level property at the lower level of file system. For example, from the user's point of view, it is nature to store the data in a multidimensional way in a matrix operation as it is easier to express the data dependency and other information. However, when the file is stored in a linear file system, the multidimensional array is flattened into one dimensional array and the higher level information is lost at the lower level file system, unrelated data is retrieved substantially when user tries to read data with certain relationship. Therefore, in order to improve the reading efficiency for matrix access pattern, new data layout needed to be proposed.
Concentric Algorithm
We propose a data restructuring algorithm for matrix data access pattern and group data access pattern which are common in scientific applications. Concentric data layout is a hierarchy data restructuring strategy that maintains the dimensional property in multiple-dimensional way. Figure 2 indicates the possible problems which may be aroused by continuous data layout. In figure 2 we show a two dimensional matrix file with a chunk size of 4 elements. Suppose each map task processes one chunk, and chunks are stored consecutively, e.g. chunk 0 contains elements 1, 2, 3 and 4, chunk 1 contains 5, 6, 7 and 8 and so on.
From the Figure 2 we can see this continuous storage method flats the two dimensional matrix into a linear sequence of elements. Each element just maintains the information about its peers within the Figure 2 . Row based access pattern in matrix data set same row, but lose the information about the neighbors in the same column. Therefore, this data layout is just suitable for row based access pattern. Assuming the first row of data in the array is needed to be processed, the first row with 2 chunks will be processed by two map tasks. In this case, all the data in accessed chunks are useful and the data access efficiency is 100%. However, when data access pattern turns into vertical, the I/O performance becomes disappointing. For example, when the first column is needs to be processed, the whole file, from chunk 0 to 16 will be processed because data are stored sequentially. It greatly deteriorates the I/O performance as the whole file is retrieved, but only the first elements in the chunk with even chunk numbers are useful. In this case the data utilization is only 12. Considering a matrix file with a size of and the elements with the size of 64KB., in worst case, each 64MB chunk will be processed with only 64KB useful data, leaving the data access efficiency lower near to 0%. The above examples sufficiently show the inflexibility of continuous data layout and demonstrate it cannot be adapted to the requirement of variable access patterns in matrix file. Contrary to continuous data layout, data are stored in multidimensional way in concentric data layout. The deployment of matrix file can be represented as a matrix and each data element has a small data size like 1KB. Meanwhile, the size of each chunk, which is 64M by default, can be treated as a submatrix. Therefore, the whole file can be divided into multiple sub-matrixes and each sub-matrix represents a multidimensional chunk. Instead of store the data into the chunk linearly, the concentric data layout stores the data within the same sub-matrix into one chunk.
Compared with the general data layout of linear data storage, the concentric data layout maintains the multi-dimensional property of the matrix. For each Figure 3 . Concentric data layout chunk, it stores a small square part of the data, the data within the same chunk not only knows its right and left elements (elements in the same row), but also the elements above and below it (elements in the same column). Furthermore, unlike traditional data layout in HDFS where the chunks are stored sequentially in file system, chunks in concentric data layout are stored symmetrically. Starting with the chunk located at the diagonal, chunks in rows and columns are stored into file system alternately. By storing the chunks symmetrically, accessing row and column will retrieve the same number of chunks. The symmetric storage strategy aims to yield the best average I/O performance in group access pattern. Figure 3 indicates the implementation of concentric data layout in a two dimensional matrix file. It shows that the concentric data layout is a hierarchy data layout which maintains the dimensional property. In our example, the 2-dimensional matrix has the size of and the chunk size is 4. Therefore, the matrix can be divided into 16 sub-matrixes, each of which contains 4 elements. For example, elements 1, 2, 9 and 10 within the first square belong to chunk 1, elements 3, 4, 11 and 12 in second square belong to chunk 2, and so on. Chunk 1 at the intersection of row 1 and column 1 is stored into HDFS first, and chunks beside and below are stored symmetrically. Repeat this process until reach the end of a row or column. When reach the end of the row or column, the chunk at the intersection of next row and column start a new cycle.
For matrix in Figure 3 , we assume each map task processes one chunk, and then processing whole file requires 16 map tasks in total. When data in the first row is required, chunks 1 to 7 are accessed; the data access efficiency is 28%. Likewise, the same chunks will be accessed with the data access efficiency of 28% when the data in the first column is needed. Compare to continuous data layout (Figure 1 ), the number of chunks accessed increased from 2 chunks to 7 chunks when reading the first row of the array. However, the number of chunks accessed dropped from 16 chunks to 7 chunks in column data access pattern. Considering the probability of row based or column based access pattern is independent, the average number of accessed chunk is dropped from 9 chunks per access to 7 chunks per access. Concentric data layout achieves better performance with group access pattern, where a row and a column are accessed at same time. Suppose the first row and first column are required by analytic application, 7 chunks are retrieved when running the MapReduce program with concentric data layout. Without concentric data layout, the number of chunks needed to be retrieve is 16, which means the MapReduce program have to read the whole file to receive all required data. For a matrix file with the chunks size of , 16K chunks are accessed when the first row or column are accessed. Comparing with the continuous data layout with an average access number of 64M chunks per access, the saving is astonishing.
The pseudo code for concentric data layout is as following.
Algorithm 1 Concentric Data Restructuring Algorithm Input:
, the number of elements per chunk , the number of elements in a matrix Output 
Mathematical Analysis
We compare the average performance between concentric data layout and continuous data layout based on the following assumptions.
First, the data set can be accessed by different access patterns.
Second, the access patterns are row based, column based or group based.
Third, the possibility for each access pattern is equal. As n is larger than k in Hadoop file system, concentric data layout results less chunk access and relieves the data overhead.
Performance Evaluation and Analysis
In this section we evaluate the performance of concentric algorithm against the continuous access pattern. Because most of the HPC analytics applications with group access patterns still need to be developed, there are no established benchmarks available to test our design. We carry out a prototype implementation with group data layout and matrix data layout on H discussed analyze the demonstrat amount of solves the working ef
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We layout stores the data within same group into close chunks. When application requires group data, it needs to retrieve fewer chunks to read all required data. As we have mentioned, in our experiment each map task processes one chunk with the default chunk size of 64MB. Therefore, the fewer chunks the application retrieved, the less map tasks it required. Compare with continuous data layout, concentric data layout makes MapReduce program accesses less chunks and hence require less map tasks. From the experiment result, we can draw the conclusion that the concentric data layout relieves task scheduling problem.
Related Work
Many approaches have been adopted to relieve the small I/O problem in HPC application, especially for applications using MPI/MPI_IO. Data sieving [2] is an optimization technique to deal with small I/O problem. According to data sieving algorithm, instead of accessing each contiguous portion of the data separately, a single contiguous chunk of data starting from the first requested byte up to the last requested byte is read into a temporary buffer in memory. The advantage of this algorithm is that data is always accessed in large chunks. However, the limitation of this simple algorithm is obvious. The data sieving requires the temporary buffer into which data is first read must be as large as the total number of chunk, which generates excessive amount of unnecessary data. Collective I/O[2] also allows process to read a contiguous chunk of data but then using MPI framework, it redistributes the data among multiple processes as required by them. Besides, applying collective I/O with two-phase implementation in large scale system will result in communication overhead among processes. PLFS [3] is another approaches for small I/O problem. PLFS is a file system which mounted on the top of an existing parallel file system and re-maps an applications' write access pattern to be optimized for the under-laying file system. DFS [4] provides striping mechanisms that divides a file into small pieces and distributed them across multiple storage devices for parallel data access. Our work is different from the above mentioned approaches. In our work, we reconstruct the data layout and processes do not need to communicate with others due to the data reorganization. Our work successfully maintains the shared-noting architecture for scalability. DPFS [5] proposed a multi-dimension data layout to process matrix data set. It takes the data relationship in the matrix data set into consideration and improves the data access efficiency. However, the multi-dimension data layout just focus on row/column based data access. In our work, the concentric data layout can work with more complicated access requirement like group data access pattern.
Conclusion
In this paper we present a concentric data layout algorithm to support data analytics applications using matrix data structures. Concentric data layout is an optimization strategy which works well with various data access patterns among a matrix-structured data set. It is a hierarchical data layout which maintains the dimensional property in a multidimensional way. In concentric data layout, instead of storing the data into chunks continuously, data located within the same submatrix is stored into the same chunk, and then chunks are stored into Hadoop file system symmetrically. The concentric data layout is able to significantly boost the I/O performance for data analytics programs by matching with their mixed row-based and columnbased access patterns. Our experiments on a revised Hadoop prototype show that, given a concentric layout, a MapReduce program accesses fewer chunks when reading a group of data in a matrix file compared to current continuous layout in Hadoop file system, and thereby significantly improve the I/O read performance for matrix specific data analysis applications.
