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Refocusing of a quantum system in NMR and quantum information processing can be achieved
by application of short pulses according to the methods of spin echo and dynamical decoupling.
However, these methods are strongly limited by the requirement that the evolution of the system
between pulses be suitably small. Here we show how refocusing may be achieved for arbitrary (but
time-independent) evolution of the system between pulses. We first illustrate the procedure with one-
qubit systems, and then generalize to d-dimensional quantum systems. We also give an application of
this result to quantum computation, proving a new version of the Solovay-Kitaev theorem that does
not require inverse gates.
An isolated quantum system will evolve in time ac-
cording to its inherent Hamiltonian. This can often be
an undesirable effect that needs to be corrected. Within
the field of nuclear magnetic resonance (NMR), a tech-
nique known as spin echo is often employed to correct
for some kinds of evolution by applying a particular
radio-frequency pulse to the system at a certain time
that causes the state of the system to ‘refocus’ [1, 2].
It is also an issue very commonly encountered within
quantum information processing [3–10], where an un-
wanted always-on evolution leads to a coupling be-
tween two initially isolated systems. One method of
dealing with this, known as dynamical decoupling, is
an extension of refocusing in spin echo, and involves
applying several ‘control pulses’ to the combined sys-
tem over a period of time to dynamically eliminate the
coupling [10]. In addition, the sequence and timing of
the control pulses is independent of both systems.
The main difficulty in using dynamical decoupling
methods in general is that the method requires the joint-
system evolution between pulses to be small—the larger
the Hamiltonian that produces the coupling, the smaller
the time interval between the pulses must be for the dy-
namical decoupling method to be effective, and hence
the more frequent the pulses must be. This could pose
a problem in some systems with strong coupling, or in
systems where pulses cannot be applied as frequently.
Thus it is clear that at some point, the dynamical decou-
pling methods must break down.
In Quantum Computing, this idea recasts itself as a
different problem, viz. the problem of inverting an un-
known black-box unitary operation U, given access to
as many uses of the black-box as necessary. If additional
ancilla systems are available, this can in principle be
achieved by performing full process tomography of the
operator. The results of [11] give another ancilla-assisted
method for achieving this, without requiring full tomog-
raphy, in which the number of control unitaries scales
as a polynomial in 1/e, where e is the error in the out-
put. However, in many practical scenarios, ancillas are
not available. Even when they are, carefully engineer-
ing complex interactions between ancilla systems and
the system to be refocused is typically difficult or infea-
sible. We will work in a much more restrictive setup, in
which all control unitaries are required to act on a sin-
gle system with the state space of U. For example, if U
is a one-qubit operator, we only allow operations to be
performed on that one qubit.
In this letter, we derive a universal procedure to refo-
cus any unitary U to arbitrary accuracy. We find a se-
quence of unitary operations {R1, . . . , Rn}, independent
of U, such that
R1UR2U · · ·URnU ≈ 1. (1)
More precisely, ‖R1UR2U · · ·URnU − 1‖ ≤ e, where
the number n of control unitaries R only needs to scale
as n = O(log2(1/e)). Since the procedure works for
arbitrary U, it is able to refocus completely unknown
time-independent unitary dynamics—or equivalently,
arbitrary, unknown, fixed Hamiltonian dynamics of any
strength.
Efficient gate approximation without inverses. An ap-
plication of our refocusing result to quantum computa-
tion is to extend one of the central results in quantum
compiling—the Solovay-Kitaev theorem [12, 13]—to the
case when inverse gates are not included. Informally,
the original Solovay-Kitaev result proves that a univer-
sal quantum gate set that includes inverse gates can sim-
ulate any other universal gate set to arbitrary precision
e, with at most log3+o(1)(1/e) overhead. This is funda-
mental to the theory of quantum circuits and to practical
quantum computation, as it shows that any universal
gate set can simulate any other with low overhead. In a
circuit of size L we can think of e as O(1/L), so changing
from one universal gate set to another would increase
the number of gates to at most L log3+o(1)(L). However,
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2when inverse gates are not included, all known variants
of the Solovay-Kitaev theorem [13, 14] fail. The only pre-
viously known method of approximating the inverse of
a gate U was to wait until a member of the sequence
U, U2, U3, . . . approximated U−1, which in general re-
quired overhead 1/ed
2−1, i.e. 1/e3 for qubits. Thus, a
circuit of size L would turn into poly(L) gates, which
is a large enough overhead to overwhelm the polyno-
mial speedup from algorithms such as Grover’s. By
using our refocusing result to efficiently approximate
inverse gates, we obtain a new inverse-free version of
the Solovay-Kitaev theorem: Any universal quantum
gate set that includes the Pauli operators (or Weyl op-
erators for qudits; see below) can simulate any other
universal gate set to arbitrary precision e, with at most
poly log(1/e) overhead. (See Appendix for proof de-
tails.)
In the remainder of the paper we describe the refocus-
ing procedure for a one-qubit system, and then derive
the general case of d-dimensional systems.
One-Qubit Unitary Noise. We describe here the pro-
cedure to eliminate systematic noise on one-qubit sys-
tems. Any unitary operation U ∈ SU (2) may be written
in the form U = e−iH , where the Hamiltonian H is of
the form H = h · σ, where σ = (X, Y, Z)T is the vector
of Pauli matrices, and h ∈ R3.
We introduce the function
f (U) := XUXYUYZUZU
which can be seen to give 1 to first order in H when
expanded as a power series. Thus, we expect that for U
within a certain distance of 1, the recursive application
of f will reduce this distance. This forms the basis of
concatenated dynamical decoupling [3, 5, 7, 8, 10], and
one of the stages of our procedure.
Outside of this region, f does not necessarily reduce
this distance; in fact, f has several fixed points and cy-
cles. For example, the unitary operator 1−i2
( 1 i
−1 i
)
is a
fixed point, and ( 1−i2
( i i
−1 1
)
, 1−i2
( 1 −1
i i
)
) is a two-cycle.
This is a key motivation for developing a randomised
(rather than deterministic) protocol for refocusing.
Note that f can be expressed in the form of eq. (1) as
f (U) = −XUZUXUZU.
The analysis for the one-qubit case can be computed
explicitly, and we do so in the following three stages:
1. In terms of a chosen measure of distance, we lower
bound the size of the neighbourhood of 1 for
which an application of f reduces the distance to
1. We shall call this the shrinking region. This is
the crux of concatenated dynamical decoupling,
which can only be applied within this region.
2. We find other points in SU (2) that are mapped
exactly to 1 under a single application of f , and
hence (by continuity of f ) determine regions that
are mapped into the shrinking region. We call
these jumping regions.
3. We apply certain random operations to our uni-
tary and lower bound the probability of moving
it into one of the jumping regions. We call these
random conjugations.
Bounding the shrinking region.—Any U ∈ SU (2) can be
written in the form (see Appendix)
U = a1+ ibX + icY + idZ,
a2 + b2 + c2 + d2 = 1, a, b, c, d ∈ R. (2)
Using the Hilbert-Schmidt norm ‖A‖ = 12
√
Tr(A† A),
we define the distance between U and 1 to be ε0 :=
‖U − 1‖ = √1− a. A straightforward matrix multipli-
cation then tells us that the distance between f (U) and
1 is ε1 :=
√
8|bd|. Now
ε1 =
√
8|bd| ≤
√
2(b2 + d2) ≤
√
2(1− a2) ≤
√
8ε20. (3)
where the second inequality follows from eq. (2).
If εm is the distance from 1 after m applications
of f , then repeated application of eq. (3) implies that
εm ≤
√
8
2m−1
ε2
m
0 . Choosing ε0 ≤ 1/4 gives us doubly-
exponential convergence towards 1 as m increases, that
is, εm ≤ 1√8 2−2
m−1
.
We thus define the shrinking region to be 1− a = ε20 ≤
1/16. This is represented in Figure 1 as region A.
Bounding the jumping regions.—We saw previously that
ε1 =
√
8|bd|. To simply ensure that f (U) be inside the
shrinking region, we require that ε1 ≤ 1/4. Denote the
“jumping” region by J ≡ f−1(A), and observe that J is
the set of U with |bd| ≤ 1/√128; see Figure 1.
Bounding the probability of landing in a jumping region
after applying a random conjugation.—We now write U in
the form U = a1 + i(u · σ), where u = (b, c, d)T and
σ = (X, Y, Z)T . The operation we apply is conjugation
by an operator R = r · σ, where r is a real unit vector,
and R is unitary. Then
U′ = RUR† = a1+ iu′ · σ.
where u′ = [2(r · u)r − u] = (b′, c′, d′)T . This transfor-
mation has two important properties:
• The distance from 1 is invariant. This ensures that
the unitary can never leave the shrinking region
once inside it;
• u′ is the rotation of u by pi about the vector r.
Thus choosing r to point in a uniformly random
direction (according to the spherical measure on
S2) ensures that u′ also points in a similarly uni-
formly random direction (with |u′| = |u|). In Fig-
ure 1, this would be represented by a reflection of
the sphere in a vertical plane.
3FIG. 1. Universal refocusing for U ∈ SU (2). For illustration
we set c = 0 in eq. (2) so that the surface of the sphere repre-
sents the remaining part of SU (2). A represents the shrinking
region, with U = 1 marked at its center point. J ≡ f−1(A)
is the jumping region, for which |bd| ≤ 1/√128. The action
of a random conjugation R = r ·σ (where, for this illustration,
r = (r1, 0, r3)) is to reflect the sphere in a plane along the a axis
containing 1, leaving the distance to 1 invariant.
We now lower bound the probability that U′ is in a
jumping region. To do so, we write u′ in spherical coor-
dinates: u′ = (b′, c′, d′)Tcart = (|u|, θ, φ)Tsph. The jumping
region J corresponds to the unitaries with
|u|2| cos(θ) sin(θ) cos(φ)| ≤ 1√
128
. (4)
Recall that θ, φ are drawn uniformly at random from the
sphere, while |u| depends on U. To eliminate this de-
pendence we can bound
P[U′ ∈ J] ≥ P
[
| cos(θ) sin(θ) cos(φ)| ≤ 1/
√
128
]
≈ 0.271 . . .
The constant 0.271 . . . can be obtained by numerical inte-
gration, and for notational convenience we will simply
use P[U′ ∈ J] ≥ 1/4.
We now introduce the function g(U) = (r · σ)U(r ·
σ)†, where each application of g chooses a unit direction
vector r uniformly at random according to the spherical
measure on S2. Consider ( f ◦ g)◦l , i.e. f and g composed
l times. In order to enter a jumping region with proba-
bility ≥ 1− η we require
l ≥ log2(1/η)
log2(4/3)
.
Once in the shrinking region, we require a further m
steps to get within e := el+m distance of the identity,
where
m ≥ log2 log2
(
1√
8e
)
+ 1.
Combining these and introducing the function
F(U) := ( f ◦ g)◦k, we see that if
k ≥ log2(1/η)
log2(4/3)
+ log2 log2
(
1√
8e
)
+ 1 (5)
U will be mapped to within e distance of 1 with proba-
bility ≥ 1− η. Expanding F(U) gives a pulse sequence
of the form R1UR2 · · · RnURn+1, which can be changed
into the form of eq. (1) by conjugating by R†n+1.
The number of pulses (n) required for the full refocus-
ing function F is the same as the number of uses of U,
which is 4k. Thus we see that the number of pulses is
bounded by
n = 4k ≤ 16
η5
log22
(
1√
8e
)
. (6)
The multiplicative factor of 16 comes from the fact that k
may need to be rounded up to the nearest integer greater
than the RHS of eq. (5). In addition, we have rounded
the power of 1/η up from 2/ log2(4/3) ≈ 4.82 to 5.
Refocusing in d-dimensional systems. Though the
basic idea of the one-qubit case generalizes to d dimen-
sions, it is more difficult to determine the jumping re-
gions, and not at all clear that random conjugations can
even bring arbitrary d-dimensional unitary operations
close to these jumping regions. However, we will show
there exist jumping regions that can be reached from any
unitary.
Bounding the d-dimensional shrinking region.—We can
generalize the ideas from the one-qubit case to qudits
of dimension d, with basis {|0〉 , . . . , |d− 1〉}. The oper-
ators acting on the quantum system can be described by
the (d2 − 1)-dimensional Lie algebra su(d) with corre-
sponding Lie group SU (d). Let {ρt}d2−2t=0 be a basis for
su(d). It is well-known [15] that all ρt are traceless and
anti-Hermitian. In addition, let us introduce the unitary
Weyl operators [16] X and Z (generalized d-dimensional
versions of those used in the one-qubit case) by
X |x〉 = |x + 1 (mod d)〉 , Z |x〉 = ωx |x〉 (7)
where ω = exp(2pii/d) is a primitive dth root of unity.
With a = (a1, a2)T and a1, a2 ∈ [d] = {0, . . . , d− 1}, we
define σa = Za1 Xa2 .
We introduce the mapping f : G → G, defined by
f (U) = ∏
a∈[d]2
σaUσ†a. (8)
Using the operator norm, we define the distance be-
tween an operator W and 1 to be ‖W − 1‖. If we
4define ε0 := ‖U − 1‖, then (see Appendix) provided
ε0 ≤ 1/(2α), we find that
εm < 2−2
m
/α, (9)
where
α = 2d
2+1. (10)
Thus we define the shrinking region to be
‖U − 1‖ = ε0 ≤ 1/(2α). (11)
Finding the d-dimensional jumping regions.—We can
write U = eH , where H ∈ su(d). We show in the Ap-
pendix that if U (and hence H) is diagonal, f (U) = 1.
Thus the jumping regions include the neighbourhoods
of all diagonal unitaries.
Bounding the d-dimensional jumping regions.—Suppose
we have a W such that f (W) = 1, and let W ′ = W(1+
δW). Use of the hybrid argument in [17] then yields
‖ f (W)− 1‖ ≤ d2‖δW‖ (see Appendix for details). Re-
calling eq. (11), we therefore see that if
‖δW‖ ≤ δ := 1
2αd2
, (12)
then f (W) will be in the shrinking region.
Bounding the probability of landing in a d-dimensional
jumping region after applying a random conjugation.—Here
we conjugate U with a Haar random unitary V ∈ SU (d)
(i.e. uniformly random with respect to the Haar measure
[18]) and bound the probability that the resulting oper-
ator is close to diagonal, and thus in a jumping region.
Conjugation is a useful operation to apply since
‖VUV† − 1‖ = ‖V(U − 1)V†‖ = ‖U − 1‖
and thus, as in the one-qubit case, it leaves the distance
from the identity invariant.
We note that there is at least one good choice of V:
let V0 be a unitary such that V0UV†0 is diagonal. While
V = V0 has zero probability, we argue that there is a
non-negligible probability that V will be close to V0. In
the Appendix we show that
P[‖V −V0‖ ≤ δ] ≥ (δ/10)d2−1. (13)
Summary of the d-dimensional case.—We summarize the
results below:
1. Given U ∈ SU (d), the shrinking region is de-
fined (from eq. (11)) by ε0 ≤ 1/(2α), where (from
eq. (10)) α = 2d
2+1. Within this region, f pro-
vides doubly-exponential convergence to 1. More
specifically, (from eq. (9)) we have that εm <
2−2m /α.
2. The jumping regions include W(1 + δW), where
W is diagonal, and (from eq. (12)) ‖δW‖ ≤ δ =
1/(2αd2)
3. Applying a random conjugation gives us (from
eq. (13)) a probability of at least p := (δ/10)d
2−1
of landing in a jumping region.
As in the one-qubit case, we now introduce the function
g(U) = VUV†, where each application of g chooses a
unitary V uniformly at random according to the Haar
measure on SU (d). Consider the function F(U) = ( f ◦
g)◦k, i.e. f and g composed k times. Following identical
logic to the qubit case, we deduce that if
k ≥ log2 η
log2(1− p)
+ log2 log2
(
1
αe
)
(14)
then U will be mapped to within e distance of 1 with
probability ≥ 1− η. As before, F can then be trivially
expanded in the form of eq. (1) to give the required func-
tion.
The number of pulses (n) required for the full refo-
cusing function F is the same as the number of uses of
U, which is d2k. Thus we see that the number of pulses
looks like
n = d2k ≤ d2
(
1
η
)2O(d4) (
log2
(
1
e
)
− d2 − 1
)2 log2 d
,
where the multiplicative factor of d2 comes from the fact
that k may need to be rounded up to the nearest inte-
ger greater than the RHS of eq. (14). For fixed d, we
see that this is similar to eq. (6) from the one-qubit case.
With increasing d, we see that the dependence on e in-
creases only modestly (owing to the decrease in size of
the shrinking region), but the number of steps required
to maintain the probability of success, 1 − η, increases
doubly-exponentially in the Hilbert-space dimension.
Finally, we mention some interesting open questions.
One may ask whether it is possible to have sequences
where η = 0. The randomness is important to our anal-
ysis. Moreover, the function f contains fixed points and
cycles of various orders, and the random conjugations
serve to break free of these fixed points. Indeed, we con-
jecture that there are cycles of all orders. However, it
may be possible to avoid the random conjugations com-
pletely. Numerical simulations strongly suggest these
cycles form a zero-measure subset of SU (d), and that
the only stable fixed point of f is 1. We leave rigorous
proof of these conjectures as an interesting open prob-
lem.
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Appendix
ONE-QUBIT UNITARY NOISE
Bounding the shrinking region
This section proves the result stated in eq. (2), that any unitary operation U ∈ SU (2) can be expressed in the form U =
a1+ ibX + icY + idZ, where a2 + b2 + c2 + d2 = 1, a, b, c, d ∈ R.
As we made key use of this for qubit refocusing, we recall here the result that any unitary operation U ∈ SU (2)
may be written in the form U = eiu·σ , where u = (u1, u2, u3) ∈ R3, and σ = (X, Y, Z). Since (u · σ)2 = |u|21, we
see that if u 6= 0,
U = eiu·σ = (cos |u|)1+ i(sin |u|)(uˆ · σ)
where uˆ = u/|u| = (uˆ1, uˆ2, uˆ3) is a normalized vector. Letting a = cos |u|, b = (sin |u|)uˆ1, c = (sin |u|)uˆ2, and
d = (sin |u|)uˆ3, we arrive at eq. (2).
REFOCUSSING IN d-DIMENSIONAL SYSTEMS
Properties of σa and ρt
As detailed in the letter, {ρt}d2−2t=0 is a traceless and anti-Hermitian basis for su(d) (see [15]), and {σa}a∈[d]2 is the
group generated by the d-dimensional Weyl operators [16].
Below we list several properties of these operators.
1. The σa’s form an orthogonal basis with respect to the Hilbert-Schmidt inner product1 for GL(d,C). More
specifically, they satisfy Tr(σ†aσb) = dδab. Note, in addition, that by setting a = 0, we have that Tr(σb) = 0 for
b 6= 0.
2. σaσb = σbσaω[a,b], where ω = exp(2pii/d) and [a, b] is the symplectic inner product2.
3. ∑a∈[d]2 ω[a,b] = 0 if b 6= 0.
4. ∑a∈[d]2 σaσbσ†a = 0 if b 6= 0. This is easily seen by combining Properties 2 and 3.
5. ∑a∈[d]2 σaρtσ†a = 0 ∀t. ρt can be expanded in the {σa} basis (Property 1). Properties 1 and 4, and the fact that
ρt is traceless, lead to the result.
Bounding the d-dimensional shrinking region
This section is dedicated to proving eq. (9) (εm < 2−2
m
/α), with α defined as in eq. (10) (α = 2d
2+1).
For this analysis, we write U = 1+ δU = eH , where H is a linear combination of ρt’s. Furthermore, we impose
that ‖δU‖ ≤ 1/2.
1 〈A, B〉 = Tr(A†B) [19] 2 [a, b] = aTΩb, where Ω = ( 0 1−1 0 )
6We have that H = log(1+ δU), and hence the Mercator series3 gives us that
‖H‖ ≤
∞
∑
k=1
‖δU‖k
k
≤
∞
∑
k=1
(1/2)k−1
k
‖δU‖ < 1
1− 1/2‖δU‖ = 2‖δU‖ ≤ 1. (15)
With f as defined in eq. (8) and writing U = 1+ δU, we see that
f (U) = ∏
a∈[d]2
σa(1+ δU)σ†a = 1+ ∑
a∈[d]2
σaδUσ†a + ∑
a<b
σaδUσ†a · σbδUσ†b + · · · ,
where a < b⇔ da1 + a2 < db1 + b2, for a = (a1, a2), b = (b1, b2) ∈ [d]2.
After moving the 1 to the left-hand side, we take the operator norm4 of both sides and use the triangle inequality
and sub-multiplicative property5 to deduce that
‖ f (U)− 1‖ ≤
∥∥∥∥∥∥ ∑a∈[d]2 σaδUσ†a
∥∥∥∥∥∥+
(
d2
2
)
‖δU‖2 +
(
d2
3
)
‖δU‖3 + · · · =
∥∥∥∥∥∥ ∑a∈[d]2 σaδUσ†a
∥∥∥∥∥∥+
d2
∑
j=2
(
d2
j
)
‖δU‖j. (16)
Since ‖δU‖ ≤ 1/2, ‖δU‖j ≤ ‖δU‖2 for j ≥ 2. Thus
‖ f (U)− 1‖ ≤
∥∥∥∥∥∥ ∑a∈[d]2 σaδUσ†a
∥∥∥∥∥∥+
[(
d2
2
)
+ · · ·+
(
d2
d2
)]
‖δU‖2 =
∥∥∥∥∥∥ ∑a∈[d]2 σaδUσ†a
∥∥∥∥∥∥+ (2d2 − d2 − 1)‖δU‖2.
Now consider the first term on the right-hand side, and note that we can write U in the form U = eH , where H is
a linear combination of ρt’s. Hence∥∥∥∥∥∥ ∑a∈[d]2 σaδUσ†a
∥∥∥∥∥∥ =
∥∥∥∥∥∥ ∑a∈[d]2 σa(eH − 1)σ†a
∥∥∥∥∥∥ =
∥∥∥∥∥∥ ∑a∈[d]2 σa
(
∞
∑
k=1
Hk
k!
)
σ†a
∥∥∥∥∥∥
≤
∥∥∥∥∥∥ ∑a∈[d]2 σaHσ†a
∥∥∥∥∥∥+
∞
∑
k=2
1
k!
∥∥∥∥∥∥ ∑a∈[d]2 σaHkσ†a
∥∥∥∥∥∥
≤
(
∞
∑
k=2
1
k!
)
‖H‖2d2
≤ 4d2(e− 2)‖δU‖2. (17)
where the second line follows from the triangle inequality. The first term in the second line is 0 by Property 5. The
third line then follows by the triangle inequality, the sub-multiplicative property, and the fact that ‖H‖ < 1 (from
eq. (15)). The final line follows from eq. (15). Hence we discover that
‖ f (U)− 1‖ ≤ (2d2 + d2(4e− 9)− 1)‖δU‖2 < α‖δU‖2 (18)
with α defined as in eq. (10). This leads, as described in the Letter, to the shrinking region being defined to be
‖U − 1‖ = e0 ≤ 1/(2α). (19)
In addition, if, as in the qubit case, εm is the distance from 1 after m applications of f , then the repeated application
of eq. (18) implies eq. (9).
3 If ‖A‖ < 1, log(1+ A) = ∑∞k=1(−1)k+1 Ak/k 4 ‖A‖ = sup|ψ〉∈Cd ,||ψ〉|=1 ‖A |ψ〉 ‖
5 ‖AB‖ ≤ ‖A‖‖B‖ ∀A, B ∈ SU (d)
7Finding the d-dimensional jumping regions
In this section we show that f (U) = 1 if U is diagonal.
Property 1 allows us to write
H = ∑
a∈[d]2,a 6=0
λaσa, (20)
where λa ∈ C ∀a, and a = 0 is excluded from the sum because H ∈ su(d) is traceless. In addition, if U is
diagonal, we have that H is diagonal, and thus the only non-zero λa’s are those corresponding to diagonal σa’s (i.e.
a = (a1, 0)T).
From eq. (8), we have
f (U) = ∏
c∈[d]2
σcUσ†c = ∏
c∈[d]2
expΛc (21)
where
Λc = σcHσ†c = ∑
a 6=0
ω[c,a]λaσa,
in which we have used eq. (20) and Property 2 to deduce the final equality. Note that the non-zero terms of the sum
are diagonal, and hence all Λc commute. Thus using Property 3, we see that
f (U) = exp
(
∑
c
Λc
)
= exp
(
∑
a 6=0
(
∑
c
ω[c,a]
)
︸ ︷︷ ︸
=0
λaσa
)
= 1.
Bounding the size of the jumping regions
This section provides the proof of the bound given in eq. (12), which states that if an operator is within a distance 1/(2αd2)
from a diagonal operator, it will be mapped into the shrinking region.
f (U) is a product of operators, containing d2 instances of U. The hybrid argument in [17] then implies that
‖ f (U)− f (V)‖ ≤ d2‖U −V‖. (22)
Suppose that we have a W such that f (W) = 1, and define W ′ = W(1+ δW). eq. (22) then gives
‖ f (W ′)− 1‖ ≤ d2‖δW‖.
Thus to ensure that f (W ′) is in the shrinking region, we must have that
‖δW‖ ≤ δ := 1/(2α)
d2
=
1
2αd2
as described in eq. (12).
Bounding the probability of landing in a d-dimensional jumping region after applying a random conjugation
This section is dedicated to proving eq. (13), which states that a random conjugation has probability ≥ δO(d2) of sending a
given matrix to a matrix within δ of being diagonal.
As described in the Letter, we choose a unitary operator V ∈ SU (d) uniformly at random according to the Haar
measure [18], and lower-bound the probability that it is close to V0, where V0 ∈ SU (d) and V0UV†0 is diagonal.
8We first note that P[‖V − V0‖ ≤ δ] is independent of V0, and so wlog we consider V0 = 1. Consider the map
exp : su(d)→ SU (d), and let Br = {s ∈ su(d) : ‖s‖ ≤ r}, for r ≤ pi. Note that exp(Br) is a ball around 1 in SU (d) of
radius | exp(ir)− 1| = 2 sin(r/2). Thus the pre-image of the ball of radius δ is Bν with
ν = 2 arcsin(δ/2) (23)
Now, the volume of Br is vol(Br) = crd
2−1, where c is dependent upon d, and we are using the Euclidean metric on
su(d).
Lemma 4 in [20] provides the result
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‖s‖ ≤ ‖ exp(s)− 1‖ ≤ ‖s‖
for s ∈ su(d); the upper bound holds for all s, and the lower bound holds for ‖s‖ ≤ pi/4. Thus
• if ν ≤ pi/4, then vol(exp(Bν)) ≥ 410 vol(Bν) = 410 cνd
2−1; and
• since exp(Bpi) = SU (d), we have that vol(SU (d)) ≤ vol(Bpi) = cpid2−1.
Hence the probability that a random operator V ∈ SU (d) is within distance δ from 1 (or any other V0) is lower
bounded by
P[‖V −V0‖ ≤ δ] ≥ 410
( ν
pi
)d2−1
.
In addition, eq. (23) implies that
ν = 2 arcsin(δ/2) ≥ δ,
hence we arrive at
P[‖V −V0‖ ≤ δ] ≥ 410
(
δ
pi
)d2−1
≥
(
δ
10
)d2−1
as given in eq. (13).
SOLOVAY-KITAEV WITHOUT INVERSES
This section gives a full proof of the inverse-free Solovay-Kitaev theorem.
The standard Solovay-Kitaev theorem [12] states:
Theorem 1 (Solovay-Kitaev). Let G be a universal quantum gate set, and let G† := {V† : V ∈ G}. For any e > 0 and
any U ∈ SU (d), there is an efficient classical algorithm that constructs a sequence of gates VL · · ·V1V0 with Vi ∈ G ∪ G† and
L = polylog(1/e) such that ‖VL · · ·V1V0 −U‖ ≤ e.
(Note that the norm used in [12] is the trace norm, whereas we are using the operator norm. But these are equiva-
lent up to an unimportant factor of 2.)
The following is the key lemma, using part of our refocusing result to show that inverses can be approximated
efficiently:
Lemma 2. Let ∆ be a (µ/α)-net for SU (d) for constant µ < 1 and α = 2d2 + d2(4e− 9)− 1. LetW be the d-dimensional
Weyl operators. For any e and any U ∈ SU (d), there is an efficient classical algorithm that constructs a product of unitary
operators ge(U) from the set ∆ ∪W , of length polylog(1/e), for which ‖ge(U)−U†‖ = O(e).
Proof. Since ∆ is a (µ/α)-net for SU (d), there exists W ∈ ∆ with ‖U† −W‖ ≤ µ/α, hence ‖1−WU‖ ≤ µ/α. Thus
WU is in the shrinking region. Let f be the mapping f : G → G defined in eq. (8) (which can manifestly be computed
efficiently). By eq. (9), ‖ f m(WU)− 1‖ ≤ µ2m /α. Setting m = O(log log(1/e)), we have ‖ f m(WU)− 1‖ = O(e).
Now, f m(WU) is a sequence of unitary operators of the form R1WUR2WU · · · RL−1WURLWU (where the
Ri are Weyl operators). By removing the trailing U from this sequence to form the sequence ge(U) =
R1WUR2WU · · ·WURLW, we have ‖ge(U)−U†‖ = O(e) by unitary invariance of the norm. f m(WU) has length
3× 4m = polylog(1/e), hence ge(U) also has length polylog(1/e).
9Putting Theorem 1 and Lemma 2 together, we obtain the inverse-free Solovay-Kitaev theorem:
Theorem 3 (Inverse-free Solovay-Kitaev). Let G be a universal quantum gate set—a finite set of elements in SU(d) such
that 〈G〉 is dense in SU(d)—that contains the Weyl operators. For any e > 0 and given any U ∈ SU (d), there is an
efficient classical algorithm that constructs a sequence of gates VL · · ·V1V0 with Vi ∈ G and L = polylog(1/e) such that
‖VL · · ·V1V0 −U‖ ≤ e.
Proof. We wish to apply Lemma 2 to V† ∈ G†. Since µ/α is constant, we can generate a (µ/α)-net, denoted ∆, from
constant-length products of operators from G. One can see that constant-length products are sufficient as follows.
Given a set of unitary operators U = {U1, ..., UN}, let us define w(U ) := maxV∈SU (2) minU∈U ‖V−U‖. Let us further
define v(L) := w({set of all products of operators from G of length L}). Thus clearly v(L) ≤ v(L − 1). Also, since
〈G〉 is dense in SU (d), limL→∞ v(L) = 0. In other words: for all δ > 0 there exists an L such that v(L) < δ.
Furthermore, since G contains the Weyl operators, Lemma 2 allows us to construct a polylog(1/e)-length product
ge(V) of operators from G such that ‖ge(V)−V†‖ ≤ Ce, for some constant C.
Theorem 1 lets us construct a product of gates VL · · ·V1V0 with Vi ∈ G ∪ G† and L = polylog(1/e) such that
‖VL · · ·V1V0 − U‖ ≤ e/2, where G† := {V† : V ∈ G}. We construct a new product of gates V′L′ · · ·V′1V′0 with
V′i ∈ G, by replacing each Vi ∈ G† \ G with ge/(2LC)(V†i ) (where V†i ∈ G). Hence ‖V′L′ · · ·V′1V′0 − VL · · ·V1V0‖ ≤
e/2. Then ‖V′L′ · · ·V′1V′0 − U‖ ≤ e. Since we have replaced at most L = polylog(1/e) gates, we see that L′ =
L · polylog(2LC/e) = polylog(1/e).
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