In this work we present an analysis of the influence of the thermodynamic regime on the monochromatic emissivity, the radiative power loss and the radiative cooling rate for optically thin carbon plasmas over a wide range of electron temperature and density assuming steady state situations. Furthermore, we propose analytical expressions depending on the electron density and temperature for the average ionization and cooling rate based on polynomial fittings which are valid for the whole range of plasma conditions considered in this work.
Introduction
A detailed knowledge of the radiation distribution and in particular of the radiative power loss and cooling rate is necessary in order to understand the behavior of plasmas in which radiative heating and cooling processes are important. The radiative power loss is of great interest for thermonuclear fusion device as well as in both laboratory and astrophysical plasmas. For example, it plays an important role in the current decays after disruptions in magnetic nuclear fusion confinement devices in which disruptions are assumed to be caused by strongly radiating impurities and where hot tail runaway or supra-thermal electrons generation is caused by incomplete thermalization of the electron velocity distribution during the rapid plasma cooling [1] . It was recognized that radiation losses from the impurities produced by plasma-wall interaction can hinder the plasma heating to thermonuclear temperatures and the concentration, being 'lethal' for fusion, have been estimated for different impurity species [2, 3] . Moreover, while the heat conduction plays a stabilizing role on the thermal stability at the plasma edge, radiation losses from impurities can develop thermal instability [4, 5] . On the other hand, the impurity radiation at the plasma edge of fusion device can also play a positive role by reducing the heat outflows to the certain wall elements, the anomalous heat and the particle losses from the plasma [6, 7] or to mitigate disruption induced problems it has been proposed that 'killer' pellets could be injected into the plasma in order to safely terminate the discharge [8, 9] . Besides, radiative power loss plays a very important role in the structure and behavior of radiative shock waves present in laboratory plasmas such as the velocity and the stability properties of radiative shock or the characteristics of the radiative precursor [10] [11] [12] [13] . And, finally, in many astrophysical systems as radiative blast waves in the context of supernova remnants [14] [15] [16] , radiative precursor shock waves with applications to the studies of stellar jets [17, 18] , pulsating stars [19] and accretion shock during star formation [20] , radiatively collapsing jets relevant for protostellar outflows [21, 22] or analysis of X-ray spectra of the cores of clusters of galaxies [23] [24] [25] .
On the other hand, carbon is one of the most important elements under investigation in the research areas commented above. For example, in astrophysics, due to its abundance in the stars; in magnetic nuclear fusion confinement, because it is likely to be a major plasma-facing wall component in the international experimental reactor (ITER) and it is present as impurity in a lot of devices; and it plays a major role in inertial fusion scenarios, for example, in the direct-drive implosion cores where the deuterium target has a wall of plastic shells. Therefore, calculations of the radiative properties, and in particular the radiative power loss and cooling rate, of carbon plasmas over a wide range of plasma conditions are very useful. The calculations of these radiative properties for optically thin carbon plasma have been carried out by several authors at low densities and over a wide range of temperatures where the coronal equilibrium (CE) is achieved [26] [27] [28] and at moderate and high densities where the non-local and local thermodynamic equilibrium (NLTE and LTE) are achieved, respectively [29, 30] . Furthermore, at low densities, there are some analytical formulas for the cooling rates obtained by means of fittings to a polynomial expressions of the temperature of databases assuming CE [26, 31] .
In a previous work [32], we presented a systematic calculation of average ionization, ionic and level populations of the optically thin carbon plasma in a wide range of plasma conditions. We showed that the comparison between the average ionization and ion and level populations calculated from collisional-radiative steady state (CRSS), corona and Saha-Boltzmann (SAHA) equations could provide information about the thermodynamic regime of the plasma, i.e. the plasma conditions where CE, LTE and NLTE regimes could be assumed. In the subsequent work [33] we presented a study of spectrally resolved, multigroup and mean opacities of carbon plasmas in a wide range of plasma conditions analyzing the effect of the thermodynamic regimes in these magnitudes. This work is a continuation of these previous ones, where we calculate the spectrally resolved emissivity, the radiative power loss and the radiative cooling rate of optically thin carbon plasmas assuming steady state situations and in a wide range of electron densities and temperatures which cover situations where CE, NLTE and LTE regimes are found. We perform an analysis of the influence of the thermodynamic regime in these quantities and we also present a parametrization of the cooling rate obtained by fitting bi-dimensional polynomial expressions (depending on the electron density and temperature) to our calculations which is valid in a wide range of electron temperatures (1-1000 eV) and electron densities (10 10 -10 21 cm" 3 ) covering CE, LTE and NLTE regimes. All the calculations presented in this work were made using ABAKO/RAPCAL computational package [34] [35] [36] which is briefly described in the next section. In Section 3 the analysis of the monochromatic emissivity, the radiative power loss and the cooling rate is made and the parametrization of the average ionization and the cooling rate is also presented. Finally, Section 4 is devoted to main conclusions and general remarks.
Theoretical model
The calculations in this work were performed using the computational package ABAKO/RAPCAL [36] that consists of two codes, ABAKO [35] and RAPCAL [34] . In this section, a brief description of them is made.
ABAKO
In order to determine the plasma level populations, in ABAKO a collisional-radiative steady state (CRSS) model is implemented. Following the standard NLTE modeling approach, where an account of the existing atomic states is made and the microscopic (radiative and collisional) processes connecting these states are identified, a rate equation system describing the population density of the atomic states is built and solved, giving the population distribution. Therefore, to find the level population distribution the following system of rate equations is solved: a a
where N^ is the population density of the atomic level i of the ion with charge state (. The terms Ui," an d Rfi_,^ take into account all the atomic processes which contribute to populate and depopulate the state (¡, respectively. In this paper no radiation-driven processes are explicitly considered. In ABAKO it is assumed that the system has had enough time to thermalize and, therefore, both the electrons and ions have a Maxwell-Boltzmann type energy distribution. Furthermore, in ABAKO it is also assumed that electron and ion temperatures are equal. Therefore, in the following, it will denote the plasma temperature by the electron temperature T e .
The CRSS model implemented in ABAKO is applied for the calculation of the plasma level populations for arbitrary optical depths in both LTE and NLTE conditions using a CRSS model. The CRSS model is solved level by level (or configuration by configuration, depending on the atomic description) and it is applied to low-to-high Z ions under a wide range of plasma conditions: CE, NLTE or LTE, optically thin and thick plasmas. Special care was taken during the development of our CRSS model to achieve an optimal balance between accuracy and computational cost. Hence, analytical expressions have been employed for the rate coefficients of the atomic processes included in the CRSS model, which yield a substantial saving of computational requirements, but still providing satisfactory results in relation to those obtained from more sophisticated codes and experimental data as it has been shown in recent NLTE code comparison workshops [37] [38] [39] . The processes included in the CRSS model are the following: collisional ionization [40] and three-body recombination, spontaneous decay, collisional excitation [41] and deexcitation, radiative recombination [42] , electron capture and autoionization. We have added between brackets the references wherefrom their approximated analytical rate coefficients have been acquired. The rates of the inverse processes are obtained through the detailed balance principle. It is worth pointing out that the autoionizing states are included explicitly. It has been shown that these contributions are critical to the determination of the ionization balance. The cross section of the autoionization is evaluated using detailed balance principle from the electron capture cross section which is obtained from the collisional excitation cross section using the approximation given in Ref. [43] .
Since the number of rate equations is large due to the number of atomic levels involved, ABAKO makes use of the technique of sparse matrices to storage the non-zero elements of the coefficient matrix of the system, which implies substantial savings in memory requirement. For the matrix inversion we use iterative procedures [36] because they entail much less memory than direct methods and they are faster as well.
The atomic data employed in this work were obtained from FAC code [44] . The calculations were carried out in the detailed level accounting (DIA) approach. The radiative transition rates in FAC are calculated in the single multipole approximation, and in this work they were obtained in the electric dipole approach. Furthermore, configuration interactions within the levels belonging to the same nonrelativistic configuration have been included since it has been shown that for carbon plasmas, for plasma conditions in which the less ionized ions are present, the effect of configuration interaction is noticeable [45] . In Table 1 the set of relativistic configurations and the numbers of resulting levels and line transitions included for each carbon ion in the calculation of the level populations and opacities is shown. In the table (n) w denotes all the possible relativistic configurations that arise from the shell n with w bound electrons. Finally, the continuum lowering due to the influence of the plasma surrounding is also considered. In this work, this one is calculated by means of the expression due to Stewart and Pyatt [46] . Because of the inclusion of the continuum lowering, the kinetics equations must be solved iteratively, since the atomic data depend on the ionization balance.
RAPCAL
RAPCAL code was developed to obtain several relevant plasma radiative properties such as the monochromatic absorption and emission coefficients, mean and multigroup opacities, source functions, radiative power losses, specific intensities and plasma transmission. A detailed description of the code can be found in [34] . For this work, the interest has been focused on the monochromatic emissivity, the radiative power loss and the radiative cooling rate. The monochromatic emissivity is denoted in this work as j(v) and includes the bound-bound, bound-free and free-free contributions
where v is the photon frequency. The bound-bound contribution to the emissivity is given by
where Ag^g is the Einstein coefficient for spontaneous deexcitation [47] between the bound states j, i of the ion C, h is Planck's constant, JVg is the population density of the atomic level j of the ion with charge state ( and <f>q(y) represents the line profile. In its evaluation, natural, Doppler and electron-impact [48] broadenings were included. The line-shape function is applied with the Voigt profile that incorporates all these broadenings. The bound-free contribution to the emissivity is determined by means of
with
pl/2 "Ci-C+lJ ,00, (6) with e being the energy of the free electron, m e the electron mass, N e the electron number density and gg and g^+y are the statistical weights of the i and j levels, respectively. In ABAKO a Maxwell-Boltzmann distribution,/(e), at temperature T e for the free electrons is assumed. The photoionization cross section, a\ .pho
Ci-C + V (v), has been evaluated using the semiclassical expression of Kramers [42] . Table 1 Set of configurations and the numbers of relativistic configurations, levels and line transitions considered in the calculations performed by ABAKO/RAPCAL code for carbon ions (n < 10, ri < 6). For the free-free contributions to the emissivity the Kramers semi-classical expression for the inverse bremsstrahlung cross section has been used [49] (8) where N ion is the ion number density. The radiative power loss is evaluated as following [50] in (eV/s/ion). For the bound-bound contribution
Configurations
The bound-free contribution is given by (9) 
where v 0 is the threshold energy and the LTE population ratio is obtained from the Saha equation. The contribution from the free-free transitions is given for a pure Coulomb field as following [51] p // (N e ,r e ) = 9.55 x io-14 N e ry 2 ]Tz 2 N c , c (11) where it has been assumed that the gaunt factor equals to unity. The total radiative power loss is then obtained as the sum of the three contributions, and the cooling rate is evaluated as
Finally, in this work we have performed a polynomial fitting in powers of the logarithm of the electron densities and temperatures of the average ionization and the cooling rates obtained from ABAKO/RAPCAL simulations for the whole range of electron temperatures and densities considered in this work. If A denotes the magnitude to fit, the analytical expression employed for the fitting is the following:
The maximum degrees of the polynomial fitting were fixed to 7 both for the electron density and electron temperature in order to avoid oscillating behaviors. For the fitting it was required relative errors lower than 1% for the average ionization and lower than 10% for the cooling rates. Obviously, as the error imposed becomes more > N e (cm" 3 ) Fig. 1 . Thermodynamic regimes for an optically thin carbon plasma in steady state in terms of the electron temperature and density.
restrictive the number of polynomial functions needed to make the fit of the whole range of plasma conditions increases. We have already used this kind of polynomial fit for Kr and Xe plasma for ranges of plasma conditions typically found in laboratory experiment of blast waves launched in cluster of gases [52] .
Results
This section is divided into four parts. The first one is devoted to the analysis of the average ionization and the thermodynamic regimes as a function of the plasma conditions. This study will allow us to identify which are the most abundant ions that contribute to the monochromatic emissivity of the optically thin carbon plasmas and also when LTE or NLTE regimes can be assumed. In the second part a study of the influence of the thermodynamic regime into the monochromatic emissivity is carried out, by means of the comparison between the ones calculated using the CRSS and the SAHA equations implemented in ABAKO. In the third part, a similar analysis on the radiative power loss and the radiative cooling rate is performed. Finally, the last part is devoted to the parametrization of the average ionization and radiative cooling rates and the coefficients of the corresponding formulas are listed in Appendix A. The ranges of electron temperatures and densities considered in this work are l-10 3 eV and 10 10 -10 21 cm-3 , respectively.
Average ionization and thermodynamic regimes
The wide range of plasma conditions considered in this work covers different thermodynamic regimes, i.e. LTE or NLTE. The knowledge of the plasma regime for a given density and temperature condition could entail a considerable saving in calculation time since the resolution of SAHA equations is considerably faster than CRSS ones and the complexity is also reduced. Therefore, it is very useful to have criteria that permit us to establish the thermodynamic regime of the plasma for the given electron temperature and density. We have employed a criterion that can state the regime of the whole plasma: when the ion populations, p¡, calculated from SAHA equations, pf uiA , present a mean deviation Ap, with respect to those obtained from the CRSS model, p-3^, smaller than a certain value imposed Ap* then it is considered that LTE regime has been achieved. Otherwise, the plasma is under NLTE conditions. The mean deviation is calculated as
where i runs over the whole set of ions included in the calculations. Fixing Ap* = 0.1( = 10%) we obtain the map of the thermodynamic regimes showed in Fig. 1 . We have checked that, with this value, the criterion proposed to classify the thermodynamic regime of the whole plasma Table 2 Average ionization calculated using ABAKO for the range of electron densities 10 lc -10 15 gem -3 and all the temperatures considered in this work.
T e (eV) suits Griem's criterion [53] for each ion of the plasma charge state distribution (CSD). In Tables 2 and 3 we have listed the average ionization calculated from ABAKO/ RAPCAL code by solving CRSS equations for several electron densities and temperatures in the ranges considered in this work. From the table it is detected that for temperatures greater than 30 eV the average ionization is density independent for electron densities less than or equal to 10 15 cm -3 . As it is known, when CE is achieved the plasma magnitudes are density independent, and, therefore we could assume CE in order to calculate the average ionization for those situations. The estimation of the degree of the ionization is needed for a variety of reasons, since, for example, the plasma thermodynamic properties depend upon ionization, and, furthermore, its knowledge permits a subsequent optimization in the computation of atomic level populations in plasma and radiative properties. A detailed analysis of the charge state distributions as a function of the plasma conditions may be consulted in the previous work [33].
Monochromatic emissivities
In Fig. 2 we plot the spectrally resolved emissivity for an isothermal sequence (10 eV) and several electron densities ( is practically the same for all the cases represented, between 3.69 and 3.80, and the ions involved in the emissivity spectra are He-, Li-and Be-like ones. We can see the influence of the theoretical model (CRSS or SAHA equations) used in the emissivity calculations, i.e. the influence of the thermodynamic regime considered in the calculations. As it is known, for a given temperature the LTE regimen is achieved when the electron densities arise and this behavior is observed in Fig. 2 , obtaining that for the largest density represented we can assume that LTE regime has been achieved. This result agrees with the thermodynamic regimes map shown in Fig. 1 . In Fig. 3 we show the spectrally resolved emissivity for an isodense sequence (10 19 cm~3) and several electron temperatures (5, 10, 50 and 100 eV). In this case the average ionization changes noticeably (between 2.10 and 5.51) and, therefore, the ions involved and the spectrum in each situation are quite different. We can also observe that the lines are more broadened than for the situations of lower densities represented in Fig. 2 which is due to the electron collisional broadening including the line profile that depends on the electron density. As in Fig. 2 , we have compared CRSS and SAHA calculations. As it is known, for a given electron density as the temperature increases the departure from the LTE regime is more noticeable and this is detected in Fig. 3 . Thus, for the electron temperatures of 50 and 100 eV the plasma is in NLTE, and this result also agrees with the thermodynamic regimes map presented. 
Radiative power loss and cooling rate
Since one of the main goals of this work is to present analytical formulas for the radiative cooling rates based on polynomial fittings of the calculations of this magnitude made using ABAKO/RAPCAL, in Fig. 4 we present a comparison with results obtained using ATOMIC code [30] for the whole range of electron temperatures considered in this work and several electron densities. ATOMIC calculations are made both in configuration average (CA) and fine structure (FS) approximations, which includes intermediate-coupling and configuration-interaction effects and from the figure it is observed that at low densities and temperatures below lOeV, the CA results differ considerably with respect to the FS ones. On the other hand, for temperatures higher than 10 eV both calculations give quite similar values of the cooling rates, and, therefore, for this range of temperatures the authors only provide the CA calculations. For this reason, although our calculations were performed in the DLA approach, we compare our results with the FS ones for temperature lower than 10 eV and for the other temperatures with the DCA ones. In general, a good quantitative agreement is observed between them, although some discrepancies can be detected. Thus, for example, at lowest temperature (1 eV) and for the lowest two densities (10 13 and 10 15 cm~3) we obtain differences close to a factor 2-3 between both calculations. This discrepancy could be due to the differences in the atomic data (for example in the coupling scheme considered) of the less ionized stages of carbon which are the most relevant at these plasma conditions as well as to the differences in the calculation of the rates of the processes included in both collisional-models. In Fig. 5 and Tables 4 and 5 we present qualitative and quantitative results of the database of radiative cooling rates generated using the CRSS implemented in ABAKO/ RAPCAL employed for the subsequent polynomial fitting. From the figure a region of plasma conditions is detected in which the cooling rates are considerably lower than in other regions. This region is associated to the range of highest densities (10 18 -10 21 ) cm~3 and temperatures up to 50 eV, as it can be seen in Table 5 . We can observe both from the figure and the tables that for temperatures greater than 200 eV the cooling rates show a weak dependence on electron density and this behavior is more noticeable as the temperature increases. For this range of temperatures the average ionization for all the densities under analysis is very similar, around 5.9, and the most relevant ions are the H-like and the fully stripped ones. This fact means that the free-free contribution to the cooling rates is very relevant, overall as the temperature increases, and, therefore, from Eqs. (11) and (12) it is clear, for these temperatures, their weak dependence on density. On the other hand, from the analysis of the tables of the average ionization we conclude that CE was a good approach for temperatures greater than 30 eV and electron densities less than or equal to 10 15 cm~3. This result is confirmed analyzing the values of the cooling rates in Table 4 , where we observe that for log T e = 1.50, i.e. around 30 eV, the cooling rates are very similar in the range of electron densities. Obviously, this similarity increases with the temperature. Finally, in Fig. 5 we also detect a region of plasma conditions in which the cooling rates are relatively greater than in other regions and it corresponds to a range of low electron densities (10 10 -10 16 cm-3 ) and temperatures (3-10eV), in which the average ionization is in the interval 1.5-3.5 (see Tables 2  and 3 ) and B, Be and Li-like ions are the most abundant ones.
The influence of the thermodynamic regime on the calculation of the radiative power loss, and, therefore, in the radiative cooling rates, is analyzed in Fig. 6 . In this figure we perform a comparison between the results obtained using the CRSS and the SAHA equations implemented in ABAKO/ RAPCAL for three electron densities, (10 15 , 10  17 and  10 21 cm -3 ), and in the whole range of temperatures considered. For the two highest densities, LTE regime could be assumed for temperatures less than or equal to 3 and 30 eV, respectively, whereas for the lowest density represented this Table 6 . However, from the table is detected that for the electron density of 10 21 cm~3 for temperatures greater than 200 eV the relative deviation is, in general, less than 10% which should imply that the plasma can be considered in LTE, which disagrees with the thermodynamic regimes map. This similarity is due to the fact that for this range of temperatures the main contribution to the radiative power loss is the free-free one and that in ABAKO/RAPCAL a Maxwell-Boltzmann distribution for the free electrons is considered (as many available collisional-radiative codes) but the plasma is in NLTE.
Parametnzation of the average ionization and radiative cooling rate
Hydrodynamic simulations of plasmas require the determination of the average ionization and radiative properties for a large set of plasma conditions. However, their calculations involve high computational costs, and, for this reason, it is usual to make use of fitting to analytical expressions of databases of those plasma quantities. In other papers [26] [27] [28] fittings of the cooling rates of carbon plasmas have been made but they are only valid for low electron density since they were obtained assuming CE, and therefore, the fittings are density independent. However, CE regime is achieved at low electron density and high temperature and they are not accurate at larger densities or lower temperatures. In this work we present analytical expressions in powers of densities and temperatures for the calculation of the average ionization and radiative cooling rate which are valid for low to high electron densities and temperatures. The databases were generated using the CRSS model implemented in ABAKO/RAPCAL in the DIA approach. If A denotes the magnitude to fit, the analytical expression employed for the fitting is the bi-dimensional polynomial function given by Eq. (13). Taking into account that the range of electron densities and temperatures is too wide it is impossible to find only one polynomial function to make the fit of the whole range of plasma conditions, and this one must be divided into subsets to obtain a polynomial fitting in each subset. Obviously, as the error imposed becomes more restrictive the number of subsets and, therefore, of polynomial functions needed to make the fit of the whole range of plasma conditions increases. In this work we have imposed relative errors of 1% and 10% for the fittings of the average ionization and the radiative cooling rates, respectively, which gave to 28 polynomial functions to fit the average ionization and 13 for the radiative cooling rates. In order to optimize the search of the subsets of plasmas conditions and the corresponding polynomial functions a quad-tree algorithm was used. Furthermore, the maximum degrees of the polynomial was fixed to 7, both in electron temperature and density, in order to avoid oscillating behaviors. The corresponding tables including the coefficients of the fittings are listed in Tables 7 and 8 in Appendix A where the degrees of the polynomial with respect to the temperature and electron density are m and n respectively (see Eq. (13)). Finally, in Fig. 7 we compare the radiative cooling rates for the whole range of electron temperatures and for two electron densities (10 13 and 10 19 cm~3) calculated from ABAKO/RAPCAL code and their polynomial fittings obtained assuming relative deviations of 10%.
Conclusions
In this work we performed an analysis of the influence of the thermodynamic regime in the simulation of some relevant plasma properties such as the monochromatic emissivity, the radiative power loss and the radiative cooling rates in a wide range of electron densities and temperatures. For the analysis, we first presented a map obtained using a criterion to establish the thermodynamic regime of the plasma as a whole as a function of the electron density and temperature. The results obtained with this criterion agree with those obtained using Griem's criteria for the ions and level populations. Tables of the average ionization are also presented that provide valuable information about the ions involved in each plasma condition. The influence of the thermodynamic regime on the monochromatic emissivity, the radiative power loss and the radiative cooling rates has been also analyzed. The conclusions from this analysis agree with those obtained from the 9.7926963e-l -2.2206441e0
1.8721124e0 -6.9674832e-l 9.6554173e-2 observation of the thermodynamic regimes map. Furthermore, when the criterion presented to establish the LTE regime is fulfilled the relative deviations between CRSS and SAHA calculations of the radiative cooling rates are always less than or equal to 10%, as it also happened with the radiative mean opacities. Finally, parametrizations of the average ionization and the radiative cooling rates based on polynomial functions of the electron density have been also presented. These parametrizations are valid for a wide range of electron densities and temperatures.
