Using the so called monotonicity property, we prove that The Borel mapping restricted to some quasi-anlytic classes is never onto.
and so on.
He proved that the functions of this different classes were still satisfied the condition DC). Denjoy noticed that the reciprocal of the second members of the inequalities (2.2) and (2. 3) are the general terms of divergent series. He was therefore led to announce the following theorem without prove it. where c, C are positive constants (depending on f , but not on n).
We remark that if c is omitted in the definition, then if n = 0 we have sup x∈ [a,b) |f (x)| ≤ M 0 which is restrictive. In the following, we suppose M 0 = 1. The class C M ([a, b]) is a vector space.
A class that satisfies condition DC) will be called quasi-analytic class in the sense of Denjoy-Carleman. It is a straight forward observation that g is a C ∞ function on [a, b] and g ∈ C M ([a, b]). By condition B), we deduce that the function g is zero and therefore the function f vanishes on the interval [c, b] and so f is identically zero. If c = a [resp. c = b] we set the function g = 0 on [a − η, a] [ resp. From now on, we assume that
Carleman provides a complete answer to the Theorem 2.1.
For the proof of theorem 2.6, it is often convenient to deal with other equivalent statements involving some other series. In order to do that, we need to change the sequence M = (M n ) n∈N by an other with suitable properties, and this change does affect the quasi-analyticity of the class
We introduce here the so-called convex regularization by means of the logarithm.
The condition lim inf n→∞ n √ M n = ∞ implies the existence of the convex regularization by means of the logarithm of the sequence M = (M n ) n∈N see [10] , that is, a sequence M c = (M c n ) n∈N such that:
c) there is a sequence 0 = n 0 < n 1 < n 2 < . . ., called the principal sequence, such that
The convex regularized sequence by means of the logarithm is the largest convex minorant of the function n → log M n . We give an idea of the construction of such sequence.
Let's first recall the definition of Newton's polygon attached to the sequence (log M n ) n∈N (under the condition lim inf
Consider in the plane x0y the points P n = (n, log M n ). Let the half-line passing through the point P 0 = (0, log M 0 ) and pointing to the negative direction of 0y. Let's turn our half-line in sense counter clock wise until it meets a point P n = (n, log M n ). Call this point P n1 = (n 1 , log M n1 ).
The interval [P 0 , P 1 ] will form the first side of Newton's polygon. Let's then turn the half-line in the same sense around the point P n1 = (n 1 , log M n1 ) until it meets a point P n2 = (n 2 , log M n2 ).
The interval [P 1 , P 2 ] will form the second side of Newton's polygon, and so on. We thus obtain the Newton's polygon of the sequence
For all n ∈ N, let us denote by (log M n ) ′ the ordinate corresponding to the abscissa n of the Newton's polygon of the sequence (log M n ) n∈N . The sequence {(log M n ) ′ } n is the largest convex sequence whose terms are less than the terms of the sequence (log M n ) n . We have
. We give some useful properties of log − convex sequences. 
Using the convex regularization by means of logarithm, we give other conditions equivalent to
Carleman's one, see [10] . 
Consider the sequence (N n ) n∈N defined by
where n 1 , n 2 , . . . , n i , . . . , is the principal sequence of M = (M n ) n∈N . Put
Taking into account that the sequence (
But we know that the restriction of the function p → log M c p to the interval [n i−1 , n i ] is linear and
for some positive constant K. We then obtain
Hence we have:
For the last step of the proof we use Carleman's inequality, see [4] page 112 and [8] for the continuous version, that is
where a 1 , . . . , a n , . . . are positives real numbers.
We then see that, if we put a n =
Hence the proof the result by (2.6), (2.7) and (2.8).
3 Proof of sufficiency of theorem 2.6
We recall some machinery using the theory of metric space, see [1] , to prove the sufficiency part of Carleman's theorem (Theorem 2.6).
Let S(R) denote the set of all real sequences and P ⊂ N an infinite set. We will construct a metric on S(R).
If X = (x n ) n ∈ S(R), we can assume that x 0 = 0 (if not we change the numbering), let
consequently,
The result now follows by observing that the infimum has been taken over a finite set.
Proof 3.5. By lemma 3.2, there exists k ∈ P , such that X = max e −k , max 0≤n≤k |x n | . Since
If e −k1 ≤ X , then for all p > k 1 , we have
we obtain then, if p > k 1 , max e −p , max 0≤n≤p |x n | = max 0≤n≤p |x n |. It follows Then that
which ends the proof.
We see that X = − X , X ≥ 0 and X = 0 if and only if X = 0 (the zero sequence).
Indeed, it is clear that if X = 0, then X = 0. To prove the converse, suppose that X = 0, then there exists p ∈ P such that |x p | > 0 and for all q ∈ P , q < p, x q = 0. This implies that max e −j , max 0≤n≤j |x n | ≥ |x p |, ∀j ∈ P, j ≥ p, and max e −j , max 0≤n≤j |x n | = e −j , ∀j ∈ P, j < p.
It then follows that X ≥ min |x p |, e −p+1 > 0.
We observe that X + Y ≤ X + Y , for all X, Y ∈ S(R). If X = 0 or Y = 0, the inequality is trivial. Suppose that X = 0 and Y = 0, then e −k1 ≤ X ≤ e −k2 and e −s1 ≤ Y ≤ e −s2 , for some k 1 , k 2 , s 1 , s 2 ∈ P. X = max e −r , max 0≤n≤r |x n | , Y = max e −q , max 0≤n≤q |y n | .
We can suppose that r ≤ q. We have ∀n ≤ r, |x n + y n | ≤ |x n | + |y n | ≤ max
We can then provide the space S(R) with a distance function, d, defined as follows
is a continuous function for each n ∈ N, we see that the function t → X(t) is also a continuous function.
Having developed this machinery, we now utilize it in the proof of the statement that condition iii) of theorem 2.11 implies quasi-analyticity of the relevant functions.
Let M = (M n ) n∈N be a sequence of positive numbers with M 0 = 1, and suppose that lim inf
Consider M c = (M c n ) n∈N the convex regularization by means of the logarithm of the sequence M = (M n ) n∈N . We denote by P ⊂ N the set of all p ∈ N, such that M p = M c p , we suppose that
M c n e n , n ∈ N. and
By lemma 3.2, there exists l ≤ k ′ , such that
where k ′ is the smallest p ∈ P such that e −p < |f (t)|. We remark that
we have
(3.1)
The following lemma gives us a link between X f (t + τ ) and X f (t) .
Lemma 3.6.
Suppose that X f (t) = 0, then
Proof 3.7. According to above, there exists l ∈ {1, 2, . . . , k ′ } ∩ P such that
where k ′ is the smallest j ∈ P such that e −j < |f (t)|.
If e −l ≥ max 0≤n≤l |f (n) (t+τ )| M c n e n , we have, by (3.1),
and hence the statement of the lemma holds true.
Suppose not, then there exists 0 ≤ n ≤ l such that X f (t + τ ) ≤ |f (n) (t+τ )| M c n e n . By using Taylor's theorem for the function f (n) at the point t, we get
where log − convexity of the sequence (M c n ) n has been used to derive Finally we begin the proof of sufficiency of theorem 2.6.
(M c n ) n is the convex regularization by means of logarithm of the sequence M = (M n ) n . Let us always denote by P ⊂ N the set of integers n such that M n = M c n . If in addition there exists t 0 ∈ [a, b] such that f (n) (t 0 ) = 0, ∀n ∈ N, we want to show that f ≡ 0.
Let us assume, on contrary, that
Then, there exists p ∈ P such that 0 = X f (t 0 ) < e −p ≤ X f (c) . By the continuity of the function t → X f (t) , there exists x 0 between t 0 and c such that Sitting t = x i and t + τ = x i−1 and applying lemma 3.6, we get
where l i satisfies
We note that e −(p+i) = X f (x i ) ≤ e −(p+i−1) .
By lemma 3.4, we see that
The equation (3.4) can then be rewritten as
Summing over all i ≥ 1 and using
This contradicts the divergence of the series
. Hence it has been proved that f ≡ 0.
Monotonicity property for quasi-analytic Denjoy-Carleman classes
We know that an analytic function f on the interval [a, b] is entirely determined by the element
We are interested in a generalization of this fact, which can be stated as follows:
Let (x n ) n be a sequence of elements of the interval [a, b]. Which condition must check the sequence (x n ) n in order that the element {f (n) (x n )} n∈N determines the function f completely. We see that if the sequence (x n ) n is constant we get our first property.
For an analytic function a response is given by W. Gontcharoff [9] . As a consequence, we deduce that if f (n) (x n ) = 0, ∀n ∈ N, and the series ∞ n=1 |x n−1 − x n | converges, then the function f is identically zero.
The question now is whether a similar result remains valid for a quasi-analytic class. In the case of a quasi-analytic class of Denjoy-Carleman, we have the following theorem proved by W.Bang |f (n) (t)| ≤ M n , n ∈ N.
Suppose that there exists a sequence (x n ) n , x n ∈ [a, b], such that f (n) (x n ) = 0, ∀n ∈ N. If the series ∞ n=1 |x n−1 − x n | converges, then f is identically 0.
For the convenience of the reader and for completeness, we reproduce the proof.
We consider, for each n ∈ N, the function
Let M = (M n ) n be a sequence of positive numbers with M 0 = 1. Suppose that M = (M n ) n is logarithmically convex and satisfying one of the equivalent conditions of theorem 2.11.
If f (n) (a) > 0 for all n ∈ N, then f (n) (x) > 0 for all n ∈ N and all x ∈ [a, b].
Proof 4.6. Suppose that f (n) (a) > 0 for all n ∈ N and there exists k 0 ∈ N such that f (k0) has a zero x k0 ∈]a, b]. Then there exists x k0+1 < x k0 such that f (k0+1) (x k0+1 ) = 0. Continuing, we find a strictly decreasing sequence x k0 > x k0+1 > . . . where x l is a zero of f (l) , for all l ≥ k 0 . By theorem 4.2, the function f (k0) is identically 0, hence f is the restriction to the interval [a, b] of a polynomial of degree at most k 0 − 1, which is a contradiction, since f (n) (a) = 0 for all n ∈ N.
As an immediate consequence of this corollary, we deduce, according to Bernstein's theorem, see [12] , page 146, that the function f can be extended analytically into the plane of complex numbers to a holomorphic function in the disk |z − a| < b − a. 
is not surjective.
Proof 4.8. Consider a non-convergent series n∈N a n x n such that a n > 0, ∀n ∈ N. By corollary 4.5, we see that n∈N a n x n / ∈ T c (C M ([a, b])).
Quasi-analytic classes associated to a sequence of integers
For a function f which is C ∞ on [a, b], we can formulate the principle of Pringsheim as follows:
To preserve the validity of the condition DC) for a function f , one only needs a weakened version of the principle of Pringsheim, namely the following condition:
More precisely we have:
If c ∈ [0, 1] is such that f n (c) = 0, ∀n ∈ N, then f is identically null on [a, b].
Proof 5.2. By Taylor's formula, we have, for each n ∈ N,
where 0 < θ n < 1. Let (n k ) k be an infinite subsequence such that:
Hence, there exists A > 0, such that
We have then
and consequently
Hence if |x − c| < 1 A its follows that f (x) = 0. Choosing in place of c the point c ± 1 2A and once more repeating the same reasoning, we obtain f (x) = 0 on the whole interval [a, b].
Let n = (n k ) k∈N be a strictly increasing sequence of natural numbers, we denote by C n ([a, b] ) the set of all C ∞ functions on [a, b] such that, there exist two positive constants A, B, such that
By proposition 5.1, any sequence of natural numbers n = (n k ) k∈N , which increases without limit, defines some quasi-analytic class of functions which satisfies the condition DC). We will call such class, quasi-analytic class with respect to the sequence n = (n k ) k∈N .
6 Monotonicity property for quasi-analytic classes associated to a sequence of integers
Generalized Taylor's Theorem
Let (x n ) n∈N be a sequence of real numbers. For each n ≥ 1, there is a polynomial Q(x, x 0 , x 1 , . . . , x n−1 ) of degree n defined by
By definition, if n = 0, we put Q(x) ≡ 1.
To obtain this polynomial, for n ≥ 1, one carries out n indefinite integration of the unit function and determining the constants so that conditions (6.1) are verified. We find the expression Q(x, x 0 , x 1 , . . . , x n−1 ) = Note that by condition (6.2), we have Q(x, x 0 , x 1 , . . . , x n−1 ) = x x0 Q(t, x 1 , x 2 , . . . , x n−1 )dt,
and for all m ≤ n Q (m) (x, x 0 , x 1 , . . . , x n−1 ) = Q(x, x m , . . . , x n−1 ).
We say that the system of polynomials Q(x, x 0 , x 1 , . . . , x n−1 ), n = 0, 1, 2, . . . is associated to the sequence (x n ) n∈N . Using (6.3), polynomials Q(x, x 0 , x 1 , . . . , x n−1 ), n = 0, 1, 2, . . . can be calculated step by step:
For any integer n > 0, the polynomial Q(x, x 0 , x 1 , . . . , x n−1 ) satisfies the following relations Q(x 0 , x 0 , x 1 , . . . , x n−1 ) = 0,
. , x n−1 ) = 0, Q (n−1) (x n−1 , x 0 , x 1 , . . . , x n−1 ) = 0, Q (n) (x n , x 0 , x 1 , . . . , x n−1 ) = 1.
(6.4)
Suppose now that x 0 > x 1 > . . . > x n > . . ..
Taking into account that x n < x j , j = 1, . . . , n − 1 and x 0 > x 1 , . . . > x n−1 , we have 
We see that for all x > x 0 , we have Q(x, x 0 , x 1 , . . . , x n−1 ) > 0.
Let f ∈ C ∞ ([a, b]) and suppose that for all n ∈ N, x n ∈ [a, b] with x 0 < b. We put, for each n ∈ N,
For all 0 ≤ k ≤ n, we have, by (6.4),
and
We deduce then
Hence there exists ξ ∈]x n , x[ such that
R n (f )(x) = f (n+1) (ξ)Q(x, x 0 , x 1 , . . . , x n ). (6.7)
We have shown the following proposition:
, then, for each m ∈ N,
f (x 0 ) + f ′ (x 1 )Q(x, x 0 ) + · · · + f (m) (x m )Q(x, x 0 , . . . , x m−1 ) + f (m+1) (ξ)Q(x, x 0 , x 1 , . . . , x m ), (6.8)
where ξ ∈]x n , x[.
Let n = (n k ) k∈N be a strictly increasing sequence of natural numbers, and f ∈ C n ([a, b] ). Theorem 6.2. Suppose that f (n) (x n ) = 0, for all n ∈ N, where the sequence (x n ) n∈N is as above.
If the series ∞ j=0 |x j − x j+1 | converges, then the function f is identically null. It is clear that m s → ∞ when s → ∞.
We apply Proposition 6.1 for m s + q:
f (x) = f (ms+q+1) (ξ)Q(x, x 0 , x 1 , . . . , x ms+q ).
Taking q times the derivative of each member, we obtain: f (q) (x) = f (ms+q+1) (ξ)Q (q) (x, x 0 , x 1 , . . . , x ms+q ) = f (ms+q+1) (ξ)Q(x, x q , x q+1 , . . . , x ms+q ).
We deduce |f (q) (x)| ≤ BA q+1 (m s + q + 1)! m s ! (A(|x − x q | + R q )) ms ,
we have used |x − x ms+q+1 | ≤ |x − x q | + R q .
If µ = 1−ARq A , we see that ∀x ∈ [x q − µ, x q + µ], A (|x − x q | + R q ) < 1 and therefore the function Remark 6.4. As a consequence of the Theorem 6.2, we deduce that the corollaries 4.5 and 4.6 are also valid for C n ([a, b]). Problem 6.5. Does any quasianalitic class satisfy the property of monotonicity? To fix the ideas, let R be a polynomially bounded o-minimal structure that extends the structure defined by the restriction to the interval [a, b] of analytic functions, see, [7] . Is the monotonicity property verified by the definable functions in this structure?
We know an answer for the structure defined by the multisommables functions, see [6] , corollary 8.6.
