Of the torsional drag-flow experiments, the hands-down winner for simplicity and ease of use is that using parallel-plate fixtures. This geometry is highly flexible, allowing custom modification of plate size and material, and is easily adaptable for optical use and the application of electric fields. However, its nonuniform flow is a major encumbrance for measuring nonlinear response. In 1987, Cross and Kaye offered a simple and clever solution for this problem, which essentially states that one assumes the sample is Newtonian, but the shear rate assigned to the observed "Newtonian" viscosity is 3/4ths of the rim shear rate . This shift factor arises from the use of Gaussian integration over radius of the nonlinear stress profile. Recent re-examination of the Cross-Kaye rule indicates that there may be a more accurate rule of thumb with the shift factor being 0.8 instead of 0.75 (4/5 instead of 3/4). However, for complex materials, the real question is how much useful information is covered up by this approach vs. the traditional differentiation of the integral to account for the stress profile. We have attempted to answer this question using a selection of nonlinear measurements on an AB block copolymer solution that is rheologically complex.
INTRODUCTION
Most rheologists have at one time or another used the parallel-plate (P-P) geometry ( Figure 1 ) for gathering experimental data. Their reasons for choosing P-P fixtures, as opposed to the similar cone and plate (C&P) fixtures, may have included one or more of the following:
• Easier to clean • Less expensive • Less sample. With a gap of 0.1 mm and a diameter of 25 mm, the amount of sample is around 50 mg. With special 10-mm plates, 1-pellet rheology is possible • Disposable (on some rheometers) and
replacements are easier to machine • Easier to make the plates out of different materials • Can line the plates with various materials (e.g. paper and other nonwovens) to reduce slip, induce orientation, and provide access for chemicals • Electric fields applied across the gap between plates will be more uniform • Windows and optical paths are easier to incorporate, especially in the z (gradient) direction, because the plates are flat • Gap H can be varied to accommodate a huge range of materials. Workable gaps as small as 5 mm have been reported [1] In spite of all these advantages, the problem of nonuniform flow has militated against P-P fixtures for careful work. As can be readily seen from Figure  1 , the strain g (or strain rate g · in steady flow) varies from zero at the center to maximum (g R and g · R ) at the rim of the plates (radius R). In addition, the P-P geometry does not give directly either the 1 st or 2 nd normal stress difference, although with total axial thrust [μ (N 1 -N 2 )] and center pressure measurements, these can be resolved (e.g. [2] ). (For checking constitutive equations, however, it is certainly valid to compare N 1 -N 2 with theoretical predictions.) The standard procedure for finding true rheometric functions using the P-P geometry includes the following steps (illustrated for viscosity):
• Measure torque M vs. rotational velocity W over the widest possible range of W. • Calculate the rim shear rate g · R = WR/H where R is the plate radius and H is the gap between the plates. • Use Eq. 1 to find the viscosity corresponding to the rim shear rate.
(1)
Differentiation of the torque vs. spindle speed is required for this procedure. Differentiation of data can produce substantial error, which may be distinctly systematic near the high and low ends of the data set. And for many casual users, who are often also in a hurry, a so-called single-point measurement would be highly desirable, i.e. one spindle speed for one viscosity determination. As was described, for example, by Cross and Kaye [3] one such procedure and far better than ignoring nonlinear effects is to:
• Measure torque M and rotational velocity W. This and similar "single-point" correction procedures are obviously easier to use than the traditional correction, but they may also offer better accuracy because of systematic error introduced in the procedures for taking the numerical deriv-
. . ative needed for Eq. 1. In addition, they also pinpoint the ideal location for rheo-optical studies for an optical path: a path at 3/4R will pass through material sheared at 3/4g · R and the torque response will also reflect the stress at this same location and shear rate, as recorded in the following sections. All of the single-point methods chop off about a quarter of a decade of data at the high-shear-rate end of the data set, although the accurate application of Equation 1 may have a similar effect because of the difficulties of extracting valid numerical derivatives at the ends of a data set [4] . In return, the singlepoint methods add about a quarter of a decade at the low-shear-rate end of the data.
In addition to the Cross-Kaye method, several other approaches have been described. Examples include those of Geiger [5] , Schümmer and Worthoff [6] , Schümmer [7] , Giesekus and Langer [8] , and Carvelho et al. [9] . The analysis of Geiger was confined to a Carreau-type fluid (see Eq 16), while Giesekus and Langer and Schümmer and Worthoff evaluated many geometries but for specific classes of fluids. To gain higher accuracy, Giesekus and Langer also considered higher order corrections, but at the expense of simplicity. The approach taken by Carvelho et al. was to examine the behavior of power-law fluids over a range of power-law indices. They showed that the error for a range of indices is minimized at a relative radial position of 0.755, which is close to the Cross-Kaye result. Thus the apparent viscosity is assigned to 0.755g · R , that is, slightly more than 3/4 ths of the rim shear rate. Schümmer and Worthoff [6] suggest a value of p/4 = 0.787. As the Carvelho et al. analysis is based on the powerlaw model, it is not clear how well the analysis might extent to other GNF fluids, as was done by Giesekus and Langer [8] and Schümmer and Worthoff [6] or time-dependent functions. Also, it was deemed desirable to bound the error in cases where the fluid becomes Newtonian at low shear rates and shows ever increasing shear thinning as shear rate increases.
The basis of the "single-point" correction schemes using Gaussian quadrature can be understood by referring to the schematic in Fig 1, which depicts the variation of stress with radius for Newtonian and pseudoplastic fluids. In either case, the observed torque M is given by a balance of moments on the top plate:
where s is the shear stress s 21 . The stress at any radius is (4) Equation 4 uses the assumption that the local shear rate g · (r) varies linearly from 0 at the center to g · R at the rim, which should obtain for any homogeneous material in the absence of slip or secondary flows. On substituting Eqs. 4 into 3 and moving constants out of the integral, we have (5) which must be solved for viscosity. In the Newtonian case, the constant viscosity can be removed from the integral and the result is (6) where h N represents the viscosity of a truly Newtonian fluid while h A (g · R ) stands for the apparent viscosity of a non-Newtonian fluid.
For non-Newtonian fluids, the solution of the integral equation (Eq. 5) is by the usual method of differentiating the integral and back substituting to gain the classical correction method of Eq. 1, or attempting an approximation by using a numerical method. For example, we might assume that the stress, as illustrated in Fig.  1 , varies with little curvature over radius and approximate the integral with a numerical integration formula. Cross and Kaye chose to start with Eq. 3 and wrote this in dimensionless form (7) where x = r/R. Noticing that this moment equation can be integrated numerically by Gaussian quadrature of moments [10] , which has the form The value of the shear stress, then, is exactly 3/4 ths of the rim shear stress 2M/pR 3 of the Newtonian result. In other words, the situation at 3/4R for any fluid is approximately the same as if the fluid were Newtonian with viscosity h A , as depicted in Fig. 1 . Of course, the stresses for the two at the rim are now different, in general, with that for the pseudoplastic fluid being lower (see Fig. 1 ). The actual viscosity at 3/4R is then simply the apparent viscosity h A . To use this rule, one calculates the apparent viscosity h A from the observed torque using Eq. 6, and assigns this value to the shear rate at 3/4R, i.e. 3/4R(WR/H). As described, the Cross-Kaye approximation is based on the integration of Eq. 7 using Gaussian quadrature. Equation 7 is of second-moment form, and it was integrated to first order. Naturally, one might wonder if even higher precision were possible, without knowing anything about the form of the viscosity function except that it is finite, monotonic and piecewise smooth. The special property of the moment integral is that the integrant goes solidly to zero at the lower limit and reaches the value of f(x) at the upper limit, which can also be seen in the form (10) This form, however, is the third moment of the viscosity instead of the second moment of the shear stress. The Gaussian weighting factors and ordinate positions for the third-moment form are [10]:
• Location: x = 0.8 = 4/5 • Weighting factor: w = 1/4 Together these yield the alternative result
. .
or (12) which is simply the apparent viscosity. This means that one calculates the apparent viscosity and assigns this value to 4/5 ths the rim shear rate instead of 3/4 ths . Of course, it is not a coincidence that both the integrals over stress and viscosity give such simple results. The reason is a combination of the linear dependence of stress on viscosity for the Newtonian case, and the nature of the related polynomials assumed for Gaussian integration. A possible advantage of the form in Eq. 10 vs. Eq. 7 is that most of the variation in the integral is thrown into the known cubic function, leaving the rest of the integrant relatively constant. While this seems somewhat superficial, it has an important consequence in controlling the numerical error. This can be seen by considering the expression for error (remainder, R) for the moment integration of a function f(x) (13) where f ˝(x) is the second derivative of f(x) and n and k are explained in Eq. 8 [10] . The function f(x) is s(x) and h(x) for the 3/4-and 4/5-rule approximations, respectively. The second derivative is to be evaluated somewhere on the interval 0 < x < 1. For Eq. 7 (k = 2) and 10 (k = 3), the errors are respectively R 2 = f ˝/160 and R 3 = f ˝/300, a possible advantage for the 4/5 ths rule depending upon the magnitude of the second derivatives of viscosity and stress vs. radius. For a monotonically curved viscosity function, e.g. the Cross relationship (14) the second derivatives are always negative and positive for the 3/4 ths and 4/5 ths correction, respectively. There are two important points about this simple result: (1) the two results bound the true solution for the case of monotonically
curved (i.e. monotonic first derivative) viscosity function, which is evident in Fig. 2c ; and (2) it may be possible to work out a scheme to cancel the two errors, at least for certain cases, as was found by Schümmer and Worthoff [6] . Unfortunately, for some viscosity functions, including the Carreau equation (15) the derivative patterns are more complex; in particular, the second derivatives of viscosity change sign with radius. The exact error for the special case for n = 0 can be found analytically; the result is shown in Fig. 2b . The 4/5 ths rule gives nearly exact results up to a shear rate of g · = g · 0 , but rises quite sharply for higher shear rates. This is consistent with the calculated error for the powerlaw model, h = mg · n-1 , Fig. 2a , at n = 0 (Note: the definition of error used here is the negative of that used by Carvalho et al. Here the error is defined in terms of the difference between the estimated viscosity and the true viscosity at the indicated shear rate). 
can be solved analytically as well. Unlike Eq. 15, the second derivative of this function is monotonic; thus we expect the errors to be positive and negative for 4/5 ths and 3/4 ths corrections, respectively. The results are shown in Figure 3 . The 4/5 ths correction again gives less than 1% error up to g · = g · 0 .
To view the results on the familiar log-log plot of viscosity vs. shear rate, some numerical calculations are presented in Figure 4 . These are also based on Eq. 16, which is plotted as the solid line using n = 0.2. This viscosity function was used to generate 30 equally spaced torque "data" over the shear-rate range encompassing the knee and the power-law region of the response. In turn, these torque data were used with Equation 6 to create the apparent viscosity curves shown as dash-dot lines in Fig. 4 . The conventional correction procedure, done in this case with program TWIST, 4 reproduces the viscosity function to 5 significant figures, a not surprising result with this highly accurate and plentiful "data." The Cross-Kaye shift of the apparent viscosity by -0.125 decade along the abscissa gives a result that faithfully follows the form of the original data, although the shift appears to be slightly too much. The proposed new correction appears to reduce this discrepancy to a negligible level (Fig.  3b ). The 0.755 value of Carvalho et al. would be slightly better than the Cross-Kaye value, but not as close as the 4/5ths correction. It is apparent from this plot that the corrections faithfully mimic the behavior of the true viscosity function over the portion of the response that is likely to be accessible using the P-P fixture, in view of the secondary-flow problems of this geometry.
It should be noted that the moment-integration scheme can also be applied to the analysis of capillary flow, in the absence of slip at the wall. However, in the capillary case, the apparent Figure 2b , but without the sign change). 
where s w is the shear stress at the capillary wall.
Using the results for the third-moment form gives the approximation
On recognizing that h A = s w /(4Q/pR 3 ) we get the desired result: the actual viscosity at x = 4/5 (i.e. 4/5t w ) is approximately equal to the apparent (Newtonian) viscosity h A . The value suggested by Schummer and Warthoff [6] is again p/4 ~ 0.785. Because of the low-order moment and problems with the limits of the integral, the approach does not appear to apply well to the Couette geometry. For the case of infinite sea of fluid, the lower limit of stress does become zero. Then the inner spindle speed W is given by (20) or h(s w /2) ª h A , where h A, W (s W ) = s W /2W. This result, i.e. assigning the apparent viscosity at the wall of the bob to the average shear stress, is likely to be a very poor estimate. ) .
While the corrections described above seem mathematically sound, we wished to test this conjecture by running several tests (steady shear, stress growth, LAOS), using a structured material with complicated rheology [11] .
EXPERIMENTAL
The primary test material comprised a solution of Kraton 1702, a poly[styrene-b-(ethylene-ranpropylene)] block copolymer (SEP), in squalane (a saturated isoprene oligomer). All measurements were done on an ARES controlled-strain rheometer with the force-rebalance transducer 2000FRTN1 and matched 50-mm C&P and P-P fixtures. Each experimental block comprised back-to-back alternating C&P and P-P runs with fresh material loaded for each run. The alternation was designed to allow, if necessary, the removal of slow instrumental or procedural drift by pairing adjacent runs. Types of tests considered were dynamic strain sweeps, large-angle oscillatory shear (LAOS), stress growth using constant-rate shear, and steady shear rate sweeps. It is important to point out, that unlike previous studies, we are not depending upon the "exact" expressions (i.e. Eq. 1) for correction of the P-P data but are comparing corrected P-P data with that measured by using the C&P fixture. Thus, we are attempting to answer the question: Does the non-uniform flow field in the P-P fixture result in significant variation from the C&P when singlepoint corrections are applied?
For the SEP/squalane sample, an 8.5 wt% solution was annealed for 20 min at 90 ∞C to bring the mixture to its equilibrium gel state. For the steady shear measurements, the gel structure was destroyed by the application of high shear, and then the shear rate was ramped down from 30 to 0.001 s -1 , using 10 points per decade, 10-s measuring time and 2-s delay before measurement. The strain sweeps were conducted at 6.28 rad/s from 0.1% to 10% with a 0.05% incre-
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Applied Rheology Volume 16 · Issue 2 ment. The steady shear stress growth measurements employed a 7.5 wt% solution and were performed at 0.5 s -1 for the P-P and at 0.4 and 0.375 s -1 for the C&P fixtures, respectively. The two values for the C&P fixtures correspond to the 4/5 ths and 3/4 ths rules, respectively. Data were gathered for 600 s, using logarithm data sampling for 350 data points. All measurements matched the edge gap of the P-P fixture to that of the C&P (cone angle: 0.04 rad).
RESULTS AND DISCUSSION

STEADY-STATE
Displayed in Fig. 5 is a set of steady-state shearing data gathered using the parallel plates. The data shown in Fig. 5a look much like the simulations with a shift of the P-P data to higher shear rates when the instrument-generated data is plotted using the rim shear rate. The averaged runs are shown in Fig. 5b , along with the conventional correction and the 3/4 ths and 4/5 ths corrections. The results are somewhat puzzling in that it appears the C&P data is not quite matching the corrected P-P data in the knee region. At higher shear rates, the C&P data lie above the corrected P-P data. The fine lines indicating the single-point corrections show the expected behavior, with the 4/5 ths correction mimicking the C&P data at the high shear rates. For most practical purposes, the two single-point corrections, the conventionally corrected P-P data, and the C&P data are virtually interchangeable.
To explore in a more quantitative fashion the amount of the shift, the data were fitted one 76 Applied Rheology Volume 16 · Issue 2 Log (g . run at a time to a Carreau-type (CA) model, Eq. 16, which gave a better fit than the Cross (CR) model. The results are shown in Table 1 . As can be seen, the average shift in the characteristic shear rate g · 0 is 0.18 decades, not the expected 0.125 or 0.097 of the 3/4 ths or 4/5 ths corrections, respectively. As noticeable, and somewhat more bothersome, is the systematic dependence of h 0 and n on the fixture type. One possible explanation for the slightly steeper slope for the P-P is the earlier development of secondary flows relative to the C&P. The parameters resulting from the fits interact quite strongly, so slight differences in the final slopes can have a strong impact on the ratio of the time constants. By fixing the final slopes at the average of the two results, 0.5315, and refitting, the difference between the two time constants was reduced to 0.153 decadesstill larger than either shift. The zero-shear-rate viscosities remained significantly different (p = 0.015), perhaps because of slight differences in the gap settings of the two fixtures at the elevated temperatures or a faulty setting of the truncation gap for the C&P
TRANSIENT SHEAR
As mentioned above, nonlinear transient shear data gathered with a parallel-plate fixture has the complication that the stress at each radius is influenced by both strain and strain-rate effects. The expression for torque is [11] :
where the shear stress s is varying with both time and position. On substituting x = g · /g · R the resulting moment expression is:
where h + is the shear stress growth function. The result of third-moment, first-order Gaussian integration is:
This compares to the 3/4 ths approximation where 3/4 replaces the 4/5 on the left-hand side [4] . The correction developed by Ganni and Powell [11] requires that the nonlinear stress profile be accounted for by the use of the equation
Application of this equation requires time-resolved data over a range of shear rates, even to gain one stress-growth viscosity trace. The data in Fig. 6 were gathered at a rim shear rate of 0.5 s -1 for the P-P and shear rates of 0.375 and 0.4 s -1 for the C&P. According to the 3/4 ths and 4/5 ths rules, the P-P data should be assigned to 0.375 and 0.4 s -1 , respectively, which are the shear rates at which the C&P data were obtained. While the shifted P-P data is close to both C&P sets (maximum deviation is 9%), there is a significant differences between the two fixtures with respect to the shape of the transient. The P-P gives a broader response, which is anticipated in view of the nonuniformity of the flow in this fixture. The P-P data are very close to the 4/5 ths rule with respect to the time at the maximum in the stress, while the 3/4 rule appears to be somewhat superior at longer times. Neither rule is perfect throughout the entire time scale. For completeness, it should be added that the nonlinear relaxation modulus G(t, g · ) is given by an equation similar to that for the nonlinear stress growth [13] . Application of the 4/5 ths rule gives the expected result:
where G A (t) is the apparent linear relaxation modulus, and g · R is the strain at the rim of the plates (g · R = WRt/H, where H is the total gap).
STRAIN SWEEP, OSCILLATORY SHEAR
The next example is a strain sweep on the same solution. These sweeps start at low strain where the solution has gelled, and advance to strains corresponding to a semi-solid. The response shows a well-defined inflection, which is convenient for comparing the P-P and C&P fixtures. As expected, the P-P strain sweep has to be brought to higher apparent strains to explore the nonlinear effects, and the 4/5 ths shift gives as satisfactory estimate of this strain (Fig. 7, right panel) . However, the P-P data shows less abrupt strain softening, which is undoubtedly a rounding effect due to the range of strains in this fixture, as was also observed with the transient data. As can be seen from the original data, the agreement of the modulus values at low strains is reasonable, although both G' and G'' from the C&P fixtures are somewhat higher than from the P-P. This was also the case for the linear data in steady shear, implying that there is a systematic difference between these fixtures even in the linear regime. This is perhaps due to an error in the geometry of either set, or a systematically faulty setting of the truncation gap for the C&P.
CONCLUSIONS
The attractions of the parallel-plate (P-P) fixtures are negated somewhat by the difficulty of extracting nonlinear material functions from the observations. Several single-point methods that avoid the complicated and error-prone conventional correction are available. An apparently new one, coined the 4/5 ths correction, has been presented -it is based on the third moment Gaussian approximation of the integral expression for torque. (It is called the 4/5 ths correction because one simply assigns the apparent viscosity reported by most instruments to 4/5 ths of the rim shear rate.) Exact solutions for special cases .
. of analytical GNF functions show that the 4/5 ths correction and the Cross-Kaye 3/4 ths corrections bracket the correct viscosity function, and thus the limits of the error can be estimated accurately. For viscosity functions with inflections (e.g. the Carreau function) this is not quite the case. For this function, however, the 4/5 ths correction shows < 1% error up to shear rates well into the transition between Newtonian and power-law behavior, while the 3/4 ths correction has up to 3% error in the same range. Single-point methods based on the exact solution for powerlaw fluids were found to provide less accurate estimates of the behavior of the more realistic GNF fluids featuring Newtonian behavior at low shear rates. The correction suggested by Schümmer and Worthoff [6] is virtually indistinguishable from the 4/5 ths rule. A test material comprising an SEP block copolymer solution in squalane was used to compare corrected P-P data with that gathered using the cone and plate (C&P) fixtures. For steady shearing, the single-point corrections worked quite well, with perhaps a slight advantage for the 4/5ths correction. For strain sweeps of dynamic data, the results were not as favorable: the P-P fixtures reduced the sharpness of the transition from linear to nonlinear behavior. A similar problem occurred with the stress growth in the nonlinear regime. Oddly enough, for both the dynamic and steady measurements, significantly higher stresses were observed for the C&P in the linear regime in spite of attempts to block out any systematic differences (matched fixtures, matched rim gaps, alternating repeat runs). The source of this discrepancy could be an error in the fixture geometry, or a systematic problem with setting the gap of either fixture. In particular, the parallel-plate fixtures must have perfect axial alignment, or the recorded viscosity will be too low.
The single-point methods offer a huge savings of labor over the tedious differential methods, and can provide even higher precision. Obviously, they are the only recourse for estimating the viscosity from a single run and one shear rate. They certainly provide a vastly superior answer than the frequently used Newtonian equations applied to experimental data gathered with parallel plate or capillary rheometers.
