Shape models (SMs), capturing the common features of a set of training shapes, represent a new incoming object based on its projection onto the corresponding model. Given a set of learned SMs representing different objects, and an image with a new shape, this work introduces a joint classificationsegmentation framework with a twofold goal. First, to automatically select the SM that best represents the object, and second, to accurately segment the image taking into account both the image information and the features and variations learned from the on-line selected model. A new energy functional is introduced that simultaneously accomplishes both goals. Model selection is performed based on a shape similarity measure, determining which model to use at each iteration of the steepest descent minimization, allowing for model switching and adaptation to the data. High-order SMs are used in order to deal with very similar object classes and natural variability within them. The presentation of the framework is complemented with examples for the difficult task of simultaneously classifying and segmenting closely related shapes, stages of human activities, in images with severe occlusions.
INTRODUCTION
Object segmentation is one of the most fundamental tasks in image processing, still lacking a completely automatic solution. The main idea is to find a set of features that describes and discriminates the object of interest from the rest of the image. Pixel color is a low level feature that can be used as such descriptor, although its discrimination capacity is often insufficient in real images. Using shape as a high level feature is a common approach to augment such low level features.
The shape of the desired object is added as a descriptor, constraining the set of possible solutions to regions of the image that simulatenously "match" this shape and the low level features (intensity, edges, etc.). The most common way to * FL performed this work at the University of Minnesota. Work supported by ONR, NSF, NGA, DARPA, ARO, PDTSCOP4618 and FUNDACIBA-ANTEL.
add this shape prior information is in the form of a weighted linear combination of functionals concerning, on one hand, the low level features and, on the other hand, the shape priors. This leads to a minimization problem where the solution is a compromise between the shape of the final contour and the information constrained by the image. The actual minimization techniques vary, including gradient descent methods [1, 2, 3, 4, 5] and graph-cuts [6] . The used shape representations also vary, including signed distance functions (SDF) [1, 2, 3, 6, 5] , quadratic splines [7] , characteristic functions [4] , and landmark points [8] .
When M different objects can appear in an image, a single shape prior (model) is not sufficient, and multiple shape priors must be considered. A possible, but not elegant, approach is to run the process with each one of the shape priors separately, and then choose the best solution. In [5, 6] the authors define M possible labels for each pixel on the image, and a segmentation energy includes the optimization of these labels in order to determine where to apply each prior. In [7] the authors perform density estimation in a non-linear feature space, where different objects are separable. The proposed energy is then minimized considering both the curve's control points and the image.
Considering the natural deformations and the variability of objects in a class, high-order shape models (SMs) should be included in the segmentation. Leventon et al. [1] compute PCA on a set of registered shapes (see also Tsai et al. [3] ), fitting a Gaussian probability distribution to the coefficients of the reconstruction. This allows to compute the probability of a certain shape, included along with geodesic active contours for low level features, in an MAP estimation of the object in the image. Cootes and Taylor [8] compute, using PCA, a point distribution model of landmarks points defining a shape. More recently, Charpiat et al. [4] proposed a framework to compute non-linear shape statistics based on the Hausdorff distance between shapes, and then model distributions similarly to [1] .
In this work, a new framework for image segmentation with multiple high-order shape models is introduced, addressing at the same time the selection of the model and its imagedriven adjustment to the modeled deformations. In particu- lar, the high-order SMs are computed using PCA in a similar way as [1, 3] , obtaining a set of eigenmodes of variations. The selection of the model is obtained with a binary selection coefficient, on-line learned based on a shape similarity measure between shapes. The proposed functional combines two terms, the first one is a region-based segmentation term [10] . The second term is a combination of the multiple high-order SMs, addressing the model selection and constraining the local features to the high-order shape information coming from the on-line selected model. While the framework is presented for planar curves, it can be easily extended to data in higher dimensions.
HIGH-ORDER SHAPES MODELS
D is a SDF, whose zero level-set curve, C 
D×d is a matrix containing the first d modes of variation (eigenmodes), and α k ∈ R d are the corresponding reconstruction coefficients, which of course depend onφ (see [1, section 2.1] for details). Constraining small shape variations in the class Φ k allows to obtain accurate representations using a linear approximation like PCA. If a class has large, non-linear deformation, a set of clusters may be considered, and the deformations in each cluster are linearly approximated. Finally, let M = {M 1 , . . . , M M } be a set of SMs for the M different classes of objects (for simplicity, we omit the order d in the notation from now on). Figure 1 shows SMs for a walking person.
PROPOSED FRAMEWORK
Given an input image I : Ω ⊂ R 2 → R containing one or more shapes generated by the shape models M k ∈ M, an energy E is defined to simultaneously select the best model(s) and obtain a segmentation of the corresponding objects in I (a single object is considered now for simplicity),
This energy includes two terms linearly combined with the constant λ,
E CV is the energy introduced in [10] , splitting the input data into two different regions of approximately piecewise constant values (c 0 and c 1 ). The term E SM adds an additional force aiming at maximizing the similarity between the evolving shape φ and its projection onto only one of the d-order models from M. Which one of the M models is used depends on the evolution of the shape and its projection to each model. The proposed term is
H(φ(p))−H(P k φ(p))
2 dp,
where H is the Heaviside function, β k is a binary coefficient that (on-line) selects which of the M models is used, and P k φ is the projection of φ to this model M k . Only one of the β k must be different from zero in (1), since it is not fair to penalize for models that do not correspond to the object in the image. Which is the non-zero β k is computed based on a shape dissimilarity measure (Υ) between two shapes,
This is a length-normalized variation of the measure introduced in [11] . This measure evaluates the sum of Euclidean distances corresponding to moving the contour of the first shape to points in the contour of the second shape, and viceversa, scaled by the curves lengths. In Figure 1(c) , the projected shapes are ordered according to increasing values of Υ k (φ) := Υ(φ, P k φ) (1.35, 2.83, 3.59, 5.87, and 7.83 respectively). Based on (2), a normalized shape similarity measurē ξ k (φ) between a shape φ and its projection P k φ to the d-
, where ξ k (φ) = exp (−Υ k (φ)). This normalized similarity measurē ξ k (φ) is close to one for the model that better represents φ. Finally to force the binary value in β k soft thresholding, based on a sigmoid function, is performed. Note that a unique coefficient is used as model selector, instead of one coefficient in each pixel as in [5, 6] . This encourages shape consistency and significantly simplifies the optimization.
Shape validation. With the proposed method, one model is always selected and a segmentation is obtained, even if the shape in the image has no appropriate model that provides a good representation. The following measure permits to discard a segmentation φ f given the model selected. First, the meanῩ k and variance σ
, the segmentation is discarded, and the shape can not be recognized.
Energy minimization. The proposed energy is minimized using a classical gradient descent method. For the gradient descent of E CV , the expression is given in [10, Equation (9)]. For E SM , the obtained expression is
Although the model selector β k depends of φ, is treated as static, as a first order approximation for the gradient descent, since it affects the model selection and only indirectly the evolution of the curve.
The first steps of the optimization are performed with λ = 0, until stationarity, then E SM is added with λ = 0 (manually obtained) until a new stationary point is reached (a similar idea is considered in [6] ).
EXPERIMENTAL RESULTS
The first example is a "toy example" with two models of ellipses, where the only difference is that the first (and only) eigenmode is rotated In the first experiment, the projections to both models end in the same shape (the mean shape), reflected in the graph of dissimilarity measure by the overlapping of the green and red curves. In the second experiment, M cluded shapesφ k , each one belonging to a different model and not in Φ k , are segmented, Figure 3 . In each case the correct model is selected and the segmented shape is adjusted to the gray levels, when present, and correctly completes the occlusions when the image information is missing, Figure 3 (a) (in all the cases, the segmentations were validated with the proposed measure). Figure 3 (b) plots the evolution of the shape dissimilarity measure forφ 2 . Note that when the shape prior is added (λ = 1.02), Υ W2 (φ) decreases faster than the others. The abrupt decay around step 120 corresponds to the filling of the main occlusion. Figure 3 (c) showsφ 2 with the curve at the step when the shape prior is added, and the projections of φ (blue curve) to the five models, coded with colors. Finally, Figure 3(d) shows the segmentation obtained with our framework for gray level images. In this case, the automatically selected models, as well as the obtained segmentations, are correct and accurate.
Additional results, including the automatic classification and segmentation of multiple objects, generated from a standard dataset of fish, in noisy images, are presented at the conference.
CONCLUDING REMARKS
A framework for simultaneous and automatic model selection and object segmentation was introduced in this paper. The proposed technique is based on a new energy that combines region based segmentation with on-line selection of the best model for the object present in the image.
Possible directions for further improvements include incorporating high-order modes in the validation step and considering going beyond PCA, as well as including classdependent model orders (d k ). Results in these directions will be reported elsewhere.
Extra material in http://iie.fing.edu.uy/˜fefo/ research/icip2009/.
