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Abstract 
The demand of accommodation has been increasing especially in the metro area. The process of credit assessment for loan is 
increasingly high. One of the criteria for banks to determine the amount of loan is a grade of the real estate project. This paper 
addresses the problem of determining the grade of a real estate project and proposes a real estate classification model. The model 
helps loaners to make a decision for the further stage of the loan. For the model construction, the data were gathered from 407 
real estate projects in Thailand which are launched in 2014 and forthcoming projects that will be launched in 2015. The variables 
of our model involve the project infrastructure and characteristics such as the facilities, number of units, location, parking space, 
and size of a developer. For all 407 projects, the grades were provided by a bank. We use the supervised learning with ensemble 
technique and vote algorithm for training and testing against the dataset where the dataset is separated into the training set and the 
testing set of 307 records and 100 records, respectively. The efficiency of our proposed model is measured by classification 
accuracy and user satisfaction with the model. 
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1. Introduction 
One of the most important basic needs for human is an accommodation. Almost all people need to acquire the 
accommodation for their living such as house, apartment, commercial building and condominium. There are many 
social changes which influence the people’s behavior in terms of acquiring accommodation. For example, more 
young people tend to search for accommodation in larger metro because of the job opportunities and urban life. 
Some of these young people are the first-time home buyer. On the other hand, many people are seeking for a real 
estate investment. Despite of the reasons in buying the real estate property, in the decision-making process for 
property products, information related to the property are needed especially the maximum loan amount of the 
considering real estate.  
Most of the people who need to buy the accommodation might consider the mortgage amount and the monthly 
payments. However, some information cannot be determined by loaner themselves. Banks which provide the loan 
service have criteria to consider the amount of loan. In addition, different bank has different criteria in terms of loan 
consideration. Not only a loaner factor but the real estate developer is also the important criteria. Although the 
customer has a potential for the loan but some real estate developers may be determined the grade of the real estate 
project differently. Some projects may be graded low because the performance of the company which reflects to loan 
amount to customer. For example if a loaner with good credit may get 100% loan for the real estate price of grade 
“A” and 70% for grade “C”. Although, a loaner can apply for a pre-approval of the loan amount, the process shall 
take 1-2 weeks and require an additional fee. 
Hence, determining the grade of the real estate project is important. However, building the classification to 
predict real estate grade seems to be complicated. Some information are provided by banks but as mentioned above, 
different bank have a different guidelines for determining the real estate grade. Moreover, there is a variety of 
characteristics of the real estate project such as the number of units in the project, facilities, or the performance of 
the real estate developer in the past years.  
This paper addresses the problem of determining the grade of a real estate project and proposes a real estate 
classification model. The model helps people to make a decision for the further stage of loan. The structure of this 
paper is as follows: Section 2 presents a literature review of real estate classification and techniques, while Section 3 
shows the research methodology. Section 4 presents the experimental results for the proposed methodology. Finally, 
Section 5 draws some conclusions. 
2. Related works 
2.1. Real estate classification 
The real estate industry has been the main factor to drive economic in almost all countries. However, there are 
several perspectives for an appraisal of real estate. The criteria used in each appraisal and perspective are different. 
The main approach can be divided into government appraisal and consumer appraisal. Firstly, the government 
appraisal focuses on the price of real estate based on areas or location including demographic and economic factors 
such as specific industrial area or commercial area [1]. Secondly, the appraisal is based on consumers’ needs. The 
second appraisal can be viewed as an accommodation appraisal. Consumers need to know the information related to 
the accommodation that they are buying. However, the mass appraisal model for the real estate commonly based on 
the sales and other criteria related to commercial [2]. In addition, most of the consumers prefer to know the 
information related to the grade and ranking of the accommodation which is the primary assessment of the loan.  
Therefore, the real estate classification seems to be important towards consumers’ needs. This is based on available 
that the consumers can gather information about the individual real estate project. The criteria that consumers use 
for decision-making is such as infrastructure and facilities. 
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2.2. Classification problems 
The problem context of the classification can be interpreted by data mining techniques. The wide range of 
techniques can be used. Wu et al. [3] have shown that some commonly used algorithms in data mining such as k-
means, SVM, Apriori, and PageRank including Naïve Bayes. Classification techniques also have been incorporated 
into real estate prediction. Other research by Cufoglu et al. [4] and Nurmi and Hessinen [5] has proposed which 
classifier is the most appropriate for classification problems. The potential of these kinds of classification techniques 
can be seen from the recommendation system for mobile content usage [6]. 
The measurement to evaluate the classification performance of the built model is accuracy rate (1). It has been 
used for an empirical measure. The measurement shows the numbers of correctly classified instances of a different 
class in the data sets. This is also applied for binary class and multiclass classification problem.  
ܣܥܥ ൌ  ்௉ା்ே்௉ାிேାி௉ା்ே   (1) 
The attempt to increase the speed of computational time for model building can be seen from pre-processing 
stage. The feature selection has been used for the objective of selecting the most relevant attributes of the data set as 
input variables. The variables impact on the performance in terms of accuracy rate and prediction results of 
classification model. The pre-processing stage includes elimination of irrelevant attributes in order to increase the 
computational time of the model building stage. Feature selection has been applied in data mining, machine 
learning, and pattern recognition [7]. In addition, the input variables are the challenge of this area by selecting the 
minimum subset of attribute with little or no loss of classification performance [8][9]. 
Feature selection can be divided into two categories: model-free method and model-based methods. Model-free 
methods are based on statistical tests, properties of function and available data such as linear regression, whereas, 
model-based methods, such as neural network develop model, are to find the significant features and minimize the 
model output error [10]. 
2.3. Real estate classification model 
The real estate appraisal model mostly focused on mass appraisal [1], [2]. The linear regression technique seems 
to be the most popular for mass appraisal due to marketing forecasting aspect and sales. However, the other 
classification techniques can be applied for real estate appraisal. Those techniques are such as artificial neural 
networks, support vector machine or k-nearest neighbor. The techniques to be used in the model building for real 
estate classification and forecasting should be used carefully because each technique has some advantages and 
drawbacks which is suitable for specific situation and data set. In addition, the characteristics of the data set may be 
varied from attributes to attributes. The attribute characteristics also affect the use of classification techniques. It can 
be seen that the quality of the classification models depends on the amount of data and relationship among the 
attributes [11]. 
3. Research methodology 
3.1. Experimental design 
The data for the experiment were gathered from two sources. The first source of data is from a commercial bank 
in Thailand. The data were related to real estate project name, facilities, developer profile and ranking by the bank. 
In addition, the bank rated the real estate project by their criteria which were unable to disclose due to trade secret. 
The other source of collected data is from a survey. The incomplete data for each project was filled. Field study, 
interview and secondary source from brochure and real estate project handbook were applied to complete the data. It 
combined with primary from the bank to consolidate the matrix of real estate project data.  Furthermore, the bank 
rated the grade of the real estate project using 4 categories which are AA, A, B and C grade.  
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Fig. 1. The proposed framework for ensemble learning based model for real estate project classification. 
The sample size was calculated from Taro Yamane’s sample size statistics. Then, 407 real estate projects, which 
are launched in 2014 and will be launched in 2015 in Thailand, were selected. The variables of input matrix involve 
two main categories. Firstly, developer profile is related to number of year experience in the real estate sector, listed 
in stock market and size of the developer. Secondly, it concerns project infrastructure and characteristics such as the 
facilities, swimming pool, fitness center, park or garden, number of units, location, and parking space.  
3.2. The proposed ensemble learning based model 
The process of the proposed ensemble learning based model for real estate project classification can be seen from 
Figure 1. The data source combined collected data and logged file data from the bank which the data were related to 
real estate projects. After that, the data were consolidated and the input matrix was derived. Next, the pre-processing 
process was run to find missing values and replace those values. The pre-processing process includes the feature 
analysis for each attribute. After the pre-processing process, the model was built using the classification techniques 
with appropriate attributes. We also chose the appropriate classifier for real estate project classification. Then, the 
selected model was applied to the testing data.  
The number of the real estate project participated in the experiment was 407. We combined data from two 
different sources in the data collection stage. The next stage concern pre-processing which the feature selection was 
applied. The feature selection process was incorporated in reducing the number of attribute for the model building 
stage. The feature selection process includes finding the weight of attributes that affects the model building. The 
linear regression technique was used in the feature selection. After that, the collected data implemented data 
normalization using a range transformation method. The data normalization is to ensure suitability for each 
comparison technique. The normalized dataset from the previous stage was separated into a training dataset and a 
testing dataset. 307 randomly selected records were used as the training data. The remaining 100 records were used 
as the testing data. The training process in the model building stage used 10-fold cross-validation to train the data. 
Each classification techniques applied in this research was Decision Tree, Naïve Bayes, Neural Networks and 
Support Vector Machine. The results from the classification used in the experiment were used in the next process to 
enhance the performance of grade prediction of the real estate project. Vote algorithm was used in the ensemble 
technique for classification model building. Next, the model was applied to the testing data in order to find the 
results of unseen data. Then, the performance of this stage was analyzed. Finally, the output of the predicted real 
estate project grade was derived. Figure 2 demonstrates the proposed methodology for model building and applying 
the ensemble learning based model for real estate project classification. Table 1 shows the information related to 
data set and number of instance in each real estate grade.  
 
Table 1. Data set information. 
Grade Instances 
AA 107 
A 100 
B  100 
C 100 
Total 407 
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Fig. 2. Explanation of the proposed methodology for model building and applying the ensemble learning based model for real estate project 
classification. 
4. Research methodology 
4.1. The feature selection of real estate data 
For the experimental stage, the input matrix was prepared in the data collection stage ready for feature selection. 
The feature selection in the experiment was performed by an evolutionary approach with neural networks. The 
weights of the attributes are calculated using a Genetic Algorithm. The result can be seen from Table 2. The 
attributes were reduced from 14 attributes to 11 attributes excluding a label attribute.  Therefore, a subset of new 
input variables were derived and would supply to the next stage for model building. The attributes in the data set 
were selected based on the feature selection results shown above. 
 
Table 2. Coefficient of attributes on feature selection. 
Attribute Coefficient 
Swimming Pool (Salt) 1.000 
Swimming Pool (Chlorine) 0.966 
Fitness  0.888 
Experience 0.784 
Wireless  0.706 
Sauna 0.570 
Park 0.396 
Unit 0.394 
Listed in Stock Market 0.267 
Security 0.170 
CCTV 0.120 
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Fig. 3. A comparison of performance of each classification technique and ensemble technique. 
4.2. An ensemble learning based model for real estate project classification 
Many classification techniques have been used to deal with classification problems and predictions. In this 
experiment the techniques to be used for real estate grade classification are Artificial Neural Network (ANN), 
Decision Trees (DT), Naïve Bayes (NB), K-Nearest Neighbors (KNN) and Support Vector Machines (SVM). 
However, the individual classifier may not perform well with the data that has been reduced with the feature 
selection. Therefore, to increase the performance of the individual classifier, the ensemble learning based model was 
applied in the experiment. The vote algorithm was implemented for ensemble technique which combines three best-
performed classifiers in the experiment. Table 3 presents an accuracy rate of the real estate classification in each 
technique. The results showed that the ensemble technique performed better than individual classifier. 
 
Table 3. An accuracy rate of the real estate classification in each technique. 
Technique Ensemble NN DT NB KNN SVM 
Accuracy 85% 84% 57% 50% 75% 31% 
4.3. The prototype of the real estate classification application 
After the model for real estate classification has been built, the prototype and mobile application has been 
developed for consumers. The mobile app used Android platform to demonstrate. The app allows user input the 
criteria related to new accommodation and evaluate the grade of the real estate project. The information to be 
displayed on the application includes the grade of the real estate project and the loan amount related to the grade of 
the project. It also showed primary loan payment in each period which supports user for decision-making about loan 
and real estate buying. The screenshots of prototype application of real estate classification can be seen from Figure 
4.  
5. Discussion and conclusions 
One of the most important needs for human is accommodation. Therefore, seeking for the accommodation seems 
to be an important activity for consumers. However, there is a variety of real estate project. The grade of the real 
estate project reflects consumers towards their decision making on a loan and buying. The real estate project grade 
may be rated differently based on criteria related to the property characteristics such as the experience of a builder or 
facilities in the project.  
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Fig. 4. Screenshots for mobile application of real estate classification. 
This research proposed the real estate classification model. The data from the real world was collected from the 
survey and bank’s data. The pre-processing stage performed to select the relevant information in the data set to build 
the real estate classification model. The feature selection in the experiment was performed by an evolutionary 
approach with neural networks. The weights of the attributes are calculated using a Genetic Algorithm. Next, the 
reduced attributes were used for the model building. The ensemble learning based classification model was 
implemented using vote algorithm. The performance in terms of accuracy rate to the unseen data is higher than the 
well-known classification techniques which were compared in the experiment. 
Future works in this area should investigate in the case of feature selection. The high-performance algorithms 
could be incorporated in the feature selection stage for choosing the most relevant attributes. This can help to reduce 
the computational time for model building but provide the comparable classification performance.  In addition, the 
data set of real estate have its unique characteristics therefore, the appropriate approach needed to address the 
problem of real estate classification in terms of the project grade. The novel techniques in classification may be 
investigated to build the classification model for real estate classification.  
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