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The structure of an evolving network contains information about its past. Extracting this infor-
mation efficiently, however, is, in general, a difficult challenge. We formulate a fast and efficient
method to estimate the most likely history of growing trees, based on exact results on root finding.
We show that our linear-time algorithm produces the exact stepwise most probable history in a
broad class of tree growth models. Our formulation is able to treat very large trees and therefore
allows us to make reliable numerical observations regarding the possibility of root inference and his-
tory reconstruction in growing trees. We obtain the general formula 〈lnN〉 ∼= N lnN − cN for the
size-dependence of the mean logarithmic number of possible histories of a given tree, a quantity that
largely determines the reconstructability of tree histories. We also reveal an uncertainty principle:
a relationship between the inferrability of the root and that of the complete history, indicating that
there is a tradeoff between the two tasks; the root and the complete history cannot both be inferred
with high accuracy at the same time.
I. INTRODUCTION
Models of network evolution have been studied in-
tensively in the past two decades, and have resulted in
an increasingly thorough understanding of the structure
and function of various classes of real-world networks,
both natural and artificial [1, 2]. Most theoretical works
on evolution mechanisms have followed a deductive ap-
proach, focusing on structures resulting from general
network evolution rules. The preferential attachment
mechanism, made famous by Baraba´si and Albert [3],
has emerged as the top candidate to explain the struc-
ture of a multitude of observed networks with approxi-
mately power-law degree distributions. Well-known ex-
amples include the Internet [4], the World Wide Web
[5], online social networks [6], citation networks [7] and
networks of protein interactions [8]. Various generaliza-
tions of the original preferential attachment model have
been proposed (see for example [9–12]), most notable
of which uses a preference function that is an arbitrary
linear function of node degree [12]. This generalization
of the preferential attachment model generates scale-free
networks with degree distribution exponent in the range
γ ∈]2,∞], thereby covering the vast majority of empiri-
cally observed exponents.
With the increasing availability of large-scale empir-
ical network datasets it is becoming progressively eas-
ier to identify underlying network evolution mechanisms.
Due to the abundance of large datasets the last decade
has seen a surge of scientific activity on statistical in-
ference methods. This has led to the emergence of the
field of network archeology [13], where the aim is to infer
information about the history of a network from a cur-
rent static snapshot of its structure. Such information
can help us better understand its current structure and
predict future states.
Inferring the history of growing networks, even con-
sidering the simplest growth mechanisms and network
structures, is a difficult combinatorial problem. In recent
years considerable literature has accumulated around the
problem of inferring the first node in a growing network.
Shah and Zaman [14] formulated this problem in the
language of finding the source of a spreading process on
an underlying network, i.e., finding the first node of a
growing infection network on an underlying network of
possible transmissions. They proposed a novel measure
of node centrality, which they call rumor centrality, that
counts the number of possible histories of the spreading
process, assuming that the given node was the source.
They showed that the rumor center (the node with the
highest rumor centrality) is the maximum likelihood es-
timate of the source in the case where the underlying
network is a Bethe lattice, i.e., an infinite k-regular net-
work. Further, they showed that the probability of cor-
rect source detection in this case is non-zero in the infi-
nite size limit. In follow-up work [15] they extend their
results of non-zero source detection probability of the ru-
mor center to heterogeneous random expanding trees, ge-
ometric trees, and heterogeneous spreading times. Simi-
lar methods have been used to identify multiple spread-
ing sources [16] and to detect the source given a set of
viable candidates [17].
Another line of work deals directly with the prob-
lem of finding the root of growing trees. Bubeck et
al. [18] studied root finding in random recursive trees
and trees grown according to proportional preferential
attachment. They showed that, for any desired proba-
bility, even as the tree size approaches infinity, a finite
number of nodes can be identified that contain the root
with that given probability. The authors studied the
sizes of such confidence sets for root finding algorithms
that rank nodes according to their rumor centrality or ac-
cording to the size of the largest branch emanating from
them. This “maximum branch” algorithm was also stud-
ied recently in the context of finding the seed - a small
initial subtree - of random recursive trees in [19, 20].
A far more complex problem is the inference of the
complete history of a growing network. This problem
was first considered explicitly in [13], where a greedy
algorithm is introduced to reconstruct, in reverse, the
2evolution of protein-protein interaction networks, based
on an approximation of the maximum a posteriori esti-
mate of previous states. Very recently more principled
reconstruction methods have been suggested, based on
a Bayesian inference framework. Magner et al. [21, 22]
estimate partial orders of node arrivals in a network,
and give an upper bound on the attainable accuracy of
partial order estimates. Such an upper bound on the
accuracy is the result of inherent symmetries in graphs:
there are generally many groups of structurally equiv-
alent nodes whose arrival order cannot be determined.
A different method attempts to estimate the expected
arrival time of individual nodes in a network averaged
over all possible histories [23]. Both of the above ap-
proaches rely on Monte Carlo sampling from an ap-
propriately weighted distribution of possible histories,
which are computationally demanding and hence not
easily scalable. Simpler heuristic approaches were also
suggested in [22, 23], based on node degrees and other
simple centrality measures that are efficiently retrieved
from network structure. Even more recently Cantwell et
al. presented a message-passing method to calculate ex-
actly the distribution of possible arrival times of nodes
in growing trees of a broad class of growth models [24].
Despite considerable advances in the last decade, net-
work archeology is still in its infancy and many avenues
of investigation remain unexplored. The main purpose
of this paper is to investigate the possibility of history
reconstruction on growing trees using efficient, scalable
algorithms. We discuss various existing methods, and
also formulate a simple and fast tree history reconstruc-
tion algorithm exploiting the idea put forward by the
seminal paper [14]: counting the number of possible link
sequences that could have generated a given tree. Our
method gives a stepwise maximum likelihood estimate
for the history in growth models where all possible his-
tories of a tree have the same probability of occurring.
Such models include linear preferential attachment, for
example, which results in scale-free trees with degree dis-
tribution exponent in the range ]2,∞]. Despite the com-
binatorially large quantities involved, our approach is
able to conveniently deal with very large networks. Our
formulation also sheds light on the connection of the in-
ference problem to the nonbacktracking matrix of the
given tree. We give an informative comparison of differ-
ent reconstruction methods for a wide range of recursive
tree models. Our method enables us to numerically de-
termine the mean logarithmic number of possible histo-
ries of large trees. We obtain the general functional form
〈lnN〉 ∼= N lnN − cN in terms of system size N , which
is valid in a broad range of growth models. We also find
an interesting relationship between the history degener-
acy and the inferrability of the root in a wide range of
growing trees, indicating that the easier it is to infer the
root, the harder it is to reconstruct the complete history.
The outline of the paper is as follows. In Section II we
introduce useful concepts and discuss some basic sym-
metry properties of growing trees in general. In Section
III we formulate the root finding problem as a set of
message passing equations that directly lead to a simple
expression using the nonbacktracking matrix of a given
tree. In Section IV we show that this approach is exact
for general linear preferential attachment trees, where
the preference function is an arbitrary linear function of
node degree. We present numerical results for the ef-
ficiency of root finding in scale-free trees in Section V.
Based on the root finding scheme, in Section VI we pro-
pose a fast algorithm to reconstruct the complete history
of a growing tree. We show that our method is exactly
a stepwise maximum likelihood estimate of the history
for linear preferential attachment trees. In Section VII
we study the efficiency of history reconstruction, and
accurately determine the functional form of the mean
logarithmic history degeneracy in a wide range of grow-
ing trees. We also find an interesting scaling relationship
between history degeneracy and the inferrability of the
root, which is approximately valid in the entire range of
recursive tree models considered. We give our conclu-
sions in Section VIII.
II. BASIC SYMMETRY PROPERTIES OF
GROWING TREES
In this section we introduce some definitions and dis-
cuss some properties of growing trees that will be useful
in subsequent sections. For the most part we will be con-
cerned with labeled trees, which we denote by T . We
assume that the nodes are arbitrarily labeled by num-
bers 1, 2, . . . , N , N being the total number of nodes in
the tree. Let S(T ) be the set of all labeled trees that are
isomorphic to T , in other words, the set of all labeled
trees that share the structure of T . We define AUT(T )
to be the automorphism group of T , i.e., the set of per-
mutations of node labels that are automorphisms of tree
T . Then
|S(T )| =
N !
|AUT(T )|
, (1)
i.e., the number of distinct labeled trees that have the
same structure S(T ) is given by the number of possi-
ble permutations of the node labels (N !), divided by the
number of label permutations that result in identical la-
beled trees (|AUT(T )|).
Let us now discuss some properties that are specific
to growing trees. The complete evolution of a recursive
tree built from N labeled nodes can be imagined as a
sequence of directed links (i ← j) indicating that this
particular link connects the new node j to the already
existing node i. The history of a recursive tree is thus
completely described by a sequence of N − 1 directed
links, with the only criterion that each link must con-
nect a new node to an existing one, that is, for each
new link (i ← j) node i must already exist in the tree
and node j must not. Clearly, any given tree T can be
generated by various different sequences, and to extract
information about these possible sequences is exactly the
3task of history reconstruction. Let us denote the number
of distinct link sequences that result in the same tree T
by NT . Also, let NS(T ) denote the number of distinct
link sequences that result in any labeled tree which is
isomorphic to T (i.e., has the structure of T ). It is easy
to see, from Eq. (1), that
NS(T ) = NT
N !
|AUT(T )|
. (2)
It is also informative to write the total number N (N)
of distinct link sequences that result in any labeled tree
of N nodes. The root of the tree (the end-node of the
first link (i← j)) can be any of the N possibilities. The
second node (start-node of the first link) can be any of
the remaining N − 1 nodes. The end-node of the second
link must be one of the existing 2 nodes, and the start-
node of the second link can be any of the remainingN−2.
The tth link in the sequence must have, as its end node,
one of the existing t nodes, and the start node may be
chosen from the remaining N − t. Therefore
N (N) = N
N−1∏
t=1
(N − t)t = N [(N − 1)!]2 . (3)
These sequences can have different probabilities of oc-
curring in different growth models. In fact, we can
define - as is often done in graph theory - a growth
model as a distribution (a probability mass function)
M(~s) over all possible sequences ~s ∈ {(i1 ← j1), (i2 ←
j2), . . . , (iN−1 ← jN−1)}. The simplest of such growth
models is that of random recursive (RR) trees, in which
each new node attaches to a uniformly randomly cho-
sen existing node. The distributionM(~s) in this case is,
clearly, uniform. We can write the occurrance probabil-
ity of any tree T of N nodes in the RR model,
pRR,T =
NT
N [(N − 1)!]2
, (4)
and the occurrance probability of the structure of a given
tree T , as
pRR,S(T ) =
NS(T )
N [(N − 1)!]2
=
NT
(N − 1)! |AUT(T )|
, (5)
where we used Eq. (2).
An important class of growth models has the prop-
erty that any sequence resulting in a given tree T has
the same occurrance probability. We will refer to this
as the equiprobable sequences (EPS) property. Clearly,
RR trees have the EPS property. In Section IV we will
show this property also in the case of a wider class of
growing trees. In a model that has the EPS property,
we denote by πT the occurrance probability of each se-
quence that results in labeled tree T . Assuming that
the growth model is independent of the (arbitrarily cho-
sen) node labels, πT is also the occurrance probability
of any sequence resulting in the structure of T (i.e., any
labeled tree isomorphic to T .) We can write the occur-
rance probability of a given tree T in such models as
pEPS,T = πTNT , (6)
and the occurrance probability of the structure of a given
tree T , as
pEPS,S(T ) = πTNS(T ) = πTNT
N !
|AUT(T )|
. (7)
III. ROOT INFERENCE
Given an arbitrary tree T and a growth modelM, we
derive an expression for the probabilities PM(i|T ) that
node i was the root of the tree, assuming that the tree
was grown according to growth model M. We will call
PM(i|T ) the root probability of node i. (From here on-
wards we omit the subscriptM from the root probability
expression, always keeping in mind that there is an un-
derlying growth model assumed.) We use the approach
of [14], but here we formulate the problem directly as
a set of message passing equations, that lead to a sim-
ple expression for the above probabilities, involving the
nonbacktracking matrix of tree T .
To calculate P (i|T ) we begin with Bayes’ theorem,
whereby
P (i|T ) =
P (T |i)P (i)
P (T )
. (8)
Here P (T |i), the “likelihood”, is the probability that
the result of the given generative process (growth model
M) is exactly tree T , given that the root was node i.
The “evidence”, P (T ) =
∑N
i P (T |i)P (i), is indepen-
dent of i and serves only as a normalization constant,
and hence need not be explicitly calculated. Assum-
ing uniform prior probabilities P (i), the root probabil-
ities are simply proportional to the likelihood values,
P (i|T ) ∝ P (T |i). For a given growth model we can, in
principal, find P (T |i) to solve our problem. For growth
models that have the EPS property (see Section II) we
can write
P (T |i) = πTNT ,i ∝ P (i|T ), (9)
whereNT ,i is the total number of different permitted link
sequences started at node i that result in tree T , and
πT is the occurrance probability of any link sequence
resulting in tree T under the given generative model.
Thus, in a model that has the EPS property, the root
probabilities of nodes are simply given by
4P (i|T ) =
NT ,i∑N
j=1NT ,j
, (10)
meaning that we only need to calculate NT ,i for each
node i.
Let Bi←j denote the set of nodes that can only be
reached from i via j (including j), and let NBi←j be
the number of different link sequences, starting with link
(i ← j), that result in branch Bi←j . With the help of
all the NBi←j values incoming to node i, NT ,i may be
expressed as
NT ,i =

∏
j∈∂i
NBi←j

 (N − 1)!∏
j∈∂i
Ni←j !
, (11)
withNi←j denoting the number of nodes in branch Bi←j ,
including node j but not i. The set of neighbours of
node i is denoted by ∂i. The factor in square brackets
gives the number of sequences resulting in tree T , where
the distinct branches Bi←j emanating from node i are
built up consecutively. However, NT ,i is much greater
than this number, since the branches Bi←j in most cases
will be built up simultaneously. The construction of the
branches is independent in the sense that any link in the
sequence generating branch Bi←j may be exchanged with
any link in the sequence generating Bi←k. The resulting
complete sequence is still guaranteed to be permitted
and still results in tree T . The second factor on the
right hand side of Eq. (11) gives just the number of
ways this multiset permutation can be performed. To
proceed it will be useful to define
Qi ≡
NT ,i
(N − 1)!
, (12)
and
Qi←j ≡
NBi←j
Ni←j !
. (13)
Since P (i|T ) ∝ NT ,i, also P (i|T ) ∝ Qi and we have that
P (i|T ) =
Qi∑N
j=1Qj
. (14)
Using Eq. (11) we can also write
Qi =
∏
j∈∂i
Qi←j , (15)
meaning that it suffices to calculate the quantities Qi←j
in order to obtain the root probabilities P (i|T ). We
can establish a message passing (MP) type relationship
between the Qi←js by noticing that
NBi←j =

 ∏
k∈∂j\i
NBj←k

 (Ni←j − 1)!∏
k∈∂j\i
Nj←k!
, (16)
for the same reasons as above, in the case of Eq. (11).
Comparing Eqs. (13) and (16) we obtain
Qi←j =
1
Ni←j
∏
k∈∂j\i
Qj←k. (17)
Eq. (17) is a set of 2(N − 1) equations, one for each
directed link in tree T . It is more convenient to solve
the logarithm of Eq. (17),
lnQi←j = − lnNi←j +
∑
k∈∂j\i
lnQj←k, (18)
which may be expressed in vector form,
−−→
lnQ = −
−−→
lnN + Bˆ
−−→
lnQ, (19)
where
−−→
lnQ and
−−→
lnN denote the element-wise logarithms
of vectors ~Q and ~N , respectively, and Bˆ is the nonback-
tracking matrix of tree T . The nonbacktracking matrix
[25, 26] is a matrix of 2L× 2L entries (one row for each
directed link), defined as Bi←j,k←l = δjk(1− δil), where
i, j and k, l are end node pairs of links in the graph. The
logarithmic formulation allows us to conveniently treat
very large networks. (Note that the quantities Qi←j are
combinatorially large!) The solution of Eq. (19) may be
expressed as
−−→
lnQ = (Bˆ − Iˆ)−1
−−→
lnN, (20)
where Iˆ is the identity matrix. The vector ~N can be
easily calculated, since its elements are also related in a
simple MP-type structure (recall that Ni←j is the num-
ber of nodes in branch Bi←j),
Ni←j = 1 +
∑
k∈∂j\i
Nj←k, (21)
or in vector form,
~N = ~1 + Bˆ ~N, (22)
where ~1 denotes the vector of all 1s. The solution of Eq.
(22) is
~N = (Iˆ − Bˆ)−1~1. (23)
For any given tree T and its nonbacktracking matrix
Bˆ one can find ~N using Eq. (23), then plug this result
5into Eq. (20) to find
−−→
lnQ, which then gives us the desired
root probabilities via Eq. (14).
Although Eqs. (20) and (23) are compact and sim-
ple, it is generally not efficient numerically to obtain the
solutions of Eqs. (19) and (22) by inverting the matrix
Bˆ−Iˆ, as this operation has a time complexity worse than
O(n2), where n = 2(N−1) is the rank of matrix Bˆ− Iˆ in
general. It is much more efficient to obtain the solutions
of Eqs. (19) and (22) iteratively, starting from any ini-
tial values. The solution (fixed point) of the equations
will be obtained after at most dmax− 1 iterations, where
dmax is the maximum distance between any two nodes in
tree T , which behaves as dmax ∝ lnN in “small-world”
trees - the only type considered here. Hence the time
complexity of solving Eqs. (19) and (22) iteratively is
generally O(N lnN). It is possible, however, to obtain
the solutions in linear time, at the expense of a slightly
more complex implementation, by updating the message
on each directed link exactly once.
In Section IV we will prove the EPS property (and
hence, the validity of the above exact method for cal-
culating the root probabilities) for general preferential
attachment trees where the preference function is linear
in node degree.
A. Connection with closeness/distance centrality
It is worth noting that the closeness and distance cen-
trality on trees can be expressed using the nonbacktrack-
ing matrix similarly to Eqs. (20) and (23). Let us define
the distance centrality of node i as
Di = −
∑
j 6=i
d(i, j), (24)
where d(i, j) is the length of the path between nodes
i and j. (The negative sign is used only for conve-
nience.) The closeness centrality is usually defined as
Ci = −1/Di. Let us write Di as a sum of incoming
messages, Di =
∑
j∈∂iDi←j , where
Di←j = −
∑
k∈Bi←j
d(i, k), (25)
so Di←j is the “distance centrality” of directed link i←
j. These can be calculated using the simple recursive
formula,
Di←j = −Ni←j +
∑
k∈∂j\i
Dj←k, (26)
or in vector form,
~D = − ~N + Bˆ ~D, (27)
with the solution
~D = (Bˆ − Iˆ)−1 ~N = −(Bˆ − Iˆ)−2~1, (28)
where we used Eq. (23) in the last equality. Note the
similarity with Eqs. (20) and (23).
IV. RANGE OF APPLICABILITY
As discussed in Section III, if a given tree T was grown
according to a process that has the EPS property, then
the root probability for all nodes can be calculated ex-
actly using the method presented there. Due to simple
symmetry reasons random recursive trees obviously have
this property, as pointed out in Section II. Here we show
the EPS property for an important class of growth pro-
cesses that is a generalization of the random recursive
tree model.
We consider preferential attachment trees, where each
new node connects to an existing node i with probability
proportional to f(qi), where qi is the degree of node i and
f is a preference function. Here we show that a preferen-
tial attachment tree growth model has the EPS property
if the preference function has the form f(qi) = A+qi with
A any real number in the range [−1,∞], or f(qi) = B−qi
with B any integer number in the range [2,∞]. We will
refer to these growth models as positive and negative
linear preferential attachment (LPA) models.
A. Positive linear preferential attachment trees
Let the preference function take the form
f(qi) = A+ qi, (29)
where A is an “initial attractiveness” of nodes, and is
required to be A ≥ −1. In the context of root find-
ing, previous research has largely neglected this class of
growing trees. It is, however, particularly important in
network science, as it produces trees with degree dis-
tribution exponents in the empirically observed range
γ ∈ [2,∞]. To be precise, this growth model results in a
scale-free degree distribution with exponent γ = A + 3.
One can see that the random recursive tree model is a
special case, when A → ∞ and γ → ∞. At the other
extreme A = −1 produces a star. For a given labeled
tree T the occurrance probability of any link sequence
that could have generated tree T can be written as
πT =
N∏
i=1
qi−1∏
j=1
(A+ j)
N∏
t=3
[A(t− 1) + 2(t− 2)]
, (30)
where qi is the degree of node i in tree T . This can be
understood in the following way. In a given labeled tree
6T , let us calculate the occurrance probability of a pos-
sible history (link sequence) H = {(n1 ← n2), (p(n3) ←
n3), . . . , (p(nN ) ← nN )}, where nt denotes the index of
the node to arrive at step t, and p(nt) is the index of
its parent node. The probability of the first link being
realised is 1, because all histories must start with a sin-
gle link. In the second link (third time step) the new
node has a choice of two equivalent existing nodes to at-
tach to. This attachment, therefore, has a probability
1/2. A subsequent attachment at time t has probability
(A + qp(nt)(t − 1))/(Θ(t − 1)), where qp(nt)(t − 1) de-
notes the degree of the parent node of node nt at time
t − 1, and Θ(t − 1) is a normalization constant, which
is simply A times the number of nodes plus 2 times the
number of degrees in the network at time t − 1, i.e.,
Θ(t−1) = A(t−1)+2(t−2). Considering that after the
first attachment (at time t = 2) each node i will serve
as a “parent” exactly qi − 1 times, it easily follows that
the product of all the attachment probabilities is given
by Eq. (30). The probability πT is clearly independent
of the order in which the nodes were added to the tree.
Note that, although independent of node arrival order,
πT depends on tree T through its nodes’ degrees.
B. Negative linear preferential attachment trees
Another type of linear preferential attachment model
can be obtained by using the preference function
f(qi) = max(B − qi, 0), (31)
where the real parameter B may be thought of as the
“capacity” of a node: when qi > B, node i cannot at-
tract any more nodes. The maximum degree in such
a tree ensemble is the smallest integer number greater
than or equal to B, and here lower degree nodes have
a higher probability of attracting new nodes. A special
case of this model is studied in [14], where B is an in-
teger number. This situation is equivalent to a slow SI
spreading process inside a Bethe lattice of coordination
number B, and is shown in [14] to have the EPS prop-
erty. This can be seen by writing, for a given labeled
tree T , the occurrance probability of any link sequence
that could have generated tree T ,
πT =
N∏
i=1
qi−1∏
j=1
(B − j)
N∏
t=3
[B(t− 1)− 2(t− 2)]
, (32)
which is independent of the order in which the nodes
were added to the tree, but again depends on the de-
grees of nodes in the tree. (Equation (32) is similar to
Eq. (30) and can be understood in an analogous man-
ner.) By letting B ∈ [2,∞] be a real number, we can
continuously interpolate between random recursive trees
(B → ∞) and a chain (B = 2). For non-integer values
of B, however, Eq. (32) no longer holds and the corre-
sponding growth model does not have the EPS property.
V. INFERRING THE ROOT OF GROWING
SCALE-FREE TREES
For a tree T and given precision ε, a root finding al-
gorithm [18] must return a set K of nodes such that the
actual root of the tree is a member of set K with a prob-
ability at least 1−ε, and |K|must not depend on the sys-
tem size. Bubeck et al. showed in [18] that root finding
algorithms exist for random recursive and proportional
preferential attachment trees. Here we show numerically
that root finding is possible in the entire class of posi-
tive linear preferential attachment trees, and we assess
its feasibility and limiting behaviour as we approach the
two extremes: random recursive trees and a star. The
method described in Section III is exact for positive LPA
trees, therefore in these ensembles we obtain the optimal
root finding algorithm by ranking all nodes according to
their root probabilities and for any ε, the confidence set
K consists of the minimal set of nodes that have a cumu-
lative root probability at least 1− ε. Our objective here
is to find the functional form of the mean confidence set
size |K| versus desired inference precision ε, to assess the
quality of root inference in the LPA class of trees.
For random recursive trees, i.e., A → ∞ (or γ → ∞)
Fig. 1(a) shows |K| as a function of ε for different system
sizes over 7 orders of magnitude. Convergence to a size-
independent function can be clearly seen. This function
is well fitted by the form
|K| = c1e
c2
√− ln ε, (33)
with parameters c1 = 0.43, c2 = 2. Eq. (33) agrees with
the lower bound given in [18] to within a constant factor.
Figure 1(b) shows |K| as a function of ε for propor-
tional preferential attachment trees (A = 0 or γ = 3).
Convergence to an asymptotic functional form is also ap-
parent here. According to [18], |K| in this case is lower
bounded by cε−1. Fig. 1(b) indicates a power-law depen-
dence with exponent close to −1, but the precise value
cannot be obtained from the figure. Note the interesting
finite size effect: at a certain size-dependent value of ε,
|K| appears to change abruptly from a power-law to a
more slowly increasing function (with decreasing ε).
We can observe in Fig. 2(a) that the power-law be-
haviour |K| ∝ ε−α holds (up to a relatively well-defined
transition point determined by system size) in general for
positive LPA trees. The quality of the averaged curves
allows for a relatively accurate fitting of the exponents.
The exponents thus obtained are plotted in Fig. 2(b).
For γ values close to 2, the following dependence can be
concluded,
α ∼=
1
γ − 2
. (34)
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FIG. 1. (Color online) (a) Size |K| of confidence set as a
function of precision ε, averaged over different realizations of
a random recursive tree, for various system sizes N . Dashed
line corresponds to Eq. (33) with c1 = 0.43, c2 = 2. (b)
|K| as a function of ε for proportinal preferential attachment
trees. The function appears to converge to a power law. The
fitted dashed line marks a power-law dependence with ex-
ponent −1.2. (The number of realizations in (a), (b) varied
between 104 for small sizes and 10 for the biggest.)
The fit becomes unreliable for larger values of γ. It
may be hypothesized that for N → ∞: |K| ∝ ε−α
with an α depending on γ, where α ∈]0,∞]. The na-
ture of the crossover from this power-law behaviour to
that described by Eq. (33) cannot be inferred from these
studies.
Interestingly, in the entire region A ∈] − 1,∞] (or γ ∈
]2,∞]), |K| appears to remain finite (|K| ∝ ε−α) for any
ε as N → ∞. However, when A → −1 (or γ → 2), the
structure of the tree approaches a star, and in this case
|K| = N(1 − 2ε) exactly, i.e., |K| diverges as N → ∞.
The approach to this limiting behaviour can be seen in
Fig. 2(a), where |K| for a star (of equivalent size) is
plotted. Note that the center of a star has root proba-
bility 1/2 and all leaves of the star have root probability
1/[2(N − 1)]. Therefore, the formula |K| = N(1 − 2ε)
is valid only in the range ε ∈ [0, 1/2]. For ε > 1/2,
|K| = 1 in a star. In this limit the most probable root
has the highest possible root probability, so up to an ac-
curacy 1/2 the root is easiest to infer in a star. With
increasing A, as we move away from a star structure,
the root probability of the most likely root decreases, so
the quality of small accuracy root inference diminishes.
On the other hand, root inference with high accuracy
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FIG. 2. (Color online) (a) |K| as a function of ε for positive
linear preferential attachment trees of varying degree distri-
bution exponent γ. The exact expression for |K| for a star is
plotted in dashed black line. The size of the tree was N = 106
in all cases and the curves were averaged over 10 realizations.
(b) Fitted exponents of the power-law behaviour seen in Fig.
2(a).
becomes possible, since |K| does not diverge for any ε,
and decreases monotonically with increasing A. This
phenomenon can also be verified in Fig. 3 where we
plotted the cumulative root probabilities of the top n
nodes (n = 1, 2, 3, 4, 10, 100) for positive LPA trees with
varying γ. The cumulative probabilities of all “top n”
sets of nodes converge to 1/2 as γ → 2. This means
that as we approach this limit, the mean size |K| of the
confidence set for any given precision ε < 1/2, diverges,
in accordance with Eq. (34).
VI. RECONSTRUCTING THE COMPLETE
HISTORY
We have seen that the structure of a growing tree
contains information about its past that allows for the
determination of its most likely root with remarkable
accuracy. Such information can be further utilized to
make statements about the entire history of the given
tree. One may be interested in the expected arrival
times of individual nodes in the ensemble of all possible
histories, which was studied recently in [24]: an exact
method was derived to calculate the mean arrival times
in growth models that have the EPS property, and a
Monte Carlo sampling approach to estimate it for gen-
eral growth models. On the other hand one might wish
to identify the single most likely history of a given grow-
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FIG. 3. (Color online) Cumulative root probability of top
n nodes in positive linear preferential attachment trees as a
function of the inverse degree distribution exponent 1/γ. The
cumulative root probabilities for all n converge to p = 1/2
for γ → 2. The tree size was N = 104 and the number of
realizations n = 105 in all cases.
ing tree. To consider the latter problem, in this sec-
tion we extend the method of Section III to estimate
the most likely sequence of links (or nodes) that gener-
ated a given growing tree. As we saw earlier, due to the
EPS property of the considered growth models, all link
sequences that generate a given tree T have the same
probability. Therefore, simply looking at the probability
of a given complete sequence occurring, we cannot dis-
tinguish between them: neither is more likely than the
others. However, the probabilities of partial sequences
(say, the first 10 nodes) may be very different. At any
step of the growth process generating a given tree, the re-
maining nodes (or links) may have different probabilities
of being the next one to be added. In this sense, we can
talk about a “stepwise most probable” sequence: at each
step we could calculate the probabilities of all remaining
nodes to be the next added node, and always choose the
one with the highest probability. It may be expected
that this reconstruction has high accuracy in the begin-
ning of the growth process, and the reconstruction is not
likely to be much better than chance as we are approach-
ing the periphery of tree T . We now discuss the method
to find the stepwise most probable sequence that gener-
ated a given tree T , assuming that the growth process
had the EPS property. Our approach resembles the one
applied in [24], essentially providing a faster “greedy”
variant of the reconstruction strategy presented there.
Let us assume that we already know the first t nodes
in the history of tree T . The first t nodes, along with the
links between them, form a subgraph of T , let us denote
this subgraph by Tt ⊂ T , see Fig. 4(a). Our aim is,
given T and Tt, to calculate the probabilities P (i|T , Tt)
that node i is the node added at time t + 1. One can
easily convince oneself, that if the EPS property holds
for the complete tree T for a given growth model, then
it also holds for the possible sequences that generate the
remaining part of tree T , after the first t nodes in its his-
tory are already known. (It is easy to calculate πT \Tt ,
the occurrance probability of any sequence resulting in
i
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FIG. 4. (Color online). (a) A tree T consisting of 25 nodes.
The first t = 9 nodes in the history of T are already known,
and they constitute the subgraph Tt=9(⊂ T ), shown in black.
The set of 11 nodes that have nonzero probability of being
the next added node, is shown in green, and the remaining
5 nodes are shown in red. (b) “Supernode” representation of
the tree in (a).
T \ Tt, to verify that this probability is independent of
node arrival order.) Thus, for growth models that have
the EPS property, we simply need to calculate the num-
ber of different sequences (of length N− t) that generate
T \ Tt, starting at node i. Clearly there are no such se-
quences starting at nodes in T \ Tt that are not directly
adjacent to a node in Tt. So at time t+1, we only need to
consider - as viable candidates for being the next added
node - neighbours of nodes in tree Tt. We denote the set
of such “candidate” nodes at a given step t by Ct. Let us
denote by NT \Tt,i the number of sequences starting at
node i that result in T \Tt. The probability Pt+1(i|T , Tt)
that node i was added at time t+ 1 can be written as
Pt+1(i|T , Tt) =
NT \Tt,i∑N
j=1NT \Tt,j
. (35)
To calculate NT \Tt,i it will be useful to define Ni←j as
9the number of nodes in branch Bi←j that are not mem-
bers of tree Tt. We call such nodes “free” nodes, because
at time t they do not yet exist, and their birth time is
not yet determined. Similarly to Eq. (11) we can express
NT \Tt,i as
NT \Tt,i =

∏
j∈∂i
NBi←j

 (N − 1)!∏
j∈∂i
Ni←j !
, (36)
where N now denotes the number of free nodes in tree T
at time t, i.e., N = |T \Tt| = N−t. Eq. (36) may be seen
simply as a generalization of Eq. (11). NBi←j now means
the number of different sequences that result in the “free
part” of branch Bi←j . (Note that the now introduced
quantities N , Ni←j and NBi←j are generalizations of the
quantities identified by the same notation in Section III.
This more general definition also applies there because
in the root inference problem all nodes are “free” nodes.)
Similarly to what we did before, let us define
Qi ≡
NT \Tt,i
(N − 1)!
, (37)
and
Qi←j ≡
NBi←j
Ni←j !
. (38)
We can write
Pt+1(i|T , Tt) =
Qi∑N
j=1Qj
, (39)
and
Qi =
∏
j∈∂i
Qi←j . (40)
As before, we can set up a MP-type relationship between
the Qi←js, by noticing that
NBi←j =

 ∏
k∈∂j\i
NBj←k

 (Ni←j − fi←j)!∏
k∈∂j\i
Nj←k!
. (41)
Eq. (41) is identical to Eq. (16), except for the intro-
duction of fi←j , which is a binary variable: fi←j = 1 if
node j is a free node, fi←j = 0 otherwise. This is so,
because if node j is not free, then the number of free
nodes in branch Bi←j does not decrease by one when we
exclude node j. Note that fi←j depends only on node
j, and it is only for convenience that it is considered an
attribute of link (i ← j). Using Eq. (38) we may write
Eq. (41) as
Qi←j = N
−fi←j
i←j
∏
k∈∂j\i
Qj←k. (42)
Taking the logarithm of Eq. (42),
lnQi←j = −fi←j lnNi←j +
∑
k∈∂j\i
lnQj←k, (43)
which may be expressed in vector form,
−−→
lnQ = −~f ◦
−−→
lnN + Bˆ
−−→
lnQ, (44)
where ◦ denotes the Hadamard product. The solution
may be expressed as
−−→
lnQ = (Bˆ − Iˆ)−1 (~f ◦
−−→
lnN). (45)
The vector ~N can be easily calculated, since its elements
are also related in a simple MP-type structure (recall
that Ni←j is the number of free nodes in branch Bi←j),
Ni←j = fi←j +
∑
k∈∂j\i
Nj←k, (46)
or in vector form,
~N = ~f + Bˆ ~N. (47)
The solution of Eq. (47) is
~N = (Iˆ − Bˆ)−1 ~f. (48)
To construct the stepwise most probable sequence re-
sulting in tree T , at each step we may solve Eqs. (47)
and (44) iteratively, and use Eqs. (40) and (39) to find
the probability for each remaining node of being the next
added node. We then choose the node with the highest
probability and add it to tree Tt to obtain tree Tt+1. This
sequence is the exact stepwise most probable sequence
to result in tree T assuming that tree T was grown ac-
cording to a growth model that has the EPS property.
Note that using the above method we can calculate the
occurrance probability of any partial sequence, not just
the most probable one!
A. Linear-time implementation
The above algorithm can be greatly simplified by
noticing some simple properties of the structure of the
MP equations. Looking at Eq. (43) we notice that when-
ever node j is a non-free node, the message lnQi←j is
calculated simply as the sum of the messages incoming to
directed link (i← j). In this sense, only free nodes “add
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complexity”, and non-free nodes serve merely as “sum-
ming junctions”. This means that the entire existing
part, Tt, could be collapsed into one non-free supernode,
and the resulting solutions would remain the same for
all lnQi←j where at least one of the nodes i, j is free.
Figure 4(b) shows this “supernode” representation of the
tree in Fig. 4(a). We can make further simplifications
by defining the “upstream” messages of nodes. For a
free node i let mi ≡ lnQi′←i where i′ is the “upstream”
neighbour of i, i.e., the neighbour that is closest to the
existing tree Tt (or the supernode), see Fig. 4(b). We de-
note this “upstream” neighbour of node i by u(i). With
these definitions we can express lnQi for all candidate
nodes i ∈ C using Eq. (40), Eq. (43) and using the fact
that the supernode is only a summing junction:
lnQi =
∑
j∈C
mj −mi +
∑
k∈∂i\u(i)
mk. (49)
Also, using Eq. (43) we can write
mi = − lnNi +
∑
k∈∂i\u(i)
mk, (50)
where we introduced the “downstream” branch (DSB)
size of node i as Ni ≡ Nu(i)←i. Comparing Eqs. (49)
and (50) we obtain
lnQi =
∑
j∈C
mj + lnNi. (51)
Exponentiating, we get
Qi = Ni e
∑
j∈C
mj . (52)
We see that Qi depends on i only through Ni, the DSB
size of node i. Remembering Eqs. (35) and (37) we
finally have
Pi ≡ Pt+1(i|T , Tt) ∝ Ni, (53)
in other words, the probability that node i is the next
node is proportional to the downstream branch size of
node i. Based on this result, the probability of any par-
tial sequence can be calculated in time linear in ℓ, the
length of the sequence. Furthermore, the ensemble of
possible histories on a given tree can be uniformly sam-
pled by the following procedure. First choose a node at
random, as the root, with probability calculated in Eq.
(14). Then, in each step, add a node from the periphery
chosen with probability proportional to its downstream
branch size. As discussed in [24] this procedure may also
be applied to growth models that do not have the EPS
property: the Monte Carlo samples must be weighted by
the occurrance probability of the given sequence under
the specific growth model.
B. Fast history reconstruction
Using the above results we propose the following algo-
rithm to reconstruct the complete history of a growing
tree T . First we use the root inference algorithm of Sec-
tion III to find the most probable root of T . Then we
perform a search from this node to find the DSB size
Ni of all nodes i in T . Our reconstruction algorithm
then simply consists of sorting the nodes of T in de-
creasing order of Ni to obtain the estimated sequence of
node arrivals, which is exactly the stepwise most proba-
ble sequence in the case of growth models with the EPS
property.
1. Dealing with symmetries
It is immediately obvious that at a given step t all
leaves adjacent to Tt have the same DSB size = 1, and
are, therefore, equally probable to be the next added
node. That is, in terms of probability at step t, there
is no way to distinguish between them. Such symme-
try classes also exist for higher order structures, not just
leaves. A simple empirical method (similar to what is
done in [22]) to distinguish between nodes of equal DSB
size, is to consider the average DSB size of their neigh-
bours. The reasoning for this is that if the DSB size
is an indicator of age, then nodes with on-average older
neighbours aught to be older than other nodes of equal
DSB size. Therefore, to each node i in T we assign the
number
Hi = Ni +
1
Nqi
∑
j∈∂i
Nj, (54)
where qi is the degree of node i andN is the total number
of nodes in tree T . We then sort all nodes i in decreasing
order of Hi to arrive at the estimated sequence of node
arrivals. (In Eq. (54) we divided the average DSB size
of neighbours by N to ensure that this additional term
is less than 1, i.e., does not change the estimated arrival
order of nodes that have different DSB sizes.) We will
refer to this method as SMPH (Stepwise Most Probable
History).
C. Other fast reconstruction methods
Here we give a list of linear-time, or almost linear-
time, tree history reconstruction methods that we com-
pare with the SMPH method described in Section VIB1.
(When assessing the time complexity of a reconstruction
method, we only consider the time required to calcu-
late certain desired quantities for all nodes according to
which they can be ranked. We do not consider the ac-
tual sorting of the nodes, which has a worst-case time
complexity of O(N lnN).) As a benchmark, we con-
sider a Stepwise Random reconstruction. This means
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choosing a root node uniformly at random, and then
adding nodes sequentially from the existing periphery
always uniformly at random. The method High Degree
chooses the highest degree node as root, and always adds
the highest degree node from the existing periphery, ties
broken uniformly at random. A similar degree-based
method is Low Degree, that reconstructs the history in
reverse, always choosing the lowest degree node in every
step, ties again broken at random. (This is essentially
a random pruning process.) A more sophisticated re-
verse reconstruction method, Peeling+, introduced in
[22], first assigns a layer index to nodes by sequentially
removing all leaves from the tree at once in each step.
After all nodes have been assigned layer indices, a recon-
structed reverse node sequence is given by ordering nodes
according to their layer indices, starting with nodes that
were initially leaves. Ties are broken by considering the
mean layer index of the neighbours of nodes. In addition
to these centrality-based methods, we also study history
reconstruction based on the results recently presented
in [24]. A method was introduced to exactly calculate
the mean arrival times of nodes in a tree, averaged over
all possible histories of the given tree, assuming a gen-
erative process that has the EPS property. The algo-
rithm, however, runs in quadratic time (in system size
N), therefore is only a viable option for relatively small
networks. The mean arrival times can be estimated by
Monte Carlo sampling, however, as described in Section
VIA and [24].
VII. NUMERICAL RESULTS
In this section we present numerical results of tree his-
tory reconstruction using the SMPH method described in
Section VIB1. We compare the reconstruction quality
with other existing methods that run in linear time or
almost linear time. In Section VII B we use our logarith-
mic MP method to calculate mean logarithmic history
degeneracies in various growing tree models, in other
words, the mean logarithm of the number of histories
concordant with a given static tree structure produced
by a given growth model. Due to the high precision of
the measurements we can arrive at some reliable general
conclusions.
A. History reconstruction of growing trees
We compare our history inference method (based on
Eq. (54)) with other linear-time algorithms using a
global measure of reconstruction quality: the average
Pearson rank correlation coefficient between the ranking
of nodes in the real history and the inferred one. Let xi
be the rank of node i in the true arrival order and let x˜i
be the rank of node i in the inferred sequence. Then the
Pearson rank correlation coefficient is defined as
ρ =
cov(x, x˜)
σxσx˜
, (55)
where cov denotes covariance and σ is the standard de-
viation. The coefficient ρ can take values in the range
[−1, 1]. Identical sequences produce ρ = 1, completely
uncorrelated sequences produce ρ = 0, and inverted se-
quences result in ρ = −1.
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FIG. 5. (Color online). Pearson rank correlation coefficient
for the linear-time history reconstruction algorithms consid-
ered, for (a) linear and (b) nonlinear preferential attach-
ment trees in the complete range between a chain (B → 2,
β → −∞) and a star (γ → 2, β → 2). Dashed vertical line in
(a) represents random recursive trees (A,B → ∞, γ → ∞).
Tree size in all cases was N = 105. Results were averaged
over at least 100 realizations.
Figure 5(a) presents Pearson coefficients for our his-
tory inference method on linear preferential attachment
trees, compared with the other linear-time methods dis-
cussed in Section VIC. Using −1/B and 1/γ as parame-
ters, it is possible to present the complete range between
the chain and star limits in one continuous plot. (Note
the smooth transition at −1/B = 1/γ = 0.)
The SMPH method performs the best in almost the en-
tire range, except very close to the chain limit (−1/B →
−0.5). In the star limit no inference is possible, since all
nodes (except the central node) are structurally equiva-
lent. In this limit ρ for all methods necessarily goes to
zero. In the chain limit the structure of the tree contains
maximal information and ρ approaches 1 for all methods
except High Degree, which converges to the inference
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quality of a stepwise random sequence. Note that the
Stepwise Random method still has positive reconstruc-
tion quality. Our method performs slightly better than
Peeling+, which is already close to optimal in propor-
tional preferential attachment graphs, as demonstrated
in [22].
We tested the SMPH algorithm also on nonlinear pref-
erential attachment trees (NPA), where the preference
function is a power of node degree,
f(q) = qβ . (56)
This class of growth model has also received some atten-
tion due to the very different structures it can produce
[9]. A negative exponent promotes low degree nodes as
hosts for new attachment, resulting in elongated, thin
branches and very rapidly decaying degree distribution.
Such a process has been used to model discussion cas-
cades in social media [27]. Positive exponents produce
wider degree distributions, most notably β = 1 results in
a scale-free degree distribution with exponent −3. For
β > 1, the model enters a condensation regime, where
a single node has a finite fraction of all degrees in the
network. The condensation is complete at β = 2 where
the structure of the tree is essentially a star [23].
Figure 5(b) shows Pearson coefficients for the inference
methods considered, on NPA trees. A similar trend to
that of Fig. 5(a) can be seen, although the approach to
the chain limit is more “stretched out”. Apart from the
extreme negative exponent range, our method performs
the best, again slightly better than Peeling+. For posi-
tive exponents, the inference quality of all methods goes
to zero somewhere in the range 1 < β < 2, in accordance
with [23], where it is suggested that an inferrability phase
transition takes place for a certain βc ∈ [1, 2].
We also investigated the reconstruction quality of the
more sophisticated, albeit more time-consuming meth-
ods presented in [24]. A message-passing (MP) method
was developed to calculate the exact mean arrival times
of nodes in a tree, averaged over all possible histories
of the given tree, assuming a generative process that has
the EPS property. For tree generative models that do not
have the EPS property, a Monte Carlo (MC) sampling
method may be used to estimate the exact mean arrival
times, provided that the probability of a given history
can be evaluated under the given generative model (see
[24]). It was shown in [23] that the exact mean arrival
times are optimally correlated with the actual history of
a given tree, i.e. have the highest Pearson coefficient of
all possible methods to estimate the history. However,
the MP method runs in quadratic time (in system size
N), therefore is not suitable for large trees. The run-
time is also proportional to the mean “excess degree”,
(〈k2〉 − 〈k〉)/〈k〉, which further limits the applicability
of the method for trees with broad degree distributions.
One Monte Carlo sample of a potential history can be
produced in almost linear time (see [24]), but the typical
number of samples required for a good approximation
of the exact mean arrival times of nodes is not known,
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FIG. 6. (Color online). Pearson correlation coefficient for
mean arrival time (MAT) values, calculated according to the
MP method of [24] and estimated via Monte Carlo (MC) sam-
pling. The SMPH method is shown for comparison. Growth
models considered were (a) linear and (b) nonlinear preferen-
tial attachment, for the same parameters as in Fig. 5. Tree
size in all cases was N = 103. Results were averaged over 100
realizations of the tree structure. MAT-based methods perform
slightly better than the SMPH method for more compact trees
with a large fraction of leaf nodes, while the SMPH method is
more efficient for more chain-like trees with a smaller fraction
of leaf nodes (smaller values of −1/B and β).
and may vary significantly for different generative mod-
els (different types of tree structures).
Considering trees of size N = 103, Figure 6(a) con-
firms that 100 samples are typically enough for reliable
convergence for linear preferential attachment models,
except in the range close to the chain limit. The Pearson
correlation for the mean arrival times (MAT) computed
according to the MP method coincide with the Pear-
son coefficients for the MAT based on MC samples (when
fully converged) in the range when the generative model
has the EPS property. In this range the Pearson coeffi-
cients for the MAT (which are optimal) are slightly higher
than that for the SMPH method. Close to the chain limit
the MP method does not return the exact mean arrival
times—the EPS property is not fulfilled—, and is there-
fore not optimal. Given enough samples the MC method
should still converge to the optimal estimate, but, as Fig.
6(a) shows, convergence slows down considerably in this
range. The reason for this is that in this case the prob-
abilities of different possible histories vary considerably
more than in “more compact” trees, and only a very
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small fraction of MC samples carry significant weight in
the average. This effect is even more apparent in Fig.
6(b), where it is clearly seen that convergence of the MC
method is prohibitively slow for more chain-like trees,
i.e., trees with a small fraction of leaf nodes. In such
cases, where the exact MAT values cannot be estimated
in practice, the SMPH method provides a good alternative
for high quality history inference.
B. History degeneracy of growing trees
The fundamental reason for the difficulty of history
inference is that any given tree structure may have been
produced by a very large number of different histories.
Let us define the history degeneracy NT of a tree T as
the number of different link sequences that may have
produced tree T . This number is related with the infor-
mation content [28, 29] and the structure of the auto-
morphism group of the given tree. These concepts also
play a central role in graph structure compression. A
chain has maximal information content and maximal his-
tory inferrability, as we saw in Section VII A. This trans-
lates to a minimal history degeneracy. The other limit, a
star, has minimal information content, minimal history
inferrability and maximal history degeneracy. In these
limits N can be easily calculated for a tree of N nodes,
lnNchain(N) = ln
[
N∑
i=1
(
N − 1
i− 1
)]
= ln(2N−1) ∼= N ln 2,
(57)
lnNstar(N) = ln[2(N − 1)!] ∼= N lnN −N. (58)
(As N is generally very large, it is more convenient to
work with its logarithm.) Since lnNchain and lnNstar
have qualitatively different dependence on N , it is inter-
esting to consider how lnN behaves between these two
limiting structures.
The number of possible histories of a tree is a quan-
tity that plays a central role in the inference approaches
discussed in [14, 18, 24]. However, its size dependence
(for a given generative model) has not been investigated
in these works. The logarithmic MP scheme presented
in Section III enables us to conveniently calculate lnN
for any given tree, as
lnN = ln(N − 1)! + ln
N∑
i=1
Qi (59)
= ln(N − 1)! + lnQ0 − lnP0 (60)
∼= N lnN −N + lnQ0, (61)
where Q0 = max(Qi), P0 = max(P (i|T )), and we used
Eqs. (12) and (14). Note that only logarithmic quanti-
ties are involved, enabling us to consider large networks.
We calculated lnN in this way for the full range of LPA
and NPA trees between the chain and star limit, for dif-
ferent tree sizes N . In Fig. 7 we plotted the quantity
a =
N lnN − lnN
N
(
∼= 1−
lnQ0
N
)
, (62)
averaged over the ensemble of trees defined by a given
parameter set. (The number “a” is a random variable
that has some distribution in the ensemble of trees gener-
ated by a given growth model.) The figure confirms that
〈a〉 rapidly converges to a constant with increasingN ev-
erywhere between the star and chain limit, implying the
following general functional form for history degeneracy,
〈lnN〉 ∼= N lnN − cN, (63)
where c = 〈a〉 is independent of size and depends only
on model parameters. Clearly, c → 1 as we approach a
star, and c→∞ as we approach a chain, as is confirmed
by Fig. 7. This divergence appears to be very slow, but
the exact form cannot be concluded from these stud-
ies. Magner et al. show in [30] that for proportional
preferential attachment (i.e., positive LPA with A = 0)
〈lnN〉 = (1+ o(1))N lnN and 〈lnN〉 ≥ N lnN +O(N).
However, to our knowledge, the functional form of Eq.
(63) has not yet been strictly shown for any growing tree
model.
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FIG. 7. (Color online). Averaged 〈a〉 and 〈P0〉 values for the
entire range between the chain and the star limit, for (a) lin-
ear and (b) nonlinear preferential attachment trees. Curves
plotted correspond to sizes N = 103, 104 and 105, in different
shades of red (〈a〉) and different shades of blue (〈P0〉). In all
cases, curves for different sizes overlap almost perfectly. In-
sets present rescaled values c1〈a〉
−c2 , which coincide almost
perfectly with 〈P0〉. The constants for the two model classes
were: (a) c1 = 0.52, c2 = 0.91 and (b) c1 = 0.5, c2 = 0.85.
Results were averaged over at least 100 realizations.
Additionally, for the two model classes considered,
we calculated 〈P0〉, the mean root probability of the
most probable root node (assuming that the tree was
grown according to a model that has the EPS property).
This quantity may be calculated for any tree generative
model, but only gives the exact mean root probability for
growth models with the EPS property. (Note that the
LPA model has this property for any value of the param-
eter A and integer values of B, but the NPA model only
has it for β = 0 and β = 1) For all models considered,
we found an interesting approximate scaling relationship
between 〈a〉 and 〈P0〉,
〈P0〉 = c1〈a〉
−c2 , (64)
where c1 and c2 are positive constants for a given model
class (see the insets of Fig. 7). This form appears to
hold in almost the entire range between the chain and
star limits, for LPA and NPA trees with high accuracy.
The constants for the two different model classes can be
found in the caption of Fig. 7. Equation (64) demon-
strates an interesting “uncertainty principle” for history
inference in growing trees: the higher the inferrability of
the complete history (higher value of 〈a〉), the lower the
inferrability of the root.
Further numerical results regarding the statistics of P0
and a are presented in Appendix A.
VIII. CONCLUSIONS
In this paper we have extended on existing exact so-
lutions to the root finding problem on growing trees to
investigate the possibility of inferring the sequence of
node arrivals in a broad class of recursive trees. We have
formulated the root finding problem as a set of message
passing equations which are exact for tree growth mod-
els where all possible histories of a given tree occur with
the same probability. We have shown that this is true
for growing preferential attachment trees with a linear
preference function. Based on the message passing for-
mulation we have proposed a simple algorithm to gener-
ate the stepwise most probable sequence of node arrivals
of a given tree. In terms of computational complexity
the method is optimal, i.e., runs in linear time.
We have compared the reconstruction quality of our
method to existing linear-time inference algorithms for
two broad classes of growing tree models: linear and non-
linear preferential attachment trees. Both of these model
classes interpolate between a chain and a star structure,
and both contain random recursive trees and propor-
tional preferential attachment as special cases. Com-
pared with other linear-time algorithms our method per-
forms the best in almost the entire range. It is almost as
good as the more time-consuming optimal method based
on the mean arrival times of nodes in the ensemble of all
possible histories of the given tree. The exact calcula-
tion of mean arrival times can only be done in quadratic
time, and only for growth models that produce equiprob-
able histories. A universally applicable Monte Carlo es-
timate of the mean arrival times, although more efficient
in most cases, also runs in super-linear time. Further-
more, convergence in the Monte Carlo strategy becomes
prohibitively slow for trees that have a structure close to
a chain (small fraction of leaf nodes). In such networks,
and in large networks in general, our method may be the
preferred option.
Our message passing formulation also allows us to cal-
culate the mean logarithmic history degeneracy of large
trees, and make general observations for a broad class of
tree growth models. We have found the general formula
〈lnN〉 ∼= N lnN − cN for the mean logarithmic history
degeneracy in terms of system size, which is valid for
all linear and nonlinear preferential attachment growth
models with very high precision. We have also found a
scaling relationship between the mean logarithmic his-
tory degeneracy and the mean root probability of the
most likely root, in the growth model classes consid-
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ered. This “uncertainty principle” highlights an inter-
esting tradeoff inherent in the reconstruction problem:
the root and the complete history of a tree cannot be
inferred with high accuracy at the same time.
Although only applicable to trees directly, our results
may also have implications for history inference on loopy
networks. For example, the network of contacts be-
tween infected individuals in an epidemic may contain
many loops, but the actual disease transmissions must
have followed the links of a spanning tree of the net-
work. Information about the probability distribution
over the ensemble of spanning trees, under a given epi-
demic model, would create a bridge between tree his-
tory inference methods and history inference on general,
loopy networks. This is an interesting challenge for the
future.
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Appendix A: Statistics of P0 and a
Here we study the statistics of P0 (the root probability
of the most likely root) and the number a (defined in Eq.
(62)) numerically.
The distribution of P0, for all growth models and all
parameters considered, appears to be independent of tree
size (for large enough trees), as shown in Fig. 8. For
random recursive trees the distribution is well approxi-
mated by a normal distribution. For other growth mod-
els the distribution is distorted, but remains independent
of size.
The distribution of a on the other hand appears to
converge to a Dirac delta function with increasing size,
see Fig. 9, and seems to be well-fitted by a normal dis-
tribution without the kind of distortions experienced by
the distribution of P0. Fig. 10 confirms that the stan-
dard deviation of P0 is independent of system size, and
the standard deviation of a decays with system size ap-
proximately as STD(a) ∝ N−1/2.
For a given growth model and parameter setting, a
and P0 appear to be negatively correlated for any size
N , but the Pearson correlation coefficient appears to de-
cay with size approximately as ∝ N−1/2 (see Fig. 10).
The fact that a and P0 are uncorrelated for large N is
particularly interesting because it implies that Eq. (64)
does not derive from any simple relationship between
two quantities related with a given tree, but rather, that
it is a “hidden” property of the growth model class.
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FIG. 8. (Color online). Distribution of P0 values for three
sizes, N = 103, 104 and 105, for (a) random recursive trees (b)
positive linear preferential attachment trees with A = 0 and
(c) negative linear preferential attachment trees with B = 3.
Lines represent fitted normal distributions with equal mean
and standard deviation.
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FIG. 9. (Color online). Distribution of a values for three
sizes, N = 103, 104 and 105, for (a) random recursive trees (b)
positive linear preferential attachment trees with A = 0 and
(c) negative linear preferential attachment trees with B = 3.
Lines represent fitted normal distributions with equal mean
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FIG. 10. (Color online). Standard deviation of P0, a, and the
negative of their Pearson correlation coefficient, as functions
of system size. Red line is a constant, blue and green lines
represent ∝ N−1/2. (a) shows random recursive trees, (b)
positive linear preferential attachment trees with A = 0 and
(c) negative linear preferential attachment trees with B = 3.
Results were averaged over 10000 realizations.
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