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ABSTRACT
Gene-Environment Interactions in Genetic Epidemiology. (December 2004)
Christine M. Spinka, B.S. Vanderbilt University; M.S., Texas A&M University
Chair of Advisory Committee: Dr. Raymond J. Carroll
Gene-environment interactions are an area of increasing interest in complex hu-
man diseases. The first step in any study of the interactions between genes and the
environment involves identifying genes which influence the trait of interest. In this
dissertation, a new method for using the information in complex pedigrees to per-
form a joint linkage disequilibrium and linkage mapping of quantitative trait loci is
developed. Subsequently, methods are needed to determine the interaction, if any,
between these genes and environmental risk factors. Many of these factors, such as
weight or age, are continuous and little is known about their distributions. Thus, we
introduce a new method for estimating the gene-environment interaction parameters
in a logistic regression for the case-control study design. In doing so, we make the
assumption that in the underlying population, the distributions of the genetic factors
and the environmental covariates are independent. Additionally, we treat the envi-
ronmental parameters nonparametricly, utilizing the profile likelihood. Furthermore,
the methodology we develop is also general enough to be used on many different types
of genetic information, including haplotypes, and can accommodate missing genotype
data. The method is also extended to allow analysis in the presence of population
stratification or genotype misclassification. We show that the standard errors of pa-
rameter estimates using our method are smaller than those found using complete data
iv
only. These methods are illustrated using simulations and are applied to a real data
set exploring the interaction between genotype and environment in disease risk.
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1CHAPTER I
INTRODUCTION
1.1 Background
Many important human diseases arise from the joint actions of a variety of genetic
and environmental factors. Diseases such as cancers, osteoporosis, and diabetes are
just a few examples of human diseases which arise through this mechanism. Gaining
a better understanding of the underlying causes, both genetic and environmental, will
help scientists and physicians to better treat disease.
Human subjects provide a unique set of challenges to scientists seeking to study
disease formation. The ethics and logistics of human research require specialized
study designs. The need for specialized study designs arises in part from the fact
that humans may only be studied with their consent; neither their behaviors nor
matings can be controlled. Thus, methodologies must be developed that can account
for the particular data types that are often be collected in human studies.
Within the framework of human studies, there are two main goals which must be
addressed. First, genes or genetic locations which are associated with risk of disease
must be identified. This is often a difficult problem, as many of the diseases of interest
are effected by tens or hundreds of disease locations (loci) within the genome. Second,
once important genes are identified, it is necessary to understand both how the gene
influences the formation of diseases and how it interacts with environmental factors.
The format and style follow that of Journal of the American Statistical Association.
21.2 Mapping Quantitative Trait Loci Using Complex Pedigrees
Many methods have been proposed to allow the identification of important locations in
the genome which are associated with a particular quantitative trait. These locations
are called quantitative trait loci or QTLs. Methods to identify QTLs often rely
upon a particular data structure, for example nuclear families, or sibling pairs. This
dependence upon a particular data structure often makes data collection difficult
and results in a large fraction of available data not being used in the analysis. For
example, affected sibling pair methods can only use the data from two siblings; a
single offspring with one affected parent cannot be used. Thus, methods which can
incorporate the information in all types of family structures can prove more powerful
and less expensive than their more restrictive counterparts.
Previous work in this area has included the development of variance compo-
nent methods to identify regions in the genome which are associated with disease
risk. Methods which utilize population data are often used to localize QTLs to a
particular region or regions of the genome. However, these methods are susceptible
to population stratification which can suggest an association where there is none or
hide a true region. To combat this problem, many researchers use family based study
methodologies.
Recently (Fan and Jung (2003); Fan and Xiong (2002); Fan and Xiong (2003))
developed a method to perform a joint linkage and linkage disequilibrium mapping of
quantitative trait loci (QTLs). Their method utilizes population data and data from
nuclear families or sibling pairs together to identify potential QTLs in the genome.
This method is extended in this dissertation to allow incorporation of family data
from any pedigree structure. Two particular extended pedigrees are used to illustrate
the method. Simulation results are provided to illustrate the performance of the
3method.
1.3 Gene-environment Interactions
Once important locations in the genome have been identified, it is of interest to gain
an understanding of how these genes interact with the environment in the formation
of disease. Currently there are several methods available for this type of study;
many of these methods use data from related individuals, or from prospective studies,
which can be difficult or expensive to perform. The method proposed here allows
gene-environment interactions to be studied using case-control study data. These
studies have a variety of advantages for human studies; they do not require related
individuals to study, they can be performed on historical data, and they can be easier
to implement and much less expensive than family or prospective studies.
In the context of case-control studies and gene-environment interactions, we ad-
dress three main types of situations. First, we consider the case where individuals are
sampled from a homogeneous population. In this case, it is assumed that a simple
case-control study is performed, and that all covariates are measured without error.
However, the genotype may be partially or entirely unknown. Therefore, the method
of Prentice and Pyke(1979) can not be used in this situation, as it applies to the com-
plete data setting only. On the other hand, Chatterjee and Carroll present a method
which assumes marginal independence between genotype and environment. In this
dissertation, their method is extended to the present case in which the probability of
disease in the population may be either known or unknown. Finally, the results are
compared for two cases. This method is particularly applicable to haplotypes and
thus simulations for this type of data are also presented.
We also consider the problem of estimating gene-environment interactions in the
context of a stratified population. These populations occur when each individual
4considered belongs to one of several sub-populations, often racial or cultural groups,
which have different joint distributions of the factors of interest. In the presence of
population stratification, naive estimates of the genetic, environmental, and interac-
tion effects can show spurious associations. These problems have caused case-control
studies to fall out of favor with some scientists. However, when variables are measured
that help identify the strata, we propose a method to consistently estimate the gene-
environment interactions, as well as genetic and environmental effects. This method
is illustrated using a simulation study, which indicates that the method performs well,
even in the presence of very distinct sub-populations.
Additionally, we examine the effects of genetic misclassification on procedures of
this type and develop methodology to analyze data having this structure. Genetic
misclassification is a well known problem in the literature, and arises when attempts to
genotype an individual provide incorrect results. For example, Wong et al.(2004) show
that in the presence of misclassification, regression estimates of gene-environment
interaction effects are biased. We develop a similar method for case-control studies
that provides unbiased estimates of model parameters. The results of a simulation
study are presented to illustrate the method.
Finally, we use the methods developed in this dissertation to analyze the data
from a case-control study of ovarian cancer. The data set contains variables which are
believed to influence the development of ovarian cancer in Israeli women. Examples of
these factors include the presence or absence of a mutation at a particular location and
the use of oral contraceptives. The methods developed here are especially appropriate
for this data, as over half of all of the study participants have unknown genotype.
5CHAPTER II
JOINT LINKAGE DISEQUILIBRIUM AND LINKAGE MAPPING FOR
COMPLEX PEDIGREES
2.1 Introduction
Mapping quantitative trait loci (QTL) for complex diseases may be performed using
linkage disequilibrium (LD) regression analysis on population data. However, the
presence of population substructures may affect the results and either produce false
positives or mask true associations. To combat this problem, variance component
models have been proposed to perform joint LD and linkage mapping of QTLs using
both population and pedigree data (Abecasis, Cookson, and Cardon (2001); Allison
et al.(1998); Almasy et al.(1999); Cardon(2000); Fan and Jung(2003); Fan and Xiong
(2003); Fulker et al. (1999); Go¨ring and Terwilliger (2000); Martin et al. (2000); Sham
et al. (2000)). Unfortunately, many of the current methods are limited to data sets
comprised of small nuclear families. This restriction makes data collection difficult
and costly when the trait of interest is rare.
Previous works (Fan and Jung (2003); Fan and Xiong (2002); Fan and Xiong
(2003)) have utilized either family or sibling data in combination with population data
to perform joint linkage and LD mapping of QTLs. Their work is generalized in this
chapter to allow the incorporation of multi-generational pedigrees involving relatives
of any type. Intuitively, large pedigrees contain more linkage and LD information than
simple nuclear families. Thus, it is important to develop models that include all types
of data, including population data, sib-ships, nuclear families and multi-generational
pedigrees in a combined analysis.
This chapter is organized as follows. In Section 2.2 we introduce variance compo-
6nent models for multi-generational pedigree data. These models include both linkage
and LD parameters; their genetic effects are decomposed into an orthogonal sum-
mation of additive and dominant components. The method is compared with the
“AbAw” approach (Abecasis et al. 2000, 2001; Cardon (2000); Fulker et al. (1999);
Sham et al. (2000)). For consistency and ease of comparison, the pedigrees found
in Figure 1 of Abecasis, Cookson, and Cardon (2000) are considered as examples.
In Section 2.3 we present analytical formulas that approximate the non-centrality
parameters of the proposed test statistics; these are compared with Abecasis, Cook-
son, and Cardon (2000). Lastly, in Section 2.4 we provide some concluding remarks.
Proofs are provided in Appendix A.
2.2 Methods
In this section, the method to perform a joint analysis of LD and linkage information
is outlined. First, consider a biallelic quantitative trait locus Q which has alleles Q1
and Q2 with frequencies q1 and q2, respectively. Assume that markers A and B are
typed and located in the same chromosomal region as the trait locus Q. Additionally,
let markers A and B each have two alleles A and a or B and b with frequencies
PA and Pa or PB and Pb, respectively, and let the two alleles combine under Hardy-
Weinberg equilibrium. Assume that the data set is composed of I independent families
with ni individuals in the i-th family; denote them by j = 1, 2, · · · , ni, where each
individual j has a larger index than all of his ancestors. Denote the quantitative
traits of i-th family by a vector yi = (yi1, yi2, · · · , yini)τ , their genotypes at marker
A by a vector (Ai1, Ai2, · · · , Aini)τ , and their genotypes at marker B by a vector
(Bi1, Bi2, · · · , Bini)τ .
Now, define Gij to be the polygenic effect and eij to be the random error, where
7Gij ∼ N(0, σ2G), eij ∼ N(0, σ2e), and the two are independent. Further, define
xAij =

2Pa ifAij = AA
Pa − PA ifAij = Aa
−2PA ifAij = aa
, zAij =

−P 2a ifAij = AA
PaPA ifAij = Aa
−P 2A ifAij = aa
Define xBij and zBij similarly. Note that the x’s and z’s are a transformation of the
genotypes to isolate the additive and dominant effects, respectively. We can then
model the value of the quantitative trait, similar to Fan and Jung (2003), as
yij = β + xAijαA + xBijαB + zAijδA + zBijδB +Gij + eij, (2.1)
where µ = (β, αA, αB, δA, δB)
τ is the vector of parameters.
Now, decompose the total variance, σ2, as σ2 = σ2g + σ
2
G + σ
2
e , where σ
2
g is the
variance explained by the QTL Q, σ2G is the polygenic variance, and σ
2
e is the error
variance. Both σ2g and σ
2
G can be further decomposed into their additive and dominant
components, σ2g = σ
2
ga+σ
2
gd and σ
2
G = σ
2
Ga+σ
2
Gd. Let πjkQ be the proportion of alleles
shared identical by descent (IBD) at QTL Q by the j-th and the k-th individuals, and
∆jkQ be the probability that both alleles at QTL Q are shared IBD by the j-th and
the k-th individuals. πjkQ and ∆jkQ are usually estimated by marker information,
see for example Amos (1994), Amos and Elston (1989), or Amos et al. (1989). The
estimates of πjkQ and ∆jkQ are functions of the recombination fractions (Almasy and
Blangero (1998); Fan and Jung(2003); Fulker et al. (1995); Goldgar and Oniki (1992);
Pratt et al.(2000)) and thus, linkage information is included in the variance-covariance
matrix. Now, define Σi to be the variance-covariance matrix for family i, where the
8(j, k)th element of Σi is
ρjk = σ
2

1 j = k
(πjkQσ
2
ga + ∆jkQσ
2
gd + σ
2
Ga/2 + σ
2
Gd/4)/σ
2 j < k
(πkjQσ
2
ga + ∆kjQσ
2
gd + σ
2
Ga/2 + σ
2
Gd/4)/σ
2 k < j
.
Using this setup, the design matrix for family i can be written as Xi = (Xi1, ..., Xini)
τ
where Xij = (1, xAij, xBij, zAij, zBij)
τ . This allows us to write the log-likelihood for
family i as Li = −ni2 log(2π)− 12 log |Σi| − 12(yi −Xiµ)τΣ−1i (yi −Xiµ).
Let µij be the effect of genotype QiQj, i, j = 1, 2, µ12 = µ21, where (µ11+µ22)/2 =
0, as in traditional quantitative genetics, see for example Falconer and Mackay(1996).
Then, a = µ11 = −µ22, d = µ12, αQ = q1µ11 + (q2 − q1)µ12 − q2µ22 = a+ (q2 − q1)d is
the average allele substitution effect, and δQ = 2µ12−µ11−µ22 = 2d is the dominant
effect. Under this setup, the additive variance σ2ga = 2q1q2α
2
Q and the dominant
variance σ2gd = (q1q2)
2δ2Q.
Denote the linkage disequilibrium between to loci, A and B by DAB = P (AB)−
PAPB; then the LD between Q and A is DQA = P (AQ1)− q1PA, and the LD between
Q and B is DQB = P (BQ1) − q1PB. Define the additive and dominant variance-
covariance matrices as VA =
2PaPA 2DAB
2DAB 2PbPB
 and VD =
P 2aP 2A D2AB
D2AB P
2
b P
2
B
 . Then,
Fan and Xiong(2002) show that the coefficients of regression equation (2.1) are given
by αA
αB
 = V −1A
2DAQ
2DQB
αQ and
δA
δB
 = V −1D
D2AQ
D2QB
 δQ.
Thus, linkage effects the variance-covariance matrix, while association effects the
mean coefficients. Then, tests of either linkage or association can be performed by
9comparing the full model in which all parameters are estimated to a sub-model in
which some parameters are set equal to zero.
If both additive and dominant variances σ2ga and σ
2
gd are significantly larger than
0, a null hypothesis HAB,ad : αA = αB = δA = δB = 0 can be tested. However, if
the additive variance, σ2ga, is significantly larger than 0, but dominant variance, σ
2
gd,
is not significantly larger than 0, then regression (2.1) can be simplified by excluding
the dominant effects from the analysis, i.e., setting δA = δB = 0. Then, the null
hypothesis HAB,a : αA = αB = 0 may be tested.
2.3 Non-centrality Parameter Approximations
In order to assess the performance of the suggested likelihood ratio tests, approxi-
mate forms for the non-centrality parameters are needed. In Fan and Jung (2003)
the values of these parameters for nuclear families and sibling pairs have been deter-
mined. However, we show that asymptotic values for the forms of the non-centrality
parameters can be found for any pedigree structure, using tools from linear regression
in combination with the tables found in Appendix A.
To illustrate this method for extended pedigrees, we consider I families of the
form given either in graph A or graph B of Figure 1. Note that these are the same
pedigrees as in Abecasis, Cookson, and Cardon (2000), Figure 1. Let N be the
total number of individuals, i.e., N = nI, where n = 11 for graph A and n =
18 for graph B. Let y = (yτ1 , · · · ,yτ1)τ ; then y is normal with mean Xµ, where
X = (Xτ1 , · · · , XτI )τ , and variance-covariance matrix Σ = diag(Σ1, · · · ,ΣI). Assume
that Σ1 = · · · = ΣI . Now, let µˆ be the maximum likelihood estimators of µ then,
µˆ =
[
Xτ Σˆ−1X
]−1
Xτ Σˆ−1y =
[∑I
i=1 X
τ
i Σˆ
−1
i Xi
]−1∑I
i=1 X
τ
i Σˆ
−1
i yi. Next, when H is
any q×5 test matrix of rank q, using linear model theory the null hypothesis Hµ = 0
10
is testable, see Graybill (1976). Furthermore, the test statistic, F ,
F =
(Hµˆ)τ [H(Xτ Σˆ−1X)−1Hτ ]−1(Hµˆ)
yτ [Σˆ−1 − Σˆ−1X(Xτ Σˆ−1X)−1Xτ Σˆ−1]y
N − 5
q
,
is distributed as a non-central F (q,N −5, λ), where the non-centrality parameter has
the form
λ = (Hµ)τ
[
H[XτΣ−1X]−1Hτ
]−1
Hµ = (Hµ)τ
[
H[
I∑
i=1
Xτi Σi
−1Xi]
−1Hτ
]−1
(Hµ).
Denote Σ−1i =
1
σ2
(γkl)n×n. In Appendix A, we develop an approximation of the non-
centrality parameter,
λ ≈ I
σ2
(Hµ)τ
[
H

1/
∑
k
∑
l γkl O O
O V −1A /b1 O
O O V −1D /b2
Hτ
]−1
(Hµ),
where b1 and b2 are calculated according to complex formulas found in the appendix
and O denotes the zero matrix.
Consider the null hypothesis HAB,a : αA = αB = 0; denote the correspond-
ing F -test statistic by FAB,a. Then, the non-centrality parameter has the form
λAB,a ≈ b1Iσ2 σ2ga[PbPBD2AQ − 2DAQDABDQB + PaPAD2QB]/[q1q2(PaPAPbPB − D2AB)].
Similarly, consider the null hypothesis HAB,d : δA = δB = 0; denote the correspond-
ing test statistic by FAB,d. In this case, the non-centrality parameter is λAB,d ≈
b2I
σ2
σ2gd[P
2
b P
2
BD
4
AQ − 2D2AQD2ABD2QB + P 2aP 2AD4QB]/[q21q22(P 2aP 2AP 2b P 2B −D4AB)]. Finally,
define the null hypothesis HAB,ad : αA = αB = δA = δB = 0; denote the corre-
sponding test statistic by FAB,ad. Then, the associated non-centrality parameter is
λAB,ad = λAB,a + λAB,d.
Assume that only one marker, A, is used in the analysis. Then, the test statistic
for the null hypothesis Hµ = 0 is distributed as non-central F (q,N − 3), where
µ = (β, αA, δA)
τ . The non-centrality parameter for the null hypothesis HA,ad : αA =
11
A)
1 µ´
¶³
2 3 µ´
¶³
4
5 µ´
¶³
6
7 µ´
¶³
8 9 µ´
¶³
10 µ´
¶³
11
B)
¡
¡
µ´
¶³
¡¡ ¡
¡
µ´
¶³
¡¡ ¡
¡
µ´
¶³
¡¡
1 µ´
¶³
2 3 µ´
¶³
4 µ´
¶³
5 6 7 µ´
¶³
8 9 10 µ´
¶³
11
µ´
¶³
12 µ´
¶³
13 µ´
¶³
14 15 16 µ´
¶³
17 18
Figure 1. Pedigrees used in power calculations and comparison, which are taken
from Figure 1 of Abecasis, Cookson, and Cardon (2000). The number in the box or
circle is individual ID.
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δA = 0 is then λA,ad ≈ b1Iσ2 σ2gaD2AQ/(PAPaq1q2) + b2Iσ2 σ2gdD4AQ/(P 2AP 2a q21q22). Similarly,
the non-centrality parameter for the null hypothesis HA,a : αA = 0 has the form
λA,a ≈ b1Iσ2 σ2gaD2AQ/(PAPaq1q2). The non-centrality parameter for the null hypothesis
HA,d : δA = 0 is λA,d ≈ b2Iσ2 σ2gdD4AQ/(P 2AP 2a q21q22).
2.3.1 Power Comparisons with the ”AbAw” Approach
Table 1 shows the power of 50 duplicates of pedigree A) and pedigree B), for varying
levels of LD between the trait locus and marker A at 0.01 significant level. The
parameters selected are the same as those of Abecasis, Cookson, and Cardon (2000).
Additionally, the power of χ2qtl is taken from Table 2 of Abecasis, Cookson, and Cardon
(2000). Let F(A, a) denote the test statistic for the null hypothesis HA,d : δA = 0.
The power of FA,a is calculated using the non-centrality parameter approximation
λA,a. As can be seen in Table 1, FA,a has higher power than χ
2
qtl. However, Abecasis,
Cookson, and Cardon(2000) show that χ2qtl is more powerful than other methods, and
thus our proposed method is advantageous over the “AbAw” approach.
Table 1. Power (%) of 50 pedigrees (Figure 1) for varying levels of LD between trait
locus and marker A at 0.01 significant level. The parameters are given by
σ2ga = 0.1, σ
2
gd = 0, σ
2
Ga = 0.5, σ
2
Gd = 0, σ
2
e = 0.4, q1 = PA = 0.5, which are the same as
those of Table 2 of Abecasis, Cookson, and Cardon (2000). The power of χ2qtl is
taken from Table 2 of Abecasis, Cookson, and Cardon (2000).
D′ 0.00 0.25 0.50 0.75 1.00
Graph A: small 3-generation pedigree
χ2qtl 0.6 7.8 33.5 76.5 98.4
FA,a 1.0 18.2 77.7 99.3 100.0
Graph B: large 3-generation pedigree
χ2qtl 0.6 16.4 73.3 99.1 100.0
FA,a 1.0 39.3 97.9 100.0 100.0
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2.4 Discussion
This chapter focuses on constructing models which utilize multi-generational pedi-
grees for LD mapping of QTL. It is an extension of previous works (Fan and Jung
(2003); Fan and Xiong (2003)), in which variance component models are constructed
for high resolution joint linkage and LD mapping of QTLs. The proposed method has
higher power than the “AbAw” approach. These finding are consistent with previous
observations based on sib-pair data by Fan and Jung (2003). Our power comparisons
confirm that large pedigrees may contain more LD information than small pedigrees.
Our method decomposes the association into the summation of additive and
dominant effects. Additionally, when the dominant effect is not significantly different
from 0, then only the additive effect is modeled. The “AbAw” approach, on the
other hand, decomposes the association into the summation of between-family (b)
and within-family (w) components. It is possible that this difference explains the
increased power observed for our method.
Population data can contain LD information, while pedigree data may contain
both linkage and LD information. Thus, it is interesting to combine pedigree data
with population data for fine association studies. The methods developed in this
chapter allow the mapping of QTLs in a unified linkage and LD analysis using a
combination of pedigree and population data. Linkage analysis can be used to localize
genetic traits to a broad region, and is less sensitive to population structures than
LD mapping. LD mapping, on the other hand, is appropriate for high resolution
mapping and sensitive to population admixtures. In an examination of real data, it is
sensible to first perform linkage analysis using pedigree data to identify regions which
demonstrate linkage to the trait of interest. Sparse genetic maps are appropriate for
this step in the analysis, see for example Broman et al. (1998) or Kong et al. (2002).
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Then, a combined analysis using both population and pedigree data can be performed
to take advantage of both linkage and LD information for high resolution mapping
of genetic traits. This method can provide the high resolution characteristic of LD
mapping, while simultaneously providing additional protection against false positives
by using the prior linkage evidences based on a dense genetic map.
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CHAPTER III
GENE-ENVIRONMENT INTERACTIONS WITH MISSING GENETIC
INFORMATION
3.1 Introduction
Many important human diseases, including most cancers, have both genetic and en-
vironmental risk factors. Interactions between these factors can sometimes be more
important than the values of the individual factors in determining the probability
of developing disease (Yang and Khoury (1997)). Understanding the complex rela-
tionships between genetics and the environment allows medical interventions to be
custom tailored to an individual’s genetic makeup. Although there are many possible
study designs used to investigate these questions, case-control studies are often the
most practical, due to their ability to be used for both rare and late-onset diseases.
Additionally, since part or all of the genetic information may be missing for many
of the subjects in the study, incorporating information from subjects with missing
genetic information may increase the precision of our estimates. Thus, we develop
a method for estimating gene-environment interactions for case control studies with
missing genetic information.
The motivation for the development of this method came from a study which
examines the development of ovarian cancer in a population of Israeli women. One
goal of this study is to investigate the interaction between either a BRCA1 or BRCA2
mutation and both oral contraceptive usage and parity. Additionally, many other
covariates, including age, family history of breast and ovarian cancer, personal history
of breast cancer, history of gynecological surgery, and ethnicity, are measured as they
are believed to also effect the risk of developing the cancer. Unfortunately, since the
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mutations of interest are also important in breast cancer, many of the subjects in the
study have declined to provide samples for genetic testing.
Unknown genetic information also occurs when haplotypes are the genetic com-
ponent of interest, but only genotypes are measured. This is a frequent occurrence,
as methods to determine haplotype directly are much more costly than methods to
assess genotype alone. Many previous works have examined methods for inferring
the haplotypes when they are not known. The first such method is due to Clark
(1990)and attempts to explain all observed genotypes using the minimum number of
haplotypes. The method is simple to implement, often performs well in practice, and
has been used successfully in many applications. More recently, methods have been
proposed based upon maximum likelihood estimation (Excoffier and Slatkin (1995),
and Fallin and Schork (2000)), or upon Bayesian methodology (Niu et al. (2002) and
Thomas et al. (2001)). Other methods attempt to analyze the data including the
uncertainty in haplotype phase (Schaid et al. (2002), Wallenstein et al. (1998), and
Zhao et al. (2003)). Our method does not infer the haplotypes directly, but rather
estimates the probability of occurrence of each possible haplotype and incorporates
all of the information into the likelihood.
The method that we develop finds the semiparametric maximum likelihood esti-
mates of the parameters of a logistic regression in order to estimate the probability of
disease. The distribution of the genotype in the population is assumed to be discrete.
Furthermore, as little is known about the joint distribution of the environmental fac-
tors, they are treated nonparametrically. Prentice and Pyke (1979) show that if the
distribution of the environment is left completely unspecified then the logistic param-
eters may be estimated as if the study was performed prospectively. In our method,
however, we make the additional assumption that the distributions of the genes and
the environment are marginally independent, conditional upon any variables which
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describe any stratification in the population, see Umbach and Weinberg (1997) and
Satten et al. (2001). This follows the work of Chatterjee and Carroll, which shows
that, under this assumption, there are large gains in the efficiency of estimation.
Adopting this framework, we calculate the complete likelihood for the data under the
case-control sampling design. Subsequently, the profile likelihood is used to calcu-
late the semiparametric maximum likelihood estimates for the parameters of interest
without calculating the distribution of the environment.
This chapter is organized as follows. First, in Section 3.2.1, we develop the
methodology and asymptotic distributional results for a homogeneous population, un-
der the assumption that the distribution of the gene and environment are marginally
independent. Next, in Section 3.2.2 we describe a modification to the method that
can be used when the probability of disease in the population is known. This mod-
ification is shown to decrease the variability of the parameter estimates when the
probability of disease can be well estimated for the population. In Section 3.3.1 we
present the results of simulation studies that show that parameter estimates are unbi-
ased and have approximately the claimed asymptotic standard errors. Lastly, Section
3.4 contains some concluding remarks. Note that all proofs are provided in Appendix
B.
3.2 The Method
3.2.1 Homogeneous Populations with Disease Probability Unknown
Consider a case-control study with n0 controls and n1 cases. Let Di denote the disease
state of individual i, Xi denote the vector of their environmental covariates, Gi denote
their true genotype, G∗i denote values of their genotype that are measured and let
∆i be a variable whose values indicate what genetic information is measured. For
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example, in a haplotype study, we could have
∆ =

1 if no genetic information is measured;
2 if unphased genotype is measured;
3 if diplotype is measured.
Assume that the distribution of the genotype and the environment are marginally
independent and that what type of genetic information is measured does not depend
upon the individual’s underlying genetic makeup. Mathematically, the second of these
two assumptions can be written as pr(∆|D,X,G) = pr(∆|D,X) = π(∆|D,X, ξ).
Furthermore, treat the distribution of the genotypes as discrete with pr(G = gj) =
h(gj, θ) where h(·) is a known function and θ is a vector of parameters. Define
Gi = {gj : gj is consistent with G∗i } to be the set of all possible genotypes which are
consistent with the genetic information observed and assume that the probability of
disease depends only upon the true genotype of an individual, not upon the portion of
the genotype that is measured. This assumption can be stated as pr(D|X,G,G∗) =
pr(D|X,G). Also, observe that pr(G,G∗) = pr(G) for all G ∈ G. Then,
pr(D|X,G∗) =
∑
j
pr(D|X,G = gj, G∗)pr(G = gj|X,G∗)
=
∑
j
pr(D|X,G = gj)pr(G = gj|G∗)
=
∑
gj∈G
pr(D|X,G = gj)h(gj, θ)
pr(G∗)
.
Now, treat the distribution of the environmental covariates as a discrete distribu-
tion having mass at every observed value; thus pr(X = xk) = ζ(xk). Then, the
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retrospective log likelihood has the form
logL(β0, β1, θ, ζ, π) =
n∑
i=1
[
log
{
pr(Di|Xi, G∗i )pr(G∗i )pr(Xi)pr(∆i|Di, Xi)
pr(Di)
}]
=
n∑
i=1
log
∑
gj∈Gi
pr(Di|Xi, gj)h(gj, θ)

+log{ζ(Xi)}+ log{π(∆i|Di, Xi)} − log{pr(Di)}
]
.
Notice that the likelihood consists of terms which depend upon β0, β1, θ, ζ and those
which depend upon π(·) and thus maximization with respect to β0, β1, θ, ζ can be com-
pleted independent of π(·). Now, define κ = β0 +log[{n1pr(D = 0)}/{n0pr(D = 1)}],
Ω = (β0, β1, θ, κ), H(x) = {1 + exp(−x)}−1, and S(D,X,G,Ω) = h(G, θ) exp[D{κ +
m(X,G, β1)}][1−H{β0 +m(X,G, β1)}].
Lemma 1: The profile likelihood function has the form
log{L(Ω)} = ℓ(Ω) =
n∑
i=1
log ∑
gj∈Gi
S(Di, Xi, gj,Ω)− log
∑
d,j
S(d,Xi, gj,Ω)
 .
Define I = −(1/n)E{∂2ℓ(Ω)/∂Ω∂ΩT} and Λ = ∑d(nd/n)E{Ψ(∆, D,X,G∗,Ω)|D =
d} × [E{Ψ(∆, D,X,G∗,Ω)|D = d}]T , where
Ψ(∆, D,X,G∗,Ω) =
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω)∑
gj∈Gi
S(Di, Xi, gj,Ω)
−
∑
d,j SΩ(d,Xi, gj,Ω)∑
d,j S(d,Xi, gj,Ω)
.
Then, we have the following lemma.
Lemma 2: Under suitable regularity conditions, and for fixed n0/n, the solutions
which maximize the profile likelihood satisfy n1/2(Ω̂− Ω0) ⇒ N(0,Σ) where
Σ = I−1 − I−1ΛI−1.
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3.2.2 Probability of Disease Known
In many human diseases, the probability of occurrence of the disease in the general
population is known. The estimation procedure the we have developed can easily
be modified to incorporate the known value. First, define Pr(D = 1) = p, ν =
log[{n1(1 − p)}/(n0p)]. Then, κ = β0 + ν, Ω = (β0, β1, θ) and S(D,X,G,Ω) =
h(G, θ) exp[D{β0 + ν + m(X,G, β1)}][1 −H{β0 + m(X,G, β1)}]. In this setting, we
can again find the values of the parameters that maximize the function
ℓ(Ω) =
n∑
i=1
log
∑
gj∈Gi
S(Di, Xi, gj,Ω)
− log
{∑
d,j
S(d,Xi, gj,Ω)
} .
Similar to the case when the probability of disease in the population is not known,
define I = −(1/n)E{∂2ℓ(Ω)/∂Ω∂ΩT} and Λ = ∑d(nd/n)E{Ψ(∆, D,X,G∗,Ω)|D =
d} × [E{Ψ(∆, D,X,G∗,Ω)|D = d}]T , where
Ψ(∆, D,X,G∗,Ω) =
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω)∑
gj∈Gi
S(Di, Xi, gj,Ω)
−
∑
d,j SΩ(d,Xi, gj,Ω)∑
d,j S(d,Xi, gj,Ω)
.
Then, under suitable regularity conditions, and for fixed n0/n, the solutions which
maximize ℓ(Ω) satisfy n1/2(Ω̂− Ω0) ⇒ N(0,Σ) where Σ = I−1 − I−1ΛI−1.
3.3 Simulation Study
3.3.1 Goals
In this section we present the results of a comprehensive simulation study. The
purpose of this study was to investigate different properties of the estimates, including
determining the magnitude and direction of any biases, validating the estimated and
asymptotic variances, and assessing the effect of knowing the probability of disease.
Additionally, we wish to determine the effects of the frequency of a mutation by
comparing a rare mutation with a common mutation. Furthermore, we consider the
problem of estimating the interaction between a haplotype and the environment,
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however, we assume that the investigators only measure the genotype. Thus, some
of the genetic information is missing for a fraction of the individuals in the study.
For all of the simulations, the maximization is performed using Fisher’s method
of scoring. The methodology is quite stable when the probability of disease is known,
however, when the probability of disease is not known, the maximization may be
unstable if the starting value for β0 is far from the maximum value. For this reason,
for the case when the probability of disease is not known, simulations are performed
using a grid search to identify the value of β0 which provides the largest value of the
likelihood when all other parameters are maximized.
3.3.2 Simulation Design and Results
To determine the effect of knowing the probability of disease as compared to estimat-
ing it from the data, we conducted a simulation study. In this study we simulated
1000 data sets, each containing 1000 cases and 1000 controls from the population. Let
the environmental covariate be distributed as min{exp(X),10)} where X ∼ N(0, 1),
and consider the genotype at two loci with two alleles each. Then, when the first locus
has alleles A and a, and the second locus has alleles B and b, we have four possible
haplotypes, (AB,Ab,aB,ab). In the population, let these haplotypes have probabili-
ties (.4, .3, .2, .1) for the ”common” haplotype or (.425, .325, .225, .025) for the ”rare”
haplotype. Let the ab haplotype be associated with an increased disease risk, as com-
pared to the other haplotypes, and combine the haplotypes under Hardy-Weinberg
equilibrium to form genotypes. Now, let the probability of disease follow
logit{pr(D = 1|G,X)} = β0 + βG(num of ab) + βXX + βGXX(num of ab),
where β0 = −3.5,−3.25 for the common and rare haplotypes, βG = .26, βX =
.1, and βGX = .35. For each simulated data set, the analysis is performed first
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considering that the probability of disease is known and second that it is unknown.
Additionally, estimated values of the variances of the parameters are calculated for
each data set under each scenario by estimating the asymptotic variance using the
observed data values. These results are then compared to both the observed variances
from simulation and the true asymptotic variances.
The results of the simulations for the frequency are presented in Table 2. For
all cases, the observed biases are quite small. Additionally, the estimated standard
errors correspond closely to the observed errors from simulation. This suggests that
the approximate values obtained for a single data set can be used to form confidence
intervals and perform tests using the asymptotic distribution. The results also indi-
cate an important trend when the analysis is performed assuming that the probability
of disease is known. The simulations suggest that there is a decrease in the standard
errors of the parameter estimates for all parameters, when the probability of disease
is known. For most human diseases, the incidence of disease is either known, or can
be very well estimated, and thus this information should be incorporated into the
data analysis whenever possible.
3.4 Discussion
One area of particular interest in genetic epidemiology today is understanding the
interactions between genetic factors and the environment. The ability to study these
sorts of interactions with a case-control study is particularly valuable, as these studies
are flexible and appropriate for many human diseases of interest.
The methods developed in this chapter allow the estimation of the interaction
between the gene and the environment for case-control studies, even in the event
that some study subjects have part or all of their genetic information missing. This
flexibility allows the method to incorporate information about environmental factors
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Table 2. The results of a simulation for a homogeneous population with 1000
replications for a case-control study with 1000 cases and 1000 controls. Values
presented include the observed bias and observed, estimated, and asymptotic standard
errors for each of the parameters of interest. Additionally, the simulations assess the
effects of knowing the probability of disease for both a common and a rare haplotype.
Observed Estimated Theoretical
Haplotype Standard Standard Standard
Case Pr(D=1) Beta Bias Error Error Error
Common Known βG -0.0029 0.1329 0.1343 0.1327
βX -0.0018 0.0260 0.0261 0.0267
βGX 0.0055 0.0456 0.0444 0.0429
Unknown βG -0.042 0.1574 0.1577 0.1587
βX -0.0013 0.0292 0.0287 0.0298
βGX 0.0084 0.0594 0.0576 0.0568
Rare Known βG 0.0003 0.2652 0.2605 0.2626
βX 0.0010 0.0243 0.0244 0.0247
βGX 0.0043 0.0884 0.0859 0.0860
Unknown βG -0.0181 0.3073 0.3124 0.3195
βX 0.0006 0.0244 0.0251 0.0256
βGX 0.0172 0.1143 0.1171 0.1158
into our analysis even when the individuals have no genetic information measured.
The advantage of incorporating such individuals is that their inclusion decreases the
standard errors of all parameters in the study, even those pertaining to genetic ef-
fects. Additionally, this method can be used to investigate the relationship between
haplotypes and the environment. Furthermore, the method does not require that
haplotypes are measured for any individuals; in fact, for some measured genotypes,
the unique haplotype may be inferred.
Another advantage to this procedure is that the distribution of the missing values
may depend upon both the disease state and the environmental values. This flexibility
permits the method to be used in cases where control subjects are much more likely to
have missing information than case subjects. This makes the method very valuable in
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many human studies where control subjects do not wish to be genotyped based upon
their confidentiality concerns. Additionally, this flexibility also allows the scientist to
select subjects to genotype based upon their disease state and environmental values
in the event that costs may be decreased by only genotyping a portion of the entire
study population.
Finally, the assumption of marginal independence between the gene and the envi-
ronment is satisfied for many environmental factors of interest. When this assumption
is valid, our proposed method produces parameter estimates having smaller standard
errors than parameter estimates from traditional analyses without this assumption.
Additionally, data collected about the distribution of the environment and disease
state, even when the genotype is unknown, provides a significant improvement in the
precision of parameter estimates. In the event that the probability of disease is known,
our method incorporates this information, again decreasing the standard errors of our
estimates. These results are not true for a traditional analysis, in which knowing the
probability of disease does not effect the standard errors of the parameter estimates.
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CHAPTER IV
GENE-ENVIRONMENT INTERACTIONS WITH POPULATION
STRATIFICATION
4.1 Introduction
Many naturally occurring populations are stratified, meaning that the population is
composed of a variety of homogeneous sub-populations having different backgrounds,
and thus also different genetic makeup, disease risk, and/or environmental exposures.
These sub-populations are often racial or ethnic, and some members of the popula-
tion may be a mixture or two or more of the sub-populations. In the presence of
a population with this type of structure, the assumption of independence between
genetic factors and the environment may be violated. However, within a particular
sub-population, the assumption of independence may still hold. When we can mea-
sure covariates which determine the identity of each individual’s sub-population, we
can then modify our method to apply in this case.
This chapter is organized as follows. In Section 4.2, we discuss modifications
to the method proposed in Chapter III that are needed to account for population
stratification. Also discussed are the necessary modifications that allow these methods
to be used for frequency matched case-control studies. We present a simulation study
to evaluate the performance of these methods in Section 4.3, while in Section 4.4 we
provide a few concluding remarks. Proofs may be found in Appendix C.
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4.2 Method
4.2.1 Stratified Populations
First, consider each sub-population to be a strata, and assume that covariates which
determine the value of the strata are measured. Assume that the distribution of
the genotype, G, and the environment, X, are independent given the strata, S. We
can then perform the analysis in a similar method to that developed in Chapter
III. Furthermore, assume that the joint distribution of the gene, environment, and
stratification variables can be written as the joint distribution of environment and
stratification variables times the conditional distribution of the genotype given the
stratification variables. Then, if the number of strata is small, h(Gj, θ) can be replaced
by h(gj, θ;S), the conditional distribution of genotype given strata, where the hS(·)
are known functions and θ is a vector of parameters. Also, the joint distribution of
the environment and the strata may be treated nonparametrically by replacing ζk =
pr(X = xk) by ζk,m = pr(X = xk, S = sm). In the event that the number of strata
grows with the sample size, the above procedure may still be used if a parametric
model with fixed dim(θ) is assumed for pr(G = gj|S = s). In either of these cases, the
results from Chapter III again follow with the appropriate substitutions for h(gj, θ)
and ζk. These results can be derived using calculations similar to those in Chatterjee
and Carroll.
4.2.2 Frequency Matched Case-Control Studies
This methodology may also be extended to account for the frequency matched case-
control study design. First, let W = wm,m = 1, ...,M denote the M strata used
for matching. Also, let W S = SW be the elements of the environment that are used
for both matching and population stratification, W S be the matching variables that
are not involved in population stratification, and SW be the population stratification
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variables that are not used for matching. Then, assume that pr(G = gj|S = s) is inde-
pendent of (X,W S) and that pr(D = 1|G,X, S,W ) = H{β0,W + m(G,X, S,W, β1)}.
Then the log-likelihood for the matched case-control study is
logLmcc =
n∑
i=1
[
log
{
pr(G∗i ,∆i, Xi, S
W
i |Di,Wi)
}]
=
n∑
i=1
log
∑
gj∈Gi
pr(Di|gj, Xi, Si,Wi)h(gj|Si)
+ log{pr(Xi, Si,Wi)}
+ log{pr(∆i|Di, G∗i , Xi, Si,Wi)} − log{pr(Di,Wi)}
]
.
Lemma 3: Under the frequency matched case-control study design, the data may be
analyzed as though an unmatched study was performed if either (1) the probability
of disease is known for each value of the matching variable or (2) if the probability of
disease is very small for all possible gene-environment combinations.
4.3 Simulation Study Design and Results
To investigate the effects of stratification in the population, a simulation study for
such a population was performed. First, 1000 cases and 1000 controls were sampled
from the population. Two strata are present with 60% of the population in the first
stratum and 40% of the population in the second stratum. The environmental covari-
ate is distributed as min{exp(X),10} where X ∼ N(µ, 1), where µ = 0, .67 for the two
strata. These values are selected such that the 75th percentile of the first population
occurs at the median for the second population. We again consider four possible hap-
lotypes, (AB,Ab,aB,ab), with probabilities (.4, .3, .2, .1) and (.35, .275, .175, .2) for the
”common” haplotype and (.425, .325, .225, .025) and (.4, .325, .225, .05) for the ”rare”
haplotype, for the two strata, respectively. In both cases, the second stratum has
double the occurrence of the disease-associated haplotype. Additionally, the last
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haplotype is associated with increased disease risk and the haplotypes are combined
under Hardy-Weinberg equilibrium. The disease probability then follows
logit{pr(D = 1|G,X, S)} = β0 + βG(num of ab) + βXX + βSS
+βGXX(num of ab) + βGSS(num of ab),
where β0 = −3.5,−3.25, for the common and rare haplotypes, and βG = .26, βX = .1,
βS = −.2, βGX = .35, and βGS = −.25.
Table 3. The results of a simulation for a stratified population with 1000 replications
for a case-control study with 1000 cases and 1000 controls. The underlying
population is composed of two strata which differ in their disease risk, genotype
distribution, and gene-environment interaction. Values presented include the bias
and the observed, estimated, and asymptotic standard error for each of the
parameters of interest. Additionally, the simulations examine the effects of the
frequency of the hayplotype on these parameters.
Observed Estimated Theoretical
Haplotype Standard Standard Standard
Case Beta Bias Error Error Error
Common βG -0.0071 0.1662 0.1645 0.1640
βX -0.0020 0.0248 0.0246 0.0246
βGX 0.0054 0.0358 0.0357 0.0350
βS 0.0056 0.1312 0.1349 0.1345
βGS -0.0083 0.2107 0.2106 0.2074
Rare βG -0.0129 0.3002 0.3148 0.3069
βX ¡ 0.0001 0.0210 0.0207 0.0203
βGX 0.0065 0.0626 0.0623 0.0604
βS 0.0019 0.1034 0.1070 0.1072
βGS 0.0044 0.4026 0.4004 0.3935
The results presented in Table 3 indicate that the trends observed in a homo-
geneous population hold also in the presence of population stratification. First, the
biases are small in magnitude, and do not display a consistent direction. Furthermore,
the estimated standard errors are similar to those observed from simulation. However,
with a stratified population, it appears that a larger sample size would be needed in
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order for the estimated standard error to achieve the same quality of approximation
for the asymptotic standard errors as is seen in the case of a homogeneous population.
4.4 Discussion
Population stratification is one of the largest hurdles faced by case-control studies.
Left uncorrected, it can severely bias estimates of the parameters of interest. How-
ever, when variables are measured which define the strata within the population, the
method from Chapter III may again be used to find unbiased estimates. Estimates
of the standard errors of the semiparametric maximum likelihood estimates are also
quite close to the true values. Thus, our method provides a means to form confidence
intervals or perform tests of hypotheses about the model parameters. Finally, this
test, in the presence of population stratification, shares many of the other benefits
discussed for the method in Chapter III.
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CHAPTER V
GENE-ENVIRONMENT INTERACTIONS WITH GENOTYPE
MISCLASSIFICATION
5.1 Introduction
Recently, some attention has focused upon the problems that arise when genotypes
are misclassified. For example, Wong et al. (2004), study the effects of genotype
misclassification on the gene-environment interaction parameter in a linear regression.
Previous methods for analyzing the interactions between genetic and environmental
factors in a logistic regression to estimate the probability of disease do not address
these types of concerns. However, the method proposed by Chatterjee and Carroll
can be extended to accommodate this additional complication.
This chapter is organized as follows. In Section 5.2, we develop a method to
handle genotype misclassification in a study of gene-environment interactions similar
to that in previous chapters. The method simplifies to the method of Chapter III in
the event that there is no misclassification of the genotype. In Section 5.3 we discuss a
simulation study used to examine the effect that the rate of misclassification has on the
method. The simulation study also examines the effect of ignoring misclassification
error when it is present. Lastly, in Section 5.4, we provide concluding remarks. All
proofs may be found in Appendix D.
5.2 The Method
5.2.1 Misclassification Probabilities Known
Consider a case-control study with n0 controls and n1 cases. Let Di denote the
disease state of individual i, Xi denote the vector of their environmental covariates,
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Gi denote their true genotype, and let ∆i be a variable whose values indicate what
genetic information is measured. For example, for a haplotype study, we could have
∆ =

1 if no genetic information is measured;
2 if unphased genotype is measured;
3 if haplotype is measured.
Assume also that the type of genetic information measured does not depend upon the
true genotype; that is, pr(∆|D,X,G) = pr(∆|D,X) = π(∆|D,X, ξ). For each value
of ∆, the space of possible genotypes is divided into Lk partitions, denote these by
ζk1, ..., ζkl. Then for each individual, we observe one of the partitions, Mi, however
the true (unobserved) partition is Gi. That is, Gi ∈ Gi but sometimes Gi 6∈ Mi.
Assume that the probability of seeing a particular partion does not depend upon the
environment, Pr(Mi = ζkℓ|D,X,Gi,∆i) = Pr(Mi = ζkℓ|D,Gi,∆i) = πMk(ℓ|Gi, D, η),
where η is a vector of parameters that specify the distribution. Now, assume the the
distribution of the genetic factors and the environmental factors are independent and
treat the distribution of the genotypes as discrete with pr(G = gj) = h(gj, θ) where
h(·) is a known function and θ is a vector of parameters.
Next, define κ = β0 + log[{n1pr(D = 0)}/{n0pr(D = 1)}], Ω = (β0, β1, θ, κ),
H(x) = {1 + exp(−x)}−1, and S(D,X,G,Ω) = h(G, θ) exp[D{κ+m(X,G, β1)}][1−
H{β0 + m(X,G, β1)}]. Further, define the pseudo-likelihood for a single observation
and a particular (known) value of G as
L(Ω) =
S(D,X,G,Ω)∑
d,j S(d,X, gj,Ω)
,
so that the pseudo-likelihood for an individual has the form
K∏
k=1
(
π(k|D,X, ξ)∑ℓ,g∈ζkℓ S(D,X, g,Ω)∏s{πMk(s|ζkl, D, η)}I(M=ζks)∑
d,j S(d,Xi, gj,Ω)
)I(∆=k)
.
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We can use the above equation to derive the following lemma.
Lemma 4: The log of the pseudo-likelihood function, denoted ℓ(Ω) has the form
ℓ(Ω) =
n∑
i=1
{
K∑
k=1
I(∆i = k) log
(
Lk∑
ℓ=1
[∑
g∈ζkℓ
S(Di, Xi, g,Ω)
×
Lk∏
s=1
{πMik(s|ζkl, Di, η)}I(Mi=ζks)
])
− log{
∑
d,j
S(d,Xi, gj,Ω)}
}
.
Define
I = − 1
n
E
[
∂2
∂Ω∂ΩT
log{L(Ω)}
]
and
Λ =
∑
d
nd
n
E{Ψ(∆, D,X,M,Ω)|D = d} [E{Ψ(∆, D,X,M,Ω)|D = d}]T
where
Ψ(∆, D,X,M,Ω) = −
∑
d,j SΩ(d,X, gj,Ω)∑
d,j S(d,X, gj,Ω)
+
K∑
k=1
I(∆ = k)
∑Lk
ℓ=1
[∑
g∈ζkℓ
SΩ(D,X, g,Ω)
∏Lk
s=1{πMk(s|ζkl, D, η)}I(M=ζks)
]
∑Lk
ℓ=1
[∑
g∈ζkℓ
S(D,X, g,Ω)
∏Lk
s=1{πMk(s|ζkl, D, η)}I(M=ζks)
] .
Using the above definitions and a repeated application of the central limit theorem,
we have the following lemma. Lemma 5: Under suitable regularity conditions, and
for fixed n0/n, the solutions to the score satisfy
√
n(Ω̂− Ω0) −→d N(0,Σ) where
Σ = I−1 − I−1ΛI−1
5.2.2 Misclassification Probabilities Unknown
The previous section deals with the situation where the probability of misclassification
is either known or estimated from an external data source. However, sometimes it is
of interest to consider an internal validation study. In this case, we will need to also
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estimate the parameters, η, along with β0, β1, θ, κ. Fortunately, we can recalculate
the forms above, using Ω = (β0, β1, θ, κ, η) and all of the results continue to hold,
with the appropriate changes in the definition of Ω.
5.3 Simulations
To better understand the effect of genetic misclassification, we perform a simulation
study to determine that magnitude of any biases and to evaluate the appropriateness
of the asymptotic results. Toward this end, we are considering a model for misclassi-
fication similar to that used by Wong, et al (2004). We consider a single genetic locus
with two possible alleles, A and a and assume that misclassification of one of the two
alleles in an individual is independent of the classification of the other. Additionally,
assume that the two alleles are misclassified at the same rate.
We consider a population with 1000 cases and 1000 controls in which all of
the individuals have their genotype at one locus measured, and possibly misclassified.
Additionally, we let 200 cases and 200 controls be part of a validation study and thus,
these individuals are genotyped twice. Now, let the true probability that an allele
is misclassified be p = .05, .1 and let the frequency of the A allele in the population
be pA = .7, .9. Assume that the double recessive genotype has increased disease risk
and allow the environmental variable to be distributed as min{exp(X),10)} where
X ∼ N(0, 1). Next, let the probability of disease follow
logit{pr(D = 1|G,X)} = β0 + βGI(aa) + βXX + βGXXI(aa),
where β0 = −3.5,−3.25 for pA = 0.7, 0.9, βG = .26, βX = .1, and βGX = .35. For each
simulated data set, the analysis is performed first accounting for possible misclassi-
fication and again ignoring misclassification and using only the original genotype.
Furthermore, estimated values of the variances of the parameters are calculated for
34
each data set in each scenario by estimating the asymptotic variance using the ob-
served data values. These results are compared to both the observed variances from
simulation and the true asymptotic variances.
Table 4. The results of a simulation for genotype misclassification with 1000
replications for a case-control study with 1000 cases and 1000 controls. Values
presented include the observed bias and the standard error for each of the
parameters calculated from the simulated values, along with the average estimated
standard error and asymptotic standard error. Additionally, the results compare two
rates of misclassification, as well as two frequencies of the A allele.
Bias Observed Estimated Theoretical
Ignoring Standard Standard Standard
pmis pA Beta Bias Misclass. Error Error Error
0.05 0.70 βG -0.0244 -0.0742 0.1645 0.1721 0.1620
βX -0.0002 0.0113 0.0251 0.0244 0.0235
βGX 0.0069 -0.0546 0.0586 0.0565 0.0535
0.05 0.90 βG -0.0322 -0.1563 0.6231 0.5571 0.4069
βX 0.0005 0.0020 0.0236 0.0238 0.0221
βGX 0.0133 -0.1418 0.2140 0.1858 0.1366
0.10 0.70 βG -0.0062 -0.1078 0.2009 0.1999 0.1769
βX -0.0013 0.0195 0.0255 0.0254 0.0244
βGX 0.0037 -0.1083 0.0621 0.0637 0.0557
0.10 0.90 βG -0.1121 -.2026 1.0517 0.9044 0.4375
βX -0.0002 0.0021 0.0245 0.024 0.0230
βGX 0.0570 -.2199 0.4267 0.3025 0.1610
The results of this simulation study are found in Table 4 and reveal several im-
portant features of this method. First, the estimates provided by our method appear
to be unbiased, and the estimated standard errors provide good fit to the standard
errors observed from simulation, for a common allele or low rate of misclassification.
Second, it appears that as the amount of misclassification increases, so do the stan-
dard errors for the parameters of interest. Next, as the amount of misclassification
increases, so do the biases that are associated with ignoring misclassification. More-
over, these biases are quite severe, even when the rate of misclassification is pmis = .05.
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Finally, when the frequency of one allele becomes small and the misclassification rate
becomes large, even our corrected method performs poorly for this sample size.
5.4 Discussion
The problem of misclassification of genotypes has received increasing interest in re-
cent years. Misclassification, when ignored, can lead to biases in parameter estimates.
Thus, we develop a method which can incorporate the possible genotype misclassifi-
cation into a pseudo-likelihood analysis to estimate gene-environment interactions.
This method has several benefits. First, it provides unbiased estimates of the
effects of genotype, environment, and the gene-environment interaction for cases of
moderate misclassification. Furthermore, the method that we develop allows esti-
mation the standard errors of these estimates for a single data set; this estimation
procedure provides good approximations to the true standard errors. Lastly, the
asymptotic distributional results allow the construction of confidence intervals or hy-
pothesis tests for the parameters of interest.
The importance of methods which account for genotype misclassification is also
demonstrated in this chapter. As previously noted, when misclassification is present
and unaccounted for, it can seriously bias the parameter estimates in a logistic re-
gression. This could easily lead to parameters being declared significant when in fact
they are not, or to interactions being declared insignificant, when if fact they are
important in determining the probability of disease.
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CHAPTER VI
ANALYSIS OF ISRAELI OVARIAN CANCER STUDY DATA
6.1 Introduction
In this chapter, we analyzed a frequency matched case-control study of ovarian cancer
in Israeli women in order to investigate the interaction between the BRCA1/BRCA2
mutations and 1) oral contraceptive use or 2) parity in determining the probability
of disease. For each of the women in the study, investigators measure disease state,
presence of BRCA1/BRCA2 mutation, parity, length of oral contraceptive use, age,
family history of breast and ovarian cancer, personal history of breast cancer, history
of gynecological surgery, and ethnicity. For the purpose of this analysis, we include
all women who have complete environmental information and who do not have a
bilateral oophorectomy. These eliminations account for about 150 women, leaving
882 cases and 2257 controls available for study. It is important to note that 50 cases
and 1510 controls do not have genotype information, and thus could not be utilized
by other methods of analysis.
6.2 Analysis
Previous studies have indicated that both parity and oral contraceptive use are im-
portant risk factors, with an increase in either being associated with a decreased risk
of disease. We now wish to determine if either of these factors interact with the
BRCA1/2 mutations. Unfortunately, we believe that many of the other covariates
either may not be independent of genotype, may effect the probability of disease, or
both. Thus, we will consider these variables as defining a variety of strata. This
process defines a large number of strata, and thus we will model the probability of a
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mutation as
logit{pr(G = 1|S)} = θ0 + θSS.
We will also include a linear term for each variable in m(·), as well as the interaction
terms between parity and mutation and oral contraceptive use and mutation. Ad-
ditionally, we will fit the same model to the data assuming marginal independence
between the genotype and the environment, but not including any of the women who
have genotypes missing.
6.3 Results
The results of our analysis for the parameters of interest, parity, oral contraceptive use,
BRCA1/2 mutation, and the interactions between the mutation and each of the other
factors, are presented in Table 5. As anticipated, the mutation drastically increases
the probability of disease. Also, as hypothesized, increased parity and increased oral
contraceptive use decrease the probability of disease. However, oral contraceptive
use does not appear to decrease the probability of disease in individuals carrying a
BRCA1/2 mutation.
Table 5. Parameter estimates and approximate standard errors for the parameters of
interest for the Israeli ovarian cancer study. The first two columns represent the
results of an analysis including all individuals who are available for study, regardless
of whether or not they have genotype measured. The third and forth columns contain
the estimates of the same parameters using only the individuals with known
genotype.
Parameter Estimate Standard Error Estimate Standard Error
βmut 3.01 0.332 2.99 0.468
βpar -0.126 0.049 -0.188 0.070
βoc -0.185 0.069 -0.139 0.084
βmut,par 0.025 0.110 0.023 0.156
βmut,oc 0.208 0.098 0.187 0.138
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We compare the results of this analysis to an analysis of the data using the
assumption of marginal independence of gene and environment, but including only
individuals having complete information measured. The results are quite striking;
the standard errors for all parameters of interest are significantly smaller under the
analysis which incorporates information from individuals with missing genetic infor-
mation. Additionally, at α = 0.05, the effects of both oral contraceptive use and the
interaction between oral contraceptive use and the mutation are significant in the case
where all of the data are used, but not when only complete individuals are included.
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CHAPTER VII
CONCLUSIONS AND FURTHER RESEARCH
In this dissertation, we have developed new methods for both identifying genetic loca-
tions in the genome which are associated with a disease of interest and for determining
the magnitude of interactions between these genes and environmental factors of inter-
est. These methods provide certain advantages over previous methods for performing
similar studies.
The new method for using a joint linkage disequilibrium and linkage analysis
to map QTLs permits information from all types of relatives to be used in a joint
analysis. This is of particular value in rare human diseases, where finding families that
possess a trait of interest is difficult. Furthermore, our method allows all members of
these types of families to be included in the study, not just siblings or members of a
nuclear family.
A further line of investigation in this area involves the incorporation of informa-
tion about ascertainment into the analysis. A more extensive likelihood analysis of
these types of data which includes ascertainment could possibly provide more com-
plete and accurate information about the locations of QTLs of interest to a particular
disease.
The methods developed here for the estimation of gene-environment interac-
tions in case-control studies for logistic regression have many desirable properties,
including that they are more flexible, have smaller standard errors, and have known
asymptotic properties. These methods make using case-control studies to assess gene-
environment interactions feasible in more situations than ever before. Additionally,
the assumption of marginal independence between the gene and the environment is
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reasonable for many situations.
There are a number of interesting extensions to this work as well. First, there
is the question of the effect of measurement error in the environmental variables. A
method which could account for this type of measurement error could prove very
valuable in a variety of situations; for example, it could prove useful in studies which
involve a dietary component and the development of cancer in humans.
A final avenue of possible research involves the extension of these types of meth-
ods to study designs other than the case-control study. For example, case-only study
designs are popular for this type of research. Analogous methods for other types
of studies would increase the flexibility of studies for gene-environment interactions
where the gene and environment are marginally independent.
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APPENDIX A
PROOFS FOR CHAPTER II
A.1 Determining Expected Covariance Matrices
For a relative pair (1, 2), Table 6 gives the conditional probability P (G1, G2|C) given
their allele IBD sharing status. Here Gi is genotype of relative i, and C is one event of
(IBD = k), k = 0, 1, 2. For example, P (AA,AA|IBD = 0) = P 4A, P (AA,AA|IBD =
1) = P 3A and P (AA,AA|IBD = 2) = P 2A. Let us denote the additive and dominance
functions
xAi =

2Pa ifAi = AA
Pa − PA ifAi = Aa
−2PA ifAi = aa
, zAi =

−P 2a ifAi = AA
PaPA ifAi = Aa
−P 2A ifAi = aa
.
Define the functions for locus B similarly.
Then, utilizing the conditional probabilities of Table 6, the conditional expecta-
tion of the product of the additive and dominance functions can be calculated and
the results are listed in Table 7. For instance, E(xA1xA2|IBD = 2) = 4P 2aP 2A + (Pa −
PA)
2 · 2PaPA + 4P 2AP 2a = 2PaPA. Based on Table 7, the expectation of the product of
these functions can be calculated for various types of relative pairs.
For example, if individuals 1 and 2 are the same person, P (IBD = 2) = 1 and
then
E
[
(1, xA1, xB1, zA1, zB1)
τ (1, xA2, xB2, zA2, zB2)
]
=

1 O O
O VA O
O O VD
 ,
where O are 0 matrices. If individuals 1 and 2 are heterozygous sibs, P (IBD = 0) =
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Table 6. Conditional probability P (G1, G2|C) of a relative pair (1, 2) given their
allele IBD sharing status. Here Gi is genotype of relative i, and C is one event of
(IBD = k), k = 0, 1, 2.
Conditional allele IBD sharing status C
Probability IBD=0 IBD=1 IBD=2
P (AA,AA|C) P 4A P 3A P 2A
P (AA,Aa|C) 2PaP 3A PaP 2A 0
P (AA, aa|C) P 2aP 2A 0 0
P (Aa,AA|C) 2PaP 3A PaP 2A 0
P (Aa,Aa|C) 4P 2aP 2A PaP 2A + P 2aPA 2PaPA
P (Aa, aa|C) 2P 3aPA P 2aPA 0
P (aa,AA|C) P 2aP 2A 0 0
P (aa,Aa|C) 2P 3aPA P 2aPA 0
P (aa, aa|C) P 4a P 3a P 2a
P (AA,BB|C) P 2AP 2B PAPBP (AB) P (AB)2
P (AA,Bb|C) 2P 2APbPB PAPbP (AB) + PAPBP (Ab) 2P (AB)P (Ab)
P (AA, bb|C) P 2AP 2b PAPbP (Ab) P (Ab)2
P (Aa,BB|C) 2PaPAP 2B PAPBP (aB) + PaPBP (AB) 2P (AB)P (aB)
P (Aa,Bb|C) 4PaPAPbPB PAPBP (ab) + PAPbP (aB) 2P (AB)P (ab)
+PaPBP (Ab) + PaPbP (AB) +2P (Ab)P (aB)
P (Aa, bb|C) 2PaPAP 2b PAPbP (ab) + PaPbP (Ab) 2P (Ab)P (ab)
P (aa,BB|C) P 2aP 2B PaPBP (aB) P (aB)2
P (aa,Bb|C) 2P 2aPbPB PaPbP (aB) + PaPBP (ab) 2P (aB)P (ab)
P (aa, bb|C) P 2aP 2b PaPbP (ab) P (ab)2
P (IBD = 2) = 1/4, P (IBD = 1) = 1/2 and then
E
[
(1, xA1, xB1, zA1, zB1)
τ (1, xA2, xB2, zA2, zB2)
]
=

1 O O
O VA/2 O
O O VD/4
 .
If individuals 1 and 2 are a parent-offspring pair, P (IBD = 0) = P (IBD = 2) =
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Table 7. Conditional expectation of a relative pair (1, 2) given their allele IBD
sharing status.
Conditional allele IBD sharing status C
Expectation IBD=0 IBD=1 IBD=2
E(xA1xA2|C) 0 PaPA 2PaPA
E(xA1zA2|C) 0 0 0
E(xA1xB2|C) 0 DAB 2DAB
E(xA1zB2|C) 0 0 0
E(zA1xA2|C) 0 0 0
E(zA1zA2|C) 0 0 P 2aP 2A
E(zA1xB2|C) 0 0 0
E(zA1zB2|C) 0 0 D2AB
0, P (IBD = 1) = 1 and then
E
[
(1, xA1, xB1, zA1, zB1)
τ (1, xA2, xB2, zA2, zB2)
]
=

1 O O
O VA/2 O
O O O
 .
If individuals 1 and 2 are a grand-parent/grand-child pair (or uncle/niece or aunt/
nephew pair), P (IBD = 0) = 1/2, P (IBD = 2) = 0, P (IBD = 1) = 1/2 and then
E
[
(1, xA1, xB1, zA1, zB1)
τ (1, xA2, xB2, zA2, zB2)
]
=

1 O O
O VA/4 O
O O O
 .
If individuals 1 and 2 are first cousins, P (IBD = 0) = 3/4, P (IBD = 2) =
0, P (IBD = 1) = 1/4 and then
E
[
(1, xA1, xB1, zA1, zB1)
τ (1, xA2, xB2, zA2, zB2)
]
=

1 O O
O VA/8 O
O O O
 .
49
A.2 Estimating Non-Centrality Parameters
Based on the equations found in Section A.1, we can approximate the non-centrality
parameter of a test statistic, F , as follows. Denote Σ−1i =
1
σ2
(γkl)n×n, n = 11 for
graph A and n = 18 for graph B of Figure 1, respectively. When I is sufficiently
large, the strong law of large numbers implies that
1
I
I∑
i=1
Xτi Σi
−1Xi ≈ 1
σ2

∑
k
∑
l γkl O O
O b1VA O
O O b2VD
 .
Here, b1 and b2 are constants as follows for pedigrees in graph A of Figure 1
b1 =
11∑
k=1
γkk + [γ15 + (γ17 + · · ·+ γ1,11)/2] + [γ25 + (γ27 + · · ·+ γ2,11)/2]
+[γ36 + (γ37 + · · ·+ γ3,11)/2] + [γ46 + (γ47 + · · ·+ γ4,11)/2]
+(γ57 + · · ·+ γ5,11) + (γ67 + · · ·+ γ6,11) +
11∑
k=7
11∑
l=k+1
γkl,
b2 =
11∑
k=1
γkk +
11∑
k=7
11∑
l=k+1
γkl/2.
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For pedigrees in graph B of Figure 1, constants b1 and b2 are given by
b1 =
18∑
k=1
γkk + γ1,12 + [γ2,12 + (γ2,13 + · · ·+ γ2,16)/2] + [γ3,12 + · · ·+ γ3,16]/2
+[γ4,12 + · · ·+ γ4,16]/2 + [γ5,12/2 + (γ5,13 + · · ·+ γ5,16)]
+[(γ6,13 + · · ·+ γ6,16) + (γ6,17 + γ6,18)/2] + [γ7,13 + · · ·+ γ7,18]/2
+[(γ8,13 + · · ·+ γ8,16)/2 + (γ8,17 + γ8,18)] + (γ9,17 + γ9,18)
+(γ10,17 + γ10,18)/2 + (γ11,17 + γ11,18)/2 + (γ12,13 + · · ·+ γ12,16)/4
+(γ13,14 + γ13,15 + γ13,16) + (γ14,15 + γ14,16) + γ15,16
+[γ13,17 + · · ·+ γ16,17]/4 + [γ13,18 + · · ·+ γ16,18]/4 + γ17,18,
b2 =
18∑
k=1
γkk + [γ13,14 + γ13,15 + γ13,16 + γ14,15 + γ14,16 + γ15,16]/2 + γ17,18/2.
Therefore, the non-centrality parameter can be approximated by
λ = (Hµ)τ
[
H[
I∑
i=1
Xτi Σi
−1Xi]
−1Hτ
]−1
(Hµ)
≈ I
σ2
(Hµ)τ
[
H

1/
∑
k
∑
l γkl O O
O V −1A /b1 O
O O V −1D /b2
Hτ
]−1
(Hµ).
51
APPENDIX B
PROOFS FOR CHAPTER III
B.1 Calculating the Profile Likelihood
Roeder et al. (1996) show that the parameters of interest in the logistic regression are
identified. However, the dimension of the environmental distribution grows with the
sample size. Additionally, it is not of primary interest to characterize the distribution
of the environmental parameters. Thus, the profile likelihood provides a means of
determining the estimates for the parameters of interest without needing to explicitly
maximize the environmental parameters. First, for a fixed value of γ = (β0, β1, θ) the
likelihood function for ζ has the form
ℓ(ζ|γ) ∝
n∑
i=1
log{ζ(Xi)} −
n∑
i=1
log
{∑
j,k
pr(D = Di|X = xk, G = gj)hj(θ)ζk
}
,
as the other terms are constants. Then, taking derivatives with respect to each ζm
and solving for the MLEs of the ζ’s,
ℓζm(ζ|γ) =
∑
i I(Xi = xm)
ζm
−
n∑
i=1
∑
j pr(D = Di|X = xm, G = gj)hj(θ)∑
j,k pr(D = Di|X = xk, G = gj)hj(θ)ζk
.
At the maximum likelihood estimate,
ζm =
∑
i
I(Xi = xm)/
n∑
i=1
∑
j pr(D = Di|X = xm, G = gj)hj(θ)∑
j,k pr(D = Di|X = xk, G = gj)hj(θ)ζk
.
However, notice that pr(D = d) =
∑
j,k pr(D = d|X = xk, G = gj)hj(θ)ζk, and define
µd = nd/{npr(D = d)}. This implies that pr(D = d) = nd/(nµd) and
ζm =
∑
i I(Xi = xm)
n
∑
d,j pr(D = d|X = xℓ, G = gj)µdhj(θ)
.
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Then, ζm
∑
d,j pr(D = d|X = xm, G = gj)µdhj(θ) = n−1
∑
i I(Xi = xm), which
implies that
∑
d,j,m ζmpr(D = d|X = xm, G = gj)µdhj(θ) = 1. Now,
µ0
∑
j,m
ζmpr(D = 0|xm, gj)hj(θ) + µ1
∑
j,m
ζm {1− pr(D = 0|xm, gj)}hj(θ) = 1,
(µ0 − µ1)
∑
j,m
ζmpr(D = 0|X = xm, G = gj)hj(θ) + µ1
∑
j,m
ζmhj(θ) = 1,
and (µ0−µ1)pr(D = 0)+µ1
∑
m ζm = 1, which implies that
∑
m ζm = 1, as is desired
under this model. Thus, the profile likelihood function has the form
ℓ{γ, ζ(γ)} =
n∑
i=1
[
log{π(∆i|Di, Xi, G∗i )}+ log
∑
gj∈Gi
pr(Di|Xi, gj)h(gj, θ)

+ log
{∑
l
I(Xl = Xi)
}
− log
{
n
∑
d,j
pr(d|Xi, gj)µdh(gj, θ)
}
+ log(nDi)− log{nµ(Di)}
]
∝
n∑
i=1
log
∑
gj∈Gi
pr(Di|Xi, gj)h(gj, θ)
+ log{µ(Di)}
− log
{∑
d,j
pr(d|Xi, gj)µdh(gj, θ)
}]
.
Now, define κ = β0 + log(µ1/µ0) or equivalently µ1 = µ0 exp(κ − β0) or log(µ1) =
log(µ0) + (κ− β0). Then,
ℓ{γ, ζ(γ)} =
n∑
i=1
log
∑
gj∈Gi
pr(Di|Xi, gj)h(gj, θ) exp{d(κ− β0)}

− log
[∑
d,j
pr(d|Xi, gj)h(gj, θ) exp{d(κ− β0)}
])
.
Now, define Ω = (γ, κ), H(x) = {1 + exp(−x)}−1, and
S(D,X,G,Ω) = h(G, θ) exp[D{κ+m(X,G, β1)}][1−H{β0 +m(X,G, β1)}].
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Notice that
S(1, X,G,Ω) = h(G, θ) exp(κ− β0) exp{beta0 +m(X,G, β1)}
×[1−H{β0 +m(X,G, β1)}]
= h(G, θ) exp(κ− β0)pr(D = 1|X,G)
and S(0, X,G,Ω) = h(G, θ)[1 − H{β0 + m(X,G, β1)}] = h(G, θ)pr(D = 0|X,G).
Thus, we can write the profile likelihood as
ℓ{γ, ζ(γ)} =
n∑
i=1
log
∑
gj∈Gi
S(Di, Xi, gj,Ω)
− log
{∑
d,j
S(d,Xi, gj,Ω)
} ,
as was to be shown.
B.2 Asymptotic Distribution of the Estimates
B.2.1 The Score
To understand the distribution of the estimates derived from the profile likelihood
function, we need to first construct the score. First, define ℓΩ(Ω) = ∂/∂Ω{ℓ(Ω)} and
SΩ(D,X,G,Ω) = ∂/∂Ω{S(D,X,G,Ω)}. Now, the score of the profile likelihood has
the form
ℓΩ(Ω) =
n∑
i=1
∂
∂Ω
log
∑
gj∈Gi
S(Di, Xi, gj,Ω)
− log
{∑
d,j
S(d,Xi, gj,Ω)
}
=
n∑
i=1
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω)∑
gj∈Gi
S(Di, Xi, gj,Ω)
−
n∑
i=1
∑
d,j SΩ(d,Xi, gj,Ω)∑
d,j S(d,Xi, gj,Ω)
.
Lemma A.1: The score of the profile likelihood is unbiased, and thus can be con-
sidered as a set of unbiased estimating equations.
The following lemma is useful in studying the distributional properties of the estimates
obtained from the profile likelihood.
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Lemma A.2: For any function R(∆, D,X,G∗),
E
{
n∑
i=1
R(∆i, Di, Xi, G
∗
i )
}
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,l
R(∆l, d, x, g
∗
j )S(d, x, gj,Ω)
×π(∆l|d, x, g∗j )dx.
Corollary: For any function R(D,X,G),
E
{
n∑
i=1
R(Di, Xi, Gi)
}
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
R(d, x, gj)S(d, x, gj,Ω)dx.
Proof of Lemma A.2: Notice,
E
{
n∑
i=1
R(∆i, Di, Xi, G
∗
i )
}
=
n1
pr(D = 1)
∫
x
∑
j,ℓ
R(∆ℓ, 1, x, g
∗
j )
×π(∆l|1, x, g∗j )f(1|x, g∗j )h(g∗j , θ)fX(x)dx
+
n0
pr(D = 0)
∫
x
∑
j,ℓ
R(∆ℓ, 0, x, g
∗
j )π(∆l|0, x, g∗j )f(0|x, g∗j )h(g∗j , θ)fX(x)dx
=
n0
pr(D = 0)
∫
x
∑
j,ℓ
R(∆ℓ, 1, x, g
∗
j )S(1, x, gj,Ω)π(∆l|1, x, g∗j )fX(x)dx
+
n0
pr(D = 0)
∫
x
∑
j,ℓ
R(∆ℓ, 0, x, g
∗
j )S(0, x, gj,Ω)π(∆l|0, x, g∗j )fX(x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,l
R(∆l, d, x, g
∗
j )S(d, x, gj,Ω)π(∆l|d, x, g∗j )dx.
The corollary follows immediately from the fact that
∑
ℓ π(∆ℓ|d,X, gj) = 1.
Proof of Lemma A.1: Notice that
ℓΩ(Ω) =
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,ℓ
∑
gj∈Gℓ
SΩ(d, x, gj,Ω)∑
gj∈Gl
S(d, x, gj,Ω)
S(d, x, gj,Ω)π(∆ℓ|d, x, g∗j )dx
− n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
∑
d,j SΩ(d, x, gj,Ω)∑
d,j S(d, x, gj,Ω)
S(d, x, gj,Ω)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
SΩ(d, x, gj,Ω)dx
− n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
SΩ(d, x, gj,Ω)dx.
Thus, E{ℓΩ(Ω)}
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B.2.2 Asymptotic Distributional Results
Lemma A.3: For the case–control study design, with fixed n0/n, measurable func-
tions R(∆, D,X,G∗) satisfy
1
n
n∑
i=1
R(∆i, Di, Xi, G
∗
i ) −→P µ0
∫
x
fX(x)
∑
d,j,l
R(∆l, d, x, g
∗
j )S(d, x, gj,Ω)
×π(∆l|d, x, g∗j )dx,
assuming that the integral exists.
Proof of Lemma A.3: Notice
1
n
n∑
i=1
R(∆i, Di, Xi, G
∗
i ) =
1
n0
n0
n
∑
i:di=0
R(∆i, Di = 0, Xi, G
∗
i )
+
1
n1
n1
n
∑
i:di=1
R(∆i, Di = 1, Xi, G
∗
i ).
Now, the cases, di = 1, are iid from the distribution of cases, and the controls, di = 0,
are iid from their distribution. Also,
n−1d
∑
i:di=d
R(∆i, Di, Xi, G
∗
i ) −→P E {R(∆, D,X,G∗)|D = d} ,
by the Weak Law of Large Numbers. Thus
n−1
n∑
i=1
R(∆i, Di, Xi, G
∗
i ) −→P n0n−1E{R(∆, D,X,G∗)|D = 0}
+n1n
−1E{R(∆, D,X,G∗)|D = 1}.
Also, from Lemma A.2,
E{R(∆, D,X,G∗)|D = d} = nµ0n−1d
∫
x
fX(x)
∑
j,l
R(∆l, d, x, g
∗
j )S(d, x, gj,Ω)
×π(∆l|d, x, g∗j )dx.
Thus,
n−1
n∑
i=1
R(∆i, Di, Xi, G
∗
i ) −→P µ0
∫
x
fX(x)
∑
d,j,l
R(∆l, d, x, g
∗
j )S(d, x, gj,Ω)
×π(∆l|d, x, g∗j )dx.
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The Matrix of Second Partials: Define SΩΩT (D,X,G,Ω) to be the matrix of
second derivatives of S(D,X,G,Ω) with respect to Ω. Define ℓΩΩT (Ω) similarly.
Then, note that
ℓΩΩT (Ω) =
n∑
i=1
[∑
gj∈Gi
SΩΩT (Di, Xi, gj,Ω)∑
gj∈Gi
S(Di, Xi, gj,Ω)
−
∑
d,j SΩΩT (d,Xi, gj,Ω)∑
dj S(d,Xi, gj,Ω)
−
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω){
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω)}T
{∑gj∈Gi S(Di, Xi, gj,Ω)}2
+
∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑dj S(d,Xi, gj,Ω)}2
]
.
Consider the first and second terms denoted by Sn1 and Sn2, respectively. Then,
E(Sn1) =
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,ℓ
∑
gj∈Gℓ
SΩΩT (d, x, gj,Ω)∑
gj∈Gℓ
S(d, x, gj,Ω)
S(d, x, gj,Ω)
×π(∆ℓ|d, x, g∗j )dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
SΩΩT (d, x, gj,Ω)dx
E(Sn2) =
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
∑
d,j SΩΩT (d, x, gj,Ω)∑
dj S(d, x, gj,Ω)
S(d, x, gj,Ω)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
SΩΩT (d, x, gj,Ω)dx.
Then E(Sn1 − Sn2) = 0, and
−E [ℓΩΩT (Ω)] = E
[
n∑
i=1
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω){
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω)}T
{∑gj∈Gi S(Di, Xi, gj,Ω)}2
]
−E
[
n∑
i=1
∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑dj S(d,Xi, gj,Ω)}2
]
= E(Cn1)− E(Cn2),
where
E(Cn1) =
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,ℓ
∑
gj∈Gℓ
SΩ(d, x, gj,Ω){
∑
gj∈Gℓ
SΩ(d, x, gj,Ω)}T∑
gj∈Gℓ
S(d, x, gj,Ω)
×π(∆|d, x, g∗j )dx
E(Cn2) =
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j SΩ(d, x, gj,Ω){
∑
d,j SΩ(d, x, gj,Ω)}T∑
dj S(d, x, gj,Ω)
dx.
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The Variance of the Score: Recall that
ℓΩ(Ω) =
n∑
i=1
{∑
gj∈Gi
SΩ(Di, Xi, gj,Ω)∑
gj∈Gi
S(Di, Xi, gj,Ω)
−
∑
d,j SΩ(d,Xi, gj,Ω)∑
d,j S(d,Xi, gj,Ω)
}
=
n∑
i=1
{A1(∆i, Di, Xi, G∗i ,Ω)− A2(Xi,Ω)}.
Define A3(d,Ω) = E{A1(∆, D,X,G∗,Ω)−A2(X,Ω)|D = d}. Then,
∑n
i=1 A3(Di,Ω) =
0, because the score is unbiased. Thus we can write,
ℓΩ(Ω) =
n∑
i=1
{A1(∆i, Di, Xi, G∗i ,Ω)− A2(Xi,Ω)− A3(Di,Ω)} .
Notice that each of the terms in this sum is independent and zero mean. Then,
E{ℓΩ(Ω)ℓΩT (Ω)} =
n∑
i=1
E [{A1(∆i, Di, Xi, G∗i ,Ω)− A2(Xi,Ω)− A3(Di,Ω)}
×{A1(∆i, Di, Xi, G∗i ,Ω)− A2(Xi,Ω)− A3(Di,Ω)}T
]
=
n∑
i=1
E [{A1(∆i, Di, Xi, G∗i ,Ω)− A2(Xi,Ω)}
× {A1(∆i, Di, Xi, G∗i ,Ω)− A2(Xi,Ω)}T
]− n∑
i=1
A3(Di,Ω)A3(Di,Ω)
T .
The first term can be written as D1 −D2 −DT2 +D3, where
D1 = E
[
n∑
i=1
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω){
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω)}T
{∑gj∈Gi S(Di, Xi, gj,Ω)}2
]
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,ℓ
∑
gj∈Gℓ
SΩ(d, x, gj,Ω){
∑
gj∈Gℓ
SΩ(d, x, gj,Ω)}T∑
gj∈Gℓ
S(d, x, gj,Ω)
×π(∆|d, x, g∗j )dx
D2 = E
[
n∑
i=1
∑
gj∈Gi
SΩ(Di, Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T∑
gj∈Gi
S(Di, Xi, gj,Ω){
∑
dj S(d,Xi, gj,Ω)}
]
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j SΩ(d, x, gj,Ω){
∑
d,j SΩ(d, x, gj,Ω)}T∑
d,j S(d, x, gj,Ω)
dx
D3 = E
[
n∑
i=1
∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑d,j S(d,Xi, gj,Ω)}2
]
=
n0
P (D = 0)
∫
x
fX(x)
∑
d,j SΩ(d, x, gj,Ω){
∑
d,j SΩ(d, x, gj,Ω)}T∑
d,j S(d, x, gj,Ω)
dx,
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by repeated application of Lemma A.2. Notice that D2 = D3. Thus, the first term is
just equal to D1 −D3. Additionally, D1 −D3 = −E{ℓΩΩT (Ω)]}. Then,
E{ℓΩ(Ω)ℓΩT (Ω)} = −E{ℓΩΩT (Ω)} −
n∑
i=1
A3(Di,Ω)A3(Di,Ω)
T = n(I − Λ).
Let Rd = (1/nd)
∑
di=d
Ψ(∆i, Di, Xi, G
∗
i ,Ω). All of the elements in this sum are
independent and identically distributed. Then, when n0/n is constant, the central
limit theorem implies that
n1/2(nd/n)
1/2{Rd − E(Rd)} ⇒ N [0,Var{Ψ(∆, D,X,G∗,Ω)|D = d}] .
Now, since n0/n is a constant, this implies that
n1/2{Rd − E(Rd)} ⇒ N (0, n/ndVar{Ψ(∆, D,X,G∗,Ω)|D = d}) .
Also, the cases and the controls are independent and (1/n)ℓΩ(Ω) = (n0/n)R0 +
(n1/n)R1, so
n−1/2 [ℓΩ(Ω)− E {ℓΩ(Ω)}] ⇒ N
[
0,
∑
d
nd/nVar{Ψ(∆, D,X,G∗,Ω)|D = d}
]
.
Next, E{(1/n)ℓΩ(Ω)} = {(1/n)ℓΩ(Ω)}|Ω=Ωˆ, and by the delta method
n1/2(Ωˆ− Ω) ⇒ N (0, I−1 − I−1ΛI−1) .
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APPENDIX C
PROOF FOR CHAPTER IV
C.1 The Profile Likelihood for Frequency Matched Data
For a fixed value of γ = (β0, β1, θ) the likelihood function for ζ has the form
ℓ(ζ|γ) ∝
n∑
i=1
[
log{ζ(Xi, Si,Wi)} − log
{∑
j,k,n
pr(Di|xk, sn, wm, gj)pr(gj|sn)ζk,m,n
}]
=
∑
k,m,n
[nkmn log{ζ(xk, sn, wm)}]
−
∑
dm
[
ndm log
{∑
j,k,n
pr(Di|xk, sn, wm, gj)pr(gj|sn)ζk,m,n
}]
,
where ndkmn =
∑n
i=1 I(Di = d,Xi = xk, Si = sn,Wi = wm). Then, taking derivatives,
ℓζkmn(ζ|γ) =
nkmn
ζkmn
−
∑
d
ndm
∑
j {pr(d|gj, xk, sn, wm)pr(gj|sn)}∑
j,k,n {pr(d|xk, sn, wm, gj)pr(gj|sn)ζk,m,n}
.
Setting the derivative equal to zero and solving for the MLE of the ζs gives
ζkmn = nkmn/
∑
d
ndm
∑
j {pr(d|gj, xk, sn, wm)pr(gj|sn)}∑
j,k,n {pr(d|xk, sn, wm, gj)pr(gj|sn)ζk,m,n}
= nkmn/
∑
d
ndmpr(d|xk, sn, wm)
pr(d, wm)
.
Define µdm = ndm/{npr(D = d|W = wm)}, which implies that pr(D = d,W = wm) =
{ndmpr(W = wm)}/(nµdm). Then,
ζkmn = nkmn/
{∑
d
nµdmpr(d|xk, sn, wm)
pr(W = wm)
}
=
nkmnpr(W = wm)∑
d nµdmpr(d|xk, sn, wm)
.
60
Then, the profile likelihood is
ℓ(ζ(γ), γ) =
n∑
i=1
log
∑
gj∈Gi
pr(Di|gj, Xi, Si,Wi)h(gj|Si)


+
∑
k,m,n
{nkmn log(ζkmn)} −
∑
dm
[ndm log {pr(d, wm)}]
=
n∑
i=1
log
∑
gj∈Gi
pr(Di|gj, Xi, Si,Wi)h(gj|Si)


+
∑
k,m,n
(
nkmn
[
log{pr(W = wm)} − log{
∑
d
µdmpr(d|xk, sn, wm)}
])
−
∑
dm
(ndm [log{pr(W = wm)}+ log{pr(D = d|W = wm)}])
=
n∑
i=1
log
∑
gj∈Gi
pr(Di|gj, Xi, Si,Wi)h(gj|Si)


−
∑
k,m,n
[
nkmn log{
∑
d
µdmpr(d|xk, sn, wm)}
]
+
∑
dm
{ndm log(µdm)} .
Now, define κm = β0,m + log(µ1m/µ0m) and Ω = (γ, κ). Then,
ℓ(Ω) =
n∑
i=1
log
∑
gj∈Gi
pr(Di|gj, Xi, Si,Wi)h(gj|Si)

+∑
dm
[ndmd(κm − β0m)]
−
∑
k,m,n
[
nkmn log{
∑
d
exp{d(κm − β0m)}pr(d|xk, sn, wm)}
]
.
Let S(D,G,X, S,W,Ω) = pr(D|G,X, S,W )pr(G|S) exp{D(κW − β0W )}. Then, the
profile likelihood has the form
ℓ(Ω) =
n∑
i=1
log
∑
gj∈Gi
S(Di, gj, Xi, Si,Wi,Ω)

− log
{∑
d,j
S(d, gj, Xi, Si,Wi,Ω)
}]
.
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C.2 Modifications to Permit Analysis
For case (1), observe that when pr(D = 1|W ) is known for all W , the likelihood can
be written in terms of Ω = (β0, β1, θ) and fit just like a stratified population with a
separate intercept term for each value of the matching variable.
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APPENDIX D
PROOFS FOR CHAPTER V
D.1 The Pseudo-likelihood Function
The log of the pseudo-likelihood for and individual has the form
ℓ(Ω) =
K∑
k=1
[
I(∆ = k)
{
log{π(k|D,X, ξ)} − log{
∑
d,j
S(d,X, gj,Ω)}
+ log
(
Lk∑
ℓ=1
[∑
g∈ζkℓ
S(D,X, g,Ω)
Lk∏
s=1
{πMk(s|ζkl, D, η)}I(M=ζks)
])}]
∝
K∑
k=1
I(∆ = k) log
(
Lk∑
ℓ=1
[∑
g∈ζkℓ
S(D,X, g,Ω)
Lk∏
s=1
{πMk(s|ζkl, D, η)}I(M=ζks)
])
− log{
∑
d,j
S(d,X, gj,Ω)}
Thus, by summing over all individuals, the complete likelihood has the claimed form.
D.2 The Asymptotic Distribution of the Estimates
D.2.1 The Score
Define SΩ(D,X,G,Ω) = ∂/∂Ω{S(D,X,G,Ω)} and ℓΩ(Ω) = ∂/∂Ω{ℓ(Ω)}. Now, the
score of the profile likelihood has the form
ℓΩ(Ω) =
∑
i,k
I(∆i = k)
∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)∑
ℓ,g∈ζkℓ
S(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)
−
n∑
i=1
∑
d,j SΩ(d,Xi, gj,Ω)∑
d,j S(d,Xi, gj,Ω)
.
Lemma A.1: The score of the profile likelihood is unbiased, and thus can be con-
sidered as a set of unbiased estimating equations.
The following lemma is useful in studying the distributional properties of the estimates
obtained from the profile likelihood.
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Lemma A.2: For any function R(∆, D,X,M),
E
{
n∑
i=1
R(∆i, Di, Xi,Mi)
}
=
n0
pr(D = 0)
∫
x
∑
d,k,l,r
∑
g∈ζkr
R(∆ = k, d, x,M = ζkl)
×fX(x)S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx.
Proof of Lemma A.2: Notice,
E
{
n∑
i=1
R(∆i, Di, Xi,Mi)
}
= n1
∫
x
∑
k,ℓ
R(∆ = k,D = 1, x,M = ζkℓ)
×f∆,X,M|D(∆ = k, x, ζkℓ|D = 1)dx
+n0
∫
x
∑
k,ℓ
R(∆ = k,D = 0, x,M = ζkℓ)f∆,X,M|D(∆ = k, x, ζkℓ|D = 0)dx.
Also,
f∆,X,M|D(k, x, ζkℓ|D) =
Lk∑
r=1
f(X,M = ζkℓ,∆ = k,G = ζkr|D)
=
∑
r
πMk(ℓ|Gk = ζkr, D, η)π(k|D,X, ξ)f(Gk, X|D).
Additionally,
f(G = g,X = x|D = d) = 1
Pr(D = d)
Pr(D = d,G = g,X = x)
=
1
Pr(D = d)
Pr(D = d|G = g,X = x)Pr(G = g)
×Pr(X = x)
=
1
Pr(D = 0)
{
n0
n1
exp(κ− β0)
}d
Pr(G = g)Pr(X = x)
× exp[d{β0 +m(g, x, β1)}] [1−H{β0 +m(g, x, β1)}]
=
Pr(X = x)
Pr(D = 0)
(
n0
n1
)d
S(d, g, x,Ω).
Thus,
f(Gk = ζkr, X|D = d) = (n0/n1)
d
Pr(D = 0)
fX(x)
∑
g∈ζkr
S(d, x, g,Ω).
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Combining the above forms, the result immediately follows.
Proof of Lemma A.1: First, consider the second term in the score, which has form
A2(X,Ω) =
∑
d,j SΩ(d,X, gj,Ω)∑
d,j S(d,X, gj,Ω)
.
¿From lemma A.2, this has
E{
∑
i
A2(Xi,Ω)} = n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l,r
∑
g∈ζkr
∑
d,j SΩ(d, x, gj,Ω)∑
d,j S(d, x, gj,Ω)
×S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,r
∑
g∈ζkr
∑
d,j SΩ(d, x, gj,Ω)∑
d,j S(d, x, gj,Ω)
×S(d, x, g,Ω)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,k
∑
d,j SΩ(d, x, gj,Ω)∑
d,j S(d, x, gj,Ω)
×S(d, x, gj,Ω)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
∑
d,j SΩ(d, x, gj,Ω)∑
d,j S(d, x, gj,Ω)
S(d, x, gj,Ω)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
SΩ(d, x, gj,Ω)dx.
The first term is more difficult; it has the form
A1(∆, D,X,M) =
K∑
k=1
I(∆ = k)
∑
ℓ,g SΩ(D,X, g,Ω)
∏
s πMk(s|ζkl, D, η)I(M=ζks)∑
ℓ,g S(D,X, g,Ω)
∏
s πMk(s|ζkl, D, η)I(M=ζks)
Then,
A1(∆ = k,D = d,X = x,M = ζkℓ) =
∑Lk
r=1
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)∑Lk
r=1
∑
g∈ζkr
S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
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and
E
{∑
i
A1(·)
}
=
n0
pr(D = 0)
∫
x
∑
d,k,l,r
∑
g∈ζkr
∑
r,g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)∑
r,g∈ζkr
S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
×fX(x)S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l
∑
r,g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)∑
r,g∈ζkr
S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
×π(∆ = k|d, x)
∑
r
∑
g∈ζkr
S(d, x, g,Ω)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l
Lk∑
r=1
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
×π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,r
∑
g∈ζkr
SΩ(d, x, g,Ω)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,k
SΩ(d, x, gj,Ω)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
SΩ(d, x, gj,Ω)dx
Thus, as both terms have the same expectation and opposite signs, E{ℓΩ(Ω)} = 0.
In the case where the ηs are also unknown, the score with respect to η has the
form
ℓη(Ω, η) =
K∑
k=1
I(∆ = k)
∑
ℓ,g∈ζkℓ
S(D,X, g,Ω)
∏Lk
s=1{πMk,η(s|ζkl, D, η)}I(M=ζks)∑
ℓ,g∈ζkℓ
S(D,X, g,Ω)
∏Lk
s=1{πMk(s|ζkl, D, η)}I(M=ζks)
.
This term is also unbiased, as
E {ℓη(Ω, η)} = n0
pr(D = 0)
∫
x
∑
d,k,l,r
∑
g∈ζkr
∑Lk
s=1
∑
g∈ζks
S(D,X, g,Ω)πMk,η(ℓ|ζks, D, η)∑Lk
s=1
∑
g∈ζks
S(D,X, g,Ω)πMk(ℓ|ζks, D, η)
×fX(x)S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l
Lk∑
s=1
∑
g∈ζks
S(D,X, g,Ω)πMk,η(ℓ|ζks, D, η)
×π(∆ = k|d, x)dx
= 0,
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as
∑
ℓ πM,k(ℓ|G = ζkr, d, η) = 0. Similar arguments show that the variance of the
score also has the desired form.
D.2.2 The Variance of the Score
Lemma A.3: For the case–control study design, with fixed n0/n, measurable func-
tions R(∆, D,X,M) satisfy
1
n
n∑
i=1
R(∆i, Di, Xi,M∗i ) −→P µ0
∫
x
fX(x)
∑
d,k,ℓ,r
∑
g∈ζkr
R(∆ = k, d, x,M = ζkℓ)
×S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx.
assuming that the integral exists.
Proof of Lemma 3: Notice
1
n
n∑
i=1
R(∆i, Di, Xi,Mi) = 1
n0
n0
n
∑
i:di=0
R(∆i, Di = 0, Xi,Mi)
+
1
n1
n1
n
∑
i:di=1
R(∆i, Di = 1, Xi,Mi).
Now, the cases, di = 1, are iid from the distribution of cases, and the controls, di = 0,
are iid from their distribution. Also,
1
nd
∑
i:di=d
R(∆i, Di, Xi,Mi) −→P E {R(∆, D,X,M)|D = d}
by the Weak Law of Large Numbers. Thus
1
n
n∑
i=1
R(∆i, Di, Xi,Mi) −→P n0
n
E{R(∆, D,X,M)|D = 0}
+
n1
n
E{R(∆, D,X,M)|D = 1}.
Also, from Lemma A.1,
E{R(∆, D,X,M)|D = d} = nµ0
nd
∫
x
fX(x)
∑
k,ℓ,r
∑
g∈ζkr
R(∆ = k, d, x,M = ζkℓ)
×S(d, x, gj,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx.
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Thus,
1
n
n∑
i=1
R(∆i, Di, Xi,Mi) −→P µ0
∫
x
fX(x)
∑
d,k,ℓ,r
∑
g∈ζkr
R(∆ = k, d, x,M = ζkℓ)
×S(d, x, gj,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx.
The Matrix of Second Partials: Define SΩΩT (D,X,G,Ω) to be the matrix of
second derivatives of S(D,X,G,Ω) with respect to Ω. Define ℓΩΩT (Ω) similarly.
First note that
ℓΩΩT (Ω) =
n∑
i=1
{∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑dj S(d,Xi, gj,Ω)}2
−
∑
d,j SΩΩT (d,Xi, gj,Ω)∑
dj S(d,Xi, gj,Ω)
+
K∑
k=1
I(∆i = k)
(∑
ℓ,g SΩΩT (Di, Xi, g,Ω)
∏
s{πMik(s|ζkl, Di, η)}I(Mi=ζks)∑
ℓ,g S(Di, Xi, g,Ω)
∏
s{πMik(s|ζkl, Di, η)}I(Mi=ζks)
−
∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)[∑Lk
ℓ=1
∑
g∈ζkℓ
S(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)
]2
×
[ ∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
Lk∏
s=1
{πMik(s|ζkl, Di, η)}I(Mi=ζks)
]T
 .
Consider the second and third terms denoted by Sn2 and Sn3, respectively. Then,
E(Sn2) =
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l,r
∑
g∈ζkr
∑
d,j SΩΩT (d,Xi, gj,Ω)∑
dj S(d,Xi, gj,Ω)
×S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,k
∑
d,j SΩΩT (d,Xi, gj,Ω)∑
dj S(d,Xi, gj,Ω)
×S(d, x, gj,Ω)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
SΩΩTS(d,Xi, gj,Ω)dx
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and
E(Sn3) =
n0
pr(D = 0)
∫
x
∑
d,k,l,r
∑
g∈ζkr
∑Lk
r=1
∑
g∈ζkr
SΩΩT (d, x, g,Ω)πMk(ℓ|ζkr, d, η)∑Lk
r=1
∑
g∈ζkr
S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
×fX(x)S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l
∑Lk
r=1
∑
g∈ζkr
SΩΩT (d, x, g,Ω)πMk(ℓ|ζkr, d, η)∑Lk
r=1
∑
g∈ζkr
S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
×π(∆ = k|d, x)
∑
r
∑
g∈ζkr
S(d, x, g,Ω)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l
Lk∑
r=1
∑
g∈ζkr
SΩΩT (d, x, g,Ω)πMk(ℓ|ζkr, d, η)
×π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,r
∑
g∈ζkr
SΩΩT (d, x, g,Ω)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,k
SΩΩTS(d, x, gj,Ω)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j
SΩΩT (d, x, gj,Ω)dx.
Then E(Sn1 − Sn2) = 0, and
−E{ℓΩΩT (Ω)} = −E
[
n∑
i=1
∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑dj S(d,Xi, gj,Ω)}2
]
+E
(∑
i,k
I(∆i = k)
∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)
[
∑
ℓ,g∈ζkℓ
S(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)]2
×
[ ∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
Lk∏
s=1
{πMik(s|ζkl, Di, η)}I(Mi=ζks)
]T
= −E(Cn1) + E(Cn2),
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where
E(Cn1) =
n0
pr(D = 0)
∫
x
∑
d,k,l,r
∑
g∈ζkr
∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑dj S(d,Xi, gj,Ω)}2
×fX(x)S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j,k
∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑dj S(d,Xi, gj,Ω)}2
×S(d, x, gj,Ω)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T∑
dj S(d,Xi, gj,Ω)
dx
and
E(Cn2) =
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l,r
∑
g∈ζkr
∑
r
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
{∑r∑g∈ζkr S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)}2
×
{∑
r
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
}T
×S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l
∑
r
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η){∑
r
∑
g∈ζkr
S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
}2
×
{∑
r
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
}T
×π(∆ = k|d, x)
∑
r
∑
g∈ζkr
S(d, x, g,Ω)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l
∑
r
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)∑
r
∑
g∈ζkr
S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
×
{∑
r
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
}T
π(∆ = k|d, x)dx.
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The Variance of the Score: Recall,
ℓΩ(Ω) =
∑
i,k
I(∆i = k)
∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)∑
ℓ,g∈ζkℓ
S(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)
−
n∑
i=1
∑
d,j SΩ(d,Xi, gj,Ω)∑
d,j S(d,Xi, gj,Ω)
=
n∑
i=1
{A1(∆i, Di, Xi,Mi,Ω)− A2(Xi,Ω)}.
Define A3(d,Ω) = E[{A1(∆, D,X,M,Ω) − A2(X,Ω)}|D = d]. Then, as the score is
unbiased,
∑n
i=1 A3(Di,Ω) = 0. Thus we can write,
ℓΩ(Ω) =
n∑
i=1
{A1(∆i, Di, Xi,Mi,Ω)− A2(Xi,Ω)− A3(Di,Ω)} .
Notice that each of the terms in this sum is independent and zero mean. Then,
E{ℓΩ(Ω)ℓΩT (Ω)} =
n∑
i=1
E [{A1(∆i, Di, Xi,Mi,Ω)− A2(Xi,Ω)− A3(Di,Ω)}
×{A1(∆i, Di, Xi,Mi,Ω)− A2(Xi,Ω)− A3(Di,Ω)}T
]
=
n∑
i=1
E [{A1(∆i, Di, Xi,Mi,Ω)− A2(Xi,Ω)}
× {A1(∆i, Di, Xi,Mi,Ω)− A2(Xi,Ω)}T
]− n∑
i=1
A3(Di,Ω)A3(Di,Ω)
T .
The first term can be written as D1 −D2 −DT2 +D3, where
D1 = E
(∑
i,k
I(∆i = k)
∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
∏
s{πMik(s|ζkl, Di, η)}I(Mi=ζks)
[
∑
ℓ,g∈ζkℓ
S(Di, Xi, g,Ω)
∏
s{πMik(s|ζkl, Di, η)}I(Mi=ζks)]2
×
[ ∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
Lk∏
s=1
{πMik(s|ζkl, Di, η)}I(Mi=ζks)
]T
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k,l
∑
r
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)∑
r
∑
g∈ζkr
S(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
×
{∑
r
∑
g∈ζkr
SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η)
}T
π(∆ = k|d, x)dx,
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D2 = E
[∑
ik
I(∆i = k)
∑
ℓ,g∈ζkℓ
SΩ(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)∑
ℓ,g∈ζkℓ
S(Di, Xi, g,Ω)
∏Lk
s=1{πMik(s|ζkl, Di, η)}I(Mi=ζks)
× {
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑dj S(d,Xi, gj,Ω)}
]
=
n0
pr(D = 0)
∫
x
∑
d,k,l,r,g
∑
r,g SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η){
∑
d,j SΩ(d, x, gj,Ω)}T∑
r,g S(d, x, g,Ω)πMk(ℓ|ζkr, d, η){
∑
dj S(d,Xi, gj,Ω)}
×fX(x)S(d, x, g,Ω)π(∆ = k|d, x)πM,k(ℓ|G = ζkr, d, η)dx
=
n0
pr(D = 0)
∫
x
∑
d,k,l
∑
r,g SΩ(d, x, g,Ω)πMk(ℓ|ζkr, d, η){
∑
d,j SΩ(d, x, gj,Ω)}T∑
dj S(d,Xi, gj,Ω)
×fX(x)π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,k
∑
r,g∈ζkr
SΩ(d, x, g,Ω){
∑
d,j SΩ(d, x, gj,Ω)}T∑
dj S(d,Xi, gj,Ω)
×π(∆ = k|d, x)dx
=
n0
pr(D = 0)
∫
x
fX(x)
∑
d,j SΩ(d, x, g,Ω){
∑
d,j SΩ(d, x, gj,Ω)}T∑
dj S(d,Xi, gj,Ω)
dx,
and
D3 = E
[
n∑
i=1
∑
d,j SΩ(d,Xi, gj,Ω){
∑
d,j SΩ(d,Xi, gj,Ω)}T
{∑d,j S(d,Xi, gj,Ω)}2
]
=
n0
P (D = 0)
∫
x
fX(x)
∑
d,j SΩ(d, x, gj,Ω){
∑
d,j SΩ(d, x, gj,Ω)}T∑
d,j S(d, x, gj,Ω)
dx
by repeated application of Lemma A.2. Notice that D2 = D3. Thus, the first term is
just equal to D1 −D3. Additionally, D1 −D3 = −E{ℓΩΩT (Ω)}. Then,
E{ℓΩ(Ω)ℓΩT (Ω)} = −E{ℓΩΩT (Ω)} −
n∑
i=1
A3(Di,Ω)A3(Di,Ω)
T
= I − Λ.
Let Rd = (1/nd)
∑
di=d
Ψ(∆i, Di, Xi,Mi,Ω). All of the elements in this sum are
independent and identically distributed. Then, when n0/n is constant, the central
limit theorem implies that
n1/2(nd/n)
1/2{Rd − E(Rd)} ⇒ N (0,Var{Ψ(∆, D,X,M,Ω)|D = d}) .
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Now, since n0/n is a constant, this implies that
n1/2{Rd − E(Rd)} ⇒ N
(
0,
n
nd
Var{Ψ(∆, D,X,M,Ω)|D = d}
)
.
Also, the cases and the controls are independent and (1/n)ℓΩ(Ω) = (n0/n)R0 +
(n1/n)R1, so
n1/2
[
1
n
ℓΩ(Ω)− E
{
1
n
ℓΩ(Ω)
}]
⇒ N
(
0,
∑
d
nd
n
Var{Ψ(∆, D,X,M,Ω)|D = d}
)
.
Next, E{(1/n)ℓΩ(Ω)} = {(1/n)ℓΩ(Ω)}|Ω=Ωˆ, and by the delta method
n1/2(Ωˆ− Ω) ⇒ N (0, I−1 − I−1ΛI−1) .
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