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WREATH MACDONALD POLYNOMIALS AS EIGENSTATES
JOSHUA JEISHING WEN
Abstract. We show that the wreath Macdonald polynomials for Z/ℓZ ≀ Σn, when naturally viewed as
elements in the vertex representation of the quantum toroidal algebra Uq,d(s¨lℓ), diagonalize its horizontal
Heisenberg subalgebra. Our proof makes heavy use of shuffle algebra methods.
1. Introduction
Macdonald polynomials are distinguished bigraded characters of the symmetric groups Σn defined by
a pair of group-theoretic triangularity conditions along with a normalization condition: for λ a partition
of n and letting Cn be the reflection representation of Σn, the transformed Macdonald polynomial Pλ is
characterized by (cf. [Hai03])
(1) Pλ ⊗
∑n
i=0(−q)i
[∧i
C
n
]
lies in the span of the simple modules [Vµ] for µ ≥ λ;
(2) Pλ ⊗
∑n
i=0(−t)−i
[∧i
Cn
]
lies in the span of the simple modules [Vµ] for µ ≤ λ;
(3) the coefficient of the trivial module in Pλ is 1.
From this definition alone, one may be surprised by their ubiquity in mathematics; for example, they have
appeared in enumerative geometry, knot theory, quantum algebra, and probability. Many of these connections
are branches of an initial link to integrable systems. Translating characters into symmetric functions via the
Frobenius characteristic, one can view the polynomials instead as some basis of Λq,t, the twice-deformed ring
of symmetric functions. In this setting, they distinguish themselves in an a priori very different way: the
Macdonald polynomials diagonalize the Macdonald operators, a commuting family of difference operators
that are the Hamiltonians of the quantum Ruijsenaars-Schneider integrable system. This paper is concerned
with a generalization of this picture to what are known as the wreath Macdonald polynomials.
The wreath Macdonald polynomials were defined by Haiman in [Hai03] as a generalization of the definition
above from Σn to the wreath product Z/ℓZ≀Σn. Simple representations of Z/ℓZ≀Σn are instead indexed by ℓ-
tuples of partitions (cf. [Mac15] Chapter I, Appendix II). As a result, the ℓ-core and ℓ-quotient decomposition
of an ordinary partition plays a key role: one can peel away contiguous strips of length ℓ from a partition λ
until one is left with core(λ) and the strips that are peeled away can be recorded in an ℓ-tuple of partitions
quot(λ). We review these notions in Section 2. The wreath product Z/ℓZ ≀ Σn also has a natural reflection
representation on Cn, and for λ such that the components of quot(λ) have sizes summing up to n, the wreath
Macdonald polynomial Hλ is characterized by
(1) Hλ ⊗
∑n
i=0(−q)i
[∧i
C
n
]
lies in the span of the simple modules [Vquot(µ)] where core(µ) = core(λ)
and µ ≥ λ;
(2) Hλ ⊗
∑n
i=0(−t)−i
[∧i
Cn
]
lies in the span of the simple modules [Vquot(µ)] where core(µ) = core(λ)
and µ ≤ λ;
(3) the coefficient of the trivial module in Hλ is 1.
One can view each ℓ-core as giving an ordering on ℓ-tuples of partitions with which to define our triangularity
conditions. Thus, for each ℓ-core, this definition gives a basis of the representation ring of Z/ℓZ ≀ Σn.
Similar to the classical Macdonald polynomials, it is not obvious from the definition that the wreath
variants exist. Nearly a decade later, Bezrukavnikov and Finkelberg proved existence as well as an analogue
of Macdonald positivity [BF14]. As far as we are aware, no published results on the subject have appeared
since. In this paper, we prove a second fundamental fact about wreath Macdonald polynomials: that they
diagonalize a large commutative algebra of operators. We conjecture that this algebra can be identified with
the commutative algebra of Hamiltonians for some generalization of the quantum Ruijsenaars-Schneider
system—we discuss this in more detail below.
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1.1. Statement of the main theorem. The aforementioned commutative algebra sits inside a larger
structure: the quantum toroidal algebra Uq,d(s¨lℓ). To see why this larger structure is natural to consider
in this setting, let us revisit [BF14]. Generalizing Haiman’s seminal proof of the Macdonald positivity
conjecture, the authors of loc. cit. construct Z/ℓZ≀Σn-equivariant bundles on cyclic Nakajima quiver varieties
whose fibers at torus-fixed points are representations of Z/ℓZ ≀ Σn satisfying the definition of the wreath
Macdonald polynomials. The main takeaway for us is that this matches wreath Macdonald polynomials
with fixed-point classes in torus-equivariant K-theory of the cyclic quiver varieties. On these K-theory
groups, Varagnolo and Vasserot had previously constructed an action of Uq,d(s¨lℓ) [VV99].
The quantum toroidal algebra contains two copies of the quantum affine algebra Uq(g˙lℓ), called the vertical
and horizontal subalgebras. Each of them in turn contains a rank ℓ Heisenberg subalgebra, which we also call
vertical and horizontal. In the construction of Varagnolo-Vasserot, it is obvious that the fixed point classes
diagonalize the vertical Heisenberg subalgebra, which commutes in this case. Work of Nagao [Nag09a]
identifies the module obtained in [VV99] with the q-deformed fermionic Fock space F of [KMS95]. Thus,
we can shave off the geometry and say that in this fermionic module, the diagonalization problem is figured
out, although it is not clear how to directly situate the representation theory of Z/ℓZ ≀ Σn in this picture.
On the other hand, from work of I. Frenkel, Jing, and Wang [FJW00], a natural home for this represen-
tation theory is the vertex representation W of Uq,d(s¨lℓ), which is like a bosonic Fock space. Recall that like
the representation theory of the groups Σn, there is a wreath Frobenius characteristic relating representation
rings of the groups Z/ℓZ ≀ Σn for fixed ℓ and the ring Λ⊗ℓq,t (also reviewed in Section 2). Now, as a vector
space, W ∼= Λ⊗ℓq,t ⊗ C[Q], where Q is the root lattice of slℓ. One can use the root lattice to index ℓ-cores, so
this extra tensor factor makesW a natural home for the wreath Macdonald polynomials. As usual, we write
elements of C[Q] using the exponentiated basis {eα : α ∈ Q}.
From the definition of the action on W , it is far from obvious that there exists an eigenbasis for a commu-
tative subalgebra as large as the vertical Heisenberg subalgebra. However, recently, Tsymbaliuk [Tsy18] has
shown that F and W are twisted isomorphic. The twist here is a conceptually beautiful but formulaically
complicated automorphism of Miki [Mik99] that switches the vertical and horizontal subalgebras. Therefore,
since the vertical Heisenberg subalgebra is diagonalized in F , the horizontal Heisenberg subalgebra must be
diagonalized on W . We can now state our main theorem:
Main Theorem. The wreath Macdonald polynomials form an eigenbasis for the horizontal Heisenberg sub-
algebra of the quantum toroidal algebra of slℓ.
The diagonal basis in F is indexed by partitions and we denote it by {|λ〉}. Our theorem matches |λ〉 and
Hλ up to a constant.
While circulating a draft of this paper, we learned that Orr and Shimozono had independently obtained
related results; they have also written code computing examples.
1.2. Strategy of the proof. One does not simply study elements of the horizontal Heisenberg subalgebra,
and our strategy and methods are highly indirect as a result. Our overall plan is to translate the pair of
trangularity conditions to the fermionic picture and show that they are satisfied by the diagonal basis. A first
obstruction to this is translating the conditions first to the bosonic picture. As in the classical Macdonald
case, we can rewrite the tensor product appearing in the defintion as a ‘plethystic transformation’, i.e. as
an endomorphism on Λ⊗ℓq,t defined by a linear map on the generators. By inverting these endomorphisms, we
can express conditions (1) and (2) as saying that Hλ spans the intersection of two subspaces: one obtained
by multiplying certain combinations of plethystically-transformed, colored complete symmetric functions to
1 ⊗ ecore(λ) and another obtained by multiplying plethystically-transformed, colored elementary symmetric
functions instead. Here, by color we mean the tensorand in Λ⊗ℓq,t. Thus, we can build up these two subspaces
via multiplication by certain bosonic generators.
In W , these bosonic multiplications come from the action of vertical Heisenberg elements. Therefore, in
F , they must come from horizontal Heisenberg elements. We are stuck again with analyzing elements of
the horizontal Heisenberg subalgebra, but on the fermionic side, the problem is amenable to shuffle algebra
methods. The shuffle algebra is a certain space of symmetric rational functions endowed with an exotic
product, and vaguely speaking, these functions are meant to model correlation functions of the Uq,d(s¨lℓ).
By work of Negut [Neg13], it is isomorphic to a certain part of Uq,d(s¨lℓ), and for our purposes, we can find
shuffle elements corresponding to the horizontal Heisenberg elements of interest.
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Before addressing how we do so, let us first discuss why this is a good idea. By Proposition IV.8 of [Neg15]
(Proposition 4.1 in our paper), a shuffle element F acts on the basis {|λ〉} by adding certain boxes to the
partition and appending a coefficient obtained by, roughly speaking, evaluating F at the (q, t)-weights of the
added boxes. A consequence of this is that one can determine that certain matrix elements must vanish by
considering the zeros of F . To prove the theorem, we can show that when multiplying by the appropriate
horizontal Heisenberg elements to |core(λ)〉 to obtain the subspace for condition (1), the matrix elements for
〈µ| vanish when µ 6≥ λ and likewise for condition (2), the matrix elements for 〈µ| vanish when µ 6≤ λ.
To find these shuffle elements, we prove some preparatory results akin to those in Sections 3 and 4
of [FT16]. First, we give a characterization of shuffle elements corresponding to the negative half of the
horizontal Heisenberg subalgebra, which is where our elements of interest live. For technical reasons, in order
to do this, we need a shuffle presentation of some a set of generators of the Heisenberg subalgebra. A suitable
generating set is given by vacuum-to-vacuum matrix elements of L-operators in the vertex representations
since we can find the corresponding shuffle elements by computing the vacuum correlation functions of those
representations. We are then able to identify the negative half of the horizontal Heisenberg subalgebra with
a subspace of functions satisfying certain limit conditions.
On this subspace of functions, we define two Gordon filtrations. These are filtrations defined in terms
of certain evaluations: roughly speaking, if a function vanishes on more evaluations, it lies deeper in the
filtration. Using the known shuffle presentations of the L-operators from the previous paragraph, we can ac-
tually translate these evaluation functionals in terms of bosons in the horizontal Heisenberg subalgebra. This
allows us to translate the filtrations as well, and from here, we can see that the plethystically-transformed,
colored complete and elementary symmetric functions we care about each lie in a one-dimensional piece of
the filtration. On the shuffle algebra side, it is not too hard to find shuffle elements spanning each of those
one-dimensional pieces, giving us the desired shuffle presentations up to constants.
Examining the zeros of these shuffle elements, one may be disappointed by how little they impose on the
newly added boxes. We end the paper with some combinatorial results on partitions necessary to convert
these weak conditions into the triangularity results necessary to prove the theorem. Due to the specificity
of our desired results we have been unable to find suitable references for this part of the paper. Therefore,
we do not know if our arguments are novel.
Strictly speaking, our results on the quantum toroidal algebra and the shuffle algebra only apply to ℓ ≥ 3.
For ℓ = 1, 2, the definitions of the quantum toroidal algebra, its vertex representation, and the shuffle algebra
are different but the results do not change qualitatively. We recommend Section 5 of [FT16] as a reference
for the necessary alterations in these cases. Despite this, the formulas for our shuffle elements end up being
the same.
1.3. Further directions. Our work allows wreath Macdonald theory to make contact with methods from
quantum algebra, and we expect this interaction to continue bearing fruit.
For example, following [FT11], our shuffle elements can be used to produce wreath Pieri rules. Recall that
the wreath Macdonald polynomials are generalizations of transformed Macdonald polynomials. One can
write down a definition of an analogue of ordinary Macdonald polynomials. The two differ by a plethystic
transformation as well as by a renormalization, and one would first need to pin down the renomalization
term. The remaining challenge would then be producing a manicured formula for Pieri rules as in the classical
case. We expect to accomplish this in the near future.
The quantum algebraic structure also allows a systematic study of degenerations. One aspect of wreath
Macdonald theory that may be strange for a symmetric function theorist is that we automatically jump
to the double-deformed case without regarding analogues of Jack and Hall-Littlewood polynomials. The
‘Jack degeneration’ of the quantum toroidal algebra is the affine Yangian. By investigating an analogous
eigenbasis in an analogue of the fermionic Fock space, Uglov has defined certain Jack(glℓ) polynomials [Ugl98]
(cf. [Kod19]). He also shows that his polynomials diagonalize the Hamiltonians for the spin Calogero-Moser
system, hinting at a similar relation between the wreath Macdonald polynomials and the spin Ruijsenaars-
Schneider system.
Following our diagonalization result, a natural question to ask is what the corresponding DAHA should
be. In the classical Macdonald case, the quantum toroidal algebra of gl1 can be realized as a stabilization of
the spherical DAHAs for GLn as n goes to infinity (cf. [SV13]). Whatever the correct answer for the wreath
case should be, we expect a similar relation with the higher rank quantum toroidal algebra. We suspect that
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structures recently uncovered by Chalykh and Fairon in their study of multiplicative quiver varieties [CF18]
have something to do with this. The work of Chalykh-Fairon shows that multiplicative quiver varieties for
the Jordan quiver are phase spaces for the spin Ruijsenaars-Schneider integrable system. Quantizing these
spaces, one should obtain analogues of the spherical DAHA for this system. We expect to find a nonspherical
DAHA by quantizing the K-theoretic Coulomb branch for the cyclic quiver (cf. [BEF16] 4.1 for the general
construction).
1.4. Outline of the paper. Section 2 begins with a review of the representation theory of wreath products.
We then go over the partition combinatorics necessary to define the wreath Macdonald polynomials (ℓ-cores,
ℓ-quotients, etc.). Finally, we introduce Haiman’s definition and rewrite it so that a wreath Macdonald
polynomial is characterized by spanning the intersection of two subspaces.
Section 3 introduces the quantum toroidal algebra and its structures. Besides covering the zoo of subalge-
bras and representations in play, we also review factorizations of R-matrices in both the affine and toroidal
cases. This will be crucial in our computation of L-operators.
Section 4 is the technical heart of the paper. Here, we define the shuffle algebra and review its relationship
to Uq,d(s¨lℓ). We then carry out the constructions and arguments as outlined in the introduction with the
main result being the shuffle presentation of the horizontal Heisenberg elements of interest.
Section 5 contains the combinatorial arguments on partitions necessary to prove the theorem. The results
here may be of independent interest to box-stacking enthusiasts.
1.5. Acknowledgements. I’d like to thank Mark Haiman for a brief but insightful conversation explaining
what hadn’t been figured out yet in wreath Macdonald theory. I want to thank Andrei Negut and Sasha
Tsymbaliuk for tremendously helpful conversations as well as for inviting me to speak about this work at
MIT and Yale. Any facility with bosonic manipulations I have stem from a discussion with Philippe di
Francesco. On the shuffle side, I’d like to thank Rinat Kedem for teaching me about correlation functions.
On top of this, I’d like to thank Rinat and Philippe for giving me multiple chances to speak in their seminar.
Most of all, I want to thank Tom Nevins for helping me navigate what mathematicians are and what a paper
is. This work was supported by a Gene H. Golub Fellowship and a Louis C. Hack Fellowship from the UIUC
Department of Mathematics as well as NSF Grants DMS-1502125 and DMS-1802094.
1.6. Notation. A partition λ = (λ1, . . . λk) is a nondecreasing list of positive integers. We denote its size
by |λ| := λ1 + · · ·λk and its length by ℓ(λ) = k. Another notation for λ we may use is
λ = (1m12m2 . . .)
where mi is multiplicity with which i appears in λ. The transposed partition is denoted by
tλ. We will
also make frequent use of vectors of partitions. Subscripts will always index the part of a partition while
superscripts will always index the component of such a vector. Finally, the sign ≥ when used between
partitions will denote dominance order.
As usual, for an integer n and variable q, [n]q denotes the quantum number
[n]q =
qn − q−n
q− q−1
The factorial is then defined for n > 0 as
[n]q! :=
n∏
i=1
[i]q
To save space, we will occasionally need to index products of noncommuting elements. For this, we use
the notation
y
n∏
i=1
ai = a1 · · · an
to denote the product ordered from left to right according to the index. Similarly, we use the notation
x
n∏
i=1
ai = an · · · a1
for the product in the opposite order.
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2. Bosons
2.1. Representation theory of wreath products. Throughout this subsection, Γ will be a finite group,
Γ∗ will denote the set of its irreducible complex representations, and Γ∗ will denote its conjugacy classes.
Our presentation closely follows Chapter I, Appendix II of [Mac15]. We direct the interested reader to this
classic reference for any details and proofs.
2.1.1. Wreath products. The wreath product Γn := Γ ≀ Σn is by definition the semi-direct product
Γn ⋊ Σn
where the action is given by permuting the n copies of Γ. One can concretely realize this group as the set
of n × n permutation matrices with ‘entries in Γ’. We will instead just view elements of Γn as pairs (~g, σ),
where ~g = (g1, . . . , gn) ∈ Γn and σ ∈ Σn .
2.1.2. Conjugacy classes. Recall that the conjugacy class of an element σ ∈ Σn is determined by its cycle
type, and thus conjugacy classes of Σn are indexed by partitions of n. On the other hand, for an element
(~g, σ) ∈ Γn, we consider for each cycle z = (i1 . . . is) of σ its cycle product gi1 · · · gis ∈ Γ. For each c ∈ Γ∗, we
can gather together the cycles of σ whose cycle product lies in c and assign a partition λc to c in the natural
way. Notice that ∑
c∈Γ∗
|λc| = n
We call a vector of partitions (λc)c∈Γ∗ a |Γ∗|-multipartition (or multipartition if it is clear from context), and
if the sizes of its components sum to n, we say it is a |Γ∗|-multipartition of n. In the way outlined above,
the conjugacy classes of Γn are indexed by |Γ∗|-multipartitions of n.
2.1.3. Irreducible representations. As a consequence of 2.1.2, we can index the irreducible representations
of Γn by |Γ∗|-multipartitions of n. For such a multipartition ~λ = (λγ)γ∈Γ∗ , we can concretely realize this
representation in the following way (cf. [JK81]). Let Iγ by the corresponding irreducible Γ-module for
γ ∈ Γ∗. The tensor power I⊗|λγ |γ is a Γ|λγ |-module in the following natural way:
(~g, σ) · v1 ⊗ · · · ⊗ v|λγ | = g1vσ−1(1) ⊗ · · · ⊗ g|λγ |vσ−1(|λγ |)
On the other hand, if we let Vλγ be the irreducible Σ|λγ |-module corresponding to λ
γ , we can endow it
with Γ|λγ |-module structure by having the Γ-factors act trivially. The irreducible representation V~λ of Γn
corresponding to ~λ is then realized by the induced representation
V~λ
∼= IndΓn∏
γ∈Γ∗ Γ|λγ |
Vλγ ⊗ I⊗|λ
γ |
γ
For example, when λγ = (n) and all the other entries of ~λ are empty, then V~λ
∼= I⊗nγ . Similarly, when
λγ = 1n and all the other entries are empty, V~λ
∼= sign⊗ I⊗nγ .
2.1.4. Recollections from symmetric function theory. In the representation theory of symmetric groups, one
learns that there is great utility in considering all the symmetric groups together. We would like to take a
similar approach for wreath products with Γ fixed, and thus we first review the classical story.
By ‘all the symmetric groups together’, we mean the following: if we let Rn = C ⊗ Rep(Σn), we can
consider the direct sum
R =
⊕
n
Rn
We can view R as a ring via the induction product. Namely, for Σn y V and Σm yW ,
V ∗W := IndΣn+mΣn×Σm(V ×W )
This ring in turn can be modeled by the ring Λ of symmetric functions ‘in infinitely many variables’. In Λ,
we have the following generating sets and bases:
(1) the power sums pn and the basis given by pλ = pλ1 · · · pλk ;
(2) the elementary symmetric functions en and the basis given by eλ = etλ1 · · · etλk (note the transpose);
(3) the complete symmetric functions hn and the basis {hλ} defined similarly to {pλ};
(4) the Schur functions sλ.
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A nice feature of the theory is how these bases and generating sets are related to each other. For example,
the first three families share the following fundamental relationship:
∑
r≥0
hrz
r = exp
(∑
r>0
pr
r
zr
)
∑
r≥0
(−1)rerzr = exp
(∑
r>0
−pr
r
zr
)
Returning to representation theory, note that the irreducible representations of Σn are indexed by parti-
tions of n (since the conjugacy classes are). Letting Vλ denote this corresponding irrep, we have the classic
result:
Theorem 2.1. The map R→ Λ induced by
[Vλ] 7→ sλ
is a ring isomorphism.
We call this map the Frobenius characteristic. Of note is that under this map, hn and en correspond to the
trivial and sign representations of Σn, respectively. Finally, for λ = (1
m12m2 . . .), if we let
zλ =
∏
i
imimi!
then the indicator function for the conjugacy class corresponding to λ is mapped to z−1λ pλ.
2.1.5. Wreath Frobenius characteristic. Mirroring 2.1.4, we set
Rn(Γ) := C⊗ Rep(Γn)
and consider
R(Γ) :=
⊕
n
Rn(Γ)
as a ring under the analogous induction product. For the analogue of symmetric functions, we first view Λ
as a single free boson:
Λ = C[pr]r≥1
In the wreath case, we take |Γ∗| free bosons instead:
Λ(Γ) := C[pr(c)]r≥1,c∈Γ∗
Similar to before, these new power sums will be closely related to indicator class functions. On the other
hand, to access irreducible representations, we will need new generators indexed by γ ∈ Γ∗:
pr(γ) :=
∑
c∈Γ∗
γ(c)
|Stab(c)|pr(c)
For each γ ∈ Γ∗, we can define hr(γ), er(γ), and sλ(γ) by writing them in terms of the pr(γ) as one writes
hr, er, and sλ in terms of the pr. For a multipartition ~λ, we can then define the multi-Schur function:
s~λ :=
∏
γ∈Γ∗
sλγ (γ)
Our analogue of the Frobenius characteristic looks like the following:
Theorem 2.2. The map R(Γ)→ Λ(Γ) induced by
[V~λ] 7→ s~λ
is a ring isomorphism.
Again, of note is that hr(γ) corresponds to I
⊗r
γ and er(γ) corresponds to sign ⊗ I⊗rγ . For a multipartition
~λ = (λc)c∈Γ∗ , the indicator function for the class corresponding to
~λ is mapped to∏
c∈Γ∗
pλc(c)
zλ(c)|Stab(c)|ℓ(λc)
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2.2. Core-quotient decomposition. Before specializing 2.1 to the case Γ = Z/ℓZ, we will need to review
some combinatorics relating ordinary partitions and ℓ-multipartitions. The core-quotient decomposition of
a partition is integral to the definition of wreath Macdonald polynomials. We believe that it is nicely viewed
in terms of Maya diagrams, which will also play a crucial role in Section 5. Our presentation borrows much
from [Nag09b]. For the rest of this section, we fix ℓ ≥ 1.
2.2.1. Young diagrams. We will view the Young diagram of a partition λ as the set of (a, b) ∈ Z2 such that
1 ≤ b ≤ λa. A node of λ is a point in its Young diagram. In visual representations of Young diagrams, we
will replace the nodes with boxes and follow the French convention. For example, below is a picture of the
partition (4, 4, 2):
These conventions will inform any visual language we may use with regards to Young diagrams (e.g. above,
north, etc.). The content of a node (a, b) is b− a. This quantity marks the diagonal on which the node sits
and increases towards the northwest. For i ∈ Z/ℓZ, this node is called an i-node if b− a ≡ i mod ℓ.
An ℓ-strip of a Young diagram is a connected subset of ℓ nodes on the outer (northeastern) rim containing
no 2× 2 blocks of squares and whose removal leaves behind another Young diagram. An ℓ-core is a partition
whose Young diagram contains no ℓ-strips. The ℓ-core of a partition λ is the partition obtained after
successively removing ℓ-strip from λ until one cannot anymore. For example, for ℓ = 3, we successively
remove all possible 3-strips of (4, 4, 2) to obtain its 3-core (3, 1):
→ →
For us, an ℓ-strip ‘begins’ at its northwestern-most node and ‘ends’ at its southeastern-most node.
2.2.2. Maya diagrams. A Maya diagram is a map m : Z → {±1} such that
m(j) =
{ −1 for j ≫ 0
1 for j ≪ 0
We can visually represent a Maya diagram by a string of white and black beads indexed by Z, where the
bead for j ∈ Z is white if m(j) = −1 and black if m(j) = 1. For reasons apparent in 2.2.3, our integers will
increase towards the left:
· · · 3 2 1 0 -1 -2 -3 -4 -5 · · ·
Here, the ellipsis on the left signifies that the beads are all white after 3 and the ellipsis on the right signifies
that the beads are all black after -5. The notch between 0 and -1 is called the central line of the Maya
diagram. We call the Maya diagram where all beads left of the central line are white and all beads right of
the central line the vacuum diagram.
We define the charge of a Maya diagram as
c(m) = |{j < 0 : m(j) = −1}| − |{j ≥ 0 : m(j) = 1}|
Visually, we can think about this as follows. The beads left of the central line will tend to be white while
the beads right of the central line will tend to be black. Thus, white beads on the right and black beads on
the left are exceptional, and the charge is the difference between the number exceptions on the right and the
left. The Maya diagram given above has charge zero.
8 JOSHUA JEISHING WEN
2.2.3. Young-Maya correspondence. There is a natural bijection between Young diagrams and Maya dia-
grams of charge zero. To start, for a partition λ and integer j, let nj(λ) denote the number of nodes in the
Young diagram of λ with content j. Observe that
nj+1(λ) − nj(λ) =
{ −1 or 0 for j ≥ 0
1 or 0 for j < 0
We define the corresponding Maya diagram as
m(λ)(j) =


−1 j ≥ 0, nj+1(λ) − nj(λ) = −1
1 j ≥ 0, nj+1(λ) − nj(λ) = 0
1 j < 0, nj+1(λ) − nj(λ) = 1
−1 j < 0, nj+1(λ) − nj(λ) = 0
This construction has the following very transparent visual interpretation. First, we tilt the Young diagram
by 45 degrees to follow the Russian convention and draw lines marking the level sets for the content. We
index the gap between the content j and j+1 lines with j so that the central line lines up with content zero
line. The piece of the outer rim in each gap has either slope 1 or -1, and that is what our Maya diagram
assigns to the corresponding integers. For the remaining integers, we assign the appropriate limiting values
(-1 on the left and 1 on the right). The previous examples given for Young and Maya diagrams are related
in this way:
· · · 3 2 1 0 -1 -2 -3 -4 -5 · · ·
Remark 2.1. We can see that the Maya diagram encodes the outer rim of the Young diagram and therefore
has simple interpretations for the additional and removal of nodes. Specifically:
(1) Adding a node corresponds to the following switch on adjacent beads:
→
Removing a node corresponds to the opposite switch:
→
(2) Adding and removing an ℓ-strip correspond to the same moves done to beads ℓ apart:
j + ℓ
· · ·
j
→
j + ℓ
· · ·
j
j + ℓ
· · ·
j
→
j + ℓ
· · ·
j

Proposition 2.1. The construction outlined above gives a bijection between Young diagrams and charge
zero Maya diagrams.
Proof. Observe that the empty Young diagram is sent to the vacuum Maya diagram. The node addi-
tion/removal moves from Remark 2.1 preserve the charge, and since any Maya diagram obtained from a
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Young diagram can be transformed to the vacuum diagram using the removal moves, we see that such a
Maya diagram must have charge zero. Conversely, any charge zero Maya diagram can be obtained from the
vacuum diagram using the addition moves, which then provides the recipe for constructing the corresponding
Young diagram. Therefore, this construction provides a bijection between Young diagrams and charge zero
Maya diagrams. 
2.2.4. Cores and quotients. We have seen in 2.2.1 that the ℓ-core of a partition λ is obtained by successively
performing all possible ℓ-strip removals. Roughly speaking, the ℓ-quotient quot(λ) of λ is an ℓ-multipartition
that encodes the way ℓ-strips are layered onto the ℓ-core to obtain λ.
In terms of the Maya diagram m(λ), the ℓ-quotient is obtained from the subdiagrams
mi(λ)(j) = m(λ)(i + jℓ)
for i = 0, . . . , ℓ− 1. In general, mi(λ) will have a nontrivial charge ci. If we perform the shift j 7→ j + ci on
the integer index for mi(λ), we will have a charge zero Maya diagram and hence a Young diagram λ
i. Below,
we compute that for ℓ = 3 and λ = (4, 4, 2), quot(λ) = (∅,∅, (2)). For each mi(λ), we use the indexing it
inherits from m(λ) so as to be clear where each bead comes from. Also, the solid line in the mi(λ) is the
central line inherited from m(λ) while the dashed line is the new central line after the shift by ci.
m(λ): · · · 3 2 1 0 -1 -2 -3 -4 -5 · · ·
m0(λ) : · · · 0 -3
∅
-6 · · · m1(λ) : · · · 4
∅
1 -2 · · · m2(λ) : · · · 5 2 -1 -4 -7 · · ·
In Section 5, we will want to arrange the mi(λ) ‘abacus style’: one over the other in decreasing order starting
from i = ℓ− 1. In the example above, this looks like
m0(λ) : · · · 0 -3 -6 · · ·
m1(λ) : · · · 4 1 -2 · · ·
m2(λ) : · · · 5 2 -1 -4 -7 · · ·
Notice that we position the diagrams so that the corresponding indices are vertically aligned.
To obtain the ℓ-core of λ, we revert eachmi(λ) to the vacuum diagram corresponding to the shifted central
line and then make the corresponding changes to m(λ). In the example above, we only need to change 2 to
white and -4 to black:
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m(λ): · · · 3 2 1 0 -1 -2 -3 -4 -5 · · ·
↓
· · · 2 1 0 -1 -2 -3 -4 · · ·
Thus, the core is entirely determined by the charges ci. Since m(λ) has charge zero, it follows that
c0 + · · ·+ cℓ−1 = 0
We will view the vector (c0, . . . , cℓ−1) as an element of the root lattice for slℓ. Abusing notation, we will
denote both the root lattice vector and the partition by core(λ).
Proposition 2.2. The core-quotient decomposition yields a bijection
{partitions} → {ℓ-cores} × {ℓ-multipartitions}
Remark 2.2. We make some observations about cores and quotients that will be used later and may help
the reader build some intuition for them.
(1) By Remark 2.1, adding a single node to λi amounts to adding an ℓ-strip to λ starting at an i-node.
It is natural to build up a partition by adding not its individual boxes but its columns from tallest to
shortest, and one may try a similar approach with ℓ-quotients. With that in mind, suppose we add
a new column of length k to λi that is no taller than any of the existing columns of λi. In mi(λ),
this amounts to the switch
j + k
· · ·
j
→
j + k
· · ·
j
where all the beads in the middle are white and all the beads right of j are black. This adds a
kℓ-strip to λ, but because the middle beads above are all white, any middle i-node of this new strip
must be below the (i+ 1)-node preceding it.
Similarly, adding a new row of length k to λi that is no longer than the existing rows of λi looks
like
j
· · ·
j − k
→
j
· · ·
j − k
in mi(λ), where now all the middle beads are black and all the beads left of j are white. In the newly
added kℓ-strip of λ, any intermediate i-node must now sit to the right of its preceding (i+ 1)-node.
(2) Adding exactly the same number of i-nodes to λ for each i ∈ Z/ℓZ does not change the core. To
see this, note that by Remark 2.1, adding an i-node changes a bead in mi(λ) from white to black.
Adding an (i + 1)-node changes a bead in mi(λ) from black to white. The other node additions do
not affect the beads in mi(λ), so in total, the charge of mi(λ) is unchanged.
(3) For two partitions λ and µ, if λi ≥ µi for all i, then λ ≥ µ. It is enough to consider the case where
µi is obtained from λi by a single box slide while all the other components of the quotient are equal.
In mi(λ), the box slide looks like
j + k
· · ·
j
→
j + k
· · ·
j
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Here, the beads in the ellipses are arbitrary. Notice then that k ≥ 2. Therefore, in λ, the corre-
sponding ℓ-strip and its new landing spot are far enough apart and one can obtain µ from λ via ℓ box
slides (the concern here was that, in the process of sliding, nodes for the new strip might interfere
with the movement of nodes from the old strip). 
2.3. Wreath Macdonald polynomials. This subsection gives a reinterpretation of Haiman’s definition of
wreath Macdonald polynomials amenable to quantum algebraic methods. We will abuse notation by freely
hopping between both sides of the Frobenius characteristic.
2.3.1. Specializing 2.1 to Γ = Z/ℓZ. We will index (Z/ℓZ)∗ using powers of a generator c. On the other
hand, we will index (Z/ℓZ)∗ using additive notation: i ∈ Z/ℓZ corresponds to the character
γi(c
j) · C := ζijC
where ζ = e
2π
√−1
ℓ . Observe that hn(i) corresponds to the character of Γn where
(~g, σ) · C =

 n∏
j=1
γi(gj)

C
and en(i) corresponds to the character where
(~g, σ) · C = sign(σ)

 n∏
j=1
γi(gj)

C
Finally, we note that the transition matrix from {pn(ci)} to {pn(i)} for fixed n is the following ℓ × ℓ
Vandermonde matrix: 

1 1 1 · · · 1
1 ζ ζ2 · · · ζℓ−1
...
...
...
...
1 ζk ζ2k · · · ζ(ℓ−1)k
...
...
...
...
1 ζℓ−1 ζ2(ℓ−1) · · · ζ(ℓ−1)2


2.3.2. Bigraded characters. We will now work with the base changed rings Rq,t(Z/ℓZ) := C(q, t)⊗R(Z/ℓZ)
and Λq,t(Z/ℓZ) := C(q, t) ⊗ Λ(Z/ℓZ), where q and t are indeterminates that we will only ever specialize to
nonzero values. In order to define wreath Macdonald polynomials, we need to define the operators −⊗∧±q
and −⊗∧±t−1 . For each n, Γn has a natural reflection representation h ∼= Cn given by
(~g, σ) · (v1, . . . , vn) = (γ1(g1)vσ−1(1), . . . , γ1(gn)vσ−1(n))
For Γn y V , we define
V ⊗∧q+ :=
n∑
k=0
(−q)kV ⊗
k∧
h
V ⊗∧q− :=
n∑
k=0
(−q)kV ⊗
k∧
h∗
We define V ⊗ ∧±t−1 similarly with q replaced by t−1. Both of these maps are extended linearly to all of
Rq,t(Z/ℓZ). We will abuse notation and also directly apply these maps to Λq,t(Z/ℓZ).
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2.3.3. Bosons with sectors. We have already seen that Λq,t(Z/ℓZ) has nice bases indexed by ℓ-multipartitions.
On the other hand, 2.2.4 tells us that ℓ-cores are indexed by the root lattice Q of slℓ. With that in mind, let
C[Q] denote the group algebra of Q. We will view root lattice vectors in terms of the basis {α1, . . . , αℓ−1},
where αi is the vector in Z
ℓ with 1 in its ith coordinate, −1 in its (i+1)th coordinate, and all other coordinates
zero. Basis elements for C[Q] will be denoted exponentially: {eα}α∈Q. Now, in Λq,t(Z/ℓZ) ⊗ C[Q], we can
append the datum of an ℓ-core to any of our bases in Λq,t(Z/ℓZ). For an ordinary partition λ, we define the
bases
~sλ := squot(λ) ⊗ ecore(λ)
~eλ := equot(λ) ⊗ ecore(λ)
~hλ := hquot(λ) ⊗ ecore(λ)
2.3.4. The definition.
Definition 2.1. The wreath Macdonald polynomials {Hλ} are the basis of Λq,t(Z/ℓZ)⊗C[Q] characterized
by
(1) Hλ ⊗
∧−
q ∈ span{~sµ : µ ≥ λ and core(µ) = core(λ)};
(2) Hλ ⊗
∧−
t−1 ∈ span{~sµ : µ ≤ λ and core(µ) = core(λ)};
(3) the coefficient of the trivial representation of Γ|λ| in Hλ is 1.
Remark 2.3. It seems from the outset that our definition differs from Haiman’s since in [Hai03], condition
(1) and (2) are written with
∧+
q and
∧+
t−1 . However, in loc. cit., Haiman’s definition of content is the
negative of ours. We would obtain Haiman’s conventions if we had our index for Maya diagrams increase
towards the right. It follows then that our ~sλ corresponds to Haiman’s χ
Quotℓ(λ)
♭
, where for a multipartition
~λ = (λ0, . . . , λℓ−1), the ith component of ~λ♭ is λ−i. Observe now that ~sλ appears in Hλ ⊗
∧−
q if and only
if squot(λ)♭ ⊗ e−core(λ) appears in Hλ ⊗
∧+
q and likewise for q switched with t
−1. Finally, since squot(λ)♭
corresponds to Haiman’s χQuotℓ(λ), it follows that our definitions actually match. We are somewhat forced
to rewrite the definition in this way because of our conventions for the quantum toroidal and shuffle algebras.
2.3.5. Plethysm. We will try to make the definition above a little more transparent by writing the maps
− ⊗∧−q and − ⊗∧−t−1 in terms of an analogue of what Haiman calls ‘plethystic substitution’. Specifically,
these two maps are algebra endomorphisms of Λq,t(Z/ℓZ) defined simply in terms of the generators pn(i).
Proposition 2.3. The map −⊗∧−q is the algebra endomorphism Φq of Λq,t(Z/ℓZ) defined by
Φq(pn(i)) = pn(i)− qnpn(i− 1)
Similarly, −⊗∧−t−1 is given by
Φt−1(pn(i)) = pn(i)− t−npn(i− 1)
Proof. It is enough to prove the q-statement. Since −⊗∧−q is diagonalized on indicator class functions, the
skeptic should check that Φq has the same property. The indicator class functions are products of the pn(c
i),
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so it is enough to check this on pn(c
i). This follows from the following identity of ℓ× ℓ matrices


1 −qn 0 · · · 0
0 1 −qn · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 1 −qn
−qn 0 · · · 0 1




1 1 1 · · · 1
1 ζ ζ2 · · · ζℓ−1
...
...
...
...
1 ζk ζ2k · · · ζ(ℓ−1)k
...
...
...
...
1 ζℓ−1 ζ2(ℓ−1) · · · ζ(ℓ−1)2


=


1 1 1 · · · 1
1 ζ ζ2 · · · ζℓ−1
...
...
...
...
1 ζk ζ2k · · · ζ(ℓ−1)k
...
...
...
...
1 ζℓ−1 ζ2(ℓ−1) · · · ζ(ℓ−1)2




1− qn 0 0 · · · 0
0 1− ζqn 0 · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 1− ζℓ−2qn 0
0 · · · 0 0 1− ζℓ−1qn


and the invertibility of the Vandermonde matrix. Therefore, we just need to check that their eigenvalues
match.
Since the trivial representation is the sum of indicator class functions, it is enough then to check that
Φq(hn(0)) =
∑n
k=0(−q)k
∧k
h∗. As is often the case, it is easier to consider all n at the same time:
∑
n≥0
Φq(hn(0))z
n = exp
(∑
n>0
Φq(pn(0))z
n
)
= exp
(∑
n>0
(pn(0)− qnpn(−1))zn
)
=

∑
n≥0
hn(0)z
n



∑
n≥0
(−q)nen(−1)zn


=
∑
n≥0

 ∑
j+k=n
(−q)khj(0)ek(−1)

 zn
One now only has to observe that hj(0)ek(−1) corresponds to
∧k
h∗ under the Frobenius characteristic.

2.3.6. A recharacterization. We continue onwards with our tidying up of Definition 2.1. First, note that we
can invert Φq and Φt−1 by explicit calculation:
Lemma 2.1. We have
Φ−1q (pn(i)) =
pn(i) + q
npn(i− 1) + q2npn(i− 2) + · · ·+ q(ℓ−1)npn(i+ 1)
1− qnℓ
Φ−1t−1(pn(i)) =
pn(i) + t
−npn(i− 1) + t−2npn(i− 2) + · · ·+ t−(ℓ−1)npn(i + 1)
1− t−nℓ
Next, recall that the transition matrix between {sλ} and {eλ} is upper triangular with respect to domi-
nance order while the one between {sλ} and {hλ} is lower triangular. Combining this with Remark 2.2(3),
we can alter Definition 2.1 in the following way:
Proposition 2.4. The wreath Macdonald polynomials {Hλ} are the basis of Λq,t(Z/ℓZ)⊗C[Q] characterized
by
(1) Hλ ∈ span{Φ−1q (~hµ) : µ ≥ λ and core(µ) = core(λ)};
(2) Hλ ∈ span{Φ−1t−1(~eµ) : µ ≤ λ and core(µ) = core(λ)};
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(3) the coefficient of the trivial representation of Γ|λ| in Hλ is 1.
In conclusion, we can characterize the line spanned by Hλ as the intersection of a subspace built out of
the generators {Φ−1q (hn(i))} and another built out of the generators {Φ−1t−1(en(i))}. In 3.4.3, we will give a
cleaner presentation of Φ−1q (hn(i)) and Φ
−1
t−1(en(i)) in terms of dual bosons.
3. Quantum toroidal algebra
Our presentation closely follows [Tsy18]. In this section, ℓ ≥ 3.
3.1. Definitions. In this subsection, we will define the quantum toroidal algebra and its structures as a
topological Hopf algebra. We set q := q−
1
2 t−
1
2 and d := q
1
2 t−
1
2 , so q = q−1d and t = q−1d−1. Finally, let
F := C(q
1
2 , d
1
2 ).
3.1.1. The algebra. For i, j ∈ Z/ℓZ, define ai,j and mi,j to be
ai,i = 2, ai,i±1 = −1, mi,i±1 = ∓1, and ai,j = mi,j = 0 otherwise
We then define
gi,j(z) :=
qai,jz − 1
z − qai,j
The quantum toroidal algebra Uq,d(s¨lℓ) is a unital associative F-algebra generated by
{ei,k, fi,k, ψi,k, ψ−1i,0 , γ±
1
2 , q±d1 , q±d2}k∈Zi∈Z/ℓZ
To describe its relations, we piece together the generators indexed by Z into the currents
ei(z) :=
∑
k∈Z
ei,kz
−k
fi(z) :=
∑
k∈Z
fi,kz
−k
ψ±i (z) := ψ
±1
i,0 +
∑
k>0
ψi,±kz
∓k
The relations then are:
[ψ±i (z), ψ
±
j (w)] = 0, γ
± 12 are central,
ψ±1i,0ψ
∓1
i,0 = γ
± 12 γ∓
1
2 = q±d1q∓d1 = q±d2q∓d2 = 1,
qd1ei(z)q
−d1 = ei(qz), q
d1fi(z)q
−d1 = fi(qz), q
d1ψ±i (z)q
−d1 = ψ±i (qz),
qd2ei(z)q
−d2 = qei(z), q
d2fi(z)q
−d2 = q−1fi(z), q
d2ψ±i (z)q
−d2 = ψ±i (z),
gi,j(γ
−1dmi,j z/w)ψ+i (z)ψ
−
j (w) = gi,j(γd
mi,j z/w)ψ−j (w)ψ
+
i (z),
ei(z)ej(w) = gi,j(d
mi,j z/w)ej(w)ei(z),
fi(z)fj(w) = gi,j(d
mi,j z/w)−1fj(w)fi(z),
(q − q−1)[ei(z), fj(w)] = δi,j
(
δ(γw/z)ψ+i (γ
1
2w) − δ(γz/w)ψ−i (γ
1
2 z)
)
,
ψ±i (z)ej(w) = gi,j(γ
± 12 dmi,jz/w)ej(w)ψ
±
i (z),
ψ±i (z)fj(w) = gi,j(γ
∓ 12 dmi,j z/w)−1fj(w)ψ
±
i (z),
Symz1,z2 [ei(z1), [ei(z2), ei±1(w)]q]q−1 = 0, [ei(z), ej(w)] = 0 for j 6= i, i± 1,
Symz1,z2 [fi(z1), [fi(z2), fi±1(w)]q]q−1 = 0, [fi(z), fj(w)] = 0 for j 6= i, i± 1,
Here, δ(z) denotes the delta function
δ(z) =
∑
k∈Z
zk
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and [a, b]q = ab− qba is the q-commutator. Note that the currents ψ∓1i,0ψ±i (z) generate a Heisenberg algebra,
to be explored further in 3.4. We will also make frequent use of the boson generators {bi,k}k 6=0 given by
ψ±1i,0 exp
(
±(q − q−1)
∑
k>0
bi,±kz
∓k
)
= ψ±i (z)
Similarly, we will also need the elements Hi,0, where ψi,0 = q
Hi,0 . We use these elements to make sense of
qω for any ω in the weight lattice of affine slℓ.
Finally, observe that qd1 and qd2 each put a grading on Uq,d(s¨lℓ). We call the q
d1 grading the homogenous
grading since it correspond to the degree of a Fourier coefficient. The qd2 grading, on the other hand, counts
the number of ei(z) components positively and the number of fi(z) components negative. We call this latter
grading the principal grading.
3.1.2. Topological Hopf algebra structure. The general framework of Ding-Iohara [DI97] allows us to endow
Uq,d(s¨lℓ) with a topological Hopf algebra structure:
∆(ψ±i (z)) = ψ
±
i (γ
± 12
(2) z)⊗ ψ±i (γ
∓ 12
(1) z), ∆(x) = x⊗ x for x = γ±
1
2 , q±d1 , q±d2,
∆(ei(z)) = ei(z)⊗+ψ−i (γ
1
2
(1)z)⊗ ei(γ(1)z), ∆(fi(z)) = 1⊗ fi(z) + fi(γ(2)z)⊗ ψ+i (γ
1
2
(2)z),
ǫ(ei(z)) = ǫ(fi(z)) = 0, ǫ(ψ
±
i (z)) = 1, ǫ(x) = 1 for x = γ
± 12 , q±d1 , q±d2 ,
S(ei(z)) = −ψ−i (γ−
1
2 z)−1ei(γ
−1z), S(fi(z)) = −fi(γ−1z)ψ+i (γ−
1
2 z)−1,
S(x) = x−1 for x = γ±
1
2 , q±d1, q±d2 ,
Where γ(1) = γ ⊗ 1 and γ(2) = 1⊗ γ.
3.1.3. Bialgebra pairing. We define the following subalgebras of Uq,d(s¨lℓ):
(1) ′U¨ : the subalgebra obtained by dropping qd1 ;
(2) U¨ ′: the subalgebra obtained by dropping qd2 ;
(3) ′U¨ ′: the subalgebra obtained by dropping both qd1 and qd2 ;
(4) U¨+: the subalgebra generated by the currents {ei(z)};
(5) U¨−: the subalgebra generated by the currents {fi(z)};
(6) U¨0: the subalgebra generated by the currents {ψ∓1i,0ψ±i (z)};
(7) U¨≥: the subalgebra generated by the currents {ei(z), ψ−i (z)} along with, γ±
1
2 , qd1 , and qd2 ;
(8) U¨≤: the subalgebra generated by the currents {fi(z), ψ+i (z)} along with γ±
1
2 , qd1 , and qd2 .
The last two are in fact sub-bialgebras. In the spirit of (1) and (2), we apply left or right primes to any
subalgebras to denote that we have dropped qd1 or qd2, respectively.
We have the following structural result (cf. [Neg13]):
Theorem 3.1. There exists a unique bialgebra pairing ϕ : U¨≥ × U¨≤ → F such that
ϕ(ei(z), fj(w)) =
δi,j
q− q−1 δ(z/w), ϕ(ψ
−
i (z), ψ
+
j (w)) = gi,j(z/w), ϕ(q
d2 , qd2) = q
n(n2−1)
12 ,
ϕ(ei(z), x
−) = ϕ(x+, fj(z)) = 0 for x
± = ψ∓j (w), γ
1
2 , qd1 , qd2,
ϕ(ψ−i (z), x) = ϕ(x, ψ
+
i (z)) = 1 for x = γ
1
2 , qd1 ,
ϕ(γ
1
2 , qd2) = ϕ(qd2 , γ
1
2 ) = ϕ(γ
1
2 , γ
1
2 ) = ϕ(qd1 , qd1) = ϕ(qd2 , qd1) = 1
Moreover, Uq,d(s¨lℓ) is isomorphic to the Drinfeld double of this pairing modulo the relations
x⊗ 1− 1⊗ x for x = γ± 12 , q±d1 , q±d2,
(ψ−1i,0 ⊗ 1)(1⊗ ψi,0) = 1
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Under this pairing, bi,k is orthogonal to all other generators of except bi,−k, where the pairing is
ϕ(bi,−k, bj,k) =
[kai,j]qd
kmi,j
k(q− q−1) for k > 0
We define the dual bosons {b⊥i,k}k 6=0 ⊂ U¨0 by the property
ϕ(bi,−k, b
⊥
j,ℓ) = ϕ(b
⊥
j,−ℓ, bi,k) = δi,jδℓ,k where k > 0
3.2. Spectral duality. One feature making Uq,d(s¨lℓ) deserving of its name is that it contains two copies
of the quantum affine algebra Uq(g˙lℓ) and hence has ‘two loops’. We review this and Miki’s isomorphism
interchanging the two copies.
3.2.1. Vertical and horizontal Uq(s˙lℓ). Recall that Uq(s˙lℓ) has two presentations. One is the classical Drinfeld-
Jimbo presentation (cf. [Lus10]), wherein the algebra is generated by {Ei, Fi,K±i , D±1}i∈Z/ℓZ and satisfies
the relations
D±1D∓1 = 1, DKiD
−1 = Ki, DEiD
−1 = qEi, DFiD
−1 = q−1Fi,
K±1i K
∓1
i = 1, KiKj = KjKi, KiEjKi = q
ai,jEj , KiFjKi = q
−ai,jFj ,
[Ei, Fj ] = δi,j
Ki −K−1i
q− q−1 ,
1−ai,j∑
s=0
(−1)s
[s]q![1− ai,j − s]q!E
s
iEjE
1−ai,j−s
i =
1−ai,j∑
s=0
(−1)s
[s]q![1− ai,j − s]q!F
s
i FjF
1−ai,j−s
i = 0
It has a coproduct ∆0 given by
∆0(Ei) = Ei ⊗ 1 +Ki ⊗ Ei,∆0(Fi) = Fi ⊗K−1i + 1⊗ Fi
∆0(x) = x⊗ x for x = Ki, D
The other presentation is the new Drinfeld realization in terms of currents. Here, the algebra is generated
by
{e¯i,k, f¯i,k, ψ¯i,k, ψ¯−1i,0 , C±1, D±1}k∈Zi=1,...,ℓ−1
As before, we fit them into the currents e¯i(z), f¯i(z), and ψ¯
±
i (z), the only difference being that we do not
allow i = 0. Our relations should look familiar:
[ψ¯±i (z), ψ¯
±
j (w)] = 0, C
± 12 are central,
ψ¯±1i,0 ψ¯
∓1
i,0 = C
± 12C∓
1
2 = D±1D∓1 = 1,
De¯i(z)D
−1 = qe¯i(q
−ℓz), Df¯i(z)D
−1 = q−1f¯i(q
−ℓz), Dψ¯±i (z)D
−1 = ψ¯±i (q
−ℓz),
gi,j(C
−1z/w)ψ¯+i (z)ψ¯
−
j (w) = gi,j(Cz/w)ψ¯
−
j (w)ψ¯
+
i (z),
e¯i(z)e¯j(w) = gi,j(z/w)e¯j(w)e¯i(z),
f¯i(z)f¯j(w) = gi,j(z/w)
−1f¯j(w)f¯i(z),
(q− q−1)[e¯i(z), f¯j(w)] = δi,j
(
δ(Cw/z)ψ¯+i (Cw) − δ(Cz/w)ψ¯−i (Cz)
)
,
ψ¯±i (z)e¯j(w) = gi,j(C
±1z/w)e¯j(w)ψ¯
±
i (z),
ψ¯±i (z)f¯j(w) = gi,j(C
∓1z/w)−1f¯j(w)ψ¯
±
i (z),
Symz1,z2 [e¯i(z1), [e¯i(z2), e¯i±1(w)]q]q−1 = 0 if ai,j = −1, [e¯i(z), e¯j(w)] = 0 if ai,j = 0,
Symz1,z2 [f¯i(z1), [f¯i(z2), f¯i±1(w)]q]q−1 = 0 if ai,j = −1, [f¯i(z), f¯j(w)] = 0 if ai,j = 0
Under this presentation, it has a new topological coproduct ∆Dr0 defined similarly to 3.1.2 except i 6= 0.
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By [VV96], the maps h : Uq(s˙lℓ)→ ′U¨ and v : Uq(s˙lℓ)→ U¨ ′ defined by
h : Ei 7→ ei,0, Fi 7→ fi,0, Ki 7→ ψi,0, D 7→ qd2
v : e¯i,k 7→ dikei,k, f¯i,k 7→ dikfi,k, ψ¯i,k 7→ dikγk/2ψi,k, C 7→ γ,D 7→ q−ℓd1+
∑ℓ−1
j=1
j(ℓ−j)
2 Hj,0
are injective. We call their images the horizontal and vertical Uq(s˙lℓ), respectively. Note that v is a Hopf
algebra map while h is only an algebra map. Also, the horizontal Uq(s˙lℓ) lies entirely in homogeneous degree
zero.
One can enhance the vertical Uq(s˙lℓ) into a copy of Uq(g˙lℓ) the following way (cf. [FJMM13]). In U¨
0,
there exist elements {bvk}k 6=0 commuting with ′v(Uq(s˙lℓ)) such that
〈bvk, ψi,k : i 6= 0, k 6= 0〉 = U¨0
The subalgebra obtained by adjoining {bvk} to v(Uq(s˙lℓ)) is isomorphic to Uq(g˙lℓ). We call it the vertical
Uq(g˙lℓ) and denote it by U
v
q (g˙lℓ). Along this thread, we will call U¨
0 the vertical Heisenberg subalgebra. We
will extend v so as to include Uvq (g˙lℓ), and we can extend ∆
Dr
0 so that v still respects the coproduct.
3.2.2. Miki’s automorphism. Let η be the C(q)-algebra anti-involution of ′U¨ ′ defined by
η(d) = d−1
η(ei,k) = ei,−k, η(fi,k) = fi,−k, η(pi,k) = −pi,−k,
η(ψi,0) = ψ
−1
i,0 , η(γ
1
2 ) = γ
1
2
We have the beautiful construction of Miki [Mik99], [Mik00]:
Theorem 3.2. There is an isomorphism ̟ : ′U¨ → U¨ ′ such that ̟ ◦ h = v. When restricted to ′U¨ ′, ̟ is an
automorphism with the property ̟−1 = η ◦̟ ◦ η.
Using ̟, we can adjoin {̟−1(bvk)} to h(Uq(s˙lℓ)) to obtain what we call the horizontal Uq(g˙lℓ) and denote
it by Uhq (g˙lℓ). We call the subalgebra ̟
−1(U¨0) the horizontal Heisenberg subalgebra. Similar to the vertical
case, we extend h and ∆0 to U
h
q (g˙lℓ). In general, it is quite difficult to explicitly compute the images of
elements under both ̟ and ̟−1.
3.3. R-matrices. Here, we will review R-matrices of Uq,d(s¨lℓ) and Uq(g˙lℓ) and their factorizations. We have
a very specific use for them in 4.2 and thus our presentation is very sparse and technical.
3.3.1. R-matrix of Uq(g˙lℓ). In this case, the R-matrix R0 is the canonical tensor of the Killing form. Similar
to the toroidal case, if we define the subalgebras
(1) U˙≥: the subalgebra generated by {Ei,Ki};
(2) U˙≤: the subalgebra generated by {Fi,K−1i };
then the R-matrix sits inside a suitable completion of U˙≥ ⊗ U˙≤. In terms of the Drinfeld generators, the
R-matrix has a nice factorization (cf. [Dam98]):
R0 = R+0 R00R−0 qt∞
From left to right:
(1) R+0 is of the form
R+0 = 1 +
ℓ−1∑
i=1
∑
k≥0
e¯i,k ⊗ (· · · ) + . . .
where the ‘. . .’ denote summands whose first tensorands are products of nonnegative Fourier coeffi-
cients of the currents {e¯i(z)}.
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(2) For R00, we need the elements {b¯i,−k}k 6=0i∈Z/ℓZ defined by
ψ¯±i (z) = ψ¯i,0 exp
(
(q− q−1)
∑
k>0
b¯i,±kz
∓k
)
where we set ψ¯0,0 = 1. R00 is then
R00 = exp

 ℓ−1∑
i,j=0
∑
k>0
[kai,j ]q
k(q− q−1) b¯i,k ⊗ b¯j,−k


(3) Similar to but opposite of R+0 , R−0 is of the form
R−0 = 1+
ℓ−1∑
i=1
∑
k>0
f¯i,k ⊗ (· · · ) + . . .
Here, the ‘. . .’ denote summands where the first tensorand is a product of positive Fourier coefficients
of the currents {f¯i(z)}.
(4) To define qt∞ , first define H¯i,0 so that ψ¯i,0 = q
H¯i,0 , c¯ so that C = qc¯, and d¯ so that D = qd¯. Letting
(a˜i,j) be the inverse of the Cartan matrix of type Aℓ−1, we set
Λ¯i :=
ℓ−1∑
j=1
a˜i,jHj,0
We then define
t¯∞ := c⊗ d+ d⊗ c+
ℓ−1∑
i=1
Hi,0 ⊗ Λ¯i
3.3.2. R-matrix of ′U¨ ′. In the toroidal setting, the R-matrix R is the canonical tensor for the bialgebra
pairing ϕ of 3.1.3. In [Neg13], the author provides a similar but much finer factorization of R, of which we
use a coarse corollary. Like before, we set
Λi :=
ℓ−1∑
i=1
a˜i,jHj,0
and then define
t∞ :=
ℓ−1∑
i=1
Hi,0 ⊗ Λi
Theorem 3.3. R has a factorization of the form
R = (1 +R−)h(R+0 R00R−0 )(1 +R+)qt∞
where the first tensorands in R− have negative homogeneous degree and the first tensorands in R+ have
positive homogeneous degree.
Corollary 3.1. The pairing ϕ restricts to the Killing form on Uhq (s˙lℓ).
Proposition 3.1. We have
h(R00) = exp
(
ℓ−1∑
i=0
∑
k>0
̟−1(bi,k)⊗̟−1(b⊥i,−k)
)
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Proof. Observe that
h(R00) = ̟−1v(R00)
= exp

 ℓ−1∑
i,j=0
∑
k>0
[kai,j ]q
k(q− q−1)̟
−1v(b¯i,k)⊗̟−1v(b¯j,−k)


= exp

 ℓ−1∑
i,j=0
∑
k>0
[kai,j ]q
k(q− q−1)̟
−1(dikbi,k)⊗̟−1(d−jkbj,−k)


= exp

 ℓ−1∑
i,j=0
∑
k>0
[kai,j ]qd
mi,j
k(q − q−1) ̟
−1(bi,k)⊗̟−1(bj,−k)



3.4. Vertex representation. We review the vertex representation (cf. [Sai98]) and assign a relation to
Λ(Z/ℓZ)⊗ F[Q].
3.4.1. Mise en place. The generalized Heisenberg algebra Hℓ is generated by
{bi,k, C}k 6=0i∈Z/ℓZ
satisfying the relations
[bi,k, bj,ℓ] = d
−kmi,j
[k]q[kai,j ]q
k
δk,ℓ · C
C is central
We denote by H±ℓ the subalgebra generated by {bi,±k, C}k>0. It has a character Fv0 where C acts as the
identity and all the other generators act trivially. The induced representation Fℓ := Ind
Hℓ
H+ℓ
Fv0 is called the
Fock representation of Hℓ. We identify F⊗ Λ(Z/ℓZ) and H− via the map
pk(i) 7→ k
[k]q
bi,−k
This gives an identification of vector spaces F⊗ Λ(Z/ℓZ) ∼= Fℓ by having F⊗ Λ(Z/ℓZ) act on v0.
We will also need the twisted group algebra of the weight lattice P of slℓ. Recall our simple roots {αj}ℓ−1j=1
of slℓ. Let {hj}ℓ−1j=1 be the corresponding simple coroots and {Λp} the simple weights. Additionally, we define
α0 := −
∑ℓ−1
j=1 αj ,
h0 := −
∑ℓ−1
j=1 hj ,
Λ0 := 0
We have that {α2, . . . , αℓ−1,Λℓ−1} is a basis of P . The twisted group algebra F{P} is the F-algebra generated
by {eαj}ℓ−1j=2 ∪ {Λℓ−1} satisfying the relations
eαieαj = (−1)〈hi,αj〉eαjeαi
eαieΛℓ−1 = (−1)δi,ℓ−1eΛℓ−1eαi
For α ∈ P with α =∑ℓ−1j=2mjαj +mℓΛℓ−1, we set
eα = em2α2 · · · emℓ−1αℓ−1emℓΛℓ−1
For example,
eα1 = e−2α2 · · · e−(ℓ−1)αℓ−1eℓΛℓ−1
Define F{Q} to be the subalgebra of F{P} generated by {eαi}1≤i≤ℓ−1. We identify F[Q] and F{Q} as vector
spaces via the ‘identity’ map eα 7→ eα. Thus, we have made an identification
F⊗ Λ(Z/ℓZ)⊗ F[Q] ∼= Fℓ ⊗ F{Q}
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3.4.2. Vertex operators. For 0 ≤ p ≤ ℓ− 1, our representation is on the space
Wp := Fℓ ⊗ F{Q}eΛp
For v ⊗ eαeΛp ∈Wp where
v = bi1,−k1 · · · biN ,−kN v0
α =
ℓ−1∑
i=j
mjαj
we define the operators bi,k, e
β , ∂αi , z
Hi,0 , and d by
bi,k(v ⊗ eαeΛp) := (bi,kv)⊗ eαeΛp , eβ(v ⊗ eαeΛp) := v ⊗ (eβeαeΛp),
∂αi(v ⊗ eαeΛp) := 〈hi, α+ Λp〉v ⊗ eαeΛp ,
zHi,0(v,⊗eαeΛp) := z〈hi,α〉d 12
∑ℓ−1
j=1〈hi,mjαj〉mi,jv ⊗ eαeΛp ,
d(v ⊗ eαeΛp) := −
(
(α, α)
2
+ (α,Λp) +
∑N
i=1 ki
)
v ⊗ eαeΛp
The following result of Yoshihisa Saito gives the definition of the vertex representation:
Theorem 3.4. For any ~c = (c0, . . . , cℓ−1) ∈ (C×)ℓ, the following formulas endow Wp with an action of U¨ ′
ρp,~c(ei(z)) = ci exp
(∑
k>0
q−
k
2
[k]q
bi,−kz
k
)
exp
(
−
∑
k>0
q−
k
2
[k]q
bi,kz
−k
)
eαiz1+Hi,0 ,
ρp,~c(fi(z)) =
(−1)ℓδi,0
ci
exp
(
−
∑
k>0
q
k
2
[k]q
bi,−kz
k
)
exp
(∑
k>0
q
k
2
[k]q
bi,kz
−k
)
e−αiz1−Hi,0 ,
ρp,~c(ψ
±
i (z)) = exp
(
(q− q−1)
∑
k>0
bi,±kz
∓k
)
q±∂αi , ρp,~c(γ
1
2 ) = q
1
2 , ρp,~c(q
d1) = qd
The representation Wp is irreducible.
Remark 3.1. Under our identification between Fℓ and Λ(Z/ℓZ), it was shown in [FJW00] that the vertex
operators above have a nice group-theoretic interpretation.
Notice that qd1 gives a nonpositive grading on Wp, which we will also call the homogeneous grading. We
call 1⊗ eΛp the vacuum and denote it by 1p.
Proposition 3.2. Elements of positive homogeneous degree in (U¨≤)′ annihilate 1p.
We also have a difficult computation by Tsymbaliuk [Tsy18]:
Lemma 3.1. The vacuum 1p is an eigenvector for the currents {̟(ψ±i (z))}. The eigenvalues are given by
̟(ψ±i (z))1p =
(
q zu − q
q2 zu − 1
)δi,p
1p
where
u = (−1) (ℓ−2)(ℓ−3)2 q
−1d−
ℓ
2
c0 · · · cℓ−1
Remark 3.2. Our expression for u differs from that of [Tsy18] because there, the author does not account
for the powers of d coming from zHi,0 . 
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3.4.3. Φ−1q (hn(i)) and Φ
−1
t−1(en(i)) redux. As promised, we give a cleaner presentation of Φ
−1
q (hn(i)) and
Φ−1t−1(en(i)):
Lemma 3.2. We have∑
n≥0
Φ−1q (hn(i))z
n = exp
(
(q− q−1)−1
∑
n>0
(qnb⊥i,−n − d−nb⊥i+1,−n)
zn
n
)
∑
n≥0
Φ−1t−1(en(i))(−z)n = exp
(
(q− q−1)−1
∑
n>0
(d−nb⊥i+1,−n − q−nb⊥i,−n)
(−z)n
n
)
Proof. We will only prove the q-statement. Since
∑
n≥0
Φ−1q (hn(i))z
n = exp
(∑
n>0
Φ−1q (pn(i))
zn
n
)
the result follows from directly computing
ϕ
(
Φ−1q (pn(i)), bj,n
)
=


qn
(q − q−1)n if j = i
−d−n
(q − q−1)n if j = i+ 1
0 otherwise

3.5. Fock representation. One can view Wp as bosonic Fock spaces. We will review what should be the
fermionic Fock spaces, often simply called the Fock representations without ambiguity.
3.5.1. Definition. The Fock representation Fp(u), u ∈ F×, has a basis {|λ〉} indexed by partitions. For
λ = (λ1, . . .), we define λ+1k to be (λ1, . . . , λk+1, . . .) if it is indeed a partition. We denote by 〈λ| the dual
element to |λ〉. Also, we will abbreviate a ≡ b mod ℓ by simply a ≡ b and use the Kronecker delta function
δa≡b =
{
1 if a ≡ b
0 otherwise
Finally, we set
φ(z) :=
q−1z − q
z − 1
Proposition 3.3. (cf. [FJMM13]) We can define a ′U¨ -action on F(u) where the only nonzero matrix
elements of the generators are
〈λ|ei(z)|λ+ 1k〉 = δk−(λk+1)≡i−p
s−λs≡i−p∏
s>k
φ(qλs−(λk+1)ts−k)
s−λs≡i+1−p∏
s>k
φ(qλk−λstk−s)δ(qλk tk−1u/z),
〈λ+ 1k|fi(z)|λ〉 = δk−(λk+1)≡i−p
s−λs≡i−p∏
1≤s<k
φ(qλs−(λk+1)ts−k)
s−λs≡i+1−p∏
1≤s<k
φ(qλk−λstk−s)δ(qλk tk−1u/z),
〈λ|ψ±i (z)|λ〉 =
s−λs≡i−p∏
s≥1
φ(qλs−1ts−1z/u)−1
s−λs≡i+1−p∏
s≥1
φ(qλs−1ts−2z/u),
〈λ|γ 12 |λ〉 = 1, 〈λ|qd2 |λ〉 = q−|λ|
This representation is irreducible.
We denote this representation by τp,u. This representation is dual (twisted by −S) to the one given in
[FJMM13]. Notice that the fi(z) currents add an (i − p)-node, the ei(z) currents remove an (i − p)-node,
and the ψi(z) currents are diagonalized on the given basis.
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3.5.2. Deformed boson-fermion correspondence. The basis of Fp(u) given above does not make apparent the
fermionic nature of the space. It is related to the spinon basis constructed in [STU98] for the q-deformation
of semi-infinite wedges (cf. [KMS95]). We thus call the following beautiful result of Tsymbaliuk the deformed
boson-fermion correspondence:
Theorem 3.5. [Tsy18] The map
1p 7→ |∅〉
induces an isomorphism between the ̟-twisted representation (ρp,~c)
̟ and τp,u. Here, the parameters ~c and
u are related as in Lemma 3.1
Tsymbaliuk’s proof boils down to the highest weight computation of Lemma 3.1. It is highly non-
constructive, so one may complain that this result does not deserve such a moniker. One would instead
hope for a simple relationship between multi-Schur functions and pure wedges. We can now state the main
result of this paper, which is a slightly more concrete realization of Tsymbaliuk’s isomorphism:
Theorem 3.6. Under the deformed boson-fermion correspondence between ρ0,~c ∼= τ0,u, FHλ is mapped to
F|λ〉.
Since γ
1
2 acts as the identity on Fp(u), the vertical Heisenberg subalgebra acts as a commutative algebra
diagonalized on {|λ〉}. Our main theorem is then a corollary.
We provide an easy first step:
Proposition 3.4. For an ℓ-core λ, F(1⊗ eλ) is mapped to F|λ〉.
Proof. First observe that for an arbitrary partition λ,
ψi,0|λ〉 = q(αi,core(λ))|λ〉
This follows easily from considering the Maya diagram of λ: for a bead with index i (mod ℓ) and its adjacent
bead of index i+ 1 (mod ℓ), the exponent of q in ψi,0|λ〉 gains a power of −1 if the i-bead is white but the
(i+1)-bead is black, gains a power of 1 if the i-bead is black but the (i+1)-bead is white, and gains a power
of 0 if the colors match. Since ̟(ψi,0) = ψi,0, this shows that for an ℓ-core lambda, |λ〉 and 1⊗ ecore(λ) have
the same weight for the Cartan elements {ψi,0}. It remains to observe that both vectors are characterized
by having those weights and being maximal for the d2 and ̟(d2) gradings, respectively. 
In order to prove Theorem 3.6, we need to find the analogue of the subspaces
span{Φ−1q (~hµ) : µ ≥ λ and core(µ) = core(λ)}
span{Φ−1t−1(~eµ) : µ ≤ λ and core(µ) = core(λ)}
for F0(u). This in turn involves understanding the action of ̟−1Φ−1q (hn(i)) and ̟−1Φ−1t−1(en(i)) in F(u).
As stated before, explicitly computing the images of elements under ̟−1 is extremely difficult. Fortunately,
the shuffle algebra provides a toolkit for understanding elements of the horizontal Heisenberg subalgebra.
4. Shuffle algebra
4.1. Definition and structures. In this subsection, we review the shuffle approach to Uq,d(s¨lℓ) and its
structures.
4.1.1. The algebra. We begin with the (Z≥0)
Z/ℓZ-graded vector space
S :=
⊕
~k=(k0,...,kℓ−1)∈(Z≥0)Z/ℓZ
S~k
The graded piece is the set of color-symmetric functions
S~k := F(xi,r)
∏
Σki
i∈Z/ℓZ,1≤r≤ki
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where the Σki factor permutes only the variables {xi,r}1≤r≤ki . A variable xi,r is said to have color i. Unless
we say otherwise, an element of S with ki variables of color i for all i is assumed to be in S~k. For a degree
vector ~k, we will use the following notation:
|~k| :=
∑
i∈Z/ℓZ
ki
~k! :=
∏
i∈Z/ℓZ
ki!
For i, j ∈ Z/ℓZ, we define the mixing terms
ωi,j(z) :=


z − q−2
z − 1 if i = j
d−1z − q
z − 1 if i + 1 = j
z − qd−1
z − 1 if i − 1 = j
1 otherwise
We endow S with the shuffle product ⋆: for F ∈ S~n, G ∈ S~m, F ⋆ G ∈ S~n+~m is the function
Sym

F ({xi,r}r≤ni)G({xj,s}nj<s) ∏
i,j∈Z/ℓZ
nj<s∏
r≤ni
ωi,j(xi,r/xj,s)


Here, Sym denotes the color symmetrization: for f ∈ C(q, d)({xi,1, . . . , xi,ki}i∈Z/ℓZ),
Sym(f) :=
1
~k!
∑
(σ0,...,σℓ−1)∈
∏
Σki
f({xi,σi(r)})
We will consider the subspaces S~k ⊂ S~k of functions F satisfying the following two conditions:
(1) Pole conditions: F is of the form
F =
f({xi,r})∏
i∈Z/ℓZ
∏r′≤ki+1
r≤ki
(xi,r − xi+1,r′)
for a color-symmetric Laurent polynomial f .
(2) Wheel conditions: F evaluates to zero once
xi,r1
xi+ǫ,s
= qdǫ and
xi+ǫ,s
xi,r2
= qd−ǫ
for some i, r1, r2, s, and ǫ, where ǫ ∈ {±1}.
Define S to be the direct sum
S :=
⊕
~k=(k0,...,kℓ−1)∈(Z≥0)Z/ℓZ
S~k
Proposition 4.1. S is closed under ⋆.
We call S the shuffle algebra of type A
(1)
ℓ−1.
4.1.2. The pairing. Let S+ := S and S− := Sopp. We call them the positive and negative shuffle algebra,
respectively. Let us introduce an auxillary parameter p along with a modified mixing term
ωpi,i(z) :=
z − p−2
z − 1
We will also use the notation Dxi,r := dxi,r/(2π
√−1xi,r).
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Definition 4.1. Define the pairing 〈F,G〉 ∈ F for F ∈ S+~k and G ∈ S
−
~k
by first symbolically computing
〈F,G〉p :=
∮
· · ·
∮
|xi,r|=|q−1|
(q− q−1)−|~k|FG∏r≤kii∈Z/ℓZ Dxi,r∏r≤ki
i∈Z/ℓZ ω
p
i,i(xi,r/xi,r′)
∏ki+1
s=1 ωi,i+1(xi,r/xi+1,s)
∏ki−1
s=1 ωi,i−1(xi,r/xi−1,s)
pretending that q, d, and p are constants satisfying |q−1| > |d| > 1 and |qp| = 1. Note that the poles of F
and G cancel with those of the mixing terms and thus the integrand is well-defined on the integration cycle.
We obtain 〈F,G〉 by specializing p 7→ q. On non-matching graded pieces, we define it to be zero.
Remark 4.1. To make this definition slightly more transparent, let us give a naive definition: for each
specialization of q and d, we define
〈F,G〉 =
∮
· · ·
∮ (q− q−1)−|~k|FG∏r≤kii∈Z/ℓZ Dxi,r∏r≤ki
i∈Z/ℓZ ωi,i(xi,r/xi,r′)
∏ki+1
s=1 ωi,i+1(xi,r/xi+1,s)
∏ki−1
s=1 ωi,i−1(xi,r/xi−1,s)
where the integration cycle is now a color-symmetric cycle satisfying:
(1) xi−1,s, qd
−1xi−1,s, q
−2xi,r′ , and qdxi+1,s are inside the contour for xi,r, where r
′ 6= r;
(2) xi+1,s, q
−1dxi+1,s, q
2xi,r′ , and q
−1d−1xi−1,s are outside the contour for xi,r , where r
′ 6= r;
In short, we want to take an integral where the cycle encloses some possible poles coming from the inverted
mixing terms while excluding the others. However, problems arise when making contour deformation argu-
ments because the cycle is nonexplicit and depends on the specific values of q and d. The actual definition
we use, although strange at first, will ensure that we can make the contour deformations we need. Our
approach here is taken from [Neg13], and we thank the author for explaining this to us.
4.1.3. Relation to Uq,d(s¨lℓ). Our connection to the toroidal algebra is given by the following result of Negut
[Neg13]:
Theorem 4.1. S is generated by {xki,1} and the algebra maps Ψ+ : S+ → U¨+ and Ψ− : S− → U¨− defined
by
Ψ+(x
k
i,1) = ei,k
Ψ−(x
k
i,1) = fi,k
are isomorphisms.
We will flesh this out a bit with some symbol-pushing.
Proposition 4.2. For F ∈ S+~k and G ∈ S
−
~k
,
Ψ+(F ) =
∮
· · ·
∮
|xi,r|=|q−1|
y∏ℓ−1
i=0
y∏ki
r=1ei(xi,r)F
∏r≤ki
i∈Z/ℓZ Dxi,r∏r≤ki
i∈Z/ℓZ
∏ki
r<r′ ω
p
i,i(xi,r/xi,r′)
∏
s≥r ωi,j(xi,r/xj,s)
∏ki,kj
r,s=1 ωi,j(xi,r/xj,s)
∣∣∣∣∣∣∣
p 7→q
Ψ−(G) =
∮
· · ·
∮
|xi,r|=|q−1|
y∏ℓ−1
i=0
y∏ki
r=1fi(xi,r)G
∏r≤ki
i∈Z/ℓZDxi,r∏r≤ki
i∈Z/ℓZ
∏ki
r<r′ ω
p
i,i(xi,r′/xi,r)
∏
0≤i<j≤ℓ−1
∏ki,kj
r,s=1 ωj,i(xj,s/xi,r)
∣∣∣∣∣∣∣
p 7→q
Proof. Both sides agree when F = G = xki,r, so we only need to check that the right hand sides are algebra
maps. We will only prove the Ψ+ statement. For F1 ∈ S+~n and F2 ∈ S+~m, the right hand side looks like
∮
· · ·
∮
|xi,r|=|q−1|
y∏ℓ−1
i=0
y∏ni+mi
r=1 ei(xi,r)(F1 ⋆ F2)
∏r≤ki
i∈Z/ℓZ Dxi,r∏r≤ki
i∈Z/ℓZ
∏ni+mi
r<r′ ω
p
i,i(xi,r/xi,r′)
∏
0≤i<j≤ℓ−1
∏ni+mi,nj+mj
r,s=1 ωi,j(xi,r/xj,s)
∣∣∣∣∣∣∣
p 7→q
Notice now that by the defining relations of the toroidal algebra,
ei(xi,r)ej(xj,s)
ωi,j(xi,r/xj,s)
=
ej(xj,s)ei(xi,r)
ωj,i(xj,s/xi,r)
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Therefore, after canceling the mixing terms in the shuffle product, the integrand is equal to
Sym


y
ℓ−1∏
0=1
y
ni∏
r=1
ei(xi,r)F1({xi,r}1≤r≤ni)
y
ℓ−1∏
i=0
y
mi∏
r=1
ei(xi,r)F2({xi,r}ni<r≤ni+mi)
r≤ki∏
i∈Z/ℓZ
ni<r<r
′≤ni+mi∏
1≤r<r′≤ni
ωi,i(xi,r/xi,r′)
∏
0≤i<j≤ℓ−1
ni<r≤ni+mi
nj<s≤nj+mj∏
1≤r≤ni
1≤s≤nj
ωi,j(xi,r/xj,s)


∏
i∈Z/ℓZ
1≤r<r′≤ki
ωi,i(xi,r/xi,r′)
ωpi,i(xi,r/xi,r′)
Here, the upper and lower indices of the products in the denominator each denote a separate product (the
conditions are otherwise contradictory). Because we pretend |pq| = 1, in the evaluation of the integral,
xi,r′ − q−2xi,r for r < r′ appears as a pole within the contour if and only if xi,r − p−2xi,r′ appears as
well. Thus, after sending p 7→ q, the integral is the same as if we swapped the ωi,i(xi,r/xi,r′) inside the
symmetrization with the ωpi,i(xi,r/xi,r′) outside the symmetrization. In short, we can replace the integrand
with
Sym


y
ℓ−1∏
0=1
y
ni∏
r=1
ei(xi,r)F1({xi,r}1≤r≤ni)
y
ℓ−1∏
i=0
y
mi∏
r=1
ei(xi,r)F2({xi,r}ni<r≤ni+mi)
r≤ki∏
i∈Z/ℓZ
ni<r<r
′≤ni+mi∏
1≤r<r′≤ni
ωpi,i(xi,r/xi,r′)
∏
0≤i<j≤ℓ−1
ni<r≤ni+mi
nj<s≤nj+mj∏
1≤r≤ni
1≤s≤nj
ωi,j(xi,r/xj,s)


Finally, because our integration contour is color-symmetric, we can remove the symmetrization in the inte-
gral. The integrand is then separable into the variables {xi,r}1≤r≤ni and {xi,r}ni<r≤ni+mi , from which the
statement follows. 
The following result is an adaptation of a result of Negut to our conventions. We present its proof as
documentation that we have correctly changed conventions.
Corollary 4.1 (cf.[Neg15] Proposition IV.8). For F ∈ S−~k , Ψ−(F ) acts on |λ〉 ∈ F0(u) so that the only
nonzero matrix coefficients 〈µ|Ψ−(F )|λ〉 are such that µ adds ki i-nodes to λ for all i ∈ Z/ℓZ. If we order
these nodes (as, bs) in a way such that λ ∪ {(as, bs)}1≤s≤k is a partition for all 1 ≤ k ≤ |ki|, then
〈µ|Ψ−(F )|λ〉 = F ({q
as−1tbs−1u})∏
1≤s<s′≤|~k| ωis,is′ (q
as−1tbs−1/qas′−1tbs′−1)
〈µ|fi|~k|,0 · · · fi1,0|λ〉
Here, is is the color of (as, bs) and the evaluation of F is done so that q
as−1tbs−1 is plugged in for a variable
of color is. In particular, this expression does not depend on the ordering of the added nodes.
Proof. The first statement is clear. For the formula of the matrix coefficient, as in the previous proof, we
can use the toroidal relation
fi(xi,r)fj(xj,s)
ωj,i(xj,s/xi,r)
=
fj(xj,s)fi(xi,r)
ωi,j(xi,r/xj,s)
to reorder the currents in the integral formula for Ψ−(F ):
Ψ−(F ) =
∮
· · ·
∮
|xi,r|=|q−1|
y∏ℓ−1
i=0
y∏ki
r=1fi(xi,r)F
∏r≤ki
i∈Z/ℓZDxi,r∏r≤ki
i∈Z/ℓZ
∏ki
r<r′ ω
p
i,i(xi,r′/xi,r)
∏
0≤i<j≤ℓ−1
∏ki,kj
r,s=1 ωj,i(xj,s/xi,r)
∣∣∣∣∣∣∣
p 7→q
=
∮
· · ·
∮
|xi,r|=|q−1|
x∏|~k|
s=1fis(xis,rs)F
∏r≤ki
i∈Z/ℓZ Dxi,r∏
1≤s<s′≤|~k| ωis,is′ (xis,rs/xis′ ,rs′ )
r<r′≤ki∏
i∈Z/ℓZ
ωi,i(xi,r/xi,r′)
ωpi,i(xi,r/xi,r′)
∣∣∣∣∣∣∣∣
p 7→q
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Here, we assign the variable xis,rs to s in increasing order. We can also use the toroidal relation to show
that the ordering of the added nodes does not matter. Taking the matrix element yields
∮
· · ·
∮
|xi,r|=|q−1|
〈µ|fi|~k|,0 · · · fi1,0|λ〉
∏
1≤s≤|~k| δ(q
as−1tbs−1u/xis,rs)F
∏r≤ki
i∈Z/ℓZ Dxi,r∏
1≤s<s′≤|~k| ωis,is′ (xis,rs/xis′ ,rs′ )
ωi,i(xi,r/xi,r′)
ωpi,i(xi,r/xi,r′)
∣∣∣∣∣∣∣
p 7→q
Any residue coming from ωpi,i(xi,r/xi,r′) will evaluate to zero when we send p 7→ q due to the ωi,i(xi,r/xi,r′)
factor above it. It follows that we can shed those extra factors on the right and instead evaluate∮
· · ·
∮
|xi,r|=|q−1|
〈µ|fi|~k|,0 · · · fi1,0|λ〉
∏
1≤s≤|~k| δ(q
as−1tbs−1u/xis,rs)F
∏r≤ki
i∈Z/ℓZ Dxi,r∏
1≤s<s′≤|~k| ωis,is′ (xis ,rs/xis′ ,rs′ )
The formula follows from the usual property of δ-functions. One needs to take care and notice that the
mixing terms in the denominator do not evaluate to zero. 
Proposition 4.3. The maps Ψ± intertwine 〈−,−〉 and ϕ(−,−).
Proof. This is clearly true for the generators {xki,1} in S+ an S−. Recall that ϕ is a bialgebra pairing, which
means it satisfies
ϕ(ab, c) = ϕ(a⊗ b,∆(c))
From this and the formulas for ∆, it follows that
ϕ


y
ℓ−1∏
i=0
y
ni∏
r=1
ei(xi,r),
y
ℓ−1∏
i=0
y
mi∏
r=1
fi(xi,r)


=
∏
i∈Z/ℓZ
δni,mi
ni∏
r=1
(q − q−1)−1δ(zi,r/wi,r)
Therefore, for F1 ∈ S+~n and F2 ∈ S−~m,
ϕ(Ψ+(F1),Ψ−(F2))
=
∮
· · ·
∮
|xi,r|=|q
−1|
|yi,r|=|q
−1|
δ~n,~m(q − q−1)−|~n|F1({xi,r}1≤r≤ni)F2({yi,s}1≤s≤ni)
∏r≤ni
i∈Z/ℓZ δ(xi,r/yi,r)Dxi,rDyi,r∏r≤ni
i∈Z/ℓZ
∏ni
r<r′ ω
p
i,i(xi,r/xi,r′)ω
p
i,i(yi,r′/yi,r)
∏
i<j
∏ni,nj
r,s=1 ωi,j(xi,r/xj,s)ωj,i(yj,s/yi,r)
∣∣∣∣∣∣∣∣∣∣
p 7→q
Our desired result then follows from the usual property of delta functions. 
4.2. L-operators. Our goal for the rest of Section 4 is to find the shuffle elements corresponding to
̟−1(Φ−1q (en(i))) and ̟
−1(Φ−1t−1(hn(i))). Combining this with Corollary 4.1, we will be able to discern
how these operators act on F0(u). Before doing this though, we will need to find the shuffle elements for
another generating set of the horizontal Heisenberg subalgebra, which is the goal of this subsection. Our
results here are similar to those in Section 4 of [Tsy18], although are proofs are much simpler after applying
the R-matrix factorization results reviewed in 3.3.
4.2.1. Twisted vacuum correlations. Using bra-ket notation, we will consider the F-linear functional on U¨≥
given by the η-twisted vacuum-to-vacuum matrix element of ρp,~c:
x 7→ 〈1ηp|x|1ηp〉 := 〈1p|η(x)|1p〉|d 7→d−1
We can encode its restriction to U¨+ via correlation functions :
〈1ηp|
y
ℓ−1∏
i=0
y
ki∏
r=1
ei(xi,r)|1ηp〉
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Because of the eαi terms in the vertex operators, these are nonzero only when all the ki are equal to the
same value n. In this case, we can explicitly compute it:
〈1ηp|
y
ℓ−1∏
i=0
y
n∏
r=1
ei(xi,r)|1ηp〉
= 〈1p|
x
ℓ−1∏
i=0
x
n∏
r=1
η(ei(xi,r))|1p〉
∣∣∣∣∣∣∣
d 7→d−1
= 〈1p|
x
ℓ−1∏
i=0
x
n∏
r=1
ci exp
(∑
k>0
q−
k
2
[k]q
pi,−kx
−k
i,r
)
exp
(
−
∑
k>0
q−
k
2
[k]q
pi,kx
k
i,r
)
eαix
−1−Hi,0
i,r |1p〉
∣∣∣∣∣∣∣
d 7→d−1
=
(c0 · · · cℓ−1)n
(−1) ℓn(n−1)+n(ℓ−2)(ℓ−3)2
∏
i∈Z/ℓZ
∏
1≤r<r′<n(x
−1
i,r′ − x−1i,r )(x−1i,r′ − q−2x−1i,r )
∏n
r=1 x
−1
i,r∏n
r,s=1 d
1
2 (x−1ℓ−1,r − q−1d−1x−10,s)
∏ℓ−1
i=1
∏n
r,s=1 d
− 12 (x−1i,r − q−1dx−1i−1,s)
n∏
r=1
x−1p,r
x−10,r
=
(c0 · · · cℓ−1)n
(−1) ℓn(n−1)+n(ℓ−2)(ℓ−3)2 q−ℓn2d ℓn22
∏
i∈Z/ℓZ
∏
1≤r<r′<n(xi,r − xi,r′)(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(qx0,s − d−1xℓ−1,r)
∏ℓ−1
i=1
∏n
r,s=1(qd
−1xi−1,s − xi,r)
n∏
r=1
x0,r
xp,r
=
(−1) ℓn(n−1)2 qℓn2−n
d
ℓn(n+1)
2 un
∏
i∈Z/ℓZ
∏
1≤r<r′<n(xi,r − xi,r′)(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(qx0,s − d−1xℓ−1,r)
∏ℓ−1
i=1
∏n
r,s=1(qd
−1xi−1,s − xi,r)
n∏
r=1
x0,r
xp,r
4.2.2. Dual element in U¨−. The dual element of the functional above will lie in the horizontal Heisenberg
subalgebra. To see this, we can compute this dual element by realizing it as an matrix element of an
L-operator. Namely, we apply it to the first factor of the R-matrix.
〈1ηp ⊗ 1|R|1ηp ⊗ 1〉
Theorem 4.2. The dual element of 〈1ηp| − |1ηp〉 in U¨− is
exp
(∑
k>0
q−2k − 1
(q − q−1)k̟
−1(b⊥p,−k)u
−k
)
Proof. Applying Theorem 3.3 gives us
〈1ηp ⊗ 1|R|1ηp ⊗ 1〉
= 〈1ηp ⊗ 1|(1 +R−)h(R+0 R00R−0 )(1 +R+)qt∞ |1ηp ⊗ 1〉
= 〈1ηp ⊗ 1|(1 +R−)h(R+0 R00R−0 )(1 +R+)|1ηp ⊗ 1〉q−Λp
Recalling the properties of R± from Theorem 3.3 and noting that η is an antiautomorphism of ′U¨ ′ that
switches positive and negative homogeneous degrees, the functional kills the R± terms by Proposition 3.2.
We are left with
= 〈1ηp ⊗ 1|h(R+0 R00R−0 )|1ηp ⊗ 1〉q−Λp
By Theorems 3.2 and 3.5,
〈1p|ηh(f¯i,k) = 〈1p|η̟−1v(f¯i,k)
= 〈1p|̟ηv(f¯i,k)
= 〈1p|̟v(f¯i,−k)
= 〈∅|̟v(f¯i,−k)
= 0
where 〈∅| ∈ Fp(u)∗. Similar moves show that
ηh(e¯i,k)|1p〉 = 0
28 JOSHUA JEISHING WEN
Again, noting that η is an antiautomorphism, this implies that h(R±0 ) collapse as well. We proceeds onwards
after applying Proposition 3.1:
= 〈1ηp ⊗ 1|h(R00)|1ηp ⊗ 1〉q−Λp
= 〈1p ⊗ 1| exp
(
ℓ−1∑
i=0
∑
k>0
η̟−1(bi,k)⊗̟−1(b⊥i,−k)
)
|1p ⊗ 1〉q−Λp
∣∣∣∣∣
d 7→d−1 in the first factor
= 〈1p ⊗ 1| exp
(
ℓ−1∑
i=0
∑
k>0
̟η(bi,k)⊗̟−1(b⊥i,−k)
)
|1p ⊗ 1〉q−Λp
∣∣∣∣∣
d 7→d−1 in the first factor
= 〈1p ⊗ 1| exp
(
ℓ−1∑
i=0
∑
k>0
̟(−bi,−k)⊗̟−1(b⊥i,−k)
)
|1p ⊗ 1〉q−Λp
∣∣∣∣∣
d 7→d−1 in the first factor
= exp
(∑
k>0
q−2k − 1
(q − q−1)k̟
−1(b⊥p,−k)u
−k
)
q−Λp
where in the last equality, we used Lemma 3.1. To obtain the dual element in U¨−, we remove the q−Λp
term. 
4.2.3. Dual element in S−. Using the correlation function calculation in 4.2.1 along with Proposition 4.2 and
the coproduct argument in the proof of Proposition 4.3, we can compute the shuffle element corresponding
to the dual element found above.
Theorem 4.3. We have∑
n≥0
Fp,nu
−n
:= Ψ−1−
(
exp
(∑
k>0
q−2k − 1
(q − q−1)k̟
−1(b⊥p,−k)u
−k
))
=
∑
n≥0
u−n
(−1)n2qℓn2−n(q− q−1)ℓn
d
ℓn(n+1)
2
∏
i∈Z/ℓZ
∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(xi,r − xi+1,s)
n∏
r=1
x0,r
xp,r
Proof. Fp,n must satisfy
(−1) ℓn(n−1)2 qℓn2−n
d
ℓn(n+1)
2 un
∏
i∈Z/ℓZ
∏
1≤r<r′<n(xi,r − xi,r′)(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(qx0,s − d−1xℓ−1,r)
∏ℓ−1
i=1
∏n
r,s=1(qd
−1xi−1,s − xi,r)
n∏
r=1
x0,r
xp,r
= u−n
∮
· · ·
∮
|yi,r|=|q−1|
ϕ
(
y∏ℓ−1
i=0
y∏n
r=1ei(xi,r),
y∏ℓ−1
i=0
y∏n
r=1fi(yi,r)
)
Fp,n({yi,r})
∏r≤n
i∈Z/ℓZ Dyi,r∏r≤n
i∈Z/ℓZ
∏n
r<r′ ω
p
i,i(yi,r′/yi,r)
∏
0≤i<j≤ℓ−1
∏n
r,s=1 ωj,i(yj,s/yi,r)
∣∣∣∣∣∣∣∣∣∣
p 7→q
= u−n
∮
· · ·
∮
|yi,r|=|q−1|
(q− q−1)−ℓn∏r≤ni∈Z/ℓZ δ(xi,r/yi,r)Fp,n({yi,r})∏r≤ni∈Z/ℓZ Dyi,r∏r≤n
i∈Z/ℓZ
∏n
r<r′ ω
p
i,i(yi,r′/yi,r)
∏
0≤i<j≤ℓ−1
∏n
r,s=1 ωj,i(yj,s/yi,r)
∣∣∣∣∣∣∣
p 7→q
By the usual property of δ-functions, we obtain the equality
(−1) ℓn(n−1)2 qℓn2−n
d
ℓn(n+1)
2 un
∏
i∈Z/ℓZ
∏
1≤r<r′<n(xi,r − xi,r′)(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(qx0,s − d−1xℓ−1,r)
∏ℓ−1
i=1
∏n
r,s=1(qd
−1xi−1,s − xi,r)
n∏
r=1
x0,r
xp,r
=
u−n(q− q−1)−ℓnFp,n({xi,r})∏r≤n
i∈Z/ℓZ
∏n
r<r′ ωi,i(xi,r′/xi,r)
∏
0≤i<j≤ℓ−1
∏n
r,s=1 ωj,i(xj,s/xi,r)
from which the theorem follows.
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
4.3. Gordon filtrations. Let ̟−1(U¨0−) denote the subalgebra generated by negative modes. In this sub-
section, we investigate Ψ−1− ̟
−1(U¨0−) using Gordon filtrations. Our constructions here are similar to those in
Section 3 of [FT16].
4.3.1. Limit conditions. On (Z≥0)
Z/ℓZ, we let ~m ≤ ~n to mean mi ≤ ni for all i. For ~0 ≤ ~m ≤ ~n, ξ ∈ C×,
and F ∈ S~k, define
F ~mξ := F ({ξxi,1, . . . , ξxi,mi , xi,mi+1, . . . , xi,ni})
We will be concerned with degree vectors specified by certain integer intervals: for a and b with 0 ≤ a ≤ ℓ−1
and a ≤ b, we define the degree vector (a; b] by
(a; b]i = |{c ∈ Z : a < c ≤ b and c ≡ i}|
Finally, for any integer k, we let kδ denote the diagonal degree vector
(k, . . . , k)
Definition 4.2. Let S(0)~n ⊂ S−~n be the subspace of functions F satisfying
(1) for all (a; b] = kδ ≤ ~n,
lim
ξ→0
F
(a;b]
ξ = limξ→∞
F
(a;b]
ξ
and the limits are finite;
(2) for all other (a; b] ≤ ~n,
lim
ξ→0
F
(a;b]
ξ = 0
We set S(0) :=
⊕
~n S(0)~n.
Remark 4.2. The limit conditions above are a higher rank generalization of those in [FHH+09]. In the higher
rank case, it is not obvious that one only needs to focus on dimension vectors coming from integer intervals.
This idea originates from [Neg13], where the author was able to characterize the shuffle presentation of the
entire horizontal subalgebra. The precise conditions on the limits that would yield the shuffle presentation
of half of the horizontal Heisenberg subalgebra were proposed in [FT16].
Proposition 4.4. The functions {Fp,n} lie in S(0) and moreover satisfy
lim
ξ→0
(Fp,n)
~k
ξ = lim
ξ→∞
(Fp,n)
~k
ξ = 0
for all ~k 6= kδ.
Proof. It suffices to consider Fp,n without its ‘front matter’:
F ′p,n :=
∏
i∈Z/ℓZ
∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(xi,r − xi+1,s)
n∏
r=1
x0,r
xp,r
To study the limit ξ → ∞ of (F ′p,n)~kξ , we will assign a factor for each i ∈ Z/ℓZ. One way to do this is to
assign the factor ∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi+1,r∏n
r,s=1(xi,r − xi+1,s)
for p ≤ i ≤ ℓ− 1. If ki 6= ki+1, this factor goes to 0 in the limit and otherwise goes to
q−2ki(n−ki)
∏ki<r 6=r′≤n
1≤r 6=r′≤ki (xi,r − q−2xi,r′)
∏n
r=1 xi+1,r∏ki<r,s≤n
1≤r,s≤ki
(xi,r − xi+1,s)
For 0 ≤ i < p, we consider instead the factor∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(xi,r − xi+1,s)
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The limit here is always finite and is specifically
q−2ki(n−ki)
∏
1≤r 6=r′≤ki(xi,r − q−2xi,r′)
∏
ki<r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏ki
r,s=1(xi,r − xi+1,s)
∏n
r,s=ki+1
(xi,r − xi+1,s)
if ki = ki+1. Thus, the total limit is 0 if kj 6= kj+1 for p ≤ j ≤ ℓ− 1, and if ~k = kδ, the limit is equal to
q−2k
2(n−k)
∏
i∈Z/ℓZ
∏k<r 6=r′≤n
1≤r 6=r′≤k (xi,r − q−2xi,r′)
∏n
r=1 xi,r∏k<r,s≤n
1≤r,s≤k (xi,r − xi+1,s)
For the case kj 6= kj+1 for 0 ≤ j < p, we instead assign the factors∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(xi−1,r − xi,s)
for p < i ≤ 0 and ∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi−1,r∏n
r,s=1(xi−1,r − xi,s)
for 0 < i ≤ p, which shows that the limit is 0. For the limit ξ → 0, the behaviors for the two assignments
are switched. 
Corollary 4.2. Ψ−1− ̟
−1(U¨0−) ⊂ S(0).
Proof. Recall that
Fp,n ⋆ Fp′,m = Sym

Fp′,m({xi,r}1≤r≤m)Fp,n({xj,s}m<s≤n+m) ∏
i,j∈Z/ℓZ
mj<s∏
r≤m
ωi,j(xi,r/xj,s)


Notice that in each summand of the symmetrization in (Fp,n ⋆ Fp′,m)
(a;b]
ξ , the variables with a ξ attached
are split between Fp,n and Fp′,m. If (a; b] 6= kδ, then in at least one of Fp,n or Fp′,m, not all colors have the
same the same number of ξ-scaled variables. Therefore by color symmetry, in this case
lim
ξ→0
(Fp,n ⋆ Fp′,m)
~k
ξ = 0
By similar reasoning, in (Fp,n ⋆ Fp′,m)
kδ
ξ , the only surviving summands in both limits are the ones where
the ξ-scaled variables in both Fp,n and Fp′,m are distributed evenly across colors. Since Fp,n, Fp′,m ∈ S(0),
it is enough to show that the product of mixing terms does not contribute any discrepancies between the
two limits. Such a discrepancy can only happen in mixing terms involving a non-scaled variable in Fp,n and
a scaled variable in Fp′,m and vice versa. In the first case, for each non-scaled variable xi,r in Fp,n, these
mixing terms can be partitioned into triples of the form
ωi−1,i(ξxi−1,s1/xi,r)ωi,i(ξxi,s2/xi,r)ωi+1,i(ξxi+1,s3/xi,r)
Now observe that both limits of these triples equal d−1. The case where the non-scaled variable is in Fp′,m
is similar. 
4.3.2. Filtrations. To enhance Corollary 4.2 into an equality, we will use the Gordon filtrations. They are
defined via certain evaluation maps, but prior to that, we will need to discuss notation. For a degree vector
~k, we call an unordered list L = {(a1; b1], . . . , (an; bn]} a partition of ~k if ~k =
∑k
u=1(au; bu]. This is denoted
by L ⊢ ~k. We will always index the parts of a partition so that
bu − au ≥ bu+1 − au+1
and in the case of equality, au ≥ au+1. Let us call a partition L even if all its parts satisfy bu−au ≡ 0 (mod ℓ).
For another partition L′ of ~k, we say L > L′ if there is some v such that bv−av > b′v−a′v but bu−au = b′u−a′u
for all 1 ≤ u < v. We call this the dominance order. Finally, we will abbreviate a ≡ b (mod ℓ) by a ≡ b.
For F ∈ S(0)~k and L ⊢ ~k, we define the evaluation map φL(F ) ∈ F(yu) by first splitting the variables into
groups according to the parts of L. Next, obtain φL(F ) by specializing the variables assigned to (au; bu] to
q−au−1yu, . . . , q
−buyu
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where q−cyu is assigned to a variable with color c (mod ℓ). This does not depend on our choices because of
color symmetry and is well-defined because of the pole conditions. The Gordon filtration is then given by
S(0)L :=
⋂
L′>L
ker(ΦL′)
We will also need a ‘dual’ construction. Our dual evaluation maps φ∗L(F ) ∈ F(yu) are defined by splitting
the variables like before, but now for (au; bu], we specialize the variables to
tau+1yu, . . . , t
bu−1yu
where tcyu is now assigned to a variable with color c (mod ℓ). We define the dual Gordon filtration by
S(0)∗L :=
⋂
L′>L
ker(φ∗L′)
When L is the partition consisting entirely of coordinate vectors, φL and φ
∗
L merely rescale the variables.
As a silly consequence, if φL(F ) = 0 for all L or if φ
∗
L(F ) = 0 for all L, then F = 0.
Lemma 4.1. We have the following
(1) For F ∈ S(0)L, φL(F ) = νQ1/Q2 where ν ∈ F, Q1 is the product of the linear factors
(a) (q−x
′
yv − tq−xyu) for u < v, au + 1 < x ≤ bu, av < x′ ≤ bv, and x′ ≡ x− 1;
(b) (q−x
′
yv − t−1q−xyu) for u < v, au < x < bu, and av < x′ ≤ bv with x′ ≡ x+ 1;
(c) (q−x
′
yv − q−bu−1yu) for u < v and av < x′ ≤ bv with x′ ≡ bu + 1;
(d) (q−x
′
yv − q−auyu) for u < v and av < x′ ≤ bv with x′ ≡ au;
and
Q2 =
∏
u<v
x′≡x±1∏
au<x≤bu
av<x
′≤bv
(q−x
′
yv − q−xyu)
(2) For F ∈ S(0)∗L, φL(F ) = νQ∗1/Q∗2 where ν ∈ F, Q∗1 is the product of the linear factors
(a) (tx
′
yv − qtxyu) for u < v, au + 1 < x ≤ bu, av < x′ ≤ bv, and x′ ≡ x− 1;
(b) (tx
′
yv − q−1txyu) for u < v, au < x < bu, and av < x′ ≤ bv with x′ ≡ x+ 1;
(c) (tx
′
yv − tbu+1yu) for u < v and av < x′ ≤ bv with x′ ≡ bu + 1;
(d) (tx
′
yv − tauyu) for u < v and av < x′ ≤ bv with x′ ≡ au;
and
Q∗2 =
∏
u<v
x′≡x±1∏
au<x≤bu
av<x
′≤bv
(tx
′
yv − txyu)
Proof. This works exactly the same way as in the proof to Lemma 3.4 of [FT16]. We note that the zeroes
of type (a) and (b) are from the wheel conditions while those of type (c) and (d) are from membership in
S(0)L. 
Corollary 4.3. Ψ−1− ̟
−1(U¨0−) = S(0).
Proof. If we define the associate graded as
grS(0)L := S(0)L/
⋃
L 6<L′
S(0)L ∩ S(0)L′
Lemma 4.1 implies that dimF grS(0)L ≤ 1. Now observe that grS(0)L is trivial if L is not even. To see this,
let F ∈ S(0)L for such an L. Using the notation from Lemma 4.1(1), the definition of S(0) forces
lim
ξ→0
νQ1
Q2
∣∣∣∣
yu 7→ξyu
= 0
for each single u. However, by inspection of Q1, one can see that this is only possible if ν = 0. We then have
dimC(q,d) S(0)nδ ≤ |{L ⊢ nδ : L is even}| = dimC(q,d)Ψ−1− ̟−1(U¨0−)nδ
Note that we could have used S(0)∗L and φ
∗
L for this argument. 
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4.3.3. Evaluation functionals. It will be useful for us to ‘downgrade’ the evaluation maps into F-linear func-
tionals.
Definition 4.3. Let L = {(a1; b1], . . . , (ak; bk]} ⊢ nδ with bu − au = nuℓ. The evaluation functional ρL(F )
is obtained from φL(F ) via the following specializations:
(1) set yk = q
nkℓ;
(2) for u < k, set yu = q
nuℓt−1yu+1.
We define the dual functional ρ∗L(F ) by similarly specializing φ
∗
L(F ):
(1) set yk = 1;
(2) for u < k set yu = q
−1tnu+1ℓyu+1.
Remark 4.3. These specializations are analogues of the snake evaluation of [FHH+09].
We have another easy corollary of Lemma 4.1:
Corollary 4.4. The evaluation functionals also determine the Gordon filtrations. Namely,
S(0)L =
⋂
L′>L
ker(ρL′)
S(0)∗L =
⋂
L′>L
ker(ρ∗L′)
Proof. By Lemma 4.1, ρL = φL and ρ
∗
L = φ
∗
L if L is a partition with a single part, which is the most
dominant case. By downward induction along dominance order, it suffices to show that if F ∈ S(0)L, then
φL(F ) = 0 if ρL(F ) = 0 and likewise for the dual picture. It is easy to see that our shifts in specializing the
yu’s are sufficient to avoid the zeros of Q1 and Q
∗
1. 
We will take particular interest in two kinds of partitions of nδ. For p ∈ Z/ℓZ, the short partition has n
parts all equal to (p; p+ ℓ]. We denote both by L1
n
p . The long partition has a single part given by (p; p+ ℓn],
and we will denote it by L
(n)
p . We will call their corresponding evaluations the short and long evaluations,
respectively.
4.3.4. Bottom elements. The short partitions lie at the bottom of the dominance order, so S(0)L1np and
S(0)∗
L1np
are one-dimensional.
Proposition 4.5. S(0)L1np is spanned by
Gp,n :=
∏n
r,s=1(xp+1,r − qd−1xp,s)
∏i6=p+1
i∈Z/ℓZ
∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏
i∈Z/ℓZ
∏
1≤r,s≤n(xi,r − xi+1,s)
n∏
r=1
x0,r
xp,rxp+1,r
and S(0)∗
L1np
is spanned by
G∗p,n :=
∏n
r,s=1(xp,r − qdxp+1,s)
∏i6=p
i∈Z/ℓZ
∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏
i∈Z/ℓZ
∏
1≤r,s≤n(xi,r − xi+1,s)
n∏
r=1
x0,r
xp,rxp+1,r
Proof. The proof that Gp,n and G
∗
p,n lie in S(0) is simpler than that of Proposition 4.4. For (a; b] 6= kδ, we
let 0 ≤ c < ℓ − 1 be the index at which (a; b]i = (a; b]i+1 for i 6= c and (a; b]c + 1 = (a; b]c+1. For the limit
ξ → 0 of (Gp,n)(a;b]ξ , we can assign the factors∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi,r∏n
r,s=1(xi−1,r − xi,s)
for p+ 1 < i ≤ ℓ and ∏
1≤r 6=r′≤n(xi,r − q−2xi,r′)
∏n
r=1 xi−1,r∏n
r,s=1(xi−1,r − xi,s)
for 0 < i < p+ 1. We group the remaining factors for p+ 1:∏n
r,s=1(xp+1,r − qd−1xp,s)∏n
r,s=1(xp−1,r − xp,s)
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If such a c exists, than the corresponding factor will vanish while the remaining factors are finite. In the
case [a; b) = kδ, the limits ξ → 0 and ξ →∞ are
(qd−1)k(n−k)
q2nk(n−k)
∏k<r,s≤n
1≤r,s≤k (xp+1,r − qd−1xp,s)
∏i6=p+1
i∈Z/ℓZ
∏k<r 6=r′≤n
1≤r 6=r′≤k (xi,r − q−2xi,r′)
∏n
r=1 xi,r∏
i∈Z/ℓZ
∏k<r,s≤n
1≤r,s≤k (xi,r − xi+1,s)
n∏
r=1
x0,r
xp,r
so Gp,n ∈ S(0). To see that it lies in S(0)L1np , recall that q = q−1d. The proof for G∗p,n is similar. 
4.4. Functionals. We conclude this section by showing that the shuffle elements of ̟−1Φ−1q (hn(p)) and
̟−1Φ−1t−1(en(p)) are F-multiples of G
∗
p,n and Gp,n, respectively. Since these shuffle elements each span a
lowermost piece of the Gordon and dual Gordon filters, we first need to understand how the evaluation
functionals are manifested in the toroidal side of the picture.
4.4.1. Dual elements of evaluation functionals. Our first step is to figure out dual elements in S+ with
respect to the pairing (Definition 4.1) for a certain renormalization of the evaluation functionals. For an
integer a, we denote by a¯ its class modulo ℓ. In what follows, we will first consider one long partition L
(n)
p at
a time, and in this case, we will index variables by nonnegative integers so that xi,r is assigned to xa, where
a is the rth integer greater than or equal to p with a¯ = i.
We begin with an adaptation of [Neg13] Proposition 3.24.
Proposition 4.6. The dual element to the long evaluation ρ
L
(n)
p
is an F-multiple of
Rp,n := (q
−1 − q)nℓSym

 p+nℓ∏
a=p+2
xa
(xa − qd−1xa−1)
∏
p<a<b≤p+nℓ
ωb¯,a¯(xb/xa)


Similarly, the dual element to ρ∗
L
(n)
p
is an F-multiple of
R∗p,n := (q
−1 − q)nℓSym

p+nℓ−1∏
a=p+1
d−1xa
(d−1xa − qxa+1)
∏
p<a<b≤p+nℓ
ωa¯,b¯(xa/xb)


Specifically,
〈Rp,n, F 〉 = (−1)
nℓF ({q−a})∏
p<a<b≤p+nℓ ωa¯,b¯(q
b−a)
〈R∗p,n, F 〉 =
(−1)nℓF ({ta})∏
p<a<b≤p+nℓ ωb¯,a¯(t
b−a)
Proof. We will only prove the statement for Rp,n. For F ∈ S(0)nδ, we can directly compute the pairing:
∮
· · ·
∮
|xi,r|=|q−1|
(q− q−1)−nℓRp,nF
∏r≤ki
i∈Z/ℓZ Dxi,r∏r≤ki
i∈Z/ℓZ ω
p
i,i(xi,r/xi,r′)
∏ki+1
s=1 ωi,i+1(xi,r/xi+1,s)
∏ki−1
s=1 ωi,i−1(xi,r/xi−1,s)
∣∣∣∣∣∣∣
p 7→q
We can clean up our integrand a bit:
(−1)nℓSym
(
p+nℓ∏
a=p+2
1
(1− qd−1xa−1/xa)
F
∏p+nℓ
a=p+1Dxa∏
p<a<b≤p+nℓ ωa¯,b¯(xa/xb)
)
r 6=r′≤n∏
i∈Z/ℓZ
ωi,i(xi,r/xi,r′)
ωpi,i(xi,r/xi,r′)
Similar to our argument in Proposition 4.2, the integral is the same as if we swapped the ωpi,i factor on
the outside with its permuted ωi,i factor on the inside. Thus, since our contour is color-symmetric, we can
instead evaluate
∮
· · ·
∮
|xi,r|=|q−1|
p+nℓ∏
a=p+2
(−1)nℓ
(1− qd−1xa−1/xa)
F
∏p+nℓ
a=p+1Dxa∏
p<a<b≤p+nℓ ω
p
a¯,b¯
(xa/xb)
∣∣∣∣∣∣∣
p 7→q
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Here, we define ωpi,j(z) to be ωi,j(z) if i 6= j. Now, note that since F ∈ S(0), the limit conditions imply
that F cannot have a pole at xa = 0 for any a. Thus, all poles of F must cancel out with the poles of the
ωp
a¯,b¯
(xa/xb). Combined with our assumptions on |q|, |d|, and |p|, this implies that on our contour, we can
expand
F∏
p<a<b≤p+nℓ ω
p
a¯,b¯
(xa/xb)
as a power series in xp+nℓ. We also have that we can expand
1
1− qd−1xp+nℓ−1/xp+nℓ
as a power series in qd−1xp+nℓ−1/xp+nℓ. Thus, performing the integral with respect to xp+nℓ will yield
the substitution xp+nℓ 7→ qd−1xp+nℓ−1 = q−1xp+nℓ−1. Continuing in this manner along the variables from
greatest to least index, we are left with a single integral
=
∮
|xp+1|=|q−1|
(−1)nℓF ({qp+1−axp+1})Dxp+1∏
p<a<b≤p+nℓ ω
p
a¯,b¯
(qb−a)
∣∣∣∣∣
p 7→q
Here, in F , qp+1−axp+1 is stuck in for xa. The pole condition guarantees that this substitution can only
have a pole at xp+1 = 0 but the limit conditions then imply that it is a global holomorphic function on P
1,
so
F ({qp+1−axp+1}) = F ({q−a})

Similar to how for long evaluations, we indexed shuffle variables using natural numbers, for an even
partition with multiple parts, we will index the variables in the natural way using xau for the uth part.
Proposition 4.7. Let L = {(a1; b1], . . . , (ak; bk]} ⊢ nδ with bu − au = nuℓ. For F ∈ S(0)L,
〈Ra1,n1 ⋆ · · · ⋆ Rak,nk , F 〉 = φL
(
(−1)nℓF∏k
u=1
∏
au<cu<c′u≤bu
ωc¯u,c¯′u(xcu/xc′u)
)∣∣∣∣∣
|yu|≪|yu+1|
yu→0
Similarly, for F ∈ S(0)∗L,
〈R∗a1,n1 ⋆ · · · ⋆ R∗ak,nk , F 〉 = φ∗L
(
(−1)nℓF∏k
u=1
∏
au<cu<c′u≤bu
ωc¯′u,c¯u(xc′u/xcu)
)∣∣∣∣∣
|yu|≪|yu+1|
yu→0
Moreover, these functionals on F also determine S(0)L.
Proof. We will only prove the ρL statement. After setting up the integral, we take the residue with respect
to the variable xb1 and proceed along the xc1 as before in the proof of Proposition 4.6. The first novelty
occurs when integrating xa1+1—it has no poles in its contour. Notice that evaluating xa1+1 to zero will send
the product of mixing terms originally of the form ωc¯′u,c¯1(xc′u/xc1) to 1 (it is important here that L is even).
To compare the result with ρL(F ), we will instead leave xa1+1 alone and ignore all poles involving it.
Proceeding like this in an increasing manner along the parts of L, our integrand will become a function of
the xau+1’s which is effectively just φL applied to the integrand. The only poles it can have come from those
we ignored, namely those from mixing terms involving variables corresponding to different parts of L. If we
remove those mixing terms, we will obtain precisely the right hand side of the expression in the proposition
prior to evaluating to zero. Call this expression φL(F/S). The only poles of φL(F/S) come from F , and so
by 4.1, since F ∈ S(0)L, φL(F/S) ·Q2/Q1 has no poles. Note now that φL(F/S) ·Q2/Q1 satisfies the limit
conditions for S(0), so it is a holomorphic function on Pk and hence constant. As a result, we can evaluate
it in accordance with ρL or by sending all variables to zero. Finally, one can check by inspection of 4.1 that
ρL(F ) is zero if and only if the pairing above is. 
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4.4.2. Coproducts. Define the currents
R∗p(z) :=
∑
n≥0
Ψ+(R
∗
p,n)0z
−n
Rp(z) :=
∑
n≥0
Ψ+(Rp,n)0z
−n
where Ψ+(R
∗
p,n)0 and Ψ+(Rp,n)0 are the summands of Ψ+(R
∗
p,n) and Ψ+(Rp,n), respectively, that lie in
̟−1(U¨0+), the subalgebra generated by the positive modes.
Remark 4.4. It is not too difficult to show that Ψ+(R
∗
p,n) = Ψ+(R
∗
p,n)0 and Ψ+(Rp,n) = Ψ+(Rp,n)0. We
would need to analyze ̟−1(U¨0+) much like we did for ̟
−1(U¨0−), and doing so would double the length of
3.3, 4.2, and 4.3. 
We observe that by Lemma 3.2, the currents
∑
n≥0
̟−1Φ−1q (hn(p))z
n = exp
(
(q− q−1)−1
∑
n>0
(qn̟−1(b⊥p,−n)− d−n̟−1(b⊥p+1,−n))
zn
n
)
∑
n≥0
̟−1Φ−1t−1(en(p))z
n = exp
(
(q− q−1)−1
∑
n>0
(d−n̟−1(b⊥p+1,−n)− q−n̟−1(b⊥p,−n))
(−z)n
n
)
are group-like under the comultiplication ∆Dr0 of U
h
q (s˙lℓ), i.e.
∆Dr0 (̟
−1Φ−1q (hn(p))) =
∑
n1+n2=n
̟−1Φ−1q (hn1(p))⊗̟−1Φ−1q (hn2(p))
∆Dr0 (̟
−1Φ−1t−1(en(p))) =
∑
n1+n2=n
̟−1Φ−1t−1(en1(p))⊗̟−1Φ−1t−1(en2(p))
While it is not true that the Killing form is a bialgebra pairing with respect to ∆Dr0 , by the form of R00 in
3.3.1, we can see that it is so when restricted to the Heisenberg subalgebra. Thus,
ϕ


y
k∏
u=1
Ψ+(R
∗
au,nu)0, ̟
−1Φ−1q (hn(p))

 = k∏
u=1
ϕ
(
Ψ(R∗au,nu), ̟
−1Φ−1q (hnu(p))
)
ϕ


y
k∏
u=1
Ψ+(Rau,nu)0, ̟
−1Φ−1t−1(en(p))

 = k∏
u=1
ϕ
(
Ψ(Rau,nu), ̟
−1Φ−1t−1(enu(p))
)
Now, by Proposition 4.7, proving the required vanishing conditions for ̟−1Φ−1q (hn(p)) ∈ Ψ(S(0)∗L1np and
̟−1Φ−1t−1(en(p)) ∈ Ψ(S(0)L1np is reduced to showing
ρ∗
L
(n)
p′
(Ψ−1̟−1Φ−1q (hn(p))) = ρL(n)
p′
(Ψ−1̟−1Φ−1t−1(en(p))) = 0
if p 6= p′ or n > 1.
To that end, we will investigate the behaviour of Rp(z) and R
∗
p(z) under ∆
Dr
0 .
Proposition 4.8 (cf. [Neg13] Proposition 3.23). The currents Rp(z) and R
∗
p(z) are group-like under the
coproduct ∆Dr0 . Specifically,
∆Dr0 (Ψ+(Rp,n)0) =
∑
n1+n2=n
Ψ+(Rp,n1)0 ⊗Ψ+(Rp,n2)0
∆Dr0 (Ψ+(R
∗
p,n)0) =
∑
n1+n2=n
Ψ+(R
∗
p,n1)0 ⊗Ψ+(R∗p,n2)0
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Proof. We will only prove the statement for Rp(z). Recall from Proposition 4.6 that for F ∈ S(0)nδ,
〈Rp,n, F 〉 = (−1)
nℓF ({q−a})∏
p<a<b≤p+nℓ ωa¯,b¯(q
b−a)
Now, let F1 ∈ S(0)n1δ and F2 ∈ S(0)n2δ with n1 + n2 = n. Notice that in F1 ⋆ F2, a ωi,i−1(z) mixing term
will vanish upon evaluation for all but one summand of the symmetrization:
F1({xb})p+n2ℓ<b≤p+nℓF2({xa})p<a≤p+n2ℓ
p+n2ℓ<b≤p+nℓ∏
p<a≤p+n2ℓ
ωa¯,b¯(xa/xb)
Therefore,
〈Rp,n, F1 ⋆ F2〉 = (−1)
n1ℓF1({q−b})p+n2ℓ<b≤p+nℓ∏
p+n2ℓ<b<b′≤p+nℓ ωb¯,b¯′(q
b′−b)
(−1)n2ℓF2({q−a})p<a≤p+n2ℓ∏
p<a<a′≤p+n2ℓ ωa¯,a¯′(q
a′−a)
The equality with 〈Rp,n1 , F1〉〈Rp,n2 , F2〉 comes from noticing that in the proof of Proposition 4.6, it did not
matter where we evaluated xp+1. Namely, we have the equality
F1({q−b})p+n2ℓ<b≤p+nℓ∏
p+n2ℓ<b<b′≤p+nℓ ωb¯,b¯′(q
b′−b)
=
F1({q−b})p<b≤p+n1ℓ∏
p<b<b′≤p+n1ℓ ωb¯,b¯′(q
b′−b)

4.4.3. Calculation of functionals. By Proposition 4.8, we can calculate Rp(z) and R
∗
p(z) in terms of bosons
by constructing for each a group-like current that pairs correctly with the generators {Ψ(Fp′,n)} of ̟−1(U0−)
(cf. Theorem 4.3).
Lemma 4.2. In terms of bosons,
Rp(z) = exp
(
(q− q−1)
∑
n>0
−
∑ℓ
i=1 q
n(−ℓ+p+i)̟−1(bp+i,−n)
1− qnℓ (−z)
−n
)
R∗p(z) = exp
(
(q− q−1)
∑
n>0
q2n
∑ℓ
i=1 t
n(ℓ−p−i)̟−1(bp+i,−n)
1− t−nℓ (−z)
−n
)
Proof. For 0 ≤ p, p′ < ℓ, let us define
fp(p
′) =
{ −ℓ+ p′ if p ≤ p′ < ℓ
p′ if 0 ≤ p′ < p
Simply put, qnfp(p
′) and t−nfp(p
′) appear in the coefficient of ̟−1(bp′,−n) in our proposed expressions for
Rp(z) and R
∗
p(z), respectively. To compute 〈Rp,n, Fp′,n〉, we will group together the linear factors in Fp′n
and
∏
p<a<b≤p+nℓ ωa¯,b¯(xa/xb) in the following way:
Fp′,n
∏
p<a<b≤p+nℓ ωa¯,b¯(xa/xb)
(1) (xi,r − qtxi,r′) for r < r′; (1’) (xi,r − qtxi,r′) for r < r′;
(2) (xi,r′ − qtxi,r) for r < r′ and i 6= p+ 1; (2’) q(txi,r − xi+1,r′) for r < r′ and i 6= p;
(3) (xp+1,r′ − qtxp+1,r) for 1 < r < r′; (3’) q(txp,r − xp+1,r′) for r + 1 < r′;
(4) (xi,r − xi+1,s) for r < s; (4’) (xi,r − xi+1,s) for r < s;
(5) (xi,s − xi+1,r) for r < s; (5’) (xi+1,r − xi,s) for r < s;
(6) (xi,r − xi+1,r) for i 6= p; (6’) (xi,r − xi+1,r) for i 6= p;
(7) (xp,r − xp+1,r); (7’) (xp+1,r − xp,r);
(8) xi+1,r for i 6= p; (8’) q(txi,r − xi+1,r) for i 6= p;
(9) xp+1,r; for r > 1; (9’) q(txp,r−1 − xp+1,r) for r > 1;
(11) xp+1,1 (10) (xi,r − xi,r′) for r < r′;
(12) (xp+1,r − qtxp+1,1) for r > 1; (10’) (xi+1,r − q−1xi,r′) for i 6= p and r < r′;
(13)
∏n
r=1 x0,r/xp′,r. (10”) (xp+1,r − q−1xp,r′) for r ≤ r′ < n;
(14) (xp+1,r − q−1xp,n).
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In the evaluation of 〈Rp,n, Fp′,n〉, the terms above have nice cancellations with those of their primes, yielding
〈Rp,n, Fp′,n〉 = (−1)nℓ (−1)
n2qℓn
2−n(q− q−1)ℓn(−1) ℓn(n−1)2 +nq−p−1∏n−1r=1 (q−p−1−rℓ − qtq−p−1)qnfp(p′)
d
ℓn(n+1)
2 (−q) (ℓ−1)n(n−1)2 + (n−1)(n−2)2 qnℓ−1(qt− 1)nℓ−1∏n−1r=0 (q−p−1−rℓ − q−p−1−nℓ)
= (−1)n q
ℓn(n+1)
2 q
ℓn(n+1)
2
d
ℓn(n+1)
2
n∏
r=1
1− qtq(r−1)ℓ
1− qrℓ q
nfp(p
′)
= (−1)n
n∏
r=1
1− q−2q(r−1)ℓ
1− qrℓ q
nfp(p
′)
Our expression for Rp(z) now follows from a generalized partition identity (cf. [Mac15] Example I.2.5):
∑
n≥0
n∏
r=1
a− bcr−1
1− cr z
n =
∞∏
n=1
1− bcnz
1− acnz = exp
(∑
n>0
an − bn
1− cn
zn
n
)
The computation of 〈R∗p,n, Fp′,n〉 is similar, but we include it for the skeptics. Our cancellations are now
Fp′,n
∏
p<a<b≤p+nℓ ωb¯,a¯(xb/xa)
(1) (xi,r − qtxi,r′) for r < r′; and i 6= p; (1’) q−1(qxi+1,r′ − xi,r′) for r < r′ and i 6= p;
(2) (xi,r′ − qtxi,r) for r < r′ (2’) (xi,r′ − qtxi,r) for r < r′;
(3) (xp,r − qtxp,r′) for r < r′ < n; (3’) q−1(qxp+1,r′ − xp,r) for r + 1 < r′;
(4) (xi,r − xi+1,s) for r < s; (4’) (xi+1,s − xi,r) for r < s;
(5) (xi,s − xi+1,r) for r < s; (5’) (xi,s − xi+1,r) for r < s;
(6) (xi,r − xi+1,r) for i 6= p; (6’) (xi,r − xi+1,r) for i 6= p;
(7) (xp,r − xp+1,r); (7’) (xp,r − xp+1,r);
(8) xi,r for i 6= p; (8’) q−1(qxi+1,r − xi,r) for i 6= p;
(9) xp,r for r < n; (9’) q
−1(qxp+1,r+1 − xp,r) for r < n;
(11) xp,n; (10) (xi+1,r′ − xi+1,r) for r < r′;
(12) (xp,r − qtxp,n) for r < n; (10’) q(txi,r′ − xi+1,r) for i 6= p and r < r′;
(13)
∏n
r=1 x0,r/xp′,r. (10”) q(txp,r′ − xp+1,r) for r ≤ r′ < n;
(14) q(txp,n − xp+1,r).
〈R∗p,n, Fp′,n〉 =
(−1)nℓ(−1)n2qℓn2−n(q − q−1)ℓn(−1) ℓn(n−1)2 tp+nℓ∏n−1r=1 (tp+rℓ − qttp+nℓ)t−nfp(p′)
d
ℓn(n+1)
2 (−q)− (ℓ−1)n(n−1)2 − (n−1)(n−2)2 q−nℓ+1(qt− 1)nℓ−1q ℓn(n−1)2 ∏n−1r=0 (tp+1+nℓ − tp+1+rℓ)
= (−1)n
∏n
r=1(qt− t−(r−1)ℓ)
(qt)n
∏n
r=1(1 − t−rℓ)
t−nfp(p
′)
= (−1)nq2n
n∏
r=1
(q−2 − t−(r−1)ℓ)
(1 − t−rℓ) t
−nfp(p
′)

Corollary 4.5. We have ̟−1Φ−1t−1(en(p)) = cp,nΨ−(Gp,n) and ̟
−1Φ−1q (hn(p)) = c
∗
p,nΨ−(G
∗
p,n), where
cp,n = q
−nq
n(n−1)
2 −nℓt−(ℓ−1)
n(n−1)
2 (q− q−1)n(ℓ−1)
c∗p,n = (−1)nℓqn(3−ℓ)q−(ℓ−1)
n(n−1)
2 −nℓt
n(n−1)
2 −n(q − q−1)n(ℓ−1)
Proof. First, we can show that such cp,n and c
∗
p,n exist by proving ̟
−1Φ−1t−1(en(p)) lies in Ψ−(S(0)L1np ) and
̟−1Φ−1q (hn(p)) lies in Ψ−(S(0)
∗
L1np
). By Lemma 4.2, we have
ϕ
(
Rp′(w),
∑
n̟
−1Φ−1t−1(en(p))z
n
)
=
{
1
1 + q−1qp−ℓ
z
w
if p 6= p′
if p = p′
ϕ
(
R∗p′(w),
∑
n̟
−1Φ−1q (hn(p))z
n
)
=
{
1
1 + q3tℓ−p
z
w
if p 6= p′
if p = p′
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The coproduct properties outlined in 4.4.2 then imply that the necessary vanishing conditions hold. Also by
4.4.2, we have that
ϕ
(
Ψ+(Rp,1)
n, ̟−1Φ−1t−1(en(p))
)
= q−nqn(p−ℓ)
ϕ
(
Ψ+(R
∗
p,1)
n, ̟−1Φ−1q (hn(p))
)
= q3ntn(ℓ−p)
To compute the actual scalars, we can calculate the pairings 〈Rnp,1, Gp,n〉 and 〈
(
R∗p,1
)n
, G∗p,n〉 by using
Proposition 4.7:
〈Rnp,1, Gp,n〉 =
q−
n(n−1)
2 t(ℓ−1)
n(n−1)
2
(q − q−1)(ℓ−1)n q
np
〈(R∗p,1)n, G∗p,n〉 = (−qq)nℓ
t−
n(n−1)
2 q(ℓ−1)
n(n−1)
2
(q− q−1)n(ℓ−1) t
(ℓ−p+1)n
We obtain cp,n and c
∗
p,n by taking the appropriate quotients.

5. Combinatorics
5.1. Tactics. To prove Theorem 3.6, it suffices to prove the following triangularity lemma:
Lemma 5.1. For a partition λ, if we abuse notation and let core(λ) denote the partition, we have:
(1) ̟−1Φ−1q (hquot(λ))|core(λ)〉 ∈ span{|µ〉 : µ ≥ λ and core(µ) = core(λ)};
(2) ̟−1Φ−1t−1(equot(λ))|core(λ)〉 ∈ span{|µ〉 : µ ≤ λ and core(µ) = core(λ)}.
The triangularity lemma is ultimately a statement of certain matrix elements vanishing, and Corollary 4.1
provides us a window to investigating that. By looking at Gp,n, for example, we can see that ̟
−1Φ−1t−1(en(p))
adds n i-nodes for each i in a way such that no two new nodes lie on the same content line and no new
p-node is directly right of a new (p+ 1)-node; the matrix element will vanish otherwise. By Remark 2.2(2),
this way of adding nodes does not change the core.
Naively, one may try to prove that when adding boxes in such a way to a partition λ′, the most dominant
partition one can make is the one whose ℓ-quotient is quot(λ′) with an extra column of length n added to
its pth-coordinate. Part (2) would then be proved by building up quot(λ) column-by-column. However, this
is patently false—one can easily construct counterexamples, even for small partitions. It turns out that the
order in which one adds the columns of quot(λ) matters. Thus, even though the operators ̟−1Φ−1t−1(en(p))
commute, there is an order in which to apply them so that the coefficients of ̟−1Φ−1t−1(equot(λ))|core(λ)〉
that should vanish manifestly do.
5.2. Orders. Suppose we are building up a partition λ from core(λ) by adding columns to the ℓ-quotient.
Recall that by Remark 2.2(1), if we add the columns in an order such that for each component partition of the
ℓ-quotient, longer columns are added before shorter columns, then adding a column of length n corresponds
to adding an nℓ-strip to the partition. The same is true if we do this with rows instead. We claim that for
each λ, there is a unique ordering on the columns of quot(λ) so that for r < s,
(1) if the rth and sth columns are both in the pth component, then the rth column is left of the sth
column;
(2) the final node of the strip corresponding to the rth column has content strictly greater than that of
the final node of the strip corresponding to the sth column.
We call this the left-to-right order on the columns. Similarly, we claim that there is a unique ordering on
the rows of quot(λ) so that for r < s,
(1) if the rth and sth rows are both in the pth component, then the rth column is below the sth column;
(2) the initial node of the strip corresponding to the rth row has content strictly less than that of the
initial node of the strip corresponding to the sth row.
WREATH MACDONALD POLYNOMIALS AS EIGENSTATES 39
We call this the right-to-left order on the rows.
The existence of these orders comes from translating Remark 2.2(1) back to m(λ). Property (1) of the
column order implies that for each column, there is a black bead fromm(core(λ)) that is swapped with a white
bead to the left. Moreover, for the kth column in the pth component partition, this black bead corresponds
to the kth black bead in mp(core(λ)). Later column additions will leave this black bead untouched. Finally,
the starting position of that black bead in m(λ) is exactly one less than the content of the terminal node
of the strip corresponding to that column. Thus, in terms of Maya diagrams, the order displaces the black
beads fromm(core(λ)) starting left-to-right. Similarly, for the row order, each row addition displaces a white
bead from m(core(λ)), and the starting position of that white bead is the content of the initial node of the
resulting added strip. The order merely dictates that the white beads from m(core(λ)) are displaced starting
right-to-left. This makes it clear that if we truncate our column/row addition at an intermediate step and
produce a smaller partition λ′, then the induced order on the columns/rows of quot(λ′) is the same as the
left-to-right/right-to-left order of columns/rows of λ′.
5.3. The frontier line. The orders defined above are strangely constraining. At an intermediate partition
λ′ as above, we will arrange the Maya diagrams mi(λ
′) ‘abacus style’, as described in 2.2.4. When we say
‘above’ or ‘below’ with respect to this arrangement, we mean cyclically, i.e. the diagram directly below
m0(λ
′) would be mℓ−1(λ
′). In this arrangement, there is a line to one side of which all the box-slides and
node-additions we are considering are constrained. We call this the frontier line.
5.3.1. The case of columns. Suppose that the next column in the left-to-right order has length n and lies in
the pth component partition. Thus, this next addition would swap the first black bead in the semi-infinite
sequence of black beads in mp(λ
′) with a white bead n places to the left. We call this black bead the initial
black bead. In our list of mi(λ
′), draw a line straight down starting immediately to the left of the initial
black bead. Cut it off after m0(λ
′) and continue it one bead to the right in mℓ−1(λ
′) until it has crossed
mp+1(λ
′). This line is the frontier line in this case. Beads to its right, when mapped to m(λ′), are merely
those right of and including the initial black bead.
The key forcing feature of the left-to-right order on columns is that for each i, the beads of mi(λ
′) right
of the frontier line are identical to those in mi(core(λ)). As a consequence, if mi(λ
′) has a white bead to the
right of the frontier line, then mi(λ
′) = mi(core(λ)).
Proposition 5.1. For µ′ ≤ λ′ with core(µ′) = core(λ′), any sequence of northwest box slides from λ′ to µ′
must leave the beads right of the frontier line untouched. Consequently, any mi(µ
′) with a white bead right
of the llne must equal mi(λ
′) = mi(core(λ)).
Proof. Any slide violating the claim of the proposition must involve a box removal that changes beads right
of the frontier line. This means that a box from core(λ) was in fact removed, which changes the core. Any
further box slide to patch this up must remove yet another box from the core. The second statement follows
from the observation that for the mentioned i, mi(λ
′) is completely white left of the frontier line. Thus, if
mi(µ
′) is equal to mi(λ
′) right of the line but has an additional black bead left of the line, then it must have
a different charge. 
Proposition 5.2. For µ′ ≤ λ′ with core(µ′) = core(λ′), if one adds n i-nodes for each i ∈ Z/ℓZ to µ′ such
that no new p-node is directly right of a new (p+ 1)-node, then the only bead right of the frontier line that
can be changed is the initial black bead.
Proof. It may be useful to first note how the addition of an i-node looks like in terms of the abacus. The
only diagrams affected are mi(µ
′) and mi−1(µ
′). Letting the content of the new node be i + kℓ, the only
changes are
mi(µ
′) : · · · · · ·
mi−1(µ
′) : · · · · · ·
k
→ · · · · · ·· · · · · ·
k
for i 6= 0 and for i = 0,
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m0(µ
′) : · · · · · ·
mℓ−1(µ
′) : · · · · · ·
k
k − 1
→ · · · · · ·· · · · · ·
k
k − 1
Note then that if an i-node addition changes a bead right of the frontier line besides the initial black bead,
then there must be a white bead right of the line to begin with. This white bead must either come from
mi(µ
′) or from a prior (i + 1)-node addition that must change a bead right of the frontier line. We can
continue chasing down the origin of this white bead in this way, which leads to two cases: either it comes
from a white bead in m(µ′) right of the frontier line or it comes from a (p+ 1)-node addition that changes
the initial black bead. By looking back at our chase prior to landing in the second case, we can see that
a p-node was added directly right of a new (p + 1)-node, contradicting our conditions on the newly added
nodes. Thus, we are in a situation where there is some i where mi(µ
′) has a white bead right of the frontier
line and we are adding an i-node right of the frontier line. Clearly, we must have i 6= p.
By the second statement in Proposition 5.1, the presence of this white bead implies that mi(µ
′) must be
completely white left of the frontier line. Since we need to add an (i + 1)-node for each added i-node, this
lack of black beads forces there to be a white bead in the (i+1)th Maya diagram right of the frontier line at
some point in the sequence of node additions. As before, we can trace the origin of this white bead: either
mj(λ
′) above mi(λ
′) but below mp(λ
′) has a white bead right of the line or it comes from a (p + 1)-node
addition. Just like in the previous paragraph, the second case forces a p-node to be added directly right of
a new (p + 1)-node. In the first case, we can repeat our argument for mj(λ
′) until j = p− 1, in which the
problematic second case must occur. 
5.3.2. The case of rows. For rows, our definitions and arguments are transposes of those above. If the next
row in the right-to-left order has length n and lies in the pth component partition, the next row addition
switches the first white bead in the semi-infinite sequence of white beads in mp(λ) with a black bead n
places to the right, and we call this white bead the initial white bead. The frontier line is drawn straight up
beginning immediately right of the initial white bead and cut off after mℓ−1(λ
′). We continue it one bead
to the left in m0(λ
′) until it has crossed mp−1(λ
′). Beads to its left, when mapped to m(λ′), are those to
the left of and including the initial white bead.
The proofs of the propositions below are similar to those of Propositions 5.1 and 5.2.
Proposition 5.3. For µ′ ≥ λ′ with core(µ′) = core(λ′), any sequence of southeast box slides from λ′ to µ′
must leave the beads left of the frontier line untouched. Consequently, any mi(µ
′) with a black bead left of
the llne must equal mi(λ
′) = mi(core(λ)).
Proposition 5.4. For µ′ ≥ λ′ with core(µ′) = core(λ′), if one adds n i-nodes for each i ∈ Z/ℓZ to µ′ such
that no new p-node is directly below a new (p+ 1)-node, then the only bead left of the frontier line that can
be changed is the initial white bead.
5.4. Proof of the triangularity lemma. We will only provide the proof to Lemma 5.1(2). In this proof,
we will view partitions via their Young diagrams, and all references to directions are done with this in mind.
We will induct along the left-to-right order on the columns of quot(λ). As before, let λ′ be a partition
obtained at an intermediate step of appending columns to the ℓ-quotient and suppose that the lemma is true
for λ′. Suppose that the next column to be added is in the pth component partition and has length n. Let
λ′′ be the partition obtained by addition. Also as before, let µ′ ≤ λ′ with core(µ′) = core(λ′). Finally, we
will let µ′′ be some partition obtained by adding n i-nodes for each i ∈ Z/ℓZ to µ′ such that no new p-node
is directly right of a new (p+1)-node and the new nodes never share a content line. Our job is to show that
µ′′ ≤ λ′′.
There are two kinds of nodes in µ′′ that may differ from those of λ′′: those in µ′ that would slide southeast
to realize µ′ ≤ λ′ and those from the node additions. We call them sliders and adders, respectively. Note
that no adder can lie immediately below or left of a slider. By Propositions 5.1 and 5.2, the sliders and
adders not in λ′′ must either lie on top or strictly left of the locus of the nℓ-strip addition from λ′ to λ′′.
The only obstructions to realizing µ′′ ≤ λ′′ via southeast box slides can come from those in the first case
that are right of the initial node of the nℓ-strip . We will make sure that each of these nodes has an unfilled
spot of λ′′ to its southeast to slide into.
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First consider the sliders. Each of them has a node (a, b) of λ′ to its southeast that it would slide into
to realize µ′ ≤ λ′. However, (a, b) may already be filled in by an adder in µ′′, denying the slider a place
in λ′′ to slide to. We claim that (a + 1, b + 1) must be a node of λ′′. If not, then since (a, b) is necessarily
below the nℓ-strip, it would have to be a node below the terminal node of the strip. This implies that the
box slides realizing µ′ ≤ λ′ affect beads of m(λ′) right of the frontier line, contradicting Proposition 5.1.
Furthermore, (a+ 1, b+ 1) must be vacant because adders cannot share a content line. Note that since the
slider is assumed to be on top of the nℓ-strip and (a, b) is below the strip, (a+ 1, b+ 1) is indeed southeast
of the slider. Thus, there are enough vacancies for these sliders.
It remains to consider the adders. Since they lie above the nℓ-strip and right of its initial node and no two
adders can share a content line, the box directly southwest of it must be a slider. If it is a slider considered in
the previous paragraph, we let the adder use that slider’s vacancy, which must be to the adder’s southeast.
The square directly southwest of the slider must be another slider, and we continue borrowing vacancies
down the content line until the new slider is either in
(i) the stack of nodes directly above the initial node of the nℓ-strip or
(ii) the nℓ-strip itself.
For such a slider, just like in the previous paragraph, if (a, b) is the node in λ′ it would slide into, (a+1, b+1)
must be a box in λ′′ that is vacant in µ′′ and southeast of the previous slider. The sliders in case (i) will
have no trouble finding a place to slide into while those in case (ii) have no need to slide in the first place.
Therefore, in both cases, we can spare the new slider’s vacancy for the preceding slider. This shows that
there are available vacancies for everybody and µ′′ ≤ λ′′. 
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