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f função densidade de probabilidade da variável aleató- 
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Neste estudo, o principal aspecto investigado é a pro 
babilidade de interferência entre as populações, da solicitação 
que age no sistema, e da resistência deste. Através de um enfo­
que formal, é proposta uma representação bidimensional para a 
probabilidade de interferência. Esta representação ê feita por 
dois fatores, Kq e K^, respectivamente o fator assintõtico da 
distribuição da resistência e da solicitação. A probabilidade
de interferência é mostrada em um sistema de coordenadas K x K,,o 1
assumida a invariância de para um ponto (K ; K^ ). Esta invari
ância é verificada para várias distribuições, exceto a distribu
ição de Weibull. Nesta, o fator de forma 8 deve ser fixado pa
ra que se verifique a invariância. Várias possibilidades para
justificar este comportamento são apresentadas nas conclusões .
Como encerramento, o processo de cálculo ê aplicado para seis
combinações de funções densidade de probabilidade, para a deter
minação das curvas de PT constante, no gráfico K x K,, isto pa
— 1 “6 O X
ra Pj desde 10 até 10
VAbstract
In this study, the fundamental aspect investigated is 
the interference probability, between the populations of the 
stress acting on a system, and the strengh of the system. A two 
dimensional representation of the probability of interference 
is proposed. This representation is based on two factors, named 
Kq and K-^ , respectively the assyntotic factor of the strengh 
and of the stress distributions. The interference probability , 
, is plotted as a parameter in a Kq x plane, under an assu 
med invariance of P . This invariance are verified for various 
distributions, except for the Weibull distribution, where the 
shape parameter 3 must be fixed for the invariance of P^. An 
explanation of possible causes of this comportment are delinea­
ted in the conclusion of this work. Finally, the method was 
applied for six combinations of probability density functions ,
and the curves of PT constant was plotted in terms of K ,
I _ l _ 6  o' 1
for Pj ranging from 10 to 10
1. Introdução
1
Os conceitos estatísticos estão sendo explorados mais 
profundamente a cada dia que passa, para a solução de problemas 
práticos, em todos os campos do conhecimento hiimano. Quanto à En 
genharia, as últimas décadas tem assinalado um desenvolvimento 
vertiginoso, onde é necessário muitas vezes trabalhar com fatos 
pouco conhecidos. Assim, o desempenho de um sistema quando em o- 
peração deve ser estimado de um conjunto de dados bastante res­
trito. Nestas condições, logicamente, não é possível fornecer u- 
ma segurança de operação absoluta para o sistema, devendo-se re­
correr a estimativas estatísticas do comportamento deste. Esta 
estimativa pode ser posta na forma da probabilidade de falha, do 
sistema, quando em operação, indicando esta falha que foi atingzL 
do um estado limite para o.sistema.
0 sistema, não interessando especificamente o seu ti­
po, deve ser projetado com uma certa capacidade prõpria, capaci­
dade esta que o tornará apto a atender uma demanda exigida -pe­
lo seu uso em serviço. Assim, a demanda irá solicitar o sistema, 
cuja amplitude depende em geral apenas do modo de usar, ou da a- 
plicação do sistema. A solicitação exige uma contrapartida, que 
é dada pela capacidade do sistema de suportar a demanda, ou seja, 
pela sua resistência. Esta resistência é algo que está ligado es 
tritamente ao projeto do sistema, bem como à qualidade de sua 
construção, sendo portanto inerente ao próprio.
No projeto, o sistema físico deve ser sintetizado de 
modo que desempenhe a sua função adequadamente. Esta síntese irá 
se basear no uso esperado que venha a ser feito do sistema, ou 
seja, da demanda exigida, devendo portanto fornecer ao sistema u 
ma capacidade para suportar a solicitação imposta. Para o proje­
to ser eficiente, deve se basear em dados, referentes à solicita 
ção e à resistência, perfeitamente definidos. Tal no entanto ê 
difícil de ocorrer na prática, uma vez que sempre existem impre­
cisões e tolerâncias, que levam a uma dispersão nos resultados. 
Assim, em sistemas caracterizados por grandes dispersões, como 
por exemplo os relacionados à engenharia e física, ou em siste 
mas que exigem grande segurança com alto rendimento, como em ca-
2sos aeronáuticos ou espaciais, o melhor modo de tratar o proble­
ma- é sob um enfoque probabilístico. É necessário pois raciocinar 
em termos de probabilidades,seja de falha como de desempenho sa­
tisfatório do sistema. Os critérios de projeto devem desenvolve­
r-se ' portanto a partir de uma formulação probabilística.
Neste ponto entra então o conceito de confiabilidade, 
que pode ser posto na forma de que a confiabilidade de um siste­
ma ê a probabilidade de que este não venha a falhar em operação. 
A confiabilidade ê portanto a probabilidade de sucesso do proje­
to. Este sucesso é obtido através de uma certa margem de resis­
tência suplementar, para compensar as dispersões, que ocorrem.
No caso particular de sistemas estruturais por exem­
plo, esta margem de resistência é obtida pelo uso de um coefici­
ente de segurança, de escolha um tanto arbitrária e muitas vêzes 
não perfeitamente definido. Assim, uma análise do sistema, feita 
com todo rigor e cuidado pode ficar desprovida de valor, se a 
precisão de seus resultados for diluída pelo uso de fatores em­
píricos. O objetivo deste trabalho é justamente determinar a pro 
babilldade de falha, segundo várias distribuições estatísticas, 
para a solicitação e para a resistência. O enfoque ê tal que se­
ja possível obter a partir de uma probabilidade de falha pré-de- 
terminada, qual a margem de resistência adequada. Esta margem de 
resistência é obtida pelo uso de um fator de projeto, definido 
como a relação entre o valor médio da resistência e o valor mé­
dio da solicitação. Deste modo, selecionada uma combinação de 
distribuições que represente adequadamente a resistência do sis­
tema e a solicitação que lhe ê imposta, conhecendo-se os coefici 
entes de dispersão, ê possível determinar o fator de projeto que 
fornece a confiabilidade desejada.
Embora inicialmente este trabalho tenha sido concebido 
para uso no estudo da confiabilidade em sistemas estruturais, na 
da impede que possa ser aplicado em outros sistemas. Este siste­
ma pode ser o mais diverso possível, desde que as suas caracte­
rísticas se enquadrem nas aqui usadas, isto em termos das fun­
ções densidade de probabilidade para a sua capacidade e para a 
demanda que lhe é exigidaT bem como da condição de partição de 
Rn, comentado na secção 2.3.
2.Teoria básica da confiabilidade
3
A confiabilidade, de um modo bem geral, pode ser defi­
nida como sendo a probabilidade de que um sistema, ou elemento 
deste sistema, não falhe nas condições previstas de utilização.
No presente trabalho,' é considerado um sistema genéri­
co, caracterizado pela capacidade de atender uma exigência, ou 
seja, pela sua resistência. Esta' capacidade do sistema está es­
tritamente ligada ao seu projeto bem como a sua construção. Como 
muitas variáveis que influem na capacidade do sistema podem ser 
tratadas como aleatórias, é lógico que a resistência tam­
bém o será. Assim, a resistência do sistema fica definida pela 
sua função densidade de probabilidade (FDP), fR (r).
Por outro lado, a demanda exigida vai solicitar o sis­
tema com maior ou menor intensidade. Como na maioria das aplica­
ções, a demanda ê irregular e imprevisível, dentro de certos li­
mites., a solicitação é tratada também como uma variável aleatõ - 
ria, sendo perfeitamente definida pela FDP correspondente , 
fs (s).
2.1 - CASO FUNDAMENTAL
O estudo de confiabilidaide normalmente trata apenas da 
aleatoriedade da solicitação que atua, como em sistemas eletrôni^ 
cos (pg. 1 [48]), pois a dispersão da resistência é bastante pe­
quena quando comparada com a dispersão da solicitação. No caso 
particular de sistemas estruturais, a grandeza das dispersões é 
comparável e assim é necessário considerar ambas.
A análise da confiabilidade usualmente inicia com o 
que é algumas vêzes referido como caso fundamental, [47]) [48] , 
que consiste de uma população de sistemas, cuja resistência R é 
caracterizada pela correspondente FDP, fR (r) , submetido a uma 
solicitação S, também aleatória. Esta solicitação é considerada 
estática, sendo constante com o tempo, porém aleatória no senti­
do de que cada vez que o sistema é ativado, a solicitação possui 
um valor diverso do anterior, sendo fg (s) a sua FDP. Para este 
caso, a confiabilidade é constante no tempo e pode ser obtida co
4mo
C = P (R > S) (2.1)
ou seja, ê a probabilidade de que a resistência seja maior do 
que a solicitação. Analogamente, a probabilidade de falha ê for­
necida como
interferência entre as populações da solicitação e da resistên­
cia, [26]; [28] . Assim, neste caso particular, dito fundamental, 
para evitar possíveis confusões com outros modos de falha, a pro 
babilidade de falha será denominada de probabilidade de interfe­
rência, Pj.
Supondo que f c (r; s) seja a função densidade de pro- Kf b
babilidade conjunta das variáveis aleatórias R e S, então a. pro­
babilidade de interferência será obtida como
sendo A a área definida pelos pontos do conjunto { (r; s):r < s } 
e supondo que tanto r como s assumam qualquer valor real, a si­
tuação ê ilustrada na figura 2.1.
Como a resistência e a solicitação podem ser considera 
das estatisticamente independentes, então:
pf = P(R < S) (2 .2)
Este problema algumas vezes ê referido còmo teoria de
A
s) dr ds (2.3)
A probabilidade de interferência é dada por
s) ds} dr
fR,S^r? = fR (r) ' fS (s) (2.4)
e portanto,
5PI = (r) fg(s) ds} dr
e integrando em s,
[1 - Fs (r)] fR (r) dr (2.5)
De modo semelhante, pode-se obter
■> s
■f
R ' "Spx - / { / fD (r) fo(s) dr} ds
e integrando em r,
PI = FR (s) fg(s) ds (2.6)
Fig. 2.1 - Situação representada por (2.3)
6A equação (2.5) representa o fato de que a probabilida 
de de interferência Pj ê á probabilidade da resistência estar 
no'intervalo (r, r+dr) e que S seja maior do que a resistên - 
cia, isto para todos os possíveis valores desta. A expressão (2. 
6) é interpretada de modo análogo, apenas que raciocinando quan­
to à solicitação, ou seja, que S esteja no intervalo (s, s+ds) 
e que R seja inferior à solicitação, para todos os valores da 
solicitação.
A probabilidade de interferência fica portanto determi 
nada pelos parâmetros das distribuições da resistência e da soli 
citação, de acordo com (2.5) e (2.6). Como o sistema ou falha,ou 
não falha, sendo as duas únicas possibilidades, dada a probabili 
dade de interferência, a confiabilidade fica automaticamente de­
terminada, pois sempre ocorre
C + Pj = 1 (2.7)
Dependendo das expressões da FDP e da FPA, considera - 
das, a probabilidade de interferência pode ser obtida por uma ex 
pressão analítica fechada, sendo que de vima forma geral, para u- 
so em computadores, ê mais conveniente resolver a integral por 
um método aproximado. Soluções exatas foram obtidas para diver 
sas combinações de distribuições. Assim, para o caso em que am­
bas sejam normais, Freudenthal [ 15'] obteve em 1956 a solução ana 
lítica. Para o caso de serem locrnormal f„ e f„, existe a solu-K o
ção, [3]; [l2]; [46], bem como quando as distribuições são expo­
nenciais, [l6] .
Para o caso em que ambas as FDP sejam normais, a proba 
bilidade de interferência pode ser dada por
Pj = 1 - * (z) (2'. 8)
onde
Z . _ Ü S _ Ü S ----- (2>9)
[°R2 + °S21 1//2
= média da resistêncis 
ys = média da solicitação 
oR = desvio padrão da resistência
7Og = desvio padrão da solicitação
sendo $ a função de probabilidade acumulada para a FDP normal 
padronizada.
2.2 - APLICAÇÕES DO CASO FUNDAMENTAL
0 caso fundamental representa conforme visto, uma situ 
ação independente do tempo, sendo um caso estático. No entanto, 
ê possível usar este conceito para obter a confiabilidade para 
vários processos de falha do sistema, mesmo que a solicitação re 
al não seja estática. Nestes outros modos de falha, em alguns ca 
sos ê possível usar a probabilidade de interferência calculada 
por (2.5) ou (2.6), como uma ferramenta no cálculo da confiabili 
dade. Eventualmente a probabilidade de falha obtida com o aiixí_ 
lio de Pj é o limite superior para o problema, representando as­
sim uma solução aproximada. Quando este limite superior de P^ 
for suficiente, para o estudo da confiabilidade em execução, en 
tão a solução aproximada é de grande valia.
Quando a solicitação ê aplicada sucessivas vêzes, des­
de que a função densidade de probabilidade se mantenha, ou seja, 
considerando a solicitação como um processo estocástico, este e 
estacionário, Freudenthal [17] expressa a probabilidade de fa­
lha em função do tempo, tomando por base Pj calculada por (2.5) 
ou (2.6). Mittenbergs [30] usa o conceito de interferência en 
tre a solicitação e a resistência, para obter a variação da con­
fiabilidade com o tempo, tratando a resistência do sistema como 
uma função decrescente no tempo, devido â possibilidade de dete­
rioração.
Em situações onde a confiabilidade ê variável com o 
tempo, é usual trabalhar com vima taxa de falhas, que para o caso 
em que as sucessivas aplicações da solicitação forem discretas , 
ou seja, o sistema é desativado e ativado várias vêzes, pode ser 
definida como [l]; [4]; [32] segue. A taxa de falhas h(N) ê a 
probabilidade condicional de que o sistema falhe na N-êsima apli^  
cação de S, desde que tenha sobrevivido a todas as*N-1 solicita­
ções impostas anteriormente. Para este caso, Freudenthal [16] 
fornece
8ou para P^ . pequeno, como normalmente é desejado,
h (N) = Pj (2.11)
desde que Pj seja independente de N. No entanto, Ang e Airiin [l] , 
demonstraram em 196 8 uma propriedade da taxa de falhas, de que 
esta é uma função monotonicamente decrescente de N, ou seja,
h (N) > h(N + 1)
para' todo N > 1. Com N = 1, então (2.10.) se verifica incondicio­
nalmente.
Para aplicações discretas da solicitação, conforme es­
ta sendo tratado, a confiabilidade é dada, em função da taxa de 
falhas, por,[l6]
h(N) = -ln (1 - p ) (2.10)
C(N) = exp [- / h(ç) dç] (2.12)
J0
e ê possível tomar um limite inferior para a confiabilidade, le­
vando em conta a propriedade de h(N) ser uma função decrescente, 
usando (2.11) ,
C (N) > exp [-N Px] (2.13)
Embora este processo esteja sendo aplicado para uma sq 
licitação que se poderia dizer discreta em relação ao tempo, é 
possível, de um modo aproximado, usar-se para uma solicitação di 
nâmica também, apenas que considerando não a distribuição de S, 
mas sim a distribuição dos máximos de S. Assim, estes máximos o- 
correm esporadicamente, sendo portanto possível o uso de(2.5) ou 
(2.6) e (2.12) por exemplo, apenas que tratando com a distribui­
ção dos picos da solicitação e não com fg diretamente.
Outro caso em que o conceito de falha por interferên - 
cia da solicitação e da resistência se aplica é quando o sistema 
falha, não por um valor específico da solicitação, mas sim atra­
vés de um acúmulo de dano, dano este provocado pelo valor instan
9tâneo da solicitação. Pela aleatoriedade da solicitação, o pró­
prio acumulo de dano, após um certo período de uso do sistema,se 
rã também aleatório. Por outro lado, ê possível a partir de en­
saios, obter o valor limite de dano, no qual o sistema falha. Co 
mo em todo dado experimental, este valor limite será disperso , 
quer pela imprecisão de medida, quer pela dispersão inerente ao 
sistema. Deste modo, para um período definido de tempo, é possí­
vel obter a confiabilidade em termos dé dano. Chamando de Dg o 
dano que solicita o sistema, devido ao seu uso, e DR o dano re­
sistente, ou séja, o dano que o sistema pode suportar sem fa­
lhar, a confiabilidade será
C(t) = P(Dg (t) < DR (t)) (2.14)
O dano solicitante é usualmente uma função crescente 
do tempo, e por outro lado, o dano resistente pode eventualmen­
te ser afetado pela idade do sistema, ou seja, seu tempo de uso. 
Assim, (2.5) ou (2.6) pode ser usada no cálculo da probabilida­
de de falha, para um valor prédeterminado do tempo, desde que se 
ja possível definir as distribuições de Dg (t) e DR (t), para o 
instante considerado, pois as FDPs são variáveis com o tempo, no 
caso geral.
Este tipo de problema de falha com acúmulo de dano ê 
típico em confiabilidade estrutural, quando um elemento ê subme­
tido a uma solicitação aleatória, de forma que o modo de falha 
característico,seja a falha por fadiga,do material que constitui 
a estrutura. O valor esperado do dano solicitante, E[Dg] , foi ob 
tido para o caso em que a solicitação é um processo aleatório , 
gaussiano e satisfazendo certas condições, [8 ] ,* [2 5].
Quanto a variância, alguns resultados aproximados fo­
ram obtidos por Crandall, Mark e Khabbaz, [7]. O dano que o ma­
terial pode suportar é obtido a partir de testes, apresentando u 
ma dispersão bastante grande estes resultados. Alguns dados que 
podem servir de referência se encontram na literatura, [39]; [45] 
[52] e [54], embora relativamente incompletos.
Assim, é possível selecionar uma distribuição estatís­
tica, que forneça aproximadamente o comportamento do dano resis­
tente, bem como para o dano solicitante, obtendo-se uma estimati_
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va da probabilidade de falha, para o tempo de uso considerado , 
[37].
2.3 - GENERALIZAÇÃO NO CÃLCULO DE P
Para a obtenção da probabilidade de interferência por 
meio da resolução de (2.5), através de computadores, ê necessã - 
rio partir para uma solução aproximada e o caminho habitual é o 
uso de um processo numérico de integração. Para que esta integra 
ção seja possível, os parâmetros de fR(r) e de fg(s) devem ser 
especificados, pois em caso contrário o valor da função integra­
da não poderá ser calculado nos vários pontos resultantes da di- 
>
visão do intervalo de integração.
Para as funções densidade de probabilidade seleciona - 
das neste estudo, com exceção da FDP de Weibull, que possui três 
parâmetros, as restantes necessitam de dois parâmetros para que 
fiquem perfeitamente definidas. Deste modo, P^ será uma função 
de ao menos quatro parâmetros, com o que torna-se difícil fazer 
uma representação adequada dos resultados. Outro problema é que 
como a integração exige valores numéricos, o resultado obtido fi 
ca válido apenas para este conjunto de valores que foi usado no 
cálculo.
Uma pesquisa bibliográfica sobre o assunto revela que 
os estudos efetuados [l3]; [48]; [46] entre outros, apresentam 
os resultados na forma de gráficos semelhantes ao mostrado na fi_ 
gura 2.2, onde cada curva é válida para uma combinação particu - 
lar dos coeficientes de dispersão, ficando Pj em função da rela 
ção entre as medias yR e ou algo semelhante. A representação
por meio de gráficos é o ideal para apresentar resultados numéri^ 
còs , porém a forma como habitualmente é feito, torna-se de pou­
co valor para a determinação de Pj, ou yR/yg, quando os valores 
reais de V_ e V0 não coincidem com os representados, pois háK o
necessidade de interpolar entre as curvas.
Para contornar este problema, foi idealizada uma repre 
sentação de P em função de duas variáveis, KQ e , definidas 
como funções adequadas dos parâmetros de fR (r) e fg(s), envolvi­
dos, de tal modo que para valores fixos destas variáveis, P^ se­
ja invariante, ou seja, a probabilidade de interferência não de­
pende dos valores particulares de cada um dos parâmetros, desdé








I 2 3 Vr/vs 4
Fig. 2.2 - Probabilidade de interferência entre solicitação nor­
mal e resistência normal, conforme VR e Vg/ [l3].
A idéia é de partindo de um espaço Rn , de dimensão i-
gual ao número total de parâmetros envolvidos no cálculo de Pj,
através das variáveis KQ e K^, denominadas a partir deste ponto
de fatores assintóticos, o que será justificado mais adiante, de
2fmir um espaço R . Este espaço bidimensional de componentes 
(K ; K^) deve ser tal que cada ponto corresponda a um único va­
lor de Pj. A figura 2.3 ilustra a correspondência pretendida.
Fig. 2.3 - Possibilidades para o cálculo de uma função a n variá 
veis.
Tl 10 percurso direto R -»■ R . ê o modo de cálcular Pj, òu
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seja, é obtido o valor da função
onde
X- t x2 f X3 > • • • } 
e X € s c Rn
através da integração direta, com o uso de (2.5) ou (2.6) , o
que representa a função h, para valores específicos de cada x..
' - 2 10 enfoque buscado neste estudo e o de definir um'espaço R de
tal forma, que a representação
PI = h2 (Ko ; Kl} (2.16)
seja unívoca e também que tenhamos
h2(Ko; Kl} = h(X) (2.17)
O espaço R é obtido de R , fazendo
Ko : ~ W ' -  (2-18)
e Kx = h ^ Y  x) (2.19)
com a condição
{y°> 0 íx±} ? * , {y?} c {x.}
e íyJ>-0 {x±} ? <f> , {yf} c {Xj^ }
e {yf} f (y°)
As equações (2.18) e (2.19) devem ser tais que (2.17)
2se verifique incondicionalmente. Uma vez obtido o espaço R , a 
probabilidade de interferência Pj é calculada para pontos (Kq ; 
K^) pré-determinados, com o uso de (2.5) ou (2.6), sendo os re­
sultados apresentados então em gráficos P-j. contra KQ e K^, que ê
Px = h(X) (2.15)
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a representação gráfica da relação (2.16).
Como exemplo de aplicação,, ê interessante considerar o 
caso em que tanto a resistência como a solicitação possuem para 
FDP a distribuição normal, ou seja,
fR (r) = — —
c.





i s " “c1 (-----s)2
Usando o fato de que uma combinação linear de variá­
veis normais também ê normal, é fácil obter-se (2.8) e (2.9).
Definindo os fatores assintõticos K e Kn, como,o 1
Ko - (2.20)
(2.21)
é possível isolar aR e ag e substituindo em (2.9) , vem
z = “r • "s







Definindo então Kq por (2.20) e por (2.21), a proba 
bilidade de interferência passa a ser função exclusiva dos fato­
res assintõticos, não importando os valores particulares de yR, 
yg, aR e ag, desde que quando substituídos em (2.20) e (2.21) ,
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Kq e permaneçam constantes. Assim as definições usadas para 
òs fatores assintõticos são.convenientes. Ilustrando esta repre­
sentação, temos a figura 2.4.
Fig. 2.4 - Representação do processo proposto, no ©aso solicita­
ção normal e resistência normal.
0 uso deste processo aqui é apenas ilustrativo, já' que
não chega a apresentar grandes vantagens, uma vez que existe uma
solução analítica exata que permite chegar à probabilidade de in
terferência. Quando no entanto ocorre um caso geral onde (2.5)
ou (2.6) não podem ser expressa em termos de funções elementares,
onde é necessário usar um método aproximado, então este processo
desenvolvido é de grande valia.
Deve ser ressaltado que o processo é válido apenas
quando ê possível dividir o espaço Rn , à exaustão, em conjuntos
S, mutuamente exclusivos, tais que cada conjunto leve a um único 
2
ponto em R , conforme (2.18) e (2.19).
3. Processo proposto
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0 processo proposto para a representação da probabili­
dade de interferência possibilita um uso mais completo dos resul 
tados obtidos pela integração (2.5) ou (2.6), jã que a curva ob­
tida não vai ficar restrita a valores específicos dos parâmetros, 
por exemplo aR e ag , que foram usados na integração. Com o uso 
dos fatores assintõticos, um único ponto do gráfico da função •:
(2.16) pode representar inúmeras possibilidades para os parâme - 
tros que caracterizam fR (r) e fg (s). A seguir o processo de cál­
culo é detalhado.
3.1 - DESENVOLVIMENTO DO MÉTODO
Conforme jã visto, o processo consiste em definir dois
fatores assintõticos Kq e K^, de tal forma que a igualdade (2.17)
se verifique. A priori é conhecida apenas a função = h(X)f de
finida por (2.5) ou (2.6), conforme o caso. Tanto as funções que
definem Kq e como a função K^) não são conhecidas, tor
nando o problema um tanto abstrato. O único modo de resolver o
2
problema de definição do espaço R , e por tentativas, ou seja,as 
funções hQ (Yo) e h^(Y^) são arbitradas-e após é verificado se
(2.17) ocorre incondicionalmente.
Uma vez definidas as funções h0 (Y0) e h-^(Y^ ), é possí­
vel explicitar um ou outro parâmetro que ocorre em YQ e de igual 
modo para Y-^ . É exatamente o que foi feito no exemplo em que as
FDPs eram normais, quando aD e a„ foram postos em termos de K ex\ p 2 o
K-^ , respectivamente. Assim, fixado um ponto (KQ, K-^ ) em R , os 
dois parâmetros explicitados ficam apenas parcialmente definidos, 
pois são ainda funções das componentes restantes dos vetores YQ 
e Y-^ . No exemplo solicitação normal e resistência normal, aR e 
Og eram ainda funções de yR e yg. Para ser possível a integração 
numérica, cada componente de X deve estar com seu valor conhe­
cido, de modo a computar o valor da função integrada nos pontos
de interesse. No entanto, apenas dois valores estão estipulados,
2
os que fixam o ponto em R , ficando no caso do exemplo, os valo 
res de yR e yg em aberto.
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Por outro lado, P^ deve ser função apenas do ponto 
(Kq/ K^), quaisquer que sejam os valores das componentes de X , 
segundo (2.16). As componentes de X devem ser apenas tais que re 
produzam o ponto (KQ, K^) escolhido, através de (2.18) e (2.19). 
Logo, para efetuar a integração usando (2.5) ou (2.6), o vetor
X escolhido é de importância secundária, apenas condicionado
2
ao fato de que o ponto em R seja respeitado. Assim, as componen 
tes explicitadas de X podem ser calculadas, usando Kq e de­
sejados, para qualquer valor das componentes restantes de Y Q e 
Y1. Tal ocorre pelo fato de que os valores calculados estão con 
dicionados aos arbitrados, de modo que o ponto (K , K^) seja man 
tido. Ou seja, P^. ê invariante em relação a todo X tal que
X e s , c Rnol
sendo S  ^o conjunto dos pontos de Rn , em que (2.18) e (2.19) fi 
cam satisfeitos, para os valores de Kq e K^, em consideração.
No caso do exemplo apresentado, tal se traduz no fato 
de que é possível arbitrar yR e yg e calcular aR e ag correspon­
dentes, que substituídos em (2.5), por exemplo, fornecem o valor 
de Pj. 0 importante é que este valor da integral ë invariante 
de yR e yg. Este fato parece bastante lógico se for lembrado que 
Pj depende apenas de z, e que para Kq e K^, dados por (2.20) e
(2.21), resulta,
z = [k~2 + K“2]“1/2
e logo invariante em yR e yg. Como na realidade P^ . é função a- 
penas de KQ e , os valores de yR , yg, ctr e crg considerados fo 
ram apenas \im passo intermediário para se chegar a Pj.
Quando for usada a integração numérica, de modo seme­
lhante ao que ocorreu no exemplo, é possível arbitrar um valor 
qualquer para uma ou outra variável, que não esteja conhecida. 
Desde que as funções de definição dos'fatores assintõticos este­
jam corretas, estes valores arbitrados não irão comprometer o re 
sultado da integração. Esta invariância de Pj, é utilizada justa 
mente para verificar se as funções hQ e h^ que definem os fato­
res assintõticos estão corretas.
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Ã primeira vista estes conceitos podem parecer um tan­
to estranhos, ou mesmo incoerentes, mas detalhando mais o exem­
plo considerado, o processo fica melhor esclarecido. Assumindo 
valores numéricos para os fatores assintõticos,
foram obtidas as curvas de fR e f g, para três situações, onde ca 
da uma representa as FDPs paira diferentes valores da relação yR/ 
yg. Para facilitar a representação, a média da solicitação foi 
considerada unitária. Em qualquer uma das situações temos z =
-3
2,572 e logo P = 5,06. 10 , segundo (2.8) e (2.9). As curvas 
de fR e fg estão nas figuras 3.1, 3.2 e 3.3, para uR/yg respecti 
vãmente iguais a 1,6; 2 e 2,5.
0 • 2 _ 3
Fig. 3.1 - Distribuições para a resistência e solicitaçao, com
V yS = x'6-
• - • -s .
As figuras acima citadas representam a situação que o- 
corre no caso da distribuição resistente ser normal e a solici­
tante também. Cada figura ilustra, para Kq e fixos, o compor­
tamento das FDPs, conforme o valor de yR e yg, onde esta última 
foi mantida constante e igual a um. Assim, na realidade a única 
influência é quanto à média da resistência, mas isto não é rele­
vante. O fato importante, que pela comparação das figuras torna- 
se flagrante, é de que aumentando o afastamento relativo entre 
as médias, as distribuições passam a ser mais achatadas, aumen -
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Fig. 3.2 - Distribuições para a resistência e solicitação, çom 
yl/uS = 2*
Mr/MS= 2,5 




Fig. 3.3 - Distribuições da resistência e da solicitação, com 
' yR/v!s = 2,5.
tando a dispersão de valores em torno da média. Isto fica bem ca 
racterizado pelos valores do coeficiente de dispersão, que para 
uma variável aleatória X, ê definido como
vx = (3.1)
Para a relação entre as médias de 1,6, o coeficiente de disper - 
são (COD) da solicitação ê de 0,20, aumentando para 0,333 e após
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para 0,500, quando MR/ys passa a 2,0 e 2,5 respectivamente.O que 
ocorre é que aumentando a distância entre as médias, as disper - 
sões, tanto da resistência como da solicitação aumentam, de tal 
modo que a probabilidade de interferência permaneça constante. A 
ãrea assinalada nas figuras 3.1 a 3.3, pode ser considerada como 
indicativa da probabilidade de interferência, embora não seja es 
ta exatamente, mas serve para facilitar a visualização do proble 
ma em questão [6]; [22]; [28]; [30]. Embora haja uma grande va­
riação na forma das distribuições, a ãrea assinalada em si ficou 
praticamente constante, reforçando a idéia de que P^ é idêntica 
para os três casos ilustrados.
A relação que governa a dependência entre o afastamen­
to das médias e o desvio padrão, quer da resistência, quer da so 
licitação, pode ser obtida a partir da equação que define o fa­




e isolando os desvios padrão,
°R =
°S =





ou então usando o conceito do coeficiente de dispersão, obtém-se
»
1 - v /yp
v = -----2 _ £  (3.4)
Ko
As equações (3.4) e (3.5) governam o comportamento de VR e Vg 
em função da relação yR/yg, para valores fixos do ponto (Kq/ K^). 
A figura 3.4 ilustra esta dependência, para os valores já adota­
dos de K e K, .o -L
I 2 3 Mr /*»s 4
Fig. 3.4 - Variação dos coeficientes da dispersão com yR/yg , pa- 
ra KQ = 5 e = 3, (normal-normal).
A figura 3.4 indica que com ^R/ys tendendo a um, os co 
eficientes de dispersão tendem a zero e logo os desvios padrão 
também, ou seja, as populações R e S tendem a ser deterministi - 
cos, aumentando rapidamente a concentração em torno da média. Ijs 
to ocorre justamente para que, embora bastante próximas as dis­
tribuições, a probabilidade de interferência não se altera.
Com este exemplo fica bem caracterizado o fato de que 
Pj é uma constante em relação a X , apenas que . X deve perten­
cer a So ,^ ou seja, os componentes x^ devem ser tais que seja 
mantido o ponto (KQ, K^). Assim, o próximo passo é selecionar al 
gumas funções densidade de probabilidade para uso como fR e fg.
3.2 - TIPOS DE FDPs PASSÍVEIS DE USO
No exemplo em que ambas as distribuições envolvidas no
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problema de interferência, entre a solicitação e a resistência , 
eram normais, foi visto que a constância de Pj com os parâmetros 
das FDPs, e portanto o sucesso do processo, é devida a um ajuste 
da dispersão de cada FDP, conforme a posição relativa destas. As^  
sim, ocorre uma observação importante, de que as funções densida 
de de probabilidade usadas no estudo, devem permitir alterar o 
seu coeficiente de dispersão, ou talvez, possibilitar que Vx ten 
da a zero, se necessário for< Tal ê uma exigência para que a pro 
babilidade de interferência seja- invariante quanto â X e  sQi* 
Este aspecto vai exigir que algumas distribuições sejam ligeira­
mente modificadas, para que esta variação do coeficiente de dis­
persão seja possível.
Quanto âs distribuições estatísticas a serem emprega - 
das, a de uso mais lógico é justamente a distribuição normal,tan 
to no caso da solicitação como no caso da resistência. Isto ocor 
re porque na maioria das aplicações ê possível recorrer ao teore 
ma do limite central, [4]} [lO]; [32], para justificar o uso da 
FDP normal.
Para a solicitação propriamente dita, além da distribu 
ição normal, outras distribuições serão empregadas. Podem ocor 
rer situações, em que a falha do sistema ocorre não pelo valor 
instantâneo da solicitação, mas sim pelos máximos que esta soli­
citação pode atingir. Para estes casos, então a distribuição que 
será significativa é a distribuição dos picos da solicitação. Se 
é válido supor uma distribuição gaussiana para S, então os máxi­
mos de S irão se distribuir segundo a função densidade de proba­
bilidade de Rayleigh. Assim, baseando-se no uso da FDP normal pa 
ra a solicitação, os picos seguem uma distribuição de Rayleigh. 
Por outro lado, existem situações em que não é possível dizer 
que a distribuição seja normal, provavelmente por não satisfazer 
as condições do teorema do limite central. Uma distribuição que 
nestes casos pode ocorrer é a FDP exponencial, conforme menciona 
do nas referências [ll] ; [16] ; [l8] ; [23] . Resulta deste modo pa 






No que se refere à resistência, a distribuição de 
Weibull [50], vem sendo empregada cada vez mais extensamente. A 
FDP de Weibull pode representar, no caso de confiabilidade em 
sistemas estruturais, tanto a resistência estática [4 9]; [50] , 
como a resistência dinâmica (resistência à fadiga) [6]; [28]; 
[-49]; [50] ; [54] , dos materiais usados na elaboração do sistema. 
Para o caso de outros sistemas, nada impede que a distribuição 
de Weibull seja usada para representar a resistência também , 
[49]; [50]. A distribuição normal, por si mesma já se justifica 
ficar incluída no estudo, resultando então para representar a 
resistência do sistema, as FDPs:
Weibull
Normal
Resta ainda um problema, no que se refere à proprieda 
de que diz respeito à possibilidade das distribuições terem seu 
coeficiente de dispersão variável. Isto é necessário para que 
o processo idealizado seja eficaz. Para a distribuição normal e 
a de Weibull, como ambas permitem a variação de Vx, este aspec­
to não apresenta problema.
Para a distribuição de Rayleigh, bem como no caso da 
exponencial, a variação de Vx não é possível, pois são caracte­
rizadas por um coeficiente de dispersão constante, igual a 
0,522723 e 1,0 respectivamente. Tornou-se assim necessário gene 
ralizar um pouco as distribuições exponencial e de Rayleigh, de 
modo que o coeficiente de dispersão possa ser variado conforme 
a exigência do processo de cálculo de P-j..
De modo a possibilitar a variação de VX7 foi usado um 
deslocamento do sistema dé coordenadas, ficando a FDP definida 
para x > xQ, sendo x q  o  deslocamento da origem, ab invés de 
ser definida para x £ 0, como ê habitual, [4] ; [lo];[3 2]. Com 
isto, foi possível aumentar ou diminuir a média, de acordo com 
a necessidade, sem que o desvio padrão seja alterado, uma vez 
que todos os momentos centrais, como a variância, não se alte - 
ram, [4]. Sendo o coeficiente de dispersão a relação entre o 
desvio padrão e a média, equação (3.1), para o primeiro fixo,a_l 
terando a média, altera-se como desejado. No Apêndice A4 es­
tá detalhado o método usado para obter as expressões generaliza
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das, tanto para a distribuição exponencial como para a de Ray­
leigh.
Sendo xQ o ponto a partir do qual a função densidade 
de probabilidade estã definida, e & uma medida adimensional 
deste deslocamento da origem, então na distribuição exponencial, 
o coeficiente de dispersão passa a ser
V x  — 1 _
com
onde X é o parâmetro que identifica a FDP exponencial.
Para a distribuição de Rayleigh,
Y _ ~ ^2 - V/2
x (1 - nr)AT72 + ar
com
Qr= x /a o
sendo a um parâmetro da distribuição de Rayleigh.
Com x =0, ocorre = 0, que ê o caso usual, resultan 
do assim = 1 e V x = 0,522723, que são os valores habituais , 
normalmente encontrados na literatura, respectivamente para a 
FDP exponencial e a de Rayleigh.
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4.Aplicações
Uma vez já exposto o processo de cálculo idealizado pa 
ra contornar o problema da representação de Pj, e escolhidas as 
distribuições que serão utilizadas, resta apenas aplicar o méto­
do, definindo Kq e K^, correspondentes, e calcular P . Antes di£ 
to, no entanto, é interessante detalhar mais um pouco o processo, 
na sua parte final, ou seja, no que se refere à maneira de obter
o critério para projeto do sistema, a 'partir da probabilidade 
de falha admitida. Dependendo do modo de falha, é possível então 
definir a probabilidade de interferência entre as populações re­
levantes no caso, conforme mencionado na secção 2.2.
4.1 - MODO DE OBTER O FATOR DE PROJETO
É desejado, a partir de P^. e dos dados referentes às 
distribuições que representam a solicitação e a resistência do 
sistema, obtèr uma maneira simples para sintetizar este#, de for­
ma 'a manter a probabilidade de interferência desejada. Neste es­
tágio de projeto, em que ê procurado sintetizar o sistema, a ma­
neira mais racional para atingir um critério de projeto, é usar 
um fator de projeto, definido como
n - val°r esperado da resistência 
N ' . valor esperado da solicitação
Este. fator fornece uma medida do afastamento relativo 
entre as médias das duas. populações, da solicitação e da resis - 
tência. Um fator de projeto superior à unidade, representa uma 
certa margem de resistência suplementar, isto raciocinando em 
termos das médias. Esta margem de resistência ê que vai compen - 
sar, em maior ou menor grau, as dispersões que ocorrem, fornecen 
do assim uma chance de falha adequada, representada pelo valor 
de P .
Em sistemas estruturais, este fator de projeto é seme­
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lhante ao coeficiente de segurança comumente empregado, apenas 
que aqui o fator de projeto ê definido 'em termos precisos. 0 coe 
ficiente de segurança é poucas vezes definido com exatidão, fican 
do um conceito vago e impreciso, [39], Eventualmente, ê definido 
como a relação entre a resistência mínima e a solicitação máxima 
[39], mas estes máximos e mínimos em si ficam subjetivamente espe 
cifiçados. Por outro lado, o valor do coeficiente de segurança é 
normalmente estipulado com base mais no bom senso e experiência 
anterior, do que em um estudo quantificado do problema, [l]; [13] 
[14]; [15]; [l6] ; [22]; [29]. Com o uso do critério da interferên 
cia de populações, i possível definir um valor õír.iterioso para o 
fator de projeto a empregar, tomando por base um valor de P-j. que 
seja economicamente adequado, conforme comentado èirr , [12] ; [l5] ; 
[17]; [47]; [46] ? [4 7] ; [48].
Retornando ao exemplo solicitação normal e resistência 
normal, ou de uma forma abreviâda, SNRN, os fatores assintõticos 
podem ser escritos, usando, os conceitos de fator de projeto e de 
coeficiente de dispersão, como
K = — (4.2)o n VR
1^
VS
Por outro lado, o valor de z é obtido a partir de Kq e
, por
z = [K“2 + K"2]“1/2 (4.4)
e assim, foi possível neste caso, obter a expressão analítica 
que a partir de (Kq ; K^) fornece P^ ., ou seja,
PI - h2 (V  Kl>
h2 (Ko; Ki) = 1 - ,f([Kõ2+ Ki2r 1/2>
A representação gráfica dèsta função, tomando P^ como
>
Ium parâmetro, está na figura 4.1, para PT = 10 1, i = 1 a 6. Pe-
la análise do gráfico, nota-se que as curvas são hipérboles, cu­
jas asslntotas não são os eixos coordenados, mas sim os valores 
de'KQ = z e = z, conforme pode ser observado também em (4.4) . 
Este z corresponde ao valor de P da curva considerada, segundo 
(2.8). 0 significado disto, é que com Kq -* °°, por exemplo, então 
■+ z e vice-versa, ou seja, para VR -> 0, então a probabilidade 
de interferência passa a depender essencialmente do valor de K^. 
Em termos físicos, isto se traduz no fato de que a resistência es 
tá passando a ser determinística' (com V -> 0, ou o que ê equiva -
lente, a„ 0) , è assim apenas o desvio padrão da solicitação pas R ***
sa a ser representativo, que é o fato fornecido por K^.
Fig. 4.1 - Curvas de Pj constante, função de Kq e K^, para o caso 
normal-normal.
A denominação de Kq e de fatores assintóticos surgiu
então justamente do fato de que para V (ou Vc), tendendo a zero,R o
a probabilidade de interferência passa a ser assintoticamente dar- 
da por (ou Kq). De modo semelhante, para Kq fixo, a probabilida 
de de interferência tende assintoticamente a um valor, dado por
1 - $(z), com -> Para as outras distribuições, a definição
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usada de K^, i = 0; 1, é tal que esta propriedade se aplica.
Das equações (4.2) e (4.3), é possível explicitar o fa 
tor de projeto e representando por nQ o obtido em função de Kq e 
n^ o obtido em função de K^,
n = ----1---- (4.6)
° l - * o VR
nx = 1 + Kx Vg (4.7)
Na resolução de um problema pratico, é especificado um 
valor para P^. e são conhecidos os coeficientes de dispersão VR e 
Vg, usualmente estimados a partir de amostras. 0 objetivo fi­
nal é chegar ao fator de projeto que forneça P^ ., para VR e Vg do 
problema.
No gráfico Ko x K^, a solução estará em um ponto parti_ 
cular sobre a curva de P^ igual ao especificado, porem ainda 
limitada ao fato de que as coordenadas deste ponto, quando subs­
tituído em (4.6) e (4.7), com V e V„ , correspondentes, devemK o
fornecer o mesmo fator de projeto. Isto significa que para V_. e 
Vg do problema, o ponto deve situar-se sobre uma curva em que 
sempre ocorra
nQ = ni (4.8)
ou seja, que o ponto (Kq; K^) esteja compatível com o problema 
físico. Assim, igualando (4.6) a (4.7), conforme exige (4.8), re 
sulta
K V-,
K, = -----2 _ E ---- (4.9)
V 1 - Ko V
K1 VSK = ---- ^ — ----- (4.10)
VR (1 + Kx Vs)
As equações (4.9) e (4.10) serão chamadas de equações 
de compatibilidade para o problema da interferência, no caso 
SNRN, pois conforme dito, asseguram que seja respeitado o aspec 
to físico do problema.
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A figura .4.2, que reproduz as curvas da figura 4.1, a- 
presenta também a curva de compatibilidade para o caso em que 
VR = 0,1 e Vg = 0,2. 0 ponto de intersecção da curva de compati­
bilidade com a de Pj que é desejado, fornece assim as coordena - 
das do ponto (KQ, K^) que satisfaz ao problema.
Fig. 4.2 - Obtenção do fator de projeto através da curva de com­
patibilidade.
Supondo então um exemplo onde ocorram os valores de
V_ e Vc antes citados, bem como uma probabilidade de falha do R b
sistema tal que exija para a probabilidade de interferência, um 
-2valor de 10 , dependendo esta do modo de falha, sera resolvido
como segue. A partir da figura 4.2, o ponto de intersecção entre
-2
a curva de Pj = 10 e a curva de compatibilidade para este caso 





logo valores bastante bons, considerando que este ê um processo 
parcialmente gráfico, na determinação do fator de projeto. Toman 
do as médias entre nQ e n^, vem n = 1,601 e comparando com a so­
lução que existe, [l] ; [3]; [l5] ; [2l] ; [29]; [34]; [35]; [37] ; 
[45]* [47]-; [48] , dada por
n = —  [l + /I - ôR ôs ] (4.11)
ÔR
onde
aR = 1 - (Z v r)2 
ís = 1 - (z vs)2
substituindo os valores, com z = 2,326, vem
n = 1,595
ou seja, uma diferença inferior a 0,5% entre a solução segundo o 
processo gráfico e a solução exata. Conforme já mencionado, para 
o caso SNRN, este processo não apresenta vantagem alguma, pela e 
xisténcia de (4.11), porém quando é usada a integração numérica, 
então o seu uso facilita enormemente o trabalho de obter n, que 
de outro modo deveria ser por iterações, ou então por interpola­
ção, [13]; [16]; [28]; [4 5]; [48].
4.2 - DEFINIÇÃO DOS FATORES ASSINTÕTICOS.
■ Para ser possível o cálculo da probabilidade de inter­
ferência, usando (2.5) ou (2.6), através do processo aqui expos-
2to, o primeiro passo e obter o espaço R . Este fica determinado 
através das equações de definição de Kq e K^, (2.18) e (2.19).As 
equações de definição foram obtidas tomando por base a proprieda 
de de assintoticidade das curvas de Pj. Este método foi estendi­
do de uma forma intuitiva âs várias distribuições consideradas.
O processo de definição de baseia-se no aspecto de 
considerar uma das populações como determinística, verificando 
então qual a expressão para a probabilidade de interferência.Nes 




ê tomado como a equação de definição do fator assintõtico corres 
pondente. Desta forma, a probabilidade de interferência, quando 
a dispersão de uma população tende a zero, passa a depender qua­
se que exclusivamente do fator assintõtico da outra população. 0 
processo de definição de foi aplicado a todas as distribui - 
ções, a menos do sinal em alguns casos, para evitar que seja
negativo.
Assim, para a distribuição normal, na solicitação e as_ 
sumindo que a resistência seja deterrninística, a situação é a 
representada na figura 4.3.
Fig. 4.3 - Solicitação normal, resistência deterrninística 
A probabilidade de interferência ê dada por
= 1 - Fs (jír) (4.14)
ou no caso, como ê normal,
P-j- = 1 - $ (z)
onde z vale
z = yR “ yS (4.15)
sendo esta função de yR, yg e ag que define univocamente a proba 
bilidade de interferência, na situação dada pela figura 4.3. Des 
ta forma, (4.15) ê conveniente para definir o fator K^, relacio­
nado a solicitação, quando fg for normal. Assim resulta portanto
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UR " WS (4.16)
e como não depende de qual FDP a resistência vai seguir na reald. 
dade, (4.16) pode ser aplicada sempre que a solicitação for nor­
mal.
Para o caso em que .a solicitação ê dada pela FDP de 
Rayleigh generalizada, a FPA correspondente ê
Fg (s ) = 1 - exp - -(
2 a - s
e com s = uR, resulta deste modo para o fator K-^ ,
u_ — s R O
a - s.
(4.17)
De modo semelhante é obtido o fator K^, quando a soli­
citação é dada pela FDP exponencial generalizada, como
K1 = PR ~ So
IA-
(4.18)
Quanto às distribuições estatísticas que representam a 
resistência, o processo ê análogo, apenas agora a solicitação ê 
tratada como determinística, ficando a probabilidade de interfe­
rência dada por
PI FR*MS* (4.19)
Para a resistência normal, a situação é a da figura 
4.4, e Pj será então dada por
Pj = $(z)
onde
"  yR z ** -------
°R
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Fig. 4.4 - Resistência normal, solicitação determinística






para ficar com o sinal positivo, pois em geral K o
Quando a distribuição fR(r) é a de Weibull, (4.19) se 
aplica na obtenção do fator assintõtico. A FPA correspondente à 
fR(r) de Weibull é
FR (r) = 1 - exp
r - r
- (-
e assim resulta para o fator assintõtico,
K = (— ----^ )  3
n -
(4.21)
Esta definição de Kq é a ideal, porém quando da verif:L 
cação da invariância de Pj quanto â 6, foi verificado que tal 
não ocorria, sendo necessário assim excluir 3 da função hQ,fi^  
cando,
(4.22)
Este fato, de que P não é invariante quanto a e, na
FDP de Weibull, vai provocar que o cálculo da relaçao h2(KQ; K^) 
ê válido apenas para um valor pré-determinado de 3, o que foi u-
sado na integração. Logo, na realidade deve ser usado um espaço
a três dimensões quando a FDP da Weibull é usada na resistência,
ficando então um ponto neste novo espaço, com componentes (KQ »
K^; 6). Uma característica da distribuição de Weibull, que pode
ser a justificativa deste comportamento, é a variação de forma





Fig. 4.5 - Distribuição de Weibull. Variação da forma com o expo
ente 8.
Assim, variando 3 as curvas deixam de ser similares, 
alterando sobremaneira o valor de P^, quando calculado por (2.5) 
ou então (2.6). No Apêndice A6 , foi introduzido um exemplo, pa­
ra o caso SNRW. Desta forma a representação P-j. = h2(KQ; K^) é 
na realidade um corte em Pj = h^d^; K^; 8), por um plano 8 =cte 
igual ao valor usado no calculo.
No Apêndice A3 está um resumo das expressões de K^,on 
de constam as de definição, bem como as expressões em função do 
fator de projeto, dos coeficientes de dispersão e dos fatores de 
deslocamento relevantes.
4.3 - COMBINAÇÕES DAS FDPs.
A partir das distribuições què foram escolhidas para a 
aplicação do método, ê possível formar seis combinações, dentre 
as quais a combinação solicitação normal e resistência normal , 
SNKN, não apresenta novidade/ embora as curvas correspondentes 
estejam no Apêndice A5, juntamente com as outras. As combina
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A escolha entre a expressão (2.5) e (2.6) para efetuar 
a integração, nas combinações em que a distribuição normal não 
aparece, é irrelevante. Quando no entanto a distribuição normal 
está presente, é aconselhável empregar a expressão em que se use 
a função densidade de probabilidade normal e a função de probabi 
lidade acumulada para a outra população. Isto é devido ao fato 
de que a normal não possui expressão analítica para a sua FPA. 
Com este procedimento evita-se que seja necessário resolver uma 
integral dupla numericamente, economizando bastante tempo de má­
quina.
Já definidas as combinações de FDP e obtidos os fato­
res assintõticos correspondentes, não fica restando nenhum outro 
aspecto para que seja feita a integração. Para obter a função in 
tegranda, foram seguidos os seguintes passos:
- Escolha da expressão (2.5) ou (2.6)
- Colocar as funções em termos dos fatores assintôti- 
cos
- Definir os limites de integração
0 uso de (2.5) ou (2.6) já foi justificado, quando é 
usada a distribuição normal. O segundo passo, e feito com a sub£ 
tituição no integrando, de duas variáveis, uma obtida das expres^ 
sões de Kq e outra da expressão de K^, de modo semelhante ao que 
foi feito no exemplo SNRN, na secção 2.3, para chegar à equação
(2.22),. As variáveis restantes podem então ser arbitradas, para 
o cálculo de P^, apenas que no caso da distribuição de Weibull , 
o valor de 6 deverá ser constante para uma série de resultados.
Sendo uma integração numérica, o intervalo de integra­
ção deve ser logicamente finito e o mais restrito possível, des­
de que compatível com a acuidade numérica desejada. Assim, o li­
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mite superior de integração sempre foi calculado de forma que a 
área desprezada, à direita, da FPAda resistência, fosse infe 
rior a 10 . Eventualmente a FPA da solicitação pode ser usada 
também. As figuras 4.6 e 4.7 ilustram a situação descrita acima.
Fig. 4.6 - Situação das funções fR (r) e 1 ” Fs ^  <3uando é usada 
a expressão (2.5).
Fig. 4.7 - Situação das funções fg (s) e FR (s), quando é usada a 
expressão (2.6).
Como na realidade sempre ocorre o produto de duas funções, 
fg (s) . Fr (s) o u  fR(r) [l - Fg (r) ] , onde FR (s) ou 1 - Fg (r) é me­
nor ou igual a um, a área desprezada é inferior a 10 Como PT
—  — “6está computado até valores da ordem de 10 , este limite supe­
rior é perfeitamente adequado.
Para o limite inferior, como em todas as combinações
36
sempre ocorre uma distribuição com deslocamento da origem, esta i^ 
rã fornecer o limite. Isto é devido ao fato de que estas distri­
buições não são definidas para x < xQ , sendo o ponto 
te inferior na integração.
o limi
4.3.1 - COMBINAÇÃO SRRW
A primeira combinação estudada ê a interferência entre 
uma população que segue a FDP de-Rayleigh e a resistência, que 
segue a FDP de Weibull. Para esta combinação, P-j. foi calculada u 
sando (2.5), ou seja,
[l - Fg (r)] fR (r) dr
onde então a e b são os limites de integração e





o, 6-1 -) exp





Neste caso, como nos outros em que a FDP de Weibull se 
faz presente, a integração foi feita para três valores de 6, a 
saber 6 = 1 ,  6 = 2 e B = 3 ,  que representa assim três situações 
para a função P-j. = h.j(Ko; K^; 6). Estes valores foram escolhidos 
por representarem aproximadamente a faixa usual em que se encon­
tram os valores de 6, [6]; [20] ; [28J ; [37]; [49j ; [50] . Assim, 
na realidade resultam três gráficos, um para cada 6, em que es­
tão dadas as curvas de P^, constante, em função de KQ e K^. Es­
tes gráficos são segmentos da representação espacial dada por h3 
ou seja, cortes por planos de 6 constante.
Os fatores assintõticos correspondentes são,
K =o
onde ç = r (i + i/e)
= ro/n •
K - yR " S°K1 ---------a - so
K, = ---1—  [n ( (l - nr)ç' + flr) - flr]
1 1 - n r
com í 1 = /ïï/2
fir = sQ/a
Colocando a função integranda em termos dos fatores ajs 
sintáticos/ e mudando a variável de integração para
x = r/n




:[n (1 - K0) + g - l] [K1 -g']/[g ~ Ko]-[k 1 - n 5']_
[n ( 1 - ç 1) + K, - l] - [k , - n ç']
1 1  ..(4.24)
x[n( 1 - K ) + ç - l]-[ç - n K 1 
e = ---------2------------------- 2_ (4.25)
n - 1
e[n(l - K ) + Ç - l] R
C = J:------- 2---------  [e_]3 1 (4.26)
n - i
Quanto ao limite inferior de integração, deve ser toma
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do como s /ti ou ^0/n , dependendo de qual for o maior, ou seja , 
já colocando em função de KQ e K^,
a = max (V1 y ’1'2) (4.27)
sendo Ç - n K
Y = ------- - ---- 2---- (4.28)
n(l - Kq) + Ç - 1
K, - n Ç 1 (ç - k ) 
v = -J:------- ------ :------ o--- (4.29)
K1 - ç' n (1 - Kq) + ç - 1
— —8 Para o limite superior, dado então por 1 - Fn (b) =10K.
ou seja, já considerando em termos da variável de integração,
b - ü
1 - fi.
(------)3 = 18,42 (4. 30)
w
e isolando b e colocando em função dos fatores assintõticos,
ç - n K + (n - 1) 18,421/B
b = --------------------------- (4.31)
n(l - Kq) + Ç - 1
Fixando um certo valor para 3, dentre os utilizados, a 
probabilidade de interferência passa a depender esclusivamente 
dos fatores assintõticos e do fator de projeto, já que Ç ê fun 
ção apenas de 3 ,,e ç1 ê constante. Assim, para um ponto (KQ; 
K^) fixo, resta apenas o fator de projeto como variável propria­
mente dita, sendo necessário dar -um valor a n , de modo a ser
possível a integração. Deste modo, para cada ponto pertencente a
2
R , apenas n deixa de ser definido numericamente, sendo portan 
to a variável que deve ter o seu valor arbitrado, para tornar 
possível a integração. Quanto à invariância da probabilidade de 
inteírferência, é verificada através dos valores de Pj, calcula - 
dos para diferentes n. No caso, foi usado n = l , 6 , n = 3 , 0 e n =  
10, que fornecem uma faixa onde situam-se os habitualmente usa­
dos .
Como a equação ^(K^y n^° ® conhecida â priori, a
igualdade (2.17) não pode ser verificada analiticamente, sendo o
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modo descrito, de calcular Pj para um ponto (KQ; K-^ ) , para diver 
sos n, a maneira uSada para testar a invariância. No Apêndice 
AS ' estão as tabelas usadas para verificar se esta constância de 
Pj se mantém, para n = 1,6 e n = 10.
4.3.2 - COMBINAÇÃO SERW
Para o caso em que a solicitação é dada pela distribui^ 
ção exponencial generalizada e a ■solicitação pela FDP de Weibull, 
a probabilidade da interferência foi obtida de
FR (s) fg(s) ds
onde então







Aqui também foram fixados três valores para g, sendo 
obtida a relação P-j. = h2(KQ; K^) para cada um destes valores. Os 
fatores assintõticos correspondentes são





ae = so x
Colocando o integrando em função dos fatores assintóti^
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cos, Kq e K^, passando ainda a variável de integração para
x = s A
resulta
onde
FR(s) fg(s) ds = {1 - exp£- e®j }exp[-e2]c dx (4.32)
x(Ç - K ) - Ç + n K
e = ------- 2---------.--2 (4.33)
1 n - 1
x(Kn - 1) - K., + n
e0 = ------------------ ' (4.34)
 ^ n - 1
1 " K1C = -----i (4.35)
1 - n
Para o limite inferior de integração, como ambas as 
funçõès densidade de probabilidade envolvidas possuem um desloca 
mento na origem, então,
a = maxí^; y^) (4.36)
sendo
e colocando em função dos fatores assintõticos,
n - K,
¥ = ------ (4.37)
1 “ Ki
n K - £
ï, = ---2---- (4.38)
Ko - 5
O limite superior, limitado pela FDP da solicitação,se 
gundo a figura 4.7, é então
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b - 0.
1 -  fi.
= 18,42 (4.39)
e isolando b, bem como colocando em função de n e K^,
n - K, - (n - 1) 18',42 
b = -- :--±----------------  (4.40)
1 - K1
Como no outro caso, Pj passa a depender apenas de KQ, 
e n, para 3 fixo, sendo também verificada a invariância de 
Pj, pelo seu computo, para diversos valores do fator de projeto. 
No apêndice A8 constam as tabelas geradas para esta verificação.
4.3.3 - COMBINAÇÃO SNRW
Para a última combinação que usa para a resistência a 
distribuição de Weibull, foi escolhida uma solicitação cuja FDP 
seja normal.
A probabilidade de interferência foi computada por
.b
FR (s) fs (s) ds
onde






-, s - 
i (-----§)2
Como a FDP de Weibull é usada, foi feito o mesmo pro­







com Vs = as/yg
A função integranda, jã em termos dos fatores assinto- 
ticos e com a variável de integração dada por
x = s/cjg
é fornecida por
FR (s) fg(s) ds = {1 - exp [- e^ j }exp[- — e2J C dx (4.41)
sendo
x(ç - K ) n K - ç
e = - ------+ ------2---- (4.42)
K1 n - 1
K1e9 = x -----—  (4.43)
n - 1
C = —  (4.44)
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Para o limite inferior de integração, é usado
a = ro/°S
e em função do fator de projeto,
K, (Ç - n K )
a = -------------2- (4.45)
(n - 1) U  - Kq)
O limite superior é dado pela FDP normal, para o valor
— 8 ~ de 10 da área à direita. Isto representa 5,61 desvios padrão a
lém da média, ou seja, jã em termos da variável de integração u~
sada, estendendo para 6 desvios padrão,
yc + 6 ac 
b = — ------ -
°S
e em função dos fatores assintõticos,
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K1
b = + 6 (4.46)
n
Aqui também a invariância de P-j. foi verificada através 
de diferentes valores arbitrados para o fator de projeto confor­
me estã no Apêndice A8.
4.3.4 - COMBINAÇÃO SRKN
Com a solicitação dada por Rayleigh e a resistência ca 
racterizada pela FDP normal, Pj foi calculada por
[l - Ffi (r)] fR (r) dr
onde
[l - F_(r)j = exp
f (r) = — --  exp
/2tt
- -  (---- — ) 2
2 an
Neste caso, não há qualquer problema, de maneira que 
um único gráfico representa todas as possibilidades para a combi 
nação. Os fatores assintõticos correspondentes são
VR yS
R
K. n - 1
n VR
K1 =
yR ~ So 
a - s„
A função integranda, posta em termos dos fatores assin: 
tõticos e usando para variável de integração
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ê dada como
[l - Fg (r)] fR (r) dr = exp [- ife-^ + e22)]c dx (4.47)
onde então
K - Ç ' n K ' - K,
e = x — ----- + ----- :-- - (4.48)
K0 n - 1
n Ko
e2 = x -------- (4.49)
n - 1
c -  1/ 2tt
O limite inferior de integração é dado por
e em função dos fatores assintõticos,
K (K, - n ç 1)
a = — — ---------- (4.50)
(n-1) (Kx - ç ')
e usando para o limite superior, seis desvios padrão além da mé­
dia da resistência
“r + 6 “r b = ---------
aR
ou então n K
b = ---2 + 6  * (4.51)
n-1
Como nos outros casos, a expressão final de P-j. fica de 
finida a menos do fator de projpto, para um dado ponto (Kq; K^). 
Assim a invariância de P-j. é verificada também assumindo diversos 
valores para n e comparando os resultados, como consta no Apên 
dice A8 para n = 1,6 e 10.
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4.3.5 - COMBINAÇÃO SERN
A última combinação estudada e o caso de uma solicita­
ção exponencial e uma resistência com FDP normal. A probabilida­
de de interferência foi computada por
Pj = J [l “ Fg(r)] fR(r) dr
com
[l - F-(r)] = exp
x - x.
1/X - x.
fp(r) = — :--- exp
/2ÏT 0R
1 r - vD
- A<------^->2
2
Como no caso anterior, um grafico Kq e apenas pode 






I A  - an
O integrando, posto em função de KQ e K^, passando a 
variável de integração para
x = r/a.
é dado por
[l - Fg(r)] fR (r) dr = exp [- ex - - e22] C dx (4.52)
onde
(4.53)
K n - 1
O limite inferior de integração é dado por
a = s /a_, o' R
e em função dos fatores assintõticos,
n - K,
a = K ----------- ---- (4.55)
(1 - Kx) (n - 1)
Usando a mesma definição do limite superior, do caso anterior,
n-1
b = ---- + 6
Neste ponto, foram esgotadas as combinações entre fR e 
fg, usadas para ilustrar o processo, jã que a combinação SNEN não 
necessita ura método aproximado para obter P^, conforme visto em 
4.1. Com o processamento de cada combinação, para vima série de
pontos (K ; K,), escolhidos a partir da propriedade de assintoti
® - —6cidade comentada, para os valores de P-j. até =10 , foram obti­
das várias tabelas. Algumas destas, usadas para verificar a inva 
riância de Pj com n, estão no Apêndice A8. A partir das tabelas, 
foram então obtidos os gráficos de curvas de P^ constante, em um 
sistema Kq x  que estão no Apêndice A 5. Estas curvas é que
realmente irão ser usadas na obtenção do fator de projeto em um 
problema de aplicação, de modo semelhante ao que foi feito na 
secção 4.1.
A obtenção de n se baseia na intersecção da curva de 
Pj com a curva de compatibilidade do problema* Esta curva de com. 
patibilidade é a que satisfaz a equação (4.8), sendo diferente a 
sua forma para cada combinação. Estas equações de compatibilida 
de estão junto ao gráfico correspondente, no Apêndice A 5. Estas
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foram obtidos das expressões de Kq e K^, em função do fator de 
projeto, como (A3.2) e (A3.15), no caso SNRW, de forma análoga 
ao feito em 4.1, para SNKN.
4.4 - EXEMPLOS
Alêm do exemplo usado para ilustrar todo o processo 
de obtenção do. fator de projeto, quando ambas as distribuições 
foram tomadas como normais, os exemplos que seguem mostram que
o processo é exatamente o mesmo, nos outros casos, apenas que 
são usados os gráficos correspondentes à combinação.
4.4.1 - Sendo a solicitação exponencial, sem deslocamento da o 
rigem, ou seja, = 0, para uma resistência normal com coe­
ficiente de dispersão VR = 0,10, o fator dé projeto é então ob 
tido como segue.
Do Apêndice A5.5, as equações de compatibilidade são
K _ fle + V 1 - V  ~ 1
° (ne + Kl(l - ae))vR
k _ 1 - V 1 ~ Ko V
1 (1 - ko vR)(i- «e> '
Para = 0, as equações de compatibilidade simplif_i 
cam-se para:
K - i




Na figura 4.8, está a curva de compatibilidade para es 
te caso, com íJ = 0 e V = 0,10.© K
0 5 10 Ko 15
Fig. 4.8 - Curvas de Pj constante para o caso SERN, com a cur­
va de compatibilidade.
Os pontos de intersecção da curva de compatibilidade, 
conforme a curva de Pj considerada, foram obtidos como,
PI (Ko'* Kl> no nl n
IO-1 (5,72; 2,32) 2,34 2,32 2,33
10-2 (7,95; 4,72) 4,88 4,72 4,80
10-3 (8,60; 7,10) 7,14 7,10 7,12
IO
 
i—1 (8,95; 9,55) 9,52 9,55 9,54
O
1 <_n (9,20; 12,10) 12,50 12,10 12,30
IO'6 (9,30; 14,20) 14,29 14,20 14,25
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Como no caso = 0 , então ni = e nQ foi cal­
culado por
.....1. . .
no = ----------  (4.56)
1 - 0,1 Kq
A última coluna representa a média entre nQ e n^, que 
por efeito da leitura grafica dos pontos, não são exatamente i- 
guais.
Um fato interessante é de que a curva de compatibilida 
de tende assintoticamente para K0 = 10 . Este efeito se torna 
óbvio ao analisar a equação (4.56), pois para K0 -> 10 , nQ -»■ °o, 
ou seja, seria necessário um afastamento infinito entre as mé­
dias.
4.4.2 - Um caso mais prático, pode ser ilustrado por uma estrutu 
ra, cuja solicitação seja devido à ação do vento que incide. A 
solicitação, depende da velocidade do vento e esta pode ser consi 
derada como aleatória. Uma distribuição exponencial ajusta-se ra 
zoavelmente neste caso, [4], onde então
fS(v) “  ^ exP [~^v]
onde v no caso representa a velocidade do vento, em m/s e 
quanto à X, [4],
X = 0,074 s/m
A estrutura deve ser projetada para resistir ventos a- 
té uma certa velocidade, ou seja, a resistência ê também referjL 
da a uma velocidade. Esta resistência é suposta normal, com coe 
ficiente de dispersão Vr = 0,10 . A dispersão ocorre pelo efei 
to cumulativo das tolerâncias dimensionais, da dispersão na re 
sistência do material, bem como da qualidade da mão de obra, [2]; 
[5] ; [22] ; [28] ; [43] . O efeito mais pronunciado no aspecto dji 
mensional, ê da espessura do material usado, [22].
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Como fie = 0 e Vr = 0,10 , a curva de compatibilida 
de aqui é a mesma já tratada no exemplo anterior. Deste modo , 
os fatores de projeto calculados se aplicam. Da definição deste, 
a média da resistência é,
Vir = n . ys 
e usando a equação (A2.4),
Ug = 13,53 m/s
logo, a velocidade para que a estrutura deve ser projetada, com 
Pi = 10“2 , é
yR = 64,93 m/s
4.4.3 - Seja um elemento estrutural carregado axialmente, como i 
lustrado na figura 4.9 . Por uma série de efeitos, a carga di^  
ficilmente irá.situar-se exatamente sobre o centro de gravidade 
da secção, sobrepondo à tensão nominal uma tensão de flexão. A
elemento sob tração.
Supondo que a excentricidade, segundo o eixo 0x seja 
normal, de desvio padrão Ox e a média nula, bem como para o ei_ 
xo 0y, sendo então estatisticamente independentes, a excentrici 
dade total é dada por:
Z ■. = \/x2 + y 2
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Assim, com X e . Y sendo normal com média nula e idên 
tico desvio padrão, Z possui então uma distribuição de Rayleigh 




Por outro lado, para uma secção circular, a relação en 
tre a tensão máxima que atua e a tensão nominal, é, [37] ,
k = 1 + 8
e supondo que o diâmetro seja determinístico, então, [4]; [32],
d . fc-1 





1 k - 1 21 
2 8 aX/d
ou seja, a relação entre a tensão máxima e a nominal se distribui 
segundo a FDP de Rayleigh generalizada, onde
x0 = 1
a = 1 + 8 ax
segundo (Al.5).
Tratando a solicitação como a relação entre a tensão 
máxima e a nominal, então fs se distribui segundo Rayleigh, com
Çl-V- .
1
1 + 8  ^x/d
e a resistência deve ser tomada, portanto, como a relação entre a
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tensão de falha, do material usado no componente, e a tensão nomi. 
nal. Se a tensão de falha é normal, então a relação entre esta e 
a tensão nominal também o é, ficando fixo o coeficiente de disper 
são, jã que tanto o desvio como a média são afetadas pelo mesmo 
fator. Desta forma, a interferência SRRN se aplicada e com Pj = 
IO”2 e Vr = 0,05 , para obter a curva de compatibilidade, apên 
dice A5.4, falta o valor de .Para este ê necessário a rela
ção üx/d / ou seja, o desvio padrão da excentricidade e o diâme 
tro da secção. Estimando como 0,01 esta relação, então
fir = 0,926
ou seja, um deslocamento da origem bastante grande.
Na figura 4.10, está a curva de compatibilidade para 
VR = 0,05 
= 0,926
e o ponto de cruzamento com a curva de Pj = 10~2 ê
(3,20? 3,82)
e assim vem
nQ = 1,190 
nx = 1,186
com média 1,188.
Usando a notação de <J0 
tensão de falha do material e 
do ao efeito sobreposto de flexão,
V aF/ao 
1 ‘ p V co
onde Oy^ /a0 ~ k , se distribui segundo Rayleigh, logo a média é
para a tensão nóminal, Op a 




yaM/ao " X° + (a " Xo) 
e substituindo os valores,
*'tv ao = 1,100
Desta forma, então,
VoF/o0 = 1/307
Como a tensão nominal é tratada aqui como determinísti- 




Apenas para obter valores numéricos, sendo yap=30 
e a força de 1,8 . 10^ N, a tensão nominal que deve ser usada é,
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oQ — 229,5 N/mm2
e assim resulta um diâmetro
d = 99,3 mm
sendo especificado portanto 100 mm . Isto implica que o desvio 
padrão da excentricidade, ox / deve ser de 1 mm, para que o cál_ 
culo se aplique. Este valor de cx , embora bastante pequeno, e
-  -  _  O
xigiu uma redução de = 30% na tensão resistente, para Pj=10 .
Com estes exemplos, embora em pequeno número, ilustram 
bem as possibilidades de uso dos gráficos K0 x , bem como um 
caso em que a FDP de Rayleigh generalizada ocorre.
5.Conclusões
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0 processo proposto, para o calculo e representação 
da probabilidade de interferência, entre a solicitação e a re­
sistência de um sistema, mostrou-se bastante eficaz, conseguin­
do, na maioria das distribuições estudadas, resumir bastante o 
volume de dados, para obter uma informação. Desta forma, nos 
gráficos das combinações SERN e SRRN, bem como no caso SNRN, re 
presentam cada um deles todos os possíveis valores dos parâme­
tros de cada uma das distribuições, que levam a PT desde 10  ^a 
tê 10 , conforme mostrado.O uso dos fatores assintõticos ê que 
tornou possível esta concentração de informações tornando mais 
geral e completa a representação da probabilidade de interferên 
cia.
Uma limitação do processo foi detectada durante o es­
tudo, no caso em que a distribuição de Weibull é usada. Para es 
ta FDP, que fica determinada por três parâmetros, n, x q e 3, es 
te último teve que ser excluído do fator assintõtico correspon­
dente â distribuição, pelo fato de que a relação (2.17) não se 
verificou, várias razões para este comportamento foram sugeri - 
das, que para serem confirmadas, ou não, é necessário um estudo 
particular neste aspecto.
Como primeira possibilidade, a influência de'6 sobre 
a forma da FDP foi assinalada. Deste modo, embora a distribui - 
ção venha a se ajustar ao a,fastamento entre as médias, uma mu­
dança em 3 faz com que a curva deixe de se manter similar,per 
turbando desta forma a constância de Pj. As figuras 3.1 e 3.2 
e a figura 4.5 ilustram bem este aspecto. Outra possível causa 
ê que a definição de KQ com o expoente 8 incluído, passa a a- 
presentar uma não linearidade, tanto mais acentuada quanto 
maior 6. Esta não linearidade pode então eventualmente levar a 
problemas. Como última possibilidade imaginada para a influên - 
cia de S, que pode ser tratada como outro modo de apresentar a 
primeira, ê de que as distribuições usadas devem possuir o coe­
ficiente de assimetria constante. Este é uma medida adimensio - 
nal da tendência dos ramos da distribuição, ou seja, da sime­
tria da FDP, definido como, [4]; [13} ,
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onde ê o terceiro momento em relação â media e o desvio 
padrão, [4]; [19]. Para a distribuição normal, y^ = 0- Na FDP 
exponencial, assim como na de Rayleigh, y^ é constante,qualquer 
que seja o coeficiente de dispersão. No entanto, para a distri­
buição de Weibull, o coeficiente de assimetria é uma função de 
3, [4]; [l3]; [20]. Desta forma, y^ deve ser mantido constante 
para que o processo se aplique, nos casos em que a FDP de Wei­
bull ê usada. Esta constância de y^ ê obtida então fazendo o 
cálculo de P^, para um valor de 3 prê-fixado. A variação do 
coeficiente de assimetria destroi a similaridade entre as cur­
vas da FDP, alterando a área sob a curva, em pontos homólogos . 
Um modo de verificar, se esta mudança do coeficiente de assime­
tria é a causa do problema, seria usar uma distribuição em que 
y^ não seja constante, como por exemplo a distribuição gama ou 
a lognormal [4] .Se tal for verificado, qualquer distribuição 
a três parâmetros irá comportar-se de modo semelhante ã FDP de 
Weibull. Isto se baseia no fato de que com três parâmetros, a- 
lêm da média e do desvio padrão, o terceiro momento passa a ser 
representativo na definição dos parâmetros.
Conforme já mencionado, o processo lógico de verifi - 
car a invariância de P^ com X 6 s0i' ® segundo a equação (2. 
17). No entanto a função h2 (K ; K^) é normalmente conhecida ape 
nas pelo seu gráfico, como os apresentados no apêndice A5, pois 
apenas no caso SNRN, a expressão analítica de foi obtida. 0 
modo usado para a verificação foi então comparar os valores cal. 
culados de P^, para diversos fatores de projeto, como citado na 
secção 4.3, pois é o único valor não conhecido, se o ponto (KQ; 
K^ ) é dado. Assim, através da comparação entre as tabelas obti­
das, foi possível comprovar a invariância de P^, demonstrando o 
acerto do processo para expressar a probabilidade de interferên 
cia.
Nos gráficos para os casos SRRN e SERN, nota-se, prin
-2cipalmente na curva de P = 10 , uma mudança na curvatura do 
ramo vertical, sendo interessante investigar o comportamento 
destas combinações, em maior detalhe. As tabelas foram obtidas
Y1 = m3//°X3 (5.1)
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para Kq > 1, e assim, é aconselhável obter outros pontos, com 
Kq 1 1, de forma a representar melhor o comportamento das cur­
vas .
Um aspecto que pode comprometer o sucesso, ou mesmo o 
uso do processo, é a falta de um maior número de dados de grande 
parte das variáveis que influem em um projeto, no que se refe­
re aos parâmetros e mesmo ao tipo de distribuição a usar. Assim, 
para sistemas em que este processo de projeto deve ser usado, é 
essencial uma pesquisa cuidadosa para levantar todos os dados ne 
cessários, a um nível de confidência adequado.
Conforme já foi dito, mas convim ressaltar, o processo
é válido quando for possível dividir o espaço Rn até a exaustão,
em conjuntos S, que sejam mutuamente exclusivos de tal modo que
2um dado conjunto leve sempre ao mesmo ponto em R .
Finalmente pode-se incluir aqui algumas sugestões para 
uma pesquisa futura neste campo, em decorrência do que foi veri­
ficado neste estudo.
- Em primeiro lugar é altamente vantajoso um estudo de
talhado nos aspectos que levaram à exclusão de g na definição de
K na FDP de Weibull.o
- Uma pesquisa bibliográfica cuidadosa para levantamen 
to de todos os dados disponíveis para qualquer variável que ve­
nha a inferir em um projeto, é também desejado, pois irá facili­
tar a expansão no uso do processo.
- Outras variáveis podem ser estudadas através de en­
saios em amostras, sendo este trabalho indicado tanto para a so­
licitação que age, como para a resistência.
'.Uma extensão do método à outras combinações de dis­
tribuições também é digna de estudo, podendo ser um trabalho su­
plementar, bem como no caso de ser usada a FDP de Weibull, obter 
os gráficos KQ x para outros valores de $.
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EXPRESSÕES PARA AS DISTRIBUIÇÕES USADAS
Este apêndice funciona apenas como referência, onde 
estão as expressões da FDP e FPA correspondente, para cada uma 
das distribuições usadas. A .variável aleatória é X, sendo x um 
valor particular. Para as distribuições com deslocamento da ori_ 
gem do sistema de coordenadas, tanto f^ como F^ são definidas 
para x > x q , sendo nulas para x < x q .
DISTRIBUIÇÃO NORMAL
f (x) = ------ exp
X /27IT aX
1 X ”- A (-----x)2
2 ox
(Al. 1)
Fx (x) fx (ç) dç (Al.2)
DISTRIBUIÇÃO EXPONENCIAL GENERALIZADA





Fx (x) = 1 - exp
x - x.o
1 / X oJ
(Al.4)
DISTRIBUIÇÃO DE RAYLEIGH GENERALIZADA
X - X.
ÍX (X) ■=
(a - X Q )2
exp
1 x -- x1 (--- 2)2
2 a - x q
(Al.5)
Fx (x) = 1 - exp
1 x  -
-  <------°)2





fx (K) = Oi ß-1 -) exp
X - X
(Al.7)
n - xo T, - xo n - X,
Fx (x) = 1 - exp
X - X
- (-





Neste Apêndice é fornecida a relação existente entre 
a media y e o desvio padrão ov, com os parâmetros que caracte-A X
rizam cada uma das distribuições. A expressão para o coeficien­
te de dispersão ê também fornecido, sendo função do fator de 
deslocamento para a distribuição de Weibull, bem como para a ex 
ponencial generalizada e para a FDP de Rayleigh generalizada.
DISTRIBUIÇÃO NORMAL
E[X] = vx (A2.1)
E[ (X - yx)2] ~ ax2 (A2.2)
Vx =* QyJHx (A2. 3)
DISTRIBUIÇÃO EXPONENCIAL GENERALIZADA
Vx = 1/X (A2.4)
crv = — - x (A2. 5)
A
V ' = 1 - n (A2.6)
À 6
Í2 = x^ X (A2.7)e o
DISTRIBUIÇÃO DE RAYLEIGH GENERALIZADA 
y v - x __




= /2 - tt/2 = <J>' (A2.9)
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(1 - n )<r
V = --------- £----- (A2.10)
(1 - nr)ç' + nr
= xo/a (A2.11)
DISTRIBUIÇÃO DE WEIBULL
VX “ X o— ----- = r (1 + 1/ß) = ç (A2.12)
n - xo
aX2--------- = r(l + 2/3) - r2 (1 + l/ß) = <f,2 (A2.13)
(n -  x Q)2
(1 - o )*
V = --------- ----- (A2.14)
(1 ■ ßw ){ + aw
!iw = x0/n (A2.15)
APÊNDICE A3
FATORES ASSINTÕTICOS E FATOR DE PROJETO
Na secção 4.2, os fatores assintõticos Kq e foram 
definidos para cada distribuição. Aqui estão reunidas as diver­
sas expressões de definição, bem como as expressões em função 
do fator de projeto. Para cada expressão de Ki, i possível ex­
plicitar o fator de projeto correspondente, n.^ , que irá forne­
cer depois as equações de compatibilidade, conforme (4.8). Es­
tas expressões de n^ foram incluídas neste apêndice.
DISTRIBUIÇÃO NORMAL
- Solicitação -
Kx = — ----- (A3.1)
as
K, = n ~ -1- (A3.2)
VS
nl = 1 + K1 VS (A3.3)
- Resistência -
V -p — V* c
K * — ----- (A3.4)o.
°R
o n VR
n = ----±---- (A3.6)




K = ----- ê (A3 . 8)
1 l - ae
nl = Qe + Kl (1 ” üe'i (A3.9)
DISTRIBUIÇÃO DE RAYLEIGH GENERALIZADA
"  SnK = _£----2 (A3.10)
a - so
n ç' + fi(n(l - £')- 1)
K = -------- ---------------  (A3.ll)
x 1 - nr
fi + K (1 - fi ) 
n = _£----i------£_ (A3.12)
n + ç' (1 - fi )
DISTRIBUIÇÃO DE WEIBULL 
yS " roKq = — ----2 (A3.13)
(1 - fi )ç - fi (n - 1)
K = ------22------™------- (A3.14)
n(l - fiw)
fi + ç(l - fi )
n. = — ----------—  (A3.15)
fi + K (1- fi ) w o w
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APÊNDICE A4 
TRANSLAÇÃO DO SISTEMA DE COORDENADAS
Conforme visto na secção 3.2 , uma propriedade que. 
as distribuições, usadas neste estudo, devem possuir,é permitir 
variar o seu coeficiente de dispersão, conforme a exigência. 
A distribuição exponencial, bem como a de Rayleigh, na forma u- 
sual, não permitem esta variação, sendo constante a relação en­
tre o desvio padrão e a média. Para contornar este problema,foi 
usada uma mudança na origem da distribuição, com o que a média
i alterada, ficando fixo o desvio padrão.
Uma maneira relativamente simples e imediata para ob­
ter as expressões de f^ e Fx , bem como a média e desvio padrão, 
para a distribuição exponencial generalizada, ou seja, com mu­
dança na origem, como da distribuição de Rayleigh generalizada, 
é usando a FDP deWeibull.
A distribuição de Weibull, na sua forma mais geral , 
possui para FDP e FPA respectivamente,
£x (x> =
3 x - x'o. e-i— ) exp










sendo definidas para x > xQ.
O parâmetro xQ é um deslocamento da origem do sistema 
de coordenadas, que em um caso particular pode ser feito igual 
a zero, resultando para fx (x) assim,
f X ( x > = ~  ( x A )  B - 1 e x P [~ ( x / n ) 6]
Por outro lado, a FDP de Rayleigh é 
f x (x) =(x/a2) exp [-1/2 (x/a) 2]
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para x > 0. É fácil de comprovar, que fazendo na distribuição 
de Weibull 3 = 2 e n2 = 2 a2, resulta a própria distribuição de 
Rayleigh, podendo assim ser pensada como um caso particular de 
Weibull, onde então
6 = 2 
n = a tÍ2
Para obter a expressão da distribuição de Rayleigh 
com uma translação da origem, ou seja, a FDP de Rayleigh genera 
lizada, é válido então usar a expressão geral para a FDP de We_i 
buli, com 3 = 2 ,  apenas que agora deve ser usada a relação, [4]
n - x
a - x.
A distribuição de Rayleigh generalizada é portanto
x - x
(o - X Q )2
exp ; x > x q (A4.2)
A média e o desvio padrão de Weibull são relacionados 
com os parâmetros característicos, por, [4]; [13] ; ["20],
v -x____o
n -
= r(l + 1/3) = ç
x
(n - x0)2
= r (1 + 2/e) - r2 (i + l/g) = (j)2
e o coeficiente de dispersão,
é dado por
*(1 - %) 
flw ( 1 - K) + ç
onde Í2 é o fator de deslocamento da FDP de Weibull, dado porw . . c
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Quanto â Rayleigh, usando (A4.1), resulta 
y - x
— ----- = ç /2 = Ç' (A4.3)
a - x„o
o
-----2—  = 0 /2 = (j,' (A 4 .4 )
a - xo
e isolando y^ e crx, o coeficiente de dispersão ê
(a - x )<t>'
V = -------------- 2-------- (A 4 .5 )
X  ( a  -  x 0 ) Ç '  + x o
Definindo o fator de deslocamento da FDP de Rayleigh
como sendo
= x /a (A4.6)r o
%  ■= V
resulta para (A4.5),
(1 - n )*-■
Vv = --------- ------ (A4.7)
X 0r(l - V) + V
No caso de xQ = 0, então Í2r = SJ , igualdade esta que 
normalmente não ocorre, pela definição diversa. A relação entre 
fl' e pode ser posta na forma
- ' fl /2
n = ----£--------- (A4. 8)
l + n„(/2 - 1)w
sendo válida logicamente apenas para o caso de 6 = 2.
Quanto à distribuição exponencial, possui por FDP,
f (x) = X exp [- X x] x 2. 0
e pode ser tratada também como uma particularização de Weibull, 
com 8 = 1 e n = 1/X = yx.
Para obter a expressão da FDP exponencial generaliza­
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da, ou seja, com um deslocamento da origem, é válido também u- 
sar a distribuição de Weibull, para as condições prescritas. A 




1/X - x ' oJ
X > Xo (A4.9)
te,
A média e desvio padrão, com 6 = 1 , ;são respectivamen
Px = 1/X
ax = 1/x ■ xo
e portanto o coeficiente de dispersão vale
vv = l - nX e (A4.10)
onde ti&. ê o fator de deslocamento da distribuição exponencial, 
dado por
ft = A e o (A4.ll)
Como X = l/n, então as definições para os fatores de 
deslocamento das distribuições de Weibull e exponencial, são e- 
quivalentes. Com o uso das expressões obtidas, em que Vx depen­




GRÁFICOS DA PROBABILIDADE DE INTERFERÊNCIA
Neste apêndice são-reunidas < todas as expressões ne­
cessárias para a resolução de um problema prático, na obtenção 
do fator de projeto. Desta forma, os gráficos Kq x K.^  correspon 
dentes a cada combinação estão apresentados junto com as equa­
ções de compatibilidade. Além destas, as equações para o cálcu­
lo do fator de projeto em função dos fatores assintôticos, es­
tão repetidas.
Assim, uma vez obtidos os valores de e V perti­
nentes ao problema, a curva de compatibilidade pode ser obtida 
e o ponto de cruzamento com a curva de P igual ao valor deseja 
do, é o ponto de interesse. Este ponto satisfaz ao aspecto físjL 
co do problema, pois ê um ponto da curva de compatibilidade,bem 
como' fornece a probabilidade de interferência que é desejada. 0 
fator de projeto ê calculado a partir das coordenadas do ponto 
em questão, seja através de Kq como de K^.
As curvas de P^ constante foram obtidas indiretamente 
através das tabelas geradas pelo computador, sendo usado no ca­
so, um IBM modelo 370/145. Inicialmente foi feito um gráfico 
com curvas de KQ constante (ou K^), a partir das tabelas e nos 
pontos em que P^ = 10 , os valores correspondentes de (ou
K ) foram obtidos. Assim, cada ponto da curva de P^ constante 
foi determinado.
A seguir estão os gráficos para cada combinação de 
distribuições, precedidos pelas expressões correspondentes, do 
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1 - KC VR
nl =
ür + K1(l - fir) 
n + ç ' (1 r ftr)
EQUAÇÕES DE COMPATIBILIDADE
K
(1 - fir) (Kx - V)
VR (^ r + K i (1 " ür ))
K 1 =
ç* + n (K v_ - ç') ______ r o R
(.1 - nr) (i - kov r)
to Kc 15
Fig. A5.10 - Combinação SRRN.
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A5.5 - COMBINAÇÃO SERN
FATOR DE PROJETO
1n = o
1 - Ko VR
n, = Q, + K. (1 - fí )1 e 1 e
EQUAÇÕES DE COMPATIBILIDADE
Ko =
n + Kn (1 - ü )-i e____I______e
(ft + K, (X - Ü) )V„ e 1 e R
K 1 =
1 - «e (1 ~ W
(l - Ko vR) (l - ne>
Fig. A5.11 - Combinação SERN.
FATOR DE PROJETO
1
A5.6 - COMBINAÇÃO SNRN
n.
1 - K VDo R




(1 + Kx VS)VR
(1 - Ko v vs
Fig. A5.12 - Combinação SNRN.
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APÊNDICE A6
INFLUÊNCIA DE 6 EM P , PARA O CASO SNRW
Conforme comentado, ao usar o fator K da distribui - 
~ o
ção de Weibull segundo (4.21), a probabilidade de interferência 
não ê constante para um ponto (Kq; K^) , variando $. A melhor ma 
neira de mostrar esta variação ê ilustrar por um exemplo. As ta 
belas dadas no apêndice A8, podem ser usadas com este fim. Pa­
ra evitar possíveis confusões, o fator Kq segundo (4.21) serã 
notado como K^, ou seja,
*" ro fi
Kò = (-----' (A6*1)
n ’ ro
e usando a definição usual de Kq , segundo (4.22), vem então,
= Kq6 (A6.2)
ou o que ê equivalente,
K = K'l/B (A6.3)o o
Desta forma, se P fosse invariante quanto à 3, seria 
de se esperar então que P-j. fosse constante para Kq dado por 
(A6.3), para um ponto (K^ ; K^) fixo.
Considerando então = 10 e = 0,0056, o fator as- 
sintótico Kq serã,
B = 1 , K = 0,0056 
6 = 3, Kq = 0,1778
sendo que o valor de P^ está calculado para estes valores de Kq. 
Das tabelas do apêndice AS^ -j. é obtido como
= 0,0056 K1 = 10
6 = 1, Kq = 0,0056 , P = 4,00 . 10"2 
6 = 3 ,  Kq = 0,1778 , PT = 8,28 . 10~3
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Assim, o valor de ê relativamente sensível quanto 
a 8, não sendo portanto possível aplicar a equação (4.21) para 
definir Kq , obrigando a usar uma representação de P^ a três di­
mensões, Kq; e
A tabela da uma visao mais geral, para diversos .
K1 1,58 2,51 3,98 6,31 10
'P , 3 = 1 0,179 0,128 • 8,83.10“2 5,97.10_2 4,00.10_2
P , 8 - 3  9/89.10"2 4,66.10-2 2.22.10-2 1,23.10_2 8,28.10~3
H»R
REAL K l »KG» K K I » K l I
EXTERNAL D E F I 01 * D E F I 0 2 , D E F 1 0 3 , D E F I 0 4 , D E F 105 
COMMON / I N T / A , B , T O L , N M A X , A O , A I , I P , I E R  
COMMON / F U N C / B E T A ,G A M A , F P , K O ,K I , A A  
OIMENSION P F ( 1 0 ) » F P R ( 1 0 ) » K K I ( 1 0 ) f I R ( 1 0 ) » K I I ( 1 0 )  
T 0 L = 0 .0 0 5  
In =6 
ft
8 E T A *0 *
GAMADO. - 
GR = 1 . 2 5 3314137
R EA C(R ,1000)M N D ,N N D ,N I ,N K ,N J ,N M AX
PRIMEIRO VALOR DO IN O IC E  ND A SER  PROCESSADO 
ULTIMO VALOR OE ND A SER PROCESSADO 
NUMERO DE VALORES A ASSUMIR PARA 0 EXPOENTE BETA 
NUMERO DE VALORES A GERAR PARA K L  
NUMERO DÊ VALORES A GERAR PARA Kl  
NUMERO MAXIMO DE ITERAÇÕES PERMITIDO NA INTEGRACAO
C T I  = 0« 2
XKI =
P AMETROS PARA GERAR Kl  
00 20  J « 1 , N J
K I I Í J ) = X K I * 1 0 . * * ( J * C T I I ) 
2 Q K K I I J l a X K I * 1 0 . *  * ( J ♦ C T I I
30 M *M+1 
READ(R
_ _  IF iF P R <  Mi) 4 0 , 4 0 ,  3<L^
40 NM=M-1
DO 900  ND*MND,NNO
MEMQIL QU IGUAL A T R E S ,  ENTAO A FDP USADA PARA A ftFSlSTPNr.TA  
E A FDP DE WEIBULL E LOGO E « E W S S i t t f b  VARIAR 0 EXPOENTE BETA i S U l
i y i M O - 3 » S O . S0.60fc  
50 MM =NI 
60 CONTINUE
DO 900 1 = 1 ,MM 
W R IT E (W ,2 0 5 0 i
62 CONTINUE
■inTl liiU
GAHA-GAHMA«1«*L» /  BETA
■  TINUE
W R IT E !W , 2 0 0 0 ) |
GOTC(70,80,90,100,110i
DEPENDENDO DO VALOR DE ND, SERA UMA OU OUTRA COMBINACAO DE FDP 
ND =
LEVEL E = 77026 2 2 / 1 1 / 0 5
70 WRITE(W,2  
GOTO 200  
WR IT  E ( W » 2002)
GOTO 200  
90 W R I T E R , 2 0 0 3 )
GOTO 200  
100 WRI TE(to ,2004  
GOTO 200  
110 M RITE(W ,20  




DO 800 Js 1 » NJ 
IF(ND-1)?60»260,270 
2Ó0 KI =KII{J )
GOTC 280 
270 KI *KKI(J| U
280 G0T0{300,310,320,330*340),ND




A2=<Kl-FP*GR)*< GAMA-KD ) / ( K I-










A2 = (FP*KO —GAMA)/ (KO-GAMA)
IF { A - A 2 ) 3 1 2 * 3 1 2  > 314  
A -A 2 
CONTINUE
B * ( F P - K I —! F P - 1 • ) * 1 8 « 4 2 J / ! 1 . - K I )
AA =A
CALL SN IR R S C D E F I 0 2 ï  
GOTO 700
A = K I* (G A M A - F P * K 0 J / I F P - 1 * 1 / Í G A M A - K 0 Í  
B = K l / « F P - l . )  + 6.
AA = A
CALL  S N I R R S Í D E F I 0 3 Í  
GOTO 700
A = K 0 * ( K I - F P * G R ) / 1 F P - 1 . ) / ( K I - G R )
J i  = F P * K 0 / ( F P - U ) « - 6 .  .
AA =A
CALL S N I R R S Í D E F I 0 4 J  
GOTO 700  
CONTINUE 
A I K O * I F P - K
= F P *  K Q / I F P —1 . 1 * 6.
CALL S N I R R S ÍD E F I 0 5 )
P F Í J ) = A I  











//,20X,«VALORES DA PROBABILÍOAOE DE INTERFERENCESFORMAT M H  
1ENTBE")
2001 FORMAT!/t22X*S0LICITACAQ RAYLEIGH
2002 FOftMâT|/t 22X?SQL1CITACAO EXPONENCIAL
2003 FORMAT!/* 2 2 X *SOL ICITACÃO NORMAL 1
2004 MHIHâTt/.22X»S0LICITACAn RAYLEIGH
2005 FORMAT!/,22X*SOLI ClTACAO EXPONENCIAL 
2020 FORMAT1/.35X.«EXPOENTE BETA*.4X.F6.2) 
2030 FORMAT!/,35X,«FATOR 06 PROJETO*,F6.2J 










WE I BULL •}
Ht» Mât J J  
NDR MAL
SUBROUTINE SN IR R S ÍFU N i  
EXTERNAL FUN .
COMMCN / I N T / A , B , T O L , N , A O , A I , I , I E R




2 2 / U / Q 5
CHR
METODO DE SIMPSON, I N I C I A  COM INTERVALO OE l / i 6
! ‘ ■ - :K;
I =0 
IER=0 m  
H = ( B - A > / 8 .
AI =0.




10 AR£A=AREA+4.*FUN(AX+H) + 2 .  *FUN( AX* 2 . * H )
AX=AX+2**H '
IFtAX+2*001*H-B)10,20,20 
AI=(AREA+4 «*FUN (AX+H) ♦FUN( 8) )*H/3»
1=1 + 1
I F Í 1 - 1 ) 5 , 5 , 3 0  - - **
30 I F ( A U 3 4 ,  3 2 , 3 4
1  32 E » 0 . 0
( E - T O L ) 6 0 , 6 0 * 4 0  
» 5 0 , 5 0
50 IER=1  
60 RETURN


























03= K I-F P*GR 
D4=GAMA—FP*KO
C T I= B E T A / ( 1 . - D 4 / D 1 >
E I * ( X * D 1 * ( K I - G R )/< GAMA- 
E 1 I » I X * D 1 —0 4 ) / I F P - 1 .> 
I F i E I 110»10» 22 
22 EX J  =E1**2/2.
I F  ( E 11 J 10 » 2 4 ,2 4  
J A |(i | I I  = E I I * * B E t A =
EX =E X I-f F X I  I 
t f t E X - 1 0 0 - I  3 0 . 1 0 . 1  









DON D E F I  
REAL KI ,KQ
CÜMHON / F U N C / B E T A * G Ä H A ,F P ,K Q ,K I , A
C
I
c D E F I  T M  * * E X P Í - E I U  *CT E
1 F I8 E T A - 1  
I F  IX*
10 O E F 102=0*0  
RETURN 
20 CONTINUE
E I  =<X*lGAMA-K0 
E I l » t X » ( K I - l . l -  
C T E * ( l . - K I  J / Í 1 . H 
I»
A+FP*K0>/(  F F - 1 .  ) 
/ ( F P - 1 . i
Z 4 .
I F ! E 1 1 - 4 5 •  ) 3 0 , 1 0 , 1 0
30 I F Í E X I - 4 5 . » 5 0 , 4 0 , 4 0  
40 Q E F I0 2 » E X P I^ E llljgCIE
RE T URN -  •■v;: v  r  











FUNCTION D E F I0 5 ( X)
REAL K l , KO
COMMON / F UNC/BETA»GAMA,FPtKO» K I , A
CC NBI NAC AO SERN 
D E F I0 5 = E X P ( - E X I ) * E X P < - E X I I * * 2 / 2 . ) * C T E
C l E  = 0 .3 9 8 9 4 2 2 8
E X I  = X * i K I - l . ) /  K0+<FP-KI ) / < F P - 1 . J  
EX I  I = X ~ F P *K 0 / ( F P - J • Í 
E l i  = E X l I * * 2 / 2 .
I F ( E X  I - 4 5 1 3 0 , 1 0 , 1 0  
30 I F ( E 1 1-45  Í 4 0 » 1 0*10  
40 D E F I 0 5 = E X P ( - E X I - E I I ) * C T E  
RETURN 
10 DEF IC5=0»0  
__ RETURN 
END
X .  58
VALORES DA PROBABILIDADE DE INTERFERENCIA ENTRE 
; iTACAO RAVLEI6H E R E S IS T E N C IA  WEIBULL  
EXPOENTE BETA 1 . 0 0
FATOR DE PROJETO 1 . 6 0  
2 . 5 1  3 . 9 8  6 . 3 1  10 . 0 0  1 5 .8 5
0 . 5 6 2  0 . 3T3E 00 0 0 . 2 9 6 F  00 0 0 . 1 2 3 E  00 0 0 . 6 3 9 E - 0 1  1 0 . 3 6 1 E - 0 1  1 0 . 0  
0 . 3 1 6  0 . 3 2 7 E  0 0 0 0 . 2 5 4 E  00 0 0 . 2 5 9 E  00 0 0 . 1 3 1 E  00 0 0 .7 3 5 E - Q 1  1 0 . 4 3 2 E - 0 1  1 
0 . 1 7 8  0 . 3 1 5 E  00 0 0 . 1 9 6 E  00 0 0 . 1 6 1 E  00 0 0 . 1 5 8 E  00 0 0 . 1 0 2 E  00 1 0 . 6 0 0 E - 3 1  1
Q . 1 0 Q Q .3 1 0 E  00 0 0 . 1 7 2 E  00 0 0 . 1 1 9 E  00 0 0 . 9 8 0 E -0 1  1 0 . 9 2 8 E - 0 1  1 Q . 7 1 2 E - 0 1  1
0 . 0 5 6  0 . 3 0 8 E  00 0 0 . 1 6 1 E  00 0 0 . 1 0 1 E  00 0 0 . 7 2 0 E - 0 1  1 0 . 5 8 4 E - 0 1  1 3 . 5 3 7 E - 0 1  1
0 . 0 3 2  0 . 3 0 7E 00 0 0 . 1 5 6 E  00 0 0 . 9 1 8 E - 0 1  0 0 . 6 0 0 E - 0 1  1 0 . 4 3 2 E - 0 1  1 0 . 3 4 5 E - 0 1  1
0 . 0 1 8  0 . 3 0 6 E  00 0 0 . 1 5 3 E  00 0 0 . 8 7 1 E - 0 1  0 0 . 5 4 1 E - 0 1  1 0 . 3 6 0 E - 0 1  1 0 . 2 5 8 E - 0 l l l
O.OiO 0 . 3 0 6 E  00 0 0 . 1 5 1 E  00 0 0 . 8 4 6 E - 0 1  0 0 . 5 0 9 E - 0 1  1 0 . 3 2 4 E - 0 1  1 0 .2 1 7 E - 0 3
0 . 3 0 6  0 . 3 0 6 E  CO 0 0 . 15Q E^ 0 0 _Q Q .8 3 3 E-0 1  0 0 . 4 9 3 E - 0 1  1 0 . 3 0 5 E - 0 1  1 0 . 1 9 6 E - 0 1  1
0 . 0 0 3  0 . 3 Q 5 E 00  0 0 * 1 50E 00 0 0 « 8 2 5 E » 0 ^ 0 1 4 8 3 E - 0 1 = 10^295£- 0 1  1 0 . 1 8 5 E - 0 1
_____FATOR DE PRQJETQ 1 0 , 0 0
1 . 5 8KG/Kl 2 . 5 1 3 . 9 8 6 . 3 1 1 0 .0 0 1 5 .8 5
Ú M 2  0 . 3 7 4 E  00 0 0 . 2 9 7 E  00  0 0 . 1 2 4 E  00 0 0 . 6 4 4 E - 0 1  0 0 . 3 6 6 E - 0 1  0 0 . 0
0 , 3 1 6  0 . 3 2 8 E  00 0 0 . 2 5 5 E  OC 0 0 . 2 5 9 E  00 0 0 . 1 3 2 E  QO 0 0 . 7 4 1 E - 0 1  0 Q .4 3 2 E -Q 1  1
0 . 1 7 »  0 . 3 1 6 E  00 0 0 . 1 9 7 E  00 0 0 . 1 6 2 E  OQ 0 Q .1 5 8 E  00 0 0 . 1 0 3 E  00 OQ.*OQg-Ql  1
0.100 0.311E 00 00.173E 00 00.120E 00 00.986E-01 00.933F-01Qft.Tt2E-01 1
0 * 0 9 ^  Q * | ^ ^ J } 0  0 0 . 1 6 1E 00 0 0 . 1 0 1 E  00 0 0 . 7 2 0 E - 0 1  1 0 . 5 8 4 E - 0 1 1 0 . S 3 7 E - 0 1  1 
0 . 0 3 2  0 . 3 0 7 E  00 0 0 .1 * 91AE-01 0Q.6Q0E—01 1 0 .4 3 2 E -0 I i a . l A « . f l l  1 
0 .0 1 8  0.306E CO 00.153E 00 00 .872E -01  00 .541E -01  10 .360E -01  10 .258E -01  1
0 . 0 1 0  0 . 3 0 6 E  00 0 0 . 1 51E 00 0 0 . 8 4 6 E - 0 1  0 0 . 5 0 9 E - 0 1  1 0 . 3 2 4 E - 0 1  1 0 . 2 1 7 E - 0 1  1
Q.0P6 0 .306E 00 00.130E 00 00«833g«»01 0 0 .49 3E-0 1  10.30SE-01  1 0 .19 4E-0 1  1
VALO RES DA -PROBA BI LIDADE DE INTERFERENCIA ENTRE
RES 1ST ENCIA WEIBULL  
2 .00
SO L I C I T  AC A 0 RAY LEIGH
EXPOENTE BETA 




1 . 5 8  2 . 5 1 10.00 1 5 .8 5
0 . 5 6 2  0 . 3 2 7 E  00 0 0 . 2 2 1 E  00 0 0 . 1 1 5 E  00 0 0 . 6 4 0 E - 0 1  0 0 . 3 7 4 E - 0 1  0 0 . 2 2 5 E - 0 1  1 
0 . 3 1 6  0 . 3 0 0 E  CO 0 0 . 1 4 5 E  00 00.Í04E 00 0 0 . 6 8 6 E - 0 1  0 Q .4 2 8 E - 0 1  0 0 . 2 6 6 E - 0 1  
0 . 1 7 8  0 . 2 9 5 E  00 0 0 . 1 1 1 E  00 0 0 . 5 4 8 E - 0 1  0 0 . 3 8 5 E - 0 1  0 0 . 2 7 7 E - 0 1  0 0 . 1 8 4 E - 0 1  0 
0 . 1 0 0  0 . 2 9 3 E  00 0 0 . 9 8 2 E - 0 1  0 0 . 3 7 8 E - 0 1  0 0 . 1 9 5 E - 0 1  0 0 . 1 3 3 E - 0 1  0 0 . 1 0 1 E - 0 1  0 
qÜ Ü 7 o.292E 00 0 Q .9 2 7 E - 0 1  0 0 . 3 0 9 E - 0 1  0 0 . 1 2 9 E - 0 1  0 0 . 6 8 1 E - 0 2  0 0 . 4 5 2 E - 0 2  0 
0 * 0 3 2  0 . 2 9 2 E  00 0 0 . 8 9 9 E - 0 1  0 0 . 2 7 7 E - Q 1  0 0 . 1 0 2 E - 0 1  0 0 .4 5 0 E - Q 2  0 0 . 2 3 9 E - 0 2  0
291E 00 0 0 . 8 7 6 E - 01 0 0 . 2 !
m I
-m  nn.fl?flp-o? nn-307E~02 o o .i7 7 F -n ?  ft
- ~ ■ 7 : r-; . ^
0.291E 00 00.872E-01 00.248E-01 00.794E-02 00.284E-02 00.111E-02 0 
>3 0*291E 00 00 .87OE-O^JQO*^^5E-01 00 * 7 7 5 E- 02
kTOR DE PROJET
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0 . 5 6 2 0 .  201 E CO 0 0 . 1 8 OE 00 0 0 . 1 7 0 E  00 0 0 . 1 6 6 E  00 0 0 . 1 6 4 E  00 0 0 . 1 6 3 E  00
0 .3 1 6 0 . 1 1 9 E 00 0 0 . 7 2  ÜE-Ol 0 0 . 4 8 6 E - 0 1 0 0 . 3 8 3 E - 0 1 0 0 . 3 4 0 E - 0 1 0 0 . 3 23E-01
0 .1  78 0 . 9 8 9 E - C I 0 0 . 4 6 6 E - 0 1 0 0 . 2 2 2 E - 0 1 0 0 . 1 2 3 E -0 1 0 0 . 8 2 8 E -0 2 0 0 . 6 6 8 E - 0 2
0 . 1 0 0 0 . 9 1 5 E - CI 0 0 . 3 7 8 E - 0 1 00.i 4 4 E -01 0 0 . 5  9 4 E -0 2 0 0 . 2 8 9 E-0 2 0 0 . 1 7 5 E-0 2
0 . 0 5 6 0 . 8 8 1 E - CI O C .34 O E -01 0 0 . 1 1 4 F - 0 1 0 0 . 3  8 9 E -0 2 0 0 . 1 4 7 E -0 2 0 0 . 6 5 9 E -0 3
0 . 0 3 2 0 . 8 6 5 E - C I 0 0 . 3 2 1 E - 0 1 0 0 . 1 0 1 E —01 0 0 . 3 0 5 E - 0 2 0 0 . 9 7 8 E -0 3 0 0 . 3 5 0 E - 0 3
0 . 0 1 8 0 . 8 5 6 E - 01 0 0 . 3 1 2 E - 01 0 0 . 9 3 7 E - 0 2 0 0 . 2 6 6 E -0 2 0 0 . 7 7 2 E - 0  3 0 0 . 2 3 9 E - 0 3
0 . 0 1 0 0 . 8 5 1 E - C I 0 0 . 3  C 6 E - 01 0 0 . 9 0 0 E —02 0 0 . 246E-02 0 0 . 6 7 5 E -03 0 0 . 192E—03
0 . 0 0 6 0 . 8 4 8 E - C I 0 0 . 3 0 3 E -0 1 0 0 . 8 8 1 E-Q2 0 0 . 2 3 6 E - 0 2 0 0 . 6 2 5 E - 0 3 0 0 . 1 6 9 E - 0 3
0 . 0 0 3 0 . 8 4 7 E - C I 0 0 . 3C 2E-01 0 0 .  8 7 0 E-0 2 0 0 . 2 3 0 E - 0 2 0 0 . 5 9 9 E - 0 3 0 0 . 1 57E-03
FATOR DE PROJETO 1 0 . 0 0
K C /K I 1 . 5 8 2 . 5 1 3 . 9 8 6 .3 1 1 0 . 0 0 1 5 .8 5
0 . 5 6 2 C .2 0 1 E CO 0 0 .1 8 C E  00 0 C . 1 7 0 E  00 0 0 . 1 6 6 E  00 0 0 . 1 6 4 E  00 0 0 . 1 6 3 E  00
0 . 3 1 6 0 . 1 1 9 E 00 0 0 . 7 2 0 E - 0 1 0 0 . 4 8 6 E - 0 1 0 0 . 3 8 3 E - 0 1 0 0 . 3 4 0 E - 0 1 0 0 . 3 2 3 E - 0 1
0 . 1 7 8 0 . 9 8 9 E - C I 0 0 . 4 6 6 E - 01 0 0 . 2 2 2 E - 0 1 0 0 . 123E-Q1 0 0 . 8 2 8 E -0 2 0 0 . 6 6 8 E - 0  2
0 . 1 0 0 0 . 9 1 5 E - C I 0 0 . 3 7 8 E - G ! 0 0 . 1 4 4 E - 0 1 0 0 . 5 9 4 E - 0 2 0 0 . 2 8 9 E-0 2 0 0 . 1 7 5 E -0 2
0 . 0 5 6 0 . 8 8 1 E - 01 0 0 . 3 4 0 E - 0 1 0 0 . 1 1 4 E - 0 1 0 0 . 3 8 9 E - 0 2 0 0 . 1 4 7 E - 0 2 0 0 . 6 5 9 E - 0 3
0 . 0 3 2 0« 865E - 01 0 0 . 3 2 1 E - 0 1 O O . I O I E - O l 0 0 . 3 0 5 E - 0 2 0 0 . 9 7 8 E-0 3 0 0 . 3 5 0 E - 0 3
0 . 0 1 8 0 . 8 5 6 E - 01 0 0 . 3 1 2 E - 01 0 0 . 9 3 7 E - 0 2 0 0 . 2 6 6 E - 0 2 0 0 . 7 7 2 E - 0 3 0 0 . 2 3 9 E -0 3
0 . 0 1 0 0 . 8 5  I E - 01 0 0 .3 C 6 E - C 1 0 0 . 9 0 0 E - 0 2 0 0 . 246E-02 0 0 . 6 7 5 E - 0 3 0 0 . 1 9 2 E - 0 3
0 . 0 0 6 0 . 8 4 8 E - 01 0 0 . 3 0 3 E - 0 1 0 0 . 8 8 1 E - 0 2 0 0 . 2 3 6 E - 0 2 0 Q .6 2 5 E - 0 3 0 0 . 1 6 9 E - 0 3





















VALORES DA PROBABIL IDADE DE INTERFEREN CIA  ENTRE
SOL I  Cl  T AC AO RAYLEIGH E R ES IS T EN C IA
• ”• • • 
NORMAL-T- . - L : V -  TT* -- ■ ' f .:- .1 m : '
• «BB«* «BRi I -IS . FATOR DE PROJETO 1 . 6 0
KO/KI  1 . 5 8  2 . 5 1  3 . 9 8  6 . 3 1  1 0 . 00 1 5 . 8 5
1 . 2 5 9  0 . 2 9 9 E  00 0 0 . 1 4 0 E  00 0 0 . 8 0 8 E - 0 1  0 0 . 4 8 8 E - 0 1  0 0 . 2 9 9 E - 0 1  0 0 . 1 8 5 E - 0 1  0
1 . 5 8 5  Q .294E  00 0 0 . 1 1 2 E  00 0 0 . 5 9 5 E - 0 1  _jJjJ^363E-01 O Ç k2 2 7 E-O l 0 0 . 1 4 3 E - 0 1  0
1 . 9 9 5  0 . 2 9 1 E  00 0 0 . 8 8 5 E - C 1  0 0 . 3 5 6 E - 0 1  0 0 . 2 0 5 E - 0 1  0 0 . 1 3 0 E - 0 1  0 0 . 8 3 0 E - D 2  0
2 . 5 1 2  C .2 8 8 E  00 0 0 . 7 1 8 E - 0 1  00.3L77E-01 0 0 . 7 6 7 E - 0 2  0 0 . 4 7 9 E - 0 2  0 0 . 3 0 9 E - 0 2  0
3 . 1 6 2  0 .2 8 7 E  00 0 0 . 6 1 0 E - 0 1  0 0 . 8 0 5 E - 0 2  0 0 . 1 9 2 E - 0 2  0 0 . 9 3 2 E - 0 3 :t» U 5 8 0 E -0 3  0
_-~= . . .. . -
3 .9  81 0 . 2 8 6 E  00 0 0 . 5 4 2 E - 0 I  0 0 . 3 7 5 E - Q 2  0 0 . 3 0 4 E - 0 3  JM líM tÈ Ê tí*  0
5 . 0 1 2  0 . 2 8 6 E  00 0 0 . 4 9 9 E - 0 1  0 0 . 1 9 4 E - 0 2  0 0 . 3 6 6 E - 0 4  0 0 . 2 1 3 E - 0 5  0 0 . 5 4 9 E - 0 6  0
6 . 3 1 0  0 . 2 8 5 E  00 0 0 . 4 7 2 E - 0 1  0 0 . 1 1 6 E - 0 2  0 0 . 4 2 5 E - 0 5  0 0 . 2 1 6 E - 0 7  0 0 . 1 0 2 E - 0 8  0
7 . 9 4 3  0 . 2 8 5 E  CO 0 0 . 4 5 5 E - 0 1  0 0 . 7 8 9 E - 0 3  0 0 . 5 9 4 E - 0 6  0 0 . 1 0 3 E - 0 9  0 0 . 1 6 4 E - 1 2  0 
— É f O  0 . 2 8 5 F  QO 0 0 . 4 4 4 E - 0 1  0 0 . 6 0 4 E - 0 3  0 0 . 1 1 6 E - 0 6  0 0 . 3 7 5 E - 1 2  0 0 . 2 1 3 E - 1 7  0
FATOR DE^ PROJETO 1 0 .0 0
K C /K I  1 . 5 8  2 . 5 1  3 . 9 8  6 . 3 1  1.0,00 1 5 .8 5
1 . 2 5 9  0 . 2 9 9 E  00 0 0 . 1 4 0 E  00 0 0 . 8 0 8 E - 0 1  0 0 . 4 8 8 E - 0 1  0 0 . 2 9 9 E - 0 1  0 0 . 1 8 5 E - 0 1  0 
. 5 8 5  0 . 2 9 4 E  00 0 0 .1 1 2 E  00 0 0 . 5 9 5 E - 0 1  0 0 . 3 6 3 E - 0 1  0 0 . 2 2 7 E - 0 1  0 0 . 1 4 3 E - 0 1  0
1 . 9 9 5  0 . 2 9 1 E  00 0 0 . 8 8 5 E - 0 1  0 0 . 3 5 6 E - 0 1  0 0 . 2 0 5 E - 0 1  0 0 . 1 3 0 E - 0 1  0 0 . 8 3 0 E - 0 2  0
2 . 5 1 2  0 . 2 8 8 E  CO 0 0 . 7 1 8 E - 0 1  0 0 . 1 7 7 E - 0 1  0 0 . 7 6 7 E - 0 2  0 0 . 4 7 9 E - 0 2  0 0 . 3 0 9 E - 3 2  0
3 . 1 6 2  0 .2 8 7 E  00 0 0 .6 1 G E - 0 J  0 0 . 8 0 5 E - 0 2  0 0 . 1 9 2 E - 0 2  0 0 . 9 3 2 E - 0 3  0 0 . 5 8 0 E - 0 3  0
' ■ ■ '
3 . 9 8 1  0 . 2 8 6 E  00 0 0 . 5 4 2 E - 0 X  0 0 . 3 7 5 E - 0 2  0 0 . 3 0 4 E - 0 3  0 0 ,7 5 ? .E - 0 4  0 0 . 3 8 2 E - 0 4  0
5 , 0 1 2  0 . 2 8 6 E  00 0 0 . 4 9 9 E - 0 1  0 0 . 1 9 4 E - 0 2  0 0 . 3 6 6 E - 0 4  0 0 . 2 1 3 E - 0 5  0 0 . 5 4 9 E - 0 6  0 
6 . 3 1 3  0 . 2 8 5 E  00 0 0 .4 7 2 E - 0 1  0 0 . 1 1 6 E - 0 2  0 0 .4 2 5 E - G 5  0 0 * 2 1 6 E -0 7  0 0 .1 0 2 E - 0 8  0
7 . 9 4 3  0 .2 8 5 E  00 0 0 .4 5 í : E - 0 1  0 0 .7 8 9 E - 0 3  0 0 . 5 9 4 E - 0 6  D 0 .1 0 3 F - 0 9  0 0 . 1 6 4 E - 1 2  0
1 0 . 0 0 0  0 . 2 8 5 E  CO 0 0 . 4 4 4 E - 0 1  0 0 . 6 0 4 E - 0 3  0 0 . 1 1 6 E - 0 6  0 0 . 3 7 5 E - 1 2  0 0 . 2 1 3 E - 1 7  0
VALORES DA PROBABIL IDADE D E I N T E R F E R E N C 1 A  ENTRE
SOL I C lT  ACAO EXPONENCIAL E R ES IS T  ENCIA NORMAL 
FATOR DE PROJETO 1 . 6 0
KO/KI  1 . 5 8  2 . 5 1  3 . 9 8  6 .3 1  1 0 .0 0  1 5 .8 5
1 . 2 5 9  0 . 2 2 8 E  00 0 0 . 1 2 6 E  00 0 0 . 7 5 8 0 - 0 1  0 0 . 4 3 1 E - 0 1  0 0 . 2 5 4 E - 0 1  0 0 . 1 5 3 E - 0 1  0
1 . 5 8 5  0 . 2 1 9 E  CO 0 0 . 1 2 2 E  00 0 0 . 6 4 9 E - 0 1  0 0 . 3 5 4 E - 0 1  0 0 . 2 0 4 E - 0 1  0 0 . 1 2 2 E - 0 1  0
1 . 9 9 5  0 . 2 1 4 E  CO 0 0 . 1 C 8 E  CO 0 0 . 5 0 1 E - 0 1  0 0 . 2 4 2 E - 0 1  0 0 . 1 3 0 E - 0 1  0 0 . 7 5 3 E - 0 2  0
2 . 5 1 2  Q .211E  00 0 0 . S 7 2 E - 0 1  0 0 . 3 7 2 E - 0 1  0 0 . 1 3 7 E - 0 1  0 0 . 5 9 6 E - 0 2  0 0 . 3 1 4 E - 0 2  0
3 - 1 6 2  C .2 0 9 E  CO 0 0 . 9 0 9 E - 0 1  0 0 . 2 9 1 E - 0 1  0 0 . 7 3 1 E - 0 2  0 0 . 1 9 5 E - 0 2  0 0 . 7 5 0 E - 0 3  0
3 . 9 8 1  0 . 2 0 7 E  CC 0 0 . 8 7 2 E - 0 1  0 0 . 2 4 7 E - 0 1  0 0 . 4 4 2 E - 0 2  0 0 . 5 7 6 E - 0 3  0 0 . 9 5 9 E - 0 4  0
5 . 0 1 2  0 .2 0 6 E  00 0 0 . 8 4 9 E - 0 1  0 0 . 2 2 3 E - 0 1  0 0 . 3 1 9 E - 0 2  0 0 . 2 2 8 E - 0 3  0 0 . 1 0 5 E - 0 4  0
6 . 3 1 0  0 . 2 0 6 E  00 0 0 . 8 3 5 E - 0 1  0 0 . 2 0 9 E - Q 1  0 0 . 2 5 9 E - 0 2  0 0 . 1 2 6 E - Q 3  0 0 . 2 0 9 E - 0 5  0
7 . 9 4 3  0 . 2 0 6 E  CO 0 0 . 8 2 6 E - 0 1  0 0 . 2 0 0 E - 0 1  0 0 . 2 2 7 E - 0 2  0 0 . 8 6 3 E - 0 4  0 0 . 7 5 1 E - 0 6  0
. 3 0 0  Q .2 0 5 E  00 0 0 . 8 2 0 E - 0 1  0 0 . 1 9 5 E - 0 1  0 0 . 2 0 9 E - 0 2  0 0 . 6 8 1 E - 0 4  0 0 . 3 9 4 E - 0 6  0
FATOR DE PROJETO 1 0 .0 0  
K C /K I  1 . 5 8  2 . 5 1  3 . 9 8  6 .3 1  1 0 . 0 0  1 5 . 8 5
1 . 2 5 9  0 .2 2 8 E  CC 0 0 .1 3 6 E  00 0 0 . 7 5 8 E - 0 1  0 0 . 4 3 1 E - 0 1  0 0 . 2 5 4 E - 0 1  0 0 . 1 5 3 E - 0 1  0
1 . 5 8 5  0 .2 1 9 6  00 0 0 .1 2 2 E  00 0 0 . 6 4 9 E - 0 1  0 0 . 3 5 4 E - 0 1  0 0 . 2 0 4 E - 0 1  0 0 . 1 2 2 E - 0 1  0 
t M i  f l , 2 i É I L 0 P  J 5 0 - I0 5 E  00 0 0 . 5 0 1 E - 0 1  0 0 . 2 4 2 E - 0 1  0 0 .1 3 0 E -J J *  0 Q *753&tO2. Q
2 . 5 1 2  0 . 2 1 1 E  CO 0 0 . 9 7 2 E - 0 1  0 0 . 3 7 2 E - 0 1  0 0 . 1 3 7 E - 0 1  0 0 . 5 9 6 E - 0 2  0 0 . 3 1 4 E - 0 2  0
3 . 1 6 2  0 . 2 0 9 E  CO 0 0 . 9 C 9 E - 0 1  0 0 . 2 9 1 E - 0 1  0 0 . 7 3 1 E - 0 2  0 0 . 1 9 5 E - 0 2  0 0 . 7 5 0 E - 0 3  0
3 . 9 8 1  0 . 2 0 7 E  CO 0 0 . 8 7 2 E - 0 1  0 0 . 2 4 7 E - 0 1  0 0 . 4 4 2 E - 0 2  0 0 . 5 7 6 E - 0 3  0 0 . 9 5 9 E - 0 4  0
5 , 0 1 2  0 .2 0 6 E  CO 0 0 . 8 4 9 E - 0 1  0 0 . 2 2 3 E - 0 1  0 0 . 3 1 9 E - 0 2  0 0 . 2 2 8 E - 0 3  0 0 . 1 0 5 E - 0 4  0
6 . 3 1 0  0 . 2 0 6 E  CO 0 0 . 8 3 5 E - 0 1  0 0 . 2 0 9 E - 0 1  0 0 . 2 5 9 E - 0 2  0 0 . 1 2 6 E - 0 3  0 0 . 2 0 9 E - 0 5  0 
7 * 9 4 3  0 . 2 0 6 E  00 0 0 « 9 2 6 E -0 1  0 0 . 2 0 0 E - 0 1  0 0 . 2 2 7 E - 0 2  0 0 . 8 6 3 E - 0 4  0 0 . 7 5 1 E - 0 6  0
1 0 . 0 0 0  0 . 2 0 5 E  00 0 0 . 8 2 0 E - 0 J  0 0 .1 9 5 E - 0 ? .  0 0 . 2 0 9 E - 0 2  0 0 . 6 8 1 E - 0 4  0 0 . 3 9 4 E - 0 6  0
