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The Federal Aviation Administration (FAA) is the regulatory body in the United States re-
sponsible for the advancement, safety, and regulation of civil aviation. The FAA also oversees
the development of the air traffic control system in the U.S. Over the years, the FAA has made
tremendous progress in modernizing the National Airspace System (NAS) by way of technolog-
ical advancements and the introduction of procedures and policies that have maintained the
safety of the United States airspace. However, as with any other system, there is a need to con-
tinuously address evolving challenges pertaining to the sustainment and resiliency of the NAS.
One of these challenges involves efficiently analyzing and assessing the operations of airports.
In particular, there is a need to assess the impact and effectiveness of the implementation of
Traffic Management Initiatives (TMI) and other procedures on daily airport operations, as
this will lead to the identification of trends and patterns to inform better decision making. The
FAA currently manually classifies the daily operations of airports into three categories: “Good
Days”, “Average Days”, and “Bad Days” as a means to assess their efficiency. However, this
exercise is time-consuming and can be improved. In particular, Big Data Analytics can be
leveraged to develop a systematic approach for classifying or clustering the daily operations of
airports. This research presents a methodology for clustering the daily operations of Newark
International Airport (EWR) using metrics such as the number of diversions, Ground Stops,
departure delays, etc. Each of these categories/clusters is then analyzed to identify key charac-
teristics, trends and patterns, which can then be used by airport operators, and FAA analysts
and researchers to improve the operations at the airport. Finally, the Boosting Ensemble Ma-
chine Learning algorithm is used to predict the category of operations at the airport, hence
enabling airport operators, FAA analysts and researchers to take appropriate actions.
I. Nomenclature
AD = Average Distance
ADM = Average Distance between Means
APN = Average Proportion of Non-overlap
ASPM = Aviation System Performance Metrics
ATC = Air Traffic Controller
EW R = Newark International Airport
F AA = Federal Aviation Administration
FN = False Negative
FOM = Figure Of Merit
FP = False Positive
GDP = Ground Delay Program
GS = Ground Stop
N AS = National Airspace System
OSPC = Operational Service Performance Criteria
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PCA = Principal Component Analysis
T MI = Traffic Management Initiatives
T N = True Negative
TP = True Positive
V AT = Visual Assessment of clustering Tendency
II. Introduction
The National Airspace System (NAS) refers to a network of airports, services, rules, regulations, and procedures usedby the Federal Aviation Administration (FAA) to regulate and maintain air transportation in the United States [1].
Over the last decade, the FAA has successfully initiated and implemented initiatives aimed at modernizing the National
Airspace System and improving aviation safety in the United States. These initiatives, primarily through the FAA’s
NextGen initiative, have involved the implementation of new technologies and procedures to ensure that the National
Airspace System remains safe, efficient and resilient [2]. However, as with any other system, the NAS continually faces
challenges that need to be addressed to ensure the safety of air transportation in the United States. In particular, a
key challenge involves assessing the efficiency of airport operations in order to assess the impact and effectiveness of
actions taken by traffic management personnel, which could in turn inform about trends and patterns. In this context,
efforts have been pursued by analysts at the FAA to assess the operations of eight airports in the United States using the
Operational Service Performance Criteria.
A. Operational Service Performance Criteria
The Operational Service Performance Criteria is used by analysts and researchers at the FAA to classify the daily
operations of eight U.S. airports into three categories: “Good days”, “Average days”, and “Bad days”. This classification
is currently performed using the following parameters:
• Traffic Management Initiatives (TMI) To Delays: These are delays to airports caused by the implementation
of Traffic Management Initiatives [3]. This parameter should be minimized
• Departure delays: Departure delays in excess of 15 minutes attributed to conditions at the departure airport [3].
This parameter should be minimized
• GDP Revisions: Ground Delay Programs are Traffic Management Initiatives implemented when aircraft demand
is projected to exceed airport capacity over a long period of time [4–6]. This parameter refers to the number of
times that the Ground Delay Program was updated. This parameter should be minimized
• GDPLead-in Time (Minutes): The time between the proposal of a GroundDelay Program and its implementation.
This parameter should be maximized
• Ground Stops: These are Traffic Management Initiatives implemented when aircraft demand is projected to
exceed airport capacity over a short period of time [6, 7]. This parameter refers to the number of Ground Stops
implemented at the airport and should be minimized
• Number of aircraft affected by airborne holding events: Airborne holding occurs when an en-route aircraft is
issued a clearance in excess of 15 minutes for a predetermined maneuver to keep the aircraft within a specified
airspace while awaiting further clearance from Air Traffic Controllers. This parameter should be minimized [8]
• Total duration of airborne holding events: The summation of durations of all airborne holding events over 15
minutes. This parameter should be minimized
• Diversions: The number of flights that were diverted from their originally intended arrival airport. This parameter
should be minimized
• Completion rate: The percentage of scheduled and/or planned air carrier arrivals that were not cancelled [8].
This parameter should be maximized
Each of these parameters is classified as green (good), yellow (average), or red (bad) using predefined ranges of
values, as seen in Figure 1. The classification of the daily operation of an airport is then determined by identifying the
predominant class of parameters (green, yellow, red) for the airport, as seen in Figure 1, where EWR, for example, was
classified as a “Good day” because green (good) was the predominant class of parameters.
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Fig. 1 Operational Service Performance Criteria for a particular day
As with any other system, the Operational Service Performance Criteria has a number of limitations that need to be
addressed. First, this classification process can be time consuming as analysts have to manually input data on a daily
basis. There is thus a need to develop a systematic approach for classifying or clustering the daily operations of airports.
Second, there is also a need to determine if classifying the daily operations of airports into three categories is the
best suited approach for assessing airport operations. Machine Learning algorithms can be leveraged to determine the
optimal number of categories for classifying airport operations.
Finally, the current approach of using the predominant class (green, yellow, red) of parameters to categorize the
daily operations of airports assumes that each parameter is weighted equally. However, the impact of each parameter
may vary on an airport-by-airport basis.
B. Review of other related efforts
Efforts have been made over the years by researchers to provide insights into and improve the efficiency of airport
operations using Machine Learning. First, Bieblich et al. [9] developed a methodology for generating generic flight
schedules. This methodology involved categorizing airports using clustering algorithms and using clusters or categories
as inputs for determining generic flight schedules. This was achieved by categorizing airports based on the nature of
their operations (cargo hub, small regional airports, etc). Even though their research did not provide insights into the
operations of airports, it highlighted the use of clustering algorithms to group airports into clusters. This can thus be
extended to using clustering algorithms to group the operations of an airport in order to identify and assess trends and
patterns that were not previously known.
Second, Zambochova [10] grouped 838 airports into clusters based on the number of handled passengers using
monthly data from January 2000 to April 2014. It is worth noting that some underlying factors tend to be airport/region
specific so clustering at a regional airport level rather than many airports could be more insightful.
Finally, Grabbe and Sridhar [11] used clustering algorithms to identify hours for which the probability of imposing
a Ground Delay Program were similar at the Chicago O’Hare International Airport and Newark Liberty International
Airport. Ground Delay Programs (GDP) are utilized by controllers to manage air traffic whenever the number of
anticipated aircraft is projected to exceed an airport’s acceptance rate over a long period of time [12]. An analysis of the
clusters was also conducted to identify the underlying weather conditions in each of these clusters. While the scope of
their work primarily focused on Ground Delay Programs, it can be extended beyond GDPs to daily airport operations.
C. Research Objectives
The review of prior research and that of the Operational Service Performance Criteria highlight a few limitations
and/or gaps. First, airport operations are impacted by a variety of factors (weather, volume etc.). Thus, grouping airports
from around the world into clusters may not be the most appropriate approach, as underlying causes of events at airports
may be lost. There is thus a need to focus on the operations of individual airports instead of a group of airports. This
research focuses on the operations at Newark International Airport (EWR).
Second, it is also important to note the impact that the time of year has on the daily operations of airports. For
example, clustering data containing summer and winter airport operations may not be appropriate as varying weather
conditions often have significant impacts on airport operations. This research focuses on operations at Newark
International Airport during the months of September, October, and November 2018. This process can be replicated for
other seasons.
Third, the review of prior research also revealed that a rigorous benchmarking of different clustering algorithms is
lacking. Clustering algorithms perform differently depending on the type and amount of data, as well as the algorithms’
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methodology. There is thus a need to perform a benchmarking exercise to rigorously determine the most appropriate
clustering algorithm for this specific problem.
Fourth, as mentioned previously, the FAA’s Operational Service Performance Criteria can be improved by developing
a systematic approach for classifying or clustering the daily operations of airports. There is also a need to determine
if classifying the daily operations of airports into three categories is the best suited approach for assessing airport
operations. Machine Learning algorithms can be leveraged to determine the optimal number of categories for classifying
airport operations.
Finally, after clustering the daily operations of airports, and identifying the characteristics of each cluster, there is
also a need to develop a Machine Learning model to predict which category a daily operation will fall into. This will
make it easier for analysts and researchers to identify causes of the inefficiencies in the daily operations of airports.
Based on the research gaps identified, the focus of this research is thus four-fold:
1) Identify the optimal number of categories for classifying daily airport operations
2) Categorize the daily operations of airports
3) Identify and analyze the characteristics of the categories to potentially reveal trends and patterns
4) Predict the category that a daily operation will belong to
The first, second, and third objectives are achieved by benchmarking different clustering algorithms and assessing their
performance using clustering validation methods. The final objective is achieved by leveraging the Boosting Ensemble
Machine Learning technique, based on its performance in other research efforts [5, 13, 14]. The remainder of this paper
provides an overview of clustering algorithms, and discusses the methodology as well as the results obtained from this
research.
III. Overview of Clustering Algorithms
Clustering is an unsupervised Machine Learning technique that categorizes data into clusters, without any prior
training or understanding of the data [15–17]. Typically, items in a cluster should share similar characteristics but should
be different from items in other clusters. The clustering algorithms benchmarked for this research are the Hierarchical,
Kmeans, Partitioning Around Medoids, Fuzzy Analysis, Sota, Clara, and Model algorithms.
A. Hierarchical Clustering Algorithms
Hierarchical clustering algorithms group similar objects in multidimensional spaces into categories by either
repeatedly dividing one cluster into at least two clusters (divisive) or by assigning each object into a cluster, and then
merging similar clusters by their proximity to each other (agglomerative) [18].
1. Divisive Hierarchical Clustering Algorithms
The divisive hierarchical clustering algorithms utilized for this research are:
• Divisive Analysis (DIANA): This algorithm initially places all objects into the same cluster. At each point in time,
the algorithm then splits the largest available cluster into two smaller clusters until each cluster contains at least
one object [19]
• Self Organizing Tree Algorithm (SOTA) Clustering Algorithm: This algorithms splits objects into clusters without
specifying a predetermined number of clusters. The algorithm splits the objects into clusters by detecting patterns
in the dataset without any human interaction [20]
2. Agglomerative Hierarchical Clustering Algorithms
The agglomerative hierarchical clustering algorithms utilized for this research are:
• Complete Linkage: The distance between two clusters is defined as the longest distance between two objects in
each cluster [21]
• Average Linkage: The distance between two clusters is defined as the average distance between each object in one
cluster to every object in the other cluster [21]
• Centroid Linkage: The distance between two clusters is defined as the distance between the centroids of the
clusters
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• Single Linkage: The distance between two clusters is defined as the shortest distance between two objects in each
cluster [21]
• Ward: The distance between two clusters is defined as how much the sum of squares will increase when the
clusters are merged [22]
B. Kmeans Clustering Algorithm
The Kmeans algorithm assigns objects to a predetermined number of clusters, where the differences between objects
in each cluster are minimized, and the differences between objects in different clusters are maximized [15].
C. Partitioning Around Medoids (PAM) Clustering Algorithm
The Partitioning Around Medoids (PAM) or k-medoids clustering algorithm is similar to the Kmeans clustering
algorithm. However, the PAM algorithm clusters objects into a predetermined number of clusters around medoids or
centers [19].
D. Fuzzy Analysis (FANNY) Clustering Algorithm
This algorithm clusters observations in such a manner that each object can belong to more than one cluster. Each
object is then assigned a membership coefficient which indicates how much an object belongs to the different clusters
[19].
E. Clustering for Large Applications (CLARA) Clustering Algorithm
This algorithm works similarly to the Partitioning Around Medoids (PAM) or k-medoids clustering algorithm, where
objects are clustered around centers or medoids. However, the CLARA algorithm only clusters a sample of the large
dataset, and then assigns the remaining objects in the dataset to the clusters obtained from the sample [19].
F. Model-based Clustering Algorithm
This algorithm is a statistical model made up of a combination of Gaussian distributions that are used to fit the data,
where each combination of Gaussian distributions represents a cluster [23].
IV. Methodology
EWR airport data from 79 days between the months of September and November, 2018 was extracted in csv format
from the FAA’s Aviation Systems Performance Metrics (ASPM) database [24] and used for this research. Seven of
the nine metrics used for this research were readily available in the database. The GDP Revisions and GDP Lead-in
Time (Minutes) metrics were calculated using data available in the database. Figure 2 provides an overview of the
methodology used for this research. This iterative process can be repeated with additional airport data and across
different airports.
Fig. 2 Overview of methodology
This methodology was implemented using R [25] and is as follows:
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A. Prepare the data
The following steps were taken to prepare the data for clustering:
1. Update GDP Lead-in Time (Minutes) parameter
GDP Lead-in Time is the time between the proposal of a Ground Delay Program, and its implementation. This
variable is set as “n/a” whenever a Ground Delay Program is not implemented at an airport, as seen in Figure 1. There
is thus a need to update “n/a” to a number as the majority of clustering algorithms do not allow the use of categorical
data. As shown in Figure 1, higher GDP Lead-in times correspond to better operational performance. Consequently,
“n/a” was updated to 500 minutes, based on feedback from Subject Matter Experts (SME) at the FAA, as a GDP will
never be proposed 500 minutes prior to its implementation.
2. Z-score standardization
To ensure that parameters with larger ranges of values do not skew the clustering process, there is a need to normalize
the parameters. Z-score standardization is used to scale parameters to ensure that they have a mean of zero and a





3. Principal Component Analysis (PCA)
It is usually difficult to explore and visualize the relationships between features in highly dimensional datasets.
Thus, techniques such as Principal Component Analysis (PCA) have been widely used to reduce the dimensionality
of datasets. This is achieved by orthogonally transforming a set of variables into principal components. Principal
components are linear combinations of original variables of a dataset that capture the variance of the dataset. The
transformation is done to ensure that the first principal component captures the maximum variance of the dataset, while
each subsequent principal component captures the remaining variance of the dataset [28–31]. Orthogonal components
that capture the maximum variance of the dataset are then identified using a scree plot, as seen in Figure 3. The scree
plot, for this example, shows that 30 components captured about 98% of the variance of the dataset. This means that the
dimensionality of the dataset is reduced from over 40 variables to 30 without significantly reducing the variance of the
dataset.
Fig. 3 Sample scree plot [32]
B. Determine the clustering tendency of the data
Majority of clustering algorithms split up datasets into predefined number of clusters, even if no meaningful clusters
exist. It is thus important to assess the clustering tendency of a dataset to determine if meaningful clusters can be
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created [33–36]. Hopkins statistic [37] and Visual Assessment of cluster Tendency (VAT) [33–36, 38] are two methods
that are usually used to determine if a dataset has a non-random structure and will produce useful clusters [38]. The null
hypothesis for the Hopkins statistic is defined as the dataset being uniformly distributed. The alternative hypothesis on
the other hand is defined as the dataset not being uniformly distributed. Thus, a Hopkins statistic close to zero means
that the null hypothesis is rejected and the dataset has a high clustering tendency [39]. The Visual Assessment of cluster
Tendency (VAT) on the other hand is an image that indicates the presence of meaningful and well separated clusters,
represented by dark boxes along the main diagonal of the image, as seen in Figure 4. The VAT is implemented by
computing the Dissimilarity Matrix (DM) between objects in the dataset using the Euclidean distance measure [40, 41].
An Ordered Dissimilarity Matrix (ODM) is then created by reordering the original Dissimilarity Matrix so that similar
objects are close to one other. The Ordered Dissimilarity Matrix is then displayed as the VAT for the dataset [33–36].
Fig. 4 Visual Assessment of cluster Tendency (VAT)
C. Determine the appropriate clustering algorithm and optimal number of clusters
Clustering algorithms have different methodologies and assumptions. It is thus important to benchmark different
clustering algorithms in order to identify the best suited clustering algorithm for the dataset. This is achieved by using
metrics that evaluate the consistency of clustering results [42, 43], assess cluster quality, and reflect the compactness,
connectedness, and separation of the cluster partitions [20, 43, 44]. The following metrics are weighted equally for the
purpose of this research:
• Connectivity: "This measures the extent to which items are placed in the same cluster as their nearest neighbors
in the data space" [20, 43, 45]. Connectivity ranges from zero to infinity and should be minimized
• Dunn Index: This measures the ratio between the smallest distance between items in different clusters and the
largest distance between items in the same cluster [43, 45, 46]. The Dunn Index ranges from zero to infinity and
should be maximized
• Silhouette: This measures the average distance between different clusters [43, 45, 47] and ranges from 1 to -1. A
Silhouette score of -1 refers to poorly clustered items while a score of 1 refers to well clustered items
• Average Proportion of Non-overlap (APN): "This measures the ratio of items placed in different clusters by
clustering using the entire dataset and clustering using the dataset with one excluded column" [20, 43]. APN
ranges from 0 to 1, and should be minimized
• Average Distance (AD): "This measures the average distance between items placed in the same cluster when the
entire dataset is clustered, and when the dataset is clustered without one column" [20, 43]. AD ranges from 0 and
infinity, and should be minimized
• Average Distance between Means (ADM): "This measures the average distance between cluster centers for
items in the same cluster when the entire dataset is clustered, and when the dataset is clustered without one
column" [20]. ADM ranges from 0 to 1, and should be minimized
• Figures of Merit (FOM): "This measures the average intra-cluster variance of the deleted column, where the
clustering is based on the remaining (undeleted) columns" [20, 43]. FOM ranges from 0 to 1, and should be
minimized
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Some clustering algorithms also require users to arbitrarily select the number of clusters to be used. In order
to ensure that the optimal number of clusters is selected, there is a need to vary the number of clusters used while
benchmarking the different algorithms to identify a combination of appropriate algorithm and optimal number of clusters
to be used for this research.
D. Analyze clusters
After identifying the appropriate algorithm and the optimal number of clusters, clusters can then be generated and
analyzed to identify the parameters that best represent each cluster. This analysis enables analysts and researchers to
identify trends and patterns in the daily operations of the airport.
E. Generate and evaluate prediction model
The final objective of this research involves predicting the cluster that the daily operation of an airport would fall into.
This can be achieved by leveraging the Boosting Ensemble Machine Learning algorithm, because of its performance in
other research efforts [5, 13, 14]. The Boosting Ensemble algorithm builds a prediction model with training data, and
then builds subsequent models that relearn incorrect predictions of the previous models until the final model accurately
predicts all of the training data [15, 48–52]. The predictors for the models are the metrics listed in Section II, and the
target is the cluster that a daily operation belongs to.
The data is randomly divided into two sets: training and testing. Three-fourths of the data is assigned to the training
set, which is used to generate the model. The remainder of the data is used to evaluate the performance of the model.
The model is evaluated using results obtained from a confusion matrix. A confusion matrix, as seen in Table 1, is a
table that categorizes predictions according to whether they match the actual value.
Table 1 Confusion Matrix
Actual: No Actual: Yes
Predicted: No True Negative (TN) False Negative (FN)
Predicted: Yes False Positive (FP) True Positive (TP)
True Positive (TP) refers to the correct classification of the class of interest. True Negative (TN) refers to the
correct classification of the class that is not of interest. False Positive (FP) refers to the incorrect classification of the
class of interest. False Negative (FN) refers to the incorrect classification of the class that is not of interest [15]. The
performance of the models is finally analyzed by computing the Kappa Statistic, which accounts for the probability of a





Table 2 provides an interpretation of Kappa Statistic values [15].
Table 2 Interpretation of Kappa Statistic values
Kappa Statistic Interpretation
< 0.2 Poor Agreement
0.2 - 0.4 Fair Agreement
0.4 - 0.6 Moderate Agreement
0.6 - 0.8 Good Agreement
0.8 - 1 Very Good Agreement
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V. Results
A. Principal Component Analysis (PCA)
Principal Component Analysis was used to reduce the dimensionality of the dataset from 9 parameters to 4 principal
components that captured about 90% of the variance of the dataset, as seen in Figure 5. These principal components
were used for the remainder of this research.
Fig. 5 Scree plot from Principal Component Analysis
B. Determine the clustering tendency of the data
The clustering tendency of the data was evaluated using Hopkins Statistic and the Visual Assessment of cluster
Tendency (VAT). The Hopkins statistic obtained was 0.168, which indicates high clustering tendency of the data. The
presence of dark boxes along the diagonal in Figure 6 also indicates that the data is “clusterable”.
Fig. 6 Visual Assessment of cluster Tendency (VAT) for the data
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C. Determine the appropriate clustering algorithm(s) and optimal number of clusters
Figure 7 shows the results obtained from the validation methods used to determine the appropriate clustering
algorithm and optimal number of clusters. In particular, it shows that the most frequent optimal combination of algorithm
and number of clusters is one of the Hierarchical algorithms, and two clusters. Consequently, this combination was
identified to be the best suited for the data. It can also be seen that the SOTA algorithm was unable to create six clusters
from the dataset. This can be explained by the fact that the SOTA algorithm splits objects by detecting patterns in the
dataset. Thus, the algorithm did not detect patterns that could lead to the creation of six clusters.
Fig. 7 Identification of appropriate clustering algorithm and optimal number of clusters
As mentioned previously, the Hierarchical group of algorithms is comprised of five individual algorithms: Complete
Linkage, Single Linkage, Average Linkage, Centroid Linkage, and Ward algorithms. It was thus important to identify
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the best suited Hierarchical algorithm for this research. This was achieved by developing clusters using these algorithms
and analyzing their results using the Silhouette plot and width. A Silhouette plot shows how closely members in a cluster
are connected to each other, with the maximum and minimum values of the Silhouette width (distance between members
in a cluster) being 1 and -1, respectively, where 1 represents perfect clustering and -1 represents imperfect clustering.
The Average Linkage, Complete Linkage, Centroid Linkage and Single Linkage algorithms clustered daily operations
of the Newark International Airport similarly. Figure 8a shows the Silhouette plot for these algorithms. It can be seen
that 78 days were placed in one cluster while 1 day was an outlier. The cluster had a Silhouette score of 0.72, which
shows that the daily operations in this cluster were similar, compared to the outlier.
Figure 8b shows the main cluster and the outlier generated using the Average Linkage, Complete Linkage, Centroid
Linkage, and Single Linkage clustering algorithms. The axes represent the first two principal components obtained from
Principal Component Analysis, and were used as a means to visualize the clusters.
(a) Silhouette Plot (b) Representation of clusters
Fig. 8 Silhouette plot and representation of clusters obtained from the Average Linkage, Complete Linkage,
Centroid Linkage and Single Linkage clustering algorithms
Figure 9a shows that the Ward algorithm placed 30 daily operations in one cluster, and placed 49 daily operations in
a second cluster. The first cluster had a Silhouette score of 0.80, which shows that the days in this cluster were very
similar. The second cluster had a poor Silhouette score of 0.09, which shows that the days in this cluster were very
dissimilar. This algorithm produced an overall Silhouette score of 0.39. Figure 9b illustrates the two clusters generated
using Principal Component Analysis.
(a) Silhouette Plot (b) Representation of clusters
Fig. 9 Silhouette plot and representation of clusters obtained from the Ward clustering algorithm
Based on Figures 8 and 9, it can be concluded that the best suited algorithms for clustering daily operations of the
Newark International Airport from September to November, 2018 were identified to be theAverage Linkage, Complete
Linkage, Centroid Linkage and Single Linkage clustering algorithms, since they had the highest Silhouette scores
(0.72). However, these algorithms clustered 78 days into one cluster and produced an outlier. Analysis of this outlier, as
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seen in Figure 10, revealed that Newark Liberty International Airport was severely constrained on that day. In particular,
it shows that the outlier had a higher number of departure delays and delays caused by the implementation of Traffic
Management Initiatives at the airport, compared to the average number of departure delays and, delays caused by the
implementation of Traffic Management Initiatives (TMI) of all of the other days in the main cluster.
Fig. 10 Mean values of variables in clusters
In order to further analyze the data, there was a need to either remove the outlier or use more than two clusters. The
Hierarchical group of algorithms and 3 clusters were identified as the next best combination of appropriate algorithm
and optimal number of clusters by the majority of validation methods, as seen in Figure 7. Figure 11 shows the 3 clusters
generated by the Hierarchical group of algorithms. It also shows that the daily operation identified as an outlier from the
previous exercise with two clusters was identified as an outlier by four out of five algorithms. It also shows that the
Average and Centroid Linkage algorithms clustered the daily operation of Newark International Airport similarly. The
Complete Linkage, Single Linkage and Ward algorithms had Silhouette scores of 0.45, 0.39, and 0.42, respectively.
On the other hand, the Average and Centroid Linkage algorithms had Silhouette scores of 0.49. Thus, the best suited
algorithms for clustering the daily operations of Newark International Airport from September to November, 2018 are
the Average and Centroid Linkage algorithms.
Fig. 11 Representation of clusters from the Hierarchical group of algorithms
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D. Analyze clusters
Figure 11 shows that the Average and Centroid Linkage algorithms split the daily operations of EWR into two
clusters and an outlier. The first and second clusters were comprised of 70 and 8 daily operations, respectively. Figure
12 shows the distribution of parameters across both clusters and the outlier. The outlier is characterized by high airborne
holdings (minutes and number of aircraft), diversions, departure delays, GDP revisions, GDP lead-in time, and Ground
Stops. It is also characterized by low completion rate and a moderate number of delays caused by the implementation of
Traffic Management Initiatives to the airport. These characteristics correspond to poor operational performance.
The first cluster is generally characterized by low airborne holdings (minutes and number of aircraft), diversions,
departure delays, GDP revisions, and Ground Stops. It is also characterized by high completion rate, and a wide range
of GDP lead-in times and delays caused by the implementation of Traffic Management Initiatives at the airport. Overall,
these characteristics correspond to good operational performance.
The second cluster is generally characterized by low diversions and Ground Stops. It is also characterized by a wide
range of delays caused by the implementation of Traffic Management Initiatives at the airport, departure delays and
GDP revisions, and high completion rates, GDP lead-in times and airborne holdings (minutes and number of aircraft).
Overall, these characteristics correspond to varying operational performance where one or more parameters indicated
sub-optimal to poor operational performance on the day.
Fig. 12 Box plot showing the distribution of parameters across clusters
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E. Comparison of Clustering approach and Operational Service Performance Criteria
This section provides a comparison of the classification of the daily operations of Newark Liberty International
Airport using clustering and the FAA’s Operational Service Performance Criteria (OSPC). Figure 13 shows that 69 days
classified as "Good days" by OSPC were placed in the cluster characterized by good operational performance, while 2
days classified as "Average days" by OSPC were placed in the cluster characterized by sub-optimal to poor operational
performance.
Fig. 13 Comparison of results from clustering and Operational Service Performance Criteria
The remaining 8 days were classified differently by both methods, as seen in Figure 14. In particular, it shows
that days 2, 3, 4, and 8 were classified as "Good days" by OSPC. However, clustering classified these days into the
second cluster, as they were characterized by high airborne holdings which severely impacted airport operations. OSPC
also classified day 6 as an "Average Day" even though it was characterized by a very poor completion rate, as 32% of
scheduled and/or planned air carrier arrivals were cancelled, due to severe constraints at the airport on that day. Days
1, 5, and 7 were classified differently by both methods due to varying operational performance where one or more
parameters influenced their classification.
14
Fig. 14 Comparison of results from clustering and Operational Service Performance Criteria
Based on this analysis, it can be seen that using predefined ranges of values to classify the daily operations of airports
is not the best approach for the task at hand as analysts would continually have to update these ranges based on prior
knowledge and experience, instead of using a systematic approach such as clustering. However, this research validates
the FAA’s current classification of the daily operations of Newark Liberty International Airport into three categories.
F. Develop and evaluate prediction models
The final part of this research involves predicting the category that a daily operation belongs to using the Boosting
Ensemble Machine Learning algorithm. This is achieved by randomly splitting the data into two sets. The training and
testing sets contain 59 and 20 data points, respectively.
Table 3 shows the confusion matrix obtained from the Boosting Ensemble algorithm. The algorithm accurately
predicted 17 days in Cluster 1, and 2 days in Cluster 2. However, it inaccurately predicted 1 day in Cluster 2 instead of
Cluster 1. The model had a Kappa Statistic score of 0.773. It is important to note that the performance of the algorithm
is limited by the amount of data. In this case, the algorithm’s performance will be improved by obtaining and using
additional airport data.
Table 3 Confusion matrix
Actual Cluster 1 Actual Cluster 2 Actual Outlier
Predicted Cluster 1 17 0 0
Predicted Cluster 2 1 2 0
Predicted Outlier 0 0 0
VI. Conclusion & Future Work
This research proposes a systematic approach for categorizing the daily operations of airports using clustering
algorithms, with a focus on Newark International Airport. This was done using metrics such as number of delayed
flights, number of airborne-holding events, etc. The methodology involves assessing the clustering tendency of the
data, identifying the most appropriate algorithm and optimal number of clusters, and analyzing the developed clusters
to identify metrics that characterize or describe each cluster. The final step of the methodology involves using the
Boosting Ensemble Machine Learning algorithm to predict the cluster that the daily operation of the airport will belong
to. This methodology showed that the Average Linkage and Centroid Linkage clustering algorithms are the best suited
algorithms for the data, while the optimal number of clusters was identified to be two. However, three clusters were
used in order to gain further insights into the clusters. The clusters were then analyzed to identify their respective
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characteristics. Finally, the Boosting Ensemble Machine Learning algorithm was used to predict the cluster that the
daily operation of the airport belongs to.
Future work will focus on identifying thresholds of parameter values for each cluster and determining if the
classification of airport operations should be on a seasonal basis. It will also focus on identifying the best suited
algorithm and optimal number of clusters for the seven other airports currently assessed by the Operational Service
Performance Criteria. Analysis of the results from this exercise will then be used to determine if the classification
of the daily operations of airports should be on an airport level or on an airport-type level. Finally, future work will
also involve fusing other datasets such as weather and air traffic data in order to identify trends and patterns, and the
underlying factors leading to the characteristics of the daily operations of airports.
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