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HOLOMORPHIC ARCS ON ANALYTIC SPACES
JA´NOS KOLLA´R AND ANDRA´S NE´METHI
The study of formal arcs was initiated by Nash in a 1967 preprint; published
much later as [Nas95]. Arc spaces of smooth varieties have a rather transparent
structure but difficult problems arise for arcs passing through singularities. The
Nash conjecture on the irreducible components of such arc spaces was proved for
surfaces [FdBP12b] and for toric singularities [IK03], but counter examples were
found in higher dimensions [IK03, dF12, Kol12].
Here we start the study of holomorphic arcs; these are holomorphic maps φ : D→
X of the closed unit disk to a complex analytic spaceX . As one expects, there is not
much conceptual difference between the set of formal arcs and the set of holomorphic
arcs since every formal arc can be approximated by holomorphic arcs. However,
a formal deformation of an arc is a much more local object than a holomorphic
deformation. (See Remark 3 and Example 4 for more details.) Thus, in many
cases, the space of holomorphic arcs has infinitely many connected components
while the space of formal arcs always has only finitely many.
For a complex analytic space X we define two variants – the space of arcs,
denoted by Arc(X) and the space of short arcs, denoted by ShArc(X) – and we
study their connected components. For short arcs we obtain complete answers for
surface singularities and for isolated quotient singularities in all dimensions.
1. Arcs on analytic spaces
Definition 1 (Arcs). Let X be a complex analytic space. Let D ⊂ C denote the
open unit disk and D ⊂ C its closure. A complex analytic arc in X is a holomorphic
morphism φ : D→ X . (That is, φ is defined and holomorphic in some neighborhood
of D.) The center of φ is the point φ(0) ∈ X .
We think of an arc as describing the local behavior of a morphism of a Riemann
surface to X . The interesting aspects happen if the image passes through a singular
point of X . We thus localize at such a point and get a complex analytic morphism
φ : D→ X such that Suppφ−1(SingX) = {0}. This will be called a short complex
analytic arc or a short arc.
More generally, if Z ⊂ X is a subset then a short arc on (Z ⊂ X) is a complex
analytic morphism φ : D → X such that Suppφ−1(Z) = {0}. Thus a short arc on
X is the same as a short arc on (SingX ⊂ X).
For many purposes it is easier to work with formal arcs. These are morphisms
φ : SpecC[[t]] → X . Most earlier works on arc spaces considered formal arcs; see
[Nas95, Mus02, IK03, Ish04, EM09, FdBP12b] and the references there.
Definition 2 (Spaces of arcs). Let X be a complex space and Z ⊂ X a subset. We
consider various spaces of arcs. First we define these only as sets, then we endow
them with a natural topology.
(1) Arc(X) is the set of all arcs φ : D→ X .
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(2) Arc◦(Z ⊂ X) is the set of those arcs φ for which φ(∂D) ⊂ X \ Z.
(3) ShArc(Z ⊂ X) is the set of short arcs on Z ⊂ X .
If Z = SingX then we also use the notation
(4) Arc◦(X) := Arc◦(SingX ⊂ X) and
(5) ShArc(X) := ShArc(SingX ⊂ X).
Fixing a continuous metric d( , ) on X , we get a metric on Arc(X) by setting
da(φ, ψ) := sup{d(φ(t), ψ(t)) : t ∈ D}.
It is clear that the topology induced by this metric does not depend on the choice
of the metric d( , ). The other arc spaces inherit their topology from Arc(X).
It is quite likely that these spaces also have a natural structure as an infinite
dimensional complex space, but we do not establish this. (See Conjecture 73 for a
more precise version.) In all our proofs, we essentially write down finite dimensional
complex subspaces of Arc(X) and work with them.
Remark 3 (Comparison of the arc spaces). The arc spaces Arc(X), ShArc(X) and
the space of formal arcs, which we denote by Ârc(X), are different as sets, but the
main distinguishing feature comes from the deformations that we allow.
Consider for instance a short arc φ0 : (0 ∈ D)→ (Z ⊂ X) and a deformation of
it as an arc {φs : s ∈ [0, 1]}. In general, φ−1s (Z) breaks up into several points; write
these as p1(s), . . . , pm(s) ∈ D.
If m > 1 then, from our point of view, φs is a global object. Picking any of the
pi(s) and ignoring the others corresponds to a family of formal arcs. Note that for
each s ∈ [0, 1] we can switch to a smaller disk Ds := D(ǫs) ∋ pi(s) of radius ǫs such
that φs|Ds becomes a short arc. However, lims→0 ǫs = 0, thus we never get a family
of short arcs if m > 1.
If m = 1 then, after a translation and rescaling, we do get a family of short
arcs. Thus, working with short arcs is essentially an equisingularity condition on
families.
Spaces of formal arcs always have only finitely many (connected or irreducible)
components. Since an arc can be through of as a collection of many formal arcs, it
is not surprising that Arc◦(X) usually has infinitely many connected components.
By contrast, ShArc(X) is essentially a dense subset of Ârc(X). However, the equi-
singularity condition turns out to be quite restrictive, and frequently we again get
infinitely many connected components.
Example 4. Consider the surface singularity
S := (xyz = x4 + y4 + z4) ⊂ C3. (4.1)
(This is one of the simplest cusp singularities; we study the general case in Sections
9–10.) Any arc
(
x(t), y(t), z(t)
)
on S can be written uniquely as(
x(t), y(t), z(t)
)
=
(
tmu(t), tmv(t), tmw(t)
)
where m ∈ N and (u(0), v(0), w(0)) 6= (0, 0, 0). If u(t)4 + v(t)4 + w(t)4 is nowhere
zero on D then we can write this arc as(
x(t), y(t), z(t)
)
=
(
u · uvw
u4 + v4 + w4
, v · uvw
u4 + v4 + w4
, w · uvw
u4 + v4 + w4
)
. (4.2)
Conversely (and this is a very special occurence) for any
(
u(t), v(t), w(t)
)
such that
u(t)4 + v(t)4 + w(t)4 6= 0 for t ∈ D, (4.3)
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the formula (4.2) defines an arc on S. (The condition (4.3) is open on Arc(S) and
it always holds on a smaller disc. It turns out that, as far as local deformations are
concerned, the arcs satisfying (4.3) are typical among all arcs.) The center of this
arc is the origin iff
u(0) · v(0) · w(0) = 0. (4.4)
Under the traditional, Nash version of the space of arcs on (0 ∈ S), we can
perturb
(
u(t), v(t), w(t)
)
such that one of the functions vanishes at the origin with
multiplicity 1 and the other two do not vanish. This shows that Ârc(0 ∈ S) has 3
irreducible components, corresponding to which of the three values u(0), v(0), w(0)
vanishes.
By contrast, ShArc(0 ∈ S) has infinitely many connected components. Indeed,
if one of the functions u(t), v(t), w(t) vanishes at a point t0 ∈ D then the arc (4.2)
sends t0 to the origin. Thus if the arc (4.2) is short then the functions u(t), v(t), w(t)
vanish only at the origin. This implies that the multiplicity of their zero at the origin
is a locally constant function on ShArc(0 ∈ S). (Strictly speaking, so far we have
established this only for the open set where (4.3) holds, but it turns out to be true
in general.) Thus we get 3 doubly infinite families of connected components given
by the possibilities
mult0
(
u(t), v(t), w(t)
)
= (n1, n2, n3) ∈ N3 where n1n2n3 = 0.
5 (Connected components of ShArc). Let X be a complex space and Z ⊂ X a
closed subset such that X \ Z is connected. Given any arc φ ∈ Arc◦(Z ⊂ X) we
can restrict it to the boundary to get
φ|∂D : ∂D ∼= S1 → X \ Z.
There is no natural basepoint, thus this map defines an element of
π1
(
X \ Z)/(conjugation).
(We fix the counterclockwise orientation on ∂D.) The map is clearly locally constant
on Arc◦(Z ⊂ X), thus it descends to
π0
(
Arc◦(Z ⊂ X))→ π1(X \ Z)/(conjugation). (5.1)
Since ShArc(Z ⊂ X) ⊂ Arc◦(Z ⊂ X), we get similar maps for ShArc(Z ⊂ X).
Note further that the semigroup (R>0,+) acts freely on ShArc(Z ⊂ X) by
σs : φ(t) 7→ φ
(
e−s · t)
and we can view ShArc(Z ⊂ X) as an interval bundle over the orbit space of this
action. In particular, if Z ⊂ U ⊂ X is any open subset then ShArc(Z ⊂ X) and
ShArc(Z ⊂ U) are homeomorphic, so understanding the topology of ShArc(Z ⊂ X)
is a local problem near Z. (By contrast, Arc◦(Z ⊂ U) does depend on the choice
of Z ⊂ U ⊂ X ; see, however, Conjecture 76.)
Thus, for an isolated singularity (0 ∈ X), the topology of ShArc(0 ∈ X) is
independent of the particular representative that we choose. If X is contractible
then X \ {0} is homotopy equivalent to link(0 ∈ X), thus we get a natural map
w : π0
(
ShArc(0 ∈ X))→ π1(link(0 ∈ X))/(conj). (5.2)
More generally, if Z ⊂ X is compact, and link(Z ⊂ X) denotes the boundary of a
regular neighborhood of Z ⊂ X then we have a natural map
w : π0
(
ShArc(Z ⊂ X))→ π1(link(Z ⊂ X))/(conj). (5.3)
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We call these the winding number maps.
Our main result says that for surfaces these maps are injective.
Theorem 6. Let (0 ∈ X) be a normal surface singularity. Then the winding
number map (5.2)
π0
(
ShArc(0 ∈ X))→ π1(link(0 ∈ X))/(conj) (6.1)
is an injection.
The map (6.1) is rarely surjective since its image is clearly contained in
ker
[
π1
(
link(0 ∈ X))→ π1(E)]/(conjugation by π1(link(0 ∈ X))) (6.2)
where E is the exceptional curve of the minimal resolution of (0 ∈ X). The image
of the map (6.1) can be explicitly given in terms of the minimal resolution, see
Theorem 37. The description shows that, with a few exceptions, the image of the
winding number map is an infinite but small subset of (6.2).
Since the topology of the minimal resolution is determined by the oriented home-
omorphism type of the link [Neu81], we obtain the following consequence.
Corollary 7. For a normal surface singularity (0 ∈ X) the image of the winding
number map (6.1) – and hence π0
(
ShArc(0 ∈ X)) – is determined by the oriented
homeomorphism type of link(0 ∈ X). 
For some interesting classes of surface singularites there are even better descrip-
tions. For quotient singularities, this works in all dimensions.
Theorem 8. Let (0 ∈ X) ∼= (0 ∈ Cn)/G be an isolated quotient singularity. Then
there are natural identifications
π0
(
ShArc(0 ∈ X)) = π1(link(0 ∈ X))/(conj) = G/(conj).
For G ⊂ SL(2,C), this gives a concrete realization of the McKay correspondence
between nontrivial conjugacy classes of G and exceptional curves of the minimal res-
olution of C2/G. We also get a McKay-type correspondence in higher dimensions,
see Paragraph 30.
It turns out that π0
(
ShArc(0 ∈ S)) is infinite for every other surface singularity;
see Theorem 37. We have especially clear descriptions in two further cases.
Let (0 ∈ S) be a surface cusp singularity. (See [Hir73] or Section 9 for the
definition and basic properties.) The fundamental group of the link of a cusp is
given by an extension
0→ H ∼= Z2 → π1
(
link(0 ∈ S))→ Z→ 0.
Under conjugation,H acts trivially on itself, thus conjugation by π1
(
link(0 ∈ S)) on
H can be described by a single matrix M ∈ SL(2,Z) which can be easily computed
from the minimal resolution. The conjugacy classes are the orbits of the action
generated byM . The dual cusp gives the same link but with a different orientation;
see Paragraph 64.
Theorem 9. Let (0 ∈ S) be a surface cusp singularity. Then
(1) The image of the winding number map (5.2) is contained in the subgroup
H modulo conjugation by π1
(
link(0 ∈ S)).
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(2) Every nontrivial conjugacy class of H is obtained uniquely from a connected
component of the space of short arcs in either the cusp or the dual cusp for
a suitable orientation of ∂D.
We get a different type of answer for normal surface singularities (0 ∈ S) with
a good C∗-action given by (λ, s) 7→ ρ(λ, s). We say that an arc φ : D → (0 ∈ S) is
equivariant if there are a, b ∈ N such that
φ
(
λbt
)
= ρ
(
λa, φ(t)
)
for t, λ ∈ D.
We can assume that (a, b) = 1. Note that b divides the order of the stabilizer
subgroup of the C∗-action along the image of φ, thus b = 1 for most equivariant
arcs.
Proposition 10. Let (0 ∈ X) be a normal surface singularity with a good C∗-
action.
(1) Every connected component of ShArc(0 ∈ X) contains an equivariant arc.
(2) This equivariant arc is unique, except when
(a) either (0 ∈ X) is a quotient singularity
(b) or b = 1 in the notation above, in which case there is an irreducible
1-parameter family.
11 (The method of the proof of Theorem 6). Let (0 ∈ X) be a normal surface sin-
gularity and f : Y → X a proper bimeromorphic morphism that is an isomorphism
outside 0. Set Z := Supp f−1(0). Composing with f gives continuous bijections
f∗ : Arc
◦(Z ⊂ Y )→ Arc◦(0 ∈ X) and f∗ : ShArc(Z ⊂ Y )→ ShArc(0 ∈ X).
However, these maps are usually not homeomorphisms and not even the number
of connected components is preserved.
In general, there is a tension between two requirements.
• The local structure of (Z ⊂ Y ) should be simple in order to be able to
describe ShArc(Z ⊂ Y ).
• The map f should be simple so that f∗ be a homeomorphism, or at least
that f∗ : π0
(
ShArc(Z ⊂ Y ))→ π0(ShArc(0 ∈ X)) be a bijection.
Following the Nash conjecture [Nas95], a first attempt could be to take Y to be
the minimal resolution (or the minimal log resolution) of (0 ∈ X). Both of these
fail the second requirement, even in very simple cases like X = (xy = zn) for any
n ≥ 2.
Our results rest on the observation that the minimal dlt modification (to be
defined in Section 7) has both of the above good properties. The proof uses the tight
connection between the minimal dlt modification and the plumbing construction of
links [Neu81].
From the point of view of the plumbing construction, Theorems 8–9 correspond
to the two exceptional cases and Proposition 10 to the simplest case.
12 (Description of the sections). We start our discussions by describing the various
arc spaces of the unit disk (0 ∈ D) in Section 3. This is then used in Section 5 to
determine the connected components of the spaces of short arcs on simple normal
crossing pairs. We also study equivariant versions. Arcs on quotient singularities
are related to equivariant arcs on simple normal crossing pairs. This leads to the
proof of Theorem 8 in Section 6.
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The Nash conjecture [Nas95], proved in [FdBP12b] for surfaces, describes the
irreducible components of the space of formal arcs on a surface S in terms of the
minimal resolution. Similarly, in Section 7, we use the minimal dlt modification to
understand the irreducible components of ShArc(S). This gives an explicit descrip-
tion of the image of the map (6.1).
As with the Nash conjecture, it is easy to come up with a list of candidates for
the irreducible components of an arc space; the hard part is to prove that none of
them is contained in the closure of another. In Section 8 we study the conjugacy
problem for the fundamental group of links of surface singularities to prove that
the map (6.1) is injective and to give an explicit description of its image. The
particular cases of Seifert manifolds is discussed in (56–59). At the end we also
show Proposition 10.
A topological proof of Theorem 9 is given in Section 9. A cusp and its dual can
be seen very clearly on hyperbolic Inoue surfaces. This leads to another proof in
Section 10.
Comments and conjectures on long arcs, higher dimensions and real arcs are in
Section 11.
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2. Families of arcs
Definition 13 (Families of arcs). Let X be a complex space and V a topological
space. A continuous family of arcs parametrized by V is a continuous function
F ( , ) : V × D→ X such that F (v, ) : D→ X is holomorphic (13.1)
for every v ∈ V . If V is a complex space and F is holomorphic, we have a holo-
morphic family of arcs.
A family of arcs is essentially the same as the corresponding classifying map
Fc : V → Arc(X).
We have not defined a complex structure on Arc(X), but the following approxi-
mation allows us to think about holomorphic classifying maps.
Let H(D) denote the Banach space of holomorphic functions of D, that is, func-
tions that are defined and holomorphic in some neighborhood of D. An arc in CN
is the same as N holomorphic functions
φ1, . . . , φN ∈ H(D).
Thus we can identify Arc(CN ) with the complex Banach space H(D)N . A norm is
given by
d(φ, ψ) :
∑
i sup{|φi(t)− ψi(t)| : t ∈ D}.
If U ⊂ CN is an open set then Arc(U) is naturally an open subset of Arc(CN )
and if X ⊂ U is a closed subset defined by the equations fi(x1, . . . , xN ) = 0 then
Arc(X) is a closed subset of Arc(U) defined by the equations
fi
(
φ1(t), . . . , φN (t)
) ≡ 0 ∀ i.
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Note that here we think of fi as a map fi : Arc(U)→ H(D), thus Arc(X) ⊂ Arc(U)
has infinite codimension.
If X is smooth of dimension n, then this construction establishes a complex
Banach manifold structure on Arc(X), locally modeled on H(D)n.
Note also that Arc(CN ) is a complex vector space, thus it can be written as a
union of finite dimensional complex vector spaces. However, it seems that a typical
Arc(X) ⊂ Arc(CN ) intersects all finite dimensional vector subspaces of Arc(CN ) in
a finite set of points, thus we do not get interesting analytic subspaces of Arc(X)
this way.
Definition 14 (Irreducibility). Let X be a complex space and A ⊂ Arc(X) a
subset. We say that A is strongly irreducible if for every finite subset P ⊂ A there
is a (finite dimensional) irreducible complex space VP and a holomorphic family of
arcs FP : VP×D→ X such that the image of the classifying map FP : VP → Arc(X)
lies in A and contains P .
If A is a (finite dimensional) complex space then A is strongly irreducible iff it
is irreducible.
There are two simple cases when we prove that some infinite dimensional arc
space A is strongly irreducible.
First, assume that we can write A as a convex open subset in some complex
Banach space H. If V ⊂ H is any finite dimensional vector subspace then V ∩A is
a convex open subset of V ∼= Cm, hence an irreducible complex manifold.
Second, assume that we can write A as an open subset of M ×H where M is a
(finite dimensional) irreducible complex space and H is a complex Banach space.
Assume further that A contains a constant section M × {v} for some v ∈ H and({m}×H)∩A is convex for everym ∈M . If V ⊂ H is any finite dimensional vector
subspace containing v then A∩ (M × V ) is a finite dimensional complex manifold.
The fibers of its projection to M are convex, open in V ∼= Cm and M × {v} gives
a section. Thus A ∩ (M × V ) is irreducible.
Our definition is dictated by what we could prove in some cases and it would be
useful to develop a notion of irreducibility of arc spaces that is more in line with
the usual finite dimensional concept. See Conjecture 75 for further discussion of
this topic.
3. Arc spaces of the disk
In this section we describe the connected components of the various arc spaces
of the disk D. We show that they are all complex Banach manifolds, have finite
dimensional approximations and irreducible in the strong sense of (14). In subse-
quent sections we build up arc spaces of higher dimensional complex spaces from
products of arc spaces of the disk.
15 (Arc spaces of the disk). One can think of Arc(D) as the space of holomorphic
functions φ : D→ D. Thus Arc(D) = B<1H(D), the open unit ball in H(D), hence
Arc(D) is strongly irreducible by (14).
ShArc(0 ∈ D) is the space of holomorphic functions φ : D → D whose only
zero is at the origin. The multiplicity of the zero is locally constant, giving the
connected components {ShArc(0 ∈ D)m : m = 1, 2, . . .}. It is convenient to set
ShArc(0 ∈ D)0 := Arc(D \ {0}), the set of arcs that do not pass through 0.
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For m = 0, the function φ has no zeros, thus it has a logarithm
logφ : D→ {h ∈ H(D) : ℜ(h) < 0}.
The space of functions whose real part is everywhere negative is a convex open
subset of H(D), thus has the same type of finite dimensional approximations as the
unit ball. The actual arc space is the quotient
ShArc(0 ∈ D)0 ∼= {h ∈ H(D) : ℜ(h) < 0}/2πiZ.
If φ has anm-fold zero at the origin then t−mφ has no zeros. On the boundary of
D it is still strictly less than 1 in absolute value, hence, by the maximum principle,
t−mφ ∈ ShArc(0 ∈ D)0. Thus multiplication by tm gives an isomorphism
tm : ShArc(0 ∈ D)0 ∼= ShArc(0 ∈ D)m.
Arc◦(0 ∈ D) is the space of holomorphic functions φ : D→ D that have no zero
on the boundary. The number of zeros in D is locally constant, giving the connected
components {Arc◦(0 ∈ D)m : m ∈ N}. Note that Arc◦(0 ∈ D)0 = ShArc(0 ∈ D)0.
Form > 0 we can use Blaschke products to write any φ ∈ Arc◦(0 ∈ D)m uniquely
in the form
φ(t) = g(t) ·∏mi=1 t−ai1−a¯it
where g ∈ Arc◦(0 ∈ D)0 and ai are the zeros of φ. This gives a surjective real
analytic map
Dm × {h ∈ H(D) : ℜ(h) < 0} → Arc◦(0 ∈ D)m
which is equivariant with respect to the 2πiZ action on the second factor and the
symmetric group action permuting the coordinates on the first factor. This shows
that Arc◦(0 ∈ D)m is connected, but it does not give enough complex analytic
subspaces.
In order to get the complex structure right, we write
φ(t) = ψ(t) ·∏mi=1(t− ai)
where ai are the zeros of φ. The condition on ψ(t) is more complicated than before;
we need that
0 < |ψ(t)| <
∣∣∣∏mi=1 1t−ai
∣∣∣ for every t ∈ D.
As before, by passing to logψ this becomes a convex condition
ℜ(logψ(t)) < log∣∣∣∏mi=1 1t−ai
∣∣∣ for every t ∈ D.
Thus we get a holomorphic parametrization of Arc◦(0 ∈ D)m by an open subset
Um ⊂ Dm ×H(D)
whose intersection with each {(a1, . . . , am)} × H(D) is convex. Note that Um does
not contain any constant section Dm × {c}, but if ǫ > 0 and ℜ(c) is very negative
then D(1− ǫ)m×{c} ⊂ Um. This is enough to show that Um is strongly irreducible
by (14).
In Section 6, we will also need equivariant versions of the above arc spaces.
16 (Equivariant arc spaces of the disk). Let G ⊂ Aut(0 ∈ D) be a finite subgroup
and ρ : G→ Aut(Z ⊂ X) a representation. An arc φ is called ρ-equivariant if
φ
(
g(t)
)
= ρ(g)
(
φ(t)
)
.
The set of ρ-equivariant short arcs is denoted by ShArc(Z ⊂ X)ρ.
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Note that Aut(0 ∈ D) is just the group of rotations, thus every finite subgroup
is cyclic and generated by ǫ = e2πi/m for some m ∈ N.
For arc spaces of a disk there are even fewer possibilities.
Fix natural numbers m > 0, a ≥ 0 and a primitive mth root of unity ǫ.
Let D(t) be a closed disk with coordinate t and Z/m-action t 7→ ǫt and D(z)
be an open disk with coordinate z and Z/m-action z 7→ ǫaz. The representation
ρ = ρ(a) is determined by a modulo m.
We study the spaces of ρ(a)-equivariant arcs. These can be thought of as func-
tions z = φ(t) such that
φ(ǫt) = ǫaφ(t). (16.1)
Every such φ can be uniquely written as φ(t) = taψ(tm) for some ψ in the unit ball
of H(D(s)) where s = tm. Thus the space of ρ(a)-equivariant arcs is connected and
strongly irreducible.
The space ShArc(0 ∈ D(z))r contains a ρ(a)-equivariant arc only if r ≡ a mod m
and then these can be written as φ(t) = trψ(tm) for some invertible ψ in the unit
ball of H(D(s)) where s = tm. Thus multiplication by zr identifies ShArc0(D)0 =
Arc(D \ {0}) (where we think of D as the unit disk with coordinate s = tm) with
the ρ(a)-equivariant arcs in ShArc(0 ∈ D)r.
4. Arc spaces of the polydisk
It is clear from the definition that
Arc
(∏
i∈IXi
)
=
∏
i∈I Arc(Xi).
In particular, Arc(Dn) ∼= Arc(D)n is a convex open set in the Banach space H(D)n.
By contrast, the spaces of short arcs have a more complicated behavior. To start
with, there are several ways to define the product of pairs (Zi ⊂ Xi).
Definition 17 (Products of pairs). For simple normal crossing pairs the natural
notion is the product (or maximal product) of pairs (Zi ⊂ Xi), defined as∏
i∈I(Zi ⊂ Xi) :=
(⋃
i∈I Zi ×
∏
j 6=iXj ⊂
∏
i∈IXi
)
. (17.1)
The minimal product is (∏
i∈IZi ⊂
∏
i∈IXi
)
. (17.2)
18 (Short arcs on maximal products). In order to write the space of short arcs on
a product it is convenient to set
ShArc+(Z ⊂ X) := ShArc(Z ⊂ X)∐Arc(X \ Z). (18.1)
Then
ShArc+
(∏
i∈I(Zi ⊂ Xi)
)
=
∏
i∈I ShArc
+
(
Zi ⊂ Xi
)
. (18.2)
In particular,
ShArc+
(
(0 ∈ D)r × Ds) = (ShArc+(0 ∈ D))r × (Arc(D))s. (18.3)
The latter has an obvious equivariant version. If Z/m acts on D by t 7→ ǫt and on
the target by
ρ : (x1, . . . , xr, y1, . . . , ys) 7→ (ǫa1x1, . . . , ǫarxr, ǫb1y1, . . . , ǫbsys)
then
ShArc+
(
(0 ∈ D)r × Ds)ρ =∏ri=1 ShArc+(0 ∈ D)ρ(ai) ×∏si=1Arc(D)ρ(bi). (18.4)
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It is harder to study short arcs on a minimal product since the product of two
non-short arcs is frequently short. Especially for singular spaces, the precise answer
seems complicated.
In our applications the ambient space is the polydisc but the subvariety sits
between the minimal and the maximal product.
Definition 19. Let Arc(0 ∈ D) ⊂ Arc(D) denote the set of those arcs φ for which
φ(0) = 0. Let Z2 ⊂ Dn be the union of the codimension 2 coordinate hyperplanes⋃
i6=j(xi = xj = 0). Set
ShArc∗(0 ∈ Dn) := {φ ∈ Arc(0 ∈ D)n : Suppφ−1(Z2) = {0}}.
It is clear that
ShArc∗(0 ∈ Dn) ⊂ ShArc(0 ∈ Dn) ⊂ Arc(0 ∈ D)n.
More generally, given representations ρi : Z/m→ C∗ and their product ρ : Z/m→
(C∗)n set
ShArc∗(0 ∈ Dn)ρ :=
{
φ ∈ ShArc(0 ∈ Dn)ρ : Supp φ−1(Z2) = {0}
}
.
Proposition 20. For n ≥ 2 the arc space ShArc∗(0 ∈ Dn) is connected, strongly
irreducible and dense in Arc(0 ∈ D)n. Thus ShArc(0 ∈ Dn) is also connected.
The same holds for ShArc∗(0 ∈ Dn)ρ and ShArc(0 ∈ Dn)ρ.
Proof. For i 6= j, letWij ⊂ Arc(0 ∈ D)n be the set of those functions (f1, . . . , fn)
such that fi amd fj have a common zero in D \ {0}. These exactly correspond to
arc that intersect the codimension 2 coordinate hyperplane (xi = xj = 0) outside
the origin. Thus
ShArc∗(0 ∈ Dn) = Arc(0 ∈ D)n \
⋃
i6=j
Wij .
The structure of the subsets Wij is somewhat complicated (they are only real
subanalytic), but we show in (21) that they are locally contained in a complex
hypersurface.
By Lemma 23, this implies that ShArc∗(0 ∈ Dn) is connected, strongly irre-
ducible and dense in ShArc(0 ∈ D)n. Thus any subspace in between these two is
also connected, hence ShArc(0 ∈ Dn) is connected.
The argument is the same for the equivariant versions. 
More generally, we study the locus where a collection of holomorphic functions
has an unexpected common zero.
21 (Common zeros of holomorphic functions). Let V1, . . . , Vk be irreducible complex
spaces parametrizing holomorphic functions Fi : Vi × D → D. For f1, . . . , fk ∈
H(D) let Z(f1, . . . , fk) ⊂ D denote their common zero set (with multiplicity). The
common zero set of the families F1, . . . , Fk is then
Z
(
F1, . . . , Fk
)
=
⋂{
Z
(
f1, . . . , fk
)
: (f1, . . . , fk) ∈ V1 × · · · × Vk
}
where we again keep track of the multiplicities. Let
W exc =W exc
(
F1, . . . , Fk
) ⊂ V1 × · · · × Vk
denote the set of those (f1, . . . , fk) that have extra zeros, that is for which
Z
(
f1, . . . , fk
)
) Z
(
V1, . . . , Vk
)
.
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W exc is a subset of V1 × · · · × Vk, which can be understood as follows.
Pick any function g ∈ H(D) whose zero set equals Z(V1, . . . , Vk). Replacing each
Fi by Fi/g, we get new families of holomorphic functions on D such that
Z
(
F1/g, . . . , Fk/g
)
= ∅.
Furthermore,
W exc
(
F1, . . . , Fk
)
=W exc
(
F1/g, . . . , Fk/g
)
.
Thus, it is sufficient to understandW exc in the special case when Z
(
F1, . . . , Fk
)
= ∅.
We assume the latter from now on.
Let Hi ⊂ V1 × · · · × Vk × D be the pull-back of the zero set of Fi by the ith
coordinate projection. ThenW exc is the image ofH1∩· · ·∩Hk under the projection
Π : V1 × · · · × Vk × D→ V1 × · · · × Vk.
Π is proper since D is compact, so W exc is closed in V1 × · · · × Vk.
To understand its local structure, pick a point (f1, . . . , fk) ∈ V1 × · · · × Vk such
that not all the fi are identically 0. We can extend the functions Fi to a larger open
disk D(1 + ǫ) where some of the fi has only finitely many zeros. Then Π restricts
to a finite morphism Π(ǫ) on
H1(ǫ) ∩ · · · ∩Hk(ǫ) ⊂ V1 × · · · × Vk × D(1 + ǫ).
The image of Π(ǫ) describes those (f1, . . . , fk) that have a common zero in D(1+ǫ).
Thus W exc is a subset of this.
Of course this is useful information only if Π(ǫ) is not dominant near (f1, . . . , fk),
that is when H1(ǫ)∩· · ·∩Hk(ǫ) has codimension ≥ 2 near {(f1, . . . , fk)}×D(1+ ǫ).
We claim that this holds if at least 2 of the fi are not identically 0.
To see this, pick a point z0 ∈ Z(f1, . . . , fk). Since Z
(
F1, . . . , Fk
)
= ∅, there
is at least one index, say i = 1, and a 1-parameter family f1(s) ⊂ V1 such that
f1(s)(z0) 6= 0 for s 6= 0. Since at least 2 of the fi are not identically 0, up to
re-indexing we may assume that f2 is not identically 0. Near z0 the only zero of f2
is z0 which is not a zero of f1(s) for s 6= 0. Thus the restriction of Π to H1 ∩H2 is
not dominant near {(f1, . . . , fk)} × {z0}, hence H1 ∩H2 has codimension ≥ 2 near
{(f1, . . . , fk)} × {z0}.
Definition 22. Let V be a complex space andW ⊂ V a closed subset. We say that
W has complex codimension ≥ k if each point w ∈ W has an open neighborhood
w ∈ Uw ⊂ V and a closed, complex subspace Zw ⊂ Uw of codimension ≥ k such
that W ∩ Uw ⊂ Zw. We are mostly interested in the case k = 1.
A finite union of closed subsets of complex codimension ≥ 1 also has complex
codimension ≥ 1.
Lemma 23. Let V be a normal, irreducible complex space and W ⊂ V a closed
subset of complex codimension ≥ 1. Then V \W is also an irreducible complex
space.
Proof. Let Y ⊂ V \W be a irreducible component. Let w ∈ W be any point.
Then Y ∩ (Uw \ Zw) is an irreducible component of Uw \ Zw. Since Uw is normal,
the latter is irreducible. Thus if Y ∩ (Uw \Zw) 6= ∅ then the closure Y¯ ⊂ V contain
Uw. Thus Y¯ is a closed analytic subset of V , hence an irreducible component. Thus
Y¯ = V and so Y = V \W . 
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By applying the above arguments to suitable projections we obtain the following
result, which implies that we can move arcs away from codimension 2 subsets of
the smooth locus without changing the connected components of the arc spaces.
Proposition 24. Let X be a complex space and Z ⊂ Z2 ⊂ X closed subsets.
Assume that X is smooth along Z2 \ Z and codimX(Z2 \ Z) ≥ 2. Then{
φ ∈ ShArc(Z ⊂ X) : φ−1(Z2 \ Z) 6= ∅
}
has complex codimension ≥ 1 in ShArc(Z ⊂ X). 
5. Simple normal crossing pairs
25 (Intersection number of arcs and divisors). Let Y be a complex manifold and
D ⊂ Y a divisor. For some Z ⊂ D, let φ ∈ Arc◦(Z ⊂ X) be an arc. We claim that
the intersection number (φ ·D) is defined and that it is a locally constant function
on Arc◦(Z ⊂ X).
The intersection number will be a sum of terms for each point p ∈ Suppφ−1(D).
To define the local contribution at p, we restrict φ to a smaller disk D(p, ǫ) around
p. Let φ(p) ∈ Up ⊂ X be an open neighborhood such that D ∩ Up = (Fp = 0) for
some holomorphic function Fp on Up. By choosing ǫ small enough, we may assume
that φ
(
D(p, ǫ)
) ⊂ Up. Then Fp ◦ φ is a holomorphic function on D(p, ǫ) and the
local contribution is the multiplicity of its zero at p.
If we perturb φ, these numbers stay constant as long as the image of ∂D(p, ǫ) stays
disjoint from D. Thus φ 7→ (φ ·D) is a locally constant function on Arc◦(Z ⊂ X).
Note also that if φ ∈ ShArc(Z ⊂ Y ), then (φ ·D) > 0 iff φ(0) ∈ D.
Let now D :=
∑
i∈I Di ⊂ Y be a reducible divisor. Fix natural numbers {mi :
i ∈ I} and set
A(mi : i ∈ I) :=
{
φ : (φ ·Di) = mi : i ∈ I
} ⊂ Arc◦(D ⊂ Y ).
Since each (φ · Di) is locally constant on Arc◦
(
D ⊂ Y ), every A(mi : i ∈ I) is a
union of some connected components of Arc◦
(
D ⊂ Y ) and Arc◦(D ⊂ Y ) is the
disjoint union of all the A(mi : i ∈ I) for all (m1, . . . ) ∈ N|I|.
Furthermore, if φ ∈ ShArc(D ⊂ Y ), then
φ ∈ A(mi : i ∈ I) iff φ(0) ∈
⋂
i:mi>0
Di.
Let W ⊂ ⋂i:mi>0Di be a connected component and set
SA(W,mi : i ∈ I) :=
{
φ : φ(0) ∈W and (φ ·Di) = mi : i ∈ I
} ⊂ ShArc(D ⊂ Y ).
By the above considerations, SA(W,mi : i ∈ I) is a union of connected components
of ShArc
(
D ⊂ Y ).
Usually the SA(W,mi : i ∈ I) are disconnected, but they are connected and
irreducible in the following important special case which gives our basic supply of
connected arc spaces.
Proposition 26. Let Y be a complex manifold and D :=
∑
i∈I Di ⊂ Y a simple
normal crossing divisor. Then
(1) the above SA(W,mi : i ∈ I) are connected and
(2) they give all the connected components of ShArc
(
D ⊂ Y ).
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Proof. Sending an arc to its center gives a continuous map SA(W,mi : i ∈ I)→
W . Since W is connected, it remains to show that each point p ∈ W has an open
neighborhood whose preimage in SA(W,mi : i ∈ I) is connected. As we noted in
(5), this is a local question near W , hence it is enough to prove the lemma when
Y = Dn, Di = (xi = 0) and W = ∩i:mi>0(xi = 0). This follows from the product
formula (18.4). 
Remark 27. If X is an algebraic variety then each SA(W,mi : i ∈ I) contains a
strongly irreducible dense open subset. This can be seen as follows. After replacing
X with a dense, open subset we may assume that there is a finite morphism π :
X → Cn such that Di = π−1(xi = 0). It is easy to see that our arc spaces are
irreducible if X = Cn and the Di are hyperplanes. The preimages of the resulting
finite dimensional complex subspaces give the necessary finite dimensional complex
subspaces of SA(W,mi : i ∈ I).
6. Quotient singularities
Let G ⊂ GL(n,C) be a finite subgroup. Then G acts on Cn and X = Cn/G is
called a quotient singularity. The quotient X does not determine G uniquely but
there is a smallest choice given by G = π1
(
X \ SingX). This G is characterized by
the property that it contains no pseudo-reflections, that is, elements whose fixed
point set is a hyperplane.
We also need to work with quotients of simple normal crossing pairs, thus we
consider groups G that also stabilize some of the coordinate hyperplanes. This
forces part of G to be diagonal.
28 (Quotient singularities). Write
Cn = Crx1,...,xr × Csy1,...,ys .
Set Di = (xi = 0) ⊂ Cn and D = D1 + · · ·+Dr. Let G ⊂ (C∗)r × GL(s,C) be a
finite subgroup without pseudo-reflections; then each of the Di is G-invariant. Let
F ⊂ Cn be the union of the fixed point sets of the non-identity elements. Thus F
is a union of linear subspaces of codimension ≥ 2 and G acts freely on Cn \ F .
(0 ∈ X) := (0 ∈ Cn)/G is a quotient singularity; let π : Cn → X be the quotient
map. Note that SingX = π(F ). Set Ei := π(Di) and E = E1 + · · · + Er. For
uniformity of notation, we set E := {0} if r = 0.
We have an exact sequence
0→ Zr → π1
(
X \ (E ∪ SingX)) τ→ G→ 1 (28.1)
and the G-action on Zr is trivial. Thus, for every g ∈ G, the preimage τ−1〈g〉 is an
Abelian group, in fact isomorphic to Zr. This shows that if γ1, γ2 ∈ π1
(
X \ (E ∪
SingX)
)
are conjugate then τ(γ1), τ(γ2) ∈ G are conjugate and if τ(γ1) = τ(γ2)
then γ1, γ2 are conjugate iff γ1 = γ2.
With the above notation, let
ShArc∗(E ⊂ X) ⊂ ShArc(E ⊂ X) (28.2)
denote the set of those arcs φ : D → X such that Suppφ−1(SingX) = {0}. If
(0 ∈ X) is an isolated singularity, which is the main case that we are interested in,
then ShArc∗(E ⊂ X) = ShArc(E ⊂ X).
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Theorem 29. Let
(
0 ∈ (X,E)) = (0 ∈ (Cn, D))/G be a quotient singularity
as above. Then the irreducible components of ShArc∗(E ⊂ X) are in one-to-one
correspondence with the conjugacy classes of π1
(
X \ (E ∪ SingX)).
It is interesting to connect the above result with the McKay correspondence; see
[Rei02] for a survey and for further references.
30 (Short arcs and the McKay correspondence). Let
(
0 ∈ Cn/G) be an isolated
quotient singularity and p : Y → (0 ∈ Cn/G) a resolution of singularities. For any
short arc φ : D → (0 ∈ Cn/G), let p−1 ◦ φ : D → Y be its lift. As φ varies in a
dense open subset of an irreducible component of ShArc(0 ∈ Cn/G), the centers
of the lifts p−1 ◦ φ sweep out a dense subset of an irreducible subvariety of Y . By
Theorem 29, the irreducible components of ShArc(0 ⊂ Cn/G) correspond to the
conjugacy classes of G, hence we get a natural map{
conjugacy classes of G
}→ {subvarieties of Y }.
(The trivial conjugacy class corresponds to arcs that can be deformed away from
the origin. The centers of such deformations sweep out a dense subset of Y . Thus
it is natural to say that Y itself corresponds to the trivial conjugacy class.)
Assume next that G ⊂ SL(2,C) and let p : Y → (0 ∈ C2/G) be the minimal
resolution. Since the Nash conjecture holds for surfaces, each irreducible exceptional
curve of p corresponds to an irreducible component of the space of formal arcs
Ârc
(
0 ∈ C2/G) and each irreducible component of the space of formal arcs also
gives an irreducible component of the space of short arcs.
Thus short arcs give a concrete realization of the McKay correspondence between
nontrivial conjugacy classes of G and exceptional curves of the minimal resolution.
The McKay correspondence is not fully established in higher dimensions. Our
results suggest a connection between the McKay correspondence and the Nash con-
jecture for higher dimensional quotient singularities. This topic should be explored
further.
Our proof of Theorem 29 is not very illuminating. We write down a complete list
of the irreducible components of ShArc∗(E ⊂ X) and then observe the one-to-one
correspondence with the conjugacy classes.
31 (Arcs on quotient singularities). Let φ : D → X be an arc in ShArc∗(E ⊂ X).
Set D(φ) = D ×X Cn with normalization D¯(φ). Then D¯(φ) is a disjoint union of
several disks
∐
iD(φ)i and φ lifts to φi : D(φ)i → Cn.
The restriction of π gives πi : D(φ)i → D; these are Galois covers with cyclic
Galois group Ci ⊂ G. The different Ci are conjugates of each other. Set m := |Ci|.
Fixing a coordinate si on D(φ)i such that s
m
i = π
∗
i t determines a generator gi ∈ Ci.
Thinking of gi as a representation ρi : Z/m→ GL(r + s,C), φi : D(φ)i → Cn is
ρi-equivariant.
Let ShArc∗(D ⊂ Cn) ⊂ ShArc(D ⊂ Cn) denote the set of those arcs φ : D→ Cn
such that Suppφ−1(F ) = {0}. Then φi ∈ ShArc∗(D ⊂ Cn).
The construction can be carried out in any connected family of arcs, except that
we may get a monodromy action of the fundamental group of the base on the set
of the disks
{
D(φ)i
}
. This can be eliminated after a finite covering.
Conversely, given g ∈ G, let m be the order of g and ShArc∗(D ⊂ Cn)ρ(g) ⊂
ShArc∗(D ⊂ Cn) the set of ρ(g)-equivariant arcs. Thus we have established the
following description of ShArc∗(E ⊂ X).
HOLOMORPHIC ARCS ON ANALYTIC SPACES 15
(1) Pick g ∈ G. Set m = ord(g), write g as
g =
(
ǫa1 , . . . , ǫar , gs
)
where gs ∈ GL(s,C)
and let ρ(g) : Z/m→ GL(r+s,C) denote the corresponding representation.
Note that (a1, . . . , ar) are unchanged by conjugation.
(2) Pick m1, . . . ,mr ∈ N, not all zero, such that mi ≡ ai mod m.
(3) By (26) the mi determine SA(m1, . . . ,mr) ⊂ ShArc(D ⊂ Cn) which is a
connected and irreducible component.
(4) Let SA(m1, . . . ,mr)
ρ(g) ⊂ SA(m1, . . . ,mr) denote the subset of ρ(g)-equivariant
arcs. By (18.3) and (16), SA(m1, . . . ,mr)
ρ(g) is connected and irreducible.
(5) We saw in (20) that
SA∗(m1, . . . ,mr)
ρ(g) := SA(m1, . . . ,mr)
ρ(g) ∩ ShArc∗(D ⊂ Cn)
is also connected and irreducible.
(6) These arcs descend to arcs on X , giving
SA∗(m1, . . . ,mr)
ρ(g) → ShArc∗(E ⊂ X).
(7) The image is a connected component of ShArc∗(E ⊂ X).
(8) Conjugate elements give the same connected component and every con-
nected component of ShArc∗(E ⊂ X) is obtained this way.
Next we make this more explicit in two cases that are of special interest.
Assume first that (0 ∈ X) = (0 ∈ Cn)/G is an isolated quotient singularity and
there are no divisors. Thus r = 0. Given g ∈ G of order m, Aρ(g) ⊂ ShArc(0 ∈ Cn)
is the set of ρ(g)-equivariant arcs. This Aρ(g) is connected and irreducible by (26).
Thus we obtain a proof of the following restatement of Theorem 8.
Corollary 32. Let (0 ∈ X) = (0 ∈ Cn)/G be an isolated quotient singularity where
G ⊂ GL(n,C) acts freely outside the origin. Then the irreducible components of
ShArc(0 ∈ X) are in one-to-one correspondence with the conjugacy classes of G. 
We also need to understand cyclic quotients of
(
(x = 0) ⊂ C2). Consider the
pair
(E ⊂ X) := ((x = 0) ⊂ C2)/ 1m(q, 1).
(The notation represents the quotient of
(
(x = 0) ⊂ C2) by the group action
(x, y) 7→ (ǫqx, ǫy) where ǫ = e2πi/m.) Then π1(X \ E) is an extension of Z/m by
Z ∼= π1(C2 \D) where D = (x = 0). The universal cover of C2 \D is
ρ : C2uv → C2xy \D where ρ(u, v) =
(
u, e2πiv
)
.
The group of deck transformations is generated by (u, v) 7→ (u, v+1). We see that
C2uv is also the universal cover of X \ E and the group of deck transformations is
generated by
(u, v) 7→ (e2πiq/mu, v + 1m).
Given a ∈ {0, . . . ,m − 1} (which we think of as an element of Z/m) let m1 be a
positive integer congruent to a mod m and c the smallest nonnegative integer such
that a ≡ cq mod m. Then the arc
φ(m1) : D→ C2 given by t 7→
(
tm1 , tc
)
is a typical element of SA(m1) in (31.3). The intersection number of φ(m1) with
D = (x = 0) is m1. Thus φ(m1) descends to an arc in X whose intersection number
with E is m1/m. Thus we obtain the following.
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Corollary 33. Let (E ⊂ X) := ((x = 0) ⊂ C2)/ 1m (q, 1). The intersection number
establishes a bijection
π0
(
ShArc(E ⊂ X))↔ 1mZ>0.
If a ∈ 1mZ>0 is not an integer, then the corresponding arcs are all centered at the
origin. If a ∈ Z>0 then a corresponding general arc has center on E \ {0}. 
7. Minimal dlt modifications
As outlined in Paragraph 11, the first step toward proving Theorem 6 is the
construction and study of minimal dlt modifications of surfaces.
Definition 34 (Minimal dlt modification). Let Y be a normal surface and E ⊂ Y
a reduced curve. The pair (Y,E) is divisorial log terminal (abbreviated as dlt) if
everywhere it has one of the following normal forms (analytically locally).
(1) (Normal crossing points)(
(xy = 0) ⊂ C2) or ((x = 0) ⊂ C2) or (∅ ⊂ C2).
(2) (Cyclic quotients)(
(x = 0) ⊂ C2)/ 1m (q, 1) where (q,m) = 1.
(3) (Quotients)
(∅ ⊂ C2)/G where G ⊂ GL(2,C) is a finite subgroup acting
freely outside the origin.
(For a more conceptual definition, see [KM98, 2.37].)
Let (0 ∈ X) be a normal surface singularity and f : Y → X a proper birational
morphism that is an isomorphism outside 0. Set E := Supp f−1(0). We say that
f : (E ⊂ Y )→ (0 ∈ X) is a dlt modification if
(4) (Y,E) is dlt and
(5)
(
(KY + E) ·Ei
) ≥ 0 for every irreducible curve Ei ⊂ E.
A dlt modification is called minimal if, in addition,
(6) there are no exceptional curves Ei ⊂ E such that Y is smooth along Ei,
P1 ∼= Ei, (E2i ) = −1,
(
(KY + E) · Ei
)
= 0 and Ei intersects the rest of E
in 2 points.
35 (Construction of minimal dlt modifications). Let (0 ∈ X) be a normal surface
singularity.
If X is a quotient singularity, then it is its own minimal dlt modification.
If X is not a quotient singularity, then its minimal dlt modification can be
constructed as follows.
Let g : (E ⊂ Y ) → (0 ∈ X) be a log resolution, that is, Y is smooth and
E := Supp g−1(0) is a curve with nodes only. If P1 ∼= Ei ⊂ E is a −1-curve that
intersects the rest of E in at most 2 distinct points, then we can contract Ei to get
another log resolution. After all such contractions we get the minimal log resolution
gm : (Em ⊂ Y m)→ (0 ∈ X).
Next we contract maximal tails of rational chains. A sequence of curves E1, . . . , Em
is called a rational chain if these are smooth rational curves and
(Ei · Ej) =
{
0 if |i− j| > 1 and
1 if |i− j| = 1.
The sequence is called a tail if it intersects the rest of E in a single point of Em.
The maximal tails of rational chains are disjoint from each other. If (0 ∈ X) is not
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a quotient singularity then contracting each of the maximal tails of rational chains
gives the minimal dlt modification
gdlt : (Edlt ⊂ Xdlt)→ (0 ∈ X).
Note that if (0 ∈ X) is a cyclic quotient singularity then the latter recipe gives
the correct answer: Xdlt = X . If (0 ∈ X) is a non-cyclic quotient singularity the
above recipe gives X ′ → X with a unique exceptional curve E′ and 3 singular
points on X ′. This is not a dlt modification since
((
KX′ + E
′
) · E′) < 0. The
correct minimal dlt modification is again Xdlt = X .
Following the method of (26), we get the following description of the arc space
of dlt pairs. The only difference is that we have to understand arcs centered at the
singular points; these were described in Corollary 33.
36 (Short arcs on dlt pairs). Let (E ⊂ Y ) be a dlt pair. Then the following is a
list of the connected components of ShArc(E ⊂ Y ).
(1) Let Ei be an irreducible component of E andmi ∈ Z>0. We get SA(Ei,mi),
consisting of arcs whose intersection number with Ei is mi (and with every
other Ej is 0).
(2) Let E′p, E
′′
p be the two local branches ofE at a singular point p andm
′
p,m
′′
p ∈
Z>0. We get SA(p,m
′
p,m
′′
p), consisting of arcs whose center is at p and
whose intersection numbers with the two local branches are m′p,m
′′
p .
(3) Let q be a singular point of X of the form(
(x = 0) ⊂ C2)/ 1m (b, 1) and mq ∈ 1mZ>0 \ Z>0.
We get SA(q,mq), consisting of arcs whose center is at q and whose inter-
section number with E is mq.
In the above cases it is easy to work out the homotopy types of the different con-
nected components of ShArc(E ⊂ Y ).
(1’) Let E0i ⊂ Ei be the complement of the set of singular points of E. Then
SA(Ei,mi) is homotopy equivalent to an S
1-bundle overE0i . If Ei has genus
g and contains r > 0 singular points then SA(Ei,mi) is homotopy equiva-
lent to S1×∨2g+r−11 S1. The exceptional case is when E = Ei consists of a
single smooth curve, thus r = 0. Then we get an S1-bundle over a compact
Riemann surface (without boundary) whose Chern class is mi(−E2i ).
(2’) Taking the angle component of the leading coefficients of the Taylor series
of an arc shows that SA(p,m′p,m
′′
p) is homotopy equivalent to S
1 × S1.
(3’) Working with equivariant Taylor series on the universal cover shows that
SA(q,mq) is homotopy equivalent to S
1.
These cases are topologically distinct, except that SA(Ei,mi) is homotopy equiv-
alent to S1 × S1 if g = 0 and r = 2.
Our main result says that (36.1–3) gives a complete list of the connected com-
ponents of ShArc
(
0 ∈ X) for normal surface singularies.
Theorem 37. Let (0 ∈ X) be a normal surface singularity with minimal dlt mod-
ification gdlt :
(
Edlt ⊂ Xdlt) → (0 ∈ X). Then composing an arc with gdlt gives a
bijection
gdlt∗ : π0
(
ShArc
(
Edlt ⊂ Xdlt)) ↔ π0(ShArc(0 ∈ X)). (37.1)
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Proof. If (0 ∈ X) is a quotient singularity then Xdlt = X and there is nothing
to prove.
Since f∗ gives a continuous bijection
f∗ : ShArc
(
Edlt ⊂ Y dlt)→ ShArc(0 ∈ X),
the induced map on π0 is surjective and it remains to prove that it is injective.
Using the winding number maps (5.2–3), (37.1) sits in a diagram
π0
(
ShArc
(
Edlt ⊂ Xdlt)) w→ π1(link(Edlt ⊂ Xdlt))/(conj)
gdlt∗ ↓ ↓∼=
π0
(
ShArc
(
0 ∈ X)) w→ π1(link(0 ∈ X))/(conj).
Thus it is sufficient to prove that the winding number map
w : π0
(
ShArc
(
Edlt ⊂ Xdlt))→ π1(link(Edlt ⊂ Xdlt))/(conj)
is an injection. The latter is proved in Section 8. 
Remark 38. It is possible that the map
gdlt∗ : ShArc
(
Edlt ⊂ Y dlt)→ ShArc(0 ∈ X) (38.1)
is a homeomorphism but we do not know how to prove this.
8. Fundamental groups of normal surface singularity links
For general introductions to the topics of 3–manifold topology that we use, see
[Sei32, Hem76, ST80, Jac80, Sco83]. Connections with links are treated in detail
in [Neu81].
In this section we denote by L the oriented link of a normal surface singularity
(0 ∈ X), and by π1 its fundamental group. Recall that L is connected.
Theorem 39. The following properties hold.
(1) Singularity links are irreducible 3–manifolds (that is, every embedded S2 in
L bounds a 3–ball).
(2) π1 is finite iff X is a quotient singularity.
(3) If π1 in infinite then L is the Eilenberg–Mac Lane space of π1, that is
L = K(π1, 1). Moreover, in this case, π1 is torsion free.
Proof. Part (1) follows e.g. from [Neu81, Thm.1]. If π1 is finite then the universal
cover of L is S3, the link of C2 at the origin, and the action of the finite π1 can
be linearized. For (3) see e.g. [AFW12, p.32]. The argument is the following. By
the Sphere Theorem, if N is an orientable 3–manifold with π2(N) 6= 0, then N
contains an embedded 2–sphere which is homotopically non–trivial. Hence, since
L is irreducible, we must have π2(L) = 0. Since π1 in infinite, the 3–manifold
L˜, the universal cover of L, has H3(L˜) = 0. Hence, by the Hurewicz theorem
πi(L) = πi(L˜) = Hi(L˜) = 0 for any i > 1. Next, any finite dimensional Eilenberg–
Mac Lane space L = K(π1, 1) has a torsion free fundamental group. 
Part (3) can also be proved using the JSJ (=Jaco–Shalen–Johannson) decompo-
sition of L (see below), and using Bass–Serre theory (for the K(π1, 1) property) and
the Torsion Theorem for free products with amalgamations and HNN (=Higman–
Neumann–Neumann) extensions (for the torsion free property). Similar arguments
will be used in the next paragraphs for conjugacy properties.
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The case of finite π1 is completely classified [Bri68, DV64], they are the quotient
singularities. The relevant statement regarding ShArc is given in Section 6.
In the sequel we will assume that π1 is an infinite group.
The fundamental group π1 has a presentation in terms of the plumbing realiza-
tion of the link via a dual resolution graph. This presentation usually is rather
involved due to the cycles in the graph. Hence, for the first conceptual conjugacy
statements, we will use the structural decomposition of π1 as the fundamental group
of a graph of groups induced by the JSJ decomposition. Then, for each independent
component of the JSJ decomposition (whose graphs have no cycles anymore) we
will consider the corresponding concrete plumbing presentation.
40 (Plumbing graphs). Let us fix the minimal log resolution of (0 ∈ X) as in (35).
Then the link appears as the boundary of a small tubular neighbourhood of the
exceptional curve, or, as a plumbed 3–manifold associated with the dual resolution
graph Γ of the irreducible exceptional components. The set of vertices of this graph
will be denoted by V , the set of edges by E . The nodes are those vertices v which
either have genus gv > 0 or valency ≥ 3.
The plumbing description of the link provides a presentation of π1. For rational
homology sphere links (when the exceptional curve has trivial fundamental group,
and π1 is generated by the loops around the irreducible exceptional components)
this was determined by Mumford [Mum61], for the general case see [Cat06, Aus00].
We will use this concrete presentation only for the Seifert pieces, cf. (47).
Each edge of the plumbing provides naturally an embedded torus in L. The tori
of the minimal JSJ decomposition are such tori: from each maximal chain with
node ends (which can be the very same node in the case of a ‘loop’) we choose one
edge, their collection serves as the JSJ–tori for the minimal decomposition. (For a
fixed such chain, the choice of the edge will not alter the torus, but only a canonical
basis in its homology Z2.) In particular, the pieces {Lj}j of the decomposition are
indexed by nodes, and each piece has a Seifert structure whose central vertex is the
corresponding node.
In fact, there is an exception to this description, when Γ is a cyclic graph with
all genus decorations zero (the case of cusps): one has no nodes, exactly one JSJ
torus provided by one of the edges arbitrarily chosen, and one Seifert piece.
In the plumbing representation of the pieces Lj we extend the above notation of
the plumbing graphs: the boundary components of Lj will be denoted by arrow-
head vertices and their set is denoted by A. The set of the other, non–arrowhead
vertices, is denoted by W . Hence V = W ⊔ A. If an arrow a is supported by the
non–arrowhead v, then the corresponding boundary component is the boundary
of the tubular neighborhood of a generic S1–fiver Sa over the surface (irreducible
exceptional curve) indexed by v in the plumbing construction. The plumbing graph
of the collection of {Lj} is obtained from the graph of L by replacing each chosen
edge of the chains by two arrowheads (supported by the two endpoints of the edge).
In the remaining part of this section we assume that Γ has at least one node.
The case of cyclic graphs without nodes will be treated in Section 9.
41 (The non–Seifert case. The presentation of π1 via graph of groups). Assume
first that L is not a Seifert 3–manifold and Γ has at least one node. Then, being
irreducible, and having at least one incompressible JSJ torus, it is Haken. The
JSJ decomposition of L provides a splitting of π1 as a fundamental group of a
graph of groups [Ser03, Pre´06]. More precisely, the JSJ tori form a collection of
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disjointly embedded incompressible tori {Tτ}τ (where incompressibility means that
π1(Tτ )→ π1(L) is injective), such that the components {Lj}j of L\∪τTτ are Seifert
fibred. Each Tτ is two–sided in L, let T
+
τ and T
−
τ be the two boundaries of a small
tubular neighbourhood of Tτ in L.
The underlying graph G of the graph of groups has one vertex vj for each piece
Lj, we will also write L(vj) = Lj. To each Tτ correspond two edges ofG, eτ := e(Tτ )
and eτ := e(Tτ )
−1, inverse to each other. If Lk and Ll are such that T
−
τ ⊂ Lk and
T+τ ⊂ Ll, then we say that e(Tτ ) has origin v(Lk) and extremity v(Ll).
The graph of groups is obtained by assigning to each vertex vj the vertex group
G(vj) = π1(L(vj)), and to each edge eτ the edge group G(eτ ) = π1(Tτ ) ≃ Z ⊕ Z.
For each edge eτ with origin vk and extremity vl, one defines the monomorphisms
φ−τ : G(eτ ) →֒ G(vk) and φ+τ : G(eτ ) →֒ G(vl). (Strictly speaking, this depends on
the choice of base points ∗j in Lj , ∗±τ ∈ T±τ , and paths from ∗−τ to ∗k and from ∗+τ
to ∗l respectively.) Their images in the corresponding vertex groups will be denoted
by G(eτ )
− and G(eτ )
+, and we set φeτ = φ
+
τ ◦ (φ−τ )−1 : G(eτ )− → G(eτ )+. For the
inverse edges G(e¯) = G(e), G(e¯)± = G(e)∓, φe¯ = φ
−1
e .
These data determine π1 as the fundamental group of the graph of groups, once
a maximal tree T in G is chosen. An edge of G is called T–separating if it belongs
to T, and T–non–separating otherwise. Then, if for each vertex v, 〈Sv|Rv〉 is the
presentations of G(v), then the presentation of π1 is the following (cf. [Ser03, 5.1]
or [Pre´06, page 179]):
Generators: (∪nj=1Svj ) ∪ {te| e edge of G}.
Relations:
(∪nj=1Rvj ) ∪ {for all edge e of G and generator c of G(e)− : teφe(c)t−1e = c}
∪ {for all edge e of G: te¯ = t−1e }
∪ {for all T-separating edge e of G: te = 1}.
The presentation 〈Sv|Rv〉 of each contributing group G(v) will be given in (47).
42 (Reduced and cyclically reduced forms). [Ser03, Pre´06] A path in the graph G,
of length m ≥ 0, is a sequence (vj0 , eτ0 , vj1 , . . . , eτm−1 , vjm), where the origin and
the extremity of eτi are vji and vji+1 respectively. A path is called a loop if j0 = jm.
A word of type C is a couple (C, µ), where C is a loop in G, and µ is a sequence
µ = (µ0, . . . , µm), such that µi ∈ G(vji) for all i.
Once a base point (vertex) v∗ in G is fixed, we might consider loops with vj0 =
vjm = v∗. Then any such word (C, µ) gives an element of the fundamental group
of the graph of groups, denoted by |C, µ|. In the presentation (41) it is the word
µj0 · tτ0 · µj1 · · · tτm−1 · µjm . We say that |C, µ| is the label of (C, µ).
A word (C, µ) is called reduced if either m = 0 and µj0 6= 1, or m > 0 and any
time when eτi−1 = eτi one has µi ∈ G(vji )\G(eτi)−. Given any non-trivial element
of the fundamental group, there exists a reduced form associated with it.
A cyclic conjugate of the word (C, µ) is (C′, µ′), where
C′ = (vji , eαi , vji+1 , . . . , eτm−1 , vjm , eτ0 , . . . , eτi−1 , vji)
and µ′ = (µi, µi+1, . . . , µm−1, µm, µ0, . . . , µi−1, 1), for some 1 ≤ i ≤ m.
A word is called cyclically reduced if all its cyclic conjugates are reduced, and
if µm = 1 whenever m > 0. Any non-trivial conjugacy class of the fundamental
group can be represented by a cyclically reduced form whose label is an element of
the class.
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We say that a word (C, µ) is 0–reduced, if µi = 1 for all indices i, except one.
Note that a 0–reduced word has a cyclically reduced form of length 0.
43. The Conjugacy Theorem in the group of graph of groups characterizes (cyclically
reduced) words whose labels are conjugate in the group; see e.g. [Pre´06, Theorem
3.1]. Since in our application we need the conjugacy properties of special 0–reduced
words, we state the theorem only for them. Below ∼ denotes conjugacy.
Theorem 44. [Pre´06] Suppose that (C, µ) = (v0, µ0) and (C′, µ′) = (v′0, µ′0) are two
cyclically reduced forms, both of length zero, whose labels µ0 and µ
′
0 are conjugate
in π1. Then
(1) either v0 = v
′
0, and the elements µ0 and µ
′
0 are conjugate in G(v0),
(2) or there exists a path (vj0 , eτ0 , vj1 , . . . , eτm−1 , vjm) of length m > 0, with
vj0 = v0 and vjm = v
′
0, and a sequence of elements (c0, · · · , cm−1) with
ci ∈ G(eτi), such that :
µ0 ∼ φ−eτ0 (c0) in G(vj0 ),
φ+eτi−1
(ci−1) ∼ φ−eτi (ci) in G(vji ), 1 ≤ i ≤ m− 1,
φ+eτm−1 (cm−1) ∼ µ
′
0 in G(vjm ).
45 (Arc–generators and m-arc-generators). Consider again the plumbing represen-
tation of L, cf. (40). For a vertex v ∈ V of the plumbing graph Γ let γv be the
oriented S1-fiber associated with v in the plumbing construction. Note that γv is
well defined up only to conjugacy; nevertheless, if we fix a base point ∗ of L and
a connecting path from ∗ to a point of this loop, we get an element of π1. If u, v
are connected by an edge in Γ, then we can consider for both of them the same
connecting path, in which case γu and γv commute in π1. (Similarly one can be
achieve that all the γ–generators along a chain commute with each other; see also
the relations between them in the second paragraph of (47).)
Similarly, assume that the JSJ decomposition is fixed (that is, the separating
edges of the plumbing graph are fixed). Then γv for each v ∈ V(Lj) determines a
well-defined conjugacy class of π1(Lj). Moreover, for each arrowhead a ∈ A(Lj),
inherited from the edge eτ such that Lj ⊃ T ◦τ , ◦ = + or −, we can consider γa,
the oriented loop around Sa. If v(a) is the supporting vertex of a in the graph
of Lj, then by taking for the connecting path of γa and γv(a) the path connecting
the basepoints ∗j and ∗◦τ already considered in (41), we obtain that γa and γv(a)
generate G(eτ )
◦ ≃ Z⊕ Z ⊂ π1(Lj).
In the sequel we abbreviate π1(Lj) by π1,j and G(eτ )
◦ by Hτ ⊂ π1,j .
We consider the following conjugacy classes of π1: for each v ∈ V we take the class
of γmvv for any fixedmv > 0, and for each pair v, u ∈ V , (u, v) ∈ E , the class γmuu γmvv
for mu, mv > 0 (with common connecting paths for u, v). We call these classes arc-
generators. Their definition is motivated by the map ShArc→ π1/(conj), see (5.2)
and (36). It is convenient to extend this family and include also those powers
which have negative exponents: we call these classes m-arc-generators (‘m’ from
‘meromorphic’). That is, they consists of classes of type γmvv , with mv ∈ Z and
γmuu γ
mv
v with mu, mv ∈ Z (for (u, v) ∈ E). Thus we conclude the following.
Lemma 46. The conjugacy classes of m-arc-generators of π1 can be represented
by 0-reduced words, hence their cyclically reduced forms have length zero. 
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In particular, for conjugate arc-generators Theorem 44 can be applied. Moreover,
we will show that for arc-generators necessarily case (1) happens, hence we have to
understand conjugate arc-generators of some fixed π1,j only. For this we need the
precise presentation of π1,j .
47 (The presentation of π1,j). The plumbing graph of Lj is star–shaped. Let the
number of chains without arrows at the end be n ≥ 0, and the number of chains
with arrow at the end be k ≥ 1.
Each chain without arrowhead at the end has a Seifert invariant (αi, ωi), 0 <
ωi < αi, gcd(ωi, αi) = 1. If [b1, . . . , bs] is the Hirzebruch continued fraction of
αi/ωi, then the chain has s vertices, all of them of genus 0, their Euler numbers are
−b1, . . . ,−bs such that the vertex decorated with −b1 is connected with the node.
If γ1, . . . , γs are the corresponding elements in the fundamental group, then one has
the relations γbss = γs−1, . . . , γ
bi
i = γi−1γi+1 (see e.g. [Mum61]). In particular, all
the generators γi (1 < i ≤ s) can be eliminated: they appear as certain powers of γs.
Indeed, let det[bk, . . . , bl] be the numerator of the corresponding continued fraction
(or the determinant of the corresponding subgraph), then γi = γ
det[bs,...,bi+1]
s .
Similar elimination happens for a chain with arrow at the end, but now the
generator of that vertex survives which is connected with the node (independently
whether it is arrowhead or non–arrowhead), see also the proof of Lemma 49. (Note
also that the Euler numbers along these arrowed chains become irrelevant in the
topology of Lj — with non-framed boundary —, and in the presentation of π1,j as
well.)
We rename the non-eliminated generators: h is the generator of the node, {gi}ni=1
are the generators of the end vertices of chains without arrow, and {fτ}kτ=1 are the
generators of vertices next to the node on the chains with arrows. Let −b and g
be the Euler number and genus of the node. Then, if g 6= 0 we will have 2g more
generators, {am, bm}gm=1, and π1,j has the following presentation [Mum61, Pre´06].
〈h, {gi}i, {fτ}τ , {am, bm}m | h central, gαii = h, ∀i, hb =
∏
m[am, bm]·
∏
ig
ωi
i ·
∏
τfτ 〉.
Note that this group is independent of b since we can eliminate one of the generators
fτ0 and the last equation. Then the generators {fτ}τ 6=τ0 and {am, bm}m become
free generators, and π1,j is a free product G ∗ F2g+k−1, where Fr is the free group
with r letters, and
G := 〈h, {gi}ni=1 | gαii = h, ∀i〉. (47.1)
Since the central element h has infinite order, cf. (39), it generates a normal sub-
group 〈h〉 ≃ Z. Moreover,
π1,j := π1,j/〈h〉 ≃ Zα1 ∗ · · · ∗ Zαn ∗ F2g+k−1. (47.2)
Notation 48. In the sequel for any x ∈ π1,j we denote by x¯ its image in π1,j , and
ℓ :=
∏
m[am, bm] ·
∏
ig
ωi
i .
Lemma 49. Fix an arrow (or boundary torus) indexed by τ (1 ≤ τ ≤ k). Then h
and fτ generate Hτ ≃ Z⊕ Z ⊂ π1,j. (Recall Hτ = G(eτ )◦, cf. (45).)
In particular, the m-arc-generators of Lj in π1,j are the following: either ele-
ments of Hτ (1 ≤ τ ≤ k), or integral powers of gi (1 ≤ i ≤ n).
Proof. Let−b1, . . . ,−bs be the Euler numbers of the vertices of the corresponding
chain, where the s-th vertex supports the arrow. Via similar identities as in (47),
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any γv along this chain equals f
a
τ h
b, where the exponents are certain determinants;
in particular, with the notation of (45):
γa = f
det[b1,...,bs]
τ h
− det[b2,...,bs], γv(a) = f
det[b1,...,bs−1]
τ h
− det[b2,...,bs−1].
Since this transformation from (fτ , h) to (γa, γv(a)) has unimodular matrix, and Hτ
is generated by γa and γv(a), the lemma follows. 
Definition 50. We say that two m-arc-generators of Lj have the ‘same type’ if
both belong to the same Hτ , or both of them are powers of the same gi (cf. Lemma
49). An m-arc-generator of a certain type is called ‘pure’ if it is not equal to another
m-arc-generator of different type.
Theorem 51. Consider the presentation of π1,j from (47) and the m-arc-generators
of Lj, represented in π1,j as in Lemma 49. Then if two m-arc-generators are con-
jugate in π1.j then they are equal in π1,j.
A non-pure m-arc-generator of π1,j is a power of h.
Proof. We analyze several cases according to the types of the m-arc-generators.
Cases 3 and 4 compare generators of different types.
Case 1. Assume that gri ∼ gsi (1 ≤ i ≤ n; r, s ∈ Z).
Then gαiri ∼ gαisi , or hr ∼ hs. Since h is central and of infinite order, r = s.
Case 2. Assume that A ∼ A′, where A,A′ ∈ Hτ .
Let us write A = hrf cτ and A
′ = hsfdτ . Since h is central we can assume s = 0.
Set y :=
∏
σ>τfσ · ℓ ·
∏
σ<τfσ. Then h
b = ℓ
∏
σ<τfσ · fτ ·
∏
σ>τfσ = yfτ , hence A =
y−chcb+r and A′ = y−dhdb. Projected into π1,j , we get y¯
c ∼ y¯d. By the ‘Conjugacy
theorem of free products’ [LS77, Theorem 1.4, Ch. IV], c = d. Next, write A′ as
x−1Ax. Then hr = [x, f cτ ], hence h
r projected into H1(Lj) = π1,j/[π1,j, π1,j ] is
trivial. But the image of h in H1(Lj) has infinite order (use the abelianized G from
(47.1)), hence r = 0 too.
Case 3. Assume that gri ∼ gsj (1 ≤ i, j ≤ n, i 6= j; r, s ∈ Z), or gri ∼ A
(1 ≤ i ≤ n; r ∈ Z), where A ∈ Hτ (1 ≤ τ ≤ k).
Consider the projection of the two elements in π1,j : g
r
i projects into the factor
Zαi , while Hτ in F2g+k−1. (Hence, either they belong to different factors, or, if
2g+k = 1, then A projects into a power of ℓ in ∗i Zαi .) In any case, the projections
can be conjugate in π1,j only if they are both trivial, cf. [LS77, Theorem 1.4, Ch
IV]. That means that the two original elements belong to the central subgroup 〈h〉.
Since h is central, if they are conjugate they should be equal.
Case 4. Assume that Aτ ∼ Aσ, where Aτ ∈ Hτ , Aσ ∈ Hσ, τ 6= σ (k ≥ 2).
Let us write Aτ = h
rf cτ and Aσ = h
sfdσ . Their projections f¯
c
τ and f¯
d
σ belong to
the factor F2g+k−1 of π1,j . Assume 2g+ k > 2. When we define the factor F2g+k−1
we can eliminate a variable different from fτ or fσ, hence we can write F2g+k−1
as a free product such that f¯ cτ and f¯
d
σ belong to two different non-trivial factors.
Therefore f¯ cτ = f¯
d
σ = 1. If F2g+k−1 = Z, we can assume that its generator is f¯τ , and
f¯σ = (ℓf¯τ )
−1. Hence f¯ cτ ∼ (ℓf¯σ)−d. Then, again by [LS77, Theorem 1.4, Ch IV],
c = d = 0. Hence, in any case, Aτ and Aσ belong to 〈h〉, and they are equal. 
52. Now, using (46) and Theorem 51 we are ready to apply Theorem 44 for m-arc
and arc-generators. For π1 we use the notations of (41)–(45).
Theorem 53. Suppose that (C, µ) = (v0, µ0) and (C′, µ′) = (v′0, µ′0) are two cycli-
cally reduced forms of length zero, whose labels µ0 and µ
′
0 are conjugate in π1.
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(1) If µ0 and µ
′
0 are m-arc-generators, then the following cases can happen:
(a) (m=0) v0 = v
′
0 and µ0 = µ
′
0 in G(v0),
(b) (m=1) v0 and v
′
0 are connected by the edge eτ0 , µ
′
0 = φeτ0 (µ0), and
at least one of the generators µ0 ∈ G(eτ0)− and µ′0 ∈ G(eτ0)+ is pure.
(c) (m=2) there exists a path (v0, eτ0, vj1 , eτ1 , v
′
0) as in (44)(2), with
eτ1 6= eτ0 , and an element µ1 ∈ G(vj1 ) such that µ0 = φ−1eτ0 (µ1),
µ′0 = φeτ1 (µ1), and both µ0 ∈ G(eτ0)− and µ′0 ∈ G(eτ1)+ are pure.
(2) If µ0 and µ
′
0 are arc-generators, then the cases (m=1) and (m=2) from (1)
can not happen. In the (m=0) case the coincidence µ0 = µ
′
0 of the labels
in π1 associated with two different arc-generators can happen only if both
are supported by the same chain without arrow (including the generators of
type hn): all of them are positive powers of the corresponding gi.
Proof. (1) We apply Theorem 44. By Lemma 49 all elements of type φ±τi(ci) are
m-arc-generators in the corresponding groups G(vji). Hence, by Theorem 51, all
conjugacies in Theorem 44(1)-(2) are equalities. Let us write µi := φ
+
τi−1(ci−1) =
φ−τi(ci). Then φeτi (µi) = µi+1 for 0 ≤ i ≤ m−1 (where µm := µ′0). If eτi = eτi−1 is a
‘backtracking’, then µi+1 = µi−1, and the segment of path (vji−1 , eτi−1 , vji , eτi , vji+1)
can be shortened to vji−1 (although, in such a case, µi+1 is special, it is in the image
of φeτi , and this information disappears after we shorten the path).
Hence, we can assume that we have no backtracking in the path.
Assume that m ≥ 3, and we consider the segment of path (eτ0 , vj1 , eτ1 , vj2 , eτ2).
Then the very same element µ1 := φ
+
τ0(c0) = φ
−
τ1(c1) is represented in two different
ways as m-arc-generator, of different types (since τ1 6= τ0). Hence, by Theorem
51, µ1 is a power h
n1
1 of the central element h1 of the Seifert piece G(vj1 ). The
same fact is true in G(vj2 ), one has µ2 = h
n2
2 . But, we claim that an identity
of type (†) φeτ1 (hn11 ) = hn22 cannot happen unless n1 = n2 = 0. This basically
follows from the fact that G(eτ1) = Z
2 injects into π1, and (†) would give a rela-
tion in this Z2. The proof imitates the proof of Lemma 49. Consider the chain
connecting vj1 and vj2 , and assume that the Euler numbers are −b1, . . . ,−bs.
Let γ1 be the arc-generator associated with the vertex adjacent to vj1 . Then
h2 = φeτ1 (γ
det[b1,...,bs]
1 h
− det[b2,...,bs]
1 ). Moreover, h1 and γ1 generate Z
2 in π1. But
det[b1, . . . , bs] 6= 0 (since the graph is negative definite), hence (†) cannot happen.
All the other restrictions in part (1) follow similarly.
(2) Let us start with case (m=1), and we assume that µ0 6∈ 〈h〉. Connect v0
with v′0 by a chain with decorations −b1, . . . ,−bs. Let h = γ0, γ1, . . . , γs, h′ = γs+1
be the corresponding arc-generators. Fix two integers 0 ≤ i < j ≤ s+ 1 and write
µ0 = γ
ni
i γ
ni+1
i+1 , where ni ≥ 0 and ni+1 > 0, and µ′0 = γmjj γmj+1j+1 . The case µ′0 6∈ 〈h′〉
(when both generators are associated with the interior of the chain) corresponds to
mj ≥ 0 and mj+1 > 0, while µ′0 ∈ 〈h′〉 is covered by mj = 0, mj+1 ∈ Z for j = s.
(The last condition covers the case when µ′0 is not pure too.) Then(
[bi+1, . . . , bj ] [bi+1, . . . , bj−1]
−[bi+2, . . . , bj] −[bi+2, . . . , bj−1]
)
·
(
mj+1
mj
)
=
(
ni+1
ni
)
.
But this system has no solution with the above (positivity) restrictions.
The cases (m=2), or (m=0) of different types, are eliminated similarly as the
(m=1 : µ′0 ∈ 〈h′〉) case. The case (m=0) of the same Hτ is eliminated as (m=1 :
‘interior chain’) case. 
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Corollary 54. Theorem 6 is true if L is not a Seifert manifold or a cusp link.
Proof. This follows from the list of components from Paragraph 36 and from
Theorem 53. The coincidences from Theorem 53(2) are eliminated by considering
the minimal dlt modification. The powers gmii which cannot be represented as
powers of h are exactly those for which mi/αi 6∈ Z, cf. type (3) in (36) (where
m = αi). 
55. The above proof can be adapted to show Theorem 6 for cusp singularities as
well. A more precise description is given in Section 9.
56 (The Seifert case). We run the same strategy as above. The plumbing graph
has no arrowheads, and π1 = π1(L) and π1 := π1/〈h〉 are the following:
π1 = 〈h, {gi}ni=1, {am, bm}gm=1 | h central, gαii = h, ∀i, hb =
∏
m[am, bm] ·
∏
ig
ωi
i 〉.
π1 = 〈{g¯i}ni=1, {am, bm}gm=1 | g¯αii = 1, ∀i,
∏
m[am, bm] ·
∏
ig¯
ωi
i = 1〉.
By xi := g¯
ωi
i , g¯i := x
ω′i
i , where ωiω
′
i ≡ 1 mod αi, π1 transforms into the crystallo-
graphic group (if g = 0, it is also named Dyck–Schwartz polygonal group)
〈{xi}ni=1, {am, bm}gm=1 | xα11 = · · · = xαnn =
∏
m[am, bm] ·
∏
ixi = 1〉.
Then π1 is infinite iff π1 is infinite. Moreover, infinite crystallographic groups have
the following property, see e.g. [JN83, page 62].
Proposition 57. If g¯ri ∼ g¯sj in π1 (1 ≤ i 6= j ≤ n; r, s ∈ Z), then g¯ri = g¯sj = 1. 
Corollary 58. Theorem 6 is true if L is a Seifert manifold.
Proof. Quotient singularities were already treated in Section 6. Otherwise, by
Proposition 57, the following arc-generators in π1 belong to different conjugacy
classes: {hm}m∈Z>0, {gmii }mi∈Z>0\αiZ, 1 ≤ i ≤ n. Considering the minimal dlt
modification we hit exactly the components from Paragraph 36. 
59 (Proof of Proposition 10). (1) follows from the fact that the classes h and gi
can be realized by equivariant arcs (parametrizations of the generic and special
orbits). (2) follows from Corollary 58 (or its proof), saying that the conjugacy
classes {hm}m∈Z>0 , {gmii }mi∈Z>0\αiZ are all different. The class hm can be realized
by a family of equivariant arcs parametrized by the smooth part of the central
curve.
9. Cusp singularities
Definition 60 (Cusps and their canonical representation). Cusp normal surface
singularities are characterized by the fact that the dual graph of their minimal log
resolution is a cyclic graph with all genus decorations zero. If E is the exceptional
curve, then π1(E) = Z, and fixing the generator of π1(E) is equivalent with fixing
the cyclic order of the vertices of the graph. Let us fix such an ordering. The cor-
responding Euler numbers of the ordered vertices will be denoted by −b1, . . . ,−bk
(up to cyclic permutation), where each bi ≥ 2 and
∑
i(bi − 2) > 0.
The dual graph Γ has no nodes, nevertheless it has exactly one JSJ torus T ,
which can be chosen as the torus corresponding to one of the edges of the graph.
We rename the vertices in such a way that the cutting edge is (k, 1), hence if we
cut the link, or the graph Γ, along this torus, we get
26 JA´NOS KOLLA´R AND ANDRA´S NE´METHI
s s s s✛ ✲
−b1 −b2 −bk−1 −bk
. . .a a′
The corresponding arc generators of this string with two arrowheads will be
denoted by γ0 = γa, γ1, . . . , γk, γk+1 = γa′ . By a convenient choice of the connecting
paths we may assume that they commute with each other and satisfy the relations
γbii = γi−1γi+1, for 1 ≤ i ≤ k.
In particular, γ0 and γ1 generate freely Z
2 ≃ π1(T ), and all γi can be expressed in
terms of them. It is convenient to organize this as follows.
For any collection of integers a1, . . . , an we define the matrix
M(a1, . . . , an) :=
(
a1 1
−1 0
)
· · ·
(
an 1
−1 0
)
∈ SL(2,Z).
Introduce the column vectors {vi}k+1i=0 of Z2 by v0 =
(
0
1
)
and M(b1, . . . , bi) =
(vi+1, vi) for 1 ≤ i ≤ k. E.g., v1 =
(
1
0
)
, v2 =
(
b1
−1
)
. For any v =
(
r
s
)
we set
γv := γr1γ
s
0 ∈ π1(T ). Then, by induction, γi = γvi for any 0 ≤ i ≤ k + 1.
The matrix M = M(b1, . . . , bk) ∈ SL(2,Z) is called the monodromy operator
associated with the choice of the torus T and the bases {v0, v1} of Z2, and the
representation γ0 7→ v0, γ1 7→ v1 of π1(T ) → Z2. Note that Mv0 = vk and
Mv1 = vk+1. The sequence of vectors vi can be extended to a sequence {vi}i∈Z of
Z2 by vℓk+i := M
ℓvi (ℓ ∈ Z), which evidently correspond to arc generators of the
infinite string . . . , b1, . . . , bk, b1, . . . , bk, . . .. Then, the link is a torus bundle over S
1,
(where the fiber is identified with T ), hence one has the (HNN) extension
1→ Z2 = π1(T )→ π1 → Z = π1(E)→ 1,
where π1(E) acts on π1(T ) via the monodromy M . In other words,
π1 = 〈v, t | v ∈ Z2, tvt−1 =Mv 〉.
This identification of π1(T ) with Z
2 will be called its ‘canonical representation’.
61 (The monodromy operatorM). The monodromy operatorM ∈ SL(2,Z) satisfies
τ := trace(M) ≥ 3. This shows that the characteristic polynomial λ2 − τλ + 1 has
two positive (non-rational) roots. We denote them λ1 > 1 > λ2 > 0. Let V1 and
V2 in R
2 be the corresponding eigenvectors chosen such that V1 is in the fourth
quadrant and V2 in the second one. Then one has the following limits of halflines
lim
i→∞
R>0vi = R>0V1, lim
i→−∞
R>0vi = R>0V2.
Note that (R>0V1 ∪R>0V2) ∩ Z2 = ∅.
Proposition 62. Let Cone(Γ) be the real (open) positive cone R>0〈V1, V2〉 gen-
erated by V1 and V2, and set ConeZ(Γ) := Cone(Γ) ∩ Z2. Consider also the ac-
tion of Z on ConeZ(Γ) given by Z × Z2 ∋ (ℓ, v) 7→ M ℓv. Then the image of
w : π0
(
ShArc(0 ∈ X))→ π1(link(0 ∈ X))/(conj) is in π1(T )/(conj), and under the
above ‘canonical representation’ it is identified with ConeZ(Γ)/Z = ConeZ(Γ)/M .
Proof. Arc generators of type γmi (m ∈ Z>0) are represented on the lattice
points on the ray R>0vi, and those of type γ
mi
i γ
mi+1
i+1 (mi,mi+1 ∈ Z>0) by the
lattice points in the open cone R>0〈vi, vi+1〉, modulo the monodromy action. 
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63 (Dependencies). M depends on the above choice of ‘canonical representation’
(of π1 → Z2, γ0 7→ v0, γ1 7→ v1). If the JSJ torus is given by the edge (1, 2), then
the new monodromy operator is M(1,2) =M(b2, . . . , bk, b1) =M(b1)
−1 ·M ·M(b1),
hence M(1,2) and M are conjugate. The same is true for any other choice of T .
In fact, the correspondence (b1, . . . , bk) 7→ M from oriented cycles to the set
of conjugacy classes of A ∈ SL(2,Z) with trace(A) ≥ 3 is a bijection (cf. [Neu81,
6.3]). (One recovers (b1, . . . , bk) from M via an infinite periodic continued fraction
associated with ConeZ(Γ).)
If we change the orientation in the cycle of the graph (or, the generator of π1(T )),
then the new monodromy operator will be M =M(bk, . . . , b1), and
M = SM−1S−1, where S = S−1 =
(
0 1
1 0
)
.
If T (A) denotes the torus bundle over S1 with monodromy A (where trace(A) ≥
3 always), then T (A) is orientation preserving diffeomorphic with T (B) iff A is
conjugate in SL(2,Z) to either B or SB−1S−1 [Neu81, 6.2]. Hence T (M) ≃ T (M),
and their fundamental groups are isomorphic via t↔ t−1, v ↔ Sv and M ↔M−1.
Changing the orientation of ∂D, the image of w is the set of lattice points of
−ConeZ(Γ) up to the monodromy action of M . Our next goal is to identify the
lattice points of the complementary cone of Cone(Γ) (up to the action of M) with
π0
(
ShArc(0 ∈ X∗)), where X∗ is the dual cusp.
64 (The dual cusp). We wish to identify π1(T ) for the cusp X and its dual X
∗ in
a canonical way, such that both monodromy actions will act on the same Z2.
A possible plumbing graph of the link L∗ of the dual cusp X∗ is −Γ. This means
that we replace each decoration −bi of Γ by bi, and each edge decoration (which
was +) by −. The effect of this is that L∗ is −L, L with opposite orientation.
By (oriented) plumbing calculus (see [Neu81]) −Γ can be replaced by another
graph, Γ∗, which has all Euler decorations ≤ −2 and edge decorations +, and it
is the dual graph of the minimal log resolution of X∗. Before we describe it, we
fix/identify the cutting JSJ tori in both 3-manifolds. Let us fix a cyclic ordering
and the cutting edge in Γ as in (60); and mark the corresponding Euler numbers
by −b1, . . . ,−bk. Since at least one of them is ≤ −3, we can assume that bk ≥ 3.
We choose in −Γ the very same edge as cutting edge and the same orientation
of the cycle (generator of π1(E)). Then, after running the plumbing calculus (in
such a way that we never blow up/down the cutting edge) we get the vertices with
decorations −b∗1, . . . ,−b∗k∗ . One checks (see e.g. [Neu81]) that if the b-sequence is
2k
∗
1−1, k1 + 2, 2
k∗2−1, k2 + 2, . . . , kg + 2,
then the b∗ sequence in Γ∗ is
k∗1 + 2, 2
k1−1, k∗2 + 2, 2
k2−1, . . . , 2kg−1,
where 2k represents k copies of 2.
The goal is to identify the two tori-fibers, that is, to see both tori in the same
graph. This seems to appear only implicitly in the literature [Neu81, PP07]. Con-
sider the following plumbing graph:
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✟
✟
✟
✟
❍
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❍
b1 b2 bk−1 bk
. . .
0 0
−− − − − −
s s s❍
❍
❍
❍
✟
✟
✟
✟−b1 −b2 −bk−1 −bk
. . .s
s s
By plumbing calculus (0-chain and oriented handle absorptions), this graph is
equivalent to a single vertex with genus 1 and Euler number 0, hence representing
the trivial torus bundle over S1. Since the monodromy acting on the torus is trivial,
the tori associated with the edges can be identified by canonical isomorphisms.
In this graph we can proceed on the ‘top subchain’ the calculus which provided
the b∗ sequence of Γ∗ (just repeating the steps which provides the normal form of
−Γ). Then we get the graph (here we use the fact that bk ≥ 3):
s ss s
s s
s s
γ∗0 γ
∗
1 γ
∗
2
γ0 γ1 γ2
−b∗1 −b∗2 −b∗k∗−1 −b∗k∗
. . .
−
−2
−1 −2
−1
s s s s
−b1 −b2 −bk−1 −bk
. . .
Only one edge has decoration −, the others have +. We inserted also some of
the arc generators associated with the vertices compatibly to the notation of (60).
Next, we fix π1(T ) = Z
2 under the canonical identification of Γ as in subsection
(60) with base elements v0 =
(
0
1
)
and v1 =
(
1
0
)
, and we represent γi = γ
vi for i = 1, 2.
Then, we express in the above graph the elements γ∗i (i = 1, 2) in terms of γ0 and
γ1. Namely, using the relations γ
2
0 = γ1γ
∗
0 and γ
∗
0 = γ0γ
∗
1 , we get γ
∗
0 = γ
2
0γ
−1
1
and γ0γ
−1
1 . Hence, although in the canonical representation of Γ
∗ (considered
independently from Γ, and repeating (60) for it), we would send γ∗0 to
(
0
1
)
and
γ∗1 to
(
1
0
)
, in this representation compatible with the canonical representation of Γ
(when we send γ0 to
(
0
1
)
and γ1 to
(
1
0
)
) we have to send γ∗0 to u0 :=
(
−1
2
)
and γ∗1 to
u1 :=
(
−1
1
)
.
Let Conec(Γ) be the complementary cone of Cone(Γ), namely R>0〈−V1, V2〉, and
set also ConecZ(Γ) = Cone
c(Γ) ∩ Z2. Then using the properties of M one verifies
that u0, u1 ∈ ConecZ(Γ). Moreover, one has the following identity; cf. [Nak80, 7.6].
Proposition 65. Set T :=
(−1 −1
1 2
)
and consider the monodromy operators
M = M(b1, . . . , bk) and M
∗ = M(b∗1, . . . , b
∗
k∗). Then MT = TM
∗, hence the
eigenvalues of M and M∗ are the same.
Proof. In the above graph the monodromy operator of the trivial torus-fibration
is the identity. This reads as (starting from the left −1-vertex)
M(1, 2) ·M ·M(1, 2) ·M(b∗k∗ , . . . , b∗1) = −I,
where the sign is given by the unique negative edge. Since M(1, 2) = ST−1 = −TS
and by (63) one also has M(b∗k∗ , . . . , b
∗
1) = S(M
∗)−1S, we get MT = TM∗. 
Note that det(T ) = −1, hence the proposition does not say that M and M∗ are
necessarily conjugate in SL(2,Z) (although, in special cases they can be conjugate
or even equal, see e.g the case (3, 3, 3) appearing in Example 4, which is auto-dual).
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Corollary 66. Let V ∗1 and V
∗
2 be the eigenvectors of M
∗ defined via the canonical
recipe of (61). Then
(1) TV ∗1 ∈ −R>0V1 and TV ∗2 ∈ R>0V2. In particular, T sends ConeZ(Γ∗)
isomorphically onto ConecZ(Γ) identifying the action of M
∗ on the first one
with the action of M on the second one.
(2) ConecZ(Γ)/M is identified via T
−1 with ConeZ(Γ
∗)/M∗ and Proposition 62
identifies the latter with π0
(
ShArc(0 ∈ X∗)). 
Remark 67 (The four cones and orientations). Let us fix a generator of π1(E) as
above. There are two sources of orientations on the torus T .
First, regarding L as a torus bundle over S1, π1(S
1) and π1(E) are canonically
identified, hence an orientation of L is equivalent to an orientation of T .
The plumbing representation of L gives another orientation as we glue several
S1-bundles over annuli. Let us call the circle in the annulus [0, 1]× S1 the ‘angle
circle’ and the S1-fiber of the bundles the ‘fiber circle’. Then T consists of their
product, and the orientation of T is the product of angle and fiber circle orientations.
Switching both circle orientations does not alter orientation of the torus or the link.
The realization of the link as a tubular neighborhood of holomorphic curves fixes
an orientation of the fiber circle. The latter is not a topological invariant of the
oriented link.
10. Inoue surfaces and short arcs on cusps
Short arcs on a cusp and on its dual can be seen together very nicely on hyperbolic
Inoue surfaces [Ino75, Ino77]. We need to understand mostly their cusps, treated
in detail in [Hir73, §.2].
Definition 68 (Hyperbolic Inoue surfaces). Let K = Q
(√
d
) ⊂ R be a real qua-
dratic field. Conjugation is denoted by w 7→ w′.
Let H ⊂ K be a free Z-module of rank 2. Let u ∈ K be a nontrivial element
such that u > 0, u′ > 0 and uH = H . Let V = 〈u〉 be the group it generates. We
may assume that H is an ideal in OK ; in this case u is a unit in OK and this makes
some formulas simpler.
Let G = G(K,H, u) ⊂ GL(2,R) be the group
G :=
{( v m
0 1
)
: v ∈ V,m ∈ H
}
.
There is a natural group extension
0→ H → G→ V → 0.
The group G acts on C2 by the rule
ρ(v,m) : (z1, z2) 7→ (vz1 +m, v′z2 +m′).
The action is properly discontinuous on H × C where H ⊂ C is the upper half
plane. It is proved in [Hir73, §.2] that the quotient (H×C)/G can be compactified
by adding 2 points; resulting in a singular complex surface with 2 cusps. The sets
{(z1, z2) : ℑz1 · ℑz2 > 1/ǫ} resp. {(z1, z2) : ℑz1 · ℑz2 < −1/ǫ}
give open neighborhoods of the +∞-cusp (resp. −∞-cusp).
The minimal resolution of this singular surface is called a hyperbolic Inoue sur-
face.
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69 (Topology of the hyperbolic Inoue surfaces). To understand the above construc-
tion topologically, consider the imaginary parts map
ℑ : H× C→ R>0 × R given by (z1, z2) 7→ (y1 = ℑz1, y2 = ℑz2).
This is G-equivariant. The subgroup H acts trivially on R>0 × R and V acts by
ρ(v) : (y1, y2) 7→ (vy1, v−1y2).
Thus (H × C)/H is a torus bundle over R>0 × R. It is convenient to extend the
G-action to H¯×C. The H-action is still properly discontinuous and (H¯×C)/H is
a torus bundle over R≥0×R. The advantage is that the fiber over (0, 0) ∈ R≥0×R
is canonically identified with R⊗Q K/H , giving a canonical isomorphism
H1
(ℑ−1(0, 0)/H,Z) ∼= H. (69.1)
(For other fibers, this identification is possible only up-to the V -action on H .)
We see that the real hypersurface
T := (ℑz2 = 0) ⊂ H× C
is ρ-invariant. The quotient T/G is a torus bundle over S1.
The complement of T is decomposed into 2 pieces
W+ := H×H and W− := H× (−H).
The G-equivariat map (z1, z2) 7→ (z1,ℜz2) shows that
W+/G ∼ (T/G)× R>0 and W−/G ∼ (T/G)× R<0.
ThusW+/G∪{∞} andW−/G∪{−∞} are both homeomorphic to cones over T/G.
70 (Short arcs on hyperbolic Inoue surfaces). One can construct representatives of
the spaces of short arcs of the two cusps as follows.
First let m ∈ H be an element such that m > 0,m′ > 0. Then
φ˜m : H→W+ given by w 7→ (mw,m′w)
descends to an holomorphic map φ∗m : D
∗ ∼= H/Z[1] →֒ W+/G. Here Z[1] denotes
the translation action w 7→ w + 1 and the quotient H/Z[1] is identified with the
punctured unit disc D∗. Next φ∗m extends to a short arc
φm : D →֒W+/G ∪ {∞}.
Similarly, if m > 0 but m′ < 0 then we get a short arc
φm : D →֒W−/G ∪ {∞}.
Note that φ˜m extends to
φ¯m : H¯→ H¯× H¯
and the image of R = ∂H¯ gives a homology class in ℑ−1(0, 0)/H . Under the
identification (69.1), this homology class is exactly m ∈ H .
More generally, any short arc through the +∞ cusp lifts to a holomorphic map
φ : H→ H×H that satisfies the condition
φ(w + 1) = φ(w) + (m,m′) for some m ∈ H.
Then ψ(w) := φ(w) − (mw,m′w) satisfies ψ(w + 1) = ψ(w). Thus ψ can be
expanded into a Fourier series
ψ(w) =
(∑
n∈Zane
2πinw,
∑
n∈Zbne
2πinw
)
.
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We need to extend this across the cusp, hence ψ, as a function on D∗ = H/Z[1],
can not have essential singularities. This gives the general solution
φ(w) =
(
mw +
∑
n≥0ane
2πinw,m′w +
∑
n≥0bne
2πinw
)
. (70.1)
Note finaly that the monodromy action of Definition 60 corresponds to multipli-
cation by u on H . The 4 cones in Paragraph 61 are given by the conditions
(m > 0,m′ > 0), (m > 0,m′ < 0), (m < 0,m′ > 0), (m < 0,m′ < 0).
We see that short arcs on the +∞ cusp give elements in the first cone, and short
arcs on the −∞ cusp give elements in the second cone. Thus our computations give
the same results as the topological considerations of Section 9.
Remark 71. It is interesting that writing families of short arcs as in (70.1) treats
all of them the same way. By contrast, our original approach suggests that arc
families arising from irreducible components of the exceptional set of the minimal
resolution and arc families arising from the singularities of the exceptional set do
behave differently.
By Paragraph 36, these two types of families can be distinguished topologically
as long as the irreducible component has either genus ≥ 1 or has at least 3 nodal
points. For cusps, every irreducible component of the exceptional set is a rational
curve with 2 nodal points.
11. Open problems
There are many open questions about arc spaces. Here we collect some of them
that seem most interesting to us.
Local structure of arc spaces.
Definition 72. Let X be an analytic space. A finite type family of arcs on X is
given by
(1) an analytic space V ⊂ Cr
x
and
(2) a holomorphic vector function
F
(
x1, . . . , xr; y1, . . . , ys, t
)
: V × Ds
y
× Dt → X
such that t 7→ F (c1, . . . , cr;u1(t), . . . , us(t), t) is an arc in X for all (c1, . . . , cr) ∈ V
and uj(t) ∈ B<1H(OD) for j = 1, . . . , s.
Thus F gives a family of arcs parametrized by V ×B<1H(OD)s.
Note that a finite type family of arcs is much more restrictive than a family of
arcs parametrized by V ×B<1H(OD)s.
We have not checked the details but the methods of [HM94, GK00, Dri02] should
imply that if φ : D → X is an arc whose image is not contained in SingX then
[φ] ∈ Arc(X) has an open neighborhood [φ] ∈ U(φ) ⊂ Arc(X) that is obtained
from a finite type family of arcs.
Conjecture 73. Let X be a complex space and Arc∗(X) ⊂ Arc(X) the space of
arcs that are not contained in SingX.
Then Arc∗(X) has a natural atlas consisting of finite type families.
Remark 74. We are intentionally vague about what types of coordinate changes
we allow in such a “natural atlas.” Our hope is that the following three types of
operations suffice.
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(1) (Shrinking V ) Replacing V with an open subset of it.
(2) (Changing coordinates) Biholomorphisms V1 ∼= V2 and V1 × Ds ∼= V2 × Ds
(the latter defined in neighborhoods of Vi × {0}) that are compatible with
the projections
V1 × Ds ∼= V2 × Ds
↓ ↓
V1 ∼= V2
(3) (Splitting off the leading coefficient) A finite type family (F : V ×Ds×Dt →
X) is replaced by
(
F s : (V × D)× Ds × D→ X) using the rule(
c1, . . . , cr;u1(t), . . . , us(t)
) 7→ (c1, . . . , cr, u1(0); u1(t)−u1(0)t , u2(t), . . . , us(t)).
The methods and results of [HM94, BH10] seem quite close to a solution along
the above lines.
Even weaker versions of this would be quite important. For instance, without
a complex structure on Arc∗(X), it is not even clear how to define the notion of
irreducible components. Our Definition 14 seems to work, but it leaves several basic
questions unanswered. The most important is the following.
Curve selection conjecture.
Let X be an irreducible algebraic variety and p1, . . . , pm ∈ X a collection of
points. Then there is always an irreducible curve C ⊂ X that contains all these
points. This implies that there is an arc φ : D → X whose image contains the
points p1, . . . , pm. For irreducible complex spaces much stronger results are proved
in [Win05, FW05].
A similar assertion is much harder for infinite dimensional complex spaces, in
particular for the arc spaces Arc◦(X) and ShArc(X).
Conjecture 75. Let X be a complex space, W an irreducible component of Arc◦(X)
or ShArc(X) and [φ1], . . . , [φm] arcs in W . Then there is a holomorphic family of
arcs
F : D× D→ X and p1, . . . , pm ∈ D
such that φi(t) = F (pi, t) for i = 1, . . . ,m.
The notion of a strongly irreducible space was introduced in Definition 14 to go
around this conjecture. We do not know how to prove that a connected component
of Arc(X) is strongly irreducible iff it contains a strongly irreducible dense open
subset. These types of questions are quite difficult; see for instance [FdBP12a].
Is Arc◦(0 ∈ X) well defined?
One usually thinks of a singularity as an equivalence class of pointed singular
spaces (0 ∈ X). The set of short arcs ShArc(X) does depend on the choice of the
representative (0 ∈ X) but we saw in Paragraph 5 that the resulting arc spaces
ShArc(X) are naturally homeomorphic to each other.
If several points of an arc pass through the singularities then the rescaling trick
used in Paragraph 5 does not work and the homeomorphism type of Arc◦(X) does
depend on the choice of the representative (0 ∈ X). For instance,
Arc◦(0 ∈ D) and Arc◦(0 ∈ D \ { 12})
have different connected components.
A positive answer to the following would be a suitable replacement.
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Conjecture 76. Let (0 ∈ X) be an isolated singularity and 0 ∈ U ⊂ X a con-
tractible, Stein neighborhood. Then the homeomorphism types of Arc(U) and of
Arc◦(U) are independent of U .
For singularities with a good C∗-action, sufficiently convex neighborhoods U do
give homeomorphic arc spaces, but we have very little other evidence to support
the above conjecture.
Computing Arc◦(X) for surface singularities.
Let (0 ∈ S) be a contractible, Stein, normal surface singularity. Assuming that at
least π0
(
Arc◦(S)
)
is independent of the choice of the representative S, the natural
problem is the following variant of Theorem 6.
Question 77. Let (0 ∈ S) be a contractible, Stein, normal surface singularity. Is
the winding number map (5.1)
π0
(
Arc◦(S)
)→ π1(link(0 ∈ S))/(conj)
an injection?
We have not been able to compute any examples. It is also possible that a
connected component of Arc◦(0 ∈ S) has several irreducible components and de-
termining them may well be the more important question.
Arcs on complex manifolds.
It would also be interesting to study arcs on complex manifolds, even in the
normal crossing cases.
Let X be a smooth, affine variety (or a Stein manifold) and Z ⊂ X a normal
crossing divisor. As before, let Arc◦(Z ⊂ X) denote the space of those arcs φ :
D→ X for which φ(∂D) ⊂ X \ Z. We get a winding number map
wX,Z : π0
(
Arc◦(Z ⊂ X))→ ker[π1(X \ Z)→ π1(X)]/(conj).
Note that the kernel on the right hand side may not even be finitely generated.
There are some cases when Z 6= 0 yet π1(X \Z) = 1. This happens for instance
for the affine quadric
X = (x2 + y2 = z2 + 1) ⊂ C3 and Z = (x− z = y − 1 = 0).
There are, however, many cases when every irreducible component of Z adds a new
generator to π1(X\Z). This happens ifX = Cn or, more generally, ifH2(X,Z) = 0.
Problem 78. Study the above winding number map, or its restriction to short
arcs, in some interesting global situations.
A starting case could be when X = Cn and Z is a union of hyperplanes inter-
secting transversally.
Short arcs in higher dimensions.
As the examples in [IK03, dF12, Kol12] show, the original Nash problem needs
to be reformulated in higher dimensions. A variant was proposed in [Kol12] and it
is not hard to develop a version that applies to ShArc(0 ∈ X) in all dimensions.
However, we feel that both the questions in [Kol12] and their ShArc versions
need to be tested in some nontrivial cases. For cA-type singularities, the irreducible
components of ShArc(0 ∈ X
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Real arcs.
Definition 79 (Real arcs). Let X be a real analytic space. A real analytic arc
in X is a real analytic morphism φ : [−1, 1] → X . (As before, φ is defined and
analytic in some neighborhood of [−1, 1].) If, in addition, Suppφ−1(SingX) = {0}
then φ is called a short real analytic arc or short arc.
For real analytic arcs one should use the topology defined by convergence in
all derivatives. (In the real case it makes sense to talk about Cm arcs where
m ∈ {0, 1, . . . ,∞}. These behave quite differently from real analytic arcs, even for
m =∞.)
The basic observation is the following finiteness result.
Proposition 80. The space of short real arcs ShArcR(X) has only finitely many
irreducible components.
Proof. Let f : Y → X be a log resolution with exceptional divisor E. As
in Section 7, it is enough to prove that ShArcR(E ⊂ Y ) has only finitely many
irreducible components.
We follow the arguments in Paragraphs 18–26. In the complex case, the irre-
ducible components of ShArc(E ⊂ Y ) were described by the strata of E and by the
intersection numbers with the divisors Ei ⊂ E.
In the real case only the parity of the intersection numbers matters as shown by
the deformations
(t, s) 7→ t2r+1 + s2t and (t, s) 7→ t2r + s2t2.
We also need some new information. First, by strata we mean not the irreducible
components of the intersections but their connected components. Furthermore, if
Ej is 2-sided in X then an extra datum that appears is the side that contains the
image of (0, 1].
All together we get finitely many irreducible components for ShArcR(E ⊂ Y )
and so finitely many irreducible components for ShArcR(X). 
We know very little about the connected or irreducible components for ShArcR(X)
in higher dimensions, but the surface case should be easier to handle.
Example 81 (A-type singularities). There are two real forms of A-type singulari-
ties with enough real points.
81.1. (x2 + y2 = zm) These are quotient singularities. If m is even, one of the
exceptional curves of the minimal resolutions is real, if m is odd then none of them
are real. This shows the following.
ShArcR
(
x2+ y2 = 2z2m+1
)
has one connected component. A typical general arc
is
(
t2m+1, t2m+1, t2
)
.
ShArcR
(
x2 + y2 = 2z2m
)
has two connected components. Typical general arcs
are
(
tm, tm,±t).
81.2. (xy = zm) These are not quotient singularities. All m − 1 exceptional
curves of the minimal resolution are real. Following the arguments of Proposition
80, we expect 2 types of connected components in ShArcR(xy = z
m).
81.2.a. Typical arcs are (ti, tm−i, t) for 0 < i < m. These are the arcs whose
lift to the minimal resolution intersects one exceptional curve with multiplicity 1.
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Adding signs to two of these terms we get 4m − 8 connected components of the
space of short real arcs. (The curves at the end give only 2 components each.)
81.2.b. Typical arcs are (ti, t2m−i, t2) for 0 < i < 2m. These are the arcs
whose lift to the minimal resolution intersects either one exceptional curve with
multiplicity 2 (for i even) or two exceptional curves (for i odd).
Most of the time, these do not give new components. For instance, if i < m then
we have the deformation (
ti, tm−i(t− ǫ)m, t(t− ǫ)),
and similarly if i > m. However, for i = m the similar deformation(
tm, (t− ǫ)m, t(t− ǫ)),
gives arcs that do not pass through the origin.
These suggest that ShArcR(xy = z
m) should have 4m−6 connected components.
The above example shows that the method of Proposition 80 can give too many
candidates for connected components, when applied to the minimal resolution. One
can, however, hope that the minimal dlt modification is again the right choice.
Problem 82. Let X be a normal, real algebraic surface with minimal dlt modi-
fication gdlt :
(
Edlt ⊂ Xdlt) → X . Does composing with gdlt induce a bijection
between the (connected or irreducible) components of ShArcR
(
Edlt ⊂ Xdlt) and
ShArcR(0 ∈ X)?
The proof of Theorem 37 relies on the fundamental group of the complex link of
a singularity; we know no analogs of it in the real case.
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