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We introduce a simple ansatz for the wavefunction of a many-body system based on coupled for-
ward and backward-propagating semiclassical trajectories. This method is primarily aimed at, but
not limited to, treating nonequilibrium dynamics in electron-phonon systems. The time-evolution of
the system is obtained from the Euler-Lagrange variational principle, and we show that this ansatz
yields Ehrenfest mean field theory in the limit that the forward and backward trajectories are orthog-
onal, and in the limit that they coalesce. We investigate accuracy and performance of this method
by simulating electronic relaxation in the spin-boson model and the Holstein model. Although this
method involves only pairs of semiclassical trajectories, it shows a substantial improvement over
mean field theory, capturing quantum coherence of nuclear dynamics as well as electron-nuclear
correlations. This improvement is particularly evident in nonadiabatic systems, where the accuracy
of this coupled trajectory method extends well beyond the perturbative electron-phonon coupling
regime. This approach thus provides an attractive route forward to the ab-initio description of
relaxation processes, such as thermalization, in condensed phase systems.
I. INTRODUCTION
The nonequilibrium dynamics of an interacting system
of nuclei and electrons is one of the most fundamental
subjects in condensed matter physics, and it plays an cen-
tral role in many applications of current interest such as
photosynthesis [1, 2], photovoltaics [3, 4], proton transfer
[5], light-induced phase transitions [6, 7], laser processing
[8, 9], and many more. Developing an accurate and nu-
merically efficient description of the nonequilibrium dy-
namics of coupled electron-nuclear systems is essential
to understand the microscopic mechanisms underlying
such phenomena. However, despite of the significance
of the potential applications, theoretical descriptions are
severely limited due to the computational expense asso-
ciated with the simulation of realistic systems.
One possible route forward is to adopt a mixed
quantum-classical approach where the electronic dynam-
ics is treated quantum mechanically while the nuclear
dynamics is treated on a semi-classical level. These ap-
proaches can be rigorously justified on the basis of the
large disparity between nuclear and electronic masses,
for example. Indeed, the Ehrenfest mean field (MF) dy-
namics method [10], which is one of the simplest of the
mixed quantum-classical approaches, has been combined
with ab-initio electron dynamics simulations based on the
time-dependent density functional theory (TDDFT) and
applied to investigate quite large systems thus far [11–
13]. The ab-initio nonadiabatic molecular dynamics is
another successful ab-initio approach based on TDDFT
and a surface hopping algorithm [14, 15] and has been
applied to various phenomena [16, 17]
However, the MF approach does not retain predictive
power in many cases of interest [18–20], primarily due to
the neglect of correlations in the dynamics. As a result, a
hierarchy of trajectory-based dynamics approaches have
been developed over the past decades which attempt to
improve on the accuracy of mean-field theory. These
approaches include methods based on propagating the
density matrix, such as the quantum-classical Liouville
equation[21] and associated approximations such as the
Poisson bracket mapping equation [22], and the forward-
backward trajectory solution [23, 24], as well as the
closely related linearized and partially linearized path in-
tegral approaches [25–29]. In addition, methods based
on wavefunction propagation, such as the coupled coher-
ent states method and the multi-configurational Ehren-
fest approaches [30, 31] of Shalashilin and co-workers,
the multi-Davydov ansatz methods [32, 33], and cou-
pled trajectory quantum-classical approaches [34] based
on an exact factorization of the electron-nuclear wave-
function have also been developed. Although these so-
phisticated methods have succeeded in surpassing the
accuracy of mean field theory in model systems, appli-
cations to realistic systems based on ab-initio treatments
have been severely limited by computational cost. In
order to achieve a comprehensive ab-initio description
of nonequilibrium electron-nuclear dynamics in realistic
systems, accuracy, efficiency, and simplicity must be bal-
anced.
In this work, we propose a simple ansatz for the many-
body wavefunction of an electron-nuclear system, in or-
der to capture the quantum nature of the dynamics be-
yond the mean field level. Our prescription is based on
the variational principle, and it involves pairs of coupled
semi-classical trajectories; one of which is propagating
forward in time, and the other backward. The proposed
method is one of the simplest possible extensions of the
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2Ehrenfest mean field dynamics method, which utilizes
only individual trajectories to construct ensemble aver-
ages.
We examine the performance of our new approach by
treating nonequilibrium electronic relaxation processes in
two paradigmatic model systems: the single-mode spin-
boson model [35–38], and the Holstein model [39, 40].
The single-mode spin-boson model is one of the simplest
nontrivial models for a coupled quantum system, and is
also known as the Rabi model, or the Jaynes-Cummings
model. Despite its apparent simplicity, it captures a
range of rich phenomena [41] and has been intensively
investigated in various contexts such as in quantum op-
tics [41, 42], and superconductivity [43, 44]. The Holstein
model is the modern work-horse model for the descrip-
tion of electron phonon coupling effects in solids, such
as polaron formation and transport [45, 46], and photo-
carrier relaxation [39]. Despite of the apparent simplicity
of our proposed method, we find that it substantially im-
proves upon the performance of the Ehrenfest dynamics
method, and that it accurately captures the quantum na-
ture of the nuclear dynamics in many of the cases stud-
ied. Thus, the concept of coupling forward and back-
ward propagating semi-classical trajectories could be a
key tool in developing an accurate and efficient theoreti-
cal treatment for use in applications to realistic systems
and hence, this method could be used as a base to extend
the accuracy of ab-initio Ehrenfest dynamics simulations
for future practical applications.
The construction of remainder of this paper is as fol-
lows: In Sec. II, we introduce our wavefunction ansatz
and develop the associated evolution equations from the
Euler-Lagrange variational principle. In Sec. III we
examine nonequilibrium electronic relaxation dynamics
within the single-mode spin-boson model and the Hol-
stein model. We compare our proposed method with
the multi-trajectory Ehrenfest dynamics method, the
forward-backward trajectory solution to the quantum-
classical Liouville equation, as well as numerically exact
quantum mechanical results. Finally, our findings are
summarized in Sec. IV.
II. THEORY
In this section, we introduce an ansatz for the wave-
function that is based on the multi-trajectory Ehrenfest
dynamics method. We then derive equations of mo-
tion using the Euler-Lagrange variational principle. We
call this approach the coupled forward-backward trajec-
tory (CFBT) method for reasons that will become clear
below.
First, we consider a general quantum subsystem cou-
pled to an external environment (bath). The total system
is described by the following Hamiltonian:
Hˆ = Hˆs + Hˆb + Hˆsb, (1)
where Hˆs and Hˆb describe the Hamiltonian of the sub-
system and the bath, respectively. The coupling between
the subsystem and the bath is described by Hˆsb.
For notational convenience, let us assume that the bath
Hamiltonian can be decomposed into a harmonic part
and a residual part ∆wˆ as follows:
Hˆb =
Nb∑
n=1
~ωn
2
(
aˆ†naˆn +
1
2
)
+ ∆wˆ. (2)
Using the annihilation operator aˆn, a coherent state can
be defined as aˆn|zn〉 = zn|zn〉. For convenience, we intro-
duce the following notation for direct products of coher-
ent states; |z〉 = |z1〉⊗· · ·⊗|zNb〉, where z is a generalized
coordinate; z := {z1, · · · , zNb}.
Now, consider the time-evolution of an arbitrary ob-
servable, Bˆ(t): 〈
Bˆ(t)
〉
= Tr
[
Bˆ(t)ρˆ
]
, (3)
where ρˆ is the density matrix of the entire system. In-
serting the closure relations for the subsystem space and
the coherent states, the observable can be described by,〈
Bˆ(t)
〉
=
∑
αβ
∫
d2z
piNb
∫
d2z′
piNb
{〈β| ⊗ 〈z′|} ρˆ {|α〉 ⊗ |z〉}
× {〈α| ⊗ 〈z|} Bˆ(t) {|β〉 ⊗ |z′〉} . (4)
Here, we focus on the integrand of Eq. (4),
{〈α| ⊗ 〈z|} Bˆ(t) {|β〉 ⊗ |z′〉}
= {〈α| ⊗ 〈z|} Uˆ†(0, t)BˆUˆ(0, t) {|β〉 ⊗ |z′〉} , (5)
where the forward propagator, Uˆ(0, t), and the backward
propagator, Uˆ†(0, t) = Uˆ(t, 0), are involved. In order to
construct an approximation for Eq. (5), we introduce a
linear combination of the forward and backward propa-
gated wave functions with a phase factor,
|ψ(t, θ)〉 = Uˆ(0, t)|α〉 ⊗ |z〉+ eiθUˆ(0, t)|β〉 ⊗ |z′〉.
(6)
One can prove that the phase average of the expecta-
tion value for |ψ(t, θ)〉 is reduced to Eq. (5):
1
2pi
∫ 2pi
0
dθe−iθ〈ψ(t, θ)|Bˆ|ψ(t, θ)〉
= {〈α| ⊗ 〈z|} Bˆ(t) {|β〉 ⊗ |z′〉} . (7)
Therefore, the observable of Eq. (4) can be rewritten in
the following phase-averaging form:〈
Bˆ(t)
〉
=
∑
αβ
∫
d2z
piNb
∫
d2z′
piNb
{〈α| ⊗ 〈z|} ρˆ {|β〉 ⊗ |z′〉}
× 1
2pi
∫ 2pi
0
dθe−iθ〈ψ(t, θ)|Bˆ|ψ(t, θ)〉. (8)
Since no approximations have employed up to this
point, Eq. (8) is a formally exact expression. For practi-
cal applications, however, one needs to approximate the
3propagator Uˆ(0, t). For this purpose, we approximate
the time-propagation of the wave function |ψ(t, θ)〉 by
assuming the following simple ansatz,
|ψ˜(t)〉 = |α(t)〉 ⊗ |z(t)〉+ |β(t)〉 ⊗ |z′(t)〉, (9)
where the total wavefunction |ψ˜(t)〉 is expressed by a sum
of two factorized wave functions. Note that the phase fac-
tor eiθ in Eq. (6) is absorbed in the degree of freedom of
|β(t)〉 of the ansatz, and the phase contribution is taken
into account via initial conditions of |β(t)〉.
The equation of motion for the ansatz wave function
can be derived from the following Lagrangian,
L = i~
〈ψ˜(t)| ˙˜ψ(t)〉 − 〈 ˙˜ψ(t)|ψ˜(t)〉
2
− 〈ψ˜(t)|Hˆ|ψ˜(t)〉.
(10)
One can derive the equation of motion for the subsys-
tem state |α(t)〉 by the Euler-Lagrange equation,
d
dt
∂L
∂〈α˙(t)| −
∂L
∂〈α(t)| = 0. (11)
The derived equation of motion is
i~|α˙(t)〉+ i~|β˙(t)〉〈z(t)|z′(t)〉
+ i~|β(t)〉〈z(t)|z˙′(t)〉 − ~|α(t)〉= [〈z(t)|z˙(t)〉]
= Hˆeff (z, z)|α(t)〉+ Hˆeff (z, z′)|β(t)〉, (12)
where the effective Hamiltonian is Hˆeff (z, z
′) = 〈z|Hˆ|z′〉.
Detailed derivation of Eq. (12) is described in Appendix
A. Similar equations can be derived for |β(t)〉, and one
can construct a matrix form for the equations of motion,
i~Sb
d
dt
( |α(t)〉
|β(t)〉
)
= [Heff − ~Db]
( |α(t)〉
|β(t)〉
)
, (13)
where Sb, Db, and Heff are the following 2× 2 matrices:
Sb =
(
1 〈z|z′〉
〈z′|z〉 1
)
, (14)
Db =
( < [i〈z|z˙〉] i〈z|z˙′〉
i〈z′|z˙〉 < [i〈z′|z˙′〉]
)
, (15)
and
Heff =
(
Hˆeff (z, z) Hˆeff (z, z
′)
Hˆeff (z
′, z) Hˆeff (z′, z′)
)
. (16)
Note that the norm conservation in Eq. (8) is guaranteed
by Eq. (13).
One can also derive the equation of motion for the
coherent states from,
d
dt
∂L
∂z˙∗n
− ∂L
∂z∗n
= 0, (17)
and hence;
∂
∂z∗n
〈ψ˜|Hˆ|ψ˜〉 = i~z˙n〈α|α〉+ i~zn< [〈α|α˙〉]
− ~zn<
[
i〈α|β˙〉〈z|z′〉+ i〈α|β〉〈z|z˙′〉
]
+ i~z˙′n〈α|β〉〈z|z′〉
+ i~z′n
{
〈α|β˙〉〈z|z′〉+ 〈α|β〉〈z|z˙′〉
}
. (18)
The detailed derivation is described in Appendix A.
Here, we note the close relationship between the CFBT
method and Ehrenfest dynamics. In the limit that the
coherent states are orthogonal, 〈z(t)|z′(t)〉 = 0, the equa-
tions of motion of the CFBT method reduce to the equa-
tions of motion for Ehrenfest dynamics. On the other
hand, in the perfect overlap limit where 〈z(t)|z′(t)〉 = 1,
the forward and backward trajectories coalesce, and Eqs.
(11) and (17) again yield Ehrenfest mean field dynam-
ics. Indeed, one can derive the evolution equations for
Ehrenfest mean field theory from Eq. (4), by assuming
(i) the initial density matrix is not entangled, (ii) the
orthogonal relation for the coherent states, |〈z|z′〉|2 ≈
piNbδ(z − z′), and (iii) the single-trajectory wave func-
tion ansatz, |ψ˜(t) = |α(t)〉 ⊗ |z(t)〉, where the wavefunc-
tion is described by the direct product of a subsystem
state |α(t)〉 and the bath coherent state |z(t)〉. A detailed
derivation of these two results is provided in Appendix B.
As the CFBT method does not assume any orthogonality
condition for the coherent states, and instead employs a
generalized ansatz, it can be seen as a generalization of
Ehrenfest dynamics where the coupling between trajec-
tories allows for deviations from mean field behavior.
For harmonic baths, ∆w = 0, furthermore, in the
case of bilinear system-bath coupling (as in the electron-
phonon problems studied here), the coupling part of the
Hamiltonian has a sum-of-products structure,
Hˆsb = −γ
∑
n
(
aˆ†n + aˆn
)⊗ Γˆn, where Γˆn are linear oper-
ators that act only on the subsystem. In this case, the
left hand side of Eq. (18) can be rewritten as,
∂
∂z∗n
〈ψ˜|Hˆ|ψ˜〉 = ~ωnzn〈α|α〉+ ~ωnz′n〈α|β〉〈z|z′〉
− zn<
[
〈α, z|Hˆ|β, z′〉
]
+ z′n〈α, z|Hˆ|β, z′〉
− γ
(
Γn,αα + Γn,αβ〈z|z′〉
)
. (19)
The detailed derivation of Eq. 19 is described in Ap-
pendix A.
Combining Eq. (18), Eq. (19), and similar expressions
for z′n, one can obtain the following matrix expression for
the equation of motion in the case of a harmonic bath
with bilinear coupling;
i~S
d
dt
(
zn(t)
z′n(t)
)
= [~ωnS + E − ~D]
(
zn(t)
z′n(t)
)
−γ
(
Γn,αα + Γn,αβ〈z|z′〉
Γn,ββ + Γn,βα〈z′|z〉
)
,
(20)
4where S, E, and D are the following 2× 2 matrices,
S =
( 〈α|α〉 〈α|β〉〈z|z′〉
〈β|α〉〈z′|z〉 〈β|β〉
)
, (21)
E =
 −< [〈α, z|Hˆ|β, z′〉] 〈α, z|Hˆ|β, z′〉
〈β, z′|Hˆ|α, z〉 −<
[
〈β, z′|Hˆ|α, z〉
]  ,
(22)
and
D =
(
i< [〈α|α˙〉] 0
0 i<
[
〈β|β˙〉
] )
+
 −< [i〈α, z| ~ddt |β, z′〉] i〈α, z| ~ddt |β, z′〉
i〈β, z′| ~ddt |α, z〉 −<
[
i〈β, z′| ~ddt |α, z〉
]  ,
(23)
where ~ddt |α, z〉 denotes ~ddt |α, z〉 = |α˙〉 ⊗ |z〉+ |α〉 ⊗ |z˙〉.
By self-consistently solving Eq. (12) and Eq. (18), or
equivalently Eq. (13) and Eq. (20) for bilinear-harmonic
problems, one can propagate the ansatz wavefunction of
Eq. (9). The construction of time-dependent observ-
ables, Eq. (8), can then be easily carried out.
In order to evaluate the integrals of Eq. (8) for the
phase θ and the phase spaces {z, z′}, we employ a basic
Monte Carlo sampling procedure. For the sampling of
the phase, θ , we generate a pair of phases, θ = φ and
φ + pi, where φ is drawn from a uniform random distri-
bution between 0 and 2pi. For the {z, z′} phase space
sampling, we sample from the following correlated Gaus-
sian distribution,
Gc(z, z
′) =
(√
3
2pi
)2Nb
exp
[
−|z|
2 + |z′|2 + |z − z′|2
2
]
,
(24)
where |z|2 denotes ∑n |zn|2.
This correlated Gaussian distribution (24) is related
to the integrand of Eq. (4) for a pure subsystem oper-
ator, which contains the inner product of two coherent
states; 〈z|z′〉 = exp [−|z − z′|2/2− i=[zz′∗]], where zz′∗
denotes
∑
n znz
′∗
n . However, as this overlap integral also
contains a complex phase factor, the Monte Carlo sam-
pling procedure based on sampling directly from Eq. (24)
requires a larger number of trajectories to converge than
the MTEF method. In order to overcome this inefficiency
in sampling for further applications, more sophisticated
sampling methods need to be developed.
III. RESULTS
In this section we examine the performance of the
CFBT method, derived above in Sec. II, in treating
the nonequilibrium electronic dynamics of the spin-boson
model and the Holstein model. We will compare the
results of the CFBT method with those of the multi-
trajectory Ehrenfest dynamics (MTEF) method, the
forward-backward trajectory solution (FBTS) [23, 24],
as well as the exact solution. In the MTEF method,
which is one of the simplest mixed quantum-classical ap-
proaches, dynamics of an observable is evaluated by en-
semble average of Ehrenfest trajectories. In each tra-
jectory, a subsystem is treated quantum mechanically
with the Schro¨dinger equation, while a bath is treated
fully classically with the Newton equation, as described
in Appendix B. In the FBTS method, dynamics of an
observable is also evaluated by ensemble average of semi-
classical trajectories. However, these trajectories are dif-
ferent from Ehrenfest trajectories, but their dynamics is
based on an approximation to the formal solution to the
quantum classical Liouville equation. Theoretical and
numerical details of the FBTS method are described else-
where [23, 24, 47]. In both the MTEF and the FBTS
methods, the ensemble average of trajectories can be per-
formed by Monte Carlo sampling for the initial condition
of each trajectory. Because we will only consider har-
monic baths in this paper, the Monte Carlo sampling in
the both methods will be simply performed by the Gaus-
sian distribution. For the exact solution of the spin-boson
model, we directly solve the time-dependent Schro¨dinger
equation. For the Holstein model, benchmark data gen-
erated with the limited functional space method is taken
from the reference [39]. For simplicity, ~ will be taken as
being equal to 1 hereafter.
A. Single-mode spin-boson model
The Hamiltonian of the single-mode spin-boson model
can be written as
Hˆ =
∆
2
σˆx + ω0aˆ
†aˆ+ γσˆz ⊗
(
aˆ† + aˆ
)
, (25)
where σˆx and σˆz are Pauli spin matrices. In the single-
mode spin-boson model, a two-level quantum subsystem
with energy gap of ∆ is coupled to a single harmonic
oscillator with frequency ω0, via a bilinear coupling with
strength γ. Here, we set the initial state of the subsystem
to be the direct product of the up-spin diabatic state and
the ground state of the harmonic oscillator. In this work,
we consider the nonequilibrium electronic dynamics in a
resonant regime, ω0/∆ = 1.
Figure 1 shows the population dynamics, 〈σˆz(t)〉, for
different coupling strength γ/∆. Panel (a) shows the
result for γ/∆ = 0.1, which corresponds to a weakly cou-
pling regime. One can see that all the three approxi-
mated methods reproduce the oscillation and damping
behavior in the exact result up to t∆ = 15 fairly well.
After t∆ = 15, one can see the recurrence of the popula-
tion dynamics in the exact result. While the MTEF and
FBTS methods fail to describe the recurrent dynamics,
the CFBT method reproduces this behavior exactly. This
5fact indicates that the CFBT method correctly captures
the quantum coherence of bath dynamics.
In the panels (b) and (c), the results for stronger cou-
pling are shown. Although the CFBT method shows de-
viation from the exact solution, still it provides the most
accurate results among the three approximated methods.
Especially for the strong coupling regime γ/∆ = 1.0 in
the panel (c), one can see that the CFBT method re-
produces the exact result up to t∆ = 5 extremely well,
while the MTEF and FBTS failed to accurately cap-
ture the qualitative structure. Furthermore, the popu-
lation dynamics of the CFBT method follows the mean
value of the oscillating exact population quite well for the
long time region. These facts indicate that the CFBT
method substantially captures subsystem-bath correla-
tion and significantly improves the dynamics even in the
strong coupling regime.
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FIG. 1. Population dynamics of the single-mode spin-boson
model in the resonant regime, ω0/∆ = 1, with varying cou-
pling strength γ/∆ from weak (a) to strong (c). CFBT (red
line), MTEF (green dashed line), FBTS (blue dash-dotted
line), and the numerically exact solution (black dotted line).
B. One-dimensional Holstein model
We further examine the performance of the CFBT
method in the context of the one-dimensional Holstein
model. The Hamiltonian of the Holstein model is
Hˆ = Hˆkin + Hˆph + Hˆcoup, (26)
where Hˆkin is the electronic kinetic energy, Hˆph is the
phonon energy, and Hˆcoup is the electron-phonon cou-
pling. These terms are explicitly given by
Hˆkin = −t0
∑
j
(
c†jcj+1 + c
†
j+1cj
)
, (27)
Hˆph = ω0
∑
j
a†jaj , (28)
Hˆcoup = −γ
∑
j
(
aj + a
†) nˆj , (29)
where nˆj is the electron number operator at jth-site;
nˆj = c
†
jcj . In this model, the electron-phonon coupling
strength is usually characterized by the following dimen-
sionless parameter [39]:
λ =
γ2
2t0ω0
. (30)
We examine the relaxation dynamics of a 12-site chain
with periodic boundary conditions. We first focus on
an intermediate parameter regime, with λ = 0.2. This is
a non-perturbative electron-phonon coupling regime, and
hence rather difficult to capture accurately using approx-
imated methods [39]. We set the initial condition to be
an uncorrelated product of the highest excited state of
the electronic Hamiltonian, Hˆkin, with the ground state
of the phononic Hamiltonian, Hˆph, at zero temperature.
Figure 2 shows the electronic kinetic energy dynamics,
Ekin(t) =
〈
Hˆkin(t)
〉
, for different nonadiabacity ratios
ω0/t0. Panel (a) shows the result for ω0/t0 = 10, which is
a strongly nonadiabatic regime with ω0/t0  1. One can
see that the CFBT method nicely reproduces the exact
solution in this case, while the other methods fail to cap-
ture the correct behavior. As the quantum nature of bath
is expected to play a significant role in the nonadiabatic
regime, the performance of the CFBT method in Fig.
2 (a) is surprisingly accurate, which indicates the im-
portance of the coupling between the forward-backward
trajectory pairs in capturing the quantum nature of the
phonon dynamics.
In the panels (b)-(d), the results for smaller nonadi-
abaticity ratios are shown. One sees that the CFBT
method shows deviations from the exact solution for
these cases, that can be particularly pronounced at long
times. This onset of inaccuracy can be explained by the
accumulation of the electron-phonon correlation during
the relaxation process. In the adiabatic regime, where
ω0  4t0, numerous electron-phonon collisions must oc-
cur during the nonequilibrium dynamics in order for the
small energy quanta of the phonon bath to accommo-
date the relaxing electronic system. However, as each
electron-phonon collision induces some correlation be-
tween these degrees of freedom, a large degree of cor-
relation can manifest. Therefore, such electronic relax-
ation processes in the adiabatic regime are challenging
60
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FIG. 2. Electronic kinetic energy dynamics in the Holstein
model, for systems with varying nonadiabaticity (ω0/t0) from
strong, (a), to weak, (d). The numerically exact solution
(exact) is taken from Ref. [39]. Line styles are as given in
Fig. 1.
to describe with techniques that treat electron-phonon
correlations approximately.
Figure 3 shows the short-time electronic relaxation dy-
namics in the Holstein model in the adiabatic regime,
ω0/t0 = 1, enlarged from Fig. 2 (d). Although the
CFBT method fails to describe the long-time dynamics
in this regime due to the correlations that manifest, it
does show the best short-time behavior among the three
approximate methods we studied. While the FBTS and
MTEF methods start to deviate from the exact result
around t · ω0 = 1.5 and 0.5 respectively, the CFBT fol-
lows the exact result up to around t · ω0 = 2.5. This in-
dicates that the CFBT method captures some important
non-adiabatic aspects of the electron-phonon correlation
stemming from low-order scattering processes.
The generalized quantum master equation (GQME)
opens an alternate path to achieve an accurate descrip-
tion of highly correlated nonequilibrium dynamics, by
casting the effect of the bath in terms the memory ker-
nel [48, 49]. Both approximate and exact quantum dy-
namics methods have been employed to construct the
memory kernel subsequently obtain the system dynam-
ics from the GQME [50–57]. In many condensed phase
problems, the memory kernel has been shown to decay
rapidly compared with the time scale of the associated
relaxation dynamics. Hence, in practice one only needs
the short time component of the memory kernel in order
to compute the full nonequilibrium dynamics. Indeed,
Kelly et al have shown the memory kernel can orders of
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FIG. 3. Short time kinetic energy dynamics of the Holstein
model.
magnitude shorter-lived than the electronic population
relaxation dynamics in the spin-boson model across the
adiabatic and nonadiabatic regimes [20, 52]. This in-
dicates that the highly accurate short-time CFBT data
shown here could potentially be used to construct the
memory kernel and generate the long-time dynamics via
the GQME approach.
As indicated from Fig. 2 (a), the CFBT method
can be highly accurate in a strongly nonadiabatic limit
t0/ω0  1. To elucidate this fact, we investigate
the electron dynamics in a strongly-coupled strongly-
nonadiabatic regime with t0/ω0 = 0.001 and γ/ω0 = 1,
corresponding to λ = 500. In the highly nonadiabatic
limit, Dorfner et al , derived an analytical expression for
the electronic kinetic energy as a function of time based
on a perturbation theory [39]. In the present case, the
kinetic energy is expressed as
Ekin(t) = 2t0e
2g2[cos(ω0t)−1], (31)
where g denotes γ/ω0. Furthermore, they have demon-
strated that the analytical expression of Eq. (31) is
quantitatively accurate for the present parameter set
(t0/ω0 = 0.001 and γ/ω0 = 1).
Figure 4 shows the electronic kinetic energy dynamics
Ekin(t) with different methods. As expected, one can
confirm that the CFBT method accurately reproduces
the exact result. Furthermore, the MTEF method also
accurately reproduces the exact result, while the FBTS
method fails to reproduce it even qualitatively. The ac-
curate description of the CFBT and MTEF methods can
be explained by less electron-phonon collision processes
and hence less electron-phonon correlation in the highly
nonadiabatic regime. The large discrepancy between the
energy quanta of the electronic and phononic systems,
strongly suppresses energy exchange via scattering pro-
cesses. Thus, the electronic subsystem and the phonon
bath remain largely uncorrelated, and the total system
can be well described by a direct product state. As ex-
plained above, and in Appendix B, the classical trajec-
tories of the MTEF method rely on the direct product
wavefunction ansatz |α〉 ⊗ |z〉. Therefore, quantum di-
7rect product states may be well described in the MTEF
as well as the CFBT method by construction.
On the other hand, the failure of the FBTS method
in this case is more likely due to the significant quan-
tum nature of bath at zero temperature in this highly
nonadiabatic regime. Although the FBTS method is also
based on a rigorously derivable semi-classical propagator
that generates similar equations of motion to the MTEF
method, one of the approximations to the full quantum
propagator which leads to FBTS trajectories does not
correctly capture the zero-point motion (ground state)
of the bath degrees of freedom. Kelly et al have ob-
served a similar breakdown of the FBTS method in the
zero temperature spin-boson model with an Ohmic envi-
ronment, while the MTEF method again retains a much
higher degree of accuracy [20]. This is also consistent
with the performance of the FBTS method in Fig. 2,
as the discrepancies between the FBTS results and the
exact results increase with increasing nonadiabaticity.
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FIG. 4. The electronic kinetic energy dynamics of the Hol-
stein model in the strong-coupling highly-nonadiabatic regime
with t0/ω0 = 0.001 and γ/ω0 = 1, corresponding to λ = 500.
Finally, we examine dynamics of the phonon degrees
of freedom in the Holstein model. As discussed above,
the CFBT and the MTEF methods can be exact in the
nonadiabatic limit, t0/ω0  1. On the other hand, most
methods that are accurate in the nonadiabatic limit, in-
cluding CFBT and MTEF, generally fail to accurately
describe dynamics in the adiabatic regime. This is due
to the accumulation of electron-phonon correlation dur-
ing the relaxation process, as seen from Fig. 2 (d).
Hence, as a stringent test of the capabilities of the CFBT
method, we investigate the phonon dynamics in the adi-
abatic regime.
Figure 5 shows the phonon energy dynamics, Eph(t) =〈
Hˆph(t)
〉
, in the adiabatic regime ω0 = γ with interme-
diate (λ = 0.5) and strong (λ = 2) coupling. Here, we
employed a 8-site chain instead of the 12-site chain used
previously. As a proper expression of pure bath operators
in the FBTS method is not trivial, we omit comparisons
with the FBTS method for this property here. As seen
from Fig. 5, the CFBT method accurately reproduces
the short-time dynamics of the exact solution in both in-
termediate (a) and strong (b) coupling regimes. On the
other hand, the MTEF method fails to reproduce the
short time behavior of the exact solution. This fact in-
dicates that the extension of the single-product ansatz
in the CFBT method enables one to capture correlations
from low-order scattering process, as only a small num-
ber of scattering can occur in the short time regime. This
finding is consistent with the finding from the short time
behavior of the electron relaxation dynamics in Fig. 3.
As expected, both the CFBT and the MTEF methods
fail to reproduce the long-time dynamics of the exact so-
lution in Fig. 5 due of the accumulation of significant
electron-phonon correlation. Furthermore, formation of
the Holstein polaron is indicated in this regime [39]. Since
the CFBT method is based on a wavefunction ansatz,
one may straightforwardly extend the ansatz by includ-
ing the Holstein polaron ground state with a variational
coefficient in order to more accurately capture the cor-
relation present in the problem. The extension of the
ansatz based on some prior knowledge of a given system
is an interesting and important direction to consider to-
wards realistic applications. However, it is beyond the
scope of this paper.
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FIG. 5. Phononic energy dynamics of the 8-site Holstein
chain in the adiabatic regime ω0 = γ with (a) intermediate
coupling λ = 0.5 and (b) strong coupling λ = 2. The nu-
merically exact solution (exact) is taken from Ref. [39]. Line
styles are as given in Fig. 1.
IV. SUMMARY AND OUTLOOK
In this work, we have introduced a simple ansatz for
the wavefunction of a many-body system called the cou-
pled forward-backward trajectory (CBFT) method. We
arrived at this ansatz by considering the phase-averaged
8expression for a time-dependent observable (in Eq. (8)),
for a wavefunction contains a pair of forward and back-
ward propagating trajectories. We then derived the cou-
pled equations of motion for these forward-backward tra-
jectories through the variational principle.
We examined the properties of the CBFT method
in the single-mode spin-boson model and the Holstein
model. For the single-mode spin-boson model, the CFBT
method shows substantial improvement in accuracy com-
pared with the other available semi-classical trajectory
based methods. The CFBT method accurately repro-
duces the recurrence in the population dynamics particu-
larly well in the weak coupling regime, whereas all other
approximate methods investigated fail. This indicates
that the CFBT method correctly captures the quantum
coherence of the bath dynamics. For the Holstein model,
the CFBT method provides highly accurate electronic
dynamics in the nonadiabatic regime, ω0/t0  1. This is
a somewhat surprising result since the CFBT method is
based on the semiclassical trajectories. We conclude that
the coupling between the forward and backward propa-
gating semi-classical trajectories are significant to cap-
ture the quantum coherence of the nuclear wave-packet
dynamics.
On the other hand, the CFBT encounters some diffi-
culty in the adiabatic regime, where numerous electron-
phonon collisions occur, and substantial electron-phonon
correlation can develop as the system approaches equi-
librium. However, this is a generally challenging aspect
of the theoretical description of relaxation dynamics in
the adiabatic regime that any method must face. Quite
encouragingly, we found that the CFBT method still pro-
vides very accurate short-time dynamics in the adiabatic
regime. This improvement over mean field theory for the
short-time dynamics indicates that the combination of
the CFBT method and the generalized quantum master
equation approach may open a new pathway to the highly
efficient and accurate description relaxation dynamics in
realistic correlated electron-phonon systems.
Looking toward a more complete ab-initio simulation
approach using the CFBT ansatz, the computational ef-
ficiency of the method has to be minimized in order to
gain access to realistic condensed phase systems. One of
our main goals in this regard is to combine the CFBT
method with density functional theory. As the CFBT
ansatz is perhaps the simplest possible extension of mean
field theory, we expect that it can be combined with a
density functional approach in a similar fashion to the de-
velopment of the ab-initio molecular dynamics approach
[15, 58–60]. To further improve the numerical efficiency
of the CFBT calculations, two central issues need to be
addressed. First, efficient time-propagation algorithms
for the CFBT equations of motion need to be developed.
The challenge in this respect lies in the fact that the
equations of motion for the electronic and ionic systems
are nontrivially coupled; the structure of the electronic
propagator is not Schro¨dinger-like, nor do the ions evolve
classically. Nevertheless, we expect that adaptive inte-
gration schemes (not explored in the present work) may
be well suited to this task. Second, and likely more im-
portantly, the Monte Carlo sampling procedure for the
bath phase space needs to be optimized. As discussed in
Sec. II, the CFBT simulations using the correlated Gaus-
sian distribution of Eq. (24) require more sampling effort
compared to MTEF. This is due to the complex phase
factor that comes from inner products of different coher-
ent states, 〈z|z′〉, in the integrand of the expression for
an observable. As the computational cost is proportional
to the number of trajectories, the reduction of the trajec-
tory number is critical to reduce the total computational
cost. Work along these lines, as well as the combina-
tion of the CFBT method with the GQME approach, is
already underway.
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Appendix A: Detailed derivation of equations of
motion for the coupled forward-backward trajectory
method
Here, we describe the detailed drivation of the equa-
tions of motion for the coupled forward-backward trajec-
tory method [ Eq. (12) and Eq. (18)].
First, we rewrite the Lagrangian of Eq. (10) with the
ansatz wavefunction of Eq (9) as
L =
i~
2
[
〈α|α˙〉+ 〈α|α〉〈z|z˙〉+ 〈α|β˙〉〈z|z′〉+ 〈α|β〉〈z|z˙′〉
+〈β|α˙〉〈z′|z〉+ 〈β|α〉〈z′|z˙〉+ 〈β|β˙〉+ 〈β|β〉〈z′|z˙′〉
−〈α˙|α〉 − 〈α|α〉〈z˙|z〉 − 〈α˙|β〉〈z|z′〉 − 〈α|β〉〈z˙|z′〉
−〈β˙|α〉〈z′|z〉 − 〈β|α〉〈z˙′|z〉 − 〈β˙|β〉 − 〈β|β〉〈z˙′|z′〉
]
−〈ψ˜|Hˆ|ψ˜〉. (A1)
In order to evaluate the Euler-Lagrange equation of
Eq. (11), we calculate derivatives of the Lagrangian as
follows:
∂L
∂〈α| =
i~
2
[
|α˙〉+ |α〉〈z|z˙〉+ |β˙〉〈z|z′〉+ |β〉〈z|z˙′〉
−|α〉〈z˙|z〉 − |β〉〈z˙|z′〉
]
−〈z|Hˆ|z〉|α〉 − 〈z|Hˆ|z′〉|β〉, (A2)
9∂L
∂〈α˙| =
i~
2
[
− |α〉 − |β〉〈z|z′〉
]
, (A3)
and hence,
d
dt
∂L
∂〈α˙| = −
i~
2
[
|α˙〉+ |β˙〉〈z|z′〉+ |β〉〈z˙|z′〉+ |β〉〈z|z˙′〉
]
.
(A4)
By inserting these expressions into the Euler-Lagrange
equation of Eq. (11), the equation of motion for the
subsystem [Eq. (12)] can be obtained.
Then, we describe the detailed derivation of the equa-
tion of motion of baths [Eq. (18)]. For this purpose, we
start from this explicit expression of coherent states:
|z〉 = e− |z|
2
2 ezaˆ
† |0〉, (A5)
where |0〉 is the ground state of the harmonic oscillator,
and zaˆ† denotes
∑
n znaˆ
†
n. Using the explicit expression,
the following expressions are obtained:
〈z′|z〉 = exp
[
−|z|
2
2
− |z
′|2
2
+ z′∗z
]
= exp
[
−1
2
|z − z′|2 + i= [zz′∗]
]
, (A6)
and
〈z′|z˙〉 = 〈z′|
[
−z
∗z˙ + z˙∗z
2
+ z˙aˆ†
]
|z〉
=
[
−z
∗z˙ + z˙∗z
2
+ z˙z′∗
]
〈z′|z〉. (A7)
Inserting these expressions (and the associated com-
plex conjugates) into Eq. (A1), the Lagrangian can be
explicitly described by z, z˙, (and their complex conju-
gates). Therefore, one can easily evaluate the Euler-
Lagrange equation for the bath system, Eq. (17). In
order to derive the equation of motion from the Euler-
Lagrange equation, here we evaluate derivatives of the
Lagrangian separately as follows:
∂L
∂z∗n
=
i~
2
[
z˙n〈α|α〉+ z˙n
2
(〈α|β〉〈z|z′〉 − 〈β|α〉〈z′|z〉)
+z˙′n〈α|β〉〈z|z′〉
+
(
−zn
2
+ z′n
)(
〈α, z|
~d
dt
|β, z′〉 − 〈α, z|
~d
dt
|β, z′〉
)
−zn
2
(
〈β, z′|
~d
dt
|α, z〉 − 〈β, z′|
~d
dt
|α, z〉
)]
− ∂
∂z∗n
〈ψ|Hˆ|ψ〉, (A8)
where 〈α, z| ~ddt is defined as 〈α˙|⊗〈z|+ 〈α|⊗〈z˙|. One may
also have
∂L
∂z˙∗n
=
i~
2
[
−zn〈α|α〉 − z′n〈α|β〉〈z|z′〉
+
zn
2
(〈α|β〉〈z|z′〉 − 〈β|α〉〈z′|z〉)
]
, (A9)
and hence
d
dt
∂L
∂z˙∗
=
i~
2
[
−z˙n〈α|α〉 − zn d
dt
〈α|α〉 − z˙′n〈α|β〉〈z|z′〉
+
z˙n
2
(〈α|β〉〈z|z′〉 − 〈β|α〉〈z′|z〉)
+
zn
2
(
〈α, z|
~d
dt
|β, z′〉+ 〈α, z|
~d
dt
|β, z′〉
)
−zn
2
(
〈β, z′|
~d
dt
|α, z〉+ 〈β, z′|
~d
dt
|α, z〉
)
−z′n
(
〈α, z|
~d
dt
|β, z′〉+ 〈α, z|
~d
dt
|β, z′〉
)]
.
(A10)
Inserting these expressions into the Euler-Lagrange
equation, the equation of motion for the bath [Eq. (18)]
can be obtained.
For harmonic baths in the case of bilinear system-bath
coupling, the right hand side of Eq. (18) can be sim-
ply described as Eq. (19). Here, we describe its detailed
derivation. The Hamiltonian of such systems can be writ-
ten as
Hˆ = Hˆs − γ
∑
n
(
aˆ†n + aˆn
)⊗ Γˆn +∑
n
~ωn
(
aˆ†naˆn +
1
2
)
,
(A11)
where Γˆn is a pure subsystem operator. Then the expec-
tation value of the Hamiltonian with the ansatz wave-
function of Eq. (9) can be expressed as
〈ψ˜|Hˆ|ψ˜〉 = 〈α|Hˆs|α〉+ 〈β|Hˆs|β〉
+〈α|Hˆs|β〉〈z|z′〉+ 〈β|Hˆs|α〉〈z′|z〉
+
∑
n
[
~ωn
(
z∗nzn +
1
2
)
〈α|α〉+ ~ωn
(
z′∗n z
′
n +
1
2
)
〈β|β〉
+~ωn
(
z∗nz
′
n +
1
2
)
〈α|β〉〈z|z′〉
+~ωn
(
z′∗n zn +
1
2
)
〈β|α〉〈z′|z〉
−γ(z∗n + zn)〈α|Γˆn|α〉 − γ(z′∗n + z′n)〈β|Γˆn|β〉
−γ (z∗n + z′n) 〈α|Γˆn|β〉〈z|z′〉
−γ (z′∗n + zn) 〈β|Γˆn|α〉〈z′|z〉
]
(A12)
Using the expression of Eq. (A6), one can explicitly
evaluate the derivative of 〈ψ˜|Hˆ|ψ˜〉 by z∗n and obtain Eq.
(19).
Appendix B: Reduction to Ehrenfest dynamics
Here, we derive the multi-trajectory Ehrenfest dynam-
ics (MTEF) method based on the coherent state expan-
sion of Eq. (4), and clarify a relation between MTEF
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and the coupled forward-backward trajectory (CFBT)
method. First, we assume that the initial density ma-
trix ρˆ is not entangled, and thus, can be described as
[61],
ρˆ =
∑
n
wnρˆs,n ⊗ ρˆb,n, (B1)
with probability wn, where ρˆs,n and ρˆb,n are density ma-
trices of subsystem and bath, respectively. Furthermore,
the subsystem density matrix ρˆs,n can be decomposed as
ρˆs,n =
∑
i
λn,i|αn,i〉〈αn,i|, (B2)
where |αn,i〉 and λn,i are eigenstate and eigenvalue of
ρˆs,n, respectively. Therefore, unentangled density matri-
ces can be described by a linear combination of direct
products |α〉〈α| ⊗ ρˆb.
Hereafter, for simplicity, we assume that the total un-
entangled density matrix ρˆ can be factorized as ρˆ =
|α〉〈α| ⊗ ρˆb. However, as descussed above, this assump-
tion does not loose generality of the discussion. Under
this assumption, the observable in Eq. (4) can be rewrit-
ten as 〈
Bˆ(t)
〉
=
∫
d2z
piNb
∫
d2z′
piNb
|〈z|z′〉|2 〈z
′|ρˆb|z〉
〈z′|z〉
×{〈α| ⊗ 〈z|} Bˆ(t) {|α〉 ⊗ |z
′〉}
〈z|z′〉 . (B3)
From Eq. (A6), it is expected that the overlap of
two coherent states decays rapidly in the phase space.
On top of this fact, we assume that the overlap 〈z|z′〉
decays sufficiently rapidly so that the rest of the in-
tegrand, 〈z′|ρˆb|z〉 {〈α| ⊗ 〈z|} Bˆ(t) {|α〉 ⊗ |z′〉} /|〈z|z′〉|2,
can be evaluated by imposing z = z′.
This assumption can be realized by treating the overlap
of the coherent states as a delta function;
|〈z|z′〉|2 = piNbδ(z − z′). (B4)
Based on this assumption, one can approximate the ob-
servable as〈
Bˆ(t)
〉
'
∫
d2z
piNb
∫
d2z′
piNb
piNbδ(z − z′) 〈z
′|ρˆb|z〉
〈z′|z〉
×{〈α| ⊗ 〈z|} Bˆ(t) {|α〉 ⊗ |z
′〉}
〈z|z′〉
=
∫
d2z
piNb
〈z|ρˆb|z〉
× {〈α| ⊗ 〈z|} Bˆ(t) {|α〉 ⊗ |z〉} . (B5)
Then, we approximate the time-propagation of the
wavefunction; |ψ〉 = Uˆ(0, t) {|α〉 ⊗ |z〉}. For this pur-
pose, we introduce the following ansatz;
|ψEF (t)〉 = |α(t)〉 ⊗ |z(t)〉, (B6)
where the total wavefunction is the direct product of the
subsystem state and the bath coherent state at all the
times.
To derive the equation of motion for the ansatz wave-
function, |ψEF (t)〉, we consider the following Lagrangian;
L = i
〈ψEF (t)|ψ˙EF (t)〉 − 〈ψ˙EF (t)|ψEF (t)〉
2
−〈ψEF (t)|Hˆ|ψEF (t)〉. (B7)
Under the orthogonal approximation for the coherent
states one has the following relation,
〈z|aia†j |z〉 = 〈z|ai
∫
d2z′
piNb
|z′〉〈z′|a†j |z〉
=
∫
d2z′
piNb
z′iz
′∗
j 〈z|z′〉〈z′|z〉
'
∫
d2z′
piNb
z′iz
′∗
j pi
Nbδ(z − z′)
= ziz
∗
j . (B8)
Similar approximations can be construct for higher order
combinations of aˆ and aˆ†.
Using these approximation, all the creation and an-
nihilation operators, a and a†, in the Lagrangian (B7)
can be approximated by c-numbers, z and z∗. Then, the
Lagrangian can be approximated as
L ' i 〈ψEF (t)|ψ˙EF (t)〉 − 〈ψ˙EF (t)|ψEF (t)〉
2
−〈α(t)|HˆEF (z, z∗)|α(t)〉, (B9)
where the effective Hamiltonian HˆEF (z, z
∗) is defined by
replacing a and a† by c-numbers, z and z∗, respectively.
Inserting the ansatz of Eq. (B6) into Eq. (B9) and
using Eq. (A7), the Lagrangian can be rewritten as
L = i~
〈α|α˙〉 − 〈α˙|α〉
2
− 〈α|HˆEF (z, z∗)|α〉+ < [i~z∗z˙]
= i~
〈α|α˙〉 − 〈α˙|α〉
2
− 〈α|HˆEF (q, p)|α〉+ 1
2
(pq˙ − qp˙) .
(B10)
In the last line, the canonical transformation,
z =
√
mω
2~
(
q + imωp
)
, is applied. Then, one may
derive the equations of motion for q(t), p(t) and |α(t)〉
based on the Euler-Lagrange equation. These equations
of motion are nothing but those of the Ehrenfest
dynamics;
i~
∂
∂t
|α(t)〉 = HˆEF (q(t), p(p))|α(t)〉, (B11)
d
dt
qj(t) =
∂
∂pj
〈α(t)|HˆEF (q, p)|α(t)〉 = pj(t)
m
, (B12)
d
dt
pj(t) = − ∂
∂qj
〈α(t)|HˆEF (q, p)|α(t)〉 = −∂V (q)
∂qj
.
(B13)
For the right hand sides of Eq. (B12) and Eq. (B13),
we assumed the conventional form of the Hamiltonian;
〈α|HˆEF |α〉 = p2/2m+ V (q).
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By using the solutions of these equations, Eq. (B5)
can be easily evaluated. Since contributions from multi
trajectories are simply summed in Eq. (B13) with the
weight from the bath density matrix, the derived method
here is nothing but the MTEF method. Therefore, we
proved that the MTEF method can be derived upon the
three approximations; (i) the initial density matrix is not
entangled, (ii) the delta-overlap for the coherent states,
Eq.(B4), and (iii) the independent trajectory ansatz, Eq.
(B6). Furthermore, since the CFBT method does not
relay on Eq. (B1) or Eq.(B4), and it employs a more
general ansatz, Eq. (9), we can conclude that the CFBT
method is an extension of the MTEF method.
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