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Abstract
Complex, highly-computational, individual-based models are abundant in epidemiology. For
epidemics such as macro-parasitic diseases, detailed modelling of human behaviour and
pathogen life-cycle are required in order to produce accurate results. This can often lead to
models that are computationally-expensive to analyse and perform model fitting, and often
require many simulation runs in order to build up sufficient statistics. Emulation can provide
a more computationally-efficient output of the individual-based model, by approximating it
using a statistical model. Previous work has used Gaussian processes (GPs) in order to
achieve this, but these can not deal with multi-modal, heavy-tailed, or discrete distributions.
Here, we introduce the concept of a mixture density network (MDN) in its application in the
emulation of epidemiological models. MDNs incorporate both a mixture model and a neural
network to provide a flexible tool for emulating a variety of models and outputs. We develop
an MDN emulation methodology and demonstrate its use on a number of simple models
incorporating both normal, gamma and beta distribution outputs. We then explore its use on
the stochastic SIR model to predict the final size distribution and infection dynamics. MDNs
have the potential to faithfully reproduce multiple outputs of an individual-based model and
allow for rapid analysis from a range of users. As such, an open-access library of the method
has been released alongside this manuscript.
Author summary
Infectious disease modellers have a growing need to expose their models to a variety of
stakeholders in interactive, engaging ways that allow them to explore different scenarios.
This approach can come with a considerable computational cost that motivates providing
a simpler representation of the complex model. We propose the use of mixture density
networks as a solution to this problem. MDNs are highly flexible, deep neural network-
based models that can emulate a variety of data, including counts and over-dispersion.
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We explore their use firstly through emulating a negative binomial distribution, which
arises in many places in ecology and parasite epidemiology. Then, we explore the
approach using a stochastic SIR model. We also provide an accompanying Python library
with code for all examples given in the manuscript. We believe that the use of emulation
will provide a method to package an infectious disease model such that it can be dissemi-
nated to the widest audience possible.
This is a PLOS Computational Biology Methods paper.
Introduction
Complex individual-based models abound in epidemiology. These can often include a mixture
of different distributions leading to a high-dimensional output space with possibly multi-
modal distributions. As an example, consider the relatively simple stochastic Susceptible-
Infected-Recovered (SIR) model [1]. In the SIR model, individuals become infected stochasti-
cally with probability depending on the number of infected individuals in the population.
Once infected, they contribute to further transmissions, until they eventually recover with
immunity. For some parameter regimes, depending on initial conditions and stochastic varia-
tion, a large outbreak (epidemic) may be observed, or alternatively, the infected individuals
may recover before a large-scale epidemic can occur (stochastic fade-out) [2]. Thus, we would
see a multi-modal distribution of the cumulative number of infected individuals depending on
whether the outbreak results in an epidemic or stochastic fade-out.
Other examples of complex, individual-based models occur in macro-parasitic diseases.
These diseases will often have highly heterogeneous parasite distributions amongst its hosts,
which therefore requires explicit individual hosts to be modelled in order to directly under-
stand the consequences and implications of these distributions [3]. Compounding this, many
of these diseases are controlled through mass drug administration, where coverage, adherence
and demographic factors can play a role in the outcome of a program [4, 5].
Finally, there are many examples of individual-based models for sexually-transmitted infec-
tious disease, such as HIV, HPV, gonorrhea, and syphilis [6]. Here, complexities such as het-
erogeneity in risk, partnership-formation, sexual contact networks, sero-sorting behaviour,
and heterogeneity in interventions can lead to dramatically different outcomes that require
modelling.
Coupled with the increasing number of computationally-expensive models is the move
towards models that are more accessible, such that non-experts can explore the key concepts
and outputs. There has been an increasing call for more models to be outward facing to be
used by policy makers and other non-modellers [7]. Despite this, there remains significant
technological barriers to be able to perform this in general, often requiring skill in multiple
programming languages and software development [8]. In particular, one of the technological
barriers is the speed at which model simulations of a given scenario can occur. Thus, this intro-
duces the idea of using emulation in lieu of model computation [9–13], where we replace the
individual-based model with a statistical model that is more computationally efficient to sam-
ple from. These statistical models can be difficult to train and often require the assumption
that the model produces unimodal or normal outputs [14].
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As individual-based models become more complex, the necessary computational costs
increase. This can often lead to only a small number of scenarios being explored with relatively
few replicates used to estimate uncertainty within the model. Inference schemes, like approxi-
mate Bayesian computation, where many simulation runs need to be performed, will have a
particularly high computational cost [15]. Computational speed-up can be performed by mak-
ing certain approximations within the model, such as taking the deterministic limit for a pro-
cess that has relatively large numbers, or, again, through the use of emulation [4, 14].
The main concept of an emulator is to fit a statistical regression model to the inputs and
outputs of the individual-based model and then evaluate the computationally much faster
model instead [16]. For example, an individual-based model may have m number of inputs
(x0, . . ., xm−1), with a corresponding single output y. If we assume that, for a given set of inputs,
the output is normally-distributed, we can then emulate the model using the following linear
regression
y ¼
Xm  1
k¼0
bkxk þ �; ð1Þ
where �* N(0, σ2). However, for all but simple individual-based models, the linearity assump-
tion may be too restrictive. The fixed βkxk terms may be replaced with a Gaussian process
(GP), where values can vary across the input space, with the assumption that the closer input
points are together, the more correlated will be the outputs. The use of GPs for emulation of
epidemiological models has seen several successes [14, 16–19].
Yet, emulating with GPs has a number of disadvantages. Firstly, they assume that the out-
puts of a model for a given set of inputs are normal. Therefore, they cannot take into account
the multi-modality or heavy-tailedness of certain data. There may also be some restrictive
assumptions on the smoothness of the correlation between two points in input space. We pro-
pose the use of a mixture density network (MDN) to overcome some of these issues. We
replace the linear regression component with a neural network that is flexible enough to cap-
ture complex relationships and replace the simple normal distribution with a mixture of distri-
butions that provides a more general family of distributions for the model output [20].
The advantage of allowing the model output to be given with a complicated distributional
form, however, does mean that a large data set is required to train the model. This may intro-
duce difficulties in the use of MDNs for the most computationally expensive models, as many
simulations will be needed to initially obtain this data set, particularly when the input and out-
put dimensions are large and the training data needs to cover this vast space. We note carefully
set up GP approaches have been used for emulating models with a high input dimension [21].
Furthermore, GPs can estimate the uncertainty of the emulator, which can then be incorpo-
rated in decision support calculations. On the other hand, MDNs do not do this directly and
so only by using a data set large enough that the uncertainty introduced by the emulator is
small compared to other uncertainties, can MDNs be safely used. A summary of the compari-
son between GPs and MDNs is shown in Table 1.
The manuscript is segmented as follows: we first introduce the concept of an MDN, and
how it relates to an individual-based model, and apply the concept to a number of simple
examples to demonstrate its use. We then consider a stochastic SIR model and emulate the
final size distribution using an MDN. Finally, we demonstrate its use on estimating the distri-
bution of susceptible and infected individuals in a model with vaccination. All analyses pre-
sented within the manuscript were conducted within the package framework and example
code is given (see https://github.com/QCaudron/pydra).
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Methods
Introduction to mixture density networks
Mixture density networks (MDNs) are built from two components: a neural network and a
mixture model. We begin by introducing the concept of a mixture model—a model of proba-
bility distributions built up from a weighted sum of more simple distributions. More con-
cretely, we consider a one-dimensional distribution with m mixture components. The
probability density function (PDF) p(x) is represented by the m PDFs indexed by j pj(x), with
weights O = {ω0, . . ., ωm−1}, where
Pm  1
j¼0 oj ¼ 1, by the following equation
pðxÞ ¼
Xm  1
j¼0
ojpjðxÞ: ð2Þ
Typically these probability distributions will be parameterised by a series of parameters that
reflect the shape and location of the distribution Θ = {θ0, . . ., θm−1}. The full parameterised
model may therefore be written as
pðxjO;YÞ ¼
Xm  1
j¼0
ojpjðxjyjÞ: ð3Þ
As an example, each pj could be a normal distribution parameterised by a mean μj and a
variance σj. The mixture model would then have the following form,
pðxjO;YÞ ¼
Xm  1
j¼0
oj
ffiffiffiffiffiffiffiffiffiffi
2ps2j
q exp
  1
2s2j
ðx   mjÞ
2
 !
: ð4Þ
In general, these mixture distributions are multi-modal, including those in the form of Eq
(4), and can be fitted directly to some data x = (x0, . . ., xn−1). Assuming independence, the cor-
responding likelihood is calculated as
lðxjO;YÞ ¼
Yn  1
i¼0
Xm  1
j¼0
ojpjðxijyjÞ
" #
: ð5Þ
Fitting can then typically proceed using expectation–maximisation [20]. For our purposes,
we have an individual-based model M, with some input α, that produces stochastic realisations
y*M(α). We therefore wish to derive a relationship between the input parameters α, and the
Table 1. A comparison of mixture density networks and Gaussian processes.
Mixture density network Gaussian process
Can emulate multi-modal distributions. Only suitable for uni-modal
distributions.
Flexible output distribution mixture allows for application to different
data types, such as overly-dispersed, finite domain or discrete.
Output distribution is normal.
Requires large training set to capture output. Suitable for small data sets.
Good scaling properties. Scales poorly with data size.
Hyperparameters need to be tuned in training process. Hyperparameters need to be tuned in
training process.
The training process is stochastic. For given parameters, the method is
optimised exactly.
The uncertainty is hard to quantify. Directly measures uncertainty.
https://doi.org/10.1371/journal.pcbi.1006869.t001
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mixture density weights ωj(α) and density parameterisations θj(α). This could potentially be
done with a separate regression for each of the density parameters and weights, although this
would fail to capture the corresponding relationships that would exist between each parameter
and weight. We can therefore model these using a neural network, which is able to provide
flexible fitting for arbitrarily complex relationships by the universal approximation theorem
[22]. An MDN is therefore defined as a mixture model, where the mixture components are
modelled using a neural network.
Fig 1 provides an overview of the MDN construction. The inputs of the model α are initially
fed into the MDN (three such inputs in the example diagram). These are then passed through
a number of hidden layers in the neural network, which provide a compact representation of
the relationship between the inputs and the unnormalised inputs into the mixture model.
These distribution parameters are then passed through a normalisation layer; the weights of
the mixture are transformed such that they sum to one and the shape parameters are trans-
formed so that they are positive. These parameters are used to construct the mixture model,
where one can draw samples or calculate statistics, such as mean and variance, for a given
input. For multiple outputs the final layer can be copied with independent parameters for the
number of outputs being considered. Note that a number of aspects of the MDN need to be
specified including the number of input parameters, the dimension of the output, the distribu-
tions used in the mixture density, and the number and size of the hidden layers.
Fig 1. MDN that emulates a model with three inputs and a one-dimensional output with two mixtures. The inputs are passed through two hidden
layers, which are then passed on to the normalised neurons, which represent the parameters of a distribution and its weights e.g. the mean (shown in
blue) and variance (shown in green) of a normal distribution. These parameters are used to construct a mixture of distributions (represented as a
dashed line).
https://doi.org/10.1371/journal.pcbi.1006869.g001
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The MDN can then be fit to the following objective loss function, which is equivalent to
maximising the likelihood given in Eq (5),
f ðxjO;YÞ ¼  
Xn  1
i¼0
log
Xm  1
j¼0
ojpjðxijyjÞ
 !
: ð6Þ
Note that provided pj is differentiable with respect to θj, this loss represents a differentiable
function. Standard techniques based on stochastic gradient descent can then be applied in
order to optimise the weights of the network with respect to this loss [23].
Performance on a simple model
In order to examine how a fitted MDN can capture the broad statistical properties of a distri-
bution, where the underlying mixture distributions differ significantly from the true distribu-
tion, we explored fitting to a negative binomial model. The negative binomial can be
parameterised by a mean m and a shape parameter k using the following probability mass
function,
f ðx j m; kÞ ¼
Gðx þ kÞ
x!GðkÞ
ðk=ðmþ kÞÞkðm=ðmþ kÞÞx: ð7Þ
The parameter m defines the mean of the distribution and the shape parameter k controls
the heterogeneity of the distribution, where the variance is m(1 + m/k). As k goes to infinity,
the distribution approaches the Poisson distribution.
An MDN was fitted to the negative binomial distribution in the following way. An MDN
with 20 gamma mixtures with 3 dense layers of 64 neurons was constructed. Data were sam-
pled as the random output from 1,000 (m, k) pairs, which were uniformly taken at random
from m with range 0–100 and from k with range 0.01–5. Hence, one data point is a (m, k) pair
and an associated sample output from the negative binomial distribution. The fitting was per-
formed for 150 epochs with a batch size of 50. One epoch is defined as one forward and back-
ward pass through all data points, and the batch size is the number of data points used in a
single iteration.
In order to compare the statistical properties between the true negative binomial distri-
bution and the MDN emulator a number of tests were devised. First the mean and variance
of each distribution were compared by fixing one of the parameters to the mid-point of the
parameter range and varying the other parameter (Fig 2A and 2B). In order to statistically
compare between a sample generated from the true process and generated from an emula-
tor, the two-sided Kolmogorov–Smirnov (K–S) test was performed on two samples of size
100 across a range of input values for 100 replicates (Fig 2C) [24]. Although, we expect for
more complex models the emulated and simulated distributions to exactly match the K–S
test provides a quantifiable measure of how close these distributions align and also provides
a direct statistic where regions of parameter space give poor emulator performance. The
true cumulative density function (CDF) and the empirical CDFs were also compared
(Fig 2D).
This experiment broadly captures how well the MDN can emulate a distribution signifi-
cantly different to its underlying mixture distribution, as well as how capable it is to adequately
deal with highly heterogeneous data, which can complicate model fitting [15]. Example code
using the accompanying open-source library is given in Box 1.
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Stochastic SIR model
The stochastic susceptible–infected–recovered (SIR) model is a standard epidemiological
model for the infection dynamics of an epidemic. It is a Markov process where each individual
of a population of fixed size N can be in any one of the three states: S, I or R. Due to the sto-
chasticity of the model, the output is multi-modal, where identical input parameters can have
both quantitatively and qualitatively different outputs, depending on whether an epidemic
Fig 2. Gamma-MDN output emulating a negative binomial model. (A) For fixed shape parameter k = 2.5, the distribution of output from MDN
is shown in blue (mean = solid line, variance = shaded region), the theoretical values are shown as a black dashed line (mean = bold line,
variance = normal line). (B) For fixed mean parameter m = 50, the distribution of output from MDN over a range of k values is shown in blue
(mean = solid line, variance = shaded region), the theoretical values are shown as a black dashed line (mean = bold line, variance = normal line). (C)
Corresponding two-sample K–S statistic where sample of 100 points are drawn from a negative binomial and the MDN over a range of m values. 100
replicates are used to estimate a mean K–S statistic and a 95% range. The dashed line represents significance at α = 0.05, with values less than this
indicating that the two samples do not differ significantly. (D) Example empirical CDFs drawn from 100 samples of MDN with inputs m = 50 and
k = 2.5. 1,000 empirical CDFs are shown as black transparent lines and true CDF is shown as a blue solid line.
https://doi.org/10.1371/journal.pcbi.1006869.g002
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does or does not occur. The transitions for the process are defined by:
ðS; I;RÞ ! ðS   1; I þ 1;RÞ at rate bSI=N;
ðS; I;RÞ ! ðS; I   1;Rþ 1Þ at rate gI:
We generate multiple realisations of the stochastic SIR model and use this data to fit a series
of MDNs such that we can evaluate the performance of the emulation model. We note that
while there are already fast methods to draw realisations of the process (Gillespie, tau-leap
method), we assess this method to understand the benefits for when we want to emulate data
from a more computational intensive model [25, 26]. Here, we consider training three differ-
ent MDNs for different inputs and output distributions.
Firstly, we consider the final size distribution of the epidemic model, which is given as the
total number of individuals that have been infected (calculated as N(1) − S(1)). For our data
to train an MDN, we take 10,000 realisations of the simulated process using model parameters
β, sampled from U(0, 1), and γ, sampled from U(0.1, 1), with a population size of N = 1, 000,
which each give us a final size. To fit an MDN for these two inputs (β and γ) and one output
(final size), we choose a mixture of 20 binomial distributions, where the binomial parameter
n = 1, 000 is fixed and p is learnt from the MDN. We use binomial distributions as the final
size is integer valued with a maximum value of the population size. We train on a network
with 3 dense layers of 64 neurons for 150 epochs with a batch size of 50. From the trained
MDN, new inputs for β and γ, give us a distribution of the final size.
Due to the multi-modality, unlike for the negative binomial distribution, calculating the
mean and variance of this whole distribution is not a useful concept and so we consider the
similarity between the simulated and emulated distributions, by sampling from both (Fig 3A).
To quantify their similarity, the two-sided Kolmogorov–Smirnov test was performed on two
samples of size 100 (for simulated and emulated data) for randomly sampled β and γ values for
100 replicates (Fig 3B). Furthermore, since the distribution is bi-modal, we compare the pro-
portion of realisations where the final size is greater than 10% of the population size, indicating
that an epidemic has occurred (Fig 3C) and we also compare the empirical CDFs (Fig 3D).
These tests were performed across a range of R0 = β/γ values.
Secondly, we explored the infection dynamics across time. We take 10,000 realisations of
the simulated process using model parameters: β, sampled from U(0, 1); γ, sampled from
U(0.1, 1); and time t, sampled as a random integer between 1 and 100. The population size
remains fixed with N = 1, 000. An MDN was trained on this data with two outputs, the preva-
lence of susceptible and infected individuals, for the three inputs of β, γ and time (scaled to be
Box 1. Code for negative binomial distribution example
1 import pydra #import MDN emulator l i b r a r y
2 x = input data ( ) # import input data with shape (# data points , # inputs )
3 y = ouput data ( ) # import output data with shape (# data points , )
4
5 ' ' '
6 cons t ruc t an emulator with 20 mixtures , th ree l a y e r s with 64 neurons and
two inputs with one output that has a gamma mixture d i s t r i b u t i o n
7 ' ' '
8 model = pydra . Pydra ( c l u s t e r s i z e =20, ou tpu t s i z e =1, l a y e r s =3, i n p u t s i z e =2,
9 d e n s e l a y e r s i z e =64, o u t pu t d i s t r i b u t i o n s =[ 'Gamma ' ] ,
print summary=True )
10
11 # f i t f o r 150 epochs with batch s i z e 50
12 model . f i t ( data , y , epochs=150 , b a t ch s i z e =50, verbose=1)
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between 0.01 and 1). The prevalence of recovered individuals can be inferred from this given
the fixed population size. Since the aim was to learn the prevalence rates, the number in each
compartment divided by the population size, we use a mixture of 20 beta distributions, as the
beta distribution is defined on the interval [0,1]. The MDN has 3 dense layers of 64 neurons
and is trained for 50 epochs with a batch size of 50. For given values of β, γ and t, the trained
MDN gives us two output distributions for the number of susceptible and infected people. The
Fig 3. Binomial-MDN output emulating the final size distribution of a stochastic SIR model. (A) For random uniform sampling over β and γ a
sample of the output from MDN across values for the basic reproductive number R0 = β/γ are shown in blue and the directly simulated values are
shown in red. (B) Corresponding two-sample K–S statistic where sample of 100 points are drawn from a negative binomial and the MDN over a range
of R0 values. 100 replicates are used to estimate a mean K–S statistic and a 95% range. Dashed line represent significance at α = 0.05, with values less
indicating the two samples do not differ significantly. (C) The percentage of 1,000 realisations of the stochastic SIR model with final size greater than
100 is shown in black with dashed line showing a 95% range. Emulated results are shown by the blue line with a 95% range. (D) Example empirical
CDFs drawn from 100 samples of MDN with inputs β = 0.4 and γ = 0.2. 1,000 empirical CDF are shown as black transparent lines and true CDF is
shown as a blue solid line.
https://doi.org/10.1371/journal.pcbi.1006869.g003
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simulated and emulated distributions are compared and a two-sample K–S test was performed
on the output (Fig 4).
Finally, we added an additional transition for the process to model vaccination of suscepti-
ble individuals, which is given by
ðS; I;RÞ ! ðS   1; I;Rþ 1Þat rate dS:
We then used the same method as before, with the 2 extra inputs of the vaccination rate δ
sampled from U(0, 0.01) and population size sampled as a random integer between 1 and
1,000 (both linearly scaled to have a maximum of 1). Thus, using the trained MDN, given
inputs β, γ, t, δ and N, we output the emulated distribution of the number of susceptible and
infected people. Again, the simulation and emulation was compared and a K–S test performed
(Fig 5).
Results
Simple model
The fitted gamma-MDN emulator was able to broadly capture the mean and variance of the
distribution over a range of inputs parameters (Fig 2A and 2B). There were some notable devi-
ations to these statistics however, where the parameters were near the edge of the range. In
Fig 4. Beta-MDN output emulating the infection dynamics with time for a stochastic SIR model. (A–D) A comparison of simulation results with
sampled MDN output for fixed γ = 0.2 and N = 1, 000 and different β values that give the following R0 values: (A) R0 = 0.5, (B) R0 = 1.0, (C) R0 = 2.0, and
(D) R0 = 5.0. (E–F) Two-sample K–S statistic where sample of 100 points are drawn from a negative binomial and the MDN over a range of time
t values. 100 replicates are used to estimate a mean K–S statistic and a 95% range. Dashed line represent significance at α = 0.05, with values less
indicating the two samples do not differ significantly. Tests are for (E) number of susceptible people and (F) number of infected people.
https://doi.org/10.1371/journal.pcbi.1006869.g004
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particular, where k< 1, both the mean and variance begin to differ significantly from the true
distribution, where the variance increases to infinity as k goes to zero (Fig 2B).
The K–S statistic is below the significance level over a broad range of m values indicating a
sample drawn from the true process and the emulator are similar (Fig 2C). Only when m is
close to zero, at the edge of the range of training data, does the distribution differ significantly
from the true distribution according to the K–S statistic. This can also be broadly shown by
plotting example empirical CDF against the true CDF (Fig 2D).
Stochastic SIR model
The three MDNs were capable of emulating the behaviour of the stochastic SIR model. When
sampling from the output distribution of the final size of an epidemic, there was good agree-
ment with the results of sampling from the actual simulation, which is true across the full
range of R0 values (Fig 3A). This is corroborated by the results of the K–S test, where the K–S
statistic lies below or close to the significance level defining whether the samples could be
drawn from the same distribution, for different R0 values (Fig 3B). We note that since the dis-
tributions are, of course, not exactly the same, drawing more samples would give a weaker
result. However, the result was stronger for both small and large R0 values, with some diver-
gence for the intermediate values, where R0 is close to 1, where the final size takes a larger
Fig 5. Beta-MDN output emulating the infection dynamics with time for a stochastic SIR model. (A–D) A comparison of simulation results with
sampled MDN output for fixed γ = 0.2 and different β, δ and N values such that (A) R0 = 2.0, δ = 0.01 and N = 1, 000, (B) R0 = 1.0, δ = 0.01 and N = 1,
000, (C) R0 = 2.0, δ = 0.001 and N = 1, 000, (D) R0 = 2.0, δ = 0.01 and N = 100. (E–F) Two-sample K–S statistic where sample of 100 points are drawn
from a negative binomial and the MDN over a range of time t values. 100 replicates are used to estimate a mean K–S statistic and a 95% range. Dashed
line represent significance at α = 0.05, with values less indicating the two samples do not differ significantly. Tests are for (E) number of susceptible
people and (F) number of infected people.
https://doi.org/10.1371/journal.pcbi.1006869.g005
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range of values. Comparison of the proportion of samples that exhibit stochastic fade-out, as
opposed to the emergence of an epidemic, was determined where the final size reaches at least
10% of the population (Fig 3C). These proportions matched closely, with the emulation only
slightly deviating to a higher than expected proportion for large R0 values. Relatively few sam-
ples were close to 10% of the population except where R0 was close to 1, where the proportion
would be more sensitive to the threshold definition. The results also matched for the CDFs of
the two distributions, shown for fixed R0 = 2 with β = 0.4, γ = 0.2 (Fig 3D).
The addition of emulating the actual infection dynamics against time shows that a single
trained MDN captures the complexity of varying R0 by qualitatively reproducing when an epi-
demic occurs in the correct timescales (Fig 4A–4D). However, statistically comparing the two
output distributions for both susceptible and infected individuals, the K–S statistic increases
above the significance level (Fig 4E and 4F). This is in part as the beta distribution is a continu-
ous distribution, whereas the simulated prevalence values are all fractions of the population
size N = 1, 000. The effect of this is particularly stark for small time t values where the number
of individuals will always be exactly S0 = 999 and I0 = 1; there will be some variation outside
these values in the emulation, as it is not integer valued. Rounding the emulated values or
choosing an integer-valued output distribution helped to improve the K–S test results (see
S1 Appendix).
Furthermore, the emulation coped well with learning to reproduce the distributions with
further model parameters, vaccination rate δ and population size N, since inputting different
values for β, γ, δ and N into the trained MDN qualitatively reproduces the infection dynamics
of the simulation across all time values t (Fig 5A–5D). With the added complexity of more
input parameters, there are some values where the MDN emulation differed from the simula-
tion however, particularly small times (t< 30) in the number of infected. Similarly to the
MDN without variable vaccination and population size, the results of the K–S test suffer from
a similar problem of comparing discrete and continuous distributions, but the resulting distri-
butions were very close at some values (Fig 5E and 5F).
Discussion
Model emulation is quickly becoming an important and necessary method within infectious
disease epidemiology due to the increased use of complex, computationally-intensive models,
increased use of direct data fitting requiring many model queries, and increased demand for
models to be made directly available to knowledge users [27]. We have explored the use of
mixture density networks (MDNs) in order to provide a scalable, flexible solution to this type
of emulation [28]. These are mixture models where the underlying parameters of the mixture
are neural networks. This allows the significant progress in neural networks and deep learning
to be incorporated into the emulation. As neural networks allow for flexible memorisation and
interpolation, they provide a compact statistical representation of complex data allowing for
rapid inferences to be made.
The main alternative to MDNs for the emulation of a stochastic model are Gaussian pro-
cesses [29]. These represent the outputs of a model as a multivariate normal distribution. This
allows for the quantification of uncertainty and for covariance between points in the model’s
input space. While the typical underlying assumption that the data is normal can make GPs
restrictive as to the type of data they can represent, they can instead be used to mimic hyper-
parameters of the output distribution, rather than the output itself [30], allowing more flexibil-
ity. We have demonstrated that an MDN can be applied to both overly-dispersed count data
(negative binomial example), as well as bimodal count data with a finite domain (final size dis-
tribution example). These examples would be inappropriate to apply a GP to, although a viable
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solution could be to introduce a mixture distribution with parameters described with GPs,
rather than the neural network.
Our presented examples expose the potential for MDNs to be used more extensively for
model emulation and have scope to be extended in many different ways. For example, in emu-
lating the infection dynamics in Fig 5, we use the input parameters of β, γ, δ, N, and t to output
values of the number of susceptible and infected people. This means that we use the emulator
to predict individual time points when sampled from, rather than a whole time series. A possi-
ble limitation of this approach is that the emulator may not correctly estimate where the initial
epidemic occurs (see Fig 5). Despite this, there would be scope to train an emulator with the
further inputs of the number of susceptible and infected people at the previous time point.
This MDN could then be sampled from the model iteratively to produce a whole time series.
An additional potential issue is that the presented models do not conserve total population
size, with it possible for the emulated output to give a total number of people larger than the
population size (although there are bounds within each class being larger than the population
size). There could be several solutions if this was considered a problem. For example, the out-
put could instead be the sum of infected and susceptible people, along with the proportion of
these people in the infected class, constrained to be between zero and one.
The use of an MDN emulator for a stochastic model are two-fold. As the neural network
directly learns parameters of the mixture distributions, these may be used directly in the out-
put by, for example, estimating the mean and variance at each point. The emulator may also
use the learned distributions to perform random draws from the emulator representing a reali-
sation of the stochastic process. As the emulator approximates the distribution of the output
given model input, this essentially produces a likelihood of the data point given the model
parameters. Such a synthetic likelihood could then conceivably be used in a Bayesian inference
scheme, such as in a approximate Bayesian computation [15]. It would be interesting to apply
this approach where a model likelihood is computationally intractable.
We also note, the training of neural networks can lead to the vanishing/exploding gradient
problem [31]. Techniques such as momentum and improved initialisation can help mitigate
these issues [32]. Anecdotally, we found that re-initialisation with a smaller learning rate gen-
erally resolved issues encountered in training. There are also no clear rules on how many
epochs training should last or what batch size to use and so the implementer needs to experi-
ment with these parameters to achieve a good fit. In addition, training of neural networks typi-
cally involve a large amount of data. If these can be readily generated from a model then an
MDN provides a feasible approach to emulation. However when data is small, either a GP or a
simplified neural network based on model summary statistics may be a more appropriate
approach.
When model computation is slow or there is a large number of input parameters, a more
efficient sampling scheme of the parameter space may be appropriate [33]. Efficient high-
dimensional sampling schemes such as entropy maximisation have been implemented previ-
ously in GPs [14, 34]. As these techniques also involve an approximated likelihood of the data,
they could be readily implemented into an MDN scheme, where learning can be conducted in
an online fashion.
It is also important to consider the types of appropriate distributions to emulate the model
output. Whether they are discrete (e.g. binomial or Poisson) or have finite support (e.g. bino-
mial) can impact the resulting approximation. For example, using a mixture of normal distri-
butions to describe a finite population would lead to some probability of the population being
negative. When the population is small this would be non-negligible (see S1 Appendix). It is
therefore important to understand the nature of the data being approximated, for example a
final size distribution can be well approximated by a Poisson distribution under certain
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conditions [35]. Plotting the emulated and real data, either as their summary statistics or as a
point cloud, as was done here, is an important step toward understanding the validity of the
emulator approximation. We found that regular checking of these statistics was necessary to
ensure the emulator had converged. We also employed the K–S statistic as a measure of
similarity between emulated and real data. A limitation with this statistic is as a mixture distri-
bution is only an approximation to the true distribution, we would expect to see worse perfor-
mance as the number of samples increase. The K–S statistic can therefore be applied to give a
relative measure of emulator performance and highlight regions of parameter space that may
exhibit a worse approximation.
Neural networks and in particular deep learning has made enormous progress recently,
rapidly improving the state-of-the-art in representation of data sets [36]. This has also led to
an increase in open software for developing neural networks including Keras and Tensorflow
[37, 38]. Building from these allow the rapid development of new emulation models and pro-
vide the use of established code for the testing and analysis of the trained models. In compan-
ion to this article, we provide an open access Python library to develop an MDN emulator with
example notebooks demonstrating its use. The library also provides details on the exportation
of a trained emulator into a web application. For more information, see the accompanying
Python library: https://github.com/QCaudron/pydra.
Conclusion
Mixture density networks have the potential to be used as emulators for complex epidemiolog-
ical agent-based and micro-simulation models. These techniques incorporate cutting-edge
advances in machine learning that provide the possibility to leverage new software libraries in
order to perform fast emulator fitting. Applications can include the building of web interfaces
for models as well as in model fitting. We hope this technique will prove useful to the broad
epidemiology modelling community and as such have included an accompanying open-source
library with examples demonstrating its use.
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