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Abstract
We construct a new family of linearizations of rational matrices R(λ) written in the general
form R(λ) = D(λ) +C(λ)A(λ)−1B(λ), where D(λ), C(λ), B(λ) and A(λ) are polynomial
matrices. Such representation always exists and are not unique. The new linearizations
are constructed from linearizations of the polynomial matrices D(λ) and A(λ), where each
of them can be represented in terms of any polynomial basis. In addition, we show how to
recover eigenvectors, when R(λ) is regular, and minimal bases and minimal indices, when
R(λ) is singular, from those of their linearizations in this family.
Keywords: rational matrix, rational eigenvalue problem, block minimal basis pencil,
linearization in a set, linearization at infinity, grade, recovery of eigenvectors, recovery of
minimal indices, recovery of minimal bases
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1. Introduction
Let R(λ) be a rational matrix, that is, a matrix whose entries are scalar rational
functions in the variable λ. The rational eigenvalue problem (REP) consists of finding
scalars λ0 such that λ0 is not a pole of R(λ), i.e., R(λ0) has finite entries, and that there
exist nonzero constant vectors x and y satisfying
R(λ0)x = 0 and y
TR(λ0) = 0,
under the assumption that R(λ) is regular, i.e., R(λ) is square and its determinant is not
identically equal to zero. The scalar λ0 is said to be an eigenvalue of R(λ) and the vectors
x and yT are called, respectively, right and left eigenvectors associated to λ0.
A non-regular rational matrix R(λ) is also called singular. In general, regardless of
whether R(λ) is regular or singular, a scalar λ0 is said to be an eigenvalue of R(λ) if λ0 is
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2not a pole of R(λ) and
rankR(λ0) < rankR(λ),
where rankR(λ) denotes the rank of R(λ) over the field of rational functions in λ. More-
over, the problem of finding the eigenvalues of a rational matrix can also be seen as the
problem of finding the zeros of R(λ) that are not poles. If λ0 is a pole of R(λ) and there
exists a polynomial vector v(λ) such that v(λ0) 6= 0 and that limλ→λ0 R(λ)v(λ) = 0 then
λ0 is said to be an eigenpole of R(λ) [1].
Applications of rational matrices in linear systems and control theory can be found in
the classical references [14, 16, 17, 23], and numerical algorithms for computing zeros and
poles and other structural data of rational matrices can be found in [22] and the references
therein.
The numerical solution of REPs is recently getting a lot of attention from the numerical
linear algebra community since REPs appear directly from applications [11, 19] or as
approximations to arbitrary nonlinear eigenvalue problems (NLEPs) [13, 15, 18].
A competitive method for solving REPs is linearization [1, 2, 7, 8, 19]. Linearization
transforms the REP into a generalized eigenvalue problem in such a way that the pole
and zero information of the corresponding rational matrix is preserved. The generalized
eigenvalue problem is then solved by the QZ algorithm, for small to medium size dense
matrices, or with Krylov methods adapted to the particular structure of the linearization,
for large-scale problems and sparse matrices [5, 13].
The construction of linearizations for rational matrices presented in [1, 2, 8, 19] depends
on two facts. First, any rational matrix R(λ) can be uniquely written as a sum of the
form R(λ) = D(λ) + Rsp(λ), where D(λ) is a polynomial matrix and Rsp(λ) is a strictly
proper rational matrix 2. And, second, the strictly proper rational matrix Rsp(λ) can be
written in the form
Rsp(λ) = C(Inλ−A)
−1B, (1)
where A, B and C are constant matrices. The decomposition (1) is called a state-space
realization of Rsp(λ), and can always be taken to be minimal (i.e., of least order); see, for
example, [17, Ch. 3, Sec. 5.1] or [23, Sec. 1.10].
Representations of the form
R(λ) = D(λ) + C(Inλ−A)
−1B (2)
arise naturally in control problems. Furthermore, if the rational matrix R(λ) is not in the
form (2), there exist procedures for obtaining such a representation [14, 17, 23]. However,
these procedures are not simple, and may introduce errors that were not present in the
original problem. For this reason, the main aim of this work is to construct linearizations
for rational matrices from more general representations.
We will show how to construct linearizations of rational matrices that are written in
the general form
R(λ) = D(λ) + C(λ)A(λ)−1B(λ), (3)
2A strictly proper rational matrix is a matrix whose entries are strictly proper rational functions. A
rational function p(λ)/q(λ) is strictly proper when the degree of the polynomial p is smaller than the degree
of the polynomial q.
3where A(λ), B(λ), C(λ) and D(λ) are polynomial matrices, possibly non linear and pos-
sibly expressed in different bases. Representations of the form (3) arise naturally, for
example, when solving nonlinear eigenvalue problems of the form
R(λ)x =
(
P (λ) +
m∑
i=1
ni(λ)
di(λ)
(Aiλ−Bi)
)
x = 0,
where P (λ) is a polynomial matrix, ni(λ)
di(λ)
are scalar rational functions, and Ai and Bi are
constant matrices.
The paper is organized as follows. After a preliminary section, where we introduce the
notation used throughout the paper and some basic results, we present the new family
of linearizations for rational matrices in Sections 3 and 4. In Section 5, we present an
example that highlights the difference between our approach and the previous approaches
to the problem of linearizing rational matrices. In Section 6 we study how to recover
minimal bases, minimal indices and eigenvectors of rational matrices from those of their
linearizations constructed in Sections 3 and 4. Finally, we apply the new linearizations
to solve scalar rational equations in Section 7, and we give some concluding remarks in
Section 8.
2. Preliminaries
Throughout this work, we denote by F an algebraically closed field that does not
include infinity.
2.1. Polynomial and rational matrices
Let F[λ] denote the ring of polynomials with coefficients in F, and let F(λ) denote the
field of rational functions. By Fp×m, F[λ]p×m and F(λ)p×m, we denote the sets of p ×m
matrices with entries in F, F[λ] and F(λ), respectively. The elements of F[λ]p×m are called
polynomial matrices, and the elements of F(λ)p×m are called rational matrices.
A rational matrix R(λ) is said to be regular if it is invertible for some λ0 ∈ F. In
words, a rational matrix R(λ) is regular if it is square and detR(λ) is non-zero for some
λ0 ∈ F. A non-regular rational matrix R(λ) is called singular. If a rational matrix R(λ)
is invertible for all λ in some set Ω ⊆ F, we say that R(λ) is regular in Ω.
We denote by rankR(λ) the rank of the rational matrix R(λ) over the field F(λ).
Abusing notation, if λ0 ∈ F, we denote by rankR(λ0) the rank over the field F of the
constant matrix R(λ0).
A polynomial matrix P (λ) ∈ F[λ]p×m can always be written in the form
P (λ) = Pdλ
d + Pd−1λ
d−1 + · · ·+ P1λ+ P0, (4)
for some constant matrices Pd, . . . , P1, P0 ∈ F
p×m, with Pd 6= 0. The scalar d is called the
degree of P (λ), and it is denoted by d = degP (λ). If the leading coefficient matrix Pd = 0,
then d is called the grade of P (λ). By gradeP (λ), we denote the grade of a polynomial
matrix P (λ).
A square polynomial matrix whose determinant is a nonzero constant is called uni-
modular. If V (λ) is unimodular, its inverse V (λ)−1 is also unimodular. Two polynomial
4matrices P (λ) and Q(λ) are said to be unimodularly equivalent if there are unimodular
polynomial matrices U(λ) and V (λ) such that P (λ) = U(λ)Q(λ)V (λ).
We now review some concepts and ideas from system theory; for more details see, for
example, [17]. It is known that any rational matrix R(λ) ∈ F(λ)p×m, regular or singular,
can be written as
R(λ) = D(λ) + C(λ)A(λ)−1B(λ) (5)
for some polynomial matrices A(λ) ∈ F[λ]n×n, B(λ) ∈ F[λ]n×m, C(λ) ∈ F[λ]p×n and
D(λ) ∈ F[λ]p×m, where A(λ) is regular if n > 0. The case n = 0 means that R(λ) is
a polynomial matrix, but polynomial matrices can be also be represented as in (5) with
n > 0. An expression of the form (5) is called a realization of R(λ). We recall that
realizations are not unique.
The polynomial matrix
P (λ) =
[
A(λ) B(λ)
−C(λ) D(λ)
]
(6)
is said to be a polynomial system matrix of the rational matrix R(λ) in (5). The rational
matrix R(λ) is called the transfer function matrix of P (λ), that is, R(λ) is the Schur
complement of A(λ) in P (λ). The matrix A(λ) is called the state matrix of P (λ). We
notice that P (λ) admits the block LDU factorization
P (λ) =
[
In 0
−C(λ)A(λ)−1 Ip
] [
A(λ) 0
0 R(λ)
] [
In A(λ)
−1B(λ)
0 Im
]
.
Since A(λ) is regular, the following rank property is satisfied:
rankP (λ) = n+ rankR(λ). (7)
The polynomial system matrix P (λ) in (6), with n > 0, is said to have least order, or
to be minimal, if the matrices[
A(λ)
C(λ)
]
and
[
A(λ) B(λ)
]
(8)
have no eigenvalues in F. In such case, we also say that the realization in (5) is minimal. If
the matrices in (8) have no eigenvalues in a subset Ω ⊆ F then P (λ) is said to be minimal
in Ω [7, Definition 3.3]. In such case, we also say that the realization (5) is minimal in
Ω. The main property of having minimality is that if the polynomial system matrix P (λ)
is minimal in Ω, then the poles of R(λ) in Ω are the zeros of the state matrix A(λ) in
Ω, and the zeros of R(λ) in Ω are the zeros of P (λ) in Ω (see [7, Theorem 3.7]). Poles
and zeros of a rational matrix are defined through the notion of the Smith-McMillan form
[16], other more recent references for the Smith-McMillan form of a rational matrix are
[14, 17, 23]. In particular, the finite poles and zeros of a rational matrix are the roots in
F of the polynomials that appear on the denominators and numerators, respectively, in
its (finite) Smith-McMillan form. Poles and zeros at infinity of a rational matrix R(λ) are
defined as the poles and zeros at λ = 0 of R(1/λ) (see [14]).
52.2. Minimal bases and minimal indices
In this section, we review the notions of minimal bases and minimal indices of rational
subspaces [10].
It is known that every rational vector subspace V ⊆ F(λ)n over the field F(λ) has bases
consisting of polynomial vectors. We refer to such bases as polynomial bases. Following
[10], a minimal basis of V is a polynomial basis of V consisting of polynomial vectors
whose sum of degrees is minimal among all polynomial bases of V. Minimal bases are not
unique, but the ordered list of degrees of the polynomial vectors in any minimal basis of
V is always the same. Hence, these degrees are uniquely determined by V and are called
the minimal indices of V.
Let now R(λ) ∈ F(λ)p×m be a rational matrix, we consider the rational vector sub-
spaces:
Nr(R) = {x(λ) ∈ F(λ)
m×1 : R(λ)x(λ) = 0}, and
Nℓ(R) = {y(λ)
T ∈ F(λ)1×p : y(λ)TR(λ) = 0},
which are called the right and left null-spaces of R(λ), respectively. If R(λ) is singular at
least one of these null-spaces is non-trivial. If Nr(R) (resp. Nℓ(R)) is non-trivial, it has
minimal bases and minimal indices, which are called the right (resp. left) minimal bases
and minimal indices of R(λ). If r = rankR(λ), then R(λ) has p − r left minimal indices
and m− r right minimal indices.
Lemma 2.1 establishes a linear map between the right (resp. left) nullspace of R(λ)
and the right (resp. left) nullspace of a polynomial system matrix P (λ) of R(λ).
Lemma 2.1. Let
P (λ) =
[
A(λ) B(λ)
−C(λ) D(λ)
]
∈ F[λ](n+p)×(n+m)
be a polynomial system matrix, with state matrix A(λ) ∈ F[λ]n×n, and transfer function
matrix R(λ) = D(λ) +C(λ)A(λ)−1B(λ) ∈ F(λ)p×m. Then, the following statements hold:
(a) The map
Tr : Nr(R) −→ Nr(P )
x(λ) 7−→
[
−A(λ)−1B(λ)
Im
]
x(λ)
is a bijection between the right nullspaces of R(λ) and P (λ).
(b) The map
Tℓ : Nℓ(R) −→ Nℓ(P )
y(λ)T 7−→ y(λ)T
[
C(λ)A(λ)−1 Ip
]
is a bijection between the left nullspaces of R(λ) and P (λ).
Proof. We only prove part (a) since part (b) can be proved in a similar way.
First, we observe that the map Tr is linear. Second, we notice that for any vector x(λ),
we have [
A(λ) B(λ)
−C(λ) D(λ)
] [
−A(λ)−1B(λ)x(λ)
x(λ)
]
=
[
0
R(λ)x(λ)
]
,
6which shows that Tr maps vectors in the right nullspace of R(λ) to vectors in the right
nullspace of P (λ). Finally, by (7) and the rank-nullity theorem, we have
dim Nr(P ) = dim Nr(R). (9)
Since the right nullspaces of P (λ) and R(λ) have the same dimension and the linear map
Tr is clearly injective, we conclude that the map Tr is bijective.
Remark 2.2. Since the maps in Lemma 2.1 are bijections, they preserve linear indepen-
dence. Hence, one can recover a basis of the right (resp. left) nullspace of R(λ) from a basis
of the right (resp. left) nullspace of P (λ), and conversely. For instance, from part-(a) in
Lemma 2.1, we obtain that if {xi(λ)}
t
i=1 is a basis of Nr(R), then
{[
−A(λ)−1B(λ)xi(λ)
xi(λ)
]}t
i=1
is a basis of Nr(P ). Conversely, if
{[
yi(λ)
xi(λ)
]}t
i=1
is a basis of Nr(P ) then {xi(λ)}
t
i=1 is a
basis of Nr(R).
In Section 6, we will show how to recover minimal bases and minimal indices of rational
matrices from those of their linearizations constructed in this paper. Our results will need
to assume some minimality conditions. For other kind of results about recovery of minimal
basis and minimal indices of rational matrices from polynomial system matrices we refer
the reader to [3, 24, 25].
Remark 2.3. All the minimal bases appearing in this work are arranged as the columns
or rows of matrix polynomials. With a slight abuse of notation, we say that an m × n
matrix polynomial with m > n (resp. m < n) is a minimal basis if its columns (resp.
rows) form a minimal basis of the rational subspace they span.
The following definitions are useful for characterizing minimal bases.
Definition 2.4. The ith column (resp. row) degree of a matrix polynomial B(λ) is the
degree of the ith column (resp. row) of B(λ).
Definition 2.5. Let B(λ) ∈ F[λ]m×n be a matrix polynomial with column (resp. row)
degrees d1, d2, . . . , dn (resp. d1, d2, . . . , dn). The highest column (resp. row) degree coeffi-
cient matrix of B(λ), denoted by Bhcd (resp. Bhrd), is the m × n constant matrix whose
jth column (resp. row) is the coefficient of λdj in the jth column (resp. row) of B(λ).
The matrix polynomial B(λ) is called column (resp. row) reduced if Bhcd (resp. Bhrd) has
full colum (resp. row) rank.
Theorem 2.6 states a characterization of minimal bases that will be very useful in the
sequel (see [10, Main Theorem] or [6, Theorem 2.2]).
Theorem 2.6. The columns (resp. rows) of a polynomial matrix B(λ) ∈ F[λ]m×n with
m > n (resp. m < n) are a minimal basis of the subspace they span if and only if B(λ) is
column (resp. row) reduced and B(λ0) has full column (resp. row) rank for all λ0 ∈ F.
We, finally, introduce the notion of dual minimal bases [6, Definition 2.5].
Definition 2.7. Let B(λ) ∈ F[λ]p×n be a minimal basis with p < n. Another minimal
basis N(λ) ∈ F[λ]q×n is said to be dual to B(λ) if p + q = n and B(λ)N(λ)T = 0. Then,
we say that N(λ) is a dual minimal basis of B(λ) and vice versa.
72.3. Block minimal basis linearizations of matrix polynomials
We begin this section by reviewing the classical definitions of linearization and strong
linearization of matrix polynomials [12].
Let P (λ) ∈ F[λ]p×m be a polynomial matrix as in (4). A linear polynomial matrix (also
called a matrix pencil) L(λ) = Bλ+A is a linearization of P (λ) if there exist unimodular
matrices U(λ) and V (λ) such that
U(λ)(Bλ+A)V (λ) =
[
P (λ) 0
0 Is
]
,
for some identity matrix Is. Furthermore, a linearization L(λ) is strong if Aλ + B is a
linearization of the polynomial matrix
revd P (λ) := P0λ
d + · · ·+ Pd−1λ+ Pd, (10)
where d is the grade of P (λ).
We recall that a strong linearization L(λ) of P (λ) preserves the finite and infinite
elementary divisors, and the dimensions of the right and left nullspaces.
The polynomial matrix (10) is called the reversal of P (λ).
We now recall the notion of (strong) block minimal basis pencil. It will be our main
tool for building linearizations of rational matrices in the sense of [7].
Definition 2.8. [6, Definition 3.1] ((Strong) block minimal basis pencil). A block minimal
basis pencil is a linear polynomial matrix over F with the following structure
L(λ) =
[
M(λ) K2(λ)
T
K1(λ) 0
]
, (11)
where K1(λ) and K2(λ) are both minimal bases. Moreover, given a polynomial matrix
P (λ), it is said that L(λ) is associated with P (λ) if
N2(λ)M(λ)N1(λ)
T = P (λ),
where N1(λ) and N2(λ) are minimal bases dual to K1(λ) and K2(λ), respectively. In
addition, if K1(λ) (resp. K2(λ)) is a minimal basis with all its row degrees equal to 1 and
with the row degrees of a minimal basis N1(λ) (resp. N2(λ)) dual to K1(λ) (resp. K2(λ))
all equal, then L(λ) is called a strong block minimal basis pencil.
Theorem 2.9. [6] A minimal basis pencil L(λ) as in (11) associated with a polynomial
matrix P (λ) is a linearization of P (λ). Moreover, if the block minimal basis L(λ) is
strong, then L(λ) is a strong linearization of P (λ) considered as a polynomial matrix of
grade degN1(λ) + degN2(λ) + 1.
Remark 2.10. In this paper, we only consider the so-called degenerate (strong) block
minimal basis pencils, that is, (strong) block minimal basis pencils of the form
L(λ) =
[
M(λ)
K(λ)
]
, (12)
where K(λ) is a minimal basis. The linear polynomial matrix (12) is a (strong) lineariza-
tion of the polynomial matrix
P (λ) =M(λ)N(λ)T
considered as a polynomial of grade 1 + degN(λ), where N(λ) is a minimal basis dual to
K(λ). If d := degN(λ) + 1 and P (λ) is of size m× n, then M(λ) and K(λ) in (12) are,
respectively, m× dn and (d− 1)n× dn linear polynomial matrices [6].
83. Linearizations in a set Ω ⊆ F
In Definition 3.1, we recall the notion of local linearization of a rational matrix which
has been recently introduced in [7].
Definition 3.1 (Local linearization of rational matrices). [7] Let R(λ) ∈ F(λ)p×m be a
rational matrix. Let
L(λ) =
[
A1λ+A0 B1λ+B0
− (C1λ+ C0) D1λ+D0
]
∈ F[λ](n+(p+s))×(n+(m+s))
be a linear polynomial system matrix with transfer function matrix
R̂(λ) = D1λ+D0 + (C1λ+ C0)(A1λ+A0)
−1(B1λ+B0) ∈ F[λ]
(p+s)×(m+s).
Then, L(λ) is a linearization of R(λ) in a set Ω ⊆ F if the following conditions hold:
(a) L(λ) is minimal in Ω, and
(b) there exist rational matrices R1(λ) and R2(λ) both regular in Ω such that
R1(λ)
[
R(λ) 0
0 Is
]
R2(λ) = R̂(λ).
Theorem 3.2 presents the spectral characterization of local linearizations. In words,
this theorem says that the local spectral information (in terms of zero and pole elementary
divisors) of R(λ) in Ω can be recovered from the local spectral information (in terms of
elementary divisors) of any of its linearizations L(λ) in Ω.
Theorem 3.2 (Spectral characterization of local linearizations). [7] Let R(λ) ∈ F(λ)p×m
be a rational matrix. Let
L(λ) =
[
A1λ+A0 B1λ+B0
− (C1λ+ C0) D1λ+D0
]
∈ F[λ](n+(p+s))×(n+(m+s))
be a linear polynomial system matrix, with state matrix A1λ + A0, minimal in Ω ⊆ F.
Then, L(λ) is a linearization of R(λ) in Ω if and only if
(a) rankL(λ) = rankR(λ) + n+ s,
(b) the pole elementary divisors of R(λ) in Ω are the elementary divisors of A1λ + A0
in Ω, and
(c) the zero elementary divisors of R(λ) in Ω are the elementary divisors of L(λ) in Ω.
In Theorem 3.4, we construct (local) linearizations for rational matrices that are rep-
resented with realizations as in (5). To prove Theorem 3.4, we will use Lemma 3.3, whose
simple proof is omitted.
9Lemma 3.3. A polynomial matrix of the form
X(λ) A(λ) Y (λ) B(λ)
Is 0 0 0
Z(λ) −C(λ) W (λ) D(λ)
0 0 It 0

is unimodularly equivalent to diag
([
A(λ) B(λ)
C(λ) D(λ)
]
, Is+t
)
.
Theorem 3.4. Let R(λ) ∈ F(λ)p×m be a rational matrix expressed in the form R(λ) =
D(λ) + C(λ)A(λ)−1B(λ), for some nonsingular polynomial matrix A(λ) ∈ F[λ]n×n, and
polynomial matrices B(λ) ∈ F[λ]n×m, C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m. Let
LA(λ) =
[
MA(λ)
KA(λ)
]
and LD(λ) =
[
MD(λ)
KD(λ)
]
(13)
be block minimal basis linearizations of A(λ) and D(λ), respectively. Let NA(λ) and ND(λ)
be minimal bases dual to KA(λ) and KD(λ), respectively. Consider linear polynomial
matrices MC(λ) and MB(λ) such that
MC(λ)NA(λ)
T = C(λ) and MB(λ)ND(λ)
T = B(λ), (14)
and the linear polynomial system matrix
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 , (15)
with state matrix LA(λ). If the matrices[
A(λ)
C(λ)
]
and
[
A(λ) B(λ)
]
(16)
have no eigenvalues in Ω ⊆ F, then L(λ) is a linearization of R(λ) in Ω.
Remark 3.5. Before giving the proof of Theorem 3.4, we recall that there exist unimod-
ular polynomial matrices of the form
Ui(λ) =
[
Ki(λ)
K̂i(λ)
]
and Ui(λ)
−1 =
[
N̂i(λ)
T Ni(λ)
T
]
, (17)
for i ∈ {A,D}; see [6, Theorem 2.10].
Proof. Throughout the proof, we use the notation ρA := degNA(λ) and ρD := degND(λ).
To prove that L(λ) is a linearization of R(λ) in Ω, we will use the characterization of
local linearizations in Theorem 3.2.
Let P (λ) :=
[
A(λ) B(λ)
C(λ) D(λ)
]
be a polynomial system matrix of R(λ). Notice that P (λ) is
minimal in Ω by hypothesis. First, we have
pole elem. div. of R(λ) in Ω =elem. div. of A(λ) in Ω (P is minimal in Ω)
=elem. div. of LA(λ) in Ω (LA is a linearization of A).
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Hence, the pole elementary divisors of R(λ) in Ω are equal to the elementary divisors of
LA(λ) in Ω.
Second, we consider Remark 3.5 and noticeKA(λ)N̂A(λ)
T = nIρA andKD(λ)N̂D(λ)
T =
mIρD , as this will be important in what follows. Then, multiplying L(λ) on the left by
the unimodular matrix U(λ) = diag(UA(λ)
−1, UD(λ)
−1), we get
L(λ)U(λ) =

XAA(λ) A(λ) XBD(λ) B(λ)
InρA 0 0 0
−XCA(λ) −C(λ) XDD(λ) D(λ)
0 0 ImρD 0
 , (18)
where
Xij(λ) :=Mi(λ)N̂j(λ)
T , i, j ∈ {A,D}. (19)
Since the matrices in (16) have no eigenvalues in Ω, we have that L(λ)U(λ) is minimal in Ω
and, therefore, L(λ) is minimal in Ω. By Lemma 3.3, L(λ)U(λ) is unimodularly equivalent
to diag(P (λ), In ρA+mρB ). Hence, L(λ) is a linearization of the polynomial system matrix
P (λ). As a consequence of this, we have
zero elem. div. of R(λ) in Ω =elem. div. of P (λ) in Ω (P is minimal in Ω)
=elem. div. of L(λ) in Ω (L is a linearization of P ).
Therefore, the zero elementary divisors of R(λ) in Ω are equal to the elementary divisors
of P (λ) in Ω.
Since L(λ) is of size (n + p + s) × (n +m + s), where s = nρA +mρB , to finish the
proof, it suffices to notice that
rankL(λ) = rankP (λ) + nρA +mρB (by (18))
= rankR(λ) + n+ nρA +mρB (by (7)).
By Theorem 3.2, we conclude that L(λ) is a linearization of R(λ) in Ω.
In Example 3.6, we show how to use Theorem 3.4 to construct linearizations of a
rational matrix of the form (5). For simplicity, we assume that the polynomial matrices
A(λ), B(λ), C(λ) and D(λ) are expressed in the monomial basis. But we emphasize
that the construction can be easily adapted to many other polynomial bases (Chebyshev,
Lagrange, Newton, etc).
Example 3.6. Let us consider a rational matrix of the form
R(λ) =D(λ) + C(λ)A(λ)−1B(λ) =
D3λ
3 +D2λ
2 +D1λ+D0+
(C1λ+C0)(A3λ
3 +A2λ
2 +A1λ+A0)
−1(B2λ
2 +B1λ+B0),
where A(λ) ∈ F[λ]n×n is regular, and B(λ) ∈ F[λ]n×m, C(λ) ∈ F[λ]p×n and D(λ) ∈
F[λ]p×m. We will use block Kronecker pencils [6, Section 4], which are particular cases of
block minimal basis pencils, to construct the linearizations LA(λ) and LD(λ) in Theorem
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3.4. We recall that the construction of block Kronecker pencils involves a pair of dual
minimal bases of the form
K(λ) =

−Is Isλ 0 · · · 0
0 −Is Isλ
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 −Is Isλ
 and N(λ)T =

Isλ
d−1
...
Isλ
Is
 .
To construct the linearization LA(λ) and the linear polynomial matrix MC(λ), we need
to see both A(λ) and C(λ) as polynomial matrices of grade
max{degA(λ),degC(λ)} = max{3, 1} = 3.
Then, we can use, for example,
LA(λ) :=
A3λ+A2 A1 A0−In Inλ 0
0 −In Inλ
 and MC(λ) := [0 C1 C0] ,
with NA(λ) :=
[
Inλ
2 Inλ In
]
. Similarly, to construct the linearization LD(λ) and the
linear polynomial matrix MB(λ), we need to see both D(λ) and B(λ) as polynomial ma-
trices of grade
max{degD(λ),degB(λ)} = max{3, 2} = 3.
Then, we can use, for instance,
LD(λ) :=
D3λ+D2 D1 D0−Im Imλ 0
0 −Im Imλ
 and MB(λ) := [0 B2λ+B1 B0] ,
with ND(λ) :=
[
Imλ
2 Imλ Im
]
. Then the linear polynomial system matrix L(λ) in
Theorem 3.4 is
L(λ) =

A3λ+A2 A1 A0 0 B2λ+B1 B0
−In Inλ 0 0 0 0
0 −In Inλ 0 0 0
0 −C1 −C0 D3λ+D2 D1 D0
0 0 0 −Im Imλ 0
0 0 0 0 −Im Imλ
 .
Theorem 3.4 guarantees that L(λ) is a linearization of R(λ) wherever the polynomial ma-
trices
[
A(λ)
C(λ)
]
and
[
A(λ) B(λ)
]
do not have eigenvalues.
4. Linearizations at infinity
In this section, we study when the pole and zero eigenstructure at infinity of a rational
matrix R(λ) can be recovered from that of any of its linearizations in Theorem 3.4.
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We begin by recalling the definition of g-reversal [7]. Given an integer g and a rational
matrix R(λ), the g-reversal of the rational matrix R(λ) is the rational matrix
revg R(λ) := λ
gR
(
1
λ
)
.
If R(λ) is a polynomial matrix and g = degR(λ), then revg R(λ) is a matrix polynomial,
which we denote by revR(λ). An expression such as revg R(λ0) should be understood as
revg R(λ) evaluated at λ = λ0.
In Definition 4.1, we recall the notion of linearization at infinity of grade g which has
been recently introduced in [7].
Definition 4.1 (Linearization at infinity of grade g). [7] Let R(λ) ∈ F(λ)p×m be a rational
matrix and let
L(λ) =
[
A1λ+A0 B1λ+B0
− (C1λ+ C0) D1λ+D0
]
∈ F[λ](n+(p+s))×(n+(m+s))
be a nonconstant linear polynomial system matrix with transfer function matrix
R̂(λ) = D1λ+D0 + (C1λ+ C0)(A1λ+A0)
−1(B1λ+B0) ∈ F[λ]
(p+s)×(m+s).
Let g be an integer. Then, L(λ) is a linearization of R(λ) at infinity of grade g if the
following conditions hold:
(a) revL(λ) is minimal at 0, and
(b) there exist rational matrices Q1(λ) and Q2(λ) both regular at 0 such that
Q1(λ)
[
revg R(λ) 0
0 Is
]
Q2(λ) = rev1 R̂(λ).
Theorem 4.2 characterizes linearizations at infinity of grade g in terms of their spectral
information.
Theorem 4.2 (Spectral characterization of linearizations at infinity of grade g). [7] Let
R(λ) ∈ F(λ)p×m be a rational matrix and let
L(λ) =
[
A1λ+A0 B1λ+B0
− (C1λ+ C0) D1λ+D0
]
∈ F[λ](n+q)×(n+r)
be a nonconstant linear polynomial system matrix, with state matrix A1λ+A0, such that
revL(λ) is minimal at 0. Let g be an integer. Then L(λ) is a linearization of R(λ) at
infinity of grade g if and only if
(a) rankL(λ) = R(λ) + n+ s,
(b) the pole elementary divisors of revg R(λ) at 0 are the elementary divisors of rev1A1λ+
A0 at 0, and
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(c) the zero elementary divisors of revg R(λ) at 0 are the elementary divisors of revL(λ)
at 0.
An important property of linearizations at infinity of grade g of a rational matrix R(λ)
is that they allow for the recovery of the complete spectral information of R(λ) at infinity,
as Theorem 4.3 shows.
Theorem 4.3 (Recovery of the spectral information at infinity). [7] Let R(λ) ∈ F(λ)p×m
be a rational matrix and let
L(λ) =
[
A1λ+A0 B1λ+B0
− (C1λ+ C0) D1λ+D0
]
∈ F[λ](n+q)×(n+r)
be a linearization at infinity of grade g of R(λ), with L(λ) nonconstant. If e1 ≤ · · · ≤ et
are the partial multiplicities of rev1(A1λ + A0) at 0 and e˜1 ≤ · · · ≤ e˜u are the partial
multiplicities of revL(λ) at 0, then the invariant orders at infinity q1 ≤ · · · ≤ qr of R(λ)
are
(q1, . . . , qr) = (−et, . . . ,−e1, 0, . . . , 0︸ ︷︷ ︸
r−t−u
, e˜1, . . . , e˜u)− (g, . . . , g).
Theorem 4.4 is the main result of this section. It shows that, under some mild condi-
tions, the local linearizations introduced in Section 3 are also linearizations at infinity of
the rational matrix R(λ).
Theorem 4.4. Let R(λ) ∈ F(λ)p×m be a rational matrix expressed in the form R(λ) =
D(λ) + C(λ)A(λ)−1B(λ), for some nonsingular polynomial matrix A(λ) ∈ F[λ]n×n, and
polynomial matrices B(λ) ∈ F[λ]n×m, C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m. Let
LA(λ) =
[
MA(λ)
KA(λ)
]
and LD(λ) =
[
MD(λ)
KD(λ)
]
be strong block minimal basis linearizations of A(λ) and D(λ), respectively. Let NA(λ)
and ND(λ) be minimal bases dual to KA(λ) and KD(λ), respectively, and denote ρA :=
degNA(λ), ρD := degND(λ). Consider linear polynomial matrices MC(λ) and MB(λ)
such that
MC(λ)NA(λ)
T = C(λ) and MB(λ)ND(λ)
T = B(λ),
and the linear polynomial system matrix
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 , (20)
with state matrix LA(λ). If the matrices[
revρA+1A(λ)
revρA+1C(λ)
]
and
[
revρA+1A(λ) revρD+1B(λ)
]
(21)
have no eigenvalues at 0, then L(λ) is a linearization of R(λ) at infinity of grade ρD + 1.
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Remark 4.5. Since LA(λ) and LB(λ) are strong block minimal basis pencils, we recall
that there exist unimodular polynomial matrices of the form
U˜i(λ) =
[
rev1Ki(λ)
K˜i(λ)
]
and U˜i(λ)
−1 =
[
N˜i(λ)
T revρi Ni(λ)
T
]
, (22)
for i ∈ {A,B}; see [6, Theorem 2.10].
Proof. To prove that L(λ) is a linearization at infinity of grade g of R(λ), we will use the
characterization in Theorem 4.2.
Let g := ρD + 1. Let us consider the polynomial system matrix
P˜ (λ) :=
[
revρA+1A(λ) revρD+1B(λ)
revρA+1C(λ) revρD+1D(λ)
]
, (23)
with state space matrix revρA+1A(λ). We observe that the transfer function of the poly-
nomial system matrix (23) is
revρD+1D(λ) + revρA+1 C(λ) (revρA+1A(λ))
−1 revρD+1B(λ) = revg R(λ).
Hence, we have
pole elem. div. of revg R(λ) at 0 =elem. div. of revρA+1A(λ) at 0 (P˜ is minimal at 0)
=elem. div. of rev1 LA(λ) in Ω (LA is strong).
Thus, the pole elementary divisors of revg R(λ) at 0 are equal to the elementary divisors
of rev1 LA(λ) at 0.
Multiplying rev1L(λ) on the left by the unimodular matrix U˜(λ) = diag(U˜A(λ)
−1, U˜D(λ)
−1),
where U˜A(λ)
−1 and U˜D(λ)
−1 are defined in (22), we get
rev1 L(λ) U˜ (λ) =

∗ revρA+1A(λ) ∗ revρD+1B(λ)
InρA 0 0 0
∗ − revρA+1 C(λ) ∗ revρD+1D(λ)
0 0 ImρD 0
 , (24)
where ∗ denotes polynomial matrices that are not important for the argument. Since the
matrices in (21) have no eigenvalues at 0, we have that rev1 L(λ) U˜(λ) is minimal at 0 and,
therefore, rev1 L(λ) is minimal at 0. By Lemma 3.3, the matrix polynomial rev1 L(λ) U˜(λ)
is unimodularly equivalent to diag(P˜ (λ), In ρA+mρB ). Hence, rev1 L(λ) is a linearization
of P˜ (λ). Thus, we have
zero elem. div. of revg R(λ) at 0 =elem. div. of P˜ (λ) at 0 (P˜ is minimal at 0)
=elem. div. of rev1L(λ) at 0 (rev1 L is a linearization of P˜ ).
Therefore, the zero elementary divisors of revg R(λ) at 0 are equal to the elementary
divisors of rev1L(λ) at 0.
To finish the proof, it suffices to notice that
rank rev1 L(λ) = rank P˜ (λ) + nρA +mρB (by (24))
= rank revg R(λ) + n+ nρA +mρB (by (7)).
Conclusively, by Theorem 4.2, the linear polynomial matrix system L(λ) is a linearization
of R(λ) at infinity of grade g = ρD + 1.
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Remark 4.6. The linearization L(λ) in Theorem 3.4 contains the spectral information
of the rational matrix R(λ) in a particular set Ω whenever certain minimality conditions
are satisfied. More precisely, if the matrix polynomials in (16) have no eigenvalues in Ω
then the zeros in Ω of R(λ) are the eigenvalues in Ω of L(λ), and the poles in Ω of R(λ)
are the eigenvalues in Ω of the block minimal basis pencil LA(λ). If Ω = F then we can
recover the complete information about finite poles and zeros of R(λ) from L(λ). If, in
addition, the matrix polynomials (21) have no eigenvalues at zero, then L(λ) is a strong
linearization at infinity of grade ρD + 1 and, hence, by Theorem 4.3, we can also recover
the complete zero and pole information of R(λ) at infinity.
5. An illustrative example
Let us consider an m×m rational matrix of the form
R(λ) = D(λ) + f1(λ)K1 + f2(λ)K2, (25)
where D(λ) is a polynomial matrix of degree 2, f1(λ) =
(λ2+1)(λ+2)
λ2−λ−2
, f2(λ) =
(λ2−1)λ2
λ+2 , and
K1 and K2 are constant matrices having ranks r1 and r2, respectively. For i = 1, 2, we
can write Ki = cib
T
i , for some ci and bi both of size m× ri. Then, a realization of R(λ) as
in (5) is
R(λ) = D(λ) +
[
c1(λ
2 + 1) c2(λ
2 − 1)
]︸ ︷︷ ︸
:=C(λ)
[
Ir1(λ
2 − λ− 2) 0
0 Ir2(λ+ 2)
]−1
︸ ︷︷ ︸
:=A(λ)−1
[
bT1 (λ+ 2)
bT2 λ
2
]
︸ ︷︷ ︸
:=B(λ)
.
Notice that the polynomial matrices A(λ), B(λ) and C(λ) have degree 2. Hence, we can
write A(λ) := A2λ
2+A1λ+A0, B(λ) := B2λ
2+B1λ+B0, C(λ) := C2λ
2+C1λ+C0 and
D(λ) := D2λ
2+D1λ+D0. Then, we set r := r1+ r2, and we define the linear polynomial
system matrix
L(λ) =

A2λ+A1 A0 B2λ+B1 B0
−Ir Irλ 0 0
− C2λ− C1 −C0 D2λ+D1 D0
0 0 −Im Imλ
 .
It can be proved that condition (16) is satisfied for all λ0 ∈ F and that condition (21)
is also satisfied. Thus, by Theorem 3.4, L(λ) is a linearization of R(λ) in F and also a
linearization of R(λ) at infinity of grade 2.
Notice that the rational functions f1(λ) and f2(λ) in (25) are not (strictly) proper.
Nevertheless, we have been able to construct a strong linearization in the sense of [7] for
R(λ) without decomposing R(λ) as the sum of its polynomial part and its strictly proper
rational part and without considering a minimal state space realalization of the strictly
proper part, in contrast to the methods appearing in [1, 2, 8, 19]. We emphasize that,
in order to construct linearizations of rational matrices, we must take into account that
a realization as in (5) is not unique and that the ideal thing is to consider a realization
easy to build from the original expression of the corresponding rational matrix without
performing many computations.
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6. Recovery of eigenvectors, minimal bases and minimal indices
In this section, we show how to recover the elements in the right and left nullspaces
of a rational matrix R(λ) (regular or singular) from those in the right and left nullspaces
of a linearization L(λ) as in Theorem 3.4, as well as minimal bases, minimal indices and
eigenvectors. To do this, we consider the transfer function matrix R̂(λ) of L(λ) and a
polynomial system matrix P (λ) of R(λ), and we study the relation between the elements
in their right and left nullspaces. We will follow the scheme:
L(λ)
transfer function
============⇒
matrix (Lemma 2.1)
R̂(λ)
Lemma 6.2
←−−−−−→ R(λ)
transfer function
⇐============
matrix (Lemma 2.1)
P (λ)
6.1. One-sided factorizations
Theorem 6.1 is the only result in this subsection. It establishes a relation, in terms of
one-side factorizations, between a rational matrix R(λ) and the transfer function matrix
R̂(λ) of a linearization for R(λ) as in Theorem 3.4.
Theorem 6.1. Let R(λ) ∈ F(λ)p×m be a rational matrix expressed in the form R(λ) =
D(λ) + C(λ)A(λ)−1B(λ), for some nonsingular polynomial matrix A(λ) ∈ F[λ]n×n and
polynomial matrices B(λ) ∈ F[λ]n×m, C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m. Consider the
linear polynomial matrix
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 ,
as in Theorem 3.4, and let R̂(λ) be the transfer function matrix of L(λ). Then, we have
the following one-sided factorizations
R̂(λ)ND(λ)
T =
[
R(λ)
0
]
, (26)
and [
Ip −MR(λ)N̂D(λ)
T
]
R̂(λ) = R(λ)K̂D(λ), (27)
where MR(λ) :=MD(λ)+C(λ)A(λ)
−1MB(λ), and K̂D(λ) and N̂D(λ) are defined in (17).
Proof. Notice that the matrix pencil LA(λ) =
[
MA(λ)
KA(λ)
]
is regular since LA(λ) is a lin-
earization of A(λ) and the polynomial matrix A(λ) is regular. Then, from LA(λ)NA(λ)
T =[
A(λ)
0
]
, we obtain [
MA(λ)
KA(λ)
]−1 [
In
0
]
= NA(λ)
TA(λ)−1. (28)
Hence, the transfer function matrix of L(λ) is given by
R̂(λ) =
[
MD(λ)
KD(λ)
]
+
[
MC(λ)
0
] [
MA(λ)
KA(λ)
]−1 [
MB(λ)
0
]
=[
MD(λ) + C(λ)A(λ)
−1MB(λ)
KD(λ)
]
, (29)
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where we have used MC(λ)NA(λ)
T = C(λ).
Multiplying (29) on the right by ND(λ)
T yields
R̂(λ)ND(λ)
T =
[
D(λ) +C(λ)A(λ)−1B(λ)
0
]
=
[
R(λ)
0
]
,
where we have used MD(λ)ND(λ)
T = D(λ) and MB(λ)ND(λ)
T = B(λ). This establishes
the right-sided factorization (26).
Multiplying (29) on the left by [ Ip −(MD(λ)+C(λ)A(λ)−1MB(λ))N̂D(λ)T ] gives[
Ip −
(
MD(λ) + C(λ)A(λ)
−1MB(λ)
)
N̂D(λ)
T
]
R̂(λ) =
(MD(λ) + C(λ)A(λ)
−1MB(λ))(I(ρD+1)m − N̂D(λ)
TKD(λ)) =
(MD(λ) + C(λ)A(λ)
−1MB(λ))ND(λ)
T K̂D(λ) = R(λ)K̂D(λ),
where ρD = degND(λ). This establishes the left-sided factorization (27).
6.2. Recovery of minimal bases and minimal indices
In this section, we assume that the rational matrix R(λ) is singular and show how
to recover the right and left minimal indices and minimal bases of R(λ) from those of a
linearization L(λ) of R(λ) as in Theorem 3.4.
We begin with Lemma 6.2, which establishes a bijection between the nullspaces of
R(λ) and the transfer function matrix of L(λ).
Lemma 6.2. Let R(λ) ∈ F(λ)p×m be a rational matrix expressed in the form R(λ) =
D(λ) + C(λ)A(λ)−1B(λ), for some nonsingular polynomial matrix A(λ) ∈ F[λ]n×n and
polynomial matrices B(λ) ∈ F[λ]n×m, C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m. Consider the
linear polynomial matrix
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 ,
as in Theorem 3.4, and let R̂(λ) be the transfer function matrix of L(λ). Then the following
statements hold:
(a) The linear map
Mr : Nr(R) −→ Nr(R̂)
x(λ) 7−→ x̂(λ) := ND(λ)
Tx(λ)
is a bijection between the right nullspaces of R(λ) and R̂(λ).
(b) The linear map
Mℓ : Nℓ(R) −→ Nℓ(R̂)
y(λ)T 7−→ ŷ(λ)T := y(λ)T
[
Ip −MR(λ)N̂D(λ)
T
]
is a bijection between the left nullspaces of R(λ) and R̂(λ), where MR(λ) :=MD(λ)+
C(λ)A(λ)−1MB(λ) and N̂D(λ) is defined in (17).
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Proof. We will prove part (a). Part (b) can be proved analogously.
That the mapMr is a linear map from the right nullspace of R(λ) to the right nullspace
R̂(λ) follows immediately from the right-sided factorization (26). Moreover, by Theorem
3.4, L(λ) is a linearization of R(λ), at least, at some point λ0 ∈ F. Indeed, since A(λ) is
regular, there exists λ0 ∈ F such that A(λ0) is invertible. This implies that the realization
D(λ) + C(λ)A(λ)−1B(λ) is minimal at λ0. Hence, we have dimNr(R) = dimNr(R̂).
Thus, to show that Mr is a bijection, if suffices to show that it is injective. So, suppose
ŷ(λ) = ND(λ)
T y(λ) = 0. Since ND(λ) is a minimal basis, ND(λ)
T has full column rank.
Hence, ND(λ)
T y(λ) = 0 implies y(λ) = 0. This establishes the injectivity of the linear
map Mr.
Remark 6.3. Since the maps in Lemma 6.2 are bijections, they preserve linear indepen-
dence and allow us to recover bases of the right (resp. left) nullspace of R(λ) from bases
of the right (resp. left) nullspace of R̂(λ), and conversely.
By combining Lemmas 2.1 and 6.2, we obtain Theorem 6.4, which establishes a bijec-
tion between the nullspaces of R(λ) and L(λ).
Theorem 6.4. Let R(λ) ∈ F(λ)p×m be a rational matrix expressed in the form R(λ) =
D(λ) + C(λ)A(λ)−1B(λ), for some nonsingular polynomial matrix A(λ) ∈ F[λ]n×n and
polynomial matrices B(λ) ∈ F[λ]n×m, C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m. Consider the
linear polynomial matrix
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 ,
as in Theorem 3.4, and let R̂(λ) be the transfer function matrix of L(λ). Then the following
statements hold:
(a) The linear map
Fr : Nr(R) −→ Nr(L)
x(λ) 7−→ x˜(λ) :=
[
−NA(λ)
TA(λ)−1B(λ)
ND(λ)
T
]
x(λ)
is a bijection between the right nullspaces of R(λ) and L(λ).
(b) The linear map
Fℓ : Nℓ(R) −→ Nℓ(L)
y(λ)T 7−→ y˜(λ)T := y(λ)T
[
MC(λ)LA(λ)
−1 Ip −MR(λ)N̂D(λ)
T
]
is a bijection between the left nullspaces of R(λ) and L(λ), where LA(λ) :=
[
MA(λ)
KA(λ)
]
,
MR(λ) :=MD(λ) + C(λ)A(λ)
−1MB(λ) and N̂D(λ) is defined in (17).
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Proof. We will prove part (a). Part (b) can be proved analogously.
Consider the linear bijections Tr and Mr in Lemma 2.1 and Lemma 6.2, respectively.
Then, Fr is the composition Fr = Tr ◦Mr. Indeed, we have
Fr : Nr(R) −→ Nr(R̂) −→ Nr(L)
x(λ) 7−→ ND(λ)
Tx(λ) 7−→
 − [ MA(λ)KA(λ)
]−1 [
MB(λ)
0
]
ND(λ)
Tx(λ)
ND(λ)
Tx(λ)
 =
[
−NA(λ)
TA(λ)−1B(λ)x(λ)
ND(λ)
Tx(λ)
]
,
where we have used (28) and MB(λ)ND(λ)
T = B(λ).
Lemma 6.5 will allow us to prove that, under some minimality conditions, the linear
polynomial system matrix L(λ) and its transfer function R̂(λ) have the same right and
left minimal indices.
Lemma 6.5. Consider a linear polynomial system matrix
L(λ) =
[
A1λ+A0 B1λ+B0
− (C1λ+ C0) D1λ+D0
]
∈ F[λ](n+q)×(n+r),
with state matrix A1λ + A0 ∈ F[λ]
n×n and transfer function matrix T (λ). Then the fol-
lowing statements hold.
(a) If u(λ) =
[
y(λ)
x(λ)
]
∈ Nr(L), then x(λ) ∈ Nr(T ). In addition, if rank
[
A1
C1
]
= n and
u(λ) is a polynomial vector, then deg u(λ) = degx(λ).
(b) If v(λ)T =
[
y˜(λ)T x˜(λ)T
]
∈ Nℓ(L), then x˜(λ)
T ∈ Nℓ(T ). In addition, if rank
[
A1 B1
]
=
n and v(λ) is a polynomial vector, then deg v(λ) = deg x˜(λ).
Remark 6.6. We emphasize that
rank
[
A1
C1
]
= rank
[
A1 B1
]
= n (30)
is the condition for a linear polynomial system matrix to be minimal at infinity in the
sense of [7], which is also a necessary condition for a linear polynomial system matrix to
be a linearization at infinity [7]. In [9] there is a procedure to reduce any linear polynomial
system matrix to one satisfying condition (30).
Proof. (of Lemma 6.5) We only prove part (a) since part (b) follows from a similar argu-
ment. From Lemma 2.1, we obtain that if u(λ) ∈ Nr(L), then the vector u(λ) must be of
the form
u(λ) =
[
y(λ)
x(λ)
]
=
[
−(A1λ+A0)
−1(B1λ+B0)x(λ)
x(λ)
]
,
for some x(λ) ∈ Nr(T ), as we wanted to show.
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For proving that deg u(λ) = degx(λ), we will show that deg y(λ) ≤ deg x(λ) by con-
tradiction. Let us assume that ℓ := deg y(λ) > deg x(λ). Then, the vector u(λ) must be
of the form
u(λ) =
[
yℓ
0
]
λℓ + lower order terms, with yℓ 6= 0.
Since u(λ) ∈ Nr(L), we have
(A1λ+A0)y(λ) + (B1λ+B0)x(λ) = 0,
(C1λ+ C0)y(λ)− (D1λ+D0)x(λ) = 0.
Considering the highest degree terms in the left hand side of the two equations above, we
obtain [
A1
C1
]
yℓ = 0.
Since the matrix
[
A1
C1
]
has full column rank by assumption, we get yℓ = 0, which contra-
dicts our original hypothesis.
For completeness, in Lemma 6.7 we recall [24, Lemma 2] and different versions of it
that can be analogously proved.
Lemma 6.7. Let
[
X1 X2
] [Y1
Y2
]
= 0.
(a) Assume that
[
Y1
Y2
]
has full column rank.
(a1) If X1 has full column rank, then Y2 also has full column rank.
(a2) If X2 has full column rank, then Y1 also has full column rank.
(b) Assume that
[
X1 X2
]
has full row rank.
(b1) If Y1 has full row rank, then X2 also has full row rank.
(b2) If Y2 has full row rank, then X1 also has full row rank.
We are finally ready to state and prove the main results of this section, Theorems 6.8
and 6.10. These theorems show how to recover right and left minimal bases and minimal
indices of rational matrices from those of their linearizations in Theorem 3.4.
Theorem 6.8 (Right minimal bases and minimal indices). Let R(λ) ∈ F(λ)p×m be a
rational matrix expressed in the form R(λ) = D(λ) + C(λ)A(λ)−1B(λ), for some non-
singular polynomial matrix A(λ) ∈ F[λ]n×n and polynomial matrices B(λ) ∈ F[λ]n×m,
C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m. Consider the linear polynomial matrix
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 ∈ F[λ](n+p+ρAn+ρDm)×(n+m+ρAn+ρDm),
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as in Theorem 3.4, where LA(λ) =
[
MA(λ)
KA(λ)
]
and LD(λ) =
[
MD(λ)
KD(λ)
]
are strong block
minimal basis pencils associated with A(λ) and D(λ), respectively, and ρi := degNi(λ),
for i ∈ {A,D}. Let R̂(λ) be the transfer function matrix of L(λ). If
rank
[
A(λ0)
C(λ0)
]
= n for all λ0 ∈ F, and (31)
rank
[
revρA+1A(0)
revρA+1 C(0)
]
= n, (32)
then the following statements hold:
(a) If
{[
yi(λ)
xi(λ)
]}s
i=1
is a right minimal basis of L(λ), where xi(λ) ∈ F[λ]
(ρD+1)m, then
{xi(λ)}
s
i=1 is a right minimal basis of R̂(λ), and there exists a right minimal basis
{ui(λ)}
s
i=1 of R(λ) such that xi(λ) = ND(λ)
Tui(λ), for i = 1, . . . , s.
(b) If ǫ1 ≤ · · · ≤ ǫs are the right minimal indices of L(λ), then ǫ1 ≤ · · · ≤ ǫs are the
right minimal indices of R̂(λ), and ǫ1 − ρD ≤ · · · ≤ ǫs − ρD are the right minimal
indices of R(λ).
Proof. See Appendix A.
Remark 6.9. We recall that the polynomial matrix K̂D(λ) in (17) is the left polynomial
matrix inverse of ND(λ)
T . Hence, from the right minimal basis {xi(λ)}
s
i=1 of R̂(λ) in part
(a) of Theorem 6.8, we can recover a right minimal basis of the rational matrix R(λ) as
{ui(λ)}
s
i=1 = {K̂D(λ)xi(λ)}
s
i=1.
Theorem 6.10 (Left minimal bases and minimal indices). Let R(λ) ∈ F(λ)p×m be a
rational matrix expressed in the form R(λ) = D(λ) + C(λ)A(λ)−1B(λ), for some non-
singular polynomial matrix A(λ) ∈ F[λ]n×n and polynomial matrices B(λ) ∈ F[λ]n×m,
C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m. Consider the linear polynomial matrix
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 ∈ F[λ](n+p+ρAn+ρDm)×(n+m+ρAn+ρDm),
as in Theorem 3.4, where LA(λ) =
[
MA(λ)
KA(λ)
]
and LD(λ) =
[
MD(λ)
KD(λ)
]
are strong block
minimal basis pencils associated with A(λ) and D(λ), respectively, and ρi := degNi(λ),
for i ∈ {A,D}. Let R̂(λ) be the transfer function matrix of L(λ). If
rank
[
A(λ0) B(λ0)
]
= n for all λ0 ∈ F, and (33)
rank
[
revρA+1A(0) revρD+1B(0)
]
= n, (34)
then the following statements hold:
(a) If {zi(λ)
T }ti=1 is a left minimal basis of L(λ), then zi(λ)
T =
[
yi(λ)
T xi(λ)
T
]
,
for i = 1, . . . , s, for some left minimal basis {xi(λ)
T }si=1 of R̂(λ), and xi(λ)
T =[
ui(λ)
T wi(λ)
T
]
, for i = 1, . . . , s, for some left minimal basis {ui(λ)
T }si=1 of R(λ).
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(b) If η1 ≤ · · · ≤ ηt are the left minimal indices of L(λ), then η1 ≤ · · · ≤ ηt are the left
minimal indices of R̂(λ) and R(λ).
Proof. See Appendix B.
6.3. Recovery of eigenvectors
In this section, we assume that the rational matrix R(λ) is regular and show how to
recover right and left eigenvectors of R(λ) from those of a linearization L(λ) of R(λ) as in
Theorem 3.4.
For a finite eigenvalue λ0 ∈ F of a rational matrix R(λ), we denote by Nr(R(λ0)) and
Nℓ(R(λ0)) the right and left nullspaces over F of the constant matrix R(λ0), respectively.
More precisely, we have
Nr(R(λ0)) = {x ∈ F
m×1 : R(λ0)x = 0}, and
Nℓ(R(λ0)) = {y
T ∈ F1×p : yTR(λ0) = 0}.
In Proposition 6.11 we state, without proof, analogous results to those of Theorem 6.4
but for the right and left nullspaces of R(λ) evaluated at a particular value λ0.
Proposition 6.11. Let R(λ) ∈ F(λ)p×m be a rational matrix expressed in the form R(λ) =
D(λ) + C(λ)A(λ)−1B(λ), for some nonsingular polynomial matrix A(λ) ∈ F[λ]n×n and
polynomial matrices B(λ) ∈ F[λ]n×m, C(λ) ∈ F[λ]p×n and D(λ) ∈ F[λ]p×m. Consider the
linear polynomial matrix
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 ,
in Theorem 3.4. Let λ0 ∈ F such that detA(λ0) 6= 0, then the following statements hold:
(a) The linear map
Fr : Nr(R(λ0)) −→ Nr(L(λ0))
x 7−→ x˜ :=
[
−NA(λ0)
TA(λ0)
−1B(λ0)
ND(λ0)
T
]
x
is a bijection between the right nullspaces over F of R(λ0) and L(λ0).
(b) The linear map
Fℓ : Nℓ(R(λ0)) −→ Nℓ(L(λ0))
yT 7−→ y˜T := yT
[
MC(λ0)LA(λ0)
−1 Ip −MR(λ0)N̂D(λ0)
T
]
is a bijection between the left nullspaces over F of R(λ0) and L(λ0), where LA(λ) :=[
MA(λ)
KA(λ)
]
, MR(λ) :=MD(λ) + C(λ)A(λ)
−1MB(λ) and N̂D(λ) is defined in (17).
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Remark 6.12. Let L(λ) be as in Proposition 6.11, let λ0 ∈ F be an eigenvalue of L(λ)
such that detA(λ0) 6= 0, and let x˜ and y˜
T be, respectively, right and left eigenvectors of
L(λ) with eigenvalue λ0.
By Proposition 6.11, the vector y˜T must be of the form
y˜T = yT
[
MC(λ0)LA(λ0)
−1 Ip −MR(λ0)N̂D(λ0)
T
]
,
for some left eigenvector of R(λ) with eigenvalue λ0. Hence, one can readily recover a left
eigenvector yT of R(λ) from the middle block of y˜T . Furthermore, from Proposition 6.11,
we get that x˜ must be of the form
x˜ =
[
−NA(λ0)
TA(λ0)
−1B(λ0)
ND(λ0)
T
]
x,
for some right eigenvector of R(λ) with eigenvalue λ0. Since the polynomial matrix K̂D(λ)
in (17) satisfies K̂D(λ)ND(λ)
T = Im for all λ ∈ F, we have K̂D(λ0)ND(λ0)
Tx = x. Thus,
one can also recover a right eigenvector of R(λ) from the right eigenvector x˜ of L(λ).
7. Application to scalar rational equations
In this section, we show by example how the theory developed in this paper can be
used for solving (scalar) rational equations of the form
c(λ)
a(λ)
=
d(λ)
b(λ)
, (35)
where a(λ), b(λ), c(λ) and d(λ) are nonzero scalar polynomials, and where the numerators
and the denominators of each rational function can be expressed in terms of different
polynomial bases. For instance, let us assume that the polynomials a(λ) and c(λ) are
written in terms of the monomial basis, that is,
a(λ) =
n∑
i=0
aiλ
i and c(λ) =
n∑
i=0
ciλ
i,
with n = max{deg a(λ),deg c(λ)}, and that the polynomials b(λ) and d(λ) are written in
terms of Chebyshev polynomials of the first kind {φj(λ)}
∞
j=0, that is,
b(λ) =
m∑
i=0
biφi(λ) and d(λ) =
m∑
i=0
diφi(λ),
withm = max{deg b(λ),deg d(λ)}. We recall that the Chebyshev basis {φj(λ)}
∞
j=0 satisfies
the three-term recurrence relation:
1
2
φj+1(λ) = λφj(λ)−
1
2
φj−1(λ) j ≥ 1 (36)
where φ−1(λ) = 0, φ0(λ) = 1 and φ1(λ) = λ.
Notice that, outside the set of the roots of b(λ), that is, in Ω := C\{λ0 ∈ C : b(λ0) = 0},
equation (35) is equivalent to the equation
r(λ) := d(λ)− c(λ)a(λ)−1b(λ) = 0. (37)
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For computing the roots of (37), that is, the zeros that are not poles, we consider a linear
polynomial matrix system of the form
L(λ) =

Ma(λ) Mb(λ)
Ka(λ) 0
−Mc(λ) Md(λ)
0 Kd(λ)
 ,
where
Ma(λ) := [anλ+ an−1 an−2 an−3 · · · a1 a0] ,
Mc(λ) := [cnλ+ cn−1 cn−2 cn−3 · · · c1 c0] ,
and
Ka(λ) :=

−1 λ 0 · · · 0
0 −1 λ
. . .
...
...
. . .
. . .
. . . 0
0 · · · 0 −1 λ
 and Na(λ)T =

λn−1
...
λ
1

is a pair of dual minimal bases, and
Mb(λ) := [2bmλ+ bm−1 bm−2 − bm bm−3 · · · b1 b0] ,
Md(λ) := [2dmλ+ dm−1 dm−2 − dm dm−3 · · · d1 d0] ,
and, by (36),
Kd(λ) =

−12 λ −
1
2 0 · · · 0
0 −12 λ −
1
2
. . .
...
...
. . .
. . .
. . .
. . . 0
...
. . . −12 λ −
1
2
0 · · · · · · 0 −1 λ

and Nd(λ)
T =

φm−1(λ)
φm−2(λ)
...
φ1(λ)
φ0(λ)

is another pair of dual minimal bases. Observe that a(λ) = Ma(λ)Na(λ)
T , c(λ) =
Mc(λ)Na(λ)
T , b(λ) =Mb(λ)Nd(λ)
T and d(λ) =Md(λ)Nd(λ)
T .
It is immediate that the matrices[
a(λ0)
c(λ0)
]
and
[
a(λ0) b(λ0)
]
have full rank (equal to 1) at every λ0 that is not a root of a(λ) and c(λ) simultaneously.
Hence, if c(λ)
a(λ) is irreducible, i.e., a(λ) and c(λ) do not have roots in common, then, by
Theorem 3.4, L(λ) is a linearization of r(λ) in Ω. Therefore, the zeros of L(λ) in Ω are
the zeros of r(λ) in Ω.
The idea of transforming the rational problem (35) into an eigenvalue problem is not
new [21]. An algorithm based on the Ehrlich-Aberth iteration that uses this approach can
be found in [20].
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8. Conclusions and future work
Associated with a rational matrix R(λ) expressed in the general form R(λ) = D(λ) +
C(λ)A(λ)−1B(λ), we have constructed a family of linear polynomial matrices that, under
some minimality conditions, are local linearizations for R(λ) in the sense defined in [7].
Unlike other lineariations for rational matrices recently introduced [1, 2, 8, 19], ours do not
require neither to decompose R(λ) into its polynomial and strictly proper rational parts
nor to express the strictly proper rational part in state-space form. Moreover, we have
showed how to recover the eigenvectors of R(λ), when R(λ) is regular, and the minimal
bases and minimal indices of R(λ), when R(λ) is singular, from those of any of the new
linearizations.
We are currently applying the theory developed in this paper to three different prob-
lems: (i) we are studying the stability and accuracy of linearization-based algorithms for
solving (scalar) rational equations as in (35); (ii) we are developing novel techniques to lin-
earize product and composition polynomial matrices A(λ)B(λ) and A(B(λ)), where A(λ)
and B(λ) are polynomial matrices, without ever taking the product or the composition;
and (iii) we are building trimmed linearizations for polynomial matrices that automatically
deflate eigenvalues at zero or/and at infinity without any computational cost.
Appendix A. Proof of Theorem 6.8
Proof. Let us consider a right minimal basis {zi(λ)}
s
i=1 of L(λ) with right minimal indices
ǫi = deg zi(λ), for i = 1, . . . , s. By Lemma 2.1, we have that the polynomial vectors zi(λ)
must be of the form
zi(λ) =
[
yi(λ)
xi(λ)
]
(i = 1, . . . , s),
for some basis {xi(λ)}
s
i=1 of Nr(R̂). We notice that the vectors xi(λ) must be polynomial
vectors, otherwise the vectors zi(λ) would not be polynomial vectors.
We will prove that the polynomial basis {xi(λ)}
s
i=1 is minimal by using Theorem 2.6.
For this purpose, let us define the polynomial matrices
B(λ) :=
[
z1(λ) · · · zs(λ)
]
and B̂(λ) :=
[
x1(λ) · · · xs(λ)
]
.
First, let us show that B̂(λ) has full column rank for every λ0 ∈ F. Consider the
unimodular (and, so, invertible at every λ0 ∈ F) matrix UA(λ)
−1 =
[
N̂A(λ)
T NA(λ)
T
]
defined in (17). We have
MA(λ0)
KA(λ0)
−MC(λ0)
0
UA(λ0)−1 =

∗ A(λ0)
In ρA 0
∗ C(λ0)
0 0
 ,
for every λ0 ∈ F. The equation above, together with (31), implies that the (constant)
matrix 
MA(λ0)
KA(λ0)
−MC(λ0)
0

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has full column rank for every λ0 ∈ F. Then, from L(λ0)B(λ0) = 0, we obtain
MA(λ0) MB(λ0)
KA(λ0) 0
−MC(λ0) MD(λ0)
0 KD(λ0)
[ ∗B̂(λ0)
]
= 0,
where ∗ indicates a constant matrix that is not important for the argument. By Lemma
6.7, we conclude that B̂(λ0) has full column rank.
Let us consider the highest column degree coefficient matrices of B(λ) and B̂(λ), which
we denote by Bhcd and B̂hcd, respectively. Let us show, next, that the matrix B̂hcd has
full column rank. For this purpose, let us write
L(λ) =

MA(λ) MB(λ)
KA(λ) 0
−MC(λ) MD(λ)
0 KD(λ)
 =:

M1Aλ+M0A M1Bλ+M0B
K1Aλ+K0A 0
−M1Cλ−M0C M1Dλ+M0D
0 K1Dλ+K0D
 . (A.1)
Consider the unimodular matrix U˜A(λ)
−1 =
[
N˜A(λ)
T revρA NA(λ)
T
]
defined in (22).
We have
rev1MA(0)
rev1KA(0)
− rev1MC(0)
0
 U˜A(0)−1 =

M1A
K1A
−M1C
0
 U˜A(0)−1 =

∗ revρA+1A(0)
In ρA 0
∗ revρA+1C(0)
0 0
 .
The above equation, together with (32), implies that the matrix
M1A
K1A
−M1C
0

has full column rank. Moreover, from Lemma 6.5, we obtain
zi(λ) =
[
yi(λ)
xi(λ)
]
=
[
yǫi
xǫi
]
λǫi + lower order terms, with xǫi 6= 0.
Hence, from L(λ)zi(λ) = 0, we get
M1A
K1A
−M1C
0
 yǫi +

M1B
0
M1D
K1D
xǫi = 0,
which implies
yǫi = −

M1A
K1A
−M1C
0

† 
M1B
0
M1D
K1D

︸ ︷︷ ︸
=:E
xǫi (i = 1, . . . , s),
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where † denotes the pseudoinverse operation. Thus, we have Bhcd =
[
EB̂hcd
B̂hcd
]
. Therefore,
the matrix B̂hcd must have full column rank since, otherwise, the matrix Bhcd would not
have full column rank.
By Theorem 2.6, we conclude that {xi(λ)}
s
i=1 is a right minimal basis of R̂(λ). More-
over, since ǫi = deg zi(λ) = deg xi(λ), for i = 1, . . . , s, the right minimal indices of R̂(λ)
are equal to the right minimal indices of L(λ). This establishes the first statement in part
(a) and in part (b).
Finally, let us prove that xi(λ) = ND(λ)
Tui(λ), for some right minimal basis {ui(λ)}
s
i=1
of R(λ). First, from Lemma 6.2, we get xi(λ) = ND(λ)
Tui(λ), for i = 1, . . . , s, for some
basis {ui(λ)}
s
i=1 of Nr(R). Since ND(λ) is a minimal basis, by [10, Main Theorem, part
4], the vectors ui(λ) must be polynomial vectors.
We will show that the polynomial basis {ui(λ)}
s
i=1 is minimal by using Theorem 2.6.
For this purpose, let us define
B˜(λ) :=
[
u1(λ) · · · us(λ)
]
.
Clearly, we have B̂(λ) = ND(λ)
T B˜(λ). Since B̂(λ0) has full column rank for every λ0 ∈ F,
because {xi(λ)}
s
i=1 is a right minimal basis of R̂(λ), we obtain that B˜(λ0) must also have
full column rank for every λ0 ∈ F. Next, let us denote by B˜hcd the highest column degree
coefficient matrix of B˜. Since ND(λ) is a minimal basis with all its row degrees equal,
the highest column degree coefficient of ND(λ)
T is its leading coefficient matrix, which we
denote by NρD . Then, we have B̂hcd = NρDB˜hcd. Since B̂hcd has full column rank, so does
B˜hcd.
By Theorem 2.6, we conclude that {ui(λ)}
s
i=1 is a right minimal basis of R(λ). More-
over, by [10, Main Theorem, part 5] and the fact that ND(λ) is a minimal basis with all
its row degrees equal to ρD, we have
deg xi(λ) = ρD + deg ui(λ) (i = 1, . . . , s),
which shows that the right minimal indices of R(λ) are equal to ǫ1 − ρD ≤ · · · ≤ ǫt − ρD.
This concludes the proof.
Appendix B. Proof of Theorem 6.10
Proof. Let us consider a left minimal basis {zi(λ)
T }ti=1 of L(λ) with left minimal indices
ηi = deg zi(λ), for i = 1, . . . , t. By Lemma 2.1, the polynomial vector zi(λ)
T must be of
the form
zi(λ)
T =
[
yi(λ)
T xi(λ)
T
]
(i = 1, . . . , t),
for some basis {xi(λ)
T }ti=1 of the left nullspace of R̂(λ). We observe the vectors xi(λ)
T
must be polynomial vectors because the vectors zi(λ)
T are polynomial.
We will prove that the polynomial basis {xi(λ)
T }ti=1 is a minimal basis by using the
characterization in Theorem 2.6. With this goal in mind, let us introduce the polynomial
matrices
X(λ) :=
x1(λ)
T
...
xt(λ)
T
 and Z(λ) :=
z1(λ)
T
...
zt(λ)
T
 =
y1(λ)
T x1(λ)
T
...
...
yt(λ)
T xt(λ)
T
 =: [Y (λ) X(λ)] .
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Let us show, first, that the polynomial matrix X(λ) has full row rank for every λ0 ∈ F.
For this purpose, consider the unimodular matrices UA(λ)
−1 and UD(λ)
−1 defined in (17).
We have that the matrix[
MA(λ0) MB(λ0)
KA(λ0) 0
] [
UA(λ0)
−1 0
0 UD(λ0)
−1
]
=
[
∗ A(λ0) ∗ B(λ0)
In ρA 0 0 0
]
has full row rank for every λ0 ∈ F because of (33). Hence,
[
MA(λ0) MB(λ0)
KA(λ0) 0
]
has full row
rank for every λ0 ∈ F. Then, from Z(λ0)L(λ0) = 0, we obtain
[
Y (λ0) X(λ0)
] 
MA(λ0) MB(λ0)
KA(λ0) 0
−MC(λ0) MD(λ0)
0 KD(λ)
 = 0.
By Lemma 6.7, we conclude that X(λ0) has full row rank for every λ0 ∈ F.
Let Zhrd and Xhrd be the highest row degree matrix coefficients of Z(λ) and X(λ),
respectively. Let us show that the matrix Xhrd has full row rank. Consider the unimodular
matrices U˜A(λ)
−1 and U˜D(λ)
−1 defined in (22). We have that[
rev1MA(0) rev1MB(0)
rev1KA(0) 0
][
U˜A(0)
−1 0
0 U˜D(0)
−1
]
=[
∗ revρA+1A(0) ∗ revρD+1B(0)
In ρA 0 0 0
]
has full row rank for every λ0 ∈ F because of (34). Hence, using the notation introduced
in (A.1), we have that the matrix
[
rev1MA(0) rev1MB(0)
rev1KA(0) 0
]
=
[
M1A M1B
K1A 0
]
has full row rank
for every λ0 ∈ F . Thus, Lemma 6.5 implies
zi(λ)
T =
[
yi(λ)
T xi(λ)
T
]
=
[
yTηi x
T
ηi
]
ληi + lower order terms, with xηi 6= 0.
Then, from zi(λ)
TL(λ) = 0, we obtain
[
yTηi x
T
ηi
] 
M1A M1B
K1A 0
−M1C M1D
0 K1D
 = 0.
Since the matrix
[
M1A M1B
K1A 0
]
has full row rank, we have
yTηi = −x
T
ηi
[
−M1C M1D
0 K1D
] [
M1A M1B
K1A 0
]†
︸ ︷︷ ︸
=:F
,
where † indicates the pseudoinverse operation. Therefore, Zhrd =
[
XhrdF Xhrd
]
. Con-
clusively, the matrix Xhrd has full row rank because Zhrd has full row rank.
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From Theorem 2.6, we get that {xi(λ)
T }ti=1 is a left minimal basis of R̂(λ). Moreover,
by Lemma 6.5, we have ηi = deg zi(λ) = deg xi(λ), for i = 1, . . . , t. Therefore, L(λ) and
R̂(λ) have the same left minimal indices. This establishes the first statement in part (a)
and in part (b).
By Lemma 6.2, the vector xi(λ)
T must be of the form
xi(λ)
T =
[
ui(λ)
T wi(λ)
T
]
(i = 1, . . . , t),
for some basis {ui(λ)
T }ti=1 of the left nullspace of R(λ). We notice that the vectors ui(λ)
must be polynomial vectors because the xi(λ) vectors are polynomial. Our final goals are,
first, to show that {ui(λ)
T }Ti=1 is a left minimal basis of R(λ) and, second, to show that
degui(λ) = ηi, for i = 1, . . . , t.
We begin by noticing that if we combine Lemmas 2.1 and 6.2, we get that the vector
zi(λ)
T must be of the form
zi(λ)
T =
[
α1i(λ)
T α2i(λ)
T ui(λ)
T α3i(λ)
T
]
(i = 1, . . . , t),
for some vectors αji(λ), with j = 1, 2, 3, conformable with the partition of L(λ). We
claim that {
[
α1i(λ)
T ui(λ)
T
]
}ti=1 is a left minimal basis of the polynomial system matrix
P (λ) =
[
A(λ) B(λ)
−C(λ) D(λ)
]
with left minimal indices η1 ≤ · · · ≤ ηt. To see this, first, from
zi(λ)
TL(λ) = 0, we obtain
[
α1i(λ)
T ui(λ)
T
] [ MA(λ) MB(λ)
−MC(λ) MD(λ)
]
+
[
α2i(λ)
T α3i(λ)
T
] [KA(λ) 0
0 KD(λ)
]
= 0.
(B.1)
Multiplying (B.1) on the right by diag(NA(λ)
T , ND(λ)
T ) yields
[
α1i(λ)
T ui(λ)
T
] [ A(λ) B(λ)
−C(λ) D(λ)
]
= 0. (B.2)
Hence, the polynomial vector
[
α1i(λ)
T ui(λ)
T
]
∈ Nℓ(P ).
Next, let us consider the polynomial matrix
Û(λ) :=
α11(λ)
T u1(λ)
T
...
...
α1t(λ)
T ut(λ)
T
 =: [A1(λ) U(λ)] .
From (B.2), Û(λ)P (λ) = 0. Let us show that Û(λ0) has full row rank for every λ0 ∈ F.
From Z(λ0)L(λ0) = 0, we obtain
[
Û(λ0) ∗
]
MA(λ0) MB(λ0)
−MC(λ0) MD(λ0)
KA(λ0) 0
0 KD(λ0)
 = 0.
Since diag(KA(λ0),KD(λ0)) has full row rank for every λ0 ∈ F (because KA(λ) and KD(λ)
are both minimal basis), we conclude, by Lemma 6.7, that the matrix Û(λ0) has full row
rank for every λ0 ∈ F.
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Let us denote by Ûhrd the highest row degree coefficient matrix of Uhrd, and show that
Ûhrd has full row rank. Since KA(λ) and KD(λ) are minimal bases with constant row
degrees (equal to 1), by [10, Main Theorem, part 5], we get from (B.1)
deg
[
α2i(λ)
T α3i(λ)
T
] [KA(λ) 0
0 KD(λ)
]
=1 + deg
[
α2i(λ)
T α3i(λ)
T
]
≤
1 + deg
[
α1i(λ)
T ui(λ)
T
]
.
Hence, we have
deg
[
α2i(λ)
T α3i(λ)
T
]
≤ deg
[
α1i(λ)
T ui(λ)
T
]
. (B.3)
Thus, from Z(λ)L(λ) = 0, we obtain
[
Ûhrd ∗
]
M1A M1B
−M1C M1D
K1A 0
0 K1D
 = 0.
Since the matrix diag(K1A,K1D) has full row rank (because KA(λ) and KD(λ) are both
minimal bases with constant row degrees), by Lemma 6.7, we have that the matrix Ûhrd
has also full row rank.
Conclusively, since dimNℓ(L) = dimNℓ(P ) (becasue L(λ) is a linearization of P (λ) in
the classical matrix polynomial sense), Theorem 2.6 implies that {
[
α1i(λ)
T ui(λ)
T
]
}Ti=1 is
a left minimal basis of P (λ), as we claimed. Moreover, by (B.3), we have ηi = deg zi(λ)
T =
deg
[
α1i(λ)
T ui(λ)
T
]
. Hence, the left minimal indices of P (λ) are also equal to η1 ≤ · · · ≤
ηt.
After this small detour, we are ready to prove that {ui(λ)
T }ti=1 is a minimal basis of
R(λ), with minimal indices η1 ≤ · · · ≤ ηt, by using Theorem 2.6. To this goal, let us
consider the polynomial matrix
U(λ) :=
u1(λ)
T
...
ut(λ)
T
 .
From Û(λ0)P (λ0) = 0, we get[
A1(λ0) U(λ0)
] [ A(λ0) B(λ0)
−C(λ0) D(λ0)
]
= 0.
Since the matrix
[
A(λ0) B(λ0)
]
has full row rank for every λ0 ∈ F, Lemma 6.7 implies
that U(λ0) has also full row rank for every λ0 ∈ F.
Let Uhrd denote the highest row degree coefficient matrix of U(λ). It remains to show
that Uhrd has full row rank. First, let us prove that
deg
[
α1i(λ)
T ui(λ)
T
]
= deg ui(λ)
T (i = 1, . . . , t). (B.4)
By contradiction, assume[
α1i(λ)
T ui(λ)
T
]
=
[
αTi 0
]
ληi + lower order terms, with αi 6= 0.
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Since
[
α1i(λ)
T ui(λ)
T
]
P (λ) = 0, we have that αTi
[
revρA+1A(0) revρD+1B(0)
]
= 0.
Then αi = 0 by (34), which is a contradiction. Hence Ûhrd must be of the form Ûhrd =[
A Uhrd
]
, for some matrix A. Considering again that Û(λ)P (λ) = 0, we have
[
A1(λ) U(λ)
] [ A(λ)
−C(λ)
]
= 0 and
[
A1(λ) U(λ)
] [B(λ)
D(λ)
]
= 0.
Therefore, [
A Uhrd
] [ revρA+1A(0) revρD+1B(0)
− revρA+1 C(0) revρD+1D(0)
]
= 0.
Taking into account condition (34), Lemma 6.7 implies that Uhrd has full row rank.
Thus, by Theorem 2.6, {ui(λ)
T }Ti=1 is a left minimal basis of R(λ). Moreover, by (B.4),
the left minimal indices of R(λ) are η1 ≤ · · · ≤ ηt, as we wanted to prove.
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