A trial-free-boundary method for computing Batchelor flows  by Acker, Andrew et al.
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
Journal of Computational and Applied Mathematics 80 (1997) 3148 
A trial-free-boundary method for computing Batchelor flows 
Andrew Acker, Ercan Kadakal, Kenneth G. Miller* 
Department of Mathematics and Statistics, Wichita State University, Wichita, KS 67260-0033, United States 
Received 10 April 1996 
Abstract 
The solutions of Batchelor flows in bounded domains are computed by a nonstandard trial-free-boundary method. 
Keywords: Trial-free-boundary method; Vortex flows 
Ah4S class$cation: 35R35, 76CO5, 65N99 
1. Introduction 
Steady inviscid fluid flows in which a bounded region of constant vorticity is separated from 
an external irrotational flow by a vortex sheet are known as Batchelor or Prandtl-Batchelor flows. 
For two-dimensional flows, consideration of the stream function gives rise to the following free- 
boundary problem: Determine a curve r and a function u such that u solves the Poisson equation 
on one side of r, u is harmonic on the other side of r and there is a constant jump in ) El* across 
r. Although similar to free boundary problems considered in [5, 31 and elsewhere, this problem 
poses additional difficulties (see [13, Section 3]), and to date no mathematical proof has been given 
for the existence of Batchelor flows. In this paper we will present a trial-free-boundary method for 
computing Batchelor flows and report on the results of the numerical implementation of the algorithm 
in the case of flows in bounded domains. 
The particular, nonstandard trial-free-boundary method which will be utilized here is an extension 
of the operator method used by Acker for the Bernoulli free-boundary problem in [l] and the two- 
phase free-boundary problem in [2]. For both of these problems an analytic proof was given that 
the method converges. For the Batchelor-free-boundary problem, Acker has quite recently obtained 
a proof, which will appear elsewhere, for the existence of solutions when the domain is convex 
and ) VuJ is smaller on the side of r where u is harmonic. As discussed in Sections 5 and 6, the 
numerical results we have obtained indicate that the method also converges when the speed 1 Vu1 
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is greater on the irrotational side of the vortex sheet. (This is the case of fluid dynamical interest, 
since in the absence of external forces on the vortex core, there is a dissipation of kinetic energy 
due to viscosity when crossing from the u-rotational side to the rotational side of the vortex sheet.) 
We also give examples that indicate that the method converges in some nonconvex cases. 
Interest in Batchelor flows stems from Batchelor’s observation [6-71 that such flows may be 
considered as the infinite Reynolds number approximation of viscous flows. At that time it was not 
feasible to compute such flows, but more recently computations have been carried out for a variety of 
flow geometries by methods different from that presented here. Integral equation methods have been 
used in [24, 221 and elsewhere for obtaining a vortex along the wall for flows in a half-space, and 
in [22] for comer vortices. An extension of the free-streamline method is used in [25] to compute 
Batchelor flows past a flat plate with a forward-facing flap. The Riabouchinsky wake with vorticity 
was computed by integral equation methods in [23] and by a variational method in [12]. We have 
restricted our attention to flows in bounded domains in order to remain fairly close to the context 
in which the analytic convergence results have been obtained and also in order to investigate the 
method without the added difficulties of solving the differential equations in an unbounded domain 
and dealing with the attachment of the free boundary to the fixed boundary. With further refinement 
the method could be applied to external flows. 
2. Formulation of the free boundary problem 
Let Q be a bounded domain in [w2 with C2 boundary r*. A Batchelor flow has constant vorticity o 
inside a core Q- with boundary r (to be determined) and is irrotational in the region Q+ between 
r and r*. Assuming constant density of the fluid, Bernoulli’s theorem and the requirement of 
continuity of pressure imply that 1 Vu- I* - 1 Vu+ 1’ = G, where c is constant on r and u- and U+ are 
the stream functions in Q2- and 52+, respectively. The resulting free-boundary problem (FBP) can be 
generalized to dimensions II >2 and nonconstant c. (The resulting problem when n = 3 is not the 
Batchelor problem for three-dimensional fluid flow.) We now state the problem: 
Problem 1 (Free-boundary problem). In BP, n 22, let Q be a given, bounded C2 domain, and let 
r* = XL? For a given continuous function o(x) : R” --f R we seek a domain Q2- (or its boundary 
r) such that 
IVu-12 - IVu+12=~ on r, (1) 
where u- and u+ solve the following boundary problems: 
Au-=--o in !X, 
u-=0 on r=ao- (2) 
for a given constant w >O and 
Au+=0 in LP, 
u+=O on r and u+=,u on r” (3) 
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r*: u+ = p 
Fig. 1. Batchelor problem in the case of bounded flow domain. 
for a given constant pu>O, where LF =a\Cl(Q-) and dS2+ =r u r* (see Fig. 1). 
The following existence theorem is proved in [4]. 
Theorem 2 (Existence). In R”, n 2 2, let l2 be a given, bounded C’ convex domain, and r” = dS2, 
and let a(x): R” --+ R be a strictly positive, continuous function such that I/m is concave 
in 3. Assume co = p = 1 and that there exists a convex (n - 1 )-dimensional hypersurface r such 
that 
J a_ (4~) - u-(x)> dx + J 1 Vu+(x)12 dx <O. (4) n+ 
Then there exists a C’-hypersurface r c f2 such that Vu+(x) has a continuous extension to ~2% U r 
and such that the joining condition (1) holds pointwise on r. 
3. The operator method 
The numerical procedure that we use to approximate solutions to Problem 1 is based on the 
operator method of Acker [2]. This method requires a certain family of operators T,, 0 <E < 1, 
which we now proceed to define. Let X be the set of all (n - 1 )-dimensional hypersurfaces r 
such that r = aQ2-, where Q- is a bounded convex domain in KY. For each TEX, let Q-(r) 
(respectively Q+(r)) denote the interior complement of r (exterior complement relative to Q), 
and let u*(I’; x) : Cl( a*(r)) -+ R denote the solutions of the boundary value problems (2), (3) in 
i-P(r). 
For any 4, GEX, we say that 4 <G if Q-(e) C Q-(G), where Q-(r) denotes the region bounded 
by r. We also define a subset of X as follows: choose IJ*EX with I?* EC* such that 
1 Vu-(&; x)1* > 1 vu+(r*; x11* + 4x) on r*, (5) 
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and set 
M=(TGX: r*<r<l-“1. 
Definition 3. Let so = min{p, max{u-(r*; x) : x&-(r*)}} >O. For given 0 <a <co, and any 
hypersurface r EV, we define the operators @,’ : V + X by 
q+(r) = {~a* : 24*(r; x)=&p., (6) 
where u- and u+ are the solutions of the boundary value problems (2) and (3) in the domains Sz- 
and !&?+, respectively. 
Definition 4. For given E > 0, and hypersurfaces 4, GEX with fi < G define the operator Y$ by 
!qr;,r,)= xa: 
i 
E2 E2 
dZ(x;I;) - d2(x;r2) 
=c(x) EX, 1 (7) 
where S is the annular domain bounded by 4 and r2, d is the usual Euclidean distance 
d(T;x)=min{jx -y]: YET}, 
and l/o(x) is assumed to be concave. 
Finally, the operator K is defined to be the composition of the @: and !I$ given in (6) and (7), 
respectively. 
Definition 5. For all 0 <E <so and rEV, we define the operator T, : V + X such that 
K(r)= K(q-(r), Q:(r)). (8) 
Thus for any reV and O<E<E o, T,(T) is the locus of points where the distances to the level 
curves at height E of the functions u- and u+ satisfy the condition given in (7). 
In the above definitions we have made use of the following result. 
Lemma 6 (Convexity). Assume in the above free-boundary Problem 1 that the domains Q and 
Q-(r) are convex. Then for each 0 <E <co the closed surfaces @,i(r) are convex. If the function 
C(X) is strictly positive, and satisjes the condition that l/m Q x is concave then %(I;,G)EX and 
therefore T,(T)EX. 
Proof. Under the assumptions, the convexity of the level surfaces QE*(r) of the stream functions 
u*(r;x) follows from 1201, [19], [9], [17], and [18]. For the convexity of the surface x(I;,G), see 
[3]. Therefore, the convexity of T,(T) follows from the fact that T, is defined to be the composition 
of @,” and 5. 0 
If E > 0 is sufficiently small (say 0 < E < a1 ), then we have 
x(&+-T* (9) 
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as follows from the inequality (5), in connection with the Theorem of the Mean and the definition 
of the operator T, (see [ 16, Ch. 41). Let s2 =min(e,,, Q); then for 0 <a <a2 we have 
T,:Y*Y, 
This follows from the monotonicity lemma below: 
Lemma 7 (Monotonic&y). The operators Q6 ’ K, and 7E are monotone in the sense that for any , 
hypersurfaces 6, G, RI, RzEX, 
(a) @(C)<@~(G) for 4 <G,~<E<Eo, 
@I Z(J,G)<WG,&) for ~<<,Rl<R2,r;~Rl,r2~R2,&>0, 
(c) TdJ)<K(G) for J<Ls>O. 
Proof. (a) We will carry out the proof for the operator Qj-. The proof for @,’ is done similarly. 
Let u; = u-(c’; x), i = 1,2. Then since the operators Q8-(J ) and @&Y(G) give the a-level surfaces for 
the functions u; and u; in !Z(T; ) and Q-(G), respectively, it will be enough to show that if G 
<G, then for each O<E<EO we have 
a-(QE-(r;))= {x&-: u; a&} &{xEQ-: u; ~&}=Q-(@,-(~)). 
For, let u=u, -UT; then u is harmonic in Sz-, and v < 0 on dQ-=T. By the maximum principle, u < 0 
in Sz- and, therefore, u; <UT in Q2-. This implies that a-(@,-(&)) G s2-(Qc-(fi)) or, equivalently, 
Q~-(&)<@E-(G)* 
For the proof of part (b), we refer to [3]. 
Part (c) follows from the monotonicity of the operators @,’ and E: 
We now define a norm to measure the distance between the hypersurfaces 4, G in polar coordi- 
nates: choose xo~O-(r*) and define 
I]& - &II =inf{ln(A): G <I&,& <A&}, (10) 
where ;lr = {x0 + 3,(x - x0) : CT}, and II 3 1. 
The following theorem states the existence of a fixed point for the operator z: 
Theorem 8. Let surfaces fi, G in Y and E>O be chosen such that 4 <l& 0 <E <Ed, and 
r;<T,(I;)<K(G)<G. (11) 
Then there exists a jixed point in Y for the operator &, i.e., z(c) = K. Moreover, for any r~ V 
with &<r<c we have 
Ilr,V) - 411 d (l~,Yr;) - TYG)II, (12) 
where HEN, qk =(x)k, and the norm is defined as in (5). c is the unique fixed point satisfying 
4 ,< 4 <G if the right-hand side of (12) approaches zero as k + 00. 
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Proof. For any c, GEV with 4 < &, assume that ( 11) holds. Then by Lemma 7(c), we have the 
following monotone increasing and monotone decreasing sequences: 
r;~T,(T;)dT,(T,(~)),<...~T,k(T;)~T,k(r,)~...~~(~(r,))~T,(r,)~r,, 
respectively, where kc N. That is, qk(J ) increases and qk(G) decreases monotonically. These se- 
quences are bounded (since r,“(G )EY and qk(G)~V for each k) and therefore they are convergent. 
If 4 = limk,, T,k(T;), then & is a fixed point of the operator T,, i.e., z(G) = 4’. Hence, for any 
TEY with &<r<G we have 
r,k(&)<cfqYG) or T,k(G)<qk(r><T,k(G), 
and combining these inequalities gives the estimate in (12). To prove the uniqueness of the fixed 
point assume that & and E are two distinct fixed points of K. Then one has by inequality (12) that 
114 -El1 = IIT, - mll 
= Ilcw> - T,%>ll w,km - mm11 3 0, 
which implies that &=c. ??
To relate the fixed point 4 of the operator T, to the solution r of the free boundary Problem 1, 
we show the free boundary condition (1) is approximately satisfied by solutions U;(X) : = u-(c; x) 
and U:(X): = u+(c; x) to (2) and (3) and 4. To see this, we note that by Definitions 3 and 4 
E2 .z2 
d2(X, c-) - @(X, 4+> 
=a(x) on& 
since E(G) = 4, where 4- and <+ are a-level hypersurfaces of u; and uE+, respectively. Since 
u; =a on c- and of = E on 4+, we have ( Vu; 1 M dd(x, 4-), 1 Vu,f I M E/u’(x, c+) essentially by the 
Theorem of the Mean. 
4. Numerical implementation and discretization 
The operator method described above falls into the general category of trial-free-boundary methods, 
as discussed in [ 11, lo], even though our method of iteration is quite different from the one discussed 
in those works. As in any trial-free-boundary methods, we begin with an initial guess for the free 
boundary, and we then compute a better approximation to the actual solution by utilizing the solutions 
of boundary value problems in the domains defined by the initial guess. This process is continued 
until the desired degree of accuracy is reached. The numerical implementation is restricted to y1=2. 
To solve the free-boundary problem given in Problem 1 above, we use the following algorithm: 
(i) Choose &EV, O<so<l. 
(ii) Let &=a$&. Then, approximate solutions U: to the following BVPs: 
Au;=-co inQ;, 
Au:=0 infir, 
A. Acker et al. IJournal of Computational and Applied Mathematics 80 (1997) 3148 37 
u-=u+=O onr k k k 
ukf=p onI+. 
(iii) Define &+, by 
(13) 
Choose &k as described at the end of this section. 
(iv) Repeat (ii) and (iii) until rk and rk+r agree to the desired accuracy. 
In computing approximate solutions to the boundary value problems (13), we used curvilinear co- 
ordinates which transform each of the regions 9* of physical space (x, y) into a fixed, rectangular 
domain in the computational space (4, y). In the implementation of the trial-free-boundary meth- 
ods, since the regions change along with each iteration, a fixed mesh (c, y) which corresponds to 
a changing (x, y) can be used for all iterations. This method also allows for direct control over 
the (x, y) spacing so that a finer mesh or smooth mesh can be obtained near the free boundary or 
near a corner. This suggests that the use of curvilinear coordinates is a convenient way to solve the 
boundary value problems arisng in the implementation of the trial-free-boundary method. 
The Poisson equation Au- = --o in 52- transforms into 
Au& + 2Buh + Cu; + Du; + Eu; = -III, 
in the computational space (r, r), where 
(14) 
A=5f+iZ, B=Lrx + &yrY, C=Y; + r;, 
D = 5, + &, E = Y~X + r,yr> 
provided that J=[x~Y-~Y~x # 0. Once a curvilinear mesh is generated in the region O- (which deter- 
mines the inverse transformation x =x(t, y), y = ~(5, q)), the derivatives xc, v,, etc., are discretized, 
and computed at each grid point. Then the relationships 5, = y,/y, & = -x,,/J, qx = y5/J, qY =x(/J, 
where 7=x( yV - xV yr, are used to evaluate the coefficients A, B, etc., in (14). More information for 
the transformation of the equations, and derivation of the coefficients can be found in [28, 141. 
4.1. Grid generation 
In order to discretize the coefficients given in ( 14) a curvilinear mesh must be generated on each 
of the physical regions Q2- and LJ +. Both algebraic and PDE grid generation techniques are used 
depending on the shape of the domains and the smoothness of the boundaries. But in all cases, 
first an algebraic grid has to be generated regardless the shape of the domain. For example, in the 
doubly connected region L?+ whose boundary components are the fixed boundary r* and the free 
boundary c a grid is obtained by first assuming that there are A4 points (x;“, y;), (x,*, yf ), . . . , (xi, yi) 
on r*. Then ~4 points (xI,Y~),(xI,Y~),. . . ,(xM,Y~) on the free-boundary r are chosen by taking 
these points to be the intersections of r with the radial lines passing through the points (x*, y* ) 
for each i=1,2,..., M. Then along each line joining the points (xi, yi) and (xx, y,!) for each i, we 
pick N points by using linear interpolation. This gives M x N curvilinear mesh points in the annular 
domain LJ+ (see Fig. 2(a)). This type of configuration of the mesh is often called an O-grid (see 
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Fig. 2. A typical grid generated on doubly connected region O+: (a) by algebraic methods; (b) by system (15) in Section 4. 
[26]). Choosing the points (x1, ui) on r by restricting them to be on the radial lines passing through 
the points (xl?, vz? ) implies that the grid lines are nearly orthogonal to the free-boundary, which is 
often desirable. 
In the simply connected region Q2- we use a polar coordinate-like grid with (M x N) + 1 mesh 
points (including the “center” of the grid). The “center” is updated at each free-boundary iteration 
to be the point where the previous iterate has its maximum. We use this approach rather than the 
method in [28], where the boundary is split into four segments each corresponding to a side of a 
rectangle in the computational domain, in order to avoid special treatment at four arbitrarily chosen 
points on the free-boundary. 
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When solving BVPs in regions having nonsmooth boundaries, boundary slope discontinuities may 
propagate into the field if the grid is not smoothly distributed over the region. However if the mapping 
t= <(x, Y), q = y(x, Y) is harmonic, that is if 5 and y are the solutions of the homogenous Laplace 
system dt = 0, dy = 0 with the Dirichlet boundary conditions < = 5,(x, y), q = ql = const. on r, and 
5 = &(x, y), q = y2 = const. on r*, with 5,(x, y) and t2(x, y) monotone on r and r*, respectively, 
then the grid generated by this system will be smooth, and nonoverlapping (see [21, 26, 281). 
The independent and dependent variables are interchanged in order to perform the calculations on 
a rectangle in the computational space: 
where 
(15) 
a=xi + y,‘, p=xgxs + yry, and y=xi + yi, 
The system (15) is clearly a nonlinear system of elliptic equations, and only for the case where the 
Cauchy-Riemann equations xc = ys and x4 = -yz hold, will it reduce to a Laplace system, for which 
the mapping is conformal (see [15]). The grid shown in Fig. 2(b) is obtained by solving the system 
in (15). 
The line successive over relaxation (LSOR) iteration method was used to approximate the solutions 
of the transformed equations. The LSOR updates one line of grid points at a time, and is generally 
considered to be faster than the point SOR by a factor of &! . Since our domains evolve under 
successive applications of the operator, the optimum value of the relaxation parameter I$ was 
adjusted each time according to the formula 
where hkf are measures of the grid spacing in the domains Szg at the kth free-boundary iteration, 
and C is some constant. The Thomas algorithm was used to solve the periodic tridiagonal system of 
equations for each coordinate line y (see [27]). In the implementation of the LSOR in the domain 
Sz-, we proceed from the boundary r towards the center, and update the solution of the BVP at the 
center after each BVP iteration. 
The following special features of the iterative techniques, which may affect the rate of convergence 
of the free boundaries, are used in the computations: 
(i) Since the change from G to &+, is usually very small, the function u:_~ is a very useful 
initial approximation to the solution z$. 
(ii) At the earlier iterations of the free boundaries, one can have fewer iterations when approxi- 
mating the BVPs. In other words, if m is the number of iterations allowed in the approximation of 
the BVPs (2) and (3), respectively, for the kth FB iteration, then m increases as k increases. 
In order to approximate &+r= T (&), we first compute the level curves LJc’-=QE;(&) and G+=@;(G) Ei 
of the approximate solutions U; and ~4: in the regions Q; and Szl, respectively. The level curves 
G- and &+ are approximated by interpolating &,+ between the approximated values of the solution 
at the neighboring grid points j and j + 1. For example, in the domain Sz;, the level curve G- for 
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0 <ak < max{u;} is the set of points x EQ; such that 
X=Ojhj++j for each i=l,...,M, 
where hj = Xi+, - Xj, Oj = (&k - u,)/(u;~+, - u,) with uLj G&k Guy+,, and ulj and uKj+, are the 
approximate solutions at the locations (i, j) and (i,j + 1 ), for each i = 1,2,3,. . . , M, respectively. 
Having computed the level curve for each function u:, we then apply the operator Ye,<& r,“), 
which gives the set of the points x in &(I= the annular region bounded by &- and r,‘) for which 
the nonlinear equation 
fcx) := (&k/d(X; r,-))* - (E&(X; r,‘))’ - @X)=0, X=(X, Jl) (17) 
is satisfied. To this end we define q(L) := f(( 1 - n)x + 1~) for any given XE& and YE&‘, both 
on the same radial line. The equation cp(L) = 0 has at least one solution since cp(L) -+ cc as J. -+ 0, 
and cp(i) -+ --oo as L --+ 1, and the solution is unique since one can show that ~‘(2) < - C/E for 
sufficiently small E > 0. We solve the equation rp(il)=O by the bisection method, which we continue 
until Iq(n)l <lo- . lo The solution I corresponds to a solution of (17) on the given radial line. 
We use the following convergence criterion to terminate the free-boundary iterations: 
(18) 
where 6,, = 10p3, and &k are chosen as explained below. The last approximated curve 4 := & is 
taken to be the solution to the free-boundary Problem 1. In fact, & approximates the fixed point 
of the operator T,, and it was shown in Section 3 that the fixed point almost satisfies the joining 
condition (1). As we will see from the numerical test calculations, the approximate fixed point is 
close to a classical solution of Problem 1. 
4.2. The choice of the parameter 0 <.sk -C 1 
The choice of &k affects the accuracy of the solution and the rate of convergence of the method as 
we will see from the numerical calculations. First of all, in order for level curves QE;(G) to exist at 
every iteration k, &k must satisfy the condition 0 < &k < max{ u;}. In addition to this, &k should not 
be smaller than max(h;, hl), where h; and hi are the measure of the grid spacings in the regions 
L?; and Qi, respectively. 
For an iterate G located some distance from the solution r of Problem 1, it is easy to see that the 
forward progression toward the solution which is accomplished by the (k + 1)st iteration is roughly 
proportional to the choice of E k. Therefore, for the sake of rapid convergence, it is important to 
choose &k reasonably large for the early iterations. On the other hand, the accuracy with which the 
fixed point & of an operator T, approximates the solution r improves as E ./, 0. Therefore, it is also 
important that &k become small as the iterations proceed. It is certainly possible for &k to approach 
zero too rapidly, resulting in the apparent convergence of the iterates to a curve which is actually 
not the solution. Based on numerical experience, a good method is to first iterate to a “fixed point” 
with &k held at a large constant value such as &k = t (until Ilr k+] - c )I < &,t ), and then continue the 
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iterations at a smaller constant value, such as E = h (until ( 18) is satisfied). The fixed point at E = $ 
seems to be a rather good approximation to the free boundary. 
5. Circularly symmetric case 
When r* is a circle, the solution to Problem 1 can be calculated explicitly, and these calculations 
can be used to test the operator method. In order that a solution exist some restrictions are required 
when choosing c and o. If 52 is a domain whose boundary r* is given by 1.~1 = p* and if p 
is the radius of the free boundary, that is if Sz- : IzI < p and Q+: p < Iz( < p*, then the stream 
functions U- = @(p2 - r2) and U+ = ln(r/p)/ln(p*/p) solve the boundary value problems (2) and 
(3), respectively, when ,u= 1. Therefore, condition (1) leads to the equation 
p2 ln2(p*ld - _40 : w2p2 =a (19) 
An analysis of this equation shows that for given 0 ~0 there exists moo(~) 20 such that (19) has 
two solutions if 1~01 >coo(o) and has no solutions if 101 <Ok. (wO(g)=O if CT< - (e/~*)~.) We 
refer to oO(c) as the threshold vorticity for C. 
To test the operator method, it was applied for various u and fixed (T = -1 with r* the circle 
of radius p* =2. Also for this test case, assuming circular symmetry of the solutions, the functions 
ukf can be found analytically, and therefore the operator method can be applied without solving the 
boundary value problems (13) numerically. 
Table 1 shows results for these two different tests of the method with various choices of co. The 
values pa are the solutions obtained by using analytically computed u kf; pd are the solutions obtained 
by applying the general discretized algorithm given in Section 4. pexact are the exact solutions obtained 
by solving (19). The number k of iterations is that required to satisfy the convergence criterion (( 18) 
with 6 = 10p4) in the analytic case with the parameter E chosen as explained at the end of Section 4 
Table 1 
Computed family of solutions of Problem 1 by the operator method in the circle of 
radius p* =2 for fixed (T= - 1 
w k Pa Pd ek = 1 &act - Pa 1 ek = (pexact - pd 1 
2.073 399 1.12797 1.12156 0.08284 0.08446 
2.09 335 1.15388 1.15157 0.03543 0.0339 1 
2.5 84 1.41046 1.41480 0.00201 0.00298 
3.5 66 1.63419 1.63607 0.00005 0.00660 
6.0 45 1 X0923 1.80422 0.00022 0.00342 
11.0 36 1.90224 1.90970 0.0002 1 0.00234 
16.0 35 1.93422 1.93259 0.0002 1 0.00188 
25.0 34 1.95876 1.95741 0.00020 0.00133 
Note: Here Pd is the solution obtained by the general discretized procedure, 
whereas pa is the solution found by applying the operator method with ~4,’ obtained 
analytically. k is the number of iterations, and ek is the absolute error at the kth 
iteration. 
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(better accuracy is obtained with more free-boundary iterations). Not surprisingly the analytical 
method gives somewhat better accuracy than the general method since there is no discretization error. 
For the cases o =2.073 and o =2.09, the solutions are less accurate and the rate of convergence 
is slower than in the other cases due to the fact that 2.073 is the approximate threshold value of co, 
and 2.09 is only slightly greater than threshold. This matter will be discussed in detail in Section 6. 
In general, a very slow convergence is the best indicator that w is only slightly above the threshold 
vorticity. When o is slightly below this threshold, the iterates will appear initially to converge to 
a solution, but will then accelerate and eventually shrink to a point. 
The method works similarly for the case o>O. Now for p*=2 and cr=l, 00=3.15. For 0~3.15 
no solution exists, and the method converges to the origin. In general, convergence of the procedure 
to a point indicates that the FBP has no solution. 
6. Numerical results 
We have applied the operator method to specific cases of Problem 1. In each of the examples we 
studied, we found a threshold vorticity o. below which the problem has no solution. When w is 
slightly below oo, the iterates will appear initially to converge to a solution, but will then accelerate 
and eventually shrink to a point. When w is slightly above oo, the convergence will be slow and the 
accuracy of the approximation may be poor. The operator method works efficiently and accurately 
for any w significantly above the threshold oo. Our computed solutions for co >oo all have the 
property that G, -CC, whenever o1 <02. Thus, the solution family has been found to be elliptically 
ordered in the sense of Beurling [8]. 
Generalizing from the circular case, it is natural to conjecture that for each o> wo, there are 
actually two nested solutions of Problem 1, to be designated the inner and outer solutions, and that 
the inner solutions are hyperbolically ordered, i.e., r,, >&, whenever wI co2 (see [S]). Assuming 
Fig. 3. A computed family of solutions when the domain CJ is the square given by r*: 
curve represents the computed solution at CO= 1.55, while the other curves correspond 
respectively. The joining condition is D = - 1 for all cases. 
/x(<2, IyI <2. Here the innermost 
to 0=2, w=3, 1x=5, and w=l, 
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Fig. 4. A family of solutions in a triangular region. Here r* is a triangle whose vertices are located at (0,3), (-4, -2) 
and (4, -2). The innermost curve corresponds to w= 1.45, and the others are solutions for w=2, w=3, w=5, and w=7, 
respectively, with o = - 1. 
Fig. 5. A nonsymmetric region: Here Q is the region bounded by the trapezoidal whose vertices are at 
(-2,2),(2,2),(4,-2), and (-2,-2). Solution curves are for w=1.05, w=1.5, 1x=2.25, w=5, and w=lO with 0=-l. 
that these inner solutions exist, they are not obtained by the operator method in the form studied in 
this paper. 
Even though the existence theorem and the monotonicity results given in Section 3 assume that 0 
is strictly positive, the numerical procedure appears to work equally well for g positive and negative. 
We have restricted the numerical computations primarily to the case where 0 < 0. As noted in the 
introduction, this is the case for the Batchelor flow problem. 
(i) Convex regions. Several examples with convex fixed boundaries are computed with the joining 
condition (T = - 1. In Fig. 3, 52 is a square and the curves in this figure represent some computed 
solutions for w > 1.55. The solutions approach the fixed boundary as LO increases. For o < 1.55 the 
iterates shrunk to the center of the domain indicating that 1.55 is the approximate threshold vorticity. 
Fig. 4 is a triangular region with some computed solutions for w > 1.45, while Fig. 5 shows solutions 
in a trapezoidal region for o 2 1.05. The latter example illustrates that the method does not require 
any symmetry. 
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Fig. 6. Nonconvex regions: (a) A family of solutions in the region Q bounded by a limaqon with w= 1.36, w=2, w=3, 
w = 5, and o = 12 and with the joining condition cr = - 1. (b) In this nonconvex region the curves are the solutions for 
w=2.10, w=2.30, 0=2.60, 0=2.90, w=3.30, w=3.70, w=4.40, w=5.50, w=7.0, and w=9.0. 
(ii) Nunconvex regions. The existence and the convexity results given in the previous sections 
assume that the region 0 of Problem 1 is a convex region. Nevertheless, our experience with numer- 
ous examples has shown that the operator method can be successfully applied in many situations in 
which r* is not convex. In Fig. 6(a), the fixed boundary r* is a limacon given by r=2( 1 - i cos 0). 
The curves are computed solutions for o > 1.36 with the joining condition o=-1. The grid generated 
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Fig. 7. Free-boundary iterates in the case of variable joining condition a=c~(x), Q : IzI < 1 and w=4 : (a) the initial guess 
is the circle po = 0.9 and E= 0.20; (b) same initial guess and E =OSO; (c) same example with a different initial guess: 
po = 0.6. 
for this region is shown in Fig. 2(a). Another nonconvex region with a solution family is shown in 
Fig. 6(b). The innermost curve corresponds to o =2.10, the approximate threshold vorticity. 
In the above examples the initial guess G, was the circle of radius p. = 1.3, and the parameter E 
was chosen (as in the circular case) as described in Section 4. 
(iii) The case CJ = g(x). As it is defined, the operator method also applies to the case where 
the joining condition is a function of X. A test example can be computed by using the conformal 
mapping of the region between eccentric circles onto an annulus. Transforming, via a linear fractional 
transformation, a radial solution of Laplace’s equation on an annulus to the region Of between the 
eccentric circles r* : lzl=l and r: [z--$1=$ an d h t en solving A$=--w in O-: Iz - i 1 < $ explicitly, 
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Fig. I. Continued. 
one obtains an explicit solution to Problem 1 with 
B(X) = Izq2 - IVU+j* 
= $?{(X - 3)’ + y’} - 
(3/ln 2)* 
((2x - 1>* + 4y2)((x - 2>2 + y2)’ (20) 
which is continuous in L?+. The method for variable CJ was tested using this example. At every 
iteration k, (17) is solved by the bisection method. In Figs. 7(a) and (b) we illustrate how the 
choice of E can affect the rate of convergence. In part (a), the iterates are shown when the initial 
guess is the circle of radius 0.9 and so = i. However, &k is not held constant as explained at the 
end of Section 4, but instead it is varied monotonically with max{&,+/( 1 + E:), &} since otherwise 
it would become greater than max{u;} for some k. With this choice of &k, after 25 iterations the 
exact solution is approximated within the error IIJ&act - rll=O.O07, where the norm is the maximum 
norm in polar coordinates given in (10). On the other hand, with go= $ the same accuracy is reached 
after 41 iterations (Fig. 7(b)). Fig. 7(c) shows the iterates for the same problem but with a different 
initial guess, &: IzI = 0.6. The iterates are seen to converge to the same solution. 
7. Conclusion 
Solutions of the Batchelor free-boundary problem in bounded domains can be obtained efficiently 
by the method presented here. We have shown that the method works in a variety of examples 
which lie outside the assumptions of the known theoretical results. This fact might indicate that the 
operator method may be used to extend the existence result in Theorem 2 to a more general context. 
Our experience has shown that the accuracy and the rate of convergence depend on the proper 
choice of the parameter a. If E is kept small throughout the iterations, then the rate of convergence 
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is slower since the rate at which curves move toward the solution is proportional to E. The number 
of iterations is reduced dramatically when starting the iterations with reasonably large E, and then 
iterating with a smaller E (see the last example). 
The inner solutions cannot be obtained by the operator method. However, the authors expect that 
the inner solutions can also be approximated by a modified version of the present method, in which 
the operator is redefined to preserve the capacity of the annular domain between r and r*. 
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