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Abstract 
Engineered Resilient Systems (ERS) is a Department of Defense (DoD) program focusing on the effective and efficient design 
and development of complex engineered systems across their lifecycle.  An important area of focus is the evaluation of early-
stage design alternatives in terms of their modeled operational performance and characteristics.  This work strives to lay the 
initial foundations for systems engineering the analysis of resiliency in this context through the development of modular, 
composable, and scalable analytical constructs and processes.  The analytical methods are derived from existing ontological 
bases, and seek to promote consistency and comparability from one analysis to the next.  Specifically, analytical methods in this 
work focus on evaluating ‘Robustness of fielded system capabilities and capacity with respect to operational requirements’ and 
‘Flexibility of a designed system to engineering change’.  The development philosophy strives to enable design and development 
of resiliency analyses that are transparent, intuitive, rational, and quantifiably traceable.   
© 2015 The Authors. Published by Elsevier B.V. 
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1. ERS and Resiliency Foundations 
There is presently a large body of work focused on developing decision support methods and a tradespace toolset 
framework architecture in support of the Department of Defense’s (DoD) Science & Technology priority for 
Engineered Resilient Systems (ERS).  This includes research and development of methodologies to conduct Analysis 
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of Alternatives (AoA) relevant to evaluating different dimensions of resiliency for these systems.  ERS calls for 
adaptable designs with diverse systems models that can easily be modified and re-used, the ability to iterate designs 
quickly, and a clear linkage to mission needs.  Towards this end, tradespace analysis is of great importance and 
requires development and maturation of executable and scalable analytical constructs.  These constructs must be 
implementable within the context of a larger workflow, and in tandem with each other, to guide trade space 
exploration and evaluate ERS resiliency concepts.  The analytical methods described in this work are specifically 
developed and engineered to link Pre-Milestone A design to modeled fielded performance within the ERS context. 
Engineered Resilient Systems focuses on agile and cost-effective design, development, testing, manufacturing, 
and fielding of trusted, assured, and easily modified systems.  Its products are engineering concepts, techniques, and 
design tools.  ERS seeks a transformation in Defense acquisition with the contribution of systems engineering 
throughout a system’s lifecycle that is vitally needed to address a geopolitical environment marked by rapidly 
changing threats, tactics, missions, and technologies.  Within ERS, Dr. Jeffery Holland defined the characteristics of 
a resilient system as:  (i) trusted and effective in a wide range of contexts, (ii) easily adapted to many others through 
reconfiguration and/or replacement, and (iii) having a predictable degradation of function.1  Dr. Simon Goerger et al 
further matured this view to include the concept of “broad utility”, which relates to concepts of robustness via 
performance across a wide range of operations and possible mission contexts.2  Figure 1 captures the breakdown of 
characteristics and capabilities of engineered resilient systems defined by this view. 
Fig. 1. DoD View of Engineered Resilient Systems as defined by Goerger, Madni, & Eslinger 2014.2 
Within the framework of ERS, the present effort adheres to a specific context of evaluation.  Namely, we seek to 
evaluate early-stage, Pre-Milestone A designs in terms of their fielded system capabilities, performance, and 
operational context through tradespace exploration.  The work described here strives therefore toward Systems 
Engineering Resiliency, which has a different connotation than simply specifying resiliency. 
Many groups, for example, have focused on specifying a defined ontology to capture resiliency.  This emphasizes 
an explicit conceptualization, specifying resiliency through a concrete set of terms, associated definitions, and 
(sometimes ambiguously defined) relationships.  The idea is to produce a formal specification, which will be the 
guidepost for all future efforts.  The vocabulary may differ, sometimes using “changeability” or “adaptability” or 
other terms that taken together begin to outline resiliency concepts.  Recent examples from the literature include 
encompassing reviews on engineering change3 and flexibility4.  An additional, broad review on flexibility seeks to 
place many concepts relevant to resiliency into an ontological framework is that of Ryan et al 2013.5  This work 
comprehensively analyzed systems engineering literature to arrive at a set of proposed, consistent definitions for 
flexibility, agility, adaptability, and robustness.  The authors found consistency with the analytical developments by 
Fricke and Schultz 2005.6  These ontological definitions are consequently are used alongside the characteristics 
articulated in the ERS framework to guide the methods developed for this effort.  Three concepts from Ryan et al5 
are particularly relevant: 
• Flexibility – A measure of how easily a system’s capabilities can be modified in response to external change after 
it has been fielded. 
• Robustness – A measure of how effectively a system can maintain a given set of capabilities in response to 
external changes after it has been fielded. 
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• Versatility – A measure of how broadly a system’s capabilities extend; the system can thus accommodate change 
(i.e., in operating conditions) but does not necessarily need to undergo a system capability change. 
A key goal is to begin to create the building blocks whereby ERS may guide and tailor resiliency exploration of a 
tradespace for any future system.  We seek to operationalize resiliency analyses through methods and workflow 
processes consistent with established ontological definitions.  A starting point is therefore a limited set of ontology 
bases that appear to match well with resiliency characteristics defined by ERS to date, and from which we may 
develop analytical constructs.  The focus of this work is to evaluate early-stage, Pre-Milestone A, designs for 
modeled fielded performance.  Within this limited context, we define and engineer how these constructs relate 
analytically or in an informational sense to the evaluation.  In effect, we must systems engineer the analysis of 
resiliency.  In so doing, we strive to guarantee consistency but recognize completeness will be a work-in-progress. 
Ease of use and repeatability were two of the philosophies guiding the development of the analytical methods and 
processes used for this effort.  Some methods require a tremendous amount of work and data to create the base 
analytical model that is used to evaluate a tradespace.  Methods such as high-definition Design Structure Matrices 
(DSM), a Change Propagation Index (CPI), the Change Propagation Method (CPM), and variations on these 
approaches using connectivity models (matrices or networks) are very labor intensive in terms of obtaining required 
data and creating the component specificity required.  Many cannot readily be applied to large and complex 
engineering systems, and new evaluation models are often required when the system design changes.7  
An additional factor complicating wide use of some of these methods is that many times customer groups across 
the DoD do not have possession of or access to the original models and data used to produce the output system 
attributes.  Often, the tradespace is the only data the customer has to analyze.  A tradespace is defined as a collection 
of design variables and system attributes, different levels of which characterize each design alternative for a given 
system.  A model or collection of models acts as a mathematical representation of the system, often with external 
variables to map the input variables to output variables.  Commonly, input variables are chosen to be system design 
variables while output variables are defined to be system attributes.  This relationship may be reversed depending on 
the mapping, and the delineation between which design variables are used as inputs and which are derived vi model 
transfer functions is not always clear.  Variables may be intrinsic to the system or dependent on conditions external 
to the system (e.g., cargo space versus miles per gallon).  Some form of cost is also typically derived from the 
characteristics that describe each system design alternative. 
For these reasons (availability of data, ease of use, repeatability of the analytical construct without major changes 
to the construct), this work sought to develop a set of analytical constructs and associated processes that would begin 
from a tradespace without requiring additional model information.  Additionally, the development focussed on 
addressing initial, key dimensions of resiliency relevant to early-stage design AoA, as well as creating initial 
resiliency building blocks for analyses that were consistent with existing ontological bases.  These constructs and 
associated workflow processes were designed specifically to address how to (i) compare system design concepts in 
the face of changing or repeating requirements, and (ii) evaluate the impact for various system designs if a key 
component must be replaced at some point in the future.  
2. Needs Context Analysis and Relation to Robustness 
The first analytical building block for this effort relates directly to the ERS concepts of a system being “trusted 
and effective in a wide range of contexts” and exhibiting “broad utility”.  A Needs Context, defined in previous 
work8, was constructed to specifically help evaluate robustness in the face of changing or competing stakeholder 
needs.  It builds from robustness as defined by Ryan et al. and the concept of broad utility advocated by Goerger et 
al. to create a requirements-based evaluation of the non-cost value of system design alternatives.  Robustness of 
Fielded System Capabilities and Capacity with respect to Operational Requirements is a more complete descriptor 
to aid accuracy and utility of a Needs Context as a building block in future analyses. 
A significant concern during early phases of acquisition, or during the Pre-Milestone A analysis of the DoD 
Acquisition process9 is the resiliency of a system design across simultaneously competing or sequentially changing 
requirements on its performance attributes.  A Needs Context is a scalable, applied methodology to capture certain 
dimensions of resiliency related to how well a system performs its functions in the face of requirements 
perturbations.  It is defined based on flexible subsets of performance attributes relevant to the stakeholder(s) and 
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ranking of those attributes within each.  The motivation for the Needs Context is that choices must be made based on 
what is valued most by stakeholders, recognizing that some stakeholders may have a greater influence.  A Needs 
Context can represent different or directly competing objectives for a system’s performance for: 
• Different stakeholders, each with different or competing priorities in parallel 
• Changes in requirements over time (future performance requirements differ in series) 
• Different mission profiles that necessitate different performance objectives, whether in parallel or in series 
Value of a given system attribute is scaled against objective and threshold requirement levels, using the Key 
Performance Parameter (KPP) concept to promote comparability across analyses.  Value of a system design 
alternative is then assessed using concepts from multi-attribute utility theory (MUAT), synergistic with the concept 
of evaluating Robustness of Fielded System Capabilities and Capacity with respect to Operational Requirements in 
terms of broad utility.  Since each Needs Context may be defined using different attributes, and/or different 
valuations and preference weightings, Needs Context utility will have a different value for each system design 
alternative k (SDk) within each individual Needs Context, i.e.: 
                 
where Uk denotes the overall utility of system design alternative k (SDk) for a given Needs Context,  Yjk 
represents system attribute j for system design alternative k, {, , } are weights derived from preference rankings 
or other means, and each vj is a value function expressing the relative value of the given system attribute level to a 
stakeholder.  Value functions are typically linear or exponential expressions but may be any monotonic function.  
Cost is also a function of system design alternative characteristics, though it depends on other influences and 
variables as well.  Utility and cost are expressed as related dimensions, linked by an underlying SDk.  The Needs 
Context methodology adds a dimension of analysis to the classical utility representation8 as shown in Figure 2a. 
Specifically, the process begins by defining any number of Needs Contexts, each defined by some individualized 
subset of the performance attributes defined for the system.  The attributes within each Needs Context are assigned 
threshold and objective requirement values as well as a preference ranking (i.e., preference across attributes within 
the given Needs Context) or weighted by any other means.  The same performance attribute may be used in multiple 
Needs Contexts and characterized differently by threshold, objective, and rank/ weight values in each one.  Figure 2b 
shows a graphical overview of the analytical workflow. 
Fig. 2. (a) Classical 2D vs. Needs Context 3D Utility; (b) Graphical Depiction of Needs Context Analysis Workflow 
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3. Evaluation of Engineering Risk and Relation to Flexibility 
3.1. Engineering Change and Flexibility 
Engineering change is an alternation to a system made after that portion of the design has been completed and 
can occur throughout the design lifecycle or when a system is operational.  It may “encompass any modification to 
the form, fit, and/or function of the product in whole or in part, and may alter the interactions and dependencies of 
the constituent elements of the parts.” 3 (p 103)  Defining the range of interest to changes that occur after a system 
design is considered finished distinguishes engineering change from design iteration.  Engineering changes can 
spread from the specific component being changed to impact other system components or even other system variants 
if the change occurs on a common platform.  The impact of any engineering change depends heavily on the system 
architecture, its complexity, and the degree of innovation present within the design (i.e., past experience may not 
predict performance).3, 10   
Research to assess engineering change frequently lacks extensive case studies on real systems or sustained 
software development to support future studies.  One reason is that detailed system data and access to subject matter 
expert (SME) knowledge required to flesh out these analyses is often considered proprietary or protected.  Another is 
that these methods are very data-intensive and require tremendous data preparation process time to develop 
supporting analytical models.  When an engineering change occurs, these analytical models are frequently no longer 
sufficient or accurate enough to properly characterize the system without completely rebuilding the models.  
Hierarchical models may also hide vital dependencies across individual system element interactions and connections 
that are not simply decomposable.  Because of these factors, most assessment tools focus on supporting changes to a 
given design but do not tie the impact of these changes to system performance.3,10 
Flexibility implies that a system not only has the capacity to have its capabilities modified but also that doing so 
is required to produce a new capability or provide for reconfiguration and replacement.  This fundamentally differs 
from versatility, which refers to implementing these capabilities at the outset beyond the requirements.  Over-
capacitation is a hallmark of versatility and relates more strongly to robustness.5  Flexibility of a system to 
engineering change is also distinct from flexibility in decision theory.  The latter seeks to preserve the greatest 
number of alternatives after making a decision in order to maintain greater choice “flexibility” in an uncertain future.  
Set-based design embodies this philosophy.  Similarly, Real Options evaluations are focused on the financial value 
of flexibility in the managerial context (i.e., resource allocation and planning under uncertainty in volatile markets) 
instead of relating the measure of an attribute to its value to a stakeholder.4   
While these methods contribute important insights, the engineering problem of how to identify which system 
design alternatives implicitly embed flexibility to future engineering change remains.  “Inability of products to 
accommodate new requirements through a lack of flexibility is the major source of problems in coping with 
engineering changes; adequate tools and techniques to assess and design appropriate flexibility in substantive 
components, products, and platforms do not yet exist.”3 (p 119)  One challenge facing engineering change analysis is 
therefore how to identify the design alternatives most susceptible to significant, more system-wide impact from 
replacing any given component or subsystem in a way that is readily repeatable across designs and does not assume 
simple relationships.  Resiliency in this sense is the degree of flexibility, recalling the definition from Ryan et al., to 
engineering change offered across system design alternatives.  External change refers to any challenge, from an 
operational environment or changes in mission needs, which necessitates a modification in a system’s capabilities 
after it has been fielded (i.e., an engineering change).  This could occur because stakeholder performance needs 
change, part replacement due to obsolescence or supply, etc.  Regardless of the nature of or reason for change, an 
analysis should identify those designs most “flexible” in terms of unknown future engineering changes, i.e. those 
design alternatives most resilient to changes in the design variables.   
This portion of the effort strives to develop a tradespace analysis to evaluate Flexibility of a Designed System to 
Future Engineering Change specifically to address the problem posed above.  As with the Needs Context, the 
methodology is designed to give an analyst the ability to begin from a tradespace and not require access to full 
design data.  Similarly, the method is designed to be easily and repeatedly applied without extensive pre-analysis 
effort or additional information outside of the model.  
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3.2. Analytical Methods 
The following methods focus on how to evaluate the ease with which system design alternatives may be modified 
through future changes to system components, regardless of the nature or reason for modification.  Changing a 
component in early stage design evaluations is typically assessed via changes to the parameters (design variables) 
associated with that component.  As inputs, system design variables are mapped to system attributes (both intrinsic 
and performance-related), which may in turn map to broad utility according to Needs Context.  A Needs Context 
captures the non-cost value of a design to stakeholders through scaled and weighted valuations of specified subsets 
of priority system attributes.  However, even strong variations in a specific system attribute (and so directly or 
indirectly a design variable) may have negligible impact to a given broad utility if another attribute within the utility 
construct also changes.  Utility measures can therefore help us identify the “best” system design alternatives 
according to diverse stakeholder priorities, but do not help us evaluate how “fragile” a given system design might be 
to future engineering change.  However, if we can identify which design variables are most critical to system 
performance as expressed through the attributes, then we can evaluate the sensitivity of design alternatives with 
respect to changes across these critical design variables.  In this way, a proxy picture emerges of how an engineering 
change will impact the entire system.  The following analysis of engineering change is designed to identify the 
matrix necessary to evaluate the sensitivity of changes in key design variables with respect to one another for each 
design alternative in a way that maintains consistency with the Needs Context and the ontological basis that serves 
as the foundations for both.  The analysis will seek to identify those designs for which changes in key design 
variables (significantly affecting system attributes and/or capabilities) impact other key design variables to the 
minimum extent possible.  
3.2.1. Identify Critical Design Variables 
A necessary first step is to either know or define which system attributes and/or characteristics in the tradespace 
are input design variables and which are output system attributes.  Ideally, the variables comprising the tradespace 
were sufficiently defined a priori and therefore easily distinguished.  Otherwise, the analyst must make that 
differentiation.  To identify the key design variables that have the most impact on the system attributes (and hence 
performance capabilities) as a whole, various sensitivity analysis methods may be used.  The long-term vision is to 
provide an analyst with a choice of using one or multiple methods for sensitivity analysis to determine which design 
variables are the most critical from this perspective.  The tool to support the workflow will be designed with future 
expansion in mind to include methods identified in the future as particularly helpful. 
Consider the abstract depiction of a tradespace in Figure 3.  We may have m design variables with k levels each 
(Xmk).  For a component-based tradespace, some quantitative values of Xm may be repeated over the k levels.  For 
discretized input-based designs, each Xm will exist at unique nominal levels.  Similarly, we may have n output 
system attributes that also exist at k levels each (Ynk), the quantitative values of which may or may not be unique. 
Fig. 3.  Abstract Depiction of a Tradespace 
A starting point will be to evaluate Spearman correlation coefficients across the design variables (X) and output 
system attributes (Y).  Spearman’s coefficient (rs) is a non-parametric (i.e., distribution free) measure of the strength 
of association between two variables and thereby helps identify monotonic correlations among attributes.  The 
assumption of a monotonic relationship is less restrictive than the linear relationship assumed by Pearson’s 
correlation coefficient.11 rs may range between +1 and -1, which signify perfect positive or negative association 
between the variables respectively.  The closer rs approaches zero, the less association of any kind is present.  Data 
does not need to be normalized prior to evaluating the Spearman coefficient.  
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Spearman’s coefficient is calculated for each matrix [X1, Y1, … Yn] through [Xm, Y1, … Yn], where Xi and Yj are 
column vectors of length k.  The result is a vector of Spearman coefficients for each X i with respect to the Y’s.  The 
vector norm (or L2 norm) of the Spearman coefficient vectors produces a non-negative evaluation of the strength of 
association between the given Xi and all output attributes Y.  In this way, strong negative associations contribute as 
much as strong positive associations.  This approach does not illuminate interdependencies between input variables 
and even other output attributes for a given system attribute.  It does, however, provide a robust and fast evaluation 
of which input variables have the overall greatest impact on system attributes.  These vector norm scores for each 
may be ranked and some top P% (depending on the number of design variables and the analyst’s preference) 
selected to create the set of critical design variables X*. 
3.2.2. Input Sensitivity Tradespace and Evaluation of Local Covariance 
Now consider an “input sensitivity tradespace” consisting of all values of the critical design variable set, X*, for 
each design alternative.  We want to identify designs for which a change in one X*i results in the greatest changes in 
other X*i, i.e. design alternatives most sensitive to changes across the X*i.  This may be accomplished using either a 
difference approximation or a weighted local covariance that prioritizes the contributions of nearest neighbors.  The 
local covariance method is more robust since cases where changes in one X*i are constant (such as for a component-
based design tradespace) require an adjustment to finite difference methods to avoid division by zero.   
The local covariance is a modification of a global covariance function where closest points are weighted more 
heavily for the calculation.12, 13  The local covariance function necessitates standardizing the design variables prior to 
application, and results in a matrix for each system design that cumulatively represents its sensitivity to variation 
across key design variables (X*).  Consider that there are p key design variables identified, X* ={x*1, … x*p}.  Let 
ai represent the design vector of system design alternative i such that ai = [x*1i, x*2i, x*3i, … x*pi].  There are k such 
design vectors, corresponding to the number of design alternatives in the input tradespace.  The weighting is 
provided by a positive definite kernel function, which may be a Gaussian centered on ai or the inverse of a Euclidian 
distance between ai and aj.  When the kernel function is uniform, the equation becomes the global covariance:  
 
     

  
 

For this application, we have selected the kernel function to be the inverse of the Euclidean distance: 
   


      




Each matrix will therefore be weighted such that closest neighbors among key design variables contribute more 
strongly to the local covariance calculation.  The resulting for each ai is a summation of the weighted p x p cross 
product matrices, also a p x p matrix.  This process results in a local covariance matrix for each system design 
alternative based on the impact of variance across the key design variables.  Design alternatives with the greatest 
local covariance represent those with the greatest sensitivity to changes in the critical design variables, measured via 
strength of local association.   
3.2.3. Ranking of System Design Alternatives Based on Local Covariance 
The local covariance matrices may then be evaluated to obtain a reduced set of design alternatives by ranking the 
design alternatives in terms of this sensitivity.  These alternatives will represent those designs most resilient (i.e., less 
sensitive) to engineering change according to the information contained within the model mappings, whether 
obvious or not.  This method uses the Frobenius Norm, defined as the square root of the sum of the absolute squares 
of the elements of a matrix, to rank system design alternatives based on their local covariance properties.  It is a 
useful measure of the root-mean-square gain of a matrix, or its average response, along mutually orthogonal 
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directions in space.  It therefore captures the average effect of the impact calculated from the local covariance.  The 
Forbenius Norm is less computationally expense than many other matrix norms and is rotation invariant.14   
   
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4. Analytical Workflow and Synthesis with other Methods 
4.1. Synthesis with the Needs Context to Pre-filter the Data 
Thus far, these methods for “Flexibility due to Engineering Change” are independent of other analytical building 
blocks, including the Needs Context.  The approach can independently identify input variables with the most impact 
to system attributes (X*i) and subsequently those system designs most sensitive to changes across the those X*i.  Yet 
the “input sensitivity tradespace” to this process (section 3.2.2) may be reduced to a more rational set that takes into 
account the value of design alternatives without biasing the analysis with designs that may be highly flexible but fail 
miserably in terms of meeting objectives.  The Needs Context construct helps us achieve this.  Instead of evaluating 
local covariance for a k-row by X*-columns matrix, we may evaluate for a matrix where the number of rows depend 
on how many “good designs” were carried forward by the broad utility synthesis (the number of which is less than 
k).  The broad utility scores of system design alternatives provided by each Needs Context definition identifies a 
reduced set of “good” designs.  To produce a utility synthesis of reduced design alternatives, we take the top Q% of 
designs off of the Pareto front from each Needs Context.  The precise value of Q will be up to the analyst, but a 
number relevant to the size of the tradespace will be suggested as a starting point to help capture a sufficient set of 
alternatives exhibiting the best value-cost characteristics for stakeholders.  Integrating these analytical building 
blocks helps identify designs that are resilient in the robustness and flexibility sense defined in this effort as well as 
valued in terms of stakeholder requirements or mission needs.  This integrated workflow is illustrated in Figure 4. 
Fig. 4.  Graphical Depiction of Integrated Task 1 and 2 Workflow 
4.2. Implementation 
In addition to developing the foundations for these analytical constructs, parallel efforts focused on 
implementation details to ensure the methods yield executable and scalable systems engineering resiliency analyses.  
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Because the analyzing system resiliency involves teams of people working on different aspects of the problem, the 
implementation must provide a collaborative environment to support these types of user interactions and provide a 
transparent and traceable interface.  The ERS software architecture development undertaken collaboratively by 
Georgia Tech Research Institute (GTRI) and the U.S. Army Engineer Research and Development Center (ERDC) 
includes various components that serve either as user interfaces to create and execute analyses, analytical blocks, 
hosting engines for the various analytical blocks and/or models, linking engines through which coordinated analyses 
from different software components can be structured and integrated, or some combination thereof.  All together, 
these tools enable us to develop and build tradespaces for the analysis of ERS.   
A primary tool provides a user interface for analysts to quickly and accurately assess and compare alternatives to 
execute materiel solutions analysis.  The tool consists of a core, containing the data structure and enforces consistent 
semantic rules, a layer containing the analytical process blocks, and a layer through which analyses are ordered, 
managed, and executed.  OpenMDAO is a key element of this latter layer, and is used as the primary method to 
orchestrate the analysis components used to generate the tradespace.  OpenMDAO15 is an open-source 
Multidisciplinary Design Analysis and Optimization (MDAO) framework developed by NASA Glenn and Langley 
Research Centers.  OpenMDAO is capable of linking multiple disparate models or other analysis tools in a single 
design structure matrix that can map the impacts of system design variables to performance attributes.  The 
constituent analysis components can execute locally or though externally hosted models.  Additionally, applying 
OpenMDAO’s built-in library of solvers, optimizers and design of experiments generation tools enables a rapid 
generation of design tradespaces of greater fidelity and complexity than in some previous efforts.   
Another important requirement driving the implementation is creating the necessary building blocks that can be 
composed to yield the integrated workflow illustrated in Figure 4.  This workflow takes a generated tradespace and 
evaluates the design alternatives in terms of resiliency and utility.  However, lessons learned from this development 
will aid future resiliency analytical maturation, and these building blocks can evolve without requiring 
reimplementation of the other analyses. 
 
5. Conclusions 
Resiliency in the context of a living, maturing framework does not preclude the development and maturation of 
stable analytical constructs and methods.  As we operationalize ontological formalisms into analytical methods that 
capture and evaluate various resiliency dimensions, we begin by ensuring consistency with specifications of those 
dimensions.  This work strives to lay the initial foundations for systems engineering the analysis of resiliency in the 
context of linking early-stage design to modeled operational characteristics and capabilities.  The analytical methods 
are derived from existing ontological bases, and seek to promote consistency and comparability from one analysis to 
the next.  Further, this work strives to develop modular and composable analytical constructs and processes that will 
also scale to tradespace dimensions common across ERS evaluations.  
The approaches described in this paper are currently being used in collaboration with government programs, and 
future publications will include results of application sharable with the broader community.  Both of the analytical 
building blocks and their associated methods and workflows presented here may be readily applied to a raw, freshly 
generated tradespace or one already filtered by some other means.  The methods are robust to either scenario and are 
designed for intuitive application as stand-alone modules or through a rational synthesis with other methods. 
The Needs Context was developed to help evaluate robustness of system design alternatives to changes and 
conflicts in stakeholder objectives.  The method provides an analyst with the capability to define different attributes, 
different objective and threshold requirement levels for a given attribute, and different attribute preference rankings 
or weights for each Needs Context.  A requirements-based Needs Context approach is distinct from previous efforts 
that use a more theoretical, traditional utility definition where value functions are scaled to the current design space 
range.  While the Needs Context broad utility may range from 0 to 1, the requirements-based scaling ensures that no 
utility score exceeds this range despite different valuations from one Needs Context to the next or across different 
tradespace realizations.  This enables comparability across analyses and offers tremendous analytical flexibility. 
Evaluation of Engineering Risk methods seek to identify designs most flexible to future engineering change by 
determining which alternatives exhibit lesser impact to a set of key design variables when faced with a change in 
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another key design variable.  There are, consequently, both advantages and limitations to the approach.  Among its 
advantages, the method is highly repeatable, easily applied, and analytically intuitive.  The method implicitly relies 
on the system model(s) that map the input variables to the output attributes to capture the relevant relationships, 
whether simple or complex, without explicitly needing to decompose these relationships into individual hierarchies.  
However, the method does not yet incorporate more mature cost modeling where the costs of potential engineering 
changes are also evaluated in some way and built into the analytical output.  Even so, these methods can include 
expanded cost models if they are developed and available in the future.  The approach does view changes one-at-a-
time, which is currently a necessary starting point for tractability and initial method development.  While the method 
does not tell an analyst if the model is “good”, completely counter-intuitive findings from this method will create the 
impetus for an analyst to begin questioning the model and ask for more information.   
Systems Engineering resiliency involves systems engineering the analytical constructs, methods, combinations 
thereof, and the supporting processes, and tools together in a consistent, traceable, comparable, and executable 
manner.  Each development set must be consistent with the overall specification and what has come before. Further, 
we must understand and develop methods whereby combinations of these metrics lead to more complete analysis of 
resiliency dimensions for a system type.  The development philosophy strives to enable design and development of 
resiliency analyses that are transparent, intuitive, rational, and quantifiably traceable.  In this way, we begin to lay 
modular and composable foundations for resiliency analysis in the ERS context.  These foundations can form 
building blocks for future work and help promote comparability and reuse of resiliency analyses across systems and 
designs in the future. 
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