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The stochastic dynamics of biochemical reaction networks can be accurately described by discrete-state Markov
processes where each chemical reaction corresponds to a state transition of the process. Due to the largeness
problem of the state space, analysis techniques based on an exploration of the state space are often not feasible
and the integration of the moments of the underlying probability distribution has become a very popular alter-
native. In this paper the focus is on a comparison of reconstructed distributions from their moments obtained
by two different moment-based analysis methods, the method of moments (MM) and the method of condi-
tional moments (MCM). We use the maximum entropy principle to derive a distribution that fits best to a given
sequence of (conditional) moments. For the two gene regulatory networks that we consider we find that the
MCM approach is more suitable to describe multimodal distributions and that the reconstruction of marginal
distributions is more accurate if conditional distributions are considered.
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Appendix A: Supporting Information
In the following sections we first describe in detail how
the moment equations are obtained (Section 1 and 2) and
how we approximate the support of the distribution (Sec-
tion 3). In Section 4 we then discuss the differences that
arise during the reconstruction of distributions with two in-
stead of only one dimension, and in Section 5 we discuss
the details of the reconstruction for the distributions of the
case studies introduced before. More numerical results for
the two case studies are then provided in Section 6.
1. Method of Moments
For the time derivative of the expectation of a function
f : Nn0 → Rn applied to the vector of species, we directly
get from Eq. (1)
d
dtE
(
f( ~X(t))
)
=
∑
x
f(x) ddtp(~x, t)
=
m∑
j=1
E
(
αj( ~X(t))(f( ~X(t)+vj)−f( ~X(t)))
)
.
(A1)
For f(~x) = ~x this yields a system of equations for the pop-
ulation means
d
dtE
(
~X(t)
)
=
m∑
j=1
vjE
(
αj( ~X(t))
)
. (A2)
Note that the system of ODEs in Eq. (A2) is only closed if
at most monomolecular reactions (
∑n
i=1 `j,i ≤ 1) are in-
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volved. Otherwise E
(
αj( ~X(t))
)
involves moments of the
second order. However, in this case we can approximate
the unknown second order moments, say E(Xi(t) ·Xi′(t))
if the reaction is of the form Si + Si′ → . . ., i 6= i′, ei-
ther by assuming that the covariance is zero, which gives
E(Xi(t) ·Xi′(t)) = E(Xi(t)) ·E(Xi′(t)) or by extending
the system in (A2) with additional equations for the second
moments. The general strategy is to replace αj( ~X(t)) by a
Taylor series about the mean E
(
~X(t)
)
. Let us write µi(t)
for E(Xi(t)) and ~µ(t) for the vector with entries µi(t),
1 ≤ i ≤ n. Then
E
(
αj( ~X)
)
= αj(~µ) +
1
1!
n∑
i=1
E(Xi − µi) ∂∂xiαj(~µ)
+
1
2!
n∑
i=1
n∑
k=1
E((Xi−µi)(Xk−µk)) ∂2∂xi∂xkαj(~µ)
+. . .
(A3)
where we omitted t in the equation to improve readability.
Note that E(Xi(t)− µi) = 0 and since we restrict to reac-
tions that are at most bimolecular with mass action kinetics,
all terms of order three or more disappear. The derivation
of moments for general kinetics is presented in [1].
By letting Cik be the covariance
E((Xi(t)− µi)(Xk(t)− µk)), we get
E
(
αj( ~X)
)
=αj(~µ) +
1
2
n∑
i=1
n∑
k=1
Cik
∂2
∂xi∂xk
αj(~µ).
(A4)
Next, we derive an equation for the covariances by first ex-
ploiting the relationship
d
dtCik =
d
dtE(XiXk)− ddt (µiµk)
= ddtE(XiXk)−
(
d
dtµi
)
µk − µi
(
d
dtµk
) (A5)
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1 Method of Moments A SUPPORTING INFORMATION
and if we couple this equation with the equations for the
means, the only unknown term that remains is the derivative
d
dtE(XiXk) of the second moment. For this we can use the
same strategy as before, i.e., from Eq. (A1) we get
d
dtE(XiXk)=
m∑
j=1
(
vj,ivj,kE
(
αj( ~X)
)
+vj,kE
(
αj( ~X)Xi
)
+ vj,iE
(
αj( ~X)Xk
))
,
(A6)
where vj,i and vj,k are the corresponding entries of the vec-
tor vj . Clearly, we can use Eq. (A4) for the termE(αj( ~X)),
while the terms E(αj( ~X)Xi) and E(αj( ~X)Xk) have to be
replaced by the corresponding Taylor series about the mean.
Let fj(~x) := αj(~x)xi. Similar to Eq. (A4), we get that
E(αj( ~X)Xi) equals
αj(~µ)µi +
1
1!
n∑
i=1
E(Xi − µi) ∂∂xi fj(~µ)
+ 12!
n∑
i=1
n∑
k=1
E((Xi − µi)(Xk − µk)) ∂2∂xi∂xk fj(~µ)
+ . . .
(A7)
Here, it is important to note that moments of order three
come into play, since derivatives of order three of fj(~x) =
αj(~x)xi may be nonzero. It is possible to take these terms
into account by deriving additional equations for moments
of order three and higher. Obviously, these equations will
then include moments of even higher order such that the-
oretically we end up with an infinite system of equations.
However, a popular strategy is to close the equations by as-
suming that all moments of order > M that are centered
around the mean are equal to zero. E.g. if we choose
M = 2, then we can simply use the approximation
E
(
αj( ~X)Xi
)
≈ αj(~µ)µi
+ 12!
n∑
i=1
n∑
k=1
E((Xi − µi)(Xk − µk)) ∂2∂xi∂xk fj(~µ).
Other methods can be used to close the system of equa-
tions, including derivative matching and zero cumulants
closure [6], as well as those that make assumptions about
the distribution of the moments [3, 4, 7].
The given approximation is then inserted into Eq. (A6)
and the result is used to replace the term ddtE(XiXk) in
Eq. (A5). Finally, we can integrate the time evolution of the
means and that of the covariances and variances.
Example 2. We apply the moment closure technique de-
scribed above to the gene expression system from Example
1. When we consider only the moments up to second or-
der, the corresponding equations for the average number of
molecules are, for instance, given by
d
dt
µDoff = τoffµDon − E
(
τponXDoffXP
)
d
dt
µDon = τonµDoff + E
(
τponXDoffXP
)
d
dt
µR = krµDon − γrµR
d
dt
µP = kpµR − γpµP ,
where µDoff , µDon are the expected numbers of Doff and
Don, respectively, and µR, µP are the expected numbers of
mRNA and proteins.
Next we compare the obtained moments with those com-
puted via a direct numerical integration of the CME (Ta-
ble I). We consider the following three cases. The moment
closure approximation is carried out using all moments up
to order 4, 6, and 8. For each case we list the number of
moment equations, the running time, and the relative er-
rors in the first four moments (columns 4-7). The relative
error for the moments of order l for species i is given by
rl = max1≤i≤n |µ
(i)
l −µˇ
(i)
l |/µˇ(i)l , where µ
(i)
l and µˇ
(i)
l are the
values of the moments computed using the moment closure
and obtained with a direct integration of the CME.
Please note that in the reconstruction procedure we do
not use the moment of the highest order. For example, if
we approximate moments up to order 6, then the highest or-
der that is taken into account during the reconstruction is 5
(which corresponds to the case M = 5, cf. Sect. 6) because
of the high sensitivity of the numerical procedure even to
the small absolute error in the moment approximation.
2. Method of Conditional Moments
We first decompose the chemical populations described
by ~X(t) into small and large populations. Here we assume
that this decomposition is static. However, it is obvious that
during the integration over time, we can (after reconstruct-
ing the joint distribution) choose a different decomposition
for the remaining time. From what size on a population
should be considered as small is typically dependent on the
amount of main memory that is available and on the maxi-
mum order of the moments that we consider for the large
populations. Note that considering conditional moments
TABLE I: Moment closure approximation results for the
gene expression system
moment
closure
order # equ.
time
(sec)
error
ord. 1
moments
error
ord. 2
moments
error
ord. 3
moments
error
ord. 4
moments
4 70 1 8 · 10−6 8.3 · 10−5 9.6 · 10−5 8.24 · 10−4
6 209 25 2 · 10−6 2 · 10−6 1 · 10−5 3.6 · 10−5
8 494 3726 1 · 10−6 2 · 10−6 2 · 10−6 4 · 10−6
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2 Method of Conditional Moments A SUPPORTING INFORMATION
yields a smaller number of equations if the order of the con-
sidered moments is high. The reason is that the number of
equations for representing the dynamics of the small popu-
lations does not increase as the order of considered condi-
tional moments increases. Also, for many systems the de-
composition is obvious, as the small populations are exactly
those that have a maximal size of, say, less than 10 (because
they represent binding sites) and the large populations count
protein numbers which may become rather large.
Formally, we write the random vector ~X(t) at time t as
~X(t) = (~Y (t), ~Z(t)), where ~Y (t) corresponds to the small,
and ~Z(t) to the large populations. Similarly, we write ~x =
(~y, ~z) for the states of the process and vj = (vˆj , v˜j) for the
change vectors, j ∈ {1, . . . ,m}. Again, the first component
refers to the small and the second component to the large
populations. Now, Eq. 1 becomes
dp(~y,~z)
dt =
m∑
j=1
(αj(~y−vˆj , ~z−v˜j)p(~y−vˆj , ~z−v˜j)
−αj(~y, ~z)p(~y, ~z))
(A8)
where we omitted the time parameter t to improve read-
ability. Next, we sum over all possible ~z to get the time
evolution of the marginal distribution pˆ(~y) =
∑
~z p(~y, ~z) of
the small populations.
d
dt pˆ(~y) =∑
~z
m∑
j=1
αj(~y − vˆj , ~z − v˜j)p(~y − vˆj , ~z − v˜j)
−∑
~z
m∑
j=1
αj(~y, ~z)p(~y, ~z) =
m∑
j=1
pˆ(~y − vˆj)E[αj(~y − vˆj , ~Z) | Y = ~y − vˆj ]
−
m∑
j=1
pˆ(~y)E[αj(~y, ~Z) | ~Y = ~y]
(A9)
Note that in this small master equation that describes the
change of the mode probabilities over time, the sum runs
only over those reactions that modify ~y, since for all other
reactions the terms cancel out. Moreover, on the right side
we have only mode probabilities of neighboring modes and
conditional expectations of the continuous part of the reac-
tion rate. For the latter, we can use a Taylor expansion about
the conditional population means. Similar to Eq. (A3), this
yields an equation that involves the conditional means and
centered conditional moments of second order (variances
and covariances). Thus, in order to close the system of
equations, we need to derive equations for the time evolu-
tion of the conditional means and centered conditional mo-
ments of higher order. Since the mode probability p(~y) may
become zero, we first derive an equation for the evolution
of the partial means (conditional means multiplied by the
probability of the condition)
d
dt
(
E[~Z | ~y] p(~y)
)
=
∑
~z
~z ddtp(~y, ~z)
=
m∑
j=1
E[(~Z + v˜j)αj(~y − vˆj , ~Z) | ~y − vˆj ] p(~y − v˜j)
−
m∑
j=1
E[~Zαj(~y, ~Z) | ~y] p(~y),
where in the second line we applied Eq. (A8) and sim-
plified the result. The conditional expectations E[(~Z +
v˜j)αj(~y − vˆj , ~Z) | ~y − vˆj ] and E[~Zαj(~y, ~Z) | ~y] are
then replaced by their Taylor expansion about the condi-
tional means such that the equation involves only condi-
tional means and higher centered conditional moments [5].
For higher centered conditional moments, similar equations
can be derived. If all centered conditional moments of or-
der higher than k are assumed to be zero, the result is a
(closed) system of differential algebraic equations (alge-
braic equations are obtained whenever a mode probability
p(~y) is equal to zero). However, it is possible to transform
the system of differential algebraic equations into a system
of (ordinary) differential equations after truncating modes
with insignificant probabilities. Then we can get an accu-
rate approximation of the solution after applying standard
numerical integration methods. We construct the ODE sys-
tem using the tool SHAVE∗ which implements the trunca-
tion based approach and solve it using MATLAB’s ode45
solver with the default error tolerance settings.
Example 3. We apply the method of conditional moments
to the gene expression system from Example 1. The modes
of the system are then given by the state of the DNA.
The equations for the mode probabilities (poff, pon) and
the expected number of mRNA (µR,off, µR,on) and proteins
TABLE II: Conditional moment closure approximation
results for the gene expression system
cond.
moment
closure
order # eq.
time
(sec)
error
cond.
probs.
error
ord. 1
cond.
moments
error
ord. 2
cond.
moments
error
ord. 3
cond.
moments
error
ord. 4
cond.
moments
4 30 1 7 · 10−6 1 · 10−5 2.86 · 10−4 1.12 · 10−3 6.98 · 10−3
6 56 2 6 · 10−6 3.6 · 10−5 5.9 · 10−5 6.8 · 10−5 2.18 · 10−4
8 90 9 2 · 10−6 4.2 · 10−5 6.2 · 10−5 7.7 · 10−5 9.1 · 10−5
∗ L. Mikeev, http://almacompute.mmci.uni-saarland.de/shave/
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(µP,off, µP,on) are as follows:
d
dt
poff = τon pon − (τoff + τpon µP,off)poff
d
dt
(µR,off poff) = −γrµR,off poff
d
dt
(µP,off poff) = (kpµR,off − γpµP,off)poff
d
dt
pon = (τoff + τ
p
onµP,off)poff − τon pon
d
dt
(µR,on pon) = (kr − γrµR,on)pon
d
dt
(µP,on pon) = (kpµR,on − γpµP,on)pon
We computed the conditional moments and conditional
probabilities of the running example (cf. Ex. 1 and Ex. 2)
over time by considering moments up to the order of 4, 6,
and 8. For these three cases the number of equations, when
compared to the method of moments (MM), are as follows:
moment order M 4 6 8
# equations for MM 69 209 494
# equations for MCM 30 56 90
The relative errors rl of the results of the method of con-
ditional moments (MCM) are given in Table II, where we
again compared to the results obtained via a direct numeri-
cal solution.
Our experiments show that the MCM performs much
faster (due to the smaller number of equations) and still
yields accurate approximation of the moments. For the cho-
sen set of parameters the MCM tends to provide a better
approximation for higher moments, whereas the MM ap-
proach is more accurate for lower moments when the same
number of moments is considered. For example, in the case
of 6 moments the maximum relative error for the first mo-
ments computed by the MM approach is 2 ·10−6, compared
to 3.2 · 10−5 when computed using the MCM. At the same
time, the maximum relative errors of the sixth moments are
6.5 · 10−4 and 2 · 10−4 for the MM and the MCM respec-
tively. Note that the (unconditional) moments for the MCM
are computed via multiplication of the conditional moments
with the mode probabilities and sum over all possible con-
ditions. We only consider non-central moments because the
central moments introduce additional difficulties in the re-
construction framework.
We also consider another set of parameters
for the gene expression kinetics. The rate con-
stants are chosen (τon, τoff, kr, kp, γr, γp, τpon) =
(0.05, 0.05, 10, 1, 4, 1, 0.015) as in [5]. For the initial states
we simply use x0,1 = (1, 0, 4, 10) and x0,2 = (1, 0, 4, 10)
with probabilities P (x0,1) = 0.7 and P (x0,1) = 0.3. The
comparison of the moment values at time instant t = 10 re-
veals that the MCM provides a much better approximation
both for high and low order moments as opposed to the first
parameter set. For instance, in the case of 6 moments the
maximum relative error for the first moments computed by
the MM approach is 0.14 whereas in the MCM approach
the error is 7.5 · 10−5. The maximum relative error of the
sixth moments for the MM approach is 0.28 compared to
0.02 using the MCM.
3. Approximation of the Support
During the iteration we approximate the moments using
Eq. (6), where we do not sum over all states x ∈ N0 but
consider a subset D = {xL, . . . , xR} ⊂ N0. Note that we
have to find appropriate values for xL and xR, since the
iteration might fail to converge if the chosen value of xR
is very large (and if xL = 0) as the conditional number of
the matrix
(
H + γ(`) · diag(H)) is very large in this case.
Thus, we make use of the results in [8] to find a region that
contains the main part of the probability mass. We consider
the roots of the function
∆0(w) =
∣∣∣∣∣∣∣∣∣
µ0 µ1 · · · µk
...
...
µk−1 µk · · · µ2k−1
1 w · · · wk
∣∣∣∣∣∣∣∣∣ , (A10)
where k = bM2 c, and M is even. Let W = {w1, . . . , wk}
be the set of the solutions of ∆0(w) = 0, where w1 <
. . . < wk are real and simple roots. The set D(0) =
{x(0)L , . . . , x(0)R } with x(0)L = bw1c and x(0)R = dwke is used
as an initial guess for the approximated support when we
start the optimization procedure. The final results λ∗ and
D∗ of the iteration yields the distribution
q˜(x) = exp
(
−1−∑Mk=0 λ∗kxk),
which is an approximation of the marginal distribution
p(x, t) = P (X(t) = x), i.e. p(x, t) ≈ q˜(x) if x ∈
D∗ and p(x, t) ≈ 0 if x /∈ D∗.
We can also account for the case of an odd number of
moments. In addition to the function ∆0(w) defined in
Eq. (A10), we also consider the function ∆1(η)
∆1(η) =
∣∣∣∣∣∣∣∣∣
µ1 − η1µ0 · · · µz − η1µz−1
...
...
...
µz−1 − η1µz−2 · · · µ2z−2−η1µ2z−3
1 · · · ηz−1
∣∣∣∣∣∣∣∣∣ ,
where z = bM2 c + 1 and w1 is the smallest root of the
equation ∆0(w) = 0. Again, let W = {w1, . . . , wk} be the
set of the solutions of ∆0(w) = 0 and H = {η1, . . . , ηz}
be the set of solutions of ∆1(η) = 0, where all the elements
of W and H are real and simple. The first approximation
for the truncated support of the distribution is then given by
the set D(0) = {x(0)L , . . . , x(0)R } with x(0)L = bmin(w1, η1)c
and x(0)R = dmax(wk, ηz)e.
4
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We extend the support until the relative change of the dual
function becomes smaller than the threshold δΨ∣∣∣∣Ψ(λ(`−1))−Ψ(λ(`))Ψ(λ(`))
∣∣∣∣ < δΨ, (A11)
where we choose δΨ = 10−4 for all case studies. If the
inequality is not satisfied, we extend the support by adding
new states in each iteration(
x
(`+1)
L , x
(`+1)
R
)
=
(
max(0, x
(`)
L − 1), x(`)R + 1
)
(A12)
The final results λ˜ and Dˆ of the iteration yields the distri-
bution q˜(x) that approximates the marginal distribution of
interest.
4. Numerical Approach for the Two-dimensional Maximum
Entropy Problem
In the case of two-dimensional distributions, the maxi-
mum entropy problem is modified as follows. We consider
a sequence of non-central moments E
(
Xr X
l
◦
)
= µr,l,
0 ≤ r + l ≤ M , and the set G2 of all two-dimensional
discrete distributions that satisfy the following constraints∑
x,y
xrylg(x, y) = µr,l, 0 ≤ r + l ≤M. (A13)
Here X and X◦ correspond to the populations of two dif-
ferent species, i.e. to two distinct elements of the random
vector ~X(t) = (X1(t), . . . , Xn(t)) at some fixed time in-
stant t. Similarly to the optimization problem (3), we seek
the distribution q ∈ G2 that maximizes the entropy H(g)
q = arg max
g∈G2
H(g)
= arg max
g∈G2
(
−∑
x,y
g(x, y) ln g(x, y)
)
(A14)
We then proceed similarly to the one-dimensional case. The
general form of the solution for the maximum entropy prob-
lem is given by
q(x, y) = exp(−1− ∑
0≤r+l≤M
λr,lx
ryl)
= 1Z exp(−
∑
1≤r+l≤M
λr,lx
ryl),
(A15)
where the normalization constant Z is calculated as
Z = e1+λ0,0 =
∑
x,y exp(−
∑
1≤r+l≤M
λr,lx
ryl). (A16)
We solve the optimization problem numerically simi-
larly to the one-dimensional case. The vector λ(`) =
(λ0,1, λ1,0, . . . , λ0,M , λM,0) is an approximation of the
vector λ in Eq. (A15). The elements of the gradient vec-
tor are computed as ∂Ψ/∂λr,l ≈ µr,l − (1/Z)µ˜r,l, where µ˜r,l
is approximated by
µ˜r,l =
∑
x,y x
ryl exp(− ∑
1≤r+l≤M
λr,lx
ryl.), (A17)
Here r, l ∈ {0, . . . , 2M} and the sum is taken over all
(x, y) ∈ N20. Finally, the elements of the Hessian matrix
are computed as
Hr+u,l+v =
∂2Ψ
∂λr,l∂λu,v
≈ Z·µ˜r+u,l+v−µ˜r,lµ˜u,vZ2 ,
where 0 ≤ r + l ≤ M, 0 ≤ u + v ≤ M . Follow-
ing the same procedure as in Section 4.1, the vector λ∗ =(
λ∗0,1, λ
∗
1,0, . . . , λ
∗
0,M , λ
∗
M,0
)
is found. The dimensionality
of the optimization problem is 0.5
(
M2 + 3M
)
, and λ∗0,0
can be calculated from (A16) as λ∗0,0 = lnZ−1. In compar-
ison to the one-dimensional case, the range of the values of
µ˜r,l becomes wider due to the larger dimensionality, so that
the conditional number of the matrix
(
H + γ(`) · diag(H))
is even higher and the iteration might fail.
To approximate the moment values in (A17) we truncate the
infinite support and consider the subsetD∗xy = D
∗
x×D∗y in-
stead. Again, we choose D∗xy such that the relative change
of the dual function (A11) becomes smaller than the thresh-
old δΨ. The approximation q˜(x, y) of the marginal distribu-
tion p,◦(x, y, t) = P (X(t) = x,X◦(t) = y) is then de-
fined by the result λ∗ of the iteration procedure such that
p,◦(x, y, t) ≈ q˜(x, y) if (x, y) ∈ D∗xy and p,◦(x, y, t) ≈
0 if (x, y) /∈ D∗xy.
5. Reconstruction of Distributions from Approximated
Moments
In the following we discuss the details of the reconstruc-
tion of marginal probability distributions based on solving
the moment problem using the maximum entropy approach.
We consider the three possibilities introduced in Section 5,
weighted sum MCM, joint MCM and MM. We illustrate the
details of all three approaches with examples.
Example 4. We consider the gene expression model (cf.
Example 1) where we reconstruct the marginal distribution
of protein molecules P (XP (t) = x) = pXP (x, t). The
moments µk = E
(
XkP
)
and the corresponding conditional
moments are obtained using the MCM and MM equations,
for k = 0, . . . ,M + 1. In the case of joint MCM and
MM we use the first M moments’ values as constraints in
Eq. (2) and solve the maximum entropy optimization prob-
lem in Eq. (3). In both cases, the solution is given by a
pair (λ∗, D∗) of the parameter vector λ∗ and the truncated
support D∗. The corresponding reconstructed distribution
is defined as
q˜(x) = exp
(
−1−
M∑
k=0
λ∗kx
k
)
, x ∈ D∗.
5
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In order to apply the weighted sum MCM, we reconstruct
the conditional distribution from the sequences µPoff,k
and µPon,k that approximate the conditional moments
E
(
XkP |Doff = 1
)
and E
(
XkP |Don = 1
)
. Here, XP corre-
sponds to the number of proteins and the conditionDoff = 1
(Don = 1) refers to the state of the gene. These sequences
of moments are obtained using the MCM approach together
with the approximation of the mode probabilities poff and
pon (cf. Example 3). We solve the maximum entropy prob-
lem for each moment sequence and the reconstruction of
marginal unconditional distribution is given by
q˜wsMCM (x) =

poffq˜off(x), x ∈ D∗Poff \D
∗
Pon
ponq˜on(x), x ∈ D∗Pon \D∗Poff
poffq˜off(x)
+ponq˜on(x)
, x ∈ D∗Poff ∩D
∗
Pon ,
where q˜off(x) and q˜on(x) are the reconstructions of the con-
ditional distributions.
To reconstruct two-dimensional marginal distributions
we numerically solve the two-dimensional maximum en-
tropy problem as described in Section 4. We illustrate how
two-dimensional distributions are reconstructed through the
following example where we apply the weighted sum MCM
approach.
Example 5. We consider the exclusive switch system de-
scribed in Section 5. The goal here is to reconstruct the
two-dimensional marginal distribution
P (XP1 = x,XP2(t) = y) of proteins P1 and P2. We first
approximate the mode probabilities p1 = P (DNA = 1),
p2 = P (DNA.P1 = 1) and p3 = P (DNA.P2 = 1) (cf.
Eq. A9). In addition, the conditional moments
µ1;r,l = E
(
XrP1X
l
P2 |DNA = 1
)
µ2;r,l = E
(
XrP1X
l
P2 |DNA.P1 = 1
)
µ3;r,l = E
(
XrP1X
l
P2 |DNA.P2 = 1
)
are approximated for 0 ≤ r + l ≤ M + 1, where
DNA = 1 refers to the case where the promoter is free and
DNA.P1 = 1 (DNA.P2 = 1) to the case where a molecule
of type P1 (type P2) is bound to the promoter. The con-
straints (A13) for the maximum entropy problem are given
by the elements of these three sequences for 0 ≤ r+ l ≤M
and the corresponding solutions of the optimization prob-
lem are given by the pairs (λ∗i , D
∗
i ), i = {1, 2, 3}. Then the
reconstructed distribution is given by
q˜wsMCM (x, y) =
p1q˜1(x, y), (x, y) ∈ D∗1 \ (D∗2 ∪D∗3)
p2q˜2(x, y), (x, y) ∈ D∗2 \ (D∗1 ∪D∗2)
p3q˜3(x, y), (x, y) ∈ D∗3 \ (D∗1 ∪D∗2)∑2
i=1 piq˜i(x, y), (x, y) ∈ (D∗1 ∩D∗2) \D∗3 ,∑
i={1,3} piq˜i(x, y), (x, y) ∈ (D∗1 ∩D∗3) \D∗2 ,∑3
i=2 piq˜i(x, y), (x, y) ∈ (D∗2 ∩D∗3) \D∗1 ,∑3
i=1 piq˜i(x, y), (x, y) ∈ D∗1 ∩D∗2 ∩D∗3 ,
where q˜i(x, y) = exp(−1−
∑
1≤r+l≤M λ
∗
r,lx
ryl).
6. Case Studies
Here we present detailed results of the reconstruction of
the marginal distributions that were discussed in Sect. 5.
Gene Expression Model. We show the approximation
error ||||%∞ for the reconstruction of both conditional and
unconditional distributions for mRNA and protein in Ta-
ble III where we use the first parameter set. Here, the first
two columns refer to the approximation error of the condi-
tional distributions for protein (mRNA) denoted by P |Doff
(R|Doff) and P |Don (R|Don). The last three columns refer
to the reconstructions of the marginal distribution obtained
using weighted sum MCM, joint MCM and MM, respec-
tively.
We observe that the reconstruction is most accurate for
the distribution of mRNA when the joint MCM method is
applied with M = 7. The distribution of protein molecules
is reconstructed most accurately when MM is applied with
M = 7. Please note that the large approximation errors
of conditional distribution reconstructions may still provide
an accurate reconstruction for the unconditional distribu-
tion because of the computation of a weighted sum that can
average out individual deviations from the true probability
value. For example, the reconstruction of the marginal dis-
tribution of proteins and mRNA with weighted sum MCM
gives the smallest error when we use M = 3 moments
(6.5% for proteins, 1.3% for mRNA), but the approxima-
tion errors of the corresponding conditional distributions
are much larger.
The sensitivity of the optimization procedure can also in-
fluence the final result. The reconstruction that uses fewer
degrees of freedom can provide an accurate solution since
the distribution of the simple shape is able to explain the
main behavior. At the same time, adding more moments
into the consideration allows one to capture more details,
but it may change the reconstruction drastically due to the
sensitivity, and the corresponding approximation error can
become larger. To the best of our knowledge, there exist
no criteria that provide the number of moments that have to
be considered such that adding more information does not
TABLE III: Approximation errors of mRNA and protein
distributions reconstruction for gene expression system
(first parameter set).
M P |Doff P |Don PwsMCM PjMCM PMM
3 15.1 26.7 6.5 10.5 10.2
5 7.9 1.7 4.3 1 0.0 8.1
7 18.4 2.8 12.5 7.9 3.3
M R|Doff R|Don RwsMCM RjMCM RMM
3 1.0 19.9 1.2 3.9 3.8
5 0.5 4.6 1.1 0.2 0.4
7 1.3 0.6 1.3 0.3 0.6
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FIG. 6: Approximation of the conditional distribution of protein P |Doff. The number of moments used for reconstruction
is M = 3 (a), M = 5 (b) and M = 7 (c).
greatly change the maximum entropy reconstruction. We
show that in Fig. 6, where we plot the reconstructions of
the conditional distribution P |Doff and use M ∈ {3, 5, 7}.
The reconstruction using M = 7 moments has the largest
approximation error, but it is able to capture the complex
nature of the distribution by treating the point P = 0 differ-
ently.
We note that the reconstruction results are generally quite
similar for the approaches that are based on an approxima-
tion of the conditional and unconditional moments. How-
ever, the MCM approach has the advantage that the dis-
tribution of species such as DNA is very accurate, since
they are directly available and are not reconstructed from
the moments. A moment-based approach such as MM
needs a large number of moments for an accurate recon-
struction [2]. We also notice that the approximation of the
conditional moments in the MCM method is less accurate
than the approximation of the unconditional moments in the
MM method (cf. Tables I and II) for this parameter set.
Nevertheless, the reconstruction based on the conditional
moments is in some cases more accurate, which means that
the error is mostly due to the maximum entropy procedure.
An example of a two-dimensional distribution recon-
struction is shown in Fig. 4. Here we present in addition the
approximation errors for all three reconstruction methods in
Tab. IV, both for conditional and marginal two-dimensional
distributions of mRNA and protein. For the sake of read-
ability we denote the reconstructed distribution by q˜ in the
following tables. For instance, the approximation of the
joint marginal distribution of R and P under the condition
Doff = 1 is denoted by q˜Doff . We observe that the approx-
imation error decreases when we make use of more mo-
ments.
The computation time for the reconstruction of the one-
TABLE IV: Approximation errors of two-dimensional
distribution reconstruction for gene expression example
(first parameter set).
M q˜Doff q˜Don q˜wsMCM q˜jMCM q˜MM
3 59.1 48.9 58.1 62.1 62.0
5 53.5 36.2 51.8 58.2 58.1
7 28.0 29.1 28.1 24.7 29.1
dimensional distribution for our MATLAB implementation
(on a machine with the quad-core processor, 1.60GHz and
12 GB of RAM memory) is up to 0.3 seconds whereas the
approximation of the two-dimensional distribution takes up
to 15 seconds. The running time mainly depends on the
support approximation procedure.
Next we consider the second parameter set. The approxi-
mation errors of the one-dimensional distributions are given
in Table V. The results of the reconstruction for this pa-
rameter set are worse than for the first one due to the more
complex shape of the distribution. The weighted sum MCM
provides the best result in all the cases (except for the re-
construction of the mRNA distribution when M = 3 mo-
ments are used). In Fig. 7 we show the reconstructions both
for protein and mRNA distribution obtained using M = 5
moments. It can be seen that the maximum relative error
||||%∞ does not optimally describe the difference between
the distribution shapes. For instance, a visual comparison
of the reconstructed mRNA distributions reveals that the re-
sults obtained with joint MCM describes the shape better
than the MM based reconstruction though the relative error
of joint MCM (> 100%) is larger than that of MM (45.6%).
The approximation errors of the two-dimensional distri-
butions are given in Table VI. It can be seen that the re-
sults are worse than those of the first parameter set and
taking more moments into consideration does not give bet-
ter results. Thus, the entropy maximization may not the
best choice for the reconstruction of bi-modal distributions
where the values of the peaks are of different orders of mag-
nitude.
TABLE V: Approximation errors of reconstructed mRNA
and protein distributions for the gene expression example
(second parameter set).
M P |Doff P |Don PwsMCM PjMCM PMM
3 9.5 93.0 8.5 59.8 88.9
5 21.3 70.3 20.1 23.1 71.6
7 21.3 78.4 20.0 > 100 60.7
M R|Doff R|Don RwsMCM RjMCM RMM
3 > 100 10.7 85.9 25.1 71.5
5 12.4 2.5 12.1 > 100 45.6
7 12.4 1.3 12.2 46.1 33.7
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FIG. 7: Gene expression (second parameter set): approximations of the marginal distribution of protein (a), (b) and
mRNA (c), (d) obtained using M = 5 moments. The reconstructions are plotted with lines (black for weighted sum MCM,
blue for joint MCM and green for MM) and the CME solution is plotted with bars. The plots (a) and (c) show in detail the
region with molecular counts {0, 1, 2, 3}.
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FIG. 8: Exclusive switch: approximations of the conditional distributions of protein P1 where DNA = 1 (a),
DNA.P1 = 1, DNA.P2 = 1 (b) and the reconstruction of the marginal distribution (c). The solution of the CME is
plotted with yellow bars and the reconstructions are plotted with black crosses (green bars and blue crosses are used for the
conditional distribution (b) where DNA.P2 = 1). The reconstruction of the marginal distribution (c) is obtained using
joint MCM with M = 5.
Exclusive Switch Model. Next we address the accuracy
of the reconstruction of conditional and marginal distribu-
tions of the exclusive switch model introduced in Sect. 5.
In Table VII the approximation errors are listed for the con-
ditional distributions of the proteins where we condition on
the three possible states of the promoter, i.e., DNA = 1,
DNA.P1 = 1 or DNA.P2 = 1.
We observe that the approximation error ||||%∞ is min-
imal for both proteins P1 and P2 when the weighted sum
MCM approach is applied for all M ∈ {3, 5, 7}. Thus, for
the exclusive switch system it is advantageous to approx-
imate the marginal distributions by first reconstructing the
conditional distributions and computing the weighted sum.
TABLE VI: Approximation errors of two-dimensional
reconstruction for gene expression example (second
parameter set).
M q˜Doff q˜Don q˜wsMCM q˜jMCM q˜MM
3 82.6 98.1 82.6 74.9 95.2
5 83.6 83.4 83.6 76.0 88.1
7 92.5 91.9 92.5 86.8 90.0
In almost all cases the error decreases when more informa-
tion about the moments is used. Because of the complex bi-
modal shape of the distributions, it is beneficial to consider
higher-order moments. It is important to note also that the
large value of the error (||||%∞ > 100) usually comes from
the probabilities around the boundary points of the support
(xL or xR). In the remaining parts of the supportD∗ the re-
construction is accurate. For example, in Fig. 8 we show the
reconstructions of both conditional (left and middle plots)
and marginal (right plot) distributions of P1. Here, the joint
MCM was used with M = 5 to reconstruct the marginal
TABLE VII: Approximation errors for the distribution of
proteins P1 and P2.
M q˜DNA q˜DNA.P1 q˜DNA.P2 q˜wsMCM q˜jMCM q˜MM
P1
3 >100 20.7 >100 >100 >100 >100
5 10.7 7.1 82.7 84.3 > 100 > 100
7 5.7 7.8 79.5 80.5 6.6 >100
P2
3 >100 >100 40.8 41.5 >100 >100
5 17.7 >100 14.9 14.8 17.8 >100
7 15.3 7.4 7.5 8.2 12.0 19.1
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distribution. The visual comparison reveals that the approx-
imation nicely describes the bi-modal shape although the
maximum relative error is large (||||%∞ > 100).
We also consider the conditional and marginal two-
dimensional distributions of proteins P1 and P2 in Ta-
ble VIII. Again we condition on the state of the promoter
region, e.g. q˜DNA.P1 corresponds to the joint distribution of
proteins P1 and P2 when DNA.P1 = 1.
The marginal distribution P (XP1 = x,XP2 = y) is best
approximated when the weighted sumMCM approach is ap-
plied and we see that better reconstructions are achieved
with higher order moments. Generally, the MCM approach
gives more accurate results, i.e., both weighted sum MCM
and joint MCM perform better than MM. We show the re-
constructions of three conditional distributions in Fig. 9 for
the case when M = 5, where the plots refer to the condi-
tions (from left to right) DNA = 1, DNA.P1 = 1 and
DNA.P2 = 1. The reconstruction of the marginal distribu-
tion obtained using weighted sum MCM is shown together
with the approximation error in Fig. 9 (left and right plot).
We observe that the approximation error is large in this case.
In Fig. 9 we also plot the marginal distribution of P2 where
the mismatch for the first peak of the distribution can be
explicitly seen. The reconstruction process for the exclu-
sive switch model takes more time than for gene expression
model because of a much larger support. The running time
of the one-dimensional reconstruction is up to 3 seconds
and in the two-dimensional case is up to 5 minutes. Again,
here the bottleneck of the reconstruction procedure is the
support approximation.
Thus, the idea of decomposing the Markov process into two
parts, as done for the conditional moment equations, re-
sults in fewer equations and a more accurate description of
the process. The weighted sum of mode probabilities and
reconstructed conditional distributions seems to be partic-
ularly beneficial when systems exhibit complex behavior,
such as in the exclusive switch model.
TABLE VIII: Two-dimensional conditional protein
distributions (exclusive switch).
M q˜DNA q˜DNA.P1 q˜DNA.P2 q˜wsMCM q˜jMCM q˜MM
3 69.089 > 100 49.3173 53.8828 > 100 > 100
5 32.5258 > 100 47.1483 45.5285 24.4008 > 100
7 19.7620 > 100 12.9727 14.2448 28.2168 26.2527
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FIG. 9: Exclusive switch: the approximations of the conditional distributions of proteins P1 and P2 where DNA = 1 (a),
DNA.P1 = 1 (b) and DNA.P2 = 1 (c). The reconstructions are obtained using M = 5 moments.
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FIG. 10: Exclusive switch: the reconstruction of the marginal distribution of proteins P1 and P2 (a) obtained using
weighted sum MCM with M = 5 moments and the corresponding approxmation error (b). The one-dimensional marginal
distribution of P2 (yellow bars) and the reconstruction (black dots) are shown in (c).
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