We prove a stronger version of Curtis' classification theorem of finite subloops of the Cayley octonions O.
It is well known that all finite subgroups of C * are cyclic. Moreover, for each n there exists a unique cyclic subgroup of C * of order n.
Finite subgroups of H * can be classified up to the action of automorphism group SO 3 (R) of H. The problem is equivalent to the classification of finite subgroups of SL 2 (C). The solution of this problem is usually attributed to Jordan [1] , although we have not managed to acquire the cited paper. A more elegant answer is given by McKay [2] . He associates to each finite subgroup its McKay label, a simply-laced Dynkin diagram A n , D n , E 6 , E 7 , E 8 .
In this note we prove the following classification theorem. Let G = Aut(O) be the compact group of type G 2 . 3) both Γ and ∆ are unit loops of octavian integers.
A similar theorem was proved by R. T. Curtis [3] but the manuscript has been unpublished for 35 years. We have come by the result independently, and our proof is different. Our theorem is stronger since our classification is up to G-action, while Curtis' classification is up to an isomorphism. On the other hand, Curtis gives some additional information such as generators and relations for all finite loops [4] . We would like to thank Robert T. Curtis for providing a copy of his manuscript and Jeremy Gray for valuable discussions.
Subloops as root systems
Dynkin labels A − D − E are attached to finite subgroups of H using McKay correspondence [2, 5] . However, there is a second connection between finite subgroups and root systems [6, Lemma 2.13 ]. Any finite subgroup of H containing −1 is a root system with all roots of unit length as summarized in the following table.
McKay label
Order 2n 4(n − 2) 24 48 120
We establish a similar result for finite subloops of O in this section. We start by reminding the reader of a construction of octonions.
Let I, J and K be the standard quaternions of H with IJ = K. Then
Let us introduce unit octonions e i by e 0 = 1, e 1 = I, e 2 = J, e 3 = ω, e 4 = K, e 5 = −ωJ, e 6 = ωK, e 7 = ωI following the standard convention e i e i+1 = e i+3 , i > 0. We write O = R ⊕ L, where L is the seven-dimensional space of imaginary octonions. Projections to R and L are denoted Re and Im. Then
We are going to skip unnecessary parentheses, such as xy * x = (xy * )x = x(y * x) in the next lemma. It holds since any 2-generated subloop of Γ is associative, which follows from Artin's theorem that any 2-generated subalgebra of O is associative [7, 6.8].
Proof. We observe that
Recall that a root system is a finite subset Φ of a euclidean space such that
Since we do not set any requirement on the values of Cartan numbers 2 x, y / x, x , root lengths enjoy greater freedom, for instance, all roots of system F 4 can be of unit length in the next lemma. If Φ = Φ 1 ∪ Φ 2 are roots systems and Φ 1 ⊥ Φ 2 , then we say Φ is a direct sum of Φ 1 and Φ 2 . Irreducible systems are those without non-trivial direct sum decompositions; their classification follows the classification of finite Coxeter groups [6] .
Proof. Each element g ∈ Γ has a finite order. In particular, as soon as g k = g m , k > m, it follows that g k−m = 1. This implies that n(g) = 1, and the first statement follows from the previous lemma. For each g ∈ Γ i we have that Γ = gΓ 1 ⊕ gΓ 2 ⊕ . . . ⊕ gΓ k . Thus, gΓ 1 = Γ i and all irreducible systems have the same type. Finally, if ∆ ⊇ Γ 1 is a subloop of Γ, then ∆ = g∈∆ gΓ 1 , and each gΓ 1 must be one of irreducible subsystems Γ i .
We will need the following standard fact. 
with the same multiplication formula (1) [7, 6.3] . Choosing an isomorphism ψ :
The proof for C is similar. First, we embed C ⊆ H and C ⊆ H . Then, we find an automorphism ψ sending H to H . Finally, we derive an automorphism of H that sends ψ(C) to C .
Let us clarify the minus identity assumption. Proof. If −1 ∈ Γ, then the order of each g ∈ Γ is odd. Let ∆ be a 2-generated subloop of Γ. It is associative by Artin's theorem [7, 6.8 ]. Thus, ∆ spans a subalgebra contained in H by Lemma 3. Furthermore, the order of ∆ is odd. It follows from the classification of finite subgroups of H that ∆ is a cyclic group. Thus, Γ is commutative. By Lemma 3, the span of Γ lies in C, and the lemma follows.
Let us summarize the discussion in this section.
Lemma 5. Let Γ be a finite subloop of O. If Γ is commutative, then Γ is a cyclic subgroup of a copy of C in O. If Γ is noncommutative and associative, then Γ spans a copy of H in O and forms a root system of rank 4. If Γ is nonassociative, then Γ spans O and forms a root system of rank 8.
Proof. It immediately follows from previous lemmas.
Lemma 5 tells us that the classification of associative subloops of O is equivalent to the classification of subgroups of H. This is already known. The classification of non-associative subloops will be finished by Lemma 8 stating that a non-associative subloop is uniquely determined (up to an action of G) by the type of its root system. Now we know that such a subloop is a root system of rank 8 with irreducible components of the same type. Thus, it has to be on the following list: A 8 1 , I 2 (n) 4 (n > 2),
Before proceeding further, let us make a technical observation about Γ (n) , the set of elements of order n in Γ. We note that the sets Γ (n) can be characterised in terms of the root system
n , k and n are relatively prime}.
Existence
In this section we establish the existence of loops that form certain root systems. 1 y) and (ωx)y = ω(yx). Note that as a root system, Γ = ∆ ⊕ ω∆.
Subloops of type
We call this procedure doubling of the loop ∆ and Γ the double of ∆. Instead of ω, we can use any element ψ such that n(ψ) = 1 and ψ ⊥ Γ, so the more precise term would be the double of ∆ with respect to ω.
Using the doubling procedure, we establish existence of subloops of types A 8
Proof. A root system Φ of type A n is constructed as follows. Start with an n + 1dimensional Euclidean space with orthonormal basis ε 0 , · · · , ε n . Then take Φ to be the set of all vectors of the form 1
Suppose that a root system of type D 4 can be embedded in Φ. Then, by considering only the simple roots of D 4 , Φ must have a four-element subset {x, y 1 , y 2 , y 3 } with the y i pairwise orthogonal and with x, y i = − 1 2 . Without loss of generality we may assume x = 1 √ 2 (ε 0 − ε 1 ). Then we have
But no two vectors in either one of the two sets on the right are orthogonal. Therefore we have contradicted the pigeonhole principle.
Let Γ be a subloop of one of these two types. Let us write Γ = Γ 1 ⊕ Γ 2 (as a root system), where Γ i is an irreducible root system of rank 4 and 1 ∈ Γ 1 . By Lemma 2, Γ 1 is a subloop so it has to be a subgroup of a copy of H-but subgroups of type A 4 and B 4 do not exist.
3.2.
Subloop of type B 8 . Note that in B 8 some elements have 98 orthogonal elements (root system B 7 ) while others have just 74 (root system B 6 ⊕ A 1 ). This is impossible since multiplication by an element g ∈ Γ is an orthogonal bijection of Γ.
3.3. Subloop of type A 8 . The order of such a subloop Γ would be 72 = 2 3 3 2 . Roots in A 8 orthogonal to e form A 6 . So, |Γ (4) | = 42. The possible values of cos(α) for an angle between roots in A 8 are 0, ±1/2, ±1. This implies that possible orders of elements in Γ are 1, 2, 3, 4 and 6. In fact, |Γ (3) | = |Γ (6) | = 14.
Let us pick x, y ∈ Γ (3) such that x = y and x = y −1 . Let ∆ be the subloop generated by x and y. Since ∆ is non-commutative and associative, it is a root system of one of the types I 2 (k) 2 , k ≥ 2, D 4 , F 4 , H 4 . Since possible orders of elements in ∆ are 1, 2, 3, 4, 6, it is a root system of one of the types I 2 (2) 2 ,
The contradiction to the existence of Γ is that each of these cases is impossible. The group I 2 (2) 2 is of order 8 and has no elements of order 3 at all. The group I 2 (3) 2 is the binary dihedral of order 12. It has just 2 elements of order 3, and they are inverses of each other. Finally the group D 4 is impossible since the root system D 4 cannot be embedded into A n (Lemma 7).
3.4.
Subloop of type D 8 . The order of such a subloop Γ would be 112 = 2 4 7. By inspecting the root system, |Γ (3) | = 24. However, existence of elements of order 3 contradicts Lemma 6.
Conjugacy
Now we are ready to finish the proof of the main theorem by showing that two non-associative subloops of the same type as root systems are conjugate by an automorphism.
Lemma 8. Let Γ and ∆ be non-associative finite subloops of O. If Γ and ∆ are root systems of the same type, then there exists g ∈ G such that g(Γ) = ∆.
Proof. We know what the possible types of root systems Γ and ∆ are. Let us consider the two cases.
Case 1. Let us assume that both Γ and ∆ are of type X 2 where X is a root system of rank 4. We first prove that Γ can be written as Γ 1 ⊕ Γ 2 , where the Γ i are orthogonal root systems of type X and Γ 1 is a subloop. Let t ∈ {2, 4, 8} be the number of irreducible components of Γ. If t = 2 the result is immediate from Lemma 2. If t = 8, then Γ ∼ = A 8 1 , so the irreducible component containing 1 is {1, −1}. Pick any 2 elements x, y in Γ which do not commute. Then x, y generate (as an algebra) a copy of H and hence a loop which is of the required form by the final statement of Lemma 2. If t = 4, then the irreducible component containing 1 is a cyclic group x . Pick any y ∈ Γ not commuting with x. Then, as before, the subloop generated by x, y has the required form.
Repeat the same argument for ∆. Since G acts transitively on copies of H in O (Lemma 3) there exists g 1 ∈ G such that g 1 RΓ 1 = R∆ 1 . Since an automorphism of H can be extended to an automorphism of O, by the classification of subloops of H, we can find g 2 ∈ G such that g 2 g 1 Γ 1 = ∆ 1 . Now pick x ∈ g 2 g 1 Γ 2 and y ∈ ∆ 2 . Since the stabilizer of H in G acts transitively on the unit sphere in the orthogonal complement of H we can find g 3 ∈ Stab G (∆ 1 ) such that g 3 x = y. Clearly, g 3 g 2 g 1 Γ = ∆.
Case 2. Let us assume that both Γ and ∆ are of type E 8 . There exists a subloop of type A 8 1 in both of them. Indeed, elements orthogonal to 1 in Γ form the root system E 7 . Pick one such element, call it I. It generates a cyclic subgroup Γ 1 of order 4 that is a root system A 2 1 . Elements orthogonal to I in this E 7 form D 6 . Pick such an element J. Doubling Γ 1 with respect to J gives a subloop Γ 2 = Γ 1 ⊕ JΓ 1 that is a root system A 4 1 . Elements orthogonal to J in D 6 form the root system A 1 ⊕ D 4 . Pick an element ω there that lies in a different component than JI.
Since ω orthogonal to Γ 2 , one can again double to arrive at a subloop Γ 2 ⊕ ωΓ 2 that is a root system A 8 1 . By Case 1, there exists g 1 ∈ G that sends the A 8 1 subloop of Γ to the A 8 1 subloop ∆ 3 of ∆. Let us consider the Z-spans Z(g 1 Γ) and Z∆. These are the rings of integers containing the same ring of Gravesian integers [7] . To establish this one needs to prove that Z∆ ⊆ Q∆ 3 , 2Re(Z∆) ⊆ Z and x, x ∈ Z for all x ∈ Z∆. All of this easily follows from the fact that E 8 is simply-laced.
Both Z(g 1 Γ) and Z∆ are octavian integers since the loops of units contain E 8 . Thus, there exists g 2 ∈ G such that g 2 Z(g 1 Γ) = Z∆ [7] . Since ∆ is the loop of units in Z∆, we conclude that g 2 g 1 Γ = ∆ [7, 10.4].
Question
We believe that these finite loops could give rise to new interesting geometric objects.
Let Γ be a finite subloop of O. Let R(Γ) be the finite group generated by right multiplications by elements of Γ. It acts on O. Let X be a minimal (in a suitable sense) resolution of the quotient O/R(Γ). Does X admit a Riemannian structure with Spin 7 -holonomy?
