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a b s t r a c t
In this work, recursive formulas facilitating the computation of very complex tensor
integrals over the unit circle, are obtained by making use of the divergence theorem
and mathematical induction. Using these formulas, the integrals over the unit circle of
polynomials with any high degree are easily computed.
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1. Introduction
The mathematical formulation of many two-dimensional problems in applied mathematics and physics often leads to
linear ordinary or partial differential equations and other boundary value problems [1]. The solutions to many of these
problems require the computation of a contour integral over the unit circle. For example, one can cite the solution of
two-dimensional Laplace equations, expressed in terms of Green’s function [1], for problems encountered in electrostatics,
elastostatics and heat flow among other physical problems. Li et al. [2] and Wang et al. [3] studied the problem of a
two dimensional circular inclusion embedded within a finite circular representative volume element. They computed the
analytical expressions of the so-called Dirichlet–Eshelby tensor [2] and the Neumann–Eshelby tensor [3], respectively. Their
computations are based on the evaluation of polynomial integrals over the unit circle.
The polynomial integration over the unit circle is feasible for the case of polynomials with low degree, but when the de-
gree increases, the computation becomes intricate. In a previous paper by the first author [4], recursive formulas, facilitating
the integration of high order polynomials over the unit sphere have been obtained. These formulas are only applicable under
three-dimensional configuration. In the present work, we will follow the same technique as used in [4] to provide formulas
allowing the integration of polynomials with any high degree over the unit circle for two-dimensional configuration.
2. Preliminaries
Consider a two-dimensional configuration. A point P is defined in the global frame of reference R = (O, e1, e2), by
OP = xiei, (1)
where (x1, x2) are the global coordinates. Einstein’s convention (see [5]) is used.
By making use of the polar coordinates (r, θ), the position of the point P is expressed by
OP = r cos θe1 + sin θe2 . (2)
Consider a unit circle C1, with surface S1, centered at the origin O. The unit vector X normal to C1 is defined by
X = xiei = cos θe1 + sin θe2. (3)
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A polynomial Q of orderM is the sum ofM + 1 terms with each term defined by
Aijmn · · · s  
k indices
xixjxmxn · · · xs  
k products
0 ≤ k ≤ M. (4)
Aijmn···s is a tensor of order k, defining the constant coefficients of Q . It contracts with the tensor product of k vectors
xi, xj, xm, xn, . . . , xs. The contour integral over C1, of (4), can be seen as the tensor’s contraction between Aijmn···s and the
tensor IC
1,(k)
ijmn···s of order (k), defined by the following expression
IC
1,(k)
ijmn · · · s  
k indices
=

C1
xixjxmxn · · · xs  
k products
dl =

C1
XiXjXmXn · · · Xs  
k products
dl. (5)
Consequently, the computation of (5) is needed for the integration of (4) over C1.
3. Main results
Proposition 1. The contour integral over C1 and surface integral over S1 of the tensor product of k vectors xi, xj, xm, xn, . . . , xs,
respectively IC
1,(k)
ijmn···s and I
S1,(k)
ijmn···s are related to the following relation:
IS
1,(k)
ijmn···s =
1
(k+ 2) I
C1,(k)
ijmn···s (6)
with, IS
1,(k)
ijmn · · · s  
k indices
= S1 xixjxmxn · · · xs  
k products
ds and k is an even integer.
In the case where k is an odd integer, IS
1,(k)
ijmn···s and I
C1,(k)
ijmn···s are zero.
Proof. The demonstration is based on mathematical induction:
If k = 0, we have the following
IS
1,(0) =
∫
S1
ds = π = 1
(2+ 0) (2π) =
1
(2+ 0)

C1
dl = 1
(2+ 0) I
C1,(0). (7)
If k = 1
IS
1,(1)
i =
∫
S1
xi ds =

C1
xi dl = IC1,(1)i = 0. (8)
Suppose, if k is an even integer,
IS
1,(k)
ijmn···s =
1
(k+ 2) I
C1,(k)
ijmn···s (9)
and that IC
1,(k+1)
ijmn···s , I
S1,(k+1)
ijmn···s are zero.
Let us prove the following two points
• IS1,(k+2)ijmn···s =
1
(k+ 4) I
C1,(k+2)
ijmn···s . (10)
• IC1,(k+3)ijmn···s , IS
1,(k+3)
ijmn···s are zero.
To prove the first point, the tensor IS
1,(k+2)
ijmn···s is written as follows
IS
1,(k+2)
ijmn···s =
∫
S1
xixj · · · xs  
k+2
ds
=
∫ 1
0
r dr
∫ 2π
0
xixj · · · xs  
k+2
dθ
=
∫ 1
0
r dr
∫ 2π
0
rk+2 XiXj · · · Xs  
k+2
dθ
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=
∫ 1
0
rk+3 dr
∫ 2π
0
XiXj · · · Xs  
k+2
dθ
= 1
(k+ 4) I
C1,(k+2)
ijmn···s .
The last result is applicable for any integer k. Concerning the proof of the second point, let us apply the divergence theorem
(see [6]) to IC
1,(k+3)
ijmn···s . It follows that:
IC
1,(k+3)
ijmn···s =

C1
xixjxm · · · xs  
k+3
dl =
∫
S1
d
dxi
(xjxm · · · xs  
k+2
) ds. (11)
Using the fact that,
dxj
dxi
= δij, (12)
where δij is the Kronecker delta, Eq. (11) is written as follows:∫
S1
d
dxi
(xjxm · · · xs  
k+2
) ds = δij
∫
S1
xmxl · · · xs  
k+1
ds+ δim
∫
S1
xjxl · · · xs  
k+1
ds+ · · · + δis
∫
S1
xjxm · · · xo  
k+1
ds
  
k+2
= δijIS1,(k+1)ml···s + δimIS
1,(k+1)
jl···s + · · · + δisIS
1,(k+1)
jm···o  
k+2
= 0.
This accomplishes the demonstration. 
Proposition 2. The tensor IC
1,(k)
ijmn···s of order k verifies the following induction:
IC
1,(k+2)
ijmn···s =
1
(k+ 2)

δijIC
1,(k)
mn···s + δimIC
1,(k)
jn···s + · · · δisIC
1,(k)
mn···j  
k+1

(13)
k is an even integer.
Proof. The demonstration is based on mathematical induction.
If k = 0, by using (1), (2) and (5), the tensor IC1,(2)ij is given by
IC
1,(2)
ij =

C1
xixj dl = π [e1ie1j + e2ie2j ] = πδij. (14)
Subsequently, IC
1,(2)
ij and I
C1,(0) are related by
IC
1,(2)
ij =
1
(2+ 0)

δijIS
1,(0)

. (15)
Suppose that
IC
1,(k+2)
ijmn···s =
1
(k+ 2)

δijIC
1,(k)
mn···s + δimIC
1,(k)
jn···s + · · · δisIC
1,(k)
mn···j  
k+1

(16)
and let us demonstrate that:
IC
1,(k+4)
ijmn···s =
1
(k+ 4)

δijIC
1,(k+2)
mn···s + δimIC
1,(k+2)
jn···s + · · · δisIC
1,(k+2)
mn···j  
k+3

. (17)
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By applying the divergence theorem to IC
1,(k+4)
ijmn···s , it follows that:
IC
1,(k+4)
ijmn···s =

C1
xixj · · · ns  
k+4
dl =
∫
S1
d
dxi
(xjxm · · · xs  
k+3
) ds. (18)
By making use of (12), Eq. (18) is expressed as:∫
S1
d
dxi
(xjxm · · · xs  
k+3
) ds = δij
∫
S1
xmxn · · · xs  
k+2
ds+ δim
∫
S1
xjxn · · · xs  
k+2
ds+ · · · + δis
∫
S1
xmxn · · · xj  
k+2
ds
  
k+3
= δijIS1,(k+2)mn···s + δimIS
1,(k+2)
jn···s + · · · + δisIS
1,(k+2)
mn···j  
k+3
. (19)
Finally, by using (6), Eq. (19) is written as follows
IC
1,(k+4)
ijmn···s =
1
(k+ 4)

δijIC
1,(k+2)
mn···s + δimIC
1,(k+2)
jn···s + · · · + δisIC
1,(k+2)
mn···j  
k+3

.
This achieves the demonstration. 
4. Examples
By replacing the vectors xi, xj, xm, xn by their values, using (1) and (2), the direct integration of IC
1,(0), IC
1,(2)
ij and I
C1,(4)
ijmn
is manually feasible. However the application of (13) gives, in an easier way, the following results
IC
1,(0) = 2π;
IC
1,(2)
ij =
1
2
δijIC
1,(0) = πδij;
IC
1,(4)
ijmn =
1
4

δijIC
1,(2)
mn + δimIC
1,(2)
jn + δinIC
1,(2)
jm

= π
4

δijδmn + δimδjn + δinδjm

.
(20)
The direct integration of IC
1,(6)
ijmnrs is complicated to perform manually, but it can be computed using mathematical software.
Applying (13) leads to
IC
1,(6)
ijklpq =
π
24
δij(δklδpq + δkpδlq + δkqδlp)+ δik(δjlδpq + δjpδlq + δjqδlp)+δil(δkjδpq + δkpδjq + δkqδjp)+ δip(δklδjq + δkjδlq + δkqδlj)+
δiq(δklδpj + δkpδlj + δkjδlp)
 . (21)
Li et al. [2] and Wang et al. [3] have derived the expressions of the so called Dirichlet–Eshelby tensor and the Neu-
mann–Eshelby tensor, respectively. These expressions are obtained by considering the problem of a two dimensional (2D)
circular inclusion embedded within a finite circular representative volume element (RVE)Ω with radius H0. The computa-
tions of the Dirichlet–Eshelby and Neumann–Eshelby tensors are made based on the calculations of contour integrals over
the boundary ∂Ω . Three examples of these integrals are checked. The first example is the integral T Iijk (Eq. (53) in [3]), defined
by
T Iijk =
∫
∂Ω
1
R
niljlknplp dl. (22)
The two other examples are the integrals T IIijmn(Eq. (43) in [2]) and T
III
ijmn(Eq. (44) in [2]), defined respectively by
T IIijmn =
∫
∂Ω
1
R
(linj + ljni)nmnn dl (23)
and
T IIIijmn =
∫
∂Ω
1
R
liljlknknmnn dl. (24)
The unit vector nj outward normal to ∂Ω , is defined by nj = yj/|yj|, with yj ∈ ∂Ω . The unit vector lk is defined by lk =
(yk − xk)/R, with xi ∈ Ω and R = |yk − xk|. The vectors li and nj are also expressed by:
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li = H0R (ni − tri)
nj = RH0 lj + trj.
(25)
The unit vector ri is defined by ri = xi/|xi| and the ratio t is defined by t = |xi|/H0.
By reducing the integration field over ∂Ω to the integration over the unit circle and making use of (25), the integrals in
(22)–(24) could be expressed as a function of the tensors IC
1,(0), IC
1,(2)
ij , I
C1,(4)
ijkl and I
C1,(6)
ijklpq , in the following way:
T Iijk =
∫
∂Ω
1
R
niljlknplp dl = −trpIC1,(4)ijkp + triIC
1,(2)
jk (26)
T IIijmn =
∫
∂Ω
1
R
(linj + ljni)nmnn dl = 2t2rmrnIC1,(2)ij + t2rmriIC
1,(2)
jn + t2rirnIC
1,(2)
jm + t2rmrjIC
1,(2)
in
+ t2rjrnIC1,(2)im − 4t2rmrsIC
1,(4)
ijns − 4t2rnrsIC
1,(4)
ijms − 2t2rirsIC
1,(4)
mjns
− 2t2rjrsIC1,(4)mins + 2(1− t2)IC
1,(4)
ijmn + 8t2rr rsIC
1,(6)
ijmnrs (27)
T IIIijmn =
∫
∂Ω
1
R
liljlknknmnn dl = t2rmrnIC1,(2)ij + (1− t2)IC
1,(4)
ijmn − t2rmrsIC
1,(4)
ijns − t2rnrsIC
1,(4)
ijms + 2t2rr rsIC
1,(6)
ijmnrs . (28)
By making use of (20) and (21), tensors T Iijk, T
II
ijmn and T
III
ijmn are expressed by:
T Iijk =
∫
∂Ω
1
R
niljlknplp dl = π4 t(3riδjk − rjδik − rkδji) (29)
T IIijmn =
∫
∂Ω
1
R
(linj + ljni)nmnn dl = π6 (3− t
2)(δijδmn + δimδjn + δinδjm)+ 2π t
2
3
δijrmrn
− π t
2
3
δmnrirj + π t
2
6
(δimrjrn + δinrjrm + δjmrirn + δjnrirm) (30)
T IIIijmn =
∫
∂Ω
1
R
liljlknknmnn dl = π12 (3− 2t
2)(δijδmn + δimδjn + δinδjm)+ 2π t
2
3
δijrmrn
+ π t
2
6
δmnrirj − π t
2
12
(δimrjrn + δinrjrm + δjmrirn + δjnrirm). (31)
The last three examples show that the formula in (13) facilitates the integration of complex integrals. Li et al. [2] and Wang
et al. [3] have obtained these integrals, among others, by solving the inclusion problem with finite RVE. They have used
the expressions of IC
1,(k)
ijmn···s(0 ≤ k ≤ 6) to integrate the finite Eshelby tensor by considering a constant eigenstrain. In this
case, the computations are possible manually. However, the consideration of non uniform eigenstrain, such as polynomial
distribution,will render the calculationmore complicated. Depending on the degree of the eigenstrain, tensorial expressions
like IC
1,(k)
ijmn···s with k = 10, 12, 14, . . . ,may appear. It is impossible to compute these expressions manually and it is also very
difficult using mathematical software. However, with the formula in (13), the computation is straightforward.
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