The identification of parameters in multibody systems governed by ordinary differential equations, given noisy experimental data for only a subset of the system states, is considered in this work. The underlying optimization problem is solved using a combination of the Gauss-Newton and single-shooting methods. A homotopy transformation motivated by the theory of state observers is proposed to avoid the well-known issue of converging to a local minimum. By ensuring that the response predicted by the mathematical model is very close to the experimental data at every stage of the optimization procedure, the homotopy transformation guides the algorithm toward the global minimum. To demonstrate the efficacy of the algorithm, parameters are identified for pendulum-cart and double-pendulum systems using only one noisy state measurement in each case. The proposed approach is also compared with the linear regression method.
Introduction
In practice, it is often necessary to develop validated multibody dynamic models, whose system parameters must be estimated from experimental measurements [1] . Parameters that can require estimation include lengths, masses, inertias, and coefficients of nonlinear spring and damper elements. If only the inertial parameters are to be identified, an absolute coordinate formulation can be used so that the parameters appear linearly in the equations of motion. Linear least-square methods (linear regression) can then be used to estimate the inertial parameters given experimental data [2] [3] [4] [5] . In many robotic and multibody applications, however, it is beneficial to formulate the equations of motion in terms of joint coordinates, in which case the geometric and inertial parameters appear nonlinearly in the equations of motion-that is, the entries in the mass matrix and force vector contain products and sums of the unknown parameters. Unfortunately, it is not possible to apply the linear least-square methods unless the parameters to be identified can be completely decoupled from each other. Barycentric parameters [6] [7] [8] , which are functions of parameter groups, can be defined in such cases so that, upon substitution, the equations of motion become linear in these new parameters. The barycentric parameters can then be identified using linear regression. Note that, unless some geometric parameters are assumed to be known, it may not be possible to compute each individual inertial parameter for given values of the barycentric parameters [9] . If the goal is merely to obtain a validated multibody dynamic model, however, values of the original parameters need not be calculated explicitly. Note that values of the positions, velocities, and accelerations of all independent coordinates must be known in order to apply the linear least-square methods.
The problem of parameter identification presents several practical challenges. In many applications, the parameters themselves are nonlinear-such as l in the expression e Àlx , where x is one of the system states. To identify nonlinear parameters, or if only partial state measurements are available, a nonlinear optimization approach is required [1] . The nonlinear optimization approaches begin by determining a suitable objective function, which is typically defined to minimize the squared error between the observed and predicted system responses. The parameters being identified are then the arguments of the global minimum of the defined objective function. Note that coupled geometric and inertial parameters are not problematic when using nonlinear optimization approaches, since the sensitivity of the objective function with respect to each individual parameter is used in the optimization routine. The optimization can be performed using deterministic methods such as the Gauss-Newton [10] , steepest-descent [10] , and Levenberg-Marquardt [11] algorithms combined with a single-shooting method [1] , thereby decoupling the solution of the optimization problem from the numerical simulation. Other approaches include multiple-shooting [12, 13] and collocation [14] methods, both of which combine the optimization equations with the equations of motion.
A fundamental drawback of deterministic algorithms is their tendency to converge to a local optimum rather than the global optimum. Stochastic optimization techniques such as genetic algorithms [15] and simulated annealing [16] generally find the global optimum more reliably, but are known to be computationally expensive [17, 18] . Homotopy optimization methods [19] [20] [21] may be useful alternatives in some applications. In homotopy optimization, the optimization problem is slowly modified as a morphing parameter is gradually reduced from one to zero. The system is optimized for several values of the morphing parameter, where a value of one corresponds to a start system that is designed to be relatively easy to solve, and a value of zero corresponds to the original optimization problem. The optimum obtained using a given morphing parameter value is used as the initial guess for the next value of the morphing parameter; thus, the minimum of the objective function is tracked over the range of morphing parameter values from one to zero. In essence, the initial guess used for the original optimization problem is repeatedly refined, with the intent of obtaining an initial guess at the final stage that is sufficiently close to the global optimum. Homotopy methods are widely used in nonlinear root-finding algorithms [22, 23] , particularly when appropriate initial guesses for the roots are unavailable [24] ; in inverse kinematics problems [25] [26] [27] ; and in mechanism synthesis applications [28, 29] .
In this paper, we discuss the application of homotopy optimization to the problem of parameter identification in multibody systems, focusing on problems in which only partial state measurements are available-that is, experimental data is collected for only a subset of the independent coordinates. This work is related to that of Abarbanel et al. [12, 13] , who couple experimental data to a mathematical model in order to estimate system parameters, and is a direct extension to the homotopy work of Vyasarayani et al. [30] . Herein, we discuss two different continuation methods for tracking the optimal parameters as the morphing parameter is varied, and discuss the advantages and disadvantages of each approach. In Sec. 2, we describe the theory of homotopy optimization further; the mathematical details are provided in Sec. 3 . Three examples are presented in Sec. 4 that demonstrate the effectiveness of homotopy optimization for identifying nonlinear parameters in chaotic and multibody systems with only partial state measurements. We also compare homotopy optimization with the linear regression method. Conclusions and directions for future work are discussed in Sec. 5.
Introduction to Homotopy
Let F ðpÞ be a function we wish to minimize, and let p Ã be the point at which the function has its global minimum. Homotopy methods modify the function F ðpÞ by adding an auxiliary convex function GðpÞ, whose global minimum is known. A new function Hðp; kÞ is then constructed:
The global minimum with respect to morphing parameter k will be referred to herein as
We now decrease the value of k by a small amount dk and minimize the function Hðp; 1 À dkÞ, using 1 p Ã as the initial guess. The minimization operation can be performed using any deterministic optimization method, such as the steepest-descent, Gauss-Newton, or Levenberg-Marquardt algorithms. Once the value 1Àdk p Ã has been obtained, the value of k is further decreased to 1 À 2dk and the optimization is repeated using 1Àdk p Ã as the initial guess. This process must be repeated until k becomes zero and the original optimization problem is recovered-that is, Hðp; 0Þ ¼ FðpÞ.
The strategy of decreasing k in steps of constant size dk is known as natural parameter continuation (NPC), and is the preferred method for use in homotopy optimization [19] . Typically, a very small value of dk is selected to ensure that the curve k p Ã is closely traced as k decreases from one to zero, thereby resulting in a large number of optimizations. The differential-equation-based continuation (DEC) method [21] can also be used to trace the curve k p Ã . Note that the gradient of the objective function Hðp; kÞ is zero at the global minimum associated with each value of k:
Differentiating Eq. (2) with respect to k, we obtain the following expression:
Differential equation (3) must be integrated from k ¼ 1 to k ¼ 0 using the initial condition 1 p Ã (which is known) to obtain the series of solutions k p Ã . Provided there exists a continuous path joining the global minimum of GðpÞ to that of F ðpÞ, Eq. (3) can be integrated to obtain the global minimum 0 p Ã of F ðpÞ. In addition to the requirement of continuity, @Mð k p Ã ; kÞ=@ k p Ã must be invertible (have full rank) throughout the integration. Although the DEC method has been successfully applied to root-finding problems [22, 23] , its performance in parameter identification problems is less encouraging-particularly when approximations are involved in the generation of the continuation equations. We present the mathematical details of homotopy optimization and further explore the DEC method in Sec. 3.
Mathematical Details
Let the experimental system generating the measured data be governed by the following system of inhomogeneous ordinary differential equations (ODEs):
€ q e ¼ fðq e ; _ q e ; p e ; tÞ (4) where q e ðtÞ ¼ q 1e ðtÞ; q 2e ðtÞ; …; q ne ðtÞ ½ T contains the time series of the n independent coordinates and p e are the system parameters. We shall assume that only one state, q 1e ðtÞ, is measured experimentally over the time interval t ¼ 0; t f Â Ã . Let the mathematical model of the system that will be used for identification purposes-which may contain modeling errors-be defined as follows:
where qðtÞ ¼ q 1 ðtÞ; q 2 ðtÞ; …; q m ðtÞ ½ T . Note that there may be fewer independent coordinates in the mathematical model than there are in the experimental system (i.e., m < n), which is often the case when identifying parameters using reduced-order models. The objective is to identify the parameters p ¼ p 1 ; p 2 ; …; p l ½ T and the initial conditions rð0Þ ¼ q 2 ð0Þ; q 3 ð0Þ; …; q m ð0Þ ½ T in the mathematical model (5) such that the error between the predicted response q 1 ðtÞ and the experimental response q 1e ðtÞ is minimized. We assume zero velocity initial conditions throughout, which is reasonable since the experimental systems presented herein can all be started from rest for identification purposes.
The parameter identification problem can be described as the minimization of the following objective function:
In general, the objective function J p; rð0Þ ð Þ contains numerous local minima; the best mathematical model (5) is obtained when the parameters p correspond to the global minimum of the objective function (6) . In order to find the global minimum, we first modify the objective function by introducing a homotopy transformation
Since the shape of the objective function J p; rð0Þ; 0 ð Þ is unknown, we introduce the homotopy transformation into the equations of motion (5), not directly into the objective function:
where eðtÞ ¼ e 1 ðtÞ; e 2 ðtÞ; …; e m ðtÞ ½ T is the error vector whose k th entry is defined as e k ðtÞ ¼ q ke ðtÞ À q k ðtÞ. Since we are assuming that only one independent coordinate is measured, the error vector is simply eðtÞ ¼ e 1 ðtÞ; 0; …; 0 ½ T in this case. The transformation in Eq. (8) is motivated by the theory of high-gain observers for mechanical systems [31] , where the gains are c 1 and c 2 . Thus, the governing dynamic equation (5) have been augmented with terms that couple the experimental data to the mathematical model. The observer-like terms force the mathematical model to generate solutions that are close to those generated by the experimental system, even if the system parameters used by these two models differ. Note that any other form of observer can be used as the homotopy transformation; the suitability of a particular observer depends on the nature of the identification problem. Expressing Eq. (8) in first-order form, we obtain the following system:
where u and v are the system states. In order to study the effect of the homotopy terms, we shall presently assume that all displacements q e ðtÞ are measured and that m ¼ n. Subtracting Eq. (8) from Eq. (4), we obtain the following equation governing the dynamics of the error:
_ q e ; p e ; tÞ À hðq; _ q; p; tÞ
The error equation (10) represents a damped second-order system, and has an equilibrium at e ¼ 0. Since we can choose qð0Þ ¼ q e ð0Þ, the initial conditions of this system are eð0Þ ¼ 0.
Provided the system starts from rest, we can also assume that _ qð0Þ ¼ _ q e ð0Þ ¼ 0, though the damping term will quickly attenuate any transients generated due to differences between the experimental and model initial conditions. By choosing sufficiently high values for gains c 1 and c 2 , we can reduce the effect of the forcing terms in the dynamic equation (10) . In other words, by increasing the stiffness (c 1 ) and damping (c 2 ) of the secondorder system (10), we force it to oscillate very close to its equilibrium (i.e., eðtÞ j j < for some small value ) under the influence of the external loads fðq e ; _ q e ; p e ; tÞ À hðq; _ q; p; tÞ. When k ¼ 1, we can choose values for c 1 and c 2 that make the error eðtÞ-and, therefore, the minimum value of the objective function
If values for only a subset of the independent displacements are measured, as is generally the case, and sufficiently high gains are used, the firstorder system (9) will predict a response where the trajectories of the states that are measured in the experimental system are very close to the measured data-that is, e 1 ðtÞ j j< .
3.1 Natural Parameter Continuation. The NPC optimization algorithm proceeds as follows. The modified objective function (7) is first minimized for the case where k ¼ 1 using the Gauss-Newton method. Once the optimal parameters 1 p Ã and initial conditions 1 rð0Þ Ã have been found, k is decreased by a small 2 amount dk and the optimization is repeated to obtain 1Àdk p Ã and 1Àdk rð0Þ Ã , using as initial guesses the optimal parameters and initial conditions obtained for the previous value of k. This process is repeated until k ¼ 0, whereupon the original optimization problem is recovered. The expectation is that the initial guess used in the optimization of J 0 p; 0 rð0Þ; 0 ð Þwill be sufficiently close to its global minimum so as to avoid converging to a local minimum. At each stage in the optimization process, k is held fixed and the parameters are updated using the Gauss-Newton method:
where the parenthetic superscripts indicate the iteration number, and 0 a 1 is the step size, which must be determined using a line search. The sensitivity g and Hessian H of the objective function J required by the Gauss-Newton method are computed as follows:
The Gauss-Newton method is an iterative algorithm; the update equation (11) [32] :
for j ¼ 2; 3; :::; m (15b) which are obtained by directly differentiating the first-order system (9) with respect to the parameters and initial conditions. The initial conditions for the sensitivity equations are as follows: 
where d kj is the Kronecker delta function.
3.2 Differential-Equation-Based Continuation. As discussed in Sec. 2, the DEC method can also be used to trace the paths of k p Ã and k rð0Þ Ã , which are the roots of the equations
with respect to k, we obtain the following differential equations:
The DEC approach involves integrating the differential equations described by Eq. (18) 
For the problems considered in this work, dk ¼ 0:1 was found to provide good results. 1 If the objective function is steep in the neighborhood of its global minimum, the surrounding region may correspond to only marginally larger values of the objective function, but will certainly correspond to points at which the gradient of the objective function is significantly greater than zero. Thus, even if the parameters obtained from the initial optimization step are very close to the actual system parameters, the nonzero value of g 1 p Ã ; 1 rð0Þ
Þwill introduce a significant amount of error into the DEC solution.
To proceed with the differential-equation-based continuation method, we first obtain the value of @g=@k:
which has first-order accuracy. The sensitivity of q 1 with respect to k, given by @q 1 =@k, is obtained by solving the following sensitivity differential equations:
which are obtained by directly differentiating the first-order system equations (9) with respect to k. The initial conditions for the sensitivity system (20) are as follows:
If an adaptive-step-size numerical integrator is used to solve the DEC problem (20) , an appropriate size for each step dk will be selected automatically. Unfortunately, the algorithm will fail in the presence of turning points and bifurcations in the paths of k p Ã and k rð0Þ Ã . Note that the expression for @g=@k (19) is only firstorder accurate, which may amplify errors as k progresses from 1 to 0. Increasing the accuracy of this expression involves solving second-order sensitivity equations, which would greatly increase the size of the system to be solved at each optimization step. In general, a system governed by m first-order differential equations involves integrating m Â z differential equations to obtain the first-order sensitivity information for z parameters or initial conditions (in the present example, we have l system parameters and m À 1 initial conditions, so z ¼ l þ m À 1). To compute a more accurate Hessian matrix with second-order information, we must integrate another m Â z z þ 1 ð Þ=2 equations. To determine the value of @g=@k exactly, we must integrate an additional m differential equations as well as l þ m À 1 second-order sensitivity differential equations at each iteration of the continuation procedure.
3.3
Comparison of NPC and DEC Methods. Due to the computational complexity associated with the DEC approach, as well as the difficulty of determining accurate initial conditions for the continuation problem in the presence of noise and modeling errors, we conclude that the DEC method is not a good choice for parameter identification problems. The DEC approach has been applied to the estimation of parameters in simple pendulum and mass-spring-damper systems using the approximations shown in Eqs. (13) and (19) , and was found to provide diverging parameter estimates as k was decreased. Furthermore, even if these issues were resolved, the DEC method still fails in the presence of turning points, whereupon a re-parameterization (using the pseudo-arclength method [21] , for example) would be required. In contrast, the natural parameter continuation method enables the solution k p Ã ; k rð0Þ Ã Â Ã T to jump over bifurcations and turning points due to the use of a constant step size dk, and does not require knowledge of @g=@k. Another important advantage of the NPC method is that any convergence criteria can be used to proceed to the next iteration of k; the DEC method always requires that g k p Ã ; k rð0Þ Ã ; k À Á % 0. The main drawback of the NPC method is that the user must select the step size dk, which can only be done through trial-and-error. Nevertheless, as will be shown in Sec. 4, the method is useful for identifying parameters in chaotic and multibody systems.
Results and Discussion
In this section, we apply the homotopy optimization approach to the identification of parameters in the chaotic Lorenz system as well as two open-loop multibody systems: a pendulum-cart and a double-pendulum. In the last example, we also compare the proposed approach with the linear regression method. In all cases, the NPC method is used for tracking the optimal parameters as k is decreased from 1 to 0.
Lorenz System.
To demonstrate the homotopy optimization approach, we first study the Lorenz system, which is known to be chaotic for certain parameter values. The chaotic nature of this system represents a challenging test for the proposed parameter identification algorithm, and also illustrates the application of the homotopy optimization method to a general dynamic system. The main motivation for developing multiple-shooting algorithms [33, 34] for parameter identification was to address systems with chaotic time series. In particular, since a small change in a parameter or initial condition can cause a large change in the system response, the single-shooting method may diverge during the optimization procedure if given poor initial guesses.
Using the homotopy optimization approach, the observer-like term added to the system equations ensures that the single-shooting method does not diverge from the experimental response. Also note that the implementation of the multiple-shooting approach is nontrivial, and will result in a large constrained optimization problem [35] ; the single-shooting method separates the numerical simulation from the optimization procedure, thereby resulting in a more compact implementation. By augmenting the system equations with observer-like terms in the homotopy optimization approach, the single-shooting method is made to resemble the multipleshooting method while still retaining all the advantages of the single-shooting approach. Thus, we expect the proposed approach to be suitable for identifying parameters in chaotic systems.
The equations of motion for the Lorenz system are given as follows:
We confirm that the system is chaotic when the parameters p 1e ¼ 10, p 2e ¼ 28, and p 3e ¼ 8=3 are used. The initial conditions for the experimental system are assumed to be q 1e ð0Þ ¼ 0, q 2e ð0Þ ¼ 1, and q 3e ð0Þ ¼ 1:0051. We now attempt to identify the parameters p 1 , p 2 , and p 3 using the following mathematical model:
where Eq. (23a) has been augmented with a homotopy transformation. Note that the original system (22) is recovered upon substitution of k ¼ 0 into the augmented system (23). A 10-second simulation of the experimental system (22) is performed, and data is stored for only the first state, q 1e ; the other two states are unobserved.
We first perform an optimization with k ¼ 0 fixed, using initial parameter guesses 0 p 1 ¼ 20, 0 p 2 ¼ 40, and 0 p 3 ¼ 10, which are quite far from the actual values. The following objective function is minimized:
In this case, the algorithm converges to one of many local minima, where 0 p Note that we have used the MATLAB fminunc function to perform the optimization, which uses the Gauss-Newton method with a Broyden-Fletcher-Goldfarb-Shanno (BFGS) update for obtaining the Hessian information; the sensitivity information was obtained using finite differences. We now repeat the process using homotopy optimization, with c 1 ¼ 10 4 . The values of the parameter estimates (normalized relative to the actual values) and k during the optimization process are shown in Fig. 1 . Clearly, the global minimum is found; the parameters converge to 0 p
4.2 Pendulum-Cart System. We now consider the pendulumcart system shown in Fig. 2 . Using as generalized coordinates x, the displacement of the cart from static equilibrium, and h, the angle of the pendulum from the vertical, we obtain the following ODEs of motion:
where m and R are the mass and length of the pendulum, M is the mass of the cart, and k and c are the stiffness and damping coefficients of the linear spring and damper elements. We use inputs f 1 ðtÞ ¼ sinð0:6tÞ½N and f 2 ðtÞ ¼ sinð1:1tÞ½Nm to excite the system. It is assumed that only h is measured experimentally; x is treated as an unobserved state. We wish to estimate parameters k and c, as well as the initial value of the unobserved state, x(0). The experimental data is generated by solving Eqs. (25) with
1 ½Ns=m, and initial conditions hð0Þ ¼ p=6 ½rad and xð0Þ ¼ 1 ½m. Measurement noise was simulated by adding 5% white noise with zero mean to the experimental data. The identification process begins by providing an initial guess for each parameter that is to be estimated. We first apply the Gauss-Newton method without using homotopy (k ¼ 0), using ini- results, the equations of motion (25) are numerically integrated using the final parameter estimates from the homotopy optimization algorithm. As shown in Fig. 4 , a close match between the experimental and simulated responses is obtained for both the observed (h) and unobserved (x) states, as expected given the convergence of 0 k Ã , 0 c Ã , and 0 xð0Þ Ã to the true parameters.
4.3 Double-Pendulum System. Finally, we consider the double-pendulum system shown in Fig. 5 , which we model using joint coordinates h 1 and h 2 . The governing dynamic equations are as follows:
where m i and l i are the masses and lengths of the two pendula, and T i ðtÞ are torques applied at the joints. The system is excited by T 1 ðtÞ ¼ sinð1:3tÞ þ sinð2tÞ ½Nm and T 2 ðtÞ ¼ sinð0:5tÞ þ sinð1:3tÞ ½Nm. We first generate experimental data by simulating the system with m 1 ¼ 2: of the parameter estimates (normalized relative to the actual values), the normalized objective function, and k during the optimization process are shown in Fig. 6 Fig. 7 , though the increase in the objective function value when k decreases to 0 is much larger since the coupling is twice as strong when k ¼ 0:2.
For comparison purposes, we repeat the parameter identification procedure using linear regression. We first define five barycentric parameters:
, and a 5 ¼ m 2 l 2 . We can then write the equations of motion (26) in the following matrix form:
where W is given as follows:
Provided T 1 ðtÞ, T 2 ðtÞ, and all the entries in W can be obtained from experimental measurements, we can estimate the barycentric parameters using a linear least-square fitting algorithm. In this example, we have assembled the regression matrix W using 1000 data points, which were obtained by simulating the system for 1 second using a 1-millisecond sampling interval. The MATLAB lsqlin procedure was used to obtain the following estimates for the barycentric parameters: Although linear regression is one of the simplest methods of identifying parameters in multibody systems, it can only be used to estimate linear parameters. Full state measurement is also required, which may be difficult to obtain in some applications. On the other hand, general nonlinear optimization approaches can be used to estimate nonlinear parameters with only partial state measurement, but suffer from the tendency to converge to local minima. As a result, the parameter estimates obtained using such techniques are unreliable. The homotopy optimization approach, which is a modification of the classical optimization strategy, appears to be an effective alternative for identifying parameters in multibody systems.
Conclusions and Future Work
In this paper, a homotopy continuation method has been developed for identifying parameters in open-loop multibody systems governed by ODEs. Motivated by the theory of high-gain observers, the governing dynamic equations have been augmented with terms that couple the experimental data to the mathematical model. These observer-like terms force the mathematical model to generate solutions that are close to those generated by the experimental system, even if the system parameters used by the two models differ. The gain of the observer is slowly decreased using the homotopy parameter k, optimizing at each step to find the parameters that minimize the difference between the experimental data and the response predicted by the mathematical model. Natural parameter and differential-equation-based continuation methods have been examined, the former of which is more suitable for use in the present context. Three examples are presented to demonstrate the utility of the proposed approach. The problem of identifying parameters in constrained multibody systems (governed by DAEs) using homotopy optimization is currently being investigated.
