We study the dynamics of cavity solitons under the influence of spatial inhomogeneities and derive generalized equations of motions. For perturbations large compared to the soliton size we find the modulus of the soliton velocity to be proportional to the gradient of the respective perturbation and that the proportionality coefficient changes sign when the soliton peak power drives the cavity beyond the resonance. For short scale perturbations solitons may be trapped at the extrema of the inhomogeneities. Shape and stability of these trapped solitons can be quasianalytically described by means of a perturbation theory. If both types of perturbations act solitons are either trapped or move depending on the strength of the respective perturbation. In the framework of a quasiparticle approach this dynamics is governed by a differential equation that holds for particle motion in a strongly viscous fluid under the action of a constant and harmonically varying force. We also show that in addition to acquiring a velocity the very existence conditions of the solitons ͑hysteresis curve͒ are affected by both kinds of perturbations. We find good quantitative agreement between our analytical results and numerical findings, which were obtained for a two wave interaction in a cavity filled with a quadratically nonlinear material.
I. INTRODUCTION
Cavity solitons ͑CSs͒ were predicted to exist in externally driven wide-aperture nonlinear interferometers or FabryPerot resonators ͓1,2͔. Here the effects of different types of intensity-dependent nonlinearities, such as saturable absorptive ͓3͔, focusing dispersive ͓4͔, saturable focusing ͓1,5,6͔ or semiconductor ones ͓7,8͔ were investigated. In the limit of nascent bistability in the presence of modulational instability nonlinear systems can be often reduced to the SwiftHohenberg equation. This order parameter equation exhibits bright and dark solitary wave solutions ͓9͔. For a Kerr nonlinearity with self-and cross-phase modulation CSs can form as a result of symmetry breaking of the polarization state ͓10͔. Much effort has been spent on the experimental verification of these CSs in various systems. A first evidence for localized structures in nonlinear resonators was published in the mid-nineties ͓11-13͔. Later on CSs could be identified in lasers with saturable absorbers ͓14,15͔ or degenerate optical parametric mixing ͓16͔. Interesting for applications are promising results on CSs in semiconductor microresonators ͓17,18͔. It has to be emphasized that CSs share a lot of common features, as, e.g., similar evolution equations, with localized structures found in other dissipative optical systems, where feedback is not necessarily induced by a cavity. Localized structures were observed in such configurations with a liquid crystal light valve ͓19͔, binary phase slices ͓20͔, and sodium cells ͓21͔.
For a given set of parameters only a limited number of localized structures with well-defined properties exists in a cavity. This is in contrast to whole families of solitons in conservative systems. Due to their definite shape and robustness CSs are promising candidates for applications in optical information storage and processing schemes. Thus it is worthwhile to study their dynamical properties and in particular their ability to react upon external perturbations, e.g., system parameter variations. Such inhomogeneities can be used to control the position of CSs ͓3,22͔, to steer them to the point of operation or even to construct all-optical shift registers ͓23͔ and full adders ͓24͔. It was found that smooth inhomogeneities force the cavity soliton to move into the transverse direction with a velocity proportional to the local gradient of the corresponding inhomogeneity ͓3,14,21,25͔, thus obeying a sort of ''Aristotelian mechanics'' ͓26͔. The almost immediate convergence to a state with a defined velocity makes this concept particularly interesting for a precise signal steering or routing.
Practically relevant solutions require large and fast nonlinearities to reduce power requirements and cope with high repetition rate of the addressing pulses. A promising approach is the use of materials with quadratic nonlinearity ͓27͔. Recently coupled localized states of light at the fundamental frequency ͑FF͒ and corresponding second harmonic ͑SH͒ frequency were predicted to exist in intracavity second harmonic generation ͓28 -31͔ and optical parametric oscillators ͓32-40͔. The goal of the present paper is to formulate dynamical laws governing the motion of the center of mass of CSs and to study limits of the ''quasiparticle'' approach. All the numerical investigations are concentrated on cavities filled with quadratically nonlinear materials. However, similar phenomena are expected to occur in the presence of other types of nonlinearities.
As we will demonstrate, CSs respond almost locally on variations of the system parameters. Therefore the finite size of the physical system as well as the particular type of boundary conditions, which were chosen to simulate the dynamical response, play a minor role. As far as the CS does not touch the boundaries during its evolution the diameter of the cavity can be regarded to be infinite. In particular cases we have modeled the finite extent of the physical system by a Gaussian holding beam. A detailed analytical study of CSs close to system boundaries is beyond the scope of our paper.
II. EQUATIONS AND THEIR SYMMETRY
Mean field equations for a cavity with a quadratic nonlinearity were derived in ͓41-43͔. The appropriately scaled evolution equations for the FF and SH envelopes A and B are
where " Ќ 2 ϭ‫ץ‬ x 2 ϩ‫ץ‬ y 2 is the transverse Laplacian, ␥ A,B are the cavity decay rates at the FF and SH frequencies, ⌬ A,B are the frequency detunings of the external ͑holding͒ field E from the cavity resonances, and ␣ is the ratio of the effective diffraction at the FF and SH frequencies. For more details about the scaling see ͓43͔.
In principle, due to inhomogeneities of the pump profile, defects and/or curvature of mirrors and defects in nonlinear material, all parameters in Eqs. ͑1͒ can depend on the transverse coordinates x and y. In an ideal case, however, which will be used as a zero approximation in the perturbation theory developed below, one can assume that all parameters are x and y independent. Then Eqs. ͑1͒ are translationally invariant, which means that the linear spectrum of any stationary solution "A 0 (x,y),B 0 (x,y)… contains a zerofrequency Goldstone mode generated by the infinitesimal space translations and given by the gradient of the solution itself.
If the frequency of the incident field is shifted, E ϭĒ e Ϫit , the transmitted fields A and B react in a similar way. The parameters of Eqs. ͑1͒ transform according to
For the most realistic case ␣ϭ1/2 also spatial phase gradients of the holding beam can be removed. If the holding beam is tilted by an angle into x direction, i.e., EϭĒ e ix , the cavity soliton starts to move. The exact transformation of Eqs. ͑1͒ into a moving reference frame becomes
Thus oblique incidence immediately induces a transverse motion of the fields with a velocity proportional to the tilt angle .
From now on we suppose ␣ϭ 1 2 because ␣ only slightly deviates from that value in realistic configurations. Note that oblique incidence already can be treated as the case of an E with a phase inhomogeneity that can be used to steer cavity solitons into a desired direction.
III. QUADRATIC CAVITY SOLITONS WITH HOMOGENEOUS HOLDING FIELD
Quadratic cavity solitons exist both in one-and twodimensional geometries, see ͓28 -31͔ and Fig. 1 , for an example. Usually the peak intensity is higher for twodimensional than for one-dimensional solitons. This can be understood in an effective cubic limit. If diffraction of the SH wave can be neglected the process of subsequent up-and down-conversion generates a phase shift of the FF wave, which is similar to the one produced by a cubic nonlinearity. In the presence of a cubic nonlinearity two-dimensional beams tend to collapse, whereas one-dimensional field distributions are stable. Consequently in the presence of a quadratic nonlinearity much more energy is accumulated in the center of a two-dimensional CS than in that of an onedimensional one. Note that the collapse is easily eliminated by the combined action of losses and quadratic nonlinearity. For both dimensions the parameter domain, where cavity solitons exist is limited, which imposes natural restrictions on the spatial variations of the system parameters. For instance, large scale variations of the holding intensity should not exceed the limit points of the hysteresis loops of the respective cavity solitons ͓see Fig. 2͑a͔͒ . These hysteresis loops can be determined as a function of the input intensity. For example, increasing the control parameter E ͑assumed to be a constant͒ the continuous wave ͑cw͒ solution destabilizes at one limit point and stabilizes again at the other one ͑ho-mogeneous stability͒. For high holding beam intensities no FIG. 1. Amplitudes of ͑a͒ one-dimensional and ͑b͒ twodimensional cavity solitons due to a quadratic nonlinearity for ⌬ A ϭϪ3, ⌬ B ϭϪ5, ␥ A ϭ1, ␥ B ϭ0.5, and Eϭ5. stable low intensity background exists and therefore no solitons can be excited.
IV. DYNAMICS OF CAVITY SOLITONS UNDER THE ACTION OF LINEAR AND PERIODIC PERTURBATIONS

A. Large scale perturbations: Linear approximation
Figure 2͑b͒ displays an example of the domain in the (⌬ A ,⌬ B ) plane, where cavity solitons exist for a given holding amplitude. A respective shift of the effective detuning induced by a tilt of the incident beam with an angle according to Eq. ͑3͒ should not cause the soliton to leave its domain of existence. Hence to allow for steering operation with a maximum gradient the point of operation should be placed at maximum values of the FF and SH detuning. For the case displayed in Fig. 2͑b͒ any phase tilt exceeding max ϭ0.52 would destroy the soliton. The response of the soliton on other inhomogeneities cannot be deduced in a straightforward way as for phase gradients. To determine the response of the soliton to the applied gradient we develop a variant of the perturbation theory assuming that position of the soliton varies adiabatically in time, which makes perturbation expansion free from the terms with polynomial growth in time. To this end we switch to a real basis rewriting Eqs. ͑1͒ in the following general form
where we defined u ជ (x)ϭ(Re A, Im A,Re B,Im B) T , w ជ is a vector that is a nonlinear function of the fields and
is a gradient perturbation applied in x direction. The small quantity ␦ i describes the strength of the gradient perturbation. Below, we will develop a theory, which covers both one-and two-dimensional solitons. However, for the sake of simplicity the spatial dependence of the perturbations is restricted to the x variable. Therefore all dynamics considered below will be one dimensional. For the different perturbations the vector P ជ i has to be chosen accordingly: 
͑6͒
Assuming that the gradient perturbations are of the order of ⑀ (⑀Ӷ1) and the field u and the velocity v scale as u ជ ϭu ជ 0 ϩ⑀u ជ 1 ϩ••• and vϭ⑀v 1 ϩ•••, respectively, we get in the first order expansion of Eq. ͑6͒
is the Jacobian of the linearized problem of Eq. ͑6͒. The solvability condition for Eq. ͑7͒ gives
where a ជ 0 is the null vector of the adjoint Jacobian
Similar to the case of phase gradients the velocity of the soliton is proportional to the applied gradient. Due to the lack of second order time derivatives in the evolution ͓Eqs. ͑1͔͒ the soliton has no effective mass and does not need time for acceleration. It instantaneously responds to the changes in the system parameters. Generalizing Eq. ͑8͒ for two transverse dimensions we can write the following expression for a two-dimensional evolution of the soliton center: 
Here r Ќ ϭ(x,y) T , " Ќ ϭ(‫ץ‬ x ‫ץ,‬ y ) T , and Eϭ͉E(r Ќ )͉e Ϫi(r Ќ ) , ␥ A,B ϭ␥ A,B (r Ќ ), and ⌬ A,B ϭ⌬ A,B (r Ќ ) are functions of r Ќ . The first term on the right-hand side of Eq. ͑9͒ is due to the effect of a local phase tilt of the holding field and its analog can be found in Eqs. ͑3͒. The next term ͑coefficient ␤ E ) describes the inhomogeneity of the intensity of the holding field, which is unavoidable for realistic pump profiles. The coefficients ␤ ␥ A and ␤ ␥ B describe the effect of varying losses of the cavity due, e.g., to an inhomogeneous reflectivity of the mirrors. The last two terms ͑coefficients ␤ ⌬ A and ␤ ⌬ B ) account for a varying detuning at FF and SH frequencies, which can be induced by transverse variations of the cavity length due, e.g., to curved mirrors.
The coefficients in Eq. ͑9͒ can be determined numerically by solving Eqs. ͑1͒ or semianalytically by using the derivation presented above Eq. ͑8͒. In any case we found excellent agreement between the results of both methods. The dependence of the dimensionless coefficients ␤ E on the input field E for the one-dimensional soliton is shown in Fig. 3 . Vertical dashed straight lines indicate the boundaries of the cw hysteresis loop. The sign of the coefficients gives an idea of the dynamical response of the cavity soliton. It turns out that the soliton tends to move into the area of the cavity where the system is closest to resonance.
We found ␤ ⌬ A and ␤ ⌬ B to be positive in the whole parameter domain ͑see Fig. 3͒ . The intuitive explanation of this finding is based on the fact that cavity solitons exist only if both detunings are negative. While moving towards increasing detunings the soliton approaches the resonance. This has the important consequence that for a stable cavity with concave mirrors solitons tend to move to the central axis of the cavity. Hence they stay in the excited area and remain stable.
For an inhomogeneous intensity of the holding beam the response of the cavity soliton is more involved. For one-and two-dimensional solitons ͑see Figs. 3 and 4͒ the coefficient ␤ E can change from positive to negative values at a certain value of the input field EϭE s . Again this behavior can be explained by the tendency of the soliton to approach the resonance. If the input field is below E s the nonlinearly induced phase shift drives the system closer to resonance conditions. In contrast for EϾE s the soliton has already passed the resonance and tends to reduce the actual intensity. Consequently this change of sign happens for much lower intensities in the two-dimensional case, because the field enhancement at the center of that cavity soliton is much stronger. The last picture of Fig. 3 illustrates that there is also a fixed point in the case when a gradient exists in ␥ A .
Let us talk about the consequences of this finding in more detail. For local input fields below E s the soliton moves into areas with higher irradiance, whereas for fields above E s this tendency is inverted. Finally all cavity solitons concentrate at lines or points with the local holding field E s . Starting with a bell-shaped excitation with a maximum holding field less than E s any soliton will climb to the top of the beam. While increasing the holding field above E s the soliton will leave the central position. Increasing the peak power of the holding beam above the upper limit point of the hysteresis loop ͓see I s . At this point the CSs stop and fuse with other solitary waves generated before. Hence an intensity gradient can be used to generate and to eliminate CSs in all-optical processing schemes.
It is clear that in the vicinity of the fixed point the soliton should have a negative acceleration. Therefore, the previous asymptotic approach giving a constant value of the velocity should be modified, if the input field is sufficiently close to E s . Let us assume that EϭE 0 ϩ␦ E x and ͉E s ϪE 0 ͉ϳ␦ E . The position of the soliton center x 0 is an adiabatic function of the time and ‫ץ‬ t x 0 ϳ␦ E 2 is the soliton velocity. Substituting
Eqs. ͑1͒ and switching into the frame linked to the soliton center ϭx Ϫx 0 we find
͑10͒
Vectors n ជ 0,1,2 appear due to nonlinear terms of the second order and it can be shown that n ជ 0,2 () are even functions of . Multiplying the right-hand side of Eq. ͑10͒ by ␣ ជ 0 we find
shows that in the vicinity of the EϭE s velocity of the soliton is a quadratic function of the gradient, while distance d of the soliton equilibrium position from the origin (xϭ0) is inversely proportional to the gradient ␦ E . Assuming without restriction of generality that initial position of the soliton was at the origin and the strength of the pump at this point was E i , we find, from the elementary geometrical consideration, that dϭ(E s ϪE i )/␦ E . On the other hand, Eq. ͑11͒
gives dϭ͗a ជ 0 ͉ P ជ E ͘/(␦ E ͗a ជ 0 ͉n ជ 1 ͘). Comparing the two above expressions, we eliminated term containing n ជ 1 from Eq. ͑11͒ and find vϭ ͩ 1Ϫ
Thus the difference of the modified expression for velocity ͑12͒ to Eq. ͑8͒ is a prefactor linearly depending on x 0 .
B. Small scale perturbations: Fourier decomposition
The analysis of linear perturbations gives a good estimate of the response of CSs to long range fluctuations of the system parameters, which can be locally approximated by a linear expansion. However, there are a lot of perturbations with a spatial scale, which is small compared with the size of the CS. For instance, the mirrors of the resonator exhibit a certain roughness, which may considerably influence the dynamics of the nonlinear structures. Here we concentrate on the detuning, which is primarily influenced by fluctuating FIG. 5 . Generation, motion, and decay of CSs on a holding beam with a peak amplitude above the upper limit point of the hysteresis loop for ␥ A ϭ1, ␥ B ϭ0.6, ⌬ A ϭϪ4, and ⌬ B ϭϪ5. The intensity decreases from Iϭ90 at the center to I ϭ45 at the boundary linearly. The modulational instability sets in at Iϭ79.63.
properties of the mirrors. Those small scale spatial variations cannot be approximated linearly, i.e., they are not gradient. They are much better represented by a Fourier decomposition. Generally speaking, every random perturbation can be decomposed into a sum of harmonic functions of different frequencies. In what follows we investigate the response of the cavity soliton on a single harmonic modulation of a system parameter. To describe real random perturbations the same procedure has to be performed for each Fourier component separately. Here we investigate the response of the CS to the joint action of a short scale harmonic variation of the detuning and a linear increase of the holding beam intensity. Similar results can be easily obtained for perturbations of other system parameters.
We assume a periodic fluctuation of the detunings ⌬ A ϳ⌬ B ϳcos͓k(xϪxЈ)͔ and a gradient perturbation of the incident intensity in the x-direction. For this situation the basic equation is
where x 0 is the soliton position. Let us first assume a vanishing gradient perturbation ␦ E ϭ0. The periodic perturbation consists of a sum of a symmetric and an antisymmetric contribution cos͓k(ϩx 0 )͔ϭcos(kx 0 )cos(k)Ϫsin(kx 0 )sin(k). The antisymmetric contribution couples directly to the translational mode and thus causes a motion of the soliton. Only for kx 0 ϭn (n integer͒ the antisymmetric term vanishes and the soliton is at rest. In this case the cosine perturbation disturbs the soliton shape. The new soliton shape can be expressed in first order approximation as
where i are the eigenvalues of the symmetric eigenvectors e ជ i with ‫ץ‬ u w ជ ͉ u ជ 0 e ជ i ϭ i e ជ i and a ជ i are the eigenvectors of the
The expression shows that only those eigenvectors e ជ i with a small amount of the corresponding eigenvalue i contribute mainly to the changes of the soliton shape. Especially, close to the limit point of the soliton hysteresis, where one eigenvalue 1 of a symmetric eigenvector e ជ 1 passes through zero, the changes of the soliton shape may become huge. In this situation the soliton is deformed mainly in the direction of the eigenvector e ជ 1 :
Because the translational symmetry of the system is broken by the periodic perturbation a new nontrivial eigenvector arises from the original translational mode, i.e., the perturbation shifts the eigenvalue of the former translational mode from 0 ϭ0 to
For all positions n of the soliton the eigenvalue 0 has the same magnitude, but its sign variation is different for even and odd values of n ͑first term in the nominator͒. Therefore the discrete set of solitons can be classified into stable and unstable ones. If the oscillation period 2/k of the perturbation becomes small compared with the soliton width ͑corre-sponds approximately to the width of a ជ 1 ) the first term in the nominator of Eq. ͑14͒ gets small too. Consequently the eigenvalues 0 tend to degenerate again. Now we additionally include the linear perturbation of the incident intensity ␦ E 0. In the first order approximation of Eq. ͑13͒ we get the following differential equation for the soliton position x 0 :
‫ץ‬ t x 0 ϭpϪq sin͑kx 0 ͒, ͑15͒
where
can be solved analytically with two different scenarios arising. For a gradient perturbation ͉p͉Ͻ͉q͉ the dynamics is described by
where t 0 is an integration constant. Hence, the soliton reaches a stable fixpoint and remains trapped ͓see Fig. 6͑a͔͒ . In contrast if the inclination of the input intensity is large enough, ͉p͉Ͼ͉q͉ , the soliton follows the gradient ͓see Fig.  6͑b͔͒ with a velocity periodically changing as
A similiar trapping phenomenon was observed for patterns with a inclined mirror in single mirror feedback experiments in a sodium vapor cell ͓44͔.
V. EFFECTS OF WEAKLY DAMPED MODES
Until now we have concentrated on changes in the soliton speed, which are induced by a coupling of perturbations to the translational mode. However, the soliton possesses many additional nontrivial localized internal modes. The strength of the coupling of the perturbations to these modes is inverse to the respective eigenvalue and proportional to its overlap with the perturbation ͓25͔. Because the most weakly damped internal mode is usually symmetric its overlap with the gradient perturbation vanishes. Therefore variations of the shape of the soliton due to external gradients are less pronounced. We have to expand up to second order to identify their consequences. Here we investigate the influence of a gradient perturbation close to a limit point of a soliton hysteresis where the eigenvalue 1 of a symmetric nontrivial eigenmode e ជ 1 passes through zero. For the sake of simplicity we restrict ourselves to an inclination of the input field around the critical point E 0 as EϭE 0 ϩ⑀␦ E xϩ⑀ 2 E 2 , where E 2 is a measure for the distance from the critical point and serves as the control parameter. The field scales like u ជ ϭu ជ 0 ϩ⑀u ជ 1 ϩ⑀ 2 u ជ 2 ϩ•••. As above the solvability condition at the first order leads to the soliton velocity. But additionally we have to take into account the symmetric mode e ជ 1 . Therefore the field at order ⑀ is u ជ 1 ϭC ជ ϩBe ជ 1 , where ជ is given by
and the amplitude C is equal to the input field inclination ␦ E and B. In the stationary limit the amplitude B is determined at order ⑀ 2 ,
shows that the soliton hysteresis is shifted due to an inclination of the input field ␦ E with respect to the unperturbed case ␦ E ϭ0, where
Thus attention has to be paid if applying the expression for the soliton velocity ͓Eq. ͑8͔͒ close to the limit point of the soliton hysteresis. Equation ͑8͒ is only valid in the modified domain of existence of the solitons. Additionally, dynamical simulations show that the basin of attraction of solitons depends critically on the strength of the linear perturbation. For instance, an excitation of a soliton is even possible in front of the soliton hysteresis in certain parameter domains. An example is displayed in Fig. 7 . First the excited spatial structure decays but additionally shifts in the direction of the gradient of the perturbation. After some time the domain of existence of the soliton is reached and a moving soliton arises that can be described by Eq. ͑8͒.
VI. SUMMARY
Using combined numerical and asymptotic techniques we have investigated the response of CSs on spatially dependent perturbations of the system parameters. In particular, we have established laws of motion for CSs in the presence of linear and harmonic perturbations. For linear spatial variations of the input field we find critical values of the holding beam intensity, when the soliton rests in spite the presence of a inhomogeneous background field with no extrema. For a periodic perturbation superimposed on the linear gradient field we distinguished two cases, when soliton either gets trapped by the local field extremum of the periodic potential or moves along the gradient with oscillating velocity. We studied the soliton dynamics close to the boundary of its existence range, where the dynamics is determined by the interplay between the neutrally stable translational ͑asym-metric͒ and weakly stable symmetric modes of the soliton spectrum.
