We address the topic of novel view synthesis from a stereoscopic pair of images. The techniques have mainly 3 stages: the reconstruction of correspondences between the views, the estimation of the blending factor of each view for the final view, and the rendering. The state of the art has mainly focused on the correspondence topic, but little work addresses the question of which blending factors are best. The rendering methods can be classified into "direct" methods, defining the final image as a function of the original images, and "variational" methods, where the synthesized image is expressed as the solution minimising an energy. In this paper, we experiment different combinations of the blending factors and the rendering method, in order to demonstrate the effect of these two factors on the final image quality.
INTRODUCTION
Novel view synthesis from a stereoscopic pair of images has been extensively studied, for example for content creation for glasses-free 3D displays from binocular stereoscopic content. Those techniques proceed in general in 3 stages: the estimation of correspondences between the novel and the reference views, the estimation of the contribution (or weight) of each view in the final view, and the rendering method. The stereo correspondence estimation problem has been largely explored [?] , but few works have formally studied which is the "correct" leverage between the contributions of each view. We will call this leverage the "blending factors" of each view. The most common blending factors considered in the literature are the local deformation of the image introduced by the change in the view point, and the distance between the new view and the reference ones. Yet, several questions arise: How is each blending factor choice formally supported? How does the synthesized view quality depend on these blending factors? Ultimately, what blending factors should be preferred?
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In the view interpolation domain, methods can be clustered in 2 groups. The "direct" methods and the "variational" methods. Most state of the art methods are direct: the color of a pixel in the final image is given as a function of the colors of the corresponding pixels in the reference images. In the variational methods, the final image minimises an energy corresponding to a maximum a posteriori, often derived from a generative model. Using the Bayesian formalism, the blending factors between the views can be formally derived. However, those optimization techniques require heavier computations than the direct ones. We would like to know if the results obtained with these methods compensate for their computational complexity. In this article we propose a study to analyse the impact of the blending factors and the used method in the final result. We evaluate those methods on Lambertian and non-Lambertian scenes in order to see, in which case, which choice is better.
PRIOR WORK
Viewpoint interpolation methods belong to the largely studied field of image-based rendering [1] . Unstructured Lumigraph [2] introduces the desirable properties an ideal image rendering method should have: "use of geometric proxies", "unstructured input", "epipolar consistency", "minimal angular deviation", "continuity", "resolution sensitivity", "equivalent ray consistency", and finally "real-time". Moreover they state the weight of each reference image when rendering the final view. Authors also present a direct method taking into account all this desirable properties. The "minimal angular deviation" is measured with the angles between the optical rays of the rendered and reference images. The "resolution sensitivity" is enforced by computing an approximation of the Jacobian of the planar homography between the rendered and the reference image. The balance between this factors is adjusted depending on the scene. Precisely, "resolution sensitivity" has in most experiments a tiny weight compared to the "minimal angular deviation". We would like to put forward the influence of those weights in the final result.
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Fig . 1 . Rendering view D from C i using [7] . Left: resolution sensitivity will prefer C 2 to C 1 , even-though angular distance would prefer C 1 over C 2 . Right: flat scene parallel to views: all views will have the same blending factor, eventhough their angular distance is different for each of them.
the new image and the reference image. The two associated blending factors are α and (1 − α) [3, 4, 5] . Other methods measure the deformation of the image [6] , using the Jacobian of the planar homography between the rendered image and the reference image. While addressing the super-resolution problem, Wanner and Goldluecke [7] propose a very general variational method to generate images at new viewpoints. They present a generative model describing the image formation process and establishing the energy corresponding to its maximum a posteriori, using the Bayesian formalism. This formalisation brings them to derive the blending factor of the images to be given by the determinant of the Jacobian of the transformation between the final image and the reference one. While these blending factors take into account the "resolution sensitivity", the "minimal angular deviation" is overlooked. It doesn't appear in the equations and Fig. 1 illustrates two configurations showing the contradictions with [2] .
Alternative methods are proposed by [8, 9] based on the deformable meshes from Gal et al. [10] . Their main hypothesis is that artifacts introduced by mesh deformations are visually more acceptable than those produced by image blending. However, in case of important deformations of the images, it would be interesting to merge two images generated with these techniques. Unfortunately this question is avoided in their works. So, in the literature different blending factors are used, but to our knowledge, there is no study directly comparing their performance.
VIEWPOINT INTERPOLATION METHODS
All methods will have the same input: a rectified pair of stereoscopic images, 2 disparity maps with the correspondences between the views, and a value α ∈ [0, 1] corresponding to the position between the reference views to be rendered, being 0 the left image position, and 1 the right image position.
Direct Methods
The direct methods first compute the inverse transformations going from the final image to each reference image using the disparity maps and the α value. Pixels without a correspondence are labeled as invalid. This typically happens at disocclusions. The final image is generated using the color of the corresponding pixels in the reference images, and using a linear interpolation if coordinates have floating point precision.
We have chosen to study 4 different weights for the blending factors. First we consider the "classic" weight ((1 − α), α) taking into account the "minimal angular deviation". The second weight also fulfills this property. It is
. The third chosen weight ignores the "minimal angular deviation" and assigns to each image the same weight. This is done independently of the α value and the local deformation of the image transformation. The fourth weight is proportional to the local deformation of the transformation of the image, as described in [7] , |detDτ | −1 . In our case τ is the transformation given by the disparity and we compute its deformation with finite differences. In all 4 cases weights are normalized so that their sum is 1. If one of the two corresponding pixels is marked as invalid we assign a 0 weight to it, and a 1 weight to the other pixel. If both corresponding pixels are invalid, we mark the pixel as invalid. If one or both of the corresponding pixels are valid, we assign to the final pixel the weighted sum of the values. Notice that at this stage some pixels of the rendered image are labeled as invalid. We explain how we handle those cases in section 3.3. Fig. 2 . Example images from the datasets: "aloe" from [14] and "tarot", "bracelet" and "amethyst" from [15] . Table 1 . Numerical results of the comparison between real and rendered images for the datasets "tarot" and "bracelet". For each view and method we present PSNR in dB (the bigger the better the signal) and DSSIM scaled with 10 −4 (the smaller, the most similar the images are). Views (2, 3, 14 and 15) are close to the reference views. Views (8 and 9) are central viewpoints. The best value for each view is in bold, and the worse in italic.
Variational Methods
Variational methods find the image minimising an energy. Those energies have often two parts: the data term and the regularizer.
In the Bayesian formalism, the first term can be obtained by modeling the image formation process. A common hypothesis is to consider the sensor noise as a zero mean Gaussian. Its maximum a posteriori energy matches the minimum of a least squares overdetermined system. To write E data (u) we note the final image as u, the reference image i as v i , the definition domain of the images as Ω i . m i is a binary operator telling if the pixel is visible in the final image and τ i the transformation from the reference image i into the final image. ω i is the weight of the pixels of image i. Then
For the variational methods we have chosen to use two different weights. The first is the one proposed by [7] corresponding to the deformation of the transformation of the images:
The second weight is the "classic" ((1 − α) , α), taking into account the "minimal angular deviation". Although this second weight is not formally derived from a known generative model, the energy is well defined and can be minimized. Again, all weights are normalized so that their sum is 1.
Prior or regularizer
In the Bayesian formalism a prior is used in order to decide in cases where no information is available for some areas, or when several candidates for a solution are possible. In the direct methods this phenomena also arises if none of the reference images can propose information for the desired area. A "classical" prior in computer vision is the total variation [11] : E prior (u) = Γ |Du| . It has the important property to provide a convex energy and to be well suited for the gradient descend minimization techniques. In the direct methods, we fill the remaining invalid pixels with a hole filling technique to propagate valid information from the nearest neighbors. Its behaviour is similar to the role played by the prior [11] during the minimization, so it seems a fair choice in order to provide a reasonable comparison. We highlight that our goal is not to obtain the best possible images, but to provide a fair comparison between "direct" and "variational" methods.
Experiments
In order to compare the different methods and the impact of the blending factors in the final result we have used multiple datasets from the "Middlebury Stereo Dataset" [14] and the "Stanford Lightfield Archive" [15] . Fig. 2 shows examples of the used images. The first one proposes very lambertian scenes (color does not depend on the viewing angle). Each scene has 6 aligned views. We use the most distant ones (1 and 6) to generate the other 4. The second database provides more challenging scenes, including highly specular reflections, transparencies and inter-reflections. Each dataset Table 2 . Numerical results for the dataset "amethyst". Same measures as in Tab 1 are displayed.
has 256 view per scene arranged in a regular 16x16 grid. We have selected the central line (the 8th) and used its most distant viewpoints (1st and 16th) to generate the other 14. This way we can compare the original images with the generated ones. To do so we have used two state of the art measures.
The "Peak Signal to Noise Ratio" (PSNR), in dB, the bigger, the better is the signal. And the "Structural SIMilarity" (SSIM) developed to measure the visual similarity between two images. We report results with a distance based on SSIM:
, having no units. The smaller, the more similar are the images.
For the study we have used standard methods for the disparity maps computation [12] and [13] . Disparity maps obtained with [13] are not dense but we have completed them using the hole filling technique in [12] . The λ parameter in eq. 1 was empirically set to 0.15 for all experiments.
Results
We present the obtained results for the datasets "tarot", "bracelet" and "amethyst", using the disparities computed with SGBM [13] . Results with dataset "aloe" of "Middlebury Dataset" are very similar to those from "tarot" and are not presented. Results obtained with disparities computed with [12] are very close to the presented ones and are skipped.
Input images are coded in sRGB space. It is advised to convert them into RGB-linear when operating with pixel values. We tested using the sRGB and the linear versions and very similar results were obtained. Running times for direct methods are around Dataset "tarot" has a crystal ball with transparencies, violating the lambertian model. However colors on the rest of the scene do not change from one view to the other. Dataset "bracelet" has some specualr highlights on the metal, but the color difference between the left and right views is very small. Dataset "amethyst" is more complex. It has inter-reflections and highlight effects.
In Tab. 1, the difference between the methods for a fixed scene is small. PSNR and DDSIM values are very close.
In "bracelet", results of view 2 and 15 are slightly better when taking into account the "minimal angular deviation" (α, (1 − α) ) and (α 2 (1 − α) 2 ) both in direct and variational methods. This was expected as those methods are capable of better rendering the highlights. However the improvement dissipates quickly as we render the next views (3 or 14) . No significant difference between the direct and variational methods can be reported.
Notice how PSNR values on Tab. 1 ("tarot" and "bracelet") and Tab. 2 ("amethyst") are on the same order of magnitude; but DSSIM values are higher on Tab. 2 than on Tab. 1. We believe that this difference appears due to the fact that the scene is more complex, together with a greater capability of the DSSIM measure to compare the visual quality. Again, for each view, tendencies are similar as in Tab.1. However we report a significant difference between the DDSIM values of direct and variational methods. For complex scenes, variational methods are capable of better reconstructing the structure of the image.
DISCUSSION AND CONCLUSION
In this paper we have presented a study of the influence of the blending factors and the method in the result of the viewpoint interpolation techniques. We have compared several blending factors and two groups of methods, direct and variational. Conducted experiments show that for lambertian scenes, the choice of the blending factors has insignificant impact. Moreover, results obtained with direct or variational methods are equivalents, so direct methods should be preferred thanks to their simplicity. In the non-lambertian scenes, the choice of the blending factors considering the "minimal angular deviation" produce slightly better results with both direct and variational methods, although the improvements are only visible when rendering new images close to a reference view. However, the variational methods are capable of better render the structure of the image, obtaining improved results. In this case variational methods considering "minimal angular deviation" should be preferred.
In future work it would be interesting to continue this study for more general configurations: multiple input views and general position of reference and final view.
