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WEAKLY SATURATED RANDOM GRAPHS
ZSOLT BARTHA AND BRETT KOLESNIK
ABSTRACT. A graph G is weakly H-saturated if the complete graph is obtained
by iteratively completing copies of H minus an edge. We identify the threshold
pc at which the Erdo˝s–Rényi graph Gn,p is likely to be weakly H-saturated, for
all H such that H \ e is 2-balanced for every edge e ∈ H. The threshold is sharp
if this holds strictly. We also establish a general asymptotic lower bound for pc,
which holds for all graphs H, and is sharp in many cases. Our results apply for
instance when H = Kr, solving a problem of Balogh, Bollobás and Morris.
1. INTRODUCTION
The concept of weak saturation was introduced and studied in early work of
Bollobás [11]. Given graphs G and H, the graph 〈G〉H is obtained by iteratively
completing copies of H minus an edge, starting with G. Formally, set G0 = G, and
for t ≥ 1, construct Gt by adding every edge not in Gt−1 which if added creates a
new copy of H. We let 〈G〉H =⋃t Gt denote the result of this procedure. If 〈G〉H is
the complete graph on the vertex set of G, that is, if all missing edges are eventually
added, we say that G is weakly H-saturated, or that it H-percolates.
This procedure can be viewed as a type of cellular automaton [24, 26], of which
bootstrap percolation [20, 12, 25, 1, 23, 17, 6] is a well-studied example. With this
in mind, Balogh, Bollobás and Morris [7] introduced a random process called graph
bootstrap percolation, taking G above to be the Erdo˝s–Rényi [15] graph Gn,p. The
critical point pc, at which Gn,p is likely to H-percolate, is defined formally as
pc(n,H) = inf{p> 0 : P(〈Gn,p〉H = Kn)≥ 1/2}.
For r ≥ 5, pc(n,Kr) is estimated in [7] up to poly-logarithmic multiplicative factors.
Our first result shows that the threshold is sharp, answering Problem 3 in [7].
For a graph H, let vH and eH denote the number of vertices and edges in H. We
put λ = (eH −2)/(vH −2).
Theorem 1. For r ≥ 5, pc(n,Kr) =Θ(n−1/λ ).
The cases r ≥ 5 behave similarly, however very differently than r ≤ 4. Another
result of [7] estimates pc(n,K4) up to constant factors, and recent work [4, 5, 19]
shows pc ∼ 1/
√
3n logn. A graph K3-percolates if and only if it is connected,
so P(〈Gn,p〉K3 = Kn)→ exp(−e−c) if p = (logn+ c)/n by the fundamental work
[15]. All graphs K2-percolate (any missing edge is added at time t = 1) so trivially
pc(n,K2) = 0.
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The upper bound for pc proved in [7] holds for a more general class of graphs.
We note that H-percolation is trivial if vH ≤ 3 or if the minimum degree δH = 1. In
the latter case, it is easy to see (Proposition 26 in [7]) that pc essentially coincides
with the threshold for a copy of H minus an edge in Gn,p. That is, pc =Θ(n−1/λ
′
),
where λ ′ = mine∈H maxF⊂H\e eF/vF . We therefore assume throughout this work
that δH ≥ 2 and vH ≥ 4. In particular, this implies λ ≥ 1.
Definition 2. We say that a graph H is balanced if (eF −1)/(vF −2) ≤ λ for all
proper subgraphs F ⊂ H with vF ≥ 3.
This is related to the notion of a 2-balanced graph G, such that (eF −1)/(vF −2)
is maximized (over F ⊂ G with vF ≥ 3) when F = G. This concept plays a role
in [8, 13, 21, 22], for example, where the maximal number of edges in an H-free
subgraph (Turán’s problem) of Gn,p is studied. Indeed, a graph H is balanced as
above if and only if H \ e is 2-balanced, for all edges e ∈ H. It also follows that H
is connected. See Appendix A for a proof of these facts.
Balanced graphs are studied in [7], however, with the extra requirement that
eH ≥ 2(vH − 1), as this condition (implying λ ≥ 2) is used in the proof of their
Lemma 6. We find this to be unnecessary, see Lemma 18 below. For balanced
graphs, it is shown in [7] (see Proposition 3) that pc(n,H)≤ n−1/λ+o(1).
On the other hand, the lower bound (when H = Kr) relies on a so-called witness
set algorithm, which assigns to each e ∈ 〈G〉H a witness graph We ⊂G such that e ∈
〈We〉H . These graphs are defined in time with the dynamics, and most importantly,
satisfy an Aizenman–Lebowitz [1] type property (the maximum size grows by at
most a factor of eH in each time step, see Lemma 8 below) thus allowing standard
techniques from bootstrap percolation theory to intervene. A lower bound for pc is
obtained using this, together with the fact (Lemma 9 in [7]) that if H = Kr then a
witness graph on k vertices has at least λ (k−2)+1 edges. The verification of this
fact, however, is somewhat abstract and lengthy. The authors state that “the proof is
delicate, and does not seem to extend easily to other graphs.”
In this work, we present a short and simple proof (Lemma 11 below) that works
directly with the dynamics, and naturally for all graphs H. Moreover, the argument
allows for an analysis of witness graphs with a given number of edges, which is key
to finding the sharp lower bound in Theorem 1. (The upper bound is more technical,
involving two applications of the second moment method, see Section 4 below.) We
expect our techniques to be useful for analyzing graph bootstrap percolation for a
variety of graphs H.
Definition 3. For a graph H, we put
λ∗ = min
eH − eF −1
vH − vF
minimizing over all subgraphs F ⊂ H with 2≤ vF < vH .
It is easy to see that λ∗ ≤ λ , with equality if and only if H is balanced (see
Lemma 10). In Section 2.2 below, we show that a witness graph We for some
e ∈ 〈G〉H with k vertices has at least λ∗(k− vH)+ eH − 1 edges. Note that Kr is
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balanced, and so this reduces to λ (k−2)+1 in that case, recovering Lemma 9 in
[7]. A general lower bound follows.
Theorem 4. For any graph H, pc(n,H)≥Ω(n−1/λ∗(logn)1/λ∗−1).
As a result, we partially answer Problem 1 in [7].
Corollary 5. If H is balanced then pc(n,H) = n−1/λ+o(1).
We call H strictly balanced if (eF −1)/(vF −2)< λ in Definition 2. For such
graphs H, we establish a sharp threshold, partially answering Problem 2 in [7].
Theorem 6. If H is strictly balanced then pc(n,H) =Θ(n−1/λ ).
Since H = Kr is strictly balanced, for all r ≥ 5, we obtain Theorem 1 as a special
case. The graph H = K4 is balanced, but not strictly. In this case, the lower bound
given by Theorem 4 includes the correct poly-logarithmic factor. We also note
that Bayraktar and Chakraborty [9] recently studied the complete bipartite case.
Extending the arguments in [7] for H =Kr to Kr,s, they find pc up to poly-logarithmic
factors in the balanced case (partially answering Problem 5 in [7]). By Theorems 4
and 6 and Corollary 5, we recover these results (and improve the poly-logarithmic
factors in their bounds).
Bidgoli et al. [10] obtained some results when H = K2,t . For these unbalanced
graphs, even finding the correct power γ in pc = n−1/γ+o(1) remains open. In [7],
the “double barbell” H = DDr (two copies of Kr, r ≥ 4, joined by a pair of disjoint
edges) is given as an example of an (unbalanced) graph for which pc = n−1/γ+o(1),
with γ ∈ (λ ′,λ ) (recall λ ′ defined above Definition 2). We note that, in this instance,
γ = [
(r
2
)
+ 1]/r = λ∗. Towards a full solution to Problem 1 in [7], it would be
interesting to determine the class of graphs for which pc = n−1/λ∗+o(1).
2. A GENERAL LOWER BOUND
2.1. Witness graphs. In [7] the witness set algorithm (WSA) is introduced, which
assigns a witness graph We ⊂ G to each e ∈ 〈G〉H such that e ∈ 〈We〉H . These
graphs are defined in time with the dynamics. Let Et denote the set of edges in
Gt \Gt−1 added at time t. For edges e ∈ G, we put We = e. For e ∈ Et , t ≥ 1,
let We =
⋃
f∈He\eWf , where He is a copy (chosen arbitrarily if not unique) of H
completed by e at time t. Since He \ e⊂ Gt−1, the procedure is well-defined.
Definition 7. For a witness graph We, we define vW −2, the number of vertices in
We besides the endpoints of e, to be its size.
(The “size” of a graph often refers to its number of edges, however, we do not
follow this convention in the current article.)
A key property of this construction is the following Aizenman–Lebowitz [1] type
property (cf. Lemma 13 in [7]), as is easily observed.
Lemma 8. Suppose that We for some e ∈ 〈G〉H is of size at least k. Then, for some
k′ ∈ [k,eHk], there is an f ∈ 〈G〉H so that Wf is of size k′.
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Proof. Let Mt be the maximal size of a witness graph Wf , for f ∈ Gt . Note that
M0 = 0 and M1 = vH −2 (assuming E1 6= /0). Then for any e ∈ Et+1, t ≥ 1, We is of
size at most vH −2+(eH −1)Mt ≤ eHMt , since Mt ≥M1 = vH −2. 
In [7] a lower bound for pc, in the special case of H = Kr, is obtained using this
observation together with a lower bound for the number of edges in a witness graph.
Specifically, it is shown that if We is of size k, then it has at least λk+1 edges. To
this end, a certain reparametrization of WSA, called the red edge algorithm (REA), is
introduced that is more amenable to analysis. This procedure describes the formation
of We one step at a time: Slow down the dynamics so that edges e1, . . . ,em = e are
added in order, until finally e is added. In the jth step, a copy H j of H is added, and
one of its new edges e j ∈ H j \⋃i< j Hi is colored red. Red edges are in 〈G〉H \G.
We obtain We by removing all the red edges, We =
⋃m
j=1 H j \{e j}mj=1.
2.2. REA, revisited. Recall the definition of λ∗ given in Section 1. In this section,
we prove the following result.
Proposition 9. If We is a witness graph for an edge e ∈ 〈G〉H on k ≥ vH vertices,
then We has at least λ∗(k− vH)+ eH −1 edges.
The next lemma shows, in particular, that
λ∗(k− vH)+ eH −1≥ λ∗(k−2)+1
with equality if H is balanced.
Lemma 10. We have λ∗ ≤ λ , with equality if and only if H is balanced.
Proof. The case that F = e ∈ H shows that λ∗ ≤ λ . To see the second claim, note
that, for F ⊂ H with 3≤ vF < vH ,
λ =
eH −λ (vF −2)−2
vH − vF ≤
eH − eF −1
vH − vF
if and only if λ (vF −2)≥ eF −1. 
Since Kr is balanced, and so λ∗ = λ in this case, we obtain Lemma 9 in [7] as a
special case of Proposition 9.
We note here that our general lower bound Theorem 4 for pc follows by Lemma 8
and Proposition 9.
Proof of Theorem 4. Fix e ∈ Kn. Let p = αn−1/λ∗(logn)1/λ∗−1. We show that, for
α > 0 sufficiently small, e /∈ 〈Gn,p〉H with high probability.
If e ∈ 〈Gn,p〉H then by Lemma 8 either (1) e ∈ Gn,p, (2) We is of size k ∈ [vH −
2, logn], or else, (3) some Wf is of size k′ ∈ (logn,eH logn]. By Proposition 9,
a witness graph of size k has at least λ∗k+ 1 edges. There are kO(kλ∗)k (using(n
`
) ≤ (ne/`)`) graphs with exactly λ∗k+1 edges on a given set of k+2 vertices.
Therefore, taking a union bound,
P(e ∈ 〈Gn,p〉H)≤ p+ p∑
k
kO(npλ∗kλ∗−1)k +n2 p∑
k′
k′O(npλ∗(k′)λ∗−1)k
′
≤ O[p(logn)2(1+n2+logO(α))] 1
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for α sufficiently small. 
We turn now to the proof of Proposition 9. As in [7], it is useful to consider
a sequence H1, . . . ,Hm of hyper-graphs associated with REA. After j steps, the
copies H1, . . . ,H j of H have been added. LetH j denote the uniform hyper-graph
with a hyper-edge for each Hi, i≤ j, containing all eH of its edges as vertices. We
putHe =Hm. For a connected component C in someH j, we refer to C=
⋃
Hi∈C Hi
as the corresponding component. Note that different components C1,C2 can share
vertices (but not edges).
By induction it follows that, for any e ∈ 〈G〉H , the hyper-graphHe is connected.
Indeed, simply recall that We =
⋃
f∈He\eWf , and note that each Wf has an edge
f ∈ He. Therefore we obtain Proposition 9 by the next result (which also implies
Lemma 10 in [7] as a special case, once the terminology there is unpacked).
Lemma 11. Let We be a witness graph for an edge e ∈ 〈G〉H on k ≥ vH vertices.
Then, after any number of steps of the corresponding instance of REA, any compo-
nent C has at least λ∗(vC− vH)+ eH −1 non-red edges.
Definition 12. We let V∗ ⊂ {2, . . . ,vH −1} be the set for which λ∗ is attained by
some subgraphs F ⊂ H with vF ∈ V∗. We put
ξ = min
eH − eF −1
vH − vF −λ∗
minimizing over F ⊂ H with vF ∈ {2, . . . ,vH −1}\V∗.
Proof of Lemma 11. The proof is by induction on the number of steps j taken. The
base case j = 1 is trivial, since H1 \ e1 has vH vertices and eH −1 edges. Likewise,
the same reasoning applies if in some step j > 1 a new component is created. Hence
suppose that in step j > 1, the addition of H j causes exactly h≥ 1 (edge-disjoint)
components C1, . . . ,Ch (each with at least one edge in H j) to merge with H j into
a single component C. By assumption, we assume that the Ci have ki vertices and
λ∗(ki− vH)+ eH −1+ `i non-red edges, for some `i ≥ 0. Let k denote the number
of vertices in C. Note that
k = vH +∑
i
[ki− εi−δi]
where εi is the number of vertices in Ci ∩H j, and δi is the number of vertices in
Ci∩ (⋃i′<iCi′ \H j). To complete the proof, we show that C has at least λ∗(k−vH)+
eH −1 non-red edges.
Case 1. If H j \ e j is contained in some component then necessarily h = 1, since
the components Ci are edge-disjoint. In this case, the result follows immediately,
since then k = k1 and a single red edge (and no black edge) is added to form C.
Case 2. On the other hand, suppose that no Ci contains H j \ e j. It is more
convenient to first add H j and color e j red, and then merge the Ci one at a time.
In these time-reversed dynamics, any edge in Ci∩H j that is red in Ci remains red
after merging. Initially, we have the eH −1 non-red edges in H j. In the ith sub-step,
ki− εi−δi vertices are added. Note that, by the choice of λ∗ and ξ , at least
(vH − εi)(λ∗+ξ1εi /∈V∗)+1εi=vH
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of the eH−1 edges in H j \e j are not in Ci. Therefore, since the Ci′ are edge-disjoint,
the number of non-red edges increases by at least
(2.1) λ∗(ki− εi)+ `i+(vH − εi)ξ1εi /∈V∗+1εi=vH
in the ith sub-step. Altogether C has k vertices and at least
[λ∗(k− vH)+ eH −1]+∑
i
[`i+λ∗δi+(vH − εi)ξ1εi /∈V∗+1εi=vH ]
non-red edges. 
3. LOWER BOUND FOR STRICTLY BALANCED H
In this section, we prove the lower bound in Theorem 6, showing that pc ≥
Ω(n−1/λ ) for strictly balanced graphs. Recall the quantities V∗ and ξ introduced in
Section 2.2 above, and that λ∗ = λ when H is balanced (Lemma 10). Note that H is
balanced if 2 ∈ V∗ and strictly balanced if V∗ = {2}.
3.1. Witness graph combinatorics. To establish a sharp lower bound for pc, we
must carefully consider witness graphs with any number of edges.
Definition 13. Let Wk,` denote the number of witness graphs for e = (1,2) of size
k on {1,2, . . . ,k+ 2} that can be obtained by WSA (over all possible underlying
graphs G) with exactly λk+1+ ` edges.
Informally, Wk,` counts all possible outputs We by WSA with size k and ` more
edges than the minimal number λk+1 (Proposition 9). For convenience, we fix the
vertex set and edge e.
Lemma 14. For all k and `≤ O(k), we have that Wk,` ≤ γ`kk! for some constant
γ > 1 (depending only on vH).
The first step towards proving Lemma 14 is the following observation, which
follows almost immediately by the proof of Lemma 11. We refer to steps in REA as
either Case 1 or 2 steps, as in that proof. For simplicity, we include steps in which a
new component is formed as a trivial instance of a Case 2 step.
Lemma 15. Suppose that W is a witness graph for some edge e with k vertices and
λ (k−2)+1+ ` edges. Let ξ ′ = min{1,ξ} (see Definition 12). Then there are at
most (k−2)/(vH −2)+ `/ξ ′ Case 2 steps in REA.
Proof. We show by induction that, after any number of steps of REA, any component
C with k vertices and λ (k−2)+1+ ` non-red edges is formed with at most (k−
2)/(vH −2)+ `/ξ ′ Case 2 steps. SinceHe is connected, this proves the result.
We use the notation in the proof of Lemma 11. In particular, suppose that in
the jth step of REA, components C1, . . . ,Ch are merged with H j to form a new
component C. First note if h = 0 (that is, a new component is formed) the statement
is trivial, since then C = H j has vH vertices and eH − 1 = λ (vH − 2)+ 1 non-red
edges, and is formed in a single (trivial) Case 2 step. Otherwise, suppose that h≥ 1,
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and that the Ci have ki vertices and λ (ki−2)+1+ `i edges. Assume that each Ci is
formed with at most (ki−2)/(vH −2)+ `i/ξ ′ Case 2 steps. Recall that C has
k = vH +∑
i
[ki− εi−δi]
vertices, and that in the ith sub-step, when Ci is merged with H j and
⋃
i′<iCi′ , we
add ki− εi−δi vertices and at least (using (2.1))
λ (ki− εi−δi)+ `i+λδi+ξ ′1εi>2
non-red edges. Therefore the lemma follows, noting that
(εi−2+δi)/(vH −2)≤ 1εi>2+(λ/ξ ′)δi
since εi−2≤ vH −2, (vH −2)λ = eH −2> 1 and ξ ′ ≤ 1. 
We now turn to the proof of the main result of this section.
Definition 16. A step of REA is called a tree step if it creates a new component
(the trivial case) or else, as in the proof of Lemma 11, all εi = 2 and δi = 0.
Proof of Lemma 14. Suppose that W is a witness graph contributing to Wk,`. Recall
that we assume `≤O(k). Let H ′1, . . . ,H ′M be the copies of H added in Case 2 steps of
REA (including the trivial cases, where a new component is formed). By Lemma 15,
we have M ≤O(k). Consider a disjoint unionU of M unlabelled copies of H. Note
that W is obtained by assigning each vertex in U a label in {1,2, . . . ,k+2} (thus
identifying some vertices in U ) and then coloring each edge either black or red, in
some way, as determined by REA. With this in mind, we upper bound the number
of possibilities for W as follows:
Step 1. For simplicity, we bound the number of possible edge-colorings of U by
2eH M ≤ eO(k). This allows us to not consider Case 1 steps any further.
Step 2. Next, we consider how the H ′1, . . . ,H
′
M overlap. To this end, we first
construct a weighted forest FW that encodes the contribution from tree steps. In the
jth step of REA, we add a new vertex v j if H ′j is added in a tree step; and otherwise,
we proceed to the next step of REA. Edges incident to v j are added as follows: If
some edge of H ′j was included in a previous tree step, then add an edge from v j to
vi, i< j, where vi corresponds to the most recently added such copy H ′i of H. We
also add one of e2H possible weights to this edge, to encode the way in which H
′
j and
H ′i overlap. By induction, FW is a forest. There are at most e
O(M) unlabelled forests
on M vertices, and so at most e2eH MH e
O(M) ≤ eO(k) possibilities for FW .
Step 3. The forest FW describes how copies of H added in tree steps share edges,
and thus how many (most if ` is small) of the vertices in U are to be identified.
Although the components of FW correspond to edge-disjoint unions of copies of H,
these unions may not be vertex-disjoint in W . Moreover, other overlaps are created in
non-tree steps, not accounted for by FW . However, by the proof of Lemma 11, there
are at most O(`) other vertices in U (besides those given by FW ) to be identified
with some number of vertices (some possibly in FW ) in U . Therefore, the number
of other possible identifications in U is bounded by (2vH M)O(`) ≤ eO(`k).
Altogether, we find that Wk,` ≤ eO(`k)(k+2)!≤ γ`kk! for some γ > 0. 
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3.2. The lower bound. With Lemma 14 at hand, our lower bound for pc follows
by a straightforward application of Lemma 8.
Proof of Theorem 6 (lower bound). Fix e ∈ Kn. Put p = (α/n)1/λ . We show that
for α > 0 sufficiently small, P(e ∈ 〈Gn,p〉)→ 0. Also let β > 0 be a small constant,
to be determined below.
There are at most O(kλ+1)k+2 graphs on k+2 vertices with exactly (λ+1)(k+2)
edges. Hence, the expected number of subgraphs of Gn,p with k+ 2 ≤ eHβ logn
vertices and at least (λ +1)(k+2) edges is at most
∑
k
[O(αkλ p)]k+2 ≤ O[(logn)λ+1 p] 1.
Hence, by Lemma 8, it remains to consider the cases that either (1) e ∈ Gn,p,
(2) We is of size k ≤ β logn with λk+ 1+ ` < (λ + 1)(k+ 2) edges, or else, (3)
there is a witness graph Wf of size k′ = β ′ logn, for some β ′ ∈ [β ,eHβ ], with
λk′+1+ ` < (λ +1)(k′+2) edges. Taking a union bound (similar to the proof of
Theorem 4) we find by Proposition 9 and Lemma 14 that the probability that any of
these events occur is bounded by
p+ p∑
k
∑`
≥0
αk(γk p)`+n2 p∑
k′
∑`
≥0
αk
′
(γk
′
p)`
≤ p+ eHβ logn · p(1+n2+β logα) ∑`
≥0
n(eHβ logγ−1/λ )` 1
if β logα < 1/λ −2 and β < 1/(λeH logγ). 
4. UPPER BOUND FOR STRICTLY BALANCED H
Next, we prove the upper bound in Theorem 6. We show that, for a strictly
balanced graph H, with high probability 〈Gn,p〉H = Kn, if p = (α/n)1/λ and α > 0
is sufficiently large.
Two applications of the second moment method are involved. First we show
that with probability bounded away from 0 (and tending to 1 as α → ∞) any given
edge e ∈ Kn is added in 〈Gn,p〉H due to a simple type of witness graph, which we
call a H-ladder. These graphs were considered in [7]. The main difference here is
that we consider induced H-ladders, resulting in an easier analysis of correlations
(overlapping ladders). Then we show that the events that two given edges are added
in 〈Gn,p〉H by induced H-ladders (of suitable heights) are roughly independent.
Hence, a significant proportion (tending to 1 as α → ∞) of all (n2) edges in Kn are
included in 〈Gn,p〉H . Full percolation is then easily deduced (by Turán’s Theorem
and sprinkling).
4.1. H-ladders. We consider the following type of edge-minimal witness graph,
where the associated hyper-graph is a hyper-path.
Definition 17. To form an H-ladder L of height h, take h copies Si (called steps)
of H minus two non-incident edges (called rungs) (ui−1,vi−1) and (ui,vi), for each
1≤ i≤ h. Note that Si shares a rung with Si+1, for i < h. Finally, we let L be the
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union of the Si and the top rung (uh,vh). We call (vH −2)h the size, h the height
and (u0,v0) the base of L. We often write k = (vH −2)h.
Note that L is a witness graph for its base edge of size k with λk+ 1 edges,
the minimal possible number by Proposition 9. It is convenient, although slightly
informal, to speak of vertices and edges of a ladder L that are “above” and “below”
its various rungs. In this sense, note that λ is the average number of edges “sent
down the ladder” by vertices “above” the base. See Figure 1 below.
u3
u2
u1
u0
v3
v2
v1
v0
FIGURE 1. A K5-ladder of height h = 3 and size k = (5− 2)h = 9
has k+2 = 11 vertices and λk+1 = [
(5
2
)−2]h+1 = 25 edges.
In [7] (see Lemma 6) it is shown that any subgraph X ⊂ L containing x+2< k+2
vertices of L, including those in its base, has at most λx edges. Equality is obtained
if X =
⋃
i≤h′ Si for some 1≤ h′ < h. We prove the following estimate, which bounds
the inefficiency of edge sharing in the other cases.
Since H is strictly balanced,
ξ = min
eH − eF −1
vH − vF −λ > 0
minimizing over F ⊂ H with 3≤ vF < vH . The case of F with vF = vH −1 gives
the bound ξ ≤ δH −1−λ ≤ δH −2 (recall that δH ≥ 2, and so λ ≥ 1).
Lemma 18. Let L be a ladder of size k = (vH − 2)h. Let X be a proper induced
subgraph of L that contains x vertices above the base of L. Then X has at most
λx−ξσ edges, where σ is the number of steps Si 6⊂ X of L such that X contains at
least one vertex in Si \{ui−1,vi−1}.
Note that σ = 0 if and only if x = 0 or X =
⋃
i≤h′ Si for some 1 ≤ h′ < h. This
result, in particular, implies Lemma 6 in [7] (without the condition λ ≥ 2). Also
note that we do not require that X contains the base vertices of L. This allows for an
easier inductive proof. Moreover, this result will be useful for analyzing overlapping
ladders with different bases (Lemma 20 below).
Proof. The proof is by induction on the height h of L. If x = 0 (and so also σ = 0)
the statement is trivial. Thus we assume x≥ 1.
10 Z. BARTHA AND B. KOLESNIK
Base case. If h = 1 then 1≤ x≤ vH−2 and σ = 1 (since X is proper). There are
λ (vH −2)+1 edges in L.
Case 1a. If x= vH−2, then at least one vertex in the base of L is not in X . Hence
there are at least δH −1≥ ξ +1 edges in L\X , and so at most λx−ξ in X .
Case 1b. If 1≤ x< vH −2, then there are at least (λ +ξ )(vH −2− x)+1 edges
in L\X , and so at most λx−ξ (vH −2− x)≤ λx−ξ in X .
Inductive step. Suppose h> 1. Let L′ ⊂ L be the ladder of height h−1 based at
the first rung (u1,v1) of L.
Case 2. If S1 ⊂ X or X ∩S1 ⊂ {u0,v0}, then the result follows immediately by
the inductive hypothesis applied to L′ (since in either case X ∩L′ ⊂ L′ is proper).
Case 3. Suppose that X contains x1 ≥ 1 vertices in S1 \ {u0,v0} and S1 6⊂ X .
Then, by the base case, X contains at most λx1− ξ − 1u1,v1∈X edges in S1 (since
h> 1, the edge (u1,v1) /∈ L).
Case 3a. If X ∩L′ = L′ (in which case σ = 1, and u1,v1 ∈ X) the claim follows,
since then there are λx1−ξ −1 edges in X below the first rung, λ (k−x1)+1 above,
and so λx−ξ in total.
Case 3b. Otherwise, applying the inductive hypothesis to the remaining x− x1
vertices of X in L′, it follows that there are at most λ (x− x1)−ξ (σ −1) edges in
X ∩L′. Hence L has at most λx−ξσ edges. 
4.2. H-Ladders in Gn,p. Having established the combinatorial Lemma 18, we turn
to the upper bound for pc. We first obtain a lower bound on the probability that
a given edge e ∈ Kn is the base of an H-ladder of height h in Gn,p. This gives a
lower bound on the probability that e ∈ 〈Gn,p〉H . We then verify the approximate
independence for different bases. This strategy thus involves two applications of the
second moment method. Most crucially, we restrict to the case of induced ladders.
As already discussed, this simplifies the analysis of correlations.
Lemma 19. Fix α,β > 0 such that
log2< 1/λβ < (vH −2) logα.
Put p = (α/n)1/λ and h = β logn. Then any given e ∈ Kn is the base of an induced
H-ladder of height h in Gn,p with probability at least γ−o(1), where
γ = 1− 1
αvH−2−1 .
For ease of exposition, we write quantities such as h = β logn as is, instead of
replacing them with their integer parts.
Proof. Let Nk denote the number of induced H-ladders in Gn,p of size k = (vH−2)h
with a given base e. Then (using k2 p 1)
ENk =
(n−2
k
)
k!pλk+1(1− p)(k+22 )−(λk+1) ≥ pαk(1−o(1)).
Since (vH −2) logα > 1/λβ , we have ENk 1.
Let Li, 1≤ i≤
(n−2
k
)
k!, enumerate all H-ladder subgraphs of Kn of size k based
at e. Let Ai be the event that Li is an induced subgraph of Gn,p. Following Section
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4.3 of [3], and using symmetry,
P(Nk = 0)≤ E(N
2
k )
(ENk)2
−1 = 1
ENk
+
1
(ENk)2 ∑i6= j
P(Ai∩A j)−1(4.1)
=
1
ENk
[
1+∑
i>1
P(Ai|A1)
]
−1.
Since we are considering induced subgraphs of Gn,p, for any i 6= 1, we have
P(Ai|A1) = 0 unless V (Li) 6=V (L1). Let Si, 1≤ i≤ h, denote the steps of L1.
Case 1. First, we consider the case that Li “breaks cleanly” from L1 at one of
its rungs. If Li∩L1 = e then P(Ai|A1)≤ pλk+1. Similarly, if Li∩L1 =⋃i≤h′ Si, for
some 1≤ h′ < h, then P(Ai|A1)≤ pλk′+1, where k′ = (vH −2)(h−h′). Summing
over all such Li,
1
ENk ∑P(Ai|A1)≤ (1+o(1))
h−1
∑
h′=0
α−(vH−2)h
′ ≤ 1+o(1)
1−1/αvH−2 .
Case 2. Next, we show that all other cases are of lower order. If Li does not
“break cleanly” (as above) from L1 then by Lemma 18, P(Ai|A1)≤ pλ (k−x)+1+ξσ ,
where x is the number of vertices in X = Li∩L1 above the base of L1, and σ ≥ 1 is
the number of Si 6⊂ X such that X ∩ (Si \{ui−1,vi−1}) 6= /0.
For any such Li, let s ≥ 0 be the number of maximal subgraphs ⋃h2i=h1 Si ⊂ X ,
h1 ≤ h2. Let y ≥ 0 denote the number of other vertices in X (not inside such a
subgraph). Note that s+ y≥ 1 since σ ≥ 1. We claim that
σ ≥max{1,(s−1+ y)/vH} ≥ (s+ y)/(vH +1).
To see this, note that there are at least 2(s−1)1s≥1+y vertices of X in steps Si 6⊂ X ,
since if
⋃h2
i=h1 Si ⊂ X is maximal and h1 > 1, then Sh1−1 6⊂ X and uh1−1,vh1−1 ∈ X .
Next, we claim that there are at most(h+1
2s
)
s!8s
(h
s
)(k
y
)( n
k−x
)
(k− x+ y)!≤ O(k3)s+ynk−x
ladders Li with a given x,s,y. To see this, observe that
(h+1
2s
)
bounds the number
of choices for the top and bottom rungs for the s maximal subgraphs
⋃h2
i=h1 Si ⊂ X .
Then s!8s
(h
s
)
bounds the number of ways they can be “ordered, rotated and placed”
in Li. In particular,
(h
s
)
bounds the number of possible bottom rungs in Li for these
maximal subgraphs. The final three factors bound the choices for the k−x+y other
vertices in Li and the order in which they are “placed” in Li.
Hence, summing over all such Li with a given x,s,y, we find that
1
ENk ∑P(Ai|A1)≤ α
−xO(k3)s+y pξσ  n−δ
for any δ < ξ/λ (vH +1). Since there are only O(k3) relevant x,s,y the same holds
summing over all Li (not included in Case 1).
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Therefore, combining the two cases,
1
ENk ∑i≥1
P(Ai|A1)≤ 1+o(1)1−1/αvH−2
and so
P(Nk > 0)≥ 1− 1+o(1)αvH−2−1 . 
Next, by another application of the second moment method, we show that with
high probability a significant proportion (tending to 1 as α → ∞) of edges in Kn are
bases of H-ladders in Gn,p, and so included in 〈Gn,p〉H .
Lemma 20. Fix α,β > 0 satisfying the conditions in Lemma 19 and
λβ (vH −2) logα < 1+ξ/2(vH +1).
Put p = (α/n)1/λ . Then, for any ε > 0, with high probability, there are at least
(γ− ε)(n2) edges in Kn which are bases of induced H-ladders of height h = β logn
in Gn,p.
Since ξ > 0, for any large α , there exists β satisfying the conditions on α,β in
Lemmas 19 and 20.
Proof. Let ei, 1 ≤ i ≤
(n
2
)
, enumerate the edges of Kn and let Ei denote the event
that ei is the base of an induced H-ladder of height h in Gn,p. We show that
1
[
(n
2
)
P(E1)]2
∑
i6= j
P(Ei∩E j)∼ 1
from which, together with Lemma 19, the result follows (as then the number of such
edges ∑i 1Ei , divided by its expectation
(n
2
)
P(E1), converges to 1 in probability, see
again Section 4.3 of [3] and the technique used in (4.1)).
To this end, we bound the event Ei∩E j by the union of events (1) Ei ◦E j that
there are edge-disjoint induced H-ladders of heights h based at ei and e j, and, (2)
Ei j that there is an induced ladder of height h based at e j that includes an edge of
such a ladder based at ei. By the BK Inequality and symmetry, P(Ei ◦E j)≤ P(E1)2.
It thus suffices to show that
∑
i 6= j
P(Ei j) n4.
Let L1 be a fixed H-ladder of height h in Kn based at e1, and let A1 denote the event
that L1 is an induced subgraph of Gn,p. For j > 1, let B j be the event that there is an
induced H-ladder in Gn,p of height h based at e j that includes at least one edge in
L1. Putting k = (vH −2)h, by symmetry, we have
∑
i 6= j
P(Ei j)≤ n2+kP(A1)∑
j>1
P(B j|A1)≤ n2 pαk ∑
j>1
P(B j|A1).
Hence, it suffices to show that
pαk ∑
j>1
P(B j|A1) n2.
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Finally, we bound ∑ j>1 P(B j|A1) by a union bound, considering the expected
number (conditioned on A1) of induced H-ladders L of height h based at some
e 6= e1 that include at least one edge of L1, and hence at least one vertex not in its
base e1. We take two cases, with respect to whether (as in the proof of Lemma 19)
L and L1 “intersect cleanly.” Let Si, 1≤ i≤ h, denote the steps of L1.
Case 1. If L∩L1 =⋃i≤h′ Si for some 1≤ h′ < h, then there are O(h) possibilities
for where (i.e., the height at which) L∩L1 is “placed” in L. Apart from this, by an
argument similar to that in Case 1 in proof of Lemma 19, we see that the expected
number of such L is at most
(n
2
)
O(hpαk/n2)≤ O(kpαk). The compensating factor
1/n2 here is due to the fact that there are (vH −2)h′+2 vertices in L∩L1, but only
λ (vH −2)h′ edges.
Case 2. Otherwise, if L and L1 do not “intersect cleanly” then, arguing as in
Case 2 in the proof of Lemma 19, the expected number of such L in this case is
 (n2)n−δ pαk, for any δ < ξ/λ (vH +1).
Altogether, for any such δ ,
pαk
n2 ∑j>1
P(B j|A1)≤ O[(pαk)2(kn−2+n−δ )] 1
provided that λβ (vH −2) logα < 1+ξ/2(vH +1). 
4.3. The upper bound. With Lemma 20 at hand, we obtain our upper bound for
pc by an adaptation of the argument found at the end of Section 2 in [7].
Proof of Theorem 1 (upper bound). Let G = (V,E) be a graph. If only εn vertices
v have degree dv ≥ δ (n−1), for some δ , then |E| ≤ [ε+(1− ε)δ ]
(n
2
)
. Hence, if
|E| > γ(n2), there is a set S of size |S|/n ≥ (γ − δ )/(1− δ ) so that all v ∈ S have
dv ≥ δ (n−1).
Therefore, by Lemma 20, for α > 0 large (and so γ close to 1) there is a set S
of size Ω(n) such that all neighborhoods Nv in 〈Gn,p〉H of vertices v ∈ S are of size
at least (3/4)n. Also, for α large enough, all induced subgraphs of 〈Gn,p〉H of size
n/4 contain a copy of KvH−2 by Turán’s Theorem. Hence all edges between vertices
in S are in 〈Gn,p〉H . The result now follows easily by sprinkling (as in [7]). 
APPENDIX A. SUPPLEMENTARY FACTS
We note here some basic facts about balanced graphs H. Recall Definition 2
and the definition of 2-balanced graphs below that. Also recall that we assume
throughout this work that δH ≥ 2 and vH ≥ 4. Hence eH ≥ vH .
Lemma 21. For any graph H, we have that H is balanced if and only if H \ e is
2-balanced for all edges e ∈ H.
Proof. Suppose that H \ e is 2-balanced for all edges e ∈ H. Let F be a proper
subgraph of H with vF ≥ 3. Let e∈H \F . Since H ′ =H \e is 2-balanced, it follows
that (eF −1)/(vF −2)≤ (eH ′−1)/(vH ′−2) = λ . Thus H is balanced.
On the other hand, if H is balanced, then for any proper subgraph F of some
H ′ = H \ e with vF ≥ 3, (eF −1)/(vF −2)≤ λ = (eH ′ −1)/(vH ′ −2). Thus H ′ is
2-balanced. 
14 Z. BARTHA AND B. KOLESNIK
Lemma 22. For any graph H, if H is balanced then it is connected.
Proof. Assuming that H is balanced, we show that there is at least one edge between
any two non-empty sets V1,V2 that partition the vertex set of H. Let vi and ei be
the number of vertices and edges, respectively, in the subgraph of H induced by
Vi, and e12 the number of edges in H between V1 and V2, so that eH = e1+ e2+ e12.
If either vi ≤ 2 or e1+ e2 ≤ 3 then e12 ≥ 1, since δH ≥ 2 and eH ≥ vH ≥ 4. Hence
assume that both vi ≥ 3 and e1+ e2 ≥ 4. Then both
ei−1
vi−2 ≤ λ =
e1+ e2+ e12−2
v1+ v2−2 .
Taking a weighted average, with weights vi−2, it follows that
e1+ e2−2
v1+ v2−4 ≤ λ
and so
e12 ≥
(
v1+ v2−2
v1+ v2−4 −1
)
(e1+ e2−2)> 0. 
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