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1. Introduction
Let Fq be the ﬁnite ﬁeld with q elements, θ and t be variables independent of each other. Let C∞
be the ∞-adic completion of an algebraic closure of Fq((θ−1)) and L the fraction ﬁeld of the ring
of power series in C∞[[t]] that converge on the closed unit disk. Let K := Fq(θ) and let K be the
algebraic closure of K in C∞ . Let M be a rigid analytically trivial t-motive over K . Then the natural
map
L⊗Fq(t) MB → L⊗K [t] M
is an isomorphism, where MB is the Betti realization of M . Let r be the K [t]-rank of M and m ∈
Matr×1(M) a K [t]-basis of M . Then there exists a matrix Ψ ∈ GLr(L) such that the entries of Ψ −1m
form an Fq(t)-basis of MB . Set Λ to be the ﬁeld generated by the components of Ψ over K (t). Set Γ
to be the Galois group of the Tannakian category generated by M with respect to the Betti realization
(cf. [10]). Papanikolas [10] shows that the transcendental degree of Λ over K (t) coincides with the
dimension of Γ . In this paper, we prove the v-adic analogue of this theorem, where v is a ﬁnite place
of Fq(t).
Let K/Fq be a regular extension of ﬁelds and v ∈ Fq[t] a ﬁxed monic irreducible polynomial.
For simplicity, we assume that v has degree one in this section. We set K sep[t]v := lim←−(K sep[t]/vn)
and K sep(t)v := Fq(t) ⊗Fq[t] K sep[t]v , where K sep is a separable closure of K . We also deﬁne Fq(t)v
and K (t)v in the same way. Let σ be the ring endomorphism
∑
aiti →∑aqi ti of K sep[t]. Then σ
naturally extends to an endomorphism of K sep(t)v , also denoted by σ . A ϕ-module over K (t)v is a
pair (M,ϕ) (or simply M) where M is a K (t)v -vector space and ϕ : M → M is an additive map such
that ϕ(ax) = σ(a)ϕ(x) for all a ∈ K (t)v and x ∈ M . A morphism of ϕ-modules is a K (t)v -linear map
which is compatible with the ϕ ’s. A tensor product of two ϕ-modules is deﬁned naturally.
For any ϕ-module M , we deﬁne the v-adic realization of M:
V (M) := (K sep(t)v ⊗K (t)v M)ϕ,
where ϕ acts on K sep(t)v ⊗K (t)v M by σ ⊗ϕ and (−)ϕ is the ϕ-ﬁxed part. Then there exists a natural
map
ιM : K sep(t)v ⊗Fq(t)v V (M) → K sep(t)v ⊗K (t)v M.
We can prove that ιM is injective for each ϕ-module M . A ϕ-module M is said to be K sep(t)v -trivial
if M is ﬁnite-dimensional over K (t)v and ιM is an isomorphism. Then the category of K sep(t)v -trivial
ϕ-modules over K (t)v equipped with the functor V forms a neutral Tannakian category over Fq(t)v .
For any K sep(t)v -trivial ϕ-module M , we denote by ΓM the Tannakian Galois group of the Tannakian
subcategory of K sep(t)v -trivial ϕ-modules generated by M (see Subsections 3.2 and 3.3). Note that if
M is a t-motive over K , then we can prove that K (t)v ⊗K [t] M is a K sep(t)v -trivial ϕ-module.
Let M be a ϕ-module of ﬁnite dimension over K (t)v and m ∈Matr×1(M) a K (t)v -basis of M . Then
there exists a matrix Φ ∈ Matr×r(K (t)v) such that ϕm = Φm. If M is K sep(t)v -trivial, we can take
a matrix Ψ = (Ψi j)i, j ∈ GLr(K sep(t)v ) such that Ψ −1m forms an Fq(t)v -basis of V (M). The entries
of this matrix are called v-adic periods of M , which are our main objects of study in this paper.
We set
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Then Σ is stable under the σ -action. For any Fq(t)v -algebra R and S , we set S(R) := R ⊗Fq(t)v S . If
σ acts on S , we deﬁne the σ -action on S(R) by id⊗ σ . Set Γ (R) := Autσ (Σ(R)/K (t)(R)v ) the group of
automorphisms of Σ(R) over K (t)(R)v that commute with σ . Then Γ forms a functor from the category
of Fq(t)v -algebras to the category of groups. We set
Λ := K (t)v(Ψ11,Ψ12, . . . ,Ψrr) ⊂ K sep(t)v .
Our main result in this paper is (see Lemma 4.16 and Theorems 4.14 and 5.15):
Theorem 1.1. The functor Γ is representable by a smooth aﬃne algebraic variety over Fq(t)v , also denoted
by Γ . We have an equality dimΓ = tr.degK (t)v Λ and there exists a natural isomorphism Γ → ΓM of aﬃne
group schemes over Fq(t)v .
This theorem is a v-adic analogue of Papanikolas’ Theorem 4.3.1 and 4.5.10 in [10], which treated
∞-adic objects. In this paper, we also deal the case that the degree of v is greater than one. The
proof of this theorem follows [10] closely, but since K sep(t)v is not a ﬁeld if deg v > 1, several ar-
guments here are more complicated than in [10]. Let K = Fq(θ). Papanikolas shows the equality of
the transcendental degree of the ﬁeld of periods (specialized at t = θ ) over K and the dimension
of the Tannakian Galois group using the so-called ABP-criterion proved by Anderson, Brownawell
and Papanikolas in [2]. In fact he proved an algebraic independence of Carlitz logarithms. On the
other hand, Anderson and Thakur [3] shows that the Carlitz zeta values can be written as linear
combinations of Carlitz logarithms over K . Then using these results, Chang and Yu [5] determined
the all algebraic relations among the Carlitz zeta values. These applications are our motivation of
this paper, but in this paper, we can only prove a v-adic analogue of the ABP-criterion for the rank
one case.
In Section 3, ﬁrst we review a theory of ϕ-modules in a general setting of “σ -admissible triple”
(Subsection 3.2) and construct a Tannakian category. In the v-adic case, we show that this category
is equivalent to the category of Galois representations. In Section 4, we consider Frobenius equations
over the σ -admissible triple, and construct Γ . In Section 5, we discuss the relation between Γ and
ΓM , and prove that these are isomorphic in the v-adic case. This uses the fact that the set of Fq(t)v -
valued points Γ (Fq(t)v ) is Zariski dense in Γ . Since Γ (Fq(t)v ) contains the Galois image, this is
large enough in Γ . This is an essentially different point from Papanikolas’ proof for the ∞-adic case,
in which the Zariski density is not proved and other facts are used to show this isomorphism. In
Section 6, we discuss a v-adic analogue of the ABP-criterion. In Section 7, we prove the algebraic
independence of certain “formal” polylogarithms.
2. Notations and terminology
2.1. Table of symbols
Fq := the ﬁnite ﬁeld of q elements
k¯ := a ﬁxed algebraic closure of a ﬁeld k
ksep := the separable closure of k in k¯
#S := the cardinality of a set S
Matr×s(R) := the set of r by s matrices with entries in a ring or module R
GLr(R) := the group of invertible r by r matrices with entries in a ring R
Vec(k) := the category of ﬁnite-dimensional vector spaces over a ﬁeld k
Rep(G, R) := for a ring R the category of ﬁnitely generated R-representations of an aﬃne group
scheme G over R , or for a topological ring R the category of ﬁnitely generated
continuous R-representations of a topological group G
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Let R be a ring or module and f : R → R a map. For a matrix A = (Aij)i j ∈ Matr×s(R), we denote
by f (A) the matrix ( f (Aij))i j .
Let S be a set and H a set of maps from S to itself. Then we denote by SH the subset of S
consisting of elements which are ﬁxed by H . For a map f : S → S , we set S f := S{ f } .
2.3. Base change
Let R → S be a homomorphism of commutative rings and X a scheme over R . We denote by XS :=
X ×Spec R Spec S the base change from R to S of X . We also denote by X(S) := HomSpec R(Spec S, X)
the set of S-valued points of X over R . When R and S are ﬁelds, we have a natural injection X(R) ↪→
X(S) ∼= XS(S). We always consider X(R) as a subset of XS(S) via this injection.
3. ϕ-Modules
3.1. Étale ϕ-modules
In this subsection, we recall the deﬁnitions and properties of étale ϕ-modules (cf. [7]). Let A
be a commutative ring with the unit and σ an endomorphism of A. For any A-module M , we put
σ ∗M := A ⊗A,σ M , the scalar extension of M by σ . A map ϕ : M → M is said to be σ -semilinear if
ϕ(x+ y) = ϕ(x) + ϕ(y) and ϕ(ax) = σ(a)ϕ(x) for all x, y ∈ M and a ∈ A. Then it is clear that to give
a σ -semilinear map ϕ : M → M is equivalent to giving an A-linear map ϕσ : σ ∗M → M .
Deﬁnition 3.1. A ϕ-module (M,ϕ) over (A, σ ) (or simply, M over A) is an A-module M endowed with
a σ -semilinear map ϕ : M → M . A morphism of ϕ-modules is an A-linear map which is compatible
with the ϕ ’s. When A is a noetherian ring, a ϕ-module (M,ϕ) is said to be étale if M is a ﬁnitely
generated A-module and ϕσ : σ ∗M → M is bijective.
We denote by ΦMA the category of ϕ-modules over A. When A is noetherian, we denote by
ΦMe´tA the full subcategory of ΦMA consisting of all étale ϕ-modules. For any ϕ-modules M and N ,
we denote by Homϕ(M,N) the set of morphisms of M to N in ΦMA . The pair (A, σ ) itself may be
regarded as a ϕ-module over (A, σ ) in the obvious way and it is étale.
Let Aσ [ϕ] be the ring (non commutative if σ = idA ) generated by A and an element ϕ with the
relation
ϕa = σ(a)ϕ
for each a ∈ A. Then it is clear that the category ΦMA and the category of left Aσ [ϕ]-modules are
naturally identiﬁed. Hence, the category ΦM is an Aσ -linear abelian category.
For each ϕ-module M and N , we denote by M⊗N the tensor product of M and N , which is M⊗A N
as an A-module and has a ϕ-action deﬁned by ϕ ⊗ϕ . Then the functor ⊗ is a bi-additive functor and
(A, σ ) is an identity object in ΦMA for this tensor product. Therefore the category ΦMA is an abelian
tensor category [6].
Proposition 3.2. There exists a natural isomorphism Aσ ∼= Endϕ(A) := Homϕ(A, A).
Proof. For any endomorphism f ∈ Endϕ(A), we have σ( f (1)) = ϕ( f (1)) = f (ϕ(1)) = f (σ (1)) = f (1).
Hence f (1) ∈ Aσ . Conversely for any element a ∈ Aσ , we have a map fa : A → A; x → ax. It is clear
that fa ∈ Endϕ(A). These are inverse to each other. 
Proposition 3.3. Assume that A is noetherian and σ is ﬂat. Then the category ΦMe´tA is an abelian A
σ -linear
tensor category.
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(A, σ ) is étale. Therefore it is enough to show that for each étale ϕ-modules M and N and a mor-
phism f : M → N , the kernel and cokernel of f in ΦMA are étale. Since M and N are étale and σ is
ﬂat, we have the commutative diagram
0 σ ∗(ker f )
ϕ′σ
σ ∗M
ϕM,σ
σ ∗N
ϕN,σ
σ ∗(im f )
ϕ′′σ
0
0 ker f M N im f 0,
where ϕM,σ and ϕN,σ are isomorphisms and the rows are exact. Then we have that ϕ′σ and ϕ′′σ are
isomorphism by a diagram chasing. 
Let (M,ϕM) and (N,ϕN ) be ϕ-modules over A. If ϕM,σ : σ ∗M → M is an isomorphism, we de-
ﬁne a ϕ-module Hom(M,N), whose underlying A-module is the space HomA(M,N) of A-module
homomorphisms and a ϕ-action is deﬁned by
σ ∗ HomA(M,N) → HomA
(
σ ∗M,σ ∗N
)→ HomA(M,N),
where the ﬁrst map is the natural map and the second map is deﬁned by f → ϕN,σ ◦ f ◦ϕ−1M,σ . There
exists a natural morphism of ϕ-modules evM,N : Hom(M,N) ⊗ M → N . For each M such that ϕM,σ is
an isomorphism, we set M∨ := Hom(M, A) the dual of M .
Proposition 3.4. Assume that A is noetherian and σ is ﬂat. Then for any objects M and N in ΦMe´tA , the
ϕ-module Hom(M,N) is étale, the contravariant functor
ΦMe´tA → Set; T → Homϕ(T ⊗ M,N)
is representable by Hom(M,N) and evM,N corresponds to idHom(M,N) .
Proof. Since M and N are ﬁnitely generated over A and A is noetherian, Hom(M,N) is also
ﬁnitely generated over A. Since σ is ﬂat and M is ﬁnitely presented, the map σ ∗ HomA(M,N) →
HomA(σ ∗M, σ ∗N) is an isomorphism [4, Chapter I, Section 2, Proposition 11]. Since ϕM,σ and ϕN,σ
are bijective, the ϕ-module Hom(M,N) is étale. It is clear that there exists a natural isomorphism
HomA(T ⊗ M,N) ∼= HomA(T ,Hom(M,N)) which is functorial in T . Then we can calculate that the
subspaces Homϕ(T ⊗M,N) and Homϕ(T ,Hom(M,N)) are corresponding with this isomorphism. The
last assertion is clear. 
Proposition 3.5. Assume that A is a ﬁeld. Then the categoryΦMe´tA is a rigid abelian A
σ -linear tensor category.
Proof. By Proposition 3.3, ΦMe´tA is an abelian A
σ -linear tensor category. By Proposition 3.4, ΦMe´tA has
internal homs. Therefore it is enough to show that the natural map⊗
i∈I
Hom(Mi,Ni) → Hom
(⊗
i∈I
Mi,
⊗
i∈I
Ni
)
is an isomorphism for any ﬁnite families of objects (Mi)i∈I and (Yi)i∈I , and the natural map
M → M∨∨
is an isomorphism for any object M [6]. These are true because A is a ﬁeld. 
Y. Mishiba / Journal of Number Theory 132 (2012) 2132–2165 21373.2. L-triviality
Let d be a positive integer and F ⊂ E ⊂ L ring extensions where F , E are ﬁelds and L =∏l∈Z/d Ll
is a ﬁnite product of ﬁelds. For each l, we consider Ll both as a quotient and as a subset of L in the
obvious way. Let σ : L → L be a ring endomorphism. We assume that the triple (F , E, L) satisﬁes the
following properties:
• σ(E) ⊂ E and σ(Ll) ⊂ Ll+1 for all l,
• F = Eσ = Lσ ,
• L is a separable algebra over E .
Such a triple (F , E, L) is called σ -admissible. See Lemma 3.24 for our main example. Another example
can be found in [10].
Note that the separability of L over E is used to prove the smoothness of some algebraic groups
(see Theorem 4.14), but not used in this section.
Remark 3.6. In [10], the term σ -admissible triple is deﬁned only in the case where L is a ﬁeld and
σ is an isomorphism. Thus our general setting urges us to argue with greater care than in [10] at
several points, and hence we decided not to avoid repeating similar arguments.
In this subsection, we consider ϕ-modules over (E, σ |E ). For any ϕ-module M over E , we set
V (M) := (L ⊗E M)ϕ
where ϕ acts on L ⊗E M by σ ⊗ ϕ . Then V (M) is an F -vector space and V forms a functor. We have
natural maps
ιM : L ⊗F V (M) → L ⊗E M,
ιM,l : Ll ⊗F V (M) → Ll ⊗E M for all l.
Lemma3.7. Let M be aϕ-module, and letμ1, . . . ,μm ∈ V (M). Ifμ1, . . . ,μm are linearly independent over F ,
then they are linearly independent over L (in L ⊗E M).
Proof. Assume that the lemma is not true. Then there exist m 1 and μ1, . . . ,μm ∈ V (M) such that
μ1, . . . ,μm are linearly independent over F , but linearly dependent over L. We may assume that m
is minimal among the integers which satisfy the above properties. There exist f1, . . . , fm ∈ L, not all
of them are zero, such that
∑
i f iμi = 0. We assume that f1 = (al)l ∈
∏
l Ll is non-zero. Let al0 = 0.
Then there exists an element f ′ ∈ L such that f ′ f = el0 , where el0 ∈ L is the element such that the
l0-th component is one and the other components are zero. Then we have
∑
i f
′ f iμi = 0. Therefore
we may assume that f1 = el0 . Then we have
0=
d−1∑
j=0
ϕ j
(
m∑
i=1
f iμi
)
=
m∑
i=1
d−1∑
j=0
ϕ j( f iμi) =
m∑
i=1
(
d−1∑
j=0
σ j( f i)
)
μi = μ1 +
m∑
i=2
(
d−1∑
j=0
σ j( f i)
)
μi .
Therefore we may assume that f1 = 1. Then we have
0= ϕ
(
m∑
f iμi
)
−
m∑
f iμi =
m∑(
σ( f i) − f i
)
μi =
m∑(
σ( f i) − f i
)
μi .i=1 i=1 i=1 i=2
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(μi)i over F . 
Corollary 3.8. For any ϕ-module M, the maps ιM and ιM,l are injective and we have dimF V (M) dimE M.
Proof. By Lemma 3.7, ιM is injective. It is clear that ιM is injective if and only if ιM,l are injective
for all l. Therefore ιM,l is injective and we have an inequality dimF V (M) = dimLl (Ll ⊗F V (M)) 
dimLl (Ll ⊗E M) = dimE M . 
Deﬁnition 3.9. Let M be a ﬁnite-dimensional ϕ-module over E . We say that M is L-trivial if the map
ιM is an isomorphism.
We denote by ΦMLE the full subcategory of ΦME consisting of all L-trivial ϕ-modules. Let M be
a ﬁnite-dimensional ϕ-module over E and m ∈ Matr×1(M) its E-basis. Then there exists a matrix
Φ ∈Matr×r(E) such that ϕm= Φm.
Proposition 3.10. The following conditions are equivalent:
(1) M is L-trivial,
(2) ιM,l is an isomorphism for each l,
(3) ιM,l is an isomorphism for some l,
(4) dimF V (M) = dimE M,
(5) there exists a matrix Ψ ∈ GLr(L) such that σΨ = ΦΨ .
Proof. It is clear that (1) ⇔ (2) ⇒ (3) ⇒ (4). Assume that the condition (4) is true. Then for each l,
we have dimLl (Ll ⊗F V (M)) = dimF V (M) = dimE M = dimLl (Ll ⊗E M). Therefore ιM,l is an isomor-
phism. This means that the condition (4) implies the condition (2).
Assume that the condition (1) is true. Let x be an F -basis of V (M). Since the natural map ιM :
L ⊗F V (M) → L ⊗E M is an isomorphism, there exists a matrix Ψ ∈ GLr(L) such that Ψ x = 1 ⊗ m.
Then we have
(σΨ )x= (σΨ )(ϕx) = ϕ(Ψ x) = ϕ(1⊗m) = 1⊗ ϕm= 1⊗ Φm= Φ(1⊗m) = ΦΨ x.
By Lemma 3.7, we have σΨ = ΦΨ and the condition (5) is true. Conversely, assume that the condi-
tion (5) is true. Then we have
ϕ
(
Ψ −1(1⊗m))= (σΨ )−1(1⊗ ϕm) = (ΦΨ )−1(1⊗ Φm) = Ψ −1(1⊗m).
This means that Ψ −1(1⊗m) ∈Matr×1(V (M)). Thus we have an inequality dimF V (M) dimE M and
the condition (4) is true. 
Corollary 3.11. Let M be a ﬁnite-dimensional ϕ-module over E. If M is L-trivial then M is étale.
Proof. By Proposition 3.10, there exists a matrix Ψ ∈ GLr(L) such that σΨ = ΦΨ . Since σ is injective,
we have detΦ = σ(detΨ )detΨ −1 = 0. 
Let M be an L-trivial ϕ-module over E , m ∈Matr×1(M) an E-basis of M and Φ ∈ GLr(E) a matrix
such that ϕm= Φm. By Proposition 3.10, there exists a matrix Ψ ∈ GLr(L) such that σΨ = ΦΨ .
Deﬁnition 3.12. The matrix Ψ is called a period matrix of M in L or fundamental matrix of Φ , and the
entries of Ψ are called periods of M in L.
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GLr(F ). Indeed, if σ(Ψ ′) = ΦΨ ′ then σ(Ψ −1Ψ ′) = σ(Ψ )−1σ(Ψ ′) = (ΦΨ )−1(ΦΨ ′) = Ψ −1Ψ ′ , hence
Ψ −1Ψ ′ ∈ GLr(Lσ ) = GLr(F ), and the converse is clear.
Proposition 3.13. The period matrix Ψ of M is well deﬁned from M as an element of GLr(E)\GLr(L)/GLr(F ).
Proof. Let m′ ∈ Matr×1(M) be another E-basis of M , Φ ′ ∈ GLr(E) and Ψ ′ ∈ GLr(L) matrices such
that ϕm′ = Φ ′m′ and σΨ ′ = Φ ′Ψ ′ . There exists a matrix A ∈ GLr(E) which satisﬁes m′ = Am. Then
we have ϕm′ = ϕ(Am) = σ(A)ϕm = σ(A)Φm = σ(A)ΦA−1m′ . Thus Φ ′ = σ(A)ΦA−1. We also have
σ(AΨ ) = σ(A)σ (Ψ ) = σ(A)ΦΨ = Φ ′(AΨ ). Hence we conclude that Ψ ′ ∈ AΨ · GLr(F ). 
Proposition 3.14. The entries of Ψ −1(1⊗m) forms an F -basis of V (M).
Proof. By the proof of Proposition 3.10, we have that Ψ −1(1 ⊗ m) ∈ Matr×1(V (M)). Since
dimF V (M) = dimE M = r, this is an F -basis of V (M). 
Proposition 3.15. The ϕ-module (E, σ ) is L-trivial.
Proof. We have equalities V (E) = (L ⊗E E)ϕ = Lσ = F . Therefore dimF V (E) = 1= dimE E . 
Proposition 3.16. Let M and N be L-trivialϕ-modules. Then M⊕N, M⊗N andHom(M,N) are also L-trivial.
Proof. Let m ∈ Matr×1(E) be an E-basis of M , ΦM ∈ GLr(E) the matrix such that ϕm = ΦMm and
ΨM ∈ GLr(L) a matrix which satisﬁes σΨM = ΦMΨM . We also set n ∈ Mats×1(E) an E-basis of N and
ΦN ∈ GLs(E),ΨN ∈ GLs(L) matrices which satisfy ϕn= ΦNn and σΨN = ΦNΨN . We set
m⊕ n :=
[
m
n
]
, ΦM ⊕ ΦN :=
[
ΦM 0
0 ΦN
]
and ΨM ⊕ ΨN :=
[
ΨM 0
0 ΨN
]
.
Then it is clear that m⊕n is an E-basis of M⊕N , ϕ(m⊕n) = (ΦM ⊕ΦN )(m⊕n) and σ(ΨM ⊕ΨN ) =
(ΦM ⊕ ΦN )(ΨM ⊕ ΨN ). Therefore M ⊕ N is L-trivial.
Set m ⊗ n to be an E-basis of M ⊗ N naturally obtained from m and n. Let ΦM ⊗ ΦN be the
Kronecker product of ΦM and ΦN , and ΨM ⊗ ΨN be the Kronecker product of ΨM and ΨN . Then it is
clear that ϕ(m⊗n) = (ΦM ⊗ΦN )(m⊗n) and σ(ΨM ⊗ΨN ) = (ΦM ⊗ΦN )(ΨM ⊗ΨN ). Therefore M ⊗ N
is L-trivial.
Let m∨ be the dual basis of m for M∨ . Then we have equalities ϕm∨ = (Φ−1M )trm∨ and
σ(Ψ −1M )tr = (Φ−1M )tr(Ψ −1M )tr, where Atr is the transpose of a matrix A. Therefore M∨ is L-trivial.
Since ΦMe´tE is a rigid tensor category, we have an isomorphism M
∨ ⊗ N ∼= Hom(M,N). Therefore
Hom(M,N) is L-trivial. 
Proposition 3.17. Let 0→ M ′ → M → M ′′ → 0 be an exact sequence in ΦME . If M is L-trivial, then M ′ and
M ′′ are also L-trivial.
Proof. Let κ : L ⊗F V (M) → L ⊗F V (M ′′) be the natural map and ι′′ : im(κ) → L ⊗E M ′′ be the restric-
tion of the map ιM′′ . Then we have the commutative diagram
0 L ⊗F V (M ′)
ιM′
L ⊗F V (M)
ιM
im(κ)
ι′′
0
0 L ⊗E M ′ L ⊗E M L ⊗E M ′′ 0,
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ι′′ are isomorphism by a diagram chasing. Hence M ′ and M ′′ are L-trivial. 
Proposition 3.18. The category ΦMLE is a rigid abelian F -linear tensor category.
Proof. By Proposition 3.5 and Corollary 3.11, it is enough to show that the category ΦMLE is closed
under direct sum, subquotient, tensor product and internal hom, and has an identity object for the
tensor product. By Propositions 3.15, 3.16 and 3.17, these are true. 
By Corollary 3.8, we can consider V as a functor from ΦMLE to the category of ﬁnite-dimensional
F -vector spaces Vec(F ).
Proposition 3.19. The functor V : ΦMLE → Vec(F ) is F -linear and exact.
Proof. It is clear that V is F -linear. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence in ΦMLE .
It is clear that 0 → V (M ′) → V (M) → V (M) is exact. This means that dimF V (M)  dimF V (M ′) +
dimF V (M ′′). On the other hand, we have dimF V (M) = dimE M = dimE M ′+dimE M ′′  dimF V (M ′)+
dimF V (M ′′). 
Proposition 3.20. The functor V : ΦMLE → Vec(F ) is faithful.
Proof. Let M and N be L-trivial ϕ-modules and φ : M → N a morphism in ΦME . Then we have an
exact sequence
0 V (kerφ) V (M)
V (φ)
V (N).
Therefore if V (φ) = 0 then V (kerφ) = V (M). Since M is L-trivial, we have an inequality dimE kerφ 
dimF V (kerφ) = dimF V (M) = dimE M . This means that kerφ = M and φ = 0. 
Proposition 3.21. Let M and N be L-trivial ϕ-modules. Then there exists a natural isomorphism V (M) ⊗F
V (N) → V (M ⊗ N). The functor V : ΦMLE → Vec(F ) is a tensor functor with respect to this isomorphism.
Proof. It is clear that there exists a natural isomorphism (L ⊗E M) ⊗L (L ⊗E N) ∼= L ⊗E (M ⊗ N)
which preserves ϕ-actions. By Lemma 3.7, the natural map V (M) ⊗F V (N) → (L ⊗E M) ⊗L (L ⊗E N)
is injective. Therefore we have a natural injection
V (M) ⊗F V (N) ↪→
(
(L ⊗E M) ⊗L (L ⊗E N)
)ϕ ∼= (L ⊗E (M ⊗ N))ϕ = V (M ⊗ N).
Since dimF (V (M)⊗F V (N)) = dimF V (M⊗N), this map is a bijection. It is clear that this isomorphism
is compatible with the associativity and the commutativity of tensor functors. It is also clear that
V (E) = F . Thus the functor V is a tensor functor [6, Deﬁnition 1.8]. 
Recall that a neutral Tannakian category over a ﬁeld k is a rigid abelian k-linear tensor category
C for which k ∼−→ End(1) and there exists an exact faithful k-linear tensor functor ω : C → Vec(k),
where 1 is the unit object of C [6, Deﬁnition 2.19]. Any such functor ω is said to be a ﬁber functor
for C .
Theorem 3.22. The category ΦMLE is a neutral Tannakian category over F . The functor V : ΦMLE → Vec(F ) is
a ﬁber functor for ΦMLE .
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rigid abelian F -linear tensor category. By Propositions 3.19, 3.20 and 3.21, the functor V : ΦMLE →
Vec(F ) is an exact faithful F -linear tensor functor. 
Let M be an L-trivial ϕ-module over E . We set TM to be the Tannakian subcategory of ΦMLE
generated by M , and VM : TM → Vec(F ) the restriction of the functor V . We denote by ΓM the
Tannakian Galois group of (TM , VM). For any F -algebra R , we deﬁne the functor V RM : TM → Mod(R)
by N → R ⊗F V (N), where Mod(R) is the category of ﬁnitely generated R-modules. Then by the
deﬁnition of ΓM , we have
ΓM(R) = Aut⊗
(
V RM
)
where Aut⊗(V RM) is the group of invertible natural transformations from V RM to itself which is com-
patible with the tensor products. Therefore we have a canonical injection ΓM(R) ↪→ GL(R ⊗F V (M)).
3.3. v-Adic case
Let t be a variable and v ∈ Fq[t] a ﬁxed monic irreducible polynomial of degree d. For any ﬁeld k
containing Fq , we set k[t]v := lim←−(k[t]/vn) and k(t)v := Fq(t) ⊗Fq[t] k[t]v .
Let σ be the ring endomorphism of k[t]∑
ait
i →
∑
aqi t
i .
Then σ naturally extends to an endomorphism of k(t)v , also denoted by σ . Let k′ be a splitting ﬁeld
of v over k in k¯, and we factorize v =∏l∈Z/d(t − λl) in k′[t] with λql = λl+1 for all l ∈ Z/d. Then we
have k′(t)v =∏l∈Z/d k′((t − λl)), and for any a = (∑i al,i(t − λl)i)l ∈ k′(t)v ,
σ(a) =
(∑
aql−1,i(t − λl)i
)
l
.
Lemma 3.23. For any ﬁeld k containing Fq, we have (k(t)v )σ = Fq(t)v .
Proof. Clearly, Fq(t)v = (Fq(t)v )σ ⊂ (k(t)v )σ ⊂ (k′(t)v )σ . By the explicit description of the σ -action as
above, we have (k′(t)v )σ = {(∑al,i(t−λl)i)l ∈ Fqd (t)v |aql,i = al+1,i for all l and i}. This set is isomorphic
to Fqd ((t−λl)) via the l-th projection for any l. On the other hand, we have Fq(t)v ∼= Fqd ((t−λl)). Thus
the above inclusions are all equalities. 
Fix a ﬁeld K containing Fq and assume that K ∩Fq = Fq . Note that if Fq is not algebraically closed
in K , then K (t)v may not be a ﬁeld and the situation becomes more complicated. Thus in this paper,
we always assume that K ∩ Fq = Fq .
Lemma 3.24. The triple (Fq(t)v , K (t)v , K sep(t)v ) is σ -admissible.
Proof. Since v is irreducible in K [t], K (t)v is a ﬁeld. By Lemma 3.23, we have Fq(t)v = (K (t)v )σ =
(K sep(t)v )σ . We need to check the separability. Fix an l. We need to show that K sep((t − λl))/K (t)v is
a separable ﬁeld extension. It is clear that K (t)v = K ′((t − λl)) where K ′ = K (λl). On the other hand,
K sep((t − λl))/K ′((t − λl)) is separable since K sep/K ′ is separable [9], Exercise 26.2. 
Let GK := Gal(K sep/K ) be the absolute Galois group of K . Then GK acts on K sep[t] in an
obvious way. This action naturally extends to an action on K sep(t)v . For each τ ∈ GK and a =
(
∑
i al,i(t − λl)i)l ∈
∏
l K
sep((t − λl)), we have
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i
τal+n,i(t − λl)i
)
l
,
where n ∈ Z/d is an element such that τ |Fqd = σ |−nFqd . It is clear that this action is compatible with σ .
From now on, we consider ϕ-modules over the σ -admissible triple (Fq(t)v , K (t)v , K sep(t)v ). Let
M be an étale ϕ-module over K (t)v . The Galois group GK acts on K sep(t)v ⊗M continuously by τ ⊗ id
for each τ ∈ GK . Since this action is compatible with σ , the Fq(t)v -subspace V (M) is GK -stable. We
denote by V K (M) this Galois representation. Conversely for any object V of Rep(GK ,Fq(t)v), we set
D(V ) := (K sep(t)v ⊗Fq(t)v V )GK ,
where GK acts on K sep(t)v ⊗Fq(t)v V by τ ⊗ τ for τ ∈ GK . Then we can deﬁne a ϕ-action on D(V ) by
σ ⊗ id.
Let M0 be an étale ϕ-module over K [t]v . Then we can deﬁne an Fq[t]v -representation of GK
V0(M0) :=
(
K sep[t]v ⊗K [t]v M0
)ϕ
,
where ϕ acts on K sep[t]v ⊗K [t]v M0 by σ ⊗ϕ and GK acts on V0(M0) by τ ⊗ id for τ ∈ GK . Conversely
for any object T of Rep(GK ,Fq[t]v), we set
D0(T ) :=
(
K sep[t]v ⊗Fq[t]v T
)GK
,
where GK acts on K sep[t]v ⊗Fq[t]v T by τ ⊗ τ for τ ∈ GK . Then we can deﬁne a ϕ-action on D0(T ) by
σ ⊗ id.
Theorem 3.25. (See [8], Appendix.) (1) For any étale ϕ-module M0 over K [t]v , the natural map
K sep[t]v ⊗Fq[t]v V0(M0) → K sep[t]v ⊗K [t]v M0
is bijective.
(2) For any Fq[t]v [GK ]-module T of ﬁnite type over Fq[t]v , the natural map
K sep[t]v ⊗K [t]v D0(T ) → K sep[t]v ⊗Fq[t]v T
is bijective and the ϕ-module D0(T ) is étale.
(3) The functor V0 : ΦMe´tK [t]v → Rep(GK ,Fq[t]v) is a tensor equivalence, with a quasi-inverse D0 :
Rep(GK ,Fq[t]v) → ΦMe´tFq[t]v .
For any ϕ-module M0 over K [t]v , we can deﬁne a ϕ-action on K (t)v ⊗K [t]v M0 by σ ⊗ ϕ .
Theorem 3.26. (1) A ϕ-module M over K (t)v is K sep(t)v -trivial if and only if there exists a subspace M0 of
M which is an étale ϕ-module over K [t]v such that M = K (t)v ⊗K [t]v M0 .
(2) For any object V in Rep(GK ,Fq(t)v ), the ϕ-module D(V ) is K sep(t)v -trivial.
(3) The functor V : ΦMK sep(t)vK (t)v → Rep(GK ,Fq(t)v ) is a tensor equivalence, with a quasi-inverse D :
Rep(GK ,Fq(t)v ) → ΦMK sep(t)vK (t) .v
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module over K [t]v and M = K (t)v ⊗K [t]v M0. Then by Theorem 3.25(1), we have an isomorphism
K sep[t]v ⊗Fq[t]v V0(M0) ∼= K sep[t]v ⊗K [t]v M0. By tensoring K sep(t)v to the both sides of this isomor-
phism, we conclude that M is K sep(t)v -trivial.
Let V be an object in Rep(GK ,Fq(t)v ). Then there exists a GK -stable Fq[t]v -lattice T for V . It is
clear that D0(T ) is free over K [t]v and D(V ) = K (t)v ⊗K [t]v D0(T ). Thus D(V ) is K sep(t)v -trivial from
the above argument and this proves (2). By Theorem 3.25(2), we have an isomorphism K sep(t)v ⊗K (t)v
D(V ) ∼= K sep(t)v ⊗Fq(t)v V . By taking the ϕ-ﬁxed parts of both sides of this isomorphism, we have an
isomorphism V K (D(V )) ∼= V .
Let M be a K sep(t)v -trivial ϕ-module over K (t)v . Then we have an isomorphism K sep(t)v ⊗Fq(t)v
V K (M) ∼= K sep(t)v ⊗K (t)v M . By taking the GK -ﬁxed parts of both sides of this isomorphism, we have
an isomorphism D(V K (M)) ∼= M , and this proves (3). Therefore M comes from étale ϕ-module over
K [t]v and this proves (1). 
4. Frobenius equations
Throughout this section, we ﬁx a σ -admissible triple (F , E, L).
Example 4.1. The case (F , E, L) = (Fq(t)v , K (t)v , K sep(t)v ) is our main example of a σ -admissible
triple, where the notation and the σ -action are as in Subsection 3.3.
Example 4.2. Let (F , E, L) = (Fq(t)v , K rad(t)v , K (t)v) where K rad :=⋃n K 1/qn , the maximal radical ex-
tension of K in K . The automorphism of K rad(t)∑
i
ait
i →
∑
i
a1/qi t
i
is naturally extends to an automorphism of K (t)v . We deﬁne σ to be this action. Then (Fq(t)v ,
K rad(t)v , K (t)v ) is a σ -admissible triple. Note that, in this case we need to put Ll = K ((t − λ−l)). Note
also that we do not use this type in this paper. However, the σ -action of this type is used in [10]
and [5].
4.1. The group Γ
Let r be a positive integer. Fix matrices Φ = (Φi j) ∈ GLr(E) and Ψ = (Ψi j)i, j ∈ GLr(L) such that Ψ
is a fundamental matrix for Φ . Thus we have an equation
σ(Ψ ) = ΦΨ.
This means that the matrices Φ and Ψ come from an L-trivial ϕ-module over E . Since L =∏l Ll , we
can write Ψi j = (Ψi jl)l for each i and j. We set Ψl := (Ψi jl)i, j ∈ GLr(Ll). Then we have σ(Ψl) = ΦΨl+1
for all l.
Let X := (Xij) be an r × r matrix of independent variables Xij , and set  := det(X). We set
E[X,−1] := E[X11, X12, . . . , Xrr,−1]. Similarly E[Ψ,(Ψ )−1] and E[Ψl,(Ψl)−1] are deﬁned. We
deﬁne E-algebra homomorphisms ν : E[X,−1] → L; Xij → Ψi j and νl : E[X,−1] → Ll; Xij → Ψi jl .
Set p := kerν , Σ := E[Ψ,(Ψ )−1] ∼= E[X,−1]/p, Z := SpecΣ , pl := kerνl , Σl := E[Ψl,(Ψl)−1] ∼=
E[X,−1]/pl and Zl := SpecΣl . Then Zl are closed subschemes of Z and Z = ∪l Zl . Let Λ := Frac(Σ)
and Λl := Frac(Σl), the total rings of fractions.
Set Ψ1 := (Ψi j ⊗ 1)i, j , Ψ2 := (1⊗ Ψi j)i, j and Ψ˜ = (Ψ˜i j)i, j := Ψ −11 Ψ2 in GLr(L ⊗E L). Since L ⊗E L =∏
l,m Ll⊗E Lm , we can write Ψ˜i j = (Ψ˜i jlm)l,m with Ψ˜i jlm ∈ Ll⊗E Lm for each i and j. We deﬁne F -algebra
homomorphisms μ : F [X,−1] → L⊗E L; Xij → Ψ˜i j and μlm : F [X,−1] → Ll ⊗E Lm; Xij → Ψ˜i jlm . Set
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subschemes of Γ and Γ =⋃l,m Γlm . By the next lemma, we can set qm := q0,m = q1,m+1 = · · · and
Γm := Γ0,m = Γ1,m+1 = · · · .
Lemma 4.3. For any l,m ∈ Z/d, we have qlm = ql+1,m+1 = ql+2,m+2 = · · · .
Proof. Let L˜ be the inductive limit of the inductive system L → L → L → ·· ·, where the transition
maps are σ . Then L is a subring of L˜ and σ is naturally extends to an automorphism of L˜. We can
deﬁne a σ -action on L˜ ⊗E L˜ by σ ⊗ σ . This is an isomorphism and L ⊗E L is stable under this action.
Thus we obtain an injective endomorphism σ of L ⊗E L. It is clear that σ(Ll ⊗E Lm) ⊂ Ll+1 ⊗E Lm+1.
Write Ψ1 = (Ψ1,lm)l,m and Ψ2 = (Ψ2,lm)l,m with Ψi,lm ∈ GLr(Ll ⊗E Lm), and set Ψ˜ (lm) := (Ψ˜i jlm)i, j ∈
GLr(Ll ⊗E Lm) for each l and m. Then we obtain the equality σ(Ψ˜ (lm)) = σ(Ψ1,lm)−1σ(Ψ2,lm) =
(ΦΨ1,l+1,m+1)−1(ΦΨ2,l+1,m+1) = Ψ˜ (l+1,m+1) . For any h(X) ∈ F [X,−1], we have h(Ψ˜ (lm)) = 0 if and
only if h(Ψ˜ (l+1,m+1)) = 0 since σ(h(Ψ˜ (lm))) = h(Ψ˜ (l+1,m+1)) and σ is injective on L ⊗E L. This proves
the lemma. 
For any h(X) ∈ L[X,−1], we denote by hσ (X) the polynomial obtained by applying σ to the
coeﬃcients of h(X). We deﬁne two endomorphisms
σ0 : L
[
X,−1
]→ L[X,−1]; h(X) → hσ (X),
σ1 : L
[
X,−1
]→ L[X,−1]; h(X) → hσ (ΦX).
Then σ0(Ll[X,−1]) ⊂ Ll+1[X,−1] and σ1(Ll[X,−1]) ⊂ Ll+1[X,−1].
Lemma 4.4. We have σ1p ⊂ p, σ1pl ⊂ pl+1 , σ0q = q, σ0qm = qm, σν = νσ1|E[X,−1] and σνl =
νl+1σ1|E[X,−1] for each l and m.
Proof. For any h(X) ∈ E[X,−1], we have νl+1(σ1(h(X))) = (σ1h)(Ψl+1) = hσ (ΦΨl+1) = hσ (σΨl) =
σ(h(Ψl)) = σ(νl(h(X))). If h ∈ pl , then (σ1h)(Ψl+1) = σ(h(Ψl)) = 0, and hence σ1h ∈ pl+1. Since ql ⊂
F [X,−1] and σ0|F [X,−1] = id, we have σ0ql = ql . The other assertions are proved similarly. 
For any ring homomorphism R → S and any ideal a ⊂ R[X,−1], we set aS := a · S[X,−1], the
extension ideal of a.
Lemma 4.5. There exists a bijection between the set of ideals of F [X,−1] and the set of ideals of L[X,−1]
which are σ0-stable, via the extension and the restriction of ideals.
Proof. For any ideal a⊂ F [X,−1], it is clear that σ0aL ⊂ aL . Because of the faithfully ﬂatness of the
inclusion F [X,−1] ↪→ L[X,−1], we have a= aL ∩ F [X,−1].
Conversely, we take any ideal b ⊂ L[X,−1] with σ0b ⊂ b, and set a := b ∩ F [X,−1]. It is clear
that b⊃ aL ; thus we need to show that the converse inclusion b⊂ aL .
Take an F -basis (gi)i∈I of F [X,−1]. Then this is an L-basis of L[X,−1]. For each h =∑i bi gi ∈
L[X,−1], we set supp(h) := {i ∈ I | bi = 0} and l(h) := #supp(h). We take h ∈ b and show that h ∈ aL
by induction on l(h). If l(h) = 0, then h = 0 ∈ aL . Now suppose that l(h) > 0, and assume that if h˜ ∈ b
and l(h˜) < l(h) then h˜ ∈ aL . Let el ∈ L be the element such that the l-th component is one and the
other components are all zero. Then it is clear that σ el = el+1. We write h =∑i bi gi and take i1 such
that bi1 = 0. Take l0 such that the l0-th component of bi1 is non-zero. Then there exists an element
b′ ∈ L such that b′bi1 = el0 . Since b is an ideal and σ0-stable, we have
b 
d−1∑
j=0
σ
j
0
(
b′h
)= d−1∑
j=0
σ
j
0
(
b′
∑
i
bi gi
)
=
∑
i
d−1∑
j=0
σ j
(
b′bi
)
gi =:
∑
i
ci gi =: h′,
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∑
j σ
j(b′bi1 ) = 1 and supp(h′) ⊂ supp(h). Therefore h − bi1h′ ∈ b and l(h − bi1h′) < l(h). By in-
duction hypothesis, we have h − bi1h′ ∈ aL . Hence it is enough to show that h′ ∈ aL . If ci ∈ F for all i,
then h′ ∈ b∩ F [X,−1] = a⊂ aL . If #Ll  3 for some (hence for all) l, we can write the σ action on L
by (xl)l → (xl−1)l . Hence ci ∈ F for all i. Thus we assume that ci2 ∈ L  F for some i2 and #Ll  4 for
all l.
We claim that we can construct an element h¯ = ∑i ai gi ∈ aL which has the properties that
supp(h¯) ⊂ supp(h′) and ai1 = 1. We ﬁrst show that the claim implies h′ ∈ aL . Since h′ − h¯ ∈ b and
l(h′ − h¯) < l(h′) l(h), we have h′ − h¯ ∈ aL by induction hypothesis. Thus we have h′ ∈ aL since h¯ ∈ aL .
Now we prove the claim. First, we construct an element h¯ =∑i ai gi ∈ b which has the properties
that supp(h¯) ⊂ supp(h′), ai1 = 1, ai2 ∈ L× and σ(a−1i2 ) − a−1i2 ∈ L× . If d = 1, then we can take h¯ = h′
since L is a ﬁeld and σ(c−1i2 ) − c−1i2 = 0. Thus we suppose that d  2. Since ci2 = (ci2,l)l /∈ F , there
exists an l0 such that σ ci2,l0−1 = ci2,l0 . Thus there is an element c′ ∈ L such that c′(σ ci2 − ci2) = el0 .
We set
h′′ :=
∑
i
αi gi :=
∑
i
d−1∑
j=0
σ
j
0
(
c′(σ ci − ci)
)
gi =
d−1∑
j=0
σ
j
0
(
c′
(
σ0h
′ − h′)) ∈ b.
Then we have αi1 = 0, αi2 = 1 and supp(h′′) ⊂ supp(h′). For f = ( fl)l ∈ L, consider the element
h¯ := h′ − f h′′ = gi1 + (ci2,l − fl)l gi2 + · · · ∈ b. For any x = (xl)l ∈ L× , σ x−1 − x−1 ∈ L× if and
only if σ xl = xl+1 for all l. Therefore, it is enough to take an element f such that ci2,l = fl and
σ(ci2,l−1− fl−1) = ci2,l− fl for all l. Since #Ll  4, we can take ( fl)l inductively so that f1 ∈ L1{ci2,1},
fl ∈ Ll  {ci2,l, ci2,l − σ(ci2,l−1 − fl−1)} for 2  l < d and fd ∈ Ld  ({ci2,d, ci2,d − σ(ci2,d−1 − fd−1)} ∪
σ−1(σ (ci2,d) − ci2,1 + f1)). Then such ( fl)l satisﬁes the above properties. Next, we show that h¯ ∈ aL .
Since σ0h¯− h¯ ∈ b and l(σ0h¯− h¯) < l(h¯) l(h), we have σ0h¯− h¯ ∈ aL by induction hypothesis. Similarly,
we can show that σ0(a
−1
i2
h¯) − a−1i2 h¯ ∈ aL . Therefore we have (σ (a−1i2 ) − a−1i2 )h¯ = (σ0(a−1i2 h¯) − a−1i2 h¯) −
σ(a−1i2 )(σ0h¯ − h¯) ∈ aL . Since (σ (a−1i2 ) − a−1i2 ) ∈ L× , we have h¯ ∈ aL . 
Lemma 4.6. The map
∏
l bl → (bl)l is a bijection between the set of ideals of L[X,−1] which are σ0-stable,
and the set of families (bl)l where bl is an ideal of Ll[X,−1] and σ0bl ⊂ bl+1 for all l.
Proof. This is clear. 
Lemma 4.7. For each l, we give an ideal bl ⊂ Ll[X,−1] such that σ0bl ⊂ bl+1 . Then the restriction bl ∩
F [X,−1] is independent of l. The same is also true if we replace Ll by Σl .
Proof. We only prove the case of Ll . Let ι be the natural injection F [X,−1] ↪→ L[X,−1] and πl the
natural projection L[X,−1] Ll[X,−1] for each l. For each l, σ0 induces a morphism Ll[X,−1] →
Ll+1[X,−1]; we also denote this by σ0. Then we have an equality πl+1ι = σ0πlι. For any h ∈ bl ∩
F [X,−1] = (πlι)−1bl , we have πl+1(ι(h)) = σ0(πl(ι(h))) ∈ σ0bl ⊂ bl+1. Hence h ∈ (πl+1ι)−1bl+1 =
bl+1 ∩ F [X,−1]. Therefore we obtain bl ∩ F [X,−1] ⊂ bl+1 ∩ F [X,−1]. Since the index set Z/d is a
ﬁnite cyclic group, this inclusion is an equality. 
Recall Z = SpecΣ , Zl = SpecΣl , Γ = Spec F [X,−1]/q and Γm = Spec F [X,−1]/qm . For any
ring R , we denote by GLr/R the R-group scheme of r × r invertible matrices.
Proposition 4.8. (1) Let φ : ZL → GLr/L be the morphism of aﬃne L-schemes deﬁned by u → Ψ −1u for any
L-algebra S and any S-valued point u ∈ Z(S). Then φ factors through an isomorphism φ′ : ZL → ΓL of aﬃne
L-schemes.
(2) For any l and m, let φlm : Zm,Ll → GLr/Ll be the morphism of aﬃne Ll-schemes deﬁned by u → Ψ −1l u
for any Ll-algebra S and any S-valued point u ∈ Zm(S). Then φlm factors through an isomorphism φ′lm :
Zm,Ll → Γm−l,Ll of aﬃne Ll-schemes.
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φ:u →Ψ −1u
φ′
GLr/L Zm,Ll
φlm:u →Ψ −1l u
φ′lm
GLr/Ll
ΓL
natural
Γm−l,Ll
natural
Proof. We prove only (2). Then (1) can be proved by the same argument. We deﬁne two Ll-algebra
homomorphisms:
αl : Ll
[
X,−1
]→ Ll[X,−1]; X → Ψ −1l X, (4.1)
α¯lm : Ll
[
X,−1
] αl−→ Ll[X,−1] Ll[X,−1]/pm,Ll = Ll ⊗E E[X,−1]/pm. (4.2)
Then φlm corresponds to α¯lm on the level of coordinate rings. Thus it is enough to show that
α−1l pm,Ll = qm−l,Ll .
For any h(X) ∈ Ll[X,−1], we have
σ1αlh = σ1
(
h
(
Ψ −1l X
))= hσ ((σΨ −1l )ΦX)= hσ (Ψ −1l+1X)= αl+1hσ (X) = αl+1σ0h.
Therefore we have
α−1l+1σ1 = σ0α−1l .
Since σ1pm ⊂ pm+1 by Lemma 4.4, we have an inclusion σ0α−1l pm,Ll = α−1l+1σ1pm,Ll ⊂ α−1l+1pm+1,Ll+1 .
Replacing m by m + l, we obtain σ0α−1l pm+l,Ll ⊂ α−1l+1pm+l+1,Ll+1 . We consider the family of ideals
(α−1l pm+l,Ll )l . Then for each l and m, we have (α
−1
l pm+l,Ll ∩ F [X,−1])Ll = α−1l pm+l,Ll by Lem-
mas 4.5, 4.6 and 4.7. Again, replacing m by m − l, we obtain an equality (α−1l pm,Ll ∩ F [X,−1])Ll =
α−1l pm,Ll .
We consider Ll ⊗E Lm as an Ll-algebra via f → f ⊗ 1, and deﬁne an Ll-algebra homomorphism
μ˜ : Ll[X,−1] → Ll ⊗E Lm; Xij → 1⊗ Ψi jm . Then μlm = μ˜ ◦ αl|F [X,−1] and the map
Ll
[
X,−1
]
 Ll
[
X,−1
]
/pm,Ll = Ll ⊗E E
[
X,−1
]
/pm
id⊗μm
Ll ⊗E Lm
coincides with μ˜. Therefore,
qm−l = ql,m = kerμl,m = αl|−1F [X,−1](ker μ˜) = α−1l pm,Ll ∩ F
[
X,−1
]
.
Thus we have qm−l,Ll = (α−1l pm,Ll ∩ F [X,−1])Ll = α−1l pm,Ll . 
Lemma 4.9. (1) The ideal p E[X,−1] is maximal among the proper σ1-invariant ideals.
(2) The family of ideals (pl)l is maximal among the families of proper ideals (ml)l of E[X,−1] which
satisﬁes σ1ml ⊂ml+1 for all l.
Proof. We prove only (2). Then (1) can be proved by the same argument. Let (ml)l be a family of
proper ideals of E[X,−1] such that pl ⊂ml and σ1ml ⊂ml+1 for all l. Let αl be the homomorphism
(4.1). We consider the family of ideals (α−1l ml,Ll )l . Since σ0α
−1
l ml,Ll = α−1l+1σ1ml,Ll ⊂ α−1l+1ml+1,Ll+1 , we
can apply Lemma 4.6 to (α−1l ml,Ll )l . Then α
−1
l ml,Ll ∩ F [X,−1] is independent of l, and we take
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α−1l ml,Ll by Lemmas 4.5, 4.6 and 4.7. Thus we obtain an inclusion α
−1
l ml,Ll ⊂ aLl . We put M :=
F [X,−1]/a and deﬁne a morphism
πl : E
[
X,−1
]
↪→ Ll
[
X,−1
]−→
α−1l
[
X,−1
]−→
ρl
Ll
[
X,−1
]
/aLl −→
βl
Ll ⊗F M,
where ρl is the natural projection and βl : Ll[X,−1]/aLl ∼= Ll ⊗F F [X,−1]/a = Ll ⊗F M . Then we
have ml ⊂ kerπl .
We deﬁne a σ -action on L ⊗F M by σ ⊗ id. In GLr(Ll+1 ⊗F M), we have
σ
(
πl(X)
)= σ (βl(ρl(α−1l (X))))= βl+1(ρl+1(σ0(α−1l (X))))= βl+1(ρl+1(α−1l+1(σ1(X))))
= πl+1
(
σ1(X)
)= πl+1(ΦX) = Φπl+1(X).
Set π(X) := (πl(X))l ∈ GLr(L ⊗F M). Then we have σ(π(X)) = Φπ(X). Since (L ⊗F M)σ = M , we
obtain δ := π(X)−1Ψ ∈ GLr((L ⊗F M)σ ) = GLr(M). We deﬁne a δ-action on (E ⊗F M)[X,−1] by
δ · h(X) := h(Xδ). We extend πl to
π ′l : (E ⊗F M)
[
X,−1
]= E[X,−1]⊗F M−−−−→
πl⊗id
Ll ⊗F M.
Then we have pl ⊗F M ⊂ ml ⊗F M ⊂ kerπ ′l = δ · ker(νl ⊗ idM) = δ · (pl ⊗F M), where the ﬁrst equal-
ity is proved as follows: For any h(X) ∈ (E ⊗F M)[X,−1], (νl ⊗ idM)(h(Xδ−1)) = h(ΨlΨ −1π(X)) =
h(πl(X)) = π ′l (h(X)). Thus h ∈ kerπ ′l is equivalent to δ−1 · h ∈ ker(νl ⊗ idM). Since (E ⊗F M)[X,−1]
is a noetherian ring, pl ⊗F M ⊂ δ · (pl ⊗F M) implies pl ⊗F M = δ · (pl ⊗F M). Therefore we have
pl ⊗F M =ml ⊗F M . Since (E ⊗F M)[X,−1] is faithfully ﬂat over E[X,−1], we have pl =ml . 
Lemma 4.10. (1) Let b⊂ Σ[X,−1] be an ideal which is σ0-invariant. Then we have b= (b∩ F [X,−1])Σ .
(2) Let bl ⊂ Σl[X,−1] be ideals which satisfy σ0bl ⊂ bl+1 for all l. Then we have bl = (bl ∩ F [X,−1])Σl .
Proof. We prove only (2). Then (1) can be proved by the same argument. Set a := bl ∩ F [X,−1],
which is independent of l by Lemma 4.7. Suppose that aΣl0  bl0 for some l0. Let (gi)i∈I be an F -
basis of F [X,−1] such that I = I1 unionsq Ia and a=⊕i∈Ia F gi . Then we have
Σl
[
X,−1
]= (⊕
i∈I1
Σl gi
)
⊕
(⊕
i∈Ia
Σl gi
)
=
(⊕
i∈I1
Σl gi
)
⊕ aΣl .
Since aΣl0  bl0 , we can take a minimal ﬁnite set J ⊂ I1 so that bl0 ∩ (
⊕
i∈ J Σl0 gi) = 0. By the injec-
tivity of σ0 and the inclusion σ0(bl ∩⊕i∈ J Σl gi) ⊂ bl+1 ∩⊕i∈ J Σl+1gi , J has the same properties for
all l. We ﬁx j ∈ J and consider the ideal of Σl ∼= E[X,−1]/pl:
ml :=
{
b ∈ Σl
∣∣∣ there exists ∑
i∈ J
bi gi ∈ bl ∩
(⊕
i∈ J
Σl gi
)
such that b j = b
}
.
Then ml is a non-zero ideal by the minimality of J , and it is clear that σml ⊂ ml+1. By Lemma 4.4
we have σνl = νl+1σ1|E[X,−1] . Hence we can apply Lemma 4.9 to the inverse image of (ml)l in
E[X,−1]. Therefore we have ml = Σl . Thus for each l, there exists an element hl =∑i∈ J bli gi ∈
bl ∩ (⊕i∈ J Σl gi) such that blj = 1. Then we have bl+1  σ0hl − hl+1 =∑i∈ J\{ j}(σbli − bl+1,i)gi . By
the minimality of J , σbli = bl+1,i for all i and l. We put bi := (bli)l ∈∏l Σl . Then we have σbi =
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bl ∩ F [X,−1] = a=⊕i∈Ia F gi . This contradicts J ∩ Ia = ∅. 
Proposition 4.11. (1) Letψ : Z ×E Z → Z ×E GLr/E be themorphism of aﬃne E-schemes deﬁned by (u, v) →
(u,u−1v) for any E-algebra S and any S-valued point (u, v) ∈ Z(S) × Z(S). Then ψ factors through an
isomorphism ψ ′ : Z ×E Z → Z ×E ΓE of aﬃne E-schemes.
(2) For any l and m, let ψlm : Zl ×E Zl+m → Zl ×E GLr/E be the morphism of aﬃne E-schemes deﬁned by
(u, v) → (u,u−1v) for any E-algebra S and any S-valued point (u, v) ∈ Zl(S) × Zl+m(S). Then ψ factors
through an isomorphism ψ ′lm : Zl ×E Zl+m → Zl ×E Γm,E of aﬃne E-schemes.
Z × Z ψ :(u,v) →(u,u
−1v)
ψ ′
Z × GLr/E Zl × Zl+m
ψlm:(u,v) →(u,u−1v)
ψ ′lm
Zl × GLr/E
Z × ΓE
natural
Zl × Γm,E
natural
Proof. We prove only (2). Then (1) can be proved by the same argument. Let αl and α¯lm be the
homomorphisms (4.1) and (4.2). We restrict the domain of α¯lm to Σl[X,−1] ∼= E[X,−1]/pl ⊗E
E[X,−1] and the target of α¯lm to Σl ⊗E E[X,−1]/pm ∼= E[X,−1]/pl ⊗E E[X,−1]/pm . Then ψlm
corresponds to α¯l,l+m on the level of coordinate rings. Hence it is enough to show that α−1l pm+l,Σl =
qm,Σl .
Since we have an inclusion σ0α
−1
l pm+l,Σl = α−1l+1σ1pm+l,Σl ⊂ α−1l+1pm+l+1,Σl+1 , the ideal am :=
α−1l pm+l,Σl ∩ F [X,−1] is independent of l by Lemma 4.7, and we can apply Lemma 4.10 to
(α−1l pm+l,Σl )l . Then we have α
−1
l pm+l,Σl = (α−1l pm+l,Σl ∩ F [X,−1])Σl = am,Σl . On the other hand
we have α−1l pm+l,Ll = qm,Ll by Proposition 4.8. Therefore qm,Ll = α−1l pm+l,Ll = α−1l ((pm+l,Σl )Ll ) =
(α−1l pm+l,Σl )Ll = (am,Σl )Ll = am,Ll . Then we have qm = am since Ll[X,−1] is faithfully ﬂat over
F [X,−1]. Thus we obtain α−1l pm+l,Σl = am,Σl = qm,Σl . 
The next lemma is proved by an elementary argument. Thus we omit the proof. This lemma is
applied to the S-valued points of the diagrams in Proposition 4.11 where S is an E-algebra.
Lemma 4.12. (1) Let G be a group, A and B be non-empty subsets of G such that the map
ψ : A × A → A × G; (u, v) → (u,u−1v)
factors through a bijection ψ ′ : A × A → A × B. Then B is a subgroup of G, A is stable under right-
multiplication by elements of B and A becomes a B-torsor.
(2) Let G be a group, Al and Bm be non-empty subsets of G such that the map
ψlm : Al × Al+m → Al × G; (u, v) →
(
u,u−1v
)
factors through a bijection ψ ′lm : Al × Al+m → Al × Bm for each l and m. Then B0 is a subgroup of G, Al is
stable under right-multiplication by elements of B0 and Al becomes a B0-torsor for each l. Moreover, for any
u ∈ Al and v ∈ Al+m there exists an element y ∈ Bm such that v = uy. The multiplication in G induces maps
Al × Bm → Al+m and Bm × Bm′ → Bm+m′ , and the inversion in G induces a map Bm → B−m.
By Proposition 4.11 and Lemma 4.12, we have surjective maps
Zl(S) × Zl+m(S) → Γm(S); (u, v) → u−1v, (4.3)
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for any E-algebra S .
Theorem 4.13. (1) The F -scheme Γ is a closed F -subgroup scheme of GLr/F , the E-scheme Z is stable under
right multiplication by ΓE and is a ΓE -torsor.
(2) The F -scheme Γ0 is a closed F -subgroup schemes of GLr/F , the E-scheme Zl is stable under right
multiplication by Γ0,E and is a Γ0,E -torsor for each l.
(3) The F -scheme Γm is stable under right and left multiplications by Γ0 and is a Γ0-torsor for each m.
Proof. We prove only (2). Then (1) and (3) can be proved by the same argument. By Proposition 4.11,
we have a bijection Zl(S) × Zl+m(S) → Zl(S) × Γm(S); (u, v) → (u,u−1v) for any E-algebra S . Since
Zl(S) is non-empty, Lemma 4.12 implies that Γ0,E is a closed subgroup scheme of GLr/E and Zl,E
is a Γ0,E -torsor. Therefore Γ0 is a closed subgroup scheme of GLr/F by the faithfully ﬂatness of the
inclusion F → E . Similarly, Zl is a Γ0,E -torsor by the faithfully ﬂatness of the inclusion E → E . 
Recall that Λ = Frac(Σ) and Λl = Frac(Σl), the total rings of fractions.
Theorem 4.14. (a) The E-schemes Z and Zl are smooth.
(b) The F -schemes Γ and Γm are smooth.
(c) If E is algebraically closed in Λl0 for some l0 , then Zl and Γm are absolutely irreducible.
(d) dimΓ = dimΓm = tr.degE Λl .
Proof. (a), (b) Since Ll/E is a separable extension, Λ/E is also a separable extension. Thus for any
ﬁeld extension Ω/E , Λ ⊗E Ω is reduced. Therefore Σ ⊗E Ω is reduced and Z = SpecΣ is absolutely
reduced. Since ΓE
∼= ZE , Γ is absolutely reduced. Since Γ is an algebraic group, the property that Γ
is absolutely reduced implies that Γ is smooth. Again since ΓE
∼= ZE , we have that Z is smooth. The
statements of Zl and Γm are proved similarly.
(c) For any ﬁeld extension Ω/E , Λl0 ⊗E Ω is an integral domain by the assumption. Therefore
Σl0 ⊗E Ω is an integral domain and Zl0 is absolutely integral. Since Zl,E ∼= Γm,E for all l and m, Zl and
Γm are all absolutely integral.
(d) We have an equality dimΓ = dimΓm = dimΓ0 = dim Zl = tr.degE Λl . 
Corollary 4.15. (1) There exists a divisor d′ of d such that if l ≡ l′ (mod d′) then Zl = Zl′ and if l ≡ l′ (mod d′)
then Zl ∩ Zl′ = ∅.
(2) If m ≡m′ (mod d′) then Γm = Γm′ and if m ≡m′ (mod d′) then Γm ∩ Γm′ = ∅.
Therefore we can write Z =∐l∈Z/d′ Zl , Σ =∏l∈Z/d′ Σl , Λ =∏l∈Z/d′ Λl and Γ =∐m∈Z/d′ Γm .
Proof. (1) Since Zl is a Γ0,E -torsor and absolutely reduced for all l, it is clear that Zl = Zl′ or
Zl ∩ Zl′ = ∅. We have the surjective map (4.4): Zl(E) × Γ1(E) → Zl+1(E). Therefore if Zl = Zl′ , then
Zl+1(E) = Zl′+1(E). Hence if we take d′ to be the minimum positive integer such that Z0 = Zd′ , then
d′ satisﬁes the desired properties.
(2) By the same argument of the proof of (1), there exists a divisor d′′ of d which is the period of
(Γm)m . Then by the map (4.3), we have
Γm(E) = Zl(E)−1 Zl+m(E) = Zl(E)−1 Zl+m+d′(E) = Γm+d′(E).
This means that d′′|d′ . By the map (4.4), we have
Zl(E) = Zl(E)Γ0(E) = Zl(E)Γd′′(E) = Zl+d′′(E).
This means that d′|d′′ . 
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For any F -algebras R and S , we set S(R) := R ⊗F S . In particular, if R = F ′ is a ﬁeld, we set
S ′ := S(F ′) . If σ acts on S , we deﬁne the σ -action on S(R) by id⊗σ . Note that, if Sσ = F , then we have
(S(R))σ = R . Let Autσ (Σ(R)/E(R)) denote the group of automorphisms of Σ(R) over E(R) that com-
mute with σ . Similarly we deﬁne Autσ (Λ(R)/E(R)). For any γ ∈ Γ (R), we obtain an automorphism
ZE(R) → ZE(R) ; x → xγ . On the level of coordinate rings, this corresponds to an automorphism Σ(R) →
Σ(R);h(Ψ ) → γ .h(Ψ ) := h(Ψ γ ). Note that Σ(R) = E(R) ⊗E Σ = E(R)[Ψ,(Ψ )−1] ∼= E(R)[X,−1]/pE(R) .
Thus we have a group homomorphism κR : Γ (R) → Aut(Σ(R)/E(R)).
Lemma 4.16. (1) For any F -algebra R, the map κR induces an isomorphism Γ (R)
∼−→ Autσ (Σ(R)/E(R)). Its
inverse is the map α → Ψ −1(αΨi j)i j .
(2) Autσ (Σ/E) ∼= Autσ (Λ/E).
(3) If Λl/F is a regular extension (i.e. separable extension and F is algebraically closed in Λl) for all l and
F ′/F is an algebraic extension of ﬁelds, then we have Autσ (Σ ′/E ′) ∼= Autσ (Λ′/E ′).
Proof. (1) For any γ ∈ Γ (R) and h(Ψ ) ∈ Σ(R) , we have σ(γ .h(Ψ )) = σ(h(Ψ γ )) = hσ (σ (Ψ γ )) =
hσ (ΦΨγ ) = γ .(hσ (ΦΨ )) = γ .(hσ (σΨ )) = γ .(σ (h(Ψ ))). Hence κR(γ ) commutes with σ . Suppose
that κR(γ ) is the identity. Then h(Ψ γ ) = h(Ψ ) for any h(Ψ ) ∈ Σ(R) . In particular if we take
h(Ψ ) = Ψi j for each i and j, then we obtain Ψγ = Ψ in GLr(Σ(R)). Therefore γ = 1 and this
means that κR is injective. Conversely, let α ∈ Autσ (Σ(R)/E(R)) be any element. Then α corre-
sponds to an automorphism α¯ : ZE(R) → ZE(R) , and α¯ maps the Σ(R)-valued point Ψ to (αΨi j)i j .
By Theorem 4.13, there exists an element γ ∈ Γ (Σ(R)) such that Ψγ = (αΨi j)i j . Then for any
h(Ψ ) ∈ Σ(R) , we have α(h(Ψ )) = h((αΨi j)i j) = h(Ψ γ ). Thus we obtain σ(γ .h(Ψ )) = σ(α(h(Ψ ))) =
α(σ (h(Ψ ))) = α(hσ (ΦΨ )) = γ .hσ (ΦΨ ) = hσ (ΦΨγ ). On the other hand, σ(γ .h(Ψ )) = σ(h(Ψ γ )) =
hσ ((σΨ )(σγ )) = hσ (ΦΨ (σγ )). If we take h(Ψ ) = Ψi j for each i and j, we obtain ΦΨ (σγ ) = ΦΨγ .
Hence σγ = γ . Therefore we have γ ∈ Γ (R) and κR(γ ) = α.
(2) Since Λ = Frac(Σ), any automorphism of Σ extends uniquely to an automorphism of Λ. Con-
versely if α ∈ Autσ (Λ/E), then σ(α(Ψ )) = α(σΨ ) = α(ΦΨ ) = Φ · α(Ψ ) in GLr(L). Thus we have
α(Ψ ) ∈ Ψ ·GLr(F ). This implies that α(Σ) ⊂ Σ . Similarly, we have α−1(Σ) ⊂ Σ . Therefore α(Σ) = Σ .
(3) Since Λl/F is a regular extension, so is E/F . Since F ′/F is an algebraic extension, E ′ and Λ′l
are ﬁelds and Λ′l = Frac(Σ ′l ). Therefore Λ′ =
∏
l∈Z/d′ Λ′l is a ﬁnite product of ﬁelds and Λ
′ = Frac(Σ ′).
Then, the proof is the same as (2). 
We prepare some lemmas about Zariski density.
Lemma 4.17. Let Ω/k be a ﬁeld extension such that Ω is an algebraically closed ﬁeld, X an algebraic variety
over k and Y a closed subvariety of XΩ . If X(k)∩ Y (Ω) is Zariski dense in Y , then Y is deﬁned over k, i.e. there
exists some algebraic variety Y0 over k such that Y = Y0,Ω .
Proof. We may assume that X is aﬃne. Let k[X] be the coordinate ring of X and Ω[X] the coordinate
ring of XΩ . Then we have Ω[X] = Ω ⊗k k[X]. Let a⊂ Ω[X] be the deﬁning ideal of Y , ak := a∩ k[X]
and ak,Ω := ak · Ω[X]. We need to show that ak,Ω = a. Thus we assume that ak,Ω  a. Let (gi)i∈I ′
be a k-basis of k[X] such that (gi)i∈I is a k-basis of ak for some I ⊂ I ′ . We also take (c j) j∈ J to be a
k-basis of Ω . Since ak,Ω  a, there exists a non-zero element f =∑i∈I ′\I ai gi ∈ a where ai ∈ Ω . Write
ai =∑ j αi jc j (αi j ∈ k). Then we can write f =∑ j c j∑i∈I ′\I αi j gi . For any x ∈ X(k) ∩ Y (Ω), we have∑
j c j
∑
i∈I ′\I αi j gi(x) = f (x) = 0. Since (c j) j is linearly independent over k, we have
∑
i∈I ′\I αi j gi(x) =
0 for all j. By the density assumption, we obtain
∑
i∈I ′\I αi j gi(x) = 0 for all x ∈ Y (Ω). Therefore∑
i∈I ′\I αi j gi ∈ a∩ k[X] = ak =
⊕
i∈I kgi for all j. Since (gi)i∈I ′ is linearly independent over k, we have
αi j = 0. Thus f = 0, which is a contradiction. 
Corollary 4.18. Let Ω/k be a ﬁeld extension such that Ω is an algebraically closed ﬁeld and X an algebraic
variety over k. If X(k) is Zariski dense in X, then X(k) is Zariski dense in XΩ .
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Y0 over k such that Y = Y0,Ω by Lemma 4.17. It is clear that X(k) ⊂ Y0(k). Hence we have Y0 = X
since X(k) is Zariski dense in X . Therefore we have Y = XΩ . 
Lemma 4.19. Let Ω/k be a ﬁeld extension, X1 an algebraic variety over Ω and X2 an algebraic varieties over
k. If X2(k) is Zariski dense in X2 , then X1(Ω¯)× X2(k) is Zariski dense in X1 ×Ω X2,Ω , where Ω¯ is an algebraic
closure of Ω .
Proof. Let V be the Zariski closure of X1(Ω¯)× X2(k) in X1×Ω X2,Ω . We assume that V  X1×Ω X2,Ω .
Then we have an element (x, y) ∈ (X1(Ω¯) × X2(Ω¯)) \ V (Ω¯). Therefore we have ({x} × X2,Ω¯ ) ∩ V Ω¯ 
{x}× X2,Ω¯ and {x}× X2(k) ⊂ ({x}× X2(Ω¯))∩ V (Ω¯). On the other hand, since X2(k) is Zariski dense in
X2, X2(k) is Zariski dense in X2,Ω¯ by Corollary 4.18. Then {x}× X2(k) is Zariski dense in {x}×Ω¯ X2,Ω¯ .
This is a contradiction. 
Theorem 4.20. Let F ′/F be an algebraic extension of ﬁelds such that Γ (F ′) is Zariski dense in ΓF ′ . Assume
that F ′ = F or Λl/F is a regular extension for all l. Then we have (Λ′)Γ (F ′) = E ′ and Λ ∩ (Λ′)Γ (F ′) = E.
Proof. The second part follows from the ﬁrst part and the assumptions. Thus we prove the ﬁrst
part. In the proof of this theorem, we regard l as an element of the index set Z/d′ . We take any
element f = ( fl)l ∈ (Λ′)Γ (F ′) ⊂∏l∈Z/d′ Λ′l , and consider fl as a rational function of Zl,E ′ to A1E ′ . Then,
for some non-empty open aﬃne set Ul ⊂ Zl,E ′ , fl can be regarded as a morphism fl : Ul → A1E ′ .
By Proposition 4.11, we have an isomorphism ZE ′ ×E ′ ΓE ′ → ZE ′ ×E ′ ZE ′ ; (x, y) → (x, xy). We set U ⊂
ZE ′ ×E ′ ΓE ′ to be the open subset corresponding to ∐l Ul ×E ′ ∐l Ul via this isomorphism, and consider
the two maps
gi : U −−−−→ ∐Ul ×E ′ ∐Ul πi−−−−→ ∐Ul f=( fl)−−−−→ A1E ′
where i = 1,2 and πi is the i-th projection. Let S be an algebraic closure of E ′ . Then for any (x, y) ∈
(Z(S) × Γ (F ′)) ∩ U (S), we have g1(x, y) = f (π1(x, xy)) = f (x) and g2(x, y) = f (π2(x, xy)) = f (xy) =
f (x) since f is ﬁxed by Γ (F ′). Since Γ (F ′) is Zariski dense in ΓF ′ , Z(S) × Γ (F ′) is Zariski dense in
ZE ′ ×E ′ ΓE ′ by Lemma 4.19. Then (Z(S) × Γ (F ′))∩ U (S) is Zariski dense in U . Thus we have g1 = g2,
and this means fπ1 = fπ2. By considering on the level of coordinate rings, it is clear that f ∈ E ′
since E ′ is a ﬁeld. 
Corollary 4.21. If F is a local ﬁeld, and each connected component of Γ has an F -valued point, then
ΛΓ (F ) = E.
Proof. Take any connected component Γ ′ of Γ . Then there exists an F -valued point x ∈ Γ ′(F ) by
the assumption, and Γ ′ is smooth by Lemma 4.14. By the implicit function theorem, there exists an
open neighborhood of x in Γ ′(F ) which is isomorphic to some open subset of F dimΓ . Since Γ ′ is
irreducible, this implies that Γ ′(F ) is Zariski dense in Γ ′ . Hence we conclude that Γ (F ) is Zariski
dense in Γ . Then this corollary follows from Theorem 4.20. 
5. The group Γ and ϕ-modules
5.1. General case
In this subsection, we use the notations deﬁned in Section 3, and ﬁx a σ -admissible triple (F , E, L).
Let M ∈ ΦMLE be an L-trivial ϕ-module over E of rank r, TM the Tannakian subcategory of ΦMLE
generated by M , VM : TM → Vec(F ) the ﬁber functor of TM and ΓM the Tannakian Galois group
of (TM , VM). We ﬁx m ∈ Matr×1(M) an E-basis of M . Then there exist matrices Φ ∈ GLr(E) and
Ψ ∈ GLr(L) such that ϕm= Φm and σΨ = ΦΨ . We deﬁne Γ,Σ, . . . as in Section 4 for Φ and Ψ . In
2152 Y. Mishiba / Journal of Number Theory 132 (2012) 2132–2165this subsection, we show that there exists an equivalence of categories TM ∼−→ Rep(Γ, F ) under some
assumptions. Note that Σ and Σl are independent of the choice of m and Ψ by Proposition 3.13. If
N ∈ TM and s is the rank of N over E , we use the notation n ∈Mats×1(N) and ΨN ∈ GLs(L) for an E-
basis of N and a fundamental matrix respectively. For any F -algebras S and R , we set S(R) := R ⊗F S .
Proposition 5.1. For any N ∈ TM, we have ΨN ∈ GLs(Σ).
Proof. Let N and N ′ be objects in TM . Set s := dimE N and s′ := dimE and assume that ΨN ∈ GLs(Σ)
and ΨN ′ ∈ GLs′ (Σ). Since we can take ΨN⊕N ′ = ΨN ⊕ ΨN ′ , ΨN⊗N ′ = ΨN ⊗ ΨN ′ and ΨN∨ = (Ψ −1N )tr, we
have that ΨN⊕N ′ , ΨN⊗N ′ and ΨN∨ are invertible matrices with coeﬃcients in Σ . We have to show
that if 0→ N ′ → N → N ′′ → 0 is an exact sequence in TM and ΨN ∈ GLs(Σ), then ΨN ′ ∈ GLs′ (Σ) and
ΨN ′′ ∈ GLs′′ (Σ). Let n, n′ and n′′ be E-bases of N , N ′ and N ′′ such that
n=
[
n′
n˜′′
]
where n˜′′ is a lift of n′′ . Since VM is exact, we have an exact sequence
0→ VM
(
N ′
)→ VM(N) → VM(N ′′)→ 0.
Let x, x′ and x′′ be F -bases of VM(N), VM(N ′) and VM(N ′′) such that
x=
[
x′
x˜′′
]
where x˜′′ is a lift of x′′ . By Proposition 3.14, there exist matrices A ∈ GLs(F ), A′ ∈ GLs′ (F ) and A′′ ∈
GLs′′ (F ) such that Ψ
−1
N n= Ax, Ψ −1N ′ n′ = A′x′ and Ψ −1N ′′ n′′ = A′′x′′ . Consider the exact sequence
0→ L ⊗E N ′ → L ⊗E N → L ⊗E N ′′ → 0.
Since both ΨN ′′ A′′x˜′′ and n˜′′ are mapped to n′′ and x′ is an L-basis of L ⊗E N ′ , there exists a matrix
B ∈Mats′′×s′ (L) such that
n˜′′ = Bx′ + ΨN ′′ A′′x˜′′.
Therefore we have
ΨN Ax= n=
[
n′
n˜′′
]
=
[
ΨN ′ A′ 0
B ΨN ′′ A′′
]
x.
Since ΨN ∈ GLs(Σ), we conclude that ΨN ′ ∈ GLs′ (Σ) and ΨN ′′ ∈ GLs′′ (Σ). 
Lemma 5.2. For any N ∈ TM and F -algebra R, there exists a natural isomorphism
Σ(R) ⊗F V (N) → Σ(R) ⊗E N.
Similarly, there exists a natural isomorphism
Σ
(R)
l ⊗F V (N) → Σ(R)l ⊗E N
for all l.
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κ : Σ(R) ⊗F V (N) ↪→ Σ(R) ⊗F Σ ⊗E N → Σ(R) ⊗E N.
Since 1⊗ Ψ −1N n is a Σ(R)-basis of Σ(R) ⊗F V (N), we can write κ explicitly as follows:
κ
(
f · (1⊗ Ψ −1N n))= (fΨ −1N ) · (1⊗ n)
for all f ∈ Mat1×s(Σ(R)). Hence it is clear that κ is an isomorphism. The Σl version is proved by the
same argument. 
Theorem 5.3. For any N ∈ TM, there exists a natural representation
ρN : Γ → GL
(
V (N)
)
over F that is functorial in N.
Proof. For any F -algebra R and γ ∈ Γ (R) ⊂ GLr(R), we deﬁne
ρ
(R)
N (γ ) : R ⊗F V (N) ↪→ Σ(R) ⊗F V (N) → Σ(R) ⊗E N → Σ(R) ⊗E N,
where the second map is the isomorphism deﬁned in Lemma 5.2 and the third map is deﬁned by
h(Ψ )⊗x → h(Ψ γ )⊗x. Clearly ρ(R)N is functorial in N . If im(ρ(R)M (γ )) = R⊗F V (M) then im(ρ(R)N (γ )) =
R ⊗F V (N) for all N ∈ TM . Thus we may assume that N = M . We can write ρ(R)M (γ ) explicitly:
ρ
(R)
M (γ )
(
f · (1⊗ Ψ −1m))= fγ −1(1⊗ Ψ −1m),
for each f ∈Mat1×r(R). Therefore we have im(ρ(R)M (γ )) = R ⊗F V (M). 
From the above description of ρ(R)M , we have the following corollary:
Corollary 5.4. The representation ρM : Γ → GL(V (M)) is faithful.
From Theorem 5.3, we have a functor ξM : TM → Rep(Γ, F ), and it is clear by the construction that
ξM is a tensor functor. Let ηM : Rep(ΓM , F ) → TM be the equivalence of categories deﬁned by the
Tannakian duality and α : Rep(Γ, F ) → Vec(F ) the forgetful functor. Since VM = α ◦ ξM , there exists
a unique homomorphism πM : Γ → ΓM over F such that the natural functor τM : Rep(ΓM , F ) →
Rep(Γ, F ) induced by πM satisﬁes ξM ◦ ηM = τM .
Rep(ΓM , F )
ηM TM
ξM
VM
Rep(Γ, F )
α
Vec(F )
Proposition 5.5. For any representation W ∈ Rep(Γ, F ), there exists an object N ∈ TM such that W is iso-
morphic to a subquotient of ξM(N).
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a subquotient of representation of the form
n⊕
i=1
(
ξM(M)
)⊗ai ⊗ (ξM(M)∨)⊗bi ,
where ai,bi ∈N. However we have ⊕ni=1(ξM(M))⊗ai ⊗ (ξM(M)∨)⊗bi = ξM(⊕ni=1 M⊗ai ⊗ (M∨)⊗bi ). 
Proposition 5.5 is equivalent to the next theorem [6], Proposition 2.21.
Theorem 5.6. The morphism of aﬃne F -schemes πM : Γ → ΓM is a closed immersion.
From now on, we assume that Γ (F ) is Zariski dense in Γ or Λl/F is a regular extension for
each l. In the former case we put F ′ = F , and in the latter case we put F ′ = F . For any F -algebra S ,
we set S ′ := F ′ ⊗F S . Then in any case, E ′ and Λ′l are ﬁelds, Λ′l = Frac(Σ ′l ) and Λ ∩ (Λ′)Γ (F
′) = E by
Theorem 4.20.
Proposition 5.7. Assume that Γ (F ) is Zariski dense in Γ or Λl/F is a regular extension for each l. Then the
functor ξM : TM → Rep(Γ, F ) is fully faithful.
Proof. For any objects N,N ′ ∈ TM , there exist natural isomorphisms HomTM (N ′,N) ∼=
HomTM (1,Hom(N ′,N)) and HomΓ (V (N ′), V (N)) ∼= HomΓ (V (1), V (Hom(N ′,N))). Thus it is enough
to show that, for any N ∈ TM , HomTM (1,N) → HomΓ (V (1), V (N)) is an isomorphism. It is injec-
tive since HomTM (1,N) = Nϕ = N ∩ V (N) ↪→ HomΓ (V (1), V (N)). For any φ ∈ HomΓ (V (1), V (N)),
there exists h = h(Ψ ) ∈ Mat1×s(Σ) so that φ(1) = hn by Lemma 5.2. Then for any γ ∈ Γ (F ′), we
have h(Ψ )n = φ(1) = γ .φ(1) = h(Ψ γ )n. Hence h(Ψ ) = h(Ψ γ ) = γ .h. By Theorem 4.20, we have
h ∈Mat1×s(E), and this implies φ(1) = hn ∈ N ∩ V (N). 
We prepare a lemma from linear algebra.
Lemma 5.8. Let E ⊂ Λ be general rings where E is a ﬁeld and Λ =∏l∈Z/d′ Λl is a ﬁnite product of ﬁelds.
Assume that #E > d′ . Let 1m s and D ∈ Mats×m(Λ). If there exists D0 ∈ GLs(Λ) such that D0 = [∗, D],
then there exist A ∈ GLm(Λ) and B ∈ GLs(E) such that
BDA =
⎡⎢⎢⎣
1
. . .
1
∗ ∗ ∗
⎤⎥⎥⎦ ∈Mats×m(Λ).
Proof. For each l ∈ Z/d′ and 1  j  m, let el, j ∈ Mat1×m(Λl) be a row vector such that the j-th
component is one and the other components are zero. Write D = (Dl)l where Dl ∈Mats×m(Λl). Since
the rank of Dl is m for each l, there exists a matrix A˜l ∈ GLm(Λl) such that
Dl A˜l =
⎡⎢⎣Cl,1...
Cl,s
⎤⎥⎦ ,
where Cl,i ∈Mat1×m(Λl), and for each 1 j m there exists an i such that Cl,i = el, j . An elementary
pattern of Dl A˜l is a choice of (il1, . . . , ilm) ∈ {1, . . . , s}m such that Cl,ilk = el,k for each 1 k m. We
ﬁx an elementary pattern (il1, . . . , ilm) of Dl A˜l for each l. For each matrix P ∈ Mats×m(Λl) such that,
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pattern of P in the same way. For a matrix in Mats×m(Λ), we deﬁne the procedures
(1) left-multiplication by a matrix in GLs(E),
(2l) right-multiplication by a matrix in GLm(Λl) ×∏l′ =l{1}.
Set A˜ := ( A˜l)l ∈ GLm(Λ) and Ci := (Cl,i)l ∈ Mat1×m(Λ). By using the above procedures, we want to
transform D A˜ to a matrix D ′ = (D ′l)l such that, we can choose an elementary pattern of D ′l to
(1, . . . ,m) for each l.
Fix i′ = i′′ and l0. Let τ = (i′ i′′) be the transposition of i′ and i′′ . It is enough to show that, by using
the procedures (1) and (2l), we can transform D A˜ to a matrix D ′ = (D ′l)l such that, we can choose
an elementary pattern of D ′l0 to (τ il01, . . . , τ il0m) and an elementary pattern of D
′
l to (il1, . . . , ilm) for
each l = l0.
First we assume that i′ = il0 j′ and i′′ = il0 j′′ for some j′ = j′′ . For c ∈ E× , we can exchange the i′-th
row of D A˜ for Ci′ + cCi′′ by the procedure (1). Since #E > d′ , we can take c such that, for each l = l0,
if i′ = ilj for some j then the j-th component of Cl,i′ + cCl,i′′ is non-zero. Then by the procedures
(2l) for l = l0, we can transform this matrix to a matrix D ′′ = (D ′′l )l such that, we can choose an
elementary pattern of D ′′l to (il1, . . . , ilm) for each l = l0, the i-th row of D ′′l0 is Cl0,i for each i = i′ and
the i′-th row of D ′′l0 is
(
0, . . . ,0,
j′
∨
1,0, . . . ,0,
j′′
∨
c ,0, . . . ,0
)
.
Therefore by the procedure (2l0 ), we can transform D
′′ to a matrix D ′ which has the desired prop-
erties. The case that i′ /∈ {il01, . . . , il0m} and i′′ = il0 j′′ for some j′′ is proved in a similar way, and we
omit the proof. 
Lemma 5.9. Assume that Γ (F ) is Zariski dense in Γ orΛl/F is a regular extension for each l. Assume also that
#E > d′ . We take 1m s and D ∈Mats×m(Λ) such that [∗, D] ∈ GLs(Λ) for some ∗ ∈Mats×(s−m)(Λ). We
set
W := {x ∈Mat1×s(Λ′) ∣∣ xD = 0},
and assume that Γ (F ′)W ⊂ W , where the elements of Γ (F ′) act on W by componentwise. Then there exists
a matrix C ∈Mat(s−m)×s(E) such that the rank of C is s −m and CD = 0.
Proof. By Lemma 5.8, there exist matrices A ∈ GLm(Λ) and B ∈ GLs(E) such that
BDA =
[
Im
C0
]
,
where Im is the identity matrix of size m and C0 ∈Mat(s−m)×m(Λ). We set
WB := W B−1 =
{
x ∈Mat1×s
(
Λ′
) ∣∣ xBD = 0}= {x ∈Mat1×s(Λ′) ∣∣∣ x[ ImC0
]
= 0
}
.
Then it is clear that WB is also Γ (F ′)-stable. Thus, since each row of [−C0 Is−m] is an element of
WB , each row of [−γ C0 Is−m] is also an element of WB for any γ ∈ Γ (F ′). This means that γ C0 = C0
for each γ ∈ Γ (F ′). Therefore C0 ∈ Mat(s−m)×m(E) by Theorem 4.20. We set C := [−C0 Is−m]B . Then
it is clear that this C has the desired properties. 
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also that #E > d′ . For any N ∈ TM and Γ -subrepresentation U ⊂ ξM(N), there exists a ϕ-submodule N ′ ⊂ N
such that ξM(N ′) = N.
Proof. We take u ∈Matu×1(U ) an F -basis of U such that n¯ := [u ∗ ]tr forms an F -basis of ξM(N). By
Lemma 5.2, we have n¯= Hn for some H = H(Ψ ) ∈ GLs(Σ). We take a matrix D ∈Mats×(s−u)(Σ) such
that H−1 = [∗ D], and set W := {x ∈Mat1×s(Λ′) | xD = 0}. Since Is = HH−1 = [∗ HD], the i-th row of
H is an element of W for each i  u. These form a Λ′-basis of W because the coeﬃcient ring Λ′ is a
ﬁnite product of ﬁelds. For each γ ∈ Γ (F ′), we have γ n¯ = (γ H)n = (γ H)H−1n¯. Since U is Γ -stable,
the (i, j)-th component of (γ H)H−1 = [∗ (γ H)D] is zero for each i  u and j > u. Therefore, W is
Γ (F ′)-stable. By Lemma 5.9, there exists a matrix C ∈ Matu×s(E) such that the rank of C is u and
CD = 0. Then we can take B ∈ GLs(E) such that C forms the top rows of B . Let [n′ n′′]tr := Bn where
n′ ∈Matu×1(N). Let
BH−1 =
[
C
∗
]
[∗ D ]=:
[
Ψ ′ 0
∗ ∗
]
,
where Ψ ′ ∈ GLu(Σ). Then we have
ϕ
[
n′
n′′
]
= ϕ(Bn) = ϕ(BH−1Hn)= σ (BH−1)ϕ(Hn) = σ (BH−1)Hn
= σ (BH−1)HB−1 [ n′
n′′
]
=:
[
Φ ′ 0
∗ ∗
][
n′
n′′
]
,
where Φ ′ ∈ GLu(E). Hence N ′ := 〈n′〉E ⊂ N is a sub ϕ-module, and we have ϕn′ = Φ ′n′ . Moreover, we
have
σ
[
Ψ ′ 0
∗ ∗
]
= σ (BH−1)= (σ (BH−1)HB−1)(BH−1)= [Φ ′ 0∗ ∗
][
Ψ ′ 0
∗ ∗
]
=
[
Φ ′Ψ ′ 0
∗ ∗
]
.
Therefore, Ψ ′ is a fundamental matrix for Φ ′ . Since[
n′
n′′
]
= Bn= BH−1n¯=
[
Ψ ′ 0
∗ ∗
][
u
∗
]
,
we have that ξM(N ′) = 〈(Ψ ′)−1n′〉F = 〈u〉F = U . 
Theorem 5.11. Assume that Γ (F ) is Zariski dense in Γ or Λl/F is a regular extension for each l. Assume also
that #E > d′ . Then the morphism of aﬃne F -schemes πM : Γ → ΓM is an isomorphism. Equivalently, the
functor ξM : TM → Rep(Γ, F ) is an equivalence of Tannakian categories.
Proof. By Propositions 5.7 and 5.10, πM is faithfully ﬂat [6, Proposition 2.21]. On the other hand, πM
is a closed immersion by Theorem 5.6. Therefore πM is an isomorphism. 
5.2. v-Adic case
In this subsection, we continue to use the notations of the previous subsection and consider the
case that (F , E, L) = (Fq(t)v , K (t)v , K sep(t)v ), where the notations are deﬁned in Subsection 3.3.
The assumption that Λl/F is regular for each l is not true in general. For example, assume that
r = 1, v = t and Φ ∈ K such that Ψ := Φ1/(q−1) /∈ K (t)v . Then Ψ is a fundamental matrix for Φ , and
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we expect that this assumption is true for “good” objects.
Hence we consider the other assumption. In the v-adic case, Γ (Fq(t)v ) contains a Galois image.
Since the Galois image is large enough, we can conclude that Γ (Fq(t)v ) is Zariski dense in Γ .
Lemma 5.12. Let G be an algebraic group over a ﬁeld k and H a subgroup of G(k). We set HZar the Zariski
closure of H in G endowed with the reduced structure. Then HZar is a subgroup scheme of G and smooth.
Proof. We denote by H the Zariski closure of H in G(k¯). By Lemma 4.17, H is deﬁned over k. Then it
is clear that (HZar)k¯ = H . Thus HZar is absolutely reduced.
To prove that HZar is a group scheme, it is enough to show that H is a group. For any a ∈ G(k¯),
the map G(k¯) → G(k¯); g → ag is a homeomorphism. Thus for any a ∈ H , we have aH = aH ⊂ H . Thus
for any b ∈ H , we have Hb ⊂ H . Therefore Hb = Hb ⊂ H . Hence we have HH ⊂ H . Since the map
G(k¯) → G(k¯); g → g−1 is a homeomorphism, we have H−1 = H−1 = H . 
Lemma 5.13. Let G be a topological group and k be a topological ﬁeld. Let ρ : G → GLr(k) be a continuous
k-representation of G. We set Cρ the Tannakian subcategory of Rep(G,k) generated by ρ and Γρ ⊂ GLr/k its
Tannakian Galois group. Then ρ(G) is Zariski dense in Γρ .
Note that the Tannakian Galois group Γρ may not be reduced. However, we do not know such an
example ρ .
Proof. We have an inclusion ρ(G)Zar ⊂ Γρ and ρ factors through a ρ(G)Zar(k):
ρ : G → ρ(G)Zar(k) ↪→ Γρ(k) ↪→ GLr(k).
Thus we have functors of Tannakian categories
Cρ ∼= Rep(Γρ,k) → Rep
(
ρ(G)Zar,k
)→ Rep(G,k).
We denote by ΓG,k be the Tannakian Galois group of Rep(G,k). Then we have morphisms of algebraic
groups which correspond to the above sequence:
ΓG,k → ρ(G)Zar ↪→ Γρ.
Since ΓG,k → Γρ is an epimorphism of algebraic groups, we have ρ(G)Zar(k¯) = Γρ(k¯). 
For any τ ∈ GK , since σ(τΨ ) = τ (σΨ ) = τ (ΦΨ ) = Φ(τΨ ), there exists a matrix Aτ ∈ GLr(Fq(t)v)
such that τΨ = Ψ Aτ . Therefore we have τ (Σ) = Σ and a map GK → Autσ (Σ/K (t)v ). By Lemma 4.16,
we have that Aτ ∈ Γ (Fq(t)v ) and Aτ corresponds to the image of τ in Autσ (Σ/K (t)v ) via the iso-
morphism Autσ (Σ/K (t)v) ∼= Γ (Fq(t)v ).
On the other hand, we can verify that the map
GK → Autσ
(
Σ/K (t)v
)∼= Γ (Fq(t)v) ↪→ ΓM(Fq(t)v) ↪→ GL(V (M))
coincide with the natural representation GK → GL(V (M)) deﬁned in Subsection 3.3.
Proposition 5.14. The image of GK in ΓM(Fq(t)v ) is Zariski dense in ΓM.
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rem 3.26, the categories TM and CM are equivalent. Therefore ΓM is also a Tannakian Galois group
of CM . Hence by Lemma 5.13, the image of GK is Zariski dense in ΓM . 
Theorem 5.15. If (F , E, L) = (Fq(t)v , K (t)v , K sep(t)v), then the morphism πM : Γ → ΓM is an isomorphism.
Proof. By Proposition 5.14, Γ (Fq(t)v ) is Zariski dense in ΓM . In particular, it is Zariski dense in Γ .
Therefore by Theorem 5.11, πM is an isomorphism. 
Proposition 5.16. Fix an index m ∈ Z/d and take an element τ ∈ GK such that τ |Fqd = σ |−mFqd . Then the image
of τ in Γ (Fq(t)v ) is contained in Γm(Fq(t)v ).
Proof. Since τ induces a K (t)v -isomorphism K sep((t − λl+m)) → K sep((t − λl)), also induces a bijection
Zl+m(K sep((t − λl+m))) → Zl+m(K sep((t − λl))). Let Aτ ∈ Γ (Fq(t)v ) be as above. Since Ψ Aτ = τΨ , we
have Ψl Aτ = τΨl+m ∈ Zl+m(K sep((t − λl))). Note that Ψl ∈ Zl(K sep((t − λl))) for each l by the deﬁnition
of Zl . Therefore by Theorem 4.11, we have Aτ ∈ Γm(K sep((t − λl))) ∩ Γ (Fq(t)v ) = Γm(Fq(t)v). 
6. v-Adic criterion
In this section, we set K := Fq(θ) the rational function ﬁeld over Fq with one variable θ in-
dependent of t . Let M be a ﬁnite-dimensional ϕ-module over K (t)v , m a K (t)v -basis of M and
Φ ∈Matr×r(K (t)v ) a matrix such that ϕm= Φm.
Deﬁnition 6.1. Let M be a ﬁnite-dimensional ϕ-module over K (t)v . A ϕ-module M is said to be a
v-adic t-motive if there exists a K (t)v -basis m of M such that the corresponding matrix Φ satisﬁes
Φ ∈Matr×r(K [t]v) and detΦ = c(t − θ)s for some c ∈ K× and s ∈N.
Since t − θ is invertible in K [t]v , v-adic t-motives are K sep(t)v -trivial by Theorem 3.26. Thus we
can apply the results of the previous sections to v-adic t-motives.
Remark 6.2. Let k be a ﬁeld of characteristic p > 0 and ι : Fp[t] → k a ring homomorphism. Anderson
deﬁned the notion of t-motives over k in [1]. This is a ϕ-module M over k[t] which satisﬁes the
following conditions:
• M is free of ﬁnite rank over k[t].
• (t − ι(t))N (M/k[t] · ϕM) = 0 for some integer N > 0.
• M is ﬁnitely generated over kσ [ϕ].
Here the ϕ action on k[t] is deﬁned as before and kσ [ϕ] is the subring of k[t]σ [ϕ] generated by k
and ϕ . Thus we have a functor from the category of t-motives over K (here we take ι(t) = θ ) to the
category of v-adic t-motives by tensoring with K (t)v .
Let Kv(θ) be the completion of K with respect to the place at v(θ), Kd := K · Fqd the composite
ﬁeld of K and Fqd in K , Kλl := Kd,(θ−λl) the completion of Kd with respect to the place at (θ − λl),
Kλl an algebraic closure of Kλl , and Cλl := K̂λl the completion of Kλl with respect to the canonical
extension of (θ − λl). Let vl be the valuation on Cλl normalized by vl(θ − λl) = 1. For each l, we
ﬁx an embedding K to Kλl over Kd . Then for each f ∈ K sep(t)v =
∏
l K
sep((t − λl)), we can deﬁne
f (θ) ∈∏lCλl by substituting θ for t if it converge. We have the following conjecture, which is a
v-adic analogue of Proposition 3.1.1 in [2]:
Conjecture 6.3. Let Φ ∈ GLr(K (t)v ) ∩Matr×r(K [t]) and ψ ∈ Matr×1(K sep[t]v) be matrices such that ψ(θ)
converges, σψ = Φψ and detΦ = c(t − θ)s for some c ∈ K× and s ∈ N. Then, any linear relation of the
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speaking, if there exists an element ρ ∈ Mat1×r(Kv(θ)) such that ρψ(θ) = 0, then there exists an element
P ∈Mat1×r(K [t]v) such that Pψ = 0, P (θ) converges and P (θ) = ρ .
Conjecture 6.3 is true if r = 1 and we give a proof below. This proof is the same as the proof of
the ∞-adic version for r = 1 in [2].
If ρ = 0, then we can take P = 0. Therefore we may assume that ρ = 0. Since for some P ∈
K [t]v , we have P (θ) = ρ . Hence it is enough to show that, if ψ(θ) = 0, then ψ = 0. Write ψ =
(
∑
i al,i(t−λl)i)l . For any ν  0, the inﬁnite sum
∑
i al,i((θ −λl)qdν )i converges because
∑
i al,i(θ −λl)i
converges and vl((θ − λl)qdν ) vl(θ − λl) for each l. Thus we have
ψ
(
θq
dν )qd = (∑
i
al,i
(
(θ − λl)qdν
)i)qd
l
=
(∑
i
aq
d
l,i
(
θq
d(ν+1) − λl
)i)
l
= (σ dψ)(θqd(ν+1)).
On the other hand, we have
(
σ dψ
)(
θq
d(ν+1))= (σ d−1Φ)(θqd(ν+1))× · · · × (σ 0Φ)(θqd(ν+1))× ψ(θqd(ν+1))
= cqd−1+···+q0(θqd(ν+1) − θqd−1)s · · · (θqd(ν+1) − θq0)sψ(θqd(ν+1)).
By induction on ν , we have
∑
i al,i((θ − λl)q
dν
)i = 0 for each l. Thus the formal series ∑i al,i zi has
inﬁnite zeros on the disk vl(z)  vl(θ − λl). Therefore al,i = 0 for all l and i, and we conclude that
ψ = 0.
Next, we calculate valuations of the coeﬃcients of periods for some examples of t-motives. An
element Lα,n is an analogue of the n-th Carlitz polylogarithm, and an element Ωv is an analogue of
the Carlitz period.
Proposition 6.4. Let n  1 be an integer and α ∈ (K sep)× an element such that vl(α)  0 for all l. Then
there exists an element Lα,n = Lα,n(t) = (∑i al,i(t − λl))l ∈ K sep[t]v =∏l K sep[[t − λl]] which satisﬁes the
equation
σ(Lα,n) = σ(α) + Lα,n/(t − θ)n.
For any l ∈ Z/d, 0m d − 1 and i  0, we have
vl(al+m,i)−qm
(
i
qd
+ n
qd − 1
)
.
Proof. For an element Lα,n = (∑i al,i(t − λl))l ∈∏l K sep((t − λl)), we have an explicit descriptions
(t − θ)nσ(Lα,n) =
(∑
i
(
n∑
j=0
(
n
j
)
(λl − θ)n− jaql−1,i− j
)
(t − λl)i
)
l
,
σ (α)(t − θ)n =
(
n∑
i=0
(
n
i
)
(λl − θ)n−iαq(t − λl)i
)
l
.
We set bl,i :=∑nj=1 (nj)(λl − θ)n− jaql−1,i− j − (ni)(λl − θ)n−iαq and cl := (λl − θ)n . Then the equation
σ(Lα,n) = σ(α) + Lα,n/(t − θ)n is equivalent to the equations
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for all l ∈ Z/d and i ∈ Z. For i < 0, we can take al,i = 0. Fix i  0 and consider the system of polyno-
mial equations
Xl+1 = cl+1Xql + bl+1,i (l ∈ Z/d).
For 2 r m, we set
βm,r,i := bq
m−r
r,i
m∏
s=r+1
cq
m−s
s and γm :=
m∏
s=2
cq
m−s
s .
Then the above equations are equivalent to the equations
Xm = γmXq
m−1
1 +
m∑
r=2
βm,r,i (2m d+ 1).
Since Xd+1 = X1, we can solve these equations in K sep. This proved the existence part of this propo-
sition.
Next we calculate the valuations of these solutions by induction on i. We set f i(X1) := γd+1Xq
d
1 −
X1 +∑d+1r=2 βd+1,r,i . Since al,i = 0 for all i < 0, the inequality for the valuations in the statement of
this proposition is true for i < 0. Fix i  0 and assume that the inequality in the statement of this
proposition is true for integers lower than i. It is clear that v1(γd+1) = v1(c1) = n. For 2 r  d, we
have
v1(βd+1,r,i) = n+ qd+1−r v1(br,i)
 n+ qd+1−r min
1 jn,i
{
v1
((
n
j
))
+ qv1(ar−1,i− j), v1
((
n
i
))
+ qv1(α)
}
 n+ qd+1−r min
1 jn,i
{
−qr−1
(
i − j
qd
+ n
qd − 1
)
,0
}
 n+ qd+1−r
(
−qr−1
(
i − 1
qd
+ n
qd − 1
))
= n− i + 1− q
dn
qd − 1 .
For r = d + 1, we have
v1(βd+1,d+1,i) = v1(b1,i)
 min
1 jn,i
{
n− j + qv1(ad,i− j),n − i + qv1(α) + v1
((
n
i
))}
 min
1 jn,i
{
n− j − qd
(
i − j
qd
+ n
qd − 1
)
,0
}
 n− i − q
dn
d
.
q − 1
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∑d+1
r=2 βd+1,r,i) n − i − qdn/(qd − 1). By considering the Newton polygon
of f i , we have v1(a1,i)−i/qd − n/(qd − 1) for any root a1,i of f i . For 2 r m d, we have
v1(βm,r,i) = qm−r v1(br,i) qm−r
(
−qr−1
(
i − 1
qd
+ n
qd − 1
))
= −qm−1
(
i − 1
qd
+ n
qd − 1
)
and
v1
(
γma
qm−1
1,i
)= qm−1v1(a1,i)−qm−1( i
qd
+ n
qd − 1
)
.
Thus we have
v1(am,i) = v1
(
γma
qm−1
1,i +
m∑
r=2
βm,r,i
)
−qm−1
(
i
qd
+ n
qd − 1
)
. 
The next proposition is proved by similar arguments as Proposition 6.4.
Proposition 6.5. There exists an element Ωv = Ωv (t) = (∑i al,i(t − λl))l ∈ K sep[t]×v =∏l K sep[[t − λl]]×
which satisﬁes the equation
σ(Ωv) = (t − θ)Ωv . (6.1)
For any l ∈ Z/d, 0m d − 1 and i  0, we have
vl(al+m,i) = q
m
qid(qd − 1) .
By Propositions 6.4 and 6.5, the inﬁnite sums Lα,n(θ) and Ωv(θ) converge.
Example 6.6. We deﬁne the Carlitz motive to be the ϕ-module C whose underlying K (t)v -vector space
is K (t)v and on which ϕ acts by
ϕ( f ) = (t − θ)σ ( f )
for each f ∈ C . Eq. (6.1) means that the element Ωv in Proposition 6.5 is a period of C . If we write
Ωv = (Ωv,l)l = (∑i al,i(t − λl))l , then [Kd(al,0,al,1, . . .) : Kd] = ∞ by Proposition 6.5. Thus Ωv,l is tran-
scendental over K (t)v = Kd((t − λl)). Therefore we have that tr.degK (t)v Λl = 1 and ΓC =Gm .
7. Algebraic independence of formal polylogarithms
In this section, we prove the algebraic independence of certain “formal” polylogarithms. The proof
of this theorem follows [5] and [10] closely. Let (F , E, L) be a σ -admissible triple and t, θ ∈ E distinct
elements. Let n, r be positive integers and α1, . . . ,αr ∈ E ﬁxed elements. Assume that (F×)tor = F× ,
and there exist elements Ω = (Ωl)l ∈ L× and Lα j ,n = (Lα j ,n,l)l ∈ L for each j = 1, . . . , r such that
σ(Ω) = (t − θ)Ω , Ωl is transcendental over E and σ(Lα j ,n) = σ(α j) + Lα j ,n/(t − θ)n . In the v-adic
settings, such elements actually exist if α1, . . . ,αr ∈ K× (cf. Section 6). We set
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⎡⎢⎢⎣
(t − θ)n
σ(α1)(t − θ)n 1
...
. . .
σ (αr)(t − θ)n 1
⎤⎥⎥⎦ and Ψ :=
⎡⎢⎢⎣
Ωn
ΩnLα1,n 1
...
. . .
ΩnLαr ,n 1
⎤⎥⎥⎦ .
Then we have σΨ = ΦΨ . Therefore, if M is the ϕ-module over E corresponding to Φ , then M is
L-trivial. This type of t-motive is considered in [5] and [10]. Note that in ∞-adic case, Ω and Lα,n are
constructed explicitly, and Lα,n(θ) is the n-th Carlitz polylogarithm of α. We deﬁne Γ,ΓM , Z ,Λl, . . .
as in the previous sections for M , Φ and Ψ . In particular, we have
Λl = E
(
Ωnl , Lα1,n,l, . . . , Lαr ,n,l
)
.
Furthermore, we assume that, Γ (F ) is Zariski dense in Γ or Λl/F is regular extension for each l. Thus
the natural immersion Γ → ΓM is an isomorphism by Theorem 5.11.
For each F -algebra R , we set
G(R) :=
⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣
∗ 0 · · · 0
∗ 1
...
. . .
∗ 1
⎤⎥⎥⎦ ∈ GLr+1(R)
⎫⎪⎪⎬⎪⎪⎭ .
Then G is an algebraic group over F and we have a natural inclusion Γ ⊂ G . Let X0, . . . , Xr be the
coordinates of G such that the ﬁrst column of a general element of G “is”
⎡⎢⎢⎣
X0
X1 1
...
. . .
Xr 1
⎤⎥⎥⎦ .
We have the exact sequence 1 → Gra → G → Gm → 1, here Gra is the subgroup scheme of G with
coordinates (X1, . . . , Xr) and Gm is the quotient of G given by the projection (Xi) → X0. Let C ∈ ΦMLE
be the one-dimensional ϕ-module such that ϕ( f ) = (t − θ)σ ( f ) for each f ∈ C = E . Then we have
the following exact sequence:
0→ C⊗n → M → 1r → 0.
Thus C⊗n is an object of TM and we have the canonical surjection π : Γ ∼= ΓM → ΓC⊗n ∼=Gm . We set
V := kerπ . Then we have the commutative diagram
1 V Γ
π
Gm 1
1 Gra G Gm 1,
where the rows are exact.
Proposition 7.1. The subgroup V of Gra is deﬁned by linear forms in X1, . . . , Xr with coeﬃcients in F .
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have dim T = 1 and π¯ |T : T → Gm,F is an isomorphism. Thus dπ¯ is non-trivial and so is dπ . Hence
we have the following exact sequence:
0 Lie V LieΓ LieGm 0.
Since Γ and Gm are smooth over F , we have the equalities dimF LieΓ = dimΓ and dimF LieGm = 1.
Thus we have the equality dimF Lie V = dim V . Therefore V is smooth over F . Thus it is enough to
show that the space V (F ) is a linear space deﬁned over F . Let
μ =
[
1 0
v Ir
]
∈ V (F ) and α ∈ F×
be any elements. Since Γ (F ) → Gm(F ) is surjective, there exists an element γ ∈ Γ (F ) such that
π(γ ) = α. Then we have
V (F )  γ −1μγ =
[
1 0
αv Ir
]
.
Thus V (F ) is a linear subspace of Gra(F ). Since V is deﬁned over F , V is deﬁned by linear forms in
X1, . . . , Xr with F coeﬃcients. 
Since V is smooth and H1(F , V ) = 1, we have the exact sequence
1 V (F ) Γ (F ) Gm(F ) 1.
By the assumption on F , there exists an element b0 ∈ F×  (F×)tor. By the above sequence, there
exists an element
γ =
⎡⎢⎢⎣
b0
b1 1
...
. . .
br 1
⎤⎥⎥⎦ ∈ Γ (F ).
We ﬁx such b0 and γ . For each F -algebra R and a ∈ R× , we set
γa :=
⎡⎢⎢⎢⎣
a
b1
b0−1 (a− 1) 1
...
. . .
br
b0−1 (a− 1) 1
⎤⎥⎥⎥⎦ .
Then for each a,b ∈ R× and m ∈ Z, we have γaγb = γab and γm = γbm0 . Hence we have 〈γ 〉 = (R →
{γa | a ∈ R×}), a line in Γ . We set Γ ′ := 〈V , γ 〉 ⊂ Γ and s := r−dim V . We claim that Γ ′ = Γ . Indeed,
let
Fi =
r∑
j=1
ci, j X j ∈ F [X1, . . . , Xr] (i = 1, . . . , s) (7.1)
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Gi := (b0 − 1)Fi(X1, . . . , Xr) − Fi(b1, . . . ,br)(X0 − 1) ∈ F [X0, . . . , Xr].
Then we can verify that G1, . . . ,Gs deﬁne Γ ′ in GLr+1 and Γ ′ is an algebraic group. Since V ⊂ Γ ′ ⊂ Γ
and Γ ′ →Gm is surjective, we have Γ ′ = Γ . Thus we have the following proposition:
Proposition 7.2. The algebraic group Γ is deﬁned by the linear polynomials G1, . . . ,Gs in GLr+1/F .
Since ZE
∼= ΓE and Z is deﬁned over E , Z is deﬁned by linear polynomials over E , and there exists
an E-valued point
ξ =
⎡⎢⎢⎣
f0
f1 1
...
. . .
fr 1
⎤⎥⎥⎦ ∈ Z(E).
We ﬁx such ξ . Then we have Z = ξ · ΓE . Set f ′i := Gi( f0, . . . , fr) f −10 ∈ E and Hi := Gi(X0, . . . , Xr) −
X0 f ′i ∈ E[X0, . . . , Xr]. Then H1, . . . , Hs are deﬁning polynomials for Z . If we set gi :=
∑r
j=1 ci, jb j ,
then we have
Hi = (b0 − 1)
r∑
j=1
ci, j X j + gi −
(
gi + f ′i
)
X0.
Since Ψl ∈ Z(Σl) for each l, we have
(b0 − 1)
r∑
j=1
ci, j Lα j ,n,l + giΩ−nl −
(
gi + f ′i
)= 0
for each l and i. Set B := (ci, j)i, j ∈ Mats×r(F ). By the deﬁnition of ci, j (7.1), the rank of B is s =
r − dim V . Set
P =
⎡⎣ P1...
Ps
⎤⎦ :=
⎡⎢⎣ (b0 − 1)c1,1 . . . (b0 − 1)c1,r g1 −(g1 + f
′
1)
...
...
...
...
(b0 − 1)cs,1 . . . (b0 − 1)cs,r gs −(gs + f ′s)
⎤⎥⎦ ∈Mats×(r+2)(E),
the coeﬃcients matrix of the above equations. Then the rank of P is also s. We interested in
Nl :=
〈
Lα1,n,l, . . . , Lαr ,n,l,Ω
−n
l ,1
〉
E ⊂ Λl.
This is the image of the E-linear map
βl : Er+2 → Λl; (x1, . . . , xr+2) →
r∑
j=1
x j Lα j ,n,l + xr+1Ω−nl + xr+2.
Since Pi ∈ kerβl for each i, we have the inequality dimE kerβl  s. Thus we have dimE Nl  r+2− s =
dim V + 2= dimΓ + 1= tr.degE Λl′ + 1 for each l and l′ . On the other hand, it is clear that dimE Nl 
tr.degE Λl = tr.degE Λl′ . Thus we have the following theorem:
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Corollary 7.4. If Lα1,n,l, . . . , Lαr ,n,l,1 are linearly independent over E for some l, then Lα1,n,l′ , . . . , Lαr ,n,l′ are
algebraically independent over E for each l′ .
Proof. Note that since Λl′ = E(Ωnl′ , Lα1,n,l′ , . . . , Lαr ,n,l′ ), we have tr.degE Λl′  r+1. By the assumption,
we have r + 1 dimE Nl  r + 2.
Assume that dimE Nl = r + 2. Then tr.degE Λl′ < dimE Nl . By Theorem 7.3, we have dimE Nl =
tr.degE Λl′ + 1. Thus we have tr.degE Λl′ = r + 1 and Ωnl′ , Lα1,n,l′ , . . . , Lαr ,n,l′ are algebraically indepen-
dent over E .
On the other hand, assume that dimE Nl = r + 1. By the assumption, we can write Ω−nl as a linear
combination of Lα1,n,l, . . . , Lαr ,n,l,1 over E . In particular, we have Ω
n
l ∈ E(Lα1,n,l, . . . , Lαr ,n,l). Letting σ
act on this relation, we have
(t − θ)nΩnl+1 ∈ σ(E)
(
σ(α1) + Lα1,n,l+1
(t − θ)n , . . . , σ (αr) +
Lαr ,n,l+1
(t − θ)n
)
.
Thus for each l′ , we have Ωnl′ ∈ E(Lα1,n,l′ , . . . , Lαr ,n,l′ ) and Λl′ = E(Lα1,n,l′ , . . . , Lαr ,n,l′ ). By Theorem 7.3,
we have tr.degE Λl′  dimE Nl − 1 = r. Thus tr.degE Λl′ = r and Lα1,n,l′ , . . . , Lαr ,n,l′ are algebraically
independent over E . 
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