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This work presents applications of the probability density function (PDF)
method to several recently-developed turbulent flows, and the implementation
and assessment of several sub-models. A series of lean piloted premixed jet
flames (in order of lowest to highest jet bulk velocity: PM1-50, PM1-100, PM1-
150, and PM1-200) is first studied using a Reynolds-Averaged Navier-Stokes
(RANS) based PDF method. These calculations use diagnostic testing and thor-
ough parametric studies of models to show that the standard models overpre-
dict the reaction rate in the flames PM1-150 and PM1-200. The nature of the
combustion in these flames is examined through comparison to simpler com-
bustion models, and it is found to be similar to laminar non-premixed flames.
These same flames are then investigated further using both RANS-PDF and the
recently developed Large Eddy Simulation (LES) PDF method. Simple mod-
els for molecular diffusion and combustion are tested and implemented in the
RANS-PDF calculations. In the LES-PDF calculations, the effects of differential
diffusion and the mixing model constant, CM, are both examined, and the cal-
culations are found to be very sensitive to the value of CM. This study yields
substantially improved calculations of all the flames. In particular, the study
of CM shows strong evidence that larger values of CM are necessary for flames
PM1-150 and PM1-200. The modeling of molecular mixing is investigated fur-
ther through a study of a non-reacting turbulent jet flow with three inflowing
streams. This study presents the unique opportunity to compare the scalar dissi-
pation rate and conditional diffusion from the calculations to experimental data.
In the RANS-PDF calculations of this flow, three classic mixing models are eval-
uated. The joint scalar PDF’s are very sensitive to the choice of mixing model
and show a wide variability from the measurements. Only the Euclidean Mini-
mum Spanning Tree (EMST) produces compositions which lie very close to the
slow manifold identified in the experimental work. LES calculations of the same
flow are performed, and the dissipation rate and conditional diffusion are calcu-
lated. The resolved scalar dissipation rate is found to be in good agreement with
the experimental data, but depends strongly on the resolution; the total dissipa-
tion rate from the RANS-PDF and LES calculations indicates significantly larger
scalar dissipation rates than those measured experimentally. Lastly, LES-PDF
calculations of the same flow yield joint-PDF’s in very good agreement with the
experimental data, and are far-improved from those of any mixing model stud-
ied with RANS-PDF. The attenuation of variance production model is introduced
for LES-PDF and tested in this flow. This new model results in an additional
dissipation of scalar variance and yields calculations of improved accuracy on
coarse grids.
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Two of the most serious problems the world faces today are (i) meeting the ever-
growing demand for energy, and (ii) combatting environmental pollution and
its many consequences, including global warming and climate change. These
two challenges are strongly interconnected: more than 80% of the world’s en-
ergy comes from fossil fuel combustion [1], which is a notorious source of pol-
lutant emissions. While many revolutionary innovations in transportation and
energy generation have arisen due to combustion technology, the world’s de-
pendence on these devices has led to many challenges in energy efficiency, air
quality, global warning, and safety. Combustion research, one must recognize,
is an integral part of solving these problems for the future.
In the past, combustion research has led to substantial improvements re-
garding both of these two problems. For example, in the automotive indus-
try these improvements include the development of pollution-reducing and
energy-saving technologies such as the catalytic converter, exhaust gas recircu-
lation, direct fuel injection, ultra-lean fuel burning, and engine design optimiza-
tion. Combustion research in other areas is providing more means by which to
solve these two problems. Research in the development of biofuels and syn-
thetic fuels shows potential in removing dependence on fossil fuels. The devel-
opment of clean coal technology through carbon capture and sequestration is
a promising means of reducing harmful pollutants, which can also be applied
to fuel sources other than coal. So, while combustion certainly contributes to
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the problems of depleting fuel sources and pollution, combustion research is an
essential part of achieving the right solutions.
The particular type of combustion research of which this work is a part is the
computationally-driven design of combustion devices. Design has traditionally
been done in an ad hoc fashion using trial-and-error procedures in a laboratory
setting. Computational design is advantageous over traditional design meth-
ods for several reasons, one of which is the potential for design optimization:
design parameters can be chosen so that certain criteria, for example, fuel ef-
ficiency and pollutant concentrations, are optimized. Through this type of re-
search, combustion devices can be designed to be as efficient, as reliable, and as
clean as possible.
1.2 Methodologies
This type of computational design requires complete computational models of
realistic combustion devices. Combustion devices, such as gas turbines, internal
combustion engines, boilers, and furnaces, are indeed complex. The physical
processes occurring in these devices often include the injection of a liquid fuel,
atomization or liquid droplet formation, spray evaporation, gas-phase turbulent
flow, intense chemical reaction with rapid changes in temperature and pressure,
acoustic effects, and soot formation. While all of these processes are important,
this study focuses solely on the primary driving process, gas-phase turbulent
reactive flow.
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1.2.1 Direct Numerical Simulation
Turbulent reactive flow is a process whose governing physics is generally well-
understood. The transport equations are readily derived from a force balance
and an energy balance, and the direct solution of these transport equations (Di-
rect Numerical Simulation, or DNS) is one possible computational method. For
example, we consider a Newtonian fluid whose state is determined by a velocity
vector field U (whose i-th component is denoted by Ui), density field ρ, pressure
field P, and a vector of nφ reactive scalar composition variables φ (each denoted
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along with an equation of state which relates the pressure, density, and com-
position (for example, the ideal gas equation). In this set of equations, ν is the
kinematic viscosity, S i j is the strain rate tensor (2S i j=∂Ui/∂x j+∂U j/∂xi), Γ is the
diffusivity of the composition variable φα, and S α is the reaction source term for
φα. In DNS, this set of 5 + nφ equations is solved for the density, ρ, the three
components of velocity, U j, the pressure, P, and the nφ composition variables,
φα.
However, the application of DNS to turbulent combustion presents ma-
jor computational challenges. Turbulent flows demonstrate a huge variety in
3
length scales, ranging from the length scale of the device (around 1 m) to the
smallest turbulent scales (as small as 10−6m), and an equally wide range of time
scales. Due to the nature of combustion, the reaction source term S is stiff and
highly non-linear. Furthermore, a large number of chemical species (between
10 and 1,000) is required to characterize sufficiently the composition. All of
these complexities result in systems of many stiff, non-linear, coupled differen-
tial equations. The solution of these governing equations via DNS has restrictive
computational requirements for the grid size and time step. Specifically, the
computational work scales approximately with Re3, where Re is the Reynolds
number. For computationally tractable calculations of realistic flows, DNS is
not practical and modeling is needed for the turbulence and chemistry.
1.2.2 Reynolds-Averaged Navier-Stokes methods
One group of widely-used methodologies for modeling the turbulence is
Reynolds-Averaged Navier-Stokes (RANS). In RANS, each quantity is decom-
posed into two components: the ensemble mean and the fluctuating compo-
nent. The general methodology is to solve the mean governing equations and
to model the fluctuating components. Each component of the velocity is de-
composed into U j = 〈U j〉 + U′j, where 〈U j〉 is the ensemble mean and U′j is the
fluctuating component, and the scalar variables are decomposed analogously.
By substituting these expressions into Eqs. 1.1–1.3, the RANS equations are ob-














































The primary challenges of RANS-based approaches are to model the un-
closed turbulent fluxes, 〈U′iU′j〉 and 〈φ′αU′j〉 and the mean reaction source term,
〈S α(φ)〉. It is important to recognize that due to the highly non-linear nature of
the reaction source term, 〈S α(φ)〉 is very different from S α(〈φ〉). The use of a pure
RANS-based approach for turbulent combustion is therefore highly dependent
on the model for this quantity.
1.2.3 Large Eddy Simulation
An alternative to RANS-based turbulence modeling is Large Eddy Simulation
(LES). In LES, each quantity is decomposed into a resolved and a modeled com-
ponent. The main idea of LES is to resolve the large-scale motions of the flow,
while modeling the small-scale motions. Quantities such as momentum, mass,
energy, and species are primarily transported by the large-scale structures of the
flow, which are controlled largely by the details of the problem (such as bound-
ary conditions and geometry). The small-scale features of the flow are more
universal, so they can be modeled more readily.
The mass-weighted resolved component of the velocity, U˜ j, and composi-
tion, φ˜α, and the volume-weighted density, ρ¯, and pressure, P¯, are all obtained
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from the resolved transport equations, which are essentially the resolved com-
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In this system of equations, νT is the turbulent viscosity, S˜ i j is the resolved strain
rate, and ΓT is the turbulent diffusivity. The primary objective in LES is to de-
velop robust models for νT and ΓT to close this system of equations. Addition-
ally, in reacting flows, a closure is also needed for the resolved reaction source
term, ˜S α(φ).
1.2.4 PDF methods
It is clear from Eqs. 1.4–1.9 that both RANS and LES turbulence closures en-
counter modeling and numerical challenges when applied directly to turbulent
combustion. First, the closure of the reaction source term is major problem,
particularly due to the high non-linearity of this term in combustion. Second,
the number of composition variables necessary to describe combustion may be
very large, resulting in large, coupled systems of differential equations. The
application of the Probability Density Function (PDF) method [2] to turbulent
combustion is one method which can alleviate these difficulties.
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In the PDF method, the single-point, joint probability density function of
composition (or composition, velocity, and turbulence frequency, depending on
which method is used) is derived from the Navier-Stokes equations. For exam-
ple, for the case of the composition PDF method in constant-property flow, the
















〈Γ∇2φα|ψ〉 + S α(ψ)
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(1.10)
where U j and u j are the mean and fluctuating velocities, S α is the reaction source
term, Γ is the molecular diffusivity, and ψα is the sample-space variable corre-
sponding to φα. The unclosed terms in the RANS or LES equations are then
obtained by taking the appropriate moments of the joint PDF.
The PDF is solved using a Lagrangian Monte Carlo particle solver. Com-
putational particles evolve due to convection, mixing, and reaction and pro-
vide a statistical solution to the PDF. The two principal advantages of the PDF
method are that (i) the reaction source term appears in closed form and (ii) the
Lagrangian Monte Particle method scales linearly with the number of dimen-
sions of the PDF. Both of these features are advantageous for turbulent com-
bustion, where the reaction source term is highly non-linear, and the number of
composition variables can be large. Two disadvantages are that (i) the molecu-
lar diffusion term in Eq. 1.10, 〈Γ∇2φα|ψ〉, is unclosed and must be modeled, and
(ii) the solution incurs statistical errors due to using a finite number of particles.
An overview of three classical mixing models used in PDF methods is presented




In this work, we study the PDF method in conjunction with both RANS and
LES through calculations of several novel flows. To ensure that the calculations
are useful, all of the flow configurations studied here are based on recently de-
veloped flows from the Turbulent Non-premixed Flames (TNF) workshop, a
collaborative effort between experimentalists and modelers. Each flow from the
experiments at TNF is carefully devised to isolate certain physical processes.
These processes include turbulent mixing and combustion phenomena such as
extinction and re-ignition. Additionally, the collaboration through TNF ensures
that the flows studied are accompanied by thorough experimental measure-
ments and detailed descriptions of the boundary conditions.
In Chapter 2 (an article published in Combustion Theory and Modelling), we
perform the first comprehensive modeling study of a series of lean, premixed
turbulent flames. We validate the experimental data and perform a large set of
sensitivity studies, to examine the sensitivity of the calculations to nearly every
aspect of the modeling. We thoroughly assess the combustion events occurring
in the calculations and make comparisons to simpler combustion models.
In Chapter 3 (an article submitted for publication to Combustion Theory and
Modeling), we return to the same flames studied in Chapter 2. We approach
them with a wide variety of new tools (including a model for the reduced de-
scription of the chemistry, as well as the LES-PDF modeling tool) and target the
particular aspects of the modeling called into question in Chapter 2. We perform
the first calculations of the flow PM1-150 from this series that yields improved
agreement far downstream. An investigation of the constant mechanical-to-
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scalar timescale ratio, CM, provides strong evidence that in these turbulent pre-
mixed flames, a value of CM significantly larger than that in other studies is
needed.
As most of the difficulties in modeling the aforementioned flames are related
to the modeling of molecular mixing, we focus the next study more deeply into
this topic. In Chapter 4 (an article submitted for publication to Physics of Flu-
ids), we present the first modeling study of a three-stream non-reacting jet flow
from another recent experimental study. From this study, we extract detailed
statistics from the calculations and for the first time can present comparisons to
experimentally measured conditional diffusion. This last study gives a very de-
tailed comparison of the current modeling and experimental capabilities, and
introduces the attenuation of variance production model for LES-PDF methods.
Lastly, in Chapter 5, conclusions are drawn from the studies presented here.
Two of the most important physical processes in turbulent reactive flows are
turbulent mixing and chemical reaction. While the research presented in this
work is largely motivated by applications to combustion (where both turbulent
mixing and chemical reaction are critical), there are many other important prob-
lems in which either turbulent mixing or chemical reaction is very important.
For example, in environmental flows, turbulent mixing is a critical driving pro-
cess necessary for understanding transport of nutrients and sediment in rivers
and lakes, as well as dispersion of pollutants in the atmosphere. Many of the
same difficulties appear in these problems, including the wide variety of impor-
tant length scales and time scales, so the research discussed here has applicabil-
ity to these other communities as well.
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CHAPTER 2
PDF CALCULATIONS OF PILOTED PREMIXED JET FLAMES
2.1 Introduction
The ability of the PDF method [2] to treat chemical reaction exactly has rendered
it a useful tool for the prediction of finite-rate chemistry effects in turbulent
flames. Past studies have shown the PDF method to be capable of calculating
nonpremixed jet flames [3,4], including flames exhibiting combustion phenom-
ena such as local extinction and reignition [5–9]. Similarly, the PDF method has
successfully been applied to stoichiometric premixed planar flames [10] and jet
flames [11]. In the current work, the PDF method is applied to a series of piloted
premixed jet flames [12–14] which exhibit high turbulence levels, wide reaction
zones, and extinction-reignition events, while based on a burner of simple ge-
ometry using a lean premixed fuel jet. While there exist other approaches specif-
ically for modeling premixed flames, the PDF approach is not inherently limited
to a particular mode of combustion.
Lean premixed combustion is of practical interest as a means of pollutant re-
duction. A prominent feature of lean premixed combustion is the low tempera-
ture at which combustion occurs. Consequently, there is decreased formation of
pollutants such as NOx, soot, and volatile organic compounds. However, oper-
ation at lean equivalence ratios also has the complication of increased tendency
for extinction or blowoff, and the details of the combustion can be extremely
sensitive to fuel composition [15]. For these reasons, a better understanding of
the turbulence-chemistry interaction in this regime is critical.
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The flames studied here are based on the Sydney piloted premixed jet burner
(PPJB) [12]. The burner consists of a central jet of a lean methane-air premixture
surrounded by a pilot of hot stoichiometric methane-air products. Outside the
pilot stream is a hot coflow of lean hydrogen-air products. The stream configu-
rations in the PPJB are summarized in Table 2.1. There is an additional coflow
of ambient air around the hot coflow stream. However, additional calculations
of the four-stream problem (shown in the supplemental material in Fig. SM-1,
where Fig. SM-1 denotes Fig. 1 of the supplemental material) reveal that the en-
tire flame lies well within the hot coflow of lean hydrogen products, and there
is little difference when the additional air stream is not considered. Therefore,
the air stream is neglected in these calculations. The problem is then reduced to
a three stream problem. A mixture fraction is associated with each stream, and
is defined to be a passive scalar that is unity at the composition of that stream,
and zero at the composition of the other streams. The mixture fractions sum
to unity, so there are only two independent mixture fractions. In practice, the
mixture fractions are defined based on the elemental specific moles of H, O, and
C.
Stream D (mm) Ub (m/s) T (K) φ Composition
Jet 4 50-200 300 0.5 CH4-air (unburnt)
Pilot 23.5 5.3 2280 1 CH4-air (burnt)
Coflow 197 4.0 1500 0.43 H2-air (burnt)
Table 2.1: Properties of the three concentric streams in the PPJB: D is di-
ameter, Ub is jet bulk velocity, T is temperature, φ is equivalence
ratio. The two flames considered, PM1-50 and PM1-200, have jet
velocities of 50 m/s and 200 m/s, respectively.
Four flames are measured in [12], and the flames with the lowest and high-
est jet velocities, PM1-50 and PM1-200, are presented here. PM1-50 has a central
jet with bulk velocity of 50 m/s and Reynolds number (Re) of 12,500 based on
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the central jet. The configuration of PM1-200 is identical to that of PM1-50, ex-
cept that the central jet bulk velocity is 200 m/s, yielding Reynolds number of
50,000. PM1-200 exhibits a decreased luminosity downstream from x/D of 15 to
45, where x is the axial coordinate and D=4 mm is the central jet diameter. This
region is referred to here as an extinction region. Farther downstream, between
x/D of 45 and 60, there is a small increase in luminosity, referred to here as a
reignition region.
This work is outlined as follows: First, in Sec. 2, a brief description of the
models and numerical methods used in the calculation is presented. In Sec. 3,
the numerical and model parameters used in the calculations are stated, and the
level of numerical accuracy is reported. In Sec. 4, results are presented for the
base case, and the findings of a large number of sensitivity studies are summa-
rized. The sensitivity of the flames to the chemical reaction timescale is shown,
and the results are discussed in detail. Conclusions are drawn in Sec. 5 regard-
ing the performance of the models and the nature of the combustion in these
flames. Additionally, the supplemental material contains many more results
than can be presented in this paper.
2.2 PDF Method
In the joint velocity-turbulence frequency-composition PDF method [16], the
joint PDF of fluctuating velocity, turbulence frequency, and composition is
solved by a particle-based Monte Carlo method. Particle velocities are mod-
eled by the simplified Langevin model [17], and the timescale of turbulence is
provided by a stochastic frequency model [18].
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The particle composition evolves by mixing and reaction. In the base case,
the EMST (Euclidean Minimum Spanning Tree) mixing model [19] is used to
advance the particle composition due to mixing. A chemical mechanism dic-
tates the reaction rates through which the particle composition advances due
to chemical reaction; this step is performed in a computationally efficient way
by using the ISAT (In Situ Adaptive Tabulation) algorithm [20, 21] to build a
storage-retrieval table as the calculation progresses. The parallel algorithm of
domain partitioning of particles [8] is used to facilitate efficient parallel compu-
tation.
The particle solver is coupled with a finite volume solver which solves the
mean equations of mass, momentum, energy, and state [22–24]. The finite vol-
ume solver provides the particle solver with the mean velocity and pressure,
while the particle solver provides the turbulence quantities and reaction source
term to the finite volume solver. These models and solvers are the same used in
many previous calculations [8, 9, 24] with the same model constants, excluding
the turbulence model parameter Cω1, as discussed later.
2.3 Calculation Details
2.3.1 Computational domain and boundary conditions
The solution domain is a rectangle represented in polar cylindrical coordinates.
The origin corresponds to the center of the central jet at the jet exit plane. The
domain extends 40D in the radial (r) direction and 100D in the axial (x) direction.
The coflow boundary (r/D=40) is taken to be a perfect-slip wall, the centerline
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(r/D=0) is axisymmetric, and at the outflow (x/D=100) the mean pressure is uni-
form.
At the inflow plane (x/D=0), the mean velocities are prescribed based on sep-
arate calculations using the commercial code FLUENT. The k − ε model is used
on a domain similar to that used for the joint-PDF calculations, but extending
100D upstream of the jet exit plane. The velocity profiles at the jet exit plane
are extracted to represent the fully developed pipe flow of the jet and the en-
trainment of the pilot and coflow. The variances of velocity, 〈uxux〉, 〈urur〉, and
〈uθuθ〉, are approximated based on the turbulent kinetic energy, k, according to
〈uxux〉=k and 〈urur〉=〈uθuθ〉=(1/2)k. The velocity covariance, 〈uxur〉, is prescribed
based on the turbulent viscosity, νT , and the gradient of the mean axial velocity
in the radial direction, ∂〈Ux〉/∂r, according to 〈uxur〉 = −νT∂〈Ux〉/∂r. The mean
velocity profiles, the axial variance of velocity, and the velocity covariance are
shown in Fig. 2.1 for the base case calculations of PM1-200.
The compositions are prescribed based on the experimental conditions given
in Table 2.1, and the coflow and pilot are taken to be in chemical equilibrium.
For the base case, the mean temperature profiles at the inlet are uniform for each
stream. Additionally, the heat transfer between the hot coflow and the cold,
pre-ignited pilot stream through the coflow-pilot wall is considered in subse-
quent calculations. The temperature profiles for these two cases are compared
in Fig. 2.1 for the calculations of PM1-200.
It is emphasized that the FLUENT calculations are used solely to obtain these
inflow boundary conditions for the PDF calculations. Furthermore, although
some of the turbulence quantities are crudely approximated, it is found from
sensitivity studies that the inlet conditions make little difference in the region of
14














































Figure 2.1: Inlet profiles from FLUENT calculations for flame PM1-200.
The topmost plot shows the profiles at the inlet plane for mean
axial velocity, 〈Ux〉, indicated by the solid line, and mean ra-
dial velocity, 〈Ur〉, indicated by the dashed line. Quantities are
non-dimensionalized by the jet bulk velocity, Ub, and the jet
diameter, D. The middle plot shows the inlet profiles of the ax-
ial variance of velocity, 〈uxux〉, indicated by the solid line, and
the covariance, 〈uxur〉, indicated by the dashed line. The bot-
tom plot shows the mean temperature profiles for the case con-
sidering heat transfer, indicated by the solid line, and for the
adiabatic base case, indicated by the dashed line.




Numerical error is present in the calculations due to the finite number of cells
in the axial and radial directions, Nx and Nr, particles per cell, Npc, iterations of
time averaging, Nta, and due to the ISAT error tolerance, tol, being greater than
zero. In the base case, these parameters are taken to be: Nx=Nr=144, Npc=50,
Nta=4000, and tol=2 × 10−5. The error in the calculations is examined through
convergence studies of these four parameters in PM1-200. The reported error
between two cases is defined as the maximum percentage difference relative
to the peak value, at all investigated locations. The results of the convergence
studies are summarized in Table 2.2, showing the maximum errors in mixture
fractions ξ, temperature T , and mass fractions of major (CH4,O2,N2,CO2,H2O)
and minor (CO,OH) species, Yma j and Ymin. In case A, the grid is refined from
(Nx,Nr) of (144,144) to (192,192); in case B, Npc is increased from 50 to 200; in case
C, tol is reduced from 2 × 10−5 to 1 × 10−5; in case D, Nta increases from 4000 to
8000. As may be seen, the only significant numerical error is due to the grid size
(case A). This error is generally of order 5% for mean quantities and 10% for rms
quantities, although slightly higher for minor species.
Model parameters
The value for the turbulence model parameter Cω1, which controls the spread-
ing rate of the jet, is determined from calculations of nonreacting flows on the
same burner configuration. The value Cω1=0.70 is chosen, and the agreement of
velocity in the nonreacting flows is good. This value ofCω1 is larger than the val-
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ξ T Yma j Ymin
Case mean rms mean rms mean rms mean rms
A 4% 8% 4% 7% 7% 10% 8% 15%
B 1% 3% 1% 2% 1% 3% 2% 7%
C 1% 1% 1% 1% 1% 2% 1% 3%
D 1% 2% 1% 2% 1% 1% 2% 3%
Table 2.2: Results of numerical convergence tests. Shown are the maxi-
mum percentage changes (relative to the base case) in the mean
and rms of various quantities for tests A, B, C, and D. In case A,
the grid is refined from (Nx,Nr) of (144,144) to (192,192); in case
B, Npc is increased from 50 to 200; in case C, tol is reduced from
2 × 10−5 to 1 × 10−5; in case D, Nta increases from 4000 to 8000.
ues of 0.65 used in [8, 9] and 0.56 in [6]. The EMST mixing model with a mixing
constant, Cφ, of 1.5 is used for the base case, along with the ARM1 16-species
reduced mechanism for methane [26]. This mixing model, value of Cφ, and
mechanism have previously yielded successful calculations of nonpremixed jet
flames [8].
2.4 Results and Discussion
2.4.1 Base case
A brief summary of the base case for both flames is provided first. Figure 2.2
shows profiles of scalar statistics for the base case calculations of PM1-50 at the
two farthest downstream measurement locations, x/D = 15 and x/D = 25. The
base case for PM1-50 is generally marked by good agreement in the mean and
rms of all mixture fractions, fuel, oxidant, and products. Near the centerline at
x/D = 25, there is a small region where the reaction progress is overpredicted.
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One shortcoming is an inaccurate calculation of the initial mixing between the
pilot and coflow. This can be observed both in the faster spreading of the tem-
perature profile in the calculations and also in the larger variances produced
between the pilot and the coflow in the calculations. These discrepancies are
observed at x/D = 15 and further upstream. However, sensitivity studies show
that the inlet conditions make little difference beyond x/D=25 in PM1-50, and
far less difference in PM1-200. Scatter plots of the radicalsCO and OH (shown in
the supplemental material, Fig. SM-5) as a function of equivalence ratio, φ, sug-
gest that most reaction occurs around φ of 0.6 to 0.7. This range of equivalence
ratios is slightly richer than than central jet, where φ is 0.5, suggesting that in
general the combustion occurring in this flame is sustained by richer mixtures.
The base case for PM1-200 is markedly different. Figure 2.3 shows the scalar
statistics in the base case calculations of PM1-200 at the two farthest down-
stream measurement locations, x/D = 30 and x/D = 45. While all mean and
rms mixture fractions show good agreement, the fuel and oxidant are dras-
tically underpredicted while the products and temperature are overpredicted
downstream. These calculations involve three streams, namely the jet, pilot,
and coflow. A mixture fraction is associated with each stream and is evaluated
in the calculations. It is important to note that the mean and rms of all three
mixture fractions is generally well-predicted, so that the observed differences
are not caused by inaccurate calculations of the mixing but rather by the over-
prediction of the progress of the reaction. To examine the influence of model





















































Figure 2.2: Radial profiles of Favre mean and rms mass fractions (Y) and
temperature (T ) for the base case of PM1-50 at x/D = 15 and
x/D = 25. Open circles are measurements, solid lines are the
base case calculations.
2.4.2 Sensitivity studies
An extensive set of sensitivity studies is performed on PM1-200. The details
of these studies are provided in the supplemental material in Figs. SM-24-62.
These studies are summarized here. Several inlet velocity profiles are compared
(Figs. SM-24-26), including velocity profiles generated from FLUENT calcula-
tions of varying geometric detail, and profiles of simple plug flows and fully























































Figure 2.3: Radial profiles of Favre mean and rms mass fractions (Y) and
temperature (T ) for the base case of PM1-200 at x/D = 30 and
x/D = 45. Open circles are measurements, solid lines are the
base case calculations.
examined (Figs. SM-27-29). The heat loss from the coflow to the unreacted pilot
stream is investigated by modeling the heat transfer in the FLUENT calculations
for the inlet profiles. Overall, the effect of all these inflow conditions on the level
of reaction downstream is small.
The model parameters are also investigated in the sensitivity studies. The
value of Cω1 is varied between 0.65 and 0.75 (Figs. SM-33-35). A wide range
of values of Cφ (1-12) is investigated with the base case EMST mixing model
(Figs. SM-36-41), in addition to the modified Curl (MC) [27,28] and interaction-
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by-exchange-with-the-mean (IEM) [29,30] mixing models (Figs. SM-42-53). The
influence of the chemical mechanism is studied (Figs. SM-54-59) with mech-
anisms ranging from a 5-step reduced mechanism [26] to the detailed GRI3.0
mechanism [31].
A wide range of coflow temperatures from 1200 K to 1500 K is investigated
with two different chemical mechanisms, namely ARM-1 from the base case,
and the UCSD mechanism [32]. Shown in Fig. 2.4 is the mean fuel mass frac-
tion at x/D=45 on the centerline, normalized by the fuel mass fraction in the
jet. Though there is some sensitivity to the reaction progress with the coflow
temperature, no temperature in the studied range can adequately predict the
reaction progress. Also, there is little difference between both of these chemical
mechanisms throughout this coflow temperature range.






















Figure 2.4: Mean fuel mass fraction normalized by the fuel mass fraction
of the jet, at x/D=45 on the centerline as a function of coflow
temperature in calculations of PM1-200. Squares indicate the
ARM-1 mechanism, and circles indicate the UCSD mechanism.
The triangle corresponds to the inert case. The experimental
measurement is shown as the dashed line.
In conclusion, these sensitivity studies reveal that none of the investigated
parameters yields accurate calculations of the observed reaction progress in
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PM1-200; therefore, diagnostic calculations are next performed to determine if
the reaction rates are in fact overpredicted.
2.4.3 Diagnostic tests on the chemical reaction timescale
Additional diagnostic calculations of PM1-50 and PM1-200 are performed in
which all chemical reaction rates are attenuated by a constant factor fR. Thus,
fR=1 corresponds to no modification; fR=0 corresponds to inert mixing; and the
values fR=0.1,0.2,and 0.5 are also investigated. It is not suggested that the reac-
tion mechanism has an uncertainty of 10 (as implied by fR=0.1). Instead, these
calculations are performed as a way to shed light on the observed discrepancies.
Scalar fields for PM1-50 are shown in Fig. 2.5 for three values of fR at x/D=15
and x/D=25. There are three principle observations from this figure. First, the
base fR=1 displays good agreement for mean and rms jet mixture fraction, and
good agreement for major species and temperature with the exception of the
small region near the centerline. Second, slowing down the chemistry by a fac-
tor of five ( fR=0.2) has minor consequences in this flame; the major species are
not much changed, and only the minor species such as CO show significant sen-
sitivity to fR. Third, the inert case ( fR=0) clearly overpredicts the amount of fuel
and underpredicts the amount of products and the temperature downstream,
and therefore this provides evidence that reaction levels are significant in PM1-
50. Comparison to the inert case also demonstrates the effect of the heat release
from reaction to the temperature field. In the unperturbed case, the tempera-
ture field can be around 500 K greater than that of the inert case, suggesting that























































Figure 2.5: Radial profiles of Favre mean and rms mass fractions (Y) and
temperature (T ) in PM1-50 at x/D = 15 and x/D = 25. Open
circles are measurements, lines are calculations for different
values of fR: solid (red), fR=1, unperturbed; dashed (green),
fR=0.2, attenuated; dotted (blue), fR=0, inert.
Results for PM1-200 using the same three values of fR are presented at
x/D=30 and x/D=45 in Fig. 2.6. The base case demonstrates good predictions
of mean and rms mixture fractions, but drastically underpredicts fuel and over-
predicts products and temperature. Unlike PM1-50, PM1-200 is sensitive to the
value of fR; there are significant differences when the reaction rates are slowed
by a factor of five ( fR=0.2). In this case, the fuel levels are still slightly underpre-
dicted, but are improved from the base case. Similarly, the product levels and
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temperature show improvement. The CO levels in the slowed chemistry case
show good agreement at this location. The inert case yields the best predictions
of mean and rms for major species and temperature at this location. Inevitably,
in the inert case, the CO levels are not predicted. A very important conclusion
from this diagnostic test is that the inert case provides strong evidence that the
amount of reaction occurring in PM1-200 is small, compared to both that in






















































Figure 2.6: Radial profiles of Favre mean and rms mass fractions (Y) and
temperature (T ) in PM1-200 at x/D = 30 and x/D = 45. Open
circles are measurements, lines are calculations for different
values of fR: solid (red), fR=1, unperturbed; dashed (green),
fR=0.2, attenuated; dotted (blue), fR=0, inert.
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2.4.4 Analysis of finite-rate chemistry effects
Laminar flame calculations
The nature of the combustion in these flames is examined through the behavior
of the minor species CO and OH as functions of temperature. First, simpler lam-
inar flames are analyzed at conditions similar to those in the PPJB. Two primary
laminar flames are considered: an opposed flow flame of the jet and the pilot
compositions and an opposed flow flame of the jet and the coflow compositions.
All of the following calculations are performed using the commercial software
CHEMKIN 4.1 with the 53-species GRI3.0 [31] chemical mechanism. In the re-
sults presented, the mixture-averaged formulation is used for the evaluation of
transport properties and thermal diffusion is accounted for. The evaluation of
transport properties by the mixture-averaged formulation has been compared
to that by the full multicomponent formulation, and the difference has been
found to be negligible at this level of comparison.
In regions where the jet is heavily shielded by the pilot (i.e., near the inlet
plane), the influence of the coflow stream is small and the combustion is dom-
inated by the pilot and the jet. This region is analyzed by considering the op-
posed flow of two streams, denoted A and B, with velocities vA and vB, separated
by a distance d. The composition of stream A is taken to be the jet composition,
and the composition of stream B is taken to be the pilot composition. The stream
compositions are those of the pilot and jet, as indicated by Table 2.1.
The imposed strain rate, a, is defined by a = (vA + vB)/(d × g), where g is a
factor determining relative time scales of the chemistry and the flow. A large
number of calculations spanning a broad range of values of a is presented in
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Fig. 2.7, showing the primary quantity of interest, the CO mole fraction, XCO
versus temperature. In the cases of extremely high strain rate, the chemical time
scale is much slower than the flow time scale, and thus no reaction takes place.
The values of XCO in this case lie on the mixing line between streams A and B. On
the other extreme of very low strain rate, the jet mixture reacts with little or no
mixing, and mixing then proceeds between the two reacted compositions. The
behavior in between these extremes is nontrivial, and there exists a strain rate
at which the peak XCO is maximized over all strain rates. The reaction moves to
higher T as a increases.
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Figure 2.7: Mole fraction of CO versus temperature for laminar opposed
flow flames of the jet and pilot compositions. The imposed
strain rate, a, for each calculation is indicated in the legend in
units of s−1.
In regions where the presence of the pilot is insignificant (i.e., far down-
stream of the inlet plane), the combustion is dominated by the coflow and the
jet. This case is examined by considering the opposed flow of two streams, A
and B, where the composition of stream A is taken to be the jet composition, and
the composition of stream B is taken to be the coflow composition. The stream
compositions are those of the jet and the coflow from Table 2.1.
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The values of XCO versus temperature of the jet-coflow flames are shown in
Fig. 2.8 for a large range of imposed strain rates. In this case, the limit of high
strain rates bring the XCO to zero since there is no CO present initially in either
stream. Unlike the pilot-jet laminar flames, the peak XCO occurs near the limit
of very low strain rate in the jet-coflow flames.



























Figure 2.8: Mole fraction of CO versus temperature for laminar opposed
flow flames of the jet and coflow compositions. The imposed
strain rate, a, for each calculation is indicated in the legend in
units of s−1, and the arrow indicates the direction of increasing
a.
In the PDF calculations, the overprediction of reaction progress is primarily
confined to the jet-coflow region. For this reason, the laminar jet-coflow flames
are studied in greater detail. The extinction behavior for these flames is shown
in Fig. 2.9 through the quantity max{T?}, where T?(x) = T (x)−Tmix(x) and Tmix(x)
is the temperature in the case of inert mixing between the streams. Several
chemical mechanisms are evaluated, including USC-mech-II [33], GRI3.0 [31],
DRM-22 [34], the UCSD mechanism [32], and a skeletal C1 mechanism used by
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Figure 2.9: The quantity max{T?} as a function of imposed strain rate in
laminar jet-coflow flames for different chemical mechanisms.
The quantity T?(x) is defined as T?(x) = T (x) − Tmix(x) where
Tmix(x) is the temperature in the case of inert mixing between
the streams. The chemical mechanisms are represented by
the following symbols: squares are USC-mech-II; circles are
GRI3.0; triangles are DRM-22; asterisks are UCSD; plus signs
are Correa.
This extinction behavior is consistent with that mentioned in [37]. For a
flame of premixed reactants against hot products, there is a critical tempera-
ture of the hot products above which there is no sharp extinction. Instead of the
usual S-shaped curve with a definite extinction strain rate, the curve is mono-
tonic and there is no definite extinction strain rate.
It is noted that the only mechanism that is appreciably slower in the laminar
flame calculations is that of Correa. In the PDF sensitivity studies (Figs. SM-54-
59), this mechanism yields slightly less fuel consumption; however, even for this
mechanism the reaction progress is largely overpredicted. Thus, the laminar jet-
coflow flames do show a variation with chemical mechanism that is consistent
with what is observed in the PDF calculation sensitivity studies. However, in
order for the chemical mechanism to be the sole cause of the discrepancy in
reaction progress, the behavior of the corresponding jet-coflow flames would
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most likely be radically different, with extinction strain rates even less than that
of the Correa mechanism.
Predictions of CO and OH in turbulent flames
A comparison is now made between the laminar flame calculations and the PDF
calculations in terms of the radicals CO and OH. Shown in Fig. 2.10 are scatter
plots of CO mole fraction, XCO, versus temperature at two axial locations for
PM1-50. The particles shown in these figures are those whose radial location is
between the centerline and the half-width based on the mean jet mixture frac-
tion. In the calculations at x/D=7.5, the ensemble mean coflow mixture fraction,
〈ξc〉, is very small, indicating that fluid originates primarily from the jet and
pilot. As in [13], it is observed that XCO conditioned on temperature, 〈XCO|T 〉,
resembles that in a laminar opposed flow flame of the jet and the pilot compo-
sitions. Such a calculation with an imposed strain rate, a, of 1000 s−1 is found to
match both measured and calculated 〈XCO|T 〉 at x/D=7.5.
The CO versus T behavior for both the calculations and the experiments of
PM1-50 shares some common features with that in the stratified flames, partic-
ularly the flame fnh6, studied in [38]. Here, in PM1-50, the lean (equivalence
ratio of 0.5) methane-air jet interacts with the stoichiometric methane-air pilot.
The flame fnh6 consists of a stratification of methane-air ranging in equivalence
ratio from 0.37 to 1.10. In the CO versus T behavior in both flames, there is an
intermediate temperature range at which the CO mole fractions peak. In fnh6,
however, the peak CO mole fractions observed are generally larger, possibly a

















Figure 2.10: Mole fraction of CO versus temperature in PM1-50. Left plots,
x/D=7.5; right plots, x/D=25; top plots, experiments; bottom
plots, PDF calculations (base case). Solid line is the condi-
tional mean, and other lines are laminar jet-pilot flames of im-
posed strain rate: dashed (blue), a = 160 s−1; dotted (red),
a = 1000 s−1. The arrow indicates the direction of increasing a.
At x/D=25 in PM1-50, 〈ξc〉 is still small at 0.1, and a laminar opposed flow
flame of the jet and pilot at a = 160 s−1 corresponds well with the observed
〈XCO|T 〉. The decreasing strain rate in the laminar calculations is consistent with
the idea that the scalar dissipation rate of an conserved passive scalar is gener-
ally decreasing downstream in this flame, considering the approximate propor-
tionality between strain rate and scalar dissipation rate. The agreement between
the measurements, PDF calculations, and laminar calculations suggests that the
scalar dissipation rate implied by the mixing model may be reasonable in the
base case calculations of PM1-50.
Scatter plots of XCO versus temperature for PM1-200 are shown in Fig. 2.11.
In PM1-200, the ensemble mean pilot mixture fraction is small (0.07 at x/D=15
and yet smaller at x/D=45). This shows that the fluid is dominantly from the
jet and coflow, and hence, comparisons are made with laminar opposed flow
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flames of these two streams. Note that here (PM1-200, Fig. 2.11), the two rele-
vant streams are the jet and the coflow; whereas for PM1-50 (Fig. 2.10), they are
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Figure 2.11: Mole fraction of CO versus temperature in PM1-200. Left
plots, x/D=15; right plots, x/D=45; top row, experiments; bot-
tom rows, PDF calculations (middle row, base case; bottom
row, attenuated); Solid line is the conditional mean, and other
lines are laminar jet-coflow flames of imposed strain rate:
dashed (blue), a = 30 s−1; dotted (red), a = 330 s−1; dashed-
dotted (green), a = 830 s−1. The arrow indicates the direction
of increasing a.
In general, the 〈XCO|T 〉 in PM1-200 (Fig. 2.11) is lower than that in PM1-50
(Fig. 2.10) as a result of both the extent of the pilot stream influence and the
difference in the scalar dissipation rates between the two flames. Unlike PM1-
50, PM1-200 contains few particles above a temperature of 1500 K, providing
further evidence of small pilot presence at these locations.
The measured 〈XCO|T 〉 resembles that in a laminar flame at a = 330 s−1 at
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x/D=15, and a = 830 s−1 at x/D=45. The base case PDF calculations overpredict
〈XCO|T 〉 by a factor of two compared to the measurements. The values of 〈XCO|T 〉
in the base case are similar to those in a laminar flame of much lower strain rate,
about 30 s−1, which may suggest that the scalar dissipation rate implied by the
mixing model is underpredicted in the base case.
Figure 2.11 also shows the calculations with fR of 0.2. In these calculations,
〈XCO|T 〉 appears well predicted, particularly at x/D=45. This artificial modifi-
cation to the chemical reaction timescale alters 〈XCO|T 〉 in a way different than
any value of Cφ or mixing model does (Figs. SM-36-53). The values of 〈XCO|T 〉
measured and computed with fR=0.2 are consistent with a laminar calculation of
strain rate about ten times greater than that in the laminar calculation consistent
with the base case. Because the scalar dissipation rate is primarily controlled by
the mixing model, these observations suggest that it is the mixing models which
perform inadequately at the conditions of PM1-200.
The product of CO and OH mole fractions, XCOXOH, serves as an indicator of
a general product formation rate as in [12, 13], assuming that most of the CO2
is formed from the reaction CO + OH → CO2 + H. In Fig. 2.12, scatter plots of
XCO, XOH, and XCOXOH are shown from the base case calculations of PM1-50 and
compared to the measurements. It is observed as before that the XCO is gener-
ally well-predicted as a function of temperature for this flame, and the trend
in peak 〈XCO|T 〉 decreasing downstream is represented well in the calculations.
The calculations of XOH are slightly overpredicted compared to the measure-
ments; however, the trend in 〈XOH |T 〉 decreasing downstream is still captured in
the calculations. There is a large sensitivity of XOH to temperature at T=1400 K,
and consequently, when the product XOHXCO is formed, there is a significant
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overprediction at T=1400 K.
The mole fraction product XCOXOH conditioned on a temperature of 1400 K is
shown in Fig. 2.13 as a function of axial distance for both flames. This quantity
is considered to be a comprehensive representation for this flame series in that

















































Figure 2.12: Scatter plots ofCO mole fraction (top), OH mole fraction (mid-
dle), and the product of CO and OH mole fractions (bot-
tom) in flame PM1-50 versus temperature. Axial locations
are x/D=7.5 (left two plots), x/D=15 (middle two plots), and
x/D=25 (right two plots). For each axial location, the left-hand
plots are calculations and the right-hand plots are measure-
ments. The solid line indicates the conditional mean.
The trend in PM1-50 is represented well with fR=1, although the magni-
tude is largely underpredicted as explained previously. In PM1-200, however,
XCOXOH is overpredicted by two orders of magnitude in the base case. It is im-
portant to consider that none of the sensitivity studies with fR=1 yield even the
correct order of magnitude of this quantity. The large sensitivity in PM1-200
to fR is shown in Fig. 2.13, and XCOXOH is predicted reasonably only when the
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chemistry is slowed by a factor of five or ten. Additionally, the slowed cases
provide the correct order of magnitude and axial location for the small region










































Figure 2.13: Product of CO and OH mole fraction conditioned on a tem-
perature of 1400 K for the two flames presented from this
flame series. Filled squares are measurements, PDF calcula-
tions of different values of fR are open symbols: circles (blue),
fR=1, unperturbed; diamonds (red), fR=0.5; triangles (green),
fR=0.2; upside-down triangles (magenta), fR=0.1; stars (yel-
low), fR=0, inert. The arrows indicate the direction of increas-
ing fR.
Quantification of reaction progress
In order to quantify and to compare the level of reaction progress in these
flames, a reaction index is introduced. The reaction index based on tempera-
ture, RT , is defined for each particle, i, according to RiT = (T
i − T imix)/(T ieq − T imix)
where T i is the temperature of particle i, T imix is the temperature of an inert mix-
ture at the mixture fractions of particle i, and T ieq is the equilibrium temperature
of particle i. A reaction index of zero corresponds to an unburnt particle, and
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a reaction index of unity corresponds to a particle at equilibrium. It should be
noted that this quantity is poorly defined when T ieq = T imix, which occurs for
streams initially at equilibrium, for example, both the pilot and the coflow here.
So when this quantity is examined, only particles with sufficiently large jet mix-
ture fractions are considered.
The particle values of RT are shown for the base case of all flames in this
series in Fig. 2.14. The particles are conditioned on a jet mixture fraction, ξ j,
greater than half the mean jet mixture fraction on the centerline, ξCj . This condi-
tioning has been compared to conditioning on particles originating from the jet,
and the results are similar at this level of comparison. Figure 2.14 shows that for
all four flame calculations, there is little difference in the evolution of reaction
progress downstream, which is most likely incorrect based on the experimental
observations.
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Figure 2.14: Reaction index based on temperature, RT , for particles in
base case calculations of all flames in this series. The mass-
weighted mean conditioned on axial location is indicated by
the solid line, and the particle values are indicated by the light
dots. Particles are conditioned on a jet mixture fraction greater
than half the mean jet mixture fraction on the centerline.
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Figure 2.15 shows the same information for different values of the mixing
model constant, Cφ, in calculations of PM1-200. As summarized in the sensi-
tivity studies, there is little sensitivity to the mixing model constant. Since the
reaction progress is generally determined by the scalar dissipation rate, it can
be inferred that the scalar dissipation rate is largely uninfluenced by the mix-
ing models and constants; this behavior is unlike several previous calculations
of nonpremixed flames [6], in which the mixing models and constants signifi-
cantly influence scalar dissipation rate.
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Cφ = 6.0
Figure 2.15: Reaction index based on temperature, RT , for particles in cal-
culations of PM1-200 for varying levels of Cφ, indicated in the
top left corner of each plot. The mass-weighted mean con-
ditioned on axial location is indicated by the solid line, and
the particle values are indicated by the light dots. Particles
are conditioned on a jet mixture fraction greater than half the
mean jet mixture fraction on the centerline.
Lastly, Fig. 2.16 shows RT from the diagnostic tests of PM1-200 in which the
reaction rates are attenuated. From these tests, a more likely level of reaction
index can be determined for this flame. Based on the previous comparisons,
PM1-200 is better calculated with fR of 0.1 or 0.2. Therefore it might be assumed
that the reaction index for this flame is more realistically near the levels of that
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determined for fR of 0.1 or 0.2, which is generally lower by a factor of about five
from the base case calculations.
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Figure 2.16: Reaction index based on temperature, RT , for particles in di-
agnostic test calculations of PM1-200 for varying reaction rate
attenuation factors, fR, indicated in the top left corner of each
plot. The mass-weighted mean conditioned on axial location
is indicated by the solid line, and the particle values are indi-
cated by the light dots. Particles are conditioned on a jet mix-
ture fraction greater than half the mean jet mixture fraction on
the centerline.
2.5 Conclusions
Calculations of a challenging series of lean piloted premixed jet flames have
been performed using the PDF method. The following conclusions can be
drawn from this study:
1. With the base case models and constants, the PDF method provides ac-
curate calculations of PM1-50 with the exception of an overprediction in
reaction progress localized in a small region near the centerline.
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2. For PM1-200, with its increased jet velocity, the base case computations
overpredict the extent of reaction much more severely than in PM1-50.
3. An extensive set of sensitivity studies on PM1-200 demonstrates that no
set of models or parameters is able to predict the correct extent of reaction.
PM1-200 is shown to be much more sensitive to the chemical reaction at-
tenuation factor than is PM1-50. More accurate calculations of PM1-200
are obtained only by artificially slowing the chemistry.
4. Thorough studies are performed to show that transport is calculated ac-
curately, and additional sensitivity studies show that the chemistry is in-
sensitive to a wide variety of chemical mechanisms. By process of elimi-
nation, the mixing models are identified as a likely cause for the modeling
deficiencies evident at these conditions.
5. The finite-rate chemistry effects are shown to be significant in this flame
series. The PDF method is reaffirmed as a useful tool for investigating
these effects and is shown to be computationally feasible for performing
extensive sensitivity studies.
As in previous PDF calculations of premixed flames [11, 39], an aspect of
the mixing model called into question is the specification of the mechanical-
to-scalar time scale ratio, Cφ. These previous works have reported increased
success with values of Cφ nearly an order of magnitude larger than the typically
used values (i.e., Cφ in the range of 6 to 12, compared to typical values of Cφ
in the range of 1.5 to 2.5). In the sensitivity studies of PM1-200, it is learned
that increasing Cφ does in fact decrease the overprediction in reaction progress
(Fig. SM-36-41). However, even a value of Cφ as large as 12 is unable to match
the observed reaction progress. Furthermore, increasing Cφ degrades the calcu-
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lation of the mixture fraction fields, and the mixture fraction fields are computed
most accurately with Cφ in the range of 1.5 to 2.0. The aforementioned previous
works have also indicated increased success when mechanical-to-scalar time
scale ratio is specified based on a model for the scalar dissipation rate. This type
of procedure has not yet been investigated in the PPJB flame series. However,
it should be noted that the PPJB flames are quite different from the aforemen-
tioned premixed flames; for instance, the Damko¨hler numbers are significantly
smaller in the PPJB flames, and it is concluded in [11] that the influence of the
chemical reaction on the scalar dissipation rate is most considerable in the high
Damko¨hler number limit.
The increase in jet velocity from 50 m/s in PM1-50 to 200 m/s in PM1-200
has several effects: the flow time scales (and hence the Damko¨hler numbers) are
reduced (by about a factor of four); the pilot provides less shielding in that it is
fully entrained in a significantly shorter distance; and (perhaps of least signifi-
cance) the Reynolds number is increased by a factor of four. It is conjectured that
the reduced shielding is the dominant effect. This could be tested experimen-
tally by increasing the pilot velocity to maintain the same ratio to the jet velocity
(as done in the Barlow & Frank flames [40]). Indeed a PDF calculation of PM1-
50 with fR=0.25 corresponds very closely to a calculation of PM1-200 with the
pilot velocity increased by a factor of four; and it is evident that PM1-50 with
fR=0.2 (Fig. 2.5) is very different from PM1-200 (Fig. 2.6).
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CHAPTER 3
COMPUTATIONAL STUDY OF LEAN PREMIXED TURBULENT FLAMES
USING RANS-PDF AND LES-PDF METHODS
3.1 Introduction
3.1.1 Motivation for a Computational Study of Lean Premixed
Combustion
Turbulent combustion is currently responsible for generating around 80% of the
world’s energy supply [1]. Given the world’s growing needs for energy and, at
the same time, reduced emissions of pollutants, understanding turbulent com-
bustion is of prime practical importance. A better understanding of this intricate
physical process, and the ability to incorporate this understanding into compu-
tational models, will ultimately lead to the ability to design combustion devices
that can produce energy more efficiently, more reliably, and more cleanly.
One particular mode of combustion that yields improved efficiency and re-
duced emissions is lean premixed combustion [36, 41, 42]. With a lean pre-
mixture of fuel and oxidizer, the flame temperature is substantially reduced,
resulting in decreased production of pollutants such as NOx. Since the reacting
mixture is fuel-lean, the abundance of oxidizer ensures a more complete burn-
ing of the fuel; the amount of products of incomplete combustion, such as CO
and unburned hydrocarbons, is reduced.
However, lean combustion is subject to instabilities [43–45]. These instabil-
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ities take the form of complex turbulence-chemistry interactions such as local
extinction of the flame. They occur when the turbulence intensity is high, and
the fuel is near its flammability limit. To ensure that combustion devices can be
designed for safe and reliable operation while utilizing lean premixed combus-
tion, it is essential to ensure that the computational models are able to capture
these phenomena. Therefore, a set of experiments has been developed [12,12,12]
in which these turbulent-chemistry interactions are present to various degrees,
and detailed measurements have been made to allow comparison to model pre-
dictions.
3.1.2 Description of the Experiments to be Studied
The Sydney Piloted Premixed Jet Burner (PPJB) was developed to test
turbulence-chemistry interactions at lean and highly turbulent conditions [12,
12, 12]. The burner consists of three main streams: a jet, a pilot, and a coflow.
The central jet is lean, premixed methane-air exiting at a high velocity. Sur-
rounding the jet is a hot pilot of stoichiometric methane-air combustion prod-
ucts at a low velocity. Around the pilot is a hot coflow of lean hydrogen-air
products. More detailed information on the bulk properties of the inflowing
streams is presented in Table 3.1. The diameter of the central jet, D, is 4 mm,
and is taken to be a reference length scale throughout this study.
Four different flames are studied on the PPJB, and differ only in the bulk
velocity of the central jet. The four flames are denoted as PM1-50, PM1-100,
PM1-150, and PM1-200 with jet bulk velocities of 50, 100, 150, and 200 m/s,
respectively. The Reynolds number, Re, based on the bulk velocity of the jet, the
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Stream Vel. (m/s) Temp. (K) Eq. Rat. Fuel / Oxid. Diameter (mm)
Jet 50-200 300 0.5 Methane / Air 4.0
Pilot 5.3 2280 1.0 Methane / Air 23.5
Coflow 3.7 1500 0.43 Hydrogen / Air 197
Table 3.1: Properties of the inflowing streams for the Piloted Premixed Jet
Burner.
jet diameter, and the unburned jet composition, increases from 12,500 in PM1-
50 to 50,000 in PM1-200. As the jet bulk velocity increases, the luminosity of
each flame is observed to vary differently in the axial direction. Flames PM1-50
and PM1-100 have strong luminosity throughout the length of the flame. Flame
PM1-150 exhibits reduced luminosity between x/D of 15 and x/D of 45. Flame
PM1-200 has the most drastic reduction in luminosity, extending from x/D of
7.5 to x/D of 45. Beyond x/D of 45 there is a very faint increase in the flame
luminosity, suggesting that burning begins to increase in intensity around this
region.
Detailed measurements of both velocity and scalar statistics have been made
for these four flames. The burner is characterized and the stability of the flames
is explored as a function of the jet equivalence ratio and bulk velocity in [12]. By
seeding the jet with particles, laser doppler velocimetry is used to measure the
mean and fluctuating axial and radial components of velocity [12]. Simultane-
ous two-dimensional images of both temperature and the mass fraction of OH
are obtained using Rayleigh-OH planar laser-induced fluorescence (PLIF) [12].
The thermochemical composition throughout these flames is further revealed
through simultaneous line measurements of temperature and mass fractions of
the chemical species CH4, O2, N2, H2, H2O, CO2, CO, and OH, from which ra-
dial profiles of the mean and RMS of these quantities are obtained [12]. These
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measurements are made using the Raman-Rayleigh procedure. Additionally,
measurements of the CO mass fraction are made using laser-induced fluores-
cence (LIF) and measurements of the OH mass fraction are made using PLIF.
Lastly, simultaneous imaging of temperature and the mass fractions of OH and
CH2O is performed to further explore the finite-rate chemistry effects in these
flames [12].
3.1.3 Previous Calculations of this Flame Series
Several previous studies of this flame have been performed or are currently in
progress. In [12], a hybrid Reynolds-Averaged Navier-Stokes (RANS) and trans-
ported composition probability density function (PDF) method is used to make
calculations of all four flames. The calculations use two-equation turbulence
models and detailed chemistry. It is found that the flame length is underpre-
dicted in the calculations, as a result of both the jet spreading too rapidly, and
the reaction progress being overpredicted. A study of the mixing model con-
stant, Cφ, shows that larger values of Cφ result in a cross product of CO and OH
mole fractions,CO × OH, with qualitative behavior in better agreement with the
experimental measurements. However, the magnitude of CO × OH is over an
order of magnitude too large in these calculations, and the scalar statistics such
as the RMS temperature do not agree quantitatively with the measurements, so
the effect of Cφ is still ambiguous.
In [46], a hybrid RANS and joint velocity - turbulence frequency - compo-
sition PDF method is used to model all the flames in the series. Calculations
of the mean and RMS species mass fractions and temperature are in reason-
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able agreement with the experimental measurements for flame PM1-50. For
flame PM1-200, the mean and RMS mixture fractions are in good agreement
with the experimental data for all locations at which measurements have been
taken; however, the mean temperature is substantially overpredicted and the
mean fuel mass fraction is underpredicted, showing that the reaction progress
is overpredicted in the calculations. A comprehensive set of sensitivity studies
is performed on flame PM1-200 to examine the effect of nearly all aspects of
the modeling on the amount of reaction progress calculated for PM1-200. This
study involves the use of different detailed chemical mechanisms, mixing mod-
els, mixing model constants, turbulence model constants, and inflow boundary
conditions. No parameter in the investigated parameter space yields a signifi-
cant reduction of the reaction progress, and it is reasoned that the mixing mod-
els are the largest source of modeling uncertainty. These calculations also suffer
from poor predictions of mixture fractions and temperature in the near field
of the mixing layer between the pilot and coflow streams. Lastly, the results
are sensitive to the value of the turbulence model constant Cω1, which controls
the spreading rate of the jet; a value of 0.70 is used to adequately calculate the
spreading rate of the jet, which is the same as the value used in some other cal-
culations of jet flames [47], but is slightly larger than the values of 0.56 and 0.65
used more commonly in previous studies of jet flames [6, 8, 47].
In [48], LES calculations of PM1-100 are performed. In these calculations,
the filtered reaction source term is taken from the reaction source term evalu-
ated at the filtered composition field, so the effect of subgrid-scale variations
in the composition is essentially neglected. The mean velocity field is in good
agreement with the experimental measurements. The radial profiles of mean
and RMS species mass fractions and temperature are compared at x/D of 2.5,
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7.5, and 15. Generally, the agreement between the experimental and calculated
mean and RMS scalar fields is good for x/D of 2.5 and 7.5. At x/D of 15, the mean
temperature is underpredicted in the pilot region, and overpredicted near the
centerline, suggesting that the calculations either overpredict the rate at which
the pilot spreads into the jet or overpredict the reaction progress. The study
also finds that 1-step and 2-step chemical mechanisms are insufficient to cal-
culate the mean CO mass fraction and mean temperature accurately using this
methodology, whereas a 20-species, 82-reaction skeletal mechanism results in
improved predictions of these quantities.
In more recent and ongoing works, [49] uses a RANS and conditional mo-
ment closure (CMC) methodology to perform calculations of PM1-50 and PM1-
200. The results indicate a behavior of the reaction progress similar to that
in [12, 46, 48]; the reduced amount of variables used in the CMC is found to
provide description of the chemistry of equal quality to calculations without a
reduced-variable description of the flow. In [50], an Eulerian stochastic fields
methodology with LES and detailed chemistry is used to make calculations
of flame PM1-100. Good agreement in the mean and RMS scalar fields is ob-
tained at x/D of 7.5 and farther downstream at x/D of 45. From x/D of 15 to
30, the mean temperature is overpredicted and the mean fuel mass fraction is
underpredicted in the calculations, with observations similar to those in [46,49].
In [51], a flamelet and progress variable combustion model is used in conjunc-
tion with LES. The combustion model uses an additional variable to account for
heat loss, which results in improved predictions of the mean temperature. Cal-
culations of PM1-100 show good agreement with the experimental data up to
x/D of 15, the last location at which results are presented.
46
The modeling approaches used in the previous calculations cover a wide
range of the currently existing models. However, none of the previous works
has proved successful for PM1-150 and PM1-200. Furthermore, most of the cal-
culations of PM1-100 report results only around the near-field of the jet, that is,
between x/D of 2.5 and 15, and not further downstream at x/D of 30 or 45.
3.1.4 Objectives for this Study
In light of the findings of the aforementioned previous works, it is clear that
there is much to address regarding the ability of existing models and method-
ologies to compute the flames PM1-150 and PM1-200 accurately. This work tar-
gets four particular components of the modeling: the level of turbulence closure
(LES-PDF and RANS-PDF), the description of the chemistry (flamelet-based and
detailed chemical kinetics), the treatment of molecular diffusion, and the im-
posed inflow boundary conditions. The objective of this study is to quantify
how sensitive the calculations are to these particular components of the models.
The most important model components for accurate calculations of these flames
are identified, and the computational cost of each is assessed. This study aims
to address all flames in the PPJB series, and to compare results at all relevant
locations throughout the flames.
A brief overview of the contents of the remainder of this chapter follows. In
Sec. 2, the RANS-PDF methodology is described and the computational config-
uration for those calculations is explained. The implementation of three com-
ponents of the RANS-PDF model are described and tested, and the effect on the
calculations is shown. These three components are: (1) a random walk model
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for molecular diffusion, (2) a combustion model based on flamelet-generated
manifolds (FGM), and (3) inlet boundary conditions. In Sec. 3, the LES-PDF
methodology is described along with the computational configuration of the
LES-PDF calculations. The numerical accuracy of the LES-PDF calculations is
demonstrated, and the effects of molecular diffusion modeling are examined.
The focus of the LES-PDF studies is on the effects of differential diffusion and
the model constant, CM. Following the LES-PDF study, the most important re-
sults are discussed in Sec. 4 and conclusions are drawn in Sec. 5.
3.2 RANS-PDF Calculations
One of the notable characteristics of the PPJB flames is the importance of finite-
rate chemistry effects. So, when considering modeling these flames, a natural
choice for a methodology is a model in which the effects of chemical reaction can
be treated exactly. With the probability density function (PDF) method [2,16,52],
this is exactly the case; thus it is the basis of all the computational work per-
formed in this study. A second notable characteristic of the PPJB flames is
that these important finite-rate chemistry effects occur in flows of simple ge-
ometry. There are no wall effects, swirl, or recirculation, and the flow is sta-
tistically axi-symmetric. Therefore, a logical first choice for the type of PDF
method used to study these flames is one with turbulence closure based on
the Reynolds-Averaged Navier-Stokes (RANS) equations. Specifically, the joint
velocity-turbulence frequency-composition PDF method [16] is used, in which
the joint PDF of the fluctuating velocity, turbulence frequency, and thermochem-
ical composition is solved by a coupled finite-volume solver and particle solver.
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RANS-PDF methods have been successfully applied to many jet flames in
past studies. The non-premixed methane-air Sandia flames D, E, and F [40] ex-
hibit phenomena of extinction and re-ignition which have been well captured
by several RANS-PDF modeling studies [5, 6, 47, 53]. Additionally, the non-
premixed lifted hydrogen-air flame in a hot coflow [54] has been the subject of
several successful RANS-PDF modeling studies [8,47,55,56]; this flame exhibits
a sensitivity to the coflow temperature which has been well-captured by RANS-
PDF methods [8]. In addition to non-premixed turbulent jet flames, RANS-PDF
methods have also been applied to turbulent premixed jet flames [10,11,39], in-
cluding two of the previously mentioned studies of the PPJB [12,46]. One of the
drawbacks of the PDF method is the need to model the effect of molecular dif-
fusion through a mixing model. In several calculations of premixed flames, this
aspect of the model has been suggested to be the primary source of modeling
error [11, 12, 46], and therefore modeling studies need to be careful to address
the sensitivities to the various parameters of these mixing models.
3.2.1 Joint PDF Computational Methodology
The calculations described in [12, 46] both used RANS-based approaches. The
RANS-PDF calculations to be described in this work are based on the same joint
velocity-frequency-composition PDF used in [46]. This method is implemented
computationally through a coupled finite-volume/particle solver [23].
In the particle solver, Lagrangian particles evolve in position, velocity, tur-
bulence frequency, and composition. The velocity is modeled by the Simplified
Langevin Model (SLM) [17]. The turbulence frequency is modeled by a stochas-
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tic frequency model [18]. The composition evolves by mixing and chemical
reaction. This study uses the EMST mixing model [19], which previous stud-
ies [46] have shown to be superior in the PPJB calculations upon comparing
scatter plots of the particle composition. The chemical reaction source term is
evaluated from detailed chemical kinetics. These calculations use the 16-species
ARM-1 mechanism [26], which is shown to yield calculations of these flames of
similar quality to those of more detailed mechanisms [46]. The storage-retrieval
technique of in-situ adaptive tabulation (ISAT) [20, 21] is used to compute the
change in composition due to chemical reaction in a computationally efficient
manner.
The finite-volume solver solves the mean equations for mass, momentum,
energy, and thermochemical state. The particle solver provides the finite-
volume solver with the turbulent fluxes and the mean chemical source term.
The finite-volume solver provides the mean density and fluctuating component
of velocity to the particle solver. When the solution reaches a statistically sta-
tionary state, the statistics are time-averaged until sufficient temporal conver-
gence is attained.
3.2.2 Numerical Configuration for the RANS-PDF Calculations
The RANS-PDF calculations are preformed on a two-dimensional cylindrical
domain as shown in Figure 3.1. The domain extends 100D in the axial direction,
where D is the jet diameter and the axial coordinate is denoted by x. The domain
extends 40D in the radial direction, whose coordinate is denoted by r. The grid








Figure 3.1: Sketch of computational domain for RANS-PDF calculations.
The centerline is indicated by the vertical dotted line, and the
domain extends to the boundary of the white colored region.
The extent of the domain in the axial and radial directions is
indicated by the vertical and horizontal measurements in the
white region, respectively. In the gray region at the bottom,
the location of the three stream boundary conditions are shown
by shades of gray; outward from the centerline, they are the
central jet, the pilot, and the coflow. The dimensions at the
bottom are of the diameters of the jet and pilot. A contour of
the mean CO2 mass fraction from a calculation of PM1-100 is
shown in the sketch of the computational domain.
to that used in [46], and the numerical accuracy of such a configuration has
previously been assessed. The maximum error in the mean temperature is about
4%, and about 8% for the RMS temperature in PM1-200 [46]. The values for the
model constants are shown in Table 3.2, and are the same used in many previous
studies of turbulent jet flames.




CΩ 0.6893 Definition of the mean frequency Ω
Cω1 0.70 Turbulence frequency model
Cω2 0.90 Turbulence frequency model
C3 1.0 Turbulence frequency model
C4 0.25 Turbulence frequency model
Cφ 1.5 EMST mixing model
Table 3.2: Model constants for base-case RANS-PDF calculations.
domain, ranging from x/D of -100 to 100 in the axial direction, and the profiles
of velocity and turbulence quantities are extracted at the burner exit plane, x/D
of 0, as in [46]. The thermochemical composition at the inlet boundary is pre-
scribed in one of two ways: the first way is to define the composition of the
burned streams (that is, the pilot and coflow) to be at chemical equilibrium; the
second way is to define the composition of those streams based on a fully burnt
laminar flame. The composition of the fully burnt laminar flame is obtained
from a Chemkin calculation using the 44-species UCSD mechanism [32] and
considering full multi-component transport and thermal diffusion. The result-
ing boundary conditions are presented in detail in Table 3.3.
3.2.3 The Effect of Molecular Diffusion in the RANS-PDF Cal-
culations
It is found in [46] that the mixing layer between the pilot and the coflow is
predicted to evolve much more slowly in the calculations than observed in the
experiments. Because the pilot and the coflow bulk velocities are both low and
the molecular diffusivity of each stream is large, the observed discrepancy is
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Stream Composition Variable Equilibrium Laminar Flame
Jet O2 2.26 × 10−1 2.26 × 10−1
CH4 2.84 × 10−2 2.84 × 10−2
N2 7.45 × 10−1 7.45 × 10−1
T (K) 300 300
Pilot H2 3.09 × 10−4 4.17 × 10−4
H 2.11 × 10−5 3.88 × 10−5
O2 7.72 × 10−3 1.00 × 10−2
OH 2.42 × 10−3 3.08 × 10−3
H2O 1.20 × 10−1 1.18 × 10−1
CO 1.09 × 10−2 1.41 × 10−2
CO2 1.34 × 10−1 1.29 × 10−1
N2 7.25 × 10−1 7.25 × 10−1
T (K) 2280 2240
Coflow H2 6.73 × 10−8 1.02 × 10−6
O2 1.31 × 10−1 1.32 × 10−1
OH 5.24 × 10−5 1.93 × 10−4
H2O 1.11 × 10−1 1.11 × 10−1
N2 7.57 × 10−1 7.57 × 10−1
T (K) 1500 1490
Table 3.3: Thermochemical compositions used for the inlet boundary con-
ditions for each stream. The species are shown in units of mass
fraction, and are reported only where the mass fraction exceeds
10−6. Two different boundary condition formulations are shown:
compositions taken from chemical equilibrium in the burned
streams, and compositions taken from a fully burnt laminar
flame in those streams.
most likely due to molecular diffusion. In turbulent flames, molecular diffusion
is usually small compared to turbulent diffusion, so it is typically neglected
in these types of RANS-PDF calculations. To investigate the first-order effects
of molecular diffusion in these flames, a simple random walk model is imple-
mented into this method.
In this simple model for molecular diffusion, two additional terms are added
to the equation for advancing a particle’s position in physical space as illus-
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trated in Eq. 3.1:








where dX∗ is the change in a particle’s position,U∗ is the current particle velocity,
dt is the time step, 〈ρ〉 is the volume-weighted mean density, dW is an increment
in an isotropic, vector-valued Wiener process, and α is the mass-weighted cell
mean molecular diffusivity which depends on position. The second and third
terms on the right-hand side are evaluated based on interpolation of the fields
onto the particle’s current position. The first additional term in Eq. 3.1 repre-
sents the mean drift due to molecular diffusion, while the last term represents a
random-walk term. It is very important to note that this simple model results in
a spurious production of variance due to the random-walk term [57,58]. There-
fore, this model is only used to examine the first-order effects in the RANS-PDF
calculations, and more sophisticated models are discussed and used later in this
work.
Before examining this model’s effects on the PPJB calculations, several tests
are performed to verify its correct implementation. Each test consists of a two-
stream laminar mixing layer with distinct species mass fractions specified in
each stream; the coordinate system, density, and diffusivity are varied among
the tests to verify each component of the model. Four test cases are considered,
and are outlined in Table 3.4.
The results from the test cases are compared to solutions from the commer-
cial CFD tool Fluent and to analytical solutions where possible. Each solution is
investigated for sufficient numerical accuracy by varying the grid size, the num-
ber of particles per cell, and the duration of time-averaging. The results of these
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Test Case Coordinate System Density Diffusivity
A Planar Uniform Uniform
B Cylindrical Uniform Uniform
C Cylindrical Variable Uniform
D Cylindrical Variable Variable
Table 3.4: Test cases for verification of the random walk model for molec-
ular diffusion implementation in the RANS-PDF calculations.
verification tests are summarized in Figure 3.2, where lateral and radial profiles
of species mass fractions from test cases A and D are shown. The results from
all the test cases are found to be in good agreement with the results from other
solution methods; next, the effect of this model is examined in the calculations
of the PPJB flames.
To implement the simple model based on Eq. 3.1, the molecular diffusiv-
ity must be defined. In this simple implementation of molecular diffusion, the
Lewis number is taken to be unity, so that the molecular diffusivity is simply
equal to the thermal diffusivity. For all the compositions realized throughout a
flamelet generated manifold (FGM) discussed later in this work, the thermal dif-
fusivity is evaluated using Chemkin, and a curve-fit is constructed as a function
of temperature as
α(T ) = α0 (T/T0)b , (3.2)
where α is the molecular diffusivity, and T is the mass-weighted cell mean tem-
perature. The reference temperature, T0, is defined as 300 K, where the reference
diffusivity, α0, is equal to 2.24 × 10−5 m2/s. The exponent, b, is obtained from
the curve-fit, and is equal to 1.71. Comparisons of the transport properties eval-
uated on the FGM to the curve-fits are presented later in this work.
Presented in Figure 3.3 is a comparison between two calculations and the ex-
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Figure 3.2: Mass-weighted mean species mass fractions in tests of the
molecular diffusion implementation. The figure on the
left shows the results from the constant-density, constant-
diffusivity test case in Cartesian coordinates; the figure on
the right shows the results from the variable-density, variable-
diffusivity test case in cylindrical coordinates. The color of
the lines denotes the axial location as indicated in the legend.
The solid lines are from a verification of the test case using the
commercial code Fluent; the lines with circle markers are from
the new molecular diffusion implementation in the RANS-PDF
code, HYB2D; the lines with triangular markers are from an an-
alytical solution; the dashed lines are from a numerical finite
difference solution.
perimental measurements for the time-averaged mass-weighted mean temper-
ature and pilot mixture fraction for flame PM1-50. In these flows, three streams
are considered, and a mixture fraction is associated with each stream. The mix-
ture fraction represents the fraction of mass originating from that stream, and it
is defined here based on a linear combination of the elemental mass fractions, H,
O, and C. The first set of calculations shown in Figure 3.3 is essentially identical
to that in [46], and the second set of calculations is identical, except with the
additional terms in Eq. 3.1 to model the molecular diffusion, and the diffusivity
evaluated through Eq. 3.2.






























Figure 3.3: Radial profiles of mass-weighted mean pilot mass fraction (top
plots) and mass-weighted mean temperature (bottom plots)
from calculations and measurements of flame PM1-50 showing
the effect of modeling molecular diffusion. The axial location
is indicated at the top of each column, and increases from left
to right. Dashed gray line – RANS-PDF without molecular dif-
fusion; Solid line – RANS-PDF with molecular diffusion; Lines
with squares: experimental data [12].
calculations. The first is that the calculations with molecular diffusion have
much more accurate profiles of mean scalars (such as temperature and pilot mix-
ture fraction) in the pilot-coflow mixing layer. The results convincingly show
that molecular diffusion is important in this region of the flow, due to the low
velocity of the pilot and coflow streams. This marks a significant difference be-
tween the PPJB flames and other turbulent jet flames previously studied. The
second important observation is that the overall reaction progress of the jet is
not significantly affected by the new treatment of molecular diffusion. This oc-
curs mainly because the pilot-coflow mixing layer is sufficiently far from the
central fuel jet; by the time the pilot-coflow mixture interacts with the central jet
fluid, the pilot and coflow are already well-mixed. A third observation, which
will be presented and discussed more in detail in Sec. 3.3, is that the spurious
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variance introduced by this random-walk model is large and is clearly evident
in the radial profiles of the RMS of temperature and chemical species, up to at
least x/D of 15.
3.2.4 The Effect of the Temperature at the Inlet Boundary Con-
dition
Having examined the first-order effect of molecular diffusion on the PPJB cal-
culations, a second important aspect of the model is next examined, namely,
the temperature prescribed at the inlet boundary. One deficiency observed in
previous calculations of the PPJB flames is an overpredicted temperature in the
coflow near the burner exit, by as much as 300 K [12, 46, 48–50]. This discrep-
ancy occurs because, in the experiments, the hot coflow transfers heat to the
cold unreacted pilot stream, and this heat transfer is not taken into account in
these calculations. The heat loss has been investigated in some previous stud-
ies [12, 46], but the results have been not been convincingly improved, possibly
due to the neglect of molecular diffusion in those former calculations. In [51],
the heat loss is accounted for, but it is specified empirically from an extrapola-
tion of the measurements at x/D of 2.5. The purpose of this part of the study is
to perform a thorough analysis of this boundary condition, and to examine the
sensitivity of the calculations to it. Because molecular diffusion is now included,
much better agreement is obtained in the pilot-coflow mixing layer.
To model the heat transfer between the pilot and coflow, the commercial CFD
tool Fluent is used. The domain of these calculations extends from x/D = −100
to x/D = 100, as in the previous calculations used to obtain the boundary con-
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(r/D = 0) Jet
Figure 3.4: Sketch showing the geometry used to formulate inflow bound-
ary conditions with heat transfer from the coflow to the cold
pilot fluid. The upstream region extends below the jet cen-
terline, and the downstream region extends above the jet cen-
terline. In the adiabatic calculations, there is no heat transfer
at the pilot-coflow interface, but in the non-adabatic calcula-
tions, heat transfer occurs between the hot coflow and cold pi-
lot fluid.
ditions. At the region from x/D = −100 to 0, referred to as the upstream re-
gion, conjugate heat transfer is modeled between the cold pilot fluid and the
hot coflow through the pilot-coflow wall. A detail of the upstream region is
shown in Figure 3.4. The heating takes place over the entire length of the up-
stream region, and the thermal boundary layer is fully developed by the jet exit
plane at x/D of 0. This boundary condition is implemented into the RANS-PDF
calculations by extracting the temperature and density at x/D = 0, as well as the
velocity and turbulence properties as before. In the RANS-PDF calculations,
the density is prescribed at the inlet from these conditions, and the sensible en-
thalpy is obtained from the species mass fractions and temperature.
Shown in Figure 3.5 is a comparison between the calculations with and with-
59
out heat loss in the coflow. Three important observations can be made from this
figure. The first is that the time-averaged mass-weighted mean temperature is
predicted with much greater accuracy when the heat transfer is accounted for, as
would be expected. With an adiabatic coflow, there is a 300 K temperature dis-
parity near the pilot-coflow mixing layer, which propagates downstream even
farther than x/D of 25, the measurement location farthest downsteam. The
agreement in the mean temperature between the experimental measurements
and calculations with heat transfer is excellent near the burner exit at x/D of
2.5. The agreement degrades slightly going downstream, which is most likely
a result of the turbulence modeling of the spreading of the pilot stream. This is
confirmed by examining the pilot mixture fraction, which spreads slightly faster
in the calculations compared to the experiments.
The second important observation from Figure 3.5 is that the calculations
with heat transfer in the boundary conditions have profiles of the time-averaged
mass-weighted mean pilot mixture fraction which are shifted from the previous
calculations toward the centerline, in much better agreement with the experi-
mental data. This occurs primarily due to the inclusion of the chamfered edge
of the pilot-coflow wall in this boundary condition formulation, and not nec-
essarily due to the heat transfer itself. The chamfered edge results in a slightly
larger radial velocity toward the centerline, and hence, slightly faster entrain-
ment of the coflow. Other calculations which do not account for the chamfered
edge [12, 46, 48–51] display similar behavior, and could benefit slightly from
that addition in the boundary condition. The last observation from Figure 3.5
is that the overall combustion of the fuel from the central jet is not significantly
affected by the temperature treatment at the inlet boundary condition, for this






























Figure 3.5: Radial profiles of time-averaged mass-weighted mean pilot
mass fraction (top plots) and time-averaged mass-weighted
mean temperature (bottom plots) from calculations and mea-
surements of flame PM1-50 showing the effect of modeling
conjugate heat transfer between the pilot and coflow. The axial
location is indicated at the top of each column. Dashed gray
line: RANS-PDF calculations with adiabatic boundary condi-
tions; Solid line: RANS-PDF calculations with conjugate heat
transfer; Lines with squares: experimental data [12].
coflow mixture layer, it is already sufficiently well-mixed. The findings agree
with those of [46], where reducing the coflow temperature in PM1-200 to as low
as 1200 K did not significantly impact reaction progress.
3.2.5 Comparison of Combustion Modeling Methodologies
In the next part of this work, a flamelet-generated manifold (FGM) [59,60] is ap-
plied to model the combustion in the PPJB. The purpose of doing so is two-fold:
firstly, to reduce the computational cost, particularly for the more expensive
LES-PDF studies; and secondly, to examine the sensitivity of the PPJB calcula-
tions to the combustion modeling. These studies provide a direct comparison
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between calculations with detailed chemistry and calculations with simplified
combustion models.
For this particular application of FGM, three variables are considered: a
mixture fraction of both the jet and pilot streams, ξ j and ξp, and one reaction
progress variable, taken here to be the sensible enthalpy, hs. A grid is con-
structed in the ξ j and ξp mixture fraction space; for each point in the grid,
a chemical composition corresponding to inert mixing of the three streams is
formed based on the values of ξ j and ξp at that point. From this composition,
a freely-propagating laminar flame is computed for each value of mixture frac-
tion in the grid. In the RANS-PDF calculations, both mixture fractions have
no source term. The source term for the sensible enthalpy, h˙s, is evaluated by
performing a table look-up from the current values of ξ j, ξp, and hs and interpo-
lating. The change in hs over one time step is then computed from simple Euler
integration, with integration performed over nsub sub-steps within the current
time step as shown in Eq. 3.3:





ξ j(t′), ξp(t′), hs(t′)
)
dt′. (3.3)
A second manifold is constructed by the same process as above, but instead
of computing a laminar flame, an auto-ignition calculation is performed for
each composition formed by inert mixing of the three streams. The purpose
of this second manifold is to examine the importance of diffusive effects, and
to facilitate comparisons between the two sets of boundary conditions from
Table 3.3. For each of these two manifolds, calculations are made using the
44-species UCSD mechanism [32] and the 111-species USC-Mech-II chemical
mechanism [33]. The first of the manifolds, assembled from laminar flame cal-
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culations, is denoted as FGM-LF; the second, assembled from auto-ignition cal-
culations, is denoted as FGM-AI.
The numerical accuracy of this method is affected by the size of the grid in
ξ j, ξp, and hs, the number of time steps over which the numerical integration
is performed, and accuracy to which the flamelets are computed. Convergence
studies are performed over all of these parameters, and an error in the ignition
delay time, t, is defined for each configuration by
t =
∣∣∣tFGMig − tig∣∣∣ /tig, (3.4)
where tFGMig is the ignition delay time based on that configuration of the FGM,
and tig is the ignition delay time computed directly from a laminar flame cal-
culation (or an auto-ignition calculation, in the case of the second manifold)
of sufficient numerical accuracy computed using Chemkin. The ignition delay
time is defined here as the time taken for the sensible enthalpy of a particle
starting from the unburned composition to increase by 50% of the total change
in sensible enthalpy. Accuracy tests are conducted using a time step of 10−6 sec-
onds, which is near the time step used in the calculations. The time evolution
of sensible enthalpy and its time rate of change for a value of (ξ j, ξp) around
the most sensitive region of mixture fraction space, (0.47, 0.50), in one of the ac-
curacy tests is illustrated in Figure 3.6. This figure illustrates the consistency
between the solution computed using appropriate accuracy in a Chemkin cal-
culation and the solution computed from interpolating in ξ j, ξp, hs, and time in
the FGM.
The accuracy test of the grid size and interpolation is illustrated in Figure 3.7.
Three grids are defined, FGM-16, FGM-32, and FGM-64, and have, respectively,
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FGM, ∆t=10−6 s, n
sub=4
CHEMKIN
Figure 3.6: Plots of sensible enthalpy, hs, versus time, t, (left) and the time
rate of change of sensible enthalpy, h˙s or dhs/dt, versus sensi-
ble enthalpy (right) for jet and pilot mixture fractions of (0.47,
0.50). The dark dashed line is computed using a FGM using a
time step, ∆t, of 10−6 and 4 time sub-steps; the light solid line
is computed using the commercial software Chemkin using ap-
propriately low values for error tolerances. The rapid variation
at the initial time step is due to the reaction of radicals from the
pilot and coflow mixtures.
16, 32, and 64 grid points in each dimension. For a large number of points
inside the range (0.44 ≤ ξ j ≤ 0.56) and (0.44 ≤ ξp ≤ 0.56), t is measured. The
convergence tests shown in Figure 3.7 reveal that the error decreases as the grid
is refined. Secondly, the error is lowest at the locations near the grid nodes. This
study shows that the error from the grid discretization is larger than the error
associated with the time sub-step. A grid size of 32 × 32 × 100 in ξ j, ξp, and hs,
and a value of nsub of 4 yields a maximum t of about 0.10, and the results from
calculations of the PPJB are insensitive to numerical parameters giving greater
accuracy. Therefore, these are the numerical parameters used in this study of
the FGM.


































Figure 3.7: Plot in the two-dimensional mixture fraction space colored by
the error in ignition delay time as defined in Eq. 3.4 for FGM’s
constructed on three different grids. The grids are, from left to
right, FGM-16, FGM-32, and FGM-64. The color scaling varies
for each plot and is indicated by the colorbar in the upper right
corner of each plot.
USCD mechanism [32] to model the combustion in PM1-50. The results ob-
tained with these models are compared to results obtained using detailed chem-
istry with the two sets of boundary conditions described in Table 3.3; for FGM-
AI, the results are compared to those with detailed chemistry and equilibrium
boundary conditions, and for FGM-LF, to those with laminar flame boundary
conditions with heat loss in the coflow. The results obtained with FGM-AI are
in remarkably good agreement to the results obtained using detailed chemistry
for the mean mass fractions of major species such asCH4 andCO2. For the mean
mass fractions of CO and OH, the FGM-AI calculations are generally within
10% of the values from the calculation with detailed chemistry; FGM-AI slightly
overpredicts the mass fractions of these species, which would suggest that dif-
fusive processes are responsible for the slightly lower mass fractions of CO and
OH observed in the calculations with detailed chemistry. The performance of
FGM-LF is similar in terms of the mean mass fraction of CH4 and CO2, and is
slightly more consistent with the calculations with detailed chemistry than that
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of FGM-AI, in terms of the mean mass fractions of CO and OH. Figure 3.8 also
shows that the differences between FGM-AI and FGM-LF are caused by both
the combustion modeling as well as by the different boundary conditions. This
thorough comparison of the simplified combustion models to detailed chem-
istry shows that the combustion in these calculations is not particularly sensi-
tive in terms of the major species such as CH4, O2, H2O, and CO2, but for the
species in smaller concentrations, like CO and OH, the results are slightly more
sensitive to the combustion modeling.
The same calculations are performed in PM1-200, and the agreement in the
mean and RMS species mass fractions between the calculations using detailed
mechanisms and those using FGM-based modeling is of similar quality to that
in PM1-50. However, the reaction progress in the calculations of PM1-200 is
overpredicted using both chemistry models, so no strong conclusions about the
adequacy of FGM-based models in PM1-200 can be drawn from that compari-
son.
With respect to other studies of the PPJB using simplified combustion mod-
eling [51], these comparisons assist in validating the use of those models for
the major species and density, and provide an explanation for the observed dis-
crepancies in the mass fractions of CO and OH in those studies. One deficiency
of the FGM investigated here is the inability to account for the heat loss in the
coflow stream, which is one advantage of the approach used in [51]. This could
be accounted for by adding an additional variable into the formulation. How-
ever, the objective of this part of the study is to describe the reaction progress
as simply as possible; based on the previously discussed findings regarding the














































































































Figure 3.8: Radial profiles of (from top to bottom) time-averaged
mass-weighted mean temperature, and time-averaged mass-
weighted mean mass fractions of species CH4, CO2, CO, and
OH in the RANS-PDF calculations of PM1-50 using differ-
ent chemistry models and boundary conditions. Left-most
two columns: equilibrium boundary conditions and chem-
istry modeled with: detailed chemistry using ARM-1 and ISAT
(dark dashed lines) and FGM-AI (light solid line); Right-most
two columns: laminar flame boundary conditions using: ARM-
1 and ISAT (light dashed line) and FGM-LF (dark solid line);
Lines with squares: experimental data [12].
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sults using the FGM provide acceptable results. The FGM-LF model is selected
to be used in the first LES-PDF in this work, before advancing to the calculations
with detailed chemistry.
3.3 LES-PDF Calculations
The results from Sec. 2 show how the treatment of molecular diffusion, inflow
boundary conditions, and chemistry modeling affect the calculations of the PPJB
flames in the context of the RANS-PDF method, and the results demonstrate
much more accurate calculations of PM1-50 than any previous study. However,
none of these components of the modeling yield calculations of PM1-150 and
PM1-200 in much better agreement to the experimental data. Therefore, the
more complete modeling methodology of LES-PDF is next considered so that
the effects of molecular diffusion can be examined in greater detail, and with a
more complete level of turbulence modeling.
The LES-PDF methodology is a hybrid method in which large-eddy simu-
lation (LES) and probability density function (PDF) methods are used together
to model a turbulent reactive flow. In LES, the large scales of the turbulence
are resolved, and the small scales must be modeled. Since the large scales con-
tain most of the kinetic energy of the flow, most of the large-scale features of
the flow can be resolved. However, most chemical reaction occurs at very small
scales, so the sub-model used to describe this process is a very important part
of the overall model. There are a number of existing sub-models for chemi-
cal reaction, among which is the PDF method. The primary advantage of the
PDF method is that chemical reaction can be treated exactly through elemen-
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tary reactions in a detailed chemical mechanism, and therefore can represent
turbulence-chemistry interactions most effectively. Various formulations of the
LES-PDF methodology have recently been used to perform calculations of tur-
bulent flames [61–67]. The approach taken in this work is based on that used
in [66, 67] and is next described.
3.3.1 Computational Methodology for the LES-PDF Calcula-
tions
The LES-PDF approach used to study these flames is based on the LES frame-
work of self-conditioned fields [68] and the two-way coupled hybrid method
developed in [66,69,70]. The LES transport equations for mass and momentum
are solved with overall second-order accuracy using the methodology of [71];
continuity is enforced through solving the pressure Poisson equation. The tur-
bulent viscosity is computed using an algebraic sub-grid scale model [72], and
the turbulent diffusivity is computed from the turbulent viscosity using a turbu-
lent Schmidt number of 0.4. The effect of the turbulent Schmidt number on the
calculations has been examined in PM1-150, and it is found that a 25% variation
in this parameter has little effect on the calculations.
An additional equation for the specific volume is solved in the LES, and the
source term for this equation is obtained from the particle solver [73]. The LES
solver provides the particle solver with the filtered velocity, density, turbulent
viscosity, turbulent diffusivity, molecular diffusivity, and mixing frequency.
As opposed to the RANS-PDF method, which considers the joint PDF of ve-
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locity, turbulence frequency, and compositions, the LES-PDF method used here
considers the joint PDF of compositions. In the particle solver, the particles
evolve in physical space and in composition space. A splitting scheme with
second-order accuracy [69] is used to advance the particles over each time step.
The quantities from the LES solution are used to advance the particles in physi-
cal space as developed in [70] and also used in [66,67]. The particle composition















+ S˙ (φ∗), (3.5)
where φ is the particle composition vector, ΩM is the mixing frequency, ρ¯ is the
filtered density, α˜ is the mass-weighted filtered diffusivity, and S˙ is the reaction
source term. The superscript “∗” denotes a quantity evaluated at the particle
position. The first two terms in Eq. 3.5 represent the modeling of mixing, the
first term being molecular mixing, and the second term being molecular trans-
port. This treatment of molecular diffusion allows differential diffusion to be
accounted for in the model, and it produces no spurious scalar variance [57,58].
The mixing frequency is computed from Eq. 3.6,
ΩM = CM (α˜ + αT ) /∆2, (3.6)
where αT is the turbulent diffusivity, ∆ is the filter width, and the constant
mechanical-to-scalar timescale ratio, CM, is set to a value of 5.0 for the base case,
as in [67]. The constant CM is often denoted by Cφ. However, here the symbol
CM is used to differentiate this constant from the mechanical-to-scalar timescale
ratio used in the RANS-PDF calculations, Cφ.
The third term in Eq. 3.5 represents chemical reaction, and here it is evalu-
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ated using the ISAT storage and retrieval algorithm [20,21] for computational ef-
ficiency. Upon completion of the current time step, the particle solver then pro-
vides the LES solver with the volume-weighted mean density, mass-weighted
mean temperature, and source term for specific volume. The two-way coupled
hybrid method proceeds in this way throughout the calculation. After a sta-
tistically stationary state has been reached, the statistics of interest are time-
averaged until temporal convergence is attained.
3.3.2 Computational Configuration of the LES-PDF Calcula-
tions
The computational domain for the LES-PDF calculations is a cylinder of size
75D × 25D × 2pi in the axial, radial, and circumferential directions. A sketch is
shown in Figure 3.9. At the pilot and coflow inflow plane, the velocity bound-
ary conditions are prescribed based on the laminar flow identical to the mean
velocity used in the RANS-PDF calculations. At the jet inflow plane, the veloc-
ity is taken from a separate turbulent pipe-flow simulation at the appropriate
value of Re.
The same chemical mechanism used in the RANS-PDF calculations, the 16-
species ARM-1 mechanism [26], is used to describe the detailed chemical ki-
netics in the base case. The compositions provided at the inlet are taken from
the laminar flame inflow conditions in Table 3.3; however, the temperature and
density at the inlet are specified using the boundary conditions with heat loss in
the coflow. The viscosity is obtained from a curve-fit to data from the FGM. For
each composition realized in the FGM, the kinematic viscosity, ν, is evaluated
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xr
Figure 3.9: Computational domain for the LES-PDF calculations. The axial
and radial directions are indicated by the arrows, and the verti-
cal arrow coincides with the centerline of the jet. Only one fifth
of the grid points from grid G3 are shown in each axial and ra-
dial direction. The cutaway in the x − r plane shows a contour
of the instantaneous resolved CO2 mass fraction from a calcu-
lation of PM1-100. In the plane at the bottom of the cutaway,
the diameter of the pilot and jet are shown.
with Chemkin, and a curve-fit is made as a function of temperature by
ν(T ) = ν0 (T/T0)b , (3.7)
where the reference temperature, T0, is 300 K, and the reference viscosity is, ν0,
1.60 × 10−5 m2/s. The exponent b is obtained from the curve-fit and is equal to
1.69. The base case is set up with unity Lewis number in all the species, and the
diffusivity is evaluated in the same way as described for the RANS-PDF equa-
tions, using Eq. 3.2 and all the same parameter values. The case of differential
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Figure 3.10: Molecular transport properties as prescribed in LES-PDF cal-
culations as functions of temperature. The thermal diffusivity
is shown in the left plot, and the kinematic viscosity is shown
in the right plot. In both plots, the black dots indicate the
transport properties as evaluated on the FGM, and the gray
dashed lines indicate the curve-fits used to Eqs. 3.2 and 3.7
that are prescribed in the LES-PDF calculations.
diffusion is discussed in Sec. 3.4.1. Figure 3.10 shows both the molecular diffu-
sivity and the kinematic viscosity as evaluated on all the compositions through-
out the FGM as functions of temperature. Both the viscosity and the diffusivity
are well-described as a function of only the temperature, and the curve-fits pro-
vided to Eq. 3.2 and Eq. 3.7 represent these transport properties well.
The calculations are performed for all four PPJB flames using this formula-
tion of the base case. Figure 3.11 shows contours of instantaneous resolved mass
fraction of CO from these calculations. As the jet velocity increases, the coflow
and pilot streams are more rapidly entrained by the central jet, and the length
of the flame generally increases.
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Figure 3.11: Contour plots of instantaneous fields of resolved CO mass
fraction from LES-PDF calculations of all four PPJB flames on
grid G4 using the mechanism ARM-1 to describe the chem-
istry.
3.3.3 Numerical Accuracy of the LES-PDF Calculations
In the LES-PDF calculations, the primary sources of numerical error include the
grid discretization, the finite number of particles, the finite duration of time-
averaging, and the error tolerance associated with the chemistry tabulation in
ISAT. All of these parameters are investigated through convergence studies, and
it is found that the largest source of numerical error is the grid resolution. The
grid resolution is especially important in the context of LES, where the reso-
lution directly affects the filter width, and thus, how much of each quantity is
either resolved or unresolved. A number of different criteria exist for determin-
ing the grid quality for a LES, and there is still no universal standard criterion
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by which to assess the quality. This remains an important topic for future study,
but is beyond the scope of this work, other than to ensure that the investigated
quantities do not exhibit significant sensitivity to the grid resolution beyond that
used. Therefore, to establish the level of numerical accuracy of the calculations
with respect to the grid resolution, several convergence studies are performed
on progressively refined grids. The statistics of interest for each calculation are
then compared to those statistics on the most highly resolved grid and the error
for each statistic on each grid is measured.
The first set of convergence studies is conducted on a non-reacting flow
based on the same configuration as the PPJB. Only a single LES is necessary
for these calculations; there is no chemical reaction source term, and the den-
sity can be obtained directly from the mixture fractions. The grid sizes used for
these calculations are shown in Table 3.5. The relative number of cells in each
direction is chosen based on the configuration which yields the most rapid grid
convergence. The results of this convergence study are summarized in Table 3.5
for the flow NR-200, which is based on PM1-200, the PPJB flame with the high-
est jet bulk velocity. Among all the flows considered in this work, NR-200 has
the largest numerical error from grid resolution. The error in the time-averaged
statistics for each calculation is computed by taking the difference between the
statistics in that calculation and the statistics on the most highly resolved grid;
the maximum error in time-averaged mass-weighted statistics at an axial loca-
tion of x/D of 30 is shown in Table 3.5. On grid G4, The maximum error at x/D of
30 is about 5% for the resolved mean axial velocity, 1% for RMS of the resolved
axial velocity, 4% for the resolved mean jet mixture fraction, and 1% for the RMS





Name (MCells) U˜ uRMS ξ˜ j ξ˜′′j
G1 96 48 24 0.11 0.104 0.102 0.130 0.041
G2 128 64 32 0.26 0.152 0.031 0.128 0.033
G3 192 96 48 0.88 0.108 0.022 0.082 0.024
G4 256 128 64 2.1 0.044 0.006 0.040 0.011
G5 384 192 96 7.1 – – – –
Table 3.5: Grid sizes for LES and LES-PDF calculations. Shown in each col-
umn are the grid name, the number of cells in the axial, radial,
and angular directions (nx, nr, and nθ), and the total number of
cells (nT ), in millions of cells. The next four columns show the
errors in the time-averaged mass-weighted resolved mean axial
velocity, resolved RMS axial velocity, resolved mean jet mixture
fraction, and resolved RMS of the jet mixture fraction for the grid
convergence study of the non-reacting flow based on PM1-200.
The final six columns show the error in the time-averaged mass-
weighted resolved mean jet and pilot mixture fractions, resolved
RMS jet and pilot mixture fractions, and the resolved mean and
RMS temperature. All errors are evaluated as the maximum dif-
ference at x/D of 30 between statistics on the evaluated mesh
and the finest mesh examined.
A grid convergence study is also performed for the reacting flows. The re-
sults of the grid convergence study for PM1-50 are also summarized in Table 3.5.
These reacting flow calculations have considerably less numerical error from
the grid resolution than do the non-reacting cases; due to the heat-release in
the reacting flows, the pilot and coflow streams are not entrained as strongly
into the jet as they are in the non-reacting flows. Grid G3 exhibits errors of
around 2% for the mean and RMS of the resolved temperature and jet and pilot
mixture fractions. Figures 3.12 (a) and (b) show the radial profiles of the mean
and RMS statistics for this convergence study. Besides grid G1, the other grids
all yield reasonably similar statistics. The largest numerical errors occur in the
RMS statistics of the resolved scalar fields around the centerline. It is observed
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that as the jet velocity increases, the requirements for numerical accuracy also
increase. Grid G3 is used as the base case grid for the calculations of PM1-50,
while both grids G3 and G4 are used to perform calculations of the other flames,
PM1-100, PM1-150, and PM1-200.
Figures 3.13 (a) and (b) show the mean and RMS statistics in the base case
calculations of PM1-50. The figures demonstrate good consistency between the
mean scalar fields in the RANS-PDF and LES-PDF calculations, and an improve-
ment in the calculations of the RMS statistics in the LES-PDF calculations in the
near-field region of the pilot-coflow mixing layer. The use of the boundary con-
dition with heat loss significantly improves the calculations of the temperature
throughout the flame, and does yield a small improvement in the amount of
fuel burned near the centerline farther down in the flame, as is also seen in the
RANS-PDF study. The total RMS as obtained from the particles and is shown in
Figure 3.13 (b). At the jet-pilot interface, the unresolved component of the RMS
accounts for about 30% of the total RMS at x/D of 2.5, and about 20% of the total
RMS at x/D of 7.5. Beyond x/D of 7.5, the unresolved component of the RMS is
generally less than 10% of the total RMS.
3.3.4 The Effects of Modeling Molecular Diffusion in the LES-
PDF Calculations
In LES-PDF, modeling is required to treat the conditional diffusion term in the
PDF transport equation. This is done through the mixing model described
above in Eqs. 3.5 and 3.6, and entails one of the largest sources of modeling














































































Figure 3.12: Radial profiles of the time-averaged mass-weighted resolved
mean (a) and RMS of the resolved scalar (b) for the jet mix-
ture fraction (top row), pilot mixture fraction (middle row),
and temperature (bottom row) in the convergence study of
the LES-PDF calculations of flame PM1-50. The axial location
is indicated at the top of each column. Dashed light gray: G1;
Solid gray: G2; Dashed dark gray: G3; Solid black: G4; Lines



































































Figure 3.13: Radial profiles of the time-averaged mass-weighted resolved
mean (a) and RMS statistics in the base case LES-PDF and
RANS-PDF calculations of flame PM1-50. Dark solid line:
LES-PDF without heat loss; Gray solid line: LES-PDF with
heat loss (total RMS); Gray dashed line: LES-PDF with heat
loss (RMS of resolved scalar); Light gray dashed line: base
case RANS-PDF; Lines with squares: experimental data [12].
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formed with respect to two aspects of the mixing model. The first aspect inves-
tigated is the effect of differential diffusion, and the second aspect investigated
is the value of the parameter, CM, which represents the mechanical-to-scalar
timescale ratio.
The Effects of Differential Diffusion
A major assumption made in the base-case calculations, as well as in the previ-
ously discussed RANS-PDF calculations, is that the Lewis number is unity for
all chemical species. In reality, this is not the case, as lighter species generally
have a higher diffusivity, and heavier species generally have a lower diffusiv-
ity. In the configuration of the PPJB, there are significant concentrations of light
species such as OH, H2, and H in both the pilot and coflow. Furthermore, it
has already been shown that molecular diffusion is important in modeling the
pilot-coflow mixing due to the low velocities and high temperatures of the pilot
and coflow streams. Therefore, a careful investigation of the effect of differential
diffusion in these flames is important in understanding their behavior.
Figure 3.14 shows the molecular diffusivity of each chemical species in the
ARM-1 mechanism evaluated throughout the entire FGM manifold, as well as
the thermal diffusivity. From the figure, it is clear that there is a large range in
the diffusivity of the different species. The lightest species, H, has a diffusivity
larger than the thermal diffusivity by a factor of about eight, and that of H2 is
about four times greater than the thermal diffusivity. Figure 3.14 also shows
that the diffusivity of each species is well-described as a function of only the
temperature.
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Figure 3.14: Molecular diffusivity of the chemical species in the ARM-1
mechanism as evaluated from compositions on the FGM and
plotted as functions of temperature. The curve-fit to Eq. 3.2
for the thermal diffusivity is shown by the black dotted line.
Using the diffusivities evaluated on the FGM, as shown in Figure 3.14, curve-
fits are made as functions of temperature in the form of Eq. 3.8,
αi(T ) = αi0 (T/T0)
bi , (3.8)
which is identical in form to Eq. 3.2, but the superscript “i” denotes a quantity
for species i. The values obtained from the curve-fit for each species are shown
in Table 3.6.
A comparison between calculations with and without differential diffusion
in flame PM1-50 is shown in Figure 3.15. The general conclusion is that the
effects of differential diffusion are limited to the near-field of the flow (around
x/D of 2.5 and 7.5) and to the species H2, CO, and OH, as well as other species
in smaller concentrations. There is interesting behavior observed in the near-
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Species α0(m2/s) b
H2 8.00 × 10−5 1.69
H 12.4 × 10−5 1.75
O2 2.03 × 10−5 1.73
OH 3.22 × 10−5 1.71
H2O 2.27 × 10−5 1.85
HO2 2.09 × 10−5 1.72
H2O2 2.07 × 10−5 1.72
CH3 2.26 × 10−5 1.73
CH4 2.30 × 10−5 1.71
CO 2.08 × 10−5 1.71
CO2 1.58 × 10−5 1.75
CH2O 1.56 × 10−5 1.80
C2H2 1.67 × 10−5 1.74
C2H4 1.61 × 10−5 1.76
C2H6 1.48 × 10−5 1.75
N2 2.17 × 10−5 1.70
Table 3.6: Coefficients in Eq. 3.8 for the diffusivity of each chemical
species, relating the mixture-averaged diffusivity of each species
to the temperature, as evaluated from curve-fits evaluated on
compositions throughout the entire flamelet manifold.
field of the flow to which the differential diffusion gives considerable insight.
The most notable difference in the calculations with and without differential
diffusion is in the mean mass fraction of CO. When differential diffusion is
included in the calculations, the amount of CO in the pilot-coflow mixing layer
decreases to a value closer to that measured. This occurs not because of the
diffusivity of CO (which is roughly equal to the thermal diffusivity), but rather
because of the diffusivity of the other light species in the coflow and pilot. When
differential diffusion is included, a greater concentration of these lighter species
react with CO to form CO2 in the pilot-coflow mixing layer, and thus the mass
fraction of CO there is reduced. In addition to flame PM1-50, the same study of


















































Figure 3.15: Radial profiles of time-averaged mass-weighted resolved
scalars in calculations of PM1-50 with and without differen-
tial diffusion. The first row shows the temperature, the next
three rows show the mass fraction of the species H2, CO, and
OH. Solid dark line: Without differential diffusion; Dashed
gray line: with differential diffusion; Lines with squares: ex-
perimental data [12].
of smaller magnitude. This observation is reasonable because the pilot-coflow
region is much smaller in flame PM1-150 due to the more rapid entrainment by
the jet, and the effect of differential diffusion is primarily limited to this region.
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The Effect of the Model Constant CM
The second important aspect of modeling molecular diffusion is the value of
the parameter CM. The mixing frequency, from Eq. 3.6, is directly proportional
toCM. In previous RANS-PDF calculations of the PPJB, it is found that the value
of Cφ had two main effects: larger values of Cφ result in decreased scalar vari-
ance [12, 46] and a decreased spreading rate of the jet [46]. In this study, the
value of CM is varied over values of {2, 5, 10, 20, 50, 100} for flame PM1-150.
The numerical implementation with a second-order scheme where the bound-
edness for φ is guaranteed [58, 69] ensures that there are no numerical accuracy
or stability issues for large values of CM. Contour plots of the instantaneous CO
mass fraction from this parameter study are shown in Figure 3.16. As CM in-
creases, the flame length increases and the spatial variance of the resolved fields
decreases.
Figure 3.17 shows the effect of CM on the fraction of the time-averaged mass-
weighted total RMS of the CO mass fraction which is unresolved. In the base
case calculations of PM1-150, the maximum unresolved RMS is about 30% of
the total RMS in the near-field (from x/D = 0 to x/D = 15), and less than 20%
beyond x/D = 15. As CM increases, the unresolved portion of the total RMS
decreases; for CM ≥ 20, the unresolved RMS is less than 5% of the total RMS at
all locations at which the total RMS is significantly large (values of the total RMS
at least 2% of the RMS at the centerline). The observations about the unresolved
RMS made for theCO mass fraction generally hold true for the mass fractions of
other species. A second observation from Figure 3.17 is that as the constant CM
increases, the total RMS decreases and its distribution in physical space changes.
As CM increases, the peak in the total RMS of the CO mass fraction moves out
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Figure 3.16: Contour plots of instantaneous resolved mass fraction of CO
in the parametric study of CM for flame PM1-150. The value
of CM used in each calculation increases from 2 to 100 going
from left to right, and is indicated in the top left corner of each
plot. The value of the resolved CO mass fraction is indicated
by the colorbar in the top right corner.
from the centerline. This is a result of the changing shape of the flame caused
by CM. With larger CM, the flame has more homogeneity near the centerline due
to the increased intensity of mixing. Most of the strong gradients in physical
space move outward from the centerline, and most mixing takes place at these
locations.
The results of this parameter study are illustrated quantitatively in Fig-
ures 3.18 and 3.19. Figure 3.18 shows the time-averaged mass-weighted mean
of the resolved temperature and species mass fractions for values of CM of 5, 20,
and 50. As CM increases, the fuel mass fraction increases at x/D of 15 and 30.
When CM is increased to around 50 or 100 (not shown), very good agreement in
the overall reaction progress is obtained by x/D of 15 and 30. This includes both
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Figure 3.17: Contour plots of time-averaged mass-weighted total RMS of
CO mass fraction (left side) and portion of the total RMS
which is residual, RY˜′′CO , (right side) in the parametric study
of CM for flame PM1-150. The quantity RY˜′′CO is defined as the
time-averaged mass-weighted residual RMS mass fraction of
CO divided by the time-averaged mass-weighted total RMS
mass fraction of CO. The magnitude of the total RMS (left
side) is multiplied by a factor of 60 so one colorbar is used to
show the magnitude of both quantities.
the mean and RMS statistics. However, for the near-field region, smaller values
around 5 or 10 yield results in better agreement with the experimental measure-
ments. For axial locations beyond x/D of 30, it appears that even larger values
of the mixing frequency are required; however, simply using a larger value of
CM does not improve the accuracy of the calculations beyond x/D of 30 due to
the adverse effect of larger values of CM in the near-field of the jet.
Increasing the mixing frequency (via increasing CM) effectively reduces the
residual variance. Figure 3.19 shows that the unresolved portion of the RMS is





























































Figure 3.18: Radial profiles of time-averaged mass-weighted mean re-
solved scalars in the parametric study ofCM in flame PM1-150.
The plotted scalars are, from top row to bottom row, tempera-
ture and mass fractions of the species CH4, CO2, CO, and OH.
Black line: CM = 5; Dark gray line: CM = 20; Light gray line:



















































Figure 3.19: Radial profiles of time-averaged mass-weighted RMS of re-
solved scalars and total RMS (RMS of resolved fields and
residual RMS) in the parametric study of CM in flame PM1-
150. The plotted scalars are, from top row to bottom row, tem-
perature and mass fractions of the species CH4, CO2, CO, and
OH. Black line: CM = 5; Dark gray line: CM = 20; Light gray
line: CM = 50; Solid lines: RMS of resolved scalars; Dashed
lines: total RMS; Lines with squares: experimental data [12].
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for the mass fractions of all these species in the near-field. As CM increases,
the unresolved portion of the RMS decreases, and larger values of CM produce
results of the total RMS much more consistent with the experimental data.
Figure 3.20 shows particles from a single row of cells in this parametric study.
When CM is 5, the base case, there is a very large amount of residual variation
in the temperature, with variation as large as 500 K near the jet-pilot reaction
zone. As CM increases, this residual variation in the particle quantities clearly
decreases, as shown in Figure 3.20. When CM is 20, the maximum variation in
the pilot-jet reaction zone is only about 300 K, and when CM is increased to 100,
the maximum variation at this location further diminishes to about 200 K. The
framework used in the LES calculations in [48] should be examined carefully in
light of the significant amount of subgrid-scale variation observed here.
3.4 Comparison of RANS-PDF and LES-PDF for all Flames
One of the major deficiencies of previous calculations is the overprediction of
the reaction progress, particularly in the flames with higher jet velocities (i.e.,
PM1-150 and PM1-200) [12, 46]. Even in calculations of PM1-100, all previous
studies report the flame length being calculated as shorter than measured exper-
imentally [12,46,48–51]. This discrepancy is generally manifested in the calcula-
tions by accurate mean mixture fractions, underpredicted mass fractions of fuel
and oxidizer, and overpredicted mass fractions of products (CO2 and H2O) and
mean temperature. Considering that one of the main features of these flames
is the reduced reaction progress in PM1-150 and PM1-200 around x/D of 30,




Figure 3.20: Radial profiles of instantaneous particle quantities from the
parametric study of CM from flame PM1-150. The topmost
three rows (a) show the temperature of the particles, and the
bottommost three rows (b) show the temperature deviation
from the cell mean temperature for the same particles. Each
row shows results from calculations using a different value of
CM: 5 (top), 20 (middle), and 100 (bottom). The particles in (a)
are colored by the particle CO mass fraction, and the particles
in (b) are colored by the deviation of the CO mass fraction
from the cell mean CO mass fraction.
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tremely important in assessing the quality of the numerical methods used to
model these flames.
Some previous studies [12, 46] identify the mixing models as the most likely
cause of the observed discrepancy in reaction progress. However, neither of
those previous studies shows, quantitatively, that a different model of mixing
yields the observed reaction progress in PM1-150 or PM1-200. One of the major
reasons is that, in those previous RANS-PDF studies based on the joint PDF of
velocity, turbulence frequency, and composition [46], variation ofCφ affected not
only the reaction progress, but also the scalar flux. Thus, the jet spreading rate
is altered by the change inCφ and quantitative agreement with the experimental
measurements is not achieved for larger values of Cφ. However, in the LES-PDF
parameter study of CM performed in this work, the scalar flux is not directly
affected by the value of CM. For sufficiently large CM, excellent quantitative
agreement can be achieved at x/D of 30 in PM1-150 for mean and RMS statistics.
These results demonstrate a clear link between the mixing frequency and the
reaction progress. Given that such large values of CM are required to achieve
the correct reaction progress, this study is highly suggestive that the mixing
frequency in this region of the PPJB flames is dominated by scales other than
those in Eq. 3.6.
To quantify the amount of reaction progress in a way that allows an efficient
comparison to experimental data, a mean Fuel Consumption Index (FCI) is in-
troduced, which is defined as
FCI(x, r) = 1 − 〈Y f uel(x, r)〉/〈ξ j(x, r)〉
Y f uel(x0, r0)/ξ j(x0, r0)
, (3.9)
where Y f uel is the mass fraction of the fuel, and x0 and r0 are the axial and radial
location of the origin of the fuel stream. The quantity FCI represents the mean
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mass fraction of fuel that has burned relative to the amount the jet has been
mixed. So, a value of 0 represents an entirely unburned composition, and a
value of 1 represents a fully burned composition. One disadvantage of using
the FCI as defined in Eq. 3.9 is that it is only defined on the centerline, so it only
represents a small portion of the flow domain and it is subject to considerable
statistical error in the measurements. Therefore, comparisons of this quantity
must consider these factors as well. The experimental data demonstrates errors
around 10-20% in FCI at some locations, based on unrealizable mass fractions
and mixture fractions.
Figure 3.21 shows the evolution of this quantity along the jet centerline in the
RANS-PDF calculations, LES-PDF calculations, and experiments. The obvious
deficiency observed in many of the previous studies, as well as in this study, is
observable in Figure 3.21 as the excessively rapid consumption of fuel in the cal-
culations of PM1-150 and PM1-200. The improvement obtained through larger
values ofCM is observable in Figure 3.21 (c) for PM1-150, although it is clear that
there is still room for improvement in the prediction of this quantity.
The primary benefits of using the LES-PDF methodology over RANS-PDF in
this work have been to model the molecular diffusion without spurious variance
production, to examine the effect of differential diffusion, and to investigate the
effect of CM without significant effect on the scalar flux. The more complete
turbulence modeling of LES-PDF yields slightly more accurate spreading of the
pilot stream, and there is no dependence on turbulence model parameters such
as Cω1; but generally in this jet flow of simple geometry, both the RANS-PDF
and LES-PDF calculations yield similar descriptions of the velocity fields. The
computational costs of each approach is outlined in Table 3.4 for various case
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Figure 3.21: Fuel Consumption Index (FCI) on the centerline of the jet
(r/D = 0) as a function of axial position (x/D) from the ex-
perimental measurements of the PPJB flames and various cal-
culations from this study. In all plots, the experimental mea-
surements are denoted by the lines with square markers. The
leftmost plot (a) shows the results from the RANS-PDF cal-
culations in the dashed lines. The rightmost plot (b) shows
the results from the LES-PDF calculations in the solid lines.
In both (a) and (b), the color of the line denotes the flame.
The darkest line is for PM1-50, the second darkest is for PM1-
100, the second lightest is for PM1-150, and the lightest is for
PM1-200. In the rightmost plot (c), the results from the pa-
rameter study of CM in the LES-PDF calculations of PM1-150
are shown. The line colors, from dark to light, denote values
of CM of 5, 10, 20, 50, and 100.
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Table 3.7: Table of computational cost for several different modeling ap-
proaches for flame PM1-50. The number of variables used to de-
scribe the thermochemistry and the number of unique diffusivi-
ties are both indicated before the name of each respective model.
The molecular diffusion models are (RW) the random walk in
position space (Eq. 3.1), and (MT) full molecular transport with
interaction-by-exchange-with-the-mean mixing and mean drift
(Eq. 3.5).
configurations of PM1-50. The LES-PDF calculations are generally more expen-
sive by a factor of about 20 compared to the RANS-PDF calculations. So, in this
flow, the advantages of LES-PDF are somewhat under-realized; in more practi-
cal applications to combustion devices, where the flow is much more complex,
the benefits of using LES-PDF would provide greater justification to its higher
cost.
3.5 Conclusions
In this study, both RANS-PDF and LES-PDF computational methodologies have
been employed to investigate thoroughly the PPJB flames. The most crucial
aspects of modeling these flames successfully have been identified in this work
in the following five conclusions:
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1. Molecular diffusion is important in the pilot-coflow region of the near-
field. This process is implemented into the RANS-PDF method using a
crude random-walk model and is tested for accuracy. The resulting mean
fields of mixture fractions, temperature, and species are much improved
through these calculations. The spurious production of variance from
the random walk model, however, results in poor predictions of the RMS
fields near the pilot-coflow mixing layer. A newly developed implemen-
tation of molecular diffusion [57, 58] is used in the LES-PDF calculations,
which yields much improved RMS statistics without a spurious produc-
tion of variance.
2. A simple FGM three-variable chemistry model based on two conserved
scalars (mixture fractions) and one reaction progress variable is imple-
mented and tested for accuracy. The results indicate predictions of fuel
consumption in good agreement with calculations using detailed chem-
istry for all four PPJB flames. The mass fractions of major species in these
flames appear relatively insensitive to the chemistry modeling, as noted in
previous studies. Comparisons to identical calculations using full chem-
istry give a good quantitative comparison between the two approaches.
Although good agreement between the calculations with detailed chem-
istry and FGM-based chemistry is obtained for all four PPJB flames, the
reaction progress is overpredicted in PM1-150 and PM1-200. Therefore,
strong conclusions about the accuracy of the FGM-based approach hold
only for PM1-50 and PM1-100.
3. Boundary conditions considering the heat loss in the coflow, the curved
geometry of the pilot-coflow interface, and compositions taken from fully
burnt laminar flames in the pilot and coflow streams, yield calculations
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in very good agreement with the measurements near the burner exit. The
heat loss has a small effect on the amount of fuel consumed downstream.
The curved geometry of the pilot-coflow interface shifts the pilot and
coflow mixture fractions toward the centerline. The laminar flame bound-
ary conditions yield slightly better predictions of CO and OH in the pilot
than compared to equilibrium conditions, but do not significantly affect
the mass fractions of major species throughout the flame.
4. For the low velocity flames (PM1-50 and PM1-100), good results can be
obtained through both RANS-PDF and LES-PDF methods using the above
boundary conditions and treatment of molecular diffusion. This is quan-
tified by reasonable agreement in the mean and RMS statistics of temper-
ature and species mass fractions throughout all measured locations.
5. For the high velocity flames (PM1-150 and PM1-200), the RANS-PDF cal-
culations overpredict the reaction progress beyond x/D of 15, as observed
in previous studies of these flames [12,46]. The LES-PDF calculations yield
excellent agreement in the mean and RMS statistics of temperature and
species mass fractions at x/D of 15 and 30 when the value of CM is in-
creased to around 50 or 100, whereas previous RANS-PDF studies of Cφ
did not achieve quantitative agreement with larger Cφ due to the affect of
Cφ on the scalar flux, the level of turbulence modeling, and the boundary
conditions. The LES-PDF calculations provide a strong link between the
larger values of mixing frequency, and the observed improvement in the
reaction progress. The results indicate the mixing frequency being domi-
nated by scales different that that in Eq. 3.6 for these conditions.
Most future work in calculations of the PPJB ought to be devoted to deter-
mining a more suitable scaling for the mixing frequency in LES-PDF calcula-
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tions, and exploring a framework for the RANS-PDF calculations whereCφ does
not significantly alter the scalar flux. Future studies ought to focus compari-
son on the regions of the flow which have been most challenging to model; the
fuel consumption index shown in Figure 3.21 is introduced to provide an effi-
cient way to compare the quality of calculations. This figure, which succinctly
summarizes the calculations of the entire flame series, highlights the remaining
challenges that lie ahead in understanding these flames.
Since the mixing models are the greatest source of modeling uncertainty in
these and previous calculations, further experimental study focused on char-
acterizing the mixing processes in these flames would be insightful. The most
direct way to characterize the mixing is to measure the conditional diffusion
of chemical species, which then need to be compared to the conditional dif-
fusion obtained from each mixing model. Additionally, measurements of the
scalar dissipation rate of chemical species would be useful in a comparison to
the scalar dissipation rate implied by each mixing model.
Future calculations ought to seek improvement where the current calcula-
tions and previous calculations have shortcomings, that is, in predicting the
fuel consumption in PM1-150 and PM1-200 at x/D of 30 and beyond. It is em-
phasized here that the mixing models play a critical role in determining the re-
action progress in these regions. A thorough understanding of the sensitivity of
each calculation to all aspects of the mixing models ought to be demonstrated
in future studies and compared to the sensitivities observed here. While this
work and the previously mentioned studies have all advanced the understand-
ing of these flames and the performance of the models in these conditions, there
still remains work to be done in formulating a robust computational framework
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which performs well in this interesting, challenging, and practical combustion
regime.
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CHAPTER 4
AN INVESTIGATION OF MIXING IN A THREE-STREAM TURBULENT
JET
4.1 Introduction
The probability density function (PDF) method [2, 74] is a useful tool for mod-
eling turbulent reacting flows because the chemical source term is closed, and
therefore, can be treated without any additional modeling. Because of this abil-
ity to account for the highly non-linear chemical source term, the PDF method
has yielded successful calculations of turbulent flames, including those which
exhibit turbulence-chemistry interactions such as extinction and re-ignition
[5–9]. However, the PDF method depends on mixing models to account for
the effects of molecular diffusion. Chemical reaction and molecular diffusion
are inherently highly-coupled physical processes, so the mixing models incur
one of the largest sources of modeling uncertainty in PDF calculations. There-
fore, in order to develop sound computational methodologies based on the PDF
method, it is essential to have a good understanding of (i) the fundamental mix-
ing process, (ii) the ability of mixing models to represent this process, and (iii)
the sensitivity of calculations to the mixing models.
In PDF methods, a transport equation for the PDF of composition or the joint
PDF of velocity, turbulence frequency, and composition is solved. For example,





















where fφ is the PDF of the composition, φ, U j and u j are the mean and fluctuating
velocities, S is the reaction source term, Γ is the molecular diffusivity, and ψ is
the sample-space variable corresponding to φ.
The first term on the right-hand side, 〈Γ∇2φ|ψ〉, is the conditional diffusion
of φ which represents the effects of molecular diffusion. The transport equation
for the joint PDF of velocity, turbulence frequency, and composition is similar
in form to Eq. 4.1, with the conditional diffusion term still being one of the un-
closed terms. In both PDF methodologies, the reaction source term S is in closed
form, while a mixing model is needed to account for the conditional diffusion.
4.1.1 Mixing models
Several mixing models have been developed to model the unclosed conditional
diffusion term. Three of the most-widely used mixing models are: (i) the Inter-
action by Exchange with the Mean (IEM) [29, 30] model, (ii) the Modified Curl
(MC) [27, 28] model, and (iii) the Euclidean Minimum Spanning Tree (EMST)
[19] model. In the IEM model, particle compositions relax linearly toward the
cell mean; in the MC model, particles within a cell are paired randomly and
instantaneously mix; in the EMST model, an EMST is formed in composition
space; particles mix with neighboring particles in the EMST so that the mix-
ing remains local in composition space. The constant mechanical-to-scalar time
scale ratio Cφ determines the mixing rate in all of these mixing models. The
significance of Cφ here is that in the simple case of a statistically homogeneous
conserved passive scalar, all mixing models yield the same rate of decay of the
scalar variance. The development of novel mixing models is an area of active re-
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search, and several promising new models are being developed as well [75–77].
The effects of mixing models have been studied in PDF calculations of a
wide variety of reacting flows, including non-premixed lifted flames [8, 78], pi-
loted non-premixed flames [9], bluff-body non-premixed flames [79], opposed-
flow premixed flames [80], piloted premixed jet flames [14, 46], and even high-
pressure, premixed, homogeneous charge compression ignition engines [81].
Given the highly coupled nature of molecular diffusion and chemical reaction,
these studies generally show significant sensitivity of the calculated flows to the
choice of mixing model and value of Cφ. Typically, in parametric studies of mix-
ing models such as these, calculations are performed using a variety of mixing
models and values of Cφ, and the mean and RMS scalar fields are compared to
experimental data.
4.1.2 Multiple scalar mixing
While studying the mixing processes and the effects of mixing models in the
context of reacting flows is both interesting and practical, studying more funda-
mental mixing problems in non-reacting flows is also necessary. Much exper-
imental research has been performed on the mixing of a single passive scalar
[82–88] including characterization of the mean and RMS statistics, as well as the
PDF of the scalar. Direct numerical simulation (DNS) has also been employed to
study single passive scalar mixing [89–93] and in these studies, more complete
information about the flow is extracted, in some cases including the conditional
diffusion term.
In reacting flows, the mixing processes involve multiple scalars. The flows
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in most practical combustion devices require a combination of a fuel stream, an
oxidizer stream, a pilot stream, and at least one coflowing stream. So, the fun-
damental studies of single-scalar mixing have been expanded upon. The mix-
ing of two scalars has been studied experimentally [94,95] and computationally
using DNS [96–98] and PDF methods [99]. In [99], the DNS of the temporally-
evolving mixing layer [98] is studied using the joint velocity-composition PDF
for several different mixing models. It is found here that the IEM mixing model
conditioned on velocity (IECM) [52, 101, 102] and a mixing model based on pa-
rameterized scalar profiles (PSP) [75,77] both outperform the standard IEM mix-
ing model. The joint PDFs of the two scalars and the conditional diffusion from
these two models show substantially better agreement with the DNS data.
Recent advances in experimental techniques, such as high-resolution planar
laser-induced fluorescence (PLIF) imaging, have enabled experiments in which
statistics more insightful than mean and RMS measurements can be extracted.
The experiment in [95] considers the mixing of two scalars in a turbulent coax-
ial jet; this experiment utilizes PLIF and Rayleigh scattering to obtain high-
resolution images of instantaneous mixture fractions, enabling the conditional
diffusion and conditional scalar dissipation rate to be computed experimentally.
In multiple scalar mixing problems, the arrangement of the scalars plays
an important role in determining the mixing process. The turbulent coaxial
jet in [95] is useful because the configuration mimics that in combustion de-
vices and many rudimentary turbulent jet flames: Two streams (the jet and the
coflow) are initially separated by a third stream (the annulus), so that the mix-
ing between two of the three streams (the jet and the coflow) can only occur
through interaction with the other stream (the annulus). The turbulent coaxial
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jet of [95] is the basis for this study, and the detailed experimental configuration
and procedure are described are Sec. 4.2.
4.1.3 Objectives
The goals of this work are (i) to perform PDF calculations of the coaxial jet stud-
ied experimentally in [95], (ii) to evaluate the efficacy of three standard mixing
models (IEM, MC, and EMST) by calculating the conditional diffusion in the
PDF calculations and comparing it to the experimentally observed conditional
diffusion, (iii) to assess the two-dimensional measurements of conditional dif-
fusion and scalar dissipation rate through LES of varying resolution, and lastly,
(iv) to examine the behavior of the mixing models used in LES-PDF calculations
by evaluating the sensitivity to model parameters and examining a new model
for the turbulent diffusivity redistribution.
While Reynolds-Averaged Navier-Stokes (RANS)-based PDF methods have
been studied carefully in the past, there remain many open questions about the
performance of mixing models in LES-PDF calculations. Objective (iv) listed
above is directed to address some of these issues by carefully examining cal-
culations of this flow and comparing the results to the experimental data. The
approach used in this study has advantages over the other parametric studies of
mixing models in reacting flows [8, 9, 14, 46, 78–81] because the conditional dif-
fusion term can be explicitly compared to the experimental data; additionally,
the flow can be studied apart from the complexities associated with chemical
reaction. And although the configuration is similar to PDF comparison to the
DNS data in [99], here the configuration is a coaxial jet (as opposed to a mix-
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ing layer); furthermore, here the results can be compared to experimental data,
which is important in ensuring that all the real physical processes are accounted
for correctly in the model.
The remainder of this chapter is outlined as follows: In Sec. 4.2, the config-
uration of the flow and the experimental procedures used in [95] are described.
Next, in Sec. 4.3, the RANS-PDF framework is presented, the calculations are
described, and the results are shown for different mixing models. In Sec. 4.4
and 4.5, the LES and LES-PDF calculations are presented. Lastly, a compari-
son between all three calculation methodologies is discussed in Sec. 4.6, and
conclusions are drawn in Sec. 4.7.
4.2 Flow configuration
The flow studied in this work is based on the experiment conducted in [95],
and consists of three concentric streams: a jet, an annulus, and a coflow. The
central jet consists of acetone-doped air (7% acetone by volume) at a high veloc-
ity (34.5 m/s); surrounding the central jet is an annular flow of pure ethylene,
also at a high velocity (32.5 m/s); surrounding the annulus is a coflow of air at
a low velocity (0.4 m/s). The outer diameter of the coflow is sufficiently large
so that the jet and annulus streams do not interact with the ambient air. De-
tailed properties of the configuration are shown in Table 4.1. The diameter of
the jet, D, is 5.54 mm and is used as a reference length scale throughout this
study. The maximum density ratio is 1.11, and the Reynolds number (based on
the jet composition, diameter, and bulk velocity) is 14,300.
In the experiment, simultaneous measurements of the acetone and ethylene
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Stream Name Jet Annulus Coflow
Inner Diameter (mm) – 6.35 9.50
Outer Diameter (mm) 5.54 8.38 150
Bulk Velocity (m/s) 34.5 32.5 0.4
Density (kg/m3) 1.26 1.14 1.17
Viscosity (m2/s×10−6) 13.4 8.3 15.9
YC3H6O 0.132 0 0
YC2H4 0 1 0
YN2 0.666 0 0.767
YO2 0.202 0 0.233
Table 4.1: Properties of inflowing streams in the three-stream mixing
jet. The density and kinematic viscosity are computed using
Chemkin based on the mass fractions, Y , indicated here.
mass fractions are made using two-dimensional planar imaging. The mass frac-
tion of the acetone is obtained using PLIF, while the mass fraction of ethylene is
obtained from Rayleigh scattering. The measurements are made with a spatial
resolution of 55 µm. Time-averaged means and RMS statistics of the acetone and
ethylene mass fractions are computed from the high-resolution images.
We denote by ξ1, ξ2, and ξ3 the mixture fraction based on the jet, the an-
nulus, and the coflow, respectively. Only two of these are independent (since
ξ1 + ξ2 + ξ3 = 1), and henceforth we consider ξ1 and ξ2. The jet mixture fraction,
ξ1, represents the fraction of mass originating from the central jet. It is approx-
imated here as ξ1 = YC3H6O/Y
1
C3H6O
, where YC3H6O is the mass fraction of acetone,
and Y1C3H6O is the mass fraction of acetone in the jet. It is only approximated
to be the actual mixture fraction because of differential diffusion. The annulus
mixture fraction, ξ2, represents the fraction of mass originating from the annu-
lus. Because the annulus contains only pure ethylene, ξ2 is defined simply as
ξ2 = YC2H4 , where YC2H4 is the mass fraction of ethylene.
The scalar dissipation rate, χ = 2Γ (∂ξ/∂xi) (∂ξ/∂xi), and the scalar diffu-
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sion term, D = Γ∇2ξ, are both computed for ξ1 and ξ2 in the two compo-
nents of the sampled images using a tenth-order central difference scheme. The
term Γ is the molecular diffusivity of the scalar. In the evaluation of χ and D
in the experiment, a constant value is used for the diffusivity of each scalar:
Γ1 = 10.39×10−6m2/s and Γ2 = 14.69×10−6m2/s. The conditional scalar dissipa-
tion rate, 〈χ|ξ = ξˆ〉, where the angle brackets denote an ensemble average and ξˆ
is a sample-space variable, and the conditional diffusion, 〈D|ξ = ξˆ〉, are recorded
from between 3,000 and 5,400 sampled images.
An uncertainty analysis performed in [95] shows the RMS fluctuations in the
combined noise and uncertainty are around 2% for the mean and RMS scalar
statistics. The scalar dissipation rate is corrected for measurement noise, and
by examining finite-difference schemes of varying order, it is estimated that
the scalar dissipation rate is at least 98% resolved in the experimental measure-
ments.
4.3 RANS-PDF calculations
4.3.1 RANS-based joint PDF methodology
This flow is first investigated computationally using the joint velocity-
turbulence frequency-composition PDF method with RANS-level turbulence
closure [2, 16]. Throughout this paper, this method is referred to simply as
the RANS-PDF method. In the implementation of this method [23], a finite-
volume solver evaluates the mean equations of mass, momentum, energy, and
state while a Lagrangian Monte Carlo particle solver advances particles in veloc-
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ity, turbulence frequency, and composition to solve for the joint PDF of velocity,
turbulence frequency, and composition.
In the particle solver, the particle velocity evolves via the simplified
Langevin model (SLM) [17], while the particle turbulence frequency evolves
by a stochastic frequency model [18]. The stochastic frequency model relies on
a number of parameters, and the standard values are used for each parameter
as in many previous studies [8, 9, 46, 79]; for the constant Cω1, which essentially
controls the spreading rate of the jet, a value of Cω1 = 0.65 is used based on a
parametric study made to achieve the correct jet spreading rate. This value is
well within the range of values (from Cω1 = 0.56 [79] to Cω1 = 0.70 [46]) used in
similar studies, and is identical to the value used in [8, 9].
The composition will generally evolve due to both molecular diffusion and
chemical reaction. The main advantage of the PDF method is that the chemical
reaction can be treated without modeling; in this case, the flow is inert, so there
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3 are mixture fractions for the particle, and ρ1, ρ2, and ρ3
are the densities of the three streams from Table 4.1. Eq. 4.2 essentially states
that the specific volume of the mixture is equal to the mass-fraction-weighted
specific volume of each component of that mixture, as the fluid is considered to
be an ideal gas. The effect of molecular diffusion on the particle composition is
treated by a mixing model. Here, the IEM, MC, and EMST mixing models are
examined, with the IEM being used for the base case.
In the implementation of this method, finite-volume and particle solvers are
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coupled. The finite-volume solver provides the mean velocity, density, and pres-
sure to the particle solver, while the particle solver provides the turbulent fluxes
and the reaction source term (which in this case is zero, since the flow is non-
reacting). When a statistically stationary state is reached in the calculations, the
statistics are time-averaged until sufficient temporal convergence of the statis-
tics is reached.
4.3.2 Computational configuration
To model this flow, a rectangular computational domain extending 54D in the
axial (x) direction and 13.5D in the radial (r) direction is used. Figure 4.1 shows
a sketch of the computational domain. This size is chosen based on a parametric
study of domain sizes, where the statistics of interest (mean and RMS mixture
fractions at x/D of 30, near the farthest-downstream measurement in the exper-
iment) are not significantly affected by the outlet boundary condition and the
lateral boundary condition.
The lateral boundary condition (r/D = 13.5) is treated as a perfect-slip wall,
and symmetry conditions are applied at the axis (r/D = 0). For the outlet bound-
ary condition (x/D = 54), the mean pressure is specified to be uniform, and the
density and velocities are extrapolated from the interior. At the inflow boundary
(x/D = 0), the mean velocities, Reynolds stresses, and turbulence frequency are
specified from a separate calculation using a 5-equation Reynolds-stress equa-
tion turbulence model. These calculations extend upstream beyond the inflow
plane, and the flow of the pipe and the annulus are fully developed flows. Fig-








Figure 4.1: Computational domain for RANS-PDF calculations.
inflow plane. The composition at the inflow boundary is specified as in Ta-
ble 4.1.
At 64 locations throughout the flow domain, the joint PDF of ξ1 and ξ2 and
the conditional diffusion of ξ1 and ξ2 are calculated. The sampled locations in-
clude 32 points along the jet centerline (r/D = 0), and 16 points each along radial
profiles at x/D = 3.29 and x/D = 6.99. Each location at which measurements are
made in [95] is accounted for. At every time step during the statistically sta-
tionary period during which statistics are collected, particles within a rectangle
extending 275µm (about 0.05D) in the radial direction and 495µm (about 0.09D)
in the axial direction centered about a sampling location are sampled at that lo-
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Figure 4.2: Boundary conditions for RANS-PDF calculations: the mean ax-
ial velocity, 〈U〉, (top-left) and the Reynolds stresses 〈uu〉 (top-
right), 〈vv〉 (bottom-left), and 〈uv〉 (bottom-right).
cation. The spatial extent of this sampling range is equivalent to the resolution
used in the experiments for computing the conditional statistics. Each sampled
particle is binned into 1 of 400 equally-spaced bins, for each component of the
two-dimensional mixture fraction space ranging from 0 to 1. The conditional
diffusion for ξ1 and ξ2 is calculated as the change in ξ1 and ξ2 over the mixing
sub-step, divided by the time step.
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4.3.3 Numerical accuracy and comparison with experimental
data
Grid convergence
The numerical accuracy of the calculations is affected by (i) the grid size, (ii)
the number of particles per cell, (iii) the duration over which time-averaging
is performed, and (iv) the time step. The first three of these error sources are
systematically tested, and a numerical error is computed for statistics of interest.
The fourth error source, the time step, is tested indirectly as the grid is refined.
In these tests, an error is evaluated for the statistics 〈ξ˜1〉, 〈ξ˜2〉, 〈ξ˜′′1 〉, and 〈ξ˜′′2 〉. In
the notation used here, the angle brackets 〈〉 denote a time-averaged quantity,
the tilde ˜ denotes a mass-weighted quantity, and the double-prime ′′ denotes
the RMS; so 〈ξ˜1〉 is the time-averaged mass-weighted mean of ξ1 and 〈ξ˜′′1 〉 is the
time-averaged mass-weighted RMS of ξ1. The errors defined for each of these
four quantities are denoted by M1, M2, R1, and R2, respectively. The error for
each statistic is defined as the maximum value of the difference between that
statistic and the value of that statistic in the most numerically accurate solution
for the range 3.29 ≤ x/D ≤ 6.99.
Grid Name nx nr nT M1 M2 R1 R2
G-1 64 64 4.1 0.125 0.175 0.089 0.043
G-2 96 96 9.2 0.091 0.086 0.065 0.029
G-3 128 128 16.4 0.061 0.043 0.044 0.021
G-4 192 192 36.9 0.024 0.016 0.020 0.009
G-5 256 256 65.5 0.016 0.010 0.013 0.008
G-6 384 384 147.5 – – – –
Table 4.2: Grid sizes (number of cells in x and r, nx and nr, and total number
of cells in thousands, nT ) and errors from convergence tests of
the RANS-PDF calculations.
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Tests are performed with 25, 50, 100, and 200 particles per cell, with grids
ranging from 64×64 to 384×384, and for durations of time-averaging between
1,000 and 20,000 iterations. In the tests, the IEM mixing model is used with a
value of Cφ of 1.5. These tests show that the largest source of error is in the
grid resolution. The grid sizes and corresponding numerical errors are shown
in Table 4.2. As the grid is refined, the errors for all statistics are successively
reduced. For grid G-4, the numerical error in all statistics is around 2%, which
is close to the experimental error. Based on these convergence tests, the param-
eters chosen for the base case calculations are 100 particles per cell, a grid size
of 192×192, and a minimum of 10,000 iterations of time-averaging.
Comparison with experimental data
Figure 4.3 shows statistics of mean and RMS quantities on the jet centerline
(r/D = 0) for four of the grids in Table 4.2 and the experimental data [95]. On
the finest grids, 〈ξ˜1〉 and 〈ξ˜2〉 exhibit good agreement with the experimental data.
The largest discrepancy between the experimental data and the numerically ac-
curate calculations is about 6% at x/D = 6.99, where the initial spreading of the
jet is slightly more rapid in the calculations than in the experiments. For the
RMS statistics, the agreement on the centerline is also reasonable; here too, the
largest disagreement occurs in the near-field of the jet, where the RMS is slightly
overpredicted in the calculations.
Figure 4.3 also shows the fluctuation intensities, 〈ξ˜′′1 〉 / 〈ξ˜1〉 and 〈ξ˜′′2 〉 / 〈ξ˜2〉.
In the PDF calculations, the peak fluctuation intensity of ξ1 is captured well.
However, the measurements indicate the fluctuation approaching an asymp-


























































Figure 4.3: Centerline profile of time-averaged mass-weighted mean mix-
ture fractions (top left), RMS mixture fractions (top right), and
fluctuation intensities (bottom) in the RANS-PDF grid conver-
gence study. Solid dark line: G-2; Dashed dark line: G-4; Solid
gray line: G-5; Dashed light gray line: G-6; Circles: experimen-
tal data for ξ1 [95]; Squares: experimental data for ξ2 [95].
nary jet mixing [86,94]. Here, the PDF calculations over-estimate the fluctuation
intensity, due to the values of bothCφ andCω1 used in the calculations. A slightly
larger value of Cφ leads to decreased variance and hence decreased fluctuation
intensity, while a slightly larger value of Cω1 leads to a decreased spreading rate
of the jet, an increased mean ξ1 downstream, and consequentially a decreased
fluctuation intensity. The fluctuation intensity of ξ2, on the other hand, demon-
strates good consistency with the experimentally observed values downstream,
and does approach the value observed in the self-similar region of binary jet
mixing, around 0.21. In the near-field, however, there is considerable variation
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among the calculations and the experimental data, due to the small values of
〈ξ˜2〉 and the sensitivity to the inflow boundary conditions. There is also more
numerical error observed in the calculations of the fluctuation intensities here,
mostly arising from the combination of insufficient time-averaging and low val-
ues of the mean farther downstream.
Figure 4.4 shows the radial profiles of 〈ξ˜1〉, 〈ξ˜2〉, 〈ξ˜′′1 〉, and 〈ξ˜′′2 〉 for the same
PDF calculations and the experimental data. As noted from Figure 4.3, 〈ξ˜1〉 de-
cays slightly faster in the PDF calculations than as measured experimentally.
However, Figure 4.4 shows that this is limited to a small region near the jet cen-
terline. The agreement in 〈ξ˜2〉 is also reasonable, although the peak value, which
occurs around r/D = 0.6 is slightly under-predicted in the calculations due to
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Figure 4.4: Radial profiles of time-averaged mass-weighted mean (a) and
RMS (b) mixture fractions in the RANS-PDF grid convergence
study. Solid dark line: G-2; Dashed dark line: G-4; Solid gray
line: G-5; Dashed light gray line: G-6; Circles: experimental
data [95].
The RMS statistics, shown in Figure 4.4 (b), indicate the peak RMS of both ξ1
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and ξ2 being overpredicted at x/D = 3.29, but farther downstream at x/D = 6.99
the agreement in the peak RMS is good for both ξ1 and ξ2. The overprediction at
x/D = 3.29 is a result of both the inlet boundary conditions, which are sensitive
to the value of ω, the turbulence frequency, and the mixing model. The values of
〈ξ˜′′1 〉 from the calculations are in very good agreement with that from the exper-
iments at x/D = 6.99. The values of 〈ξ˜′′2 〉 from the calculations are in reasonable
agreement with the experimental data at x/D = 6.99 in the region of jet-annulus
mixing (0 ≤ r/D ≤ 1), but not in the region of annulus-coflow mixing (r/D ≤ 1).
In the region of annulus-coflow mixing for all these axial locations, the profile
of 〈ξ˜′′2 〉 is much sharper in the experimental data; in the regions where 〈ξ˜′′2 〉 is
large, the calculations yield a smaller value; in the regions where 〈ξ˜′′2 〉 is small,
the calculations yield a larger value. This behavior is primarily due to the mix-
ing models; in this region of the flow, molecular diffusion is important due to
the very low velocity of the coflow; additionally, the mixing process is veloc-
ity dependent, so these mixing models, which do not consider the velocity, are
likely to encounter difficulties where there is a large velocity gradient, as there
is here.
4.3.4 Comparison of mixing models in the RANS-PDF calcula-
tions
Shown in Figure 4.5 are the results of calculations using the IEM mixing model
and different values of Cφ, namely, Cφ of 0.5, 1.5, and 4.5. There is a small sen-
sitivity of 〈ξ˜1〉 to the value of Cφ; larger values of Cφ result in a decreased jet
spreading rate due to the decreased scalar flux. There is a much larger sensi-
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tivity to the RMS statistics, 〈ξ˜′′1 〉 and 〈ξ˜′′2 〉; larger values of Cφ yield a decreased
RMS, which is expected since Cφ directly impacts the scalar variance. Figure 4.5
convincingly shows that in these calculations, a value of Cφ = 1.5 yields both
mean and RMS fields in the best agreement with the measurements. This value
is in close agreement with the experimentally measured values, around 1.5 in
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Figure 4.5: Radial profiles of time-averaged mass-weighted mean (a) and
RMS (b) mixture fractions in the RANS-PDF mixing model
study. Solid dark line: IEM, Cφ = 1.5; Dashed dark line: MC,
Cφ = 1.5; Solid gray line: EMST, Cφ = 1.5; Dashed light gray
line: IEM, Cφ = 0.5; Light gray solid line: IEM, Cφ = 4.5; Circles:
experimental data [95].
The other two mixing models (MC and EMST) are also used to make calcu-
lations of this flow, and the resulting centerline and radial profiles of the mean
and RMS statistics are very similar to those using the IEM model. Figure 4.5
demonstrates the similarity of the radial profiles of the statistics 〈ξ˜1〉, 〈ξ˜2〉, 〈ξ˜′′1 〉,
and 〈ξ˜′′2 〉 in the calculations with these three mixing models, all using a value
of Cφ = 1.5. The value of Cφ has a very similar effect among all three of these
mixing models.
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and is shown in Figure 4.6 for these calculations and the experimental mea-
surements. Around the centerline, ρ12 is approximately −1, since the mixture
fraction of the coflow is very small. With a negligible coflow mixture fraction,
the sum ξ1 + ξ2 is approximately unity, so ξ1 and ξ2 are nearly perfectly anti-
correlated. All mixing models yield similar values of ρ12 near the centerline,
and the agreement with the experimental data is good, considering the mea-
surement noise evident on the centerline. Going away from the centerline, the
differences between the calculations are more pronounced. With EMST, the cor-
relation coefficient increases at a faster rate (compared to the measurements and
calculations with other mixing models) with increasing r/D beginning at about
r/D = 0.75. The values of ρ12 with IEM and MC are very similar to one an-
other, and at large values of r/D, both are much lower than that from EMST
and the experimental measurements. At large values of r/D, both the mean and
RMS of ξ1 and ξ2 are very low, so there is greater numerical uncertainty in these
statistics. Figure 4.6 shows that as Cφ is increased, the radial profiles of the cor-
relation coefficient become sharper. This observation is consistent with the fact
that increasing Cφ decreases the scalar variance, and consequently reduces the
spreading of the mixing layers. Figure 4.6 also shows the resolved ρ12 from LES
calculations on the fine Grid-F. These calculations yield a correlation coefficient
in very good agreement with the experimental data and are discussed more in
detail in Sec. 4.4.
Despite the similarity in the mean and RMS statistics, there is considerable
difference in the higher-order statistics for different mixing models. The joint
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Figure 4.6: Radial profiles of the correlation coefficient. Solid dark line:
IEM, Cφ = 1.5; Dashed dark line: MC, Cφ = 1.5; Solid gray
line: EMST, Cφ = 1.5; Dashed light gray line: IEM, Cφ = 1.0;
Light gray solid line: IEM, Cφ = 2.0; Dashed-dotted line: LES
on Grid-F; Circles: experimental data [95].
PDFs and conditional diffusion of ξ1 and ξ2 yielded by each mixing model are
markedly different. Figures 4.7 and 4.8 show the joint PDF and conditional
diffusion from the experiments and calculations, with each figure from a differ-
ent location: Figure 4.7 is from (x/D = 3.29, r/D = 0.536), and Figure 4.8 is from
(x/D = 6.99, r/D = 0.635). These particular locations are chosen such that there
is significant mixing of all three streams at those locations.
Compared to the experimental data, the IEM model yields a joint PDF which
is more compact in composition space. At x/D = 6.99, the joint PDF from the
calculations using IEM indicates a bimodal PDF, instead of the unimodal PDF as
observed experimentally. This indicates the IEM producing a flapping behavior
between the jet and coflow at this location; so even though the mean and RMS
statistics are calculated reasonably accurately with the IEM model, the higher-
order statistics are not. The shapes of the PDFs from the calculations with IEM
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Figure 4.7: Contour plots of the joint PDF of mixture fractions (top)
and the magnitude of conditional diffusion (bottom) at
(x/D, r/D) = (3.29, 0.536) from the experimental data [95] (right)
and RANS-PDF calculations using different mixing models,
from left to right: IEM, MC, and EMST. The circle is the ex-
perimental mean, and the plus sign is the mean from the PDF
calculation. In the top plots, the two solid lines are isocontours
which enclose regions with probability 0.5 and 0.9. In the lower
plots, the lines with arrows are streamlines, everywhere paral-
lel to the conditional diffusion vector. Color online only.
IEM mixing model in the three-stream mixing layer studied in [99]; in both cal-
culations, the IEM model yields less spreading of the joint PDF in composition
space. The conditional diffusion from the IEM model indicates values linearly
proportional to the distance from the mean. This is consistent with the model
formulation and helps to validate the calculation of the conditional diffusion
in the PDF calculations. Although the conditional diffusion is quite different in
form to the measured conditional diffusion (as it is expected for the IEM model),
the magnitude of the conditional diffusion is of the same order of magnitude in
both the calculations and the experiments.
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Figure 4.8: Contour plots of the joint PDF of mixture fractions (top)
and the magnitude of conditional diffusion (bottom) at
(x/D, r/D) = (6.99, 0.635) from the experimental data [95] (right)
and RANS-PDF calculations using different mixing models,
from left to right: IEM, MC, and EMST. The circle is the ex-
perimental mean, and the plus sign is the mean from the PDF
calculation. In the top plots, the two solid lines are isocontours
which enclose regions with probability 0.5 and 0.9. In the lower
plots, the lines with arrows are streamlines, everywhere paral-
lel to the conditional diffusion vector. Color online only.
the joint PDF observed experimentally at x/D = 6.99 (Figure 4.8). The main dif-
ference between the calculations with the MC model and the experimental data
is that MC model yields a joint PDF that is distributed more broadly over the
composition space. As with the IEM model, the conditional diffusion yielded by
the MC model is quite different from the experimentally observed conditional
diffusion, particularly in the locations in which the fast manifolds are observed
experimentally.
The EMST mixing model yields the most interesting joint PDFs of all the mix-
ing models studied here. With EMST, the joint PDFs are very compact, much
more so than those from the IEM model or any of the mixing models studied
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in [99]. The behavior observed is similar to that observed in the initial EMST
development studies [19]. More interesting, however, is the location in compo-
sition space at which the dense PDFs occur. The PDFs are concentrated in the
region of the slow manifold identified experimentally. Figure 4.9 demonstrates
this through a scatter plot of particles from the calculations using EMST, onto
which is overlaid the streamlines of conditional diffusion from the experiment.
At all measured locations, the compositions yielded by the calculations using
EMST lie almost directly on the slow manifold. This behavior suggests that the
slow manifold exists at least in part due to mixing being local in composition
space. Previous calculations of reacting flows in which the EMST mixing model
yields more accurate calculations than the other mixing models [8, 9] are par-
tially attributed to this behavior of the EMST mixing model, along with the sen-
sitivity of the chemistry to the location in mixture fraction space. The PDFs and
conditional diffusion also show a complete lack of the fast manifold observed in
the experiments. This suggests that other physical processes not accounted for
in the EMST model, for example, differential diffusion, molecular transport, and
velocity-conditioned mixing, are possibly responsible for the fast manifolds.
One of the drawbacks of the EMST mixing model is that it does not satisfy
the condition of linearity [19]; in the EMST mixing model, the evolution equa-
tions for the particle properties of scalars are changed when the scalars are lin-
early transformed. The calculations of this coaxial jet are found to be sensitive
to how the composition is described when the EMST model is used. Typically,
in these types of RANS-PDF calculations, the composition is described by the
specific mole fractions (the mass fraction divided by the molecular weight) and
the sensible enthalpy. However, this formulation results in scalar fields vastly
different than what is observed with the other mixing models (IEM and MC).
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Figure 4.9: Particle scatter plots in mixture fraction space from the RANS-
PDF calculations using the EMST mixing model overlaid onto
the conditional diffusion streamlines from the experimental
data.
This occurs because, in the specific mole composition space, the jet and coflow
compositions are much closer to one another than to the annulus composition
(as measured by the Euclidean norm). This biases the mixing between the jet
and the coflow when the EMSTs are formed. To remedy this problem, the com-
position which undergoes mixing is defined to be the three mixture fractions.
Figure 4.10 demonstrates why the latter formulation is more appropriate: when
an EMST is formed using the original formulation (species specific moles), the
EMSTs bias jet-coflow mixing; with the formulation used here (three mixture
fractions), there is no bias between any pair of the three streams because the
composition of each stream is equidistant in composition space from each other
stream. This deficiency of the EMST mixing model must be called into consider-
ation for multiple-stream mixing problems, particularly when the composition
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of one stream is far in composition space from that of the other streams.
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EMST, specific mole formulation
Figure 4.10: Example of EMSTs formed in mixture fraction space using the
two different EMST formulations: On the left, the mixed com-
position variables are the three mixture fractions; On the right,
the mixed variables are the specific moles of the four chemical
species, C3H6O (acetone), C2H4 (ethylene), N2, and O2.
The RANS-PDF studies of these three mixing models demonstrate the
strengths and weaknesses of each model in this flow. All three models yield
mean and RMS statistics in good agreement with the experimental data, but
only the EMST mixing model yields compositions on the slow manifold iden-
tified in the experimental study. There is room for improvement in the predic-
tions of the joint PDFs; based on the comparisons between the results here and
those in [99], the newly-developed IECM and PSP mixing models appear to be
good candidates for improved performance.
4.4 LES calculations
In addition to RANS-based approaches, Large Eddy Simulation (LES) can also
be used in conjunction with PDF methods. In LES, the large scales of the tur-
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bulence are resolved, and the small scales must be modeled. Since the large
scales contain most of the kinetic energy of the flow, most of the large-scale fea-
tures of the flow can be resolved. The LES-PDF methodology has many benefits
over RANS-PDF in that it can more robustly treat flows with complex geome-
try, recirculating or swirling flows, and unsteady flows. Additionally, an advan-
tage of the LES-PDF methodology over pure LES is that chemical reaction can
be treated without modeling; this is especially important for LES, where most
chemical reaction takes place on the unresolved scales.
The primary purpose of this study is to examine the effects of modeling the
molecular diffusion in LES-PDF; the LES calculations are used to set up the LES-
PDF calculations, to gauge the significance of the grid resolution on the results,
and to provide an intermediate comparison between the LES-PDF calculations
and the experimental measurements. This intermediate comparison is particu-
larly valuable here, where challenging experimental measurements (including
the conditional diffusion and scalar dissipation rate) are made and must be eval-
uated carefully with respect to their own resolution.
4.4.1 LES methodology
In the LES performed here, a system of equations is solved for the resolved
density-weighted velocity, U˜, and the resolved density, ρ¯ [68]. These are the



















ρ¯ (˜ν + νT )
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where ν˜ is the resolved molecular viscosity, νT is the turbulent viscosity, and S˜ i j
is the resolved strain rate. In this flow, there are two independent conserved
scalar variables (the jet and the annulus mixture fractions, ξ1 and ξ2, respec-









ρ¯ (˜Γ + ΓT ) ∂ξ˜
∂x j
 , (4.6)
is solved for each density-weighted resolved mixture fraction, ξ˜. In Eq. 4.6, Γ˜ is
the resolved molecular diffusivity of the mixture fraction, and ΓT is the turbulent
diffusivity. An additional transport equation for the variance of each mixture




























is solved for each scalar as well. In Eq. 4.7, χ˜ is the scalar dissipation rate, which










where ∆ is the characteristic turbulence resolution scale. The standard value
of 2.0 is used for the constant C as in [104], and a value of 2.0 is used for the
constant CD. The resolved density is computed from Eq. 4.2 based on the re-
solved mixture fractions. The turbulent viscosity is computed according to the
dynamic procedure in [105, 106]; although the algebraic model in [72] is also
assessed in this flow. The turbulent diffusivity is computed from the turbulent
viscosity using a turbulent Schmidt number, S cT , of 0.4 as in other similar stud-
ies [104, 107, 109]. The molecular viscosity and molecular diffusivities are eval-
uated from second-order polynomial curve-fits to data from Chemkin’s Tranlib,
in the form of
ν = ν0
(






for the molecular viscosity, and
Γ = Γ0
(





for each molecular diffusivity. The fitting error is less than 2%. The coefficients
used in the curve-fits are shown in Table 4.3.
a1 a2 a3 a4 a5 a6
ν ν0 = 15.9×10−6 m2/s 1.00 -0.165 -0.618 0.009 0.179 0.087
Γ1 Γ10 = 9.79×10−6 m2/s 1.00 -0.067 -0.363 -0.001 0.099 -0.015
Γ2 Γ20 = 16.1×10−6 m2/s 1.00 -0.079 0.041 0.002 -0.019 -0.037
Table 4.3: Coefficients to curve-fits for molecular viscosity and molecular
diffusivities of jet and annulus mixture fractions.
In the experimental work, constant values are used for the diffusivity of ace-
tone, Γe1, and ethylene, Γ
e
2 to evaluate the conditional diffusion and scalar dissi-
pation rates. These values, which are obtained from experimental correlations,
are Γe1 = 10.4×10−6 m2/s and Γe2 = 14.7×10−6 m2/s. For acetone, Γe1 is in reason-
able agreement with the value computed here numerically at the composition
of the coflow (air), where Γ1(ξ1=0, ξ2=0) = 9.79×10−6 m2/s. Elsewhere in compo-
sition space, there is as much as 30% variation in Γ1. For ethylene, Γe2 is in very
good agreement to the numerically computed value at the composition of the
jet (air and acetone), where Γ2(ξ1=1, ξ2=0) = 14.8×10−6 m2/s. The variation of Γ2
in composition space is less than that of Γ1, with a maximum variation of about
10%.
Contour plots of the density, molecular kinematic viscosity, and molecular
diffusivities of both mixture fractions are shown in Figure 4.11 as functions of
mixture fraction. The variation of each property in composition space is evident,

















































































Figure 4.11: Contour plots of density, kinematic viscosity, and molecular
diffusivity as functions of mixture fraction for the LES calcu-
lations. Color online only.
4.4.2 Computational configuration
The system of equations described in Sec. 4.4.1 is solved on a cylindrical com-
putational domain of size 54D×13.5D×2pi in the axial, radial, and circumferen-
tial directions (with dimensions in the axial and radial directions equivalent to
those in the RANS-PDF calculations). The equations are solved using a second-
order accurate numerical method [71]. A sketch of the computational domain
is shown in Figure 4.12. As illustrated in the figure, the domain begins at the jet
exit plane and extends downstream in the axial direction.
Inflow boundary conditions for the central jet are provided from separate
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Figure 4.12: Sketch of the LES domain. In the axial and radial directions,
only one eighth of the grid cells from grid G-D are shown.
Contour lines of the resolved annulus mixture fraction are
shown in the cutaway.
high-resolution LES calculations of a fully-developed pipe flow at a Reynolds
number of 14,300, based on the jet bulk velocity, diameter, and viscosity as in
Table 4.1. For the annulus stream, the same procedure is performed using an
annular geometry, with the properties of the annulus stream in Table 4.1. For
the coflow, a laminar boundary condition is prescribed identical to that in the
RANS-PDF calculations. At the other boundaries, convective boundary condi-
tions are employed for scalar and velocity fields.
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One important modeling difference is that the jet wall, whose width is rea-
sonably large at 0.073D, is instead modeled as having zero thickness; the dimen-
sions of the jet width remain unchanged, and the effective inner radius of the
annulus is decreased. This decision is made based on convergence studies per-
formed in both geometries. In the calculations including the jet wall thickness,
the calculations fail to reach satisfactory numerical convergence on all of the ex-
amined grid sizes. In the calculations with the infinitesimally thin jet wall, the
calculations reach sufficient convergence of the mean fields on moderate grid
sizes. This modeling assumption results in predictions of the annulus mixture
fraction being slightly too large at some locations. However, in these calcula-
tions it is more desirable to have sufficient numerical convergence in light of the
type of comparisons being made.
In the LES calculations, the joint PDF of the resolved mixture fractions is
computed at the same locations as in the RANS-PDF calculations. The resolved
and modeled scalar dissipation rates for both mixture fractions are computed
as in Eq. 4.8 using second-order central differences in both the two components
(as performed in the experiment [95]) and in the full three components. Both









|˜ξ = ξˆ〉, (4.11)
and the constant-property resolved conditional diffusion,
DR=〈˜Γ∇2ξ˜|˜ξ = ξˆ〉, (4.12)
are computed at the same locations for both mixture fractions using second-
order central differences, again in both two and three components. The calcu-
lations are run at a constant CFL number of 0.2 and the statistics of interest are
time-averaged over at least 10 flow-through times after a statistically stationary
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state is reached; a flow-through time is based on the jet bulk velocity and the
entire extent of the domain in the axial direction.
4.4.3 Numerical accuracy
The LES solution depends strongly on the resolution with which it is computed.
Therefore, it is important to quantify the extent to which the solution is resolved,
and to understand how the resolution affects the statistics of interest. To exam-
ine the numerical accuracy of the calculations, a grid resolution study is con-
ducted on six grids, named from Grid-A to Grid-F, whose sizes range from 0.5
million cells to 33 million cells. Contours of the instantaneous resolved jet and
annulus mixture fractions are shown from calculations on three of the grids in
Figure 4.13, alongside an instantaneous image obtained experimentally in [95].
Figure 4.13: Contour plots of instantaneous resolved mixture fractions of
the jet (top plots) and pilot (bottom plots) in the LES conver-
gence study and from experimental data. Color online only.
While the large-scale features of the flow are similar among the three grids
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and the experimental data, there is a clear difference in the resolution of the
small-scale features of the flow. On the finest grid, Grid-F, the resolution is simi-
lar to that of the experiment for the region near the exit plane (around x/D=3.5),
but farther downstream it is evident that even the finest grid does not fully
resolve the small-scale structures observed at the experimental resolution. Fig-
ure 4.14 illustrates the large dependence of the resolved scalar dissipation rate
(here for the annulus mixture fraction) on the grid resolution.
Figure 4.14: Contour plots of instantaneous resolved scalar dissipation
rate of the annulus mixture fractions for each grid used in the
LES convergence study. Units are in s−1. Color online only.
Each grid used in the LES calculations is a structured, tensor-product grid. In
the region of the near-field (0≤x/D≤4.0, 0≤r/D≤1.4), the grid spacing is uniform.
From the outer boundary of this region, the grid is stretched to each edge of the
computational domain with a constant stretching ratio of 4 % in each direction.
Table 4.4 shows the size of each grid, along with the error in the resolved mix-
ture fractions (M1 and M2), the error in the resolved RMS (RR1 and 
R
R2), and the
error in the total RMS (TR1 and 
T
R2). These errors are computed for each grid by
taking the maximum value of the difference between the statistics on that grid,
and the statistics on the most highly-resolved grid within the region of interest
(3.29≤x/D≤6.99). The convergence is relatively slow, and not until Grid-E do the
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statistics reach roughly the same numerical error as in the experiment, around
2%.







G-A 128 128 32 0.524 0.132 0.087 0.151 0.124 0.073 0.058
G-B 192 192 96 1.77 0.073 0.075 0.098 0.102 0.072 0.041
G-C 256 256 64 4.19 0.053 0.060 0.064 0.066 0.062 0.032
G-D 320 320 80 8.19 0.022 0.034 0.029 0.030 0.044 0.020
G-E 384 384 96 14.2 0.008 0.010 0.025 0.017 0.019 0.012
G-F 512 512 128 33.6 – – – – – –
Table 4.4: Grid sizes (number of cells in x, r, and θ, and total number of
cells in millions, nT ) and errors in the mixture fraction statistics
(resolved means, RMS of resolved fields, total RMS) from con-
vergence tests of the LES-PDF calculations.
The results of the LES grid convergence study are summarized in Figure 4.15,
where the radial profiles of time-averaged density-weighted mean and RMS
statistics of both mixture fractions are shown for three grids and for the experi-
mental data. The agreement between the most highly resolved LES calculations
(Grid-F) and the experimental data is very good. The mean annulus mixture
fraction is slightly overpredicted due to the thin-wall modeling assumption dis-
cussed in Sec. 4.4.2. The total RMS on Grid-F is slightly overpredicted, mostly in
the near-field around the jet-annulus mixing layer. This occurs due to both the
modeling of the scalar dissipation rate and the high resolution requirements in
the near-field of the jet. As the grid is refined, the statistics generally converge
monotonically to the values on the finest grid. The total RMS decreases toward
the resolved RMS as the grid is refined.
The results of the grid convergence study are further analyzed through Fig-
ures 4.16–4.19, which show statistics at various points as functions of the local















0 0.5 1 1.5 2
r/D





























0 0.5 1 1.5 2
r/D
















Figure 4.15: Radial profiles of time-averaged mass-weighted mean (a) and
RMS (b) mixture fractions in the LES grid convergence study.
Dark line: Grid G-B; Dark gray line: Grid G-D; Light gray
line: Grid G-F; Solid lines: resolved statistics; Dashed lines:
Total (resolved plus modeled) statistics; Circles: experimental
data [95].
The resolution, ∆, used in the plots is defined equivalently for the experimental
data and calculations: in both cases, ∆ =
√
∆x2 + ∆r2, where the local grid spac-
ing (or image resolution) in the axial direction is ∆x, and in the radial direction
is ∆r. This definition of ∆ is used in these plots so that the experiments and
calculations can be compared to one another with an equivalent definition for
the resolution. It must be noted that the ∆ defined here is not equal to the tur-
bulence resolution scale used in the LES calculations (although they are closely
related).
Figure 4.16 shows the mean resolved mixture fractions as a function of the
grid resolution. These statistics are generally not very sensitive to the grid res-
olution beyond the most coarse grid, Grid-A. Besides the slight overprediction
of the annulus mixture fraction, these statistics are all in good agreement with
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the experimental data for Grid-B and finer. The resolution of the calculations for
Grid-F is higher than that of the calculations at x/D=3.29; due to the grid stretch-
ing that occurs beyond x/D=4, the calculations on Grid-F are at a lower resolu-
tion than the experiments farther downstream at x/D=6.99. These quantitative
assessments of the resolution are consistent with the qualitative comparisons of
the instantaneous resolved fields in Figure 4.13.
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Figure 4.16: Convergence of the time-averaged density-weighted mean re-
solved mixture fractions at eight locations in the flow. Cir-
cles: jet mixture fraction; Diamonds: annulus mixture frac-
tion; Solid symbols: LES calculations; Open symbols: experi-
mental data [95].
The next figures, Figures 4.17-4.18, show the RMS of the jet and annulus mix-
ture fractions, respectively. As the grid is refined, the portion of the RMS which
is modeled approaches zero, and the total RMS is nearly equal to the resolved
portion of the RMS. As observed in Figure 4.15, the RMS of the jet mixture frac-
tion is overpredicted at the jet-annulus mixing layer, (x/D, r/D) =(3.29, 0.40). At
this location, the modeled portion of the RMS is about 10% of the total RMS
and the total RMS has changed little between the three finest grids. Therefore,
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this overprediction in the RMS is not necessarily caused by under-resolution.
Modeling errors which can affect the calculations in the near-field, such as the
modeling of the inflow boundary conditions, are also a likely cause of this over-
prediction. Farther downstream at x/D=6.99, the agreement between the RMS
of the jet mixture fraction in the calculations and the experiments is better, even
though the resolution in the calculations is comparatively lower. This shows
that the LES is performing well in this region of the flow. For the RMS of
the annulus mixture fraction in Figure 4.18, the agreement with the experimen-
tal data is slightly better and indicates convergence toward the experimentally
measured values. In general, the convergence of the RMS statistics is slower
than that of the mean statistics, with reasonable convergence being achieved
not until Grid-D or Grid-E.
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Figure 4.17: Convergence of the time-averaged density-weighted RMS jet
mixture fraction at eight locations in the flow. Circles: to-
tal RMS; Diamonds: resolved RMS; Squares: modeled RMS;
Solid symbols: LES calculations; Open symbols: experimental
data [95].
Figure 4.19 shows the time-averaged molecular viscosity and molecular dif-
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Figure 4.18: Convergence of the time-averaged density-weighted RMS an-
nulus mixture fraction at eight locations in the flow. Circles:
total RMS; Diamonds: resolved RMS; Squares: modeled RMS;
Solid symbols: LES calculations; Open symbols: experimental
data [95].
fusivities as fractions of the total viscosity and diffusivity. At the centerline of
the inflow boundary, the Kolmogorov scale, η, is estimated to be 63 µm (equiva-
lent to log2 (η/D) = −6.5 on the horizontal axis of Figure 4.19) in the experimen-
tal work [95] based on extrapolation from experimental data. This is reasonably
close to the grid resolution at which the turbulent diffusivity goes to zero at a
location of (x/D, r/D)=(3.29, 0.08). Classical scaling of the flow’s smallest length
scales based on the Reynolds number of the jet, η/D ∼ Re−3/4, yields η on the
order of 4.2 µm (or log2 (η/D) ∼ −10.4 on the horizontal axis of Figure 4.19).
This is far smaller than any of the resolution scales encountered in either the
experiment or the calculations; based on linear extrapolation from the grid res-
olution study, it appears to be a reasonable approximation around r/D=0.62 and
r/D=1.00, near the middle of the jet-annulus and annulus-coflow mixing layers.
Figure 4.19, in conjunction with Figures 4.16-4.18, conveys the efficacy of
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Figure 4.19: Convergence of the time-averaged molecular viscosity and
molecular diffusivities as fractions of the total (molecular plus
turbulent) viscosity and diffusivity, plotted as functions of
the grid length scale. Squares: molecular viscosity; Circles:
molecular diffusivity of acetone; Diamonds: molecular diffu-
sivity of ethylene.
LES: with less than 20% of the molecular diffusivity resolved, accurate calcu-
lations of the mean statistics are achieved; with less than 40% of the molecular
diffusivity resolved, accurate calculations of the RMS statistics are achieved; ac-
curate calculations of these statistics are achieved with a grid resolution scale
more than 10 times greater than the order estimate of the smallest Kolmogorov
scales.
4.4.4 Scalar dissipation rate and conditional diffusion
As mentioned in Sec. 4.2, one of the highlights of the experimental work is per-
forming the challenging measurements of the scalar dissipation rate and condi-









is computed in two-dimensions from the planar imaging measurements. This
same quantity is also calculated from the LES as mentioned in Sec. 4.4.2. Fig-
ure 4.20 compares this quantity for calculations on all six LES grids and the
experimental measurements. It is clear from the figure that this quantity is ex-
tremely dependent on the grid resolution, which is expected since Eq. 4.13 de-
pends on the square of gradient fields. The form of χ˜R is qualitatively the same
in the experiments and in the calculations; for the jet mixture fraction, there is
a peak in the scalar dissipation rate near the jet-annulus mixing layer; for the
annulus mixture fraction, there are two peaks, corresponding to the jet-annulus
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Figure 4.20: Radial profiles of the time-averaged two-dimensional scalar
dissipation rates of resolved jet (top) and annulus (bottom)
mixture fractions: Solid and dashed lines: LES calculations on
all six grids; Open circles: experimental measurements [95].
The differences that occur between the experimental measurements and the
calculations on Grid-F are attributed to a number of factors. These factors in-
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clude:
1. Under-resolution of the calculations – Keeping in mind the resolution quality
as discussed in Sec. 4.4.3, at x/D = 6.99, the resolution scale of the calcu-
lations on Grid-F is more coarse than that of the experiments by a factor
of about two. The scalar dissipation rate here is under-estimated in the
calculations.
2. Under-resolution of the experimental measurements – At x/D = 3.29, where
the scalar dissipation rate in the experiments is less than that of the LES
on Grid-F, the resolution scale of the calculations on Grid-F is finer than
that of the experiments by a factor of 1.4.
3. Additional numerical procedures undertaken in the experiments – In the exper-
iments, high order differences are used to calculate the scalar dissipation
(tenth-order versus second-order), conditional sampling techniques are
used to improve the resolution, and noise-correction procedures are per-
formed on the experimental data. Based on the sensitivity of this quantity
to the grid resolution, this factor is not a likely cause of the differences
observed.
4. Experimental noise – The experimental measurement noise is clearly evi-
dent from the non-realizable values of mixture fraction in the plots of con-
ditional diffusion later in this section. The contribution of the experimen-
tal noise to the differences observed here is most likely small, as [95] has
shown the effects of noise-reduction applied to the measurements and it
is far less than the differences observed here.
Figure 4.21 shows total scalar dissipation rate, χ˜, from Eq. 4.8 from the LES
calculations. Compared to χ˜R, there is much less sensitivity of χ˜ to the grid res-
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olution. The modeled portion of the total scalar dissipation rate is large; even
on Grid-F, as much as 90% of the total dissipation is from the model. The time-
averaged scalar dissipation rate from the RANS-PDF equations, which is mod-
eled by
〈χ〉 = Cφ〈ω〉VTξ (4.14)
where 〈ω〉 is the time-averaged turbulence frequency, and VTξ is the variance
of the mixture fraction, is also shown in Figure 4.21. Both models for the to-
tal scalar dissipation rate are considerably larger than the values measured ex-
perimentally. Along with the observation from Figure 4.20 that the resolved
portion of the scalar dissipation rate is still sensitive to the grid resolution on
the finest grid and giving no indication of convergence, Figure 4.21 suggests
that the scalar dissipation rates measured experimentally are not fully resolved.
Even with the fine resolution used in the experiments, Figures 4.20 and 4.21
indicate that assessments of these measurements need to take into account the
resolution at which the measurements are made.
A second observation from Figure 4.21 is the very sharp peak in the total
scalar dissipation rate from the LES calculations at the centerline, r/D=0. This
is observed when using both the dynamic model [105, 106] and the algebraic
model [72] (not shown) for the turbulent viscosity, νT . An inspection of each
calculation shows that this behavior occurs due to the quantity ΓT/∆2. This
demonstrates the need for improved models in LES for νT (which, in this study,
is directly proportional to ΓT by the turbulent Schmidt number) or the scalar
dissipation rate. As this observed behavior is most likely a numerical artifact
caused by the very small filter widths at the centerline, an alternate definition















































Figure 4.21: Radial profiles of the time-averaged total scalar dissipation
rates of the jet (top) and annulus (bottom) mixture fractions:
Solid and dashed lines: LES calculations on three grids; Stars:
RANS-PDF calculations; Open circles: experimental measure-
ments [95].
The LES study is concluded by presenting the calculations of the conditional
diffusion and comparing these to the experimentally measured values. In the
experimental work, the constant-property resolved conditional diffusion from
Eq. 4.12 is computed in the two-dimensional image plane. This same measure-
ment is made in the LES calculations (although using only second-order central
differences to calculate the gradients, instead of tenth-order, as in the experi-
ment). The results are shown in Figure 4.22 for three different LES grids at one
location, (x/D, r/D) = (3.29, 0.536). In the previous figures of the conditional dif-
fusion (Figures 4.7 and 4.8), only the magnitude and streamlines are shown;
here contour plots show each component of the conditional diffusion. This al-
lows a more direct comparison to be made regarding the form of the conditional
diffusion in composition space.
As expected, there is large grid dependency in this quantity as well. For all
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grids, the qualitative form of the conditional diffusion is very similar; generally
only the magnitude appears to be strongly influenced by the grid resolution.
Note that the color scale in Figure 4.22 is different on the left two plots for the
more coarse grids. On the finest grid, Grid-F, there is reasonable quantitative
agreement in the values of conditional diffusion with the experimentally mea-
sured values. At some locations in composition space at which there are large
differences between the experimental values and those computed on Grid-F,
the measured composition is actually non-realizable (i.e., a sum of mixture frac-
tions greater than unity); the only reason for a value of the conditional diffusion
existing at these compositions is due to measurement noise. It is conceivable
then, that at least some of the differences between the measurements of the con-
ditional diffusion and the LES calculations on Grid-F are due to measurement
error.
Figure 4.22: Contour plots of the constant-property resolved conditional
diffusion, DR, from LES calculations on three grid (leftmost
three columns) and the experimentally measured conditional
diffusion [95] (right column) for the jet (top) and annulus (bot-
tom) mixture fractions. The units are s−1, and the location is
(x/D, r/D) = (3.29, 0.536). Color online only.
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Whereas Figure 4.22 examined only the resolved, constant-property, two-
dimensional conditional diffusion, Figure 4.23 shows the total conditional dif-
fusion, from Eq. 4.11 in all three dimensions with the same color scale on each
plot. It is found from the calculations that the largest contribution to the differ-
ences between the values in Figure 4.22 and those in Figure 4.23 is the addition
of the modeled portion of the conditional diffusion (by adding the turbulent
diffusivity); the additional third-dimensional component and the inclusion of
the variable properties (both of which are not considered in the experimental
measurements) account for a difference of only about 10% at most.
Figure 4.23: Contour plots of the total conditional diffusion, DT , from LES
calculations on three grid (leftmost three columns) and the ex-
perimentally measured conditional diffusion [95] (right col-
umn) for the jet (top) and annulus (bottom) mixture fractions.
The units are s−1, and the location is (x/D, r/D) = (3.29, 0.536).
Color online only.
There is much less sensitivity of the total conditional diffusion to the grid
resolution since the modeled portion is accounted for. This allows even the
coarse grids to yield a magnitude of the conditional diffusion which is close to
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the experimental measurement. Due to the form of the turbulent diffusivity,
the structure of the conditional diffusion in composition space changes slightly
from that of the resolved conditional diffusion; for example, in the region of the
jet composition, the turbulent diffusivity is large, which results in a calculation
of the conditional diffusion being considerably larger than what is measured
experimentally. It is not immediately clear whether the addition of the turbu-
lent diffusivity results in inaccurate total conditional diffusion in the LES cal-
culations due to its modeling, or if the experimental measurements (which do
not consider any turbulent diffusivity because they only contain the resolved
portion of the conditional diffusion) are under-resolved. The results from Fig-
ures 4.20 and 4.21 suggest the latter is more responsible, but more conclusive
tests must be performed before concluding so.
4.5 LES-PDF calculations
4.5.1 LES-PDF methodology
The LES-PDF methodology, which combines many of the advantages of LES
(discussed in Sec. 4.4) with the advantages of the PDF method (discussed in
Sec. 4.1), is next applied to this non-reacting flow to study the modeling of mix-
ing in LES-PDF. The LES-PDF methodology involves a hybrid finite-volume and
particle solver. The finite-volume solver in this case is LES, and solves the same
equations as described in Sec. 4.4.1, except for the density equation. The den-
sity in the LES is computed from the particle solver through the transported


































The terms ΓR and ΓM represent the diffusivities for the random walk and the
mean drift, respectively. Typically, the diffusivity for the random walk, ΓR,
is taken to be equal to the turbulent diffusivity, ΓT , while the diffusivity for
the mean drift, ΓM is taken be equal to the resolved molecular diffusivity, Γ˜.
The position equation, Eq. 4.15, is solved with second-order accuracy in space
and time [69]. The implementation of molecular diffusion in Eq. 4.16 [57, 58]
is unique in that it yields no spurious production of variance from molecular
diffusion, and it can include the effects of differential diffusion.
The mass-weighted LES PDF of the composition is denoted as f˜φ (ψ;X, t),
where ψ is a sample-space variable for the composition. Eqs. 4.15–4.17 corre-























































Similarly, taking the second moment of Eq. 4.18 gives the transport equation for
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, is obtained from



















In this work, the diffusivities ΓR and ΓM are related to the turbulent diffusiv-
ity, ΓT , and the molecular diffusivity, Γ˜, through the model constant β (0 ≤ β ≤ 1)
as
ΓR = ΓT − βΓT (4.22)
and
ΓM = Γ˜ + βΓT . (4.23)
With these specifications, the transport equation for the resolved composi-






































where χ˜M is the implied model for the scalar dissipation






The value of β affects the diffusion coefficient, ΓR, but more importantly (for
β > 0) it adds a contribution to the modeled dissipation, which is β times
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the production of Vφ. In previous LES-PDF studies using a similar methodol-
ogy [66, 67, 70], the value of β is simply zero, so this “production” contribution
to the modeled dissipation is absent. The “production” contribution to χ˜M has
been used in many previous LES studies (see e.g., [110]), but this is first time
that it has been proposed and used in LES-PDF. We refer to the last term in
Eq. 4.26 as the attenuation of variance production model for (part of) the scalar dis-
sipation, since in Eq. 4.25 it has the overall effect of attenuating the production
term by the factor β. Similarly, we refer to Eq. 4.15 as the attenuated random walk
implementation of this model, since the diffusivity involved, ΓR, is the turbulent
diffusivity attenuated by the factor β.
4.5.2 Numerical accuracy
The computational configuration of the LES-PDF calculations is identical to that
of the LES calculations, described in Sec. 4.4.2. The base case calculations use 20
particles per cell, a value of CM = 5, and the standard value of β = 0. Conver-
gence studies on the number of particles per cell shows little sensitivity com-
pared to the sensitivity observed from the effect of the grid resolution. The
numerical error due to the grid resolution is investigated through calculations
on grids A–C from Table 4.4.
The radial profiles of the time-averaged mass-weighted mean and RMS
statistics from the LES-PDF grid convergence study are shown in Figure 4.24.
On the coarse grids, the LES-PDF solution is generally more accurate (compared
to the most numerically accurate LES calculation) than that of the correspond-
ing LES calculation, and convergence in most regions of the flow is achieved at
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relatively more coarse grids. One exception is the area of the annulus-coflow
mixing, near r/D = 1.5. The calculations in this region are found to be more
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Figure 4.24: Radial profiles of time-averaged mass-weighted mean (a) and
RMS (b) mixture fractions in the LES-PDF grid convergence
study. Dark line: Grid G-A; Dark gray line: Grid G-B; Light
gray line: Grid G-C. Solid lines: resolved statistics; Dashed
lines: Total statistics; Circles: experimental data [95].
Joint PDFs are sampled from the particles in the LES-PDF calculations using
the same procedure described in Sec. 4.3.2. Figure 4.25 shows the joint PDF at
a location of (x/D, r/D) = (6.99, 0.635) for LES-PDF calculations grids A–C. The
quantitative agreement with the experimental measurements is very good, and
improves as the grid resolution increases. There is a very large improvement in
the accuracy compared to the previously discussed RANS-PDF calculations in
Sec. 4.3.4.
Also shown in Figure 4.25 is the conditional diffusion from the LES-PDF
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Figure 4.25: Contour plots of the joint PDF of mixture fractions (top)
and the magnitude of conditional diffusion (bottom) at
(x/D, r/D) = (6.99, 0.635) from the experimental data [95]
(right) and LES-PDF calculations on different grids, from left
to right: G-A, G-B, and G-C. The circle is the experimental
mean, and the plus sign is the mean from the PDF calculation.
In the top plots, the two solid lines are isocontours which en-
close regions with probability 0.5 and 0.9. In the lower plots,
the lines with arrows are streamlines, everywhere parallel to
the conditional diffusion vector. Color online only.
calculations can be explained by the observations made in Sec. 4.4.4 and an ex-
planation of the terms in Eq. 4.16. The right-hand side of Eq. 4.16 is composed
of two terms: first, the molecular mixing term, and second, the molecular trans-
port term. The resolved conditional diffusion (which corresponds to molecular
transport) is small compared to the total conditional diffusion, especially on the
coarse grids examined in this section. The contribution of both molecular mix-
ing and molecular transport have been examined in this study; on these grids,
molecular transport generally contributes little more than 10% to the total con-
ditional diffusion. As seen in 4.4.4, the addition of the turbulent diffusivity to
the calculation of the conditional diffusion results in a departure from the exper-
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imentally measured values; similarly here, the addition of the molecular mixing
into the calculation of the conditional diffusion shows a difference in form to the
measurements. Whether this difference is due to the form of the turbulent dif-
fusivity and the mixing model, the resolution of the measurements, or both is
not immediately clear.
4.5.3 Effect of the mixing models
Since the mixing models are the primary source of modeling uncertainty in
these calculations, it is imperative to investigate the sensitivity of the calcula-
tions to the model constant CM (which is analogous to, but not equivalent to,
the model constant Cφ in the RANS-PDF calculations). Most other calculations
using this LES-PDF methodology use values of CM around 4–5 [66,67], and val-
ues of CM = {1, 2, 5, 10} are investigated here.
Figure 4.26 shows radial profiles of the mean and RMS statistics for different
values of CM on Grid-B. There is very little effect of CM on the mean statistics.
This result is expected with the composition PDF method, since CM only af-
fects the mean through the feedback of the density into the velocity field, and
in this flow the variation in density is small. The effect of CM on the RMS is
much stronger; the resolved RMS slightly decreases as CM increases, and the
total RMS decreases significantly as CM increases. This is the expected behavior
since increasing CM directly increases the dissipation of the modeled variance
as shown in Eq. 4.21.
The effect of CM on the joint PDF is shown in Figure 4.27. As CM increases,
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Figure 4.26: Radial profiles of time-averaged mass-weighted mean (a) and
RMS (b) mixture fractions in the LES-PDF calculations for dif-
ferent values of CM. Dark line: CM = 2; Light line: CM = 10.
Solid lines: resolved statistics; Dashed lines: Total statistics;
Circles: experimental data [95].
joint PDF comes closer together. In fact, with very small values of CM, the joint
PDF is bimodal at the location shown, which is clearly different from the exper-
imental measurements. The best agreement with the experimentally measured
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joint PDF is achieved with CM of 5 (not shown in Figure 4.27) or 10, and there is
indeed a large sensitivity of the joint PDFs to the value of CM. Increasing CM di-
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Figure 4.27: Contour plots of the joint PDF of mixture fractions (top)
and the magnitude of conditional diffusion (bottom) at
(x/D, r/D) = (6.99, 0.635) from the experimental data [95]
(right) and LES-PDF calculations on grid G-B using different
values of CM, from left to right: 1, 2, and 10. The circle is the
experimental mean, and the plus sign is the mean from the
PDF calculation. In the top plots, the two solid lines are iso-
contours which enclose regions with probability 0.5 and 0.9.
In the lower plots, the lines with arrows are streamlines, ev-
erywhere parallel to the conditional diffusion vector. Color
online only.
In the base case LES-PDF calculations with a value of β = 0 and the mixing
frequency, ΩM, modeled according to Eq. 4.17, the modeled scalar dissipation
rate takes the form
χ˜M = 2CM
 Γ˜ + ΓT
∆2
Vφ. (4.27)
The modeled scalar dissipation rate in LES-PDF from Eq. 4.27 is consistent with
that of the LES (the last term in Eq. 4.8) when 2CM = C and CD = 1. It is noted
that in this study, a value of CD = 2 is used, but this difference has very little
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affect on the modeled scalar dissipation rate since, in most regions investigated
in this flow, the turbulent diffusivity is substantially greater than the molecular
diffusivity (typically by a factor of 10 to 100 on the coarse grids). The LES-PDF
study of CM shows that the value of CM yielding the best agreement with the
experimental data is around 5 or 10, which suggests the use of larger values of
C than used in the LES study here (C = 2 in the base case). This is demonstrated
in Figure 4.28, which shows radial profiles of the mean modeled scalar dissipa-
tion rate for the LES calculations, and LES-PDF calculations with CM = 1 and
CM = 5. As expected, there is close agreement in the modeled scalar dissipation
rate among the LES calculations on Grid-A and the LES-PDF calculations on
Grid-A with CM = 1, where 2CM = C. The agreement between these calculations
is very good at x/D = 6.99, but slightly worse nearer the exit plane at x/D = 3.29,
where the error from the time-stepping in LES-PDF is larger. The effect of CM
on the modeled scalar dissipation rate is not entirely obvious from Eq. 4.27. The
modeled scalar dissipation rate, χ˜M, is proportional to CM, but the value of CM
also affects the modeled variance, Vφ. As shown in Figure 4.28, as CM increases,
the modeled variance decreases, but not enough to counter the direct effect of
CM on the modeled scalar dissipation rate. The larger dissipation rates observed
with CM = 5 yield even greater departures from the relatively small values mea-
sured experimentally. The LES-PDF calculations with CM = 5 demonstrate that
even larger scalar dissipation rates are necessary in the LES-PDF calculations.
As observed in the LES calculations in Figure 4.21, the large, non-physical peak
of the scalar dissipation rate at the centerline is present in the LES-PDF calcula-
tions as well. This observation gives further reason to work toward improving















































Figure 4.28: Radial profiles of time-averaged mass-weighted mean total
modeled scalar dissipation rate for the jet (top) and annulus
(bottom) mixture fractions from different calculations. Solid
dark line: LES on Grid-A; Solid light line: LES on Grid-F;
Dashed dark line: LES-PDF on Grid-A with CM = 5; Dashed
light line: LES-PDF on Grid-A withCM = 1; Stars: RANS-PDF;
Circles: experimental data [95].
4.5.4 Modeling the molecular and turbulent mixing
The attenuation of variance production model as implemented by the attenuated
random walk described in Sec. 4.5.1 is next assessed in this flow. This part of the
work serves only as an introduction to this type of model and implementation,
and does not attempt to exhaustively characterize the performance; rather the
focus of this part of the current work is to give some general ideas on how to
implement the method, examine some possible definitions for value of β, and
to compare the results observed here to the experimental measurements for this
one flow.
The first value examined is β = 0.2. The interpretation of this model is that
the production of scalar variance from νT is counteracted by a dissipation of
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20% of the production. A second investigated value for the model constant
is one chosen based on the turbulence resolution scale. Here, the choice of
β = ν˜/ (νT + ν˜) is used, although this definition is certainly not unique, nor is
it necessarily the best. With this value of β, the DNS limit, where the turbulence
is fully resolved, yields no production or dissipation due to νT . This property is
true anyway, as long as νT goes to zero at the DNS limit. Where the turbulence
resolution scale is large, β tends toward zero. In practice, the values of ν˜ are
always greater than zero, and the values of νT are always finite, so β is always
greater than zero; in other words, there is always some amount of dissipation
of variance counteracting the production. The logic in using this type of model
contains the underlying assumption that where the turbulence is well-resolved,
the conditional diffusion is also well-resolved and there is no dissipation or pro-
duction of the unresolved variance due to νT ; where the conditional diffusion
is poorly-resolved, a small value of β causes the production of the unresolved
variance due to νT to be large.
Radial profiles of the mean and RMS statistics from LES-PDF calculations
with these two models are compared in Figure 4.29. The calculations are con-
ducted on Grid-A with a value of CM = 5. It is clear from Eqs. 4.19 and 4.22–4.23
that the value of β has no direct effect on the mean composition. The small
differences that arise in the mean fields, therefore, are due to both the effects
of density coupling through the velocity field, and the numerical error in the
particle transport. As discussed in Sec. 4.4.3, the LES calculations yield slightly
larger values of 〈˜ξ2〉 than measured experimentally due to the thin-wall model-
ing assumption. Therefore, the values of 〈˜ξ2〉 from the two new models are in
fact improved from the standard model.
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The RMS fields are also affected by the choice of β. The increase in the RMS
in the annulus-coflow mixing layer (1 < r/D) is attributed mainly to the small
changes in the mean in this region. The change in the amount of the RMS which
is unresolved (the total minus the resolved) is nearly indiscernible from Fig-
ure 4.29. The expected behavior of a positive value of β is to decrease the amount
of unresolved scalar fluctuations. Comparing with Figure 4.26, the value of β
has a much smaller effect on the unresolved fluctuations than does the value of
CM. For these conditions, the dissipation of the modeled variance is dominated
by the molecular mixing term.
4.6 Discussion
As experimental methodologies continue to advance, much more knowledge of
the physical processes involved can be brought to light. It is increasingly im-
portant to be able to validate these experimental results, as well as to use the
experimental results to validate computational models. This work addresses
progress in both of these areas. A recently conducted experiment of a turbu-
lent coaxial jet [95] is studied computationally through RANS-PDF, LES, and
LES-PDF methodologies, and many detailed statistics from the calculations and
experiments are compared.
Since there is little dependence of density feedback in the flow field (espe-
cially compared to reacting flows, where the maximum density varies by a fac-
tor as large as ten), this flow presents a good test case for the mixing models.
Whereas many previous studies of mixing models in RANS-PDF calculations
are conducted in reacting flows [8, 9, 46, 79], the work performed here is in an
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inert flow; this fact gives an advantage to the comparisons done in this work be-
cause any uncertainties associated with modeling the chemistry are removed.
However, when interpreting these results and applying the conclusions to
PDF calculations of reacting flows, one must be mindful of the conditions of
this flow. In reacting flows, the temperatures are as much as 2000 K larger than
the ambient temperature here; furthermore, many species important to ignition
(for example, H, OH, and H2) are substantially lighter than the species mea-
sured this flow (C2H4 and C3H6O). As a consequence of both of these facts, the
molecular diffusivities of many species important to chemical reaction can be
as much as 10–100 times larger than the molecular diffusivities of the species
in this flow. So, it is important to realize that in LES-PDF of reacting flows, the
contribution of molecular transport for some important species is much larger
than what is observed in this work. LES studies have confirmed that molecu-
lar diffusion is indeed important in reacting flows, particularly in the near-field
of the flow [109]. Given that most of the uncertainties in comparing the condi-
tional diffusion from the calculations and experiments arises from the relatively
large turbulent diffusivity, it is expected that reacting flows would yield less of
this type of error; this occurs due a larger portion of the total diffusivity being
from the molecular diffusivity, particularly at high temperatures and for light
species.
The mean and RMS statistics of the flow field can be calculated with very
high accuracy using LES, provided the resolution in the LES is sufficient. For
the mean fields, sufficient accuracy is achieved when around 20–40% of the to-
tal viscosity is resolved; for the RMS fields, this occurs when around 30–60%
of the total viscosity is resolved. For the quantities of scalar dissipation rate
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and the conditional diffusion, the LES results provide insight on both the qual-
ity of the modeling, and of the interpretation of the experimental results. The
LES calculations with resolution even higher than the experimental resolution
show that the scalar dissipation rate may not be fully resolved in the experi-
ment, and really ought to be interpreted as a scalar dissipation of the resolved
fields. Therefore, when comparing calculations to the experimental measure-
ments, one must keep in the mind the resolution with which both are made.
The LES and RANS-PDF modeling of the total scalar dissipation rate suggest
a total scalar dissipation rate somewhere between 5–10 times larger than the
measure resolved scalar dissipation rates. Nevertheless, one must also take into
account the quality of the models used to make these estimates. The fact that
that RANS-PDF and LES models for the scalar dissipation rate have as much as
50% variation between them shows that improvements in models for the scalar
dissipation rate would be insightful, and that this flow would be a good test for
such models.
The LES-PDF calculations yield encouraging results for this new, developing
methodology. The excellent agreement with the experimental measurements of
the joint PDFs obtained with LES-PDF calculations are one example of such
results from this study. When one is interested in higher-order statistics of
the composition PDF (for example, in the case of pollutant dispersion, where
the probability of a certain pollutant to exceed a certain limit must be quanti-
fied), LES-PDF calculations are shown here to be an ideal methodology, as they
demonstrate a strong capability to reproduce the observed joint PDF of compo-
sitions. Conversely, one must be cautious when using RANS-PDF to make cal-
culations of higher-order statistics, as evident in the comparisons of joint PDFs
computed in this work.
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The attenuation of variance production model in LES-PDF introduced here is
valuable because it yields an additional dissipation term in the variance trans-
port equation, which is equal to the production times the factor β. The improve-
ment on the coarse grids is encouraging, though it still needs to be better under-
stood. Since the value of β really has little impact on the mean scalar fields, the
results indicate that the improvement is actually caused by reduced numerical
error in the particle transport using this method. In many previous LES-PDF
studies, total RMS statistics of scalars are not reported; when they are reported,
they are often overpredicted [66, 111, 112]. In some cases, improved RMS statis-
tics can be obtained through unreasonably large values of the mixing model
constant, CM [111]. This newly proposed model offers a promising alternative
approach to this problem. This work serves only as an introduction to such a
model, and more conclusive testing should be done in other flows, the values
for β ought to be more thoroughly characterized, and the effects of numerical
errors must be better understood.
An important question arising from this work concerns the difference be-
tween the conditional diffusion measured experimentally and calculated by LES
and LES-PDF. It is observed here that as the LES grid is refined, both the re-
solved scalar dissipation and resolved conditional diffusion show reasonable
agreement with the experimental measurements for similar resolution scales.
It is also observed that these statistics are highly dependent on the resolution,
and even on the finest LES grid, they show no signs of reaching convergence.
A further observation is that the structure of the resolved conditional diffusion
in scalar space is relatively similar for all grid sizes, and of a similar form to
the structure observed experimentally. It is not until the total conditional diffu-
sion is computed that the structure of the conditional diffusion in scalar space
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significantly deviates from the experimentally measured form (as evident from
Figures 4.22 and 4.23). Likewise, the LES-PDF results yield a conditional diffu-
sion which is similar to the total conditional diffusion from the LES calculations.
There are two possible reasons for this difference between the experimental
and calculated conditional diffusion: (i) the experimental resolution being too
low, and (ii) the modeling of the turbulent diffusivity in LES. This could be
tested through DNS of this flow, although the Reynolds number, 14, 300 is still
somewhat large compared to that of other DNS studies. A second possible way
to investigate this is through experiments with a higher imaging resolution, or
experiments at a lower Reynolds number, accompanied by DNS study. Through
this kind of study, the fully resolved conditional diffusion could be obtained
from the DNS and compared to that measured experimentally. The modeling
of the turbulent diffusivity is eliminated in this problem, and the effects of the
experimental resolution can be explicitly tested by examining the DNS data at
the same resolution.
4.7 Conclusions
In summary, this work uses RANS-PDF, LES, and LES-PDF computational
methodologies to model a three-stream turbulent coaxial jet studied experimen-
tally in [95]. The major conclusions of this study are as follows:
• RANS-PDF calculations with all mixing models (IEM, MC, and EMST)
are capable of yielding mean and RMS fields in good agreement with the
experimental measurements; however, the joint PDFs of the two mixture
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fractions yielded by each model show a wide variability with each other
and with the experimental data.
• The EMST mixing model yields a PDF which lies almost exactly on the
slow mixing manifold identified in the experimental work, but entirely
lacks the fast manifold. This suggests that the slow mixing manifold ex-
ists due to aspects of mixing represented by the model (mixing local in
composition space), while the fast manifold is due to physical processes
and aspects of mixing which the model does not consider (for example,
velocity-conditioned mixing or differential diffusion).
• LES calculations on successively refined grids display excellent conver-
gence toward the experimentally measured mean and RMS fields. The
resolution quality of these calculations is carefully assessed. The resolved
scalar dissipation rate and resolved conditional diffusion from these cal-
culations are in good agreement with the experimental measurements, but
depend strongly on the resolution.
• LES-PDF calculations yield joint PDFs of the mixture fractions in very
good agreement with the experiments, much better than any of the RANS-
PDF calculations.
• The attenuation of variance production model is introduced, implemented
through the attenuated random walk, and tested in this flow. This model
yields an additional dissipation term in the transport equation for scalar
variance which counteracts the production caused by the turbulent diffu-
sivity. Results show improved predictions of the mean and RMS fields in
LES-PDF on coarse grids, due to reduced numerical error incurred by this
model as well as the reduced production of modeled variance.
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This work presents a thorough study of a novel multi-stream non-reacting
flow using a variety of computational approaches. The behavior of the calcula-
tions has been investigated in terms of non-trivial statistics including the scalar
dissipation rate and the conditional diffusion. The advances from experimen-
tal methodologies in [95] has allowed comparison of these revealing, insightful
statistics to actual experimental data, and this work is aimed at using this novel
experimental data to assess the quality of the current models and to test new
model implementations. Careful work is performed to examine the experimen-
tal data of these statistics, and to assess the impact of the resolution at which
they are made. The knowledge on multi-scalar mixing can be furthered and
models can be refined to predict this physical process with even greater accu-
racy by (i) working further from the experimental study [95], (ii) utilizing the
findings of this study and other detailed comparisons [99], (iii) addressing the
remaining questions identified in this work on the role of the turbulent diffu-
sivity on the conditional diffusion, and (iv) examining this process in other flow
configurations.
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β = ν˜/(νT + ν˜)
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Figure 4.29: Radial profiles of time-averaged mass-weighted mean (a) and
RMS (b) mixture fractions in the LES-PDF calculations for dif-
ferent models for β. Black line: β = 0; Dark gray line: β = 0.2;
Light gray line: variable β model. Solid lines: resolved statis-





In this work, the PDF method is applied to new problems including two
challenging jet flows with multiple inflowing streams. These flows have both
been developed specifically to test the current computational models. Each flow
represents a stringent test especially for PDF methods, in which mixing must be
modeled.
In Chapter 2, the first computational study (coincidental with a study done
by the experimenting group) of a series of lean, premixed turbulent jet flames is
conducted. The main contributions of this study include validating the experi-
mental data, and validating that the calculations do, in fact, overpredict the rate
of reaction progress in the flames PM1-150 and PM1-200 (the flames with the
largest jet bulk velocity). This work demonstrates that accurate calculations of
flames PM1-50 and PM1-100 (the flames with the lowest jet bulk velocity) can
be achieved using the standard models. Exploring the nature of combustion
occurring in these flames yields the simpler combustion model investigated in
3.2.5.
Chapter 3 builds upon the results from Chapter 2. Four key aspects of the
modeling are investigated in greater detail, and the agreement between the new
calculations and the experimental data is substantially improved. A simple
model for molecular diffusion is tested and implemented into the RANS-PDF
calculations; a simplified combustion model based on three scalar variables is
tested and implemented; the level of turbulence closure is examined using the
recently developed LES-PDF methodology; and lastly, the modeling of molecu-
lar diffusion is examined in LES-PDF by considering differential diffusion and
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thorough parametric studies of the mixing model parameter, CM. While many
research groups have investigated these flames, the study presented in Chap-
ter 3 is the only one in which accurate mean and RMS profiles of species are
obtained 30 jet diameters downstream in flame PM1-150. The work highlights
the importance of modeling mixing in premixed combustion, and concurs with
the findings of some previous studies of premixed flames, in that larger val-
ues of CM (or a different formulation for mixing) are necessary in these types
of calculations. For the accurate prediction of the near-field of the jet, the most
important aspects of the modeling are molecular diffusion and the temperature
specified at the inlet boundary condition. Farther downstream, the calculations
are most affected by the modeling of mixing.
In Chapter 4, a non-reacting turbulent jet with multiple streams is investi-
gated using a variety of approaches. The intricate experimental measurements
on which this flow is based present the unique opportunity to compare statis-
tics including the scalar dissipation rate and conditional diffusion. With RANS-
PDF modeling, the EMST mixing model is the only mixing model that produces
compositions which lie on the slow mixing manifold identified experimentally.
Using LES, the resolved scalar dissipation rate are predicted in good agreement
with the measurements at the appropriate grid resolution; however, the calcu-
lations are found to be very sensitive to the grid resolution even when the reso-
lution is finer than that of the experiment. This observation is highly suggestive
that the experimental measurements are under-resolved. The LES-PDF calcula-
tions yield much more accurate joint-PDF’s of the composition than the RANS-
PDF calculations. The attenuation of variance production model is proposed here,
which yields an additional dissipation term for the scalar variance. This new
method demonstrates improved calculations on coarse grids due to both the
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additional dissipation of scalar variance, and the smaller numerical error it pro-
duces in this configuration. It is valuable to consider because, although this type
of modeling has been proposed and used in LES, this is the first time it has been
suggested and implemented in LES-PDF methods.
Both RANS and LES based PDF approaches have their own merits (for ex-
ample, RANS being computationally efficient and accurate in statistically sta-
tionary flows of simple geometry, and LES being more accurate in flows of com-
plex geometry and in unsteady flows). Chapter 3 concludes that in this flow
geometry, there is limited benefit for using LES-PDF over RANS-PDF for the
investigated mean and RMS statistics. But Chapter 4, which considers a flow
geometry very similar to that of Chapters 2 and 3, shows that when comparing
higher-order statistics (or the entire PDF), LES-PDF yields much more accurate
calculations. This work shows that for calculations of flows where higher-order
statistics are important (for example, in pollutant dispersion), LES-PDF is a bet-
ter choice. More work toward the development of mixing models is the most
promising way to improve the RANS-PDF calculations for these statistics.
All of the work here shows the PDF method to be a robust way for calculat-
ing a variety of turbulent flows. Modeling molecular mixing is by far the single
largest contributor of modeling error in the method, and this is demonstrated in
all three sections of this work. A first step toward improving the mixing mod-
els is the DNS comparison suggested in Sec. 4.6, which would build from the
work done here, as well as from the experimental study. Additionally, recently
developed mixing models, such as the PSP [75, 77] and IECM [99–102] mod-
els show promise as more accurate mixing models in PDF methods. The flows
and computational procedures examined in this work provide excellent (albeit
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challenging) tests in which these new models ought to be examined.
In order to continue making progress toward a complete computational
model for combustion devices, there are a number of remaining computational
and modeling challenges. In LES, there is much room for improvement in terms
of the current turbulent viscosity models and grid resolution criteria. Model-
ing of other physical processes, such as liquid atomization and evaporation,
soot formation, and acoustics must be improved, as most current models rely
strongly upon experimental correlations and tuning constants. Real fuels must
also be considered in the models. There is currently much work being done to
reduce the complexity of large chemical mechanisms, which is a promising way
of being able to include more realistic fuels in these calculations. Lastly, exten-
sion of these methodologies to realistic geometries is mainly a computational
issue, and as computer power continues to increases, more realistic geometries
ought to receive more attention in modeling studies.
Modeling turbulent combustion is an extremely challenging problem, for
reasons both computational and modeling-related. The studies presented here
apply the PDF method to several very challenging problems to investigate the
nature of the physical phenomena, to test the strength of the models in challeng-
ing scenarios, and to assess the performance of several new models. This work
represents but a small step toward the complete computational model for real-
istic combustion devices. Building off this work as well as the important con-
tributions of so many others will ultimately lead to the computer-driven design
of optimized combustion devices. Through continued progress in combustion





In PDF methods, the effect of molecular diffusion on the composition must be
modeled. These mixing models represent one of the largest sources of modeling
uncertainty in PDF methods and must be evaluated carefully. In this work, three
classical mixing models have been considered, and they are each overviewed
here. In the notation used in this section, φi and φ j refer to the compositions of
particles i and j, respectively, while φ(t) and φ(t + ∆t) refer to the compositions
of a particle at the beginning and end of a time step, respectively.
A.1 Interaction by Exchange with the Mean (IEM)
In the IEM model [29, 30], particles within a cell relax toward the cell mean
value. Specifically, particle i evolves over one time step according to







where Cφ is the mechanical-to-scalar time scale ratio, ω is the turbulence fre-
quency (or 1/ω is the time scale of the turbulence), and φ˜ is the mass-weighted
cell mean composition.
A.2 Modified Curl (MC)
In the MC mixing model [27, 28], mixing occurs between pairs of particles se-
lected randomly within a cell. In general, the particle selection is weighted to-
ward the mass of each particle. But to illustrate the simpler case with uniform
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particle mass, the number of particle pairs selected to mix within one cell at a






where N is the total number of particles in that cell, Cφ is the mechanical-to-
scalar time scale ratio, ω is the turbulence frequency, and ∆t is the time step. For
each selected pair of particles, the composition is moved toward the pair mean
composition proportional to a uniform random number, ξ. The composition of
the pair of particles i and j is given by
φi(t + ∆t) = (1 − ξ) φi(t) + ξφi(t)mi + φ j(t)m jmi + m j (A.3)
φ j(t + ∆t) = (1 − ξ) φ j(t) + ξφi(t)mi + φ j(t)m jmi + m j (A.4)
where mi and m j are the masses of particles i and j, respectively.
A.3 Euclidean Minimum Spanning Tree (EMST)
A disadvantage of both the IEM and MC models is that mixing does not occur
locally in composition space. This can lead to non-physical behavior such as
the mixing between products and reactants. The EMST mixing model [19] was
developed to remedy this problem by mixing locally in composition space. In
this model, an EMST is formed within each cell at each mixing step. This is the
minimum length set of edges connecting all the particles to at least one other
particle. Particles mix only with their neighbors in the EMST, which causes the
mixing to be local in composition space.
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