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ABSTRACT
The introduction of the silicon photomultiplier (SiPM) has had a significant impact
on the field of scintillator-based radiation detection. The SiPM provides photosensitivity and gain performance similar to that of traditional photomultiplier tubes,
combined with the small size, low cost and ruggedness associated with solid-state
technology. Alongside recent advances in organic scintillators and high-speed digital
technologies, SiPMs offer the prospect of developing light-weight and reliable
neutron detection technologies for novel industrial and security applications.
This thesis describes the development of radiation detectors using scintillators with
SiPM readout and digital pulse processing (DPP); a particular focus being the use of
pulse shape discrimination (PSD) to separately measure fast-neutrons and gammarays in mixed radiation fields. Digital algorithms were developed for the effective
handling of the SiPM signals, with a genetic algorithm used to automatically
optimise the filters used for pulse shape analysis. Efficient PSD was demonstrated
down to electron-equivalent energies of 127 keV using a stilbene organic singlecrystal, and 391 keV using a novel EJ-299-34 plastic scintillator. The DPP
techniques were implemented on an embedded digital signal processor (DSP),
allowing detection and analysis to be carried out in real-time.
The combination of SiPM-based, EJ-299-34 scintillator detector and DSP-based
processing represents an inexpensive and compact system for the efficient
measurement of fast-neutrons with gamma-ray rejection. The system was trialled as
an online monitor for fast-neutron sources used in industry. Simultaneous, real-time
logging of radiation arrival time, energy and type enabled the output of a pulsed
Deuterium-Tritium neutron generator to be logged. The generator’s switching
characteristics were determined for a range of operating configurations, allowing the
operation of the generator for prompt neutron-gamma analysis applications to be
optimised.
An SiPM-based neutron survey meter, with drastically reduced size and weight
compared with traditional instruments, was also demonstrated for use in homeland
security and radiation protection applications. Monte Carlo simulations were used to
design the detector and to calibrate its response, with the detector then used to
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measure neutron spectra and assess ambient equivalent dose-rates in a range of
mixed-radiation fields.
Finally, an SiPM-based thin-tile detector was developed for use in a fast-neutron
tracking system. A number of designs were constructed and characterised, with the
detector successfully optimised to improve energy resolution and to allow the
detection of low-energy events.
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1 INTRODUCTION

The detection and measurement of neutrons is vital to a wide range of fields
including homeland security, radiation protection and scientific research. Being
neutral particles, neutrons can be highly penetrative and challenging to measure.
Detection generally relies on the neutron first interacting with a material to produce
energetic charged particles. An appropriate material may then be used to measure
ionisation produced by these secondary particles.
Scintillators are materials that produce a brief flash of light when excited by ionising
radiation. With a wide range of scintillating materials available, one containing
elements appropriate for neutron conversion may be selected. Examples include
hydrogen-rich organic scintillators relying on proton recoil and scintillators loaded
with isotopes suitable for neutron capture. This approach allows the secondary
charged particles to be measured in the same volume that they are produced,
providing an efficient and reliable technique to detect neutrons.
A scintillation detector requires a suitably low-noise and sensitive photo-detector to
turn the faint scintillation light into a measurable electronic signal. The vacuum
photomultiplier tube (PMT) has long been the photo-detector of choice for this role,
providing high gain, low noise and photon-detection efficiencies well suited for
scintillator readout. However there exist many potential applications for scintillation
detectors where the use of PMTs is inconvenient, due to one or more factors
including their high cost, size, fragility, high voltage operation and sensitivity to
magnetic fields.
Until recently, alternative photo-detectors did not deliver the performance typical of
vacuum devices. However, this situation started to change with the introduction of
the Silicon Photomultiplier (SiPM) in the 1990s [1]–[3]. SiPM technology has now
matured to a point where commercial SiPMs have performance characteristics
approaching those of PMTs, while exhibiting the small size, ruggedness, low power
draw and low cost associated with solid state technology. The SiPM is undergoing
wide-spread adoption in scintillation detection, allowing scintillation x-ray and
gamma-ray detectors to be used in ways that were previous infeasible. This thesis
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develops this idea, with a particular focus on the role that SiPMs might play in
neutron detection.
1.1

Aim

The aim of this work is to investigate the use of SiPM to produce efficient, low cost,
and compact radiation detectors, with emphasis on fast neutron measurements. Of
particular interest is the use of pulse shape discrimination (PSD) techniques to
separately measure neutrons and gamma-rays in mixed radiation fields. This thesis
will describe the development of the entire detection system, from the selection and
assembly of the detector components, to the design of the electronic readout utilizing
novel digital pulse processing techniques.
Once a complete system is realised, its application as a neutron survey instrument for
radiation protection and homeland security will be explored. Further, the application
to monitoring fast neutron sources used in industry will also be demonstrated.
1.2

Overview

This thesis is divided into three main sections. Part I contains the introduction and
literature review chapters. Chapter 2 introduces the techniques adopted for detection
of neutrons and gamma-rays through scintillation. The characteristics and operating
principles of the Silicon Photomultiplier are examined in Chapter 3. SiPM signal and
noise characteristics are discussed, particularly where they present a challenge for
effective signal handling.
Part II covers the development of SiPM-based radiation detectors using digital pulse
processing. Chapter 4 describes the equipment and algorithms developed for the
software-based pulse-mode processing of SiPMs signals. This includes the
development and testing of a genetic algorithm (GA) heuristic for the optimisation of
pulse shape discrimination (PSD). Chapter 5 covers gamma-ray spectroscopy
performed using small inorganic scintillators with SiPM readout and digital pulse
processing. Chapter 6 details pulse shape discrimination (PSD) measurements using
organic scintillators with both SiPM and conventional PMT readout. A stilbene
single-crystal and newly developed EJ-299-34 PSD plastic scintillator were
characterised and used to measure mixed neutron/gamma-ray fields, with results
published in [4] and [5]. Chapter 7 details the implementation of the digital pulse
processing techniques on embedded hardware suitable for compact instrumentation.
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Part III follows the demonstration of SiPM-based neutron detectors in a number of
applications. In Chapter 8, the development of a thin scintillator tile detector for use
in a multi-layer fast neutron tracker is covered. This details the design,
characterisation and demonstration of a number of prototype detectors, also
published in [6], [7]. Chapter 9 details the use of a SiPM-based PSD plastic
scintillator detector and digital hardware for on-line monitoring of fast-neutron
generators used in industry. The switch-on characteristics of a pulsed Thermo-Fisher
A-325 Deuterium-Tritium (DT) neutron generator was measured, with the results
published in [8]. Finally, Chapter 10 investigates the use of the detection system in
the role of a hand-held neutron survey instrument. SCIRESP and MCNP neutrontransport codes were used to guide the instruments design and calibrate its response.
The instrument was subsequently used to survey example mixed radiation fields in
the lab.
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2 SCINTILLATION DETECTION

A scintillator is a material that produces prompt fluorescence when excited by
ionising radiation. Solid or liquid scintillators are often used where high detection
efficiency or large sensitive volumes are necessary. Because light is being collected
in the active volume, rather than charge, scintillator detectors can support good
timing and high count rates even with large active volumes.
Scintillation occurs in materials possessing an appropriate energy band structure,
whereby the interactions of energetic particles may excite electrons into a higher
energy states. The following relaxation of the excited electrons may cause some of
the excess energy to be emitted as fluorescence. As there is a broad range of
scintillating materials available, a material with the most suitable properties may be
selected for the particular application. This makes scintillation a highly versatile
detection modality.
Radiation detection via scintillation relies on a series of processes. Ionising radiation
interacts within the scintillator volume, producing a brief flash of light. In the case of
neutral particles, the particles needs to first interact to produce energetic charged
particles. A photo-detector is used to convert this light into an electronic signal.
Finally, specialised electronics are used to amplify and process the signals for the
desired information. Often this processing is performed on a pulse-by-pulse basis,
extracting information related to each individual interaction such as the type of
interacting particle, the time it arrived and the energy deposited.
The following is an overview of neutron detection using scintillation, detailing the
interactions relevant for detection, the scintillators used for various applications, the
current state of the art in photo-detection and the electronics used for signal
processing. The detection of gamma radiation is also discussed, as gamma-rays often
accompany neutron fields, presenting an additional challenge for neutron
measurements.
2.1

The Interactions of Indirectly Ionizing Radiation with Matter

Ionizing radiation describes radiation capable of interacting with and liberating
atomic electrons, ionising their host atoms. The ways in which radiation deposits
energy in matter are central to both their detection and the ways in which they can
pose a threat to living organisms. Ionizing radiation encompasses a wide variety of
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particles and energetic electro-magnetic radiation. Fast-moving charged particles,
including fast electrons, protons and nuclei, may interact directly with electrons
through coulomb forces and are categorized as directly ionising radiation.
Neutrons and electromagnetic electro-magnetic gamma and x-rays carry no net
charge, so are types of indirectly ionizing radiation. As such, they can travel large
distances through materials without energy loss. When they do interact, they may
create energetic charged particles through mechanisms including absorption, elastic
and inelastic scattering. These secondary charged particles may then produce
ionisation in the surrounding material.
2.1.1 Gamma-ray Interactions
High energy photons, gamma-rays and x-rays, primarily interact to produce energetic
secondary electrons. The interactions relevant to detection are the photoelectric
absorption, Compton scattering and pair-production1.
In photoelectric absorption, all the incident photon’s energy is transferred to an
atomic electron, which is then ejected from the atom. Part of this energy is used in
overcoming the electron’s binding energy, while the remaining energy is carried
away as kinetic energy [9]. The subsequent relaxation of the atomic electron
structure can produce characteristic x-rays and Auger electrons.
Compton scattering involves the photon scattering inelastically from an electron. The
amount of energy transferred to the electron depends on the angle of scatter, with the
scattered photon carrying off the remaining energy. Finally, a photon with energy
exceeding twice the rest-mass energy of an electron may also interact in the field of a
nucleus to produce an electron-positron pair. The photon disappears, with the excess
energy shared between the electron and positron. The positron eventually meets
another electron and annihilates, producing a pair of approximately back-to-back
~511 keV gamma-rays.
2.1.2 Neutron Interactions
Like gamma-rays, neutrons are uncharged. However, as nucleons subject to the
strong nuclear force, neutrons primarily interact with nuclei rather than electrons. In

1

Rayleigh (coherent) scattering will not be considered for this discussion as it does not result in a net
transfer of energy to the target material.
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neutron detection, reactions that produce energetic charged particles are of primary
interest [10]. These include elastic and inelastic scattering, neutron-capture and
neutron-induced fission.
Neutron scattering occurs when the neutron transfers some energy to the target
nucleus and continues on with the remaining energy. These interactions may be
further be categorized as either elastic and inelastic scattering. During elastic
scattering, the total kinetic energy of the neutron and nucleus is conserved. For the
neutron energies measured in this work (< 20 MeV) this process is approximated by
classical kinematics, derived using the conservation of linear momentum and kinetic
energy [9]. Figure 2.1 shows the elastic scatter of a neutron as seen in the laboratory
frame of reference, where the target nucleus is considered to be at rest.

Figure 2.1 A neutron elastic scatter in the lab frame of reference, resulting in a
scattered neutron n' and recoil nucleus R.
The energy Q transferred by the neutron to the recoil nucleus depends on the original

energy of the neutron En, the mass of the target A, and the nuclei scattering angle :


 =  

cos ,

(2.1)

where A is in atomic mass units. The maximum energy transfer between a neutron
and a given target occurs in a head-on collision, where the scattering angle is  ≅ 0°.

Conversely, a glancing scatter ( ≅ 90°) will transfer only a small portion of the
neutron's energy to the recoil nucleus.

As a consequence of recoil kinematics, lighter nuclei allow a greater proportion of
the neutron energy to be transferred in a single scatter. The entire neutron kinetic
energy may be transferred to a hydrogen nucleus (where A = 1) in a single scatter,
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which leads to the widespread use of hydrogenous materials for detecting and
shielding against energetic neutrons.
Unlike elastic scattering, where the neutron's kinetic energy is shared between the
recoil proton and scattered neutron, inelastic scattering involves some of the
neutron’s kinetic energy being absorbed by the nucleus, leaving it in an excited state.
The target nucleus may then de-excite with the emission of a characteristic gammaray or through the reconfiguration of the nucleus, which can result in the release of
one or more sub-atomic particles. The occurrence of inelastic scatter relies on the
neutron having sufficient kinetic energy to excite the nucleus into a higher energy
state. As such, each nucleus has an energy thresholds below which inelastic
scattering will not occur.
In neutron capture, the neutron is absorbed by the target nucleus producing a new,
often radioactive, isotope. The daughter isotope may then decay through a number of
modes, which may result in a variety charged and uncharged energetic particles
including, gamma-rays, neutrons, protons, alphas and other nuclei. Similarly,
neutrons may smash a nucleus into a number of smaller fragments through neutroninduced fission. As some capture and fission reactions are highly exothermic,
neutrons with otherwise insignificant kinetic energies may still produce significant
ionisation in matter. Due to this, the neutron energies relevant for radiation safety
and detection span a significantly wide energy range from thermal energies (a few
meV) to several MeV and higher.
Neutrons may be classified according to their energy, although the precise definitions
depend on the field of research. Fast neutrons are neutrons with sufficient kinetic
energy to generate ionisation via scattering interactions, roughly with energies
10 keV and above [11]. Neutrons above 20 MeV are considered relativistic.
After enough scattering interactions, a beam of fast neutrons approaches the
Maxwellian energy distribution of the surrounding material. At room temperature
(300 K) the energy distribution peaks at ~25 meV. Neutrons in this energy region are
classified as thermal and will tend to linger at this energy until capture. There are a
number of energy bands between the thermal and fast including epithermal, slow and
intermediate bands.
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2.1.3 Secondary Particles
After the initial interaction of the gamma-ray or neutron, the resulting energetic
charged particles are responsible for ionising the surrounding material. The
secondary particle’s charge, energy and mass dictate how it moves and deposits
energy. The stopping power describes the rate at which charged particle loses energy
along its path, typically expressed in MeV cm2/g. The stopping power may be
divided into the contributions resulting from different mechanisms of energy loss.
The collision (electronic) stopping power indicates the loss through ionising atoms
and exciting electrons. The nuclear stopping power describes the energy lost by
heavy charged particles through scattering off nuclei, which does not cause
ionisation. Radiative stopping power describes energy lost through bremsstrahlung
and at the energies of concern here is only significant for lighter particles like
electrons [11].
A property of particular interest is the density of ionisation produced along the
particle’s track. This is described by the linear energy transfer (LET), which
measures the amount of energy deposited by the particle along its track per distance
travelled. The LET is often expressed in keV/µm. Unlike the stopping power, it does
not include energy lost by the particle which produces ionisation a significant
distance from the path. For example, the ionising particle may transfer significant
energy to an ionised electron that it forms a track of its own, called a delta-ray [12].
The restricted LET (L∆) excludes losses to delta-rays above a certain energy
threshold ∆, while the unrestricted LET (L∞) is equal to the collision stopping power
[11]. In this work LET will, unless otherwise stated, refer to the unrestricted LET.
Figure 2.2 shows the unrestricted LET as a function of energy, calculated for various
particles travelling in water [13]. Electrons have a low charge-to-mass ratio, so
produce relatively sparse ionization for the majority of their path. Further, a
significant proportion of energy is dispersed through radiative bremsstrahlung
interactions and by delta-ray production. Heavy charged particles produce much
greater LETs, particularly as the particle slows, which leads to a region of very dense
ionisation towards the end of their path called the Bragg peak. An example Bragg
curve for a 1 MeV proton, exhibiting the Bragg peak, is shown in Figure 2.2.
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Figure 2.2 Electronic stopping power for various particle types in water (left) and
the calculated Bragg curve of a 1 MeV proton in water (right). Calculated stopping
power data from NIST [13].
While the Stopping Power and LET concepts do not apply directly to neutrons and
gamma-rays, the properties of their associated secondary particles are important.
Gamma-rays primarily interact to produce low LET energetic electrons and
positrons. Meanwhile, a significant proportion of neutron interactions produce high
LET particles such as protons, alphas and other nuclei. The precise mix of particle
types depends strongly on the neutron energy and target material.
The high LET associated with neutron secondary particles has a number of important
factors for working with and detecting neutrons. Scintillators tend to respond
differently depending on the ionisation density. The LET also modifies the
radiobiological effect of ionization, whereby neutron interactions can cause
drastically greater damage than gamma-rays depositing the same amount of energy.
The significance of this with relation to measuring neutron dose will be discussed in
greater detail in chapter 10.
2.2

Scintillators for Gamma-Ray Detection

Scintillators may be used for detecting photons of a few keV and above, specifically
hard x-rays and gamma-rays (γ-rays). For gamma-ray spectroscopy, a chain of
interactions leading to the full deposition of the gamma energy in the scintillator are
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useful for characterising the energy distribution of a gamma field. These produce
photopeak in the measured scintillation spectrum, corresponding to the energy of the
gamma-ray.

The

escape

of

Compton-scattered

and

annihilation

photons,

characteristic x-rays, and other secondary particles provide mechanisms by which not
all the gamma energy is deposited in the scintillator volume. This leads to additional
features appearing in a gamma spectrum, such as the Compton continuum and
various escape peaks [9].
EGSnrc [14] Monte Carlo code was used to simulate the energies deposited by a
beam of 2 MeV gamma-rays incident on cubic scintillators with 4 cm edges. Figure
2.3 shows the distribution of deposited energies in a CsI inorganic crystal scintillator.
The spectrum exhibits a significant photopeak corresponding to the full deposition of
the gamma-ray energy. Other features include the Compton continuum, produced
when Compton scattered gamma-rays escape the scintillator, and the escape peaks
where one or both of the 511 keV positron annihilation gammas escape the
scintillator. For comparison, Figure 2.4 shows the energies deposited using a
polyvinyltoluene-based (PVT) plastic scintillator of the same dimensions. Due to the
low density and the low atomic mass of its constituent atoms, the Compton
continuum is the dominant feature in the spectrum. In measured energy spectra the
displayed features are generally smeared by resolution and linearity effects
associated with the scintillator, photo detector and readout.
For gamma-ray detection, scintillators containing elements with high atomic number,
Z, are often preferred. The motivation is two-fold: first, the high density associated
with high-Z materials provide high detection efficiency for given volume and
reduced chance that secondary particles escape the detector volume. Secondly the
cross section for photoelectric absorption increases significantly with Z, further
assisting the total absorption of gamma-ray energy [9].
The benefits of dense, high-Z materials lead to the wide-spread use of inorganic
crystals for gamma-ray detection. Their use is further encouraged by the high
scintillation light yield available from some types of crystal, which contributes to
good energy resolution.
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Figure 2.3 Simulated energies deposited by a beam of 2 MeV gamma rays in a CsI
scintillator. The partial escape of gamma-rays energy produces various features to
appear in the measured energy spectrum.

Figure 2.4 Simulated energies deposited by 2 MeV gamma rays incident on a PVTbased scintillator. Very few incident gamma-rays deposit their full energy in the
scintillator due to the low density and atomic mass.
Scintillation in inorganic scintillators is due to the band structure set up by the crystal
lattice. In a pure crystal, the lattice sets up a lower valence band, separated by a band
gap from the conduction band. At room temperature, most electrons occupy the
11

valence band. By absorbing energy exceeding the band gap, the valence electron may
be excited into the conduction band, forming an electron-hole pair. With the
recombination of a charge pair, the excess energy may be released at light. However
in a pure crystal this tends to be an inefficient process [9].
To improve scintillation efficiency, the crystal may be doped with impurities called
activators. These are chosen to introduce energy levels that sit within the band-gap.
Conduction electrons may migrate to one of these luminescent centres and return to
the valence via these intermediate energy levels, producing photons at longer
wavelengths. This allows less overlap between the emission and crystal absorption
spectra, reducing self absorption. The production of fluorescent light then depends
on the characteristic lifetime of the activator excited state, which tends to be in the
range of 10 ns to a few µs.
2.3

Scintillators for Neutron Detection

Neutron detectors generally fall into two broad categories according to what kind of
interaction is used for detection. Detectors relying on scattering reactions are only
sensitive to neutrons with sufficient kinetic energy and will be referred to as fastneutron detectors. Meanwhile, those relying on exothermic nuclear reactions
interactions are generally more suitable for low energy neutrons and so will be
referred to as thermal neutron detectors.
2.3.1 Fast Neutron Detection
Fast neutrons have sufficient kinetic energy that they may be detected via the
deposition of energy through neutron scatter. As mentioned earlier, hydrogen nuclei
have a similar mass to the neutron and may receive the entirety of the neutron's
kinetic energy in a single head-on elastic scatter. Organic scintillators, being largely
made up of carbon and hydrogen, are widely used for the detection of fast neutrons.
Organic scintillator detectors rely primarily on the scintillations produced by proton
recoil [15]–[17]. With hydrogen nuclei, the differential neutron scattering crosssection is approximately isotropic in the centre-of-mass frame [9], [18]. As a
consequence, a beam of mono-energetic fast neutrons produce an approximately flat
distribution of recoil proton energies, ranging from zero to the incoming neutron
energy. Unless the organic scintillator is very large, with volumes of the order of
~10 L, an incoming fast-neutron is unlikely to deposit the entirety of its kinetic
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energy in the scintillator [19]. The scintillators used in this work will not exhibit full
energy peaks for fast-neutrons; instead, each neutron-energy may be expected to
produce an approximately flat distribution associated with single proton-recoils.
Measuring the energy distribution of fast-neutron fields with such scintillators often
relies on characterising the detector's response to neutrons of different energy and
numerically de-convolving (unfolding) the neutron-spectrum from the measured
recoil spectrum [20], [21].
Organic scintillators are based on aromatic compounds with planar molecules built
up mainly from condensed or linked benzenoid rings [15], [16]. A characteristic of
these molecular structures is that a number of the valence electrons are delocalised
and occupy so-called π-orbitals. Energy transitions made by these π-electrons
provide the mechanism behind organic scintillation.
The π-electrons spins may be paired, giving rise to singlet (S) states, or unpaired
producing triplet (T) states. Each electronic state has associated with it a number of
vibrational levels above the base-state. Absorption of energy by ionising radiation
populates the various S1 (or higher) levels. These decay non-radiatively to the base
S1 level through relaxation. The based level may subsequently decay to one of the
ground S0 levels with the release of the excess energy as a photon. Singlet states tend
to have mean lifetimes in the range of 1 to 80 ns [16], giving rise to prompt
fluorescence. The partial loss of energy through non-radiative transitions produces a
Stokes shift [9]; where the emission spectrum tends to contain longer wavelengths
than the absorption spectrum. This is important as it allows the scintillator to be
transparent to its own emission.
There are processes that compete with those that produce prompt fluorescence. The
S1 state may undergo internal conversion to a vibrational level of S0, which can decay
non-radiatively.

The S1 state may alternatively make an inter-system crossing,

entering a T1 triplet state. The decay of the triplet state to the ground state is strongly
forbidden due to the multiplicity selection rule [16]. Being of lower energy, an
electron in the triplet state cannot readily return to the singlet state. This leads to a
slow decay of triplet states through longer wavelength phosphorescence. The energy
transitions leading to fluorescence and phosphorescence are displayed in Figure 2.5.
In many situations, prompt fluorescence provides the majority of the useable
scintillator output. However, two triplet states in close proximity may interact to
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produce an excited singlet in a process called triplet-triplet annihilation. The singlet
state may then decay as normal to produce delayed fluorescence, as illustrated in
Figure 2.6. In conditions where the triplet annihilation process is significant, the
scintillation output exhibits an additional slow component with time constants
greater than 100 ns, but with wavelengths similar to the prompt component.

Figure 2.5 Energy level diagram of a unitary organic scintillator, showing the
mechanisms for prompt fluorescence and phosphorescence.
Organic crystals such as stilbene and anthracene are unitary scintillators, containing
only one species of molecule. Liquid and Plastic scintillators are binary or higher
order scintillators. A binary scintillator is made up of the solvent and the solute. The
solute is chosen such that its excited states have lower excitation energies than the
corresponding solvent levels, playing a role similar to the activators in the inorganic
scintillators. Once the solvent is excited by the ionising particle, the excitation
energy of the solvent state is efficiently transferred to the corresponding solute state,
i.e. the solvent S1 to the solute S1. The subsequent de-excitation of the solute is
responsible for producing the scintillation light. Triplet-triplet annihilation of the
solute is responsible for the delayed fluorescence in this case [22]. Ternary and
higher-order scintillators contain additional dyes, usually to extend the scintillation
wavelengths.
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Figure 2.6 The interaction of two triplet states may produce delayed fluorescence,
the mechanism behind pulse shape discrimination. The delayed fluorescence has the
same wavelengths of prompt fluorescence while exhibiting longer decay times.
The type and energy of the ionising particle can have a significant impact on how an
organic scintillator responds to the deposited energy. With increased ionisation
densities (i.e. high LET particles), excited states may be in close enough proximity to
interact with each other. The interaction of states can provide additional nonradiative paths for de-excitation, leading to a reduced scintillation yield in a process
called quenching. The relative scintillation yield for a given deposited energy
reduces with increasing LET [23]. This leads to heavy charged particles producing
less scintillation light than electrons of the same energy [24]. While the response of
organic scintillators to electrons is reasonably linear for energies between 100 keV to
10 MeV, heavy charged particles exhibit significant non-linearity in this range due to
the increase in mean LET at lower energies. Particle energies measured using organic
scintillators are often stated in electron-equivalent energy (eVee), calibrated using one
or more gamma-ray sources.
Figure 2.7 shows the response of the previously simulated cubic PVT-based plastic
scintillator to 14 MeV neutrons. These simulations were run using SCIRESP Monte
Carlo code, later detailed in chapter 10. The spectral endpoint, corresponding to the
maximum 14 MeV proton recoil energy being only produces the light yield
equivalent to a 7 MeV electron due to this LET effect. The measured scintillation
spectrum tends to depart from the idealised rectangular shape due to this scintillator
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non-linearity, with further contributions from resolution effects, double scatters and
neutron interactions with carbon [9].

Figure 2.7 Simulated response of a PVT plastic scintillator to 14 MeV neutrons.
High ionisation densities also encourage the population and subsequent annihilation
of triplet states, leading to an increase in delayed fluorescence. For TTA to occur the
separation between the two triplet states needs to be of the order of ~0.1 nm [25]. In
some types of scintillator, this effect is strong enough that the scintillation emission
profile due to high LET particles has a pronounced slow tail. This may then be used
to identify the type of ionising particle causing the emission by characterising the
temporal profile (or pulse shape) of each scintillation event [26]. This technique is
known as pulse shape discrimination (PSD).
2.3.2 Pulse Shape Discrimination
An issue that commonly arises with fast neutron detection is that organic scintillators
are also sensitive to gamma-ray radiation. Gamma-ray induced scintillations may
present a background that limits the effective measurement of fast neutron flux.
Sources of gamma-rays include natural background, emission from the neutron
source, and gamma-rays produced as a result of neutron interactions with the
surrounding materials. This is a situation where PSD is of great use, allowing the
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separated measurement of mixed neutron / gamma-ray fields through analysis of the
scintillation shapes produced by the radiation.
Useful PSD has been known for a long time in some types of liquid scintillators and
some organic crystal scintillators [27]. Liquid scintillators are well suited for
efficient, large volume detectors. Many liquid scintillators are based on flammable
aromatic solvents, posing a safety hazard, although there exist some non-flammable
alternatives [28], [29]. Another issue is that oxygen quenches the PSD properties of
the liquid, requiring the enclosure to be hermetically sealed [16].
Stilbene and anthracene are solid organic crystals that exhibit useful PSD. Whilst
avoiding some of the handling difficulties of liquid scintillators, they are difficult to
produce in large volumes. Stilbene has a high thermal expansion coefficient, so
directly handling Stilbene is enough to crack the crystal [30]. Furthermore, the
response of stilbene to heavy charged particles is anisotropic [16], with the light
yield depending on the particle's direction with respect to the crystal axis.
Plastic scintillators are generally an attractive alternative to liquids and organic
crystals, as they may be milled or cast into many geometries, are inexpensive to
produce in volume, and are straightforward to handle. In the past, plastic scintillators
have exhibited limited fast-neutron/gamma PSD capability [27], [31]. A notable
exception was Plastic 77 [32], however its scintillating properties proved unstable
over time, and later attempts to replicate the formula were unsuccessful [33].
Recently, a plastic scintillator exhibiting efficient PSD was invented at Lawrence
Livermore National Lab [34]. The inventors discovered that the PSD properties of
polyvinyltoluene (PVT) based plastic scintillators were greatly enhanced by using
high doping levels (10-30% by weight) of 2,5-diphenyloxazole (PPO) fluorescent
dye. It is thought that the high doping concentration facilitates the triplet-triplet
annihilation associated with the PSD effect. This also explains why efficient PSD is
possible in liquid scintillators at much lower concentration of dyes, due to the
molecular diffusion allowed by the liquid. The plastic scintillator is currently being
commercialised by Eljen Technology [35]. Plastic scintillators with PSD capabilities
are also being developed elsewhere [25], [36]–[38].
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2.3.3 Scintillators for Thermal Neutron Detection
At thermal and intermediate (between thermal and fast regions) energies, neutrons
have insufficient kinetic energy to generate significant ionisation through scattering
interactions. The detection of thermal neutrons relies on materials with large capture
cross-sections at low energy, leading to reactions producing charged particles with
significant energy. Commonly used targets include helium-3:
3

He + n  3H + 1H + 765 keV,

boron-10:
10

B+ n  7Li + α + 2.79 MeV (6%)
 7Li* + α + 2.31 MeV (94%) ,

and lithium-6:
6

Li + n  3H + α + 4.78 MeV.

Similarly, fissile materials can be used for detection via the production of energetic
fission fragments [9]. As shown in Figure 2.8, the likelihood for these capture
reactions falls rapidly with increasing neutron energy, with the cross-section
approximately inversely proportional to the neutron velocity. These detectors are
most efficient at detecting lower energy neutrons, and will be referred to as thermal
neutron detectors. The response to higher energy neutrons can be enhanced by
introducing a moderating material around the detector [39]. Higher energy neutrons
thermalise in the moderator before being captured in the active detector element.
This technique forms the basis of many detectors for measuring a wide range of
neutron energies.
One of the most widespread and successful technologies for measuring low energy
neutrons is the 3He proportional tube. However, with 3He now in short supply there
is increasing interest in alternative technologies using
based on scintillation [40]–[42].
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10

B and 6Li, some which are

Figure 2.8 Cross-sections for neutron capture reactions commonly used in neutron
detectors. Data is from ENDF/B-VII.1 [43]
Once a nucleus captures a neutron and subsequently decays, the resulting energy
emission can be detected using a scintillator. One method of detection is to
incorporate the above-mentioned isotopes into an organic scintillator. As with fast
neutron detection, gamma-ray sensitivity can be a complicating factor. If a PSDcapable scintillator is used, PSD can be used to discriminate the neutron capture
products from gamma-rays. Compounds containing Boron-10 [44], [45] and
Lithium-6 [46] have been incorporated into PSD liquid scintillators. The recently
developed PSD plastic has also been successfully loaded with Lithium-6 [47] and
Boron-10 [48]. As the decay products provide even higher average LETs than
protons of similar energy, the PSD technique can often be used to discriminate
between fast neutron recoils and capture interactions. The higher LETs also result in
scintillation light yields that are further reduced compared with both protons and
electrons. Capture-gated neutron spectroscopy is a technique that uses PSD-capable,
loaded scintillators to detect both the scattering interactions of the original fast
neutron, and the eventual capture of the neutron several hundred ns later [49].
Neutron capture isotopes have also being incorporated into a range of inorganic and
glass scintillators. One example is Lithium-6 loaded, cerium-doped glass scintillator.
Like organic scintillators, the glass has a reduced response to higher LET particles.
The 4.8 MeV scintillations have a similar output to a ~1 MeV gamma. As with
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organic materials, it is not possible to reliably reject gamma-rays according to pulse
height. A detector’s sensitivity to gamma-rays may be reduced by reducing the
dimensions of the scintillator below the typical range of gamma-ray excited
electrons. This reduces the energy the electron may deposit in the scintillator before
escaping. Another workaround is to compare the count rates from scintillators with
varying enrichment of Lithium-6. This has been used to make a pocket
neutron/gamma detector [50].
Lithium-6 enriched, europium-activated lithium iodide (6LiI:EU) is a similar
detector. The scintillator has a higher relative response for the high LET particle, and
so a large proportion of gamma-rays may be rejected just on pulse height, relying on
the fact that the gamma-ray energy is typically less than the energy released in the
neutron capture reaction. This material has been used in a number of successful
neutron detectors [39]. Cs2LiYCl6:Ce (CLYC) scintillator has been enriched with
lithium-6 to produce an efficient thermal neutron detector. The crystal exhibits strong
pulse shape discrimination properties, so neutron capture events may be separated
from gamma-rays according to shape [51]–[53]. CLYC may also be used for gammaray spectroscopy [54].
Another form of thermal neutron detector consists of a mixture of small 6LiF and
ZnS:Ag crystals, usually dispersed in a clear binder. ZnS:Ag is a very high light
output scintillator that may be excited by decay products from a neighbouring 6LiF
particle. Due to the poor transparency of the mixture, this material is generally
produced in thin sheets. Due to low electron energy loss in the small ZnS:Ag
particles, 6LiF/ZnS sheets are relatively insensitive to gamma-rays [55]. Fast neutron
detectors using ZnS have also being developed, based on recoiling protons from a
hydrogenous converter into the ZnS scintillator. Often these use concentric rings of
plastic converter and ZnS scintillator, based on the design by Hornyak [56]. These
have a similar insensitivity to gamma-rays as the thermal detectors.
2.4

Photo-Detection

The use of a scintillator for radiation detector requires a photo-detector to convert the
scintillation light into a measurable electrical signal. There is a large range of photo
detectors available, although most fall into two main categories: vacuum and solidstate devices
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2.4.1 Vacuum Photo-detectors
Vacuum photo-detectors rely on the photoelectric emission of electrons into an
evacuated (typically glass) envelope. The photo-sensitive element of a vacuum
photo-detector is the photocathode. Photons with energy exceeding the electric work
function of photocathode may liberate electrons from the surface into the vacuum.
The photoelectrons are then swept to an electrode by the application of an electric
field. If an electron of sufficient energy strikes the electrode it can liberate one or
more electrons from the electrode surface through secondary emission, thus
providing a mechanism to multiply charge. The electrodes used as the target for
secondary emission are called dynodes.
The most ubiquitous vacuum photo-detector is the vacuum photomultiplier tube
(PMT). The PMT uses a photocathode in conjunction with multiple dynode stages
[57]. The bias between each successive dynode is a few hundred volts, sufficient to
produce a cascade of electron multiplication. The electrons are finally collected at the
anode as the signal. The final dynode also provides a viable signal output, recording
the net loss of secondary electrons travelling on to the anode. The PMT provides a
significant gain, defined as the number of electrons produced in response to a single
photoelectron. A diagrammatic representation of PMT operation is shown in Figure
2.9. Typical PMT gains are of the range of 105 to 107. Such high gains allow even
single photons to be detected above the electronic noise of the readout circuit.

Figure 2.9 Simplified representation of the components of a vacuum PMT.
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The head-on type of PMT is often used in scintillation detectors. The head of the
PMT is a glass window with a thin, semitransparent photocathode coating the inner
surface. The quantum efficiency (QE) of a PMT describes the probability that a
photon impinging on the window will generate a photoelectron from the photo
cathode that then subsequently produces a detectable pulse. The QE depends on the
material and thickness of the window and photocathode. The QE is a function of
photon wavelength and often peaks around 25%, although some more recent designs
can reach ~45% [58] .
In many ways, the PMTs are the ideal photo-detector for detecting the faint light
signals from scintillators. They provide large gain with low noise characteristics.
Extensive research and development over many years has produced PMTS wellsuited for a wide range of applications. Active areas up to 50 cm can allow excellent
coupling to larger scintillators [59]. PMTs can be designed to provide a fast response
to light signals, with ns pulse widths and sub-ns coincidence timing resolution
possible using fast scintillators.
Despite their excellent performance characteristics, PMTs do have some drawbacks
that prevent or limit their use in many applications. Their complexity makes them
expensive to manufacture. They rely on high-voltage sources to operate. PMTs tend
to be vulnerable, easily damaged by impacts and excessive light. They are also
sensitive to magnetic fields, typically requiring shielding against even the earth's
magnetic field. Their size does not lend them to compact, cost-sensitive applications.
The micro-channel plate photomultiplier (MCP-PMT) is an alternative type of
vacuum photo-detector with low noise and excellent timing capabilities. The use of
the MCP in place of a traditional dynode chain greatly reduces the size and magnetic
sensitivity of the device [60]. Unfortunately, these tend to be even more expensive
than traditional PMTs so there continues to be wide interest in alternative
technologies for scintillation readout.
2.4.2 Solid state photo-detectors
Solid-state photo-detectors represent a family of light sensing devices based around
semiconducting materials. The semiconductor materials form a well-defined
electronic band structure, where photons of sufficient energy may excite valence
electrons into the conduction band. Each electron excited into the conduction band
22

leaves a hole. In a pure semiconductor the concentration of holes and electrons are
equal. However, impurities may be introduced to the semiconductor to produce an
excess of electrons or holes. This results in what is known as an extrinsic
semiconductor, with n-type semiconductors having an excess of electrons and p-type
an excess of holes.
Placing an n-type region alongside a p-type region, the excess electrons from the ntype diffuse towards the p-type region; holes diffuse in the opposite direction. At
equilibrium, this sets up an internal electric field across the p-n junction. In this
junction is a depletion region, where there are no free carriers available for
conduction. The p-n junction is often used as a diode, which ideally transmits current
in only one direction. These structures also have extensive use as solid-state photo
detectors, with charge pairs produced by photon interactions in the depletion layer
swept to opposite sides of the junction by the internal electric field.
Solid state devices present an attractive alternative to vacuum technology, having an
inherent ruggedness, compactness and low-cost. Solid-state photo-detectors have
also benefited from rapid advances in other fields where semiconductor technology
now dominates, such as computing, communication and consumer electronics.
2.4.2.1 Photodiodes
One of the simplest and earliest examples of a solid state photo-detector is the
photodiode. This is a semiconductor device where light is allowed penetrate into the
diode junction. Impinging photons with energy exceeding the band-gap of the
semiconductor excite valence electrons into the conduction band, forming an
electron-hole charge pair. If this occurs within the junction, the electric field set up
by the junction sweeps the electron and hole to opposing sides of the device, where
the charge may be measured using an external circuit. The structure of the popular
PIN photodiode structure is shown in Figure 2.10. The PIN photodiode has the pand n- regions separated by a near-intrinsic region to extend the depletion (i.e.
sensitive) volume. While a photodiode can be operated without the application of an
external voltage, they are often reverse-biased to extend the depletion region across
the device volume, improving charge collection and reducing the effective
capacitance of the device.
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Figure 2.10 PIN Photodiode structure. Charge pairs produced in the intrinsic bulk
are swept to opposite sides of the device by the junction internal field. Above is the
symbol used to represent the photodiode in circuit diagrams.
Unlike vacuum photo-detectors, the photodiode does not rely on the photo electrons
escaping the surface. Consequently, the active volume can be made deep enough to
support quantum efficiencies above 80%.
The main downside of the photodiode is that it has no gain. Photodiodes operating in
pulse mode require extremely low-noise amplification circuits. These circuits tend to
be power hungry and impractical in many cases. The minimum detectable signal is a
few hundred photons, and reducing the influence of electronic noise involves
limiting the bandwidth to a few hundred kHz [61], which limits time resolution and
detection count rates. Finally, radiation can interact directly within the PD volume
and produce significant charge deposition. This is known as the nuclear counting
effect; the resulting pulses may present an unwanted background indistinguishable
from scintillation events.
2.4.2.2 Avalanche Photodiodes
If the charges in a semiconductor are sufficiently accelerated by an applied electric
field, they can produce secondary charge pairs though a process called impact
ionisation. The field strength required for impact ionisation in silicon is around
1.45×104 V/cm [62] for electrons and 2.5×105 V/cm for holes [63].
The Avalanche Photodiode (APD) introduces a region of high field to the photodiode
structure by placing heavily-doped p- and n- regions in close proximity. An example
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configuration is shown in Figure 2.11. When photoelectrons enter this region they
gain enough energy to generate further charge-pairs through impact-ionization. The
newly ionized secondary electrons may then be accelerated to cause further
ionisation. This provides a mechanism for charge multiplication, with gains typically
in the region of 50 to 200 [61].

Figure 2.11 Structure and corresponding electric field profile of a reach-through
APD. Photoelectrons produces in the bulk are swept towards the multiplication
region located at the rear of the device. The electrons and holes are collected on the
opposite sides of the detector.
The avalanche multiplication is a stochastic process, which means that the charge
produced in response to a photon can vary. This contributes significant excess noise
to APD-based detectors [61]. Similarly, non uniformity in the avalanche field can
also introduce a non-uniform response depending on where the impinging photon
interacts in the structure. This limits the practical size of APDs.
2.4.2.3 Geiger-Mode Avalanche Photodiodes
In conventional APD operation, the multiplication field is set at a level where only
electrons produce impact ionisation. The avalanche ceases once the electrons have
crossed the region of high field, providing a linear response. If the APD is operated
at a high enough bias that holes may also produce impact ionization, the avalanche
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multiplication can become self sustaining. The mechanism is demonstrated in Figure
2.12. The voltage at which the device begins to exhibit this positive feedback effect
is the break-down voltage, VBD.

Figure 2.12 Photo detection and charge multiplication propagation for photodiodes,
APDs and GM-APDs. In traditional APDs only electrons produce ionisation, so after
the electrons cross the multiplication zone the cascade ceases. Above break-down
both holes and electrons produce impact ionisation and sustained discharge may
occur [64].
Once triggered, if the APD is to remain above VBD the avalanche multiplication
could continue indefinitely, or until failure. This behaviour does not lend itself to
detection of more than one photon. However, there exist techniques to halt, or
quench, the break-down avalanche after a period of time. A Single Photon Avalanche
Photodiode (SPAD) or Geiger-mode APD (GM-APD) is designed to operate above
breakdown in conjunction with passive or active quenching circuit.
Passive quenching is achieved by using a series resistor, which limits the current
flow into the junction. The junction capacitance discharges until the diode voltage
drops below breakdown. After the discharge is quenched, the junction recharges
through the quenching resistor. Active circuits use comparators to detect the
breakdown current, this triggers the bias circuit to temporarily drop the bias voltage.
The active approach avoids the slow recharge associated with the passive technique
[65].
Both types of quenching circuit are designed such that the GM-APD generates an
approximately uniform current pulse in response to a photon. The gain of the pulse is
typically in the 105-106 range, sufficient for detecting single photons. Being only
capable of responding to one photon at a time, the GM-APD is effectively a digital
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device. This type of device has some application for measuring faint light sources,
however they have limited use in spectroscopic measurements.
2.4.2.4 The Silicon Photomultiplier
The response limitation of GM-APD type-detectors may be overcome by using many
independent GM-APDs to readout a common light source. Such a detector may
provide high gain while simultaneously being able to respond to multiple photons.

Figure 2.13 A 3×3 mm SiPM beside a 2” PMT. Both devices have roughly similar
light sensitivity and high built-in gain; however the SiPM has vastly reduced volume
and price.
This concept forms the basis of the silicon photomultiplier (SiPM), which was
invented during the 1990s [1]–[3]. The SiPM integrates a matrix of individuallyquenched GM-APDs, called micro-pixels, on a common silicon substrate. These
micro-pixels are connected in parallel to form a quasi-analogue photo-detector. The
output signal is the summation of Geiger discharge current pulses produced by each
individual micro-pixel. With the maturation of SiPM technology, solid state-devices
may now provide the photon detection efficiencies and high gains approaching those
of the traditional PMT. The SiPM detector is the basis of this thesis, and is discussed
in greater detail in the following chapter.
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2.5

Signal Processing

In response to scintillation light, photo-detectors generally produce a current pulse at
their output. Electronics are required to extract the information of interest from this
output signal. When the rate of energy deposited in the scintillator is of interest,
measuring the average current from the detector might suffice. This is known as
current-mode operation and is particularly useful when measuring intense radiation
fields, where the signals from individual radiation quanta overlap in time.
In many applications it is desirable to process the signals on an event-by-event basis.
This may be as simple as counting pulses with amplitudes above a set energy
threshold, though various properties of each individual pulse often need to be
measured. This form of processing requires what is known as pulse-mode
electronics. Measured pulse properties include:

Total Charge:

Related to the amount of light produced, and hence the energy
deposited in the scintillator.

Time of Arrival:

For coincidence measurements, pile-up detection and logging
applications.

Pulse Shape:

Discrimination between particle types, correction of ballistic
deficit, pile-up detection etc.

Whilst in some applications the processed data need only be displayed by an
analogue meter (such as a count rate), nowadays it is far more common for the data
to be converted to a digital representation for storage, analysis and display.
2.5.1 Analogue Pulse Processing
The role of pulse mode processing has traditionally been filled with a combination of
analogue and logic circuits. A series of linear electronic circuits amplify and filter the
pulses to best suit the logic components responsible for digitizing and recording the
pulse information.
For spectroscopic measurements the detectors signals are usually fed through a series
of analogue filters to form a voltage pulse whose peak amplitude corresponds to the
total charge in the pulse. A peak-sensing analogue to digital converter (ADC) in a
multi-channel analyser (MCA) may then record the pulse height as a digitized value.
To accurately measure the radiation time of arrival, analogue shaping is necessary so
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that the time pick-off of a level discriminator may occur in the same part of the pulse
regardless of the pulse amplitude. This is typically fulfilled by a component called a
constant fraction discriminator (CFD) [66], [67].
As each pulse property requires different sequences of analogue processing, the
detector signal is often split between multiple signal chains, each dedicated to
making one of the measurements. For example, a slow shaping branch may be used
for energy (charge) measurement, while a fast shaping channel is used for triggering
the conversion, pulse timing and pile-up detection.
While analogue pulse processing has been successfully used in scintillation counting
and spectroscopy for many years, it has some downsides. Each stage in the analogue
chain is susceptible to the introduction of electronic noise, distortion and nonlinearity; particularly at the high bandwidths (>10 MHz) necessary for pulse mode
processing. Similarly, analogue components are liable to have properties that change
with temperature and age, which may require compensation for stable operation.
When pulse processing is performed in analogue hardware, there are limits to the
flexibility of a given processing circuit. In the laboratory environment, some
flexibility is gained from using modular electronics that are connected to form the
desired signal chains. Many adhere to standard form-factors such as NIM or
CAMAC. For custom devices used outside of the laboratory, it is often necessary to
design special-purpose circuits for each new application.
2.5.2 Digital Pulse Processing
Pulse processing may alternatively be implemented primarily in the digital domain,
where the detector or preamplifier signals are immediately digitized using a fast
sampling analogue-to-digital convertor (ADC). Once the signal is digitized, the
processing is performed in digital logic or algorithmically by a microprocessor. A
generalised overview of the two pulse processing modalities is shown in Figure 2.14.
Digital pulse processing (DPP) was first realised in the mid 1980s [68], [69] and has
become increasingly more practical with the increase of performance and fall in cost
of digital processors and fast, high resolution ADCs.
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Figure 2.14 Generalised system diagrams of typical analogue (above) and digital
(below) pulse processing topologies. Analogue processing involves one or more
chains of linear shaping, each followed by a digitization/logic stage. Meanwhile,
digital processing immediately samples the detector or pre-amp signals with most (if
not all) of the processing performed on the digital representation of the signals.
DPP has a number of advantages over traditional approaches. Once the pulse is
digitized, the stability, linearity and noise considerations associated with linear
components are no longer a concern [70]. The signal may be copied with perfect
fidelity, and all pulse processing functions may be completed by the same processing
unit. The digital modality also allows easier fault analysis and debugging options
[71]. Digital processing also allows more sophisticated processing techniques that are
either not possible, or may only approximately implemented by analogue circuits
[72]. This includes implementing triangular and optimum energy filters [73]–[76],
and iterative and non-linear methods [77]–[79].
The ADCs used for scintillation detector readout tend to use sampling rates between
ten and a few thousand mega samples per second (MSps). Digital pulse processing
may be implemented in the laboratory using a waveform digitizer (also referred to as
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a transient recorder) and a general purpose personal computer. Commercially
available digitizers include one or more ADCs, often with analogue front-end circuits
incorporating adjustable gain and Nyquist filtering. The digitized signals may be
immediately processed in software by the host PC, or written to a hard-drive for
processing after the measurement. This approach allows for different processing
techniques to be tested on the same data set.
Specialised DPP hardware is often based around embedded systems, where the
processing is performed on-board and in real-time. Early hardware used networks of
digital logic to perform the bulk of the processing [69], [80]; in more recent times
field programmable gate arrays (FPGAs) are commonly used to implement the
digital logic. An FPGA consists of a large array of configurable digital logic
elements with programmable interconnects. Alternatively, the digital processing can
be performed by embedded microprocessors, in particular digital signal processors
(DSPs). A DSP is a specialised microprocessor designed to efficiently perform the
numerical calculations associated with digital signal processing. As both FPGA and
DSP hardware is reconfigurable, these signal processors tend to be highly versatile,
where adjustments or completely different processing schemes may be implemented
with minimal or no changes to the hardware. This versatility allows common DPP
hardware platforms to be used across a range of instruments and applications.
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3 THE SILICON PHOTOMULTIPLIER

The silicon photomultiplier (SiPM) describes a class of solid-state photo-detectors,
each based on a matrix of independent micro-pixels sharing a common substrate and
operating in self-quenched Geiger-mode [1]–[3]. The matrix structure of an example
SiPM is shown in Figure 3.1. The SiPM provides high gains (of order 105-106) and
photo detection efficiencies up to ~40% in a compact, robust package, and operates
with an applied bias below 100 V. SiPMs are undergoing widespread development,
leading to a plethora of alternative names including micro-pixel avalanche
photodiodes (MAPD), solid state photomultiplier (SSPM) and multi-pixel photon
counter (MPPC). In this thesis SiPM will be used as general-purpose name for all of
these closely related devices.

Figure 3.1 A Hamamatsu S10362-11-100U 1 mm2 SiPM in a metal can package.
The metal grid visible on the surface shows the 100 µm pitch of the micro-pixels
(100 in total).
While the SiPM offers an attractive potential alternative to the PMT, they exhibit a
number of unique characteristics that influence how they may be effectively used,
and how their signals may be processed. The following section introduces the
operating principles of SiPMs and the challenges presented by their signal and noise
characteristics.
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3.1

SiPM Topology

The SiPM design uses a matrix of independent GM-APDs referred to as micropixels. Each micro-pixel contains the doping structure similar to that of a single GMAPD, with electrical insulation between neighbouring micro-pixels. Each micropixel also incorporates a series-resistance to provide passive quenching.
Early SiPMs were based on metal resistor-substrate (MRS) structures [2], [3], [81];
however many contemporary devices use poly-silicon surface resistors [82]. The
micro-pixels are connected in parallel, typically via a metal grid on the front side of
the detector and by the low resistivity substrate on the back side. The SiPM structure
may be laid out as n-silicon on a p-substrate (n-on-p) or vice-versa (p-on-n). Figure
3.2 shows an example micro-pixel topology using poly-silicon resistors [83].
Alternative designs use resistance in the bulk [84]–[86] or a second junction [2], [87]
to provide the quenching mechanism.

Figure 3.2 The typical topographical features of an SiPM with n-on-p structure and
poly-silicon surface resistors. Based on sketch in [83]. The layout is not to scale.

3.2

Opto-Electrical Characteristics

Like the GM-APD, the SiPM is operated at a reverse bias above the breakdown
voltage VBD. The breakdown voltage is the point where the avalanche cascade in the
multiplication region can become self-sustaining. The value of VBD depends on the
specific design of the micro-pixel, with all micro-pixels in the SiPM ideally sharing
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the same break-down voltage. The difference between the operating bias Vop and
VBD, is termed the over-bias Vover.
The effect of the breakdown is apparent on the on reverse current-voltage (IV)
characteristic curve of each SiPM. Figure 3.3 shows a reverse IV curve of a SensL
SPMMicro-3035, measured by biasing the cathode using at different positive
voltages and recording the current from the anode using a digital ammeter. The
breakdown of this device is approximately 26 V. Below breakdown a small leakage
current is observed. This corresponds to both surface leakage and the thermal
generation of carriers in the bulk [83] and increases linearly with bias. Above
breakdown, it becomes possible for the thermally generated carriers that drift to the
multiplication region and trigger a Geiger discharges and the dark current increases
quadratically with voltage.

Figure 3.3 Reverse IV characteristics of a SensL SPMMicro-3035 SiPM.

3.2.1 Signal Formation and Equivalent Circuit
An important characteristic of photon-counting detectors such as the PMT and SiPM
is the pulse shape produced when a single photon is detected. This is known as the
single photoelectron response (SPR) or sometimes single electron response (SER).
The signal produced by the photo-detector may be described as the time profile of
the scintillation, with each detected photon represented as an impulse at the photon's
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arrival time, convolved with the detector SPR. Consequently, the SPR strongly
affects how the scintillation response appears in the output signal. Because the
majority of pulse-mode electronics work on voltage signals, the circuit used to
convert the photo-detector signals from a current to voltage may also affect the
measured SPR.
Using a conventional PMT, one factor contributing to the SPR is the transit time
spread (TTS), due to electrons in the cascade taking different paths down the dynode
chain. Linear dynode chains used in timing PMTS are designed to limit this spread
[88]. The pulse is then shaped by the subsequent discharge of the anode through the
connected load. The equivalent circuit of the PMT anode may be approximated by a
current source in parallel with an equivalent capacitance, typically between 2 pF and
10 pF [89]. By connecting the anode to a small load resistor, or trans-impedance
amplifier with sufficient bandwidth, the output voltage pulse can be very narrow.
Timing PMTs with appropriate readout can produce SPRs with a full-width at halfmaximum (FWHM) around one nanosecond, in which case the output can closely
represent the time profile of the scintillation emission.
The SiPM SPR is more complicated. While the Geiger discharge ceases within in a
few hundred ps [90], [91], the resulting charge then needs to flow through the
passive network formed by the SiPM and external circuit. In fact, much of the
behaviour of the SiPM may be explained through analysis of its equivalent circuit
[91]–[94], which builds on previous work analysing GM-APDs [65], [95]. An
example model, based on that described by Seifert et al. [91], is shown in Figure 3.4.
Each un-triggered microcell is represented by the junction capacitance Cd of the
inner depletion layer, in series with the quenching resistor with resistance Rq and
parasitic capacitance Cq. The metal grid, substrate and connectors contribute an
additional parasitic capacitance Cg.
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Figure 3.4 SiPM equivalent circuit with a single firing micro-pixels (out of a total N),
based on the model described by Seifert et al. [91]
Once triggered, Cd discharges through the junction series resistance Rd until the
junction voltage drops to near break-down VBD, at which point the avalanche can no
longer be sustained. As the voltage drops from VBias to VBD, the total charge in the
pulse Q is determined by the junction and quenching capacitance and the over-bias:
 =  +  ×  .

3.1

As a result, the gain is proportional to the over-bias. The generated charge flows
through Rq with time constant Rq(Cq+Cd). The capacitance of the quenching resistor,
Cq, representing a short circuit at high frequency, provides an alternative ‘fast path’
for part of the current pulse [96], [97]. The proportion of charge that takes the fast
path depends on the relative values of Cq and Cd.
An external shunt resistance Rs may be used to convert the current pulse into a
voltage signal suitable for pulse processing. Other readout circuits will have an
equivalent input resistance [92]. The circuit formed by the shunt and the equivalent
capacitance Ceq presented by the SiPM shapes the measured voltage signal with a
time constant RsCeq [92].
Due to these processes the measured SiPM single photo-electron response (SPR)
tends to exhibits a fast rise followed by a slower falling edge. The fast rise
corresponds to the micro-cell discharge. The falling edge may contain multiple
exponentially decaying components corresponding to the charge flowing through the
quenching resistance and quenching capacitance shaped by the RsCeq. When using
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large area SiPMs or a large shunt resistor, the RsCeq decay may dominate, causing
only a single exponential to be apparent. The shape and duration of the SiPM SPR
can vary very drastically between SiPM types and according to the circuits used for
readout. Two example SiPM pulses are shown in Figure 3.5.

Figure 3.5 The response of SiPMs illuminated with a 2 ns LED pulse and readout
using a 50 Ω shunt resistance. As the light pulse was comparatively short, the pulse
shape reflects the SPR. The AdvanSiD SiPM exhibits two distinct exponential
components corresponding to the break-down charge penetrating through Cq and that
flowing through Rq. The SensL SiPM instead shows a single dominant exponential.
The shape of the SiPM SPR can have some important considerations for pulse
processing. The extended SPR of the SiPM, in conjunction with dark noise on the
signal baseline, presents a challenge for effective time pick-off for fast timing
applications. Some SiPMs have been specially designed to reduce the SPR for these
fields; approaches include increasing the capacitance across the quenching resistor
(Cq) to maximise the contribution of the fast spike [98] and providing an additional
output capacitively coupled to a point between Rq and the micro-pixel junction [99].
Lowering the preamp effective resistance can reduce the SPR width [92] and pulse
processing can reduce its affect [100].
3.2.2 Micro-pixel Recovery
Once the discharge of a triggered micro-pixel has been quenched, the capacitance
must re-charge through the quenching resistance. The time constant τrec associated
with the exponential recharge is
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If a large number of micro-pixels fire nearly simultaneously, the recovery may also
depend on the recharge of the total SiPM device, introducing a second slower time
constant [101]. During this time the micro-pixel may be re-triggered, although the
Geiger efficiency is reduced as the micro-cell over-bias is below nominal. If the
micro-pixel is triggered during recharge, it produced a 'runt' pulse with lower than
normal amplitude. The recovery of the SiPM may be measured using two light pulses
of equal intensity with a variable delay between the pulses [101].
3.2.3 Photo Detection Efficiency
The photo-detection efficiency (PDE) describes the probability that a photon
reaching a photo-detector causes a corresponding signal at the output. For a given
number of photons striking the detector Nph, only a fraction of those NPhE will be
detected:
#$%& = '( × #)% .

(3.3)

Photo-electron (PhE) is a term used to indicate the number of photons detected by a
photo-detector. Using a conventional PMT, the PDE is due almost entirely to the
quantum efficiency (QE) of the photo-cathode. In this case the QE describes the
proportion of photons striking the photo-cathode that generate a viable photoelectrons that is then accelerated through the dynode chain (hence the association of
PhE with the number of detected photons).
Being a solid-state device, the SiPM QE is around 80% for visible light [58].
However, the SiPM has other mechanisms whereby an impinging photon may not
trigger a successful detection. The SiPM PDE is described as a product of the
quantum efficiency (QE), the fill factor (FF) and Geiger efficiency (εGeiger):
'( =  × *+,- × ...

(3.4)

In most SiPM designs, some of the active area is occupied by opaque features that
surround and partially cover each micro-pixel, such as the metal grid and quenching
resistors. Photons absorbed in these dead-areas are not detected. The proportion of
the SiPM surface sensitive to incoming photons is given by the fill factor. The fill
factor tends to be greater with devices using larger micro pixels, as the grid and
resistors takes up a smaller proportion of the surface area. Some SiPM designs use
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quenching structures that lie beneath the surface, such as bulk resistors [84], [86],
[102] or deep micro-wells [87] to enhance the fill factor.
If a photon penetrates the sensitive volume of the SiPM and generates an electronhole pair, one of these carriers need to travel to the multiplication volume and initiate
a Geiger discharge in the micro-pixel. The Geiger-efficiency describes the
probability that an electron-hole pair will successfully trigger a discharge. One or
both of the carriers may responsible for triggering the discharge, depending on where
they were generated with respect to the avalanche region. Due to the difference in
ionization threshold, an electron crossing the avalanche region has a greater chance
to initiate a Geiger discharge than a hole [64], [103].
The mean photon absorption length in silicon depends strongly the wavelength. Blue
photons have a shorter mean penetration depth (~100 nm @ 405 nm wavelength)
while longer wavelengths penetrate further into the structure (~4 µm @ 635 nm)
[104], [105]. Accordingly, the Geiger efficiency is a function of both photon
wavelength and the structure of the device. In p-on-n devices, absorption of blue
light near the surface allows the electron to cross the avalanche region. Meanwhile,
longer wavelength photons tend to be absorbed on the back-side of the avalanche
region, leading to the hole being responsible for triggering a Geiger discharge. This
means that the PDE of p-on-n structure SiPMs tend to be peaked in the blue
wavelengths. Conversely, the PDE for n-on-p devices tends to reach a maximum for
green light (~500nm). Figure 3.7 shows the PDE response of SensL p-on-n
MicroFB-60035 and Micro-FM60035 n-on-p SiPMs. The MicroFB-60035 is used
extensively in this work.

Figure 3.6 The Geiger efficiency depends on which carriers are responsible for
triggering the avalanche. Deeply penetrating photons allow electrons to trigger the
avalanche in the n-on-p structure (left), giving a peak in PDE at longer wavelengths.
The typically less penetrating short wavelengths have an advantage using the p-on-n
structure (right) [61].
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Figure 3.7 Example PDE curves from p-on-n and n-on-p structure SensL SiPMs.
The PDE data for the FB30035 is at 2.5 V over-bias while the FM30035 is at 2 V.
The data was extracted from SensL datasheets [106], [107].
By integrating the product of the PDE and the normalised emission spectrum L of the
scintillator over wavelength λ [108], the effective PDE (ePDE) for the particular
SiPM/scintillator combination may calculated:
/'( = 0 '(1 × 21 31

(3.5)

3.2.4 Linearity
An SiPM has a finite number of available microcells with which it may detect
photons. As the number of photons in a short light pulse increases, the probability
that a photon strikes an already triggered micro-pixel rises. As a micro-pixel can only
respond to one photon at a time, the SiPM response becomes non-linear at higher
light intensities. This effect dictates the dynamic range capabilities of a device.
The extent of the saturation depends on the duration of the detected light pulse, the
number of microcells and the time necessary for the microcells to recharge. In the
case where the duration of the light pulse tpulse is significantly shorter than the time
taken by the micro-cell to recover trec, the number of micro-pixels Nfired fired in
response to a number of detected photons Nphe can be described:
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where Ntotal is the total number of SiPM microcells. If the light pulse duration is
longer than the recharge time, some micro-pixels may come back online to detect
one or more subsequent photons. As a result the expected saturation is less severe
[109], [110]:
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SiPM Noise Characteristics

Due to their high gain, the electronic noise in SiPM readout is often negligible.
However, SiPMs do have some unique noise sources intrinsic to their design,
including thermally triggered dark pulses and the duplication of triggered response
through optical crosstalk and after-pulsing.
3.3.1 Dark Pulses
Besides the charge pair produced by an incoming photon, the SiPM microcells may
also be triggered by carriers produced through thermal excitation and field-assisted
tunnelling [111]. At room temperature dark pulses are produced at rates of around
105-106 cps per mm2 of active area. The thermal component of dark pulses depends
on the temperature, due to the increased probability of generating free carriers at
higher temperature [112].
Dark noise presents a background that may interfere when measuring faint light
signals are required. Coupled with the SPR, this can introduce significant
fluctuations in signal baseline, so this increases the necessity for baseline
compensation in the signal processing.
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Figure 3.8 Dark pulses from an un-illuminated 1 mm2 SensL SPMMicro1100 SiPM.
The dark pulses exhibit the SPR of the SiPM. Dark pulses with amplitudes greater
than that of a single firing micro-cell are due to optical cross-talk.

3.3.2 Optical Cross-Talk
Besides producing more charge carriers through impact ionisation, the hot carriers in
a Geiger avalanche may generate photons through intra-band relaxation. This process
generates a spectrum of photons, some with energy above the silicon band gap able
to produce more charge carriers. This process was measured to produce an average
2.9 × 10-5 photons above 1.14 eV per carrier crossing the junction [113]. With gains
in the range 105 to 106, this corresponds to roughly 3 to 30 viable photons produced
in a single micro-pixel discharge. These photons may travel significant distances and
trigger neighbouring micro-pixels. This effect is known as optical cross-talk.
Through cross-talk, a single firing micro pixel may cause a chain of two or more
secondary discharges [82]. The delay between the primary and secondary pulses
depends on what path the cross-talk photon takes and the location of where is
absorbed in the neighbouring micro-pixel [114]. If the photons interact near the
multiplication region of a neighbouring pixel, the subsequent secondary discharge(s)
may occur within a few ns. In such case the pulse generated by the SiPM appears as
superposition of these primary and secondary pulses rather than multiple discernible
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pulses. This form of crosstalk may be reduced by designing the SiPM with opaque
optical trenches between the microcells, typically at a cost of reduced fill factor.
Photons may alternatively trigger other microcells through absorption in the bulk,
through total internal reflection and by escaping into the optical window (or coupled
scintillator) and eventually re-entering the SiPM surface [115], [116]. These alternant
pathways for cross-talk may introduce a more significant delay between the primary
and secondary pulses [114] .
The cross talk probability Pcross-talk describes the chance that a firing micro-pixel
optically triggers another micro-pixel. As the gain determines the number of hot
carriers in an avalanche, the probability of cross-talk is proportional to the gain. The
propagation of crosstalk events may be modelled as a branching Poisson process
[117]. As cross-talk also occurs with dark-pulses, it acts to escalate the dark noise
spectrum to pulse heights above that of single photo electrons, complicating the
reliable detection of weak scintillations. This is demonstrated by the measured dark
noise pulse height spectrum in Figure 3.9.
3.3.3 After-pulses
After-pulsing is an effect where delayed secondary pulses are produced by the same
micro-pixel in the time following primary pulse. This is due to electrons being
trapped by lattice defects during Geiger discharge. The electrons are released some
time after the discharge and may re-trigger the micro-pixel. The de-trapping of an
electron is a random process, with the lifetime of the trapped electrons having one or
more characteristic times [118]. For example, a S10362-11-050C SiPM was
measured to exhibit a ~25 ns mean lifetime for traps [119].
Often this re-triggering occurs before the cell is fully recharged, resulting in a ‘runt’
pulse with charge below that of a 1 PhE event. The micro-pixel capacitance and
quenching resistance are often chosen to lengthen the recovery time so that a
majority of trapped electrons are released before the cell recovers. Cooling the device
increases the effect of after pulsing, as the de-trapping time increases with falling
temperature.

43

Figure 3.9 Pulse height spectrum due to the dark pulses from a SensL
SPMMicro1100. The dark pulse rate is 3.3 Mcps. Approximately 20% of these
pulses have pulse heights corresponding to multiple fired micro-pixels, due primarily
to cross-talk rather than random coincidence.

3.3.4 SiPM Excess Noise
The number of photons produced during scintillation relates to the energy deposited
in the material. Spectroscopic measurements therefore rely on measuring the charge
produced by the photo-detector, giving an indication of the number of detected
photons n. In photon-counting photo-detectors such as the PMT and SiPM, electronic
noise is comparatively small, compared to the signal produced by a single photon.
The Poisson statistics associated with counting photons is the primary contributor to
the uncertainty of the measurement. In an ideal photo-detector, the variance of the
counting measurement σn2 is equal to the mean number of detected photons
photoelectrons µPhE. Consequently the signal to noise (SNR) is equal to
SNR =

UV
WV

= XY$%& .

(3.8)

In reality the noise can exceed that expected from Poisson statistics alone. This is
known as the excess noise factor (ENF), which decreases the SNR of a counting
measurement:
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For example, the PMT excess noise is dominated by fluctuations in the multiplication
process which occurs in the dynode chain. The effect tends to be small, with typical
ENFs between 1.2 and 1.4 [58]. Meanwhile, the stochastic nature of the avalanche
multiplication in an APD produces significant excess noise, typically in the range of
2-20 [61].
Using an SiPM there is minimal variation in multiplication between pulses, owing to
the uniformity of the Geiger discharge means; as such the associated ENF is
generally between 1.01 and 1.05. This is demonstrated by the good separation
between the various PhE peaks in Figure 3.9. However, the aforementioned dark
pulsing, crosstalk, after-pulsing and non-linearity all contribute their own excess
noise. Their contributions to ENF have been described by Vinogradov et al. [117],
[120]–[122]. The individual contributions are multiplied to give the overall ENF.
Using the Poisson chain model of crosstalk [117], the ENF contribution of cross-talk
Fcross-talk may be approximated:
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The crosstalk varies strongly with SiPM design and operating conditions. Often
Pcross-talk is in the 10% - 40% range, indicating ENFs values between 1.1 and 2.
Meanwhile the probability of after-pulsing Pafter-pulse contributes
.645?)d7^ = 1 + '645?)d7^ ,

(3.11)

giving values between 1.05 and 1.2. The excess noise due to dark noise Fdark depends
on both the integration time of the measurement tint and the dark count rate (DCR)
relative to the number of detected photons NPhE:
.6_ = 1 +
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These ENF contributions multiply to give a total ENF typically between 1.1 and 2.5
when operating in the linear range. If the intensity of the measured scintillations
approaches the SiPM dynamic range, additional ENF is introduced due to the
resulting under-response [121].
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3.4

SiPM Operating Conditions

Besides the actual design of the SiPM, a number of its properties also depend on the
operating conditions.
3.4.1 Operating Voltage
Many of the SiPM properties depend on the choice of nominal over-voltage Vover.
The Geiger-efficiency εGeiger, and in turn the PDE, tends to improves with over-bias
[96]. However, the dark-rate and gain also increase with overvoltage. The cross-talk
and after-pulsing probabilities also increase with the gain, as there is a greater
number of charge-carriers participating in each Geiger discharge [118].
Consequently, the choice of over-bias involves striking a balance between PDE and
gain on one side, versus excess noise due to dark-rate, cross-talk and after-pulsing on
the other [110].
3.4.2 Temperature Dependence
The SiPM breakdown voltage increases linearly with temperature. This is related to
the increasing rate of carrier scattering from thermal lattice vibrations; the mean
distance travelled by the carrier is reduced and a greater accelerating field is required
to initiate breakdown [123]. The breakdown shift with temperature is depends on the
SiPM design and is typically between 10 and 100 mV per Kelvin. At a constant
operating bias, this results in the gain being inversely proportional to temperature. At
a nominal 2 V over-voltage, for example, this translates to a 0.5% to 5% gain shift
per Kelvin. Consequently, operation of an SiPM an environment with varying
temperature will need some form of gain-temperature stabilization. A straightforward
method to stabilize the gain is to trim the operating bias according to temperature
[124], [125]. Alternatively the SiPM gain may be monitored and the bias adjusted
accordingly [126]. As mentioned earlier, the dark rate also depends on the
temperature of the device. In some applications requiring low noise, cooling has been
used to reduce the dark-rate [127].
3.5

SiPM Neutron Damage

The SiPM is susceptible to damage by neutrons, one of the more significant effects
being the increase in dark rate with neutron fluence [128], [129]. This damage can
occur regardless of whether device is biased. For example, a SensL SPM3035 was
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measured to have a ~3 fold increase in dark current after being irradiated with a
neutron fluence of 109 cm-1 [128].
Over the course of the following work, some detectors were exposed to significant
neutron flux over a long time period. The total fluence the SiPMs received were not
monitored, however the two SensL MicroFB-60035 used for a majority of the
neutron measurements received sufficient fluence to show a significant increase in
dark rate. This was observed as an increase in the measured currents of the IV
curves, shown in Figure 3.10, when compared with those of non-irradiated devices.

Figure 3.10 Reverse IV characteristics of four MicroFB-60035 SiPMs, two of which
were irradiated with different fluence of fast neutrons and two which were not
irradiated. Neutron damage manifests as an increased dark-rate and hence increased
dark current.
This is a consideration for the use of SiPM for neutron detection, depending on the
intended application. In a neutron survey instrument such as that detailed in chapter
10, the SiPM may not expect to be exposed to such large neutron fluence over its
operational lifetime. Meanwhile, the monitoring of industrial neutron sources in
Chapter 9 might involve significant neutron fluence. In this case it may be necessary
to provide some shielding for the SiPM.
3.6

Application of Silicon Photomultipliers

The SiPM has had a disruptive effect on the field of scintillation detection,
representing a workable solid-state alternative to photomultipliers for optical readout.
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It

represents

both

an

inexpensive

and

compact

alternative

to

vacuum

photomultipliers, and a viable replacement for other solid-state detectors while
offering superior performance characteristics.
Their compact dimensions allow SiPMs to be tightly-packed and used in fine-pitched
arrays suitable for imaging. As such, SiPMs are undergoing rapid adoption in
medical imaging modalities such as Positron Emission Tomography (PET) and
Single Photon Emission Computed Tomography (SPECT) [130]. SiPMs have been
used in both traditional light-sharing readout and for 1:1 readout of individual
detector elements. As very fine pitch arrays are possible, they are also used for high
resolution small animal imaging [131]–[133]. Their small size has allowed SiPMs to
be coupled to all 6 sides of a detector block to provide depth of interaction
information [134].
The SiPM has excellent timing capabilities, with timing resolutions down to 100 ps
measured for coincident annihilation gamma-ray detection [135]. This further drives
interest for PET applications, as time-of-flight information can help localise the
production point of the coincident 511 keV gamma-rays [100]. SiPMs are capable of
reliably operating in the high magnetic fields associated with Magnetic Resonance
Imaging (MRI), so they are of interest for implementing PET/MRI and SPECT/MRI
mixed-modality imaging [136].
SiPMs have found use in high energy physics, particularly in calorimeters and
particle trackers [64], [137]–[140]. Large arrays of SiPMs are also used in new
generation Cherenkov telescopes, where an SiPM may operate in much brighter light
conditions than a PMT [141]. The low cost, power draw and weight of the SiPM
lends itself to use for air and space-borne measurements [142]–[145], and in portable
detectors for radiation survey and personal dosimetry [146]–[148]. SiPMs have
further been demonstrated for readout of LiI:Eu [149], CLLB [150] and CYLC [51],
[52] crystals for thermal neutron detection in the identification of special nuclear
materials.
While the SiPM detection and noise characteristics may present a challenge for the
effective measurement of pulse shape discrimination (PSD), the SiPM has been
successfully applied to perform α/β PSD in a small liquid scintillator [151]. They
have also been used to discriminate the 6Li neutron-capture decay products from
gamma-energised electrons in CYLC inorganic crystals [51], [52]. More recently,
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PSD of neutrons and gamma-rays using stilbene has been measured by Bloser et al.
[152].
In this thesis, the use of SiPMs with organic scintillators for fast-neutron detection is
of particular interest. SiPM-based fast-neutron detectors had been developed by
CSIRO, coupling the SiPM to the organic scintillators both directly [153] and via
wavelength shifting fibres [124]. However, both of these applications involved
simple neutron counting with threshold discriminators. This work describes the
development of more advanced detector configurations and readout schemes,
including an implementation of pulse shape discrimination (PSD).
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Part II:

RADIATION DETECTION USING
SCINTILLATING MATERIALS
WITH SIPM READOUT
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4 DIGITAL PULSE PROCESSING FOR SIPM-BASED DETECTORS

To investigate the use of SiPMs for neutron detection it was first necessary to
develop pulse-mode electronics to handle the SiPM signals. The electronics needed
to measure pulse energy, timing and pulse shape for neutron/gamma discrimination.
Initial studies of the SiPM characteristics suggested that the intrinsic noise and other
signal features might present a challenge for effective readout, making it desirable to
investigate various ways of processing the pulses.
The typically slow SiPM SPR, in conjunction with the high rate of dark pulses, leads
to a more dynamic base-line than produced by equivalent PMT-based detectors. This
requires specialised processing to reliably detect and measure pulses in the presence
of these base-line fluctuations. The implementation of baseline compensation
introduces complexity to an analogue system but can be treated in a straightforward
manner in the digital domain.
Analogue systems may have a significant dead time associated with each detection,
typically depending on the design of the pulse-height analysis circuits. Because of
this, analogue systems can be swamped by dark pulses when attempting to measure
low energy scintillations. Meanwhile, digital systems based on free-running ADCs
allow the system dead time to be determined by the processing algorithms.
The effective shaping of the output signals by the SiPM SPR and noise contributions
from dark noise, cross-talk and after-pulsing complicate the optimal measurement of
pulse shape. Digital pulse processing (DPP) techniques allow for a wider range of
measurement approaches and also allow the use of numerical methods for optimising
readout.
A software-based DPP approach was initially pursued, where the signals are
digitized and stored to disc for later processing in software, allowing the trail and
assessment of various processing techniques. Once the digital algorithms were
developed and demonstrated with SiPM-based detectors, the algorithms could then
be translated to appropriate digital hardware for real-time processing. The softwarebased approach has also been used for trailing analogue pulse processing techniques
[100].
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The next section describes the hardware used to operate the SiPMs and digitise their
signals. Following that, the algorithms developed for pulse-mode processing of
SiPM-based detector signals are detailed.
4.1

Biasing and Amplification

To operate, the SiPM needs to be biased at the operating voltage, and there needs to
be a path out for the produced signal. For the following measurements the cathode
was connected to a positive bias and the current pulses signals were read from the
anode pin. This configuration allows the signal connection to sit near ground,
allowing a DC-coupled signal chain which avoids the distortions associated with
capacitive coupling.
A Tektronix PWS2721 lab bench power supply with adjustable voltage provided the
SiPM operating bias. The PWS2721 provided a fine control of maximum current to
protect the SiPM if it were inadvertently forward biased. The 72 V maximum voltage
was suitable for operating all the SiPMs used in this work. The bias voltage was
connected to the cathode via a bias-decoupling network, located near the SiPM. This
consists of a series resistor followed by one or more parallel capacitors to ground as
shown in Figure 4.1. The bias decoupling prevents the drop of bias across the
detector due to microcells recharging after the detection of scintillation photons. The
network also acts as a low-pass filter, preventing high frequency noise on the bias
line from reaching the detector and readout.

Figure 4.1 Standard SiPM biasing and readout scheme used for software DPP
measurements.
The detectors were operated in grounded tin-plated enclosures. This provided
electromagnetic shielding and prevented ambient light from reaching the detector. A
free-wire de-coupling network and socket was used to interface with pin-packaged
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SiPMs. Custom printed circuit boards (PCBs) were designed for interfacing with
surface mount SiPMs and arrays, with the decoupling network adjacent to the SiPM
connection on the board.
Due to the high intrinsic gain (105-106) provided by typical SiPMs, the current pulses
may be converted to a measurable voltage through the use of a small load resistor (or
shunt) connected to ground. Consequently, in most measurements the SiPM signals
were inserted directly into the 50 Ω input of the digitiser. Impedance-matched RG58AU coaxial cables were used for the connection. In cases where the signal
amplitudes did not make full use of the digitizer input range, a FEMTO HVA-500M20-B voltage amplifier was used to provide a 20 dB (10×) voltage gain. The FEMTO
had a DC-500MHz bandwidth and, like the digitizer, a 50 Ω input. Combinations of
the FEMTO amplifier and passive attenuators were used to match the signal
amplitudes to the digitizer input range.
4.2

Digitizer Setup

The lab digitization system was based around a Signatec PX14400D2 digitizer card
interfaced to a server-grade host computer via 8x PCI express. The PX14400D2 has
two channels with 14 bit digitization at rates up to 400 MSps. The D2 version was
selected due to its DC-coupled input, which allowed the input pulses to be captured
without the undershoots associated with AC coupling. The analogue front-end
included a Bessel low-pass filter, with the filter cut-off frequency dependant on the
selected voltage range. All measurements were taken using a fixed 330 mV peak-topeak input range so they had the same DC-180 MHz bandwidth.
The digitizer card could run in both triggered and un-triggered modes. In untriggered mode the digitizer freely sampled the signal input and dumped them to 6drive redundant array of inexpensive drives (RAID) system. This allowed the
collection of long traces, corresponding to minutes of uninterrupted signals, which
were then stored for later processing. This mode was used for the development of
pulse detection algorithms and measuring SiPM dark noise characteristics.
Once triggered, the card transfers a set number of samples to the computer to be
stored, containing the signal both preceding (pre-samples) and following (postsamples) the trigger. The trigger could be internally generated by a level
discriminator on the digitized signal, or by using an external trigger source. This
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mode was used for recording scintillation pulses for energy and pulse shape
measurements, reducing the volume of data that needed to be processed.
4.3

Digital Pulse Processing Software

The following algorithms were developed so that all pulse processing functions could
be performed in software. The digital pulse processing has the following stages:
pulse detection, pulse height measurement and timing, and linear filtering. The
functions were developed with the eventual implementation on embedded digital
hardware in mind. Because of this, robust and stable algorithms with computation
demands suitable of for real-time calculation were favoured.
4.3.1 Pulse Detection
SiPM dark pulses produce significant baseline disturbance in the output signal. In
this situation a level discriminator was not a robust method for pulse detection.
Instead, the pulse detection sub-routine searched for the rapid rise in signal
associated with the leading edge of each scintillation pulse. The forward finite
difference ∆v of the digitised signal v was calculated:
Δm, = m, − m,

7

,

4.1

where the window length l was user-adjustable. Pulses were identified where ∆v
exceeded a user-defined threshold.
4.3.2 Pulse Height Measurement and Timing
After a pulse was detected; its time of arrival was determined, corresponding to its
location in the digitized trace. This was necessary to align the pulse for subsequent
energy and pulse shape measurements, and also provided a time-stamp for timeresolved measurements.
A primary concern for timing is to have the time pick-off occur at the same location
in each pulse, irrespective of the pulse amplitude. A static level discriminator is
generally not appropriate as it can introduce significant amplitude-walk or time jitter
[9]. A common analogue circuit for timing is the constant fraction discriminator
(CFD) [66], [67] , so named because it selects a point where the output pulse has
risen to a certain fraction of its eventual maximum amplitude. The technique is based
on subtracting a delayed and amplified version of the input signal from the original.
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The zero-crossing point of the resulting signal is used to pick off the time of arrival
with a reduced dependence on pulse amplitude. The CFD approach may be
implemented directly as an algorithm [154], [155] or likewise in digital logic [156].
By searching for the point where the leading edge of the pulse reaches a set fraction
of the relative pulse height above the baseline, a constant fraction time pick-off can
be made without the initial shaping step [157], [158]. Both this method and the direct
implementation of the CFD have been referred to as the digital CFD (dCFD). For
clarity this technique will be referred to as the leading-edge constant fraction
discriminator (LE-CFD). The leading edge and zero-crossing digital implementations
of the CFD was shown to have comparable performance by Nelson et al. [158]. The
LE-CFD has modest computational complexity and so was chosen for the pulse
timing implementation. If in future work there is a need for improved timing
capabilities, fitting using modelled or reference pulse shapes may provide superior
timing resolutions [158], [159].
To calculate the signal level for time pickoff, the pulse peak and signal baseline
needed to be identified. The bounds of the leading edge were determined by
searching for the zero crossing of ∆v either side of the trigger. The region between
these two bounds is scanned for the local minimum and maximum signal level,
which are used as the base and peak respectively. The difference between the base
and peak gave the relative pulse height. The pulse time is taken at the sample where
the signal first exceeds the set fraction of the relative pulse height. A finer
measurement for the time-stamp can be made by linearly interpolating the time
where the signal crossed the threshold. The algorithm is illustrated in Figure 4.2.
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Figure 4.2 The algorithm for pulse height and timing measurement relies on the zero
crossing of the finite difference each side of the trigger to define the region to search
for the local minimum (base) and maximum (peak).

4.3.3 Weighted Integration for pulse parameter determination
The pulses need to be further processed to extract desired information such as energy
E or pulse shape S. The digital pulse processing implemented in this work relies on
weighted numerical integrations of each aligned pulse:
" = ∑,p o, ∙ r, ,

4.2

where the n samples of each digitized and aligned pulse p are multiplied by
corresponding coefficients in a weighting vector w and accumulated to give the
measured result R. The weighted integration is a digital implementation of a linear
filter [74]. This is functionally similar to a digital finite-impulse filter (FIR) filter
except that, while the dot product is calculated once for each sample for the FIR, the
weighted integration is calculated once after the pulse is detected and aligned.
By balancing w, such that the sum of its coefficients is zero, the integration is made
insensitive to DC shifts in the signal baseline. The appropriate baseline correction
may be incorporated into each weighting integration, rather than having a separate
routine for determining and subtracting the baseline from each pulse. The method for
choosing the optimal weights for determination of parameters E or S is described
later.
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4.3.4 System Dead Time
After each scintillation pulse was detected and processed, the pulse detection subroutine resumed at a fixed number of samples after the measured pulse time. This
hold-off time

6

was set to be equal to the length of the weighting vector(s). The

system approximates the non-paralysable dead time model [9], where the true count
rate n may be calculated from the observed rate m:
s=

t

?tuvCFv

.

4.3

For measurements not requiring weighted integration, such as characterisation of
SiPM dark noise, the pulse detection algorithm may resume immediately after the
detected peak. In such case, a second pulse can be detected on the falling edge of the
proceeding pulse and the dead time is set by the mean pulse rise time.
4.3.5 DPP Implementation and Performance
The above algorithms were initially developed as MATLAB scripts and then were
coded in C for performance. To further improve the algorithm’s performance, the
Boost threading C++ library [160] was used to split each trace into subsections and
process the data in parallel using multiple threads. Figure 4.3 shows the near-linear
improvement in processing throughput possible using multiple threads on a 4 core
CPU, calculated from the time to process 4 GS (10 s) of digitized signals from an
SiPM-based neutron detector. The throughput peaks using 4 threads, corresponding
to one thread per core. The signals were already loaded into RAM, so the throughput
does not include the time used to acquire the samples from the digitizer or hard drive.
The processing throughput of a typical desktop computer was up to 4 GSps. This is
sufficient for the processing software to keep up with the sample rate of typical
digitizers. The C-code was wrapped so it could be called from both Python2 and
MATLAB3 scripts. [161]–[163]

2

Python [161] is a general-purpose programming language often used for scripting. Extensions from
the SciPy ecosystem [163] enhance the language for use in scientific computing.

3

MATLAB [162] is a numerical computing environment and programming language from The
MathWorks.
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Figure 4.3 Throughput of the DPP algorithms using multi-threading.

4.4

Digital Pulse Processing for Energy

For the energy measurement, the total charge produced by the photo-detector is of
interest. In systems where the scintillation duration is appreciably shorter than the
effective shaping time of the photo-detector and analogue front end, the pulse height
can be representative of the total charge [9]. Consequently, the relative pulse height,
measured in the timing stage, was useful for processing SiPM dark noise and fast
scintillator detectors such as organic scintillators.
Figure 4.4 shows the fast neutron and background pulse height spectra measured
with an EJ-204 plastic scintillator readout with a 1 mm2 SensL SPMMicro1100. The
fast-neutron spectrum was collected with the detector exposed to 14 MeV neutrons
from a deuterium-tritium (DT) fusion source, while the dark noise spectrum was
measured in the absence of a neutron source. The first peak in both spectra
corresponds to a single micro-pixel firing while the subsequent peaks are due to
2,3, ... micro-pixels firing near-synchronously. Measuring the pulse heights
corresponding to 1,2,3, ... triggered micro-pixels, the spectra could be calibrated in
terms of the number of fired pixels. This technique was used for quantifying the
performance of prototype SiPM-based neutron detectors in the development of the
next generation fast-neutron gamma radiography air cargo scanner, and also in the
characterisation of the tile detector in Chapter 8.
58

Figure 4.4 Dark noise and DT fast-neutron pulse-height spectra from a
SPMMicro1100 SiPM coupled to an EJ-204 plastic scintillator. The limited
scintillation signal is due to the small sensitive area of the SiPM.
When the scintillation time approaches or exceeds the shaping time of the SiPM, it
became necessary to extract the charge information distributed over multiple
samples. The total charge in the pulse may be approximated by numerically
integrating the signal over its duration. This can be performed as a weighted
integration using a flat set of weights starting at the beginning of the pulse. The
length of this integration window corresponds to the integration time, typically set to
be a few times the scintillation decay constant to integrate a majority of the detected
scintillation photons.
Preceding the pulse there was a baseline window containing negative weights. The
coefficient values in the integration and baseline windows were set so they balanced
each other out. This rectangular form of weighting vector is functionally similar to
systems using traditional gated charge to digital converters (QDC) [164]. While there
are methods to both analytically and numerically determine optimal energy
weighting vectors and linear filters, they are more typically used with high resolution
detector types such as silicon drift and germanium detectors.

In scintillation

detectors using PMTs, where the scintillator non-linearity (intrinsic resolution),
Poisson statistics and PMT excess noise tend to dominate the stationary electronic
and dark noise, simpler shaping methods may be preferred. In Chapter 5 the
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spectroscopic performance of rectangular weight vectors are compared to that
obtained using weights numerically optimised using a genetic algorithm. The genetic
algorithm optimisation will be described in detailed later in this chapter.
4.5

Digital Pulse Processing for Pulse Shape Discrimination

With organic scintillators used for pulse shape discrimination, the scintillation has a
decay curve with two or more associated time constants. The relative contributions of
these different components depend on the LET of the ionising material. Figure 4.5
shows the fits of the average gamma-ray and fast neutron scintillation profiles
measured with BC-501A liquid scintillator [44]. The neutrons produce a greater
proportion of light in the scintillation tail, corresponding to the increased
contribution of delayed fluorescence. The role of PSD electronics is to characterise
the shape of each scintillation pulse so that the type of interacting particle may be
classified. Where fast-neutron/gamma-ray (n/γ) discrimination is the goal, this relies
on discriminating the heavy, charged particles scattered by neutrons (primarily recoil
protons) from gamma-ray excited electrons.

Figure 4.5 Fitted scintillation profiles from fast neutrons and gamma-rays in
BC501A liquid scintillator [44]. The profiles are normalised according to their initial
amplitude.
4.5.1 Assessing PSD Performance
Most PSD processing techniques derive some parameter S that is used to indicate the
shape of each pulse. Gamma-ray and neutron events produce pulses with differing S
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values and so the scintillations may be classified by placing cuts on S. The PSD
figure of merit (FOM) was introduced to give a way to quantify and compare the
performance of PSD detectors and techniques [27]. The FOM for neutron-gammaray discrimination may be assessed using full-width-half-maximum (FWHM) and
mean (µ) of the neutron (n) and gamma-ray (γ) peaks in the S histogram
.xy =
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(4.4)

The FOM may be applied similarity to PSD of other pairs of particles. Higher figures
of merit allow a greater proportion of pulses to be correctly classified. Using
instrumentation that simultaneously measures energy and pulse shape, the cuts on S
and FOM assessment may be performed as a function of energy.
Many techniques generate S peaks that closely approximate a normal distribution. In
this case, the FOM may be assessed by fitting each peak with a Gaussian distribution
as illustrated in Figure 4.6. Furthermore, the FOM may be used to predict the
expected rate of misclassified pulses for a given acceptance ratio and vice-versa
[165]. A FOM above 1.27 has been used to indicate efficient PSD [34]. This is the
FOM at which, assuming the distributions are Gaussian, the two peaks are separated
by 3× the sum of their standard deviations σ (FWHM ≈ 2.35 σ):
z Y − Y z > 3 ×   + 

(4.5)

The µ ± 3σ bounds of a Gaussian distribution contain 99.7% of the population, so
will used to classify neutron and gamma-ray events in the following work. The FOM
1.27 indicator corresponds to the point where the neighboring neutron and gammaray µ ± 3σ bounds intersect.
PSD pulse processing was historically performed using analogue pulse processing,
with techniques including linear filtering [166], zero-crossing [27] and charge
comparison [165], [167]. As a PSD detector usually require the simultaneous
measurement of energy, pulse shape, the technique does lend itself to digital
processing. This has lead to a significant proportion of new PSD instruments
incorporating DPP techniques. DPP algorithms for PSD measurements have been
developed with varying degrees of sophistication and computing complexity. Some
techniques include correlation of pulses with standard pulse shapes [168], [169],
parameterized fitting [170], comparing sample heights at the pulse peak and on the
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trailing edge [171], utilizing artificial neural networks [172], and the analysis of
pulses in the frequency domain using wavelet transforms [173], [174] and Fourier
transforms [175].

Figure 4.6 Fitting the sum of two Gaussians to measured shape histograms when the
figure of merit is 0.77 (left) and 1.27 (right). The adjacent µ ± 3σ bounds of the
neutron and gamma-ray distributions intersect when the FOM reaches 1.27.

4.5.2 PSD Measurements using Weighted Integration
The weighted integration used in this work represents the digital implementation of a
linear filter [166]. For PSD, w needs to be set so that S best characterizes the
scintillation time profile. Because S is also proportional to the amplitude of the pulse,
S is normalized using the measured energy E (i.e. S/E).
Digital charge comparison (DCC) is a commonly used technique that may be
implemented as a weighted integration using rectangular coefficients with an
integration that is shorter or delayed with respect to the energy integration [176].
This is the digital equivalent of using two charge to digital converters (QDCs) with
differing time gates or differentially delayed inputs to compare the charge in the two
time windows [31], [165]. With correctly chosen time windows, it has been found
that DCC can provide performance close to the optimum linear filter [176]–[178].
Consequently, DCC has been described as a near-optimal method.
Assuming the photo-detector SPR is short compared with the scintillation decay
times, the optimum weighting vector may be calculated analytically using the
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average pulse shapes arising from the particles to be discriminated [166]. The
average neutron and gamma-ray profiles are represented by the vectors n and ɣ,
where ni and gi give the mean number of photons measured in the ith sample
window. ∆t represents the sampling duration. The mean difference between the
measured neutron Sn and gamma-ray Sg shape values is represented by ∆S:
∆ = /s − /s

(4.6)

∆ = ∑, o, , − s, .

(4.8)

∆ = ∑, o, , − ∑, o, s,

(4.7)

When the SPR is short, and neglecting excess noise from the photo-detector, the
variance of counts in each sampling period, i.e. i and i , is equal to the mean

number of counts (due to counting statistics). Under this assumption, the total
variance ∆ of ∆S may be calculated:

∆ = ∑, o, i + ∑, o, i
∆ = ∑, o, s, + ,

(4.9)
(4.10)

Optimising w requires the minimisation of the relative variance of ∆S:
W∆
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The solution to this variational problem [166] requires that the weights be

o, =

i ?i
i i

.

(4.12)

A greater weight is given to where the signals differs the most, provided the
difference is not between two large values [166]. This use of the analytically derived
optimum weights is sometimes referred to as Gatti's method. This calculation has
also been adjusted to take account of sources of additional noise sources other than
counting statistics, including thermionic dark pulses from a PMT photocathode
[179].
4.5.3 ADC Dynamic Range and the Measurement of Delayed Fluorescence
The direct application of the above Gatti method assumes the sampled detector pulse
closely represents the time profile of the scintillation, i.e. the SPR of the photodetector measured is comparatively short. This may achieved with PMT-readout by
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connecting the PMT anode to a small load resistor or trans-impedance amplifier [89].
In this way the digitized voltage closely resembles the instantaneous current from the
anode. The un-shaped digitized pulse will be referred to as the direct representation.
Trials of digital PSD techniques commonly use this approach, connecting the output
of a grounded anode PMT directly to the 50 Ω input of a digitizer.
In reality, however, the performance of digital PSD implementations tend to be
limited by the dynamic range of the digitization stage [74], [177], [180]. While the
prompt fluorescence accounts for a majority of the scintillation intensity and
resulting output signal, the delayed fluorescence has a much lower intensity.
Assessing the relative contribution of the delayed fluorescence is central to the PSD
technique, and typically requires the slow scintillation to be measured out to a few µs
for best performance [35]. As the pulse tail has amplitudes several orders of
magnitude below that of the pulse peak, the information carried by slow component
is liable to be lost in the ADC noise. For instance, by 1 µs the scintillation intensity
of the BC501A neutron pulse in Figure 4.5 has fallen below 0.1% of the peak value.
The dynamic range of an ADC is fundamentally limited by the number of available
quantization levels, commonly referred to as the resolution. The resolution is
specified as the number of bits b used to represent the level of the input signal,
providing 2b possible quantization levels. An ideal ADC has a signal to noise ratio
(SNR) of approximately 6.02b dB. However, the actual SNR is further reduced due
to electronic noise sources from both within the ADC and from the attached analogue
front end and signal chain. For instance, the 14bit PX14400D2 digitizer used in this
work has a specified 64 dB SNR, the noise level being 0.06% of the full range. This
means that by 1 µs the BC501A scintillation signal is of a magnitude similar to the
noise.
In practical use, most pulse-mode systems measure pulses with a range of
amplitudes. This means that a majority of the scintillations use a fraction of the ADC
range, which further compounds the dynamic range issue. For the following
measurements the detector is expected to detect and analyse scintillations with
energies between 80 keVee and 8 MeVee, a range of 100:1. In this case, a digitized
800 keVee pulse might have noise equivalent to 0.6% of the utilised range.

64

4.5.4 The Role of Analogue Shaping in Digital PSD
It is apparent that limitations in ADC dynamic range might limit the effective
measurement of PSD, even with the relatively high resolution 14bit digitizer used in
this work. One approach to overcoming this challenge was to use an ADC with a
non-linear response and to further saturate signals once they reached a given
amplitude [180]. Another solution, developed by Jordanov and Knoll [74], was to
sample the charge-integrated pulse. The DPP system used a gated integrator in the
analogue front-end, so that the sampled pulse y represents an accumulation of the
detector current pulse p over time. The effect of this on digitized signals is
represented as
, = r, + r,? .

(4.13)

The Gatti optimal weights were adapted to provide the optimal weights for the
integrated pulse and with this approach they measured high quality PSD using a
modest 8 bit ADC. Similarly, DCC may be used with the integrated pulses with nearoptimal results [177]. These charge-integrated setups provide some of the best
published performances of digital PSD implementations.
One drawback of the charge-integration approach is that the gated or resetting charge
integrator introduces some complexity to the analogue front end. In this work it was
desirable to keep the analogue front end as simple as possible to make the hardware
adaptable to a range of applications. It was decided to investigate how simple RC
shaping may be used instead of pure charge-integration. A simple low-pass filter for
a current source, such as a PMT, may be achieved by connecting the source to a
parallel resistance (R) and capacitance (C) to ground [89]. The voltage read out
across the resistor responds to a charge impulse with an exponentially decaying tail
pulse, the characteristic time constant being τ = RC. The effect of this single-pole
low pass filter can be applied to digitized waveforms using a first-order infinite
impulse response (IIR) digital filter [181]:
, = r, + 1 −  r,? .

(4.14)

Where p is the (unshaped) input pulse and y is the RC shaped pulse. The coefficient,
α, may be calculated for a desired RC time constant and sampling period ∆t:
=
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Re-arranging the relation provides a finite impulse filter (FIR) able to de-convolve
the original signal (in the absence of noise) from the low-passed signal [181]:
r, = 1 −  , − ,? .


(4.16)

The 1/α constant merely scales the output result and will be neglected. One approach
to optimally processing this shaped signal is to apply a FIR filter to de-convolve the
signals prior to the weighted integration (4.16). Alternatively, the weighting vector
may be modified to suit the shaped signals [74].
Following the lead of the derivation for charge integrated pulses [74], the aim is to
produce a new weighting vector u that, when used to integrate the shaped pulse y,
yields the same value of S that is obtained when the original Gatti weights w are used
with the unshaped pulse p:
 = ∑,p , ∙ , = ∑,p o, ∙ r, .

(4.17)

Substituting in equation (4.16) into (4.17) gives
∑,p , ∙ , = ∑,p o, ∙ 1 −  , − ,? 

(4.18)

Unrolling and rearranging the sequence gives

∑,p , ∙ , = 1 −   w + 1 −   −  w + ⋯
… + 1 −   − ? wa ,

(4.19)

… + 1 −  wa? − wa ? + 1 −  wa  .

(4.20)

∑,p , ∙ , = 1 −  w − w  + 1 −  w − w  + ⋯

By inspection of the above sequence, the required values for u are
, = 

1 −  w − w
1 −  w

1 ≤ ¡ ≤ s − 1¢
.
¡=s

(4.21)

Similarly, in the case where the pulse is charge integrated, i.e. the sampled pulse
follows equation (4.13), the weights k derived by Jordanov and Knoll [74] were
£, = 

w − w
w

1 ≤ ¡ ≤ s − 1¢
.
¡=s

(4.22)

The above analytical treatment of the optimum weighted assumes a photo-detector
with a narrow SPR. Even when applying the shaping techniques, the calculations rely
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on the photo-detector acting like an ideal current source producing a narrow charge
pulse. This is a fair approximation for many conventional detectors, where the SPR
from a timing PMT and suitable signal chain may exhibit a FWHM of a few ns [89].
When using an SiPM rather than a PMT, the scintillation profile is convolved with
the relatively slow and often more complicated SiPM SPR, liable to contain multiple
RC components. While arbitrary SPRs may accounted through unfolding methods
[182], contributions such as timing jitter, electronic noise, and SiPM dark noise and
after-pulsing further complicate the analytical calculation of the optimum weighting
vectors. The approach taken in this work is to use numerical optimization methods to
estimate the optimum weighting coefficients for each SiPM-scintillator pairing. A
genetic algorithm was developed for the optimisation of weighting vectors for
measuring PSD.
4.6

Genetic Algorithm Optimisation of Weighted Integration

The genetic algorithm (GA) is a search heuristic inspired by evolutionary ‘survival of
the fittest’ models in nature and is based on combining and mutating generations of
provisional solutions [183]–[185]. It is well suited to problems such as this, where
the search space is large, not necessarily differentiable and may contain multiple
local minima. Similar applications of GAs were in the optimisation of various digital
filters [186]–[190].
The genetic algorithm works with a population of potential solutions, often referred
to, by analogy with the biological world, as chromosomes. Each chromosome
contains the set of parameters (genes) to be optimized. The first generation of
solutions is randomly generated. The chromosomes are judged against performance
criteria and awarded a fitness rating. Pairs of chromosomes are then selected to
combine, producing the population of the next generation in a process called crossover. The selection of parents for combination is done stochastically, with
chromosomes of higher fitness given a higher probability of being chosen. The new
population then undergoes some random mutation before the process repeats. The
intention is that chromosomes that are assessed to have a higher fitness (better
performance) for the problem may pass some of their positive characteristics to the
next generation.
The genetic algorithm used in this work was tasked with generating a weighting
vector w, that for measurements gave the best PSD performance for a set neutron and
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gamma-ray training pulses. In this case the genes were the elements of the weighting
vector w. In the canonical GA [183], the mutation and cross-over operations
manipulate the binary bit string made up directly of the chromosomes’ parameters.
Mutations flip bits while crossover produces offspring by truncating and splicing the
parents at a random position in the bit string. The genetic algorithm developed for
this work instead manipulates the integer encoding of the genomes, with the integer
range of the weights being user-adjustable. This is a form of real-coded GA [191].
This approach was taken so that the weight-balancing constraint could readily be
enforced.
4.6.1 Optimisation of Pulse Shape Analysis
To optimize the PSD w for a particular detector, a training set of gamma-ray and
neutron pulses (previously identified with a conventional method, such as DCC)
were fed to the GA. Each prospective w is used to integrate the training pulses to
produce sets of S values for neutron and gamma. The mean and standard deviation of
the calculated gamma-ray and neutron S/E values were used to estimate the PSD
figure of merit. The fitness of each w was defined as the inverse of the resulting
FOM. The weights were ranked according to their fitness for the selection and crossover process.
Selection was accomplished using a roulette wheel method, with the probability of
selection scaled by chromosome rank in fitness [192]. For the population of N
chromosomes, the probability P(R) of a chromosome of rank R being selected was
'" =
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Once two parents were selected, flat crossover was used for recombination [193].
This selects each weight of the daughter randomly from the interval defined by the
corresponding weight of the parents. Mutation of the new weights was implemented
by adding randomly chosen values to random weights on each vector. Each weight
had a 1% chance of undergoing mutation, with the added value sampled from a
discrete Gaussian distribution with zero mean and standard deviation equal to 5% the
configured integer range. Modifications to a weight exceeding the allowed range
saturated. Elitism allowed the best performing individual of each population to
continue unaltered to the next generation [185], preventing the loss of the best
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performing w up to that point. Migration introduced 4 randomly generated
individuals to each generation, in an effort to maintain genetic diversity. After each
new generation was produced, the balancing constraint was imposed by incrementing
(or decrementing as necessary) random weights until each chromosome was
balanced. The GA cycle subsequently started over with the new generation. An
overview of stages taken by the developed GA is displayed in Figure 4.7.

Figure 4.7 The series of processed every generation of the developed genetic
algorithm
The Genetic Algorithm was implemented as a MATLAB script. For the genetic
algorithm approach to be practical, the code needed to optimisation in a reasonable
time. The most time-consuming part of the genetic algorithm was the calculation of
the weighted integration of each prospective weight w with the set of neutron and
gamma-ray pulses.
The gamma-ray and neutron pulses were stored in n × t matrices G and N
respectively, where t was the number of samples in each digitised pulse (and the
required length of w) and n was the number of pulses. The generation of p
prospective w vectors were stored in another matrix W of dimensions t × p. Matrix
multiplication of the pulse matrices with the weighting matrix
¤¥ = ",

(4.24)
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gave a results matrix R of dimensions n × p. Each column of R contained the set of
measured shape S values for every combination of pulse and prospective weighting
vector;
",¦ = ∑5_p ¤,_ ¥_¦ .

(4.25)

With MATLAB specifically optimised for linear algebra, the calculation was
performed with high efficiency using multiple CPU cores. The use of matrix
multiplication provided a 300× speed-up against looping through the prospective
weights and training pulses, calculating each dot product individually. On a standard
desktop computer (Intel i5-2400 processor) a typical 1000 generations of the GA
took 21 minutes to complete with 2048-sample pulses and using 104 neutron and
gamma-ray pulses in the training bank. The execution time reduced with filter/pulse
length, taking under 4 minutes for 256-sample pulses.
4.6.2 Optimization of Energy Measurement
While the GA was primarily designed for the optimization of pulse shape analysis, it
was also adapted to optimize for energy measurement in detectors for gamma-ray
spectroscopy. Training pulses were selected from two gamma-ray photopeaks, each
of known energy. Gamma-ray sources such as

137

Cs and

22

Na were convenient for

collecting training pulses, as they allow two photo-peaks to be collected with the
single measurement. Each prospective weighting vectors were used to process the
training pulses from the two energies.
The mean and standard deviation of the measured energy E values were calculated.
A linear fit to the mean integrated E values against the known photopeak energies
was used to determine any offset in the calibration. The offset was subtracted from
the assessed mean E values, with the standard deviation and corrected mean used to
assess energy resolution. The inverse of the resolution of one of the pulse banks was
used to determine fitness. In this way, the energy resolution at the energy of the
selected training back could be optimized.
4.7

Simulation Verification of Genetic Algorithm Optimised Pulse Shape
Discrimination

Before using the GA for PSD with measured pulses, as detailed in Chapter 6, the GA
was tested using a simulated detector to benchmark its performance against the
theory and validate the over-all approach. A Monte Carlo simulation was set up to
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model the output of a PSD scintillator coupled to a detector with impulse SPR. The
simulation matched the assumptions used for the analytical derivation above, so the
weights produced by the GA could be compared with the analytically calculated
optimum values. Furthermore, the simulated pulses were also filtered to simulate the
RC shaping and gated-integration electronic front ends, so the GA can be trialed for
this shaping approach.
The simulated pulse shapes were based on the model fits of BC501A gamma-ray and
neutron scintillation profiles [44], previously plotted in Figure 4.5. To synthesize a
pulse, the total number of scintillation photons was randomly selected from a Poisson
distribution with 500 photon mean. The time of each photon arrival was generated by
mapping the output of a uniformly distributed pseudo-random number generator to
the cumulative probability function (CPF) of the scintillation profile. The
scintillation times were used to build a time histogram, with the 2.5 ns width of the
time bins representing the simulated sampling time. This process was repeated to
generate a training bank of 10 k neutron and gamma-ray pulses, and a separate
verification bank of 100 k neutron and gamma-ray pulses. Each bank was also
filtered to simulate the pulses that would be measured with 100 ns and 1 µs RC
shaping, and also with a gated integrator, using equations (4.14) and (4.16). Example
simulated pulses are plotted in Figure 4.8.

Figure 4.8 Example synthesized pulses before (left) and after 1 µs RC-shaping (top
right) and charge integration (bottom right).
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Each training bank was fed to the GA to produce an optimised w for the particular
readout scheme. The fitted scintillation profiles were used to calculate the
analytically optimum weights for the directly sampled pulses using equation (4.12).
Subsequently, the analytical optimum weights for the charge integrated and RC
shaped were calculated using equations (4.21) and (4.22).
Once the analytical and GA-optimised weighting vectors were determined, they were
used to process the events in the larger verification bank. The figure of merit was
assessed from the standard deviation and mean of the resulting S/E values as
discussed previously. All filtering setups achieved practically equal figures of merit
with both the analytically derived and GA-optimised weights.
Figure 4.9 shows the improvement of the best performing chromosome over 104
generations for the directly sampled pulses. It shows the performance of the GA
weights converging to that measured with the Gatti-optimum weights. By 100
generations, the FOM is near optimum. However, at this point the GA-generated
weights were liable to be quite noisy, particularly in areas where the weights are
small. Averaging of the best performing vectors produced from multiple runs of the
GA produced cleaner weighting vectors. There was no reduction in performance by
using these averaged weights.

Figure 4.9: Improvement of FOM measured from the fittest chromosome in each
generation of the GA for the simulated detector. Results from six independent runs
are shown. The figure of merit converges on that measured by the optimised
weighting set.
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The generated weights are overlaid with the analytically derived weights in Figure
4.10, Figure 4.11, and Figure 4.12. The different normalisation conditions of the
analytically derived and GA-optimised weight vectors meant that the shapes were not
identical. The GA weight vectors are constrained to produce balanced weight
vectors, while the Gatti weights were normalised so that gamma-ray and neutrons of
the same energy produce S values of opposite polarity but equal magnitude [166].
This is most obvious in the weights produced for the unshaped pulses (direct
representation), where the derived weights have significant values over the duration
of the pulse tail.
Despite the difference in visual appearance, the weights gave equivalent PSD
performance with FOMs of 4.22, so the balancing constraint does not appear to limit
the performance. Similarly, there was negligible difference in performance between
the assessed FOM from the direct and shaped pulses.

Figure 4.10 Gatti-derived and GA-optimised weighting vectors produced for directly
sampled simulated BC-501A scintillations.
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Figure 4.11 Jordanov-derived and GA-optimised weighting vectors produced for
simulated BC-501A scintillations with charge integration frontend.

Figure 4.12 Analytical and GA-optimised weighting vectors produced for simulated
BC-501A scintillations with 1 µs RC shaping.
The primary motivation for shaping the signal before digitization was to overcome
the limited dynamic range of a real ADC, something not included in the simulation
so far. To assess the effect of the finite ADC resolution for each set shaping setup,
the pulses were scaled so that the largest pulse in the set had a unity peak amplitude.
For the simulation of a given ADC resolution, the pulse samples were then
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multiplied by the number of available quantization levels. A random number, drawn
from a Gaussian distribution of zero mean and 0.5 standard deviation, was added to
each sample to simulate input noise. Such noise may be used as dither for supersampling techniques for improve measurement resolution [194], so might help
improve the performance of the weighted integration at a given resolution. The
values were then rounded to the closest integer to produce the simulated digitized
signal. These pulses were re-processed with the GA-optimised weights and the
corresponding FOM were re-assessed.
ADC resolutions between 2 and 16 bits were simulated for each of the shaping
setups, with Figure 4.13 showing the assessed figures of merit for each front-end and
resolution combination. The results indicate that RC shaping at the analogue frontend
may help maintain PSD performance at reduced ADC resolution. It is notable that
the simulated pulses use the full range of the specified resolution, while normal
systems have to handle a range of pulse heights. The quantisation charge integrated
data showed a slight reduction in FOM, possibly due to the effect of quantisation on
the use of a single sample for energy determination.

Figure 4.13 PSD Figure of Merit assessed at reduced ADC resolution. The
application of RC shaping prior to digitization allows the system to maintain
performance at lower ADC resolution.
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5 GAMMA-RAY SPECTROSCOPY USING SIPM READOUT

This chapter details the use of SiPMs to readout small inorganic scintillators for
gamma-ray spectroscopy. The assessment of energy resolution with the detectors
provided a way to validate the methods used to construct the detectors and the digital
approach to energy measurement. Besides developing techniques useful for the
construction and handling of SiPM-based neutron detectors, the measurements
further demonstrate the possibility of building compact gamma-ray detectors using
SiPM readout.
5.1

Assessing Detector Energy Response

The measurement of a detectors energy resolution and linearity not only reflect its
usefulness for spectroscopy but is also a useful diagnostic for the scintillation, photodetection and processing stages of the detector. The full energy photo-peaks in
energy spectra measured from various gamma-ray sources provides a straightforward
method for assessing the energy linearity and resolution. However, photo-peaks are
rarely seen in low-atomic mass organic materials, as total deposition of a gammaray’s energy is unlikely [9].
There do exist workarounds for inferring the energy deposited in the scintillator, such
as coincidence techniques [195]. In other cases an external charged particle beams
may be used to assess the energy characteristics, this approach was used for the
characterisation of plastic scintillator detector detailed in Chapter 8. For the initial
evaluation described in this chapter however, inorganic scintillator detectors suitable
for gamma spectroscopy were designed and tested instead.
5.2

Detector Construction

For the purpose of evaluation two small scintillators were selected; a thallium-doped
caesium iodide single crystal (CsI:Tl) and a cerium-doped yttrium oxyorthosilicate
crystal (YSO:Ce).
The 5 × 5 × 10 mm YSO:Ce crystal was purchased from Proteus Inc. (OH, USA).
YSO:Ce is a member of the rare earth oxyorthosilicates that also includes LSO:Ce
and GSO:Ce scintillators [196]. LSO:Ce and the mixed LYSO tend to have more
widespread use due to the higher atomic mass of lutetium over yttrium, and hence
greater efficiency and photo-fraction. On the other hand, natural lutetium contains a
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proportion of radioactive

176

Lu which introduces a significant background to

measurements [197]. The decay time of YSO:Ce is moderately fast at around 60 ns
[196] and its emission is primarily in the blue region of the spectrum [198]. It has
been previously used successfully in a SiPM-based small animal gamma-ray camera
[133].
The selected CsI:Tl crystal was 10 × 10 × 20 mm. CsI:Tl has one of the highest light
outputs of the traditional scintillators (~54 ph/keV), matched only recently by
materials such as LaBr3 and LaCl3 [199], and is regularly used in applications
requiring high energy resolution. Due to its green-peaked emission, it is often used
with photodiode readout. The decay time is fairly slow at 1 µs.
An important consideration in design of scintillator detectors is the efficiency of
collecting and then detecting scintillation photons. The light collection efficiency
(LCE) describes the proportion of scintillation photons that eventually reach the
sensitive area of the photo-detector. Designing SiPM-based detector for the nextgeneration fast neutron gamma radiography (FNGR) air cargo scanner [124], [200],
it became clear that using SiPMs with sensitive area significantly smaller than the
dimensions of the scintillator presents a challenge for the collection of scintillation
photons. This contrasts with PMT readout, where the photocathode may cover a
significant proportion of one of the scintillator faces.
For the following gamma-ray and neutron detectors it was decided to best match the
size of the SiPM area to the detectors. During this work larger 6 × 6 mm monolithic
SiPMs were becoming available and this was identified as a reasonable size for the
available scintillators. At this size the SiPM could cover the entire square face of the
YSO:Ce crystal and 36% of the CsI:Tl end face. The greater number of micro-pixels
provided a dynamic range advantage over smaller SiPMs.
Beside light collection efficiency, the other factor limiting the detection of
scintillation photons is the matching of the scintillator and photo-detector’s spectral
characteristics. Two types of SiPM were identified for potential readout of the
crystals; the SensL MicroFB-60035 (p-on-n structure) and MicroFB-FM60035 (non-p structure). Both SiPM types had a 35 µm pitch, giving a total 18980 micropixels. The specified PDE curves of the SiPMs [106], [107] and scintillation
emission spectra [198], [201], were used to calculate the effective PDE (ePDE) for
each SiPM-scintillator combination. The ePDE and scintillation yield were
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multiplied to estimate the maximum number of PhE measured per MeV deposited,
assuming 100% light collection efficiency. In reality the light collection will be
significantly lower than 100%. Table 5.1 summarises the calculated values. The
p-on-n SiPM displayed an advantage in ePDE for the blue-emitting YSO:Ce, while
there was only a small difference in the ePDE of the SiPMs with the green-peaked
CsI:Tl spectrum. As such the MicroFB-60035 (abbreviated FB60035) was chosen for
readout of both crystals.
Table 5.1 Crystal scintillation outputs and calculated PhE Yield for various SiPM
types.
FB60035
@ 5 Vover

FB60035
@ 2.5 Vover

FM60035
@ 2 Vover

Crystal

ph/MeV

ePDE

PhE/MeV

ePDE

PhE/MeV

ePDE

PhE/MeV

YSO:Ce

26300

28.7%

7548

38.2%

10047

13.6%

3579

CsI:Tl

54000

17.1%

9234

22.7%

12258

17.8%

9612

Both detectors were coupled to their respective SiPMs using GE RTV615 twocomponent, optically-clear, silicone. The scintillators coupled to the SiPM are shown
in Figure 5.1. The detectors were then wrapped with polytetrafluoroethylene (PTFE)
tape, i.e. plumbers thread seal tape, with a square of 3M Vikuiti Enhanced Specular
Reflector (ESR) on the scintillator face opposite the SiPM.

Figure 5.1 The YSO:Ce (left) and CsI:Tl (right) scintillators coupled to the FB60035
SiPMs with RTV615.
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5.3

Measurement

The detectors were used to measure a variety of gamma-ray school sources. The
sources and corresponding peaks used for calibration and energy were:
* 22Na 1.27 MeV gamma-ray and 511 keV annihilation gamma-ray,
* 137Cs 662 keV gamma-ray and 32 keV x-ray,
* 133Ba 356 keV gamma-ray,
* 109Cd 88 keV gamma-ray,
* and 60Co 1.33 MeV gamma-ray.
While many of the sources emit other gamma-ray energies, the above peaks were
chosen to simplify spectral fitting as they had minimal overlap with other spectral
features.
The SiPMs were operated at 27 V and 29.5 V, corresponding to 2.5 V and 5 V overbias. To save processing large amounts of data, the digitizer was operated in
triggered mode, collecting a trace of fixed length every time a pulse is detected. The
trace length was 2048 S with a 512 S pre-trigger for the YSO scintillations, and
8196 S with a 2048 S pre-trigger for the CsI:Tl. The digitizer internal level
discriminator was used for triggering, with a 50% LE-CFD used for alignment.
Figure 5.2 shows example digitized pulses from the two detectors. As the CsI:Tl
scintillation is emitted with a longer 1 µs time constant, fine structure corresponding
to a spread in photon arrival times is observed. Meanwhile, the SPR of the SiPM
dominates the pulse shape measured from the faster YSO:Ce scintillator. The short
scintillation time also causes the higher pulse amplitudes from the YSO:Ce detector,
despite the lower expected photo-electron yield.
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Figure 5.2 Example digitized and aligned pulses from the CsI:Tl (left) and YSO:Ce
(right) detectors. The CsI:Tl pulses exhibit more fine structure due to the longer
scintillation time.
The traces were written to hard drive and processed using the MATLAB version of
the DPP algorithms. Once aligned, the pulses were processed using a series of
synthetic rectangular weighting vectors with integration times between 2.5 ns and
1 µs with the YSO:Ce and between 2.5 ns and 12 µs with the CsI:Tl.
Three thousand pulses from the 667 keV gamma-ray and 32 keV X-ray photopeaks
were extracted from the 137Cs spectra measured from each detectors and used to build
training banks for GA optimisation of energy measurement. Due to the number of
samples in each pulse, the training pulses were down-sampled. In this way the GA
had fewer coefficients to optimise, allowing faster convergence on an optimum
weight vector. The optimised weights were then up-sampled and used to process the
data from each source. The list mode data for each rectangular and GA-optimised
integration setting was saved for generating the spectra and further analysis.
5.4

Results

The first step of analysis was to assess the location of the various gamma-ray photopeaks for energy calibration data. The un-calibrated energy E values were used to
build spectra for each source. Each photo-peak was fitted as the sum of a Gaussian
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curve and a quadratic background, with the mean and FWHM of the Gaussian used
to assess the peak position and resolution.
Example calibration points measured with the YSO:Ce and CsI:Tl detectors are
shown in Figure 5.3 and Figure 5.4 respectively. The non-linearity is due to the
saturation of the SiPM micro-pixels. The YSO:Ce detector shows a greater degree of
non-linearity, despite the lower expected scintillation light yield, due to is short
scintillation decay time. Furthermore, the 5 Vover data exhibits a greater level of nonlinearity, due to the increased PDE and crosstalk. CsI:Tl showed very little nonlinearity in this energy range, with a maximum deviation of 3% from a linear
response at 1.27 MeV.
If the scintillation time is short compared with the micro-pixel recovery time, as with
the YSO:Ce detector, the response may be expected to follow that in equation (3.6).
If the scintillation time is longer, as with the CsI:Tl, than the response may rather
follow equation (3.7). In any cases, the expected energy response takes the
generalised form:
§ =  × 1 − exp−¨ ×   + ©,

(5.1)

where H is the un-calibrated energy value, E is the gamma-ray energy and a,b and c
were the calibration constants to be determined. The constant term c does not
originate from the original relations, rather it takes account for offsets introduced by
the readout and processing. This is sometimes observed as the noise pedestal in
traditional multi-channel analyser systems. The relationship was fitted to the
calibration points using a least-squares, constrained function minimisation. This
provided a close fit to the calibration points as shown in Figure 5.3 and Figure 5.4.
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Figure 5.3 Energy calibration of the YSO:Ce scintillator detector. The non-linearity
is due to the finite 18,980 available microcells and is more severe at higher operating
bias due to the increased PDE. The error bars show the photopeak standard deviation,
rather than the relatively small fit uncertainty.

Figure 5.4 Energy calibration of the CsI:Tl detector. There is minimal SiPM nonlinearity due to the slower scintillation time of the crystal.
Equation (5.1) was rearranged to map the raw list-mode energy data into calibrated
energy using the fitted parameters:
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The calibrated energy data was then used to generate new corrected spectra. Example
22

Na uncorrected and corrected spectra are shown in Figure 5.5. The corrected

spectra were then fitted to assess the true energy resolution. This process of fitting
the uncorrected spectra, correcting for non-linearity and fitting the calibrated spectra
was repeated for the data processed with each of the weighting vectors. The assessed
energy resolutions for various integration times are plotted in Figure 5.6.

Figure 5.5 The un-calibrated (above) and calibrated (below) 22Na spectrum from the
YSO:Ce detector with FB60035 SiPM @ 5 Vover. The un-calibrated spectrum is
scaled according to the 511 keV photo-peak; the non-linearity is apparent through the
reduced mean energy of the 1.27 MeV photo-peak.
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Figure 5.6 Energy resolutions measured with the YSO:Ce (left) and CsI:Tl (right)
readout with an FB60035 at 27 V for varying integration times.
The resolution tends to improve with longer integration times, due to improving
counting statistics as a larger fraction of the scintillation light is integrated.
Eventually the resolution reaches a minimum, where the increased integration of
scintillation light is offset by growing contributions from other noise sources, notably
SiPM dark pulses. Optimal integration times of 500 ns for the YSO:Ce and 8 µs for
the CsI:Tl were selected for the rectangular weight vectors. The rectangular and GAoptimised weights for the CsI:Tl detector at 27 V bias are overlaid in Figure 5.7. The
shape of the GA-optimised weight vector was similar to that of the trapezoidal
scheme, with a negative region preceding the pulse and a positive region integrating
the detector charge. The main difference is that GA does concentrate the negative
baseline subtraction weights over the few samples immediately before each pulse.
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Figure 5.7 GA-Optimised and rectangular weight vectors used for weighted
integration of the pulses from the CsI:Tl detectors.
The resolutions and 95 % confidence intervals on these calculated values, measured
with these integration times, are presented in Table 5.2. For both detectors the
rectangular and GA-optimised weights produce similar energy results. This suggests
that, while the GA does provide a method to produce optimal weight-vectors suitable
for energy measurement, there is no performance advantage over suitably configured
rectangular weight vectors for these detectors and measured energy. As the
resolution in these scintillation detectors were expected to be dominated by Poisson
statistics and intrinsic scintillator resolution, the limited advantages of GAoptimisation was not surprising.
The detector energy resolutions measured with the SiPMs at 27 V and 29.5 V were
also similar. This suggests that the advantage of increased PDE may have been
balanced by the increased excess noise associated with the higher gains [202]. A
finer scan of the measured resolution against over-bias might better reveal the
interplay between PDE and excess noise for these detectors, and may allow for better
selection of the operating voltage for energy resolution. This could be a subject for
further investigation.
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Figure 5.8 Calibrated Cs-137 energy spectrum from the CsI:Tl detector.

Table 5.2 Corrected energy resolutions from the SiPM-based gamma-ray detectors.
Resolution (%)
Detector

Bias

w

88 keV

356 keV

511 keV

662 keV

1278 keV

1330 keV

CsI:Tl

27V

Flat

23.3 ± 1.7

10.3 ± 0.8

9.1 ± 0.3

7.7 ± 0.2

5.5 ± 0.6

5.4 ± 0.5

27V

GA

23.3 ± 1.4

10.3 ± 0.8

9.2 ± 0.4

7.7 ± 0.2

6.4 ± 0.6

5.6 ± 0.5

29.5V

Flat

25.2 ± 0.7

10.1 ± 0.7

9.1 ± 0.4

7.7 ± 0.3

5.7 ± 0.8

5.3 ± 0.5

27V

Flat

15.5 ± 1.8

9.0 ± 0.6

7.9 ± 0.6

6.5 ± 0.8

4.6 ± 1.2

5.0 ± 0.9

27V

GA

20.0 ± 2.8

8.9 ± 0.83

8.0 ± 0.3

6.0 ± 1.0

5.0 ± 0.9

4.9 ± 0.9

29.5V

Flat

17.3 ± 1.4

9.4 ± 0.83

7.8 ± 0.3

6.4 ± 1.0

4.8 ± 0.9

4.7 ± 0.8

YSO:Ce

Energy resolution at 662 keV is often used to compare gamma-ray detectors, due to
the ready availability of

137

Cs sources. The YSO:Ce detector energy resolution of

6.5±0.8% at 662 keV is comparable to the best results measured with a PMT, with
6.8±0.2% measured by Wanarak et al.

[203]. The 7.7±0.2% energy resolution

measured with CsI:Tl was also good, although slightly worse than the values of
7.1±0.2 % and 6.4±0.2% measured by Grodzicka et al. using MPPCs [110], [204].
The difference for the latter case may be due to reduced light collection efficiency
associated with not having 1:1 coupling between the crystal and SiPM. This effect
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was observed by using a range of CsI:Tl sizes with a 12x12 mm MPPC array [204].
Nevertheless the SiPM-based detector performance approaches the performance
available using PMT-based detectors, with 6.6±0.2 % measured using CsI:Tl and a
XP2020Q PMT [204].
5.5

Conclusions

SiPM-based gamma-ray detectors using YSO:Ce and CsI:Tl inorganic scintillators
were used to verify the use of the weighted integration technique for determining
energy. The energy resolutions measured using the SiPM were comparable to those
previously made with PMT based detectors. This suggests that for use with small
scintillators, where the light collection is not severely limited by the SiPM active
area, a SiPM-based detector may provide spectroscopy capabilities on par with PMT
detectors.
The genetic algorithm provided a viable method to produce weight vectors for
processing pulse energy. However, as the GA showed no advantage against suitably
optimised rectangular weight vectors, rectangular-type weighting factors were used
for energy determination for the work detailed in the following work. Whether the
GA approach could have application to high-resolution detectors, such as germanium
and silicon-drift detectors could be a topic for future investigation.
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6 PULSE SHAPE DISCRIMINATION USING ORGANIC SCINTILLATORS
WITH SIPM READOUT

A primary goal of this thesis was to develop a compact neutron/gamma-ray (n/γ)
discriminating detector suitable for hand-held use. To investigate this, two types of
PSD scintillator were obtained: 1 cm × ø 1 cm cylindrical stilbene single crystals
from ScintiTech (MA, USA) and EJ-299-34 PSD plastic scintillators from Eljen
Technology (TX, USA). The EJ-299-34 was a developmental-prototype based on the
PSD plastic invented at Lawrence Livermore National Lab [34] and currently being
commercialized by Eljen Technology [35]. The plastic was diamond milled by Eljen
Technology into 1 x 1 x 5 cm bars. Examples of the two scintillators are shown in
Figure 6.1.

Figure 6.1 The Stilbene single-crystal (left) and EJ-299-34 PSD plastic (right). The
scintillators are illuminated with a 364 nm UV LED to show the characteristic
blue/UV scintillation light.
In addition to measurements with SiPM readout, it was decided to also test the
scintillators with conventional PMT readout. This provided a point-of-reference for
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the measured performance and allowed more thorough characterisation of the newly
developed EJ-299-34.
6.1

Detector Construction

6.1.1 SiPM Selection
In effort to maximise the PSD performance, SiPMs with appropriate PDE
characteristics and sufficient area to provide efficient light collection were
investigated. Both the stilbene and the EJ-299-34 have radio-emission curves that
peak around 400 nm, so p-on-n structure SiPMs were best matched for the
scintillations. Two commercially available p-on-n SiPMs were selected, the
Hamamatsu S10985-050C and the previously utilized SensL MicroFB-60035
(FB60035). The S10985-050C had a 6 mm × 6 mm active area and 50 µm micropixel pitch (14400 micro-pixels), with the area split into 4 separately addressed
quadrants. The FB60035 was a 6 mm × 6 mm monolithic SiPM with 35 µm micropixels (18980 micro-pixels).
6.1.2 PMT Selection
Initially a Photonis XP2020 with VD124K voltage divider was selected for PMT
readout. The XP2020 is a 51mm (2 inch) diameter tube with 12 stages, designed for
fast timing applications. However, the XP2020 was found to exhibit after-pulsing,
manifesting as a bump in the averaged scintillation pulse shapes, delayed by 300 to
400 ns after the start of the scintillation. An example is shown in Figure 6.2. PMT
after-pulsing is due to ions created at the first dynode through secondary emission
being swept towards the photocathode to produce more electrons. Observations of
XP2020 after-pulsing were made previously by another group [205].
The XP2020 PMT was swapped for a functionally similar Photonis XP2262 tube.
This also had 12 dynode stages and a 51 mm diameter photocathode. The PMT did
not produce significant after-pulsing and was used for the subsequent measurements.
With the standard VD122K dynode chain, the PMT was found to saturate for the
higher energy (>5 MeVee) scintillations. The HV to be set below the minimum value
specified by the manufacturer before the gain was reduced below saturation. In
response, the voltage divider was modified with a resistor chain based on the Type-B
progressive sequence described by Photonis [206]. This reduced the gain and
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improved linearity while maintaining a suitable voltage between the photocathode
and first dynode, which primarily determines the electron counting statistics and
photo-electron collection efficiency. The increasing voltage on the later dynodes also
improves linearity by reducing the effect of the increasing space charge on the
multiplied electron cloud. The tube and dynode chain were designed for grounded
anode operation, requiring a negative HV supply.

Figure 6.2 Averaged stilbene gamma-ray pulses showing the XP2020 after-pulsing
at 300 ns after the start of the scintillation.

6.1.3 Coupling and Wrapping
The stilbene was coupled to the photo-detectors using GE RTV615 two-component
silicone. Stilbene has a high coefficient of expansion with temperature [30], so even
the heat from direct contact with the surface is enough to crack the single crystal.
The crystal was handled with insulated tweezers, and the temperatures of the
silicone, crystal and PMT were allowed to equalize before gluing.
GE RTV615 failed to cure once in contact with the EJ-299-34, as did Wacker Silgel
612. Both two-component silicones were known to cure against other PVT-based
scintillators, such as EJ-204. It was thought that the high concentration of PPO in the
PSD plastic was inhibiting curing. The EJ-299-34 was coupled to the PMT using
polydimethylsiloxane optical grease instead. It is important to note that for
permanent attachment, optical epoxy would be compatible with the scintillator, but
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this was not used as it would prevent removal of the detector and subsequent testing
with different photo-detectors.
The scintillators were each wrapped in 3M Viquiti Enhanced Specular Reflector
(ESR). The choice of ESR wrappings was mostly due to the choice of optical
coupling medium; diffusive wrappings, such as PTFE tape and Tyvec, are liable to
turn semi-transparent on contact with optical grease. PTFE tape was used to cover
small gaps in the reflectors.
PCBs were made to reliably interface with the 5 pin ceramic package of the S10985050C and the 4 pad surface mount package of the FB60035. In the case for the
S10985-050C, the four anode pins were connected to a common output line. The
scintillator side of the PCB was painted with titanium dioxide white paint to form
part of the reflector. The detectors using the FB60035 are shown in Figure 6.3 and
those using the S10985-050C are displayed in Figure 6.4. For the PMT detectors an
enclosure, shown in Figure 6.4, was used to hold the detector together and provide
electrical and optical isolation.

Figure 6.3 Stilbene (left) and EJ-299-34 (right) scintillator detectors with FB60035
SiPM readout. For scale, the small grid squares measure 1 cm ×1 cm.
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Figure 6.4 The S10985-050C SiPM-based stilbene detector in the tin-plate enclosure
(left) and enclosure used to contain the XP2262 PMT and EJ-299-34 scintillator
(right).
The XP2262 PMTs were operated at 2200 V with the EJ-299-34 plastic scintillator
and 2100 V with the stilbene crystal. The S10985-050C SiPMs were operated at
71.34 V and 71.65 V, as specified by Hamamatsu in their individual test sheets. The
FB60035 SiPMs were biased at 27 V, corresponding to 2.5 V over breakdown. All
measurements were made at ambient temperature, which varied between 20° C and
22° C.
6.1.4

Detector Readout

The simulations in chapter 4 suggest that RC filtering prior to digitization (beyond
that required to prevent aliasing) may provide an effective work-around to ADC
dynamic range in digital pulse shape discrimination. The SPR of the S10985-50C
and FB60035 SiPM, shown in Figure 6.5, provide significant shaping even when
connected to a small 50 Ω load. The FB60035 had a trailing edge exhibiting a
~280 ns exponential decay while the S10985-050C exhibits a ~125 ns decay. It was
decided to run the SiPMs directly into the PX14400D2 50 Ω input. In future work, a
custom front-end allowing the shaping time to be modified will be investigated.
As a PMT for fast timing, the XP2262 exhibits a narrow SPR. Initial PSD
measurements were made by connecting the XP2262 anode directly into the 50 Ω
input of the PX14400D2 digitizer. Like many other DPP implementations, the
motivation was for the sampled pulse to closely represent the temporal profile of the
detected scintillation photons. However, the processed PSD was marginal with both
types of scintillator.
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Figure 6.5 Example stilbene ~500 keVee gamma-ray pulses measured using SiPMs
attached to a 50 Ω load. The SiPM SPR contributed the dominant characteristic in
the shape of output signals, rather than the shape of the scintillation profile.
It was decided to apply various RC shaping times with the PMT-based detectors
before sampling for digital pulse shape analysis. The signal from the PMT anode
behaves as a current source, with a current pulse associated with the detection of a
photon typically being a few ns wide due to the spread in electron transit times down
the dynode chain. To produce a shaped voltage tail pulse suitable for digitization the
anode could be presented with a parallel resistance and capacitance to ground. The
anode and cable does present some parasitic capacitance, typically in the range of 210 pF [89], however its effect is small using the digitizer’s fixed 50 Ω termination.
A preamplifier (preamp) was designed in order to implement various shaping times.
This had the added benefit of allowing the PMT to operate at a distance from the
digitizer while avoiding cable reflections.
A preamplifier based on a Texas Instruments OPA2690 was designed and built, with
the op-amp soldered on to a small evaluation board. The circuit diagram of the
preamp is shown in Figure 6.6. The op-amp was configured as a non-inverting unitygain buffer amplifier with bandwidth of around 400 MHz. As the non-inverting input
of the op-amp has high impedance, the shunt resistor Rin and parallel capacitor to
ground Cin was used to set the RC time constant. The dynode chain also had a builtin 1 MΩ resistance to ground that became significant when Rin was high or not
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installed. When larger values of Cin were used, a 50 Ω stopper resistor Rstop was
installed used to reduce the oscillations that developed. In the following
measurements, the input resistance and capacitance were swapped in and out to
produce RC time constants between 5 ns and 1 ms.

Figure 6.6 Preamplifier with variable RC Shaping
To assess the PSD performance, the digitizer was operated in segmented mode,
recording 2048 S traces (512 S pre-trigger) on each trigger. For the SiPM and a
majority of the PMT measurements, the internal level trigger was used to trigger the
digitizer. However, at larger RC values the internal PX14400D2 level trigger was
liable to retrigger on the falling edge of each pulse, so an external triggering system
was used. The setup is shown in Figure 6.7. The preamplifier output was connected
using a RG58AU cable to a 50 Ω ohm balanced splitter. One splitter output fed to a
Canberra 2111 timing amplifier with a 100 ns differentiation, followed by a Canberra
454 CFD. The CFD was used only to trigger the digitizer, the pulse alignment was
determined during processing. It is worth noting that the DPP detection algorithm
provides differentiation, so the real-time implementation of these techniques will
trigger correctly for signals with long shaping time without requiring additional
analogue hardware.
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Figure 6.7 Triggering setup for signals with long shaping times

6.2

Measurement and Initial Processing

The detectors were used to measure fast-neutrons from an Americium-241 Beryllium
(AmBe) radio-isotope neutron source. The AmBe source produces a broad spectrum
of fast neutrons with energies up to 10 MeV [207] and a gamma-ray spectrum with
peaks up to 4.4 MeV [208]. An additional gamma-ray background was expected,
produced in neutron interactions with the surrounding environment.
The detectors were also used to measure a Na-22 positron source. Organic
scintillators exhibit different light yield responses to electrons and protons [24]. The
341 keV and 1057 keV Compton edges in the Na-22 gamma-ray spectrum, arising
from the 511 keV and 1275 keV gamma-rays emitted by the source, were used to
calibrate the energy scale in units of electron-equivalent eV (eVee). The position of
each Compton edge was estimated at half height.
The digitized pulses were processed by the DPP scripts. The pulses were aligned
using a 50% LE-CFD. Energy E was integrated for 2 µs, with a 1 µs baseline
window preceding the pulse to balance the weighting vector. In the case of the long
1 ms shaped pulses, the pulses were approximately charge integrated so a single
sample at 2 µs was used to pick-off energy [74]. The PSD shape S values were
initially calculated using manually set DCC windows, integrating the pulse in a time
window delayed with respect to the energy integration.

6.2.1 Building an Event Training Bank for GA
The arbitrary DCC scheme provided sufficiently good PSD to reliably separate
neutron and gamma-ray events at 500 keVee and above. AmBe scintillations in the
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energy range of 500 keVee to 600 keVee, identified as either gamma-ray or neutron
pulses, were used to form a training set for the GA. The pulses were selected from
within the ±2σ boundaries of the gamma-ray and neutron S/E distributions, so the
GA was trained on a typical variety of pulses. Each training set had 104 gamma-ray
and neutron pulses. This training bank was used to generate optimum DCC and GA
weights for each shaping and scintillator combination. The subset of pulses used for
GA training was excluded from each dataset during the PSD FOM evaluation.
The above was method was performed once for each SiPM-based detector and
multiple times with each PMT-based detector, using different RC shaping times
between 5 ns and 1 ms.
6.3

Scintillation Time Profiles

The training bank of neutron and gamma-ray pulses collected with the PMT
detectors were used to calculate average pulse shapes from the detector by co-adding
the aligned and classified pulses. While the non-integrated pulses were expected to
best represent scintillation profile, the poor PSD performance limited separation the
neutron and gamma-ray pulses. Instead, the averaged RC = 1 ms shaped pulses were
numerically de-convolved using equation (4.16) to approximate the scintillation
profiles.
The de-convolved scintillation profiles are displayed in Figure 6.8 and Figure 6.9.
The profiles are normalised by their maximum amplitude. These present the average
pulse shapes in the energy range 500-600 keVee; the neutron pulse shapes are liable
to change with energy due to the shifting mean LET of the recoil protons. The
oscillations in the averaged profiles are due to ringing in the signal chain rather than
a scintillation effect. The difference between the profiles is greatest with the stilbene,
which contributes to its superior PSD performance [34], [209].
The shape of scintillation profiles are typically quantified using a parameterized fit.
The shape may be modelled by the summation of three or more exponential decay
components [210]. Unlike scintillation profiles measured using the Bollinger single
photon approach [211], the average digitized profiles incorporates the SPR of the
PMT, signal chain and any alignment jitter into the measurement. However, this may
be accounted for in the fit by convolving the modelled scintillation profile with a
Gaussian curve that approximates the detector SPR [212]. This provides a greater
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chance to quantify the relative contributions of the various scintillation components:
without incorporating the SPR the scintillation start time is not obvious.

Figure 6.8 Average pulse profiles the fitted models for 550±50 keVee stilbene
scintillations.

Figure 6.9 Average pulse profiles and fitted models for 550±50 keVee EJ-299-34
scintillations.

97

The scintillation profile model m was calculated as a sum of four exponential decays,
each with an amplitude a and characteristic decay τ, numerically convolved with a
Gaussian of adjustable standard deviation σ and mean time t0:
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6.1

The model was fit to the each measured profile using least-squares, non-linear
function minimisation. The fits are overlaid the data in Figure 6.8 and Figure 6.9 and
the fit parameters are presented in Table 6.1. The fit components are referred to as
fast, medium, slow and background (BG).
Table 6.1 Fit parameters for measured scintillation profiles
SPR
Scintillator

Stilbene

EJ-299-34

6.4

Source

Fast

Med.

Slow

BG

FWHM

τ1

Amp

τ2

Amp

τ3

Amp

τ4

Amp

ns

ns

%

ns

%

ns

%

ns

%

Gamma

9.2

5.2

88.2

20.4

11.2

77.8

0.5

258

0.1

Neutron

9.2

5.7

77.3

19.6

18.5

72.2

3.6

511

0.6

Gamma

9.3

5.7

89.8

20.2

9.6

111.6

0.5

784

0.1

Neutron

9.2

5.2

82.5

16.1

15.2

73.8

1.9

664

0.4

Optimisation of Weighting Vectors

Once the training banks were produced, DCC and GA optimisation was performed
for each scintillator/photo-detector combination and, in the case of the PMT, for
readout shaping setting.
6.4.1 Optimising DCC
DCC optimisation was performed by a two parameter sweep of the start and ending
locations for the DCC window. The baseline window was fixed to the same 1 µs
window used for the energy measurement. For each of the start and stop location
combination, the PSD was estimated from the standard deviation and mean of the
S/E values when using the prospective DCC w on the training bank.
A 2-parameter scan, changing the DCC window start and stop times, was used to
determine the optimum DCC window for each detector. For each DCC window
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setting the FOM was assessed using the training pulses, with the optimum settings
recorded.
6.4.2 GA Optimisation
The training banks where fed to the GA, with the results of multiple runs averaged to
produce a clear w for each detector. Figure 6.10 shows the best figure of merits
measured over 104 generations for the stilbene/FB60035 detector.

Figure 6.10: Improvement of FOM measured from the fittest individual in each
generation of the GA for the stilbene/FB60035 detector. Results from three
independent runs are shown. Also shown is the best FOM achieved using the
optimized DCC method.
The example GA-optimised and DCC w vectors for the PMT and SiPM detectors are
shown in Figure 6.11 and Figure 6.12 respectively. The GA-optimised weights
feature a bipolar spike in time, located at the pulse rising edge. The positive region is
similar to those found in the GA-optimised weights for simulated pulses described in
Chapter 4. As before, this acts to pick-off the fast components of the scintillation.
Meanwhile, the prominent negative spike was not present in the simulated data. The
simulation did not include noise, so the negative spike may be acting to balance the
w vector by stripping the baseline immediately preceding the pulse. The optimum
DCC weights appear to approximate the GA-generated weights, by placing a ~50 ns
long window over the positive region.
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Figure 6.11 Optimised w vectors for the stilbene (left) and EJ-299-34 (right) PMT
detectors, both using XP2262 readout with 1 µs RC shaping.

Figure 6.12: Optimised w vectors for the stilbene (left) and EJ-299-34 (right) PMT
detectors with FB60035 readout.

6.5

PSD Performance

The processed E and S list-mode data were used to generate 2D histograms. Example
histograms measured using the AmBe source are displayed Figure 6.13, Figure 6.14
and Figure 6.16. The PSD effect is apparent, with events forming two distinct
distributions. The upper distribution corresponds to gamma-induced electrons, while
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the lower distribution corresponds to neutron-recoiled protons. Meanwhile, the
Na-22 positron/gamma source, only produced the events in the electron distriubution
as shown in Figure 6.15.

Figure 6.13 Pulse shapes and energies measured from the AmBe source using the
PMT-based stilbene detector. The upper distribution corresponds to detected gammarays both produced directly by the source and through neutron capture reactions in
the surrounding materials. Meanwhile, the lower distribution is fast neutrons detected
through proton recoil.

Figure 6.14 Pulse shapes and energies measured from the AmBe source using the
PMT-based EJ-299-34 detector.
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Figure 6.15 Pulse shapes and energies measured from the Na-22 source using the
PMT-based EJ-299-34 detector. As the source emits gamma-rays, only the upper
distribution is present.

Figure 6.16 Pulse shapes and energies measured using the EJ-299-34 with FB60035
readout from the AmBe source.
A MATLAB script was written to evaluate the PSD figures of merit as measured by
each detector in the energy range between 75 keVee and 2.5 MeVee. The script took
25 keVee to 100 keVee wide energy slices of the list mode data and generated a
histogram of the S/E values. The S/E histograms were then fitted with the sum of two
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Gaussian curves using a weighted least-squares, constrained, nonlinear minimization.
The dual Gaussian model was found to provide a good description of the data,
example fits and corresponding figures of merit are shown in Figure 6.17. The FOM
as then calculated using the FWHM and mean µ of the fitted curves.

Figure 6.17 Dual Gaussian fits to S/E histograms from the Stilbene PMT detector
and the corresponding figures of merit.
The FOM evaluation was performed using the data sets from both the DCC and GAoptimized weighting vectors. The dynamic range of the digitized data was suitable to
measure the AmBe spectra, with pulses between 25 keVee and 5 MeVee.
Consequently, the figures of merit reflect the performance of the system while
providing this dynamic range.
The GA-optimised PSD figures of merit measured from the PMT detectors with
various RC shaping front-ends are plotted in Figure 6.18 and Figure 6.19. In both
cases the figures of merit improved with increasing RC time constants, with the 1 ms
shaping providing the best performance. However, 1 µs shaping gave very similar
results. Using the FOM > 1.27 criterion, efficient PSD was measured down to below
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80 keVee with the Stilbene and 120 keVee with EJ-299-34. This is compared with
170 keVee and 975 keVee with the minimal 5 ns shaping.

Figure 6.18 PSD Performance measured using the Stilbene detector with various RC
shaping times and using GA-optimised weights. For clarity, only every second ±2σ
error bar is shown.

Figure 6.19 PSD Performance measured using the EJ-299-34 detector with various
RC shaping times and using GA-optimised weights. For clarity, only every second
±2σ error bar is shown.
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The figures of merit measured with the SiPM and PMT detectors (using 1 µs
shaping) using both GA-optimised and DCC weighting vectors are displayed in
Figure 6.20 for stilbene and Figure 6.21 for EJ-299-34. In each detector and shaping
setup, the GA-optimised weighting vectors had a moderate advantage in FOM over
the corresponding DCC processed data. This is consistent with previous
measurements and simulations where the DCC was found to be near-optimal,
providing PSD performance near that of the analytically derived optimum weights
[176]–[178].
For both scintillators, the PMT provided the highest figures as merit, followed by the
FB60035 SiPM-based detectors and finally the S10985-050C SiPM-based detectors.
The differences performance is likely due to the increased excess noise associated
with the SiPMs, although part of this will due to the shorter SPR characteristics.
With the FB60035-based detectors, efficient PSD was possible down to 127 keVee
using the stilbene and 391 keVee using the EJ-299-34. The rest of the PSD
measurements were made with the FB60035-based detectors.

Figure 6.20: PSD Figures of Merit measured using the stilbene single crystal with
SiPM and PMT readout.
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Figure 6.21: PSD Figures of Merit measured using the EJ-299-34 with SiPM and
PMT readout.
6.6
PSD Performance at Reduced Digitization Rates
For the real-time implementation of the DPP techniques in digital hardware, it was
necessary to assess how the PSD performance was affected by using a slower sample
rate. The implementation of a portable system would benefit from the reduced power
and cost of using a lower sample-rate ADC. Furthermore, the rate of the sampling
has an effect on the power and complexity of the signal processing hardware that is
necessary to process the sampled data volume in real-time.
The PSD performances of the SiPM detectors at reduced sample rates were studied
by decimating and re-processing the collected data to simulate 100 MSps and
50 MSps sampling rates. The traces were first filtered with a 2nd order Butterworth
low-pass filter, the cut-off frequency corresponding to 0.4× the new sampling
frequency (or 0.8× the new Nyquist frequency). The trace was then down-sampled at
the reduced rate. The down-sampled data sets were reprocessed, repeating the pulse
alignment, DCC and GA optimization and FOM assessment.
The figures of merit at reduced sample rates are shown in Figure 6.22 and Figure
6.23. At 100 MSps there was a small drop in performance from 400 MSps in both the
DCC and GA-optimized PSD. However, it the slower 50 MSps rate, DCC weights
produced significantly reduced FOM values, while the GA-optimized weights
maintained performance similar to that seen at 100 MSps.
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Figure 6.22 PSD figures of merit measured with the stilbene/FB60035 detector at
the reduced sample rates. For clarity, only every fourth ±2σ error bar is shown.

Figure 6.23 PSD figures of merit measured with the EJ-299-34/FB60035 detector at
the reduced sample rates. For clarity, only every fourth ±2σ error bar is shown.
At 50 MSps the DCC window for both detectors only covered two samples, an
example is shown in Figure 6.24. The coarse selection of window width available at
low sampling rates limits the approximation of the optimum w vector with the flat
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DCC weights. While the GA also gave positive weight to these two samples, the
relative values of the weights were considerably different, which suggests they have
differing statistical significance.

Figure 6.24 GA-optimised and DCC weights optimised for down sampled 50 MSps.

6.7

Neutron/Gamma-ray Separation

While the production of separate gamma-ray and neutron spectrum may be
performed by fitting the 2D histograms post acquisition, in many cases it is necessary
to classify each event as it is processed. For instance, the neutron-survey meter
developed in chapter 10 is required to provide immediate feedback on the detection
of neutrons in the area. Likewise, the neutron monitor in chapter 9 is required to
provide an on-line and time-resolved measurement on the neutron generator output.
In order to discriminate scintillations on an event-by event basis, S thresholds may be
set to classify each pulse as a neutron or gamma, or reject pulses where the measured
shape is ambiguous. Rejecting pulses of ambiguous shape reduces the effective
detection efficiency of the detector. The acceptance ratio describes the proportion of
pulses successfully classified at a given energy. Setting these S thresholds involves
making a balance between the acceptance ratio and the misclassification rate.
While a static S/E threshold can be used to classify events, setting a threshold as a
function of energy according to the S/E vs E distribution allows the classification to
meet certain criteria. The parameters of the dual Gaussian fits, used previously for
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FOM assessment, were used to set gamma-ray and neutron S cuts. The cuts were set
as a function of energy E according to the µ ± 3σ boundaries of the respective
neutron and gamma-ray S distributions. For a scintillation to be classified as a
neutron, the S value had to satisfy the following conditions:
Y  + 3 

> / > Y  − 3  ,

(6.2)

and
/ > Y  − 3  .

(6.3)

Likewise, for the pulse to be classified as a gamma:
Y  + 3   > / > Y  − 3   ,

(6.4)

/ > Y  − 3  .

(6.5)

and

These conditions apply to the current setup where the neutron S/E distribution lies

below the gamma-rays, i.e. Y < Y . The S boundaries calculated for the FB60035
stilbene detector are shown in Figure 6.25.

With this scheme the adjacent µn+3σn neutron and µg-3σg gamma-ray boundaries
intersect once the FOM reaches 1.27 (the indicative threshold for efficient PSD). At
higher energies (where FOM > 1.27) the distributions are adequately separated so
that equations (3) and (5) are solely responsible for classifying pulses. In this regime
the acceptance ratio should be ~99.7% and the misclassification ratio should be
below 0.1%. At lower energies, where FOM < 1.27, equations (6.4) and (6.5) act to
limit the rate of misclassified pulses to ~0.1%. In this case, a greater proportion of
pulses are rejected due to their ambiguous shape and the acceptance ratio is expected
to fall.
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Figure 6.25 Pulse shape and energy measured from the stilbene FB60035 detector
exposed to an AmBe source. The dashed lines show the S/E cuts for classification as
a neutron. Likewise, the solid lines indicate the cuts for gamma-rays.
Example AmBe and Na-22 spectra from the EJ-299-34 FB60035 detector, separated
into neutron and gamma-ray detector are shown in Figure 6.26 and Figure 6.27. The
Na-22 gamma-ray spectrum shows the 341 keV and 1057 keV Compton edges as
well as some natural background at higher energies. The Na-22 neutron spectrum is
made up

of gamma-ray events

incorrectly classified as

neutrons. The

misclassification rate in each energy bin was below 0.1%, as intended. Meanwhile,
the AmBe gamma-ray spectrum includes both gamma-rays emitted by the source and
those due to neutron interactions with the surroundings. The rejected spectra in both
cases contain the pulses whose S/E value fell outside the specified cuts. These
rejected counts become significant at low energies due to the falling FOM.
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Figure 6.26: Separated AmBe spectrum from the FB60035 EJ-299-34 detector.
The AmBe data from both detectors was used to assess the acceptance ratio as a
function of electron equivalent energy using the cuts. The acceptance ratio, shown in
Figure 6.28, starts to roll off around where the FOM drops below 1.27. The
acceptance fell to 50% at 78 keVee for stilbene and 185 keVee for EJ-299-34.

Figure 6.27: Na22 spectra from the FB60035 EJ-299-34 detector. The neutron counts
are misclassified gamma-rays.

111

Figure 6.28: Acceptance ratio versus energy for the FB60035-based detectors. As the
the FOMs fall at lower energies, an increasing proportion of pulses are rejected to
maintain the ~0.1% mis-classification limit.

6.8

Thermal Neutron Detection

The plastic scintillator detector with SiPM readout provides a small detector capable
of efficient n/γ discrimination at energies down to 185 keVee, corresponding to recoil
protons with energies of around an MeV. However, it can be necessary to measure
neutrons below this energy, particularly in dosimetry applications. In view of this,
options for thermal neutron detection with an SiPM were investigated. The recently
developed 6Li- and 10B- loaded PSD plastic scintillators allow both fast and thermal
neutrons to be detected [47], [48], however are not yet commercialised. CYLC is a
novel inorganic scintillator containing 6Li and SiPMs have been used to discriminate
neutron-capture reaction products from gamma-rays [52], [213]. CYLC has the
added advantage of supporting gamma-ray spectroscopy, however like the loaded
PSD plastic, it is not yet widely available.
The scintillations from a small sheet of 6Li-enriched lithium glass were measured
using a SensL MicroFB-60035. The energy peak corresponding to the 6Li neutron
capture is clear as in Figure 6.29. However, gamma-rays above 1 MeV may not be
rejected through a pulse height (energy) discrimination alone. The detector does
exhibit some pulse shape between gamma-ray electrons and the Lithium-6 decay
products, as seen in the 2D histogram in Figure 6.29. However, the gamma-ray
112

discrimination capabilities of 6Li glass are limited [27], [214]. Regardless, the
lithium glass scintillators have been used successfully in some designs and the SiPM
might provide an alternative to PMTs for small detectors. The SiPM represents a
potential replacement for PMTs in instruments using dual glass scintillators, one
enriched with

6

Li and the other depleted, one example being a pocket

neutron/gamma-ray detector [50].
A functionally similar material is Europium-doped Lithium-6 Iodide (6LiI:Eu), which
has a better response to the capture products relative to electrons making pulse height
discrimination feasible. This has been used for thermal neutron detection in Bonner
[39] and REM balls [215] and has been successfully applied as a compact neutron
detector with SiPM readout [149].

Figure 6.29 Energy Spectra (left) and shape-energy 2D histogram (right) measured
from the Lithium Glass with FB60035 SiPM readout.
A 6LiF / ZnS:Ag based detector was identified as another possible scintillator for
SiPM-based thermal neutron detection. These have an excellent capability to reject
gamma-rays, as the small ZnS:Ag particles have a very limited response to electrons
[55]. These have been used in to produce large area detectors using SiPMs with
wavelength shifting (WLS) fibres for readout [216]. An EJ-426-0-PE 6Li/ZnS:Ag
screen was purchased from Eljen Technology. The 500 µm thick active layer
consisted of 6LiF and ZnS:Ag particles dispersed in a colourless binder. This was
attached to a 250 µm thick clear polyethylene backing. The theoretical detection

113

efficiency for thermal neutrons crossing the sheet was 34% [217]. The sheet was able
to be cut to size using metal shears.
The screen was trialled by placing a small square of the sheet on the small end of the
EJ-299-34 detector opposite the SiPM. This forms a phosphor sandwich (phoswitch)
arrangement, where two or more types of scintillator with different fluorescence
properties share a common photo-detector. Figure 6.30 shows the 2D histogram
measured using the same energy and GA-optimised weights used for the EJ-299-34
scintillator alone. The fastest component of the ZnS:Ag scintillation is approximately
200 ns, so the pulse shapes were clearly distinct from those of the plastic using the
same set of weights optimised for n/γ discrimination. The energy spectrum from
lithium sheet did not show a distinct peak, due to variable efficiency of the
scintillation and light collection. In future a PSD plastic containing a wavelength
shifting dye, such as the green-shifted EJ-299-34G plastic [218], may improve the
transport of EJ-426 scintillations to the SiPM.

Figure 6.30 Mixed-field scintillations measured from the EJ-299-34 / EJ-426-0
phoswich using an FB60035 SiPM.
6.9

Conclusions

It was found that organic scintillation detectors with SiPM optical readout may
provide effective discrimination between neutron and gamma-ray radiation using
digital PSD techniques. Pulse shape discrimination was measured with both stilbene
and a recently developed PSD plastic scintillator, EJ-299-34. The SiPM detectors
provided efficient discrimination down to 127 keVee using a stilbene single crystal
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and 391 keVee using the EJ-299-34 developmental PSD plastic scintillator.
Discrimination down to 78 keVee and 186 keVee was possible at a reduced 50%
efficiency while maintaining a 0.1% mis-classification rate. This is compared
efficient neutron/gamma-ray separation was possible down to below 80 keVee with
the stilbene and 120 keVee with EJ-299-34 using conventional PMT readout.
As previously measured [34], the stilbene did exhibit higher performance throughout
the energy range. In situations the PSD of the EJ-299-34 is sufficient, the plastic is
likely to be the preferred scintillator due to its isotropic response, ease of handling
and machining, robustness to temperature changes and mechanical shock, and
reduced cost. Similarly, while the performance of the SiPM-based detectors was
below that measured using a PMT, the separation capabilities are sufficient for many
situations. The cost and practical benefits of the SiPM need to be weighed up against
the performance of the PMT. Whether SiPMs are appropriate for larger volume PSD
scintillators remains to be demonstrated; SiPM arrays could be used to maintain a
similar light collection efficiency, however it is unknown whether the increased dark
rate will affect performance.
Digital pulse processing using weighted integration provided an effective way to
process pulse shapes for n/γ discrimination. It was found that using analogue shaping
of PMT signals prior to digitization was effective in overcoming the dynamic range
limitation of the ADCs used for the DPP. RC shaping introduces minimal additional
complexity to the analogue front end. While long shaping times might exacerbate
problems associated with pulse pileup, moderate shaping times in the 100 ns to 1 µs
range of the slower scintillation time constants, can provide most of the PSD
performance improvement while limiting any detrimental pile-up effects. If high
count rates are expected, a resetting charge integrator may then be the preferred
choice. A genetic algorithm was successfully used to optimise the linear filtering for
PSD in the presence of the analogue filtering, providing a small improvement in
FOM over the conventional digital charge comparison (DCC). Unlike analytical
optimisation methods, the success of the GA did not require knowledge of the
scintillation profiles, nor the signal and noise characteristics of the photo-detector
and electronic readout.
Analogue shaping has been shown to be of significant benefit for overcoming ADC
dynamic range issues in the application of more sophisticated digital processing
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algorithms. In the literature, it is common practice to directly sample PMT output
with a small load resistor when for trailing novel DPP algorithms. Consequently, it is
likely that some of these reported results are being adversely affected due to delayed
fluorescence information being lost in the ADC noise, rather than limitations
intrinsic to the algorithms.
The PSD performance achieved using 50 Ω readout, demonstrated how the slower
SPR intrinsic to the SiPM may actually be beneficial for the PSD measurements.
This provides a built-in analogue shaping before digitization, where the XP2262
timing PMT required a shaping circuit for optimal performance. This situation is in
contrast to other applications, such as timing, where the slow SiPM SPR is
considered a nuisance [92], [98], [100].
The detection of thermal neutrons with SiPM readout was also investigated. The
SiPM was found to be appropriate for measuring the thermal neutron signals from a
small 6LiF/ZnS:Ag scintillating sheet. The sheet was further used in a phoswich
configuration to augment the EJ-299-34 with detection capabilities for low energy
neutrons.
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7 DIGITAL PULSE PROCESSING IN REAL-TIME

The previous chapters have demonstrated that compact, rugged and inexpensive
scintillation detectors may be built using SiPMs for readout. Using the digital pulse
processing techniques developed in this thesis, these SiPM-based detectors may
provide gamma-ray detectors with excellent energy resolution and fast-neutron
detectors with efficient pulse shape discrimination. However, if the practical
advantages of SiPM-based detectors are to be of benefit, similarly small and costeffective readout electronics are necessary. The following chapter describes the
implementation of the pulse processing algorithms with digital hardware.
7.1

Digital Signal Processing Hardware

Digital signal processing is often implemented within an embedded system, a
computing system build for a specific purpose that often forms part of a standalone
device or instrument. Embedded systems for signal processing are often based
around a digital signal processor (DSP), a field programmable gate array (FPGA), or
some combination of the two technologies. These often acquire and process digitized
data coming from an analogue-to-digital converter (ADC).
A DSP is a specialized microprocessor with an architecture optimised for efficiently
performing the numerical operations associated with signal processing. They also
include interfaces for devices such as ADCs and their converse components, digitalto-analogue converters (DACs). A DSP is programmed in code, with the vendor
typically providing a C compiler. Hand-coded assembly is sometimes used for the
computationally intensive sections of a program to make the most of the DSP’s
capabilities. Being software programmable, signal processing algorithms used on a
PC may be ported to the DSP, often with minimal alteration.
The FPGA provides a matrix of configurable logic blocks connected by a network of
programmable interconnects [219]. A hardware description language (HDL) is used
to configure the FPGA, creating the desired digital circuit. In this way, the FPGA
takes the place of systems made up of discrete digital gates and components. The
FPGA allows for very high processing throughputs using its inherent parallelism, if
the desired algorithm can be implemented with the available logic.
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7.2

Selection of Embedded System

With useful PSD separation demonstrated at sample rates as low as 50 MSps, it was
decided to build a single channel system suitable for hand-held application based on
a comparatively modest 50-100 MSps sampling rate. Many modern FPGAs, and
several types of DSP are capable of interfacing with ADCs operating at this speed.
At higher sample rates, or when using multi-channel ADCs, an FPGA would
probably be required, operating alone or in conjunction with a DSP. However, for
this single-channel application the simpler DSP route was chosen.
An Analog Devices Blackfin DSP was selected as the basis for the DPP system. The
Blackfin is a family of 32-bit, fixed-point, low cost DSPs. Each Blackfin includes at
least one Parallel Peripheral Interface (PPI), suitable for clocking in samples from a
parallel ADC at rates up to 75 MSps. The BF533 utilized in this work costs between
$12 and $20, with a maximum power usage of ~800 mW (during intensive
processing and sustained PPI acquisition) [220]. The core operates at a processing
clock-rate up to 600 MHz.
7.3

Prototype DPP System

A prototype DPP system was built using development kits. A BF-533-EZ-Kit Lite
was used for the primary development board, containing the target BF-533 DSP. The
EZ-Extender was used to provide a breakout board for the PPI. An AD6644STZ
ADC evaluation board was used to provide the data conversion. The overall system
design is shown in Figure 7.1 and a photograph of the prototype hardware is shown
in Figure 7.2.

Figure 7.1 Block diagram of the prototype DPP system based on a Blackfin DSP.
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Figure 7.2 Prototype DPP using a Blackfin development board and modified ADC
evaluation board.
7.3.1 Analogue Front-End and Data Conversion
The AD6644STZ evaluation board hosted an AD6645 ADC with 14 bit resolution. A
50 MHz crystal oscillator was installed on the board to facilitate a 50 MSps sample
rate. The SiPM signals were fed to the prototype DPP system via a coaxial cable that
should be terminated with a 50 Ω connection. Like most high performance ADCs,
the AD6645 has differential inputs to reject common-mode noise coming from both
external and internal sources (in particular the sample and hold circuit). The AD6645
PCB was initially configured with a transformer-coupled front end to convert single
ended signals coming through the SMA socket to the differential signals required by
the ADC. Transformer-coupling is passive and provides low distortion; however it
also acts to AC-couple the signals, filtering out frequencies below a few MHz. The
board was modified by replacing the transformer with an AD8138 differential
amplifier. The amplifier provided DC-coupling as well as gain and level shifting to
make full use of the ADC input range. The modified analogue front-end is shown in
Figure 7.3. Feedback capacitors were used to give a first-order low-pass roll off with
cut off frequency of approximately 18 MHz. As the prototype was going to be used
with various detectors, the amplifier was adjusted so that the full digitisation range of
the ADC corresponded to an input voltage range of 0-1 V.
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Figure 7.3 Analogue front-end for the Blackfin DPP. The AD8138 differential
amplifier was used to convert the single-ended input signals to differential signals
centred on the ADC reference voltage VRef.
7.3.2 Acquisition and Processing Cycle
The 14 parallel outputs of the ADC interfaced with the Blackfin using the Parallel
Peripheral Interface (PPI). The ADC clock signal was fed to the PPI input clock. The
Blackfin Direct Memory Access (DMA) engine was used to handle and transfer the
incoming data from the PPI to the Blackfin memory. The DMA engine is a feature of
many modern microprocessors that allows transfers of data directly between memory
and peripherals without supervision of the core. This frees the core from executing
large data transfers and allows it to run other code in parallel.
The DPP programme operates on 'bare-metal', rather than on top of an operating
system, providing unfettered access to the hardware and memory. The software
controlled the Blackfin DMA by writing values to a number of memory-mapped
registers (MMR). Similarly, the status of the DMA was interrogated by reading from
other MMRs.
The DMA was configured in auto-buffer mode [221], where the ADC samples were
moved to an 8192 sample circular buffer in level 1 (L1) memory. The L1 memory
operates at the frequency of the core, allowing single cycle reads and writes. Being a
circular buffer means that once the last element of the buffer is reached, the pointer
returns to the first element of the buffer and the buffer is subsequently overwritten
with new data. The Blackfin auto-buffering mode allowed this transition to occur
seamlessly with no loss of samples and without intervention from the core. The
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DMA was set to send an interrupt to the core every time the circular buffer rolled
over, with the interrupt handler updating the number of completed acquisition cycles.
The circular buffer was partitioned into four 2 kS sub-buffers, numbered #0 through
to #3. The sub-buffers are filled and subsequently processed in a block-processing
setup [221]. The core always processes the buffer preceding the most recently filled
buffer, as demonstrated in Figure 7.4. In this way, the processed buffer is always
bordered by filled buffers, so detected pulses that run over the sub-buffers boundaries
may be processed immediately. The processing algorithms used hardware modulo
addressing, so pulses falling on the edge between sub-buffer 4 and sub-buffer 1 were
processed without requiring special treatment.

Figure 7.4: The Blackfin DPP Acquisition and Processing Cycle operating with the 4
sub-buffers.
Once the current block has been processed the program polls the DMA pointer
position, via the CURR_X_COUNT memory mapped register, waiting for the next
block to become available. This was the primary mechanism used to maintain the
synchronisation between the input data and processing algorithms, the other being
the acquisition counter incremented after each DMA interrupt.
7.3.3 Optimisation of DPP Algorithms for Real-Time Processing
Like many digital signal processing systems, the pulse processor has to process data
in real-time for the system to fulfil its intended role. In this case, the processing
needs to keep up with the acquisition rate. Failing this constraint would introduce
additional dead-time, whereby acquired signals are over-written before being
processed. The BF-533 DSP core operates at 600 MHz, so the core needed to process
each sample, on average, in less than 12 cycles to keep up with the 50 MSps sample
rate.
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The DPP algorithms were based on those detailed in Chapter 4. While the majority of
the program was written in C, the signal processing loops (where the processor spent
most of its time) were translated to native Blackfin assembly language. Use of the
low-level assembly language allowed the processing sub-routines to make optimal
use of the DSP capabilities. The operation of the Blackfin pulse detection algorithm
on a sub-buffer is shown in Figure 7.5.

Figure 7.5 The detection and pulse height measurement on a 2 kS sub-buffer
acquired and processed by the DPP system.
Like most modern micro processors, the Blackfin uses an instruction pipeline to
maximize the throughput. The pipeline allows the core to process different steps
(decode, execute, memory access etc) of sequential instructions in parallel. With a
properly fed pipeline, the Blackfin can average one or more instructions per cycle.
However, an unexpected branch in the code can lead to a stall, where the core stops
processing while the pipeline is filled with the correct sequence of instructions [221].
A significant amount of the optimisation effort was concentrated on avoiding stalls.
Other techniques made use of the core’s abilities to execute multiple instructions in
parallel, or the same instruction on multiple sets of data.
Optimisation methods included:
- hardware looping and conditional moves to limit the use of conditional
breaks,
- loop unrolling,
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- static branch prediction to tune conditional breaks to favour the most
frequently taken branch,
- parallel instructions, and
- hardware circular (modulo) addressing.
Furthermore, the LE-CFD setting was constrained to be of the form 2-n for integer n,
so that algebraic bit-shifting could be used instead of division for the calculation of
the threshold.
7.3.4 Communication and Control
As the signals are being processed, there needs to be some way for the DPP system
to communicate with the outside world. The final system could be designed for
stand-alone operation, with a built in display or indicator. Alternatively, it could
receive control from, and transmit data to, a host device, leveraging the processing
and user interface capabilities of the host. For example, it may be convenient to
communicate with the now ubiquitous portable devices such as mobile phones or
tablet computers.
The prototype system communicated using one of the Universal Asynchronous
Receiver/Transmitter (UART) peripherals built into the DSP. The UART provides
bi-directional serial communications using a transmit (tx) and receive (rx) line. The
UART interfaced to a host PC via a FTDI FT2232H UART to USB 2.0 adapter.
Currently the prototype transmits the processed list-mode data (energy, time and
shape) for flexibility in how the data is post-processed. However, for applications the
device could use its excess processing capacity to further distil data into one or more
histograms with defined cuts on shape or timing information.
When the system turns on, the system sets up the UART and enters the main control
loop. At this stage, the core interacts with the UART directly, polling for incoming
commands and manually sending responses byte by byte. The host can set and query
the parameters of the peak-finding and pulse processing algorithms, the weighting
vectors, and the duration of the acquisition.
Once the acquisition starts, the core sets up the PPI and DMA auto-buffer. The
processing runs for the set duration. The transmission of the processed list mode data
is performed by the DMA, leaving the core dedicated to the signal processing. The
transmission is double buffered, with one transmit buffer being filled with processed
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data, while the other one is being sent by the DMA. The transmitted buffers are of a
fixed length, with unused space zero-filled. The system also included a pulse-capture
mode, so that the genetic algorithm may be tested offline on the captured pulses. The
optimized weighting vectors, deduced using offline processing software, can then be
uploaded to the Blackfin for future measurements.
7.3.5 Host Software
For testing operations of the system, an application was developed for controlling the
Blackfin from a personal computer. The software was coded in Python [161], using
QT [222] and pyQT [223] for the graphics user interface (GUI). Matplotlib [224]
was used to display data. The serial communications were implemented using
pySerial [225]. Receiving and saving the data transmitted by the Blackfin was done
in a separate thread, so that the GUI would continue to respond to user input during
acquisition. The multithreading was implemented using the Qt QThreads class. The
program was compatible with both Windows and GNU/Linux. The GUI is shown in
Figure 7.6.

Figure 7.6 Blackfin DPP control GUI. During acquisition, example pulses are sent
from the Blackfin and displayed by the software so the operator may confirm that
settings for the pulse detection are appropriate.
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7.4

Synthetic Benchmarks

It was necessary to check that the prototype system satisfied the real-time processing
requirement at pulse rates that might be encountered in practice. An Agilent 33220A
pulse generator was set to produce 200 mV pulses across the 50 Ω input. The pulses
were 100 ns wide with repetition rates measured between 1 cps and 1 Mcps. The
Blackfin DPP was configured to process 9.8 s of signal per acquisition. The Blackfin
cycle counter was used to monitor the number of idle cycles the core spent waiting
for the next block, and the total number of cycles the CPU used for the entire
acquisition-processing cycle. The core utilization, corresponding to the fraction of
available core cycles actually used, was calculated using the idle and total cycle
values.
The acquisition was operated using two different sets of parameters. The first set was
typical for processing the signals from PSD neutron and gamma-ray spectroscopy
detectors, with two 125 S weighted integrations and corresponding 2.65 µS hold-off
period (dead-time). The other setting was appropriate for fast detectors with no PSD
determination; this used two 16 S integrations and a shorter 320 ns hold-off. Figure
7.7 shows the DSP utilization and the measured count rate as a function of the input
pulse rate. The output count rate of the 2.65 µS weighted integration was linear with
input count rate up to 500 kcps. Above this rate, the response plateaus due to the
2.65 µs dead time associated with each measurement. Meanwhile, for the fast 320 ns
hold-off data the measured rate remained linear up to the maximum tested pulse rate
of 1 Mcps. It is important to note that this describes the response to regularly-timed
input pulses, for real signals with Poisson distributed timing intervals between pulses
the throughput with count rate will instead approximate the non-paralyzable deadtime model [9].
With the 2.50 µs hold off utilization remains below 50% at the measurable count
rates. This gives significant headroom that may be used for condensing list mode
data. Using the shorter 320 ns hold off, the system approaches 100% utilization at
1 Mcps, representing the output count rate limitation of the system. To exceed these
count rates may require further optimisation or the offloading of the initial
processing to an FPGA.
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Figure 7.7 Output count rate and DSP Utilization over a range of input count rates.

7.5

PSD Performance

The prototype DPP system was then used to process signals from the
EJ-299-34/FB60034 detector described in the previous chapter. The detector was
used to measure the outputs of the AmBe and Na-22 sources, with the Na-22 used for
energy calibration (in eVee) and the AmBe source for the PSD FOM assessment.
Firstly, the Blackfin DPP was run in pulse-capture mode, with the aligned pulses
saved to the hard drive on the host PC. In pulse capture mode, the energy and shape
determinations made by the DPP accompany each pulse. The neutron and gammaray pulses in the 500-600 keVee range were fed to the genetic algorithm, run on the
host PC. The GA converged rapidly to an optimal solution, as there were fewer
weights to be optimised due to the reduced sampling rate. Figure 7.8 shows the
average pulse shapes and optimised weights for the EJ-299-34 detector.
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Figure 7.8 Average pulse shapes measured from the EJ-299-34 FB60035 detector
(above) and weighting vectors (below) used for online processing with the Blackfin
DPP.
The optimized PSD weights were uploaded to the DPP and a new acquisition was
run with these settings. The list mode energy and shape values were recorded to disc
and used to assess the PSD capabilities. Figure 7.9 shows a 2D histogram of the
pulse shape and energies measured from the AmBe source.
The figures of merit assessed using the Blackfin DPP are plotted in Figure 7.10.
These are overlaid with the previously measured performance using the software
DPP and down-sampled 50 MSps data. As the pulse alignment and weighted
integration algorithm implemented in the software and on the Blackfin are
equivalent, the difference is likely due to different noise characteristics of the
analogue front-ends and ADCs. The design of the analogue signal conditioning and
choice of ADC will be more carefully investigated for the final implementations of
the detection system. The figures of merit measured using a EJ-299-34/EJ-426-0
phoswich are also shown. The phoswich contain four EJ-426-0 1 cm2 squares to form
a belt around the centre of the EJ-299-34 plastic, this configuration was later used in
Chapter 10. The phoswich showed a reduced fast-neutron/gamma discrimination
compared to the plastic-only detector due to a reduction of light collection efficiency,
observed as a reduction in pulse amplitudes.

127

Figure 7.9 Pulse and energy values from the EJ-299-34 FB60035 detector processed
online using the Blackfin DPP.

Figure 7.10 PSD figures of merit measured using the FB60035-based EJ-299-34
detector and EJ-299-34/EJ-426-0 phoswich using the Blackfin DPP. The
performance obtained using DPP software with 50 MSps data is included for
comparison. Error bars indicate ±2σ uncertainties.
7.6

Conclusion

A prototype digital pulse processor was developed. All necessary functions: pulse
detection, timing, energy and shape analysis, are processed by the DSP in real-time.
The physical dimensions of the prototype were quite large, as it was based on test128

cards supplied by the manufacturer that include additional circuitry not used in this
application. Meanwhile, the integrated circuits required by the system could fit on a
credit-card sized circuit board and operate using battery power. This circuit could
include the components for providing bias to the SiPM, making it a single-board
solution for SiPM readout. The low cost of the DSP, along with careful selection of
the ADC, would allow such a system to be made in volume for less than $100.
Used in conjunction with an SiPM, the DPP allows for an inexpensive and compact
fast neutron-detector with neutron/gamma discrimination. Such a system could be
used as a portable, fast-neutron spectrometer for characterising fast-neutron fields in
laboratory or field settings. Existing systems tend to be of suitcase dimensions [226]–
[228]. While compact digital readout [229], along with flat-panel [230] or
miniaturised PMTs [231] reduced the potential size of these systems, the PMT price
and high voltage requirements remain. Whilst the use of the SiPM leads to a
reduction in PSD FOM, its reduced cost, power draw, size and weight, along with its
insensitivity to magnetic fields, may outweigh the modest performance loss in many
applications.
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Part III:

APPLICATIONS OF SIPM-BASED
NEUTRON DETECTORS
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8 THE DEVELOPMENT OF THIN TILE SCINTILLATION DECTORS FOR
USE IN A MULTI-LAYER FAST-NEUTRON TRACKER

So far, this thesis has been concerned with monolithic detectors that measure the
energy deposited by neutron interactions in the scintillator volume. Measurement of
the actual energy or direction of each detected neutron on an event-by-event basis
generally requires more sophisticated techniques. This chapter details the
development of SiPM-based thin tile scintillators for use alongside Timepix
pixellated semiconductor detectors in a multi-layer neutron tracker.
The following work demonstrates how the choice of scintillator and readout
geometry plays a critical role in obtaining optimal performance from an SiPM-based
detector. A number of prototype tile detectors were trailed in effort to optimise the
detection of scintillation light. The energy resolution and linearity of the plastic
scintillator detectors were measured using a proton beam, illustrating a method to
measure spectroscopic characteristics of plastic scintillator detectors. This can
otherwise be difficult to determine using neutron or X-ray beams.
8.1

The Multi-Layer Fast Neutron Tracker

Timepix is a hybrid pixel device consisting of a semiconductor detector chip and a
readout ASIC. The detection layer, often chosen as a 300 µm thick silicon layer, has
a 256 × 256 matrix of electrodes on its front-side with a 55 µm pitch. Each electrode
is bump bonded to an independent channel on the readout chip incorporating a
preamplifier, discriminator and counter [232]. Besides counting and time-resolved
modes, the readout channels may be configured in time-over-threshold (ToT) mode.
In ToT mode the discriminator and counter are used as a Wilkinson-type ADC,
recording the time the preamplifier signal exceeds the set threshold. With an
appropriate calibration [233], the map of energy deposited by an interacting charged
particle can be produced.
Neutron detection with silicon detectors is possible by introducing an appropriate
converter layer above the detector [234]. Imaging with low energy neutrons has been
carried out through the measurement of the neutron capture products produced in
6

LiF [235]. Similarly, detection of recoil protons from hydrogenous materials can be

used to measure fast neutrons. In this case, the direction and energy of the recoiling
protons may be determined through analysis of the track ‘image’ recorded by the
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Timepix detector. With knowledge of the original neutron’s energy and the
kinematics of elastic scattering, the energy and direction of the recoil proton can be
used to reconstruct the neutron’s direction [236], [237]. Conversely, knowing the
direction of the incident neutron allows its energy to be calculated
The multi-layer neutron tracker builds on this concept by using multiple Timepix
detectors interleaved with corresponding thin plastic scintillator tiles. If a neutron is
successfully measured by multiple scintillator-Timepix layers, the original neutron’s
energy and direction may be calculated without prior knowledge of either its energy
or direction [238]. Not only do the scintillation tiles provide the hydrogenous target
for fast-neutron recoil, but with suitable readout the scintillator can also be used to
trigger the Timepix data acquisition [237]. Furthermore, measurement of the energy
lost in the scintillator volume by the escaping protons can be used to improve event
reconstruction.

Figure 8.1 The concept of the multi-layer tracker, showing a double scatter event
being measured in two Scintillator-Timepix pairs.

8.1.1 Requirements and Constraints for the Tile Detector
Scintillator tiles were selected with dimensions of 15 × 15 × 2 mm. The 15 × 15 mm
dimensions were chosen to cover the 14 × 14 mm sensitive area of the Timepix
detector. The 2 mm thickness is sufficiently small that a significant proportion of
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recoiling protons are able to escape the volume of the scintillator. The CSDA
(constant slowing down approximation) range of protons in PVT plastic scintillators
is 0.35 mm at 5 MeV and 2.16 mm at 14 MeV [13].
The multilayer design requires a highly compact optical detector for the readout of
the scintillation light. The SiPM, being compact, fast and requiring relatively simple
readout electronics was a good choice for the detector. SiPMs have already being
demonstrated for the readout of similarly sized scintillator tiles for particle tracker
triggers and calorimeters [144], [239]–[242].
The design of the scintillator layer is further complicated by the short range of the
protons. As the operation of the tracker relies on protons exiting the scintillator and
subsequently being measured in the Timepix, there should be as little material
between the scintillator and silicon detector as possible. This restricts the use of paint
or wrapping on the square scintillator side facing the Timepix, presents a challenge
for obtaining sufficient light collection efficiency.
8.2

1st Tile Detector Prototype

The first detector prototypes were based around EJ-204 PVT scintillator from Eljen
Technology [243]. Trapezoidal Perspex light guides of 10 mm length were attached
on opposing 15 × 2 mm faces with optically transparent epoxy. The cross-sectional
areas of the light guides varied from 15 × 3 mm at the input end to 3 × 3 mm at the
output end. SiPMs with an active area of around 3 × 3 mm were coupled to the light
guide ends using RTV615 silicone. For a majority of measurements the light guides
were painted with a titanium dioxide-based white acrylic paint to reduce light loss,
while the scintillator plates were left unpainted. Some alternative painting schemes
were also trialled during the characterisation. One detector variant was run without
paint on the light guides and one had paint applied to the scintillator back-face and to
the sides not coupled to light guides.
Three tile detectors were constructed, two with dual SensL SPMMicro3035 SiPMs
(abbreviated S3035) and one with dual Zecotek MAPD-3N SiPMs. An example
detector is shown in Figure 8.2. The MAPD-3N SIPMs devices have a high dynamic
range owing to their buried micro-well avalanche structure [87]. It is important to
note that both SiPM types were of n-on-p design, so the PDE did not optimally
match the blue EJ-204 emission. At the time of these tests, there were limited p-on-n
133

devices commercially available, so the n-on-p SiPMs were used with the intention of
exchanging the SiPMs for their p-on-n counterparts once they became available.
The SiPMs were operated at approximately 2 V over-bias. The MAPD-3n devices,
with specified 86.41 ± 0.005 V and 86.42 ± 0.005 V breakdown voltages, were run at
88.42 V. The first pair of S3035 SiPMs, with 27.45 ± 0.005V and 27.13± 0.005V
breakdown voltages, were biased separately at 29.45 V and 29.13 V. The other pair
of S3035 SiPMs were taken from a closely matched set with 26.66±0.005V
breakdown-voltages. This allows the SiPMs to be run at almost the same over-bias,
and hence similar gain, from a common bias voltage supply. These were biased at
common 28.66 V. This detector will be referred to as the Matched S3035 detector.

Figure 8.2 Prototype tile detector using dual SensL S3035 SiPMs coupled to
opposite sides via trapezoidal light-guides.

8.2.1 Detector Readout
The readout scheme of the proposed multilayer tracker relies on the SiPM-based
scintillation tiles and readout electronics to control the Timepix electronic "shutter".
Coincidence logic between tiles could be configured to trigger only on the
occurrence of double-scatter interactions. As this work preceded the development of
the digital pulse processing hardware described previously, a digitizer and softwarebased processing was used instead.
The two SiPMs in each tile had independent electronic readout channels consisting
of a FEMTO HVA-500M-20-B voltage amplifier followed by a DRS-4 Evaluation
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Board Digitizer [244]. The DRS-4 chip provides analogue sampling of a signal at
rates between 1 and 5 GSps using a capacitive array. When a trigger signal is
received by the DRS-4, the charges stored in the capacitor array are digitised using a
14 bit ADC running at a 33 MSps sampling rate. The SiPM pulses were sampled at
1 GSps, allowing up to 50 traces per second with a length of 1024 samples to be
recorded. This was is a reasonable match for the <100 s-1 event rate observed in the
following characterisation measurements. The AC-coupled frontend of the DRS-4
board has a bandwidth of 200 MHz. The DRS-4 chip does represent an attractive
option for a finalised tracker design, as a single DRS-4 chip, ADC and DSP/FPGA
could provide simultaneous and synchronised readout for 9 channels.
The traces were downloaded over a USB link and recorded to a binary file for later
processing. EJ-204 has a fast 1.8 ns decay time, so pulse height was used for the
energy measurement. The leading edge constant fraction discriminator (LE-CFD)
algorithm was used for timing measurement.
8.2.2 Proton Beam Characterisation
To assess the viability of the Tile prototype for detecting and determining the energy
loss of recoil protons, calibration using events of known energy was desired. As
discussed in Chapter 5, it is not straight-forward to assess the energy calibration and
resolution of plastic scintillation detectors designed for recoil protons using only
neutron sources. The energy of the recoiling protons depends on the neutron
scattering angle, giving rise to a generally featureless pulse height spectrum [9].
Similarly, gamma-ray sources will produce only Compton continuum features, with
additional distortions due to electrons escaping the comparatively small scintillator
volume.
To avoid these difficulties, the performance of the scintillator detectors was
measured using protons at the Heavy Ion Microprobe facility at ANSTO. The
ANTARES tandem-accelerator facility provides a proton beam with a selectable
energy of up to 5 MeV and an energy stability of better than 0.1% [245]. The beam
size, when focused on the scintillator, was of order of 1 µm. In this way the beam
provided a way to measure the energy resolution, linearity and spatial response
uniformity of the scintillators. As the CSDA range for 5 MeV protons is 0.35 mm in
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PVT, the protons were expected to deposit their entire kinetic energy in the
scintillator.
The detectors were mounted on a translating and rotating mount inside the
microprobe chamber, with the anode signals carried to outside via bulkhead BNC
sockets. There was no significant degassing from the detector when the vacuum
chamber was pumped down. All measurements were performed with the proton
beam orthogonal to the detector face. Each detector was tested using 3, 4 and 5 MeV
proton beams. To gain an indicator for the uniformity of response, the detector beam
was measured at four positions on the face of the detector. Digitiser acquisition in the
DRS-4 was triggered internally by one of the SiPM channels.
8.2.3 Anti-Coincidence Rejection
Up until this point, the detectors described in this thesis have exhibited sufficient
light collection and PDE for scintillations of interest to produce pulses of
significantly greater amplitudes than typical SiPM dark pulses. With the reduced
light collection efficiency associated with the difficult geometry and incomplete
wrapping of the tile design, combined with the low effective PDE of this scintillatorSiPM combination, lower energy scintillation pulses are of the similar magnitude to
the characteristic dark pulses. However, having two SiPMs viewing a single
scintillator presents an opportunity to reject noise pulses through anti-coincidence
rejection [153], [246], [247].
Scintillation light is produced isotropically and so is expected to be partially shared
between the two SiPMs. Trigger events not associated with scintillation were
rejected during post processing by requiring coincidence between the SiPM channels
[153]. The timing resolution between the two SiPMs, as used for anti-coincidence
noise rejection, was assessed by fitting a Gaussian to the histogram of measured
timing delays between the two channels. The best timing resolution was achieved
with the LE-CFD of 25%, providing a typical resolution of 1.7 ns full-width-at-halfmaximum (FWHM) for both SiPM types, as shown in Figure 8.3.
Noise rejection was particularly useful in the lower energy proton measurements,
where the trigger level had to be set relatively low to provide reasonable acceptance.
Some SiPM dark pulses could then also trigger the digitiser, as shown in Figure 8.3.
In such cases the rejected noise pulses accounted for up to 60% of the total count
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rate. Implementing a coincidence requirement in a neutron tracker presents a means
to reduce minimum deposited energy at which a proton can be successfully detected.

Figure 8.3 Timing delay between the two SiPMs on the MAPD-3N based detector
(left). Restricting the delay to a 4 ns wide window allowed for the rejection of nonscintillation noise pulses (right).
8.2.4 Energy Resolution and Linearity
The mono-energetic proton beam was used to derive an energy calibration of the
scintillators and to characterise their energy resolution. The spectral peak was fitted
with a Gaussian to assess the mean pre-amplified pulse height and FWHM. As each
SiPM was readout independently, the spectra of the individual SiPM and the mean of
the two values were assessed.
Figure 8.4 shows fits to the individual and mean energy spectra measured using the
matched S3035 tile detector. With these low PhE yields, the energy resolution is
expected to be dominated by Poisson statistics. Assuming that the scintillation light
is roughly equally shared between the two SiPMs, the mean of the two SiPM pulse
heights should provide a √2 times improvement in resolution compared to that
measured with a single SiPM. The data exhibited this behaviour.

Example spectra measured at each proton beam energy are shown in Figure 8.5 and
the linearity curve for both the S3035 and MAP-3n detectors are shown in Figure
8.6. The energy calibration and resolution measurements are summarised in Table
8.1. Resolution is expressed as the ratio of FWHM to the mean. Both detectors
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exhibited good energy linearity within the range of the measurement. As the SensL
3035 has 3640 micro-pixels, the lack of significant saturation suggests that there are
less than ~1000 photons triggering microcells on each SiPM. The MAPD-3N
measurements made at 3 MeV were discarded because the SiPM-guide coupling was
damaged through contact with mounts inside the chamber. The detector was repaired
for subsequent 4 MeV and 5 MeV measurements.
The non-linear response of plastic is expected to become more significant at lower
proton energies. However, in use the useful protons exit the scintillator and so the
majority of the high LET deposition occurs in the Timepix rather than the
scintillator. Nonetheless a correction for plastic response, based on the energy
deposited in the scintillator and Timepix, might be necessary in the final tracker.
Table 8.1 Proton energy calibration and resolution
Detector

Energy

Ch1

Ch2

Average

(MeV)

Mean (mV)

Res.

Mean (mV)

Res.

Mean (mV)

Res.

3

29.1

41.9%

23.9

59.0%

24.8

34.9%

4

34.1

39.0%

26

56.2%

34.1

32.5%

5

45.2

40.5%

43.6

44.3%

42.1

29.8%

Matched
S3035

5

53.5

46.5%

52.2

47.1%

53.1

33.7%

MAPD-3N

4

40.3

35.5%

38.4

50.0%

39.3

31.1%

5

50.4

38.7%

51.8

44.8%

51.2

29.8%

5

53.1

38.50%

57.8

39.9%

56.3

28.0%

S3035

Painted
Edge and
Back

While both the MAPD-3N and S3035 SiPMs demonstrated the low light detection
capabilities necessary for the application, the light collection efficiency of the
detector geometry was thought to be limiting the energy resolution. The dark noise
spectrum from a pre-amplified S3035, shown in Figure 8.7, was fitted with the sum
of 5 Gaussian distributions. The centroid positions of the fitted Gaussian peaks,
plotted in Figure 8.15, were used to obtain a 1.8 mV/PhE pulse height calibration for
short duration scintillations. This indicates that the matched SiPMs were detecting
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29.7 PhE and 29.0 PhE respectively at 5 MeV, suggesting a ~37 % energy resolution
at 5 MeV and similar to the measured figure of 34 %.

Figure 8.4 Averaging the pulse heights from both channels provides an improvement
in resolution, shown for the Matched S3035 detector irradiated with 5 MeV protons.

Figure 8.5 Pulse height spectra measured from the S3035 detector with 3, 4 and
5 MeV proton energy.

139

Figure 8.6 Energy response of the S3035 and MAPD-3N tile detectors, the linear fits
were constrained to intersect the origin.

Figure 8.7 A sum of Gaussian distributions fitted to the PhE ripple of the S3035 dark
noise spectrum.
The effective photon detection efficiency (ePDE) of the S3035-based detectors,
calculated using SPMicro3035 PDE [248] and EJ-204 emission spectrum [243], was
determined to be approximately 12%. This suggests that that there are about 92
photons/MeV striking each SiPM. With a scintillation yield is 10400 photons/MeV
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for electrons and using a 0.4 proton to electron response ratio, measured at 5 MeV
for NE-102 in [24], the 5 MeV proton scintillation yield is estimated to be 4160
photons/MeV. As such, only about 2% of the scintillation photons are reaching the
detectors. The low light collection efficiency is attributed to the detector geometry
and the lack of reflective wrappings around the scintillator.

Figure 8.8 Photo-Electrons to pulse height calibration for the SPMMicro3035 at 2V
over-bias.
8.2.5 Spatial Uniformity
The spatial uniformity of the response was assessed by recording the mean pulse
height at four set locations across the face of each detector at a fixed proton energy.
The uniformity was quantified as the ratio of the standard deviation of these
measurements to the overall mean and is shown in Table 2. Painting the light guides
improved the uniformity of the Matched S3035 detector from 8.7% to 4.2% and
improved the signal by 25%. The matching of the SiPM over-bias was also shown to
be important, due to the scintillation light originating from either edge of the
scintillation not being equally shared between the SiPMs.
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Table 8.2 Detector response at various locations across the surface
Detector

Energy

Light
Guides

(MeV)

Centre

Mid Top
Edge

Top Left
Corner

Mid Left
Edge

(mv)

(mV)

(mV)

(mV)

Uniformity

S3035

5

Paint

42.2

44.8

48.4

46.8

5.9%

MAPD3N

4

Paint

39.3

42.4

42.4

44.3

4.9%

Matched
S3035

5

Paint

53.1

55.4

52.1

50.2

4.2%

Matched
S3035

5

No
Paint

37

45.5

42.2

40.1

8.7%

8.2.6 Triggering in Multi-Layer Configuration
A Thermo Fisher A-325 sealed-tube neutron generator with A-3062 deuteriumtritium (DT) tube was used to measure fast-neutron recoils in a 2-layer neutron
tracker. The DT fusion reaction in the tube produces ~14.1 MeV fast-neutrons. The
prototype tracker was built using the two S3035-based scintillation detectors and two
Timepix devices. The configured tracker is shown in Figure 8.9. This was placed
facing the DT emission point of the generator at a distance of 55 cm.
The SiPMs on each scintillator were read out in parallel, rather than using
independent channels, as only two FEMTO preamplifiers were available. The
preamplifier outputs were split between the DRS-4 digitiser input and a triggering
and coincidence system using a 50 Ω balanced splitter. The triggering system was
configured from conventional NIM-modules, the setup is shown in Figure 8.10. This
provided both the DRS-4 and Timepix with a common trigger when an event of
sufficient energy was detected in the either of the scintillators. Triggering only on
coincident triggers from both scintillators allowed the selection of double-recoil
events, from which a full reconstruction of the original neutron’s energy and
direction is possible. Finally, a fixed-time trigger inhibit ensured synchronisation
between the digitiser and the Timepix data.
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Figure 8.9 The prototype multi-layer neutron tracker using two tile detectors
interleaved with two Timepix detectors.

Figure 8.10 NIM module-based coincidence and triggering setup for 2-layer stack
measurements.
The timing resolution of the electronics and processing algorithm (neglecting the
contributions of the scintillation emission and photo-detection mechanisms) was
measured using 1 mV pulses (5 ns rise and fall time) from a pulse generator, split
between the two preamplifiers using the 50 Ω balanced splitter. The resulting time
histogram had a 500 ps FWHM. The delay spectrum between the two scintillator tile
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produced a broader peak, indicating a timing resolution of 3.1 ns (2.2 ns per tile).
Both spectra are overlaid in Figure 8.11.

Figure 8.11 Double-scatter events occurring between the two scintillator tiles. The
offset with respect to the pulser peak is due to differing cable lengths for the two
scintillator tiles.
Due to the limited energy resolution of the prototype tile detectors, the energy
measurements could not be used for full reconstruction of double-scatter events.
However reconstruction of neutron scattering planes, with precision of the order of
5° to 10°, were performed using the double-scatter Timepix data by Jakubek et al.
[249]. The coincident circuit was also operated in anti-coincidence mode, triggering
on a pulse from either scintillator. The proton spectrum measured by the Timepix
showed good agreement with a corresponding simulation, except at proton energies
above 4 MeV where saturation of the Timepix was evident [249].
8.3

Tile Detector Optimisation

While the initial prototypes established that SiPMs-based tile detectors may be used
to trigger the Timepix layers in the multi-layer tracker, the low proportion of
scintillation photons being detected by the SiPMs limited both the energy resolution
and lowest detectable scintillation energy that could be discriminated from SiPM
dark noise. Optimisation to the readout geometry and choice of SiPM/scintillator was
investigated.
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Rather than having two or more small SiPMs viewing the tile from the edge, it was
proposed to directly couple a large-area array to the top, square face of the
scintillator. In this way the detector presents a significant solid angle for the
detection of any scintillation photon, which should increase the light collection
efficiency.
A SensL SPMArray4 was selected to couple to the top of the tile scintillator. The
SPMArray4 is made up of a 4 × 4 array of SPMMicro3035 SiPM. The SiPM was
coupled with RTV-615, with the side edges painted as shown in Figure 10.12. This
SiPM array detector was compared with the matched S3035 tile detector. Following
the slight improvement in light collection measured by painting the back-side of the
MAPD-3N tile, the dual SiPM detector had the back side face painted

Figure 8.12 The SiPM array (left) and dual-SiPM (right) tile detector designs.
Besides the increased light collection efficiency, the other potential area for
improvement was to increase the effective PDE through better matching of the SiPM
and scintillator emission wavelengths. One way to do this is to select a p-on-n SiPM
to better match the blue scintillation light output. An alternative approach is to
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choose a scintillator that better matches the spectral characteristics of the n-on-p
SiPM.
EJ-260-10 scintillators with the same dimensions as the original tiles were purchased
from Eljen Technology. EJ-260-10 is a green-emitting, PVT-based ternary plastic
scintillator. EJ-260-10 was a variant of EJ-260, specially formulated with 10 ×
greater doping of the green dye. The high doping ensured that the majority of the
scintillation light produced by the scintillator was downshifted well within its 2 mm
thickness.

Figure 8.13 The EJ-260-10 (left) and EJ-204 (right) tiles, illuminated with a UV
LED to show their respective green and blue emission characteristics.
8.3.1 Relative Light Collection Efficiency Measurements
The SiPMs in the SPMArray4 are the same type as the SPMMicro3035 used in the
dual-SiPM detector. By sharing the same micro-pixel design, the PDE and gain
should be approximately equal at the same over-bias. Consequently, the output
signals may be compared to infer the relative light collection of the two detector
geometries. There is one caveat: the SPMArray4 is liable to have a greater equivalent
capacitance due to the greater area and connected electrodes. As a consequence the
shapes of the single photon response (SPR) produced by the detectors may differ,
altering the measured pulse height for a given number of photons. As the total charge
is constant regardless of the effective shaping time associated with the SPR,
integrating the signal over the duration of the pulse allows a direct comparison
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between the two detectors. Another reason for making the comparison in this way is
that the EJ-260-10 has a slower scintillation emission time (~9.2 ns) than EJ-204
(~1.8 ns).
To compare the relative light collection efficiency of the two detector designs, the
tiles were irradiated with 14 MeV fast neutrons from the Thermo Fisher A-325
neutron generator. Each tile was operated in turn from the same position, and
irradiated with DT neutrons for 10 minutes. In each case the SiPM signals were split
between two FEMTO amplifiers and digitized by two channels of the PX14400
digitizer. The energy from each channel was integrated for a fixed 1 µs and summed.
The measured integral spectra, shown in Figure 8.14, exhibit the general protonrecoil shape modified by the escape of some protons.

Figure 8.14 DT Fast Neutron Spectra measured using the two detector prototypes.
The spectral end points, determined as the threshold where the integral (cumulative)
spectrum exceeded 100 counts, was used to assess the relative amount of light
detected by each of tile designs. The EJ-204 SiPM array detector produced a
9.5× greater signal than the dual SiPM design, due to the improved light collection
associated with the change in readout geometry. The EJ-260-10 SiPM Array had a
further 2.0× improvement over the EJ-204 variant owing to an increase in ePDE.
This leads to an overall 18.6× improvement in the proportion of detected scintillation
photons. This should provide a significant improvement in both energy resolution
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and reduce the low energy limit for successful detection. Similar improvements in
ePDE might be expected using the blue EJ-204 scintillator with p-on-n SiPMs.
8.3.2 Uniformity Scan
Previously, a proton micro-beam was used to measure the response of the dual-SiPM
detector in a number of locations across its face. This measurement could be further
extended by scanning the micro-beam to build a complete map of detector spatial
response. Similar measurements have been made on tile detectors using a collimated
electron source [242]. However, for an initial assessment a collimated UV light
source was used to produce fluorescence at different positions across the scintillator
face. This alternative approach could be performed in the laboratory with readily
available and inexpensive equipment.
A UV scanning apparatus was constructed using a 365 nm UV LED mounted within
a metal enclosure illuminating a 250 µm diameter pinhole at a distance of 8 cm. A
240 nm to 400 nm band-pass filter was placed in front of the LED to filter out
fluorescent light emitted by the epoxy lens. The UV LED was driven with 15 ns wide
pulses, with 2 ns rise and fall times, from an Agilent 81110A pulse generator. The
metal enclosure was attached to an optical table with an x-y translation stage. The
detectors were mounted on a fixed stage, with the unpainted front-side at 1 mm
distance from the UV collimator.
The tile transmission of the 365 nm light was measured to confirm that the UV was
being fully absorbed in the 2 mm EJ-204 scintillator thickness. This was to ensure
that the UV light did not penetrate through the scintillator to be detected directly by
the SiPM array. The LED emission was measured with an Avantes AvaSpec
spectrometer both directly and with the scintillator in place. The LED emission and
scintillator transmission spectra are shown in Figure 8.15. The intensity of the
penetrating UV was insignificant compared to the longer wavelength scintillation
emission. The uniformity characteristics were not expected to change with
scintillator type, so only the EJ-204 detector variants were characterised.
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Figure 8.15 Transmission of the UV LED through the 2 mm thick EJ-204 tile.
Both detectors were readout using two channels; each SiPM in the dual detector
connected to its own preamplifier, while the SiPMs in the array alternated between
the two channels to form a checkerboard pattern. The pre-amplifier signals were fed
to two channels of the DRS-4 digitizer. The digitizer was triggered externally by the
pulse generator synchronisation signal. Software was written to control the digitizer
acquisition, process the pulses and record an intensity spectrum for each scan
position across the detector face. The program was written in C, using the DRS-4
library to interface with the evaluation board. Once the tile was scanned, a Gaussian
fit to each spectrum was performed and the mean intensity determined. This was
done for both the individual response and the summed response.
The overall spatial response of the two detector geometries, are shown as contour
maps in Figure 8.16. Both detectors exhibit a degree of non-uniformity. The
uniformity was quantified as the relative standard deviation of the response
measurements across the scintillator face. The dual SiPM design exhibited 7% of
non-uniformity, primary due to the enhanced response in the regions close to the
waveguides. The SiPM array detector had a greater non-uniformity of 13%. The
response of the SiPM array detector falls off towards the edges with the minimum
response in each corner.
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Figure 8.16 UV scan of the Dual SiPM (left) and Array (right) tile detectors.
Figure 8.5 shows the relative contribution of a single channel to the total response.
This shows how the light sharing between SiPM changes with scintillation origin.
The dual detector map shows how more light is collected by the SiPM closest to the
scintillation. Meanwhile, the SiPM array shows a checkerboard readout scheme
indicating that the SiPM above the excitation position receives a significant
proportion of the scintillation light. This position sensitivity may be exploited using
individual readout of the SiPMs [250].
With the SiPM array detector, it may be possible to partially improve the uniformity
by applying weights to each of the SiPM outputs. To investigate this, the uniformity
test could be re-run using 3 preamplifier channels to digitize the edge, corner and
centre SiPM groups separately. Various weighting schemes may then be trialled in
post processing. The uniformity might also be improved optically, through the use of
a mask or light-spreader. Ultimately, in the multi-layer neutron tracker, the Timepix
layer measures the position and direction of the incoming proton. In such case, the
non-uniformity may be corrected event-by-event using the location of the
scintillation structure.
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Figure 8.17 The relative contribution of a single channel to the total response.
8.4

Discussion

Tile detector prototypes, using SiPM optical readout, were evaluated for use in a
multi-layer neutron tracker. The initial prototype was based on dual SiPM detectors
coupled to the sides of each scintillator piece via light-guides. The ANTARES IBIC
proton beam was used to measure energy resolution, linearity and uniformity
characteristics. The energy resolution at 5 MeV was found to be 29.8% and 32.6%
for two separate S3035-based detectors and 29.8% for the MAPD-3n detector.
Despite the limited energy resolution due to poor light collection efficiency, the tile
detectors were successfully used to trigger Timepix detectors in a multi-layer neutron
tracker, showing the promise of the design.
Subsequent improvements to detector performance were made by using a large area
SiPM array coupled to the backside of the scintillator, with 10 times improved
efficiency for light collection. This illustrates how critical the geometry of an SiPMbased detector can be, where the small active area of current SiPMs may limit light
collection. The brute-force approach of using a large-area SiPM array was
appropriate in this application, where the cost of the larger SiPM is negligible
compared with the cost of the corresponding Timepix detectors.
Further improvement to the tile detector design was made through closer matching of
the scintillator and SiPM spectral characteristics. Following these improvements, the
new design should provide capable of both triggering the Timepix and measure the
proton energy loss in the scintillator. The use of a collimated UV LED provided a
convenient way to map the non-uniformity of the tile designs. Both designs exhibited
a degree of non-uniformity, with a standard deviation in response of 7% for the dual
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SiPM design and 13% for the SiPM array. Techniques to improve or correct this nonuniformity have been proposed and will be the topic of future investigation.
The success of the tile detectors has lead to further development of the multi-layer
tracker at IEAP, CTU (Prague). A comparator-based readout for the scintillator tiles
has been designed and demonstrated by Masek et al. [250]. Triggering and
coincidence logic was implemented using a FPGA, with each SiPM in the array
readout independently, allowing localisation of the proton recoil position. Each SiPM
array is soldered to a PCB that integrates with the corresponding Timepix carrier.
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9 ON-LINE MONITORING OF A PULSED NEUTRON GENERATOR

The sealed tube neutron generator (STNG) is a class of accelerator-based fastneutron source, widely used in scientific and applied research. Some neutron
generator applications include detection of contraband and explosives [251], [252],
geophysical logging [253], [254], online analysis for the minerals industry [255] and
fast-neutron/gamma-ray radiography for homeland security [200], [256]. When
implementing quantitative techniques using an accelerator-based source it is usually
necessary to monitor the neutron output, which may not be completely stable over
time. Further, some sophisticated techniques described below hinge on modulating
the neutron production and so require accurate knowledge of the switching
characteristics of the source.
The following chapter demonstrates the EJ-299-34/SiPM/DPP platform for neutron
monitoring in industrial apparatus. The modulated output from a Thermo A-325
neutron generator was measured, with the data used in the optimisation of a
prototype on-line gage implementing Pulsed Fast/Thermal Neutron Analysis
(PFTNA).
9.1

The Sealed Tube Neutron Generator and its Applications

Sealed tube neutron generators generally use the Deuterium-Deuterium (DD) or
Deuterium-Tritium (DT) fusion reactions to generate fast neutrons:
DD:

2

DT:

2

H + 2H  3He + 1n
3

4

1

H + H  He + n

( Q: +3.26 MeV )
( Q: +17.6 MeV )

The fusion reactions are typically initiated by accelerating deuterium ions onto a
deuterated or tritiated target. The neutron generators operate with accelerating
voltages in the range of 50-200 keV, with ~2.45 MeV neutrons produced by the DD
reaction and ~14.1 MeV neutrons by the DT reaction [257], [258]. The DT reaction
cross-section has a broad resonance at Ed = 109 keV and so is well suited for
producing large neutron fluxes with the low accelerating voltages suitable for small
sealed tubes [258]. Commercially available neutron generators range from fixed,
liquid-cooled installations with neutron outputs upward of 1011 neutrons/s (into 4π
steradian), to portable devices with outputs of around 108 neutrons/s [259].
The neutron generator has practical advantages over isotopic neutron sources, such
as Americium-Beryllium (AmBe) and Californium-252 (Cf-252). Neutrons are
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produced only when required, which simplifies the shielding requirements and
reduces risks during transportation. The 14.1 MeV neutrons from the DT neutron
generators are of much higher energy than the continuum spectrum produced by
isotopic sources. The higher energy increases penetration, allowing more extensive
analysis of bulk material or the scanning thicker cargo. The high energy also allows
the measurement of inelastic scattering interactions that occur at higher energy
thresholds [260].
Many neutron generators are capable of pulsed output by switching the ion source on
and off. A typical neutron generator can pulse its output at any rate between 100 kHz
and DC, producing bursts of neutrons with a minimum burst width of around 1 µs.
This ability is used to enable some sophisticated measurement techniques. Pulsed
Fast/Thermal Neutron Analysis (PFTNA) allows the collection of gamma-ray spectra
corresponding to inelastic scattering (n,n’ɣ) of fast neutrons during the neutron burst
and gamma-ray spectra due to (n, ɣ) capture of moderated neutrons after each burst
[260]. Other techniques, such as pulsed neutron logging

[261], [262] and

Differential Die Away Analysis (DDAA) [263], rely on measuring the population of
epithermal or thermal neutrons in the time following each neutron burst.
The measurement of the neutron output over the duration of the burst cycle is
necessary to effectively optimise systems that utilise a pulsed neutron generator, as
the neutron generation may not exactly follow the switching of the gate signal. The
time profile of the flux depends on the how the ion source responds to pulsing [264]–
[266].
The following work details the characterisation of a neutron generator used in a
prototype PFTNA apparatus. Knowledge of the generator’s switching characteristics
was necessary to optimise the gating for the gamma-ray detectors and assess the true
dead time of the system during each gating window. Likewise the data was used to
bench-mark time-resolved Monte Carlo simulations of the analyser.
9.2

The Thermo-Fisher A-325 Neutron Generator

The sealed tube neutron generator used in the measurements was a Thermo-Fisher
A-325 with A-3062 DT tube. The A-325 is passively cooled, with a specified
maximum output of approximately 108 neutrons/s. An example A-325 accelerating
head is shown in Figure 9.1. The A-325 control unit includes a signal generator for
gating the HV supply to the ion source with a specified 10 µs minimum pulse width.
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The stability of the A-325 output during DC operation was previously measured with
~10 ms resolution using a EJ-204 plastic scintillator with a wavelength shifting
(WLS) fibre-coupled SiPM for readout, showing the potential for SiPM use in
neutron monitoring [124]. However, the EJ-299-34/SiPM/DPP system offered the
<100 ns timing and neutron/gamma-ray discrimination capabilities to measure the
neutron output profile over the duration of the burst cycle.

Figure 9.1 An A-325 accelerator head containing a DD tube.
Like most neutron generators intended for industrial applications, the deuteron ions
in the A-3062 are provided by a cold-cathode Penning ion source [267], [268]. The
pulsed output of the generator was expected to be mostly determined by the ion
source switching characteristics. The Penning ion source features a tubular anode
with cathodes at each end, all of which is permeated by an axial magnetic field [269].
A voltage of 3 kV was applied between the cathode and anode. Electrons fieldemitted into the tubular anode by either cathode may be trapped axially by the
electrostatic well and radially by the magnetic field. The electrons ionise the
deuterium gas to form a plasma. A reservoir element controls the ion output of the
ion source by adjusting the pressure of deuterium gas in the tube. Deuteron ions are
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electro-statically extracted through a hole in one cathode and accelerated towards a
negatively-biased zirconium tritide target where, if the voltage is high enough, DT
fusion occurs resulting in the production of neutrons.
9.3

Measurement

The A-3062 was situated in a shielding cave, made up of borated paraffin wax
bricks. The EJ-299-34 / FB60035 detector was positioned with one square end facing
the DT tube at a distance of 20 cm from the emission point. The SiPM was biased at
27 V and the anode signal was connected to the DPP input via an RG-58AU coaxial
cable.
It was beneficial to have a trigger reference synchronised to the beginning of the
pulse cycle. A 100 ns wide rectangular pulse, with a 10 Hz repetition rate and
synchronised with the neutron generator pulser, was connected via a 1 kΩ resistor to
the DPP input (in parallel with the SiPM signal). The pulse was distinctly different
from the neutron and gamma-ray pulses and readily distinguished in post processing
using the pulse shape parameter S/E.
The A-325 was operated in a number of pulsing schemes; at 1, 2 and 5 kHz pulse
rates and 10%, 20%, and 50% duty cycles. The accelerator high voltage was fixed at
45 KV. The beam current, as indicated by the control unit, was adjusted to 40±2 µA
before each measurement.
9.4

Results

The DPP acquired and processed 660 s of continuous signals per run, transferring the
list-mode data to the host laptop. The list-mode data included the scintillation energy
and pulse shape, along with a timestamp corresponding to the time of arrival over the
course of each 11 minute acquisition. To represent the profile of a single neutron
burst, the pulse times were folded back to a single neutron pulse cycle, by taking the
modulus of the time with the pulsing period. Due to the slightly different crystal
clocking frequencies of the neutron pulse generator and the DPP digitiser, the cycle
period had to be adjusted by up to ±1% for the folded times to align correctly. The
relative clock rates also drifted slightly over the 10 minute measurements, as
demonstrated in Figure 9.2. The 10 Hz synchronised pulses were used to fine tune
the times to correct for this shift.
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Figure 9.2 Relative clock drift over the course of a measurement with a 5 kHz 10%
duty cycle burst scheme. The 10 Hz sync pulse was used to trim the folded cycle
times to align with the generator gate signal.
The pulse shape and energies measured during and between the neutron bursts are
shown in Figure 9.3. Counts lying between the gamma-ray and neutron distributions
are due to protons escaping the scintillator, as previously observed by another group
using a similarly small-volume liquid scintillator [270]. This effect was more
prevalent with the detector aligned with the long side facing the neutron generator.
Only the gamma-ray events are seen outside the neutron generator burst. Pulse shape
separated energy spectra are plotted in Figure 9.4. The endpoint of the neutron
spectrum corresponds to the full deposition of 14 MeV in the scintillator. The
endpoint lies at ~6 MeVee owing to the non-linear response of the plastic scintillator
to protons [24], [271]. The endpoint may be further reduced due to soft-saturation
caused by the limited dynamic range of the SiPM.
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Figure 9.3 2D Histogram of the PSD and Energy Values measured during (left) and
between (right) neutron bursts. The lower distribution corresponds to the 14 MeV
fast neutron interactions while the upper population corresponds to gamma-rays.

Figure 9.4 Separated neutron and gamma-ray energy spectra.
Figure 9.5 shows the neutron and gamma-ray detections over the course of 2 kHz
20% duty cycle burst period. Most of the gamma-ray counts follow the neutron
output. These are gamma-rays produced in inelastic scattering interactions. After
neutron production is switched off, the remaining gamma-ray events show an
exponential decay on top of an approximately constant background. The exponential
decay exhibited a 124 µs time constant, corresponding to the mean life time of
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moderated thermal neutrons in the shielding cave. Thermal neutron mean lifetimes
typically range from 70 µs to 500 µs [261], depending on the surrounding materials.
The constant offset is attributed to the decays of neutron-induced activation products.

Figure 9.5 Fast neutron and gamma-ray count rates over the course of a 2 kHz, 20%
duty cycle burst period.
The neutron burst profiles measured with a 5 Khz pulse rate at varying duty cycles
are overlaid in Figure 9.5. It is apparent that the neutron generation does not start
immediately after the pulse generator gate. There is a delay prior to the generation of
the earliest neutrons, with the output increasing exponentially before approaching
equilibrium. The shape of the burst profiles were thought to be due to the switch-on
(striking) characteristics of the Penning ion source. After the ionization becomes
self-sustaining, the exponential climb of the output N over time t is characterized by
the ionization time constant τi [264], [265]:
#¬ = #º / 5/5i .

(9.1)

The leading edge of each burst profile was fitted with the above formula to determine
the ionization time τi. The delay time td, measured between the switch on and the
time where the neutron output reached 50% of its equilibrium value was also
evaluated. The switch off of the neutron source was comparatively fast and similar
for all pulsing schemes.
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The timing characteristics for the various pulsing modes are reported in Table 9.1.
The burst count rate describes the neutron count rate during the neutron burst (once
the neutron generation rate has reached equilibrium). At reduced duty cycles, the
generator needs to increase the burst rate to maintain the same average output. As the
equilibrium ionisation rate of a Penning ion source is proportional to the gas pressure
[269], the generator increases the gas pressure in the tube. The mean ionisation time
τi and delay time td were both inversely proportional to the burst rate, consistent with
the model that higher gas pressures allow the ionisation to both initiate and propagate
in a shorter time [264], [265].
Table 9.1 Switching Characteristics of the A-325 Neutron Generator Operated in
Various Pulsing Schemes.
Pulsing Scheme

Neutron Count Rates

Striking Times

Frequency

Duty Cycle

Average

Burst

Ionisation τi

Delay td

kHz

%

cps

cps

µS

µS

1

10

231

2763

1.6

18.5

1

20

281

1613

2.3

30.2

1

50

319

731

7.0

74.0

2

10

216

3061

1.4

16.3

2

20

265

1755

2.4

27.4

2

50

308

814

6.1

67.0

5

10

196

5080

1.1

13.1

5

20

224

2554

1.7

23.6

5

50

277

1106

4.7

52.2
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Figure 9.6 Neutron output profiles at a 5 kHz pulse rate with various duty cycles.
9.5

Discussion

The neutron detection system, based on an EJ-299-34 plastic scintillator, SiPM
optical readout and DSP digital pulse processor, was used to monitor the output of a
Thermo-Fisher A-325 sealed tube neutron generator. The timing capabilities allowed
the neutron generation rate over the course of the pulsing cycle to be measured. The
delay time of the neutron output was found to depend strongly on the pulsing scheme
used. The neutron burst delay time ranged from 13.1 µs to 74.0 µs for the tested
settings. The variable timing of the turn-on process has consequences for how the
detection systems in an apparatus relying on neutron pulsing should be set up and
optimized. As the effective duty cycle of the neutron output is lower than that of the
HV operating the ion source, the dead time of detectors measuring the neutrons or
associated gamma-rays can be significantly higher than expected.
The SiPM-based detector and DPP readout represents an effective neutron monitor
and a final design may be suitable for use in an industrial instrument. For
comparison, the prototype CSIRO fast-neutron/gamma radiography (FNGR) air
cargo scanner systems used a photodiode-based neutron monitor. The photodiode
requires low noise electronics and shielding, and its readout circuit includes a lownoise pre-amplifier, 2 µs analogue shaping and a window discriminator [124]. The
neutron detection efficiency of this detector is limited by the low-level discriminator
necessary to reject electronic noise and gamma-ray events.
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In comparison, the SiPM-detector allows more for efficient counting with a lower
rejection threshold also enables gamma-ray rejection by pulse shape. The detector
would also be appropriate for use with lower energy neutrons, such as those from a
DD tube. The system also has the demonstrated moderate <100 ns timing
capabilities, allowing measurement of the burst profiles of pulse neutron sources,
providing a useful diagnostic in applications where the neutron generator is used in a
range of pulsing and output configurations.
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10 DEVELOPMENT OF A HAND-HELD NEUTRON SURVEY METER

One application of interest for the developed fast neutron detection system was the
design of a lightweight and portable instrument for the survey of mixed
neutron/gamma-ray radiation fields. While traditional survey meters based on a
thermal neutron detector and moderating assembly fulfil this role, they tend to be
heavy and large. The use of an organic scintillator with SiPM readout promises to
allow very efficient fast-neutron detection with a greatly reduced weight, size and
cost.
Survey instruments play a crucial role in radiation protection, where they are used to
assess and monitor the hazard presented by radiation fields. There has been wide
interest in developing light-weight alternatives to traditional survey meters for
routine use by radiation workers. Likewise, there is a current need for a portable,
inexpensive and efficient neutron detectors for use in homeland security [272]. This
would allow emergency workers deployed as 'first responders' to a radiological
incident or attack to identify the presence of neutron sources [272]. Handheld
neutron detectors are also required for the search and identification of special nuclear
materials (SNM). As fissioning materials are rare, the detection of neutrons above
the natural background is a strong indication for SNM [213]. Example requirements
for hand-held instruments are detailed in IEC 62327 [273] and by the IAEA [274].
Being based around digital processing, the system immediately lends itself to
integration with other digital systems. As such there is an opportunity to log dose
measurements with corresponding spatial coordinates from a global positioning
system (GPS) receiver. These coordinates could be provided by a GPS chip
integrated into the DPP unit, or could come from a host device such as a mobile
phone or tablet. In the case of emergency response the mobile device could report the
radiation measurement and GPS logs to a central control centre, alongside displaying
the measurements.
10.1 Neutron Dosimetry
In many applications the neutron survey instrument is not only required to detect the
presence of neutrons but should also indicate the radiological hazard presented by the
field. A quantity central to radiation dosimetry is the absorbed dose, D. The absorbed
dose describes the average energy deposited by radiation per mass of material. The
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unit for absorbed dose is the gray (Gy), equal to 1 joule absorbed per kilogram (J/kg).
The mean absorbed dose DT is calculated by averaging the dose deposited over the
mass to a tissue or organ T.
While the effects of ionising radiation are strongly dependent on the absorbed dose,
the biological endpoint also depends on the type of radiation and the rate at which the
dose is deposited. The relative biological effectiveness (RBE) describes the ratio of
the x- or gamma-ray dose to that of the specific radiation type required to give the
same biological effect [11]. At the low dose rates relevant to radiation protection, the
differences in RBE are mostly due to differences in ionisation density produced by
various types of radiation. The ionisation density modifies the likelihood that a
particle will produce double-strand breaks in DNA along its track. For weakly
ionising radiation with an LET below 10 keV/µm, such as electrons, the RBE is
approximately constant. Above 10 keV/µm, the RBE grows rapidly with LET,
reaching a maximum at around 100 keV/µm. This corresponds with a ~2 nm mean
distance between ionisations, approximately the separation of two strands of DNA
[275]. Above this LET, the ionising density is greater than needed to damage the cell
and the RBE falls.
The radiation weighting factor, wR, is used to represents the RBE of a radiation type
R. The equivalent dose HT to the organ may be calculated by multiplying the mean
absorbed dose from each radiation type by its corresponding radiation weighting
factor, and summing over all radiation types:
§h = ∑g og (h,g .

(10.1)

ICRP Publication 103 defines the radiation weightings for various radiation types
[276]. Sparsely ionising electron and gamma-ray radiation are given a unity
weighting, while protons and alpha particles have weighting values of 2 and 20
respectively. Neutrons produce a variety of secondary particles, and the relative
contribution of these change drastically with neutron energy.
For incident neutron energies up ~10 keV, ~90% of the dose deposited in the body is
due to the 2.2 MeV gamma-rays released in 1H(n,ɣ)2H capture reaction [277]. Most
of the remaining dose is from the protons and carbon recoils produced in 14N(n,p)14C
reaction. Above 10 keV an increasing amount of dose is deposited by elastically
recoiled protons and the RBE increases accordingly. Consequently, the og for
164

neutrons varies as a function of kinetic energy, increasing from 2.5 at incident
energies below 10 keV and peaking at ~20 at 1 MeV [276].
The effective dose E is used to assess the overall risk presented by radiation to an
individual. E may be calculated using the weighted average of the equivalent doses
received by each organ:

 = ∑h oh §h ,

(10.2)

where oh is a organ-weighting factor, designed to reflect the differing importance of

each tissue type.

Both the H and E are used as protection quantities in radiation protection. The annual
dose limits recommended by international agencies such as the ICRU and IAEA is
1 mSv a year for the general public and 20 mSv a year for radiation workers. This
corresponds to average rates of 10 µSv/hr and 0.5 µSv/hr, assuming a 40 hr working
week for 50 weeks of the year.
ICRP Report 116 includes calculated fluence-to-effective dose coefficients for
external exposure to gamma-ray and neutron radiation [277]. Figure 10.1 shows the
coefficients for neutrons and gamma-rays in the anterior-posterior (AP) geometry,
where the phantom was facing the source.

Figure 10.1 Fluence-to-effective dose conversion for external irradiation of neutrons
and photons from ICRP 116 [277].
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As protection quantities such as the effective dose are not directly measurable,
surrogates operational quantities are used for practical dosimetry. The operational
quantity for survey equipment is the ambient dose equivalent H*(10), which provides
a conservative estimate of effective dose. The ambient dose equivalent is defined by
the dose equivalent measured at 10 mm depth in the ICRU sphere (30 cm diameter)
[278]. The operational quantity for personal dosimetry Hp(10) is the dose equivalent
in the body of a person at 10 mm depth below the position of the dosimeter worn on
the surface.
The fluence-to-dose conversion coefficient hϕ*, allows the calculation of H* from a
given energy distribution of fluence ϕE :
∗

§ ∗ 10 = ½ ℎ¿  À[ d .

(10.3)

ICRU 66 includes the current recommended values of hϕ* [278].
10.2 Neutron Survey Meters
The performance of a survey instrument can be described by a few different metrics:
the sensitivity; the ability to reject gamma-rays; and the energy range over which an
accurate measure of ambient equivalent dose can be obtained. There is usually some
trade-off between the performance of the instrument and its practical characteristics
such as portability, weight, cost and reliability.
The sensitivity of a survey meter is often defined by the average counts measured
from the detector per unit ambient dose. Greater sensitivities allow a given neutron
field to be more rapidly assessed. As the instrument should ideally provide nearimmediate feedback on the ambient neutron field, this disqualifies passive detection
technologies often used for personal dosimetry from most survey applications.
Besides being sensitive to neutrons, the survey meter needs to be insensitive to
gamma- and x-rays. This is particularly important as photons have a significantly
lower biological effect than neutrons. For instance, the flux to dose coefficient for
1 MeV gamma-rays is 4.5 pSv/cm2, while the coefficient for 1 MeV neutrons is
almost a hundred times that at 300 pSv/cm2. For this reason, gamma-rays registering
as neutrons ('false neutron' counts) can cause an erroneously high ambient dose
reading. Furthermore, in the security field the false indication of the presence a
neutron source may lead to an unnecessary alarm and corresponding response.
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A primary challenge is to design a neutron survey instrument that gives an accurate
measure of dose for the wide range of neutron energies of concern for neutron
protection. One approach is to measure the LET spectrum of particles in a tissue
equivalent material and apply the appropriate quality factors to the events. This is the
basis of the tissue equivalent proportional counters (TEPC), such as those used in the
REM-500. While the REM-500 is lightweight and compact, it also has a relatively
low sensitivity and may respond to physical shock [279]. Plate-like TEPCs are being
developed in effort to improve the sensitivity and practical characteristics of these
types of detector [280].
An alternative approach to measuring H* is to design the detector so that its fluence
response Rϕ is approximately proportional to the hϕ* throughout the concerned
energy range [281]. The count rate from the detector may then be multiplied by an
appropriate calibration factor to give a measure of the dose rate. Capture-based
neutron detectors are often used in this role, however the cross-section for capture
does not follow the energy profile of hϕ*. Instead they roughly follow a 1/v trend.
Fortuitously, the response of these detectors may be modified using a suitable
moderator. Bramblett et al. noticed that by surrounding a 6LiI:Eu scintillation
detector with a 12 inch (30.5 cm) diameter polyethylene sphere, the response
approximated the dose equivalent for neutrons between thermal and 15 MeV energy
[39]. This design forms the basis of a whole class of moderator-based survey meters
that have subsequently undergone considerable refinement and have found
widespread use in radiation protection.
Most contemporary moderator-based survey meters use spherical or cylindrical
moderators with diameters between 10 and 12 inches (25.4 and 30.5 cm). 3He or
10

BF3 proportional tubes are often used as the detector. The introduction of various

materials and structures to the moderating assembly allows the energy response to be
further tuned. The inclusion of neutron absorbing materials reduces the response to
low energy neutrons [282] while heavy metals can improve the response to neutrons
above 8 MeV through spallation reactions [283], [284]. Dedicated neutron search
devices use smaller moderators optimised for efficient detection of fission neutrons,
rather than a H* proportional response, and typically weighing around 4 kg [285].
The inherent downside of moderator design is the mass and volume of material
necessary to give a desirable response. A typical survey meter weighs 7 to 14 kg,
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preventing its more regular use in the field. There is a general need for light-weight
survey meters to either replace or supplement the heaver units. For example, the
IAEA suggest a maximum weight of 2 kg for hand-held instruments used for
inspection at borders [274].
As fast neutrons dominate the dose contributions in many practical situations,
detectors that only measure higher energy neutrons do provide an alternative for
routine survey, particularly if energy spectrum of the neutrons is known in advance.
As recoil detectors detect fast neutrons directly, they can provide good sensitivity
without the mass associated with a moderator. One example of a fast-neutron survey
meter is the Hammerhead, designed for spot-checking of neutron fields in mixedoxide fuel processing facilities [286]. The detection is provided by a EJ-410 recoil
proton scintillation, based on a modified Hornyak button [56], read out using a
PMT.
Some limitations of the single-detector design may be avoided by using multiple
detectors. Rather than requiring a single detector to match hϕ*, the weighted
contribution of multiple different detectors may be used to cover a wide neutron
energy range [287]–[289]. These designs can be used to better tune the response of
the detector, or to improve its practical characteristics such as the size, weight and
sensitivity. One multi-detector solution is to augment a moderator-based detector
with a proton-recoil detector. In this way, the recoil detector can efficiently detect
fast neutrons, while the moderator-based detector is responsible for measuring lower
energy neutrons. One survey instrument using this technique is the PRESCILA probe
[290], which uses four EJ-410 recoil-proton scintillator detectors in conjunction with
a 6LiF/ZnS scintillator for low energy neutrons. The scintillators share a common
PMT readout, with the Perspex light-guide forming the bulk of the moderator. As
less moderator is necessary, the probe has significantly reduced dimensions and mass
(~2.2 kg).
In this chapter, the use of the SiPM-based PSD plastic detector developed in this
thesis for neutron dosimetry is explored. The use of an organic scintillator allows for
very efficient fast-neutron detection for a given instrument weight and size. The
detector may also provide spectroscopic information on both the fast-neutron and
gamma-ray fields. The use of a PSD liquid scintillator for neutron survey and H*
measurement has been demonstrated by the N-probe portable neutron spectrometer
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[228]. The N-probe uses a NE-213 liquid scintillator in conjunction with a
moderator-based 3He proportional tube detector to thoroughly characterise a neutron
field. Intermediate energy neutrons are measured from spectroscopic information
provided by the proportional tube. The unit weighs 4.4 kg and performs spectral
unfolding on-board.
A small PSD-capable liquid scintillator detector provides a measure of fast neutron
dose in a small electronic personal dosimeter [231]. A miniature PMT provided
readout for scintillator, with analogue pulse-processing. A small 6LiI scintillator and
second PMT gives a measure of low-energy neutron dose, relying on albedo neutrons
and a boron shell to give the desired response. A SiPM-based plastic scintillator
detector may provide similar abilities at a significantly reduced cost.
10.3 Neutron Transport Code
Monte Carlo simulations were used to guide the design and calibration of the
prototype detector. Simulation is often used for the design and optimisation of
detectors, allowing the trial of many designs without needing to physically build and
test each permutation. Two neutron transport codes used for the following work;
MCNP5 and SCIRESP.
MCNP5 is a general purpose Monte Carlo code developed at Los Alamos National
Laboratory, capable of modelling neutron, photon and electron transport [291]. The
code simulates neutrons from thermal energies up to at least 20 MeV. This code was
used to model neutron fields that might be encountered in practice, and to simulate
the response of a thermal detector to neutrons from thermal energies up to 20 MeV.
SCIRESP is an in-house neutron transport code developed previously by CSIRO,
designed specifically for characterising fast-neutron detector response. SCIRESP
simulates the 1H(n,n)1H,

12

C(n,n)12C,

12

C(n,n'γ)12C,

12

C(n,α)9Be and

12

C(n,n)3α

interactions most relevant to fast-neutron detection with organic scintillators. The
SCIRESP physics model is based on that in O5R [292], with the neutron crosssections drawn from ENDF/B-VI [293]. SCIRESP also incorporates a light yield
modifier function, relating light yield to deposited energy based on the type of
ionising particle. This may be used to produce an electron-equivalent energy
deposition tally for the calculation of scintillator response.
XPERT was used to set up the simulation geometry, materials, sources and tallies.
XPERT is a CSIRO-developed application that provides a common graphical
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interface to common Monte Carlo codes, including MCNP, EGS and SCIRESP
[294]. One the simulation geometry and properties are defined, XPERT generates the
appropriate input files for the chosen Monte Carlo program. It also provides an
interface for submitting jobs to the CSIRO Condor cycle-harvesting network [295].
Condor, developed at the University of Wisconsin [296], allows computationally
intensive tasks to be sent to idle desktop computers across an organisation's network.
The Monte Carlo method is well suited to take advantage of the massive parallelism
supported by the cluster, either by splitting a single large simulation between
multiple computers, or by processing many simulation permutations in parallel. In
this way simulation tasks that would take weeks on single computer may be
completed within a few hours.
10.4 Simulation of Typical Neutron Fields
To guide the design of the proposed survey instruments, some representative neutron
fields where modelled, these were designed to correspond to fields that the
instrument might encounter in practise. More extensive collections of neutron fields
are available elsewhere [297]. A series of MCNP simulations was performed,
estimating the neutron fields in the vicinity of various combinations of common
neutron sources surrounded by moderators of different thickness and composition.
The following sources were simulated:
*

Deuterium-Tritium (DT) generator producing 14 MeV neutrons,

*

Deuterium-Tritium (DD) generator producing 2.5 MeV neutrons,

*

Americium-241 Beryllium (AmBe) radioisotope and,

*

Californium-252 (252Cf ) fission source.

The above sources are fairly representative of those used in research and industry.
The emission spectra for the radio-isotope sources were drawn from the ISO 8529-1
reference spectra [207]. The current work does not aim to treat relativistic
(> 20 MeV) neutrons that may be found around high energy accelerators and at high
altitudes, although other groups have developed detectors for these specialised cases.
For example, Brooks et al. used a compact liquid scintillator detector to measure the
H* from high energy neutrons by unfolding the measured S vs E response [298].
Water, concrete, polyethylene and iron were selected for the shielding materials. The
geometry was set up with the neutron source located at the centre of a sphere of
adjustable radius and composition. The energy distribution of neutrons exciting the
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moderator surface was recorded using both log-spaced and linear-spaced tallies. Each
combination of neutron source and moderator was simulated, with moderator radii of
20, 40, 60, 80 and 100 cm. Each source was also modelled without a moderator.
Figure 10.2 show the neutron fluence measured from the AmBe source with varying
thickness of shielding. Water and polyethylene, being hydrogen rich, show strong
moderation of the neutron field. Meanwhile, concrete has a reduced rate of
attenuation due to the lower proportions of lighter elements.

Figure 10.2 Simulated neutron fields emitted from AmBe with various thicknesses
of water, concrete, polyethythene and iron.
Of the shielding materials considered, iron produces the most distinctive field.
Inelastic scatter is the dominant moderation mechanism for fast neutrons in

56

Fe,

with the threshold for the interaction being 847 keV. Below this energy, only elastic
scattering and neutron capture are possible, with minimal energy transfer occurring
in each elastic collision due to the disproportionate masses of the neutron and
recoiling 56Fe nucleus. Consequently, fast neutrons with MeV energies are efficiently
moderated down to the 10 keV to 1 MeV range, but lose energy only slowly
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thereafter, leading to a concentration of neutrons in this region [299]. Spikes in
fluence in this energy region are due to corresponding dips in the 56Fe total neutron
cross-section, shown in Figure 10.3. These characteristics make iron, by itself, a poor
neutron shield.

Figure 10.3 Total and inelastic neutron cross-sections for 56Fe, showing 'windows' in
the total neutron cross-section between 10 keV and 1 MeV. Data from ENDF/BVIII.1 [43].
The main concern for the design of the survey instrument is how effectively it may
assess the ambient equivalent dose. The energy distributions of the ambient
equivalent dose were calculated by multiplying the neutron fluence with the fluence
to dose conversion factors. An example is shown in Figure 10.4. A significant
proportion of the neutron flux occurs in the thermal energy range, yet their relative
contribution to H* is low due to the decreased hϕ* at low energy.
The relative contributions of various energy regions to the total ambient dose were
assessed. The following energy ranges were defined:
Thermal:

below 0.5 eV,

Slow:

between 0.5 eV and 1 keV,

Intermediate: between 1 keV and 2 MeV, and
Fast:

above 2 MeV.

The 2 MeV lower limit for the fast region was chosen to conservatively represent the
limits of proton-recoil scintillator detectors such as the Hornyak button [56] and
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proposed EJ-299-34/SiPM PSD detector. Table 10.1 shows the relative contribution
of each energy range to H* for the simulated AmBe neutron fields, the relative dose
contributions using the other neutron sources were similar.
In each of the simulated scenarios, the majority of H* is contributed by neutrons in
the intermediate and fast neutron energy range, together contributing at least ~90%
of the total dose. This shows that a detector that is only sensitive to higher energy
neutrons may still be useful in many situations. This is evidenced by the application
of TEPCs as light weight survey meters, such as in the REM-500 which is only
sensitive to neutrons with energies of ~100 keV and above. Another example is the
Hammerhead, a light-weight survey meter for use around mixed oxide (MOT) fuel
processing facilities, which is sensitive to neutrons down to ~1 MeV [286]. More
complicated geometries can have a greater proportion of dose at low energies [300],
though there is generally little contribution from energies between a few eV and a
few keV [281].

Figure 10.4 Energy distribution of neutron fluence and ambient dose equivalent
contributions from a 252Cf source behind 60 cm of polyethylene.
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Table 10.1 Relative contributions to equivalent ambient dose in simulated AmBe
neutron fields
Shielding
None
Water

Concrete

Polyethylene

Iron

Thickness

Thermal

Slow

Intermediate

Fast

(cm)

< 0.5 eV

> 0.5 eV

> 1 keV

> 2 MeV

0
20
40
60
80
100
20
40
60
80
100
20
40
60
80
100
20
40
60
80
100

0.0%
0.4%
0.4%
0.3%
0.3%
0.3%
0.1%
1.1%
2.5%
3.8%
5.3%
0.4%
0.3%
0.3%
0.3%
0.3%
0.0%
0.0%
0.0%
0.0%
0.0%

0.0%
0.3%
0.3%
0.3%
0.2%
0.3%
0.5%
1.2%
1.5%
1.7%
1.9%
0.3%
0.2%
0.2%
0.2%
0.2%
0.0%
0.1%
0.3%
0.6%
1.1%

11.5%
18.1%
16.7%
15.4%
14.9%
15.3%
23.1%
28.1%
30.9%
32.7%
34.5%
18.7%
15.7%
14.4%
14.4%
14.4%
76.3%
97.1%
99.4%
99.3%
98.9%

88.5%
81.2%
82.7%
84.0%
84.6%
84.1%
76.3%
69.5%
65.1%
61.8%
58.4%
80.6%
83.7%
85.1%
85.1%
85.1%
23.7%
2.8%
0.2%
0.0%
0.0%

10.5 Detector Response to Fast Neutrons
The detection characteristics of a fast neutron scintillator detector may be neatly
described using a response matrix [301]. The response matrix R(E',E), relates the
spectrum of impinging neutrons ϕ(E) to the measured spectrum m(E') :
Â′ = Ä′,  Å

(10.4)

The response matrix is built up from the scintillation spectra measured from the
detector in response to mono-energetic neutrons at various energies. The response
matrix of a detector may be measured directly with the use of mono-energetic
neutron beams [21] or time-of-flight methods. Alternatively, R may be calculated
using computer simulation.
SCIRESP was used to characterize the response of the EJ-299-34/SiPM/DPP
detector to fast neutrons. Although later designs may use alternative scintillator
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geometries, the proof-of-concept prototype developed in this work will be based on
the available 1 × 1 × 5 cm scintillator. Figure 10.5 shows an example of the plastic
scintillator and source. The detector was expected to have a non-isotropic response
due to its shape. Consequently, the simulation was run with the detector oriented
with the small end facing the source (head-on) and with the long side facing the
source (side-on). In each case, the volume emitting the simulated neutron source was
set up to provide a parallel beam that completely illuminated the detector.

Figure 10.5 Simulated 1 × 1 × 5 cm scintillator (green) and source volume (red) in
head-on orientation. The arrow indicates the direction of the neutron beam.
The SCIRESP light yield tally was used to model the expected scintillation spectrum
from neutron interactions. While some light yield data for the related EJ-299-33 PSD
plastic were available [271], those measurements mostly covered energies higher
than those encountered in this work. Instead, NE-213 liquid scintillator response data
was used as a surrogate light yield function [21].
A Python script was used to produce a series of SCIRESP input files scanning the
neutron energy source in 100 keV increments between 100 keV and 16 MeV. After
running the simulations on the Condor cluster, a MATLAB script was used to parse
the output log files and build a response matrix from the simulated spectra. The
generated tallies were divided by the simulated neutron fluence to give the
differential efficiency. Each spectra were then smeared to approximate the detector
energy resolution. The smearing was based on convolving the spectra with a varying
Poisson distribution, calculated for each light yield bin according to the expected
average number of detected photoelectrons [19].
The calculated response matrix takes account of the energy deposited by the neutrons
in the scintillator volume, as well as the reduced scintillation light yields for the
heavy charged particles. In practices, the response of the detector will be modified by
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losses associated with performing pulse shape discrimination. With the scintillations
classified online using the defined S/E cuts, the measured spectrum is modified by
the acceptance ratio previously described in Chapter 6. To calculate the expected
response of the survey instrument, the matrix was folded with the acceptance ration
curve measured with the EJ-299-34/EJ-426-0 phoswich detector, operated with
FB60035 readout and DSP processing. Slices of the generated response matrix are
shown in Figure 10.6.

Figure 10.6 Slices of the calculated response matrix.
A simulated AmBe spectrum, calculated by folding the reference AmBe fast neutron
spectrum [207] with the response matrix source, was compared with a measured
spectrum. The spectra, overlaid in Figure 10.7, shows reasonably close agreement.
The energy scale of the simulated spectrum had to be adjusted by 5%, which may
indicate slight differences in scintillation response between the EJ-299-34 plastic and
NE-213 liquid. Meanwhile, the increased number of low energy counts in the
measured spectrum is presumed to be due to room-scattered neutrons, which were
not considered in the simulation.
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Figure 10.7 Comparison with simulated and measured AmBe spectrum.
By integrating each spectrum in the response matrix, the fluence response detection
efficiency for neutrons of varying energy could be assessed. The efficiency is
presented as the expected counts per unit cm-2 of neutron fluence ϕ (or simply cm2 ).
It is important to note that the efficiency can exceed unity if the cross-section of the
detector is larger than 1 cm2. The efficiency of the 1 × 1 × 5 cm detector in both
orientations is shown in Figure 10.8. The efficiency peaked at 0.26 cm2 for 4.5 MeV
neutrons, with the efficiency higher in the side-on orientation due to the reduced selfshielding.
The efficiency for detecting a particular neutron spectrum may be calculated by
multiplying the normalised flux by the efficiency curve and integrating the results.
For example, the efficiency for detecting an unmoderated

252

Cf spontaneous fission

spectrum is 0.09 cm2.
An example requirement for neutron source identification is specified by the U.S.
Domestic Nuclear Detection Office (DNDO) [302]. This requires a handheld neutron
detector to detect a

252

Cf source emitting 4 × 104 neutrons per second at 30 cm

distance with an integration time of 30 s or less. As this translates to a flux of
3.5 cm-1s-1, the expected count rate from the detector considered here would be
0.3 cps, giving an average of 9.5 counts over 30 s. This suggests that the prototype
detector may already meet this part of the specification. For comparison, specialised,
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high-efficiency neutron search devices, weighing around 4 kg, have efficiencies for
252

Cf neutrons of between 20 cm2 and 30 cm2 [285].

Figure 10.8 Detection efficiency calculated for the 1 × 1 × 5 cm scintillator. The
asymmetric geometry leads to an anisotropic response to neutrons, with detection
efficiency ~20% higher when irradiated side on.
The response matrix and efficiencies were also calculated for scintillators with
different sizes and geometries. The same acceptance function was used for these
simulated detectors, which assumes that the detector’s PSD performance is the same
for the different scintillator geometries. This may not hold in practice, due to
changing light-collection, and would need to be investigated further. Figure 10.9
shows the efficiency for 'square' cylindrical scintillators (their height is equal to their
diameter) as a function of their linear dimensions. Larger scintillator sizes lead to

improvements in detection efficiency. For example a simulator 5 × ⌀ 5 cm cylinder

has a peak detection efficiency of 4.5 cm2 at 5 MeV and 1.95 cm2 for the
spectrum.

178

252

Cf

Figure 10.9 Detection efficiency in counts per cm-2 fluence for 'square' cylindrical
scintillators (side illuminated).

10.6 Augmenting Detector Response for Low Energy Neutrons
Used alone, the plastic detector is sensitive to neutrons of energy 2 MeV and above.
A phoswich detector with the EJ-426-0 neutron-capture detector may augment the
detector sensitivity for low energy neutrons, with the plastic scintillator serving as a
moderator. While alternative geometries may be pursued in future work, the
available 1 × 1 × 5 cm plastic was used for the prototype survey meter. To
approximate the moderating effect of a larger scintillator, a cylindrical 5.5 × 5.5 cm
high density polyethylene (HDPE) sheath was designed to surround the scintillator.
Moderators of these dimensions approximate the desired h*Φ response for neutrons
below 10 keV [287], [303]. This size was chosen as a compromise between having
an adequate slow neutron energy response and the instrument being small enough to
benefit from the SiPMs physical characteristics.
MCNP was used to calculate the response of the EJ-426-0 scintillator to neutrons
between 1 meV and 20 MeV, including the presence of the plastic scintillator and
HDPE moderator. The simulated detector geometry is shown in Figure 10.10, with
the EJ-426-0 configured to form a 1 cm wide belt around the middle of the plastic
scintillator. The neutron fluence over the EJ-426-0 volume was tallied for each run.
This was then multiplied by the 6Li(n,α)3H cross-section and integrated over energy
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to calculate the relative detection rate. Unlike the proton recoil measurements, the
simulated detection rate does not provide an absolute calibration, due to the unknown
efficiency associated with the variable yield and light collection of the EJ-426-0
scintillations. Consequently the calibration for the neutron-capture component of the
detector needed to be determined experimentally.

Figure 10.10 Simulated detector geometry incorporating a HDPE moderator
(orange), EJ-426-0 thermal detector (solid red) and EJ-299-34 plastic scintillator
(blue).
The above detector-moderator geometry was also simulated in SCIRESP to
characterise the response of the plastic scintillator in the presence of the moderator.
The calculated efficiency curves are shown in Figure 10.11. The addition of the
moderator reduced the anisotropy in fast-neutron response by partially attenuating
neutrons approaching from the side.
10.7 Dose Determination and Trial on Synthesized Fields
Survey meters are often required to give a measure of ambient effective dose H*. In
this case there are two separate detection mechanisms through which to detect
neutrons, with the plastic scintillator suited to measuring neutrons above 2 MeV and
the capture detector capable of measure lower energy neutrons. The response of the
neutron-capture detector is determined by the physical design of the instrument; only
requiring a single conversion coefficient to convert the measured count rate to a
slow-neutron dose rate.
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Figure 10.11 Simulated detection efficiency for the EJ-299-34 pixel surrounded by
the 5.5 cm HDPE moderator. The isotropy of the 1 × 1 × 5 cm improved due to the
presence of the moderator.
In contrast, the plastic scintillator provides spectroscopic information of the incident
fast neutrons; albeit folded with the detector response characteristics. Spectral
unfolding gives a method to thoroughly characterise the spectrum of a fast neutron
field [228]. This method requires a full spectrum to be collected before unfolding and
assessment, and DPP system does support accumulating the spectra for offline
analysis. However, as the prototype detector is intended for rapid survey of an area
the instrument should give near-immediate feedback on the risk posed by the local
radiation field.
The most straight-forward approach would be to set a flat conversion factor like the
neutron-capture detector component, scaling the neutron count rate to fast neutron
dose. For the prototype detector the calibration factor providing the best response for
neutrons between 2 MeV and 16 MeV was calculated to be 2.53 nSv per count. With
this conversion the expected response stays within ±20% of h*Φ for neutrons
between 2 MeV and 16 MeV.
The response might be improved by defining the conversion factor as a function of
scintillation energy E'. The spectra in the response matrix were re-binned into
500 keVee intervals. Multiplying the down-sampled response matrix Md (E,E') by the
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vector of conversion factors c(E') gives the vector of assessed dose for each spectrum
measurement d(E):
Ç = È ,  É Ê É

(10.5)

To optimise this conversion vector, the values of d(E) were set according to the value
of hϕ* at each neutron energy.
While the optimised c(E') could be calculated by finding the least-squares solution to
the above system of equations, this approach does not take account for the counting
statistics associated with a typical measurement. Instead, a hundred simulated spectra
were generated at each neutron energy by sampling the corresponding response
spectrum. Each synthesized spectrum represented a simulated measurement of a
100 cm-1 neutron fluence. The conversion vector was calculated to give the leastsquares solution for the large set of simulated spectra.
The conversion vector for the designed detector is shown in Figure 10.12. The
resulting response curve is compared with that using a single conversion factor in
Figure 10.13.

Figure 10.12 Optimised conversion coefficients for determining fast-neutron
ambient equivalent dose with scintillations for the 1 × 1 × 5 cm scintillator in headon orientation.
With this approach, the count rate versus energy in the plastic scintillator is
converted to the fast neutron dose. Meanwhile, the thermal neutron count rate will be
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multiplied by a single calibration coefficient to give a measure of dose from low
energy neutrons. Figure 10.14 shows the two response curves, with the simulated
thermal response scaled to best match the hϕ* for neutrons below 10 keV.

Figure 10.13 Simulated response of the fast neutron H* measurement using a flat
and weighted conversion.
With the current design there is a significant gap in response to intermediate neutrons
between 10 keV and 1 MeV. For future designs, the response may be improved by
integrating a capture material, such as

10

B plastic or cadmium, into the moderating

assembly to reduce the response to lower energy neutrons [282]. The calibration
factor may then be increased, allowing the response in the 10 keV to MeV range to
better approximate hϕ*. This may result in an over-response in the eV to keV range,
which also tends to occur with traditional moderator designs, particularly those using
smaller ~10 inch moderators. Over-response in this region is not usually problematic,
as neutron fields encountered in practice tend to have a low proportion of neutrons in
this range [278].
The simulated detector response was used to calculate the survey-meter response to
the previously synthesized neutron fields. The neutron fluence spectra were also
multiplied by hϕ* and integrated to calculate the ideal response.
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Figure 10.14 Simulated response curved for the two components of the prototype
detector.
Figure 10.15 shows the ratio of the detector measurement to the actual H* plotted
against the ratio of fast contribution to the total measured dose. The simulated
detector gives a reasonable measure of H* for a majority of the concrete, water,
polyethylene moderated and un-moderated sources, with the ratio of the measured to
the true dose rate being in the range 50-120%. In practice, the dose calibration would
be adjusted to a reference field, in which case the measurements would be better
centred around the true values.
The detector performs poorly for the synthesized iron-moderated fields due to underresponse to intermediate neutrons. The detector readings are between 3% and 30%
for the tested steel thicknesses. However, the independent measurement of fast and
slow doses does give an opportunity to flag this unusual situation to the operator,
even if the actual dose rate cannot be accurately measured. The survey meter could
alert the user when the measured slow dose represents a disproportionate fraction of
the total measured dose.
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Figure 10.15 Comparison of measured to true ambient dose equivalent in various
synthesized neutron fields.

10.8 Prototype Construction and Field Measurements
The cylindrical moderator was machined from a 5.5 cm diameter HDPE bar. A
5.5 cm section of the bar was cut, with a 1.25 cm hole drilled through the centre to
accommodate the plastic scintillator. Four 1 × 1 cm sections of EJ-426-0 were used
to form a belt around the middle of the scintillator. The scintillator was then wrapped
in Viquiti ESR and inserted into the moderator, forming the prototype detector
shown in Figure 10.16.
The detector was used to measure various neutron fields around the laboratory. This
was done in the vicinity of a 10 Ci (2.32 × 107 n/s) AmBe source, a DT A-325
neutron generator and a radiation storage pit containing both

252

Cf and AmBe

radioisotopes. As these sources were in fixed locations with extensive shielding, the
measurements did not adequately approximate open-air geometry, limiting the
accuracy of analytical calculations of the ambient dose. Instead, a calibrated 2222A
Digipig survey meter was used to provide reference H* values for each
measurement. The 2222A, pictured in Figure 10.16, uses a 10BF3 proportional tube at
its centre. The cylindrical moderator assembly, similar to the classic Anderson-Braun
design [282], is made up of polyethylene with a perforated layer of boron-loaded
plastic. The unit is 21.5 cm in diameter, 32.5 cm long and weighs 10.5 kg (including
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batteries). The upside is that the response approximates the ambient dose equivalent
from thermal to 10 MeV energies, with a reasonably high sensitivity of 0.35-0.5 cps
per µSv/h. The unit had an up-to-date calibration using a reference 252Cf source.

Figure 10.16 The prototype survey meter (left) and alongside the 2222A (right).
The survey meters were operated in various positions in and around the sources
described above. The AmBe source and A-325 neutron generator tube were each
located in block-houses made up of borated paraffin bricks, placed on a concrete
floor. The detectors were placed at various distances from the source, both with lineof sight to the source, and behind paraffin and steel shielding. Un-borated paraffin
block measurement 20 × 20 × 40 cm were used to construct the paraffin shields,
while wooden boxes filled with steel shot were used for the steel shielding. Two
positions within the AmBe block-house labyrinth, out of sight of the source, were
also surveyed. The meters were also used to survey three positions over a radiation
storage pit containing 252Cf and AmBe sources.
Each position was surveyed separately using the 2222A and prototype monitor. The
prototype survey meter was set up to measure for 10 minutes at each position, with
the acquisition started once the DT generator was producing neutrons, or the AmBe
source was exposed. Meanwhile, once the 2222A was positioned it was set to
integrate dose for 10 to 11 minutes. The integrated dose and irradiation time was
recorded. A photodiode-based neutron detector [124] was used to monitor the
neutron output of the DT, with the average emission rate of the neutron generator
varying by a maximum of a few percent between measurements.
Data collected nearby the AmBe source was used to fit the S/E distributions and
define the ±3σ cuts as described previously. The separated fast neutron spectrum was
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weighted according to the optimised dose conversion shown in Figure 10.12, and
integrated over energy to produce the total fast neutron dose. Due to the uncertain
efficiency of the coupled EJ-426-0 detector its calibration was set experimentally.
The calibration factor was set at 0.42 (µSv/hr)/cps, such that the total neutron dose
measured indicated by the prototype at 2.16 m distance from the AmBe source
matched the 2222A reading.
The measured dose readings are shown in Table 10.2. As the fast conversion factor
is a function of energy, the effective sensitivity of the prototype changes with the
neutron spectrum. For this reason, the indicated dose for each measurement was
divided by the fast-neutron count rate to give the sensitivity for the particular field.
The majority of the AmBe measurements were in excellent agreement, with the
prototype indicating doses 0%-8% above those of the 2222A. The exception was the
measurement made behind the 20 cm steel shot barrier, where the under-response of
the prototype can be attributed to the proportion of the dose coming from the
intermediate energy range. Using the DT neutron generator, the prototype
measurements were up to 76 % greater than those from the 2222A. The large
discrepancy in this case may be attributed to under-response by the 2222A, where the
response to higher energy fast neutrons falls below 50 % above 10 MeV [304]. This
falling response for higher energy neutrons is a typical limitation of traditional
moderator survey meters [281], [290].
The prototype was also tested in contact with a 1 MBq Na22 gamma-ray source. The
presence of the source resulted in an 0.2 µSv/hr increase in the indicated fast neutron
dose. This is due to gamma-rays being mis-classified as neutrons, with
approximately 0.1% of gamma-rays being mis-classified with the PSD scheme. The
increase in indicated neutron dose is a fraction of the ~450 µSv/hr gamma-ray
ambient equivalent dose at the position corresponding to the centre of the detector.
The detection of gamma-rays is one of the main challenges of using the organic
scintillator, compared with other detection modalities that have an inherent
insensitivity to neutrons. However, the PSD detector also provides a measure of the
gamma-ray rate, so a final instrument might monitor the gamma rate and calculate a
compensation factor. Similar compensation is used in some other probes, such as
Prescila, where a second counter with low discrimination level may be used to infer
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the relative gamma-ray rate [290]. The 2222A did not respond to the presence of the
source.
Table 10.2: Ambient dose rate measurements in various laboratory neutron fields
Prototype
Source

AmBe

DT

Mixed

Na22

Location

Mod.

2222A

Sensitivity

Fast

Thermal

Total

Dose Rate

cps / (µSv/hr)

µSv/hr

µSv/hr

µSv/hr

µSv/hr

Error

2.16 m

--

0.11

19.8

7.1

26.9

26.9

-0%

2.16 m

20 cm Iron

0.09

5.5

4.0

9.5

12.0

-21%

1.5 m

--

0.11

46.1

13.6

59.6

55.2

+8%

1m

--

0.11

123.4

25.8

149.2

140.9

+6%

Labrinth

--

0.08

2.5

2.1

4.5

4.4

+4%

Gate

--

0.10

0.5

0.6

1.0

1.0

+8%

Retracted

--

0.06

0.1

0.0

0.1

0.0

--

1.35 m

--

0.09

55.2

4.9

60.2

39.5

+52%

1.35 m

20cm Poly

0.10

17.7

3.0

20.7

16.2

+28%

1.35 m

40 cm Poly

0.10

12.5

2.6

15.0

13.0

+15%

1.35 m

8 cm Iron

0.10

28.0

3.7

31.7

28.4

+12%

1.35 m

20 cm Iron

0.09

18.2

4.0

22.2

20.8

+7%

1m

--

0.09

172.9

9.5

182.4

105.1

+74%

0.4 m

--

0.09

943.6

23.6

967.2

550.1

+76%

Storage Pit A

--

0.09

41.4

11.9

53.3

65.3

-18%

Storage Pit B

--

0.09

11.2

3.6

14.8

13.5

+9%

Storage Pit C

--

0.08

1.0

0.7

1.7

2.2

-22%

In Contact

--

0.09

0.3

0.0

0.3

0.0

--

10.9 Discussion
Table 10.3 offers a comparison of the prototype characteristics with those of other
traditional and light-weight survey meters. The sensitivity, indicated by the number
of registered counts per unit dose, is particularly important for survey. Higher
sensitivities reduce the time for the meter to collect sufficient statistics to adequately
assess the dose rate of given neutron field.
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Table 10.3: Performance and practical characteristics of the prototype and other
light-weight neutron survey meters
Meter

Detection Modality

Weight

Energy Range

Sensitivity
cps / (µSv/hr)

Digipig 2222A
[305]

Moderator

10.5 kg

Thermal - 20MeV 0.35

REM-500 [279]

TEPC

2.3 kg

> 70 keV

0.01

Hammerhead
[286]

Hornyak Button

2 kg *

> 1 MeV

0.21

PRESCILA [290]

Hornyak +
Moderator

2.2 kg *

Thermal - 20MeV 0.43

1×1×5 cm Plastic
Moderator

400 g *

> 2 MeV
Thermal - 10 keV

0.09
2.40

5 cm Cyl. Plastic**

400 g *

> 2 MeV

2.30

Prototype

* Mass of probe only, separate unit for power supply, bias and signal handling
** Simulated

With the 1 × 1 × 5 cm plastic scintillator, the fast-neutron sensitivity lies between
that of the REM-500 and Hammerhead survey meters. It is about one third of the
sensitivity of the 2222A used for the comparison measurements. The sensitivity is
high enough to be useful; however significant improvements may be possible using a
larger scintillator. If a cylindrical 5 cm × ϕ 5 cm scintillator was used instead, a fast
neutron sensitivity of 2.3 cps per µSv/hr should be possible, whilst keeping a similar
overall weight and size as the prototype.
The high efficiency neutron detection capabilities for a given mass or volume is one
of the main advantages of using an organic scintillators detector in a survey
instrument. Increased sensitivity makes the detector be better suited for rapid
assessment of dose, and shortens search times when locating SNM or other neutron
sources. For this reason, larger scintillator sizes should be investigated in future. The
successful scale-up of the plastic scintillator will depends strongly on maintaining
light collection efficiency, so this will need further study. If a larger area SiPM (or
SiPM array) is required to maintain light collection efficiency, the associated
increase in dark rate may limit PSD performance. Fortunately SiPM manufacturers
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have continued to improve their designs, with some reducing the dark rates of their
devices. For instance SensL have recently released details of the MicroFC-60035,
which is similar to the MicroFB-60035 used in this work except with a 7× reduction
in dark rate.
The sensitivity of the prototype’s neutron-capture component is significantly higher
than the other meters. This is a due to the thermal detector being responsible only for
assessing low energy neutrons, reducing the size of the moderator required. The
current prototype exhibits a significant under-response for the measurement H* for
neutrons between 10 keV and 2 MeV. Integrating neutron capture material into the
detector to tune the slow neutron response, without appreciably increasing the mass
should be investigated. If the response is inadequate, a clip-on moderator could be an
alternative solution. This would provide a compact detector for every-day use, with
the option of using the moderator to improve energy response for more thorough
characterisation of unknown neutron fields.
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CONCLUSIONS AND RECOMMENDATIONS
Over the course of this thesis, the use of silicon photomultipliers (SiPM) in the
readout of various scintillators for radiation detection was demonstrated, with digital
pulse processing algorithms and hardware developed for the effective handling of
SiPM signals.
SiPMs were used with small inorganic scintillators to perform gamma-ray
spectroscopy. The non-linearity of the SIPM was measured and compensated using a
mathematical model of the SiPM response. The energy resolutions of 6.5±0.8% with
YSO:Ce and 7.7±0.2% with CsI:Tl were measured for 667 keV gamma-rays,
performance near that previously measured from the scintillators using PMTs. This
shows the good spectroscopic performance can be obtained from compact, SiPMbased gamma-ray detectors.
A particular focus of the work was the separated measurement of neutron and
gamma-rays in mixed radiation fields using pulse shape discrimination (PSD). PSD
was measured using stilbene single-crystal and a novel EJ-299-34 PSD plastic
scintillator. A genetic algorithm (GA) was written to automatically optimise the
filters used for pulse shape analysis. Using a SensL MicroFB-60035 SiPM and GAoptimised processing, efficient PSD was measured down to 127 keVee using stilbene
and 391 keVee with the EJ-299-34 plastic. Separation at lower energies was possible
at reduced detection efficiency, down to 78 keVee and 186 keVee at 50% efficiency.
PSD was also measured using the organic scintillators with conventional
photomultiplier (PMT) readout. Shaping the PMT signal with a simple RC filter prior
to digitization was shown to help in overcoming dynamic limitations of the analogue
to digital converters (ADCs) used in digital pulse shape analysis. With this signal
conditioning, efficient PSD was measured down to 80 keVee with the stilbene and
120 keVee with the EJ-299-34 plastic.
Whilst the use of the SiPM leads to a reduction in PSD FOM, its reduced cost, power
draw, size and weight, along with its insensitivity to magnetic fields, outweighs the
modest performance loss in many applications. To take full advantage of the
practical benefits of the SiPM detector, similarly small and cost-effective digital
readout electronics were developed, based on a Blackfin digital signal processor
(DSP) and 50 MSps ADC.
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After demonstrating the capabilities of SiPM-based scintillation radiation detectors,
their use in applications requiring neutron detection was investigated. Thin tile
plastic scintillator detectors using SiPM-readout were designed for use in a multitracker neutron tracker. The detectors were characterised using the ANTARES
microprobe proton beam, allowing measurement of the detector’s energy resolution,
linearity and uniformity. The best measured energy resolution was 29.8% for 5 MeV
protons. Subsequent improvements to the detector were made using a large area
SiPM array for increased light collection and through closer spectral matching
between the scintillator and SiPM. The tile detectors were successfully used to
trigger Timepix detectors in a multi-layer neutron tracker, allowing the recording and
partial reconstruction of both single and double-scatter events.
The combination of PSD plastic, SiPM readout and digital pulse processor (DPP)
was trialled as an online monitor for fast-neutron sources used in industry.
Simultaneous, real-time logging of radiation arrival time, energy and type enabled
the output of a Thermo A-325 Deuterium-Tritium (DT) neutron generator to be
logged. The switching characteristics of the generator were determined for a range of
operating configurations, with the neutron burst delay time ranging from 13.1 µs to
74.0 µs for the tested settings. Knowledge of switching characteristics allowed the
optimisation of a prompt neutron-gamma-ray analysis apparatus using the A-325
neutron generator.
The SiPM-based detection system was also demonstrated in the role of a hand-held
neutron survey meter for use in homeland security and radiation protection
applications. Monte Carlo simulations were used to characterise the detectors
response, calibrating it to provide a measure of ambient effective dose H*. The
plastic measured fast neutrons above 2 MeV, while a small moderating assembly and
neutron-capture scintillator measured neutrons below 10 keV. The prototype survey
meter was then used to assess ambient effective dose in various neutron fields around
the laboratory. The measurements were compared to those from a Studsvik 2222A
survey meter, with the prototype measurements agreeing within 0.8 and 1.75 of the
reference values. The detection capabilities show great promise considering the
reduced weight and size compared with traditional moderator-based survey meters.
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Recommendations for Future Work
The EJ-299-34 plastic scintillator, SiPM and DPP has great promise for applying
efficient fast-neutron detection with gamma-ray discrimination. The practical
application of the technology requires the DPP hardware to be laid out on a custom
circuit board. This should fit alongside the SiPM biasing and stabilisation circuits on
a relatively small board. For use in imaging arrays, the algorithms may be better
suited being implemented in an FPGA with multi-channel ADCs to support the tight
packing of individual channels.
All the measurements in this thesis were performed in lab conditions, with
temperatures between 18 °C and 25 °C. In some prospective applications the
detectors might be expected to operate in a wider range of temperature. While the
SiPM gain may be stabilised by trimming the bias [124], the changing dark rate may
affect PSD performance and so this should be looked into.
Increasing the size of the plastic scintillator can improve the efficiency for detecting
fast neutrons. It is suggested to investigate the SiPM readout of larger PSD plastic
scintillators. Larger area SiPMs or SiPM arrays might be required to maintain light
collection efficiency, where the increase in dark noise with SiPM active area may be
compensated in part by the continuing improvements being made by SiPM
manufacturers.
Due to the promising results measured with the prototype survey meter, future work
will involve refining the instrument use for real-world use. A method for controlling
the survey system with a mobile device will be explored, likewise spatial logging and
mapping using coordinated from a GPS. Introducing neutron absorbing materials to
the detector assembly with the aim to improve the response to intermediate-energy
neutrons should be explored. As mentioned earlier, a modular concept could be
pursued; where routine survey of known neutron fields is performed with the core
detector, with a clip-on moderator for thorough characterisation of unknown neutron
fields. A another related application is to use the detector in a electronic neutron
personal dosimeter, in which case albedo neutrons give a reasonable response to low
energy neutrons without any additional moderator.
The demonstrated neutron survey instrument system could be operated alongside a
small spectroscopic gamma-ray detector forming a complete radionuclide
identification device. The gamma-ray scintillator could share the SiPM readout with
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the plastic; or use separate readout SiPM and processing channel to avoid swamping
the neutron detector in areas of high gamma-ray flux.
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