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Resumen. Es conocido que dado un sistema de ecuaciones diferenciales lineales simultáneas con coefi-
cientes constantes se puede aplicar el método de Laplace para resolverlo. Se hallan las transformadas de 
Laplace y el problema queda reducido a la resolución de un sistema algebraico de ecuaciones de las 
funciones determinantes, y aplicando la transformación inversa se determinan las funciones generatri-
ces, soluciones del sistema dado. Esto implica la necesidad de conocer la forma analítica de la transfor-
mada inversa de la función. En este caso las condiciones iniciales consisten en conocer el valor que toma  
la función generatriz y sus derivadas en el cero. Se propone en este trabajo una generalización de este 
método, el cual consiste en definir un operador integral más general que la transformada de Laplace, las 
condiciones iniciales consisten en condiciones de Cauchy en el contorno. Y por último se halla en forma 
aproximada la trasformación inversa de las funciones generatrices en forma numérica utilizando las 
técnicas de problema inverso de momentos, sin ser necesario conocer la forma analítica de la transfor-
mada inversa de la función.  
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 1 INTRODUCCION 
Dado un sistema de ecuaciones diferenciales lineales ordinarias con coeficientes constantes 
de la forma 
 
       
ݕଵሺ𝑛ሻሺݔሻ = ଵ݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁڭݕ௞ሺ𝑛ሻሺݔሻ = ௞݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁ                     (1) 
 
donde ݕ௜ሺ𝑛ሻሺݔሻ  indica la derivada de orden n de ݕ௜ሺݔሻ         𝑖 = ͳ,… , ݇   y ௜݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁ      𝑖 = ͳ,… , ݇   son funciones lineales  
de    ݔ,    ݕଵሺݔሻ,     ݕଶሺݔሻ, …,   ݕ௞ሺݔሻ,    ݕଵሺଵሻሺݔሻ, … , ݕ௞ሺଵሻሺݔሻ, … , ݕଵሺ𝑛−ଵሻሺݔሻ, … , ݕ௞ሺ𝑛−ଵሻሺݔሻ  con co-
eficientes constantes, se quiere hallar las funciones ݕଵሺݔሻ, ݕଶሺݔሻ, … , ݕ௞ሺݔሻ que son solución del 
sistema dado. 
Existen una variedad de métodos para resolver este problema, expuestos en detalle en la litera-
tura (David Kincaid, Ward Cheney, 1994); (Rubio Sanjuan, 1951). Algunos consisten en aprox-
imaciones numéricas, otros dan las solución exacta. 
Si el dominio de las funciones incognitas es ሺͲ,∞ሻ y se conoce  
 ݕଵሺͲሻ, ݕଵሺଵሻሺͲሻ,……… , ݕଵሺ𝑛−ଵሻሺͲሻڭݕ௞ሺͲሻ, ݕ௞ሺଵሻሺͲሻ,……… , ݕ௞ሺ𝑛−ଵሻሺͲሻ 
 
un método conocido, (Rubio Sanjuan, 1951),  es aplicar la transformada de Laplace a cada 
ecuación del sistema (1) . Recordar que la transformada de Laplace se define como 
                                         ܮሺݕሻ = ∫ ݕሺݔሻ݁−𝛼𝑥݀ݔ∞଴                                                           ሺ૛ሻ 
 
y que integrando ሺ૛ሻ por partes repetidas veces,  se llega a la conocida propiedad 
 ܮ ቀݕሺ𝑛ሻሺݔሻቁ = ߙ𝑛ܮ(ݕሺݔሻ) − (ߙ𝑛−ଵݕሺͲሻ + ڮ+ ߙݕሺ𝑛−ଶሻሺͲሻ + ݕሺ𝑛−ଵሻሺͲሻ) 
 
De esa forma, aplicando transformada de Laplace a (1) queda determinado un sistema de ec-
uaciones algebraicas 
 ܽଵଵሺߙሻܮሺݕଵሻ + ܽଵଶሺߙሻܮሺݕଶሻ + … +ܽଵ௞ሺߙሻܮሺݕ௞ሻ = ܿଵሺߙሻڭ … ڭܽ௞ଵሺߙሻܮሺݕଵሻ + ܽ௞ଶሺߙሻܮሺݕଶሻ + … +ܽ௞௞ሺߙሻܮሺݕ௞ሻ = ܿ௞ሺߙሻ    
 
donde las incognitas son  ܮሺݕଵሻ, ܮሺݕଶሻ,… , ܮሺݕ௞ሻ.   
Al resolver este sistema quedan expresadas las transformadas de Laplace en función de una 
expresion que depende de ߙ 
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 ܮ(ݕ௜ሺݔሻ) = ∫ ݕ௜∞଴ ሺݔሻ݁−𝛼𝑥݀ݔ = ߤ௜ሺߙሻ     𝑖 = ͳ,… , ݇ 
El problema reside en encontrar la antitransformada de  ߤ௜ሺߙሻ     𝑖 = ͳ,… , ݇ 
     En este trabajo se propone hallar una aproximación numérica de la antitransformada de ߤ௜ሺߙሻ     𝑖 = ͳ,… , ݇ utilizando las técnicas de problema inverso de momentos. Más aún, se gen-
eraliza la transformada  de Laplace en un operador más general definido sobre un intervalo ሺܽ, ܾሻ, con condiciones de Cauchy en a y b. 
 
2 PROBLEMA INVERSO DE MOMENTOS 
      El problema de momentos generalizados (J.A. Shohat and J.D. Tamarkin, 1943;  Ang, R. 
Gorenflo, V.K. Le and D.D. Trong ,2002) consiste en encontrar una función ݂ሺݔሻ  sobre un 
dominio Ω ⊂ 𝑅ௗ que satisface la sucesión de ecuaciones 
                                        ߤ௜ = ∫ ݃௜ሺݔሻ݂ሺݔሻ݀ݔΩ        𝑖𝜖ܰ                                                 ሺ૜ሻ 
       
donde N es el conjunto de los números naturales,  ሺ݃௜ሻ es una  sucesión dada de funciones en ܮଶሺΩሻ linealmente independientes conocidas y la sucesión de números reales {ߤ௜}௜𝜖𝑁 son datos 
conocidos. 
      El problema de momentos de Hausdorff  (J.A. Shohat and J.D. Tamarkin, 1943;  G. Talenti, 
1987) es un ejemplo clásico de un problema de momentos, consiste en encontrar una función ݂ሺݔሻ en ሺܽ, ܾሻ tal que 
 
                                               ߤ௜ = ∫ ݔ௜௕௔ ݂ሺݔሻ݀ݔ         𝑖 𝜖 ܰ. 
 
En este caso  ݃௜ሺݔሻ = ݔ௜  con i perteneciente  al conjunto N.  
Si el intervalo de integración es ሺͲ,∞ሻ se tiene el problema de momentos de Stieltjes; si el 
intervalo de integración es ሺ−∞,∞ሻ se tiene el problema de momentos de Hamburger (J.A. 
Shohat and J.D. Tamarkin, 1943;  G. Talenti, 1987).  
El problema de momentos es un problema mal condicionado en el sentido que puede no existir 
solución y de existir no hay dependencia continua sobre los datos dados (J.A. Shohat and J.D. 
Tamarkin, 1943;  Ang, R. Gorenflo, V.K. Le and D.D. Trong ,2002). Hay varios métodos para 
construir soluciones regularizadas. Uno de ellos es el método de la expansión truncada (Ang, 
R. Gorenflo, V.K. Le and D.D. Trong ,2002).  
Dicho método consiste en resolver ሺ૜ሻ considerando el problema finito de momentos 
                                            ߤ௜ = ∫ ݃௜ሺݔሻ݂ሺݔሻ݀ݔ        𝑖 = ͳ, ʹ, … , 𝑛,                                    ሺ૝ሻΩ     
  
donde la solución aproximada de ݂ሺݔሻ es  𝑝𝑛ሺݔሻ = ∑ ߣ௜𝑛௜=ଵ 𝜑௜ሺݔሻ , y las funciones  )(xi   re-
sultan de ortonormalizar ݃ଵ, ݃ଶ, … , ݃𝑛 siendo ߣ௜ coeficientes en función de los datos ߤ௜. En el 
subespacio generado por ݃ଵ, ݃ଶ , … , ݃𝑛  la solución es estable. Si n ∈ ܰ es elegido en forma 
apropiada entonces la solución de   ሺ૝ሻ se aproxima a la solución del problema original ሺ૜ሻ. 
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 En el caso en que los datos ߤଵ, ߤଶ, … , ߤ𝑛  sean inexactos se deben aplicar teoremas de conver-
gencia y estimaciones del error para la solución regularizada (pág. 19 a 30 de Ang, R. Gorenflo, 
V.K. Le and D.D. Trong ,2002).  
      Otro método es el método de Tikhonov (pág. 18 de Ang, R. Gorenflo, V.K. Le and D.D. 
Trong ,2002). En este método se escribe ሺ૜ሻ en la forma 𝐴݂ = ߤ con 
 
                                             𝐴݂ = ቀ∫ ݃ଵ݂, ∫ ݃ଶ݂,…   ΩΩ ቁ,        ߤ = ሺߤଵ, ߤଶ, … ሻ 
 
y se debe encontrar ݂ 𝜖 ܮଶሺΩሻ que satisfaga la ecuación variacional 
 ߚሺ݂, ݒሻ𝐿మሺΩሻ + ሺ𝐴݂, 𝐴ݒሻ௟మ = ሺ݂, 𝐴ݒሻ௟మ  ,   ∀ݒ ∈  ܮଶሺΩሻ,  
 donde ሺ. , . ሻ𝐿మሺΩሻ  ݕ  ሺ. , . ሻ௟మ son los productos internos usuales de ܮଶሺΩሻ y ݈ଶ respectivamente y ߚ > Ͳ. 
 
3 SISTEMAS DE ECUACIONES DIFERENCIALES ORDINARIAS LINEALES 
Dado un sistema de ecuaciones diferenciales ordinarias lineales con coeficientes constantes 
de la forma 
 
       
ݕଵሺ𝑛ሻሺݔሻ = ଵ݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁڭݕ௞ሺ𝑛ሻሺݔሻ = ௞݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁ                     (5) 
 
donde ݕ௜ሺ𝑛ሻሺݔሻ  indica la derivada de orden n de ݕ௜ሺݔሻ         𝑖 = ͳ,… , ݇   y ௜݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁ      𝑖 = ͳ,… , ݇   son funciones lineales  
de    ݔ,    ݕଵሺݔሻ,     ݕଶሺݔሻ, …,   ݕ௞ሺݔሻ,    ݕଵሺଵሻሺݔሻ, … , ݕ௞ሺଵሻሺݔሻ, … , ݕଵሺ𝑛−ଵሻሺݔሻ, … , ݕ௞ሺ𝑛−ଵሻሺݔሻ  con co-
eficientes constantes, se quieren hallar aproximaciones numéricas de las funciones ݕଵሺݔሻ, ݕଶሺݔሻ, … , ݕ௞ሺݔሻ que son solución del sistema dado. Asumimos condiciones de Cauchy 
en un intervalo ሺܽ , ܾሻ 
 ݕଵሺܽሻ, ݕଵሺଵሻሺܽሻ, ……… , ݕଵሺ𝑛−ଵሻሺܽሻڭݕ௞ሺܽሻ, ݕ௞ሺଵሻሺܽሻ, ……… , ݕ௞ሺ𝑛−ଵሻሺܽሻ 
 
                                                                                                                                           (6) ݕଵሺܾሻ, ݕଵሺଵሻሺܾሻ, ……… , ݕଵሺ𝑛−ଵሻሺܾሻڭݕ௞ሺܾሻ, ݕ௞ሺଵሻሺܾሻ, ……… , ݕ௞ሺ𝑛−ଵሻሺܾሻ 
 
Además suponemos que cada  ݕ௜ሺݔሻ ∈ ܮଶሺܽ , ܾሻ. 
Se define el operador 
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                                       ܮ∗(ݕሺݔሻ) = ∫ ݕሺݔሻ݁−𝛼𝑥݀ݔ௕௔                                                 ሺૠሻ 
 
Integrando ሺૠሻ  por partes se llega a la relación 
 ܮ∗ ቀݕሺଵሻሺݔሻቁ = ݕሺܾሻ݁−𝛼௕ −  ݕሺܽሻ݁−𝛼௔ + ߙܮ∗ሺݕሺݔሻሻ 
 
Integrando por partes ሺૠሻ  repetidas veces se llega a  
 ܮ∗ ቀݕሺ𝑛ሻሺݔሻቁ = ݁−𝛼௕[ݕሺ𝑛−ଵሻሺܾሻ + ߙݕሺ𝑛−ଶሻሺܾሻ + ڮ+ ߙ𝑛−ଵݕሺܾሻ] −−݁−𝛼௔[ݕሺ𝑛−ଵሻሺܽሻ + ߙݕሺ𝑛−ଶሻሺܽሻ + ڮ+ ߙ𝑛−ଵݕሺܽሻ] ++ߙ𝑛ܮ∗ሺݕሺݔሻሻ                     ሺૡሻ 
 
Notar que si en ሺૠሻ ܾ → ∞, y ܽ = Ͳ entonces se vuelve a la propiedad de la transformada de 
Laplace nombrada anteriormente. 
      Aplicamos ܮ∗ a cada ecuación del sistema (5) y teniendo en cuenta  ሺૡሻ se llega a un sistema 
de ecuaciones algebraicas 
 ܽଵଵሺߙሻܮ∗ሺݕଵሻ + ܽଵଶሺߙሻܮ∗ሺݕଶሻ + … +ܽଵ௞ሺߙሻܮ∗ሺݕ௞ሻ = ܿଵሺߙሻڭ … ڭܽ௞ଵሺߙሻܮ∗ሺݕଵሻ + ܽ௞ଶሺߙሻܮ∗ሺݕଶሻ + … +ܽ௞௞ሺߙሻܮ∗ሺݕ௞ሻ = ܿ௞ሺߙሻ                        ሺૢሻ 
 
donde las incognitas son  ܮ∗ሺݕଵሻ, ܮ∗ሺݕଶሻ,… , ܮ∗ሺݕ௞ሻ.   
Al resolver el sistema ሺૢሻ, las incognitas ܮ∗ሺݕ௜ሻ   𝑖 = ͳ,… , ݇ quedan expresadas en función de ߙ , es decir ܮ∗ሺݕ௜ሻ = ߤ௜ሺߙሻ       𝑖 = ͳ, … , ݇. 
Anotamos A a la matriz de los coeficientes  
 
𝐴 = (ܽଵଵሺߙሻ ܽଵଶሺߙሻ… ܽଵ௞ሺߙሻڭ ڭ ڭܽ௞ଵሺߙሻ ܽ௞ଶሺߙሻ… +ܽ௞௞ሺߙሻ) 
 
Si ܦ݁ݐሺ𝐴ሻ ≠ Ͳ entonces el sistema ሺૢሻ tendrá solución única. 
Se hace el cambio de variable ݖ = ݁−𝑥 y obtenemos 
 ܮ∗ሺݕ௜ሻ = ∫ ݕ௜ሺݔሻ݁−𝛼𝑥݀ݔ௕௔ = ∫ ݕ௜ሺ−ln ሺݖሻ௘−ೌ௘−್ ሻݖ𝛼−ଵ݀ݖ = ∫ ݕ௜∗ሺݖ௕భ௔భ ሻݖ𝛼−ଵ݀ݖ 
 
donde  ܽଵ = ݁−௕ y  ܾଵ = ݁−௔   y  ݕ௜∗ሺݖሻ = ݕ௜ሺ− lnሺݖሻሻ. 
 
Entonces se puede interpretar a 
                                                   ∫ ݕ௜∗ሺݖ௕భ௔భ ሻݖ𝛼−ଵ݀ݖ = ߤ௜ሺߙሻ                                                ሺ૚૙ሻ       
 
como un problema inverso de momentos dando a ߙ valores tales que ܦ݁ݐሺ𝐴ሻ ≠ Ͳ. 
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 Se resuelve el problema de momentos considerando el correspondiente problema de momen-
tos finito, esto es, asignando a ߙ un número finito de valores, ߙ = ݈݂ܽܽ,… , 𝑛,  con alfa elegido 
convenientemente para que ܦ݁ݐሺ𝐴ሻ ≠ Ͳ. 
Esto se repite en cada ܮ∗ሺݕ௜ሻ = ߤ௜ሺߙሻ       𝑖 = ͳ,… , ݇. Para aplicar el método de la expansion 
truncada se escribe  ሺ૚૙ሻ como  
 ∫ ݕ௜∗ሺݖ௕భ௔భ ሻݖ𝛼௟௙௔−ଵ ݖ𝛼−௔௟௙௔݀ݖ = ߤ௜ሺߙሻ                         
 
Se obtiene una solución aproximada 𝑝𝑛௜ሺݖሻ para cada  ݕ௜∗ሺݖሻݖ𝛼௟௙௔−ଵ. Luego la solución aprox-
imada para ݕ௜ሺݔሻ  será  ݕ௜ሺݔሻ ≈  ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝𝑛௜ሺ݁−𝑥ሻ. 
   En el caso de ser ሺܽ, ܾሻ un intervalo no acotado, por ejemplo ሺܽ,∞ሻ, es conveniente pro-
ceder de otra forma, sin hacer cambio de variable debido a que en ciertos casos la norma ܮଶ de 
la diferencia  ݕ௜ሺݔሻ − ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝𝑛௜ሺ݁−𝑥ሻ  sería divergente. 
      Este segundo procedimiento (M. B. Pintarelli and F. Vericat (2008) consiste en tomar una 
base {𝜓𝑟ሺߙሻ}𝑟  de ܮଶሺܽ,∞ሻ y entonces  ∫ ݕ௜ሺݔሻ݁−𝛼𝑥݀ݔ∞௔ = µ௜ሺߙሻ 
 
puede ser transformado en un problema de momentos generalizado al multiplicar ambos   miem-
bros de la igualdad  por 𝜓𝑟ሺߙሻ e integrar con respecto a α. De esta forma se llega a ∫ ݕ௜∞a ሺݔሻ݃𝑟ሺݔሻ݀ݔ = ߤ௜𝑟                       ݎ = ͳ,ʹ, …  
 
donde  ݃𝑟ሺݔሻ = ∫ ݁−𝛼𝑥𝜓𝑟ሺߙሻ݀ߙ∞௔  
 
y los momentos ߤ௜𝑟 son  
 
                                                                 ߤ௜𝑟 = ∫ µ௜∞௔ ሺߙሻ𝜓𝑟ሺߙሻ݀ߙ . 
 
Este procedimiento también se puede aplicar si ሺܽ, ܾሻ es un intervalo acotado. 
 
4 SOLUCIÓN DEL PROBLEMA INVERSO DE MOMENTOS 
 
      Para resolver  ሺ૚૙ሻ numericamente   como un problema de momentos, se aplica el método 
de expansion truncada detallado en G. Talenti (1987), y generalizado en M. B. Pintarelli and F. 
Vericat (2008),  con el fin de  encontrar una aproximación 𝑝𝑛௜ሺݖሻ  de  ݕ௜∗ሺݖሻݖ𝛼௟௙௔−ଵ  para el 
correspondiente problema finito con ߙ = ݈݂ܽܽ,… , 𝑛; donde n es el número de momentos ߤ௜ሺߙሻ 
que se consideran. 
Sea 𝜙𝛼ሺݖሻ  ߙ = ݈݂ܽܽ,… , 𝑛 la base obtenida al ortonormalizar  ݖ𝛼−௔௟௙௔;    ߙ = ݈݂ܽܽ,… , 𝑛   y 
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 adicionando al conjunto resultante las funciones necesarias hasta alcanzar una base ortonormal. 
O, escrito de otra forma,  ݖ𝑟;    ݎ = Ͳ,… , 𝑛∗       𝑛∗ = 𝑛 − ݈݂ܽܽ + ͳ . 
Si el intervalo es no acotado se ortonormalizan las funciones   ݃𝑟ሺݔሻ  definidas previamente. 
Mediante el método de la expansión truncada se aproxima la función ݕ௜∗ሺݖሻ  con: 
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y ܥ𝑟௝  son los coeficientes de una matriz   ܥ  que verifican  
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Los términos de la diagonal son           *. ,...,1 ,0          )( 1 nrzrCrr    
 
El siguiente teorema da una cota de la exactitud de la aproximación. 
 
Teorema:   Sea el conjunto de números reales  {ߤ𝑟}𝑟=଴𝑛∗   y  supongamos que ݕሺݖሻ   en ܮଶሺܽଵ, ܾଵሻ    
verifica para algún  𝑛∗, 𝜀 ݕ ܯ (dos números positivos): 
 
                                                ∑ |∫ ݖ𝑟௕భ௔భ ݕሺݖሻ݀ݖ − ߤ𝑟|ଶ ≤ 𝜀ଶ                  𝑛∗𝑟=଴  
 
y 
 
                                                    ∫ |ݕሺଵሻሺݖሻ|ଶ݀ݖ௕భ௔భ ≤ ܯଶ                                                      ሺ૚૚ሻ       
 
entonces 
                                      ∫ |ݕሺݖሻ − 𝑝𝑛∗ሺݖሻ|ଶ௕భ௔భ ݀ݖ ≤ ‖ܥ𝑇ܥ‖𝜀ଶ + ሺ௕భ−௔భሻమସሺ𝑛∗+ଵሻమܯଶ                          ሺ૚૛ሻ.   
 
Si el intervalo es ሺܽ,∞ሻ ,  entonces la condición ሺ૚૚)  cambia por 
 ∫ ݖ݁𝑧∞௔ (ݕሺଵሻሺݖሻ)ଶ݀ݖ ≤ ܯଶ 
 
Y la conclusion ሺ૚૛) cambia por 
 ∫ |ݕሺݖሻ − 𝑝𝑛∗ሺݖሻ|ଶ∞a ݀ݖ ≤ ‖ܥ𝑇ܥ‖𝜀ଶ + ܯଶሺ𝑛∗ + ͳሻଶ       
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 Además  debe cumplirse que 
                                            ݖ𝑟ݕሺݖሻ → Ͳ     si    ݖ → ∞      para todo    ݎ ∈ ܰ .▪ 
 
La demostración de este Teorema se detalla en M. B. Pintarelli and F. Vericat (2008) para 
el caso de intervalo acotado,  y en M. B. Pintarelli (2016) para el caso de intervalo ሺܽଵ, ∞ሻ. 
 
 
5     EJEMPLOS NUMÉRICOS 
 
       Ilustramos lo expuesto anteriormente con ejemplos sencillos. 
 
Ejemplo 1 
 
Se considera el sistema de ecuaciones 
 {ݕሺଶሻሺݔሻ + ʹݕሺݔሻ + Ͷݖሺݔሻ = ݁𝑥ݖሺଶሻሺݔሻ − ݕሺݏሻ − ͵ݖሺݔሻ = −ݔ  
 
en el intervalo ሺͳ,͵ሻ bajo las condiciones { ݕሺͳሻ = −ʹ + ݁ + ݁−√ଶ + ݁√ଶ + cosሺͳሻ + ݏ݁𝑛ሺͳሻݕሺ͵ሻ = −͸ + ݁ଷ + ݁−ଷ√ଶ + ݁ଷ√ଶ + cosሺ͵ሻ + ݏ݁𝑛ሺ͵ሻ                                    ሺ૚૜ሻ 
 
 
{  ݖሺͳሻ = ͳ −
݁ʹ − ݁−√ଶ − ݁√ଶ − cosሺͳሻͶ − ݏ݁𝑛ሺͳሻͶݖሺ͵ሻ = ͵ + ݁ଷʹ − ݁−ଷ√ଶ − ݁ଷ√ଶ − cosሺ͵ሻͶ − ݏ݁𝑛ሺ͵ሻͶ                                         ሺ૚૝ሻ 
 
 { ݕሺଵሻሺͳሻ = −ʹ + ݁ − √ʹ݁−√ଶ + √ʹ݁√ଶ + cosሺͳሻ − ݏ݁𝑛ሺͳሻݕሺଵሻሺ͵ሻ = −ʹ + ݁−ଷ − √ʹ݁−ଷ√ଶ + √ʹ݁ଷ√ଶ + cosሺ͵ሻ − ݏ݁𝑛ሺ͵ሻ                     ሺ૚૞ሻ 
 
 
{  ݖ
ሺଵሻሺͳሻ = ͳ − ݁ʹ + √ʹ݁−√ଶ − √ʹ݁√ଶ − cosሺͳሻͶ + ݏ݁𝑛ሺͳሻͶݖሺ͵ሻ = ͳ − ݁ଷʹ + √ʹ݁−ଷ√ଶ − √ʹ݁ଷ√ଶ − cosሺ͵ሻͶ + ݏ݁𝑛ሺ͵ሻͶ                                 ሺ૚૟ሻ 
 
La solución exacta del sistema es  
 { ݕሺݔሻ = ݁𝑥√ଶ + ݁−𝑥√ଶ + ݏ݁𝑛ሺݔሻ + cosሺݔሻ + ݁𝑥 − ʹݔݖሺݔሻ = −݁𝑥√ଶ − ݁−𝑥√ଶ − ͳͶ ݏ݁𝑛ሺݔሻ − ͳͶ cosሺݔሻ − ݁ ?ʹ? + ݔ 
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 Aplicamos el operador ܮ∗ a ambas ecuaciones del sistema y se llega a 
                              { ሺߙଶ + ʹሻܮ∗ሺݕሻ + Ͷܮ∗ሺݖሻ = ܮ∗ሺ݁𝑥ሻ − ܿݕሺߙሻ−ܮ∗ሺݕሻ + ሺߙଶ − ͵ሻܮ∗ሺݖሻ = ܮ∗ሺ−ݔሻ − ܿݖሺߙሻ                               ሺ૚ૠሻ 
 
donde ܿݕሺߙሻ y ܿݖሺߙሻ son expresiones en función de las condiciones ሺ૚૜ሻ, ሺ૚૝ሻ, ሺ૚૞ሻ y ሺ૚૟ሻ. 
El determinante de la matriz de los coeficientes del sistema ሺ૚ૠሻ es |ߙଶ + ʹ Ͷ−ͳ ߙଶ − ͵| = ߙସ − ߙଶ − ʹ 
 
Y se anula para ߙ = −𝑖 , ߙ = 𝑖 , ߙ = √ʹ ,   ߙ = −√ʹ    
Resolvemos el sistema con el software Mathematica y obtenemos expresiones para ܮ∗ሺݕሻ  y ܮ∗ሺݖሻ en función de α. 
Evaluamos estas expresiones dando valores a α  desde ݈݂ܽܽ = ʹ  hasta  𝑛 = ͺ, es decir toma-
mos 7 “momentos” ߤሺߙሻ. 
El valor para alfa se fija igual a 2 con el fin de evitar discontinuidades. 
Aplicando el método de expansion truncada obtenemos una aproximación para ݕሺݔሻ dada por  
 ݕሺݔሻ ≈  ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝ݕ𝑛ሺ݁−𝑥ሻ 
 
cuya exactitud es 
  
                               ∫ |ݕሺݔሻ − ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝ݕ𝑛ሺ݁−𝑥ሻ|ଶଷଵ ݀ݔ = Ͳ.Ͳͷͷ͹ͷͲͷ 
 
Análogamente, para ݖሺݔሻ se obtiene una exactitud de 
 
                          ∫ |ݖሺݔሻ − ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝ݖ𝑛ሺ݁−𝑥ሻ|ଶଷଵ ݀ݔ = Ͳ.ͲͷͶ͵ͷͳ͸ 
 
En la Figura 1 y en la Figura 2 se observan los gráficos de ݕሺݔሻ y ݖሺݔሻ con sus respectivas  
aproximaciones  superpuestas 
 
 
 
                  
                                                                           
                                                                    Figura 1: y(x) y su aproximación 
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                                                                   Figura 2: z(x) y su aproximación 
                         
Ejemplo 2 
 
Se considera el sistema de ecuaciones   
{ݕሺଵሻሺݔሻ = ͵ݖሺݔሻ − Ͷݑሺݔሻݖሺଵሻሺݔሻ = −ݑሺݔሻݑሺଵሻሺݔሻ = ݖሺݔሻ − ʹݕሺݔሻ  
                   
en el intervalo ሺͲ,ͳሻ bajo las condiciones 
                             { ݕሺͲሻ = ͵  ;   ݕሺͳሻ = ݁ଷ + ͳ݁ଶ + ͳ݁ݖሺͲሻ = ͳ.͸  ;   ݖሺͳሻ = Ͷ.Ͷ͵ͻͳʹݑሺͲሻ = ͳ.ʹ   ;    ݑሺͳሻ = −ͳͳ.ͷ͹ͷʹ                                           ሺ૚ૡሻ 
 
La solución exacta del sistema es  
 { ݕሺݔሻ = ݁−𝑥 + ݁−ଶ𝑥 + ݁ଷ𝑥ݖሺݔሻ = ݁−𝑥 + Ͳ.Ͷ݁−ଶ𝑥 + Ͳ.ʹ݁ଷ𝑥ݑሺݔሻ = ݁−𝑥 + Ͳ.ͺ݁−ଶ𝑥 − Ͳ.͸݁ଷ𝑥 
 
Aplicamos el operador ܮ∗ a ambas ecuaciones del sistema y se llega a 
 
                            {ߙܮ∗ሺݕሻ − ͵ܮ∗ሺݖሻ + Ͷܮ∗ሺݑሻ = −ܿݕሺߙሻ             ߙܮ∗ሺݖሻ +   ܮ∗ሺݑሻ − ܿݖሺߙሻʹܮ∗ሺݕሻ − ܮ∗ሺݖሻ + ߙܮ∗ሺݑሻ = −ܿݑሺߙሻ                                               ሺ૚ૢሻ 
                                                  
donde ܿݕሺߙሻ, ܿݖሺߙሻ  y  ܿݑሺߙሻ son expresiones en función de las condiciones ሺ૚ૡሻ 
El determinante de la matriz de los coeficientes del sistema  ሺ૚ૢሻ es  
 
                                          |ߙ −͵ ͶͲ ߙ ͳʹ −ͳ ߙ| = ߙଷ − ͹ߙ − ͸ 
1.5 2.0 2.5 3.0
70
60
50
40
30
20
10
M.B. PINTARELLI1634
Copyright © 2017 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar
 Y se anula para ߙ = −ʹ  ;   ߙ = −ͳ  ;   ߙ = ͵. 
Resolvemos el sistema con el software Mathematica y obtenemos expresiones para ܮ∗ሺݕሻ ,ܮ∗ሺݖሻ y ܮ∗ሺݑሻ en función de α. 
Aplicamos el primer procedimiento para resolver el sistema hacienda cambio de variable, ya 
que al intentar aplicar el segundo procedimiento nos encontramos con una discontinuidad al 
ortonormalizar la base. 
Evaluamos estas expresiones dando valores a α  desde ݈݂ܽܽ = Ͷ  hasta  𝑛 = ͺ, es decir toma-
mos 5 “momentos” ߤሺߙሻ. 
El valor para alfa se fija igual a 4 con el fin de evitar discontinuidades y para que la solución 
sea única.. 
Aplicando el método de expansion truncada obtenemos una aproximación para ݕሺݔሻ dada por  
  ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝ݕ𝑛ሺ݁−𝑥ሻ 
 
cuya exactitud es 
  
                               ∫ |ݕሺݔሻ − ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝ݕ𝑛ሺ݁−𝑥ሻ|ଶଵ଴ ݀ݔ =  Ͳ.ͲͲͳ͵ͷ͸͵͸ 
 
En la Figura 3  se observan los gráficos de ݕሺݔሻ y de su aproximación superpuestos 
 
 
                               
                                 
                                                            Figura 3:  y(x) y su aproximación 
 
Análogamente, para ݖሺݔሻ se obtiene una exactitud de 
 
                          ∫ |ݖሺݔሻ − ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝ݖ𝑛ሺ݁−𝑥ሻ|ଶଵ଴ ݀ݔ =  Ͳ.ͲͲͲͷͶʹͷͶ͵ 
 
En la Figura 4  se observan los gráficos de ݖሺݔሻ y de su aproximación superpuestos 
Por ultimo obtenemos la aproximación para ݑሺݔሻ. Se tiene en este caso una exactitud de  
 ∫ |ݑሺݔሻ − ሺ݁𝑥ሻ௔௟௙௔−ଵ𝑝ݑ𝑛ሺ݁−𝑥ሻ|ଶଵ଴ ݀ݔ =  Ͳ.ͲͲͳͲͺͷͲͻ 
 
En la Figura 5  se observan los gráficos de ݑሺݔሻ y de su aproximación superpuestos 
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                                                                      Figura 4:  z(x) y su aproximación 
 
 
                                
 
                                                                       Figura 5: u(x) y su aproximación 
 
Ejemplo 3 
 
Se considera el sistema de ecuaciones  
 
 
                                                {ݕሺଵሻሺݔሻ + ͵ݕሺݔሻ + ݖሺݔሻ = Ͳݖሺଵሻሺݔሻ − ݕሺݔሻ + ݖሺݔሻ = Ͳ                                        ሺʹͲሻ                   
 
En el intervalo ሺͲ,∞ሻ bajo las condiciones 
 ݕሺͲሻ = ͳ  ;   ݖሺͲሻ = −ʹ 
 
La solución exacta del sistema es  { ݕሺݔሻ = ሺͳ + ݔሻ݁−ଶ𝑥ݖሺݔሻ = −ሺʹ + ݔሻ݁−ଶ𝑥 
 
Aplicamos la transformada de Laplace a ambas ecuaciones del sistema ሺʹͲሻ y se llega a 
0.0 0.2 0.4 0.6 0.8 1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
0.2 0.4 0.6 0.8 1.0
10
8
6
4
2
M.B. PINTARELLI1636
Copyright © 2017 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar
                                    { ሺߙ + ͵ሻܮሺݕሻ + ܮሺݖሻ = ͳ−ܮሺݕሻ + ሺߙ + ͳሻܮሺݖሻ = −ʹ                                               ሺ૛૚ሻ 
 
El determinante de la matriz de los coeficientes del sistema ሺ૛૚ሻ es  
 
                                          |͵ + ߙ ͳ−ͳ ͳ + ݐ| =  ߙଶ + Ͷߙ + Ͷ 
 
que se anula para ߙ = −ʹ 
Resolvemos el sistema con el software Mathematica y obtenemos expresiones para ܮሺݕሻ  y ܮሺݖሻ en función de α: 
 
                                                  { 
 ܮሺݕሻ = ͵ + ߙሺʹ + ߙሻଶܮሺݖሻ = −ͷ − ʹߙሺʹ + ߙሻଶ                                                         ሺ૛૛ሻ 
 
Consideramos la base {𝜓𝑟ሺߙሻ}𝑟 = {ߙ𝑟݁−𝛼}𝛼  de ܮଶሺͲ,∞ሻ. Aplicamos el segundo procedi-
miento para 𝑛 = Ͷ momentos. 
Con el método de expansion truncada obtenemos una aproximación para ݕሺݔሻ cuya exacti-
tud es 
  
                               ∫ |ݕሺݔሻ − 𝑝ݕ𝑛ሺݔሻ|ଶ∞଴ ݀ݔ =   Ͳ.ͲʹͲ͵ͷͷ͹ 
 
 Análogamente, para ݖሺݔሻ se obtiene una exactitud de  
 
                               ∫ |ݖሺݔሻ − 𝑝ݖ𝑛ሺݔሻ|ଶ∞଴ ݀ݔ = Ͳ.Ͳʹͻ͸͵͹Ͷ͵.    
En la Figura 6  se observan los gráficos de ݕሺݔሻ y su aproximación superpuestas. 
Análogamente en la Figura 7 para ݖሺݔሻ y su aproximación. 
 
 
                                   
 
                                                                             Figura 6 : y(x) y su aproximación 
2 4 6 8 10
0.05
0.10
0.15
0.20
Mecánica Computacional Vol XXXV, págs. 1625-1639 (2017) 1637
Copyright © 2017 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar
                                     
                                                                                      
                                                                              Figura 7 : z(x) y su aproximación 
 
 
6   CONCLUSIONES 
 
Dado un sistema de ecuaciones diferenciales ordinarias lineales con coeficientes constantes 
de la forma 
 
                 
ݕଵሺ𝑛ሻሺݔሻ = ଵ݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁڭݕ௞ሺ𝑛ሻሺݔሻ = ௞݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁ                      
 
donde ݕ௜ሺ𝑛ሻሺݔሻ  indica la derivada de orden n de ݕ௜ሺݔሻ         𝑖 = ͳ,… , ݇   y ௜݂ቀݔ, ݕଵ, ݕଶ, … , ݕ௞, ݕଵሺଵሻ, … , ݕ௞ሺଵሻ, … , ݕଵሺ𝑛−ଵሻ, … , ݕ௞ሺ𝑛−ଵሻቁ      𝑖 = ͳ,… , ݇   son funciones lineales  
de    ݔ,    ݕଵሺݔሻ,     ݕଶሺݔሻ, …,   ݕ௞ሺݔሻ,    ݕଵሺଵሻሺݔሻ, … , ݕ௞ሺଵሻሺݔሻ, … , ݕଵሺ𝑛−ଵሻሺݔሻ, … , ݕ௞ሺ𝑛−ଵሻሺݔሻ  con co-
eficientes constantes, se pueden  hallar en forma aproximada, las funciones ݕଵሺݔሻ, ݕଶሺݔሻ, … , ݕ௞ሺݔሻ, que son solución del sistema dado, bajo  condiciones de Cauchy en un 
intervalo ሺܽ , ܾሻ, considerando el operador 
             ܮ∗(ݕሺݔሻ) = ∫ ݕሺݔሻ݁−𝛼𝑥݀ݔ௕௔  
 
el cual coincide con la Transformada de Laplace si ܽ = Ͳ  y  ܾ = ∞. 
Además suponemos que cada  ݕ௜ሺݔሻ ∈ ܮଶሺܽ , ܾሻ. 
Al aplicar dicho operador sobre cada ecuación del sistema se obtiene un sistema de ecuaciones 
algebraicas donde las incognitas son  ܮ∗ሺݕଵሻ, ܮ∗ሺݕଶሻ,… , ܮ∗ሺݕ௞ሻ  y los coeficientes están dados 
por expresiones en función de ߙ. 
Por lo tanto, al resolver el sistema de ecuaciones algebraicas las incognitas quedan igualadas a 
expresiones en función de α 
 ∫ ݕ௜ሺݔሻ݁−𝛼𝑥݀ݔ௕௔ = ߤ௜ሺߙሻ 
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 Haciendo cambio de variable y discretizando el problema, dando a α valores apropiados, se 
lo puede interpreter como un problema inverso de momentos y resolverlo utilizando las técnica 
de la expansion truncada. De esa manera obtenemos una aproximación numérica para cada ݕ௜ሺݔሻ. 
En el caso de tener un intervalo de la forma ሺܽ ,∞ሻ, multiplicamos ambos miembros de la 
igualdad anterior por una base de ܮଶሺܽ ,∞ሻ e integramos. De esa forma obtenemos la igualdad  
 ∫ ݕ௜∞a ሺݔሻ݃𝑟ሺݔሻ݀ݔ = ߤ௜𝑟                       ݎ = ͳ,ʹ, …  
 
donde  ݃𝑟ሺݔሻ = ∫ ݁−𝛼𝑥𝜓𝑟ሺߙሻ݀ߙ∞a  
 
y los momentos ߤ𝑟 son  
 
                                                                 ߤ௜𝑟 = ∫ µ௜∞a ሺߙሻ𝜓𝑟ሺߙሻ݀ߙ . 
 
Este procedimiento también se puede aplicar si ሺܽ, ܾሻ es un intervalo acotado. 
Nuevamente aplicando el método de expansion truncada al correspondiente problema de 
momentos finito, se encuentra una aproximación numérica para cada  ݕ௜ሺݔሻ. 
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