We propose a unified framework for random locations exhibiting some probabilistic symmetries such as stationarity, self-similarity, etc. A theorem of Noether's type is proved, which gives rise to a conservation law describing the change of the density function of a random location as the interval of interest changes. We also discuss the boundary and near boundary behaviour of the distributions of the random locations.
to identity [15] . Entering the new century, van Casteren [17] obtained a version of the stochastic Noether theorem using the ideas and backgrounds from stochastic control. More recently, Baez and Fong [1] considered Markov processes and found an analogy of the classical Noether theorem in this setting. Along this direction, Gough, Ratiu and Smolyanov [4] gave a Noether theorem for dissipative quantum dynamical semi-groups. Another scenario where an external random force exists was studied by Luzcano and de Oca [7] .
The random locations of stochastic processes exhibiting certain probabilistic symmetries have been studied in a series of works in the past years. In [11] , Samorodnitsky and Shen introduced a large family of random locations called "intrinsic location functionals", which include the location of the path supremum, the first/last hitting time to a fixed level, etc. It was shown that the distribution of any random location in this family for a stationary process must satisfy a specific set of conditions. Similar results were later established between a subclass of intrinsic location functionals and stochastic processes with stationary increments [13] . In [14] , the stochastic processes combining both a scaling symmetry and a stationarity of the increments were studied, and it is shown that stronger conditions hold for the distribution of its path supremum over an interval.
As the research of random locations progressed, it became clearer and clearer that there is a general correspondence between probabilistic symmetries and classes of random locations, such that the distributions of the random locations behave in a very specific way under the corresponding symmetry. Indeed, it is not difficult to see that the setting for the random locations of stochastic processes having probabilistic symmetries is similar to the settings in which Noether theorems hold, in that they are both systems with infinitesimally generated symmetries. This observation leads to the question as whether a result of Noether's type exists for the random locations. There is, however, a critical difference: in the case of random locations, the symmetries are only in the distributional sense. While the overall distribution of the processes, hence also the distributions of the random locations, remain invariant after the corresponding transformations, the values of the locations do evolve with the transformations in each realization. As a result, the mathematical tools used to derive the Noether theorems for deterministic systems can not be applied to get similar results here. It turns out that the methods developed in the literatures previously mentioned are not helpful as well.
The goal of this paper is, therefore, to provide a framework which contains the aforementioned random locations and probabilistic symmetries as special cases, and in which a Noether theorem can be established. To this end, we generalize the notion of random location by dissociating it from the paths of stochastic processes. More precisely, the random locations are no longer functionals of the paths as in [11; 13; 14] , but special elements in a point process which may or may not be related to a stochastic process in continuous time. Another point process is then constructed, and we show that the distribution of the random locations can be expressed in terms of the control measure of the latter point process. Finally, a conservation law appears using a function derived from the control measure.
The rest of this paper is organized as follows. In Section 2 we introduce the basic settings and definitions, with examples making connections to the existing literatures. In Section 3 we state and prove the main results, including the Noether theorem as a conservation law when the interval of interest moves along a flow, and its consequences, such as a constraint on the total variation of the density function of the random locations. Section 4 completes the paper by analyzing the behavior of the random locations at or near the boundaries of the interval of interest.
Basic settings
Here and throughout the paper, let I be the collection of all the non-degenerate compact intervals on R. LetR = R ∪ {∞}, and equip it with the σ−fieldB = σ(B(R), {∞}). That is, we treat ∞ as a separate point and take the Borel σ−field of the extended topology. 
(Stability under restriction) For every
I 1 , I 2 ∈ I, I 2 ⊆ I 1 , if L(I 1 ) ∈ I 2 , then L(I 1 ) = L(I 2 ).
(Consistency of existence) For every
Intuitively, the value ∞ is used to deal with the case where a random location is not welldefined on a given interval for certain realization. For example, if the random location is defined as the first hitting time of a continuous-time stochastic process to certain level, then it is possible that the process does not hit the level in the given interval. In this case we will assign ∞ as the value of the random location.
Let ϕ = {ϕ t } t∈R be a flow on R. That is, {ϕ t } t∈R is a family of real-valued functions defined on R, satisfying ϕ 0 = Id and ϕ s • ϕ t = ϕ s+t for s, t ∈ R. We further assume that
the fixed points Φ 0 := {x :
In many cases, it will be convenient to consider the extended real line R ∪ {−∞, ∞} and the set of extended fixed pointsΦ 0 = Φ 0 ∪ {−∞, ∞}. Two points α, β, α < β are called consecutive inΦ 0 , if α, β ∈Φ 0 , and (α, β) ∩Φ 0 = φ. Note that since there is no fixed point between α and β, and ϕ is continuous, ϕ t (x) must be monotone in t for any fixed x ∈ (α, β) and increasing in x for any fixed t ∈ R. In particular, for every fixed x ∈ (α, β), ϕ · (x) is a bijection from R to (α, β).
An intrinsic random location is called ϕ-stationary, if its distribution is compatible with
for every t ∈ R and a, b ∈ R, a < b.
It is called stationary if the flow is the translation ϕ t (x) = x + t.
Remark 2.1. Due to the continuity of ϕ, a ϕ-stationary intrinsic random location, restricted to the open interval between two consecutive extended fixed points of ϕ, can be easily transformed into a stationary intrinsic random location using a transformation. More precisely, let L be a ϕ-stationary intrinsic random location and α, β be two consecutive points inΦ 0 . Fix any
is a continuous monotone function in t with lim t→−∞ ϕ t (x 0 ) = α and lim t→∞ ϕ t (x 0 ) = β, or symmetrically, lim t→−∞ ϕ t (x 0 ) = β and lim t→∞ ϕ t (x 0 ) = α. As a result, we can define a transform τ : (α, β) → R by
That is, τ (x) is the time it takes to go from x 0 to x following the flow ϕ, or from x to x 0 if its value is negative. Hence for any x, y ∈ (α, β), ϕ τ (y)−τ (x) (x) = y. Differentiating at y = x, we haveφ
3)
. Moreover, we have identity
for x ∈ (α, β) and t ∈ R.
Since τ is a bijection, its inverse τ
It is elementary to check that if L is ϕ-stationary, then such defined L ′ is a stationary intrinsic random location. Consequently, all the claims regarding a ϕ-stationary intrinsic random location can be transformed into corresponding claims regarding stationary intrinsic random locations, and we only need to prove the latter ones.
As explained in Introduction, the definition of intrinsic random location is motivated by the random locations of stochastic processes studied in previous literatures [11; 13; 14] . Therefore, it is not surprising that one important way to obtain ϕ-stationary intrinsic random locations is through the stochastic processes exhibiting some probabilistic symmetry under ϕ, and to define the random location as a functional which is determined by the path of the process and compatible with ϕ. For example, let the flow be the translation ϕ t (x) = x + t. Correspondingly, we have the (strictly) stationary processes as the family of processes whose distributions are invariant under ϕ. In this case, let H be a space of functions closed under translation, equipped with the cylindrical σ-field, and consider a mapping L H : I × H →R satisfying
3. For every I 1 , I 2 ∈ I,
4. For every I 1 , I 2 ∈ I,
Conditions 2,3 and 4 correspond to the three conditions in the definition for intrinsic random locations, while Condition 5 requires the random location to be compatible with translation.
Then it is easy to check that the random location L defined by
is a stationary intrinsic random location if X = {X(t, ω)} t∈R is a stationary process with sample paths in H. Such a mapping like L H was introduced in [11] , where its relation to stationarity has also been studied in detail. We note that this is indeed a very large family of random locations, including the location of the path supremum/infimum over an interval, the first/last hitting time to certain level, among many others.
Other probabilistic symmetries of stochastic processes which can be used to define intrinsic random locations stationary with respect to certain flow include self-similarity, isometry (in higher dimensional domains), stationarity of the increments, etc. They have been discussed respectively in the sequence of papers [14; 12; 13] . Two cases are special and worth some more mention.
First, even for a same ϕ, there can be various ways to construct ϕ-stationary intrinsic random locations from stochastic processes. For instance, still consider the translation. If instead of the distribution of the process, we only require the distribution of the increments of the process to be translation invariant, then the resulting family of processes is the family of processes with stationary increments, which is strictly larger compared to the family of stationary processes. As a price for the relaxation of the condition on the side of processes, a stronger assumption needs to be imposed to the mapping L H . More precisely, L H now needs to be invariant under vertical shift of the path: L H (I, f ) = L H (I, f + c) for any f ∈ H and c ∈ R. It has been shown in [13] that similar results as in [11] hold between such random locations and stochastic processes with stationary increments.
Second, different symmetries can be combined together. For instance, due to the Lamperti transformation (see, for example, [3] ), self-similarity by itself does not give any result which is new in nature. However, as shown in [14] , when it is combined with the stationarity of the increments, stronger distributional properties can be derived for the random locations which are compatible with both scaling and translation.
It should be pointed out that although many ϕ-intrinsic random locations are defined using certain continuous-time stochastic processes, such processes are not an indispensable part of the construction. It is in this sense that the current framework is a generalization of those used in previous works, where the definition of the random location does require a continuous-time process.
Example 2.1. Let {X i } i∈Z be a strictly increasing sequence of random variables such that the point process on R determined by it, i δ Xi , where δ x (A) = 1 {x∈A} , is a stationary point process. Let {Y i } i∈Z be a discrete-time stationary process. Then one can define random locations such as The point process in example 2.1 can be regarded as a one-dimensional point process given
by {X i } i∈Z in which each point X i also gets a label Y i in a stationary way. The following example is more "higher dimensional" and geometrical in nature.
Example 2.2. Consider a stationary random tessellation of R 2 such as the Gilbert tessellation.
For any compact intervals I and I ′ , among all the pieces of the tessellation for which the geometric center is located in I × I ′ , take the one with the largest area. Then the first or the second coordinate of its geometric center is a stationary intrinsic random location indexed by I or I ′ , respectively, where we again follow the tradition to assign value ∞ when no piece has its center in I × I ′ .
Main results
We start this section by introducing some preparatory results.
The stability under restriction property in Definition 2.1 implies the following simple yet useful comparison lemma.
Lemma 3.1. Let L be an intrinsic random location. Then for any I 1 , I 2 ∈ I such that I 2 ⊆ I 1 and any
Proof. By stability under restriction,
The distribution of a stationary intrinsic random location L = L(I) is absolutely continuous in the interior of the interval I. Indeed, the next proposition does not only show the absolute continuity, but also provides an upper bound for the density. It was first proved in [11] for the stationary processes and random locations which are compatible with translation. Here we include a short proof of a modified version for the sake of completeness.
Proposition 3.2. Let L be a stationary intrinsic random location. For any a < x < b and
Proof. Suppose that, to the contrary, (3.1) fails for some a, b, x and ǫ. That is,
Without loss of generality, assume
Contradiction. A similar contradiction can be derived for the case where x − a > b − x. Hence (3.1) is proved.
As a consequence of Proposition 3.2, we also have the following continuity result.
is continuous in a and b for a < u and b > v.
Proof. By symmetry, it suffices to prove that
is continuous in a for a < u.
where the inequalities come from Lemma 3.1. Also, by stationarity and Lemma 3.1,
Hence
In order to introduce a point process which will play an essential role in deriving the main results, we first show that each intrinsic random location gives a partial order among the potential values of the random location. Similar idea originated in [13] . The proof is however different due to the difference in settings. More precisely, let L be an intrinsic random location. Define the random set S := {x ∈ R : x = L(I) for some I ∈ I}. Define a binary relation " " on S:
x y if there exists I ∈ I, such that x, y ∈ I, L(I) = y.
Intuitively, x y if both points are in a same interval, and the location falls on y rather than on x.
Lemma 3.4. is a partial order.
Proof. It is easy to see that is reflexive. It is antisymmetric since for any I containing x and y and satisfying 
Again by the stability under restriction property, we must have
For each x ∈ S, define l x := sup{y ∈ S : y < x, x y} and r x := inf{y ∈ S : y > x, x y}.
Intuitively, l x and r x are the farthest locations to the left and to the right of the point x such that no point in S between this location and x has a higher order than x according to . It is easy to see that if in addition, there exists [a, b] ∈ I such that x = L([a, b]) and x ∈ (a, b), then l x ≤ a < x and r x ≥ b > x. Thus, for every such x, the point in R 3 defined by ǫ x := (l x , x, r x ) falls in the area E := {(z 1 , z 2 , z 3 ) : z 1 < z 2 < z 3 }. Let E be the collection of such points:
then the (random) counting measure determined by E, denoted by ξ := x∈E δ ǫx , forms a point
for any a, b ∈ R, a < b, hence the point process ξ is σ−finite. Denote by η its control measure, i.e., η(A) = E(ξ(A)) for any A ∈ B(E), where B(E) is the Borel σ−field on E.
Theorem 3.5. Let L be a stationary intrinsic random location, and η be the control measure of the point process ξ defined for L as above. Then for any a < u < v < b,
Remark 3.1. Theorem 3.5 serves for three purposes. First, it builds a connection between the distribution of a stationary intrinsic random location and the control measure of the point process related to it. Second, it also shows that the planes in E with one of the three coordinates fixed are always null sets under η. As a result, one does not need to pay special attention to the openess/closedness of the boundaries of the intervals for the coordinates. Finally, since L is
and c ∈ R, and the sets of the form (
, the measure η is invariant under translation along the direction (1, 1, 1). We formulate this result as the following corollary, the proof of which is obvious and omitted.
, then x ∈ S, l x ≤ a, and r x ≥ b. Note that it is possible that l x = a (resp. r x = b), since a (resp. b) can be the limit of an increasing (resp. decreasing) sequence of points in S with higher orders than x according to , while the endpoint itself is not in S or does not have a higher order than x. Meanwhile, if there exists
The control measure η appears in the above expression because there can be at most one point
In this case the expectation coincides with the corresponding probability.
hence we must have
For a stationary intrinsic random location L, a < u < v < b and any ε > 0, define
and
Further define µ ε, [u,v] 
and [u,v] and N ε, [u,v] are strictly positive. If [u,v] = 0, define the corresponding µ ε, [u,v] or ν ε, [u,v] to be the null measure.
Let µ (a,b) and ν (a,b) be measures on (a, b) (equipped with the Borel σ−field) given by Our last preparation before proceeding to the proof of the main result is the following proposition.
Proposition 3.7. Let L be a stationary intrinsic random location. For a < u < v < b, let M ε, [u,v] , N ε, [u,v] , µ ε, [u,v] and ν ε, [u,v] be defined as above. Then
Proof. By symmetry it suffices to prove the convergence for
then it is easy to see that for any ε < u − a and
Hence it suffices to prove that
and r x ∈ [b + ε, ∞). Meanwhile, the existence of a
and L([a + ε, b + ε]) ∈ [w, y). Therefore, we have
By Theorem 3.5, the boundaries of the intervals are negligible under η. Hence
For ε = 1 n , n ∈ N, by Corollary 3.6, we have
Note that the set
and is contained in
Moreover, these bounds naturally extend to the case where ε is any positive rational number.
Indeed, let ε = m n , m, n ∈ N. Then a similar reasoning as above leads to
Then by Corollary 3.6,
for any positive rational ε > 0. Since
is continuous in ε, by the continuity of measure, we have
as ε → 0. This is exactly µ (a,b) | [u,v] ([w, y)) defined in (3.5). The convergence to ν (a,b) | [u,v] can be shown symmetrically.
We now prove the main result of this paper. Denote byI the interior of the compact interval I, and recall thatφ t (x) = ∂ϕ(x,t)
∂t | x,t . In addition, for any flow ϕ on R satisfying Assumptions (2.1) and (2.
which is defined using any given reference point x 0 between these two extended fixed points.
More precisely, assuming that τ is increasing, then define measure µ
for all w, y ∈ (a, b), w < y. ν (a,b) ϕ is defined similarly. The case where τ is decreasing is symmetric.
Theorem 3.8. Let ϕ be a flow on R satisfying Assumptions (2.1) and (2.2), and L be a ϕ-
stationary intrinsic random location. Let α, β be two consecutive points inΦ 0 . Then for any
the distribution of L(I) is absolutely continuous inI, and it has a càdlàg density function, denoted by f . Moreover, f satisfieṡ
for any
Proof. By Remark (2.1), it suffices to prove the result for ϕ t (x) = x + t, whereφ 0 (x) becomes the constant 1, and µ ((u, v) ). By stationarity, for any ε > 0, we have
(3.8)
Denote by F the distribution of L([a, b]), then the right hand side of (3.8) can be rewritten
Since g is smooth and compactly supported, g ′ is bounded, hence g is uniformly Lipschitz. As a result, Dominated Convergence Theorem applies and we have
For the left hand side of (3.8), we have
where the notation E[X; A] stands for the expectation of X restricted on A, i.e., E[X; A] =
where the equality in the middle comes from the stability under restriction property of L. Therefore, we have
Combining (3.11) with Proposition 3.7, we have
hence by (3.8) and (3.9), v) ). This means, the signed measure on (u, v) given by
is a derivative of the measure given by dF (s) in the sense of generalized function. (Generalized functions are alternatively called distributions. In this paper we would use the term "generalized functions" to avoid confusion with the probability distributions of the random locations. Readers are referred to [2] for an overview of the generalized functions.) Consequently, we have
for all x ∈ (u, v) and some constant c. Note that c is inside the integral as it is a constant in the sense of generalized function. As a result, F is differentiable on (u, v); its derivative, denoted as f , satisfies
for almost all x in (u, v). It is easy to see that if we indeed define f according to (3.12) at every point x ∈ (u, v), then such defined f is still a version of the density, and f is càdlàg on (u, v). Taking u ↓ a and v ↑ b shows that F is absolutely continuous on (a, b), and
is a càdlàg version of the density of F on (a, b). Here x 0 is an arbitrary fixed point in (a, b), and
Therefore, we have
or alternatively,
The proof is completed by applying the change of variable given in Remark (2.1) for general flow ϕ satisfying Assumptions (2.1) and (2.2). consecutive extended fixed points, α and β, of ϕ. Let L be a ϕ-stationary intrinsic random location. For any x ∈ (α, β) and t ∈ R such that x ∈ (ϕ t (a 0 ), ϕ t (b 0 )), denote by f t (x) the density of
Moreover, fix a reference point x 0 ∈ (a 0 , b 0 ), and define the single-
Then we have
is a constant in t for t satisfying x ∈ (ϕ t (a 0 ),
Proof. Since L is ϕ-stationary, by the change of variable formula and (2.3),
where f ′ t is the density function of the stationary intrinsic random location L ′ defined by
By Theorem 3.8, we havė
which is a constant in t for t satisfying x ∈ (ϕ t (a 0 ), ϕ t (b 0 )).
Also as a consequence of Theorem 3.8, we have the following result, which shows that the total variation ofφ 0 (x)f (x) is bounded by its values and limits.
Denote by T V
and T V (u,v) (f ) the positive variation, negative variation and total variation of the function f on the interval (u, v), respectively. That is,
where the suprema are taken over all the partitions of (u, v). Define f (x−) = lim y↑x f (y) to be the left limit of a càdlàg function. 
Remark 3.3. One of the main results in [11] and [13] was the so-called "total variation constraint", which states that the density f of the distribution of a random location compatible with translation, for stationary or stationary increment processes, satisfies
Now it becomes clear that they are special cases of Corollary 3.10 where ϕ t (x) = x + t, hence consequences of the Noether theorem for random locations.
The proof of Corollary 3.10 mainly relies on the following proposition, which gives upper bounds for the mass that µ (a,b) and ν (a,b) can put on an interval. For simplicity, the proposition is presented using stationary intrinsic random locations. It is straightforward to extend all the definitions and results to general ϕ-stationary intrinsic random locations if needed.
Proposition 3.11. Let L be a stationary intrinsic random location. Under the same setting as
is a probability measure.
On the other hand, by definition, for ǫ < u − a,
Moreover, by (3.2) we have, for ε small enough,
The bound for ν (a,b) ([u, v]) can be derived symmetrically.
Proof of Corollary 3.10. For simplicity we only prove the result for ϕ t (x) = x + t. The general case then follows by the change of variable discussed in Remark 2.1.
In this case, by Theorem 3.8, we have
Therefore, for any partition u < x 1 < · · · < x n < v of (u, v),
by Proposition 3.11. Taking supremum over all partitions of (u, v) on the left hand side leads to
Moreover, since f is càdlàg, we also have
The result for T V − (u,v) (f ) can be proved symmetrically. Finally, adding the two inequalities (3.13) and (3.14) gives (3.15).
Boundary and near-boundary behavior
In Section 3, we mainly focus on the behavior of the distribution of a ϕ-stationary intrinsic random location L in the interior of the interval of interest I = [a, b]. We have seen that a càdlàg density, denoted by f , exists on (a, b). Indeed, (3.1) gives an upper bound for f (x), x ∈ (a, b).
Such a bound, however, diverges as x approaches a or b. Moreover, there may also be point masses on the two boundaries of the interval, which were not studied in Section 3. In this section we provide these missing pieces by discussing the boundary and near-boundary behavior of L.
For simplicity, in this section we always assume that L is a stationary intrinsic random location. The results can be easily generalized to the case where L is ϕ-stationary.
Recall that S = {x ∈ R : x = L(I) for some I ∈ I}, l x = sup{y ∈ S : y < x, x y} and r x = inf{y ∈ S : y > x, x y}, where " " is the partial order determined by L. For any T > 0, define S l,T := {x ∈ S : l x = x, r x ≥ x + T } and S r,T := {x ∈ S : r x = x, l x ≤ x − T }. Denote by Leb(·) the Lebesgue measure on R. Then we have
Proof. By symmetry, it suffices to prove 4.1. Note that for
However,
since the plane with the second coordinate fixed is a η−null set, according to Theorem 3.5.
Therefore for ǫ > 0,
Next, by a similar reasoning as in the proof of Lemma 
Similarly, lim x↑b f (x) = ∞ if any only if
Define set (4.6) implies that the latter set must also have measure ∞ under η. Then
by Corollary 3.6.
Although not a necessary condition, one direct and simple way leading to E(|S 1 |) = ∞ is, of course, to have S 1 to be an infinite set with positive probability. The next proposition gives a necessary and sufficient condition for S 1 to be infinite. and denote it by {x n } n=1,2,... , with lim n→∞ x n = x ∞ , which is not necessarily in S 1 . Moreover,
Next, the sequence can be taken such that for any n = 1, 2, ..., either x n x n+1 or x n x n+1 , which is not trivial since " " is only a partial order. To see this, consider the set of indices J = {j :
then y n ∈ (x n , x n+1 ). As such, we have r xn ≤ y n . By the definition of S 1 , this implies that
. This means, for any n 1 , n 2 ∈ J, |y n1 − y n2 | ≥ b − a, which guarantees that J is a finite set. Taking the subsequence of {x n } starting from n 0 = max{j : j ∈ J} + 1 gives a new sequence for which either x n x n+1 or x n x n+1 .
For such a sequence, it is clear that for any n ≥ 2, x n x n−1 and x n x n+1 can not hold at the same time, since otherwise r xn − l xn ≤ x n+1 − x n−1 < b − a, implying that x n can not be in S 1 . Thus, either {x n } n=1,2,... is monotone according to , or there exists n 0 , such that x 1 x 2 · · · x n0 and x n0 x n0+1 · · · . As a result, there always exists a subsequence of {x n } n=1,2,... , still denoted as {x n } n=1,2,... by a slight abuse of notation, which is monotone according to . Next we discuss the two possible cases.
Case 1: x n+1 x n for any n. In this case note that l xn ∈ [x n−1 , x n ), hence lim n→∞ l xn = x ∞ . Moreover, since x n is decreasing in n according to and r xn > l xn +b−a ≥ x n−1 +b−a > x ∞ for any n ≥ 2, r xn is non-increasing in n for n ≥ 2. Therefore,
for n = 2, .... Thus, scenario (1) in the proposition holds for {x n } n=2,3,... .
Case 2:
x n x n+1 for any n. Then r x1 < x ∞ , hence l x1 < x ∞ − b + a. By a similar reasoning as in case 1, l xn is non-increasing in n, so l xn ≤ l x1 . Recall that x n is increasing and lim n→∞ x n = x ∞ , therefore, there exists n 0 , such that x ∞ − x n < x ∞ − b + a − l x1 for any n > n 0 , which implies l xn ≤ l x1 < x n − b + a for n ≥ n 0 . Taking the subsequence of {x n } n=1,2,...
starting from x n0 leads to scenario (4).
Scenarios (2) and (3) can be derived symmetrically by assuming that the sequence {x n } n=1,2,... is decreasing.
With Proposition 4.2 proved, it is obvious that scenarios (1) and (2) corresponds to the explosion of the density f near the boundary a, while scenarios (3) and (4) 
Proof. We prove that scenario (1) implies lim x↓a f (x) = ∞. The other cases are similar.
In scenario (1), for any n ≥ 2, 0 ≤ x n−1 ≤ l xn < x n < 1, and
Moreover, x n − l xn ≤ x n − x n−1 → 0 as n → ∞. Hence scenario (1) happens with positive probability implies that
Note that
Thus (4.4) holds:
where the first equality follows from Corollary 3.6.
As an application of Proposition 4.1 and Corollary 4.3, consider the location of the path supremum of a stochastic process X = {X(t)} t∈R with continuous sample paths, formally defined as τ X,I := inf{t ∈ I : X(t) = sup s∈I X(s)}.
The infimum is used to choose the leftmost point among all the points where sup s∈I X(s) is achieved, in the case where there are more than one such point. If we further assume that Assumption U. For any I ∈ I,
i.e., the location of the path supremum is almost surely unique, then the infimum in the definition of τ X,I can be removed.
Most of the commonly used processes do satisfy Assumption U. It is proved in [5] that for a Gaussian process X, Assumption U holds if and only if V ar(X(t) − X(s)) = 0 for any s = t. A necessary and sufficient condition for more general processes with continuous sample paths can be found in [10] .
Note that in the case of the location of the path supremum, the random set S, as defined . Then t n is a non-increasing sequence satisfying lim n→∞ t n = t ∞ , and X(t n ) ≤ X(t n+1 ) for all n. Moreover, , and r tn ≥ 2b ≥ t n + b. By removing all equal terms in {t n } n=1,2,... and all the terms in {t n } n=1,2,... at which the values of X are equal, we get a decreasing sequence {t n } n=1,2,... , satisfying lim n→∞ t n = t ∞ and X(t n ) < X(t n+1 ), hence t n t n+1 , for all n. Since the local maxima are dense and the sample paths are continuous, such a sequence can be approached by a sequence of local maxima {t ′ n } n=1,2,... , while all the properties derived above still hold. In addition, as all the points in the new sequence are local maxima, we have l t ′ n < t ′ n , n = 1, 2, .... By the stationarity of the increments, this is scenario (2) satisfying Assumption U and of the form
where {Y (t)} t≥0 is a predictable stationary process which is independent of the standard Brownian motion {B t } t≥0 , and for which the above stochastic integral is well-defined. be defined as previously, and f be its density on (a, b). Then P (τ X,I = a) = P (τ X,I = b) = 0, and lim t↓a f (t) + lim t↑b f (t) = ∞.
Proof. Since X is a semimartingale and has a local martingale part which is nowhere flat, it is of unbounded variation over any interval, hence the local maxima and the local minima of X are almost surely dense in any interval. Thus, Corollary 4.4 applies. Moreover, since a is almost surely an accumulation point, both from the left and from the right, of the level set {t ∈ R : X(t) = X(a)}, for any ǫ > 0 there exists t ∈ (a, a + ǫ] such that X(t) ≥ X(a). If the equality holds for all such t ∈ (a, b], then Assumption U is violated. Hence almost surely there exists t ∈ (a, b] such that X(t) > X(a). Thus, P (τ X,I = a) = 0. The case for the right boundary b is symmetric.
