Abstract. Recently, applications of integrated large composite structures have been attempted to many structures of vehicles. In order to improve the cost performance and reliability, it is necessary to judge the structural integrity of composite structures. Fracture simulation techniques using FEM have been developed for the purpose. Since a number of iterations of finite element analysis are required in the fracture simulation, the simulation techniques consume many memory resources and much calculation time. In this study, a personal computer cluster (PC cluster) and the domain decomposition method were incorporated into a fracture simulation system. Calculations using a Windows PC cluster were carried out to confirm the efficiency of the proposed simulation system. As a result, it is concluded that adopting the domain decomposition method and the computer cluster is remarkably efficient to reduce calculation time.
Introduction
Recently, integrated large composite structures have been applied to many structures of vehicles. To improve the cost performance and reliability of integrated composite structures, it is necessary to judge the structural integrity of composite structures with defects that were found by nondestructive inspection. Fracture simulation techniques are expected to be useful for the purpose. Many researches on the fracture simulation method using FEM have been reported [1] [2] [3] [4] . Since a number of iterations of finite element analysis are required in the fracture simulation based on FEM, the simulation techniques consume many memory resources and much calculation time.
Recent advance on personal computer and computer network technology enables us to construct a personal computer cluster (PC cluster) as a parallel computing system [5, 6] . A PC cluster consists of several PCs and Ethernet. It does not depend on operating system. By constructing a system using computers in the office, you can use a parallel computing system at small cost.
In this study, a personal computer cluster and the domain decomposition method were incorporated into a fracture simulation system. Efficiency of the fracture simulation system was confirmed by conducting fracture simulations of a CFRP plate with bolt holes for different numbers of domain decompositions and computers on a Windows PC cluster. As a result, it is concluded that adapting a parallel computing system is remarkably efficient to reduce calculation time.
Simulation Method
Parallel Computing System. A PC cluster is a system with several personal computers connected to Ethernet. It is classified into MIMD (Multiple Instruction stream, Multiple Date stream) system [7] . PC cluster as a parallel computing system has better cost performance and scalability than commercial parallel computers.
In this study, the domain decomposition method [5, 6 ] is adopted as a solver of parallel FEM because large granularity is required to achieve higher computational performance for PC cluster. MPI [7] , which is de facto standard of message-passing library, is used for parallel programming. A PC Cluster used in this study consists of a maximum of 17 Windows NT workstation (Pentium II 233 MHz: 64MByte) and 100Base-TX Ethernet. If necessary, it is also possible to use computers with different operating system. Porting of the program to commercial parallel computers is also feasible.
Fracture Simulation Procedure. The simulation procedure is described as follows.
(1) The stress-stain matrix is calculated based on the classical lamination theory (CLT).
(2) Strain components of each element are determined by FEM analysis. (3) Stress components of each lamina of each element are calculated from CLT. (4) A fractured element is estimated one by one according to Yamada's method [8] .
(5) Degradation of stiffness is applied to the fractured element. (6) The above process is repeated until a given displacement is achieved. In this simulation, triangle plane stress elements are adopted. Intralaminar fractures, which mean matrix cracking and fiber breaking, are included as fracture modes. Maximum stress criterion is adopted to discriminate fiber breaking and matrix cracking.
Degradation of stiffness after fracture is given by the following equations. 100 , 100
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where a subscript L means longitudinal, a subscript T means transverse and a superscript * means the elastic modulus after fracture. Detailed discussion on simulation methods compared with experimental results is in Refs. [3] and [4] .
A server-client model was adopted. A server controls the convergence of equilibrium of inter-subdomain boundaries and judges an element with r min in Yamada's method. Each client carries out finite element analysis of the assigned subdomain and estimates r in Yamada's method. Time-consuming parts to solve the simultaneous equations in FEM and to estimate r are assigned to clients. Thus this method is expected to accelerate simulation.
Efficiency of Simulation Method
Analytical Model. Fracture of a CFRP plate of stacking sequence [0/45/90/45] S with bolt holes as shown in Fig.1 was simulated to confirm the efficiency of the simulation method. Load is applied by using titanium rivets. The degree of freedom is 13122. The analytical domain was divided into 4, 8 and 16 subdomains, and each subdomain was assigned to each client. Displacement control was used, and the same displacement was given at each titanium rivet. Material properties used in the analysis are listed in Table 1 . Elastic analyses and Fracture simulations were carried out on conditions of 1domain/1CPU, 4subdomains/4CPUs, 8subdomains/8CPUs and 16subdomains/16CPUs. Fracture simulations were conducted up to 200 iterations of finite element analysis. A direct method solver was used in FEM for 1domain/1CPU, and an iterative method solver was used in FEM for the other conditions. In order to prevent tensile fracture of the composite plate adjacent to unloaded half of titanium rivets, Young's modulus of the unloaded half of titanium rivets is set to 1/1000 of that in Table 1 .
Simulated load-displacement curves and fracture process are shown in Fig.2 and Fig.3 , respectively.
Efficiency of Simulation Method. Fig. 4 shows reduction of memory used at elastic analysis. Memory consumption at fracture simulation was quantitatively similar to one at elastic analysis. Fig.4 clearly shows that the domain decomposition method is effective to reduce memory consumption. The efficiency of parallel computing can be discussed by using speedup ratio S, which is defined as follows.
where T 1 and T n is the total calculation time at 1 CPU and n CPUs, respectively. An upper limit of speedup ratio equals to n. Fig.5 shows the relationship between speedup ratio and the number of CPUs. Broken line means an upper limit of speedup ratio. For elastic analysis, parallel computing is not effective because iterative method solver consumes essentially much time. On the contrary, speedup ratios at fracture simulation are about 50% of the upper limit. In other words, the efficiency for fracture simulation is much better than that of elastic analysis. This is because initialization of inter-subdomain boundaries by using the solution of the previous step is effective to reduce the number of iterations in conjugate gradient method routine of DDM as shown in Fig.6 .
As a result, it is concluded that the fracture simulation method using a PC cluster is remarkably efficient to reduce total calculation time. 
Summary
A fracture simulation method using the domain decomposition method and a personal computer cluster was proposed, and the efficiency was confirmed in view of speedup ratio. As a result, it is concluded the fracture simulation method has good computational and cost performance. 
