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In this paper, modifications of a generalized Newton method based on some rules of
quadrature are studied. The methods considered are Newton-like iterative schemes for
numerical solving systems of nonsmooth equations. Some mild conditions are given that
ensure superlinear convergence to a solution. Moreover, a parameterized version of the
midpoint version is presented. Finally, results of numerical tests are established.
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1. Introduction
We consider some iterative methods for solving the system of n nonlinear equations with n variables
F(x) = 0, (1)
where F : Rn → Rn is assumed to be Lipschitz continuous. Throughout the whole paper we assume that there exists x∗ ∈ Rn
such that F(x∗) = 0.
One of the best-known methods for solving (1) is the generalized Jacobian-based Newton method. Such superlinearly
convergent methods for solving semismooth systems were proposed in [1–4]. The fundamental form of the method is
defined by
x(k+1) = x(k) − (V (k))−1F(x(k)), k = 0, 1, . . . (2)
where V (k) could be taken as an element of some subdifferential of F at x(k). It was assumed to be an element of the
Clarke generalized Jacobian (Qi and Sun [1]), of the B-differential (Qi [2]), of the b-differential (Sun and Han [3]) and of the
∗-differential (Gao [4]). Obviously, the increment x(k+1) − x(k) can be obtained as the solution of a linear system with
matrix V (k) by any iterative or direct method. Moreover, Xu and Chang in [5], Potra et al. [6], Śmietański in [7] and others
introduced practical (i.e. computational) ways of approximating various subdifferentials. In recent years some authors have
done interesting research on the nonsmooth equations (cf. [8–10]).
Cordero and Torregrosa in [11] proposed some new variants of Newton’s method for solving smooth equations, based
on trapezoidal and midpoint rules of quadrature. These methods converge quadratically for a continuously differentiable
function F in some neighborhood of the solution x∗. A generalization of methods based on quadrature formulas is presented
in [12].
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In this paper we extend some results obtained by Cordero and Torregrosa to the nonsmooth case, i.e. we introduce some
new generalized methods for solving equations with nondifferentiable functions and show its superlinear convergence for
some prior assumptions. Additionally, we prove the local convergence of a parameterized version method that is well-
defined even when the generalized Jacobian is singular.
The paper is organized as follows. In Section 2, we recall the well-known results for the generalized Jacobian, various
subdifferentials and semismoothness. Some new versions of the generalized Newton method for solving nonsmooth
equations and the convergence analysis are studied in Section 3. A parameterization of methods is considered in Section 4.
In Section 5, we give some numerical examples.
2. Preliminaries
Suppose that F : Rn → Rn is a locally Lipschitz function and fi : Rn → R is the ith component of F for i = 1, . . . , n.
According to Rademacher’s theorem, the local Lipschitz continuity of F implies that F is differentiable almost everywhere.
Let DF denotes the set where F is differentiable and JF(x) denotes the usual Jacobian matrix of partial derivatives of F at x.
Then
∂BF(x) = { lim
xi→x
JF(xi), xi ∈ DF }
is called the B-differential of F at x. If all elements in ∂BF(x) are nonsingular, then F is called BD-regular at x∗.
The generalized Jacobian of F at x in the sense of Clarke [13] is
∂F(x) = conv ∂BF(x),
where conv denotes a convex hull.
The following set:
∂bF(x) = ∂Bf1(x)× · · · × ∂Bfn(x)
is called the b-differential of F at x [3].
The ∗-differential ∂∗F(x) introduced in [4] is a non-empty bounded set for each x such that
∂∗F(x) ⊂ ∂ f1(x)× · · · × ∂ fn(x),
where ∂ fi(x) is the Clarke generalized gradient of fi at x.
It is well-known that if n = 1, then ∂F(x) reduces to the Clarke generalized gradient of F at x and ∂bF(x) = ∂BF(x).
Moreover, ∂F(x), ∂BF(x) and ∂bF(x) are ∗-differentials for a locally Lipschitz function [4].
Qi and Sun in [1] proved the following:
Proposition 1. Let x be a point in Rn. Assume that for any h ∈ Rn
lim
V∈∂F(x+th),t↓0
Vh
exists. Then the classic directional derivative exists and is equal to this limit, i.e.
F ′(x; h) = lim
V∈∂F(x+th),t↓0
Vh.
The notion of semismoothness was originally introduced for functionals in [14]. Obviously, convex functions and smooth
functions are semismooth. Scalar products and sums of semismooth functions are still semismooth functions. Moreover,
piecewise smooth functions and the maximum of a finite number of smooth functions are semismooth, too. The following
definition is taken from [1]. A function F is semismooth at a point x if F is locally Lipschitzian at x and
lim
V∈∂F(x+th′),h′→h,t↓0
Vh′.
exists for any h ∈ Rn.
Semismoothness is the almost usually seen assumption on F in papers dealing with nonsmooth equations, because it
implies some important properties for the convergence analysis of methods in nonsmooth optimization.
Lemma 2 (Qi and Sun [1], Lemma 2.2). Suppose that F ′(x; h) exists for any h at x. Then:
(i) F ′(x; ·) is Lipschitzian;
(ii) for any h, there exists a V ∈ ∂F(x) such that
F ′(x; h) = Vh.
Proposition 3 (Qi and Sun [1], Theorem 2.3). The following statements are equivalent:
(i) F is semismooth at x;
(ii) for V ∈ ∂F(x+ h), h → 0,
Vh− F ′(x; h) = o(‖h‖);
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(iii)
lim
h→0
F ′(x+ h; h)− F ′(x; h)
‖h‖ = 0.
Remark. In the original version of the statement (iii) in the above proposition there is the assumption x+ h ∈ DF . Without
loss of generality, this assumption may be removed, because the proof is analogous. Moreover, from statement (iii) of the
above theorem, it follows that if F has a strong Fréchet derivative at x, then F is semismooth at x.
If for any V ∈ ∂F(x+ h), as h → 0,
Vh− F ′(x, h) = O(‖h‖1+p), (3)
where 0 < p ≤ 1, thenwe say that F is p-order semismooth at x. Clearly, p-order semismoothness implies semismoothness.
Qi and Sun [1] remarked that if F is semismooth at x, then for any h → 0,
F(x+ h)− F(x)− F ′(x; h) = o(‖h‖), (4)
and if F is p-order semismooth at x, then for any h → 0,
F(x+ h)− F(x)− F ′(x; h) = O(‖h‖1+p). (5)
If p = 1 then the function F is called strongly semismooth (see Potra et al. [6]). Piecewise C2 functions are examples of
strongly semismooth functions.
Lemma 4 (Qi [2], Lemma 2.6). If F is BD-regular at x, then there are a neighborhood N of x and a constant C > 0 such that for
any y ∈ N and V ∈ ∂BF(y), V is nonsingular and
‖V−1‖ ≤ C . (6)
If F is also semismooth at y ∈ N, then, for any h ∈ Rn,
‖h‖ ≤ C‖F ′(y; h)‖.
Instead of semismoothness of F we can use the following more general assumption on the function F with the B-
differential.
Assumption A. Assume that function F is Lipschitz continuous. We say that F satisfies A at x if for any y ∈ Rn and any
Vy ∈ ∂BF(y), the following equality holds:
F(y)− F(x) = Vy(y− x)+ o(‖y− x‖).
Moreover, we say that F satisfies A at xwith degree ρ if F is Lipschitz continuous and the following equality holds:
F(y)− F(x) = Vy(y− x)+ O(‖y− x‖ρ).
Remark. If F is BD-regular at x and satisfies A at x, then there exist a neighborhood N of x and a constant C > 0 such that
for any y ∈ N and V ∈ ∂BF(y),
‖y− x‖ ≤ C‖Vy(y− x)‖. (7)
Pu and Tian in [15] established three classes of functions that satisfiedAssumptionA. Beside semismoothness, the second-
order C-differentiability (introduced in [16]) and the H-differentiability (introduced in [17]) are properties that imply A.
Similarly, it is easy to verify that the p-order semismoothness implies A with degree p.
Notation. Throughout the whole paper S(x, r) denotes an open ball in Rn with center x and radius r .
3. Quadrature-based generalized Newton methods
In this section we establish the new versions of the generalized Jacobian-based Newton method, which are obtained
using the trapezoidal and midpoint rules of numerical quadrature. Inspired by an idea used in [11], we construct similar
methods for solving nonsmooth equations. We prove local convergence results for the midpoint variant of the method with
the B-differential.
Assume that x(0) ∈ Rn is an arbitrary initial approximation to the solution of nonlinear system (1). Given the kth
approximation x(k), the trapezoidal generalized Newton method obtains x(k+1) by means of
x(k+1) = x(k) − 2[V (k)x + V (k)z ]−1F(x(k)), k = 0, 1, . . . (8)
where V (k)x and V
(k)
z are elements of some subdifferentials of F at x(k) and z(k), respectively, and z(k) = x(k)− (V (k)x )−1F(x(k)).
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If we use the midpoint rule, then we obtain the midpoint generalized Newton method, in which a new approximation
x(k+1) has the form
x(k+1) = x(k) − (V (k)xz )−1F(x(k)), k = 0, 1, . . . (9)
where V (k)xz is an element of some subdifferential of F at 12 (x
(k) + z(k)) and z(k) = x(k) − (V (k)x )−1F(x(k)).
Let us denote that some mean occurs in both of the above iterations: the arithmetic mean of V (k)x and V
(k)
z in (8) and the
arithmetic mean of x(k) and z(k) in (9). Cordero and Torregrosa in [11] established another variant of Newton’s method
with the harmonic mean used instead of the arithmetic one in (8). However, such a version is too expensive from the
computational viewpoint in the nonsmooth case, particularly for large systems of equations.
Moreover, Gao suggested in [4] that by virtue of having proved Lemma 3.1 there, different ∗-differentials ∂∗F(x) generate
different superlinearly convergent Newtonmethods through the iteration (2). So, by the iterations (8) and (9) we can obtain
other methods.
To prove convergence results for method (9) with the B-differential, we need a helpful lemma.
Lemma 5. Let F be BD-regular at x∗. Then the function
G(x) = x− (V¯x)−1F(x),
where V¯x ∈ ∂BF(x− 12 (Vx)−1F(x)) and Vx ∈ ∂BF(x), is well-defined in a neighborhood of x∗.
Proof. Since F is BD-regular at x∗, then from Lemma 4 there exists a constant β > 0 and a neighborhood N of x∗ such that
Vx is nonsingular and ‖V−1x ‖ ≤ β for any x ∈ N and Vx ∈ ∂BF(x).
Let ε be such that 0 < ε < 1/(2β). First, we claim that there is Vx∗ ∈ ∂BF(x∗) such that
‖Vx − Vx∗‖ < ε (10)
for any x ∈ S(x∗, δ) and Vx ∈ ∂BF(x). If the above inequality is not true, then there is a sequence {y(k) : y(k) ∈ DF } convergent
to x∗ such that
‖JF(y(k))− Vx∗‖ ≥ ε for all Vx∗ ∈ ∂BF(x∗).
By passing to a subsequence, we may assume that {JF(y(k))} converges to Vx∗ ∈ ∂BF(x∗), which contradicts the above
inequality.
Now, we consider z = x− 12 (Vx)−1F(x), where Vx ∈ ∂BF(x). By the local convergence of the generalized Newton method
(see [2]), it can be guaranteed that z ∈ S(x∗, δ) and (10) holds. So, using the Banach perturbation lemma (see [18]), we obtain
that V¯x is nonsingular and
‖(V¯x)−1‖ = ‖(Vz)−1‖ = ‖[Vx∗ + (Vz − Vx∗)]−1‖
≤ ‖(Vx∗)
−1‖
1− ‖(Vx∗)−1‖‖Vz − Vx∗‖ ≤
β
1− βε < 2β, (11)
for x ∈ S(x∗, δ). So, the function G(x) is well-defined in S(x∗, δ). 
Theorem 6. Suppose that F satisfies Assumption A at x∗, F is BD-regular at x∗ and ‖Vx∗‖ ≤ γ for all Vx∗ ∈ ∂BF(x∗). Then there
exists a neighborhood of x∗ such that for any starting point x(0) belonging to this neighborhood, the sequence {x(k)} generated
by the method (9) with the B-differential converges superlinearly to x∗. Moreover, if F(x(k)) ≠ 0 for all k, then the norm of F
decreases superlinearly in a neighborhood of x∗, i.e.
lim
k→∞
‖F(x(k+1))‖
‖F(x(k))‖ = 0. (12)
If F satisfies Assumption A with degree 1 at x∗, then the convergence is quadratic.
Proof. By Lemmas 4 and 5, the iterative schema (9) is well-defined in a neighborhood of x∗ for the first step k = 0. Further,
if we consider z = x− 12 (Vx)−1F(x), where Vx ∈ ∂BF(x), then it can be guaranteed that z ∈ S(x∗, δ) (like in Lemma 5) and
‖x(k+1) − x∗‖ = ‖x(k) − (V (k)xz )−1F(x(k))− x∗‖
= ‖(V (k)xz )−1‖‖F(x(k))− F(x∗)− V (k)xz (x(k) − x∗)‖
= o(‖x(k) − x∗‖). (13)
The last equality is due to Lemma 4 and Assumption A. This shows that the sequence {x(k)} is superlinearly convergent to x∗.
Now, we prove (12). By Lemma 4, there are a scalar C and δ1 > 0 such that if x ∈ S(x∗, δ1) and V ∈ ∂BF(x) then V is
nonsingular and (6) holds. By Assumption A, for any α ∈ (0, 1), there is a δ2 ∈ (0, δ1) such that if x ∈ S(x∗, δ2),
‖F(x)− V (x− x∗)‖ ≤ α‖x− x∗‖. (14)
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By (13) there is a δ ∈ (0, δ2) such that if x(k) ∈ S(x∗, δ), then
‖x(k+1) − x∗‖ ≤ α‖x(k) − x∗‖. (15)
Since {x(k)} converges to x∗, there is an integer kδ such that ‖x(k) − x∗‖ ≤ δ for all k ≥ kδ . By (15), ‖x(k+1) − x∗‖ ≤ δ ≤ δ2.
Furthermore, (10) implies ‖V (k+1)xz ‖ ≤ ε + ‖Vx∗‖ ≤ ε + γ . By (14) and (15) we have
‖F(x(k+1))‖ ≤ ‖V (k+1)xz (x(k+1) − x∗)‖ + α‖x(k+1) − x∗‖
≤ (ε + γ + α)‖x(k+1) − x∗‖
≤ α(ε + γ + α)‖x(k) − x∗‖. (16)
By (9), (15) and (6) we obtain
‖x(k) − x∗‖ ≤ ‖x(k+1) − x(k)‖ + ‖x(k+1) − x∗‖
≤ ‖(V (k)xz )−1F(x(k))‖ + α‖x(k) − x∗‖
≤ C‖F(x(k))‖ + α‖x(k) − x∗‖.
So,
‖x(k) − x∗‖ ≤ C
1− α ‖F(x
(k))‖. (17)
By (16) and (17),
‖F(x(k+1))‖ ≤ α(ε + γ + α)‖x(k) − x∗‖
≤ Cα(ε + γ + α)
1− α ‖F(x
(k))‖.
Since F(x(k)) ≠ 0 for all k and α may be arbitrarily small as k tends to infinity, we have (12).
If the function F satisfies A with degree 1, then we have
F(x)− F(x∗)− V (x− x∗) = O(‖x− x∗‖2).
Hence the sequence {x(k)} defined by (9) with the B-differential is quadratically convergent to x∗. 
Remark. The convergence of the other variants of the generalized Newton method may be proved in a similar way.
4. A parameterization of the midpoint generalized Newton method
Our aim in this section is to show that some parameterization of the semismooth version of the method (9) is possible,
in a very simple way. A parameterization could be necessary in order to secure the convergence of the sequence {x(k)} and
the invertibility of the matrix approximating of a Jacobian. Chen and Qi in [19] consider a modification of the method (2)
with the B-differential in the following form:
x(k+1) = x(k) − αk(V (k) + λkI)−1F(x(k)), V (k) ∈ ∂BF(x(k)), (18)
where I is the n × n identity matrix and parameters αk and λk are chosen to ensure that {x(k)} converges and V (k) + λkI is
invertible, respectively. Obviously, for αk = 1 and λk = 0, we obtain the classical generalized Newton method (2).
Now,we establish a parameterized version of the semismoothmethod (9): given the kth approximation x(k), themidpoint
generalized Newton method obtains x(k+1) by means of
x(k+1) = x(k) − αk(V (k)xz + λkI)−1F(x(k)), k = 0, 1, . . . (19)
where V (k)xz is an element of some subdifferential of F at 12 (x
(k) + z(k)) and z(k) = x(k) − (V (k)x )−1F(x(k)).
The theorem below is themain result in this subsection and shows that the parameterizedmidpoint generalized Newton
method for solving semismooth equations is locally superlinearly convergent under fairly mild assumptions.
Theorem 7. Suppose that F is semismooth and BD-regular at x∗. Let ‖Vx∗‖ ≤ γ for all Vx∗ ∈ ∂BF(x∗). Let ε, αk and λk satisfy
0 < α ≤ αk ≤ 1, ε < γ , 0 < β(ε(2+ α)+ γ (1− α)) < 1
and
|λk| ≤ λˆ < 1− β(ε(2+ α)+ γ (1− α))2β . (20)
Then there exists a neighborhood of x∗ such that for any starting point x(0) belonging to this neighborhood, the sequence {x(k)}
generated by the method (19) with the B-differential converges linearly to x∗. Furthermore, {x(k)} converges superlinearly to x∗
for αk → 1 and λk → 0 as k →∞.
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Table 1
Results for Example 1 for miscellaneous initial points.
Classic Midpoint Trapezoid Parameterized
x(0) N sol f val N sol f val N sol f val N sol f val
(1, 0) 8 x∗ 8 · 10−11 3 x∗ 2 · 10−13 4 x∗ 0 4 x∗ 5 · 10−14
(−1, 0) 6 x∗∗ 2 · 10−17 3 x∗∗ 1 · 10−14 8 x∗ 0 4 x∗∗ 4 · 10−13
(−1,−1) 6 x∗∗ 5 · 10−19 3 x∗∗ 7 · 10−16 8 x∗∗ 4 · 10−15 4 x∗∗ 3 · 10−16
(10, 0) 12 x∗ 7 · 10−16 10 x∗ 6 · 10−15 9 x∗∗ 0 8 x∗ 0
(−10, 0) 31 x∗ 0 6 x∗∗ 0 17 x∗∗ 0 7 x∗∗ 3 · 10−19
(100, 0) 26 x∗ 1 · 10−13 13 x∗ 0 × – – 12 x∗ 0
(−100, 0) 23 x∗ 1 · 10−14 9 x∗ 0 × – 10 x∗ 0
(10, 10) 9 x∗ 3 · 10−12 6 x∗ 0 11 x∗ 9 · 10−14 7 x∗ 0
(10,−10) 11 x∗ 8 · 10−15 6 x∗ 0 11 x 3 · 10−16 7 x∗ 0
(−10,−10) 8 x∗∗ 3 · 10−14 5 x∗∗ 0 10 x∗∗ 7 · 10−16 6 x∗∗ 1 · 10−17
(100, 100) 13 x∗ 0 8 x∗ 0 × – - 9 x∗ 0
(2, 0) 7 x∗ 1 · 10−11 4 x∗ 0 4 x∗ 7 · 10−16 5 x∗ 0
(0, 2) 7 x∗ 1 · 10−11 4 x∗ 0 4 x∗ 3 · 10−14 5 x∗ 0
(5, 0) 10 x∗ 2 · 10−15 10 x∗∗ 0 4 x∗ 2 · 10−13 7 x∗ 6 · 10−14
(0, 5) 10 x∗ 2 · 10−15 10 x∗∗ 0 4 x∗ 2 · 10−12 7 x∗ 6 · 10−14
Proof. The proof of the theorem is almost the same as that of Theorem 1 in [19], so we omit it. 
Remark. Some simple strategy of choice of parameters is to set αk ≡ α ∈ (0, 1] a constant, λk = 0 if V (k) is nonsingular and
λk = ‖V (k)i ‖+ϵ if V (k)i is singular (ϵ is a small positive number). For example, Chen and Qi in [19] established computational
results for successful solving the NCP problem by method (18) with constant parameters, i.e. α = 0.625, λ = 1 and
ϵ = 0.625 (or ϵ = 0.0625).
Corollary 8. Suppose that the assumptions of Theorem 7 are satisfied. Let F be strongly semismooth at x∗ instead of semismooth.
If αk → 1 and λk → 0 as k →∞, then {x(k)} converges quadratically to x∗.
Proof. The conclusion is obvious by (3) and (5) for p = 1. 
5. Numerical tests and conclusions
In this section, we present some numerical results in order to illustrate the performance of established methods (8) and
(9) and (19). Three semismooth equations and one nonlinear complementarity problem were solved. One of the aims is to
compare the efficiency of new algorithms with that of the classical generalized Newton method (2). The algorithms were
implemented in C++ in double-precision arithmetic. The solution of the linear system at each iteration is computed by LU
factorization. All the tests were carried out on a Pentium IV 2.4 GHz using Dev-C++. We declare a failure of the algorithm
when the stopping criterion ‖x(k+1) − x(k)‖2 ≤ 10−10 or ‖F(x(k))‖2 ≤ 10−12 is not reached after 1000 iterations (‖ · ‖2
denotes the Euclidean norm). The parameters used in (19) are α = 1.0 and λk = max{‖F(x(k))‖2, 10−12} for all tests. All
tables summarize the results in terms of the number of iterations N and the value f val ≈ ‖F(x(Nit ))‖2 for miscellaneous
starting points x(0). A symbol ‘‘×’’ denotes that the test failed. Moreover, in Tables 1 and 7 sol denotes the exact solution, to
which the iteration sequence was convergent.
Example 1 (Xu and Chang [5]). Consider the following system of semismooth equations:
F(x) =
[|x1| + (x2 − 1)2 − 1
(x1 − 1)2 + |x2| − 1
]
= 0.
The above problem has two solutions:
x∗ = (1, 1)T and x∗∗ = (0, 0)T .
The function F is differentiable at x∗, but nondifferentiable at x∗∗. The computational results for Example 1 are shown in
Table 1.
Example 2 (Kojima and Shindo [20]). Consider the function F : R2 → R2 with component functions in the form
f1(x) = (x2 − x1) ln[(x2 − x1)2 + 1] + x2 − x1,
f2(x) =
− exp(−x1 − x2)+ 1 for x2 ≥ 01− exp(−x1)
1− x2 for x2 ≤ 0.
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Table 2
Results for Example 2 for miscellaneous initial points.
Classic Midpoint Trapezoid Parameterized
x(0) N f val N f val N f val N f val
(−1, 1) 6 9 · 10−14 4 8 · 10−15 9 6 · 10−14 14 4 · 10−11
(−1,−1) 5 4 · 10−11 4 0 Looped – 35 5 · 10−11
(1,−1) 7 9 · 10−15 4 3 · 10−14 8 1 · 10−11 33 6 · 10−11
(1, 1) 7 8 · 10−12 3 1 · 10−13 7 7 · 10−16 5 6 · 10−15
(2,−1) 7 2 · 10−12 7 6 · 10−11 8 2 · 10−14 6 5 · 10−20
(−2, 1) 7 5 · 10−26 5 3 · 10−11 8 6 · 10−12 5 1 · 10−17
Table 3
Results for Example 3 with c1 = −c2 = 1.
Classic Midpoint Parameterized
n N f val N f val N f val
2 5 1 · 10−12 4 1 · 10−11 4 0
3 6 3 · 10−12 15 2 · 10−14 7 8 · 10−15
4 10 4 · 10−11 16 1 · 10−11 7 3 · 10−13
5 10 4 · 10−11 27 9 · 10−11 7 6 · 10−13
8 83 8 · 10−11 37 1 · 10−10 28 1 · 10−10
10 111 7 · 10−11 37 1 · 10−10 54 3 · 10−11
20 294 2 · 10−10 106 1 · 10−10 92 4 · 10−11
30 819 5 · 10−11 254 8 · 10−11 92 4 · 10−11
50 819 7 · 10−11 289 7 · 10−11 92 2 · 10−11
Table 4
Results for Example 3 with c1 = −c2 = 10.
Classic Midpoint Parameterized
n N f val N f val N f val
2 5 1 · 10−11 4 1 · 10−10 4 2 · 10−12
3 6 2 · 10−11 16 2 · 10−12 8 4 · 10−11
4 10 4 · 10−10 16 6 · 10−11 8 4 · 10−11
5 10 4 · 10−10 16 2 · 10−09 8 4 · 10−11
8 56 4 · 10−10 50 1 · 10−10 38 9 · 10−10
10 56 4 · 10−10 53 9 · 10−10 38 1 · 10−09
20 118 6 · 10−11 53 9 · 10−10 70 1 · 10−09
30 118 6 · 10−11 133 8 · 10−10 95 1 · 10−09
50 118 6 · 10−11 133 1 · 10−09 95 2 · 10−09
The nonsmooth equation has only one solution x∗ = (0, 0)T , at which the function F is nondifferentiable with respect to
variable x2. The computational results for Example 2 are shown in Table 2.
Example 3 (Martínez and Qi [21]). Consider F : Rn → Rn such that the component functions have the form
fi(x) =

c1gi(x) for gi(x) ≥ 0,
c2gi(x) for gi(x) ≤ 0,
where
gi(x) = i−
i−
j=1
{cos(xj − 1)+ j[1− cos(xj − 1)] − sin(xj − 1)}.
Clearly, if c1 = c2, then F is C1. The difference |c1 − c2| may be interpreted as the degree of nondifferentiability of F . The
solutions of problem F(x) = 0 are points
x∗ = (1+ 2k1π, . . . , 1+ 2knπ)T ,
where k1, . . . , kn are arbitrary integers. We executed all algorithms for the nonsmooth case c1 = −c2. The computations
were done for different nwith the same starting point x(0) = (0, . . . , 0)T . The results for Example 3 with different c1 and c2
are shown in Tables 3–5 for c1 = 1, 10, 100, respectively. The trapezoidal method failed all tests.
Example 4. Consider the following nonlinear complementarity problem (NCP): find x ∈ R4 such that
x ≥ 0, F(x) ≥ 0, xT F(x) = 0,
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Table 5
Results for Example 3 with c1 = −c2 = 100.
Classic Midpoint Parameterized
n N f val N f val N f val
2 5 1 · 10−10 4 1 · 10−09 4 2 · 10−11
3 6 3 · 10−10 16 5 · 10−11 8 3 · 10−10
4 10 4 · 10−09 16 5 · 10−10 8 3 · 10−10
5 10 4 · 10−09 29 9 · 10−14 8 3 · 10−10
8 144 6 · 10−09 34 4 · 10−11 33 2 · 10−09
10 144 6 · 10−09 34 5 · 10−11 33 3 · 10−09
20 496 2 · 10−08 34 1 · 10−10 33 8 · 10−09
30 496 2 · 10−08 163 2 · 10−09 82 2 · 10−08
50 679 7 · 10−10 215 5 · 10−09 186 2 · 10−08
Table 6
Results for Example 4; convergence to x∗ .
Classic Midpoint Trapezoid Parameterized
x(0) N f val N f val N f val N f val
(−5, 5) 7 1 · 10−15 3 4 · 10−15 3 1 · 10−15 False 1 · 1000
(0, 0) 5 4 · 10−16 Looped – × – 7 3 · 10−12
(0, 1) × – × – × – 6 1 · 10−12
(0, 2) × – × – × – 5 1 · 10−12
(0, 5) 3 0 2 0 2 0 3 4 · 10−13
(100, 100) 7 2 · 10−15 4 0 4 7 · 10−14 False 1 · 10−04
Table 7
Results for Example 4; various convergences.
Classic Midpoint Trapezoid Parameterized
x(0) N sol f val N sol f val N sol f val N sol f val
(1,−1) 5 x∗∗ 8 · 10−16 3 x∗∗ 2 · 10−16 6 x∗ 1 · 10−15 7 x∗∗ 2 · 10−11
(1, 0) 5 x∗∗ 9 · 10−16 2 x∗∗ 3 · 10−16 5 x∗ 9 · 10−16 4 x∗∗ 3 · 10−14
(2, 0) 4 x∗∗ 2 · 10−16 2 x∗∗ 1 · 10−16 17 x∗∗ 2 · 10−12 2 x∗∗ 2 · 10−15
(5, 0) 8 x∗ 3 · 10−15 Looped – – 4 x∗ 1 · 10−15 13 x∗∗ 6 · 10−16
(5, 5) 7 x∗ 3 · 10−15 3 x∗ 5 · 10−15 4 x∗ 9 · 10−15 14 x∗∗ 4 · 10−14
where F : R2 → R2 is given by
f1(x) = 2x1 + x22 − 6,
f2(x) = −x21 + 4x1 + 0.5x2 − 3.
The problem is equivalent to solving the nonsmooth equation
H(x) := min{x, F(x)} = 0.
This problem has two solutions:
x∗ = (0, 6)T and x∗∗ = (3, 0)T .
x∗ is a nondegenerate solution of NCP, i.e. L := {i : x∗i = 0, fi(x∗) = 0} = ⊘. In Table 6 we establish the results where
the iteration sequence was always convergent to the nondegenerate solution x∗. In turn, in Table 7 we present the tests in
which different methods produce different solutions. We notice that ‘‘False’’ denotes that computations were stopped at a
point which is not sufficiently close to any solution. Usually, only one of coordinate was almost acceptable.
We have studied some new versions of the generalized Newton algorithms for solving nonsmooth equations. A family
of Newton-type methods is important for solving nonlinear equations. We first proved that under mild assumptions, the
sequence generated by the midpoint variant of the method with the B-differential is locally and superlinearly convergent
to the solution of the equation. Under some stronger condition imposed on the equation, the method has quadratic
convergence.
The performance of the methods is evaluated first of all in terms of the number of iterations required. The important
conclusion is that the new versions of the generalizedNewtonmethod allowus to find the solutions of nonsmooth equations
usually more efficiently than the classic version. Really, the computational cost of one step of the quadrature-based method
is double that for one step of the classic method, because two matrices are required. Example 3 shows that for larger
problems, the midpoint method is faster than the classic method. Comparing the trapezoidal variant with the midpoint
one, the convergence is, roughly speaking, quite weak (see Table 2). This is not surprising if we recall that we use the
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arithmetic mean of V (k)x and V
(k)
z in the trapezoidal version and the arithmetic mean of x(k) and z(k) in the midpoint one.
So, the efficiency of the generalized Newton method depends on the successive iteration points rather than on matrices
taken from the subdifferential. Moreover, we notice that if the problem has more than one solution then the relationship
between the initial point and the solution obtained is unpredictable.
The experimental results indicate that the newmethods have at least superlinear convergence for semismooth equations.
Moreover, the results indicate that ‖F(x(k+1))‖/‖F(x(k))‖ converges to 0 as k → ∞, which was proved in Theorem 6.
However, not all of the problems considered above were solved satisfactorily.
Additionally, we proposed a parameterized technique which can give convergence in cases in which the usual method is
divergent or fails (see Table 6). Tables 4 and 5 show that the parameterization can also cause a small decrease in the number
of iterations. However, a degenerate behavior of the algorithm can be observed in some problems for some initial points
(see Tables 2 and 7).
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