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Abstract. We present a new algorithm for designing FIR-lters with
small word-lengths. The core of our algorithm is a potential function
taken from the specec area of randomized algorithms used in combi-
natorial optimization. We formulate the problem of nding quantized,
integral lter coecients such that the deviation from the desired ob-
jective function is minimum as an integer program. We then allow the
coecients in this integer program to take real values (LP-relaxation)
and round these real coecients to obtain integral coecients with the
help of the new potential function. The experimental results show that
compared to previous known algorithms our algorithm gives a better
solution while taking less time.
1 Introduction
As its name suggests, a lter is an operator which acts on an input signal consist-
ing of multiple frequencies and blocks certain frequencies while allowing certain
other frequencies to pass through as output. Our main concern in this article is
designing a specec kind of digital or discrete lter. For digital lters the input
signal is not a continuous analog signal but a discrete time signal. A discrete
time signal is a nite or innite sequence of numbers fx(k)g (or fxkg). One can
imagine these numbers to be the result of sampling a continuous signal with
sampling period T. From now on in this article discrete time signal(s) will be re-
ferred to as signal(s) unless specied otherwise. Signals are expressed dierently
in three dierent domains. In time domain a signal is a nite or innite vector
x = (:::;x( 1);x(0);x(1);:::), in frequency domain a signal x is written as
X(ej!) =
X
k
x(k)e j!k or X(!) =
X
k
x(k)e i!k ;
and in z-domain a signal x is expressed as X(z) =
P
k x(k)z k.A digital lter is a combination of matrices called delays and advances. A
delay S acts on a signal x = (:::;x( 1);x(0);x(1);x(2);:::) and causes a delay
or shift of one unit, i.e. Sx = (:::;x( 2);x( 1);x(0);x(1);:::). An advance is
an inverted delay, i.e. S 1, and it does just the opposite of a delay. As mentioned
before, a digital lter H can be expressed as
H =
X
k
h(k)Sk
in time domain and as
H(e
j!) =
X
k
h(k)e
 j!k
in frequency domain. The lter is completely determined by its coecients h(k).
A lter with h(k) = 0 8k < 0 is called causal lter. When  m1  k  m2,
m1;m2 2 N, then lter H is called FIR (Finite Impulse Response) lter. For
FIR lters the output signal (or impulse response) in time domain is given by
the following formula
y(k) =
m2 X
i= m1
h(i)x(k   i) ;
for  m1  k  m2. In frequency domain the output signal is expressed as
Y (ej!) = H(ej!)X(ej!).
The ultimate aim is to assign integral values to lter coecients h(k) such
that the resulting lter blocks certain pre-specied frequencies and allows other
frequencies to pass through to the output. In this article we design lowpass FIR
lters with positive symmetry and small lter length. This means we assume
that m1 = m2 = m 2 N and h( k) = h(k) for all k 2 f m;:::; 1;1;:::;mg.
Note that lter length for such lters is 2m+1. A lowpass lter allows frequencies
in passband [0;!p] to pass through while blocking the frequencies in stopband
[!s;]. Between !p and !s is the transition band. For ideal lowpass lters !p =
!s. In other words, for a lowpass lter
H(ej!) =
(
1 if 0  j!j  !p
0 if !s  j!j   :
(1)
Filter coecients which produce this response as in (1) can be obtained as fol-
lows:
h(k) =
1
2
Z 
 
H(e
j!)e
j!kd!; k 2 f 1;:::; 1;0;1;:::;1g : (2)
But this method gives us innite lter coecients and such a lter is not real-
izable in practice. This fact stresses the importance of designing a lowpass FIR
lter with 2m + 1 (actually m) coecients. So in eect the aim is to approxi-
mately achieve the response (1) by designing a lter with nite lter length of
2m + 1. One way of doing this is to consider the coecients h( m);:::;h(m)obtained from (2) and discard the rest of them. The problem is that in doing so
we get a lter response which is far worse than the response in (1).
There are dierent criteria to decide how far does a lter with nite l-
ter length deviate from the ideal behaviour dened in equation (1). For this
purpose one has to dene a suitable error function [2]. Usually, for lter design
problems one tries to minimize the maximum deviation of the behaviour of the
lter designed from the ideal behaviour (min-max criteria). We also use this
criteria which will be dened properly in Section 2. For this purpose, the most
commonly used methods or algorithms are the McClellan-Parks algorithm (MP
or Remez method [2,4]) and Linear Programming based methods [1]. We give a
small comparison of these two methods in the third section.
In order to design ecient and fast lters that work in practice the l-
ter coecients should have short word lengths (number of bits). Therefore after
computing real lter coecients the next step is to bring down the word length
of these coecients such that the behaviour (output or response) of this lter
does not deteriorate substantially. This is achieved by scaling up the lter coef-
cients, rounding them to an integer and then scaling them down. In [2] and [4]
after computing the real lter coecients eciently, naive rounding is used to
round the real values to integral ones. Their main concern is computing the lter
coecients and not the scaling up-rounding-scaling down process for decreasing
the word length. Qi [1], in his thesis, uses linear programming to obtain real lter
coecients and then applies a branch&bound algorithm to obtain the optimum
integral solution. The running time of this algorithm is exponential in the num-
ber of coecients involved and thus this method is not suitable for designing
lters with relatively large lter lengths.
The structure of this article is as follows. In Section 2 we formulate the
FIR lter design problem as a mixed integer linear program (MILP). We also
give the LP-version of this problem and dene an error function which will often
serve as the objective function that has to be minimized. In Section 3 we give a
comparison of Matlab and CPLEX procedures by applying them to the same test
lters. The aim is to show that solving MILP directly does not help much. The
integral lter coecients are obtained in Section 4. Section 5 includes certain
experimental data for comparing the techniques of Section 4. In Section 6 we
apply some more optimization techniques to improve the solution obtained and
we end with some open questions and comments in Section 7.
2 Linear Programming Formulation
In this section we cast the lter design problem as a linear program [1]. This
formulation also leads to dening certain error functions used in evaluating the
quality of our lter. These error functions will also play an important role laterin our rounding strategy.
We consider the normalised frequency in interval [0;]. As already men-
tioned in (1) the optimal or desired lter response (or behaviour) D(!) is:
D(!) =
(
1 : ! 2 [0;!p] ;
0 : ! 2 [!s;] :
(3)
The objective is to design a lter with lter response H(!) as close to D(!)
as possible in the min-max sense. Let us denote the tolerance in passband and
stopband by p and s respectively. This means the response of our lter can
deviate from the optimal response by at most p in passband and at most s in
stopband. In other words:
jH(!)   D(!)j 
(
p for ! 2 [0;!p] ;
s for ! 2 [!s;] :
p and s can be combined with the help of a weight function R(!) to give a
total error tolerance  :
jH(!)   D(!)j  R(!) :
To get a hold on the continuous frequency bands we discretize the entire fre-
quency range [0;] into a grid (or support) of N + 1 frequencies !i for i =
0;:::;N. Thus, we get N + 1 inequalities jH(!i)   D(!i)j  R(!i). Since we
want to have linear constraints this set of inequalities yields 2(N +1) constraints
H(!i)   R(!i)  D(!i) and   H(!i)   R(!i)   D(!i) ; (4)
for i = 0;:::;N. The number of support points is approximately eight times the
lter length.
Recall that our objective is to rst nd the real lter coecients h(k),
 m  k  m such that our lter closely imitates the optimal lter. In order
to achieve this we take the Z-transform of the lter coecients, h(k), in time
domain with normalised frequency !T and get
~ H(ej!T) =
m X
k= m
h(k)e j!Tk : (5)
Due to the positive symmetry of lter coecients h(k) the real part of the Z-
transform above comes out to be
H(!T) = h(0) +
m X
k=1
2h(k)cos(!Tk) :This real part is now used to approximate the optimal lter response (3) of a
lowpass lter. Just like in [1], at discrete support points !i, i = 0;:::;N the real
part becomes
H(!i) = h(0) +
m X
k=1
2h(k)cos
 
N
ik

:
On substituting H(!i) in inequalities (4) we get:
h(0) +
m X
k=1
2h(k)cos
 
N
ik

  R(!i)  D(!i) ;
 h(0)  
m X
k=1
2h(k)cos
 
N
ik

  R(!i)   D(!i) :
It is now easy to cast the problem as a MILP (Mixed Integer Linear Program)
as follows
MILP Filter design:
Minimize  such that:
Ax  b, where x = (h(0);h(1);:::;h(m); )T,
h(k) 2 Z 8k = 0;:::;m, and  2 R
Here b = (D0;:::;DN; D0;:::; DN)T,
A =
0
B
B
B B
B
B
B
B
B B
B
B
@
1=s 2
s ::: 2
s R0
1=s 2
s cos 
N1 ::: 2
s cos 
Nm R1
. . .
. . .
...
. . .
. . .
1=s 2
s cos 
NN ::: 2
s cos 
NNm RN
 1=s  2
s :::  2
s R0
 1=s  2
s cos 
N1 :::  2
s cos 
Nm R1
. . .
. . .
...
. . .
. . .
 1=s  2
s cos 
NN :::  2
s cos 
NNm RN
1
C
C
C C
C
C
C
C
C C
C
C
A
2(N+1)(m+2)
(6)
and for i = 0;:::;N, Di, Ri are D(!i) and R(!i) respectively. The parameter s
is a constant scaling factor which will be of use later while scaling the coecients
and applying the rounding technique.
It is hard to solve a MILP quickly and eciently but a linear program (LP)
can be solved relatively quickly, for instance by using the interior-point method
of Karmarkar or an eciently implemented simplex algorithm. This encourages
us to drop the integral constraints in our MILP, solve the resulting LP quickly,
and then round the LP-solution quickly to get an integral solution. So, after re-
laxing the integral constraints in the MILP we get the following linear program:LP Filter design:
Minimize  such that
Ay  b, y = (g(0);g(1);:::;g(m); )T, and y 2 Rm+2
Thus, for given values of lter length, passband, stopband and weight function
R(!) we can solve the LP to minimize . As a result we get real coecients
with values between  1 and 1.
After optimally solving the LP, the next step is to scale up and round the
obtained real lter coecients. But if, after scaling them up, we change their
values then we may end up violating many inequality constraints of our linear
program. This means there is a risk of deviating from the optimal response Di by
more than . So, we dene a slightly modied error tolerance. Let A = (aq;k+1)
and R
0
q = aq;m+2 where 1  q  2(N + 1) and 0  k  m. For a vector
h = (h(0);:::;h(m)) 2 Zm+1 we dene the error tolerance as
(h) := max
q2f1;:::;2N+2g
Pm
k=0 aq;k+1h(k)   bq
R
0
q
: (7)
It is clear that with this error tolerance all inequality constraints of our MILP
are satised.
The disadvantage of the error (tolerance) function dened in (7) is that just
one gravely violated constraint can substantially increase its value although the
values of the corresponding lter coecients might lead to a better solution later
or the violated constraint might be reparable by slightly changing the values of
certain other lter coecients. On the other hand the error function increases
slightly even when many constraints are violated, albeit slightly. In the context
of local search algorithms which we intend to apply after our rounding procedure
these anomalies of the error function are not desirable. It makes sense to use an
error function which takes into account the number of violated constraints. We
will dene such an error function later.
Our algorithm is as follows:
1. Find the optimal solution y = (g; ) 2 Rm+2 of the LP Filter design.
2. Round the LP solution g = (g(0);:::;g(m)) to an integral one with the help
of the potential function (described later).
3. Lastly, use (7) to nd the maximum deviation of the response of our lter
from the optimal response.
In Section 4.3 we will describe a modication of this algorithm.Filter length (2M+1) Matlab [Runtime(sec);
Error(-dB)]
CPLEX [Runtime(sec);
Error(-dB)]
21 0 ; 54 0 ; 55
41 0 ; 58 0 ; 59
61 0 ; 64 1 ; 64
81 0 ; 71 2 ; 71
101 0 ; 78 4 ; 78
121 0 ; 85 8 ; 85
141 0 ; 92 20 ; 91
161 1 ; 99 38 ; 96
181 1 ; 107 98 ; 97
201 1 ; 113 124 ; 98
Table 1. Comparison of running time and error tolerance obtained
3 Calculating Real Filter Coecients
The software package MATLAB contains a convenient tool (function) for calcu-
lating lter coecients. This tool or function uses the McClellan-Parks algorithm
for calculating the coecients and can be found in the Signal Processing Toolbox.
For a given lter design problem lter coecients can also be calculated by using
the linear programming based approach. We used the software package CPLEX
to calculate the coecients. This package is specially designed to solve linear (or
integer linear) programs and it is not a specialized lter design tool. The input
and output commands were all written in the programming language C.
Table 1 shows a small comparison of both methods. As test (optimal) l-
ter we took an (anticausal) lowpass lter with passband [0;0:25], stopband
[0:3;] and transition band (0:25;0:3). The weight function was of the order
of 500 : 1 which means we allowed the response of our lter to deviate from the
optimal response 500 times more in passband than in stopband. Table 1 shows
the damping in stopband and the running time needed to design a lter with
the corresponding lter length. Here damping is measured in decibels (dB) and
is related to the error tolerance  as follows: [dB]= 20log10 . We ran both
algorithms on a Sun Ultra Sparc 5 machine.
It seems that in comparison to the CPLEX routine MATLAB function works
better for computing lter coecients of a simple lowpass lter. On the other
hand linear programming approach enables us to easily add some more con-
straints on lter design if the need arises. For lter lengths of 140 onwards one
can clearly see (Table 1) the eect of large numerical problems, which have to be
solved by CPLEX, in the form of rapidly increasing running time. For larger l-
ter lengths the running time of CPLEX method increases substantially coupled
with a very slight reduction in stopband error. A similar phenomenon occurs
with the Matlab routine for lter lengths of more than 460. Another interesting
observation is that although Matlab routine takes less time, for lter lengths of120 onwards error values given by CPLEX method are better (comparatively
less).
4 Obtaining Integral Filter Coecients
4.1 Scaling
Let (g(0);:::;g(m)) 2 Rm+1 and  2 R+ be the optimal solution of the LP
lter design. The next step is to round the obtained coecients g(k) to get lter
coecients of a pre-specied word length such that the response of our lter
does not deteriorate substantially. With the help of scaling factor s we will then
up-scale the coecients, round them and down-scale them again to achieve the
pre-specied word length.
CPLEX has an option of applying a branch-and-bound algorithm after
solving a linear program to get the optimal integral solution. Using this option
and through proper scaling we could really nd the optimal integral solution
with specied word lengths but only for lters with very short lter length. For
lter lengths of 30 onwards the running time of this combined procedure starts
increasing substantially and the quality of the solutions begins to deteriorate.
This motivates us to look for approximate lter coecients, thereby taking less
time, rather than the optimal ones.
To x the scaling factor s we solve the LP with s = 1. Let us denote the
optimal solution of this LP by g0(k) where k = 0;:::;m. Also, let w be the
given word length (total number of bits to be used). The scaling factor is chosen
in such a manner that the largest among the absolute values jg0(k)j of lter
coecients uses up the complete word length:
s =
2w 1   1
maxk2f0;:::;mg jg0(k)j
: (8)
Using this scaling factor we scale-up the solution g0(k), i.e., we set g(k) = sg0(k)
for all k = 0;:::;m. Note that the largest lter coecient, in the absolute sense,
occupies the complete word length and it is integral. This coecient is now set
and it will not be modied any more to prserve the word length constraint.
4.2 Randomized Rounding
Usually the scaled up real coecients g(k) are naively rounded to integral coef-
cients h(k) as follows:
h(k) =
(
bg(k) + 0:5c if g(k)  0 ;
dg(k)   0:5e if g(k) < 0 ;
for k = 0;:::;m. We use randomized rounding to round real coecients g(k).
This is done as follows:Algorithm Randomized Rounding:
1. Input: scaled up, real coecients g(k) 2 R
2. Let pk := g(k)   bg(k)c 2 [0;1], 8k = 0;:::;m
3. Independently for each k 2 f0;:::;mg set
h(k) :=

bg(k)c with probability 1   pk
dg(k)e with probability pk
(9)
4. Output: integral coecients h(k) 2 Z
Both rounding techniques take O(m) time.
The following theorem shows that the integral coecients h(k) obtained
after randomized rounding satisfy the inequality constraints in an expected sense.
Let v = (g(0);:::;g(m); )T 2 Rm+1  R+ and let x = (h(0);:::;h(m))T 2
Zm+1 be the vector of coecients to be obtained after randomized rounding.
Each h(k) is a random variable as dened in (9). Also let z = (x; )
Theorem 1. E(Az)  b.
Proof. From the denition of h(k) in (9) we have:
E(h(k)) = bg(k)c(1   pk) + dg(k)e pk
= bg(k)c(dg(k)e   g(k)) + dg(k)e(g(k)   bg(k)c)
= g(k) ;
for all k = 0;:::;m. Now, by linearity of expectation
E((Az)q) = E(
m X
k=0
aq;kh(k)   R
0
q
)
=
m X
k=0
aq;kE(h(k))   R
0
q
=
m X
k=0
aq;kg(k)   R
0
q
 = (Av)q  bq ;
for all q = 1;:::;2(N + 1). This proves the theorem. u t
So, after randomized rounding we can expect good lter coecients that
satisfy all inequality constraints. But since the rounding is random, we might
end up violating some constraints which in turn will give us a large value of the
error tolerance function (h). The following theorem gives an estimate of how
bad can the error tolerance function become. Before proceeding to state and
prove the theorem let us set
 =
r
m + 1
2
ln(8(N + 1)) :Theorem 2. With a probability of at least 1
2 the following are true
1.
Pm
k=0 aq;kh(k)   R
0
q  bq +  for all q = 1;:::;2(N + 1), and
2. (h) =  + O(
p
mlnn).
Proof (1.) We bound the probability of the following event: after randomized
rounding there is at least one inequality constraint such that
m X
k=0
aq;kh(k)   R
0
q > bq +  :
We do this as follows:
Pr
"
9q2f1;:::;2(N+1)g :
m X
k=0
aq;kh(k)   R
0
q > bq + 
#

2N+2 X
q=1
Pr
"
m X
k=0
aq;kh(k)   R
0
q
 > bq + 
#

2N+2 X
q=1
Pr
"
m X
k=0
aq;kh(k)   R
0
q  
 
m X
k=0
aq;kg(k)   R
0
q
!
> 
#
(10)

2N+2 X
q=1
Pr
" 




m X
k=0
aq;kh(k)   E
 
m X
k=0
aq;kg(k)
!




> 
#
(11)

2N+2 X
q=1

2exp

 
22
m + 1

(12)
= (4N + 4)exp

ln

1
8N + 8

(13)
= 0:5 :
Hence, the rst statement follows. Here (10) and (11) follow from the details
given in proof of Theorem 1 and also from the fact that lesser deviations of ran-
dom variables are more likely. Inequality (12) comes from a corollary (see [6])
of a large deviation bound of Hoeding and (13) is obtained by substituting the
value of  xed before.
(2.) Since we have proven that with probability at least 0:5
m X
k=0
aq;khk   R
0
q


 +

R
0
q

 bq ;
for all q = 1;:::;2(N + 1). This gives us a new bound for (h),
(h) =  + max
1q2N+2

R
0
q
=  + O(
p
mlnN) (14)because R
0
q is a pre-specied constant. u t
This bound seems pretty large and it might mislead one into thinking
that randomized rounding produces large errors. But, this is a theoretical upper
bound and our experimental experience showed us that in practice this error is
not large although error tolerance values obtained by naive rounding are com-
paratively better.
One can see  as the extent to which a constraint can be violated after
randomized rounding. So, we would like  to be as small as possible. Exactly
this is what we attempt to do in the next section.
4.3 Potential Function and Improved Rounding
In Section 2 we dened an error tolerance function (h) (see equation (7)) for
h = (h(0);:::;h(m)) 2 Zm+1. The minimum value of this function is (g) = 
where g = (g(0);:::;g(m)) 2 Rm+1 is the optimal solution of LP:lter design. In
this section we dene a new kind of error tolerance function which also takes into
consideration the number of violated constraints during the rounding process.
We call it potential function.
Again, let A = (aq;k+1) and R
0
q = aq;m+2 where 1  q  2(N + 1) and
0  k  m. Let  be the value of the optimal solution g of LP and let h be a
vector of rounded lter coecients. Set
Sq(h) =
m X
k=0
aq;kh(k)   R
0
q
   bq ; (15)
for all 1  q  2(N + 1). It is clear that the q-th constraint is violated if and
only if Sq(h) > 0 and similarly the q-th constraint is satised if and only if
Sq(h)  0. Now, if we sum up Sq(h) for all 2N + 2 constraints then we get a
potential function which gives us a rough idea of how many constraints are yet
to be satised. In fact, in O(Nm) time we can nd out which constraints are
yet to be satised and sum up the corresponding Sq(h). For this purpose let
I  f1;:::;2(N + 1)g be the set of indices of violated constraints. We are now
ready to dene our potential function:
S(h) =
X
q2I
Sq(h) : (16)
This potential function takes into account not only the number of violated con-
straints but also the magnitude of violation of each of these constraints. In other
words, this function is dierent than the modied error tolerance (h) dened
in Section 2 in the sense that here the error tolerance  remains xed and our
main interest is to reduce the number of constraints violated while performing
randomized rounding.We will now use the potential function to improve the randomized round-
ing procedure. In this process real lter coecients will be rounded up or down
to integers sequentially depending on the potential function S(h) as follows:
Agorithm: Improved Rounding
1. Input: real optimal lter coecients g(i) 2 R, matrix A, vector b and error
tolerance  corresponding to g.
2. Set l := 0
3. Set
h1 := (h(0);:::;h(l   1);dg(l)e;g(l + 1);:::;g(m))
h2 := (h(0);:::;h(l   1);bg(l)c;g(l + 1);:::;g(m))
4. Set
h(l) :=

dg(l)e if S(h1)  S(h2)
bg(l)c if S(h1) > S(h2) (17)
5. l := l + 1. If l  m then go to 3.
6. Output: Integral coecients h(k) 2 Z;k 2 f0;:::;mg
This rounding technique can be extended further. In the new version we consider
four new possibilities, namely dg(l)e, bg(l)c, dg(l)e + 1 and bg(l)c   1, instead
of just two. We now round the real coecient depending on which of these op-
tions yields the lowest value of S(h). But one has to be careful here and prevent
the rounded integral coecients from violating the pre-specied word length
constraint.
5 Comparing Rounding Algorithms
In this section we compare dierent algorithms for designing FIR lters. We ran
the algorithms on ve test lters used in standard practical applications. We
are given the lter length (), passband (pb), stopband (sb), word length (wl)
and the weight function (wf). As we mentioned before, the value r of the weight
function means we allow the response of our lter to deviate from the optimal
response in passband r times more than in stopband. We obtained integral lter
coecients and the corresponding error (h) by applying naive rounding (nr),
randomized rounding (rr) and improved rounding (ir). For randomized rounding
we applied or ran the algorithm several times and the corresponding error tol-
erance values are the means of several runs. For a lter with lter length 23 we
were able to obtain the integral optimum (io) with the help of CPLEX integer
programming procedure. The results are shown in Table 2.As a result we obtained lower error values after improved rounding as
compared to naive rounding. The improved rounding algorithm took at most 30
seconds for all ve test lters. The improved rounding procedure has an added
advantage because not only does it provide integral lter coecients which can
be used as starting points for subsequent optimization tools like local search, etc.,
the potential function (16) can also be used as objective function in subsequent
optimization eorts.
t. lter! MIP Clutter1 Clutter2 Prod Cap
 23 51 63 107 87
pb !p 1=2 1=8 1=2 1=4 1=5
sb !s 26=50 1=4 3=5 1=3 1=4
wf 10x 500x 500x 100x 100x
wl (bits) 10 16 16 12 12
(h) LP 0.044058 0.000070 0.000045 0.000015 0.000605
(h) IP (opt.) 0.044417 - - - -
(h) nr 0.047059 0.000109 0.000125 0.000450 0.001114
(h) rr  0:049  0:00012  0:00017  0:00063  0:0012
(h) ir 0.045527 0.000101 0.000089 0.000449 0.000889
Table 2. Comparing dierent rounding algorithms
6 Improving the Filter some more
In this section we outline four post-rounding optimization techniques. These
techniques are divided in two groups, namely local and global search techniques
or algorithms. The error function which we try to minimize here is (h) where h
is the rounded vector of lter coecients. In local search algorithms we change
a set of coecients only if it reduces the value of the error function where as
in global search algorithms a slight increase in the value of the error function
is also allowed. In the local search algorithms at each step we change the value
of exactly one coecient by one unit and observe its eect on (h). In global
search algorithms at each step a coecient is chosen at random and its value
is randomly increased or decreased by one unit. At the end of this section we
present a comparison of these four post-rounding optimization techniques ap-
plied to dierent test lters.
Fast Local Search (FLS). We are given scaled up, rounded coecients h(k),
k 2 f0;:::;mg, the matrix A and the right hand side vector b of the LP discussed
in Section 2.
1. Set j = 1, hj := h and calculate (hj).
2. Set hk
j := (hj(0);:::;hj(k   1);hj(k) + 1;hj(k + 1);:::;hj(m)) for all k 2
f0;:::;mg.3. Set h
k+M+1
j := (hj(0);:::;hj(k   1);hj(k)   1;hj(k + 1);:::;hj(m)) for all
k 2 f0;:::;mg.
4. Calculate (hi
j) for all i 2 f0;:::;2m + 1g.
5. Set min = mini2f0;:::;2m+1g(hi
j). Let imin be the corresponding index.
6. If min  (hj) go to 8, else continue.
7. Set hj+1 := h
imin
j , (hj+1) = min and j := j + 1. Go back to 2.
8. Output hj.
As expected, this algorithm did not take much time for all test lters. The fol-
lowing algorithm took much longer but delivered better coecients.
Complete Local Search (CLS). In each iteration of fast local search we took
the best candidate (vector with the lowest error value) and tried to improve it
further. This often led our algorithm to a local minima. In complete local search
we follow all variations of coecients which lead to a reduced error. Again we
are given scaled up, rounded coecients h = (h(0;:::;h(m)), the matrix A and
the right hand side vector b of the LP.
1. Set j = 1, hj = h and hbest = h.
2. Set hk
j := (hj(0);:::;hj(k   1);hj(k) + 1;hj(k + 1);:::;hj(m)) for all k 2
f0;:::;mg.
3. Set h
k+M+1
j := (hj(0);:::;hj(k   1);hj(k)   1;hj(k + 1);:::;hj(m)) for all
k 2 f0;:::;mg.
4. Calculate (hi
j) for all i 2 f0;:::;2m + 1g.
5. Set min = mini2f0;:::;2m+1g(hi
j). Let imin be the corresponding index.
6. If min  (hj) then terminate, else proceed further.
7. For every i 2 f0;:::;2m+1g with (hi
j) < (hj) invoke the whole procedure
with hi
j.
8. Output the best vector.
Running time of this algorithm increases exponentially with linear increase in
lter length so a complete execution of this algorithm is feasible just for very
small lter lengths. But one can always stop the execution of this algorithm after
some time and use the current best vector of lter coecients as input to other
post-rounding optimization methods.
Simulated Annealing (SA). This is a standard post-rounding search algo-
rithm. This algorithm not only follows vectors with less error but also, with
certain probability, vectors with more error value than the previous candidate.
this is done to avoid getting stuck in a local minima. Parameter j controls the
probability of accepting a bad vector h as a possible candidate for future search.
This probability should decrease after each iteration, therefore, we set j = j.
The search is aborted after J steps.
1. Input: scaled up, rounded coecients h = (h(0;:::;h(m)), the matrix A, the
right hand side vector b of the LP and the maximum number of iterations
allowed J.2. Set j = 1, hj = h.
3. Choose a number i 2 f0;:::;2m+1g according to the uniform distribution.
4. If i  m set k = i and
h0
j := (hj(0);:::;hj(k   1);hj(k) + 1;hj(k + 1);:::;hj(m)). Otherwise set
k = i mod m + 1 and
h0
j = (hj(0);:::;hj(k   1);hj(k)   1;hj(k + 1);:::;hj(m)).
5. If (h0
j) < (hj) then set hj+1 = h0
j and j = j + 1, further if j  J then go
to 3 else go to 9. Else continue.
6. Choose a random number R uniformly from [0;1].
7. If R < e j((h
0
j) (hj)) then set hj+1 = h0
j otherwise set hj+1 = hj. Set
j = j + 1.
8. If j  J go back to 3.
9. Output hj.
Running time of simulated annealing algorithms is pretty high and the quality
of solutions we obtained for dierent test lters was not better than what we
obtained with fast local search (see Table 3). The next technique improves on
simulated annealing and delivers better solutions.
T.lter! MIP Clutter1 Clutter2 Prod Cap
 23 51 63 107 87
pb !p 1=2 1=8 1=2 1=4 1=5
sb !s 26=50 1=4 3=5 1=3 1=4
wt. func. 10x 500x 500x 100x 100x
wl (bits) 10 14 12 14 12
(h) LP 0.044058 0.000070 0.000045 0.000015 0.000605
(h) ir 0.045527 0.000101 0.000449 0.000203 0.002609
(h) FLS 0.045527 0.000090 0.000320 0.000152 0.001660
run. time 0 sec 2 sec 3 sec 8 sec 6 sec
(h) CLS 0.045527 0.000087 0.000232 0.000124 0.001433
run. time 0 sec 18 sec 64 sec > 48 h > 48 h
(h) SA 0.045527 0.000101 0.000298 0.000170 0.001652
run. time 4 min 18 min 26 min 66 min 47 min
(h) Comb. 0.045527 0.000084 0.000252 0.000135 0.001482
run. time 12 min 52 min 81 min 199 min 137 min
Table 3. Comparing post-rounding optimization algorithms
Combined Simulated Annealing and Fast Local Search (Comb.).
We modify the simulated annealing algorithm as follows: every time we accept a
bad vector instead of an improved vector we perform a fast local search and save
the results. For the same number of iterations J the combination of SA and FLS
gave better results as compared to simple SA algorithm. Infact the quality of
results given by the combined method starts improving in the initial iterations
itself. The results of several experiments are shown in Table 3.7 Open Questions
We feel that by ne-tuning the parameters of evolutionary search algorithms one
can obtain better results.
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