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SYMPLECTIC NEIGHBORHOOD OF CROSSING SYMPLECTIC
SUBMANIFOLDS
ROBERTA GUADAGNI
ABSTRACT. This paper presents a proof of the existence of standard symplectic coordinates
near a set of smooth, orthogonally intersecting symplectic submanifolds. It is a generaliza-
tion of the standard symplectic neighborhood theorem. Moreover, in the presence of a com-
pact Lie group G acting symplectically, the coordinates can be chosen to be G-equivariant.
INTRODUCTION
The main result in this paper is a generalization of the symplectic tubular neighbor-
hood theorem (and the existence of Darboux coordinates) to a set of symplectic submani-
folds that intersect each other orthogonally. This can help us understand singularities in
symplectic submanifolds. Orthogonally intersecting symplectic submanifolds (or, more
generally, positively intersecting symplectic submanifolds as described in the appendix)
are the symplectic analogue of normal crossing divisors in algebraic geometry. Orthog-
onal intersecting submanifolds, as explained in this paper, have a standard symplectic
neighborhood. Positively intersecting submanifolds, as explained in the appendix and
in [TMZ14a], can be deformed to obtain the same type of standard symplectic neighbor-
hood.
The result has at least two applications to current research: it yields some intuition
for the construction of generalized symplectic sums (see [TMZ14b]), and it describes the
symplectic geometry of degenerating families of Ka¨hler manifolds as needed for mirror
symmetry (see [GS08]). The application to toric degenerations is described in detail in the
follow-up paper [Gua].
While the proofs are somewhat technical, the result is a natural generalization of We-
instein’s neighborhood theorem. Given a symplectic submanifold X of (M,ω), there ex-
ists a tubular neighborhood embedding φ : NX → M defined on a neighborhood of X.
Moreover, an appropriate choice of connection α on NX determines a closed 2-form ωα,
non-degenerate in a neighborhood of X (see Section 2). Thanks to Weinstein’s symplec-
tic neighborhood theorem [Wei71], the tubular neighborhood embedding can be chosen
to be symplectic. The aim of the present work is to prove an analogous statement for a
union of symplectic submanifolds {Xi}i∈I of (M,ω). We require the intersection to be
orthogonal, that is, N(Xi ∩ Xj) = NXi ⊕⊥ NXj, for all i, j, at all intersection points (see
Definition 3).
Remark. The generalization from one to multiple submanifolds is not straightforward,
because there is no smooth retraction of a neighborhood of
⋃
i∈I Xi onto
⋃
i∈I Xi when
|I| > 1. The goal of this paper is to overcome such difficulty.
The result can be summarized as follows (see Corollary 6.1, and see Theorem 7.6 for the
equivariance):
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FIGURE 1. The compatibility of φi, φj is given by the existence of φij, ξ iij, ξ
j
ij.
Theorem 1. Let {Xi}i∈I be a finite family of orthogonal symplectic submanifolds in (M,ω).
Then there exist connections αi on NXi and symplectic neighborhood embeddings φi : (NXi,ωαi)→
(M,ω) which are pairwise compatible.
In the presence of a group G, the embeddings can be chosen to be equivariant with respect to the
linearized action.
If we assume that the manifolds are of real codimension 2 (e.g. algebraic divisors), com-
patibility can be expressed as follows: for all i, j, for Xij = Xi ∩ Xj, there is a symplectic
neighborhood embedding φij : (NXij,ωαi+αj) → (M,ω), which factors as φij = φi ◦ ξ iij =
φj ◦ ξ jij, where ξ iij : NXij ∼= (NXi ⊕ NXj)|Xij → NXi is a morphism of symplectic vector
bundles covering some symplectic neighborhood map ϕiij : NXi Xij → Xi 1 (and similarly
for j) while φi, φj are symplectic tubular neighborhood maps.
The result (and the more general compatibility conditions) can be expressed in terms
of the auxiliary construction of a symplectic plumbing. A plumbing is an appropriate
gluing of the normal bundles NXi for all i, and if we keep track of some extra data we can
make sure it inherits a symplectic form. The content of Theorem 6.2 and Theorem 7.6 can
be summarized as follows:
Theorem 2 (reformulation of Theorem 1). Given a family of orthogonally intersecting sub-
manifolds {Xi}i∈I in (M,ω), there exists a symplectic space given by a union of all the normal
bundles, called plumbing. The union
⋃
i Xi admits a neighborhood in M which is symplectomor-
phic to a neighborhood of the zero section in the plumbing.
In the presence of a G-action, the plumbing inherits a linearized G-action and the symplecto-
morphism can be chosen to be equivariant.
This implies Theorem 1.
Outline of proof. For symplectic submanifolds {Xi}i∈I , Xi ⊂ (M,ω), the symplectic
form ω on a neighborhood of
⋃
i Xi only depends on the restriction of ω to TM|⋃i Xi . This
1Notice that NXij = (NXi ⊕ NXj)|Xij can be naturally thought of as a bundle over NXj|Xij ; also notice
that NXj|Xij = NXi Xij (by transversality) so that a neighborhood map for Xij inside Xi is a map ϕiij :
NXj|Xij → Xi; therefore, it makes sense to ask that ξ iij is a bundle map covering ϕiij.
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is the content of Lemma 1. It is a generalization of the case of one divisor, and it is done
by induction.
The rest of the paper gives an explicit construction of a local model for such a symplectic
form. This is done in Theorem 6.2. The strategy is to first construct an appropriate space
containing
⋃
i Xi, which is diffeomorphic to a neighborhood of
⋃
i Xi in M. This can be
done by constructing a plumbing, that is, an appropriate glueing of the normal bundles
NXi for all i. Unfortunately, the construction doesn’t run as smoothly when introducing
symplectic structures. Therefore, we give a definition of plumbing which is more rigid
than usual and requires some extra data (see Definition 4). This set of rigid data is needed
in order to use the result in symplectic settings. The fact that such data always exist is
proved in Theorem 5.2. We then show that if a plumbing is built symplectically (as in
Definition 8), then it admits a symplectic form, which only depends on the symplectic
bundle structure of each NXi, together with a choice of compatible connections for each
NXi. This is the content of Lemma 14. The fact that one can always find connections
which have the right compatibility is proved in Lemma 13.
The main theorem (Theorem 6.2) states that a symplectic plumbing can be constructed
for any choice of orthogonal symplectic submanifolds, and it can always be symplecti-
cally embedded as a neighborhood of such submanifolds in M. The proof follows the
outline of the proof of the symplectic neighborhood theorem: first, construct a smooth
embedding of the plumbing (see Proposition 5.2), whose derivative is the identity along
each Xi; then, apply Lemma 1 to make it a symplectomorphism. The case of multiple
submanifolds requires more care than the classical case, due to the compatibility require-
ments (the main problem is: there isn’t a smooth retraction onto
⋃
i Xi; so we need to use
separate retractions onto Xi for each i, and insure compatibility at every step).
The last section of the paper extends the results in the presence of a compact Lie group
acting symplectically. When such G acts on (M,ω) and preserves each submanifold Xi,
we construct a G-action on the plumbing (given by linearizing the action on each NXi).
This is done in Lemma 7.4. Finally, in Theorem 7.6, we show that, if G acts symplectically
on M, the right choice of connections makes the plumbing a symplectic G-space, and the
symplectic embedding of the plumbing into M can be chosen to be equivariant.
Acknowledgments. Many thanks to Mark McLean and Mohammad Tehrani for help-
ful conversation, and to Tim Perutz for his advice and patience. This work was partly
supported by the NSF through grants DMS-1406418 and CAREER-1455265.
1. SYMPLECTIC FORMS ON NEIGHBORHOODS OF CROSSING SYMPLECTIC
SUBMANIFOLDS
Let ω1,ω2 be symplectic forms on M. Let {Xi}i∈I be a collection of symplectic subman-
ifolds of both (M,ω1) and (M,ω2). Throughout the paper we’ll assume that all intersec-
tions are transverse. What follows is a version of Moser’s argument for symplectic forms
agreeing on transversal symplectic submanifolds.
Definition 1. Two forms α, β on M are said to agree along a subset S ⊆ M whenever αx = βx
on Tx M for all x ∈ S.
Lemma 1. Assume that ω1, ω2 are symplectic forms on M that agree along
⋃
i Xi. Then there
exist open neighborhoods U ,V of ⋃i Xi and a diffeomorphism φ : U → V such that
φ|⋃i Xi = id φ∗ω2 = ω1.
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Proof. We will approach the proof by induction: for all 0 ≤ k ≤ n we’ll find:
 a 2-form ω(k) such that ω(k) = ω1 = ω2 along all Xi’s, ω(k) = ω1 in a neighborhood
of
⋃k
i=1 Xi;
 fk such that f ∗k (ω(k−1)) = ω(k), fk = id on Xi for all i, and fk = id on a neighbor-
hood of
⋃k−1
i=1 Xi.
The starting point will be ω(0) = ω2, and at the end φ = f1 ◦ . . . ◦ fn will satisfy φ∗ω2 =
ω(n) = ω1.
Assume, for k > 0, that ω(k−1) has been built. To construct fk, we’ll find a 1-form σk
such that dσk = ω(k−1) − ω1 on a neighborhood of Xk, σk = 0 along all Xi’s and σk = 0
on a neighborhood of
⋃k−1
i=1 Xk; Moser’s theorem applied to σk yields fk : Uk → Vk and
ω(k) = f ∗k (ω
(k−1)) as desired.
To construct σk, consider the exponential map with respect to a metric g, and let expk :
NMXk ∼= TXk M⊥g → M be the restriction of this map to the normal bundle of Xk (Really,
we are only considering this map for vectors of length at most δ so that expk is a diffeo-
morphism. The slight abuse of notation reflects an effort to keep the notation from getting
too heavy). LetNk be the image of such map, i.e. a tubular neighborhood of Xk. We make
sure to pick g such that expk restricts to a map expk|NXj (Xk∩Xj) : NXj(Xk ∩ Xj) → Xj for
all j 6= k (we’ll construct such a metric later in this paper; see Corollary 4.1). Now define
φt : Nk → Nk, the map sending expk(q, v) 7→ expk(q, tv). In particular, for all j 6= k, φt
restricts to a map from Xj ∩Nk to itself.
(Notation reminder: when (q, v) ∈ Tvertq (M), m ∈ M, exp(q, v) ∈ M, then ω(m; v, w)
denotes ω at the point m evaluated on v, w ∈ Tm(M); similarly for a one form σ(m; v)
denotes σ at the point m evaluated on v.)
Now we want to consider the family of one-forms on M:
σt(m; v) = (ω(k−1) −ω1)(φt(m); ddtφt(m), dφt(m)v)
and integrate it to get
σ˜k(m) =
∫ 1
0
σt(m)
If m ∈ Xj, then φt(m) ∈ Xj (due to the choice of metric). Because (ω(k−1) − ω1) vanishes
on Xj, σt(m; v) = 0 for all v. Therefore σ˜k(m) =
∫ 1
0 σt(m) = 0. Now we can extend σ˜k to a
full neighborhood of
⋃
i Xi by letting Be(Xk) ⊂ N be a smaller neighborhood of Xk, and
define
σk =

σ˜k if x ∈ Be(Xk)
0 if x /∈ N
smoothly interpolates on N\Be
Such σk is as required and yields a diffeomorphism fk : Uk → Vk. Also notice that fk = id
whenever σk = 0, in particular on
⋃
i Xi and on a neighborhood of
⋃k−1
i=1 Xi. Let then
ω(k) = f ∗k ω
(k−1): by construction, ω(k) = ω1 = ω2 along all Xi’s, ω(k) = ω1 in a neighbor-
hood of
⋃k
i=1 Xi.

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Remark. 1. The transversality condition can be somewhat relaxed and the proof of the
lemma still works in some cases, think e.g. two lower dimensional submanifolds that are
not tangent at the intersection points. Weaker formulations can be found if needed.
2. This lemma doesn’t need orthogonality for the intersection of the Xi’s.
3. The lemma can be easily modified to include self-crossing submanifolds.
4. It is tempting to avoid induction and look for a proof by first constructing a retraction
of a neighborhood of
⋃
i Xi onto
⋃
i Xi, then using Moser’s argument only once on the
resulting vector field; however, this argument wouldn’t work because such a retraction is
not smooth; hence the need for induction.
In order to use Lemma 1 to prove the existence of a nice neighborhood of intersecting
submanifolds {Xi}i∈I , we need to find a multifold analogue of the following classical
theorem, which is used in the classic result of Weinstein [Wei71] (for a detailed discussion
of Weinstein’s result cfr. [MS98]):
Theorem (Tubular neighborhood theorem). There exists a map from NX to M such that
f |X = id and d f |X = id.
Classically, such a map can be obtained as the exponential map of any metric, applied
to T⊥ωX M (which is naturally isomorphic to NX). This can be much harder to prove (or
even state) for X not smooth.
2. NORMAL BUNDLES AND CONNECTIONS
This section is a review of some basic facts for complex and symplectic vector bundles.
Remarks on notation. For submanifolds Z ⊂ X ⊂ M, NMX will indicate the normal
bundle to X inside M (sometimes only NX when there is no ambiguity), so that NXZ is
the normal bundle to Z inside X, while NX|Z indicates the restriction to Z of the normal
bundle to X inside M.
The normal bundle to a symplectic submanifold is naturally a symplectic bundle. Re-
call that one can always choose a compatible complex structure on a symplectic bundle:
the choice is unique up to isotopy. Moreover, two bundles are isomorphic as symplectic
bundles if and only if they are isomorphic as complex bundles (see e.g. [MS98]). Therefore
we will chose complex structures and consider the normal bundles as complex bundles.
There will be some abuse of notation with respect to connections on normal bundles:
given Y ⊂ X a symplectic submanifold of real codimension 2, one can obtain a model
for the complex normal bundle by letting NY = U ×U(1) C where U is a principal U(1)-
bundle and α is a U(1)-connection on U. Whenever the paper mentions a connection α
on NX, it can be interchangeably a connection 1-form on a U(1)-bundle (for which NX is
the associated bundle) or the corresponding Ehresmann connection on NX.
Remark. Choosing a U(1)-connection α gives the same data as a unitary Ehresmann con-
nection on NX, whence the abuse of notation.
One can then build a two-form on U ×C:
ωα = ωY + d(ρα) +ωC
where ρ indicates the hamiltonian function generating the standard circle action on C.
Such two-form descends to U ×U(1) C. This is a general fact:
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Lemma 2. Let (F,ωF) be a symplectic manifold, G  F a Hamiltonian action with moment map
µ, P a principal G-bundle over a symplectic base (Y,ωY), X = P×G F the associated bundle, α
a principal connection on P. Then the 2-form ωF + d〈α, µ〉 on P× F descends to a 2− f orm on
X. Therefore so does Ω = ωY + d〈α, µ〉+ωF (here ωY is short for pi∗(ωY)).
Proof. Let vξ be the vector field on P× F corresponding to ξ ∈ g. Recall that a form η on
P× F is the pullback of a form on X if and only if ιvξη = Lvξη = 0, which by Cartan’s
formula is equivalent to ιvξη = ιvξ (dη) = 0. Since ωF + d〈α, µ〉 is closed we will just check
that, for every ξ ∈ g, ιvξ (ωF + d〈α, µ〉) = 0.
Since Lvξα = 0, also Lvξ (d〈α, µ〉) = 0 therefore
ιvξ ◦ d〈α, µ〉 = ιvξ < dα, µ > −ιvξ (α ∧ dµ) by expanding the derivative
= −ιvξ (α ∧ dµ) because the other term is 0 when α is a principal connection
= − < ξ, dµ >= −d < ξ, µ >= ιξPωF
so that ιvξ (ωF + d〈α, µ〉) = ιξPωF − ιξPωF = 0. 
We can also find a more explicit description of Ω on X. First note that the tangent
bundle of P splits as TvertP⊕ ThorP. Let pi : P → Y be the projection, then the horizontal
component ThorP := ker α is identified by Dpi with pi∗TY, while the vertical component
is TvertP := ker Dpi = g. Thus (omitting notation for pullbacks of projections) we have
T(P× F) = g⊕ pi∗TY⊕ TF, and g acts on T(P× F) by ξ 7→ (−ξ, 0, ξF), hence
TX ∼= pi∗TY⊕ TF.
In other words, a tangent vector z ∈ TX may be uniquely rewritten as z = u\ + v, where
u\ is the horizontal lift of u ∈ TY to TP while v ∈ TF. Moreover, the vector z˜ = (0, u\, v) ∈
g⊕ pi∗TY ⊕ TF ∼= T(P× F) projects to z. This means that one can compute Ω(z1, z2) by
evaluating Ω(z˜1, z˜2).
Now let’s describe Ω. First recall that the curvature is Fα ∈ Ω2(M; P×G g). It induces a
2-form via pullback on P: pi∗Fα = dα+ 12 [α ∧ α]. Notice that d〈α, µ〉 = 〈dα, µ〉+ 〈α ∧ dµ〉
on P× F; the key observation is that α(z˜1) = α(z˜2) = 0. Then we can calculate
Ω(z1, z2) = Ω(z˜1, z˜2) =
= ωY(u1, u2) + 〈dα(z˜1, z˜2), µ〉+ 12(〈α(z˜1), dµ(z˜2)〉 − 〈α(z˜2), dµ(z˜1)〉) +ωF(v1, v2)
= ωY(u1, u2) + 〈dα(z˜1, z˜2), µ〉+ωF(v1, v2)
= ωY(u1, u2) + 〈(pi∗Fα − 12 [α ∧ α])(z˜1, z˜2), µ〉+ωF(v1, v2)
= ωY(u1, u2) + 〈pi∗Fα(z˜1, z˜2), µ〉 − 〈12 [α ∧ α])(z˜1, z˜2), µ〉+ωF(v1, v2)
= ωY(u1, u2) + 〈Fα(u1, u2), µ〉+ωF(v1, v2).
Example 2.1. If, for instance, α is the flat connection induced by a trivialization, then the
form on Y × F is given by ωY + ωF. In fact this is an if and only if. In slightly different
words: Fα is the obstruction to ωF pushing forward to a form on X.
SYMPLECTIC NEIGHBORHOOD OF CROSSING SYMPLECTIC SUBMANIFOLDS 7
Corollary 2.1. For a complex line bundle U×U(1) C, with a connection α, over a symplectic base
(Y,ωY) the 2-form ωα = ωY + d(ρα) + ωC descends to a closed 2-form on U ×U(1) C. This
form can be described as ωY + ρFα +ωC with respect to a horizontal/vertical splitting due to α.
Similarly, if Y ⊂ M has codimension 2k and NY = ⊕ks=1 Ls is a sum of line bundles,
then NY = U ×U(1)k Ck where U is the sum of unit bundles inside Ls’s. If αs’s are U(1)-
connections, then
⊕k
s=1 αs is a connection on U and the induced symplectic form on a
tubular neighborhood of Y is
ω⊕sαs = ωY +∑
s
(ρsFαs) +ωCk .
Corollary 2.2. Let’s consider the case of Y ⊂ M of (real) codimension higher than two. Then
NY is a Ck-bundle and the structure group is G = U(k). Given a connection form α on the
corresponding principal G bundle P, we get an induced symplectic form
ωα = ωY + 〈Fα, µ〉+ωCk .
More in general we can define ω⊕sαs on a sum of bundles, where αs is the connection
on a complex vector bundle of dimension ks over Y:
ω⊕sαs = ωY +∑
s
〈Fαs , µs〉+ωC∑s ks .
3. A REMARK ON TRANSVERSALITY
In the rest of the discussion all collections of submanifolds will be transverse in the
following sense:
Definition 2. Let {Xi}i∈I be a finite collection of submanifolds of M. Let XI = ⋂i∈I Xi for all
subsets I ⊆ I . The collection is called transverse if NXI = ⊕i∈I NXi|XI .
This is stronger than just pairwise transversality. On the other hand, once we move to
the symplectic world, we assume orthogonality in the following sense:
Definition 3. The intersection of two symplectic submanifolds X1, X2 ⊂ (M,ω) is orthogonal
if there is an orthogonal decomposition TM = TX12 ⊕⊥ NX1 ⊕⊥ NX2.
Remark. This definition in particular implies that the two submanifolds are transverse. If
you care about other situations (e.g. two Riemann surfaces intersecting inR6 with linearly
independent tangent spaces) then you should look for slightly different definitions. The
results in this paper can be adapted to other reasonable definitions.
For a family of orthogonal intersection, we can afford to only make pairwise assump-
tions, because of the following:
Lemma 3. Let {Xi}i∈I be a finite collection of symplectic submanifolds of (M,ω). Assume that,
whenever i 6= j, Xi, Xj intersect orthogonally. Then {Xi}i∈I is a transverse collection.
Proof. The key observation is that for orthogonal sums, NXi ⊥ NXj for all j 6= i implies
NXi ⊥ ⊕j∈J NXj whenever i /∈ J. This means {NXi}i∈I is a linearly independent col-
lection of subspaces in TM. Pick a point x ∈ XI . Notice that there is an embedding
NxXi
ιi
↪→ NxXI when i ∈ I (if a vector is orthogonal to Xi then it must also be orthogonal
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to the subset XI). Now let’s consider the map ⊕iιi : ⊕i∈I NxXi → NXI . This map is in-
jective since NXi ⊂ NXI are linearly independent subspaces. It is then an isomorphism
because of dimensions. We can use the formula for the dimension of an intersection of
vector subspaces and get dim(TxXI) = dim(
⋂
i∈I TxXi) ≥ ∑i dim TXi − (k − 1) · n =
∑i∈I(n− dim NXi)− (k− 1) · n = n− ∑i∈I dim NXi (here k = #I, n = dim(TM). Then
dim NXI = n− dim(TxXI) ≤ n− (n−∑i∈I dim(NXi)) = ∑i∈I dim NXi. 
4. PLUMBING FOR SMOOTH MANIFOLDS
This section is devoted to carefully describing smooth plumbings and their embedding.
The plumbings that we will consider later are enhanced versions of the smooth ones.
Remark on notation: Throughout the paper, for each I ⊂ I , XI := ⋂i∈I Xi will denote
the intersection.
4.1. Plumbing data. Let {Xi}i∈I be a finite collection of smooth submanifolds in M. Let
their intersections be transverse (as in Definition 2).
In order to build and embed a plumbing, we need the following:
Definition 4. A system of tubular neighborhoods for the family {Xi}i∈I is a collection of
tubular neighborhood maps
ψI
′
I : NXI′XI → XI′ ∀I′ ⊂ I ⊂ I I′ 6= ∅
where the maps are defined on a neighborhood V I′I of XI in NXI′XI . We require that the restriction
of ψI
′
I to XI is the identity. Let U I
′
I = Im(V I
′
I ) be the corresponding neighborhood in XI′ . The
maps naturally induce smooth retractions ρI
′
I = pi ◦ (ψI
′
I )
−1 : U I′I → XI .
We require that ρI
′
I ◦ ρI
′′
I′ = ρ
I′′
I : U
I′′
I → XI for all I′′ ⊂ I′ ⊂ I.
A system of bundle isomorphisms covering the retractions is a collection of maps ΦI
′
I :
NXI → NXI′ |U I′I given by a choice of isomorphisms Φ˜
I′
I : (ρ
I′
I )
∗(NXI′ |XI ) → NXI′ |U I′I . The
maps are defined as
ΦI
′
I = Φ˜
I′
I ◦ (ψI
′
I , id) : NXI ∼= NXI′XI ⊕ NXI′ |XI → NXI′ |U I′I .
The data of a system of tubular neighborhoods together with a system of bundle isomorphisms
is compatible when, for all I′′ ⊂ I′ ⊂ I:
 ψI′′I = ψI
′′
I′ ◦ (ΦI
′
I )|XI′′ : NXI′′XI → NXI′′XI′ |U I′I → XI′′ ;
 ΦI′′I = ΦI
′′
I′ ◦ΦI
′
I : NXI → NXI′′ .
We also refer to this set of compatible data as plumbing data.
Given the data above, we can define smooth plumbings:
Definition 5. Given a finite family of smooth submanifold {Xi}i∈I where |I| = n; given a
system of tubular neighborhoods and a system of bundle isomorphisms that are compatible, the
(n)-plumbing of the family is
N(
⋃
i
Xi) =
⋃
i
NXi/ ∼
where ∼ is the equivalence relation given by ΦiI(x) ∼ ΦjI(x) for all I, for all i, j ∈ I. The
(n)-plumbing will be referred to as plumbing when there is no ambiguity.
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Let’s check that this is a good definition (nothing bad happens at higher intersections):
Lemma 4. The inclusion NXi ↪→ ⋃i NXi/ ∼ is injective. Therefore, the plumbing is a smooth
manifold.
Proof. We need to show that each point of NXi in a neighborhood of Xij is identified with
exactly one point of NXj. The trouble potentially arises at higher intersection points.
Consider a neighborhood of Xijk. Consider a point (z, vi, vj, vk) ∈ NXijk ∼= NXi ⊕ NXj ⊕
NXk. When looking at the equivalence relation from NXi to NXj we get
N(Xi) 3 Φiij(Φijijk(z, vk, vj, vi)) ∼ Φ
j
ij(Φ
ij
ijk(z, vk, vj, vi)) ∈ N(Xj).
On the other hand if we consider NXj and NXk we get
N(Xj) 3 Φjjk(Φ
jk
ijk(z, vk, vj, vi)) ∼ Φkjk(Φ
jk
ijk(z, vk, vj, vi)) ∈ N(Xk)
while NXi, NXk yield
N(Xi) 3 Φiik(Φikijk(z, vk, vj, vi)) ∼ Φkik(Φikijk(z, vk, vj, vi)) ∈ N(Xk)
so NXi gets identified with NXk both directly and through NXj: do the two identifications
agree? We can use the compatibility assumption, ΦI
′′
I′ ◦ΦI
′
I = Φ
I′′
I . All the above relations
then reduce to
(Φiijk(z, vk, vj, vi)) ∼ (Φjijk(z, vk, vi, vj)) ∼ (Φkijk(z, vi, vj, vk)).

Remark (Important). The data used to construct the (n)-plumbing consists of a set of maps
which can be thought of as the data of, for each Xi, the (n-1)-plumbing of its intersection
with the other submanifolds, plus an embedding of such (n-1)-plumbing into Xi.
4.2. Metrics on plumbings.
Lemma 5. Given a smooth submanifold X ⊂ M, one can construct metrics on NX which make
X totally geodesic, make the fibres NxX totally geodesic (for all x ∈ X), and are linear on the fibres
NxX (when there is no ambiguity, we will call this type of metric a bundle metric on NX).
Proof. We can freely choose the following data:
 A metric g on X;
 A smoothly varying family of linear metrics gx on the fibres, that is, a bundle met-
ric (it can be easily constructed locally, and local patches can be used to construct
a global bundle metric through a partition of unity);
 A metric connection on NX (this is equivalent to a choice of principal connection
on the bundle of orthonormal frames).
Now let’s define the metric λ on NX, on a local trivialization of NX, as λ = g + gx (with
respect to the Ehresmann splitting Tp(NX) ∼= TxX ⊕ NxX). We can observe that such
local definitions agree on chart intersections and form a metric on the whole bundle.
It is clear then that λ makes X and NxX totally geodesic, because this property can be
checked locally. Locally, the bundle looks like (U × NxX, g + gx), where U is an open set
in X; with respect to the local trivialization, gx is independent of x. 
The following lemma is the key to constructing well behaved metrics on plumbings.
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Lemma 6. Given a plumbing, assume that there is a metric g on
⋃
i Xi (that is, metrics gi defined
on each Xi, agreeing on intersections) such that ψ
J
I = expg : NXJ XI → XJ for all non-empty
J ⊂ I ⊆ I . Moreover let’s assume that (ψiij)∗gi = λj on NXi Xij ∼= NXj|Xij is a bundle metric
as in Lemma 5 (in particular it is linear in the fibres of NXi Xij for all i, j). Also, let’s assume
that, in a neighborhood of a higher intersection Xijk, λj = (Φ
ij
ijk)∗(λj|Xijk) is the push-forward
of the fibrewise metric on NXj|Xijk by the (local) bundle isomorphism (Φijijk)|NXi Xijk : NXi Xijk ∼=
NXij Xijk ⊕ NXik Xijk → NXi Xij.
Then there is a metric µ on P = N(
⋃
i Xi) such that expµ = id : NXi → NXi ⊂ P for all i
(and expµ = id : NXI → NXI ⊂ P). Such µ is linear in the fibres of NXi for all i.
Proof. For each i, let’s construct a metric µi on NXi following Lemma 5. We need choices
of:
 a metric on Xi;
 a fibrewise linear metric;
 a metric connection.
Let’s pick the given gi to be the metric on Xi. To get a fibrewise linear metric, notice that
such a metric is already given by (ψjij)
∗gj = λi on NXj Xij ∼= NXi|Xij at the fibres cor-
responding to intersections. Let’s extend this to all of NXi by using the bundle isomor-
phisms. Consider the bundle isomorphismΦiij : NXij → NXi. On NXij we can easily con-
struct a fibrewise metric given by g (by considering on each fibre NxXij ∼= NxXi ⊕ NxXj
the metric λi + λj). This, in particular, yields a fibrewise linear metric on NXij, considered
as a bundle over NXi Xij. Therefore, the push forward yields a fibrewise metric λ˜
j
i on NXi,
in a neighborhood of the intersection with Xj.
The fact that, when constructing fibrewise metrics in a neighborhood of Xj or Xk in Xi,
we get the same result (that is, the fact that λ˜ji = λ˜
k
i ) is due to the plumbing property
Φiijk = Φ
i
ij ◦ Φijijk = Φiik ◦ Φikijk together with the fact that λ˜
j
i |Xij = (Φijijk)∗(g), λ˜ki |Xik =
(Φikijk)∗(g) (therefore λ˜
j
i = (Φ
i
ij ◦Φijijk)∗(g) = Φiik ◦Φikijk = λ˜ki ). So now we have a fibrewise
metric λ˜i on NXi, on a neighborhood of
⋃
j 6=i Xij. Let’s extend it to a fibrewise metric on
all of Xi (there isn’t any restriction on the choice of metric away from the intersections:
the extension exists by a partition of unity argument).
Now on to finding a connection on Xi. In a neighborhood of Xij (for all j) there is a
natural connection on NXi|U iij
∼= NXij ∼= NXi|Xij ⊕ NXj|Xij . The latter has a connection
αij given by a direct sum of the metric connections αλi on NXi|Xij ∼= NXj Xij and αλj on
NXj|Xij ∼= NXi Xij. This yields a connection α˜ij on the bundle NXij → NXj|Xij . So then
the pushforward of α˜ij via the isomorphism Φiij : NXij → NXi is a connection on NXi,
close to a neighborhood of Xj. As before, such connection can be constructed close to any
intersection, and it’s easy to check that (Φiij)
∗α˜ij = (Φiik)
∗α˜ik. We get a metric connection
on (NXi, λ˜i) defined close to a neighborhood of
⋃
j 6=i Xij. Again, by using a partition of
unity, let’s extend this connection to a metric connection on the whole of NXi.
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The data of λ˜i on NXi and a corresponding metric connection yields a metric µi on NXi.
Let’s check that µi = µj, whenever they are both defined, on N(
⋃
i Xi). Just notice that
(Φiij)
( − 1)∗µi = (Φiij)( − 1)∗µj by construction of µi, µj for all i, j. This means that all the
µi agree and yield a metric µ on N(
⋃
i Xi).
The required property expµ = id : NXi → NXi ⊂ P for all i (and expµ = id : NXI →
NXI ⊂ P) is then satisfied because clearly from the construction expµi = id : NXi →
NXi ⊂ P.

Lemma 7. Given a plumbing, there is a metric λ on it such that, for each i, λ|NXi has the structure
described in Lemma 5. In particular each Xi is totally geodesic with respect to λ, and expλ = id :
NXi → NXi ⊂ P for all i.
Proof. This can be proved by induction, by using Lemma 6.
We’ll use (reverse) induction on k = #I to prove the following statement: there exist
metrics gI on each XI satisfying the conditions of Lemma 6, that is:
(1) ψIJ = expg : NXI XJ → XI for all I ⊂ J ⊆ I (for #I ≥ k);
(2) (ψIJ)
∗gI = λIJ on NXI XJ is a bundle metric as per Lemma 5.
(3) In a neighborhood of a higher intersection XJ′ (where I ⊂ J ⊂ J′), we have that
λIJ = (Φ
J
J′)∗(λ
I
J |XJ′ ) is the push-forward of the fibrewise metric on NXI XJ′ by the
(local) bundle isomorphism NXI XJ′ ∼= NXI XJ .
In particular, once we reach k = 1, the metrics gi on Xi can be used to obtain a metric λ
(see Lemma 6). The induction starts with #I = k = d (d is the depth of the intersection).
In this case, gI can be any metric on XI .
Inductive step: assume that gI has been constructed for all I with #I ≥ k > 1. Let
I′ ⊂ I have cardinality #I′ = k − 1. Consider all the I’s such that I′ ⊂ I, #I ≥ k. The
plumbing in particular induces plumbing data for the family {XI}I′⊂I in XI′ . The metrics
gI on XI satisfy the requirements of Lemma 6, by inductive hypothesis. Therefore, we can
use Lemma 6 to build g˜I′ on NXI′ (
⋃
I XI). The plumbing maps ψI
′
I can be used to push
forward g˜I′ on NXI′XI to gI′ on (a neighborhood of XI in) XI′ (the fact that this actually
induces a metric coherently on a neighborhood of
⋃
I XI in XI′ follows from the plumbing
properties). Now just extend gI′ to the whole of XI′ (there are no requirements away from⋃
I XI). This procedure constructs gI′ for any given I′ when #I′ = k− 1. Such maps satisfy
property (1), (2), (3) by construction and so the induction can continue until k = 1.

4.3. Existence of smooth plumbings. In order to prove that plumbing data always exist,
we need one more preliminary lemma:
Lemma 8. Given a metric µ on M, and given the data of a plumbing of submanifolds {Xi}i∈I
(with plumbing metric λ) inside a manifold M, assume there exists a map ν : N((
⋃
#I=k XI) ∪
(
⋃s
i=1 XJi))→ M (for some Ji ⊆ I , #Ji = k− 1 for all i) such that:
 ν(Xi) = Xi for all i;
 ν∗(mu) = λ.
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Assume that there exists a subset Js+1 ⊆ I not equal to any of the Ji for i ≤ s, such that #Js+1 =
k− 1. Then one can construct a metric µ˜ on M and a function ν˜ : N((⋃#I=k XI)∪ (⋃s+1i=1 XJi))→
M such that:
 ν˜(Xi) = Xi for all i;
 ν˜∗(µ˜) = λ.
Proof. Up to permuting the indexes, we can assume that Js+1 = {1, . . . , k − 1}. We will
have to proceed by induction and construct, for each 0 ≤ t ≤ k− 1, a metric µt on M and
a map νt : N((
⋃
#I=k XI) ∪ (
⋃s
i=1 XJi) ∪ Xt) such that:
 νt(Xi) = Xi for all i in a neighborhood of (⋃#I=k XI) ∪ (⋃si=1 XJi); νt(Xi) = Xi for 0 ≤ i ≤ t in a neighborhood of XJs+1 .
 ν∗t (µt) = λ.
The starting point is µ0 = µ, ν0 = ν. The end point is µ˜ := µk−1 and ν˜ = νk−1. Given µt, νt
we can construct a map ρ : NXt+1 → M by choosing a bundle map ` : NXt+1 → TM|Xt+1
and considering exp`µt : NXt+1 → M (see remark at the end of this proof); we make
sure to pick ` so that it agrees with (dνt)|Nunionsq+∞2 in a neighborhood of (
⋃
#I=k XI), and
`(NXi Xt+1) ⊂ TXi. Let
νt+1 =

exp`µt on NXt+1
νt on N((
⋃
#I=k XI) ∪ (
⋃s+1
i=1 XJi))
id on Xt+1
and consider the metric
νt+1 =
{
(νt+1)
∗(λ) on the image of νt
any metric on the rest of M
We can check that this is well defined: close to (
⋃
#I=k XI) ∪ (
⋃s+1
i=1 XJi), we know that
µt = (νt)∗(λ) and ` is the orthogonal splitting due to µt, so exp`µt = expµt = νt ◦ expλ =
νt because λ has the property that expλ = id. So νt+1 is well defined. Define µt+1 =
(νt+1)∗(λ) Moreover:
 In a neighborhood of (⋃#I=k XI)∪ (⋃s+1i=1 XJi), νt+1 = νt so by induction νt+1(Xi) =
Xi for all i;
 in a neighborhood of XJs+1 , by inductive hypotheses Xi are geodesic with respect to
µt for 0 ≤ i ≤ t; moreover, `(NXi Xt+1) ⊂ TXi, therefore for 0 ≤ i ≤ t, µt+1(Xi) =
exp`µt(Xi) ⊂ Xi; also, by construction µt+1(Xt + 1) = Xt+1;
 ν∗t+1(µt+1) = λ by construction.

Remark. The map expµ : NX → M for a submanifold X is defined after identifying NX
with a subbundle of TM|X; while the usual choice of identification is the one where one
identifies NX with the subbundle of TM made of vectors orthogonal to TX, any other
bundle map ` : NX → TM|X that yields a splitting TM ∼= TX ⊕ `(NX) can also be used
to define a map exp`µ : NX → M.
2LetM = N((⋃#I=k XI) ∪ (⋃si=1 XJi ) ∪ Xt). Above, Nt+1 refers to Nt+1 = NMXt+1, which is naturally
identified with a subbundle of TMXt+1 by considering orthogonal directions with respect to µt
SYMPLECTIC NEIGHBORHOOD OF CROSSING SYMPLECTIC SUBMANIFOLDS 13
Proposition 4.1. Given the data of a plumbing of submanifolds {Xi}i∈I inside a manifold M,
there exists a smooth embedding F : N(
⋃
i Xi)→ M such that F|Xi = id for all Xi.
Proof. By induction, for all 1 ≤ k ≤ #I + 2, for all 0 ≤ s ≤ n = #{J ⊆ I such that #J =
k− 1, XJi 6= ∅} we’ll construct the following:
 µk,s a metric on M;
 νk,s : N((⋃#I=k XI) ∪ (⋃si=1 XJi))→ M (where #Ji = k− 1);
such that:
 νk,s(Xi) = Xi for all i (notice that N((⋃#I=k XI)∪ (⋃si=1 XJi)) ⊂ N(⋃i Xi), so NXj XI
is identified with Xj in N((
⋃
#I=k XI) ∪ (
⋃s
i=1 XJi)));
 ν∗k,s(µ) = λ.
We’ll proceed by reverse induction on k and for each fixed k we’ll proceed by induction
on s. The base case is thus k = #I + 2, so that n = 0 and (⋃#I=k XI) ∪ (⋃si=1 XJi) = ∅.
Therefore µ#I+2,0 can be any metric on M.
Let’s assume by induction that µk,s and νk,s have been constructed. If s = nk, then
proceed to define µk−1,0 := µk,nk and νk−1,0 := νk,nk . Otherwise, we can find Js+1 such that
#Js+1 = k − 1 and Js+1 6= Ji for i ≤ s. We can then apply Lemma 8 to build µk,s+1 and
νk,s+1. This concludes the induction.
The end point of the induction produces the map ν1,0 : N(
⋃
i Xi) → M such that
ν1,0(Xi) = Xi for all i and this concludes the proof.

Remark. It is tempting to try and write a much simpler proof of the above proposition
by interpolating metrics that can be constructed locally; unfortunately this doesn’t work
because interpolation of metrics in general doesn’t preserve geodesics. In other words, if
γ is a geodesic in M with respect to both µ1, µ2, and if µ is some interpolation of µ1 and µ2,
then γ need not be a geodesic for µ. Similarly, if X is a totally geodesic submanifold with
respect to different metrics, the property may be lost when interpolating with respect to
a partition of unity.
Example 4.1. An easy counterexample is the following: let M = R2, consider the standard
metric µ1 = dx2 + dy2 and a scaled version µ2 = 110µ1. Consider a partition of unity
t1, t2 : R2 → R with respect to the two open sets: U1 = {(x, y) ∈ R2|x2 + y2 < 1}
and U2 = {(x, y) ∈ R2|x2 + y2 > 12}, i.e. t1 + t2 = 1 and ti = 0 outside of Ui. Let
µ = t1µ1 + t2µ2.
Consider γ = [−1, 1]× {0} ⊂ R2. This is a geodesic for both µ1, µ2 but not for µ.
We can now prove that plumbings exist:
Proposition 4.2. Given a finite family of smooth submanifolds {Xi}i∈I of M, there exist plumb-
ing data. Therefore one can build a plumbing, and such plumbing is diffeomorphic to a neighbor-
hood of
⋃
i Xi in M.
Proof. We will prove, by induction, that for any 0 ≤ k ≤ n = #I there exist systems
of tubular neighborhoods ψI
′
I for I
′ ⊂ I and #I′ ≥ k and compatible systems of bundle
isomorphisms (ΦI
′
I )J : NXJ XI → NXJ XI′ for J ⊂ I′ ⊂ I, #J ≥ k. The starting point is when
k is the deepest level of intersection. In that case, the system of tubular neighborhoods is
given by any choice of tubular neighborhood, and there are no bundle isomorphisms. By
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induction, let’s assume the existence of a system of tubular neighborhoods and bundle
isomorphisms for a fixed k. Let H ⊂ J where #J = k, #H = k− 1. Consider ρI′I for some
I′ ⊂ I, #I′ = k, #I = k + 1 and pick a bundle isomorphism (Φ˜I′I )H : ρ∗(NXH XI′ |I) →
NXH XI′ |U I′I extending the isomorphisms (Φ˜
I′
I )J : ρ
∗(NXJ XI′ |I) → NXJ XI′ |U I′I defined for
all J ⊃ H. This yields bundle isomorphisms (ΦI′I )H : NXH XI → NXH XI′ , compatible with
the rest of the data. This allows us to define the plumbing of the higher intersections
inside XH, and find an embedding φ : N(
⋃
J⊃H XJ)→ XH (this is possible by Proposition
4.1). Such an embedding yields a system of tubular neighborhoods ψHI compatible with
the previous data. This concludes the induction. When k = 0, we obtain plumbing data
for Xi’s in M. 
Corollary 4.1. Given transverse submanifolds {Xi}i∈I in M, one can find a metric µ on M such
that each Xi is geodesic and, for all i, j, the image of expµ|NXj Xi : NXj Xi → M in a neighborhood
of Xij is contained in Xj.
Remark. The corollary has no claim of originality. In [Mil65] for instance, a nice proof of
this fact is presented for the intersection of two manifolds (the proof is attributed to E.
Feldman). Such proof only applies to n=2 submanifolds, but it can easily be extended to
general n by induction.
The reason to present this result as corollary, is that the result of Proposition 4.2 is
slightly stronger than the corollary, and will be needed in the rest of the discussion.
Proof. Consider an embedding ρ of the plumbing inside M. Then let µ = ν∗(λ) be the
pushforward of the plumbing metric. Then µ can be extended to a metric on all of M
which satisfies the requirements. 
5. RIGID PLUMBING: DEFINITION AND PROPERTIES
In order to pursue an analogue of Theorem 1 one needs to:
i) define a standard symplectic model (N(
⋃
i Xi),ω) for a family of crossing submani-
folds (an analogue of the symplectic normal bundle for a single submanifold);
ii) find an embedding f : (N(
⋃
i Xi),ω)→ (M,ωM) such that f ∗(ωM) = ω along
⋃
i Xi.
Part i) is achieved in Section 6.
Part ii) requires that the plumbing embeds in a more rigid way, which is what we ex-
plore in this section.
In view of trying to embed the normal bundles into M symplectically, we need to keep
track of the orthogonal directions in M. In terms of differential geometry, this can be
done by introducing maps gi : NM(Xi) → TM|Xi , left inverses of the quotient map
TM|Xi → TM|Xi /TXi, so that they yield a splitting TM|Xi ∼= TM|Xi ⊕ gi(NM(Xi)). We
will then look for embeddings fi : NXi → M such that the orthogonal direction in NXi
gets mapped to TM via gi; this isn’t hard to do. It becomes hard if we require such embed-
dings fi to also agree on the plumbing. Such fi’s can’t be built in general for any choice of
plumbing and gi’s, unless we make some more compatibility assumptions.
Definition 6. A splitting on a finite family of transverse submanifolds {Xi}i∈I is a collection
of maps {gi : NM(Xi) → TM|Xi}i∈I , each of them yielding a splitting TM|Xi ∼= TM|Xi ⊕
NM(Xi).
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A splitting is compatible with the data of a plumbing and an embedding
ν : N(
⋃
i Xi)→ M if:
 gi|NXi Xij = dXijψiij : NXi Xij → TXi ⊂ TM|Xi for all i;
 dXj dXiν−1 ◦ dNXj Xij(gi ◦Φiij) = dXi dXjν
−1 ◦ dNXi Xij(gj ◦Φ
j
ij):
TXj(TXi NXij)→ TXj(TXi NXij) for all i, j (see remark).
A splitting is compatible with the data of a plumbing if it is compatible with one, and
therefore every, embedding of the plumbing (see Lemma 9).
Remark. The definition above depends on an identification TXi(TXj NXij)↔ TXj(TXi NXij)
which is natural since NXij ∼= (NXi ⊕ NXj)|Xij .
Lemma 9. Consider a splitting on {Xi}i ∈ I , the data of a plumbing, and two different em-
beddings ν, µ : N(
⋃
i Xi) → M. If the splitting is compatible with ν, then it is compatible with
µ.
Proof. Of course the first compatibility condition is independent from µ, ν. For the second
condition, observe that µ = ν ◦ µ˜ where µ˜ = ν−1 ◦ µ : N(⋃i Xi) → N(⋃i Xi). We are
assuming that dXj dXiν
−1 ◦ dNXj Xij(gi ◦Φiij) = dXi dXjν
−1 ◦ dNXi Xij(gj ◦Φ
j
ij), then
dXj dXiµ
−1 ◦ dNXj Xij(gi ◦Φ
i
ij) = dXj dXi(ν ◦ µ˜)−1 ◦ dNXj Xij(gi ◦Φ
i
ij) =
dXj dXi µ˜
−1dXj dXiν
−1 ◦ dNXj Xij(gi ◦Φ
i
ij)
and similarly
dXi dXjµ
−1 ◦ dNXi Xij(gj ◦Φ
j
ij) = dXi dXj µ˜
−1 ◦ dXi dXjν−1 ◦ dNXi Xij(gj ◦Φ
j
ij).
Since it is always true that dXi dXj µ˜ = dXj dXi µ˜ (because this can be checked locally, which
is equivalent to reducing to Euclidean space; in Euclidean space, this is Schwarz’s) then
dXj dXiν
−1 ◦ dNXj Xij(gi ◦Φ
i
ij) = dXi dXjν
−1 ◦ dNXi Xij(gj ◦Φ
j
ij).

5.1. Rigid plumbing embedding. Proposition 4.1 can be strengthened to a more rigid
setup:
Proposition 5.1. Given the following:
 a family {Xi}i∈I of transversely intersecting submanifolds in a smooth manifold M;
 the data of a plumbing N(∪iXi) as in Definition 4;
 a splitting for the family: {gi : NM(Xi) → TM|Xi}i∈I compatible with the plumbing as
in Definition 6.
Then there exist maps
Fi : NXi → M
such that:
(i) Fi|Xi = id;
(ii) dXi F
i = gi + id : T(NXi)|Xi ∼= NXi ⊕ TXi → TM|Xi ;
(iii) such Fi’s agree with respect to ∼.
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This last property implies that they descend to a map on the quotient
F : N(∪iXi)→ M.
Remark. Without (ii), that is, the requirement on the derivative of Fi, this would be the
same as Proposition 4.1. Condition (ii) is important in view of the next section: it is
needed in order to refine the construction so that the maps Fi’s become symplectomor-
phisms. Notice that a symplectic form on M yields a natural choice of gi : NM(Xi) ∼=
TM|⊥Xi → TM|Xi given by an orthogonal splitting, for all i.
Before proving the statement, let’s establish some lemmas.
Lemma 10. Given a fibrewise linear bundle isomorphism dη : TX(NX) → TX M, and a map g :
N → TX M yieding a splitting TX M ∼= N˜X⊕ TX, there exists a diffeomorphism η˜ : NX → NX
such that dη ◦ d(η˜)−1 = g× id : TX(NX)→ TX M.
Proof. Notice that TX(NX) ∼= NX ⊕ TX canonically, so that we get an isomorphism g×
id : TX(NX) → TM. So we get an isomorphism (g× id)−1 ◦ dη : TX(NX) → TX(NX).
We can integrate this isomorphism to a diffeomorphism η˜ : NX → NX.
Let’s build η˜ explicitely as follows: start with a standard metric λ on NX (as in Lemma
5); consider the subbundle NX of TX(NX), and its image, the subbundle ` = (g× id)−1 ◦
dη(NX) ⊂ TX(NX). Consider the exponential map exp`λ : NNXX → NX. Since NNXX ∼=
NX canonically, let η˜ := exp`λ : NX → NX. 
Lemma 11. Let N(
⋃
i Xi) be a plumbing, with plumbing metric λ; let {gi : NXi → TXi M}i∈I
be a splitting compatible with the plumbing, as in Definition 6. Let η : N(
⋃
i Xi) → M be an
embedding as built in Proposition 4.1.
Assume moreover that, for some j, dNXi Xij(gj ◦Φ
j
ij) = id : TXij M→TXij M and that dXjη = gj ×
id : NXj × TXj → TXj M. Apply the construction of Lemma 10 to dXiη. Then the linearization
of the map η˜ along Xj is the identity: dXj η˜ = id.
Remark. Notice that we can freely use the notation dXj η˜ when η˜ : NXi → NXi, since Xj
has been identified with NXj Xi ⊂ NXi.
Proof. This is almost a tautology. By compatibility assumptions, dNXj Xij(gi ◦ Φiij) =
dNXi Xij(gj ◦ Φ
j
ij) : TXij M → TXij M. Let’s build η˜ as in Lemma 10, with respect to the
plumbing metric λ. Then the map (gi × id) ◦ dXiη : NXi → NXi along Xj has derivative
dXj(gi × id) ◦ dXj dXiη = dXi(gj × id) ◦ dXi dXjη = id : NXj NXi → NXj NXi
since: dXj(gi × id) = dXi(gj × id) by assumption on compatibility; dXj dXiη = dXi dXjη is
true for any η; and dXi(gj × id) ◦ dXi dXjη = id is the assumption on η. 
Lemma 12. The map η˜ in Lemma 11 can be extended to a map ˜˜η : N(
⋃
i Xi) → N(
⋃
i Xi) such
that ˜˜η|⋃i Xi = id, dη ◦ dXi( ˜˜η)−1 = gi × id and dXj ˜˜η = id for all Xj satisfying the hypotheses of
11.
Proof. We can do this by explicitly interpolating the map η˜ defined on a neighborhood
of Xi with the identity map. Just consider local coordinates on the plumbing: on NXI ,
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I = {k1, . . . , km}, we have coordinates (x, vk1 , . . . , vkm) where x ∈ XI , vk ∈ NXk|XI . Con-
sider the function η˜ : NXi → NXi defined on a neighborhood V of Xi on the plumbing.
Consider a bump function β(|vi|) (the norm of vi is relative to the plumbing metric λ)
and neighborhoods U1 ⊂ U2 ⊂ V of Xi such that β = 0 on U1 and β = 1 on the com-
plement of U2. Define ˜˜η : V → V as ˜˜η = (1 − β)η˜ + β · id. Such function extends to
˜˜η : N(
⋃
i Xi)→ N(
⋃
i Xi). As long as dXj η˜ = id, also dXj ˜˜η = id. 
Proof of Proposition 5.1. To begin, we can use Proposition 4.1 to construct a smooth embed-
ding, i.e. we get maps f i : NXi → M satisfying properties (i) and (iii) but not necessarily
(ii). From property (iii), this is the same as having an embedding f : N(
⋃
i Xi)→ M.
Now we’ll construct a map η : N(
⋃
i Xi)→ N(
⋃
i Xi) in such a way that the composition
F = f ◦ η will give the required rigid embedding F : N(⋃i Xi) → M. The idea is to build
η as a composition of functions η1, . . . , ηn that “straighten” f along each Xi.
Let’s start by applying Lemma 10 and Lemma 12 to the linear bundle isomorphisms
d f1 : T(NX1) → TX1 M and g1 × id : NX1 ⊕ TX1 → TM, to build a map ˜˜f1 : N(⋃i Xi) →
N(
⋃
i Xi) such that d f1 ◦ dX1 ˜˜f1 = g1 × id. Let η1 := ˜˜f1.
We can proceed by induction: let ηk : N(
⋃
i Xi) → N(
⋃
i Xi) be the function obtained
by applying Lemma 10 and Lemma 12 to dXk( f ◦ η1 . . . ◦ ηk−1). Such ηk has the property
that dXk( f ◦ η1 . . . ◦ ηk−1) ◦ dXkηk = gk × id. Moreover, since dXk−1( f ◦ η1 . . . ◦ ηk−1) =
dXk−1( f ◦ η1 . . . ◦ ηk−2) ◦ dXk−1ηk−1 = gk−1 ◦ id, by Lemma 11 we have that dXk−1ηk = id
and similarly dXiηk = id for all i ≤ k− 1.
Now consider F : N(
⋃
i Xi) → M given by F = f ◦ η1 ◦ . . . ◦ ηn. This function on the
plumbing restricts to functions Fi : NXi → M satisfying (i) and (iii). Let’s check that
they also satisfy (ii). By definition, dXk Fk = dXk fk ◦ dXkη1 ◦ . . . ◦ dXkηn. By construction,
dXkηi = id for all i ≥ k + 1. Therefore, dXk Fk = dXk fk ◦ dXkη1 ◦ . . . ◦ dXkηk = gk × id by
construction of ηk. 
Theorem 5.2. Let {Xi}i∈I be a finite set of transverse submanifolds. Given a splitting gi :
NXi → TM as in Definition 6, assume that gi|NXj Xi⊂NXi : NXj Xi → TXj ⊂ TM for all i, j.
One can find:
 plumbing data to build a plumbing N(⋃i Xi) compatible with the splitting;
 an embedding F : N(⋃i Xi)→ M such that dXi F = (gi, id) : T(NXi)→ TM.
Proof. This is done by induction in the following way: for any 1 ≤ k ≤ n, for all I such
that #I = n− k, we build a k-plumbing of {XI∪{i}}i/∈I in XI compatible with the induced
splittings gi|XI : NXi|XI → TXI M. For k = 1, let’s start by constructing a smooth plumbing
of
⋃
i Xi and embedding it in M. This induces a metric λ on M. Let ψ
I\{i}
I = expλNXI\{i}XI
for all i. These maps are then automatically compatible with the splitting.
For the inductive step, let’s assume that all {ψI′I }I′⊂I⊂I ,#I′≥n−k have been constructed
such that they are compatible with the restrictions of gi to NXI′XI for all I
′ ⊂ I ⊂ I , #I′ ≥
n − k. Pick J such that #J = n − k − 1, let’s construct plumbing data for ⋃#I=n−k,I⊃J XI
in XJ and an embedding νJ of such plumbing. A priori this data is not compatible with
the maps gi, so we will use the map νJ to construct maps Φ
J
I for #I = n− k, I ⊃ J such
that the new plumbing is compatible with the maps gi. On a neighborhood of XJ∪{i,j}, the
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condition
dXJ∪{j}dXJ∪{i}νJ
−1 ◦ dNXJ∪{j}XJ∪{i,j}(gi ◦Φ
J∪{i}
J∪{i,j}) =
dXJ∪{i}dXJ∪{j}νJ
−1 ◦ dNXJ∪{i}XJ∪{i,j}(gj ◦Φ
J∪{j}
J∪{i,j})
can be seen as a condition on dNXJ∪{i}XJ∪{i,j}Φ
J∪{j}
J∪{i,j}, given νJ , gi, gj,Φ
J∪{j}
J∪{i,j}. Therefore we
can fix any ΦJ∪{i}J∪{i,j} and then construct Φ
J∪{j}
J∪{i,j} which satisfies the requirement.
At this point we invoke Proposition 5.1 to build embeddings {ψJI}J⊂I⊂I such that
dXJ∪{i}ψ
J
J∪{i} = gi|NXJ XJ∪{i} ; this concludes the induction.
For k = n, this yields the n-plumbing; Proposition 5.1 then yields an embedding F :
N(
⋃
i Xi)→ M such that dXi F = (gi, id) : T(NXi)→ TM. 
6. SYMPLECTIC FORM ON PLUMBING
In a symplectic setting, we want a model of plumbing that carries a symplectic form
and can be symplectically embedded in M. As discussed before, a choice of connection
on a symplectic vector bundle yields a symplectic form in a neighborhood of the zero
section. Therefore, the natural way to induce a symplectic form on N(
⋃
i Xi) is to pick
connections {αi} on each NXi, then show that the induced symplectic forms ωαi on NXi
naturally agree inside N(
⋃
i Xi). This is not true for any arbitrary choice of connections.
This section shows how to pick the right connections {αi} on each NXi, in such a way
that the forms ωαi agree when gluing the normal bundles together.
Definition 7. A connection αi on NXi is compatible with the plumbing data when, for any I
such that i ∈ I, αi is the pushforward, by ΦiI , of a connection on NXi|XI , that is,
αi = (ΦiI)∗(αi|XI ).
In particular this implies that the curvature of αi vanishes in certain directions close to
XI .
To have full compatibility with the symplectic structure, we need one more definition:
Definition 8. If M is symplectic and Xi are symplectic submanifolds, a system of bundle isomor-
phisms is symplectic when the isomorphisms ΦJI are all isomorphisms of symplectic bundles.
A system of tubular neighborhoods is symplectic when, for all I such that #I ≥ 2, there exist
connections αI = ⊕i∈Iαi|XI such that ψI
′
I : (NXI′XI ,ωαI )→ (XI′ ,ωI′) is a symplectomorphism.
A connection αi on NXi is compatible with the symplectic plumbing data when αi is a
symplectic connection and αi = (ΦiI)∗(αi|XI ) for all I containing i.
Lemma 13. Let {Xi}i∈I , {ψI′I }, {ΦI
′
I } be the data of a plumbing as in Definition 4. Then there
exist connections {αi} on each NXi which are compatible with the plumbing. If the plumbing
data is symplectic as in Definition 8, then the connections can be chosen to be compatible with the
symplectic data.
Proof. Let’s first prove this for the non-symplectic plumbing. Let #I = n. The result is best
proved by induction on k, by building connections αI = ⊕i∈Iαi|XI on NXI for #I = n− k,
such that, for all J ⊃ I, αI = (ΦIJ)∗(αI |XJ ). For k = n− 1 this yields the result. For k = 0,
there is no compatibility restriction so any choice of αI is good.
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For the inductive step, assume αJ have been built for all J with #J > n− k. Let #I =
n− k and let αI = (ΦIJ)∗(αJ) on a neighborhood of XJ for #J = n− k + 1. This way we
have a well defined connection on a neighborhood of
⋃
#J=n−k+1 XJ ⊂ XI . We can use a
partition of unity to extend αI to all of XI .
If the plumbing is symplectic, the conditions coming from Definitions 4 and 8 imply
that the connections have already been built up to the level #J = 2. We can use the same
procedure described above to extend αi = (ΦiJ)∗(αJ) to a symplectic connection on all of
NXi. 
Once we have symplectic plumbing data and compatible connections, we can decorate
the plumbing with a symplectic form, thanks to the next lemma.
Lemma 14. Let ψX : (NX(X ∩ Y),ωαY |X∩Y) → (X,ωX), ψY : (NY(X ∩ Y),ωαX |X∩Y) →
(Y,ωY) be symplectic embeddings. If X ⊥ω Y, and if αX, αY are symplectic connections which
are compatible with the data as in Definition 7, the plumbing NM(X ∪ Y) inherits a natural
symplectic structure descending from (NX,ωαX), (NY,ωαY), (N(X ∩Y),ωαY |X∩Y⊕αX |X∩Y).
Proof. We need to check that ωαX and ωαY agree with respect to ∼, therefore inducing a
symplectic form on the quotient. Let’s consider the embedding ξX : NM(X ∩ Y) → NX
where NM(X ∩ Y) = NX(X ∩ Y) ⊕ NY(X ∩ Y) comes with the connection αˆX ⊕ αˆY and
the induced symplectic form. Then showing that ξ∗X(ωαX) = ωαˆX⊕αˆY is enough to prove
the statement. Recall that ρX, ρY indicate the fiberwise hamiltonian action on NX, NY
respectively (and the corresponding induced action on N(X ∩Y)).
We are looking for ξ∗X(ωαX) = ξ
∗
X(pi
∗(ωX) + ρXFαX +ωCk), to compare it to
ωαˆX⊕αˆY = pi
∗(ωX∩Y) + ρYFαˆX + ρXFαˆY +ωF
(here ωF is the symplectic structure on a fibre of N(X ∩Y)).
We already know that ψ∗X(ωX) = pi
∗(ωX∩Y) + ρYFαˆX +ω
h
C
from which we get ξ∗X(pi
∗
X(ωX)) = ψ
∗
X(ωX) = pi
∗(ωX∩Y) + ρYFαˆX + ωCh,X (here ωCh,X
is the symplectic form on the fibres of N(X ∩Y) in the direction of X).
Also it is easy to see that ξ∗X(ωC) = ωCk,Y (respectively the symplectic form on the
vertical fibres of NX and the symplectic form on the fibres of N(X ∩ Y) in the direction
orthogonal to X).
As for ξ∗X(ρXFαX), recall that it vanishes over NX,z(X ∩Y) by assumption, therefore
ρXFαX = ρXFαX |pi−1(X∩Y) ◦ pivert which also implies
ξ∗X(ρXFαX) = ρXFαˆY .
Therefore
ξ∗X(ωαX) = ξ
∗
X(pi
∗(ωX) + ρXFαX +ωCk) =
pi∗(ωX∩Y) + ρYFαˆX +ωCk,X + ρXFαˆY +ωCh,Y = ωαˆX⊕αˆY .
Where the very last equality uses the fact that X ⊥ω Y, therefore the symplectic structure
on a fibre of N(X ∩Y) is ωF = ωCk,X +ωCh,Y. 
Proposition 6.1. Let {ΦI′I ,ψI
′
I } be a set of symplectic plumbing data for {Xi}i∈I as in Definitions
4, 8. Let αi be a compatible connection on NXi for each i, as in Definition 7. Then, the plumbing
inherits a symplectic form ωI .
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Proof. Let’s construct the symplectic forms ωαi on each NXi. Following Lemma 14, ωαi =
ωαj on the plumbing (wherever they are defined). This means that all of the ωαi glue onto
a symplectic form ωI defined on the total space of the plumbing. 
At this point we have enough information to state the following theorem.
Theorem 6.2 (Neighborhood theorem for orthogonal submanifolds). Let {Xi}i∈I be a finite
set of symplectic submanifolds of (M,ω) with orthogonal intersections. Then there exist:
 symplectic plumbing data yielding a plumbing N(⋃i Xi);
 compatible symplectic connections which induce a symplectic form ωI on N(⋃i Xi);
 a neighborhood of ⋃i Xi in (M,ω) symplectomorphic to a neighborhood of ⋃i Xi inside of
(N(
⋃
i Xi),ωI) (such symplectomorphism is relative to
⋃
i Xi).
Just like we did for Propositions 4.2 and Theorem 5.2, we wish to prove this theorem
by induction. The main step in the induction is provided by the following proposition, a
symplectic analog of Lemma 4.1.
Proposition 6.3. Let {Xi}i∈I be a finite set of symplectic submanifolds of (M,ω)with orthogonal
intersections. Let {ψI′I }I′⊂I⊆I , {ΦI
′
I }I′⊂I⊆I ,#I′≥2 be (partial) symplectic plumbing data for {Xi}i.
Then there exist:
 maps ΦiI : NXI → NXi completing the data to that of a symplectic plumbing; compatible symplectic connections which induce a symplectic form ωI on the symplectic
plumbing;
 a symplectic embedding f : (N(⋃i Xi),ωI) → (M,ω), defined in a neighborhood of⋃
i Xi, such that F|Xi = id.
Proof. Notice that the symplectic form ω induces orthogonal splittings of the tangent bun-
dle along any Xi, i.e. we get standard maps gi : NXi → TM|Xi (defined as gi(v) = w
where pi(w) = v and w ⊥ω TXi). Since the plumbing data is symplectic, it follows that
the splitting obtained through the symplectic form must be compatible (as described in
Definition 6) with the partial plumbing data. There are many ways to extend the data by
choosing bundle isomorphisms {ΦiI}i,I extending the given ones. We want to extend in
such a way that the full plumbing data is compatible with the splitting {gi}i∈I . Because
the splitting is itself symplectic, the compatible bundle isomorphisms can be chosen to be
symplectic.
Now that the plumbing data is complete, we can choose compatible symplectic connec-
tions {αi}i∈I (as constructed in Lemma 13). The plumbing then inherits a symplectic form
ωI (see Proposition 6). We can invoke Proposition 5.1 to embed the plumbing in a rigid
way, i.e. we obtain a map F : N(
⋃
i Xi) → M such that F|Xi = id and dXi F = gi × id. This
equality on the derivatives insures that F∗(ω) = ωI along
⋃
i Xi (see Definition 1). We
can apply Lemma 1 to F∗(ω) and ωI on N(
⋃
i Xi) to get a map φ : N(
⋃
i Xi) → N(
⋃
i Xi)
such that φ|⋃i Xi = id and φ∗(F∗(ω)) = ωI .
Let f = F ◦ φ : N(⋃i Xi)→ M.

Proof of Theorem 6.2. As in Proposition 6.3, we’ll use the splitting maps gi : NXi → TXi M
given by the orthogonal splitting on TXi M
∼= TXi ⊕ TX⊥ωi .
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We proceed by induction: for any 1 ≤ k ≤ n one can build, for all I such that #I = n− k,
a symplectic k-plumbing of {XI∪{i}}i/∈I in XI , and then embed such plumbing symplec-
tically into XI . For k = 1, this is the usual symplectic neighborhood theorem, applied to
XI ⊂ XI\i. For k = n, this yields the symplectic n-plumbing; Proposition 6.3 then yields
a symplectic embedding F : N(
⋃
i Xi)→ M.
For the inductive step, assume that all {ψI′I }I′⊂I⊂I ,#I′≥n−k have been constructed as
symplectomorphisms with respect to αI′ = ⊕i∈I′αi. Similarly, assume that all bundle iso-
morphisms {ΦI′I }I′⊂I⊂I ,#I′≥n−k have been built compatibly. We can then use Proposition
6.3 to extend the system of bundle isomorphisms to {ΦI′I }I′⊂I⊂I ,#I′≥n−k−1 (compatible
with {gi}i). Proposition 6.3 also yields extensions of the connections, and corresponding
symplectic embeddings {ψI′I }I′⊂I⊂I ,#I′≥n−k−1.
This concludes the induction.

Corollary 6.1 (of Theorem 6.2). Let {Xi}i∈I be a finite family of orthogonal symplectic submani-
folds in (M,ω). Then there exist connections αi on NXi and symplectic neighborhood embeddings
φi : (NXi,ωαi)→ (M,ω)
which are pairwise compatible. This means that there are symplectic neighborhood embeddings
φij : (NXij,ωαi+αj)→ (M,ω)
which factor as φij = φi ◦ ξ iij = φj ◦ ξ jij, where ξ iij : NXij ∼= NXi ⊕ NXj → NXi and ξ jij :
NXij ∼= NXi ⊕ NXj → NXj are bundle isomorphisms.
Proof. This is just a rephrasing of Theorem 6.2: the functions φi are the restriction of ϕ :
(NM(
⋃
i Xi),ωI)→ (M,ω) to each NXi ⊂ NM(
⋃
i Xi). The compatibility follows from the
fact that such φi glue to a function on the plumbing. In particular one can construct φij :=
φi ◦ (ψiij)∗ where (ψiij)∗ is defined in the previous discussion as a bundle isomorphism. So
just let ξ iij := (ψ
i
ij)∗, ξ
j
ij := (ψ
j
ij)∗. 
7. G-EQUIVARIANT FORMULATION
In this section we assume that a compact Lie group G acts on M; we will show that the
plumbing construction can be carried out equivariantly. Moreover, if (M,ω) is symplectic
and G acts by symplectomorphisms (not necessarily hamiltonian), we will show that the
symplectic construction can also be carried out equivariantly.
7.1. The case of one submanifold. First of all let’s review what happens in the standard
case of one submanifold X ⊂ M.
Theorem 7.1 (G-equivariant tubular neighborhood). Let X ⊂ M be a submanifold preserved
by the G-action. Consider the linearized action G  NX. There is a G-equivariant diffeomorphism
φ : NX → M, defined close to the 0-section.
Proof. Follow the proof of Lemma 1. Usually, one would consider any metric λ and con-
struct the corresponding exponential map. For the exponential map to be G-equivariant
we need a G-invariant metric. To construct one, take any metric λ and consider λ˜(v, w) =∫
G λ(g · v, g · w)dg where dg is given by any measure on the group G, invariant by left
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translation (e.g. it can be the Haar measure). Let’s check that λ˜ is G-invariant: λ˜(h · v), h ·
w) =
∫
G λ(h · g · v), h · g ·w)dν =
∫
G λ(g · v, g ·w)dg = λ˜(v, w). Let’s check that the corre-
spondent exponential map is then G-equivariant: the key is that if λ˜ is G-invariant, then
G maps geodesics to geodesics. For x ∈ X, v ∈ NxX, the point exp(g · x, g · v) is given by
flowing along a geodesic starting from g · x in the direction of g · v for time |g · v| = |v|,
which is the same as taking the geodesic at x in the direction of v, then traslating it by the
element g. Therefore, exp(g · x, g · v) = g · exp(x, v). 
Let’s also consider the symplectic case:
Theorem 7.2 (G-equivariant symplectic tubular neighborhood). Let X ⊂ (M,ω) be a sym-
plectic submanifold preserved by a symplectic G-action. Consider the linearized action G  NX.
There is a G-equivariant symplectomorphism φ : NX → M, defined close to the 0-section. The
derivative of φ along X is the identity.
For which we need the following theorem.
Theorem 7.3 (G-equivariant symplectic neighborhood theorem). Given a compact Lie group
G acting hamiltonially on the symplectic manifolds Y, X1, X2, and given equivariant symplectic
embeddings ι1 : Y → X1, ι2 : Y → X2 plus a G-equivariant isomorphism φ : NX1Y → NX2Y of
symplectic normal bundles, there exists a G-equivariant symplectomorphism ϕ : X1 → X2 close
to Y such that
ϕ ◦ ι1 = ι2 and dι1(Y)ϕ = φ.
The proof of Theorem 7.3 is mostly based on Moser’s argument:
Lemma 15 (Equivariant Moser’s argument). Let ω0,ω1 be symplectic forms on X, connected
by a path of symplectic forms of fixed deRham class. Let there be an action G  X, hamiltonian
with respect to both symplectic forms (and all along the path). Assume that there exists a smooth
family {σt}t∈[0,1] of 1-forms such that ∂∂tωt = σt, and each σt is G-equivariant. Then there exists
a G-equivariant ψ : X → X such that ψ∗(ω1) = ω0.
Proof. Follow the standard proof of Moser’s argument (for the non-equivariant case) and
notice that since all ωt,σt are G-equivariant then so is the vector field Xt generating ωt,
and similarly so is the flow of Xt and so is ψ. 
Proof of Theorem 7.3. Recall that if G  X1 and Y is a G-invariant embedding, then there is
an induced action
G  NY s.t. g(y, v) = (g · y, Dyg(v)).
Find a G-invariant metric on X1, by averaging just like in the proof of Theorem 7.1. The
corresponding exponential map exp1 : NY → X1 is then G-equivariant.
Now assume that φ : NX1Y → NX2Y is equivariant, i.e. it satisfies
g(y, φy(v)) = (y, Dyg2(φy(v))) = (y, Dyg1(v))∀g ∈ G, (y, v) ∈ NX1Y
where g1, g2 indicate the action of g on X1, X2.
Consider ϕ˜ = exp2 ◦ φ ◦ exp−11 : X1 → X2 which is an equivariant diffeomorphism and
a symplectomorphism because all three maps are. Then ω1 and ϕ˜∗(ω2) are two symplectic
forms agreeing along Y. We can thus construct a 1-form σ such that dσ = ω1 − ϕ˜∗(ω2)
as in 1. Observe that such σ is G-equivariant, therefore we can apply Lemma 15 to find
ψ : X1 → X1 such that ψ∗ ϕ˜∗(ω2) = ω1 so ϕ = ϕ˜ ◦ ψ is the map we need. 
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Now we can prove Theorem 7.2.
Proof of Theorem 7.2. First of all we need a G-invariant metric λ˜ which is compatible with
ω at all points of X. As before (see Theorem 7.1), we can construct λ˜ by first considering
any metric λ compatible with ω, then averaging: λ˜(v, w) =
∫
G λ(g · v, g · w)dg. Because
G acts symplectically, λ˜ is still compatible with ω. Then the exponential map exp : NX →
M is equivariant and exp∗(ω) = ω along X. Consider any connection α on NX and
the induced symplectic form ωα. Since exp∗(ω) = ωα along X, we are in the setup of
Theorem 7.3 and we can find a G-equivariant symplectomorphism φ : NX → NX such
that φ∗(exp∗(ω)) = ωα. Then exp ◦ φ : NX → M is as desired. 
7.2. Equivariant plumbing. In the presence of a G action on M preserving the Xi, we can
construct the plumbing in such a way that it inherits a G action.
Proposition 7.4 (Equivariant plumbing). Let G be a compact Lie group acting on M. Let
{Xi}i∈I be a finite collection of transverse, G-invariant submanifolds. Then there exist:
 a system of equivariant tubular neighborhoods ψI′I : NXI′XI → XI′ for I ⊂ I′;
 a system of equivariant bundle isomorphisms ΦI′I : NXI′XI → XI′ for I ⊂ I′; a natural G-action on the corresponding plumbing;
 a G-equivariant embedding φ : N(⋃i Xi)→ M.
Let’s first prove a lemma.
Lemma 16. Assume the data of equivariant tubular neighborhoods ψI
′
I : NXI′XI → XI′ for I′ ⊂ I
(as in Definition 4). Then there exist equivariant bundle isomorphisms ΦI
′
I : NXI′XI → XI′ for
I ⊂ I′ such that the corresponding plumbing naturally inherits a G-action.
Proof. Consider the G-action on NXij obtained by linearizing the one on M: g · (x, v, w) =
(gx, Dxg(v), Dxg(w)). Then when we construct bundle isomorphisms ΦI
′
I : NXI′XI → XI′
for I ⊂ I′ we can ask that they are isomorphisms of G-bundles.
Consider the plumbing of
⋃
i Xi given by such Gi-invariant plumbing data. We can
check that the G-actions on NXi for all i now descend to a G-action on the plumbing. The
bundle mapΦiij : NXij → NXi is fiberwise equivariant. In fact, it is an equivariant map of
G-spaces, since: Φiij(z, vj, vi) = (ψ
i
ij(z, vj), v˜i) and we are assuming that ψ
i
ij is equivariant.
The fact that Φiij is equivariant means that the G action on NXi and NXj agree on the
plumbing. This is true for all i, j, therefore the plumbing itself inherits a G action. 
Proof of Proposition 7.4. All we need to do is go through the proof of Theorem 4.2 and
check that the arguments can be used in the G-equivariant case. Given equivariant data,
we can build the equivariant plumbing as explained in the previous lemma.
Now let’s go through the steps of Proposition 4.1 to see what happens. Recall that we
need a choice of metric on the plumbing. In the equivariant setting, such metric has to
be invariant. This isn’t a problem since one can check that averaging λ along G doesn’t
change the required properties (in particular, if all Xi’s are geodesic and orthogonal with
respect to λ, they still are with respect to λ˜ because G preserves all the strata).
In the rest of the proof of Proposition 4.1, we can ask that the bundle map g : NXk+1 ↪→
TM be G-equivariant. This is enough to ensure everything is equivariant, therefore the
map F : N(
⋃
i Xi)→ M is also equivariant. 
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An analog of Theorem 5.2 is the following.
Proposition 7.5. Let {Xi}i∈I be a finite set of transverse submanifolds of M. Let G act on M
and assume each Xi to be invariant under G. Given an equivariant splitting gi : NXi → TM as
in Definition 6, assume that gi|NXj Xi⊂NXi : NXj Xi → TXj ⊂ TM for all i, j. One can find:
 plumbing data to build an equivariant plumbing N(⋃i Xi) compatible with the splitting;
 an equivariant embedding F : N(⋃i Xi) → M such that dXi F = (gi, id) : T(NXi) →
TM.
Proof. We just need to check that each step of the proof of Theorem 5.2 can be done equiv-
ariantly. Notice that, when constructing a plumbing compatible with the gi’s, since each
gi is equivariant we can easily impose that ΦI
′
I also is.
At this point, we need to show that the function F produced by Proposition 5.1 is equi-
variant whenever all the input data (embedding and splitting and choice of smooth em-
bedding) is. It’s easy to see that both the map η˜ from Lemma 10 and ˜˜η from Lemma 12
are equivariant in this setup. Therefore F is a composition of equivariant maps, hence it
is equivariant. 
7.3. Equivariant symplectic neighborhood of multiple submanifolds. We finally get to
the equivariant version of Theorem 6.2.
First we need the equivariant version of Lemma 1.
Lemma 17. Let ω1,ω2 be symplectic forms on M that agree along a collection of transversely
intersecting symplectic submanifolds Xi. Let there be an action G  M preserving each Xi. Then
there exist open neighborhoods U ,V of ⋃i Xi and a G-equivariant symplectomorphism φ : U → V
such that
φ|⋃i Xi = id and φ∗(ω2) = ω1
Proof. Follow the proof of the non-equivariant case (Lemma 1), but observe that at each
step of the induction the construction of σk is based on a choice of exponential map. As
in the proof of Theorem 7.3, we construct (by averaging) a G-equivariant metric g. There-
fore the corresponding map expk is g-equivariant, therefore so is the map φt for any t,
therefore so is σt for any t, therefore so is σk. This means all the ω(k) are G-equivariant
(meaning that G acts symplectically with respect to each ω(k)), and all functions fk are
also G-equivariant. So in the end, φ is equivariant. 
Finally we are able to construct an equivariant symplectic plumbing, and equivariantly
embed it into (M,ω).
Theorem 7.6 (Equivariant symplectic plumbing). Let G be a compact Lie group acting on
(M,ω) via symplectomorphisms. Let {Xi}i∈I be a finite collection of orthogonal, G-invariant
submanifolds. Then there exist:
 equivariant symplectic plumbing data {ψI′I ,ΦI
′
I }I′⊂I⊂I ; a natural symplectic G-action on the plumbing;
 a G-equivariant symplectic embedding φ : N(⋃i Xi)→ M.
Proof. We need to merge Proposition 7.4 and Theorem 6.2.
Consider the splitting gi : NXi → TXi M given by ω. Since G acts by symplectomor-
phisms, each gi must be equivariant. This means we can use Proposition 7.5 instead of
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Proposition 5.2 in the proof of Theorem 6.2. Similarly, we can substitute Lemma 1 with
Lemma 17. When the data is equivariant, Lemma 6.1 can produce a symplectic form ωI
on the plumbing which is G-invariant: just choose each connection αi to be G-equivariant
on the G-bundle NXi. After these modifications, the proof of Theorem 6.2 will hold in the
equivariant case! 
APPENDIX A. A FEW WORDS ON POSITIVE INTERSECTION
What happens if the Xi that we consider are transverse symplectic submanifolds of
(M,ω), but the intersection is not orthogonal?
A nice formulation as in Corollary 6.1 is not possible, as it implies the orthogonality of
the collection. Lemma 1 still holds, therefore the symplectic form on a neighborhood of⋃
i Xi in M is fully determined by the restriction of the symplectic form to
⋃
i Xi. On the
other hand, there isn’t a clear model for the form close to
⋃
i Xi.
We could try to create a plumbing N(
⋃
i Xi) and build an ad hoc symplectic form ωI
such that ωI(v, w) = ω(v, w) for v, w ∈ ⋃i T(Xi). A sketch of how to do it would be as
follows:
 Construct the plumbing; produce a symplectic form on the plumbing as in Propo-
sition 6.1, so that the intersection of the submanifolds is orthogonal;
 Close to the intersection of Xi, Xj, define a new form such that the angle between
Xi, Xj is as wanted;
 Interpolate the forms to obtain a symplectic form on the whole plumbing.
As it turns out, the interpolation is not a very easy task (as usual, when interpolating
two symplectic forms, we need to worry about nondegeneracy). In particular, the sug-
gested strategy fails unless one makes some assumptions.
The following definition of positivity is borrowed from [McL12], and it is a generaliza-
tion of the definition for the intersection at a point:
Definition 9. Let I = I1
⊔
I2 ⊆ I (where ⊔ indicates a disjoint union); then TM|XI ∼= TXI ⊕
N1 ⊕ N2, where Ni represents the symplectic normal bundle of XI in XIi . Each bundle TXI , N1,
N2, TM has an orientation induced by ω.
The intersection of {Xi}i∈I is positive if, for all I, I1, I2 as above, the orientation induced by ω
on TM agrees with the induced orientation on TXI ⊕ N1 ⊕ N2.
Under this condition, one could try to define a symplectic plumbing to get an analog of
Theorem 6.2 for positive intersection. This doesn’t seem interesting to pursue, since the
most desirable local model is the one that only exists for orthogonal submanifolds.
The following result is attainable through interpolation of symplectic forms on a plumb-
ing. It has been proved in [TMZ14a]. Alsternatively, Lemma 5.3 of [McL12] also can be
used to show the following.
Proposition A.1. If a collection of symplectic submanifolds intersect positively, then there is a
symplectic isotopy, supported close to the intersection, deforming the symplectic submanifolds
into orthogonally intersecting submanifolds. In particular, the isotopy preserves positivity of in-
tersections at all times.
The original paper [TMZ14b] also proves the following Theorem, which we can now
interpret as a consequence of Theorem 6.2 and Proposition A.1:
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Theorem A.2. Given a family {Xi}i∈I of symplectic submanifolds with positive intersection, ω
can be deformed in a neighborhood of
⋃
i Xi in such a way that a neighborhood of
⋃
i Xi becomes
symplectomorphic to NM(
⋃
i Xi).
Remark. The result discussed in this Appendix is not a result connected to the flexibility
of symplectic forms: a metric could also be deformed close to an intersection to assume a
standard model. On the other hand, Theorem 6.2 is a result of the flexibility of symplectic
forms.
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