Simulation of Quantum Many-Body Systems on Amazon Cloud by Reyes, Justin A. et al.
Simulation of Quantum Many-Body Systems on Amazon Cloud
Justin A. Reyes, Eduardo R. Mucciolo
Department of Physics
and
Dan C. Marinescu
Department of Computer Science
Email: jreyesucf@knights.ucf.edu, mucciolo@physics.ucf.edu, dcm@cs.ucf.edu
University of Central Florida, Orlando, FL 32816, USA
August 26, 2019
Abstract
Quantum many-body systems (QMBs) are some of
the most challenging physical systems to simulate
numerically. Methods involving tensor networks
(TNs) have proven to be viable alternatives to al-
gorithms such as quantum Monte Carlo or simu-
lated annealing, but have been applicable only for
systems of either small size or simple geometry due
to the NP-hardness of TN contraction. In this paper,
we present a heuristic improvement of TN contrac-
tion that reduces the computing time, the amount of
memory, and the communication time. We demon-
strate our heuristic with the Ising model on power-
ful memory optimized Amazon Web Services (AWS)
x1.32x large EC2 instances, showing the viability of
cloud computing for scientific applications.
1 Introduction and Motivation
Quantum many-body (QMB) physics is concerned
with the study of microscopic systems involving a
large number of interacting particles [1]. Studies
of QMB have applicability across a wide range of
physics, chemistry, and material science problems
[2, 3, 4], such as the study of magnetism, supercon-
ductivity, topological order, and spin glasses [5, 6].
Several tensor network algorithms have been for-
mulated to implement computer simulation of these
systems [5, 7, 8, 9, 10, 11, 12], but so far such simu-
lations have been limited to systems of modest size
and particular geometries due to the computational
hardness of the tensor contraction [13, 14]. Approx-
imate methods to overcome these limitations have
been proposed, for instance, by simplifying the ten-
sor environment thus, avoiding a full contraction
[15, 16, 17, 18]. However, often the focus of the
literature has been on infinite, translation-invariant
systems and no particular attention has been paid
to adapt the methodology to distributed computing.
In this paper, we investigate a QMB spin system
and explore the limitations of a cloud computing en-
vironment using on a heuristic for parallel TN con-
tractions without approximations. For this study we
use the Amazon Web Services (AWS) Elastic Com-
pute Cloud (EC2) instances.
Tensors are multi-indexed data structures that can
be viewed as multi-dimensional arrays. The order of
a tensor is defined by the number of indices needed
to specify a tensor element. For instance, scalars are
tensor of zero order, while vectors and matrices are
tensors of order one and two, respectively. A tensor
network (TN) is a decomposition of a high-order ten-
sor into a set of low-order tensors which share indices
under a specified geometry. To extract information
from a TN, it is necessary to perform a summation
over all shared indices, a procedure termed tensor
contraction.
TNs are now ubiquitous in QMB simulations be-
cause they provide a systematic way to represent
and approximate quantum wave functions. These
wave functions can have exponentially many com-
ponents. For instance, the Hilbert space of a QMB
system of N interacting spin-1/2 particles (each be-
ing a two-state subsystem) has dimension 2N on the
spin sector. A tensor representation for such a sys-
tem requires a tensor of order N where each index
represents a spin in the lattice. A more compact
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and often more efficient representation is obtained
by decomposing this high-order tensor into a TN,
where shared tensor indices are representative of the
entanglement between particles generated by their
interactions.
Even though the Hilbert space of a QMB system
grows exponentially with the number of degrees of
freedom, it is also often the case that only a small re-
gion of that space contains useful information about
the state of the system [19]. This is particularly
the case for systems containing local interactions
and whose ground-state energy has a gap separat-
ing it from excited states; this gap does not scale
with system size. Thus, to find the ground state
of such gapped systems involving local interactions,
only a small region of the Hilbert space needs to be
included in the system’s ground state wave function.
This phenomenon is captured by how the amount of
entanglement between one subsystem and another
scales with their sizes. If the entanglement entropy
scales only with the size of the boundary separating
the two subsystems, the so-called “area law” [20],
an efficient TN representation of the ground state is
possible, with tensors being polynomially bounded.
In some cases, particularly near critical points of
QMB systems, the entanglement scales with the vol-
ume of the smallest subsystem. In these cases, a
TN is known to require an exponential number of
resources for an accurate representation of the wave
function.
To advance the study of QMB systems, even
away from critical points, it is necessary to opti-
mize TN contractions. The optimization of TN
contractions is a currently extensive area of study
[21, 22, 23, 24, 4, 25]. Of particular importance, it
is noted that the order of summations taken is crit-
ical to the determination of the computational time
necessary for a contraction. Orus demonstrates the
importance of this by comparing two different order-
ings for the contraction of three tensors, each with
indices taking D values [26]. Finding an optimal
order is NP-hard problem [27]. Equally important,
as we will show in this paper, is the partitioning of
the system into various independent parallel contrac-
tions.
The development of new processors such as the
Tensor Processing Units (TPU) and the creation
of libraries such as the Cyclops Tensor Framework
(CTF) [28] provides minimal help in the advance-
ment of QMB simulations. TPUs are optimized
for matrix-matrix operations, but do not accommo-
date the exponential growth of tensors throughout
the contraction. The partitioning of tensor across
multiple processors in CTF is too general, failing to
take advantage of the geometry of a physical system.
What is needed for efficient contraction without ap-
proximation is a set of processors with a large cache
and physical memory and a partitioning of the TN
across processors in a systematic and geometrically
advantageous way. We focus our attention on imple-
menting parallel geometric TN partitioning on AWS
EC2 instances with large memories.
This paper is organized as follows: In Sec. 2, we
discuss progresses in cloud services that have moti-
vated their use for the simulation of QMB systems.
In Sec. 3, we describe the QMB system model used
for the numerical calculations. In Sec. 4, we ex-
amine the computational difficulties involved in the
contraction of a TN representing a many-body spin
lattice system and present a heuristic for parallel
contraction. In Sec. 5, we compare various algo-
rithms for the contraction of TNs of the spin system,
and in Sec. 6 we present the performance analysis of
our algorithm on the specific EC2 x1e instance type,
along with some benchmark results for the spin sys-
tem. The conclusions are given in Sec. 7.
2 Cloud QMB Simulation
The largest QMB simulation problems solved in re-
cent years have typically been relegated to super-
computers. For instance, a group from ETH Zurich
was able to perform a 45-qubit simulation using a
supercomputer at the Lawrence Berkeley National
Laboratory [29]. However, cloud computation has
made significant advances recently, making it a vi-
able cost-effective alternative for QMB simulations.
The cloud computing infrastructure is designed
to perform optimally for Big Data, online trans-
action processing, and data streaming applications.
Such applications exploit data-level, task-level, and
thread-level parallelism. The Warehouse scale com-
puters (WSCs), which serve as the backbone of the
cloud infrastructure, host tens to hundreds of thou-
sands processors communicating through networks
with sufficient bandwidth but also with a relatively
high latency. This infrastructure is advantageous for
the enterprise cloud applications, but the communi-
cation latency significantly affects the performance
of applications in science and engineering. Proce-
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dures such as Remote Procedure Calls (RPCs), seri-
alization, deserialization, and compression of buffers
account for 22–27% of the CPU cycles. This is an
unavoidable “WSC architecture tax“ [30, 31]
QMB applications typically exhibit fine grained
parallelism, deploying many parallel threads commu-
nicating frequently with each other, and using bar-
rier synchronization to transit from one stage of com-
putation to the next. Because of the communication
latency of current cloud services, scientific applica-
tions are commonly performed on supercomputers
with fast interconnection networks such as Mirinet,
Infiniband, or some custom designed network.
In recent years, Cloud Service Providers (CSPs)
have narrowed the performance gap vis-a-vis super-
computers. Clusters with faster interconnects are
now offered. Instances with physical memory on
the order of hundreds of GiB are being provided.
Faster processors and coprocessors are being devel-
oped in new instance types. For example, Amazon
provides Graphics Processing Units (GPUs), opti-
mal for linear algebra operations, while Google has
pioneered the Domain Specific Architectures (DSAs)
with the creation and provision of Tensor Processing
Units (TPUs), which are optimal for the many small
matrix-matrix operations needed in deep learning
applications. However, the challenge of managing
high order tensor contractions in QMB applications
is still very much present. Both the number of opera-
tions and the memory footprint involved in the com-
putation grow exponentially with the system size.
Our approach for the implementation of QMB
simulation on AWS instances includes selecting the
instances providing the largest storage, allowing con-
tractions to be carried out concurrently, and reduc-
ing the amount of communication between parallel
threads. We avoid distributing a single tensor across
multiple threads and choosing instead to distribute
groups of tensors according to the geometry of the
system considered.
3 The QMB model system
For the numerical computations, we adopt the spin-
1/2 Ising model in the presense of a transverse field
as our QMB system. The Ising model is used in sta-
tistical mechanics to describe magnetic lattice sys-
tems with strong anisotropy [36]. Recently, it has
been used as a paradigm for the study of quantum
phase transitions [37]. The model consists of discrete
variables Szi that represent magnetic dipole moments
of atomic spins that can be in one of two states (+1)
or (−1). The spins are arranged in a lattice, allow-
ing each spin to interact with its nearest neighbors
(spin-spin interaction). For spatial dimensions larger
than one, the model has a finite-temperature phase
transition and critical behavior.
When a transverse magnetic field is present, the
model yields a zero-temperature phase transition
(i.e., a quantum phase transition) driven by the com-
petition between the spin-spin interaction, which fa-
vors ferromagnetism (if J > 0) or antiferromag-
netism (if J < 0), and the external field, which favors
paramagnetism. In this paper, we consider the case
where the spins are located on a rectangular lattice.
Mathematically, the model is defined by the Hamil-
tonian (total energy) of the system,
Hˆ = HˆJ + HˆΓ, (1)
with the two terms
HˆJ = −J
∑
〈i,j〉
Sˆzi Sˆ
z
j (2)
and
HˆΓ = −Γ
∑
i
Sˆxi (3)
describing, respectively, the spin-spin interactions
between nearest-neighbor sites and the coupling of
the spins to a transverse field (here denoted by Γ).
The constant J quantifies the spin-spin interaction.
Different components of the on-site spin operator do
not commute, namely, Sˆzi Sˆ
x
i 6= Sˆxi Sˆzi , lending the
two terms in the Hamiltonian non commuting. It
is this noncommutability that yields quantum criti-
cal behavior and entangled many-body states for the
spin system. At zero temperature, one finds a criti-
cal point when Γ ≈ 3J [38]. At this point, the spins
in the system are highly entangled.
The ground state energy E0 corresponds to the
lowest eigenvalue of the operation Hˆ. All other
eigenvalues are associated to excited states.
The vector describing the wave function of the sys-
tem can be written as
|Ψ〉 =
∑
{σk}
A({σk}) |σ1 · · ·σN 〉 , (4)
where σk = ±1, with k = 1, . . . , N indicating the
N spin degrees of freedom. The connection be-
tween these variables and conventional binary ones
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is straightforward: xk = (σk + 1)/2. Notice that
there are 2N basis vectors |σ1 · · ·σN 〉. The ampli-
tudes A({σk}) are in general complex numbers; how-
ever, for the model in consideration they can always
be defined as real. The eigenvector |Ψ0〉 associate
to E0 yields the ground state wave function of the
system, namely, Hˆ|Ψ0〉 = E0|Ψ0〉. (In the absence
of the external field, the ground state is two-fold de-
generate due to the spin inversion symmetry of HˆJ .)
An important quantity associate to the state vec-
tor is its norm,
〈Ψ|Ψ〉 =
∑
{σk}
A∗({σk})A({σk}). (5)
There are also a number of physical quantities of
importance that can be obtained from the state vec-
tor. The expectation value of the total energy of the
system is defined as
E =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 . (6)
The local transverse and longitudinal magnetiza-
tions of the system at site k are given by
mxk =
〈Ψ|Sˆxk |Ψ〉
〈Ψ|Ψ〉 (7)
and
mzk =
〈Ψ|Sˆzk |Ψ〉
〈Ψ|Ψ〉 , (8)
respectively. Finally, the longitudinal spin-spin cor-
relation between spins at sites i and j is equal to
cij =
〈Ψ|Sˆzi Sˆzi |Ψ〉
〈Ψ|Ψ〉 −
〈Ψ|Sˆzi |Ψ〉〈Ψ|Sˆzj |Ψ〉
〈Ψ|Ψ〉2 . (9)
By representing the amplitudes A({σk}) as a ten-
sor network, all the physical quantities above can be
computed via suitable tensor network contractions.
4 Tensor Network Contraction
As previously mentioned, a TN is a decomposition
of a high-order tensor into a set of low-order ten-
sors sharing internal indices under a specific geome-
try. Consider, for instance, a tensor with index set
{xi}k=1,...,N , with xk = 0, 1 for all k = 1, . . . , N ,
whose elements are expressed as [A]x1,x2,...,xN . This
tensor has 2N elements thus require an exponential
amount of storaga memtory. A possible decomposi-
tion of this tensor is given by the expression
[A]x1,x2...xN =
∑
α1,...,αN
[A1]
α1
x1
[A2]
α1α2
x2
· · · [AN ]αN−1αNxN ,
(10)
where {αk}k=1,...,N , are the internal (repeated) in-
dices of the network, with each index αk = 1, . . . , χi
for a suitable χk (often referred as bond dimen-
sion). This particular chain decomposition is known
as a matrix product state (MPS) [35], see Fig. 1a.
An MPS is obtained by repeated applications of
singular-value decomposition operations on the orig-
inal tensor A. Notice that each index xi now resides
on an individual tensor Ai of order two (for k = 1, N)
or three (k = 2, . . . , N − 1). If χk ∼ poly(N), Equa-
tion (10) provides a compact decomposition of ten-
sor A, requiring only a polynomial amount of storage
space.
A matrix product state is not the only possible de-
composition of a tensor. Consider, for instance, the
case when N = NhNw. One can then decompose
the tensor A into a Nw ×Nh rectangular lattice, see
Fig. 1b. As mentioned in Sec. 1, for representa-
tive classes of QMB systems, it is indeed the case
that bond dimensions are polynomially bounded,
and the tensor network decomposition of a ground-
state wave function provides a compact representa-
tion when performed appropriately. The most suit-
able decomposition minimizes the bond dimensions
χk and is determined by the interactions present and
the system geometry. For instance, the decomposi-
tion in Fig. 1b is particularly useful for the repre-
sentation of the quantum amplitude A({σk}) of the
Ising model wave function, see Eq. (4), as each ten-
sor in the lattice can be associated to one physical
spin.
To contract a tensor decomposed into a network,
it is necessary to perform a summation over all the
internal (repeated) indices in the network. Tensor
contraction can be done in different ways depend-
ing upon a number of factors including the network
topology.
By virtue of our choice of QMB system, in this
paper we consider only planar, rectangular TNs, as
shown in the example of Fig. 1b. In addition, we
focus on the computation of scalar quantities such
as those defined in Eqs. (5) to (9), which can be
cast as the contraction of two planar TNs (one for
A∗ and another for A) into a single planar TN with
no external indices. Thus, the computation of phys-
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Figure 1: (a) The matrix-product state decomposition of a tensor A of order N . (b) The rectangular lattice
decomposition of a tensor A of order N = NhNw.
ical quantities requires only the sum over all internal
indices of a planar TN.
More specifically, consider a square lattice of ten-
sors with size L×L. The tensors on the four corners
of the lattice are of order two, those along the edge
are of order three, and those within the bulk are
of order four. In practice, the full contraction of a
TN occurs by contracting tensors pairwise and se-
quentially. The number of tensor elements (we call
dimension), an important quantity for determining
memory requirements, evolve as follows. Consider
the contraction of two tensors, A1 and A2, with di-
mensions d(A1) and d(A2), respectively, into a ten-
sor B. The dimension d(B) of the resulting tensor
satisfies
d(B) =
d(A1) ∗ d(A2)
d(x)
, (11)
where x is the set of shared index between A1 and
A2. Thus, the tensor dimension can increase sub-
stantially after a pairwise contraction. For every full
TN contraction there exists a bottleneck contraction,
after which every tensor pair contraction no longer
increases the memory footprint. It is our desire to
minimize the size of this bottleneck, which in turn
optimizes the memory requirements and the num-
ber of floating point operations (FLOPs) necessary
to perform the computation.
Naively, we could consider simply contracting the
square lattice along the rows from one edge to the
other. Assuming the dimension of each initial index
was χ, this would leave a chain of tensors each hav-
ing χL elements, which could then be contracted as
an MPS. However, this is not the only option. If
instead we define four quadrants for the lattice and
contract from each edge to the midpoint of the lat-
tice, we end with a ring of tensors each having χL/2
elements, which can then be fully contracted as an
MPS. Another option yet is to contract from the edge
somewhere between these two previous approaches,
ending up with at least one tensor in the final ring
with more than χL/2 elements. Thus, as mentioned
earlier, the order of the contraction matters.
In addition to selecting an appropriate contraction
order, we partition the lattice for parallel computa-
tion according to both the geometry of the lattice
and contraction order. Figure 2 demonstrates this
for both of the previously discussed contraction or-
ders. Notice that the partitioning of the quadrant
scheme allows for the fewest number of messages be-
tween processes.
Our choice of contraction ordering and geometry-
specific partitioning can be extended to multiple ge-
ometries. The heuristic is as follows: given a TN ge-
ometry, select the order which minimizes the bottle-
neck contraction size and partition the lattice around
the ring of tensors for parallel computation with min-
imal communication. In Sec. 6, we compare these
parallel contractions to the contraction of square lat-
tice where individual tensors are cyclically paral-
lelized, in contrast to our parallelization of groups
of tensors within the lattice.
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Figure 2: A graphical representation of the row (top)
and quadrant (bottom) contraction algorithms for a
square lattice with uniform bond dimension.
5 QMB Ground State Computa-
tion
In this section we discuss a few of the fundamen-
tal concepts behind the determination of the ground
state of a QMB systems using TNs.
A particularly important family of TN states are
projected entangled pair states (PEPS) [11]. In con-
trast to the one-dimensional nature of MPS, PEPS
correspond to higher dimensional tensor networks,
e.g., two-dimensional TNs [7, 15, 17, 18, 33, 34]. For
gapped systems with local interactions, PEPS is par-
ticulaly suitable since: (a) bond dimensions of ten-
sors in the TN – the range χ of which the indexes
run – can be kept small and yet provide an accu-
rate description of low-energy states; PEPS natu-
rally satisfy the area-law scaling of the entanglement
entropy; and (d) PEPS can handle reasonably well
two-point correlation functions that decay polyno-
mially with the separation distance.
Following the scheme shown in Fig. 1b, for our
simulations we associate to each spin in the bulk
of the two-dimensional lattice a tensor of rank 5.
Four indices of this tensor account for the bonds
to nearest-neighbor spins. The fifth index accounts
for the binary nature of the spin variable. For
spins located at the edges and corners of the lattice,
only three and two bonds are required, respectively.
When all bond (internal) indices are contracted, the
resulting scalar quantity yields the probability am-
plitude A({σk}) of finding the spin system in the
particular basis state {σk}, k = 1, ..., N,, see Eq.
(4).
A standard algorithm for the determination of
the ground state energy of a PEPS is the imag-
inary time evolution (ITE) algorithm. This al-
gorithm is defined by the iterative application of
an incremental imaginary time evolution operator
Uˆδτ = e
−iHˆ (−iδτ) = e−Hˆ δτ to an initial quantum
state |Ψinitial〉, over m steps. This process evolves
the system’s state in imaginary time in incremen-
tal steps δτ = τ/m, where τ is the total time of
the evolution. For τ  max{J−1,Γ−1}, the state
vector |Ψ〉 =
[∏m
i=1 Uˆδτ
]
|Ψinitial〉 becomes exponen-
tially close to the ground state |Ψ0〉, provided that
the initial state had a nonzero overlap with the
ground state, namely, 〈Ψinitial|Ψ0〉 6= 0. Typically,
one chooses as the initial state |Ψinitial〉 a product
state that is a random superposition of individual
spin states. We initialize our TN to a uniform su-
perposition of product states,
|Ψinitial〉 = 1
2N/2
N∏
k=1
 ∑
σk=±1
|σk〉
 (12)
(i.e., the uniform bond dimension is initially χ = 1).
Each iteration of the time evolution can be divided
into subintervals defined by the application of non-
commuting operators in the Hamiltonian Hˆ. For our
example, the Hamiltonian Hˆ in Eq. (1) is a summa-
tion of the noncommuting operators HˆJ and HˆΓ. If
we consider the second-order Trotter-Suzuki approx-
imation [39] of Uˆδτ , then we obtain
Uˆδτ = Uˆ
Γ
δτ/2 Uˆ
J
δτ Uˆ
Γ
δτ/2, (13)
where UˆΓδτ/2 = e
−HˆΓ(δτ/2) and UˆJδτ = e
−HˆJδτ . These
operators naturally define three subintervals accord-
ing to the operators involved within each time step
δτ .
To accurately monitor the convergence of the al-
gorithm to the optimal state, the expectation value
of the total energy of the system is periodically eval-
uated every two δτ steps, see Eq. (6). For the Ising
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model, this results in the calculation of the local
magnetization mzi , see Eq. (8), and the and two-
spin correlation cij , see Eq. (9), for each spin site
and site pair, respectively. This too defines two ad-
ditional sub-steps during the algorithm.
After applying the sets of operators {UˆΓδτ/2} to ev-
ery site or {UˆJδτ} to every pair, the system is normal-
ized, |Ψ〉 → |Ψ〉/√N , maintaining both the stability
of the algorithm and the probabilistic interpretation
of |Ψ〉.
Within a single time step, the actual order of
events is as follows: a) update the system by apply-
ing the one-body operators to every site, and then
normalize. b) update the system by applying the
two-body operators to every pair of sites, and then
normalize. c) after every two iterations of applying
operators to the system, calculate the expectation
value of the total energy of the system. With all of
this in mind, it is now understood that each stage
of the imaginary time evolution algorithm allows for
the modification or evaluation of the system in three
distinct ways:
1. a tensor can be locally updated by the applica-
tion an operator;
2. the norm of the system can be calculated, or
3. an expectation value can be calculated.
We now examine how each of these three tasks are
accomplished.
To update the system and push it towards the
ground state, the operators UˆΓδτ/2 and Uˆ
J
δτ are ap-
plied iteratively as previously mentioned. These op-
erators are themselves composed of a series of local
operators applied sequentially to either each single
site or to pair of sites in the lattice. For the one-
body operators Uˆ
Γ(i)
δτ/2 acting on site i, a tensorization
of the operator is constructed and then contracted
along the physical index of site i. Full contraction of
the lattice is unnecessary at this stage.
For the two-body operators Uˆ
J(ij)
δτ acting on a pair
of sites ij, the update includes an additional step.
First, the tensorization in the tensor product basis of
the pair’s physical indices is constructed. Then the
contraction over the physical indices is performed.
The resultant tensor is then decomposed back into
the two individual sites in their respective basis by
performing a singular value decomposition, as shown
in Fig 3. The singular value decomposition is a nec-
essary step in allowing the exchange of information
throughout the lattice, which, in turn enables an in-
crease in the entanglement entropy. This increase
in the entanglement entropy leads to the growth of
bond dimensions. If the system is far away from the
critical point, i.e., the gap between the ground state
and the first excited state is finite and system-size
independent, the imaginary-time evolution encoun-
ters only a low entanglement growth (i.e. small bond
dimensions are maintained as the system size grows).
However, as the critical point is approached, there
is a significant increase in the entanglement. Entan-
glement scales up significantly with the system size
in this case, significantly increasing the bond dimen-
sion necessary for accurate simulation. The interplay
between bond dimension and lattice size is of fun-
damental importance to the determination of what
types of problems are practically solvable. As men-
tioned earlier, the quantum critical point for the two-
dimensional Ising model with transverse field occurs
where the quantity Γ/J ≈ 3. Figure 4 shows that for
small lattices far from this point, the final state ob-
tained while allowing only minimal bond growth is
in good agreement with the solutions obtained from
exact diagonalization. We therefore primarily focus
on systems where Γ/J is far from the critical point.
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SVD
Figure 3: A graphical representation of the singular
value decomposition step iterated as follows: (a) op-
erator Uˆ
J(i)
δτ (red) is applied to two sites (light blue)
and (b) contracted along the spin indices; (c) the re-
sultant matrix is decomposed by singular value de-
composition and (d) the pair of sites is updated.
After applying the nonunitary operators UˆΓδτ/2 and
UˆJδτ to the two-dimensional tensor lattice, the state
must be renormalized to keep the algorithm numer-
ically stable. The norm is calculated simply by con-
tracting the tensor network state |Ψ〉 with its conju-
gate 〈Ψ| along every spin index. The network must
be similarly fully contracted for every site and pair
in the lattice to calculate E, mxi , and cij . For each
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Figure 4: A comparison of the average final energy
per site calculated using the imaginary time evolu-
tion algorithm of a tensor network (PEPS) versus
exact diagonalization of the full Hamiltonian (ED)
for lattices of size 2×2 and 3×3 with maximal bond
dimension of χ = 2. The ITE was run for τ = 3 and
200 steps (J = 1). It is evident that under these
parameters and in this regime of transverse field val-
ues, the low entanglement approximation (i.e. small
bond dimensions) is sufficient.
lattice site i the state Sˆxi |Ψ〉 is contracted with 〈Ψ|.
For each pair 〈ij〉, the state Sˆzi Sˆzj |Ψ〉 is contracted
with 〈Ψ|.
Figure 5 shows that the most computationally de-
manding portion of the algorithm is the calculation
of expectation values. For a L×L lattice, the number
of contractions are L2 and 2L(L−1) for the calcula-
tion of mxi and cij , respectively. Optimization of this
portion of the algorithm is the chief motivation be-
hind the previously discussed geometry specific lat-
tice partitioning and quadrant contraction ordering.
6 Experimental Results
The code implementing the ITE algorithm discussed
in the previous section was run on the AWS Elastic
Computer Cluster (EC2). We used the X1.32x large
EC2 instance. This instance runs four Intel Xeon E7
8880v3 processors, offering 1952 GiB of DRAM and
up to 128 virtual CPUs (vCPUs). All contractions
between pairs of tensors were performed by folding
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Figure 5: The time to: (top) apply evolution op-
erators, UΓδτ/2 and U
J
δτ , and (bottom) to calculate
expectation values, mxi = 〈Sˆxi 〉 and cij = 〈Sˆzi Sˆzj 〉, for
a lattice of size L = 6 with maximum χ = 2 and
Γ = J = 1. The time to calculate expectation values
dominates the execution time of the imaginary time
evolution algorithm.
the tensors into matrices and utilizing the optimized
Basic Linear Algebra Subprogram (BLAS) Double-
precision General Matrix Multiplication (DGEMM)
routine [40].
As a first test of the algorithm performance, we
compare each contraction scheme previously men-
tioned in order to verify whether an analysis of the
bottleneck tensors is beneficial in determining the
optimal algorithm for tensor contraction. We then
determine the limits of the algorithm and the types
of lattices it can handle. We also compare this to a
lattice contracted using the Cyclops Tensor Frame-
work library (CTF) [28]. This library focuses on
the parallelization of individual tensors by distribut-
ing tensor elements cyclically across processors for
generic lattice geometries, as opposed to our algo-
rithm which is optimized for a specific lattice geom-
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Figure 6: A comparison of the time taken to com-
plete a single full tensor network contraction for
row contraction, quadrant contraction, and the CTF
contraction algorithms for L× L lattice sizes in the
range 5 ≤ L ≤ 10 and χ = 2.
etry.
Figure 6 shows a comparison of the execution time
of the quadrant contraction scheme, the row contrac-
tion scheme, and the CTF contraction for a square
lattice size L× L, every element set to value 1, and
uniform bond dimension χ . Quadrant contraction
is more efficient than the row contraction, as antici-
pated by the analysis of each algorithm’s bottleneck
tensors. For the lattice sizes considered, the quad-
rant contraction is also demonstrated to be favor-
able over the CTF, proving the importance of lattice-
specific optimizations in the cloud environment. Fo-
cusing therefore on the quadrant contraction, we also
determined the average memory and communication
costs for various system sizes. Figure 7 shows that
the memory footprint and the communication costs
grow exponentially with the system size.
To analyze the interplay between the bond dimen-
sion and the lattice size, we allowed for larger bond
dimensions representing systems in regimes where
entanglement is expected to be large (e.g., near crit-
ical points). Figure 8 shows the execution time for
systems of various sizes, up to a uniform bond di-
mension χ = 4, again contracting lattices with each
element set to value 1. The maximum lattice sizes
for χ = 2 and χ = 4 are L = 12 and L = 6, respec-
tively, based on the L3 cache of the AWS instanced
used.
We performed the imaginary time evolution sim-
ulation of the Ising model with a transverse field
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Figure 7: (Top) The maximum memory used. (Bot-
tom) The communication time during contractions
of L× L lattices of size in the range 5 ≤ L ≤ 8 and
bond dimension χ = 2.
strength of Γ = 1 and coupling strength J = 1 for
varying lattice sizes L, measuring the time to con-
vergence. Time steps were fixed to δτ = 3/100. The
singular value cutoff parameter was fixed to  = 0.01,
where λk/λ1 ≥ , to temper the growth of the bonds
in the system. As anticipated, the time for comple-
tion of the ITE scales exponentially with the system
size L, as shown in Fig. 9.
Moving away from systems of low entanglement,
we also performed simulations of the ITE at a trans-
verse field strength of Γ = 3 and coupling strength
J = 1 (i.e., near the critical point). The lattice
lengths tested were L = 6 and L = 8. For L = 6
and L = 8, each time step δ was set to δτ = 3/75
and δτ = 4/250, respectively. The ground states
were reached with a computational runtime of 12.5
hours and 293.3 hours. As anticipated, bond dimen-
sions grew larger in this regime, reaching its maximal
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Figure 8: Computation time versus uniform bond
dimension size χ for lattices with length L = [5, 12].
The final point on each line is indicative of the largest
possible lattice size given bond dimension χ. The
lattice size is limited by the largest single matrix
that can be stored in the L3 cache of a multicore
processor hosting several vCPUs
value at χ = 4.
A final set of experiments for transverse field val-
ues Γ in the range [0, 4] were run to compare the
convergence of the observables Mx and M z with
previous work established by Tagliacozzo et al. [41]
using tree tensor networks (TTNs). Here, Mx =
(2/N)
∑
im
x
i and Czz = 1/[N(N − 1)]
∑
〈ij〉 cij ,
where N = L2 is the number of lattice sites. The re-
sults are shown in Figs. 10 and 11. The observables
we calculate are not in exact agreement, which we
hypothesize to be indicative of the necessity of larger
bond dimensions χ. They do, however, qualitatively
exhibit the behavior indicative of a phase transition
near Γ = 3. At the paramagnetic phase (Γ > 3J),
the on-site transversed magnetization 〈σx〉 is maxi-
mum, while in the ferromagnetic phase (Γ < 3J) the
on-site longitudinal spin-spin local correlator 〈σzσz〉
is maximum instead.
7 Conclusions
At this time supercomputers built around low-
latency interconnection networks are still the best
and often the only option for running scientific
and engineering codes. Tensor network contraction
is a CPU-intensive and memory-intensive applica-
tion with a large memory footprint exhibiting fine-
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Figure 9: The execution time of the ITE as a func-
tion of the lattice linear size for the Ising model with
transverse field strength Γ = 1, at fixed coupling
strength J = 1. The singular value cutoff was fixed
to  = 0.01, τ = 3, and n = 100 steps.
grained parallelism; this explains why in the past
TN-contraction was mostly done on supercomput-
ers.
Distributing tensors over the multiple nodes of a
cloud instance increases the communication inten-
sity, therefore slows down the execution on a cloud
with relatively high communication latency. Using
TPUs will further amplify the gap between comput-
ing and communication speed and will shorten the
execution time of small size networks; whenever ten-
sors are distributed across multiple nodes only a net-
work with low latency will show significant perfor-
mance advantage.
This motivated our approach of using instances
with a large memory rather than partition and dis-
tribute tensors among multiple nodes. Cloud sup-
plies significantly cheaper computing resources than
supercomputers and our results show that this ap-
proach can be used for a range of problems of inter-
est. Several EC2 instances types offer cost effective
alternatives to simulating quantum many-body sys-
tems with tensor networks, such as the x1.32x large
instance used in our analysis.
Our tensor network contraction implementation
minimizes the communication costs but is limited
by the memory size of the vCPU. This limitation
is determined by the largest single matrix that can
be stored in the L3 cache hosting several vCPUs, a
trade off we make to minimize communication. For
the particular example of the two-dimensional Ising
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Figure 10: The expectation value of the on-site
transverse magnetization 〈σx〉 versus the transverse
field strength Γ for J = 1. These results are shown to
qualitatively agree with tree tensor network (TTN)
calculations carried out by Tagliacozzo et al. [41].
An elbow indicative of a phase transition is clearly
observed near Γ = 3.
model in the presence of a transverse field, this lim-
itation in memory size appears for lattice sizes of
6×6 (i.e., for a 236 dimensional Hilbert space), caus-
ing some deviation from the expected results when
the quantum entanglement in the simulated system
is high (i.e. at ΓJ = 3). Yet, the results are encourag-
ing given the affordability and accessibility of EC2
instances.
The tensor contraction procedures discussed in
Sections 4 and 6 perform better that the Cyclops
library for square lattices with L ≤ 10. Imminent
advancements in the cloud infrastructure will ben-
efit applications exhibiting fine-grained parallelism
including QMB simulations. Increased memory and
larger L1 and L2 caches of individual cores, as well as
larger last-level cache of multicore processors will in-
crease the range of problems that can be solved with-
out the benefit of tensor partitioning, as described in
this paper. It is unclear if faster networks will make
tensor partitioning more appealing as the communi-
cation complexity of very large problems is likely to
increase faster than the benefits due to lower com-
munication latency.
Profiling the code for imaginary time evolution
shows that the runtime of the algorithm is domi-
nated by two in house procedures, contract tVtl
par and contract lattice mpi. The first, respon-
sible for the contraction of a tensor pair, dominates
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Figure 11: The expected value of the longitudinal
spin-spin local correlator 〈σzσz〉 versus the trans-
verse field strength Γ for J = 1. Similarly to Fig.
10, these results are also qualitatively in agreement
with those obtained with tree tensor networks [41].
The expectation value saturates to a minimal value
near Γ = 3, which is indicative of a phase transition.
the execution time and is called 31,347 times for the
6x6 ITE run, accounting for 97.18 % of the execution
time. contract lattice mpi, a subroutine respon-
sible for the parallelized contraction of a lattice, is
the parent function of contract tVtl par and it
is called a total of 3,843 times. Within this subrou-
tine itself, the time per call is dominated by the calls
made to the contract tVtl par procedure, taking
1.07 ms of the total 1.1 ms per call. This validates
the assumption that the algorithm bottleneck is the
contraction of the two largest tensors. Further con-
firmation of this is found in the low communication
cost, evidenced by each call to contract lattice
mpi requiring 4 calls to MPI Send and 2 calls to MPI
Recv, and yet only accounting for a combined 2.7 %
of the time per call for contract lattice mpi.
This analysis shows that the search for optimal
contraction algorithms for tensor networks is criti-
cal for solving increasingly large problems [42]. An
optimal tensor network contraction algorithm could
reduce significantly the communication complexity
and the memory footprint required for the contrac-
tion of the largest tensors, the bottleneck of the pro-
cess discussed in Sections 4 and 6.
In addition, it shows that by properly partitioning
a given lattice (so as to minimize inter-process com-
munication), and selecting appropriate contraction
orderings, cloud services can be effectively utilized
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for QMB simulation applications. This is particu-
larly true in the regime where bond dimensions re-
main manageable (i.e. away from critical points).
Further work will investigate hybrid algorithms in-
volving both individual tensor parallelization (as in
CTF) and the geometry specific parallelization ap-
proach (as in our algorithm); we will also explore
different lattice geometries under the heuristic of the
minimal bottleneck tensor contraction.
8 Acknowledgments
We would like to acknowledge useful discussions with
P. Wocjan and J. Jakes-Schauer. This work was sup-
ported in part by the NSF Grant CCF-1525943. We
are grateful to Amazon for providing us with a grant
for using large AWS instances.
References
[1] J. W. Negele and H. Orland, “Quantum Many-
Particle Systems”. CRC Press, 1988.
[2] G. Baumgartner, A. Auer, D. Bernholdt, A.
Bibireata, V. Choppella, D. Cociorva, X. Gao,
R. Harrison, S. Hirata, S. Krishnamoorthy, S.
Krishnan, C. Lam, Q. Lu, M. Nooijen, R.
Pitzer, J. Ramanujam, P. Sadayappan, and A.
Sibiryakov, “Synthesis of high-performance par-
allel programs for a class of ab initio quantum
chemistry models”, Proceed. IEEE vol. 93, p.
276, 2005.
[3] V. Murg, F. Verstraete, O¨. Legeza, and R. M.
Noack, ”Simulating strongly correlated quan-
tum systems with tree tensor networks”, Phys.
Rev. B vol. 82, p. 205105, 2010.
[4] P. Ghosh, J.R. Hammond, S. Ghosh, and
B. Chapman. “Performance analysis of the
NWChem TCE for different communication
patterns High Performance Computing Sys-
tems: Performance Modeling, Benchmarking
and Simulation, in: Lecture Notes in Computer
Science (LNCS) vol. 8551, pp. 281–294, 2014.
[5] A. A. Auer, G. Baumgartner, D. E. Bernholdt,
A. Bibireata, V. Choppella, D. Cociorva, X.
Gao, R. Harrison, S. Krishnamoorthy, S. Kr-
ishnan, C.-C. Lam, Q. Lu, M. Nooijen, R.
Pitzer, J. Ramanujam, P. Sadayappan, and
A. Sibiryakov, “Automatic code generation for
many-body electronic structure methods: the
tensor contraction engine”, Mol. Phys. vol. 104,
pp. 211–228, 2005.
[6] P. Coleman, “Introduction to Many-Body
Physics”. Cambridge University Press, 2015.
[7] F. Verstraete and J. I. Cirac, “Renormalization
algorithms for quantum many-body systems
in two and higher dimensions”, arXiv:cond-
mat/0407066.
[8] G. Baumgartner, D. E. Bernholdt, D. Cociorva,
C.-C. Lam, J. Ramanujam, R. Harrison, M.
Noolijen, and P. Sadayappan, “A performance
optimization framework for compilation of ten-
sor contraction expressions into parallel pro-
grams”, Proceedings of 16th International Par-
allel and Distributed Processing Symposium, p.
33, 2002.
[9] G. Baumgartner, D. E. Bernholdt, D. Cociorva,
R. Harrison, S. Hirata, C.-C. Lam, M. Nooi-
jen, R. Pitzer, J. Ramanujam, and P. Sa-
dayappan, “A high-level approach to synthesis
of high-performance codes for quantum chem-
istry”, Proceedings of the 2002 ACM/IEEE
Conference on Supercomputing, p. 5, 2002.
[10] R. N. C. Pfeifer, P. Corboz, O. Buerschaper,
M. Aguado, M. Troyer, and G. Vidal, “Simula-
tion of anyons with tensor network algorithms”,
Phys. Rev. B vol. 82, p. 115126, 2010.
[11] F. Verstraete, J. I. Cirac, and V. Murg, “Ma-
trix Product States, Projected Entangled Pair
States, and variational renormalization group
methods for quantum spin systems”, Adv.
Phys. vol. 57, p. 143, 2008.
[12] G. Vidal, “Class of quantum many-body states
can be efficiently simulated”, Phys. Rev. Lett.
vol. 101, p. 110501, 2008.
[13] C.-C. Lam, P. Sadayappan, and R. Wenger,
“On Optimizing a Class of Multi-Dimensional
Loops with Reduction for Parallel Execution”,
Parallel Process. Lett. vol. 07, p. 157, 1997.
[14] N. Schuch, M. M. Wolf, F. Verstraete, and J.
I. Cirac, “Computational Complexity of Pro-
jected Entangled Pair States”, Phys. Rev. Lett.
vol 98, p. 140506, 2007.
12
[15] R. Orus and G. Vidal, “Simulation of two-
dimensional quantum systems on an infinite lat-
tice revisited: Corner transfer matrix for tensor
contraction”, Phys. Rev. B vol. 80, p. 094403,
2009
[16] Z.-C. Gu, M. Levin, and X.-G. Wen, “Tensor-
entanglement renormalization group approach
as a unified method for symmetry breaking and
topological phase transitions”, Phys. Rev. B
vol. 78, p. 205116, 2008.
[17] M. Levin and C. P. Nave, “Tensor Renormal-
ization Group Approach to Two-Dimensional
Classical Lattice Models”, Phys. Rev. Lett. vol.
99, p. 120601, 2007.
[18] Z. Y. Xie, H. C. Jiang, Q. N. Chen, Z. Y.
Weng, and T. Xiang, “Second Renormalization
of Tensor-Network States”, Phys. Rev. Lett.
vol. 103, p. 160601, 2009.
[19] D. Poulin A. Qarry, R. Somma and F.
Verstraete, “Quantum Simulation of Time-
Dependent Hamiltonians and the Convenient Il-
lusion of Hilbert Space”, Phys. Rev. Lett. vol.
106, p. 170501, 2011.
[20] J. Eisert, M. Cramer, and M. B. Plenio, “Area
laws for the entanglement entropy”, Rev. Mod.
Phys. vol. 82, p. 277, 2010.
[21] B. S. Baker, “Approximation algorithms for
NP-complete problems on planar graphs”, Jour-
nal of the ACM, vol. 41 pp. 153–180, 1994.
[22] S. Khuller, B. Raghavachari, and N. Young,
“Designing multicommodity flow trees”,
arxiv.org/abs/cs.DS/0205077, May 2002.
[23] T. Leighton and S. Rao, “Multicommodity
max-flow min-cut theorems and their use in de-
signing approximation algorithms”, Journal of
the ACM vol. 46, pp. 787–832, 1999.
[24] P. D. Seymour, and R. Thomas, “Call routing
and the rat catcher”, Combinatorica vol. 14, pp.
217–241, 1994.
[25] K. Z. Ibrahim, E. Epifanovsky, S. Williams,
and A. I. Krylov, “Cross-scale efficient ten-
sor contractions for coupled cluster compu-
tations through multiple programming model
backends” J. Parall. and Distrib. Comput. vol.
106, pp. 92–105, 2017.
[26] R. Orus, “A practical introduction to tensor
networks: matrix product states and projected
entangled pair states”, Ann. Phys. vol. 349, pp.
117–158, 2014.
[27] I. L. Markov and Y. Shi, “Simulating Quan-
tum Computation by Contracting Tensor Net-
works”, SIAM J. Comput. vol. 38, pp. 963–981,
2008.
[28] E. Solomonik, D. Matthews, J. Hammond, and
J. Demmel, “Cyclops Tensor Framework: re-
ducing communication and eliminating load
imbalance in massively parallel contractions”,
Technical Report No. UCB/EECS-2012-210,
U.C. Berkely, 2012.
[29] T. Ha¨ner, D. S. Steiger, “0.5 Petabyte Sim-
ulation of a 45-Qubit Quantum Circuit”,
arXiv:1704.01127.
[30] S. Kanev, J. P. Darago, K. Hazelwood, P. Ran-
ganathan, T. Moseley, G-Y.Wei, and D. Brooks,
“Profiling a warehouse–scale computer”, Pro-
ceedings of the 42nd Annual Int. Sym. Com-
puter Architecture, ISCA, pp. 158–169, 2015.
[31] D. C. Marinescu, Cloud Computing; Theory and
Practice, 2nd Ed. Morgan Kaufmann, San Fran-
cisco, CA, 2017.
[32] G. Vidal, “Efficient Simulation of One-
Dimensional Quantum Many-Body Systems”,
Phys. Rev. Lett. vol. 93, p. 040502, 2004.
[33] J. Jordan, R. Orus, G. Vidal, F. Verstraete, and
J. I. Cirac, “Classical Simulation of Infinite-Size
Quantum Lattice Systems in Two Spatial Di-
mensions”, Phys. Rev. Lett. vol. 79, p. 250602,
2008.
[34] V. Murg, F. Verstraete, and J. I. Cirac, “Vari-
ational study of hard-core bosons in a two-
dimensional optical lattice using projected en-
tangled pair states”, Phys. Rev. A vol. 75, p.
033605, 2007
[35] D. Perez-Garcia, F. Verstraete, M.M. Wolf, and
J. I. Cirac, ”Matrix Product State Representa-
tions”, Quantum Inf. Comput. vol. 7, p. 401
(207).
[36] R. B. Stinchcombe, “Ising model in a transverse
field. I. Basic theory”, J. Phys. C: Solid State
Phys., vol. 6, p. 2459 (1973).
13
[37] S. Sachdev, Quantum Phase Transitions. Cam-
bridge University Press, Cambridge, U.K.,
2011.
[38] M. du Croo deJongh and J. van Leeuwen, “Crit-
ical behavior of the two-dimensional Ising model
in a transverse-field: A density-matrix renor-
malization calculation”, Phys. Rev. B vol. 57,
pp. 8494–8500, 1998.
[39] M. Suzuki, “Generalized Trotter’s Formula and
Systematic Approximants of Exponential Oper-
ators and Inner Derivations with Applications
to Many-Body Problems”, Commun. Math.
Phys. vol. 51, pp. 183–190, 1976.
[40] Z. Xianyi, OpenBLAS,(2017), GitHub reposi-
tory, https://github.com/xianyi/OpenBLAS
[41] L. Tagliacozzo, G. Evenbly and G. Vidal, “Sim-
ulation of Two-Dimensional Quantum Systems
Using a Tree Tensor Network That Exploits the
Entropic Area-Law”, Phys. Rev. B. vol. 80, p.
235127, 2009.
[42] R. N. C. Pfeifer, J. Haegeman, and F. Ver-
straete, “Faster identification of optimal con-
traction sequences for tensor networks”, Phys.
Rev. E vol. 90, p. 033315, 2014.
14
