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MATHEMATICS 
SURLES ESPACES NORMES NON-ARCHIMEDIENS. III 
PAR 
A. F. MONNA 
(Communicated by Prof. w. VAN DER vVOUDE at the meeting of March 30, 1957) 
L'etude des espaces lineaires normes non-archimediens dans les deux 
articles precedents 1) nous a conduit a une caracterisation des espaces 
separables dans le cas ou le corps K est complet sferique. On peut se 
servir presque de la meme methode pour obtenir une caracterisation du 
cas general, done en supprimant la condition de separabilite, bien entendu 
en supposant toujours que K est complet sf .. 
Une caracterisation isometrique de ces espaces a ete donnee par M. I. 
FLEISCHER; il suppose que la valuation de K est discrete et que la norme 
prend ses valeurs dans !'ensemble des valeurs de K. 
Les considerations suivantes conduisent a un theoreme d'isomorphisme 
qui est une precision de la caracterisation de M. FLEISCHER 2) sous des 
conditions moins restrictives. 
Dans tout ce qui suit on suppose que la valuation de K - partout 
non-archimedienne - n'est pas impropre et que K est complet sf., ce qui 
implique que K est complet par rapport a la topologie induite par la 
valuation.En ecrivant "espace lineaire" on entend par cela toujours un 
espace lineaire norme non-archimedien sur le corps K. 
Theoreme l. Soient E un espace lineaire, V un espace lineaire ferme 
dans E et V* un espace supplementaire orthogonal de V. Soit y E V. Notons 
{y} l'espace lineaire des vecteurs J.y(J. E K). Alors il existe un supplementaire 
orthogonal U de {y} tel que V* C U. 
Demonstration. Notons {y, V*} l'espace lineaire - sous-espace de 
E - des vecteurs J.y+z (J. E K, z E V*). Puisque {y} est complet sf., il 
existe dans {y, V*} un projecteur P' sur {y}. Selon le theoreme d'extension 
de INGLETON on peut extendre P' a un projecteur p sur {y} defini dans 
tout E. On a Px=() pour x E V*, puisque P'x=() pour x E V* et P'=P 
sur V*. L'espace supplementaire orthogonal U de {y}, qui correspond 
a P, contient done V*. 
1 ) Proc. Kon. Ned. Akad. v. Wetensch. 59, 475-483, 484-489(1956). Quant aux 
espaces complets spheriques, traites dans le deuxieme article, voir aussi: SHOURO 
KABAHARA,Anoteonf-completeness. Proc. oftheJapanAcademy, 30,572-575 (1954). 
2 ) I. FLEISCHER, Sur les espaces normes non-archimediens. Proc. Kon. Ned. 
Akad. v. Wetensch., 57, 165-168 (1954). 
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Remarques. l. - Plus general on ala propriete suivante: Soient 
V et W des espaces lineaires fermes dans E. Supposons: 
I 0• V est complet sf., ce qui implique qu'il existe des suppiementaires 
orthogonaux de V dans E; 
2°. il existe un supplementaire orthogonal de W dans E; 
3°. vc w. 
Alors, W* etant un supplementaire orthogonal de W, il existe un 
supplementaire orthogonal V* de V tel que V* :::l W*. 
2. - Ce theoreme et son extension semblent assez trivial. Cependant, 
la di:ffi.culte provient de ce que, etant donne un sous-espace lineaire ferme 
V, un espace supplementaire orthogonal V* de V, pourvu qu'il existe, 
n'est pas determine d'une fa11on unique par V. Il semble done qu'on ne 
peut pas se debarrasser d'une application du theoreme d'extension de 
!NGLETON, qui, a son part, afin de pouvoir l'appliquer, exige que V est 
complet sf.. Ceci est la raison de !'introduction, dans l'enonce du theoreme 
suivant, des relations (2) comme une condition, imposee aux espaces E, et 
non comme une consequence des relations (I). D'ailleurs, ceci ne donne 
pas des di:ffi.cultes dans !'application de ce theoreme dans la demonstration 
du theoreme principal dont il s'agit dans cet article. 
Theoreme 2. Soient donnes un espace lineaire :comple( E sur K et 
une suite decroissante de sous-espaces lineaires fermes 
(I) 
Supposons que I 0 E. (i= I, 2, ... ) possede un supplementaire orthogonal 
Ei satisfaisant a 
(2) Ei C Ei C ... 
et 2° l'espace lineaire ferme, intersection des espaces E. (i= I, 2, ... ) a aussi 
un espace supplbnentaire orthogonal. Notons P, le projecteur surE, determine 
par Et. Alors pour tout x E E 
lim Pix=Px 
i---+00 
existe au sens de la convergence forte et l' operateur P est un projecteur de E 
sur l'intersection E1 ·E2 • .... 
Demonstration. Pour demontrer ce theoreme on peut suivre la 
methode selon laquelle nous avons demontre dans MIV !'existence des 
projecteurs. Cette demonstration repose sur la propriete suivante: soient 
V1 C V2 C V3 des espaces lineaires fermes; P 1 un projecteur de V2 sur 
V1 et P 2 un projecteur de V3 sur V 2• Alors P1 P 2 est un projecteur de 
V3 sur V1• Par une application transfinie de cette propriete on obtient 
tous les projecteurs sur !'intersection E 1 • E 2 • • . . • Remarquons que la 
restriction qu'on a imposee a E dans MIV (a sa voir que N E a 0 comme 
seul point d'accumulation) ne presente ici aucune di:ffi.culte en vertu de la 
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supposition qu'il existe des projecteurs sur Ei. Designons alors par Pi,Hl 
un projecteur convenable de Ei sur Ei+l· On voit qu'on a la relation 
P .. =Pl.pl2" ... ·Pn-l,n• 
Si on fait tendre n vers oo on voit que ce procede est convergent. En 
effet, d'abord puisque nous avons suppose que E1 ·E2 • ... a un supple-
mentaire orthogonal, il existe des projecteurs sur cette intersection. Il 
suffit alors de suivre au sens inverse la voie par laquelle nous avons 
demontre dans MIV !'existence de projecteurs pour voir que 
limP .. 
n-+oo 
existe et que P est un projecteur sur nEi. 
Il est evident qu'on obtient un theoreme concernant la convergence 
d'une suite de projecteurs sur une suite croissante de sous-espaces; il 
suffit de considerer les projecteurs 1-Pi, ou les Pi sont les projecteurs 
du theoreme 2. Ce theoreme correspond done au theoreme exprimant 
que toute suite monotone de projecteurs dans l'espace de HILBERT est 
convergente. L'analogie va encore plus loin. En effet, en tenant compte 
de la definition des projecteurs et la notion d'orthogonalite (au moyen 
de !'introduction de la plus petite distance), on voit sans peine qu'on a 
pour la suite de projecteurs du theoreme 2 les inegalites 
II p 1 X II ;;;; II p 2 X II ;;;; ... 
pour tout X E E. Si Px =I= e, on a meme IIPixll = IIPxll a partir d'une valeur 
suffisamment grande de i. On sait que dans l'espace de HILBERT l'invet·sion 
de cette derniere propriete est vraie: si IIP1xll ~IIP2xll pour tout x E E, on 
a E1 :J E 2• Cette inversion, cependant, donne ici des difficultes, aussi a 
cause de la circonstance qu'un supplementaire n'est pas uniquement 
determine. On peut en tirer la relation Ei C E;; sinon il y avait un x 
tel que P1x=0, tandis que x ¢:. E;, done IIP2xll =1=0, d'ou une contradiction. 
Mais ici il n'en resulte pas necessairement E1 :J E 2 (voir le theoreme 1 
et son extension). 
Theoreme 3. Soient E un espace lineaire et E 1 et E 2 deux sous-
espaces lineaires fermes orthogonaux de E. Supposons qu'il existe des sup-
plementaires orthogonaux de E1 et E 2• Soient alors Ei et E; deux supplemen-
taires orthogonaux de E1 respectivement E 2 tels que 
Ei :J E 2, E; :J E 1• 
Alors :z'intersection Ei · E~ est un supplementaire orthogonal de l' espace 
E1 +E2 (c.a.d. l'espace des vecteurs x1 +x2 (x1 E Ev x2 E E 2)). 
Demonstration. Soient P 1 et P 2 les projecteurs sur E 1 et E 2, corres-
pondant respectivement a Ei et E;. Puisque P 1 et P 2 sont orthogonaux, 
on a P1P2=P~1 =0. Alors P1 +P2 est un projecteur sur E1 +E2• On a 
done pour tout z E E 
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ou ~ appartient a l'espace des vecteurs y pour lesquels on a (PI +P2)y=e. 
En posant Piy=x, on a done P2y = -x. Puisque e est le seul point commun 
de EI et E 2 il s'ensuit a cause de la linearite de EI et E 2 que x=e, done 
Piy=P2y=e. II en resulte que Et-E; est l'espace supplementaire ortho-
gonal correspondant a PI +P2, ce qu'il fallait demontrer. Mentionnons 
que, en particulier, Et·E: est orthogonal a EI +E2• 
La caracterisation isomorphe des espaces que nous avons en vu a 
rapport aux espaces lineaires sur K dont voici la definition. 
Soient I un ensemble bien ordonne quelconque et {e,.}(£X E J) un systeme 
de generateurs (une base) d'un espace lineaire sur le corps K. Les elements 
de cet espace sont done les combinaisons lineaires finies 
n 
x= 'a. e k ~ ai 
i-1 
II devient un espace norme en definissant une norme par 
II x 1/ = max I a, I 
I;;;;i;;;;n 
Le complete de cet espace norme sera designe par {~, ... ,e.,., ... }(£X E J). 
Les elements sont les series 
00 
x= ~ a,e,., 
i-1 
ou lim a,= 0 et la norme est definie par 
(3) II x II = sup I ai I· 
1;:;;; i< 00 
Considerons alors un espace complet E sur le corps K, suppose complet 
sf .. D'abord nous allons construire dans E un systeme de vecteurs deux 
a deux orthogonaux. 
Choisissons dans E un vecteur YI· Puisque K est complet sf., il existe 
des supplementaires orthogonaux du sous-espace {YI}· Soit VI un tel 
supplementaire orthogonal. Choisissons dans V1 un vecteur y2 9= e. D' a pres 
le theoreme 1 il existe un supplementaire orthogonal V2 de {y2} contenant 
{y1}. Supposons que !'intersection V1 • V2, qui est un espace lineaire ferme, 
contient des elements 9= e; dans ce qui suit on revient au cas ou cette 
intersection se reduit a l'element e. II suit du theoreme 3 que VI· V2 est 
un supplementaire de l'espace {Yv y2}. Choisissons alors dans V1 • V2 un 
vecteur y3 9= e. D'apres le theoreme 1 il existe un supplementaire orthogonal 
V3 de {y3} qui contient {y1, y2}. 
Remarquons qu'on a 
Yi E Vk, i =J:. k, i, k = l, 2, 3. 
Continuous de procede tant que }'intersection des espaces supplementaires 
orthogonaux qu'on a deja construit contient des elements 9= e, eventuelle-
ment d'une fa9on transfinie. On a done la definition generale suivante. 
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1°. Supposons qu'on a deja construit les vecteurs orthogonaux 
Yv y2 , ••• ,Yo: et les supplementaires correspondants V1 , V2, ••• , V"' tels que 
y, E v .. si l#U. Supposons que v1. v2 ..... v<X contient des elements #e. 
Par induction on montre que V1 · ••. • V a est un supplementaire orthogonal 
de {Yv y2 , ••• , y,.}. En supposant ceci montre pour les valeurs de l'indice 
jusqu'a cx-1 (s'il n'y a pas un nombre immediatement precedent, on le 
fait de la meme maniere) on sait que {Yo:} est orthogonal a {Yv ... , y,._1}. 
Pour les supplementaires orthogonaux Va et V1 • ... • V"'_1 de ces espaces 
on a 
V"':){y1, ... ,y.x-1} 
v ..... v .. -1:) {y .. }. 
On peut done appliquer le theoreme 3, ce qui montre que V1 • ••. · V"'_1 • V"' 
est un supplementaire orthogonal de {Yv ... , Y .. -v Y-x}· Choisissons dans 
V1 • ••• • Va un vecteur Y-x+1 =fo(}. D'apres le theoreme 1 il existe alors un 
supplementaire orthogonal de {Y.x+l} qui contient {Yv ... , Y.x}; c'est 
I' espace V o:+1• 
2°. Supposons qu'on a construit les vecteurs Yv y2 , ••• , y"', ... et les 
supplementaires orthogonaux correspondants V1 , V2, ••• , V"', ... ou la 
suite des indices n'a pas un dernier element et A. est le nombre-limite de 
la suite 1, 2, ... ,ex, .•.• Pourvu que !'intersection V1 • ••• • V,.· ... contient 
des elements # (), on construit tout analogue un vecteur y;. =;6 () et un 
supplementaire orthogonal V,. de {y,.} contenant {Yv ... , y,., ... }. 
On obtient ainsi une suite de vecteurs y., lineairement independants, 
et une suite de supplementaires correspondants V, dans lequel t parcourt 
un ensemble I, dont la puissance evidemment ne depasse pas la puissance 
de l'espace E. Ce systeme de vecteurs a les proprietes suivantes: 
1°. Les vecteurs sont deux a deux orthogonaux. 
2°. On a 
y, E V,., l =I= u, t .• " E I. 
n V,=e. 
<£1 
4°. I' etant le vrai sons-ensemble 1, 2, ... , lX, ••• , ayant un dernier 
element ou non, de I, !'intersection 
n v .. 
txEl1 
est # () et est un espace supplementaire de {Yv y2, ••• , y,., ... }. 
Il s'agit maintenant de montrer que E est isomorphe a {ev ... ,e., ... } 
(t E I) en tant qu'espace vectoriel et au sens topologique. Nous allons 
montrer cela par induction transfinie. 
l. Supposons d'abord que !'ensemble I est fini et soit done 
(4) vl ..... V.,=e. 
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Pour i = 1, ... , n on a que E est la somme directe de {y,} et V,. Soit 
x EE. On a done 
et enfin 
X=~Y1 +~1 
~1=~Y2+~2 
(~1 E v1, ~ E K). 
(~2 E V2, a2 E K). 
~.=ai+1 YH1+E-~+1 
~i+1 E v1 .... · v-~+1 
E .. -1 =a .. y .. +E .. 
E .. E V1····· v ... 
Puisqu'on a (4), on a done E,.=O. II resulte de ces relations 
.. 
x= I a1 y1, 
1 
ce qui montre deja que, dans ce cas, E est un espace {y1, ... , y.,}. D'apres 
le tMoreme 12 des articles precedents on a de plus 
II x II = max II a, Ydl· 
1;;;;i;;;;n 
II suffit maintenant de normer les vecteurs de base comme nous l'avons 
deja fait dans ces articles et d'introduire dans E par la une nouvelle base 
et une nouvelle norme, equivalente avec la norme donnee, 
max Ia, I 
1;;;;.;;;; .. 
pour voir que E est isomorphe a l'espace {e1, •.• ,e.,} avec la norme (3). 
2. Soit lX un nombre qui n'est pas un nombre limite et soit donne 
(5) n V,=O 
'<"' 
Supposons que l'isomorphisme de E avec un espace {~, e2, ••• } est vrai 
pour tous les espaces pour lesquels on a 
n V,=O 
&<fl 
ou {3 < lX. Considerons alors les intersections 
v:= v,. v"'_. 
La relation (5) se reduit a 
n v:=o. 
&<e<-1 
On voit sans peine qu'on a 
y, E V~ pour t=fU et t, U<lX-1. 
On peut done appliquer le theoreme dans l'espace lineaire V 0<-1 , de sorte 
que v e<-1 est isomorphe a l'espace {~ •... , e,., ... } (u<lX-1). 
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Puisque E est la somme directe de V,._1 et {y,._1 } il s'ensuit, en intro-
duisant une nouvelle norme comme dans ce qui precilde que E est isomorphe 
a l'espace {ev ... , e .. -1}, ce qu'il fallait demontrer. 
3. Soit enfin e< un nombre limite. Soit donne 
(6) n V,=6 
et supposons que l'isomorphisme est deja demontre pour tons les espaces 
pour lesquels on a 
n V,=6 
t<{J 
ou fJ<e<. Considerons les intersections des espaces V,(t<e<) avec l'espace 
lineaire 
et posons 
La relation (6) se reduit a 
n v; =6 . 
• ::0, 
Comme dans ce qui precede on voit qu'on peut appliquer le theoreme dans 
l'espace E,, de sorte que E, est isomorphe a l'espace h, ... ,e., ... } (t<y). 
Po sons 
II suit de la propriete 4 du systeme {y,} que E, et F, sont des espaces 
supplementaires orthogonaux l'un de l'autre de sorte que E est la somme 
directe de E, et F,.: 
E=E,.+F,. 
Pour tout X E E on peut done ecrire 
<<)' 
ou au plus une infinite denombrable des termes de la aerie est different 
de 0. Le vecteur ~,est une projection de x sur F,.. Faisons parcourir alors 
y une suite y1 < y2 < . . . avec limite e<. 
La suite des espaces F ,,, qui y correspond, est une suite decroissante 
et, d'apres la supposition, !'intersection de ces espaces est 6. Une projection 
de E sur cette intersection existe done et une application du heoreme 2 
donne done 
L'espace complet E est done le complete de la somme des espaces E,.1 
E= _2E,.,. 
i 
31 Series A 
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Par un raisonnement comme dans ce qui precede on voit alors que E est 
isomorphe a l'espace {£1., e2, ... ,e., ... } (t<<X), ce qu'il fallait demontrer. 
Posons main tenant la definition suivante: 
Definition. Un systeme de vecteurs y,(t E I) sera appele un systeme 
orthogonal si les vecteurs y, sont deux a deux orthogonaux et, V, etant un 
supplementaire orthogonal de {y,}, s~ 
y, E v" 
Nous avons ams1 demontre le theoreme suivant 3). 
Theoreme 4. Soit E un espace complet sur un corps complet sf. K. 
Alors il existe dans E un systeme orthogonal {y,} (t E J) tel qu'on a pour 
tout x E E d'une ja9on unique 
(7) x= L a,y, (a, E K) 
tEl 
ou au plus une infinite denombrable des termes de la serie est different de 
zero. On a 
II x II = sup II a, y, II· 
E est isomorphe a l'espace {ev ... ,e., ... } (t E J) norme par (3). 
Appelons ensuite complet un systeme de vecteurs x, si les combinaisons 
lineaires finies de ces vecteurs sont partout dense dans E. Le theoreme 
precedent exprime alors: 
Il existe dans E un systeme orthogonal complet. 
Remarquons que, etant donne M> l, on peut choisir les y, tels qu'ils 
satisfassent a 
l :;;; IIY. II :;;; M. 
Par la on voit que la metrique 
Ill x Ill = sup I a, I 
est equivalente avec la metrique originelle. 
Le theoreme 4 a les consequences suivantes. 
l. Soit M un systeme orthogonal complet dans l'espace E. Le terme 
a,y, dans le developpement de x E E E<uivant M est la projection de x 
sur {y,}, bien entendu, vue l'indeterminaticn de la projection, la projection 
correspondant a V,. II s'ensuit que pour tout x E E la projection de x sur 
3 ) II est interessant de remarquer qu'une cacacGerisation analogue est vraie 
pour les espaces euclidiens sans aucune supposition concernant la dimension 
lineaire. Bien entendu, dans ces espaces il existe par la definition meme un produit 
scalaire de deux vecteurs. II est done remarquable qu'on peut montrer ce theoreme 
pour les espaces non-archimediens sans aucune supposition C< ncernant !'existence 
d'un produit scalaire. Pour les espaces euclidiens voir: H. LowiG, Komplexe 
euklidische Raume von beliebiger endlicher oder unendlicher Dimensionszahl. 
Acta Sci. Math. Szeged. Bd. 7, 1-33 (1934). F. RELLICH, Spektraltheorie in nicht-
separablen Raumen. Math. Ann. 110, 342-356 (1934). 
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y, est different de (J pour au plus une infinite denombrable de valeurs de t. 
En particulier X est orthogonal a y, et X E v, si a,= 0. 
2. Soit I =I1 +I2 une decomposition de I en deux ensembles disjoints 
bien o:rdonnes I 1 et I 2• Alors les espaces {y.} (t E I 1) et {y,.} (u E I 2} son 
des espaces supplementaires orthogonaux. Pour cela il suffit de voir la 
demonstration du theoreme 4 et de remarquer qu'aucun y, n'est privi-
ligie; voir aussi la propriete 4 des systemes orthogonaux p. 463. En 
particulier pour tout t E I, V, est identique a [l'espace {Yv ... , y,., ... 
(u E I, "*'). 
3. Etant donne un systeme orthogonal, il suit:de ce qui precede qu'on 
peut extendre ce systeme a un systeme orthogonal complet, c'est a; dire 
qu'on peut ajouter aux vecteurs donnes des vecteurs tel que le systeme 
ainsi complete est un systeme orthogonal complet. 
(To be continued) 
