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Spectral Power Parameter Estimation of
Random Sources with Binary Sampled Signals
Manuel S. Stein
Abstract—This paper investigates the problem of estimating
the spectral power parameters of random analog sources using
numerical measurements acquired with minimum digitization
complexity. Therefore, spectral analysis has to be performed
with binary samples of the analog sensor output. Under the
assumption that the structure of the spectral power density of the
analog sources is given, we investigate the achievable accuracy
for power level estimation with likelihood-oriented processing.
The discussion addresses the intractability of the likelihood with
multivariate hard-limited samples by exploiting advances on
probabilistic modeling and statistical processing of hard-limited
multivariate Gaussian data. In addition to estimation-theoretic
performance analysis, the results are verified by running an
iterative likelihood-oriented algorithm with synthetic binary data
for two exemplary sensing setups.
Index Terms—binary sensing, estimation, exponential family,
maximum likelihood, spectral analysis, 1-bit ADC
I. INTRODUCTION
Analyzing hard-limited sensor data is a traditional topic in
signal processing. Early approaches [1], [2] were motivated by
the lack of computing power, which hindered the processing
with high amplitude resolution [3], [4]. In recent work, ampli-
tude resolution minimization has again received attention due
to data transmission [5] or analog-to-digital (A/D) conversion
constraints [6], [7], [8], [9], [10]. Combining both aspects
indicates that signal digitization via binary sampling is also
key for high-performance sensing systems. The simplicity of
basic digital processing steps, small sensor data volume, and
energy-efficient analog front-end design make it possible to
deploy higher temporal, spectral, and spatial sampling rates.
Such, with the same A/D resources, digital measurements can
be acquired, which contain more information about the analog
signal model [11]. To extract all this information from the data,
efficient binary signal processing methods are required.
In this context, likelihood-oriented spectral analysis with
noisy binary measurements is discussed. We assume that
the analog signal is a superposition of ideally band-limited
Gaussian processes, each characterized by a spectral power
density of unknown weight. In practice, such an assumption
is never exactly fulfilled. However, in several applications,
signals approximately follow such additive random models
[12]. Besides, within the class of distributions with the same
covariance structure, the Gaussian one has maximum entropy
[13]. This theoretical argument supports the practical relevance
of the Gaussian assumption by suggesting that it forms a
conservative modeling perspective. Here the analog signal is
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digitized via a low-complexity binary sampling device while
the digital sensor data shall be processed optimally. This
requires characterization of the likelihood which is intractable
for multivariate binary distributions. We address this by using
a binary distribution model with reduced sufficient statistics
which provides access to a conservative version of the Fisher
information matrix [14]. Based on this framework, we investi-
gate the sensitivity gap in comparison to sampling the analog
signal with high A/D resolution and verify the results by
Monte-Carlo simulations of an iterative estimation algorithm.
Note that, direct estimation of the spectrum function from
hard-limited data is considered in [1], [2], [3] using an
asymptotic relationship between quantized and unquantized
autocorrelation. Approximate maximum-likelihood estimators
(MLEs) for the parameters of an autoregressive process are
derived in [15] by exploiting the asymptotic independence
between distant samples of a Gaussian process. In contrast,
here the estimation of spectral parameters characterizing the
analog random process is considered under an auxiliary like-
lihood applicable also to samples of small size. For the
distinct problem of estimating the parameters of deterministic
sinusoidal signals in white noise from hard-limited samples,
see e.g., [16].
II. SYSTEM MODEL
For the discussion, we assume an analog sensor signal
y(t) =
D∑
d=1
xd(t) + η(t), y(t) ∈ R, t ∈ R, (1)
comprising D ∈ N source signals
xd(t) = xc,d(t) cos (tωd) + xs,d(t) sin (tωd), (2)
each with an individual frequency ωd ∈ R. The components
xc/s,d(t) ∈ R are random processes with power spectral
density Ψd(ω) = θd, θd > 0, for ω ∈ [−Ωd; Ωd] and
Ψd(ω) = 0 elsewhere. The auto-correlation of such random
processes is
rd(t) = Exc/s
[
xc/s,d(τ)xc/s,d(τ − t)
]
=
1
2pi
∫ Ωd
−Ωd
Ψd(ω) e
jωt dω
= θd
Ωd
pi
sinc
(
Ωd
pi
t
)
. (3)
In (1), η(t) ∈ R denotes independent additive noise which is
also modeled as an ideally band-limited random process with
Ψ0(ω) = θ0 for ω ∈ [−Ω0; Ω0] and Ψ0(ω) = 0 elsewhere.
2A. Digital data model - Ideal sampling
Sampling (1) at a rate of fA/D =
ΩA/D
pi for a duration of
TA/D =
M
fA/D
,M ∈ N, with an A/D converter featuring ∞-bit
amplitude resolution, results in M -variate samples of the form
y =
D∑
d=1
xd + η, y,xd,η ∈ R
M , (4)
with a covariance matrix of structure
Ry(θ) = Ey;θ
[
yyT
]
=
D∑
d=1
θd
Ωd
pi
Σd ⊙W d + θ0
Ω0
pi
Σ0, (5)
θ =
[
θ1 . . . θD θ0
]T
. (6)
The entries of the source and noise correlation matrices are
[Σd]ij = sinc
(
Ωd
ΩA/D
|i− j|
)
, i, j = 1, . . . ,M, (7)
while the entries of the mixing matrices are
[W d]ij = cos
(
ωd
ΩA/D
pi(i − 1)
)
cos
(
ωd
ΩA/D
pi(j − 1)
)
+ sin
(
ωd
ΩA/D
pi(i − 1)
)
sin
(
ωd
ΩA/D
pi(j − 1)
)
. (8)
Additionally, we define the correlation matrix
Σy(θ) =
∑D
d=1 θd
Ωd
pi Σd ⊙W d + θ0
Ω0
pi Σ0∑D
d=1 θd
Ωd
pi + θ0
Ω0
pi
. (9)
Samples (4) are assumed to follow the Gaussian distribution
py(y; θ) =
exp
(
− 12y
TR−1y (θ)y
)
√
(2pi)M det (Ry(θ))
. (10)
B. Digital data model - Binary sampling
If the signal (1) is digitized via a low-complexity A/D
converter with 1-bit amplitude resolution, the measurements
are
z = sign (y), (11)
where the element-wise hard-limiter sign (·) is defined
[z]m =
{
+1 if [y]m ≥ 0,
−1 if [y]m < 0.
(12)
The output of (11) is invariant to changes of its input scale,
such that one can fix θ0 = 1 and reduce (6) by one element.
Like (10), binary distributions are exponential families
pz(z; θ) = exp
(
wT(θ)φ(z)− λ(θ) + ν(z)
)
, (13)
where w(θ) : RD → RC are the statistical weights,
φ(z) : Z → RC the sufficient statistics, λ(θ) : RD → R
the log-normalizer, and ν(z) : Z → R the carrier measure.
In contrast to (10), where C ∈ O(M2), in multivariate binary
distributions C ∈ O(2M ) as, beside the pairwise products,
the sufficient statistics also comprise all higher order products
[17]. Therefore, we use an auxiliary exponential family model
[14]
p˜z(z; θ) = exp
(
w˜T(θ)φ˜(z)− λ˜(θ) + ν˜(z)
)
, (14)
where the sufficient statistics φ˜(z) : Z → RC˜ are
φ˜(z) = Φ vec
(
zzT
)
(15)
with Φ ∈ [0; 1]C˜×M
2
being an elimination matrix canceling
the duplicate and constant elements of zzT. This reduces (13)
to a quadratic distribution [18] for which C˜ ∈ O(M2). If
Ez;θ
[
φ˜(z)
]
= Ez˜;θ
[
φ˜(z)
]
, (16)
Ez;θ
[
φ˜(z)φ˜
T
(z)
]
= Ez˜;θ
[
φ˜(z)φ˜
T
(z)
]
, (17)
where Ez;θ [·] denotes the expectation under (13) and Ez˜;θ [·]
under (14), the Fisher matrices of (13) and (14) satisfy
F z(θ)  F˜ z(θ). (18)
Without explicit characterization of (13), the information con-
tained in samples from (13) is conservatively quantified by
F˜ z(θ) =
(
∂µ
φ˜
(θ)
∂θ
)T
R−1
φ˜
(θ)
∂µ
φ˜
(θ)
∂θ
(19)
where
µ
φ˜
(θ) = Ez;θ
[
φ˜(z)
]
= Φ vec (Rz(θ)) (20)
is obtained by the arcsine law [19]
Rz(θ) =
2
pi
arcsin (Σy(θ)) . (21)
Therefore, the dth column of the derivative of (20) is[
∂µ
φ˜
(θ)
∂θ
]
d
= Φvec
(
∂Rz(θ)
∂θd
)
(22)
with the off-diagonal matrix entries
[
∂Rz(θ)
∂θd
]
ij
=
2
pi
[
∂Σy(θ)
∂θd
]
ij√
1− [Σy(θ)]
2
ij
, ∀i, j : i 6= j, (23)
while the diagonal entries are zero. With matrix (9),
∂Σy(θ)
∂θd
=
Ωd
pi
(
Σd ⊙W d −Σy(θ)
)
∑D
d′=1 θd′
Ωd′
pi +
Ω0
pi
. (24)
The covariance matrix of the auxiliary statistics (15)
R
φ˜
(θ) = Ez;θ
[
φ˜(z)φ˜
T
(z)
]
− µ
φ˜
(θ)µT
φ˜
(θ) (25)
is obtained by evaluating expectations Ez;θ [zizjzkzl] which,
besides (21), requires quadrivariate orthant probabilities [20].
3III. PROCESSING TASK
Given N ∈ N independent samples of the binary output
(11)
Z =
[
z1 z2 . . . zN
]
, (26)
the optimum technique is the MLE. As the binary likelihood
(13) is intractable, parameter estimation is here performed by
θˆ(Z) = argmax
θ∈Θ
N∑
n=1
ln p˜z(zn; θ). (27)
The solution of (27) consistently achieves [14]
R
θˆ
(θ) = EZ;θ
[(
θˆ(Z)− θ
)(
θˆ(Z)− θ
)T]
a
=
1
N
F˜
−1
z (θ) (28)
and, after computing the empirical mean statistics
µˆφ˜(Z) =
1
N
N∑
n=1
φ˜(zn), (29)
can be found quickly by I ∈ N iterations of scoring [21]
θˆ
(i)
= θˆ
(i−1)
+∆θˆ(Z; θˆ
(i−1)
) (30)
with the update term [22]
∆θˆ(Z; θ) =
((
∂µ
φ˜
(θ)
∂θ
)T
R−1
φ˜
(θ)
∂µ
φ˜
(θ)
∂θ
)−1
·
(
∂µ
φ˜
(θ)
∂θ
)T
R−1
φ˜
(θ)
(
µˆ
φ˜
(Z)− µ
φ˜
(θ)
)
.
(31)
After each update (30), element-wise back-projection θˆ
(i)
=
max(θ∆, θˆ
(i)
) with θ∆ > 0 ensures that θˆ
(i)
∈ Θ.
IV. RESULTS
For performance analysis, we define the relative measure
χd =
[
F−1y (θ)
]
dd[
F˜
−1
z (θ)
]
dd
, (32)
where F y(θ) denotes the Fisher information matrix of the
unquantized samples (4). For verification by Monte-Carlo
simulations with the iterative approach (30), we define
σˆd =
1
θd
[
Rˆ
1
2
θˆ
(θ)
]
dd
(33)
with the empirical error covariance matrix
Rˆ
θˆ
(θ) =
1
K
K∑
k=1
(
θˆ(Zk)− θ
)(
θˆ(Zk)− θ
)T
, (34)
where K denotes the number of realizations of the data (26).
Two exemplary setups, with D = 2,M = 64,N = 105, and
ΩA/D = Ω0 are considered. In the first scenario, qualitatively
depicted in Fig. 1a, sources feature a narrow relative band-
width Ω¯d =
Ωd
Ω0
= 164 while ω¯1 =
ω1
Ω0
= 14 and ω¯2 =
3
4 . Such
a situation can occur, for example, in spectrum monitoring of
ω
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ω1
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(a) Narrow-band Sources
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ω1/2
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(b) Broad/Narrow-band Sources
Fig. 1: Example Scenarios
mobile radio frequencies [23]. Fig. 2 visualizes the information
loss due to hard-limiting (32) as a function of θ¯2 =
θ2
θ0
while
θ¯1 is fixed. It can be observed that the loss χ1 decreases when
switching from θ¯1 = −15 dB to θ¯1 = −3 dB. The loss χ2
stays the same in both situations and obtains its minimum
around θ¯2 = 12.6 dB. The plot shows that a large signal-
to-noise ratio (SNR) imbalance is unfavorable for the weaker
source while the loss can be below χd = −2 dB. Fig. 3
−15 −10 −5 0 5 10 15 20
−8
−6
−4
−2
Signal-to-Noise Ratio θ¯2
In
fo
rm
at
io
n
L
o
ss
χ
[d
B
]
χ1(θ¯1 = −15 dB)
χ2(θ¯1 = −15 dB)
χ1(θ¯1 = −3 dB)
χ2(θ¯1 = −3 dB)
Fig. 2: Information Loss (Narrow Sources)
shows (33) under θ¯1 = −12 dB when scoring (30) with I = 5,
θˆ
(0)
d = θ∆ = −30 dB, and K = 10
3. The empirical results
match the analytical results obtained from the inverse Fisher
information matrices (dashed and dotted lines).
As a second example, we consider a situation with one
broad-band signal source featuring relative bandwidth Ω¯1 =
1
4
and one narrow-band interfering source with Ω¯2 =
1
64 as qual-
itatively visualized in Fig. 1b. Both sources exhibit ω¯d =
1
2 .
Such a configuration can be found, for example, in radio
astronomical imaging, where the power of weak broad-band
electromagnetic emission from a celestial object is measured
while terrestrial radio interference occurs in the observed
frequency band [24]. Fig. 4 visualizes the hard-limiting loss
where the SNR θ¯2 varies while the SNR θ¯1 is fixed. Results
show that the information loss χ1 increases when changing
from θ¯1 = −15 dB to θ¯1 = −3 dB. In contrast, χ2 slightly
decreases for low SNR θ¯2 while obtaining its minimum around
an SNR of θ¯2 = 12 dB. As for the first scenario with two
narrow signal sources, results indicate that SNR imbalance is
unfavorable for the weak broad-band source, while the hard-
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Fig. 3: Uncertainty (Narrow Sources; θ¯1 = −12 dB)
limiting loss caused by high SNR interference with narrow
bandwidth is less pronounced. Fig. 5 depicts the empirical
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results for Monte-Carlo simulations of the Fisher scoring
method (I = 5, θˆ
(0)
d = θ∆ = −30 dB, K = 10
3), which
are in accordance with the analytical performance analysis.
V. CONCLUSION
We have discussed spectral analysis with binary measure-
ments of random signals under the assumption that the power
spectral density structure of the analog sources is known.
Using an auxiliary model characterizing multivariate binary
distributions, we have obtained the achievable performance
and a tractable method for power parameter estimation from
the binary samples. The results show that the information loss
due to hard-limiting depends on the particular scenario and
support that spectral analysis from binary sensor data is, in
general, feasible for low to medium SNR configurations when
using likelihood-oriented techniques. Future research includes
analyzing the potential benefits of oversampling onto the
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achievable sensitivity of likelihood-oriented spectral parameter
estimation, i.e., studying cases where ΩA/D > Ω0.
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