Abstract-We show that a biorthogonal spline wavelet closely approximates the prewhitening matched filter for detecting Gaussian objects in Markov noise. The filterbank implementation of the wavelet transform acts as a hierarchy of such detectors operating at discrete object scales. If the object to be detected is Gaussian and its scale happens to coincide with one of those computed by the wavelet transform, and if the background noise is truly Markov, then optimum detection is realized by thresholding the appropriate subband image. In reality, the Gaussian may be a rather coarse approximation of the object, and the background noise may deviate from the Markov assumption. In this case, we may view the wavelet decomposition as a means for computing an orthogonal feature set for input to a classifier. We use a supervised linear classifier applied to feature vectors comprised of samples taken from the subbands of an N-octave, undecimated wavelet transform.
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The resulting map of test statistic values indicates the presence and location of objects. The object itself is reconstructed by using the test statistic to emphasize wavelet subbands, followed by computing the inverse wavelet transform. We show two contrasting applications of the wavelets-based object recovery algorithm. For detecting microcalcifications in digitized mammograms, the object and noise models closely match the real image data, and the multiscale matched filter paradigm is highly appropriate. The second application, extracting ship outlines in noisy forward-looking infrared images, is presented as a case where good results are achieved despite the data models being less well matched to the assumptions of the algorithm.
I. INTRODUCTION

S
IGNAL detection is usually accomplished by thresholding a test statistic computed from the input data. In image processing, this test statistic is computed at each pixel location using sliding window algorithms whose design depends on prior assumptions about the objects to be detected and the background noise. The variously named matched filter, correlation detector, or template matcher [23] may be viewed as a convolution kernel with a large, positive center lobe for emphasizing objects, surrounded by smaller negative lobes whose purpose is to subtract the background. Frequently employed when the object and background statistics are less well known is a loosely constrained form of the matched filter known as the contrast box, also called the double window filter Manuscript received January 13, 1996 ; revised September 20, 1996 . This work was supported in part by the National Institutes of Health under Grant RO1 CA5264. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Maria Petrou.
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Publisher Item Identifier S 1057-7149(97)03086-8. [5] . This is a moving window operator whose test statistic output is a function of the difference in first-and second-order statistics computed within concentric windows. In keeping with the matched filter principle, peak performance occurs when the inner window completely encloses the object, leaving the bordering window in a background region with lower mean gray level. In practice, the matched filter is of limited use because each view of the object may require a unique template. Hence, matched filter detectors are often found in applications involving fairly simple, bloblike objects. This paper concerns such applications. In particular, we examine a class of multiscale matched filters implemented using the wavelet transform.
The literature contains a number of precedents where wavelets are used for object and feature detection. Mallat and Hwang [20] use first derivative wavelets to isolate singularities caused by edges in noisy data. Wavelet maxima thus obtained are subsequently used for noise smoothing and image reconstruction. Yu et al. [37] develop an adaptive maximum likelihood ratio test for detecting faint optical targets-in this case trucks-in multispectral satellite images. Object detection is based on feature vectors containing spectral, orientation, and scale parameters, all of which are computed at multiple scales via the wavelet transform. Casasent et al. [7] combine wavelet and Gabor coefficients of varying orientation and spatial frequency in a scheme for detecting targets in simulated infrared images. Szu et al. [35] note that the successively dilated filters of the wavelet transform could serve as a bank of matched filters, and implement such a system with optical correlators. Roberge and Sheng [28] use optical correlators to match edge features computed via the wavelet transform with those of the reference image. Later the authors use adaptive superwavelets to perform continuous scale invariant recognition based on corner points computed from the object and reference [30] , [29] . Others have used wavelet-based correlators for invariant object recognition, in which wavelet features are fed to some type of optical classifier [1] , [6] , [19] .
Wavelet methods for detection and enhancement tasks have received considerable attention within the medical imaging community, particularly for locating microcalcifications in digital mammograms. The general approach is to: 1) compute the forward wavelet transform of the image; 2) nonlinearly transform or adaptively weight the wavelet coefficients; 3) compute the inverse wavelet transform. Richardson [25] , [26] showed that the details components of those octaves containing the finest structure can be useful in enhancing the visibility of microcalcifications and other lesions. Laine [17] achieves a scale-dependent enhancement of mammograms by selectively weighting and scaling the details computed using a first derivative of a Gaussian wavelet. In later work [15] , a dyadic wavelet transform method is shown to be related to traditional unsharp masking, and in [16] , nonlinear enhancement operators applied in the wavelet domain produce significant improvements over unsharp masking. Other work using wavelets for microcalcification detection can be found in [2] , [24] , and [36] .
Our contribution to wavelet-based detection is in showing that a particular type of wavelet closely approximates the matched filter for detecting Gaussian objects in two common forms of Markov noise, and that a filterbank implementation of the wavelet transform acts as a hierarchy of detectors operating at discrete object scales. We also show how the output of the wavelets detector can be used to control the amount of contrast enhancement applied during an object recovery stage. The final output image contains the original background with the detected objects highlighted. This is useful in applications where the context provided by the background is needed for human interpretation of the image.
Section II introduces the wavelet basis used throughout the paper, and defines the wavelet details filters computed at each octave. In Section III, we show that these details filters are equivalent to matched filters for detecting Gaussian objects in separable and nonseparable Markov noise. Section IV presents an optimal classifier for combining detector outputs when the objects to be detected occur at multiple scales and/or differ from the ideal signal and noise models. The second stage of the wavelet algorithms is described in Section V. Here, we recover the detected objects in a greatly emphasized state compared to the background. We refer to this as object recovery or object extraction, although it is actually a form of adaptive image enhancement whose contrast gain is controlled by the test statistic of the detector stage. We give two applications of the wavelets algorithm in Section VI, include some quantitative comparisons with published algorithms, and end with brief conclusions.
II. WAVELET TRANSFORM PRELIMINARIES
The reader is assumed to be familiar with the principles of one-dimensional (1-D) subband decomposition and the wavelet transform. Here, we introduce the notation of a biorthogonal wavelet basis which is particularly useful for object detection, and describe its implementation. The symmetric filters afforded by the biorthogonal wavelet transform are later shown to be equivalent to matched filters.
A. Biorthogonal Wavelet Bases
The biorthogonal wavelet transform uses two different wavelet bases:
for decomposition (analysis) and for reconstruction (synthesis). As seen in Fig. 1 , the forward two-dimensional (2-D) wavelet transform is implemented using a bank of 1-D lowpass ( ) and highpass ( ) analysis filters. The reconstruction process, or inverse wavelet transform, is likewise computed via 1-D synthesis filters, 
Furthermore, the analysis filters can be expressed as (2) where and are the Fourier transforms of the synthesis wavelet and scaling function , respectively. The wavelet bases chosen for object detection are the biorthogonal B-spline functions proposed by Cohen et al. [9] . Filter coefficients for and are listed in Table I . The spline basis belongs to the second-derivative or Laplacian of Gaussian class. Downsampling and upsampling are normally employed in the forward and inverse wavelet transforms, respectively. However, for object detection, the translation invariance of the undecimated transform [31] is important. Although the resulting transform is highly redundant from an information theoretic point of view, it is still simple to compute and the analysis and synthesis filters are unchanged. For example, the filter with frequency response is formed by inserting zeros between the coefficients of .
B. Details Filters
In the analysis phase of the 2-D wavelet transform (see Fig. 1 ), each row of the input image is separately filtered by and . The resulting pair of row-transformed images are likewise filtered in the column direction, yielding four subband images at the first octave level ( 1). The three "details" images -or simply termed LH (low-high), HL (high-low) and HH (high-high)-correspond to specific, nonoverlapping bands in the frequency domain. The "smooth," or LL (low-low) component is a lowpass filtered version of the original image, and is passed through to the next octave for further subband decomposition. The Fourier transforms of these subband images are denoted by . At octave the four subband images are related to the original input image via the separable transfer functions
where, for example etc., and (4) The significance of the "details filters" in (3) becomes apparent below in the discussion on matched filters.
III. WAVELET ALGORITHMS FOR DETECTION
A. Matched Filter
Consider the situation wherein a deterministic object located at is imaged in the presence of background noise , giving the observed image
When the noise is stationary with power spectrum , the optimum detector for finding the known is the prewhitening matched filter with transfer function [23] (6) and impulse response (7) where is the Fourier transform of , and . Detection is accomplished by sampling the output at the point of peak correlation, which, in digital communications applications, requires knowing when the signal pulses can occur. When the output, or "test statistic," exceeds a preset threshold, the signal is deemed present, or absent if below the threshold. The matched filter is optimum in the sense that the signal-to-noise ratio at the output is maximized at the detection instant or location. In fact, the matched filter is optimum for the case where both the signal shape and location are known exactly. In imaging applications, the object location is probably unknown, in which case the location of any above-threshold correlation peaks is used to make detection decisions.
Most realistic detection applications in imaging violate the three basic requirements of the prewhitening matched filter: The object is almost never known exactly, leading to a drop in the test statistic; object location is unknown, requiring that all peaks in the test statistic be compared against a threshold; and the background noise is most likely nonstationary, meaning that exact whitening is unrealizable. In practice, the precise constraints demanded by the matched filter are relaxed, and a useful, though less than optimum, detector is realized. Such a detector is discussed next.
B. Object and Noise Models
We require a matched filter detector that will find a blob in background noise. (Later, we discuss how object detection and extraction can be made more specific, permitting recovery of objects with more shape.) The mathematically tractable Gaussian, , is a natural choice. The Gaussian is particularly appropriate for modeling early-stage tumors in medical imaging, for example. The scattering that occurs when the roughly spherical mass of a tumor is projected through tissue onto the imaging plane creates a blurred image profile that is well modeled by Gaussian taper. In other imaging applications, a simple blob detector may be overly simplistic. Later, because of the apparent limitations of this object model, we give two applications, one in which the object (and noise) fit the models very well, the other being at the opposite end of the scale. In both cases, object detection and enhancement is achievable.
Following [11] and [8] , we model nonstationary background noise using the sum of a nonstationary mean and a stationary "residual" component. The latter, which is typically computed by subtracting a lowpass filtered image from the original image, is modeled as either a separable Markov process with autocorrelation , or a nonseparable Markov process with autocorrelation [12] . Separable noise contains random horizontal and vertical streaks, and is often cited as being appropriate for modeling textures containing man-made structure, whereas the nonseparable Markov texture is more isotropic, especially when , and therefore more suitable for modeling natural textures. As we show later, certain applications may suit a combined model. From (6), the optimum detector for finding Gaussian objects in separable Markov noise is a separable prewhitening matched filter given by (8) where, for and
Likewise, the nonseparable prewhitening matched filter for locating Gaussian objects in nonseparable noise is (10) or, for (11) When , the residual component is already white, and the point spread functions and are Gaussian. (Note, however, that this condition is not apparent here due to the restriction that .) When the increasing interpixel correlation of the residual causes both point spread functions to develop increasingly negative side lobes on either side of the positive main lobe, as shown in Fig. 2 .
C. Multiscale Matched Filters Using Wavelets
Next, we show how the separable matched filters developed in (8) and (11) can be implemented at multiple object scales via wavelet transforms using the B-spline wavelets. The analysis wavelet basis for the B-spline function gives details filters [see (3) ] with approximately Laplacian of Gaussian point spread functions (12) where , and depends on octave . The transfer functions corresponding to the components and the sum of components (termed LH HL) compute to be (13) These details filters have the same form as the separable and nonseparable matched filters in (8) and (11), respectively, for the case , i.e. when the noise is significantly correlated. Fig. 3 compares the separable HH details filter resulting from the B-spline wavelet with the separable matched filter in (9) . The details filter is a close approximation to the matched filter over four octaves. (Only the separable filters are shown since they can be conveniently represented in one dimension and thus easily compared. The nonseparable LH HL details filter and the nonseparable matched filter are also similar.) The closest match between (13), (8) , and (11) occurs when the Markov noise is highly correlated with . In this noise regime, a multiscale image decomposition with the biorthogonal B-spline wavelet creates a sequence of HH and LH HL details subimages, which is equivalent to applying the matched filters in (8) and (11) at increasing scale. The smallest objects appear in the high frequency octaves (i.e., small ) and vice versa.
A simple test confirms that the details filters act like matched filters. In Fig. 4 , the performance of the details filters in (13) is compared to that of the matched filters of (8) and (11) by computing receiver operating characteristic (ROC) curves from tests using simulated Gaussian objects embedded in both forms of Markov noise. The signal-to-noise ratio (SNR), defined as , is 0.2, and the correlation parameters 0.01. Since the test objects are of fixed size, only one wavelet octave band is involved in the ROC computation. The performance of the filter is almost identical to that of the separable matched filter. Likewise, the LH HL results are comparable to those of the nonseparable matched filter.
To summarize, the octave filterbank based on the B-spline wavelet acts much like a hierarchy of matched filters for detecting Gaussian objects in two common forms of Markov noise. 
IV. CLASSIFICATION OF WAVELET FEATURES
In practice, the Gaussian model is a coarse approximation of most objects. Even if an object is Gaussian, its size is unlikely to fall exactly at the scale of a single octave band. So, in reality, the object will create a response across several adjacent octaves. Thus, another interpretation of the wavelet decomposition is that it provides a means for computing a feature set for input to a classifier. Unlike conventional multispectral image classifiers, whose input images originate from different spectral bands, the input images here are details subbands which correspond to nonoverlapping octave bands of spatial frequencies.
The simple feature vector has components (14) computed from an -octave wavelet transform. Depending on the application and the type of objects to be detected, increased specificity may be gained by employing each details subband as a separate component of . A simple linear classifier that maximizes the separation between distributions in a two-class problem is the Hotelling observer, also known as Fisher's discriminant [10] . The output of the classifier is the test statistic, or Hotelling discriminant, given by (15) where (16) and and are the means of the "signal present" and "signal absent" classes, respectively, and the intraclass scatter matrix (17) is the average covariance matrix of each (assumed) equally probable class. ( denotes the average.) Interestingly, (16) is another form of prewhitening matched filter, in which prewhitens the feature vector , prior to computing the inner product (i.e., correlation) with the signal template . In practice, the feature statistics required for computing are obtained from a large training set comprised of images from both classes.
We stated earlier that the undecimated form of the wavelet transform is needed for object detection. Equation (14) shows why. The definition of a feature vector at every pixel location is only made possible by the fact that the details subbands are the same size as the input image. The translation invariance of the feature vectors-made possible by the undecimated transform-is also essential for detection tasks.
V. WAVELET ALGORITHM FOR OBJECT RECOVERY
The basic paradigm of wavelets-based image processing is: Compute the wavelet transform, modify the subband images, compute the inverse wavelet transform. The test statistic in (15) may be exploited in such a scheme to achieve adaptive image enhancement for object recovery. Laine et al. [15] , [17] present a suite of image enhancement techniques based on localized weighting of subband details images obtained using first derivative of Gaussian wavelets, i.e., local maxima in the details images correspond to edges in the original image [21] . Laine [16] shows that a weighting factor ( 1) applied to the details pixels across all octave bands is equivalent to unsharp masking for emphasizing high frequencies, and that weighting a single octave band by a constant effectively enhances a midrange of frequencies. We use second-derivative wavelet bases, so our approach is somewhat different, although the equivalent enhancement is still a form of multiscale unsharp masking. The important difference between Laine's approach and ours is that we restrict enhancement to highly localized regions identified by the detection algorithm, whereas Laine's localized enhancement is applied to regions-of-interest identified by the human observer. In both approaches, the object is made more visible against the background. Furthermore, the wavelets approach is flexible enough to afford global image enhancement or background suppression, depending on the application and the need to maintain some degree of background contrast for contextbased interpretation.
We use a second derivative wavelet basis where regions of sharp variation coincide with zero-crossings in the details subbands. We want enhancement to be confined to potential objects as indicated by the test statistic output of the detector. The following object enhancement procedure is applied at each octave level of the subband decomposition.
• Threshold the test statistic from the detector at the level that yields an acceptable false positive rate. (Later examples will clarify threshold selection.) • Find those zero-crossings of the LH HL details image that are closest to the detected pixel regions. (Recall from (12) and (13) that LH HL approximates the output of a Laplacian of Gaussian convolution operator.) Create a binary boundary map at the zero-crossing locations.
• Blur the detected boundary map by convolving it with a Gaussian whose is proportional to the scale of the octave, and whose amplitude dictates the degree of unsharp masking. (The extent of the blurred boundary defines the region where details pixels are to be amplified.) • Weight the LH, HL, and HH details images using the blurred boundary map. (Stretching the contrast of the details components near zero-crossings in this second derivative basis is equivalent to amplifying wavelet maxima in the first derivative basis.) • Compute the inverse wavelet transform. computed Hotelling discriminant, (x; y), using the wavelets-based detection algorithm with a three-octave decomposition. Bottom: result of weighting subbands according to the unsharp-masking algorithm, followed by the inverse wavelet transform.
An illustration of the step-by-step procedure is shown in Fig. 5 for the case of a Gaussian object with no background noise. Also shown in Figs. 6 and 7 are the results of applying this algorithm to a Gaussian object in a mixture of separable and nonseparable additive Markov noise.
VI. APPLICATIONS
The image processing steps for object detection and recovery are summarized in Fig. 8 . Two contrasting applications of the algorithms follow.
A. Extracting Microcalcifications from Mammograms
Clusters of fine, granular microcalcifications ( Ca s) in mammograms (X ray images of the breast) may be an early sign of breast cancer. The goal of image processing algorithms is to detect Ca s and then, since their shapes provide valuable diagnostic information, make them more visible compared to the background. Low signal contrast makes the task difficult.
1) Object and Noise Model:
Individual Ca s appear as particulate objects of variable size (typically 0.05-1 mm) and shape, and fairly uniform optical density [3] , [18] . Although Ca s vary in outline and degree of elongation, the average form is roughly circular, with a Gaussian cross-section [33] , [34] . The background texture typical of breast images is inhomogeneous. However, the residual texture formed by subtracting the spatial mean conforms to a model composed of separable and nonseparable Markov noise. Fig. 9 compares simulated textures with the residual texture computed from a sample mammogram. The nonseparable Markov texture is isotropic ( in this case), which would appear to be better suited for modeling breast texture, with its structures oriented in all directions. Nevertheless, the horizontal and vertical streaking generated by the separable model appears to be useful for representing the fine vasculature of the breast. In fact, as this illustration suggests, a linear combination of the two Markov noise types may be closest to the truth. To summarize, this application involves objects and noise types identical to those assumed in the derivation of the wavelet-based multiscale matched filters in (13) .
2) Data: Our algorithms are tested on a public domain database of 40 digital mammograms created by N. Karssemeijer of University Hospital Nijmegen, The Netherlands [14] [13]. Each image was digitized from film at 12 b/pixel and a spatial resolution of 2048 2048 pixels per image with a sampling aperture of 50 m in diameter and a 100 m sampling interval. The 40 images represent 21 different patients. Each image contains one or more calcification clusters verified by expert radiologists. The database comes with a ground truth file containing the position coordinates and diameter of every cluster of Ca s.
3) Algorithm Implementation:
The algorithm proceeds as shown in Fig. 10 , with several minor variations. In this application, the dyadic sampling grid of the wavelet transform is too coarse. In fact, the "scale response" (analogous to frequency response)-measured by passing a simulated Gaussian object of size through a subband decomposition and recording the peak response in each octave-shows significant dips between octaves 2 and 3, and between octaves 3 and 4. As proposed by Rioul [27] , we can remedy this by computing a separate 3-octave wavelet transform using -interpolated versions of and in (1). Hence, octaves 2 and 3 of the modified transform, known as "voices" of the original octave decomposition, fill the gaps in coverage as desired. The scales covered by octaves 1 through 4, including the voices at octaves "2.5" and "3.5," occupy the range 0.5 5 which, given that a Gaussian object is visible over pixels, corresponds to objects of diameter 1 10 pixels, or 100 m 1 mm at the mammogram scale. This, as stated earlier, is the relevant scale range for Ca s in the Nijmegen database. Another variation-a method for reducing the false alarm rate-is introduced after the detection phase. Recall that the matched filters are designed to detect Gaussian objects in Markov noise. An elongated object consisting of a series of partially overlapping Gaussians will be detected by a filter tuned to the appropriate scale. This is indeed what happens in the case of certain long strands of connective tissue in the normal breast. Fortunately, many of the resulting false alarms can be eliminated by exploiting shape information derivable from the same wavelet transform. Since the LH HL details filters in (13) are essentially Laplacian of Gaussian in our case, we can use zero-crossings in those bands to compute the boundaries of detected pixel regions. Closed boundaries are immediately admitted to the class of true positives. Open boundaries are admitted if a Hough-like circularity metric-defined as the number of boundary pixels on a circumference of radius -exceeds a threshold. The parameter is scale dependent and is different for each octave [33] .
Computing the statistics of the subband feature vector [ in ( 
4) Results:
The free-response receiver operating characteristic (FROC) [4] curves in Fig. 10 are generated by counting true positive and false positive clusters while thresholding the Hotelling test statistic in (15) at discrete levels between the maximum and minimum values. (Fig. 8 shows where FROC is computed in the processing chain. The selection of a working threshold depends on the acceptable false positive rate for this application.) Also shown is the FROC curve for the case when one pair of images, numbered 12o (oblique) and 12c (craniocaudal), is omitted, leaving 38 mammograms. This pair contains numerous Ca s scattered throughout the breast. Many of these lie outside the radiologist's truth circles and, on being detected, are labeled as false positives, causing a misleading drop in the average FROC curve. (This underscores the urgent need for databases that uniformly represent a range of realistic clinical cases, i.e., without significant outliers, unlike the case here.)
An example showing Ca s recovered after the object recovery step is given in Fig. 11 . Notice that, although the matched filter is predicated on circularly symmetric Gaussian Ca s, the recovery step is able to reconstruct Ca s of arbitrary shape. A quantitative measure of contrast improvement can be obtained by computing optical contrast before and after processing, where is the mean gray level of the (foreground) object, and is the mean gray level of the background. In the case of Fig. 11 the Ca clusters undergo an average contrast increase of 5 : 1. For comparison, Laine reports an improvement of around 10 : 1 when testing his algorithm on simulated Ca clusters added to actual mammograms [16] . His nonlinear mapping method may account for the disparity.
B. Estimating Target Profiles in Forward-Looking Infrared Images
The aim here is to detect a target, in this case a ship, and then enhance the target silhouette for identification purposes. The input image is a single 480 640-pixel frame of forwardlooking infrared (FLIR) data. A typical image is shown in Fig. 12 . The FLIR images are discussed in an earlier paper [32] .
1) Object and Noise Model:
The limited radiometric resolution of long-range FLIR imaging causes hotter-thanbackground targets to be rendered as regions of nearly uniform gray level (see Fig. 12 ). Nevertheless, although FLIR ship targets are somewhat bloblike, their shapes are clearly more complex than the simplistic Gaussian in our matched filter model. The background in FLIR imagery is a blend of correlated as well as uncorrelated noise components, with specklelike contributions from the ocean surface and atmospheric turbulence, plus correlated streaking and other forms of instrument noise. Since the actual image data and data models assumed by the matched filter are mismatched in this case, we turn to the alternative view of the detection algorithm, namely that the wavelet decomposition supplies an orthogonal feature set, in (14) , for input to a linear classifier.
2) Algorithm Implementation: Fig. 12 shows the LH HL and HH details images for the fourth octave of the biorthogonal spline wavelet decomposition. The scale of the target in the current application dictates that more low-frequency octaves be used compared to the mammography example. Hence, we employ octaves two through five with, once again, interoctave voices at octaves 2.5, 3.5, 4.5, and 5.5, giving a total of eight subbands and a 17-component feature vector in (14) . The size of the training set used is rather small due to the limited number of available FLIR images of ships belonging to the same class. In fact, only six target-present training images were available. (There was no shortage of target-absent backgrounds for training.) The number of targetpresent training data was artificially increased by taking 15 randomly selected samples from different parts of the target in each of the six training images, yielding a total of 90 samples. 3) Results: Fig. 12 shows a progression of images at successive stages of the processing algorithm. One measure of how much the background noise is suppressed in relation to the target is peak target gray level . In this example, the ratio increases from 8.6 in the input image to 31.2 at the output. In comparison, a 5 5 double-window modified trimmed mean filter [22] , which is a form of order statistics filter used for edge-preserving smoothing in both Gaussian and impulse noise, achieves an output ratio of 25.3. (The 5 5 window produces the same degree of edge sharpness as the wavelets method.)
VII. DISCUSSION AND CONCLUSIONS
With an appropriate choice of wavelet basis, the undecimated wavelet transform can be a useful tool for detecting and recovering objects in noisy backgrounds. In particular, we have shown that a biorthogonal spline wavelet closely approximates the prewhitening matched filter for detecting Gaussian objects in separable and nonseparable Markov noise. The filterbank decomposition computes the matched filter at multiple scales. There are two ways of viewing the operation of the wavelets-based detector. When the objects to be detected are truly Gaussian, and matched in scale to one octave, and the noise is one of the Markov types, then the test statistic is obtained from the appropriate details image. More realistically, the objects will occur at unpredictable scales, and their shapes will be non-Gaussian, in which case the details images form a useful feature set for input to an optimum classifier. In our case, the test statistic is computed using a Hotelling discriminant. The test statistic is then used to control an adaptive contrast enhancement algorithm, again based on wavelets, allowing recovery of an image with the detected objects greatly emphasized.
The algorithm has been tested on two widely differing classes of image. The mammography data proved to be an excellent fit to the idealized models of the detector, so it is not surprising that good FROC results were obtained. The fact that good subjective results were also obtained using the infrared data is possibly attributable to the universality of the Gaussian and Markov models used in the detector design, and provides support for the alternative view of the wavelets-base detector.
