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Abstract. We propose an innovative method based on the MOOD technology (Multi-
dimensional Optimal Order Detection) to provide a 6th-order finite volume approximation
for the one-dimensional steady-state Burger and Euler equations. The main ingredient
consists in using an ’a posteriori’ limiting strategy to eliminate non physical oscillations
deriving from the Gibbs phenomenon while keeping a high accuracy for the smooth part.
A short overview of the MOOD method will be presented and numerical tests with regular
or discontinuous solutions will assess the method capacity to produce excellent approxi-
mations. In the latter situation, the numerical results enable to detect the zone where it
is necessary to reduce the degree of the polynomial reconstructions to preserve the scheme
robustness.
347
G.J. Machado, S. Clain, R. Loube`re and S. Diot
1 INTRODUCTION
Computation of accurate approximations for steady-state hyperbolic systems such as the
Euler’s equations is a constant challenge due to the wide panel of applications in aeronau-
tic, aerospace, and environmental problems. In contrast with non stationary situations,
the steady-state case brings more fundamental difficulties such as non uniqueness or oscil-
lations around discontinuities keeping the iterative procedure from converging. Another
important issue concerns the accuracy of the approximations where the numerical diffusion
may prevent the solver from converging to the correct solution.
Most of the finite volume commercial softwares (FLUENT for instance) use a MUSCL
strategy to provide a second-order of accuracy of the steady-state approximations [2, 3,
5, 4]. Other strategies based on WENO/CENO technique propose fourth- or fifth-order
methods [11, 12, 13] to capture the correct steady-state solutions but they almost use
structured grids since the technique is very time consuming in an unstructured mesh
context [1, 16, 15].
Very recently, a new limiter paradigm has been proposed to control the oscillations in
the vicinity of the shocks and has been successfully applied to the non stationary Euler’s
equations [6, 7, 8]. The Multidimensional Optimal Order Detection (MOOD) is an a
posteriori limiter which enables very high-order approximations. It prevents from the
Gibbs phenomenon and is very low time consuming with respect to the WENO/CENO
methods. The question we tackle in this paper is the capacity of the MOOD method to
deal with steady-state solutions and to provide the correct one.
We first consider the Burgers’ equation since it is the standard non linear scalar case
that one has to first solve correctly. We introduce the discretisation and the polynomial
reconstruction and then we present the MOOD method for the scalar case. Numerical
simulations have been carried out to prove that the technology can be successfully applied
to a stationary problem. We then deal with the steady-state Euler’s equations and adapt
the limiting procedure. New numerical simulations are carried out to show that the
MOOD strategy enables to capture the solution with a very high accuracy.
The rest of the paper is organized as follows. In section 2 we present the models, section
3 deals with the generic finite volume schemes, and in section 4 we introduce the MOOD
technology for the steady-state case which is very different from the non stationary con-
text. Sections 5 and 6 are dedicated to the numerical tests and in the last section we
present the conclusions of the work.
2 Models
We will consider in this work the one-dimensional steady-state Burgers’ equations (scalar
case) and the one-dimensional steady-state Euler’s equations (vectorial case).
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2.1 Burgers’ equations
We seek the velocity function u = u(x), solution of the 1D steady-state inviscid Burgers’
equation
d
dx
F (u) = f, in Ω = (0, 1) (1a)
with Dirichlet boundary conditions
u = ulf, on x = 0, (1b)
u = urg, on x = 1 (1c)
where the flux is given by
F (u) =
u2
2
and f = f(x) represents the source term.
Burgers’ equation is one of the simplest nonlinear equation which is often used as a
prototype problem for which shocks can develop.
2.2 Euler’s equations
We seek the density ρ = ρ(x), the velocity u = u(x), and the pressure p = p(x) solutions
of the 1D steady-state Euler’s equations
d
dx
F (U) = f, in Ω = (0, 1) (2a)
with Dirichlet boundary conditions
U = Ulf, on x = 0, (2b)
U = Urg, on x = 1, (2c)
where the conservative variable U is given by
U = (ρ, ρu, E)T
and the flux is given by
F (U) = (ρu, ρu2 + p, u(E + p))T .
The source term is represented by f = (f1, f2, f3)
T = (f1(x), f2(x), f3(x))
T and the total
energy per unit volume is given by
E =
1
2
ρu2 + e, (3)
where e is the specific internal energy. For an ideal gas, this system is closed by the
equation of state
e =
p
ρ(γ − 1) (4)
with γ the ratio of specific heats (γ = 7
5
in our studies).
349
G.J. Machado, S. Clain, R. Loube`re and S. Diot
3 FINITE VOLUME SCHEMES
In this section we describe the numerical finite volume schemes for Burgers’ equation,
being their immediate extensions to Euler’s equations, starting by presenting the notations
and the polynomial reconstruction machinery.
3.1 Polynomial reconstruction
Let Th be a mesh of the interval Ω = [0, 1] constituted of cells Ki = [xi− 1
2
, xi+ 1
2
], i =
1, . . . , I, with centroid xi, where x 1
2
= 0, xI+ 1
2
= 1, and xi+ 1
2
= xi− 1
2
+ hi, i = 1, . . . , I
stand for the interfaces.
To achieve high-order numerical approximations, we introduce local polynomial recon-
structions of the underlying solutions. At the first stage, we define the stencils associated
to the cells. For any cell Ki, i = 1, . . . , I, and any degree di of the polynomial recon-
struction, we shall denote by Si the stencil composed of the di + 1 closest neighbour cells
(excluding cell Ki). The second stage consists in defining the polynomial reconstructions
based on the data of the associated stencil. To this end, and for any given scalar function
φ defined on Ω, let Φ = (φi)i=1,...,I where φi ∈ R is an approximation of the mean value
of φ over cell Ki. So, the polynomial reconstruction of degree di associated to cell Ki is
defined as
φi(x; di) = φi +
di∑
α=1
Ri,α [(x− xi)α −Mi,α] ,
where we set Mi,α =
1
hi
∫
Ki
(x − xi)α dx to provide a conservative property, that is,
1
hi
∫
Ki
φi(x) dx = φi, and the vector Ri = (Ri,α)α=1,...,di gathers the polynomial coeffi-
cients. For a given stencil Si, we consider the quadratic functional
Êi(Ri) =
∑
j∈Si
[
1
hj
∫
Kj
φi(x; di) dx− φj
]2
.
We denote by R̂i the unique vector which minimizes the quadratic functional and set φ̂i
the associated polynomial that corresponds to the best approximation in the least squares
sense of the data of the stencil.
3.2 First-order finite volume scheme
Using the classical finite volume methodology, equation (1a) is integrated over cell Ki,
i = 1, . . . , I, resulting in
1
hi
(
Fi+ 1
2
− Fi− 1
2
)
− f¯i = 0, (5)
with Fi+ 1
2
= F (u(xi+ 1
2
)) and f¯i =
1
hi
∫
Ki
f(ξ) dξ. The exact mean source term f¯i is
approximated by fi through Gaussian quadrature approximation and the physical flux
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at the interface Fi+ 1
2
, denoted by Fi+ 1
2
, is approximated by the Rusanov numerical flux,
namely:
• left boundary interface (i = 0)
F 1
2
(Φ) =
1
2
(
φ2lf
2
+
φ21
2
)
− max(|φlf|, |φ1|)
2
(φ1 − φlf);
• inner interfaces (i = 1, . . . , I − 1)
Fi+ 1
2
(Φ) =
1
2
(
φ2i
2
+
φ2i+1
2
)
− max(|φi+1|, |φi|)
2
(φi+1 − φi);
• right boundary interface (i = I) — similar to the left boundary interface.
Let us now define the residual at cell Ki by
Gi(Φ) = 1
hi
(
Fi+ 1
2
(Φ)− Fi− 1
2
(Φ)
)
− fi, (6)
and introduce the nonlinear operator G(Φ) = (G1(Φ), . . . ,GI(Φ))T . The numerical solution
is then given by vector Φ† = (φ†i)i=1,...,I which is the solution of the nonlinear problem
G(Φ) = 0I . This solution is known to be first-order accurate.
3.3 Generic high-order finite volume scheme
To construct a generic high-order solver of (1a)-(1c) one has to substitute the left and
right states in by states evaluated through high-order polynomial reconstructions. Let us
assume that a cell polynomial degree map is given M = (d1, . . . , dI)T with its associated
stencil map S = (S1, . . . , SI)
T . Using these maps, we define the state values:
• first cell (i = 1)
φ̂−1 = φ̂1(x 1
2
; d1) and φ̂
+
1 = φ̂1(x 3
2
; min(d1, d2));
• inner cells (i = 2, . . . , I − 1)
φ̂−i = φ̂i(xi− 1
2
; min(di−1, di)) and φ̂+i = φ̂i(xi+ 1
2
; min(di, di+1));
• last cell (i = I) — similar to the first cell.
Note that the minimal polynomial degree min(di, di+1) at interface xi+ 1
2
is mandatory to
ensure that the cell is updated with the first-order scheme when di = 0 or di+1 = 0. The
numerical fluxes write:
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• left boundary interface (i = 0)
F 1
2
(Φ) =
1
2
(φlf)2
2
+
(
φ̂1(0)
)2
2
− max
(
|φlf| ,
∣∣∣φ̂1(0)∣∣∣)
2
(
φ̂1(0)− φlf
)
;
• inner interfaces (i = 1, . . . , I − 1)
Fi+ 1
2
(Φ) =
1
2

(
φ̂+i
)2
2
+
(
φ̂−i+1
)2
2
− max
(∣∣∣φ̂+i ∣∣∣ , ∣∣∣φ̂−i+1∣∣∣)
2
(
φ̂−i+1 − φ̂+i
)
;
• right boundary interface (i = I) — similar to the left.
The residual associated to cell Ki turns to be
Gi(Φ) = 1
hi
(
Fi+ 1
2
(Φ)− Fi− 1
2
(Φ)
)
− fi, (7)
and we get again the nonlinear operator G(Φ) = (G1(Φ), . . . ,GI(Φ))T . The numerical
solution is then given by vector Φ† = (φ†i )i=1,...,I which is the solution of the nonlinear
problem G(Φ) = 0I . This final solution does explicitly depends on the map M and the
stencil S. As a consequence the system can be written in a more systematic way into
G(Φ;M, S) = 0I . (8)
If the solution is regular enough the high-order scheme must retrieve it with high ac-
curacy and an optimal rate of convergence. In presence of local discontinuities, Gibbs
phenomenon will be triggered and oscillations are expected and high-order polynomial
reconstructions can not be used any more leading the cell polynomial degree d to drop to
0 in the vicinity of the discontinuity. In the following, we construct a scheme capable of
dealing with this situation.
For the numerical implementation treating one scalar equation like Burgers’ equation or
one system like Euler’s equations does not modify the strategy: we solve a set of nonlinear
coupled equations, only the nonlinear coupling between them may change also the flux
and the dependencies between the variables.
4 MOOD SCHEMES
Recently a new limiting technology named the Multidimensional Optimal Order Detection
(MOOD) has been proposed and tested in the Euler system context [6, 7, 8]. We propose
a short overview of the method and detail the adaptation to the steady-state context.
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4.1 Philosophy of Detection and Decrementing
Let us assume that a candidate solution Φ†,1 has been computed with the high-order
scheme with a maximal map M1 = (dmax, . . . , dmax)T and its associated stencil S1.
The detection criteria used in this work is mimicked from the original Detection criteria in
[6, 7, 8]: a first filter detects all extrema (called ED) and a second filter (called u2) applied
on detected extrema splits them into regular or non-regular ones. For non-regular extrema,
say in cell Ki, one decrements the cell polynomial degree di modifying de facto the map
into M2 and the associated stencil S2. This new map generates several new polynomial
reconstructions and consequently new state variable evaluations. Next the solution is
recomputed taking into account these modifications. This new candidate solution Φ†,2 is
then checked using the detection criteria. New decrementing may occur leading to a new
mapM3 with stencil S3 and a new candidate solution Φ†,3. The iterative procedure stops
when the map does not change any more.
4.2 MOOD method
The classical MOOD method would apply the following steps:
0. Initialize. Set k = 1. Choose the initial map M1 = (dmax, . . . , dmax)T , its associated
stencil S1 = (S11 , . . . , S
1
I )
T , and an initial guess Φ0.
1. Compute Φ†,k solution of G(Φ;Mk, Sk) = 0I .
2. Detect and Decrement
• Detect and flag non-regular extrema in set E using ED+u2 detector.
• Compute the new cell polynomial degree map Mk+1 with dik+1 = ϕ(Mk) for
i ∈ E and dik+1 = dik for the other cells.
• Compute the new stencil map Sk+1 on the basis of Mk+1.
3. Exit test. If Φ†,k+1 is close to Φ†,k or if Mk+1 = Mk then exit the loop else set
k = k + 1 and go back to 1.
In our simulations the decrementing function ϕ implements a three step sequence: dmax →
2→ 0.
5 NUMERICAL RESULTS FOR BURGERS’ EQUATION
In this section we present the numerical tests that have been carried out for the Burgers’
equation. The methodology is made on three steps
First, we test the numerical method for a regular solution. Using a sequence of refined
meshes one computes the relative errors and infere the order of convergence of
the numerical scheme. When Pd polynomial reconstructions are employed, that is,
M = (d, . . . , d)T , one expects a d + 1 order of convergence.
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Second, irregular solution is simulated with the first order numerical scheme to validate
the shock capturing behavior. Also schemes above first order are tested to enlighten
the Gibbs phenomenon, that is to say parasitical numerical oscillations that are
observed when discontinuous profiles are computed.
Third the MOOD scheme is tested with cell polynomial decrementing as presented in
section 4.2 for regular and irregular solutions. One expects that the MOOD scheme
provides both the shock capturing behavior around discontinuity and an optimal
order of convergence on smooth solutions. The accuracy of the scheme must increase
when polynomial reconstruction employs high degree.
5.1 Regular solution
In order to check the implementation of the method and assess the convergence rates, we
manufacture an analytical solution for the given problem setting
u(x) = sin(3pix) exp(x) + 2.
Then, the source term is given by
f(x) = (exp(x) sin(3pix) + 2)(exp(x) sin(3pix) + 3pi exp(x) cos(3pix))
and the Dirichlet boundary conditions derive from the exact solution, namely on the left
boundary point prescribe ulf = 2 and on the right boundary point urg = 2.
Since we deal with a regular solution, we use the L∞ norm to compute the error between
the solution and the approximation, which is given by
E∞(I) =
I
max
i=1
|ui − u¯i|,
and the convergence order between two meshes characterized by I1 and I2 cells is given
by
O∞(I1, I2) =
| log(E∞(I1)/E∞(I2))|
| log(I1/I2)| ,
where u¯i is the exact mean value of u over cell Ki. The initial guess is the constant vector
(2, . . . , 2)T .
Table 1, which reports the errors and convergence rates for this smooth solution, shows
that we achieve in all situations the optimal order. Moreover, no problematic cells have
been detected and the MOOD algorithm preserves the accuracy.
We display in Fig. 1 the exact solution and the approximate one (top panels) as well
as the error curves between the approximations (bottom panels) using respectively the
P0, P1, and P5 reconstructions. As expected the solution is well-captured with a better
accuracy when the polynomial degree of the reconstruction increases.
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Table 1: Convergence table for the regular solution of the Burgers’ equation.
I E∞ O∞ # bad cells
P0
40 3.2E−01 — 0
80 1.6E−01 1.0 0
160 8.2E−02 1.0 0
320 4.1E−02 1.0 0
P1
40 2.9E−02 — 0
80 5.4E−03 2.4 0
160 1.1E−03 2.3 0
320 2.5E−04 2.2 0
P5
40 2.9E−05 — 0
80 3.8E−07 6.2 0
160 8.5E−09 5.5 0
320 1.6E−10 5.7 0
Figure 1: Sinus/Exponential regular test case for a 40 cell mesh and several unlimited polynomial recon-
structions. Top panels: exact solution (cyan) and approximate solutions (black) — Bottom panels: error.
Left panel: P0 reconstruction — Middle panel: P1 reconstruction — Right panel: P5 reconstruction.
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5.2 Solution with a shock
Following the test proposed in [9], we check the new algorithm with a discontinuous solu-
tion. As instance considering the source term f(x) = −pi cos(pix)u(x) and the boundary
conditions ulf = 1 and urg = −0.1, we can derive the exact solution
u(x) =
{
1− sin(pix) if 0 ≤ x ≤ xs,
−0.1 − sin(pix) if xs ≤ x ≤ 1,
where xs is the location of the shock. Two solutions are possible xs = 0.1486 and xs =
0.8514 but only the one with the first shock is stable for small perturbation.
The initial guess is chosen to be relatively close to the exact solution and given by the
vector U0 = (u0i )i=1,...,I ,
u0i =
{
1 if 0 ≤ xi ≤ 14 ,
−0.1 if 1
4
≤ xi ≤ 1.
First-order P0 and unlimited second-order Pk schemes We first consider the P0,
P1, and P5 polynomial reconstructions with I = 120 where the MOOD loop is not triggered
meaning that the schemes are “unlimited” (cf. Fig. 2). As expected the P0 scheme solution
is rather diffused while the P1 and P5 scheme solutions seem sharper and more accurate
but with numerical oscillations as expected.
High-order MOOD schemes We now trigger the MOOD loop to eliminate the non-
physical oscillations. We start the MOOD iteration with maximal degree dmax = 5.
In Fig. 3 we display the results obtained with the MOOD schemes. We observe that
the MOOD method provides a stable and sharp solution without oscillation. The cell
polynomial degree map shows that only cells around the shock wave have be decremented
whereas the other cells are treated with the most accurate scheme. Table 2 prints the
errors computed on the smooth part of the domain and show that we get a second-order
of accuracy for the regular part of the curve even with higher polynomial reconstructions.
The existence of the shock keeps the numerical solution to be better than a second-order
one.
6 NUMERICAL RESULTS FOR EULER SYSTEM OF EQUATIONS
We now turn to the vectorial case using the MOOD methodology for the Euler’s equations.
356
G.J. Machado, S. Clain, R. Loube`re and S. Diot
Figure 2: Discontinuous sinus test case for a mesh with 120 cells and several unlimited polynomial recon-
structions. Top panels: exact solution (cyan) and approximate solutions (black) — Bottom panels: errors.
Left panel: P0 reconstruction — Middle panel: P1 reconstruction — Right panel: P5 reconstruction.
Table 2: Convergence table for the discontinuous sinus test case with the and iterative MOOD loop
5→ 2→ 0. Errors are computed on the smooth part of the domain.
I E∞([0.3; 1]) O∞([0.3; 1])
80 9.8E−05 —
100 6.3E−05 2.0
120 4.3E−05 2.0
140 3.2E−05 2.0
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Figure 3: Discontinuous sinus test case for a mesh with 80 (top, left), 100 (top, right), 120 (bottom, left),
and 140 (bottom, right) cells and iterative MOOD loop 5 → 2 → 0. Exact solution and approximate
solution (narrow colored line) along with the mesh (bottom) colored with the cell polynomial degree at
convergence.
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6.1 Regular solution
The first test corresponds to a manufactured smooth solution given by
ρ(x) = exp(x) + exp(x) sin(3pix) + 2,
u(x) = sin(2pix) + exp(x),
p(x) = exp(x).
Algebraic computations provide the source term
f1(x) = (exp(x) + 2pi cos(2pix))(exp(x) + exp(x) sin(3pix) + 2)+
(exp(x) + sin(2pix))(exp(x) + exp(x) sin(3pix) + 3pi exp(x) cos(3pix)),
f2(x) = exp(x) + (exp(x) + sin(2pix))
2(exp(x) + exp(x) sin(3pix) + 3pi exp(x) cos(3pix))+
2(exp(x) + sin(2pix))(exp(x) + 2pi cos(2pix))(exp(x) + exp(x) sin(3pix) + 2),
f3(x) = (exp(x) + sin(2pix))(((exp(x) + sin(2pix))
2(exp(x) + exp(x) sin(3pix)+
3pi exp(x) cos(3pix)))/2 + exp(x)/(γ − 1) + (exp(x) + sin(2pix))(exp(x)+
2pi cos(2pix))(exp(x) + exp(x) sin(3pix) + 2)) + (exp(x) + 2pi cos(2pix))(((exp(x)+
sin(2pix))2(exp(x) + exp(x) sin(3pix) + 2))/2 + exp(x)/(γ − 1)) + exp(x)(exp(x)+
sin(2pix)) + exp(x)(exp(x) + 2pi cos(2pix)),
while the Dirichlet boundary conditions derive from the exact solution, namely on the left
boundary point, we prescribe
Ulf =
(
3, 3,
1
γ − 1 +
3
2
)T
and on the right boundary point
Urg =
(
e + 2, e(e + 2),
e2(e + 2)
2
+
e
γ − 1
)T
.
Table 3 gives the errors and convergence rates while Fig. 4 displays the exact and the
numerical density for the P0, P1, and P5 reconstructions with a mesh of 40 cells. We
report an excellent optimal rate and we underline that the P0 solution does not provide
the correct approximation. Indeed, the low level approximation converges only with very
fine meshes while the higher approximations immediately provide the good solution.
6.2 Solution with a shock
We now consider the case with a discontinuity where we test a steady shock. To do so,
we impose a supersonic condition on the left boundary and a subsonic condition on the
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Table 3: Convergence table for the regular solution of the Euler’s equation.
I E∞(ρ) O∞(ρ) E∞(ρu) O∞(ρu) E∞(E) O∞(E)
P0
40 7.9E−01 — 2.7E−01 — 1.4E+00 —
80 5.1E−01 0.6 1.7E−01 0.7 9.9E−01 0.5
160 2.3E−01 1.2 1.0E−01 0.7 4.0E−01 1.3
320 1.0E−01 1.2 5.5E−02 0.9 1.6E−01 1.3
P1
40 3.4E−02 — 1.7E−02 — 4.0E−02 —
80 9.2E−03 1.9 3.7E−03 2.2 8.9E−03 2.2
160 2.3E−03 2.0 9.0E−04 2.0 2.2E−03 2.0
320 5.7E−04 2.0 2.2E−04 2.0 5.4E−04 2.0
P5
40 6.5E−04 — 3.7E−04 — 1.3E−03 —
80 1.0E−05 6.0 2.0E−06 7.5 1.6E−05 6.4
160 1.3E−07 6.3 1.0E−07 4.3 2.0E−07 6.3
320 1.9E−09 6.1 2.2E−09 5.6 3.0E−09 6.0
Figure 4: Exact (black) versus numerical (blue) density for P0 (left), P1 (centre), and P5(right) recon-
structions.
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right boundary. The data is the following:
f1(x) = 0,
f2(x) = 1,
f3(x) = 0,
Ulf = (2.4142, 1.0000, 0.7058)
T ,
Urg = (3.9598, 1.0000, 1.0967)
T .
Figure 5 displays the numerical solutions for the density again with P0, P1, and P5 re-
constructions with a mesh of 200 cells and no limiting process. Oscillations are clearly
observed and localized around the discontinuity. The last part of the figure shows the
numerical solution using the MOOD algorithm where we initialized the cell polynomial
degree map with degree 5. We report that the oscillations vanish and the cell polynomial
degree map is essentially equal to 5 except in the vicinity of the shock. The MOOD
strategy succeeds in eliminating the oscillations while preserving the high degree of re-
construction in the smooth part of the function.
7 CONCLUSION
In this document, we show that the MOOD methodology is well-adapted to the steady-
state configuration and we design a new strategy to get very high accuracy for smooth
solution and robustness for rough solution. The method has been experimented in the
one-dimensional framework both for the scalar case and the vectorial case and future
works will be dedicated to the multidimensional case.
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