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foi praticamente uma mãe em minha estadia em Chillán e a toda famı́lia Mora, muito
obrigada pela acolhida!
Agradeço aos amigos que o PPGM me presenteou, Ana Paula, Stela, Geovani, Mineiro,
Pamela, Teles, Mirela e Monique, por tantos momentos compartilhados, amizade e
companheirismo. Este trabalho tem um pouco de cada um de vocês.
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Resumo
Neste trabalho consideramos os problemas de controle ótimo discretos com
um e com vários objetivos, nos casos regulares e 2 regulares. Este estudo
está dividido em três frentes: a primeira trata das condições de otimali-
dade destes dois tipos de problemas em suas versões mono e multiobjetivo.
Nesta parte apresentamos uma versão do Prinćıpio do Máximo Discreto e
introduzimos conceitos de invexidade nos quais, os problemas PM-invexos e
PM-pseudoinvexos são a chave para garantir a suficiência destas condições
para o caso regular. Na segunda, discutimos os conceitos de estabilidade e
sensibilidade a certos problemas de controle ótimo discretos escalares, para
os quais obtivemos dois resultados importantes envolvendo condições de
crescimento quadrático, independência linear e 2 regularidade. Já na última
parte, abordamos a otimalidade de um certo problema de controle ótimo
discreto multiobjetivo não diferenciável. Através do conceito de diferencia-
bilidade generalizada de Clarke, apresentamos uma versão do Prinćıpio do
Máximo para tal problema.
Palavras-chave: Controle Ótimo Discreto; Prinćıpio do Máximo Dis-
creto; PM-invexidade, 2 Regularidade, Estabilidade e Sensibilidade, Não-
suavidade.
Abstract
In this Thesis, we discuss discrete optimal control problems for regular and
irregular (2 regular) cases. This study was divided into three fronts: the
first deals with the optimality conditions of these two types of problems
in their scalar and multiobjective versions. In this part we present a ver-
sion of the Discrete Maximum Principle and we introduce the concepts of
MP-invexity and MP-pseudoinvexity for these problems; these notions were
the key to guarantee the adequacy of these conditions for regular problems.
In the second part, we discuss the concepts of stability and sensitivity for
certain discrete scalar control problems, for which we obtained two impor-
tant results involving quadratic growth conditions, linear independence and
regularity. In this last part, we discuss the optimality of a certain class
of nonsmooth discrete multiobjective optimal control problems. Based on
Clarke’s concept of generalized differentiability, we present a version of the
Principle of Maximum.
Keywords: Discrete Optimal Control, Maximum Principle, MP-invexity,
2 regularity, Stability and Sensibility, Nonsmooth.
Lista de Notações
Os principais śımbolos utilizados nesta tese são os seguintes:
∇f(x, u) Gradiente da função f em (x, u).
∇xf(x, u) Gradiente da função f(·, u) com respeito a primeira variável.
∇2f(x, u) Hessiana da função f em (x, u).
∇2xxf(x, u) Derivada de segunda ordem da função f(·, u) com respeito à primeira variável.
δ+f(σ̂, d) Derivada direcional de f no ponto σ̂ na direção d.
φ0(x; v) Derivada direcional de Clarke da função φ no ponto x na direção v.
∂φ(x) Subdiferencial de Clarke.
Imf(x) Imagem da função f .
Kerf(x) Núcleo da função f .
FrA Fronteira do conjunto A.
intA Interior do conjunto A.
Outras notações serão introduzidas ao longo do texto quando se fizerem necessárias.
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Vários problemas em planejamento econômico, tecnologia, organização de pro-
dução e investigação de operações são descritos por sistemas de equações de diferenças
[9, 42, 45, 82]. Além disso, os sistemas discretos são encontrados na resolução de problemas
de controle ótimo cont́ınuos por meio de métodos numéricos [82, 96]. A programação
dinâmica [9] é um método universal para investigar sistemas de controle ótimo discretos,
apesar disso existem algumas desvantagens sobre outros métodos e a aplicação deste
modelo em problemas espećıficos pode ser menos efetiva [42]. Isto é o porquê na maioria
dos casos (especialmente nos sistemas discretos de grande porte), o uso das condições de
otimalidade se torna prefeŕıvel ao da programação dinâmica.
O que ocorre na Teoria de Controle Ótimo é um caso um tanto que peculiar
mediante o que em geral acontece na história da matemática, pois neste caso a teoria das
variantes discretas apareceu depois da teoria das variantes cont́ınuas. Esta última tem
como um resultado central o Prinćıpio do Máximo provado por Pontryagin et al. [81] e
dada a sua significância o que se busca é um resultado análogo em tempo discreto. No
artigo de Rozonoer [87] o análogo do prinćıpio do máximo é provado para um problema
de controle ótimo discreto linear (com respeito ao espaço das variáveis) com funcional
de custo linear. Como bem sabemos o prinćıpio do máximo discreto não é válido em
geral sem hipóteses de convexidade impostas a priori no sistema de controle, [24]. Depois
disso, muitos autores tentaram provar o prinćıpio do máximo em uma versão mais fraca
(máximo local, estado de estacionariedade) e juntamente com condições de otimalidade de
ordens maiores. Levando em consideração os estudos acima mencionados e os resultados
dos artigos [5, 9, 14, 24, 38, 41, 51, 52, 65, 66, 67, 68, 82], dentre outros, podemos dizer
que a teoria das condições de otimalidade em sistemas discretos continua sendo um tema
de pesquisa atual.
Neste trabalho provamos uma versão do Prinćıpio do Máximo apresentada por
[66] a qual é demonstrada com base no formalismo de Dubovitskii-Milyutin, por sim-
plicidade formalismo DM, teoria esta aplicada inicialmente a problemas de otimização
e descrita extensivamente no livro de Girsanov [47]. De uma maneira geral a teoria do
formalismo envolve o problema de separabilidade de um sistema de cones convexos.
Se o problema é regular ou normal - ou ainda controlável, segundo a terminologia
usual em controle ótimo - temos que o multiplicador associado à função objetivo é não nulo.
Assim sendo, as condições de otimalidade de primeira ordem (Regra de multiplicadores
de Lagrange - Karush-Kuhn-Tucker) no caso da Programação Matemática, (Prinćıpio do
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Máximo de Pontryagin) no caso do Controle Ótimo, não são suficientes, em geral, para
decidir se um ponto em análise é de fato a solução ótima procurada.
Nos últimos anos surgiu na literatura vinculada à Programação Matemática a
noção de invexidade (introduzida por Hanson [49]) e suas generalizações [34], [71], dentre
os quais destacamos aqui o conceito de KT-invexidade que foi introduzido por Martin [70]
para problemas de programação matemática e posteriormente generalizado por Osuna-
Gómez et al. [78] para problemas multiobjetivos. O conceito de KT-invexidade é bastante
interessante pois é a maior classe de problemas para os quais as condições de Karush-Kuhn-
Tucker são necessárias e suficientes para a otimalidade. Seguindo esta linha de racioćınio
definimos, de modo similar ao apresentado por [75], os problemas PM-invexos e provamos
que esta classe de problemas é a maior classe para a qual as condições do Prinćıpio do
Máximo são necessárias e suficientes para otimalidade.
Nosso interesse também está nos problemas em programação multiobjetivo, pois
estes surgiram no sentido de contemplar situações mais realistas, nas quais se estudam
vários objetivos, em geral conflitantes, que concorrem para uma determinada solução.
Informalmente, podemos dizer que um ponto ótimo de um problema multiobjetivo é
chamado eficiente (Pareto), quando não é posśıvel melhorar nenhum objetivo sem que
haja uma piora em algum outro. Essa nomenclatura foi introduzida por Pareto, um dos
precursores neste campo da Otimização Multiobjetivo, que tratou do tema em seu célebre
trabalho “Cours d’Economie Politique” [79].
Em meados da década de 40 (auge da Pesquisa Operacional) muitos trabalhos
surgiram no campo da otimização, dentre os quais se destacam os autores Charnes, Coo-
per, Gale, Kuhn, Tucker e de Karlin. Entre as décadas de 60 e 70 a literatura sobre este
tema foi se sofisticando e surgiram as noções de eficiência fraca (Pareto fraco) e eficiência
própria (Pareto próprio); grosso modo, um ponto é fracamente eficiente se não é posśıvel
melhorar todos os objetivos simultaneamente e propriamente eficiente se é solução eficiente
e se os quocientes entre ganho em um objetivo e perda com respeito aos demais é limitada.
A partir disso, inúmeras publicações têm aparecido, visando a desenvolver critérios que
permitam decidir quando um ponto fact́ıvel é ou não eficiente. Nosso objetivo é apre-
sentar condições de otimalidade que garantam a eficiência para os problemas de controle
ótimo discretos multiobjetivos de tal forma que obtemos um teorema do Prinćıpio do
Máximo para esta classe de problemas e provamos que os problemas PM-pseudosinvexos
são a maior classe de problemas para as quais as condições do Prinćıpio do Máximo, sob
hipóteses de regularidade fraca, são necessárias e suficientes para a otimalidade.
Por outro lado, se o problema em questão não é regular, ou seja, quando não
podemos garantir que o multiplicador associado à função objetivo do problema é não
nulo, o Prinćıpio do Máximo proporciona condições degeneradas, que não dependem do
funcional a minimizar.
Neste caso se faz necessário caracterizar os cones (definidos em um ponto ótimo)
envolvidos no problema por meio de aproximações de segunda ordem, o que nos permite
estabelecer condições necessárias de otimalidade de segunda ordem, as quais serão não
degeneradas sempre que o problema seja 2-regular. Este conceito foi introduzido por
Arutyunov em seu livro, “Optimality Conditions: Abnormal and Degenerate Problems”,
onde o autor faz um estudo de uma classe de problemas a qual ele define como proble-
mas anormais (ou degenerados). Entende-se por problemas normais, de um modo geral,
aqueles que cumprem as condições de regularidade e por isso é comum o uso do termo
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problemas regulares. Posteriormente o conceito de 2-regularidade foi usado também por
Avakov [6], por Izmailov [54] e também por Vivanco-Orellana em [77]. Em nosso trabalho
seguimos esta nomenclatura e utilizamos o conceito de 2-regularidade quando o problema
não é regular, ou seja, quando as condições necessárias de primeira ordem clássica não
valem, em geral. Baseados no trabalho de Marinkovic [69], provamos um teorema do
Prinćıpio do Máximo não regular escalar e outro multiobjetivo.
Outra questão notável que podemos observar é que usualmente não conhecemos
os valores exatos dos parâmetros de um sistema de controle ou esses valores estão sujeitos
a perturbações. Portanto, é importante conhecer como calcular o controle dependendo dos
parâmetros do modelo. Assim sendo, o status de uma solução não pode ser compreendido
sem informações sobre a sensibilidade e a estabilidade.
Nosso interesse é estudar a estabilidade com respeito aos dados de um problema
de controle ótimo no sentido das soluções, ou ainda, no sentido do valor ótimo de função.
Segundo Bonnans & Shapiro [17],
Estabilidade: refere-se à dependência cont́ınua de soluções ótimas dos dados do
problema. Em outras palavras, a estabilidade assegura que o problema é bem posto.
Sensibilidade: refere-se às informações que permitem quantificar a dependência
da solução em relação aos dados do problema, utilizando para este fim noções apro-
priadas de diferenciabilidade.
Estas propriedades dos conjuntos de soluções têm sido foco de estudo de vários
pesquisadores, como por exemplo na programação matemática, [17, 37, 43, 44, 55, 62,
63, 83] onde os autores utilizam esta ferramenta para obter condições de otimalidade,
dualidade, estudo de algoritmos: convergência, taxa de convergência e aceleração de con-
vergência, além de suas mais óbvias e imediatas aplicações na estimativa de soluções
próximas com dados diferentes. Esse tipo de análise também é feita em [1, 17, 55, 61, 62]
no tratamento de problemas de controle ótimo. Além disso, estes conceitos são essenciais
em aplicações tais como: validação de modelo e análise custo-benef́ıcio, mecânica estática,
análise de redes elétricas e projeções métricas ortogonais. Veja Bonnans & Shapiro[17] e
suas referências.
Neste contexto estabelecemos um teorema de sensibilidade e estabilidade aos pro-
blemas de controle ótimo discretos, estendendo o resultado apresentado por Malanowski
em [61] e também aplicamos o Teorema de Estabilidade estabelecido por Arutyunov &
Izmailov em [4] para problemas de programação matemática e o aplicaremos a uma certa
classe de problemas de controle ótimo discreto.
Por outro lado temos que o papel da Análise não-diferenciável é de fundamental
importância na Teoria de Otimização e isto se deve a pelo menos dois motivos fundamen-
tais: Por um lado, em muitas aplicações a hipótese de diferenciabilidade pode ser muito
restritiva e, por outro lado, existem inúmeros mecanismos naturais que geram ”não sua-
vidades”, mesmo quando se parte de problemas diferenciáveis. Isto ocorre, por exemplo,
na Teoria de Dualidade, Análise de Estabilidade, Técnicas de Decomposição, Métodos de
Penalização, dentre outros. Veja [26, 27] e suas referências.
Dáı, nosso interesse no estudo de problemas de controle ótimo discreto não dife-
renciáveis. Nessa direção, estendemos o teorema do Prinćıpio do Máximo escalar provado
por Schavertsman em [91] a problemas de controle ótimo discreto multiobjetivos. Além
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disto, provamos um resultado de eficiência própria seguindo de modo semelhante ao dado
por Benson e Morin em [10], baseando-nos no conceito de calmness.
Em suma, esta tese está estruturada em três partes. Na primeira consideramos
problemas de controle ótimo discretos regulares. No Caṕıtulo 2 fazemos um resgate dos
principais conceitos do formalismo de Dubovistkii-Milyutin e suas extensões a problemas
multiobjetivos como feito em [58].
No Caṕıtulo 3 apresentamos o problema de controle ótimo discreto diferenciável
regular. Provamos o Teorema do Prinćıpio do Máximo (em sua versão em tempo discreto)
via formalismo de Dubovistki-Milyutin, discutimos a questão da regularidade e definimos
o conceito de PM-invexidade a problemas de controle ótimo discretos, o qual é importante
na obtenção das condições suficientes de otimalidade de primeira ordem.
No Caṕıtulo 4 fazemos um estudo análogo ao caso mono-objetivo, para obter as
condições de otimalidade de um problema de controle ótimo discreto multiobjetivo regular.
Obtivemos uma versão do Prinćıpio do Máximo Discreto para problemas multiobjetivos e
introduzimos o conceito de PM-invexidade para tais problemas, estendendo os resultados
obtidos no Caṕıtulo 3 a problemas multiobjetivos.
Na segunda parte vamos tratar de problemas de controle ótimo discreto não-
regulares. No Caṕıtulo 5 iniciamos a segunda parte deste trabalho, onde abordamos um
problema de controle ótimo discreto diferenciável não regular. Apresentamos o concei-
tos de 2-regularidade e obtemos um análogo do Teorema do Prinćıpio do Máximo para
este caso, caracterizando assim as condições necessárias de otimalidade de segunda ordem
para problemas de controle ótimo discreto 2-regulares. Para este fim, inicialmente discu-
timos o comportamento de um problema de programação matemática e alguns resultados
que são imprescind́ıveis na obtenção dos resultados em controle ótimo discreto. Aprovei-
tando ainda do conceito já definido de PM-invexidade, apresentamos uma versão ao nosso
problema de estudo e obtemos as condições suficientes de otimalidade de segunda ordem.
O Caṕıtulo 6 trata do problema de controle ótimo discreto multiobjetivo não-
regular através de uma abordagem semelhante à utilizada no Caṕıtulo 5. Adaptamos
os conceitos de 2-regularidade para o caso multiobjetivo e obtemos assim condições ne-
cessárias de otimalidade.
A Parte 3 desta tese trata de temas correlatos. No Capitulo 7 vamos caracterizar
uma classe de problemas de controle ótimo discreto escalares, dependendo do parâmetro,
que tem soluções locais localmente isoladas que são localmente Lipschitz cont́ınuas e
direcionalmente diferenciáveis em função do parâmetro. Posteriormente trataremos de
um problema de controle ótimo discreto escalar não regular, somente com restrições de
igualdade, e demonstramos um resultado de estabilidade para este problema.
No Caṕıtulo 8, discutimos a otimalidade para problemas de programação ma-
temática não-diferenciáveis em termos de uma condição de ponto de sela e de dualidade.
A partir destes resultados, obtemos uma condição suficiente para que uma solução efici-
ente de um problema multiobjetivo seja propriamente eficiente. Esta caracterização se dá
a partir da propriedade de calmness de um certo problema escalarizado. Posteriormente
tratamos de um problema de controle ótimo discreto multiobjetivo não suave. Para este
problema provamos uma versão do Prinćıpio do Máximo, generalizando os trabalhos de
Shvartsman [91] e Mordukhovich e Shvartsman [74].
Por fim fazemos algumas considerações finais e apontamos algumas possibilidades
de prosseguimento deste trabalho.
Caṕıtulo 2
Preliminares Teóricos
Neste caṕıtulo apresentaremos definições e resultados que serão muito úteis no
decorrer deste trabalho. Na primeira seção trataremos dos conceitos que envolvem a
teoria do formalismo de Dubovitskii e Milyutin em problemas de programação matemática
escalares (mono-objetivos) e na segunda abordaremos uma extensão destes resultados a
problemas de programação matemática multiobjetivos.
2.1 Formalismo de Dubovitskii-Milyutin: Mono-obje-
tivo
Em 1962, Dubovitskii e Milyutin desenvolveram condições necessárias de otima-
lidade na forma de uma equação baseados na teoria da Análise Funcional. Há uma gama
de trabalhos, tanto de programação matemática como de controle ótimo, vetoriais e es-
calares, de dimensão finita e infinita, diferenciáveis ou não, (veja por exemplo [11], [14],
[51], [52]), que fazem uso do formalismo de DM na obtenção das condições necessárias
de otimalidade. É por isso que utilizaremos este formalismo em nosso trabalho. No que
segue apresentamos definições e resultados necessários para sua aplicação.
Consideremos inicialmente o seguinte problema de otimização,
Minimizar f(x)





onde f : X → IR, sendo X um espaço de Banach, Qi ⊂ X, i = 1, . . . , k, conjuntos
com interior não vazio e Qk+1 ⊂ X conjunto com interior vazio. Em geral, os conjuntos
Qi, i = 1, . . . , k, representam as restrições de desigualdade do problema e Qk+1 representa
as restrições de igualdade.
Nos trabalhos de Dubovitskii e Milyutin [39] e [40], as condições necessárias
de otimalidade local em um ponto x0 ∈ X, foram obtidas a partir da separação das
aproximações cônicas aos conjuntos de restrições Qi, i = 1, . . . , k + 1, e do conjunto
{x ∈ X : f(x) < f(x0)}. Nos referidos trabalhos as definições foram feitas de tal forma que
se tais cones (de direção fact́ıvel, tangente e de descida) são não vazios e convexos então,
x0 é um mı́nimo local do problema (OP ) se, e somente se, não existe uma direção comum
a todas as aproximações cônicas. Os resultados de Dubovitskii e Milyutin provam que
16
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esta propriedade geométrica de otimalidade local do ponto x0 pode ser equivalentemente
descrita em termos das formas lineares dos cones duais (ou polares) correspondentes.
2.1.1 Definições e resultados
Apresentamos algumas definições e propriedades necessárias para a aplicação do
formalismo de Dubovitskii-Milyutin.
Seja X um espaço de Banach.
Definição 2.1 Um conjunto C ⊂ X é chamado cone de vértice 0 se para cada x ∈ C
tem-se λx ∈ C para qualquer λ > 0, isto é, C = λC.
Se C é um cone com vértice em 0 então x0 + C é chamado cone de vértice x0.
Denotamos por X∗ o dual topológico do espaço vetorial X, isto é, X∗ é o conjunto
de todos os funcionais lineares e cont́ınuos, definidos sobre X, um espaço de Banach com
a norma
‖f‖ = sup {|f(x)| : x ∈ X, ‖x‖ ≤ 1} .
Definição 2.2 Seja C um cone em X com vértice 0. O conjunto C∗, de todos os funci-
onais f ∈ X∗ tais que f(x) ≤ 0 para todo x ∈ C, é chamado cone dual (ou polar) de
C.
Definição 2.3 Um cone C em X com vértice 0 é dito ser convexo se para quaisquer
x, y ∈ C e t ∈ [0, 1], tem-se:
tx+ (1− t)y ∈ C.
Observação 2.1 Se C é um cone com vértice 0 em X, temos que:
i. Se C = {0} então C∗ = X∗.
ii. C∗ é um cone com vértice em 0.
iii. Se C é um subespaço arbitrário de um espaço de Banach X então seu cone dual é
C∗ = {f ∈ X∗ : f(x) = 0,∀x ∈ C} .
e neste caso, C∗ é chamado subespaço anulador do subespaço C.
iv. Sejam f ∈ X∗, C1 = {x ∈ X : f(x) = 0} , C2 = {x ∈ X : f(x) ≥ 0} , e C3 =
{x ∈ X : f(x) > 0} . Então, C∗1 = {λf,−∞ < λ <∞} , C∗2 = {λf, λ ≥ 0} , C∗3 = X∗
se, f = 0 e C∗3 = C
∗
2 se f 6= 0.
Veja [47], Teorema 10.2.
Definição 2.4 Um vetor w ∈ X é uma direção de descida do funcional linear f no
ponto x0 se existem uma vizinhança V de w, α < 0, ε0 > 0, tais que, para todo 0 < ε < ε0
e qualquer w ∈ V,
f(x0 + εw) ≤ f(x0) + εα.
As direções de descida geram um cone aberto com vértice 0, CD(f, x0), chamado
cone de descida do funcional f no ponto x0. O funcional f é dito ser regular de descida
no ponto x0 se o cone CD(f, x0) é convexo.
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Observação 2.2 Se f é diferenciável em x0 então f é regular de descida em x0 e
CD(f, x0) = {w : ∇f(x0)w < 0}. Veja [47], Teorema 7.4.
Definição 2.5 Sendo KD um conjunto de restrições de desigualdade, dizemos que o vetor
w é uma direção fact́ıvel para KD no ponto x0 se existe uma vizinhança V de w tal
que, para todo 0 < ε < ε0 e todo w ∈ V, x0 + εw ∈ KD. Veja Figura 2.1.1.
O conjunto das direções fact́ıveis gera um cone aberto com vértice 0, CF (Q, x0),
chamado cone fact́ıvel para KD em x0. Uma restrição KD de desigualdade é regular no
ponto x0 se o cone CF (KD, x0) é convexo.
Se assumirmos KD = {x ∈ X : f(x) ≤ 0} , f diferenciável e ∇f(x0) 6= 0 então
CD(f, x0) e CF (KD, x0) são convexos e verificam
CD(f, x0) = CF (KD, x0) = {w : ∇f(x0)w < 0} .
Figura 2.1: Direção fact́ıvel.
Definição 2.6 Seja KI tal que intKI = ∅ um conjunto de restrições de igualdade. Dize-
mos que o vetor w é uma direção tangente a KI no ponto x0 se para qualquer 0 < ε < ε0
existe um ponto xε ∈ KI tal que, se xε = x0 + εw+ r(ε) então o vetor r(ε) ∈ X é tal que,
para qualquer vizinhança V de zero, 1
ε
r(ε) ∈ V para todo ε > 0 suficientemente pequeno,
ou equivalentemente, ‖r(ε)‖ = o(ε). Veja Figura 2.1.1.
O conjunto das direções tangentes é um cone com vértice em 0, CT (KI , x0) que
será chamado por cone tangente a KI no ponto x0. Além disso, dizemos que a restrição
de igualdade KI é regular no ponto x0 se CT (KI , x0) é convexo. Notemos ainda que o
cone CT (KI , x0) não é, em geral, aberto nem fechado.














Figura 2.2: Direção tangente.
Temos ainda que w é uma direção tangente ao conjunto KI no ponto x0 se, e
somente se, para toda vizinhança V de w e qualquer número real ε0 > 0, existe y ∈ V e
ε ∈ (0, ε0) tal que x0 + εy ∈ KI .
Apresentamos agora o Teorema de Lyusternik, dado que ele é uma importante
ferramenta para determinar os cones de direções tangentes. Sua prova pode ser encontrada
em [8].
Teorema 2.7 [Lyusternik [8]] Sejam X e Y dois espaços de Banach, V uma vizi-
nhança do ponto x0 em X, f : V → Y e f(x0) = 0. Se f é estritamente diferenciável 1
no ponto x0 e ∇f(x0) é sobrejetora, então o conjunto de direções tangentes CT (Q, x0)
para o conjunto KI = {x ∈ X : f(x) = 0} no ponto x0 é o subespaço CT (KI , x0) =
{w ∈ X : ∇f(x0)w = 0} .
Observemos que não necessitamos que a função f seja de classe C1, mas apenas
estritamente diferenciável.
Observação 2.4 Se:
i. x0 ∈ intQ então CF (Q, x0) = X, portanto é de interesse unicamente considerar x0
na fronteira de Q, isto é, x0 ∈ Fr(Q).
ii. Q é determinado por um funcional g : X → IRm, isto é, Q = {x ∈ X : g(x) ≤ 0}
então o cone das direções de descida de g sempre está inclúıdo no cone das direções
fact́ıveis de Q.
iii. Seja Q = {x ∈ X : gi(x) ≤ 0, i = 1, . . . ,m} é determinado por um funcional gi :
X → IR que é diferenciável em x0 e ∇gi(x0) 6= 0 então o cone fact́ıvel a Q no
ponto x0 em Fr(Q) coincide com a interseção dos cones de direções de descida de
gi, i = 1, . . . ,m para o ponto x0 ∈ Fr(Q), isto é,
CF (Q, x0) = {w ∈ X : ∇gi(x0)w < 0, i ∈ I(x0)} (2.1)
onde I(x0) = {i ∈ I : gi(x0) = 0} é o conjunto dos ı́ndices das restrições ativas de
g, com I = {i : i = 1, . . . ,m}.
1Seja φ : X → Y , sendo X e Y espaços de Banach. A função φ(x) é dita ser estritamente
diferenciável no ponto x0, se existe um operador linear Λ : X → Y tal que para todo ε > 0 existe δ > 0
tais que para todos x1 e x2 satisfazendo ‖x1 − x0‖ < δ e ‖x2 − x0‖ < δ, tem-se a seguinte desigualdade:
‖φ(x1)− φ(x2)− Λ(x1 − x2)‖ ≤ ε ‖x1 − x2‖ .
Note que toda função estritamente diferenciável em x0 é diferenciável em x0. Com efeito tomando x2 = x0
e x1 = x0 + h na igualdade acima, obtemos que a função é diferenciável e Λ = ∇φ(x).
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iv. CF (Q, x0) é definido como em (2.1) então é aberto e convexo.













Para maiores detalhes veja [47].







não vazio, necessitamos do seguinte conceito.
Definição 2.8 [77] Seja X um espaço de Banach e g : X → IRn uma função diferenciável
em x0 ∈ X. Dizemos que x0 é um ponto estacionário vetorial de g se existe α =
(α1, . . . , αn) ∈ IRn, α 6= 0, αj ≥ 0, j = 1, . . . , n, tal que ∇g(x0)Tα = 0.
O lema seguinte é um caso particular do Teorema de Motzkin (veja Teorema
3.4.2, [33]).
Lema 2.9 (Craven [33])Seja X um espaço vetorial normado e A : X → IRn uma
função linear e cont́ınua, então exatamente uma das seguintes alternativas ocorre:
• ∃x ∈ X : Ax < 0, ou
• ∃p = (p1, . . . , pn) 6= 0, p ∈ IRn, pj ≥ 0, ATp = 0.
E como consequência imediata do Lema 2.9, temos o seguinte Lema.
Lema 2.10 Seja g : X → IRn uma função diferenciável em x0 ∈ X tal que x0 é um ponto
não estacionário vetorial de g, então existe w ∈ X, ∇g(x0)w < 0, isto é,
∃w ∈ X : ∇gj(x0)w < 0, ∀j = 1, . . . , n.
O seguinte resultado é de fundamental importância no formalismo de DM, e cuja demons-
tração - baseada no Teorema de Separação de Hahn-Banach - é encontrada em [47], Lema
5.11.
Lema 2.11 (Girsanov [47]) Sejam C0, . . . , Ck+1 cones convexos com vértice 0, onde
C0, . . . , Ck são abertos. Então
k+1⋂
i=0
Ci = ∅ se, e somente se, existem funcionais lineares
fi ∈ C∗i , i = 0, . . . , k + 1, não todos nulos, tais que
f0 + f1 + . . .+ fk+1 = 0.
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Teorema 2.12 (Dubovitskii-Milyutin, [47]) Suponha que o funcional f assume um
mı́nimo local em Q =
k+1⋂
i=1
Qi no ponto x0 ∈ Q. Suponha ainda que f é regular de descida
em x0, com direções de descida no cone C0; as restrições de desigualdade Qi, i = 1, . . . , k
são regulares em x0, com direções fact́ıveis no cone Ci, a restrição de igualdade Qk+1
também é regular em x0, com direções tangentes no cone Ck+1. Então existem funcionais




fi = 0. (2.2)
Demonstração. Vamos primeiramente provar que a condição necessária para o funcional
ter um mı́nimo em x0 é
k+1⋂
i=0
Ci = ∅, (2.3)
ou seja, nenhuma direção de descida do funcional f pode ser fact́ıvel para todas as res-
trições. Suponha que isto é falso. Então existe w ∈ Ci, i = 0, . . . , k+ 1. Pela definição de
Ci, para i = 0, . . . , k, existe uma vizinhança V de w tal que, quando 0 < ε0 < ε e w ∈ V ,
qualquer vetor




e satisfaz a desigualdade
f(x0 + εw) ≤ f(x0) + εα
para algum α < 0.
Agora considere o vetor x(ε) = x0 + εw + r(ε) ∈ Qk+1 como na definição de
direção tangente, e seja ε1 tal que
1
ε
r(ε) ∈ V − w, ou seja, w(ε) = w + 1
ε
r(ε) ∈ V para
0 < ε ≤ ε1.
Então quando 0 < ε < min{ε0, ε1} os vetores
x(ε) = x0 + εw(ε) = x0 + εw + r(ε)
estão, por um lado, em
k⋂
i=0
Qi e, por outro lado, em Qk+1. Assim eles satisfazem todas as
restrições. Mas eles também satisfazem a desigualdade
f(x(ε)) = f(x0 + εw(ε)) ≤ f(x0) + εα < f(x0),





Além disto, Ci, para i = 0, . . . , k, são cones abertos convexos e Ck+1 é um cone convexo.
Obtivemos assim as hipóteses necessárias para a utilização do Lema 2.11 e isso implica o
resultado desejado.
Apesar de conhecida, a prova acima foi reproduzida com o intuito de aclarar a
Observação 2.5 abaixo, sobretudo Observação 2.5 - item i.
O teorema anterior proporciona condições necessárias de otimalidade, as quais
são uma generalização da regra dos multiplicadores de Lagrange para problemas de pro-
gramação linear e a equação de Euler-Lagrange no cálculo variacional. Devemos notar
que para obter tais condições necessárias para algum problema espećıfico, de qualquer
natureza, é preciso determinar as direções de descida, fact́ıveis e tangentes e seus respec-
tivos cones duais. Esta caracterização está relacionada com as hipóteses impostas aos
funcionais envolvidos no problema, como diferenciabilidade, regularidade, convexidade,
etc.
Observação 2.5 Nas condições do Teorema 2.12 seguem os seguintes resultados:
i. Uma condição suficiente para assegurar que f0 6= 0 é que exista ao menos uma








Ci = ∅ é uma condição necessária para que o ponto x0 seja uma
solução ótima de f e é uma condição necessária e suficiente para obter a equação
de Euler-Lagrange, isto é,
x0 é um ponto de mı́nimo ⇒
k+1⋂
i=0
Ci = ∅ ⇔ equação de Euler-Lagrange.
Para maiores detalhes consulte [47].
2.2 Formalismo de Dubovitskii-Milyutin: Multiobje-
tivo
No estudo dos problemas de otimização é comum o surgimento de problemas
para os quais se quer otimizar, simultaneamente, múltiplos objetivos que frequentemente
encontram-se em conflito entre si, o decrescimento de um dos objetivos pode acarretar no
crescimento de algum (ou vários) outro(s) objetivo(s). O estudo deste tipo de problema
vem tendo avanços nos últimos anos, tanto no ponto de vista teórico, numérico e de
aplicações.
A solução obtida em um problema multiobjetivo dependerá da “noção de equiĺıbrio”
utilizada para solucionar os conflitos que surgem da consideração simultânea de vários ob-
jetivos. A noção adotada neste trabalho é a noção de equiĺıbrio de Pareto, introduzida
pelo economista Vilfredo Pareto (1848-1923).
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2.2.1 Definições e resultados
As definições apresentadas nesta seção são válidas a problemas mais gerais. Entre-
tanto optamos por apresentá-las como abaixo, visto que estamos interessados na utilização
do formalismo de DM.
Consideremos inicialmente o seguinte problema de otimização multiobjetivo:
Minimizar f(x) = (f1(x), . . . , fp(x))





onde X é um espaço de Banach, f : X → IRp, Qi ⊂ X, i = 1, . . . , k são conjuntos com
interior não vazio e Qk+1 ⊂ X não possui pontos interiores.
No que segue, apresentamos a notação para comparação de vetores que será
utilizada a partir deste momento.
Para x, y ∈ Rn com n ≥ 2, escreveremos
x < y ⇐⇒ xi < yi, i = 1, · · · , n
x 5 y ⇐⇒ xi ≤ yi, i = 1, · · · , n
x ≤ y ⇐⇒ x 5 y e x 6= y.
Observemos ainda que em se tratando de desigualdade escalar, isto é, n = 1, não faremos
distinção entre “ ≤ ” e “ 5 ”.
Vários conceitos de solução podem ser associados ao problema (MOP). Neste
trabalho abordaremos os seguintes:
• Solução Pareto fraca: x0 ∈ IRn é solução Pareto fraca (ou solução fracamente
eficiente) de (MOP) se x0 ∈ Q e não existe x ∈ Q, x 6= x0 tal que fj(x) < fj(x0)
para j = 1, . . . , p.
• Solução de Pareto: x0 ∈ IRn é solução de Pareto (ou solução eficiente) de (MOP)
se x0 ∈ Q e não existe x ∈ Q, x 6= x0 tal que fj(x) ≤ fj(x0) para j = 1, . . . , p, com
a desigualdade estrita para pelo menos um j.
• Solução propriamente Pareto: x0 ∈ IRn é solução propriamente Pareto de




para algum j tal que fj(x0) < fj(x) quando x ∈ Q e fk(x) < fk(x0).
Para problemas de maximização multiobjetivo, os correspondentes conceitos de
solução são obtidos revertendo-se os sentidos das desigualdades.
É imediato das definições: propriamente Pareto =⇒ Pareto =⇒ Pareto fraca.
As rećıprocas são falsas, como mostram os seguintes exemplos:
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Exemplo 2.13 Moulin e Soulié [73].
Considere o seguinte problema multiobjetivo:
Maximizar f(x) = (f1(x), f2(x))
sujeito a: x ∈ X.
sendo x = (x1, x2), f1(x) = x1, f2(x) = x2 e X = {(x1, x2) ∈ R2 : x21 + x22 ≤ 1} ∪
[−1, 0]× [0, 1]. (Como é usual, o problema de maximizar f(x) sobre x ∈ X é equivalente
a minimizar −f(x) sobre x ∈ X.)
Figura 2.3: Conjunto fact́ıvel X





) não pode aumentar (estritamente) o valor de
f1, sem diminuir estritamente f2. Assim sendo, a1 é solução Pareto eficiente do problema.
Mais geralmente, o conjunto P das soluções Pareto eficientes do problema é o arco de
circunferência entre (0, 1) e (1, 0). Veja figura.
Note que o ponto a2 = (−12 , 1) não pode aumentar os dois objetivos, f1 e f2,
simultaneamente. Deste modo, a2 é solução fracamente Pareto eficiente do problema.
Mais geralmente, o conjunto Pf das soluções fracamente Pareto eficientes do problema é
Pf = P ∪ {(λ, 1) : −1 ≤ λ ≤ 0}.
Exemplo 2.14 Considere o problema:
Minimizar f(x) = (f1(x), f2(x))
sujeito a: x ≥ 0, x ∈ R.
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onde f1(x) = −x2 e f2(x) = x3. Temos que o ponto x = 0 é Pareto porém não é propria-






é ilimitada quando x tende a zero pela direita.
2.2.2 Formalismo Dubovitskii-Milyutin
Nesta seção abordaremos as condições de otimalidade para problemas multiobje-
tivo utilizando o conceito de solução Pareto (e Pareto fraca). Para provas dos resultados
e maiores detalhes veja [31], Caṕıtulo 5 e também [25].
Solução Pareto Fraca
O próximo teorema é uma generalização do Teorema de Dubovitskii-Milyutin (Te-
orema 2.12) ao problema multiobjetivo (MOP) para a obtenção de condições necessárias
para que um ponto seja solução Pareto fraca. No caso de p = 1, o problema é escalar e
retornamos ao Teorema 2.12.
Teorema 2.15 (Dubovitskii-Milyutin Multiobjetivo: solução Pareto fraca [31])
Sejam f : X → IRp, CDj o cone de direções de descida de fj(x) em x0 para j = 1, . . . , p,
Qi o conjunto de restrições com intQi 6= ∅ para i = 1, . . . , k, Qk+1 o conjunto de res-
trições com intQk+1 = ∅, com x0 ∈ Q =
k+1⋂
i=1
Qi, CEi o cone de direções fact́ıveis de Qi em
x0 para i = 1, . . . , k e CEk+1 o cone de direções tangentes de Qk+1 em x0. Suponha que os
cones CDj , CEi , para j = 1, . . . , p e i = 1, . . . , k + 1 são todos convexos. Se x0 é solução







onde hj ∈ C∗Dj para j = 1, . . . , p e li ∈ C
∗
Ei
para i = 1, . . . , k + 1 são funcionais lineares,
não todos identicamente nulos.
Vejamos agora sob quais hipóteses adicionais as condições necessárias para oti-
malidade de Pareto fraca são suficientes.
Teorema 2.16 Sejam fj : X → IR funções convexas para todo j = 1, . . . , p, CDj o cone
de direções de descida de fj(x) em x0 para j = 1, . . . , p, CEi o cone de direções fact́ıveis
de Qi em x0 para i = 1, . . . , k e CEk+1 o cone de direções tangentes de Qk+1 em x0.















onde hj ∈ C∗Dj para j = 1, . . . , p e li ∈ C
∗
Ei
para i = 1, . . . , k + 1 são funcionais lineares,
não todos identicamente nulos.
As provas dos Teoremas 2.15 e 2.16 são análogas à demonstração do Teorema 2.12 e
portanto são omitidas.
Solução Pareto
Para abordarmos o problema multiobjetivo considerando a otimalidade de Pareto,
utilizando o formalismo de DM, precisamos do conceito de direção de não crescimento.
Definição 2.17 Um vetor w é dito uma direção de não crescimento do funcional f
no ponto x0 se existem uma vizinhança V de w e α > 0 tais que para todo α ∈ (0, α) e
qualquer w ∈ V
f(x0 + αw) ≤ f(x0).
Lema 2.18 (Censor [25]) As direções de não crescimento geram um cone aberto com
vértice na origem, que contém o cone de direções de descida no mesmo ponto.
A demonstração deste resultado pode ser encontrada também em [56].
Denotaremos por CDj o cone de direções de descida para fj(x) no ponto x0, CNj
o cone de direções de não crescimento para fj(x) em x0 para j = 1, . . . , p, CEi o cone de
direções fact́ıveis para Qi, i = 1, . . . , k em x0 e CEk+1 o cone de direções tangentes para
Qk+1 em x0.
Além disso, temos o seguinte:











∩ CEk+1 = ∅. (2.4)
Veja também [77], Lema 69.
O seguinte teorema nos fornece as condições necessárias de otimalidade local de
Pareto para o problema de otimização multiobjetivo (MOP). Quando aplicado ao caso
particular p = 1, coincide novamente com o Teorema de Dubovitskii-Myliutin (Teorema
2.12).
Teorema 2.20 (Dubovitskii-Milyutin Multiobjetivo: solução de Pareto [56])
Sejam f : X → IRp, Qi o conjunto de restrições com intQi 6= ∅ para i = 1, . . . , k, Qk+1
o conjunto de restrições com intQk+1 = ∅ e x0 ∈ Q =
k+1⋂
i=1
Qi. Suponha que os cones
CDj , CNj , CEi , para j = 1, . . . , p e i = 1, . . . , k + 1 são todos convexos. Se x0 é Pareto












i = 0, j = 1, . . . , p, (2.5)
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onde hj ∈ C∗Dj , h
(j)
l ∈ C∗Nl para l = 1, . . . , p, l 6= j e l
(j)
i ∈ C∗Ei para i = 1, . . . , k + 1 são
para todo j = 1, . . . , p funcionais lineares, não todos identicamente nulos.
Observação 2.6 Se para algum ı́ndice j (1 ≤ j ≤ p), CDj é vazio então C∗Dj = IR
n e
pode-se escolher algum h
(j)
l ∈ C∗Nl arbitrário para l = 1, . . . , p, l 6= j e algum l
(j)
i ∈ C∗Ei












Então hj ∈ C∗Dj e a condição necessária para Pareto ótimo local de x0 é satisfeita para
tal j. Se para algum ı́ndice l, CNl = ∅ então o mesmo racioćınio é verdadeiro para todo
j = 1, . . . , p e a condição necessária para Pareto ótimo local de x0 é satisfeita para todo
j = 1, . . . , p.
Corolário 2.21 (Orellana-Vivanco [77]) Se além das hipóteses do Teorema 2.20, f
é tal que para todo j = 1, . . . , p, C∗Dj = C
∗
Nj








onde hj ∈ C∗Dj para j = 1, . . . , p e li ∈ C
∗
Ei
para i = 1, . . . , k + 1, são funcionais lineares,
não todos identicamente nulos.




que para todo j = 1, . . . , p, fj : X → IR seja Ponstein convexa1 e que inf fj(x) < fj(x0),
veja Lema 1.4.3., em Kotarski [57]. Ademais, sob hipóteses de diferenciabilidade temos o
seguinte lema.
Lema 2.22 (Orellana-Vivanco [77]) Seja f(x) : X → IRp, f(x) = (f1(x), . . . , fp(x))
diferenciável em x0, tal que x0 é um ponto não estacionário vetorial de f, então os co-
nes duais das direções de descida e de não crescimento dos funcionais fi, no ponto x0,




= {hj ∈ X∗ : hj = −νj∇fj(x0), νj ≥ 0} , j = 1, . . . , p. (2.6)
Para finalizar observemos que:
Observação 2.7 Seja hj = −∇fj(x0)Tνj = −νj∇fj(x0), νj ≥ 0,
1. se hj = 0 então:
hj ∈ C∗Dj = C
∗
Nj
, se ∇fj(x0) 6= 0,
hj ∈ C∗Nj $ C
∗
Dj
, se ∇fj(x0) = 0,
1 A função f : IRn → IR será chamada Ponstein-convexa se
f(x2) ≤ f(x1)⇒ f(λx1 + µx2) < f(x1)
sempre que x1 6= x2, onde λ e µ são números reais positivos sendo λ+ µ = 1.
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hj(w) < 0,∀w ∈ CDj j CNj ,
hj(w) = 0, ∀w ∈ CNj \ CDj ,







{w : ∇fj(x0)w < 0} 6= ∅,
portanto, como CDj , j = 1, . . . , p, são convexos e abertos, cuja interseção é não



















h0 ∈ X∗ : h0 = −
p∑
j=1







Problema de Controle Ótimo
Discreto Mono-objetivo
Neste caṕıtulo formularemos o problema de controle ótimo discreto, com restrições
de igualdade e desigualdade tanto no controle quanto no estado, ao qual chamaremos de
(PCD) e uma versão deste na qual os controles pertencem a um subconjunto arbitrário
do IRn(N) que denotaremos por (PCD). Então propomos condições de otimalidade, as
necessárias por meio de uma versão do Teorema do Prinćıpio do Máximo para problemas
de controle ótimo discreto e as suficientes via o conceito de PM-invexidade.
A obtenção do Teorema do Prinćıpio do Máximo é baseada no formalismo de
DM. O ganho obtido utilizando esta ferramenta teórica é que se torna posśıvel obter as
condições necessárias e suficientes de otimalidade de uma maneira mais clara. Além disso,
apresentamos conceitos de regularidade que são imprescind́ıveis na obtenção das condições
de otimalidade.
3.1 Formulação do problema de controle ótimo dis-
creto
De uma forma geral, o problema de controle discreto admite a seguinte for-
mulação:








onde Φi : IR
n × IRm → IR, ϕi : IRn × IRm → IRn para i = 1, . . . , N − 1, são funções
continuamente diferenciáveis, X = IRn(N+1) = {(x0, . . . , xN) : xi ∈ IRn,∀i = 0, . . . , N},
Ωi ⊂ IRm, i = 0, . . . , N − 1 e U = IRm(N) = {(u0, . . . , uN−1) : ui ∈ IRm,∀i = 0, . . . , N − 1}.
A partir de agora, assumimos que
x : [0, N ]→ IRn u : [0, N − 1]→ IRm
x(i) = xi u(i) = ui
30
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• xi é a variável de estado;
• ui é o parâmetro de controle;
• [0, N ] é o intervalo discreto da reta real, com N ≥ 0 o número de etapas (passos)
realizados;
• x ∈ IRn(N+1) é a trajetória;
• u ∈ IRm(N) é o controle associado à trajetória correspondente.
Para estabelecer as condições de otimalidade via o formalismo DM assumimos,
por uma questão de conveniência, que quando nos referirmos ao par (x, u) está suben-
tendido que na realidade estamos nos referindo ao par (x0, u) já que os demais vetores
xi, i = 1, . . . , N, são obtidos através da relação xi+1 = ϕi (xi, ui).
Dizemos que o par (x, u) é um processo fact́ıvel de (3.1) se satisfaz as restrições
do referido problema. E dizemos que o processo fact́ıvel (x̂, û) é um processo ótimo se
J(x̂, û) ≤ J(x, u)
para todo processo fact́ıvel (x, u) de (3.1).
Exemplo 3.1 (Boltyanskii, [14]) Um foguete espacial deve ser lançado do solo. Deseja-
mos projetar os N-estágios (de lançamento) deste foguete cujo peso inicial é G. Sabemos
que o peso da espaçonave (acoplada neste foguete) é H e que ela deve ser colocada em
órbita após a última etapa de lançamento.
Cada estágio do foguete tem um fornecimento de combust́ıvel e durante a operação
de um estágio (do momento em que o motor de ignição é ligado até o deslocamento da
fase “queimada”) o foguete adquire uma velocidade adicional ∆v, a qual é uma função de
“payload” (ou carga útil) P, transportada por este estágio e o peso Q do próprio estágio
(determinando a quantidade de combust́ıvel necessário):
∆v = f(P,Q).
Pretendemos encontrar a distribuição de peso entre os estágios de lançamento para a qual
a velocidade da espaçonave (após o desprendimento do último estágio) deve ser máxima.
Se ui é o peso no estágio i (contados a partir da espaçonave) então o peso do
estágio final (o que coloca a espaçonave em órbita) é denotado u1, logo, o peso do penúltimo
estágio é u2 e assim sucessivamente.
Se tomarmos o peso da espaçonave mais os estágios i ligados a ele temos xi, i =
0, . . . , N (veja Figura 3.1) então, é óbvio que:
xi = xi−1 + ui, i = 1, . . . , N. (3.2)
Além disso, temos que o peso da espaçonave e o peso inicial do foguete são especificados
pelas seguintes equações:
x0 = H xN = G.
Tendo em vista que necessitamos da velocidade adicional transmitida no estágio i, en-
quanto queima, obtemos:
∆vi = f(xi−1, ui),
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Figura 3.1: Foguete
onde ui é o peso do estágio i e xi−1 é o peso da carga que é transportada.
Assim, a velocidade total transmitida para a espaçonave por todos os estágios de





Consequentemente, o problema da velocidade máxima da espaçonave pode ser formulado
como:









onde, x = (x0, . . . , xN) corresponde a uma trajetória, cujo controle associado é u =
(u1, . . . , uN) . A restrição ui ≥ bi sob o parâmetro u é naturalmente imposta, embora não
a mencionamos anteriormente.
3.2 Problema (PCD)
Nesta seção formularemos o problema de controle ótimo discreto com restrições
de igualdade e desigualdade no estado e no controle e aplicaremos o formalismo DM
para obter as condições necessárias de otimalidade que serão apresentadas através de um
Teorema do Prinćıpio do Máximo. No que se segue, considere o problema de controle
ótimo discreto ao qual denotaremos por Problema de Controle Discreto (PCD):
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sujeito a: xi+1 = ϕi (xi, ui) , i = 0, . . . , N − 1,
hi(xi) = 0, gi(xi) ≤ 0, i = 0, . . . , N,
h̃i(ui) = 0, g̃i(ui) ≤ 0, i = 0, . . . , N − 1,
K(x0, xN) = 0,
(PCD)
onde Φi : IR
n × IRm → IR, ϕi : IRn × IRm → IRn,hi : IRn → IRr1 , gi : IRn → IRs1 ,
h̃i : IR
m → IRr2 , g̃i : IRn → IRs2 , K : IRn × IRn → IRk, são funções continuamente dife-
renciáveis para todo i = 1, . . . , N . Assumiremos ainda que r1 ≤ n, r2 ≤ m e k ≤ 2n.















Q11 = {(x, u) ∈ X × U : xi+1 = ϕi (xi, ui) , i ∈ [0, N − 1], }
Q21 = {(x, u) ∈ X × U : hi(xi) = 0, i ∈ [0, N ]}
Q31 =
{
(x, u) ∈ X × U : h̃i(ui) = 0, i ∈ [0, N − 1]
}
Q41 = {(x, u) ∈ X × U : K(x0, xN) = 0} ,







Q12 = {(x, u) ∈ X × U : gi(xi) ≤ 0, i ∈ [0, N ]}
Q22 = {(x, u) ∈ X × U : g̃i(ui) ≤ 0, i ∈ [0, N − 1]} .
Observe que (x, u) é um processo fact́ıvel do problema (PCD) se, e somente se,
(x, u) ∈ Q.
Se consideramos






H : X × U → IRn(N) × IRr1(N+1) × IRr2(N) × IRk,
H(x, u) = (H1(x, u), H2(x, u), H3(x, u), H4(x, u))
(3.9)
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onde
H1i+1(xi, ui) = (x
1
i+1 − ϕ1i (xi, ui) , . . . , xni+1 − ϕni (xi, ui))
H2i (xi, ui) = (h
1
i (xi), . . . , h
r1
i (xi))
H3i (xi, ui) = (h̃
1
i (ui), . . . , h̃
r2
i (ui))
H1(x, u) = (x1 − ϕ0 (x0, u0) , . . . , xN − ϕN−1 (xN−1, uN−1))
H2(x, u) = (h0(x0), . . . , hN(xN))
H3(x, u) = (h̃0(u0), . . . , h̃N−1(uN−1)),
H4(x, u) = K(x0, xN),
G : X × U → IRs1(N+1) × IRs2(N), G(x, u) = (G1(x, u), G2(x, u)) (3.10)
onde
G1i (xi, ui) = (g
1
i (xi), . . . , g
s1
i (xi))
G2i (xi, ui) = (g̃
1
i (ui), . . . , g̃
s2
i (ui))
G1(x, u) = (g0(x0), . . . , gN(xN)),
G2(x, u) = (g̃0(u0), . . . , g̃N−1(uN−1)),
podemos rescrever o problema (PCD) como o seguinte Problema de Otimização Escalar
(POE)
Minimizar J(x, u)
sujeito a: H(x, u) = 0
G(x, u) 5 0
(x, u) ∈ X × U.
(POE)
De acordo com as hipóteses impostas sobre as funções envolvidas no problema
(PCD), temos que o funcional J e os operadores H e G são continuamente diferenciáveis,
no sentido de Fréchet.
A primeira derivada de J em (x̂, û) fact́ıvel, definida para cada (w, v) ∈ X × U ,
é dada por
∇J(x̂, û) : X × U → IR,
∇J(x̂, û)(w, v) =
N−1∑
i=0
∇xΦi (xi, ui)wi +∇uΦi (xi, ui, ) vi
(3.11)
A primeira derivada de H em (x̂, û) fact́ıvel, definida para cada (w, v) ∈ X × U
é o operador
∇H(x̂, û) : X × U → IRn(N) × IRr1(N+1) × IRr2(N) × IRk
∇H(x̂, û)(w, v) = (∇H1(x̂, û)(w, v),∇H2(x̂, û)(w, v),∇H3(x̂, û)(w, v),∇H4(x̂, û)(w, v)) (3.12)
onde
∇H1i+1(x̂i, ûi)(wi, vi) = wi+1 − (∇xϕi (x̂i, ûi)wi +∇uϕi (x̂i, ûi) vi) , i = 0, . . . , N − 1
∇H2i (x̂i, ûi)(wi, vi) = ∇hi(x̂i)wi, i = 0, . . . , N
∇H3i (x̂i, ûi)(wi, vi) = ∇h̃i(ûi)vi, i = 0, . . . , N − 1
∇H4(x̂, û)(w, v) = ∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN .
(3.13)
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Observemos que para i ∈ [0, N − 1] fixado, ∇H1i+1(xi, ui) ∈ IRn é dado por:
∂H1i+1
∂xi
(xi, ui) = −∇xϕi(xi, ui),
∂H1i+1
∂xi+1
(xi, ui) = In×n,
∂H1i+1
∂ui
(xi, ui) = −∇uϕi(xi, ui),
sendo In×n é a matriz identidade de ordem n.
A primeira derivada de G em (x̂, û) fact́ıvel, definida para cada (w, v) ∈ X × U
é o operador
∇G(x̂, û) : X × U → IRs1(N+1) × IRs2(N)
∇G(x̂, û)(w, v) = (∇G1(x̂, û)(w, v),∇G2(x̂, û)(w, v)) (3.14)
onde
∇G1i (x̂i, ûi)(wi, vi) = ∇gi(x̂i)wi, i = 0, . . . , N
∇G2i (x̂i, ûi)(wi, vi) = ∇g̃i(ûi)vi, i = 0, . . . , N − 1.
(3.15)
3.2.1 Construção dos cones
Para demonstrar o Prinćıpio do Máximo Discreto, utilizando o formalismo DM,
devemos determinar o cone das direções de descida do funcional objetivo J, o cone das
direções tangentes a Q1 e o cone das direções fact́ıveis de Q2, todos calculados no ponto
fact́ıvel (x̂, û) para o problema (PCD), os quais denotaremos por CD(J, (x̂, û)), CT (Q1, (x̂, û))
e CF (Q2, (x̂, û)) respectivamente e seus cones duais por CD(J, (x̂, û))∗, CT (Q1, (x̂, û))∗ e
CF (Q2, (x̂, û))
∗.
Construção do cone de descida CD(J, (x̂, û))
O cone das direções de descida de J(x̂, û), de acordo com a Observação 2.2, é
dado por
CD(J, (x̂, û)) = {(w, v) ∈ X × U : ∇J(x̂, û)(w, v) < 0}
= {(w, v) ∈ X × U :
N−1∑
i=0
∇xΦi (x̂i, ûi)wi +
N−1∑
i=0




Como CD(J, (x̂, û)) 6= ∅, de acordo com a Observação 2.1 (iv), temos que o seu
cone dual é dado por
CD(J, (x̂, û))∗ = {f0 ∈ (X × U)∗ : f0(w, v) = −λ0∇J(x̂, û)(w, v), λ0 ≥ 0}
=
{




∇uΦi (x̂i, ûi) vi) , λ0 ≥ 0} .
(3.17)
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Construção do cone tangente CT (Q1, (x̂, û))
Como o operador H é continuamente diferenciável por hipótese então ∇H(x̂, û),
definido em (3.12), é cont́ınuo. Além disso, assumimos que∇H(x̂, û) é sobrejetivo. Assim,
de acordo com o Teorema de Lyusternik (Teorema 2.7), o cone das direções tangentes ao
conjunto Q1 coincide com Ker∇H(x̂, û), isto é,
CT (Q1, (x̂, û)) = {(w, v) ∈ X × U : ∇H(x̂, û)(w, v) = 0} , (3.18)
onde ∇TH(x̂, û)(w, v) é como em (3.12).
Como ∇H(x̂, û) é diferenciável e sobrejetivo, de acordo com Lemma 1 de [58],





























trúıdos no que se segue.




Segundo [47], para caracterizar o cone dual do cone tangente a CT (Q
1
1, (x̂, û)), considere-
mos o operador F : IRn(N+1) × IRm(N) → IRn(N), tal que
F (w, v) = (F0(w, v), . . . ,FN−1(w, v))
Fi(w, v) = wi+1 −∇xϕi (x̂i, ûi)wi −∇uϕi (x̂i, ûi) vi, i = 0, . . . , N − 1.
(3.20)
É simples ver que F é linear e cont́ınuo para todo i = 0, . . . , N − 1 e que
CT (Q
1




∗ = [KerF ]∗ .
Como [KerF ]∗ = ImF ∗ e F ∗ : (IRn(N))∗ → (IRn(N+1) × IRm(N))∗ é o operador
adjunto de F temos, para todo f 11 ∈ CT (Q11, (x̂, û))∗, que existe −p̃ ∈ IRn(N)
∗ ∼= Rn(N),
onde ∼= representa o isomorfismo canônico entres os espaços, p̃ = (p1, . . . , pN), tal que
f 11 = F
∗(−p̃).
Considerando como se relacionam F e F ∗ e da equação (3.20) temos







〈−pi+1, wi+1 −∇xϕi (x̂i, ûi)wi −∇uϕi (x̂i, ûi) vi〉 .






f 11 ∈ (X × U)




−∇xϕi (x̂i, ûi)wi −∇uϕi (x̂i, ûi) vi〉} .
(3.21)
Problema Regular: (PCD) 37
Construção dos cones CT (Q
k
1, (x̂, û))
∗, k = 2, 3, 4
Já para os demais cones observemos que CT (Q
k
1, (x̂, û)), k = 2, 3 e 4, são subespaços de






























∗ = {f 41 ∈ (X × U)∗ : f 41 (w, v) = 〈−γ3,∇x0K(x̂0, x̂N)w0+




Para maiores detalhes veja [47].
Construção dos cones fact́ıveis CF (Q
1
2, (x̂, û)) e CF (Q
2
2, (x̂, û))




2, (x̂, û)) e
CF (Q
2
2, (x̂, û)), respectivamente. Para isso assumimos que (x̂, û) é um processo não es-









2, (x̂, û)) e CF (Q
2

























i ∈ {0, . . . , N − 1} : g̃ti(ui) = 0, ∀t ∈ Ĩ1i (û)
}
, (3.26)
I1i (x̂) = {s ∈ {1, . . . , s1} : gsi (x̂i) = 0} i = 0, . . . , N, (3.27)
Ĩ1i (û) =
{
t ∈ {1, . . . , s2} : g̃ti(ui) = 0
}
i = 0, . . . , N − 1. (3.28)























∗ = {fi ∈ (X × U)∗ : fi(w, v) = 〈µ1si ,∇gsi (x̂i)wi〉 , µ1si ≥ 0, i ∈ I1(x̂)} .
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Portanto, se f 12 ∈ CF (Q12, (x̂, û))∗ então,









, µ1i ≥ 0, i = 0, . . . , N.
A construção do cone CF (Q
2
2, (x̂, û)) é feita de maneira completamente análoga.
Desse modo observemos que, se f 22 ∈ CF (Q22, (x̂, û))∗ então









µ2i ≥ 0, i = 0, . . . , N − 1. (3.30)
3.2.2 Regularidade
A noção de regularidade é fundamental, tanto para obtenção das condições ne-
cessárias de primeira ordem (não degeneradas) como para a derivação das condições sufi-
cientes de otimalidade. É importante, portanto, estabelecer condições que assegurem que
um problema dado seja regular. Estas condições, denominadas qualificação de restrição,
são discutidas nesta seção, as quais nos permitem garantir que as condições de otimalidade
de primeira ordem para nosso problema, estabelecidas pelo Prinćıpio do Máximo, são não
degeneradas e também são suficientes, sob hipóteses de PM-invexidade. Com base nisto,
apresentamos a seguinte definição:
Definição 3.2 Dizemos que (x̂, û) é um processo regular do problema (PCD) se o cone
tangente às restrições de igualdade em (x̂, û) é determinado por aproximações lineares,
isto é,
CT (Q1, (x̂, û)) =
{
(w, v) ∈ X × U : ∇hi(x̂i)wi = 0,∇h̃i(ûi, i)vi = 0,
wi+1 = ∇xϕi (x̂i, ûi)wi +∇uϕi (x̂i, ûi) vi,
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = 0}
(3.31)
e, além disso, existe (w̄, v̄) ∈ X × U tal que
w̄i+1 −∇xϕi (x̂i, ûi) w̄i −∇uϕi (x̂i, ûi) v̄i = 0, i = 0, . . . , N − 1
∇hi(x̂i)w̄i = 0, i = 0, . . . , N
∇h̃i(ûi)v̄i = 0, i = 0, . . . , N − 1
∇x0K(x̂0, x̂N)w̄0 +∇xNK(x̂0, x̂N)w̄N = 0
∇gi(x̂i)w̄i < 0, i ∈ I1(x̂)
∇g̃i(ûi)v̄i < 0, i ∈ Ĩ1(û),
(3.32)
onde I1(x̂) e Ĩ1(û) estão definidos em (3.25) e (3.26).
Não é dif́ıcil mostrar, devido ao Teorema de Lyusternik (Teorema 2.7) que uma
condição suficiente para assegurar que (3.31) se cumpra é que o operador ∇H(x̂, û),
definido em (3.12) seja sobrejetivo, ou ainda, para todo a ∈ IRn(N), b ∈ IRr1(N+1), c ∈
IRr2(N), d ∈ IRK , exista um elemento (w, v) ∈ X × U tal que
wi+1 −∇xϕi (x̂i, ûi)wi −∇uϕi (x̂i, ûi) vi = ai, i = 0, . . . , N − 1
∇hi(x̂i)wi = bi, i = 0, . . . , N
∇h̃i(ûi)vi = ci, i = 0, . . . , N − 1
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = d.
(3.33)
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A condição suficiente (3.32), que garante que (x̂, û) seja regular, é conhecido na literatura
como qualificação de restrição de Mangasarian Fromovitz (MFCQ), veja [7]. Em pro-
gramação matemática, (3.33) é equivalente a qualificação de restrição de Independência
Linear (LICQ), e implica em (MFCQ).
Assim, se as condições (3.32) e (3.33) se cumprem simultaneamente, temos que o
processo (x̂, û) é um processo regular do conjunto fact́ıvel Q.
3.2.3 Condições Necessárias
Apresentamos no que segue uma nova prova do Teorema do Prinćıpio do Máximo
Discreto, distinta da apresentada por Marinkovic em [66], onde o autor utiliza ferramen-
tas da Análise Variacional para obter o resultado. A prova aqui apresentada estabelece
condições necessárias de otimalidade de primeira ordem para o problema (PCD), através
do formalismo de DM que, em nossa opinião, é mais construtiva. Estas condições são
uma versão discreta do Prinćıpio do Máximo de Pontryagin.
Teorema 3.3 [Prinćıpio do Máximo Discreto] Seja (x̂, û) um processo fact́ıvel de
(PCD). Se (x̂, û) é um processo ótimo de (PCD) então existe λ = (λ0, γ
1, γ2, γ3, µ1, µ2, p)
∈ IR× IRr1(N+1)× IRr2(N)× IRk× IRs1(N+1)× IRs2(N)× IRn(N+1) tal que (λ0, p) 6= 0, λ0 ≥ 0,
µ1 = 0, µ2 = 0 e, tais que, as seguintes condições ocorrem:
p0 = ∇xH0(x̂, û, p, λ0)−∇x0K(x̂0, x̂N)Tγ3 −∇h0(x̂0)Tγ10 −∇g0(x̂0)Tµ10 (3.34)
pi = ∇xHi(x̂, û, p, λ0)−∇hi(x̂Ti γ1i )−∇gi(x̂i)Tµ1i , i ∈ [1, N − 1] (3.35)
pN = −∇xNK(x̂0, x̂N)Tγ3 −∇hN(x̂N)Tγ1N −∇gN(x̂N)Tµ1N (3.36)
∇uHi(x̂, û, p, λ0) = ∇h̃i(ûi)Tγ2i +∇g̃i(ûi)Tµ2i , i ∈ [0, N − 1] (3.37)
e a condição de folgas complementares〈
µ1i , gi(x̂i)
〉




= 0, i ∈ [0, N − 1], (3.38)
onde Hi(x, u, p, λ0) : IRn(N+1) × IRm(N) × IRn(N+1) × IR→ IR,
Hi(x, u, p, λ0) = 〈pi+1, ϕi(xi, ui)〉 − λ0Φi(xi, ui), ∀i ∈ [0, N − 1],
é a função Hamiltoniana do problema (PCD).
Demonstração. Seja (x̂, û) um processo ótimo de (PCD). Então:
(a) Se ∇J(x̂, û) = 0 as condições (3.34)-(3.38) são trivialmente satisfeitas, basta consi-
derar λ0 = 1, p = 0, γ
1 = 0, γ2 = 0, γ3 = 0, µ1 = 0 e µ2 = 0.
(b) Se (x̂, û) não é um processo regular, de acordo com a Definição 3.2, então estamos
em um dos dois casos abaixo:
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1. CT (Q1, (x̂, û)) 6= Ker∇H(x̂, û).
Neste caso, não podemos assegurar que o operador ∇H(x̂, û) é sobrejetivo,
porque o núcleo do operador adjunto ∇H(x̂, û) não é nulo. Então ∃ψ∗ =
(ψ1, ψ2, ψ3, ψ4) 6= 0 tal que∇H(x̂, û)Tψ∗ = 0, onde ψ1 ∈ IRn(N), ψ2 ∈ IRr1(N+1), ψ3 ∈
IRr2(N) e ψ4 ∈ IRk não todos nulos e satisfazendo as condições (3.34)-(3.43).
Basta considerar λ0 = 0, p = (p0, p̃) com p0 = 0, p̃ = ψ1, γ
1 = ψ2, γ
2 = ψ3,
γ3 = ψ4 e µ
1 = 0, µ2 = 0.
2. CT (Q1, (x̂, û)) = Ker∇H(x̂, û) e @(w, v) satisfazendo (3.32).
Como CT (Q1, (x̂, û)) = Ker∇H(x̂, û) então para (w, v) ∈ CT (Q1, (x̂, û)) temos
válido
wi+1 −∇xϕi (x̂i, ûi)wi −∇uϕi (x̂i, ûi) vi = 0, i ∈ [0, N − 1]
∇hi(x̂i)wi = 0, i ∈ [0, N ]
∇h̃i(ûi)vi = 0, i ∈ [0, N − 1]
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = 0.
Como, por hipótese, não existe (w, v) satisfazendo
∇gi(x̂i)wi < 0, i ∈ I1(x̂)
∇g̃i(ûi)vi < 0, i ∈ Ĩ1(û)
isto implica que (x̂, û) é um processo estacionário vetorial de g ou g̃, segundo
Definição 2.8. Então as condições (3.34)-(3.38) são trivialmente satisfeitas,
basta considerar λ0 = 0, p, γ
1, γ2, γ3, como em (3.34)-(3.38) e µ1 = 0 ou
µ2 = 0.
Para finalizar o caso não regular, observe que de 1. ou 2. temos que
CT (Q1, (x̂, û)) ∩ CF (Q12, (x̂, û)) ∩ CF (Q22, (x̂, û)) = ∅.




2 = 0 de tal modo que podemos assumir que f0 = 0, ou seja,
podemos ter λ0 = 0.
(c) Resta considerar o caso regular, isto é, em que ∇J(x̂, û) 6= 0, (x̂, û) é um ponto não
estacionário de gi, i ∈ I1(x̂), e g̃i, i ∈ I1(û), e o operador ∇H(x̂, û) é sobrejetivo.
Neste caso os cones CD(J, (x̂, û)), CT (Q1, (x̂, û)), CF (Q12, (x̂, û)), CF (Q22, (x̂, û))
definidos em (3.16), (3.18) e (3.23), respectivamente são convexos. Logo segue do Teo-




∗ e f 22 ∈ CF (Q22, (x̂, û))∗ não todos nulos, tais que f0 + f1 + f 12 + f 22 = 0.
Para cada (w, v) ∈ X × U , temos:
f0(w, v) + f1(w, v) + f
1
2 (w, v) + f
2
2 (w, v) = 0. (3.39)
Se f0 ∈ CD(J, (x̂, û))∗ então




∇xΦi (x̂i, ûi)wi +
N−1∑
i=0
∇uΦi (x̂i, ûi) vi
]
, λ0 ≥ 0. (3.40)
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−γ3,∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN
〉
,
onde pi ∈ IRn, γ1i ∈ IRr1 , i ∈ [0, N ], γ2i ∈ IRr2 , i ∈ [0, N − 1] e γ3 ∈ IRk.
Se f 12 ∈ CF (Q12, (x̂, û))∗ e f 22 ∈ CF (Q22, (x̂, û))∗ então
f 12 (w, v) + f
2
























= 0, i = [0, N − 1], (3.43)
onde µ1i = 0, i ∈ [0, N ] e µ2i = 0, i ∈ [0, N − 1].
Os termos em (3.43) correspondem às condições (3.38).












































∇xΦi (x̂i, ûi)wi +
N−1∑
i=0














γ3,∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN
〉
= 0.
Usando as propriedades dos operadores adjuntos e rearranjando os termos da última
expressão〈











pN +∇hN(x̂N)Tγ1N +∇gN(x̂N)Tµ1N +∇xNK(x̂0, x̂N)Tγ3, wN
〉
= 0,∀w ∈ X,
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i.e. Aw = 〈A0, w0〉+
N−1∑
i=1
〈Ai, wi〉+ 〈AN , wN〉 = 0, ∀w ∈ X onde
A0 = ∇xΦ0 (x̂0, û0)T λ0 + p0 −∇xϕ0 (x̂0, û0)T p1 +∇x0K(x̂0, x̂N)Tγ3 +∇h0(x̂0)Tγ10
+∇g0(x̂0)Tµ10
Ai = pi +∇xΦi (x̂i, ûi)T λ0 −∇xϕi (x̂i, ûi)T pi+1 +∇hi(x̂i)Tγ1i +∇gi(x̂i)Tµ1i ,
i = 1, . . . , N − 1.
AN = pN +∇hN(x̂N)Tγ1N +∇gN(x̂N)Tµ1N +∇xNK(x̂0, x̂N)Tγ3.
Então necessariamente temos A0 = 0, Ai = 0 e AN = 0, as quais correspondem às
condições (3.34), (3.35) e (3.36) respectivamente.




∇uΦi (x̂i, ûi) vi +
N−1∑
i=0























〈Bi, vi〉 = 0, ∀v ∈ U, onde
Bi = ∇uΦi (x̂i, ûi)T λ0 −∇uϕi (x̂i, ûi)T pi+1 +∇h̃i(ûi)Tγ2i +∇g̃i(ûi)Tµ2i , i = 0, · · · , N − 1.
Então necessariamente temos Bi = 0, ∀i = 0, · · · , N − 1, as quais correspondem às
condições (3.37).
Portanto temos estabelecido a existência de λ = (λ0, γ
1, γ2, γ3, µ1, µ2, p), p =
(p0, p̃) com (λ0, p) 6= 0 para os quais as equações (3.34)-(3.38) são satisfeitas. E com isto
o teorema fica demonstrado.
3.3 Problema (PCD) com restrição abstrata
Neste seção trataremos do problema (PCD) no caso em que, além das restrições
de igualdade e desigualdade mencionadas na seção anterior, adicionamos uma restrição
abstrata sob o controle u de tal modo que o problema toma a seguinte forma:




sujeito a: xi+1 = ϕi (xi, ui) , i = 0, . . . , N − 1,
hi(xi) = 0, gi(xi) ≤ 0, i = 0, . . . , N,
h̃i(ui) = 0, g̃i(ui) ≤ 0, i = 0, . . . , N − 1,
K(x0, xN) = 0,
ui ∈ Ωi, i = 0, . . . , N − 1,
(PCD)
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onde as funções seguem como dadas no problema (PDC) e Ωi ⊆ IRm, i = 0, . . . , N − 1,
são conjuntos convexos, fechados e com intΩi 6= ∅.






com Q1 e Q2 dados em (3.6), (3.7) e
Q3 = {(x, u) ∈ X × U : u ∈ Ω} ,
onde
Ω = {u ∈ U : ui ∈ Ωi, i = 0, . . . , N − 1} (3.46)
é um conjunto convexo, fechado e com intΩ 6= ∅.
Com esta notação podemos rescrever o problema (PCD) como o seguinte pro-
blema de programação matemática:
Minimizar J(x, u)
sujeito a: H(x, u) = 0
G(x, u) 5 0
(x, u) ∈ X × Ω,
(POE)
onde J, H e G são definidos por (3.8), (3.9) e (3.10), respectivamente e Ω é definido por
(3.46).
Seguindo como na subseção anterior apresentamos agora uma definição de regu-
laridade para o problema (PCD).
Definição 3.4 Dizemos que (x̂, û) é um processo regular do conjunto fact́ıvel Q̄ do
problema (PCD) se o cone tangente às restrições de igualdade em (x̂, û) é determinado
por aproximações lineares, isto é,
CT (Q1, (x̂, û)) = {(w, v) ∈ X × U : wi+1 = ∇xϕi (x̂i, ûi)wi +∇uϕi (x̂i, ûi) vi,
∇hi(x̂i)wi = 0,∇h̃i(ûi, i)vi = 0,
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = 0}
(3.47)
e, além disso, existe (w̄, v̄), com v̄ = α(u− û) onde u ∈ intΩ e α > 0, tal que
w̄i+1 −∇xϕi (x̂i, ûi) w̄i −∇uϕi (x̂i, ûi) v̄i = 0, i = 0, . . . , N − 1
∇hi(x̂i)w̄i = 0, i = 0, . . . , N
∇h̃i(ûi)v̄i = 0, i = 0, . . . , N − 1
∇x0K(x̂0, x̂N)w̄0 +∇xNK(x̂0, x̂N)w̄N = 0
∇gi(x̂i)w̄i < 0, i ∈ I1(x̂),
∇g̃i(ûi, i)v̄i < 0, i ∈ Ĩ1(û),
(3.48)
onde I1(x̂) e Ĩ1(û) estão definidos em (3.25) e (3.26).
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3.3.1 Condicões Necessárias
Vamos estabelecer o Teorema do Prinćıpio do Máximo Discreto para o problema
(PCD). Antes de formalizarmos as condições necessárias de otimalidade para o caso em
que o problema possui uma restrição abstrata, vamos apresentar um lema que será útil
na prova do referido teorema.
Lema 3.5 Seja o conjunto Ω = {u ∈ U : ui ∈ Ωi, i = 0, . . . , N − 1} com Ωi ⊆ IRm,∀i =




〈ai, ui〉 , a ∈ U, (3.49)
é um suporte para o conjunto ∆ no ponto û, isto é,
f(û) ≤ f(u), ∀u ∈ Ω (3.50)
então, 〈ai, ui − ûi〉 ≥ 0,∀u ∈ Ω o que implica no vetor ai ∈ IRm ser um suporte para Ωi
no ponto ûi.
Demonstração. Suponha que a afirmação é falsa. Isto é o mesmo que dizer que existe um
subconjunto R ⊆ {0, . . . , N − 1} , tal que, ∀i ∈ R existem ũi ∈ Ωi com 〈ai, ũi − ûi〉 < 0.
Sem perda de generalidade, podemos afirmar que existem γi > 0, tais que




ũi, se i ∈ R,
ûi, se i ∈ {0, . . . , N − 1} −R,
(3.52)











γi. O que implica f(ū) < f(û), e isto é uma contradição com o fato de f
ser suporte de Ω em û.
Com isto, estamos prontos para apresentar o seguinte Teorema do Prinćıpio do
Máximo para o Problema (PCD).
Teorema 3.6 [Prinćıpio do Máximo Discreto - com restrição abstrata] Seja
(x̂, û) um processo fact́ıvel de (PCD). Se (x̂, û) é um processo ótimo de (PCD) então
existe λ = (λ0, γ
1, γ2, γ3, µ1, µ2, p) ∈ IR× IRr1(N+1) × IRr2(N) × IRk × IRs1(N+1) × IRs2(N) ×
IRn(N+1) tal que (λ0, p) 6= 0, λ0 ≥ 0, µ1 = 0, µ2 = 0 e, tal que, as seguintes condições
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ocorrem:
p0 = ∇xH0(x̂, û, p, λ0)−∇x0K(x̂0, x̂N)Tγ3 −∇h0(x̂0)Tγ10 −∇g0(x̂0)Tµ10 (3.53)
pi = ∇xHi(x̂, û, p, λ0)−∇hi(x̂i)Tγ1i −∇gi(x̂i)Tµ1i , i ∈ [1, N − 1] (3.54)
pN = −∇xNK(x̂0, x̂N)Tγ3 −∇hN(x̂N)Tγ1N −∇gN(x̂N)Tµ1N (3.55)
∇uHi(x̂, û, p, λ0)−∇h̃i(ûi)Tγ2i −∇g̃i(ûi)Tµ2i ≤
∇uHi(x̂, u, p, λ0)−∇h̃i(ui)Tγ2i −∇g̃i(ui)Tµ2i , (3.56)
∀ (x̂, u) ∈ X × Ω, i ∈ [0, N − 1],









= 0, i ∈ [0, N − 1], (3.57)
onde Hi(x, u, p, λ0) : IRn(N+1) × IRm(N) × IRn(N+1) × IR→ IR,
Hi(x, u, p, λ0) = 〈pi+1, ϕi(xi, ui)〉 − λ0Φi(xi, ui), i ∈ [0, N − 1],
é a função Hamiltoniana do problema (PCD).
Demonstração. A prova deste resultado segue de maneira similar a demonstração do Teo-
rema 3.3. Portanto analisaremos aqui apenas o caso em que (x̂, û) é um processo regular
de (PCD).
Iniciamos analisando a restrição Q3 do problema (PCD).
Seja Ω = {u : ui ∈ Ωi, i = 0, . . . , N − 1}, pelas hipóteses sobre Ωi, Ω é um conjunto
convexo e fechado, com intΩ 6= ∅. Logo, o conjunto Q3 = X × Ω também é fechado e
convexo em X × U e intQ3 = X × Ω 6= ∅.
Seja CF (Q3, (x̂, û)) o cone das direções fact́ıveis de Q3 em (x̂, û) é dado por:
CF (Q3, (x̂, û)) = {(w, v) ∈ X × U : v := α(u− û), (x, u) ∈ intQ3, α > 0}. (3.58)
Veja Teorema 8.2 de [47].
Pelo Teorema 10.5 de [47] se f3 ∈ CF (Q3, (x̂, û))∗ então, f3 = (0, f̂3) onde f̂3 ∈ U
é um suporte para Ω.
Sendo (x̂, û) um processo ótimo de (PCD) e CD(J, (x̂, û)), CT (Q1, (x̂, û)), CF (Q12, (x̂, û)),
CF (Q
2









1 ) ∈ CT (Q1, (x̂, û))∗, f 12 ∈ CF (Q12, (x̂, û))∗, f 22 ∈ CF (Q22, (x̂, û))∗ e
f3 ∈ CF (Q3, (x̂, û))∗ não todos nulos tais que, f0 + f1 + f 12 + f 22 + f3 = 0.
Para cada (w, v) ∈ X × U , temos:
f0(w, v) + f1(w, v) + f
1
2 (w, v) + f
2
2 (w, v) + f3(w, v) = 0. (3.59)
onde f0(w, v), f1(w, v), f
1
2 (w, v) e f
2
2 (w, v) são como em (3.40), (3.41), (3.42).
Se f3 ∈ CF (Q3, (x̂, û))∗ então
f3(w, v) = (0, f̂3)(w, v) = f̂3(v). (3.60)
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Esta última segue do fato de que f3(w, v) = f̂3(v) é um suporte para o conjunto Ω em û.
Além disso, λ0 ≥ 0, pi ∈ IRn, γ1i ∈ IRr1 , i ∈ [0, N ], γ2i ∈ IRr2 , i ∈ [0, N − 1], γ3 ∈ IRk
µ1i = 0, i ∈ [0, N ] e µ2i = 0, i ∈ [0, N − 1] e as equações (3.57) seguem de (3.43).








































com f̂3(û) ≤ f̂3(u),∀u ∈ Ω.
A identidade (3.61) é válida para todo (w, v) ∈ X×Ω, em particular para (w, v) =
(w, 0) obtemos as equações (3.53)-(3.55) de modo completamente análogo ao obtido na
prova do Teorema 3.3.




∇uΦi (x̂i, ûi) vi +
N−1∑
i=0














com f̂3(û) ≤ f̂3(u),∀u ∈ Ω.
Assim podemos aplicar o Lema 3.5 para garantir que a condição de máximo (3.56)
seja válida, ou seja,
∇uHi(x̂, û, p, λ0)−∇h̃i(ûi)Tγ2i −∇g̃i(ûi)Tµ2i ≤
∇uHi(x̂, u, p, λ0)−∇h̃i(ui)Tγ2i −∇g̃i(ui)Tµ2i ,
para todo u ∈ Ω com (x, u) ∈ Q̄ e λ0 = 1.
Portanto temos estabelecido a existência de λ = (λ0, γ
1, γ2, γ3, µ1, µ2, p), p =
(p0, p̃), (λ0, p) 6= 0, para os quais as equações (3.53)-(3.57) são satisfeitas. E com isto o
teorema fica demonstrado.
Salientamos que esta versão do Teorema do Prinćıpio do Máximo em nosso co-
nhecimento é original.
É importante notar que se (x̂, û) não é um processo regular, então não podemos
garantir que o multiplicador associado ao funcional objetivo λ0 é não nulo nos Teoremas
3.3 e 3.6. Veja prova do Teorema 3.3 item (b).
Definição 3.7 Dizemos que um processo fact́ıvel (x̂, û) é um extremal regular do pro-
blema (PCD) (respect. de (PCD)) se satisfaz as equações (3.34)-(3.38) (ou (3.53)-
(3.57)), dos Teoremas do Prinćıpio do Máximo, com λ0 = 1.
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Da discussão acima e da Observação 2.5 (ii), obtemos o seguinte resultado:
Corolário 3.8 Se (x̂, û) é um processo ótimo de (PCD) (respect. de (PCD)) satisfa-
zendo a condição de regularidade (Definição 3.2) (ou Definição 3.4) então (x̂, û) é um
extremal regular.
3.4 Condições Suficientes
É bem conhecido que as condições necessárias de otimalidade de primeira ordem,
estabelecidas pelo Prinćıpio de Pontryagin, para problemas de controle ótimo, e pela Regra
de Lagrange, Karush-Kuhn-Tucker (KKT), para problemas de otimização matemática,
não são suficientes em geral, sem hipóteses adicionais sobre as funções envolvidas no
problema.
Consequentemente, há duas formas de proceder para decidir se um dado ponto,
que satisfaz as condições necessárias de otimalidade, é de fato ótimo. Uma delas é usar
informações de segunda ordem e a outra é usar alguma estrutura especial dos funcio-
nais envolvidos na problemática (convexidade, deformação para problemas mais simples,
convexidade generalizada, entre outras), veja [47, 53, 64].
As condições necessárias de otimalidade estabelecidas pelas condições de KKT, ou
pelo Prinćıpio do Máximo, são também suficientes se as funções envolvidas no problema
são convexas. Todavia esta hipótese é muito restritiva, dado que uma ampla classe de pro-
blemas são não convexos. Com o intuito de enfraquecer a hipótese de convexidade, surgiu
na literatura vinculada a programação matemática a noção de função invexa, que foi in-
troduzida por Hanson em 1981 [49] e suas generalizações (como por exemplo, [19, 34, 70]),
as quais tem sido muito frut́ıferas na obtenção das condições suficientes de otimalidade.
Em 1985, Martin introduziu em [70] uma generalização da noção de invexidade,
denominada KT-invexidade e mostrou que a KT-invexidade não é somente uma condição
suficiente de otimalidade para problemas de programação matemática, mas também uma
condição necessária para assegurar que cada ponto KKT é um mı́nimo global. Ou seja,
um problema é KT-invexo se, e somente se, todo ponto KKT é um ótimo.
Em particular, nesta seção, nos baseamos por um dos trabalhos mais recentes,
devido a de Oliveira et al. [75], onde os autores estendem a noção de KT-invexidade
de problemas de otimização matemática para problemas de controle ótimo, para mostrar
que as condições necessárias de otimalidade, estabelecidas pelo Prinćıpio do Máximo, são
suficientes se, e somente se, o problema é PM-invexo.
Vamos introduzir como hipótese adicional para garantir que as condições ne-
cessárias de otimalidade apresentadas pelo Prinćıpio do Máximo Discreto (Teoremas 3.3
e 3.6) sejam também suficientes para que um dado processo fact́ıvel (x̂, û) seja ótimo, o
conceito de PM-invexidade. Para tanto passamos à seguinte definição:
Definição 3.9 Dizemos que o problema (PCD) (respect. (PCD)) é PM-invexo no
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processo fact́ıvel α = (x̂, û) se, existem η ∈ IRn(N+1) e χ ∈ IRm(N), tais que as relações
J(β)− J(α) ≥ ∇J(α)(η, χ)
ηi+1 = ∇xϕi(αi)ηi +∇uϕi(αi)χi, i = 0, . . . , N − 1
∇hi(x̂i)ηi = 0, i = 0, . . . , N
∇h̃i(ûi)χi = 0, i = 0, . . . , N − 1 (3.62)
∇gi(x̂i)ηi ≤ 0, i ∈ I1(x̂),
∇g̃i(ûi)χi ≤ 0, i ∈ Ĩ1i (û),
∇x0K(x̂0, x̂N)η0 +∇xNK(x̂0, x̂N)ηN = 0,
se verificam para cada processo fact́ıvel β = (x, u) ∈ X × U , onde ηi := ηi(βi, αi), i =
0, . . . , N , χi := χi(βi, αi), i = 0, . . . , N − 1 (no caso do problema (PCD), χi := b(ūi −
ûi), b > 0 e ū ∈ intΩ, com Ω definido em (3.46)), I1(x̂), e Ĩ1(û) são como em (3.25) e
(3.26).
No que segue apresentamos uma condição de qualificação que será necessária para
estabelecermos o resultado principal desta seção.
Definição 3.10 Dizemos que o processo fact́ıvel α = (x, u) satisfaz (CQ) se existe d̄ =
(w̄, v̄) ∈ X × U tal que o sistema (3.32) é satisfeito, isto é,
w̄i+1 −∇xϕi (x̂i, ûi) w̄i −∇uϕi (x̂i, ûi) v̄i = 0, i = 0, . . . , N − 1
∇hi(x̂i)w̄i = 0, i = 0, . . . , N
∇h̃i(ûi)v̄i = 0, i = 0, . . . , N − 1
∇x0K(x̂0, x̂N)w̄0 +∇xNK(x̂0, x̂N)w̄N = 0
∇gi(x̂i)w̄i < 0, i ∈ I1(x̂)
∇g̃i(ûi)v̄i < 0, i ∈ Ĩ1(û),
onde I1(x̂) e Ĩ1(û) estão definidos em (3.25) e (3.26).
Vamos utilizar também no lema que se segue o seguinte Teorema da Alternativa:
Teorema 3.11 [Teorema de Motzkin [64]] Sejam A,C e D matrizes dadas, com










y1 ≥ 0, y2 = 0
tem solução (y1, y2, y3).
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Lema 3.12 Seja α = (x̂, û) ∈ Q satisfazendo (CQ). Se α não é um extremal regular
então existe d = (x, u) ∈ X × U tal que
∇J(x, u)(w, v) < 0
wi+1 −∇xϕi (x̂i, ûi)wi −∇uϕi (x̂i, ûi) vi = 0, i = 0, . . . , N − 1
∇hi(x̂i)wi = 0, i = 0, . . . , N
∇h̃i(ûi)vi = 0, i = 0, . . . , N − 1
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = 0
∇gi(x̂i)wi < 0, i ∈ I1(x̂)
∇g̃i(ûi)vi < 0, i ∈ Ĩ1(û),
(3.63)
onde I1(x̂) e Ĩ1(û) estão definidos em (3.25) e (3.26).
Demonstração. Suponha por absurdo que o sistema (3.63) não tem solução d = (w, v) ∈
X × U . Vamos verificar que a condição II do Teorema 3.11 é satisfeita.
Suponha que existe d̃ = (w̃, ṽ) 6= 0 tal que
∇J(x̂, û)(w̃, ṽ) = 0
w̃i+1 −∇xϕi (x̂i, ûi) w̃i −∇uϕi (x̂i, ûi) ṽi = 0, i = 0, . . . , N − 1
∇hi(x̂i)w̃i = 0, i = 0, . . . , N
∇h̃i(ûi)ṽi = 0, i = 0, . . . , N − 1
∇x0K(x̂0, x̂N)w̃0 +∇xNK(x̂0, x̂N)w̃N = 0
∇gi(x̂i)w̃i = 0, i ∈ I1(x̂)
∇g̃i(ûi)ṽi = 0, i ∈ Ĩ1(û).
o que contradiz (CQ). Portanto, segue do Teorema 3.11 que existem λ = λ0 ∈ IR, γ =








































com λ0 > 0 e µ
1 = 0, µ2 = 0 e onde I é a matriz identidade de ordem n. E isto implica (da
prova do Teorema 3.3) que α = (x̂, û) é um extremal regular o que contradiz a hipótese.
Assim, existe d = (w, v) ∈ X × U satisfazendo (3.63).
Com base nas definições e resultados anteriores apresentaremos o resultado prin-
cipal desta seção.
Teorema 3.13 Suponha que o problema PCD satisfaz a condição CQ em cada processo
admisśıvel. Então, todo extremal regular α̂ = (x̂, û) é processo ótimo do problema (PCD)
(respect. (PCD)) se, e somente se, o problema (PCD) (respect. (PCD)) é PM-invexo.
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Demonstração. Suponha que cada extremal regular é um processo ótimo de (PCD). Pro-
varemos que (PCD) é PM-invexo em α = (x̂, û).
Considere quaisquer processos α = (x̂, û), β = (x, u) ∈ Q.
1. Se J(β) ≥ J(α) para todo β ∈ Q, então as condições (3.62) são trivialmente
satisfeitas tomando η̂ := (η, χ) ≡ 0.
2. Se J(β) < J(α) então α não é um processo ótimo e por hipótese não é um
processo extremal regular (PDC). Portanto, pelo Lema 3.12, existe d = (w, v) ∈ X × U
tal que
∇J(α)(w, v) < 0
wi+1 −∇xϕi(αi)wi −∇uϕi(αi)vi = 0, i = 0, . . . , N − 1
∇hi(x̂i)wi = 0, i = 0, . . . , N
∇h̃i(ûi)vi = 0, i = 0, . . . , N − 1 (3.64)
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = 0
∇gi(x̂i)dwi < 0, i ∈ I1(x̂),
∇g̃i(ûi)vi < 0, i ∈ Ĩ1(û).
Tomando η̂(β, α) = cd tal que c ≥ J(β)−J(α)∇T J(α)d > 0, obtemos pela condição (3.64)
∇J(α)c(w, v) ≤ J(β)− J(α)
cwi+1 −∇xϕi(αi)cwi −∇uϕi(αi)cvi = 0, i = 0, . . . , N − 1
∇hi(x̂i)cwi = 0, i = 0, . . . , N
∇h̃i(ûi)cvi = 0, i = 0, . . . , N − 1 (3.65)
∇gi(x̂i)cwi < 0, i ∈ I1(x̂),
∇g̃i(ûi)cvi < 0, i ∈ Ĩ1(û)
∇x0K(x̂0, x̂N)cw0 +∇xNK(x̂0, x̂N)cwN = 0.
Portanto, η̂(β, α) = c(w, v) é, de fato, η̂ = (η, χ) com η = η(β, α) e χ = χ(β, α) e
as condições (3.62) são válidas, ou seja, o problema (PCD) é PM-invexo, de acordo com
a Definição 3.9.
Reciprocamente, suponha que o problema (PCD) é PM-invexo em α = (x̂, û).
Mostraremos que se α é um extremal regular de (PCD) então, necessariamente, é um
processo ótimo de (PCD).
Seja α ∈ Q um processo extremal regular. Então de acordo com (3.34)-(3.38)
existem λ = (λ0, γ
1, γ2, γ3, µ1, µ2, p) tais que
J(β)− J(α) ≥ ∇J(α)(η, χ)
〈pi+1, ηi+1 −∇xϕi(αi)ηi −∇uϕi(αi)χi〉 = 0, i = 0, . . . , N − 1〈
γ1i ,∇hi(x̂i)ηi
〉
= 0, i = 0, . . . , N (3.66)〈
γ2i ,∇h̃i(ûi)χi
〉
= 0, i = 0, . . . , N − 1〈
µ1si ,∇gsi (x̂i)ηi
〉
≤ 0, s ∈ I1i (x̂), i = 0, . . . , N〈
µ2ti ,∇g̃ti(ûi)χi
〉
≤ 0, t ∈ Ĩ1i (û), i = 0, . . . , N − 1〈
γ3,∇x0K(x̂0, x̂N)η0 +∇xNK(x̂0, x̂N)ηN
〉
= 0.
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para todo β = (w, v) ∈ Q.
Somando todos os termos em (3.66)
J(β)− J(α) ≥ ∇J(α)(η, χ) +
N−1∑
i=0



























γ3,∇x0K(x̂0, x̂N)η0 +∇xNK(x̂0, x̂N)ηN
〉
= 0.
Concluimos que J(β)− J(α) ≥ 0 para todo β ∈ Q, i.e, α é um processo ótimo de
(PCD).
Finalmente, se considerarmos o problema (PCD) no lugar de (PCD), a demons-
tração segue a mesma direção, apenas que neste caso, a condição 2. J(β) < J(α) implica
na existência de d = (w, v) com v = a(u − û), a > 0 e (x, u) ∈ intQ3 tal que (3.64)
ocorre.Definindo-se η̂ = (η, χ) tal que η = cw e χ = cv com v = a(u − û), a > 0 e
(w, v) ∈ intQ3 a prova segue como no caso do problema (PCD).
Com isto finalizamos a demonstração.
Para finalizar este caṕıtulo apresentamos o seguinte exemplo:
Exemplo 3.14 Seja o problema de controle ótimo discreto:













u2i , i = 0, . . . , N − 1,
x0 = 1
ui ≥ 0, i = 0, . . . , N − 1.
(D)
É fácil ver que (x̂, û) é um processo ótimo com x̂i = (
N−1
N
)i, i = 0, . . . , N, e ûi = 0, i =










− λ0 1N (1 − e
−ûi), i ∈ [0, N − 1].
Podemos mostrar que este ponto é um extremal regular, além disso é o único processo
extremal regular de (D).
Como foi dito, o processo (x̂, û) é um extremal regular para (D). Temos que (D)
é PM-invexo pela Definição 3.9. De fato, para (x̂, û) com x̂i = (
N−1
N
)i, i = 0, . . . , N, e
ûi = 0, i = 0, . . . , N−1, basta tomar, η0 = 0, ηi = 2N
∑
s=0
i−ûs(1−eûs−us), i = 1, . . . , N−1,
e χi = 1− eûi−ui. Então pelo Teorema 3.13 temos que (x̂, û) é um processo ótimo de (D).
E uma caracterização completa do processo ótimo é obtida.
Caṕıtulo 4
Problema de Controle Ótimo
Discreto Multiobjetivo
Neste caṕıtulo estabeleceremos condições necessárias e suficientes de otimalidade,
para problemas de controle ótimo discreto multiobjetivos diferenciáveis com restrições de
igualdade e desigualdade no controle e no estado. Trataremos também das condições
necessárias de otimalidade para um problema de controle ótimo discreto multiobjetivo ao
qual acrescentamos uma restrição abstrata sob os controles. Os resultados deste caṕıtulo
generalizam (em certo sentido) os resultados do Caṕıtulo 3 a problemas multiobjetivos.
Não temos conhecimento de que os resultados deste tipo tenham sido obtidos por outros
autores.
Discutiremos o seguinte Problema de Controle Discreto Multiobjetivo (PCDM):









sujeito a: xi+1 = ϕi (xi, ui) , i = 0, . . . , N − 1,
hi(xi) = 0, gi(xi) 5 0, i = 0, . . . , N,
h̃i(ui) = 0, g̃i(ui) 5 0, i = 0, . . . , N − 1,
K(x0, xN) = 0,
(PCDM)
onde Φji : IR
n×IRm× → IR, ∀j = 1, . . . , q, i = 0, . . . , N−1 e as demais funções envolvidas
no problema (PCDM) são como na formulação do problema (PCD) (caso mono-objetivo)
apresentadas no Caṕıtulo 3, Seção 3.2.
Observemos ainda que















Φji (xi, ui) para cada j = 1, . . . , q.
Recordemos que o conjunto dos pontos fact́ıveis de (PCDM), Q, é como definido
em (3.5).
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Seja Jj(x, u) =
N−1∑
i=0
Φji (xi, ui) para cada j = 1, . . . , q. As noções de otimalidade
para o problema de controle ótimo discreto multiobjetivo (PCDM) são as seguintes:
• o processo fact́ıvel (x̂, û) é um processo ótimo Pareto fraco se (x̂, û) ∈ Q e não
existe outro (x, u) ∈ Q, (x, u) 6= (x̂, û), tal que Jj(x, u) < Jj(x̂, û) para j = 1, . . . , q.
• o processo fact́ıvel (x̂, û) é um processo ótimo Pareto se (x̂, û) ∈ Q e não existe
outro (x, u) ∈ Q, (x, u) 6= (x̂, û), tal que Jj(x, u) ≤ Jj(x̂, û) para j = 1, . . . , q com a
desigualdade estrita para pelo menos um j.
• o processo fact́ıvel (x̂, û) ∈ Q é um processo ótimo propriamente Pareto se
é um processo ótimo Pareto e existe um escalar M > 0 tal que para cada j e
cada (x, u) ∈ Q satisfazendo Jj(x, u) < Jj(x̂, û), existe um ı́ndice j0 6= j tal que
Jj0(x, u) > Jj0(x̂, û), e
Jj(x̂, û)− Jj(x, u)
Jj0(x, u)− Jj0(x̂, û)
≤M.
4.1 Condições Necessárias
Nesta seção apresentamos o Prinćıpio do Máximo Discreto para o problema de
controle ótimo discreto multiobjetivo (PCDM), o qual é uma generalização do Teorema
do Prinćıpio do Máximo Discreto (Teorema 3.3). Antes porém vamos abordar o conceito
de regularidade envolvido.
Podemos rescrever o problema (PCDM) como o seguinte Problema de Otimização
Multiobjetivo (POM):
Minimizar J(x, u)
sujeito a: H(x, u) = 0
G(x, u) 5 0
(x, u) ∈ X × U
(POM)
onde H, G e J foram estabelecidos por (3.9), (3.10), (4.1), respectivamente.
Com base no problema (POM) acima podemos enunciar o seguinte resultado
clássico.
Teorema 4.1 (Teorema de Fritz-John, [36]) Seja o problema (POM) tal que todas
as funções envolvidas são continuamente diferenciáveis. Se (x̂, û) é um processo Pareto
fraco de (POM), então existem os multiplicadores ν ∈ IRq+, γ ∈ IRn(N) × IRr1(N+1) ×
IRr2(N) × IRk, µ1IRs1(N+1)+ e µ2 ∈ IR
s2(N)
+ tais que
∇J(x̂, û)Tν +∇H(x̂, û)Tγ +∇G1(x̂, û)Tµ1 +∇G2(x̂, û)Tµ2 = 0,
µ1G1(x̂, û) = 0, µ2G2(x̂, û) = 0,
(ν, γ, µ1, µ2) 6= 0.
(4.2)
Denotaremos por Λ(x̂, û) o conjunto de todos os multiplicadores de Fritz John
(ν, γ, µ1, µ2) que satisfazem as equações (4.2).
Infelizmente as condições de Fritz John não garantem que o multiplicador associ-
ado à função objetivo seja não nulo. Para isto, é necessário impor ao problema condições
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(chamadas condições de regularidade). Seguindo a classificação feita por Bigi e Pappa-
lardo [13] para problemas de programação matemática temos:
Definição 4.2 Dado (x̂, û) ∈ Q tal que Λ(x̂, û) 6= ∅, dizemos que:
(a) (x̂, û) é regular fraco se existe (ν, γ, µ1, µ2) ∈ Λ(x̂, û) com ν 6= 0.
(b) (x̂, û) é totalmente regular fraco se, para todo (ν, γ, µ1, µ2) ∈ Λ(x̂, û) existe j ∈
{1, . . . , q} tal que νj 6= 0.
(c) (x̂, û) é regular se existe (ν, γ, µ1, µ2) ∈ Λ(x̂, û) com νj > 0,∀j = 1, . . . , q.
(d) (x̂, û) é totalmente regular se, para todo (ν, γ, µ1, µ2) ∈ Λ(x̂, û) tem-se νj > 0,∀j =
1, . . . , q.
Uma discussão similar pode ser feita para problemas de controle ótimo discreto
multiobjetivos. Proporemos uma classificação no sentido de que o multiplicador associado
à função objetivo, dado pelo Prinćıpio do Máximo Discreto, seja não nulo ou estritamente
positivo. Para este fim, estabelecemos as definições de processo regular fraco e forte.
Definição 4.3 Dizemos que (x̂, û) é um processo regular fraco do problema (PCDM),
se o cone tangente às restrições de igualdade em (x̂, û) é determinado por aproximações
lineares, isto é,
CT (Q1, (x̂, û)) = {(w, v) ∈ X × U : wi+1 = ∇xϕi (x̂i, ûi)wi +∇uϕi (x̂i, ûi) vi,
∇hi(x̂i)wi = 0,∇h̃i(ûi)vi = 0,
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = 0}
(4.3)
e, além disso, existe (w̄, v̄) ∈ X × U tal que
w̄i+1 −∇xϕi (x̂i, ûi) w̄i −∇uϕi (x̂i, ûi) v̄i = 0, i = 0, . . . , N − 1,
∇hi(x̂i)w̄i = 0, i = 0, . . . , N,
∇h̃i(ûi)v̄i = 0, i = 0, . . . , N − 1,
∇x0K(x̂0, x̂N)w̄0 +∇xNK(x̂0, x̂N)w̄N = 0
∇gi(x̂i)w̄i < 0, i ∈ I1(x̂),
∇g̃i(ûi)v̄i < 0, i ∈ Ĩ1(û),
(4.4)
onde I1(x̂) e Ĩ1(û) são dados por (3.25) e (3.26).
Definição 4.4 Dizemos que (x̂, û) é um processo regular forte do problema (PCDM)
se o cone tangente às restrições de igualdade em (x̂, û) é determinado por aproximações
lineares, isto é,
CT (Q1, (x̂, û)) = {(w, v) ∈ X × U : wi+1 = ∇xϕi (x̂i, ûi)wi +∇uϕi (x̂i, ûi) vi,
∇hi(x̂i)wi = 0,∇h̃i(ûi)vi = 0,
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = 0}
(4.5)
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e, além disso, dado um r ∈ {1, . . . , q} existe (w̄, v̄) ∈ X × U tal que
∇Jj(x̂i, ûi)(w̄i, v̄i) < 0, j = 1, . . . , q, j 6= r
w̄i+1 −∇xϕi (x̂i, ûi) w̄i −∇uϕi (x̂i, ûi) v̄i = 0, i = 0, . . . , N − 1,
∇hi(x̂i)w̄i = 0, i = 0, . . . , N,
∇h̃i(ûi)v̄i = 0, i = 0, . . . , N − 1,
∇x0K(x̂0, x̂N)w̄0 +∇xNK(x̂0, x̂N)w̄N = 0
∇gi(x̂i)w̄i < 0, i ∈ I1(x̂),
∇g̃i(ûi)v̄i < 0, i ∈ Ĩ1(û).
(4.6)
Observação 4.1 i. Como feito no caso mono-objetivo, uma condição para assegurar
que (4.3) e (4.5) se cumpram, devido ao Teorema de Lyusternik, Teorema 2.7, é
que ∇H(x̂, û) seja sobrejetivo.
ii. Vale ainda comentar que as condições de regularidade fraca não garantem que, no
Prinćıpio do Máximo Discreto Multiobjetivo que discutiremos a seguir, o multipli-
cador associado à função objetivo seja estritamente positivo. Este é o papel desem-
penhado pelas condições de regularidade forte, como veremos no que se segue.
4.1.1 Solução Pareto Fraca
Para estabelecer as condições de otimalidade no processo Pareto fraco (x̂, û) ∈ Q
do Problema (PCDM), mediante o formalismo DM, Teorema 2.15, necessitamos apenas
determinar o cone de direções de descida do operador J em (x̂, û) juntamente com seu
dual, já que o cone das direções tangente (com interior vazio), CT (Q1, (x̂, û)), os cones das
direções fact́ıveis (de interior não vazio), CF (Q
1
2, (x̂, û)) e CF (Q
2
2, (x̂, û)) e seus respecti-




∗ e CF (Q
2
2, (x̂, û))
∗ foram estabelecidos em
(3.18), (3.23), (3.19) e (3.29).
Assim para cada j = 1, . . . , q, temos os cones de descida definidos em (x̂, û) ∈ Q,
dados por:
CD(Jj, (x̂, û)) =
{




CD(J, (x̂, û)) =
q⋂
j=1
CD(Jj, (x̂, û)). (4.8)
Já para o dual temos, da parte mono-objetivo, que para cada j = 1, . . . , q
CD(Jj, (x̂, û))∗ =
{
fj ∈ (X × U)∗ : fj = −νj∇Jj(x̂, û), νj = 0
}
. (4.9)
Logo se assumirmos que
q⋂
j=1
CD(Jj, (x̂, û)) 6= ∅ então,
CD(J, (x̂, û))∗ =
{
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e por [47],
CD(J, (x̂, û))∗ =
f̃0 ∈ (X × U)∗ : f̃0 =
q∑
j=1
fj , fj ∈ CD(Jj , (x̂, û))∗, j = 1, . . . , q
 . (4.10)
E com isto estamos em condição de enunciar o seguinte Teorema do Prinćıpio do
Máximo para processos Pareto fracos.
Teorema 4.5 [Prinćıpio do Máximo Discreto - Pareto Fraco] Seja (x̂, û) um
processo fact́ıvel de (PCDM). Se (x̂, û) é um processo ótimo Pareto fraco de (PCDM)
então existe λ = (ν, γ1, γ2, γ3, µ1, µ2, p) ∈ IRq × IRr1(N+1) × IRr2(N) × IRk × IRs1(N+1) ×
IRs2(N+1) × IRn(N+1), tal que (ν, p) 6= 0, ν = 0, µ1 = 0, µ2 = 0 e, tal que, as seguintes
condições ocorrem:
p0 = ∇xH0(x̂, û, p, ν)−∇x0K(x̂0, x̂N)Tγ3 −∇h0(x̂0)Tγ10 −∇g0(x̂0)Tµ10 (4.11)
pi = ∇xHi(x̂, û, p, ν)−∇hi(x̂i)Tγ1i −∇gi(x̂i)Tµ1i , i ∈ [1, N − 1] (4.12)
pN = −∇xNK(x̂0, x̂N)Tγ3 −∇hN(x̂N)Tγ1N −∇gN(x̂N)Tµ1N (4.13)
∇uHi(x̂, û, p, ν) = ∇h̃i(ûi)Tγ2i +∇g̃i(ûi)Tµ2i , i ∈ [0, N − 1], (4.14)
e a condição de folgas complementares〈
µ1i , gi(x̂i)
〉




= 0, i ∈ [0, N − 1] (4.15)
onde, Hi(x, u, p, ν) : IRn(N+1) × IR(N)m × IRn(N+1) × IRq → IR,





i (xi, ui), i ∈ [0, N − 1],
é a função Hamiltoniana do problema (PCDM).
Demonstração. Seja (x̂, û) um processo ótimo de (PCDM). Então,
(a) Se existe j0 ∈ {1, . . . , q} tal que ∇Jj0(x̂, û) = 0 as equações (4.11)-(4.15) são sa-
tisfeitas trivialmente, basta considerar νj0 = 1, νj = 0, j = 1, . . . , q, j 6= j0, p = 0,
γ1 = 0, γ2 = 0, γ3 = 0, µ1 = 0, e µ2 = 0.
(b) Se o processo (x̂, û) não é um processo regular fraco, de acordo com a Definição 4.3
(o que implica que (x̂, û) não é um processo regular forte) então, estamos no caso 1
ou no caso 2 da prova do Teorema 3.3 - parte (b). E não podemos garantir que ν
seja não nulo.
(c) Logo, resta considerar o caso em que as condições de regularidade fraca (respecti-
vamente, regularidade forte) são válidas, ou seja, ∇J(x̂, û) 6= 0, (x̂, û) é um ponto não
estacionário de gi, i ∈ I1(x̂), e g̃i, i ∈ Ĩ1(û), e o operador ∇H(x̂, û) é sobrejetivo.
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Neste caso os cones CD(J, (x̂, û)), CT (Q1, (x̂, û)), CF (Q12, (x̂, û)), CF (Q22, (x̂, û))
definidos em (4.8), (3.18) e (3.23) são convexos. Então, do Teorema 2.12, existem f̃0 =
q∑
j=1
fj ∈ CD(J, (x̂, û))∗, f1 = (f 11 , f 21 , f 31 , f 41 ) ∈ CT (Q1, (x̂, û))∗, f 12 ,∈ CF (Q12, (x̂, û))∗ e
f 22 ∈ CF (Q22, (x̂, û))∗ não todos nulos, tais que f̃0 + f1 + f 12 + f 22 = 0.
Para cada (w, v) ∈ X × U , temos:
f̃0(w, v) + f1(w, v) + f
1
2 (w, v) + f
2
2 (w, v) = 0. (4.16)















∇xΦji (x̂i, ûi)wi +∇uΦ
j
i (x̂i, ûi) vi
)
, 0 5 ν ∈ IRq. (4.17)
Os demais funcionais de (4.16) são como dados em (3.41), (3.42) e (3.43), onde os termos
em (3.43) correspondem às condições (4.15).
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∇xΦji (x̂i, ûi)wi +
N−1∑
i=0













+ 〈−γ3,∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN〉 = 0.
(4.19)
Usando as propriedades dos operadores adjuntos e rearranjando os termos da última




νj∇xΦj0 (x̂0, û0) + p0 −∇xϕ0 (x̂0, û0)










νj∇xΦji (x̂i, ûi)−∇xϕi (x̂i, ûi)




pN +∇hN(x̂N)Tγ1N +∇gN(x̂N)Tµ1N +∇xNK(x̂0, x̂N)Tγ3, wN
〉
= 0, ∀w ∈ X,
i.e. Aw = 〈A0, w0〉+
N−1∑
i=1




νj∇xΦj0 (x̂0, û0) + p0 −∇xϕ0 (x̂0, û0)
T p1 +∇x0K(x̂0, x̂N)Tγ3 +∇h0(x̂0)Tγ10
+∇g0(x̂0)Tµ10
Ai = pi +
q∑
j=1
νj∇xΦji (x̂i, ûi)−∇xϕi (x̂i, ûi)
T pi+1 +∇hi(x̂i)Tγ1i +∇gi(x̂i)Tµ1i ,
i = 0, . . . , N − 1.
AN = pN +∇hN(x̂N)Tγ1N +∇gN(x̂N)Tµ1N +∇xNK(x̂0, x̂N)Tγ3.
Então necessariamente temos A0 = 0, Ai = 0 e AN = 0, as quais correspondem às
condições (4.11), (4.12) e (4.13), respectivamente.





−νj∇uΦji (x̂i, ûi) vi +
N−1∑
i=0



















νj∇uΦji (x̂i, ûi)−∇uϕi (x̂i, ûi)










νj∇uΦi (x̂i, ûi)−∇uϕi (x̂i, ûi)T pi+1 +∇h̃i(ûi)Tγ2i +∇g̃i(ûi)Tµ2i , i = 0, · · · , N − 1.
Então necessariamente temos Bi = 0, ∀i = 0, · · · , N − 1 as quais correspondem
às condições (4.14).
Portanto temos estabelecido a existência de λ = (ν, γ1, γ2, γ3, µ1, µ2, p), p = (p0, p̃)
com (ν, p) 6= 0 para os quais as equações (4.11)-(4.15) são satisfeitas. E com isto o teorema
fica demonstrado.
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4.1.2 Solução Pareto
Para obtermos o Teorema do Prinćıpio do Máximo para processos ótimos de
Pareto, via formalismo de DM (Teorema 2.20), necessitamos primeiro caracterizar o cone
de direções de não crescimento do funcional objetivo J do problema (PCDM).
Pelo Lema 2.18 temos que o cone das direções de não crescimento, ao qual deno-
taremos CN(Jj, (x̂, û)), contém o cone CD(Jj, (x̂, û)) das direções de descida. Da Definição
2.17 e dado que Jj, j = 1, . . . , q são diferenciáveis temos que
CN(Jj, (x̂, û)) =
{
(w, v) ∈ X × U : ∇Jj(x̂, û)(w, v) ≤ 0
}
, j = 1, . . . , q. (4.20)
Além disso, pelo Lema 2.22, se (x̂, û) é um ponto não estacionário de J temos
CD(Jj, (x̂, û))∗ = CN(Jj, (x̂, û))∗ =
{
fj ∈ (X × U)∗ : fj = −νj∇Jj(x̂, û), νj ≥ 0
}
, j = 1, . . . , q,
e da Observação 2.7 segue que,
CD(J, (x̂, û))∗ = CN (J, (x̂, û))∗ =
f0 ∈ (X × U)∗ : f0 = −
q∑
j=1
νj∇Jj(x̂, û), νj ≥ 0
 . (4.21)
Com isso, podemos substituir no Teorema do Prinćıpio do Máximo, Teorema 4.5,
a hipótese de processo Pareto fraco por processo Pareto e o resultado segue de modo
completamente análogo.
Observação 4.2 Observemos que:
i. No caso dos processos ótimos de Pareto, acrescentamos o cone CN(Jj, (x̂, û)) das
direções de não crescimento e aplicamos o Teorema 2.20 (que é uma generalização
do Teorema de Dubovistkii-Milyutin, Teorema 2.12).
ii. Podemos assumir que (x̂, û) é um processo não estacionário de J e pelo Lema 2.22,
temos que CD(J, (x̂, û))∗ = CN(J, (x̂, û))∗. Isso porque se (x̂, û) é um processo es-
tacionário de J então, de acordo com a Definição 2.8, existe α = (α1, . . . , αq) ∈
IRq, αj ≥ 0, j = 1, . . . , q, tal que ∇J∗(x̂, û)α = 0, onde ∇J∗(x̂, û) é o operador ad-
junto de ∇J(x̂, û) e portanto, podemos escolher ν = (ν1, . . . , νq) com νj = αj, j =
1, . . . , q, e as condições do Teorema ?? se cumprem trivialmente.
iii. Isto implica, devido ao Corolário 2.21, que as q equações determinadas em (2.5), se
reduzem a uma única equação como dada em (4.18). Em se tratando de um processo
regular forte, apenas substitúımos a condição de regularidade fraca, Definição 4.3,
pela regularidade forte, Definição 4.4, que garante a positividade estrita do multipli-
cador ν. O que justifica a terminologia regularidade fraca e forte, em conformidade
com a classificação da regularidade dos multiplicadores de Lagrange introduzida por
Bigi e Pappalardo em [13].
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4.1.3 Problema (PCDM) com restrição abstrata
Análogo ao estudo feito na Seção 3.3, passaremos à análise das condições ne-
cessárias para o seguinte problema de controle ótimo multiobjetivo:









sujeito a: xi+1 = ϕi (xi, ui) , i = 0, . . . , N − 1,
h1i (xi) = 0, gi(xi) 5 0, i = 0, . . . , N,
h̃i(ui) = 0, g̃i(ui) 5 0, i = 0, . . . , N − 1,
K(x0, xN) = 0,
ui ∈ Ωi, i = 0, . . . , N − 1,
(PCDM)
onde as funções do problema acima são como dadas no problema (PCDM) e Ωi ⊆ IRm, i =
0, . . . , N − 1, são conjuntos convexos, fechados e com intΩi 6= ∅.
Por este motivo, o conjunto dos processos fact́ıveis do problema (PCDM) é o
mesmo do problema (PCD), Q̄, dado em (3.45).
Apresentamos duas definições de regularidade para o problema (PCDM).
Definição 4.6 Dizemos que (x̂, û) é um processo regular fraco do problema (PCDM)
se valem as relações (4.3) e, além disso, existe (w̄, v̄), com v̄ = a(u − û) onde u ∈ intΩ
e a > 0, tal que (4.4) se cumpre.
Definição 4.7 Dizemos que (x̂, û) é um processo regular forte do problema (PCDM)
se vale (4.5), existe (w̄, v̄), com v̄ = a(u − û) onde u ∈ intΩ e a > 0, tal que (4.6) é
satisfeita.
E assim estamos prontos para estabelecer o Teorema do Prinćıpio do Máximo
para o problema (PCDM).
Teorema 4.8 [Prinćıpio do Máximo Discreto - multiobjetivo com restrição
abstrata] Seja (x̂, û) um processo fact́ıvel de (PCDM). Se (x̂, û) é um processo ótimo
Pareto (ou Pareto fraco) de (PCDM) então existe λ = (ν, γ1, γ2, γ3, µ1, µ2, p) ∈ IRq ×
IRr1(N+1) × IRr2(N) × IRk × IRs1(N+1) × IRs2(N) × IRn(N+1) tal que (ν, p) 6= 0, ν = 0, µ1 ≥
0, µ2 ≥ 0 e tal que as seguintes condições ocorrem:
p0 = ∇xH0(x̂, û, p, ν)−∇x0K(x̂0, x̂N)Tγ3 −∇h0(x̂0)Tγ10 −∇g0(x̂0, )Tµ10 (4.22)
pi = ∇xHi(x̂, û, p, ν)−∇hi(x̂i)Tγ1i −∇gi(x̂i)Tµ1i , i ∈ [1, N − 1] (4.23)
pN = −∇xNK(x̂0, x̂N)Tγ3 −∇hN(x̂N)Tγ1N −∇TgN(x̂N)Tµ1N (4.24)
∇uHi(x̂, û, p, ν)−∇h̃i(ûi)Tγ2i −∇T g̃i(ûi)Tµ2i ≤
∇uHi(x̂, û, p, ν)−∇h̃i(ui)Tγ2i −∇T g̃i(ui)Tµ2i ,
∀(x̂, u) ∈ X × Ω, i ∈ [0, N − 1],
(4.25)
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e a condição de folgas complementares〈
µ1i , gi(x̂i)
〉




= 0, i ∈ [0, N − 1] (4.26)
onde, Hi(x, u, p, ν) : IRn(N+1) × IR(N)m × IRn(N+1) × IRq → IR,





i (xi, ui), i ∈ [0, N − 1],
é a função Hamiltoniana do problema (PCDM).
A prova deste resultado segue os passos do Teorema 3.6 do caso escalar e por
isso será omitida. Lembramos que, em se tratando de um problema de controle ótimo
multiobjetivo, substitúımos o cone das direções de descida (3.16) e seu dual (3.17) pelos
cones (4.8) e (4.10) e o multiplicador λ0 ∈ IR por ν ∈ IRq. Ainda, para o caso dos processos
Pareto ótimos, levamos em consideração a Observação 4.2.
E com base nos Teoremas do Prinćıpio do Máximo e na classificação proposta
por Bigi e Pappalardo [13], propomos as seguintes definições:
Definição 4.9 Dizemos que um processo fact́ıvel (x̂, û) é um extremal regular fraco
do problema (PCDM) (respect. (PCDM)) se, satisfaz as equações (4.11)-(4.15) do
Teorema do Prinćıpio do Máximo (respect. (4.22)-(4.26) para o problema com restrição
abstrata), com ν ≥ 0.
Definição 4.10 Dizemos que um processo fact́ıvel (x̂, û) é um extremal regular forte
do problema (PCDM) (respect. (PCDM)) se, satisfaz as equações (4.11)-(4.15) (respect.
(4.22)-(4.26)), com ν > 0.
Assim são imediatos os resultados a seguir.
Corolário 4.11 Se (x̂, û) é um processo Pareto (ou Pareto fraco) de (PCDM) (respect.
(PCDM)) satisfazendo a condição de regularidade ( Definição 4.3) (respect. Definição
4.6) então (x̂, û) é um extremal regular fraco.
Corolário 4.12 Se (x̂, û) é um processo Pareto (ou Pareto fraco) de (PCDM) (res-
pect. (PCDM)) satisfazendo a condição de regularidade (Definição 4.4) (respect. De-
finição4.7), então (x̂, û) é um extremal regular forte.
Observação 4.3 Em resumo,
• Se (x̂, û) é um extremal regular forte (em particular, um extremal regular fraco)
então (x̂, û) é um ponto não estacionário de G e o operador ∇H(x̂, û) é sobreje-
tivo. Ver demonstração do Teorema 4.5. Portanto os cones de direções tangentes
e fact́ıveis e seus respectivos duais são determinados em (3.18), (3.23) e (3.19) e
(3.29).
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• Se ν = (ν1, . . . , νq) é identicamente nulo então as condições de otimalidade estabele-
cidas pelos Teoremas 4.5 e 4.8 não envolvem a função objetivo J, e neste caso, estas
condições são não regulares (degeneradas). Uma condição suficiente para assegurar
que ν não é identicamente nulo é que (x̂, û) seja um processo regular, no sentido
da Definição 4.3. Logo, sob essa hipótese, é posśıvel obter que (x̂, û) é um extremal
regular fraco.
• Se ν = (ν1, . . . , νq) não é identicamente nulo e existe uma componente nula, digamos
νj0 = 0, então as condições de otimalidade estabelecidas pelos Teoremas 4.5, 4.8 não
envolvem a componente Jr da função J. Uma condição suficiente para assegurar que
todas as componentes de ν sejam estritamente positivas é que (x̂, û) seja um processo
regular forte, no sentido da Definição 4.4. Logo é posśıvel obter que (x̂, û) seja um
extremal regular forte.
4.2 Condições Suficientes
Nesta seção obteremos condições suficientes de otimalidade para o problema
(PCDM) via convexidade generalizada.
Seguindo a mesma filosofia dos trabalhos de Martin [70], Osuna-Gómez et. al.
[78], introduziremos uma noção de invexidade generalizada de modo que seja a maior
classe de problemas para as quais todo extremal regular fraco sejam processos ótimos de
Pareto.
Definição 4.13 Dizemos que o problema (PCDM) é PM-pseudoinvexo no processo
fact́ıvel α = (x̂, û) se existem η ∈ IRn(N+1) e χ ∈ IRm(N) tais que
J(β) ≤ J(α)⇒

∇Jj(α)(η, χ) < 0, j = 1, . . . , q,
ηi+1 = ∇xϕi(αi)ηi +∇uϕi(αi)χi, i = 0, . . . , N − 1
∇hi(x̂i)ηi = 0, i = 0, . . . , N,
∇h̃i(ûi)χi = 0, i = 0, . . . , N − 1,
∇gi(x̂i)ηi 5 0, i ∈ I1(x̂),
∇g̃i(ûi)χi 5 0, i ∈ Ĩ1(û),
∇x0K(x̂0, x̂N)η0 +∇xNK(x̂0, x̂N)ηN = 0
(4.27)
se verificam para cada processo fact́ıvel β = (x, u) ∈ X × U , onde ηi := ηi(βi, αi), i =
0, . . . , N , χi := χi(βi, αi), i = 0, . . . , N − 1, e I1(x̂), Ĩ1(û) são como em (3.25) e (3.26).
O próximo resultado caracteriza os problemas PM-pseudoinvexos para os processos regu-
lares fracos.
Teorema 4.14 Suponha que o problema (PCDM) satisfaz a condição (CQ) 3.10 para
cada j = 1, · · · , q em cada processo admisśıvel. Então, todo extremal regular fraco é um
processo ótimo de Pareto do problema (PCDM) se, e somente se, o problema (PCDM)
é PM-pseudoinvexo em Q.
Demonstração. Suponha que cada extremal regular fraco é um processo ótimo de Pareto
de (PDCM). Provaremos que o problema (PCDM) é PM-pseudoinvexo em Q. Considere
quaisquer processos admisśıveis α = (x̂, û), β = (x, u).
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Suponha que existe ao menos um β = (x, u) ∈ Q tal que Jj(β) ≤ Jj(α), j =
1, . . . , q, com ao menos uma desigualdade estrita para algum α ∈ Q. Então, α não é um
processo ótimo de Pareto de (PCDM) e, por hipótese, α não é um extremal regular fraco.
Portanto, pelo Lema 3.12 temos que existe d = (w, v) ∈ X × U tal que
J(β) 5 J(α)⇒

∇Jj(α)(w, v) < 0, j = 1, . . . , q,
wi+1 −∇xϕi(αi)wi −∇uϕi(αi)vi, i = 0, . . . , N − 1,
∇hi(x̂i)wi = 0, i = 0, . . . , N,
∇h̃i(ûi)vi = 0, i = 0, . . . , N − 1,
∇gi(x̂i)wi 5 0, i ∈ I1(x̂),
∇g̃i(ûi)vi 5 0, i ∈ Ĩ1(û),
∇x0K(x̂0, x̂N)w0 +∇xNK(x̂0, x̂N)wN = 0.
Assim, as condições da Definição 4.13 se cumprem para η := w e χ := v, dependendo dos
pontos fact́ıveis β = (x, u) e α = (x̂, û). Isto implica que (PCDM) é PM-pseudoinvexo.
Reciprocamente, sob a hipótese de que (PCDM) é PM-pseudoinvexo, demonstra-
remos que cada extremal regular fraco α é um processo ótimo de Pareto do problema.
Seja α = (x̂, û) ∈ Q um extremal regular fraco de (PCDM) e suponha que α não
é um processo ótimo de Pareto. Então existe um β ∈ Q tal que J(β) 5 J(α) e isto implica
que existe η̄ = (η, χ) ∈ X × U tal que
∇Jj(α)(η, χ) < 0, j = 1, . . . , q,
wi+1 = ∇xϕi(αi)ηi +∇Tuϕi(αi)χi, i = 0, . . . , N − 1,
∇hi(x̂i)ηi = 0, i = 0, . . . , N,
∇h̃i(ûi)χi = 0, i = 0, . . . , N − 1,
∇gi(x̂i)ηi 5 0, i ∈ I1(x̂),
∇g̃i(ûi)χi 5 0, i ∈ Ĩ1(û),
∇x0K(x̂0, x̂N)η0 +∇xNK(x̂0, x̂N)ηN = 0.



























fi + f1 6= 0,
para todos fr ∈ CD(Jr, α)∗, fj ∈ CN(Jj, α)∗, j = 1, . . . , p, j 6= r, fi ∈ CFi(Q12, α)∗, i ∈
I1(x̂), fi ∈ CFi(Q22, α)∗, i ∈ Ĩ1(û) e f1 ∈ CT (Q1, α)∗ sendo esses cones definidos em (4.7),
(3.18) e (3.23).
Portanto, não é posśıvel obter as equações de Euler-Lagrange. Isto implica que
α não é um extremal regular fraco, o que contradiz a hipótese inicial. Obtemos então que
α = (x̂, û) é um processo de Pareto. E com isto encerramos a prova.
Observação 4.4 Observemos que, sob hipóteses de PM-invexidade, todo extremal regular
fraco é um processo ótimo de Pareto, não é necessário que a condição (CQ) se verifique
em cada processo admisśıvel para (PCDM).
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4.3 Escalarização
Por “escalarização” entende-se um processo através do qual é posśıvel converter
um problema multiobjetivo em um problema de otimização mono-objetivo (ou escalar)
equivalente, de tal maneira que as soluções do problema multiobjetivo possam ser obtidas
como soluções de um problema clássico de programação não-linear.
Vamos considerar o Método da Ponderação e o Método da ε-restrição.
4.3.1 Ponderação
Nesta subseção abordaremos a relação existente entre o problema (PCDM) e o
problema escalar ponderado (Pω). Definiremos a PM-invexidade para o caso de problemas
multiobjetivos e mostraremos que os problemas de controle ótimo discreto pertencentes a
esta classe são equivalentes ao problema ponderado associado. Iniciamos com a seguinte
definição.
Definição 4.15 Dizemos que o problema multiobjetivo (PCDM) é um problema PM-
invexo se para cada par de processos fact́ıveis β = (x, u), α = (x̂, û) ∈ X × U existem
η ∈ IRn(N+1), χ ∈ IRm(N) tais que
Jj(β)− Jj(α) ≥ ∇Jj(α)(η, χ), j = 1, . . . , q,
ηi+1 = ∇xϕi(αi)ηi +∇uϕi(αi)χi, i = 0, . . . , N − 1,
∇hi(x̂i)ηi = 0, i = 0, . . . , N, (4.28)
∇h̃i(ûi)χi = 0, i = 0, . . . , N − 1,
∇gi(x̂i)ηi 5 0, i ∈ I1(x̂),
∇g̃i(ûi)χi 5 0, i ∈ Ĩ1(û),
∇x0K(x̂0, x̂N)η0 +∇xNK(x̂0, x̂N)ηN = 0,
onde ηi := ηi(βi, αi), i = 0, . . . , N , χi := χi(βi, αi), i = 0, . . . , N − 1 e I1(x̂), Ĩ1(û) são
como em (3.25) e (3.26).
Agora seja ω = (ω1, . . . , ωq) um vetor não nulo do IR
q
+. O problema escalar pon-
derado associado ao (PCDM) é dado por




sujeito a: xi+1 = ϕi (xi, ui) , i = 0, . . . , N − 1,
h1i (xi) = 0, gi(xi) ≤ 0, i = 0, . . . , N,
h̃i(ui) = 0, g̃i(ui) ≤ 0, i = 0, . . . , N − 1,
K(x0, xN) = 0.
(Pω)
Dado 0 6= ω ∈ IRp+, o conjunto dos processos fact́ıveis de (Pω) é exatamente o
mesmo conjunto dos processos fact́ıveis de (PCDM).
Similarmente ao trabalho de Oliveira e Silva [76], vamos definir a seguinte hipótese.
Seja 0 6= ω ∈ IRq+.
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(H(ω)) {j : Jj(x̂, û) < Jj(x, u)} ∩ {j : ωj > 0} 6= ∅,
∀ (x̂, û) e (x, u) processos fact́ıveis de (PCDM).
Teorema 4.16 Seja 0 6= ω ∈ IRq+ e suponha que (H(ω)) é satisfeita. Se (x̂, û) é um
processo ótimo de (Pω), então é um processo ótimo Pareto de (PCDM).
Demonstração. Suponha que existe um processo fact́ıvel (x̄, ū) de (PCDM) tal que J(x̄, ū) ≤
J(x̂, û). Como (H(ω)) é satisfeita, segue que ωJ(x̄, ū) ≤ ωJ(x̂, û) o que contradiz a otima-
lidade global de (x̂, û) em (Pω).
Quando ω ∈ IRq, ω > 0, então a hipótese (H(ω)) é automaticamente satisfeita.
Neste caso se (x̂, û) é uma solução ótima de (Pω), então ele é um processo ótimo de Pareto
de (PCDM), pelo Teorema 4.16.
Já para um processo ótimo Pareto Fraco a hipótese (HA) é desnecessária.
Teorema 4.17 Seja 0 6= ω ∈ IRp+. Se (x̂, û) é um processo ótimo de (Pω), então é um
processo ótimo Pareto fraco de (PCDM).
A prova deste resultado é análoga à demonstração do Teorema 4.16 e por isso
será omitida.
Observemos que os Teoremas 4.16 e 4.17 são válidos não somente para o problema
de controle ótimo em tempo discreto (PCDM), mas sim para os problemas de extremais
multiobjetivos em geral.
A rećıproca dos Teoremas 4.16 e 4.17 é verdadeira.
Teorema 4.18 Assuma que (PCDM) é PM-invexo (segundo Definição 4.15). Se (x̂, û)
é um processo regular fraco Pareto (respect. Pareto fraco) de (PCDM) então existe um
vetor não nulo ω ∈ IRp+, ω 6= 0, tal que (x̂, û) é uma solução ótima de (Pω).
Demonstração. Se (x̂, û) é uma solução Pareto fraco de (PCDM), pelo Teorema do Prinćıpio
do Máximo, Teorema 4.5, existe λ = (ν, γ1, γ2, γ3, µ1, µ2, p) ∈ IRq × IRr1(N+1) × IRk ×
IRr2(N) × IRs1(N+1) × IRs2(N+1) × IRn(N+1) tal que (ν, p) 6= 0, ν = 0, µ1 = 0, µ2 = 0
satisfazendo as equações (4.11)-(4.15).
Suponha agora que não existe 0 6= ω ∈ IRq+ tal que (x̂, û) é uma solução ótima de





Jj(x, u)− Jj(x̂, û)
]
< 0.







∇xJj(x̂, û)ηi +∇uJj(x̂, û)χi
)
< 0, (4.29)
com 0 6= ν ∈ IRp+.
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∇xJj(x̂, û)ηi +∇uJj(x̂, û)χi
)
≥ 0, (4.31)
o que é um absurdo por (4.29).
Observemos que dos Teoremas 4.17 e 4.18 temos a equivalência entre os problemas
(PCDM) e (Pω), sob hipótese de PM-invexidade.
4.3.2 Outras técnicas de escalarização
Conforme discutido anteriormente, o problema de controle ótimo discreto (PCDM)
é equivalente ao problema de programação multiobjetivo (POM). Isto quer dizer que um
processo admisśıvel (x̂, û) é processo ótimo de Pareto (Pareto fraco, propriamente Pareto)
de (PCDM) se e somente se é solução de Pareto (respect. Pareto fraca, propriamente Pa-
reto) do problema multiobjetivo (POM).
No que se segue, vamos utilizar outras técnicas de escalarização ao problema
(POM).
Iniciaremos aplicando o método da ε-restrição ao problema (POM). Sejam k ∈
{1, · · · , q} e (x̂, û) ∈ X = {(x, u) ∈ X × U : H(x, u) = 0, G(x, u) 5 0} fixados.
Minimizar Jk(x, u)
sujeito a:
H(x, u) = 0
G(x, u) 5 0
Jj(x, u) ≤ Jj(x̂, û), j 6= k
(Pk(x̂, û))
Os seguintes resultados são conhecidos:
1. (x̂, û) é solução eficiente de (POM) se e somente se (x̂, û) é solução de (Pk(x̂, û)),
para todo ı́ndice k.
2. Se existe um k tal que (x̂, û) é a única solução de (Pk(x̂, û)), então (x̂, û) é solução
eficiente de (POM).
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3. Suponha que X é convexo e que as funções Jj são explicitamente quaseconvexas1
em X, para todo j. Se (x̂, û) é solução Pareto fraca de (POM), então existe um k
tal que (x̂, û) é solução ótima de (Pk(x̂, û)).
Os resultados 1 e 2 podem ser encontrados em [30]; o resultado 3 é demonstrado
em [88].
Assim sendo, da equivalência dos problemas (PCDM) e (POM) e também destes
resultados seguem de maneira imediata:
1′. (x̂, û) é processo Pareto de (PCDM) se e somente se (x̂, û) é solução de (Pk(x̂, û)),
para todo ı́ndice k.
2′. Se existe um k tal que (x̂, û) é a única solução de (Pk(x̂, û)), então (x̂, û) é processo
Pareto de (PCDM).
3′. Suponha que X é convexo e que as funções Jj são explicitamente quaseconvexas em
X, para todo j. Se (x̂, û) é processo ótimo Pareto de (PCDM), então existe um k
tal que (x̂, û) é solução ótima de (Pk(x̂, û)).
• Solução propriamente Pareto: (x̂, û) ∈ Q é uma solução propriamente Pareto se
existe um escalarM > 0 tal que para cada j e cada (x, u) ∈ Q satisfazendo Jj(x, u) <
Jj(x̂, û), existe um ı́ndice j0 6= j tal que Jj0(x, u) > JJ0(x̂, û) e J
j(x,u)−Jj(x̂,û)
Jj0 (x̂,û)−Jj0 (x,u) ≤M.
• Solução k-Pareto (Benson e Morin [10]) : Sejam k ∈ {1, · · · , q} e (x̂, û) ∈ Q.
Dizemos que (x̂, û) é solução k- Pareto se para cada (x, u) ∈ Q com Jk(x, u) <
Jk(x̂, û), existe um ı́ndice j tal que Jj(x, u) > Jj(x̂, û).
• Solução k-propriamente Pareto (Benson e Morin [10]) : Sejam k ∈ {1, · · · , q} e
(x̂, û) ∈ Q. Dizemos que (x̂, û) é solução k-propriamente Pareto se (x̂, û) é solução
k-Pareto e existe um escalar Mk > 0 tal que cada (x, u) ∈ Q com Jk(x, u) < Jk(x̂, û),
existe um ı́ndice j tal que Jj(x, u) > Jj(x̂, û) e J
k(x,u)−Jk(x̂,û)
Jj(x̂,û)−Jj(x,u) ≤Mk.
É evidente: (x̂, û) é solução Pareto (propriamente Pareto) se e somente se (x̂, û)
é solução k-eficiente (respect. k-propriamente Pareto) para todo ı́ndice k.
Vamos considerar a seguir uma outra técnica de escalarização que será útil na
análise dos processos propriamente Pareto de (PCDM). Para isto, vamos considerar a
seguinte escalarização do problema (POM): Para k ∈ {1, · · · , q}, ω ∈ Rq−1+ fixado, se
define
Minimizar Jk(x, u) +
∑
j 6=k ωjJj(x, u)
sujeito a: (x, u) ∈ X. (P̂k(ω))
1Sejam f : Rn→ R uma função e X ⊂ Rn um conjunto convexo e não vazio. (i) Dizemos que f é
quaseconvexa em X se para quaisquer x1, x2 ∈ X, x0 ∈ (x1, x2), tem-se
f(x0) ≤ max{f(x1), f(x2)};
(ii) Dizemos que f é estritamente quaseconvexa em X se para quaisquer x1, x2 ∈ X, x0 ∈ (x1, x2),
f(x1) 6= f(x2), tem-se
f(x0) < max{f(x1), f(x2)};
(iii) Dizemos que f é explicitamente quaseconvexa em X se f é quaseconvexa e estritamente quase
convexa em X.
Problema Regular: (PCDM) 68
Os seguintes resultados são conhecidos:
1. Se (x̂, û) é solução de (P̂k(ω)) para algum algum ω ∈ Rq−1+ , então (x̂, û) é solução
k-propriamente Pareto de (POM);
2. Se X é convexo e as funções J1, · · · , Jq são convexas em X, então (x̂, û) é solução
k-propriamente Pareto de (POM) se e somente se existe ω ∈ Rq−1+ tal que (x̂, û) é
solução de (P̂k(ω)).
Para demonstração destes resultados, veja Benson e Morin [10].
Novamente, da equivalência dos problemas (PCDM) e (POM) e também destes
resultados seguem de maneira imediata:
1′. Se (x̂, û) é solução de (P̂k(ω)) para algum algum ω ∈ Rq−1+ , então (x̂, û) é processo
k-propriamente Pareto de (PCDM);
2′. Se X é convexo e as funções J1, · · · , Jq são convexas em X, então (x̂, û) é processo
k-propriamente Pareto de (PCDM) se e somente se existe ω ∈ Rq−1+ tal que (x̂, û) é
solução de (P̂k(ω));
3′. Se X é convexo e as funções J1, · · · , Jq são convexas em X, então (x̂, û) é processo
propriamente Pareto de (PCDM) se e somente se existe para cada k, existe ω ∈ Rq−1+
tal que (x̂, û) é solução de (P̂k(ω)).
Observação 4.5 Em [10], Benson e Morin utilizam esta escalarização para demonstrar
que, sob hipóteses de convexidade, a propriedade da k-eficiência própria é equivalente à
estabilidade de um certo problema escalar associado ao problema multiobjetivo. Retoma-
remos esta discussão na Terceira Parte desta Tese, onde obteremos um resultado similar





Problema de Controle Ótimo
Discreto Mono-objetivo
Sabemos que as condições de otimalidade estabelecidas pelo Teorema do Prinćı-
pio do Máximo (Teorema 3.3) são úteis quando o problema é regular, ou seja, quando o
multiplicador associado à função objetivo é diferente de zero e as condições suficientes que
asseguram a positividade deste são chamadas condições de regularidade ou qualificação
de restrição (veja por exemplo, [3, 35]). Neste caso, temos que o processo fact́ıvel (x̂, û) é
um processo regular, ou ainda, as restrições do problema são regulares no processo (x̂, û).
Por outro lado, se isto não se cumpre dizemos que o processo (x̂, û) é não regular, ou
ainda, degenerado.
Neste caṕıtulo, apresentaremos condições necessárias de otimalidade por meio de
um Teorema do Prinćıpio do Máximo Estendido, para um problema de controle ótimo
discreto que não é necessariamente regular.
5.1 2-regularidade em Programação Matemática
Consideremos o seguinte Problema Escalar:
Minimizar f(x)
sujeito a: F (x) = 0
gi(x) ≤ 0, i = 1, . . . ,m
x ∈ X
(PE)
onde o funcional f : X → IR e as funções gi : X → IR, i = 1, . . . ,m são diferenciáveis,
F : X → Y é continuamente diferenciável, X e Y são espaços reais finito dimensionais.
Além disso denotamos M = MF ∩Mg o conjunto fact́ıvel, isto é,
M = {x ∈ X : F (x) = 0, gi(x) ≤ 0, i ∈ I} (5.1)
onde
MF = {x ∈ X : F (x) = 0} ,
Mg = {x ∈ X : gi(x) ≤ 0, i ∈ I} e I = {i : i = 1, . . . ,m} .
(5.2)
Temos que um ponto x0 fact́ıvel para (PE) é regular quando a seguinte definição
é satisfeita.
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Definição 5.1 Dizemos que x0 é um ponto regular do conjunto fact́ıvel M de (PE) se
CT (MF , x0) = {w ∈ X : ∇F (x0)w = 0} , (5.3)
e se existe w̃ ∈ X tal que {
∇F (x0)w̃ = 0
∇gi(x0)w̃ < 0, i ∈ I(x0),
(5.4)
onde I(x0) = {i ∈ I : gi(x0) = 0} é o conjunto das restrições ativas. Neste caso, dizemos
que o problema (PE) é regular em x0.
Se x0 não é regular segundo a definição acima, não é posśıvel caracterizar o cone tangente e
o cone das direções fact́ıveis por meio das derivadas de primeira ordem dos operadores que
determinam as restrições de igualdade e desigualdade do problema em questão. Neste caso
a Regra dos Multiplicadores de Lagrange é degenerada, ou seja, não produz informação
sobre o extremo em estudo.
Passaremos agora a estabelecer condições necessárias de otimalidade para x0,
mesmo que este seja não regular, mediante uma generalização da Regra dos Multiplica-
dores de Lagrange que garante que as condições são não degeneradas, sob hipóteses mais
fracas que as de um ponto regular.
Apresentaremos o conceito de ponto 2-regular que é fundamental para estabelecer
condições necessárias e suficientes de otimalidade não degeneradas de segunda ordem, e
caracterizaremos os cones tangente e de direções fact́ıveis juntamente com seus respectivos
duais, fazendo uso das derivadas de primeira e segunda ordem dos operadores F e g, que
determinam as restrições de igualdade e desigualdade. Para tanto, necessitamos como
hipóteses:
1. F e g sejam duas vezes diferenciáveis em uma vizinhança V (x0) de x0 ∈M ;
Cone tangente de segunda ordem
A finalidade agora é apresentar o cone tangente para o conjunto com interior
vazio MF , mediante aproximações de segunda ordem.
Para este fim, empregamos a mesma técnica utilizada em [3], [6] e [7].
HF (x0) =
{
w ∈ X : ∇F (x0)w = 0,∇2F (x0)[w,w] ∈ Im∇F (x0)
}
, (5.5)
onde os colchetes denotam a ação de uma forma bilinear sobre w e ∇2F (x0)(w)w =
∇2F (x0)[w,w].
Note que a condição ∇2F (x0)[w,w] ∈ Im∇F (x0) é equivalente a dizer que existe
algum x ∈ X, que chamaremos xw tal que


















∀ψ ∈ [Im∇F (x0)]⊥ = Ker∇F (x0)T
}
,
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onde [Im∇F (x0)]⊥ é o subespaço ortogonal de Im∇F (x0) e ∇F (x0)T : Y ∗ → X∗ é o
operador adjunto de ∇F (x0) : X → Y .
Para caracterizar o cone tangente a MF no ponto x0 apresentamos a seguinte
definição de ponto 2-regular do conjunto MF .
Definição 5.2 (Orellana-Vivanco [77])Dizemos que um ponto x0 é um ponto 2-regular
do conjunto com interior vazio, MF , se x0 ∈MF e o cone tangente no ponto x0, CT (MF , x0),
coincide com o cone HF (x0),
CT (MF , x0) =
{
w ∈ X : ∃xw,∇F (x0)w = 0,∇F (x0)xw +∇2F (x0)[w,w] = 0
}
. (5.7)
Conforme a definição acima, se x0 é um ponto 2-regular então w é uma direção
tangente de MF em x0 se, e somente se, o sistema
∇F (x0)w = 0
∇F (x0)xw +∇2F (x0)[w,w] = 0,
(5.8)
admite solução xw ∈ X, isto é, o cone tangente é determinado por aproximações de
segunda ordem.
Cone fact́ıvel de segunda ordem
Vamos apresentar o cone fact́ıvel para o conjunto das restrições de interior não
vazio, Mg em um ponto não regular.
Sejam x0 ∈ Mg e ∇g(x0) : X → IRs, onde s é a cardinalidade do conjunto de
ı́ndices das restrições ativas I(x0). O operador ∇g(x0) será sobrejetivo se, e somente se,
não existe µ = (µ1, . . . , µs) 6= 0 ∈ IRs tal que ∇g(x0)µ = 0 (veja [33]), o que implica que
x0 é um ponto regular de Mg.
Se x0 não é um ponto regular a condição de regularidade
CF (Mg, x0) = {w ∈ X : ∇gi(x0)w < 0, i ∈ I(x0)} , (5.9)
onde I(x0) = {i ∈ I : gi(x0) = 0}, não se cumpre. O que implica que o sistema de desi-
gualdades
∇gi(x0)w < 0,∀i ∈ I(x0)
não tem solução w ∈ X. Então, de acordo com o Lema 2.10, x0 é um ponto estacionário de
g, o que implica que ∇g(x0) não é sobrejetiva, logo Im∇g(x0) é um subconjunto próprio
de IRs e como IRs é de dimensão finita e um subespaço fechado em IRs.
Portanto, é posśıvel representar IRs como uma soma direta Im∇g(x0)⊕[Im∇g(x0)]⊥
a qual é isomorfa a W̃ = Im∇g(x0)× [Im∇g(x0)]⊥, isto é,
IRs = Im∇g(x0)⊕ [Im∇g(x0)]⊥ ∼= Im∇g(x0)× [Im∇g(x0)]⊥ := W̃ ,
onde [Im∇g(x0)]⊥ é o subespaço ortogonal não nulo de Im∇g(x0) em IRs.
Consideremos agora o seguinte conjunto introduzido por Izamilov em [54],
Hg(x0) =
{
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onde
Iw(x0) = {i ∈ I(x0),∇gi(x0)w = 0} (5.11)
e os colchetes denotam a ação da forma bilinear sobre w, ∇2gi(x0)(w)w = ∇2gi(x0)[w,w].
O conjunto Hg(x0) no espaço X é um cone de vértice em 0.
Note ainda que a condição −∇2gi(x0)[w,w] ∈ Im∇gi(x0) + IR+, i ∈ Iw(x0), é
equivalente a dizer que existe um elemento em X, o qual denotamos por xw tal que,




w ∈ X : ∃xw,∇gi(x0)w ≤ 0, i ∈ I(x0),∇gi(x0)xw +∇2gi(x0)[w,w] ≤ 0,
i ∈ Iw(x0)} .
(5.12)
No que segue apresentaremos a definição de ponto 2-regular do conjunto Mg.
Definição 5.3 (Orellana-Vivanco [77]) Dizemos que um ponto x0 ∈ Mg é um ponto
2-regular de Mg se o cone fact́ıvel ao conjunto Mg no ponto x0, CF (Mg, x0) pode ser
caracterizado por aproximações de segunda ordem, isto é,
CF (Mg, x0) = {w ∈ X : ∃xw,∇gi(x0)w < 0, i ∈ I(x0),∇gi(x0)xw +∇2gi(x0)[w,w] ≤ 0,
i ∈ Iw(x0)} 6= ∅
(5.13)
com Iw(x0) definido em (5.11).
Observemos que se Iw(x0) = ∅ em (5.13) então, ∇gi(x0)w < 0, ∀i ∈ I(x0) e isto é
equivalente a
CF (Mg, x0) = {w ∈ X : ∇gi(x0)w ≤ 0, i ∈ I(x0)} 6= ∅,
o que implica, de acordo com a Definição 5.1, que x0 é um ponto regular de Mg.
Da definição anterior segue que se x0 é um ponto 2-regular então w é uma direção
fact́ıvel para Mg no ponto x0 se, e somente se, o sistema de desigualdades
∇gi(x0)w ≤ 0, i ∈ I(x0)
∇gi(x0)xw +∇2gi(x0)[w,w] < 0, i ∈ Iw(x0)
(5.14)
admite solução xw ∈ X.
Apresentaremos agora a definição de ponto 2-regular dada em [7] para um ponto
fact́ıvel de (PE).
Definição 5.4 (Avakov, Arutyunov e Izmailov [7]) Dizemos que um ponto x0 é
um ponto 2-regular do problema (PE), se para todo w ∈ HM(x0), a condição de 2-
regularidade: para todo y = y1 + y2, existem q1, q2 ∈ X tais que
∇F (x0)q2 = y1
∇F (x0)q1 +∇2F (x0)[w, q2] = y2
(5.15)
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se verifica e o sistema
∇F (x0)q2 = 0
∇F (x0)q1 +∇2F (x0)[w, q2] = 0
∇gi(x0)q2 ≤ 0,∀i ∈ Iw(x0)
∇gi(x0)q1 +∇2gi(x0)[w, q2] < 0,∀i ∈ Îw(x0)
(5.16)
tem solução q1, q2 ∈ X, onde
HM (x0) = {w ∈ X : ∇F (x0)w = 0,∇gi(x0)w ≤ 0, i ∈ I(x0), ∃xw ∈ X;






i ∈ Iw(x0) : ∇gi(x0)xw +∇2gi(x0)[w,w] = 0
}
. (5.18)
Diremos que o problema (PE) é 2-regular em x0 ou ainda que o conjunto fact́ıvel M é
2-regular em x0.
Observação 5.1 É importante ressaltar que HM(x0) ⊆ HF (x0) ∩ Hg(x0) e que sempre
se verifica









w ∈ X : ∃xw com ∇gi(x0)w ≤ 0, i ∈ I(x0),∇gi(x0)xw +∇2gi(x0)[w,w] ≤ 0,
i ∈ Iw(x0)} .
Em particular, se x0 é um ponto 2-regular de M então as inclusões anteriores se
cumprem na igualdade e portanto tem-se que
HM(x0) ⊆ CT (MF , x0) ∩ CF (Mg, x0) 6= ∅.
Isto nos permite determinar condições de otimalidade de segunda ordem (não degeneradas)
para (PE) em um ponto 2-regular.
Condições Necessárias em Programação Matemática
Para formular as condições necessárias de otimalidade de problemas com res-
trições mistas, de igualdade e desigualdade, precisamos caracterizar os cones de direções
tangentes e fact́ıveis no ponto ótimo. Se é posśıvel determinar estes cones por apro-
ximações de segunda ordem tais que a interseção dos correspondentes cones é não vazia,
então o problema em questão é 2-regular e portanto podemos obter condições necessárias
de segunda ordem não degeneradas. Nesta subseção estabelecemos condições necessárias
de otimalidade para problemas não regulares mediante o formalismo de DM.
Se x0 é uma solução ótima de (PE) então, de acordo com a Observação 2.5,




CF (Mgi , x0) = CF (Mg, x0) é o cone de direções fact́ıveis de Mg(x0) e CT (MF , x0)
é cone de direções tangentes de MF (x0). Logo a seguinte proposição vale.
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Proposição 5.5 Se x0 é uma solução ótima local de (PE) então
∇f(x0)w ≥ 0,∀w ∈ CT (MF , x0) ∩ CF (Mg, x0). (5.19)
No que segue apresentamos a definição de ponto Karush-Kuhn-Tucker-Avakov
(KKTA) em uma certa direção do problema (PE). Este conceito é uma generalização do
conceito de ponto KKT, foi introduzido em [7] e nomeado desta forma por [77].
Definição 5.6 Dizemos que um ponto fact́ıvel x0 é um ponto Karush-Kuhn-Tucker-
Avakov (KKTA) de (PE), na direção w ∈ X, se existem as funções µ = µ(w), µ̂ =







∇2gi(x0)(w)T µ̂i +∇F (x0)Tψ +∇2F (x0)(w)T ψ̂ = 0∑
i∈Îw(x0)
∇gi(x0)T µ̂i +∇F (x0)T ψ̂ = 0
(5.20)
onde µi ≥ 0, µ̂i ≥ 0, ψ, e ψ̂ são chamados os multiplicadores de Lagrange-Avakov,
Iw(x0) e Îw(x0) são dado por (5.11) e (5.18) respectivamente.
Com base no formalismo DM, temos o seguinte resultado:
Teorema 5.7 (Avakov, Arutyunov e Izmailov [7]) Se um ponto x0 ∈M é um ponto
2-regular segundo Definição 5.4 e uma solução ótima local de (PE), tal que ∇f(x0)w = 0,
w ∈ HM(x0), então x0 é um ponto KKTA na direção de w ∈ HM(x0), com HM(x0) dado
por (5.17).
Para prova e maiores detalhes veja também [77].
Por fim, podemos concluir que:
Observação 5.2 Se x0 é um ótimo, de acordo com o Teorema 5.7, uma das afirmações
a seguir ocorre:
• se x0 é um ponto regular então as equações de Euler-Lagrange são válidas com µ̂, ψ̂
identicamente nulos.
• se x0 é um ponto 2-regular então, para cada w ∈ HM(x0), exite uma famı́lia de
equações de Euler-Langrange que são válidas com ψ̂ = ψ̂(w) e µ̂ = µ̂(w), não todos
identicamente nulos.
5.2 Condições necessárias
Nesta seção apresentaremos uma versão do Teorema do Prinćıpio do Máximo
para o Problema de Controle Ótimo Discreto não regular, (PCD2), que será formulado
no que se segue. Tais condições são obtidas a partir das condições de Karush-Kuhn-
Tucker-Avakov (KKTA) apresentadas na Definição 5.6.
Inicialmente daremos a definição de processo 2-regular para as restrições do pro-
blema (PCD), definido no Caṕıtulo 3. Para tanto, admitiremos que Φi : IR
n × IRm →
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IR, i = 1, . . . , N − 1, são funções continuamente diferenciáveis e as demais funções do pro-
blema são duas vezes continuamente diferenciáveis. A este novo problema denotaremos
por (PCD2).
Dessa maneira, temos que o conjunto dos processos fact́ıveis do problema (PCD2)
é o mesmo do problema (PCD), Q, dado em (3.5).
Dados J, H e G como em (3.8), (3.9) e (3.10) temos que (PCD2) pode ser escrito
como o seguinte problema de programação matemática:
Minimizar J(x, u)
sujeito a: H(x, u) = 0
G(x, u) 5 0
(x, u) ∈ X × U.
(POE2)
O conjunto fact́ıvel de (POE2) é o conjunto M = MF ∩MG, onde
MF = {(x, u) ∈ X × U : H(x, u) = 0} , MG = {(x, u) ∈ X × U : G(x, u) 5 0} .
Assumimos ainda que Im∇H l(x̂, û) é um subespaço fechado de V l, l = 1, . . . , 4,
onde V 1 = IRn(N), V 2 = IRr1(N+1), V 3 = IRr2(N) e V 4 = IRk, logo Im∇H(x̂, û) é um
subespaço fechado em V = V 1 × V 2 × V 3 × V 4.
Em [77] a autora propõe a noção de ponto 2-regular para problemas de con-
trole ótimo cont́ınuos, a definição que apresentaremos no que se segue é a extensão deste
conceito aos problemas de controle ótimo discretos.
Definição 5.8 Dizemos que o par (x̂, û) é um processo 2-regular do problema (PCD2),
se e somente se o cone tangente as restrições de igualdade, no processo fact́ıvel (x̂, û), é
CT (Q1, (x̂, û))={(w, v) ∈ X × U, ∃ (xw, uv) ∈ X × U :
wi+1 = ∇ϕi (x̂i, ûi) (wi, vi),
∇hi(x̂i)wi = 0,∇h̃i(ûi)vi = 0,
∇K(x̂0, x̂N)(w0, wN) = 0, (5.21)
xwi+1 = ∇ϕi (x̂i, ûi) (xwi , uvi ) +∇2ϕi (x̂i, ûi) [(wi, vi), (wi, vi)]
∇hi(x̂i)xwi +∇hi(x̂i)[wi, wi] = 0,∇h̃i(ûi)uvi +∇h̃i(ûi)[vi, vi] = 0
∇K(x̂0, x̂N)(w0, wN) +∇2K(x̂0, x̂N)[(w0, w0), (wN , wN)] = 0.
Além disso, para todo (w, v) ∈ T(Q, (x̂, û)) existem (w1, v1), (w2, v2) tais que
w2i+1 −∇ϕi (x̂i, ûi) (w2i , v2i ) = 0, i ∈ [0, N − 1]
∇hi(x̂i)w2i = 0, i ∈ [0, N ]
∇h̃i(ûi)v2i = 0, i ∈ [0, N − 1]
∇K(x̂0, x̂N)(w20, w2N) = 0
w1i+1 −∇ϕi (x̂i, ûi) [(wi, vi), (w1i , v1i )] = 0, i ∈ [0, N − 1] (5.22)
∇hi(x̂i)w1i +∇hi(x̂i)[wi, w1i ] = 0, i ∈ [0, N ]
∇h̃i(ûi)v1i +∇h̃i(ûi)[vi, v1i ] = 0, i ∈ [0, N − 1]
∇K(x̂0, x̂N)(w10, w1N) +∇2K(x̂0, x̂N)[(w0, wN), (w10, w1N ] = 0,
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e
∇gi(x̂i)w2i < 0, i ∈ I1(x̂),
∇g̃i(ûi)v2i < 0, i ∈ Ĩ1(û),
∇gi(x̂i)w1i +∇2gi(x̂i)[wi, w2i ] < 0, i ∈ I2(x̂), (5.23)
∇g̃i(ûi)v1i + g̃i(ûi)[vi, v2i ] < 0, i ∈ Ĩ2(û),
com as seguintes condições de contorno
∇K(x̂0, x̂N)(w20, w2N) = 0,
∇K(x̂0, x̂N)(w10, w1N) +∇2K(x̂0, x̂N)[(w0, wN), (w20, w20)] = 0, (5.24)
onde,
T(Q, (x̂, û)) =
{
(w, v) ∈ CT (Q1, (x̂, û)),∇gi(x̂i)wi ≤ 0, i ∈ I1(x̂),
∇g̃i(ûi)vi ≤ 0, i ∈ Ĩ1(û),
∇gi(x̂i)xwi +∇2gi(x̂i)[wi, wi] < 0, i ∈ I2(x̂), (5.25)















s ∈ I1i (x̂) : ∇gsi (x̂i)wi +∇2gsi (x̂i)[wi, wi] = 0
}
i = 0, . . . , N, (5.28)
Ĩ2i (û) =
{
t ∈ Ĩ1i (û) : ∇g̃ti(ûi)vi +∇2gti(ûi)[vi, vi] = 0
}
i = 0, . . . , N − 1, (5.29)
I1(x̂) e Ĩ1(û) definidos em (3.25), (3.26), respectivamente.
O lema a seguir será útil na demonstração do Teorema do Prinćıpio do Máximo
Estendido.
Lema 5.9 O processo (x̂, û) é 2-regular do problema de controle (PCD2) se, e somente
se, (x̂, û) é um ponto 2-regular do problema de programação matemática (POE2).
Demonstração. É imediato que as equações abaixo apresentadas de forma expĺıcita,
wi+1 = ∇ϕi (x̂i, ûi) (wi, vi),∇hi(x̂i)wi = 0,∇h̃i(ûi)vi = 0,∇K(x̂0, x̂N)(w0, wN) = 0,
são equivalentes a ∇H(x̂, û)(w, v) = 0, calculada em (3.12).
Analogamente, é fácil ver que a condição de que existe (xw, uv) tal que
xwi+1 = ∇ϕi (x̂i, ûi) (xwi , uvi ) +∇2ϕi (x̂i, ûi) [(wi, vi), (wi, vi)]
∇hi(x̂i)xwi +∇hi(x̂i)[wi, wi] = 0
∇h̃i(ûi)uvi +∇h̃i(ûi)[vi, vi] = 0
∇K(x̂0, x̂N)(w0, wN) +∇2K(x̂0, x̂N)[(w0, wN), (w0, wN)] = 0,
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é equivalente à condição que existe (xw, uv) ∈ X × U tal que
∇H(x̂, û)(xw, uv) +∇2H(x̂, û)[d, d] = 0,
sendo
∇2H(x̂, û)(w, v) : X × U → IRn(N+1) × IRr1(N+1) × IRr2(N) × IRk;
∇2H(x̂, û)[(w, v), (w̄, v̄)] =
(
∇2H1(x̂, û)[(w, v), (w̄, v̄)],∇2H2(x̂, û)[(w, v), (w̄, v̄)], (5.30)
∇2H3(x̂, û)[(w, v), (w̄, v̄)],∇2H4(x̂, û)[(w, v), (w̄, v̄)]
)
onde
∇2H1i+1(x̂i, ûi)[(wi, vi), (w̄i, v̄i)] = −∇2xxϕi (x̂i, ûi)wiw̄i −∇2xuϕi (x̂i, ûi)wiv̄i
−∇2uxϕi (x̂i, ûi) viw̄i −∇2uuϕi (x̂i, ûi) viv̄i, i = 0, . . . , N − 1,
∇2H2i (x̂i, ûi)[(wi, vi), (w̄i, v̄i)] = ∇2hi(x̂i)wiw̄i, i = 0, . . . , N,
∇2H3i (x̂i, ûi)[(wi, vi), (w̄i, v̄i)] = ∇2h̃i(ûi)viv̄i, i = 0, . . . , N − 1,




+∇2xNx0K(x̂0, x̂N)wN , w̄0 +∇
2
xNxN
K(x̂0, x̂N)wN , w̄N .
e d = (w, v) ∈ X × U .
Portanto podemos escrever o cone tangente às restrições de igualdade no ponto
(x̂, û) como
CT (Q1, (x̂, û)) = {(w, v) ∈ X × U, ∃(xw, uv) ∈ X × U : (5.31)
∇H(x̂, û)d = 0,∇H(x̂, û)(xw, uv) +∇2H(x̂, û)[d, d] = 0
}
.
Por outro lado observemos que I2(x̂) é formado pelos i ∈ I1(x̂), definido em
(3.25), tal que ∇gsi (x̂i)xwi +∇2gsi (x̂i)[wi, wi] = 0,∀s ∈ I2i (x̂) que equivale a{
∇G1si (x̂, û)d = 0,
∇G1si (x̂, û)(xw, uv) +∇2G1si (x̂, û)[d, d] = 0,
(5.32)
onde d = (w, v) ∈ X × U . O mesmo ocorre para Ĩ2(û).
Portanto a condição: para todo d = (w, v) ∈ T(Q, (x̂, û)) existem (w1, v1), (w2, v2)
satisfazendo (5.22), (5.23) e (5.24) simultaneamente, é equivalente a dizer: para todo
d = (w, v) ∈ T(M, (x̂, û)) o sistema
∇H(x̂, û)q2 = 0,
∇H(x̂, û)q1 +∇2H(x̂, û)[d, q2] = 0,
∇G1si (x̂, û)q2 < 0,∀s ∈ I1i (x̂), i = 0, . . . , N,
∇G2ti (x̂, û)q2 < 0,∀t ∈ Ĩ1i (û), i = 0, . . . , N − 1,
∇G1si (x̂, û)q1 +∇2G1si (x̂, û)[d, q2] < 0,∀s ∈ I2i (x̂), i = 0, . . . , N,
∇G2ti (x̂, û)q1 +∇2G2ti (x̂, û)[d, q2] < 0,∀t ∈ Ĩ2i (û), i = 0, . . . , N − 1,
(5.33)
tem solução q1, q2 ∈ X × U , q1 = (w1, v1) e q2 = (w2, v2), onde
T(M, (x̂, û))=
{
d = (w, v) ∈ X × U : ∇H(x̂, û)d = 0,∇G1si (x̂, û)d 5 0,∀s ∈ I1i (x̂),
i = 0, . . . , N ;∇G2ti (x̂, û)d 5 0,∀t ∈ Ĩ1i (û), i = 0, . . . , N − 1;
∃(xw, uv) ∈ X × U : ∇H(x̂, û)(xw, uv) +∇2H(x̂, û)[d, d] = 0, (5.34)
∇G1si (x̂, û)(xw, uv) +∇G1si (x̂, û)[d, d] < 0, ∀s ∈ I2i (x̂), i = 0, . . . , N,
∇G2ti (x̂, û)(xw, uv) +∇G2ti (x̂, û)[d, d] < 0,∀t ∈ Ĩ2i (û), i = 0, . . . , N − 1
}
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e M é o conjunto fact́ıvel de (POE2).
Portanto, de acordo com a Definição 5.4, (x̂, û) é um ponto 2-regular de (POE2).
No que se segue apresentamos o Teorema do Prinćıpio do Máximo Estendido para
o problema (PCD2).
Teorema 5.10 (Prinćıpio do Máximo Discreto Estendido) Seja o processo fact́ı-
vel, (x̂, û) ∈ Q. Se (x̂, û) é um processo ótimo de (PCD2) então, para todo d = (w, v) ∈
T(Q, (x̂, û)) tal que ∇J(x̂, û)d = 0, existem:
λ0 = λ0(d) ∈ IR, com λ0 ≥ 0, p = p(d) ∈ IRn(N+1), (λ0, p) 6= 0, p̂ = p̂(d), p̂i ∈ Rn(N+1),
γ1 = γ1(d) e γ̂1 = γ̂1(d),∈ IRr1(N+1), γ2 = γ2(d) e γ̂2 = γ̂2(d) ∈ IRr2(N), γ3 e γ̂3 ∈ IRk,
µ1 = µ1(d) e µ̂1 = µ̂1(d) ∈ IRs1, µ1i ≥ 0, µ̂1i ≥ 0, ∀i ∈ [0, N ], µ2 = µ2(d) e µ̂2 = µ̂2(d) ∈
IRs2(N), µ2i ≥ 0, µ̂2i ≥ 0, ∀i ∈ [0, N − 1], não todos simultaneamente nulos, tais que















































i = 1, . . . , N − 1, (5.36)



















p̂0 = −∇xϕ0(x̂0, û0)T p̂1 −∇x0K(x̂0, x̂N)T γ̂3 −∇h0(x̂0)T γ̂10
−∇g0(x̂0)T µ̂10, (5.38)
p̂i = −∇xϕi(x̂i, ûi)T p̂i+1 −∇hi(x̂i)T γ̂1i −∇gi(x̂i)T µ̂1i , i = 1, . . . , N − 1, (5.39)
p̂N = −∇hN(xN)T γ̂1N −∇gN(xN)T µ̂1N −∇xNK(x̂0, x̂N)T γ̂3. (5.40)
Além disso, satisfaz a condição de máximo

















µ̂2i = 0, (5.41)
i = 0, . . . , N − 1,
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e a condição
−∇uϕi(x̂i, ûi)T p̂i+1 −∇h̃i(ûi)T γ̂2i −∇g̃i(ûi)T µ̂2i = 0, i = 1, . . . , N − 1. (5.42)
Demonstração. Iniciamos a demonstração observando que:
(a) Se ∇J(x̂, û) = 0, então o teorema é satisfeito trivialmente, basta assumir
λ0 = 1 e p, p̂, γ
1, γ̂1, γ2, γ̂2, γ3, γ̂3 µ1, µ̂1, µ2 e µ̂2 identicamente nulos.
(b) Se (x̂, û) não é um processo 2-regular de Q do problema (PCD2), de acordo
com a Definição 5.8, então nos encontramos em um dos dois casos abaixo:
1. CT (Q1, (x̂, û)) não satisfaz (5.21).
Neste caso não existe (xw, vu) ∈ X × U satisfazendo (5.21). Então, o operador
∇H(x̂, û)((xw, uv), (w, v)) : X × U → V := Im∇H(x̂, û)⊕ [Im∇H(x̂, û)]⊥,
do problema equivalente (POE2), não é sobrejetivo. Isto é equivalente, sempre
que o subespaço Im∇H(x̂, û)((xw, uv), (w, v)) seja fechado em V , que o subespaço
anulador de Im∇H(x̂, û) é não nulo. Logo, existe um elemento não nulo ψ̃∗ =
(ψ∗, ψ̂∗) ∈ V ∗ tal que,
∇H(x̂, û)((xw, uv), (w, v))ψ̃T = 0






4) ∈ Im∇H(x̂, û)T e ψ̂∗ = (ψ̂∗1, ψ̂∗2, ψ̂∗3, ψ̂∗4) ∈ [Im∇H(x̂, û)]⊥
= Ker∇H(x̂, û)T . Portanto, as equações (5.35)-(5.42) são satisfeitas, basta consi-
derar λ0 = 0, p = (p0, p̃) com p0 = 0, p̃ = ψ
∗
1, γ
1 = ψ∗2, γ
2 = ψ∗3, γ
3 = ψ∗4, p̂ = (p̂0, p̃1)
com p̂0 = 0, p̃1 = ψ̂
∗
1, γ̂
1 = ψ̂∗2, γ̂
2 = ψ̂∗3, γ̂
3 = ψ̂∗4 e µ
1 = 0, µ̂1 = 0, µ2 = 0, µ̂2 = 0.
2. CT (Q1, (x̂, û)) satisfaz (5.21) porém, não existem (w
1, v1), (w2, v2) tais que, para
todo (w, v) ∈ T(Q, (x̂, û)), sejam válidas (5.22), (5.23).
Como CT (Q1, (x̂, û)) satisfaz (5.21) então temos que existem (w
1, v1), (w2, v2) tais
que, para todo (w, v) ∈ T(Q, (x̂, û)) as equações (5.22) ocorrem. Portanto, neste
caso, não existem (w1, v1), (w2, v2) tais que, para todo (w, v) ∈ T(Q, (x̂, û)) vale
(5.23). Isto implica que ((xw, uv), (w, v)) é um ponto estacionário de g ou g̃, segundo
a Definição 2.8. Portanto pelo Lema 2.10, existe um elemento não nulo (µ1∗i , µ̂
1∗), i ∈
I2(x̂), (µ1∗i , µ̂
1∗









i ), i ∈
Ĩ2(û), (µ2∗i , µ̂
2∗






Ker∇gi(x̂)T e [Im∇g̃i(û)]⊥ = Ker∇g̃i(û)T . Então as condições (5.35)-(5.42) são
trivialmente satisfeitas, basta considerar λ0 = 0, p, p̂ γ
1, γ̂1, γ2, γ̂2 γ3, γ̂3 como em
(5.35)-(5.42) e (µ1, µ̂1) = 0 ou (µ2, µ̂2) = 0, com os dois últimos não ambos nulos.
Portanto se o processo ótimo (x̂, û) não é 2-regular, podemos tomar λ0 = 0,
ψ1 = p, ψ̂1 = p̂, ψ2 = γ
1, ψ̂2 = γ̂
1, ψ3 = γ
2, ψ̂3 = γ̂
2, ψ4 = γ
3, ψ̂4 = γ̂
3, µ1, µ̂1, µ2, µ̂2 = 0,
não todos nulos, satisfazendo as condições (5.35)-(5.42) do teorema.
(c) Resta então provar o teorema para o caso em que o processo ótimo (x̂, û)
do problema (PCD2) é um processo 2-regular. Neste caso, temos que (x̂, û) é um ponto
2-regular de (POE2), acordo com o Lema 5.9.
A demonstração desta parte se baseia no Teorema 5.7, portanto, vamos verificar
que as hipóteses do mesmo se cumprem.
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De acordo com as hipóteses impostas às funções que definem o problema (PCD2),
sendo (PCD2) equivalente ao problema de programação matemática (POE2), é imediato
que J (definido em (3.8)) é diferenciável e que os operadores H e G (dados por 3.9 e 3.10)
são duas vezes continuamente diferenciáveis, com respeito a (x, u) ∈ Q.
Como o ponto fact́ıvel (x̂, û) é uma solução ótima e um ponto 2-regular de (POE2)
tal que ∇J(x̂, û)(w, v) ≥ 0, para todo d = (w, v) ∈ T(M, (x̂, û)) segue, de acordo com o
Teorema 5.7, que (x̂, û) é um ponto KKTA de (POE2) na direção (w, v) ∈ T(M, (x̂, û)).
Então, de acordo com a Definição 5.6, existem ψ = (ψ1, ψ2, ψ3, ψ4) e ψ̂ = (ψ̂1, ψ̂2, ψ̂3, ψ̂4) ∈
(IRn(N+1) × IRr1(N+1) × IRr2(N) × IRk)T , ψl = ψl(d), ψ̂l = ψ̂l(d), l = 1, . . . , 4, µ1, µ̂1 ∈
(IRs1(N+1))T , µ2, µ̂2 ∈ (IRs2(N))T , µ1 = µ1(d) = 0, µ2 = µ2(d) = 0, µ̂1 = µ̂1(d) = 0, e




∇G1i (x̂, û)Tµ1i +
∑
i∈I1(û)

























∇G1i (x̂, û)T µ̂1i +
∑
i∈Ĩ2(û)
∇G2i (x̂, û)T µ̂2i +
4∑
l=1
∇Hk(x̂, û)T ψ̂k = 0,
onde µ1i (z) e µ̂
1
i (z̄i) são não negativos para todo zi ∈ Im∇gi(x̂) (subespaço fechado de
IRs1) e z̄ ∈ (IRs1 \ Im∇gi(x̂, û)),∀i = 0, . . . , N, e analogamente para µ2i (t) e µ̂2i (t̄i).
Notemos que por Im∇G1i (x̂, û), Im∇G2i (x̂, û) serem subespaços fechados de IRs1
e IRs2 , respectivamente,
µ1i ∈ (Im∇G1i (x̂, û))T ∼= IRs1 \ [Im∇G1i (x̂, û)]⊥
µ2i ∈ (Im∇G2i (x̂, û))T ∼= IRs2 \ [Im∇G2i (x̂, û)]⊥
µ̂1i ∈ (IRs1 \ Im∇G1i (x̂, û)T ) ∼= [Im∇G1i (x̂, û)]⊥ ∼= Ker∇G1i (x̂, û)T ,
µ̂2i ∈ (IRs2 \ Im∇G2i (x̂, û)T ) ∼= [Im∇G2i (x̂, û)]⊥ ∼= Ker∇G2i (x̂, û)T , (5.43)
onde ∼= indica a relação de isomorfismo isométrico.
Considerando agora a definição de operador adjunto obtemos para todo d̃ =
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onde I1(x̂), Ĩ1(û), I2(x̂) e Ĩ2(û) são definidos em (3.25), (3.26), (5.26) e (5.27), respecti-
vamente.
No que segue vamos determinar explicitamente o termos da equação (5.44):
1. A primeira derivada do funcional J em (x̂, û) definida para cada (w̃, ṽ) em X ×U, é
∇J(x̂, û)(w̃, ṽ) =
N−1∑
i=0
(∇xΦi(x̂i, ûi)w̃i +∇uΦi(x̂i, ûi)ṽi) . (5.46)
2. Dado que ψ = (ψ1, ψ2, ψ3, ψ4) e ψ̂ = (ψ̂1, ψ̂2, ψ̂3, ψ̂4) ∈ (IRn(N)× IRr1(N+1)× IRr2(N)×
IRk)∗ podemos garantir, pela representação única de ψ1 e ψ̂1 em (IR
n(N))T (veja [?]),













〈−pi+1, w̃i+1 −∇xϕi(x̂i, ûi)w̃i −∇uϕi(x̂i, ûi)ṽi〉
〈












−p̂i+1,∇2xxϕi(x̂i, ûi)[wi, w̃i]−∇2xuϕi(x̂i, ûi)[wi, ṽi]
−∇2uxϕi(x̂i, ûi)[vi, w̃i]−∇2uuϕi(x̂i, ûi)[vi, ṽi]
〉
.


































O mesmo ocorre para ψ3, ψ̂3 ∈ (IRr2(N))T = IRr2(N) e então existem vetores γ2, γ̂2 ∈
IRr2(N) tais que






































−γ3,∇x0k(x̂0, x̂N)w̃0 +∇xNK(x̂0, x̂N)w̃N
〉〈









−γ̂3,∇2x0xNK(x̂0, x̂N)[w0, w̃N ]







































−p̂i+1,−∇2xxϕi(x̂i, ûi)[wi, w̃i]−∇2xuϕi(x̂i, ûi)[wi, ṽi]
















−γ̂3,∇2x0x0K(x̂0, x̂N)[w0, w̃0] +∇
2
xNxN




−γ̂3,∇2x0xNK(x̂0, x̂N)[w0, w̃N ] +∇
2
xNx0
K(x̂0, x̂N)[wN , w̃0]
〉
. (5.48)
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3. Analogamente ao item 2, considerando (5.43), podemos assegurar, dados µ1i , i ∈
I1(x̂), µ̂1i , i ∈ I2(x̂), pertencem a (IRs1)T ≡ IRs1 , i = 0, . . . , N e µ2i , i ∈ Ĩ1(û), µ̂2i , i ∈
Ĩ2(û) pertencem a (IRs2)T ≡ IRs2 ,i = 0, . . . , N − 1, a existência de µ1, µ̂1 ∈ IRs1(N+1)
e µ2, µ̂2 ∈ IRs2(N) tais que∑
i∈I1(x̂)
〈













































Substituindo (5.46)-(5.52) em (5.44) obtemos
N−1∑
i=0









−p̂i+1,∇2xxϕi(x̂i, ûi)[wi, w̃i]−∇2xuϕi(x̂i, ûi)[wi, ṽi]
























































−γ̂3,∇2x0x0K(x̂0, x̂N)[w0, w̃0] +∇
2
xNxN




−γ̂3,∇2x0xNK(x̂0, x̂N)[w0, w̃N ] +∇
2
xNx0
K(x̂0, x̂N)[wN , w̃0]
〉
= 0. (5.53)
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pois µ1i = 0, i ∈ [{1, . . . , N} \ I1(x̂)]. O mesmo argumento é válido para as demais somas
em Ĩ1(û), I2(x̂) e Ĩ2(û). Portanto podemos rescrever (5.53) como
N−1∑
i=0









−p̂i+1,∇2xxϕi(x̂i, ûi)[wi, w̃i]−∇2xuϕi(x̂i, ûi)[wi, ṽi]
























































−γ̂3,∇2x0x0K(x̂0, x̂N)[w0, w̃0] +∇
2
xNxN




−γ̂3,∇2x0xNK(x̂0, x̂N)[w0, w̃N ] +∇
2
xNx0
K(x̂0, x̂N)[wN , w̃0]
〉
= 0. (5.55)
Como a identidade (5.55) é válida para todo (w̃, ṽ) ∈ X × U , em particular para











































−γ̂3,∇2x0x0K(x̂0, x̂N)[w0, w̃0] +∇
2
xNxN




−γ̂3,∇2x0xNK(x̂0, x̂N)[w0, w̃N ] +∇
2
xNx0
K(x̂0, x̂N)[wN , w̃0]
〉
= 0. (5.56)
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Usando as propriedades dos operadores adjuntos e rearranjando os termos desta última
expressão temos〈








































































= 0,∀w̃ ∈ X,
i.e., Aw̃ = 〈A0, w̃0〉+
N−1∑
i=1
〈Ai, w̃i〉+ 〈AN , w̃N〉 = 0, ∀w̃ ∈ X, onde





p1 −∇g0(x̂0)Tµ10 − [∇2g0(x̂0)w0]
T
µ̂10 −∇h0(x̂0)Tγ10















pi+1, i = 1, . . . , N − 1.
−∇gi(x̂i)Tµ1i − [∇2gi(x̂i)wi]
T
µ̂1i −∇hi(x̂i)Tγ1i − [∇2hi(x̂i)wi]
T
γ̂1i
AN = pN −∇gN(x̂N)Tµ1N − [∇2gN(x̂N)wN ]
T












Então necessariamente temos A0 = 0, Ai = 0 e AN = 0, as quais correspondem às
condições (5.35), (5.36) e (5.37) respectivamente.


































































〈Bi, ṽi〉 = 0, ∀ṽ ∈ U, onde

















γ̂2i , i = 0, · · · , N − 1.
Então necessariamente temos Bi = 0, ∀i = 0, · · · , N − 1 as quais correspondem às
condições (5.41).
Determinaremos agora explicitamente os termos da expressão (5.45):
Considerando agora (5.47), (5.48), (5.49) e (5.50) temos, para ψ̂ = (ψ̂1, ψ̂2, ψ̂3, ψ̂4)
∈ (IRn(N+1) ×IRr1(N+1) ×IRr2(N) ×IRk)∗, µ̂1 ∈ (IRs1(N+1))∗ e µ̂2 ∈ (IRs2(N))∗, que existem
p̂ ∈ IRn(N+1), γ̂1 ∈ IRr1(N+1), γ̂2 ∈ IRr2(N+1), γ̂3 ∈ IRk, µ̂1 ∈ IRs1(N+1), µ̂2 ∈ IRs2(N), µ̂1 = 0,
















































γ̂3,∇x0K(x̂0, x̂N)w̃0 +∇xNK(x̂0, x̂N)w̃N
〉
. (5.57)






























γ̂3,∇x0K(x̂0, x̂N)w̃0 +∇xNK(x̂0, x̂N)w̃N
〉
= 0. (5.58)
Como (5.58) vale para todo (w̃, ṽ) ∈ X × U . Em particular para (w̃, ṽ) = (w̃, 0),


















γ̂3,∇x0K(x̂0, x̂N)w̃0 +∇xNK(x̂0, x̂N)w̃N
〉
= 0. (5.59)
Usando as propriedades dos operadores adjuntos e rearranjando os termos da última
expressão,〈



























= 0, ∀w̃ ∈ X, onde
Â0 = ∇g0(x̂0)T µ̂10 − p̂0 +∇xϕ0(x̂0, û0)T p̂1 −∇h0(x̂0)T γ̂10 −∇x0K(x̂0, x̂N)T γ̂3.
Âi = ∇gi(x̂i)T µ̂1i − p̂i +∇xϕi(x̂i, ûi)T p̂i+1 −∇hi(x̂i)T γ̂1i , i = 1, . . . , N − 1.
ÂN = ∇gN(x̂)T µ̂1N − p̂N −∇hN(x̂N)T γ̂1N −∇xNK(x̂0, x̂N)T γ̂3.
Então necessariamente temos Â0 = 0, Âi = 0 e ÂN = 0, as quais correspondem às
condições (5.38), (5.39) e (5.40) respectivamente.



























〈B̂i, ṽi〉 = 0, ∀ṽ ∈ U, onde
B̂i = ∇g̃i(û)T µ̂2i +∇uϕi(x̂i, ûi)T p̂i+1 −∇h̃i(ûi)T γ̂2i .
Portanto, necessariamente temos Bi = 0, ∀i = 0, · · · , N − 1 as quais correspondem às
condições (5.42).
E com isto encerramos a prova e o teorema esta demonstrado.
Se no Teorema do Prinćıpio do Máximo Estendido (Teorema 5.10) considerarmos
como hipótese que o processo (x̂, û) é 2-regular de (PCD2) então, necessariamente λ0 é
não nulo e, neste caso, podemos assumir que λ0 = 1.
Com base nisto daremos a seguinte definição:
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Definição 5.11 Diremos que um processo fact́ıvel (x̂, û) é um processo extremal 2-
regular, na direção de (w, v) ∈ T(Q, (x̂, û)) do problema (PCD2), se satisfaz as condições
(5.35)-(5.42), do Teorema do Prinćıpio do Máximo Estendido, com λ0 = 1.
E obtemos o seguinte resultado:
Corolário 5.12 Se (x̂, û) é um processo ótimo de (PCD2) satisfazendo a condição de
2-regularidade (Definição 5.8) então (x̂, û) é um extremal 2-regular.
Caṕıtulo 6
Problema de Controle Ótimo
Discreto Multiobjetivo
Neste caṕıtulo estabeleceremos condições de otimalidade necessárias de segunda
ordem não degeneradas para problemas de controle ótimo discretos multiobjetivos, ainda
quando o problema não for regular fraco ou forte, segundo Definições 4.3 e 4.4.
As condições necessárias que serão estudadas na Seção 6.2 generalizam os Teo-
remas do Prinćıpio do Máximo com hipóteses debilitadas de regularidade. Isto será feito
através do conceito de 2-regularidade introduzido por Arutyunov, Avakov e Izmailov em
[7] para problemas de programação matemática.
6.1 2-regularidade em Programação Matemática
Considere agora o Problema de Otimização Vetorial:
Minimizar f(x) = (f1(x), . . . , fp(x))
sujeito a:
F (x) = 0
gi(x) ≤ 0, i = 1, . . . ,m
(VOP)
onde f : X → IRp é diferenciável e gi : X → IR, i = 1, . . . ,m, F : X → Y são duas
vezes diferenciáveis em uma vizinhança V (x0), x0 ∈ X e tal que para cada x ∈ X,F (x) =
(F1(x), . . . , Fl(x)) com Fk : X → Yk, X e Y = Y1×. . .×Yl espaços de Banach (reais). Além
disso assumimos que o subespaço Im∇Fk(x̂, û) é fechado em Yk para todo k = 1, . . . , l.
Assim temos as seguintes definições relacionadas com o conceito de 2-regularidade.
Definição 6.1 Dizemos que x0 é um ponto 2-regular fraco do conjunto fact́ıvel M de
(VOP), se para a direção w ∈ HM(x0), F satisfaz a seguinte condição:
Seja x0 ∈MF , se para todo y ∈ Y, y = y1 + y2, existem q1, q2 ∈ X tais que
∇F (x0)q2 = y1
∇F (x0)q1 +∇2F (x0)[w, q2] = y2.
(6.1)
Além disso, o sistema
∇F (x0)q2 = 0
∇F (x0)q1 +∇2F (x0)[w, q2] = 0
∇gi(x0)q2 < 0, ∀i ∈ Iw(x0)
∇gi(x0)q1 +∇2gi(x0)[w, q2] < 0, ∀i ∈ Îw(x0)
(6.2)
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tem solução q1, q2 ∈ X, com HM(x0) definido em (5.17).
Definição 6.2 Dizemos que x0 é um ponto 2-regular forte de (VOP), na direção
w ∈ HM(x0) se F satisfaz a condição (6.1) e dado um r ∈ {1, . . . , p} o sistema
∇fj(x0)q2 < 0, j = 1, . . . , p, j 6= r,
∇F (x0)q2 = 0
∇F (x0)q1 +∇2F (x0)[w, q2] = 0
∇gi(x0)q2 < 0, ∀i ∈ Iw(x0)
∇gi(x0)q1 +∇2gi(x0)[w, q2] < 0, ∀i ∈ Îw(x0)
(6.3)
tem solução q1, q2 ∈ X, com HM(x0) definido em (5.17).
E de acordo com as definições acima é fácil ver que 2-regularidade forte ⇒
2-regularidade fraca .
Condições Necessárias em Programação Matemática
Obteremos aqui condições necessárias de otimalidade de segunda ordem não de-
generadas para problemas vetoriais não regulares, através do formalismo de DM.
Observemos que se x0 é uma solução Pareto ótima de (VOP) então, de acordo






 ∩ CF (Mg, x0) ∩ CT (MF , x0) = ∅, r = 1, . . . , p, (6.4)
onde CD(fj, x0), CN(fj, x0) são os cones de direções de descida e de não crescimento do
funcional fj, CF (Mg, x0), CT (MF , x0) são os cones das direções fact́ıveis ao conjunto de
restrições de desigualdades Mg e das direções tangentes ao conjunto das restrições de






 ∩ CF (Mg, x0) ∩ CT (MF , x0) 6= ∅, obtemos o seguinte
resultado que corresponde a Proposição 5.5 do caso escalar.
Proposição 6.3 Seja x0 uma solução Pareto ótima do problema (VOP) então o seguinte
é verdadeiro






 ∩ CF (Mg, x0) ∩ CT (MF , x0)
 , r = 1, . . . , p.
No que segue daremos a definição de ponto Karush Kuhn Tucker Avakov Fraco
vetorial (KKTA1) e ponto Karush Kuhn Tucker Avakov Forte vetorial (KKTA2) do pro-
blema (VOP).
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Definição 6.4 Dizemos que um ponto fact́ıvel x0 é um ponto KKTA1 na direção w ∈
X de (VOP) se existem ν = ν(w) ∈ IRp, µ = µ(w), µ̂ = µ̂(w) ∈ IRm, ψ = ψ(w),
















∇gi(x0)T µ̂i +∇F (x0)T ψ̂ = 0
(6.5)
onde ν = (ν1, . . . , νp) 6= 0, νj ≥ 0, j = 1 . . . , p, µi ≥ 0, µ̂i ≥ 0, ψ, e ψ̂ são chamados
os multiplicadores de Lagrange-Avakov, os conjuntos de ı́ndices Iw(x0), Îw(x0) são
definidos em (5.11) e (5.18).
Definição 6.5 Dizemos que um ponto fact́ıvel x0 é um ponto KKTA2 na direção w ∈
X de (VOP) se existem ν = ν(w) ∈ IRp, µ = µ(w), µ̂ = µ̂(w) ∈ IRm, ψ = ψ(w), ψ̂ =
ψ̂(w) ∈ Y ∗, não todos identicamente nulos, satisfazendo (6.5), onde todas as componentes
de ν são estritamente positivas, isto é, ν = (ν1, . . . , νp) > 0, νj > 0, j = 1 . . . , p, µi ≥
0, µ̂i ≥ 0, ψ, e ψ̂ são chamados os multiplicadores de Lagrange-Avakov.
Karush Kuhn Tucker Forte (KKTA2) ⇒ Karush Kuhn Tucker Fraco (KKTA1)
Estamos prontos para apresentar os teoremas das condições necessárias de oti-
malidade.
Teorema 6.6 (Orellana-Vivanco [77]) Seja x0 ∈ M um ponto 2-regular forte na
direção w ∈ HM(x0). Se x0 é uma solução Pareto do problema (VOP) e tal que ∇f(x0)w =
0 então x0 é um ponto KKTA2 na direção de w ∈ HM(x0).
Teorema 6.7 (Orellana-Vivanco [77]) Seja x0 ∈ M um ponto 2-regular fraco na
direção w ∈ HM(x0). Se x0 é uma solução Pareto do problema (VOP) e tal que ∇f(x0)w ≤
0 então x0 é um ponto KKTA1 na direção de w ∈ HM(x0).
Observação 6.1 Seja x0 uma solução Pareto. Então, de acordo com os Teoremas 6.6 e
6.7, vale uma das afirmações abaixo:
• se x0 é um ponto regular forte (fraco) as equações de Euler-Lagrange 6.5 são válidas
com ψ̂, µ̂i identicamente nulos.
• se x0 não é um ponto regular forte (fraco), mas um ponto 2-regular forte (fraco) na
direção w ∈ HM(x0) então, há uma famı́lia de equações de Euler-Lagrange, 6.5, que
são válidas com ν 6= 0, νj > 0, j = 1, . . . , p (ν 6= 0, νj ≥ 0, j = 1, . . . , p), ψ̂ = ψ̂(w) e
µ̂i = µ̂i(w), não todos identicamente nulos, dependendo do parâmetro w ∈ HM(x0).
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6.2 Condições Necessárias
Nesta seção estabeleceremos condições necessárias de otimalidade de segunda
ordem, para problemas de controle ótimo discretos multiobjetivos. As condições aqui
discutidas são uma generalização das obtidas na Seção 5.2, para problemas fortemente e
fracamente regulares.
Denotaremos por (PCDM2) o problema multiobjetivo (PCDM) definido no Caṕıtulo
4 com a hipótese de que os operadores H e G do problema de programação matemática
equivalente, (POM), sejam duas vezes diferenciáveis e os subespaços Im∇H l(x̂, û) são
fechados em V l, l = 1, . . . , 4, onde V 1 = IRn(N), V 2 = IRr1(N+1), V 3 = IRr2(N) e V 4 = IRk.
Assim Im∇H(x̂, û) é um subespaço fechado de V = V 1× V 2× V 3× V 4 e denotaremos a
este problema por (POM2).
Recordemos que no Caṕıtulo 4 propomos os conceitos de processo regular fraco e
forte. Para isto, nos baseamos na classificação de Bigi e Pappalardo [13] e esta se relaciona
com o Prinćıpio do Máximo Discreto. Uma análise similar será feita para problemas de
controle ótimo discreto multiobjetivos 2-regulares. Mais precisamente:
Definição 6.8 Dizemos que (x̂, û) é um processo 2-regular fraco do problema (PCDM2),
se para d = (w, v) ∈ T(Q, (x̂, û)), definido em (5.25), temos que ocorrem as condições
(5.21)-(5.24) da Definição 5.8.
Definição 6.9 Dizemos que (x̂, û) é um processo 2-regular forte do problema (PCDM2),
se para d = (w, v) ∈ T(Q, (x̂, û)), valem as condições (5.21)-(5.24) e além disso, dado um
r ∈ {1, . . . , q},
N−1∑
i=0




i < 0,∀j = 1, . . . , q, j 6= r. (6.6)
O resultado seguinte relaciona a 2-regularidade forte (fraca) do problema de
controle (PCDM2) com a 2-regularidade forte (fraca) do problema de programação ma-
temática (POM2).
Lema 6.10 O processo (x̂, û) é um processo 2-regular forte (fraco) do problema (PCDM2)
se, e somente se, (x̂, û) é um ponto 2-regular forte (fraco) do problema (POM2).
Demonstração. A demonstração para o caso de um processo 2-regular fraco segue de
maneira análoga a prova do Lema 5.9. Já para o caso de um processo 2-regular forte resta
simplesmente analisar o seguinte:
Seja (x̂, û) um processo 2-regular forte de (PCDM2). Então temos por definição que
N−1∑
i=0




i < 0,∀j = 1, . . . , q, j 6= r,
o que equivale a dizer que
∇Jj(x̂, û)(w2, v2) < 0,∀j = 1, . . . , q, j 6= r
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e desta segunda equação podemos concluir que (x̂, û) é um ponto 2-regular forte de
(POM2), segundo a Definição 6.2. Temos provado assim o resultado.
Similarmente ao caso mono-objetivo, Teorema 5.10, proporemos as condições ne-
cessárias de otimalidade para o problema (PCDM2) por meio de um Teorema do Prinćıpio
do Máximo.
Teorema 6.11 (Prinćıpio do Máximo Discreto Estendido Multiobjetivo: re-
gular fraco) Seja (x̂, û) ∈ Q. Se (x̂, û) é um processo ótimo Pareto de (PCDM2)
tal que ∇J(x̂, û)d 5 0 para d = (w, v) ∈ T(Q, (x̂, û)) existem: ν ∈ IRq, com νj ≥
0, j = 1, . . . , q, p = p(d) ∈ IRn(N+1), (ν, p) 6= 0, p̂ = p̂(d), p̂i ∈ Rn(N+1), γ1 = γ1(d) e
γ̂1 = γ̂1(d),∈ IRr1(N+1), γ2 = γ2(d) e γ̂2 = γ̂2(d) ∈ IRr2(N), γ3 e γ̂3 ∈ IRk, µ1 = µ1(d)
e µ̂1 = µ̂1(d) ∈ IRs1, µ1i ≥ 0, µ̂1i ≥ 0, i ∈ [0, N ], µ2 = µ2(d) e µ̂2 = µ̂2(d) ∈ IRs2(N),






















































µ̂1i , i = 1, . . . , N − 1, (6.8)



















p̂0 = −∇xϕ0(x̂0, û0)T p̂1 −∇x0K(x̂0, x̂N)T γ̂3 −∇h0(x̂0)T γ̂10 −∇g0(x̂0)T µ̂10 (6.10)
p̂i = −∇xϕi(x̂i, ûi)T p̂i+1 −∇hi(x̂i)T γ̂1i −∇gi(x̂i)T µ̂1i , i = 1, . . . , N − 1, (6.11)
p̂N = −∇hN(xN)T γ̂1N −∇gN(xN)T µ̂1N −∇xNK(x̂0, x̂N)T γ̂3. (6.12)
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Além disso, satisfaz a condição de máximo
p∑
j=1


















µ̂2i = 0, i = 0, . . . , N − 1, (6.13)
e a condição,
−∇uϕi(x̂i, ûi)T p̂i+1 −∇h̃i(ui)T γ̂2i −∇g̃i(ui)T µ̂2i = 0, i = 1, . . . , N − 1. (6.14)
Demonstração. A demonstração deste resultado é similar à prova do Teorema 5.10. Seja
(x̂, û) um processo ótimo Pareto de (PCDM2), iniciamos analisando os seguintes casos:
(a) Se existe j0 ∈ {1, . . . , q} tal que ∇Jj0(x̂, û) = 0 as equações (6.7)-(6.14) são
satisfeitas trivialmente, basta considerar νj0 = 1, νj = 0, j = 1, . . . , q, j 6= j0, p = p̂ = 0,
γ1 = γ̂1 = 0, γ2 = γ̂2 = 0, γ3 = γ̂3 = 0, µ1 = µ̂1 = 0, e µ2 = µ̂2 = 0.
(b) Se (x̂, û) não é um processo regular fraco então, estamos nas hipóteses da
parte (b) da prova do Teorema 5.10. E por conseguinte, isto implica que podemos ter ν
identicamente nulo.
(c) Assim, resta considerar o caso em que processo ótimo (x̂, û) do problema
(PCDM2) é um processo 2-regular fraco segundo a Definição 6.8.
A prova se baseia no Teorema 6.7 e portanto vamos verificar que as hipóteses do
mesmo se cumprem.
De acordo com as hipóteses impostas às funções que definem o problema (PCDM2)
(sendo (PCDM2) equivalente ao problema de programação matemática (POM2) é ime-
diato que J (definido em (3.8)) é diferenciável e que os operadores H, G1 e G2 são duas
vezes continuamente diferenciáveis com respeito a (x, u) ∈M .
Sendo (x̂, û) um processo 2-regular fraco de (PCDM2), de acordo com o Lema
6.10, ele é um ponto 2-regular fraco de (POM2).
Como o ponto fact́ıvel (x̂, û) é uma solução ótima e um ponto 2-regular fraco
de (POM2) tal que ∇J(x̂, û)(w, v) ≤ 0, para d = (w, v) ∈ HM(x̂, û) segue, de acordo
com o Teorema 6.7, que (x̂, û) é um ponto KKTA1 na direção d = (w, v) ∈ HM(x̂, û).
Então, de acordo com a Definição 6.4, existem ν = ν(d) ∈ IRq,,ψ = (ψ1, ψ2, ψ3, ψ4) e
ψ̂ = (ψ̂1, ψ̂2, ψ̂3, ψ̂4) ∈ (IRn(N+1) × IRr1(N+1) × IRr2(N) × IRk)∗, ψk = ψk(d), ψ̂k = ψ̂k(d), k =
1, . . . , 4, µ1, µ̂1 ∈ (IRs1(N+1))∗, µ2, µ̂2 ∈ (IRs2(N))∗, µ1 = µ1(d) = 0, µ2 = µ2(h) = 0,




∇G1i (x̂, û)Tµ1i +
∑
i∈I1(û)

























∇G1i (x̂, û)T µ̂1i +
∑
i∈Ĩ2(û)
∇G2i (x̂, û)T µ̂2i +
4∑
l=1
∇H l(x̂, û)T ψ̂l = 0,
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onde ν = (ν1, . . . , νq), νj ≥ 0, j = 1, . . . , q, µl e µ1i (zi) e µ̂1i (z̄i) são não negativos para todo
zi ∈ Im∇gi(x̂) e z̄i ∈ (IRs1 \ Im∇gi(x̂, û)),∀i = 0, . . . , N, e analogamente para µ2i (ti) e
µ̂2i (t̄i). Novamente observemos que valem as relações explicitadas em (5.43).
Considerando agora a definição de operador adjunto obtemos para todo d̃ =





























































onde I1(x̂), Ĩ1(û), I2(x̂) e Ĩ2(û) são dados por (3.25), (3.26), (5.26) e (5.27).
Vamos determinar explicitamente os termos de (6.15).
Como (IRq)∗ = IRq e (x̂, û) é um ponto 2-regular fraco, podemos garantir a


















Já os demais termos desta equação foram determinados em (5.47)-(5.52).
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−p̂i+1,∇2xxϕi(x̂i, ûi)[wi, w̃i]−∇2xuϕi(x̂i, ûi)[wi, ṽi]
























































−γ̂3,∇2x0x0K(x̂0, x̂N)[w0, w̃0] +∇
2
xNxN




−γ̂3,∇2x0xNK(x̂0, x̂N)[w0, w̃N ] +∇
2
xNx0
K(x̂0, x̂N)[wN , w̃0]
〉
= 0. (6.18)
Como a identidade (6.18) é válida para todo (w̃, ṽ) ∈ X × U , em particular para






∇xΦji (x̂i, ûi)w̃i +
N−1∑
i=0





































−γ̂3,∇2x0x0K(x̂0, x̂N)[w0, w̃0] +∇
2
xNxN




−γ̂3,∇2x0xNK(x̂0, x̂N)[w0, w̃N ] +∇
2
xNx0
K(x̂0, x̂N)[wN , w̃0]
〉
= 0. (6.19)
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= 0,∀w̃ ∈ X,
i.e., Aw̃ = 〈A0, w̃0〉+
N−1∑
i=1












p1 −∇g0(x̂0)Tµ10 − [∇2g0(x̂0)w0]
T
µ̂10 −∇h0(x̂0)Tγ10










Ai = pi −
q∑
j=1













γ̂1i , i = 1, . . . , N − 1.
AN = pN −∇gN(x̂N)Tµ1N − [∇2gN(x̂N)wN ]
T












Então necessariamente temos A0 = 0, Ai = 0 e AN = 0, as quais correspondem às
condições (6.7), (6.8) e (6.9) respectivamente.


























































































γ̂2i , i = 0, · · · , N − 1.
Então necessariamente temos Bi = 0, ∀i = 0, · · · , N − 1 as quais correspondem às
condições (6.13).
Observe que o termos da expressão (6.16) são os mesmos da expressão (5.45) e
portanto são obtidos de forma completamente análoga à realizada na prova do Teorema
5.10, de modo que obtemos (6.10)- (6.12) e (6.14).
E com isto encerramos a demostração.
Através de uma pequena modificação nas hipóteses do teorema anterior podemos
garantir que o multiplicador associado a função objetivo J seja estritamente positivo, isto
é, νj > 0, j = 1, . . . , q. Mais precisamente temos:
Teorema 6.12 (Prinćıpio do Máximo Discreto Estendido Multiobjetivo: re-
gular forte) Seja (x̂, û) ∈ Q. Se (x̂, û) é um processo ótimo Pareto de (PCDM2) tal que
∇J(x̂, û)d = 0 para d = (w, v) ∈ T(Q, (x̂, û)) existem: ν ∈ IRq, com νj > 0, j = 1, . . . , q,
p = p(d) ∈ IRn(N+1), (ν, p) 6= 0, p̂ = p̂(d), p̂i ∈ Rn(N+1), γ1 = γ1(d) e γ̂1 = γ̂1(d),∈
IRr1(N+1), γ2 = γ2(d) e γ̂2 = γ̂2(d) ∈ IRr2(N), γ3 e γ̂3 ∈ IRk, µ1 = µ1(d) e µ̂1 = µ̂1(d) ∈ IRs1,
µ1i ≥ 0, µ̂1i ≥ 0, i ∈ [0, N ], µ2 = µ2(d) e µ̂2 = µ̂2(d) ∈ IRs2(N), µ2i ≥ 0, µ̂2i ≥ 0, i ∈ [0, N−1],
não todos simultaneamente nulos, tais que (6.7)-(6.14) ocorrem.
A prova deste teorema é totalmente análogo à prova do Teorema 6.11. A diferença
consiste no fato de que, sob a hipótese de 2-regularidade forte, nos baseamos pelo Teorema
6.6 (enquanto a demonstração do Teorema 6.11 foi baseada no Teorema 6.7).
Observação 6.2 Seja (x̂, û) uma solução Pareto. Então, de acordo com os Teoremas
6.11 e 6.12, uma das afirmações abaixo ocorre:
• se (x̂, û) é um ponto regular forte (fraco) as equações de Euler-Lagrange (6.7) -
(6.14) são válidas com γ̂1, γ̂2, γ̂3, µ̂1, µ̂2 identicamente nulos.
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• se (x̂, û) não é um ponto regular forte (fraco), mas um ponto 2-regular forte (fraco)
na direção d = (w, v) ∈ T(Q, (x̂, û)) então, há uma famı́lia de equações de Euler-
Lagrange, (6.7) - (6.14), que são válidas com ν 6= 0, νj > 0, j = 1, . . . , q (ν 6= 0, νj ≥
0, j = 1, . . . , q), γ̂1 = γ̂1(d), γ̂2 = γ̂2(d), γ̂3 = γ̂31(d), µ̂
1 = µ̂1(d), µ̂2 = µ̂2(d), não
todos identicamente nulos, dependendo do parâmetro d ∈ T(Q, (x̂, û)).
E com base no resultados acima temos as seguintes definições.
Definição 6.13 Diremos que um processo fact́ıvel (x̂, û) é um processo extremal 2-
regular fraco, na direção de d = (w, v) ∈ T(Q, (x̂, û)) do problema (PCDM2), se
satisfaz as condições (6.7) - (6.14), do Teorema do Prinćıpio do Máximo Estendido:
regular fraco, com ν ≥ 0.
Definição 6.14 Diremos que um processo fact́ıvel (x̂, û) é um processo extremal 2-
regular forte, na direção de d = (w, v) ∈ T(Q, (x̂, û)) do problema (PCDM2), se
satisfaz as condições (6.7) - (6.14), do Teorema do Prinćıpio do Máximo Estendido:
regular forte, com ν > 0.
São imediatos os seguintes resultados:
Corolário 6.15 Se (x̂, û) é um processo Pareto ótimo de (PCDM2) satisfazendo a condição
de 2-regularidade fraca (Definição 6.8) então (x̂, û) é um extremal 2-regular fraco.
Corolário 6.16 Se (x̂, û) é um processo Pareto ótimo de (PCDM2) satisfazendo a condição





Análise de Estabilidade e
Sensibilidade
A análise de estabilidade e sensibilidade em problemas de otimização tem sido
estudada por vários pesquisadores, [1, 17, 37, 43, 55, 62, 63, 83], visto que sua relevância
se dá devido ao fato de, em geral, não se conhecem os valores exatos dos parâmetros de um
problema ou esses valores estão sujeitos a perturbações. Intuitivamente , o que se deseja é
caracterizar os problemas para os quais se possa garantir que pequenas perturbações nos
parâmetros acarretem em pequenas alterações no valor ótimo do problema.
A ideia central é, sabendo que o problema de controle ótimo discreto pode ser re-
formulado como um problema de programação matemática com uma estrutura espećıfica,
transpor os resultados de estabilidade e sensibilidade da programação matemática para o
controle ótimo discreto.
7.1 Resultados Preliminares
Especificamente, vamos caracterizar uma classe de problemas de controle ótimo
discreto, dependendo de um parâmetro, que tem soluções locais localmente isoladas1
que são localmente Lipschitz cont́ınuas e direcionalmente diferenciáveis em função do
parâmetro.
Se considerarmos um problema de programação matemática somente com res-
trições de igualdade ao qual denotaremos (PH)
Minimizar f(x, σ)
sujeito a: x ∈ D(σ) ∩B (PH)
com D(σ) := {x ∈ X : H(x, σ) = 0}, onde X,Σ e Y são espaços de Banach reais, σ ∈ Σ
é um parâmetro, f : X × Σ → IR é uma função suave, H : X × Σ → Y é uma aplicação
suave e B = {x ∈ X : ‖x − x̂‖ ≤ r} para algum r > 0 tal que x̂ é solução do problema
não perturbado, isto é, para σ̂ ∈ Σ fixado restrito a B.
Definimos ainda, S(σ) como o conjunto solução do problema (PH) e o valor ótimo
1 Se x̄ é um minimizador local do problema existe uma vizinhança B de x̄ tal que em B, x̄ é o único
minimizador do problema.
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do problema (local) de (PH) como:
ω(σ) := inf
x∈D(σ)∩B
f(x, σ), σ ∈ Σ.
Seja x̂ um ponto regular de (PH), segundo a Definição 3.2 isto significa que o
cone tangente ao conjunto com interior vazio D(σ) no ponto x̂ pode ser caracterizado por
aproximações lineares, ou seja,
CT (D(σ), x̂) = {w ∈ X : ∇xH(x̂, σ)w = 0}. (7.1)
Neste caso, essa condição corresponde a condição de qualificação LICQ, dada por exemplo
em [53]. Com isso segue o seguinte resultado de sensibilidade:
Teorema 7.1 (Levitin [59]) Sob as hipóteses assumidas em (PH) segue que ω é cont́ınuo
em σ̂, S(σ) 6= ∅, ∀σ ∈ Σ suficientemente próximo de σ̂ e,
sup
x∈S(σ)
dist(x, S(σ̂))→ 0, quando σ → σ̂
onde dist(x, S(σ̂)) = infz∈S(σ) ‖x − z‖, x ∈ X e S(σ) ⊂ X. Em particular, se x̂ é um
minimizador local estrito do problema não perturbado e B é escolhido de tal forma que x̂
é a única solução deste mesmo problema, então
sup
x∈S(σ)
‖x− x̂‖ → 0, quando σ → σ̂.
Além disso, temos que:
Proposição 7.2 (Levitin [59]) Para σ ∈ Σ, o seguinte limite superior linear é válido:
ω(σ) ≤ ω(σ̂) +O(‖σ − σ̂‖).
Teorema 7.3 (Bonnans e Shapiro [16]) Seja L(x, γ, σ) = f(x, σ)+〈γ,H(x, σ)〉 , σ ∈
Σ, x ∈ X e γ ∈ Y ∗, a Lagrangeana do problema (PH). Se x̂ é a única solução do problema
não perturbado, então temos que
ω′(σ̂, d) = 〈∇σL(x̂, γ̂, σ̂), d〉
é a derivada direcional de ω em σ̂ com respeito a qualquer direção d ∈ Σ. Em particular,
ω é Gâteaux diferenciável em σ̂.
Entretanto, nos casos mais gerais, hipóteses adicionais são necessárias para ga-
rantir a existência do limitante inferior de ω e dos limitantes nas soluções dos problemas
perturbados. A hipótese mais popular e natural neste contexto é a condição de cresci-
mento quadrático (CCQ) a qual consiste na existência de C > 0 e de uma vizinhança V
de x̂ tal que
f(x, σ̂) ≥ f(x̂, σ̂) + C‖x− x̂‖2, ∀x ∈ D(σ̂) ∩ V,
ou alguma condição que garanta (CCQ). No caso de um problema com restrições de
igualdade e desigualdade:
Minimizar f(x, σ)
sujeito a: x ∈ D(σ) ∩B. (PHg)
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com D(σ) = {x ∈ X : H(x, σ) = 0, g(x, σ) 5 0} onde g : X × Σ → IRm é uma aplicação
suave e as demais funções são como definidas no problema (PH).
Neste caso a Lagrangeana assume a forma: L(x, γ, µ, σ) = f(x, σ)+〈γ,H(x, σ)〉+
〈µ, g(x, σ)〉 , σ ∈ Σ, x ∈ X, γ ∈ Y ∗, e µ ∈ IRm.
Assim, temos a seguinte definição:
Definição 7.4 Sejam f(·, σ), H(·, σ) e g(·, σ) de classe C2 numa vizinhança de x̂(σ).
Dizemos que a condição suficiente de segunda ordem forte (FSC) é satisfeita em x̂(σ), se〈
d,∇2xxL(x̂(σ), γ(σ), µ(σ), σ)d
〉
> 0
para todo d 6= 0 tal que,
d ∈ {d ∈ X : ∇xH(x̂(σ), σ)d = 0, ∇xgs(x̂(σ), σ)d = 0, s ∈ I+(σ)} (7.2)
onde,
I+(σ) := {s ∈ I(σ) : µs(σ) > 0}
I(σ) := {s ∈ {1, . . . ,m} : gs(x̂(σ), σ) = 0} (7.3)
Observe que esta definição implica (CCQ).
Com isso, temos que se o problema (PHg) satisfaz as condições de independência
linear (LICQ) e suficiência de segunda ordem forte (FSC), nos trabalhos [1, 55, 83] os
autores provam que: se x̂ é minimizador local do problema não perturbado, existe uma
vizinhança V de x̂ tal que em V, x̂ é o único minimizador e que as soluções locais localmente
isoladas são localmente Lipschitz cont́ınuas e direcionalmente diferenciáveis. Se além disso
vale a condição de folgas complementares, ou seja, I+(σ) = I(σ) então a solução torna-se
diferenciável em função do parâmetro, veja [43]. Mais precisamente, temos o seguinte
resultado clássico de estabilidade e sensibilidade.
Teorema 7.5 (Malanowski [61]) Assuma que as funções f(·, σ), H(·, σ) e g(·, σ) do
problema (PHg) são C2 numa vizinhança de x̂(σ̂). Além disso, (LICQ) e (FSC) são
válidas em x̂(σ). Então existem as vizinhanças V1 de σ̂ em Σ e V2 de x̂(σ) em X, tais
que para cada σ ∈ V1, x̂(σ) é o único minimizador de (PHg) em V2 e (γ(σ), µ(σ)) são
os únicos multiplicadores de Lagrange associados. As funções x̂(·), γ(·), µ(·) são Lipschitz
continuas em V1 e direcionalmente diferenciáveis em σ̂. Além disso em cada direção d̃,
x̂(σ̂) = δ+x̂(σ̂, d̃) é a única solução do seguinte problema de programação quadrático, cujos







sujeito a: ∇xH(x̂(σ̂), σ̂) +∇σH(x̂(σ̂), σ̂)d̃ = 0
∇xGs(x̂(σ̂), σ̂)d+∇σGs(x̂(σ̂), σ̂)d̃
{
= 0, s ∈ I+(σ̂)
5 0, s ∈ I(σ̂)\I+(σ̂),
(PQσ̂,d0)
onde L(σ̂) := L(x̂(σ̂), γ(σ̂), µ(σ̂), σ).
Para prova e maiores detalhes veja também [55] e [83].
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7.2 Problema (PCDσ)
Sejam Σ um conjunto aberto em um espaço de Banach (real), o qual representa o
conjunto de parâmetros fact́ıveis e σ̂ ∈ Σ um parâmetro fixado. Para cada σ pertencente
a uma vizinhança V ⊂ Σ de σ̂, consideramos o seguinte problema de controle ótimo
discreto:
Minimizar J(xi, ui, σ) =
N−1∑
i=0
Φi (xi, ui, σ)
sujeito a: xi+1 = ϕi (xi, ui, σ) , i = 0, . . . , N − 1,
hi(xi, σ) = 0, gi(xi, σ) ≤ 0, i = 0, . . . , N,
h̃i(ui, σ) = 0, g̃i(ui, σ) ≤ 0, i = 0, . . . , N − 1,
K(x0, xN , σ) = 0,
(PCDσ)
onde Φi : IR
n × IRm × V → IR, ϕi : IRn × IRm × V → IRn, hi : IRn × V → IRr1 ,
gi : IR
n × V → IRs1 , h̃i : IRm × V → IRr2 , g̃i : IRn × V → IRs2 , K : IRn × IRn × V → IRk,
são funções continuamente diferenciáveis para todo i = 1, . . . , N . Assumiremos ainda que
r1 ≤ n, r2 ≤ m e k ≤ 2n.
Podemos rescrever (PCDσ) como o seguinte problema de programação matemática:
Minimizar J(α, σ)
sujeito a: H(α, σ) = 0
G(α, σ) 5 0
(α, σ) ∈ X := X × U × V.
(POEσ)
onde α = (x, u) ∈ X × U ,
J : X→ IR; J(α, σ) =
N−1∑
i=0
Φi (xi, ui, σ) (7.4)
H : X→ IRn(N) × IRr1(N+1) × IRr2(N) × IRk;
H(α, σ) = (H1(α, σ), H2(α, σ), H3(α, σ), H4(α, σ))
(7.5)
sendo
H1i+1(αi, σ) = (x
1
i+1 − ϕ1i (xi, ui, σ) , . . . , xni+1 − ϕni (xi, ui, σ))
H2i (αi, σ) = (h
1
i (xi, σ), . . . , h
r1
i (xi, σ))
H3i (αi, σ) = (h̃
1
i (ui, σ), . . . , h̃
r2
i (ui, σ))
H1(α, σ) = (x1 − ϕ0 (x0, u0, σ) , . . . , xN − ϕN−1 (xN−1, uN−1, σ))
H2(α, σ) = (h0(x0, σ), . . . , hN(xN , σ))
H3(α, σ) = (h̃0(u0, σ), . . . , h̃N−1(uN−1, σ)), H
4(α, σ) = K(x0, xN , σ).
G : X→ IRs1(N+1) × IRs2(N);
G(α, σ) = (G1(α, σ), G2(α, σ))
(7.6)
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onde
G1i (αi, σ) = (g
1
i (xi, σ), . . . , g
s1
i (xi, σ))
G2i (αi, σ) = (g̃
1
i (ui, σ), . . . , g̃
s2
i (ui, σ))
G1(α, σ) = (g0(x0, σ), . . . , gN(xN , σ)),
G2(α, σ) = (g̃0(u0, σ), . . . , g̃N−1(uN−1, σ)).
Assumiremos que para cada σ ∈ V o conjunto fact́ıvel de (PCDσ) é não vazio e
existe um minimizador local (x(σ), u(σ)). Nosso interesse é fazer uma análise da estabili-
dade e sensibilidade de um processo (x(σ), u(σ)) na vizinhança V de σ̂, ou seja, investigar
as propriedades de continuidade e diferenciabilidade de (x(σ), u(σ)), tratado como uma
função de parâmetro σ.
Em nossa análise vamos utilizar os resultados de estabilidade e sensibilidade da
programação matemática obtidos em [43, 55, 83]. Usando uma estrutura espećıfica das
funções J, H e G em (POEσ) reformularemos estes resultados nos termos dos dados do
problema original (PCDσ).




I1i (σ) = {s ∈ {1, . . . , s1} : gsi (xi(σ), σ) = 0} , i = 0, . . . , N, (7.7)
Ĩ1i (σ) =
{
t ∈ {1, . . . , s2} : g̃ti(ui(σ), σ) = 0
}
, i = 0, . . . , N − 1. (7.8)
7.2.1 Condição de Independência Linear
Analisaremos nesta seção a condição de independência linear, como apresentada
na definição abaixo.
Definição 7.6 Sejam H(·, ·, σ) e G(·, ·, σ) de classe C1 para todo σ ∈ V . Dizemos que a
condição de qualificação de independência linear (LICQ) é satisfeita em (x(σ), u(σ)) se o
conjunto dos gradientes das restrições de desigualdades ativas e de restrição de igualdade
são linearmente independentes.
É conhecido (veja [50]) que a condição (LICQ) é equivalente a que o operador








Aqui G(α(σ), σ) denota a matriz diagonal (s1(N+1)+s2(N))×(s1(N+1)+s2(N))
cujos elementos diagonais são gsi (xi(σ), σ) e g̃
t
i(ui(σ), σ), nesta ordem.
Para simplificar a notação tomaremos ϕi(σ) = ϕi(xi(σ), ui(σ), σ), hi(σ) = hi(xi(σ), σ),
h̃i(σ) = h̃i(ui(σ), σ), K(σ) = K(x0(σ), xN(σ), σ), gi(σ) = gi(xi(σ), σ) e g̃i(σ) = g̃i(ui(σ), σ).
Graças à estrutura do problema de controle ótimo discreto (PCDσ) a condição
de independência linear pode ser checada independentemente em cada estágio i = 0, . . . ,
N − 1, como é formulado a seguir:
Lema 7.7 Assuma que
gs0(x0, σ) < 0, s = 1, . . . , s1. (7.10)
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Então (LICQ) é satisfeita em (x(σ), u(σ)) de (PCDσ) se e somente se os seguintes ope-
radores
Ai(σ) : IR








Aqui g̃i(σ) e gi(σ) são matrizes diagonais (s2 × s2) e (s1 × s1), cujos elementos
diagonais são g̃ti(σ) e g
s
i (σ), respectivamente.
Demonstração. Segue de (7.9) que (LICQ) é satisfeita para (PCDσ) se e somente se o
seguinte sistema:
wi+1 −∇xϕi (σ)wi +∇uϕi (σ) vi = ai (7.12)
∇x0K(σ)w0 +∇xNK(σ)wN = b0 (7.13)
∇hi(σ)wi = ci (7.14)
∇h̃i(σ)vi = di (7.15)
∇gi(σ)wi + gi(σ)zi = ei, i = 0, . . . , N − 1, (7.16)
∇g̃i(σ)vi + g̃i(σ)yi = fi, (7.17)
tem solução para quaisquer ai ∈ IRn, b0 ∈ IRk, ci ∈ IRr1 , di ∈ IRr2 , ei ∈ IRs1 e fi ∈ IRs2 .
De (7.16) temos
∇g0(σ)w0 + g0(σ)z0 = e0 (7.18)
∇gi+1(σ)wi+1 + gi+1(σ)zi+1 −∇gi(σ)wi − gi(σ)zi = ei+1 − ei, i = 1, . . . , N − 1, (7.19)
ou ainda,
∇gi+1(σ)wi+1 + gi+1(σ)(zi+1 − zi) = ei+1 − ei +∇gi(σ)wi + (gi(σ)− gi+1(σ))zi, (7.20)
i = 1, . . . , N − 1.
Multiplicando (7.12) por ∇gi+1(σ) e subtraindo o resultado obtido de (7.20) obtemos
∇gi+1(σ)∇uϕi (σ) vi + gi+1(σ)(zi+1 − zi) =
(∇gi(σ)−∇xϕi (σ))wi + (gi(σ)− gi+1(σ))zi + ei+1 − ei −∇gi+1(σ)ai =
B1i (σ)wi +B
2
i (σ)zi + êi,
(7.21)
onde,
B1i (σ) := ∇gi(σ)−∇xϕi (σ)
B2i (σ) := gi(σ)− gi+1(σ)
êi := ei+1 − ei −∇gi+1(σ)ai.
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É fácil ver que (7.22) tem uma solução para qualquer (fi, êi) se, e somente se,
Ai(σ) é sobrejetiva. Neste caso, (7.22) é satisfeita se tomarmos viyi
zi+1 − zi








i (σ)zi + êi
]
:=
 θ̂11i (σ) + θ̂12i (σ)wi + θ̂13i (σ)ziθ̂21i (σ) + θ̂22i (σ)wi + θ̂23i (σ)zi
θ̂31i (σ) + θ̂
32







−1 := Θi(σ) é a matriz por blocos
Θi(σ) =





Agora de (7.12), (7.14), (7.15) e (7.23) obtemos
wi+1 − (∇xϕi (σ) +∇uϕi (σ) θ̂12i (σ))wi −∇uϕi (σ) θ̂13i (σ)vi =
ai +∇uϕi (σ) θ̂11i (σ) := âi,
(7.24)
zi+1 − zi − θ̂32i (σ)wi − θ̂33i (σ)zi = θ̂31i (σ) := θ̂i (7.25)
∇hi(σ)wi := ci (7.26)
∇h̃i(σ)θ̂12i (σ)wi +∇h̃i(σ)θ̂13i (σ)zi = di − θ̂11i (σ) := d̂i. (7.27)
Por outro lado, (7.13) juntamente com (7.18) e a hipótese (7.10) fornecem
∇x0K(σ)w0 +∇xNK(σ)wN := b0 (7.28)
z0 = g
−1
0 (σ)(e0 −∇g0(σ)w0) := ê0. (7.29)
É obvio que (7.24)-(7.29) são unicamente determinados por (wi, zi) para qualquer
âi, δ̂i, d̂i, ê0, isto é, para qualquer ai, b0, ci, di, ei, fi. Em posse de (wi, zi) encontramos vi e
yi por (7.23).
E com isto finalizamos a prova.
7.2.2 Condição Suficiente de Segunda Ordem Forte
No que se segue procederemos à análise da condição suficiente de segunda ordem
forte (FSC) para o problema (PCDσ). Para isso consideraremos o Lagrangeano
L : IRn(N+1) × IRm(N) × IRn(N) × IRr1(N+1) × IRr2(N) × IRk × IRs1(N+1) × IRs2(N) × V → IR
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Assumiremos que (LICQ) vale para (PCDσ). Então, em particular, os multiplicadores
de Lagrange p(σ), γ1(σ), γ2(σ), γ3(σ), µ1(σ) e µ2(σ) são unicamente determinados.
Por simplicidade denotaremos
L(x(σ), u(σ), p(σ), γ1(σ), γ2(σ), γ3(σ), µ1(σ), µ2(σ), σ) := L(σ). (7.31)
Segue da Definição 7.4 que a condição suficiente de segunda ordem forte (FSC)



















para todo (w, v) 6= 0 tal que
wi+1 = ∇xϕi (σ)wi +∇uϕi (σ) vi, i = 0, . . . , N − 1,
∇x0K(σ)w0 +∇xNK(σ)wN = 0,
∇hi(σ)wi = 0, i = 0, . . . , N,
∇h̃i(σ)vi = 0, i = 0, . . . , N − 1,
∇gsi (σ)wi = 0, s ∈ I1+i (σ), i = 0, . . . , N,









t ∈ Ĩ1i (σ) : µ2ti (σ) > 0
}
, (7.33)
e I1i (σ), Ĩ
1
i (σ) são como dados em (7.7) e (7.8).
Lema 7.8 Suponha que (LICQ) vale para (PCDσ). Então (FSC) é satisfeita se e so-




















wi+1 = ∇xϕi (σ)wi +∇uϕi (σ) vi, i = 0, . . . , N − 1,
∇x0K(σ)w0 +∇xNK(σ)wN = a,
∇hi(σ)wi = 0, i = 0, . . . , N,
∇h̃i(σ)vi = 0, i = 0, . . . , N − 1,
∇gsi (σ)wi = 0, s ∈ I1+i (σ), i = 0, . . . , N,
∇g̃ti(σ)vi = 0, t ∈ Ĩ1+i (σ), i = 0, . . . , N − 1.
tem uma única solução para qualquer a ∈ IRk.
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Demonstração. Inicialmente consideramos o caso homogêneo, isto é, quando a = 0. O
problema (QCσ,0) tem solução se e somente se o funcional objetivo é não negativo para
todo processo fact́ıvel.
De fato, suponha que exista um (w,v) fact́ıvel de (QCσ,a) para o qual o funcional
objetivo é negativo, escolhendo se necessário (w,v) = β(w,v), com β > 0 arbitrariamente
grande, obtemos que o funcional objetivo é arbitrariamente negativo, ou seja, (QCσ,0) não
tem solução.
Se (QCσ,0) tem solução, então (w,v) ≡ (0,0) é uma solução. Além disso, se
a solução é única então (FSC) ocorre. Certamente, se (FSC) ocorre então (QCσ,0) tem
única solução (w,v) ≡ (0,0).
Portanto, para completar a prova é suficiente mostrar que (LICQ) e (FSC) im-
plicam a existência e unicidade da solução de (QCσ,a) para qualquer a ∈ IRk.
Notemos que, usando o mesmo argumento utilizado na prova do Lema 7.7, encon-
tramos que para qualquer a ∈ IRk existe um par (w̄(σ), v̄(σ)) satisfazendo as restrições do
problema (QCσ,a). Introduzindo novas variáveis: z = w− w̄(σ) e y = v− v̄(σ) temos que
(QCσ,a) formulado em termos de (z, y) possui restrições homogêneas e consequentemente
(de (FSC)) tem solução única. E assim encerramos a demonstração.
Observemos que as condições suficientes de segunda ordem forte (FSC) podem ser
verificadas através da existência e unicidade de solução do problema auxiliar de controle
ótimo quadrático (QCσ,a).
7.2.3 Resultado de Estabilidade e Sensibilidade
Agora estamos em condições de estabelecer os resultados de estabilidade e sensi-
bilidade para o problema de controle ótimo discreto (PCDσ). É obvio que para garantir
que as condições (LICQ) e (FSC) sejam satisfeitas necessitamos que todas as funções
envolvidas no problema sejam de classe C2 numa vizinhança de (x(σ̂), u(σ̂), σ̂). Como
consequência dos Lemas 7.7 e 7.8, obtemos:
Teorema 7.9 Assuma que:
i. As funções de (PCDσ) são de classe C
2 numa vizinhança de (x(σ̂), u(σ̂), σ̂),
ii. gs0(x0(σ̂), σ̂) < 0, s = 1, . . . , s1,
iii. para σ = σ̂ as matrizes Ai(σ) em (7.11) tem posto completo,
iv. o problema de controle ótimo quadrático (QCσ̂,a) tem uma única solução para qual-
quer a ∈ IRk.
(a) Então existem vizinhanças V (σ̂) ⊂ Σ e U(x(σ̂), u(σ̂)) ⊂ IRn(N+1)+m(N), tais
que para cada σ ∈ V (σ̂), (x(σ̂), u(σ̂)) é o único minimizador de (PCDσ) em U(x(σ̂), u(σ̂))
e p(σ), γ1(σ), γ2(σ), γ3(σ), µ1(σ), µ2(σ) são os únicos multiplicadores de Lagrange asso-
ciados.
(b) As funções x(·), u(·), p(·),γ1(·), γ2(·), γ3(·), µ1(·), µ2(·) são Lipschitz cont́ınuas
em V (σ̂) e direcionalmente diferenciáveis em σ̂.
(c) Além disso, para cada direção d, (x̂, û) é processo ótimo do problema de
controle ótimo quadrático abaixo, onde x̂(σ̂) = δ+σ x(σ̂, d) e û(σ̂) = δ
+
σ u(σ̂, d), cujos únicos
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multiplicadores associados são p(σ̂) = δ+σ p(σ̂, d), γ
1(σ̂) = δ+σ γ
1(σ̂, d), γ2(σ̂) = δ+σ γ
2(σ̂, d),
γ3(σ̂) = δ+σ γ
3(σ̂, d), µ1(σ̂) = δ+σ µ





































wi+1 = ∇xϕi (σ̂)wi +∇uϕi (σ̂) vi +∇σϕi (σ̂) d, i = 0, . . . , N − 1,
∇x0K(σ̂)w0 +∇xNK(σ̂)wN +∇σK(σ̂)d = 0,
∇xhi(σ̂)wi +∇σhi(σ̂)d = 0, i = 0, . . . , N,
∇uh̃i(σ̂)vi +∇σh̃i(σ̂)d = 0, i = 0, . . . , N − 1,
(QCσ̂,d)
∇xgsi (σ̂)wi +∇σgsi (σ̂)d
{
= 0, s ∈ I1+i (σ̂)
5 0, s ∈ I1i (σ̂)\I
1+
i (σ̂),
i = 0, . . . , N
∇ug̃ti(σ̂)wi +∇σ g̃ti(σ̂)d
{
= 0, t ∈ Ĩ1+i (σ̂)
5 0, t ∈ Ĩ1i (σ̂)\Ĩ
1+
i (σ̂),
i = 0, . . . , N − 1.
Note que no Teorema 7.9, a condição (FSC) nos permite garantir que o problema auxiliar
(QCσ̂,d) possui solução única enquanto à condição (LICQ) está associado a unicidade dos
multiplicadores de Lagrange.
Ainda da equivalência dos problemas (PCDσ) e (POEσ) outros resultados co-
nhecidos da programação matemática podem ser adaptados aos problemas de controle
ótimo discreto. Em particular, usando o resultado de estabilidade estabelecido por Fiacco
[43] com respeito à diferenciabilidade cont́ınua das soluções (relativas ao parâmetro) de
problemas de programação matemática, obtemos:
Corolário 7.10 Se no Teorema 7.9 em adição às hipóteses (i)-(iv), a condição de com-
plementaridade estrita é válida em σ̂, isto é,
(v)
I1i (σ̂) = I
1+
i (σ̂), i = 0, . . . , N
Ĩ1i (σ̂) = Ĩ
1+
i (σ̂), i = 0, . . . , N − 1,
(7.34)
sendo I1+i (σ̂) e Ĩ
1+
i (σ̂) dados por (7.32) e (7.33), respectivamente, então (x(·), u(·)) é
diferenciável numa vizinhança de σ̂. A derivada é dada como solução de (QCσ̂,d) onde as
restrições de desigualdade se anulam.
7.3 Problema (PCHσ)
No ińıcio deste caṕıtulo apontamos alguns aspectos a respeito do problema de
programação matemática (PH). Este tipo de problema merece uma atenção especial por-
que esta configuração clássica remete aos fundamentos da análise não linear e otimização.
Grosso modo, como veremos abaixo, algumas propriedades de problemas com restrições
de igualdade não regulares tornam-se muito similares àquelas dos problemas regulares.
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Seja o seguinte problema de controle ótimo discreto, definido para cada σ ∈ V ⊂
Σ:
Minimizar J(xi, ui, σ) =
N−1∑
i=0
Φi (xi, ui, σ)
sujeito a: xi+1 = ϕi (xi, ui, σ) , i = 0, . . . , N − 1,
hi(xi, σ) = 0, i = 0, . . . , N,
h̃i(ui, σ) = 0, i = 0, . . . , N − 1,
K(x0, xN , σ) = 0,
(PCHσ)
onde as funções são dadas como no problema (PDCσ).
Naturalmente o problema de programação matemática equivalente a (PCHσ) é:
Minimizar J(α, σ)
sujeito a: H(α, σ) = 0
onde J e H são como (7.4) e (7.5), α = (x, u) ∈ X × U .
Neste caso, existe uma vizinhança V̄ de α̂ = (x̂, û) tal que α̂ é solução global do
problema não perturbado restrito a V̄ :
Minimizar J(α, σ̂)
sujeito a: H(α, σ̂) = 0
α ∈ V̄
(POHσ̂)
onde assumimos V̄ um conjunto compacto em X×U . E definimos o problema perturbado
como o seguinte problema de programação matemática:
Minimizar J(α, σ)
sujeito a: H(α, σ) = 0
α ∈ V̄
(POHσ)
De tal maneira que S(σ) é conjunto de soluções do problema (POHσ),
ω(σ) = inf
(x̂,û)∈D(σ)∩V̄
J(α, σ), σ ∈ Σ
o valor ótimo da função do problema (POHσ), onde D(σ) := {α ∈ X×U : H(α, σ) = 0},
o Lagrangeano é dado em (7.30) e
Λ(α̂, σ̂) =
{
γ = (p, γ1, γ2, γ3) ∈ Y ∗ = (IRn(N) × IRr1(N+1) × IRr2(N) × IRk)∗ :
∇xL(σ̂) +∇uL(σ̂) = 0}
(7.35)
é o conjunto dos multiplicadores de Lagrange do problema (POHσ) onde, L(σ) é como
em (7.31).
Além disso, temos a seguinte definição de condição suficiente de segunda ordem.
Definição 7.11 (Arutyunov e Izmailov [4]) A condição suficiente de segunda ordem
(SOSC) é válida em α̂ se Λ(α̂, σ̂) 6= ∅ e ∀d ∈ Ker∇αH(α̂, σ̂), d 6= 0,∃γ ∈ Λ(α̂, σ̂) tal que
∇2ααL(σ̂)[d, d] > 0.
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Assumimos a priori que a seguinte condição não é válida:
Im∇αH(α̂, σ̂) = Y
com Y = (IRn(N)× IRr1(N+1)× IRr2(N)× IRk). Isto implica que a condição de regularidade
7.1, não é satisfeita para o problema (POH)σ.
Seja α̂ ∈ D(σ̂). Assuma que Y1 = Im∇αH(α̂, σ̂) é um subespaço fechado em Y
e tem Y ⊥1 como seu subespaço complementar. Considere o seguinte operador:
Ψ(P, d) : X × U → Y ; Ψ(P, d) = ∇αH(α̂, σ̂) + P∇2ααH(α̂, σ̂)d, d ∈ X × U, (7.36)
onde P é o projetor ortogonal de Y ⊥1 em Y .
Então, temos o seguinte resultado:
Teorema 7.12 (Arutyunov e Izmailov [4]) Seja α̂ uma solução do problema não per-
turbado (POHσ̂). Se α̂ é um ponto 2-regular no sentido da Definição 5.4 e além disso,
vale a condição (SOSC) e ImΨ(P, d) = Y , então, existe uma vizinhança V1 de α̂ tal que
para σ ∈ Σ
sup
α∈S(σ)
‖α− α̂‖ → 0, quando σ → σ̂.
Em particular, se α̂ é a única solução de POHσ̂, então
sup
α∈S(σ)
‖α− α̂‖ = O(‖σ − σ̂‖
1
2 ), e ω(σ) = ω(σ̂) +O(‖σ − σ̂‖).
A prova deste teorema pode ser encontrada em [4] ou ainda, [65].
Observação 7.1 1. Observemos que a hipótese de que α̂ é um ponto 2-regular, se-
gundo a Definição 5.4 juntamente com a hipótese de que ImΨ(P, d) = Y implica
na hipótese (H1) do Teorema 12 de [4].
2. É importante ressaltar ainda que da equivalência entre a 2-regularidade da Definição
5.4 e da Definição 5.8 (provada no Lema 5.9), basta assumir que o problema (PCHσ)
seja 2-regular no sentido da Definição 5.8.
Caṕıtulo 8
Problemas Não-Suaves
Neste caṕıtulo abordaremos problemas não-suaves tanto no contexto da pro-
gramação matemática quanto sob a perspectiva do controle ótimo discreto.
Na Seção 8.1 recordaremos algumas definições e resultados básicos da Análise
Não-Suave e apresentamos alguns resultados a um problema de programação matemática
espećıfico. Na Seção 8.2 demonstraremos o Prinćıpio do Máximo Discreto para uma
certa classe de problemas de controle ótimo discreto com restrições de igualdade e de
desigualdade.
8.1 Problemas de Otimização Não-Diferenciáveis
Nesta seção, consideraremos o seguinte problema de Otimização Não-Diferenciável:
Minimizar f(x) := (f1(x), · · · , fp(x))
sujeito a: gi(x) ≤ 0, i = 1, · · · ,m
hj(x) = 0, j = 1, · · · , r
x ∈ C
(MOP)
onde fk, gi, hj : Ω ⊂ Rn → R, Ω é um conjunto aberto que contém o conjunto C e C é
um subconjunto fechado e não vazio de Rn. As funções envolvidas são todas localmente
Lipschitz em Ω, p ≥ 1.
Utilizaremos aqui as ferramentas da Análise Não-Suave de Clarke - derivadas
e gradientes de Clarke para estudarmos este problema e também utilizaremos noções
adequadas de convexidade generalizada.
Discutiremos a relação existente entre calmness1 e eficiência própria para uma
certa classe de problemas multiobjetivos não diferenciáveis. Estes resultados aparente-
mente estão desvinculados do tema desta Tese. Entretanto, esta desvinculação é apenas
aparente, uma vez que todo problema de controle ótimo discreto pode ser reformulado
como um problema de programação matemática - conforme fora longamente explanado
ao longo deste trabalho.
É conhecido na literatura especializada que a propriedade de calmness é uma
condição de regularidade básica para o estudo do comportamento de sensibilidade de pro-
blemas variacionais sujeitos a perturbações. Veja por exemplo, as referências [22, 60].
1 Preferimos não traduzir o termo “calmness” para o português.
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Também é conhecida a relação existente entre a propriedade de calmness para problemas
de otimização (escalar) com restrições e a validade da penalização exata. Veja [26, 86] e
[98], por exemplo. Assim sendo, o estudo desta propriedade é de relevância tanto teórica
quanto abstrata. Dáı, nosso interesse em estudá-la. Por outro lado, para problemas de
programação multiobjetivo não diferenciáveis, Benson e Morin [10] estabelecem algumas
relações existentes entre as soluções propriamente Pareto e a propriedade de estabilidade
para um certo problema (escalar) relacionado ao problema original. Mais precisamente,
demonstram uma condição necessária e suficiente para que uma solução Pareto seja propri-
amente Pareto. Tal condição se expressa em termos da estabilidade de um certo problema
escalar. Para isto, os autores assumem que os dados do problema são convexos.
Nesta Seção, obteremos um resultado semelhante a este, para uma certa classe
de problemas multiobjetivos não convexos, utilizaremos uma noção de convexidade gene-
ralizada e também o conceito de calmness.
Esta Seção tem a seguinte estrutura: Na Subseção 8.1.1, apresentamos os resul-
tados básicos de Análise Não Suave que serão necessários e as definições de convexidade
generalizada que serão utilizadas na discussão subsequente; na Subseção 8.1.2 discuti-
remos a propriedade de calmness, teoremas de dualidade e pontos de sela (para o caso
p = 1) e, na Subseção 8.1.3 discutiremos as relações existentes entre as soluções propri-
amente Pareto de (MOP) e a propriedade de calmness de uma certa classe de problemas
escalarizados.
8.1.1 Resultados Básicos de Análise não-suave
Neste Caṕıtulo, assumiremos que o espaço Rn está munido do produto interno
usual o qual denotaremos 〈·, ·〉 e a norma associada a este produto será denotada || · ||.
Admitiremos que este espaço está munido da topologia induzida pela norma || · ||.
Sejam Ω um subconjunto aberto e não vazio de Rn e φ : Ω → R uma função
dada. Diremos que φ é Lipschitz próximo de x ∈ Ω se existem δ > 0 e k = k(x, δ) > 0
tais que
|φ(x1)− φ(x2)| ≤ k||x1 − x2||
para quaisquer x1, x2 ∈ Ω∩B(x, δ), onde B(x, δ) é a bola aberta de centro em x e raio δ.
Além disto, se φ é Lipschitz próximo de x, para todo x ∈ Ω, diremos simplesmente que φ
é localmente Lipschitz em Ω.
Suponha agora que a função φ é localmente Lipschitz em Ω. Sejam fixados x ∈ Ω
um ponto e v ∈ Rn uma direção. A derivada direcional generalizada (no sentido de
Clarke) de φ em x, na direção v, é dada por
φ0(x; v) = lim sup
y→x
λ→0+
φ(y + λv)− φ(y)
λ
e o subdiferencial (de Clarke) de φ em x ∈ Ω é o conjunto
∂φ(x) = {ξ ∈ Rn : φ0(x; v) ≤ 〈ξ, v〉,∀v ∈ Rn}.
Algumas das principais propriedades da derivada e do subdiferencial de Clarke
são dadas na seguinte proposição.
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Proposição 8.1 Seja φ : Ω→ R uma função localmente Lipschitz em Ω, com constante
k. Então:
1. A função v 7−→ φ0(x; v) é finita, sublinear e satisfaz |φ0(x; v)| ≤ k||v||, ∀v ∈ Rn;
2. Para cada x ∈ Ω, o conjunto ∂φ(x) é convexo, compacto e não vazio. Além disto,
||ξ|| ≤ k, para todo ξ ∈ ∂φ(x);
3. Para todo v ∈ Rn, tem-se φ0(x; v) = max{〈ξ, v〉 : ξ ∈ ∂φ(x)};
4. ξ ∈ ∂φ(x) se, e somente se, φ0(x; v) ≥ 〈ξ, v〉, para todo v ∈ Rn.
Para obtermos condições de otimalidade em termos destes conceitos, necessitare-
mos relembrar as noções de vetor tangente e de vetor normal.
Inicialmente observamos que se C é um subconjunto não vazio de Rn, então a
função distância dC : Rn → R definida por dC(x) = infy∈C ||y − x|| não é diferenciável,
mas é globalmente Lipschitz - neste caso, com constante de Lipschitz igual a 1.
Sejam C ⊂ Rn e x ∈ C. Dizemos que v ∈ Rn é um vetor tangente a C em x se
d0C(x; v) = 0. O conjunto dos vetores tangentes será denotado TC(x) e é chamado cone
tangente (de Clarke). Por polaridade, se define o cone normal (de Clarke),
NC(x) = {ξ ∈ Rn : 〈ξ, v〉 ≤ 0,∀v ∈ TC(x)}.
Pode-se demonstrar que estes cones coincidem com os cones tangente e normal
(usuais, da Análise Convexa), quando C é um conjunto convexo. Além disto, para cada
x ∈ C, estes conjuntos são, ambos, cones convexos e fechados.
Por fim, recordamos um resultado que estabelece uma condição necessária de
otimalidade em termos de uma condição estacionária.
Proposição 8.2 Sejam φ : Ω ⊂ Rn → R uma função definida no conjunto aberto Ω e C
um subconjunto não vazio de Ω. Se x∗ é um minimizador de φ em C, então vale a inclusão
0 ∈ ∂φ(x∗) +NC(x∗). (8.1)
(Além disto, um ponto x∗ ∈ C que satisfaz (8.1) é chamado ponto estacionário de φ em
C)
Observação 8.1 1. Das considerações feitas, a equação (8.1) é equivalente a
φ0(x∗; v) ≥ 0,∀v ∈ TC(x∗).
2. Para o caso mais simples em que C = Ω = Rn (ou mais geralmente, se C é um
subconjunto aberto e não vazio de Rn) tem-se TC(x∗) = Rn e portanto NC(x∗) = {0}
e (8.1) se torna
0 ∈ ∂φ(x∗).
3. Se φ é continuamente diferenciável em C e C é aberto, tem-se ∂φ(x∗) = {∇φ(x∗)}
(e, neste caso, (8.1) se torna ∇φ(x∗) = 0).
Para mais detalhes sobre Análise Não-diferenciável de Clarke, consulte por exem-
plo [26].
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Noções de convexidade generalizada
Utilizaremos neste trabalho as seguintes noções de convexidade generalizadas in-
troduzidas por Phoung, Sach e Yen [80]:
Definição 8.3 Sejam Ω um subconjunto aberto e não vazio de Rn, φ : Ω → R uma
função localmente Lipschitz em Ω e C um subconjunto não vazio de Ω. (i) Dizemos que
φ é invexa em x0 no conjunto C se para todo y ∈ C, existe um vetor η(y, x0) ∈ TC(x0)
satisfazendo
φ(y)− φ(x0) ≥ φ0(x0; η(y, x0)).
(ii) Dizemos que φ é infine2 em x0 no conjunto C se para todo y ∈ C, existe um
vetor η(y, x0) ∈ TC(x0) satisfazendo
φ(y)− φ(x0) = φ0(x0; η(y, x0)).
Definição 8.4 Sejam Ω um subconjunto aberto e não vazio de Rn, fk : Ω→ R, gi : Ω→
R (k = 1, · · ·m, i = 1, · · · , r) funções localmente Lipschitz em Ω e C um subconjunto
não vazio de Ω. Sejam, ainda, f(x) = (f1(x), · · · , fm(x)) e g(x) = (g1(x), · · · , gr(x)).
Diremos que (f, g) é invex-infine em x0 no conjunto C se as funções fk (k = 1, · · · ,m)
são invexas em x0, as funções gi (i = 1, · · · , r) são infine em x0 no conjunto C, com
respeito a uma mesma η.
Uma interessante propriedade desta classe de funções é que elas satisfazem uma
generalização do Teorema de Alternativa de Motzkin, a qual utilizaremos neste trabalho
na obtenção de alguns de nossos resultados, como se verá nas próximas subseções. Antes
de enunciá-lo, fixaremos a notação utilizada neste enunciado.
Considere os conjuntos de ı́ndices:









Para cada x0 ∈ C fixado, definem-se:
K0 : = {k ∈ K : fk(x0) = s(x0)}
I0 : = {i ∈ I : gi(x0) = s(x0)}
J0 : = {j ∈ J : |hj(x0)| = s(x0)}
I ′0 = I0 ∪ J0.
Definição 8.5 Diremos que a condição (CQ) vale em x0 ∈ C se não existem escalares








Por fim, podemos enunciar o Teorema de Motzkin Generalizado:
2 Preferimos não traduzir o termo “infine”para o português e igualmente para o termo “invex-infine”.
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Teorema 8.6 (Teorema de Motzkin Generalizado) (Sach, Lee e Kim [89]) Assuma
que a função s atinge seu mı́nimo em C no ponto x0 ∈ C e que ((fK0 , gI0);hJ0) é invex-
infine em x0 no conjunto C. Suponha também que a condição (CQ) é válida em x0 e que
o sistema
f(x) 5 0, g(x) 5 0, h(x) = 0, x ∈ C
possui pelo menos uma solução x ∈ Rn. Então, uma e somente uma das seguintes
condições é satisfeita:
(i) O sistema f(x) < 0, g(x) 5 0, h(x) = 0, x ∈ C tem uma solução;





j∈J γjhj(x) ≥ 0,∀x ∈ C.
Sobre a notação utilizada aqui: fK0(x) = (fk(x))k∈K0 , αK = (αk)k∈K , etc.
Vale observar que, na ausência de restrições de igualdade, este Teorema se colapsa
no Teorema de Gordan Generalizado, obtido por Brandão et al. [23].
8.1.2 Condições de Ponto de Sela, Dualidade e calmness
O conceito de calmness está muito relacionado à análise de estabilidade de pro-
blemas de otimização (escalares).
Vamos considerar a seguinte famı́lia de problemas: Para cada p = (p1, · · · , pm) ∈
Rm, q = (q1, · · · , qr) ∈ Rr se define
Minimizar f(x)
sujeito a: gj(x) ≤ pj, j = 1, · · · ,m
hk(x) = qk, k = 1, · · · , r
x ∈ C
(P(p, q))
onde onde f, gi, hj : Ω ⊂ Rn → R, Ω é um conjunto aberto que contém o conjunto C e C é
um subconjunto fechado e não vazio de Rn. Por simplicidade, nesta subseção denotaremos
o problema (P(0, 0)) por (P).
Além disto, definiremos também a função valor associada ao problema (P(p, q)),
V : Rm × Rr → R ∪ {+∞,−∞},
V (p, q) = inf{f(x) : x ∈ C, g(x) 5 p, h(x) = q}.
Definição 8.7 (Clarke [29]) (i) Seja x uma solução de (P). Dizemos que o problema
(P) é calmo em x se existem escalares ε > 0, M > 0 tais que p ∈ Rm, q ∈ Rr, ||(p, q)|| < ε
e x′ ∈ B(x, ε) fact́ıvel para (P(p, q)) tem-se
f(x′)− f(x) +M ||(p, q)|| ≥ 0.





V (p, q)− V (0, 0)
||(p, q)||
> −∞.
Observação 8.2 Pode-se demonstrar que se (P) é calmo, então (P) é calmo em cada
solução x de (P). (Veja Proposição 6.4.2, de [26]). Além disto, é imediato da definição:
Se V é Lipschitz perto da origem, então (P) é calmo.
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Teorema 8.8 (Fritz-John [29]) Se x∗ é solução local de (P), então existem escalares
λ, µi, νj (i = 1, · · · ,m, j = 1, · · · , r) não todos nulos e tais que














Se (8.2) se cumpre com λ = 1, dizemos que x∗ é um ponto KKT de (P).
Observação 8.3 A propriedade de calmness está muito relacionada à regularidade do
problema (P). De fato, se x∗ é uma solução de (P) e o problema (P) é calmo em x∗,
então λ 6= 0 em (8.2). (Veja Proposição 6.4.4 de [26]).
É bastante conhecida na literatura as relações existentes entre convexidade, oti-
malidade e pontos de sela. Esses conceitos são relacionados através de alguma condição
de qualificação e alguma noção de convexidade generalizada. Veja [64], [90] e [92], por
exemplo. Nossos resultados foram obtidos utilizando os conceitos de invexidade e de
calmness.
Recordemos que uma terna (x∗, µ∗, γ∗) ∈ Rn×Rm+×Rr é chamado ponto de sela
do problema (P) se satisfaz
L(x∗, µ, γ) ≤ L(x∗, µ∗, γ∗) ≤ L(x, µ∗, γ∗), ∀µ ∈ Rm+ , γ ∈ Rr, x ∈ C
onde L(x, µ, γ) = f(x) + 〈µ, g(x)〉 + 〈γ, h(x)〉 (x ∈ Rn, µ ∈ Rm+ , γ ∈ Rr) é a função
Lagrangeana.
Se ((f, g), h) é invex-infine em x0 no conjunto C e x0 ∈ C é um ponto KKT de
(P), então x0 é solução de (P). (De fato, sob estas hipóteses, x0 é um ponto estacionário de
L(·, µ∗, γ∗) e a função Lagrangeana é invexa com respeito a η em x0 no conjunto C. Logo,
x0 minimiza L(·, µ∗, γ∗) sobre C. Deste fato e das condições de factibilidade segue que x0
é solução de (P)).
No que se segue, estabeleceremos as relações existentes entre as soluções de (P)
e a condição de ponto de sela.
Proposição 8.9 Seja x∗ uma solução de (P). Suponha que (P) é calmo em x∗ e que
((f, g);h) é invex-infine em x∗ no conjunto C. Então, existem µ∗ ∈ Rm+ , γ∗ ∈ Rr tais que
(x∗, µ∗, γ∗) é um ponto de sela de (P).
Demonstração. Segue as mesmas linhas da prova do Teorema 2.5 de [19] (veja também
[23]), onde o autor não considera as restrições de igualdade em (P) e utiliza uma condição
de qualificação de tipo Slater. Mas o argumento por ele utilizado se baseia nas condições
KKT e no fato da Lagrangeana ser invexa em x∗ no conjunto C. Assim, o mesmo argu-
mento utilizado por Brandão em [19] pode ser utilizado sob as nossas hipóteses.
A seguir estabeleceremos algumas relações de dualidade.






L(x, u, v). (D)
As relações de dualidade entre (P) e (D) são especificadas na seguinte proposição:
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(ii) Dualidade forte: Suponha que x∗ é solução de (P) e que (P) é calmo em
x∗. Suponha também que ((f, g), h) é invex-infine em x∗ no conjunto C. Então o problema
(D) também tem solução e os valores ótimos de (P) e de (D) coincidem.
Demonstração. (i) É evidente (segue da factibilidade de x e de (u, v)).
(ii) Suponha que x∗ é uma solução de (P) e que (P) é calmo em x∗. Pela Pro-
posição 8.9, existem u∗, v∗ tais que (x∗, u∗, v∗) é um ponto de sela de (P). Provaremos que
(u∗, v∗) é solução de (D) e 〈u∗, g(x∗)〉 = 0. Da condição de ponto de sela, segue
f(x∗) + 〈u, g(x∗)〉+ 〈v, h(x∗)〉 ≤ f(x∗) + 〈u∗, g(x∗)〉+ 〈v∗, h(x∗)〉,∀u ∈ Rm+ , ∀v ∈ Rr
e, portanto,
〈u, g(x∗)〉+ 〈v, h(x∗)〉 ≤ 〈u∗, g(x∗)〉, ∀u ∈ Rm+ ,∀v ∈ Rr (8.3)
e, tomando-se u = 0, v = 0 em (8.3), obtemos 0 ≤ 〈u∗, g(x∗)〉. Mas g(x∗) 5 0 e u∗ = 0,
logo, temos 〈u∗, g(x∗)〉 = 0. Por absurdo, suponha que (u∗, v∗) não é solução de (D).
Então, existem ũ ∈ Rm+ , ṽ ∈ Rr tais que
inf
x∈C
[f(x) + 〈ũ, g(x)〉+ 〈ṽ, h(x)〉] > inf
x∈C
[f(x) + 〈u∗, g(x)〉+ 〈v∗, h(x)〉].
Com maior razão, para cada x ∈ C fixado,
f(x) + 〈ũ, g(x)〉+ 〈ṽ, h(x)〉 > inf
x∈C
[f(x) + 〈u∗, g(x)〉+ 〈v∗, h(x)〉]. (8.4)
Da condição de ponto de sela, segue
f(x∗) + 〈u∗, g(x∗)〉+ 〈v∗, h(x∗)〉 ≤ inf
x∈C
[f(x) + 〈u∗, g(x)〉+ 〈v∗, h(x)〉]. (8.5)
De (8.4) e (8.5), segue
f(x) + 〈ũ, g(x)〉+ 〈ṽ, h(x)〉 > f(x∗) + 〈u∗, g(x∗)〉+ 〈v∗, h(x∗)〉,∀x ∈ C. (8.6)
Em particular, tomando-se x = x∗ em (8.6), 〈ũ, g(x∗)〉 > 〈u∗, g(x∗)〉 = 0, o que é absurdo,
pois ũ = 0 e g(x∗) 5 0. Portanto, (u∗, v∗) é solução de (D). Resta provar que os valores
ótimos de (P) e (D) coincidem. É claro que
f(x∗) = f(x∗) + 〈u∗, g(x∗)〉+ 〈v∗, h(x∗)〉 ≥ inf
x∈C
[f(x) + 〈u∗, g(x)〉+ 〈v∗, h(x)〉] (8.7)
e da condição ponto de sela,
f(x∗) = f(x∗) + 〈u∗, g(x∗)〉+ 〈v∗, h(x∗)〉 ≤ f(x) + 〈u∗, g(x)〉+ 〈v∗, h(x)〉,∀x ∈ C
e, tomando-se o ı́nfimo sobre x ∈ C,
inf
x∈C
[f(x) + 〈u∗, g(x)〉+ 〈v∗, h(x)〉] ≥ f(x∗). (8.8)
Logo, (8.7) e (8.8) implicam que f(x∗) é o valor ótimo de (D).
Observação 8.4 (i) Um resultado similar à Proposição 8.10 foi estabelecido por Brandão
em [19], na ausência de restrições de igualdade. Entretanto o autor considera um dual
de tipo Wolfe.
(ii) A argumentação utilizada na prova da Proposição 8.10 é essencialmente a
mesma utilizada por Geoffrion em [46], onde o autor considera problemas estáveis, con-
vexos, não diferenciáveis e não considera restrições de igualdade.
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8.1.3 Soluções eficientes e calmness
Nesta subseção, discutiremos as relações existentes entre as soluções Pareto de
(MOP) e a propriedade de calmness de uma certa classe de problemas escalarizados.
Denotaremos por X = {x ∈ C : g(x) 5 0, h(x) = 0} i.e, X é o conjunto fact́ıvel
de (MOP).
Novamente, K = {1, · · · , p}, I = {1, · · · ,m} e J = {1, · · · , r}. Para cada k0 ∈ K






sujeito a: x ∈ X.
(Pk0u0)
Recordemos também que:
• Solução propriamente Pareto: x0 ∈ Q é uma solução propriamente Pareto se
existe um escalarM > 0 tal que para cada i e cada x ∈ Q satisfazendo fi(x) < fi(x0),





• Solução k-Pareto (Benson e Morin [10]) : Sejam k ∈ {1, · · · , q} e x0 ∈ Q. Dizemos
que x0 é solução k- Pareto se para cada x ∈ Q com fk(x) < fk(x0), existe um ı́ndice
j tal que fj(x) > fj(x
0).
• Solução k-propriamente Pareto (Benson e Morin [10]) : Sejam k ∈ {1, · · · , q} e
x0 ∈ Q. Dizemos que x0 é solução k-propriamente Pareto se x0 é solução k-Pareto e
existe um escalar Mk > 0 tal que cada x ∈ Q com fk(x) < fk(x0), existe um ı́ndice




É evidente: x0 é solução Pareto (propriamente Pareto) se e somente se x0 é
solução k-eficiente (respect. k-propriamente Pareto) para todo ı́ndice k.
Proposição 8.11 Se existe u0 ∈ Rp−1+ tal que x0 é solução de (Pk0u0) então x0 é solução
k0-propriamente Pareto de (MOP).
Demonstração. A demonstração segue a mesma argumentação feita por Benson e Morin
([10], Lemma 1 (i)). Entretanto, como o autor considera apenas restrições de desigual-
dade e não considera a restrição abstrata, nós apresentaremos a prova. Inicialmente,
provaremos que x0 é solução k0-Pareto de (MOP). Sejam Uk0 := {k : u0k > 0, k 6= k0} e
x0 uma solução de (P
k0
u0
). Se Uk0 = ∅, então uk = 0 para todo k 6= k0, logo x0 minimiza
fk0 em X. Assim, não existe x ∈ X tal que fk0(x) < fk0(x0). Por vacuidade, x0 é solução
k0-Pareto de (MOP). Agora, suponha que Uk0 6= ∅. Tome x ∈ X tal que fk0(x) < fk0(x0).


















Temos também uj > 0,∀j ∈ Uk0 ; assim sendo, (8.10) implica fj(x0) − fj(x) < 0 para
algum j ∈ Uk0, e portanto, x0 é solução k0-Pareto de (MOP).
A rećıproca desta proposição é válida, sob hipóteses adequadas de convexidade
generalizada. De fato:
Proposição 8.12 Suponha que ((f, gI0);h) é invex-infine em x0 no conjunto C e que a
condição (CQ) vale em x0. Se x0 ∈ X uma solução k0-propriamente Pareto de (MOP),
então existe u0 ∈ Rp−1+ tal que x0 é solução de (Pk0u0).
Demonstração. Seja x0 uma solução k0-propriamente Pareto de (MOP). Então, existe um
escalar Mk0 > 0 tal que o seguinte sistema
fk0(x)− fk0(x0) < 0




não tem solução. Considere as funções
wk0(x) : = fk0(x)− fk0(x0)
wk(x) : = fk0(x) +Mk0fk(x)− fk0(x0)−Mk0fk(x0), k 6= k0







Então: ρ(x0) = 0, K0 = {k ∈ K : wi(x0) = 0}, I0 = {i ∈ I : gi(x0) = 0}, J0 = {j ∈ J :
|hj(x0)| = 0} = J. Das hipóteses feitas, ((wK , gI0);h) é invex-infine em x0 no conjunto C
e o sistema w(x) 5 0, g(x) 5 0, h(x) = 0, x ∈ C tem pelo menos uma solução (a saber, o
próprio x0). Aplicando-se o Teorema de Motzkin Generalizado (Teorema 8.6) ao sistema
w(x) < 0, g(x) 5 0, h(x) = 0, x ∈ C temos que existem escalares λk ≥ 0, k ∈ K, βi ≥ 0,
i ∈ I e γj, j ∈ J tais que
∑
k∈K









γjhj(x) ≥ 0,∀x ∈ C. (8.11)
Mas, utilizando-se a mesma argumentação utilizada em [89] (na demonstração do Teorema
4.2) pode-se provar que βigi(x0) = 0, ∀i ∈ I. Assim, podemos rescrever (8.11),










γj[hj(x)− hj(x0)] ≥ 0,∀x ∈ C










γjhj(x), ∀x ∈ C.
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Mk0λkfk(x) ≥ fk0(x0) +
∑
k 6=k0
Mk0λkfk(x0), ∀x ∈ X.
Basta, pois, escolher: u0 = (u
0
k)k 6=k0 , u
0
k = Mk0λk e o teorema está demonstrado.
Para k0 ∈ K e b ∈ Rp−1 fixados, definiremos o problema:
Minimizar fk0(x)
sujeito a: fk(x) ≤ bk, k 6= k0
x ∈ X.
(Pb,k0)
O seguinte resultado é quase imediato:
Lema 8.13 Sejam x0 ∈ X uma solução k0-Pareto de (MOP) e bk = fk(x0), k 6= k0.
Então, x0 é solução de (Pb,k0).
Demonstração. Se x0 ∈ X é solução k0-Pareto de (MOP) e bk = fk(x0), k 6= k0, em
particular, x0 é fact́ıvel para (Pb,k0). Por absurdo, suponha que x0 não é solução de (Pb,k0).
Então, existe x ∈ X tal que fk(x) ≤ fk(x0), k 6= k0 e fk0(x) < fk0(x0), o que contraria a
k0-eficiência de x0.
O seguinte teorema nos fornece uma condição suficiente para que uma solução
k0-Pareto de (MOP) seja uma solução k0-propriamente Pareto de (MOP).
Teorema 8.14 Suponha que ((f, g);h) é invex-infine em x0 ∈ X no conjunto C. Suponha
também que x0 é uma solução k0-Pareto de (MOP). Se (Pb,k0) é calmo em x0, então x0 é
solução k0-propriamente Pareto de (MOP).
Demonstração. Pela Proposição 8.10 (ii), sob nossas hipóteses, o problema dual de (Pb,k0)
também admite uma solução (u0, v0) ∈ (Rp−1+ ×R
m
+ )× R



















(onde (u1)k denota a k-ésima componente de u1 e similarmente para (u2)i e vj). Assim



















e, com maior razão,


















Logo, pela Proposição 8.11, x0 é solução k0-propriamente Pareto de (MOP).
Uma espécie de rećıproca deste resultado é válido, na ausência de restrições de
igualdade e de restrições abstratas.
Para demonstrá-lo, necessitaremos do seguinte resultado auxiliar:
Lema 8.15 Suponha que as funções f, g1, · · · , gm : Rn→ R são localmente Lipschitz, f
é inf-compacta3 e as funções gi, i ∈ I são invexas em x0, com respeito a uma mesma
η. Se existe y ∈ Rn tal que gi(y) < 0, i ∈ I(x0) = {i : gi(x0) = 0}, então o problema
parametrizado
Minimizar f(y)
sujeito a: gi(y) ≤ pi, i = 1, · · · ,m
(P̃(p))
é calmo.
Demonstração. Sob as hipóteses do Teorema, a função valor V (p) é finita perto de p = 0.
A ideia da demonstração é mostrar que
V (p)− V (0)
||p||
é limitada inferiormente quando
p → 0. Para isto, basta considerarmos p tal que V (p) < V (0) e é suficiente considerar o
caso p = 0. Tome uma sequencia (pk)k∈N , com pk → 0+. Podemos escolher (yk)k∈N , tal
que gi(yk) 5 (xk)i e f(yk) ≤ V (pk) + ||pk||2. Além disto, (yk) é limitada e, sem perda de
generalidade, podemos assumir yk → y∞. Também temos
f(yk) ≤ V (pk) + ||pk||2 ≤ V (0) + ||pk||2. (8.12)
Sejam Î(yk) := {i : gi(yk) ≥ 0}, ηk = η(y, yk). Segue da invexidade e da condição de
Slater, 0 > gi(y) − gi(yk) ≥ (gi)0(yk; η(y, yk)) = lim supy→yk
t→0+
gi(y + tηk)− gi(yk)
t
,∀i ∈
Î(yk). Das propriedades do limsup, temos que existe δk > 0 tal que gi(yk + tηk) < 0,
∀t ∈ (0, δk), i ∈ Î(yk). Da continuidade das gi, segue que podemos escolher εk ∈ (0, δk)
tal que gi(yk + tηk) ≤ 0, ∀t ∈ (0, εk), i = 1, · · · ,m. Seja tk = min{εk, ||pk||||ηk||}. Então,
V (0) ≤ f(yk + tkηk). (8.13)
Seja K a constante de Lipschitz de f perto de y∞. Temos,
f(yk + tkηk)− f(yk) ≤ Ktk||ηk|| ≤ K||pk||. (8.14)
De (8.13)-(8.14),
V (pk)− V (0) ≥ f(yk)− f(yk + tkηk)− ||pk||2 ≥ −K||pk|| − ||pk||2
e portanto,
V (pk)− V (0)
||pk||
≥ −K − ||pk||
e, sendo pk → 0+ arbitrária, temos que
lim inf
p→0
V (p)− V (0)
||p||
> −∞
3 f é inf-compacta se {x : f(x) ≤ r} é compacto para todo r ∈ IR.
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e portanto o problema é calmo.
Considere o problema multiobjetivo
Minimizar f(x) := (f1(x), · · · , fp(x))




sujeito a: fk(x) ≤ bk, k 6= k0
x ∈ X̃ := {x ∈ Rn : gi(x) ≤ 0, i = 1, · · · ,m}
(P̃b,k0)
Teorema 8.16 Suponha que as funções fk, gi (k = 1, · · · , p, i = 1, · · · ,m) são localmente
Lipschitz em C e invexas em x0 no conjunto C com respeito a uma mesma η e que a
função fk0 é inf-compacta. Seja x0 ∈ X̃ uma solução k0-Pareto de (M̃OP). Suponha que
o problema (P̃b,k0) satisfaz a condição de Slater, isto é, existe x ∈ C tal que
fk(x)− fk(x0) < 0, k 6= k0
gi(x) < 0, i ∈ I(x0).
Então, x0 é solução k0-propriamente Pareto se e somente se (P̃b,k0) é calmo em x0.
Demonstração. É consequencia imediata do Teorema 8.14 e do Lema 8.15.
Observação 8.5 Seria interessante investigar se Lema 8.15 poderia ser estendido ao
caso geral, onde o conjunto fact́ıvel de (MOP) contém também restrições de igualdade
e restrições abstratas. Deste modo, não conseguimos através do Lema 8.15 estudar o
problema de controle ótimo discreto, uma vez que tais problemas, quando reformulados
como problemas de programação matemática, contém também restrições de igualdade -
dadas pela equação de movimento.
8.2 Problemas de Controle Ótimo Discreto Não-Di-
ferenciáveis
Em muitas aplicações a hipótese de diferenciabilidade nos dados do problema
pode ser muito restritiva e além disso existem inúmeros mecanismos naturais que geram
não suavidade mesmo quando se parte de problemas diferenciáveis.
Por este motivo, esta seção aborda o estudo de problemas multiobjetivos de con-
trole ótimo discreto não diferenciáveis. Nossos resultados aqui estabelecidos generalizam
os obtidos por Shvartsman [91] e Mordukhovich e Shvartsman [74] para problemas multi-
objetivos.
Nesta Seção obteremos uma prova simplificada para o Prinćıpio do Máximo Dis-
creto para uma certa classe de problemas de controle ótimo discretos multiobjetivos não-
diferenciáveis.
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Consideramos o seguinte problema:
Minimizar (Φ0(x1, · · · , xN), · · · ,Φr0(x1, · · · , xN))
sujeito a:
xi+1 = ϕi(xi, ui), i = 0, · · · , N − 1
x0 = x0
Φj(x1, · · · , xN) ≤ 0, j = r0 + 1, · · · , r0 + r1
Φj(x1, · · · , xN) = 0, j = r0 + r1 + 1, · · · , r0 + r1 + r2
ui ∈ Ui, i = 0, · · · , N − 1
(PND)
onde ϕ : [0, N − 1]× Rn × Rm → R, Φj : Rn(N) → R, j = 0, · · · , r0 + r1 + r2 são funções
dadas e Ui ⊂ IRm, i ∈ [0, N − 1], são subconjuntos não vazios de IRm.
Neste caso, a otimalidade será entendida no sentido da eficiência fraca. Mais
precisamente, um processo admisśıvel para (PND), (x̂, û) é um processo Pareto fraco se
não existe (x, u) admisśıvel para (PND) tal que Φj(x1, · · · , xN) < Φj(x̂1, · · · , x̂N), para
todo j = 0, · · · , r0.
O Prinćıpio do Máximo Discreto para o problema não diferenciável (PND) é
estabecido no seguinte teorema:
Teorema 8.17 Suponha que ϕi(·, ·) é cont́ınua ao redor do processo Pareto fraco (x̂, û) de
(PND); as funções ϕi(·, ûi) são diferenciáveis em x̂i, para todo i ∈ [0, N − 1]; as funções
Φj, j = 0, · · · , r0 + r1 + r2 são Lipschitz em (x̂1, · · · x̂N) e os conjuntos ϕi(x̂i, Ui) são
convexos, para cada i ∈ [0, N − 1]. Então, existem
1. λj ∈ R, j = 0, · · · , r0 + r1 + r2, não todos nulos e tais que
λj ≥ 0, j = 0, · · · , r0 + r1;
λjΦj(x̂1, · · · , x̂N) = 0, j = r0 + 1, · · · , r0 + r1.
(8.15)
2. z̄j = (z̄j1, · · · , z̄
j
N) ∈ RN , z̄j ∈ ∂(λjΦj)(x̂1, · · · x̂N), j = 0, · · · , r0 + r1 + r2;
3. p ∈ Rn(N+1) satisfaz a equação adjunta
pi = ∇xHi(pi+1, x̂i, ûi)−
r0+r1+r2∑
j=0






(sendo Hi(p, x, u) := 〈pi+1, ϕi(xi, ui)〉). Além disto,
Hi(pi+1, x̂i, ûi) = max
ui∈Ui
Hi(pi+1, x̂i, ui), (8.17)
para cada i ∈ [0, N − 1].
A demonstração do Teorema 8.17 é feita mediante a reformulação de (PND) como
um problema de programação matemática multiobjetivo, ao qual aplicaremos a Regra de
Multiplicadores de Lagrange; também utilizaremos a versão da Regra da Cadeia, para
funções localmente Lipschitz, em termos dos gradientes generalizados de Clarke.
Recordemos tais resultados.
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Lema 8.18 (Regra da Cadeia) Sejam g : Rn → Rk uma função estritamente dife-
renciável em ŷ e f : Rk → R uma função Lipschitz perto de ẑ = g(ŷ). Então,




A demonstração do Lema 8.18 pode ser encontrada em [26] (v. Teorema 2.3.10,
p. 45).
Consideremos o problema de programação matemática multiobjetivo:
Minimizar (f0(y), · · · , fr0(y))
sujeito a:
fj(y) ≤ 0, j = r0 + 1, · · · , r0 + r1
fj(y) = 0, j = r0 + r1 + 1, · · · , r0 + r1 + r2
y ∈ Ω
(8.18)
onde fj : Rn → R, j = 0, · · · , r0 + r1 + r2 e Ω é um subconjunto não vazio de Rn.
As condições necessárias de Fritz-John para o problema não diferenciável (8.18)
via gradientes generalizados de Clarke são dadas no seguinte lema:
Lema 8.19 Suponha que ŷ é uma solução Pareto fraca do problema (8.18). Suponha
ainda que Ω é um subconjunto convexo, fechado e não vazio de Rn e que as funções
fj, j = 0, · · · , r0 + r1 + r2 são Lipschitz perto de y. Então existem números λj, i =





λj ≥ 0, j = 0, · · · , r0 + r1
λjfj(ŷ) = 0, j = r0 + 1, · · · , r0 + r1
(onde NΩ(ŷ) é o cone normal (usual da Análise Convexa)).
O Lema 8.19 é um caso particular do Teorema 6.1.3, p. 230 de [26]. De fato,
conforme mencionamos na Observação 8.1, o cone normal usual da Análise Convexa e o
cone normal de Clarke, coincidem quando o conjunto é convexo.
No que segue, apresentamos a demonstração do Teorema 8.17.
Demonstração. [do Teorema 8.17] Fixado θ ∈ [0, N − 1] e v ∈ Uθ, considere o controle
ui =
{
ûi, i 6= θ
v, i = θ.
Sejam: y = ϕθ(x̂θ, v); ŷ = ϕθ(x̂θ, ûθ) e x
y a trajetória correspondente ao controle u.
Como (x̂, û) é um processo ótimo Pareto fraco (PND), então y = ŷ é solução
Pareto fraca do seguinte problema multiobjetivo:
Minimizar (Φ0(x
y
1, · · · , x
y
N), · · · ,Φr0(x
y






1, · · · , x
y
N) ≤ 0, j = r0 + 1, · · · , r0 + r1
Φj(x
y
1, · · · , x
y
N) = 0, j = r0 + r1 + 1, · · · , r0 + r1 + r2
y ∈ ϕθ(x̂θ, Uθ).
(8.19)
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Aplicando o Lema 8.19 ao problema (8.19), obtemos que existem λj ∈ IR, j =






1, · · · , x
ŷ
N) +Nϕθ(x̂θ,Uθ)(ŷ) (8.20)
(onde, é claro, xŷ = x̂).




0, i ≤ θ




I, se s = i
∇xϕi−1(x̂i−1, ûi−1) · ... · ∇xϕs(x̂s, ûs), s < i






i − x̂i = ∇yx
ŷ
i (y − ŷ) + o(||y − ŷ||) (8.21)
para todo i ≥ θ + 1 e isto pode ser demonstrado indutivamente. Com efeito:
Para i = θ + 1 :
xyθ+1 − x̂θ+1 = ϕθ(x̂θ, v)− ϕθ(x̂θ, ûθ) = y − ŷ = I(y − ŷ) = f(θ + 1, θ + 1)(y − ŷ)
e portanto (8.21) se verifica trivialmente em i = θ + 1.
Para i = θ + 2 : Sendo ϕθ+1(·, ûθ+1) diferenciável em x̂θ+1, temos
xyθ+2 − x̂θ+2 = ϕθ+1(x
y
θ+1, ûθ+1)− ϕθ+1(x̂θ+1, ûθ+1)
= ∇xϕθ+1(x̂θ+1, ûθ+1)︸ ︷︷ ︸
f(θ+1,θ+2)
(y − ŷ) + o(||y − ŷ||)
= f(θ + 1, θ + 2)(y − ŷ) + o(||y − ŷ||)
e portanto (8.21) se verifica em i = θ + 2.
Em i = θ + 3 : Sendo ϕθ+2(·, ûθ+2) diferenciável em x̂θ+2, temos
xyθ+3 − x̂θ+3 = ϕθ+2(x
y
θ+2, ûθ+2)− ϕθ+2(x̂θ+2, ûθ+2)
= ∇xϕθ+2(x̂θ+2, ûθ+2)(y − ŷ) + o(||y − ŷ||)
= f(θ + 2, θ + 3)(y − ŷ) + o(||y − ŷ||)
e novamente, (8.21) se verifica em i = θ + 3. (E, indutivamente, (8.21) se verifica em i ≥
θ+ 1.) De (8.20) segue que existem vetores ξ ∈ Nϕθ(x̂θ,Uθ)(ŷ) e ȳj ∈ ∂y(λjΦj)(x
ŷ
1, · · · , x
ŷ
N),
j = 0, · · · , r0 + r1 + r2 e tais que




e, pela definição de cone normal,
〈ξ̄, y − ŷ) ≤ 0, ∀y ∈ ϕθ(x̂θ, Uθ) (8.23)
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e portanto, de (8.22) e (8.23), temos
r0+r1+r2∑
j=0
〈ȳj, y − ŷ〉 ≥ 0, ∀y ∈ ϕθ(x̂θ, Uθ). (8.24)
Aplicando-se a Regra da Cadeia (Lema 8.18) à função composta gj(y) = Φj(x
y) :





















Segue de (8.24) e (8.25),
〈pθ+1, y − ŷ〉 = 〈pθ+1, ϕθ(xθ, v)− ϕθ(x̂θ, ûθ)〉 ≤ 0
que é a afirmação do Prinćıpio de Máximo dada por (8.17). Resta provar que pi definido
em (8.26) satisfaz a equação adjunta (8.16). Isto será verificado indutivamente onde
admitiremos, por simplicidade, que ϕi(x̂i, ûi) = ϕi .














z̄jN−1f(N − 1, N − 1)︸ ︷︷ ︸
=I















z̄jN−1 + 〈pN ,∇xϕN−1〉 = −
r0+r1+r2∑
j=0
z̄jN−1 +∇xHN−1(pN , x̂N−1, ûN−1)
e portanto (8.16) vale para i = N − 1.




z̄jN−2f(N − 2, N − 2)︸ ︷︷ ︸
=I
+ z̄jN−1f(N − 2, N − 1)︸ ︷︷ ︸
=∇xϕN−2



























































= 〈pN−1,∇xϕN−2〉 . (8.30)




z̄jN−2 + 〈pN−1∇xϕN−2〉 = −
r0+r1+r2∑
j=0
z̄jN−2 +∇xHN−2(pN−1, x̂N−2, ûN−2).
E, indutivamente, pi definida em (8.26) satisfaz a equação adjunta (8.16), para todo
i ∈ [0, N − 1].
Caṕıtulo 9
Conclusões e possibilidades de
prosseguimento deste trabalho
Neste trabalho, estudamos os problemas de controle ótimo discreto com um e
com vários objetivos. Apresentamos uma prova alternativa para o Prinćıpio do Máximo
Discreto para o caso mono-objetivo bem como uma generalização deste para o caso multi-
objetivo, utilizando para isto o Formalismo de Dubovitskii-Milyutin. Também estudamos
o problema não-regular, através do conceito da 2-regularidade. Investigamos ainda a
suficiência das condições de otimalidade obtida, através de noções adequadas de conve-
xidade. Nossos resultados referentes à suficiência das condições de otimalidade foram
obtidos no sentido de se caracterizar a maior classe de problemas de controle discreto
para as quais o Prinćıṕıo do Máximo Discreto é necessário e também suficiente para a
otimalidade. Além disto, analisamos a estabilidade de problemas de controle ótimo dis-
creto. Ainda, obtivemos uma demonstração para o Prinćıṕıo do Máximo Discreto para
uma certa classe de problemas de controle ótimo discreto não diferenciável, utilizando a
noção de gradientes e derivadas generalizadas de Clarke.
No que se segue, apontamos algumas possibilidades para o prosseguimento deste
trabalho.
• Estudo de problemas de controle ótimo discreto irregulares: No artigo [93],
os autores descrevem a teoria da p-regularidade, a qual generaliza a noção de 2-
regularidade tratada nesta Tese. O resultado fundamental desta teoria é a descrição
detalhada do conjunto {x : F (x) = 0}, onde F é um operador não linear, não
regular, definido entre espaços de Banach. Um interessante resultado é que, sob
hipóteses de p-regularidade, é posśıvel caracterizar o cone tangente a este conjunto,
através de uma generalização do Teorema de Lysternik. Esta ferramenta tem sido
utilizada com sucesso na Programação Não Linear - tanto do ponto de vista teórico
[94] quanto numérico [20], no estudo de problemas de Cálculo Variacional [95],
em Sistemas Dinâmicos [21], dentre outras áreas. Uma possibilidade seria estudar
problemas de controle ótimo discretos, utilizando a teoria da p-regularidade.
• Estudo de problemas de controle ótimo discreto sob incerteza: A Análise
Intervalar (isto é, o estudo anaĺıtico de funções a valores intervalares) é uma im-
portante área de estudo, seja do ponto de vista teórico ou aplicado. Foi intro-
duzida como uma ferramenta utilizada no tratamento de incertezas em modelos
131
Trabalhos Futuros 132
matemáticos e computacionais. Veja Moore [72], por exemplo. Na Otimização,
também tem sido empregada com sucesso. Veja [48, 97]. Recentemente, Costa et al.
[32] introduziram um método através do qual é posśıvel dotar o espaço de interva-
los generalizados com algumas estruturas, como por exemplo, operações algébricas
(com as quais este espaço se torna espaço vetorial), relações de ordem e cálculo
algébrico. Com estes conceitos, os autores formulam problemas de otimização in-
tervalares, relacionando-os com problemas (clássicos) de otimização multiobjetivo.
Uma possibilidade seria tratar de problemas de controle ótimo discreto com incer-
teza, através de funções intervalares, utilizando para isto os resultados do artigo
[32].
• Estudo de estabilidade para problemas de controle discreto não dife-
renciáveis: As relações existentes entre estabilidade e qualificações de restrição são
bastante conhecidas e foram elucidadas por Robinson em [84, 85] e por Geoffrion
[46] no âmbito da programação matemática convexa. O conceito de calmness foi
introduzido por Clarke em [28] é uma interessante generalização do conceito de es-
tabilidade, em contexto não convexo. Veja também [29]. O estudo das propriedades
de calmness para problemas de controle ótimo discreto é uma questão totalmente
em aberto.
• Estudo de problemas de controle discreto com horizonte de tempo infi-
nito: Os primeiros trabalhos em controle ótimo com horizonte de tempo infinito são
devidos a Pontryagin et al. [81] e publicados em 1974. Desde então, tais problemas
têm sido extensivamente estudados devido à sua importância, sobretudo, na Teoria
de Crescimento Econômico. Veja [2], por exemplo. As suas variantes em controle
ótimo discreto também têm sido investigadas. Boltyanskii demonstra em [15] que,
para problemas de controle discreto com horizonte de tempo infinito, o Prinćıpio
de Máximo Discreto é válido sob hipóteses bastante restritivas de convexidade e de
invertibilidade de um certo operador. Mais recentemente, Blot e Hayek [18] obtêm
uma versão do Prinćıpio do Máximo Discreto para tais problemas, com hipóteses
enfraquecidas de convexidade e sem a hipótese de invertibilidade do operador. Neste
trabalho, os autores consideram problemas cuja dinâmica é dada pela equação de
movimento e uma condição no estado inicial. Esta abordagem é descrita de maneira
detalhada na dissertação de J. Beran [12]. Uma possibilidade seria a de estender
os resultados de Blot e Hayek para problemas de controle discreto multiobjetivos;
outra possibilidade seria a de adaptar a abordagem destes autores para problemas
com restrições mais gerais - por exemplo, incorporando-se restrições de igualdades
e/ou desigualdades a estes problemas.
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