Abstract-In this paper we consider a monitoring application where the process of interest is the time integral of measurements provided by some sensors, e.g., the volume of fluid crossing a pipe, the total amount of fertilizer/insecticide dispersed onto a certain cultivation area, and so on. In this context, a tradeoff arises between the accuracy obtained in the monitoring process and the energy consumption for the transmission of the sensors' measurements, which is critical since many devices are expected to be battery powered. In this scenario, we propose an adaptive sampling and random access strategy that adapts the sensing accuracy and transmission probability based on the desired Quality of Service (QoS) level, expressed in terms of reconstruction accuracy of the monitored process, while minimizing the energy consumption of the sensor nodes. We also present a thorough analytical study of this scheme and of its optimization. The latter procedure involves a two-step process which considers separately the interference in the network and the constraint on the reconstruction accuracy and iterates until convergence.
I. INTRODUCTION
Embedded sensing devices are increasingly used for many diverse applications, such as environmental monitoring [1] - [3] , tracking of goods [4] , and measure of on-body physiological parameters [5] . Typically, sensing devices report their data to a Fusion Center (FC), and data communication is often provided by means of wireless technologies, which reduce the installation time and complexity and ease the use of sensors in harsh environments and on moving objects. However, the design of such a Wireless Sensor Network (WSN) is challenged by a number of requirements and constraints.
First, wireless sensors need to operate with little to no maintenance and without wired connections to any infrastructure, in particular to the electricity grid. Devices must therefore be provided with batteries that, in principle, need to last the entire operating life of the sensor. To reach this objective, energy must be carefully rationed between the sensing and the communication apparatuses. Second, in the presence of a massive number of sensing devices, channel access needs to be carefully managed in order to limit the mutual interference among the transmitters and, consequently, the fraction of transmission losses due to packet collisions, which may decrease the Quality of Service (QoS) at the FC.
Packet collisions can be reduced by carefully decreasing the number of transmissions performed by each sensor node, though at the cost of a coarser time sampling of the process to be monitored, which again may negatively affect the QoS at the FC. Therefore, the number of transmitted measurements per sensor cannot drop below a certain level. The data traffic can be reduced by employing compression techniques, which, however, need to be specifically designed for WSN applications, since conventional compression algorithms assume the amount of source data to be compressed to be large, introduce headers whose size can be significant in typical WSN payloads, and have large computational complexity or memory requirements [6] .
The approaches that have been proven effective in the WSN domain can be roughly divided in three classes [6] . The first class consists in sampling compression, which leverages on the spatial and/or temporal correlation of the sensed data to reduce the sampling rate of the devices; the FC is then in charge of reconstructing the complete process by exploiting the correlation properties [7] - [9] . Similarly, compressive sensing techniques exploit suitable projections into a sparse space, which makes it possible to recover the original signal with excellent accuracy from just a few samples [10] , [11] . The second class is data compression, which employs quantization and traditional compression schemes to reduce the length of messages [12] , [13] . The third class consists in communication compression, which aims at reducing the number of transmissions and their time-on-air, in order to decrease the energy consumed by the transceiver module. A traditional approach consists in the exchange of a model of the sensed signal between the sensors and the FC, so that only outliers and updates to the model need to be transmitted [14] , [15] . Note that, while in sampling compression the sensing operation is performed only in correspondence of a transmission, in communication compression the sensor readings are always acquired according to the desired temporal accuracy. This fundamental difference makes the use of sampling compression more energy efficient if the energy needed to read sensor measurements is comparable to the energy used by the radio transmitter, as for the sensors mentioned in [6] , [16] , [17] .
This study presents a new compression and communication protocol that is able to guarantee a given QoS in the form of a tuneable bound on the error of an integrated measure. Our approach is based on a combination of sampling compression and data compression. In particular, we exploit the temporal correlation of the sensed parameter to optimize the sampling period (sampling compression) and set the quantization granularity based on the future expected error (data compression). While in [18] we investigated the tradeoff between accuracy and energy efficiency in WSNs using a scheduled time-division channel access, here we tackle the problem by assuming a random access scheme based on Slotted ALOHA (S-ALOHA), which is widely employed due to its implementation simplicity. Furthermore, while many papers in the related literature consider an ideal channel model, where packet losses are only due to packet collisions [19] , here we consider a more realistic model where a packet is successfully received if its Signal-toInterference-and-Noise Ratio (SINR) is above a certain value [20] , and the different signals are affected by independent Rayleigh fading.
The model is similar to that considered in [21] where, however, the purpose was to monitor the time evolution of the processes measured directly by the sensor nodes. Here, instead, we consider monitoring applications that focus on the integral of such measurements. Despite the superficial similarity of these two scenarios, the resulting optimization strategies are significantly different, as are their possible future developments.
II. SCENARIO
As mentioned, we focus on a scenario where several sensor nodes monitor some processes of interest and report their measurements to a common FC, which is interested in tracing the time integral of each single process x n . For example, the integral measure may refer to the volume of fluid processed by an industrial pump, the distance covered by a fork lift in an automated warehouse, the amount of water used to irrigate a cultivation, and so on. We assume that the network is organized in a star topology, with the end devices at onehop distance from the FC. Furthermore, we suppose that the FC has no restrictions in terms of energy availability and of computational and storage capabilities. The sensor nodes, instead, are simpler devices that are off the grid and need to efficiently manage their finite energy resources. The goal is to minimize the energy consumption of the sensor nodes, while guaranteeing a minimum level of accuracy and reliability of the monitoring service at the FC.
In the remainder of this section, we first introduce the model of the monitored process, then we describe the measurement procedure, and successively we introduce the channel model and characterize the mutual interference among the devices.
A. Monitored process model
We assume that time is slotted and that each sensor monitors a signal {x n } n ≥0 , where n is the time index. 1 Also, we consider that the signal x n is time-correlated and can be modeled as a first-order autoregressive process
where α is the correlation parameter, and u n represents the process noise, which is i.i.d. over time and modeled as a zero-mean gaussian random variable (r.v.), i.e., u n ∼ N (0, σ 2 ). The integral process is then defined as y n = n k=1 x n . We set |α| < 1 to guarantee that both x n and y n are asymptotically stationary.
B. Process measurement model
We assume that the sensor nodes can sample the monitored process x n with a certain, maximum accuracy, and then perform a lossy compression of their measurements to reduce the size of the transmitted messages. Moreover, we suppose that the node also transmits the measurement of the integral process y n with maximum accuracy. The resulting packet size L can take values in a finite set L, and the smaller the packet, the larger the distortion of the compressed measurement. The correct reception of a data packet, therefore, makes it possible to completely nullify the estimate error of the integral measure y n at the receiver, while the current value of the process will be known with an error that depends on the compression level adopted by the transmitter.
Therefore, the current data sent by a node can be modeled
, where v(L) represents the error due to the lossy compression of the original signal x n . For the sake of simplicity, we assume
, with variance ω 2 (L) that increases for higher compression ratios, i.e., for smaller values of L. In this work, we consider the distortion function also used in [22] , i.e.,
where L 0 is the size of the fixed part of the packet (header and non-compressed data), L max > L 0 is the maximum packet length, and a and b are parameters that depend on the compression algorithm. The temporal correlation of the signals can also be exploited to reduce the sampling and transmission rates and, by that, save energy by switching to a sleep mode. If data x n is not received (because the measurement was either not taken by the sensor or not successfully delivered to the FC), the FC estimates it based on the last received data and the data correlation profile, obtainingx n . Therefore, the objective is to guarantee that the cumulative error at the FC, which is affected by both the compression of the transmitted data and the estimation of the missing samples, does not exceed a given threshold. In particular, we consider the absolute value of the cumulative error E n after n slots since the last successful transmission, i.e.,
with E n = 0 for n = 0 (i.e., in case of consecutive successful transmissions). We observe that, under the considered assumptions, the error (3) has zero mean, but its variance grows with n, because of both the lack of new measurements from the sensor and the distortion that affects the last received measurement. Therefore, the probability that the error exceeds a given threshold becomes progressively higher in time, until a new packet will be correctly received, renewing the estimate process. Note that, even if the focus is on y n , the current measure x n is nonetheless needed for the estimation, which is fundamental to reduce the sampling and transmission rates and, by that, save energy.
Since the error E n is reset at every successful transmission, without loss of generality we can use index 0 to indicate the slot when the last message from a given sensor was received and consider n as the number of slots passed since the last successful reception. Then, by leveraging on the temporal correlation profile, we can write:
wherex 0 is the latest compressed data sample available at the FC. Considering that u j has zero mean, the estimate with minimum Mean Squared Error (MSE) in slot n isx n = α nx 0 . This makes the reconstruction error of that measurement equal to the sum of the distortion α n v(L) and the estimation error n =1 α n− u . It follows that
We can express the first error term in (5), which is associated to the distortion due to data compression, as
which means that E n ∼ N 0,
. Similarly, the second sum in (5) becomes
The terms {u } are zero-mean independent and identically distributed (i.i.d.) gaussian r.v.s, so that E n is a zero-mean gaussian r.v. with variance
In conclusion, the cumulative error over a window of size n is E n = n j=1
x j −x j = E n + E n , and follows a normal distribution N (0, σ 2 t (n)), where
for n = 1, 2, . . ., and σ 2 t (0) = 0. Note that, as expected, σ 2 t (n) is increasing with the window size n.
Remark. Although the analysis described in this section is tailored to the AR model, the procedure can be adapted to different signal models. The core step consists in characterizing the expected error at lag n (as in Eq. (3)). To this purpose, it is necessary to identify the temporal correlation of the signal and the best estimate that can be made (based on the correlation model) so that the estimation error is minimized. Also the distortion v(L) introduced by data compression can be modeled differently, depending on the actual algorithm used for compression.
C. Channel model and interference
The sensor nodes are at known distances from the FC and transmit wirelessly over Rayleigh fading channels. We assume that a device at distance r sets its transmit power P tx (r) in order to fully compensate its path-loss (r), so that the average received power P rx = P tx (r)/ (r) is the same for every transmitter, irrespective of r. 2 We consider a S-ALOHA random channel access scheme, which avoids the need to centrally coordinate the channel access, and is more flexible to changes in the network topology and node density than scheduled access schemes. The price to pay for such a simplicity is the risk of destructive interference caused by simultaneous transmissions from different devices. We consider a transmission to be successful if the average SINR at the receiver is larger than a predefined threshold [20] .
The power control assumption makes the statistics of the SINR the same for all the transmitting devices, and, in particular, independent of their location. The SINR at the FC experienced by the generic node 0, when other m nodes transmit, can be expressed as
where N s is the noise power and the F i terms are independent realizations of an exponentially distributed r.v. with unit mean, accounting for Rayleigh fading for each device. In order to better exploit the S-ALOHA channel access method, we adapt the modulation and coding scheme to the packet size, in order for the time-on-air to be always equal to the slot time. Therefore, the energy consumption is constant for each packet transmission, but longer packets (which carry more refined measurements, with lower quantization errors) will experience a higher error probability, as they are sent at higher bitrates. Using Shannon's bound as an approximation, we set the SINR threshold for a packet of size L to
where B W is the transmission bandwidth, T is the time slot duration, and β > 1 is a coefficient that accounts for the gap between the spectrum efficiency of practical modulation schemes and Shannon's capacity bound.
The transmission success probability can then be expressed as
where the expectation is computed with respect to the interference distribution, conditional to the presence of the target transmitter. We adopt a stochastic geometry reasoning and model the sensing devices that transmit in a given slot as a Poisson Point Process (PPP) Ψ(x, t), defined in the space-time domain R 2 × N, with spatial density λ s (x, P), where x ∈ R 2 is the position of an active node and P is the persistency constant, i.e., the per-slot transmission probability of a node. Thanks to Slivnyak's theorem, the conditional distribution of the interferers given the position of the tagged node is still modeled by Ψ [23] . The fading coefficients {F i } can then be seen as marks of this PPP, making it possible to apply Campbell's theorem for marked processes [23] . We then have
where the expectation is taken with respect to the marked PPP, i.e., considering both the spatial position of the nodes and the fading coefficients. Now, assuming uniform distribution of the nodes within the cell radius and neglecting the "arrivals" of the PPP outside the cell, i.e., assuming λ s (x, P) ≡ λ(P) for all |x| ≤ r max and λ s (x, P) ≡ 0 otherwise, we get
Replacing this result into (12) we finally get
Notice that the success probability depends on the adaptive transmission strategy through two parameters, namely the packet size L, and the persistency constant P that, in turn, is equal to the reciprocal of the mean period between consecutive transmissions of a node. In the following, this last parameter is referred to as mean sleeping period, and denoted by S(L), being a function of the packet size L.
III. CHANNEL ACCESS SCHEME
As discussed at the beginning of Section II, we aim at designing a transmission strategy that, given a desired level of QoS, prolongs the lifetime of the devices. The scheme we propose assumes a duty-cycled operation mode, where transmissions are performed after each sampling. In the following, we provide a mathematical formulation of the optimization problem and explain how to solve it.
A. Transmission strategy
To derive the transmission strategy, we consider the perspective of a single node and assume that the other devices follow the same strategy.
Sensors are off the grid and are powered by batteries with a finite initial charge. In order to limit the energy consumption, both the sampling and transmission rates should be reduced. To this purpose, it is necessary to quantify their energy demand. We assume that each sampling operation requires a constant amount of energy E s . Moreover, since devices are static and perform power control, the transmission power is the same for all the transmissions of a device. Since the time-on-air of each transmission is also constant, the energy consumed by a device for packet transmissions is the same for each attempt. As a consequence, minimizing the energy consumption of a node is equivalent to maximizing the duration S of the sleeping phase (under the QoS constraint).
In particular, capitalizing on both the sampling and data compression approaches described in the introduction, we determine i) the mean duration S of the sleeping window, 3 and ii) the size L of the compressed packet that maximizes the lifetime while satisfying the QoS constraint. Clearly, both decisions i) and ii) induce some tradeoffs between energy efficiency and accuracy of the monitoring service at the FC. A larger sleeping window corresponds to fewer transmissions and therefore less energy consumption and interference but, on the other hand, leads to higher reconstruction errors of the monitored phenomena as most of the data need to be estimated by the FC. Viceversa, a larger packet size L reduces the reconstruction error because data is less compressed, but reduces the success probability since it requires a larger SINR threshold. The two tradeoffs are intertwined: since a larger L results in a reduced success probability, more transmissions are needed for a given QoS, and the sleeping window needs to be smaller.
As reported in Section II-B, the reconstruction error E n is a normal r.v., therefore its magnitude, |E n |, is half-normally distributed with scale parameter σ t (n). As we discussed in Section II-A, the reconstruction error is reset at every successful transmission, since the device also sends the integral measurement. As a consequence, the parameter σ t (n) follows a sawtooth pattern that renews itself at each successful transmission, i.e., every W slots (the time between two consecutive successful transmissions, which is stochastic).
This means that the QoS constraint can be defined by focusing on the error in a window of length W. More specifically, we consider the error at the end of a window, E W , and define the QoS as an upper threshold p th on the mean probability that |E W | exceeds a given value b.
Set P s (L) = 1
4:
while S has not converged do 
The optimization problem can then be formulated as follows
subject to:
where the expectation is taken over the statistical distribution of W, while S(L) is the mean sleeping period when the selected packet size is L.
We assume the sleeping periods to be i.i.d. geometric r.v.s with parameter 1/S(L). Moreover, considering that the number of trials before success is also geometrically distributed with parameter P s (L), the distribution of W turns out to be geometric, with parameter p tx = P s (L)/S(L). Therefore, the condition (16b) can be expressed as
where Q hf (·) is the complementary cumulative function of the half-normal distribution and σ t (·) is the square root of the variance given by (9) , with σ t (0) = 0.
To determine S (and the associated L ), we propose an iterative approach, which is described in Algorithm 1. For each possible L ∈ L, we compute the corresponding optimal mean sleeping duration S(L). This is obtained through an alternated optimization of the duty cycle and determining the corresponding success transmission probability, until convergence. Then, we choose L = argmax S(L), which yields S = S(L ) (Line 8). The iterative procedure to derive S(L) for a given L corresponds to the instructions in the while cycle in Algorithm 1. We initially set the success probability equal to 1, as if there were no interference, and determine the corresponding mean sleeping duration S, i.e., the one that satisfies the QoS requirement (17) when P s (L) = 1 (Line 3). By adopting a mean sleeping period S, however, the success probability will actually be lower than 1 because of the interference caused by the different nodes, so that the QoS constraint will not be satisfied. We hence update the value of P s (L) for the current value of the mean sleeping period S, evaluating (15) with P = 1/S (Line 6). The procedure is repeated iteratively until convergence (Lines 4-6). 
IV. NUMERICAL EVALUATION
In Fig. 1 we report the optimal value of the mean sleeping period, S , when varying the value of b, and for two values of the node density λ s . We can observe that the sleep period grows with b, as expected since the QoS constraint becomes progressively less strict, thus allowing for less frequent transmissions. Furthermore, the mean sleep duration decreases for higher node densities, in order to counteract the larger packet collision probability. We observe that, by further increasing the node density, the QoS constraint can no longer be guaranteed for smaller values of b.
To better assess the performance of the proposed strategy, we compare it to a naive approach where the device senses the data at each time slot (consuming a certain amount of energy E s ) and transmits it if the absolute error |E n | is larger than a given threshold ρ(b). In order to get similar results between the proposed and the naive strategies in terms of QoS (i.e., equal Pr (|E n | > b)), ρ(b) grows from 1.7 to 1.95 as b is varied from 0.3 to 2.2. The simulation parameters are reported in Tab. I.
Given that both strategies satisfy the QoS constraint, both of them can be used in the described scenario. However, because of the energy constraints, the performance must also be assessed in terms of energy efficiency. We define the energy efficiency ε as the overall average energy consumption rate, i.e., the mean energy spent by the nodes in one slot. The energy efficiency of the proposed method can be easily computed as
The energy efficiency of the naive protocol, instead, cannot be easily determined in mathematical form, and is evaluated only through simulations. The comparison is shown in Fig. 2 , where we can see that the naive strategy requires a much larger amount of energy, mainly due to the continuous sensing. This is avoided by the proposed strategy, which samples the signal more sporadically, thus saving energy, while guaranteeing the same QoS level of the naive protocol.
V. CONCLUSIONS
In this study we proposed a new channel access protocol for energy constrained devices in a WSN. We operated at multiple levels: we found the optimal time interval between transmissions (sampling compression) and their optimal size (data compression). Results show that the proposed strategy satisfies the imposed QoS constraint, while, at the same time, offering an increased energy efficiency compared to a naive strategy solely based on communication compression. The downside is the need for a more complex algorithm to determine the transmission parameters that, on the other hand, is still sufficiently lightweight to be run on embedded microcontrollers and makes it possible to fine-tune the tradeoff between QoS requirements and energy efficiency.
