On the residue fields of Henselian valued stable fields  by Chipchakov, I.D.
Journal of Algebra 319 (2008) 16–49
www.elsevier.com/locate/jalgebra
On the residue fields of Henselian valued stable fields
I.D. Chipchakov 1
Institute of Mathematics, Bulgarian Academy of Sciences, Acad. G. Bonchev Str., bl. 8, 1113 Sofia, Bulgaria
Received 9 May 2000
Available online 30 October 2007
Communicated by Walter Feit and Michel Broué
Abstract
Let (K,v) be a Henselian valued field satisfying the following conditions, for a given prime number p:
(i) central division K-algebras of (finite) p-primary dimensions have Schur indices equal to their expo-
nents; (ii) the value group v(K) properly includes its subgroup pv(K). The paper shows that if K̂ is the
residue field of (K,v) and R̂ is an intermediate field of the maximal p-extension K̂(p)/K̂ , then the natural
homomorphism Br(K̂) → Br(R̂) of Brauer groups maps surjectively the p-component Br(K̂)p on Br(R̂)p .
It proves that Br(K̂)p is divisible, if p > 2 or K̂ is a nonreal field, and that Br(K̂)2 is of order 2 when K̂
is formally real. We also obtain that R̂ embeds as a K̂-subalgebra in a central division K̂-algebra Δ̂ if and
only if the degree [R̂ : K̂] divides the index of Δ̂.
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Introduction
This paper is devoted to the study of central division algebras and Brauer groups of fields
pointed out in the title. Let us note that a field E is said to be stable, if the Schur index ind(A)
of each finite-dimensional central simple E-algebra A equals the exponent exp(A), i.e. the order
of the similarity class [A] of A in the Brauer group Br(E). We say that E is absolutely stable,
if its finite extensions are stable fields. Suppose that K is a field with a Henselian valuation v
(see (2.1)). It is easily seen that if K is perfect, the value group v(K) is divisible and char(K) =
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I.D. Chipchakov / Journal of Algebra 319 (2008) 16–49 17char(K̂), where K̂ is the residue field of (K,v), then K is stable if and only if K̂ is of the
same kind. This case does not make a valuation-theoretic interest, so we focus our attention on
the one of stable K and p-indivisible v(K) (i.e. v(K) = pv(K)), for a given prime number p.
As it turns out, then K̂ is a p-quasilocal field, i.e. it satisfies one of the following conditions:
(i) the p-component Br(K̂)p of Br(K̂) is trivial or K̂ coincides with its maximal p-extension
K̂(p) in a separable closure K̂sep of K̂ ; (ii) every cyclic extension of K̂ of degree p embeds
as a K̂-subalgebra in each central division K̂-algebra of index p. We determine the structure
of Br(K̂)p and describe the arising close relations between central division K̂-algebras of p-
primary dimensions and intermediate fields of K̂(p)/K̂ . This allows us to find when such an
intermediate field splits a given central division K̂-algebra. Supplemented by a description of
the relations between K̂ and the quotient group v(K)/pv(K) [Ch1, Theorem 2.1], the results of
the present paper enable one to characterize some of the basic types of Henselian valued stable
fields (see [Ch1, Theorem 3.1 and Section 4] and [Ch3, Section 3]). This simplifies the process
of verifying whether a given Henselian valued field is stable (see Proposition 4.5). Note also that
our research plays an essential role in the study of the structure of Br(K) carried out in [Ch7,
Ch8]; in particular, [Ch7, Proposition 6.2] provides a classification, up-to an isomorphism, of
the abelian groups that can be realized as reduced parts of Brauer groups of equicharacteristic
Henselian valued absolutely stable fields with totally indivisible value groups (i.e. p-indivisible,
for every prime p).
It is known that global fields and local fields are absolutely stable (cf. [P, Section 17.10] and
[Re, (32.19)]). The class of stable fields is larger and of greater diversity than the subclass of
absolutely stable fields (cf. [Ch3] and [Ch1, Corollary 2.6 and Section 4]). Both are singled out
by the general relations between indices and exponents (see (1.1)), and by additional restrictions
on them reflecting the specific nature of some traditionally interesting centers. It should be noted,
however, that our present knowledge of the stability property does not bear the character of a
unified theory but is rather a collection of largely independent results on special fields arising
mainly from number theory, commutative algebra and the theory of algebraic surfaces (cf. [Jo,
FSa], [Ar, Section 1], [MS, (16.8)]). Similarly to other topics related to fields, simple algebras
and Brauer groups (see [Am2,Pl] and [P, Sections 17–20]), this draws one’s attention to the
valuation-theoretic approach to this area. In particular, the interest in Henselian valued stable
fields and the choice of the topic of this paper are motivated by the fact that their class contains
Laurent formal power series fields in one variable over local fields, and nearly all presently known
stable fields K with indivisible Br(K)p , for infinitely many p (cf. [Ch1, Corollaries 4.5–4.7]).
Throughout the paper, simple algebras are assumed to be associative with a unit and finite-
dimensional over their centers, Brauer groups of fields are considered to be additively presented,
Galois groups are viewed as profinite with respect to the Krull topology, and homomorphisms
of profinite groups are supposed to be continuous. By a Zp-extension, we mean a Galois ex-
tension with a Galois group isomorphic to the additive group Zp of p-adic integers. For any
field E, d(E) is the class of central division E-algebras, GE := G(Esep/E) denotes the ab-
solute Galois group of E, P(E) is the set of those prime numbers p for which E(p) = E,
and pBr(E) = {δ ∈ Br(E): pδ = 0}. The symbol πE/F stands for the natural homomorphism
(the scalar extension map) of Br(E) into Br(F ), for any field extension F/E. When F/E is
finite and separable, the corestriction mapping Br(F ) → Br(E) is denoted by corF/E . Our basic
notations and terminology concerning simple algebras, Brauer groups, valuation theory, abstract
abelian torsion groups, field extensions, Galois theory, profinite groups and Galois cohomol-
ogy are standard, as those used, for example, in [P,J,TY,F,L1,Se1,Ko]. The terms “absolutely
stable” (introduced in [B]) and “stable closed” (used in [Ch1,Ch2,Ch3]) are identical in con-
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and the homomorphism ϕa :H 1(P,Fp) → H 2(P,Fp) mapping each b ∈ H 1(P,Fp) into the
cup-product a ∪ b is surjective whenever a ∈ H 1(P,Fp) and a = 0 (where p is prime and
Hi(P,Fp): i = 1,2, is the ith continuous cohomology group of P with coefficients in the field
Fp with p elements). We call a degree of P the dimension of H 2(P,Fp) as a vector space over
Fp . Examples of such groups and more information about them are given at the end of Sections 3
and 4, and in Section 8.
The plan of the paper is as follows: Section 1 includes preliminaries on fields, simple algebras
and Brauer groups, used in the sequel. Section 2 contains a necessary condition for stability of
Henselian valued fields, which allows us to turn our attention mainly to p-quasilocal fields E
such that p ∈ P(E). In Section 3, we determine the structure of Br(E)p as an abstract abelian
group, and prove that central division E-algebras of p-primary dimensions are cyclic and of in-
dices equal to their exponents. The main result of the paper is stated as Theorem 4.1. It shows
that πE/R maps Br(E)p surjectively on Br(R)p , for any intermediate field R of E(p)/E. The-
orem 4.1 also indicates that R is a splitting field of a division algebra D ∈ d(E) of p-primary
dimension if and only if the degree [R : E] is infinite or divisible by ind(D), and that R embeds
in D as an E-subalgebra if and only if [R : E] divides ind(D). In addition, our main result im-
plies that the class of p-groups of Demushkin type of fixed degree d  0, which are realizable as
Galois groups of maximal p-extensions of fields containing primitive pth roots of unity, is closed
under the formation of open subgroups. In Sections 5 and 6 we prove that the multiplicative group
E∗ equals the product of the norm groups N(F1/E) and N(F2/E), for each pair (F1,F2) of dif-
ferent extensions of E in E(p) of degree p. This result is crucial for the proof of Theorem 4.1
presented in Section 7 (and is obtained by a method that seems to be of independent interest).
Section 8 concentrates on residue fields of Henselian valued absolutely stable fields with totally
indivisible value groups. Our main result on this topic shows that a nonreal and perfect field E
lies in the considered class if and only if the Sylow pro-p-subgroups of GE are of Demushkin
type whenever p is a prime number for which the cohomological p-dimension cdp(GE) of GE is
nonzero. We refer the reader to [Ch3, Section 3], for a similar but more complete characteriza-
tion of the formally real fields of this type (which contains a description of their absolute Galois
groups, up-to an isomorphism).
A preliminary version of this paper is contained in the preprint [Ch5], and its main result has
been announced in [Ch4]. The main results of [Ch5] (including those referred to in [Ch1,Ch2,
Ch3]) can be found in Sections 2, 3 and 8 of the present paper.
1. Preliminaries on simple algebras and Brauer groups
In this section, we give a brief account of some fundamental results of the classical theory
of simple algebras over arbitrary fields, which will often be used without explicit references;
a more detailed presentation of the theory can be found, for example, in [P,Dr1,J]. Let E be a
field and s(E) the class of central simple E-algebras. By Wedderburn’s structure theorem (cf.
[P, Section 3.5]), each A ∈ s(E) is isomorphic to the full matrix ring Mn(A′) of order n over
some A′ ∈ d(E); the order n is uniquely determined by A, and so is A′, up-to an isomorphism.
Algebras A1 and A2 in s(E) are called similar (over E), if the underlying division algebras
A′1 and A′2 are isomorphic. This leads to the definition of Br(E) as the set of similarity classes
of s(E) with the group operation induced by the tensor product in s(E). It is well known that
Br(E) is an abelian torsion group; the general relations between the structure of a division algebra
D ∈ d(E) and the similarity class [D] ∈ Br(E) are described as follows (cf. [P, Section 14.4]):
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(i) exp(D) divides ind(D) and shares with it a common set of prime divisors;
(ii) D decomposes into a tensor product of central division E-algebras of primary dimensions;
these algebras are uniquely determined by D, up-to isomorphisms.
Conversely, Brauer has shown that any arrangement of positive integers admissible by (1.1)(i)
can be realized as an index-exponent relation for some central division algebra (cf. [P, Sec-
tion 19.6]). The following assertions provide a useful tool for calculating Schur indices of central
simple algebras (cf. [P, Section 13.4]):
(1.2) Assume that X and Y are finite-dimensional division algebras over an arbitrary field E,
and at least one of them is contained in d(E). Then:
(i) The E-algebra X ⊗E Y is isomorphic to Mk(T ), for some division E-algebra T and some
divisor k of the dimensions [X : E] and [Y : E]. In particular, if g.c.d.([X : E], [Y : E]) = 1,
then X ⊗E Y is a division algebra;
(ii) If Y is a field, then ind(X) | ind(X⊗E Y).[Y : E], and equality holds if and only if Y embeds
E-isomorphically into X; if Y is a splitting field of X (i.e. [X] lies in the relative Brauer
group Br(Y/E)), then ind(X) | [Y : E].
We continue with some observations that will be applied to the study of algebraic extensions
of absolutely stable and of p-quasilocal fields. Let E/E0 be an algebraic field extension, A a
finite-dimensional E-algebra, B a basis of A, Σ a finite subset of A, Σ1(B) the set of structural
constants of A determined by B , and Σ2(B) the set of coordinates of the elements of Σ with
respect to B . Then the extension E1 of E0 generated by the union Σ1(B) ∪Σ2(B) is finite, and
the subring A1 of A generated by E1 ∪B is an E1-subalgebra of A satisfying the following (cf.
[P, Sections 9.2 and 9.4]):
(1.3)
(i) The E-algebras A1 ⊗E1 E and A are isomorphic;
(ii) If A/E is a Galois extension and Σ contains the roots in A of the minimal polynomial over
E of a given primitive element of A/E, then A1/E1 is a Galois extension and the Galois
groups G(A1/E1) and G(A/E) are canonically isomorphic;
(iii) If A ∈ d(E), then Σ can be chosen so that A1 ∈ d(E1), exp(A1) = exp(A) and ind(A1) =
ind(A).
Let E′/E be a cyclic extension of degree m and σ a generator of G(E′/E). We denote by
(E′/E,σ,β) the cyclic E-algebra associated with σ and an element β ∈ E∗. This algebra is
defined as a left vector space over E′ with a basis 1, θ, . . . , θm−1, and the multiplication satisfying
the conditions θm = β and θβ ′ = σ(β ′)θ : β ′ ∈ E′. The following statements characterize these
algebras and clarify their role in the description of the relative Brauer group Br(E′/E) (cf. [P,
Section 15.1]):
(1.4)
(i) An algebra B ′ over E is isomorphic to (E′/E,σ, b′), for some b′ ∈ E∗ if and only if B ′ ∈
s(E), [B ′ : E] = m2 and E′ is E-isomorphic to a maximal subfield of B ′;
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N(E′/E). Moreover, the mapping of E∗ into s(E) by the rule λ → (E′/E,σ,λ): λ ∈ E∗,
induces an isomorphism of the quotient group E∗/N(E′/E) on Br(E′/E).
The structure of (E′/E,σ,β) is particularly simple when E contains a primitive mth root
of unity ε. Then E′/E is a Kummer extension (cf. [L1, Chapter VIII, Theorem 10]) and there
are elements α ∈ E∗ and ξ ∈ E′, such that E′ = E(ξ) and (E′/E,σ,β) = E〈ξ, θ : ξm = α,
θm = β , θξ = εξθ〉. In this case, (E′/E,σ,β) is called a symbol algebra and usually is denoted
by Aε(α,β;E). The general properties of symbol algebras and their analogues of dimension p2
over fields of characteristic p > 0, see [Se3, Chapter XIV, Section 1], enable one to prove the
following lemma (and Lemma 7.2) by a separate discussion of the special cases of p = char(E)
and p = char(E) (see, e.g. [Ch4]). For convenience of the reader, we present here unified proofs
suggested by the referee.
Lemma 1.1. Let E be a field and L an extension of E presentable as a compositum L = F1F2 of
distinct cyclic extensions F1 and F2 of E of prime degree p. Assume also that F3 is an interme-
diate field of L/E, such that [F3 : E] = p and F3 = Fj : j = 1,2. Then N(F3/E) includes the
intersection N(F1/E)∩N(F2/E).
Before proving the lemma, let us recall that the character group C(G) of any profinite group G
is the abelian group of continuous homomorphisms of G into the discrete quotient group Q/Z of
the additive group Q of rational numbers by the subgroup Z of integers. This is equivalent to the
standard definition of a character group used in topological group theory, in spite of the fact that
Q/Z is not a discrete subset of the compact group R/Z, where R is the additive locally compact
group of real numbers (see [K, Chapter 7, Corollary 5.3]). Note that C(G) is a torsion group,
since each character of G maps it into a compact, hence a finite, subgroup of Q/Z. Regard-
ing Q/Z as a trivial G-module, we also identify C(G) with the continuous cohomology group
H 1(G,Q/Z). This allows us to identify, for each prime p, the set pC(G) = {χ ∈ C(G): pχ = 0}
with the continuous homomorphism group Hom(G,Fp), where Fp denotes the field with p el-
ements (and is viewed as a discrete additive abelian group). When G = GE , for a given field E,
we put Xp(E) = pC(GE).
Proof of Lemma 1.1. It is clear from Galois theory that L/E is abelian and F3/E is cyclic.
Let Xp(E) = Hom(GE,Fp), and for each χ ∈ Xp(E), denote by Lχ the extension of E in Esep
fixed by the kernel Ker(χ). Also, let χi be characters in Xp(E) such that Fi is the fixed field of
Ker(χi), i = 1,2,3. Because F3 ⊂ F1F2, χ3 lies in the span of χ1 and χ2 in Xp(E). Take any
c ∈ N(F1/E) ∩ N(F2/E) and consider the pairing s :Xp(E) × E∗ → pBr(E) defined by the
rule s(χ, b) = (Lχ/E,σ, b), where σ maps to 1 in the map G(Lχ/E) → Fp induced by χ . (If
χ = 0, then Lχ = E and σ = id.) By (1.4)(ii), s(χ1, c) = s(χ2, c) = 0. Since s is Z-bilinear (see
[Se3, Chapter XIV, Section 1]) and χ3 is an Fp-linear combination of χ1 and χ2, it follows that
s(χ3, c) = 0; hence, by (1.4)(ii), c ∈ N(F3/E). 
When L/E is an arbitrary cyclic field extension, the image Im(πE/L) of πE/L is characterized
by Teichmüller’s theorem (cf. [Dr1, Chapter 9, Theorem 4]) as follows:
(1.5) For an algebra A ∈ s(L), the following assertions are equivalent:
(i) [A] lies in Im(πE/L), i.e. A is similar over L to A0 ⊗E L, for some A0 ∈ s(E);
I.D. Chipchakov / Journal of Algebra 319 (2008) 16–49 21(ii) [A] is fixed by the natural action of G(L/E) on Br(L), i.e. every E-automorphism ψ of the
field L is extendable to an automorphism ψ¯ of A (viewed as an algebra over E).
The next lemma is used in Section 4 for proving that Br(L)p ⊆ Im(πE/L) in case E is p-
quasilocal and L/E is a cyclic p-extension.
Lemma 1.2. Let p be a prime number and H = 〈h〉 a cyclic group of order pt , for some t ∈ N.
Then h− 1 is a nilpotent element of the group ring (Z/psZ)[H ], for any s ∈ N.
Proof. The binomial expansion shows that (h − 1)pt = py, for some y ∈ (Z/psZ)[H ]. Hence,
(h− 1)pt .s = (py)s = psys = 0. 
The following results enable us to take in Section 6 the crucial technical step towards proving
the main result of this paper. They are well-known consequences of Amitsur’s theorem [Am1]
(see also [Roq1], [Roq2, Section 1] and [Am3, pp. 1–3]) about the function fields of Brauer–
Severi varieties:
(1.6)
(i) Every subgroup U of Br(E) is equal to Br(ΛU/E), for some compositum ΛU of function
fields of Brauer–Severi varieties defined over E; also, E is algebraically closed in ΛU (cf.
[FS, Theorem 1]);
(ii) There exists a set {Λn: n ∈ N} of extensions of E, such that Λ1 = E, and for each index n,
Λn ⊆ Λn+1, Br(Λn+1/Λn) = Br(Λn) and Λn is algebraically closed in Λn+1; in particular,
the union Λ′ =⋃∞n=1 Λn is a field with Br(Λ′) = {0}, in which E is algebraically closed.
We end this section by defining most of the special types of fields used in the sequel. A field
F is said to be formally real, if −1 is not presentable as a finite sum of elements of the set
F ∗2 = {f 2: f ∈ F ∗}; we say that F is nonreal, otherwise. The field F is called Pythagorean, if
it is formally real and F ∗2 is closed under the addition in F . This property is characterized as
follows (cf. [Wh, Theorem 2]):
(1.7) F is Pythagorean if and only if 2 ∈ P(F ) and F does not admit a cyclic extension of
degree 4.
A field E is said to be almost perfect, if every finite extension of E has a primitive ele-
ment. It follows from the general theory of algebraic extensions that if char(E) = q > 0, then
[E1 : Eq1 ] = [E : Eq ], for each finite extension E1 of E, where Eq1 = {αq1 : α1 ∈ E1} (cf. [L1,
Chapter VII, Section 7, Corollary 4; Chapter VIII, Section 9, Corollary 1]). This implies that
(1.8) E is almost perfect if and only if char(E)= 0 or char(E)= q > 0 and [E : Eq ] equals 1
or q . The classes of perfect fields and of almost perfect fields are closed under the formation of
algebraic extensions.
It is known that complete discrete valued fields with perfect residue fields are almost perfect
(cf. [E, (5.7)–(5.10)]). We say that a field F is quasilocal, if every finite extension F1/F satisfies
the following condition:
Every cyclic extension F ′1 of F1 is embeddable as an F1-subalgebra in each D1 ∈ d(F1) of
index divisible by [F ′ : F1].1
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fields, for every prime p. In particular, this is the case, if F is a formally real closed or a local
field (see [L1, Chapter XI, Theorem 1] and [Se3, Chapter XIII, Section 3]). Other examples of
quasilocal fields can be found, for instance, in [Se3,Ch2,Ch3,Ch7] and Section 8.
2. A necessary condition for stability of Henselian valued fields
Let K be a field with a nontrivial Krull valuation v, OK the valuation ring, K̂ the residue field
and v(K) the value group of (K,v). We say that v is Henselian, if any of the following three
conditions holds (see [R,Er] or [W], for a proof of their equivalence):
(2.1)
(i) For every monic polynomial f ∈ OK [X] whose image fˆ ∈ K̂[X] (under the natural ring
homomorphism OK [X] → K̂[X], mapping OK canonically on K̂) has a simple root α˜ ∈ K̂ ,
there is a root α ∈ OK of f with αˆ = α˜;
(ii) v can be extended to a uniquely determined (up-to an equivalence) valuation vK ′ on each
algebraic extension K ′ of K ;
(iii) v is uniquely extendable to a valuation vD on each division K-algebra D of finite dimension
[D : K].
It is well known that v is Henselian in the following two special cases: (i) v is real-valued and
K is complete with respect to the topology induced by v; (ii) K is an iterated Laurent formal
power series field in n 1 indeterminates and v is the standard Zn-valued valuation of K . Note
also that the fulfillment of conditions (2.1) guarantees that they are satisfied by the prolongation
of v on any algebraic extension of K .
Assume that v is Henselian and, with notation being as in (2.1)(iii), let D̂ and v(D) be the
residue division ring and the value group of (D,vD), respectively. It is known that D̂ is a K̂-
algebra such that [D̂ : K̂] [D : K], and v(D) is a totally ordered abelian group including v(K)
as a subgroup of index e(D/K)  [D : K]. By the Ostrowski–Draxl theorem [Dr2], [D : K],
[D̂ : K̂] and e(D/K) are related as follows:
(2.2) [D : K] = [D̂ : K̂]e(D/K)d(D/K), for some integer d(D/K) (called a defect of D
over K); if d(D/K) = 1, then char(K̂) = q > 0 and d(D/K) is a power of q .
This, combined with (1.1) and [TY, Theorem 4.1], leads to a complete description of the
relations between Schur indices and defects of central division algebras over Henselian valued
fields. The division K-algebra D is said to be defectless (with respect to v) if d(D/K) = 1, and it
is called inertial if [D : K] = [D̂ : K̂] and the center Z(D̂) of D̂ is a separable extension of K̂ . By
Theorem 2.8(a) of [JW], for every finite-dimensional division K̂-algebra S˜ with Z(S˜) separable
over K̂ , there exists an inertial division K-algebra S such that Ŝ is K̂-isomorphic to S˜. This
algebra is uniquely determined by S˜, up-to a K-isomorphism (and is called an inertial lift of S˜
over K). We refer the reader to [JW], for a systematic presentation of inertial, totally ramified,
nicely semiramified and other types of defectless central division K-algebras.
The starting point for our further considerations is the following necessary condition for sta-
bility of Henselian valued fields; its proof has been suggested by the referee and is considerably
shorter than the one in the first version of the paper.
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K̂ of (K,v) is also stable. Moreover, if v(K) is p-indivisible, for some prime number p, and
if S˜ ∈ d(K̂) is an algebra of p-primary dimension, then every cyclic extension of K̂ of degree
dividing ind(S˜) is embeddable in S˜ as a K̂-subalgebra.
Proof. Let i(K) = {Δ ∈ d(K): Δ is inertial over K}. By [JW, Theorem 2.8(b)], the set
IBr(K) = {[Δ]: Δ ∈ i(K)} is a subgroup of Br(K) and the mapping π : i(K) → d(K̂) by the
formula π(S) = Ŝ: S ∈ i(K), induces a group isomorphism π˜ : IBr(K) ∼= Br(K̂). In particular,
π preserves indices and exponents, so K̂ inherits the stability of K .
Suppose now that pv(K) = v(K), for some prime p. Fix an algebra S˜ ∈ d(K̂) of p-primary
index as well as a cyclic extension L˜ of K̂ of degree n dividing ind(S˜), and denote by S and L
the inertial lifts over K of S˜ and L˜, respectively. So, S ∈ d(K), and ind(S˜) = ind(S) = exp(S) =
exp(S˜), as K is stable. Note that L/K is cyclic (see [JW, p. 135]), and for b ∈ K∗ with v(b) /∈
pv(K), let V = (L/K,σ, b), where σ is any generator of G(L/K). The choice of b guarantees
that the image of v(b) in v(K)/nv(K) has order n, so [JW, Exercise 4.3] shows that V is a
nicely semiramified division K-algebra with v(V )/v(K) cyclic of order n and V̂ = L˜. Since
S is inertial, [JW, Theorem 5.15(a)] and the noted property of V yield that for the underlying
division algebra D of S ⊗K V , we have exp(D) = l.c.m.(exp(S˜), exp(v(V )/v(K))) = exp(S˜)
and ind(D) = ind(S˜ ⊗K̂ L˜).n. As the stability of K requires that ind(D) = exp(D), one obtains
from these results that ind(S˜) = exp(S˜) = ind(S˜ ⊗K̂ L˜).n. Hence, by (1.2)(ii), L˜ embeds in S˜, as
desired. 
Corollary 2.2. Under the hypotheses of Proposition 2.1, if v(K) is totally indivisible, then every
cyclic extension L˜ of K̂ embeds K̂-isomorphically in each algebra D˜ ∈ d(K̂) of index divisible
by [L˜ : K̂].
Proof. This can be deduced from (1.1), (1.2) and Proposition 2.1, since L˜ is presentable as a
tensor product over K̂ of cyclic extensions of K̂ of primary degrees (see [P, Section 15.3]). 
Proposition 2.3. Quasilocal fields are absolutely stable. Residue fields of Henselian valued ab-
solutely stable fields with totally indivisible value groups are quasilocal and almost perfect.
Proof. Note first that if (K,v) is a Henselian valued field and L˜/K̂ is a finite extension, then
there exists an extension L/K such that [L : K] = [L˜ : K̂], vL(L) = v(K) and the residue field
of (L, vL) is K̂-isomorphic to L˜ (see (2.1), (2.2) and [L1, Chapter VII, Sections 4 and 7]).
Therefore, our second assertion follows from Corollary 2.2 and [Ch1, Corollary 2.6(iii)]. Let
now E be a quasilocal field and let Δ ∈ d(E) be of prime exponent p. Since finite extensions of
E are quasilocal, it suffices for the proof of the absolute stability of E to show that ind(Δ) = p
(see (1.1) and [A1, Chapter XI, Theorem 3]). Suppose first that E contains a primitive pth root of
unity or char(E) = p. By the Merkurjev–Suslin theorem and Albert’s theory of p-algebras (cf.
[MS, (16.1)] and [A1, Chapter VII, Theorem 28]), then Δ is similar to a tensor product of cyclic
division E-algebras of index p. Therefore, p ∈ P(E) and Δ/E is split by any cyclic extension
of E of degree p, which enables one to deduce the equality ind(Δ) = p from (1.1) and (1.2).
Assume now that p = char(E), E′ is an extension of E obtained by adjunction of a primitive pth
root of unity, and Δ′ = Δ⊗E E′. It is known that [E′ : E] divides p − 1 (cf. [L1, Chapter VIII,
Section 3]); hence, by (1.2), Δ′ ∈ d(E′), ind(Δ′) = ind(Δ) and exp(Δ′) = p. As E′ is quasilocal,
this yields ind(Δ) = p. 
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3. Central division algebras of p-primary dimensions and the p-component of the Brauer
group in the case of a p-indivisible value group
The main result of this section sheds light on the nature of the stability property of residue
fields of Henselian valued stable fields with p-indivisible value groups, and on the structure of
the p-components of their Brauer groups.
Theorem 3.1. Let E be a p-quasilocal field such that Br(E)p = {0}, for some p ∈P(E). Assume
also that R is a cyclic extension of E in E(p), and D ∈ d(E) is an algebra of p-primary index.
Then E, R and D have the following properties:
(i) D is a cyclic E-algebra and ind(D) = exp(D);
(ii) Br(E)p is a divisible group unless p = 2 and E is formally real;
(iii) If [R : E] = ind(D), then R embeds in D as an E-subalgebra;
(iv) If [R : E] ind(D), then exp(D ⊗E R) = exp(D)/[R : E].
Proof. Suppose first that [R : E] = exp(D) = pn, for some n ∈ N, fix a generator σ of G(R/E),
and denote by R′ the (unique) extension of E in R of degree pn−1. We show that ind(D) = pn
and R embeds in D as an E-subalgebra. In view of (1.1) and (1.2)(ii), this amounts to proving that
D is split by R, i.e. [D] ∈ Br(R/E). Note first that the underlying division E-algebra D′ of the
pth tensor power of D over E has exponent pn−1, and R′/E is cyclic with G(R′/E) generated by
the automorphism σ ′ of R′ induced by σ . Also, if n = 1, then D is similar to a tensor product of
algebras in d(E) of index p (cf. [M, Section 4, Theorem 2]); hence, by (1.2) and the p-quasilocal
property of E, [D] ∈ Br(R/E). Proceeding by induction on n, one may assume further that n 2
and [D′] ∈ Br(R′/E). Now, by (1.2) and (1.4), there is an E-isomorphism D′ ∼= (R′/E,σ ′, λ) for
some λ ∈ E∗, and by [P, Section 15.1, Corollary b], D′ is similar to the pth tensor power of the
E-algebra (R/E,σ,λ). In view of (1.4)(ii), this means that D ⊗E (R/E,σ,λ−1) is of exponent
p (in s(E)); hence, [D ⊗E (R/E,σ,λ−1)] and [D] lie in Br(R/E), which proves our assertion.
Suppose now that [R : E] = pn  exp(D), put ν = exp(D)/pn and denote by D0 the un-
derlying division E-algebra of the νth tensor power of D (over E). It is easily verified that
exp(D0) = pn and by the first part of our proof, R splits D0. This, combined with (1.1)(i)
and (1.2)(ii), proves Theorem 3.1(iv) and shows that Br(R/E) = {b ∈ Br(E): pnb = 0}. More
precisely, arguing as above, one obtains from [P, Section 15.1, Corollary b] and (1.4)(ii) that
Br(R/E) coincides with the union of its cyclic subgroups of order pn. Now the remaining asser-
tions of Theorem 3.1 can be deduced from the following statements:
(3.1) Let E be a field and p ∈ P(E). Then:
(i) For each Δ ∈ d(E) of p-primary index, there exists a cyclic extension of E in E(p) of
degree equal to exp(Δ);
(ii) If p > 2 or E is nonreal, then E(p) contains as a subfield a cyclic extension of E of de-
gree pm, for each m ∈ N.
Statements (3.1) are obtained as consequences of the following two lemmas.
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extension of E unless p = 2 and E is Pythagorean.
For a proof of Lemma 3.2, we refer the reader to [Wh, Theorem 2]. Our next lemma is also
known but its proof is included here because of its brevity and simplicity.
Lemma 3.3. Let E be a Pythagorean field. Then Br(E)2 is of exponent 2.
Proof. As E is formally real, the equation X2 +Y 2 = −1 has no solution in E, which means that
−1 /∈ N(E(√−1 )/E). Therefore, by (1.4)(ii), A−1(−1,−1;E) ∈ d(E), whence Br(E)2 = {0}.
Since E is Pythagorean, and by [MS, (16.6)], central division algebras of exponent 4 are similar
to tensor products of cyclic algebras, it follows from (1.4)(ii) and (1.7) that Br(E)2 does not
contain elements of order 4. Thus Lemma 3.3 is proved. 
Remark 3.4.
(i) Lemma 3.3 is a part of known characterizations of fields E with Br(E)2 of exponent 2 (see,
for instance, [Ef, Theorem 3.1]). The availability of this property implies that E is formally
real (not necessarily Pythagorean, e.g. the Z2-extension of the field Q of rational numbers in
Q(2)) and its totally positive elements are presentable as sums of two squares over E.
(ii) Note that if E is a field with G(E(p)/E) a pro-p-group of rank 1 and order  3, for some
p ∈ P(E), then E(p)/E is a Zp-extension. Indeed, by Galois theory, G(E(p)/E) has a
unique open subgroup of index p. Therefore, finite extensions of E in E(p) are cyclic, so
our assertion reduces to a consequence of Lemma 3.2 and statement (1.7).
Theorem 3.1(ii) is supplemented by the following lemma.
Lemma 3.5. A formally real field E is 2-quasilocal if and only if [E(2) : E] = 2; when this is the
case, E is Pythagorean and Br(E)2 is of order 2.
Proof. Evidently, if [E(2) : E] = 2, then (Δ ⊗E Δ′) /∈ d(E), for any Δ and Δ′ ∈ d(E) with
ind(Δ) = ind(Δ′) = 2; also, E is Pythagorean, by (1.7). This, combined with [MS, (16.1)],
(1.4)(ii) and Lemma 3.3, implies that Br(E)2 = 〈[A−1(−1,−1;E)]〉 = {0}. Thus the latter part
and the sufficiency in the former part of the lemma are proved. Suppose now that E is 2-
quasilocal and put B1 = B(
√−1 ) (where √−1 ∈ E(2)), for each formally real extension B of E
in E(2). As in the proof of Lemma 3.3, one obtains that [B1 : B] = 2 and −1 /∈ N(B1/B). Hence,
A−1(−1,−1;B) ∈ d(B), and by Albert’s theorem (cf. [A2, Chapter IX, Section 6]), B1 is not
included in any cyclic quartic extension of E. Note also that A−1(−1,−1;E′) /∈ d(E′), for any
quadratic extension E′/E. Since A−1(−1,−1;E′) is E′-isomorphic to A−1(−1,−1;E)⊗E E′,
this is implied by (1.2)(ii) and the embeddability of E′ in A−1(−1,−1;E) over E. Therefore,
E′ is a nonreal field, so it follows from the Artin–Schreier theory (see [L1, Chapter XI, Propo-
sition 2]) that E∗ = E∗2 ∪ −E∗2 (where −E∗2 = {−λ2: λ ∈ E∗}). As E is formally real, this
proves that E is Pythagorean and E1 is its unique quadratic extension in E(2). Hence, by Ga-
lois theory, finite proper extensions of E in E(2) are cyclic and include E1 (see Remark 3.4(ii)).
Summing up the obtained results, one concludes that E(2) = E1, which completes our proof. 
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real if and only if its residue field is of the same kind (cf. [La, Theorem 3.16]).
Corollary 3.6. Let (K,v) be a Henselian valued stable field with v(K) p-indivisible, for some
prime p. Then Br(K̂)p is divisible unless p = 2 and K̂ is formally real.
Proof. If p = char(K̂) or p ∈ P(K̂), this can be deduced from Witt’s theorem (cf. [Dr1, Sec-
tion 15]), and from Proposition 2.1, Theorem 3.1 and Lemma 3.5, respectively. Also, it is known
that if K̂(2) = K̂ , then Br(K̂)2 = {0} (see [MS, (16.1)] and [A1, Chapter VII, Section 9]). Sup-
pose further that p /∈P(K̂), p  3 and p = char(K̂), denote by K̂0 the prime subfield of K̂ , and
let K̂1 be the extension of K̂0 generated by the roots of unity in K̂sep of p-primary degrees. It
is well known that K̂1 = K̂p(ε), where ε is a primitive pth root of unity and K̂p is the unique
Zp-extension of K̂0 in K̂sep. At the same time, it is clear from Galois theory (cf. [Ko, Proposi-
tion 2.11]) and the assumptions on p that K̂p ⊆ K̂ , which implies that K̂(ε) = K̂K̂1, i.e. K̂(ε)
contains primitive pnth roots of unity, for all n ∈ N. This ensures that Br(K̂(ε))p is divisible
(see [MS, (16.1)] and [P, Section 15.1, Corollary b]). Since [K̂(ε) : K̂] divides p − 1, one also
concludes that the composition corK̂(ε)/K̂ ◦πK̂/K̂(ε) induces an automorphism of Br(K̂)p (cf. [T,
Theorem 2.5]). Now the divisibility of Br(K̂)p is obtained in the same way as the proof of [FSS,
Proposition 2], so Corollary 3.6 is proved. 
Remark 3.7. Let T be an abelian torsion group with divisible p-components, for all prime num-
bers p > 2. It has been proved in [Ch7,Ch8] that if the 2-component of T is divisible or of
order 2, then T is isomorphic to the Brauer group of the residue field of some stable field F(T )
with a Henselian discrete valuation (and in the former case, F(T ) can be chosen from the class
of absolutely stable fields). As the structure of divisible abelian groups is known (cf. [F, The-
orem 23.1]), Corollary 3.6, Lemma 3.5 and this result fully describe the abelian torsion groups
realizable as Brauer groups of residue fields of Henselian valued stable fields with totally indi-
visible value groups.
Lemma 3.5 and our next lemma provide a Galois-theoretic characterization of the p-
quasilocal property in the class of fields with primitive pth roots of unity:
Lemma 3.8. Let E be a field containing a primitive pth root of unity, for some p ∈ P(E). Then
E is nonreal and p-quasilocal if and only if G(E(p)/E) is a p-group of Demushkin type.
Proof. As noted, for example, in [Wa2], it follows from Galois cohomology that there is a group
isomorphism κ : pBr(E) → H 2(G(E(p)/E),Fp), such that the diagram
E∗/E∗p ×E∗/E∗p Symb
μ×μ
pBr(E)
κ
H 1(G(E(p)/E),Fp)×H 1(G(E(p)/E),Fp) ∪ H 2(G(E(p)/E),Fp)
(3.2)
is commutative, where E∗p = {ep: e ∈ E∗}, μ is the Kummer isomorphism of E∗/E∗p
on H 1(G(E(p)/E),Fp), ∪ is the cup-product mapping and Symb maps (αE∗p,βE∗p) into
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mas 3.2 and 3.5, proves Lemma 3.8. 
Remark 3.9. Let P be a nontrivial pro-p-group, for some prime number p:
(i) It is known that P is a p-group of Demushkin type of degree zero if and only if it is a
free pro-p-group. When this is the case, P is determined, up-to an isomorphism, by its rank
(cf. [Se1, Chapter I, 4.2]), and is realizable as an absolute Galois group of a field of any
prescribed characteristic [LvdD, (4.8)] (see also [Ch2, Remark 2.6]);
(ii) We say that P is a Demushkin group, if it is a p-group of Demushkin type of degree one. The
classification, up-to isomorphisms, of the pro-p-groups of this kind and of finite or countable
rank is known (see [D1,D2,Lab1,Lab2,Se2]). We refer the reader to [MW1,MW2], for a
similar description of Demushkin groups of countable ranks, which are realizable as Galois
groups of maximal p-extensions.
4. The main result
The main purpose of this paper is to prove the following theorem:
Theorem 4.1. Assume that E is a p-quasilocal field with respect to a prime number p, R is an
extension of E in E(p), and D ∈ d(E) is an algebra of p-primary index. Then:
(i) The homomorphism πE/R maps Br(E)p surjectively on Br(R)p;
(ii) R is a p-quasilocal field;
(iii) R embeds in D as an E-subalgebra if and only if [R : E] divides ind(D); R is a splitting
field of D if and only if [R : E] is infinite or divisible by ind(D);
(iv) If [R : E] is infinite, then Br(R)p = {0}.
Theorem 4.1 is proved in Section 7 on the basis of the following two lemmas.
Lemma 4.2. Let U be a cyclic extension of a field E in E(p), such that [U : E] = pt , and
suppose that U splits each Ω ∈ d(E) whose exponent divides pt . Then:
(i) πE/U maps Br(E)p surjectively on Br(U)p and corU/E maps Br(U)p injectively into
Br(E)p;
(ii) If Br(E)p = {0}, then Br(U)p = {0} and N(Φ/U) = U∗, for every finite extension Φ of U
in E(p);
(iii) If μ ∈ U∗ and U1 is a cyclic extension of E in E(p), such that U1 ∩ U = E, then μ ∈
N((U1U)/U) if and only if NUE (μ) ∈ N(U1/E).
Proof. (i) Recall first that Br(U)p is a module over the integral group ring Z[G(U/E)] with
respect to the group operation in Br(U)p and the multiplication from Z[G(U/E)]× Br(U)p into
Br(U)p induced canonically by the action of G(U/E) on U . Let ψ be a generator of G(U/E).
By (1.5), the image of Br(E)p under πE/U is the set {θ ∈ Br(U)p: (ψ − 1)θ = 0}. Thus, it
suffices for our first assertion to prove that ψ acts trivially on Br(U)p . For this, take any nonzero
Δ ∈ Br(U)p ; say exp(Δ) = ps . The set ps Br(U) = {η ∈ Br(U): psη = 0} is a Z[G(U/E)]-
submodule of Br(U)p and can be viewed as a module over the group ring (Z/psZ)[G(U/E)].
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in Br(U)p . Take k minimal with this property. If k = 1, then ψΔ = Δ, as desired. So assume
k  2. Let Γ = (ψ − 1)k−2Δ (so Γ = Δ if k = 2), and let Λ = (ψ − 1)Γ = (ψ − 1)k−1Δ = 0.
Because (ψ − 1)Λ = (ψ − 1)kΔ = 0, there is D ∈ Br(E)p with πE/U (D) = Λ in Br(U)p . By
[T, Theorem 2.5], then, in Br(E),
ptD = corU/E
(
πE/U (D)
)= corU/E(Λ)
= corU/E(ψΓ − Γ ) = corU/E(ψΓ )− corU/E(Γ ) = 0.
Thus the assumption on U implies that πE/U (D) = 0, i.e. Λ = (ψ − 1)k−1Δ = 0 in Br(U)p ,
contradicting the minimality of k. Hence, k = 1, and the first part of (i) is proved.
For the second assertion, take any A in Br(U)p with corU/E(A) = 0 (in Br(E)). We have just
proved that A = πE/U (B), for some B ∈ Br(E)p . Hence, by [T, Theorem 2.5], ptB = 0, and by
hypothesis, A = πE/U (B) = 0, proving the desired injectivity.
(ii) The equality Br(U)p = {0} follows from the inclusion Br(U)p ⊆ Im(πE/U ) and the as-
sumption that Br(E)p = {0}. Note also that by Galois theory and the subnormality of proper
subgroups of finite p-groups (see [L1, Chapter I, Section 6; Chapter VIII]), if Φ = U , then U
has a proper cyclic extension Φ0 in Φ . Therefore, the statement that N(Φ/U) = U∗ can be de-
duced from the triviality of Br(U)p and Br(Φ0)p by a standard inductive argument relying upon
(1.4)(ii) and the transitivity of norm mappings in towers of finite extensions.
(iii) The condition U1 ∩U = E shows that if ϕ is an E-automorphism of U1 of order [U1 : E],
then it is uniquely extendable to a U -automorphism ϕ˜ of U1U of the same order. Observing also
that corU/E maps [((U1U)/U, ϕ˜,μ)] into [(U1/E,ϕ,NUE (μ))] (e.g. as in the proof of [Ch6,
(4.1)(iii)]), one reduces Lemma 4.2(iii) to a consequence of Lemma 4.2(i). 
We recall that the following lemma is proved in Sections 5 and 6.
Lemma 4.3. Let E be a p-quasilocal field with respect to a prime number p, and let F1 and F2
be different extensions of E in E(p) of degree p. Then N(F1/E)N(F2/E) = E∗.
Lemmas 4.2 and 4.3 enable one not only to establish the main result of this paper but also
to take a serious step towards determining and characterizing the basic types of fields whose
finite abelian extensions and norm groups are related essentially in the same way as in the clas-
sical local class field theory (see [Ch6]). As to our next result, it supplements Theorem 4.1 by
showing that the class of p-quasilocal fields is closed under the formation of purely inseparable
extensions.
Proposition 4.4. Let E be a field, K/E a finite purely inseparable extension and p a prime
number. Then K is p-quasilocal if and only if E is p-quasilocal.
Proof. Let K1 be an extension of K in Ksep and E1 the separable closure of E in K1. Then
E1K = K1 and E1 ∩ K = E (see [L1, Chapter VII, Sectios 4 and 7]). Hence, by Galois theory
and [P, Section 9.2, Proposition c], K1 and E1 ⊗E K are K-isomorphic. Note further that K1/K
is Galois if and only if E1/E is of the same kind; such being the case, the Galois groups G(E1/E)
and G(K1/K) are isomorphic (cf. [L1, Chapter VIII, Theorem 4] and [Ko, Chapter 2]). It follows
from (1.1), (1.2) and the equality K1 = E1K that if p = char(E), K1/K is a finite p-extension,
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embeds in T over E. Observing also that πE/K is surjective (by the Albert–Hochschild theo-
rem, see [Dr1, p. 110] or [Se1, Chapter II, 2.2]), one concludes that it induces an isomorphism
Br(E)p ∼= Br(K)p . This completes the proof of Proposition 4.4 in the case of p = char(E).
Henceforth, we assume that p = char(E) and K1/K is cyclic of degree p. Then [K : E] is a
power of p and one may consider only the special case where [K : E] = p (cf. [L1, Chapter VII,
Section 7]). Our argument also relies on the existence (see [Dr1, Section 15, Lemma 2]) of a
cyclic extension K2 of K in K(p), such that [K2 : K] = p2 and K1 ⊂ K2. Fix a generator τ2 of
G(K2/K), put E2 = K2 ∩ E(p) and let τ1, σ1 and σ2 be the automorphisms induced by τ2 on
K1, E1 and E2, respectively. We show that Proposition 4.4 can be deduced from the following
statements:
(4.1)
(i) If E is p-quasilocal, D ∈ d(K) and ind(D) = p, then D is similar to the K-algebra
(K2/K, τ2, d), for some d ∈ K∗;
(ii) If K is p-quasilocal, Δ ∈ d(E) and ind(Δ) = p, then Δ is similar over E to (E2/E,σ2, δ),
for some δ ∈ E∗;
(iii) If E or K is p-quasilocal, then N(E2/E1) and N(K2/K1) include the sets {σ1(α)α−1: α ∈
E∗1 } and {τ1(β)β−1: β ∈ K∗1 }, respectively.
Suppose first that E is p-quasilocal. Then it follows from (1.4)(ii) and (4.1)(i) that dp ∈
N(K2/K), and by Hilbert’s Theorem 90, this means that dτ1(α1)α−11 ∈ N(K2/K1), for some
α1 ∈ K∗1 . Applying now (4.1)(iii), one concludes that d ∈ N(K2/K1). The obtained result is
equivalent to the embeddability of K1 in D as a K-subalgebra, since (K2/K, τ2, d) ⊗K K1 is
similar over K1 to the centralizer of K1 in (K2/K, τ2, d), i.e. to (K2/K1, τp2 , d) (cf. [P, Sec-
tion 13.3]). This proves that K is p-quasilocal. The converse implication of Proposition 4.4 is
deduced from (4.1)(ii)–(iii) in much the same way, so we omit the details.
We turn to the proof of (4.1). Denote by πF/F˜ ,p the scalar extension map of Br(F )p into
Br(F˜ )p , for each pair (F, F˜ ) of intermediate fields of K(p)/E satisfying the inclusion F ⊆ F˜ .
It is not difficult to see from (1.4), (1.5) and Lemma 4.2(i) that (4.1)(iii) will be proved, if we
show that πE/E1,p is surjective if and only if so is πK/K1,p . Our proof of this equivalence relies on
the fact that πE/K1,p equals the compositions πE1/K1,p ◦ πE/E1,p and πK/K1,p ◦ πE/K,p (see [P,
Section 9.4, Corollary a]). Since K/E and K1/E1 are purely inseparable, πE/K,p and πE1/K1,p
are surjective, so one obtains consecutively that if πE/E1,p is surjective, then the same applies to
πE/K1,p and πK/K1,p . Conversely, let πK/K1,p be surjective. Then πE/K1,p is surjective, which
implies that Br(E1)p is presentable as a sum of the subgroups Im(πE/E1,p) and Br(K1/E1).
Since Br(E1)p and Im(πE/E1,p) are divisible and Br(K1/E1) is of exponent dividing [K1 : E1] =
[K : E], the obtained result proves the surjectivity of πE/E1,p (and the validity of (4.1)(iii)).
For the rest of the proof, note that if E is p-quasilocal and D1 ∈ d(E) is chosen so
that πE/K([D1]) = [D], then exp(D1) divides p.[K : E] = p2 = [E2 : E] (apply (1.1)(i) and
(1.2)(ii)). Hence, by Theorem 4.1(iii), D1 is split by E2, which allows one to deduce (4.1)(i)
from (1.4) and the existence of a K-isomorphism K2 ∼= E2 ⊗E K . Let now K be p-quasilocal.
Then K2 splits all algebras in s(K) of exponents dividing p2. In particular, this applies to the K-
algebra Θ ⊗E K whenever Θ ∈ d(E) and exp(Θ) = p2. Since Br(E)p is divisible, πE/K2,p =
πE2/K2,p ◦ πE/E2,p and [K2 : E2] = [K : E] = p, this implies that pBr(E) ⊆ Br(E2/E) and so
completes the proof of (4.1)(ii) and Proposition 4.4. 
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field is stable. This can be illustrated by the following result:
Proposition 4.5. Assume that (K,v) is a Henselian valued field such that v(K) is totally
indivisible, char(K̂) = q  0 and P(K̂) contains every prime p for which Br(K̂)p = {0}.
Suppose also that if Br(K)p′ = {0}, for some prime p′, then p′Br(K) coincides with the set
{[Dp′ ]: Dp′ ∈ d(K), ind(Dp′) = p′}. Then:
(i) ind(D) = exp(D), for every D ∈ d(K) with [D : K] not divisible by char(K̂);
(ii) K is stable in each of the following three special cases:
(α) K is almost perfect and char(K) = q;
(β) K̂ is perfect, q > 0, the group v(K)/qv(K) is of order q and d(K) is included in the
class of defectless division K-algebras;
(γ ) K contains a primitive qth root of unity and v(K)/qv(K) is of order q3.
It is not known whether there exists a field E and a prime p /∈P(E), for which Br(E)p = {0}.
In view of the Merkurjev–Suslin theorem and [A1, Chapter VII, Theorem 28], this is impossible,
if E contains a primitive pth root of unity or char(E) = p.
Proof of Proposition 4.5. Let Δ˜ ∈ d(K̂) be of prime index p, and suppose that L˜/K̂ is a cyclic
extension of degree p, Δ and L are inertial lifts over K of Δ˜ and L˜, respectively, σ is a generator
of G(L/K) (see [JW, p. 135]), and π is an element of K∗ of value v(π) /∈ pv(K). As in the proof
of Proposition 2.1, one deduces from [JW, Theorem 5.15(a)] that if L˜ does not embed in Δ˜ as
a K̂-subalgebra, then Δ ⊗K (L/K,σ,π) must lie in d(K) and have exponent p and index p2.
This contradicts the assumptions of Proposition 4.5 and so proves that K̂ is p-quasilocal. Hence,
by Theorems 3.1, 4.1 and the condition on P(K̂), K̂ is stable and its cyclic extensions have the
property required by Corollary 2.2. Observe also that our assumptions rule out the existence in
d(K) of a tensor product of a pair of cyclic division K-algebras of any prime index p′. As shown
in [Ch1, Section 2], this means that K , K̂ , K̂(p′), v(K) and v(K)/p′v(K) are related as in [Ch1,
Theorem 2.1]. Therefore, our proof can be completed by applying [Ch1, Theorem 3.1]. 
We conclude this section with essentially an equivalent form of Theorem 4.1 for nonreal fields
containing a primitive pth root of unity. It partially generalizes Theorem 2 of [Lab1]:
Proposition 4.6. Let E be a field containing a primitive pth root of unity, for some prime p, and
let G(E(p)/E) be a p-group of Demushkin type of degree d . Then G(E(p)/E) has the following
properties:
(i) Every open subgroup U of G(E(p)/E) is a p-group of Demushkin type of degree d ; the
corestriction mapping of H 2(U,Fp) into H 2(G(E(p)/E),Fp) is an isomorphism;
(ii) Nontrivial closed subgroups of G(E(p)/E) of infinite indices are free pro-p-groups.
Proof. Since E(p) = E′(p), for every extension E′ of E in E(p) (cf. [Ko, the beginning of
Chapter 9]), this can be deduced from Theorem 4.1, Lemmas 3.8 and 4.2(i), diagram (3.2) and
[Se1, Chapter I, Proposition 21]. 
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including Poincaré groups of arbitrary dimensions and p-groups of Demushkin type (see, for
example, [Se1, Chapter I, 4.5]).
It is easily seen that the degree of any p-group of Demushkin type is at most equal to its rank
as a pro-p-group. Note also that if F is a field with a primitive pth root of unity and G(F (p)/F )
of Demushkin type of degree 2, then the rank of G(F (p)/F ) is infinite [Ch6, Corollary 4.6]. It
is therefore worth mentioning (for a proof, see [Ch8]) that if E0 is an infinite field of cardinality
d and characteristic q  0, Pq is the set of prime numbers different from q , and cp, dp: p ∈Pq ,
is a system of cardinal numbers such that cp  dp  d , p ∈ Pq , then there exists an extension E
of E0 with the following properties:
(4.2) E0 is algebraically closed in E, and for each p ∈ Pq , G(E(p)/E) and the Sylow pro-p-
subgroups of GE are of rank d and Demushkin type of degrees cp and dp , respectively. Moreover,
E can be chosen so that finite groups are realizable as Galois groups over E (and E does not
admit Henselian valuations with indivisible value groups, cf. [Ch6, (2.3)]).
This, applied to the special case where q = 0, d = ℵ0 and cp = dp = 1, for every p ∈ Pq ,
enables one to deduce from the main results of [MW1,MW2] that each sequence Gp: p ∈ Pq ,
of Demushkin groups of countable rank and s-invariant zero is realizable as a sequence of Sylow
pro-p-subgroups of the absolute Galois group of some field.
5. An equivalent form of the main lemma
Our aim in this section is to find an equivalent form of Lemma 4.3. This form is of independent
interest and serves as a basis for the proof of the lemma, presented in Section 6. The main result
of this section is known in the special case of p = 2 and a ground field of characteristic different
from 2 (see Exercise 4.4 at the end of [CF]).
Lemma 5.1. Let E be a field, L an extension of E of degree p2, for some prime p, and I (L/E)
the set of intermediate fields of L/E. Then L/E is noncyclic and Galois if and only if it satisfies
any of the following equivalent conditions:
(i) L is a compositum of two different cyclic extensions of E of degree p;
(ii) I (L/E) = {L,E,Ej : j = 1, . . . , p + 1}, where E1, . . . ,Ep+1 are (pairwise distinct) cyclic
extensions of E of degree p.
Proof. This follows at once from Galois theory and the well-known fact that noncyclic groups
of order p2 are elementary abelian with exactly p + 1 subgroups of order p. 
Lemma 5.2. Let E be a field containing a primitive pth root of unity ε, L/E a noncyclic Galois
extension of degree p2, and (F1,F2) a pair of different extensions of E in L of degree p. Then
Fi = E(ξi), where ξi is a pth root of an element ai ∈ E∗, for each index i. Moreover,
(i) The multiplicative group F ∗pi ∩ E equals the union
⋃p−1
l=0 a
l
i .E
∗p
, and L∗p ∩ E = (F ∗p1 ∩
E).(F
∗p
2 ∩E);
(ii) If p > 2, then NFiE (ξi) = ai and F ∗pi ∩ E is a subgroup of N(Fi/E), for i = 1,2. Further-
more, one of the following conditions holds:
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(F
∗p
2 ∩E);
(b) (L∗p ∩E)⊆ N(F1/E); this is the case if and only if (L∗p ∩E) ⊆ N(F2/E).
Proof. The existence of ai, ξi : i = 1,2, and statement (i) follow at once from Kummer the-
ory, and the former part of (ii) is implied by the definition of the norm mapping. In view of
(1.4)(ii), the obtained results indicate that (L∗p ∩E) ⊆ N(F1/E) if and only if Aε(a1, a2;E) /∈
d(E). Similarly, we have (L∗p ∩ E) ⊆ N(F2/E) if and only if Aε(a2, a1;E) /∈ d(E). Since
Aε(a1, a2;E) and Aε(a2, a1;E) are inversely isomorphic over E, this proves Lemma 5.2. 
Lemma 5.3. Let E be a field not containing a primitive pth root of unity, for some prime p. Then
E(p) does not contain such a root and E(p)∗p ∩E = E∗p .
Proof. If char(E) = p, this follows from the fact that the binomial Xp −α is purely inseparable,
for each α ∈ E. Assuming that p = char(E) and α ∈ E∗ \E∗p , one obtains that Xp − α is irre-
ducible over E and its root field, say Fα , contains a primitive pth root of unity ε. As [E(ε) : E]
divides p− 1 and ε /∈ E, this means that the extension of E generated by a fixed pth root of α in
Fα is not normal. Our conclusion, however, contradicts the normality of the extensions of E in
E(p) of degree p, so Lemma 5.3 is proved. 
Lemma 5.4. Let E be a field, p a prime number, L/E a noncyclic Galois extension of degree p2,
E1, . . . ,Ep+1 the intermediate fields of L/E of degree p over E, and σ1, . . . , σp+1 generators of
G(E1/E), . . . ,G(Ep+1/E), respectively. Then NLE(α)αp =
∏p+1
j=1 NLEj (α), for every α ∈ L. Fur-
thermore, if NLE(α) = cp , for some c ∈ E∗, then there exist elements u1 ∈ E∗1 , . . . , up+1 ∈ E∗p+1,
such that NLEj (α) = cσj (uj )u−1j , for every index j . In addition, αp = c.
∏p+1
j=1 (σj (uj )u
−1
j ).
Proof. This follows from Hilbert’s Theorem 90 and the definitions of the considered norm map-
pings. 
From now on we will often use the fact that if M/E is a Galois extension, then M∗ is a
module over the integral group ring Z[G(M/E)] with respect to the group operation in M∗ and
the multiplication ∗ :Z[G(M/E)] × M∗ → M∗ canonically induced by the action of G(M/E)
on M∗. Note also that if G(M/E) is a finite abelian group and F is an intermediate field of
M/E, then F ∗, N(M/F) and F ∗l are Z[G(M/E)]-submodules of M∗ satisfying the inclusions
F ∗l ⊆ N(M/F) ⊆ F ∗, where l = [F : E].
Lemma 5.5. Let E be a field, F a cyclic extension of E of prime degree p, α an element of
F ∗, k an integer with 0 < k < p, τi : i = 1, . . . , k a sequence of generators of G(F/E), and
Ti = τi − 1 ∈ Z[G(F/E)], for each index i. Then:
(i) Suppose k = p − 1, σ is any generator of G(F/E) and each τi = σm(i). Then (∏p−1i=1 Ti) ∗
α = (NFE (α)α−p)m(σ (β)β−1)p for some β ∈ F ∗, where m =
∏p−1
i=1 m(i);
(ii) If (∏ki=1 Ti) ∗ α = 1, then αp ∈ E (and NFE (α) = αp); the converse is true in case k  2;
(iii) If p  3, k  3 and (∏k−1i=1 Ti) ∗ α = ρ, with NFE (α) ∈ F ∗p , then ρ = (∏ki=1 Ti) ∗ γ , for
some γ ∈ F ∗.
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some g(X) ∈ Z[X],
−p +
p−1∑
i=0
Xi = (X − 1)p−1 + p(X − 1)g(X). (5.1)
This is easy to see from the binomial expansion in terms of Y :
p−1∑
i=0
Xi = (Xp − 1)/(X − 1) = [(Y + 1)p − 1]/Y = Yp−1 + p + p−1∑
j=2
(
p
j
)
Y j−1.
Now, note that for any l ∈ N, we have Xl − 1 = (X − 1)(Xl−1 + · · · + 1) = (X − 1)×
[(X − 1)hl(X) + l], for some hl(X) ∈ Z[X]. Then, for some h(X),f (X), q(X) ∈ Z[X], using
(5.1) at the last but one step,
p−1∏
i=1
(
Xm(i) − 1)= (X − 1)p−1 p−1∏
i=1
[
(X − 1)hm(i)(X)+m(i)
]
= (X − 1)p−1[m+ (X − 1)h(X)]
= m(X − 1)p−1 + [(X − 1)p −Xp + 1]h(X)+ (Xp − 1)h(X)
= m
[
p−1∑
i=0
Xi − p − p(X − 1)g(X)
]
+ p(X − 1)f (X)+ (Xp − 1)h(X)
= m
[
p−1∑
i=0
Xi − p
]
+ p(X − 1)q(X)+ (Xp − 1)h(X).
The formula in Lemma 5.5(i) is obtained by evaluating this equation in the group ring
Z[G(F/E)], mapping X into σ , then applying the result to α. Specifically, β = q(σ ) ∗ α.
(ii) It is clear from Galois theory that an element α ∈ F ∗ satisfies the equality τ1(α)α−1 = 1
if and only if α ∈ E. When α ∈ E, we have NFE (α) = αp , so the former part of our assertion
is proved in the case of k = 1. The obtained result also indicates that if (T1T2) ∗ α = 1, then
τ2(α)α−1 is a pth root of unity lying in E, and since p > 2, this yields NFE (α) = αp . Sup-
pose further that k  2. Clearly, if αp ∈ E∗, then τk(α)α−1 is a pth root of unity. In view of
Lemma 5.3, this root lies in E, so (Tk−1Tk)∗α = 1, which proves the latter part of Lemma 5.5(ii).
It remains to be seen that αp ∈ E, provided that k  3 and (∏ki=1 Ti) ∗ α = 1. Then the element
(
∏k−2
i=1 Ti) ∗ α := α¯ satisfies the equality NFE (α¯) = α¯p = 1. Moreover, by Lemma 5.3, α¯ ∈ E∗,
which implies that (
∏k−1
i=1 Ti) ∗ α = 1. This result, used repeatedly, leads to the conclusion that
(T1T2) ∗ α = 1, and so completes the proof of the former part of Lemma 5.5(ii).
(iii) Suppose that NFE (α) = αp0 , for some α0 ∈ F ∗. By Hilbert’s Theorem 90, then α =
α0τk(γ )γ−1, for some γ ∈ F ∗. Hence, the inequalities p  3, k  3 and the latter part of (ii),
applied to α0, yield (
∏k−1
i=1 Ti) ∗ α = (
∏k
i=1 Ti) ∗ γ , so Lemma 5.5 is proved. 
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Proposition 5.6. Assume that p is a prime number, and L/E is a noncyclic Galois extension
of fields with [L : E] = p2. Let E1, . . . ,Ep+1 be the intermediate fields, E ⊂ Ei ⊂ L, and for
each i  p − 1, let ϕi be any generator of G(L/Ei) and Ni = ϕi − 1 ∈ Z[G(L/Ei)]. Then the
following conditions are equivalent, for any c ∈ E∗:
(i) c ∈ N(Ep/E)N(Ep+1/E);
(ii) There exist elements ζ ∈ L, zp ∈ Ep and zp+1 ∈ Ep+1 such that
NLEi (ζ ) = c for 1 i  p − 1, and NLEj (ζ ) = c.
(
p−1∏
t=1
Nt
)
∗ zj for j = p,p + 1.
Proof. For each pair of indices j  p, i  p− 1, ϕi induces on Ej an automorphism of order p,
so Lemma 5.5(i) implies the following statement:
(5.2) There exists a positive integer f (j) not divisible by p, such that (∏p−1t=1 Nt)∗(μj )E∗pj =
N
Ej
E (μ
f (j)
j )E
∗p
j , for every μj ∈ E∗j .
We first show that (ii) → (i). Suppose that ζ, zp and zp+1 are related as in Proposi-
tion 5.6(ii). By Lemma 5.4, then ζp = c.(∏p−1t=1 Nt) ∗ (zpzp+1), so it follows from (5.2) that
cN
Ep
E (z
−f (p)
p )N
Ep+1
E (z
−f (p+1)
p+1 ) is contained in L∗p . Applying now Lemmas 5.2(ii) and 5.3,
one concludes that c ∈ N(Ep/E)N(Ep+1/E) except, possibly, in the special case of p = 2 =
char(E) and
√−1 /∈ E. At the same time, it is easily verified that if p = 2, then
ϕ1(z3)z
−1
3 = (ϕ3ϕ1)(z3)z−13 = NLE3(ζ )NLE1(ζ )−1 = (ϕ3ϕ1)
(
ϕ1(ζ )
)
ϕ1(ζ )
−1
and ϕ3ϕ1 = ϕ2. Hence, by Galois theory, E∗2 contains the element z′2 = z−13 ϕ1(ζ ). Therefore, we
have
c = NLE1(ζ ) = NLE1
(
ϕ1(ζ )
)= NLE1(z3)NLE1(z′2) = NE3E (z3)NE2E (z′2),
which completes our proof.
We prove that (i) →(ii). Let c = NEpE (αp)N
Ep+1
E (αp+1), for some αp ∈ Ep , αp+1 ∈ Ep+1.
Since NLEj ′ (αj ) = N
Ej
E (αj ), for each j  p and any index j ′ = j , the product ζ = αpαp+1
satisfies the equalities NLEi (ζ ) = c: i  p − 1, and NLEj (ζ ) = caj : j = p,p + 1, where aj =
α
p
j N
Ej
E (αj )
−1
. Therefore, (i) → (ii) will be proved, if we show that the equation (∏p−1t=1 Nt) ∗
Xj = aj has a solution in E∗j , for each j  p. Clearly, N
Ej
E (aj ) = 1, and by Hilbert’s Theo-
rem 90, this yields aj = ϕ1(bj )b−1j , for some bj ∈ E∗j . When p = 2, our assertion is thereby
proved, so we assume further that p > 2. Fix an integer kj so that kjmj ≡ −1 (mod p), where
mj is determined as m in Lemma 5.5(i) by the restrictions of ϕ1 and ϕt : t = 1, . . . , p− 1, on Ej .
Applying Lemma 5.5(i) and the equality aj = ϕ1(bj )b−1j , one obtains that aj = [(
∏p−1
t=1 Nt) ∗
α
kj ]ϕ1(γ p)γ−p , for some γj ∈ E∗. Now it suffices for the proof of (i)→(ii) to establish thej j j j
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∏p
t=1 Nt)∗Xj = ϕ1(γj )pγ−pj over E∗j , where Np = N1. This can be
stated more completely as follows:
(5.3) For an element ρj of E∗j , the following conditions are equivalent:
(c) The equation (∏pt=1 Nt) ∗Xj = ρj is solvable over Ej ;
(cc) ρj ∈ E∗pj and the equation (N1N2) ∗ Yj = ρj is solvable over Ej ;
(ccc) There exists an element ηj ∈ E∗j for which ϕ1(ηj )pη−pj = ρj .
We prove (5.3). (c) → (ccc) Let ρ˜j be an element of Ej , such that (∏pt=1 Nt) ∗ ρ˜j = ρj . By
(5.2), we have (∏p−1t=1 Nt) ∗ ρ˜j = NEjE (ρ˜f (j)j )ηpj , for some f (j) ∈ Z and ηj ∈ Ej . It is therefore
clear that ρj = ϕ1(ηj )pη−pj , whence (c) → (ccc).
(cc) → (c) Assume that ρj ∈ E∗pj and (N1N2) ∗ ρ′j = ρj , for some ρ′j ∈ Ej . We prove (c) by
assuming the opposite. Then one obtains, using repeatedly Lemma 5.5(iii), that there exists a pair
(n(j), ρ¯j ) ∈ (Z × E∗j ), such that 2 n(j) p − 1, (
∏n(j)
t=1 Nt) ∗ ρ¯j = ρj and N
Ej
E (ρ¯j ) /∈ E∗pj .
On the other hand, Lemma 5.5(i) indicates that if n(j) < p − 1, then (∏p−1t=n(j)+1 Nt) ∗ ρj could
not lie in E∗pj , which contradicts the condition ρj ∈ E∗pj . The possibility of n(j) = p−1 is ruled
out in the same way, so (cc) → (c), as claimed.
(ccc) → (cc) Suppose finally that ρj = ϕ1(ηj )pη−pj , for some ηj ∈ E∗j . Then we have
(N1N2) ∗ η′j = ρj , for every η′j ∈ E∗j satisfying the equality ϕ2(η′j )η′−1j = ηpj N
Ej
E (ηj )
−1
, so
the proofs of (5.3) and Proposition 5.6 are complete. 
6. Intermediate norms in noncyclic abelian extensions of degree p2
The purpose of this section is to prove Lemma 4.3. Let E be a field, p a prime number, F1 and
F2 different extensions of E in E(p) of degree p, σ an E-automorphism of F1 of order p,
and L = F1F2. By Lemma 5.1, then L/E is a noncyclic Galois extension, [L : E] = p2 and
I (L/E) = {E1, . . . ,Ep−1,F1,F2,E,L}. Note also that E1 ∩ F1 = E and NF1E (β1) = NLE1(β1),
for every β1 ∈ F1. Considering now the cyclic E-algebra Aρ = (F1/E,σ,ρ), for an arbitrary
ρ ∈ E∗, and observing that Aρ ⊗E E1 is E1-isomorphic to (L/E1, σ¯ , ρ), where σ¯ is the unique
E1-automorphism of L extending σ , one obtains from (1.2), (1.4)(ii) and the p-quasilocal prop-
erty of E that ρ ∈ N(L/E1), i.e. E∗ ⊆ N(L/E1). This, combined with Proposition 5.6, proves
Lemma 4.3 in the case of p = 2. Suppose further that p > 2 and put Ep+μ = Fμ: μ = 0,1. Then
Lemmas 5.2 and 5.3 imply the following statements:
(6.1)
(i) E does not contain a primitive pth root of unity if and only if (L∗p ∩E) = E∗p .
(ii) If E contains a primitive pth root of unity, then conditions (a) and (b) of Lemma 5.2(ii) can
be restated as follows:
(a) (L∗p ∩N(Ei/E)) = (E∗pi ∩E), i = 1, . . . , p + 1;
(b) (L∗p ∩E) ⊆ N(Ei/E), i = 1, . . . , p + 1.
Assume now that c ∈ E∗ and ξ1 is an element of L of norm NLE1(ξ1) = c. The idea of our proof
is to establish consecutively the existence of elements ξ2, . . . , ξp−1 of L satisfying the equalities
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(ξk) = c: i = 1, . . . , k, for each index k, and also to show that ξp−1 can be chosen so as to
satisfy condition (ii) of Proposition 5.6. To implement this we need additional information about
the norms NLEj (ξk): j = k + 1, . . . , p + 1, for k = 1, . . . , p − 1. It is contained in the following
four lemmas and seems to be of independent interest.
Lemma 6.1. Let E be a field, p an odd prime number, L/E a noncyclic Galois extension of
degree p2, E1, . . . ,Ep+1 the extensions of E in L of degree p, ϕ1 and ϕ2 generators of G(L/E1)
and G(L/E2), respectively, Ni = ϕi − 1 ∈ Z[G(L/E)]: i = 1,2, and γ an element of L of norms
NLE1
(γ ) = NLE2(γ ) = c, for some c ∈ E∗. Then NLEj (γ ) = c.(N1N2) ∗ νj , for some νj ∈ E∗j and
each index j  3. Moreover:
(i) If p = 3, then c ∈ N(E3/E)N(E4/E);
(ii) If p  5, then NE3E (ν3)N
Ej
E (νj )
−1 is contained in L∗p , for j = 3, . . . , p + 1; in addition, if
E is p-quasilocal, then there exists γ ′ ∈ L, such that NLEi (γ ′) = c: i = 1,2,3.
Proof. One can assume without loss of generality that, for each index j  3, G(L/Ej ) is gener-
ated by the element ϕ1τ−1j , where τj = ϕj−22 . It is verified by direct calculations that the double
product wj(λ) =∏p−1n=1 (∏nu=1(ϕn−u1 τuj )(λ)) satisfies the equality
(
ϕ1τ
−1
j
)(
wj(λ)
)
wj(λ)
−1 =
p−1∏
n=1
(
ϕn1 (λ)τ
n
j (λ)
−1)= NLE1(λ)NLE2(λ)−1,
for any λ ∈ L∗. Similarly, one obtains that τj (wj (λ)) =∏pn=2(∏nu=2(ϕn−u1 τuj )(λ)) and
τj
(
wj(λ)
)
wj(λ)
−1 =
[
p∏
u=2
(
ϕ
p−u
1 τ
u
j
)
(λ)
]
.
[
p−1∏
n=1
(
ϕn−11 τj
)
(λ)
]−1
=
[
p∏
u=1
(
ϕ
p−u
1 τ
u
j
)
(λ)
]
.
[
p∏
n=1
(
ϕn−11 τj
)
(λ)
]−1
= NLEj (λ)NLE1
(
τj (λ)
)−1
.
As L/E is abelian, this means that τj (wj (λ))wj (λ)−1 = NLEj (λ)τj (NLE1(λ)−1). These results
show that τj (wj (γ ))wj (γ )−1 = NLEj (γ )NLE1(γ )−1 and (ϕ1τ−1j )(wj (γ )) = wj(γ ), i.e. wj(γ ) ∈
Ej , for j = 3, . . . , p + 1. Note also that
N
Ej
E
(
wj(γ )
)= NLE1(wj(γ ))= p−1∏
n=1
(
n∏
u=1
NLE1
(
ϕn−u1 τ
u
j
)
(γ )
)
= cp(p−1)/2.
Observing now that ϕ1 induces on Ej an E-automorphism of order p, and applying Hilbert’s
Theorem 90 as well as the inequality p > 2, one concludes that there exists an element ξj ∈ E∗j
satisfying the conditions wj(γ ) = c(p−1)/2ϕ1(ξj )ξ−1j and NLEj (γ ) = c.(N1(τj − 1)) ∗ ξj . There-
fore, we have NL (γ ) = c.(N1N2) ∗ νj , where νj = ∏j−3 ϕi (ξj ), for each index j  3.Ej i=0 2
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Lemma 6.1(ii) are contained in the following lemma. 
Lemma 6.2. Assume that E,p,L,E1, . . . ,Ep+1 are defined as in Lemma 6.1, ϕn is a generator
of G(L/En) and Nn = ϕn − 1, for every index n. Let k be an integer with 1  k < p − 1, and
suppose that α ∈ L is of norms NLEi (α) = c, i = 1, . . . , k, for a given c ∈ E∗. Let also NLEj (α) =
c.(
∏k
i=1 Ni) ∗μj , for some μj ∈ E∗j and any j  k + 1. Then:
(i) The products NEk+1E (μk+1)N
Ej
E (μj )
−1: j = k + 1, . . . , p + 1, are contained in L∗p; fur-
thermore, if k = 1, then they lie in E∗p;
(ii) If E is p-quasilocal, then there exists an element α′ ∈ L, such that NLEi′ (α′) = c: i′ =
1, . . . , k + 1.
Proof. We begin with the latter assertion of Lemma 6.2(i). First we show that it suffices to
consider the special case where Br(E)p = {0}. By (1.6)(ii), there exists an extension Λ of E, such
that Br(Λ)p = {0} and E is algebraically closed in Λ. Denote by E˜1, . . . , E˜p+1 and L˜ the tensor
products E1 ⊗E Λ, . . . ,Ep+1 ⊗E Λ and L⊗E Λ, respectively. It is clear from Galois theory and
the equality Lsep ∩Λ = E that Λ∗p ∩E = E∗p , L˜/Λ is a noncyclic abelian extension of degree
p2 and E˜1, . . . , E˜p+1 are the extensions of Λ in L˜ of degree p. In addition, it is easily verified that
N
E˜n
Λ (ηn ⊗E 1) = NEnE (ηn)⊗E 1 and NL˜E˜n(η⊗E 1) = N
L
En
(η)⊗E 1: 1 n p+ 1, ηn ∈ En and
η ∈ L. These observations lead to the desired reduction. By Lemma 4.2(ii), then NLE2(e2) = μ2,
for some e2 ∈ L. This implies that NLEu(α′) = c, u = 1,2, where α′ = αϕ1(e−12 )e2. Applying
Lemma 6.1, one obtains that μjNLEj (e2)
−1 = cjϕ2(νj )ν−1j , for some cj ∈ E∗, νj ∈ E∗j , and each
index j  3. Hence, NEjE (μj )NLE(e2)−1 = cpj , which proves the latter part of Lemma 6.2(i).
For the proof of the former one, it is now sufficient to consider the special case where
k  2. Fix an index j  k + 2, denote by M(j) and K(j) the sets {k + 2, . . . , p + 1} \ {j}
and {1, . . . , p + 1} \ {k + 1, j}, respectively, and put αj = (∏m∈M(j) Nm) ∗ α. It is easily ver-
ified that NLEj ′ (αj ) = 1, for all j ′ ∈ K(j). Taking also into account that NLE(αj ) = 1, and
for every n ∈ K(j), ϕn induces on Ek+1 and Ej automorphisms of order p, one obtains
by applying Lemma 5.4 that αpj = (
∏
n∈K(j) Nn) ∗ (μk+1μj ). In view of (5.2), this yields
α
p
j = NEk+1E (μk+1)m(k+1)N
Ej
E (μj )
m(j)θ
p
k+1θ
p
j , for some integers m(k + 1) and m(j) not divis-
ible by p, and some θk+1 ∈ E∗k+1, θj ∈ E∗j . Therefore, the former statement of Lemma 6.2(i)
will be proved, if we show that p divides m(k + 1) + m(j). For each index n  3, denote
by l(n) the unique integer satisfying the conditions 1  l(n) < p and ϕ1ϕ−l(n)2 ∈ G(L/En).
Using the fact that ϕln(β)β−1 = ϕn(βl)β−1l , where βl =
∏l
u=1 ϕu−1n (β), for each l ∈ N and
β ∈ (E∗k+1 ∪E∗j ), one concludes that it suffices to consider the special case where ϕn = ϕ1ϕ−l(n)2 ,
n = 3, . . . , p + 1. Then ϕ1(λν) = ϕl(ν)2 (λν) and ϕn(λν) = ϕl(ν)−l(n)2 (λν), for ν  3 and λν ∈ Eν .
Hence, by Lemma 5.5(i) and the inequality k  2, one can take as m(k+1) and m(j) the products
l(k + 1).1.
∏ (
l(k + 1)− l(n)) and l(j).1. ∏ (l(j)− l(n)), (6.2)
n∈L(j) n∈L(j)
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Observe also that m¯(k+ 1) ≡ m¯(j) ≡ (p− 1)! mod p, for m¯(k+ 1) = (l(k+ 1)− l(j))m(k + 1)
and m¯(j) = (l(j) − l(k + 1))m(j). This implies that p | (m(k + 1) + m(j)) and so proves the
former assertion of Lemma 6.2(i). The rest of our proof relies on the following statements:
(6.3)
(i) If k = 1, then NE2E (μ2) ∈ N(E3/E);
(ii) If k  2 and j  k + 2, then there exist elements λj ∈ E∗k+1 and ωj ∈ E∗j , such
that λpj ∈ E,ωpj ∈ E and NEk+1E (λjμk+1)N
Ej
E (ωjμj )
−1 ∈ E∗p; in addition, NLEk+1(α) =
c.(
∏k
i=1 Ni) ∗ (λjμk+1) and NLEj (α) = c.(
∏k
i=1 Ni) ∗ (ωjμj ).
Statement (6.3)(i) follows at once from the latter part of Lemma 6.2(i), and by the second part
of Lemma 5.5(ii), (N1N2) ∗ tj ′ = 1 whenever 1 j ′  p+ 1, tj ′ ∈ E∗j ′ and tpj ′ ∈ E∗. This allows
us to deduce (6.3)(ii) from Lemmas 5.2 and 5.3.
We are now in a position to prove Lemma 6.2(ii). Statement (6.3) indicates that NLEk+1(α) =
c.(
∏k
i=1 Ni) ∗ μ′k+1 and NEk+1E (μ′k+1) ∈ N(Ek+2/E), for some μ′k+1 ∈ E∗k+1. It is therefore
clear from Lemma 4.2(iii) that if E is p-quasilocal, then L contains an element ek+1 of norm
NLEk+1(ek+1) = μ′k+1. In this case, the element α′ = α.(
∏k
i=1 Ni) ∗ e−1k+1 satisfies the equations
NLEi′ (X) = c: i′ = 1, . . . , k + 1, so Lemma 6.2 is proved. 
Lemma 6.3. Assume that E,p,L,E1, . . . ,Ep+1 are given as in Lemma 6.1, c ∈ E∗, k is an
integer with 1  k < p, and α ∈ L satisfies the equalities NLEn(α) = c, n = 1, . . . , k. Suppose
also that either E does not contain a primitive pth root of unity or condition (6.1)(ii)(a) holds,
and for each index n k, let ϕn be a generator of G(L/En) and Nn = ϕn − 1. Then there exist
elements μk+1 ∈ E∗k+1, . . . ,μp+1 ∈ E∗p+1, such that
NLEj (α) = c.
(
k∏
n=1
Nn
)
∗μj , j = k + 1, . . . , p + 1. (6.4)
Moreover,
(i) If k < p − 1, then the (p + 1 − k)-tuple μ¯ = (μk+1, . . . ,μp+1) can be chosen so that
N
Ek+1
E (μk+1)E∗p = N
Ej
E (μj )E
∗p
, for each index j  k + 1; in this case, the co-set
N
Ek+1
E (μk+1)E∗p depends on α and ϕ1, . . . , ϕk but not on the choice of μk+1;
(ii) If k < p− 1 and E is p-quasilocal, then μk+1, . . . ,μp+1 have the properties required by (i)
if and only if μj ∈ N(L/Ej ), j = k + 1, . . . , p + 1.
Proof. First we prove the existence of elements μj ∈ E∗j , j = k + 1, . . . , p + 1, satisfying
(6.4) and with the properties required by the former statement of Lemma 6.3(i). If k = 1, this
is covered by Lemma 6.2, since then its second hypothesis follows from Lemma 5.4. Hence-
forth, we consider the special case of k  2, assuming that our assertions are valid for k − 1
and each element of L of norm c over En: n = 1, . . . , k − 1. This, applied to α, enables
one to deduce from Lemma 5.5(ii) the existence of elements μ˜j ∈ E∗, j = k + 1, . . . , p + 1,j
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∏k−1
n=1 Nn) ∗ μ˜j and NEjE (μ˜j ) ∈ Epk , for each index j . In view of
(6.1)(i), (ii)(a) and Kummer theory, this implies that NEjE (μ˜j ) ∈ E∗p . Hence, by Lemma 5.5(iii),
NLEj
(α) = c.(∏kn=1 Nn) ∗ μj , for some μj ∈ E∗j and every j  k + 1. Furthermore, it fol-
lows from (6.1)(i) and Lemma 6.2(i) that if k < p − 1 and E does not contain a primitive
pth root of unity, then μk+1, . . . ,μp+1 have the properties required by the former statement
of Lemma 6.3(i). Suppose now that k < p − 1 and (6.1)(ii)(a) holds (with E containing a
primitive pth root of unity). Then one obtains from (6.3) and Lemma 6.2 that μ¯ can be
fixed so that NEk+1E (μk+1)N
Ek+2
E (μk+2)−1 ∈ E∗p and NEk+1E (μk+1)N
Ej
E (μj )
−1 ∈ E∗pk+1, for
j = k + 3, . . . , p + 1. We show that NEk+1E (μk+1)N
Ej
E (μj )
−1 ∈ E∗p , j  k + 3. Statement
(6.3)(ii) and our choice of μ¯ guarantee that NEk+1E (μk+1) ∈ (N(Ek+1/E) ∩ N(Ek+2/E)) and
for each j  k + 3, there exists λj ∈ E∗k+1, such that NEk+1E (λjμk+1)N
Ej
E (μj )
−1 lies in E∗p
and λpj ∈ E. As NEk+1E (λj ) = λpj , and by Lemma 1.1, NEk+1E (μk+1) ∈ N(Ej/E), this means that
λ
p
j ∈ (L∗p ∩ N(Ek+1/E) ∩ N(Ej/E)). Moreover, by (6.1)(ii)(a), λpj ∈ (E∗pk+1 ∩ E∗pj ). Since,
by Kummer theory, E∗pk+1 ∩ E∗pj = E∗p , this yields λj ∈ E∗, for j = k + 3, . . . , p + 1, which
completes the proof of the existence part of Lemma 6.3.
Assume further that the elements μk+1 ∈ Ek+1, . . . ,μp+1 ∈ Ep+1 satisfy (6.4) and have
the properties required by the former part of Lemma 6.3(i), fix a (p + 1 − k)-tuple u¯ =
(uk+1, . . . , up+1) ∈ (Ek+1 × · · · × Ep+1), and put tj = ujμ−1j , j = k + 1, . . . , p + 1. Clearly,
we have c.(
∏k
n=1 Nn) ∗uj = NLEj (α), for a given index j > k, if and only if (
∏k
n=1 Nn) ∗ tj = 1.
When k = 1 or E does not contain a primitive pth root of unity, it follows from (6.1)(i),
Lemma 5.5(ii) and Galois theory that this occurs if and only if tj ∈ E∗. Therefore, in this
case, the latter part of Lemma 6.3(i) becomes obvious, and Lemma 6.3(ii) can be deduced from
Lemma 4.2(iii) (and the inclusion E∗ ⊆ N(L/Ej ) when E is p-quasilocal). Suppose now that
k  2 and (6.1)(ii)(a) holds. Then it follows from Lemma 5.5(ii) that u¯ is a solution to (6.4) if
and only if tpj ∈ E∗, j = k + 1, . . . , p + 1. When u¯ is a solution, one sees that it has the proper-
ties required by the former assertion of Lemma 6.3(i) if and only if all tj lie in E. This proves
Lemma 6.3(i). At the same time, as above, one obtains from (6.1)(ii)(a) and Lemma 4.2(iii) that
if E is p-quasilocal and u¯ satisfies (6.4), then uj ′ ∈ N(L/Ej ′), for a given index j ′  k + 1, if
and only if tj ′ ∈ E. This completes the proof of Lemma 6.3. 
Lemma 6.4. Let E be a field containing a primitive pth root of unity, and let L/E, p and
E1, . . . ,Ep+1 satisfy (6.1)(ii)(b) and the conditions of Lemma 6.1. Suppose that k is an integer
with 2 < k < p, ξk is a pth root in Ek of an element ak ∈ (E∗ \E∗p), α ∈ L is of norms NLEi (α) =
c: i = 1, . . . , k, for some c ∈ E∗, and for each index n, ϕn is a generator of G(L/En) and Nn =
ϕn − 1. Then there exists an integer ν(k,α) and a (p + 1 − k)-tuple μ¯ = (μk+1, . . . ,μp+1) ∈
(Ek+1 × · · · × Ep+1), such that 0 ν(k,α) < p, NLEj (α) = c.(
∏k−1
i=1 Ni) ∗ μj and NEjE (μj ) =
a
ν(k,α)
k , for j = k + 1, . . . , p + 1. Moreover,
(i) ν(k,α) does not depend on the choice of μ¯ but is uniquely determined by k,α and
ϕ1, . . . , ϕk−1;
(ii) ν(k,α) = 0 if and only if there are elements λk+1 ∈ Ek+1, . . . , λp+1 ∈ Ep+1, such that
NL (α) = c.(∏ki=1 Ni) ∗ λj , j = k + 1, . . . , p + 1;Ej
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exists αm ∈ L, such that NLEi (αm) = c, i = 1, . . . , k, and ν(k,αm) = m.
Proof. Note first that it suffices to establish the existence of an integer ν(k,α) and of elements
μk+1 ∈ Ek+1, . . . , μp+1 ∈ Ep+1, such that 0  ν(k,α) < p and for every index j  k + 1,
NLEj
(α) = c.(∏k−1i=1 Ni) ∗μj and NEjE (μj ) = aν(k,α)k . Indeed, then Lemma 6.4(i) can be deduced
from Kummer theory and Lemma 5.5(ii), and Lemma 6.4(ii) follows from Hilbert’s Theo-
rem 90. When E is p-quasilocal, Lemma 4.2(iii) and the inclusions (L∗p ∩ E) ⊆ N(En/E)
for n = 1, . . . , p+ 1, ensure the existence of an element ek ∈ L of norm NLEk (ek) = ξk . Using the
inequality k  3, one easily verifies that
NLEi
((
k−1∏
u=1
Nu
)
∗ emk
)
=
(
k−1∏
u=1
Nu
)
∗NLEi (ek)m = 1: i = 1, . . . , k; m ∈ Z.
This implies that the element αm = α.(∏k−1u=1 Nu) ∗ em−ν(k,α)k has the properties required by
Lemma 6.4(iii), for m = 0,1, . . . , p − 1.
We turn to the main part of the proof of the lemma. Suppose first that k = 3. By Lemma 6.1,
then there exist ν4 ∈ E∗4 , . . . , νp+1 ∈ E∗p+1, such that NLEj (α) = c.(N1N2)∗νj : j = 4, . . . , p+1.
Note also that by Lemma 6.2, NEjE (νj ) ∈ L∗p , for each j  4. This enables one to deduce from
Lemmas 5.2 and 5.5(ii) that νj can be chosen so as to satisfy NEjE (νj ) = an(j)3 , for some n(j) ∈ Z
with 0 n(j) < p. We show that n(j) = n(4) for j = 5, . . . , p + 1. As in the proof of the latter
assertion of Lemma 6.2(i), our considerations reduce to the special case in which Br(E)p = {0}.
By Lemma 4.2(ii), then Ep+1 contains an element θp+1 of norm NEp+1E (θp+1) = c. This im-
plies that NLEn(θp+1) = c: n = 1, . . . , p, and NLEi (αθ−1p+1) = 1: i = 1,2,3. Hence, by Hilbert’s
Theorem 90, αθ−1p+1 = ϕ1(α˜)α˜−1, for some α˜ ∈ L∗. Moreover, it follows from Galois theory and
these facts that the norms NLE2(α˜) := ρ2 and NLE3(α˜) := ρ3 lie in E. Since NLE(α˜) = N
Ei
E (ρi) =
ρ
p
i : i = 2,3, the element ε = ρ2ρ−13 is a pth root of unity. Choose θ˜p+1 from Ep+1 so that
N
Ep+1
E (θ˜p+1) = ρ2. Then NLEn(θ˜p+1) = ρ2: n  p, and by Hilbert’s Theorem 90, the equa-
tion ϕ2(Y )Y−1 = α˜θ˜−1p+1 has a solution α¯ ∈ L∗. Clearly, we have ϕ2(NLE3(α¯))NLE3(α¯)−1 = ε−1,
which means that NLE3(α¯) = ωξ
μ
3 , for some ω ∈ E∗, μ ∈ {0,1, . . . , p − 1}. By Lemma 4.2(ii),
there exists λ ∈ L∗ of norm NLE3(λ) = ξ
μ
3 . This implies that N
L
E3
(α¯λ−1) = ω = ϕ2(NLE3(α¯λ−1)).
As α˜ = θ˜p+1ϕ2(α¯)α¯−1, one also sees that NLE2(α˜λ) = NLE3(α˜λ) = ρ2, where α˜λ = α˜ϕ2(λ−1)λ.
Therefore, by Lemma 6.1, there are c′j ∈ Ej such that
NLEj (α˜λ) = ρ2.(N2N3) ∗ c′j , for 1 j  p + 1, j = 2,3.
Observing also that the equation (
∏p−1
u=1 Nu) ∗ Xp+1 = θpp+1c−1 has a root in Ep+1 (see the
proof of implication (i) → (ii) of Proposition 5.6), one concludes that the elements α.(N1N2) ∗
λ−1 = θp+1ϕ1(α˜λ)α˜−1λ and c satisfy the conditions of Lemma 6.2, for k = 3. In other words,
NLEi
(α.(N1N2) ∗ λ−1) = c: i = 1,2,3, and
NLE
(
α.(N1N2) ∗ λ−1
)= c.(N1N2) ∗ (νjNLE (λ−1))= c.(N1N2N3) ∗ cj , j = 4, . . . , p + 1,j j
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an element δj ∈ E∗j , such that δpj ∈ E and νjNLEj (λ−1) = δjϕ3(cj )c−1j . The obtained result indi-
cates that NEjE (νj )N
L
E(λ
−1) = an(j)−μ3 = δpj , i.e. an(j)−μ3 ∈ E∗pj . In view of Kummer theory and
the assumptions on a3, μ and n(j), this means that n(j) = μ, for j = 4, . . . , p + 1, as claimed.
Assume now that k > 3 and the conclusions of the lemma are valid for k − 1, every sub-
set {Φ1, . . . ,Φk−1} of {E1, . . . ,Ek}, and each pair (α′, c′) ∈ (L∗ × E∗) satisfying the equal-
ities NLΦi (α
′) = c′, i = 1, . . . , k − 1. This, applied to α and (E1, . . . ,Ek−1), implies the ex-
istence of elements μ′j ∈ E∗j : j = k + 1, . . . , p + 1, such that c.(
∏k−2
i=1 Ni) ∗ μ′j = NLEj (α),
N
Ej
E (μ
′
j ) ∈ E∗pk−1 and N
Ej
E (μ
′
j ) = NEkE (μ′k), for each index j and some μ′k ∈ E∗k satisfying
the equality (
∏k−2
i=1 Ni) ∗ μ′k = 1. In view of Kummer theory and Lemma 5.5(ii), this yields
N
Ek
E (μ
′
k) ∈ E∗p , so it follows from Lemma 5.5(iii) that NLEj (α) = c.(
∏k−1
i=1 Ni) ∗ μj , for some
μj ∈ E∗j . By Lemma 6.2 and the equality NLEk (α) = c, this means that N
Ej
E (μj ) ∈ L∗p . Further-
more, it becomes clear from Lemma 5.2 that μj can be chosen so that N
Ej
E (μj ) = an(j)k , for some
n(j) ∈ Z with 0 n(j) p−1. It remains to be seen that n(j) = n(k+1), j = k+2, . . . , p+1.
As in the case of k = 3, we obtain that one may assume in addition that Br(E)p = {0}. By
Lemma 4.2(ii), then Ep+1 contains an element θp+1 of norm NEp+1E (θp+1) = c. Observing that
NLEn(θp+1) = c, n = 1, . . . , p, and NLEi (αθ−1p+1) = 1, i = 1, . . . , k, one deduces from Hilbert’s
Theorem 90 that αθ−1p+1 = ϕ1(α˜)α˜−1, for some α˜ ∈ L∗. Also, it follows from Galois theory that
NLEi
(α˜) := ρi lies in E∗, for i = 2, . . . , k. We show that the ρi ’s are equal. Our argument relies
upon the fact that NLE(α˜) = NEiE (ρi) = ρpi , i.e. the elements εi = ρiρ−1k are pth roots of unity.
By Lemma 4.2(ii), there exists an element θ˜p+1 ∈ Ep+1, such that NEp+1E (θ˜p+1) = ρk . Note also
that NLEn(θ˜p+1) = ρk: n = 1, . . . , p, NLEi (α˜θ˜−1p+1) = εi , i = 2, . . . , k − 1, and NLEk (α˜θ˜−1p+1) = 1.
Hence, by Hilbert’s Theorem 90, the equation ϕk(Z)Z−1 = α˜θ˜−1p+1 has a solution α¯ ∈ L∗. Ob-
serving that the norm NLEi (α¯) := ωi satisfies the equality ϕk(ωi)ω−1i = εi , one obtains from
Lemma 5.5(ii) that NLE(α¯) = NEiE (ωi) = ωpi . As k > 3, Kummer theory and these calcula-
tions show that NLE(α¯) ∈ E∗p , which yields consecutively ωi ∈ E∗, εi = 1 and ρi = ρk , for all
i = 2, . . . , k− 1. Therefore, by hypothesis, one can find an integer ν(k, α˜) and elements δ′1 ∈ E1,
δ′k+1 ∈ Ek+1, . . . , δ′p+1 ∈ Ep+1, such that
0 ν(k, α˜) p − 1, NLEj (α˜) = ρk
(
k−1∏
i=2
Ni
)
∗ δ′j and NEjE
(
δ′j
)= aν(k,α˜)k ,
for j = 1 and j  k + 1. It has also been pointed out that, by the proof of Proposition 5.6, the
choice of θp+1 ensures the solvability of the equation (
∏p−1
u=1 Nu)∗Xp+1 = θpp+1c−1 over Ep+1.
In view of the equality α = θp+1ϕ1(α˜)α˜−1, these results yield
NLEj (α) = c.
(
k−1∏
Ni
)
∗ δ′′j : j = k + 1, . . . , p + 1,i=1
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∏p−1
z=k Nz) ∗ θ ′p+1, for any θ ′p+1 ∈ Ep+1 satisfying
the equality (
∏p−1
u=1 Nu) ∗ θ ′p+1 = θpp+1c−1. This implies that (
∏k−1
i=1 Ni) ∗ (μj δ′′−1j ) = 1 and
N
Ep+1
E (δ
′′
p+1) = N
Ep+1
E (δ
′
p+1), so it follows from Lemma 5.5(ii) that E∗pj contains the norm
N
Ej
E (μj δ
′′−1
j ) = an(j)−ν(k,α˜)k , for every j > k. It is now clear from Kummer theory and the con-
dition on ak that p|(n(j)−ν(k, α˜)). The obtained result and the assumptions on n(j) and ν(k, α˜)
indicate that n(j) = ν(k, α˜), j = k + 1, . . . , p + 1 (i.e. one may put ν(k,α) = ν(k, α˜)), which
completes the proof of Lemma 6.4. 
Proof of Lemma 4.3. Assume that p > 2 and F1F2 = L, take E1, . . . ,Ep−1 as at the begin-
ning of this section, put Ep+μ = Fμ: μ = 0,1, and fix an arbitrary element c ∈ E∗. We have
already proved that NLE1(ξ1) = c, for some ξ1 ∈ L. Hence, by Lemmas 5.4 and 6.2(ii), L contains
an element ξ2 such that NLEi (ξ2) = c, i = 1,2. In view of Lemma 6.1, this proves Lemma 4.3
in the case of p = 3. Suppose now that p  5. By Lemma 6.1(ii), then there exists ξ3 ∈ L of
norms NLEi (ξ3) = c, i = 1,2,3. Combining finally Lemma 6.2 with Lemma 6.3 or 6.4 (and ap-
plying (6.1)), one obtains consecutively the existence of elements ξ4, . . . , ξp−1 ∈ L such that
NLEi
(ξj ) = c, i = 1, . . . , j , for each index j . Furthermore, one concludes that ξp−1 can be cho-
sen so as to satisfy condition (ii) of Proposition 5.6. This shows that c ∈ N(F1/E)N(F2/E), so
Lemma 4.3 is proved. 
7. Proof of Theorem 4.1
First we complete the technical preparation for the proof of our main result by showing that
the class of p-quasilocal fields is closed under the formation of cyclic extensions of degree p.
This is carried out in two steps stated as lemmas.
Lemma 7.1. Assume that E is a p-quasilocal field for a given prime number p, L/E is a Galois
extension of degree p2, F is an extension of E in L of degree p, Δ ∈ d(F ) and ind(Δ) = p. Then
L is embeddable in Δ as an F -subalgebra.
Proof. As F/E is cyclic, Lemma 4.2(i) and Theorem 3.1 imply that Δ is similar over F to
D⊗E F , for some D ∈ d(E) of exponent p2. Since the L-algebras D⊗E L and (D⊗E F)⊗F L
are isomorphic (cf. [P, Section 9.4, Corollary a]), hence similar to Δ ⊗F L, this means that the
conclusion of Lemma 7.1 can be restated by saying that L embeds in D as an E-subalgebra. In
particular, by Theorem 3.1(iii), it holds in the case where L is cyclic over E. Suppose further
that L/E is noncyclic, i.e. L = MF , where M is a cyclic extension of E in L of degree p,
M = F . Also, let σ be an E-automorphism of M of order p, σ˜ the unique F -automorphism of
L extending σ , and D1 the underlying division algebra of the pth tensor power of D over E.
Observing that D1 ∈ d(E) and ind(D1) = p, one obtains from (1.4) and Lemma 4.3 that D1 ∼=
(M/E,σ, c), for some c ∈ N(F/E). Let γ be an element of F of norm NFE (γ ) = c. As noted
in the proof of Lemma 4.2(iii), then corF/E maps [(L/F, σ˜ , γ )] into [(M/E,σ, c)]. At the same
time, by [T, Theorem 2.5], we have corF/E([Δ]) = [D1]. Hence, by the injectivity of corF/E
and the equality [Δ : F ] = [(L/F, σ˜ , γ ) : F ] = p2, Δ and (L/F, σ˜ , γ ) are F -isomorphic, which
proves Lemma 7.1. 
The application of the corestriction mapping in the proofs of Lemmas 4.2(iii) and 7.1 was sug-
gested by the referee (for somewhat longer proofs relying only on general properties of crossed
products, see e.g., the cross-reference in the proof of [Ch6, (4.1)(iii)]).
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p-quasilocal.
Proof. For each χ ∈ Xp(F), denote by Lχ the cyclic extension of F in Fsep fixed by Ker(χ),
and by s the pairing Xp(F) × F ∗ → pBr(F ) defined as in the proof of Lemma 1.1. Suppose
also that τ ∈ G(F/E) and take any automorphism ρ of Fsep extending τ . Then τ acts on Xp(F)
by τ(χ)(g) = χ(ρ−1gρ), for all g ∈ GF . Because Xp(F) is an abelian group of exponent p, this
allows us to view it as a module over the group ring Fp[G(F/E)]. Note that for any χ ∈ Xp(F)
and b ∈ F ∗, we have τ(s(χ, b)) = s(τ (χ), τ (b)). Observe that
if τ
(
s(χ, b)
)= s(χ, b), then s(χ − τ(χ), τ (b))= s(χ, τ(b)b−1). (7.1)
For s(χ − τ(χ), τ (b)) = s(χ, τ (b))− s(τ (χ), τ (b)) = s(χ, τ (b))− s(χ, b) = s(χ, τ (b)b−1), by
the Z-bilinearity of s. Now to prove Lemma 7.2 note that G(F/E) acts trivially on pBr(F ), by
Lemma 4.2(i) and (1.5). Consider a cyclic extension L of F in Fsep of degree p. For the proof
of the lemma, it suffices to show that Br(L/F) = pBr(F ) (see (1.1)(i) and (1.2)(ii)). The given
field L is Lχ for some χ ∈ Xp(F). Define inductively χ1 = χ, χ2 = χ1 − ψ(χ1), . . . , χi+1 =
χi −ψ(χi), . . . , where ψ is a fixed generator of G(F/E). As Xp(F) is an Fp[G(F/E)]-module
and (by Lemma 1.2) 1 − ψ is nilpotent in Fp[G(F/E)], we have χl = 0 for l sufficiently large.
Choose k so that χk+1 = 0 but χk = 0. Since ψ(χk) = χk , Lχk is Galois over E (of degree p2).
Hence, Br(Lχk/F ) = p Br(F ) by Lemma 7.1. But because G(F/E) acts trivially on pBr(F ),
statement (7.1) (with ψ for τ ) shows that Br(Lχi /F ) ⊆ Br(Lχi−1/F ), for each i  2. In view
of the inclusion Br(L/F) ⊆ pBr(F ), this proves that Br(L/F) = Br(Lχk/F ) = pBr(F ), as de-
sired. 
It is now easy to prove Theorem 4.1. Suppose first that R is an extension of E in E(p)
of degree pn, for some n ∈ N, and fix an extension U of E in R of degree p. Clearly, [R :
U ] = pn−1, and by Lemma 7.2, U is a p-quasilocal field. This, combined with Lemma 4.2(i)
and the equality πR/E = πR/U ◦ πU/E , enables one to prove by induction on n that R has the
properties required by Theorem 4.1(i)–(ii). Assuming that Br(E)p = {0}, fix an algebra D ∈
d(E) of index divisible by p, and put g.c.d.([R : E], ind(D)) = pk . By Galois theory and the
subnormality of proper subgroups of finite p-groups, R/E possesses an intermediate field Uk
such that [Uk : E] = pk and U ⊆ Uk . We show that Uk embeds in D as an E-subalgebra. Let
D1 be the underlying division algebra of D ⊗E U . By Theorem 3.1(i)–(iv), applied to D/E and
D1/U , we have exp(D) = ind(D) and ind(D1) = exp(D1) = exp(D)/p = ind(D)/p. At the
same time, the equality πUk/E = πUk/U ◦πU/E ensures that D ⊗E Uk and D1 ⊗U Uk are similar
over Uk . Since [Uk : U ] = pk−1, these observations and (1.2)(ii) indicate that Uk embeds in D
over E if and only if it embeds in D1 over U . Now the embeddability of Uk in D is easily proved
by induction on k. As πR/E = πR/Uk ◦πUk/E , this result, statement (1.2)(ii) and Theorem 4.1(iv)
imply Theorem 4.1(iii).
It remains to be seen that if R is an infinite extension of E in E(p), then Br(R)p = {0}. Let
Δ ∈ d(R) be of p-primary dimension. By (1.3), there exists an R-isomorphism Δ ∼= Δ0 ⊗R0 R,
for some finite extension R0 of E in R, and some Δ0 ∈ d(R0). The R0-algebra Δ0 is split by R,
since R0 is p-quasilocal, πR0/R = πR′0/R ◦ πR0/R′0 for every intermediate field R′0 of R/R0, and
since for each m ∈ N, R contains as a subfield an extension Rm of R0 of degree pm. Therefore,
Δ = R and Br(R)p = {0}, so Theorem 4.1 is proved.
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Now we turn our attention to the residue fields of Henselian valued absolutely stable fields
with totally indivisible value groups. Proposition 2.3 and [Ch1, Corollary 4.6] indicate that a
perfect field E is isomorphic to such a residue field if and only if E is quasilocal. Our next
result characterizes nonreal perfect quasilocal fields and almost perfect absolutely stable fields by
cohomological properties of the Sylow subgroups of their absolute Galois groups. Supplemented
in [Ch3, Section 3] by a similar treatment of the formally real case, it shows that quasilocal fields
form one of the basic classes of absolutely stable fields.
Theorem 8.1. Let E be a field, Π(E) the set of all prime numbers p for which cdp(GE) = 0, and
{Gp} a set of Sylow pro-p-subgroups of GE , indexed by Π(E). Then:
(i) If E is quasilocal and nonreal, then Gp is a p-group of Demushkin type, for each p ∈ Π(E);
conversely, if E is perfect with Gp a p-group of Demushkin type, for every p ∈ Π(E), then
E is nonreal and quasilocal.
(ii) If E is absolutely stable, then the cup-product mapping of H 1(G′p,Fp)×H 1(G′p,Fp) into
H 2(G′p,Fp) is surjective, for every open subgroup G′p of Gp and each p ∈ Π(E); the
converse is true, provided that E is almost perfect.
The proof and the applications of Theorem 8.1 rely on the fact that if E˜/E is a purely in-
separable field extension, then Esep ⊗E E˜ is a separable closure of E˜ and there exist group
isomorphisms GE˜ ∼= GE and G(E˜(p)/E˜) ∼= G(E(p)/E), p ∈ P(E). For instance, when E˜ is a
perfect closure of E and E is taken as required by (4.2), it is thereby proved that E˜ is quasilocal.
Since G(F (p)/F ) is a p-group of Demushkin type, for every quasilocal nonreal field F and each
p ∈ P(F ) (see [Ch8, Section 3]), this allows us to view the first part of (4.2) as a description of
the spectrum of values of the main cohomological invariants of quasilocal fields. Note that this
spectrum is much wider than the one in the case of local fields, and more generally, of Henselian
valued quasilocal fields with totally indivisible value groups (see [Se1, Chapter II, 2.2 and 5.6],
[Wa2, Lemma 7] and the comment on Proposition 8.9).
Proof of Theorem 8.1. Our argument relies on the following lemma.
Lemma 8.2. The classes of absolutely stable fields and of quasilocal fields are closed under the
formation of algebraic extensions.
Proof. The assertion about the class of absolutely stable fields follows at once from (1.3)(i)
and (iii). Let now E/E0 be an algebraic field extension, W ∈ d(E), and let F/E be a cyclic
extension of degree n dividing ind(W). By (1.3)(i)–(ii), there is a finite extension F ′ of E0 in F
and a central division algebra W ′ over the field E ∩F ′ := E′, such that F ′/E′ is cyclic of degree
n and the E-algebras W ′ ⊗E′ E and F ′ ⊗E′ E are isomorphic to W and F , respectively. It is
therefore clear that if E0 is quasilocal, then F embeds in W as an E-subalgebra, which proves
our assertion about the class of quasilocal fields. 
Statement (1.8), [Ch3, Proposition 3.1] and our next lemma indicate that it is sufficient to
prove Theorem 8.1 in the special case where GE is a pro-p-group, for some p ∈P(E).
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pro-p-subgroup of GE and Ep = {α ∈ Esep: σp(α) = α, σp ∈ Gp}. Then:
(i) E is absolutely stable if and only if Ep have the same property, for all p ∈P;
(ii) E is quasilocal if and only if so are Ep: p ∈ P; this is the case if and only if Ep is p-
quasilocal, for every p ∈P .
Proof. Note first that Br(Ep) = Br(Ep)p = Br(Esep/Ep), for every p ∈ P (see [P, Sec-
tion 13.5]). This, combined with Theorem 4.1 and Proposition 4.4, reduces the latter conclusion
of Lemma 8.3(ii) to a consequence of the former one. We prove Lemma 8.3(i) and the former
part of Lemma 8.3(ii). Let E be an algebraic closure of Esep, F a finite extension of E in E,
and F0 = F ∩ Esep. Consider an algebra D ∈ d(F ) of p-power index, for some p ∈ P , and a
cyclic extension L/F of degree dividing ind(D). It follows from Sylow’s theorem (cf. [Se1,
Chapter I, 1.4]) and Galois theory that Esep contains as a subfield an E-isomorphic copy E′p
of Ep , such that G(Esep/(F0E′p)) is a Sylow pro-p-subgroup of G(Esep/F0). Since F is purely
inseparable over F0, this implies that G(Fsep/(FE′p)) is a Sylow pro-p-subgroup of G(Fsep/F ),
where Fsep = FEsep is the separable closure of F in E. Therefore, p does not divide the degree
of any finite extension of F in FE′p . Hence, by (1.2), D ⊗F (FE′p) lies in d(FE′p) and has in-
dex ind(D) and exponent exp(D). In addition, it follows that L⊗F (FE′p) is a cyclic extension
of FE′p which embeds in D ⊗F (FE′p) as an (FE′p)-subalgebra if and only if L embeds in D
over F . These observations, statements (1.1)(ii)–(1.3) and Lemma 8.2 enable one to complete
the proof of Lemma 8.3. 
Now we aim at proving Theorem 8.1 under the hypothesis that Esep = E(p), for some
p ∈ P(E). It is known that GE is a free pro-p-group if and only if Br(E) = {0} or char(E) = p;
this occurs if and only if H 2(GE,Fp) = {0} (cf. [Wa1, Theorem 3.1], [Wa2, p. 725] or [Se1,
Chapter I, 4.2; Chapter II, 2.2 and 3.1]). Also, it follows from Lemma 4.2(ii) and the Albert–
Hochschild theorem that if Br(E) = {0}, then Br(E1) = {0}, for every finite extension E1 of E.
For example, Br(E) = {0} when E is perfect and char(E) = p (cf. [A1, Chapter VII, The-
orem 22]). Henceforth, we assume that Br(E) = {0}. Suppose first that p = char(E). Then
Lemma 5.3 implies that E contains a primitive pth root of unity. Hence, by Lemma 3.8 and
Theorem 4.1, E is nonreal and p-quasilocal if and only if GE is a p-group of Demushkin type.
This completes the proof of Theorem 8.1(i), so our next objective is to prove Theorem 8.1(ii).
It follows from [A1, Chapter XI, Theorem 3] that E is absolutely stable if and only if pBr(F )
equals the set {[Δ]: Δ ∈ d(F ), ind(Δ) = p}, for each finite extension F/E. Note also that central
division F -algebras of index p are symbol algebras, since GF is a pro-p-group. These observa-
tions, combined with (3.2), prove Theorem 8.1(ii) in case p = char(E). In order to complete
our proof it remains to be seen that E is stable, provided that it is almost perfect, char(E) = p
and Br(E) = {0}. This is obtained from (1.8), [A1, Chapter VII, Theorem 22] and the following
lemma.
Lemma 8.4. Assume that E is a field, such that char(E) = p > 0 and [E : Ep] = p. Let D ∈
d(E) be of index pm, for some m ∈ N. Then exp(D) = pm and D possesses a maximal subfield
that is a purely inseparable extension of E.
Proof. Fix an algebraic closure E of E and put exp(D) = pm¯, E0 = E and En = {αn ∈ E:
α
pn
n ∈ E}, for every n ∈ N. It follows from (1.8) and the equality [E : Ep] = p that Ep = Enn+1
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by Albert’s theory of p-algebras (cf. [A1, Chapter VII, Theorem 32]), Em¯ is a splitting field of D,
this observation and statements (1.1)(i) and (1.2)(ii) imply that m¯ = m and Em is E-isomorphic
to some maximal subfield of D, as desired. 
Corollary 8.5. Let F be a quasilocal field, L/F a finite separable extension and D ∈ d(F ). Then
L embeds in D as an F -subalgebra if and only if [L : F ] divides ind(D); L is a splitting field of
D if and only if [L : F ] is divisible by ind(D).
Proof. Applying Galois theory, Sylow’s theorem and (1.2) as in the proof of Lemma 8.3, one
reduces our considerations to the special case in which ind(D) is a power of a prime p, L ⊆ F(p)
and L = F . Then our assertion can be deduced from Theorem 4.1. 
Corollary 8.6. For a quasilocal field E, the following two conditions are equivalent:
(i) Every finite extension L of E is embeddable as an E-subalgebra in each Δ ∈ d(E) of index
divisible by [L : E];
(ii) E has some of the following two properties:
(α) E is almost perfect;
(β) char(E) = q > 0 and Br(E)q = {0}.
Proof. Suppose first that char(E) = 0 or E has property (ii)(β). Then char(E) does not divide
ind(Δ), for any Δ ∈ d(E), so it follows from Corollary 8.5 that condition (i) holds. Henceforth,
we assume that char(E) = q > 0 and Br(E)q = {0}. The implication (ii)(α) → (i) has essentially
been deduced from Corollary 8.5 and Lemma 8.4 in the process of proving [Ch1, Corollary 2.7]
(although formally the result referred to applies to the case where E is taken as in the concluding
assertion of Proposition 2.3). It remains for us to show here that (i) → (ii)(α). Assuming the op-
posite, one obtains that there is a purely inseparable extension Φ of E such that [Φ : E] = q2 and
Φq ⊆ E. At the same time, the divisibility and nontriviality of Br(E)q guarantees the existence
of an algebra D ∈ d(E) of exponent q2. Therefore, by Theorem 3.1(i), ind(D) = q2. Hence, by
[A1, Chapter VII, Theorem 32], Φ does not split D, which means in this case that it does not
embed in D over E. The obtained contradiction proves that (i) → (ii)(α), as required. 
Remark 8.7. Let F = F0((X)) be the formal Laurent power series field in an indeterminate X
over a finite field F0 of characteristic q , and let v be the standard Z-valued valuation of F . It
is known that F is noncountable, hence, F/F0 is an extension of infinite transcendency degree.
Fix an infinite set S∞ in F of algebraically independent elements over F0, and for each n ∈ N,
denote by Sn some subset of S∞ of cardinality n. Also, let En be the separable closure of the
field F0(X)(Sn) in F , for every n ∈ N ∪ {∞}. It is not difficult to see that the valuation of En
induced by v is Henselian and discrete with a residue field F0. Therefore, by [Ch2, Corollary 2.5],
En is quasilocal. We show that En does not possess the properties of Corollary 8.6(ii), for any
n ∞. Since F0 has a cyclic extension of degree q , En admits a nicely semiramified division
algebra of index q (see [JW, Section 4]), so Br(En)q = {0}. At the same time, it follows from
the definition of En and [L1, Chapter X, Propositions 3 and 6] that [En : Eqn ] = qn+1, n ∈ N, and
[E∞ : Eq∞] = ∞.
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to the structure of the Sylow subgroups of their absolute Galois groups.
Proposition 8.8. Let Qp be an algebraic closure of the field Qp of p-adic numbers, vp the unique
valuation of Qp extending the natural valuation of Qp , and E a closed subfield of the completion
Cp of Qp . Then E is quasilocal.
Proof. It is well known that Cp is algebraically closed. The assumption on E means that E is
complete with respect to the restriction v of the valuation of Cp continuously extending vp; this
shows in particular that Qp is a subfield of E. Observing that v(E) is a subgroup of Q, one
obtains from the completeness of E that v is Henselian. Since Qp is dense in Cp , this implies
that each finite extension of E in Cp is included in an extension of E obtained by adjunction
of an element of Qp (see the lemma in [L2, p. 380]). Hence, the algebraic closure E of E in
Cp is equal to EQp . In view of Galois theory and the general properties of tensor products, the
obtained result indicates that E is E-isomorphic to E⊗E0 Qp , where E0 = E∩Qp . Moreover, it
becomes clear that every E-automorphism of E is determined by its action on Qp , and also, that
GE can be identified with GE0 . As Qp is quasilocal, Proposition 8.8 follows now directly from
Theorem 8.1 and Lemma 8.2. 
Proposition 8.9. With notation being as in Theorem 8.1, let E be a nonreal field and Gp a
pro-p-group of rank n(p) 2, for every p ∈ Π(E). Then E is quasilocal.
Proof. Lemma 8.3 allows one to consider only the special case in which Esep = E(p), for some
p ∈ P(E). It follows from [J, Proposition 4.4.8], Lemma 4.2(ii) and the Albert–Hochschild the-
orem that if p = char(E), then Br(U) = {0}, for every algebraic extension U/E. Assuming that
p = char(E) whence E contains a primitive pth root of unity, one obtains from [Wa2, Lemma 7]
that GE is a free pro-p-group or a Demushkin group (see also [EnV, Theorem 4.7], for the case
of p = 2). Now our assertion can be deduced from Lemma 3.8 and Theorem 4.1. 
Note finally that the conditions of Proposition 8.9 hold, if E is a quasilocal field of character-
istic q  0 with some of the following two properties: (i) GE is torsion-free with abelian Sylow
pro-p-subgroups, for all p ∈ Π(E) (apply Lemma 8.3 and [Ch3, Lemma 3.2]); (ii) q /∈ Π(E)
and E has a Henselian valuation v such that v(E) is p-indivisible, for every p ∈ Π(E) (cf. [Ch1,
(1.2)(ii) and Remark 2.2] and [Ch2]).
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