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Abstract
Ordinary differential equations (ODEs) are widely used to model dynamical
behavior of systems. It is important to perform identifiability analysis prior to
estimating unknown parameters in ODEs (a.k.a. inverse problem), because if a
system is unidentifiable, the estimation procedure may fail or produce erroneous
and misleading results.
Although several qualitative identifiability measures have been proposed,
much less effort has been given to developing quantitative (continuous) scores
that are robust to uncertainties in the data, especially for those cases in which
the data are presented as a single trajectory beginning with one initial value.
In this paper, we first derived a closed-form representation of linear ODE
systems that are not identifiable based on a single trajectory. This representa-
tion helps researchers design practical systems and choose the right prior struc-
tural information in practice. Next, we proposed several quantitative scores
for identifiability analysis in practice. In simulation studies, the proposed mea-
sures outperformed the main competing method significantly, especially when
noise was presented in the data. We also discussed the asymptotic properties of
practical identifiability for high-dimensional ODE systems and conclude that,
without additional prior information, many random ODE systems are practi-
cally unidentifiable when the dimension approaches infinity.
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1. Background and Introduction
Ordinary differential equations (ODE) can be used to model complex dy-
namic systems in a wide variety of disciplines including economics, physics,
engineering, chemistry, and biology [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. Such systems
are usually represented as{
Dx(t) = f(x(t),u(t), θ), t ∈ (0, T ),
x(0) = x0.
(1)
y(t) = h(x(t),u(t), θ). (2)
Here x(t) = (x1(t), . . . , xd(t))
′ ∈ Rd is the state vector, D = ddt is the first order
differential operator1, y(t) ∈ Rd is the output vector, u(t) is a known system
input vector, f , g are known families of linear or nonlinear functions indexed by
θ ∈ Rp, which is the vector of unknown parameters to be estimated. Equation
(1) is called the state equation and Equation (2) the output or observation equa-
tion. In this paper, we focus on an important special case of the above general
ODE system: homogeneous linear ODE system with complete observation
Dx(t) = Ax(t), x(0) = x0 = (x1,0, . . . , xd,0)
′, y(t) = x(t). (3)
Here A ∈ Md×d is a matrix (called the system matrix) that characterizes the
mechanistic relationship between xi(t); y(t) = x(t) means that we can directly
observe x(t) in all dimensions.
Let x(t|A,x0) be the solution curve (a.k.a. the trajectories) of Equation (3)
initiated at x0 and governed by system matrix A. It is well known that x(t|A,x0)
can be represented as a unique matrix exponential
x(t|A,x0) = etAx0. (4)
As such, the forward problem of Equation (3), defined as solving the ODE
system with given A and x0, has been resolved in the mathematical sense
– despite of several known numerical issues in matrix exponentials for high-
dimensional data [11].
In practical applications, the parameters that characterize the ODE system,
such as A and x0 in Equation (3), must be estimated from the real data. This
is known as the inverse problem. Over the years, many parameter estimation
methods have been developed for ODE systems [2, 6, 12, 13, 7, 14, 15, 16, 17].
In principle, before performing the parameter estimation, we need to address
an important question: are the parameters in a particular ODE model identifi-
able from the data? In this context, “identifiability” loosely means that there
is a unique mapping between the trajectories and the parameters of a family of
ODE systems.
1To avoid confusion, we reserve symbol ′ (apostrophe) for matrix transpose, not the deriva-
tive with respect to t.
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By now, a rich literature on the identifiability of both linear and nonlinear
ODE systems is available, see [18] for a thorough review of these methods. Un-
fortunately, most of them only consider the identifiability of the system matrix
(A), and assume that one can choose an arbitrary initial condition x0 ∈ Rd.
For example, the global identifiability used in some literature on nonlinear ODE
identifiability (e.g., [19]) reduces to the following definition for Equation (3), as
pointed out in [20]:
Definition 1.1. Linear ODE system (3) is globally identifiable in a subset Ω ⊂
Md×d iff for all A,B ∈ Ω, A 6= B, there exists x0 ∈ Rd, such that x(t|A,x0) 6=
x(t|B,x0).
However, such definition is of little use for linear ODE systems because
Stanhope and colleagues proved in [20] that, due to the linearity of Model (3),
such ODE system is always globally identifiable in the entire parameter space
Md×d. Consequently, no computationally intensive symbolic computation on
global identifiability is needed for linear ODE systems. The above definition of
identifiability is also impractical because in many real world applications, data
are only available in the form of one trajectory starting with a single x0.
For example, influenza infection affects the state of transcriptome of a patient,
which can be modeled by Equation (3) ([21, 22, 23, 24]). However, it is currently
impossible for a researcher to select an arbitrary x0 even in an animal study,
because not only we do not have the technology to alter whole transcriptome
globally, but also not all transcriptome states are biologically feasible. Further-
more, we cannot repeat the same x0 for a subject either, because the infection
can have long-lasting effects to the immune system of that subject [25].
As a response to this weakness, several researchers developed a concept
known as locally strong identifiability [26] or x0-identifiability [27], that involves
data with only one trajectory. For Equation (3), it can be stated as follows.
Definition 1.2. Equation (3) is x0-identifiable w.r.t. a given x0 iff there exists
an open and dense subset Ω ⊂ Md×d, such that for all A,B ∈ Ω, A 6= B, we
have x(t|A,x0) 6= x(t|B,x0) on (0, δt), for some 0 < δt < T .
Of note, the following natural extension to x0-identifiability was proposed
in [27]:
Definition 1.3. System (3) is structurally identifiable iff there exist open and
dense subsets Ω ⊂ Md×d, M0 ∈ Rd, such that for all A,B ∈ Ω, A 6= B and all
x0 ∈M0, we have x(t|A,x0) 6= x(t|B,x0) on (0, δt), for some 0 < δt < T .
In other words, Definition 1.3 is x0-identifiability that applies to not one
x0, but an open and dense set M
0 ∈ Rd. This definition is consistent with the
structural identifiability [28] and geometrical identifiability [26] for nonlinear
ODE systems.
As a remark, the open and dense condition of Ω was designed to rule out
a set of certain “inconvenient” parameters that has zero-measure. For exam-
ple, it can be shown that if A has repeated eigenvalues, it is not identifiable
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with a class of other system matrices (see Section S5 and example S7 in Sup-
plementary Text for more details). A workaround is to simply define Ω to be
those matrices with no repeated eigenvalues, which is clearly a dense open set
in Md×d. However, it is theoretically possible that the said open and dense set
Ω may be “small” compared with Md×d in terms of a measure such as λd×d, the
Lebesgue measure. See Example S9 in Supplementary Text, Section S8 for such
an example. This can be seen as a weakness because in most real world appli-
cations, there is uncertainty in A, so we want to ensure that the identifiability
applies to almost every A ∈ Md×d, not just a dense set with small measure or
probability. As a concrete example, A may be modeled as M +E, where M is a
deterministic matrix and E a perturbation term sampled from a random matrix
distribution such as the real Ginibre ensemble (GinOE, [29]). By definition,
if E ∼ GinOE, Aij are i.i.d. standard normal random variables, therefore the
probability measure associated with GinOE and the Lebesgue measure are ab-
solutely continuous with each other. Therefore, the condition that almost every
A is identifiable is equivalent to requiring λd×d (Ω
c) = 0, where Ωc := Md×d \Ω
is the complement of Ω, the collection of all identifiable A.
To the best of our knowledge, the most systematic study of linear ODE
identifiability from a single observed trajectory is provided in [20]. In this
seminal work, Stanhope and colleagues derived several necessary and sufficient
conditions of identifiability that applies to a single trajectory. Specifically, they
proposed two concepts, called “identifiability for a single trajectory” and “un-
conditional identifiability”, defined as follows.
Definition 1.4 (identifiability for a single trajectory). System (3) is identifiable
for a single trajectory in Ω ⊂Md×d and a given x0 iff for all A,B ∈ Ω, A 6= B,
we have x(t|A,x0) 6= x(t|B,x0), for some 0 < t < T .
Definition 1.5 (unconditional identifiability). System (3) is unconditionally
identifiable in Ω ∈ Md×d iff for all A,B ∈ Ω, A 6= B implies that for each
nonzero x0 ∈ Rd, x(t|A,x0) 6= x(t|B,x0), for some 0 < t < T .
Between these two definitions, Definition 1.5 adheres more to the tradi-
tional definition of structural identifiability for nonlinear ODE systems. Roughly
speaking, it means that System (3) is identifiable from a single trajectory ini-
tiated from every x0 ∈ Rd. Unfortunately, it is of little practical use for linear
ODE system because no system satisfies this condition for an unconstrained
parameter estimation problem, namely, Ω = Md×d. In fact, we showed that
(Supplementary Text, Section S1): (a) when the dimension d is odd, uncon-
ditional identifiability is not attainable for all Ω ⊆ Md×d, and (b) when d is
even, unconditional identifiability is not attainable for all Ω ⊆ Md×d such that
λd×d (Md×d \ Ω) = 0. In summary, a large body of prior work in identifiabil-
ity analysis are geared towards nonlinear ODEs with arbitrarily many observed
trajectories, which is of little utility to linear ODEs, and this issue cannot be
fixed by simply removing a zero-measure set from their definitions.
One major contribution of Stanhope and colleagues is that they established
a beautiful connection between the algebraic and geometric aspects of linear
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ODE systems in [20, Theorem (3.4)]. We find it easier to state this important
result by first define the following minimalist definition of identifiability.
Definition 1.6 ((A,x0)-identifiability). For system (3), we call A is identifiable
at x0 if for all B ∈Md×d, x(t|A,x0) 6= x(t|B,x0), for some 0 < t < T .
Remarks 1. Definition 1.6 is not equivalent to Definition 1.4 applied to Ω :=
Md×d because in Definition 1.6, A is fixed and B is an arbitrary matrix in Ω,
while in Definition 1.4, both A and B are arbitrary matrices in Ω. In short, Def-
inition 1.6 is an intrinsic property of a single system, not a collective property
of a set of system matrices.
Using this definition, [20, Theorem (3.4)] can be restated as follows: the
(A,x0)-identifiability holds if and only if the solution curve x(t|A) is not con-
tained in a proper invariant subspace of A. Based on this powerful theoretical
result, they proposed to use κ(X1), the condition number of the matrix of a
subset of discrete observations (see Section 3.3.1 for more details), to test the
identifiability for discrete data with noise in practice.
However, their study is not without shortcomings. First, they did not derive
the explicit structure of the largest subset Ω ⊆Md×d for a give x0 in identifia-
bility analysis for a single trajectory, nor the equivalent class of all B ∈ Md×d
such that x(t|B, t) = x(t|A, t) when the system A is deemed unidentifiable at a
given x0. Secondly, while using κ(X1) to check the practical identifiability of an
ODE system is a clever heuristic, it has much room for improvement because:
a) not all data are used in κ(X1), therefore it does not utilize data efficiently;
b) measurement errors are not directly reflected in this score and there is no
analysis of the asymptotic properties of κ(X1) from the statistical perspective;
and c) by definition, κ(X1) depends on the availability of data at multiple time
points, so it requires solving the ODE numerically in simulation studies, which
can be time consuming for high-dimensional systems and/or when a large set
of systems are considered.
In this study, we first derive a closed-form representation of (A,x0)-unidentifiable
class, which is defined in Definition 2.1 as the collection of system matrices that
are not identifiable for a given pair of A and x0. We also provide explicit struc-
tures of the equivalent class of unidentifiable systems due to repeated eigenval-
ues in A in Supplementary Text, Section S5. We believe these results will be
valuable for future studies that combine a priori topological constraints (e.g.,
knowing which entries in A are zero in advance) and identifiability. In light
this, we give a brief discussion of the best practice of using prior information
to resolve the identifiability issues in Supplementary Text, Section S6. More
systematic studies in this direction warrant a future study.
Secondly, we specify explicit, computable principles of (A,x0)-identifiability
based on either x0 or the entire solution trajectory. These results are presented
in our Theorems 2.5 and 3.2. To assist practical identifiability analyses, we
propose three continuous scores: the initial condition-based identifiability score
(ICIS, denoted as w∗0 in Equation (10)), the smoothed condition number (SCN,
denoted as τ in Equation (32)), and the practical identifiability score (PIS,
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denoted as w∗ in Equation (37)), to solve the aforementioned problems. ICIS
only uses A and x0, therefore it does not require numerically solving the ODE
before the identifiability analysis. We think ICIS is most suitable for designing
simulated ODE systems independent of a specific set of real data. SCN and PIS
use data from all time points, which are more suitable for practical identifiability
analysis with real data. Using extensive simulation studies, we showed that SCN
and PIS correlated with practical identifiability significantly better than κ(X1)
when there was noise in the data.
In addition, we studied the asymptotic properties of practical identifia-
bility for high-dimensional systems with randomly generated A and x0. We
reached the following interesting conclusions: a) almost every system is (A,x0)-
identifiable in the sense that ICIS > 0; and b) when d → ∞, almost all sys-
tems are practically unidentifiable in the sense that ICIS → 0. These two
seemly contradictory conclusions suggest that the practical identifiability of
high-dimensional ODE systems is very different from that of low-dimensional
systems, and classical mathematical identifiability analyses are insufficient for
analyzing high-dimensional real world applications. The focus must be shifted
towards practical identifiability analyses characterized by continuous scores, es-
pecially with the considerations from the stochastic perspective.
Last but not the least, we provide a user-friendly R package ode.ident, with
full documentation and examples, so practitioners with minimum programming
skills can analyze the identifiability of linear ODE systems. This R package is
available at https://github.com/qiuxing/ode.ident.
2. (A, x0)-identifiability
In this section, we focus on the mathematical inverse problem for one fully
observed trajectory. Namely, we assume that we have the complete observation
of one solution curve x(t) = (x1(t), . . . , xd(t))
′ ∈ Rd) governed by Equation (3)
and its derivative on [0, T ], with no measurement error.
First, let us define the (A,x0)-unidentifiable class as follows.
Definition 2.1 ((A,x0)-unidentifiable class). For a given system matrix A ∈
Md×d and initial condition x0 ∈ Rd, the (A,x0)-unidentifiable class, denoted by
[A]x0 , is a subset of matrices in Md×d such that
B ∈ [A]x0 iff x(t|A,x0) = x(t|B,x0). (5)
In other words, two system matrices A,B are in the same unidentifiable class if
and only if they produce the same solution trajectory at x0.
The overarching goal of this section is to understand the structure of [A]x0 ,
and the conditions under which this class contains only one member, therefore A
can be uniquely determined by the trajectory x(t|A,x0). To this end, we need to
introduce an important geometric concept called invariant subspace, which is
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a generalization of eigenvectors, and its connection to the Jordan decomposition
of A in Section 2.12.
2.1. Jordan Decomposition and Invariant subspaces
Definition 2.2 (Invariant subspace). An invariant subspace of a square matrix
Ad×d is a linear subspace L ⊆ Rd such that for all x ∈ L, Ax ∈ L. We say L
is a proper invariant subspace if L 6= Rd.
By definition, we see that if a vector x is in a proper invariant subspace L of
A, Ax must also stay in L. Using mathematical induction, we see that Anx ∈ L
for every positive integer n. With a little more work, it can be proven that
etAx ∈ L for t ∈ [0, T ], where etA is the matrix exponential of tA.
The following proposition states that the intersection and linear span (the
combination) of two invariant subspaces are invariant subspaces.
Proposition 2.1. If L1 and L2 are invariant subspaces of A, then
1. L1 ∩ L2 is an invariant subspace of A;
2. span(L1, L2) is an invariant subspace of A.
In other words, the collection of invariant subspaces of A forms a lattice.
Based on random matrix theory [29, 31, 32], we know that almost every
(w.r.t. the Lebesgue measure on Md×d) A ∈ Md×d has d distinct eigenval-
ues. This conclusion also holds for probability measures associated with most
random matrix ensembles such as Ginibre ensemble, Gaussian orthogonal en-
semble, Wishart ensemble, etc.[32]
Consequently, almost every A ∈Md×d has the following Jordan decomposi-
tion
A = QΛQ−1, Λ =
J1 . . .
JK
 , Q = (Q1 Q2 . . . QK) .
Jk =
{




, k = K1 + 1,K1 + 2, . . . ,K.
dimQk =
{
1, k = 1, . . . ,K1,
2, k = K1 + 1, . . . ,K.
(6)
In other words, A can be decomposed into K = K1 +K2 Jordan blocks, the
first K1 such blocks are 1× 1 blocks corresponding with real eigenvalues (those
ck in Equation (6)); and the rest K2 blocks are 2× 2 blocks corresponding with
2These concepts and results can be found in many graduate level matrix analysis textbooks,
e.g., [30].
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complex eigenvalues ak ± bki. There is a corresponding column-wise decom-
position of matrix Q, such that each Qk contains: (a) a single column vector
of Q which is the eigenvector of ck, or (b) two column vectors in Q such that
Qk := (vk1|vk2), which are the “eigenvectors” associated with ak ± bki.
Note that the word “eigenvector” in case (b) refers to a generalization of true
eigenvectors. In fact, those 2 × 2 Jordan blocks do not have real eigenvectors;
instead, each of them is associated with a 2-dimensional invariant subspace of
A and Qk = (vk1|vk2) is a basis of this 2-dimensional invariant subspace.
We would like to point out that based on simple enumeration of dimensions,
we have d = K1 + 2K2, and
Qk =
{
Q·k, k = 1, 2, . . . ,K1,
(vk1|vk2), vk1 = Q·2k−K1−1, vk2 = Q·2k−K1 , k = K1 + 1, . . . ,K.
(7)
In other words, vk1 and vk2 in Qk are the (2k −K1 − 1)-th and (2k −K1)-
th column vectors of Q, respectively. For convenience, we define the following
correspondences between i (the original dimension in J) and k (the index of
invariant subspaces):
i(k) := 2k −K1 − 1, k(i) :=
{
i, i = 1, 2, . . . ,K1,
K1 + d i−K12 e, i = K1 + 1, . . . ,K.
(8)
Using the above notation, vk1 = Q·i(k), vk2 = Q·i(k)+1.
Theorem 2.2. Let Lk := span(Qk). Each Lk is an invariant subspace of A.




Lk, S ⊆ {1, 2, . . . ,K} . (9)
From now on, we assume that A has d distinct eigenvalues and can be de-
composed as A = QΛQ−1 in Equation (6). The case in which A has repeated
eigenvalues will be discussed in Supplementary Text, Section S5. For conve-
nience, we will also denote L0 := {0d}, the trivial proper invariant subspace of
A that contains only the origin.
2.2. Initial Condition-based Identifiability Score (ICIS)
One of our main conclusion is that the (A,x0)-identifiability defined in Def-
inition 1.6 can be determined by the initial condition-based identifiability score
(ICIS) defined as follows.
Definition 2.3. Let x0 ∈ Rd and x̃0 := Q−1x0 ∈ Rd. We define the w∗0




x̃0,k ∈ R1, k = 1, 2, . . . ,K1,
(x̃0,i(k), x̃0,i(k)+1)







Here |w0,k| is the absolute value of w0,k for k = 1, 2, . . . ,K1, and the Euclidean
norm of w0,k for k = K1 + 1,K1 + 2, . . . ,K.
From the geometric perspective, x0 can be decomposed into a linear combi-
nation (oblique projections) of Qk, and w0,k are the linear coefficients of such a
decomposition




Heuristically speaking, if w0,k = 0 (in R1 or R2), x0 does not contain any
information from Lk. This is because in this case, x0 ∈ L−k, where L−k is the
invariant subspace of A that excludes Lk, which implies that the entire trajec-
tory, x(t|A,x0), is in L−k (see the discussion in the beginning of Section 2.1).
These ideas are summarized in Lemma 2.3 below.
Lemma 2.3. The following two statements are equivalent
1. There exists a proper invariant subspace L ( Rd of A, such that x0 ∈ L.
2. There exists k ∈ {1, 2, . . . ,K}, such that |w0,k| = 0, or equivalently, w∗0 =
0.
Now we are ready to present the following theorem:
Theorem 2.4 (Computational criterion for (A,x0)-identifiability). Assuming
that an ODE system A has d distinct eigenvalues. This system is identifiable at
x0 if and only if the ICIS is nonzero.
Proof. Based on Lemma 3.2 and Theorem (3.4) in [20], we know that system
A is identifiable at x0 if and only if x0 is not contained in a proper invariant
subspace of A, which is equivalent to w∗0 6= 0 based on our Lemma 2.3.
Theorem 2.4 implies that, when A is not identifiable at x0, there must be a
nonempty subset S0 ⊂ {1, 2, . . . ,K} such that |w0,k| = 0, for k ∈ S0. WLOG,
we assume that x0 6= 0d, so its complement set S+ := {1, 2, . . . ,K} \ S0 must
be nonempty. By construction, L+ := span
⋃
k∈S+ Lk is a proper invariant
subspace, and x0 ∈ L+.
The two index sets S0 and S+ induce the following diagonal binary matrices
I0 := diag(ai), ai =
{
1, k(i) ∈ S0,
0, k(i) 6= S0.
I+ := Id×d − I0. (12)
They can be used to construct the following decomposition of the eigenvector
matrix Q and the Jordan block matrix J
Q0 := QI0, Q+ := QI+, Q = Q0 +Q+.
J0 := I0JI0 = JI0, J+ := I+JI+ = JI+, J = J0 + J+.
(13)
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Intuitively, Q0 and J0 replace column vectors in Q and blocks in J into zeros if
they belong to L+. Q+ and J+ are defined in exactly the opposite way.
Using these notation, we describe the explicit structure of (A,x0)-unidentifiable
class in the following Theorem.
Theorem 2.5 (Structure of the unidentifiable classes). (A,x0)-unidentifiable
class has the following explicit structure




In other words, two matrices A1 and A2 are in the same (A,x0)-unidentifiable
class (written as A1 ∼ A2) iff there exist D ∈ Md×d, such that A1 − A2 =
Q(I0DI0)Q
−1.
Proof. See Section S4, Supplementary Text.
Remarks 2. The degrees of freedom in [A]x0 is controlled by D0 := I0DI0,
which has d20 degrees of freedom (not d
2). This is because by construction, D0
is a sparse matrix such that its ijth element satisifies
D0,ij = 0, if k(i), k(j) ∈ S0. (15)
2.3. A 3-Dimensional Example
Example 1. In this example, the system matrix A and its Jordan canonical
form are given as follows:
A =
0 1 −12 0 0
3 1 0
 = QJQ−1, J =






 0.408 0 0.316−0.816 0.418 0.158
−0.408 0.837 0
 , Q−1 ≈




Based on earlier discussions, A has two proper invariant subspaces. L1 :=
span(Q·1) is a one-dimensional space corresponding with the real eigenvalue
λ1 = −1, and L2 := span (Q·2, Q·3) is a two-dimensional space corresponding
with λ2, λ3 = 1/2±
√
7i/2. Here Q·j is the jth column vector of matrix Q.


















0 contains information from both L1 and L2, but x
(b)
0 only




0 but not x
(b)
0 . Using Equation (14), the (A,x0)-unidentifiable class in the
latter case can be represented as follows.
I+ =
0 0 00 1 0
0 0 1
 , I0 =




b 0 00 0 0
0 0 0
 , b ∈ R.
J+ =























Here b ∈ R is an arbitrary parameter, and the (A,x0)-unidentifiable class
is characterized by b times a full matrix, therefore different choices of b affects
all nine elements in A. Consequently, we cannot determine the value of any
entry in A without additional information. In fact, we cannot even determine
whether a particular Aij is zero or nonzero, which is sometimes referred to as
the network topology of A. For example, if we set b = −1, we get the original
system A specified in Equation (16) with four zero entries. When we set b = 3,
we obtain an equivalent matrix with completely different topology and values
than A
Ã =
1 −1 00 4 −2
2 3 −1
 . (18)












Before we move on to the next topic (practical identifiability), we would like
to present two auxiliary results that are useful in practice.
1. In Supplementary Text, Section S5, we provide a detailed analysis of iden-
tifiability issues induced by repeated eigenvalues in A, and provided the
closed-form structure of unidentifiable class for these matrices in Equa-
tion (S.23). Based on these results, we recommend researchers avoid
systems that have nearly identical eigenvalues in designing of simulation
studies.
2. in Supplementary Text, Section S6, we show that while it is possible to
use prior information in the form of structural constraints to resolve the
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identifiability issue of a problematic system (A,x0), such constraints must
be compatible with the said system, otherwise: (a) the system may still
suffer from the identifiability issue; or (b) under these constraints, no
system can generate the observed solution curve.
3. Data-based Identifiability Scores
We now focus on the following practical problem: to quantify the (A,x0)-
identifiability from imperfect observations in real world applications. To this
end, we assume that the observed data is a set of discrete and noisy observations
on a time grid {t1, . . . , tJ}:
yij := xi(tj) + εij , εij ∼ Fε, i = 1, 2, . . . , d, j = 1, 2, . . . , n. (19)
In the above equation, Fε, the probability distribution of measurement error,
is assumed to be absolutely continuous w.r.t. the Lebesgue measure on Md×J .
For convenience, we will also use collective notations X = {xi(tj)} ∈ Md×n,
Y = {yij} ∈ Md×n, and ε = {εij} ∈ Md×n. With these matrix notations,
Equation (19) can be simplified as Y = X + ε.
3.1. Minimal Signals for Reconstructing A
In this section, we demonstrate that even for a theoretically identifiable sys-
tem, if the “signal” in a subspace is too small, we are still not able to reconstruct
A in practice.
Example 2. We consider a two-dimensional system




































We generate the solution curve x(t) from this system and record its values
xi(tj) at n = 101 equally spaced time points on [0, 1], t1 = 0, t2 = 0.01, . . . , t101 =
1. A small normal measurement error, εij ∼ N(0, 0.012), is added to each ob-
servation.
































0 . Of note, we
would like to mention that this analysis can be done by applying the ICISAnalysis()
function in our R package.
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Figure 1: An illustration of the fitted solution trajectories in Example 2. The black curve is
x̂1(t) and the red curve is x̂2(t) in both sub-figures. The discrete data (illustrated by dots in
this figure) are observed on a total number of n = 101 time points evenly assigned on [0, 1].
A small normal measurement error, εij ∼ N(0, 0.012), is added to each observation. (A):
x
(A)
0 = (1, 1)
′. (B): x
(B)
0 = (1.72, 1)
′. Case (A) is practically identifiable with the functional
two-stage method while Case (B) is not.
Using the functional two-stage method (see Section S7.2, Supplementary
Text), we are able to estimate A and produce two fitted curves for both cases.
The fitted curves, denoted by (x̂1(t), x̂2(t))
′, look reasonable in Figure 1 for both
cases.












, ‖Â(B) −A‖2F = 75.65.
Here ‖·‖F is the Frobenius norm of a matrix. It is clear that A is practically
identifiable at x
(A)
0 only, not at x
(B)
0 . From this example, we see that even when
the ODE system is mathematical identifiable, its practical identifiability may
still be an issue.
In-depth analysis shows that the unidentifiability issue in case (B) is due
to the fact that x
(B)
0 is “almost” contained in L1, so that L2 had only a tiny































0 , Q2〉 = 0.006.
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Based on the above analysis, it is easy to see that the small value of ICIS(B) =
0.006 causes the numerical problem in estimating A in case (B).
3.2. Identifiability for High-dimensional Systems
Based on Theorem 2.4, A is identifiable at x0 if and only if x0 is not located
in a proper invariant subspace of A. Because there are only finitely many (2K−1
of them, to be more precise) proper invariant subspaces of A, and each of them
has dimension strictly less than d (the “proper” part of the definition), the union
of all proper invariant subspaces is only a zero-measure set of Rd. In this regard,
as long as A does not have repeated eigenvalues (which is true for almost every
A ∈Md×d), A is mathematically identifiable at almost every x0 ∈ Rd. This fact
is probably the main reason why not many mathematicians have paid much
attention to the identifiability problem of linear ODE systems.
However, as is shown in Example 2, to have a reliable estimate of A requires
more than just a qualitative statement that x0 does not lie in any proper invari-
ant subspace of A. We need to ensure that when we decompose x0 into a linear
combination of components from Lk, each one of them has enough information,
so that we can reconstruct the corresponding sub-system on Lk with noisy ob-
servations. This is the main motivation for us to propose ICIS, a quantitative
measure of identifiability.
Knowing that the collection of all proper invariant subspace has measure
zero in Rd, the readers may think that while practical identifiability issues do
exist, they must be rare in practice. Unfortunately, these issues are not that
unusual when d is large, in which case those practically identifiable systems
are the exceptions instead. In Supplementary Text, Section S2, we proved that
a large class of symmetric random ODE systems are practically unidentifiable
when d→∞, as stated in the following theorem
Theorem 3.1. Let us assume that:
(a) The system matrix A ∈ Md×d is sampled from a symmetric, real-valued
random matrix ensemble with probability measure p(A) that is statistically
invariant to orthogonal transformations, namely,
p(A) = p(TAT ′), ∀T ∈ O(d). (21)
(b) The initial condition x0 ∈ Rd is sampled from a random distribution that is






Based on the above two assumptions, the ICIS converges to zero in L2,
namely,
E (w∗0(A,x0))
2 −→ 0, when d→∞. (23)
Proof. The proof is provided in Section S2, Supplementary Text.
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Remarks 3. Perhaps the most well known random matrix ensemble that satis-
fies Assumption (a) is the Gaussian Orthogonal Ensemble (GOE, [32]). Many
other ensembles also satisfy this condition, such as the Wishart ensemble, Ja-
cobi orthogonal ensemble, etc. In fact, according to Weyl’s lemma [33, 34], a
random matrix ensemble is orthogonally invariant as long as its distribution
function has the following trace representation
p(H) = φ
(
trH, trH2, . . . , trHn
)
. (24)
Assumption (b) is a very weak condition that should be satisfied in almost
all practical applications. If x0,i has finite second order moments, and
sup
i









In this case, x0,i do not have to be independent nor identically distributed.
We use the following simple and concrete example to illustrate the issue of
practical identifiability described by Theorem 3.1.
Example 3. Let d = 100 and assume that A is an arbitrary diagonal matrix in
Md×d. By construction, all eigenvalues are real and Q = Id, therefore w0,i =
x0,i, i = 1, 2, . . . , d. Let x0 ∼ N(0d, Id), in other words, x0,i are generated from
i.i.d. N(0, 1). For simplicity, we write ri = |w0,i|. Apparently, ri are standard
half normals with relatively large expectations Eri =
√
2
π ≈ 0.8. This fact seems
to suggest that, as long as the measurement error is small (σ  0.8), we would
have enough information to reconstruct A.
In reality, the smallest member of ri (denoted by r(1)), has a distribution
that is statistically much smaller than a standard half normal. Using numerical
integration, we found that Er(1) ≈ 0.012, which is 66 times smaller than Eri.
Based on the lessons we learned from Example 2, we anticipate that it is almost
impossible to estimate A accurately in this case.
Finally, we conduct a mini-simulation to illustrate that ODEs with random
asymmetric system matrices also suffer from the identifiability issues stated in
Theorem 3.1. Specifically, we randomly generate 50 A from the standard GinOE
with d = 3, 5, 100 dimensions, and pair them with 50 x0 sampled from N(0d, Id).
We compute the ICIS for those (A,x0) and plot them in Figure 2. We see that
larger dimension is associated with smaller ICIS, which implies that these ODE
systems are more difficult to be numerically identified.
In light of the above discussions, to design a well-behaved, identifiable high-

















Figure 2: Larger dimension is associated with smaller ICIS (w∗0), which implies that high-
dimensional ODE systems are more difficult to be reconstructed numerically.
1. A has nice mathematical properties, such as distinct eigenvalues; stability;
no high-frequency components, etc.
2. x0 should not be “randomly” generated; instead, it should be generated
in a way such that ICIS(A,x0) is not too small.
3.3. Practical Identifiability Score (PIS)
Recall that ICIS does not depend on the full trajectory x(t), therefore it
is most useful in designing simulation studies. In real world applications, it is
preferable to define identifiability scores that use the entirety of Y (the discrete
data measured at all time points) to quantify the practical identifiability of the
system. Let Â(Y ) be an estimator of A given the discrete observation. One
way to quantify the practical identifiability is to use the numerical sensitivity
of Â, which can be defined as the mean squared error, MSE := E‖Â − A‖2F .
Unfortunately, there are many different ways to estimate A, thus it is impossible
to develop a universal quantity that works for all estimators. In this section,
we propose two scores based on a class of the two-stage methods, under the
assumption that σ2 is small enough so that Â − A is small. These proposed
scores are compared to κ(Y1), the practical identifiability measure proposed by
Stanhope and colleagues in [20] in our simulation studies.
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3.3.1. Stanhope’s Condition Number
Stanhope and colleagues proposed to use κ(Y1) as a practical identifiability
measure in [20]. Here Y1 := [Y·1|Y·2| . . . |Y·d] ∈ Md×d is the matrix of discrete
data evaluated at the first d time points; κ(Y1) := ‖Y1‖F ‖Y −11 ‖F is the condition
number of Y1, which is a quantitative measure of numerical stability of Y
−1
1 . It




1 , Y2 := [Y·2|Y·3| . . . |Y·d+1] ∈Md×d. (25)
3.3.2. Functional Two-stage Methods
Definition 3.1 (pairwise L2-inner product matrix). Let x(t) ∈ Rd and y(t) ∈
Rd′ be two multidimensional functions defined on [0, T ]. We use notation 〈x(t), y(t)〉
to refer to the pairwise L2-inner product matrix between them, which is a d× d′
matrix in which




For convenience, we denote 〈x(t), x(t)〉 by Σxx when there is no confusion.
Obviously, Σxx is a symmetric positive semi-definite matrix. It is singular if
and only if zero is one of its eigenvalues, in which case we know
v′0Σxxv0 = 0, v0 ∈ Rd, v0 6= 0d. (26)
where v0 is an eigenvector associated with the zero eigenvalue.
Theorem 3.2. Let x(t) be an observed solution trajectory governed by ODE
system A and initiated at x0 := x(0). This ODE system is identifiable at x0 if
and only if the pairwise inner product matrix Σxx is nonsingular (invertible).
Proof. See Section S4, Supplementary Text.
Notice that the ODE Dx(t) = Ax(t) implies
〈Dx(t), x(t)〉 = A〈x(t), x(t)〉 =⇒ A = ΣDx,x · Σ−1xx . (27)
Here ΣDx,x := 〈Dx(t), x(t)〉 is the pairwise inner product matrix between
Dx(t) and x(t). This fact motivated the following two-stage methods, which is
a class of estimators of A:
Â := Σ̂Dx,x · Σ̂−1xx . (28)
Here Σ̂Dx,x and Σ̂xx are estimates of ΣDx,x and Σxx, respectively. There are
many choices of these estimators, some of which include tuning parameter(s).
For example, one can use discretizing techniques and finite differences to esti-
mate them. We call this approach the simple two-stage method. Alternatively,
we could use roughness penalized basis splines to estimate x̂(t), then apply the
differential operator and integral operator to estimate those terms. We call the
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latter approach the functional two-stage method. These two methods are de-
scribed in detail in Section S7, Supplementary Text. In either case, Σ̂Dx,x and
Σ̂xx could be represented by the following matrix operations
Σ̂xx = Y SY
′, Σ̂Dx,x = Y LY
′, Â = Y LY ′(Y SY ′)−1. (29)
Here S and L were two (n×n)-dimensional matrices obtained from the particular
estimating procedure, such as the smoothing step in the functional two-stage
methods.
The following two theorems state that: a) when there is no error in estimat-
ing x(t), Â defined in Equation (28) is exact, and b) small errors in estimating
x(t) and Dx(t) only induce a small error in Â for an identifiable (A,x0).
Theorem 3.3. Assume that a linear ODE system with constant coefficient is
identifiable at x0. A matrix A ∈ Md×d is its system matrix if and only if it
satisfies
A = ΣDx,x · Σ−1xx . (30)
Theorem 3.4. Let x̂(t) and Dx̂(t) be the estimates of the solution trajectory
and its derivative used in Equation (28). Let δ1 := ‖x̂(t) − x(t)‖L2 and δ2 :=
‖Dx̂(t) −Dx(t)‖L2 be the estimation errors measured in L2 norm of x̂(t) and
Dx̂(t), respectively; and define δ := max(δ1, δ2). We have
‖Â−A‖F 6 Cδ. (31)
Here C is a multiplicative constant that depends on ‖x̂(t)‖, ‖Dx̂(t)‖, and the
condition number of Σxx.
Proof. The proofs of the above two theorems are provided in Section S4, Sup-
plementary Text.
It is well known that, with reasonable knot placement and design points (tjs),
x̂(t) and Dx̂(t) obtained by roughness penalized smoothing splines converge to
x(t) and Dx(t) in L2 norm. Given Theorem 3.3, it is reasonable to assume that
Â−A is small in our subsequent analyses.
3.3.3. Smoothed Condition Number
We first propose a straightforward generalization of Stanhope’s condition
number, called the smoothed condition number (SCN), to measure practical
identifiability:
τ(Y, S) := κ(Σ̂xx) = κ(Y SY
′). (32)
Apparently, Equation (28) is the main motivation of this generalization.
Compared with Stanhope’s κ statistic, SCN incorporates the information con-
tained in the smoothing operator S, therefore captures more information of the
parameter estimation procedure.
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3.3.4. Practical Identifiability Score
Based on Equation (29), a small perturbation of data could induce a small
‖Â − A‖2F . To conduct a formal sensitivity analysis, we need to make the
following additional assumptions:
1. Measurement errors are uncorrelated: cor(εij , εi′j′) = 0 if i 6= i′ or j 6= j′.
2. These errors are relatively small, namely, var(εij) 6 σ2  1 for all i, j.
3. ‖Â(X)− A‖2F  ‖Â(Y )− A‖2F , namely, the numerical error in Â due to
the use of discrete data is much smaller than the variance of Â caused
by measurement error. This assumption can also be expressed as A ≈
XLX ′(XSX ′)−1, which is a reasonable assumption for cases in which n
is large based on Theorem 3.3.
Denote εS = εSX
′+XSε′, εL = εLX
′+XLε′, and N = (XSX ′)
−1
. Based
on the above assumptions, we have
Â(X + ε)−A = (X + ε)L(X + ε)′ ((X + ε)S(X + ε)′)−1 −A
≈ (XLX ′ + εLX ′ +XLε′) (XSX ′ + εSX ′ +XSε′)−1 −A
≈ (XLX ′ + εL) (N −NεSN)−A
≈ −XLX ′N(εS)N + εLN
≈ (εL −AεS)N.
(33)
Using Proposition S1, we have
E(ε′LεL) = E((εL
′X ′ +XL′ε′)(εLX ′ +XLε′))
= E
(












= E((εS′X ′ +XS′ε′)A′(εLX ′ +XLε′))
= E
(












= E((εS′X ′ +XS′ε′)A′A(εSX ′ +XSε′))
= E
(
εS′X ′A′AεSX ′ +XS′ε′A′AεSX ′















‖Â(X + ε)−A‖2F ≈ tr
(








(ε′LεL − ε′SA′εL − ε′LAεS + ε′SA′AεS)N2
)
E‖Â(X + ε)−A‖2F ≈ tr
(









XL2X ′ + d ·XL′LX ′ +X(L′)2X ′
− 2AXSLX ′ − 2tr(A) ·XS′LX ′ − 2XS′L′X ′A
+A′AXS2X ′ + tr(A′A) ·XS′SX ′ +X(S′)2X ′A′A)




XL2X ′ + d ·XL′LX ′ +X(L′)2X ′
− 2AXSLX ′ − 2tr(A) ·XS′LX ′ − 2XS′L′X ′A
+A′AXS2X ′ + tr(A′A) ·XS′SX ′ +X(S′)2X ′A′A
)
+ tr(L′X ′XL− 2S′X ′A′XL+ S′X ′A′AXS)tr(N2).
(36)
By construction, W (X) is a scalar that quantifies the MSE of Â as a function
of σ2, the maximum variance of εij for all i = 1, 2, . . . , d and j = 1, 2, . . . , n.
Smaller values of W (X) imply better practical identifiability in reconstructing
A. Motivated by this fact, we define the practical identifiability score (PIS)
as the sample version of W (X). Specifically, PIS (denoted as w∗ in Equa-
tion (37)) is computed by replacing X and A in Equation (36) with Y and
Â := Y LY ′(Y SY ′)−1, respectively:
w∗(Y |S,L) := W (Y |Â, S, L). (37)
Compared with Stanhope’s κ and SCN, PIS depends not only on the ob-
served data (Y ), but also the S and L matrix of the particular two-stage method
used in reconstructing Â, therefore it is a more accurate indicator of practical
identifiability. A simulation study was designed to demonstrate this point in
Section 4.2.
4. Simulation studies
4.1. ICIS is Inversely Correlated with the Relative Estimation Error (REE)
We design SIM1 to demonstrate that the ICIS is inversely correlated with
estimation error, as predicted in Section 3.2. In this simulation, the system
matrix and its two invariant subspaces are:
A =
−0.1 3 0−3 −0.1 0
0 0 −0.5




























































































































































































Figure 3: ICIS (w∗0) is inversely correlated with the relative estimation error (REE). In all four
subfigures, the x-axis is 1/w∗0 , y-axis is REE. Each dot represents one of the 100 repetitions
of SIM1. Top two subfigures are generated from noisy data (Y ); bottom two subfigures uses
noise-free data (X). The right subfigures are the zoomed-in version of the left subfigures.
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Here ek is the kth column vector of I3, a.k.a. the kth natural basis vector
of R3. We generate x0 from N(03, I3) first, then standardize it to have unit
length to reduce the variation in ICIS due to different |x0|. This is equivalent
to sampling x0 from a uniform distribution on S
2.
Once x0 is generated, we compute X·j := e
tjAx0 at a time grid with range
[0, 6] and step ∆t = 0.1, i.e., tj = 0, 0.1, . . . , 6 for j = 1, . . . , 61. We also
add a small noise εij ∼ N(0, σ2), σ = 0.05 to each observation to create noisy
data Y = X + ε. A functional two-stage method based on cubic splines with
roughness penalty λ = 0.001 is used to estimate Â from both noisy (Y ) and
noise-free (X) data.






We repeat SIM1 for 100 times, each with randomly generated x0 and mea-
surement error. We find that ICIS (w∗0) is strongly negatively correlated with
REE. The Spearman correlation between these two quantities is ρ1 = −0.803 for
the noisy data and ρ2 = −0.843 for the noise-free data. This inverse correlation
is visualized in Figure 3. Other than a few outliers, 1/w∗0 has an almost perfect
linear relationship with REE in the noise-free case (the second row of Figure 3).
The correlation between 1/w∗0 and REE is weaker but still quite apparent for
the noisy data (the first row of Figure 3).
4.2. Using SCN and PIS to Classify Identifiable and Un-identifiable Systems
We design SIM2 to demonstrate that, when data collected at all time points
are available, SCN and PIS have better performance in classifying identifiable
and un-identifiable Systems than ICIS and Stanhope’s κ. SIM2 contains one
identifiable case and two unidentifiable cases, which are described as follows.
1. In each one of 200 repetitions, we generate two 4× 4-dimensional system






2. Both A and B have one pair of complex eigenvalues and two real eigen-
values. The eigenvalues of A, (λ1, λ2, λ3, λ4), are generated in this way
λ1, λ2 = −0.1± bi, b ∼ Unif([2, 4]).
λ3 ∼ Unif([−0.8,−0.4]), λ4 ∼ Unif([−2,−1.2]).
(39)
The eigenvalues of B are set to be (λ1, λ2, λ3, λ3), namely, B has a pair
of repeated eigenvalues by construction. Therefore it is not identifiable at
any initial condition.
3. After generating the eigenvalues, we sample an orthogonal matrix Q from
the standardized Haar measure (the uniform distribution) on the orthog-
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onal group O(4), and create two system matrices A and B as follows:
A = Q

−0.1 b 0 0
−b −0.1 0 0
0 0 λ3 0
0 0 0 λ4
Q′, B = Q

−0.1 b 0 0
−b −0.1 0 0
0 0 λ3 0
0 0 0 λ3
Q′.
(40)
4. Like SIM1, we sample x
(a)
0 from the uniform distribution on S
d−1 (d = 4
in this case). Furthermore, we only keep those x
(a)
0 with relatively large
ICIS, namely w∗0(A,x
(a)
0 ) > 0.2. This ensures the practical identifiability











0∣∣(I4 −Q·4Q′·4)x(a)0 ∣∣ . (41)
By construction, x
(b)
0 is a unit vector such that x
(b)
0 ⊥ Q·4, so that ICIS
equals zero in this case. According to our theoretical derivations, A is not
identifiable at x
(b)
0 due to ill-positioned initial conditions.
6. We compute three sets of solution trajectories: case (A) corresponds with
(A,x
(a)
0 ), case (B) with (A,x
(b)
0 ), and case (C) with (B,x
(a)
0 ).
For each case, we compute ICIS (w∗0), SCN (τ), PIS (w
∗), and Stanhope’s κ,
based on both noisy and noise-free data. The results are illustrated in Figures 4
and 5. We find that for noise-free data, SCN, PIS, and κ perform very well, with
almost perfect area under the curve (AUC) in receiver operating characteristic
(ROC) analyses. However, ICIS only has a relatively small AUC=0.773. This is
not a surprise at all because ICIS is designed to detect un-identifiability issues
associated with ill-positioned initial conditions (case B), not un-identifiable sys-
tems that have repeated eigenvalues (case C). This fact is also revealed in the
corresponding boxplot in Figure 4 (second column).
For data with noise, κ is almost uninformative (AUC=0.503), but SCN,
which is a smoothed extension of κ, works very well (AUC=0.946). It suggests
that taking the smoothing effect into the consideration in SCN improves its
utility as a classifier of identifiable systems.
While SCN has significantly better performance than κ and ICIS, it is still
an ad hoc metric of practical identifiability that does not account for the un-
certainty in Â due to measurement error. In contrast, PIS is designed based on
rigorous asymptotic analysis on the variance of Â, therefore PIS has the best
performance (AUC=0.962). That being said, we need to point out that from
the computational perspective, SCN is more efficient and numerically robust,
because SCN does not contain (Y SY ′)−1 and (Y SY ′)−2 terms used in PIS,
which could have numerical issues if the dimension of the ODE system is large.
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In summary, SCN could be considered as a simplified version of PIS that is less
vulnerable to computational issues.
Both noisy and noise-free data for all three cases were illustrated in Figure 6.
Notably, visual examinations did not reveal apparent differences between the
three cases, suggesting that the identifiability of the ODE system does not
depend on obvious features in the solution trajectories.
5. Conclusions
Classical identifiability analyses for ODE systems typically depend on the
availability of solution trajectories from arbitrarily many initial points. How-
ever, in many real world problems, the system matrix must be estimated from
just one observed trajectory. In this case, identifiability depends not only on
the properties of A, but also the initial condition x0. In this case, the (A,x0)-
identifiability used in our study is more appropriate than classical identifiability
measures.
We develop an explicit formula of all matrices that are unidentifiable with
A at a given x0 in this study. It enables researchers to gain better insight into
identifiability analysis and help them design more practical simulation studies.
Another notable finding of our study is that when A is coupled (not diago-
nal), an identifiability issue in just a one-dimensional invariant subspace could
cause issues in many other elements of A (e.g., Example 1). Consequently,
identifiability analyses that only depend on the topology of the network are
insufficient in practice.
For high-dimensional cases, even if x0 is generated in a “completely random”
fashion (e.g., x0 ∼ N(0d, Id)), by chance, one invariant subspace of A may have
very little information, which in turn leads to practical identifiability issues.
In fact, we are able to prove that when d → ∞, ICIS(A,x0) → 0 for a large
class of random ODE systems, which suggests that the practical identifiability
properties of low-dimensional and high-dimensional systems are fundamentally
different. We believe it will be rewarding to derive more accurate convergence
rates for ICIS as a function of d in a future study. It will require combin-
ing advanced techniques in random matrix theory, especially for ensembles of
asymmetric matrices (e.g., Conjecture S2.1 in Supplementary Text) in which
the Q matrix are no longer orthogonal, with the identifiability analysis of ODE
systems.
In this study, we also developed two scores, SCN and PIS, that use the entire
dataset obtained at all time points, to quantify the practical identifiability for
real world applications. Both SCN and PIS are more accurate than Stanhope’s
κ when noise is present in the data, as shown by extensive simulation studies.
While our methods are developed for homogeneous systems, it should be
relatively easy to generalize them for the following inhomogeneous linear ODE
system {
Dx(t) = Ax(t) + b, b ∈ Rd, t ∈ (0, T ],



























































































































































Figure 4: Values of four identifiability measures (ICIS, SCN, PIS, and Stanhope’s κ) computed
from 200 repetitions of SIM2. For all four scores, smaller values imply better identifiability.
The first row of subfigures are computed from noisy data (Y ), the second row of subfigures are
computed from noise-free data (X). Each subfigure has three cases: (A) is the identifiable
case generated by (A,x
(a)
0 ); (B) is the unidentifiable case generated by (A,x
(b)
0 ); (C) is the




















































Figure 5: ROC curves of four identifiability measures (ICIS, SCN, PIS, and Stanhope’s κ)
in classifying case A (identifiable systems) from cases B and C (both are unidentifiable
systems) in SIM2, with 200 repetitions. The left panel use data with noise; the right panel
use noise-free data.
This is because Equation (42) can be transformed into an equivalent homo-
geneous system with a simple mathematical technique. Let z(t) = (x(t), 1)′ =
(x1(t), . . . , xd(t), 1)
′ ∈ Rd+1. It satisfies the following ODE{
Dz(t) = Ăz(t), t ∈ (0, T ],








Therefore, the identifiability of Equation (42) is the same as the identifiabil-
ity of Equation (43), which is a homogeneous equation with the constraint that
the last row of Ămust be zeros. LetM0 =
{
B ∈M(d+1)×(d+1) : M(d+1)· = 0d+1
}
be the set of (d+1)×(d+1)-dimensional matrices such that their last rows equal
0d+1. The unidentifiability class associated with system (A, b,x0), denoted by
[A, b]x0 , is the following subset of Md×d:
[A, b]x0 = [Ă](x0,1)′ ∩M0. (44)
More future work is required to extend ICIS, SCN, and PIS for constrained
systems, so that they can be used as practical guidance for applications with a
priori information.
In the near future, we plan to extend our work to the following family of
nonlinear ODE system:
Dx(t) = Af (x(t)) , x(0) = x0. (45)
Here f(·) : Rd1 → Rd2 is a known locally Lipschitz function of x(t), A ∈Md1×d2
is the system matrix that needs to be estimated. This system has been studied











































































































































































































































































































































































































































































































































































































































Figure 6: An illustration of the fitted solution curves in SIM2. Dots represent noisy data
yij , four colors represent four dimensions. Solid curves are the noise-free solutions (x(t)) and
dotted curves are the smoothed curves (x̂(t)) fitted by roughness penalized splines. The same
roughness penalty (λ = 0.001) was used in all three cases. Overall, the fitted curves agree
with the noise-free data well.
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is very similar to that for the linear ODE systems: A is identifiable at x0 if and
only if the solution curve is not confine in a proper linear subspace of Rd2 . To
extend the SCN and PIS we developed in this study to Equation (45), we will
need to study the sensitivity of an extended two-stage method that works for
Equation (45).
Using linearization techniques, we believe SCN and PIS can be further ex-
tended to other types of nonlinear systems. To this end, we need: a) to approx-
imate a nonlinear ODE system by a linear ODE at x(t); b) to propose a local
version of the (A,x0)-identifiability that works in a neighborhood of A at x(t);
c) to study the sensitivity of a reasonable parameter estimator for such system,
and propose an identifiability score based on the useful information aggregated
from all time points.
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Supplementary Text: Identifiability Analysis of Linear
Ordinary Differential Equation Systems with a Single
Trajectory
S1. Structural Identifiability is Unattainable for Linear ODE Systems
In this section, we prove the following statement:
Proposition S1. If the dimension d is odd, there is no open subset Ω ⊆Md×d
on which ODE system (3) is unconditionally identifiable. If the dimension d is
even, system (3) is not unconditionally identifiable for all Ω ⊆Md×d such that
λ (Md×d \ Ω) = 0, where λ(·) is the Lebesgue measure on Md×d.
Proof. First, we note that the structural identifiability defined in 1.3 is a special
case of the so-called unconditional identifiability defined in Definition 2.4 [20]
when Ω is set to be an open and dense subset of Md×d.
According to Corollary 3.9 in [20], ODE system (3) is unconditionally iden-
tifiable on an open set Ω ⊂Md×d iff for every A ∈ Ω, there is no left-eigenvector
of A that is orthogonal to every x0 ∈ Rd \ {0d}. That immediately excludes
matrices that has at least one real eigenvalue and eigenvector, which includes
all cases when d is odd.
Now let us focus on the even-dimensional cases. Edelman showed in [35]
that for a random matrix A ∈ Md×d with i.i.d. normally distributed entries
(the Ginibre ensemble), the probability of A having a real eigenvalue is strictly
greater than zero. Because the probability measure of the Ginibre ensemble
and the Lebesgue measure on Md×d are absolutely continuous with respect to
each other, we know that we cannot find Ω such that: a) A is unconditionally
identifiable on Ω, and b) λ (Md×d \ Ω) = 0.
S2. Practically Unidentifiable High-dimensional ODEs
In this section, we move Theorem 3.1, which states that if the dimension is
high and system matrix A is generated from a large class of random matrices,
the ICIS converges to zero in L2 (and in probability) when d→∞.
First, we need to prove the following technical lemma.
Lemma S1. Let U = (U1, U2, . . . , Ud)
′, U ∼ Unif(Sd−1) be a unit vector in Rd






















is a Weibull distribution with
scale parameter 1 and shape parameter 1/2.
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Proof. Since U ∼ Unif(Sd−1), there exists Z ∼ N(0d, Id), such that U = Z|Z| =(
Z1




. Let Wmin := mini Z
2
i . Because |Z| and |Z|2 are a constant for
all i = 1, 2, . . . , d, it is easy to see that Smin =
Wmin
|Z|2 .
Based on the Fisher-Tippett-Gnedenko theorem [36] and notice that Wmin


















































be a uniformly distributed random vari-
able on a sphere in Rd with radius d, and T ∈ O(d) be an arbitrary orthogonal
matrix. Let

























, therefore Smin(T, r) =




is invariant under orthogonal trans-
formation, i.e., T x̃0
d
= x̃0, therefore Smin(T, 1) = Smin. In summary, Smin(T, r)
d
=
r2Smin for every T ∈ O(d) and r ∈ R+, in which implies Equation (S.5).
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. As before, we write A = QΛQ−1 as the Jordan canonical
decomposition of A. Recall that ICIS is defined as w∗0(A,x0) := mink |w0,k|,
where w0,k := Q
−1x0. Here Q is the basis system of all invariant subspaces of
A. The symmetry assumption implies that: (a) Q is orthogonal, so Q−1 = Q′,
and (b) Λ is diagonal. The orthogonal invariance assumption implies that the
marginal distribution of Q must be the standardized Haar measure on O(d).
Let T ∈ O(d) be an arbitrary orthogonal matrix and let Ã = TAT ′. Ap-
parently, its orthogonal decomposition is Ã = Q̃ΛQ̃′, for Q̃ = TQ. Based on
2





















The above equation implies that the distribution of w∗0(A,x0) is statisti-
cally invariant under an arbitrary orthogonal transformation of x0, therefore
its distribution depends only on |x0|. Note that the orbit of a fixed x0 under
all orthogonal transformations is |x0| · Sd−1, a sphere in Rd with radius |x0|.
Furthermore, if T ∼ Haar(O(d)), the distribution of T ′x0 must be the uniform
distribution on |x0| · Sd−1. In particular, if we let T = Q′, we have
w∗0(A,x0)
d










∣∣|x0| = r) = E (w∗0(Λ, x̃0)2∣∣|x0| = r)





Here CWeibull(1,1/2) is the second order moment of Weibull(1, 1/2).
On the other hand, Assumption (b) states that as a function of d, E|x0|2

















As a special case, if the second order moments of x0,i are bounded by a







Below we propose a conjecture on asymmetric matrices.
Conjecture S2.1. We conjecture that Equation (23) is true for system matrix
A sampled from the Ginibre ensemble and initial condition x0 such that the
second order moments of x0,i are bounded by a constant.
Although we were not able to formally prove Conjecture S2.1 due to technical
difficulties (Q is no longer an orthogonal matrix for an asymmetric matrix sam-
pled from GinOE), this conjecture was numerically verified by us in numerical
experiments; for example, the mini-simulation described in Section 3.2.
3
S3. Some Expected Values Related to Random Matrices
Below we derive some expected values related to random matrices that are
useful in deriving the PIS.
Proposition S1. Let ε ∈ Md×n be a random matrix with i.i.d. entries εij ∼
N(0, σ2). Let A ∈ Mn×d and B ∈ Mn×n be two deterministic matrices. We
have
E (εAε) = σ2A′, E (εBε′) = σ2tr(B) · Id. (S.9)





















2tr(B), i = j.
S4. Proof of Main Theorems
Before we prove Theorem 3.2, we need to develop the following lemma that
establishes the relationship between the linear independence of a set of functions
and the invertibility of their pairwise inner product matrix.
Lemma S1. Let x(t) ∈ Rd be a set of continuous functions defined on [0, T ].
x(t) is linearly independent iff its pairwise inner product matrix Σxx := Σxx is
invertible.
Proof.
• The “⇐=” part. Let us assume that member functions in x(t) are linearly
dependent. There exist nonzero vector c such that c′x(t) ≡ 0 for all
t ∈ [0, T ]. Due to the bilinearity of the pairwise inner product matrix, we
have
c′Σxxc = 〈c′x(t), c′x(t)〉 = 〈0, 0〉 = 0.
• The “=⇒” part. As we mentioned earlier, Σxx is singular if and only if
there exists nonzero v0 ∈ Rd such that
v′0Σxxv0 = 0.
Due to bilinearity, we know 〈v′0x(t), v′0x(t)〉 = ‖v′0x(t)‖2L2 = 0. This
implies that x(t) is essentially zero on [0, T ]. Together with the continuity
assumption of x(t), we know that x(t) must be zero for all t ∈ [0, T ].
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Corollary S2. Assume that ξ(t) := (ξ1(t), ξ2(t), . . . , ξd(t))
′ is a set of linearly
independent functions, C ∈Md×d is a matrix. Set of functions x(t) := Cξ(t) is
linearly independent iff matrix C is invertible.
Proof. Based on the bilinearity, we know that
Σxx = CΣξC
′.
Lemma S1 says that Σξ is invertible. So Σxx is invertible (hence linearly inde-
pendent) iff C is invertible.
The next lemma shows that when all eigenvalues are distinct (which is our
assumption), the basic “building blocks” of x(t) are linearly independent. To
this end, we first define z(t) = (z1(t), z2(t), . . . , zd(t))
′ to be a vector of funda-
mental solutions of Equation (3) in which A has Jordan canonical form specified
in Equation (6). Elements in z(t) can be represented as follows
zi(t) =

ecit, k = 1, 2, . . . ,K1,
eak cos bkt, k = K1 +
i−K1+1
2 , i = K1 + 1,K1 + 3, . . . , d− 1.
eak sin bkt, k = K1 +
i−K1
2 , i = K1 + 2,K1 + 4, . . . , d.
(S.10)
As a reminder, we point out that the relationship between i and k is pro-
vided in Equation (8). In particular, the kth pair of complex eigenvalues
ak ± bki, for k = K1 + 1, . . . ,K, corresponds with a pair of fundamental so-
lutions (zi(k)(t), zi(k)+1(t)), where i(k) := 2k −K1 − 1.
Lemma S3. As a set of functions, z(t) is linearly independent iff all the eigen-
values of A are distinct.




For complex eigenvalues (k = K1 + 1, . . . ,K), let




k, θk := arg(ak + bki).
ak,m := r
m



































































As a special case, it is easy to see that C0 = 1d. Let us define
C :=
(
C0 C1 . . . Cd
)
.
The Wronskian of z(t) can be represented as
W (t) = |Z(t)C| = |Z(t)| · |C| . (S.11)
























Therefore, W (t) 6= 0, hence elements in z(t) are linearly independent if and
only if |C| 6= 0.


















, k = K1 + 1, . . . ,K.
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(λj − λi), |C| 6= 0 iff all λi are distinct. (S.14)
Proof of Theorem 3.2. Again, I first prove the special case in which all eigen-
values are real. In this case, we know that
















By Lemma S3, (ec1t, . . . , ecdt)′ is linearly independent, so x(t) is linearly inde-
pendent iff Q ·diag(w0,i) is invertible. Now Q is invertible based on our assump-
tion, according to Corollary S2, whether or not x(t) is linearly independent only
depends on the invertibility of diag(w0,i), which in turn is equivalent to w0,i 6= 0
for i = 1, 2, . . . , d. Using Theorem 2.4, we know that A is identifiable at x0 iff
all |w0,k| 6= 0, which is equivalent to the invertibility of matrices diag(w0,i) and
Q · diag(w0,i) (because Q is invertible), which in turn is equivalent to the linear
independence of (ec1t, . . . , ecdt)′ and the invertibility of Σxx.
Proof of Theorem 3.3. The “=⇒” direction. By assumption, Dx(t) = Ax(t),
we have
ΣDx,x = 〈Ax(t), x(t)〉 = AΣxx.
Because Σxx is invertible, we can multiply both sides of Equation (30) by Σ
−1
xx ,
therefore A must be ΣDx,xΣ
−1
xx .
The “⇐=” direction. Because Σxx is invertible, based on Theorem 3.2, A is
identifiable at x0, which means that there is only one A that can produce the
solution curve x(t), therefore ΣDx,xΣ
−1
xx must be the system matrix.
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Proof of Theorem 3.4. Due to Theorem 3.3, we know that A = ΣDx,x · Σ−1xx .
Therefore, it suffices to show that Â is a continuous matrix-valued functional of
x̂(t) and Dx̂(t). Clearly, we have
〈x̂i, x̂i′〉 − 〈xi, xi′〉 = 〈x̂i − xi, x̂i′〉+ 〈xi, x̂i′ − xi′〉,
(〈x̂i, x̂i′〉 − 〈xi, xi′〉)2 6 (〈x̂i − xi, x̂i′〉)2 + (〈xi, x̂i′ − xi′〉)2
+ 2|〈x̂i − xi, x̂i′〉| · |〈xi, x̂i′ − xi′〉|
6 δ21 (‖xi‖+ ‖xi′‖)
2
.
‖Σx̂x̂ − Σxx‖2F =
d∑
i,i′=1
(〈x̂i, x̂i′〉 − 〈xi, xi′〉)2 dt
6 2δ21‖x‖2.
(S.16)
〈Dx̂, x̂〉 − 〈Dx̂, x̂〉 = 〈Dx̂i −Dxi, x̂i′〉+ 〈Dxi, x̂i′ − xi′〉,
(〈Dx̂, x̂〉 − 〈Dx̂, x̂〉)2 6 (δ2‖x̂i′‖+ δ1‖Dxi‖)2
6 (δ2‖xi′‖+ δ1 + δ1‖Dxi‖) 6 δ (‖xi′‖+ ‖Dxi‖+ 1) .
‖ΣDx̂,x̂ − ΣDx,x‖2F =
d∑
i,i′=1
(〈Dx̂i, x̂i′〉 − 〈Dxi, xi′〉)2 dt
6 δ2
(




In other words, as matrix-valued functionals ofDx and x, Σx̂,x̂ and ΣDx̂,x̂ are
continuous w.r.t. the L2 metric. Based on Theorem 3.2, the assumption that the
ODE system is identifiable at x0 implies that Σxx is invertible. Consequently,
Â := Σ̂Dx,x · Σ̂−1xx must be a matrix-valued continuous functional of Dx and
x.
S5. Identifiability Issues Induced by Repeated Eigenvalues
In this subsection, we argue that when there exist repeated eigenvalues (real
or complex), A will not be identifiable for any x0. We then provide a representa-
tion of [A]x0 in this case. Although it is well known that the set of matrices with
repeated eigenvalues has Lebesgue measure zero in Md×d, In reality, A may still
have eigenvalues with similar numerical values due to randomness, hence work
presented in this section is relevant for real world applications with uncertainty.
First, we would like to provide an interpretation based on the Jordan canon-
ical decomposition. Suppose there exists a real eigenvalue of A with multiplicity
greater than one. WLOG, we can always rearrange the JCP so that these re-
peated eigenvalues are ordered as the first m1 eigenvalues, λ1 = · · · = λm1 . The
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combined Jordan block for these repeated eigenvalues is
Λ1 =
λ1 . . .
λ1
 = Im1 ⊗ J1, J1 := (λ1)1×1.
Similarly, if A has m1 pairs of repeated complex eigenvalues, we can arrange
the JCP so that they are the first 2m1 eigenvalues (denoted as a1 ± b1i) in the
semi-diagonal matrix Λ, thus the combined Jordan block of them is the following
2mk × 2mk-dimensional semi-diagonal matrix






In either case, the combined Jordan block of the repeated eigenvalue, Λ1 =










= Q1Λ1R1 +Q−1Λ−1R−1. (S.18)
Here Λ−1 represents eigenvalues not in Λ1, Q1 is the collection of the first m1
(or 2m1, if the repeated eigenvalues are complex) columns of Q, which is a basis
for the invariant subspace associated with Λ1. Likewise, Q−1 is the collection of
remaining column vectors of Q and a basis of the invariant subspace associated
with Λ−1. R1 and R−1 are the corresponding left- and right-submatrices of
Q−1.
When considered as am1×m1-dimensional (if the repeated eigenvalue is real)
or 2m1×2m1-dimensional (if the repeated eigenvalue is complex) subsystem, Λ1




Here D is an arbitrary matrix and U is a semi-orthogonal matrix that depends
on the initial condition v. Technical details of these results are summarized in
Lemmas S1 and S2 below.
Lemma S1. Let λ1 ∈ R and A = λ1Im1 , v ∈ Rm1 . We have
etAv = et(A+UDU
′)v.
Here U ∈ Mm1×(m1−1) is a semi-orthogonal matrix such that U ′v = 0, and D
is an arbitrary (m1 − 1)× (m1 − 1)-dimensional matrix.
Proof. WLOG, we may assume that ‖v‖ = 1. By construction, matrix W :=(
v U
)
is orthogonal. It is easy to see that

















etA = etλ1Im1 , e
tAv = etλ1 · v.
et(A+UDU









= etλ1 · v = etAv.
Likewise, for repeated complex eigenvalues, we have the following lemma.





. For v ∈ R2m1 , we have
etAv = et(A+UDU
′)v.
Here D ∈ M(2m1−2)×(2m1−2) is an arbitrary matrix and U ∈ M2m1×(2m1−2) is

















, it is easy to check










by V2. Based on matrix analysis, we can derive
(Im1 ⊗ Λ2)V2 = V2Λ2,
W ′ (Im1 ⊗ Λ2)W = Im1 ⊗ Λ2.
(S.21)
Therefore









= WD̃W ′, D̃ :=
(
Λ1
Im1−1 ⊗ Λ2 +D
)
.












= etΛ1 · V2 = etAV2.
The last equality implies that et(A+UDU
′)v = etAv because v is the first column
of V2.
As a direct consequence of Lemmas S1 and S2, we have the following theo-
rem.
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Theorem S3. Let A be a matrix with repeated real or complex eigenvalues but
no Jordan block with nilpotent components. WLOG, we arrange the JCF such
that λ, the repeated real eigenvalue or pair of complex eigenvalues, corresponds











Here P1 is the set of (generalized)-eigenvalues associated with the repeated eigen-
values, and P2 are other generalized eigenvalues. Depending on whether the










, λ = a± bi ∈ C, b 6= 0.
(S.22)
We claim that A cannot be identifiable for any x0 ∈ Rd. Specifically, the
(A,x0)-unidentifiable class has the following structure







Here D is an arbitrary matrix in M(m−1)×(m−1) (for real λ) or M(2m−2)×(2m−2)





U ∈Mm×(m−1), U ′v = 0m−1, λ ∈ R




= 0, λ = a± bi ∈ C, b 6= 0.
Remarks 4. The assumption that no Jordan block of A contain a nilpotent
component in Theorem S3 is to ensure that A can be decomposed in the form of
Equation (6), even if there are repeated eigenvalues. Without this assumption,
A may have Jordan blocks that look like
J1 =
c1 1 00 c1 1
0 0 c1











We believe it is theoretically possible to prove the equivalence of Lemmas S1
and S2, but it requires much more tedious computations that are not directly
related to the main focus of our manuscript, so we decide to focus on those A
with two classical types of Jordan blocks in this study.
S6. Prior Information and Identifiability
As shown in Equation (17), we can write the explicit form of [A]x0 as an
affine subspace in Md×d based on Theorem 2.5. This fact not only can serve as
11
a guidance for us to use prior information about A to resolve the identifiability
issue, but also implies that we need to check the compatibility of prior infor-
mation first, because not all prior information on A is compatible with [A]x0 .
To this end, we will use the following explicit definition of “prior information”
on A throughout this study.
Definition S6.1 (Subset prior information on A). A piece of subset prior in-
formation on A is a subset S ⊂ Md×d to which A belongs. If S is a linear
(affine) subspace of Md×d, we call it linear (affine) prior information on A.
As a remark, subset prior information on A is “harder” than a typical
Bayesian prior information, in which we are given a prior distribution of A
so Aij can still take arbitrary numerical values.
In practice, most examples of subset prior information is affine prior informa-
tion in which a subset of xij are assigned known values. If all these given values
equal zero, it is linear prior information; if some of these values are nonzero, it
is affine prior information.
Example S4. Let us assume that the condition A13 = 0, which is linear prior
information, is given to us in Example 1.
Due to the explicit form of [A]x0 in Equation (17), we know that A13 =
−3+b
4 ,
therefore b = 3, and Ã defined in Equation (18) must be the unique system
matrix for the solution curve.
On the other hand, we cannot impose conditions A11 = 0 and A13 = 0
simultaneously, because A11 = 0 implies
1+b
4 = 0 or b = −1, which contradicts
with b = 3 derived from A13 = 0.
Definition S6.2. A piece of subset prior information S is said to be compati-
ble with (A,x0) if S∩ [A]x0 is non-empty. It is proper subset prior information
for (A,x0) if S ∩ [A]x0 contains only one unique matrix.
If the prior information is correct, that is, the true system matrix A ∈ S, S
must be compatible with (A,x0) because A ∈ [A]x0 so S ∩ [A]x0 is non-empty.
However, in practice we most often only have an imperfect estimate of A and x0,
so the prior information S could be incorrect, thus it is useful to check whether
it is compatible with (Â, x̂0) or not. It is also useful to see if S is proper for
(A,x0). These questions are answered in part by the next Theorem.
Theorem S1. Let S be affine prior information represented in this way:
S vec (A−A0) = 0L, S ∈ML×d2 .











, b := S vec(A0 −A).
(S.24)
Here rank(·) should be understood as the row rank.
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= 0 =⇒ S̃ vec(D) = b.
A necessary and sufficient condition for equation S̃ vec(D) = b have a unique
solution is that the row rank of matrix (S̃|b) equals the row rank of rank(S̃).
S7. Two Examples of Two-stage Methods
S7.1. Simple Two-stage Method
In this approach, no smoothing is required. We consider Y as a good ap-
proximation of x(t) evaluated at the time grid, and use simple differences in the
time direction to estimate Dx(t). The two inner products are estimated by
Σ̂xx = Y InY
′, Ksimple = In.

































S7.2. Functional Two-stage Method
Let φ(t) = (φ1(t), . . . , φB(t)) be a basis system defined on [0, T ], Jφ :=
〈φ(t), φ(t)〉 be the inner product matrix of those basis functions so that a
candidate solution curve can be represented as Cd×Bφ(t), where C is a matrix
of linear coefficients. Let [D]B×B be the matrix representation of the differential
operator such that Dφ(t) = [D]φ(t). Let λ be the roughness penalty parameter,
and Hλ ∈Mn×B be the “hat matrix” that maps the discrete data to the linear
coefficients of the fitted curves, namely, x̂(t) = Ĉφ(t), Ĉ = Y Hλ.
In this case, we have
Σ̂xx = 〈x̂(t), x̂(t)〉 = ĈJφĈ ′ = Y HλJφH ′λY ′, Ksmooth = HλJφH ′λ.




We provide a few additional examples in this section so that the readers can
have a better understanding of the (A, x0)-identifiability.
Example S5. By definition, a one-dimensional invariant subspace is just the
line generated by an eigenvector of A.
















, v1, v2 ∈ Rd, C ∈Md×(d−2).
Then span(v1,v2) is a 2-dimensional invariant subspace (associated with J).




 = (v1 v2 C)
 w1w2
0d−2
 = w1v1 + w2v2.










 aw1 + bw2−bw1 + aw2
0d−2

= (aw1 + bw2)v1 + (−bw1 + aw2)v2 ∈ span(v1,v2).
Example S7. In this example, we will illustrate that A with a repeated eigen-
value is not identifiable for any x0 ∈ Rd, as declared by Theorem S3.
Let A = I2 and x0 = r(cos θ, sin θ)











1 + sin2 θ − sin θ cos θ
− sin θ cos θ 1 + cos2 θ
)
.






T ′B , TB =
(
cos θ − sin θ
sin θ cos θ
)
.








cos θ − sin θ





cos θ sin θ







cos θ − sin θ












Therefore, A and B must be in the same unidentifiable class.
In the next example, we show that certain network topology (the sparsity
structure of A) always imply unidentifiability.
Example S8. Let A be a matrix with two rows (or columns) with all zeros.
Elementary linear algebra shows that λ = 0 must be an eigenvalue of A with
multiplicity greater or equal to two. As a specific example, consider
A =
3 4 50 0 0
0 0 0
 , A = TA
3 0 00 0 0
0 0 0
T−1A , TA =


























Such solution can be generated by the following alternative system
B = TA























Example S9 (An open dense set with arbitrarily small measure). Let Qd×d ⊂
Md×d be the set of matrices with rational entries. It is clear that Qd×d is a




B(Qi, a · 2−i), B(q, r) := {x ∈Md×d : ‖x− q‖F < r} .
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Apparently, Ωa is open and dense (because Qd×d is dense) in Md×d. Further-





















is a constant that represents the volume of the Frobenius unit
ball B(0d×d, 1) ⊂ Md×d. Because a is an arbitrary positive number, λd×d (Ωa)
can be made arbitrarily small. Due to the absolute continuity between the proba-
bility of GinOE and Lebesgue measure, we can also select a so that PGinOE (Ωa)
is smaller than any arbitrary positive number.
16
