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Motivated by the recent discovery of Mott insulating phase and unconventional superconductivity
due to the flat bands in twisted bilayer graphene, we propose more generic ways of getting two-
dimensional (2D) emergent flat band lattices using either 2D Dirac materials or ordinary electron gas
(2DEG) subject to moderate periodic orbital magnetic fields with zero spatial average. Employing
both momentum-space and real-space numerical methods to solve the eigenvalue problems, we find
stark contrast between Schro¨dinger and Dirac electrons, i.e., the former show recurring “magic”
values of the magnetic field when the lowest band becomes flat, while for the latter the zero-energy
bands are asymptotically flat without magicness. By examining the Wannier functions localized by
the smooth periodic magnetic fields, we are able to explain these nontrivial behaviors using minimal
tight-binding models on a square lattice. The two cases can be interpolated by varying the g-factor
or effective mass of a 2DEG and by taking into account the Zeeman coupling, which also leads to
flat bands with nonzero Chern numbers for each spin. Our work provides flexible platforms for
exploring interaction-driven phases in 2D systems with on-demand superlattice symmetries.
I. INTRODUCTION
Moire´ structures formed by stacking 2D crystals such
as graphene, hexagonal boron nitride, transition metal
dichalcogenides, etc. have attracted a lot of attention
recently [1–5]. For incommensurate moire´ structures, in-
plane translation symmetry is broken, posing challenges
to the paradigm of solid state physics based on Bloch’s
theorem. Nonetheless, in the long-wavelength limit and
when the moire´ potential is weak, one can still adopt
a momentum-space description of the low-energy elec-
tronic states, and obtain “moire´ band structures” even
in the case of incommensuration [6–8]. In this context,
Bistritzer and MacDonald first found that the moire´
structure formed by twisted bilayer graphene has flat
bands at charge neutrality for certain “magic angles” of
twisting [8]. The strongly suppressed kinetic energy in
these flat bands suggests potential for interaction-driven
exotic phases, which were recently revealed experimen-
tally in Refs. 9–11, where both correlated insulating and
unconventional superconducting (Tc ∼ 1K) phases were
found near charge neutrality in twisted bilayer graphene
at the first magic angle θ ≈ 1.05◦.
While the flat moire´ bands in the family of twisted mul-
tilayer van der Waals materials [12–14] may host other
interaction-driven phases, these phases will inevitably be
restricted or selected by the symmetries of the moire´
structures, which determine the form of interactions in
the moire´ bands [15–28]. The spatial symmetry of a
moire´ structure, however, cannot be easily changed since
it is dictated by the crystal symmetry of the constituent
layers. For example, the moire´ pattern of twisted bilayer
graphene always has the form of triangular lattice with a
6-fold rotation symmetry. One main task of this paper is
to provide practical ways of realizing 2D flat bands with
different crystalline symmetries by design, not relying
on moire´ structures, thus enabling exploration of exotic
phases in a larger parameter space. This is made possi-
ble through a more generic understanding of the origin of
moire´ flat bands, which motivates us to replace the moire´
potential [29–31] by periodic external magnetic fields or
other artificial crystal potentials such as Zeeman or strain
fields [32–35], that can now be created and controlled ex-
perimentally.
There has been a long effort of creating spatially pe-
riodic electric and magnetic fields and studying their in-
fluence on condensed matter systems. One of the ear-
liest examples is the observation of Weiss oscillations
in conventional two-dimensional electron gas (2DEG)
in GaAs/AlGaAs subject to a one-dimensional periodic
static electric potential, created by parallel fringes or
metallic strip arrays, and a perpendicular homogeneous
magnetic field [36], which is due to the commensuration
between the cyclotron radius and the period of the elec-
tric potential [37–40]. 2D periodic electric potentials on
2DEG [41–45], with different symmetries [46–48], were
also realized, which show Hofstadter butterfly spectra un-
der moderate homogeneous magnetic fields. In parallel,
spatially periodic (orbital) magnetic fields in 1D [49–52],
2D [53–56], and Zeeman fields [57] have been experimen-
tally realized using periodic arrays of superconducting
or ferromagnetic strips or dots. More recently, 1D [58]
and 2D [59–61] periodic electric potentials have also been
realized in graphene.
In this work, we propose that 2D-periodic magnetic
fields with zero average, applied on either 2D Dirac sys-
tems or ordinary 2DEG, are an effective and versatile way
of creating flat bands with different superlattice symme-
tries in the low-energy electronic structure. Studies on
1D-periodic magnetic fields with zero average exist in
literature [33, 62–67], but no general conclusions have
been made on the existence and origin of 2D flatbands
in non-quantizing 2D periodic magnetic fields. We find
that for a simple 2D sinusoidal magnetic field forming a
square Bravais lattice, Schro¨dinger and Dirac electrons
exhibit drastically different behaviors in the tendency
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2of realizing flat, low-energy bands: The lowest band for
the Schro¨dinger electron (or 2DEG) becomes flat repeat-
edly at “magic” values of the dimensionless parameter
φ ≡ eB/~K2, where B is the amplitude of the peri-
odic magic field and K is the reciprocal lattice constant.
In contrast, the two particle-hole-symmetric bands near
zero energy of the Dirac electron only become asymptot-
ically flat with increasing φ without “magicness”. The
different behaviors of the two systems can be understood
by looking into the Wannier functions of the low-energy
bands and the accompanying tight-binding Hamiltoni-
ans. While in the Dirac case the lowest bands can be
described by Gaussian-like Wannier functions localized
around the centers of square plaquettes with a definite
sign of the magnetic field, in the Schro¨dinger case the low-
est bands are best described by two Gaussian-like Wan-
nier functions localized at the corners of a square pla-
quette. As a result, the nearest neighbor hopping for the
Schro¨dinger case is complex and varies with φ in an oscil-
latory way, and at special values of φ the kinetic energy
vanishes due to destructive interference, which explains
the magicness. Such a mechanism is reminiscent of the
classic examples of flat band lattice models [68–73], and
can also be captured by a minimal tight-binding model.
On the other hand, in the Dirac case the nearest-neighbor
hopping between Wannier functions at plaquettes centers
is real and becomes monotonically smaller as φ increases.
Moreover, by taking into account Zeeman coupling and
spin degrees of freedom, one can naturally interpolate
between Dirac and Schro¨dinger electrons, by varying the
g-factor or the effective mass of a 2DEG. In this case we
find that it is common for the lowest flat band to have
a nonzero Chern number for each spin species, despite
the magnetic field having zero spatial average. Such a
behavior can be qualitatively described by a three-band
model. Our work thus provides flexible platforms for re-
alizing 2D flat-band systems with different superlattice
symmetries and nontrivial topology for exploring exotic
interaction-driven phases.
The remainder of this paper is organized as follows:
In Sec. II we solve the periodic magnetic field problem
for Dirac and Schro¨dinger electrons using momentum-
space and real-space numerical methods and reveal the
flat band behaviors. For the Dirac case we also pro-
vide an analytic solution which checks with the numeri-
cal results. In Sec. III we obtain the maximally localized
Wannier functions for the flat bands in both cases, based
on which we construct Gaussian-like Wannier functions
that can give physically intuitive real-space tight-binding
Hamiltonians. In Sec. IV we provide minimal nearest-
neighbor tight-binding models based on the information
of the Wannier functions obtained in Sec. III, which can
explain the contrasting behaviors of the two systems. In
Sec. V we study the effect of Zeeman coupling of the
periodic magnetic field, and show that the isolated low-
energy flat band can quite often have a nonzero (spin)
Chern number. Based on the knowledge of the Wannier
functions of the low-energy bands we construct a mini-
mal 3-band model that can describe this behavior. Brief
discussions and conclusions are given in Sec. VI.
II. BAND FLATTENING FOR DIRAC AND
SCHRO¨DINGER ELECTRONS IN PERIODIC
MAGNETIC FIELDS
A. Dirac electron
We start by considering a generic 2D Dirac system sub-
ject to a perpendicular magnetic field having two cosinu-
soidal components along x and y directions, respectively:
B = B[cos(Kx) + cos(Ky)]zˆ, where K ≡ 2pi/a is the
wave number with a the period of the magnetic modu-
lation. Specific material realizations and effects of more
complex functional forms of fields will be discussed later.
The single-particle Hamiltonian is
HD = vFσ ·Π, (1)
where vF is the Fermi velocity of the Dirac electron, Π =
−i~∇+eA is the kinetic momentum, with e the absolute
value of electron charge, and σ = σxxˆ+ σy yˆ. The vector
potential A corresponding to the periodic magnetic field
in the Coulomb gauge is
A =
B
K
[− sin(Ky)xˆ+ sin(Kx)yˆ] . (2)
For such a simple vector potential it is convenient to use
the plane wave expansion method to solve the eigenvalue
problem [8, 74]. The momentum space Hamiltonian is
an infinite-dimensional sparse matrix with the diagonal
blocks being
HD0 (k + K) = (k + K) · σ, (3)
where we have chosen ~vFK as the unit of energy, and K
as the unit of wave vectors. K = mxˆ+nyˆ, m,n ∈ Z, are
the reciprocal lattice vectors, and k is restricted within
the 1st Brillouin zone. There is coupling only between
diagonal blocks with nearest-neighbor K’s, i.e., separated
by ±xˆ or ±yˆ. These off-diagonal blocks are
V (±xˆ) = ± φ
2i
σy, V (±yˆ) = ∓ φ
2i
σx, (4)
where φ ≡ eB/~K2 is a single dimensionless parameter
determining the strength of the magnetic potential.
To obtain the band structure one has to truncate the
momentum space Hamiltonian by choosing an appropri-
ate bound of K for a given φ so that the low-energy band
structure is converged. We have used a cutoff of the form
max(|Kx|, |Ky|) ≤ Kc, (5)
and found that convergence for moderate values of φ ∼ 1
can be well achieved with Kc = 5. As it has been noted
previously [8, 75] such a plane wave expansion method
does not require φ to be small as long as Kc is large
enough.
3The Dirac Hamiltonian Eq. (1) with the periodic
vector potential Eq. (2) has a particle-hole symmetry:
σzH
Dσz = −HD and a zero energy solution (see below).
By diagonalizing the truncated Hamiltonian and focus-
ing on the two particle-hole symmetric bands near zero
energy we found that the velocity at k = 0 monoton-
ically decreases with increasing φ, and approaches zero
asymptotically, as shown in Fig. 1. The two low-energy
bands are separated from other bands and their over-
all band width is also monotonically decreasing. Thus
one can get as flat as possible low-energy bands by keep-
ing increasing φ, without fine-tuning which is needed for
magic-angle twisted bilayer graphene. Moreover, the flat-
ness is controlled by φ = eB/~K2 instead of B alone, and
can thus be large by having a large period even with a
relatively small B. Quantitative estimates will be given
in Sec. VI.
Such behavior of Dirac electrons in periodic magnetic
fields can be obtained analytically by perturbing the zero-
energy eigen solution of HD with ~vFσ · k, where k is
a small wavevector [74, 76, 77]. The effective Hamilto-
nian written in the two-fold subspace of the zero-energy
eigenstates is
HDeff = ~veffF σ · k, (6)
where the effective Fermi velocity veffF for the simple sinu-
soidal vector potential Eq. (2) can be explicitly calculated
as
veffF =
vF
[I0(2φ)]2
, (7)
where I0 is the zeroth modified Bessel function of the first
kind. Plotting Eq. (7) vs. φ gives exactly the same curve
as that in Fig. 1. At large φ one can use the asymptotic
form of I0 to get
veffF = 4piφe
−4φvF . (8)
Therefore the renormalized Fermi velocity exponentially
decreases with increasing φ, but never becomes exactly
zero.
Above results can be easily generalized to
(co)sinusoidal square lattice magic fields with un-
equal amplitudes B1,2 and/or wave numbers K1,2 along
x and y directions, with veffF = vF /I0(2φ1)I0(2φ2),
where φ1,2 = eB1,2/~K21,2. The corresponding φ1,2  1
asymptotic form is veffF ≈ 4pi
√
φ1φ2e
−2(φ1+φ2). For
a triangular lattice periodic magnetic field, we did
not find an analytic expression of veffF , but numerical
calculation shows that the band flattening behavior is
qualitatively the same as the square lattice case [74].
Thus periodic magnetic fields can be used as an effective
way of creating flat band Dirac systems with different
superlattice symmetries.
On the other hand, when φ  1 one can also obtain
an effective 2× 2 Hamiltonian using perturbation theory
and keeping the lowest order in φ. Such a calculation
[74] shows that veffF ≈ (1 − φ2)vF which describes the
quadratic behavior of veffF (φ) at small φ in Fig. 1. When
φ & 1 the perturbation theory obviously breaks down,
but φ ∼ 1 can nevertheless be viewed as a critical scale
of the magnetic field at which veffF (φ) starts to decay ex-
ponentially.
We note that veffF = 0 does not necessarily mean the
corresponding bands are flat throughout the Brillouin
zone. In practice flat bands are interesting mainly be-
cause they lead to diverging density of states which makes
correlation effects most pronounced. veffF = 0 at k = 0 is
not a sufficient condition for diverging density of states.
However, for the simple form of the potential considered
here, the overall flattening of the lowest band through-
out the Brillouin zone is consistent with the behavior
near k = 0. This can be seen, for example, by looking at
the momentum space Hamiltonian at the Brillouin zone
boundary. The lowest bands at k = 12 xˆ are doubly degen-
erate in the absence of the magnetic field and have ener-
gies  = ±1/2. In each of the 2-fold degenerate subspaces,
magnetic field induces a splitting proportional to φ/2 ac-
cording to Eq. (4). We note in passing that a periodic
scalar potential does not split the two doublets, which is
another reason why periodic magnetic fields are special
in getting flat bands. Thus φ ∼ 1 is a crude estimate of
when the lowest bands become very close to zero energy
at the Brillouin zone boundary. (The estimate based on
degenerate perturbation breaks down when φ & 1.) For a
smooth vector potential such as Eq. (2) the lowest bands
are not expected to vary strongly throughout the Bril-
louin zone. Thus the monotonic decrease of veffF at k = 0
together with the approaching of low-energy bands to-
wards 0 at zone boundary suggest the overall flattening
of the lowest band and the diverging density of states as
φ increases.
Another consequence of the flat band, at least near
k = 0, is the immobility of the wavepacket centered
around k = 0. Physically it means that particles de-
scribed by such wavepackets will be easily trapped or
localized by disorder. This is formally considered as the
homogenization problem in PDE theory, which absorbs
the effect of a periodic potential into an effective mass
tensor by considering the dynamics at a much larger scale
than the period. There is a large literature on the subject
in the Schro¨dinger case, see e.g. [78, 79] for some rigor-
ous mathematical references. The situation is similar for
the Dirac equation under appropriate assumptions, which
will be addressed in a future work [80]. In this context
the vanishing veffF directly corresponds to flat bands for
the Dirac operator.
While the plane wave expansion method is generally
applicable to any periodic potential, in reality it is some-
times more convenient to work in real space, especially
when translational symmetry is broken. However, for the
Dirac operator considered here, standard finite difference
approximations are plagued by the so-called Fermion
doubling problem: the obtained discrete dispersion re-
lation is non-monotonic and, as a consequence, spurious
unphysical modes are created by the numerical scheme.
4Some solutions, based on doubling the number of un-
knowns and introducing staggered grids, were proposed
in [81, 82]. They result in schemes somewhat difficult to
implement and we decided to follow a different approach:
we used spectral methods, that have the advantage of
providing a monotonic, high precision approximation of
the linear dispersion relation of the free Dirac equation
at a low computational and implementation cost. The
method will be described in a forthcoming work [80]. We
have compared the band structures calculated with the
spectral method to that from plane wave expansion and
find they are in excellent agreement.
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FIG. 1. Flat bands for Dirac electrons in periodic magnetic
fields. (a) Band structure for the two particle-hole symmet-
ric bands close to zero energy when φ = 2. E0 = ~vFK is
the energy unit. The color scale is the same as E/E0. (b)
Renormalized Fermi velocity veffF vs. φ. A plane wave cutoff
of Kc = 5K is used.
B. Schro¨dinger electron
We next show that periodic magnetic fields can lead
to flat bands for 2D Schro¨dinger electrons, but only at
discrete values of the parameter φ. Using the same vector
potential Eq. (2), the Hamiltonian is
HS =
1
2m
Π2, (9)
where m is the effective mass of electrons in a given sys-
tem. Using ~2K2/2m and K as the units of energy and
wave vector, respectively, the momentum space Hamilto-
nian matrix has the diagonal elements
HS0 (k + K) = |k + K|2 + φ2. (10)
The off-diagonal elements V (K′) that couple HS0 (k + K)
to HS0 (k + K−K′) are nonzero for the following values
of K′ [74]:
V (±xˆ) = ∓iφ(ky +Ky), (11)
V (±yˆ) = ±iφ(kx +Kx),
V (±2xˆ) = V (±2yˆ) = −φ
2
4
.
Note that V (K′) is also dependent on k + K.
By diagonalizing the momentum space Hamiltonian
with a large enough cutoff, we calculate the inverse effec-
tive mass of the lowest band m−1eff at k = 0 and plot
it against φ. Fig. 2 (b) shows that m−1eff has an os-
cillatory dependence on φ and crosses zero repeatedly
as φ increases. Our real space calculation using the
spectral method gives the same result, although for the
Schro¨dinger equation a finite difference formula can also
be used. Although for the smaller magic values of φ the
width of the lowest band is not that small, the vanishing
of m−1eff leads to a diverging density of states at the en-
ergy at k = 0. The vanishing m−1eff also leads to immobile
wavepackets centralized at k = 0 in the homogenization
sense. Our calculations for a triangular lattice periodic
magnetic field also show similar oscillatory behavior [74].
Thus in contrast to Dirac electrons, 2DEG can have flat
bands with exact vanishing of m−1eff at magic values of φ.
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FIG. 2. Flat bands for 2DEG in periodic magnetic fields.
(a) Band structure for the lowest band when φ = 0.6 near the
first magic value. E0 = ~2K2/2m is the energy unit. The
color scale is the same as E/E0 with white corresponding to
the energy at k = 0. (b) Renormalized inverse effective mass
m−1eff (in units of m
−1) vs. φ. A plane wave cutoff of Kc = 9K
is used.
Unlike the Dirac case, for Schro¨dinger electrons we are
not able to find an analytic solution of the lowest band.
However, since the smallest magic value φ ≈ 0.6 is less
than 1, 2nd order perturbation may still be valid near
this value [74]. The effective Hamiltonian thus obtained
is
HSeff(k) = k
2(1− 2φ2) + φ2. (12)
Thus the inverse mass vanishes when
φ =
1√
2
≈ 0.707, (13)
which is off by only about 15%. That the 2nd order per-
turbation is approximately valid can also be seen from
the exact result in Fig. 2 (b), which shows that before
reaching its first minimum m−1eff is roughly quadratic in
φ. Since the quadratic φ dependence in Eq. (12) is accu-
rate when φ → 0, it should serve as a good approxima-
tion until the behavior of m−1eff (φ) significantly changes.
However, to understand the origin of the recurring magic
values in the Schro¨dinger case and why there is no mag-
icness in the Dirac case, we have to look into details of
the wavefunctions associated with the flat bands.
5III. WANNIER FUNCTIONS OF THE FLAT
BANDS
In this section we examine the Wannier functions
associated with the lowest bands for both Dirac and
Schro¨dinger electrons, which sets the stage for our in-
terpretation of the contrasting band flattening behaviors
using minimal tight-binding models in the next section.
We note that Wannier functions localized by periodic
magnetic fields is by itself an interesting problem, as his-
torically the discussion on the effect of magnetic fields
on Wannier functions is mostly focused on slow-varying
magnetic fields on the length scale of the Wannier func-
tions or equivalently of the lattice constants [83–85] in
crystalline solids. In this case the effect of magnetic fields
can be approximately described as Peierls phase in the
Hamiltonian written in the basis of Wannier functions,
and the Wannier functions themselves are only slightly
modified through a phase factor. In the present systems,
however, the “lattice constant” is set by the spatial pe-
riod of the magnetic field, and the slow-variation assump-
tion cannot be justified a priori.
The Wannier function φn of an isolated band n with
Bloch eigenfunction ψnk is defined as
φn(r−R) = 1
VBZ
∫
BZ
dke−ik·Rψnk(r), (14)
where R is a lattice vector, BZ means Brillouin zone
and VBZ is its volume. While ψnk is determined up to
a k dependent phase factor eiαnk by the Hamiltonian,
φn(r−R) is in general not unique or gauge invariant.
It has been shown that for 1D systems Wannier func-
tions are exponentially localized [86], and for 2D and 3D
systems Wannier functions are exponentially localized if
the Chern numbers of the corresponding bands are zero
[87, 88]. For the exponentially localized Wannier func-
tions one can define a “maximally localized” gauge which
minimizes the spread functional
Ωn ≡ 〈r2〉n − 〈r〉2n, (15)
where 〈〉n means expectation value under the Wannier
state φn. The definition can be extended to a group of
N bands that are isolated from other bands, for which
the Wannier functions have a gauge freedom of U(N)
and a maximally localized gauge is defined as that mini-
mizes the sum of Ωn over all N Wannier functions. In the
following we start from finding the maximally localized
Wannier functions (MLWFs) of the lowest band (see be-
low) of Dirac and Schro¨dinger electrons in periodic mag-
netic fields.
We first introduce a trick which can help us describe
Dirac and Schro¨dinger electrons in a unified manner. Be-
cause of the particle-hole symmetry of the Dirac Hamil-
tonian HD in Eq. (1), one can get the eigenspectrum by
considering (HD)2, i.e. the Hamiltonian squared:
(HD)2 = v2FΠ
2 + e~v2FB(r)σz, (16)
which is identical to the Hamiltonian of a Schro¨dinger
electron of “mass” 1/2v2F subject to the same vector po-
tential A and a periodic “Zeeman” potential e~v2FB(r),
despite the different dimensions. In the case of a uniform
magnetic field this extra term shifts the 0th Landau level
to zero energy and represents the pi Berry phase of Dirac
electrons. Since there is no spin-orbit coupling in the
present problem the periodic Zeeman field can be viewed
as scalar potentials of opposite signs for opposite spin di-
rections. Below we consider the branch corresponding to
the positive eigenvalue of σz in Eq. (16) unless otherwise
noted.
In momentum space the diagonal elements of (HD)2
are the same as Eq. (10) in the dimensionless form (with
~2v2FK2 the “energy” unit), and the extra Zeeman term
modifies the off-diagonal elements by adding a φ/2 to
V (±xˆ) and V (±yˆ) in Eq. (11). More generally, the Zee-
man coupling for a 2DEG is
HZeeman =
gµB
2
σ ·B(r), (17)
where g is an effective g factor and µB = e~/2me is
the Bohr magneton. Comparing it with the last term
in (HD)2 in the dimensionless form, one can see that
(HD)2 corresponds to the special case of gm/me = 2,
i.e., free electron in vacuum, as expected. Conversely,
the situation of a Dirac system in periodic magnetic fields
can be captured by a 2DEG with gm/me = 2. We will
consider the cases when gm/me is different from 2 in
Sec. V.
Using above trick we are able to get the same behavior
of veffF (φ) in Fig. 1 from the lowest band of (H
D)2. For
our purpose of getting the relevant Wannier functions for
both Dirac and Schro¨dinger electrons we now only need
to minimize Ω for the lowest energy band with or with-
out the Zeeman term. The minimization was done using
the algorithm introduced in [89]. Because of the broken
time-reversal symmetry the Wannier functions are in gen-
eral complex and have a spatially dependent phase. The
MLWF of the lowest band for the Schro¨dinger case, ob-
tained by starting from an initial guess of a Gaussian
function located at the origin, is shown in Fig. 3. The
absolute value of the Wannier function has four peaks at
± piK xˆ and ± piK yˆ.
To understand why peaks appear at these specific po-
sitions, we note that Eq. (14) yields
ψnk=0(r) = unk=0(r) =
∑
R
φn(r−R), (18)
where unk(r) is the periodic part of ψnk(r). Thus
unk=0(r) is a superposition of all Wannier functions
shifted by different lattice vectors. Moreover, unk=0(r)
is a solution of the original eigenvalue problem defined
in the domain of a unit cell with periodic boundary
condition. For such a problem the peaks of unk=0
are determined by the minima of the potential |A|2 =
[sin2(Kx)+sin2(Ky)]B2/K2, which are at (x, y) = (0, 0),
(pi/K, pi/K), (pi/K, 0), and (0, pi/K) in the unit cell. Al-
though Eq. (18) does not uniquely determine φn(r), when
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FIG. 3. Norm (a) and phase (b) of the MLWF of the lowest
band of a Schro¨dinger electron in the periodic magnetic field
near the first magic value of φ ≈ 0.6. A plane wave cutoff of
Kc = 5K and a Brillouin zone discretization of 11× 11 were
used.
the Wannier function φn(r) is well localized within one
unit cell the peaks of unk=0(r) should be the same as
those of φn(r). However, Fig. 3 indicates that this is
not the case: The two peaks at (pi/K, 0), and (0, pi/K)
are more pronounced than that at (0, 0), while the one
at (pi/K, pi/K) is absent. That the two pairs of peaks
have different behaviors can be partly understood in the
following way. The periodic magnetic field divides the
system into square plaquettes with either positive or neg-
ative fields along z, separated by lines with vanishing B.
The peak positions (0, 0) and (pi/K, pi/K) are at the cen-
ters of plaquettes of opposite fields, while (pi/K, 0), and
(0, pi/K) are at the corners of a plaquette. Thus the two
pairs of peaks do not have to have the same heights.
In the basis of this Wannier function (written as φ1
from now on) the lowest band of the Schro¨dinger electron
can be represented by a one-dimensional tight-binding
Hamiltonian, with the hopping parameters
tR ≡
∫
d2rφ∗1(r)H
Sφ1(r−R). (19)
It is, however, not intuitive why such a Hamiltonian gives
recurring flat band at magic values of φ, since tR depends
on φ through φ1 and H
S in a complicated way. To go
further, we note that the peaks of |φ1| suggest that it
may be possible to use a basis of two Gaussian-like Wan-
nier functions, located at the plaquette corners (pi/K, 0)
and (0, pi/K) to describe the lowest band. Moreover, the
phase around these two peaks, as shown in Fig. 3, changes
fastest along the plaquette boundaries, which is similar
to the behavior in slow-varying magnetic fields described
by the Peierls phase. We thus project ψ1k and ψ2k, Bloch
functions of the two lowest bands, onto two Gaussians gA
and gB located at (pi/K, 0) and (0, pi/K) respectively:
φAk(r) = 〈gA|ψ1k〉ψ1k(r) + 〈gA|ψ2k〉ψ2k(r) (20)
φBk(r) = 〈gB |ψ1k〉ψ1k(r) + 〈gB |ψ2k〉ψ2k(r),
which are then orthonormalized. Even though we did
not run the maximal localization routine for the reason
explained further below, the tight-binding Hamiltonian
in this basis has fast decaying hopping parameters with
increasing distance [74], and the interpolated band struc-
ture from this Hamiltonian fits that obtained using the
plane wave method very well [Fig. 4 (e)].
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FIG. 4. Wannier functions of the two lowest bands of a
Schro¨dinger electron. (a) and (b): Norm and phase of the
first Wannier function φA located at (pi/K, 0). (c) and (d):
Norm and phase of the 2nd Wannier function φB located at
(0, pi/K). (e) Wannier-interpolated band structure (red solid
lines) compared with the plane wave result (black solid lines).
φ = 0.6. A plane wave cutoff of Kc = 5K and a Brillouin
zone discretization of 11 × 11 were used. Width of the two
Gaussians used for constructing the Wannier functions is set
to 8/K.
Although the shapes of the two Wannier functions de-
viate from Gaussian-like after projection and orthonor-
malization, they are still localized at (pi/K, 0) and
(0, pi/K). Moreover, each of them has a phase distribu-
tion qualitatively consistent with the Peierls form, i.e.,
the phase increases fastest along the lines with large line
integral of the vector potential. One would then won-
der if the real space tight-binding Hamiltonian in the
basis of these two Wannier functions also has complex
hopping parameters with Peierls phases. We find that
this is indeed the case. For example, the nearest neigh-
bor hopping from φA to φB at φ = 0.6 is about 0.057i
along ±(xˆ + yˆ), and −0.057i along ±(xˆ − yˆ), which are
mutually complex conjugate as expected from the be-
havior of exp(i e~
∫
A · dl). Moreover, it is surprising that
7the nearest-neighbor hopping is almost purely imaginary
near the first magic value of φ. This behavior motivates
us to propose the minimal tight-binding model in Sec. IV,
based on which we explain the recurring magic values
of Schro¨dinger electrons. We have also tried to run the
maximal localization routine for these two Wannier func-
tions. However, the resulting MLWFs are of more com-
plex shape with multiple peaks at (±pi/K, 0), (0,±pi/K),
and (0, 0) [74], which is somewhat expected based on the
lowest-band MLWF in Fig. 3. Such a basis does not
give as intuitive hopping parameters as that from the
Gaussian-like Wannier functions without maximal local-
ization. Therefore we will not discuss about them any
further.
We next turn to the Dirac case. The MLWFs of the
lowest band, obtained at φ = 1.5 for spin up and down in
Eq. (16), are shown in Fig. 5. The specific value of φ is
chosen so that the lowest band is flat enough, but is not
essential for the shapes of the MLWFs. MLWFs obtained
when φ = 0.6, i.e. same as that for the Schro¨dinger
case, also have the similar shapes. In stark contrast
to the Schro¨dinger case, the peaks are now located at
(±pi/K,±pi/K) (four equivalent points) and (0, 0), which
are nothing but the minima of ±B(r) for spin up and
down, respectively. This can also be understood from the
behavior of unk=0. Because at its minima the Zeeman po-
tential is negative, it always dominates over the potential
wells of |A|2 and thus defines the positions where unk=0
should be localized at. Since the tight-binding Hamiltoni-
ans are one-dimensional now, all the hopping parameters
are real and monotonically decrease as φ increases, since
the wells of ±B(r) become monotonically deeper, which
is the reason for the asymptotic band flattening.
Before ending this section, we note that for both cases
the lowest band is touching the next lowest one at Bril-
louin zone boundary. For the Schro¨dinger case the band
touching is at the X point or (kx, ky) = (1/2, 0) and its
symmetry related points, while for the Dirac case [either
HD or (HD)2], it is at the R point or (1/2, 1/2) and
its symmetry related points. If such degeneracies are
removed and the lowest band has a nonzero Chern num-
ber, which is possible because of the broken time-reversal
symmetry in the present systems, exponentially localized
Wannier functions for the lowest band cannot exist. We
will discuss on the Chern number in more detail in Sec. V.
IV. MINIMAL TIGHT-BINDING MODELS FOR
THE FLAT BAND LATTICES
The Wannier functions given in the previous section
motivate us to construct a minimal tight-binding model
to explain the recurring magic values for the Schro¨dinger
case. Although usually the quantum effects of magnetic
fields are treated in the Landau level basis, it is most
convenient for slow-varying and strong magnetic fields.
The Wannier function basis, which exploits the discrete
translational symmetry, is more advantageous for the
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FIG. 5. Norm (a and c) and phase (b and d) of the MLWFs
of the lowest band of a Dirac electron with spin up and down
[Eq. (16)], respectively. φ = 1.5. A plane wave cutoff of
Kc = 5K and a Brillouin zone discretization of 11× 11 were
used.
present problem of relatively weak and periodic mag-
netic fields. We thus consider the following spinless tight-
binding model on a 2D square lattice with the lattice sites
coinciding with the plaquette corners, i.e. positions of the
Wannier functions in Fig. 4:
H = −
∑
〈ij〉
teiϕijc†i cj + 4t, (21)
where t = ~2/2ma2 is the hopping parameter between
nearest neighbors, and the summation is over nearest
neighbors. For convenience we have rotated the coor-
dinate system by pi/4 around the z axis, compared to
that used for Eq. (2). The 4t is needed to shift the band
bottom at zero magnetic field to zero energy. For the
2D-cosinusoidal magnetic field used above the absolute
value of the flux through a plaquette is Φ = 16B/K2 =
8Ba2/pi2. All positive flux plaquettes only share edges
with negative flux ones. The square lattice looks like a
checkerboard, with two sites per unit cell, and the black
and white squares correspond to positive and negative
magnetic fluxes of the same size [Fig. 6 (a)]. Based on the
spatial distribution of the phase of the Wannier functions
in the previous section, we expect it to be qualitatively
correct to include the magnetic field as a Peierls phase in
the hopping parameter, which is the eiϕij in Eq. (21). In-
tegrating the vector potential in Eq. (2) along the bonds
gives the phase ϕij
ϕij = ± 4eB~K2 = ±
piΦ
2Φ0
= ±4φ, (22)
where positive sign means the plaquette on the left of
the directional hopping path has positive flux, and Φ0 =
8h/e. The phase can also be obtained without choosing an
explicit gauge, by considering symmetry and the value of
the total flux through a plaquette [90].
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FIG. 6. (a) Tight-binding model on a square lattice with
staggered magnetic fields for Schro¨dinger electrons. The xy
axes are rotated by pi/4 compared to that used for Eq. (2).
(b) Inverse effective mass versus φ based on Eq. (25).
The Fourier-transformed Hamiltonian is written as a
2× 2 matrix
H(k) =
(
4t hk
h∗k 4t
)
, (23)
where hk = −2t
[
e4iφ cos(kxa) + e
−4iφ cos(kya)
]
. The
eigenvalues are
±(k) = 4t± |hk|. (24)
For any given φ we can expand ± around small k, which
gives
±(k) ≈ 4t± 2
√
2 + 2 cos(8φ)t (25)
∓
√
1 + cos(8φ)
2
(k2x + k
2
y)a
2t+O(k3).
Thus when φ→ pi/8, the quadratic term approaches zero,
i.e. the low-energy band for long wavelengths becomes
flat. The magic value is therefore
8φ
pi
=
Φ
Φ0
= 1, (26)
or φ ≈ 0.393. At this value of φ the eigenenergies are
±(k) = 4t± 2t| cos(kxa)− cos(kya)| (27)
where the 2nd term vanishes along kx = ±ky. The
density of states (at  = 4t) does not diverge at this
exact point because of the linear band touching along
kx = ±ky. It will however diverge when φ is infinitely
close to pi/2. The band structure and DOS can be found
in [74].
The magic value in Eq. (26) is smaller than the 1st one
shown in Fig. 2 (b). However, the tight-binding model
above predicts a series of magic values
φ =
(2n+ 1)pi
8
, n ∈ Z, (28)
with the periodicity ∆φ = pi/4 ≈ 0.785, which is close to
the period of the oscillation in Fig. 2 (b). We thus believe
that the recurring magic values in the original problem of
Schro¨dinger electrons should be due to the same reason as
the magicness in the minimal model. Moreover, the lat-
ter can help us make connections with many early exam-
ples of flat band lattice models [68–73], where the origin
of flat bands can be understood in terms of destructive
interference. In the present case, the destructive inter-
ference comes from the values of φ in Eq. (28), at which
tij = −tji for nearest neighbors i and j. Specifically, for
some local wavefunction having equal weights on two di-
agonal sites of a plaquette, which belong to the same sub-
lattice, hopping to their common nearest neighbors will
cancel out. This is the reason for the complete flatness
of the bands along kx = ±ky. At distances much larger
than the lattice period, such cancellation leads to strong
suppression of hopping along almost all directions, which
is the reason for the vanishing inverse effective mass near
k = 0.
Plotting the inverse effective mass obtained from
Eq. (25) vs. φ gives Fig. 6 (b), which is similar to Fig. 2
(b) in terms of the oscillation. It fails, however, to cap-
ture some fine features in the latter, e.g., the negative
values of m−1eff near the magic values, the decreasing am-
plitudes of the oscillation with increasing φ, etc., which
is not surprising given the simplicity of the model. We
do note that the decaying amplitude in Fig. 2 (b) should
be due to the general tendency of enhanced localization
with increasing strength of the magnetic field. In the
limit of strong magnetic field the eigenfunctions should
be close to Landau orbits and all bands are expected to
be very flat.
We finally comment on the Dirac case. Because it is
sufficient to use a single Gaussian-like Wannier function
to describe the lowest band (for a given spin), as shown
in Sec. III, the hopping parameters are real due to in-
version symmetry. Thus a minimal model for it, more
specifically for the squared Hamiltonian (HD)2, should
be a nearest-neighbor hopping model on a square lattice
with one site per unit cell. Such a trivial model obvi-
ously cannot describe the band flattening as it stands,
unless one allows the hopping amplitude to depend on φ
which is a posteriori. Physically, the decreasing hopping
with increasing φ should have two origins. The first is
the Landau localization mentioned above. The second,
which is unique to Dirac electrons, is the localization due
to the Zeeman potential [last term in Eq. (16)], which has
a Berry phase origin.
V. ZEEMAN COUPLING AND FLAT BAND
CHERN INSULATORS
The Zeeman term in the squared Dirac Hamiltonian
Eq. (16) motivates us to consider the Zeeman coupling
between 2DEG and the periodic magnetic field, which
always accompanies the orbital coupling. As mentioned
9in Sec. III Dirac electrons in the present problem can be
viewed as a special case of 2DEG plus Zeeman coupling
with gm/me = 2. In common 2DEGs this ratio can vary
significantly depending on materials realization [91, 92]
and may even be tunable in a given system [57, 93, 94].
In this section we take the Zeeman coupling strength
gm/me as a variable and study how the flat band behav-
iors of Schro¨dinger and Dirac electrons can be smoothly
bridged by changing it between 0 and 2. More inter-
estingly, we find that for gm/me ∈ (0, 2), not including
the bounds, the band touching between the two lowest
bands is removed, and the lowest band has a nonzero
Chern number for each spin in almost all regions on the
phase diagram plotted against gm/me and φ.
(a)
0.0 0.5 1.0 1.5 2.00.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
gm
/m
e
1.8
0.9
0.0
0.9
1.8
2.7
3.6
(b)
0.0 0.5 1.0 1.5 2.00.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
gm
/m
e
2
1
0
1
2
FIG. 7. (a) Inverse effective mass at k = 0 and (b) Chern
number of the up spin for the lowest band versus gm/me and
φ. Kc = 5K. Brillouin zone discretization of 11 × 11 and
10 × 10 were used for calculating m−1eff and Chern number,
respectively.
Figure 7 (a) shows the phase diagram of the inverse
effective mass m−1eff (in units of m
−1) at k = 0 versus φ
and gm/me. One can see that along the horizontal line
of gm/me = 0, i.e., pure Schro¨dinger without Zeeman
coupling, m−1eff oscillates between positive (red color) and
negative (blue color) values, and reaches 0 (white color)
at magic values of φ. This is basically the same as Fig. 2
(b). Similarly when gm/me = 2 the figure reproduces
the monotonic decay of m−1eff for the Dirac case shown in
Fig. 1 (b). In between these two limits the regions with
negative m−1eff form bands which start from being perpen-
dicular to the φ axis when gm/me = 0, and gradually
bend toward the horizontal gm/me = 2 line as gm/me
increases. Accordingly, the lines of magic values of φ and
gm/me, defined by m
−1
eff = 0, also bend to gm/me = 2
and disappear from the field of view.
Since the two limiting cases of gm/me = 0 and
gm/me = 2 can be respectively described by tight-
binding models defined on different lattice sites, it is nat-
ural to ask if the cases with intermediate values of gm/me
can be described by a model with an enlarged basis. To
see this we use the same method as explained in Sec. III
and project the lowest three bands, obtained at a set of
magic values φ = 0.67 and gm/me = 1.0, to three Gaus-
sian functions located at A: (0, 0), B: (pi/K, 0), and C:
(0, pi/K) followed by orthonormalization. The resulting
Wannier functions and the interpolated band structure
are shown in Fig. 8. Despite the different shape of the
norm of the Wannier functions compared to Figs. 4 and
5, each of them still has a single peak at the expected
location, and the phase distribution around the peak is
qualitatively consistent with the Peierls phase.
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FIG. 8. Norm (a, c, e) and phase (b, d, f) of the Wannier
functions of the lowest 3 bands of a spin-down Schro¨dinger
electron with gm/me = 1.0, φ = 0.67. (g) Wannier-
interpolated band structure (red solid lines) compared with
the plane wave result (black solid lines). A plane wave cutoff
of Kc = 5K and a Brillouin zone discretization of 11× 11 are
used. Width of the three Gaussians used for constructing the
Wannier functions is set to 2/K.
Looking into the real-space Hamiltonian in this Wan-
nier basis, we find that although the hopping is still
very short-ranged, the number of non-negligible hop-
ping processes is larger than the 2-band model for pure
Schro¨dinger electrons. For example, the nearest neigh-
bor hopping between same-sublattice sites is not small
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and has a nontrivial dependence on φ. The on-site en-
ergies for the three sites are also different and depend
on φ. While it is possible to fine-tune the parameters of
a minimal tight-binding model to fit the flat band be-
havior, it is not of our primary interest here since its
predictive power is limited. Instead, we consider a 3-
band tight-binding model with only the nearest-neighbor
hoppings tBC = t1e
±4iφ, same as that in Sec. IV, and
tAB = tAC = t2 which is real. While the k = 0 in-
verse effective mass of the lowest band of this model os-
cillates with φ in a similar manner as the 2-band model
in Fig. 6 (b), a more interesting consequence of the extra
orbital is that it removes the degeneracy of the two-band
model Eq. (23) at (|kx|, |ky|) = (pi/2a, pi/2a), and the
three bands do not touch one another in general.
We find that the lowest band of the minimal 3-band
model quite generally has a nonzero Chern number, mak-
ing the model similar to the Haldane model of quantum
anomalous Hall effect with zero net magnetic field [90],
but on the square lattice instead of the honeycomb lat-
tice. Such an observation motivates us to calculate the
Chern number of the lowest-band in a 2D parameter
space spanned by φ and gm/me, and to see if in the
original problem the flat bands can also be topologically
nontrivial. The Chern number of the lowest band is cal-
culated as
C1 = 1
2pi
∫
BZ
d2kFz1 , (29)
where Fz1 = (∇k × A1) · zˆ is the Berry curvature of the
lowest band, and A1 = i〈u1k|∇k|u1k〉 is the Berry con-
nection of the lowest band. We make use of the algorithm
proposed in [95] (with a different sign convention of the
Chern number), which allows an accurate evaluation of
the Chern number with a relatively coarse discretization
of the Brillouin zone.
The phase diagram of the Chern number, shown in
Fig. 7 (b), is somewhat surprising since the Chern insu-
lator phase is ubiquitous. Most regions have a C1 = −1
while on several narrow bands it is +1. These regions are
separated by lines corresponding to band touching where
the Chern number is ill-defined. Comparing Figs. 7 (a)
and (b), one can see that the C1 = 1 regions coincide
with places where m−1eff is extremal, indicating that there
is band inversion near these values of m−1eff . Most impor-
tantly, the regions with zero or vanishingly small m−1eff
almost all have nonzero C1. Thus by tuning to the magic
values of φ and gm/me one could have flat bands and
nontrivial topology simultaneously.
Above results have a caveat, however, due to spin de-
generacy. The Schro¨dinger Hamiltonian with the Zee-
man term included has an emergent symmetry T(pi,pi)⊗K,
where K is complex conjugation and T(pi,pi) is a real space
translation by (pi/K, pi/K). Such a symmetry transforms
the spin-up part of the Hamiltonian to the spin-down
part and vice versa, and is the reason for the double de-
generacy of the spinful bands. Since the Chern num-
ber changes sign under complex conjugation, the two
spin species of a given band should always have oppo-
site Chern numbers. This makes the net charge Chern
number of a spinful band vanish, but not the spin Chern
number, which is the difference between the Chern num-
bers of opposite spins. We note that the vanishing of
the net Chern number of a spinful band is a consequence
of the high symmetry of the present model, rather than
a fundamental constraint. For example, adding a pe-
riodic scalar potential commensurate with the periodic
magnetic field can have the same effect as the Zeeman
potential for a single spin, and can thus make the net
Chern number of the lowest band nonzero.
VI. DISCUSSION AND CONCLUSION
The magnetic field used in this work has a very simple
form. In reality magnetic fields created by periodic arrays
of bar magnets or superconducting wires will have more
Fourier components, as well as finite in-plane magnetic
fields. However, on the one hand the sinusoidal poten-
tial can be viewed as a legitimate first approximation if
the spatial profile of the magnetic field is smooth. On the
other hand, we expect the general low-energy behavior of
Dirac electrons or 2DEG revealed in this work to qualita-
tively hold even with more realistic potential profiles. For
example, Schro¨dinger electrons will be likely to exhibit
magicness since its low-energy Wannier orbitals should
localize near zero-field lines, which will lead to complex
hopping that periodically changes with field strength.
The typical strength of fields needed to get flat bands
should be such that the magnetic flux through each pla-
quette is on the order of Φ0. We emphasize that this
is a rather modest requirement especially for large pe-
riods or small K. Since Φ0 ≈ 4.136 × 10−3 T·µm2, a
µm period field only needs to have an amplitude ∼ 102
Gauss. In the case of graphene, such long wavelengths
also mean the two valleys of graphene can be viewed as
independent [96, 97]. Based on the lessons learned from
the twisted multilayer graphene systems, for interaction-
driven phases to appear the number of moire´ unit cells
in a given sample does not have to be macroscopically
large–102 × 102 is sufficient. Artificial superlattices with
such number of periods are not out of reach [49, 50, 54–
57]. Experimentally one can use either transport [54–
56, 59–61] or spectroscopic [96] methods to reveal the
existence of the flat bands [9, 10, 12, 13] and in addi-
tion to look for exotic phases at very low temperatures.
The complex hopping in the tight-binding models is rem-
iniscent of the loop-current model for cuprates [98, 99],
thus suggesting potential new phases more proximate to
high-temperature superconductors on a square lattice.
While our prescription works for the whole spectrum
bridging Dirac materials and 2DEG, the former can take
advantage of the various pseudo-magnetic fields through
e.g. periodic strain or Zeeman field that may be easier
to implement experimentally. Since the continuum de-
scription of graphene moire´ also has the form of Dirac
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electrons subject to non-Abelian gauge potentials [29–
31], it is possible to use similar arguments to understand
the origin of the moire´ flat bands as well.
Although we have been focusing on periodic magnetic
fields, band flattening as a general trend should be com-
mon for periodic potentials getting stronger and stronger.
Even for Dirac electrons which are known to be difficult
to confine with scalar potential wells, periodic scalar po-
tentials can still lead to 1D flat bands [96, 97]. Finally,
weak periodic electric potentials can be used together
with a periodic magnetic field on 2DEG to get the ubiq-
uitous Chern insulator phase as mentioned in Sec. V.
In conclusion, we find that spatially periodic magnetic
fields can be a practical and versatile approach to re-
alizing emergent flat band lattices with different super-
lattice symmetries. The contrasting band-flattening be-
haviors of Dirac (no magicness) and Schro¨dinger (with
magicness) electrons can be understood through differ-
ent minimal tight-binding models based on their respec-
tive Wannier functions localized by the periodic magnetic
fields. In particular the magicness in the Schro¨dinger case
is due to a complex hopping amplitude along zero-field
lines whose phase changes periodically with increasing
field. The two limiting cases can be interpolated by con-
sidering the Zeeman coupling between the spin degrees
of freedom of a 2DEG and the magnetic field and by
varying the g-factor or the effective mass. The Zeeman
coupling also quite generally leads to topologically non-
trivial flat bands with nonzero Chern numbers for each
spin. Future experimental and theoretical studies on this
platform, which is a powerful alternative to moire´ system,
may reveal more exotic phases when interaction is taken
into account.
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