Abstract. The authors present a higher-order Godunov method for the solution of the two-and three-dimensional equations of ideal magnetohydrodynamics (MHD). This work is based both on a suitable operator-split approximation to the full multidimensional equations, and on a one-dimensional Riemann solver. TIlls Riemann solver is sufficiently robust to handle the nonstrictly hyperbolic nature of the MHD equations and the presence of local linear degeneracies.
special treatment. Second, linearized Riemann solvers are known to fail in some extreme situations, even if the underlying physical problem admits a solution. Einfeldt et a1. [II] have shown, for example, that certain types of hydrodynamic Riemann solvers fail to compute strong rarefaction waves correctly. Based on the experience obtained by computing a large set of test problems, we have incorporated an algorithm in our Riemann solver that detects and classifies the occurrence of degeneracies and strong rarefactions. This Riemann solver is so sufficiently robust that we have used it as the basis of a multidimensional scheme.
Following common procedures for higher-order methods, e.g., the piecewise parabolic method (PPM) and MUSCL schemes, the most natural way to extend our Riemann solver to two or three dimensions is by operator-splitting, in which a fully multidimensional step is achieved by combining a sequence of one-dimensional steps in alternating directions. However, the use of operator-splitting for the MHD equations crumot be achieved in a straightforward way, because the condition \l·B = 0 introduces cross-coupling between the spatial directions. In this paper we have still adopted an operator-split scheme, because of its relative simplicity, and we have written the MHD equations in a particular nonconservation fonn that makes them suitable for operator-splitting. The condition \l·B = 0 is further enforced by performing a projection (see. e.g., Brackbill and Bames [4] ) at the end of each time step. A fully unsplit, multidimensional method will be developed at a later stage following the ideas of Colella [8] .
In §2, we present an extensive description of the one-dimensional, higher-order Godunov method. We also briefly discuss our particular fonn of the operator-split MHD equations, and then we provide a detailed look at the Riemann solver. Finally, in §3, we present and discuss the results from our extensive series of one-and two-dimensional test problems.
2. The operator-split higher-order Godunov method. Zachary and Colella [25] describe a higher-order Godunov method designed for purely one-dimensional MHD equations. As with similar higher-order methods, e.g., PPM, MUSCL, BCT, this method has two parts: a predictor step that traces characteristics to determine time-centered values of the solution extrapolated to each cell edge from each of the left and right cell centers; and, a corrector step in which fluxes are computed at the cell edge and differenced to update the conserved quantities at the cell centers. These fluxes are computed using an approximate Riemann solver, using as input the left and right states obtained in the predictor step. In an earlier paper, we showed that our Riemann solver was sufficiently robust to handle the wave interactions present in a set of one-dimensional test problems. When these techniques are extended to a fully multidimensional set of MHD equations, they must handle a much wider range of wave phenomena. As a consequence, we have been led to make a number of modifications in our earlier solver to deal with these new interactions. Specifically, we must: account for terms of the form a Bx / ax that arise from the operator-splitting; handle degeneracies that commonly arise in multidimensional studies, but which rarely occur in purely one-dimensional test problems; refine the treatment of rarefaction waves; and, finally, modify the predictor step to preserve monotonic gradients in both the characteristic fields and in the primitive variables. Since this solver differs significantly from the version described earlier, we present a detailed description of it below.
Before we begin our discussion, we make one general comment about our method. Many finite-difference algorithms such as MacCormack's method, Lax-Wendroff, and flux -corrected transport work only with U, the conserved variables. Our experience with a higher-order Godunov method has led us to work with U, as well as with the primitive variables W = [p, ux , uy• uz , Bx , By, Bz , pro There are several reasons for our choice. First, working in W-space provides the simplest possible expressions for the right and left eigenvectors. Using these representations reduced the complexity and improved the perfonnance of the resulting computer code. Second. our algorithm must preserve positivity in the density end the pressure. When the predictor or the corrector step used conserved variables, we founo there was a broad range of conditions under which our Riemann solver produced a negative pressure. As our section below on rarefaction waves makes clear, switching to primitive variables fixed most, but not all, of the cases under which either the pressure or the density became negative.
2.1. Operator-split equations of MHD. The full set of equations for multidimensional hydrodynamics naturally splits into a set of one-dimensional equations with no cross-coupling.
Unfortunately, this statement is not true for the equations of MHD; the restriction V·B = ° naturally induces some cross-coupling between the different directions. In this section, we present a set of one-dimensional equations for MHD that is suitable for operator-splitting. We begin with the full set of equations written as:
The right -hand side of these equations differs from the conservation form of the equations by terms of the form V·B( ... ), where the terms inside the parentheses are not differentiated. Our reason for using this form was to minimize the extent to which various terms in the discrete evolution operators in each of the coordinate directions in the operator split algorithm would have to sum to zero due to the divergence-free constraint on the magnetic field. The use of this nonconservation form is similar to the common practice, in incompressible flow calculations, of using advective differencing of the velocity fields, rather than conservative differencing (see, for example, Bell, Colella, and Glaz [1]). Also, it has been shown by Brackbill and Barnes [4] that using the nonconservation form of the momentum equations reduces the effect of magnetic monopole forces on the dynamics of the system. In the above equations, we have used the following notation:
With the equations written in this form, it is immediately apparent that a nonconservative, one-dimensional, operator-split set will be 
where by U we mean U ID . By adding the contribution of B; back into the energy, we arrive at an evolution operator for the conserved quantities, U. We denote this evolution operator by (L~lun)i -U7+ 1 . Similarly, we can define operators L~t and L~t for the one-dimensional equations in the y and z directions.
We can extend these one-dimensional operators to act on the full two-or three-dimensional grid of data,
Our full operator-split scheme is given by (6) where we have used symmetric Strang splitting to obtain an overall evolution that is secondorder accurate in time provided the individual one-dimensional operators are second-order accurate.
2.2. The predictor step: tracing characteristics. As in other higher-order Godunov methods, we predict states at the zone interface by tracing characteristics. To trace characteristics, we must first construct an approximate gradient t. W for each primitive variable in each zone. There are two alternate ways to construct this gradient: construct t. W by either monotonizing each primitive variable or by monotonizing each characteristic field. In a purely hydrodynamic model. the monotonized central difference algorithm used in van Leer [23J and Colella [7] gives good results. TIllS approximation, which we subsequently refer to as the MUSCL gradient, follows the first approach and monotonizes each primitive variable separately, perhaps with some nonlinear flattening algorithm. In a series of experiments with the MHD code on one-dimensional test problems, using this form of the gradient introduced moderate amplitude (5-10%) fluctuations at shocks, compound waves, and certain types of rarefaction waves. These oscillations occur because under some conditions the MUSCL gradient is too steep. The usual cure-the flattening algorithm of [7] -when applied to the seven MHD variables. does not fix the problem.
The other approach, discussed in [3] and [8] for general systems of conservation laws, monotonizes each characteristic field separately. Unfortunately, this technique does not guarantee that the resulting gradient will be monotonic in each primitive variable. Rather than use either approach independently, we have adopted a modified hybrid of the two. This hybrid could be thought of as a MUSCL gradient combined with a highly sophisticated flattening algorithm.
Our method begins by computing eigenvalues, eigenvectors, and structure coefficients at each zone center. Zachary and Colella (25] give expressions for the eigenvalues and eigenvectors and we do not repeat them here. The structure coefficients. Kim, are the gradient of each wave speed in the direction of a characteristic field (7) We then form the following differences:
The expressions t. -, t. +, and ~ C correspond to backward. forward, and centered differences, respectively. The final difference, t. m , is the monotonized, fourth-order difference used in the MUSCL algorithm.
We combine these differences to construct a fourth-order monotonized gradient by mono- 
where SeU) represents sources terms. However, we have chosen to perform the characteristic analysis in Lagrangian or primitive variables, W. In the W-basis, (13) becomes (14) aw aw
at ax
Some straightforward algebra shows that the source terms must be transformed according to the rule (15) [ au 1-
Assume for the moment that the only source terms come from the incorrect representation of a B x / a x in the B J. and in the p E equations. Then we have
Using (15) to express SeW) in tenns of S(U), we find that
In the W -representation, a Ex / ax changes only the B..L -equations, and not the pressure equation. As mentioned in [25] , any general solution technique for the MHD version of (16) faces two serious difficulties. First, the MHD wave speeds are not strictly hyperbolic. The loss of strict hyperbolicity at a point means that the analytic structure of the weak solutions is generally unknown in the neighborhood of that point. Second, the genuinely nonlinear waves can be locally linearly degenerate. It is much more difficult to detennine the correct entropy satisfying discontinuities for modes with local linear degeneracies.
To deal with these problems, the starting point for our methodology is a high-order Godunov method developed by BeT. We take the BeT point of view and treat the equations of MHD as a hyperbolic system of conservation laws whose weak solutions are uniquely detennined by entropy conditions, such as those described in Liu [17] for these systems. The .questions surrounding whether this general approach will produce the correct weak solutions are far from settled; some of these issues are discussed in BCT. The algorithm described by BCT is an extension of the Engquist-Osher [12] flux to general systems of conservation laws and is sufficiently robust to handle the nonstrictly hyperbolic nature of the MHD equations. In the exposition that follows, we rely on BeT for the higher-order solution of the Riemann problem.
As discussed in [25] , we do not need the entire solution to the Riemann problem. Indeed, the full solution may not be well defined for nonstrictly hyperbolic systems, so it is sufficient to develop the solution as a series of approximations to the full Riemann problem along the ray f = O. In the next subsection, we describe the basic structure of our Riemann solver without any of the modifications needed to deal with rarefaction waves or with eigenvector degeneracies. As in the previous section on tracing characteristics. we continue to work in W-space.
2.3.1. The Riemann solver. At each interface. we expand the jump W R -W L in tenns of a linearly independent set of eigenvectors Rk, i.e.
We detennine Rk from We = ! (W R + W L ), and let Rk = rk (We) be the kth right eigenvector of DF at We.
With these expansion coefficients, we define two intermediate states that "bound" the entropy wave. These states are defined as (19) 
The A -waves move backward and the X + waves move forward with respect to the entropy wave.
A t each of the four states W L, W~, W~, and W R, we compute eigenvalues for all seven MHD waves. From these eigenvalues, we can construct
which is the average advective velocity at the starred states. The sign of X~ gives an unambiguous determination of the upwind state. If X~ ::: 0, then the upwind state lies to the left of the entropy wave, while ifX~ < 0, it lies to the right.
In our previous paper. we used the structure coefficients and the wave speeds at the Jeftand right-hand states and the two intermediate states to construct a cubic Hermite interpolating polynomial for each eigenvalue. We interpolated A -waves from X(W r) and A(W~) and A +.
waves from A(W R) to A(W~). We used the resulting set of interpolants, Xko to detect sonic points along each wave path.
In this study, we find that in the presence of large gradients, the structure coefficients can often become so large that they make the Hermite polynomial useless. These large structure coefficients occur when there are substantial changes in density and pressure between We, the point at which we know the eigenvecto~s, and W L,R, or W~,R' where we compute 'VAk. To circumvent this difficulty, we use a simple linear interpolation of the wave speeds from W L to W~ and from W R to W~. Changing to a linear, rather than a cubic, interpolation does not alter any of our results.
BCT derived a generalized version of the Engquist-Osher flux suitable for systems of nonstrictly hyperbolic equations. Ignoring for the moment the treatment of degenerate waves, and assuming that U L is the upwind state, the BCT extension of the Engquist-Osher flux is (20) As BCT discuss, the integral terms in (20) add a nonnegative dissipation to each of the characteristic modes in the expansion of U R -U L.
Unfortunately, this generalization is unsuitable for multidimensional MHD because the terms of the form a Bx lax require special treatment, and because some terms in the flux must be differenced as gradients and some terms as divergences. We, therefore, adopt an alternative formulation of the Engquist-Osher flux. This alternative formulation was presented but not derived in Zachary and Colella [25] . We now discuss the origin of our flux formulation. Our motivation is the scalar case, for which
where a(u) is the wave speed along the path UR -UL, and X(u) is the characteristic function
This can be written as the sum of tenns of the fonn
where a < 0 for all U E [uP, u p + 1 J, and
(24)
A simple fonnula for F EO is then given by
where q = sign(UR -ur), quI < qu 2 < ... < quS, and US satisfies either a(u S ) = 0 or
We can use (24) as the starting point for systems. Given the approximate parameterization of the wave curves in §2 ofBCT, we can define the Engquist-Osherftux for systems of equations as follows:
where
.. < qal, and q = sign(Cik). Finally, at satisfies (27) and Ik(a) is the linear approximation to the wave speed given above.
The advantage of this approach is that various subpieces of the flux can be defined, as might be required for quasi-conservative differencing. If F = Ql + Q2, then Qi can be defined
Qfo =Q;CW1)+ LLQ;CWk)(-lY.
k=] s=O
Then Q] could be differenced as a divergence, while Q2 could be differenced as a gradient. as might be required in a spatially varying geometry.
2.3.2. Rarefaction waves. Rarefaction waves cause problems for most Riemarm solvers. Even the fully nonlinear Riemann solver in PPM needs special modification to deal with rarefaction waves, and most other Riemann solvers simply treat rarefaction waves as if they were rarefaction shocks. Our technique of expanding the discontinuity at each zone interface in terms of eigenvectors at a single reference state also does not correctly handle rarefaction waves. In fact, Einfeldt et aI. [11] show that there exist initial conditions for strong rarefaction waves under which any linear Riemann solver must fail. With this failure in mind, we have modified our Riemarm solver whenever we detect a strong rarefaction. Our detection criterion is simply that if (29) where vf is the velocity of the fast magneto sonic wave, then we assume there is a strong rarefaction wave at this interface. Using the procedures in Einfeldt et aI., particularly, equations (4.4) and (4.5), we recompute the flux as
Here, b+ = max(), t, ).:,0) and b-= mine). L' ).;,0); see [11] for details. This particular representation of the Godunov flux is positively conservative. Rarefaction waves also pose problems for our algorithm since we use density rather than specific volume as an independent variable. (Using specific volume rather than density poses similar problems at compressions.) These problems arise when estimating the density at intermediate states, particularly at W~.R' When we construct W~ or W~, if then we interpolate in specific volume rather than in density on that particular side of the entropy wave. Using the eigenvectors in [25] , we note that a change in basis from p to r only changes the density components of the right and left eigenvectors. The only nonzero density component of a left eigenvector belongs to the entropy wave, and since the left eigenvectors determine the expansion coefficients, only the expansion coefficient for the entropy wave, 0:0, changes under this change in basis. Note, however, that 0:0 is never used by construction. We simply keep track of the appropriate representation for the right eigenvectors on each side of the entropy wave. The rest of our method for constructing the Engquist-Osher flux remains unchanged.
2.3.3. Degenerate waves. The MHD equations are nonstrictly hyperbolic because there are points with degenerate eigenvalues. At these points, the wave ordering that applies in strictly hyperbolic systems no longer holds and two or more wave speeds coincide. In MHD, the eigenvalues become degenerate in two distinct limits: if Ex = a and if B J.. = O. In the first limit, the Alfven and the slow magnetosonic wave travel at the same speed as the entropy wave, resulting in a five-fold degeneracy. In the second limit, there are three different degeneracies that can occur depending upon the values of the Alfven velocity, Vax, and the sound velocity cs . When Vax> cs , the fast magnetosonic and the Alfven wave are degenerate, while when Vax < cs • the Alfven wave and the slow magnetosonic wave are degenerate, and finally when Vax = cs , all three waves are mutually degenerate. In each limit, and for each subcase, the algorithm must detect any degeneracy and then take appropriate action.
It is important here to clarify the exact meaning of such degeneracies and why they are peculiar to MHD. According to the definition given by Lax [15] , two or more waves are considered to be degenerate when their values coincide, resulting in a loss of strict hyperbolicity.
In
] defines a wave to be linearly degenerate when (VAk) , rk = 0, where rk is the right eigenvector corresponding to the kth characteristic field, This is the case, for example, for the entropy and Alfven waves.
We emphasize that with our choice of eigenvectors (Zachary and Colella [25] ). the degeneracy of the eigenvalues does not also imply a deficiency in the eigenvectors. We always have a set of complete, linearly independent eigenvectors spanning the phase space, The same situation already occurs in the equations for pure three-dimensional hydrodynamics: the entropy wave has in fact a three-fold degeneracy that is related to the transport of entropy and shear, and there are three linearly independent eigenvectors associated with it. In pure hydrodynan1ics, the three-fold degeneracy always occurs, and is independent of the value of the physical variables. Therefore, purely hydrodynamics equations can stilI be viewed as a strictly hyperbolic system, and it can be shown that the Engquist-Osher formulation [12J does compute fluxes that satisfy the entropy condition. In MHD, however, 'waves that are genuinely nonlinear in the sense of Lax [16] (specifically, the fast and slow magnetosonic waves) do become linearly degenerate when their eigenvalues coincide with those of already linearly degenerate waves, i.e., the entropy and Alfven waves. If this condition happens anywhere along the wave-path of integration between the left and right states, then the Engquist-Osher formulation may fail and the entropy condition may not be satisfied. When this happens, we need to modify our scheme and apply a different type of dissipation, as described below.
The first task in dealing with degeneracies is detecting them. Analytically, two eigenvectors are degenerate whenever their corresponding eigenvalues coincide. It is rare, however, that eigenvalues will, numerically, be exactly equal; therefore we have adopted here the BCT detection algorithm. The BCT algorithm was designed with the idea in mind to identify points in a general system of hyperbolic conservation laws at which eigenvectors become parallel and the corresponding expansion coefficients are no longer reliable. However, the same approach can be utilized more generally to detect loss of strict hyperbolicty, independent of the fate of the eigenvectors. As already mentioned, our construction of the MHD eigenvectors insures that when the eigenvalues coincide, the corresponding eigenvectors are not deficient, but an originally genuinely nonlinear wave may become linearly degenerate. We adopt the BCT idea that two eigenvectors are degenerate whenever the difference in their eigenvalues at We is less than some fraction of the difference in the predicted variation of the eigenvalues over the wave path. Specifically, we say that two eigenvectors are degenerate whenever The eigenvector degeneracy detection criterion in (31) fails in the limit Ex jB.l ~ 0, where the Alfven and slow magnetosonic waves become degenerate, but where the structure coefficients are independent of Bx. ( We define Kim = (VAl) . r m, but there is no component of rm along Ex.) We, therefore, adopt an alternative criterion, empirically derived, which states that the eigenvectors corresponding to the Alfven and slow magnetosonic waves become degenerate whenever (32) where v~x and vj. are, respectively, the Alfven velocity and fast mode velocity at We' The linear Riemann solver described in the previous sections breaks the full Riemann problem into two distinct parts, with each part corresponding to waves that move forward or backward with respect to the entropy wave. Accordingly, we treat all waves that are degenerate with the entropy wave as if they were additional entropy waves. Recall that from (19) , entropy waves are not included in the construction of W~.R' nor are they incorporated in the computation of the flux.
Any other changes in the flux computation depend upon whether the eigenvector degeneracy is associated with a change in the sign of the wave speed along the wave path. Assume that the eigenvalues Al and ),~ satisfy (31), and assume that X~ > 0, so that the reference state
When ), min and A max have the same sign, (25) remains unchanged. When AF:' and Ay,::'x have opposite signs, then we assume that the eigenvector degeneracy is associated with a transonic wave. In this case, we replace the flux correction terms in (25) with a dissipative term from Rusanov's [21) scheme. More exactly, the added flux correction term is
where v = max(IAy,:~xl, IAy,::nl). Although this description of a Rusanov-type dissipation assumes that only two waves were degenerate, it is easily generalized to include the case where many different waves are degenerate. Note that if (32) is true, and the Alfven and slow waves are degenerate, then it is possible for waves to be degenerate across the entropy wave. In that case, the definitions for A min and A max simply look at the wavespeeds at W L and W R, without considering the wave speeds at the intermediate states.
2.4.
Insuring V·B = O. The problem of preserving V·B = 0 to the highest possible accuracy, possibly even to machine accuracy, is a crucial one for discretized versions of the MHD equations. While the continuum equations insure that an initially solenoidal magnetic field will remain solenoidal when evolving in time, the discretized equations do not. As a consequence, numerical solutions of the MHD equations can generate magnetic monopole forces that strongly affect the dynamics of the fluid (See, e.g., Brackbill and Bames [4]). Writing the equations in variables other than the magnetic field, like the vector potential or the magnetic flux function, partially solves the problem. This approach, however, has two drawbacks: it requires a staggered mesh, and the equations are not in a form suitable for characteristic analysis.
In our code we have used a centered, finite-difference scheme based on primitive variables because this scheme is the natural choice for higher-order Godunov methods. Our choice means that V·B = 0 is preserved only to the truncation error of the method. In principle, that truncation error could be 0(1), since we are computing solutions in the presence of discontinuities. To deal with that problem. we follow the prescription in [4], remove the nonsolenoidaI part of B, and then apply a Hodge projection to B at the end of each time step. First solve the Poisson equation for the potential ¢ (34) then the new solenoidal magnetic field is defined by B = B -V¢. Here we used second-order central difference approximations for the gradient and divergence operators. This numerical fonn of the Hodge projection leads to nonstandard discretizations of the Laplacian. However. the resulting linear equations can be solved efficiently and accurately using interative methods, e.g., multigrid (see Bell, Colella, and Howell [2] ). It is worth noting that, for the two-dimensional problems presented in this paper. we did not find any noticeable difference regardless of whether or not we applied a projection.
3. Numerical results. We have tested our algorithm on a variety of MHD problems in one and two dimensions to check the consistency and robustness of our method under different conditions on the physical variables. Each problem tests different features of the code, such as its behavior in special limiting conditions, e.g., in the purely hydrodynamic limit or its ability to track discontinuities. Our testing procedure has been particularly useful as we tuned the degeneracy detection algorithm, which is a crucial component of our Riemann solver.
All computations described below were performed on a Cray Y-MP8e/8128-4 at the Cray Research, Inc., data center in Eagan, Minnesota. and on a Cray Y-MP8/464 at the NASA Center for Computational Sciences (NCCS) in Greenbelt, Maryland. At the moment, the current version of the code, including all the test and corrections for degeneracy. the construction of two different sets of eigenvectors for each meshpoint, and the modifications for rarefaction waves, takes 15 f.-ts per cell in one dimension and twice that in two dimensions. In other words. the algorithm does approximately 32,000 meshpoints/s in two dimensions. Our timestep was set by the Courant-Friedrichs-Lewy (CFL) stability condition 3.1. One-dimensional problems. Our suite of one-dimensional problems includes benchmarks commonly used to test numerical algorithms: the Sod shock tube problem [22] , the Brio and Wu problem [5] . and the strong version of the Sad shock tube problem [5] . In addition, we have studied the strong rarefaction problems considered by Einfeldt et al. [11] . Each problem tests a different aspect of the Riemann solver. The Sod shock tube problem tests the solver in the purely hydrodynamic limit, the Brio and Wu problem stresses our handling of linear degeneracies and compound waves, while the strong version of the Brio and Wu problem accents our handling of large-amplitude shock waves. Finally, the Einfeldt et al. problems test our ability to detect and handle strong rarefaction waves.
As mentioned above, the Sod shock tube is a purely hydrodynamical Riemann problem in which the initial condition consists of two uniform states W L and W R separated by a discontinuity. The gas polytropic index is y = 1.4, and the initial conditions are The numerical solution has been obtained for 100 grid points (with ~x = 1) and is shown in Fig. 1 after 50 timesteps (LH being given by the CFL condition). The shock discontinuity is well resolved within three grid points. The contact discontinuity is slightly more diffused, which is expected since we have not used a detection algorithm (see [9] ). Also, there is a small undershoot at the base of the rarefaction wave that is a peculiar feature of how our linearized solver treats rarefaction waves. This undershoot can be partially eliminated by adding a quadratic artificial viscosity to our scheme of the type described by BCT. In Fig. 2 we show a comparison between the density profile at the same timestep as computed by our method and by the PPM method of Colella and Woodward [9]. Both solutions are very similar, with the main difference being the undershoot discussed above; one can see that the contact discontinuity is better represented by the PPM code that used a contact detection algorithm.
In Fig. 3 we present the results of the Brio and Wu [5] problem, which is an MHD analogue of the Sod shock tube problem. The initial configuration is the same as the Sod shock tube problem, but with y = 2; the initial magnetic field is B),! = J47T, EYr = -J47T, and Ex = 0.75J4;. Here we have used a grid of 800 points and 400 timesteps. The solution is in excellent agreement with the one obtained by Brio and Wu [5] using a Riemann solver written specifically for this problem. Again, we note that our method introduces a small perturbation at rarefaction waves. This perturbation does not affect the solution seriously and was previously noted also by Zachary and Colella [25] . On the other hand, all the shocks are extremely sharp and do not show any post-shock oscillations. In Fig. 4 we present the last of our set of Riemann problems, the strong version of the magnetized Sod shock tube problem that was also discussed by [5] . Here we set Ex = 0, PL = 1000, y = ~, and all the other parameters as before. The solution is very well behaved even in this extreme case, and we note that we could solve this problem with a y :f:. 2, while the Brio and Wu solver could not.
Our final one-dimensional test problem is drawn from the strong rarefaction problems discussed by Einfeldt et al. [11] . In our earlier discussion of the Riemann solver, we noted that conditions exist under which any linear Riemann will faiL even if the underlying physical problem admits a solution. We have implemented a strong rarefaction wave detection algorithm that automatically applies additional dissipation whenever the Riemann solver fails. In 3.2. Two-dimensional problems. Among the various two-dimensional test cases that we have tried, we present here two particularly interesting ones: a spherically symmetric explosion in a uniformly magnetized medium and the compressible version of the OrszagTang vortex (see Dahlburg and Picone [10] and Picone and Dahlburg [19] ). Both problems develop interesting wave patterns and shocks that propagate in all directions, and therefore they are very useful tests of the two-dimensional properties of our code. One of the main differences between the purely one-dimensional problems and the two-dimensional problems is that the magnetic field B varies in the direction of spatial integration in each of the onedimensional sweeps of the operator-split method. This introduces extra source terms in the equations and may give rise to a new set of degeneracies that are not present in the purely one-dimensional problems (see the discussion in the previous section).
Spherical explosion.
The explosion is driven by a spherical region (with r = 0.1) with a large overpressure. The initial density and pressure are p = 1, Pe = 1, and the overpressure is Pi = 100. We have tried three different values of the initially uniform magnetic field: By = 0, Bv = 10, and Bv = 100. Our computation mesh is a cartesian uniform grid with 120 points in each direction. This problem is identical to the one described by Kossl, MUller, and Hillebrandt [14] , and we have used their results as a qualitative comparison. In Figs. 6, 7, and 8, we show the contour plots of density, thermal pressure, magnetic pressure, and kinetic energy for the three cases in which By = 0, By = 10, and By = 100. For By = ° (Fig. 6) , there is one spherically symmetric hydrodynarnical shock wave that propagates outward. This solution is essentially identical to the one obtained with other purely hydrodynarnical codes, e.g., PPM. For By = 10, the shock wave is still mostly spherically symmetric, but it becomes slightly elongated in the direction of the magnetic field.
For Bv = 100, the explosion becomes highly anisotropic: there is essentially no displacement of gas in the direction transverse to the magnetic field, and two hydrodynarnical shocks propagate in the parallel direction. In this highly magnetized fluid, the slow magnetosonic wave speed is almost equal to the sound speed, and the fast wave speed is almost equal to the Alfven velocity. Several weak magneto sonic waves are radiated transverse to the magnetic field as an initial transient until total pressure equilibrium is reached at the center. While the results are in good agreement with the results of [14] , we see that the waves and shocks look very sharp and clean with little or no oscillations. The strong steepening of the profiles generates the step-like irregularities that appear in the contour lines near the strong discontinuities. These irregularities are a well-known feature of higher-order Godunov methods (see Woodward and Colella [24] ). A flattening algorithm and a quadratic artificial viscosity will cure this effect and prevent the appearance of low-amplitude nonphysical oscillations.
3.2.2. Orszag-Tang vortex. In the second numerical example, we studied the evolution of a compressible Orszag-Tang vortex system like the ones described by Dahlburg and Picone [10] , [19] . This problem has been introduced by Orszag and Tang [is] as a simple model to study the evolution of MHD turbulence, and it has been generalized by Dahlburg and Picone [10] for the case of a fully compressible medium. We have selected this problem to test how our two-dimensional code treats the interactions between the several shock waves generated as the vortex system evolves. The initial conditions have a periodic structure containing X-points in both the velocity and the magnetic field. The velocity and magnetic fields have different modal structures. We selected an initially uniform pressure and density based on the value of the average Mach number. The initial configuration is as follows: we choose a cartesian uniform grid with periodic boundaries and 192-by-192 grid points. The fields are given as in [19] : where IVlo is the initial root mean square (rms) value of the velocity. The initial average fJ, i.e., the ratio of thermal and magnetic pressure, is f3 = 8n Po IB 2 1.
We examined the case with M = 1.0 and fJ = ~. In Fig. 9 we present the contour profiles of the thermal pressure after 300 timesteps. The plot shows the pressure profile along the solid line at y = 60, and it shows how the shocks remain sharply defined within a few grid points even in two dimensions. There are several shock fronts that propagate at different angles with respect to the grid, and which interact until the vortex system decays and gives rise to small-scale structures. The dynamics of the decay appears to closely match the one described in Dahlburg and Picone riO], even though we are not using exactly the same initial conditions. We note that in our code, the decay of the vortex system is determined by the numerical viscosity and resistivity that is built into the dissipation mechanism of the code. The similarity between our results and the results of Dahlburg and Picone, who use physical dissipation, therefore suggests that the numerical dissipation indeed provides a good model for the physical diffusive processes at subgrid scales. This conjecture, which deserves further experiments. has been advanced also for the case of hydrodynamic turbulence by, for example, Cattaneo et al. [6] .
4. Discussion and conclusions. We have derived an explicit, second-order Godunov method for the equations of ideal MHD in two and three spatial dimensions. Our approach contains many of the same elements applied successfully to ideal, compressible hydrodynamics. Most of the general techniques that improve the behavior of Godunov methods in hydrodynamics, such as flattening and artificial viscosity, carry over to our code. OUf main innovation is the construction of an approximate, linearized Riemann solver. This Riemann solver detects and handles the degeneracies that occur in ideal MHD, and is well behaved for physically acceptable states. By well behaved we mean that the Riemann solver does not produce nonphysical states like, for example, negative pressures and densities in the presence of strong rarefaction waves.
To apply the one-dimensional characteristic analysis to the formulation of the Riemann problem. we rewrote the equations in quasi-conservative form. That is, we handle the terms containing derivatives of the magnetic field component parallel to each spatial direction, aBt/ax and aBvlay, as source terms, not as fluxes. In general coordinates. we split the terms in the equations into different components: some that must be treated as divergences, some as gradients, and some as pure source terms. Our particular quasi-conservative formulation is well suited to the operator-split methodology on which we based our code. At each timestep, we solve two sets of one-dimensional equations. one set for each spatial direction. These equations are not the same as the purely one-dimensional equations because they contain source terms arising from the Maxwell equation 'Q·B = O. Furthermore. we wrote the momentum equations in such a way that the condition 'Q·B = 0 applies exactly to the continuum equations, even if it does not apply to the discretized version. For the examples we have considered, our approach appears to suppress the occurrence of monopole forces that would lead to unphysical dynamics. In cases where our basic difference approximation does not suffice to maintain the divergence-free condition of the magnetic field, we have the option of applying a Hodge decomposition to the magnetic field at each timestep to eliminate the monopole component.
The code achieves high resolution and accuracy in the presence of strongly discontinuous solutions. This high performance has some limitations, however. Because performing a Riemann solve is computationally expensive, and because the time advance of the solution is limited by the CFL condition, our code is best suited to studying transient phenomena that involve the propagation and interaction of shock discontinuities and MHD waves. While the current formulation of the code can already be used to study a wide variety of problems, there are good reasons to construct a fully unsplit Godunov scheme for the MHD equations. We expect that an unsplit method will be more appropriate when studying systems with strongly sheared fields, and that generally such an approach will improve the advection of the solenoidal magnetic field. This problem is analogous to the advection of the velocity field in an incompressible medium. Colella [8] discusses a general method of constructing unsplit methods that make use of the multidimensional wave propagation properties of the solution to construct the Godunov fluxes. We believe that the same approach will work also for the equations of MHD, and that our Riemann solver will be the base of one such scheme. As usuaL the final answer must rely on numerical experiments.
