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Abstract 
In the numerical treatment of bifurcation problems one of the main tasks is to control the spectrum of matrices in 
a parametrized family. If the original problem possesses symmetry, then the matrices are additionally equivariant. 
Previously the generic eigenvalue behavior in a one-parameter family of equivariant matrices has been studied for the 
case of general matrices (Golubitsky et al., 1988) and for infinitesimally symplectic matrices (Dellnitz et al., 1992). 
However, in applications the situation frequently occurs that the matrices of the family are self-adjoint. We classify the 
generic eigenvalue behavior in such a family of equivariant matrices by the type of underlying symmetry. 
Keywords: Bifurcation; Generic eigenvalue movement 
1. Introduction 
Our considerations are motivated by the numerical treatment of bifurcation problems of the type 
324 +f(u, 1) = 0, il E R, (1) 
where u is a real valued function on a bounded domain Q c R”, 3 is a self-adjoint operator and 
f is some (smooth) function. Being interested in the detection and computation of bifurcations we 
are automatically led to the problem of controlling the eigenvalues of the linearization of (1) while 
/1 is varied (see [2,4]). In the related numerical treatment-in which the problem is dis- 
cretized-we have to control the eigenvalues of self-adjoint matrices in a one-parameter family. 
In applications the situation frequently occurs that (1) possesses symmetry characterized by 
a symmetry group r. This symmetry is induced by both geometrical properties of Q combined with 
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the particular type of boundary conditions and equivariance properties of 9’ and f: For instance, if 
9’ = d, Q is a square and we impose homogeneous Dirichlet boundary conditions then 
r E’ D,-recall that the dihedral group D, is the symmetry group of the regular p-gon. If in 
addition the function f is odd in u then r E D4 x Z2 (see Cl]). 
Suppose that (1) is linearized along a branch of r symmetric solutions, that is the solutions are 
invariant under all the symmetry transformations of r. Then those linearizations are also 
equivariant, i.e., they commute with the action of r. The same is true for the discretized problem if 
the approximation inherits the r symmetry. For this reason one has to study the generic eigenvalue 
behavior in parameter dependent families of r equivariant self-adjoint matrices. The generic 
eigenvalue behavior in families of general equivariant matrices is very well understood (see [8]), 
and this has been used for the construction of numerical methods for related bifurcation problems 
(e.g. [6,7,12]). However, this is the first time that attention has been paid to the situation where the 
family consists of equivariant matrices which are additionally self-adjoint. 
Naturally, discretized problems possess at most the symmetry of a finite group, even though the 
underlying problem might have continuous symmetry. For instance, a finite discretization of 
a circular disc leads at most to D, symmetry. Nevertheless, we shall consider arbitrary compact Lie 
groups f, as the results for these are identical to the results for finite groups. 
It is well known that the type of symmetry significantly effects the generic eigenvalue behavior 
in a family of general equivariant matrices. We will show that also the eigenvalue behavior 
for families of equivariant self-adjoint matrices depends crucially on the underlying symmetry 
group r. As a consequence, discretizations which do not completely inherit the equivariance 
properties of the original problem may give rise to an entirely different type of generic eigenvalue 
movement than one would expect to see in a discretized problem with r symmetry. In other words, 
discretizations with different symmetry types lead in general to a different generic behavior of 
eigenvalues. 
Accordingly, the main goal of this paper is to explain why in one-parameter families 
of self-adjoint equivariant matrices a crossing of eigenvalue curves as shown in Fig. l(a) may 
be generic, whereas the eigenvalues generically “avoid” crossings, if there is no symmetry 
present, see Fig. l(b). This result is particularly interesting, since numerical methods for problems 
involving one-parameter families of self-adjoint matrices frequently make use of the fact that 
there are no multiple eigenvalues occurring (see, e.g., [lo, 111, where homotopy methods are 
considered). 
Our results are obtained for generic one-parameter families of self-adjoint matrices. In practice, 
these results have to be applied very carefully. The reason is that discretization schemes for 
problems as (1) sometimes possess an additional structure-that is, in addition to the self- 
adjointness and the r symmetry-e.g., a block-diagonal structure. Hence, the resulting families are 
no longer generic and even more complex eigenvalue movements might occur. Nevertheless, our 
results show that the symmetry plays an important role and that different types of symmetry lead in 
general to different types of generic eigenvalue behavior. 
An outline of the paper is as follows: in Section 2 we present the result for the nonsymmetric case, 
that is for the special case where r = {I}. Although it is hard to believe that this result is not 
known, it does not seem to be stated explicitly somewhere. In Section 3 we derive the generic 
structure of eigenspaces for one-parameter families of r equivariant self-adjoint matrices. 
Our main results are in Section 4. There we compute the codimensions of the simplest 
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Fig. 1. Curves of eigenvalues depending on a parameter. (a) The crossing of two eigenvalue curves in a problem with 
nontrivial r symmetry and (b) the eigenvalue behavior when the symmetry is (slightly) broken. 
possible situations in which an equivariant self-adjoint matrix possesses a degenerate eigen- 
value. Simultaneously, we obtain the related generic eigenvalue behavior in one-parameter 
families. Finally, in Section 5 we present a simple numerical example illustrating the results. 
2. The nonsymmetric case 
In this section we state the result on the generic eigenvalue behavior in one-parameter problems 
for the situation where there is no symmetry present. 
Let ~4’” denote the set of self-adjoint y1 x YE real matrices and assume that AA E _&‘“, 1 E I c R, is 
a one-parameter family, so that 
&=A), for all ;1 E I. 
We will show that generically in such a family no matrix has multiple eigenvalues and therefore 
eigenvalue crossings do not occur. 
This result is based on the following trivial observation: Assume that a matrix 
has an eigenvalue of multiplicity 2. A computation of the eigenvalues G of B leads to 
c = +(b, + b2 f &b, - bz)’ + 4b:). 
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Therefore, both the conditions b, = b2 and b3 = 0 have to be satisfied for B to have a double 
eigenvalue. Since the normal forms for self-adjoint matrices are semisimple, we immediately obtain 
the following proposition. 
Proposition 2.1. The phenomenon that A E JZ?” possesses an eigenvalue of multiplicity two has 
codimension 2. 
In particular, in one-parameter families AA E 4” the eigenvalues generically avoid crossings. 
Remark 2.2. The methods we are using are somewhat ad hoc but are sufficient for our purposes in 
explaining one-parameter phenomena. A more sophisticated method for proving Proposition 2.1 is 
to adapt the general results from [3] to the situation in which the matrices are self-adjoint. This 
approach is advantageous in understanding phenomena of higher codimension. 
The lemma in Section 4.1 in [3] can be adapted to prove that the phenomenon that a self-adjoint 
matrix A possesses an eigenvalue of multiplicity m has codimension $(m(m + 1) - 2). For m = 2 
this is Proposition 2.1. Moreover, this approach can also be used in the equivariant setting of the 
following sections. 
3. The generic structure of eigenspaces 
From now on we additionally assume that the matrices AL are r equivariant, 
yAA = AA, for all y E r, 
where r c GL(n) is a compact Lie group. Correspondingly, we denote by J&‘“, the subset of 
r equivariant matrices in .,&!“. In the main result of this section (Proposition 3.3) we present the 
generic structure of eigenspaces for matrices in JZYF in one-parameter families. With this we obtain 
an analogue to the result in [S] on general one-parameter matrix families and to the result in [S], 
where the matrices are assumed to be infinitesimally symplectic. 
We recall briefly some basic notions and results from group representation theory. For a more 
detailed introduction the reader is referred to [S, Chapter XII]. 
A subspace V of R” is r invariant if 
y I/ c V for all y E r. 
Two r invariant subspaces V and W are called r isomorphic if there exists a linear isomorphism 
T:V+W suchthat 
T(yv) = y(Tv) for all Y E I/, y E r. 
A r invariant subspace I/ is r irreducible if the only r invariant subspaces of I/ are (0) and I/. 
Hence, roughly speaking, irreducible subspaces are the smallest possible invariant subspaces. 
We shall frequently make use of the following well-known result concerning the canonical 
decomposition of a r invariant space (for a proof see [S]). 
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Theorem 3.1. Let V be r invariant. 
(a) Up to r isomorphism there is a finite number of distinct r irreducible subspaces of V. Call 
these U1, .., ,U,. 
(b) Define Wj to be the sum of all r irreducible subspaces W of V such that W is isomorphic to Uj. 
Then 
V=W,@.-.@W,. (2) 
(c) The subspaces Wj are invariant for each linear mapping A: V + V which is r equivariant, 
A(Wj) c Wj, j = 1, ... ,k. 
The isotypic decomposition (2) into the isotypic components W.j is unique. 
Example 3.2. We consider the action of the finite group r = D4 on R4. Here D4 is the symmetry 
group of the square consisting of 8 elements, which are in this case generated by 
Geometrically, R and S can be interpreted to be the counterclockwise rotation by 90” and 
a reflection, respectively, both leaving a square invariant. 
It is easy to verify that elements of A: have the form 
with a, b, c E F!. 
Moreover, the subspaces 
R4, R{(I, I, I, I), (1, - 171, -l)> 
are r invariant but not irreducible, whereas the following subspaces are additionally r 
irreducible: 
~((l,l,l,l)}, R{(I, -171, -l)>, lQ{(l,O, -l,O),(O,l,O, -l)>. (3) 
Counting dimensions it follows from Theorem 3.1 that no irreducible subspace occurs twice in the 
isotypic decomposition of R4 and that the isotypic components are precisely given by these 
irreducible subspaces. 
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It is easy to verify that eigenspaces of an element of J&‘; are r invariant. Therefore, we can apply 
Theorem 3.1 to obtain the isotypic decomposition of an eigenspace of a matrix B E JZ?~. If this 
decomposition contains more than one irreducible subspace, we call this a r resonance for B. For 
instance, a ten-dimensional eigenspace which is r irreducible does not correspond to a r reson- 
ance, whereas a two-dimensional eigenspace which can be decomposed into two one-dimensional 
r irreducible subspaces is related to a r resonance. 
After these preparations we can state the main result of this section. 
Proposition 3.3. Suppose that the matrix family An c 4: undergoes a r resonance for /z = 0 and 
denote by E the corresponding eigenspace. Then, generically, E = U1 0 Uz, where U1 and U2 are 
r irreducible. 
Proof. We proceed analogously to the proof of [S, Proposition 1.4, Chapter XVI]. At first we 
decompose KY into 
R”= E@Z, 
where Z is the direct sum of all the remaining eigenspaces. We write 
E= 6 Uj, 
j=l 
where the Uj are r irreducible subspaces of E. By assumption, k > 2. Defining the mapping B by 
BIz=O, Bl”lo”z=O, BI”+..ouk=& 
it is easy to verify that the perturbation AL + EB possesses the eigenspace E = U1 @ Uz as 
desired. 0 
4. The generic eigenvalue movement 
In this section it will be important to distinguish between different types of irreducible subspaces. 
Let U be r irreducible and 9 be the space of linear mappings U + U which commute with r, 
g={B:U+U:BlinearandyB=Byforally~T}. 
It is well known, see for example [9, Theorem 2, p. 1191, that 9 is isomorphic to either R, C or E-U, 
where W denotes the quaternionics. The subspace U is called absolutely irreducible if $S E R and 
nonabsolutely irreducible if either $S E @ or $S z W. We remark that all the irreducible subspaces of 
D,-independent of the specific action of D,-are absolutely irreducible. 
4.1. The codimension of a r resonance 
We already know from Proposition 2.1 that in the nonsymmetric case the eigenvalues generically 
are simple in one-parameter families of self-adjoint matrices. In the following theorem this result is 
generalized to the situation in which r symmetry is present. 
M. Dellnitz, I. Melbourne/Journal of Computational and Applied Mathematics 5.5 (1994) 249-259 255 
Theorem 4.1. Suppose that an eigenspace E of A E J&I’: decomposes into two isomorphic irreducible 
subspaces lJ1 2 Uz z U. 
Then the corresponding r resonance is of codimension 2, 3 or 5 if U is of real, complex or 
quaternionic type, respectively. In particular, eigenvalues corresponding to two isomorphic irreducible 
representations generically avoid crossings in one-parameter families. 
Proof. With respect to coordinates in Ui and U2 we write 
Since A commutes with the elements of r we obtain for uk E Uk (k = 1,2): 
yAiui + yA,uz = A,yu, + A~YUZ, 
YA~UI + YA4U2 = A,PI + A4?U2 
for all y E r. It follows that Alo1 o o, commutes with r if and only if ?A, = Ajy for all y E r. Hence, 
since U is irreducible, we may identify Al(I,ou, with the matrix 
al a2 
( > 
> 
a3 a4 
where-according to the three different cases-the aj are either real, complex or quaternionic. 
In the real case we have a3 = a2 and the proof reduces to the one in the nonsymmetric case (see 
Proposition 2.1). 
In both the complex and the quaternionic case the self-adjointness of A implies that a3 = a2 and 
al, a4 E R. Therefore, the eigenvalues of A lUl o o2 are 
$(a, + a4 f J(a, - a4)2 + 4(a212). 
Using the fact that dimR(C) = 2 and dimw(W) = 4 and that (al -ad)’ + 41a212 has to vanish in 
a r resonance we obtain the codimensions 3 and 5, respectively. This proves the theorem. 0 
The r resonances that we considered until now are at least of codimension 2. In the following 
theorem we describe the only situation in which a r resonance is of codimension 1 and therefore 
generically occurs in one-parameter families. 
Theorem 4.2. Suppose that An undergoes a r resonance for 1 = 0. Generically, E = U1 @ U2 where 
the irreducible subspaces U1 and U2 are not isomorphic and the eigenvalues cross independently. 
Proof. Since U1 and U2 are nonisomorphic, there is a block-diagonal structure of Ai. on E corres- 
ponding to the decomposition E = U1 0 U2 (see Theorem 3.1(c)). It follows that the eigenvalues 
belonging to each block behave independently as 3, is varied. 0 
We summarize the results of the Theorems 4.1 and 4.2 in Table 1. 
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Table 1 
List of minimal codimensions for r resonances 
Eigenspace structure Codimension for the 
r resonance 
Ul$ u2 1 
U1 g U2 real 2 
U1 g UZ complex 3 
U1 Z Uz quaternionic 5 
5. An example 
In this section we try to choose a generic D4 equivariant matrix family and compute the related 
eigenvalue behavior. We set 
where 
r 
- 0.5 + sin (12) 0.2 + A2 0.41 o.9JL2 
0.2 + A2 1.1 
Dn = 
-0.8 + A(1 -1) Lsin(i) 
0.41 - 0.8 + A(1 - 1) 0.1 + cos (1) 0 
0.9/l= L sin (A) 0 1.5 
and 
1 + /zcos(L) - 3.5 cos (1) - 0.51 
- 3.5 cos Bn (1) -l+L 0.5 ;1= = 
-0.5L 0.52= 1 + 1” 
-1 2 + 0.5 cos (A) 0 
It is easy to verify that AA c ~2':" with r = Dq. We simply have to consider the action of 
D4 given in Example 3.2, where the ones (zeros) in R and S are replaced by 4 x 4 identity (zero) 
matrices. 
In Fig. 2 the eigenvalue movement for the eigenvalues of An, 2 E [ - 3,3], is shown. As expected, 
eigenvalue crossings occur, since there are three nonisomorphic irreducible representations present 
in the corresponding isotypic decomposition (see (3)). 
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-3 -2 -1 0 1 2 3 
Fig. 2. The eigenvalues of AL against I,, r = D+ 
In a second step we perturb the matrix family AA in such a way that the resulting family A’, is no 
longer D4 equivariant but still Dz equivariant (D2 generated by R2 and S). This is accomplished by 
adding to AA a perturbation of the form 
/ 0 0 0 B;\ I 0 B:, 0 B:, 0 0 I , B',~e/h'~. 
\B:, 0 0 O/ 
The corresponding eigenvalue behavior is presented in Fig. 3. The irreducible representations of 
D2 are one-dimensional. Therefore, this perturbation breaks up the double eigenvalues, corres- 
ponding to the two-dimensional irreducible representation of D4. Nevertheless, we still see 
eigenvalue crossings since there are four nonisomorphic irreducible representations of Dz in its 
isotypic decomposition. 
Finally, we perturb AI, such that the resulting family A’,’ consists of nonsymmetric self- 
adjoint matrices. In Fig. 4 the eigenvalues of this family are shown. Now all the eigenvalue 
crossings disappeared. To see this in more detail, we show a blowup of part of Fig. 4 in 
Fig. 5. 
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Fig. 3. The eigenvalues of Aj against i,, r = Dz. 
-2 -1 0 1 2 3 
Fig. 4. The eigenvalues of A’,’ against I., r = {I}. 
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Fig. 5. Eigenvalues of A;’ against 2-a blowup of the dashed box in Fig. 4. 
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