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V tem raziskovalnem delu naslovimo problematiko sledenja vecˇih objektov pod vplivom
negotovih svetlobnih razmer. Da bi resˇili problem dinamicˇne osvetlitve implementiramo
dva dobro znana sledilna pristopa, ki operirata v dveh locˇenih domenah. Pri tem se prvi
sledilnik zanasˇa na aktivni sistem oznak, ki deluje v blizˇnjem infrardecˇem spektru, drugi
pa izkoriˇscˇa najsodobnejˇsi obstojecˇi detektor oseb in barvno infomacijo opazovane scene
v vidnem spektru. Namesto uporabe le enega od predstavljenih sledilnikov izboljˇsamo
zmogljivost sledenja objektov v zaprtih prostorih z zdruzˇitvijo obeh pristopov. To hkrati
pomeni, da je implementiran sistem primeren za uporabo v povsem prakticˇnih aplikaci-
jah, saj je nacˇrtovan tako, da podpira sledenje do 16 gibajocˇih se objektov. V prvem delu
naloge predstavimo obstojecˇe raziskovalno delo, ki je bilo opravljeno na tem podrocˇju,
zatem opiˇsemo podrobnosti implementacije in vrednotenja sistema ter na koncu predla-
gamo tudi mnozˇico direktiv za nadaljnje raziskovalno delo in mozˇne izboljˇsave nasˇega
sistema.
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In this research work we address the multiple object tracking problem under challenging
illumination conditions. To solve the changing illumination problem, we implement two
well known tracking approaches, which are operating in two separated domains. One
tracker relies on active marker system, which operates in near infrared spectrum and
the other one exploits existing state of the art pedestrian detector and color information
by observing the scenery in visible spectrum. By integrating these two approaches, we
intend to improve the performance of object tracking in closed areas, rather than using
only one of the introduced trackers. This also means that the implemented system is
usable in many practical applications, as it is designed to track up to 16 moving objects.
In the first part of the thesis, we cover existing research work, which was done in this
field, then we describe implementation and evaluation details of the system and finally we
propose a set of directions for future research and possible improvements of our system.
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HMM - Hidden Markov Model - skriti Markov model
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GT - ground truth - zlati standard
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1 Uvod
1.1 Motivacija
Kdor se ukvarja s podrocˇjem sledenja objektov zagotovo ve, kaksˇen trud je vlozˇen v
nacˇrtovanje metod, ki bi omogocˇale zanesljivo (dolgorocˇno) sledenje objektov in hkrati
preprecˇevale odpoved sledenja v kriznih situacijah. Znano je, da lahko vecˇina sledilnih
algoritmov tekom sledenja hitro izgubi stik z realnostjo, predvsem zaradi neugodnih
razmer in drugih problematicˇnih okoliˇscˇin, ki otezˇujejo ocenjevanje polozˇaja sledenih
objektov. Cˇe se poglobimo v podrobnosti doticˇne implementacije, lahko hitro izvemo,
kaj je razlog za odpoved dolocˇenega algoritma.
Namen nasˇe raziskovalne naloge je izboljˇsati kvaliteto sledenja z uporabo dveh sle-
dilnih algoritmov, ki operirata v locˇenih domenah. Pri tem domeni zajemata podrocˇje
infrardecˇega (IR) spektra in podrocˇje vidnega spektra. Povsem enostavno povedano –
gre za dva opazovalca, ki na enako sceno gledata skozi razlicˇne ocˇi. V teoriji to pomeni,
da se sledilnik iz izbrane domene v primeru tezˇav lahko obrne na “svojega sorodnika”
v drugi domeni. Velja seveda tudi obratno. Lahko bi rekli, da zˇelimo oba sledilnika (ki
sta karakteristicˇno zelo razlicˇna) pripraviti do tega, da se medsebojno dopolnjujeta in
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koherentno usklajujeta proces sledenja.
Sistem omenjenih zdruzˇenih sledilnikov bi bil prakticˇno uporaben na razlicˇnih po-
drocˇjih. V nasˇem primeru smo se osredotocˇili na sledenje in lokalizacijo oseb. Da bi
sistem lahko preizkusili celostno in v najbolj neugodnih pogojih, je poudarek naloge tudi
na sledenju v drasticˇno spreminjajocˇih se svetlobnih pogojih. Zaradi tega vnaprej vemo,
da bo sledilnik v vidnem spektru zagotovo imel velike tezˇave pri prepoznavanju oseb s
pomocˇjo barvne informacije. Kot oporo zato dodamo sledilnik v IR spektru, ki bo delo-
val v navezi s preprostimi tocˇkastimi oznakami. Te oznake bodo pritrjene na osebe, ki
jim zˇelimo slediti. Za namecˇek pa bo nasˇ sistem skusˇal slediti vecˇim osebam ter tekom
sledenja skusˇal ohranjati tudi njihovo identiteto.
1.2 Prispevek naloge
Prispevek naloge zajema poskus zdruzˇitve dveh relativno preprostih sledilnikov, z name-
nom izboljˇsanja delovanja v spreminjajocˇih se svetlobnih pogojih. V ta namen implemen-
tiramo dva neodvisna sledilnika, od katerih eden operira v vidnem (barvnem) spektru,
drugi pa v navezi z aktivnimi oznakami deluje v infrardecˇem (IR) spektru. Razlog za
uporabo spektra IR je povsem preprost. V primeru, da globalna osvetlitev prostora po-
stane sˇibka, ali kako drugacˇe motecˇa, barvni sledilnik sicer odpove, vendar ga v tem cˇasu
lahko nadomesti sledilnik IR, ki naj bi poskrbel za nemoteno delovanje sistema. Po drugi
strani sledilnik IR ni popoln, saj zaradi tocˇkastih oznak nima veliko dodatne vizualne
informacije, kar lahko povzrocˇi zamenjavo identitet vpletenih objektov. V tem primeru
pricˇakujemo, da se bo identiteta tarcˇ ohranjala glede na vizualno informacijo iz barvnega
sledilnika. V nalogi izpostavimo tudi tezˇave, ki so nastale pri implementaciji sistema ter
podamo iztocˇnice za nadaljnje delo na tem podrocˇju.
1.3 Metodologija
Ker je podrocˇje naloge izredno obsˇirno, metode v poglavju kategorizacije najprej razde-
limo glede na splosˇen pristop resˇevanja problematike. Tako dobimo dve glavni kategoriji
– verjetnostne metode in metode deterministicˇnega tipa (optimizacije). V nadaljeva-
nju pregleda podrocˇja zatem predstavimo tudi konkretne pristope, ki so del algoritmov
za sledenje – tako zajamemo sˇtevilne modele za modeliranje izgleda, gibanja, prekriva-
nja, interakcije ter izkljucˇevanja. Pregled zakljucˇimo z omembo prepoznavnih metod,
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ki zdruzˇujejo nekatere predhodno opisane modele. V prakticˇnem delu zatem natancˇneje
opiˇsemo uporabljene algoritme in postopke, ki sestavljajo osnovno implementacijo ter
predstavimo tudi preostali programski del (arhitekturo), ki zdruzˇuje celoten sistem.
1.4 Pregled naloge
V poglavju 2 problem sledenja objektov matematicˇno formuliramo. Formulacija sluzˇi
kot okvir za nadaljevanje pregleda na podrocˇju sledilnih algoritmov. Zatem v poglavju 3
metode kategoriziramo glede na njihove poglavitne lastnosti in podrocˇje uporabe. V po-
glavju 4 najdemo glavni del pregleda obstojecˇega podrocˇja. Poglavje je strukturirano na
komponente, iz katerih so sestavljeni tipicˇni sledilni algoritmi. V kolikor je to potrebno,
so dolocˇene razlage podprte z matematicˇnimi opisi iz izvornih del. V poglavju 5 naj-
demo opis implementacije nasˇega sledilnega sistema, poleg tega pa tudi sˇtudijo primerov
uporabe ter popis tezˇav, ki so se pojavile pri implementaciji. V poglavju 6 prikazˇemo vre-
dnotenje implementiranega sistema na sˇtirih preizkusnih scenarijih. Zakljucˇno poglavje
7 ponudi komentar na opravljeno delo, izpostavi neresˇene tezˇave in predlaga mozˇne iz-
boljˇsave.
1.5 Terminologija
V nadaljevanju opiˇsemo kljucˇne izraze s katerimi se srecˇujemo na podrocˇju sledenja vecˇih
objektov z namenom, da bi bil preostanek naloge bralcu bolj razumljiv.
Objekt: V racˇunalniˇskem vidu je objekt na sliki predstavljen kot zaprto podrocˇje
slikovnih elementov, ki se prepoznavno razlikuje od ozadja. V primeru sledenja vecˇih
objektov so objekti lahko vizualno zelo podobni oz. enakega tipa, zato se pojavi potreba
po individualnem oznacˇevanju objektov oz. njihovi identifikaciji.
Detekcija: Detekcija predstavlja lokalizacijo predhodno opisanih objektov v slikah.
Naloga detektorja torej je, da nam pove, kje na sliki se iskani objekt nahaja (lahko tudi
njegovo velikost ali kako drugo lastnost). Obicˇajno je pojem detekcije zelo povezan s
podrocˇjem strojnega ucˇenja, saj se mora detektor pogosto najprej naucˇiti (iz obstojecˇe
ucˇne mnozˇice), kako objekt izgleda. S tem detektor naucˇimo razlikovati med entitetami,
ki predstavljajo nasˇ objekt in drugimi objekti oziroma ozadjem. Detekcija objektov
obicˇajno ne vsebuje cˇasovne informacije – ta nastopi sˇele pri sledenju objektov.
Sledenje: Sledenje je lokalizacija objekta v zaporedju slik – zaradi tega vsebuje
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cˇasovno informacijo. Pri sledenju vecˇih objektov to pomeni lokalizacijo vseh sledenih
objektov ter ohranjanje njihove identitete tekom sledenja.
Odziv detektorja: Odziv detektorja (hipoteze detektorja) so rezultati, ki jih vrne
detektor, ki je bil naucˇen prepoznavati specificˇne objekte (ljudi, vozila, obraze, zˇivali).
Rezultati lahko vsebujejo pozicije objektov, dimenzije in po mozˇnosti tudi druge opisne
lastnosti pridobljene iz analizirane slike.
Trajektorija: Trajektorije so koncˇni rezultat sledilnega sistema. Pri tem vsaka
posamezna trajektorija pripada svojemu objektu. Sama trajektorija je sestavljena iz
mnozˇice detekcij objekta (tarcˇe) v zaporedju slik, kjer vsaka detekcija predstavlja lokacijo,
velikost in druge lastnosti tarcˇe na eni izmed slik zaporedja.
Sled (angl. tracklet): Sled je vmesni rezultat sledenja. Sestavljena je iz zaporednih
napovedi, za katere se predvideva, da pripadajo istemu objektu. Sled s tem postane del
trajektorije tega objekta oz. sama po sebi predstavlja delno trajektorijo. V nekaterih
pristopih se trajektorije kreirajo s postopnim lepljenjem detekcij v sledi, dokler se s temi
sledmi eventuelno ne sestavi celotna trajektorija gibanja objekta.
Zdruzˇevanje podatkov (angl. data association): Zdruzˇevanje detekcij med se-
boj je tipicˇen pristop pri sledenju objektov. Pri tem je naloga zdruzˇevanja najti vse
korespondence oz. ujemanja med detekcijami objektov v zaporednih slikah – tako, da
lahko na ta nacˇin sestavimo sledi in kasneje tudi trajektorije.
Slika 1.1 Odzivi detektorja (levo), delne sledi (v sredini) in trajektorije (desno) v 6 cˇasovnih korakih. Barvno kodiranje
predstavlja dva locˇena objekta [36].
2 Formuliranje problema
Rezultat sledenja objektov so trajektorije vseh objektov, ki se v zaporedju slik premikajo
po slikovni ravnini. V nadaljevanju predstavimo matematicˇno formulacijo tega problema.
Sledenje vecˇim objektom lahko definiramo kot problem ocenjevanja stanja vecˇih spre-
menljivk. Kot vhod lahko vzamemo zaporedje slik {I1, I2, I3, ..., It, ...} in definiramo
stanje sit, ki nam anotira stanje i-tega objekta v sliki s cˇasovno oznako t. Zatem lahko
definiramo mnozˇico vseh stanj v cˇasu t kot St = {s1t , s2t , s3t , ..., sMtt } za vsehMt objektov v
pripadajocˇi sliki It. Mnozˇico vseh stanj tekom celotnega zaporedja pa lahko zapiˇsemo kot
S1:t = {S1, S2, ..., St}. Pri tem uposˇtevamo, da se lahko sˇtevilo objektov Mt spreminja
skozi cˇas.
Da bi lahko ocenili stanja objektov v cˇasu t, je potrebno iz slik pridobiti opazovanja v
obliki meritev oz. detekcij. Definiramo lahko oit, ki predstavlja opazovano meritev i-tega
objekta v cˇasu t. Zatem lahko za sliko v cˇasu t definiramo mnozˇico opazovanih meritev
kot Ot = {o1t , o2t , o3t , ..., oMtt }. Prav tako lahko mnozˇico vseh opazovanih meritev opiˇsemo
kot O1:t = {O1, O2, ..., Ot} (od prve slike do slike z indeksom t, za vse objekte).
Sledilni algoritem mora zatem z uporabo vhodnih meritev najti optimalna zaporedna
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stanja vseh objektov. Iskanje optimalnosti lahko modeliramo kot ocenjevanje maksimalne
aposteriorne verjetnosti (MAP) iz pogojne porazdelitve zaporednih stanj vseh objektov,
cˇe imamo na voljo vsa opazovanja [45]. To pomeni, da preiˇscˇemo celoten prostor (poraz-
delitev) stanj in opazovanj in najdemo najbolj verjetna stanja, glede na meritve iz vseh




Optimizacijo lahko izvedemo z rekurzivnimi verjetnostnimi pristopi, ki bazirajo na
dveh korakih [36]. V prvem koraku se izvede predikcija oz. napoved stanja glede na




V drugem koraku se izvedejo popravki stanj, glede na vsa prejˇsnja opazovanja:
P (St|O1:t) ∝ P (Ot|St)P (St|O1:t−1)
Pri tem P (St|St−1) predstavlja dinamicˇni model (angl. dynamic model), P (Ot|St) pa
model opazovanja (angl. observation model). Verjetnostni porazdelitvi teh modelov sta
obicˇajno neznani, zato se za oceno teh porazdelitev pogosto uporabijo razlicˇne metode
vzorcˇenja. Kot bomo videli v nadaljevanju, ta dva modela kriticˇno vplivata na izvedbo
algoritmov sledenja.
Drugi nacˇin iskanja optimalnih stanj objektov so deterministicˇne metode optimizacije.
To pomeni, da poskusimo direktno najti maksimum verjetnostne funkcije P (O1:t|S1:t) z
gradientnim vzponom in s tem pridobiti optimalno resˇitev. Ekvivalentno lahko naj-




P (S1:t|O1:t) = argmax
S1:t
P (O1:t|S1:t)
Konkretnih mozˇnih pristopov je vecˇ, npr. iskanje ujemanja dvodelnih grafov, di-
namicˇno programiranje, maksimalni pretok z minimalno ceno, neodvisna mnozˇica ma-
ksimalnih utezˇi [36]. Vecˇ o teh metodah sledi v zadnjem delu poglavja 4.
3 Kategorizacija metod
V splosˇnem je metode sledenja objektov zaradi velike raznolikosti tezˇko enolicˇno katego-
rizirati. V obstojecˇih delih lahko naletimo na dolocˇene poglede glede klasifikacije metod
(npr. glede na uporabo znacˇilk, predstavitve objektov ipd.) [36, 71]. Zaradi potrebe po
sistematicˇnemu pristopu se zgledujemo po kategorizaciji iz [36], ki metode locˇuje glede
na vecˇ kljucˇnih razlik, ki jih opiˇsemo v nadaljevanju.
3.1 Glede na inicializacijo
Metode sledenja lahko locˇimo glede na nacˇin inicializacije objektov [67]. Pri tem obstajata
dve kategoriji metod. Prva je sledenje, ki bazira na detekciji objektov (DBT), druga pa
sledenje, ki te detekcije ne potrebuje (DFT). V nadaljevanju opiˇsemo obe kategoriji.
3.1.1 Sledenje z detekcijo objektov
Pri tem nacˇinu sledenja objekte detektiramo (lokaliziramo) v vsaki sliki (primer v [56]).
Zatem pozicije objektov iz detekcij povezˇemo v trajektorije gibanja. Objekte lahko de-
tektiramo z rekonstrukcijo gibanja v zaporednih slikah (modeliranje ozadja) ali pa s
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posebnim detektorjem, ki prepoznava specificˇno vrsto iskanih objektov. Pri tem je sle-
denje lahko sprotno (angl. sequential) ali paketno (angl. batch processing) [36]. V vecˇini
primerov se tukaj uporabijo vnaprej pripravljeni detektorji, npr. diskriminativni detektor
iz [12]. Tovrstni detektorji v splosˇnem dobro prepoznavajo dolocˇeno vrsto objektov (npr.
osebe, vozila, obraze in podobno). Tezˇava vnaprej pripravljenih detektorjev je predvsem
ta, da njihova zmogljivost neposredno vpliva tudi na kvaliteto hipotez in trajektorij sle-
denja. Konkretno, cˇe zelo splosˇen detektor uporabimo na zelo specificˇnem problemu,
obstaja velika verjetnost, da bo deloval slabo in tako negativno vplival na pravilnost
sledenja.
3.1.2 Sledenje brez predhodne detekcije
Cˇe sledimo objekte brez predhodne detekcije, je sˇe vedno potrebno definirati, kje se
omenjeni objekti v sliki nahajajo. Obicˇajno se to naredi rocˇno na zacˇetku algoritma, kar
pomeni, da objekte oznacˇimo na prvi sliki, ki jo dobi algoritem na vhodu (primer take
inicializacije najdemo v [21]). Prednost je predvsem ta, da s tem lahko sledimo poljubne
objekte. Algoritem se v nadaljnem procesiranju ne zanasˇa na detektor. Glavna omejitev
sicer je, da se sˇtevilo objektov tekom sledenja ne spreminja, zato izginjanje in pojavljanje
novih objektov predstavlja veliko tezˇavo, saj teh problemov ta pristop ne resˇuje. S tem
se zmanjˇsajo tudi mozˇne prakticˇne aplikacije tega pristopa, sam pristop pa postane zelo
podoben klasicˇnemu sledenju predlog (angl. template tracking).
3.2 Glede na nacˇin procesiranja
Metode lahko locˇimo glede na to, kako se vhodni podatki procesirajo. Kot je bilo zˇe
omenjeno, locˇimo sprotni in paketni pristop. Ta kategorizacija je predstavljena v [36].
Sorodna izraza, ki ju najdemo v literaturi sta tudi sledenje v realnem cˇasu (angl. online
tracking) in sledenje, ki se ne dogaja v realnem cˇasu (angl. offline tracking). Glavna
razlika je v tem, kako obravnavamo vhodne podatke. Pri sledenju v realnem cˇasu nimamo
na voljo vseh slicˇic, zato je to sprotno sledenje. Pri paketnemu sledenju je zaporedje
slik vnaprej znano, kar pomeni, da v vsakem koraku sledenja lahko pogledamo tudi v
prihodnost. To seveda pomeni, da se sledenje v tem nacˇinu ne izvaja v realnem cˇasu,
saj analiziramo obstojecˇ video posnetek. V teoriji bi zato paketni pristopi lahko nasˇli
globalno optimalno resˇitev, ker lahko naenkrat pregledajo vse vhodne slike, kar pa seveda
ne drzˇi za sprotne metode.
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3.2.1 Sprotno procesiranje
Kot recˇeno imajo metode sprotnega tipa vpogled le v minule slike v zaporedju, ne morejo
pa pregledovati prihajajocˇih slik. Sledenje se zato izvaja koracˇno (za vsako sliko posebej),
kar pomeni, da se nove pozicije objektov generirajo sproti in se dodajajo k obstojecˇim
trajektorijam. Primerne so za realnocˇasovne aplikacije, glavna pomanjkljivost pa pri
napovedovanju povzrocˇajo nepopolne meritve oz. manjkajocˇe detekcije iz preteklosti. V
praksi so metode sprotnega sledenja vecˇinoma verjetnostnega tipa, cˇeprav obstajajo tudi
deterministicˇni pristopi. Primeri v [6, 7, 24, 60]
3.2.2 Paketno procesiranje
Paketno procesiranje zajame meritve iz vseh slik. Meritve so analizirane skupaj z name-
nom, da bi se sestavile optimalne globalne trajektorije potovanja objektov, zaradi cˇesar
je pristop zelo popularen (najdemo ga velikokrat – [8, 20, 30, 48, 56, 68]). V primeru,
da gre za racˇunsko zahtevno analizo, se video zaporedje lahko razdeli na vecˇ segmen-
tov. Procesiranje teh segmentov ostaja sˇe vedno paketno, na koncu pa je potrebno delne
resˇitve hierarhicˇno zdruzˇiti v globalno resˇitev. Slabost pristopa je v zakasnjenem pri-
dobivanju rezultatov, kar pomeni, da ni primeren za realnocˇasovne aplikacije. Zaradi
poskusa iskanja globalno optimalnih parametrov se obicˇajno uporabljajo deterministicˇne
metode.
3.3 Glede na matematicˇno ozadje
Pri formulaciji problema sledenja smo zˇe izpostavili dva tipa optimizacijskih pristopov –
verjetnostnega in deterministicˇnega. Luo et al. [36] metode kategorizira tudi na ta nacˇin.
Tukaj omenimo dve glavni razliki, ki se v teh pristopih tipicˇno pojavljajo. Prva razlika
je bila na kratko zˇe omenjena – to je razlika v samem pristopu resˇevanja problema. Vsak
pristop namrecˇ ocenjuje stanja objektov na svoj nacˇin. Pri verjetnostnih metodah se
ocena pridobi z verjetnostnim sklepanjem, medtem ko se pri deterministicˇnih metodah
uporabijo pristopi za optimizacijo.
Druga razlika pa je oblika, v kateri dobimo koncˇne rezultate. Pri tem nam lahko
verjetnostni pristop zaradi vkljucˇenega faktorja nakljucˇnosti pri vzorcˇenju verjetnostne
porazdelitve generira nekoliko razlicˇne resˇitve pri vsakem izvajanju nad istimi podatki.
Deterministicˇni pristop bo vedno generiral enake resˇitve, ker koncˇna resˇitev ne izhaja iz
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verjetnostne porazdelitve.
3.3.1 Verjetnostne metode
Kot je bilo zˇe omenjeno se pri verjetnostnih metodah stanje objektov pridobi z iterativ-
nim ponavljanjem dveh kljucˇnih korakov (napovedi in posodobitve). V praksi se pogosto
zgodi, da stanja objektov ne moremo vedno zadovoljivo opisati z neko splosˇno uporabno
porazdelitvijo (npr. pogosto uporabljeno normalno porazdelitvijo). Zaradi tega se lahko
pojavijo tezˇave v koraku napovedovanja, kjer analiticˇna resˇitev ni vedno mogocˇa. Do-
daten problem predstavlja sˇe vecˇje sˇtevilo sledenih objektov, kar posledicˇno zviˇsa tudi
dimenzije stanj, ki jih ocenjujemo in otezˇuje izracˇun koraka napovedovanja. Primeri
pristopov so navedeni v poglavju 4.6, kjer pogosto uporabljene metode tudi natancˇneje
opiˇsemo.
3.3.2 Deterministicˇne metode
V praksi deterministicˇne metode ponavadi delujejo bolje od verjetnostnih metod, sˇe pose-
bej v primerih izrazitega prekrivanja opazovanih objektov. Z mozˇnostjo uporabe globalne
informacije (celotne video sekvence) se namrecˇ prekrivanje lahko resˇuje bolje kot pri ne-
katerih verjetnostnih metodah. Po drugi strani dostopnost globalne informacije zahteva
vecˇ cˇasa in prostora za izvedbo optimizacije ter vnaprej znano sekvenco slik, zaradi cˇesar
so deterministicˇne metode velikokrat omejene na blocˇno procesiranje. Primeri in opisi
pogostih pristopov so navedeni v poglavju 4.7.
3.4 Glede na podrocˇje uporabe
Kategorizacija metod je mozˇna tudi glede na podrocˇje njihove uporabe [36]. Tukaj nave-
demo nekatera najbolj pogosta podrocˇja uporabe sistemov za sledenje objektom. Veliko-
krat je namrecˇ tezˇko enolicˇno kategorizirati pristope le glede na uporabljeno metodologijo,
zato ta razdelitev predstavlja alternativen nacˇin kategorizacije.
3.4.1 Sˇportni scenariji
Sledenje na igriˇscˇu je uporabljeno za pridobivanje statisticˇnih podatkov na tekmah ali
pa avtomatsko analizo igralnih strategij. Obicˇajno imamo razlicˇno postavitev vecˇih ka-
mer, kjer so posnetki vcˇasih tudi zelo dinamicˇni, kar problem sledenja otezˇi. Po drugi
strani pa je vizualna meja med igralno povrsˇino in ostalimi regijami v dolocˇenih sˇportih
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(nogomet, kosˇarka, tenis) dokaj jasno dolocˇena. To pomeni, da lahko ucˇinkovito modeli-
ramo ozadje, tako kot se tega v svojem delu posluzˇuje Xing et al. [64], kjer je locˇevanje
povrsˇine igriˇscˇa od ostalih povrsˇin kljucˇen korak predprocesiranja. Druga znacˇilnost tega
podrocˇja je, da so objekti, ki jih sledimo lahko obenem barvno zelo podobni, hkrati pa se
mocˇno razlikujejo od ozadja – sˇe posebej, cˇe sledimo npr. igralcem med tekmo. Zaradi
barvne podobnosti je tezˇje ohranjati identiteto posameznih objektov, lahko pa olajˇsa npr.
locˇevanje igralcev glede na ekipo. Primer najdemo v delu [35], kjer Lu et al. predlaga
klasifikator s pomocˇjo logisticˇne regresije, ki preslika slikovne zaplate v labele ekip z upo-
rabo barvnih histogramov. Sˇe en primer analize sˇportne tekme je na voljo v [27], kjer
Kristan et al. uporabi vecˇ sledilnikov, ki so namenjeni sledenju ene tarcˇe (angl. single
target trackers), za ohranjanje identitet pa predlaga metodo s parceliranjem regij Voronoi
(angl. Voronoi partitioning).
3.4.2 Letalstvo in scenariji iz zraka
V to kategorijo spadajo vsi pristopi, ki analizirajo zajete posnetke iz zraka. Obicˇajno se
v teh posnetkih giblje vecˇje sˇtevilo tarcˇ, ki se nahajajo na tleh (npr. analiza in nadzor
vozil). Pri tem sledenju so lahko obravnavani objekti zelo majhni, kar pomeni, da upo-
raba klasicˇnih vizualnih modelov za njihovo opisovanje ni primerna. Hkrati je zgosˇcˇenost
tarcˇ na sliki lahko velika, kar pomeni, da gre za sledenje vecˇjega sˇtevila objektov. Primer
najdemo v [49], kjer se za detekcijo gibanja uporablja modeliranje ozadja. V vsakem ko-
raku sledenja se zatem za dodeljevanje objektov k trajektorijam uporabi t.i. Madzˇarska
metoda (angl. Hungarian algorithm), ki poiˇscˇe najblizˇje globalne sosede. Pri za ohra-
njanje identitete se uposˇtevajo parametri, ki jih lahko pridobimo z opazovanjem gibanja
objektov (npr. afiniteta, atrakcija, hitrost). Sˇe primer analize iz zraka najdemo v [53].
3.4.3 Sledenje pesˇcev in prometa
Podrocˇje detekcije in sledenja pesˇcev in vozil se vecˇkrat uporablja za namene nadzora,
veliko zanimanje pa je tudi v avtomobilski industriji, kjer v razvoju poteka avtomatizacija
razlicˇnih nalog vozila. Ocenjuje se, da je velika vecˇina oz. kar 70 odstotkov vsega
raziskovalnega dela na podrocˇju detekcije namenjenega prav detekciji pesˇcev in vozil.
Kot je bilo zˇe omenjeno, so to najvecˇkrat vnaprej naucˇeni detektorji, ki lahko, glede
na svoje predispozicije, zelo vplivajo na zmogljivost sledenja. Primere sledenja pesˇcev v
prometu najdemo v [2, 13, 17, 25, 33, 38, 42].
12 3 Kategorizacija metod
3.4.4 Splosˇna uporaba
Tukaj lahko omenimo dolocˇene hibridne pristope, ki so se izkazali kot dokaj uspesˇni.
Zhao et al. [74] predlaga sledenje, kjer je labeliranje objektov zahtevano v prvi sliki,
sˇele zatem se tem objektom zacˇne slediti, hkrati pa se v prvih nekaj slikah detektor
naucˇi, kako oznacˇeni objekti izgledajo. S tem se pridobi ustrezno podporo detektorja za
prepoznavanje oznacˇenih objektov v nadaljevanju. Cˇeprav ima tudi ta pristop omejitev v
smislu konstantnega sˇtevila objektov, sˇe vedno predstavlja zanimivo zdruzˇevanje rocˇnega
oznacˇevanja in avtomatske detekcije, hkrati pa zmanjˇsa kolicˇino rocˇnega dela, ki ga je
potrebno opraviti pri izkljucˇno rocˇnem oznacˇevanju.
Bolj prakticˇno generalizacijo v svojem delu predstavita Luo in Kim [62], kjer sledita
vecˇ podobnih objektov na podlagi le enega oznacˇenega primera v prvi slicˇici. Detekcija
objektov v naslednjih slicˇicah se postopoma izoblikuje preko akumulacije vseh ucˇnih
primerov.
4 Komponente sledenja
V splosˇnem vsako metodo sledenja sestavljata dve glavni komponenti – model opazovanja
in dinamicˇni model [36]. Model opazovanja sluzˇi kot orodje za primerjavo oz. oceno
podobnosti med stanji in novimi opazovanji oz. meritvami. Konkretno to pomeni, da
mora model opazovanja modelirati vizualni izgled objekta, njegovo gibanje, medsebojno
interakcijo, izkljucˇevanje in prekrivanje. Dinamicˇni model pa modelira prehajanje stanj
med posameznimi koraki sledenja oz. povezuje stanja objektov iz slike v sliko. Kot
smo zˇe omenili, tudi tukaj lahko modele delimo na verjetnostne in deterministicˇne. V
nadaljevanju opiˇsemo koncepte, ki jih naslavljata oz. resˇujeta obe komponenti.
4.1 Vizualni modeli
Ko govorimo o vizualnih opisih objektov, sta v ospredju dve komponenti – vizualna
predstavitev objekta in zajem statisticˇnih lastnosti te predstavitve. Pri tem je vizualna
predstavitev mocˇno povezana s pojmom znacˇilk, vendar obicˇajno poleg izbire znacˇilk
zajema tudi druge parametre. Glavni pomen vizualne predstavitve je cˇim bolj natancˇen
opis vizualnih karakteristik. Mozˇna je predstavitev le z enim tipom znacˇilk (enostavni
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modeli), ali pa gre za uporabo in zdruzˇevanje vecˇih tipov znacˇilk (sestavljeni modeli).
Statisticˇne lastnosti pa (kot druga komponenta) oznacˇujejo orodja, ki omogocˇajo pri-
merjavo (mero podobnosti) med objekti z danimi vizualnimi predstavitvami. Formalno
lahko to zapiˇsemo kot Sij = F (oi, oj), kjer je F funkcija, ki vracˇa podobnost, oi in oj
sta vhodna parametra, ki predstavljata statisticˇno meritev opazovanj i in j, Sij pa pred-
stavlja mero ujemanja teh opazovanj [36]. V nadaljevanju opiˇsemo pogosto uporabljene
vizualne znacˇilke ter njihovo uporabo v enostavnih ter sestavljenih vizualnih modelih.
4.1.1 Vrste znacˇilk
Brez ustreznih znacˇilk pri sledenju objektov ne gre, saj z njimi opiˇsemo, prepoznavamo
in primerjamo objekte. Tukaj vrste znacˇilk ustrezno kategoriziramo in opiˇsemo.
Znacˇilne tocˇke
Konkreten primer uporabe znacˇilnih tocˇk predstavi Sugimura et al. [57], kjer so upora-
bljene znacˇilke KLT [61], s pomocˇjo katerih se generira sledi oz. trajektorije. Podobno so
za zajemanje teksturnih karakteristik uporabljene tocˇke v obliki lokalnih znacˇilnic [69].
Ena izmed razlicˇic tocˇkastih znacˇilk pa je uporabljena tudi za grucˇenje vzorcev gibanja
[9].
Barvne in intenzitetne znacˇilke
Znacˇilke v tej kategoriji so v sledenju najpogosteje uporabljene. Lahko so predstavljene
v surovi obliki slikovnih elementov (slikovna predloga) [66] ali pa v obliki histogramov
[23, 40, 56, 57]. Pri tem lahko vsebujejo informacijo o intenziteti ali pa konkretnih
barvnih vrednostih (odvisno od tega ali analiziramo sivinsko ali barvno sliko). Glavna
funkcionalnost je primerjava podobnosti med meritvami. Histogram pri tem ne ohra-
nja prostorskih znacˇilnosti, ker gre za statisticˇno predelano obliko (slikovne elemente le
presˇtejemo in jih zdruzˇujemo glede na njihovo vrednost). Slikovna predloga (izrezana
regija) po drugi strani ohranja prostorske znacˇilnosti, vendar je zelo rigidna in deluje
dobro le pri objektih, ki se vizualno ne spreminjajo.
Opticˇni tok
Opticˇni tok se uporablja predvsem za kratkorocˇno sledenje. V dolocˇenih resˇitvah je upo-
rabljen za povezovanje posameznih detekcij v krajˇse sledi, kar lahko predstavlja predho-
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dni korak pred dejanskimi asociacijskimi metodami, ki sledi zdruzˇijo v trajektorije [50].
Spet drugje se neposredno uporablja v podatkovni asociaciji [23]. Poleg tega v nekaterih
primerih lahko dopolnjuje druge obstojecˇe znacˇilke, ki tvorijo opazovalni model [3]. Upo-
rablja pa se tudi v scenarijih z veliko gostoto objektov, kjer se gibanje gnecˇe modelira s
socialnimi modeli gibanja [1].
Gradientne znacˇilke
Sem spadajo histogrami usmerjenih gradientov (HOG), ki so najbolj prepoznavno upo-
rabljeni pri detekciji ljudi in sledenju pesˇcev [12]. Uporaba znacˇilk HOG je zelo sˇtevilcˇna
[7, 23, 30]. V to kategorijo spadajo tudi vsi podobni pristopi, ki znacˇilke pridobivajo
s primerjavo sosednih slikovnih elementov. Mitzel et al. [40] uporablja detektor HOG,
obenem pa z uporabo metode nivojskih mnozˇic (angl. level-set method) izvaja tudi se-
gmentacijo dobljenih detekcij.
Regijske kovariancˇne matrike
Porikli et al. predstavi regijske kovariancˇne matrike v [44]. Njihova znacˇilnost je od-
pornost tako na spremembe v osvetlitvi, kot tudi na spremembe v skaliranju objektov.
Uporabljene so pri identifikaciji in vizualni asociaciji tarcˇ [20], lahko pa predstavljajo
osnovo za ucˇenje vizualnih informacij oz. nacˇin predstavitve vizualnega dela objektov
[21, 30].
Globinska informacija
Uporabljena je na razlicˇnih podrocˇjih racˇunalniˇskega vida. Mitzel et al. [40] globinsko
informacijo uporablja kot orodje za popravljanje in ponovno inicializacijo pravokotnika,
ki omejuje regije objektov (angl. bounding box ). Ess et al. [13] v svojem delu izboljˇsuje
detektiranje objektov na mobilnem sistemu, ki izvaja sledenje objektov. Globina prav
tako pomaga pri sledenju tarcˇ v scenariju s premikajocˇim se vozilom, kot ga predstavita
Gavrila in Munder [17]. Sluzˇi pa lahko tudi kot podpora 3D sledenju v [18], kjer se na
ta nacˇin ocenjuje utezˇi delcev pri sledenju s filtrom z delci.
Ostalo
Sem spadajo npr. znacˇilke na podlagi hoje (angl. gait features) iz frekvencˇne domene,
ki so unikatne za vsako osebo [57]. S njihovo pomocˇjo Sugimura et al. maksimizira
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zmozˇnost razlocˇevanja sledenih oseb. Pri tem se iz vsake trajektorije sistem z uporabo
linearne regresije naucˇi, kako izgleda njena periodicˇna komponenta. Nad to komponento
se zatem izvede hitra Fourierova transformacija (FFT), s katero se pridobi amplituda in
faza trajektorije. Vsako trajektorijo se tako lahko locˇi od ostalih na podlagi podobnosti,
ki je izracˇunana iz teh dveh lastnosti.
Zemljevid verjetnostne zasedenosti (POM), ki ga najdemo v [4] in v [16], je name-
njen ocenjevanju verjetnosti, da se bo objekt nahajal na specificˇnih koordinatah vnaprej
pripravljene mrezˇe pri sledenju z uporabo vecˇih kamer. Na podlagi modeliranja ozadja
postavi vecˇ hipotez o lokaciji objektov, kar predstavlja vhodne detekcije v sistem sledenja
vecˇih oseb.
V splosˇnem lahko recˇemo, da je vecˇina znacˇilk dokaj ucˇinkovitih. Hkrati velja omeniti,
da ima vecˇina tudi omejitve in razlicˇne slabosti, zato niso vse vrste znacˇilk primerne za
resˇevanje poljubnih problemov. Kot je bilo zˇe omenjeno, je npr. barvni histogram zˇe
preizkusˇen in dobro poznan nacˇin merjenja podobnosti dveh regij, vendar se moramo
zavedati, da pri tem ne ohranja prostorske informacije. Do tezˇav lahko prihaja v primeru,
da imamo dva barvno podobna objekta, ki se po obliki oz. prostorski predstavitvi obcˇutno
razlikujeta. Znacˇilne tocˇke so lahko ucˇinkovite, vendar slabo resˇujejo prekrivanje ali
prostorske rotacije izven slikovne ravnine. Gradientne znacˇilke so izredno robustne na
spremembe v svetlobi oz. osvetljenosti, ker opisujejo prehode oz. robove, vendar so
prav tako lahko obcˇutljive na prekrivanje ter tudi na deformacije objekta. Regijske
kovariancˇne matrike so sˇe robustnejˇse, ker skusˇajo zajeti sˇe vecˇ informacij, vendar so
zato tudi racˇunsko zahtevnejˇse. Uporaba globinske informacije lahko izboljˇsa natancˇnost,
vendar zahteva vecˇ pogledov na isto sceno ter tudi dodatne algoritme za kalibracijo,
procesiranje in zajemanje globinskih vrednosti.
4.1.2 Enostavni modeli
V vecˇini primerov so enostavni modeli zaradi svoje efektivnosti najvecˇkrat izbrani za
sledenje objektov. V nadaljevanju so opisane razlicˇne izvedbe teh modelov.
Slikovna predloga
Predloga je najbolj enostaven model, saj gre za izrezano regijo slike, kjer je vsa infor-
macija (intenziteta ali barvna vrednost) zapisana v izvornih slikovnih elementih. Prav
zaradi tega slikovna predloga ohrani celostno prostorsko informacijo objekta. Primerjava
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med dvema predlogama poteka po solezˇnih elementih, najbolj enostavna metoda za pri-
merjanje je normalizirana krizˇna korelacija (NCC) [66], kjer z drsecˇim oknom poiˇscˇemo
najboljˇse mozˇno ujemanje izvorne predloge (modela) in predloge na predvideni novi pozi-
ciji objekta v sliki. Pri tem se izvorna predloga (model) lahko med sledenjem postopoma
osvezˇuje in prilagaja trenutnemu izgledu objekta [1].
Primer sledenja vecˇih objektov v povezavi z NCC najdemo v [63]. Problem vecˇih
tarcˇ je tukaj resˇen s simuliranjem omrezˇnega pretoka. Krizˇna korelacija je uporabljena
za povezovanje detekcij po izracˇunu cen omrezˇnih prehodov. Podobno se v [43] avtorji
posluzˇujejo enostavnega sledilnika s predlogami, ki je uporabljen za izracˇun verjetnosti
nahajanja objektov glede na vizualni izgled. Podobnost je izracˇunana med zacˇetno pre-
dlogo in predvideno predlogo kot eksponenten izraz Pd(p) = exp(−(NCC(p, p0) − 1)2),
kjer je p predvidena predloga, p0 zacˇetna predloga, NCC pa operacija normalizirane
krizˇne korelacije. Cˇeprav je pristop ucˇinkovit, mu tezˇave predstavljajo tako sprememba
osvetlitve kot tudi prekrivanje.
Histogram
Histogram je najbolj popularen vizualni model v sledenju, saj ucˇinkovito hrani statistiko
vizualnih znacˇilnosti izbrane regije. Barvni histogrami, predstavljeni s strani Pereza et al.
[47], so na primer uporabljeni za izracˇun funkcije podobnosti, pri tem pa je uporabljena
eksponentna funkcija, ki podobnost histogramov pretvori v verjetnostno funkcijo [26].
Podobno je za dolocˇanje razdalje dveh histogramov lahko uporabljena razdalja Bhatta-
charyya (npr. pri konstruiranju grafa prehodov v [57]). Nastopa lahko v kombinaciji z
Mean Shift algoritmom, kot je to realizirano v [11], kjer se s histogrami opiˇsejo sekvencˇne
detekcije objektov. Histogram lahko nosi razlicˇno kodirano informacijo. Uporabo barv-
nega histograma s tremi barvnimi kanali (RGB) najdemo v [73], kjer so tako opisane
posamezne detekcije. Na podoben nacˇin je definiran model v [33], kjer avtorji z njim
definirajo vizualni model trajektorije. S prvo detekcijo objekta se histogram inicializira,
zatem pa se z vsako naslednjo detekcijo razvije v utezˇeno povprecˇje histogramov trajek-
torije objekta. Pri tem se za mero podobnosti dveh histogramov uporabi zˇe omenjena
razdalja Bhattacharyya. Na podoben nacˇin je histogram z zapisom v barvnem prostoru
HSV uporabljen v [48]. Avtorji v [65] s histogrami predstavijo posamezne prekrivajocˇe
se regije oseb – osebo tako razdelijo na podrocˇje, ki zajema celo telo, na obmocˇje z glavo
in rameni ter obmocˇje z glavo in trupom. Povezovanje trajektorij zatem izvedejo locˇeno,
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z zdruzˇevanjem posameznih regij. Kljub razlicˇnim pristopom omejitev sˇe vedno ostaja,
saj se prostorska informacija tarcˇe (oblika, robovi) v histogramu v nobenem primeru ne
ohrani.
Kovariancˇna matrika
Metoda dobro deluje pri svetlobnih spremembah in spremembah rotacije objekta. Pristop
je bil uporabljen v [20]. Modeliranje podobnosti je definirano kot
Plink(Ti, Tj) = N (daij ,Σa) N (dmij , δtΣm) N (dmji , δtΣm),
kjer sta Ti in Tj primerjani delni trajektoriji, N predstavlja normalno porazdelitev, daij je
mera vizualne razlicˇnosti (angl. apearance dissimilarity), dmi,j je razlika med predvideno
pozicijo trajektorije Ti in najblizˇjo detekcijo, ki pripada trajektoriji Tj , δt je cˇasovni
korak, parametra Σa in Σm pa sta pripadajocˇi kovariancˇni matriki, ki se ocenita iz ucˇne
mnozˇice. Obstaja tudi izboljˇsava, ki regijo objekta razdeli na vecˇ blokov [21]. Tukaj
se kovariancˇna matrika generira za vsak blok posebej. Iz solezˇnih blokov izvorne regije
in detektirane regije se dolocˇi funkcija podobnosti. Mera podobnosti celega objekta je
produkt podobnosti vseh blokov.
Binarna primerjava slikovnih elementov
Tukaj je miˇsljeno neposredno primerjanje dveh solezˇnih slikovnih elementov, kjer na
izhodu dobimo binaren rezultat. Zhao et al. [74] predstavi primer uporabe nakljucˇnih
gozdov (angl. random ferns), ki iz ucˇne mnozˇice izracˇunajo rezultate primerjav in s
pomocˇjo glasovanja rezultate tudi klasificirajo. Pri tem glede na ucˇne podatke vsako
novo regijo klasificirajo v pozitivno ali negativno skupino (glede na delezˇ pozitivnih in
negativnih vzorcev v ucˇnih primerih).
Vrecˇa pojmov
Vrecˇa pojmov (angl. bag of words) predstavlja nacˇin hranjenja vnaprej izracˇunanih
znacˇilk. Tako so na primer lokalne znacˇilke (SIFT) zapisane na ta nacˇin v [69]. Ker
zapis znacˇilk sam po sebi ni dovolj za vizualno predstavitev objekta, se ohrani tudi pro-
storska informacija z uporabo metode prostorskega piramidnega ujemanja (SPM) [32].
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4.1.3 Sestavljeni modeli
Ob prepricˇanju, da zdruzˇevanje modelov izboljˇsa robustnost in kompenzira pomanjklji-
vosti posameznih metod so se pojavili tudi sestavljeni modeli. Problem teh modelov je
vecˇja kompleksnost. Pojavi pa se tudi vprasˇanje ucˇinkovitega zdruzˇevanja informacij iz
vecˇih enostavnih modelov. Tukaj je predstavljenih nekaj pristopov zdruzˇevanja, ki se
uporabljajo pri realizaciji sestavljenih modelov. Kategorizacija je povzeta iz [36].
Boosting
Boosting (krepitev) je strategija izbiranja tistih znacˇilk, ki imajo najboljˇse razlocˇevalne
(diskriminativne) lastnosti. Obstaja vecˇ algoritmov, najbolj znana sta AdaBoost [30] in
RealBoost [67]. Diskriminativni vizualni model, ki povzema to strategijo je bil predsta-
vljen v [30]. Izbrane znacˇilke modela sestavljajo barvni histogram, gradientne znacˇilke
(HOG) in deskriptor iz kovariancˇnih matrik. Z algoritmom AdaBoost avtorji skusˇajo
izbrati tiste znacˇilke, ki najbolje opiˇsejo ujemanje podobnih objektov in hkrati locˇujejo
trajektorije, ki pripadajo razlicˇnim objektom. Enake znacˇilke so uporabljene v [67], kjer
so kombinirane z algoritmom RealBoost.
Predlagan je bil tudi algoritem HybridBoost [34] z namenom avtomaticˇne izbire naj-
bolj diskriminatornih znacˇilk. Pri tem si pomaga s t.i. funkcijo izgube, ki je sestavljena
iz dveh delov. Klasifikacijski del kaznuje napacˇne asociacije, del za rangiranje pa daje
viˇsjo vrednost pravilnim asociacijam.
Konkatenacija
Ta primer zdruzˇevanja znacˇilnic s konkatenacijo najdemo v [8]. Znacˇilke so podlaga
za klasifikator SVM, ki locˇuje izbran objekt od ostalih objektov v dolocˇenem cˇasovnem
okviru. Zajemajo barvno in gradientno informacijo (HOG) ter opticˇni tok. Konkatenacija
se izvede z redukcijo dimenzionalnosti, konkretno z metodo analize glavnih komponent
(PCA).
Sesˇtevanje
Ta nacˇin zdruzˇevanja znacˇilk je uporabljen v [40], kjer so obravnavani primeri zelo po-
dobnih barvnih odtenkov pesˇcev in ozadja. Za resˇevanje tega problema se zato skupaj
z barvnimi znacˇilnicami uporabi tudi globinska informacija. Za objekte v ospredju se
izracˇuna pricˇakovana globina glede na njihovo najvecˇjo hitrost in trenutno globino. V
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naslednjih korakih lahko iz pricˇakovane globine dolocˇimo verjetnost naslednje globine
vsakega objekta. Ta verjetnost je normalno porazdeljena, s srediˇscˇem v pricˇakovani glo-
bini. Verjetnost se izracˇuna tudi za barvno informacijo. Koncˇna verjetnost je utezˇena
vsota obeh verjetnosti.
Poleg ostalih znacˇilk, bi lahko pri sledenju vecˇih tarcˇ uposˇtevali tudi njihovo medse-
bojno razdaljo. V [58] najdemo kombiniranje histogramov RGB, barvnih korelogramov
in znacˇilk LPB, ki so podlaga za izracˇun ujemanja detekcij.
Mnozˇenje
V primeru medsebojno neodvisnih znacˇilk je mozˇna njihova integracija z mnozˇenjem.
Znacˇilke modeliramo z verjetnostno funkcijo, ki modelira podobnost detekcij in obstojecˇih
trajektorij. Verjetnostna funkcija je preprosto produkt verjetnosti posameznih znacˇilk.
Zdruzˇevanje najdemo v [69], kjer so zdruzˇene informacije o barvi in obliki, skupaj z
mnozˇico drugih lokalnih znacˇilk. Integracijo barvnih histogramov in detekcije ospredja
najdemo v [56]. Produkt znacˇilk oblike, teksture in globine pa sestavlja ogrodje v [18].
Pod to kategorijo pa lahko spada tudi scena, ki je razdeljena iz vidika vecˇih kamer.
Tu je vizualni model sestavljen iz barvnih znacˇilk in ocene zasedenosti talne ravnine
(angl. ground occupancy estimation).
Kaskadno zdruzˇevanje
Gre za zaporedno obravnavo znacˇilk z namenom, da se zmanjˇsa preiskovalni prostor pri
detekciji in kasnejˇsemu sledenju objektov. Primer najdemo v [17], kjer je zaporedno
procesirana globina, zatem pa oblika in teksturne znacˇilke. Z globinsko informacijo se
generirajo hipoteze, zatem se aplicirajo ostale znacˇilke. Vizualna informacija se obrav-
nava tudi v [23], kjer se v prvi fazi detekcije povezˇejo v kratke sledi (glede na podobnost
iz barvnega histograma, znacˇilk HOG in deskriptorja opticˇnega toka). V drugi fazi pa se
aplicira specificˇen vizualni model (namenjen opisovanju pesˇcev), ki ga sestavlja vecˇ delov
sledenega objekta.
4.2 Modeli gibanja
Modeli gibanja opisujejo dinamiko sledenih objektov. V primeru vecˇih objektov je to
sˇe posebej pomembno, saj s predvidevanjem potencialnih pozicij objektov v prihodnosti
lahko zmanjˇsamo prostor preiskovanja dejanskih pozicij. V splosˇnem se predvideva, da se
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objekti gibljejo zvezno in brez sunkovitih sprememb smeri, cˇeprav so mozˇni tudi posebni
primeri izredno dinamicˇnega gibanja. Te primere je potrebno modelirati locˇeno. Luo et
al. modele gibanja razdeli v dve kategoriji: linearne in nelinearne modele [36].
4.2.1 Linearni modeli
Modelirani objekti se gibljejo s konstantno hitrostjo oz. konstantnim pospesˇkom. Model
skoraj konstantne hitrosti (NCV) je Breitenstein et al. v [7] zapisal kot linearno kombi-
nacijo:
(x, y)t = (x, y)t−1 + (u, v)t−1 ·∆t+ ϵx,y, (u, v)t = (u, v)t−1 + ϵu,v
Pri tem (x, y)t predstavlja napovedano pozicijo objekta v cˇasu t, (u, v)t pa njegovo novo
hitrost v cˇasu t. Indeks t − 1 oznacˇuje vrednosti iz prejˇsnjega cˇasovnega koraka, ∆t pa
velikost cˇasovnega koraka. Vrednosti ϵx,y in ϵu,v sta nakljucˇni spremenljivki, porazdeljeni
kot N (0, σ2x,y) in N (0, σ2u,v), ki modelirata negotovost stanja objekta. Varianca σ2x,y sledi
spremembam velikosti objekta, medtem ko je varianca σ2u,v odvisna od uspesˇnosti sledenja
(cˇe je trajektorija blizu dejanski poti objekta, je varianca manjˇsa, sicer se z napakami
povecˇuje).
Avtorji Andriyenko in Schindler [3] ter Milan et al. [38] v svojih delih prav tako
uporabljajo model konstantne hitrosti. Poleg tega uvedejo izraz za kaznovanje velikih





∥vti − vt+1i ∥2, kjer je vti hitrost tarcˇe z indeksom i v
cˇasu t. Izraz uposˇteva celotno zaporedje dolzˇine N slicˇic ter M tarcˇ oz. trajektorij. V
vsakem koraku se izracˇuna norma drugega reda nad solezˇnima vektorjema hitrosti. Z
izracˇunanim faktorjem Cdyn se trajektorije ohranjajo zvezne oz. zglajene.
Xing et al. [65] v svojem modelu poleg trenutne hitrosti uposˇteva tudi nazaj usmerjeno
hitrost v prejˇsnjem koraku. S tem lazˇje povezˇe lokalne sledi v trajektorije. Za primer
vzemimo, da imamo dve sledi, Ti in Tj . Med njima nastane vrzel, ki sega od konca sledi Ti
do zacˇetka sledi Tj . Konec sledi Ti oznacˇimo z pi, zacˇetek sledi Tj pa z pj . Gibanje naprej
lahko modeliramo z normalno porazdelitvijo, ki je centrirana v pi + vF z varianco Σ
F
i .
Podobno se modelira tudi gibanje nazaj, ki ga opisuje normalna porazdelitev, centrirana
v pj+vB z varianco Σ
B
j . Koncˇni model dobimo z mnozˇenjem porazdelitev gibanja naprej
in gibanja nazaj:
Pm(Ti, Tj) = N (pi + vFi ·∆t; pj ,ΣBj ) · N (pj + vBi ·∆t; pi,ΣFi )
Yang in Nevatia [68] uvedeta drugacˇen pristop, kjer v enem vozliˇscˇu namesto ene de-
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tekcije obravnavata lokalne sledi po parih (slika 4.1 levo). V ta namen uporabita pogojno
nakljucˇna polja (CRF). Vsako vozliˇscˇe ima oznako (labelo), ki pove, ali sledi v paru lahko
zdruzˇimo v trajektorijo ali pa nakazˇe, da nista zdruzˇljivi. Za labelo poskrbi enocˇlenski
izraz v CRF modelu, ki pri izracˇunu uposˇteva vizualni model kot tudi informacijo o giba-
nju. Verjetnostna porazdelitev gibanja je dolocˇena kot odmik med ocenjenimi pozicijami
linearnega modela in opazovanimi pozicijami iz detekcij. Ta model je predstavljen na
sliki 4.1 desno, kjer imamo primer dveh lokalnih sledi T1 in T2. Pri tem sta vpeljani dve
predpostavki. Prva je ta, da se T1 iztecˇe preden se pojavi T2. Druga predpostavka pa
je ta, da med zakljucˇkom T1 in zacˇetkom T2 obstaja cˇasovna vrzel z oznako ∆t. Verje-
tnost povezovanja obeh sledi je odvisna od dveh pogojev. Prvi je odmik med ocenjeno
in opazovano pozicijo zakljucˇka T1, ki je definiran kot ∆p1 = phead − vhead ·∆t − ptail,
drugi pa odmike med ocenjeno in opazovano pozicijo zacˇetka T2, ki je definiran kot
∆p2 = ptail + vtail ·∆t− phead. Verjetnostna porazdelitev gibanja v vrzeli je nato enaka
Pm(T1, T2) = N (∆p1; 0,Σp) · N (∆p2; 0,Σp),
kjer je Σp kovariancˇna matrika negotovosti.
Slika 4.1 Primer parov blizˇnjih trajektorij (levo) in globalni model gibanja dveh trajektorij (desno) [68].
Opazimo lahko, da je ta model, ki je sicer precej popularen, zelo podoben predhodno
opisanemu modelu [65]. Oba sicer obravnavata le en par sledi. Yang in Nevatia [68] sta
zato dodala sˇe model, ki analizira lokalne sledi zajete v dveh parih (slika 4.2), kar je nujno
pri locˇevanju vecˇih objektov. V tem primeru za ilustracijo predpostavimo, da imamo
sˇtiri lokalne sledi, ki so paroma zapisane kot (T1, T3) in (T2, T4). T1 in T2 predstavljata




2), ki oznacˇuje najbolj





4), ki oznacˇuje cˇas, ko sta definirana zacˇetka obeh sledi T3 in T4. Za cˇasovni
znacˇki tx in ty velja tx < ty. Zatem se oceni relativna razdalja med ocenama pozicij T1
in T2 v cˇasu ty kot ∆p1 = (p1 + v
t
1 · (ty − te1)) − (p2 + vt2 · (ty − te2)), kjer sta vt1 in vt2
hitrosti objektov na zakljucˇku trajektorij T1 in T2. Dejansko relativno razdaljo lahko
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preprosto dolocˇimo z izrazom ∆p2 = p3 − p4. Podobno kot v prejˇsnjem modelu, se tudi
tukaj verjetnost povezovanja modelira z normalno porazdelitvijo N (∆p1 − ∆p2; 0,Σp).
Intuitivno si lahko model dveh parov razlozˇimo na naslednji nacˇin: cˇe pride do asociacije
sledi T1 s T3, potem obstaja velika verjetnost, da skupaj spadata tudi preostali dve sledi,
v tem primeru T2 in T4.
Slika 4.2 Modeliranje parov trajektorij iz [68].
Kuo in Nevatia [31] poleg hitrosti uposˇtevata tudi pospesˇek. Pri tem definirata hitrost
v cˇasovnem koraku k kot vk =
xk+1−xk
tk+1−tk . Podobno definirata tudi pospesˇek koraka k kot
ak =
vk−vk−1
0.5·(tk+1−tk−1) . Verjetnost gibanja je zatem modelirana kot produkt normalno
porazdeljenih spremenljivk, ki zajemajo pozicijo, hitrost in pospesˇek v vseh cˇasovnih
korakih k.
4.2.2 Nelinearni modeli
Linearni modeli so najpogosteje uporabljeni pri opisovanju gibanja. V dolocˇenih primerih
kompleksnega gibanja so linearni opisi neustrezni, zato je potrebno vpeljati nelinearne
modele, saj na ta nacˇin lahko natancˇneje dolocˇimo prave trajektorije gibanja.
Yang in Nevatia [70] nelinearni model uvedeta za rokovanje situacij, kjer prihaja do
prostega oz. nepredvidljivega gibanja objektov. Kot vidimo na sliki 4.3, bi pri taksˇni
postavitvi sledi T1 in T2, linearni model iz [68] generiral nizko verjetnost povezanosti,
cˇeprav T1 in T2 pripadata istemu objektu. Alternativni pristop je uvedba nelinearnega
modela, ki je sestavljen iz mnozˇice vzorcˇnih sledi (T0 na sliki 4.3 desno). V tem primeru
sled T0 razlozˇi potek trajektorije, ki pripada vrzeli med T1 in T2. Pravimo, da je T0
podporna sled, saj obstajajo njeni elementi, ki se ujemajo tako z zakljucˇkom T1 kot tudi
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z zacˇetkom T2. Po postavitvi mosticˇne trajektorije T0, se koncˇna trajektorija sestavi
podobno kot pri linearnih modelih.
Slika 4.3 Linearni model (levo), nelinearni model (desno) [70].
4.3 Modeli interakcije
Modeli interakcije zajemajo medsebojni vpliv sledenih objektov. Pri sledenju enega
objekta so nepomembni, cˇe pa obravnavamo vecˇ objektov so lahko zelo uporabno orodje.
V zelo zgosˇcˇenem scenariju je namrecˇ zelo verjetno, da bo posameznik podedoval lastno-
sti gibanja skupine, v kateri se nahaja. Konkretno, cˇe opazujemo pot pesˇca lahko vidimo,
da svojo hitrost in smer prilagaja tako, da se ne zaletava v mimoidocˇe. Podobne vzorce
gibanja je mocˇ prepoznati tudi v skupinah, saj se udelezˇenci med seboj usmerjajo in
vodijo. Oba pojava sta dobro raziskana in modelirana kot socialni model [19] in model
skupinskega gibanja [22].
4.3.1 Socialni modeli
V socialnih ali skupinskih modelih je predpostavljeno, da je posamezen objekt poleg
drugih objektov odvisen tudi od vplivov okolja. V kolikor te vplive poznamo, si lahko
z njimi pomagamo pri izboljˇsanju procesa sledenja teh objektov. Modeliranje je locˇeno
na dva vpliva: individualni vpliv (angl. individual force) in skupinski vpliv (angl. group
force).
Individualni vpliv zajema ohranjanje destinacije (angl. fidelity) in ohranjanje smeri
ter hkrati hitrosti gibanja (angl. velocity constancy). Skupinski vpliv po drugi strani
zajema lastnosti celotne skupine. Lastnost privlacˇnosti (angl. attraction) pomeni, da
cˇlani skupine tezˇijo k temu, da se med gibanjem nahajajo blizu drug drugega. Odbojnost
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(angl. repulsion) zagotavlja, da kljub privlacˇnosti osebki ohranjajo dolocˇeno minimalno
medsebojno razdaljo. Koherentnost (angl. conherence) pa ohranja skupinsko gibanje na
ta nacˇin, da se cˇlani gibljejo s podobno smerjo in hitrostjo.
Pellegrini et al. [43] uvaja predpostavko, da vsak cˇlan skupine zacˇne zelo zgodaj
prilagajati svojo trajektorijo z namenom, da bi se tako izognil trkom z ostalimi udelezˇenci
gibanja. Posameznik je modeliran s svojim stanjem (si), ki ga sestavljata pozicija in
hitrost v cˇasu t (pti, v
t
i). Zatem se vzpostavi kriterij minimalne razdalje med vsemi
cˇlani skupine. Ta kriterij zagotavlja cˇlanom dolocˇen osebni prostor za manevriranje in
izogibanje trkom (Dij(vi)). Solezˇno se definira pripadajocˇi energijski parameter (Cij),




utezˇjo wij). V koncˇni enacˇbi nastopata sˇe parametra C
ssc
i (vi) = (ui − ∥vi∥)2, ki kaznuje
nenadno spremembo smeri in Cdfdi (vi) =
(p˜1−p1)·v1
∥p˜1−p1∥·∥v1∥ , ki kaznuje napako v doseganju







i (vi), kjer sta λ1 in λ2 parametra za uravnotezˇitev energijskih cˇlenov.
Z optimizacijo energijske funkcije Ci(vi) se zmanjˇsa kompleksnost preiskovalnega prostora
za i-ti osebek, s tem pa je kasneje olajˇsan postopek iskanja njegove korespondence.
Yamaguchi et al. [66] prav tako predpostavlja, da se objekti obnasˇajo socialno. De-
stinacija vsakega objekta je dolocˇena ob uposˇtevanju t.i. osebnih, socialnih in okoljskih
faktorjev, ki so formulirani kot cˇleni v kriterijski funkciji. Cˇlen dusˇenja (angl. damping
term) kaznuje nenadne spremembe vektorja hitrosti, cˇlen omejene hitrosti (angl. speed
term) predstavlja ceno, ki je sorazmerna z odstopanjem od zˇeljene hitrosti, cˇlen smeri
(angl. direction term) kaznuje odstopanje od zastavljene destinacije, cˇlen privlacˇnosti
(angl. attraction term) predpostavlja, da tarcˇe ostajajo skupaj, cˇe se gibljejo v skupini,
skupinski cˇlen (angl. group term) kaznuje varianco hitrosti v skupini ter predhodno opi-
sani cˇlen interakcije, ki obravnava morebitne trke (iz [43]).
Qin in Shelton [48] sta prepricˇana, da uposˇtevanje socialnega obnasˇanja z uporabo
grucˇenja izboljˇsa identifikacijo in asociacijo objektov pri sledenju. Konkretno predpo-
stavita, da vsi udelezˇenci na sceni spadajo v K skupin, kjer je K optimalno izbran
parameter. Zahtevano je sˇe, da je vsaka lokalna sled (ki jo naredi posameznik) konsisten-
tna s povprecˇno trajektorijo skupine. Zaradi tega se pri asociaciji uposˇteva tudi razdalja
med posamezno lokalno sledjo in omenjeno povprecˇno trajektorijo (v obliki dodatnega
cˇlena kriterijske funkcije).
Choi in Savarese [11] definirata dva socialna faktorja. Odbojni faktor skusˇa locˇiti
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tiste objekte, ki se potencialno nahajajo preblizu en drugega. Faktor skupinskega giba-
nja pa predpostavlja, da se relativna razdalja med dvema objektoma ohranja skozi cˇas
(med zaporednimi slicˇicami). To hkrati pomeni, da tudi vektorja hitrosti obeh objektov
ostajata podobna.
Scovanner in Tappen [52] za ucˇenje dinamike pesˇcev v realnosti predstavita socialni
model iz sˇtirih cˇlenov. Cˇlen CLM omejuje gibanje tarcˇe tako, da preprecˇi njeno pre-
skakovanje v prostoru, kjer je prostor organiziran kot mrezˇa polj. Cˇlen CCV ohranja
konstantno hitrost tarcˇ. Cˇlen CDest vodi tarcˇo do njene destinacije. Cˇlen CAV pa za
vsako tarcˇo uposˇteva ostale tarcˇe, kar povzrocˇi odbojno silo in tako preprecˇi morebi-
tne trke med tarcˇami. Vsi cˇleni utezˇeno nastopajo v energijski funkciji. Z optimizacijo
funkcije se napove gibanje tarcˇ, kar generira koncˇne trajektorije.
Pellegrini et al. [42] hkrati resˇuje problem asociacije in problem pripadnosti skupinam.
Trajektorije se generirajo glede na gibanje in vizualno informacijo. Tarcˇe v isti skupini
pa morajo ohranjati medsebojno razdaljo in smer gibanja. Za resˇevanje in napoved
se uporabi pogojno nakljucˇno polje (CRF) tretjega reda v kombinaciji z optimizacijo
energijske funkcije.
4.3.2 Modeli gibanja mnozˇic
Vzorce gibanja iz podrocˇja simuliranja mnozˇic (pregled je na voljo s strani avtorja Zhan et
al. [72]) lahko v sledenje vpeljemo v primeru, da sledimo individualnemu objektu znotraj
vecˇje mnozˇice. Tipicˇno to velja za scenarije, ki so nasicˇeni z mnozˇicami objektov. Pri
tem so objekti ponavadi dokaj majhni, zaradi cˇesar pride do pomanjkanja oprijemljivih
vizualnih znacˇilk. V tem primeru je uporaba vzorcev gibanja v mnozˇici dober nadomestek
vizualnim znacˇilkam.
Ali in Shah [1] predpostavita, da je obnasˇanje posameznika odvisno od okoliˇskih
objektov in scenske postavitve (angl. scene layout). Za modeliranje tovrstnih vplivov so
predlagata tri vrste talnih polj (angl. floor field). Staticˇno polje (SFF) zajema strukturo
scene in pri tem vkljucˇuje najvecˇkrat uporabljeno pot do scenskega izhoda. Dinamicˇno
polje (DFF) zajema gibanje mnozˇice okoli sledenega objekta. Mejno talno polje (BFF)
pa uposˇteva vse fizicˇne in virtualne ovire, ki se v sceni pojavijo.
Zhao et al. [74] sledi mnozˇici v strukturirani sceni z opazovanjem vzorcev gibanja. Te
vzorce odkrijejo z metodo glasovanja N-dimenzionalnih tenzorjev (angl. ND tensor vo-
ting) avtorjev Mordohai in Medioni [41]. Sledi vzorcev gibanja so pridobljene s pomocˇjo
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sledilnika KLT. Vzorci so predstavljeni kot 4-dimenzionalne tocˇke, ki vsebujejo prostorski
polozˇaj in hitrost v dveh dimenzijah. S pomocˇjo vzorcev gibanja se nato oceni verjetno-
stna porazdelitev mozˇnih detekcij, napove pa se tudi smer in hitrost objektov v posebnem
polozˇaju, kjer se sledenje izvaja.
Opazovanje skupine pesˇcev kazˇe na kolektivno strukturo gibanja v prostoru in cˇasu.
Kratz in Nishino [25, 26] se gibanja naucˇita z mnozˇico skritih Markovih modelov (HMM).
Celotna video sekvenca je predstavljena volumetricˇno. Lokalne regije so razdeljene na
cˇasovno-prostorske kocke. Vzorec gibanja v taki kocki je opisan s 3-dimenzionalno nor-
malno porazdelitvijo, ki bazira na 3-dimenzionalnih gradientih vseh vokslov v tej kocki.
Vzorec se spreminja v cˇasu glede na trenutno stanje, kar kazˇe na to, da ima Markovo
lastnost. Gibanje v prihodnosti je zato lahko predvideno glede na prejˇsnja stanja (gi-
balne vzorce). Vzorec, ki je uporabljen za napovedovanje zato lahko generira omejitve, s
katerimi se lahko izboljˇsa proces sledenja.
Predhodno opisani modeli vzorcev predpostavljajo, da se skupine gibljejo koherentno
in v skupni smeri. Predpostavka ne velja v primeru nestrukturiranega gibanja, kjer pri-
haja do razlicˇnih smeri gibanja. Za ucˇenje razlicˇnih gibanj v sceni, Rodriguez et al. [50]
predlaga koreliran tematski model (CTM). Objektom sledita dve utezˇeni komponenti.
Prva je sledilnik, ki grobo oceni odmik vseh gibajocˇih se slikovnih elementov. Druga pa
je sledenje vedenja na viˇsjem nivoju. Poleg uposˇtevanja vizualne informacije se prido-
bijo tudi vzorci gibanja, katere se sistem predhodno naucˇi z nenadzorovanim ucˇenjem
iz velike baze posnetkov. Pri testnem videu se iˇscˇe ujemanje prostorsko-cˇasovnih zaplat
(angl. space-time patches). Tako pridobljena informacija o gibanju kasneje nudi asistenco
sledilniku, ki bazira na Kalmanovem filtru.
4.4 Modeli izkljucˇevanja
Model izkljucˇevanja je vkljucˇen v resˇevanje fizicˇnih trkov med objekti. Pri danih detek-
cijah in hipotezah obstojecˇih trajektorij se navadno uposˇtevata dve omejitvi [36]. Prva je
izkljucˇevanje na nivoju detekcij, kar pomeni, da npr. dve razlicˇni detekciji v eni slicˇici ne
moreta pripadati identicˇni trajektoriji. Druga omejitev je izkljucˇevanje na nivoju trajek-
torij, kar pomeni, da si npr. dve trajektoriji ne moreta prilastiti identicˇne detekcije. V
nadaljevanju je predstavljeno modeliranje obeh omejitev.
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4.4.1 Izkljucˇevanje na nivoju detekcije
Izkljucˇevanje na tem nivoju je modelirano s cenilnim izrazom, ki ga je predlagal Milan
et al. [39]. Izraz kaznuje primere, ko sta dve hkratni detekciji (oti in o
t
j v cˇasu t) pripisani
k identicˇni trajektoriji, cˇeprav sta med seboj dovolj oddaljeni, da te razdalje ni mogocˇe
zanemariti.
Kumar K.C. in De Vleeschouwer [29] v sledenju v ta namen uporabita metodo propa-
giranja label (angl. label propagation). Izkljucˇevanje je modelirano s sestavljanjem grafa
izkljucˇitev, ki je sestavljen iz detekcij. Omenjeni graf vsem detekcijam z enako cˇasovno
znacˇko dodeli razlicˇne oznake oz. labele. Pri tem graf ni nujno popoln. Vsako vozliˇscˇe
(ena detekcija) je povezano le s tistimi vozliˇscˇi, katerih detekcije so se zgodile v istem
cˇasu. Utezˇi povezav so uniformne wij =
1
n , kjer je n sˇtevilo detekcij, ki so se zgodile
ob enakem cˇasu. Ko je graf zgrajen, se iz njega izracˇuna Laplaceova matrika L, napake
oznak v grafu pa so predstavljene z optimizacijskim problemom, ki ga avtorja zapiˇseta
kot argmax
Y ∈S
Tr(Y LY ), kjer je Y vektor dodeljenih oznak za vsa povezana vozliˇscˇa, S je
mnozˇica vrsticˇno stohasticˇnih matrik, Tr pa je sled matrike (angl. trace norm) L.
Tematski model, ki bazira na Dirichletovem modelu mesˇanih procesov (DPMM) je
predstavljen s strani avtorja Luo et al. [37]. Za modeliranje izkljucˇevanja uvede t.i.
nemogocˇe povezave, ki posnemajo dejstvo, da dve prekrivajocˇi se lokalni sledi ne moreta
pripadati identicˇni grucˇi oz. trajektoriji.
4.4.2 Izkljucˇevanje na nivoju trajektorij
V poglavju linearnih modelov gibanja je bil zˇe omenjen izraz za modeliranje dinamike v
obliki cˇlena energijske funkcije, ki ga uvedeta Andriyenko in Schindler [3]. Energijski cˇlen
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j pa sta talni koordinati objektov i in j. V
primeru, da sta si objekta zelo blizu, to pomeni, da bo vrednost cˇlena Cexc zelo visoka,
kar vpliva na vecˇjo ceno energijske funkcije. V svojem drugem delu Andriyenko et al. [2]
izkljucˇevanje trajektorij prav tako resˇuje z uporabo cenilnega izraza. Tukaj je cena kazni
inverzno proporcionalna minimalni razdalji trajektorij, ki se cˇasovno prekrivata. V tem
primeru se ena od trajektorij opusti oz. zavrzˇe, kar preprecˇi kolizijo.
Milan et al. [39] sankcionira dve trajektoriji, ki sta si blizu, vendar imata razlicˇni
labeli. Kazen je (podobno kot prej) tudi tukaj proporcionalna cˇasovno-prostorskemu
prekrivanju med obema trajektorijama (blizˇje sta si, vecˇja je kazen).
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Butt in Colins [10] izkljucˇevanje zajameta kot dodatno omejitev v objektivni funkciji
omrezˇnega pretoka. Iz mnozˇice detekcij v dveh zaporednih slicˇicah se zgradi graf, kjer je
vsako vozliˇscˇe par ujemajocˇih se detekcij, vsaka povezava pa predstavlja del omrezˇnega
pretoka. Povezava se lahko nahaja v dveh stanjih. Cˇe ima njen pretok vrednost 1, to
pomeni, da sta njeni vozliˇscˇi povezljivi. V nasprotnem primeru ima pretok vrednost 0,
kar oznacˇuje, da vozliˇscˇi nista povezljivi. Cˇe uposˇtevamo predpostavko, da ena detekcija
lahko pripada le eni trajektoriji, potem to pomeni, da je omejitev pretoka (in s tem
omejitev izkljucˇevanja) vseh povezav omejena na 1.
4.5 Resˇevanje prekrivanja
Prekrivanje objektov je kriticˇen problem v sledenju. Povzrocˇi lahko zamenjavo identitet
ali fragmentacijo trajektorij. Poznamo vecˇ tipov prekrivanja. V primeru, da sledimo
gibalno dinamicˇen objekt (npr. osebo), lahko ta zaradi svojega gibanja prekrije del sebe.
Pri vecˇih objektih lahko prihaja do medsebojnega prekrivanja, sˇe posebej kadar pride do
njihove interakcije. Prekrivanje pa lahko povzrocˇi tudi scena oz. ozadje, ki lahko delno
ali popolno prekrije objekt, ki mu sledimo. Obstaja vecˇ strategij za odpravljanje teh
tezˇav (kategorizacija iz [36]).
4.5.1 Del proti celoti
Tip prekrivanja “del proti celoti” izkoriˇscˇa predpostavko, da ob delnem prekrivanju del
objekta ostaja viden. Glede na vidni del objekta zatem sklepamo, kje se objekt tocˇno
nahaja. V primeru popolnega prekrivanja sˇe vedno velja, da del objekta vidimo, preden
se popolnoma prekrije – tako lahko vsaj ocenimo smer premikanja in sledilnik usmerimo
proti oceni. Pri tej strategiji se zato uporabljajo sestavljeni vizualni modeli.
Hu et al. [21] predlaga blocˇno razdeljeni model (angl. block-division model), ki poleg
prekrivanja skusˇa resˇevati tudi obnovitev stanja objekta po prekrivanju. Objekt v tem
modelu je razdeljen na vecˇ blokov, ki se med seboj ne prekrivajo. Za vsak blok se na pod-
lagi ucˇenja podprostorov (angl. subspace learning) konstruira vizualni model. Funkcija
podobnosti (angl. likelihood) se dolocˇi glede na velikost napake pri rekonstrukciji objekta
med prekrivanjem v vsakem bloku posebej. Prednost razdeljenega modela je ta, da je
prostorska informacija zajeta v produktu funkcij podobnosti vseh blokov. Poleg tega se
lahko iz napak rekonstrukcije sestavi zemljevid prekrivanja (angl. occlusion map), ki je
lahko v nadaljevanju uporabljen za obrazlozˇitev relacij med vpletenimi objekti. Konkre-
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tno to pomeni, da se lahko blokovne vizualne modele selektivno osvezˇuje, kar izboljˇsa
robustnost postopka.
Yang in Nevatia [67] uporabita vecˇdelni model za razlocˇevanje objektov v ospredju in
v ozadju. Natancˇneje objekt razdelita na 15 delov. Vizualni model se navezuje na lokalno
sled in je sestavljen iz mnozˇice znacˇilk in pripadajocˇih utezˇi. Verjetnost povezljivosti dveh
lokalnih sledi se dolocˇi kot podobnost med zacˇetkom ene in koncem druge sledi. Pomen
razdeljenega modela pri tem je, da v primeru prekrivanja ne uposˇteva znacˇilk pridobljenih
iz prekritih delov objekta. Ucˇenje vizualnega modela poteka preko ojacˇitvenega ucˇenja
(angl. boosting).
Izadinia et al. [23] razdeljeni model uvede pri sledenju vecˇih oseb. Za detektor uporabi
vecˇdelni detektor oseb, ki je delo avtorja Felzenszwalb et al. [15]. Detekcija in sledenje
se izvajata na dveh nivojih – na nivoju celotnega telesa in obenem na nivoju posameznih
okoncˇin. Ocena koncˇne trajektorije je tako pridobljena s skupno asociacijo celega telesa s
posameznimi deli. V primeru prekrivanja zagotovo prihaja do tezˇav z detekcijo na nivoju
celotnega telesa. V tem primeru tezˇave resˇujejo detekcije vidnih okoncˇin, preko katerih
se najprej ocenijo trajektorije na njihovem nivoju, zatem pa se rekonstruira sˇe koncˇna
trajektorija, ki je sestavljena iz obeh nivojev. Podoben model je predlagan tudi s strani
avtorja Shu et al. [54].
V splosˇnem velja, da sledenje na podlagi vizualnih modelov med prekrivanjem lahko
odpove. Podobno kot pri razdeljenih modelih, kjer lahko sˇe vedno opazujemo dolocˇene
vidne dele med prekrivanjem, to velja tudi za metode sledenja z grucˇenjem znacˇilnih
tocˇk (angl. feature point clustering based tracking). Tukaj velja predpostavka, da tocˇke s
skupnimi lastnostmi gibanja pripadajo enakemu objektu. Na ta nacˇin – podobno kot pri
vizualnih razdeljenih modelih – lahko resˇujemo pojav prekrivanja. Dolocˇanje trajektorij
iz tocˇk deluje, dokler obstajajo vidni deli objekta.
4.5.2 Testiranje hipotez
Testiranje hipotez je strategija, ki pri resˇevanju prekrivanja uvaja hipoteze, ki jih testira
na trenutno dostopnih opazovanjih.
Zhang et al. [73] predlaga eksplicitni model prekrivanja (EOM). Model je integriran
v ogrodje za resˇevanje dolgorocˇnih prekrivanj in dolocˇanja korespondence oz. asociacije
podatkov. V tipicˇnem primeru korespondenca podatkov pravi, da sta dve sledi povezljivi
le, cˇe je vrzel med njima dovolj majhna. Ta kriterij sicer lahko pripelje do fragmentacije v
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koncˇni resˇitvi. Cˇe se po drugi strani velikostni prag vrzeli zviˇsa, se s tem nekoliko olajˇsa
povezljivost sledi, vendar se s tem povecˇa verjetnost napacˇnih asociacij. Da bi resˇili
ta problem, avtorji generirajo hipoteze mozˇnih prekrivanj, ki so osnovane na dolocˇenih
omejitvah. Cˇe je npr. razlika v velikosti ali razdalji dveh opazovanj primerno majhna,
potem velja, da sta vpletena objekta mozˇna kandidata za prekrivanje. Hipoteze skupaj z
obstojecˇimi sledmi predstavljajo vhod v ogrodje, kjer se v nadaljevanju s pomocˇjo metod
MAP dolocˇi optimalna resˇitev.
Podoben model, ki prav tako bazira na hipotezah in njihovem testiranju, v svojem
delu vpelje Tang et al. [59]. V nasprotju z ostalimi pristopu, kjer je prekrivanje predsta-
vljeno kot motecˇ dejavnik, se tukaj obravnava kot podpora detektorju, saj opazovanje
prekrivanja odkriva dolocˇene vizualne vzorce. V ta namen se zgradi dvojni detektor oseb,
s katerim se zajamejo razlicˇni nivoji prekrivanja dveh oseb. Detektor se ucˇi iz sinteticˇno
zdruzˇenih parov objektov z razlicˇnimi nivoji prekrivanja, kar pomeni, da vnaprej pozna
faze prekrivanja. Slika 4.4 prikazuje primere sintetiziranih ucˇnih vzorcev, iz katerih se
dvojni detektor ucˇi. V kombinaciji z detektorjem klasicˇnega tipa lahko predstavlja temelj
sledenja vecˇjega sˇtevila prekrivajocˇih se tarcˇ.
Slika 4.4 Primeri sinteticˇno generiranih prekrivanj (delezˇ prekrivanja narasˇcˇa od leve proti desni) [59].
4.5.3 Predpomnjenje in obnovitev
Ta strategija zajema opazovanja, ko pride do prekrivanja in si zapomni stanja objek-
tov preden se prekrijejo. Ko se prekrivanje koncˇa se stanje objektov obnovi glede na
predhodno shranjena stanja pred prekrivanjem.
Mitzel et al. [40] zdruzˇi dva sledilnika, od katerih eden bazira na segmentaciji slike,
drugi pa na visoko nivojski detekciji objektov. Pri tem visoko nivojska detekcija skrbi
za odkrivanje novih trajektorij, sledilnik s segmentacijo pa resˇuje lokalno asociacijo v
zaporednih slicˇicah. Ko pride do prekrivanja, lokalno sledenje s segmentacijo navadno
odpove. Zaradi tega visoko nivojski sledilnik ohranja trajektorijo aktivno sˇe do 15 slicˇic
po dogodku in hkrati razsˇirja (ekstrapolira) pozicijo mirujocˇe trajektorije v tem cˇasovnem
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okviru. V primeru, da se objekt ponovno pojavi, se trajektorija aktivira in identiteta
objekta se ohrani.
Ryoo in Aggarwal [51] predlagata t.i. strategijo “opazuj in razlozˇi” (angl. “observe-
and-explain” strategy) za resˇevanje prekrivanja med objekti ter tudi prekrivanja objektov
s samo sceno. Strategija lahko zmanjˇsa racˇunsko kompleksnost sledenja, ker se nacˇin
opazovanja aktivira le v primeru, ko pride do negotovosti med dogodkom prekrivanja. Ko
se nabere dovolj evidence iz opazovanj, se generirajo resˇitve v obliki t.i. korespondencˇnih
razlag opazovanj.
4.5.4 Ostalo
Predhodno opisane strategije ne pokrivajo celotnega podrocˇja, ki se ukvarja z resˇevanjem
prekrivanja med sledenjem. V praksi obstaja preprostejˇsa metoda, ki prekrivanje obrav-
nava kot presek ocˇrtanih pravokotnikov, vendar ne deluje v vseh primerih [36]. Velikokrat
pa najdemo tudi razlicˇne kombinacije predhodno opisanih strategij.
4.6 Primeri verjetnostnih metod
V nadaljevanju na kratko opiˇsemo znane verjetnostne metode (rekurzivne Bayesove filtre,
filtre z delci, filtre JPDA in metodo MHT). Metode na razlicˇne nacˇine resˇujejo opisano
problematiko, so razlicˇno kompleksne in imajo svoje prednosti in slabosti.
4.6.1 Rekurzivni Bayesovi filtri
Najbolj prepoznavna metoda iz te kategorije je uveljavljeni Kalmanov filter (angl.Kalman
filter) [45]. Metoda je zasnovana kot sistem enacˇb, s katerim lahko predvidimo potek
opazovanega sistema v katerem nastopa dolocˇena negotovost. Beseda filter v imenu
metode se nanasˇa na dejstvo, da se z ocenjevanjem vrednosti opazovanega parametra iz
meritev odstrani tudi prisotna negotovost oz. sˇum.
Osnovna razlicˇica Kalmanovega filtra predpostavlja linearno dinamiko in normalno
porazdeljeno negotovost sistema. V primeru, da ta dva pogoja drzˇita, Kalmanov filter
predstavlja optimalen nacˇin ocenjevanja vrednosti parametrov, ker v osnovi minimizira
srednjo kvadratno napako teh parametrov. V nasprotnem primeru osnovna razlicˇica filtra
ne poda optimalne resˇitve.
Da lahko Kalmanov filter uporabimo tudi v nelinearnih sistemih so potrebne prila-
goditve. Obstaja veliko razsˇiritev in dopolnitev osnovne razlicˇice. Ena izmed izboljˇsav
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je razsˇirjeni Kalmanov filter (EKF) [45], ki deluje povsem enako kot osnovna izvedba
filtra, s to razliko, da se izvede predhodna linearizacija uporabljenega dinamicˇnega mo-
dela. Slabost razsˇiritve EKF je v tem, da se v dolocˇenih primerih kovarianca negotovosti
napacˇno propagira v rekurzivni shemi filtra. Obstaja tudi razlicˇica UKF [45], pri kateri
se dinamicˇni model aproksimira s kontrolnimi tocˇkami in numericˇno integracijo.
Vse tukaj nasˇtete razlicˇice ne resˇujejo problema vecˇih hipotez, zato so bile predla-
gane tudi druge razlicˇice zdruzˇenih Kalmanovih filtrov (angl. multiple Kalman filters) oz.
metode iz podrocˇja mesˇanih Gaussovih porazdelitev (angl. mixture of Gaussians) [45].
4.6.2 Filtri z delci
Filtri z delci (angl. particle filters) so posplosˇitev Kalmanovega filtra [45]. Osnovo pred-
stavlja kondenzacijski algoritem (angl. condensation algorithm), ki je zdruzˇen s principom
Monte Carlo integracije (angl.Monte Carlo integration). Ta princip pravi, da je poljubno
verjetnostno porazdelitev mogocˇe aproksimirati z dovolj velikim sˇtevilom vzorcev, ki jih
izvlecˇemo iz te distribucije. Uporaba teh filtrov je pogosta v primerih, ko obnasˇanja
oz. negotovosti objektov ne moremo opisati z linearnimi modeli in normalno porazdeli-
tvijo. Namesto analiticˇnih modelov se zato z uporabo kondenzacijskega algoritma uvede
faza vzorcˇenja (angl. sampling), s katero se aproksimira problematicˇna multimodalna
porazdeljenost stanja objektov. Primeri uporabe v [7, 21, 27, 65].
4.6.3 Filtri JPDA
Obstaja vecˇ razlicˇic filtrov JPDA. Primer najdemo v [60], kjer je predstavljen t.i. filter
Monte Carlo JPDA, ki je primeren za nelinearne probleme s kompleksnimi verjetnostnimi
modeli. Glavna ideja metode je rekurzivno prilagajanje marginalne distribucije za vsak
sleden objekt. Izracˇun teh distribucij se izvede z uporabo kondenzacijskega algoritma.
Zaradi negotovega izvora tarcˇ, izracˇuna teh distribucij ni mogocˇe opraviti neodvisno, kar
pomeni, da je potreben dodaten postopek za resˇevanje podatkovne asociacije, kar pomeni
prireditev novih polozˇajev obstojecˇim tarcˇam.
4.6.4 Metoda MHT
Metoda sledenja vecˇim hipotezam (MHT) je izjemno zmogljiva, vendar hkrati komple-
ksna metoda za sledenje vecˇih objektov z generiranjem in ohranjanjem majhnega seznama
potencialno ustreznih hipotez. Kljucˇna strategija je v tem, da se asociacijske odlocˇitve
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zakasnijo do te mere, dokler ni mozˇna razresˇitev vseh nejasnosti, ki so s tem povezane.
Metoda sestoji iz konstruiranja in osvezˇevanja dreves s hipotezami, postopka aktivacije
(angl. gating), ocenjevanja trajektorij, formiranja globalnih hipotez in rezanja odvecˇnih
hipotez iz predhodno omenjenih dreves (angl. prunning). Posamezno drevo je na zacˇetku
zgrajeno iz vseh mozˇnih hipotez, ki izvirajo iz enega opazovanja. Predhodno obstojecˇa
drevesa so prav tako posodobljena s hipotezami iz trenutnih opazovanj. Vsaka hipoteza
v drevesu je razsˇirjena z opazovanji, ki se nahajajo v aktivacijskem obmocˇju te hipoteze.
Aktivacijsko obmocˇje je dolocˇeno glede na oceno gibanja in oznacˇuje pricˇakovano obmocˇje
opazovanj v prihodnosti. Kandidati trajektorij zatem dobijo svojo oceno (angl. score),
ki je sestavljena kot utezˇna vsota ocene gibanja in vizualne ocene. Globalne trajektorije
se zatem dolocˇijo z uporabo metode MWIS (ki je opisana v nadaljevanju). Zaradi ek-
sponentnega narasˇcˇanja sˇtevila novih hipotez pa se opravi sˇe rezanje dreves, ki odstrani
neveljavne hipoteze in prazna drevesa. Podrobnejˇsi opis metode je na voljo v [24].
4.7 Primeri deterministicˇnih optimizacij
Tukaj navajamo sˇe nekaj deterministicˇnih metod, ki se v literaturi pogosto pojavljajo
(ujemanje dvodelnih grafov, dinamicˇno programiranje, maksimalno pretocˇno omrezˇje z
minimalno ceno, metoda CRF ter metoda MWIS).
4.7.1 Ujemanje dvodelnih grafov
Dve disjunktni mnozˇici vozliˇscˇ v grafu lahko predstavljata obstojecˇe trajektorije in nove
detekcije (v zaporednem oz. koracˇnem sledenju) ali pa dve mnozˇici lokalnih sledi (v
primeru blocˇnega sledenja). Utezˇi med vozliˇscˇi so modelirane kot podobnosti (afinitete)
med trajektorijami in detekcijami. Zatem se za dolocˇitev ujemanja vozliˇscˇ iz obeh mnozˇic
uporabi pozˇresˇna metoda dodelitve (angl. greedy bipartite assignment algorithm) ali pa
metoda iskanja globalnih sosedov. Pristop najdemo v [7, 48, 54, 65].
4.7.2 Dinamicˇno programiranje
Dinamicˇno programiranje je sistematicˇen pristop, ki preveri vse mozˇne poti pri resˇevanju
dolocˇenega problema. Ideja resˇevanja temelji na optimalni podstrukturi problemov, kar
pomeni, da je vsak del optimalne resˇitve prav tako optimalen. Na podrocˇju sledenja
se uporablja predvsem za resˇevanje problema asociativnosti. V literaturi zasledimo vecˇ
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razlicˇic realizacije, npr. linearno programiranje (angl. linear programming), logicˇno kva-
draticˇno programiranje (angl. boolean quadratic programming), iskanje K-najkrajˇsih poti
(angl. K-shortest path routing). Primer pristopa v obliki iskanja najkrajˇsih poti najdemo
v [4].
4.7.3 Maksimalno pretocˇno omrezˇje z minimalno ceno
Metoda se imenuje tudi transportno omrezˇje (angl. Min-cost max-flow network flow).
Osnovna ideja je usmerjen graf, kjer ima vsaka povezava dolocˇeno kapaciteto. Na po-
drocˇju sledenja objektov, so obicˇajno meritve (osnovne detekcije ali delne sledi) predsta-
vljene z vozliˇscˇi, pretok (povezave med vozliˇscˇi) pa je modeliran kot indikator, ki pove, ali
dve vozliˇscˇi spadata skupaj (vrednost indikatorja postane 1) ali ne (vrednost indikatorja
postane 0). Da se zadosti zahtevi po uravnotezˇenosti pretoka se v graf doda tudi izvorno
(zacˇetek trajektorije) in zakljucˇno vozliˇscˇe (konec trajektorije). Ena pretocˇna pot v grafu
tako predstavlja eno trajektorijo. Sˇtevilo pretocˇnih poti iz izvornega vozliˇscˇa v zakljucˇno
vozliˇscˇe je enako sˇtevilu objektov, ki jim sledimo (sˇtevilo trajektorij). Cena celotnih
pretocˇnih tranzicij pa je predstavljena kot verjetnostna porazdelitev vseh asociacijskih
hipotez. Razlicˇice pristopa med drugim najdemo v [10, 63, 73].
4.7.4 Pogojno nakljucˇna polja
Tudi metoda pogojno nakljucˇnih polj (CRF) definira graf, kjer pa meritve predstavljajo
vhodne podatke. Vsako vozliˇscˇe v grafu predstavlja par delnih sledi. Vozliˇscˇu pripada
oznaka (labela), ki pove, ali je par v vozliˇscˇu mozˇno zdruzˇiti (vrednost labele postane 1)
ali ne (vrednost labele postane 0). Z mnozˇico label se zatem sestavi zemljevid korespon-
dencˇnih sledi, iz katerega se dolocˇi optimalna resˇitev. Opazimo lahko podobnost ideje v
primerjavi s predhodno omenjenim pristopom pretocˇnega omrezˇja. Uporabo najdemo v
[39, 68].
4.7.5 Neodvisna mnozˇica z maksimalno tezˇo
Metoda MWIS je sˇe ena metoda, ki v osnovi uporablja ogrodje v obliki grafa. Vozliˇscˇe
tudi tukaj predstavlja par sledi v zaporednih slicˇicah, poleg tega pa pripadajocˇe utezˇi
vozliˇscˇ definirajo podobnost omenjenih sledi. Povezava dveh vozliˇscˇ je omogocˇena v
primeru, da imajo vpletene sledi skupne detekcije. Z uporabo tovrstnega sestavljenega
grafa se ponavadi resˇuje problem podatkovne asociacije (primer najdemo v [8, 24]).

5 Prakticˇni del
Prakticˇni del zacˇenjamo s sˇtudijo primerov uporabe, ki zajema uporabo svetlobnih oznak
in kamer ter stanje okolja, v katerem naj bi sistem deloval. Zatem sledi opis uporabljene
strojne opreme, nazadnje pa so v programskem delu opisane tudi podrobnosti o imple-
mentaciji sistema.
5.1 Sˇtudija primerov uporabe
V tem delu naloge predstavimo zahteve in razmere okolja, v katerem naj bi sistem deloval.
Opiˇsemo vlogo svetlobnih oznak, nasˇtejemo mozˇne osvetlitve prizoriˇscˇa ter omenimo
mozˇne postavitve kamer.
5.1.1 Primeri uporabe svetlobnih oznak
Predvideli smo dve mozˇni uporabi svetlobnih oznak. Prva je uporaba ene same oznake, ki
jo oseba pritrdi na sredino prsnega kosˇa (slika 5.1). Druga pa je uporaba vecˇjega sˇtevila
oznak, ki so razporejene po kompletu naglavnega mikrofona (slika 5.2). Kot bomo videli
v nadaljevanju je uporaba prve mozˇnosti bolj smiselna, saj tako lazˇje modeliramo objekte
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v sledilniku spektra IR.
Slika 5.1 Prva improvizirana razlicˇica oznak IR, ki je pritrjena na prsnem kosˇu (levo pogled v vidnem spektru, desno pogled
v spektru IR).
Slika 5.2 Druga razlicˇica zdruzˇenih oznak IR (levo pogled v vidnem spektru in desno pogled v spektru IR).
5.1.2 Primeri mozˇne osvetlitve prizoriˇscˇa
Sledilni sistem naj bi bil uporabljen v dvoranskih prostorih, kjer bi deloval kot podpora
za lokalizacijo oseb. Pri tem smo predpostavili sˇtiri kategorije osvetljenosti prizoriˇscˇa:
osvetljen oder, zatemnjena sediˇscˇa (predstava, prireditev),
zatemnjen oder, osvetljena sediˇscˇa (predavanje, projekcija),
zatemnjena dvorana (samo projekcija) in
osvetljena dvorana (drugi dogodki, brez uporabe osvetlitve oz. zatemnjenosti).
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5.1.3 Primeri mozˇne postavitve kamer
Predvidoma sta mozˇni dve postavitvi kamer. Postavitev nad prizoriˇscˇem je po nasˇem
mnenju slabsˇa izbira, saj je postavitev zahtevnejˇsa, mozˇnosti naknadnih popravkov ka-
libracije kamer so omejene, poleg tega pa bi za to postavitev potrebovali nadgradnjo
detektorja oseb v vidnem spektru. Zaradi nasˇtetih tezˇav smo se odlocˇili za lazˇjo mozˇnost
– to je postavitev kamer pred prizoriˇscˇem oz. med sediˇscˇi. V tem primeru omenjeni
detektor deluje brez tezˇav, hkrati pa so kamere na dosegu roke, zaradi cˇesar je olajˇsano
kalibriranje. Mozˇnost postavitve kamer nad prizoriˇscˇem vseeno pusˇcˇamo odprto, saj bi
na ta nacˇin lahko bolje resˇevali interakcijo in trke med objekti.
5.2 Strojna oprema
V nadaljevanju opiˇsemo katera dodatna strojna oprema je bila uporabljena pri realizaciji
sledilnega sistema. Predstavljeni so modeli kamer, ki so bili uporabljeni tekom razvoja
in testiranja. Opiˇsemo tudi svetlobne oznake, ki so uporabljene v navezi s sledilnikom
spektra IR.
5.2.1 Kamere
Podatke smo zaradi implementacijskih razlogov (hitrosti) ter zmogljivosti kamer zajemali
pri manjˇsih locˇljivostih (320×240). Ker sledilnika delujeta locˇeno, vsak zajema video tok
iz svoje kamere. To pomeni, da imamo 2 kameri, ki sta trenutno rocˇno kalibrirani. Pri
tem ima ena kamera namesto filtra, ki blokira infrardecˇo svetlobo, namensko plast za
blokiranje vidne svetlobe. V nadaljevanju opisujemo dva modela kamer (slika 5.3), ki
smo jih preizkusili v ta namen.
Logitech QuickCam 4000 spletna kamera je starejˇsa spletna kamera z najvecˇjo mozˇno
locˇljivostjo 320×240 ter vmesnikom USB. Osvezˇevanje znasˇa od 5 do 25 slicˇic/s, kar
predstavlja tezˇave, zlasti pri dinamicˇnih svetlobnih pogojih, saj se senzitivnost senzorja
prilagaja trenutni osvetlitvi. Posledica tega je variabilno sˇtevilo slicˇic na sekundo, cˇesar
pa si pri sledenju tarcˇ ne zˇelimo. Kljub slabostim je prednost kamere izredno dobra sen-
zitivnost, saj smo svetlobne oznake lahko sledili tudi na vecˇjih razdaljah (+25m). Zaradi
te prednosti smo sledenje v veliki vecˇini primerov izvajali s kamerama tega tipa.
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Sony PS3 Eye kamera je nizkocenovna USB kamera, primarno namenjena za upo-
rabo skupaj z igralno konzolo Sony PS3. Kamera je sicer namensko izdelana za delovanje
v pogojih z nizko ambientalno svetlobo, kar je eden izmed glavnih razlogov za uporabo te
kamere v nasˇem primeru. Hkrati ponuja zajemanje posnetkov s hitrostjo do 120 slicˇic/s
pri locˇljivosti 320×240 (oz. 60 slicˇic/s pri locˇljivosti 640×480). Glede na to, da je v
nasˇem primeru odzivnost osvezˇevanja pomembnejˇsa od viˇsje locˇljivosti, ter da kamera
izredno dobro deluje tudi v dinamicˇnih svetlobnih pogojih, se je izkazala za boljˇso al-
ternativo predhodno opisani Logitechovi spletni kameri. Edini problem (ki se je pokazal
sˇele med testiranjem) je ta, da kamera pri zajemanju posnetkov na vecˇjih razdaljah (+10
m) izgublja senzitivnost, kar posledicˇno pomeni, da se zaradi tega zacˇnejo izgubljati tudi
svetlobne oznake, ki jih uporabljamo med sledenjem. Zaradi te glavne pomanjkljivosti
kameri tega tipa nista bili velikokrat uporabljeni. V morebitni produkcijski fazi bo torej
potrebno poiskati kamere z nekoliko primernejˇsimi specifikacijami.
Slika 5.3 Preizkusna modela kamer v fazi testiranja: Sony PS3 Eye (levo) in QuickCam 4000 (desno).
5.2.2 Oznake IR
Pri oznakah je bil pomemben predvsem vidik cˇim manj invazivnega pritrjevanja in
nosˇenja ter omejitev velikosti. Za infrardecˇe svetlobne oznake smo v nasˇem primeru
uporabili genericˇne infrardecˇe led diode z valovno dolzˇino med 940 nm in 950 nm. Ker
so diode relativno majhen porabnik, so bili za napajanje uporabljeni baterijski vlozˇki z
oznako CR2032.
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Uporabljene genericˇne diode ustvarjajo usmerjen (reflektorski) zˇarek svetlobe, kar
pomeni, da se snop svetlobe fokusira v obmocˇju, ki zajema od 0◦ do pribl. 15◦ kota,
ki je merjen frontalno od vrha diode. To v praksi pomeni, da diode niso enako vidne v
razlicˇnih orientacijah oz. polozˇajih. Med sledenjem lahko usmerjenost zˇarka oz. njegova
odsotnost predstavlja tezˇavo, saj ga kamera lahko ne vidi ali pa premocˇan zˇarek kamero
zaslepi. Da bi izboljˇsali difuzne karakteristike diod, smo diode predhodno obdelali z
brusnim papirjem tipa P60. Difuznost smo sˇe dodatno izboljˇsali z dodajanjem ovoja iz
vrocˇega lepila neposredno na svetilno povrsˇino vsake diode.
5.3 Programski del
Sistem je realiziran v ogrodju OpenFrameworks, ki zdruzˇuje vecˇ pogosto uporabljenih
knjizˇnic, zaradi cˇesar se razvijalcu poenostavi proces integracije razlicˇnih programskih
tehnologij. Poleg tega ogrodja je bila uporabljena tudi knjizˇnica dlib, ki nudi pod-
poro matricˇnim operacijam ter paralelna implementacija gradientnega detektorja oseb
fastHOG, ki je bila uporabljena v sledilniku vidnega spektra.
Diagram celotnega sistema najdemo na sliki 5.4, kjer vidimo, da sistem sestavljajo
tri glavne komponente: primarni sledilnik (v spektru IR), sekundarni sledilnik (v vidnem
spektru) in uporabniˇski vmesnik. Shema delovanja obeh sledilnikov je v osnovi podobna.
Na nivoju sledenja oba obravnavata objekte individualno (vsakega posebej), kar vkljucˇuje
model opazovanja in dinamicˇni model. Na nivoju ohranjanja identitet, interakcije in aso-
ciacije pa primarni sledilnik uporablja Madzˇarsko metodo [28] (implementacija metode
je iz knjizˇnice dlib). Sekundarni sledilnik pa za resˇevanje problema identifikacije upo-
rabi barvno informacijo v obliki histogramov. Oba sledilnika sicer vsebujeta sˇe nekatere
specificˇne dodatne predpostavke, ki so bile zastavljene med nacˇrtovanjem sistema. V na-
daljevanju opisujemo podrobnosti obeh sledilnikov, njuno delovanje in uporabljene pred-
postavke ter tudi morebitne razlike. Opiˇsemo pa tudi vecˇnitnost sistema, medsebojno
sodelovanje obeh sledilnikov in tretjo komponento sistema – uporabniˇski vmesnik.
5.3.1 Sledilnik v spektru IR
Detekcija objektov v primarnem sledilniku je zaradi uvedbe svetlobnih oznak relativno
preprosta in se izvaja zelo hitro. Sledenje je realizirano s Kalmanovim filtrom, za ohranja-
nje identifikacije pa (podobno kot v [49]) skrbi Madzˇarska metoda. Poleg tega sledilnik
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Slika 5.4 Shematski diagram komponent, ki so vkljucˇene v sledilni sistem z osnovno zanko procesiranja.
vsebuje sinhronizacijsko logiko za sodelovanje s sekundarnim sledilnikom in zacˇasni po-
mnilnik, v katerem se hrani nedavna zgodovina trajektorij.
Detektor
Detektor primarnega sledilnika je zaradi strojne modifikacije kamere zelo enostaven. Re-
zultat opravljene modifikacije je ta, da senzor v kameri v idealnih razmerah zajame le
infrardecˇo svetlobo, ki prihaja iz oznak IR. Idealne razmere v nasˇem scenariju so po-
polna odsotnost drugih infrardecˇih svetlobnih virov ter primerna oddaljenost objektov
od kamere. Prvi pogoj olajˇsa programski del implementacije, saj se odstrani zahtevo
po filtriranju detekcij, ki ne predstavljajo oznak (angl. false detections). Drugi pogoj
obstaja le zaradi strojnih omejitev kamer, ki so bile uporabljene v razvoju. Pri vecˇini
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nizkocenovnih kamer (predvsem pri senzorjih tipa CMOS) se namrecˇ izkazˇe, da je senzor
pri nizki globalni osvetljenosti premalo obcˇutljiv na zelo oddaljene infrardecˇe svetlobne
vire, kar pomeni, da jih od dolocˇene razdalje naprej ne zazna vecˇ.
V programskem delu detektorja se nato opravi le sˇe navadno (enakomerno) uprago-
vanje in iskanje regij. Obe opravili se opravita s standardnimi metodami iz knjizˇnice
OpenCV. Najdene regije (angl. blobs) zatem omejimo glede na velikost in podolgovatost.
Centralni momenti regij, ki ustrezajo vsem kriterijem zatem predstavljajo detekcije, ki
jih na vhod sprejme sledilnik.
Trenutno ena detekcija ustreza enemu objektu (primer na sliki 5.5). V kolikor bi zˇeleli
uporabiti drugi tip oznak IR - torej na enem objektu uporabiti vecˇ tovrstnih oznak, bi
potrebovali dodatno logiko, ki bi bila sposobna rekonstruirati prostorski polozˇaj trenutno
vidnih oznak in jih hkrati dodeliti pravemu objektu, sˇe posebej v primeru prekrivanja
ali neposredne blizˇine dveh objektov. Resˇevanje tega problema je zahtevno in obsezˇno,
zato ga bomo v nasˇi nalogi izpustili – lahko pa predstavlja dobro osnovo za izboljˇsave in
nadaljnje delo.
Slika 5.5 Primeri vhodne slike v detektor (levo) in rezultat detektorja po upragovanju – s pripadajocˇo aktivacijo trajektorij
T0 in T1 (desno).
Sledilnik
Sledilnik resˇuje nekoliko vecˇ problemov kot detektor. Poleg dolocˇanja korespondence med
novimi detekcijami in obstojecˇimi trajektorijami, se soocˇa tudi s procesom pojavljanja
detekcij, ki tvorijo nove trajektorije ter s problemom odstranjevanja zastarelih trajektorij.
Pri vsem tem je najbolj pomembno ohranjanje konsistentnosti identitet, ki so dodeljene
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trajektorijam.
Nove lokacije aktivnih trajektorij ocenimo z uporabo Kalmanovega filtra [45]. Za
dinamicˇni model uporabimo model skoraj konstantne hitrosti (NCV) [7]. Filter v vsakem
koraku sledenja napove nove pozicije oznak, posodobi negotovosti svojih napovedi in
v bazo predikcij vkljucˇi pozicije novih detekcij. Detekcije zatem priredimo aktivnim
trajektorijam z Madzˇarsko metodo [28]. Detekcije z manjkajocˇo prireditvijo aktivirajo
nove trajektorije.
Dolocˇanje korespondence trajektorij in detekcij: Ohranjanje identitet se izvede z
Madzˇarsko metodo. Metoda je namenjena resˇevanju linearnega problema dodeljevanja
(angl. linear assignment problem). Vhod v metodo je cenilna matrika (angl. cost ma-
trix ) C, ki jo sestavimo z uposˇtevanjem polozˇaja novih detekcij in obstojecˇih (aktivnih)
trajektorij v vsakem koraku sledenja. Sˇtevilo vrstic matrike C je enako sˇtevilu aktiv-
nih trajektorij (m), sˇtevilo stolpcev matrike C pa je enako sˇtevilu novih detekcij (n).
Vsaka celica matrike (ci,j) predstavlja ceno med i-to trajektorijo in j-to detekcijo in je
definirana kot evklidska razdalja oz. geometricˇna razdalja med polozˇajem detekcije j in
zadnjim veljavnim polozˇajem trajektorije i:
Cm,n =
⎡⎢⎢⎢⎢⎢⎢⎣
c1,1 c1,2 · · · c1,n





cm,1 cm,2 · · · cm,n
⎤⎥⎥⎥⎥⎥⎥⎦ , ci,j = d(ti, dj) =
√
(xti − xdj )2 · (yti − ydj )2
Rezultat Madzˇarske metode je permutiran vektor indeksov, ki predstavlja medsebojno
prireditev oz. povezavo detekcij in aktualnih trajektorij. Zatem je potrebno preveriti, cˇe
drzˇi omejitev lokalnosti med polozˇajem dodeljene detekcije in polozˇajem izbrane trajek-
torije (parameter cost limit v tabeli 6.1). Ta omejitev je preprosto pogoj, ki preveri,
cˇe se dodeljena detekcija nahaja dovolj blizu – v lokalni okolici – trajektorije. Madzˇarska
metoda namrecˇ poiˇscˇe optimalno prirejanje glede na vrednosti v cenilni matriki, pri tem
pa ne uposˇteva pogoja neposredne blizˇine. Prag omejitve dolocˇimo sorazmerno glede na
predvideno hitrost tarcˇ oz. pricˇakovano spremembo njihove pozicije (parameter px ch v
tabeli 6.1). V kolikor par detekcija-trajektorija ne ustreza omejitvi, se razveljavi indeks v
prireditvenem vektorju, ki povezuje ta par. S tem povzrocˇimo novo problematiko, saj ob
razveljavitvi para dolocˇena trajektorija ostane brez detekcije, detekcija pa lahko pripada
5.3 Programski del 45
novi trajektoriji. V nadaljevanju se zato dotaknemo tudi problema zastarelih in novih
trajektorij.
Dodajanje novih trajektorij: Dodajanje poteka tako, da se najprej preveri, ali ob-
stajajo detekcije, ki niso bile dodeljene obstojecˇim trajektorijam (zaradi omenjene raz-
veljavitve ob neuposˇtevanem pogoju lokalnosti). V primeru, da take detekcije obstajajo,
se jih dodeli povsem novim trajektorijam – pri tem velja, da postane trajektorija aktivna
takrat, ko vsebuje vsaj eno detekcijo in ostaja aktivna vse dokler med detekcijami ne
prihaja do vecˇjih vrzeli. Pomen omejitve vecˇjih vrzeli razlozˇimo pri opisu brisanja zasta-
relih trajektorij. Tukaj lahko omenimo sˇe, da lahko prihaja do tezˇav v primeru lazˇnih
detekcij, ker se s tem ustvarjajo tudi lazˇne trajektorije. Te so praviloma zelo kratke in
jih je z dodatnimi omejitvami mogocˇe ucˇinkovito odpravljati. Tezˇave lahko predstavljajo
tudi morebitni odboji oznak IR (v stiku z odbojnimi povrsˇinami scene), kar lahko povecˇa
negotovost trajektorije, kateri pripada doticˇna detekcija.
Brisanje zastarelih trajektorij: Brisanje je osnovano na intuitivni ideji sˇtetja manj-
kajocˇih detekcij. Za vsako trajektorijo tako implementiramo belezˇenje oz. evidenco
aktivnosti. Ideja te evidence je dokaj enostavna. Predpostavimo namrecˇ, da za trajek-
torije, ki obstajajo dlje cˇasa, obstaja velika verjetnost, da bodo ostale aktivne dolgo cˇasa
tudi v prihodnosti. Velja tudi obratno. Torej za trajektorije, ki sˇe ne obstajajo dolgo,
obstaja dolocˇena verjetnost, da gre le za napacˇno asociacijo detekcij, zato omejimo njihov
zˇivljenjski cˇas. Trenutna klasifikacija za trajektorijo T sˇteje manjkajocˇe detekcije Tmiss
ter njen zˇivljenjski cˇas TTTL in ob izpolnitvi pogoja TTTL < Tmiss, se obravnavana traj-
ektorija izbriˇse in ponastavi ter se postavi v vrsto, kjer je na voljo za oznake IR, ki se
na novo pojavijo v sceni. Pogoj za izbris trajektorije je torej izpolnjen, cˇe sˇtevec manj-
kajocˇih detekcij prekoracˇi zˇivljenjsko dobo trajektorije (ki se povecˇa pri vsaki uspesˇno
pridobljeni detekciji).
Ostale tezˇave (lepljenje, prekrivanje, napake asociacije): Zaradi naivne logike bri-
sanja trajektorij lahko pride do njihove fragmentacije. Ta pojav povzrocˇi, da se zaradi
negotovosti in manjkajocˇih detekcij vecˇ sledi ne zdruzˇi v koncˇno trajektorijo, cˇeprav ji
te zagotovo pripadajo. Tukaj bi potrebovali izboljˇsavo metode brisanja ali pa dodaten
mehanizem za lepljenje sledi, ki se niso uspele prikljucˇiti izbrani trajektoriji (kar pomeni
izenacˇitev identitet obeh poti). Podobno se lahko pojavljajo tezˇave ob prekrivanju ali
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krizˇanju trajektorij, kjer lahko prihaja do zamenjave identitet vpletenih objektov. Nasˇa
resˇitev je uporaba sekundarnega sledilnika, ki preverja, ali je priˇslo do nastanka fragmen-
tacije. Cˇe je fragmentacija prisotna se aktivira iskanje objekta na podlagi zadnje znane
barvne informacije (ki je bila zajeta na koncu zakljucˇene fragmentirane trajektorije). V
kolikor sledenje v vidnem spektru pripelje do zacˇetka druge fragmentirane trajektorije se
trajektoriji zdruzˇita in uskladita identiteto.
5.3.2 Sledilnik v vidnem spektru
Sledilnik v vidnem spektru preko sinhronizacije prejme delne rezultate iz primarnega
sledilnika. Ker je njegova naloga povezovanje rezultatov iz spektra IR in preverjanje pra-
vilnosti identitet, tukaj prakticˇno ni potrebe po implementaciji avtonomnega detektorja.
Kljub temu za zagotavljanje vecˇje zmogljivosti sledilnika uporabimo zahtevnejˇsi detek-
tor na podlagi gradientnih znacˇilnic, ki pa je na voljo opcijsko (v primeru, da imamo
prosto graficˇno enoto). Velja poudariti, da se tukajˇsnje detekcije (v primerjavi z drugim
sledilnikom) pojavljajo redkeje oz. so cˇasovno zelo negotove (odvisno od zmogljivosti
uporabljenega klasifikatorja). Namesto Kalmanovega filtra pri sledenju implementiramo
metodo filtriranja z delci [45]. Zahtevnejˇsa je tudi implementacija vizualnega modela, saj
tukaj uporabimo utezˇene barvne histograme. Zaradi teh kljucˇnih sprememb je sledilnik
v vidnem spektru racˇunsko in implementacijsko zahtevnejˇsi. Ohranjanje identitet pa se
tukaj nanasˇa na uporabo histogramov.
Detektor
Detektor sekundarnega sledilnika deluje na osnovi zˇe omenjenih gradientnih deskriptorjev
oz. znacˇilnic HOG. Osnovna ideja teh deskriptorjev je ta, da izgled in obliko slikovne pre-
dloge opiˇsejo z uporabo porazdeljenih lokalnih gradientov oz. robov. V praksi to pomeni,
da se analizirana slika razdeli na majhne prostorske regije (celice). Zatem se za vsako
izmed regij akumulira lokalni enodimenzionalni histogram, katerega stolpci (kategorije)
predstavljajo razlicˇne smeri gradientov oz. robov. Cˇe zdruzˇimo histograme iz vseh celic,
dobimo statisticˇni opis gradientov celotne slike. Za vecˇjo robustnost oz. invarianco osve-
tlitve (sencˇenje, lokalno razlicˇna osvetljenost) je priporocˇljiva predhodna normalizacija
kontrasta v omenjenih regijah. Normalizacija vsake celice je zaradi uposˇtevanja vecˇje
okolice opravljena na vecˇjih regijah oz. blokih (angl. blocks) [12].
V detekcijskem oknu algoritma se nato vzpostavi gosta mrezˇa deskriptorjev HOG,
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ki se med seboj prekrivajo. Na podlagi zajetih deskriptorjev se uporabi vnaprej naucˇen
klasifikator SVM, ki presodi, ali mnozˇica slikovnih elementov v trenutnem detekcijskem
oknu predstavlja osebo ali ne.
Glede na to, da je izvirni postopek za detekcijo t.i. metoda drsecˇega okna (angl. sliding
window), hkrati pa izracˇun deskriptorjev ni trivialen, kmalu postane jasno, da izvorna
sekvencˇna implementacija tega algoritma ne deluje v realnem cˇasu. V nasˇi nalogi smo
zaradi realnocˇasovnih zahtev sistema uporabili obstojecˇo paralelno implementacijo1 tega
detektorja, imenovano fastHOG [46], ki najbolj zahtevno racˇunsko delo detektorja preda
graficˇni procesni enoti s pomocˇjo ogrodja Nvidia CUDA. Nekaj primerov detektiranih
oseb je zbranih na sliki 5.6.
Slika 5.6 Primeri detektiranih oseb s fastHOG detektorjem (ena detekcija, lazˇne detekcije in vecˇ detekcij).
1https://github.com/ashwin/fasthog
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Sledilnik
Sledilnik sestavlja metoda filtriranja z delci [45], s katero se izvaja stohasticˇno preisko-
vanje okolice v povezavi z vizualnim modelom v obliki barvnih histogramov. Poleg tega
sledilnik vsebuje logiko za analizo in popravljanje rezultatov iz spektra IR in preverjanje
identitet ter sinhronizacijo rezultatov s primarnim sledilnikom. Popravljeni rezultati pa
predstavljajo tudi izhodne rezultate sistema.
Filter z delci: Za lokalno preiskovanje okolice trajektorij uporabimo verjetnostno
metodo filtriranja z delci. Delec pi = {xi, yi, vxi , vyi} je entiteta, ki vsebuje informacijo
o poziciji in hitrosti, poleg tega pa mu pripada tudi utezˇ wi, ki predstavlja njegovo po-
membnost. Vecˇja kot je utezˇ delca, pomembnejˇsi je delec, saj se nahaja blizˇje optimalni
resˇitvi. Nasˇa implementacija uporablja konstantno sˇtevilo delcev (v nadaljevanju oznaka
N , ki se nanasˇa na parameter part size v tabeli 6.1), utezˇi pa so ob inicializaciji ena-
komerno utezˇene kot wi =
1
N . Proces filtriranja se izvede v 4 korakih: vzorcˇenje delcev,
simulacija dinamicˇnega modela, izracˇun novih utezˇi ter izracˇun novega polozˇaja tarcˇe.
V prvem koraku delce prevzorcˇimo tako, da izvedemo izlocˇanje glede na trenutne
vrednosti njihovih utezˇi – pri tem se ohranijo delci z najboljˇsimi utezˇmi (elitizem).
Utezˇi predhodno normaliziramo in sestavimo njihovo kumulativno distribucijo. Zatem z
vzorcˇenjem iz enakomerne porazdelitve nakljucˇno izberemo N sˇtevil na intervalu [0, 1].
Za vsako nakljucˇno sˇtevilo zatem postavimo v kumulativno distribucijo ter si zapomnimo
njegov indeks v tej distribuciji. Pridobljen seznam indeksov predstavlja izbiro elitnih del-
cev, ki prezˇivijo fazo vzorcˇenja.
Korak simuliranja dinamicˇnega modela je dokaj preprost. Delce spustimo cˇez di-
namicˇni model, pri tem pa simulaciji dodamo (priˇstejemo) sˇe negotovost, ki delce po-




1 0 dt 0
0 1 0 dt
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
Celotni model simuliranja lahko zapiˇsemo kot
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pi,t = ANCV · pi,t−1 + nt; nt ∼ N (0, Q),
kjer je pi,t delec z indeksom i v cˇasu t, ANCV je matrika dinamicˇnega modela, nt pa je
vektor z dodano negotovostjo, ki je definirana s kovariancˇno matriko Q.
Po simulaciji delcev je potrebno za vse delce pi osvezˇiti vrednosti pripadajocˇih utezˇi
wi. Za vsak delec iz slike izrezˇemo slikovno predlogo, iz nje sestavimo barvni histogram
P in ga primerjamo z obstojecˇim histogramom Q, ki pripada trajektoriji T . Primerjavo
histogramov izvedemo z uporabo Hellingerjeve razdalje, ki je za dve diskretni distribuciji









kjer sta pi in qi vrednosti histogramov P in Q v stolpcu z indeksom i. Zaradi relacije z








Vrednost Hellingerjeve razdalje predstavlja novo vrednost utezˇi wi = H(P,Q) za
izbrani delec pi. V zadnji fazi izracˇunamo utezˇeno povprecˇje delcev oz. nov polozˇaj
objekta na trajektoriji T z izrazom
tj =
∑N
i=0 pi · wi∑N
i=0 wi
,
kjer je tj nova pozicija trajektorije T , na katero se nanasˇajo delci pi in utezˇi wi. Celoten
algoritem se izvaja za vse aktualne oz. aktivne trajektorije, ki so fragmentirane in kot
recˇeno obravnava vsako trajektorijo posebej.
Vizualni model: Za vizualni model v vidnem delu uporabimo utezˇene barvne hi-
stograme. Utezˇitev je potrebna zaradi zˇe znane predpostavke (iz [27]), da se detektiran
objekt obicˇajno nahaja v sredini izrezane slikovne predloge. To prakticˇno pomeni, da mo-
ramo slikovnim elementom v sredini dodeliti vecˇjo pomembnost, kot tistim elementom,
ki se nahajajo na obrobju predloge. Na ta nacˇin ohranimo barvno informacijo objekta
in nekoliko zatremo barvno informacijo iz ozadja. V nasprotju s pogosto uporabljenim
Epanecˇnikovim jedrom (angl. Epanechnikov kernel), smo se zaradi hitrosti izracˇuna raje
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odlocˇili za uporabo trikotnega jedra (angl. triangular kernel). Vizualizacija dveh slikov-
nih predlog in pripadajocˇih histogramov je na sliki 5.7.
Poleg utezˇevanja uvedemo dodaten kriterij izlocˇanja barv, za katere predvidevamo,
da niso dovolj informativne za prepoznavanje oz. sledenje tarcˇ. Pri tem predpostavimo,
da je sˇirina ocˇrtanega pravokotnika tarcˇe wbb (parameter w bb v tabeli 6.1) sˇirsˇa kot
vitalni del same tarcˇe wt – ta pogoj lahko zapiˇsemo kot wbb > wt. Cˇe ta predpostavka
velja, potem se neinformativne barve nahajajo tik ob levem in desnem robu slikovne
zaplate, ki predstavlja osebo. Ob zunanjih vertikalnih robovih zaplate se zatem opravi
predhodno vzorcˇenje barvnih odtenkov, ki se izvede pred vzorcˇenjem same zaplate. Polja
v histogramu kamor spadajo predhodno vzorcˇeni odtenki postavimo na cˇrno listo in jih
v fazi vzorcˇenja celotne zaplate ne osvezˇujemo.
Slika 5.7 Primer vizualizacije dveh histogramov, generiranih na izrezanih predlogah.
Hkrati uvedemo sˇe t.i. globalni histogram, ki nakljucˇno vzorcˇi celotno sliko. Iz
tega histograma lahko razberemo, katere barve se najvecˇkrat pojavijo. Barve, ki se
pojavljajo velikokrat, obicˇajno predstavljajo ozadje. Tudi v primeru, da predstavljajo
del objektov, zaradi svojih sˇtevilcˇnih pojavitev niso zelo informativne, zato jih lahko
ponavadi zavrzˇemo. Histogramu vsake detekcije oz. trajektorije zato odsˇtejemo barve,
ki so bile glede na globalni histogram izbrane kot slabo informativne. Delezˇ teh barv
dolocˇimo s parametrom gh thr (tabela 6.1). Globalni histogram pa nam pove tudi,
kaksˇna je globalna intenziteta osvetlitve na sceni. V primeru, da vrednost osvetlitve
pade izven mejnega intervala (parametra gh high in gh low v tabeli 6.1), se sledenje na
podlagi barvne informacije prekine in se aktivira sˇele, ko je nivo osvetljenosti ponovno
na ustreznem intervalu.
Povezovanje trajektorij: Ker sledilnik upravlja z delnimi rezultati (fragmentiranimi
trajektorijami) je potrebno logiko za upravljanje s temi trajektorijami ustrezno nadgra-
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diti. Pri povezovanju trajektorij zato preverimo prostorsko in vizualno ujemanje novih
detekcij in zaplat na zadnjih lokacijah obstojecˇih trajektorij. V primeru, da niti lokacij-
sko niti vizualno ne najdemo ujemanja med dvema trajektorijama, sklepamo, da nimata
nicˇ skupnega in jih med seboj ne povezˇemo.
Razlike nastanejo tudi pri brisanju trajektorij. Tukaj si pomagamo s primerjavo
vizualnih utezˇi in uvedemo pogoj, s katerim glede na vrednosti utezˇi preverimo, ali je
sledilnik zgresˇil objekt ali ne. V primeru, da imajo utezˇi relativno majhne vrednosti (kar
pomeni majhno ujemanje modela in preiskane okolice), potem trajektorijo briˇsemo in
ponastavimo. Vse spremembe se zatem sinhronizirajo nazaj v primarni sledilnik, ki v
naslednjem koraku sledenja uporabi popravljene podatke.
5.3.3 Sodelovanje sledilnikov
V tem predelu obstaja vecˇ mozˇnosti za koordinacijo rezultatov iz obeh sledilnikov. Re-
zultati primarnega sledilnika (iz podrocˇja IR) so lahko uporabljeni kot nadomestek oz.
dopolnitev detekcij v vidnem delu spektra. Tako predpostavimo, da se v okolici vsake
detektirane regije v podrocˇju IR nahaja tudi pripadajocˇa oseba v vidnem spektru, ki
nosi oznako IR (cˇeprav je mogocˇe detektor v vidnem spektru sˇe ni prepoznal). Na ta
nacˇin se zmanjˇsa fragmentacija trajektorij v sledilniku vidnega spektra. V obratni smeri
se uporabi barvno informacijo na ta nacˇin, da pri blizˇnji interakciji dveh ali vecˇih oznak
na relativno zanesljiv nacˇin preprecˇimo zamenjavo identitet (ob predpostavki, da lahko
relativno zanesljivo razlocˇimo osebe v vidnem spektru).
Ker se detekcije oseb v vidnem spektru relativno redko pojavljajo, je vodilno vlogo
sledenja prevzel primarni sledilnik v spektru IR. Sledilnik v vidnem spektru pa je bil
v dvo-stopenjski shemi (slika 5.4) usmerjen v dopolnitev in popravljanje rezultatov iz
spektra IR. Primarni sledilnik najprej proizvede delne rezultate (sledi), ki so zaradi manj-
kajocˇih detekcij obicˇajno fragmentirane – to pomeni, da jih locˇujejo sˇtevilne vrzeli. Ideja
sodelovalne sheme je ta, da sekundarni (barvni) sledilnik skusˇa iz fragmentov rekonstru-
irati prave trajektorije in hkrati popraviti napake v identifikaciji, do katerih lahko pride
med procesiranjem primarnega sledilnika. Na sliki 5.4 je sodelovanje predstavljeno v ci-
klicˇnem sklopu, ki je sestavljen iz 4 zaporednih ukazov: 1. sledi, 2. sinhroniziraj,
3. povezˇi in 4. sinhroniziraj nazaj.
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5.3.4 Uporabniˇski vmesnik
Uporabniˇski vmesnik (slika 5.8) zajema terminal (s predefiniranimi ukazi), brskalnik
arhiviranih video sekvenc, okni za prikaz vhodnih slik v oba sledilnika, okni za prikaz re-
zultatov sledenja ter okna, ki ponujajo dodatne informacije (npr. prikaz cenilne matrike,
prikaz trenutnih vrednosti evalvacijskih metrik, izris histogramov in anotacijske osnove
ipd.). Terminal z majhnim naborom ukazov med drugim omogocˇa nalaganje sekvenc,
koracˇno premikanje po izbrani sekvenci, nadzor predvajanja, inicializacijo prikljucˇenih
kamer ter ponastavljanje trajektorij v trenutku.
5.3.5 Vecˇnitnost sistema
Da bi zagotovili prilagodljivost in odzivno delovanje celotnega sistema, smo aplikacijo
razdelili na vecˇ neodvisnih komponent, od katerih se nekatere izvajajo v locˇenih proce-
sorskih nitih. V glavni niti se izvajata oba sledilnika, detektor oznak IR in vse funk-
cionalnosti uporabniˇskega vmesnika. Sledilnik vidnega spektra lahko (opcijsko) zazˇene
detektor oseb, ki se inicializira in izvaja v locˇeni niti, procesiranje tega detektorja pa se –
kot je bilo zˇe omenjeno – izvede na graficˇni procesni enoti s pomocˇjo tehnologije CUDA.
Za zajem video posnetkov iz posamezne kamere skrbi komponenta v locˇeni niti, razlog
pa je v tem, da je zajem slik lahko pocˇasnejˇsi od izvajanja glavne niti aplikacije. Skupno
se torej izvajajo 3 niti (glavna nit in dve niti za zajem videa) ter opcijska nit (za detektor
oseb v vidnem spektru).
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Slika 5.8 Prikaz komponent uporabniˇskega vmesnika (terminal z ukazi, brskalnik arhiva posnetkov, vhodno in izhodno okno
obeh sledilnikov, izpis cenilne matrike in evalvacijskih metrik ter prikaz histogramov in anotacijske osnove).

6 Vrednotenje sistema in rezultati
Klasicˇni sledilniki obicˇajno uporabljajo le informacijo iz vidnega spektra. V nasˇem pri-
meru uporabljamo informacijo iz dveh domen, zato klasicˇnih video sekvenc (npr. iz
spletne baze1, ki je bila zgrajena z namenom standardizacije vrednotenja) ni bilo mogocˇe
uporabiti za vrednotenje in primerjavo obstojecˇih sledilnikov. Kljub temu pa (na la-
stnih scenarijih) izvedemo interno primerjavo (delnih) rezultatov sledilnika IR in koncˇnih
(zdruzˇenih) rezultatov iz obeh sledilnikov.
Luo et al. [36] evalvacijske metrike klasificira glede na razlicˇne atribute (tocˇnost,
natancˇnost, popolnost in robustnost). Za merjenje tocˇnosti omenja sˇtetje zamenjanih
identitet in kompleksnejˇso metriko MOTA (predstavljena v [5]), ki kombinira sˇtevilo
lazˇnih (napacˇnih) cˇlenov trajektorije (FP), zgresˇene cˇlene (FN) in sˇtevilo zamenjanih
identitet (MME). Za merjenje natancˇnosti navede metriki TDE (iz [26]) in MOTP (iz
[5]). Obe obravnavata natancˇnost sledenja glede na ujemanje (razdaljo ali presek) z
anotacijsko osnovo. Metrike za popolnost prav tako klasificirajo trajektorije glede na
ujemanje z anotacijsko osnovo, vendar pri tem preverjajo delezˇ anotacije, ki ga doticˇna
1https://motchallenge.net/data/2D_MOT_2015/
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trajektorija pokrije (primer uporabe v [34]). Metrike robustnosti pa lahko sluzˇijo kot
indikator, ki pove, kako uspesˇno si testiran sledilnik lahko opomore po kratkorocˇnem ali
dolgorocˇnem prekrivanju (uporaba v [56]). Za izvedbo nasˇega vrednotenja smo izbrali
metrike MOTA, MOTP ter metrike za kategorizacijo popolnosti trajektorij.











kjer je fpt sˇtevilo napacˇno detektiranih cˇlenov vseh trajektorij v cˇasu t, fnt je sˇtevilo
zgresˇenih cˇlenov vseh trajektorij v cˇasu t, mmet pa predstavlja sˇtevilo dogodkov, pri
katerih je priˇslo do zamenjave identitet v cˇasu t. Cˇlen gt predstavlja sˇtevilo anotiranih
trajektorij v cˇasu t. Zaloga vrednosti metrike MOTA zajema interval (−∞, 1]. Tukaj
vrednost 1 predstavlja najboljˇsi mozˇni rezultat (med sledenjem ni priˇslo do napacˇnih
dogodkov). Velja poudariti, da metrika ni navzdol omejena, kar pomeni, da je njena
vrednost lahko negativna. V praksi se to lahko zgodi v primeru, kadar je skupno sˇtevilo
neustreznih dogodkov (napak) bistveno vecˇje od sˇtevila anotiranih trajektorij.


























kjer git predstavlja pozicijo zlatega standarda (GT) za objekt i v cˇasu t, h
i
t predstavlja
pozicijo hipoteze (cˇlen trajektorije) i v cˇasu t, operacija d oznacˇuje mero podobnosti med
anotacijo zlatega standarda in hipotezo, vrednost ct je sˇtevilo anotiranih trajektorij v cˇasu
t, operacija d je v nasˇem primeru evklidska razdalja med dvema tocˇkama, parameter thr
pa oznacˇuje mejno vrednost razdalje ujemanja (v nasˇem primeru je ta meja dolocˇena kot
thr = 12w bb, kjer je w bb sˇirina ocˇrtanega pravokotnika tarcˇe – to je parameter sistema,
ki je na voljo v tabeli 6.1). Zaloga vrednosti metrike MOTP zajema interval [0, 1]. Prav
tako kot pri metriki MOTA, tudi tukaj vrednost 1 predstavlja najboljˇsi mozˇni rezultat
(popolno ujemanje rezultatov z zlatim standardom).
Trajektorije posameznega scenarija klasificiramo sˇe glede na metrike popolnosti, ki
uposˇtevajo pokritost (popolnost) zlatega standarda (iz [56]). Kategorije so dolocˇene glede
na delezˇ pokritosti:
vecˇinsko pokrita (MT) – pokritost zlatega standarda nad 80%,
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vecˇinsko izgubljena oz. zgresˇena (ML) – pokritost zlatega standarda pod 20%,
delno pokrita (PT) – pokritost zlatega standarda med 80% in 20%,
ter z dodanim kriterijem fragmentiranosti (FM) – sˇtevilo dogodkov, ki spremenijo
identiteto pokritega zlatega standarda.
Tako kot pri razvoju sistema, smo bili tudi pri izvedbi vrednotenja pozorni na nasle-
dnje probleme:
odsotnost oznak IR pri prostem gibanju tarcˇ,
spreminjajocˇa se osvetlitev tekom sledenja (tema, delna zatemnitev, sˇibka osvetlitev
in dobra osvetljenost prostora),
interakcija dveh tarcˇ pri omenjenih pogojih,
pojav lazˇnih detekcij (zrcaljenje oznak IR v odbojnih povrsˇinah ozadja – tabla) in
zmogljivost razlocˇevanja tarcˇ v vidnem spektru.
6.1 Izbira parametrov
Parametri so bili izbrani empiricˇno, torej z opazovanjem delovanja sistema in njegove
ucˇinkovitosti pri razlicˇnih kombinacijah. Pri dolocˇanju vrednosti nekaterih parametrov
smo uposˇtevali omejitve okolja v katerem so bili zajeti obravnavani scenariji (npr. ome-
jitev najvecˇje mozˇne hitrosti gibanja objektov, ki neposredno vpliva na vrednosti v ko-
variancˇni matriki negotovosti). Parametri sistema in njihove vrednosti, ki so bile upora-
bljene med evalvacijo so v tabeli 6.1. Poleg tega tabela vsebuje sˇe informacijo o tem, v
katerem sledilniku (IR ali vidnem – okrajˇsava RGB) posamezni parameter nastopa ter
ponuja kratek opis parametra.
6.2 Scenariji eksperimentov
Scenarije, na katerih smo ovrednotili sistem, podajamo v nadaljevanju. V primerih nena-
tancˇne kalibracije kamere IR je bila napaka deloma kompenzirana z ustrezno translacijo
objektov znotraj aplikacije, v izjemnih primerih (2. in 4. scenarij) pa tudi s predhodno
rotacijo zajetega posnetka. S tem smo delne rezultate primarnega sledilnika poravnali z
barvnimi znacˇilnostmi iz vidnega spektra. Delne sledi in koncˇne trajektorije so na slikah
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parameter vrednost sledilnik opis enota
thresh 128 IR mejna vrednost IR detektorja /
dt ir 0.185 IR cˇasovni korak dinamicˇnega modela /
dt rgb 1.0 RGB cˇasovni korak dinamicˇnega modela /
px ch 5 oba pricˇakovana sprememba pozicije [px]
cost limit 15 IR zgornja meja razdalje asociacije [px]
w bb 40 RGB sˇirina pravokotnika tarcˇe [px]
h bb 40 RGB sˇirina pravokotnika tarcˇe [px]
link limit 30 RGB zgornja meja razdalje povezovanja [px]
redu limit 10 RGB zgornja meja razdalje odstranjevanja [px]
hist limit 85 RGB spodnja meja ujemanja histogramov [%]
hist size 8 RGB sˇtevilo razdelkov (stolpcev) histograma /
gh thr 80 RGB delezˇ barv ozadja v globalnem histogramu [%]
gh high 200 RGB zgornja meja osvetljenosti /
gh low 120 RGB spodnja meja osvetljenosti /
part size 50 RGB sˇtevilo delcev /
Tabela 6.1 Vrednosti parametrov sistema, ki so bile izbrane za evalvacijo. Cˇasovni korak dinamicˇnega modela v sledilniku
IR kompenzira problematicˇno hitrost osvezˇevanja kamere IR.
oznacˇene z razlicˇnimi kontrastnimi barvami ter nosijo ustrezno oznako Tid, kjer oznaka
id predstavlja identifikacijsko sˇtevilko trajektorije T .
Referencˇne poti objektov so bile rekonstruirane s kombiniranjem rezultatov iz spektra
IR in rocˇnih anotacij preostalega dela video sekvenc. Na ta nacˇin smo pridobili zlati
standard, ki predstavlja gibanje nastopajocˇih objektov v realnosti. Vizualizacije zlatega
standarda vseh scenarijev (skupaj z referencˇnim okvirjem prizoriˇscˇa) so zbrane v slikah
6.1, 6.2, 6.3 in 6.4.
Za razvoj sistema smo uporabljali locˇene scenarije, kjer so bile testne sekvence sicer
krajˇse, vendar so naslovile enake probleme kot scenariji, ki so bili obravnavani v koncˇnem
vrednotenju (sprememba osvetlitve, interakcija udelezˇencev, odhajanje iz prizoriˇscˇa ipd.).
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Slika 6.1 Vizualizacija zlatega standarda za 1. scenarij.
6.2.1 Scenarij 1: Gibanje dveh oseb pri konstantni osvetljenosti
V tem scenariju je predstavljeno prosto gibanje dveh oseb, kjer prihaja do krizˇanja poti
udelezˇencev. Spremembe v osvetlitvi prizoriˇscˇa ni, zaradi odbojev markerja od table v
ozadju pa se v podrocˇju IR pojavijo lazˇne detekcije. Te aktivirajo kratko trajajocˇe lazˇne
trajektorije, ki pa ne povzrocˇajo motenj na obstojecˇih (veljavnih) trajektorijah.
6.2.2 Scenarij 2: Interakcija dveh oseb pri konstantni osvetljenosti in gibanje
po zatemnjenem prizoriˇscˇu
Drugi scenarij uvede dve novi situaciji. V prvi polovici scenarija se prikazˇe blizˇnja in-
terakcija dveh oseb, ki se odvija pri konstantni osvetljenosti. V drugi polovici sledi
zatemnitev prizoriˇscˇa in gibanje oseb v delni temi. Vidimo, da se pri sledenju pojavi
precej tezˇav, dodatne probleme pa (med interakcijo oseb) predstavlja tudi ojacˇan (direk-
tno usmerjen) zˇarek infrardecˇe svetlobe, ki se kazˇe kot skupina koncentriranih regij, kar
povzrocˇi nastanek grucˇe lazˇnih detekcij. Ta grucˇa povzrocˇi fragmentacijo identitet obeh
objektov.
6.2.3 Scenarij 3: Izmenicˇno gibanje in mirovanje dveh oseb z vmesnimi za-
temnitvami
Tretji scenarij v prvi polovici trajanja prikazˇe gibanje ene osebe pri vecˇkratni spremembi
osvetlitve (medtem druga oseba cˇaka). Zatem se v drugi polovici vlogi gibanja zamenjata.
Scenarij ima namen preveriti, ali sledilnik zmore ohranjati identiteto udelezˇencev med
zamenjavo mirujocˇe in gibajocˇe se osebe. Izjemne spremembe osvetljenosti povzrocˇijo,
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Slika 6.2 Vizualizacija zlatega standarda za 2. scenarij.
Slika 6.3 Vizualizacija zlatega standarda za 3. scenarij.
da je sledilnik v vidnem spektru nekaj cˇasa popolnoma onemogocˇen. Prisoten sˇum v po-
drocˇju IR pa generira lazˇne detekcije, ki v prvi tretjini scenarija aktivirajo kaskado lazˇnih
trajektorij. Scenarij pokazˇe tudi slabost kamere IR, ki reagira na sunkovito spremembo
osvetlitve in tako povzrocˇi mnozˇico lazˇnih detekcij.
6.2.4 Scenarij 4: Pojavljanje in izginjanje dveh oseb z uvodno zatemnitvijo
in vmesnimi spremembami osvetljenosti
V zadnjem scenariju osebi na zacˇetku krozˇita okoli poligona pri nizki globalni osvetljeno-
sti ter se v nadaljevanju prosto gibljeta. Dodatno tezˇavnost scenarija predstavlja dejstvo,
da tarcˇi nekajkrat popolnoma zapustita prizoriˇscˇe in se zatem vrneta nazaj. Osvetljenost
prizoriˇscˇa se iz zacˇetne nizke vrednosti nekajkrat v kratkem cˇasu povzpne in zatem po-
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Slika 6.4 Vizualizacija zlatega standarda za 4. scenarij.
novno pade na izvorno raven. Zaradi zatemnjenega zacˇetka sledilnik vidnega spektra ne
nudi opore, dokler se osvetljenost ne popravi. To povzrocˇi vecˇje sˇtevilo neodpravljenih
napak v predelu sledenja spektra IR. Ta scenarij je zaradi svojih pogojev (izginjanja tarcˇ
in zacˇetne nizke osvetlitve) zelo tezˇaven, kar se kazˇe tudi v rezultatih.
6.3 Rezultati
Kvaliteto sledenja smo dolocˇili glede na ujemanje dobljenih rezultatov in zlatega stan-
darda. Ker je sledenje v vidnem delu spektra stohasticˇno, smo postopke evalvacije izvedli
vecˇkrat (10 ponovitev) in uposˇtevali povprecˇne vrednosti ter standardni odklon. Rezul-
tati sledenja v spektru IR so zbrani v tabelah 6.2 in 6.3. Rezultati sledenja v spektru IR
z dodatno pomocˇjo sledilnika v vidnem spektru so zbrani v tabelah 6.4 in 6.5.
Delnih rezultatov, ki bi zajemali le delovanje vidnega sledilnika ni na voljo, ker je ta
implementiran tako, da na vhodu pricˇakuje delne rezultate iz spektra IR. Zaradi tega
razloga vidnega sledilnika ni mogocˇe pognati samostojno. Intuitivno pa vemo, da bi
sledilnik v vidnem delu odpovedal med vsemi zatemnjenimi deli scenarijev, zaradi cˇesar
so njegovi rezultati zagotovo slabsˇi od delnih rezultatov sledenja iz spektra IR.
V 1. scenariju metriki tocˇnosti (MOTA) in natancˇnosti (MOTP) pri obeh nacˇinih
sledenja zavzameta visoko vrednost, zelo visoka je tudi popolnost (pokritost) zlatega
standarda pri obeh trajektorijah, fragmentacije je malo, sledenje v vidnem spektru pa jo
sˇe dodatno zmanjˇsa (tabela 6.2 in 6.4). V 2. scenariju sta zaradi grucˇe lazˇnih detekcij
oceni MOTA in MOTP nekoliko nizˇji. Pokritost zlatega standarda je relativno uspesˇna,
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fragmentacija pa je na obeh trajektorijah viˇsja kot v 1. scenariju. Cˇeprav sta metriki
MOTA in MOTP pri vkljucˇenem sledenju vidnega dela nekoliko nizˇji, se prednost vidnega
sledenja kazˇe v obcˇutnem zmanjˇsanju fragmentacije (tabela 6.4). V 3. scenariju prihaja
do sunkovite spremembe osvetlitve, kar se pokazˇe tudi v izredno nizki vrednosti metrike
MOTA v obeh razlicˇicah sledenja (tabela 6.2 in 6.4), vrednost metrike MOTP je sicer
nekoliko viˇsja, vendar nizˇja kot v 2. scenariju. Fragmentacija je manjˇsa v trajektoriji
T0 in izrazita v T1. Tudi tukaj vkljucˇeno sledenje v vidnem spektru dodatno zmanjˇsa
prisotno fragmentacijo. V 4. scenariju dodatne probleme povzrocˇa prekinitev trajektorij
zaradi izginjanja oseb, zaradi cˇesar je prisotna visoka fragmentacija. Poleg tega sta
vrednosti MOTA in MOTP za oba nacˇina sledenja relativno nizki (cˇeprav boljˇsi kot v 3.
scenariju), sˇibka pa je tudi mera popolnosti pri obeh trajektorijah (tabela 6.2 in 6.4).
Kvalitativne ugotovitve vrednotenja pa so naslednje:
sledenje v spektru IR deluje zadovoljivo, kadar so detekcije iz spektra IR pravilne,
sledenje v vidnem spektru deluje zadovoljivo, kadar so tarcˇe vizualno dovolj razlicˇne,
v splosˇnem so zdruzˇeni rezultati boljˇsi kot rezultati sledenja IR,
sledenje v vidnem spektru obcˇutno zmanjˇsa fragmentacijo trajektorij,
hkratna odsotnost osvetlitve in detekcij v spektru IR povzrocˇi, da sledenje odpove,
detektor v spektru IR lahko zaradi sˇuma, sunkovite intenzitetne spremembe (3. in
4. scenarij) ali prisotnih odbojnih povrsˇin generira lazˇne detekcije,
do zamenjave identitet pride v primeru medsebojne interakcije, kadar v vidnem
spektru nimamo dovolj vizualnih informacij o vpletenih tarcˇah (zaradi nizkega fak-
torja osvetlitve ali popolnega prekrivanja),
dolgotrajna odsotnost detekcij iz spektra IR prepusti preiskovanje vidnemu delu,
ki lahko (zaradi spremenljive osvetlitve) tarcˇo izgubi.
Zazˇeljena bi bila sˇe primerjava s sorodnimi pristopi, vendar tega zaradi manjkajocˇih
vhodnih podatkov (kanala IR) in razlicˇnega namena uporabe (npr. zunaj ali v prometu)
ne bi bilo mogocˇe izvesti na enaki bazi posnetkov. Vseeno so zgolj za informativnost v
tabeli 6.6 prilozˇeni rezultati nekaterih sorodnih pristopov v vidnem spektru, ki so bili
testirani na preizkusu 2D MOT 20152.
2https://motchallenge.net/results/2D_MOT_2015/
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Scenarij MOTA [%] ↑ MOTP [%] ↑ popolnost [%] ↑ FM [#] ↓
1. 82.96 92.72 T0: 83.46, T1: 87.12 T0: 3.50, T1: 5.30
2. 62.10 82.18 T0: 55.44, T1: 70.32 T0: 12.90, T1: 6.30
3. 12.99 63.94 T0: 29.54, T1: 70.59 T0: 5.00, T1: 15.50
4. 21.24 70.85 T0: 44.24, T1: 46.55 T0: 16.40, T1: 6.00
Tabela 6.2 Povprecˇne vrednosti evalvacijskih metrik MOTA, MOTP, popolnosti in fragmentiranosti za rezultate iz spektra
IR. Oznaka ↑ pomeni, da so viˇsje vrednosti metrike boljˇse od nizˇjih. Pri oznaki ↓ velja obratno.
Scenarij σ MOTA σ MOTP σ popolnost σ FM
1. 0.34 0.19 T0: 0.17, T1: 0.09 T0: 0.81, T1: 2.97
2. 0.70 0.20 T0: 0.17, T1: 0.35 T0: 1.58, T1: 1.79
3. 2.22 1.41 T0: 0.21, T1: 1.20 T0: 0.00, T1: 1.50
4. 1.38 0.24 T0: 1.07, T1: 0.65 T0: 3.95, T1: 1.26
Tabela 6.3 Standardni odkloni evalvacijskih metrik MOTA, MOTP, popolnosti in fragmentiranosti za rezultate iz spektra
IR.
Scenarij MOTA [%] ↑ MOTP [%] ↑ popolnost [%] ↑ FM [#] ↓
1. 84.10 93.00 T0: 83.43, T1: 85.73 T0: 0.80, T1: 0.10
2. 55.93 78.01 T0: 55.36, T1: 63.46 T0: 1.90, T1: 3.70
3. 13.17 65.25 T0: 29.33, T1: 70.68 T0: 2.00, T1: 6.00
4. 26.61 74.24 T0: 49.89, T1: 51.09 T0: 4.80, T1: 3.80
Tabela 6.4 Povprecˇne vrednosti evalvacijskih metrik MOTA, MOTP, popolnosti in fragmentiranosti za zdruzˇene rezultate
iz obeh sledilnikov. Oznaka ↑ pomeni, da so viˇsje vrednosti metrike boljˇse od nizˇjih. Pri oznaki ↓ velja obratno.
Scenarij σ MOTA σ MOTP σ popolnost σ FM
1. 2.48 0.85 T0: 3.89, T1: 2.65 T0: 0.98, T1: 0.30
2. 1.04 0.46 T0: 1.18, T1: 0.71 T0: 0.83, T1: 0.46
3. 0.56 0.68 T0: 0.54, T1: 1.04 T0: 0.00, T1: 1.61
4. 2.41 1.29 T0: 2.74, T1: 2.44 T0: 1.47, T1: 1.54
Tabela 6.5 Standardni odkloni evalvacijskih metrik MOTA, MOTP, popolnosti in fragmentiranosti za zdruzˇene rezultate iz
obeh sledilnikov.
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Tukaj je potrebno poudariti, da je le en sledilnik v tabeli (sledilnik SORT) javno
dostopen, pri vseh ostalih izvorna koda ni na voljo. Cˇe bi zˇeleli sledilnik SORT ovredno-
titi na vidnem delu nasˇih scenarijev, bi bilo potrebno vanj dodati programsko kodo za
nalaganje zlatega standarda ter izracˇun vseh uporabljenih metrik. Sama implementacija
sledilnika SORT ne vsebuje te logike, saj preizkus 2D MOT 2015 ponuja neodvisno ogrodje
za vrednotenje. Kljub temu iz rezultatov v tabeli 6.6 lahko razberemo, da je sledilnik
SORT trenutno eden izmed boljˇsih sprotnih sledilnikov v vidnem delu, ki imajo hitrost
izvajanja primerno za izvajanje v realnem cˇasu (kar je primerljivo z nasˇim sistemom).
Sledilnik MOTA [%] ↑ MOTP [%] ↑
SORT[6] 33.4 72.1
lkct mot 32.6 72.7
MTRM 27.7 70.7
STP MAP 25.7 70.8
OMT DFH 21.2 69.9
RNN LSTM 19.0 71.0




Tabela 6.6 Vrednosti evalvacijskih metrik MOTA in MOTP za sorodne sekvencˇne sledilnike s primerljivo hitrostjo izvajanja,
ki so bili testirani na preizkusu 2D MOT 2015. Oznaka ↑ pomeni, da so viˇsje vrednosti metrike boljˇse od nizˇjih.
Zaradi prisotnega anonimnega sodelovanja ali pomanjkljivih podatkov na preizkusu nekatere reference niso na
voljo.
V prilogah A so na voljo sˇe slike A.1, A.3, A.5, A.7, kjer so prikazani rezultati sledenja
v spektru IR ter slike A.2, A.4, A.6, A.8, kjer je povzet potek sledenja v vidnem delu.
Oba prikaza sta v obliki slikovnega zaporedja, ki zajema kljucˇno dinamiko posameznega
scenarija.
7 Zakljucˇek
S tem poglavjem zakljucˇujemo raziskovalno nalogo. V nadaljevanju navedemo glavne
prispevke, ki jih prinasˇa to raziskovalno delo. Za konec pa predlagamo sˇe nekaj smernic,
s katerimi bi lahko nadgradili oz. izboljˇsali trenutne rezultate.
7.1 Glavni prispevki
Implementirali smo dva sledilna algoritma, ki sta namenjena sledenju objektov v obliki
intenzitetnih regij ter barvnih predlog. Pri tem so bile uporabljene dobro poznane in
dokumentirane metode na podrocˇju racˇunalniˇskega vida.
Kot glavni prispevek bi izpostavili zdruzˇitev delovanja dveh locˇenih sledilnikov, ki
imata mozˇnost medsebojnega dopolnjevanja. Cˇeprav je trenutna implementacija medse-
bojnega sodelovanja dokaj osnovna, se je na podlagi prakticˇnih testov v dvorani izkazalo,
da pomocˇ sledilnika v spektru IR izrazito izboljˇsa tocˇnost sledenja (tukaj velja omeniti,
da smo zaradi tega primorani uporabiti dodatne svetlobne oznake, ki podrocˇje mozˇne
uporabe nekoliko omejijo). Poleg tega na nivoju posameznega sledilnika pokazˇemo, kako
zdruzˇiti metode za sledenje enega objekta in metode podatkovne asociacije tako, da se
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omogocˇi sledenje vecˇih objektov hkrati.
Preostali manjˇsi prispevki pa zajemajo idejne resˇitve, ki smo jih zaradi uposˇtevanja
vnaprej dolocˇenih predpostavk vkljucˇili v proces sledenja (npr. uvedba kriterija zˇivljenjske
dobe trajektorije, uvedba globalnega histograma za dolocˇanje globalne osvetljenosti ter
implementacijsko hiter nacˇin izlocˇanja barv ozadja iz histogramov tarcˇ z uposˇtevanjem
informacije iz globalnega histograma).
Razvoj sistema je poleg implementacije samih sledilnih algoritmov zajemal tudi skrbno
arhitekturno nacˇrtovanje celotnega sistemskega ogrodja in integracijo preostalih zah-
tevanih komponent (interaktiven uporabniˇski vmesnik in vizualizacija, komunikacija z
razlicˇnimi modeli kamer, vgradnja obstojecˇega detektorja v vidnem delu ter podpora za
vecˇnitnost).
7.2 Mozˇnosti nadaljnjega raziskovanja
Opisana implementacija sistema vsekakor odpira nove mozˇnosti za izboljˇsave. Na iz-
boljˇsanje rezultatov lahko prakticˇno vpliva vsaka posamezna komponenta, ki je integri-
rana v sistem. Tako bi lahko npr. izboljˇsali delovanje detektorja regij v podrocˇju IR na
dva nacˇina. Prvi nacˇin predstavlja izboljˇsavo same implementacije detektorja (filtriranje
napacˇnih regij, ucˇenje izgleda pravilnih regij, zatiranje sunkovitih sprememb v velikosti
zaznanih svetlobnih oznak ipd.), drugi nacˇin pa lahko zajema nakup kamer viˇsjega ra-
zreda, s katerimi bi lahko izboljˇsali domet ter obcˇutljivost detektorja (kar je poglavitno za
uporabo sistema v vecˇjih prostorih). Sem lahko spada tudi sprememba uporabe svetlob-
nih oznak, predvsem v smislu sˇtevila uporabljenih svetlobnih virov in nacˇina njihovega
nosˇenja.
Detektor v vidnem delu spektra bi lahko izboljˇsali z zamenjavo vgrajenega klasifika-
torja SVM. Trenutno znanje klasifikatorja namrecˇ izvira iz splosˇne slikovne baze pesˇcev.
Prepoznavanje oseb je zato na splosˇno povsem zadovoljivo, vendar predvidevamo, da bi
lahko ta rezultat izboljˇsali z dopolnjenim klasifikatorjem, ki bi bil naucˇen iz mnozˇice spe-
cificˇnih ucˇnih primerov. Ti primeri bi bili ustrezno pridobljeni iz scenarijev, ki so blizˇje
podrocˇju uporabe nasˇega sistema.
Oba sledilnika trenutno objekte v fazi sledenja obravnavata locˇeno, zatem pa zdruzˇujeta
blizˇnje detekcije oz. podobne delne trajektorije. Pristop bi bilo zanimivo zamenjati z
metodami, ki stanja objektov obravnavajo skupno ter primerjati rezultate sledenja iz
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obeh pristopov. Posebno pazljivost bi lahko namenili tudi bolj premiˇsljeni izbiri parame-
trov, npr. z uporabo formalnejˇsih metod. Trenutno namrecˇ vecˇino parametrov dolocˇa t.i.
pravilo palca oz. povsem prakticˇni empiricˇni preizkusi z opazovanjem delovanja sistema.
Pri sledilniku v vidnem spektru bi bilo potrebno vecˇ pozornosti posvetiti tudi vizual-
nemu modelu objektov. Pri tem bi lahko preizkusili razlicˇna jedra za utezˇevanje histogra-
mov, preverili ucˇinkovitost uporabe razlicˇnih barvnih prostorov ter izboljˇsali modeliranje
barvnih odtenkov ozadja. Konkretna izboljˇsava pa bi lahko bil tudi sestavljen vizualni
model, kjer bi uposˇtevali tudi npr. gradientne znacˇilke.
Velja omeniti sˇe podrocˇje sodelovanja obeh sledilnikov. Tukaj bi bila zazˇeljena im-
plementacija naprednejˇsih metod za primerjanje in koordiniranje rezultatov obeh sledil-
nikov. Metode v tem sklopu bi predvsem usklajevale stanje aktivnih trajektorij v obeh
sledilnikih ter inteligentno odpravljale morebitne napake, ki jih iz vidika posameznega
sledilnika ni mogocˇe zaznati oz. odpraviti.
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A.1 Slikovno zaporedje sledenja - 1. scenarij
Slika A.1 Rezultati sledilnika IR v spektru IR za 1. scenarij.
Slika A.2 Zdruzˇeni rezultati sledenja obeh sledilnikov v vidnem spektru za 1. scenarij.
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A.2 Slikovno zaporedje sledenja - 2. scenarij
Slika A.3 Rezultati sledilnika IR v spektru IR za 2. scenarij.
Slika A.4 Zdruzˇeni rezultati sledenja obeh sledilnikov v vidnem spektru za 2. scenarij.
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A.3 Slikovno zaporedje sledenja - 3. scenarij
Slika A.5 Rezultati sledilnika IR v spektru IR za 3. scenarij.
Slika A.6 Zdruzˇeni rezultati sledenja obeh sledilnikov v vidnem spektru za 3. scenarij.
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A.4 Slikovno zaporedje sledenja - 4. scenarij
Slika A.7 Rezultati sledilnika IR v spektru IR za 4. scenarij.
Slika A.8 Zdruzˇeni rezultati sledenja obeh sledilnikov v vidnem spektru za 4. scenarij.
