recycling of electronic waste is also being investigated, as Natarajan reports in his book.
In these areas, the interests of resource economy and environmental protection are closely linked. We use large amounts of metals and other mineral resources, often in an unsustainable one-way street from inconsiderate extraction to disposal in ways that pollute the environment.
A better understanding of the multiple ways in which cells interact with minerals -and have done so for some four billion years -could help us with many of the challenges we are facing today, from resource scarcity through to recycling of electronic waste and living within the planetary resources.
Along the way, the production of new mineral materials could also benefi t from nature's helping hand. The group of Geoffrey Gadd at the University of Dundee, UK, has demonstrated the production of manganese-based electrochemical materials with the help of biomineralisation processes from the fungus Neurospora crassa (Curr. Biol. (2016) 26, 950-955) .
Earth supplies us with all the elements we could ever need, and life has helped to arrange them in a uniquely rich diversity of minerals. We only have to face the challenge of using them responsibly, working with the mineral microbiome.
Michael Gross is a science writer based at Oxford. He can be contacted via his web page at www.michaelgross.co.uk Gold standard: Gold ores are increasingly hard to fi nd, but biotechnology can help to exploit ores more effi ciently. (Image: Rob Lavinsky, iRocks.com -CC-BY-SA-3.0.) My interest in the brain was initially piqued by an unexpected summer job. I was hired by Klaus Minde, a child psychiatrist, to help out with statistical analyses. Minde was a wonderful mentor. He took me under his wing and tried to explain how dysfunction of the brain might lead to psychiatric and neurological diseases. I co-authored my fi rst paper with Minde and this experience gave me a taste for research.
Leonard Maler
The most critical impetus was a Psychology course taught by Donald Hebb. He was a dry lecturer but exceptionally lucid in his presentations.
He never summarized data but always put them into a coherent framework. The framework was his theory on memory -the famous 'cell assemblies' and 'phase sequences'. These ideas were abstract and Hebb was only tenuously able to link them to neurons and synapses. But that was enough. I could see a research direction that used mathematics to clarify messy biological data and link them to perception and behavior.
I developed an honors project for my fourth-year studies and was fortunate to have Richard Masland as my mentor. Richard was impressed by my results and encouraged me to apply to the new Brain Sciences program at MIT. I was accepted and joined a young and dynamic environment where the idea of applying mathematical methods to the study of the brain and behavior was fully embraced.
Who were your key early infl uences?
Two MIT professors were towering fi gures in my academic milieu: Claude Shannon and Norbert Wiener. Their books, The Mathematical Theory of Communication (Shannon and Weaver, 1949) and Cybernetics (Wiener, 1961), were inspirational for me and I read them from cover to cover several times. Shannon's analyses raised the possibility that one could compute the information transmitted by a neuronal population responding to, for example, a visual scene. Rather than simply describing the response
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Magazine Current Biology 28, R1325-R1334, December 3, 2018 R1329 of retinal ganglion cells to moving dots, one could present visual scenes and determine what and how much information was extracted by a population of ganglion cells. Wiener's book was incredibly wide ranging and I focused on his discussions of feedback. Again, he had laid out directions and principles that could be applied to neuroscience.
My last major infl uence was the dense but rewarding book The Cerebellum as a Neuronal Machine (Eccles et al., 1967) . The authors combined detailed descriptions of cerebellar circuitry with a coordinated analysis of the physiology of its major cells and synapses. This analysis was the most thorough breakdown of a major neural circuit that I had ever encountered. The uniformity of cerebellar structure from fi sh to humans suggested to me that the cerebellum was carrying out a singular and primitive computation that was a key component of many different sensory and motor operations. Surely, I naively imagined, it would only take a few years before someone came up with my imagined 'core computation'. The only diffi culty I foresaw was that the cerebellum was, for the most part, not in direct receipt of sensory input and did not directly control motor function. It might, I fi gured, be diffi cult to deduce the nature of the cerebellar computation because it acted on pre-processed input and premotor structures.
What drew you to your specifi c fi eld of research? The reason for the success of the Eccles et al. program was that the cerebellar cortex is a simple, layered structure amenable to precise circuit breaking. This led me to look for a preparation that was layered, simple and only one step away from sensory receptors. I was unable to come up with any suitable preparation. My direction was set by a lucky encounter. Michael Bennett, a superb biophysicist, came up from New York to present a seminar on electrotonic synapses. We talked extensively during a post-seminar meal and I outlined my ambitions and frustrations. Mike immediately invited me to visit his lab in New York because "I have something for you". That "something" was Mike's showing me the electrosensory lobe (ELL) of an electric fi sh. The ELL was a large, layered hindbrain structure; Mike showed me a thick nerve that connected the skin to the ELL and the electroreceptor pores over the skin. He explained the electric organ discharge and the electric fi eld it generated; this electric fi eld could stimulate the electroreceptors and Mike introduced me to the seminal work by Hans Lissmann and others that described the electrosense. Here it was: a simple, layered structure that was one step from readily accessible receptors and amenable to the experimental analyses revealed by Eccles and colleagues and suited to the mathematical methods developed by Shannon and Wiener. I My PhD thesis proposal was along the lines envisaged above: work out ELL circuitry and physiology, and then use Shannon's theory to estimate how much information was extracted from the electrosensory signals and Wiener's methods to fi gure out how this information was extracted. My synopsis was entitled 'A Modest Proposal' and I estimated that this program would take fewer than 10 years to accomplish. Only the Department Chair, Hans-Lukas Teuber, got my little joke (he was not amused). My proposal was accepted, though there were a few fellow students who wondered what could be learned from a primitive fi sh that would illuminate the complex neural operations of mammals.
Harvey was an outstanding comparative neurobiologist and mentor; he taught me how to break down neural networks and take an evolutionary perspective on brain circuitry. He did realize that he could not guide me with respect to research on electric fi sh behavior and physiology, and he therefore organized a lengthy visit to the lab of Ted Bullock, a pioneering neuroethologist who was already working on the electrosense. This was an exceptional opportunity, especially because Ted was at the University of California, San Diego with a lab on the Pacifi c. Ted showed me how to think like a neuroethologist: what behaviors to choose for study and how to study them, and how to combine behavioral and electrophysiological studies.
Harvey and Ted taught me that an animal's behavior and nervous system had evolved to promote its survival and reproduction in specifi c environments; an experimental program that forgot this fundamental fact was not likely to reveal the computations developed over evolutionary time scales. After this apprenticeship, my basic education was complete.
Did you manage to achieve the research ambitions that you developed in graduate school? I was lucky to arrive at the University of Ottawa when basic biomedical research grants were easy to obtain. I acquired funding and was able to analyze the low-level electrosensory circuitry in great detail. We made three major discoveries about the ELL that formed the basis for most future work. The fi rst was that the electroreceptors were topographically mapped onto the ELL. The second was that the principle neurons of the ELL were of two types: ON and OFF cells that had similar functionality to the ON and OFF cells of the vertebrate retina. I was thrilled to fi nd that two spatial senses had come up with similar solutions to sensing local variations in contrast. The third discovery was that the ELL, a primary sensory region, is dominated by feedback input, with only a small input from the electroreceptors. I was again thrilled because I saw a direct connection to Wiener's ideas on feedback. Better still, we found that the direct sensory inputs and feedback inputs terminated in different ELL layers and on different ON or OFF cell dendrites; this made it easier to analyze the role(s) of feedback input because we could manipulate these inputs independently in our electrophysiological experiments.
Again, I had another stroke of luck. The Physics Department hired a new recruit, André Longtin, who had a great interest in working on brain function; we quickly joined forces to develop a longlasting and very fruitful collaboration. Progress was now very rapid. Shannon's information theory was perfectly suited to calculate how much information electroreceptors could provide to the ELL about the weak signals the electric fi sh encounters as it R1330 Current Biology 28, R1325-R1334, December 3, 2018 forages. Mathematical tools developed by Wiener were essential in analyzing how the ELL circuitry could extract information from the electroreceptors.
I had assumed that the feedback was simply 'modulating' the response of ELL neurons to their primary sensory input. However, one key discovery was that feedback to ELL was predominantly positive -positive feedback should be destabilizing.
The fi nal piece of my ELL research provided a partial answer to this problem. ELL feedback turned out to include a strong positive feedback loop tightly constrained by delayed negative feedback. This feedback does not merely 'modulate' the responses of ON and OFF cells. Temporally constrained positive feedback to ELL can be triggered by a 'defective' motion signal and then synthesize a 'correct' response to motion. As such, perception is a 'top-down' and not a 'bottom-up' process.
This conclusion was very satisfying to me -we had gone beyond Wiener's conceptions and demonstrated perfectly tuned, mixed positive and negative feedback for perception. What strikes me as amazing is that this may be a common theme in the dynamics of biological systems. The action potential is based on fast positive feedback (Na + channel activation) tightly controlled by delayed fast negative feedback (Na + channel inactivation and K + channel after-hyperpolarization, AHP). Slower processes (adaptive spike threshold and slow AHPs) are triggered by a fast action potential and determine the information transmitted by a neuron's complex evoked spiking patterns over longer time scales. We showed that the fast positive feedback to ELL triggers slower processes (synaptic plasticity) that continuously optimize sensory coding. Recent studies have suggested that exactly the same scheme operates in the cortex. All of this is incredibly gratifying to me. The lessons learned by applying the ideas of Shannon and Wiener to sensory processing of a lowly fi sh provide useful concepts to guide the study of the cortex and high-level perception.
You recently made a large change in your research direction. What caused this switch so late in your career?
There is clearly much work to do before we fully understand low-level electrosensory processing. I decided to stop pursuing my original research goal because I had run out of imaginative ideas; younger minds would have to take over. I found, in compensation, that the electric fi sh could learn, e.g., they could fi gure out the spatial arrangement of their environment and so effi ciently fi nd food using their electrosense. My students and I turned to analyzing the high-level brain structures (pallium and thalamus) required for spatial learning in fi sh, and this led to tantalizing results. The pallial circuitry of the electric fi sh consisted of local recurrent networks of excitatory cells. This might be, if I were lucky, an implementation of Hebbian cell assemblies -how could I resist switching to this line of research?
We did make good progress in this direction but were fi nally deterred by the lack of research tools. Optogenetics is not possible and recording brain activity from freely swimming fi sh is very diffi cult. It is, for now, not possible to use Ca 2+ imaging to visualize putative cell assemblies in action -my ultimate dream. I do expect that all the tools needed for this research will eventually be developed for use in electric fi sh, zebrafi sh and the tiny, transparent Danionella translucida, but this may come too late for me.
However, all is not lost. We discovered a neural circuit in the pallium of electric fi sh that was similar to a hippocampal circuit associated with spatial learning. Luck was once again in my favor. A conversation with a brilliant new faculty member (J.-C. Béïque) resulted in our obtaining funding to study the equivalent hippocampal circuit in mice. With Béïque's experimental prowess, we could use the latest methods for these studies. These powerful methods are up against a mammalian cortex and hippocampus that is many orders of magnitude more complicated than the fi sh pallium. Only time will tell how we fare, but I am excited at the prospect and hopeful that my luck will hold out once more.
What do you think are the big questions to be answered next in your fi eld?
A complete understanding of how memories are stored and recalled would extend over many levels of neuroscience research. We would have to understand fi rst the biophysics of the key neurons, e.g., the pyramidal cells of the cortex and hippocampus, and their synaptic interactions, and second their intricate and highly ordered connectivity, and then connect this analysis to the patterned output of hundreds of pyramidal cells as the animal learned or remembered. Each level of analysis is diffi cult on its own and there is no formula that connects cellular to network function. But beyond these incredibly diffi cult problems there looms even greater challenges. We are now able to record the activity of hundreds to thousands of neurons (e.g., cortical or hippocampal pyramidal cells) in a behaving animal. How is this activity to be analyzed? There has been some progress in reducing these massive data sets, but we are not even close to describing, much less understanding, neuronal population dynamics.
The ultimate challenge may be to link population activity to an animal's behavior. For example, imagine that we had a concise description of the patterned spiking activity of a large number of prefrontal cortex and hippocampal pyramidal cells as the animal navigated to a remembered food location. How would we parse this activity pattern and connect it to the animal's decision to move and its memory of the food location? Clearly, this magnifi cent challenge must be taken up by the next generations of neuroscientists -I wish them the same luck in their research that I have had in mine.
What advice would you give to young neuroscientists?
My advice to the trainees in my lab is simple: choose a research question that will take far longer than your lifetime to answer. A question that can be answered in decades will leave you bored toward the end of your research career, while a nearly impossible problem (e.g., how are memories stored and recalled) can never become boring within one lifetime.
