There is increasing pressure, both from institutions central to the national scientific mission and from regional and national accrediting agencies, on natural sciences faculty to move beyond course examinations as measures of student performance and to instead develop and use reliable and valid authentic assessment measures for both individual courses and for degree-granting programs. We report here on a capstone course developed by two natural sciences departments, Biological Sciences and Chemistry/Biochemistry, which engages students in an important culminating experience, requiring synthesis of skills and knowledge developed throughout the program while providing the departments with important assessment information for use in program improvement. The student work products produced in the course, a written grant proposal, and an oral summary of the proposal, provide a rich source of data regarding student performance on an authentic assessment task. The validity and reliability of the instruments and the resulting student performance data were demonstrated by collaborative review by content experts and a variety of statistical measures of interrater reliability, including percentage agreement, intraclass correlations, and generalizability coefficients. The high interrater reliability reported when the assessment instruments were used for the first time by a group of external evaluators suggests that the assessment process and instruments reported here will be easily adopted by other natural science faculty. interrater reliability; validity; higher education sciences; capstone course THERE IS INCREASING pressure, both from institutions central to the national scientific mission and from regional and national accrediting agencies, on natural sciences faculty to move beyond course examinations as measures of student performance and to instead develop and use reliable and valid authentic assessment measures for both individual courses and for degree-granting programs (1-2, 5, 15, 19, 23, 26). Although some progress has been made by biomedical sciences faculty in developing authentic assessment measures for individual undergraduate courses (6, 21-22, 24, 27-28), little progress has been made in developing such measures for undergraduate degree-granting programs (21). Most practicing biomedical scientists support their research initiatives with external grants from federal organizations such as the National Institutes of Health and the National Science Foundation. Consequently, senior undergraduate students should benefit significantly from exposure to this important authentic aspect of professional scientific practice before graduation and entry into the workforce, particularly when departments have development of scientific research skills as a major outcome for their students. Specific objectives that might be evaluated using such an approach include among others: 1) applying the scientific process, including designing experiments and testing of hypotheses; 2) using mathematics and statistics to evaluate scientific evidence; and 3) reading, understanding, and critically reviewing scientific papers and presentations.
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Whereas no assessment of students' work is completely reliable and without error, consistency across measures and evidence that instruments evaluate the student skills and knowledge for which they were designed, are two key issues in performance assessment (18) . A high interrater reliability score, indicating the extent to which error is eliminated from the assessment process by variability among raters, demonstrates consistency across measures or reliability in assessment (18, 25) . Content validity, the extent to which an instrument uses criteria central to the outcome being assessed, can be demonstrated by collaborative review, critique, and revision of instruments by content experts (3, 7, 14) .
We report here on a capstone course developed by two natural sciences departments, Biological Sciences and Chemistry/Biochemistry, which engages students in an important culminating experience, requiring synthesis of skills and knowledge developed throughout the program, while providing the departments with important assessment information for use in program improvement. This course qualifies as a capstone experience because it requires advanced students to demonstrate comprehensive learning in their major (5) . The student work products produced in the course, a written grant proposal and an oral summary of the proposal, provide a rich source of data regarding student performance on an authentic assessment task. The validity and reliability of the instruments and the resulting student performance data were demonstrated by collaborative review by content experts and a variety of statistical measures of interrater reliability.
EXPERIMENTAL PROCEDURES

Student Project Protocol
Assignment of students to teams. The course instructors assigned students to teams of 4-5 students. Factors such as senior vs. graduate standing, academic major, and grades in prerequisite courses were used to assign students to teams. Team assignments were finalized at the beginning of the second week of the quarter, once final class enrollment was established.
General project description. Students received a detailed description of the project requirements on the first day of the class. This material was supplied as a part of the course syllabus. Briefly, teams developed a National Institutes of Health-style grant proposal on a topic of current interest related to the disease state chosen that year for study in a course entitled "The Biochemical and Physiological Basis of Disease Process."
Students engaged in a variety of activities and completed a series of assignments throughout the quarter that 1) aided in team development, 2) ensured timely completion of final course projects, and 3) helped students, by providing formative assessment, to produce and then refine their final projects (Tables 1-2 ). The formative assessment data produced by this model were used both to help award final student course grades and for summative assessment of the undergraduate programs. Final student work products presented at the end of the quarter were a 9-12 page written grant proposal and a 35-min oral presentation of the proposed research. Assessments of the final student work products were used both to help award final student grades in the course and to obtain data for summative assessment of the undergraduate programs.
Preparation of the written grant proposal. Preparation of the written grant proposal (Table 1) began with a literature research phase. The literature research phase began during the first week of the quarter with an orientation to library research and completion of a companion library research exercise, due during week 3 and designed to ensure that all students understood how to use the online scientific bibliographic databases. During weeks 3-4, following an extensive literature review, teams identified the specific subtopic that would be the focus of their research proposal. Weeks 4-7 were used to produce an annotated bibliography for the research proposal based on 10 primary articles identified during the library research exercise. The process for production of the annotated bibliography consisted of 1) a minilecture delivered by the course instructors, including presentation of the specific grading criteria for the annotated bibliography, which provided students with a background to the specific elements required of an entry in an annotated bibliography; 2) student preparation of a single entry for the annotated bibliography; 3) formative assessment of the single annotation; 4) submission by teams of the 10 primary articles, based on the grading criteria provided by the course instructors, to be used in production of the course project; 5) instructor feedback in writing and in individual team meetings regarding the appropriateness of the submitted articles; 6) production by teams of the complete annotated bibliography; and 7) instructor feedback in writing and in individual team meetings regarding the annotated bibliography.
Production of the written grant proposal continued during weeks 6-11 with a process of drafting and revising the sections of a grant proposal. This process began with a minilecture delivered by the course instructors, including use of an actual proposal to demonstrate the specific grading criteria for production of the specific aims and background, and significance sections of the grant proposal. The minilecture was followed by an exercise in which students identified, using an actual instructor-generated proposal, how an author responded to the writing prompts required for production of this section of a grant proposal. Teams then drafted their specific aims and background and significance sections and received feedback both in writing and during individual team meetings about their drafts. The experimental design section of the proposal was then produced by the same series of steps. A second, revised draft of the complete proposal, including specific aims, background and significance section, experimental design, and literature cited, was due during week 10. Individual team meetings to provide feedback both in writing and orally were conducted at the end of week 10. The final written grant proposals, edited based on formative feedback, were submitted during week 11, final exam week.
There were few changes in the process for production by students of the written grant proposals between the first and second years of the course. The instructor assessment of student work products, the external evaluators' report, and the interrater reliability data (see Establishment of interrater reliability) suggested that no changes in the process for student production of this work product were required. A slight modification in the time line, indicated in bold, was necessitated by modifications in the production of the oral presentations discussed below.
Preparation of the oral presentation. Preparation of the oral presentation (Table 2 ) began during the first year of the course with a survey of recent literature reviews of the disease under discussion that year. This phase began during the second week of the quarter with an exercise designed to introduce the teams to the efficient reading of review articles, followed later in the week by the presentation, according to predetermined assessment criteria, of a section of an instructor-chosen review article. The oral presentation preparation continued during week 3 with the presentation, according to preestablished assessment criteria, of a complete review article. The final phase of preparation of the oral presentation occurred during week 8 when a minilecture was delivered by the course instructors, including presentation of the specific grading criteria for the final oral presentation, which provided students with a background to the specific elements required in the final oral presentation. The final oral presen- tation occurred in week 11, during the final examination period for the course.
The process for production of the final oral presentations was modified in the second year of the course due to poor interrater reliability and suggestions made in the external evaluators' report from the previous year (see Establishment of interrater reliability). In 2000, we added, indicated in bold in Tables 1 and 2 , several meetings with the teams to provide oral formative feedback on the review article presentations and, during week 9, a practice "final" oral presentation, followed by individual team meetings. These latter team meetings were used to provide formative feedback, both in writing and orally, regarding student performance on the practice final oral student work products.
Protocol for faculty assessment of student performance. Student achievement on each assignment was evaluated based on direct assessment of student performance according to detailed quantitative grading criteria. Although the course instructors developed quantitative grading criteria for every course assignment, only those used for assessment of the final written grant proposal and oral presentation are included in this paper (see Appendixes A and B). As indicated above, all grading criteria were discussed with and distributed to the students before production by the teams of the required work product.
Assessment of student performance by course instructors was a two-step process. First, both instructors individually assessed all student work products according to the predetermined assessment criteria. These data were used for the interrater reliability measures discussed below. Second, the course instructors then engaged in a dialogue about our ratings and the rationale for those ratings. This dialogue served as an important "norming process" that allowed us to establish internal validity (7) for our assessment process and resulted in the final scores that teams received on their work products (Tables  3 and 4) . These final negotiated scores were used to award final course grades for each student.
Development and Establishment of Validity of Assessment Instruments
Development and establishment of content validity of assessment instruments. The relative prevalence of selected assessment criteria on other instruments designed to measure our desired target outcomes were not available to us. Consequently, we used a previous study that identified assessment criteria central to our target outcomes as a starting point for the development of our quantitative grading criteria (7) . The modified grading criteria were then sent for collaborative review to a panel of three science education/assessment experts. The final revised versions of our quantitative grading criteria were then distributed to the student teams for use in production of their course work products and used by the course instructors for assessment purposes.
Establishment of interrater reliability. The repeatability or consistency of our assessment process was established in two ways. First, course instructor interrater reliability was established based on the total percent points awarded in common between the two instructors for each of the five sections of the written grant proposals (specific aims, background and significance section, research design and methods, literature cited, and general criteria) or the four sections of the oral presentations (introduction, background and significance section, research design, and general criteria).
Second, to determine whether the course instructors' evaluation of student performance was consistent with that of external experts, we convened during 1999 a panel of three experts who provided content validity expertise, as described above. They also used our assessment instruments and evaluated independently of the course instructors the final student work products. The panel consisted of an on-campus chemistry/pedagogy expert, an off-campus biology/pedagogy expert, and an on-campus assessment expert.
Interrater reliability among the external evaluators and the course instructors were calculated in the following manner. First, the mean of the five evaluations for each section of the written grant proposals (specific aims, background and significance section, research design and methods, literature cited, and general criteria) and for each section of the final oral presentations (introduction, background and significance section, research design, and general criteria) was calculated. Interrater reliability was then calculated as the mean percent points awarded in common among the five evaluators.
Statistical Analysis
Internal consistency was measured for different sections of the written and oral requirements (9) . The two faculty raters were then compared in their average percentage agreement for first, second, and final drafts of the written proposal and for the final oral presentation. Percentage agreement is different from reliability estimates conceptually (10) . It measures the similarity in ratings between raters. In the case of the present study, the percents do not produce overestimates due to the high number of categories (17) . An intraclass correlation, confidence interval, and standard error of measurement (SEM) were used to assess the interrater reliability of the instructors' ratings (12). These measures were calculated using one-way ANOVA that also determined the significance of the difference between raters in each section (16) . To account for the error associated with assessments performed on different occasions, a generalizability coefficient was used to determine the reliability between course instructors through time (8, 10, 13) . ANOVA was used to determine statistical difference in oral and written assignment total mean scores from the five raters and differences between the instructors' ratings and external evaluators' ratings (16) . In all cases, results were considered statistically significant at P Ͻ 0.05.
RESULTS
Internal Consistency
The internal consistency of sections of the instrument used to assess the written grant proposal of the eight research teams (4 in 1999 and 4 in 2000) was measured using the Cronbach's coefficient alpha (11) . Coefficients ranged from 0.58 to 0.72 (specific aims, 0.65; background and significance section, 0.72; research design and methods, 0.58). A coefficient was not calculated for the literature-cited section because these items were format requirements met by all research teams by the second assignment and were not required in the first assignment. Similarly, a coefficient was not calculated for general items because these were mechanical, not content requirements, met by all research teams within the required time line. Coefficients were calculated in the same way for final oral presentations. Coefficients ranged from 0.50 to 0.65 (introduction, 0.50; background to research, 0.62; research design, 0.65). A coefficient was not calculated for the conclusions because all requirements were completed by all teams without variation. Similarly, a coefficient was not calculated for general items because these were mechanical, not content, requirements of the assignment. It should be noted that drafts of the written proposals were used for the internal consistency analysis because the course instructors had not yet had their "norming sessions," and so the calculated values should differ the most for those sets of ratings, yielding a very conservative estimate for this measure. In contrast, the final oral presentation was used for the internal consistency analysis because in 1999 there was no practice final oral presentation. Although some ratings were below 0.70, the total scores were calculated for each section and used for further analysis. This methodological decision was based on prior establishment of content validity for the instruments. For example, as previously described, the course instructors and the external evaluators examined all items and determined whether or not they expressed legitimate aspects of performance. In addition, the instruments were subsequently pilot-tested. Consequently, the instructors were confident that the performance criteria identified in each section of both instruments were valid. Therefore, sections of the work products rather than individual criteria were used to measure interrater reliability between the two instructor raters.
Course Instructor Interrater Reliability for Written Grant Proposals
Before the final written grant proposal, students were assessed on two preliminary drafts. Instructors assessed these drafts, and feedback was given to students in tutorials to assist in preparing them for the final version of the written grant proposal. The agreement between instructor raters was examined for consistency in assessment outcomes for two consecutive years. Table 5 gives percentage agreement in 1999, 2000, and combined (averaged) between instructor ratings for the two drafts and the final version of the written proposals. Percentage agreements were high, ranging from 88.0 to 100.
Means among raters were compared in each section of the final version of the written proposal for the eight teams, and internal consistency between raters was measured by intraclass correlations (Table 6 ). There were no statistically significant mean differences among raters (P Ͻ 0.05). Intraclass correlation measures internal consistency between items by taking raters as items. The correlation is the ratio between true score variance and observed score variance (12) . Therefore, the correlations can be interpreted as a measure of interrater reliability and are accurate when equal variances can be assumed, as in the present study. The table shows high intraclass correlations and low SEMs, which shows high interrater reliability between the raters.
Using ANOVA, generalizability coefficients were obtained for ratings of each section of the written grant proposal to measure interrater reliability for assessment of student performance across time. With specific scoring guidelines, sufficient training for the raters, rating under similar conditions, as in the case of the present study, the generalizability coefficient serves as an accurate index of interrater agreement (12) . Generalizability coefficient also accounts for measurement errors due to 24 different occasions of rating across the two-year period. Table 7 shows high percentage agreements between raters and high generalizability coefficients, ranging from 0.973 to 0.997. Percentage agreement between raters of 100% agreement would mean a high rate of interrater agreement, and 0% would mean low.
Course Instructor Interrater Reliability for Oral Presentations
Oral presentations were based on the students' written grant proposals. The presentations were graded based on introduction, background and significance section, research design, *Literature citations were not required on their first draft, and therefore were not applicable.
conclusions, and general sections. The introduction, background and significance section, research design, and general sections of the oral presentation were tested for internal consistency using the final presentation scores of all eight research teams and combined for both years. Only final oral presentation data were used for this analysis because no comparable practice oral presentation was required in 1999. Table 8 shows no significant mean difference between raters on any of the oral presentation sections. Table 8 also shows high intraclass correlations and low SEMs, which shows high interrater reliability between the raters. Generalizability coefficients indicated better interrater reliability than did the intraclass correlations. This analysis used data from the final oral presentations from both years and the practice final oral presentation added to the course in 2000. The generalizability coefficients and percentage agreements on final presentations and combined found in Table 9 suggest consistency between raters. However, the 2000 practice oral presentation shows lower percentage agreements, ranging from 67.1 to 98.0% with the total average agreement of 91.7%. Percentage agreement improved for the final oral presentation with a total average agreement of 98.3%.
In the year 2000, the students were given a chance to practice their final oral presentation. Consequently, the oral presentation section and total scores were compared between 1999 and 2000. Table 10 demonstrates that although the final scores generally improved in 2000, there was no significant effect of the added practice oral presentation on student performance. However, the standard deviations are much lower for most sections, indicating greater consistency in the scores. In total scores, there was a 7.06-point increase, almost twothirds of a standard deviation, but still not statistically significant. Tables 11 and 12 show average percentage agreement among five raters (two instructor raters) and three external raters in 1999 for the final written proposals and oral presentations. Ratings for all four teams for all sections of the written proposals were high in agreement (range: 89.3-100%). Intraclass correlation was 0.998 and the generalizability coefficient was 0.997, suggesting high interrater reliability. There appear to be more, but not unacceptable, discrepancies in the evaluation of the oral presentations. The percentage agreement was lower than for the written proposals, ranging from 86.5 to 97.4%, as were intraclass (0.996) and generalizability (0.965) coefficients. Table 13 shows the total scores given to all four teams by each of five raters for both oral presentations and written proposals. The results of the ANOVAs performed on data for oral presentations and written proposals show no significant mean difference between the scores awarded by the course instructors (written proposal, P ϭ 0.789; oral presentation, P ϭ 0.323) among the three external raters (written proposal, P ϭ 0.155; oral presentation, P ϭ 0.528) or among all five raters (written proposal, P ϭ 0.171; oral presentation, P ϭ 0.090). 
Course Instructor and External Expert Interrater Reliability
DISCUSSION
To our knowledge, the authentic culminating assessment process and validated rubrics described in our study are unique in higher education natural science. Although rubrics and processes for performance-based assessment of individual assignments or courses in the natural sciences have been described previously (2, 5-6, 21-22, 24, 27-28) , within the higher education community, few attempts have been made to address summative assessment of natural science programs (21) . Finally, although the previous studies mentioned above reported potential natural science assessment strategies, validation of the associated instruments was not addressed.
The high interrater reliability between course instructors reported for our instruments, estimated by a variety of statistical measures including percentage agreement between raters, mean differences between raters on absolute scores awarded, intraclass correlations, and generalizability coefficients (Ref. 12; , suggests that these rubrics produce both reliable and valid assessments of the performance criteria for which they were designed. The establishment of content validity by review, critique, and revision of instruments by content experts before their use (3, 7, 14) and the norming process engaged in by the instructors throughout the course used to establish internal validity for the assessment process (7), likely contributed to this high interrater reliability.
The course instructor interrater reliability for the oral presentations may be lower than for the written proposals (Tables  6-9 ). Intraclass correlations were routinely lower for assessment of the oral presentations than for the written proposals (Tables 6 and 8 ), suggesting less agreement between course instructor raters using the oral presentation rubric. However, there were no significant mean differences in the scores awarded by the course instructors for any sections of either the oral or written projects (Tables 6 and 8 (Tables 7 and 9 ), suggesting no differences in the reliabilities of the two instruments. A possible explanation for the differences in intraclass correlations is the shorter time that was allotted for the evaluation of the oral presentation (30 min) relative to the written proposal (theoretically an unlimited amount of time). The time pressure associated with evaluating oral presentations might have led to greater variability in instructors' assessments estimated as intraclass correlations. In addition, there were fewer norming sessions associated with use of the oral presentation rubric due to the course design in year 1. These sessions allowed the course instructors to reach agreement regarding performance criteria so fewer sessions would have presumably led to greater discrepancy in ratings. This explanation is supported by the greater variances associated with scores awarded on oral presentations in 1999 vs. 2000, when additional oral presentation assignments and thus instructor norming sessions were added to the course (Table 10) .
The high interrater reliabilities reported between three external raters using the assessment instruments for the first time and the two course instructors suggests that the evaluation process and rubrics reported in this study should be easily adopted by others and yield valid and reliable student performance data. By a variety of statistical estimates in- (Tables 11-12 ), the interrater reliability among the five raters is extremely high. In addition, there were no statistically significant differences in the total mean scores awarded by the five raters (Table 13 ). This result might be due in part to the involvement of the external raters in the process used to establish the content validity of our instruments. Values are means Ϯ SD; n ϭ 4; 250 maximum. 
