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Este documento é o relatório final da dissertação “Deteção de Fraude em Telecomunicações 
com Técnicas de Data Mining e Análise de Redes Sociais”, que consistiu na aplicação de técnicas 
de Data Mining não-supervisionadas e de Análise de Redes Sociais, associadas ao problema da 
deteção de fraude em telecomunicações. 
Este projeto dividiu-se em duas abordagens. A primeira consiste na deteção de outliers com 
variáveis que descrevem as características das chamadas e dos clientes. Numa segunda 
abordagem, estuda-se a caracterização com medidas que representam os clientes em termos 
da rede social definida pelas chamadas. 
As abordagens são testadas em dados de chamadas de uma operadora de telecomunicações 
móveis. Dado que não foi disponibilizada informação sobre quais das chamadas são fraudulentas 
ou não, a avaliação dos resultados limitou-se a ser qualitativa.  
Foram realizados três testes. O primeiro teste é um teste simples, em que os dados são 
testados conforme são disponibilizados pela operadora. Após analisados os resultados, parte-se 
para o segundo teste, excluindo variáveis inúteis no ponto de vista de possível fraude e 
acrescentam-se novas, baseadas nos comportamentos passados dos utilizadores. No terceiro 
teste estuda-se a rede social formada pelos utilizadores das chamadas, e acrescenta-se ao 
conjunto de dados algumas variáveis estatísticas deste âmbito. Cada teste tem o seu conjunto 
de variáveis, existindo então três conjuntos de variáveis diferentes: descrição básica da 
chamada, perfil do subscritor da chamada e perfil social do subscritor. 
No final são avaliados os resultados, procurando os registos de possível fraude, e é feita 
uma discussão geral sobre os três testes. 
Um aspeto importante deste projeto é que, tendo em conta que os dados são recolhidos 
em fluxo, foram usadas ferramentas adequadas para este tipo de dados. 









This document is the final report of the dissertation "Telecommunication Fraud Detection 
Using Data Mining Techniques and Social Network Analysis ", which consists of applying Data 
Mining techniques for imbalanced datasets and Social Network Analysis, associated with 
problem fraud detection in telecommunications. 
This project was divided into two approaches. The first is the outlier detection with 
variables describing the features of calls and customers. In a second approach, we study the 
characterization with measures representing clients in terms of social network defined by the 
calls. 
The approaches are tested on call data of a mobile telecommunications operator. Since it 
was not provided with information regarding which of the calls are fraudulent or not, the 
evaluation of the results was qualitative. 
Three tests were performed. The first test is a simple test, where the data is tested as is 
supplied by the operator. After analyzing the results, we proceed to the second test, excluding 
useless variables in view of possible fraud and adding new ones, based on the past behavior of 
users. In the third test we study the social network formed by the users of the calls, and we 
add to the dataset some statistical variables of this scope. Each test has its own set of 
variables, having a total of three different sets of variables: basic description of the call, the 
subscriber’s profile and the subscriber’s social profile. 
At the end, the results are evaluated, looking for possible fraud records. It’s presented a 
general discussion of the three tests. 
An important aspect of this project is that, given that the data is collected in stream, 
suitable tools were used for this data type. 
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1.1 Motivação e Contexto 
A fraude é uma das principais preocupações no setor das telecomunicações, já que daí 
resultam graves perdas a nível financeiro. São usados recursos da operadora, por parte de 
terceiros, que não são devidamente cobrados, ou seja: 
1. Sem o correto pagamento; 
2. Sem nenhum pagamento; 
3. Pago por outra pessoa. 
Isto pode levar à perda de confiança na operadora, por parte do cliente, ou mesmo ao 
abandono da mesma. 
A dificuldade de localização do infrator e o facto de não ser necessário um equipamento 
muito sofisticado para a prática de atividade fraudulenta são fatores que levam à concretização 
desta mesma prática. É então necessária a deteção destes comportamentos com a máxima 
eficácia possível. 
Atualmente, as operadoras armazenam grandes quantidades de dados. A extração de 
informação e conhecimento destes dados por parte das operadoras é algo muito importante 
não só para a deteção de fraude, como também para a retenção do cliente ou publicidade. As 
técnicas de data mining e Análise de Redes Sociais surgem como uma solução viável na deteção 
deste problema, pois permitem analisar estes dados. A deteção eficaz de fraude possibilita aos 
operadores de telecomunicações não perder receitas, como também manter ou restaurar a 
confiança dos seus clientes [1]. 
1.2 Objetivos 
Esta dissertação consiste na combinação de abordagens de data mining e de análise de 
redes sociais, para o problema da deteção de fraude em telecomunicações. É importante 
salientar que as técnicas que se irão aplicar a este problema (um problema objetivo, pois as 
chamadas ou são fraudulentas ou não) são técnicas não-supervisionadas. As razões para esta 
escolha devem-se à não existência nos dados de informação sobre quais as chamadas 





fraudulentas. Por isso, mesmo quando essa informação existe, ela é pouco fiável. Foram 
realizados três testes, com conjuntos de variáveis diferentes: 
1. Conjunto de variáveis original, caracterizando a chamada de forma básica; 
2. Criar novas variáveis (perfis de utilizador) e eliminar variáveis inúteis; 
3. Adicionar ao conjunto de dados novas variáveis, extraídas da análise da rede social 
formada pelos clientes. 
Tendo em conta que não existe informação sobre se as chamadas são fraudulentas ou não, 
foi utilizado um algoritmo de aprendizagem não supervisionada, mais concretamente, de 
deteção de outliers. Adicionalmente, dada a grande velocidade a que os dados são recolhidos, 
foi usado um método de deteção de outliers para fluxos de dados. 
Por fim, foram comparados os resultados obtidos nos três cenários de teste. 
1.3 Estrutura do documento 
O resto deste documento encontra-se dividido em 4 capítulos: Trabalho Relacionado, 
Metodologia, Caso de Estudo e Conclusão. Na introdução, é apresentada a motivação e o 
contexto do problema, assim como os objetivos deste projeto. No estado da arte é feita uma 
revisão bibliográfica nas diversas áreas incluídas neste trabalho: fraude em telecomunicações, 
data mining e deteção de anomalias, e Análise de Redes Sociais. No capítulo da metodologia 
são apresentados os procedimentos a adotar neste tipo de trabalho, assim como os testes a 
realizar. No capítulo do caso de estudo, são apresentados os dados e as ferramentas utilizadas, 
descritos os testes realizados, assim como os resultados obtidos. Finalmente, na conclusão, é 
feita uma avaliação geral dos objetivos propostos, assim como descritas algumas possíveis 





2 Trabalho Relacionado 
2.1 Fraude em Telecomunicações 
Fraude pode ser explicada como o ato de enganar os outros, para ganho pessoal [2]. Na 
área das telecomunicações, a fraude caracteriza-se pelo uso abusivo de recursos de uma 
operadora, sem intenção de efetuar o devido pagamento. Neste cenário, poderão existir duas 
vítimas: a operadora e o cliente. 
O comportamento fraudulento é um problema que afeta as grandes operadoras de 
telecomunicações e as suas receitas anuais. A Communications Fraud Control Association 
realiza, periodicamente, estimativas sobre a fraude em telecomunicações em todo o mundo. 
Em 1999, a estimativa era de 12 mil milhões, em 2003 entre 35 e 40 mil milhões, em 2006 entre 
55 e 60 mil milhões e em 2009 entre 70 e 78 mil milhões (valores em dólares americanos) [2]. 
É notório o crescimento deste problema ao longo dos anos, e a tendência é continuar. Num 
mercado competitivo, existe pressão para as operadoras aumentarem a sua eficiência, imagem, 
qualidade de serviço e reduzirem os seus custos[1]. 
 
2.1.1 Métodos Fraudulentos 
A fraude em telecomunicações pode ocorrer de diversas formas, desde adolescentes a 
invadir sistemas a partir do seu quarto, até sofisticadas redes de crime organizado [2]. Como 
exemplos mais comuns de fraude, tem-se os seguintes métodos: 
 Fraude por assinatura: quando alguém subscreve um serviço (por exemplo, 
telefone ou internet), mas sem intenção de o pagar. 
 Fraude interna: é praticada pelos trabalhadores da própria operadora. Representa 
8.2% dos incidentes, mas gera 40.3% das perdas de receitas [1]. 
 Fraude por intruso: quando um intruso se apropria de uma conta legítima, 
normalmente um negócio, e faz ou vende chamadas desta conta. 
 Fraudes técnicas: ocorre na exploração de falhas na tecnologia de uma 
infraestrutura. O intruso adivinha por exemplo a password de um sistema e realiza 





 Engenharia Social: acontece quando o intruso finge ser alguém que não é (um 
funcionário da operadora, por exemplo), com o objetivo de obter informações 
sobre a conta do cliente. 
 Fraude baseada em novas tecnologias: novas tecnologias, como o VoIP (Voice over 
Internet Protocol), proporcionam chamadas a preços muito baixos e permitem aos 
clientes a utilização do seu número em diferentes países. Há quem explore estes 
serviços, comprando-os a preço baixo, e revendendo-os a preço mais alto a 
consumidores que desconheçam a existência destas novas tecnologias. 
 Fazer-se passar por outra pessoa: realizar chamadas telefónicas (ou outro serviço) 
com dados de cartão de crédito roubados, fazendo-se passar pelo dono do cartão. 
Há muitas mais técnicas de fraude, algumas tão sofisticadas que combinam diferentes 
métodos já conhecidos. A fraude em telecomunicações não é algo estático; novas técnicas são 
desenvolvidas à medida que as operadoras criam defesas para as técnicas já existentes [2]. 
2.2 Data Mining para Deteção de Fraude 
Data mining consiste na extração de conhecimento a partir de dados, anteriormente 
desconhecido, através de algoritmos estatísticos [3]. São ferramentas que podem ser usadas 
para determinar padrões, sequências de eventos, associações e segmentos de comportamento, 
que podem ser utilizadas em sistemas de deteção de fraude [4]. As operadoras de 
telecomunicações armazenam grandes quantidades de dados, na ordem de vários gigabytes por 
dia, e é por isso que as técnicas de data mining são de extrema importância neste caso. 
Os métodos de data mining para deteção de fraude podem ser supervisionados ou não-
supervisionados [5]. Nos métodos supervisionados são usados registos de chamadas fraudulentas 
e não fraudulentas para construir modelos, que permitirão a classificação de novos dados numa 
destas duas classes. Isto significa que é preciso ter confiança na classificação dos dados com 
que se constrói o modelo, e que são necessários exemplos das duas classes. Este tipo de métodos 
só permite detetar comportamentos fraudulentos semelhantes aos que ocorreram 
anteriormente. Algumas técnicas aplicadas nestes casos são as seguintes: 
 Sistemas de Classificação; 
 Redes Neuronais; 
 Indução de Regras; 
 Redes de Bayes; 
 Árvores de decisão. 
Podem ainda ser usadas combinações de alguns ou todos os exemplos anteriores, para obter 
melhores resultados na deteção de fraude. 
Por outro lado, nos métodos não supervisionados procura-se nos registos (clientes, 
chamadas, etc.) valores fora do normal, isto é, outliers [5]. As técnicas mais usadas resultam 




cria-se um modelo que representa o comportamento normal da distribuição dos dados, e 
procura-se aqueles que mais se distanciam desta norma. 
Há alguns componentes essenciais num sistema de deteção de fraude [2]: 
 Um fluxo contínuo de dados de entrada; 
 Uma base de dados para armazenar esses dados; 
 Um conjunto de algoritmos de deteção de anomalias; 
 Pessoal para verificar os resultados e implementar medidas corretivas; 
 Ferramentas de visualização, para ajudar o pessoal a tomar decisões. 
2.3 Deteção de Anomalias 
Deteção de anomalias refere-se ao problema de encontrar padrões em dados, que não 
correspondam ao seu comportamento esperado [6]. Estes padrões em não-conformidade são 
normalmente apelidados de anomalias, outliers, observações discordantes, exceções, 
aberrações, surpresas ou peculiaridades em diferentes domínios de aplicação. Neste âmbito, 
anomalia e outlier são os termos mais comuns. O uso da deteção de anomalias estende-se a 
diversas áreas como a deteção de fraude em telecomunicações, cartões de crédito, seguros ou 
assistência médica, deteção de intrusos em cibersegurança e deteção de falha em sistemas 
críticos. 
A Figura 2.1 representa um exemplo de anomalias num conjunto bidimensional de dados. 
O conjunto de dados tem duas regiões normais, 𝑁1 e 𝑁2, uma vez que a maior parte dos dados 
incide sobre estas regiões. Os pontos suficientemente longe destas regiões, isto é, os pontos 
𝑜1, 𝑜2 e os pontos na região 𝑂3, são anomalias. 
 






2.3.1 Tipos de Anomalia 
Um aspeto importante nas técnicas de deteção de anomalias é o tipo de anomalia, que 
pode ser classificado em três categorias diferentes: 
 Anomalias pontuais: se uma dada instância é considerada anómala relativamente 
ao resto dos dados, então ela é considerada uma anomalia pontual. Este é o tipo 
de anomalia mais simples e representa a maioria dos projetos de deteção de 
anomalias. Por exemplo, na Figura 2.1, os pontos 𝑜1, 𝑜2 e os pontos na região 𝑂3 
são anomalias pontuais. 
 Anomalias contextuais: se uma dada instância é considerada anómala num 
determinado contexto, sendo normal noutro, então ela é considerada uma 
anomalia contextual. Por exemplo, uma temperatura de 2°C pode ser normal no 
Inverno, mas é anómala no Verão. 
 Anomalias coletivas: se um grupo de dados consecutivo é considerado anómalo, 
tendo em conta todo o conjunto de dados, então ele é considerado uma anomalia 
coletiva. Os dados podem não ser considerados individualmente como anómalos, 
mas por ocorrerem juntamente com outros, são considerados uma anomalia 
coletiva. 
2.3.2 Resultado da Deteção de Anomalias 
Tipicamente, os resultados obtidos pelas técnicas de deteção de anomalias são de um de 
dois tipos [6]: 
 Pontuações: as técnicas de pontuação atribuem uma pontuação a cada instância dos 
dados, dependendo do grau a que essa instância é considerada anómala. Isto permite 
uma lista ordenada de anomalias, possibilitando a atribuição de prioridades a instâncias 
com pontuação mais elevada. 
 Rótulos: estas técnicas atribuem rótulos binários a cada instância: normal ou anómala. 
2.4 Técnicas de Deteção de Anomalias aplicadas à Deteção de 
Fraude em Telecomunicações 
Nesta secção serão apresentadas algumas técnicas de deteção de anomalias aplicadas à 
deteção de fraude em telecomunicações. 
2.4.1 Profiling 
Esta técnica consiste em acumular o comportamento passado dos clientes, com o objetivo 
de construir um perfil ou um conjunto de valores esperados relativamente ao comportamento 




O comportamento futuro do subscritor poderá então ser comparado com o perfil criado, 
testando se este se mantém dentro do normal. Os desvios da normalidade poderão ser um 
indício de atividade fraudulenta. 
2.4.2 Redes Neuronais 
Existem dois paradigmas de aprendizagem das redes neuronais a aplicar no reconhecimento 
de padrões [1]: 
 Não supervisionada: a rede agrupa padrões de treino similares em clusters, 
cabendo ao utilizador identificar o comportamento associado a cada um deles. 
Depois de criado o modelo, são adicionados novos dados, juntando-se à classe a 
que mais se assemelharem. 
 Supervisionada: os padrões são agrupados pertencendo a uma classe. Durante a 
aprendizagem, a rede tenta adaptar as suas unidades de forma a produzir a 
classificação correta no output de cada padrão de treino. Quando um novo padrão 
é apresentado, é classificado de acordo com o output produzido pela rede [1]. 
2.4.3 Indução de Regras 
As técnicas baseadas em indução de regras extraem conhecimento de experiências 
passadas, sendo capaz de distinguir o comportamento normal do anómalo. Quando aplicada a 
novos dados, é capaz de os classificar, avalia a solução proposta e atualiza a memória de casos, 
aprendendo com esta experiência [1]. 
2.5 Análise de Redes Sociais 
O mundo é um sistema complexo de partes interligadas. As relações entre estas 
componentes podem ser representadas por uma rede, cuja estrutura pode ser analisada através 
da perspetiva de Análise de Redes Sociais [7]. Geralmente, uma rede social é construída através 
de dados relacionais e pode ser definida como um conjunto de entidades sociais, tais como 
pessoas, grupos ou organizações, com algum padrão de relações ou interações entre elas. Estas 
redes podem ser modeladas por meio de grafos matemáticos, onde os vértices representam as 
entidades sociais e os vínculos estabelecidos representam as ligações entre elas. As várias 
terminologias usadas nas diferentes áreas são apresentadas na Tabela 2.1. Assim, o principal 







Figura 2.2 - Representação de 2 grafos: à esquerda, não direcionado e direcionado à direita[8] 
 
 
Matemática Ciências da 
Computação 
Sociologia Física Outros 
Vértice Nó Ator/Agente Sítio Ponto 
Aresta Ligação/Conexão Vínculo Relacional Vínculo Arco 
Tabela 2.1 - Terminologia usada em diferentes áreas de conhecimento [7] 
Um grafo direcionado pode ser representado sobre a forma de uma matriz de adjacência 
ou de uma lista de adjacência. Usando como exemplo o grafo direcionado da Figura 2.2, obtém-
se o seguinte: 
 
Vértice A B C D 
A - 1 0 0 
B 0 - 1 0 
C 0 0 - 1 
D 0 1 0 - 
Tabela 2.2 – Matriz e lista de adjacência (respetivamente) do grafo direcionado da Figura 2.2 
 
2.5.1 Medidas Estatísticas Elementares 
Para representar redes, é comum recorrer-se à Matemática, mais precisamente à Teoria 
dos Grafos. Para se analisar estas redes, é fundamental recorrer-se a outro ramo: a Estatística. 
As medidas que irão ser apresentadas, podem ser classificadas de acordo com o nível de 
análise que se pretende realizar: ao nível dos atores, ou ao nível da própria rede. 
2.5.1.1 Medidas Estatísticas ao Nível do Ator 
A centralidade, ou prestígio, é um indicador geral da posição de um ator na estrutura global 









grau, a intermediação, a proximidade e a centralidade do vetor próprio [7]. Estas medidas 
determinam a importância de um ator dentro da rede. 
Centralidade do Grau ou Valência 
O grau ou valência de um nó 𝑣, geralmente denotado por 𝑘𝑣, é uma medida de adjacência 
imediata e do envolvimento do nó na rede, sendo calculado como o número de arestas 
incidentes num dado nó ou, de forma análoga, como o número de vizinhos do nó 𝑣. Neste 
contexto, a vizinhança é definida pelo conjunto de nós que estão ligados a 𝑣 [7]. 
O grau pode ser calculado através da matriz de adjacência, da seguinte forma: 
 
 𝑘𝑖 = ∑ 𝑎𝑖𝑗
𝑛
𝑗=1
, 0 < 𝑘𝑖 < 𝑛 
(1) 
onde 𝑛 representa o número de nós, 𝑎𝑖𝑗 é a entrada da i-ésima linha e da j-ésima coluna da 
matriz de adjacência A. 
Para redes direcionadas, existem duas variantes de centralidade do grau: grau de entrada, 
denotado por 𝑘𝑣
+, e grau de saída, denotado por 𝑘𝑣
−. O grau de entrada é dado pelo número de 
arestas que começam no vértice 𝑣 e o grau de saída pelo número de arestas que terminam 
neste mesmo vértice, conforme definido pelas seguintes equações: 
 
 𝑘𝑖









Em redes pesadas, a força é equivalente ao grau, e calcula-se como a soma dos pesos das 
arestas adjacentes a um dado nó, conforme expresso pela seguinte equação: 
 
 𝑘𝑖





Centralidade de Intermediação 
A intermediação de um nó 𝑏𝑣 indica em que medida um dado nó se situa entre os outros nós 
da rede e pode ser calculado usando a seguinte fórmula [7]: 
 






onde 𝜎𝑠𝑡 representa o número de caminhos mais curtos entre os vértices 𝑠 e 𝑡, e 𝜎𝑠𝑡(𝑣) indica 





Centralidade de Proximidade 
A proximidade é uma medida aproximada da posição global de um dado ator na rede, 
fornecendo uma ideia de quanto tempo um dado nó inicial demora a alcançar todos os outros 






onde 𝑑(𝑢, 𝑣) representa o comprimento do caminho mais curto entre os nós 𝑢 e 𝑣. 
Centralidade do Vetor Próprio 
Esta medida tem por base a ideia de que a centralidade de um dado ator social é definida 
pela centralidade dos atores com quem estabelece relações. Assim, a centralidade de um 
determinado ator pode ser definida como a combinação linear das centralidades dos seus 









onde 𝑥𝑖 𝑥𝑗⁄  denota a centralidade do nó 𝑖 𝑗⁄ , 𝑎𝑖𝑗 representa a entrada da matriz de adjacência 
𝐴 e 𝜆 indica o valor próprio da matriz 𝐴. 
2.5.1.2 Medidas Estatísticas ao Nível da Rede 
Resulta numa informação mais compacta que permite avaliar globalmente a rede, usando 
conceitos como caminho, caminho mais curto e excentricidade. Um caminho é uma sequência 
de vértices em que pares consecutivos de vértices não repetidos estão ligados por uma aresta 
[7]. Caminho mais curto, ou distância geodésica, define-se como o comprimento do caminho 
mínimo entre os vértices 𝑖 e 𝑗. Por sua vez, a excentricidade é dada pela maior distância 








Algumas medidas ao nível da rede são o diâmetro e raio, a distância geodésica média, o 
grau médio, a reciprocidade, a densidade e o coeficiente do agrupamento global. 
Diâmetro e Raio 
O diâmetro 𝐷 é dado pela excentricidade máxima do conjunto de vértices que define a 
rede e, analogamente, o raio 𝑅 pode ser definido como a excentricidade mínima do conjunto 





 𝐷 = max{𝜀𝑣: 𝑣 ∈ 𝑉}  (9) 
 
𝑅 = min{𝜀𝑣: 𝑣 ∈ 𝑉}   (10) 
Distância Geodésica Média 
A distância geodésica média, geralmente denotada por 𝑙, fornece uma ideia de quão longe 









onde 𝑑(𝑖, 𝑗) representa a distância geodésica entre os vértices 𝑖 𝑒 𝑗, e 
1
2
𝑛(𝑛 − 1) indica o número 
máximo de arestas numa rede composta por 𝑛 vértices. 
Grau médio 
O grau médio é a média dos graus de todos os vértices da rede, conforme determinado na 









A reciprocidade 𝑟 é uma grandeza específica para redes direcionadas, que mede a 
tendência de pares de vértices para criarem ligações mútuas entre si. É calculada através da 
razão entre o número de ligações mútuas na rede e o número de todas as ligações existentes, 





, 0 < 𝑘𝑖 < 𝑛 (13) 
onde #𝑚𝑢𝑡 indica o número de díades (pares vértices) mútuas e #𝑎𝑠𝑦𝑚 representa o número 
de díades assimétricas. 
Densidade 
A densidade 𝜌 é uma medida importante, uma vez que quantifica o nível de conectividade 
presente numa rede. Esta medida pode ser definida como a proporção de arestas presentes na 










onde 𝑚 representa o número de arestas presentes numa rede e 𝑚𝑚𝑎𝑥 indica o número 
máximo de arestas dessa rede. 
Coeficiente de Agrupamento Global 
O coeficiente de agrupamento global, para toda a rede, é obtido através do cálculo da 









2.5.2 Análise de Ligações 
Em algumas situações, tais como a Web, pode ser interessante descobrir o nó dominante, 
mais valioso ou com maior influência, e para isto foram desenvolvidos vários algoritmos, sendo 
os mais populares o Pagerank e o HITS [7]. Estes algoritmos exploram a relação existente entre 
as ligações e os conteúdos das páginas Web¸ com o intuito de melhorar a tarefa de recuperação 
de informação na Web, sendo extremamente importantes no desenho de motores de busca 
inteligentes [7]. 
2.5.3 Deteção de Comunidades 
Uma das características únicas das redes sociais é que estas possuem estrutura de 
comunidade [7]. Também conhecidas por módulos ou clusters, podem ser definidas como 
módulos semelhantes de nós, ou seja, grupos de nós densamente ligados, com ligações esparsas 
entre eles. 
O processo básico inerente aos algoritmos de deteção de comunidades, resulta da 
subdivisão do grafo original num conjunto de subgrafos, através da otimização de uma função 
objetivo [7]. 
Dois métodos populares na deteção de comunidades em redes são o agrupamento 





3.1 Outliers Baseados em Distância aplicados em Fluxos de Dados 
O processo de deteção de outliers pode ser visto como um complemento do clustering, na 
medida em que o clustering tenta formar grupos de objetos, enquanto a deteção de outliers 
tenta detetar os objetos que não se enquadrem em nenhum grupo [9]. 
Este projeto focar-se-á na deteção de outliers baseada em distância, ou seja, um objeto 𝑥 
é considerado outlier se houver menos de 𝑘 objetos a uma distância 𝑅 de 𝑥 [10]. De acordo 
com esta definição, para detetar outliers baseados em distância, são necessários dois 
parâmetros 𝑘 e 𝑅, que controlam a densidade da vizinhança de cada objeto [9]. 
 
Figura 3.1 - Exemplo de um conjunto de dados com dois outliers baseados em distância[9] 
 
De acordo com a definição apresentada anteriormente, no exemplo da Figura 3.1, se 𝑘 = 4 
e a distância 𝑅, facilmente se verifica que 𝑝8 e 𝑝10 são outliers. 
Atualmente, a investigação e a prática de Data Mining são confrontadas com novos 
problemas e desafios. A forma de recolher dados já não é manual, mas sim automática: temos 
dispositivos, sensores e computadores que recolhem, processam e enviam informações para 
outros computadores. Por vezes não é mesmo viável armazenar toda a informação em sistemas 
de gestão de dados tradicionais, principalmente porque estes não foram projetados para 
suportar diretamente consultas que precisam de ser executadas de forma contínua [7]. São 
então criados lotes, armazenando apenas pequenas quantidades de dados em memória[7], [9]. 
Os objetos que pertencem ao lote são considerados ativos, e quando deixam de pertencer diz-





Há dois tipos de lotes[9]: 
 Baseados em contadores: que recolhem 𝑛 objetos mais recentes. 
 Baseados em tempo: que recolhem os objetos que chegaram no último intervalo 
de tempo 𝑡. 
Alguns exemplos de algoritmos, propostos por Maria Kontaki et al. [9] são os seguintes: 
 COD (Continuous Outlier Detection[10]): consome menos memória que os 
algoritmos já existentes e é mais eficiente. Necessita de um 𝑅 fixo, mas aceita 
múltiplos valores de 𝑘. 
 ACOD: permite múltiplos valores de 𝑅 e de 𝑘. 
 MCOD (Micro-cluster-based Continuous Outlier Detection [10]): construído a partir 
do COD, baseia-se em micro-clusters, reduzindo a quantidade de recursos 
computacionais utilizada. 
Quando comparados entre si, estes algoritmos apresentam os mesmos resultados em termos 
de deteção de outliers, sendo o MCOD o mais eficiente, consumindo menos recursos 
tecnológicos e realizando a tarefa em menos tempo [11]. 
3.2 O Formato dos Dados 
Nem sempre é fácil começar um projeto de deteção de fraude em telecomunicações, 
porque as operadoras não podem dar livre acesso aos dados dos seus clientes, por razões de 
confidencialidade. O tipo de dados usado nestes estudos são os chamados CDRs (Call Detail 
Records ou Call Data Records) [1], [12]. Estes dados têm um formato padrão e são criados cada 
vez que um cliente usa um serviço da operadora. Podem variar de operadora para operadora 
mas os atributos mais comuns são os seguintes [12]: 
 Número de identificação da origem e do destino; 
 Data e hora; 
 Tipo de serviço (chamada de voz, mensagem escrita, etc…); 
 Duração; 
 Pontos de acesso à rede; 
 Outros. 
Este tipo de dados não compromete a identificação dos utilizadores nem o conteúdo trocado 
entre eles, e por isso não viola os contratos de confidencialidade. 
3.3 Etapas do Projeto 
Este projeto está dividido em várias etapas e serão realizadas três iterações, cada uma com 





Figura 3.2 - Sequência de etapas do projeto 
3.3.1 Teste 1 – Dados Simples 
Neste primeiro teste, o conjunto de dados submetido ao algoritmo de deteção de outliers 
será basicamente o conjunto de CDRs disponibilizado pela operadora. 
Embora não seja de esperar um bom resultado, dado que as variáveis não contêm qualquer 
informação de perfil dos clientes, este teste serve para estabelecer um resultado base, que 
será comparado com os restantes dois conjuntos que vão ser gerados. 
3.3.2 Teste 2 – Perfil do Subscritor 
Enquanto no Teste 1 as chamadas são comparadas apenas entre si, este teste tem como 
objetivo analisar as chamadas tendo em conta também o comportamento passado de cada 
utilizador. Serão então criadas novas variáveis, baseadas nos perfis dos utilizadores, que serão 
adicionadas ao conjunto de dados submetido ao algoritmo de deteção de outliers. 
Esta abordagem pode ser relacionada com a abordagem de “Profiling” descrita 
anteriormente. Para além disso, dado o aumento do número de variáveis, exclui-se algumas de 






Um perfil de um utilizador tem por base algumas destas medidas [2]: 
 Rácio de chamadas (chamadas/hora); 
 Distribuição de chamadas por dia da semana; 
 Distribuição de chamadas por hora do dia (para a semana e fim-de-semana); 
 Distribuição da duração das chamadas; 
 Regiões do Mundo para as quais efetua chamadas; 
 Países para os quais mais efetua chamadas; 
 Números para os quais mais efetua chamadas; 
 Se as chamadas são pagas, e se são usados números de identificação fiscal. 
3.3.3 Teste 3 – Perfil Social do Subscritor 
No setor das telecomunicações, as empresas aplicam técnicas de ARS para identificar perfis 
de cliente. Mais no domínio da deteção de fraude, existe a possibilidade de aplicar técnicas de 
ARS a redes de comunicação, para realizar uma análise da frequência e da direção da 
comunicação, que pode revelar padrões de comunicação entre as várias entidades. Esses 
padrões podem ajudar a identificar atividades fraudulentas. 
Estudando a rede social formada pelos utilizadores envolvidos nas chamadas, criar-se-á um 
conjunto de novas variáveis, de caráter social, que serão adicionadas ao dataset (conjunto de 





4 Caso de Estudo 
Neste capítulo pretende-se fazer uma descrição detalhada de todo o projeto. 
4.1 O Problema 
Este projeto tem como objetivo o estudo de um conjunto de chamadas telefónicas, 
avaliando-as como normais ou anómalas. Para isto utiliza-se uma abordagem de Data Mining 
não-supervisionada, mais concretamente um método de deteção de outliers baseado em 
distâncias. O algoritmo escolhido foi o MCOD, pois após algumas experiências foi o que obteve 
melhores resultados em termos de tempo de processamento e memória usada, o que vai de 
acordo com o que foi descrito na secção 3.1. 
Foi disponibilizado um conjunto de dados composto por um dia de CDRs (das 00:00 horas às 
23:59), e pretende-se simular um fluxo de dados. Para isso é escolhido aleatoriamente um 
conjunto de dados (composto por 20000 registos), que vai ser o lote a ser analisado. Chamemos 
a esse lote “Conjunto de Teste”, representado por 𝐶. 
4.2 Dataset 
Conforme dito anteriormente, o conjunto de dados a ser analisado neste caso de estudo é 
o 𝐶. É composto por 20000 registos, que correspondem às chamadas entre as 11:55 horas e as 


















O Timestamp [14] é um código que representa a data e a hora. Neste caso vai variar entre 
1354362941 e 1354363026. O atributo Duration representa a quantidade de tempo que a 
chamada dura, em segundos. 
Para melhor explicar os próximos atributos, é melhor utilizar dois conceitos: utilizador1 e 
utilizador2. Msisdn e Other_msisdn são um código que representa o número de telefone do 
utilizador1 e do utilizador2, respetivamente. Contract_id e Other_contract_id são o número 
de identificação do contrato do utilizador1 e do utilizador2, respetivamente. Start_cell_id e 
End_cell_id representam o número das antenas que o utilizador1 e o utilizador2 usaram para 
se conectar à rede. O campo Direction descreve a direção da chamada e pode ter dois valores: 
“I” (inbound) ou “O” (outbound). Isto significa que se o campo Direction tiver o valor “I”, é o 
utilizador1 que liga para o utilizador1, enquanto que se o valor for “O”, é o utilizador2 a 
realizar a chamada para o utilizador1. 
O Call_type é um identificador do tipo de chamada ou serviço e pode ter um dos seguintes 
valores: "MO", "ON", "FI", "SV" ou "OT". Não há uma descrição precisa sobre o que estes valores 
significam. O atributo Destination_type toma os valores “I” para chamadas internacionais e 
“L” para chamadas locais. O campo Dropped_call pode ter dois valores: “Y” se a a chamada 
tiver “caído”, ou seja, se não tiver sido nenhum dos dois utilizadores a desligar, e “N” caso 
contrário. O Voicemail pode ter o valor “Y” se a chamada for parar ao voicemail e “N” caso 
contrário. 
Para além disto, é preciso ter em conta algumas características adicionais[12]: 
 Os identificadores de antenas, Start_cell_id e End_cell_id, nem sempre estão 
disponíveis, tomando o valor “0” (zero) quando não estão; 
 O número do contrato do utilizador2 nem sempre está disponível, adotando o valor 
“-1” para esse caso. Isto pode querer dizer que o contrato desse utilizador pertence 
a outra operadora e por isso esse valor é desconhecido. 
 Todas as chamadas internacionais, onde Destination_type toma o valor “I”, têm o 
valor “OT” para o Call_type. 
 Todas as chamadas que foram para voicemail (Voicemail ter o valor “Y”) têm o 
Call_type igual a “SV”, e todas elas têm o mesmo valor para o Other_msisdn. 
O conjunto 𝐶 é então definido por: 
 
𝐶𝑖 = {"𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝑖", "𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑖", "𝑚𝑠𝑖𝑠𝑑𝑛𝑖", "𝑜𝑡ℎ𝑒𝑟_𝑚𝑠𝑖𝑠𝑑𝑖𝑛𝑖", "𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡_𝑖𝑑𝑖", 






Para melhor perceber o conjunto de dados 𝐶, é importante ter uma informação mais 







Desvio Padrão 97.075 
Tabela 4.1 - Estatísticas do campo Duration 
 
Figura 4.1 - Número de chamadas por duração 
 
 Other_contract_id: 11316 registos têm o valor “-1”, o que corresponde a 56.6% de 
todo o conjunto; 
 Start_cell_id: 9024 registos têm o valor “0”, o que representa 45.1% do conjunto 
𝐶; 
 End_cell_id: 12068 registos têm o valor “0”, ou seja 60.3%; 
 Direction: 6219 têm o valor “I”, sendo as restantes 13781 “O”; 
 
 






 Destination_type: apenas 243 das 20000 são chamadas internacionais, 
consequentemente as restantes 19757 são locais;  
 
Figura 4.3 - Número de chamadas por tipo de destino (internacional ou local) 
 
 Dropped_call: apenas 573 têm o seu valor a “Y”, sendo as restantes 19427 “N”;  
 
Figura 4.4 - Número de chamadas por dropped calls ("Y" e "N") 
 
 Voicemail: apenas 122 chamadas foram parar ao voicemail, enquanto as restantes 
19878 foram realizadas com sucesso. 
 







Este software, WEKA [15], foi usado essencialmente para a análise do dataset feita na 
secção 4.2. 
 
Figura 4.6 - Interface do WEKA 
4.3.2 MOA 
O MOA (Massive Online Analysis) [16]–[18] é um software que contém um conjunto de 
ferramentas de Data Mining. Esta escolha deveu-se principalmente ao facto deste software 
permitir a análise de fluxos de dados, mas também ao facto de ser “open source” e ter um 
separador de deteção de outliers. 
 







O problema deste software é apresentar os resultados apenas em modo de visualização, 
como se verifica na Figura 4.7, não disponibilizando uma lista dos mesmos. A solução 
encontrada, visto ser um software open source, foi alterar o código do mesmo, acrescentando 
as funcionalidades pretendidas. No Anexo A é disponibilizado o código, assim como as instruções 
para a reutilização do mesmo. 
 
 
Figura 4.8 - Código acrescentado ao MOA e resultados 
 
Na Figura 4.8 é possível visualizar as novas funcionalidades acrescentadas: a lista de 
outliers, o número de registos analisados e o número de outliers encontrados. 
4.3.3 Microsoft Access 2013 
O Acess 2013 [19] é uma ferramenta que permitiu fazer toda a preparação dos dados, usados 






Figura 4.9 - Interface Acess 2013 
Na Figura 4.9, à esquerda, é possível ver a designação de algumas das tabelas e consultas 
criadas, através de queries (consultas) em SQL [20]. 
 
4.3.4 Gephi 
O Gephi [21] foi a ferramenta usada para o estudo da rede social formada por todos os 
intervenientes das chamadas. Foi daqui que se extraiu todo o conhecimento sobre as variáveis 
estatísticas de caráter social adicionadas ao dataset. 
 
 






4.4 Teste 1 – Dados Simples 
Nesta secção é descrito o primeiro teste desenvolvido, em que se analisa o conjunto 𝐶 
através do algoritmo MCOD do MOA. Dividir-se-á em três partes: preparação de dados, 
implementação e resultados. 
4.4.1 Preparação de Dados 
Neste teste, não é feita nenhuma manipulação dos dados. Os dados são analisados como 
vêm nos CDRs disponibilizados pela operadora. 
A única alteração efetuada foi apenas o tipo de ficheiro: passou-se dum ficheiro do tipo 
CSV [22] (formato disponibilizado) para um ficheiro do tipo ARFF (Attribute-Relation File 
Format [23]), suportado pelo MOA. 
4.4.2 Implementação 
No separador de deteção de outliers presente no MOA, é preciso configurar dois aspetos: o 
ficheiro que é analisado e o algoritmo escolhido. Escolhe-se então o ficheiro do tipo ARFF que 
contém o conjunto 𝐶, tendo em conta também as seguintes opções avançadas: 
 Normalize: verdadeiro. Os dados numéricos são normalizados entre 0 e 1, 
permitindo assim a sua visualização. 
 keepNonNumericalAttr: verdadeiro. Esta opção permite manter os atributos não 
numéricos, caso contrário seriam excluídos do teste. 
 As restantes opções seguem com os valores default. 
Quanto ao algoritmo, o escolhido é o MCOD. Conforme dito na secção 3.1, este é um 
algoritmo baseado em distâncias, dependendo por isso de valores de 𝒌 e 𝑹. São realizados 
vários ensaios onde se variam estes valores. Quanto ao tamanho do lote (windowSize), este vai 
ser 20000, ou seja, o número de registos no conjunto 𝐶. 
4.4.3 Resultados 
De acordo com a definição apresentada na secção 3.1, um objeto 𝑥 é considerado outlier 
se houver menos de 𝑘 objetos a uma distância 𝑅 de 𝑥 [10]. Daqui facilmente se deduz que o 
número de outliers tem tendência a aumentar à medida que se aumenta 𝑘, aumentando 





Os resultados obtidos neste teste foram os apresentados na Tabela 4.2: 
 
Ensaio 𝒌 𝑹 Número de outliers 
1 50 1 87 
2 40 1 70 
3 60 1 123 
4 50 0.8 365 
Tabela 4.2 - Resultados do Teste 1 
 
Fazendo uma análise a alguns dos resultados do Ensaio 1 (a totalidade dos resultados está 
disponível no Anexo B), facilmente se percebe o porquê de algumas chamadas serem 
consideradas anómalas, como por exemplo as apresentadas na Tabela 4.3: 
 
 
Tabela 4.3 - Alguns resultados Teste1 - Ensaio 1 (parte 1) 
 
Percebe-se que as chamadas com ID 1398, 1704, 2196, 2430 e 3341 sejam consideradas 
anomalias, porque para além de terem uma duração muito acima da média, são chamadas 
internacionais e/ou dropped calls (recorde-se que apenas há 243 chamadas internacionais e 
573 dropped calls, num total de 20000 chamadas). 
A chamada 6138, por sua vez, é considerada outlier por ser dropped call e, 
simultaneamente, ter ido parar ao voicemail (recorde-se que apenas 122 das 20000 chamadas 
foram para voicemail). 
Por outro lado, há alguns casos que não se percebe tão bem, quando se tenta avaliar se a 
chamada é fraudulenta, como é o caso das apresentadas na Tabela 4.4: 
 
 
Tabela 4.4 - Alguns resultados Teste1 - Ensaio 1 (parte 2) 
 
Quando se olha para estas chamadas do ponto de vista de fraude, não se percebe o porquê 
de serem consideradas anómalas, porque as durações estão dentro da média, são chamadas 
locais e foram realizadas com sucesso. Em contrapartida, quando se analisa a totalidade dos 





other_contract_id (quando 56% dos dados têm o valor “-1”), todos são chamadas inbound e dois 
deles têm um valor para a end_cell diferente de 0. 
É possível concluir que neste conjunto 𝐶 há atributos que estão a interferir com o resultado 
do teste, que não têm importância na classificação da chamada como fraudulenta ou não. Daqui 
surge a necessidade de criar perfis de utilizadores, eliminando as variáveis que se consideram 
inúteis e criando novas que se pense terem um papel importante na deteção de fraude. 
Analisando agora os Ensaios 1 e 2, percebe-se que há uma filtragem de 17 outliers. É 
importante perceber a razão deste filtro, e para isso estuda-se as características dos dados (a 
totalidade dos resultados encontra-se disponível no Anexo C). Percebe-se então o seguinte: 
 71% dos excluídos entre os Ensaios 1 e 2 têm o other_contract_id com o valor “-1”; 
 53% dos excluídos têm o valor da start_cell_id a “0”; 
 76% dos excluídos têm o valor da end_cell_id a “0”; 
 71% dos excluídos têm a direction definida como inbound. 
Daqui conclui-se que a maior parte dos registos foram excluídos por apresentarem o valor 
mais comum nestes quatro atributos, atributos esses que não têm grande valor quando se tenta 
classificar uma chamada como fraudulenta ou não. 
4.5 Teste 2 – Perfil do Subscritor 
Surge então a necessidade de criar novas variáveis, baseadas nos perfis dos utilizadores, e 
eliminar aquelas consideradas inúteis. Para criar essas novas variáveis, usa-se o conjunto de 
dados anterior aos dados do conjunto 𝐶, isto é, as chamadas realizadas entre as 00:00 e as 
11:55 horas. Chamemos a este conjunto “Conjunto de Treino”, denominado por 𝑇. 
Esta secção explica todos os passos deste teste e divide-se em três partes: preparação de 
dados, implementação e resultados. 
4.5.1 Preparação de Dados 
Do conjunto 𝐶 são eliminados os seguintes atributos, por não terem um papel direto na 













 Origem: este valor é igual ao msisdn quando a direction é “inbound” e é igual ao 
other_msisdn quando a direction é “outbound”; 
 Destino: este valor é igual ao msisdn quando a direction é “outbound” e é igual ao 
other_msisdn quando a direction é “inbound”. 
As novas varáveis criadas que serão acrescentadas, passando a formar o conjunto 𝐶2 e que 
terão um papel importante da deteção de fraude, são as seguintes: 
 num_cham_rea: número de chamadas realizadas pela origem, ou seja, o utilizador 
que realiza a chamada; 
 num_drop_call: número de dropped calls do utilizador de origem; 
 dif_avg: a diferença entre a duração da chamada atual e a média das chamadas 










 𝑑𝑖𝑓_𝑎𝑣𝑔𝑖 = max(0, 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑖 − 𝑎𝑣𝑔𝑖) (17) 
 num_cham_int: número de chamadas internacionais realizadas pelo utilizador de 
origem; 
 num_dif_cell: número de antenas diferentes que o utilizador de origem utilizou 
nas chamadas que realizou; 
O novo conjunto 𝐶2 é então definido por: 
 
𝐶2𝑖 = {"𝐼𝐷𝑖", "𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑖", "𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛_𝑡𝑦𝑝𝑒𝑖", "𝑑𝑟𝑜𝑝𝑝𝑒𝑑_𝑐𝑎𝑙𝑙𝑖", 
"𝑣𝑜𝑖𝑐𝑒𝑚𝑎𝑖𝑙𝑖", "𝑛𝑢𝑚_𝑐ℎ𝑎𝑚_𝑟𝑒𝑎𝑖", "𝑛𝑢𝑚_𝑑𝑟𝑜𝑝_𝑐𝑎𝑙𝑙𝑖", "𝑑𝑖𝑓_𝑎𝑣𝑔𝑖", "𝑛𝑢𝑚_𝑐ℎ𝑎𝑚_𝑖𝑛𝑡𝑖", "𝑛𝑢𝑚_𝑑𝑖𝑓_𝑐𝑒𝑙𝑙𝑖"} 
 
Conforme descrito na secção 3.3.2, estas variáveis deviam ser em forma de rácio e/ou 
divididas por períodos. O problema neste caso de estudo é que os dados são limitados. O 
conjunto 𝑇, aquele com que se constrói os perfis, apenas tem chamadas das 00:00 às 11:55 
horas, contendo apenas cerca de 4 milhões de registos. Imagine-se, por exemplo, que um 
utilizador de origem do 𝐶2 apenas tem uma chamada no conjunto 𝑇, sendo ela internacional. 
Se em vez do num_cham_int se usasse um rácio deste valor, isto é, 
𝑛𝑢𝑚_𝑐ℎ𝑎𝑚_𝑖𝑛𝑡 𝑛𝑢𝑚_𝑐ℎ𝑎𝑚_𝑟𝑒𝑎⁄ , o rácio deste utilizador seria 1, ou seja, 100%, o que 
transmitiria uma informação possivelmente errada de que o utilizador só faz chamadas 
internacionais. Foi por isso que se escolheu trabalhar com pesos em vez de rácios, assumindo 
desde já as limitações deste teste. Embora não deem uma informação correta, para este caso 
com poucos dados são, mais adequados. 
Quando não há informação destas novas variáveis, estas tomam o valor 0 (zero), de maneira 






A implementação do teste é exatamente igual à implementação do teste anterior, descrita 
na secção 4.4.2, apenas trocando o ficheiro que contém o conjunto 𝐶 pelo que contém o 𝐶2. 
4.5.3 Resultados 
Os resultados obtidos neste teste foram os apresentados na Tabela 4.5: 
 
Ensaio 𝒌 𝑹 Número de outliers 
1 50 1 36 
2 40 1 36 
3 60 1 36 
4 50 0.8 41 
5 60 0.8 43 
Tabela 4.5 - Resultados do Teste 2 
 
Estes resultados, quando comparados com os resultados do Teste 1, para os mesmos valores 
de 𝑘 e 𝑅, apresentam um menor número de outliers. Isto deve-se principalmente à eliminação 
das variáveis inúteis, que acabavam por gerar falsos positivos. 
Fazendo uma análise a alguns dos resultados do Ensaio 5 (a totalidade dos resultados está 
disponível no Anexo D), facilmente se percebe o porquê de algumas chamadas serem 
consideradas anómalas, como por exemplo as mostradas na Tabela 4.6: 
 
 
Tabela 4.6 - Alguns resultados Teste2 - Ensaio 5 (parte 1) 
 
Percebe-se que estas chamadas sejam consideradas anomalias, porque são chamadas de 
elevada duração, internacionais e algumas delas dropped_calls (valores que representam uma 
minoria dos dados). 
Em contrapartida, existem algumas chamadas consideradas anómalas devido ao problema 
de se usar pesos em vez de rácios. Isto é, um utilizador que faça muitas chamadas, pode ter 
elevados valores para as novas variáveis, fazendo passar essas chamadas por anómalas, como 






Tabela 4.7 - Alguns resultados Teste2 - Ensaio 5 (parte 2) 
 
Analisando por exemplo a chamada com ID 1455, esta apresenta 665 dropped calls, um 
número elevado por si só. Porém, se fosse feito um rácio do 𝑛𝑢𝑚_𝑑𝑟𝑜𝑝_𝑐𝑎𝑙𝑙 𝑛𝑢𝑚_𝑐ℎ𝑎𝑚_𝑟𝑒𝑎⁄ , 
este valor seria apenas de 2.8%, um valor mais dentro do normal, e esta chamada poderia não 
ser considerada outlier. O mesmo se passa com o número diferente de antenas usadas. 
Existe ainda um terceiro grupo de valores, que são aqueles de que não existe (ou existe 
pouca) informação no passado, como por exemplo: 
 
 
Tabela 4.8 - Alguns resultados Teste2 - Ensaio 5 (parte 3) 
Este problema seria resolvido com um conjunto 𝑇 maior, ou seja, mais informação sobre os 
comportamentos passados dos utilizadores. 




Tabela 4.9 - Diferença de outliers entre Ensaios 1 e 5 
 
Analisando estas chamadas, verifica-se que todas elas são chamadas de elevada duração. 
Na perspetiva de deteção de fraude, são chamadas sobre as quais deveria recair atenção. Por 
isso, uma maneira de otimizar este teste seria aumentar o número de outliers encontrados, 





4.6 Teste 3 – Perfil Social do Subscritor 
Estudando a rede social formada pelos utilizadores envolvidos nas chamadas, criou-se um 
conjunto de novas variáveis, de caráter social, que são adicionadas ao conjunto 𝐶2, formando 
o conjunto 𝐶3. 
Esta secção explica todos os passos deste teste e divide-se em três partes: preparação de 
dados, implementação e resultados. 
4.6.1 Preparação de Dados 
As novas variáveis, de caráter social, são criadas usando o software Gephi. Por 
impossibilidades tecnológicas, quer do computador (memória RAM por exemplo) e/ou do 
próprio Gephi, não foi possível importar o conjunto 𝑇, composto por 4 milhões de ligações. A 
solução encontrada foi criar a rede social apenas dos utilizadores de origem e destino que 
realizaram as chamadas presentes no conjunto 𝐶2. Ou seja, cria-se apenas a rede social dos 
utilizadores, composta pelas chamadas que fazem parte do conjunto 𝐶2. Isto reduziu o número 
de ligações a ser estudado para cerca de 290 mil. 
O Gephi aceita ficheiros do tipo CSV [22]. É então necessário criar duas tabelas diferentes: 
uma com os nós, e outra com as ligações. Toda esta manipulação de dados é feita através do 
Access 2013 [19]. Depois de importados os dados, facilmente se tem acesso a algumas das 
medidas estatísticas enumeradas no capítulo 2.5. 
As novas variáveis escolhidas e adicionadas ao conjunto 𝐶2, originando o 𝐶3, são as 
seguintes: 
 bet_centra_or: corresponde à centralidade de intermediação do nó de origem, 
explicada na secção 2.5.1; 
 bet_centra_des: corresponde à centralidade de intermediação do nó de destino; 
 peso_or: corresponde ao grau de entrada do nó de origem, explicado na secção 
2.5.1. Por outras palavras é o número de chamadas efetuadas pelo utilizador de 
origem; 
 peso_des: corresponde ao grau de saída do nó de destino, novamente explicado na 
secção 0. É o número de chamadas recebidas pelo utilizador de destino; 
 peso_cham: corresponde ao número de vezes que o utilizador de origem ligou para 
o utilizador de destino. 
Mais uma vez, o correto seria utilizar rácios em vez de pesos, mas conforme explicado na 





O conjunto 𝐶3 é então composto por: 
 
𝐶3𝑖 = {"𝐼𝐷𝑖", "𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑖", "𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛_𝑡𝑦𝑝𝑒𝑖", "𝑑𝑟𝑜𝑝𝑝𝑒𝑑_𝑐𝑎𝑙𝑙𝑖", 
"𝑣𝑜𝑖𝑐𝑒𝑚𝑎𝑖𝑙𝑖", "𝑛𝑢𝑚_𝑑𝑟𝑜𝑝_𝑐𝑎𝑙𝑙𝑖", "𝑑𝑖𝑓_𝑎𝑣𝑔𝑖", "𝑛𝑢𝑚_𝑐ℎ𝑎𝑚_𝑖𝑛𝑡𝑖", "𝑛𝑢𝑚_𝑑𝑖𝑓_𝑐𝑒𝑙𝑙𝑖", 
"𝑏𝑒𝑡_𝑐𝑒𝑛𝑡𝑟𝑎_𝑜𝑟𝑖", "𝑏𝑒𝑡_𝑐𝑒𝑛𝑡𝑟𝑎_𝑑𝑒𝑠𝑖", "𝑝𝑒𝑠𝑜_𝑜𝑟𝑖", "𝑝𝑒𝑠𝑜_𝑑𝑒𝑠𝑖", "𝑝𝑒𝑠𝑜_𝑐ℎ𝑎𝑚𝑖"} 
 
Foi retirada a variável num_cham_rea porque representa o mesmo que peso_or. 
4.6.2 Implementação 
A implementação do teste é exatamente igual à implementação do teste anterior, descrita 
na secção 4.4.2, apenas trocando o ficheiro que contém o conjunto 𝐶 pelo que contém o 𝐶3. 
4.6.3 Resultados 
Os resultados obtidos encontram-se na Tabela 4.10: 
 
Ensaio 𝒌 𝑹 Número de outliers 
1 50 1 46 
2 40 1 46 
3 60 1 46 
4 50 0.8 55 
5 60 0.8 57 
Tabela 4.10 - Resultados do Teste 3 
 
Fazendo uma análise a alguns dos resultados do Ensaio 5 (a totalidade dos resultados está 
disponível no Anexo E), facilmente se percebe o porquê de algumas chamadas serem 
consideradas anómalas, como por exemplo as apresentadas na Tabela 4.11: 
 
 
Tabela 4.11 - Alguns resultados Teste3 - Ensaio 5 (parte 1) 
 
Percebe-se que estas chamadas sejam consideradas outliers porque são chamadas de 
elevada duração, internacionais e algumas delas dropped calls, tendo os restantes atributos um 





Volta a acontecer o mesmo problema que no teste anterior, em que algumas chamadas são 
consideradas anómalas porque alguns atributos têm um valor elevado, devido à utilização pesos 
em vez de rácios. Alguns desses casos são os apresentados na Tabela 4.12: 
 
 
Tabela 4.12 - Alguns resultados Teste3 - Ensaio 5 (parte 2) 
 
Analisando a chamada com ID 11965, esta apresenta um número de 3617 antenas diferentes 
utilizadas. Porém, se fosse usado um rácio de 𝑛𝑢𝑚_𝑑𝑖𝑓_𝑐𝑒𝑙𝑙 𝑝𝑒𝑠𝑜_𝑜𝑟⁄ , esse valor seria de 0.15 
ou seja, 15%. Este valor já seria mais aceitável. 
Existe ainda outro conjunto de valores, mostrados na Tabela 4.13: 
 
 
Tabela 4.13 - Alguns resultados Teste3 - Ensaio 5 (parte 3) 
 
Estas chamadas classificadas como anómalas têm simultaneamente valores elevados de 
bet_centra_des e peso_des. Conforme dito anteriormente, os valores do peso_des poderiam ser 
considerados normais se fossem utilizados rácios. Os valores de bet_centra_des (e da 
centralidade de intermediação em geral) fornecem informação sobre a posição do nó na rede, 
mas não oferecem informação sobre a possibilidade de a chamada ser fraudulenta ou não. Se 
se excluísse estes dois atributos, a única possibilidade destas chamadas serem consideradas 
anómalas seria por serem chamadas internacionais. Por isso pensa-se que este conjunto de 
dados é um caso de falsos positivos. 
Estudando os Ensaios 1 e 5, percebe-se que houve um filtro de 11 chamadas: 
 
 





Observando estas chamadas, verifica-se que a maior parte delas são chamadas de elevada 
duração. Na perspetiva de deteção de fraude, são chamadas sobre as quais deveria recair 
atenção. Por isso, uma maneira de otimizar este teste seria aumentar o número de outliers 
encontrados, variando os valores de k e de R, em vez de os diminuir. 
Analisando os Ensaios 5 dos Testes 2 e 3, verifica-se uma diferença de 14 anomalias. É 
importante perceber a razão disso acontecer. Olhando para os dados: 
 
 
Tabela 4.15 - Diferenças entre o Teste 2 e 3 (Ensaio 5) 
 
Percebe-se que a maior parte das chamadas têm simultaneamente valores elevados de 
bet_centra_des e peso_des, problema já descrito anteriormente, sendo estas chamadas 
consideradas falsos positivos. Isto significa que se não fosse este tipo de chamadas que fazem 
parte dum problema já encontrado, os resultados dos dois testes seriam semelhantes. 
4.7 Discussão Geral 
Atendendo às limitações conhecidas à partida deste caso de estudo, relativamente ao 
tamanho do conjunto de dados de treino (conjunto 𝑇), os resultados obtidos foram satisfatórios. 
Os testes 2 e 3 têm uma melhor capacidade de filtro quando se olha para as chamadas do ponto 
de vista de possível fraude, quando comparados com o Teste 1, que continha variáveis inúteis 
que interferiam com os resultados. 
Conforme os testes se encontram, o Teste 2 apresenta melhores resultados que o Teste 3. 
O Teste 3 apresenta resultados semelhantes ao 2, e acrescenta-lhe um conjunto de falsos 
positivos, já descrito anteriormente. 
Contudo, o Teste 3 tem potencial se desenvolvido de outra maneira, retirando por exemplo 
as variáveis de centralidade de intermediação, pois não acrescentam informação do ponto de 
vista de possível fraude. As restantes variáveis sociais podem acrescentar informação 
importante sobre possível fraude, e por isso este teste tem potencial para crescer e apresentar 













5.1 Satisfação dos Objetivos 
Este projeto consistiu na combinação de abordagens de data mining e de análise de redes 
sociais, associadas ao problema da deteção de fraude em telecomunicações. Os objetivos 
definidos no início do projeto foram concluídos. Foram propostos três testes diferentes, cada 
um com as suas características, e posteriormente analisados consoante os resultados obtidos. 
O caso de estudo tinha as limitações já conhecidas, sobretudo a falta de informação sobre 
quais as chamadas fraudulentas e a limitação de recursos computacionais, mas mesmo assim os 
resultados obtidos foram satisfatórios. Os testes estão propostos e discutidos, as ferramentas 
necessárias encontram-se descritas e, por isso, este projeto tem potencial para ser explorado 
no futuro. 
5.2 Trabalho Futuro 
Este projeto foi começado do zero e tem neste momento uma base sólida, que lhe permite 
ser explorado no futuro. Os testes foram propostos e as ferramentas necessárias descritas. Isto 
possibilita uma abordagem futura mais focada nos dados. Um caminho possível seria usar um 
conjunto de dados maior, adequado a este problema. Criar perfis de utilizador mais corretos, 
usando rácios, explorando até novas variáveis se necessário. Para além disto, é também possível 
otimizar os resultados dos testes, experimentando diferentes valores para 𝑘 e 𝑅, tentando obter 
o máximo de registos que se julgue ser possível fraude. 
Outro trabalho futuro poderia ser a implementação de uma ligação entre a base de dados 
da operadora e o MOA (ou qualquer outra ferramenta de deteção de anomalias). Este processo 





















ANEXO A – Reutilização do Código do MOA 
 
Para a reutilização do código desenvolvido para o MOA, aconselha-se os seguintes passos: 
1. Importar o source code do MOA para uma ferramenta de programação, como por 
exemplo o Eclipse; 
2. Ir a “src/main/java” e criar um package do mesmo tipo dos algoritmos de deteção 
de outliers, como por exemplo “moa.clusterers.outliers.teste”; 















public class teste { 
 
       public static void main(String[] args) { 
           // inicialização da stream a partir do ficheiro arff 
               FileStream stream = new FileStream(); 
               
stream.arffFileOption.setValue("C:\\Users\\Orion\\Dropbox\\Tese\\amostra\\teste 
3\\DadosMoa\\amostrasna.arff"); 
               stream.classIndexOption.setValue(-1); 
               stream.normalizeOption.setValue(true); 
               stream.keepNonNumericalAttrOption.setValue(true); 
                
        stream.prepareForUse(); 
 
        // inicialização do algoritmo 
        MCOD myOutlierDetector= new MCOD(); 





        myOutlierDetector.radiusOption.setValue(1); 
        myOutlierDetector.windowSizeOption.setValue(20000); 
         
        myOutlierDetector.setModelContext(stream.getHeader()); 
        myOutlierDetector.prepareForUse(); // esta função chama o Init() 
 
        // treino do algoritmo a partir das instancias da stream 
        int numberSamples = 0; 
        while (stream.hasMoreInstances()) { 
            Instance newInst = stream.nextInstance(); 
            //System.out.println(newInst); 
            myOutlierDetector.processNewInstanceImpl(newInst); 
            numberSamples++; 
        } 
 
       //no final, obter os outliers: 
       Set<Outlier> myOutliers = myOutlierDetector.GetOutliersFound(); 
 
       myOutlierDetector.PrintOutliers(); 
       System.out.println("SAMPLES: " + numberSamples); 
       System.out.println("NUM OUTLIERS: " + myOutliers.size()); 
       } 
 
4. Escolher o ficheiro a importar, o algoritmo a usar, o número de registos presente 
no lote e os valores de k e de R; 





ANEXO B – Resultados do Teste 1 – Ensaio 1 
 
 
Tabela B.1 - Resultados do Teste 1- Ensaio 1 (parte 1/2) 
 
ID timestamp duration msisdn other_msisdincontract_idother_contract_idstart_cell_idend_cell_iddirection call_typed stination_typedropped_callvoicemail
18 1354362941 56 15004453 19313868 2926461 -1 0 2187 I MO L Y N
140 1354362942 70 30014801 15741590 3661335 260796 3922 0 O OT I N N
694 1354362944 30 1975770 18933775 1972883 4997103 0 0 I MO L N N
719 1354362944 28 272281 2191525 4736438 -1 2324 0 O OT I Y N
745 1354362945 64 18199410 17884684 1365378 -1 4903 0 O OT I N N
798 1354362945 174 30231837 13736896 2164918 -1 0 0 I MO L Y N
799 1354362945 166 30231837 13736896 2164918 -1 0 3475 I MO L Y N
1119 1354362946 257 5178222 15742615 4051660 3105955 0 0 I OT I N N
1355 1354362947 38 17449285 15731883 1663009 5007467 0 3557 I MO L N N
1379 1354362947 254 5178222 15742615 4051660 3105955 0 3964 I OT I N N
1398 1354362947 1359 16213050 20549561 4332089 -1 0 0 I OT I Y N
1470 1354362948 2108 29504902 9549291 1337659 -1 0 0 I OT I N N
1562 1354362948 95 20161843 30215697 2297293 -1 0 0 O OT I N N
1609 1354362948 1356 16213050 20549561 4332089 -1 0 0 I OT I Y N
1704 1354362949 2105 29504902 9549291 1337659 -1 0 1326 I OT I N N
1930 1354362950 714 5401000 9719730 4023333 -1 0 4496 I OT I N N
2196 1354362951 701 23865647 31414776 916586 -1 0 0 I OT I Y N
2430 1354362952 697 23865647 31414776 916586 -1 0 1571 I OT I Y N
2466 1354362952 28 3391417 5801928 914540 -1 3706 0 O OT I N N
2870 1354362954 51 25310487 29942623 359180 -1 0 4059 I OT I N N
3011 1354362954 9 2419263 11254457 3649325 -1 0 0 I MO L Y N
3012 1354362954 6 2419263 11254457 3649325 -1 0 4799 I MO L Y N
3341 1354362956 267 21340894 20109072 5102513 -1 1969 0 O OT I Y N
3941 1354362958 3331 13756002 6595000 2572074 3006848 2405 2044 O ON L N N
4090 1354362959 78 29733424 31367524 2117043 -1 0 1950 I MO L Y N
4091 1354362959 82 29733424 31367524 2117043 -1 0 0 I MO L Y N
4325 1354362960 74 988133 24531540 1939379 -1 0 0 O OT I N N
4335 1354362960 55 14531359 18944565 4454645 5025900 0 2596 I MO L N N
4994 1354362962 47 20419369 29194137 1093554 -1 4595 0 O OT I N N
5539 1354362965 43 11795398 16601532 830697 -1 0 0 I MO L Y N
5628 1354362965 52 8363077 23746091 1147834 3647707 0 0 I MO L Y N
5963 1354362967 38 11795398 16601532 830697 -1 0 3686 I MO L Y N
6138 1354362968 76 8348845 15369341 3207952 -1 1286 0 O SV L Y Y
6655 1354362970 49 982672 3344565 173921 -1 0 0 I MO L Y N
6894 1354362971 45 982672 3344565 173921 -1 0 0 I MO L Y N
7218 1354362972 15 26549986 20649000 2770343 2147509 0 0 I MO L Y N






Tabela B.2 - Resultados do Teste 1- Ensaio 1 (parte 2/2) 
  
7293 1354362973 237 12246605 4835649 2045724 -1 0 3823 I OT I Y N
8525 1354362978 4 9342343 6630184 1537164 3466285 0 0 I OT I N N
8763 1354362979 54 15028288 8518196 4745149 -1 1303 0 O OT I Y N
8777 1354362979 68 22861209 30438502 537024 -1 0 1079 I MO L Y N
8786 1354362979 809 24830239 3653653 504194 -1 0 4004 I OT I N N
8970 1354362980 15 24083559 18821114 43080 -1 0 0 I MO L Y N
9221 1354362981 11 24083559 18821114 43080 -1 0 1454 I MO L Y N
9222 1354362981 322 17483822 25017042 1240608 -1 0 0 I OT I Y N
9335 1354362981 65 20653264 5571131 3738442 -1 3069 0 O OT I Y N
9544 1354362982 200 27785196 653079 4201757 -1 0 4813 I OT I N N
9734 1354362983 318 17483822 25017042 1240608 -1 0 1304 I OT I Y N
10613 1354362986 103 14765711 21875176 269275 3754610 3517 0 O OT I N N
10637 1354362987 13 26750332 10952619 606908 -1 0 1180 I MO L Y N
10638 1354362987 16 26750332 10952619 606908 -1 0 0 I MO L Y N
10684 1354362987 318 22068875 4073552 112904 -1 0 31 I OT I Y N
10901 1354362988 321 22068875 4073552 112904 -1 0 0 I OT I Y N
11180 1354362989 163 15252121 26036175 5395874 -1 3494 0 O OT I Y N
11246 1354362989 42 5416949 28025078 4680446 1626251 0 3313 I MO L Y N
11291 1354362989 121 27732127 2141761 1242520 -1 0 0 O OT I N N
11439 1354362990 77 30978753 29015092 1967827 5036832 0 0 I MO L N N
12902 1354362996 846 3466216 902269 4905417 -1 0 3979 I OT I N N
13032 1354362997 6 25070624 30611212 5021873 -1 4494 0 I MO L Y N
13429 1354362998 49 4186639 30881118 354469 -1 3962 0 O OT I N N
14053 1354363001 50 10100528 5298790 4070995 -1 0 0 I MO L Y N
14054 1354363001 38 10100528 5298790 4070995 -1 0 3864 I MO L Y N
14132 1354363002 61 27553135 3210303 4590396 1480436 2011 0 O OT I Y N
14358 1354363002 67 9829780 6842624 133371 1887644 3922 0 O OT I N N
14611 1354363004 85 24088734 15692199 1817775 -1 3228 0 O OT I Y N
14644 1354363004 38 21138841 25313924 3064557 4840342 5052 0 O OT I N N
14664 1354363004 91 10079006 27293378 4521132 5028084 0 3565 I MO L N N
15113 1354363006 39 30239079 29942623 1025367 -1 0 0 I OT I Y N
15222 1354363006 4 749556 26546163 5002458 4983655 0 0 O MO L Y N
15334 1354363007 17 24782209 13162308 4451470 -1 0 0 I OT I Y N
15372 1354363007 34 30239079 29942623 1025367 -1 0 2653 I OT I Y N
15765 1354363008 30 2460505 12518764 5398496 -1 4945 0 O OT I N N
15810 1354363009 14 24782209 13162308 4451470 -1 0 1234 I OT I Y N
16330 1354363011 40 4634476 8553075 3335063 -1 4718 0 O OT I Y N
16544 1354363012 55 7368745 6346351 4657987 -1 0 0 I OT I Y N
16545 1354363012 50 7368745 6346351 4657987 -1 0 3903 I OT I Y N
16652 1354363012 29 15973940 25450836 493684 -1 0 2101 I MO L Y N
16703 1354363013 71 29135336 27437473 5135154 -1 1133 0 O OT I N N
17370 1354363015 43 26549986 20649000 2770343 2147509 0 1334 I MO L Y N
17828 1354363017 50 20414724 14007276 1974009 -1 0 0 I MO L Y N
17829 1354363017 46 20414724 14007276 1974009 -1 0 1651 I MO L Y N
18085 1354363018 240 17902025 14723940 1569219 -1 1849 0 O OT I Y N
19380 1354363023 34 16727597 24342798 85102 992973 0 0 I MO L Y N
19434 1354363024 93 10090495 10346533 3082342 3511202 4051 0 O OT I N N
19622 1354363024 91 13765206 14636434 2525194 -1 0 0 I MO L Y N
19720 1354363025 31 490978 18571044 3774063 -1 0 1233 I MO L Y N




ANEXO C – Diferença entre Resultados Ensaios 1 e 2 – Teste 1 
 
 
Tabela C.1 - Diferença entre Resultados Ensaios 1 e 2 - Teste 1 
 
  
ID timestamp duration msisdn other_msisdincontract_idother_contract_idst r cell_idend_cell_idirection call_type destination_typedropped_callvoicemail
140 1354362942 70 30014801 15741590 3661335 260796 3922 0 O OT I N N
745 1354362945 64 18199410 17884684 1365378 -1 4903 0 O OT I N N
799 1354362945 166 30231837 13736896 2164918 -1 0 3475 I MO L Y N
1562 1354362948 95 20161843 30215697 2297293 -1 0 0 O OT I N N
1930 1354362950 714 5401000 9719730 4023333 -1 0 4496 I OT I N N
2466 1354362952 28 3391417 5801928 914540 -1 3706 0 O OT I N N
4325 1354362960 74 988133 24531540 1939379 -1 0 0 O OT I N N
4335 1354362960 55 14531359 18944565 4454645 5025900 0 2596 I MO L N N
4994 1354362962 47 20419369 29194137 1093554 -1 4595 0 O OT I N N
8525 1354362978 4 9342343 6630184 1537164 3466285 0 0 I OT I N N
8786 1354362979 809 24830239 3653653 504194 -1 0 4004 I OT I N N
11291 1354362989 121 27732127 2141761 1242520 -1 0 0 O OT I N N
13429 1354362998 49 4186639 30881118 354469 -1 3962 0 O OT I N N
14358 1354363002 67 9829780 6842624 133371 1887644 3922 0 O OT I N N
15222 1354363006 4 749556 26546163 5002458 4983655 0 0 O MO L Y N
15765 1354363008 30 2460505 12518764 5398496 -1 4945 0 O OT I N N





ANEXO D – Resultados do Teste 2 – Ensaio 5 
 
 
Tabela D.1 - Resultados do Teste 2- Ensaio 5 
  
ID duration destination_type dropped_call voicemail num_cham_rea num_drop_call dif_avg num_cham_int num_dif_cell
719 28 I Y N 0 0 0 0 0
1398 1359 I Y N 4 0 1223 0 3
1455 55 L Y N 23766 665 9 0 3617
1470 2108 I N N 2 0 2078 0 1
1609 1356 I Y N 4 0 1220 0 3
1704 2105 I N N 2 0 2075 0 1
2196 701 I Y N 2 0 596 0 1
2430 697 I Y N 2 0 592 0 1
3341 267 I Y N 0 0 0 0 0
3941 3331 L N N 0 0 0 0 0
6093 14 L Y N 23766 665 0 0 3617
6138 76 L Y Y 32369 538 23 0 3824
7293 237 I Y N 5 1 230 5 1
8522 12 L Y N 31342 1184 0 0 3979
8553 1631 I N N 11 0 1487 10 2
8554 1626 I N N 11 0 1482 10 2
8763 54 I Y N 0 0 0 0 0
9222 322 I Y N 9 2 183 4 6
9335 65 I Y N 0 0 0 0 0
9734 318 I Y N 9 2 179 4 6
10075 1953 L N N 3 0 1891 0 2
10684 318 I Y N 0 0 0 0 0
10901 321 I Y N 0 0 0 0 0
11180 163 I Y N 0 0 0 0 0
11602 1852 L N N 7 0 1789 0 1
11965 27 L Y N 23766 665 0 0 3617
12995 1814 L N N 6625 271 1751 0 2130
14132 61 I Y N 0 0 0 0 0
14358 67 I N N 73 0 0 73 1
14611 85 I Y N 0 0 0 0 0
15113 39 I Y N 1 0 0 0 1
15334 17 I Y N 0 0 0 0 0
15372 34 I Y N 1 0 0 0 1
15810 14 I Y N 0 0 0 0 0
15825 1804 L N N 6030 33 1723 0 1
16330 40 I Y N 1 0 0 1 1
16380 61 L Y N 31342 1184 0 0 3979
16544 55 I Y N 2 0 0 0 2
16545 50 I Y N 2 0 0 0 2
16969 42 L Y N 23766 665 0 0 3617
17177 21 L Y N 23766 665 0 0 3617
18085 240 I Y N 0 0 0 0 0




ANEXO E – Resultados do Teste 3 – Ensaio 5 
 
 
Tabela E.1 - Resultados do Teste 3 - Ensaio 5 
  
ID durationdestination_typedropped_call voicemail num_drop_call dif_avg num_cham_int num_dif_cell bet_centra_or bet_centra_des peso_or peso_des peso_cham
719 28 I Y N 0 0 0 0 0 0 0 0 0
1398 1359 I Y N 0 1223 0 3 14 0 4 2 0
1455 55 L Y N 665 9 0 3617 0 4 23766 3 0
1470 2108 I N N 0 2078 0 1 0 0 2 0 0
1609 1356 I Y N 0 1220 0 3 14 0 4 2 0
1704 2105 I N N 0 2075 0 1 0 0 2 0 0
2196 701 I Y N 0 596 0 1 0 0 2 0 0
2259 110 I N N 0 0 0 0 0 9036 0 877 0
2430 697 I Y N 0 592 0 1 0 0 2 0 0
2614 54 I N N 0 2 0 1 2 9036 1 877 0
2870 51 I N N 0 0 0 1 2 9036 1 877 0
3341 267 I Y N 0 0 0 0 0 0 0 0 0
3941 3331 L N N 0 0 0 0 0 1 0 1 0
6093 14 L Y N 665 0 0 3617 0 33 23766 28 3
6138 76 L Y Y 538 23 0 3824 0 7 32369 5 1
7293 237 I Y N 1 230 5 1 0 0 5 5 5
8522 12 L Y N 1184 0 0 3979 0 0 31342 31 16
8553 1631 I N N 0 1487 10 2 3 0 11 8 8
8554 1626 I N N 0 1482 10 2 3 0 11 8 8
8763 54 I Y N 0 0 0 0 0 18 0 7 0
9130 9 L N N 6 0 0 116 30701 0 293 0 0
9222 322 I Y N 2 183 4 6 18 0 9 4 4
9335 65 I Y N 0 0 0 0 0 3 0 7 0
9734 318 I Y N 2 179 4 6 18 0 9 4 4
10075 1953 L N N 0 1891 0 2 2 0 3 9 1
10684 318 I Y N 0 0 0 0 0 0 0 0 0
10901 321 I Y N 0 0 0 0 0 0 0 0 0
11180 163 I Y N 0 0 0 0 0 0 0 7 0
11602 1852 L N N 0 1789 0 1 10 9 7 3 1
11724 67 I N N 0 1 1 1 0 9036 1 877 0
11965 27 L Y N 665 0 0 3617 0 0 23766 0 0
12995 1814 L N N 271 1751 0 2130 0 0 6625 9 6
14132 61 I Y N 0 0 0 0 0 0 0 0 0
14141 11 L N N 6 0 0 116 30701 0 293 0 0
14358 67 I N N 0 0 73 1 3 0 73 85 5
14440 123 I N N 0 82 0 1 2 9036 1 877 0
14469 132 L N N 0 121 0 1 0 6575 1 464 0
14611 85 I Y N 0 0 0 0 0 0 0 0 0
14694 136 L N N 0 125 0 1 0 6575 1 464 0
14894 118 I N N 0 77 0 1 2 9036 1 877 0
15113 39 I Y N 0 0 0 1 0 9036 1 877 0
15334 17 I Y N 0 0 0 0 0 0 0 0 0
15372 34 I Y N 0 0 0 1 0 9036 1 877 0
15746 54 I N N 0 0 2 1 0 9036 2 877 2
15810 14 I Y N 0 0 0 0 0 0 0 0 0
15825 1804 L N N 33 1723 0 1 0 0 6030 9 0
15975 40 I N N 0 0 2 1 0 9036 2 877 2
16330 40 I Y N 0 0 1 1 0 0 1 2 1
16380 61 L Y N 1184 0 0 3979 0 8 31342 9 1
16544 55 I Y N 0 0 0 2 5 0 2 0 0
16545 50 I Y N 0 0 0 2 5 0 2 0 0
16969 42 L Y N 665 0 0 3617 0 4 23766 1 0
17177 21 L Y N 665 0 0 3617 0 0 23766 0 0
18085 240 I Y N 0 0 0 0 0 0 0 3 0
18495 246 I N N 0 216 0 2 2 9036 2 877 0
18961 242 I N N 0 212 0 2 2 9036 2 877 0
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