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European Central Bank working paper series 45Abstract
This paper proposes a new univariate method to decompose a time series into a
trend, a cyclical and a seasonal component: the Trend-Cycle ﬁlter (TC ﬁlter) and
its extension, the Trend-Cycle-Season ﬁlter (TCS ﬁlter). They can be regarded as
extensions of the Hodrick-Prescott ﬁlter (HP ﬁlter). In particular, the stochastic
model of the HP ﬁlter is extended by explicit models for the cyclical and the sea-
sonal component. The introduction of a stochastic cycle improves the ﬁlter in three
respects: ﬁrst, trend and cyclical components are more consistent with the underly-
ing theoretical model of the ﬁlter. Second, the end-of-sample reliability of the trend
estimates and the cyclical component is improved compared to the HP ﬁlter since
the pro-cyclical bias in end-of-sample trend estimates is virtually removed. Finally,
structural breaks in the original time series can be easily accounted for.
Keywords: economic cycles, time series, ﬁltering, trend-cycle decomposition, sea-
sonality.
JEL Classiﬁcation: C13, C22, E32.
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Univariate trend-cycle decompositions suﬀer from all-too simple implicit models of the
data generating process, while more elaborated approaches—as for instance unobserved
components models—are not always easily applicable. This paper develops an interme-
diate approach by generalising the HP ﬁlter and incorporating a cyclical component into
the model representation of the ﬁlter in the time domain. The resulting trend-cycle (TC)
ﬁlter has better end-of-sample properties than the HP ﬁlter or the related Extended Ex-
ponential Smoothing (EES) procedure. in particular, the pro-cyclicality in end-of-sample
trend/cycle estimations, characterising one-component ﬁlters such as the HP ﬁlter and
the EES, is virtually removed.
The incorporation of a cycle model turn out crucial for the favourable properties
of the TC ﬁlter. Furthermore, structural breaks or exogenous variables to identify the
trend and the cyclical component can be easily incorporated in the TC ﬁlter. Finally,
the Trend-Cycle ﬁlter can be expanded towards a Trend-Cycle-Season (TCS) ﬁlter in a
straightforward way. With the TCS ﬁlter, a trend, cyclical and seasonal component can
be simultaneously extracted from a time series.
Basic assumptions of the stochastic model underlying the TC ﬁlter can be tested, and
the model can to some extent be adjusted to the data. As a consequence of the more
ﬂexible model-structure, the TC ﬁlter produces results, which are more model-consistent
than those obtained with the one-component counterparts, the EES and the HP ﬁlter.
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The decomposition of macroeconomic time series into trend and cyclical components is
crucial to many macroeconomic concepts such as potential output, p-star, or the natural
interest rate, which imply that short- and long-term movements can be separated. Typi-
cally, the components are theoretical concepts and therefore not observable. Rather, they
have to be identiﬁed on the basis of a theoretical model or plausible ad-hoc assumptions.
Several tools for trend extraction have been developed in the literature1. Some of them
allow building multivariate economic models and adjusting the model parameters to the
data such as models with unobserved components (UC), others are are purely mechanical
transformations of the original data such as the Baxter-King ﬁlter (Baxter and King
1999) and the Hodrick-Prescott ﬁlter (Hodrick and Prescott 1997). From a theoretical
perspective, complex unobserved components models are clearly superior to the simpler
methods. From a more practical point of view, the estimation of unobserved component
models—which is usually carried out using recursive estimation methods such as the
Kalman ﬁlter—can be diﬃcult: The results depend on well speciﬁed initial conditions for
unobserved variables and their variances. The ﬁnal model chosen is usually the outcome
of a relatively elaborate procedure of model selection2. Furthermore, in many cases the
Kalman ﬁlter approach does not work with annual data.
While simple trend extraction methods are more convenient to use, the economic inter-
pretation of their results may pose problems. This is mainly because it is not possible to
adjust the ﬁlter to properties of the time series to be ﬁltered. Such mechanical approaches
may also give rise to “spurious cycles” (Harvey and J¨ ager 1993; J¨ ager 1994; Cogley and
Nason 1995) which reﬂect more the properties of the ﬁlter used rather than those of the
time series. An additional problem, which all approaches—including UC models—have
in common, concerns the instability of trend estimations at the end of the data sample.
The trend values of the last sample periods can change signiﬁcantly when the sample is
extended with the arrival of new data.3
This paper follows an approach between the two polar methods of trend extraction—
UC models on the one hand and mechanical ﬁlters on the other. Our ﬁlter can be inter-
preted as an extension of the well known Hodrick-Prescott ﬁlter (HP ﬁlter). It is based
on explicit stochastic models for both the trend and the cycle—hence the name “trend-
cycle ﬁlter”(TC ﬁlter)—allowing the simultaneous extraction of the trend and the cyclical
process.
Compared with other common univariate ﬁlters, the TC ﬁlter has several advantages:
1 Comprehensive overviews over trend-cycle decompositions are given in Dupasquier et al. (1997) or
in Chagny and D¨ opke (2002).
2 As Planas and Rossi (2004, 130) note in an investigation of the real time reliability of UC Phillips
curve models:
“ ...recursive estimation requires a close monitoring of the parameter values, as sudden jumps
can strongly increase the revisions. For instance, we found that the proper handling of the
Kalman ﬁlter starting conditions is critical to the stability of model parameter estimates
over time. ”
3 The trend also changes if past data are revised ex post. Empirically, the instability due to the revision
of past data is less problematic than the instability stemming from new data (D¨ opke 2004; R¨ unstler 2002).
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the HP ﬁlter. Second, as both, trend and cyclical component, are explicitly modelled, it
has a better foundation in the time domain than common univariate ﬁlters. Third, it can
to some extent be adjusted to the data. Fourth, it can be easily extended to incorporate
structural breaks. Finally, it is more convenient to use than unobserved components
models.
The paper proceeds as follows. Section 2 discusses general properties of the HP ﬁlter.
In section 3, the trend cycle ﬁlter is developed by generalising the underlying trend model
of the HP ﬁlter and by amending it with an explicit stochastic model for the cycle.
Section 4 discusses the instability of trend/cycle estimations at the end of the sample—
the so-called end-point problem of ﬁlters. Second, it assesses the endpoint reliability of
the TC ﬁlter empirically by applying it to real GDP in selected countries and the euro
area. Section 5 presents some tests of the TC ﬁlter and shows how it can be adjusted
to the data. In section 6, the stochastic model of the ﬁlter is extended with a seasonal
component. The resulting Trend-Cycle-Season ﬁlter (TCS ﬁlter) can be applied to time
series which contain seasonal patterns. Section 7 concludes.
2 The HP Filter






































where X and XT are T ×1 vectors of the original data and the trend and ∇2 denotes the
2nd diﬀerence matrix4. The solution5 of this optimisation problem follows from the ﬁrst
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(3)
2.1 The stochastic model of the HP Filter
For a more general interpretation of the HP ﬁlter one may start with the implicit stochastic
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4 Lag- and diﬀerence operators in matrix form are explained in Appendix A.
5 For a more detailed derivation of the solution see for instance Danthine and Girardin (1989).
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processes have a zero-mean and that their variances exist. Furthermore, they are assumed
to be mutually uncorrelated. The signal variable η is a white noise error term, whereas ζ
may follow an unspeciﬁed stationary ARMA-process.
When inspecting the stochastic model of the ﬁlter and the deﬁnition of the trend
in equation (4), several points are worth mentioning. First, the objective function in
equation (2) is a weighted sum of the inner products of the residuals ζ0ζ + λη0η with the
weight parameter λ.
Second, the stochastic model of the trend process as a second order random walk is
a prior which may or may not be appropriate, depending on the properties of the series
being ﬁltered6.
Third, equation (3) implies that the cycle is proportional to the fourth diﬀerence of
the trend, shifted forwards by two periods. To show this, observe that X − XT ≡ XC =
λ∇20∇2XT = λL20∇2∇2XT can be derived7 from equation (3). For data points in the
middle of the sample, 2 < t < N −2, this is identical8 to XC = λL20∇4XT. This property
is highly implausible—as stated by Reeves et al. (1996, 4)
Fourth, the trend and the cycle add up to the original series, meaning that there is
no residual component capturing non-cyclical random impacts. According to the time
domain representation of the ﬁlter in equation (4), the cycle is not explicitly modelled.
Rather, it is deﬁned as a residual process so that an additional residual component cannot
be identiﬁed.
Finally, under the additional assumptions that the cycle process ζ is white noise and
that η and ζ are distributed normally, maximising ζ0ζ + λη0η gives an optimal ﬁlter for
the underlying stochastic process 9 if the parameter λ is set equal to the inverse signal-to-
noise variance ratio: λ = σ2
ζ/σ2
η. This interpretation is also consistent with an unobserved
components model in which the parameter λ would be estimated as the inverse signal-
to-noise variance ratio. These additional assumptions are usually not met in practice. In
addition, the choice of the value of λ is based on prior assumptions and not on the concept
of an optimal ﬁlter. Therefore, the HP ﬁlter is in general not an optimal ﬁlter in practical
applications10. Furthermore, the cyclical component obtained from ﬁltering is not a white
noise process but follows some auto-correlated process, the properties of which depend on
λ.
6 Many macroeconomic time series are assumed to be I(1) which contradicts the local linear trend
model underlying the HP ﬁlter.
7 See Property 5 of lag- and diﬀerence-matrices in Appendix A.
8 The ﬁrst four rows of the 4th diﬀerence matrix are zeroes as ∇4 = I4∇2∇2. The lead operator L2
0




∇4 holds for 2 < t < N − 2.
9Whittle (1983). A ﬁlter is optimal if the sum of squared diﬀerences between the true and the estimated
cyclical component take a minimum.
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Since the parameter λ is key for the properties of the HP ﬁlter, much has been written
about the proper value without, however, providing clear indications as to how to choose
the appropriate value of λ. Ideally, the choice of λ should be adjusted so that it reﬂects
prior knowledge on the length of the cycle. However, the smoothing parameter does not
only aﬀect the cycle but the volatility of trend growth as well—a consequence of the
fact that the HP ﬁlter does not contain an explicit model of the cycle. Therefore, many
practitioners tend to choose high values for λ when ﬁltering annual data because they
feel that lower values—as suggested in the econometrics literature—would give rise to
implausibly volatile trend growth rates. Thus, the value of λ is often based on a prior
assumption of an acceptable trend volatility.
Values of 1600 for quarterly data and of 100 for annual data are commonly used. Ravn
and Uhlig (2002) argue on the basis of frequency domain considerations that λ = 1600
for quarterly data is inconsistent with λ = 100 but would rather correspond to λ = 6.5
for annual data. Kaiser and Maravall (1999) propose a value of 8 for annual data, and
Pedersen (2001) argues for a value of 1000 for quarterly data and for 3–5 for annual data.
In Bouthevillain et al. (2001) the ﬁlter is applied with λ = 30 and in Mohr (2001) with
λ = 20 to annual data.
The impact of the value of λ can be best demonstrated in the frequency domain.
As the gain functions of the trend and the cyclical component for diﬀerent λ-values in


















Λ = 8 Λ = 30 Λ = 100
Figure 1: Gain function of the trend and the cyclical component of the HP ﬁlter for
diﬀerent values for λ
Figure 1 show, low frequency components are allocated to the trend while high frequency
components are allocated to the cycle. Higher values of λ shift the gain function of the
trend to the left so that the trend contains less of the higher frequencies, thereby becoming
smoother. If λ → ∞, the extracted trend approaches a linear trend. With lower values
of the smoothing parameter, the trend becomes more volatile as it contains a larger part
of the high-frequency spectrum. In the extreme case of λ = 0, the trend is equal to the
original series11.
11 It is possible, to translate the value of lambda into a corresponding critical frequency ωc, determined
by ωc : G
−1
HP(λ,.) = 0.5. In this way, the ﬁlter can be characterised by a reference cycle of frequency ωc.
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First, the volatility of the cycle is controlled by the smoothing parameter λ. However, as
λ deﬁnes the trend-volatility as well, there is no way to model the trend and the cycle
independently from each other. Extracting shorter cycles comes automatically at the cost
of a more volatile trend.
Second, the missing model for the cyclical component has important consequences
when additional, new data at the end of the sample are processed. There is no other
choice than to allocate the information contained in a new data either to the trend or to
the cycle, even though it may represent an outlier not generated by the data generating
process underlying the HP ﬁlter.
Finally, the HP ﬁlter is often used as an approximation to an ideal ﬁlter. Suppose,
for instance, that the objective is to ﬁlter out a cycle of 8 or less periods length implying
an ideal ﬁlter as shown in Figure 1: all frequencies below the critical frequency of 2π
8 are
cut oﬀ. By adjusting λ, the HP ﬁlter can approximate the desired ideal ﬁlter to some
extent. However, there is a trade oﬀ in the choice of λ: while decreasing λ gives a better
approximation to the ideal ﬁlter in the low frequency range, it worsens the approximation
in the higher range. Therefore, either the trend contains frequencies which ideally should
be fully captured in the cycle and is therefore overly volatile, or longer waves which—
according to the ideal ﬁlter—belong to the trend have too much weight in the cycle.
In short, a third component capturing irregular random inﬂuences is missing in the
HP ﬁlter model. This tends to increase the instability of the trend estimate in real time
as random inﬂuences are partly forced to contribute to the trend variability. This issue
will be discussed further in section 4.1.
3 The TC ﬁlter
This section extends the HP ﬁlter ﬁrst by allowing for stochastic trends of arbitrary order
and second by adding a stochastic model for the cycle to the ﬁlter. The resulting trend-
cycle ﬁlter provides simultaneous, model-based estimates of the trend and the cyclical
component.
3.1 A general stochastic trend model
In the HP ﬁlter model, the stochastic trend is restricted to a second order random walk.
We generalise the trend model to a stochastic trend of any order. In this way, the order of
the stochastic trend can be adjusted to the original series. For instance, many economic
time series are I(1) and a ﬁrst order stochastic trend—possibly with a deterministic drift—
would be more appropriate than the second order trend embodied in the HP ﬁlter.
The generalised trend model in matrix form can be described as
∇
d−1(∇X
T − Ub) = η (5)
where U denotes the (T × 1) vector [0,1,··· ,1]0, b stands for the drift parameter to
be determined endogenously, and d denotes the order of the trend. The expression Ub
10
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trend (d > 1), the drift term vanishes as ∇d−1Ub = 0.
Replacing the second line in equation (4) by equation (5) leads to the following objec-










T − Ub)). (6)
In the case of the ﬁrst order random walk with drift the objective function has to be
maximised for both the trend vector XT and the drift parameter b, yielding
















however, that the drift term b and the trend XT are determined simultaneously. Merging













X, d = 1. (8)
The solution for d > 1 is straightforward, as in this case the trend reduces to a d-th order










X, d ≥ 2. (9)
The solution in equation (9) can also be applied to a ﬁrst order random walk with drift
if the linear trend is removed from the time series before ﬁltering. The result should not
diﬀer too much from the trend as given in equation (8), in which the deterministic and
the stochastic trend components are simultaneously determined.
The generalisation of the trend order is well-known in the literature. The case of d = 1
without simultaneous determination of the deterministic drift is known as exponential
smoothing and was used by Lucas (1980) in an empirical analysis of the quantity theory
of money. The simultaneous determination of the drift was ﬁrst proposed in T¨ odter
(2002) as the Extended Exponential Smoothing (EES). Furthermore, the Butterworth
ﬁlter, which is primarily known in the engineering literature, depicts the general case of
a stochastic trend of order d (Gomez 2001).
For macroeconomic time series, stochastic trends of order higher than two do not make
much sense. In the following sections, we will therefore concentrate on the EES, the HP
ﬁlter and on TC ﬁlters with ﬁrst- and second-order stochastic trends.
3.2 A stochastic model for the cycle
In this subsection, the stochastic model for the HP ﬁlter is extended by an explicit model
for the cycle. The cyclical process is now assumed to follow a stationary ARMA-process,
11
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equation (7) by the equation AXC = Bζ, in which the elements of the matrices A and B
are determined by the parameters of an appropriately speciﬁed stationary ARMA process.
A convenient approach to model cyclical movements are stochastic cycles as suggested
in Harvey (1989) or in Harvey and J¨ ager (1993). The original stochastic cycle approach
in Harvey (1989) was extended towards stochastic cycles of order c in Harvey and Trim-
bur (2003). A stochastic cycle of order 2 is a stochastic cycle of order 1 with an error
process that itself follows a stochastic cycle. Stochastic cycles of higher order are deﬁned
respectively. Stochastic cycles of order c give rise to ARMA(2c,c) processes as shown in
Harvey and Trimbur (2003) .















































i,t is an auxiliary variable needed to write the model in state space form. The









1 − ρcos(µ) −ρsin(µ)














α(L) = 1 − 2ρcos(µ)L + ρ
2L
2
β(L) = 1 − ρcos(µ)L
i = 2...c.
(11)
The parameter ρ should be chosen from the open interval ]0,1[. It dampens the cycle,
and ρ < 1 ensures that the cyclical process is stationary. In practice, ρ will be assigned
a value close to 1, for instance ρ = 0.975. The parameter µ, which deﬁnes the ‘critical’
frequency that dominates the stochastic cycle, is more important. As with the value for
ρ, the parameter µ can be determined on the basis of prior knowledge on the length of
the cycle. Alternatively, the parameters ρ and µ can be estimated from the data in an
iterative procedure discussed later in subsection 5.
By iterative substitution, one obtains





c,t = (1 − ρcos(µ)L)
cζt (12)
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a2c ... a1 1 0 ... 0
0 a2c ... a1 1 0 ... 0
. . . a2c ... a1 1
. . .








0 ... 0 bc ... b1 1 0 ... 0
. . .
. . . 0 bc ... b1 1 0 ... 0
. . .
. . .
. . . bc ... b1 1
. . .




The ﬁrst c columns of B are set equal to 0, and the ai’s and bi ’s are determined by α(L)c
and β(L)c in equation (12).
3.3 Putting it all together: The TC ﬁlter
Combining the trend and the cycle model in matrix form gives the model of the TC ﬁlter:
X − X
T − X






T − Eb) = η, E(ηt) = 0 E(η
2





C = Bζ, E(ζt) = 0 E(ζ
2





0) = 0N, E(ζη
0) = 0N.
(13)
We assume that ζ and η are white noise error terms. Furthermore, we assume E(ε) = 0,
that the variance σε exists and that ε is uncorrelated with the other residuals. ε could
follow any stationary ARMA process fulﬁlling these requirements and is not necessarily a
white noise process.
As with the HP ﬁlter or the EES, the objective function for this problem is constructed
as the sum of the inner products of the residuals ε0ε + η0η + ζ0ζ. Diﬀerent from the one-
component ﬁlters, however, there is no smoothing parameter (such as λ in the HP ﬁlter
or the EES), and it will be explained below why this is so. This gives the following
optimisation problem12
Min





















The solutions to this problem for the trend and the cyclical processes are obtained by
minimising the objective function for XT, XC, and also for b if the trend is assumed to
12 The last expression with XC in equation (14) can be derived as follows: The objective function
involves the minimisation of ζ0ζ. The minimisation can be carried out in two steps: First, minimise ζ0ζ
for a given XC under the constraint that the stochastic cycle model AXC = Bζ holds. This gives ζ = B0κ,
with κ as Lagrange multiplier. By replacing ζ in the stochastic cycle model, one obtains AXC = BB0κ.
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the following notations:







(I + ∇0(I − UU0(N − 1)−1)∇)−1, if d = 1
(I + ∇d0∇d)−1, if d > 1.
(15)
We obtain the following system of ﬁrst order conditions (FOCs):
X
T = MT(X − X
C)
X
C = MC(X − X
T).
(16)
To explain the intuition behind the system of FOCs, observe that MT is an one-component
trend ﬁlter which transforms any series X to a trend series. For instance, assuming d = 2,
we obtain the HP ﬁlter with λ = 1. Similarily, the matrix MC transforms any (stationary)
series to a cycle series. Indeed, it can be shown (Harvey and Trimbur 2003) that the matrix
MC deﬁnes a band-pass ﬁlter with a gain function spreading around the critical frequency
µ. If the order of the stochastic cycle c is increased the cyclical ﬁlter approaches a perfect
band-pass ﬁlter. Thus, the system of FOCs in equation (16) combining the trend and the
cyclical band-pass ﬁlter can be interpreted as follows: applying the trend ﬁlter to a series
from which the cyclical process has been removed (i.e. on X − XC) gives the trend XT,
and similarily, if the band pass ﬁlter is applied to a series from which the trend has been
removed (i.e. on X − XT) the cyclical process follows.
From the FOCs we derive the following solutions for the trend and the cyclical process:
X
T = (I − MTMC)
−1MT(I − MC)X ⇔ X
T = MTCX
X
C = (I − MCMT)
−1MC(I − MT)X ⇔ X
C = MCTX
(17)
Equation (17) deﬁnes the TC(d,c, 2π
µ ,ρ) ﬁlter with a stochastic trend of order d, a stochas-
tic cycle of order c, a critical cycle length of 2π
µ and a dampening parameter of ρ.
As equation (17) shows, the two-components TC ﬁlter can be regarded as a combina-
tion of the one-component trend and the one-component band-pass ﬁlter. For instance,
using the trend ﬁlter to remove the trend in the ﬁrst step and applying the band-pass
ﬁlter on the residual yields ˜ XC = MC(I−MT)X as the cyclical component. However, this
stepwise approach would neglect the simultaneity in the computation of the trend and
the cycle and is therefore ﬁnally corrected by the correction factor (I −MCMT)−1. In the
special case of MCMT = 0, there is no simultaneity error so that the stepwise application
of the trend and the cyclical ﬁlter would not diﬀer from applying the simultaneous TC
ﬁlter13 14
13 Technically, MCMT → 0 means that the intersection of the trend gain with the cycle gain in the
frequency domain becomes smaller. This implies that the contribution of the trend to identify the cycle
(and vice versa) becomes smaller and that trend and cycle become increasingly independent from each
other. Ceteris paribus, the intersection of the gain functions decreases when critical cyclical frequency of
the cycle µ becomes higher when the order of the stochastic trend, d, or of the stochastic cycle, c, become
smaller.
14 Equation (17) gives consistent results if one component is missing. For instance, assume that there
14
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are not weighted. As the TC ﬁlter contains two components which are modelled (the trend
and the cycle), two weighting parameters, λ1 and λ2, are necessary to deﬁne the objective
function with weights as ε0ε + λ1η0η + λ2ζ0ζ. Under certain assumptions in addition to
those in equation (13), minimising the weighted objective would provide the optimal ﬁlter
for the process deﬁned in equation (13)15. However, deriving an optimal ﬁlter is not our
objective. Instead, we want to extend the HP ﬁlter with a cyclical model in order to
improve certain properties of the HP ﬁlter and in order to account for prior assumptions
on the cyclical process in more straightforward manner.
With the HP ﬁlter, prior assumptions about the cyclical process are in principle re-
ﬂected in the choice of the smoothing parameter λ. However, as discussed above, the
relationship between the assumed cyclical process and the value of lambda is unclear.
The TC ﬁlter trend can be interpreted as an HP ﬁlter trend in which the smoothing pa-
rameter λ is replaced by a more complex expression reﬂecting prior assumptions on the
length of the cycle. Rewriting the trend in equation (17) as
X









reveals that the trend of the TC ﬁlter is similar to the HP ﬁlter trend in equation (3) with
λ replaced by the matrix expression I + (A0(BB0)−1A)−1. Since this expression depends
on µ, the critical frequency of the cycle, it reﬂects the prior assumption on the average
cycle length16. Thus, by amending the HP ﬁlter with a model for the cycle, we have
replaced the—to a certain extent arbitrary—smoothing parameter λ with a more general
model based expression providing a clear-cut relationship between the cycle length and
the ﬁlter parameter µ.
3.4 Properties of the TC ﬁlter in the time domain
As equation (17) shows, both the stochastic trend and the stochastic cycle model aﬀect
the trend and cycle solutions. This is so because the trend and the cycle are determined
simultaneously; prior information on the nature of one component is used to identify the
other component.
The TC ﬁlter reproduces deterministic trends up to order17 2d−1. This can easily be
is only a trend and no cyclical component, implying MC = 0. It follows that the two-components trend
ﬁlter collapses to the one-component trend ﬁlter: MTC = MT. Respectively, if there is no trend, i.e. if
MT = 0, it follows that MCT = MC.
15 The additional assumptions are that ε, η and ζ are all normally distributed and that the weights












equation (13) these variance ratios have been implicitly set to one. This is an important diﬀerence to the
general Kalman ﬁlter approach in (Harvey and Trimbur 2003), in which signal and noise variances are
estimated simultaneously with the trend and cycle. Like the HP ﬁlter, the TC ﬁlter is in general not an
optimal ﬁlter.
16For instance, assuming a relevant cycle length of eight years, µ could be set to 2π
8 ≈ 0.8 with annual
data.
17 A deterministic trend of order k is deﬁned as
Pk
i=0 aiti with t denoting the time index.
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Preserving a deterministic trend implies X = XT, so that the condition ∇d0∇dX = 0
follows. This is equivalent to Ld0∇2dX. As the 2d-th diﬀerence of any trend of order
2d − 1 is zero, a trend of order 2d − 1 fulﬁlls the condition. The TC ﬁlter resembles in
this respect the HP ﬁlter, which preserves deterministic trends of at most third order.
Unlike the HP ﬁlter, however, the TC ﬁlter preserves deterministic, stationary cycles
as well, and its trend is cyclically neutral as long as the cycle in the data is consistent
with the cyclical model of the ﬁlter. This means that applying the TC ﬁlter on such a
process reproduces the input process completely in the cycle and yields a zero trend. In








For this condition to hold it is suﬃcient that AX = 0. This is the case if X is gener-
ated by α(L)kX = 0, for 1 ≤ k ≤ n and with α(L) deﬁned as in equation (11). The
cyclical neutrality of the trend follows immediately from equation (17) together with the
assumption that AX = 0.
The cyclical neutrality of the trend is an important improvement compared with a
HP ﬁlter trend, which is not cyclically neutral: depending on the value of the smoothing
parameter λ, the HP ﬁlter reproduces harmonic oscillations partly in the trend18.
The equations of the trend and the cyclical process are completely symmetrical. One
can switch from one equation to the other by exchanging ∇d against A. Indeed, the
matrices ∇d and A can be regarded as containers for arbitrary but distinctive stochastic
processes. It is even possible to include exogenous variables in order to identify the
trend and the cycle as, for instance, the inﬂation rate, indicators of capacity utilisation
or of consumer sentiments. This is similar to the Multivariate HP ﬁlter as proposed by
Laxton and Tetlow (1992)19. Furthermore, as shown in Annex C, structural breaks can be
included in a straightforward manner, assuming that the timing of the break is known a
priori. Examples are the change from the 1979 to the 1995 European System of National
Accounts (ESA) or the German uniﬁcation in 1991—both are events, which gave rise to
jumps in macroeconomic data in speciﬁc periods. Although of practical relevance, we do
not investigate this issue further but proceed with the frequency domain properties of the
standard TC ﬁlter.
3.5 Properties of the TC ﬁlter in the frequency domain
In this subsection we analyse the properties of the trend-cycle ﬁlter in the frequency
domain. We derive the polynomial lag forms and subsequently the frequency domain
18 This is so because the HP ﬁlter cannot approximate an ideal ﬁlter perfectly, as explained in section
2. The HP ﬁlter would give a zero trend only in the limiting case of λ → ∞. The other polar case of
λ = 0 just reproduces the input process. The incorporation of cyclical ﬂuctuations in the HP ﬁlter trend
reﬂects the leakage eﬀects of the ﬁlter explained above.
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July 2005representations—i.e. the power transfer f unctions (PTFs)— of the trend and the cyclical
ﬁlter in equation (17).
The matrices A and ∇d in equation (17) are matrix-form translations of the polynomial
lags for the stochastic cycle γ(L)c = (α(L)/β(L))c—with α(L) and β(L) deﬁned as in
equation (11)—and the stochastic trend, (1 − L)d. The transposes of these matrices
represent the respective lead-polynomials γ(L−1)c and (1 − L−1)d in matrix-form. The
polynomial lag forms of the trend and the cyclical ﬁlter in (17) can therefore easily be
derived by replacing ∇ and A with 1−L and γ(L) and their transposes with 1−L−1 and










































The corresponding gain functions, GT
TC(ω) and GC
TC(ω), can be obtained by replacing the
lag operator L in equation (18) with U−iω with ω as the frequency in radians.
As the ﬁlters are symmetric, the PTFs are equal to the squared gain functions. The
impact of the parameters d, c, µ, and ρ on the behaviour of the TC ﬁlter can be best
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(d) d = 1,c = 2,µ = 2π
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July 2005The order of the stochastic cycle, c, determines the band-width of the frequency spec-
trum contained in the cyclical process. The spectrum expands around the critical fre-
quency µ when c becomes larger. Increasing the order of the stochastic cycle also shifts
the trend spectrum to the lower frequency range. This is a consequence of the simultane-
ous determination of the trend and the cycle. However, the impact of changes in c on the
trend-spectrum is minor.
The critical frequency µ determines the centre of gravity in the frequency spectrum
of the cycle. Changes in µ give also rise to unidirectional shifts in the position of the
trend spectrum, implying that µ does not only aﬀect the volatility of the cycle but to
some extent the trend volatility as well. Again, this feature follows from the simultaneous
determination of the trend and the cycle.
An increase in the order of the stochastic trend d takes higher frequencies into the
trend spectrum, implying that the trend becomes more volatile. The impact of changes
in d on the cycle-gain are minor. Thus, by setting the order of the stochastic trend, the
trend volatility can be manipulated without aﬀecting the cycle too much, whereas the
properties of the cycle are mainly determined through µ and c.
The parameter ρ is necessary to ensure the stationarity of the cycle and should be
set close to but less than 1. As Figure 2d shows, the power-transfer functions are quite
robust against changes in ρ.
4 An application to real GDP in selected countries
Now we apply variants of TC ﬁlter to annual real GDP from 1970-2002 in Germany
(DE), Spain (ES), France (FR), Italy (IT), the euro area (EURO), and in the US and
compare the results to those obtained with the HP ﬁlter and the Extended Exponential
Smoothing (EES) as suggested by T¨ odter (2002). The data source is the spring 2004
AMECO database of the European Commission. In order to adjust for the structural
jump in the German and the euro area series owing to the German uniﬁcation, German
real GDP was regressed on a constant, a linear trend and a jump dummy which takes a
value of 1 from 1991 onwards and of 0 before. The estimated shift parameter value was
then added to real GDP before 1991.
We choose a value of 7 for the smoothing parameter for the EES, following T¨ odter
(2002). We ﬁx the λ parameter for the HP ﬁlter to 30, as in Bouthevillain et al. (2001).
We deﬁne an 8 years reference cycle for the TC ﬁlters, i.e. µ = 2π
8 , and set the dampening
parameter ρ = 0.975.
Figure 3 shows the resulting relative cyclical components for the TC(1,2), the TC(2,2),
the HP(30) ﬁlter and the EES(7). The cyclical components are very similar to each other
in the middle of the sample, with the exception of comparatively large TC(1,2) cycles for
Spain and the US. More important, however, are the signiﬁcant diﬀerences we observe at
the sample fringes: The procession of end-of-sample information seems to constitute the
most distinctive feature.
Furthermore, the patterns of trend growth generated with a TC ﬁlter are less smooth
than the trend growth pattern derived from the one-component ﬁlters (Figure 4). In
fact, the HP ﬁlter has often been criticised for generating an implausibly cyclical—even
18
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Figure 3: Cyclical components of real GDP (in % of real GDP)
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July 2005pro-cyclical—pattern in trend growth, which is diﬃcult to reconcile with the common
assumption that the long run growth path is mainly aﬀected by irregular supply shocks.
At the ﬁrst sight, it seems as if the zig-zag like movements in the TC ﬁlter trend growth
rates are more in line with this prior assumption than the patterns of the HP ﬁlter or the
EES trend growth rates.
In the next sections we analyse the properties of trends and cycles computed with the
TC ﬁlter more thoroughly and compare them with trends and cycles generated with the
HP ﬁlter and the EES. In the ﬁrst subsection, the issue of the so-called endpoint prob-
lem is investigated from a more theoretical perspective. It is argued that the forecasting
capability of the stochastic model underlying the ﬁlter is the main variable triggering
the end-of-sample instability. In the second subsection, we explore the forecasting per-
formance of the ﬁlters empirically. We ﬁnd that the stochastic cycle model improves
the forecasting performance of ﬁlters considerably. Finally, it is shown that some of the
assumptions underlying the TC ﬁlter can be tested and that the TC ﬁlter can to some
extent be adjusted to the data.
4.1 The endpoint problem and the predictive capabilities of ﬁl-
ters
Many trend-cycle decompositions suﬀer from the so called end-point problem. The trend
in the ﬁnal period N, xT
N, is based on information available up to and including period N.
It can change signiﬁcantly if new data for period N + 1 become available—irrespective
of whether the new data point is driven by cyclical or by structural factors. The real-
time allocation of the dynamics to structural and cyclical forces is necessarily uncertain
as information on the future path of the economy missing. It is only when new data in
future periods become available that the trend-cycle decomposition in period N becomes
more certain and stabilises.
While the limited amount of real-time information is a general problem for any trend-
cycle decomposition that relies on past and future periods, trend extraction tools diﬀer
in the signiﬁcance of the problem. The problem is less signiﬁcant, the better the model
underlying the ﬁlter can forecast the original time series. This can be illustrated by taking
the example of the HP ﬁlter stochastic model.
The stochastic model of the HP ﬁlter can be used to forecast xN+1 in period N, once
the trend value in N is given. As the trend model is a second order random walk and
because the cycle is not modelled, it follows that the optimal forecast for xN+1 is equal to
ˆ xN+1 = 2xT
N−1 − xT
N−2. Now extend the original series by ˆ xN+1 to obtain [x1...xN, ˆ xN+1]
and apply the HP ﬁlter to the extended series. As a result, the trend series up to period
N [xT
t ...xT
N] is identical to the one obtained from ﬁltering the non-extended series; the HP
ﬁlter is consistent with its own forecast (Kaiser and Maravall 1999).
From this we can conclude that there is no endpoint problem if new data that arrive in
N + 1 comply with the implicit forecast of the HP ﬁlter. Stating it the other way round:
an end-point problem exists only insofar as the stochastic model underlying the ﬁlter is a
weak representation of the data generating process.
As a standard remedy to the end-point problem, time series are sometimes extended
20
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July 2005by forecasts20, and the ﬁlter is applied to the extended series. If the forecast turns out
correct ex post, there would not be an end-point bias. However, this approach comes with
other problems. It is unclear how the ﬁlter processes forecast errors, which translate into
errors in the trend estimation. Even if the forecast itself is unbiased and the forecast error
is a random white noise process, it is unlikely that the implied errors in the computation
of the trend share this feature because the ﬁlter model diﬀers from that underlying the
forecast.
As we have seen, the HP ﬁlter is consistent with forecasts derived from its own time
series model. Extending the time series on the basis of a diﬀerent model means that one
does not trust the ﬁlter model. However, if there are good reasons to assume that there
exists a model with a better forecasting performance than the ﬁlter model, the former
rather than the latter should be applied for the trend-cycle decomposition.
Thus, rendering the ﬁlter model more consistent with the data generating process is
a more preferable solution to the endpoint problem than data extensions on the basis
of models inconsistent with the ﬁlter. It follows that the endpoint problem should be
alleviated by improving the forecast performance of the stochastic ﬁlter model, i.e. its ﬁt
to the actual data.
The forecast performance of the ﬁlter and the possibilities to adjust it to the data de-
pend mainly on the complexity of the underlying model. The complexity of the stochastic
model of the HP ﬁlter, for instance, is low: the second order random walk property of
the trend is the only prior piece of information that can be exploited for forecasting. Fur-
thermore, the HP ﬁlter provides practically no means to adjust it to the data. Hence, its
forecast performance cannot be improved.
The TC ﬁlter on the other hand provides a somewhat richer stochastic model as
it explicitly accounts for the cycle; but does it give better forecasts and what are the
empirical implications for the end-of-sample trend-cycle decomposition?
4.2 The forecasting performance of the HP and the TC ﬁlter
We investigate now the iterative one-step-ahead forecasts of the TC and HP ﬁlters and
the EES. Starting with the sample 1970–1978, we increase the“last year”s of the sample
step by step until 2001, apply the ﬁlter on each vintage and compute for each of the ﬁlters





s + b for the EES
2xT
s − xT
s−1 for the HP ﬁlter
where s = 1978...2002. The forecasts generated by the TC ﬁlter contains two compo-
nents: the trend forecast ˆ xT
s+1 generated by the stochastic trend model and cycle forecast
ˆ xC
s+1 derived from the stochastic cycle model. Note that only the AR and not the MA
part of the stochastic cycle is used to generate the forecast since expected forecast errors
20 The forecasts are often derived from ARIMA models as for instance in Kaiser and Maravall (1999)
and in Denis et al. (2002)
22
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s−i+1 for the TC(2,c) ﬁlter
where c = 1,2 and s = 1978...2001. The quality of the forecasts can be assessed by
testing for b = 1 and const = 0 in the regression
∆xt = const + b∆ˆ xt|t−1 + ut. (19)
In the case of the TC ﬁlter, the additional variance explained by stochastic cycle forecast
can be assessed by comparing the explained variance in equation (19) to that in the
reduced regression
∆xt = const + b∆ˆ x
T
t|t−1 + vt (20)
which contains only the trend forecast of the TC ﬁlter model.
Table 1—we present only the euro area results of this test because they are similar
for the other countries—shows the result of the forecast regressions, together with some
indicators of forecast quality, the root mean square error (RMSE), the mean absolute
percentage error (MAPE), Theil’s inequality coeﬃcient and the coeﬃcient of correlation
between the one-step ahead predictions and actual values21. The bias and the variance
proportion measure the part of the MSE due to diﬀerences in the mean and the variation
between the predicted and the actual series. The covariance proportion captures remaining
unsystematic forecasting errors. The bias, variance and covariance proportion add up to
one. Ideally, the bias and variance proportions should be small so that most of the bias
concentrates on the covariance proportion.
All ﬁlter models predict real GDP growth in the euro area well and are unbiased.
The correlation between predicted and actual GDP growth rates increases considerably
with the complexity of the underlying ﬁlter model; the TC(1,2) and the TC(2,2)-forecast
of real GDP growth explain about 80% of actual growth, the EES-forecast only 38%.
Furthermore, the stochastic cycle model improves the ﬁt to the data substantially as
compared with the forecasts exclusively based on trends. Growth forecasts on the basis
of the TC ﬁlter variants yield lower RMSE’s, lower mean absolute percentage errors and
lower Theil inequality statistics than forecasts using the stochastic models HP ﬁlter and
the EES. The decomposition of the MSE reveals that it is almost fully explained by the
non-systematic covariance component in the case of the TC ﬁlter, whereas considerable
contributions to the mean square error (13.8% in the case of the HP ﬁlter and almost 38%
with the EES) derive from diﬀerences in variation between predicted and actual growth
rates when predictions are based on the HP ﬁlter and the EES models.





x2/n. It takes values between 0 and 1, with
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July 2005To conclude, the endogenous stochastic cycle seems to improve the ﬁt of the stochastic
ﬁlter model to the actual data22. Therefore, we expect the TC ﬁlter to yield more reliable
real time trend/cycle estimations than the EES or the HP ﬁlter.
4.3 The real time reliability of the TC ﬁlter
In order to assess the end-point reliability of trend-cycle decompositions, we generate
vintages of trend-cycle estimations by cutting the sample artiﬁcially in each year s from
1978-2003 and estimating the trend and the cycle for each sample 1970-s. In this way we
obtain for each year s between 1978-2003 one end-point trend/cycle estimation based on
the sample 1970-s, the so-called real-time estimations ˜ xT
s , ˜ xC
s of the trend and the cycle23.
The regression of the real-time cyclical components ˜ xC





t = const + bx
C
t + ut (21)
indicates in how far the real time cyclical components are related to the“true”(the ﬁnal)
ones.
In R¨ unstler (2002), the “reverse” regression of ﬁnal on real time results is proposed,
which is based on the assumption that deviations of real-time from ﬁnal results are un-
correlated with real time results. This property of optimal, linear ﬁlters is a necessary
condition for unbiased, mimimum mean square errors of the ﬁlter components24, assum-
ing that the underlying stochastic model is correct. Hence, the test in R¨ unstler (2002) is
based on the idea that the ﬁlter makes optimal use of real-time information so that sub-
sequent revisions to initial estimates—once additional information comes in—should be
orthogonal to the initial estimates. It can therefore be understood as a mis-speciﬁcation
test of the stochastic model underlying the ﬁlter. However, as argued above, neither the
TC ﬁlter, nor the HP ﬁlter, nor the EES can be regarded as optimal ﬁlters for typical
economic time series. Here, we are more interested in the question whether errors are
systematically pro- or anti-cyclical when compared to “ﬁnal” trend deviations and not
so much in a speciﬁcation test for the underlying stochastic model. Under the H0 that
errors are not systematically related to“ﬁnal”results, they should be orthogonal to“ﬁnal”
estimates and the test regression should be speciﬁed as in equation (21).
Thus, end point reliability implies that b = 1 and const = 0 in equation (21) hold so
that real-time cyclical components should be in broadly line with “ﬁnal” cyclical compo-
nents. Table 2 presents the results of these regressions, together with the P-value for the
Wald test of the joint H0: const = 0 ∧ b = 1.
For the HP ﬁlter, the H0 must be rejected in all cases. While the constant is not
signiﬁcantly diﬀerent from zero, b is consistently below 1: the HP ﬁlter cyclical components
in real-time underestimate the “true” cycle considerably. In addition, the correlations of
22 It must be kept in mind, though, that an approach with prior parameterisation cannot deliver an
optimal ﬁt.
23 More precisely, these are known as quasi-real time vintages, as the s-th vintage does not consist of
the data available on period s, but of data available in T. We thus disregard data revisions.
24See Priestley (1981, 775).
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July 2005Filter Parameter DE ES FR IT EURO US
TC(1,1)
c 1.379 1.896 0.209 -1.919 4.913 46.935
std. err.† 5.746 2.281 2.982 1.482 12.826 22.257
beta 0.898 0.999 0.91 1.015 0.914 0.93
std. err.† 0.295 0.253 0.168 0.145 0.17 0.272
Ftest‡ 0.937 0.703 0.861 0.359 0.861 0.114
Correlation 0.683 0.572 0.76 0.849 0.74 0.683
TC(1,2)
c 8.813 5.007 1.582 -1.29 21.831 118.695
std. err.† 9.776 2.728 2.891 1.975 15.047 25.542
beta 1.424 1.297 1.209 1.317 1.29 1.596
std. err.† 0.406 0.171 0.093 0.132 0.146 0.209
Ftest‡ 0.436 #0.024 #0.025 0.074 #0.047 #0.000
Correlation 0.68 0.807 0.913 0.863 0.849 0.86
TC(2,1)
c 0.01 0.125 0.344 -0.703 0.095 3.923
std. err.† 4.277 1.368 2.567 1.77 10.978 16.373
beta 0.587 0.637 0.525 0.608 0.538 0.626
std. err.† 0.24 0.24 0.169 0.186 0.192 0.131
Ftest‡ #0.005 0.327 #0.008 0.072 #0.008 #0.029
Correlation 0.561 0.524 0.531 0.527 0.52 0.615
TC(2,2)
c 1.038 1.463 1.591 0.47 7.37 44.273
std. err.† 9.299 2.845 4.275 2.443 20.188 21.93
beta 1.354 1.374 1.077 1.355 1.233 1.372
std. err.† 0.346 0.331 0.189 0.187 0.229 0.196
Ftest‡ 0.235 0.302 0.717 0.055 0.181 0.061
Correlation 0.67 0.662 0.75 0.804 0.727 0.874
HP(30)
c -1.086 1.042 0.715 -0.795 1.738 18.927
std. err.† 5.981 2.001 3.216 1.89 13.613 21.055
beta 0.422 0.332 0.43 0.503 0.431 0.485
std. err.† 0.177 0.174 0.135 0.11 0.13 0.095
Ftest‡ #0.005 #0.003 #0.001 #0.000 #0.001 #0.000
Correlation 0.471 0.33 0.511 0.617 0.51 0.589
EES(7)
c 5.208 4.002 0.984 -3.451 13.719 95.813
std. err.† 6.268 2.501 2.808 1.405 12.906 24.857
beta 0.695 0.741 0.75 0.766 0.717 0.701
std. err.† 0.225 0.189 0.127 0.088 0.145 0.162
Ftest‡ 0.303 0.067 0.146 #0.002 0.078 #0.001
Correlation 0.674 0.598 0.765 0.835 0.722 0.709
Equation: ˜ xC
t = const + bxC
t + ut
† Newey-West corrected standard errors
‡ P-value of F-test of H0: const = 0 ∧ b = 1
# H0 rejected at 5% signiﬁcance level
Table 2: Regression of the real-time cyclical component on the ﬁnal cyclical component
and correlation between the real-time and the ﬁnal cyclical component of real GDP
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July 2005the real-time with “ﬁnal” cyclical components are are low; the “true” cycle explains at
most 38% of the variance25 of the cyclical component estimated at real time.
The results are slightly better for the EES. Here, the H0 const = 0 ∧ b = 1 cannot be
rejected except in the cases of Italy and the US26. The slope parameter is closer to 1 than
in the case of the HP ﬁlter. In two cases (Italy and the US), the real time EES estimates
are strongly biased, as the constant is signiﬁcantly diﬀerent from zero. The coeﬃcient of
correlation between the real time and ﬁnal cyclical components varies between 0.60 and
0.84, which is higher than for the HP ﬁlter.
The TC(2,2) ﬁlter turns out best in this exercise. The H0 is never rejected at the 5%
level27. The slope parameter b is close to one, the constant is not signiﬁcantly diﬀerent
from zero, and the coeﬃcient of correlation varies between 0.57 and 0.91. Decreasing the
order of the cycle while maintaining the order of the trend comes at the cost of a consider-
able decrease in correlation between real-time and ﬁnal cyclical components. Decreasing
the order of the trend gives rise to rejections of the combined H0 in Spain, France, the
euro area and the US. Depending on the time series being ﬁltered, the parameters of the
TC ﬁlter can to some extent be chosen to adapt the ﬁlter to the data generating process.
The underestimation of b gives rise to a pro-cyclical error in the estimation of the
trend. This can easily be seen if we approximate the cyclical component by xt − xT
t .
The regression equation xt − ˜ xT
t = const + b(xt − xT
t ) + ut can be transformed into
xT
t − ˜ xT
t = const−(1−b)(xt −xT
t )+ut. Values of b between −1 and 1 and diﬀerent from
zero imply that the trend is underestimated in a recession and overestimated in a boom.
If b = 1 there is no relationship between the cycle and the error in the trend.
Figure D.2 in Annex D compares the errors in the real-time trend with the ﬁnal cyclical
components for the TC(2,2) and the HP(30) ﬁlter and the EES(7). As expected, the errors
in the real time trend of the TC ﬁlter are largely unrelated to the cyclical component. For
the HP ﬁlter, however, this relationship is strong. The HP ﬁlter real-time trend errors
approximate very well the ﬁnal cyclical component. Likewise, the EES induces a pro-
cyclical bias in the real-time trend estimations, although the bias is less pronounced than
in the case of the HP ﬁlter.
An important feature of real-time assessments of the cycle is the behavior around
business cycle turning points. Errors in the real-time detection of the ”true” turning
points might lead to a misdiagnosis of the current situation. The extent the diﬀerent
approaches to trend-cycle decomposition are prone to errors in the detection of turning
points can be assessed by the following indices, which rest on the classiﬁcation shown in
Table 3:
• The relative share of wrong signs (N[+−] + N[−+])/N[..].
• The information content deﬁned as I ≡ N[++]/N[.+]+N[−−]/N[.−]−1. This measure
takes values between -1 and 1. Values in the range 0 < I ≤ 1 indicate a positive
information content, and I = 1 means that the signs of cyclical components in real
25The highest coeﬃcient of correlation amounts to 0.617 (in the case of for IT) so that the explained
variance would be ρ2 = 0.38.
26For the euro area and Spain, it would be rejected at the 10% level.
27It would be rejected at the 10% level in Italy and in the US.
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real time + N++ N+− N+.
output gap − N−+ N−− N−.
sum N.+ N.− N..
Table 3: Reliability of signs of real-time cyclical components
time and ﬁnal estimates coincide perfectly. If −1 ≤ I < 0, there is a systematic bias
in the signs of cyclical components in real time.
• The cell counts can be compared with the expected ones under the H0 that cell
counts are random: E(N[ij]) = N[i.]N[.j]/N[..], i,j ∈ {+,−}. The H0 can be tested,






Results for these indices for cyclical components of the TC ﬁlters with a second order
cycle, the HP ﬁlter and the EES are shown in table 4. There is no instance with a
negative value for I so that the signs of the real-time cyclical components cannot be
regarded biased. The relative share of sign misdiagnoses amounts to roughly 10-25% with
the TC ﬁlter variants. Signs of cyclical components are likewise often wrongly estimated
with the EES except in the case of the US, where the EES gives the highest share (38%)
of instances with wrong signs. For the other countries and regions, the HP ﬁlter yields the
highest shares of wrong signs between 35 and 46%. Correspondingly, the HP ﬁlter gives
the lowest value for the information content measure I, again with the exception of the US,
where the EES performs worse. For all regions except Germany and France, I is generally
closer to unity for the TC ﬁlter variants. In Germany the EES outperforms both trend
variants of the TC ﬁlters. In France the EES gives a higher value for I than the TC(1,2)
ﬁlter. The H0 that the cell counts are random can never be rejected at the 5% level with
the HP ﬁlter. Only HP ﬁltered real GDP in Germany leads to a rejection of the H0 at the
10% level. According to the χ2 test, the hypothesis of a random distribution of signs can
be rejected at least at the 5% signiﬁcance level for cyclical components computed with
the TC Filter and the EES. All in all, the TC ﬁlter generally allows for a more consistent
determination of signs of cyclical components in real time than the one-component ﬁlters.
The EES performs remarkable well in this test, while results for the HP ﬁlter are less
satisfying.
The comparatively weak real time properties of the one-component ﬁlters—the HP
ﬁlter and the EES—derive from the “missing cycle” in these ﬁlters. Enhancing these
ﬁlters with stochastic models for the cycle improves the real-time reliability signiﬁcantly
and removes the pro-cyclical bias in end-of-sample estimates. Obviously, it is not possible
to identify the trend at real time in a proper way if a model for the cycle is missing.
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Country Filter sign I statistic value cance†
DE
TC(1,2) 0.23 0.55 7.80 0.005 ***
TC(2,2) 0.19 0.62 10.40 0.001 ***
EES(7) 0.15 0.69 12.76 0.000 ***
HP(30) 0.35 0.36 3.31 0.069 *
ES
TC(1,2) 0.19 0.62 10.40 0.001 ***
TC(2,2) 0.27 0.45 5.42 0.020 **
EES(7) 0.31 0.39 3.94 0.047 **
HP(30) 0.46 0.08 0.18 0.671
FR
TC(1,2) 0.08 0.87 19.07 0.000 ***
TC(2,2) 0.23 0.55 7.72 0.005 ***
EES(7) 0.15 0.69 12.76 0.000 ***
HP(30) 0.35 0.31 2.48 0.116
IT
TC(1,2) 0.08 0.85 18.62 0.000 ***
TC(2,2) 0.15 0.69 13.77 0.000 ***
EES(7) 0.23 0.50 7.10 0.008 ***
HP(30) 0.46 0.10 0.25 0.619
EURO
TC(1,2) 0.15 0.70 12.83 0.000 ***
TC(2,2) 0.19 0.62 10.40 0.001 ***
EES(7) 0.27 0.46 5.57 0.018 **
HP(30) 0.38 0.24 1.47 0.225
US
TC(1,2) 0.19 0.55 10.64 0.001 ***
TC(2,2) 0.12 0.77 16.25 0.000 ***
EES(7) 0.38 0.33 4.54 0.033 **
HP(30) 0.27 0.45 5.42 0.020 **
† *,**,***: Signiﬁcant at 10%, 5%, 1%
Table 4: Sign tests of real time cyclical components of real GDP
5 Testing the stochastic cycle model of the TC ﬁlter
and adjusting it to the data
The real-time properties of ﬁlters depend to a large extent on how far the stochastic
model underlying the ﬁlter matches the data generating process. In the previous section,
we found that the TC ﬁlter seems to provide a comparatively good approximation of the
data generating process that drives real GDP in some countries. This is astonishing as the
ﬁlter was not at all adjusted to the data; rather, all parameters were assigned exogenously
selected values.
In this section we show that the stochastic cycle model can to some extent be tested
and that the length of the critical cycle in the TC ﬁlter can be endogenised and adjusted to
the data in a way roughly consistent with the underlying stochastic model, which improves
the forecasting capabilities and hence the real-time properties of the ﬁlter model. This is
an important diﬀerence to the one-component ﬁlters: it is not possible to endogenise the
29
ECB
Working Paper Series No. 499
July 2005exogenous smoothing parameters of the HP ﬁlter and the EES.
The parameters µ and ρ of the stochastic cycle can be estimated by iterating through
the following steps:
1. Compute the cycle with initial values for µ and ρ.
2. Estimate α(L)xC
t = β(L)νt.
3. Compute µ and ρ implied by the estimated parameters of the lag-polynomials α(L)
and β(L) and use the new values for µ and ρ to compute the cycle with the TC
ﬁlter again.
4. Go to step 2.
The iteration is to be broken up if changes in µ and ρ between two consecutive iterations
fulﬁll a pre-deﬁned condition.
The parameters ρ and µ are over-identiﬁed in step 3 by the parameters of the ARMA-
regression. One option to deal with this problem is to perform a restricted regression.
For instance, if c = 2 the four parameters ai of the autoregressive lag polynomial α(L)
and the two parameters bi of the moving average lag polynomial β(L) can be restricted
as follows:
a1 = −2w1; a2 = (w
2
1 + 2w2); a3 = −2w1w2; a4 = w
2






This gives ρ =
√
w2 and µ = acos(w1/(2
√
w2)).
A similar iteration28 to endogenise the smoothing parameter λ of the HP ﬁlter is not
feasible. The value of λ would shrink to zero for typical economic time series implying
that the inverse signal-to-noise-variance ratio—and hence λ—becomes small (Reeves et al.
1996; Ravn and Marcet 2003).
The results of the iterative estimation of µ and ρ for the TC(1,2) and the TC(2,2)
ﬁlter are shown in Table 5. For the TC(2,2) ﬁlter, the prior critical length of the cycle of
8 years turns out to be largely consistent29: the critical cycle length stabilises at a value
close to the prior length. The largest deviations from the prior value occur for Spain with
an estimated cycle length of 11.2 and Germany for which the procedure converges to a
28 In the case of the HP ﬁlter, the iteration would comprise the steps
1. Set an initial values for λ.
2. Compute the trend.
3. Estimate the noise variance as ˆ σ2
ε = (X − XT)0(X − XT) and the variance of the signal as
ˆ σ2







4. Go to step 2 .
.
29 The procedure stopped at iteration i if the condition (ρi − ρi−1)2 + (µi − µi−1)2 ≤ 0.001 held.
Furthermore, the values for µ obtained from the iterative TC ﬁlter do not depend on the initial value of
eight years: the same results for the iteratively estimated critical cycle length follows from initial values
of 4,5,9,12 or 13 years.
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Country Filter Cycle Length ρ w1 w2 Iterations
DE
TC(1,2) 10.6 0.88 1.454 0.769 26
TC(2,2) 7.1 0.89 1.115 0.78 12
ES
TC(1,2) 20.5 0.96 1.839 0.930 9
TC(2,2) 11.2 0.96 1.618 0.913 10
FR
TC(1,2) 10.52 0.92 1.523 0.848 7
TC(2,2) 8.6 0.91 1.358 0.830 14
IT
TC(1,2) 8.54 0.90 1.340 0.817 7
TC(2,2) 7.8 0.90 1.247 0.808 5
EURO
TC(1,2) 11.1 0.89 1.502 0.792 15
TC(2,2) 8.2 0.90 1.290 0.802 10
US
TC(1,2) 14.0 0.81 1.457 0.648 9
TC(2,2) 7.5 0.88 1.174 0.779 13









t−4 + νt − w1νt−1 + 0.25w2
1νt−2
Table 5: Iterative estimations of the critical cycle length and ρ for the TC(d,2) ﬁlter
seven-years cycle. However, the diﬀerences between a cycle generated by a TC(2,2) ﬁlter
with a reference cycle of 8 years and one with a reference cycle of 7 or 11.2 years are not
large.
The iterative TC(1,2) ﬁlter gives rise to implausibly long critical cycles in all countries
except Italy. Obviously “cycles” of 10-21 years length seem to be important in the data
generating process, and a ﬁrst order random walk turns out too inﬂexible to match the
spectrum of these long cycles. As a consequence, the assumption of a ﬁrst order random
walk induces the cycle spectrum to shift leftwards thereby incorporating lower frequencies
into the cyclical component. In the case of Italy, the assumption of a ﬁrst order stochastic
trend is consistent with the existence of an eight to nine years reference cycle.
The residuals of the AR-regression of the cyclical component indicate the appropriate-
ness of the stochastic cycle model. According to the model speciﬁcation in equation (13),
they should be white noise errors so that we do not expect to ﬁnd sizeable amounts of au-
tocorrelation in these residuals. Figure D.3 in Annex D shows the Ljung-Box Q-statistics
for the residuals of the regressions for all combinations of ﬁrst and second order trends
and cycles, together with the critical values at the 5% signiﬁcance level. The residuals
of the ﬁrst-order stochastic cycle models contain considerable amounts of autocorrelation
which is inconsistent with the model speciﬁcation. However, the TC ﬁlters with stochastic
cycles of order 2 perform relatively well: the second order stochastic cycle model gives
rise to weakly autocorrelated residuals only in the cases of Germany and the US30.
30 The ﬁrst- and second-order autocorrelation coeﬃcients for the residuals of the stochastic cycle
regression are 0.32 and -0.29 in the case of Germany and 0.27 and -0.40 in the case of the US.
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The TC ﬁlter cannot be applied directly to time series with seasonal components in the
high-frequency range of the spectrum. The reason is that the gain function of the trend
is not perfect: Figure 2 shows that the gain obtains small positive values in the high-
frequency range. While this error is negligible when annual time series are ﬁltered, it
poses a problem for data with seasonality at higher frequencies. Furthermore, with such
data, one often wants to extract the seasonal component in a consistent way together
with the cycle and the trend. Therefore, we ﬁrst discuss some possibilities to account for
seasonality. We proceed by deriving a general stochastic seasonal model which we use
to extend the TC ﬁlter to a Trend-Cycle-Season (TCS) ﬁlter. Finally, the TCS ﬁlter is
applied to quarterly real GDP data in Germany.
6.1 Integrating seasonal components in the TC ﬁlter: general
remarks
Several approaches to account for seasonality are possible. First, the season could be
modelled in the form of seasonal unit roots. It is straightforward to deﬁne the ∇d matrix
appropriately as ∇d ≡ (Is − Ls)d to model seasonal unit roots at the seasonal frequency
s31. Formally, the same solution as in equation (17) would apply. Of course, it is not
possible to obtain a distinct seasonal component in this way since the seasonal pattern
becomes part of the trend.
Second, deterministic seasonal components can be included in the ﬁlter. A straightfor-
ward way to do so would be the inclusion of seasonal dummy vectors in the ﬁlter model—in
the same way as the ﬁlter is amended by dummy vectors for structural breaks as explained
in Annex C. However, the assumption of deterministic seasonal components is not always
appropriate. Rather, the seasonal pattern may be stochastic and thus change over time.
Finally, the seasonal pattern can be modelled through additional stochastic cycles at
seasonal frequencies (Harvey 1989). In order to model a seasonal pattern with frequency
s, s/2 seasonal stochastic cycles would be necessary. For instance, a quarterly seasonal
pattern requires two stochastic cycles, one for the two-years and one for the four-years
cycle. Together with the stochastic trend and the stochastic cycle at business cycle fre-
quency this would give four components. While solutions for multi-component ﬁlters can
be developed in a generic way32, the solutions and the application of the ﬁlters become in-
creasingly complicated if more and more components are included. This would overburden
the ﬁlter technique which we want to keep as simple as possible.
6.2 A stochastic model for the seasonal component
Thus, it seems appropriate to restrict the ﬁlter approach to three components at most.
Therefore, we follow Schlicht and Pauly (1983) in modelling a stochastic seasonal process
with just one stochastic ARMA component. Indeed, they suggest a two-component ﬁlter
31Is denotes an identity-matrix in which the ﬁrst s rows are ﬁlled with zeroes (see Annex A).
32 See Annex B.
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is amended with the seasonal component by minimising the sum of squared residuals of
the stochastic trend and season models.
Schlicht and Pauly (1983) assume that a stable seasonal pattern in the seasonal com-
ponent xS





t−s + νt. (22)
The stochastic disturbance is modelled as a moving average process:













s ξt−τ. Equations (22) and (23) give:
zt − θt = zt−1 − θt−1.
As this has to hold for each t, it follows that








s − 1 − τ
s
ξt−τ = constant.
Since zt − θt is non-stochastic, it can be interpreted as the moving seasonal sum of the
seasonal component, from which the impact of the stochastic disturbances has been re-
moved. This expression and hence the constant should be set equal to zero. Thus, we can








s − 1 − τ
s
ξt−τ.
In matrix form we obtain
PX
S = Qξ, (24)







1 1 ... 1 0 ... 0 0
0 1 1 ... 1 ... 0
. . .
. . .









0 1 2 ... s−1 0 ... 0
. . . 0 1 2 ... s−1 0 ... 0
. . .
. . .




We amend equation (13) with the stochastic seasonal model assuming that the covari-
ance of the seasonal disturbance with all other disturbances is zero. This completes the
stochastic model of the TCS ﬁlter. The trend, the cyclical, and the seasonal component
are obtained by minimising the sum of the inner products of the residuals ε0ε+η0η+ξ0ξ+ζ0ζ
and are derived in Annex B. As the gain of the seasonal component in Figure 5 shows,
the seasonal ﬁlter lets pass frequencies around the seasonal frequencies for quarterly data
of
pi
2 and π. As the application of the TCS ﬁlter on quarterly real GDP data for Germany
shows (see ﬁgure D.4 in Annex D), the TCS ﬁlter is capable of decomposing an economic
time series into a trend, cycle and seasonal component in a plausible way.
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Figure 5: Squared gain functions of the TCS(1,2,28) ﬁlter with a quarterly season
7 Conclusion
Univariate trend-cycle decompositions suﬀer from all-too simple implicit models of the
data generating process, while more elaborated approaches—as for instance unobserved
components models—are not always easily applicable. This paper develops an interme-
diate approach by generalising the HP ﬁlter and incorporating a cyclical component into
the model representation of the ﬁlter in the time domain. The resulting trend-cycle ﬁlter
has better end-of-sample properties than the HP ﬁlter or the related Extended Expo-
nential Smoothing (EES) procedure. in particular, the pro-cyclicality in end-of-sample
trend/cycle estimations, characterising one-component ﬁlters such as the HP ﬁlter and
the EES, is virtually removed.
The one-component ﬁlters are only based on an implicit model for the trend leaving
the cycle as a residual from trend-extraction. The incorporation of a cycle model turned
out crucial for the favourable properties of the TC ﬁlter. Furthermore, structural breaks
or exogenous variables to identify the trend and the cyclical component can be easily
incorporated in the TC ﬁlter. Finally, the Trend-Cycle ﬁlter can be expanded towards a
Trend-Cycle-Season (TCS) ﬁlter in a straightforward way. With the TCS ﬁlter, a trend,
cyclical and seasonal component can be simultaneously extracted from a time series.
Basic assumptions of the stochastic model underlying the TC ﬁlter can be tested, and
the model can to some extent be adjusted to the data. As a consequence of the more
ﬂexible model-structure, the TC ﬁlter produces results, which are more model-consistent
than those obtained with the one-component counterparts, the EES and the HP ﬁlter.
The TC ﬁlter with a second order stochastic trend and a second order stochastic
reference cycle of eight years delivers plausible results for all the cases analysed here and
can therefore be regarded as an appropriate reference model. However, it is not optimal
for all cases. We found that for Spanish GDP the properties of the trend and the cyclical
component improve by choosing a nine-years reference cycle. In the case of Italian GDP,
the ﬁrst order stochastic trend gives results more consistent with theoretical model than
the second order trend. Diﬀerent from the TC ﬁlter, trend estimates of one-component
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While the TC ﬁlter is based on a more complex stochastic model than the EES and
the HP ﬁlter, its application is comparatively simple. Once the TC ﬁlter has been pro-
grammed33, it is straightforward to choose the appropriate stochastic trend and cycle
models and to obtain the trend-cycle decomposition. It is not necessary to experiment
with prior variance restrictions and start values for unobserved variables as it is sometimes
required in unobserved components model estimations.
33 An implementation in EVIEWS 4.x can be obtained from the author upon request.
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Lag and diﬀerence operators in matrix form




0 0 ... 0
1 0 0 ... 0
0 1 0 0 ... 0
. . .
. . .
0 ... 1 ... 0
0 ... 0 1 0

 
. The ﬁrst row of L is zero as
in ﬁnite samples the d-th lag is not deﬁned for the ﬁrst d data points. This makes some
adaptations to the usual lag- and diﬀerence operators necessary. Most of their properties,
however, carry over to their matrix representations. Lag and diﬀerence matrices have the
following properties:
Property 1: The d-th lag in matrix form is deﬁned as Ld = LLd−1. It holds that Ld =
LqLd−q, for any q, 0 ≤ q ≤ d. For completeness deﬁne L0 ≡ I.
Property 2: The lead operator in matrix form is equal to the transpose of L, L0.
Property 3: Denote an N × N identity-matrix in which the ﬁrst d rows are ﬁlled with
zeroes as Id. Then, LL0 = I1 holds. In general, LdLd0 = Id. Furthermore, it holds
that I0
d = Id. For any pair (n,m), with n ≥ m, InIm = In holds.
Property 4: The matrix of ﬁrst diﬀerences ∇ can be deﬁned as ∇ ≡ I1(I − L). The
I1-matrix renders the ﬁrst row of ∇ zero, accounting for the fact that the lag of the
ﬁrst data point is not deﬁned. In general we deﬁne the d-th diﬀerence matrix as
∇d ≡ Id∇∇d−1. Again, this is the same as ∇∇d−1 with the ﬁrst d rows set equal
to zero as the d-the lag is not deﬁned for the ﬁrst d data points. It holds that






Ld0∇d if d is even




= Id (I1 (I − L))




= Id (I1 − L)














0 (L − I))...(L










   
   
Ld0Id (I − L)...(I − L)
| {z }
d×
, if d is even
−Ld0Id (I − L)...(I − L)
| {z }
d×
if d is odd
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(
Ld0∇d if d is even
−Ld0∇d if d is odd.
Annex B
The generic k-ﬁlter
As equation (17) shows, the solution for the two-components TC ﬁlter can be expressed
in terms of the solution of the one-component trend and cycle ﬁlters. This can be gen-
eralised: the solution of the system of FOCs for a ﬁlter with k-components, the k-ﬁlter,
can be expressed in terms of the solution for the (k − 1)-ﬁlter. Let K denote the set
of all k components and K\{i} denote the set of all k components except component i.
Furthermore, we deﬁne the ﬁltermatrix for component i ∈ K given the set of the other
(k − 1) components K\{i} as MiK\{i} so that Xi = MiK\{i}X. Finally, the ﬁlter matrix of
an 1-ﬁlter with component i is deﬁned as Mi. With these deﬁnitions, the system of FOCs
for a k-ﬁlter can be written as
X
i = MiK\{i,j}(X − X
j), ∀ i,j ∈ K,i 6= j (B.1)
which gives the generic solution




∀ i,j ∈ K,i 6= j
(B.2)
The necessary and suﬃcient condition for equation (B.2) to hold is that for each compo-
nent i ∈ K the respective 1-ﬁlter exists:
det(M
−1
i ) 6= 0, ∀ i ∈ K (B.3)
The generic solution can be applied to obtain the solution for the Trend-Cycle-Season
ﬁlter. To easen notation, deﬁne MS ≡ (I + P 0(QQ0)−1P)−1 where the matrices P and Q
are deﬁned as on page 30. Furthermore, we make use of the notation in equation (B.1)
to express the trend of the two-components TC ﬁlter, for instance, as XT = MTCX. We
can now conveniently derive the solutions for the three-components TCS ﬁlter from the
two-components ﬁlter solutions:
X
T = (I − MTCMSC)
−1MTC(I − MSC)X ⇔ X
T = MTCSX
X
C = (I − MCTMST)
−1MCT(I − MST)X ⇔ X
C = MCTSX
X
S = (I − MSTMCT)
−1MST(I − MCT)X ⇔ X
S = MSTCX
(B.4)
In order to explain the rationale behind equation (B.4), observe for instance that the
expression (I − MST)X in the solution for the cyclical component refers to the diﬀerence
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components Trend-Season ﬁlter applied to X34. Applying the ﬁlter matrix of the cyclical
component of the TC ﬁlter to the residual from the TS ﬁlter gives MCT(I − MST)X.
Finally, the error, which derives from the fact that the stepwise application of two 2-ﬁlters
ignores the simultaneity in the determination of the components of X, has to be corrected.
Hence, the stepwise ﬁlter is multiplied with the correction factor (I − MCTMST)−1. In
the special case of MCTMST = 0, the TCS ﬁlter gives the same solution as the stepwise
application of two 2-ﬁlters. For XC, for instance, this condition would hold if the cyclical
and the seasonal component of the TC and the TS ﬁlter were independent from each other
in the sense that their gain functions do not intersect. In the general case, however, this
condition does not hold and the simultaneous TCS ﬁlter solution diﬀers from the stepwise
application of two 2-ﬁlters. Finally, note that the necessary condition in equation (B.3)
for the existence of a solution holds for the TCS as well as for the TC ﬁlter since the
matrices ∇d0∇d, A0(BB0)−1A and P 0(QQ0)−1P are non-singular35.
Annex C
Structural breaks
The HP ﬁlter, the EES, and the standard TC ﬁlter are based on the assumption of a
smooth trend without structural breaks. Sometimes, this assumption does not hold. A
prominent counter-example is the German uniﬁcation which gave rise to an upward level
shift in German macroeconomic time series. Furthermore, statistical revisions such as
the switch from the ESA 79 to the ESA 95 system of national accounts give rise to a
structural breaks.
Applying the HP, the EES or the TC ﬁlter to a series with a structural break leads to
biased trend estimations around the break period. This is because the methods smoothen
out the break so that the trend is too high immediately before the break and too low in
the periods immediately thereafter.
If the period in which the break occurred is known beforehand, the break can be
incorporated in the trend model of the TC ﬁlter36 by assuming that XT follows a purely
stochastic trend once the deterministic break has been removed:
∇
d(X
T − Dv) = η (C.1)
34 Such a ﬁlter, which is conceptually very similar to the TC ﬁlter, is suggested by Schlicht and Pauly
(1983) as a seasonal adjustment method.
35 Equation (B.4) gives consistent results if one component is missing. For instance, assume that there
is a trend and a cyclical but no seasonal component, implying MS = 0. One can derive MST = 0 and
MSC = 0 from the formulas for the two-components ﬁlters. It follows that the three-components ﬁlters
for the trend and the cyclical component collapse to two-components ﬁlters: MTCS = MTS and MCTS =
MCT. Furthermore, MSTC = 0. This reasoning holds correspondingly when the trend component or the
cyclical component is absent.
36 This appendix draws on T¨ odter (2002), who expands the EES by structural breaks.
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deﬁning the timing of the break in period τ:
Dt =
(
0 if t < τ
1 if t ≥ τ.
(C.2)


























The solution for v is simply the estimated parameter of a regression of ∇dXT on ∇dD.
To explain the solution for the break parameter v, assume that d = 2. It can be shown
that the expression (D0∇20∇2D)−1 amounts to 1
2. Furthermore, D0∇20∇2 can be shown















which is the change in the trend in period τ when the break occurs minus the average
trend change immediately before and after the break period. Thus, the parameter v can
be understood as locally correcting the bias around the break period τ that the standard
TC ﬁlter without a structural break in the trend equation would induce37.
The solutions for the trend and the cycle can be written in a convenient way using the











We obtain I − W, the residual projection matrix of the regression on the dummy vector
∇dD. The solution for the trend and the cycle can be obtained by replacing ∇d0∇d in
equation (13) with ∇d0(I − W)∇d. This leads to the FOCs in which the structural break
parameter is eliminated:
X












Furthermore, it is straightforward to extend this approach by incorporating more than
just one structural break: D could be an N×r matrix composed of r appropriately deﬁned
and linearly independent dummy vectors, and v would then be an r×1 vector containing
the breaks. Besides shift dummies, which introduce permanent level shifts in the trend,
the vectors in D could likewise be speciﬁed as impulse dummies representing temporary
jumps.
37 The solution for a ﬁrst order random walk with drift (d = 1) is slightly more complicated as the
constant drift term b must be estimated in addition to the break parameter. It can be shown that
v = xT
τ − xT










T−2 hold in this case: the shift parameter v is estimated as the
trend change in the break period τ, corrected by the drift term whereas the drift term is computed as
the global trend change excepting the break period (T¨ odter 2002).
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Cyclical component
Figure D.4: Application of the TCS ﬁlter on quarterly real GDP in Germany
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