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Abstract
The interest of taking technology to increasingly small scales has required
great changes and advances in science. In particular, the well-known Fourier’s
law (very useful in large scales) has proved to be not accurate enough for de-
scribing heat transfer at smaller scales. The goal of this work is to introduce
one of the alternatives to Fourier’s law, the Cattaneo-Vernotte equation, and
the resulting heat transfer model, the Hyperbolic Heat Equation. Numerical
and analytical solutions will be provided and two case studies will be anal-
ysed, particularly studying the limit between the Parabolic and Hyperbolic
Heat Equations at the nano and microscale.
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Introduction
Heat is atomic motion of matter, and temperature indicates the
equilibrium distribution of this motion. Nonequilibrium atomic
motions, created for example by a temperature gradient, result
in heat transfer.
M. Kaviany on heat transfer, Heat Transfer Physics [4].
Heat transfer was one of the first phenomena to be modelled by Partial
Differential Equations, and since Fourier published his work on heat flow at
the beginning of the 1800’s, the basic principles used for describing heat flow
and diffusion have generally produced satisfactory results.
However, now that science and technology are moving towards the study
of increasingly smaller scales1, heat transfer needs to be analysed in regimes
close to and below the limits of continuum theory. Kaviani’s explanation for
heat transfer (in the quote above) motivates the thought that heat trasnfer
must behave differently at scales close to the atomic one, or at least that it
must be studied some other way.
The aim of this work is to present the Hyperbolic Heat Equation, which
is deduced from the expression for the heat flux that Cattaneo and Vernotte
proposed as one of the alternatives to Fourier’s law. This equation fits better
the experimental results of nanoscale heating.
The structure of the thesis is as follows:
Chapter 1 presents Cattaneo and Vernotte’s equation and deduces the
Hyperbolic Heat Equation. Some other physical aspects are mentioned too,
such as boundary and initial conditions and the nondimensionalisation of an
initial value problem.
Chapter 2 presents the numerical schemes that will be used for solving
both the Hyperbolic and the Parabolic Heat Equations.
Chapter 3 collects some relevant results that distinguish the former equa-
tion from the latter one.
1See [1], [2].
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Finaly, chapters 4 and 5 present two case studies that model the heating of
a golden rod with Dirichlet and Neumann boundary conditions (respectively),
always with a physically realistic setting in mind. Both cases study when the
hyperbolic equation can be approximated by the much simpler parabolic one
and when the difference between the solutions is too large to do so, in which
case we will stick to the hyperbolic one.
2
Chapter 1
The Model
1.1 Heat conduction physics
Conduction is a specific mode of heat transfer in which the energy exchange
takes place due to the presence of a temperature gradient within the system.
Heat diffusion occurs when energy drops at the microscopic level from regions
of higher energy to regions of lower energy.
In large length and time scales a continuum assumption is often made:
the scale of the problem contains a large enough amount of individual atoms
for a well-defined temperature gradient to exist, and time is also large enough
for the establishment of thermodynamic equilibrium. In such cases, heat flow
is described by the well-known Fourier’s Law.
Smaller scales, however, require other approaches.
1.1.1 Relevant scales
There are two energy carriers in charge of energy transmission in conductive
processes: electrons and phonons. The former ones are electrically charged
atomic particles characteristic of heat conduction in metallic and semicon-
ductor materials, and they carry the energy through the electron gas (in
metallic structures) or in the conduction band (in semiconductor structures).
The latter ones are discrete units of vibrational energy characteristic of heat
conduction in crystalline materials, where energy is transmitted via vibra-
tional energy.
Heat conduction problems have four main relevant length scales:
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1. The characteristic length scale (Lc), the actual physical dimension of
the probelm to be studied.
2. The mean free path of the energy carrier (Λ), the average distance
the energy carrier travels within the studied material’s structure be-
fore transferring its excess energy to the next carrier (or the whole
structure).
3. The energy carrier length scale (λc), the wavelength of the energy car-
rier itself.
4. And, finally, the atomic length scale (a).
In general, the use of Fourier’s Law requires both the length and time
scales of the problem to be big enough, which might not be the case when
working in the nanoscale.
On the one hand, for the gradient of the temperature to be well-defined
several energy exchanges must occur, which requires the characteristic length
scale to be much bigger than the mean free path1, Lc  Λ. Depending on the
size of the problem, the First Regime (Lc ≈ Λ, Lc  λc), the Second Regime
(Lc . Λ, Lc ≈ λc) and the Third Regime (Lc . λc) are also distinguished,
and each case is treated differently.
On the other hand, and even when the length scale of the problem is
big enough for the gradient to be defined, we might want to work with time
scales that are of the order of the relaxation times of the energy carriers. In
this case, Fourier’s Law is generally not applicable either, and a model that
is more specific with the definition of the heat flux is needed.
In this project we are interested in length scales big enough for the tem-
perature gradient to be well defined (Lc  Λ) and time values of the order of
the relaxation time and higher (t & τ0), so we will consider our domains to
be large enough for the continuum assumption to be made. However, some
of these scales will prove to be too small for Fourier’s Law to be accurate,
so the introduction of a more precise model might be needed, the Cattaneo-
Vernotte equation in our case. It is our goal to study the frontier between
the heat equations they produce.
1This is usually validated by checking that the Knudsen number Kn = Λ/Lc is smaller
than 1.
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1.2 The Cattaneo-Vernotte equation and the
deduction of the Hyperbolic Heat Equa-
tion
The deduction of the Hyperbolic Heat Equation model begins with the same
energy equation as in the parabolic case, a formula that links the spatial
variation of the heat flux with the temporal variation of temperature. In one
dimension it reads
−∂q
∂x
= ρc
∂u
∂t
, (1.1)
where ρ and c stand for the density and the specific heat capacity of the ma-
terial, respectively, and q and u represent the heat flux and the temperature
(both functions depending on x and t).
Now, a constitutive relation is needed to relate the variables in (1.1). The
final shape and behaviour of the equation will depend on its choice, and it
is thus crucial to cast the relation that best fits the problem to be studied.
This–seemingly obvious–idea will underlie all the work to come.
The classical Fourier’s Law, for instance, states that the heat flux is pro-
portional to the thermal gradient,
q = −k∂u
∂x
, (1.2)
where k stands for the thermal conductivity. This law, combined with the
energy equation in (1.1), yields the well-known Parabolic Heat Equation
(PHE):
ρc
∂u
∂t
= k
∂2u
∂x2
. (1.3)
Despite it being more than accurate enough for many practical purposes,
the PHE has some drawbacks (such as an infinite propagation speed) that
might make it inappropriate for some cases. Moreover, the development of
technology and nanoscience has revealed the need for a heat equation that
better fits the experimental data obtained in smaller scales.
In this regard, in 1950, Cattaneo–more concerned with the infinite prop-
agation speed rather than with nanoscale issues–proposed a new constitu-
tive relation, known as the Cattaneo (and sometimes Cattaneo-Vernotte or
Maxwell-Cattaneo) constitutive relation:
q + τ0
∂q
∂t
= −k∂u
∂x
, (1.4)
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where τ0 stands for the relaxation time: the response time for the onset of
heat flow after a temperature gradient is suddenly imposed2. This relation
has proven to adjust to data drawn form experiments in small scales better.
If we take spatial derivatives in (1.4) and apply Schwarz’s Theorem we
get
∂q
∂x
+ τ0
∂
∂t
∂q
∂x
= −k∂
2u
∂x2
(1.5)
which, combined with the energy equation in (1.1), becomes
ρc
(
∂u
∂t
+ τ0
∂2u
∂t2
)
= k
∂2u
∂x2
. (1.6)
This relation is known as the Hyperbolic Heat Equation (HHE), and it is
this work’s goal to understand its nature and compare it to the one of the
PHE.
Additionally, a source term can also be added to the equation in order
to model some sort of energy generation. We name f this rate of internal
energy generation per unit length and add it to the left hand side of the
energy equation in (1.1), so that the expression now relates the change in
storage energy (on the right hand side) to the variation of the heat flux plus
this additional energy that is being generated,
−∂q
∂x
+ f = ρc
∂u
∂t
. (1.7)
Now, when the spatial derivative of the Cattaneo-Vernotte equation is
substituted on the energy equation and the terms are rearranged, the hyper-
bolic heat equation becomes
ρc
(
∂u
∂t
+ τ0
∂2u
∂t2
)
= k
∂2u
∂x2
+
(
f + τ0
∂f
∂t
)
. (1.8)
It is worth to note that Cattaneo and Vernotte’s constitutive relation
is nothing but a first order approximation of the relation that leads to the
single-phase-lagging model,
q(x, t+ τ0) = −k∂u(x, t)
∂x
. (1.9)
2The value of τ0 varies enormously depending on the material. Biological tissue can
have τ0 > 10 s (see [10]), while the value for gold is as small as τ0 = 8.5 ps.
6
The actual meaning of τ0 reads more easily here: a temperature gradient at
a point x at time t rises a heat flux at the same point but at a later time
t+ τ0. Hence the name of τ0, the relaxation time.
Also, it is worth to mention that the smaller the relaxation time gets, the
closer this last fromula–and thus Cattaneo and Vernotte’s heat flux in (1.4)–
gets to Fourier’s Law. Therefore, it seems that as the value of the relaxation
time tends to zero so does the breach between the HHE and the PHE, which
gives rise to the following question:
Does the solution of the hyperbolic heat equation always tend to the one of
the parabolic equation when α tends to zero?
Note: As in the parabolic case, the HHE can be deduced from a Random
Walk with some given conditions too. This section has explained the deduc-
tion that is more close to the physical setting we are interested in; the other
deduction is briefly discussed too in annex C.
Note 2: We will work with one-dimensional domains to simplify the cal-
culations, but the procedures and results can easily be generalised to higher-
dimensional settings.
1.3 Initial and Boundary Conditions
1.3.1 Boundary Conditions
Three main types of boundary conditions are distinguished: Dirichlet con-
ditions, which fix the value of the temperature on a given point or region;
Neumann conditions, which fix the flux of the temperature on a given point
or region; and Robin conditions, which are just linear combinations of the
previous ones. The conditions can be time-dependent or not, and can be
equal on the whole boundary of the problem or just differ by regions.
In this work we will mostly be interested in one-dimensional finite do-
mains, so we will have two b.c.s: one at the left end of the interval and the
other one at the right end. When working with semi-infinite (or infinite)
domains, their boundary conditions should be fixed on the limit(s) of the
interval3.
3For the solution of the HHE in infinite domains, see [3].
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As for the b.c.s we will be using, it is worth to note that the most realistic
conditions are the Neumann and Robin ones, since when a piece of material
is heated with an external heating source, essentially a heat flux is applied
to it which will trigger the heating rather than fixing the temperature itself
at a given point. Thus, we are most interested in a boundary condition of
the form
−kux = q, (1.10)
where k stands for thermal conductivity and q stands for the mentioned heat
flux. This expression also allows the domain to be isolated by taking q = 0.
However, we will also study the Dirichlet condition for comparing the
hyperbolic and parabolic equations and for better understanding of some
phenomena.
The Robin condition has produced numerical results similar to the Neu-
mann case and has not been included in the work.
1.3.2 Initial Conditions
As for the initial conditions (i.c.s), there is a big difference between the
PHE and the HHE. The PHE, having just a first-order time derivative in
its expression, requires a single initial condition, namely the initial state of
temperature.
The HHE, however, contains a second-order time derivative in it and thus
requires an extra condition to determine an initial value problem, a condi-
tion much more difficult to translate to physical terms: the initial state of
the time derivative of temperature.
This term can have very interesting effects on the solution. However, our
goal being the comparison of the HHE and the PHE, we will take the initial
speed to be zero most of the time.
1.4 Nondimensionalisation
Both the HHE and the PHE can be nondimensionalised just by scaling the
independent variables x and t the following way:
x = Lx′, t =
ρcL2
k
t′, (1.11)
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where L is a characteristic length scale of the problem (in our case, the length
of the rod). Note that the time scaling does share its unit:[
ρcL2
k
]
=
[ρ][c][L]2
[k]
=
M1L−3 · L2T−2Θ−1 · L2
M1L1T−3Θ−1
= T = [t]. (1.12)
We will scale the temperature according to the properties of each specific
problem, but for now we take Θ to be a characteristic temperature value and
take
u(x, t) = Θu′(x′, t′). (1.13)
Introducing the new variables and dropping the primes we get
ut = uxx (1.14)
for the PHE, and
ut + αutt = uxx (1.15)
for the HHE, where we have introduced the variable α = τ0k
ρcL2
. From now
on, it will be this new parameter who will handle the frontier between the
hyperbolic and the parabolic equations as mentioned in section 1.2, which is
consistent since α and τ0 are proportional (in fact, α is the nondimension-
alised value of τ0).
1.5 Nanoscale materials
One of the purposes of this work is to give actual physically relevant results,
so we will try to give accurate parameter values and realistic boundary and
initial conditions.
We have chosen to study the effects of the equations in a small piece
of gold, a material widely used for nanoscale applications. This material is
useful at such small scales for two main reasons:
1. It is inert (i.e. it does not react with its surrounding), which makes it
very useful for medical applications, for example.
2. It retains its structure down to very small sizes (in comparison to other
materials that start to change their crystal structure in the nanoscale,
exhibiting very different behaviours to the larger form).
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This material has the following properties (parameter values taken from
[13], [11]):
• ρ = 19300 Kg/m3
• c = 129 J/(Kg·K)
• k = 317 W/(m·K)
• τ0 = 8.5 ps
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Chapter 2
Numerical tools
Next, we explain the numerical methods used to solve the before mentioned
equations. We will consider the problems to be nondimensionalised following
the steps in section 1.4, so that the methods will be applicable to all the
problems to come.
2.1 Numerical solution
The idea behind every numerical scheme that will be explained henceforth
begins by discretising the domain of the problem and defining the value of the
solution at each point as functions only depending on time. The initial PDE
will then be translated with finite differences to an ODE system that the
points will satisfy and which will be solved by an already implemented ODE
solver. This program uses the adaptive Runge-Kutta 45 method, also known
as the Runge-Kutta-Fehlberg method (often abridged as RKF45 ) and, in
some cases where the problem might be stiff, implicit methods. Finally, the
obtained solution will be treated accordingly.
2.1.1 Dirichlet boundary conditions
PHE + Dirichlet boundary conditions
Let us consider the following nondimensionalised problem with the PHE and
Dirichlet conditions on both ends:
ut = uxx x ∈ (0, 1), t > 0
u(0, t) = d0(t)
u(1, t) = d1(t)
u(x, 0) = g(x)
(2.1)
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As explained, we begin discretising the domain by taking two points at
the ends of the domain and m inner points, all equispaced, generating m+ 1
intervals of the same size. We name the points on the domain
{xi}m+1i=0 . (2.2)
Figure 2.1: Discretisation of the space domain
Before beginning with the approximations, we observe that
u(x0, t) = u(0, t) = d0(t)
u(xm+1, t) = u(1, t) = d1(t).
(2.3)
Now, our goal is to obtain a time-dependant ODE, so we get rid of the
spatial derivatives by approximating them with centered differences:
∂2u
∂x2
∣∣∣∣
x=xi
=
u(xi−1, t)− 2u(xi, t) + u(xi+1, t)
∆x2
+O(∆x2). (2.4)
Thus, for every inner point (i = 1÷m) the PDE in (2.25) translates to the
following first-order ODE:
ut(xi, t) =
1
∆x2
[u(xi−1, t)− 2u(xi, t) + u(xi+1, t)] +O(∆x2). (2.5)
Finally, we define ui(t) = u(xi, t) for every point in the domain, and we
approximate the initial PDE by the following ODE system:
∂tui(t) = (m+ 1)
2 [ui−1(t)− 2ui(t) + ui+1(t)] i = 1÷m, (2.6)
with u0(t) = d0(t), um+1(t) = d1(t) and initial conditions
ui(0) = g(xi) i = 1÷m+ 1, (2.7)
which can be written matricially as
U ′(t) = AU(t) + F (t) (2.8)
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where
U(t) =

u1(t)
u2(t)
|
um−1(t)
um(t)
 F (t) = (m+ 1)2

d0(t)
0
|
0
d1(t)

A = (m+ 1)2

−2 1
1 −2 1
  
1 −2 1
1 −2

(2.9)
and the values on the boundary nodes and initial conditions are defined as
before. This is an expression the ODE solver can understand.
HHE + Dirichlet boundary conditions
Let us now consider the same problem with the HHE (and the additional
initial condition required):
ut + αutt = uxx x ∈ (0, 1), t > 0
u(0, t) = d0(t)
u(1, t) = d1(t)
u(x, 0) = g(x)
ut(x, 0) = h(x)
(2.10)
with α > 0.
We begin the design of our scheme following the same initial steps as
before: we discretise the domain as in (2.2), fix the boundary conditions
as in (2.3) and use the expression in (2.4) to approximate the second-order
spatial derivatives. In this case, the approximation of the PDE yields
∂tui(t) + α∂ttui(t) = (m+ 1)
2 [ui−1(t)− 2ui(t) + ui+1(t)] i = 1÷m.
(2.11)
We now introduce the new variables
yi = ui
zi = ∂tui,
(2.12)
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which allow us to write the previous relation as a system of double the size
but order one:{
y′i = zi
z′i = 1/α [(m+ 1)
2(yi−1 − 2yi + yi+1)− zi] , (2.13)
again with i = 1÷m and initial conditions for every subindex i given by
yi(0) = ui(0) = g(xi)
zi(0) = ∂tui(0) = h(xi).
(2.14)
This can be written matricially the following way:
V ′(t) = BV (t) +G(t), (2.15)
with
V (t) =

y1(t)
|
|
|
ym(t)
z1(t)
|
|
|
zm(t)

G(t) =

0
|
|
|
0
γd0(t)
0
|
0
γd1(t)

B =

0 Id
1
α
A − 1
α
Id

(2.16)
with γ = (m+1)
2
α
, the A defined in the PHE case, and the initial and boundary
conditions as mentioned before.
After passing the system through our ODE solver, the first half of V (t)
will contain the solution on the inner points of the domain, while the ones
on the boundary will be given by the Dirichlet condition on the statement of
the problem.
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First plots
We now test the schemes solving an example both with the PHE and the
HHE. The problem is arbitrary and not at all intended to model an actual
physical setting, so the results will not be interpreted. The colour code that
will be used hence is introduced here too.
Let us consider both the PHE and the HHE (with parameter α = 1) where
the boundary conditions are set to be zero on both ends and the initial con-
dition is g(x) = sin(pix) (for the HHE, the additional condition h(x) = 0 is
added).
We can calculate the soution over the domain for a given set of time in-
stants (as shown in figure 2.2) or we can solve it over the time domain at
some points in the interval (figure 2.3).
(a) PHE (b) HHE
Figure 2.2: The solution over the space domain at some instants for both the
PHE and the HHE.
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(a) PHE (b) HHE
Figure 2.3: The solution over the time domain at some points for both the
PHE and the HHE.
As the previous figures show, time instants (and, in the second case,
points) will be distinguished by colours. When the problem involves just one
value of α, the solution at different time instants will be painted in warm
colours and the solution at different points in cold colours (see figure 2.4).
(a) Warm colours for temperature over domain maps at
some given time instants.
(b) Cold colours for temperature over time maps for
some given points on the domain.
Figure 2.4: Colour code
In some cases (as in figure 2.2b) the solution might be difficult to un-
derstand. Although in this case the u(x, t) − t plot might give us enough
information to see the nature of the solution, we introduce an additional
graph: a three-dimensional surface with the value of u(x, t) over time and
space. It will have the previous plots marked on it too (figures 2.5 and 2.6).
16
(a) PHE
(b) HHE
Figure 2.5: The solution over space and time domains for both the PHE and
the HHE.
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(a) PHE
(b) HHE
Figure 2.6: Location of the previous plots on the u(x, t) surface for both the
PHE and the HHE.
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This example offers a first insight into the nature of the hyperbolic solu-
tion: it has the bouncy attitude of the wave equation combined with the dif-
fusive behaviour of the parabolic heat equation, which in increasingly smaller
oscillations makes the solution come to a standstill.
2.1.2 Neumann boundary conditions
PHE + Neumann boundary conditions
The problem has now the following form:
ut = uxx x ∈ (0, 1), t > 0
ux(0, t) = n0(t)
ux(1, t) = n1(t)
u(x, 0) = g(x)
(2.17)
Here, the same technique as in the previous cases can be used to approximate
the PDE in the inner nodes. However, it is clear that the boundary nodes
require more attention now, since it is the heat flux–and not the value of
u–that we are fixing at the ends of the domain. The relation in (2.4) does
not seem to fit either, since it would require the values at x−1 and xm+2,
which are not only not defined, but out of the bounds.
The solution, though, consists on considering these nodes and approxi-
mating their values by the boundary conditions so that the boundary nodes
too can fit the PDE approximation. Thus, let us consider two additional
fictitious nodes, x−1 and xm+2, as shown in figure 2.7.
Figure 2.7: Addition of the fictitious nodes.
We now approximate the spatial derivative of u at the left end of the
interval. We will again use centered differences so that the order of the error
will match the one in (2.4).
∂u
∂x
∣∣∣∣
x=x0
=
u(x1, t)− u(x−1, t)
2∆x
+O(∆x2) != n0(t) (2.18)
We can now solve the second equality in order to find the value of our
virtual node:
u(x−1, t) = u(x1, t)− 2∆xn0(t) +O(∆x2) (2.19)
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This approximation allows us to use (2.4) on the left boundary node too,
with nothing else but the the value on x0, x1 and the boundary condition.
Using the notation introduced previously,
∂tu0(t) = 2(m+ 1)
2 [u1(t)− u0(t)]− 2(m+ 1)n0(t). (2.20)
The exact same process can be applied to the right boundary node. The
introduction of the fictitious node and the approximation of ux yields
∂tum+1(t) = 2(m+ 1)
2 [um(t)− um+1(t)] + 2(m+ 1)n1(t). (2.21)
Again, we can write the ODE in matrix form like
U ′(t) = AU(t) + F (t) (2.22)
noting that U now includes the boundary nodes too:
U(t) =

u0(t)
u1(t)
|
um(t)
um+1(t)
 F (t) = (m+ 1)

−2n0(t)
0
|
0
2n1(t)

A = (m+ 1)2

−2 2
1 −2 1
  
1 −2 1
2 −2

(2.23)
and where the initial conditions are given by
yi(0) = g(xi) (2.24)
for every i = 0÷m+ 1.
HHE + Neumann boundary conditions
Let us consider the following problem now:
ut + αutt = uxx x ∈ (0, 1), t > 0
ux(0, t) = n0(t)
ux(1, t) = n1(t)
u(x, 0) = g(x)
ut(x, 0) = h(x)
(2.25)
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with α > 0.
This final case is solved combining the methods explained so far: we
approximate the PDE by (2.11), we introduce the fictitious nodes and ap-
proximate the values on the boundaries as in (2.20) and (2.21), and then
transform the system as in (2.13). The result is similar to the previous case
and can be written as
V ′(t) = BV (t) +G(t), (2.26)
only now V includes the boundary nodes too and B and G are changed
accordingly:
V (t) =

y0(t)
|
|
|
ym+1(t)
z0(t)
z1(t)
|
zm(t)
zm+1(t)

G(t) = 2(m+1)
α

0
|
|
|
0
−n0(t)
0
|
0
n1(t)

B =

0 Id
1
α
A − 1
α
Id

(2.27)
with A defined as in (2.23) and initial conditions given by
yi(0) = g(xi)
zi(0) = h(xi)
∀i = 0÷m+ 1. (2.28)
As in the previous hyperbolic case, the solution lays on the first half of
V , boundary nodes included in this case.
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First plots
Again, we test the schemes with an example. This time, we take homogeneous
Neumann conditions and g(x) = cos(2pix) (and h(x) = 0 too for the HHE).
Notice the use of the colour code.
(a) PHE (b) HHE
Figure 2.8: The solution over the space domain at some instants for both the
PHE and the HHE.
(a) PHE (b) HHE
Figure 2.9: The solution over the time domain at some points for both the
PHE and the HHE.
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(a) PHE
(b) HHE
Figure 2.10: The solution over space and time domains for both the PHE
and the HHE. (The difference in the time needed to approximate a steady
state is noticeable) 23
(a) PHE
(b) HHE
Figure 2.11: Location of the previous plots on the u(x, t) surface for both
the PHE and the HHE.
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The results are similar for the Neumann case too: the hyperbolic solution
seems to combine the springy nature of the wave equation with the diffusive
behaviour of the parabolic heat equation.
2.2 Numerical approximation of the differ-
ence
Because of the weight of the numerical solutions in this work, it is useful to
have a measure of the errors and the difference between solutions. We will
generalize the L2 norm,
‖f(x)‖2 =
(∫ 1
0
|f(x)|2 dx
)1/2
, (2.29)
defined for f ∈ L2(0, 1).
Let us consider a solution obtained by the application of one of the previ-
ously introduced schemes. Let the discretisation consist of m+ 2 equispaced
points, {xi}m+1i=0 , with ∆x = 1/(m+1). Let {ui}m+1i=0 be the solution obtained
at a given time instant. We define the discrete 2-norm as
‖{ui}m+1i=0 ‖d2 =
(
1
m+ 1
m+1∑
i=0
|ui|2
)1/2
. (2.30)
It is worth to note that, formally, this norm tends to the one in (2.29) when
m→ +∞.
We can now use this norm to estimate the difference between two solu-
tions. Take the solutions previously plotted in the Dirichlet case for example.
We define the absolute error as follows:
Eabs(t) = Eabs[m,α](t) = ‖upari −uhypi ‖d2 =
(
1
m+ 1
m+1∑
i=0
∣∣∣upari (t)− uhypi (t)∣∣∣2
)1/2
.
(2.31)
The value will naturally depend on the number of points and the value of
the parameter α in the hyperbolic equation.
Figure 2.12 shows the evolution of the absolute error for the Dirichlet
example.
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Figure 2.12: Evolution of the absolute error of the previous parabolic and
hyperbolic solutions over the time in the Dirichlet case.
However, we will mostly work with the relative error of the parabolic
solution with respect to the hyperbolic one, which is just the absolute norm
divided by the norm of the hyperbolic solution:
Erel(t) = Erel[m,α](t) =
‖upari − uhypi ‖d2
‖uhypi ‖d2
. (2.32)
It gives us a measure of the error made when using the parabolic solution
instead of the hyperbolic one, which is just what we are interested in. The
percent error is obtained by multiplying 100 to this last value.
Figure 2.13 shows the evolution of this error for the Dirichlet example.
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Figure 2.13: Evolution of the relative error of the previous parabolic and
hyperbolic solutions over the time in the Dirichlet case.
The Neumann example produces similar results.
It is worth to note that we obtain a time-dependant difference, which
allows us to study how the solutions diverge–or rather converge in this case–
over the time.
Note that the wave-like behaviour of the hyperbolic solution seen in the
examples makes the difference tend to zero as it approaches the steady state
but then increases it as it moves away, once and again. The diffusive nature,
on the other hand, forces the difference to slowly tend to zero, which is logical
since–in the examples seen so far–the solutions share the same steady state.
Finally, we preview that it will be useful to plot the difference for various
values of α in the same plot. When plotting together values obtained with
various alphas, whatever the axes of the plot represent, we will use the colour
range in figure 2.14
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Figure 2.14: Plots involving various alphas (the relative error between upar
and uhyp for different alphas, for instance) will be coloured in this range.
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Chapter 3
Analysis
As mentioned in the introduction, the analytical solution of the HHE has
been left for the forthcoming case studies, due to their dependence on the
particular conditions of the problem.
This section aims to collect other useful analytical results related to the
nature of the HHE which might be surprising at first from the parabolic
heating point of view.
3.1 A hyperbolic equation
The HHE has a positive discriminant and can thus be classified as a hyperbolic
PDE (that much might have already been given away by its name), so it
inherits the wave-like properties of this type of differential equations.
Indeed, the introductory examples presented in the previous chapter show
solutions that oscillate in time, in addition to having the diffusive nature typ-
ical of the heat equations.
One of the properties of hyperbolic PDEs that is most relevant to us is the
finite propagation speed of the equation, which is the reason why Cattaneo
and Vernotte proposed their new heat flux equation in the first place. The
classical heat equation (PHE) has an infinite propagation speed, meaning
that a perturbation at a given point is instantly felt on the whole domain
of the problem. Instead, the finite propagation speed of the HHE alows the
equation to spread the perturbation gradually, which is conceptually much
more realistic.
The expression of the speed is the following one (see [3]):
VHHE =
(
k
ρcτ0
)1/2
. (3.1)
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Thus, the smaller the value of the relaxation time (τ0) the faster the per-
turbation propagates, its speed tending to infinity as the parameter tends
to zero. On the contrary, for large relaxation times (useful for modeling the
heating of biological tissues, for example [10]) the perturbation will be trans-
mitted more slowly.
Finally, it is worth to mention the expression for the propagation speed
in the nondimensional case,
VHHE =
1√
α
. (3.2)
Note that α is the nondimensional value of τ0, so this formula is also consis-
tent with the previous explanation.
3.2 The absence of a maximum principle
One of the most useful properties of the Parabolic Heat Equation is the
presence of the Maximum Principle, which states that the temperature will
reach its maximum value either at the initial time instant (t = 0) or, as
time goes by, on the boundaries of the problem (provided there are no heat
sources). Conceptually speaking, it is reasonable to think that if heat flows
toward colder areas, the maximum will be attained either at a peak in the
beginning or on the boundaries (if they are gradually heated, for example).
This property can be used to prove the uniqueness and stability of the
solution, which makes it so valuable.
Alas, the hyperbolic heat equation violates this principle. In fact, it very
easy to pose a problem that breaks the principle just by modifying the second
initial condition in the HHE (ut(x, 0)) adequately.
Consider a problem with homogeneous Dirichlet conditions on both ends
of the domain and u(x, 0) = 0 as an initial state. We already know how the
parabolic heat equation will react to this problem; in fact, it will not. Now
consider the same problem, modeled by the HHE (with α = 1) and a positive
ut(x, 0), say
ut(x, 0) =
1
2
(
1 + cos
(
2pi
(
x+
1
2
)))
. (3.3)
Figure 3.1 shows the result, which clearly violates the maximum princi-
ple (and the minimum one too): both extreme values of the temperature are
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obtained on the center of the domain and at positive times.
Physically speaking, we are initially giving our problem “thermal kinetic
energy”, which the equation transforms into heat. In fact, if the same exper-
iment is repeated with homogeneous Neumann conditions, the heat energy
transformed from the initial kinetic energy is stored in the system, and as
the oscillations gradually calm down the system tends to a solution hotter
than the initial state.
These results are displayed in figure 3.2.
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Figure 3.1: The addition of initial speed ut(x, 0) clearly breaks the maxi-
mum and the minimum principles. u(x, t) surface and its aerial view clearly
portraying the peaks where the maximum and the minimum are obtained.
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Figure 3.2: When the system is isolated, the heat energy generated from the
initial value of ut is stored in the system. The solution surface and a side
view show the system gradually heating.
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3.3 Singular perturbations
The seemingly innocent question posed at the end of section 1.2 is rather
difficult to answer. When the HHE and PHE are compared side by side,
αutt + ut = uxx
ut = uxx,
(3.4)
it might be natural to expect the solution of the HHE to tend to the one of
the PHE when α→ 0, as this is what its equation does.
Alas, since the decreasing parameter multiplies the highest order time
derivative, the problem becomes a single perturbation, and the cancellation
of this term (taking α = 0) might be a poor approximation of the hyperbolic
solution with α→ 0. Thus, in general,
lim
α→0
uhyp 6= upar. (3.5)
Luckily, the convergence holds in some special cases. The difference be-
tween the solutions is bounded in [9] for initial conditions that differ up to
an order of α2. In particular, for initial conditions
u(x, t) = g(x) ∈ Cn+1
ut(x, t) = h(x) ∈ Cn,
(3.6)
uniform convergence can be proven for cases n ≥ 4.
In our case, although we will not always be able to give initial conditions
that satisfy (3.6), we will check whether the convergence is attained by com-
paring the limit of he hyperbolic solution and the parabolic one. In advance,
all the solutions shown do satisfy this property, probably due to the fact that
taking
ut(x, t) = 0 (3.7)
as the second initial condition in the hyperbolic case handles the sudden
changes in time that the αutt could produce.
3.4 Solving the equation: well-posedness and
the solution structure theorem
Unfortunately, no well-posedness proof for an initial value problem involving
the HHE was found on the literature. Wang, Xu and Zhou , however, prove
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in [14] the well-posedness of the dual phase-lagging heat conduction model,
which involves an additional delay time for the temperature gradient, τT .
The result is applicable to the HHE by simply taking τT = 0, which does not
contradict any step in the proof.
We will use separation of variables to solve the forthcoming problems
analytically. The Solution Structure Theorem might come in handy too when
solving the full Cauchy problem via simpler homogeneous problems, much
like it is done in the parabolic case.
Consider the following problem:
ut + τutt =
k
ρc
uxx + f, [a, b]× R+
L [u, ux] |x=a,b = 0
u(x, 0) = g(x)
ut(x, 0) = h(x)
(3.8)
where L[u, ux] denotes any form of linear combination of u and ux. The
problem can be broken into easier problems the following way.
Theorem 3.4.1 (Solution Structure Theorem). Let u2 = T [h](x, t) denote
the solution of 
ut + τutt =
k
ρc
uxx, [a, b]× R+
L [u, ux] |x=a,b = 0
u(x, 0) = 0
ut(x, 0) = h(x)
(3.9)
Then, the solution of the full problem in (3.8) can be written as
u = u1 + u2 + u3, (3.10)
where
u1 =
(
1
τ
+
∂
∂t
)
T [g](x, t) (3.11)
is the solution to the homogeneous problem where f = h = 0 and
u3 =
∫ t
0
T [f ](x, t− s)ds (3.12)
is the solution to the nonhomogeneous problem with g = h = 0.
The theorem, which is directly proven by substitution, is a combination
of the linearity of the solutions and Duhamel’s principle. However, it was
deemed to be worth stating due to the not-so-obvious expression of the prob-
lem with just g(x) as an initial condition, (3.11).
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Chapter 4
Case study 1: Dirichlet
conditions
In the first case study we will analyse the heating of a golden rod with fixed
boundary conditions with both the HHE and the PHE and then compare the
results. Despite the Dirichlet conditions being slightly unrealistic (as men-
tioned in section 1.3.1), the solution might give us an insight on the nature
of the HHE, and the process to solve it–being the simplest case possible–will
serve as a guideline for other more difficult situations.
4.1 Model
4.1.1 Definition of the problem
We consider the following problem: our golden rod, initially at 200 degrees
Kelvin, has its temperature fixed to 300 degrees in its left end.
The length of the rod will not be fixed, so we will be able to compare the
solution to the equations in different length scales.
The properties of the material are the ones listed in section 1.5.
4.1.2 Boundary and initial conditions
As mentioned in the introduction, we take Dirichlet conditions for this case
study. Although they might not be physically realistic, they might be good
for understanding the problem and thus worth studying.
As for the initial conditions, taking u(x, 0) = g(x) = 200 will make the
conditions not match on the boundary at t = 0 and, although a generalised
solution could be calculated analytically, numerical calculations would not
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be able to avoid the discontinuity (which would lead to incorrect results and
spurious oscillations). Instead, we take an initial condition that will soften
the jump:
gε(x) =
{
250 + 50 cos
(
pi x
ε
)
0 ≤ x ≤ ε
200 ε < x ≤ 1 (4.1)
The introduction of the parameter ε allows us to make this initial state
zero in almost the whole domain, which would match the description of our
problem more adequately and yet simplify the numerical analysis. Figure 4.1
shows the shape of gε(x).
Figure 4.1: Shape of gε.
4.1.3 Initial value problem
The problem is translated to the following initial value problem in the hy-
perbolic case: 
ρc (ut + τ0utt) = kuxx (x, t) ∈ (0, L)× R+
u(0, t) = 300
u(L, t) = 200
t > 0
u(x, 0) = gε(x)
ut(x, 0) = 0
x ∈ (0, L)
(4.2)
with gε(x) defined as before and a given length L.
The parabolic case is obtained substituting the HHE with the PHE and
omitting the second initial condition (ut(x, 0)).
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4.2 Analytical solution
4.2.1 HHE model
We now give a summary of the steps and results for solving the problem in
(4.2) and state the final solution. The detailed analytical calculations are
included in appendix A.
1. We begin by nondimensionalising the problem as explained in section
1.4. We will also make the following additional change:
u(x, t) = 200 + 100u′(x′, t′). (4.3)
This way, the nondimensionalised problem will have values ranging
from 0 to 1.
Making the proper changes and dropping the primes leads to the fol-
lowing problem:
ut + αutt = uxx (x, t) ∈ (0, 1)× R+
u(0, t) = 1
u(1, t) = 0
t > 0
u(x, 0) = gξ(x)
ut(x, 0) = 0
x ∈ (0, 1)
(4.4)
with
gξ(x) =
{
1
2
+ 1
2
cos
(
pi x
ξ
)
0 ≤ x ≤ ξ
0 ξ < x ≤ 1
(4.5)
where the new nondimensional parameter ξ = ε/L has been introduced.
The expression of α is the same one as explained in 1.4.
2. Next, we make the boundary conditions homogeneous by subtracting
a convenient function to the actual solution u(x, t). We define
v(x, t) = u(x, t)− (1− x), (4.6)
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which satisfies a very similar problem that is actually easier to solve:
vt + αvtt = vxx (x, t) ∈ (0, 1)× R+
v(0, t) = 0
v(1, t) = 0
t > 0
v(x, 0) = gξ(x)
vt(x, 0) = 0
x ∈ (0, 1)
(4.7)
The initial temperature profile also changes accordingly (we have named
the new i.c. gξ(x)).
3. We are now ready to solve the problem. We will use separation of
variables, which is based on the idea that the solution will have two
separate parts, each dependant on just one of the independent variables:
v(x, t) = X(x)T (t). (4.8)
When imposed to the equation, they produce
αT ′′(t) + T ′(t)
T (t)
=
X ′′(x)
X(x)
= −λ. (4.9)
• The second equality in (4.9), together with the boundary condi-
tions, produce the following initial value problem:{
X ′′(x) + λX(x) = 0
X(0) = X(1) = 0
(4.10)
The only case with nontrivial solutions is λ > 0, which yields
λk = pi
2k2
Xk(x) = sin (pikx)
k ∈ N, (4.11)
the eigenvalues and eigenfunctions of the problem, respectively.
• As for T (t), according to the first equality in (4.9) and the eigen-
values just obtained, we have
αT ′′k + T
′
k + pi
2k2Tk = 0. (4.12)
The solution of this differential equation depends on the values of
α and k. Two cases are distinguished:
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– Case 1 − 4αpi2k2 < 0 (or k > 1
2pi
√
α
), which produces the
independent solutions
Tk(t) = e
− 1
2α
t sin (βkt)
Tk(t) = e
− 1
2α
t cos (βkt) ,
(4.13)
with
βk =
1
2α
√
4αpi2k2 − 1. (4.14)
– Case 1− 4αpi2k2 > 0 ( k < 1
2pi
√
α
), for which the solutions are
of the form
Tk(t) = e
r+k t
Tk(t) = e
r−k t,
(4.15)
with
r+k =
−1 +√1− 4αpi2k2
2α
r−k =
−1−√1− 4αpi2k2
2α
.
(4.16)
At this point, it might be useful to know the value of α for some values
of L to see which of these solutions are worth considering. Table 4.1
shows the value of α for a millimeter, a micrometer and a nanometer
together with their correspondent value of 1
2pi
√
α
.
L α 1
2pi
√
α
10−3 1.0823 · 10−9 4.48 · 103
10−6 1.0823 · 10−3 4.48
10−9 1.0823 · 103 4.48 · 10−3
Table 4.1: Three values of L with the corresponding values of α and the
bound for ks.
There is a big difference on the solutions that each case requires. When
we take L to be one nanometer, all ks fall into the first case; for the mi-
crometer, there are four indexes that require the second set of solutions,
while for the millimeter there are more than four thousand.
Although there might be cases for which one of the solutions for T
might not be used, there are length scales at which its effect might be
significant. We will go on and calculate the most general solution with
both terms.
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4. Back to the calculations, we combine the solutions obtained and apply
the principle of superposition to obtain
v(x, t) =
Kα∑
k=1
{
ake
r+k t sin (pikx) + bke
r−k t sin (pikx)
}
+
+
∑
k≥Kα+1
{
cke
− 1
2α
t sin (βkt) sin (pikx) + dke
− 1
2α
t cos (βkt) sin (pikx)
}
,
(4.17)
where Kα =
⌊
1
2pi
√
α
⌋
(notice that this parameter vanishes the first sum
when needed). The expression in (4.17) satisfies the HHE in the ho-
mogeneous problem.
5. Next, we calculate coefficients ak, bk, ck, dk using Fourier series with
our orthogonal eigenfunctions as a base so that the solution will fit the
initial conditions. We obtain
v(x, t) =
Kα∑
k=1
(
r−k
r−k − r+k
er
+
k t − r
+
k
r−k − r+k
er
−
k t
)
pk sin (pikx)
+
∑
k≥Kα+1
[
sin(βkt)
2αβk
+ cos(βkt)
]
e−
1
2α
tpk sin (pikx) ,
(4.18)
with
pk =
{
2−cos(pikξ)
pik
+ 1−cos((k−1/ξ)pi)
2pi(k−1/ξ) +
1−cos((k+1/ξ)pi)
2pi(k+1/ξ)
if k 6= 1/ξ
1
pik
if k = 1/ξ
(4.19)
6. Finally, we can write the solution to the nondimensionalised initial
value problem. Combining the results in the previous steps we obtain
u(x, t) = 1− x
+
Kα∑
k=1
(
r−k
r−k − r+k
er
+
k t − r
+
k
r−k − r+k
er
−
k t
)
pk sin (pikx)
+
∑
k≥Kα+1
[
sin(βkt)
2αβk
+ cos(βkt)
]
e−
1
2α
tpk sin (pikx) ,
(4.20)
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with the parameters defined as before. This solution satisfies both the
HHE and the initial and boundary conditions of the nondimensional
problem. The solution to the dimensional problem is obtained substi-
tuting the nondimensional variables by their dimensional version and
the corresponding scaling.
4.2.2 Hyperbolic solution when ε→ 0
Naturally, it is interesting to study how the solution behaves as ε tends to
zero, since that would be the case that best fits our initial condition with the
actual statement of the problem. If we take a look at the whole process of
solving the problem, the value of ε only affects pk, so it might be useful to
see how these coefficients behave in the limit.
Their explicit form has been calculated in (4.19),
pk =
{
2−cos(pikξ)
pik
+ 1−cos((k−1/ξ)pi)
2pi(k−1/ξ) +
1−cos((k+1/ξ)pi)
2pi(k+1/ξ)
if k 6= 1/ξ
1
pik
if k = 1/ξ
. (4.21)
Here, it is worth to mention that, ε and ξ being proportional, we can take
the limit to zero via the latter one.
Let us focus on the k 6= 1/ξ case, since the coefficient in the other case
can be rewritten as ξ/pi and thus vanishes with ξ. Taking the limits of each
addend we have
lim
ξ→0
2− cos (pikξ)
pik
=
1
pik
(4.22)
lim
ξ→0
1− cos ((k − 1/ξ)pi)
2pi(k − 1/ξ) = 0 (4.23)
lim
ξ→0
1− cos ((k + 1/ξ)pi)
2pi(k + 1/ξ)
= 0. (4.24)
Thus,
lim
ξ→0
pk =
1
pik
, (4.25)
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and the solution becomes
u(x, t) = 1− x+
Kα∑
k=1
(
r−k
r−k − r+k
er
+
k t − r
+
k
r−k − r+k
er
−
k t
)
sin (pikx)
pik
+
∑
k≥Kα+1
e−
1
2α
t
[
sin(βkt)
2αβk
+ cos(βkt)
]
sin (pikx)
pik
.
(4.26)
The behaviour of the solutions in some specific settings will be studied in
the following subsections, but the expression above gives us an insight into
the nature of the solution.
Let us consider the solution for L = 10−9, for which α is big enough for
the first sum to vanish (the case when alpha tends to zero is also studied
later on). Outside the sum we have
1− x, (4.27)
which is the steady-state of the problem: the solution connects the fixed
values on the boundaries with a straight line.
As for the time-dependant expressions in the sum, we have a trigonomet-
ric expression that will produce an oscillating solution and an exponential
term that will take the whole sum to zero as time tends to infinity.
This solution seems to share the behaviour of the introductory example
seen in section 2.1.1.
4.2.3 PHE model
We could describe the problem using the PHE just the same way:
ρcut = kuxx (x, t) ∈ (0, L)× R+
u(0, t) = 300
u(L, t) = 200
t > 0
u(x, 0) = gε(x) x ∈ (0, L)
(4.28)
where
gε(x) =
{
250 + 50 cos
(
pi x
ε
)
0 ≤ x ≤ ε
200 ε < x ≤ 1 (4.29)
The steps for solving the problem are the same as in the previous sec-
tion, but the calculations that arise are much easier. Once the problem
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is nondimensionalised and the boundary conditions are made homogeneous,
separation of variables is applied in order to find a solution. The relation, in
this case, has the following shape
T ′(t)
T (t)
=
X ′′(x)
X(x)
= −λ. (4.30)
The eigenvalues and eigenfunctions are the same. As for the time com-
ponent, its ODE is much more simple, giving
T (t) = e−pi
2k2t. (4.31)
In all, once the solutions are combined and the coefficients are calculated,
the solution is:
u(x, t) = 1− x+
∑
k≥1
pke
−pi2k2t sin(pikx), (4.32)
with the same pk as in (4.19).
4.2.4 Parabolic solution when ε→ 0
Similarly, the solution of the PHE takes an easier shape in the limit:
u(x, t) = 1− x+
∑
k≥1
e−pi
2k2t sin(pikx)
pik
. (4.33)
Compared to the hyperbolic solution, the expression above lacks the
trigonometric terms. However, it has the same expression for the steady
state outside the sum and a similar exponential term in it that will gradually
take the solution to a standstill.
4.3 Numerical solution
Next, we will use the schemes presented in chapter 2 to obtain a numerical
solution of the problem, which will give us a more visual insight into the
nature of the equation.
As for the initial condition, we have taken gε(x) with ε = 0.1. Sharper
initial states could be taken, but they would require very fine meshes for the
solution to maintain its shape and avoid oscillations and Gibbs phenomena.
Instead, we have decided to reduce the cost of the space discretisation and
integrate the solution for a longer period of time.
Again, we begin solving the hyperbolic model.
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4.3.1 HHE model
We will solve the HHE with a pair of values for α in order to understand
how the solution behaves and how a decrease in the value of this parameter
affects it. Since the aim of this section is to understand the nature of the
solution the values will still be taken as nondimensional.
Solution for α = 1
The first plots of the solution in figure 4.2 depicts the evolution of the so-
lution. The lines have been separated in three distinct graphs to better
understand what the solution does.
In the first subfigure the solution departs from the initial condition (slightly
twisting it) and travels in the form of a front until it reaches the rightmost
node. Then it retracts and comes back again (subfigure two) until it meets
the boundary condition on the left and departs again (third subfigure). In
this process, the solution slowly tends to the steady state which (as explained
from the analytical solution) connects the fixed boundary conditions with a
straight line.
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Figure 4.2: u(x, t) on x for some t ∈ [0, 7].
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The next figure, 4.3, shows the evolution of the solution over the time at
three fixed points of the domain, namely x = 0.25, x = 0.5 and x = 0.75.
Figure 4.3: Shape of u(x, t) on t for some points in the domain.
This picture clearly shows when the front reaches each point, since the
solution experiments a rapid increase in time. Logically, the leftmost point
is the first one to feel the effect of the front, while the rightmost one is the
last. When the front retreats, the order is reversed, x = 0.75 is the first one
to notice it, while x = 0.25 comes in last.
The evolution of the solution towards the steady state is also noticeable
here: the shift in temperature is smaller every time the front passes through,
slowly approaching the constant values the points will have when the steady
state is reached.
Both plots are combined in the three-dimensional surface displayed in
figure 4.4, which perfectly shows the described front.
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Figure 4.4: Shape of u(x, t) on x over the time. The second figure shows
where the lines in figures 4.2 and 4.3 fit.
Finally, figure 4.5 contains an aerial shot of the previous surface, clearly
portraying how the front loses its sharpness as the solution tends to the
steady-state.
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Figure 4.5: Aerial view of u(x, t).
The speed of the front is worth mentioning. Recall from section 3.1 that
VHHE =
1√
α
, (4.34)
which in this case is 1.
Thus, the front touches the boundaries at times t = 1, 2, 3... precisely.
Solution for α = 0.5
Similar results are obtained for a smaller value of α, only now the front trav-
els faster and disappears in fewer turns. The outcome is collected in figures
4.6, 4.7, 4.8 and 4.9. The aerial view (fig. 4.9) shows clearly how the solution
tends to the steady state.
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Figure 4.6: u(x, t) on x for some time instants
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Figure 4.7: Shape of u(x, t) on t for some points in the domain.
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Figure 4.8: Shape of u(x, t) on x over the time. The second figure shows
where the lines in figures 4.6 and 4.7 fit.
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Figure 4.9: Aerial view of u(x, t).
If we calculate the speed in this case, we get
VHHE =
1√
0.5
=
√
2, (4.35)
which is larger than the previous case.
We can calculate the times at which the front will reach the boundaries
too, which (taking into account that the domain has size one) will be
t1 = 1/
√
2 ≈ 0.71
t2 = 2/
√
2 ≈ 1.41
t3 = 3/
√
2 ≈ 2.12
t4 = 4/
√
2 ≈ 2.82
...
(4.36)
This is confirmed by the figure above.
4.3.2 PHE model
Similarly, we can calculate the shape of the solution in the parabolic case,
which is undoubtedly more familiar to us.
Figure 4.10 depicts the evolution of temperature over the domain and
the time for some fixed instants and points, respectively. The changes are
not only smoother but also more uniform, in the sense that the rod is slowly
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heated until towards the steady state without the presence of fronts nor
sudden changes.
(a) u(x, t) on x
(b) u(x, t) on t
Figure 4.10: u(x, t) on x and on t, for some fixed positions and time instants.
The 3D surface (shown in figure 4.11) is consequently smoother.
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Figure 4.11: Shape of u(x, t) on x over the time. The second figure shows
where the lines in figure 4.10 fit.
56
4.4 Comparing solutions
The solutions of the hyperbolic and the parabolic model are clearly distinct,
both analytically and numerically. As stated in section 1.1.1, there are two
regimes where the HHE describes the heating process better:
1. Small length scales (L 1) and
2. Time scales close to the relaxation time (t ≈ τ0).
The goal of this section is to answer the following question:
From what values of L, t is it safe to approximate the hyperbolic solution
with the (much easier) parabolic one?
Dimensional values
With the aim of giving a physically relevant result, it is important to translate
every result to dimensional values.
In particular, it might be useful to understand how the value of α changes
when L is modified. According to its definition,
α =
τ0k
ρcL2
, (4.37)
alpha is inversely proportional to L2, which means that a decrease in L
implies a big increase in its value. Table 4.2 shows the value of α for some
length scales.
L (m) α
10−1 1.0823 · 10−13
10−2 1.0823 · 10−11
...
...
10−5 1.0823 · 10−5
10−6 1.0823 · 10−3
10−7 1.0823 · 10−1
10−8 10.823
10−9 1.0823 · 103
Table 4.2: Conversion of L values to α values.
Length values of the order of nanometers definitely do have α values worth
considering, but as we approach the mircroscale (at L = 10−6) the values of
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the parameter decrease to a point where the HHE might be avoidable.
As for the second aspect to study, small time scales with “tangible” length
scales, we need to fix a value for L. We take the rod to be 1 cm wide, so we
will be working with α = 1.0823 · 10−11.
Both cases involve small values for α, and for the HHE to be approximated
by the PHE in such cases we shall first check if indeed the solution of the
HHE tends to the one of the PHE as α tends to zero.
Thus, we begin by checking this fact and then study the approximation
in the before mentioned cases.
4.4.1 Small alphas
We would like the solution of the hyperbolic problem to tend to the one of
the parabolic case when α→ 0, the same way as the HHE itself tends to the
PHE. Let us restate the solutions obtained for each case:
uhypα (x, t) = 1− x+
Kα∑
k=1
(
r−k
r−k − r+k
er
+
k t − r
+
k
r−k − r+k
er
−
k t
)
pk sin (pikx)
+
∑
k≥Kα+1
[
sin(βkt)√
4αpi2k2 − 1 + cos(βkt)
]
e−
1
2α
tpk sin (pikx) ,
upar(x, t) = 1− x+
∑
k≥1
e−pi
2k2tpk sin(pikx)
(4.38)
The second sum in the solution of the HHE is the easiest part when taking
the limit. Recall the definition of Kα,
Kα =
⌊
1
2pi
√
α
⌋
. (4.39)
The parameter tends to infinity as α tends to zero and thus the sum disap-
pears.
The terms outside the sum already match, so let us focus on the coeffi-
cients of the first sum now. In short, we would like to calculate
lim
α→0
(
r−k
r−k − r+k
er
+
k t − r
+
k
r−k − r+k
er
−
k t
)
(4.40)
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for a given k and a positive time t > 0. We will calculate the limit of each part
approximating them by Taylor and once we get their result we will combine
them.
Taking into account that for ε ≈ 0 we have
√
1 + ε = 1 +
1
2
ε+O(ε2), (4.41)
we have that
√
1− 4αpi2k2 = 1− 2pi2k2α +O(α2). (4.42)
This result is enough to calculate the expression of each of the terms:
• First, we have
r−k
r−k − r+k
=
−1−√1−4αpi2k2
2α
−2√1−4αpi2k2
2α
=
1 +
√
1− 4αpi2k2
2
√
1− 4αpi2k2 =
=
1 + (1− 2pi2k2α +O(α2))
2(1− 2pi2k2α +O(α2))
α→0−−−−−→ 1
(4.43)
• Similarly,
r+k =
−1 +√1− 4αpi2k2
2α
= −pi2k2 +O(α). (4.44)
So
lim
α→0
er
+
k t = lim
α→0
e−pi
2k2teO(α) = e−pi
2k2t. (4.45)
• Next,
r+k
r−k − r+k
=
−1+√1−4αpi2k2
2α
−2√1−4αpi2k2
2α
=
1−√1− 4αpi2k2
2
√
1− 4αpi2k2 =
=
−2pi2k2α +O(α2)
2(1− 2pi2k2α +O(α2))
α→0−−−−−→ 0
(4.46)
• And finally, by direct substitution,
lim
α→0
er
−
k t = lim
α→0
e
−1−
√
1−4αpi2k2
2α
t = 0. (4.47)
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Thus,
lim
α→0
(
r−k
r−k − r+k
er
+
k t − r
+
k
r−k − r+k
er
−
k t
)
= e−pi
2k2t, (4.48)
which is nothing else but the exponential term in the parabolic equation.
Since pk is the same in both cases and the terms outside of the sum coincide,
we can safely say that
lim
α→0
t>0
uhypα (x, t) = u
par(x, t). (4.49)
4.4.2 Solutions in small length scales
A look at table 4.2 is enough to know that length scales up to order 10−8
require the use of the HHE, since the value of α is too big to be ignored.
Larger scales, however, present values for α smaller than 1, and in fact de-
crease very fast (as mentioned before). In fact, it might be useful for this
case to have the inverse table, showing the length scale associated to some
values of α.
α L (m)
1 3.3 · 10−8
10−1 10−7
5 · 10−1 1.47 · 10−7
10−2 3.3 · 10−7
5 · 10−2 4.65 · 10−7
10−3 10−6
5 · 10−4 1.47 · 10−6
10−4 3.3 · 10−6
5 · 10−5 4.65 · 10−6
10−5 10−5
Table 4.3: Conversion of some α values to L values.
Before beginning with the comparison, it is also worth to notice that this
section also involves very small time scales. A piece of gold of the order of
micro- and nanometers needs very little time to be heated, so we will have
to work with very small times in order to see any change. The difference
between this section and the next one is that this one centers on small length
scales (and that inevitably asks for small time scales) while on the following
section we work with small time scales for a fixed “large” L.
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After this clarification, we can begin to study the behaviour of the equa-
tions for small Ls. We begin plotting the solution at some time instants for
some alphas that have been deemed to be on the limit between the parabolic
and the hyperbolic solutions: 10−3 to 0.05. Larger values show very marked
hyperbolic nature–see the solutions presented in section 4.3.1–while smaller
ones are very close to the parabolic solution–as can be deduced from upcom-
ing error figures.
(a) α = 10−3 (b) α = 5 · 10−3
(c) α = 0.01 (d) α = 0.05
Figure 4.12: The evolution of u(x, t) for various values of α.
Notice that the bigger the value of α, the smaller the length scale, so the
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solution is closer to the steady state than for smaller alphas at a given time
instant.
The behaviour of the solution is similar to the one seen previously, and
the difference the value of α makes is also clear in this case. For the smalest
of the alphas (subfigure 4.12a) the solutions are very close to each other and
they gradually draw apart as the value of the parameter gets larger, with
large differences in the last case (subfigure 4.12d).
Next, we study the errors between the solutions, which give more quan-
titative results. Figure 4.13 shows the evolution of the relative error in time
(as defined in section 2.2) for the set of αs that were considered to be
Figure 4.13: Relative errors in time for various values of α. The 5% and 1%
error bounds are marked in green.
All the lines in the graph begin at Erel = 0 since the solutions share the
same initial condition, and all of them end tending to zero too, as both the
HHE and the PHE have the same steady-state in this case.
However, different values of α show very different magnitudes of error in
the process. Naturally, the largest value, α = 0.05, is the one displaying the
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largest error, with its highest peak almost reaching a discrepancy of 7%. Ev-
ery other approximation stays below the 5% mark at all times, with α = 10−3
barely touching the 1% bound.
Figure 4.14 shows the same relative errors for a longer time, t = 10−9, for
which the errors appear to vanish for every value of α.
Figure 4.14: Relative errors for larger times for various values of α. The 5%
and 1% error bounds are marked in green.
The criterion for choosing whether to approximate the hyperbolic solu-
tion by the parabolic one obviously depends on the precision that each case
might require; however, as a rule of thumb, it seems safe to make the ap-
proximation for α < 10−3 and be careful for larger values.
As a curiosity, it is worth mentioning the lump the error shows for α =
0.05, where it reaches smaller values than some other αs for some time. The
first image in this section, figure 4.12, explains its cause.
For the first three values of α the solutions do differ but they get together
below the steady state and finish heating similarly. The fourth case, how-
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ever (subfigure 4.12d), has a more marked hyperbolic nature and its front
surpasses the steady state as seen in the solutions in section 4.3.1. Thus,
there is an instant at which the parabolic and the hyperbolic solutions are
very close, then the hyperbolic solution passes over the parabolic one to end
up tending to the same solution again. This behaviour produces the lump in
figure 4.13.
For larger values of α this front may take many turns and the error graph
shows many peaks. However, they require values of alpha too big to be
considered when approximating uhyp ≈ upar, though.
4.4.3 Solutions in small time scales
We now consider the problem to have L = 0.01, an arbitrarily fixed value
large enough to be solved with the PHE. However, we are interested in the
study of times of the order of the relaxation time, t ≈ τ0, a time scale too
small for a thermodynamic equilibrium to be achieved and thus maybe better
portrayed by the HHE. We would like to study if there is a difference between
the solutions (despite L being big) and, in that case, for which values of t it
is safe to change back to the much simpler parabolic solution.
First, it is worth mentioning the order of α. As seen in table ??, for
L = 0.01 the value of α is of the order of 10−11. Since according to section
4.4.1 the solution of the HHE does tend to the one of the PHE, it is safe to
think that for large enough times we can use the parabolic solutions.
As for the t ≈ τ0 case, we will Taylor expand the solutions at t = 0 up
to a first order of t and neglect terms of higher order (t being of the order of
10−12, which actually translates to a nonimensional time of the same order,
higher order terms are in effect zero). We will then compare the solutions
and see whether they behave differently or not.
We begin by studying the hyperbolic solution,
uhyp(x, t) = 1− x+
Kα∑
k=1
(
r−k
r−k − r+k
er
+
k t − r
+
k
r−k − r+k
er
−
k t
)
pk sin (pikx)
+
∑
k≥Kα+1
[
sin(βkt)√
4αpi2k2 − 1 + cos(βkt)
]
e−
1
2α
tpk sin (pikx) .
(4.50)
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• We have
er
+
k t = 1 + r+k t+O(t2)
er
−
k t = 1 + r−k t+O(t2),
(4.51)
and thus
r−k e
r+k t − r+k er
t
k
r−k − r+k
=
r−k (1 + r
+
k t)− r+k (1 + r−k t) +O(t2)
r−k − r+k
= 1 +O(t2).
(4.52)
• As for the expression in the second sum, we have
cos(βkt) = 1− β
2
kt
2
2
+O(t4)
sin(βkt) = βkt+O(t3),
(4.53)
so the term in brackets becomes
cos(βkt) +
sin(βkt)√
4αpi2k2 − 1 = 1 +
βkt√
4αpi2k2 − 1 +O(t
2) = 1 +
1
2α
t+O(t2),
(4.54)
using βk =
1
2α
√
4αpi2k2 − 1.
Now, taking into account that
e−
1
2α
t = 1− 1
2α
t+O(t2), (4.55)
we get[
sin(βkt)√
4αpi2k2 − 1 + cos(βkt)
]
e−
1
2α
t =
=
(
1 +
1
2α
t+O(t2)
)(
1− 1
2α
t+O(t2)
)
= 1 +O(t2)
(4.56)
In all, putting the expression together, we have that for times close to
zero the hyperbolic equation becomes
uhyp(x, t) = 1− x+
∑
k≥1
pk sin (pikx) +O(t2). (4.57)
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Now, we can follow the same process for the parabolic solution,
upar(x, t) = 1− x+
∑
k≥1
e−pi
2k2tpk sin(pikx). (4.58)
For any positive time 0 < t ≈ τ0 we take, however small, the infinite sum
will impose ks that from some point on will in effect vanish the exponential.
We name k the last index for which the term in the exponential is small
enough and approximate the exponential by
e−pi
2k2t = 1− pi2k2t+O(t2) (4.59)
to get
upar(x, t) = 1− x+
k∑
k=1
(1− pi2k2t)pk sin (pikx) +O(t2)
= 1− x+
k∑
k=1
pk sin (pikx)−
 k∑
k=1
pi2k2pk sin (pikx)
 t+O(t2).
(4.60)
If compared to the hyperbolic solution, here we do get terms of order
one in t, which indicates that there is a difference between the solution even
at these small times. In fact, this difference exists specially in these small
time scale, since if we take large ts in the original solutions we see that they
rapidly tend to the same solution.
However, the numerical plot of the relative error (figure 4.15) shows that
this difference, although it does grow steeply for times close to the relaxation
time, is not big enough for us to consider using the HHE instead of the PHE
in this case (Erel ≈ 5 · 10−10).
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Figure 4.15: Erel for small times and L = 0.01. The value of the relaxation
time, τ0, is marked with the red vertical line.
4.4.4 Conlusions
Two main regimes have been studied to see whether and when the HHE can
be approximated by the PHE in this case.
On the one hand, we have studied small length scales. Here, values of
α smaller or equal than 10−3 have shown the error between the solution of
the HHE and the PHE to be smaller than 1%. Smaller values of L (which
rapidly increase the value of α) display bigger errors, with L = 4.65 · 10−7
(α = 0.05) in particular passing the 5% bound at some points.
According to these results, it seems safe to take uhyp ≈ upar for length
scales in the microscale (or larger). For smaller values of L, however, the
solutions differ relevantly (even for values as close to the microscale as L =
4.65 · 10−7), so in such cases the use of the hyperbolic equation is advisable.
As for the case with t ≈ τ0 and large length scales(L & 10−3), this case
study does not give reasons for the HHE not to be approximated by the PHE
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in any case, since the solutions do not exhibit large differences. This might
be due to the smoothness of the problem, which has a mild initial condition
and no initial speed or source terms.
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Chapter 5
Case Study 2: Neumann
conditions
We now study a problem similar to the one studied in the previous chapter
only with more realistic boundary conditions: we fix the entrance of a heat
flux on the left end and isolate the right one using Neumann conditions.
5.1 Model
5.1.1 Definition of the problem
We consider the following problem: our golden rod, initially at 200◦K, is
heated by an entering heat flux q (W/m2) on the left end and isolated on the
right one.
Again, we leave the length of the rod undefined and use the parameter
values from section 1.5.
5.1.2 Boundary and initial conditions
In this case, we have the more realistic Neumann boundary conditions. We
isolate the right end of the interval by setting ux to zero, and we model the
heat transfer on the left end by
−kux(0, t) = q. (5.1)
As for the initial condition, we encounter the same obstacle as before: the
initial condition described by the statement of the problem does not match
the left boundary condition at t = 0. This could be solved as in the previous
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chapter by introducing a more complex initial condition, for example
gε(x) =
{
200 + q
2kε
(ε− x)2 0 ≤ x ≤ ε
200 ε < x ≤ 1 (5.2)
However, in this case, g(x) = 200 will not give numerical problems since
the introduction of the flux at the first positive time will heat the initially
flat solution gradually and without any kind of spurious oscillations. Thus,
we will overlook this inaccuracy to reduce the complexity of the problem.
5.1.3 Initial value problem
In all, the experiment can be written the following way with the Hyperbolic
Heat Equation:
ρc (ut + τ0utt) = kuxx (x, t) ∈ (0, L)× R+
−kux(0, t) = q
ux(L, t) = 0
t > 0
u(x, 0) = 200
ut(x, 0) = 0
x ∈ (0, L),
(5.3)
The parabolic model is obtained changing the differential equation for the
PHE and omitting the initial condition with the time derivative.
5.2 Analytical solution
5.2.1 HHE model
We now mention the steps and results that lead to the analytical solution of
the problem. A more detailed version can be found in appendix B.
1. We begin by nondimensionalising the problem. We follow the scaling
presented in section 1.4 for the independent variables.
As for temperature, we subtract the initial temperature so that the
values of u will begin at zero and we multiply the nondimensional
temperature by a factor that will normalise the boundary condition
on the left end. We will hence take
u(x, t) = 200 +
qL
k
u′(x′, t′) (5.4)
We will also take q = 100 k
L
so that the nondimensionalisation will
look like the one before–as will the orders of the results. However, the
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following conclusions would not be changed had we had a fixed value
for q (they would have only been scaled).
Making the changes and dropping the primes we get
ut + αutt = uxx (x, t) ∈ (0, 1)× R+
ux(0, t) = −1
ux(1, t) = 0
t > 0
u(x, 0) = 0
ut(x, 0) = 0
x ∈ (0, 1)
(5.5)
with α = kτ0
ρcL2
.
2. Next, we make the boundary conditions homogeneous by adding a con-
venient function to the actual solution u(x, t). In this case, we take
v(x, t) = u(x, t) + x− x
2
2
, (5.6)
which satisfies the following problem:
vt + αvtt = vxx + 1 (x, t) ∈ (0, 1)× R+
vx(0, t) = vx(1, t) = 0 t > 0
v(x, 0) = x− x2
2
vt(x, 0) = 0
x ∈ (0, 1)
(5.7)
Notice that the change introduces a source term that was not part of
the problem before. Thankfully, we have the solution structure theorem
presented in section 3.4.
3. We will calculate the solution to
vt + αvtt = vxx (x, t) ∈ (0, 1)× R+
vx(0, t) = vx(1, t) = 0 t > 0
v(x, 0) = 0
vt(x, 0) = h(x)
x ∈ (0, 1)
. (5.8)
Naming T [h](x, t) this result, we have that the solution to our problem
in (5.7) will be (maintaining the notation used in the statement of the
theorem)
v = v1 + v3 =
(
1
α
+
∂
∂t
)
T [g](x, t) +
1
α
∫ t
0
T [fz](x, t− z)dz, (5.9)
with g(x) = x− x2
2
and fz = 1.
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4. Again, we use separation of variables, obtaining the same relation as in
the previous case study,
αT ′′(t) + T ′(t)
T (t)
=
X ′′(x)
X(x)
= −λ. (5.10)
Once more, we will obtain two ODEs that will give us a set of solutions
that will be linearly combined later on.
• As on the previous case, we begin by studying the relation for
X(x). According to the second equality and taking the boundary
conditions of the problem into account we have the following ODE:{
X ′′(x) + λX(x) = 0
X ′(0) = X ′(1) = 0
. (5.11)
Compared to the previous case, the eigenfunctions are changed to
ones with zero derivative on the boundaries and an additional pair
of eigenvalue and eigenfunction is introduced:
λk = pi
2k2
Xk(x) = cos (pikx)
k ∈ N, (5.12)
and
λ0 = 0
X0(x) = 1.
(5.13)
• Note that since the eigenvalues for natural ks coincide with the
ones on the previous case–and X(x) and T (t) being independent–
we can reuse the solutions for T obtained in the previous case
study (again, both solutions will be considered),
Tk(t) = e
− 1
2α
t sin (βkt)
Tk(t) = e
− 1
2α
t cos (βkt) ,
(5.14)
for k > 1
2pi
√
α
and
Tk(t) = e
r+k t
Tk(t) = e
r−k t,
(5.15)
for 0 < k < 1
2pi
√
α
, with
r+k =
−1 +√1− 4αpi2k2
2α
r−k =
−1−√1− 4αpi2k2
2α
.
(5.16)
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Thus, only the λ = 0 case needs to be calculated:
T ′0 + αT
′′
0 = 0⇒ T0(t) = −αs0e−
1
α
t + s1. (5.17)
• We get the following solutions for the PDE:
v0(x, t) = s1 − αs0e− 1α t, (5.18)
vk(x, t) = ake
r+k t cos (pikx) + bke
r−k t cos (pikx) (5.19)
for natural 1 ≤ k < 1
2pi
√
α
, and
vk(x, t) = cke
− 1
2α
t sin (βkt) cos (pikx)
+ dke
− 1
2α
t cos (βkt) cos (pikx)
(5.20)
for k > 1
2pi
√
α
.
We now apply the principle of superposition once again, producing the
more general solution
v(x, t) = s1 − αs0e− 1α t
+
Kα∑
k=1
{
ake
r+k t cos (pikx) + bke
r−k t cos (pikx)
}
+
∑
k≥Kα+1
{
cke
− 1
2α
t sin (βkt) cos (pikx) + dke
− 1
2α
t cos (βkt) cos (pikx)
}
,
(5.21)
with Kα defined as before.
Finally, the coefficients are calculated to obtain the solution to the
problem with h(x) as the initial speed, (5.8):
T [h](x, t) = α
(
1− e− 1α t
)
p0[h] + 2
Kα∑
k=1
er
+
k t − er−k t
r+k − r−k
pk[h] cos (pikx)
+ 2
∑
k≥Kα+1
sin (βkt)
βk
e−
1
2α
tpk[h] cos (pikx) ,
(5.22)
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where
pk[h] =
∫ 1
0
h(x) cos(pikx)dx. (5.23)
for k = 0 included.
5. The next step in calculating the solution for the full problem is calculat-
ing the solution of the problem with g(x) = x− x2
2
as an initial condition
and no source term nor initial speed; v1, following the notation in (5.8).
We begin by calculating T [g](x, t). To determine the coefficients we
need pk[g], which are obtained integrating the expression in (5.23):
p0[g] =
1
3
pk[g] = − 1
pi2k2
.
(5.24)
This yields
v1 =
(
1
α
+
∂
∂t
)
T [g](x, t)
=
1
3
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
(5.25)
6. Now, we need to calculate the solution for the problem with fz = 1
as a source term and null initial conditions. We begin by calculating
T [fz](x, t). As in the step before, first we calculate
p0[fz] =
∫ 1
0
dx = 1
pk[fz] =
∫ 1
0
cos(pikx)dx = 0.
(5.26)
Thus, we have
T [fz](x, t− z) = α
(
1− e− 1α (t−z)
)
, (5.27)
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which yields
v3 =
1
α
∫ t
0
T [fz](x, t− z)dz
=
1
α
∫ t
0
α
(
1− e− 1α (t−z)
)
dz =
[
z − αe− 1α (t−z)
]t
0
= t− α + αe− 1α t = t− α
(
1− e− 1α t
) (5.28)
7. Gathering what we have by now, we can write the solution to (5.7), the
equation produced when the boundary conditions have been homoge-
nized. We have:
v = v1 + v3 =
=
1
3
+ t− α
(
1− e− 1α t
)
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
(5.29)
8. And, finally, we only need to undo the change in (5.6), which will
give us the solution to the whole nondimensional problem with non-
homogeneous boundary conditions:
u(x, t) =
1
3
+ t− α
(
1− e− 1α t
)
− x+ x
2
2
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
(5.30)
The solution is very different to the one in the previous case study. Again,
let us consider the cases for which the value of α sufficiently large for the
first sum to be avoided.
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The second sum is very similar to the one of the previous chapter: we
have a trigonometrical expression that might produce oscillations and an
exponential term that will vanish the contribution of the sum for large enough
times.
Outside of the sum we have, on one hand,
1
3
− x+ x
2
2
, (5.31)
which will dictate the final shape of the solution (a parabola), and
t− α
(
1− e− 1α t
)
, (5.32)
which will heat the solution gradually.
In all, for large enough times the solution will look like a parabola and
will gradually get hotter as time goes by.
5.2.2 PHE model
We can also write the problem using the parabolic equation,
ρcut = kuxx (x, t) ∈ (0, L)× R+
−kux(0, t) = q
ux(L, t) = 0
t > 0
u(x, 0) = 200 x ∈ (0, L)
(5.33)
with the same data as in the previous section. Next, we briefly discuss its
solution.
We begin by nondimensionalising the problem and making it homoge-
neous, just as in the previous case. The result of these changes is
vt = vxx + 1 (x, t) ∈ (0, 1)× R+
vx(0, t) = vx(1, t) = 0 t > 0
v(x, 0) = x− x2
2
x ∈ (0, 1),
(5.34)
where v(x, t) was defined as in (5.6). In this case, we will use Duhamel’s
principle, which–roughly speaking–solves the problem with the source term
by taking it as an initial condition at every time instant and then adds–or
rather integrates–them by linearity of the solution.
76
Therefore, we just need to solve
vt = vxx (x, t) ∈ (0, 1)× R+
vx(0, t) = vx(1, t) = 0 t > 0
v(x, 0) = g(x) x ∈ (0, 1).
(5.35)
Taking separation of variables, we get the following relation:
T ′
T
=
X ′′
X
= −λ. (5.36)
The solutions for the X part are the same as in the HHE case,
λk = pi
2k2
Xk(x) = cos (pikx)
k ∈ N ∪ {0}, (5.37)
and the ones for the T part are the ones calculated in the previous case study,
T (t) = e−pi
2k2t. (5.38)
Thus, we get the following solution
v(x, t) = a0 +
∑
k≥1
ake
−pi2k2t cos(pikx), (5.39)
with
a0 =
∫ 1
0
g(x)dx
ak = 2
∫ 1
0
g(x) cos(pikx)dx.
(5.40)
We can now go on to calculate the solution to the problem with homog-
enized boundary conditions. We begin by calculating the solution to the
problem without the source term, named in the previous case as v1.
We begin by calculating the coeficients:
a0 =
∫ 1
0
x− x
2
2
dx =
1
3
ak = 2
∫ 1
0
(
x− x
2
2
)
cos(pikx)dx =
−2
pi2k2
.
(5.41)
Hence,
v1(x, t) =
1
3
− 2
∑
k≥1
e−pi
2k2t cos(pikx)
pi2k2
. (5.42)
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Now, we calculate the solution to the problem with a source term but no
initial conditions, namely v3. We have
a0 =
∫ 1
0
dx = 1
ak = 2
∫ 1
0
cos(pikx)dx = 0,
(5.43)
and thus
v3(x, t) =
∫ t
0
dz = t. (5.44)
In all,
v(x, t) = [v1 + v3](x, t) =
1
3
+ t− 2
∑
k≥1
e−pi
2k2t cos(pikx)
pi2k2
. (5.45)
Finally, we undo the changes made for the problem to have homogeneous
boundary conditions to get the solution to the full problem:
u(x, t) =
1
3
+ t− x+ x
2
2
− 2
∑
k≥1
e−pi
2k2t cos(pikx)
pi2k2
. (5.46)
Note that the solution resembles the hyperbolic one, only without the
oscillatory terms in the sum. For large enough times, the exponential will
vanish the sum and we will be left with
1
3
− x+ x
2
2
(5.47)
and
t (5.48)
outside the sum. The first term is exactly the one obtained in the hyperbolic
case, and it will dictate the shape of the solution for large enough times (the
before mentioned parabola). The time-dependant term is slightly different
in this case, but it will also cause the gradual heating of the solution.
5.3 Numerical solution
We now proceed to solve the problem numerically with the already explained
schemes. Again, in this section we will work with nondimensional values.
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5.3.1 HHE model
We will solve the problem for two values of α, namely α = 1 and α = 0.5.
Solution for α = 1
We begin by plotting the value of u(x, t) on the domain x for five different
time instants (figure 5.1).
Figure 5.1: uhyp(x, t) on x for various time instants (α = 1).
Recall that the domain is isolated on the right end and heated on the left
one, where a heat flux is introduced. The solution already displays a different
behaviour from what we are used to getting with the standard heat equation:
the initial temperature is raised above zero near x = 0, but its influence is
felt just up to a given point. As time goes by, this spot moves to the right
creating a heat front that warms up the rod, yet the points of the domain
out of its reach remain still, unaffected. Eventually, once the front reaches
the isolated end, it bounces back and the solution finally takes off from the
horizontal axis, as can be seen for t = 1.05 (nondimensional time). The line
above, corresponding to t = 1.3, shows the solution getting hotter and the
front returning towards the left end and–gradually–losing its sharpness. Over
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the time, the front loses its definition and the solution becomes smoother.
Figure 5.2: uhyp(x, t) on t for various points in the domain (α = 1).
On the other hand, figure 5.2 shows the value of u(x, t) over the time for
three different spots on the domain. This figure illustrates quite clearly when
the front arrives at a given point–the plot corresponding to the point takes
off–and when it comes back again–the graph has a small bump after which
the point warms up faster. In particular, the point closest to x = 1, marked
in green, is the one that is caught by the front the last and the one that feels
the recoil the first, as could be expected.
Finally, figure 5.3 is a three-dimensional representation of the heating
process, alone and superimposed with the lines on the figures described pre-
viously.
The front we have been talking about is clearly defined and the recoil,
though dimmer, can also be recognised connecting the area where the front
touches {x = 1} and some point near the hottest point.
The values for α chosen are the same ones as in the previous chapter, so
the speed of the front is also the same. Note that the times at which the
front touches the ends of the interval are t = 1 and t = 2 in this case.
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Figure 5.3: Shape of uhyp(x, t) on x over the time. The second figure shows
where the lines in figures 5.1 and 5.2 fit.
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It is worth recalling that the existence of the front we have been talking
about is due to the finite propagation time of the hyperbolic heat equation
discussed earlier. Thus, it is reasonable to think that this phenomenon will
disappear as the HHE tends to the PHE–if it does so, anyway.
Solution for α = 0.5
Again, this case has been calculated to illustrate the effect of a decrease in
α, and although its value is still big enough for the hyperbolic nature of the
equation to be noticeable–the behaviour of the figures is similar to the ones
of the previous case–some differences arise already. It is worth to mention
that, apart from α, every other parameter (time values and points in space)
have not been changed.
The first image (figure 5.4), though similar to the one in 5.1, already
shows a big change in the nondimensional speed at which the rod is heating,
due to the increase on the propagation speed of the front. Thus, for a same
nondimensional time the front will have travelled much further.
Figure 5.4: uhyp(x, t) on x for various time instants (α = 0.5).
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This phenomenon seems to suggest that the decrease in α does make the
solution closer to the parabolic one which, as mentioned in advance, has in-
finite propagation speed.
The results are backed up by figure 5.5, which shows how fast the front
has reached the points in comparison to the previous case.
Figure 5.5: uhyp(x, t) on t for various points in the domain (α = 0.5).
Finally, figure 5.6 shows the three-dimensional shape of the solution, sim-
ilar to the one on the previous case. When compared, the increase in the
propagation speed of the front is made clear in the latter case by the much
smaller dark blue area, which encloses the points and time instants in which
the temperature has not yet detached from the null initial condition.
Also, notice that the front touches the ends of the intervals at the same
time as in section 4.3.1 (the propagation speed is the same once more).
It is worth to note that these comparisons have been made under nondi-
mensional results.
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Figure 5.6: uhyp(x, t) and its superposition with the previous plots.
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5.3.2 PHE model
In this case too we plot the solution at the same time instants and points of
the domain as in the hyperbolic cases. The difference between the solutions
is clear.
We begin by studying u(x, t) at some time instants in figure 5.7.
Figure 5.7: upar(x, t) in some time instants
In this case, due to the before mentioned infinite propagation time, the
effect of the heat flux is felt on the whole domain for any positive time in-
stant. Thus, the rod is heated in a more uniform way, and no front is visible.
Similarly, the take-off of the temperature of a given point is more smooth
in time when compared to the previous case, as can be seen in figure 5.8.
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Figure 5.8: upar(x, t) at some points of the domain
Even the rightmost point, almost touching x = 1, takes-off smoothly from
the begining, instead of being dorment for a time and then suddenly rising.
Thus, it is logical to expect a smoother surface in the three-dimenional
plot in figure 5.9. Indeed, not only is the surface more regular, but there is
no noticeable area where the solution is still resting.
86
Figure 5.9: upar(x, t) and its superposition with the previous plots.
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5.4 Comparing solutions
Once more, the behaviour of the solution has proven to be different in the
hyperbolic and parabolic cases. We turn to ask ourselves when the former
one can be approximated by the latter one. Again, we begin by checking
whether the hyperbolic solution tends to the parabolic one when α tends to
zero (or, in other words, as L grows bigger). Once we have checked this, we
will study the same more delicate contexts as before:
1. small length scales (L 1), and
2. large length scales but small time values (t ≈ τ0).
It is worth noting that since the nonimensionalisation of the independent
variables has been the same as in the previous case study, the expression of α
has remained unchanged and the relation between α and L is thus the same.
5.4.1 Small alphas
We want to check whether the solution of the HHE model tends to the one
of the PHE when α tends to zero. We will compare the solution by parts.
But first, let us write both expressions side to side:
uhyp(x, t) =
1
3
+ t− α
(
1− e− 1α t
)
− x+ x
2
2
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
upar(x, t) =
1
3
+ t− x+ x
2
2
− 2
∑
k≥1
e−pi
2k2t cos(pikx)
pi2k2
.
(5.49)
The second sum in uhyp vanishes quite clearly. As α tends to zero, Kα
tends to infinity and only the first sum remains.
The parts outside the sum match quite easily. Note that the only differ-
ence between the expressions is
α
(
1− e− 1α t
)
, (5.50)
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present on the hyperbolic solution. This clearly tends to zero though: the
terms in parentheses tend to one since the exponential vanishes in the limit
for fixed positive times, and thus the whole expression tends to zero when α
does as it is multiplied by this same parameter.
Finally, we need the first sum in uhyp and the one on the parabolic solution
to match. First, we observe that Kα tends to infinity when α tends to zero,
and thus the limits of the sum are equal. Since the space-dependant part of
the expressions already match and do not depend on α, we need only focus
on the time-dependant parts. Thus, we would like to prove that
lim
α→0
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
= e−pi
2k2t. (5.51)
From section 4.4.1 we already know that
lim
α→0
er
+
k t = e−pi
2k2t
lim
α→0
er
−
k t = 0,
(5.52)
so we just have to study the behaviour of the terms that multiply them:
1/α + r+k
r+k − r−k
=
1
α
+ −1+
√
1−4αpi2k2
2α
1
α
√
1− 4αpi2k2 =
1 +
√
1− 4αpi2k2
2
√
1− 4αpi2k2 =
=
1 + (1− 2pi2k2α +O(α2))
2(1− 2pi2k2α +O(α2))
α→0−−−−−→ 1
(5.53)
Similarly,
1/α + r−k
r+k − r−k
=
1
α
+ −1−
√
1−4αpi2k2
2α
1
α
√
1− 4αpi2k2 =
1−√1− 4αpi2k2
2
√
1− 4αpi2k2 =
=
−2pi2k2α +O(α2)
2(1− 2pi2k2α +O(α2))
α→0−−−−−→ 0
(5.54)
This, together with the results taken from the previous case study, proves
(5.51). Finally, taking into account the previous explanations, we have that
lim
α→0
t>0
uhypα (x, t) = u
par(x, t). (5.55)
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5.4.2 Solutions in small length scales
Bearing in mind the relations between α and L presented in the previous
case study, we begin by plotting the evolution of the solutions for the same
values of α (figure 5.10).
(a) α = 10−3 (b) α = 5 · 10−3
(c) α = 0.01 (d) α = 0.05
Figure 5.10: The evolution of u(x, t) for various values of α.
Next, we plot the relative errors for the same same exact values of α and
the same timescale (figure 5.11).
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Figure 5.11: Relative error of the parabolic and hyperbolic solutions for the
same parameter values as in the previous case study.
Overall, the errors appear to be smaller in this case. In fact, only α = 0.05
surpasses the 1% bound and does not even arrive to 2.5%. The evolution of
the error as time goes on does not seem as favourable as in the previous case
study, though: it doesn’t seem to decrease as fast in any of the cases.
Actually, in this case the relative error changes only because the norm
of the hyperbolic solution increases, but the difference between the solutions
remains constant.
Chasing solutions
To understand this phenomenon it is useful to recall the behaviour of the
solutions seen in figure 5.10.
Although in this case the solutions do not have a steady-state solution
(the entering flux keeps heating the domain) even at large enough times the
solutions do not coincide. The finite propagation time stops the hyperbolic
solution from leaving the initial state for some time, and once it does the
solution stays at a constant distance from the parabolic one, never catching
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up. This can already be seen in figure 5.10d, however small the integration
time.
Thus, although the relative error slowly decreases (the difference between
the solutions is constant and the norm of the hyperbolic solution increases),
the solutions are not getting closer in time, which is reflected in the absolute
error shown in figure 5.12 (the smallest of the α has not reached that point
yet, but it does when the solutions are integrated for a longer time).
Figure 5.12: Absolute error between the parabolic and hyperbolic solutions.
The time instants at which the solutions were integrated in figure 5.10 are
marked with red vertical lines.
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This phenomenon is clearly predicted by the analytical solutions too:
uhyp(x, t) =
1
3
+ t− α
(
1− e− 1α t
)
− x+ x
2
2
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
upar(x, t) =
1
3
+ t− x+ x
2
2
− 2
∑
k≥1
e−pi
2k2t cos(pikx)
pi2k2
.
(5.56)
Ignoring the t term outside the sums that will eventually take the solu-
tions to infinity, note that the sums in both solutions all have an exponential
term that tends to zero, so for a time large enough (in the hyperbolic case,
smaller as α increases) the sums will tend to zero. That leaves us with just
an extra term in uhyp when compared to the parabolic solution,
−α
(
1− e− 1α t
)
, (5.57)
which clearly tends to −α as t tends to infinity. Thus, for large enough times
we have that (in the nondimensional case)
uhyp ≈ upar − α, (5.58)
which is the reason for the chasing solutions described previously.
This inevitably makes us wonder how upar−α will behave when compared
to uhyp. Note that, by linearity, the subtraction of α in the initial condition
of the nondimensionalised problem directly subtracts this term in the solu-
tion (in dimensional values this means taking g(x) = 200 − 100α as initial
condition).
Figure 5.13 depicts the solution at the same time instants and for the
same alphas as in the former figure 5.10 with this new initial condition in
the parabolic case.
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(a) α = 10−3 (b) α = 5 · 10−3
(c) α = 0.01 (d) α = 0.05
Figure 5.13: The evolution of u(x, t) for various values of α.
Having changed the initial condition, the solutions do not coincide as
much as in the previous case for small times. However, for large enough
times the PHE approximates the HHE impresively. This is clearly reflected
both in the plots of the absolute and relative errors (figure 5.14).
The lag of the parabolic solution naturally increases the initial error, and
creates some oscillations now that the hyperbolic and parabolic solutions
might pass over each other (as seen on the previous case study). However,
the decrease of the error is dramatic in both cases, with the relative error
rapidly dropping below the 0.1% line in all cases.
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Figure 5.14: Absolute and relative errors with the modified initial condition.
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5.4.3 Solutions in small time scales
Once again, we study the behaviour of the solution in a time scale close to
the relaxation time for L = 0.01. We will also take the Taylor expansion of
the solutions near t = 0 and then study the relative error. Recall,
uhyp(x, t) =
1
3
+ t− α
(
1− e− 1α t
)
− x+ x
2
2
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
upar(x, t) =
1
3
+ t− x+ x
2
2
− 2
∑
k≥1
e−pi
2k2t cos(pikx)
pi2k2
.
(5.59)
Again, we begin with the hyperbolic solution.
• For the time-dependant term outside the sum we have
t− α
(
1− e− 1α t
)
= t− α(1− (1− 1
α
t+O(t2))) = O(t2). (5.60)
• The term in the first sum requires more work:
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
=
=
(1/α + r+k )(1 + r
+
k t+O(t2))− (1/α + r−k )(1 + r−k t+O(t2))
r+k − r−k
=
=
(r+k − r−k )
[
1 + (1/α + (r+k + r
−
k ))t
]
r+k − r−k
+O(t2) =
= 1 + (1/α + (r+k + r
−
k ))t+O(t2) =
= 1 + (1/α− 1/α)t+O(t2) = 1 +O(t2).
(5.61)
• According to the calculations in the previous case study, the term in
the second sum also becomes[
sin(βkt)√
4αpi2k2 − 1 + cos(βkt)
]
e−
1
2α
t = 1 +O(t2) (5.62)
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Puting everything together we get that at small time scales we have
uhyp(x, t) =
1
3
− x+ x
2
2
− 2
∑
k≥1
cos (pikx)
pi2k2
+O(t2). (5.63)
And following the steps on the previous case study once more we get
upar(x, t) =
1
3
− x+ x
2
2
− 2
k∑
k=1
cos(pikx)
pi2k2
+
1 + 2 k∑
k=1
cos(pikx)
 t+O(t2).
(5.64)
Again, we obtain a term of order one in t that makes the solutions differ-
ent. This indicates that the equations differ even at very small times.
However, the difference is not big enough in this case either for us not to
approximate the HHE by the PHE (see figure 5.15).
Figure 5.15: Erel for small times and L = 0.01. The value of the relaxation
time, τ0, is marked with the red vertical line.
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5.4.4 Conclusions
The results are similar to the ones on the previous case study.
For the small length scales, this case shows smaller relative errors in
general. Values of α as big as 0.01 (i.e. L = 3.3 · 10−7) display errors smaller
than 1% at all times, however α = 0.05 (L = 1.47 · 10−7) already shows
relative errors of almost 2.5%.
Moreover, the behaviour of the errors is different to the previous case: the
constant difference between the solutions fixes the absolute error impeding
the decrease in time.
Thus, we take the same result as in the previous case as a rule of thumb:
it is safe to approximate the hyperbolic equation by the parabolic one in
scales of the order of a micrometer and larger, but we stick to the HHE for
smaller regimes.
As for time scales of the order of the relaxation time with large length
scales (L & 10−3), the solutions appear to be close enough for the approxi-
mation to be made.
Furthermore, once the behaviour of the solution has been studied, an a
posteriori modification of the parabolic problem was proposed to improve its
approximation of the hyperbolic problem. The change is not advisable for
the study of initial states (since it requires modifying the initial condition of
the PHE) but it is useful for the approximation of the hyperbolic solution
for larger times.
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Conclusion
This work has introduced the Hyperbolic Heat Equation, which models heat
transfer more accurately than the PHE at small scales. Apart from studying
properties of the HHE, two case studies were solved.
The study of small time regimes (close to the relaxation times of the ma-
terial) in large length scales has not shown the differences that could have
been expected, and the HHE might be approximated by the PHE in prob-
lems similar to the ones presented.
As for small length scales, both examples have shown the solutions to the
hyperbolic and parabolic equations to be similar enough at length scales of
the order of micrometers (L & 10−6), with relative errors smaller than 1% for
gold in both cases. Thus, it is safe to approximate the hyperbolic solution
by the parabolic one in these cases.
Regimes close to the nanoscale, however, have shown a more marked
difference between the solutions, so the use of the HHE is required in these
cases.
Future work
It would be interesting to study the models in small time scales under more
abrupt boundary conditions or source terms involving oscillations (or pulses)
with periods (distances) of the order of the relaxation time. These more
extreme conditions–which are physically relevant for modelling laser pulses
for example–might show the difference between the equations in settings with
large length scales but small time regimes, as they might be more prone to
produce singular perturbations.
These conditions–which rapidly change in time–might produce stiff prob-
lems, so the development of an implicit ODE solver that might allow more
efficiency for numerical solution of the problems would also be useful.
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Appendix A
Case Study 1, analytical
calculations
This appendix contains the analytical calculations for the HHE model in the
first case study, which have previously been abridged.
Recall the shape of the original problem:
ρc (ut + τ0utt) = kuxx (x, t) ∈ (0, L)× R+
u(0, t) = 300
u(L, t) = 200
t > 0
u(x, 0) = gε(x)
ut(x, 0) = 0
x ∈ (0, L)
(A.1)
with gε(x) defined as before and a given length L.
1. We begin by nondimensionalising the problem as explained before (in-
cluding the scaling of u in (4.3)). Making the proper changes and
dropping the primes leads to the following problem:
ut + αutt = uxx (x, t) ∈ (0, 1)× R+
u(0, t) = 1
u(1, t) = 0
t > 0
u(x, 0) = gξ(x)
ut(x, 0) = 0
x ∈ (0, 1)
(A.2)
with
gξ(x) =
{
1
2
+ 1
2
cos
(
pi x
ξ
)
0 ≤ x ≤ ξ
0 ξ < x ≤ 1
(A.3)
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where the new nondimensional parameter ξ = ε/L has been introduced.
The expression of α is the same one as explained in 1.4.
2. Next, we make the boundary conditions homogeneous by subtracting
a convenient function to the actual solution u(x, t). We define
v(x, t) = u(x, t)− (1− x), (A.4)
which satisfies a very similar problem that is actually easier to solve:
vt + αvtt = vxx (x, t) ∈ (0, 1)× R+
v(0, t) = 0
v(1, t) = 0
t > 0
v(x, 0) = gξ(x)
vt(x, 0) = 0
x ∈ (0, 1)
(A.5)
Note that the initial temperature profile changes accordingly:
gξ(x) =
{
1
2
+ 1
2
cos
(
pi x
ξ
)
+ (1− x) 0 ≤ x ≤ ξ
1− x ξ < x ≤ 1
(A.6)
3. We are now ready to solve the problem. We will use separation of
variables, which is based on the idea that the solution will have two
separate parts, each dependant on just one of the independent variables:
v(x, t) = X(x)T (t). (A.7)
This assumption takes the following shape when imposed in the equaion:
X(x)T ′(t) + αX(x)T ′′(t) = X ′′(x)T (t), (A.8)
which can be rearranged as
αT ′′(t) + T ′(t)
T (t)
=
X ′′(x)
X(x)
= −λ. (A.9)
The second equality arises from the fact that both sides of the first
equality depend on different variables and must thus equal a constant
−λ.
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• We begin by determining the possible values of λ and X(x), which
will form the set of eigenvalues and eigenfunctions with whom we
will write our solution.
First, we discard nonpositive values of λ: a negative λ would pro-
duce a combination of exponential eigenfunctions that leads to
the trivial solution, while a null λ would also result in X(x) = 0,
which are not worth considering.
That leaves us with the λ > 0 case. If we put the second equality in
(A.9) and the boundary conditions together, we get the following
Cauchy problem: {
X ′′(x) + λX(x) = 0
X(0) = X(1) = 0
(A.10)
The ODE has the following solution:
X(x) = c1 cos
(√
λx
)
+ c2 sin
(√
λx
)
. (A.11)
The imposition of the first boundary condition helps us get rid of
the first term, since
X(0) = c1
!
= 0⇒ c1 = 0. (A.12)
The second boundary condition, on the other hand, determines
the eigenvalues of the problem. Taking into account the previous
result we have
X(0) = c2 sin
(√
λ
)
!
= 0. (A.13)
If we want the solution X(x) to be non-trivial, we must avoid
vanishing c2, which leaves us with no other choice but to take
√
λ
a multiple of pi:
sin
(√
λ
)
!
= 0⇒ λ = (pik)2. (A.14)
Thus, we get the eigenvalues and eigenfunctions of the problem:
λk = pi
2k2
Xk(x) = sin (pikx)
k ∈ N. (A.15)
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• Once we have X(x) calculated, we can go on to get the expression
of T (t). According to the first equality in (A.9) and the eigenvalues
just obtained, for each k we have
αT ′′k + T
′
k + pi
2k2Tk = 0. (A.16)
We now make the assumption that the solution will be of the form
Tk(t) = e
rkt, (A.17)
which, imposed to the previous equation, yields(
αr2 + r + pi2k2
)
erkt = 0. (A.18)
As the exponential does not vanish, we have no choice but to force
its coefficient to do so. The roots of this second degree polynomial
will eventually determine the solution of the ODE in (A.16):
rk =
−1±√1− 4αpi2k2
2α
(A.19)
Needless to say, we need to distinguish cases according to the sign
of the discriminant:
– Case 1 − 4αpi2k2 < 0: The solution of the problem is of the
form
rk = − 1
2α
± βki, (A.20)
with
βk =
1
2α
√
4αpi2k2 − 1. (A.21)
This produces the following independent solutions
Tk(t) = e
− 1
2α
t sin (βkt)
Tk(t) = e
− 1
2α
t cos (βkt) ,
(A.22)
which will be applicable when k > 1
2pi
√
α
.
– Case 1− 4αpi2k2 = 0: This case is physically avoidable, since
it would require
α =
1
4pi2k2
, (A.23)
and we will hardly be able to measure an irrational α.
108
– Case 1 − 4αpi2k2 > 0: In this case, the solutions are of the
form
r+k =
−1 +√1− 4αpi2k2
2α
r−k =
−1−√1− 4αpi2k2
2α
,
(A.24)
which yield the following independent solutions to the ODE:
Tk(t) = e
r+k t
Tk(t) = e
r−k t,
(A.25)
for when k < 1
2pi
√
α
.
4. Combining the solutions obtained and the expression in (A.7), we get
the following solutions to the PDE:
vk(x, t) = ake
r+k t sin (pikx) + bke
r−k t sin (pikx) (A.26)
for when k < 1
2pi
√
α
, and
vk(x, t) = cke
− 1
2α
t sin (βkt) sin (pikx)
+ dke
− 1
2α
t cos (βkt) sin (pikx)
(A.27)
for when k > 1
2pi
√
α
.
Now, according to the principle of superposition, any linear combina-
tion of these solutions is again a solution of the PDE. Thus, we can
write the following solution:
v(x, t) =
Kα∑
k=1
{
ake
r+k t sin (pikx) + bke
r−k t sin (pikx)
}
+
+
∑
k≥Kα+1
{
cke
− 1
2α
t sin (βkt) sin (pikx) + dke
− 1
2α
t cos (βkt) sin (pikx)
}
,
(A.28)
where Kα =
⌊
1
2pi
√
α
⌋
.
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5. We can now calculate coefficients ak, bk, ck, dk using Fourier series with
our eigenfunctions as a base so that the solution will fit the initial
conditions. We begin by imposing the initial condition for the time
derivative, which is simpler. We have
vt(x, t) =
Kα∑
k=1
{(
akr
+
k e
r+k t + bkr
−
k e
r−k t
)
sin (pikx)
}
+
+
∑
k≥Kα+1
{[
(· · · ) sin(βkt) +
(−1
2α
dk + ckβk
)
cos(βkt)
]
e−
1
2α
t sin (pikx)
}
,
(A.29)
which initially is
vt(x, 0) =
Kα∑
k=1
{(
akr
+
k + bkr
−
k
)
sin (pikx)
}
+
+
∑
k≥Kα+1
{(
− 1
2α
dk + ckβk
)
sin (pikx)
}
!
= 0.
(A.30)
For the solution to be exactly zero, all coefficients need to vanish, which
translates to
bk = −r
+
k
r−k
ak
dk = 2αckβk,
(A.31)
giving
v(x, t) =
Kα∑
k=1
{
ak
(
er
+
k t − r
+
k
r−k
er
−
k t
)
sin (pikx)
}
+
+
∑
k≥Kα+1
{
ck [sin(βkt) + 2αβk cos(βkt)] e
− 1
2α
t sin (pikx)
}
.
(A.32)
Now, we can calculate the values of ak, ck by imposing v(x, 0)
!
= gξ(x).
To simplify the process, let us write first gξ(x) in the basis formed by
our eigenfunctions,
gξ(x)
!
=
∑
k≥1
pk sin(pikx). (A.33)
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Making use of the orthogonality of our basis, the coefficients would be
determined the following way:
pk = 2
∫ 1
0
gξ(x) sin(pikx)dx. (A.34)
Once these coefficients are calculated–and since they are unique–imposing
v(x, 0)
!
= gξ(x) yields
ak =
r−k
r−k − r+k
pk
ck =
1
2αβk
pk,
(A.35)
which would finally determine the desired solution. Thus, it is now a
matter of calculating pk.
We begin by writing the formula explicitly, taking into account that
the initial condition is defined by parts.
pk = 2
∫ 1
0
gξ(x) sin(pikx)dx
= 2
{∫ ξ
0
[
1
2
+
1
2
cos
(
pi
ξ
x
)
+ (1− x)
]
sin(pikx)dx+
∫ 1
ξ
(1− x) sin(pikx)dx
}
=
∫ ξ
0
sin(pikx)dx+
∫ ξ
0
cos
(
pi
ξ
x
)
sin(pikx)dx+
∫ 1
0
(1− x) sin(pikx)dx
=: I1 + I2 + I3
(A.36)
We can now calculate each integral separately:
I1 =
∫ ξ
0
sin(pikx)dx =
− cos(pikx)
pik
∣∣∣∣ξ
0
=
1− cos(pikξ)
pik
(A.37)
I2 =
∫ ξ
0
cos
(
pi
ξ
x
)
sin(pikx)dx =
=
 − cos((k−1/ξ)pix)2pi(k−1/ξ)
∣∣∣ξ
0
− cos((k+1/ξ)pix)
2pi(k+1/ξ)
∣∣∣ξ
0
if k 6= 1/ξ
− 1
2kpi
cos2(pikx)
∣∣k
0
if k = 1/ξ
=
{
1−cos((k−1/ξ)pi)
2pi(k−1/ξ) +
1−cos((k+1/ξ)pi)
2pi(k+1/ξ)
if k 6= 1/ξ
0 if k = 1/ξ
(A.38)
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I3 =
∫ 1
0
(1− x) sin(pikx)dx
=
− cos(pikx)
pik
∣∣∣∣1
0
−
∫ 1
0
x sin(pikx)dx
=
1− cos(pik)
pik
+
cos(pikx)
pik
∣∣∣∣1
0
− 1
pik
∫ 1
0
cos(pikx)dx
=
1− cos(pik)
pik
+
cos(pik)
pik
− sin(pikx)
pi2k2
∣∣∣∣1
0
=
1
pik
(A.39)
In all, we have
pk = I1 + I2 + I3
=
{
2−cos(pikξ)
pik
+ 1−cos((k−1/ξ)pi)
2pi(k−1/ξ) +
1−cos((k+1/ξ)pi)
2pi(k+1/ξ)
if k 6= 1/ξ
1
pik
if k = 1/ξ
(A.40)
6. Finally, we can write the solution to the nondimensionalised initial
value problem. Using the values obtained for pk, the expression for v
in (A.32) and the relations in (A.35), we can combine the results and
undo the transformations in one step to get the complete solution:
u(x, t) = 1− x
+
Kα∑
k=1
(
r−k
r−k − r+k
er
+
k t − r
+
k
r−k − r+k
er
−
k t
)
pk sin (pikx)
+
∑
k≥Kα+1
[
sin(βkt)
2αβk
+ cos(βkt)
]
e−
1
2α
tpk sin (pikx) ,
(A.41)
with
βk =
1
2α
√
4αpi2k2 − 1,
r+k =
−1 +√1− 4αpi2k2
2α
,
r−k =
−1−√1− 4αpi2k2
2α
(A.42)
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and pk defined by (A.40). This solution satisfies both the HHE and the
initial and boundary conditions.
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Appendix B
Case Study 2, analytical
calculations
This second appendix contains the detailed version of the analytical calcula-
tions in section 5.2.
Recall the statement of the problem:
ρc (ut + τ0utt) = kuxx (x, t) ∈ (0, L)× R+
−kux(0, t) = q
ux(L, t) = 0
t > 0
u(x, 0) = 200
ut(x, 0) = 0
x ∈ (0, L),
(B.1)
with the data provided in the mentioned section.
1. We begin by nondimensionalising the problem as mentioned, both mak-
ing the initial condition zero and normalising the left boundary condi-
tion.
Making the changes and dropping the primes we get
ut + αutt = uxx (x, t) ∈ (0, 1)× R+
ux(0, t) = −1
ux(1, t) = 0
t > 0
u(x, 0) = 0
ut(x, 0) = 0
x ∈ (0, 1)
(B.2)
with α = kτ0
ρcL2
.
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2. Next, we make the boundary conditions homogeneous by adding a con-
venient function to the actual solution u(x, t). In this case, we take
v(x, t) = u(x, t) + x− x
2
2
, (B.3)
which satisfies the following problem:
vt + αvtt = vxx + 1 (x, t) ∈ (0, 1)× R+
vx(0, t) = vx(1, t) = 0 t > 0
v(x, 0) = x− x2
2
vt(x, 0) = 0
x ∈ (0, 1)
(B.4)
Notice that the change introduces a source term that was not part of
the problem before. Thankfully, we have the solution structure theorem
presented in section 3.4.
3. According to 3.4, it is enough to calculate the solution to
vt + αvtt = vxx (x, t) ∈ (0, 1)× R+
vx(0, t) = vx(1, t) = 0 t > 0
v(x, 0) = 0
vt(x, 0) = h(x)
x ∈ (0, 1)
. (B.5)
Naming T [h](x, t) this result, we have that the solution to our problem
in (B.4) will be (maintaining the notation used in the statement of the
theorem)
v = v1 + v3 =
(
1
α
+
∂
∂t
)
T [g](x, t) +
1
α
∫ t
0
T [fz](x, t− z)dz, (B.6)
with g(x) = x− x2
2
and fz = 1. Thus, the biggest part of the work will
now consist on calculating this solution so that we can later follow the
breadcrumbs and undo the changes to get the desired result.
4. Again, we use separation of variables, obtaining the same relation as in
the previous case study,
αT ′′(t) + T ′(t)
T (t)
=
X ′′(x)
X(x)
= −λ. (B.7)
Once more, we will obtain two ODEs that will give us a set of solutions
that will be linearly combined later on.
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• As on the previous case, we begin by studying the relation for
X(x). According to the second equality and taking the boundary
conditions of the problem into account we have the following ODE:{
X ′′(x) + λX(x) = 0
X ′(0) = X ′(1) = 0
. (B.8)
Negative values can be discarded for λ in this case too. However,
λ = 0 gives a relevant solution in this case:
X ′′(x) = 0⇒ X(x) = c1x+ c2. (B.9)
The imposition of either of the boundary conditions vanishes c1,
yet there is no reason for c2 to be cast aside. This gives us our first
pair of eigenfunction and eigenvalue, with an index not present in
the former case:
λ0 = 0
X0(x) = 1.
(B.10)
As it happens, the rest of the eigenfunctions too are different to
the ones on the previous case, since the sines are substituted by
cosines–which do have a null derivative in {x = 0} and {x = 1}.
Following the same steps as in the previous case study,
X ′′(x) + λX(x) = 0
⇒ X(x) = c1 cos
(√
λx
)
+ c2 sin
(√
λx
)
⇒ X ′(x) = −c1
√
λ sin
(√
λx
)
+ c2
√
λ cos
(√
λx
) (B.11)
Thus,
X ′(0) = c2
√
λ
!
= 0⇒ c2 = 0. (B.12)
Similarly,
X ′(1) = −c1
√
λ sin
(√
λ
)
!
= 0, (B.13)
and for the solution not to be trivial we ask for
√
λ to be a multiple
of pi. Hence, we get the rest of eigenfunctions and eigenvalues:
λk = pi
2k2
Xk(x) = cos (pikx)
k ∈ N. (B.14)
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• Note that since the eigenvalues for natural ks coincide with the
ones on the previous case–and X(x) and T (t) being independent–
we can reuse the solutions for T obtained in the previous case
study,
Tk(t) = e
− 1
2α
t sin (βkt)
Tk(t) = e
− 1
2α
t cos (βkt) ,
(B.15)
for k > 1
2pi
√
α
and
Tk(t) = e
r+k t
Tk(t) = e
r−k t,
(B.16)
for 0 < k < 1
2pi
√
α
, with
r+k =
−1 +√1− 4αpi2k2
2α
r−k =
−1−√1− 4αpi2k2
2α
.
(B.17)
Thus, we need only calculate the λ = 0 case:
T ′0 + αT
′′
0 = 0. (B.18)
Defining S(t) = T ′0(t), the ODE reduces to a separable one:
S + αS ′ = 0⇒ S(t) = s0e− 1α t. (B.19)
Undoing the change and integrating,
T ′0(t) = s0e
− 1
α
t ⇒ T0(t) = −αs0e− 1α t + s1. (B.20)
• Thus, we get the solutions to the PDE:
v0(x, t) = s1 − αs0e− 1α t, (B.21)
vk(x, t) = ake
r+k t cos (pikx) + bke
r−k t cos (pikx) (B.22)
for natural 1 ≤ k < 1
2pi
√
α
, and
vk(x, t) = cke
− 1
2α
t sin (βkt) cos (pikx)
+ dke
− 1
2α
t cos (βkt) cos (pikx)
(B.23)
for k > 1
2pi
√
α
.
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Finally, we apply the principle of superposition once again, producing
the more general solution
v(x, t) = s1 − αs0e− 1α t
+
Kα∑
k=1
{
ake
r+k t cos (pikx) + bke
r−k t cos (pikx)
}
+
∑
k≥Kα+1
{
cke
− 1
2α
t sin (βkt) cos (pikx) + dke
− 1
2α
t cos (βkt) cos (pikx)
}
,
(B.24)
with Kα defined as before.
We can now go on to define the coefficients so that the solution fits the
initial conditions too. In this case, we begin by imposing the initial
state of the temperature, which we want to be equal to zero. This
will only hold when all the coefficients of v(x, 0) in our new base of
eigenfunctions vanish (note that the term outside the sums corresponds
to the additional eigenfunction X0(x) = 1). Imposing
v(x, 0) = s1 − αs0 +
Kα∑
k=1
(ak + bk) cos (pikx)
+
∑
k≥Kα+1
dk cos (pikx)
!
= 0
(B.25)
we get 
s1 = αs0
ak = −bk
dk = 0.
(B.26)
Needless to say, this relations hold for the ks for which each of the sums
is defined–they can be considered equal to zero for every other value.
This leaves us with
v(x, t) = αs0
(
1− e− 1α t
)
+
Kα∑
k=1
ak
(
er
+
k t − er−k t
)
cos (pikx)
+
∑
k≥Kα+1
cke
− 1
2α
t sin (βkt) cos (pikx) ,
(B.27)
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and thus
vt(x, t) = s0e
− 1
α
t +
Kα∑
k=1
ak
(
r+k e
r+k t − r−k er
−
k t
)
cos (pikx)
+
∑
k≥Kα+1
cke
− 1
2α
t
[
− 1
2α
sin (βkt) + βk cos (βkt)
]
cos (pikx) .
(B.28)
Now, we impose vt(x, 0) to be equal to h(x), taking into account that
vt(x, 0) = s0 +
Kα∑
k=1
ak
(
r+k − r−k
)
cos (pikx) +
∑
k≥Kα+1
ckβk cos (pikx) ,
(B.29)
which determines
s0 =
∫ 1
0
h(x)dx,
ak =
2
r+k − r−k
∫ 1
0
h(x) cos(pikx)dx,
ck =
2
βk
∫ 1
0
h(x) cos(pikx)dx;
(B.30)
again, for the coefficients defined for the right values of k.
Finally, we can define
pk[h] =
∫ 1
0
h(x) cos(pikx)dx (B.31)
(for k = 0 included) and write the solution for the problem with h(x)
as the initial speed only:
T [h](x, t) = α
(
1− e− 1α t
)
p0[h] + 2
Kα∑
k=1
er
+
k t − er−k t
r+k − r−k
pk[h] cos (pikx)
+ 2
∑
k≥Kα+1
sin (βkt)
βk
e−
1
2α
tpk[h] cos (pikx) .
(B.32)
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5. The next step in calculating the solution for the full problem is calculat-
ing the solution of the problem with g(x) = x− x2
2
as an initial condition
and no source term nor initial speed; v1, following the notation in (B.6).
We begin by calculating T [g](x, t). To determine the coefficients we
need pk[g], which are obtained integrating the expression in (B.31) (the
calculations have been omitted)
p0[g] =
1
3
pk[g] = − 1
pi2k2
.
(B.33)
This yields
1
α
T [g](x, t) =
1
3
(
1− e− 1α t
)
− 2
α
Kα∑
k=1
er
+
k t − er−k t
r+k − r−k
cos (pikx)
pi2k2
− 2
α
∑
k≥Kα+1
sin (βkt)
βk
e−
1
2α
t cos (pikx)
pi2k2
.
(B.34)
Similarly,
∂
∂t
T [g](x, t) =
1
3
e−
1
α
t − 2
Kα∑
k=1
r+k e
r+k t − r−k er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt)− sin (βkt)
2αβk
]
e−
1
2α
t cos (pikx)
pi2k2
.
(B.35)
Adding both expressions we get
v1 =
(
1
α
+
∂
∂t
)
T [g](x, t)
=
1
3
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
(B.36)
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6. Now, we need to calculate the solution for the problem with f(x) = 1
as a source term and null initial conditions. We begin by calculating
T [fz](x, t). As in the step before, first we calculate
p0[fz] =
∫ 1
0
dx = 1
pk[fz] =
∫ 1
0
cos(pikx)dx = 0.
(B.37)
Thus, we have
T [fz](x, t− z) = α
(
1− e− 1α (t−z)
)
, (B.38)
which yields
v3 =
1
α
∫ t
0
T [fz](x, t− z)dz
=
1
α
∫ t
0
α
(
1− e− 1α (t−z)
)
dz =
[
z − αe− 1α (t−z)
]t
0
= t− α + αe− 1α t = t− α
(
1− e− 1α t
) (B.39)
7. Gathering what we have by now, we can write the solution to (B.4),
the equation produced when the boundary conditions have been ho-
mogenized. We have:
v = v1 + v3 =
=
1
3
+ t− α
(
1− e− 1α t
)
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
(B.40)
8. And, finally, we only need to undo the change in (B.3), which will give
us the solution to the whole nondimensionalised problem with non-
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homogeneous boundary conditions:
u(x, t) =
1
3
+ t− α
(
1− e− 1α t
)
− x+ x
2
2
− 2
Kα∑
k=1
(1/α + r+k )e
r+k t − (1/α + r−k )er
−
k t
r+k − r−k
cos (pikx)
pi2k2
− 2
∑
k≥Kα+1
[
cos(βkt) +
sin (βkt)√
4αpi2k2 − 1
]
e−
1
2α
t cos (pikx)
pi2k2
(B.41)
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Appendix C
Correlated Random Walk and
the HHE
It is known that the parabolic heat equation can be derived through the mod-
eling of a standard Markovian Random Walk, which leads to the following
question: Can the HHE be derived from any similar process? Indeed, the
HHE arises when a correlated random walk1 is considered; that is, a RW in
which the jumping direction of a particle at a given time instant depends on
the direction taken at the step before, as it is explained in [12] or [6].
We now present a possible way of deducing the HHE from a Random
Walk with the mentioned properties.
Assume that the particles begin in x = 0 at time t = 0, and at the next
time step, t = ∆t, half of them will have jumped ∆x to the right and the
other half ∆x to the left. We now let the particles travel the (infinite) axis
with one condition: a particle will jump in the same direction as the previous
jump with probability p and thus in the opposite direction with probability
q = 1− p.
We define γ(m,n) as the fraction of particles in x = m∆x at instant
t = n∆t, and α(m,n) and β(m,n) as the fraction of particles that have
reached that same position from the left and from the right respectively.
Clearly, the fraction of particles in m∆x is the sum of the ones landing from
the left and the ones landing from the right
γ(m,n) = α(m,n) + β(m,n).
Similarly, the particles that were in m∆x at the previous time step will
now be distributed in (m + 1)∆x (arriving from the left) and (m − 1)∆x
1Also known as persistent random walk.
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(arriving from the right), so
γ(m,n− 1) = α(m+ 1, n) + β(m− 1, n).
Finally, let’s take a look at α and β. The particles that at time (n+ 1)∆t
will reach m∆x from the left (α(m,n + 1)) come from (m− 1)∆x, and will
be formed by the ones that arrived there from even one step further with
probability p (since they don’t change direction) and the ones that arrived
there from m∆x itself with probability q (as they will have jumped once to
the left and then changed to the right to return to this point). Thus,
α(m,n+ 1) = pα(m− 1, n) + qβ(m− 1, n) = pγ(m− 1, n)− cβ(m− 1, n)
and, similarly,
β(m,n+ 1) = pβ(m+ 1, n) + qα(n,m+ 1) = pγ(m+ 1, n)− cα(n,m+ 1)
where c = p− q stands for the correlation between two successive jumps.
Combining the expressions obtained we get
γ(m,n+ 1) = α(m,n+ 1) + β(m,n+ 1) =
= pγ(m− 1, n)− cβ(m− 1, n) + pγ(m+ 1, n)− cα(m+ 1, n) =
= p[γ(m− 1, n) + γ(m+ 1, n)]− cγ(m,n− 1)
Let’s take a step back and consider the meaning of this final relation.
According to this expression, the fraction of particles in m∆x at the next
step depends not only on their location now but also on their location in the
previous time step.
In a simple random walk where directions are not correlated, both p =
q = 1/2, and thus c = 0, eliminating the information on the previous time
step. That leads to the following Markovian relation
γ(m,n+ 1) =
1
2
γ(m− 1, n) + 1
2
γ(m+ 1, n)
where, essentially, half the particles come from the right and half from the
left. It is this expression that leads to the parabolic heat equation.
Turning back to the correlated case, we can now derive the underlying
differential equation. We take ∆x = v∆t with v the flight speed of the
particle during the jump and we define τ0 to be a characteristic time that
will give us information about the loss of correlation with increasing time. We
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expect that within the short-time limit, the correlation between the speeds at
two successive jumps will tend to 1, while for times big enough the correlation
will be lost. Bearing this in mind, we define
c =
{
1− ∆t
τ0
∆t < τ0
0 ∆t > τ0
and
p =
1
2
(1 + c) =
{
1− ∆t
2τ0
∆t < τ0
1
2
∆t > τ0
We finally define u(x, t) as the probability density of the distribution of par-
ticles, which according to the previous relation holds
u(x, t+ ∆t) = (1−∆t/2τ0) [u(x−∆x, t) + u(x+ ∆x, t)]−
− (1−∆t/τ0)u(x, t−∆t).
Expanding this expression up to second order in ∆t and setting ∆t = τ0
yields
τ0
∂2u
∂t2
+
∂u
∂t
= τ0v
2∂
2u
∂x2
,
our original hyperbolic equation with relaxation time τ0 and diffusion coeffi-
cient τ0v
2.
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