Abstract -Transmitting video over ATM networks with variable-bit-rate coding technique aims to optimize performance and to improve channel efficiency. Particularly, the two-layer coding schemes that separate the coded bits into two priority streams are well suited for the ATM standard. This is achieved by giving different access priorities of the shared buffer to the two streams. In this paper, we derive formula to determine the cell loss rates of the two priority streams for multiple VBR video sources under a simple access scheme. We also consider the problem of determining the optimal capacity and buffer allocation to satisfy the QoS requirement of the traffic.
INTRODUCTION
investigate the problem of resource allocation for a multiplexer supporting multiple VBR video sources with priorities.
The organization of the paper is as follows: we first introduce the Markov Modulated Deterministic Process (MMDP) to model the. video source and then present an analysis of the resulting queueing system. An efficient algorithm to compute the cell loss probability will be given. Then we determine the optimal capacity and buffer required to guarantee the QoS requirements of the video sources. Particularly, the video sources are heterogeneous with different input characteristics and different QoS requirements. An iterative algorithm is proposed to find the optimal resource allocation. Finally, we summarize the results in the conclusion.
The need to support HDTV or real-time video in multimedia environment places a heavy burden on ATM based B-ISDN networks. A major issue in transmitting video over ATM networks is to guarantee users' quality of service (QoS), such as cell loss rate and maximum delay, with high bandwidth efficiency.
Variable-bit-rate (VBR) techniques [5, 6] are well suited for coding video sources because they can take advantage of the statistical multiplexing nature of ATM networks while maintaining a uniform picture quality. Of the different VBR coding schemes proposed, the two-layer coding schemes that separate the coded bits into two priority streams [1,9] work nicely with the ATM standard, which specifies the support of two levels of priority via the use of the cell loss priority (CLP) bit in the header of an ATM cell. The CLP bit distinguishes the two different priorities of traffic by letting the high priority stream have full access of the shared buffer while providing only limited access to the low priority stream. The two-layer coding separates the coded bits into two streams: the basic stream (high priority) and the enhancement stream (low priority). During network congestion, the enhancement stream would suffer some cell loss with acceptable degradation of video quality while the basic stream should experience no cell loss or very minimal cell loss. This is achieved by giving different access priorities of the shared buffer to the two priority streams [2,3].
In [8], we have compared the cell loss rates of the two priority streams under three different access control policies. We also considered the problem of determining the optimal capacity and buffer required to satisfy the QoS of a single VBR video source with priorities. In this paper, we extend our previous work to
VBR VIDEO WITH PRIORITIES

MMDP Model
We assume that each video source is limited to M allowable constant rates and model the rate process of each video source as a discrete-time Markov chain (X,) with state space R = { 1,2,.,.,M) and an MXM transition probability matrix. The constant transition time between states corresponds directly to the deterministic time between two successive frames. The period of a frame is assumed to be Tseconds and the frame rate is thus 1/Z The transition probabilities can be calculated either from the statistical parameters of the video sequences or by direct measurement [6, 71. The value of M is a design parameter which determines the fineness of the quantization levels. It is found in [6, 71 that eight bins or levels are usually good enough for the representation of video and hence we choose a Markov chain with eight states, (i.e., M = 8). in this paper.
Suppose there are N independent video sources with transition probability matrix P' fori = I, ..., N. While in state j ER the ith video source generates deterministic cell arrivals at the rates of Eij(') and BY(2) for the high and low priority streams, respectively. These streams are multiplexed and put into a common The priority scheme adopted in this paper is follows: a threshold Kl less than K is established to control the admission of the low priority stream to the buffer. All arriving cells are accepted into the buffer whenever the buffer content is less than K l . However, when buffer content exceeds K,, the low priority cells are rejected and only high priority cells are admitted. The high priority cells are lost only if the buffer is full. When the buffer content is exactly K,, the low priority cells are accepted at the maximum rate of (C -BL')), the residual capacity, if any, after transmitting the high priority cells. The control scheme is the same as the one discussed in [2] and also the Scheme I in [8].
The aggregate arrival process of the video sources shall be referred to as a Markov Modulated Deterministic Pmcess (MMDP), which is completely defined by the matrix P, the frame rate IIT and the rates B$), x E A, j = 1.2.
MMDP/D/I/K Queueing System
We use a two-dimensional Markov chain (X,,, Y,) to model the system where X, is the MMDP aggregate arrival process as defined in the previous section and Y, is the buffer content at the beginning of the dh frame. Let qxkyh be the transition probability It can be shown that a& is either 1 or 0 and each row of Ax contains exactly one non-zero element, which has a value of I.
Define the limiting probability nxk = lim,,P(X, = x, Yn = k) and the vector n , e (nd, n , , ,...,nxK) . It can be shown that ( (Xn, YJ, n 5 0) is ergodic and therefore, n,, x E A, are uniquely determined from the balance equations:
and n x 2 = I,
where e is a (K+l)-dimensional vector of all 1's and eT is its transpose.
, J = 1,2, of the two priority streams can be computed from nx, x E A, by
The average cell loss probabilities, p mean cell loss of stream (j) in a frame period = mean cell arrivals of stream (j) in a frame period that the system is in state (x,k) at the beginning of the frame. I, 2 ,..., N, is given by The individual cell loss probability for the ith video, i =
for j = l , 2
Iterative Algorithm
The limiting probabilities n , , x E A, can be obtained using standard numerical methods by solving the system of linear equations (I) and (2). However, substantial savings in computation can be obtained by exploiting the special properties of the Markov chain [(Xn,Y,), n 5 0). In the following we discuss two special properties of the chain and develop an efficient algorithm to compute the cell loss probabilities by making use of these properties.
First, since Ax are stochastic matrices (i.e., A*eT = eT), we observe from the transition matrix Q that the Markov chain [(Xn,Yn), n 2 0) is lumpable 141. Based on the theory given in
[4], we can show that the lumped chain has probability transition matrix P. Its limiting probabilities U, = ?rxeT are given by
where qX, are determined from The system of equations in (6) can be solved by standard numerical methods once the matrix P is known. The fact that the lumped probability npT can be computed without the knowledge of x, is the main factor that can speed up the iterative algorithm to be discussed later.
Second, each row of A" contains exactly one non-zero element which has a value of 1. Hence, the computation of the term np" is greatly reduced by using sparse matrix computation.
To make use of the above two special properties, we develop an iterative algorithm based on the Gauss-Seidel method. However, immediately after updating xi, we perform a local normalization by scaling the elements in n, so that nsT = U, , where U, is pre-calculated using equations (5) & (6). Therefore, throughout the computations, the aggregate probabilities npT are always accurate. This iterative procedure is summarized in the algorithm below. In the algorithm, n, (O) is uniformly initialized and E is a pre-specified error tolerance.
Remark:
In general, the algorithm that employs local normalization will converge to the desired solution within 20 iterations.
. . 
Terminate
OmIMAL DESIGN OF PRIORITY SYSTEMS
Suppose that there are N video sources and that the i ' source has a maximum cell loss probability requirement of (,!I), d2') for the two priority streams and a maximum cell delay requirement of Di. Here we are interested in determining the minimum capacity C* and the corresponding system parameters Kl and K to satisfy all the individual QoS requirements. This can also be considered as determining the equivalent bandwidth in the context of call admission control.
(a{') ,a$') ,..., a#)), a(') = (a/2),aj2) ,.... a , " ) ) a n d D = m a x i { D . for i = l , 2 ,..., N } . Themaximum cell delay D can be aiproximated by WC*. As a result, we can formulate the problem in the form of an optimization problem given below:
Define a(') (7) where pG) I PO) <ao') a p,o" < a y ) , Before trying to solve this minimization problem, we would like to investigate the interaction among the three parameters (C, During the iterations of the optimization algorithm, we would encounter three different cases for a given set of (C, K, K1).
K, K,). Suppose C ( i ) is the minimal
€as&l:
p(1) < a'" and p(2) < a(2),
In this case, at least one of the cell loss probabilities of the high priority streams is satisfied by equality while all that of the low priority streams are less than the required values. In order to find a smaller value of C while still satisfying the cell loss probability constraints, one would try to reduce the value of K, and thus the new search region is [0, K1]. By decreasing KI.
would decrease at the expense of increasing p@) (see [8] for discussions). Any value of K, in the other region [K1. Kl would definitely result in a larger value of C for satisfying the cell loss probability constraints in this case.
ciwLm:
$1) <a(') and 8'2) < a (2) Suppose the current (C, K, K1) gives the results of case (b).
Similar to the arguments in case (a), the value of K, should be increased (i.e., the search region is [KI, Kl) in order to find a possible smaller value of C for which the cell loss probebility constraints are satisfied. By increasing K,, p(' ) would decrease at the expense of increasing /P. @&@: p(l) < a(') and p(2) < a'", In this case, changing K, in either direction would violate the cell loss probability constraints and thus require an increase of C. Therefore, the search for a better K, to minimize C should be terminated in this case.
In the following, an iterative algorithm is proposed to find the optimal parameters (C*, K, Kl). Basically, the algorithm employs a bisection method to search for K, that gives the minimum capacity for a fixed K. Furthermore, for a given set of K and K,, another bisection method is used to find the minimum capacity to satisfy the cell loss probability constraints.
Iterative algorithm:
1. iii) if Pc1) S a(') and f3") < a(2), then b t KI(j); if p"' < a(')and p") S a"! then a t Kl(j); if p(I) Sa(') and pc2) 5 a"), then goto step (3). iv) j t j + 1 and repeat (ii)-(iv) until KIG) = K1(j -I). 
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