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Abstract—this paper presents a short survey on the parallel computing of JPEG and Fractal image compression algorithms.
Image compression is a type of data compression. Data Compression generally involves encoding techniques that uses fewer bits
than the original representation. Image compression uses various techniques that will remove the redundant and the irrelevant
information from the image. Image compression can thus efficiently reduce the storage space required and also speed up the
transmission. However, most of the image compression techniques have problems like computational complexity, load etc.
Parallel computing can effectively improve the processing speed. JPEG and fractal image compressions are two of the efficient
techniques available in image compression. With the availability of the high performance computing in the form of multicore
processing systems and GPUs can greatly accelerate the processing of the JPEG image compression technique. Fractal image
compression takes advantage of the natural affine redundancy present in the typical images to achieve a high compression ratio.
To speed up the compression process the sequential fractal image compression algorithm needs to be converted into parallel
fractal image compression algorithm, this translation exploits the inherently parallel nature.
Keywords—JPEG image compression, Fractal image compression, Image Processing, Parallel Computing, High Performance
Computing, GPU, CUDA.
INTRODUCTION
An image is a two dimensional array of pixels, each
occupying several bytes. Most of the image processing
techniques operate on each of these pixels; as a result,
number of computations in the image processing algorithms
is very high. Paralyzing of the image processing algorithms
optimizes the speed at which the image is processed. The
parallel algorithms can work with different number of
threads, taking advantage of the multicore processors and
GPUs available today. Image Compression is particularly
useful in communications, as it enables devices to transmit
or store the same amount of data in fewer bits. JPEG enables
the creator to decide the amount of tradeoff between file size
and image quality. The calculation of DCT and quantization
are independent at the pixel level, thus making it a good
candidate for utilizing the parallel processing techniques.
Fractal Image compression, offers a good compression ratio,
very much comparable to JPEG compression. The
comparisons for each domain-to-range transformation are
independent of each other. This independence makes it a
good candidate to use the parallel processing techniques.
IMAGE COMPRESSION
In order to store an image of resolution 640X480 (307200
pixels) and if each pixel occupies 3 bytes (24 bits) then
nearly 1 MB of storage is needed, thus there is a need to
compress images in order to be able to store more images in
the less space.
There are two types of compression:
1) Lossless image compression: here every bit of data that
was originally in the file remains after the file is
uncompressed; this technique is generally used in text or
spreadsheet files, where losing data is not acceptable. The
GIF is an image format that provides lossless compression.
Figure 1: Lossless Image Compression [17]
2) Lossy image compression: here the file size is reduced by
permanently eliminating certain redundant information; this
is generally suited for image, audio and video, where a
certain amount of data loss will not be detected by most of
the users. The JPEG image file, commonly used format for
images has lossy compression.
Figure 2: Lossy Image Compression [17]
A. JPEG Image Compression
JPEG-(Joint Photographic Experts Group) an international
standard for continuous grayscale and color image
compression. Human eyes are more sensitive to brightness
than color; this is taken as advantage in JPEG compression
and compromised on image quality. Steps in JPEG image
compression are as below:
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1. Transform RGB (Red, Green and Blue) color
components to YCrCb (Y-Luminance, Cr-Chrominance
Red, Cb-Chrominance blue) image Components.
2. Divide the image into 8X8 blocks.
3. The 2D DCT (Discrete Cosine Transform) is applied to
each block image f (i, j), with output being the DCT
coefficients F (u, v) for each block, this gives the
frequency map of the image.
4. Quantization: To reduce bits in DCT
F (u, v) – DCT Co-efficient
Q (u, v) – Quantization matrix
(u, v) - Quantized DCT Co-efficient.
Eye is more sensitive to lower frequencies (Upper left
corner), less sensitive to high frequencies (Lower right
corner). JPEG standard uses two default quantization tables,
one for luminance and the other for chrominance
Table 1: The Luminance Quantization Table [18]
Table 2: The Chrominance Quantization Table [18]
5. Encoding: Huffman coding.
For example: values are 150, 8, 5 need 8, 4, 3 bits
respectively.
B. Fractal Image Compression
It is a compression technique that can be used to compress
any digital image, not just fractals (Eg: Mandelbrot sets). It
takes advantage of similarities within image.
Fractal image decoding is resolution independent, given a
64X64 image; it can be decompressed to any size like (say
256X256) without much loss of quality.
Figure 3: Mandelbrot sets [13]
Figure 4: Barnsley Fractal Decoding [13]
Fractal Image compression steps:
1. Divide the image into small, non-overlapping, square
blocks, typically called parents blocks (domain blocks).
2. Divide each parent block into four each blocks, or child
blocks (range blocks).
3. Compare each child block against the subset of all
possible overlapping blocks of parent block size (need
to reduce the size of the parent for comparisons to
work).
4. Determine which larger block has the lowest difference,
according to some measure, between it and the child
block.
5. Each domain block is shrunk as the size of the range
block by averaging intensities of the pair wise disjoint
group of neighboring pixel intensities.
Figure 5: Fractal Image Compression [6]
HIGH PERFORMANCE COMPUTING
High Performance Computing (HPC) is a practice of
aggregating computing power, which would deliver much
higher performance than one could get out of a typical
desktop computer or workstation to solve larger problems in
science, engineering or business.
High Performance Computers are cluster of computers,
Each computer in the cluster is considered as a node, which
can be a single core machine or multi-core machine.
Parallel Computing architectures can be classified into two
types:
1. Distributed memory architecture: here each processor
has its own memory and cache.
Figure 6: Distributed memory architecture [14]
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2. Shared Memory Architecture: here multiple processors
share the same memory space.
Figure 7: Shared memory architecture [14]
C. Multicore Processors and GPU
With the improvement in technology, today we have
multiple cores available in personal computers, even GPU
(Graphics Processing Unit) are also available, which can be
used for parallel computing.
Multicore CPU: It is an architecture in which multiple
processors are packaged into single integrated circuit (IC)
using core logic, consists of few high performing cores.
GPU: It is an electronic circuit consisting of hundreds of
moderately performing cores. It can be inserted in PCI slot.
Figure 8: CPU and GPU architecture comparison [16]
D. Programming GPU using CUDA
CUDA (Compute Unified Device Architecture):
 It is a parallel computing platform and programming
model created by NVIDIA and implemented by
the graphics processing units (GPUs) that they
produce.
 Using CUDA, the GPUs can be used for general
purpose processing (i.e., not exclusively graphics);
this approach is known as GPGPU.
 Eg: CudaMalloc(), CudaMemCpyHostToDevice(),
CudaFree() etc.
Figure 9: Simple CUDA C Program [15]
E. Processing Flow between CPU and GPU using CUDA
1. Allocate Memory on GPU. Eg: CudaMalloc();
2. Copy Processing Data.
Eg:CudaMemCpyHostToDevice();
3. Execute Parallel in each core. Eg: __global__
4. Copy the result to main memory.
Eg:CudaMemCpyDeviceToHost();
Figure 10: Processing flow between CPU and GPU [15]
PARALLEL JPEG IMAGE COMPRESSION
ALGORITHMS
JPEG image compression algorithm can be parallelized
starting from frame level parallelism to pixel level.
F. Parallel algorithm for compression of multiple frames
In this algorithms multiple frames will be processed
concurrently on several processors one after the other.
In order to get a speed up of 100 processors, follow the
below steps:
1. Simply line up 100 processors.
2. First processor starts JPEG compression with first
frame, second processor with second frame and so
on. Once the first processor is complete with its
compression of the first frame, the rest 99 will be
near to completion, the first processor then begins
with 101st frame.
Figure 11: Image Level Granularity [2]
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Drawbacks: Though frames will be processed 100 times
faster than the single processor, this does nothing to help
speed up a single image, and even with motion JPEG
sequences, the user must wait a while for the first frame.
G. Parallel implementation of the JPEG still image
compression standard on the MasPar MP – 1, a
massively parallel SIMD computer (Super Computer)
First Parallel Algorithm for JPEG image Compression.
Below are the steps to be followed:
1. Partitioning – breaking the problem into p independent
sub-problems of almost equal sizes.
For Example: divide an image n x n (1024 X 1024) on a
parallel machine of p (16384 as in case of MasPar MP-1
super computer) processors, into sub-images of size
(n/sqrt(n)) * (n/sqrt(n)) i.e. 128 X 128 sub-images.
2. Solving p sub-problems concurrently, where p is the
number of processors available. Apply JPEG image
compression on p blocks.
Drawbacks: Applicable only on Super-Computers with
exact number of processors.
H. Parallel JPEG image compression algorithm using
CUDA
The computational complexity can be greatly reduced by the
use of CUDA, which makes it possible for GPU to do the
general purpose computing. The parallel computing power
of CUDA GPU will improve the processing speed of JPEG
image compression easily. Parallelism can be achieved at
pixel level using CUDA GPU.
Few steps in JPEG image compression can be parallelized
like DCT generation and quantization using CUDA GPU,
since they are independent at the 8X8 block level, rest other
steps can be carried out sequentially.
Figure 12: Parallel processing using threads in GPU [15]
Below are the steps to be followed:
1. Given the image, the color mode conversion (RGB to
YCrCb) and sampling must be done by the CPU; this
should to be carried out sequentially by CPU.
2. Initialize the startup parameters of CUDA,  if the size of
the original image is ‘width × height’ and  the size of
each sub-image is ‘8×8’(block size is JPEG), then we
can make the Grid with height /8 columns, width / 8
lines and total of (height/ 8) × (width /8) blocks. Each
8×8 pixel sub-image is corresponds to a block. Then
make each block with 8×8 threads, and each thread
corresponds to the pixel in a sub-image.
Figure 13: Correspondence between image component
and Grid. [1]
3. Write the 8×8 constant matrix into a shared memory,
and each thread in the block is responsible for reading a
matrix element. Each block loads the sub-image whose
position corresponds to the block.
4. Use synchronous function to synchronize threads in the
block, guarantees that all data are loaded, and then do
the matrix multiplication. Each thread is responsible for
calculating a DCT coefficient.
5. Do the quantization for every calculated DCT co-
efficient, each thread is responsible for quantizing a
DCT coefficient.
6. Use of synchronous function to synchronize threads in
the block, ensures that all threads finish quantization.
Then, write back the calculation results to the GPU
memory. After the whole image component is
processed, all the results will be written back to the
memory for CPU to use.
7. Encoding data: for this adjacent sub-image will be
correlated in the encoding process and involves a large
number of logical operations. And the hardware
structure of GPU is not suitable for too much logical
operation. Therefore, it is more appropriate to use CPU
to complete the encoding steps.
When finished processing the first image component,
we can make the DCT transform and encoding executed
asynchronously.
Figure 14: Heterogeneous parallel execution between Host
and Device [1]
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PARALLEL FRACTAL IMAGE COMPRESSION
ALGORITHMS
Fractal image compression is better than JPEG image
compression in terms of the quality of the image after
decompression, but fractal image compression is
computationally complex compared to JPEG image
compression.
The basic idea is affine transformation. Affine
transformation is the combination of the rotation, scaling
etc. In matrix notation a general affine transformation can be
written as:
x' = Ax + b
 x is a co-ordinate vector i.e. x, y
 A is a 2 by 2 matrix
 d is a displacement vector.
[x'] = [ a b ] [x] + [e]
[y'] = [ c d ] [y] + [f]
(or)
x' = ax + by + e
y' = cx + dy + f
where a, b, c, d, e and f are constants that determine the
exact nature of the transformation.
 e and f control the translation
 a, b, c and d control rotation, scaling and skew.
I. Parallel Fractal Image Compression Using Static
Partitioning
Here the image is divided into those many ranges as the
available number of processors, below are the steps to be
followed:
1. Partition the given image those many ranges as the
number of available of processors.
2. Each processor is expected to apply sequential fractal
compression algorithm on its sub-image with any
communication between the processors.
Drawback: Quality of the compressed image will be of low
quality compared to that got by sequential compression,
because each processor will work with a subset of the
complete domain pool and so will not generally get as good
a match with its range blocks as will be obtained using the
sequential algorithm.
The above drawbacks can be overcome by using those
processors having sufficient memory to hold the entire
image (complete domain pool).
J. Parallel Fractal Image Compression Using Dynamic
Partitioning
This approach uses a master processor and a number of
slave processors, below are the steps to be followed:
1. Master Process divides the image equally amongst
slaves; each slave is responsible for the subset of the
overall domain pool.
2. Master checks whether the returned match from slave is
satisfactory or not, if not, then transmits the range block
to another processor to get the better match.
3. Master checks for any idle slaves, it then transmits the
range blocks to them and waits for them to return the
match.
K. Parallel Fractal Image Compression Using Web Services
Figure 15: The Flow Diagram of the Fractal Image Compression
Parallel Algorithm based on Web Services [6]
Below are the steps to be followed:
1. The original image is partitioned into non-overlapping
small range blocks of equal size, such as the size of
4X4, 8X8 or 16X16.
2. All the range blocks are divided into multiple task
blocks.
3. Client can search its required Web Service computing
nodes from the monitor, and then establish connection
with them by binding.
4. Client creates a thread for each Web Service computing
node which has been established connection with client.
This thread is responsible for assigning task blocks to
corresponding Web Service computing node and
receiving computational result.
5. All computational results are sorted according to the
BlockID of task blocks, and then written into
compressed file together.
CONCLUSION
A survey is made on the few parallel computing techniques
that are available for JPEG and Fractal Image Compression.
It is also briefed about the JPEG and Fractal Image
Compression algorithms, High Performance Computing,
GPU and CUDA that are available for parallel processing.
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