Obesity has become one of the major public health issues during the last three decades. A considerable number of determinants have been proposed for body mass index (BMI) by a large range of studies from multiple disciplines. In addition, it is well documented that impacts of these determinants are varying across demographic groups. However little is known about the relative importance of these potential determinants and the varying impacts of all relatively important determinants. Using the shrinkage estimation technique, we propose a variable selection procedure for the categorical varying-coefficient model. We present a simulation study to exam performance of our method in different scenarios. We further apply the proposed method to examine the impacts of a large number of potential determinants on BMI, using data from the 2013 National Health Interview Survey in the United States. By our method, the relevant determinants of BMI are identified through the variable selection procedure; and their varying impacts across demographic groups are quantified through the post-selection estimation.
Obesity has become one of the major public health issues during the last three decades. A considerable number of determinants have been proposed for body mass index (BMI) by a large range of studies from multiple disciplines. In addition, it is well documented that impacts of these determinants are varying across demographic groups. However little is known about the relative importance of these potential determinants and the varying impacts of all relatively important determinants. Using the shrinkage estimation technique, we propose a variable selection procedure for the categorical varying-coefficient model. We present a simulation study to exam performance of our method in different scenarios. We further apply the proposed method to examine the impacts of a large number of potential determinants on BMI, using data from the 2013 National Health Interview Survey in the United States. By our method, the relevant determinants of BMI are identified through the variable selection procedure; and their varying impacts across demographic groups are quantified through the post-selection estimation. 1 . Introduction. As a widely used measurement for body fat, body mass index (BMI) has been attracting significant attention from numerous researchers in multiple disciplines. The interest in measuring body fat came with increasing obesity in the last three decades especially in developed countries. According to WHO estimates, the worldwide prevalence of obesity is more than doubled between 1980 and 2014. Overweight is a major risk factor for a large range of noncommunicable diseases (Fontaine et al., 2003; WHO, 2015) . It is thus crucial to identify and quantify the correlations between potential predictors and BMI. Empirical studies, which try to link particular lifestyle behaviours and other risk factors to BMI, may inform and guide policy makers to provide efficient incentives and interven-tions to reduce population BMI. Numerous studies have been seen in the last two decades and a large number of factors have been proposed as important drivers of increasing BMI (for references see Cawley (2011) ). Though there is an impressive amount of evidence on the individual importance of determinants, there is little guidance for policy makers about where costcontainment efforts (Stice, Shaw and Marti, 2006) should be focused on. The inability of interventions to produce significant prevention effects may be due to incomplete understanding of the relative importance of predictors from various domains (Rehkopf et al., 2011) .
A lot of effort has been devoted to selecting the relatively important predictors for BMI in the last decade. Besides the conventional, but controversial, stepwise regression procedures (e.g., Von Kries et al. (2002) ), some new statistical methods have been proposed or adopted recently to select determinants of BMI. For example, Huang et al. (2009) propose a group bridge approach and apply it to determine risk factors on BMI of high school students. Rehkopf et al. (2011) adopt random forest, a tree-based analysis procedure, to rank the relative importance of risk factors for BMI among adolescent girls.
Despite the effort on selecting relatively important predictors for BMI, none of these studies simultaneously takes into account the fact that impacts of determinants on BMI may vary across demographic groups. In fact, these varying impacts have been well documented in the literature. For example, Yu (2012) find that education attainment has different impacts on BMI in different gender, age and race groups. Particularly, compared with college graduates, less educated whites and younger black women are more likely to be obese, and the differentials are larger for women than men, but weak or non-existent among black men and older black women. Similar evidences have been found by a considerable amount of studies, such as Colditz et al. (1991) , Sobal, Rauschenbach and Frongillo (1992) , Lipowicz, Gronkiewicz and Malina (2002) , Zhang and Wang (2004) , and so on. In order to capture such varying impacts, a common practice is to add interaction terms between selected BMI determinants and demographic variables into a regression model. The major shortcoming of this method is that it requires large degrees of freedom, which restricts the number of variables being allowed to have varying impacts on BMI. The choice of determinants having varying impacts, normally, serves to answer a specific research question, therefore it is arbitrary and lack of statistical support. Furthermore the method of adding interaction terms provides no statistical evidence to justify the importance of demographic variables, in terms of differencing the determinants' impacts on BMI.
In this paper, we provide a solution to the modelling issues existing in the literature of BMI studies using individual health survey data, i.e., (1) how to allow for and quantify the varying impacts of determinants on BMI; (2) how to justify the relative importance of demographic variables in differencing potential determinants' impacts on BMI; and (3) how to identify the relatively important determinants of BMI. Data used in this study are from 2013 National Health Interview Survey (NHIS) in the United States. There are 16, 593 observations, 48 potential determinants and 32 demographic groups generated by 3 categorical variables (i.e., age group, gender and race).
To allow for and quantify the varying impacts of BMI determinants across demographic groups, we adopt the categorical varying-coefficient model proposed by Li, Ouyang and Racine (2013) , which specifies the impacts of BMI determinants as unknown functions of demographic variables. Different from the conventional practice of adding interaction terms to regression models, categorical varying-coefficient model does not consume degrees of freedom that quickly when the number of demographic variables and/or BMI determinants increases. 1 Moreover, as documented in Li, Ouyang and Racine (2013) , the selection of optimal bandwidths for categorical variables provides statistical justification on the relative importance of demographic variables in terms of differencing BMI determinants' impacts, and is able to serve as a filter to remove irrelevant demographic groups. For example, in our BMI study we are able to demonstrate that all demographic variables including age, gender and race are important in driving the BMI determinants' impacts to be different in different groups. We also find that gender and race are stronger in differencing the determinants' impacts on BMI than age. To identify the relatively important determinants of BMI, we adopt the group LASSO method proposed by Yuan and Lin (2006) . In particular, we marry the categorical varying-coefficient model and the group LASSO method to simultaneously solve the aforementioned modelling issues in this BMI study.
The rest of the paper is organized as follows. We review the categorical varying-coefficient model of Li, Ouyang and Racine (2013) , and introduce a variable selection procedure and its asymptotic results for the varyingcoefficient model in Section 2. In Section 3, we conduct a Monte Carlo study to investigate the finite sample properties of the method. In Section 4, by using the 2013 NHIS data, we identify the important determinants of BMI and quantify their varying impacts on BMI across demographic groups. Section 5 concludes the paper with some discussions. The necessary assumptions required for the theoretical development are provided in Appendix A. Ad-ditional results and mathematical proofs are provided in the supplementary file of this paper (Gao et al., 2017) .
Methodology.
In this study, a categorical varying-coefficient model is adopted to capture the varying impacts of a large range of factors on BMI across demographic groups. Varying-coefficient models have attracted considerable attention and gained popularity in the past two decades from both theoretical and practical aspects (e.g., Hastie and Tibshirani, 1993; Fan and Zhang, 1999; Wang and Xia, 2009; Li and Racine, 2010; Li, Ouyang and Racine, 2013 ; and so forth). As discussed in Wang and Xia (2009) , including spurious regressors can degrade the estimation efficiency substantially. In order to address this issue, variable selection for varying-coefficient models has received increasing attention (Wang, Li and Huang, 2008; Wang and Xia, 2009; Ma et al., 2015) , but almost all of these existing variable selection methods for varying-coefficient models are specifically for the setting that only continuous predictors or indexes enter the nonparametric specification of linear parameters. In fact, it is very common in empirical applications that categorical variables influence the regressors' impacts on dependent variable, such as our BMI study in this paper.
To fill in the gap of literature and solve the modelling issues raised in BMI studies, we propose a variable selection procedure for the categorical varying-coefficient model below.
Brief Review: A Categorical
Varying-Coefficient Model. The model of Li, Ouyang and Racine (2013) is specified as follows: . . . , N, (2.1) where Z i = (Z i ,Z i ) is an r-dimensional vector of discrete covariates with a support D =D ×D,Z i = (Z i,1 , . . . , Z i,r ) ,Z i = (Z i,r+1 , . . . , Z i,r ) and 1 ≤r ≤ r. Moreover, {Z i , 1 ≤ i ≤ N } is independent of all other variables and has no impact on β 0 (·), which implies thatZ i has no impact on Y i at all. Therein,Z i andZ i are referred to as relevant and irrelevant covariates respectively. Whenr = r, there is no irrelevant covariate existing in the system, i.e.,Z i = Z i . To distinguish X i from Z i , they are referred to as regressors and covariates, respectively, hereafter. Based on the above description, the true model reduces to . . . , N, (2.2) where ε i is a random error term; X i = (X i,1 , . . . , X i,p ) is a p-dimensional vector of regressors; β 0 (z) = (β 01 (z), . . . , β 0p (z)) is a p-dimensional unknown imsart-aoas ver. 2014/10/16 file: aoasmainfinal.tex date: March 3, 2017 coefficient function; and no information is known in advance to distinguish Z i andZ i . Moreover, both p and r are supposed to be fixed. This assumption is not that controversial. For example, in our BMI application, the sample size N is normally much larger than the number of potential predictors of X, i.e., p, and the number of possible covariates Z is even smaller. In particular, N , p and r are 16593, 48 and 3, respectively, in our BMI application. We refer to Section 4 for the details.
Applying model (2.2) to BMI data analysis allows us to capture the varying impacts of X, i.e., potential predictors such as lifestyles and socioeconomic factors, on BMI (indicated by Y ) across demographic groups including gender, age group and race (denoted by Z). It is a common practice to capture such kind of varying impacts by adding interactions between the discrete Z variables and the X variables to a linear regression model, while it is straightforward to show that model (2.2) nests the latter model specification as a special case (cf., Appendix S3 of Gao et al. (2017) ).
To carry on the regression, the kernel function of Aitchison and Aitken (1976) for an unordered covariate is adopted:
where the range of θ s is [0, 1] for s = 1, . . . , r. It can be seen that θ s = 0 leads to an indicator function and θ s = 1 gives a uniform weight function. Then (2.3) allows us to construct a product kernel function of the form: (2.4) where Θ = (θ 1 , . . . , θ r ) . Therefore, for any z ∈ D, the kernel-based OLS estimator is denoted aŝ
where an optimal bandwidthΘ is obtained by minimizing the following cross-validation criterion function: 2.5) and the leave-one-out OLS estimatorβ −i is defined aŝ
It is convenient to introduce some notation here. For an r-dimensional vector z = (z 1 , . . . , z r ) ∈ D, we partition z as z = (z ,z ) conformably with Z i , wherez = (z 1 , . . . , zr) andz = (zr +1 , . . . , z r ) . Correspondingly, we partition Θ as Θ = (Θ ,Θ ) , whereΘ = (θ 1 , . . . , θr) andΘ = (θr +1 , . . . , θ r ) . Due to space limitation, all assumptions needed for the lemmas and theorems in this paper are stated in the Appendix A, and all mathematical proofs are provided in the supplementary file (Gao et al., 2017) . Given that our study is based on Li, Ouyang and Racine (2013), we borrow two results from them and summarize them in the following lemma: Lemma 2.1 summaries Theorems 1 and 3 of Li, Ouyang and Racine (2013) and provides asymptotic theory of smoothing parametersΘ. In particular, the rate of convergence ofθ s depends on whether there is irrelevant covariate or not, rather than the identification requirements stated in Assumption 2.1 or 2.2. For details, see Theorems 1 and 3 of Li, Ouyang and Racine (2013) . It is worthwhile to mention that for nonparametric/varying-coefficient models with at least one covariate as continuous variable, the asymptotic theory of selected smoothing parameters through cross-validation has also been well developed (cf., Hall, Li and Racine (2007) and Li and Racine (2010) ).
For a covariate z s , if we obtainθ s = 1, we can safely remove z s from the model. 2 To some extent, this provides a variable selection procedure for covariates. Hereafter, with slight abuse of notation, we assume that we have removed all detected irrelevant covariates according to Lemma 2.1, i.e., those z s withθ s = 1, and the remaining covariates of the ith observation is still represented by Z i = (Z i ,Z i ) as before. However, clearly there is a positive probability such that noZ i exists. The purpose of this variable selection on covariates is to reduce the total number of distinct realizations of z from our sample {Z 1 , . . . , Z N }.
2.2.
Variable Selection on X i . For model (2.2) with all detected irrelevant covariates removed, we propose a variable selection procedure to identify regressors of X i with nonzero coefficient, when both p and r are fixed. Assume that there exists an unknown set U c ⊆ {1, . . . , p} satisfying that E|β 0j (Z i )| 2 = 0 if and only if j ∈ U c , where β 0j (Z i ) denotes the jth element of β 0 (Z i ). To simplify notation, we assume that in the true model,
In other words, only the first p * variables in X i have nonzero coefficients and our goal is to identify U and U c .
Let m denote the number of realizations of z by observing {Z 1 , . . . , Z N }. Obviously m converges to the cardinality of D in probability with nondegenerate probability imposed on i.i.d. Z i as N diverges to ∞. Since m is finite and observable, our parameters of interest can be characterized by the following m × p matrix B with the underlying true coefficient function B 0 . For the sake of presentation, denote
where z j , j = 1, . . . , m, denotes the jth realization of z ∈ D.
Notice that the last p − p * columns of B 0 are zero columns. By treating entries in each column of B 0 as a group, the selection on regressor of X i is, essentially, to identify those groups (i.e., columns) of the matrix B 0 with all entries as zero. Following the spirit of Yuan and Lin (2006) , we consider the following regularized least squares estimator:
whereΘ is the smoothing parameter vector obtained from Lemma 2.1; b s (s = 1, . . . , p) is the sth column of B as denoted in (2.6); p s=1 γ s b s is the group-wise regularizer and defined as the weighted sum of the 2 norms of all the column vectors in B; and γ = (γ 1 , . . . , γ p ) represents the weight that controls the group-wise regularizer.
Remark 2.1. If we ignore the optimal bandwidth selection and use an indicator function to replace all kernel functions, we essentially have an adaptive version of a group LASSO model (cf., Yuan and Lin (2006) ). On the other hand, if we set all γ s 's to 0, we end up with the model proposed in Li, Ouyang and Racine (2013) . Due to the features of BMI data, we combine both methods together and try to filter out any redundant information as much as possible.
Our first theorem is stated below.
where ω 2 is a sufficiently large constant. Then Pr( b γ,j = 0) → 1 for j = p * + 1, . . . , p.
The first result of Theorem 2.1 states if the regularizer weight is not too large, estimator (2.7) always has optimal √ N consistency. The second result implies that when the regularizer weight is at level √ N , estimator (2.7) can successfully identify those regressors with zero coefficient. To satisfy the assumptions in Theorem 2.1, all elements of γ can be simply set at level √ N . However, with such γ, Theorem 2.1 does not imply any asymptotic normality property of the estimator (2.7). While in Li, Ouyang and Racine (2013) , asymptotic normality property has been achieved for the oracle estimator. 3 Specifically, the oracle estimator is defined as:
where j = 1, . . . , m and X iU = (X i,1 , . . . , X i,p * ) .
In fact, with a more careful data-driven choice of γ, we can further achieve the asymptotic normality whenever there is no irrelevant covariate with the help of following oracle property for our estimator (2.7). . . ,β γ,jp * ) ;β γ,js denotes the sth element ofβ γ,j for j = 1, . . . , m and s = 1, . . . , p * ; and γ * is denoted in Theorem 2.1.
To achieve an asymptotic normality for the estimator (2.7), the convergence rate ofβ γ,jU toβ ora (z j ) has to be much faster than 1 √ N . The oracle property in Theorem 2.2 implies such a result as long as γ * is much smaller than √ N . Therefore the simple choice of √ N level for γ is not sufficient. To achieve a desired asymptotic normality property for the estimator (2.7), we propose a data-driven choice of γ, which can yield an even faster rate of convergence of an order of o P 1 √ N to the oracle estimator. From now on, we assume that whenever the true coefficient is nonzero, that is b 0s = 0 for s = 1, . . . , p * , its 2 norm is much larger than root N level, i.e., b 0s 1 √ N for s = 1, . . . , p * . This assumption is not controversial in the current fixed dimension setting in which b 0s is some positive constant as N increases.
Similarly to Wang and Leng (2007) and Wang and Xia (2009) , our datadriven regularizer weight is as follows:
whereγ is a scalar,b s is the sth column of the unregularized estimatorB, andB is obtained from (2.8) by simply choosing γ 1 = · · · = γ p = 0 as follows:B 
Then the intuition of choosing γ as (2.10) is straightforward. The unregularized estimator B is an √ N consistent estimator. It provides information on how likely each column of B 0 is a zero column. In other words, smaller b j implies that the jth column is more likely to be zero and hence suggests a larger regularizer on b j . In particular, given that b s for j = 1, . . . , p imply that a large enough constantγ would satisfy all the conditions on γ. More specifically, we select the constantγ by the following modified BIC-type (MBIC) criterion:
where dfγ is the number of nonzero coefficients identified byBγ, and RSSγ
Recall the true set of nonzero coefficients is denoted by U = {1, . . . , p * }. Let Sγ = {j : bγ ,j > 0, 1 ≤ j ≤ p} indicate the set of relevant variables identified by the regularized estimatorBγ with the weight parameter γ chosen by (2.13 
for the relevant covariate case defined in Assumption 2, and for j = 1, . . . , m, where
, and X iU has been defined in (2.9 
When there is no irrelevant covariate (i.e., r =r and Z i =Z i ), the asymptotic normality result of (2.14) is based on the limiting distribution of √ N (β ora (z j ) − β 0U (z j )), which is established by applying Theorem 2 of Li, Ouyang and Racine (2013) on the oracle model. In practice, one may want to establish a consistent estimate for Σ(z j ) for j = 1, . . . , m, which can be immediately obtained following the procedure provided in Theorem 2 of Li, Ouyang and Racine (2013), assuming Sγ = U :
However, when there are irrelevant covariates (i.e., r >r), the asymptotic distribution of √ N (β ora (z j ) − β 0U (z j )) remains unknown even for the oracle estimator and hence we only obtain √ N consistency in (2.15) . In this case, the asymptotic distribution of √ N (β ora (z j )−β 0U (z j )) can be established by using a bootstrap method as documented in Li, Ouyang and Racine (2013) .
In this section, we propose a regularized estimator for the categorical varying-coefficient model and obtain its superior statistical properties. In particular, the coefficients of the proposed categorical varying-coefficient model possess a natural group structure. To take an advantage of the structure, we apply a group-wise regularizer to improve accuracy of variable selection and parameter estimation. Moreover, we apply a data-driven method, i.e., a modified BIC-type criterion, to select the weight parameter, which further boosts the performance and helps to achieve an asymptotic normality property for the estimator, especially when no irrelevant covariate presents.
Monte Carlo Evidence.
In this section, we conduct a comprehensive Monte Carlo (MC) study to show the finite-sample performance of our method and a range of competing methods. To each generated data set {Y i , X i , Z i }, firstly, we apply model (2.2) and estimate the optimal bandwidths. Following Lemma 2.1 and its discussion in Section 2.1, we remove irrelevant covariates to reduce the number of groups based on the realizations of Z i . 4 Secondly, we identify the irrelevant regressors by estimatingB through (2.7). Lastly, we estimate the model excluding irrelevant covariates and regressors by the unregularized estimator proposed in Li, Ouyang and Racine (2013) . The purpose of the last step is to further reduce the possible bias.
To compare the finite-sample performance of our method with some competing ones and put all the methods on equal footing, we use their adaptive versions for all LASSO related methods. More specifically, for each data set, we conduct (a) an adaptive version group LASSO estimation method; (b) an adaptive version of LASSO estimation method; and (c) stepwise estimation method. In particular, group LASSO method (denoted by GroupL) is essentially a special case of (2.2), i.e., with all bandwidths equal to 0. Alternatively, without taking into account of the varying impacts of X on Y according to Z, we apply methods (b) and (c) to the linear regression model (3.1) below (denoted by LASSO1 and SW1, respectively). Moreover, we apply methods (b) and (c) to the linear regression model (3.2) below (denoted by LASSO2 and SW2, respectively), where the varying impacts of X on Y are (particularly) captured by the interaction terms between X on Z. It is a very common practice in empirical studies (e.g., Yu (2012)).
where Z i,jk = 1 if the j th element of Z i being k with k = 1, . . . , c j − 1; Z i,jk = 0, otherwise. Notice that when X i does not exist in a model (3.1), i.e., only categorical variables are included, special treatment (Gertheiss and Tutz, 2010) can be considered. We avoid using more complicated ways to introduce interactions in model (3.2), since it is almost impossible to exhaust all possibilities.
We consider three scenarios in terms of the data generating process (DGP). In the first two scenarios, the DGPs are based on two categorical varyingcoefficient models, i.e., without and with irrelevant covariate included in Z i , respectively. And the DGP of the third scenario is a conventional linear regression model. Details of the DGPs are as follows. Scenario 1: Let p = 10, p * = 5, and (p − 1)-dimensional vector with all entries being one; H i is i.i.d. over i and follows N (i p−1 , I p−1 ); and ε i is i.i.d. over i and follows N (0, 1). Let β 0j (Z i ) denote the jth element of the coefficient function β 0 (Z i ) for j = 1, . . . , p.
Two sub-scenarios are designed as without and with irrelevant covariate included in Z i , respectively.
• Scenario 1.1: Relevant Covariate Case (i.e.,r = r). For ∀j ≤ 5,
for ∀j > 5, β 0j = 0. • Scenario 1.2: Irrelevant Covariate Case (i.e.,r = 1). For ∀j ≤ 5,
for j > 5, β 0j = 0. . . , β 0p ) , and β 0j = 5 with j ≤ 5 and β 0j = 0 with j > 5. All the other variables are generated in exactly the same way as for Scenario 1. Under Scenario 1, model (2.2) is correctly specified, while models (3.1) and (3.2) are misspecified. Therefore, we expect our estimator performs better than the other methods. Under Scenario 2, all models (i.e., (2.2), (3.1) and (3.2)) are correctly specified, so we expect reasonable performance from all the estimators.
To evaluate model performance, we examine three measures. They are (1) the percentage of missed true regressors (FNR); (2) the percentage of falsely selected noise regressors (FPR) 5 ; and (3) mean squared prediction error (MSPE). We calculate MSPE, in the spirit of Chu, Li and Reimherr (2016) , as follows:
whereŷ −i denotes the leave-one-out prediction for the ith individual (i.e., we implement estimation without the observation of the ith individual, and then use the estimated parameters to predict y i for the ith individual). For each method under each scenario, we report averaged, over 1000 replications, FNR and FPR, and the root of averaged MSPE, denoted as RME. Note that the estimated RME should ideally converge to the standard deviation of ε i (i.e., 1 in our MC design). Therefore, an estimated RME closing to 1 is an indicator for good model performance of the corresponding method.
In this MC study, we also consider a range of different settings for (N, r). In particular we consider N of 2000, 4000 and 8000, which are reasonable, if not much smaller, sample sizes in empirical applications. With regard to the size of r, we set it as 2, 3, and 4. It is noteworthy that as r = 4, we already have 81 demographic groups based on our DGP, so it is more than enough to demonstrate that the current setting covers our case study perfectly. For example, in our BMI study, 3 covariates (and 32 groups) are reasonably considered, which is supported by the BMI literature (cf., Yu (2012)).
We summarize the simulation results in Table 1 . As expected, under Scenarios 1.1 and 1.2, our estimator (denoted as Varying-Coef) and group LASSO estimator (denoted as GroupL) outperform all other methods in general. As models (3.1) and (3.2) are misspecified, it is not surprising that LASSO1, LASSO2, SW1 and SW2 do not perform well. The RME's estimated by our estimator and group LASSO method, under different settings, are all close to 1, i.e., the true standard deviation of ε i . However, those estimated by LASSO and stepwise methods are far away from 1, which is an indication for less accurate estimates. Note that the true regressor can almost be identified by our estimator and group LASSO method, i.e., FNR's are zero; in contrast, FNR's from SW1, SW2 and LASSO2 are considerably large. FPR's from Varying-Coef and GroupL are very low, compared to those from all other methods. Not surprisingly, under Scenario 2, all methods perform relatively well except SW1 and SW2.
We now take a close look at these results from Varying-Coef and GroupL, as both of them can address two questions raised in the introduction, i.e., (1) allowing for and quantifying the varying impacts, and (2) identifying the relatively important determinants. However, only our method is able to address the question of "how to justify the relative importance of demographic variables" by looking at the estimates of the optimal bandwidths based on Lemma 2.1. Compared to the group LASSO method, the better performance of the varying-coefficient setting is due to the following two reasons: (1) The varying-coefficient setting uses optimal bandwidths throughout Scenarios 1.1, 1.2 and 2 can potentially include more samples after we remove extra covariates from the system. For the sake of space, we report the histograms of the estimates on the bandwidth of irrelevant covariate with corresponding discussions in the supplementary file of this paper (Gao et al., 2017) .
4. An Application to BMI.
4.1.
Data. Data used in this empirical study are from the 2013 National Health Interview Survey (NHIS) in the United States. The NHIS is conducted annually through face-to-face interviews. Our analysis focuses on adults aged 18 and over. BMI is calculated based on self-reported height and weight. We exclude underweight individuals (BMI less than 18.5) from our analysis, and focus on such individuals with normal weight and overweight. There are three reasons for us to do so. First, underweight is a much less prevalent health problem in developed countries like the U.S. In particular, in the NHIS data underweight accounts for a very small proportion, i.e., 1.8 percent of the whole sample. Second, factors causing (or relating to) underweight are very much different from those for overweight or obesity. For example, eating disorders, such as anorexia nervosa and bulimia, lack of nutrition, and a hypermetabolism state, are considered as causes of underweight (Ali and Lindström, 2006) , while unhealthy lifestyles and poor socio-economic factors are the major determinants of overweight and obesity (as discussed below in detail). However, information on these potential determinants of underweight is not available in NHIS. Last but not least, for common factors causing both underweight and overweight, their impacts on BMI might have different signs. For example, mental health problems, such as depression, can cause both BMI increase from normal weight to overweight level (positive impact on BMI) (Faith et al., 2011) and BMI decrease from normal weight to underweight level (negative impact) (Carey et al., 2014) . This kind of "U" shape impact of determinants on BMI is hardly captured by our method. 6 In the end we use the natural logarithm transformed BMI in our analysis, because BMI scores are skewed towards higher values in our sample (Zeng et al., 2013) .
Through a systematic review of the literature on overweight and obesity, we test impacts of 48 factors 7 (i.e., regressors X in the model (2.2)) on BMI, 6 We thank one referee for pointing out that quantile regression can serve as an alternative modelling method for BMI (Koenker, 2005; Zhao, Zhang and Liu, 2014) . See Section 5 for a detailed discussion.
7 The number of factors tested is restricted by information available in the data set. For example, energy intake and dietary habit are important factor for BMI and obesity (see, for example, Hill and Peters (1998) including lifestyle factors, such as physical activity (Galani and Schneider, 2007) , alcohol consumption (Colditz et al., 1991) , smoking habits (Cawley and Scholder, 2013) and so on; socio-economic factors (Cohen et al., 2013) such as education, income, working arrangement, etc.; and some other factors such as marital status (Sobal, Rauschenbach and Frongillo, 1992) , duration of US residence (Oza-Frank and Cunningham, 2010) , and depression (Faith et al., 2011) . As discussed, a range of previous studies show that the impacts of regressors X on BMI are varying across demographic groups (Colditz et al., 1991; Sobal, Rauschenbach and Frongillo, 1992; Zhang and Wang, 2004) . Therefore, we choose categorical variables of age, gender and ethnicity as covariates, i.e., Z in our model. By excluding such individuals with underweight and those having missing values of any variable involved in the model, we end up with a data set having 16593 observations. Definitions and summary statistics for all variables are presented in Table 2 . Furthermore, Table 3 lists all 32 (i.e., m = 32) possible realizations of the covariates.
4.2.
Summary of the Main Findings.
Variable Selection.
First of all, we implement (2.5) to estimate the optimal bandwidth parameters. Results are reported in Table 4 . It can be seen that all three covariates are relevant, however, their influences on the impacts of regressors on BMI are quite different. In particular, ethnicity and gender have relatively stronger influences than age group because the smoothing parameters associated with ethnicity and sex are much smaller than that of age.
Based on these smoothing parameters, we then apply our method to identify the relevant and irrelevant regressors to BMI. The optimal weight parameter selected by the modified BIC-type criterion through (2.13) iŝ γ = 3.2. Table 5 presents the result of variable selection through equation (2.7) . 24 regressors, out of 48 in total, are identified as relevant, and the others are irrelevant to BMI. In particular, while our estimate suggests that exercise is correlated with BMI, the level of intensity and frequency does matter. For example, compared to never doing vigorous (or strength) activity, doing such a level of exercise less than once per week has almost no effect on BMI, while doing it more than once per week starts to change BMI. In terms of light/moderate activity, however, people have to do it more than three times per week to see some effect on BMI. Results from our study may provide guidance for policy available in NHIS.
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GAO, PENG, REN AND ZHANG makers to adopt more efficient incentives to avoid overweight or obesity, i.e., encouraging people to do more intensive exercise or to do moderate exercise more frequently rather than simply promoting exercise at any intensive level with any frequency. Both the status of drinking and smoking and their consumption level are relevant to BMI. No impact from computer use can be seen. For socioeconomic factors, education, income, and the two highest levels of occupational social class (OSC) (occup1 and occup2, compared to lowest OSC, i.e., occup5 ), and health professional visit in the last 12 months are identified as relevant regressors for BMI, but the two lower levels of OSC (occup3 and occup4, compared to occup5 ), working arrangement, working hours, house ownership, health insurance coverage and medical care expenditure are irrelevant to BMI. Among all other factors, indicators on duration of living in the U.S. (i.e., born in the U.S. and living in the U.S. more than 15 years, compared to living in the U.S. less than 5 years), living in the south (compared to living in the west), marital status and mental health problems are robust factors for BMI, however living in the US more than 5 years but less than 15 years (compared to less than 5 years), citizenship, living in either the north east or the middle west (compared to living in the west) have no impact on BMI.
For comparison purposes, in this BMI study we also estimate the other five models applied in Section 3, i.e., group LASSO method, LASSO method applied to models (3.1) and (3.2), respectively, and stepwise method applied to models (3.1) and (3.2), respectively. X and Z in models (3.1) and (3.2) have the same specification as what has been discussed in Section 4. 1. It is worthwhile to mention that such variables selected by our method are exactly the same as those selected by group LASSO method. To compare model performance, we calculate root leave-one-out mean squared prediction errors (RME) RM E = ( N i=1 (ŷ −i − y i ) 2 /N ) 1/2 for each model in Table 6 8 , whereŷ −i denotes the leave-one-out prediction for the ith individual. It can be seen that our method outperforms all the other five models with the lowest RME. It is also interesting to see that group LASSO method performs as the second best, followed by LASSO methods applied to model (3.2) (the one taking account of varying impacts of X on BMI through interaction terms between X and Z). The LASSO method applied to model (3.1) (i.e., no varying impact is accounted for) performs worse than its counterpart. Performance of stepwise method is the worst amongst all options. Besides the superior performance of our method, these results also demonstrate, to some extent, that the varying impacts of potential factors on BMI are widely To quantify the effects of relevant regressors on BMI, we conduct a post-selection estimation using the unregularized estimation method for the varying-coefficient model only including the relevant regressors (i.e., equation (2.9)). For the sake of space limitation, in the supplementary file (Gao et al., 2017) we provide the full estimation results, including point and confidence interval estimates for the relevant determinants' impacts on BMI across demographic groups. Generally speaking, these estimated coefficients confirm that the selected variables are truly relevant to BMI. Because none of these regressors have their effects over all 32 groups to be constant zero, given zero is not consistently covered by the, at least 95%, CIs 9 of the 32 varying-effects of each regressor.
Taking the regressor of us born as an example, its varying effects on BMI cross 32 demographic groups are shown in Figure 1 . The demographic groups are indicated in the horizontal axis (for details, see Table 3 ). "×" represents the point estimate from the post-selection estimation, and the vertical line represents the 95% CI estimate. Two results emerge from this figure. First, the post-selection results show that the estimated effects of us born on BMI are positive for all groups, which confirms that the regressor of us born is truly relevant to BMI. Second, the effects of us born on BMI are apparently varying across the 32 demographic groups. In particular, the effects are higher for males (groups 1-16) than females (groups 17-32) when age and race are the same, i.e., group 1 vs group 17, 2 vs 18, and so forth. Furthermore, the differences are more significant for Asian groups. As shown in Figure 1 , there is almost no overlap between the two corresponding CI estimates, i.e., group 3 vs group 19, 7 vs 23, 11 vs 27, and 15 vs 31. Comparing across groups having the same gender and age range, us born normally has higher impacts for Asian people. Taking the four youngest male groups as an example, being born in US increases BMI by 12.78% for Asians, which is higher than the increases of 6.11%, 11.24%, and 8.69% for white, black and all other races, respectively. In order to solve some challenging modelling and statistical issues existing in the literature of BMI studies, we propose a variable selection procedure for the categorical varying-coefficient model. We examine the impacts of a wide range of potential factors proposed in the huge literature on BMI and obesity by using data from the 2013 NHIS in the United States. Specifically, (1) we allow for and quantify the varying impacts of determinants on BMI by using a varying-coefficient setting; (2) we systematically justify the relative importance of demographic variables in differencing potential determinants' impacts on BMI by looking at the optimal bandwidths of demographic group variables; (3) we identify the relatively important determinants of BMI by using a group LASSO technique.
Correspondingly, we also derive some asymptotic properties for the datadriven procedure documented in this paper. Our theoretical results show that true model can be successfully detected with probability going to 1 under certain mild conditions. In addition, the proposed estimator also achieves asymptotic normality on the true (oracle) model, whenever there is no irrelevant covariate.
In this study, we have not investigated any asymptotic behaviour for the case where both p and r diverge to infinity. If we ignore the optimal bandwidth selection by using the indicator function to replace all kernel functions and let p and r diverge to infinity (let alone the fact that the number of demographic groups grows exponentially with r), the theoretical study reduces to that investigated by Lounici et al. (2011) . However, to the best knowledge of authors, how to achieve the optimal bandwidths for model (2.2) remains unknown for the high-dimensional case. We will pursue this in a future study.
In the end, as suggested by one referee, it is worthwhile to mention that quantile regression model (Koenker, 2005) is an alternative approach if the interest is in some specific range (e.g., low or high) of BMI observations. In fact, a similar variable selection problem under the quantile categorical varying-coefficient model is considered by Zhao, Zhang and Liu (2014) . Through using a penalized approach with both LASSO and fused LASSO (Tibshirani et al., 2005) penalties, their method particularly advocates the fusion of categories of determinants for each regressor, hence less emphasizing varying impacts among different categories, which is the focus of our approach via a group LASSO penalty. The major difference between the proposed quantile regression procedure in Zhao, Zhang and Liu (2014) and our method is that the former cannot justify the relative importance of demographic variables while our method achieves this goal by adopting a kernel function to select optimal bandwidth in (2.5). For studies particularly interested in specific ranges of BMI, it would be more interesting to enable the corresponding quantile categorical varying-coefficient model to retrieve the information of demographic variables by properly marrying a bandwidth selection procedure and group LASSO type penalty. We leave it as a future project.
