ABSTRACT Multiple Type-I censoring represents that all the test units are terminated at different times. Hence, it is the general form of Type-I censoring, which is common in life testing experiments due to simplicity. Besides, the two-parameter exponentiated Weibull (EW) distribution could describe both the nonmonotone and monotone failure rates. Obviously, it is extremely meaningful to estimate the EW parameters with multiply Type-I censored data. The problem is studied in this paper. First, the point estimates are presented using a maximum likelihood estimate (MLE) and least-square estimate (LSE), respectively. Next, the asymptotic normality of MLE and bootstrap method based on LSE are used to construct the confidence interval (CI) for EW parameters. Furthermore, the Bayesian model is provided by fusing kinds of prior information. Two different prior distributions are discussed to obtain the Bayesian estimate (BE) and modified Bayesian estimate (MBE) together with the corresponding Bayesian credible intervals for EW parameters. Different point estimates and CIs are compared through a Monte Carlo simulation study. It is demonstrated that the MLE outperforms LSE and MBE is superior to others. Finally, a published dataset is analyzed to illustrate the application of these methods. The results agree with the simulation conclusions. Therefore, the study in this paper is useful and effective.
I. INTRODUCTION
The exponentiated Weibull (EW) distribution, introduced by Mudholkar and Srivastava [1] , is an extension of the widely used Weibull distribution by adding an additional shape parameter. It is frequently used to describe the lifetime data. The probability density function (pdf) of EW distribution with two shape parameters, denoted by EW(α, θ ), is f (t) = αθ t α−1 e
where t is the lifetime, α and θ are the two shape parameters [2] . The cumulative distribution function (CDF) could be given by
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Its corresponding reliability function is
The major attraction of the EW distribution is that EW family is able to model both the nonmonotone and monotone failure rates. And the shapes of failure rate function with respect to the two shape parameters are summarized in [3] as follows.
(1) Constant if α = θ = 1.
(2) Increasing (decreasing) if α ≥ 1, αθ ≥ 1 (α ≤ 1, αθ ≤ 1).
(3) Bathtub shape if α > 1, αθ ≤ 1. (4) Upside-down bathtub shaped (unimodal) if α < 1, αθ > 1.
As the illustration, the failure rate functions under some specific parameter settings are depicted in Fig.1 . Hence, it has become more appealing in reliability engineering. For example, the performance of airborne optical communication is evaluated by modelling the atmospheric turbulence using EW distribution [4] . The stress data of carbon fibres and life test data of ball bearings are also fitted by EW model [5] . Based on the accelerated life simulation using EW distribution, cost optimization model is analyzed [6] .
The estimation of the parameters for EW distribution using the life testing data is an important problem. In life testing, due to the shortly total time spent on the experiment, and the limited number of used units, the experiment is often terminated before all the units get failed. Therefore, censored data is often collected in engineering. Type-I and Type-II censoring are the two common censoring schemes. The estimates of the EW parameters have been discussed extensively with complete data [5] , [7] , [8] , conventional Type-I censored data [9] , conventional Type-II censored data [8] , [10] , [11] , progressive Type-II censored data [12] - [14] , Type-II doubly censored data [15] , adaptive progressive Type-II censored data [2] and group data [7] , [10] . It is found that during the existing literature, the point estimates of EW parameters are mainly focused on and the construction of confidence intervals (CI) for EW parameters is not sufficient.
Type-I censoring is more popular in practice as it is terminated when an identical prespecified time point has been reached [16] . The general form of Type-I censoring represents that all the test units are terminated at different times. It is called multiple Type-I censoring and has received considerable attention recently [17] - [20] as it is more popular and practical in life testing. Considering the non-monotone failure rates of EW distribution, it is rather meaningful to study the estimation of EW parameters with multiply Type-I censored data. However, we have not found any work on this topic after exhaustive reviews of literature. We are motivated to fill this gap. In this paper, both the point estimates and CIs for the two-parameter EW distribution are studied with multiply Type-I censored data.
The rest of this paper is organized as follows. Section 2 shows the point estimates of EW parameters. The CIs for EW parameters are constructed in Section 3. Section 4 introduces the Bayes inference. Numerical study and illustrative example are shown in Section 5 and Section 6, respectively. And this paper is concluded in Section 7.
II. POINT ESTIMATES OF EW PARAMETERS
In this section, the point estimates of EW parameters would be discussed using maximum likelihood estimate (MLE) and least-square estimate (LSE), respectively.
Suppose that n units with lifetime T 1 , T 2 , . . . , T n which follow the EW distribution, are placed on a life testing experiment. Given n censored time points τ 1 , τ 2 , . . . , τ n , the life times t i could be collected from multiple Type-I censoring
, where
δ i be the observed number of failures in the collected sample (t i , δ i ), then the likelihood function is
which could be simplified into
where
. By taking logarithm of likelihood function, we have
Then the MLEs can be obtained by solving the following equations simultaneously, i.e.,
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Clearly there are no closed-forms for solutions to α and θ . Therefore, (9) could be solved using an iterative numeric technique to obtain the MLEsα M andθ M . And different initial values are tried to guarantee the uniqueness of the MLEs.
B. LEAST-SQUARE ESTIMATE OF EW PARAMETERS
The key step to obtain the LSE is to estimate the cumulative failure probability F i . The Herd-Johnson method has been widely used as it has a desirable theoretical property [21] .Ascending the sample t i (i = 1, 2 . . . , n) as t (1) < · · · < t (n) and denote δ (i) = 1 if t (i) is the failure data. In this case, the Herd-Johnson method [22] is adopted to estimate F i for t (i) with δ (i) = 1. The formula can be given bŷ
where i represents the rank of the failure time point t (i) and F 0 = 0. It should be stressed that for the censored data,F i is only obtained for failure times without censored times. Also, only if there are at least two failure times in censored data, that the LSEs could be calculated. By minimizing
the LSEs of EW distribution parameters could be obtained. Actually, the solutions to (12) have no explicit forms, therefore, numerical optimization techniques, such as DerivativeFree Optimization, could be used to obtained the LSEsθ L andα L . And different initial values are tried to guarantee the uniqueness of the LSEs.
III. CONFIDENCE INTERVAL FOR EW PARAMETERS
In this section, the construction of confidence intervals (CIs) for EW distribution parameters is proposed using the Fisher information with the asymptotic normality of MLEs and bootstrap method, respectively.
A. CONFIDENCE INTERVAL BASED ON FISHER INFORMATION
The Fisher information matrix is usually used to construct CIs with the asymptotic normality of MLEs. [22] It is significant to determine the Fisher information matrix expressed by
For EW distribution with multiply Type-I censored data, the elements in Fisher information matrix are
As it is difficult to calculate the expected values, approximate calculation is adopted by evaluating the second order derivatives with MLEs [22] as
Further, the inverse matrix of I M is the asymptomatic variance-covariance matrix of θ M ,α M as
According to the asymptotic normality of MLEs, we havê
Therefore, the two-sided 100(1 − ζ )% CIs take the following forms
where U ζ represents the ζ th quantile of the standard normal distribution.
B. CONFIDENCE INTERVAL BASED ON BOOTSTRAP METHOD
The bootstrap method is frequently used in applied statistics to produce the CIs. The idea is to resample from the data and obtain CIs from repeated estimations on the resamples. Hence, the bootstrap method is used to determine the CIs for EW parameters based on LSEs. Given the sample size n, censored time τ 1 , τ 2 , . . . , τ n and bootstrap sample size K , the details to construct the CIs for EW parameters are shown in the Algorithm 1.
IV. BAYESIAN INFERENCE OF EW PARAMETERS
In this section, Bayesian model is considered when the prior information on parameters α and θ is available. According to the Bayes theory, the prior distribution needs to be determined firstly and then the posterior distribution is derived accordingly to obtain the Bayes estimates (BE). In the following, two different prior distributions would be discussed.
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Algorithm 1
Step 1: Calculate the LSEs α L and θ L of EW parameters with original Type-I censored sample.
Step 2: Generate the random sample t 1 , . . . ,
Step 3: Obtain the multiply Type-I censored sample t b 1 , . . . , t b n by choosing the minimum values between t 1 , . . . , t n and censored time points τ 1 , τ 2 , . . . , τ n . Provided r < 2, return to Step 2.
Step 4: Compute the bootstrap estimates of α and θ based on t b 1 , . . . , t b n , which are denoted byα bl andθ bl , respectively.
Step 5: Repeat Steps 2 − 4 K times, and sort the bootstrap estimates ascendingly asα bl
Then the 100(1 − ζ )% bootstrap CIs based on LSEs for α and θ are [α bl
A. BAYES ESTIMATE Nassar and Eissa [8] suggested a conditional prior distribution of θ given α as
which may appropriately be the conjugate gamma distribution with a shape parameter ν > 0, and prior density of α is assumed to be an exponential distribution taking the form of
where d > 0 is the mean value of α. Obviously, the prior mean and variance of θ are να and να 2 .
The joint prior distribution of α and θ is given by multiplying (19) and (20) as
Combining the likelihood function in (6), the joint posterior distribution of α and θ is
And the conditional posterior distributions of α and θ are
Considering the complexity of the likelihood function and posterior density, we adopt Markov Chain Monte Carlo (MCMC) to obtain the estimates of α and θ [23] . The details of MCMC technique are shown in Algorithm 2.
Algorithm 2
Given conditional posterior distributions π (α|θ, t), π (θ|α, t) and sample size S:
Step 1: Let i = 1 and generate the initial values α (1) and θ (1) of parameters α and θ randomly.
Step 2: Let i = i + 1, draw samples α (i) and θ (i) from π (α|θ (i−1) , t) and π (θ |α (i−1) , t), respectively.
Step 3: Repeat step 2 until i = S to obtain the samples of α and θ with size S, respectively.
According to the drawn samples, the Bayes estimates (BE) of EW parameters under the square loss function arê
where M is the burn-in period, which is a number of iterations before the stationary samples are obtained. It should be emphasized that in Step 2 of the above algorithm, MetropolisHasting (MH) sampling technique [24] is used to generate the random variables α (i) and θ (i) from π (α|θ (i−1) , t) and π (θ |α (i−1) , t). Then sort samples in ascending order as
]. Similarly, the Bayes credible interval for θ could also be determined.
B. MODIFIED BAYES ESTIMATE
The prior density suggested in [8] indicates that θ and α are not independent and the prior mean and variance of θ is να and να 2 . However, in Bayesian method α is a regarded as a random variable. Therefore, sometimes it becomes difficult to determine the parameters of prior distributions in practical engineering., Due to the inconvenience caused by the dependence of θ and α, prior distributions of θ and α are modified and given by
Obviously, the prior mean and variance of θ are ν 1 /d 1 , ν 1 /d 2 1 and the mean and variance of α are ν 2 /d 2 , ν 2 /d 2 2 . Actually, all these parameters can be easily determined using the prior information, such as expert experience or the historical lifetime data.
By multiplying (26) and (27), the joint prior distribution of α and θ takes the form of
Combining the likelihood function, the joint posterior distribution of α and θ is The conditional posterior distributions of α and θ are
Then by using MCMC method, the modified Bayesian estimates (MBE) and modified Bayes credible intervals could be obtained by using the Algorithm 2 similarly.
V. NUMERICAL STUDY
In this section, a Monte Carlo simulation study is conducted to compare different point estimates and CIs for EW parameters. The performance of different estimates and CIs is compared under different parameter settings. Parameter values of α, θ , sample size n and the censored time τ 1 , τ 2 , . . . , τ n are necessary for this simulation. The values of EW parameters (α, θ) are set as (1, 1), (0.5, 0.5), (2, 0.4) and (0.5, 4). And the sample size n is considered as 30, 50 and 100. For convenience, the interval duration between the adjacent censored time points is assumed to be uniform as i = (τ i+1 −τ i ) = , i = 1, 2, . . . , n − 1. Therefore, by giving the values of τ 1 and τ n , could be computed by = (τ n −τ 1 )/(n−1) and all the censored time points can be determined. For simplicity, the prior parameters are ν = θ α , d = α, ν 1 = 10θ , ν 2 = 10θ 2 , d 1 = 10α and d 2 = 10α 2 . And let the sample size S be 1000 and burn-in period M be 10%S, which is 100.
The simulation steps are listed as follows.
(1) For given values of n, α, θ , τ 1 , and τ n , generate multiply Type-I censored sample from EW(α,θ ).
(2) The MLEs of α and θ , denoted byα M ,θ M , are computed by solving (9) , and 95% CIs can be obtained based on Fisher information with the asymptotic normality of MLEs, which is denoted by CI FI , respectively.
(3) The LSEs of α and θ , denoted byα L ,θ L , could be calculated through (12) . And 95% CIs, can be obtained by using bootstrap method based on LSEs, which are denoted by CI BM . (4) For given values of hyperparameters ν and d, by MCMC sampling method, the BEs of α and θ, denoted bŷ α B ,θ B , could be obtained by (25) . and the 95% Bayes credible intervals can be obtained as well. (5) For given values of hyperparameters ν 1 , ν 2 , d 1 and d 2 , MBEs of α and θ , represented byα MB ,θ MB , as well as the 95% modified Bayes credible intervals can be determined by MCMC method.
(6) Repeat the previous Steps (2)- (5) 1000 times and compare the collected results using the bias and mean square error (MSE) of point estimates, coverage probability (CP) as well as average interval width (AIW) of the CIs.
The results for the bias, MSE, CP as well as the AIW are displayed in Tables 1-4 .
In order to analyze the influence of the censoring time points, the case of α = 1, θ = 1 and n = 50 is taken as an example. By changing the τ 1 , and τ n , Steps (1) -(6) are repeated to obtain different results, which are shown in Table 5 . It should be noted that for convenience, CIs obtained by using Fisher information with the asymptotic normality of MLEs and bootstrap method based on LSEs are represented by the methods of MLE and LSE in Table 5 , respectively. And Bayes credible intervals constructed by Bayesian method and modified Bayesian methods are denoted by the method of BE and MBE in Table 5 , respectively.
From the Tables 1 -5 , the followings are found.
(1) Generally, when sample size increases from 30 to 100, the bias as well as the MSE for all different estimates decreases. Specifically, this effect on LSE is most remarkable. It should be emphasized that when n = 30, LSE method doesn't perform very well and both the bias and MSE are really large. The bias and MSE of MBE stay stable comparatively, indicating that the MBE are rather robust.
(2) CPs of CIs obtained by Fisher information and bootstrap method are close to the nominal level. However, when n = 30 and n = 50, that for CIs constructed by Bayesian method and modified Bayesian method are often larger than 95%, but is in an acceptable range. And the CP for MBE VOLUME 7, 2019 is close to 1. When n = 100, the latter two become basically satisfactory and gradually improved.
(3) AIW for LSE is much wider than that of MLE, BE and MBE, although this difference getting smaller when sample size n = 100. And generally, the AIW of CIs using Fisher information is slightly larger than that of Bayes credible intervals and modified Bayes credible intervals. And generally modified Bayes credible interval performs obviously better than Bayes credible interval with respect to AIW.
(4) For censored time, three cases in Table 5 are defined as short censoring scheme, moderate censoring scheme and long censoring scheme, respectively. Obviously, there are more failure times in long censoring scheme than other schemes. Therefore, accuracy of estimates for case 3 is improved significantly, which is reflected both on the bias, MSE, CP as well as the AIW. And the estimate results are very close to the case of t min = 0.8, t max = 1.2, and n = 100, which indicates that increasing the sample size has the similar effect to increasing the censored time. And it should be emphasized that the CPS for BE and MBE don't change that obviously.
To sum up, it is concluded that (1) The sample size has a more remarkable effect on MLE and LSE, and in contrast, BE and MBE are accurate and robust enough even when multiply Type-I censored sample is not that sufficient. And all the estimation results are satisfactory when life sample is sufficient.
(2) Censored time points have an obvious effect on the precision of point estimates and CIs. Increasing the censored time points can compensate for the lack of sample size to improve the accuracy of parameter estimations. Therefore, large censored time points are recommended in practical engineering.
(3) Generally, LSE is not very satisfactory as MLE both on bias and MSE of point estimates. And interval estimates using Fisher information with the asymptotic normality of MLEs are better than using bootstrap method based on LSEs.
(4) CPs of CIs based on MLEs and LSEs are smaller than that of Bayes credible interval and modified Bayes credible interval, and in terms of AIW, and simultaneously Bayesian method is helpful for shortening confidence interval width by using prior information, indicating that Bayesian method performs quite better on interval estimates.
(5) More unknown quantities are introduced in MBE, which may increase the complexity of the proposed method. However, by changing the forms of prior distributions of α and θ, the precision of estimates is obviously improved.
VI. ILLUSTRATIVE EXAMPLE
To illustrate the methods introduced in this paper, we consider a published data given in [25] , which includes the times to failure of 50 devices listed in Table 6 . Total time to failure plot indicates a bathtub-shaped hazard rate [25] . Mudholkar and Hutson [1] indicated that exponential and Weibull models were untenable, and then used threeparameter EW distribution to fit the data. This data-set is reanalyzed in [11] , and estimates for two-parameter EW distribution under type-II censoring scheme are obtained. Further, we assume that τ 1 = 60, τ n = 80, and then determine the censored time points τ 1 , τ 2 , . . . , τ n , where τ i = τ 1 + (i − 1) and = (τ n − τ 1 )/(n − 1). Hence, the multiply Type-I censored data could be generated and the two-parameter EW distribution is used to model this data.
Based on these multiply Type-I censored data, the MLEs and LSEs of EW parameters could be calculated according to (9) and (13), respectively. And CIs, denoted by (α l , α h ) and (θ l , θ h ), can be constructed by Fisher information with the asymptotic normality of MLEs and bootstrap method based on LSEs, respectively. As for Bayesian method, For ease of comparison, the point estimatesθ = 0.28 andα = 6.83 in [11] are regarded as the true values of α and θ . It should be mentioned that the parameters of prior distributions are given by ν = θ α , d = α, ν 1 = 10θ, ν 2 = 10θ 2 , d 1 = 10α and d 2 = 10α 2 for simplicity. The samples of α and θ with size S = 5000 and burn-in period M = 500, can be drawn by Algorithm 2. The sample trajectories of α and θ, drawn by MCMC for BE and MBE, are plotted in Fig. 2 . BE and MBE as well as credible intervals can be calculated based on these samples. All the results are tabulated in Table 7 .
The invariance property of BEs and MBEs could be proved by the random samples drawn by MCMC, which are shown in Fig. 2 . And CDFs can be obtained by substituting MLEs, LSEs, BEs, MBEs and the true values and are plotted in Fig.3 . Comparing the true values with the results in Table 7 , it is clear that the MBEs provide the most accurate estimates and the modified Bayes credible interval width is the narrowest among all the CIs. And the performance of LSE is the worst among all these methods compared with the true values. All these findings are consistent with the conclusions in numerical study. The application in the illustrative example proves that the proposed modified Bayes inference is efficient and accurate enough.
VII. CONCLUSION
EW distribution has received considerable attention as it can model both the nonmonotone and monotone failure rates. Simultaneously, as a general form of Type-I censoring, multiple Type-I censoring becomes more popular in practice and it is of significance to study the statistical inference of this censoring scheme. Therefore, the parameter estimates of two-parameter EW distribution are discussed with multiply Type-I censored data in this paper. MLEs and LSEs are used to estimate the parameters. Simultaneously, CIs for EW parameters are constructed using the asymptotic normality of MLEs and bootstrap method based on LSEs, respectively. Additionally, prior information, such as historical lifetime data, and expert knowledge, is often available and desirable to be utilized. Therefore, Bayesian method is proposed in this paper and Bayesian estimates as well as Bayes credible intervals for EW parameters are obtained by using MCMC technique. The proposed methods are validated by a Monte Carlo simulation study and the results prove that accuracy of parameter estimation can be improved by increasing the sample size and the censored time points. MLE performs better than LSE and modified Bayes method provides the most precise and robust estimates among all the methods. Finally, an illustrative example is given to demonstrate the effectiveness of these methods and the results are consistent with the conclusions drawn by numerical study. To extend this research, we think CIs for EW parameters is worth further research and improvement. And parameter estimation for three-parameter EW distribution is very meaningful.
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