Abstract
Ralph Merkle [5] and Ivan Damgard [4] proposed an iterative chaining function for block ciphers. In this method the input to each compression function will be an initialization vector / initialization value and a chaining variable and the output will go to the next stage. They independently proved if the compression function is collision resistant, then so will be the hash function. In order to strengthen the above construction they further proposed that the padding should contain the length of the original message. This is called length padding or [21] a) Chi-square Test This is used to test the validity of a distribution assumed for a random phenomenon. The test evaluates the null hypotheses H 0 (that the data are governed by the assumed distribution) against the alternative (that the data are not drawn from the assumed distribution).
Tests for Randomness

b) Run Test
This test is based on based on the frequency of run-lengths (a run is a sequence of
This test checks that each symbol occurs with equal frequency (for a binary string, proportion of 0's and 1's should be 0.5 each)
Correlation coefficients appear frequently in statistics; if we have n quantities U0, U1, U2….Un-1, the correlation coefficient between them is a measure of the amount Uj+l depends on Uj.
e) Entropy Test
The information density of the contents of the file, expressed as a number of bits per character. An entropy value of '1' (for a binary bit stream) indicates that the file is extremely dense in information-essentially random. Hence, compression of the file is unlikely to reduce its size. 
DESCRIPTION OF THE BSA HASH FUNCTION IN DETAILS
Crossover
The crossover point or pivot in each block is chosen as the index corresponding to the number of 1's in that block. Thus the index can vary from 1 to 511 (no crossover for all or no 1's). The strings on both the sides of that index are swapped to perform the crossover. The figure below shows a string x1x2, which is, crossed over a chosen crossover point i giving the resultant string x2x1. is taken as the 256 bits (in order) at even places in Block1.
Compression Functions
Each compression function consists of 16 Rounds (the number of Rounds is adjustable). In each Round a different bitwise operation is used. A function lookup table is used to determine the operation to be used in each Round. The Block number, which goes as one of the inputs to each compression function, and the Round number give the index to the table. Each compression function operates on a 256-bit value and outputs a 256-bit value.
Working of the Algorithm in Details
Step 1: Preprocessing
The input message is divided into 448 bit blocks. The last block may need to be padded (Sec 3.1.1.c). The first block is a dummy block that is length padded (Sec 3.1.1.a).
Step 2: Block Processing
Each 448-bit block needs to be preprocessed to make it a 512-bit block (Sec 3.1.1.b) B i .
Crossover (Sec 3.1.2) is performed in the resultant block B i . The resulting block C i , after crossover, is also 512-bits in size. The words in C i in even position, taken in order, form X i1 and the words in odd position, taken in order, form X i2 .
Figure 4 : Block and Chain Processing
Step 3: Chain Processing
As described in Section 3.1.3, there are 2 iterative chains. In chain 1, the compression functions, used iteratively, are denoted by F i1 and that used in chain 2 are denoted by F i2 .
For the First Block C 1 , the input to F 11 is X 11 and (IV1 ⊕ X 11 ) and the input to F 12 is (~ X 12 )
and (IV2 ⊕ X 12 ). The output hash value of F i1 is denoted by r i1 and that of F i2 is denoted by r i2 .
For any other Block C i (obtained in Step 2):
a. The input to F i1 is X i 1 and (X i1 ⊕ r (i-1) 1 ).
b. The input to F i2 is (~ X i2 ) and (X i2 ⊕ r (i-1) 2 ).
Step . 6) gives the possible input and output bits for a bitwise operation for a specific Round. For example, in the 5 th Round of any compression function, if the inputs bits for a bitwise operation are 00, 01, 10, 11 then the outputs bits are 0, 1, 0, 1 respectively i.e. it represents a bitwise XOR operation. Final result of this round, r i1 = (Result11 ⊕ Result21 ⊕ Result31).
Step 4. Final result of this round, r i2 = ~ (Result12 ⊕ Result22 ⊕ Result32).
Step 5: Iterate and Final Result
Repeat steps 2-5 for every 448-bit block in the input plaintext message.
The final hash output is given by concatenating the output hash value of each chain i.e. the final hash value is (r N1 r N2 ), if N is the total number of blocks in the input plaintext message.
Step 6: END
SIMULATION RESULTS
Extensive simulations have been done to compare and evaluate the performance of the BSA.
The tests performed have been categorized as :
20 lakh random strings were generated each having 0-35,000 bits. The randomness of each string was verified using the randomness tests (Section 2.2). The level of significance in Runs and Chi-square tests were taken at .05% level of significance.
Further simulations have been done with 20 lakh strings, each differing from the other by a single bit hamming distance, each having 10000 bits.
No collision has been found in the hash outputs of the strings, using BSA, in both cases.
ii) Avalanche Effect Test
In this test, 1 lakh strings each differing from the other by a single bit (Hamming Distance =1) were tested using BSA. The hash outputs of the input strings were compared on the basis of their relative hamming distance. The minimum hamming distance between the hash outputs was found to be 206 bits, the maximum was 288 bits and the average hamming distance was 250 bits. For random strings of arbitrary length, the average hamming distance between the hash outputs was 253 bits.
The BSA was found to perform better than the 12 algorithms (listed in the Section 1 that proceeded to the Second Round in the NIST SHA-3 competition) when we compared the average hamming distance of their hash outputs, on input strings with hamming distance 1. Table 1 below, gives the hamming distance between the hash codes of each algorithm for input strings C0 (Hex) and 80 (Hex) with hamming distance 1. Table 2 shows their BSA hash output in hex.
iii) Randomness Tests
For an ideal hash function the output should be as random as possible. In Section 2.2 we have specified a few tests for evaluating the randomness of a hash function. For an ideal hash function, the entropy of the output hash bitstream should be 1, the serial correlationcoefficient should be 0.0 and the mean value should be 0. Further, we have performed the Runs test and Chi-square tests ourselves at 0.05% and 0.01% level of significance. All the tests were conducted on 2600 strings, each having 0-35,000 bits. and 0.01% level of significance.
Conclusion and Future Work
It is clearly evident from the simulation results that BSA performs the best when all the criteria for randomness and avalanche effects are combined. Further tests are underway in evaluating the strength of the BSA against differential cryptanalysis and other cryptographic attacks. The BSA showed promising results for all the tests conducted so far.
