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Cylindrical coordinate representation for multiband Hamiltonians
Eduard Takhtamirov
Conestoga College Institute of Technology and Advanced Learning, Kitchener, Ontario N2G 4M4,
Canada
(Dated: 29 October 2018)
Rotationally invariant combinations of the Brillouin zone-center Bloch functions are used as basis function
to express in cylindrical coordinates the valence-band and Kane envelope-function Hamiltonians for wurtzite
and zinc-blende semiconductor heterostructures. For cylindrically symmetric systems, this basis allows to
treat the envelope functions as eigenstates of the operator of projection of total angular momentum on the
symmetry axis, with the operator’s eigenvalue conventionally entering the Hamiltonians as a parameter.
Complementing the Hamiltonians with boundary conditions for the envelope functions on the symmetry axis,
we present for the first time a complete formalism for efficient modeling and description of multiband electron
states in low-dimensional semiconductor structures with cylindrical symmetry. To demonstrate the potency
of the cylindrical symmetry approximation and establish a criterion of its applicability for actual structures,
we map the ground and several excited valence-band states in an isolated wurtzite GaN quantum wire of a
hexagonal cross-section to the states in an equivalent quantum wire of a circular cross-section.
PACS numbers: 73.21.-b, 73.22.Dj
I. INTRODUCTION
Artificial electron systems with 2D and 3D quantum
confinement, realized in semiconductor quantum wires
(QWs) and quantum dots (QDs), have become a subject
of extensive study in the last two decades.1 Advances in
nanotechnology guarantee that QWs and QDs will even-
tually become a basis for future-generation photonic and
electronic devices,2–5 with QDs being viewed as one of the
most promising candidates for use in solid-state quantum
computation.6–9 Thus, the problem of description of elec-
tron states in such systems is actual.
An impressive progress in the application of atom-
istic approaches to real nanostructures10–13 has not shat-
tered the positions of the envelope function (EF) method,
which remains the most convenient means to study
fundamental properties of electron states and virtually
the only efficient and flexible tool for optimization of
nanostructure-based devices. A number of shortcomings
of the original method,14,15 associated with the behav-
ior of the wave function at heterointerfaces, have been
proved not to be critical when recipes of the method’s
modification have been developed and applied.16–21 Fur-
thermore, for typical relatively large quantum mechan-
ical systems, for which the ratio of the number of het-
erointerface atoms to the number of atoms located in-
side homogeneous materials is small, the interface ef-
fects are usually weak, and the applicability of even the
classic effective-mass (EM) approximation22–24 can be
justified.25,26
Already in the framework of the EM approximation,
the calculation of electron states in QWs and especially in
QDs is still an arduous and resource-demanding task due
to the necessity to solve a set of Schro¨dinger-type partial
differential equations, yet the problem is usually compli-
cated by the strain and electromechanical subtasks.27–29
Fortunately, for electron systems that can be approxi-
mated as cylindrically or spherically symmetric, the anal-
ysis can be significantly facilitated by the reduction in the
number of independent variables. For a single-band EM
equation, which is analogous to the usual Schro¨dinger
equation, the corresponding transformation to cylindrical
or spherical coordinates is a textbook task.30,31 The same
direct transformation does not, however, result in ex-
plicit radially symmetric EM equations to describe elec-
tron states in complex bands. A different approach is
required in this case.
Such an approach has been presented by Sercel and
Vahala32 for zinc-blende materials in the spherical band
approximation.33 They used the standard basis of the
Brillouin zone-center Bloch functions as eigenstates of
the operator of total angular momentum,22,23 employ-
ing a formal analogy of the total wave function, which
is a product of the zone-center Bloch functions and EFs,
with the wave function of a two-particle system. Here, we
develop and apply an alternative representation on a ba-
sis of rotationally invariant combinations of the Brillouin
zone-center Bloch functions. This basis allows to directly
transfer the symmetry properties of the total wave func-
tion to the corresponding EFs. We consider cylindrically
symmetric electron systems, for which the EFs can thus
be chosen as eigenstates of the operator of projection of
total angular momentum on the symmetry axis.
The paper is organized as follows. In Sec. II we in-
troduce the notations for the valence-band Hamiltonian
for wurtzite heterostructures in Cartesian coordinates,
make a cylindrical coordinate transformation, derive the
boundary conditions (BCs) for the EFs on the symmetry
axis, and specify how the results should be adapted for
zinc-blende structures. In Sec. III we generalize the re-
sults of Sec. II for the Kane model.34 As an application of
the results, in Sec. IV we study isolated [0001] wurtzite
GaN QWs with the hexagonal and circular cross-sections.
We compare the spectra of the valence-band states for
2these two cases. In Sec. V we argue that our method
is not merely a good alternative to the cumbersome for-
malism of Sercel and Vahala, but also the only complete
tool for efficient modeling of multiband electron states
in cylindrically symmetric systems. We also discuss the
radial symmetry approximation for actual heterostruc-
tures. Conclusions are given in Sec. VI.
II. HAMILTONIAN FOR VALENCE BAND
A. Hamiltonian for wurtzite in Cartesian coordinates
In this subsection we introduce the notations nec-
essary for the following. We deal with the steady-
state Schro¨dinger equation in the EM approximation for
valence-band states in wurtzite heterostructures,35–38
HF ≡
(
H(0) +H(σ) +H(k) +H(ε)
)
F = EF, (1)
with an eigenenergy E. The equation is constructed us-
ing the orthonormal Brillouin zone-center Bloch func-
tions of the reference [potential well] semiconductor,
which are written as u = (ux uy uz) in the matrix
form. They can be chosen real. In Cartesian coordi-
nates r = (x, y) and z, the functions ux = ux (r, z)
and uy = uy (r, z) transform as the coordinates x and
y belonging to the representation Γ6 of the space group
C6v, and the function uz = uz (r, z) transforms as the
coordinate z, along the c-axis of wurtzite, belonging to
the representation Γ1. The EF matrix F = F (r, z) has
three components, F = (Fx Fy Fz)
T, where the symbol
T stands for the transpose of a matrix or an operator, so
that the total wave function Ψ = Ψ (r, z) is expressed as
follows:
Ψ =
∑
j=x,y,z
ujFj = uF. (2)
The basis functions u are spinless,22 but each EF com-
ponent Fj is a spinor with two elements,
Fj =
(
F
(u)
j
F
(d)
j
)
, j = x, y, z. (3)
In Eq. (1), the Hamiltonian H(0) represents the poten-
tial energy of an electron,
H(0) =
Uv6 0 00 Uv6 0
0 0 Uv1
 , (4)
where Uv6 = Uv6 (r, z) and Uv1 = Uv1 (r, z) are the
position-dependent edges of the valence bands Γ6 and
Γ1, respectively, which include an external scalar poten-
tial present.
The Hamiltonian H(σ) defines the spin-orbit interac-
tion, which is taken into account in the first-order per-
turbation theory, neglecting small terms linear in the mo-
mentum operator,35–37
H(σ) =
 0 −i∆2σz i∆3σyi∆2σz 0 −i∆3σx
−i∆3σy i∆3σx 0
 , (5)
where σx, σy and σz are the Pauli matrices,
31 and the
real functions ∆2 = ∆2 (r, z) and ∆3 = ∆3 (r, z) are the
position-dependent parameters of the valence-band spin-
orbit splitting.35–37
The kinetic energy Hamiltonian H(k) of the Eq. (1) is
H(k) =
L1k2x +M1k2y +M2k2z N1kxky N2kxkz −N3kxN1kxky M1k2x + L1k2y +M2k2z N2kykz −N3ky
N2kxkz +N3kx N2kykz +N3ky M3
(
k2x + k
2
y
)
+ L2k
2
z
 , (6)
where
L1 =
~
2
2m0
(A2 +A4 +A5) , L2 =
~
2
2m0
A1,
M1 =
~
2
2m0
(A2 +A4 −A5) , N1 = ~
2
2m0
2A5,
M2 =
~
2
2m0
(A1 +A3) , N2 =
~
2
2m0
√
2A6
M3 =
~
2
2m0
A2, N3 = i
√
2A7,
(7)
with A1, A2, . . .A7 being real material parameters in con-
ventional notations,35,36,38 m0 is the free electron mass,
and ~kj = −i~∇j, where j = x, y, z, is the momentum
operator. Not all the parameters are independent. The
six-fold rotational symmetry of wurtzite, actually lead-
ing to isotropic symmetry of the spectrum in bulk mate-
rials in the EM approximation,37 results in the following
identity:36
L1 −M1 = N1. (8)
A common mistake in the literature is to treat the EM
parameters as position-dependent due to variation of the
chemical composition of the structure. As soon as we
3use the classic EM approximation, expressed as a set of
second-order differential equations, we must neglect the
position-dependence in the matrix-tensor of the recipro-
cal EMs. The values of its components that are proper
for the reference material must be adopted for the whole
semiconductor structure, see the details in Ref. 19.
Finally, the strain HamiltonianH(ε) has a structure re-
sembling that of Eq. (6) because the tensor of the defor-
mation potentials has the same transformation properties
as the tensor of the reciprocal EMs entering Eq. (6), both
being governed by the point-group lattice symmetry,35
H(ε) =
l1εxx +m1εyy +m2εzz n1εxy n2εxzn1εxy m1εxx + l1εyy +m2εzz n2εyz
n2εxz n2εyz m3 (εxx + εyy) + l2εzz
 . (9)
Here ε = ε (r, z) is the strain tensor,39 and the real pa-
rameters l1, l2, m1, m2, n1, and n2 are expressed through
the conventional35,36,38 componentsD1, D2, . . .D6 of the
tensor of the deformation potentials as follows:
l1 = D2 +D4 +D5, m1 = D2 +D4 −D5,
n1 = 2D5, l2 = D1, m2 = D1 +D3,
n2 =
√
2D6, m3 = D2.
(10)
Analogously to the identity of Eq. (8), the following im-
portant relation takes place:
l1 −m1 = n1, (11)
which will secure a cylindrically symmetric strain Hamil-
tonian for cylindrically symmetric strains.
The deformation potentials can be treated as position-
dependent because strain directly modifies the poten-
tial energy of an electron, which is a dominant ef-
fect in view of the estimation of the terms entering
the Hamiltonian.40 On the other hand, for heterostruc-
tures composed of related materials the electron band-
structure parameters should have a weak position depen-
dence, which is a requirement for the applicability of the
EM approximation. The deformation potentials are also
expected to have a weak position dependence in such sys-
tems, so that the full set of material parameters of the
reference semiconductor, including the deformation po-
tentials, may be used for the whole structure.
For cylindrically symmetric structures, the Hamiltoni-
ans H(0) and H(σ) along with strain ε depend on the
absolute value of the vector r only. The symmetry is not
yet visible in the kinetic energy Hamiltonian H(k) and
the strain Hamiltonian H(ε).
B. Hamiltonian for wurtzite in cylindrical coordinates
To transform Eq. (1) to cylindrical coordinates (r, φ, z),
with x = r cosφ and y = r sinφ, we first introduce new
basis functions u˜ = (ur uφ uz), where
ur =
xux + yuy√
x2 + y2
, uφ =
xuy − yux√
x2 + y2
. (12)
It is easily verified that they are invariant under rotation
of the Cartesian coordinate system around the z-axis,
recalling that ux and uy transform as the coordinates x
and y, respectively. In alternative notations, clarifying
the mathematical sense of the new basis, the functions u˜
are related to u as follows: u = u˜S, where
S =
 cosφ sinφ 0− sinφ cosφ 0
0 0 1
 , (13)
which is a standard unitary matrix used to express
Cartesian 3D unit vectors in terms of their cylindrical
components.41 Note that ur and uφ are not Bloch func-
tions, in particular they do not possess the periodicity
properties of the functions ux and uy.
The total wave function, see Eq. (2), is
Ψ = u˜SF ≡ u˜F˜, (14)
where we have introduced the modified EFs F˜. Equa-
tion (1) now reads
H˜F˜ = EF˜, (15)
where H˜ = SHS−1.
Our unitary transformation does not change the po-
tential energy Hamiltonian,
H˜(0) = SH(0)S−1 = H(0). (16)
To transform the kinetic energy Hamiltonian, pre-
sented by Eq. (6), we use Eq. (8) and the identities
∇x = cosφ∇r − sinφ
r
∇φ,
∇y = sinφ∇r + cosφ
r
∇φ,
(17)
where ∇r = ∂/∂r and ∇φ = ∂/∂φ. Let us follow some
algebra necessary to obtain the elements of the matrix
Hamiltonian H˜(k) = SH(k)S−1. For example,
4H˜
(k)
11 =cosφH
(k)
11 cosφ+ cosφH
(k)
12 sinφ+ sinφH
(k)
21 cosφ+ sinφH
(k)
22 sinφ
=− L1 (cosφ∇x + sinφ∇y) (∇x cosφ+∇y sinφ)−M1 (cosφ∇y − sinφ∇x) (∇y cosφ−∇x sinφ)−M2∇2z
=− L1
(
∇2r +∇r
1
r
)
−M1 1
r2
∇2φ −M2∇2z ,
(18)
H˜
(k)
12 =− cosφH(k)11 sinφ+ cosφH(k)12 cosφ− sinφH(k)21 sinφ+ sinφH(k)22 cosφ
=− L1 (cosφ∇x + sinφ∇y) (∇y cosφ−∇x sinφ)−M1 (sinφ∇x − cosφ∇y) (∇x cosφ+∇y sinφ)
=− L1∇r 1
r
∇φ +M1
(
1
r
∇r∇φ + 1
r2
∇φ
)
.
(19)
The rest elements are obtained analogously. The full matrix of the kinetic energy Hamiltonian H˜(k) is
H˜(k) = −

L1
[∇2r +∇r 1r ]+M1∇2φr2 +M2∇2z L1∇r∇φr −M1 [∇φr ∇r + ∇φr2 ] N2∇r∇z − iN3∇r
L1
[
∇φ
r ∇r +
∇φ
r2
]
−M1∇r∇φr M1
[∇2r +∇r 1r ]+ L1∇2φr2 +M2∇2z N2∇φr ∇z − iN3∇φr
N2
[∇r + 1r ]∇z + iN3 [∇r + 1r ] N2∇φr ∇z + iN3∇φr M3 [∇2r + 1r∇r + ∇2φr2 ]+ L2∇2z
 .
(20)
One should remember that ∇Tr = −
(∇r + r−1) in cylindrical coordinates and the parameter N3 is imaginary to verify
that the Hamiltonian of Eq. (20) is Hermitian.
Analogously, with the help of the identity of Eq. (11), the strain Hamiltonian of Eq. (9) transforms into the
Hamiltonian H˜(ε) = SH(ε)S−1,
H˜(ε) =
l1εrr +m1εφφ +m2εzz n1εrφ n2εrzn1εrφ m1εrr + l1εφφ +m2εzz n2εφz
n2εrz n2εφz m3 (εrr + εφφ) + l2εzz
 , (21)
where ε = ε (r, φ, z) is now the strain tensor in cylindrical
coordinates.39 We have also used the following identities
accompanying the coordinate change:
εxx = εrr cos
2 φ+ εφφ sin
2 φ− εrφ sin 2φ,
εyy = εrr sin
2 φ+ εφφ cos
2 φ+ εrφ sin 2φ,
εxy = (εrr − εφφ) sinφ cosφ+ εrφ cos 2φ,
εxz = εrz cosφ− εφz sinφ,
εyz = εrz sinφ+ εφz cosφ,
(22)
which are in effect for any second-rank tensor. For
cylindrically symmetric systems, the components of the
strain tensor, expressed through the displacement vector
v = (vr, vφ, vz), for which vφ = 0 and ∂v/∂φ = 0, are
39
εrr =
∂vr
∂r
, εφφ =
vr
r
, εzz =
∂vz
∂z
,
εrz =
1
2
(
∂vr
∂z
+
∂vz
∂r
)
, εrφ = εφz = 0.
(23)
The strain tensor can be found by solving the elastic-
ity theory problem29 in particular in cylindrical coordi-
nates.42
The kinetic energy and strain Hamiltonians H˜(k) and
H˜(ε) gain the desired cylindrically symmetric form. But
the spin-orbit interaction Hamiltonian of Eq. (5) trans-
forms into the Hamiltonian H˜(σ) = SH(σ)S−1,
H˜(σ) =
 0 −i∆2σz i∆3σφi∆2σz 0 −i∆3σr
−i∆3σφ i∆3σr 0
 , (24)
where σr = σx exp (iφσz) and σφ = σy exp (iφσz). This
Hamiltonian depends on φ and does not commute with
the operator −i∇φ. To avoid this dependence, we note
that
ei
φ
2
σzσre
−iφ
2
σz = σx, e
iφ
2
σzσφe
−iφ
2
σz = σy , (25)
and construct another unitary transformation of the EFs,
S˜F˜ =
˜˜
F, (26)
where
S˜ =
ei
φ
2
σz 0 0
0 ei
φ
2
σz 0
0 0 ei
φ
2
σz
 . (27)
After this unitary transformation, Eq. (15) reads
˜˜
H
˜˜
F = E
˜˜
F, (28)
5where
˜˜
H = S˜H˜S˜−1. The spin-orbit interaction Hamilto-
nian of Eq. (24) recovers its initial form given by Eq. (5),
˜˜
H(σ) = S˜H˜(σ)S˜−1 = H(σ). (29)
The potential energy Hamiltonian of Eq. (16) and the
strain Hamiltonian of Eq. (21) remain unchanged,
˜˜
H(0)+
˜˜
H(ε) = S˜
(
H(0) + H˜(ε)
)
S˜−1 = H(0)+H˜(ε). (30)
It follows from the identity
ei
φ
2
σz∇φe−i
φ
2
σz = ∇φ − i
2
σz (31)
that the kinetic energy Hamiltonian
˜˜
H(k) = S˜H˜(k)S˜−1
still has the form given by Eq. (20) where the operator
∇φ is replaced by the matrix operator
∇̂φ =
(∇φ − i2 0
0 ∇φ + i2
)
; (32)
we express this by using the following notations:
˜˜
H(k) = H˜(k)(∇φ → ∇̂φ). (33)
For cylindrically symmetric systems, the Hamiltonian˜˜
H now commutes with the operator of the z-projection of
angular momentum jz = −i∇φ [in units of ~]. Note that
we could bypass the unitary transformation of Eq. (26),
but use the fact that the reciprocal transformation of the
operator jz,
Jz = e
−iφ
2
σz jz e
iφ
2
σz =
∇φ
i
+
1
2
σz , (34)
produces the operator of the z-projection of total angu-
lar momentum Jz that commutes with the Hamiltonian
H˜. The commuting operators
˜˜
H and jz have common
eigenfunctions,31 so that the EFs
˜˜
F =
˜˜
F (r, φ, z) can be
chosen in the following form:
˜˜
F =
eimφ√
2π
f (r, z) , (35)
where m, which is an eigenvalue of the operator of
projection of the electron’s total angular momentum
on the symmetry axis, should be half-integer, m =
±1/2,±3/2, . . . The functions f = f (r, z) = (f1 f2 f3)T,
fj =
(
f
(u)
j f
(d)
j
)T
, j = 1, 2, 3, (36)
satisfy the equation
(
H(0) +H(σ) + H˜(ε) +
˜˜
H(k)m
)
f = Ef , (37)
where H(0), H(σ) and H˜(ε) are given by Eqs. (4), (5)
and (21), respectively, and the stain Hamiltonian being
supplemented by Eq. (23). Having m as a parameter
entering the matrix
m =
(
m− 12 0
0 m+ 12
)
, (38)
the kinetic energy Hamiltonian is
˜˜
H(k)m = −
L1
[∇2r +∇r 1r ]−M1m2r2 +M2∇2z iL1∇rmr − iM1 [mr ∇r + mr2 ] N2∇r∇z − iN3∇r
iL1
[
m
r ∇r + mr2
]− iM1∇rmr M1 [∇2r +∇r 1r ]− L1m2r2 +M2∇2z iN2mr ∇z +N3mr
N2
[∇r + 1r ]∇z + iN3 [∇r + 1r ] iN2mr ∇z −N3mr M3 [∇2r + 1r∇r − m2r2 ]+ L2∇2z
 .
(39)
The total wave function Ψ and the EFs
˜˜
F are related
to each other through the conventional basis functions u
or the modified ones u˜ as follows:
Ψ = uS−1S˜−1
˜˜
F = u˜S˜−1
˜˜
F, (40)
where the unitary matrices S and S˜ are given by Eqs. (13)
and (27), respectively. For the basis functions ur and uφ
are not periodic, it may be convenient to retain the old
basis function u, which are periodic and orthonormal,
recovering the old EFs F,
F = S−1S˜−1
˜˜
F, (41)
as soon as the system of the EM equation has been solved
and the EFs
˜˜
F have been found.
An external magnetic field applied along the symme-
try axis does not break the cylindrical symmetry of the
system present. The corresponding formalism is given in
Appendix A.
C. Boundary conditions on symmetry axis
A transformation of the EM equations from Cartesian
coordinates to spherical or cylindrical ones calls for BCs
to be imposed on the EFs at the origin or on the symme-
6try axis, respectively. In the single-band case, such BCs
are either zero EF or zero slope of the EF, depending on
eigenvalues of the angular momentum.30,31 We will now
determine the BCs for the functions f (r, z), which sat-
isfy Eq. (37), on the symmetry axis r = 0. This will com-
plete our formulation of the valence-band Hamiltonian in
cylindrical coordinates. To fully specify the eigenvalue
problem, one should also set the BCs at infinity, e.g.,
f (r, z) |r→∞ → 0 for discrete spectrum.
The usual approach to this problem, applied for
the single-band equation30,31 and related to the Frobe-
nius method of solving second-order ordinary differential
equations,43 is a very complicated way for our multiband
case. Instead, we obtain the BCs from the continuity of
the functions F, which satisfy Eq. (1), and their first par-
tial derivatives ∇jF for j = x, y. Expanding Eqs. (35)
and (41), we have the following relations:
√
2πF (u)x = f
(u)
1 e
iµφ cosφ− f (u)2 eiµφ sinφ,√
2πF (u)y = f
(u)
1 e
iµφ sinφ+ f
(u)
2 e
iµφ cosφ,
√
2πF (u)z = f
(u)
3 e
iµφ,
(42)
for the upper elements of the spinor components, where
the integer µ = m− 1/2, and similar expressions for the
down elements, where the EF index (u) is substituted by
(d) and the integer ν = m+ 1/2 supersedes µ.
The continuity of the functions F in particular on the
symmetry axis implies that
F (r, z) |x=r cosφ,y=r sinφ → F (r, z) |x=r,y=0, (43)
when r → 0 for any angle φ. For the function f (u)3 , using
Eqs. (42) and (43), we have the following:
eiµφf
(u)
3 (r, z)→ f (u)3 (r, z) , r → 0, ∀ φ, (44)
which is an identity if µ = 0, but definitely
f
(u)
3 |r=0 = 0, µ 6= 0. (45)
For the down element of the spinor we obtain analogously
f
(d)
3 |r=0 = 0, ν 6= 0. (46)
From the continuity condition of Eq. (43), using the first
identity in Eq. (42), we have for any φ
f
(u)
1 e
iµφ cosφ− f (u)2 eiµφ sinφ→ f (u)1 , r → 0, (47)
which results in the following:
f
(u)
1 |r=0 = f (u)2 |r=0 = 0, |µ| 6= 1,
f
(u)
2 |r=0 = iµf (u)1 |r=0, |µ| = 1.
(48)
For the down elements of the spinor it holds analogously
that
f
(d)
1 |r=0 = f (d)2 |r=0 = 0, |ν| 6= 1,
f
(d)
2 |r=0 = iνf (d)1 |r=0, |ν| = 1.
(49)
We will have the same results if we analyze the continuity
of the functions F
(u)
y and F
(d)
y .
To obtain the BCs imposed on the derivatives of the
EFs, we use the following continuity conditions for r → 0
and any φ:
∇jF (r, z) |x=r cosφ,y=r sinφ → ∇jF (r, z) |x=r,y=0, (50)
where j = x, y. For the element f
(u)
3 , using its represen-
tation through F
(u)
z in Eq. (42), as well as the conditions
of Eq. (50) and the identities of Eq. (17), we have in
particular the following:
∂f
(u)
3
∂r
eiµφ cosφ− iµf (u)3
sinφ
r
eiµφ → ∂f
(u)
3
∂r
, (51)
when r→ 0 for any φ, from which we conclude that
∇rf (u)3 |r=0 = 0, µ = 0. (52)
Analogously, for the down element,
∇rf (d)3 |r=0 = 0, ν = 0. (53)
For the elements f
(u)
1 and f
(u)
2 , we use the continuity
conditions of Eq. (50), the first and the second identities
of Eq. (42) along with the identities of Eq. (17). We
obtain in particular that for any φ and r→ 0
∂f
(u)
1
∂r
eiµφ cos2 φ− ∂f
(u)
2
∂r
eiµφ sinφ cosφ
+
f
(u)
1
r
eiµφ
(
sin2 φ− iµ sinφ cosφ)
+
f
(u)
2
r
eiµφ
(
iµ sin2 φ+ sinφ cosφ
)→ ∂f (u)1
∂r
.
(54)
For |µ| = 1, using Eqs. (48) and (54), we have
∂f
(u)
1
∂r
eiµφ cos2 φ− ∂f
(u)
2
∂r
eiµφ sinφ cosφ→ ∂f
(u)
1
∂r
, (55)
which is satisfied for any φ and r → 0 if
∇rf (u)1 |r=0 = ∇rf (u)2 |r=0 = 0, |µ| = 1. (56)
For the down elements we have
∇rf (d)1 |r=0 = ∇rf (d)2 |r=0 = 0, |ν| = 1. (57)
The conditions of Eqs. (45), (46), (48), (49), (52), (53),
(56), and (57) constitute a complete set of the BCs that
must be imposed on the functions f (r, z) on the symme-
try axis. Not all the BCs are independent though. For
example, we have as many as four BCs at r = 0 for the
upper spinor elements for m = −1/2,
f
(u)
2 = −if (u)1 , f (u)3 = 0, (58)
7TABLE I. Boundary conditions imposed on f (r, z) at r = 0
for different eigenvalues m of the operator of projection of
total angular momentum on the symmetry axis.
m 1/2 –1/2 3/2 –3/2 other half-integers
f
(u)
1 0 — — 0 0
f
(u)
2 0 −if (u)1 if (u)1 0 0
f
(u)
3 — 0 0 0 0
∇rf (u)1 — 0 0 — —
∇rf (u)2 — (0) (0) — —
∇rf (u)3 0 — — — —
f
(d)
1 — 0 0 — 0
f
(d)
2 if
(d)
1 0 0 −if (d)1 0
f
(d)
3 0 — 0 0 0
∇rf (d)1 0 — — 0 —
∇rf (d)2 (0) — — (0) —
∇rf (d)3 — 0 — — —
and
∇rf (u)1 = 0, ∇rf (u)2 = 0, (59)
but only three BCs should be specified. One of the con-
ditions must follow from Eq. (37) if we take into account
other three. Indeed, if we multiply the second equation of
the system of Eq. (37) by i, extract the resulting equation
from the first one, and consider the formal limit r → 0,
taking into account the conditions in Eq. (58), we obtain
the following result for the upper spinor elements:
M1∇rf (u)1 − iL1∇rf (u)2 → 0, (60)
so that the second BC in Eq. (59) follows from the first
one and vice versa. Other cases of superfluous BCs are
treated analogously. We summarize the results in Table I,
where the superfluous BCs are enclosed in parentheses.
The BCs are not changed in the presence of the ex-
ternal magnetic field, when the functions f (r, z) satisfy
Eq. (A10), because Eqs. (37) and (A10) are equivalent in
the limit r → 0 in the absence of the effective Pauli term
of Eq. (A3), which is not singular.
D. Zinc-blende
Our results can easily be modified to be used for cylin-
drically symmetric structures composed of zinc-blende
semiconductors. The basis functions ux, uy and uz now
belong to the representation Γ15 of the space group Td,
so we put Uv6 = Uv1 in the potential energy Hamiltonian
of Eq. (4), and ∆2 = ∆3 = ∆/3 in the spin-orbit inter-
action Hamiltonians of Eqs. (5) and (24), where ∆ is the
valence-band spin-orbit splitting in cubic materials.22
For the parameters entering the kinetic energy Hamil-
tonians of Eqs. (6), (20), (39), and (A11), we have the
following identities:
L1 = L2, M1 =M2 =M3, N1 = N2, N3 = 0. (61)
TABLE II. Values of the valence-band deformation potentials,
taken from Ref. 46, and parameters µε and γε for some zinc-
blende semiconductors.
GaAs AlAs InAs GaP AlP InP GaN AlN InN
a (eV) –1.16 –2.47 –1.00 –1.7 –3.0 –0.6 –5.2 –3.4 –1.5
b (eV) –2.0 –2.3 –1.8 –1.6 –1.5 –2.0 –2.2 –1.9 –1.2
d (eV) –4.8 –3.4 –3.6 –4.6 –4.6 –5.0 –3.4 –10 –9.3
µε –2.1 –0.85 –2.0 –1.3 –0.73 –4 –0.40 –1.2 –2.5
γε –0.33 0.068 –0.14 –0.31 –0.19 –0.7 0.023 –0.57 –1.4
Three independent parameters L1, M1, and N1 are ex-
pressed through the Luttinger parameters γ1, γ2, and γ3
as follows:23
γ1
2m0
= −1
3
(L1 + 2M1) ,
γ2
2m0
= −1
6
(L1 −M1) ,
γ3
2m0
= −1
6
N1.
(62)
Equation (8), being an equivalent to γ2 = γ3, is not an
identity for zinc-blende but the recipe for the spherical
band approximation.33
Analogously, in the strain Hamiltonians of Eqs. (9) and
(21) we have
l1 = l2, m1 = m2 = m3, n1 = n2. (63)
The conventional deformation potentials a, b, and d are
related to these parameters as follows:44,45
a = −1
3
(l1 + 2m1) , b =
1
3
(l1 −m1) , d = 1√
3
n1. (64)
The zinc-blende symmetry does not guarantee the valid-
ity of Eq. (11), an equivalent to
d =
√
3 b, (65)
which may be dubbed the spherical deformation poten-
tials approximation by analogy with the spherical band
approximation. The decision on whether Eq. (65) is an
acceptable approximation or not should be made for each
specific case.
To judge on the applicability of the spherical band ap-
proximation, Baldereschi and Lipari have introduced the
following parameters:33
µ =
6γ3 + 4γ2
5γ1
=
3N1 + 2L1 − 2M1
5L1 + 10M1
,
γ =
γ3 − γ2
γ1
=
N1 − L1 +M1
2L1 + 4M1
.
(66)
The cubic contribution, which is proportional to γ, is
small if |γ| ≪ |µ|. This strong inequality is satisfied
for a number of semiconductors.33 As soon as the tensor
of the deformation potentials has the same transforma-
tion properties as the tensor of the reciprocal EMs, see
8Eqs. (6) and (9), we introduce the following parameters:
µε =
3n1 + 2l1 − 2m1
5l1 + 10m1
= −
√
3d+ 2b
5a
,
γε =
n1 − l1 +m1
2l1 + 4m1
=
3b−√3d
6a
.
(67)
Consequently, if |γε| ≪ |µε|, the spherical deformation
potentials approximation is expected to be accurate. In
Table II we present values of the valence band deforma-
tion potentials and the parameters µε and γε for some
zinc-blende semiconductors. Except for AlN and InN
(µε/γε ≈ 2), the strong inequality |γε| ≪ |µε| takes place
for the listed materials. The spherical deformation po-
tentials approximation can thus be as good as the spheri-
cal band approximation provided the strain distribution,
which is a solution of the elasticity theory problem, is
approximated as radially symmetric.
III. HAMILTONIAN FOR KANE MODEL
A. Cartesian coordinates
The Kane model34 takes into account the direct mix-
ing of the valence and conduction band states exactly
while the mixing mediated by remote bands is treated to
the second order of the Lo¨wdin perturbation scheme.35,47
The model is used for narrow-bandgap systems when the
energies of interest, e.g., band offsets, are comparable
with the bandgap, but other bands can still be treated
as remote. There exists a controversy on the form of the
Kane Hamiltonian for wurtzite,48,49 though concerning
minor contributions for which the corresponding material
parameters have not been experimentally established yet.
Besides, the wurtzite heterostructure potential acquires
a non-diagonal component because the conduction and
one of the valence band edge Bloch functions belong to
the same representation Γ1 of the space group C6v. We
highlight these issues below.
The system of equations of the Kane model is
H′F′ = EF′, (68)
where
H′ =
(
Hc Hcv
H†cv Hv
)
, F′ =
(
Fc
Fv
)
, (69)
and H†cv is the Hermitian conjugate of Hcv. The con-
duction and the valence-band EFs are Fc = Fc (r, z) and
Fv = Fv (r, z), respectively, the components of the latter
are Fx, Fy , and Fz. The total wave function is
Ψ =
∑
j=c,x,y,z
ujFj = u
′F′, (70)
where we have also included the conduction band zone-
center Bloch function uc = uc (r, z), so that u
′ =
(uc ux uy uz). The basis functions u
′, which can be cho-
sen real, are spinless while each EF component Fj is a
spinor,
Fj =
(
F
(u)
j
F
(d)
j
)
, j = c, x, y, z. (71)
We now proceed to the description of the matrix
Hamiltonian H′. The conduction-band block is
Hc =A
′
1k
2
z +A
′
2
(
k2x + k
2
y
)
+ Uc
+ a1εzz + a2 (εxx + εyy) ,
(72)
where Uc = Uc (r, z) is the position-dependent edge
of the conduction band Γ1, which includes an exter-
nal scalar potential present, a1 and a2 are the deforma-
tion potentials for the conduction band. The parame-
ters A′1 and A
′
2 are expressed through the components
1/m1 and 1/m2 of the tensor of the reciprocal EM for
the conduction band in the single-band approximation
and the Kane parameters P1 = −i~〈uc|~kz |uz〉/m0 and
P2 = −i~〈uc|~kx|ux〉/m0 as follows:
A′1 =
~
2
2m1
− P
2
1
Ec − Ev1 , (73)
A′2 =
~
2
2m2
− P
2
2
Ec − Ev6 , (74)
whereEc, Ev1, and Ev6 are the energies of the conduction
Γ1 and valence Γ1 and Γ6 states of the reference material,
respectively.
The valence-band block, see Eq. (69), is
Hv = H
(0) +H(σ) +H(ε) +H′(k), (75)
where H(0), H(σ) and H(ε) are given by Eqs. (4), (5)
and (9), respectively. The kinetic energy Hamiltonian
H′(k) preserves the form of Eq. (6) while some of the
parameters are adjusted to exclude contributions due to
the mixing with the conduction band states,
H′(k) =
L′1k2x +M1k2y +M2k2z N ′1kxky N ′2kxkz −N3kxN ′1kxky M1k2x + L′1k2y +M2k2z N ′2kykz −N3ky
N ′2kxkz +N3kx N
′
2kykz +N3ky M3
(
k2x + k
2
y
)
+ L′2k
2
z
 , (76)
9where
L′1 = L1 +
P 22
Ec − Ev6 , L
′
2 = L2 +
P 21
Ec − Ev1 , (77)
N ′1 = N1 +
P 22
Ec − Ev6 , (78)
N ′2 = N2 +
P1P2 (2Ec − Ev1 − Ev6)
2 (Ec − Ev6) (Ec − Ev1) . (79)
The block Hcv of the Hamiltonian of Eq. (69) is
Hcv =
(
Hcv1 Hcv2 Hcv3
)
, (80)
where
Hcv1 = iP2kx +B2kxkz + b2εxz, (81)
Hcv2 = iP2ky +B2kykz + b2εyz, (82)
Hcv3 = iP1kz +B1k
2
z +B3
(
k2x + k
2
y
)
+ b1εzz + b3 (εxx + εyy) + Ucz,
(83)
where we have neglected strain-induced k · p terms,35,44
proportional to ε, which are small because for typical
semiconductor heterostructures ε ∼ 0.01. The param-
eters b1 = 〈uc|Dzz|uz〉, b2 = 〈uc|Dxz|ux〉, and b3 =
〈uc|Dxx|uz〉 are the interband matrix elements of the de-
formation potentials tensor D.35,44 The parameters B1,
B2 and B3 are
B1 =
~
2
2m20
∑
γ
(
1
Ev1 − Eγ +
1
Ec − Eγ
)
p(z)cγ p
(z)
γz , (84)
B2 =
~
2
2m20
∑
γ
(
1
Ev1 − Eγ +
1
Ec − Eγ
)
×
(
p(x)cγ p
(z)
γz + p
(z)
cγ p
(x)
γz
)
,
(85)
B3 =
~
2
2m20
∑
γ
(
1
Ev1 − Eγ +
1
Ec − Eγ
)
p(x)cγ p
(x)
γz . (86)
We can now mention that the Kane Hamiltonian in
Eq. (A4) of Ref. 48 is not applicable to wurtzite because
the terms providing the interband mixing mediated by
remote bands, which are proportional to the parameters
B1 and B2 there, are not represented correctly; the Kane
Hamiltonian in Eq. (4) of Ref. 49 lacks the term propor-
tional to B1 in our Eq. (83). Finalizing with the descrip-
tion of the Kane Hamiltonian, in Eq. (83) we have also
included the interband potential Ucz = Ucz (r, z), which
exists due to the difference in the Bloch functions for
the semiconductors composing the heterostructure. We
set Ucz = 0 for the space region of the potential well
semiconductor, which has the periodic lattice potential
U1 = U1 (r, z), while for the space region of the barrier
material with the lattice potential U2 = U2 (r, z) we have
Ucz = 〈uc|U2 − U1|uz〉. Based on bulk parameters of
the pair GaN/AlN,46 an estimation, details of which will
be presented elsewhere, gives the value of the matrix ele-
ment 〈uc|U2−U1|uz〉 as small as 60 meV. It has the same
order of magnitude as the parameters of the crystal split-
ting ∆1 = Ev6 − Ev1 and spin-orbit interaction ∆2 and
∆3 for wurtzite GaN and AlN.
If we adopt the cubic approximation,35–37 which im-
poses the zinc-blende crystal symmetry on potentials of
the wurtzite semiconductors, all parameters correspond-
ing to the controversial terms as well as the interband
offset will turn to zero,
B1 = B2 = B3 = b1 = b2 = b3 = Ucz = 0. (87)
Similar contributions in zinc-blende materials,44 which
disappear for wurtzite, can hence be treated as small on
reciprocal grounds, rather than by invoking an affinity of
the zinc-blende and the diamond lattices. In what follows
we adopt the cubic approximation given by Eq. (87).
B. Cylindrical coordinates
For the Bloch function uc is invariant under rotation of
the Cartesian coordinate system around the z-axis, the
procedure of transformation of the Kane Hamiltonian to
cylindrical coordinates trivially follows the one for the
valence-band case. We accordingly introduce the rota-
tionally invariant functions u˜′ = (uc ur uφ uz), so that
u′ = u˜′S′, where the unitary matrix
S′ =

1 0 0 0
0 cosφ sinφ 0
0 − sinφ cosφ 0
0 0 0 1
 (88)
plays the role of the matrix S for the valence-band case,
see Eq. (13). To avoid the φ-dependence in the spin-
orbit Hamiltonian after the transformation realized with
the matrix S′, we use the unitary transformation defined
by the matrix S˜′,
S˜′ =

ei
φ
2
σz 0 0 0
0 ei
φ
2
σz 0 0
0 0 ei
φ
2
σz 0
0 0 0 ei
φ
2
σz
 . (89)
The resulting doubly transformed Hamiltonian H′ of
Eq. (68) is
˜˜
H′ = S˜′S′H′S′−1S˜′−1 =
 ˜˜Hc ˜˜Hcv˜˜
H
†
cv
˜˜
Hv
 , (90)
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where
˜˜
Hc =−A′1∇2z −A′2
[
∇2r +
1
r
∇r + 1
r2
∇̂
2
φ
]
+ Uc + a1εzz + a2 (εrr + εφφ) ,
(91)
˜˜
Hcv =
( ˜˜
Hcv1
˜˜
Hcv2
˜˜
Hcv3
)
, (92)
with
˜˜
Hcv1 = P2
(
∇r + 1
r
)
, (93)
˜˜
Hcv2 = P2
1
r
∇̂φ,
˜˜
Hcv3 = P1∇z. (94)
Note that ˜˜
H†cv1 = −P2∇r, (95)
while
˜˜
H†cv2 = −P2
1
r
∇̂φ,
˜˜
H†cv3 = −P1∇z . (96)
For the valence band block
˜˜
Hv we have˜˜
Hv = H
(0) +H(σ) +H(ε) +
˜˜
H′(k), (97)
where H(0), H(σ) and H(ε) are given by Eqs. (4), (5)
and (21), respectively. For the kinetic energy part
˜˜
H′(k)
we use the matrix Hamiltonian of Eq. (20) with the sub-
stitute ∇φ → ∇̂φ, see Eq. (33), along with the substi-
tutes L1 → L′1, L2 → L′2 N1 → N ′1 and N2 → N ′2, see
Eqs. (77), (78), and (79).
For cylindrically symmetric structures, the Hamilto-
nian
˜˜
H′ commutes with the operator −i∇φ. The EFs˜˜
F′ = S˜′S′F′, which satisfy the system of equations
˜˜
H′
˜˜
F′ = E
˜˜
F′, (98)
can be chosen as follows:
˜˜
F′ =
eimφ√
2π
f ′ (r, z) , (99)
with m = ±1/2,±3/2, . . . , while the functions f ′ (r, z) =
(fc f1 f2 f3)
T
, where fj =
(
f
(u)
j f
(d)
j
)T
, j = c, 1, 2, 3, do
not depend on φ.
The BCs for the valence-band components of f ′ on the
symmetry axis r = 0 are the same as those given in
Table I. The relations of the conduction-band elements
of f ′ to the old EFs F′,
F (u)c =
ei(m−1/2)φ√
2π
f (u)c , F
(d)
c =
ei(m+1/2)φ√
2π
f (d)c , (100)
TABLE III. Boundary conditions for the conduction-band
component of f ′ at r = 0 for different m.
m 1/2 –1/2 other half-integers
f
(u)
c — 0 0
∇rf (u)c 0 — —
f
(d)
c 0 — 0
∇rf (d)c — 0 —
formally coincide with such for the valence-band elements
f
(u)
3 and f
(d)
3 , see Eq. (42), resulting in the same BCs at
r = 0, which are presented in Table III. The superfluity of
some of the BCs, shown in Table I in parentheses, is eas-
ily demonstrated, as in the valence-band case, from the
analysis of the second and third equations in Eq. (98), us-
ing also the corresponding BCs for the conduction-band
components of f ′.
The external magnetic field Bz is treated analogously
to the valence-band case, see Appendix A, through the
substitutes given by Eqs. (A6) and (A7), including also
the following Pauli term H′(B) in the Hamiltonian
˜˜
H′:
H′(B) =

g0µB
2 σzBz 0 0 0
0 g0µB2 σzBz − ie2~cQBz 0
0 ie2~cQBz
g0µB
2 σzBz 0
0 0 0 g0µB2 σzBz
 , (101)
which is invariant under the transformations realized
with the matrices S′ and S˜′.
For zinc-blende materials, we use the relations given
in Sec. II D, along with the following ones: a1 = a2,
m1 = m2, P1 = P2, and Ev1 = Ev6.
IV. VALENCE-BAND STATES IN WURTZITE QWS
Actual heterostructures, such as wurtzite GaN/AlN
QDs of truncated pyramidal geometry with a hexagonal
base50 or zinc-blende InAs/GaAs square-base pyramidal
11
(a) (b)
L R
FIG. 1. (Color online) Two studied types of QWs with
the same cross-sectional area: (a) hexagonal QW with the
hexagon side of length L, (b) cylindrical QW with the radius
R = L
√
3
√
3/2pi.
QDs,51 are devoid of the cylindrical symmetry. To take
advantages of the cylindrical coordinate representation
of the EM equations, one must first assume the cylin-
drical symmetry approximation for the electron systems
of interest. Zinc-blende materials should be of special
concern here due to the necessity to accept the cylindri-
cal geometry, spherical band and spherical deformation
potentials approximations simultaneously. On the other
hand, one may expect that wurtzite structures grown
along the [0001] direction are very close to cylindrically
symmetric because of the cylindrically symmetric band
structure, in the EM approximation including the Kane
model, and the argument that a regular hexagon is geo-
metrically close to a circle.
To verify this assumption, we compute the spectrum
of the valence-band states, as a function of the wavenum-
ber kz, in an isolated [0001] wurtzite GaN QW that has a
regular hexagonal cross-section. We use the valence-band
EM equations in Cartesian coordinates, see Eq. (1). We
also adopt the cylindrically symmetric geometry approx-
imation for the QW, preserving the same cross-sectional
area, see Fig. 1, and compute the spectrum by using
Eq. (37) and the BCs from Table I. For both cases the
EFs are set to zero at the GaN-vacuum boundary. The
following material parameters are used. The radius of
the QW in the cylindrical approximation is R = 2 nm.
The same cross-sectional area has a hexagonal QW with
the hexagon side of length L = R
√
2π/3
√
3 ≈ 1.100R =
2.2 nm. The band structure parameters of wurtzite GaN
are taken from Ref. 46: A1 = −7.21, A2 = −0.44,
A3 = 6.68, A4 = −3.46 A5 = −3.40, A6 = −4.90.
The strain Hamiltonian gives no contribution in isolated
QWs. For simplicity, we neglect the spin-orbit interac-
tion, ∆2 = ∆3 = 0, and also the crystal splitting ∆1 = 0
for consistency, so that Ev1 = Ev6, with the value being
used as the zero-energy reference point, and put A7 = 0.
The upper and the down spinor elements of the functions
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FIG. 2. (Color online) Valence-band states in a hexagonal
GaN QW with the length of the hexagon side L = 2.2 nm,
solid lines; valence-band states in a cylindrical GaN QW with
the radius R = 2 nm, characterized by the projection lz of
orbital momentum on the z-axis, dotted lines.
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FIG. 3. (Color online) Absolute values of the energy of several
lowest valence-band states at kz = 0 in a hexagonal GaN QW,
solid lines, and in a cylindrical GaN QW, dots, as a function
of the QW radius R; the corresponding hexagon’s side length
is L = 1.1R.
f , see Eq. (37), are then not coupled, and the states are
characterized by the projection lz of orbital momentum
on the z-axis, with lz = m − 1/2 for the upper spinor
elements of f , and lz = m+ 1/2 for the down ones.
Due to properties of the space group C6v, all states
in the hexagonal QW are either non-degenerate or have
a two-fold degeneracy, not considering the spin degener-
acy. One might expect that the non-degenerate states
12
correspond to the states with lz = 0 for the cylindrical
QW, while the two-fold degenerate states are related to
the states lz = ±1,±2, . . . in the cylindrical QW. As can
be seen in Table IV and Fig. 2, the ground and several
excited states in these QWs not only have similar behav-
ior but are also very close in energy, with the difference
being less than 4%. An exception holds for the states
with |lz| = 3n, where n = 1, 2, . . ., which turn into non-
degenerate states in the hexagonal QW, see Appendix B.
The smallness of the corresponding energy splittings may
be established as a criterion for applicability of the cylin-
drical symmetry approximation for hexagonal systems.
It is satisfied for the lowest states with |lz| = 3, see Ta-
ble IV and Fig. 2, for the hexagonal splitting is only 10%
of the energy of the states.
The results remain even quantitatively the same for
other actual12 sizes of the QWs. The energy of the
valence-band states in hexagonal and equivalent cylin-
drical QWs is shown in Fig. 3 for kz = 0 as a function
of the radius R, from R = 1 nm to R = 10 nm with the
step δR = 1 nm (the values at R = 2 nm corresponds
to the detailed data in Table IV and Fig. 2). Shown are
only several lowest states that are equivalent to the ones
with |lz| ≤ 2 for cylindrical geometry. The fit of the
spectrum in cylindrical QWs to that in hexagonal QWs
is excellent, the energy difference ranging from 1.6% to
3.7%. The hexagonal symmetry splitting of the lowest
degenerate state with |lz| = 3 (not shown) is still about
10% of the energy of the state, experiencing a variation
with R only in the third significant digit.
V. DISCUSSION
The approach of Sercel and Vahala,32 proposed more
than two decades ago, allows to reduce the number of
independent variables in the multiband Hamiltonians for
radially symmetric structures by integrating out angular
degrees of freedom. Being a development of the ideas of
Baldereschi and Lipari,33 it has still inherited an indefi-
nite status of the BCs for the EFs at the origin, for spher-
ical coordinates, or on the symmetry axis, for cylindrical
ones. In particular, Sercel and Vahala did not derive the
BCs but suggested instead that the EFs be regular. By
definition, a regular at a point ξ = ξ0 function f(ξ) is
presented by a convergent power series
f(ξ) =
∞∑
n=0
(ξ − ξ0)n fn, (102)
with some operators fn, for |ξ − ξ0| < ǫ in some vicinity
ǫ > 0 of the point ξ = ξ0.
41 However, in cylindrical or
spherical coordinates, the EFs as functions of a radial
variable ξ are formally not regular at ξ = 0 because they
are not defined for ξ < 0. As a consequence, the BCs are
not specified by the regularity arguments; the formalism
of Sercel and Vahala is incomplete and cannot be put
into practice. Neither this fact has been conceived nor an
TABLE IV. Spectrum E
(h)
n of several valence-band states
(each doubly spin-degenerate) in a wurtzite GaN QW with
the regular hexagonal (side length 2.2 nm) cross-section and
corresponding energies E(c) of the states in the QW with
the circular (radius 2 nm) cross-section for two values of the
wavenumber kz, presented in Fig. 2. The spectrum E
(c) is
characterized by the projection lz of angular momentum on
the symmetry axis.
kz, nm
−1 0 1
E
(h)
1 (E
(c)), meV –24.63 (–24.09a) –59.48 (–58.49b)
E
(h)
2 (E
(c)), meV –62.41 (–61.15b) –59.48 (–58.49b)
E
(h)
3 (E
(c)), meV –62.41 (–61.15b) –92.06 (–89.55a)
E
(h)
4 (E
(c)), meV –72.03 (–69.48a) –104.90 (–104.17a)
E
(h)
5 (E
(c)), meV –111.70 (–109.84c) –111.72 (–109.93c)
E
(h)
6 (E
(c)), meV –111.70 (–109.84c) –111.72 (–109.93c)
E
(h)
7 (E
(c)), meV –120.23 (–117.16b) –148.82 (–145.22b)
E
(h)
8 (E
(c)), meV –120.23 (–117.16b) –148.82 (–145.22b)
E
(h)
9 (E
(c)), meV –129.04 (–126.9a) –166.49 (–171.55d)
E
(h)
10 (E
(c)), meV –163.93 (–169.53d) –182.65 (–171.55d)
E
(h)
11 (E
(c)), meV –181.17 (–169.53d) –194.11 (–192.58c)
E
(h)
12 (E
(c)), meV –191.58e (–186.89c) –194.11 (–192.58c)
a
lz = 0.
b |lz | = 1.
c |lz | = 2.
d |lz | = 3.
e Degenerate with the E
(h)
13 level.
alternative radially symmetric coordinate representation
for multiband Hamiltonians has been proposed in the
literature up to now. We note here that the BCs for the
EFs in cylindrical or spherical coordinates may not be
conventional, as seen in Table I, and may not correspond
to a hypothetical situation when each EF component has
either even or odd parity.52
We have not found the BCs to complement the for-
malism of Sercel and Vahala, but developed a different
one in view of the following. For a cylindrically symmet-
ric nanostructure, for example, the effective Hamiltonian
for each eigenvalue of the operator of projection of to-
tal angular momentum on the symmetry axis is to be
derived individually in the approach of Sercel and Va-
hala. Reminding the formulation of Heisenberg’s matrix
mechanics,30 such a procedure is quite inefficient. We
should admit that this may not be a serious shortcoming
because in most practical cases properties of only several
low-lying states are of interest, while states with large
values of angular momentum are usually characterized by
large values of eigenenergy, which may even fall beyond
the range of applicability of the EM equations. Never-
theless, we had to analyze states with |lz| = 3 to grasp
the effect of their splitting in actual QWs with hexago-
nal symmetry. Hamiltonian for such values of the orbital
momentum, albeit for zinc-blende systems, has not been
presented previously in an explicit form.
The cylindrical coordinate representation is directly
13
applicable only to idealized structures such as zinc-blende
(truncated) conical QDs and cylindrical QWs, in the
spherical band approximation, and cylindrically symmet-
ric wurtzite structures grown along the [0001] crystallo-
graphic direction. An unbounded cylindrically symmet-
ric 2D or 3D electron system can also be such an object
if a particular task requires quantum numbers of the an-
gular momentum operator rather than momentum. A
particular study is yet to confirm the applicability of the
cylindrical symmetry approximation for the whole range
of heterostructures possessing different geometry, size,
and material composition. We have presented the analy-
sis only for the simplest but actual for applications12 case
of the valence-band states in isolated [0001] wurtzite GaN
QWs with a regular hexagonal cross-section. We have ob-
tained evidences that such systems can be approximated
by cylindrical QWs. The excellent fit of the spectrum
of states in cylindrical QWs to that in hexagonal QWs
also indicates that one may expect qualitatively similar
picture when actual50 wurtzite QDs are approximated by
cylindrically symmetric ones.
Analogously, the multiband Hamiltonians can also be
expressed in spherical coordinates. While spherical QDs
are occasionally considered in the literature,53,54 such ge-
ometry is presumably too crude an approximation for
actual truncated pyramidal QDs, and the spherical coor-
dinate representation would be of very limited interest.
VI. CONCLUSIONS
The goal of this work was to find an efficient scheme
to express the valence-band and Kane envelope-function
Hamiltonians for wurtzite and zinc-blende semiconductor
heterostructures in cylindrical coordinates. Such a rep-
resentation can considerably reduce the computational
cost and facilitate analyzing the electron states in ulti-
mate low-dimensional electron systems—QWs and espe-
cially QDs—if the systems can be approximated as cylin-
drically symmetric. To achieve the goal, we have con-
structed rotationally invariant basis functions that allow
us to use the corresponding EFs as eigenstates of the op-
erator of projection of total angular momentum on the
symmetry axis. As a result, our multiband Hamiltonians
depend on a single parameter, which is an eigenvalue of
the operator of projection of total angular momentum on
the symmetry axis. Such representation is conventional,
reminding the textbook case of the usual Schro¨dinger
equation for a cylindrically symmetric system.30,31 In the
Hamiltonians, we have taken into account the deforma-
tion effects and have made an allowance for an external
magnetic field applied along the symmetry axis. We have
supplemented the multiband EM equations by BCs im-
posed on the EFs on the symmetry axis, thus making the
cylindrical coordinate formalism complete.
The obtained results have been applied to analyze
the valence-band states in isolated wurtzite GaN QWs,
grown along the [0001] crystallographic direction, with a
regular hexagonal cross-section. We have revealed a good
correspondence between the spectrum in such QWs and
a spectrum of the states in equivalent cylindrical QWs.
The degenerate states with |lz| = 3, 6, 9, . . . in cylindrical
QWs are equivalent to split states in hexagonal QWs.
We have suggested smallness of the splitting energy as
a criterion for applicability of the cylindrical symmetry
approximation for hexagonal systems.
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Appendix A: External magnetic field
To take into account an external magnetic field Bz,
we use the symmetric gauge for the vector potential
A = (Ax, Ay, Az) = (−yBz/2, xBz/2, 0) in Cartesian co-
ordinates, or (Ar, Aφ, Az) = (0, rBz/2, 0) in cylindrical
coordinates. We make the following substitutes in the
Hamiltonian of Eq. (6):
kj → Kj ≡ kj + e
~c
Aj , j = x, y, z, (A1)
where −e < 0 is the electron charge, and c is the speed of
light in vacuum. All non-commutative products should
be replaced by the symmetrized products,23
KxKy → 1
2
{Kx,Ky}+ ≡ 1
2
(KxKy +KyKx) . (A2)
In addition, the Hamiltonian H of Eq. (1) must include
the effective Pauli term H(B),
H(B) =
 g0µB2 σzBz − ie2~cQBz 0ie2~cQBz g0µB2 σzBz 0
0 0 g0µB2 σzBz
 , (A3)
where g0 ≈ 2 is the free electron g-factor, µB is the Bohr
magnetron, and Q is a material parameter,23
Q =
~
2
m20
∑
γ
p
(x)
xγ p
(y)
γy − p(y)xγ p(x)γy
Ev6 − Eγ , (A4)
where Ev6 and Eγ are the energies of the valence Γ6 state
and the state with the index γ, respectively, of the refer-
ence material; p
(j)
j′γ are the matrix elements of the momen-
tum operator between the zone-center Bloch functions uγ
and uj′ , where j, j
′ = x, y, that is p
(j)
j′γ = 〈uj′ |~kj |uγ〉.
Let us compare Eq. (A4) with a similar expression36
for the material parameter N1,
N1 =
~
2
m20
∑
γ
p
(x)
xγ p
(y)
γy + p
(y)
xγ p
(x)
γy
Ev6 − Eγ , (A5)
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and note that p
(y)
xγ = 0 for the nearest γ bands, which
belong to the representation Γ1. This indicates that the
approximation Q ≈ N1 may be satisfactory.
In cylindrical coordinates, we symmetrize the products
of the operators ∇φ and ∇r entering the Hamiltonian of
Eq. (20),
∇φ∇r → 1
2
{∇φ,∇r}+, (A6)
and make the following substitute:
∇φ → ∇φ + ie
2~c
Bzr
2, (A7)
so that, for example,
H˜
(k)
12 = −
{
∇φ + ie
2~c
Bzr
2,∇r
}
+
L1
2r
+
M1
2r
{
∇φ + ie
2~c
Bzr
2,∇r
}
+
+
M1
r2
(
∇φ + ie
2~c
Bzr
2
)
. (A8)
The rest arguments directly follow the ones for the case
without magnetic field. After the unitary transforma-
tions, realized with the operators S and S˜, the effective
Pauli term of Eq. (A3) remains invariant,
˜˜
H(B) = S˜SH(B)S−1S˜−1 = H(B). (A9)
The resulting full Hamiltonian commutes with the oper-
ator −i∇φ, if the system is cylindrically symmetric. The
EFs have the form of Eq. (35), where the functions f are
obtained by solving the following system of equation:(
H(0) +H(σ) + H˜(ε) +H(B) +
˜˜
H(k)m
)
f = Ef , (A10)
with the kinetic energy Hamiltonian
˜˜
H
(k)
m being pre-
sented by the matrix operator
 M1
mˆ
2
r2 − L1
[∇2r +∇r 1r ]−M2∇2z iM1 [ 12r{mˆ,∇r}+ + mˆr2 ]− i{mˆ,∇r}+ L12r −N2∇r∇z + iN3∇r
i{mˆ,∇r}+M12r − iL1
[
1
2r{mˆ,∇r}+ + mˆr2
]
L1
mˆ
2
r2 −M1
[∇2r +∇r 1r ] −M2∇2z −iN2 mˆr ∇z −N3 mˆr
−N2
[∇r + 1r ]∇z − iN3 [∇r + 1r ] −iN2 mˆr ∇z +N3 mˆr M3 [ mˆ2r2 −∇2r − 1r∇r]− L2∇2z
 ,
(A11)
where the matrix operator mˆ is
mˆ =
(
e
2~cBzr
2 +m− 12 0
0 e2~cBzr
2 +m+ 12
)
, (A12)
and H(0), H(σ), H˜(ε), and H(B) are given by Eqs. (4),
(5), (21), and (A3), respectively, while taking notice of
Eq. (23). Also holds Eq. (40).
Appendix B: Symmetry groups C6v and C∞v
The states in cylindrical and hexagonal QWs are clas-
sified by the irreducible representations of the axial sym-
metry group C∞v and the group C6v, respectively,
31
characters of which are given in Tables V and VI. In Ta-
ble VII, we also present characters of the representations
of the group C∞v for the operations of the symmetry
group C6v to obtain the following decomposition rules:
A1 = A
′
1, A2 = A
′
2, El1 = E
′
1, El2 = E
′
2,
El3 = B
′
1 +B
′
2, El4 = A
′
1 +A
′
2,
(B1)
TABLE V. Characters of the irreducible representations of
the group C∞v.
E 2C(φ) ∞σv
A1 1 1 1
A2 1 1 –1
El 2 2 cos lφ 0
where l1 is an odd positive integer not multiple of 3, l2 is
an even positive integer not multiple of 3, l3 is a positive
integer multiple of 3 but not multiple of 6, and l4 is a
positive integer multiple of 6. The decomposition rules
indicate that the hexagonal symmetry lifts the orbital
degeneracy only for the states with projection of angular
momentum on the symmetry axis |lz| = 3n, where n is a
positive integer. This symmetry analysis is also valid for
wurtzite quantum dots with a regular hexagonal cross-
section.
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TABLE VI. Characters of the irreducible representations of
the group C6v.
E C2 2C3 2C6 3σv 3σ
′
v
A′1 1 1 1 1 1 1
A′2 1 1 1 1 –1 –1
B′1 1 –1 1 –1 –1 1
B′2 1 –1 1 –1 1 –1
E′1 2 –2 –1 1 0 0
E′2 2 2 –1 –1 0 0
TABLE VII. Characters of the representations of the group
C∞v for the operations of the symmetry group C6v.
E C2 2C3 2C6 3σv 3σ
′
v
A1 1 1 1 1 1 1
A2 1 1 1 1 –1 –1
E1, E5, E7, E11, E13, . . . 2 –2 –1 1 0 0
E2, E4, E8, E10, E14, . . . 2 2 –1 –1 0 0
E3, E9, E15, E21, E27, . . . 2 –2 2 –2 0 0
E6, E12, E18, E24, E30, . . . 2 2 2 2 0 0
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