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1. Introduction
This paper is devoted to constrained optimization problems with set-valued cost mappings and it is double folded.
Firstly, we intend to generalize several results in [10] and to show how these results can be found on the base of some
general principles in vector optimization. For this part, we work with Bouligand derivative of set-valued maps and we
investigate two kinds of eﬃciency: weak eﬃciency and ﬁrm eﬃciency. Moreover, the latter notion, introduced in [11,15] by
means of oriented distance function is characterized by means of another well-known scalarizing functional. By use of this
characterization, in the second part of the paper, we ﬁnd necessary optimality conditions for ﬁrm eﬃciency in terms of
Mordukhovich coderivative.
In [10] the authors consider, in ﬁnite dimensional setting, a closed convex cone K and then, for an element y ∈ −K , they
use the set
K (y) := {γ (y + y) ∣∣ γ  0, y ∈ K}
in order to derive optimality conditions. The authors (mainly) suppose that int K (y) = ∅ and, since it is clear that, in
fact, K (y) = K + Ry = K + R+ y, this manner of notation might leave the impression that the condition int K (y) = ∅ is
weaker than the assumption int K = ∅. One of the starting points of the present paper is to show that this is not the
case even in general Banach spaces. More exactly, we show that int K (y) = ∅ is equivalent with int K = ∅ and, moreover,
int K (y) = int K +R+ y. This allows us to generalize some results in [10] to the Banach spaces using general results from [7].
In is known that, especially for numerical purposes, it is more convenient to work with strict or isolated eﬃcient points
than with the regular eﬃciency. For this aim, by inspiration from the scalar case, such notions were introduced in the
vectorial case as well. We consider here the case of ﬁrm eﬃciency and in order to study this kind of eﬃciency we reinterpret
its original deﬁnition by using a separating functional widely used in the literature (see [12, Section 2.3] and the references
therein). This is the main fact we use to derive suﬃcient (respectively necessary) optimality conditions for ﬁrm eﬃciency in
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rule for Fréchet subdifferential recently obtained in [17].
The paper is organized as follows. In the Section 2 we present the basic notations we work with and we prove several
results we use in the rest of the paper. In particular, we cover the above mentioned problem concerning the nonemptiness
of the interiors of the cones, subsequently used in the next sections. In the third section we derive necessary (respectively
suﬃcient) ﬁrst and second-order optimality conditions for weak (respectively ﬁrm eﬃciency). The last section is devoted to
necessary optimality conditions for ﬁrm eﬃciency in terms of Mordukhovich coderivative.
2. Preliminaries
Let X be a normed vector spaces. We denote by D(x, ε) the closed ball with center x and radius ε > 0. Sometimes,
for simplicity, the closed unit ball of X is denoted by DX . For a nonempty set A ⊂ X we denote by int A, core A, cl A the
topological interior, the intrinsic interior and the topological closure, respectively. We recall that x ∈ core A if and only if for
every x ∈ X there exists λ > 0 s.t. x+ λx ∈ A. It is well known that if A is an open or a closed convex set and X is a Banach
space then core A = int A = int(cl A) = core(cl A) (see [21, Corollary 1.3.9]). The symbol R+ denotes the set of nonnegative
real numbers. We consider a pointed closed convex proper cone C ⊂ X which introduces a partial order on X by the equiv-
alence y1 C y2 ⇔ y2 − y1 ∈ C . We denote by X∗ the topological dual of X and we set C∗ := {y∗ ∈ X∗ | y∗(y) 0, ∀y ∈ C}
for the dual cone of C .
We start with the following (technical) result.
Theorem 2.1. Let X be a Banach space, C ⊂ X be a closed convex cone and x ∈ C. Then int(C −R+x) = ∅ if and only if intC = ∅.
Proof. It is clear that if intC = ∅ then int(C − R+x) = ∅. Let us prove the converse. Firstly, since x ∈ C , one observes that
C −R+x = C −Rx is a convex cone. Let v ∈ int(C −R+x). Therefore, on one hand,
0 ∈ int(C −R+x− v)
and, on the other hand, there exist k ∈ C and λ 0 s.t. v = k − λx. One has
C −R+x− v = C −R+x− k + λx ⊂ C −R+x− k ⊂ C −R+x−R+k.
We prove now that C − R+x − R+k = C − R+(x + k). Since the inclusion R+(x + k) ⊂ R+x + R+k is obvious let us take
u ∈ C −R+x−R+k. Then there exist λ1, λ2  0 and k ∈ C s.t. u = k− λ1x− λ2k. Without loss of generality one can suppose
that λ1  λ2, hence
u = k − λ1x− λ1k + (λ1 − λ2)k = k + (λ1 − λ2)k − λ1(x+ k) ⊂ C −R+(x+ k)
and the announced equality is proved. Consequently, one has that
0 ∈ int(C −R+(x+ k)).
Since C −R+(x+ k) = C −R(x+ k) is a convex cone this implies that C −R+(x+ k) = X . We denote u := x+ k ∈ C and we
prove that u ∈ coreC . Consider x ∈ X . Then there exists α  0 s.t.
x+ αu ∈ C .
If α = 0 then u + x ∈ C , otherwise, u + α−1x ∈ C , hence the assertion is proved, so coreC = ∅. Since C is a closed convex
set in the Banach space X , its core coincides with its topological interior and the result is proved. 
Note that Proposition 1 in [20] presents general conditions assuring that for an element x ∈ X one has C −Rx = X .
In [10] the authors use the condition that int(C + R+u) = ∅ for an element u ∈ −C when X is ﬁnite dimensional. It
is clear, from the above result that this is equivalent with intC = ∅ in general Banach spaces. Moreover, int(C + R+u) =
intC +R+u as we prove in the next result.
Proposition 2.2. Let X be a normed vector space, C ⊂ X be a closed convex cone with nonempty interior and u ∈ −C. Then
int(C +R+u) = intC +R+u.
Proof. Since intC + R+u ⊂ C + R+u and int(C + R+u) is an open set we have that intC + R+u ⊂ int(C + R+u). Suppose
now, by the way of contradiction, that there exists u ∈ int(C +R+u) \ (intC +R+u). Since intC +R+u is a convex set with
nonempty interior, there exists a nonzero functional x∗ ∈ X∗ with
x∗(u) x∗(k + λu)
for every k ∈ intC for every λ ∈ R+ . Standard arguments prove that one has x∗(k) 0 for every k ∈ cl(intC) = C , x∗(u) = 0
and x∗(u) 0. Since u ∈ int(C +R+u) one obtains that x∗(u) > 0, a contradiction. 
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proof is essentially based on the fact that the space is of ﬁnite dimension).
Proposition 2.3. Let X be a Banach space, C ⊂ X be a closed convex cone and x ∈ C. Let (zn) ⊂ X be a sequence for which there exists
a sequence (tn) of positive numbers converging towards 0 and an element z0 ∈ X s.t. t−1n (zn + x) → z0 ∈ − int(C −R+x) for every n.
Then zn ∈ −C for n large enough.
Proof. From Theorem 2.1 and Proposition 2.2 one has that intC = ∅ and
z0 ∈ − intC +R+x.
Therefore, there exists λ 0 s.t. z0 − λx ∈ − intC . Consequently, for n large enough,
t−1n (zn + x) − λx ∈ − intC .
By multiplication with tn one gets that
zn + x− tnλx ∈ − intC
i.e.
zn + (1− tnλ)x ∈ − intC .
Since tn → 0, for n large enough, 1− tnλ > 0, whence
zn ∈ − intC − (1− tnλ)x ⊂ − intC
and the proposition is proved. 
We end this preliminary part with a result which lists some easy well-known implications.
Proposition 2.4. Let X be a normed vector space, C ⊂ X be a closed convex cone with nonempty interior and x ∈ X. Consider the
assumptions:
(i) x /∈ − intC ;
(ii) x /∈ −C ;
(iii) there exists x∗ ∈ C∗ \ {0} s.t. x∗(x) 0;
(iv) there exists x∗ ∈ C∗ \ {0} s.t. x∗(x) > 0.
Then (iv) ⇒ (ii) ⇒ (i) ⇒ (iii).
3. Optimality conditions in terms of Bouligand derivative
Let us pass to the optimization problems we envisage in the present work. In the sequel X, Y , Z are normed vector
spaces and K ⊂ Y and Q ⊂ Z are closed convex cones with nonempty interiors. Consider a set-valued mapping F from X
into Y . As usual, the graph of F is denoted by
Gr F = {(x, y) ∈ X × Y ∣∣ y ∈ F (x)}.
If A ⊂ X then F (A) :=⋃x∈A F (x). We are interested in minimizing the set-valued map F on a set S ⊂ X , especially when
this constraint is given in the form S := {x ∈ X | 0 ∈ G(x) + Q } where G : X ⇒ Z is another set-valued map. If one denotes
the inverse set-valued map of G as G−1 : Z ⇒ X given by G−1(z) = {x ∈ X | z ∈ G(x)}, then one can write S = G−1(−Q ).
Therefore, we take into consideration the general problem
(P1) min F s.t. x ∈ S
and the corresponding problem with set-valued constraints:
(P2) min F s.t. x ∈ G−1(−Q ).
When one has a deﬁnition or a result for (P1) it can be written for (P2) as well, simply by putting S = G−1(−Q ). First,
we work with weak solutions of these problems. We recall the deﬁnition of the notion of weak (Pareto) minimum point.
Deﬁnition 3.1. A point (x, y) ∈ Gr F is called a weak (Pareto) solution of (P1) if x ∈ S and (F (S) − y) ∩ − int K = ∅.
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requires (F (S) − y) ∩ −K = {0}. Observe that (x, y) is a weak solution if it is a Pareto solution with respect to the cone
int K ∪ {0}. It is a well-known fact that it is easier to handle weak Pareto solutions as compared to Pareto solutions (though
Pareto eﬃciency seems to be important from the point of view of applications), mainly because of the assumption concern-
ing the nonemptiness of the interior of the ordering cone. For this reason, there is an important amount of literature on the
optimality conditions for weak Pareto solutions but this is not the case for Pareto solutions. The technical diﬃculties which
appear when one deals with Pareto eﬃciency lead to some other important notions of eﬃciency in vector optimization the-
ory such as proper eﬃciency, approximate eﬃciency (see [12]). However, in the last years a signiﬁcant progress was made
in the case when int K = ∅ (see [3] and the references therein).
We introduce now the ﬁrst and the second-order Bouligand cones (see [1]).
Deﬁnition 3.2. Let S be a nonempty closed subset of X and x ∈ S .
(a) The ﬁrst-order Bouligand tangent cone to S at x (named the contingent cone in [1]) is the set
TB(S, x) = {u ∈ X | ∃tn ↓ 0, ∃un → u, ∃n0 ∈N, ∀n n0, x+ tnun ∈ S}
where (tn) ↓ 0 means (tn) ⊂ (0,∞) and tn → 0;
(b) if x1 ∈ X the second-order Bouligand tangent set to S at (x, x1) is the set
T 2B(S, x, x1) =
{
u ∈ X ∣∣ ∃tn ↓ 0, ∃un → u, ∃n0 ∈N, ∀n n0, x+ tnx1 + t2nun ∈ S}.
Note that if x1 /∈ TB(S, x) then T 2B(S, x, x1) = ∅.
Deﬁnition 3.3. Let (x, y) ∈ Gr F . The ﬁrst-order Bouligand derivative of F at (x, y) is the set-valued map DB F (x, y) from X
into Y deﬁned by
DB F (x, y)(u) =
{
v ∈ Y ∣∣ ∃tn ↓ 0, ∃un → u, ∃(vn) ⊂ Y , vn → v, ∃n0 ∈ N, ∀n n0, y + tnvn ∈ F (x+ tnun)},
and if (x1, y1) ∈ X × Y , the second-order Bouligand derivative of F at (x, y) with respect to (x1, y1) is the set-valued map
D2B F ((x, y), (x1, y1)) from X into Y deﬁned by
D2B F
(
(x, y), (x1, y1)
)
(u) = {v ∈ Y ∣∣ ∃tn ↓ 0, ∃un → u, ∃(vn) ⊂ Y , vn → v, ∃n0 ∈ N, ∀n n0,
y + tn y1 + t2n vn ∈ F
(
x+ tnx1 + t2nun
)}
.
In fact Gr DB F (x, y) = TB(Gr F , (x, y)) and Gr D2B F ((x, y), (x1, y1)) = T 2B(Gr F , ((x, y), (x1, y1))).
Lemma 3.1 in [7] gives necessary and suﬃcient conditions for a point to be weak solution of (P1).
Lemma 3.4. A pair (x, y) ∈ Gr F ∩ (S × Y ) is a weak solution of (P1) if and only if the next (equivalent relations) hold:
TB
(
F (S) + K , y)∩ − int K = ∅,
T 2B
(
F (S) + K , y, z)∩ − int K = ∅, ∀z ∈ −K .
In the speciﬁc situation of problem (P2), let us consider the set-valued map (F × G) : X ⇒ Y × Z as (F × G)(x) :=
F (x) × G(x).
Proposition 3.5. In the above notations if (x, y) ∈ Gr F , z ∈ G(x) ∩ −Q and
TB
(
F
(
G−1(−Q ))+ K , y)∩ − int K = ∅
then
TB
(
(F × G)(X) + K × Q , (y, z))∩ (− int K × (− int Q −R+z))= ∅.
Proof. Suppose, by contradiction, that there exist (u, v) ∈ − int K × (− int Q − R+z) and (tn) ↓ 0, (un) → u, (vn) → v ,
(xn) ⊂ X with
y + tnun ∈ F (xn) + K , z + tnvn ∈ G(xn) + Q .
In order to get a contradiction, we only have to show that for n large enough (xn) is a feasible point i.e. 0 ∈ G(xn)+ Q . This
comes on the same way as in the proof of Proposition 2.3: there exists λ 0 s.t. vn + λz ∈ − int Q , whence
z + tnvn = (1− tnλ)z + tn(vn + λz) ∈ − int Q
for n large enough. 
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previous (ﬁrst-order) result.
Proposition 3.6. In the above notations if (x, y) ∈ Gr F , z ∈ G(x) ∩ −Q and
T 2B
(
F
(
G−1(−Q ) + K ), y,k)∩ − int K = ∅, ∀k ∈ −K ,
then
T 2B
(
(F × G)(X) + K × Q , (y, z), (k,q))∩ (− int K × (− int Q −R+z))= ∅, ∀(k,q) ∈ −K × (−Q −R+z).
From Lemma 3.4 and Propositions 3.5, 3.6 we get the next corollary which generalizes Proposition 3.1 from [10] in
several aspects: it works with set-valued mappings instead of functions and on inﬁnite dimensional spaces (note that if Z
is a Banach space, one gets the conclusion of the quoted result as Theorem 2.1 shows).
Corollary 3.7. Let (x, y) ∈ Gr F and z ∈ G(x) ∩ −Q . If (x, y) is a weak solution of (P2) then
TB
(
(F × G)(X) + K × Q , (y, z))∩ (− int K × (− int Q −R+z))= ∅
and
T 2B
(
(F × G)(X) + K × Q , (y, z), (k,q))∩ (− int K × (− int Q −R+z))= ∅, ∀(k,q) ∈ −K × (−Q −R+z).
It is clear that the second-order condition is trivially satisﬁed if (k,q) /∈ TB((F × G)(X) + K × Q , (y, z)), so it add some-
thing new with respect to the ﬁrst-order condition only if
z ∈ −K × (−Q −R+z) ∩ TB
(
(F × G)(X) + K × Q , (y, z))⊂ −K × (−Q −R+z) \ (− int K × (− int Q −R+z)).
Let us deﬁne F : X⇒ Y by F (x) = F (x) + K and G : X⇒ Z by G(x) = G(x) + Q for every x ∈ X .
Proposition 3.8. Let (x, y) ∈ Gr F and z ∈ G(x) ∩ −Q . If (x, y) is a weak solution of (P2) then
DB(F × G)(x, y, z)(X) ∩
(− int K × (− int Q −R+z))= ∅
and for every (x,k,q) ∈ X × −K × (−Q −R+z)
D2B(F × G)(x, y, z)(x,k,q)(X)
(− int K × (− int Q −R+z))= ∅.
Proof. It is easy to prove that
DB(F × G)(x, y, z)(X) ⊂ TB
(
(F × G)(X) + K × Q , (y, z))
and for every (x,k,q) ∈ X × −K × (−Q −R+z)
D2B(F × G)(x, y, z)(x,k,q)(X) ⊂ T 2B
(
(F × G)(X) + K × Q , (y, z), (k,q)).
Corollary 3.7 yields the conclusion. 
Of course, all above results can be “localized” taking a neighborhood U of x instead of X .
Let us introduce into discussion a well-known separating functional (see [12, Section 2.3]) which we use in the sequel
as a main tool. The symbol ∂ denotes the Fenchel subdifferential of a convex function.
Lemma 3.9. Let K ⊂ Y be a closed convex cone with nonempty interior and let e ∈ int K , M ⊂ Y , y ∈ M. Deﬁne the functional
ϕe : Y → R as
ϕe(y) = inf{λ ∈ R | y ∈ λe − K }.
This map is continuous, convex, strictly-int K-monotone, d(e,bd(Q ))−1-Lipschitz (where bd Q denotes the topological boundary
of Q ) and for every λ ∈ R{
y
∣∣ ϕe(y) λ}= λe − K , {y ∣∣ ϕe(y) < λ}= λe − int K .
Moreover, for every u ∈ Y ,
∂ϕe(u) =
{
v∗ ∈ K ∗ ∣∣ v∗(e) = 1, v∗(u) = ϕe(u)}.
The point y is a weak minimum point for M (i.e. (M − y) ∩ − int K = ∅) if and only if y is a minimum point for ϕe(· − y) on M.
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It only remains to prove the last assertion. If y is a weak minimizer of M and y ∈ M \ {y}, then y − y /∈ − int K , and so
ϕe(y − y)  0. Of course, ϕe(0) = 0. This proves that y is a minimum point for ϕe(· − y) on M . Conversely, one has that
ϕe(y − y) 0 for every y ∈ M , whence y − y /∈ − int K . 
The above result allows us to reconsider, in the set-valued case, the notion of ﬁrm eﬃcient points deﬁned in [5,14,15]
(for single-valued case) by means of the so-called oriented distance function. We remind that if y ∈ Y and M ⊂ Y the
oriented distance function introduced in [13] is deﬁned as Δ(y,M) := d(y,M) − d(y, Y \ M) where, as usual, d(y,M) :=
infu∈M ‖y − u‖.
Deﬁnition 3.10. A feasible point (x, y) ∈ Gr F of problem (P1) is termed local ﬁrm eﬃcient point of order α > 0 of (P1) if
there exist γ > 0 and a neighborhood U of x s.t. for every x ∈ U ∩ S and y ∈ F (x), Δ(y − y,−K ) γ ‖x− x‖α .
Note that in [11] the authors have studied in detail this notion for the scalar case and have shown its interrelations with
other concepts of eﬃciency such as proper eﬃciency, weak eﬃciency, strict eﬃciency. Note that this notion is, formally, not
far from the notion of local sharp minimizer which requires that d(y − y,−K )  γ ‖x − x‖α in the last part of the above
deﬁnition (see [5, Chapter 8]). Observe that a local ﬁrm eﬃcient point is a local sharp minimizer as well. The converse
holds at least in two general situations: if int K = ∅ or if F (x) = {y} (in particular if F is a single-valued map). Indeed, in
the ﬁrst case cl(Y \ −K ) = Y , whence d(y − y,−K ) = Δ(y − y,−K ). In the second case, take (x, y) ∈ Gr F as a local sharp
minimizer. If x = x we have nothing to prove. Otherwise, d(y − y,−K ) > 0 whence y − y /∈ −K , i.e. y − y ∈ Y \ −K . This
shows that d(y− y, Y \−K ) = 0, whence d(y− y,−K ) = Δ(y− y,−K ) and the thesis is proved. Finally, observe that in the
case where int K = ∅ and F (x) = {y} the two notions do not coincide because we can have a point y ∈ F (x) ∩ (− int K + y).
In the next lemma we characterize the local ﬁrm eﬃciency by means of the functional ϕe and this will allow us to look
at this notion in a different way.
Lemma 3.11. The point (x, y) ∈ Gr F is local ﬁrm eﬃcient point of order α of (P1) if and only if there exists μ > 0 s.t. for every
x ∈ U ∩ S, y ∈ F (x), and for some (for every) e ∈ int K , ϕe(y − y)μ‖x− x‖α .
Proof. Suppose, that (x, y) ∈ Gr F is local ﬁrm eﬃcient point of order α of (P1) in the sense of Deﬁnition 3.10. Note that
in particular this implies that for every x ∈ U ∩ S and y ∈ F (x), d(y − y,−K ) γ ‖x− x‖α . Take e ∈ int K with ‖e‖ = 1. We
distinguish several situations. If x = x and d(y − y,−K ) = 0 then d(y − y, Y \ −K ) = 0 whence y − y ∈ −K ∩ cl(Y \ −K ).
Consequently there is a sequence (yn) of elements in Y \ −K converging towards y − y. Since ϕe(yn) > 0 and ϕe is con-
tinuous it implies that ϕe(y − y)  0. On the other hand, ϕe(y − y)  0, so ϕe(y − y) = 0 whence the inequality in the
conclusion trivially holds for every μ > 0. Suppose now that x = x but d(y − y,−K ) > 0. Then y − y /∈ −K so ϕe(y − y) > 0
and again the inequality in the conclusion trivially holds for every μ > 0. Finally suppose that x = x is a feasible point in U
and ﬁx y ∈ F (x). Since d(y − y,−K ) γ ‖x− x‖α we obtain that
y − y /∈ μ‖x− x‖αe − int K
for any μ ∈ (0, γ ) (because otherwise we would obviously have d(y − y,−K )  μ‖x − x‖α < γ ‖x − x‖α). Therefore,
ϕe(y− y)μ‖x− x‖α and the conclusion is proved for the element e we have ﬁxed before. In order to show that it is valid
for any other e′ ∈ int K observe that there exits a positive number a s.t. ae − e′ ∈ K this implies that ϕe′(u) a−1ϕe(u).
We prove now the converse implication. Suppose that there exist e ∈ int K and μ > 0 s.t. for every x ∈ U ∩ S , y ∈ F (x),
ϕe(y− y)μ‖x−x‖α . Fix x ∈ U ∩ S , y ∈ F (x) and ﬁrstly observe that ϕe(y− y) 0, whence y− y ∈ Y \− int K = cl(Y \−K ),
i.e. d(y − y, Y \ −K ) = 0. If x = x then the inequality Δ(y − y,−K ) λ‖x− x‖α is clearly satisﬁed for any λ. Suppose that
x = x. Since e ∈ int K there exists ρ > 0 s.t. e − D(0,ρ) ⊂ int K , so
D
(
0,μρ‖x− x‖α)⊂ μ‖x− x‖αe − int K .
We claim that
d(y − y,−K )μρ‖x− x‖α.
Indeed, in the contrary case, there would exists k ∈ K s.t.
‖y − y + k‖ < μρ‖x− x‖α
whence
y − y ∈ −k + D(0,μρ‖x− x‖α)⊂ −k + μ‖x− x‖αe − int K ⊂ μ‖x− x‖αe − int K
so
ϕe(y − y) < μ‖x− x‖α
in contradiction with our hypothesis. Consequently, the claim is proved and Δ(y − y,−K ) μρ‖x − x‖α . Further, observe
that λ := μρ does not depend on x and y and this allows us to conclude the proof. 
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duced: keeping the notations for problem (P1) is can be written down as follows: a point (x, y) ∈ Gr F is called strict local
minimum point for F on S if x ∈ S and there exists a neighborhood U of x s.t. (F ((S ∩U ) \ {x})− y)∩−K = ∅. Theorem 3.2
in the quoted work presents ﬁrst- and second-order necessary conditions for this relation to hold. Observe that if a point is
local ﬁrm eﬃcient of order α > 0 of (P1) then it is a strict local minimum of (P1). Indeed, in the contrary case there would
exist x = x, x ∈ U ∩ S and y ∈ F (x) s.t. y − y ∈ −K . Then ϕe(y − y) = 0 and the inequality proved in the above lemma does
not hold, so we have a contradiction. It is also clear that the converse is not true: again, it is enough to exist y ∈ F (x) s.t.
y − y ∈ − int K .
We derive necessary optimality conditions for local ﬁrm eﬃciency for our problem (P2), i.e. for the case of functional
constraint S = G−1(−Q ). To this aim, we assume the following property for F , which is a kind of strong calmness property:
if (x, y) ∈ Gr F one says that F has the (SC) property at (x, y) if there exist LF , ε > 0 s.t. for every x ∈ D(x, ε) one has
F (u) ⊂ {y} + LF ‖x− x‖DX .
For set-valued mappings this condition is quite strong and in particular it implies that F (x) = {y}. But, for a single-valued
map F = f , it was introduced by Robinson (see [18]) and used as calmness property (see [10] and the references therein).
Moreover, if f is continuous, a necessary and suﬃcient condition for this property is that DB f (x, f (x))(0) = {0} (see [19,
Theorem 4.1]). In the sequel, we shall keep the set-valued setting, but, according to these remarks, the results can be written
down for single-valued maps under some common assumptions. For this part of the present section, we shall consider that
all involved spaces are ﬁnite dimensional.
Theorem 3.12. Let (x, y) ∈ Gr F and z ∈ G(x) ∩ −Q . Suppose that F and G have the (SC) property at (x, y) and (x, z) respectively. If
DB(F × B)(x, y, z)
(
X \ {0})∩ (−K × (−Q −R+z))= ∅
then (x, y) is a local ﬁrm eﬃcient point of order 1 of (P2) and then a strict local minimum point of (P2). If
D2B(F × G)(x, y, z)(0,0,0)
(
X \ {0})(−K × (−Q −R+z))= ∅
for every (x,k,q) ∈ X × −K × (−Q −R+z), then (x, y) is a local ﬁrm eﬃcient point of order 2 of (P2).
Proof. We use the characterization of ﬁrm eﬃciency deduced in Lemma 3.11. Take e ∈ int K . If (x, y) is not a local
ﬁrm eﬃcient point of order 1 of (P2) there exist (xn) → x, (yn) ⊂ Y , εn ↓ 0 s.t. xn = x, yn ∈ F (xn), 0 ∈ G(xn) + Q and
ϕe(yn − y) < εn‖xn − x‖ for every n. Therefore one obtains the existence of two sequences: (yn) ⊂ Y s.t. yn ∈ F (xn) and
yn − y ∈ εn‖xn − x‖e − int K for every n and (zn) ⊂ −Q s.t. zn ∈ G(xn) for every n. From (SC) property one has that
‖yn − y‖ LF ‖xn − x‖, ‖zn − z‖ LG‖xn − x‖
for n large enough. Denote tn := ‖xn − x‖ ↓ 0. It is clear that the sequences (pn) := (t−1n (xn − x)), (un) := (t−1n (yn − y)),
(vn) := (t−1n (zn−z)) are bounded, so they are convergent (on subsequences, if necessary) towards some elements p ∈ X \ {0},
u ∈ −K (note that cl(int K ) = K ), v ∈ cl(−Q − R+z), respectively. Moreover, applying Dieudonné’s theorem (see, e.g.
[21, Theorem 1.1.8]) one obtains that (−Q −R+z) is closed, hence v ∈ (−Q −R+z). On the other hand,
y + tnun ∈ F (x+ tn pn), z + tnvn ∈ G(x+ tn pn)
whence
(u, v) ∈ DB(F × G)(x, y, z)(p) ⊂ DB(F × G)(x, y, z)
(
X \ {0}).
Since
(u, v) ∈ −K × (−Q −R+z)
one arrives at a contradiction, whence the ﬁrst part of the result is proved. For the second part one simply takes
tn := ‖xn − x‖1/2 and uses the same arguments. 
Using the linear scalarization results in Proposition 2.4, on the basis of Proposition 3.8 and Theorem 3.12 one gets several
conclusions. We list below only the ﬁrst-order conditions one can obtain by this method.
Theorem 3.13. Let (x, y) ∈ Gr F and z ∈ G(x) ∩ −Q .
(i) If (x, y) is a weak solution of (P2) then for every (u, v) ∈ DB(F × G)(x, y, z)(X) there exists (y∗, z∗) ∈ (K ∗ × Q ∗) \ {(0,0)},
z∗(z) = 0 with y∗(u) + z∗(v) 0.
(ii) If for every (u, v) ∈ DB(F × B)(x, y, z)(X \ {0}) there exists (y∗, z∗) ∈ (K ∗ × Q ∗) \ {(0,0)}, z∗(z) = 0 with y∗(u) + z∗(v) > 0,
then (x, y) is a local ﬁrm eﬃcient point of order 1 of (P2).
Proof. One uses Proposition 3.8, Theorem 3.12 and implications (i) ⇒ (iii), (iv) ⇒ (ii) in Proposition 2.4. Take also into
account that (Q +R+z)∗ = {z∗ ∈ Q ∗ | z∗(z) = 0}. 
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The aim of this section is to formulate some optimality conditions for the above discussed problems in terms of Mor-
dukhovich coderivative of set-valued mappings and normal cones. Note that for Pareto eﬃciency and weak Pareto eﬃciency
there are several optimality conditions in literature in terms of generalized differentiation tools introduced by Mordukhovich.
We can quote here the papers [6] (for weak minima), [2] and [3] (for both Pareto and weak minima). Moreover, for the case
of Pareto eﬃciency, in the works [2] and [3] nonempty interiority assumption for the ordering cone is not imposed. Note
that in [6] the mixed coderivative of set-valued maps is used while in [2] and [3] the authors use several notions of general-
ized subdifferentials for single-valued or set-valued maps in order to formulate the assumptions and the conclusions. In the
sequel we shall concentrate on the other kind of eﬃciency we studied in Section 3, namely the ﬁrm eﬃciency. The results
we shall derive in the sequel are based on Lemmas 3.9, 3.11 and on a new calculus technique developed in [4] and [17] for
studying super minimizers (in set-valued optimization) and sharp minimizers (in scalar optimization), respectively. How-
ever, in order to use the separating functional in Lemma 3.9 one needs to suppose that int K = ∅. It is well known that the
objects introduced by Mordukhovich in order to handle generalized differentiability enjoy rich calculus in Asplund spaces
(see [16, Chapters 1, 3]) and in such spaces, in general, the natural ordering cones have empty interior. Of course, in any
normed vector space one can construct a closed convex cone with nonempty interior, so we can consider such a cone and
to work on Asplund spaces. However, in order to conciliate the nonemptiness of the interior of the natural ordering cones
and the Asplund setting and to avoid technical diﬃculties as well, we shall prefer to work on ﬁnite dimensional spaces and
just to point out, when necessary, how the things work in inﬁnite dimensional spaces. However, an interesting question,
which we intend to study separately in a future work, is if it could be possible to treat the ﬁrm eﬃciency (or some other
derived notions) without the nonempty interiority assumption, for example by means of tools and methods developed in
[16, Section 5.3], [2] and [3].
The deﬁnitions that appear below are from the comprehensive monograph of Mordukhovich [16] and we present them
here for the sake of completeness.
Deﬁnition 4.1. Let X be an Asplund space and S ⊂ X be a nonempty closed subset of X and let x ∈ S .
(i) The basic (or limiting, or Mordukhovich) normal cone to S at x is
N(S, x) := {x∗ ∈ X∗ ∣∣ ∃xn S−→ x, x∗n w∗−−→ x∗, x∗n ∈ NF (S, xn)}
where NF (S, z) denotes the Fréchet normal cone to S at a point z ∈ S , given as
NF (S, z) :=
{
x∗ ∈ X∗
∣∣∣ limsup
u∈S,u→z
x∗(u − z)
‖u − z‖  0
}
.
(ii) Let f : X →R be ﬁnite at x ∈ X ; the Fréchet subdifferential of f at x is the set
∂ˆ f (x) := {x∗ ∈ X∗ ∣∣ (x∗,−1) ∈ NF (epi f , (x, f (x)))}
and the basic (or limiting, or Mordukhovich) subdifferential of f at x is
∂ f (x) := {x∗ ∈ X∗ ∣∣ (x∗,−1) ∈ N(epi f , (x, f (x)))}
where epi f denotes the epigraph of f .
On the Asplund spaces one has
∂ f (x) = limsup
x
f−→x
∂ˆ f (x),
and, in particular, ∂ˆ f (x) ⊂ ∂ f (x). If δΩ denotes the indicator function associated with a nonempty set Ω ⊂ X (i.e. δΩ(x) = 0
if x ∈ Ω , δΩ(x) = ∞ if x /∈ Ω), then for any x ∈ Ω , ∂δΩ(x) = N(Ω, x). In contrast with the Fréchet subdifferential, the basic
subdifferential satisﬁes a robust calculus rule: if X is Asplund, f1 is Lipschitz around x and f2 is l.s.c. around this point,
then
∂( f1 + f2)(x) ⊂ ∂ f1(x) + ∂ f2(x). (1)
In [17] the authors have found an interesting calculus rule for the Fréchet subdifferential: if X is a Banach space, f1, f2 are
arbitrary extended real-valued function and
∂ˆ+ f1(x) := −∂ˆ(− f1)(x)
is nonempty then
∂ˆ( f1 + f2)(x) ⊂
⋂
x∗∈∂ˆ+ f1(x)
[
x∗ + ∂ˆ f2(x)
]
. (2)
1026 M. Durea / J. Math. Anal. Appl. 344 (2008) 1018–1028Deﬁnition 4.2. Let F : X ⇒ Y be a set-valued map and (x, y) ∈ Gr F . Then the normal coderivative of F at the (x, y) ∈ Gr F
is the set-valued map D∗N F (x, y) : Y ∗⇒ X∗ given as
D∗N F (x, y)(y∗) :=
{
x∗ ∈ X∗ ∣∣ (x∗,−y∗) ∈ N(Gr F , (x, y))}.
If Y is ﬁnite dimensional then normal coderivatives coincides with the mixed coderivative (see [16, Deﬁnition 1.32]) and
it is simply denoted by D∗ .
Finally, we present the notion of Lipschitz-like set-valued map (in the sense of Aubin).
Deﬁnition 4.3. A set-valued map F : X ⇒ Y is called Lipschitz-like at a point (x, y) ∈ Gr F if there exist a positive num-
ber L > 0 and some neighborhoods U of x and V of y s.t. for every x,u ∈ U one has:
F (x) ∩ V ⊂ F (u) + L‖x− u‖DX .
We consider several problems with their speciﬁc situations: the problem (P ′1) as the problem (P1) with S := X
(i.e. without constraints), the problem (P1) in general (i.e. when a geometric constraint S ⊂ X is present) and the prob-
lem (P2).
Theorem 4.4. Suppose that X, Y are ﬁnite dimensional, K has nonempty interior and F has locally closed graph around (x, y) ∈ Gr F .
Take e ∈ int K . If (x, y) is a local ﬁrm eﬃcient point of order 1 of (P ′1). then there exists μ > 0 s.t.
μDX∗ ⊂ D∗F (x, y)
({
y∗ ∈ Y ∗ ∣∣ y∗(e) = 1}).
Proof. We apply Lemma 3.11 and we deduce that there exists μ > 0 s.t. for every x ∈ U , y ∈ F (x),
ϕe(y − y)μ‖x− x‖.
One can interpret this inequality to obtain that (x, y) is a minimum point for the scalar function f : X × Y → R, f (x, y) :=
ϕe(y − y) − μ‖x − x‖ on (U × Y ) ∩ Gr F . Using the inﬁnite penalization technique this means in particular that (x, y) is a
local minimum point (without constraints) of f + δGr F , whence
(0,0) ∈ ∂ˆ( f (·,·) + δGr F (·,·))(x, y).
Now, we write f as a sum of two functions: f1 : X×Y →R, f1(x, y) := −μ‖x−x‖ and f2 : X×Y → R, f2(x, y) := ϕe(y− y).
It is clear that
∂ˆ+ f1(x) = −∂ˆ(− f1)(x) = DX∗ × {0} = ∅
so (2) yields
(0,0) ∈
⋂
x∗∈U X∗
[
(x∗,0) + ∂ˆ( f2(·,·) + δGr F (·,·))(x, y)].
We can use relation (1) because f2 is Lipschitz and δGr F is l.s.c. around (x, y), whence,
DX∗ × {0} ⊂ ∂ f2(x, y) + ∂δGr F (x, y),
i.e.
DX∗ × {0} ⊂ {0} × ∂ϕe(0) + N
(
Gr F , (x, y)
)
.
Taking into account the form of the subdifferential of ϕe from Lemma 3.9 one arrives at the conclusion. 
This result holds in Asplund spaces as well. We return to the problem (P1).
Theorem 4.5. Suppose that X, Y are ﬁnite dimensional, K has nonempty interior and F is Lipschitz-like at a point (x, y) ∈ Gr F .
Assume further that the graph of F and S are locally closed around (x, y) and x, respectively. Take e ∈ int K . If (x, y) is a local ﬁrm
eﬃcient point of order 1 of (P1) then there exists μ > 0 s.t. for every x∗ ∈ μDX∗ there exist u∗ ∈ N(S, x) and y∗ ∈ Y ∗, y∗(e) = 1 with
x∗ − u∗ ∈ D∗F (x, y)(y∗).
Proof. One follows the proof of the above results with some changes because the constrained set for the real-valued func-
tion f is (U × Y ) ∩ Gr F ∩ (S × X). Therefore, with the same arguments, one gets
DX∗ × {0} ⊂ ∂ f2(x, y) + ∂δGr F∩(S×Y )(x, y).
Taking into account that F is Lipschitz-like at (x, y), one can apply Corollary 3.5 from [16] in order to get
DX∗ × {0} ⊂ ∂ϕe(0) + N
(
Gr F , (x, y)
)+ N(S, x) × {0}.
wherefrom the conclusion. 
M. Durea / J. Math. Anal. Appl. 344 (2008) 1018–1028 1027In general, on Asplund spaces this result holds as well, and the assumptions can be relaxed in the sense of the conditions
used in [16, Theorem 3.4]. Let us compare the above result with [17, Corollary 4.4(ii)]. As we have said the ﬁrm eﬃciency
and the sharp eﬃciency do coincide in the single-valued case (i.e. F = ϕ : X → Y ). Moreover, if the function has real-
extended values then if we take e = 1 in our result we get y∗ = 1 and taking into account [4, Corollary 4.6] the conclusion
reads as follows: for every x∗ ∈ μDX∗ there exists u∗ ∈ N(S, x) s.t.
x∗ − u∗ ∈ ∂ϕ(x),
i.e. the same conclusion as in [17, Corollary 4.4(ii)] if one considers S = {x} (i.e. sharp minima instead of weak sharp
minima). However, our result and [17, Corollary 4.4(ii)] differ because we cover here the vectorial set-valued case for ﬁrm
eﬃciency, while the quoted result deals with weak sharp minimizers in the scalar case.
We turn our attention to the problem (P2). We recall that a set-valued mapping H : X ⇒ Y is said to be inner-
semicompact at x ∈ X if for every sequence xk → x there is a sequence yk ∈ H(xk) which has a convergent subsequence.
Theorem 4.6. Suppose that X, Y , Z are ﬁnite dimensional, K has nonempty interior and F is Lipschitz-like at a point (x, y) ∈ Gr F .
Assume further that the graph of F is locally closed around (x, y), and G−1(−Q ) is closed, G is Lipschitz-like at any (x, z) with
z ∈ G(x) ∩ −Q and x → G(x) ∩ (−Q ) is inner-semicompact at x. Take e ∈ int K . If (x, y) is a local ﬁrm eﬃcient point of order
1 of (P2) then there exists μ > 0 s.t. for every x∗ ∈ μDX∗ there exist z ∈ G(x) ∩ −Q , z∗ ∈ N(−Q , z), u∗ ∈ D∗G(x, z)(z∗) and
y∗ ∈ Y ∗, y∗(e) = 1 with
x∗ − u∗ ∈ D∗F (x, y)(y∗).
Proof. As in the proof of the above theorem one arrives at
DX∗ × {0} ⊂ ∂ϕe(0) + N
(
Gr F , (x, y)
)+ N(G−1(−Q ), x)× {0}.
In our assumptions we can apply Theorem 3.8 in [16] and then
N
(
G−1(−Q ), x)⊂⋃{D∗G(x, y′)(w∗) ∣∣ w∗ ∈ N(−Q , y′), y′ ∈ G(x) ∩ (−Q )}.
Hence for every x∗ ∈ μDX∗ there exist z ∈ G(x) ∩ −Q , z∗ ∈ N(−Q , z), u∗ ∈ D∗G(x, z)(z∗) and y∗ ∈ Y ∗, y∗(e) = 1 with
x∗ − u∗ ∈ D∗F (x, y)(y∗).
and this is exactly the conclusion. 
Note that in the ﬁnite dimensional setting the inner-semicompactness is close to the uniform boundedness (see [16,
Vol. I, p. 71]). Again, even in inﬁnite dimensional Asplund spaces one can relax several hypotheses (see [16, Theorem 3.8]).
We conclude with the following example illustrating the results in this section.
Example 4.7. (See [4, Example 3.5].) Let F : R⇒ R2, F (x) = R2 \ R2+ for every x ∈ R and K := R2+ . It is not diﬃcult so see
that (0,0) is a weak minimum point for (P ′1) and
D∗F (0,0)(u1,u2) :=
⎧⎨
⎩
0, if u1 = 0,u2  0,
0, if u2 = 0,u1  0,
∅, otherwise.
Since for e = (1,1) ∈ int K , ∂ϕe(0,0) = {(x1, x2) ∈ R2+ | x1 + x2 = 1}, it is clear that the necessary condition of Theorem 4.4
is not fulﬁlled, whence (0,0) is not a ﬁrm eﬃcient point of order 1 for (P ′1).
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