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We have previously shown [1] that three approaches to relational quantum dynamics— relational
Dirac observables, the Page-Wootters formalism and quantum deparametrizations—are equivalent.
Here we show that this ‘trinity’ of relational quantum dynamics holds in relativistic settings per
frequency superselection sector. We ascribe the time according to the clock subsystem to a POVM
which is covariant with respect to its (quadratic) Hamiltonian. This differs from the usual choice of
a self-adjoint clock observable conjugate to the clock momentum. It also resolves Kucharˇ’s criticism
that the Page-Wootters formalism yields incorrect localization probabilities for the relativistic par-
ticle when conditioning on a Minkowski time operator. We show that conditioning instead on the
covariant clock POVM results in a Newton-Wigner type localization probability commonly used in
relativistic quantum mechanics. By establishing the equivalence mentioned above, we also assign a
consistent conditional-probability interpretation to relational observables and deparametrizations.
Finally, we expand a recent method of changing temporal reference frames, and show how to trans-
form states and observables frequency-sector-wise. We use this method to discuss an indirect clock
self-reference effect and explore the state and temporal frame-dependence of the task of comparing
and synchronizing different quantum clocks.
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I. INTRODUCTION
In general relativity, time plays a different role than
in classical and quantum mechanics, or quantum field
theory on a Minkowski background. General covariance
dispenses with a preferred choice of time and introduces
instead a dynamical notion of time which depends on
solutions to the Einstein field equations. In the canonical
approach to quantum gravity this leads to the infamous
problem of time [2–4]. Its most well-known facet is that,
due to the constraints of the theory, quantum states of
spacetime (and any matter contained in it) do not at first
sight appear to undergo any time evolution, in seeming
contradiction with everyday experience.
The resolution comes from one of the key insights of
general relativity: any physical notion of time is rela-
tional, the degrees of freedom of the Universe evolve rel-
ative to one another [5–7]. This insight has led to three
main relational approaches to the problem of time, each
of which seeks to extract a notion of time from within the
quantum degrees of freedom, relative to which the others
evolve:
(i) a Dirac quantization scheme, wherein relational ob-
servables are constructed that encode correlations
between evolving and clock degrees of freedom [1–
3, 5, 8–34],
(ii) the Page-Wootters formalism, which defines a re-
lational dynamics in terms of conditional proba-
bilities for clock and evolving degrees of freedom
[1, 25, 35–53], and
(iii) classical or quantum deparametrizations, which re-
sult in a reduced quantum theory that only treats
the evolving degrees of freedom as quantum [1–
3, 10, 26, 27, 54, 55].
These three approaches have been pursued largely in-
dependently with the relation between them previously
unknown. They have also not been without criticism,
especially the Page-Wootters formalism. For example,
Kucharˇ [2] raised three fundamental criticisms against
this approach, namely that it:
(a) leads to wrong localization probabilities in relativis-
tic settings,
(b) is in conflict with the constraints of the theory, and
(c) yields wrong propagators.
Concern has also been voiced that there is an inherent
ambiguity in terms of which clock degrees of freedom one
should choose, also known as the multiple choice prob-
lem [2–4, 56, 57]. Indeed, in generic general relativistic
systems there is no preferred choice of relational time
variable and different choices may lead to a priori differ-
ent quantum theories.
In our recent work [1] we addressed the relation be-
tween these three approaches (i)–(iii) to relational quan-
tum dynamics, demonstrating that they are, in fact,
equivalent when the clock Hamiltonian features a con-
tinuous and non-degenerate spectrum. Specifically, we
constructed the explicit transformations mapping each
formulation of relational quantum dynamics into the oth-
ers. These maps revealed the Page-Wootters formalism
(ii) and quantum deparametrizations (iii) as quantum
symmetry reductions of the manifestly gauge-invariant
formulation (i). In other words, the Page-Wootters for-
malism (ii) and quantum deparametrizations (iii) can be
regarded as quantum analogs of gauge-fixed formulations
of gauge-invariant quantities (i). Conversely, the formu-
lation in terms of relational Dirac observables (i) con-
stitutes the quantum analog of a gauge-invariant exten-
sion of the gauge-fixed formulations (ii) and (iii). More
physically, these transformations establish (i) as a clock-
choice-neutral (in a sense explained below), (ii) as a re-
lational Schro¨dinger, and (iii) as a relational Heisenberg
picture of the dynamics. Constituting three faces of the
same quantum dynamics, we called the equivalence of
(i)–(iii) the trinity of relational quantum dynamics.
This equivalence not only provides relational Dirac ob-
servables with a consistent conditional probability inter-
pretation, but also resolves Kucharˇ’s criticism (b) that
the Page-Wootters formalism would be in conflict with
the quantum constraints. Furthermore, the trinity re-
solves Kucharˇ’s criticism (c) that the Page-Wootters for-
malism would yield wrong propagators, by showing that
the correct propagators always follow from manifestly
gauge-invariant conditional probabilities on the physical
Hilbert space [1]. This resolution of criticism (c) differs
from previous resolution proposals which relied on ideal
clocks [25, 39, 58] and auxiliary ancilla systems [39] and
can be viewed as an extension of [42].
The transformations between (i)–(iii) of the trinity also
allowed us to address the multiple choice problem in
[1] by extending a previous method for changing tem-
poral reference frames, i.e. clocks, in the quantum the-
ory [26, 27, 43] (see also [28–30, 59]). The resolution
to the problem lies in part in realizing that a solution
to the Wheeler-DeWitt equation encodes the relations
between all subsystems, including the relations between
subsystems employed as clocks to track the dynamics of
other subsystems; there are multiple choices of clocks,
each of which can be used to define dynamics. Our pro-
posal is thus to turn the multiple choice problem into a
feature by having a multitude of quantum time choices
at our disposal, which we are able to connect through
quantum temporal frame transformations. This is in line
3with developing a genuine quantum implementation of
general covariance [1, 26, 27, 34, 60–64]. This proposal
is part of current efforts to develop a general frame-
work of quantum reference frame transformations (and
study their physical consequences [65–75]), and should
be contrasted with other attempts at resolving the mul-
tiple choice problem by identifying a preferred choice of
clock [49] (see [1] for further discussion of this proposal).
We did not address Kucharˇ’s criticism (a) that the
Page-Wootters formalism yields the wrong localization
probabilities for relativistic models in [1] as they fea-
ture clock Hamiltonians which are quadratic in mo-
menta and thus generally have a degenerate spectrum,
splitting into positive and negative frequency sectors.
This degeneracy is not covered by our previous con-
struction. While quadratic clock Hamiltonians are stan-
dard in the literature on relational observables (approach
(i)) and deparametrizations (approach (iii)), see e.g.
[5, 10, 11, 19, 27], relativistic particle models have only re-
cently been studied in the Page-Wootters formalism (ap-
proach (ii)) [41, 45–47]. However, Kucharˇ’s criticism (a)
that the Page-Wootters approach yields incorrect local-
ization probabilities in relativistic settings has yet to be
addressed. Since the Page-Wootters formalism encoun-
ters challenges in relativistic settings, given the equiv-
alence of relational approaches implied by the trinity,
one might worry about relational observables and de-
parametrizations too.
In this article, we show that these challenges can be
overcome, and a consistent interpretation of the rela-
tional dynamics can be provided. To this end, we ex-
tend the trinity to quadratic clock Hamiltonians, thus
encompassing many relativistic settings; we show that
all the results of [1] hold per frequency sector associated
to the clock due to a superselection rule induced by the
Hamiltonian constraint. Frequency-sector-wise, the re-
lational dynamics encoded in (i) relational observables,
(ii) the Page-Wootters formalism, and (iii) quantum de-
parametrizations are thus also fully equivalent.
The key to our construction, as in [1], is the use
of a Positive-Operator Valued Measure (POVM) which
here transforms covariantly with respect to the quadratic
clock Hamiltonian [76–79] as a time observable. This con-
trasts with the usual approach of employing an operator
conjugate to the clock momentum (i.e. the Minkowski
time operator in the case of a relativistic particle). This
covariant clock POVM is instrumental in our resolution
of Kucharˇ’s criticism (a) that the Page-Wootters formal-
ism yields wrong localization probabilities for relativistic
systems. We show that when conditioning on this co-
variant clock POVM rather than Minkowski time, one
obtains a Newton-Wigner type localization probability
[80, 81]. While a Newton-Wigner type localization is ap-
proximate and not fully Lorentz covariant, due to the
relativistic localization no-go theorems of Perez-Wilde
[82] and Malament [83] (see also [84, 85]), it is generally
accepted as the best possible localization in relativistic
quantum mechanics. (In quantum field theory localiza-
tion is a different matter [80, 84].) This demonstrates the
advantage of using covariant clock POVMs in relational
quantum dynamics [1, 40, 41, 86, 87]. The trinity also
extends the probabilistic interpretation of relational ob-
servables: a Dirac observable describing the relation be-
tween a position operator and the covariant clock POVM
corresponds to a Newton-Wigner type localization in rel-
ativistic settings.
Finally, we again use the equivalence between (i)–(iii)
to construct temporal frame changes in the quantum the-
ory. On account of superselection rules across frequency
sectors, temporal frame changes can only map informa-
tion contained in the overlap of two frequency sectors,
one associated to each clock, from one clock ‘perspec-
tive’ to another. We apply these temporal frame change
maps to explore an indirect clock self-reference and the
temporal frame and state dependence of comparing and
synchronizing readings of different quantum clocks.
While completing this manuscript, we became aware
of [34], which independently extends some results of [1]
on the conditional probability interpretation of rela-
tional observables and their equivalence with the Page-
Wootters formalism into a more general setting. How-
ever, a different formalism [33] is used in [34], which does
not employ covariant clock POVMs and therefore the two
works complement one another.
Throughout this article we work in units where ~ = 1.
II. CLOCK-NEUTRAL FORMULATION OF
CLASSICAL AND QUANTUM MECHANICS
Colloquially, general covariance posits that the laws of
physics are the same in every reference frame. This is
usually interpreted as implying that physical laws should
take the form of tensor equations. Tensors can be viewed
as reference-frame-neutral objects: they define a descrip-
tion of physics prior to choosing a reference frame. They
thereby encode the physics as ‘seen’ by all reference
frames at once. If one wants to know the numbers which
a measurement of the tensor in a particular reference
frame would yield, one must contract the tensor with
the vectors corresponding to that choice of frame. In
this way, the description of the same tensor looks differ-
ent relative to different frames, but the tensor per se, as
a multilinear map, is reference-frame-neutral. It is this
reference-frame-neutrality of tensors which results in the
frame-independence of physical laws.
The notion of reference frame as a vector frame is usu-
ally taken to define the orientation of a local laboratory
of some observer. In practice, one often implicitly iden-
tifies the local lab (i.e. the reference system relative to
which the remaining physics is described) with the ref-
erence frame. This is an idealization which ignores the
lab’s back-reaction on spacetime, interaction with other
physical systems and possible internal dynamics, while at
the same time assuming it to be sufficiently classical so
that superpositions of orientations can be ignored. Such
4an idealization is appropriate in general relativity where
the aim is to describe the large-scale structure of space-
time. However, in quantum gravity, where the goal is
to describe the micro-structure of spacetime, this may
no longer be appropriate. More generally, we may ask
about the fate of general covariance when we take seri-
ously the fact that physically meaningful reference frames
are in practice always associated with physical systems,
and as such are comprised of dynamical degrees of free-
dom that may couple with other systems, undergo their
own dynamics and will ultimately be subject to the laws
of quantum theory. What are then the reference-frame-
neutral structures?
In regard to this question, we note that the classical no-
tion of general covariance for reference frames associated
to idealized local labs is deeply intertwined with invari-
ance under general coordinate transformations, i.e. pas-
sive diffeomorphisms. In moving towards non-idealized
reference frames (or rather systems), we shift focus from
coordinate descriptions to dynamical reference degrees
of freedom, relative to which the remaining physics will
be described. In line with this, we shift the focus from
passive to active diffeomorphisms, which directly act on
the dynamical degrees of freedom. This is advantageous
for quantum gravity, where classical spacetime coordi-
nates are a priori absent. A quantum version of general
covariance should be formulated in terms of dynamical
reference degrees of freedom [1, 26, 27, 34, 60–64].
The active symmetries imply a redundancy in the de-
scription of the physics. A priori all degrees of freedom
stand on an equal footing, giving rise to a freedom in
choosing which of them shall be treated as the redun-
dant ones. The key idea is to identify this choice with
the choice of reference degrees of freedom, i.e. those rel-
ative to which the remaining degrees of freedom will be
described.1 Accordingly, choosing a dynamical reference
system amounts to removing redundancy from the de-
scription. As such, we may interpret the redundancy-
containing description (in both the classical and quantum
theory) as a perspective-neutral description of physics, i.e.
as a global description of physics prior to having chosen a
reference system, from whose perspective the remaining
degrees of freedom are to be described [1, 26, 27, 61, 62].
This perspective-neutral structure is thus proposed as
the reference-frame-neutral structure for dynamical (i.e.
non-idealized) reference systems.
In this article we focus purely on temporal diffeomor-
phisms and thus on temporal reference frames/systems,
or simply clocks. In this case, we refer to the perspective-
neutral structure as a clock-(choice-)neutral structure
1 Indeed, we do not want to describe the reference degrees
of freedom directly relative to themselves in order to avoid
the self-reference problem [88, 89]. Nevertheless, through the
perspective-neutral structure it is possible to construct indirect
self-reference effects of quantum clocks through temporal frame
changes, see [1] and Sec. VIIC.
[1, 26, 27], which we briefly review here in both the classi-
cal and quantum theory. It is a description of the physics,
prior to having chosen a temporal reference system rel-
ative to which the dynamics of the remaining degrees of
freedom are to be described.
A. Clock-neutral classical theory
Consider a classical theory described by an action
S = ∫
R
duL(qa, dqa/du), where qa denotes a collection of
configuration variables indexed by a. Such a theory ex-
hibits temporal diffeomorphism invariance if the action S
is reparametrization invariant; that is, L(qa, dqa/du) 7→
L(qa, dqa/du′)du′/du transforms as a scalar density un-
der u 7→ u′(u). The Hamiltonian of such a theory is of
the form H = N(u)CH , where N(u) is an arbitrary lapse
function and
CH =
∑
a
qa pa − L ≈ 0, (1)
the so-called Hamiltonian constraint, is a consequence of
the temporal diffeomorphism symmetry. This equation
defines the constraint surface C inside the kinematical
phase space Pkin, which is parametrized by the canonical
coordinates qa, pb. The ≈ denotes a weak equality, i.e.
one which only holds on C [90, 91].
The Hamiltonian generates a dynamical flow on C,
which transforms an arbitrary phase space function f
according to
df
du
:= {f, CH} (2)
and integrates to a finite transformation αuCH · f , where
for simplicity the lapse function has been chosen to be
unity, N(u) = 1. Owing to the reparametrization invari-
ance, this flow should be interpreted as a gauge transfor-
mation rather than true evolution [5, 11], and thus for an
observable F to be physical, it must be invariant under
such a transformation, i.e.
{F,CH} ≈ 0. (3)
Observables satisfying Eq. (3) are known as Dirac ob-
servables.
In order to obtain a gauge-invariant dynamics, we have
to choose a dynamical temporal reference system, i.e. a
clock function T (qa, pa), to parametrize the dynamical
flow, Eq. (2), generated by the constraint. We can then
describe the evolution of the remaining degrees of free-
dom relative to T (qa, pa). This gives rise to so-called
relational Dirac observables (a.k.a. evolving constants of
motion) which encode the answer to the question “what
is the value of the function f along the flow generated by
CH on C when the clock T reads τ?” [1, 5, 11–15, 19, 21–
24, 26, 27]. We will denote such an observable by Ff,T (τ).
As shown in [21–24], these observables can be constructed
5by solving αuCH · T = τ for u = uT (τ) and setting
Ff,T (τ) := α
u
CH · f
∣∣∣
u=uT (τ)
≈
∞∑
n=0
(τ − T )n
n!
{
f,
CH
{T,CH}
}
n
, (4)
where {f, g}n := {{f, g}n−1, g} is the nth-nested Pois-
son bracket subject to {f, g}0 := f . The Ff,T (τ) satisfy
Eq. (3) and thus constitute a family of Dirac observ-
ables parametrized by τ . Such relational observables are
so-called gauge-invariant extensions of gauge-fixed quan-
tities [1, 21–24, 33, 91].
In generic models there is no preferred choice for the
clock function T among the degrees of freedom on Pkin,
which is sometimes referred to as the multiple choice
problem [2, 3]. Different choices of T will lead to different
relational Dirac observables, as can be seen in Eq. (4).
All these different choices are encoded in the constraint
surface C and stand a priori on an equal footing.
This gives rise to the interpretation of C as a clock-
neutral structure. The temporal diffeomorphism symme-
try leads to a redundancy in the description of C: thanks
to the Hamiltonian constraint the kinematical canonical
degrees of freedom are not independent and due to its
gauge flow there will only be dimPkin − 2 independent
physical phase space degrees of freedom. In particular,
relative to any choice of clock function T one can con-
struct dimPkin − 2 independent relational Dirac observ-
ables using Eq. (4) [90, 91]. Hence, the relational Dirac
observables relative to any other clock choice T ′ can be
constructed from them. Consequently, there is redun-
dancy among the relational Dirac observables relative to
different clock choices. Thus C yields a description of the
physics prior to choosing and fixing a clock relative to
which the gauge-invariant dynamics of the remaining de-
grees of freedom can be described. Specifically, no choice
has been made as to which of the kinematical and physi-
cal degrees of freedom are to be considered as redundant.
In analogy to the tensor case, C still contains the informa-
tion about all clock choices and their associated relational
dynamics at once; it yields a clock-neutral description.
Being of odd dimension dimPkin − 1, C is also not a
phase space. A proper phase space description can be
obtained, e.g. through phase space reduction by gauge-
fixing [1, 26, 27, 34, 54]. Given a choice of clock function
T , we may consider the gauge-fixing condition T = const,
which may be valid only locally on C. Since Ff,T (τ)
is constant along each orbit generated by CH for each
value of τ , we do not lose any information about the re-
lational dynamics by restricting to T = const and leav-
ing τ free. By restricting to the relational observables
Ff,T (τ) relative to clock T and by solving the two con-
ditions T = const, CH = 0, we remove the redundancy
from among both the kinematical and physical degrees of
freedom. The surviving reduced phase space description,
which no longer contains the clock degrees of freedom as
dynamical variables, can be interpreted as the description
of the dynamics relative to the temporal reference system
defined by the clock function T . But now we keep track
of time evolution not in terms of the dynamical T , but
in terms of the parameter τ representing its ‘clock read-
ings’. In particular, the temporal reference system is not
described relative to itself, e.g. one finds the tautology
FT,T (τ) ≈ τ . Accordingly, choosing the ‘perspective’ of
a clock means choosing the corresponding clock degrees
of freedom as the redundant ones and removing them.
The theory is then deparametrized: it no longer contains
a gauge-parameter u, nor a constraint, nor dynamical
clock variables—only true evolving degrees of freedom.
B. Clock-neutral quantum theory
Following the Dirac prescription for quantizing con-
strained systems [10, 11, 90, 91], one first promotes the
canonical coordinates of Pkin to canonical position and
momentum operators qˆa and pˆa acting on a kinemati-
cal Hilbert space Hkin. The Hamiltonian constraint in
Eq. (1) is then imposed by demanding that physical
states of the quantum theory are annihilated by the quan-
tization of the constraint function
CˆH |ψphys〉 = 0. (5)
Solutions to this Wheeler-DeWitt-like equation may be
constructed from kinematical states |ψkin〉 ∈ Hkin via a
group averaging operation [11, 92–96]2
|ψphys〉 = δ(CˆH) |ψkin〉 = 1
2π
∫
G
du e−iCˆHu |ψkin〉 , (6)
where G parametrizes the group generated by CˆH . Phys-
ical states are not normalizable in Hkin if they are im-
proper eigenstates of CˆH (i.e. if zero lies in the continuous
part of its spectrum). However, they are normalized with
respect to the so-called physical inner product
〈ψphys|φphys〉phys := 〈ψkin|δ(CˆH)|φkin〉kin (7)
where 〈·|·〉kin is the kinematical inner product and
|ψkin〉, |φkin〉 ∈ Hkin reside in the equivalence class of
states mapped to the same |ψphys〉 , |φphys〉 under the pro-
jection in Eq. (6). Equipped with this inner product,
the space of solutions to the Wheeler-DeWitt equation
in Eq. (5) can usually be Cauchy completed to form the
so-called physical Hilbert space Hphys [11, 92–96].
A gauge-invariant (i.e. physical) observable Fˆ acting
on Hphys must satisfy the quantization of Eq. (2)[
CˆH , Fˆ
]
|ψphys〉 = 0. (8)
2 In contrast to [11, 92–96] and for notational simplicity, we refrain
from using the more rigorous formulation in terms of Gel’fand
triples and algebraic duals of (dense subsets of) Hilbert spaces.
However, the remainder of this article could be put into such a
more precise formulation.
6Such an observable Fˆ is a quantum Dirac observable.
Clearly, exp(−i u CˆH) |ψphys〉 = |ψphys〉, i.e. physical
states do not evolve under the dynamical flow generated
by the Hamiltonian constraint. This is the basis of the so-
called problem of time in quantum gravity [2–4], and of
statements that a quantum theory defined by a Hamil-
tonian constraint is timeless. However, such a theory
is only ‘background-timeless’, i.e. physical states do not
evolve with respect to the ‘external’ gauge parameter u
parametrizing the group generated by the Hamiltonian
constraint. Instead, it is more appropriate to regard the
quantum theory on Hphys as a clock-neutral quantum
theory: it is a global description of the physics prior to
choosing an internal clock relative to which to describe
the dynamics of the remaining degrees of freedom, as ar-
gued in [1, 26, 27]. Just as in the classical case, there will
in general be many possible clock choices and the ‘quan-
tum constraint surface’ Hphys contains the information
about all these choices at once; it is thus by no means
‘internally timeless’.
The goal is to suitably quantize the relational Dirac
observables in Eq. (4), promoting them to families of op-
erators Fˆf,T (τ) on Hphys. This involves a quantization
of the temporal reference system T and it is clear that
in the quantum theory different choices of T will also
lead to different quantum relational Dirac observables.
This will give rise to a multitude of gauge-invariant, re-
lational quantum dynamics, each expressed with respect
to the evolution parameter τ , which corresponds to the
readings of the chosen quantum clock (and is thus not a
gauge parameter). The quantization of relational observ-
ables is non-trivial, especially because Eq. (4) may not
be globally defined on C, and depends very much on the
properties of the chosen clock. Steps towards systemat-
ically quantizing relational Dirac observables have been
undertaken e.g. in [1, 17, 20, 33, 34] and part of this ar-
ticle is devoted to further developing them for a class of
relativistic models.
In analogy to the classical case, the clock-neutral de-
scription on the ‘quantum constraint surface’ Hphys is
redundant: since the constraint is satisfied, not all the de-
grees of freedom are independent. In particular, the sets
of quantum relational Dirac observables relative to differ-
ent clock choices—and thus different relational quantum
dynamics—will be interdependent. The proposal is once
more to associate the choice of clock with the choice of re-
dundant degrees of freedom; moving to the ‘perspective’
of a given clock means considering the quantum relational
observables relative to it as the independent ones, and re-
moving the (now redundant) dynamical clock degrees of
freedom altogether. This works through a quantum sym-
metry reduction procedure, i.e. the quantum analog of
phase space reduction, which is tantamount to a quantum
deparametrization and has been developed in [1, 26, 27]
and will be further developed in Sec. V. In particular,
this procedure is at the heart of changing from a de-
scription relative to one quantum clock to one relative
to another clock, which we elaborate on in Sec. VII. As
such, quantum symmetry reduction is the key element
of a proposal for exploring a quantum version of general
covariance [1, 26, 27, 43, 60–62] and thereby also address-
ing the multiple choice problem in quantum gravity and
cosmology [2, 3] (see also [28–30, 59, 67]).
III. QUADRATIC CLOCK HAMILTONIANS
Building upon the clock-neutral discussion, we now as-
sume that the kinematical degrees of freedom described
by Pkin and Hkin split into a clock C and an “evolving”
system S, which do not interact. This will permit us
to choose a temporal reference system in the next sec-
tion, and thence define a relational dynamics in both the
classical and quantum theories.
1. Classical theory
Suppose the classical theory describes a clock C as-
sociated with the phase space PC ≃ T ∗R ≃ R2, and
some system of interest S associated with a phase space
PS , so that the kinematical phase space decomposes as
Pkin:=PC ⊕ PS. We assume PC to be parametrized by
the canonical pair (t, pt), but will not need to be specific
about the structure of PS (other than assuming it to be a
finite dimensional symplectic manifold). Further suppose
that the clock and system are not coupled, leading to a
Hamiltonian constraint function that is a sum of their
respective Hamiltonians3
CH = HC +HS ≈ 0, (9)
whereHC is a function on PC andHS is a function on PS .
This article concerns clock Hamiltonians that are
quadratic in the clock momentum, HC = s p
2
t/2, where
s ∈ {−1,+1}, so that the Hamiltonian constraint be-
comes
CH = s
p2t
2
+HS ≈ 0. (10)
This class of clock Hamiltonians appears in a wide
number of (special and general) relativistic and non-
relativistic models— see Table III 1 for examples. They
are doubly degenerate; every value of HC has two solu-
tions in terms of pt, except on the line defined by pt = 0.
Note that pt is a Dirac observable.
The constraint in Eq. (10) can be factored into two
constraints, each linear in pt, and which in the s = −1
3 The assumption that clock and system do not interact does not
hold in generic general relativistic systems. However, it is sat-
isfied in some commonly used examples (see [1] for a discussion
and Table III 1 for some examples).
7Examples of constraints of the form in Eq. (10)
Non-relativistic particle and arbitrary system
CH =
p
2
2m
+HS
Relativistic particle in inertial coordinates
CH = −p2t + p2 +m2
Isotropic cosmology with massless scalar field
CH = p
2
φ − p2α − 4k exp(4α)
Homogeneous cosmology (vacuum Bianchi models)
CH = − 12 p¯20 + k0 exp(2
√
2β¯0) + 1
2
p2+ + k+ exp(−4
√
3β¯+)
+
k−
2
p2−
TABLE I. Some examples of constraints of the form of
Eq. (10), i.e. with clock Hamiltonians quadratic in an ap-
propriate canonical momentum. The last three (relativistic)
examples each contain both cases s = ±1, depending on which
degree of freedom is used to define the clock C. In the example
of the Friedman-Lemaˆıtre-Robertson-Walker model with ho-
mogeneous massless scalar field we have used α := ln a, where
a is the scale factor, and k is the spatial curvature constant
[97–103] (here a choice of lapse function N = e3α has been
made and included in the definition of CH). The shape of the
Hamiltonian constraint for vacuum Bianchi models can be
found, e.g., in [104] and holds for types I, II, III, VIII, IX and
the Kantowski-Sachs models. Here β¯0, β¯+, β¯− are linear com-
binations of the Misner anisotropy parameters and k0, k+, k−
are constants, each of which may be zero, depending on the
model.
case define the positive and negative frequency modes in
the quantum theory [26, 27, 29]:
CH = sC+ · C− , for Cσ := pt√
2
+ σ
√
−sHS , (11)
where we have introduced the degeneracy label σ = ±1.
Note that Eq. (10) forces sHS to take non-positive values
on C. For simplicity, we shall henceforth refer to σ = +1
as positive and σ = −1 as negative frequency modes for
both s = ±1.4 It follows that we can decompose the con-
straint surface into a positive and a negative frequency
sector [26, 27]
C = C+ ∪ C− , (12)
where Cσ is the set of solutions to Cσ = 0 in Pkin. The
intersection C+∩ C− is defined by pt = HS = 0 (see Fig. 1
for an illustration).
4 We emphasize that σ = −1 denotes negative frequency modes
and not that momenta take values pt ≤ 0. Indeed, for the σ-
modes, momenta satisfy σ pt ≤ 0, which follows from setting
Cσ = 0.
Pkin
C+ \ C−
C
−
C = C+ [ C−
FIG. 1. Depicted are the surfaces C+ (red) and C− (green)
defined by C+ = 0 and C− = 0, respectively. The union of
these surfaces is the constraint surface C = C+ ∪ C− ⊂ Pkin,
while their intersection C+∩C− is characterized by pt = HS =
0, and is depicted by the thick black line. We have assumed
that HS is not degenerate (see Fig. 1 of [27] for a similar
depiction when HS is doubly degenerate).
2. Quantum theory
The Dirac quantization of the kinematical phase space
Pkin = PC ⊕ PS leads to the kinematical Hilbert space
Hkin ≃ HC ⊗HS describing the clock and system, where
HC ≃ L2(R) and HS is the Hilbert space associated with
S. We assume the system Hamiltonian to be promoted
to a self-adjoint operator HˆS on HS . An element of Hkin
may be expanded in the eigenstates of the clock and sys-
tem Hamiltonians as
|ψkin〉 =
∫∑
E
∫
R
dpt ψkin(pt, E) |pt〉C |E〉S ,
where the integral-sum highlights that HˆS may either
have a continuous or discrete spectrum.5
Physical states of the theory satisfy Eq. (5), which for
the Hamiltonian constraint in Eq. (10) becomes
CˆH |ψphys〉 =
(
s
pˆ2t
2
⊗ IS + IC ⊗ HˆS
)
|ψphys〉 = 0.
(13)
We assume here that this constraint has zero-eigenvalues,
i.e. that solutions to Eq. (13) exist. Note that this re-
quires the spectrum of s HˆS to contain non-positive eigen-
values, in analogy with the classical case.
5 The way we have written physical states implicitly assumes the
non-positive part of the spectrum of s HˆS to be non-degenerate.
Were this not the case, additional degeneracy labels would be
necessary. However, this would not otherwise affect the subse-
quent analysis. See [27] for an explicit construction of the flat
FLRW model with a massless scalar field, whose Hamiltonian
constraint can also be interpreted as a free relativistic particle,
and thus features a twofold system energy degeneracy.
8Quantizing Cσ in Eq. (11) yields [Cˆ+, Cˆ−] = 0, so that
the group averaging projector in Eq. (6) can be expressed
as
δ(CˆH) = δ(s Cˆ+ Cˆ−) =
1
2(− s HˆS) 12
∑
σ
δ(Cˆσ). (14)
The form of δ(CˆH) implies the decomposition of the
physical Hilbert space into a direct sum of positive and
negative frequency sectors Hphys ≃ H+ ⊕ H− (see also
[27, 93]). Acting with the projector δ(CˆH) on an arbi-
trary kinematical state yields a physical state
|ψphys〉 = δ(CˆH) |ψkin〉
=
∑
σ
∫∑
E∈σSC
ψσ(E)
(2|E|)1/4 |pt,σ(E) 〉C |E〉S , (15)
where ψσ(E) are Newton-Wigner-type wave functions
associated to the positive and negative frequency
modes [80]:6
ψσ(E) :=
ψkin (pt,σ(E), E)
(2|E|)1/4 , (16)
and we have defined the function pt,σ(E) := −σ
√
2|E|
and spectrum
σSC := Spec(HˆS) ∩ Spec(−HˆC)
=
{
E ∈ Spec(HˆS)
∣∣ sE ≤ 0}. (17)
Physical states are normalized with respect to the
physical inner product introduced in Eq. (7)
〈ψphys|φphys〉phys := 〈ψkin|δ(CˆH)|φkin〉kin (18)
=
∑
σ
∫∑
E∈σSC
ψ∗σ(E)φσ(E),
which takes the usual form of nonrelativistic quantum
mechanics (σ-sector-wise), in line with the properties of
Newton-Wigner-type wave functions. This observation
will be crucial when discussing relativistic localization in
Sec. VI.
6 The fourth root comes about because the Newton-Wigner wave
function is usually defined for Klein-Gordon systems where what
we call E is in fact the square of the energy ωp :=
√
~p2 +m2.
Note also that for the Klein-Gordon case one has a doubly degen-
erate system energy, which we are not considering here. In that
case, it is more convenient to use a momentum, rather than an
energy representation of physical states, and a distinct measure.
Eq. (16) can then indeed be interpreted as the usual Newton-
Wigner wave function, written in terms of kinematical states.
This will be discussed in more detail in Sec. VI (see also [27]).
IV. COVARIANT CLOCKS
A. Relational dynamics with a classical covariant
clock
Exploiting the splitting of the degrees of freedom into
clock C (our temporal reference system) and evolving
system S, we now choose a clock function T on PC rela-
tive to which we describe the evolution of S in terms of
relational observables, as discussed in Sec. II A.
We could simply choose the phase space coordinate
T = t as the clock function. It follows from Eq. (2)
that in the s = −1 case t runs ‘forward’ on the positive
frequency sector C+ and ‘backward’ on the negative fre-
quency sector C− along the flow generated by CH ; for
s = +1 the converse holds. Note that every point in
C+ ∩ C− corresponds to a static orbit of t (since pt = 0
there), and t is therefore a maximally bad clock function
on C+ ∩ C−. This leads to challenges in describing rela-
tional dynamics relative to t: inverse powers of pt appear
in the construction of relational observables encoding the
evolution of system degrees of freedom relative to t when
canonical pairs on PS are used [18, 23, 26, 27].7 One can
solve this problem and obtain a well-defined relational
dynamics by using affine (rather than canonical) pairs
of evolving phase space coordinates on PS in the con-
struction of relational observables [27], or in the quantum
theory by carefully regularizing inverse powers of pt [26].
However, in this article we shall sidestep these chal-
lenges and provide an arguably more elegant solution.
We choose a different clock function according to the
classical covariance condition: that it be canonically con-
jugate to HC . This has the consequence of incorporating
the pathology at pt = 0 into the clock function (which
will nevertheless be meaningfully quantized in Sec. IVB),
and leads to relational observables which work indepen-
dently of the choice of phase space coordinates on PS .
Solving {T,HC} = 1, we find that a covariant clock func-
tion T must be of the form T = s t/pt+g(pt) , where g(pt)
is an arbitrary function. Henceforth, we choose g(pt) = 0
for simplicity, so that we have
T = s
t
pt
. (19)
This clock function is well-defined everywhere, except on
the line pt = 0, where HC is non-degenerate. It is clear
that T runs ‘forward’ everywhere on C for both s = ±1,
except on C+ ∩ C−.
The covariance condition, combined with our assump-
tion that the clock does not interact with the system,
implies that {T,CH} = 1, which simplifies the form of
the relational Dirac observables in Eq. (4). For example,
the relational observable corresponding to the question
7 These challenges are related to those facing the definition of time-
of-arrival operators in quantum mechanics [18, 23, 26, 105–107].
9‘what is the value of the system observable fS when the
clock T reads τ?’ now takes the simple form [1, 21]
FfS ,T (τ) ≈
∞∑
n=0
(τ − T )n
n!
{fS, HS}n. (20)
B. Covariant quantum time observable for
quadratic Hamiltonians
One might try to construct a time operator in the
quantum theory by directly quantizing the covariant
clock function in Eq. (19) on the clock Hilbert space
HC ≃ L2(R) [76, 108, 109]. Choosing a symmetric or-
dering, this yields
Tˆ = s
1
2
(
tˆ pˆ−1t + pˆ
−1
t tˆ
)
. (21)
Here, pˆ−1t is defined in terms of a spectral decomposi-
tion such that Tˆ |pt = 0〉 is undefined, analogous to the
classical case. While the operator Tˆ is canonically con-
jugate to the clock Hamiltonian, [Tˆ , HˆC ] = i, it is a sym-
metric operator that does not admit a self-adjoint exten-
sion [76, 78]. Since Tˆ is not self-adjoint, its status as an
observable is unclear.8 This is a manifestation of Pauli’s
objection against the construction of time observables in
quantum mechanics: For HˆC bounded below, there does
not exist a self-adjoint operator satisfying [Tˆ , HˆC ] = i.
Pauli’s conclusion was that we are forced to treat time as
a classical parameter, different to the way other observ-
ables (e.g. position and momentum) are treated [110].
However, it was later realized that by appealing to
the more general notion of an observable offered by a
POVM, a covariant time observable9 ET can be con-
structed whose first moment corresponds to the opera-
tor Tˆ [76, 77, 79]. Such a time observable is defined
by a set of effect operator densities ET (dt) ≥ 0 normal-
ized as
∫
R
ET (dt) = IC , and the covariance condition
is implemented by demanding that the effect operators
ET (X) :=
∫
X
ET (dt) for X ⊂ R are connected to one
another by
ET (X + t) = UC(t)ET (X)U
†
C(t), (23)
8 Using the commutation relation [tˆ, pˆ−1t ] = −ipˆ
−2
t , which follows
from multiplying [tˆ, pˆt] = i from both sides with pˆ
−1
t , we can also
write this operator as
Tˆ = s pˆ−1t
(
tˆ −
i
2
pˆ−1t
)
(22)
We note in passing that the operator tˆ − i
2
pˆ−1t is precisely the
“complex time operator” derived in [28] (see also [29, 30, 67])
when constructing a relational Schro¨dinger picture for Wheeler-
DeWitt type equations for constraints of the form Eq. (13).
9 We emphasize that the covariant time observable is a kinemati-
cal, not a Dirac observable, as by construction its moments will
not commute with the constraint.
where UC(t) := e
−iHˆC t is the unitary action of the one-
dimensional group generated by the clock Hamiltonian.
This will give rise to a generalization of canonical conju-
gacy of the time observable and the clock Hamiltonian,
and permit us to extend the approach to relational quan-
tum dynamics based on covariant clock POVMs [1] to
relativistic models. In particular, we obtain a valid quan-
tum time observable despite the classical clock patholo-
gies.
Such an observable can be constructed purely from the
self-adjoint quantization of the clock Hamiltonian HˆC
and its eigenstates. The effect densities can be defined
as a sum of ‘projections’
ET (dt) =
1
2π
∑
σ
dt |t, σ〉〈t, σ| (24)
onto the clock states corresponding to the clock reading
t∈ R in the negative and positive frequency (i.e. positive
and negative clock momentum) sector10
|t, σ〉 :=
∫
R
dpt
√
|pt| θ(−σ pt) e−i t s p
2
t/2 |pt〉 . (25)
The covariance condition in Eq. (23) is ensured by the
fact that the clock states transform as
|t+ t′, σ〉 = UC(t) |t′, σ〉 . (26)
Note that the clock states are orthogonal to the patho-
logical state |pt = 0〉, and that they are not mutually or-
thogonal:
〈t′, σ′|t, σ〉 = δσσ′
[
πδ (t− t′)− iP 1
t− t′
]
, (27)
where P denotes the Cauchy principal value. Hence
ET (dt) is not a true projector. Nevertheless, the fol-
lowing lemma demonstrates that the clock states |t, σ〉
form an over-complete basis for the σ-frequency sector
of HC , and in turn a properly normalized covariant time
observable ET on Hkin.
Lemma 1. The clock states |t, σ〉 defined in Eq. (IVB)
integrate to projectors θ(−σ pˆt) onto the positive/negative
frequency sector on HC
1
2π
∫
R
dt |t, σ〉〈t, σ| = θ(−σ pˆt) (28)
10 Compared to [79], we use a different definition of the degeneracy
label σ (here adapted to positive and negative frequency modes),
change the normalization slightly, fix the relative phase, keep
the momentum eigenstates as energy eigenstates and introduce
s. For notational simplicity, we also set an arbitrary function in
[79] (accounting for a freedom in choosing the clock states) to
zero. This is the quantum analog of the classical choice we made
above, where we also set g(pt) in T = t/pt + g(pt) to zero (see
also Appendix B of [1]). It would, however, be straightforward
to reinsert this g(pt) in each of the following expressions.
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and hence form a resolution of the identity as follows:∫
R
E(dt) =
1
2π
∑
σ
∫
R
dt |t, σ〉〈t, σ| = IC . (29)
Proof. The proof is given in Appendix A.
The nth-moment operator of the time observable ET
is defined as
Tˆ (n) :=
∫
R
ET (dt) t
n =
1
2π
∑
σ
∫
R
dt tn |t, σ〉〈t, σ| . (30)
With this definition, we find that the first-moment op-
erator Tˆ (1) of ET is in fact equal to the operator Tˆ in
Eq. (21). This was previously noticed in [76, 78] (for the
s = +1 case). This provides a concrete interpretation of
the time observable ET in terms of the classical theory —
the time operator Tˆ (1), namely the first moment of the
time observable ET , is the quantization of the classical
clock function T in Eq. (19).
Lemma 2. The operator Tˆ and the first moment oper-
ator Tˆ (1) of the covariant time observable ET are equal,
Tˆ ≡ Tˆ (1).
Proof. The proof is given in Appendix A.
Eq. (30) demonstrates that the time operator Tˆ au-
tomatically splits into a positive and negative frequency
part, in contrast to tˆ, the quantization of the phase space
coordinate t.
Next, we find that while the clock states are not or-
thogonal, they are ‘almost’ eigenstates of the covariant
time operator Tˆ on each σ-sector:
Lemma 3. The clock states |t, σ〉 defined in Eq. (IVB)
are not eigenstates of Tˆ = Tˆ (1). However, for all
|ψ〉 ∈ D(Tˆ ), where D(Tˆ ) is the domain of Tˆ , they sat-
isfy:
〈ψ| Tˆ |t, σ〉 = t 〈ψ|t, σ〉 , ∀ t ∈ R , σ = ±1 .
Proof. The proof is given in Appendix A.
This leads to a another result, which underscores why
the covariance condition Eq. (23) can be regarded as
yielding a generalization of canonical conjugacy:
Lemma 4. The nth-moment operator defined in Eq. (30)
satisfies [Tˆ (n), HˆC ] = i n Tˆ
(n−1). Furthermore, ∀ |ψ〉 ∈
D(Tˆ n) we have Tˆ (n) |ψ〉 = Tˆ n |ψ〉.
Proof. The proof is given in Appendix A.
We emphasize that the second statement of Lemma 4
does not hold on all of HC .
The effect density does not commute with the clock
Hamiltonian, [ET (dt), HˆC ] 6= 0, which implies the time
indicated by the clock (i.e. a measurement outcome of
ET ) and the clock energy cannot be determined simul-
taneously. However, importantly, the following lemma
shows that the clock reading and the frequency sector,
i.e. the value of σ can be simultaneously determined.
Lemma 5. The effect density ET (dt) of the covariant
clock POVM and the projectors onto the σ-sectors com-
mute: [ET (dt), θ(−σ pˆt)] = 0.
Proof. The proof is given in Appendix A.
Corollary 1. Since the effect density integrates to
the effect and moment operators, this entails that
[ET (X), θ(−σ pˆt)] = [Tˆ (n), θ(−σ pˆt)] = 0, for all X ⊂ R
and n ∈ N.
The significance of this lemma and corollary is that
they permit us to condition on the time indicated by
the clock and the frequency sector simultaneously. This
will become crucial when defining the quantum reduc-
tion maps below that take us from the physical Hilbert
space to the relational Schro¨dinger and Heisenberg pic-
tures which exist for each σ-sector. This lemma is thus
an important for extending the quantum reduction pro-
cedures of [1] to the class of models considered here.
V. THE TRINITY OF RELATIONAL
QUANTUM DYNAMICS: QUADRATIC CLOCK
HAMILTONIANS
Having introduced the clock-neutral structure of the
classical and quantum theories in Sec. II, a natural parti-
tioning of the kinematical degrees of freedom into a clock
C and system S in Sec. III, and a covariant time ob-
servable ET in Sec. IV, we are now able to construct a
relational quantum dynamics, describing how S evolves
relative to C.
As noted in the introduction, we showed in [1] that
three formulations of relation quantum dynamics, namely
(i) quantum relational Dirac observables, (ii) the re-
lational Schro¨dinger picture of the Page-Wootters for-
malism, and (iii) the relational Heisenberg picture ob-
tained through quantum deparametrization, are equiva-
lent for models described by the Hamiltonian constraint
in Eq. (9) when the clock Hamiltonian has a continuous,
non-degenerate spectrum; the three formulations form a
trinity of relational quantum dynamics. Here we demon-
strate that this equivalence extends to constraints of the
form in Eq. (13), involving the doubly degenerate clock
Hamiltonian.11
Thanks to the direct sum structure of the physi-
cal Hilbert space Hphys = H+ ⊕H− and the separation
of the clock moment operators, Eq. (30), into non-
degenerate positive and negative frequency sectors, all
the technical results needed for establishing the equiva-
lence in [1] will hold per σ-sector for the present class
11 We also refer the reader to the recent work [34], which we became
aware of while completing this manuscript. It extends some of
the results of [1] as well, though using the different formalism
developed in [33]. It also does not employ covariant clocks in the
case of quadratic clock Hamiltonians.
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Summary of different Hilbert spaces
Clock C and system S Hilbert spaces
HC and HS
Kinematical Hilbert space
Hkin ≃ HC ⊗HS
Physical Hilbert space
Hphys ≃ δ(CˆH)(Hkin) = H+ ⊕H−
Physical system Hilbert space
HphysS = ΠσSC (HS) ⊆ HS
TABLE II. The various Hilbert spaces appearing in the con-
struction of the trinity. The physical system Hilbert space is
the subspace of HS spanned by the energy eigenstates permit-
ted upon solving the constraint. The σ-sector Hσ of Hphys is
also defined through solutions to the constraint Cˆσ.
of models. We will thus state some of the following re-
sults without proofs, referring the reader as approriate
to the proofs of the corresponding results in [1], which
apply here per σ-sector. In particular, Corollary 1 im-
plies that we are permitted to simultaneously condition
on the clock reading and the frequency sector.
Lastly, we also provide a discussion of the relational
quantum dynamics obtained through reduced phase
space quantization. In this case, one deparametrizes the
model classically relative to the clock function T , which
amounts to a classical symmetry reduction. While the
relational quantum dynamics thus obtained yields a re-
lational Heisenberg picture resembling dynamics (iii) of
the trinity, it is not always equivalent and thus not nec-
essarily part of the trinity. For this reason, we have
moved the exposition of reduced phase space quantiza-
tion to Appendix B. It is however useful for understand-
ing why the quantum symmetry reduction explained be-
low is the quantum analog of classical phase space re-
duction through deparametrization. We emphasize that
symmetry reduction and quantization do not commute
in general [1, 111–116].
To aid the reader, we summarize the various Hilbert
spaces appearing in the construction of the trinity in Ta-
ble II.
A. The three faces of the trinity
1. Dynamics (i): Quantum relational Dirac observables
We now quantize the relational Dirac observables in
Eq. (20), substantiating the discussion of relational quan-
tum dynamics in the clock-neutral picture in Sec. II B
for Hamiltonian constraints of the form Eq. (13). Quan-
tization of relational Dirac observables has been studied
when the quantization of the classical time function T
results in a self-adjoint time operator Tˆ (see [1, 5, 11–
20, 26, 27, 31–34, 104] and references therein); however,
when Tˆ fails to be self-adjoint, such as in Eq. (21), a
more general quantization procedure is needed.
Such a procedure was introduced in [1] based upon the
quantization of Eq. (20) using covariant time observables.
Applying this procedure to the present class of models
described by quadratic clock Hamiltonians, we quantize
the relational Dirac observables in Eq. (20) using the nth-
moment operators defined in Eq. (30):
FˆfS ,T (τ) :=
∫
R
ET (dt)⊗
∞∑
n=0
in
n!
(t− τ)n [fˆS, HˆS]n
=
∑
σ
∫
R
dt
2π
UCS(t)
(
|τ, σ〉〈τ, σ| ⊗ fˆS
)
U †CS(t)
=:
∑
σ
G
(
|τ, σ〉〈τ, σ| ⊗ fˆS
)
, (31)
where [fˆS , HˆS ]n := [[fˆS , HˆS ]n−1, HˆS ] is the nth-order
nested commutator with the convention [fˆS , HˆS ]0 := fˆS ,
UCS(t) := exp(−i t CˆH), and the second line follows upon
a change of integration variable and invoking the covari-
ance condition in Eq. (26). The relational Dirac observ-
able FˆfS ,T (τ) is thus revealed to be an incoherent average
over the one-parameter noncompact gauge group G gen-
erated by the constraint operator CˆH of the kinematical
operator |τ, σ〉〈τ, σ| ⊗ fˆS , which is the system observable
of interest fˆS paired with the projector onto the clock
reading τ and the σ-frequency sector. Such a group av-
eraging is known as the G-twirl operation and we denote
it G as in the last line of Eq. (31). G-twirl operations have
previously been mostly studied in the context of spatial
quantum reference frames, e.g. see [117–119], but have
also appeared in some constructions of quantum Dirac
observables, e.g. see [1, 11, 33, 34, 95].12 As discussed
in [1], this G-twirl constitutes the quantum analog of a
gauge-invariant extension of a gauge-fixed quantity.
The relational Dirac observables FˆfS ,T (τ) in Eq. (31)
constitute a one-parameter family of strong Dirac observ-
ables onHphys (Theorem 1 of [1] whose proof applies here
12 The recent [33, 34] also develop a systematic quantization pro-
cedure for relational Dirac observables, based on integral tech-
niques rather than the sum techniques used here and in [1], and
which too yields an expression similar to the one in the second
line of Eq. (31). While the construction procedure in [33, 34] en-
compasses a more general class of models (but implicitly assumes
globally monotonic clocks too), it uses a more restrictive choice
of clock observables which, in contrast to the covariant clock
POVMs here and in [1], are required to be self-adjoint. How-
ever, the two quantization procedures of relational observables
are compatible and it will be fruitful to combine them.
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in each σ-sector):
[FˆfS ,T (τ), CˆH ] = 0, ∀ τ ∈ R . (32)
We thus obtain a gauge-invariant relational quantum dy-
namics by letting the evolution parameter τ in the phys-
ical expectation values 〈ψphys|FˆfS ,T (τ) |ψphys〉phys run.
The decomposition of FˆfS ,T (τ) in Eq. (31) into positive
and negative frequency sectors gives rise to a reducible
representation of the Dirac observable algebra on the
physical Hilbert space. More precisely, relational Dirac
observables are superselected across the σ-frequency sec-
tors, and the σ-sum in Eq. (31) should thus be under-
stood as a direct sum. To see this, consider the operator
Qˆ := θ(−pˆt) − θ(pˆt), where we recall that θ(−σ pˆt) is a
projector onto the corresponding σ-sector. By construc-
tion [Qˆ, CˆH ] = 0, which means that Qˆ is a strong Dirac
observable. Its eigenspaces, with eigenvalues +1 and −1,
correspond to the positive and negative frequency sector
subspaces H+ and H−. Furthermore, Qˆ commutes with
any relational Dirac observable FfS ,T (τ) in Eq. (31) on
account of Lemma 5, which implies that Q and any self-
adjoint FfS ,T (τ) can be diagonalized in the same eigen-
basis. This in turn implies the following superselection
rule
FˆfS ,T (τ) = Fˆ
+
fS ,T
(τ) ⊕ Fˆ−fS ,T (τ), (33)
where Fˆ σfS ,T (τ) := G
( |τ, σ〉〈τ, σ| ⊗ fˆS) ∈ L(Hσ).13
While there do exist states in the physical Hilbert space
that exhibit coherence across the σ-frequency sectors, for
example |ψphys〉 ∼ |ψ+〉 + |ψ−〉, where |ψσ〉 ∈ Hσ, such
coherence is not physically accessible because it does not
affect the expectation value of any relational Dirac ob-
servable on account of the decomposition in Eq. (33). In
other words, superpositions and classical mixtures across
the σ-frequency sectors are indistinguishable. Hence, su-
perpositions of physical states across σ-sectors are mixed
states and the pure physical states are those of either H+
13 In particular, when the spectrum of HˆS does not contain zero,
the G-twirl G can on each σ-sector be weakly rewritten as a
reduced G-twirl Gσ , i.e. one generated by Cˆσ , rather than CˆH .
Indeed, it is easy to see that the observables in Eq. (31) satisfy
FˆσfS,T (τ) = G
(
|τ, σ〉〈τ, σ| ⊗ fˆS) ≈ δ(CˆH )(|τ, σ〉 〈τ, σ| ⊗ fˆS),
where ≈ is the quantum weak equality introduced in Eq. (34).
Now use Eq. (14) and notice that δ(Cˆ−σ) |τ, σ〉⊗ |E〉S = 0 when
zero does not lie in the spectrum of HˆS . This observation yields
FˆσfS ,T (τ) ≈
1
2(−sHˆS)
1
2
δ(Cˆσ)(|τ, σ〉 〈τ, σ| ⊗ fˆS),
≈
1
2(−sHˆS)
1
2
Gσ(|τ, σ〉 〈τ, σ| ⊗ fˆS) ,
where the last weak equality is restricted to Hσ . When zero
does lie in the spectrum of HˆS , the decomposition Eq. (14) is
not well-defined and one needs to regularize.
or H− (see also [92, 94] for a discussion on superselection
in group averaging).
For example, this superselection rule manifests as a
superselection across positive and negative frequency
modes in the case of the relativistic particle and across
expanding and contracting solutions in the case of the
FLRW model with a massless scalar field in Table III 1
[27]. On account of the reducibility of the representa-
tion, one usually restricts to one frequency sector (e.g.
see [101, 102, 104, 120]). One might conjecture that the
analogous superselection rule in a quantum field theory
would manifest as a superselection rule between matter
and anti-matter sectors.
Superselection rules induced by the G-twirl are often
interpreted as arising from the lack of knowledge about
a reference frame, and that if an appropriate reference
frame is used the superselection rule can be lifted [117].
This interpretation seems unsuitable here. Firstly, lifting
the superselection rule would entail undoing the group
averaging, in violation of gauge invariance. Secondly,
such an interpretation is usually tied to an average over
a given group action which parametrizes one’s ignorance
about relative reference frame orientations. By contrast,
the origin of the superselection of Dirac observables here
is not the group generated by the constraint, but is a con-
sequence of a property of the constraint, i.e. the group
generator. Indeed, the superselection rule above origi-
nates in the factorizability of the constraint and the en-
suing decomposition of the projector onto the constraint,
Eq. (14). Both these properties rely on the absence of a
tˆ-dependent term in the constraint Eq. (13); if such a
term is introduced, one generally finds [Cˆ+, Cˆ−] 6= 0,
where the Cˆσ are the quantization of the classical fac-
tors, but we emphasize that CˆH 6= s Cˆ+Cˆ− in that case.
While such a modified constraint may generate the same
group,14 no superselection rule across the σ-sectors would
arise. The above superselection rule can thus not be asso-
ciated with the lack of a shared physical reference frame.
This resonates with the interpretation of the physical
Hilbert space as a clock-neutral, i.e. temporal-reference-
frame-neutral structure (see Sec. II B).
Consider now the projector ΠσSC = θ(−s HˆS) fromHS
to its subspace spanned by all system energy eigenstates
|E〉S with E ∈ σSC ; that is, those permitted upon solving
the constraint Eq. (13). We shall henceforth denote this
system Hilbert subspace HphysS := ΠσSC (HS) and call it
the physical system Hilbert space. We will obtain two
copies of the physical system Hilbert space, one for each
frequency sector. In analogy to the classical case, we
introduce the quantum weak equality between operators,
signifying that they are equal on the ‘quantum constraint
14 E.g. when CH = p
2
t −H
2(qi, pi, t) and H2 > 0 ∀ t ∈ R.
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surface’ Hphys:
Oˆ1 ≈ Oˆ2 (34)
⇔ Oˆ1 |ψphys〉 = Oˆ2 |ψphys〉 , ∀ |ψphys〉 ∈ Hphys .
It follows from Lemma 1 of [1], whose proof applies here
per σ-sector, that
FˆfS ,T (τ) ≈ FˆΠσSC fS ΠσSC ,T (τ) , (35)
are weakly equal relational Dirac observables. Hence,
the relational Dirac observables in Eq. (31) form weak
equivalence classes on Hphys, where FˆfS ,T (τ) ∼ FˆgS ,T (τ)
if ΠσSC fˆS ΠσSC = ΠσSC gˆS ΠσSC . These weak equivalence
classes are labeled by what we shall denote
fˆphysS := ΠσSC fˆS ΠσSC ∈ L
(
HphysS
)
, (36)
for arbitrary fˆS ∈ L (HS), where L denotes the set of
linear operators. For later use, we note that the alge-
bras of the physical system observables fˆphysS on HphysS
and the Fˆfphys
S
,T (τ) on Hphys are weakly homomorphic
with respect to addition, multiplication and commutator
relations. More precisely,
Fˆfphys
S
+gphys
S
·hphys
S
,T (τ) ≈ Fˆfphys
S
,T (τ)
+ Fˆgphys
S
,T (τ) · Fˆhphys
S
,T (τ)
∀fS , gS, hS ∈ L (HS). This is a consequence of Theo-
rem 2 of [1] (whose proof again applies here per σ-sector).
Together with [1], this translates the weak classical al-
gebra homomorphism defined through relational observ-
ables in [21] into the quantum theory.
2. Dynamics (ii): The Page-Wootters formalism
Suppose we are given a quantum Hamiltonian con-
straint Eq. (5) which splits into a clock and system con-
tribution as in Eq. (9), but for the moment not necessar-
ily assuming it to be of the quadratic form in Eq. (13).
Suppose further we are given some (kinematical) time
observable on the clock Hilbert space, which need not
necessarily be a clock POVM which is covariant with re-
spect to the group generated by the clock Hamiltonian,
but is taken to define the clock reading. Page and Woot-
ters [35, 36, 121, 122] proposed to extract a relational
quantum dynamics between the clock and system from
physical states in terms of conditional probabilities: what
is the probability of an observable fˆS associated with the
system S giving a particular outcome f , if the measure-
ment of the clock’s time observable yields the time τ? If
eC(τ) and efS (f) are the projectors onto the clock read-
ing τ and the system observable fˆS taking the value f ,
this conditional probability is postulated in the form
Prob (f when τ) =
Prob (f and τ)
Prob (τ)
(37)
=
〈ψphys| eC(τ)⊗ efS (f) |ψphys〉kin
〈ψphys| eC(τ) ⊗ IS |ψphys〉kin
.
This expression appears at first glimpse to be in violation
of the constraints, as it acts with operators on physical
states that are not Dirac observables; this is the basis
of Kucharˇ’s criticism (b) that the conditional probabil-
ities of the Page-Wootters formalism are incompatible
with the constraints [2]. However, for a class of models
we have shown in [1] that the expression Eq. (37) is a
quantum analog of a gauge-fixed expression of a mani-
festly gauge-invariant quantity and thus consistent with
the constraint. In this section we extend this result to
relativistic settings.
Here we shall expand the Page-Wootters formalism to
the more general class of Hamiltonian constraints of the
form Eq. (13) exploiting the covariant clock POVM ET of
Sec. IVB.15 On the one hand, this will permit us to prove
full equivalence of the so-obtained relational quantum
dynamics with the manifestly gauge-invariant formula-
tion in terms of relational Dirac observables on Hphys
of Dynamics (i). As an aside, this will also resolve the
normalization issue of physical states appearing in [46],
where the kinematical rather than physical inner prod-
uct was used to normalize physical states, thus yielding
a divergence (when used for equal mass states). On the
other hand, the covariant clock POVM will allow us, in
Sec. VI, to address the observation by Kucharˇ [2] that
using the Minkowski time observable leads to incorrect
localization probabilities for relativistic particles in the
Page-Wootters formalism.
The Page-Wootters formalism produces the system
state at clock time τ by conditioning physical states
on the clock reading τ [35, 36, 121, 122]. Henceforth
focusing on the class of models defined by the con-
straint in Eq. (13) and the covariant clock POVM of
Sec. IVB, and given the reducible representation of
Hphys, we may additionally condition on the frequency
sector thanks to Lemma 5. In extension of [1], we
may use this conditioning to define two reduction maps
RσPW(τ) : Hphys → HphysS,σ , one per σ-frequency sector,
RσPW(τ) := 〈τ, σ| ⊗ IS , (38)
where HphysS,σ is a copy of HphysS = ΠσSC (HS), i.e. the sub-
space of the system Hilbert space permitted upon solving
the constraint, corresponding to the σ-frequency sector.
Due to the decomposition Hphys = H+ ⊕ H−, we equip
the two copies HphysS,σ with the frequency label σ in order
15 See also the recent [34] for a complementary approach. Note that
it does not employ covariant POVMs for quadratic Hamiltonians,
and is thus subject to Kucharˇ’s criticism (a) described in Sec. I.
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to remind ourselves which reduced theory corresponds to
which positive or negative frequency mode.
The reduced states (whose normalisation factor 1/
√
2
will be explained later),
1√
2
|ψσS(τ)〉 := RσPW(τ) |ψphys〉 (39)
=
∫∑
E∈σSC
ψσ(E) e
−i τ E |E〉S ,
where ψσ(E) is the Newton-Wigner type wave function
defined in Eq. (16), satisfy the Schro¨dinger equation with
respect to HˆS :
i
d
dτ
|ψσS(τ)〉 = HˆS |ψσS(τ)〉 . (40)
We interpret this as the dynamics of S relative to
the temporal reference frame C. In particular, this
Schro¨dinger equation looks the same for both the positive
and negative frequency sectors because the time defined
by the covariant clock POVM ET runs forward in both
sectors. This is clear from Eq. (26) and is the quantum
analog of the earlier classical observation that the clock
function T runs ‘forward’ on both frequency sectors C+
and C− (in contrast to t).16
Thanks to Eq. (29), the decomposition of the phys-
ical states into positive and negative frequency modes,
Eq. (15), can also be written as follows:
|ψphys〉 = 1
2
√
2π
∑
σ
∫
R
dt |t, σ〉 |ψσS(t)〉 . (41)
Together with Lemma 1, this implies that the σ-sector
left inverse HphysS,σ → Hσ of the reduction map defined in
Eq. (38) is given by
(RσPW(τ))−1 =
1
2π
∫
R
dt |t, σ〉 ⊗ US(t− τ)
= δ(CˆH)(|τ, σ〉 ⊗ IS) , (42)
16 Note that we could also define linear combinations of clock states
|τ〉 :=
∑
σ cσ |τ, σ〉 . Clearly, then we would also find that
|ψS(τ)〉 := 〈τ |ψphys〉
=
(∑
σ
c∗σ
∫∑
E∈σSC
ψσ(E) e
−i τE
)
|E〉S
satisfies the same Schro¨dinger equation (40). However, it
is straightforward to check, using Lemma 1, that these new
clock states do not give rise to a resolution of the identity,∫
dτ |τ〉 〈τ | 6= IC and so |ψphys〉 6=
∫
dτ |τ〉 |ψS(τ)〉. In fact,
if cσ 6= 0 for σ = +,−, then |ψS(τ)〉 will mix contributions from
the positive and negative frequency sectors such that it will be-
come impossible to reconstruct (either of the positive or negative
frequency part of) the physical state from it. That is, a reduc-
tion map 〈τ |⊗IS , which only conditions on the clock time, would
not be invertible. This is another consequence of the superselec-
tion rule discussed above which entails that superpositions and
mixtures across σ-sectors are indistinguishable through Dirac ob-
servables. It is also another reason why we condition also on the
frequency sector when defining the reduction map in Eq. (38).
j physi 2 Hphys
p
2R+PW(τ)
p
2R−PW(τ)
j −S (τ)i 2 HphysS;−j +S (τ)i 2 HphysS;+
[
R+PW(τ)
]
−1 [R−PW(τ)
]
−1
j +i 2 H+j −i 2 H−
j physi = j +i⊕ j −i 2 Hphys
FIG. 2. A summary of the Page-Wootters reduction maps
and their inverses. The analogous state of affairs holds for the
quantum symmetry reduction maps and their inverses.
where US(t) = exp(−i HˆS t), so that
(RσPW(τ))−1RσPW(τ) = δ(CˆH)(|τ, σ〉 〈τ, σ| ⊗ IS)
≈ θ(−σ pˆt)⊗ IS , (43)
where ≈ is the quantum weak equality, and thus∑
σ
(RσPW(τ))−1RσPW(τ) ≈ Iphys . (44)
Conversely, we can write the identity on HphysS,σ for solu-
tions of the Schro¨dinger equation at time τ in the form
RσPW(τ) (RσPW(τ))−1 |ψσS(τ)〉 = 〈τ, σ| δ(CˆH) |τ, σ〉 |ψσS(τ)〉
= |ψσS(τ)〉 .
A summary of these maps can be found in Fig. 2.
Using these reduction maps and their in-
verses, we can define an encoding operation
Eτ,σPW : L
(
HphysS,σ
)
→ L (Hσ), mapping the observ-
ables in Eq. (36), acting on the physical system Hilbert
space HphysS,σ , into Dirac observables on the σ-sector of
Hphys:
Eτ,σPW
(
fˆphysS
)
:= (RσPW(τ))−1 fˆphysS RσPW(τ)
= δ(CˆH)(|τ, σ〉〈τ, σ| ⊗ fˆphysS ) . (45)
These encoded observables turn out to be the σ-sector
part of the relational Dirac observables in Eq. (31), as
articulated in the following theorem.
Theorem 1. Let fˆS ∈ L (HS). The quantum relational
Dirac observable FˆfS ,T (τ) acting on Hphys, Eq. (31), re-
duces under RσPW(τ) to the corresponding projected ob-
servable on HphysS,σ ,
RσPW (τ) FˆfS ,T (τ) (RσPW(τ))−1 = ΠσSC fˆS ΠσSC ≡ fˆphysS .
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Conversely, let fˆphysS ∈ L
(
HphysS,σ
)
. The encoding oper-
ation in Eq. (45) of system observables coincides on the
physical Hilbert space Hphys with the quantum relational
Dirac observables in Eq. (31) projected into the σ-sector:
Eτ,σPW
(
fˆphysS
)
≈ Fˆ σ
fphys
S
,T
(τ) , (46)
where Fˆ σ
fphys
S
,T
(τ) = Fˆfphys
S
,T (τ) (θ(−σ pˆt) ⊗ IS) — c.f.
Eq. (33).
Proof. The proof of Theorem 3 in [1] applies here per
σ-sector.
Note that the relational Dirac observables FˆfS ,T (τ)
commute with the projectors θ(−σ pˆt) due to the re-
ducible representation in Eq. (31).
Apart from providing the σ-sector-wise dictionary be-
tween the observables on the physical Hilbert space and
the physical system Hilbert space, Theorem 1, in con-
junction with the weak equivalence in Eq. (35), also im-
plies an equivalence between the full sets of relational
Dirac observables Fˆ σ
fphys
S
,T
(τ) on Hσ and system observ-
ables on HphysS,σ .
Crucially, the expectation values of the relational
Dirac observables Eq. (31) in the physical inner product
Eq. (18) coincide, σ-sector-wise, with the expectation val-
ues of the physically permitted system observables fˆphysS
in the states solving the Schro¨dinger equation Eq. (40)
on HphysS,σ .
Theorem 2. Let fˆS ∈ L (HS), and denote its associated
operator on HphysS by fˆphysS = ΠσSC fˆS ΠσSC . Then
〈ψphys|Fˆ σfS ,T (τ) |φphys〉phys =
1
2
〈ψσS(τ)| fˆphysS |φσS(τ)〉 ,
where |ψσS(τ)〉 =
√
2RσPW(τ) |ψphys〉 as in Eq. (39).
Hence,
〈ψphys|FˆfS ,T (τ) |φphys〉phys =
1
2
∑
σ
〈ψσS(τ)| fˆphysS |φσS(τ)〉 .
Proof. The proof of Theorem 4 in [1] applies here per
σ-sector.
Hence, the expectation values in the relational
Schro¨dinger picture (i.e. the Page-Wootters formalism)
are equivalent to the the gauge-invariant ones of the cor-
responding relational Dirac observables on Hphys. Ac-
cordingly, equations such as Eq. (37) (adapted to σ-
sectors) are not in violation of the constraint as claimed
by Kucharˇ [2].
This immediately implies that the reduction maps
RσPW(τ) preserve inner products per σ-sector as follows.
Corollary 2. Setting fˆS = ΠσSC in Theorem 2 yields
〈ψphys| θ(−σ pˆt)⊗ IS |φphys〉phys =
1
2
〈ψσS(τ)|φσS(τ)〉 ,
where |ψσS(τ)〉 =
√
2RσPW(τ) |ψphys〉. Hence,
〈ψphys|φphys〉phys =
1
2
∑
σ
〈ψσS(τ)|φσS(τ)〉 (47)
=
∑
σ
〈ψphys|(|τ, σ〉 〈τ, σ| ⊗ IS)|φphys〉kin .
The reason for introducing the normalization factor 1/
√
2
in Eq. (39) is now clear: it permits us to work with nor-
malized states 〈ψσS(τ)|ψσS(τ)〉 = 1 = 〈ψphys|ψphys〉phys in
each reduced σ-sector and in the physical Hilbert space
simultaneously.
The above results show:
(1) Applying the Page-Wootters reduction map
RσPW(τ) to the physical Hilbert space Hphys yields
a relational Schro¨dinger picture with respect to
the clock C on the physical system Hilbert space
HphysS,σ corresponding to the σ-frequency sector.
(2) σ-sector wise, the relational quantum dynamics en-
coded in the relational Dirac observables on the
physical Hilbert space is equivalent to the dynamics
in the relational Schro¨dinger picture on the physical
system Hilbert space of the Page-Wootters formal-
ism.
(3) Given the invertibility of the reduction map, The-
orem 2 formally shows that if fˆphysS is self-adjoint
on HphysS,σ , then so is Fˆ σfS ,T (τ) on Hσ.
We note that the expression in the second line of
Eq. (47) also defines an inner product on the space of so-
lutions to the Wheeler-DeWitt-type constraint Eq. (13),
which is equivalent to the physical inner product in
Eq. (18) obtained through group averaging. These two
inner products thus define the same physical Hilbert
spaceHphys. The expression in the second line of Eq. (47)
is the adaptation of the Page-Wootters inner product in-
troduced in [40] to the reducible representation of the
physical Hilbert space associated to Hamiltonian con-
straints with quadratic clock Hamiltonians.
3. Dynamics (iii): Quantum deparametrization
Classically, one can perform a symmetry reduction of
the clock-neutral constraint surface by gauge-fixing the
flow of the constraint. In this case, this yields two copies
of a gauge-fixed reduced phase space, one for each fre-
quency sector, each equipped with a standard Hamilto-
nian dynamics, hence yielding a deparametrized theory
(see Appendix B). In contrast to the classical constraint
surface, the ‘quantum constraint surface’ Hphys is au-
tomatically gauge-invariant since the exponentiation of
the symmetry generator CˆH acts trivially on all phys-
ical states and Dirac observables. Hence, there is no
more gauge-fixing in the quantum theory after solving
the constraint. Nevertheless, following [1, 26, 27], we
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now demonstrate the quantum analog of the classical
symmetry reduction procedure for the class of models
considered in this article. As such it is the quantum ana-
log of deparametrization, which we henceforth refer to
as quantum deparametrization. This quantum symmetry
reduction maps the clock-neutral Dirac quantization to a
relational Heisenberg picture relative to clock observable
ET , and involves the following two steps.
1. Constraint trivialization: A transformation of the
constraint such that it only acts on the chosen ref-
erence system (here clock C), fixing its degrees of
freedom. The classical analog is a canonical trans-
formation which turns the constraint into a mo-
mentum variable and separates gauge-variant from
gauge-invariant degrees of freedom [1, 61].
2. Projection onto classical gauge fixing conditions : A
‘projection’ which removes the now redundant ref-
erence frame degrees of freedom.17
We begin by defining the constraint trivialization map
TT,ǫ : Hphys → TT,ǫ(Hphys) relative to the covariant time
observable ET . This map will transform the physical
Hilbert space into a new Hilbert space, while preserving
inner products and algebraic properties of observables
TT,ǫ :=
∞∑
n=0
in
n!
Tˆ (n) ⊗
(
HˆS + s
ǫ2
2
)n
=
1
2π
∑
σ
∫
R
dt |t, σ〉 〈t, σ| ⊗ ei t (HˆS+s ǫ2/2) . (48)
In analogy to [1, 26, 27], we introduce an arbitrary posi-
tive parameter ǫ > 0 so that the map becomes invertible.
Note that s ǫ2/2 ∈ Spec(HˆC).
Lemma 6. The left inverse of the trivialization TT,ǫ is
given by
T −1T,ǫ =
1
2π
∑
σ
∫
R
dt |t, σ〉 〈t, σ| ⊗ e−i t (HˆS+s ǫ2/2) ,
so that, for any ǫ > 0, T −1T,ǫ : TT,ǫ(Hphys)→ Hphys and
T −1T,ǫ ◦ TT,ǫ ≈ Iphys.
Proof. The proof of Lemma 2 in [1] applies here σ-sector
wise.
The main property of the trivialization map is summa-
rized in the following lemma.
17 We put projection in quotation marks because it is not a true
projection when applied to the physical Hilbert space as it only
removes redundancy in the description, i.e. degrees of freedom
which are fixed through the constraint. No physical information
is lost. It would however be a projection on Hkin.
Lemma 7. The map TT,ǫ trivializes the constraint in
Eq. (13) to the clock degrees of freedom
TT,ǫ CˆH T −1T,ǫ
∗≈ s
2
(pˆ2t − ǫ2)⊗ IS , (49)
where
∗≈ is the quantum weak equality on the trivialized
physical Hilbert space TT,ǫ(Hphys), and transforms phys-
ical states into a sum of two product states with a fixed
and redundant clock factor
TT,ǫ |ψphys〉 = 1√
ǫ
∑
σ
|pt = −σǫ〉C (50)
⊗
∫∑
E∈σSC
ψσ(E) |E〉S .
Proof. The proof of Lemma 2 in [1] applies here σ-sector
wise.
Hence, per σ-frequency sector, the trivialized physi-
cal states are product states with respect to the tensor
product decomposition of the kinematical Hilbert space.
Recalling the discussion of the superselection rule across
σ-sectors, the physical state in Eq. (50) is indistinguish-
able from a separable mixed state when it contains both
positive and negative frequency modes. One can there-
fore also view the trivialization as a σ-sector-wise disen-
tangling operation, given that physical states in Eq. (15)
appear to be entangled. However, we emphasize that
this notion of entanglement is kinematical and not gauge-
invariant (see [1] for a detailed discussion of this and how
the trivialization can also be used to clarify the role of
entanglement in the Page-Wootters approach).
The clock factors in Eq. (50) have become redundant,
apart from distinguishing between the positive and neg-
ative frequency sector. Indeed, if we had ǫ = 0, then
(disregarding the diverging prefactor) both the negative
and positive frequency terms in Eq. (50) would have a
common redundant factor |pt = 0〉C , so that one could
no longer distinguish between them at the level of the
eigenbases of pˆt and HˆS in which the states have been
expanded. That illustrates why TT,ǫ=0 is not invertible
when acting on physical states. Indeed, T −1T,ǫ=0 is unde-
fined on states of the form |pt = 0〉C |ψ〉S , since Tˆ (n) is
not defined on |pt = 0〉C . This is similar to the construc-
tion of the trivialization maps in [26, 27], except that here
the decomposition into positive and negative frequency
sectors proceeds somewhat differently. This concludes
step 1. above.
In order to complete the reduction to the states of
the relational Heisenberg picture, and thus also complete
step 2. above, we ‘project’ out the redundant clock factor
of the trivialized states by projecting onto the classical
gauge-fixing condition T = τ (see Appendix B 1 for a
discussion of the classical gauge-fixing). That is, we now
proceed as in the Page-Wootters reduction and condition
states in the trivialized physical Hilbert space TT,ǫ(Hphys)
on the clock reading τ , separating positive and negative
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frequency modes. Altogether, the quantum symmetry
reduction map takes the form
RσQR(τ) := e−i τ s ǫ
2/2 (〈τ, σ| ⊗ IS) TT,ǫ.
Using that
〈τ, σ|pt = −σ′ǫ〉 = δσσ′
√
ǫ ei τ s ǫ
2/2 , (51)
which is another reason why ǫ > 0 is chosen, in Eq. (50)
one finds τ -independent system states
RσQR(τ) |ψphys〉 =
∫∑
E∈σSC
ψσ(E) |E〉S
=:
1√
2
|ψσS〉 , (52)
as appropriate for a Heisenberg picture (compare with
Eq. (39)). The factor 1/
√
2 has again been introduced
for normalization purposes. Since the wave function
ψσS(E) ≡
√
2ψσ(E) , (53)
is square-integrable/summable, it is clear that |ψσS〉 is
an element of the physical system Hilbert space HphysS,σ ,
corresponding to the σ-sector. We therefore also have
RσQR(τ) : Hphys → HphysS,σ , just as in Page-Wootters re-
duction. Using Lemmas 6 and 7, it is now also clear how
to invert the quantum symmetry reduction—at least per
σ-sector:
(RσQR)−1 := T −1T,ǫ
(
1√
ǫ
|pt = −σǫ〉C ⊗ IS
)
defines a map HphysS,σ → Hσ, so that18
(RσQR)−1 |ψσS〉 =
√
2 θ(−σ pˆt) |ψphys〉 . (54)
Hence, from the physical system Hilbert space of the pos-
itive/negative frequency modes one can only recover the
positive/negative frequency sector of the physical Hilbert
space. Note that the inverse map is independent of τ in
contrast to the Page-Wottters case.
More precisely, the following holds.
18 This is understood as appending the new clock tensor factor
|pt = −σǫ〉C to the reduced system state |ψ
σ
S
〉 and then apply-
ing the inverse of the trivialization (recall that the conditioning
of physical states on clock readings is not a true projection and
thus invertible, cf. previous footnote). Note that embedding the
reduced system states back into the physical Hilbert space is a
priori highly ambiguous since the system state alone no longer
carries any information about the clock state which had been
projected out. However, here it is the physical interpretation of
the reduced state as being the description of the system S rela-
tive to the temporal reference system C that singles out the em-
bedding into the clock-neutral (i.e. temporal-reference-system-
neutral) Hphys. This physical interpretation is, of course, added
information, but it is crucial. For a more detailed discussion of
this topic, see [61].
Lemma 8. The quantum symmetry reduction map is
weakly equal to the Page-Wootters reduction map and an
(inverse) system time evolution
RσQR(τ) ≈ 〈τ, σ| ⊗ U †S(τ) ,
= (IC ⊗ U †S(τ))RσPW(τ).
Similarly, the inverse of the quantum symmetry reduction
is equal to a system time evolution and the inverse of the
Page-Wootters reduction:
(RσQR)−1 = δ(CˆH) (|τ, σ〉 ⊗ US(τ))
= (RσPW(τ))−1 (IC ⊗ US(τ)).
Hence
(RσQR(τ))−1RσQR(τ) ≈ θ(−σ pˆt)⊗ IS
and
RσQR(τ) (RσQR)−1 |ψσS〉 = |ψσS〉 .
Proof. The proof of Lemma 3 in [1] applies here σ-sector
wise.
Given the Heisenberg-type states in Eq. (52), we may
consider evolving Heisenberg observables on HphysS,σ
fˆphysS (τ) = U
†
S(τ) fˆ
phys
S US(τ). (55)
Indeed, the following theorem shows that these Heisen-
berg observables are equivalent to the relational Dirac
observables on the σ-sector of the physical Hilbert space
Hσ, thereby demonstrating that the quantum symme-
try reduction map yields a relational Heisenberg pic-
ture. To this end, we employ these reduction maps
and their inverses to define another encoding operation
Eσ,τ ′QR : L
(
HphysS,σ
)
→ L (Hσ),
Eσ,τ ′QR
(
fˆphysS (τ)
)
:= (RσQR)−1 fˆphysS (τ)RσQR(τ ′). (56)
The choice of τ ′ turns out to be irrelevant.
Theorem 3. Let fˆS ∈ L (HS). The quantum relational
Dirac observable FˆfS ,T (τ) acting on Hphys, Eq. (31),
reduces under RσQR(τ ′) to the corresponding projected
evolving observable in the Heisenberg picture on HphysS,σ ,
Eq. (55), for all τ ′ ∈ R, i.e.
RσQR (τ ′) FˆfS ,T (τ) (RσQR)−1 = ΠσSC fˆS(τ)ΠσSC
≡ fˆphysS (τ).
Conversely, let fˆphysS (τ) ∈ L
(
HphysS,σ
)
be any evolv-
ing Heisenberg observable. The encoding operation in
Eq. (56) of system observables coincides on the physical
Hilbert space Hphys with the quantum relational Dirac
observables in Eq. (31) projected into the σ-sector:
Eσ,τ ′QR
(
fˆphysS (τ)
)
≈ Fˆ σ
fphys
S
,T
(τ). (57)
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Proof. The proof of Theorem 5 in [1] applies here per
σ-sector.
Once more, the theorem establishes an equivalence be-
tween the full sets of relational Dirac observables rela-
tive to clock ET on Hσ and evolving Heisenberg observ-
ables on the physical system Hilbert space of the σ-modes
HphysS,σ . Hence, one can recover the action of the relational
Dirac observables only σ-sector wise from the Heisenberg
observables.
Lemma 8 and Theorem 2 directly imply that we again
have preservation of expectation values per σ-sector, as
the following theorem shows.
Theorem 4. Let fˆS ∈ L (HS) and
fˆphysS (τ) = U
†
S(τ)ΠσSC fˆS ΠσSCUS(τ) be its associ-
ated evolving Heisenberg operator on HphysS . Then
〈ψphys|Fˆ σfS ,T (τ) |φphys〉phys =
1
2
〈ψσS | fˆphysS (τ) |φσS〉 ,
where |ψσS〉 =
√
2RσQR(τ ′) |ψphys〉 for all τ ′ ∈ R.
Proof. The proof of Theorem 6 in [1] applies here per
σ-sector.
Therefore, the quantum symmetry reduction map
RQR(τ ′) is an isometry, as we state in the following corol-
lary.
Corollary 3. Setting fˆS = ΠσSC in Theorem 4 yields
〈ψphys| θ(−σ pˆt)⊗ IS |φphys〉phys =
1
2
〈ψσS |φσS〉 ,
where |ψσS〉 =
√
2RσQR(τ ′) |ψphys〉, ∀ τ ′ ∈ R. Hence,
〈ψphys|φphys〉phys =
1
2
∑
σ
〈ψσS |φσS〉 .
Accordingly, we can work with normalized states in each
reduced σ-sector and in the physical Hilbert space simul-
taneously.
In conclusion:
(1) Applying the quantum symmetry reduction map
RσQR(τ) to the clock-neutral picture on the physical
Hilbert space Hphys yields a relational Heisenberg
picture with respect to the clock C on the physical
system Hilbert space of the σ-modes, HphysS,σ .
(2) σ-sector wise, the relational quantum dynamics en-
coded in the relational Dirac observables on the
physical Hilbert space is equivalent to the dynamics
in the relational Heisenberg picture on the physical
system Hilbert space.
(3) Given the invertibility of the reduction map, Theo-
rem 4 formally shows that if fˆphysS (τ) is self-adjoint
on HphysS,σ , then so is Fˆ σfS ,T (τ) on Hσ.
4. Equivalence of Dynamics (ii) and (iii)
The previous subsections establish a σ-sector wise
equivalence between the relational dynamics, on the one
hand, in the clock-neutral picture of Dirac quantization
and, on the other, the relational Schro¨dinger and Heisen-
berg pictures, obtained through Page-Wootters reduc-
tion and quantum deparametrization, respectively. It
is thus evident that also the relational Schro¨dinger and
Heisenberg pictures are indeed equivalent up to the uni-
tary US(τ) as they should. This is directly implied by
Lemma 8 which shows that the Page-Wotters and quan-
tum symmetry reduction maps are (weakly) related by
US(τ).
B. Quantum analogs of gauge-fixing and
gauge-invariant extensions
In contrast to the classical constraint surface, the
‘quantum constraint surface’ Hphys is automatically
gauge-invariant since the exponentiation of the symme-
try generator CˆH acts trivially on all physical states and
Dirac observables. Nevertheless, extending the interpre-
tation established in [1], we can understand the quantum
symmetry reduction map RQR(τ) (and given their uni-
tary relation, also RσPW(τ)) as the quantum analog of
a classical phase space reduction through gauge-fixing.
For completeness, the latter procedure is explained in
Appendix B for the class of models of this article. In
particular, we may think of the physical system Hilbert
space HphysS,σ for the σ-sector as the quantum analog of
the gauge-fixed reduced phase space obtained by impos-
ing for example the gauge T = 0 on the classical σ-
frequency sector Cσ.19 Also classically, one obtains two
identically looking gauge-fixed reduced phase spaces, one
for each frequency sector. Consequently, the relational
Schro¨dinger and Heisenberg pictures can both be under-
stood as the quantum analog of a gauge-fixed formulation
of a manifestly gauge-invariant theory.
In this light, Theorems 1 and 3 imply that the en-
coding operations of system observables in Eqs. (45)
and (56) can be understood as the quantum ana-
log of gauge-invariantly extending a gauge-fixed quan-
tity (see also [1]). Similarly, the alternative physi-
cal inner product in the second line of Eq. (47) is
the quantum analog of a gauge-fixed version of the
manifestly gauge-invariant physical inner product ob-
tained through group averaging in Eq. (18). Indeed,∑
σ 〈ψphys|(|τ, σ〉〈τ, σ| ⊗ IS)|φphys〉kin is the (kinemati-
cal) expectation value of the ‘projector’ onto clock time τ
19 However, note that the quantization of this classical reduced
phase space will in some cases, but not in general, coincide with
the quantum theory on Hphys
S,σ
due to the generic inequivalence
between Dirac and reduced quantization (see Appendix B).
19
in physical states. However, it is clear from the unitarity
of the Schro¨dinger dynamics on HphysS,σ and Eq. (47) that
this inner product does not depend on τ (the ‘gauge’),
in line with the interpretation of it being the quantum
analog of a gauge-fixed version of a manifestly gauge-
invariant quantity.
C. Interlude: alternative route
As an aside, we mention that there exists an alter-
native route to establishing a trinity for clock Hamil-
tonians quadratic in momenta. This again exploits the
reducible representation on the physical Hilbert space.
The σ-sector of Hphys is defined by the constraint
Cˆσ = Hˆ
′
C + Hˆ
′
S , where Hˆ
′
C :=
pˆt√
2
and Hˆ ′S := σ
√
−s HˆS.
Clearly, Hˆ ′C is now a non-degenerate clock Hamiltonian.
In [1] we established the trinity for non-degenerate clock
Hamiltonians and the σ-sector defined by Cˆσ = Hˆ
′
C + Hˆ
′
S
yields a special case of that. This immediately implies
a trinity per σ-sector, however, now relative to a clock
POVM which is covariant with respect to Hˆ ′C . It is ev-
ident that the covariant clock POVM is in this case de-
fined through the eigenstates of tˆ which (up to a factor of√
2) is also the first moment of the POVM. Indeed, the
equivalence between the clock-neutral Dirac quantization
and the relational Heisenberg picture has previously been
established for models with quadratic clock Hamiltonians
precisely in this manner in [26, 27] (see also the recent
[34]). However, as mentioned in Sec. IVA, one either has
to regularize the relational observables or write them as
functions of affine, rather than canonical pairs of evolving
degrees of freedom. This is a consequence of the square
root nature of Hˆ ′S . None of these extra steps were needed
in the trinity construction of this article, which is based
on a clock POVM which is covariant with respect to s
pˆ2t
2 ,
rather than pˆt/
√
2.
VI. RELATIVISTIC LOCALIZATION:
ADDRESSING KUCHARˇ’S CRITICISM
In his seminal review on the problem of time, Kucharˇ
raised three criticisms against the Page-Wootters formal-
ism [2]: the Page-Wootters conditional probability in
Eq. (37) (a) yields the wrong localization probabilities
for a relativistic particle, (b) violates the Hamiltonian
constraint, and (c) produces incorrect transition proba-
bilities. As mentioned in the introduction, criticisms (b)
and (c) have been resolved in [1]— see Theorem 2 which
extends the resolution of (b) to the present class of mod-
els.
Here, we shall now also address Kucharˇ’s first criti-
cism (a) on relativistic localization, which is more sub-
tle to resolve. The main reason, as is well-known from
the theorems of Perez-Wilde [82] and Malament [83] (see
also the discussion in [84, 85]), is that there is no rel-
ativistically covariant position-operator-based notion of
localization which is compatible with relativistic causal-
ity and positivity of energy. This is a key motivation for
quantum field theory [80, 84] – and here a challenge for
specifying what the ‘right’ localization probability for a
relativistic particle should be. Instead, one may resort to
an approximate and relativistically non-covariant notion
of localization proposed by Newton and Wigner [80, 81].
We will address criticism (a) by demonstrating that our
formulation of the Page-Wootters formalism, based on
covariant clocks for relativistic models, yields a localiza-
tion in such an approximate sense.
For the sake of an explicit argument, we shall, just like
Kucharˇ [2], focus solely on the free relativistic particle,
whose Hamiltonian constraint reads (cf. Table III 1)
CˆH = −pˆ2t + pˆ2 +m2 ,
where pˆ denotes the spatial momentum vector. How-
ever, the argument could be extended to the entire class
of models considered in this manuscript. It is straightfor-
ward to check that the physical inner product Eq. (18)
reads in this case [27, 93]20
〈φphys|ψphys〉phys =
∫
R3
d3p
2 εp
[
φ∗kin(εp,p)ψkin(εp,p)
+φ∗kin(−εp,p)ψkin(−εp,p)
]
, (58)
where εp =
√
p2 +m2 is the relativistic energy of the
particle and the first and second term in the integrand
correspond to negative and positive frequency modes,
respectively. Fourier transforming to solutions to the
Klein-Gordon equation in Minkowski space
ψσphys(t,x) =
1
(2π)3/2
∫
R3
d3p
2 εp
ei(x·p−σ t εp) ψkin(−σ εp,p) ,
one may further check that [27, 93]
〈φphys|ψphys〉phys =
(
φ+phys, ψ
+
phys
)
KG
−
(
φ−phys, ψ
−
phys
)
KG
,
(59)
where(
φσphys, ψ
σ
phys
)
KG
= i
∫
R3
d3x
[ (
φσphys(t,x)
)∗
∂t ψ
σ
phys(t,x)
− (∂t φσphys(t,x))∗ ψσphys(t,x)] ,
(60)
is the Klein-Gordon inner product in which positive fre-
quency modes are positive semi-definite, negative fre-
quency modes are negative semi-definite and positive and
20 Note that here we have a doubly degenerate system energy HˆS =
pˆ
2+m2 in contrast to the expression in Eq. (18) where we ignored
degeneracy.
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negative frequency modes are mutually orthogonal. The
physical inner product is thus equivalent to the Klein-
Gordon inner product (with correctly inverted sign for
the negative frequency modes), which provides the cor-
rect and conserved normalization for the free relativistic
particle.21 This raises hopes that the conditional prob-
abilities of the Page-Wootters formalism may yield the
correct localization probability for the relativistic parti-
cle. Note that so far we have not yet made a choice of
time operator.
Suppose now that the Minkowski time operator tˆ,
quantized as a self-adjoint operator on Hkin, is used to
define the projector onto clock time t as eC(t) = |t〉〈t| and
ex = |x〉〈x| is the projector onto position x. This time
operator is not covariant with respect to the quadratic
clock Hamiltonian. The conditional probability Eq. (37)
then becomes
Prob (x when t) =
|ψphys(t,x)|2∫
R3
d3x′ |ψphys(t,x′)|2 , (61)
where ψphys(t,x) = (〈t| ⊗ 〈x|) |ψphys〉 is a general solu-
tion to the Klein-Gordon equation. As Kucharˇ pointed
out [2], while this would be the correct localization prob-
ability for a non-relativistic particle, it is the wrong result
for a relativistic particle. Indeed, apart from not separat-
ing positive and negative frequency modes, which is nec-
essary for a probabilistic interpretation (e.g., if ψphys con-
tains both positive and negative frequency modes then
the denominator in Eq. (61) is not conserved), Eq. (61)
neither coincides with the charge density of the Klein-
Gordon current in Eq. (60), nor with the Newton-Wigner
approximate localization probability [80, 81]. In partic-
ular, one can not interpret a solution ψphys(t,x) to the
Klein-Gordon equation as a probability amplitude to find
the relativistic particle at position x at time t. The rea-
son, as explained in [80], is that the conserved density is
the one in Eq. (60) and ψphys and ∂tψphys inside it are not
only dependent, but related by a non-local convolution
∂tψphys(t,x) =
∫
R3
d3x′ ε(x− x′)ψphys(t,x′) ,
where ε(x− x′) is the Fourier transform of −i εp.
By contrast, let us now exhibit what form of con-
ditional probabilities the covariant clock POVM ET
of Sec. IVB gives rise to. We now insert eC(τ) =∑
σ |τ, σ〉〈τ, σ| and, as before, ex into the conditional
probability Eq. (37). The crucial difference between
the covariant clock POVM ET and the clock operator
tˆ (which is covariant with respect to Cˆσ, but not CˆH) is
that the denominator of Eq. (37) is equal to the physical
inner product in the former case (see Corollary 2) but not
21 This also resolves the normalization issue appearing in [46] where
physical states were normalized using the kinematical, rather
than physical inner product, thus yielding a divergent normal-
ization (for equal mass states) in contrast to here.
in the latter.22 Supposing that we work with normalized
physical system states 〈ψσS(τ)|ψσS(τ)〉 = 1, Theorem 2
implies
Prob (x when τ) =
1
2
∑
σ
|ψσS(τ,x)|2 (62)
= 〈ψphys|Fˆex,T (τ)|ψphys〉phys ,
where ψσS(τ,x) :=
√
2(〈τ, σ| ⊗ 〈x|) |ψphys〉 and τ is now
not Minkowski time. For concreteness, let us now focus
on positive frequency modes. Using Eqs. (15) and (IVB),
one obtains
ψ+S (τ,x) =
1
(2π)3/2
∫
R3
d3p√
2 εp
ei(x·p−τ ε
2
p) ψkin(−εp,p) .
(63)
This is almost the Newton-Wigner position space wave
function for positive frequency modes, which relative to
Minkowski time reads [80]
ψ+NW(t,x) =
∫
R3
d3xK(x− x′)ψ+phys(t,x′) (64)
=
1
(2π)3/2
∫
R3
d3p√
2 εp
ei(x·p−t εp) ψkin(−εp,p) ,
where K(x) is the Fourier transform of
√
2εp. The key
property of |ψ+NW(t,x)|2 is that, while not relativistically
covariant, it does admit the interpretation of an approxi-
mate localization probability, with accuracy of the order
of the Compton wave length, for finding the particle at
position x at Minkowski time t [80, 81]. In particular,(
φ+phys, ψ
+
phys
)
KG
=
∫
R3
d3x
(
φ+NW(t,x)
)∗
ψ+NW(t,x) ,
i.e. the Klein-Gordon inner product assumes the usual
Schro¨dinger form for the Newton-Wigner wave function.
Noting that due to Eq. (19) we can heuristically view
τ as t/εp, and comparing with Eq. (64) we can interpret
Eq. (63) as a Newton-Wigner wave function as well, but
expressed relative to a different time coordinate τ . In-
deed, in line with this interpretation, we find that in this
case too the physical inner product, Eq. (59), for the pos-
itive frequency modes assumes the form of the standard
22 It is instructive to see how this is linked to the (non-)covariance
of the clock observable with respect to CˆH . Let eC be either
the covariant eC(τ) or non-covariant eC(t). The denominator of
Eq. (37) reads
〈ψphys| eC ⊗ IS |ψphys〉kin = 〈ψkin| δ(CˆH ) (eC ⊗ IS) |ψphys〉kin .
Eq. (44) implies that δ(CˆH )(eC(τ) ⊗ IS) ≈ Iphys. This exploits
the covariance and immediately shows that the denominator co-
incides with the physical inner product Eq. (18). By contrast,
the non-covariance entails δ(CˆH )(eC(t)⊗ IS) 6= Iphys, so that in
this case the denominator differs from the physical inner product.
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Schro¨dinger theory inner product(
φ+phys, ψ
+
phys
)
KG
=
∫
R3
d3x
(
φ+S (τ,x)
)∗
ψ+S (τ,x) .
The analogous statement is true for the negative fre-
quency modes. In that sense, Eq. (62), in contrast to
Eq. (61), does admit the interpretation as a valid, yet
approximate localization probability for the relativistic
particle per frequency sector, just like in the standard
Newton-Wigner case.23
Accordingly, computing the conditional probabilities
of the Page-Wootters formalism relative to the covariant
clock POVM, rather than the non-covariant Minkowski
time operator tˆ, leads to an acceptable localization prob-
ability for a relativistic particle, thereby addressing also
Kucharˇ’s first criticism (a). Given the equivalence of the
Page-Wootters formalism with the clock-neutral and the
relational Heisenberg pictures, established through the
trinity in Sec. V, this result also equips the quantum rela-
tional Dirac observables Fˆx,T (τ) and the evolving Heisen-
berg observables x(τ) with the interpretation of provid-
ing an approximate, Newton-Wigner type localization in
Minkowski space.
VII. CHANGING QUANTUM CLOCKS
So far we have worked with a single choice of clock.
Let us now showcase how to change from the evolution
relative to one choice of clock to that relative to an-
other. Our discussion will apply to both the relational
Schro¨dinger picture of the Page-Wootters formalism and
the relational Heisenberg picture obtained through quan-
tum deparametrization.
For concreteness, suppose we are given a Hamiltonian
constraint of the form
CˆH = s1
pˆ21
2
+ s2
pˆ22
2
+ HˆS , (65)
where si = ±1 and pˆi denotes the momentum of clock
subsystem Ci, i = 1, 2 and we have suppressed tensor
products with identity operators. In particular, suppose
HˆS does not depend on either of the clock degrees of free-
dom. We will work with the covariant clock POVM of
Sec. IVB for both clock choices. For example, the con-
straints of the relativistic particle, the flat (k = 0) FLRW
model with a massless scalar field and the Bianchi I and
23 The physical inner product for the positive frequency solutions
ψ+
phys
(t,x) to the Klein-Gordon equation takes, of course, the
standard Klein-Gordon (and not the Schro¨dinger) form Eq. (60).
Nevertheless, the kernel K(x − x′) in the nonlocal convolution
in the first line in Eq. (64) decreases quickly as a function of
m|x − x′| [80]. Hence, for massive particles, we can interpret
even Eq. (61) as providing an approximate localization.
II models from Table III 1 are of the above form.24 Our
subsequent discussion will thus directly apply to these
models.
Since we will exploit the Page-Wootters and symme-
try reduction maps as ‘quantum coordinate maps’ from
the clock-neutral picture to the given ‘clock perspective’,
we will be able to change from the description of the dy-
namics relative to one clock to that relative to another
in close analogy to coordinate changes on a manifold.
Due to the shape of the constraint in Eq. (65) we now
have superselection of Dirac observables and the physi-
cal Hilbert space across both the σ1-frequency sectors of
clock C1 and the σ2-frequency sectors of clock C2. The
physical Hilbert space takes the form
Hphys =
⊕
σ1,σ2
Hσ1,σ2 , (66)
where Hσ1,σ2 := Hσ1 ∩Hσ2 is the overlap of the σ1-sector
of clock C1 and the σ2-sector of clock C2. As we have
seen the reduction maps are only invertible per frequency
sector. Hence, we will only be able to change from a given
σ1-sector to the part of the σ2-frequency sector which is
contained in it. In other words, the “quantum coordinate
changes” are restricted to each overlap Hσ1,σ2 .
The method of changing temporal reference frames ex-
hibited below is a direct extension of several previous
works: [26, 27] developed the method σ-sector-wise for
states and observables in the relational Heisenberg pic-
ture for Hamiltonians of the type in Eq. (65) for two ex-
ample models, but used clock operators canonically con-
jugate to the clock momenta pˆi (and thus not a clock
POVM covariant with respect to the full clock Hamil-
tonian). The method of transforming relational observ-
ables from one clock description to another was demon-
strated in [26, 27] for a subset of relational Dirac observ-
ables, paying, however, detailed attention to regulariza-
tion necessities arising from time-of-arrival observables
[18, 23, 105–107]. Our previous article [1] developed the
method comprehensively for both states and observables
for clock Hamiltonians with non-degenerate and contin-
uous spectrum in both the relational Schro¨dinger and
Heisenberg pictures; specifically, the transformation of
arbitrary relational observables corresponding to rela-
tions between S and the clocks was developed for the
corresponding class of models. In [43] the clock change
method was exhibited for state transformations in the re-
lational Schro¨dinger picture for ideal clocks whose Hamil-
tonian coincides with the clock momentum itself. Our
discussion can also be viewed as a full quantum extension
of the semiclassical method in [28–30] which is equivalent
24 Indeed, the Hamiltonian constraint of the vacuum Bianchi I and
II models can be written in the form [104]
CˆH = −
ˆ¯p20
2
+
ˆ¯p2−
2
+
ˆ¯p2+
2
+ k+ e
−4√3 ˆ¯β+ .
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at semiclassical order, however, also applies to clock func-
tions which are non-monotonic, i.e. have turning points,
in contrast to the other works mentioned. (See [60–62, 64]
for related spatial quantum frame changes.)
In particular, owing to our focus on covariant clock
POVMs, all the results and proofs [1] apply σ-sector-
wise to the present case. However, we will also study
novel effects such as the temporal frame dependence of
comparing clock readings.
A. State transformations
Denote by RσiI (τi), where I ∈ {PW,QR}, the Page-
Wootters or quantum symmetry reduction map to the
σi-sector of clock Ci. The temporal frame change (TFC)
map Λ
σi→σj
I→J : HphysCj ,σi ⊗ H
phys
S,σi
→ HphysCi,σj ⊗ H
phys
S,σj
from
clock Ci’s σi-sector to clock Cj ’s σj-sector then reads
25
Λ
σi→σj
I→J := RσjJ (τj) ◦ (RσiI (τi))−1 . (67)
Here HphysCj ,σi denotes the physical clock Cj Hilbert space
corresponding to the σi-sector of clock Ci, i.e. the sub-
space of HCj compatible with solutions to the constraint
Eq. (65) and similarly for the other Hilbert spaces. When
I 6= J in Eq. (67), then the TFC map changes not only
the temporal reference frame, but also between the corre-
sponding relational Heisenberg and Schro¨dinger pictures.
Let us write Λ
σi→σj
I := Λ
σi→σj
I→I when no relational pic-
ture change takes place.
More explicitly, the TFC map from the σ1-frequency
sector of clock C1 in the relational Schro¨dinger picture
to the σ2-frequency sector of clock C2 in the relational
Schro¨dinger picture takes the form
Λσ1→σ2PW = (〈τ2, σ2| ⊗ IC1S) δ(CˆH) (|τ1, σ1〉 ⊗ IC2S) .
Here we have made use of Eqs. (38) and (42) and the
covariant clock states Eq. (IVB) for both clocks. The
reduced states transform under this map as follows:
(θ(−σ1 pˆ1)⊗ IS) |ψσ2C1S|C2(τ2)〉 = Λ
σ1→σ2
PW |ψσ1C2S|C1(τ1)〉 ,
(68)
where we made use of Eq. (43) and |ψσiCjS|Ci(τi)〉 is the re-
lational Schro¨dinger picture state of clock Cj and system
S relative to clock Ci, which is chosen as the tempo-
ral reference frame, in its σi-sector. In other words, the
Heaviside-function on the l.h.s. highlights that we can
only map from the σ1-sector of clock C1 to that part of
the σ2-sector of clock C2 which is contained in the σ1-
sector of clock C1. This is clear, because any reduction
map is only invertible on its associated σ-sector: from the
σ1 relational Schro¨dinger picture one can only recover the
25 For notational simplicity we write all inverse maps as functions
of τ . Recall, however, that RσQR does not depend on τ .
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FIG. 3. Schematic representation of a temporal frame change,
as defined through Eq. (67). The figure encompasses both
the relational Schro¨dinger picture of the Page-Wotters for-
malism and the relational Heisenberg picture of the quan-
tum deparametrization, as well as their mixtures, since I, J ∈
{PW,QR}. Viewing the reduction maps R+iI (τi) as quantum
coordinate maps, any such temporal frame change takes the
form of a quantum coordinate transformation from the de-
scription relative to clock C1 to the one relative to clock C2.
Just as coordinate transformation pass through the reference-
frame-neutral manifold, the quantum coordinate transforma-
tions pass through the clock-neutral physical Hilbert space
in line with the general discussion of the clock-neutral struc-
ture and quantum general covariance in Sec. II. Due to the
double superselection rule, the quantum coordinate transfor-
mations have to preserve the overlaps of the frequency sectors
of C1 and C2. Here we illustrate the example of the overlap
of the positive frequency sectors of both clocks, so that the
corresponding frame transformation passes through H+1,+2
(cf. Eq. (66)).
σ1-sector of the physical Hilbert space. Hence, the sub-
sequent Page-Wootters reduction map to the σ2-sector
of clock C2 in Eq. (67) can then only yield information
in the overlap of the σ1- and σ2-sectors in the physical
Hilbert space (see also [26, 27] for explicit examples of
this situation in the relational Heisenberg picture). This
is a manifestation of the superselection across both the
σ1- and the σ2-sectors.
Similarly, the TFC map from the σ1-frequency sector
of clock C1 in the relational Heisenberg picture to the σ2-
frequency sector of clock C2 in the relational Heisenberg
picture reads
Λσ1→σ2QR =
(
〈τ2, σ2| ⊗ U †C1S(τ2)
)
(69)
× δ(CˆH) (|τ1, σ1〉 ⊗ UC2S(τ1)) ,
where we have made use of Lemma 8. Using the same
lemma, the reduced states transform under this map in
complete analogy to Eq. (68)[
θ(−σ1 pˆ1)⊗ IS
]
|ψσ2C1S|C2〉 = Λ
σ1→σ2
PW |ψσ1C2S|C1〉 ,
with UCjS(τi) := exp
[
−i τi (sj pˆ
2
j
2 + HˆS)
]
the evolution
operator of the composite system of clock Cj and system
S relative to clock Ci.
Note that, interpreting the reduction maps as the
“quantum coordinate maps” taking one from the clock-
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neutral physical Hilbert space to a specific ‘clock per-
spective’, any such TFC map in Eq. (67) takes the same
compositional form as coordinate changes on a manifold.
In particular, any such temporal frame change proceeds
by mapping via the clock-neutral physical Hilbert space
in analogy to how coordinate changes always proceed via
the manifold, see Fig. 3. This observation lies at the heart
of the perspective-neutral approach to quantum reference
frame changes [1, 26, 27, 61, 62]. It is also the reason why
we may interpret the physical Hilbert space as a clock-
neutral structure, providing a description of the dynam-
ics prior to having chosen a temporal reference frame
relative to which the other degrees of freedom evolve. In
line with this, in terms of different one-parameter fami-
lies of relational Dirac observables, the physical Hilbert
space contains the complete information about the dy-
namics relative to all the different possible clock choices
at once.
B. Observable transformations
Just as we transformed reduced states from the per-
spective of one clock to the perspective of another by
passing through the gauge-invariant physical Hilbert
space (see Fig. 3), we now transform the description of
observables relative to one clock to that relative to the
other by passing through the gauge-invariant algebra of
Dirac observables on the physical Hilbert space. The ob-
servable transformations will thus be dual to the state
transformations. The idea is always that we describe the
same physics, encoded in the gauge-invariant states and
observables of the clock-neutral physical Hilbert space,
but relative to different temporal frames. Again, we have
to pay attention to the two superselection rules on the
clock-neutral physical Hilbert space and we will demon-
strate the observable transformations separately for the
relational Schro¨dinger and Heisenberg pictures.
1. Observable transformations in the relational Schro¨dinger
picture
Suppose we are given an observable OˆphysC2S|C1 describ-
ing certain properties of the composite system C2S in the
relational Schro¨dinger picture of clock C1 in either fre-
quency sector of the latter.26 Owing to Theorem 1, we
can write this as a reduction of a corresponding relational
Dirac observable on Hphys:
Rσ1PW (τ1) FˆOC2S|C1 ,T1(τ1) (R
σ1
PW(τ1))
−1 = OˆphysC2S|C1 .
We can now also map the same relational Dirac observ-
able into the σ2-sector of the relational Schro¨dinger pic-
ture of clock C2:
OˆphysC1S|C2(τ1, τ2) := R
σ2
PW (τ2) FˆOC2S|C1 ,T1(τ1) (R
σ2
PW(τ2))
−1 .
(70)
The result will be the image of the original observable
OˆphysC2S|C1 , describing properties of C2S relative to C1, in
the ‘perspective’ of clock C2. Hence, if Oˆ
phys
C2S|C1 depends
non-trivially on C2, an indirect self-reference effect occurs
in the last equation [1]. Notice that, while the original
observable in the Schro¨dinger picture of C1 is indepen-
dent of the evolution parameter τ1, the description of
that same observable in the Schro¨dinger picture relative
to clock C1 will generally depend on both evolution pa-
rameters τ1, τ2. The dependence on τ1 is a consequence
of it being the reduction of a relational Dirac observ-
able with evolution parameter τ1, but into the ‘perspec-
tive’ of C2. The possible τ2 dependence may arise as a
consequence of said indirect self-reference. For example,
suppose OˆphysC2S|C1 = Tˆ2 ⊗ IS so that the relational Dirac
observable is FˆOC2S|C1 ,T1(τ1) = FˆT2,T1(τ1). The observ-
able on the l.h.s. in Eq. (70) then describes how the first
moment operator Tˆ2 associated with C2 evolves relative
to C1 from the ‘perspective’ of C2; this certainly should
yield a τ1 dependence. We will explain this in more detail
shortly.
Taking into account the two superselection rules across
the σ1- and σ2-sectors, these observations imply that ob-
servable transformations from the relational Schro¨dinger
picture of the σ1-sector of clock C1 into the relational
Schro¨dinger picture of the σ2-sector of clock C2 read
26 Recall that the label ‘phys’ highlights that the observable acts on
the physical C2S Hilbert space, i.e. on ΠσC2SC1
(
HC2 ⊗HS
)
,
where ΠσC2SC1 = θ
[
−s1
(
s2
pˆ22
2
+ HˆS
)]
is the projector
onto the subspace corresponding to the spectrum σC2SC1 :=
Spec
(
s2
pˆ22
2
+ HˆS
)
∩Spec
(
−s1
pˆ21
2
)
permitted by the constraint
Eq. (65) (cf. Eq. (17)). We can thus also understand this observ-
able as a projection Oˆphys
C2S|C1 := ΠσC2SC1 OˆC2S|C1 ΠσC2SC1 of
some observable OˆC2S|C1 ∈ L(HC2 ⊗HS); cf. Eq. (36).
24
Λσ1→σ2PW Oˆ
phys
C2S|C1 (Λ
σ1→σ2
PW )
−1
= (Λσ2→σ1PW )
−1
OˆphysC2S|C1 Λ
σ2→σ1
PW
= Rσ2PW(τ2) ◦ (Rσ1PW(τ1))−1 OˆphysC2S|C1 R
σ1
PW(τ1) ◦ (Rσ2PW(τ2))−1
= Rσ2PW(τ2) Eτ1,σ1PW
(
OˆphysC2S|C1
)
(Rσ2PW(τ2))−1 (71)
≈ Rσ2PW(τ2) FˆOC2S|C1 ,T1(τ1) (θ(−σ1pˆ1)⊗ IC2S) (R
σ2
PW(τ2))
−1
= (θ(−σ1pˆ1)⊗ IS) OˆphysC1S|C2(τ1, τ2) .
In the second line we made use of Eq. (45), in the third of Theorem 1, and in the fourth of Eq. (70) and the fact that
θ(−σ1pˆ1) commutes with the reduction map of the C2 clock and with FˆOC2S|C1 ,T1(τ1) (see Lemma 5).
Observe that the structure of this transformation shows that reduced observables relative to one clock will transform
always via the gauge-invariant Dirac observable algebra to reduced observables relative to another clock.
Using Eqs. (45), (38) and (42), we can write this transformation as
(θ(−σ1pˆ1)⊗ IS) OˆphysC1S|C2(τ1, τ2) = 〈τ2, σ2| δ(CˆH)
(
|τ1, σ1〉〈τ1, σ1| ⊗ OˆphysC2S|C1
)
δ(CˆH) |τ2, σ2〉 . (72)
This transformation reveals that expectation values are preserved in the following manner:
〈ψσ2C1S|C2(τ2)| (θ(−σ1pˆ1)⊗ IS) Oˆ
phys
C1S|C2(τ1, τ2) |φ
σ2
C1S|C2(τ2)〉
= 〈ψσ1C2S|C1(τ1)| (θ(−σ2pˆ2)⊗ IS) Oˆ
phys
C2S|C1 (θ(−σ2pˆ2)⊗ IS) |φ
σ1
C2S|C1(τ1)〉 . (73)
The projectors onto the σ2-sector on the r.h.s. appears because the C2 reduction map in Eq. (71) induces such a
projection (compare this with the state transformations Eq. (68) which are dual). In other words, only the physical
information in the overlap of the σ1- and σ2-sector is preserved when changing from the description relative to clock
C1 to one relative to clock C2, or vice versa. Once more, this is a direct consequence of the double superselection rule
induced by the shape of the constraint Eq. (65).
2. Observable transformations in the relational Heisenberg picture
The argumentation for the relational Heisenberg picture proceeds in complete analogy. We thus just quote the
results, which immediately follow from those of the previous subsection through use of Lemma 8. Of course, in this
case, the reduced observables have an explicit dependence on the evolution parameter, Eq. (55).
The observable transformations from the relational Heisenberg picture of the σ1-sector of clock C1 into the relational
Heisenberg picture of the σ2-sector of clock C2 are given by
Λσ1→σ2QR Oˆ
phys
C2S|C1(τ1)
(
Λσ1→σ2QR
)−1
≈ Rσ2QR(τ2) FˆOC2S|C1 ,T1(τ1) (θ(−σ1pˆ1)⊗ IC2S)
(
Rσ2QR
)−1
= (θ(−σ1pˆ1)⊗ IS) U †C1S(τ2) Oˆ
phys
C1S|C2(τ1, τ2)UC1S(τ2) (74)
=: (θ(−σ1pˆ1)⊗ IS) OˆHeisC1S|C2(τ1, τ2) ,
where OˆphysC1S|C2(τ1, τ2) is given by Eqs. (70) and (72). Thanks to the double superselection rule, this transformation
preserves expectation values again per overlap of a σ1- with a σ2-sector, in obvious analogy to Eq. (73).
C. Occurrence of indirect clock self-reference
Finally, let us now come back to the indirect self-reference effect of clock C2 alluded to above. The following
theorem, which is adapted from [1] and whose proof applies here per pair of σ1- and σ2-sector, reveals the necessary
and sufficient conditions for this indirect self-reference to occur:
Theorem 5. Consider an operator OˆphysC2S|C1 ∈ L(H
phys
C2
⊗ HphysS ) of the composite system C2S described from the
perspective of clock C1. From the perspective of clock C2, this operator is independent of τ2, so that Oˆ
phys
C1S|C2(τ1, τ2) =
OˆphysC1S|C2(τ1) ∈ L(H
phys
C1
⊗HphysS ) if and only if
OˆphysC2S|C1 =
∑
i
(
OˆphysC2|C1
)
i
⊗
(
fˆphysS|C1
)
i
,
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where (fˆphysS|C1)i is an operator on H
phys
S and (Oˆ
phys
C2|C1)i is a constant of motion,
[
(OˆphysC2|C1)i, s2
pˆ22
2
]
= 0. Furthermore,
in this case the transformed observable reads
[θ(−σ1pˆ1)⊗ IS ] OˆphysC1S|C2(τ1) = ΠσC1SC2
[∑
i
GC1S
(
|τ1, σ1〉〈τ1, σ1| ⊗
(
fˆphysS|C1
)
i
)
〈t2, σ2|
(
OˆphysC2|C1
)
i
δ(CˆH)|t2, σ2〉
]
ΠσC1SC2 ,
where ΠσC1SC2 = θ
[
−s2
(
s1
pˆ21
2 + HˆS
)]
is the projector onto the physical subspace of HC1⊗HS, |t2, σ2〉 is an arbitrary
σ2-sector clock state of C2, and GC1S is the G-twirl over the group generated by the evolution generator s1 pˆ
2
1
2 + HˆS of
the composite system C1S.
That is to say, the indirect self-reference effect and thus
τ2-dependence of Eq. (71) is absent if and only if the
relational Dirac observable encoding how C2S properties
evolve relative to C1 does not contain any degrees of free-
dom of clock C2 that evolve.
When OˆphysC2S|C1 = IC2 ⊗ fˆ
phys
S|C1 , i.e. only the evolution
of system degrees of freedom relative to C1 is described,
Theorem 5 entails that the transformation to the descrip-
tion relative to C2 simplifies as follows:
(θ(−σ1pˆ1)⊗ IS) OˆphysC1S|C2(τ1) =
ΠσC1SC2GC1S
(
|τ1, σ1〉〈τ1, σ1| ⊗ fˆphysS|C1
)
ΠσC1SC2 .
In particular, the transformed system observable is per-
spective independent, i.e. its description relative to C1
and C2 coincide if and only if it is a constant of mo-
tion (see [1] for the proof of this statement, which again
applies here per pair of σ1- and σ2-sector):
Corollary 4. An operator of C2S relative to C1
OˆphysC2S|C1 = IC2 ⊗ fˆ
phys
S|C1 .
transforms under a temporal frame change map to the
perspective of C2 as follows
OˆphysC1S|C2 = IC1 ⊗ fˆ
phys
S|C2 ,
where fˆphysS|C1 = fˆ
phys
S|C2 if and only if fˆ
phys
S|C1 is a constant of
motion, [fˆphysS|C1, HˆS ] = 0.
Theorem 5 translates as follows into the relational
Heisenberg picture (see [1] for the proof which applies
here per pair of σ1- and σ2-sector):
Corollary 5. Let OˆphysC2S|C1(τ1) ∈ L(H
phys
C2
⊗ HphysS ) be
an operator describing the dynamics of properties of the
composite system C2S relative to C1 in the Heisenberg
picture. Under a temporal frame change Eq. (74) to the
perspective of C2, this operator transforms to an opera-
tor OˆHeisC1S|C2(τ1, τ2) that satisfies the Heisenberg equation
of motion in clock C2 time τ2 without an explicitly τ2
dependent term,
d
dτ2
OˆHeisC1S|C2(τ1, τ2) = i
[
s2
pˆ22
2
+ HˆS , Oˆ
Heis
C1S|C2(τ1, τ2)
]
,
if and only if
OˆphysC2S|C1(τ1) =
∑
i
(
OˆphysC2|C1
)
i
⊗
(
fˆphysS|C1(τ1)
)
i
,
and
(
OˆphysC2|C1
)
i
is a constant of motion, [s1
pˆ21
2 , Oˆ
phys
C2|C1] =
0.
The interpretation of the transformations is of course
completely analogous to the relational Schro¨dinger
picture.
D. Application: comparing clock readings
One application of the temporal frame change method
developed above is comparing readings of different clocks.
This is also a prerequisite for developing a notion of clock
synchronization.
For example, we may wish to compare the evolution
of some system property fˆS relative to clock C1 with fˆS
relative to clock C2. These two relational evolutions will
be encoded in two one-parameter families of Dirac ob-
servable of the form FˆIC2⊗fS ,T1(τ1) and FˆIC1⊗fS ,T2(τ2).
In order to relate these two dynamics, we need a con-
sistent method for relating the different clock readings
τ1, τ2. While classically, there is an unambiguous way to
answer the question “what is the value of the reading τ2
of clock C2, when clock C1 reads τ1?”, namely by set-
ting τ2(τ1) := FT2,T1(τ1), this is not so in the quantum
theory because both clocks are now described in terms
of quantum operators and their relation depends on the
quantum state. In fact, we shall argue shortly that com-
paring clock readings is generally dependent on the choice
of temporal frame (here either C1 or C2) in the quantum
theory.
1. Three ways of comparing clock readings
To address this conundrum in the quantum theory, let
us recall the conditional probabilities in Eq. (37) and ask
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for the probability that C2 reads τ2 when C1 reads τ1 (ig-
noring frequency sectors for simplicity for the moment):
P (T2 = τ2|T1 = τ1)
= 〈ψphys| eC1(τ1)⊗ eC2(τ2)⊗ IS |ψphys〉kin
= P (T1 = τ1|T2 = τ2). (75)
Here we have assumed that the physical state is normal-
ized such that by Corollary 2 also the reduced states in
the Schro¨dinger picture of either clock are normalized.
Comparing clock readings. Given the conditional
probabilities Eq. (75), we may consider the following three
generally distinct options for comparing clock readings.
(A) The clock reading of C2 when C1 reads τ1 is defined
to be the value of τ2 that maximizes the conditional
probability P (T2 = τ2|T1 = τ1). This assumes the
distribution to have a unique maximal peak.
(B) The clock reading of C2 when C1 reads τ1 is defined
to be the expectation value
τ2(τ1) :=
∫
R
dτ ′ τ ′ P (T2 = τ ′|T1 = τ1) . (76)
(C) The clock reading of C2 when C1 reads τ1 is defined
to be
(
τ
(n)
2 (τ1)
)1/n
for n > 1, where
τ
(n)
2 (τ1) :=
∫
R
dτ ′ (τ ′)n P (T2 = τ ′|T1 = τ1) (77)
is the nth-moment of the conditional probability dis-
tribution in Eq. (75).
Relating different clock readings in terms of expectation
values, as in (B), is arguably the most natural choice and
has originally been discussed in [26–30, 41]; we expand
on this here.
Clearly, the two definitions (A) and (B) only agree
when the conditional probability distribution is peaked
on the expectation value. Furthermore, all three
definitions (A)–(C) agree in the special case that
P (T2 = τ
′|T1 = τ1) = δ(τ ′ − τ1), i.e. when there are no
fluctuations in the conditional probability distribution.
2. Comparing clock readings for quadratic clock
Hamiltonians
Let us now explore these definitions in our present class
of models defined by Eq. (65), taking into account the
different frequency sectors again. Minding the double
superselection rule, we replace Eq. (75) by
Pσ1,σ2(T2 = τ2|T1 = τ1)
= 〈ψphys| eσ1C1(τ1)⊗ eσ2C2(τ2)⊗ IS |ψphys〉kin
= 〈ψσ1,σ2 | eC1(τ1)⊗ eC2(τ2)⊗ IS |ψσ1,σ2〉kin , (78)
where |ψσ1,σ2〉 ∈ Hσ1,σ2 lies in the overlap of the σ1- and
σ2-sectors (see Eq. (66)) and e
σi
Ci
(τi) :=
1
2π |τi, σi〉〈τi, σi|,
i = 1, 2. We can then write the nth-moment of the con-
ditional probability distribution in Eqs. (76) and (77) for
n ∈ N, thus considering both definitions (B) and (C), as
follows:
τ
(n)
2 (τ1) =
∫
R
dτ ′ (τ ′)n Pσ1,σ2(T2 = τ
′|T1 = τ1)
= 〈ψσ1C2S|C1(τ1) | Tˆ
(n)
2,σ2
⊗ IS |ψσ1C2S|C1(τ1)〉 (79)
= 〈ψσ1,σ2 | FˆT (n)2 ⊗IS ,T1(τ1) )|ψσ1,σ2〉phys ,
where by Eq. (30)
Tˆ
(n)
2,σ2
=
1
2π
∫
R
dt tn |t, σ2〉〈t, σ2|
= θ(−σ2pˆ2) Tˆ (n)2 θ(−σ2pˆ2)
is the σ2-sector n
th-moment of the covariant clock POVM
corresponding to C2. In the second line of Eq. (79) we
have made use of Eqs. (38) and (78), while in the third
line we invoked Theorem 2. Note that by Eq. (73), the
expression in Eq. (79) defines an expectation value which
is preserved during a temporal frame change between C1
and C2.
Thanks to Lemmas 3 and 4 we can write the nth-
moment in Eq. (79) also in the form
τ
(n)
2 (τ1) = 〈ψσ1C2S|C1(τ1) | Tˆ n2,σ2 ⊗ IS |ψ
σ1
C2S|C1(τ1)〉
= 〈ψσ1,σ2 | FˆTn2 ⊗IS ,T1(τ1) )|ψσ1,σ2〉phys ,
as long as |ψσ1C2S|C1(τ1)〉 ∈
(
D(Tˆ n2 ) ∩HphysC2
)
⊗ HphysS .
Since
(
τ
(n)
2 (τ1)
)1/n
6= τ2(τ1) for n > 1 for general states,
definitions (B) and (C) will generically not be equivalent.
In the sequel, we shall mostly consider definition (B) in
extension of [26–30, 41]. This seems to be the physically
most appealing one, especially if an ensemble interpre-
tation could be developed for the models under consid-
eration. Definition (A) is only unambiguous when the
conditional probability distribution has a single maximal
peak and definition (C) is operationally unnatural and
convoluted. That is, we set for the value of the reading
of clock C2 when C1 reads τ1:
τ2(τ1) := τ
(1)
2 (τ1) . (80)
The following discussion, however, qualitatively also ap-
plies to definition (C).
3. Comparing clock readings is temporal frame dependent
Notice that definitions (A)–(C) treat C2 as the fluc-
tuating subsystem. We can thus interpret them as pro-
viding a definition of the clock reading of C2 relative to
the temporal reference frame C1. Conversely, we can of
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course switch the roles of C1 and C2 above and ask for the
clock reading of C1 relative to C2. Resorting to definition
(B), this would yield
τ1(τ2) =
∫
R
dτ ′ τ ′ Pσ1,σ2(T2 = τ2|T1 = τ ′) . (81)
Dropping the labels of the arguments in Eqs. (79)
and (81), both of which run over all of R, it is im-
portant to note that τ1(τ) and τ2(τ) will generally not
be the same functions of τ . This is because generally
Pσ1,σ2(T2 = τ
′|T1 = τ) 6= Pσ1,σ2(T2 = τ |T1 = τ ′) in
Eq. (78). Said another way, the evolution of C2 from the
perspective of C1 according to definition (B) may differ
from the evolution of C1 relative to C2 (for the same
physical state).
One might wonder whether the function τ1(τ2) in
Eq. (81) is the inversion of τ2(τ1) in Eq. (79), i.e. obtained
by solving τ2(τ1) for τ1. Classically, this is certainly the
case and it would entail that for a fixed clock reading τ∗1
of C1 one finds τ1(τ2(τ
∗
1 )) = τ
∗
1 . Physically this would
mean that both temporal reference frames C1 and C2
agree that when C1 reads τ
∗
1 , C2 reads the value τ2(τ
∗
1 ).
This does occur in a special case when definitions (A)–(C)
all coincide, namely when Pσ1,σ2(T2 = τ2(τ
∗
1 )|T1 = τ ′) =
δ(τ ′ − τ∗1 ) in Eq. (81) in which case expectation value,
most probable value and the value defined through the
nth-moment all agree. While this does happen in simple
models with a high degree of symmetry between C1 and
C2 [27], this will in more interesting cases not be the case
because the physical state will generically have a differ-
ent spread along the τ1 and τ2 axes [26, 28–30]. In our
case this means that the wave function
ψσ1,σ2C2S|C1(τ1, τ2) := (〈τ1, σ1| ⊗ 〈τ2, σ2| ⊗ 〈φS |) |ψphys〉 ,
for some physical system state |φS〉 ∈ HphysS , which can
be viewed as either a wave function in the C1 or C2 re-
lational Schro¨dinger picture, may have a different spread
in τ1 than in τ2. In such a case we will generally find
τ1(τ2(τ
∗
1 )) 6= τ∗1 . This effect will occur in the class of
models considered here because physical states need not
have the same momentum distribution in p1 and p2 (and
thus neither in τ1 or τ2) due to the presence of the sys-
tem S. This effect has also been demonstrated in a
semiclassical approach in various models in [28–30] where
one finds discrepancies of the order of ~ between τ∗1 and
τ1(τ
∗
2 = τ2(τ
∗
1 )).
In conclusion, this effect can be interpreted as a tem-
poral frame dependence of comparing clock readings ac-
cording to definition (B) (or (C)): if from the perspective
of the temporal reference frame defined by C1 the clock
C2 reads τ2(τ
∗
1 ) (computed according to Eq. (79)) when
C1 reads τ
∗
1 , then conversely from the perspective of the
temporal reference frame defined by C2 the clock C1 will
not in general read τ∗1 when C2 reads the value τ2(τ
∗
1 ).
That is, C1 and C2 will generally disagree about the pair-
ings of their clock readings.
Let us now also briefly comment on the notion of quan-
tum clock synchronization. Using the state dependent
relation Eq. (80), we could ask for which state would
yield τ2(τ
∗
1 ) = τ
∗
1 so that C1 and C2 read the same value
when C1 reads the value τ
∗
1 . Even stronger, we could ask
whether there are states for which τ2(τ1) = τ1+const, for
all τ1 ∈ R, so that, up to a constant offset, C1 and C2 are
always synchronized. Eq. (79) tells us that this is the case
if Pσ1,σ2(T2 = τ
′|T1 = τ1) = δ(τ ′ − τ1 − const). Again,
while this happens in simple models [27], this will generi-
cally not happen for the models in the class which we are
studying on account of the above observations concerning
the frame dependence of comparing clock readings. Such
a notion of synchronization is therefore too strong and
can generally not be implemented. It will furthermore
generally be frame dependent too.
4. Comparing a system’s evolution relative to two clocks
Returning to our original ambition, it is thus more
useful to employ the more general (frame dependent)
clock comparison, according to definition (B), in order
to compare the evolutions of S with respect to C1 and
C2. Working in the relational Schro¨dinger picture, if
|ψσ1C2S|C1(τ∗1 )〉 is the initial state of C2S from the perspec-
tive of C1, then according to Eq. (68) the corresponding
initial state of C1S from the perspective of C2 is
(θ(−σ1pˆ1)⊗ IS) |ψσ2C1S|C2(τ2(τ∗1 ))〉
= Rσ2PW(τ2(τ∗1 )) ◦ (Rσ1PW(τ∗1 ))−1 |ψσ1C2S|C1(τ
∗
1 )〉 . (82)
We can then evaluate the ‘same’ reduced system observ-
able ICi⊗fˆphysS in the two states, where i = 1 when evalu-
ated relative to C2 and vice versa (cf. Corollary 4), in or-
der to compare the evolution of property fˆphysS relative to
the two clocks in different quantum states (which amount
also to quantum states of the clocks). To avoid confusion,
we emphasize, that ICi ⊗ fˆphysS , i = 1, 2, correspond to
two different relational Dirac observables FˆIC2⊗fS ,T1(τ1)
and FˆIC1⊗fS ,T2(τ2) on the clock-neutral physical Hilbert
space Hphys; in particular, the two are not related by
the TFC map Λσ1→σ2PW . Hence, by evaluating these two
reduced observables in the relational Schro¨dinger states
related via the TFC map Λσ1→σ2PW by Eq. (82), we can
compare two genuinely distinct relational dynamics. The
construction in the relational Heisenberg picture is of
course completely analogous.
In [1, 43] a frame dependent temporal non-locality ef-
fect was exhibited for idealized clocks whose Hamilto-
nian is the unbounded momentum operator. For exam-
ple, when clock C2 is seen to be in a superposition of
two peaked states and in a product relation with S from
the perspective of C1, then C1S will generally be en-
tangled as seen from the perspective of C2 and undergo
a superposition of time evolutions. This effect applies
here per overlap of the different σ1- and σ2-sectors. It
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temporal locality affects the (potentially frame depen-
dent) comparison and synchronization of the clocks and
the comparison of the evolutions of S relative to C1 and
C2 in different quantum states, corresponding to differ-
ent choices of the clock-neutral physical states. Such an
exploration will appear elsewhere.
Finally, these temporal frame changes and clock syn-
chronizations will be relevant in quantum cosmology. For
example, recently it was pointed out that singularity res-
olution in quantum cosmology depends on the choice of
clock which one uses to define a relational dynamics [67].
The different relational dynamics employed in [67] can
be interpreted as different choices of reduced dynamics
in the sense of our relational Schro¨dinger/Heisenberg pic-
ture. Temporal frame changes as developed here can in
principle be used to study the temporal frame depen-
dence of the fate of cosmological singularities more sys-
tematically.
VIII. CONCLUSIONS
In this work we demonstrated the equivalence of three
distinct approaches to relational quantum dynamics—
relational Dirac observables, the Page-Wootters formal-
ism, and quantum deparametrizations— for models de-
scribed by a Hamiltonian constraint in which the momen-
tum of the system being employed as a clock appears
quadratically. Since this class of models encompasses
many relativistic settings, we have thereby extended our
previous results of [1] into a relativistic context. A cru-
cial ingredient in this extension has been a clock POVM
which is covariant with respect to the group generated
by the Hamiltonian constraint and is used to describe
the temporal reference frame defined by the clock. This
choice differs from the usual resort to self-adjoint clock
operators in relativistic settings.
Owing to a superselection rule induced by the shape
of the Hamiltonian constraint across positive and neg-
ative frequency modes, this equivalence, which we refer
to as the trinity of relational quantum dynamics, holds
frequency sector wise. Moreover, we further develop
the method of temporal quantum frame changes [1, 26–
30, 43, 59] in this setting to address the multiple choice
problem. This method is then used to explore an indirect
self-reference phenomenon that arises when transform-
ing between clock perspectives and to reveal the tem-
poral frame and state dependence of comparing or even
synchronizing the readings of different quantum clocks.
This result adds to the growing list of quantum reference
frame dependent physical properties, such as entangle-
ment [60, 62, 64], spin [63], classicality [62] or objectiv-
ity [69, 70] of a subsystem, superpositions [60, 62, 74],
certain quantum resources [68], measurements [60, 66],
causal relations [43, 73], temporal locality [1, 43], and
even spacetime singularity resolution [67]. The temporal
frame changes may also be employed to extend recent
proposals for studying time dilation effects of quantum
clocks [41, 123] (see also [124–127]).
Importantly, the covariant clock POVM permitted us
to resolve Kucharˇ’s criticism that the Page-Wootters for-
malism does not produce the correct localization proba-
bility for a relativistic particle in Minkowski space [2]. In-
deed, such incorrect localization probabilities arise when
conditioning on times defined by the quantization of an
inertial Minkwoski time coordinate. We showed that con-
ditioning instead on the covariant clock POVM surpris-
ingly produces a Newton-Wigner type localization prob-
ability, which, while approximate and not fully covari-
ant, is usually regarded as the best possible notion of
localization in relativistic quantum mechanics [80, 84].
This result underscores the benefits of covariant clock
POVMs in defining a consistent relational quantum dy-
namics [1, 40, 41, 86, 87].
In conjunction with our previous article [1], we have
thus resolved all three criticisms (a)–(c) (see Introduc-
tion) that Kucharˇ raised against the Page-Wootters for-
malism in [2]. The Page-Wootters formalism is there-
fore a viable approach to relational quantum dynamics.
Through the equivalence established by the trinity, it
also equips the relational observable formulation and de-
parametrizations with a consistent conditional probabil-
ity interpretation. In particular, relational observables
describing the evolution of a position operator relative
to a covariant clock POVM yield a Newton-Wigner type
localization in relativistic settings.
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Appendix A: Proofs of lemmas of Sec. IV
We first state the conditions defining the domain of Tˆ [76, 77]:
D(Tˆ ) =
{
ψ(pt)
∣∣∣∣ limpt→0
[
ψ(pt)√
|pt|
]
= 0 ,
∫
R
dpt
|pt|
∣∣∣∣∣ ddpt ψ(pt)√|pt|
∣∣∣∣∣
2
<∞
}
. (A1)
These conditions will feature in some of the following proofs.
Lemma 1. The clock states |t, σ〉 defined in Eq. (IVB) integrate to projectors onto the positive/negative frequency
sectors on HC
1
2π
∫ ∞
−∞
dt |t, σ〉 〈t, σ| = θ(−σ pˆt)
and hence form a resolution of the identity as follows:
1
2π
∑
σ=+,−
∫ ∞
−∞
dt |t, σ〉 〈t, σ| = IC .
Proof. For the negative frequency sector, direct computation yields∫ ∞
−∞
dt |t,−〉 〈t,−| = 2π
∫ ∞
0
dpt dp
′
t
√
ptp′t δ
(
p2t − p′2t
2
)
|pt〉 〈p′t|
= 2π
∫ ∞
0
dε dp′t
√
p′t
(2ε)1/4
δ
(
ε− p
′2
t
2
)
|
√
2ε〉 〈p′t|
= 2π
∫ ∞
0
dp′t |p′t〉 〈p′t| = 2π θ(pˆt) .
In the third line we have made use of the variable transformation ε = p2t/2. Note that since the clock states do not
have support on |pt = 0〉, the case p′t = 0 does not occur in the delta function. The computation for the positive
frequency sector is analogous.
Lemma 2. D(Tˆ (1)) = D(Tˆ ) and Tˆ = Tˆ (1).
Proof. We first prove that D(Tˆ (1)) = D(Tˆ ), and then that Tˆ |ψ〉 = Tˆ (1) |ψ〉, ∀ |ψ〉 ∈ D(Tˆ ), which together imply the
second statement in Lemma 2. We begin by finding D(Tˆ (1)) ⊂ HC , i.e. the elements of HC whose norm remains finite
after the action of Tˆ (1). Using the variable transformation ε = p2t/2 again, we can write Tˆ
(1) as
Tˆ (1) =
1
2π
∫
R
dt t
∫ ∞
0
dε dε′(4εε′)−1/4 e−i t s (ε−ε
′)
(
|pt =
√
2ε〉 〈pt =
√
2ε′|+ |pt = −
√
2ε〉 〈pt = −
√
2ε′|
)
(A2)
and therefore Tˆ (1) acts on an arbitrary state |ψ〉 = ∫∞−∞ dpt ψ(pt) |pt〉 as
Tˆ (1) |ψ〉 =
∫ ∞
0
dε
∑
σ
ϕσ(ε) |pt = σ
√
2ε〉 (A3)
with the definition
ϕσ(ε) :=
1
2π
∫
R
dt t
∫ ∞
0
dε′(4εε′)−1/4 e−i t s (ε−ε
′) ψ
(
σ
√
2ε′
)
= −i s
∫ ∞
0
dε′(4εε′)−1/4 δ′(s(ε′ − ε))ψ
(
σ
√
2ε′
)
= −i s

[
(2ε)−
1
4 δ
(
p′2t
2
− ε
)
ψ(σp′t)√
p′t
]p′t=∞
p′t=0
+
[
ψ
(
σ
√
2ε
)
2(2ε)3/2
− σψ
′ (σ√2ε)
2ε
] , (A4)
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where a ′ before a function’s argument denotes the derivative of that function with respect to the argument, the third
line is obtained by integrating by parts, and we have used the fact that s = 1/s as well as the scaling identity of the
delta function δ(αε) = δ(ε)/|α| for real α 6= 0. Recalling that ψ(pt) is square-integrable, we have
lim
p′t→∞
[
(2ε)−
1
4 δ
(
p′2t
2
− ε
)
ψ(σp′t)√
p′t
]
= 0. (A5)
Considering the p′t = 0 term in Eq. (A4), we see that Eq. (A3) diverges unless
lim
pt→0
[
ψ(pt)√
|pt|
]
= 0, (A6)
which is the first of the two conditions defining D(Tˆ ) (see Eq. (A1)). Assuming this to be satisfied, Eq (A3) gives
Tˆ (1) |ψ〉 = i s
∫ ∞
0
dε
∑
σ
[
σ
ψ′
(
σ
√
2ε
)
2ε
− ψ
(
σ
√
2ε
)
2(2ε)3/2
]
|pt = σ
√
2ε〉
= i s
∫
R
dpt
[
sgn(pt)
ψ′(pt)
|pt| −
ψ(p)
2|pt|2
]
|pt〉 (A7)
= i s
∫
R
dpt
[
ψ′(pt)
pt
− ψ(p)
2p2t
]
|pt〉 .
Now, noting that 1|pt|
∣∣∣∣ ddpt ψ(pt)√|pt|
∣∣∣∣2 = ∣∣∣ψ′(pt)|pt| − sgn(pt) ψ(p)2|pt|2 ∣∣∣2 = ∣∣∣sgn(pt)ψ′(pt)|pt| − ψ(p)2|pt|2 ∣∣∣2, we compare this with the
second line of Eq. (A7) to obtain
∣∣∣∣∣∣Tˆ (1) |ψ〉∣∣∣∣∣∣2 = ∫
R
dpt
|pt|
∣∣∣∣∣ ddpt ψ(pt)√|pt|
∣∣∣∣∣
2
. (A8)
The requirement that this quantity be finite is the second of the two conditions defining D(Tˆ ) (see Eq. (A1)). Thus
D(Tˆ (1)) = D(Tˆ ). It remains to show that Tˆ = Tˆ (1). To this end, consider the direct canonical quantization Tˆ , given
in Eq. (22), of the classical time variable T . In particular consider its action on a state |ψ〉 ∈ D(Tˆ ):
Tˆ |ψ〉 = s
(
tˆ+
i
2
p̂−1t
)
p̂−1t |ψ〉
= i s
∫
R
dpt
(
d
dpt
+
1
2pt
)
ψ(pt)
pt
|pt〉 (A9)
= i s
∫
R
dpt
[
ψ′(pt)
pt
− ψ(pt)
2p2t
]
|pt〉 .
= Tˆ (1) |ψ〉 (A10)
where we have used the fact that tˆ acts as i ddpt in the momentum representation, and the last line follows by comparison
with the last line of Eq. (A7). Thus the action of Tˆ and Tˆ (1) in momentum space is the same, as are their domains,
and therefore Tˆ = Tˆ (1).
Lemma 3. The clock states |t, σ〉 defined in Eq. (IVB) are not eigenstates of Tˆ . However, for all |ψ〉 ∈ D(Tˆ ), they
satisfy:
〈ψ| Tˆ |t, σ〉 = t 〈ψ|t, σ〉 , ∀ t ∈ R , σ = ±1 .
Proof. We begin with the negative frequency clock states in Eq. (IVB), which can be equivalently written as
|t,−〉 =
∫
R
dpt
√
|pt| e−i t s p
2
t/2 θ(pt) |pt〉 .
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Next, we again use Eq. (22) and write tˆ = i d/dpt under the integral in momentum representation, so that
Tˆ |t,−〉 = s
(
tˆ+
i
2
p̂−1t
)
p̂−1t |t,−〉
= i s
∫
R
dpt
(
d
dpt
+
1
2pt
)
θ(pt)√
|pt|
e−i t s p
2
t/2 |pt〉 . (A11)
Noting that
i
d
dpt
1√
|pt|
= − i sgn(pt)
2|pt|3/2 , (A12)
we find
Tˆ |t,−〉 =
∫
R
dpt
1√
|pt|
(t pt θ(pt) + i s δ(pt)) e
−i t s p2t/2 |pt〉
=
(IV B)
t |t,−〉+
∫
R
dpt
i s√
|pt|
δ(pt) e
−i t s p2t/2 |pt〉 . (A13)
Consider now any |ψ〉 ∈ D(Tˆ ), which by Eq. (A1) satisfies limpt→0 ψ(pt)/
√
|pt| = 0. This immediately implies
〈ψ| Tˆ |t,−〉 = t 〈ψ|t,−〉 , ∀ |ψ〉 ∈ D(Tˆ ) , t ∈ R .
By contrast, now choose |ψ′〉 ∈ HC \ D(Tˆ ) defined by the wave function ψ′(pt) = N
√
|pt| exp(−p2t ), where N is a
normalization constant. In this case, Eq. (A13) yields 〈ψ′| Tˆ |t,−〉 = t 〈ψ′|t,−〉+ i s/N 6= t 〈ψ′|t,−〉. Hence, |t,−〉 is
not algebraically an eigenstate of Tˆ .
Lemma 4. The nth-moment operator defined in Eq. (30) satisfies [Tˆ (n), HˆC ] = i n Tˆ
(n−1). Furthermore, ∀ |ψ〉 ∈
D(Tˆ n) we have Tˆ (n) |ψ〉 = Tˆ n |ψ〉.
Proof. To prove the first statement, consider
UC(s)Tˆ
(n)U †C(s) =
1
2π
∑
σ
∫
R
dt (t− s)n |t, σ〉〈t, σ| , (A14)
which follows from the covariance property of the clock states and a shift of integration variables. Differentiating both
sides with respect to s, and then setting s = 0, one finds [Tˆ (n), HˆC ] = i n Tˆ
(n−1). Now, to prove the second statement,
assume |ψ〉 ∈ D(Tˆ n). Then by direct calculation using Eq. (30), we have
Tˆ (n) |ψ〉 = 1
2π
∑
σ
∫
R
dt tn |t, σ〉〈t, σ|ψ〉 = 1
2π
∑
σ
∫
R
dt tn−1 |t, σ〉〈t, σ| Tˆ |ψ〉 = Tˆ (n−1)Tˆ |ψ〉 (A15)
where the second equality follows from Lemma 3. Repeating the same procedure n − 1 more times, one obtains
Tˆ (n) |ψ〉 = Tˆ n |ψ〉.
Lemma 5. The effect density ET (dt) of the covariant clock POVM and the projectors onto the σ-sectors commute:
[ET (dt), θ(−σ pˆt)] = 0.
Proof. We begin by noting that 〈
t, σ
∣∣∣ − σ′|pt|〉 = δσσ′√|pt| ei t s p2t/2 ,
which implies for the negative frequency sector the following
ET (dt) θ( pˆt) =
1
2π
∑
σ
dt |t, σ〉 〈t, σ|
∫ ∞
0
dpt |pt〉 〈pt|
=
1
2π
dt
∫ ∞
0
dpt
√
pt e
i t s p2t/2 |t,−〉 〈pt|
=
(IV B)
1
2π
dt |t,−〉 〈t,−| .
By symmetry, this result is identical to θ( pˆt)ET (dt). The corresponding result for the positive frequency sector is
proven in exactly the same manner.
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Appendix B: Reduced phase space quantization in the degenerate case
The quantum symmetry reduction procedure of Sec. V, which constitutes a quantum deparametrization is the
quantum analog of a classical phase space reduction by gauge-fixing. In some cases, the quantum symmetry reduction
of the Dirac quantized theory is equal to the quantization of the classically reduced theory. To clarify this, we explain
the classical phase space reduction (i.e. classical deparametrization) and subsequent reduced quantization of the class
of models defined by the Hamiltonian constraint in Eq. (10). We will also discuss the relational dynamics in these
reduced classical and quantum theories. This extends the discussion in [1, 26, 27] to the case of clock variables which
are conjugate to the degenerate clock Hamiltonian (see also [34, 54]).
1. Deparametrization through classical phase space reduction
Owing to the degeneracy reflected in Eq. (12), we have to construct two reduced phase spaces, one each for the
positive and negative frequency sectors. Indeed, reduction involves solving the constraint in Eq. (10) for the redundant
(here temporal reference system, i.e. clock) variables and for each value of sHS < 0, we have two solutions for pt. We
gauge fix the clock variable to T = 0. We are free to do so without discarding the information about the relational
dynamics, as the relational observables in Eq. (20) are constant along the flow of CH . We are thus free to evaluate
them anywhere on the dynamical orbit and it is in any case the evolution parameter τ which keeps track of time
evolution. T = 0 is a good gauge fixing everywhere, except on C+ ∩ C− where this condition is not defined.27 The
gauge fixed reduced phase spaces, which we construct for our purposes are Pσ ≃ (Cσ \ (C+ ∩C−))∩ST=0, where ST=0
is the set in Pkin where T = 0 is defined. These two reduced phase spaces will look “exactly the same”, however.
The Dirac bracket, defining the symplectic structure on each Pσ, reads in this case
{F,G}D := {F,G} − {F,CH}{T,G}+ {F, T }{CH , G}
∀F,G on C. Restricting to functions fS , gS , depending on only the system variables, we have {fS, gS}D ≡ {fS, gS}.
Moreover, we can drop the redundant (and fixed) clock variables (T, pt), which satisfy {T, pt}D = 0, using only the
system variables to parametrize Pσ.
To remember that the functions corresponding to system degrees of freedom now live on the phase spaces Pσ, we
equip them with the label σ, although as functions of the basic system variables they will be the same as on PS. Since
the constraint Eq. (10) requires sHσS ≤ 0 for the reduced system Hamiltonian, this may impose restrictions on the
range of system variables compared to the original PS [26, 111]. In particular, Pσ and PS need not be isomorphic.
The relational Dirac observables Eq. (20) reduce under this procedure to
fσS (τ) =
∑
n=0
(−τ)n
n!
{HσS , fσS}n , (B1)
and satisfy the standard evolution equations on Pσ
dfσS
dτ
= {fσS , HσS}D . (B2)
There is no more redundancy and the theory is deparametrized: there is no more gauge parameter and the clock
degrees of freedom have disappeared from among the set of dynamical degrees of freedom. This is consistent as we do
not wish to describe the temporal reference system relative to itself. As such, we can interpret this reduced relational
dynamics as the dynamics described relative to the clock T [26, 27].
The reason the dynamics for both the negative and positive frequency sectors look identical is, of course, that, as
noted in Sec. IVA, the clock T runs ‘forward’ with unit speed along the flow generated by CH on both C+ and C−,
in contrast to t.
We note that, since we have ignored C+ ∩ C− in our reduction, the reduced phase spaces Pσ do not contain a
boundary HσS = 0. (It is possible to regularize the classical theory to also include this boundary, e.g., see [26, 27],
however, here we shall ignore such subtleties.) Conceptually, these issues are not surprising: Eq. (B2) shows that HσS
is the generator of the system’s evolution in the parameter τ , which corresponds to the values that the dynamical
clock T takes. Since the latter is ill-defined for pt = HS = 0, it is consistent that the reduced theories do not contain
a boundary where HσS = 0.
27 There are in any case no good gauge fixing conditions (in the
sense of intersecting every orbit once and only once) on C+ ∩ C−
involving only the (to be chosen as redundant) clock variables.
Only functions with non-trivial dependence on t can be used to
fix the flow of the s p2t/2 term, but on pt = 0 t does not evolve.
Hence, any condition g(pt, t) = 0 could for pt = 0 only be solved
(at most) for a single value of t and would thereby miss all orbits
on pt = 0 with differing t-values. (See also [26, 27].)
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2. Relational dynamics in reduced quantization
We proceed with the quantization of the gauge fixed reduced phase spaces Pσ. This amounts to finding a quantum
representation of a system observable (sub-)algebra on suitable Hilbert spaces H˜σS . In this appendix, we denote
the objects of reduced quantization with a tilde in order to distinguish them from the corresponding objects in the
quantum symmetry reduced theory in Sec. V which look structurally similar. In particular, we denote the quantization
of the classical reduced Hamiltonian HσS by
ˆ˜HσS . Using the eigenbasis of the quantum Hamiltonian
ˆ˜HσS , reduced states
take the form28
|ψ˜σS〉 =
∫∑
E∈Spec( ˆ˜Hσ
S
)
ψ˜σS(E) |E〉S . (B3)
Assuming
∫∑
E∈Spec( ˆ˜Hσ
S
)
〈E′|E〉S f(E) = f(E′) for an arbitrary complex function f , the inner product on H˜σS reads
〈ψ˜σS |φ˜σS〉 =
∫∑
E∈Spec( ˆ˜Hσ
S
)
ψ˜σS(E)
∗ φ˜σS(E) . (B4)
Note that the precise representation (in particular, the measure and normalization of |E〉S) will depend on the details
of the system. For instance, if the system Hamiltonian was given by HˆS = pˆ, then the reduced Hilbert spaces would
correspond to affinely quantized theories [26].
Finally, we quantize the evolving reduced observables Eq. (B1) as
ˆ˜
fσS (τ) =
∞∑
n=0
(iτ)n
n!
[
ˆ˜HσS ,
ˆ˜
fσS
]
n
= eiτ
ˆ˜HσS ˆ˜fσS e
−iτ ˆ˜HσS , (B5)
which satisfy the relational Heisenberg equations
d
ˆ˜
fσS
dτ
= i [ ˆ˜HσS ,
ˆ˜
fσS ] .
Structurally, this quantization of the classically reduced theory, incl. the dynamics, looks very similar to the quantum
theory obtained through quantum symmetry reduction ofHphys in Sec. VA3. The former is obtained through reduced,
the latter through Dirac quantization. However, given the possibly different value sets of sHS on Pkin and sHσS < 0 on
Pσ, we emphasize that one need not in general expect that the spectrum σSC in Eq. (17) of the system Hamiltonian on
Hphys coincides with Spec( ˆ˜HσS ). Classical value restrictions may severely impact the domain where ˆ˜HσS is self-adjoint
and thereby its spectrum [128]. Thus, Dirac and reduced quantization will not always be equivalent [1, 111–116].
There are, however, models, where σSC = Spec(
ˆ˜HσS ), e.g., if HS is (minus) the Hamiltonian of a harmonic oscillator
or a free particle, or if HS = p for some canonical momentum p. In this case, Dirac and reduced quantization are
equivalent and yield two faces of the same relational quantum dynamics, as shown in [26, 27].
28 Should the spectrum be degenerate, we would have to add addi-
tional degeneracy labels.
