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Abstract-we consider a class of polynomials Qn(z) defined by 
&n(s) = (~+bJPn-l(~) +dnpn bc), n = O,l, 2,...,G!c # 1, 
where the Pn (r) are polynomials orthogonal with respect to some real linear functional. We ask what 
. condltlons the sequences b,, d,, must satisfy so that the polynomials Qn (z) also form an orthogonal 
set. It turns out that the quantities bn, d, must satisfy second order nonlinear recurrences, but that 
these recurrences reduce to first order recurrences. The values bo, bl, do, dl are arbitrary. 
We determine the weight function for the polynomials and discuss a number of special cases. We 
show that a specialization of our results leads to some polynomials discussed by Koornwinder. 
Keywords-orthogonal polynomials, Jacobi polynomials, Nonlinear recurrences, Nonlinear dif- 
ference equations, Mass points. 
1. THE ORTHOGONALITY 
FOR A SET OF DERIVED POLYNOMIALS 
Let P,(Z), 12 = 0, 1,2, . . . , called the base polynomials, be orthogonal with respect to a real linear 
functional L, in other words, 
(1-l) 
and let P, (x) be a polynomial of exact degree n. It is easy to show that such polynomials satisfy 
a three-term recurrence, 
P,+l (x) = (A, z + &) Pn CT>- G Pn-1 (XL n = 0, 1,2, . . . . (1.2) 
We standardize the polynomials by assuming that 
P-l(Z) =o, PO (x) = 1. (1.3) 
(For discussion of the theory behind the polynomials orthogonal with respect to a linear func- 
tional, see [1,2].) 
If the coefficients C, satisfy the positivity condition C, > 0, then the polynomials are orthog- 
onal with respect to a real distribution function 4, i.e., a real-valued function defined on the real 
line which is nondecreasing, whose moments exist, and which has an infinite number of points of 
increase. The closure of the set of points of increase is called the support of d 4, and abbreviated 
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Supp (d4). The linear functional C acts on a space of polynomials, and is defined by an integral 
of the form 
L(f) = Srn fd4. (1.4) 
--oo 
The classical result known as Markov’s theorem, [l], describes how the function 4 may be 
constructed. We follow the method given in [3]l. We construct a second sequence P; (z) satisfying 
the recurrence (1.2) with the initial conditions 
Po’=O, P; = 1. (1.5) 
The polynomials P,” (x) are sometimes called the associated polynomials. The recurrence (1.2) 
implies that 
(1.6) 
If the following limit exists, 
lim p?T (x) - = F(x), 
n+oc, P,(x) XEDCC, 
then F (x) will be a constant times the Stieltjes transform of the distribution 4, 
F(x) = & / O3 d4 
co 
- 
_-oo x-t’ 
mo = d4, 
0 0 I --oo 
0.7) 
(1.8) 
and 4 may be found by applying the Stieltjes inversion formula, see [5]. 
In general, the distribution will not be unique. However, if the Supp (dq5) is compact, 4 will 
be unique, even if it is a complex measure. 
PROPOSITION (Kuijlaars) 2. Let K be a compact set in the complex plane with nonempty interior 
whose complement is connected. Let ~1, ~2, be two measures on K and suppose their moments 
are equal. 
Then ~1 = ~2. 
PROOF. By Mergelyan’s theorem, any continuous function on K may be uniformly approximated 
by polynomials. It follows that for every continuous function, the integral with respect to pi is 
equal to the integral with respect of ~2, so the measures are identical. I 
Let a,, b,, be two real sequences and consider the polynomials 
Qn (~1 = (a, z + b,) Pn-1 (x) + & Pn (21, n=0,1,2 ) . . . . (1.9) 
We will call these polynomials the derived polynomials. We assume that the derived polynomials 
are also orthogonal (not necessarily with respect to a real distribution). Thus, they will also 
satisfy a three-term recurrence. Two linearly independent solutions of the recurrence will be 
,A’) (x) = (a, z + b,) P,*_l (x) + d, P; (z), n=0,1,2 ,...) 
wi2) (x) = (a, x + b,) P,-1 (x) + d, Pr, (z), n = 0, 1,2, . . . . 
(1.10) 
We can write 
up 
z= 
(anx+bn) (E-F) ~+A(+‘) +F-,Fasn-,oo 
p,-1 
3 
(111) 
(a, z + M p + & 
71 
under appropriate conditions. 
‘The conditions given in [3] are far too restrictive. For instance, it is known that it is not necessary for the support 
of d r#~ to be compact, see [4]. 
2Arno Kuijlaars kindly furnished us with this result over lunch in Turin. 
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We now implement the ErdClyi construction with respect to t_he polynomials Qn (x). We 
generate two solutions of the recurrence for Qn (x). call them, P, (cc), 3; (x). They can be 
written as the linear combinations 
P = (Ywil) +pwp, n 
F~=ywp+6wp, 
(1.12) 
with 
F; =o, F; = 1, 
&l, F1 _ &1 _ (al z + bl) + dl (ACI II: + Bo) 
(1.13) 
Qo do 
Under appropriate conditions, 
lim 9; (x) def - 
- = F(x) = 
aF(x) +P 
n-+ca ?:, (cc) -yF(x) +6’ 
(1.14) 
and F (z) will be a constant times the Stieltjes transform of the measure for p,. Setting n = 0, 1, 
in (1.12), gives the necessary equations for CY, p, y, S. Putting everything together, we find 
jqx) = do{( ao x + bo) + Co do F (~1) 
M (xl 
> 
(1.15) 
M (z) = (ao z + bo) {(al 2 + bl) + dl (Ao z + Bo)} + Co do dl. 
We now integrate around a large complex contour, as in the construction given in [5, pg. 91. 
We evaluate the integral by residue calculus and by the Stieltjes inversion formula. If all the 
preceding operations are valid, we obtain a (complex) linear functional for the orthogonality of 
the polynomials Qn (x): 
L:Ul= c (ao wj + bo) + Co do F (q ) 
M’ (w.i> 
f(wj) + 2 I* #$ d4. (1.16) 
j=1,2 ---Do 
Here the wj’s are the roots of the quadratic equation M (x) = 0, assumed distinct. (If the roots 
coincide, a limit can be taken.) Note that the parameter CO does not appear in the construction 
of the base polynomials P,, (x), although it appears in the functional, or rather, complex measure, 
for the derived polynomials Qn (x). In fact, CO may be thought of as an arbitrary parameter. 
Of course, it will appear in the construction of the Qn (x) via the sequences, a,, b,, d,. It is 
interesting that one can always obtain a trivial measure consisting of a single mass point by 
choosing CO = 0. 
2. THE RECURRENCE FOR Qn (z) 
Without loss of generality, we write the expression for the derived polynomials as 
Qn (x) = (x + b)Pn-1 (x) + dn Pn (xc), 72 = 0, 1,2, * . . . (2-l) 
In (2.1), we replace n by n + 1 and use the recurrence (1.2) to write P,+l in terms of P,, 
and P,_l. In this new equation, we replace n by n + 1 and repeat. The result in three equations 
in the two unknowns P,, P,_l. A solution will exist if and only if the augmented determinant 
of the system is zero. The first column of the determinant is [Qn, Qn+l, Qn+21T. Expanding by 
minors of this column gives the equation 
rn Qn - rn+l Qn+l + rn+2 Qn+2 = 0. (2.2) 
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rn, m+2 are quadratic functions of the variable Z, and In+1 is a cubic polynomial. 
We synthetically divide all the coefficients in the equation by In+z. We find that 
rn c 1+ A+2 &+I -= n r +c Klx+K2 n+2 1+&+1& n rnf2 ’ 
r n+l 
r 
= An 1 +dn+z 
n+s ( 
A n+i 
> 
1 
I+ &+I An 
,_+ 
(1 -t &+I &J2 
{ (1+ &+2 &+1) (&I - bn+l An) (2.3) 
+ A, (bn+z + &+2 &+I) (I+ &+l An) } + 
Ksx+ K4 
r . n+2 
The recurrence for Qn (x) will be of the required type provided the remainder terms K1, Kz, 
K3, K4 are all zero. This produces four difference equations for the determination of the two 
sequences b,, d,. It turns out-a rather amazing fact-that the difference equations given by 
setting KS = 0, K4 = 0, are redundant. We shall return to this point presently. 
The difference equations provided by K1 = 0, Kz = 0 are, respectively, 
&(I + &+I An) (1 + dn+z An+i) - (bnt2 + &+2 &+l) (I+ &+I An) 
+ &+l (I+ A+2 &+l) (Bn - bn+l An) = 0. (2.4) 
bn (I+ A+2 &+I) (bn+l + &+I Bn) - bn+l (bn+2 + &+2 &+l) (I+ &+I An) 
+ &&+l G (I+ 4x+:! &+l) - d n+l A+2 Cn+l (I+ &+I An) = 0. (2.5) 
It is quite surprising that these are only ersatz second order difference equations. Let us consider 
the equation (2.4) first. After a considerable amount of algebra, we find it can be written 
b 
b nf2 d Bn+l b 
n+1+ - 
n+l d & n+l 
P nfl 
+ “;I+, =bn+F+r, 
(2.6) 
A = I+ &+I An. 
But this is simply an iterated equation. We thus have 
b d B, h,+F+y= 
n 71 
M=b,,+;;;ii-$ 
Similarly, equation (2.5) can be written 
bn+l “in+1 d n+l nf2 d 
P n+l + Pn+l 
Cn+l _ bn Yn + 4x&+1 Cn 
Pn Pn ’ 
in = &-t-i+ dn+r Bn. 
There also is an iterated equation. We conclude that 
bn in + dn dn+l Cn 
A Pn 
= c = bo (h + dl Bo) + do dl Co 
(1 +dl Ao) ’ 
(2.7) 
(2.8) 
(2.9) 
Equations (2.7) and (2.9) may be written 
bn+i f dn+i (bn An + Bn - MA,) = M - bn, 
b,+l b, + dn+l (bnBn + d, Cn - C An) = C. 
(2.10) 
These equations may be solved for b,+l, d,+l to produce two coupled first order nonlinear 
difference equations for the determination of b,, d,: 
b 
b$B,+b,(d,C,-MB,)+(CB,-Md,C,) 
n+l = 
b;A,-Mb,A,+CA,-d,C,, ’ 
n = 1,2,3 ,..., (2.11) 
d 
-b;+Mb,-C 
n+l = b?A,-Mb,A,+CA,-d,C,’ 
n = 1,2,3, . . . , (2.12) 
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where C, M are as in equations (2.7),(2.9). The quantities bo, bl, do Co, dl, are arbitrary. Thus, 
we are dealing with a four parameter family of orthogonal polynomials. 
THEOREM 1. The equations K1 = 0, Kz = 0, imply the equations KS = 0, K4 = 0. 
PROOF. One solves equations (2.11),(2.12) for b,+l, bn+2, d,+l, dn+2 in terms of b,, d,, and 
then substitutes the results in the equations K3 = 0, K4 = 0. It is found that these equations 
are satisfied identically. It is strongly suggested that something like MAPLE be used for doing 
the calculations. I 
The recurrence relation for the polynomials Qn (2) now assumes the form: 
where 
Qn+2 (x) = (% 2 + In) Qn+l (x) - J, Qn (XL n = 0, 1,2, . . . , 
&o(x) =do, Ql(z)=(z+bl)+dl(Aoa:+Bo), 
(2.13) 
H 
n 
= A,(1 + dn+z&+d 
(I+ dn+l An) ’ 
I = {(I+ &+2 &+I) (& - &+I A,) + A,(&+2 + dn+2 &+I) (I+ dn+l A,)} 
12 
(I+ &+I U2 
7 (2.14) 
J = C (I+ dn+a A,+l) 
7L 
71 (I+ &+I A,) ’ 
If the P, (x) are orthogonal with respect to a distribution function 4 with real support and the 
limit operations in Section 1 are valid, then Qn (x) will be orthogonal with respect to the complex 
linear functional C defined by 
cIfj= c (wj+bo)+CodoWj) f(wj)+ dO’% 
L’ ki > 
O” f(t)4 
j=1,2 
s Aomo m-00 L(t) ’ (2.15) 
L(s) =cz2+Mz+C, 
where M, C, are as in (2.7) and (2.9) and the wj are the roots of L(x). (Recall that F is the 
Stieltjes transform of d 4.) 
Thus, 
0, m # n; 
L{Qm (x) Qn (z)} = d%l +pllAn-l “ii’ cj, m=n>O; (2.16) 
7L 1 j=o 
m=n=O. 
Note that if 4 is substantially unique in the sense of [5], so is fZ. 
We have obtained the value for m = n in (2.16) from the recursion formula [3, 10.3, (1.8)] and 
used the formula in [6, p. 9, (2.13)] an d contour integration to obtain the value of C(1). 
3. THE SYMMETRIC CASE 
Complete information about the behavior of the polynomials Qn (x) is possible in the case 
where both the derived and the base polynomials are symmetric about 0. If B, = 0, bo = bl = 0, 
then 
(3.1) 
and the relations (2.11),(2.12), reduce to a single equation, 
d 
c 
n+l = d,C, -CA,' n= 1,2,3,... (3.2) 
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We seek to solve this equation by a substitution of the form, 
We find that 
d, = p. 
n 
%+1 CL 
- = s,C, -CA,t,’ t n+l 
Equation (3.2) will be satisfied, if 
Eliminating s,, we get 
Let 
We find 
%+1 = CL, 
t n+l = s,C, -CA,&. 
t n+l = -CA,& +CCnt,_l. 
t7l = r”&, r=iti. 
4 +I = ifiA, & - G&-I, 
so 
t, = (ifi)” {AP, (ifi) + BP,* (ifi)}, 
and utilizing (3.3),(3.5), gives 
d 
rl 
_ F AP,-I (i@) + BP,Ll (ifi) 
2 AP, (ifi) + BP,* (ifi) ’ 
Using the initial conditions (1.3),(1.5),(1.6), we get our final formula, 
terms of the base polynomials and their associated polynomials: 
(3.3) 
(34 
(3.5) 
(3.6) 
(3.7) 
(3.3) 
(3.9) 
d 
71 
_ F ifiP,-l (iv@) + Co do P,‘_, (ifi) 
2 inP, (iv@) + Cod0 P,’ (ifi) 
(3.10) 
which expresses d, in 
(3.11) 
We have the following result: 
THEOREM 2. Let the polynomials P, (x) satisfy the recurrence relation 
P,+I (x) = A, (z)Pn (x) - G Pn-I (xc), P-1 (x> = ‘A PO (xl= 1. (3.12) 
Let the polynomials be orthogonal with respect to a real distribution function, $, and denote 
by P,* (z) the associated polynomials, that is, the polynomials satisfying (3.12) with PC (x) = 0, 
P; (x) = 1. 
The polynomials Qn (x) defined by 
Q, (x) = x I’,-1 (x) + s 
2 
ifiP+, (ia) + Cod0 P:_-l (i&) 
ifl P, (ifi) + CO do P,* (ifi) 
Pn (XL 72 = 0, 1,2,. . . ) 
c= dodlco 
1 + dl Ao ’ 
(3.13) 
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Qn+z (x) = f&x Qn+l (x> - Jn Qn (z), r&=0,1,2 )...) 
Qo b> = do, &l(x) = 2 (I+ h Ao), 
(3.14) 
H 
n 
= A,(1 + A+2 -4,+1) 
(I+ A+1 An) ’ 
J 
72 
=c 0+4z+2An+d 
n (1+&+1&) ’ 
where d, is given by (3.10). If ratio asymptotics hold for P, (z), 
L-1 (x) 
n!!% P,(x) = x (XL 2 4 SUPP 14). 
(3.15) 
and C $ Supp {d qS}, these polynomials are orthogonal with respect to the linear functional 
i.e., 
13 {Qm (x) Qn (x)} = d%l +,“I’ A,-1) n-1 Cj, 
n 1 j=O 
d;, 
Furthermore, 
lim d n n-CO 
= fl X(i@). 
i 
m # n; 
m=n>O; (3.18) 
m=n=O. 
(3.19) 
If Supp {d 4) is compact, the functional C is substantially unique. 
PROOF. The proof follows easily by application of the extended version of Markov’s theorem, 
given in [4]. I 
REMARKS. 
(i) Ratio asymptotics hold in many cases encountered in practice, in particular, if the coeffi- 
cients in the recurrence for P, (x) satisfy 
lim A, = K, lim C, = Y, 
n+c=Z 7Z+co 
(3.20) 
see [7, p. 1171. 
(ii) The conditions of the theorem are unduly conservative; ratio asymptotics are not actually 
required; the only necessary step is to verify the validity of the limit process (l.ll), which 
usually can be done on an individual basis. 
4. CONCLUSIONS 
We are at present examining the difference equations (2.11) ,( 2.12)) in an attempt to characterize 
the asymptotic behavior of the sequences b,, d, in general. Anyone who has dealt with such 
nonlinear equations knows that, although asymptotic behavior of certain solutions of the equation 
can be characterized with the aid of an abundant body of results, see [8] and the references given 
there, it is notoriously difficult to connect the solutions so described to the desired solution. This 
is called the connection problem. 
A, w2+F olcn-k, n ---) 00, 
k=l 
CnN1+ 2 
(4.1) 
bk n-Ic, n + 00, 
k=l 
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To see what is involved here, let’s take the special case 
i.e., the polynomials behave in the limit like Chebyshev polynomials. (This is true of the classical 
orthogonal polynomials, such as the Jacobi polynomials.) 
The Harris-Sibuya theory [9], states that there are solutions of the system (2.11),(2.12), which 
have the asymptotic behavior 
& ,-,&E @knek, n 4 00, 
k=l 
&N6+&kn-k, 
(4.2) 
n-+00, 
k=l 
where p, 6 are the roots of the equations 
p2 + 6(6 - 2C) = c, 
p + 26(/3 - M) = M -p, 
(4.3) 
see (2.10). These equations represent the intersection of a circle and hyperbola, respectively: 
p2 + (6 - C)2 = c2 + c, 
P=M-z. 
(4.4) 
We thus have the following meager fact: if -1 < C < 0, the sequences b,, d, cannot both possess 
limits. 
If C2 + C > M2, there will exist roots of the equations (4.3), and to each pair of roots will 
correspond solutions of the difference equations (2.11),(2.12), having asymptotic series of the 
form (4.2). A present, we have no idea how to connect the solutions &,, & with the desired 
solutions b,, d,. 
If the special case M = 0, C = -1, and d$ is the measure for the Jacobi polynomials, 
d 4 = (1 - t)* (1 + t)” dt, the polynomials reduce to polynomials studied by Koornwinder, [lo]. 
These are polynomials orthogonal with respect to a measure whose continuous component is 
the Jacobi measure and whose discrete component consists of two mass points located at fl. 
Koornwinder was able in this case to give closed form expressions for the sequences b,, d,. 
REFERENCES 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
T. Chihara, Orthogonal polynomials, Gordon and Breach, New York, (1978). 
C. Brezinski, Pa&_! type approtimation and general orthogonal polynomials, Birkhliuser Verlag, Basel, (1980). 
A. Erdelyi et al., Higher Tkunscendental finctions, 3 volumes, McGraw-Hill, New York, (1953). 
C. Berg, Markov’s theorem revisited (preprint). 
J.A. Shohat and J.D. Tamarkin, The Problem of Moments, Amer. Math. SOL, Providence, RI, (1943). 
R. Askey and M.E. Ismail, Recurrence relations, continued fractions, and orthogonal polynomials, In Mem- 
oirs AMS, Volume 49, Providence, RI, (1984). 
W. Van Assche, Asymptotics for orthogonal polynomials, In Springer-Verlag Lecture Notes on Mathematics, 
#1265, Springer-Verlag, Berlin, (1987). 
J. Wimp, Current trends in asymptotics: Some problems and some solutions, J. Comp. Appl. Math. 35, 
53-79 (1991). 
W.A. Harris, Jr. and Y. Sibuya, On asymptotic solutions of systems of non-linear difference equations, 
J. Reine. Ange. Math. 222, 120-135 (1966). 
T.H. Koornwinder, Orthogonal polynomials with weight function (1 - z)~ (1 +x)0 + M6(x + 1) + N6(a: - l), 
Canad. Math. Bull. 27 (2), 205-214 (1984). 
