Generalising the divisibility relation of terms we i n troduce the lattice of so-called involutive divisions and dene the admissibility of such a n i n v olutive division for a given set of terms. Based on this theory we present a new approach for building up a general theory of involutive bases of polynomial ideals. In particular, we give algorithms for checking the involutive basis property and for completing an arbitrary basis to an involutive one. It turns out that our theory is more constructive and more exible than the axiomatic approach to general involutive bases due to Gerdt and Blinkov.
Introduction
The observation that the theory of involutive bases of polynomial ideals (c.f. (ZB93)) provides an alternative method for the computation of Gr obner bases made the involutive bases a frequently investigated subject during the last two y ears. Experimental implementations showed that the involutive method is fast and storage saving (c.f. (GB96), (Ni96)). There are dierent t ypes of involutive divisions originating from the theory of partial dierential equations (c.f. (Ja29), (Th37),(Po78)).
The advantage of the Pommaret division consists in the fact that the divisibility of terms is independent on the leading terms of the ideal generators. Moreover, involutive divisions of Pommaret type can be considered as divisions of homogeneous elements in associated graded rings of polynomial rings with respect to natural non-commutative gradings (see (Ap95)). Unfortunately, there are polynomial ideals having no nite Pommaret basis. This drawback motivated to investigate also other involutive divisions. It turned out that any polynomial ideal has got a nite Janet basis as well as a nite Thomas basis and that the construction of them is algorithmic. Within the PoSSo project, Nischke studied the dierent involutive bases and implemented a software package named InvBase in the PoSSo library. His computing tests related to Janet bases indicated a very promising way for the computation of Gr obner bases ((Ni96)).
Recently, Gerdt and Blinkov presented an axiomatic approach specifying the essential y This work was partially supported by the ESPRIT-BRA project PoSSo, Contract No. 6846 0747{7171/90/000000 + 00 $03.00/0 c properties of involutive divisions (see (GB96)). In Section 3 we will introduce another characterisation of involutive divisions which is more constructive and more exible than that of (GB96). We will discuss the relationships between generalised involutive divisions and sets of terms. The involutive divisions introduced in this paper form a lattice. There will be presented algorithms for the computation of the set of all involutive divisions which are admissible for a given nite set of terms and for the computation of maximal admissible renements of involutive divisions. In Section 4 we analyse the classical involutive divisions, i.e. Pommaret, Janet and Thomas division, in terms of our theory.
Section 5 deals with the theory of involutive bases of polynomial ideals. In particular, there are presented algorithms for checking the involutive basis property and for the completion of an arbitrary basis to an involutive one.
In Section 6 we discuss possible improvements of the involutive basis completion algorithm. In particular, we discuss selection strategies for choosing the admissible involutive division and show that the costs of the completion process are related to the partial ordering belonging to the lattice of involutive divisions. Furthermore, we will close some logical gaps in the proofs of (GB96). Finally, w e discuss similarities and dierences between the involutive method and the theory of Gr obner bases.
It is well-known that Gr obner bases are a powerful tool for the computation of Hilbert functions. Already Buchberger discussed this relationship in his famous thesis (Bu65) where the theory of Gr obner bases was invented. Moreover, from the theory of partial dierential equations it is well-known that nite involutive bases of Pommaret type provide direct access to Hilbert polynomials (c.f. (Po78), (Se94)). In Section 7 we will present an explicit formula for the (ane) Hilbert function of an ideal in terms of an arbitrarynite involutive basis. Especially in situations where the involutive algorithm is faster than Buchberger's algorithm we obtain an excellent algorithm for the computation of Hilbert functions. In some sense one can say that the structural information of a monomial ideal becomes better accessible if it is given by a n i n v olutive basis. The experimental observation that the involutive method provides a fast algorithm for computing Gr obner bases was the original heuristical motivation for studying involutive bases in the context of polynomial ideals. The close relationship between Hilbert functions and involutive bases gives a second, a theoretical, motivation.
Since, all crucial investigations rely only on the monoid T of terms it is an easy exercise to generalise the results to algebras of solvable type. But, in order to not overload the paper with technical details we will formulate the theory in terms of polynomial rings.
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Preliminaries
In this section we will set up some denitions and discuss some aspects of the theory of Gr obner bases. However, it is not our intention to present a complete introduction to the theory of Gr obner bases, for this we refer to (Bu85) and (BW93). Only selected facts motivating the ideas of involutive bases will be reported here.
Throughout this paper the notion ordering (of a set) stands for total irreexive ordering. The reexive closure of an ordering will be marked by underlining the corresponding ordering symbol in the usual way. I f w e need to consider reexive or partial orderings we will emphasise this fact explicitly.
Let R = K [X] be the polynomial ring in the indeterminates X = fx 1 ; : : : ; x n g o v er the eld K . B y T w e denote the set x i1 1 x i n n j i j = 0 ; 1 ; : : : of terms of R. As usual, the total degree P n j=1 i j of the term t = x i1 1 x i n n 2 T will be denoted by deg t. F urthermore, deg j t refers to the degree i j of t in the indeterminate x j . W e i n troduce the denotation T(x i1 ; : : : ; x i l ), or alternatively T(fx i1 ; : : : ; x i l g ), for the set T \ K [x i1 ; : : : ; x i l ] of terms in the indeterminates fx i1 ; : : : ; x i l g X .
T together with the multiplication obtained by restricting the multiplication of R is an abelian monoid. The monoid ideal fs 2 T j 9 u 2 U; v 2 T : s = vuggenerated by the set U T will be denoted by I d T ( U ). We will write also shortly I d T ( u ) for the principal monoid ideal generated by u 2 T. F urthermore, we i n troduce the denotation hUi for the submonoid ft 2 T j 9u 1 ; : : : ; u m 2 U : t = u 1 u 2 u m g of T generated by U T. B y denition the product of m = 0 terms is 1, in particular, h;i = f1g. T i s a v ector space basis of the polynomial ring R, i.e. every polynomial f 2 R can be uniquely represented as a linear combination f = P u2T c u u, where c u 2 K and only a nite number of coecients c u is unequal 0, in terms of T. The set supp f = fu 2 T j c u 6 = 0 g of all terms appearing with non-zero coecient in the above linear combination is called the support of f. F rom now, let us x an admissible term ordering,
i.e. a multiplication compatible well-ordering, of T. I f f 6 = 0 then we call the maximal element o f supp f with respect to the leading term of f with respect to (denotation lt f). By denition lt F := f lt f j 0 6 = f 2 Fg for sets F R of polynomials. Furthermore, we dene the leading coecient lc f := c ltf of f 6 = 0 with respect to as the coecient of the leading term of f.
Let F R be a set of non-zero polynomials. A polynomial g 2 R satisfying supp g \ I d T ( l t F ) = ; is called Gr obner-irreducible modulo F and . Let h; h 0 2 R, f 2 F, u; v 2 T, and c 2 K be such that h 0 = h+cvf, u 2 supp hnsupp h 0 , and u = v lt f. Then we s a y that h can be reduced to h 0 modulo F and . Iterated reduction of h modulo F and will terminate after nitely many steps since i s a w ell-ordering. The result of such a reduction process, which in general depends on various decisions made during the reduction, is called a Gr obner normal form of h modulo F and . A n y Gr obner normal form of h modulo F and is Gr obner-irreducible modulo F and and congruent t o h modulo the ideal generated by F.
If every h 2 R has a uniquely determined Gr obner normal form modulo F and then F is called a Gr obner basis of the ideal I generated by F with respect to . W e h a v e the well-known equivalences (c.f. (Bu85), (BW93)): i) F is a Gr obner basis of I with respect to .
iii) Every g 2 I has Gr obner normal form 0 modulo F and .
iv) For all f;g2F the S-polynomial Spol(f;g)= lc(g) uf lc(f) vg, where by denition u; v 2 T are such that u lt f = v lt g = lcm( l t f;lt g), has Gr obner normal form 0 modulo F and .
While the conditions ii) and iii) are used in various generalisations of the theory of Gr obner bases the importance of condition iv) consists in the fact that it is constructive and illustrates the main idea of Buchberger's algorithm.
The Lattice of Involutive Divisions
Consider the family T = (T u ) u2T of subsets T u T, where T u = I d T ( u )is the principal monoid ideal of T generated by u. Then In the following theorem we consider monomial ideals of the polynomial ring Q = K [X] . Note, the equality Q = R in the settings of this paper. But for the sake of extendibility t o algebras of solvable type R we emphasise that, in general, Q and R need not to coincide.
Furthermore, we remark that the results presented in this section are independent on the choice of the eld K . 2 V then M is maximal in the set of all involutive division which are admissible for (V ;< ) . I n c ontrary, if M is a maximal element of the set of all involutive division admissible for (V ;< )then for all u 2 V the set Y u is a maximal independent set for (A u ) + ( C u ) : ( u ) .
Proof. i) ) iii) Let M be admissible for (V ;< ). Assume that there exist u 2 V and t 2 T such that t 2 ((A u ) + ( C u ) : ( u )) \K [Y u Let M be maximal in the set of all involutive division which are admissible for (V ;< ). We h a v e to show that Y u [ f y g is dependent set of the monomial ideal (A u ) + ( C u ) : ( u ) for any u 2 V and y 2 XnY u . In conclusion, it follows that N is admissible for (V ;< ). By construction we have M < N in contradiction to the assumed maximality o f M . 2
An involutive division M 2 M V; < generated by a family (Y u ) u2T satisfying the necessary maximality condition presented in Theorem 3.1, i.e. Y u is a maximal independent set for the monomial ideal (A u ) + ( C u ) : ( u ) for all u 2 V , will be called a submaximal involutive division admissible for (V ;< ). The set of all submaximal involutive division which are admissible for (V ;< ) will be denoted by submax (M V ; < ). As a byproduct we obtain an algorithm for checking the submaximality of an admissible involutive division. Since for any nite set V the set M V = V is nite, too, it is also possible to check maximality or to compute maximal renements in an algorithmic way. In this case it is advisable to start with the computation of a submaximal renement using Algorithm 2 and then to look for its maximal renements using combinatorics. Algorithm 2 is fast and starting the combinatorical search from a submaximal admissible renement often shrinks the costs drastically.
Let us summarise. For any given nite set V we are able to construct the set of all involutive divisions which are admissible for V . F urthermore, for an arbitrary given M 2 M V; < w e can construct N 2 submax M V ; < satisfying M N . Spending more combinatorical eorts we can also achieve N 2 max M V ; < . In Section 6 we will show the importance of submaximal and maximal involutive divisions for the theory of involutive bases of polynomial ideals. Hence, from the point of view of constructivity, here we are in a better situation than in (GB96).
Classical Involutive Divisions
In this section we will justify our denition of involutive divisions by showing that the classical involutive divisions, i.e. Pommaret, Janet and Thomas division, can be described in terms of our theory. The reverse lexicographical ordering on T will prove to be a suitable ordering < for the classical involutive divisions. By we denote the reverse lexicographical ordering extending x 1 x 2 x n , i.e. x i1 1 x i n n x j 1 1 x j n n i the rst non-zero component of the integer vector (i 1 j 1 ; : : : ; i n j n ) is positive. For the sake of simplicity w e will denote any restriction j V of the reverse lexicographical ordering to a subset V T also by .
Pommaret Division
Definition 4.1. c.f. Po78, ZB93,GB96 u 2 T is called a P ommaret divisor of v 2 T if u j v and, in addition, there exists 1 i n such that u 2 T(x 1 ; : : : ; x i ) and Theorem 4.1. Let < be a n o r dering of T satisfying x 1 < x 2 < < x n and u < v () uw < vwfor all u; v; w 2 T. The Pommaret division P renes any involutive division M which is admissible for (T ; < ) .
Proof. Assume there exists u 2 T such that M u 6 P u . Then there exist 1 j < i n such that x j u 2 M u and x i j u. Proof. We h a v e to prove that P 6 < M for any i n v olutive division M 2 M T ; < , where < is an arbitrary order of T. 
Involutive Bases
In the following we repeat the ideas of Section 2 for building up the theory of Gr obner bases. But now, we allow only M-multiples and M-divisors. If, in addition, F is M-reduced with respect to then the union on the right hand side of the equation is disjoint.
A main problem in the theory of Gr obner bases consists in the fact that a given term u 2 I d T ( l t F ) can have more than only one divisor in lt F. In the case of involutive divisions we are faced with the opposite problem, namely, that it is possible that u 2 I d T ( l t F ) has no M-divisors in lt F. The philosophy of the Gr obner test algorithm is to check that the least common multiples of elements of lt F have uniquely determined normal forms. Analogously, the test for the M-involutive basis property consists in checking the existence of involutive divisors for minimal critical terms belonging to I d T ( l t F ).
Theorem 5.1. Let F be a set of non-zero p olynomials, I R the ideal generated b y F , and an admissible term order. Furthermore, let the involutive division M = ( M u ) u 2 T generated b y ( Y u ) u 2 T b e such that lt F is M-reduced with respect to and let < be a n arbitrary ordering of lt F for which M is admissible for ( l t F;<). Proof. The implications i) ) ii) ) iii) are trivial. iii) ) i) For u 2 T let I u be the additive subgroup of I consisting of all polynomials g 2 I which can be represented in the form g = P m i=1 h i f i , where 0 6 = h i 2 R, f i 2 F, and lt(h i f i ) u for all i = 1 ; : : : ; m . W e remark that the family (I u ) u2T is a R-module ltration of I. Without loss of generality let us assume lc f = 1 for all f 2 F. For each term t 2 I d T ( l t F ) w e dene the set G t := fg 2 F : lt g j tg. Since F is Mreduced with respect to the leading terms of the elements of F are pairwise dierent and, hence, each G t is a non-empty nite subset of F containing a uniquely determined element g t of minimal leading term with respect to <. Set The trivial observations i) ) iv) ) iii) complete the proof. 2
The equivalence of the conditions i) and ii) is the fundamental idea for the construction of involutive bases. Note, that this equivalence fails if we require only that the sets M ltf are pairwise disjoint instead of the stronger condition that F has to be M-reduced which additionally implies that M is admissible for lt F. Figure 3 presents an algorithm for testing whether a nite generating set F is a M-involutive basis with respect to . It follow s a s k etch of the termination and correctness proofs. Corollary 5.1. Let g be the polynomial returned by Algorithm 3 for input F,M,. If g 6 = 0 then either lt g = 2 ( l t F ) or there exist h 2 F and y 2 XnY lth such that lt g = y lt h.
Proof. We use the notations of Algorithm 3. Let (u; h) 2 L be the pair considered last before termination, i.e g is M-normal form of uh modulo F and . In the case u lt h = lt g it must hold u 6 = 1 and the assertion is obvious. Otherwise, lt g u lt h. From Lemma 5.1 and the assumptions on the selection strategy for choosing the elements from L it follows that the M-normal form of g modulo H and is also a Gr obner normal form of g modulo H and . But g is M-irreducible modulo H and , hence, lt g = 2 ( l t H ) = ( l t F ). 2 Let F,M and satisfy the input specication of Algorithm 3. Assume that the algorithm returns g 6 = 0. The natural approach to force the zero-reduction of g is to add the polynomial g to the generating set F. H o w ever, in general M will not be admissible for lt(F [ f g g ) .
One possible solution is to choose M such that it is admissible for a set V T which is large enough to contain all leading terms of polynomials added to F during the completion process, e.g. the Pommaret method is of this type. In general, there is no essentially better a priori choice than V = T. I t i s w ell-known that an ideal needs not to have a nite Pommaret basis and according to Remark 5.1 and Theorem 4.1 the same is true at least for any M 2 M T ; < , where < i s a m ultiplication compatible ordering. Hence, we learned that a completion process based on a xed involutive division admissible for T will not terminate, in general. Note, however, that nite parametrizations of Pommaret bases can be computed in an algorithmic way (see (Ap96) ). An alternative approach consists in the generalisation of the ideas beyond the theories of Janet and Thomas bases, i.e. in adjusting the involutive division in each step to the enlarged generating set. Figure 4 presents the global structure of such a completion algorithm. The function check calls Algorithm 3. The function Gauss performs Gaussian autoreduction on the elements of F considered as elements of the K -vector space R = K [X], i.e. G is a triangular system generating the same subvector space as F. The preparatory Gaussian autoreduction is optional and does not eect correctness or termination, but by this means we ensure that the leading terms of elements of G will be pairwise dierent during the whole run of the algorithm, in particular, K = G for each execution of the check-function.
The correctness of the method presented in Figure 4 is obvious. Let us consider the question of termination. Let G be the value of G before the -th run of the while loop.
The increasing polynomial ideal sequence ( lt G 1 ) ( l t G 2 ) ( l t G ) m ust become stationary since R is a Noetherian ring. Let 0 be such that ( lt G ) = ( l t G 0 ) for all > 0 . F rom Lemma 4.3 and Corollary 5.1 we deduce lcm( l t G ) = lcm( l t G 0 )
for all > 0 and it follows that the sequence G 0 G 0+1 m ust be nite. Hence, Algorithm 4 terminates.
Improvements and Heuristics
It is well-known that time and space behaviour of Buchberger's algorithm are very sensitive against selection strategies and applications of criterions (c.f. (Bu85) and (G&91)). Certainly, the same applies to the involutive basis algorithm and a lot of computer experiments will be necessary in order to tune Algorithm 4.
The strategies proposed in (ZB93) and (GB96), which proved to be fast in the experiments reported there, can be found as instantiation of our theory in the following way. I f w e c hoose always M = J l t G or M = T l t G , respectively, then we obtain the Janet and Thomas methods as instantiations of our algorithm. The Pommaret method is not covered directly. This is not surprising since the Pommaret method is known to be non-terminating, in general. But we will indicate that there are variants of our algorithm which for arbitrary input F and are at least not worse than the Pommaret method.
We will discuss some of the freedoms contained in the Algorithms 3 and 4. Most of them appear in Buchberger's algorithm in a similar way and will be discussed only briey. W e aim our intention mainly at an absolute new question, namely, the choice of the involutive division. The central results are summarised in the Remarks 6.1 and 6.2. They are based widely on an exact cost analysis and improve the average behaviour of Algorithm 4 drastically.
Selection of M
We will discuss a selection strategy for M from the point of view of keeping the number of reductions small and avoiding multiple reductions. But similar to selection problems in the theory of Gr obner bases also here we will not be able to present a general strategy which is optimal for all inputs. For any part of our strategy there are particular counter examples for which alternative strategies would be faster. So, in order to justify our strategy it is necessary to perform further investigations and tests which give an impression on the average behaviour of our strategy.
First of all, let us consider the statical dependencies on the generating set G of I and ask for an involutive division M rening the Thomas division supported on lt G such that the chance for G being a M-involutive basis of I is high and the costs for the involutive basis check are low. Let M and N betwo i n v olutive divisions admissible for lt G satisfying T l t G N < M . Then by condition ii) of Remark 5.1 it follows that the probability for G being a Minvolutive basis is higher than for G being a N-involutive basis. Let H M and H N be the maximal subsets of G which are M-reduced or N-reduced, respectively. I f H M = H N , e.g. if H M = G, then the set L appearing in Algorithm 3 for input M is a subset of that for input N. Hence, in case of success, the check for M is performed faster. Now, consider the case H N 6 = H M , i.e. H M H N . W e observe that the number of elements contained in L is smaller for M than for N. F urthermore, any N-reduction sequence is also a M-reduction sequence and, hence, N-reduction can be considered as a particular M-reduction strategy. Applying this strategy the situation becomes similar to the case H N = H M . Next, let us consider the problem of deciding between M and N from a dynamic point of view. If G is not a M-involutive basis then the decision for M or N, respectively, will inuence the future behaviour of the completion algorithm. There is a certain similarity b e t w een this behaviour and that based on the question whether or not to consider a critical pair which could be skipped according to Buchberger's second criterion. In the latter case it turned out that the application of the criterion is strongly advisable in most cases. In summary , we propose to choose M only among the submaximal involutive divisions admissible for lt G. Since, at least using the algorithms discussed in this paper, the computation of maximal renements is much more costly than that of submaximal ones it needs experimental calculations in order to decide whether a further restriction to only maximal involutive divisions is preferable. One should also estimate how often Algorithm 2 produces already a maximal renement and would be followed only by a costly conrmation procedure.
In the following we deal with another dynamic feature, namely, the dependency of the choice of M from the history of the completion process. Figure 4 by considering only such involutive divisions which are admissible for ( l t G; <). F urthermore, we modify the check-subroutine by removing all pairs (u; h) from L which have been considered p r eviously.
Let us consider termination and correctness of the modied algorithm. Termination follows in the same way as for the original algorithm since the assumptions of Lemma 5.1 remain valid and, hence, the validity of Corollary 5.1 is maintained. Let G and M be the result returned by the modied algorithm for input F and . F urthermore, let H be the maximal M-reduced subset of G. In order to show correctness we start with the proof that any element f 2 GnH can be represented in the form
h i g i ; where h i 2 Rnf0g; g i 2 H; and lt(h i g i ) lt f:
The modied algorithm ensures that (1; f ) has been considered during a run of the check-subroutine. The reduction yields a representation f = P k i=1 h i g i , where 0 6 = h i 2 R, g i 2 G, lt(h i g i ) lt f. Suppose lt f = lt g i for some 1 i k then f = g i since G is Gaussian autoreduced. But in contradiction to (1; f ) 2 L this would mean that f was involutively irreducible at check time. Hence, lt g i lt f for all i = 1 ; 2 ; : : : ; k . I f the leading term of f is minimal with respect to among all leading terms of elements of GnH then the above representation is already of type (6.1). Applying induction on lt f with respect to proves the existence of representations of type (6.1) for arbitrary f 2 GnH. Next let us show that H satises condition iii) of Theorem 5.1. Let f 2 H and x 2 XnY ltf . The modied algorithm ensures that there exist G 0 and N such that a N-normal form of xf modulo G 0 and has been computed during the execution of check(G 0 ; N; ). If lt(xf) is N-irreducible modulo G 0 and then lt g = x lt f, where g is the result of check(G 0 ; N; ). Hence, g 2 G, l t g j x lt f, and lt g < lt f. Otherwise, there exists g 2 G 0 such that x lt f 2 N ltg and lt g = 2 N ltg 0 for all g 0 2 G 0 nfgg. Again, we have g 2 G, lt g j x lt f, and lt g < lt f. In any case, keeping track of the N-reduction of xf modulo G 0 and provides a representation Spol(f;g) = P k i =1 h i g i , where 0 6 = h i 2 R, g i 2 G, and lt(h i g i ) x lt f, of the S-polynomial of f and g in terms of G 0 . Finally, substituting the elements g i = 2 H according to (6.1) shows that H, M, , and < satisfy condition iii) of Theorem 5.1. In conclusion, H and G are M-involutive bases of (H) = ( G ) = I with respect to . 2
So, we observed that we can avoid a lot of multiple reductions using the modied algorithm described in Remark 6.1. As a byproduct the costs for choosing the involutive division M are reduced drastically. Note, however, the price we h a v e t o p a y for the above advantages is that we can miss a fast way of completion or even do not realise that an intermediate basis is already a M-involutive basis for some M which is admissible only for another ordering <.
In order to benet from the possibility to remove previously considered pairs from L we have to ensure that the considered pairs (u; h) will be contained in L also in the succeeding checks.
In the classical involutive situations described in Section 4 the involutive division M is chosen according to a function ' : P o w ( T ) ! M ; satisfying '(V ) 2 M V ; < .W e have '(V ) = P for all V T in the Pommaret case and ' = respectively ' = in the Janet or Thomas case. In all three situations the function ' is descending in the sense that '(V ) '(W) for all W V T. Also the involutive divisions investigated by Gerdt and Blinkov are of this type. The descending property ensures that any pair (x i ; h ) contained in L for some intermediate check will be also a member of L for any succeeding check in which lt h is involutively irreducible modulo lt(Gnfhg) and <. But, in general, the selection strategy M = '( l t G ) will not be optimal since '( l t G ) needs not to be (sub-)maximal. The above i n v estigations show that our concept is more exible and more general than the restriction to descending functions '.
Miscellaneous
There are a lot of similarities between the theories of involutive and Gr obner bases. So, it is natural to ask whether we can make use of at least some of the improvements well-known from the theory of Gr obner bases. Selection of the reduction polynomial In the case of involutive bases this problem is much less important than in Buchberger's algorithm. For M-reduced sets G the question is even irrelevant since any term t 2 T will have at most one involutive divisor in lt G.
Selection of (u; h) 2 L The use of the standard selection strategy, i.e. choosing the pairs such that u lt h is minimal with respect to , i n Algorithm 3 is essential for the termination property o f the completion procedure. So, we guess that the practical importance of the involutive method is restricted to degree compatible term orderings until also other termination preserving selection strategies will be known.
Removing unnecessary pairs from L There are presented criterions for detecting useless prolongations in (GB96) which should be checked in our context. Partial answers to this question can be found also in Section 6.1 of this paper.
Comparison with Buchberger's algorithm
Finally, let us discuss the author's conjecture on the major advantage of the involutive basis method in comparison to Buchberger's algorithm. According to (G&91) it is advisable to perform full reduction on S-polynomials and to avoid post reduction of old ideal generators. We have the following background. Let f 2 F be such that lt f = 2 I d T ( lt(F nffg) ) and let g be a polynomial obtained from f by application of some reduction steps modulo Fnffg. The question is whether f or g should be applied in subsequent S-polynomial reductions. An argument for f is that it often contains less terms and has smaller coecients than g. An argument against f is that the reductions not performed on f may cause the necessity of many additional subsequent reductions during a Gr obner basis calculation. However, there exist also counter examples showing the opposite behaviour for both arguments.
The strategy proposed in (G&91) is a compromise justied by computing experiments. But it seems that the same strategy, i.e. full reduction of new polynomials and no post reduction of old polynomials, applied in the involutive method provides the better compromise. The generating sets appearing in the involutive algorithm contain certain redundant higher degree (\younger") polynomials of an intermediate reduction state. Moreover, due to this redundancy we need to consider only the S-polynomials of a special simple type according to Theorem 5. we observed the rst equality and the second follows immediately by Equation (7.1). 2
Using the relationships listed above w e obtain explicit formulaes and fast algorithms for the computation of the Hilbert function of homogeneous and the ane Hilbert function of arbitrary polynomial ideals I.
