We conducted a reliability analysis of the Mocho water-supply system for the Lawrence Livermore National Laboratory (LLNL) to determine if an adequate supply of water would be available in the event of a major fire. We used the digraph fault-tree approach for logic model generation. The initiating-enabling event interval reliability approach was used for a probabilistic evaluation of the Mocho system fault tree. In the event of a major fire, the Mocho system demand unavailability was calculated to be 3.6 x 10-4• We identified 16 single-component failures that would cause failure of the control loop wh ich monitors storage-tank level. These failures would go undetected by monitoring personnel at LLNL. Our recom mended changes would provide a redundant measurement of the tank level, resulting in a decrease of the predicted system unavailability by about a factor of 50.
INTRODUCTION
The Fire Science Group at Lawrence Livermore National Laboratory (LLNL) conducted extensive fault-tree analyses of both dry-pipe and wet-pipe sprinkler systems. 1 The fault trees for these sprinkler systems contained one com mon basic event: No matter how reliable sprinkler systems and fire fighters are, a fire cannot be extinguished without an adequate water supply. To complete the fault-tree analysis, we conducted a reliability study of the Mocho water supply system, LLNL's primary water supply. The Mocho water supply system contained many control loops that maintained the water level in the system storage tanks and also alerted LLNL personnel in the event of low water level in the tanks.
The digraph fault-tree methodology used in this study is particularly useful for fault analysis of control systems. 2 We constructed a fault tree with the Top Event of "Insufficient Supply of Water in Storage Tanks and No Detection of Same in Bldg. 511." The initiating-enabling event interval reliability approach is used to perform a probabilistic evaluation of the fault tree and to compute various systems reliability characteristics, such as the unavailability of water in the event of a major fire. 3 
MOCHO WATER SUPPLY AND llNl MONITORING SYSTEM
The main source of water to LLNL is the Hetch Hetchy Aqueduct, located 800 ft below ground at the Mocho pumping station, 8 mi south of LLNL. The water is first pumped to the surface and into two standpipes. These standpipes have a capacity of 20,996 gallons each. The water flows by gravity from the standpipes to three main storage tanks located 1/2 mi south of LLNL on the hill above Sandia National Laboratories. The three storage tanks have a total capacity of 1,238,800 gallons and provide the head pressure n e c es s ar v to supply LLNL. The tanks and standpipes are all at atmospheric pressure. The Central Control Room for the system is located on-site in Bldg. 511.
As an alternate or standby water supply, LLNL has water available from the Zone 7 water district. This water supply is used only during times when Hetch Hetchy water is unavailable due to tunnel maintenance, pump failure at the Mocho Pumping Station, or line failure between the Mocho standpipes and the storage tanks. The Zone 7 water supply must be activated manually on site.
Figure 1 is a simplified schematic of the LLNL water-control system. The system consists basically of two feedback subsystems: (1) the water-level control for the Mocho standpipes, and (2) the water-level control for the storage tanks. Any two of the three pumps at the Mocho pumping station control the water level in the standpipes. Water level in the storage tanks is controlled by opening a valve that causes the Mocho standpipes to drain; gravity feeds water as needed to LLNL from the storage tanks.
Alarms, status indicators, and control signals are transmitted via frequency division multiplexed frequency-shift tone equipment. Selector switches, relays, water-level meters, and pilot lights display the data being transmitted and received on a control console in Bldg. 511. Manual com mands from the control console can open or close valves at the water-storage tanks, and also start and stop pumps at the Mocho pumping station. The water level in the standpipes and storage tanks is continuously monitored in Bldg. 511. Any abnormal condition, such as a high or low water level in the storage tanks or in the standpipes, or any pump failure, initiates an audible and visible alarm at the control console. 
ANAL YSIS OF THE MOCHO SYSTEM
We first had to understand and model the components of the water-supply control system. Digraph fault-tree analysis uses steps com mon to traditional fault-tree analysis. In assessing the adequacy of the Mocho water-supply system in the event of a major fire, we found 16 single events that would cause failure of the control loop which monitors storagetank level. These failures would go undetected in Bldg. 511 because the feedback loop performs both control and detection functions.
We will briefly describe the digraph fault-tree methodology used to arrive at our r e c o rnme ndat io ns,
Water Required to Fight a Major Fire
Based on firefighting experience in the chemical industry, LLNL's Fire Safety Division defined the amount of water necessary to extinguish a major fire on site: a continuous flowrate of 3500 gallons per minute (gpm) for 4 hours, for a total of 840,000 gallons. In addition to the 1,283,800-gallon capacity of the three storage tanks, standpipes A and B contain 41,992 total gallons, and 180,180 gallons also sit in the line leading from the standpipes. We must also include the make-up capacity of the two Mocho pumps (1 lead and 1 lag) during this 4-hour period. The lead pump, No.3, has a capacity of 1100 gp rn; each of the lag pumps, No.1 or 2, has a 500-gpm capacity (but only one pump can operate at a time). In 4 hours, the pumps have a total capacity of 1600 gpm, or 384,000 gallons. Therefore, the total capacity of the entire system plus make-up is 1,889,972 gallons. During 1981, the maximum daily water consumption was 950,000 gallons. Subtracting this amount from the Mocho system capacity leaves 939,972 gallons to fight a major fire, which exceeds the r e c o m mended 840,000 gallons. If the system is working, an adequate supply of water will be available for the postulated fire.
In the 15 years the Mocho system has been operating, however, the storage tanks have drained dry twice due to human error. Such errors can lead to an inadequate supply of water in the storage tanks, which no one in Bldg. 511 will detect. Since the total of the pump make-up plus the standpipes and the line leading from the standpipes is only 606,000 gallons, at least an additional 234,000 gallons must be in the storage tanks to meet the 840,OOO-gallon requirement.
Therefore, if the level in the storage tanks drops below 234,000 gallons, there may not be enough water to extinguish the fire.
A normal low level in the tanks will generate an alarm in Bldg. 511, and accordingly LLNL personnel will take the appropriate measures, such as activating Zone 7 supplies.
Understanding the Water-Supply System
By touring the entire water-supply system and interviewing LLNL personnel familiar with it, we identified the following information germane to the digraph fault-tree analysis. The independent measurement of water level in the storage tanks was removed, leaving only one sensor for three tanks. Pump No.3, an 1100-gpm pump, is the lead; a 500-gpm pump is the lag. In a No.3 failure, either No.1 or No.2 becomes the lead pump. With No.3 out of service, the water makeup to the standpipes takes longer but the system can be successfully operated in this mode. The main water valve will not open if either the standpipe is in a low-water-alarm condition or if the water tanks are in a high-water-alarm condition. A spurious signal for condition will cause the main water valve to close, and this results in the storage tanks standing at low level. In the event of a complete failure of the Mocho system, it takes approximately 15 min to cut in the Zone 7 water supply. The existing controls for the Mocho system include over 100 mechanical relays for logic and timing. Understanding the operational sequence of the control system was important to a detailed analysis of its reliability. Event sequence for standpipe-level control As the automatic valve at the storage tanks open and water begins to flow, the level in the standpipes drops. When the level drops to 12 ft-6 ln., the No.3 pump starts pumping into the top of the No.1 standpipe, connected by bot t crn piping to the No.2 standpipe, from which water flows to the storage tanks. However, water flows through the automatic valve faster than No.3 can pump, so the water level continues to drop. When the standpipe level reaches 8 ft-8 ln, , the lag pump automatically starts pumping. The combined output of both lead and lag pump is greater than the amount of water flow through the automatic valve, so the level will now rise again in the standpipe. When the level rises to 12 ft-10 ln., the lag pump switches back off. When the automatic water valve at the storage tanks closes, the level in the standpipe rises until it reaches 13 ft-5 in., at which point the lead pump cuts off and everything comes to rest.
Failure Modes and Effects Analysis
With input from LLNL personnel, we performed a detailed Failure Modes and Effects Analysis, FMEA, on the Mocho system. The results from this study provided much of the information to construct the digraph and the fault tree, and the probabilistic evaluation of the fault tree.
SYSTEM DIGRAPH
A digraph is a multivalued logic model useful in constructing fault trees of control systems. The digraph consists of both nodes and edges (or arrows) connecting the nodes. A node represents a process variable and an edge represents the gain or the relationship between the nodes. A Top Event is defined as a deviation or disturbance and is the starting variable in the digraph. In this case, the Top Event is "Insufficient Supply of Water in Storage Tanks and No Detection of Same in Bldg. 511." The digraph is then constructed deductively, similar to constructing a fault tree. The limit of resolution in the digraph is equipment failure, human error, or environmental conditions. The next step is to find the control loops in the digraph. A synthesis algorithm is devised to construct the fault tree from the digraph. Basically, the algorithm delineates how a control loop can cause or pass a disturbance, resulting in an occurrence of the Top Event.
The advantages of constructing a digraph are that the topology of the system variables is displayed and that the digraph resembles the system schematic; in addition, the digraph can consider multivalued logic and timing. By contrast, a fault tree bears no relationship to the schematic, and cannot effectively consider multivalued logic and timing.
The Preliminary System Digraph
The preliminary system digraph ( Fig. 2) shows the structure of the detailed digraph. The Top Event variable is "Flow rate to LLNL." The cycles in the digraph show the two basic feedback loops: (1) the storage-tank-Ievel-control feedback loop, and (2) the standpipe-level-control feedback loop.
The sensed variable in both cases is static pressure and the manipulated variable is flow-rate through the main control valve (for the storage tanks) or through the Mocho pumps (for the standpipes). An arrow from one variable (the independent variable) to the other variable (the dependent variable) indicates that a change in the independent variable causes a change in the dependent variable. 
The Detailed Digraph
The detailed system digraph is segmented according to sites: the Mocho pumps, the Mocho standpipes, the storage tanks, and Bldg. 511. Each digraph was made using the control system schematic. Because of the magnitude of the detailed system digraphs, only the digraph of the Mocho standpipes is included as an example in Fig. 3 .
Events which inactivate control loops as well as the information flow appear with the symbol "0:". In addition, system variables which deviate from their normal values appear in dashed circles. Inactivation events and system disturbances appear as basic events in the fault tree, which is discussed below.
Fault-Tree Cons truc rlon
Since the whole fault tree is 10 pages long, only the first page is displayed in Fig. 4 . The causes are displayed for the Top Event:
o one or more storage-tank drain valves closed and no detection of low tank level; o insufficient flow through control valve and no detection in Bldg 511. Only once during the history of the system has a drain valve to a storage tank been closed and the selector switch not been changed to measure the water level in tank No.1. This event caused the system to drain and, since a full tank was being monitored, simultaneously inactivated the control loop that operates the valve. Consequently, the remaining two tanks drained with no detection in Bldg. 511. The event -excessive system demandhas been included in the fault tree for completeness; however, as described earlier, this event has not occurred during the system life and will be excluded from further consideration.
It is important to note that if the storage-tank-Ievel feedback loop is inactive or out of tolerance, then a Top Event will occur. The feedback loop is used simultaneously to control level in the storage tanks, and also to send a signal to Bldg. 511 in the event of a low level. If the control valve is open, and the loop fails out of tolerance, then the control loop will com mand the valve to close for a longer period of time than desired, resulting in a low level in the storage tank. If the loop is inactive, the control valve will fail to open when it should, again resulting in a low level in the storage tanks.
A "close all valves" signal can result in the control valve being closed for too long. Two things can cause this: a spurious high storage-tank-Ievel signal, or a low standpipelevel signal (which can be a spurious signal, or due to the feedback loop being inactive or out of tolerance, or due to failures that can cause an actual low standpipe level).
Another cause of a low tank level is an insufficient supply from the Mocho pumps. Note that we do not consider the case of drained Mocho standpipes. This is because a low standpipe level will cause the control valve to close, resulting in a low level in the storage tanks (Which means that the fault-tree logic for draining the standpipes will generate nonminimal cut sets, since additional failures must occur to drain the standpipes). However, we do consider draining the pipe leading away from the standpipes, which can occur simply by closing the drain valve in standpipe No.2. Since the standpipe level is constant in this case, the valve will continue to remain open until the pipe is drained. Note that throughout the fault tree, when a detection loop fails, an AND gate is generated. This is the result of the feed-forward operator described in Lapp and Powers. 2,3
QUALITATIVE FAULT-TREE EVALUATION
The fault tree contained 98 basic events, and an additional 640 minimal (min-cut) sets.
Min-cut sets, also known as the system failure modes, are combinations of basic events which cause the Top Event to occur. The number of min-cut sets according to order is given below (order refers to the number of basic events in a min-cut set): The 16 single-event min-cut sets are single failures of control devices on the storagetank-level feedback loop as described earlier. Of the 98 total basic events, 72 basic events are initiating events, and 26 are enabling events. As described in Dunglinson et a l., enabling events inactivate the system's mitigative or protective features but do not cause the Top Event to occur. 4 For example, an inactive alarm or burned-out light does not cause a low level but does fail the operator in the event of an alarm condition. For initiating events, we must compute the frequency of occurrence; for enabling events, we compute the demand unavailability when the initiating event occurs. Reliability data for the 98 basic events were obtained from actual system experience during the last 15 years.
For initiating events, we will assume a fault-duration time of 1 h. This includes the amount of time required for Bldg. 511 personnel to detect and diagnose the cause of failure and to take action after a failure of the Mocho system has occurred. For the Top Event to occur, we will assume no detection in Bldg. 511, although low water pressure will be detected on site. The fault-duration time for enabling events, 0.13 years, corresponds to the average time a failure can exist with an inspection interval of 3 months.
Probabilistic Evaluation of the Fault Tree
We used the computer code IMPORTANCE to evaluate probabilistically the Mocho System fault tree. 5 The following probabilistic measures were computed: o Frequency of occurrence of initiating events, o Frequency of occurrence and mean occurrence time when insufficient supply of water exists in the system, o Unavailability of the Mocho system when a major fire occurs, and o Ranking of initiating events, enabling events, and min-cut sets according to their probabilistic importance.
Probabilistic importance assesses the quantitative contribution of enabling events, initiating events, and min-cut sets to the Top Event occurrence frequency. A probabilistic ranking according to importance is necessary because it is virtually impossible for an analyst to visually inspect all the min-cut sets and to assess the relative contribution of a component to system failure (viz. the 98 basic events and 640 min-cut sets in the Mocho system fault tree).
Initiating-Event Fault Tree
One fault tree was generated by simply taking the Boolean union of all initiating events. Since there were 72 initiating events, this fault tree generates 72 single-event mincut sets. Table 1 displays the results of this fault tree. The Top-Event frequency -the number of challenges to the sv s t em -is 20.4 per year, which is consistent with historical data. Table 1 also lists the ranking of the initiating events through rank 9. We see that the following events are most important: o Electric utility (PG&E) power failure. o
Oiler relay failure (to Mocho pumps). o Noise on transmission line. We assume that the dominant failure cause of the "close all valves" transmitter is noise on the transmission line. Table 2 lists the system-reliability characteristics of the Mocho system fault tree. We predict that the Mocho system will have an inadequate supply of water to extinguish a major fire on the average of 3.1 times per year. It must be pointed out that this number corresponds only to a low level in the storage and not necessarily to a totally dry condition. Another measure of system adequacy is the demand unavailability of the sxstem in the event of a major fire. The demand unavailability is calculated to be 3.6 x 10-. Comparing this number to historical data, we see that during the 15-year life of the system, it has been dry twice. If we assume that the system was unavailable for 4 hours each time, this results in a system unavailability of (8 hours x 1 year{8760 hours)(systetn Iifetime{15 years) = 6.1 x 10-5 year.
RESULTS OF THE MOCHO SYSTEM FAULT-TREE ANAL YSIS
Since this number does not include other times in which the storage tanks might have been low instead of dry, we see that the calculated unavailability, 3.6 x 10-4, agrees reasonably well with the historical data, 6.1 x 10-5• Table 2 also ranks the initiating events through rank 4, which includes the basic events that are single-event min-cut sets. The one exception is PG&E failure, which requires failure of the backup-power supply system as well. These single events are failure of control devices on the tank-level feedback loop, which would go undetected in Bldg. 511. Table 3 ranks the enabling events. We see that failure of components in the backup power supply system (the inverter, battery, and battery charger) are dominant enabling events. The next most important enabling event is failure of the operator in Bldg. 511 to respond to a low-level tank alarm. We assign a probability of 0.01 for this event, which is consistent with data given by Swain and Guttman. 6 Table 3 also ranks the most important min-cut sets. These min-cut sets include the important initiating and enabling events described above. Based on our analysis, we recom mend that each storage tank in the Mocho watersupply system has its own independent water-level sensor. If this is done, we estimate that the probability of system unavailability would decrease by a factor of 50. Restoring this independent measurement would result in no single-event minimal cut sets in which failures would go undetected.
In summary, we feel that the use of the digraph fault-tree methodology enabled us to perform a very detailed, complete, and accurate analysis of the water-supply system. The results seem reasonable because the failure-rate data was derived directly from the system's 15-year operating experience. This general methodology is ideal for the analysis of large and complex control systems.
