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1. Introduction
In this article all groups considered are assumed to be finite. Moreover, G always de-
notes a group and p always a prime.
We defineA(G) to be the set of elementary abelian p-subgroups of G of maximal order
and Ω(G) to be the subgroup generated by the elements of order p of G. Then
J (G) := 〈A | A ∈A(G)〉
is the Thompson subgroup of G (with respect to p), and
B(G) := 〈CT (Ω(Z(J (T )))) | T ∈ Sylp(G)〉
is the Baumann subgroup of G (with respect to p).
Definition 1.1. Let p divide the order of G, T ∈ Sylp(G) and S  T . Then
C(G,S) := 〈NG(C) | 1 = C charS〉,
C∗(G,T ) := 〈CG(Ω(Z(T ))),C(G,B(T ))〉,
C∗∗(G,T ) := 〈CG
(
Ω
(
Z(T )
))
,NG
(
J (T )
)〉
.
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characteristic in B(T ). In particular
C∗∗(G,T ) C∗(G,T ) C(G,T ).
Definition 1.2. A group G is of characteristic p if
CG
(
Op(G)
)
Op(G)
(
or equivalently F ∗(G) = Op(G)
)
.
In this paper we will classify those groups G of characteristic p that are not equal to
C(G,T ) with respect to some Sylow p-subgroup T ; a result called the Local C(G,T )-
Theorem.
The investigation of groups of characteristic p in which G = C(G,T ) is a natural ex-
tension of work on failure of Thompson factorization as first studied by Glauberman [8] in
response to the factorization theorems of Thompson [17]. Indeed Glauberman’s Theorem
is similar to that of our C∗∗(G,T )-Theorem for minimal parabolic subgroups (see Theo-
rem 1.5) in the case when G is p-solvable but without the assumption that G is minimal
parabolic.
The Local C(G,T )-Theorem in the case p = 2 was proven by Aschbacher [1] and there
are some key features of Aschbacher’s proof which we have reformulated for use in our
proof. In particular, B(T )-blocks are a generalization of his short groups to the case of p
any prime, together with the extra condition that they are normalized by B(T ). Aschbacher
uses the word block for a short subnormal subgroup.
Some of the properties of B(T )-blocks resemble those of components and these are
proven in Section 6. For example, distinct subnormal B(T )-blocks commute (6.11). Fur-
thermore, our notations OG(V ) and AG(V ) are essentially the same as P(G,V ) and
P∗(G,V ) of Aschbacher.
An alternative proof for p = 2 was also given by Gorenstein and Lyons [9]. Their proof
avoids the use of some deep results needed in Aschbacher’s proof. Instead it requires the
K-group hypothesis (that any simple section of G is one of the known finite simple groups),
which is sufficient for the purposes of the classification of the finite simple groups.
Our proof works for all primes p and does neither use the K-group assumption nor the
deep results used in Aschbacher’s proof. In fact, it is more or less self contained.
Our result can be considered as part of a project of Meierfrankenfeld et al. [13] and
we will use standard concepts from this project. In particular, the name characteristic p
for groups with the property CG(Op(G))Op(G) and the L-Lemma originate there. Our
abstract definition of a minimal parabolic group is also used extensively in this project, but
was originally an idea of McBride.
The Baumann subgroup and the Baumann Argument (3.7) first appeared in (2.11.1) of
[2], but we prefer to quote [15], where the result is explicitly stated in the form we require.
This result is used to show that certain subgroups satisfy the hypothesis of a pushing up
result [16] which was originally proven by Glauberman and Niles [14] and independently
for the case p = 2 by Baumann [3].
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[10,11] and some of our results in Section 4 follow easily from this classification, but we
prefer to give an independent proof tailored to our particular situation.
The results of Section 2 are elementary and mainly well known. We have given explicit
proofs rather than searching for original references in order to keep things reasonably self
contained.
To state the main result we need two further definitions.
Definition 1.3. The symmetric group of degree m is denoted by Sm. Let X be a group
and W be a finite simple GF(p)X-module. If X ∼= Sm, m  3, then W is a natural Sm-
module (for X), if p = 2 and W is isomorphic to the unique non-trivial simple section of
the GF(2)Sm-permutation module.
If X ∼= SL2(pm), then W is a natural SL2(pm)-module (for X), if W is irreducible,
F := EndX(W) ∼= GF(pm), and W is a 2-dimensional FX-module.
Moreover, for Am and SL2(pm)′ rather than Sm and SL2(pm) the corresponding module
is called a natural Am-module and a natural SL2(pm)′-module, respectively.
It is easy to see that every finite simple GF(2)Sm-module with |W/CW(t)| = 2 for a
transposition t ∈ Sm is a natural Sm-module.
Definition 1.4. Let T ∈ Sylp(G). A subgroup E  G is a B(T )-block of G if for W :=
Ω(Z(Op(E))):
(i) E = Op(E) = [E,B(T )], [Op(E),E] = Op(E), and [E,Ω(Z(T ))] = 1.
(ii) E/Op(E) ∼= SL2(pn)′ or p = 2 and E/O2(E) ∼= A2m+1, and W/CW(E) is a natural
SL2(pn)′ respectively A2m+1-module for E/Op(E).
(iii) Op(E) = W , or
(1) p = 3, and O3(E)/W is a natural SL2(3n)′-module for E/O3(E),
(2) O3(E)′ = Φ(O3(E)) = Z(E) = CW(E) and |Z(E)| = 3n, and
(3) no element of B(T ) \CB(T )(W) acts quadratically on O3(E)/Z(E).
If E/Op(E) ∼= SL2(pn)′, then E is a linear block, and in the other case E is a symmetric
block. Moreover, if (1)–(3) in (iii) hold, then E is an exceptional block.
We will prove the following theorem.
Theorem 1.5 (Local C∗(G,T )-Theorem). Let G be of characteristic p with T ∈ Sylp(G)
such that G = C∗(G,T ). Then there exist B(T )-blocks G1, . . . ,Gr of G such that the
following hold:
(a) {G1, . . . ,Gr}G = {G1, . . . ,Gr }.
(b) [Gi,Gj ] = 1 for i = j .
(c) G = C∗(G,T )G0, where G0 :=∏ri=1 Gi .
(d) Every B(T )-block of G that is not in C∗(G,T ) is contained in one of the B(T )-blocks
G1, . . . ,Gr .
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(i) Gi/Op(Gi) ∼= SL2(pm), pm > 3, and C∗(G,T )∩Gi = NGi (T ∩Gi), or
(ii) p = 2, Gi/O2(Gi) ∼= A2m+1, and (C∗(G,T )∩Gi)/O2(Gi) ∼= A2m,
(iii) p = 3, Gi/O3(Gi) ∼= SL2(3)′ and (C∗(G,T )∩Gi)/O3(Gi) = Z(Gi/O3(Gi)).
Corollary 1.6 (Local C(G,T )-Theorem). Let G be of characteristic p with T ∈ Sylp(G)
such that G = C(G,T ). Then G has the same structure as given in Theorem 1.5 with the
additional restriction that if Gi is a symmetric block, then Gi/O2(Gi) ∼= A2n+1.
It is easy to see that under the assumption of Theorem 1.5 every proper subgroup L
with B(T )  L and L  C∗(G,T ) satisfies the hypothesis of 1.5 (see 2.3). Hence, those
groups G, where C∗(G,T ) is the unique maximal subgroup containing B(T ), are the basis
for an induction on the order of G. This leads to a class of groups that plays the same role
for groups of local characteristic p as the class of minimal parabolic groups for groups of
Lie type in characteristic p (see [13]).
Definition 1.7. Let T ∈ Sylp(G). Then G is a minimal parabolic group (with respect to p),
if T is not normal in G and there is a unique maximal subgroup of G containing T .
The restricted structure of minimal parabolic groups allows us to prove a Local
C∗∗(G,T )-Theorem that is of interest on its own:
Theorem 1.8 (Local C∗∗(G,T )-Theorem for minimal parabolic groups). Let G be a min-
imal parabolic group of characteristic p with T ∈ Sylp(G) such that G = C∗∗(G,T ), and
let V := Ω(Z(Op(G))) and G¯ := G/CG(V ). Then there exist subgroups E1, . . . ,Er of G
such that
(a) G¯ = J (G)T and J (G) = E¯1 × · · · × E¯r ,
(b) T¯ acts transitively on {E¯1, . . . , E¯r},
(c) V = CV (E¯1 × · · · × E¯r )∏ri=1[V,Ei], with [V,Ei,Ej ] = 1 for i = 1.
(d) E¯i ∼= SL2(pn) or p = 2 and E¯i ∼= S2n+1, for some n ∈ N, and
(e) [V,Ei]/C[V,Ei ](Ei) is a natural module for Ei .
As a corollary of the Local C∗(G,T )-Theorem we get a pushing up result for minimal
parabolic groups.
Corollary 1.9 (Pushing Up Theorem for minimal parabolic groups). Let G be a minimal
parabolic group of characteristic p with T ∈ Sylp(G). Suppose that neither any non-trivial
characteristic subgroup of B(T ) nor Ω(Z(T )) is normal in G. Then G satisfies the con-
clusion of the Local C(G,T )-Theorem. Moreover, C∗(G,T ) = (C∗(G,T )∩∏ri=1 Gi)T .
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Lemma 2.1. Let D be a conjugacy class of subgroups of G and A and B be subgroups
of G. Suppose that G = 〈D〉 and
D = {X ∈D | X A} ∪ {X ∈D | X  B}.
Then A = G or B = G.
Proof. Let
D0 := {X ∈D | X  A} and D := 〈D0〉.
We may assume that A = G, so D0 = ∅. Clearly D  B and 〈A,D〉NG(D). Moreover,
every element of D is a subgroup of A or D, whence G = 〈D〉  NG(D). Since D is a
conjugacy class of G and D0 = ∅, this gives G = D = B . 
Lemma 2.2. Let G be of characteristic p and L  G. Any of the following conditions
implies that L is of characteristic p:
(a) LG.
(b) Op(G) L.
(c) L 〈L,Op(G)〉.
(d) Op(G) normalizes L.
Proof. (a): Since LG, F ∗(L) F ∗(G) = Op(G).
(b): Op(G)Op(L), so CL(Op(L)) CG(Op(G))Op(G)Op(L).
(c): By (b) 〈L,Op(G)〉 has characteristic p. Thus (a) (with 〈L,Op(G)〉 in place of G)
shows that L has characteristic p.
(d): L LOp(G). So (d) follows from (c). 
Lemma 2.3. Let G be of characteristic p, T ∈ Sylp(G), and Q  T with CT (Q)  Q.
Suppose that L and P are subgroups of G such that Q  L and B(T )  T0 ∈ Sylp(P ).
Then the following hold:
(a) CG(Q)Q.
(b) L is of characteristic p.
(c) P is of characteristic p.
(d) C∗(P,T0) C∗(G,T ).
(e) If P is minimal with respect to T0  P and P  C∗(G,T ), then P is a minimal par-
abolic of characteristic p with C∗(P,T0) = P .
Proof. (a): Let D := CG(Q). Since CT (Q)  Q and Op(G)  T , COp(G)(Q)  Q 
CG(D). So by the (P × Q)-Lemma, Op(D) centralizes Op(G). Hence D is a p-group
since G is of characteristic p. As T normalizes D, D  T and so D  CT (Q)Q.
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2.2(d) L0 is of characteristic p. Let C := CL(Op(L)). Then C  CL(Op(L0)) and thus
[Q,C]L0 ∩C CL0
(
Op(L0)
)
Op(L0)Op(L) and [Q,C,C] = 1.
Hence C normalizes QOp(L), so [QOp(L),C,C] = 1 and [Q,Op(C)] = 1. By (a)
Op(C) = 1, and C is a p-group. Thus C Op(L), and L is of characteristic p.
(c): Observe that B(T ) T and CT (B(T )) B(T ). Hence (c) follows from (b).
(d): Let T0  T˜ ∈ Sylp(G). Then T˜  NG(B(T ))  C∗(G,T ), so C∗(G,T ) =
C∗(G, T˜ ). Thus we may assume that T0  T . Then
Ω
(
Z(T )
)
 CT
(
B(T )
)
 B(T ) T0,
and so Ω(Z(T ))Ω(Z(T0)). It follows that
CP
(
Ω
(
Z(T0)
))
 CP
(
Ω
(
Z(T )
))
 CG
(
Ω
(
Z(T )
))
C∗(G,T ).
Since B(T ) = B(T0), we conclude that C∗(P,T0) C∗(G,T ).
(e): From (c) and (d) we get that P is of characteristic p and
C∗(P,T0) P ∩C∗(G,T ) = P.
The minimal choice of P shows that P ∩ C∗(G,T ) is the unique maximal subgroup of
P containing T0. As NP (T0)  NP (B(T ))  P ∩ C∗(G,T ), P is a minimal parabolic
subgroup of G. 
Lemma 2.4. Let G = QN , where N is a normal subgroup of G and Q is a non-abelian
2-subgroup with Q∩N = 1. Suppose that there exists 1 = t ∈ Z(Q)∩Q′ such that
CN(Q) = CN(t). (∗)
Then [N,Q] is solvable of odd order.
Proof. There exists S ∈ Syl2(N) such that QNG(S). Let g ∈ N such that a := tg ∈ tS
and [t, a] = 1. Then
ta ∈ CS(t) (∗)= CS(Q),
so [Q,a] = 1, since t ∈ Z(Q). Now (∗) implies
QCG(a) = Qg ×CN
(
Qg
)
.
Let Q0 be the projection of Q in CN(Qg). Then t centralizes Q0, so by (∗) also
[Q,Q0] = 1. It follows that Q′ Qg ∩ Q and [Q′, g]Q′Q′g ∩ N Qg ∩ N = 1. But
now t = a since t ∈ Q′.
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follows that t is not conjugate in G to any other element of 〈t〉S. Hence, Glauberman’s
Z∗-Theorem [6] together with (∗) implies that [N,Q] is a group of odd order, and the
Theorem of Feit–Thompson [5] yields the desired result. 
Lemma 2.5. Let G be of characteristic p. Suppose that there exist subgroups E G and
N G with [Op(N),E] = 1, [Op(G),E]E, and E = Op(E). Then E NG(EN).
Proof. Let E0 := E[E,NG(EN)] = 〈ENG(EN)〉 and R := E0 ∩N . Then
E0 = ER and Op(R) Z(E0). (∗)
Note that Op(G) normalizes E0. Hence by 2.2 E0 has characteristic p, so by (∗) Op(R)
Op(E0) and Op(R) = 1. Thus R is a p-group. It follows that R Op(N)Op(G). Then
Op(E0) = E0 and [Op(G),E]E imply R E and E NG(EN). 
Lemma 2.6. Let E be a group, Q := O3(E), W := Ω(Z(Q)) and Z := CW(E). Suppose
that the following hold:
(i) E/Q ∼= SL2(3n).
(ii) Q/W and W/Z are natural SL2(3n)-modules for E/Q.
(iii) Z = Φ(Q) = Q′ = Z(E) and |Z| = 3n.
Then the image of CAut(Q)(Z) in Aut(Q/W) is isomorphic to SL2(3n).
Proof. Let W0 := [W,E] and q := 3n. Then W = Z × W0, and Q¯ := Q/W0 is a special
group of order q3. Let W  A  Q and T ∈ Syl3(E) such that A/W = Z(T/W). Pick
a ∈ A\W . By (ii) and (iii) [a,Q] = 〈[a,Q]E〉 = Q′ = Z and thus |Q/CQ(a)| = q . As also
CQ(a) is normalized by T and Q/W is a natural SL2(q)-module, we get that A¯ = CQ(a)
and thus A = CQ(a); in particular A is abelian.
Let D := {Ae | e ∈ E}. For B ∈D we have:
CQ(b) = B for b ∈ B \W. (∗)
Moreover, |D| = q + 1, and the images of the elements of D form a partition of Q/W .
This latter property together with (∗) shows that the elements in D are the only abelian
subgroups of order q4 in Q.
Pick A,B ∈D, A = B . Then (∗) implies
[a, b] = 1 for all a ∈ A \W and b ∈ B \W.
The action of E on Q¯ shows that CE(A¯/Z¯) acts regularly on D \ {A}.
Now let α ∈ Y := CAut(Q)(Z). Assume that α centralizes A¯/Z¯. If α normalizes B , then
for b ∈ B and a ∈ A
[b, a] = [b, a]α = [bα,a],
748 D. Bundy et al. / Journal of Algebra 300 (2006) 741–789so b−1(bα) ∈ W . Hence α centralizes AB/W = Q/W , and so
CY (A¯/Z¯)∩NY (B¯) = CY (Q/W).
With a similar argument CY (a¯Z¯/Z¯)∩NY (B¯) CY (B¯/Z¯), so
CY (a¯Z¯/Z¯)∩NY (B¯) = CY (B¯/Z¯)∩NY (A¯) = CY (Q/W).
It follows that |Y/CY (Q/W)| q(q −1)(q +1), because there are (q −1)(q +1) choices
for a¯Z¯ and then q choices for B with a¯ /∈ B¯ . As E induces SL2(q) on Q/W , we are
done. 
Definition 2.7. Let V be a finite-dimensional GF(p)G-module. Then OG(V ) is the set of
subgroups A of G such that:
(i) [V,A] = 1,
(ii) |A/CA(V )||CV (A)| |A∗/CA∗(V )||CV (A∗)| for all subgroups A∗ of A, and
(iii) A/CA(V ) is an elementary abelian p-group.
Moreover,
O∗G(V ) :=
{
A ∈OG(V ) |
∣∣A/CA(V )∣∣∣∣CV (A)∣∣> |V |}.
Suppose that OG(V ) = ∅. Then
mG(V ) := max
{∣∣A/CA(V )∣∣∣∣CV (A)∣∣ | A ∈OG(V )},
and AG(V ) is the set of minimal (by inclusion) elements of the set
{
A ∈OG(V ) |
∣∣A/CA(V )∣∣∣∣CV (A)∣∣= mG(V )}.
Observe that property (ii) above with A∗ = 1 gives mG(V ) |V |.
Lemma 2.8. Let V be a finite-dimensional GF(p)G-module, V0  CV (Op(G)) be a
GF(p)G-submodule, and W  V . Then the following hold for A ∈OG(V ):
(a) |W/CW(A)| |A/CA(W)|.
(b) Let A ∈O∗G(V ). Then |W/CW(A)| < |A/CA(W)| or CA(W) ∈O∗G(V ).
(c) A ∈ONG(CV (B))(CV (B)) for all B A with [CV (B),A] = 1.
(d) Let Op(G/CG(V )) = 1. Then OG(V/V0) = ∅ if OG(V ) = ∅, and O∗G(V/V0) = ∅ if
O∗G(V ) = ∅.
(e) Let V be an elementary abelian normal subgroup of G. Then {A ∈ A(G)|
[A,V ] = 1} ⊆OG(V ).
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|A|∣∣CV (A)∣∣ |A0|∣∣CV (A0)∣∣ |A0|∣∣WCV (A)∣∣= |A0||W |∣∣CV (A)∣∣∣∣CW(A)∣∣−1,
and thus |A/A0| |W/CW(A)|.
Moreover, if A ∈ O∗G(V ) and |A/A0| = |W/CW(A)|, then |A/CA(V )||CV (A)| =|A0/CA(V )||CV (A0)| = mG(V ) > |V | and A0 ∈O∗G(V ).
Assume now that W = CV (B) for some B  A and set B∗ := CA(W), so B  B∗ and
CV (B
∗) = CW(B∗). Then CW(A∗) = CW(A∗B∗) = CV (A∗B∗) for every A∗ A, so
|A|∣∣CW(A)∣∣= |A|∣∣CV (A)∣∣ ∣∣A∗B∗∣∣∣∣CV (A∗B∗)∣∣ ∣∣A∗B∗∣∣∣∣CW (A∗)∣∣
and
∣∣A/B∗∣∣∣∣CW(A)∣∣ ∣∣A∗B∗/B∗∣∣∣∣CW (A∗)∣∣= ∣∣A∗/A∗ ∩B∗∣∣∣∣CW (A∗)∣∣.
Hence (c) follows.
(d): Let V¯ := V/V0. Observe that CA(V ) = CA(V¯ ), since Op(G/CG(V )) = 1 and that
|V¯ /CV¯ (A)| |V/CV (A)|.
(e): Let A ∈A(G). Then the maximality of |A| gives for every A∗ A,
|A| = ∣∣ACV (A)∣∣= |A|∣∣CV (A)∣∣|V ∩A|−1  ∣∣A∗CV (A∗)∣∣
= ∣∣A∗∣∣∣∣CV (A∗)∣∣∣∣V ∩A∗∣∣−1  ∣∣A∗∣∣∣∣CV (A∗)∣∣|V ∩A|−1,
and thus with A∗CA(V ) in place of A∗
∣∣A/CA(V )∣∣∣∣CV (A)∣∣ ∣∣A∗CA(V )/CA(V )∣∣∣∣CV (A∗)∣∣= ∣∣A∗/CA∗(V )∣∣∣∣CV (A∗)∣∣.
Hence A ∈OG(V ) if [V,A] = 1. 
Notation 2.9. In the following six lemmas we will give some elementary facts about Sn in
its action on a natural GF(2)-module. For this purpose we fix the following notation.
Let G = Sn, n > 1, and V ∗ be a GF(2)G-permutation module (written multiplicative-
ly); so there exists a basis Ω := {v1, . . . , vn} that is permuted by G. We set
W := 〈vivj | 1 i, j  n〉 and V0 :=
〈
n∏
i=1
vi
〉
.
If n is odd, then V := W is a natural GF(2)G-module, and if n is even, then V := W/V0
is a natural GF(2)G-module. Furthermore we fix T ∈ Syl2(G), and Y is the subgroup
generated by the transpositions contained in T .
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(a) n is even, and NG(Y ) is transitive on the transpositions of G that are not in Y , or
(b) n is odd, and NG(Y ) has two orbits on the transpositions not in Y . The elements of
one orbit have a fixed point in common with Y and the elements of the other orbit do
not.
Proof. This is an elementary calculation in Sn. 
Lemma 2.11. Let G = Sn, n  5, and V be a natural GF(2)G-module. Then 〈NG(Y ),
CG(CV (T ))〉 ∼= Sn−1 if n is odd, and G = 〈NG(Y ),CG(CV (T ))〉 if n is even.
Proof. Set M := 〈NG(Y ),CG(CV (T ))〉. Suppose first that n is odd. Then V ∗ = V0×V
and
CV ∗(T ) = CV (T )×V0,
so CG(CV (T )) = CG(CV ∗(T )).
There exists a unique v ∈ Ω such that v ∈ CV ∗(Y ). This element is centralized by
NG(Y ), and thus also by T . It follows that 〈CG(CV ∗(T )),NG(Y )〉 fixes v; in particular
M = G. Since there are transpositions in CG(CV ∗(T )) that are not in Y , 2.10 shows that
M contains all transpositions that fix v. Hence M ∼= Sn−1.
Suppose that n is even. It suffices to show that M contains a transposition that is not
in Y . Since then by 2.10 M contains all the transpositions of G, so M = G.
Let Ω1, . . . ,Ωr be the T -orbits of Ω , and let Λ1, . . . ,Λk be the proper subsets of Ω
with [∏v∈Λi v,T ] V0. Set
oi :=
∏
v∈Ωi
v, i = 1, . . . , r, and i :=
∏
v∈Λi
v, i = 1, . . . , k.
Then
CW(T ) = 〈o1, . . . , or 〉 and CV (T ) = 〈1, . . . , k〉/V0.
Assume first that CG(CV (T )) = CG(CW(T )). Since n  5, we may assume that
|Ω1|  4. Hence there exists a transposition d ∈ NG(Ω1) \ CG(Ω1) with d /∈ Y . Clearly
[oi, d] = 1 for i = 1, . . . , r and thus d ∈ CG(CW(T )) = CG(CV (T ))M , so M = G.
Assume now that CG(CV (T )) = CG(CW(T )). Then there exists i ∈ {1, . . . , k} and
t ∈ T such that [i, t] = 1. It follows that Λi ∪ Λti = Ω , and {Λi,Λti} is a T -invariant
partition of Ω . In particular, every such t acts fixed-point-freely on Ω .
Observe that Λi ∩ Ωj = ∅ for every j ∈ {1, . . . , r}; in particular CT (Ωj )  NG(Λi).
If r > 1, then CT (Ω2) is transitive on Ω1, so Ω1 ⊆ Λi and consequently T  NG(Λi),
which contradicts t /∈ NG(Λi).
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y ∈ T be a 4-cycle acting transitively on Ω0 ⊆ Ω . As n 5, y has a fixed point in Ω and
thus y ∈ NG(Λi) (for every i). In particular either
Ω0 ⊆ Λi or Ω0 ⊆ Ω \Λi.
In both cases for every i ∈ {1, . . . , k}
S4 ∼= L := NG(Ω0)∩CG(Ω \Ω0)NG(Λi) CG(i).
It follows that L  CG(CV (T )), but L contains transpositions that are not in Y . Again
M = G. 
Lemma 2.12. Let G = Sn, n odd, and V be a natural GF(2)G-module. Then the following
hold:
(a) CV (Y ) = [V,Y ].
(b) CG(CV (Y )) = Y .
(c) Let t and t ′ be involutions in T . Then t = t ′ or CV (t) = CV (t ′).
(d) Let d ∈ G with d3 = 1 and |[V,d]| = 4. Then d is conjugate to (123) in G.
(e) If G is a minimal parabolic (with respect to 2), then n = 2m + 1.
Proof. Properties (a)–(c) are elementary consequences of the action of G on V ∗ and Ω .
(d): Let v ∈ Ω such that [v, d] = 1. Then [V ∗, d]  〈v, vd, vd−1〉, so d fixes all but
3 elements in Ω . Hence d is conjugate to (123) in G.
(e): We may assume that n  5, so by 2.11 n is odd. Let M be the unique maximal
subgroup containing T . As n is odd, M ∼= Sn−1 and M has a unique fixed point v ∈ Ω .
Let Ω1, . . . ,Ωr be the T -orbits on Ω with Ω1 = {v}. Then T NG(Ω \Ω2)M , so
Ω \Ω2 = {v}, and (e) follows. 
Lemma 2.13. Let G = Sn, n odd, T ∈ Syl2(G), and U be a GF(2)Sn-module. Suppose that
U = [U,O2(G)]CU(T ) and that [U,O2(G)]/C[U,O2(G)](O2(G)) is a natural GF(2)Sn-
module. Then
U = CU
(
O2(G)
)× [U,O2(G)],
in particular [U,O2(G)] is a natural GF(2)Sn-module.
Proof. Let U0 := CU(O2(G)). It is well known that Sn is generated by n−1 transpositions
t1, . . . , tn−1 and it follows from the hypothesis that each of them acts as a transvection on
U/U0, so |U/U0|  2n−1. As the natural GF(2)Sn-module has order 2n−1, we conclude
that U = [U,O2(G)]U0. Without loss of generality we may assume that |U0| = 2.
It suffices to show that |[U, ti]| = 2, since then 〈[U, ti] | i = 1, . . . , n − 1〉 = [U,G]
is a GF(2)Sn-submodule of order at most 2n−1, and as above [U,G] has to be a natural
GF(2)Sn-module.
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calculate in the natural module that |CU/U0(c)| = 4, so∣∣CU(c)∣∣= 8 and U = CU(c)× [U,c].
Then [CU(c)/CU(c)∩CU(t)| = 2 and |[CU(c), t]| = 2. Moreover, t centralizes [U/U0, c]
and thus also [U,c]. It follows that |[U, t]| = 2. 
Lemma 2.14. Let G = Sn and V be a natural GF(2)Sn-module for G, and let F G such
that F = O2(F ) and [V,F ]CV (F )/CV (F ) is an irreducible GF(2)F -module. Then the
following hold:
(a) F has a unique non-trivial orbit on Ω .
(b) Suppose that n is odd, F ∼= Ak , k odd, and [V,F ] is a natural Ak-module for F . Then
F is normalized by a conjugate of Y .
(c) Suppose that F ∼= SL2(2k) and [V,F ]/C[V,F ](F ) is a natural SL2(2k)-module for F .
Then k = 2, and F has exactly n − 6 fixed-points on Ω . In particular [V,F ] and
C[V,F ](F ) are normalized by a conjugate of Y .
Proof. Observe that CV (F ) = CV ∗(F )/CV ∗(G) since F = O2(F ), so
[
V ∗,F
]
CV ∗(F )/CV ∗(F ) ∼= [V,F ]CV (F )/CV (F ) ∼= [V,F ]/C[V,F ](F ).
(a): For v ∈ Ω , let Wv := 〈vF 〉. As Ω is a basis of V ∗, we get for v, v˜ ∈ Ω
Wv = Wv˜ and vF = v˜F or Wv ∩Wv˜ = 1.
Now the irreducibility of [V ∗,F ]CV ∗(F )/CV ∗(F ) shows that [Wv,F ] = 1 for all but one
orbit vF .
(b): According to (a) F has a unique non-trivial orbit Ω0 ⊆ Ω . Set m := |Ω0| and
W0 := 〈Ω0〉. Then |W0| = 2m and |[W0,F ]| = 2m−1. As [W0,F ] is also a natural Ak-
module for F we also get that |[W0,F ]| = 2k−1, so k = m. Moreover, since k and n are
odd, |Ω \ Ω0| is even. Hence, there exists a conjugate of Y normalizing Ω \ Ω0 and thus
also F .
(c): As in the proof of (b) we define W0 using the unique non-trivial orbit Ω0 of
F on Ω and set m := |Ω0|. Observe that CW0(F ) = 〈
∏
w∈Ω0 w〉 and that [W0,F ] is
the set of all products of an even number of elements of Ω0. On the other hand,
[W0,F ]CW0(F )/CW0(F ) is a natural SL2(2k)-module for F , so F is transitive on the non-
trivial elements of [W0,F ]CW0(F )/CW0(F ). It follows that every element of [W0,F ] \
CW0(F ) is either the product of m− 2 or 2 elements of Ω0. Since |F | 60 we get m 5
and 4 = m− 2, so m = 6. In particular F is a subgroup of A6 and thus k = 2.
We have that [W0,F ] = [W0,CG(Ω \ Ω0)] and C[W0,F ](F ) = C[W0,F ](CG(Ω \ Ω0)).
As there exists a conjugate of Y normalizing Ω0 and Ω \Ω0, this conjugate also normalizes
[W0,F ] and C[W0,F ](F ). Now the additional statement in (c) follows. 
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for G. Suppose that A ∈OG(V ). Then the following hold:
(a) A is generated by commuting transpositions of G.
(b) [V,A,A] = 1.
(c) |V/CV (A)| = |A|.
Proof. We proceed by induction on n. The case n = 3 is trivial, so we assume that n 5
and that the result holds for n − 2. Since V ∗ = V × V0 we may as well calculate in V ∗
rather than V .
By the Timmesfeld Replacement Theorem [12] there exists 1 = A0  A such that
[V ∗,A0,A] = 1 and A0 ∈OG(V ∗). Let 1 = a ∈ A0 and v ∈ Ω such that v = va and let t be
the transposition of G with vt = va and V ∗t := CV ∗(t). Then w := vva = vvt ∈ CV ∗(A), so
A CG(w) = 〈t〉 ×L, L ∼= Sn−2.
Observe that V ∗t /〈w〉 is the natural permutation module for L. Thus by induction and
2.8 |A/CA(V ∗t )| = |V ∗t /CV ∗t (A)|, and A = 〈t1, . . . , tr 〉CA(V ∗t ), where t1, . . . , tr are com-
muting transpositions of G in L. Moreover, by 2.12 CA(V ∗t ) 〈t〉, so (a) and (c) follow,
and 2.12 (a) yields (b). 
Lemma 2.16. Let V be a finite-dimensional GF(p)G-module, E G, and W := [V,E],
and let A ∈OG(V ) with [E,A] = 1. Suppose that
(i) E ∼= SL2(pm)′ or p = 2 and E ∼= A2m+1, and
(ii) W/CW(E) is a natural SL2(pm)′ respectively A2m+1-module for E.
Then the following hold:
(a) ANG(E).
(b) EA := EA/CEA(W) ∼= SL2(pm) and A¯ ∈ Sylp(EA), or p = 2, EA ∼= S2m+1 and A¯
is generated by commuting transpositions.
(c) [W,A,A] = 1.
(d) |A/CA(W)| = |W/CW(A)|.
(e) For T ∈ Sylp(EA) there exists a unique maximal element B in OT (V ), and
CEA(CV (B)) = B .
Proof. We may assume that G = 〈E,A〉. Let A0 := CA(E), A = A0 × A1, and
V0 := CV (A0). The (P × Q)-Lemma shows that E acts faithfully on V0. Moreover,
WCV (A)  V0 since W = [W,E] and W/CW(E) is an irreducible E-module. In addi-
tion, by 2.8(c) A1 ∈ OG(V0), so A1, V0 and E satisfy the hypothesis in place of A, V
and E. Hence, we may assume A0 = 1 and V = V0.
(a): This follows from [4] if E is quasi-simple and from [12, 9.3.6] if E is solvable.
(b)–(e): Suppose first that E ∼= A2m+1. By (a) and 2.15 EA ∼= S2m+1 and W/CW(E)
is a natural S2m+1-module. Now 2.13 yields CW(E) = 1, and (b)–(d) follow. Moreover,
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a maximal set of pairwise commuting transpositions in S2m+1, so B is unique and 2.12
yields (e).
Suppose now that E ∼= SL2(pm)′. As one can see in Aut(SL2(pm)), |A|  pm since
A is abelian, so |W/CW(A)|  pm. On the other hand, A induces a group of semi-
linear GF(pm)-transformations on W/CW(E). It follows that |W/CW(A)| = |A| = pm
and EA ∼= SL2(pm). Now (b)–(e) are easy to verify. 
3. Minimal parabolic groups
Throughout this section we assume
Hypothesis 3.1. Let P be a minimal parabolic group with respect to p, T ∈ Sylp(P ), and
let M be the unique maximal subgroup of P containing T .
Lemma 3.2 (L-Lemma). Let A  T with A  Op(P ). Then there exists a subgroup L
containing A such that the following hold:
(a) AOp(L) is contained in exactly one maximal subgroup M0 of L, and M0 = L ∩ Mg
for some g ∈ P .
(b) L = 〈A,Ax〉Op(L) for all x ∈ L\M0.
(c) L is not contained in any P -conjugate of M .
Proof. See [15]. 
Lemma 3.3. Suppose N  P . Then the following hold:
(a) If N M , then N ∩ T  P .
(b) If N  M , then Op(P )N .
Proof. See [15, 1.3(b)]. 
Lemma 3.4. Let N be a normal subgroup of P contained in M . Set P¯ := P/N . Then P¯ is
a minimal parabolic group and Op(P¯ ) = Op(P ).
Proof. Observe that T¯ ∈ Sylp(P¯ ) and M¯ is the unique maximal subgroup of P¯ con-
taining T¯ . Suppose that T¯  P¯ . Then TN is a normal subgroup of P . Since TN M ,
Lemma 3.3(a) gives T = TN ∩ T  P , which contradicts the assumption that P is mini-
mal parabolic. Therefore P¯ is a minimal parabolic group.
Let D be the inverse image of Op(P¯ ) in P . Then D  P . Since D  TN  M ,
by Lemma 3.3(a), we have that D ∩ T  P . Then using the Dedekind Identity, D =
(D ∩ T )N Op(P )N . Hence Op(P¯ ) = D¯ Op(P ). The reverse inclusion always holds,
so Op(P¯ ) = Op(P ). 
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mentary abelian subgroup A T such that:
(i) |V/CV (A)| |A| and |A0||CV (A0)| < |A||CV (A)| for every 1 = A0 <A,
(ii) [CV (T ),P ] = 1, and
(iii) P = 〈A,Ax〉 for every x ∈ P \M .
Then P ∼= SL2(q), q := |A|, CV (A) = [V,A]CV (P ), and V/CV (P ) is a natural SL2(q)-
module for P .
Proof. We will use the following additional notation:
Z := CV (T ), W :=
〈
ZP
〉
, V˜ := V/CV (P ), P¯ := P/CP (W).
3.5.1. A acts quadratically on V and [W,A] = 1.
The first part follows from [12, 9.2.1] together with (i) and the second part follows from
(ii) and (iii).
3.5.2. Op(P¯ ) = CP¯ (W˜ ) = 1 and M¯ is a maximal subgroup of P¯ .
Note that CP (W˜ )/CP (W) is a p-group, so CP (W˜ )  Op(P¯ ). Let C be the inverse
image of Op(P¯ ). Then 3.3 implies that
CP (W)T = P or C  CP (W)Op(P )M.
In the first case P = CP (Z), which contradicts (ii). In the second case C = CP (W), since
Op(P ) CP (W), so Op(P¯ ) = 1. Moreover, M¯ is a maximal subgroup of P¯ , since C M .
3.5.3. C
W˜
(P ) = 1 and C˜W (A) = CW˜ (A).
Let x ∈ P \ M and put B := Ax , so P = 〈A,B〉 by (iii). The quadratic action of A
implies that
W = [W,A][W,B]Z  CW(A)CW(B)W,
and we must have equality. Therefore
W˜ = C˜W (A)C˜W (B) and C˜W (A)∩ C˜W (B) = C˜W (P ) = 1.
As A and B are conjugate in P , we also get that
C
W˜
(A)∩ C˜W (B) = 1 and thus C˜W (A) = CW˜ (A).
Now C ˜ (P ) = 1 follows.W
756 D. Bundy et al. / Journal of Algebra 300 (2006) 741–7893.5.4. |W˜/C
W˜
(A¯)| |A¯|.
Let A0 := CA(W˜ ). By 3.5.2 [A0,W ] = 1. Hence (i) gives
|A0|
∣∣WCV (A)∣∣ |A0|∣∣CV (A0)∣∣ |A|∣∣CV (A)∣∣. (1)
This shows that
∣∣W˜/C
W˜
(A)
∣∣ ∣∣W/CW(A)∣∣ |A/A0|. (2)
3.5.5. There exists a field K with |K| = |A¯| such that W˜ is a 2-dimensional vector space
over K and P¯ = SL(W˜ ,K).
According to 3.5.1–3.5.4 and (iii), P¯ satisfies the hypothesis of [7, Theorem 2] and 3.5.5
follows from this theorem.
From 3.5.3 and 3.5.5 we get that
∣∣W/CW(A)∣∣= |A¯| and CW(A) = [W,A]CW(P ).
Hence (1) and (2) give
|A0|
∣∣WCV (A)∣∣= |A0|∣∣CV (A0)∣∣= |A|∣∣CV (A)∣∣,
so by (i), A0 = 1, |A¯| = |A|, and |V/CV (A)| = |A|. From (iii) we get that V = WCV (P )
and then V = W since CV (P )  CV (T )  W . In particular CP (W) = CP (V ) = 1, so
P¯ = P . 
Theorem 3.6. Let V be a faithful GF(p)-module for P . Suppose that Op(P ) = 1,
AP (V ) = ∅, and CP (CV (T )) M . Then for every A ∈ AP (V ) there exists a subgroup
L0  P with A L0 such that the following hold:
(a) [V,A,A] = 1.
(b) L0 ∼= SL2(q), q := |A|, V/CV (L0) is a natural SL2(q)-module for L0, and CV (A) =
[V,A]CV (L0); in particular |V/CV (A)| = |A|.
(c) CV (A) = CV (a) for every a ∈ A.
(d) |V/CV (AB)| = |A||B| for every B ∈AP (V ) \ {A} with [A,B] = 1.
Proof. Let A ∈AP (V ). Then the maximality of |A||CV (A)| and minimality of A give
3.6.1. |V/CV (A)| |A|, and |A0||CV (A0)| < |A||CV (A)| for every 1 = A0 <A.
We now apply the L-Lemma 3.2. Then there exists A L P and g ∈ P such that
3.6.2. L∩Mg is the unique maximal subgroup of L containing AOp(L).
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3.6.4. L is not contained in any P -conjugate of M .
Among all x ∈ L\Mg we choose B := Ax such that L0 := 〈A,B〉 is minimal. We prove
next:
3.6.5. L0 is minimal parabolic, and L0 and V satisfy the hypothesis of 3.5.
The first part of 3.6.5 follows from the fact that L is minimal parabolic by 3.6.3 and that
L = L0Op(L). Hypothesis (i) of 3.5 follows from 3.6.1 and hypothesis (iii) follows from
the definition of L0. Let T0 ∈ Sylp(L0) with T0  T and suppose [L0,CV (T0)] = 1. Then
L = Op(L)L0 Op(L)CL
(
CV (T0)
)
 CL
(
CV (T )
)
 L∩M,
which contradicts 3.6.4. Thus hypothesis (ii) of 3.5 holds.
Now properties (a)–(c) follow from 3.5 and elementary properties of the natural SL2(q)-
module.
For the proof of (d), let B ∈AP (V ) such that [A,B] = 1. If A ∩ B = 1, then by (iii),
CV (A) = CV (B) and the maximality of |A||CV (A)| shows that A = B . If A∩B = 1, then
the maximality of |A||CV (A)| = |B||CV (B)| = |V | gives
|AB| ∣∣V/CV (AB)∣∣= ∣∣V/CV (A)∩CV (B)∣∣ ∣∣V/CV (A)∣∣∣∣V/CV (B)∣∣
= |A||B| = |AB|. 
Lemma 3.7. Let P be of characteristic p and W := Ω(Z(Op(P ))). Suppose that nei-
ther Ω(Z(T )) nor B(T ) is normal in P and that P/CP (W) ∼= SL2(pn). Then B(T ) ∈
Sylp(〈B(T )P 〉) and Ω(Z(B(T )))W  P .
Proof. See [15, 2.7]. 
Lemma 3.8. Let G be of characteristic p, C∗(G,T ) = G for T ∈ Sylp(G), and V  G
with
Ω
(
Z(T )
)
 V Ω
(
Z
(
Op(G)
))
.
Suppose that G/CG(V ) ∼= SL2(pn) or S2m+1 (with p = 2) and V/CV (G) is a natural
SL2(pn) respectively S2m+1-module for G/CG(V ). Then there exists a B(T )-block E of
G such that G = B(T )ECG(V ) and [E,Ω(Z(B(T )))] V .
Proof. Let E := Op(G). Assume first that G/CG(V ) ∼= SL2(pn). Clearly CG(V ) 
C∗(G,T ) and with the Frattini argument B(T )  CG(V ). Then B(T )CG(V ) = T CG(V ),
and NG(T )CG(V ) is the unique a maximal subgroup of G that contains B(T )CG(V ); in
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group P of characteristic p in G such that
B(T ) T0 ∈ Sylp(P ), P = C∗(P,T0), and P  C∗(G,T ).
Thus PCG(V )  NG(B(T ))CG(V ) and PCG(V ) = G. So we may assume without loss
that P = G and by 3.7 that also B(T ) = T0 and [Op(P ),Ω(Z(B(T )))] V . In particular,
no non-trivial characteristic subgroup of T0 is normal in P . Now a standard pushing up
result, see, for example, [16], shows that Op(P ) is a B(T )-block and the result holds with
E := Op(P ).
Assume now that p = 2 and G¯ := G/CG(V ) ∼= S2m+1. Again by the Frattini argument
B(T )  CG(V ), so 2.8(e) yields A ∈OG(V ) with [O2(G),A] = 1. Then by 2.16 B(T ) is
generated by a maximal set of pairwise commuting transpositions t¯1, . . . , t¯m. Since 2m+ 1
is odd, for every i there exists a 3-cycle d¯i such that [d¯i , t¯j ] = 1 for i = j and
〈d¯i , t¯i〉 ∼= S3 ∼= SL2(2).
Let Li be the inverse image of B(T )〈d¯i , t¯i〉 in G and G0 := 〈L1, . . . ,Lm〉. Then G =
G0CG(V ); in particular Li  C∗(G,T ) for i = 1, . . . ,m.
Now 2.3 shows that Li satisfies the hypothesis with Li/CLi ([V,Li]) ∼= SL2(2). Hence,
there exists a B(T )-block Ei  Li and [Ω(Z(B(T ))),Ei]  V . Let E = 〈E1, . . . ,Em〉.
Then [E,O2(G)Ω(Z(B(T )))]  V and thus CE(V )  O2(G) since G is of char-
acteristic 2. It follows that E is a B(T )-block with E/O2(E) ∼= A2m+1 and G =
B(T )ECG(V ). 
4. Conjugacy classes of transvections
In this section we will work with the following hypotheses:
Hypothesis 4.1. Let P be a group acting faithfully on an elementary abelian p-group V .
Suppose that there exists a normal set1 D of non-trivial elementary abelian p-subgroups
of P such that the following hold for A ∈D:
(i) [V,A,A] = 1.
(ii) |V/CV (A)| = |A| and CV (A) = CV (a) for every a ∈ A.
(iii) |V/CV (AB)| = |A||B| for every B ∈D with B = A and [A,B] = 1.
For U  P we set
D ∩U := {A | A ∈D, AU} and DP (U) :=
⋂
g∈P
(D ∩Ug).
1 I.e., invariant under conjugation by G.
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with D =DP (M) such that
(∗) NP (D ∩ T )M and CP (CV (T ))M .
Hypothesis 4.3. Assume Hypothesis 4.2 and in addition that
(∗∗) |A||CV (A)|  |X||CV (X)| for every A ∈ D and every elementary abelian
p-subgroup X  P .
Notation 4.4. Assume Hypothesis 4.2. For A ∈D we set
M(A) := {Mg | g ∈ P, AMg}.
By Λ we denote the set of all subgroups L P such that
(1) L ∼= SL2(q) and V/CV (L) is a natural SL2(q)-module for L,
(2) D ∩L is the set of Sylow p-subgroups of L,
(3) M(A) =M(B) for A = B ∈D ∩L.
Moreover, Λ(A) := {L ∈ Λ | A L}.
Lemma 4.5. Assume Hypothesis 4.1. Let A,B ∈D. Then A = B or A∩B = 1.
Proof. Let x ∈ A∩B . Suppose that x = 1. By 4.1(ii)
CV (A) = CV (x) = CV (B).
Now 4.1(i) gives [V,A,B]  [CV (A),B] = 1 and similarly [B,V,A] = 1, so the Three
Subgroups Lemma yields [A,B,V ] = 1. Therefore [A,B] = 1, because P acts faithfully
on V . Thus 4.1(iii) gives the result. 
Lemma 4.6. Assume Hypothesis 4.1. Let A,B ∈D such that A = B and [A,B] = 1. Then
V = CV (A)CV (B) and AB acts quadratically on V .
Proof. We have
|A||B|∣∣CV (AB)∣∣ 4.5= |AB|∣∣CV (AB)∣∣ 4.1= |A|∣∣CV (A)∣∣.
Hence
|B| = ∣∣CV (A)/CV (AB)∣∣= ∣∣CV (A)CV (B)/CV (B)∣∣ ∣∣V/CV (B)∣∣ 4.1= |B|,
and thus V = CV (A)CV (B). In particular
[V,A] = [CV (B),A] CV (B)∩CV (A)
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Lemma 4.7. Assume Hypothesis 4.1. Then 〈D ∩ T 〉 is elementary abelian, and 〈D ∩ T 〉
acts quadratically on V .
Proof. If 〈D ∩ T 〉 is abelian, then by 4.6 it also acts quadratically on V . Thus, it suffices
to show that 〈D ∩ T 〉 is abelian.
Suppose on the contrary that 〈D ∩ T 〉 is not elementary abelian. Then there exist
A1,A2 ∈D ∩ T with [A1,A2] = 1; in particular A1 = A2. Choose 〈A1,A2〉 minimal with
this property.
Since a p-group cannot be generated by conjugates of a proper subgroup, we have
4.7.1. 〈AA21 〉 = 〈A1,A2〉 = 〈AA12 〉.
Then by the minimality of 〈A1,A2〉:
4.7.2. 〈AA21 〉 and 〈AA12 〉 are elementary abelian.
If A1 NT (A2) and A2 NT (A1) then by 4.5
[A1,A2]A1 ∩A2 = 1,
and 〈A1,A2〉 is elementary abelian, which is a contradiction. Thus we may assume without
loss that A2  NT (A1).
Pick a ∈ A2 \NT (A1). Then 4.7.2 and 4.6 show that
V = CV (A1)CV
(
Aa1
)= CV (A1)CV (A1)a = CV (A1)[V,a].
Since A2 acts quadratically on V , we get
V = CV (A1)CV
(
Aa1
)= CV (A1)CV (A2).
Observe that CV (A1)∩CV (A2) CV (A1)∩CV (Aa1). So 4.1 gives
4.7.3. |A2| = |V/CV (A2)| = |CV (A1)||CV (A1)∩CV (A2)| 
|CV (A1)|
|CV (A1)∩CV (Aa1)| = |V/CV (A
a
1)| = |A1|.
If also A1  NT (A2), then a symmetric argument shows |A1| |A2|, so |A1| = |A2|. If
A1 NT (A2), then A1Aa1 ∩A2 = 1 and by 4.1
CV (A1)∩CV (A2) CV (A1)∩CV
(
Aa1
)
 CV (A1)∩CV
(
A1A
a
1 ∩A2
)
= CV (A1)∩CV (A2),
so CV (A1)∩CV (A2) = CV (A1)∩CV (Aa1). This gives equality in 4.7.3 and again |A1| =|A2|. But then A1Aa = A1A2, which contradicts 4.7.1. We have shown:1
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Pick b ∈ A1 \NT (A2). By 4.1 and 4.7.4
∣∣V/CV (A1)∩CV (A2)∣∣ |A1||A2| = |A1|2 = ∣∣V/CV (A1)∩CV (Aa1)∣∣.
This gives CV (A1) ∩ CV (A2) = CV (A1) ∩ CV (Aa1) and with a symmetric argument
CV (A1)∩CV (A2) = CV (A2)∩CV (Ab2).
On the other hand, by 4.7.2 and 4.6 both subgroups A1Aa1 and A2A
b
2 act quadratically
on V , so
[V,A1] CV (A1)∩CV
(
Aa1
)= CV (A1)∩CV (A2)
and
[V,A2]CV (A2)∩CV
(
Ab2
)= CV (A1)∩CV (A2).
It follows that [V,A1,A2] = [V,A2,A1] = 1, and the Three Subgroups Lemma yields
[A1,A2,V ] = 1. But then [A1,A2] = 1 since P is faithful on V , a contradiction. 
Lemma 4.8. Assume Hypothesis 4.1. Let A,B ∈ D such that [A,B] = 1 and set L :=
〈A,B〉. Then for every C ∈D ∩L with [C,A] = 1 either C  Z(L) or C = A. In particu-
lar, for X,Y ∈D either X and Y are conjugate in 〈X,Y 〉, or [X,Y ] = 1.
Proof. Let L be a counterexample, so there exists C ∈ D ∩ L such that [C,A] = 1 but
C = A and [C,B] = 1.
Assume first that C is conjugate to B . Then |C| = |B|, and 4.1(iii) implies
∣∣V/CV (AC)∣∣= |A||B|.
On the other hand, by 4.1(ii) |V/CV (L)| |A||B|, so we get that CV (L) = CV (AC). Now
4.6 shows that [V,A] CV (L). Hence 〈AL〉 acts quadratically on V and AOp(L). But
then by 4.7 [A,B] = 1, a contradiction.
Assume now that C is not conjugate to B . Then there exists a Sylow p-subgroup of
L0 := 〈C,B〉 that contains B and a conjugate C∗ of C; in particular by 4.7 [C∗,B] = 1.
With the same argument as in the first case, this time applied to L0, we get CV (L0) =
CV (C
∗B) and then [V,B] CV (L0), so as above [C,B] = 1, a contradiction.
We have shown that L has the desired properties. Let x ∈ L such that 〈Bx,A〉 is a
p-group. Then 4.7 implies [Bx,A] = 1 and thus A = Bx since Bx  Z(L). Now the sec-
ond part of the assertion follows. 
Lemma 4.9. Assume Hypothesis 4.2. Let H  P such that D ∩ T ⊆D ∩H and D ∩H 
D ∩M . Then H satisfies Hypothesis 4.2 with respect to D ∩H and M ∩H .
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particular T0 M and T0  T g for some g ∈ M . It follows that
CV
(
T g
)
 CV (T0) and CH
(
CV (T0)
)
 CH
(
CV
(
T g
))
M ∩H. 
Lemma 4.10. Assume Hypothesis 4.2. Let D0 ⊆ D be a normal subset of P such that
D0 DP (M). Then 〈D0〉 satisfies Hypothesis 4.2 with respect to D0 and M ∩ 〈D0〉.
Proof. LetD1 :=D \D0, P0 := 〈D0〉, and T0 :=P0∩T . Observe that by 4.8 [P0, 〈D1〉] = 1;
in particular
D ∩ T = (D0 ∩ T0)∪CD∩T (P0).
It follows that
NP0(D0 ∩ T0)NP0(D ∩ T )M ∩ P0.
As also
CP0
(
CV (T0)
)
 CP0
(
CV (T )
)
M ∩ P0,
the claim now follows from the fact that D0 DP (M). 
Lemma 4.11. Assume Hypothesis 4.2. Let T0 ⊆D∩T be maximal (by inclusion) such that
N := NP (T0)  M . Then
D ∩N =D ∩N ∩M and D ∩N ∩M = T0,
and 〈A,B〉 ∈ Λ for every A ∈ (D ∩M ∩N) \ T0 and B ∈ (D ∩N) \ (D ∩M).
Proof. Set T := D ∩ T . Recall from 4.7 that the elements in T centralize each other,
and from 4.2 that NP (T )  NP (T )  M . The Frattini argument shows that the only
P -conjugate of M containing T is M itself. Let T1 ⊆ T . As T ⊆ NP (T1), an elementary
argument gives
4.11.1. Either NP (T1)  M , or M is the unique conjugate of M containing T1.
In particular D ∩N =D ∩N ∩M , and D ∩N ∩M = T0. Let
A ∈ (D ∩N ∩M) \ T0, B ∈ (D ∩N) \ (D ∩M) and L := 〈A,B〉
such that L is a minimal counterexample. We also set
D∗ := AL and H := L∩M.
As NL(A)NP (T0 ∪ {A}), the maximality of T0 and 4.11.1 imply:
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NL(A)H, NL(H) = H and [A,B] = 1.
By 4.8 A and B are conjugate in L, so q := |A| = |B|. We now divide the proof into
two cases.
4.11.3. Case I: There exists X ∈D∗ such that L0 := 〈A,X〉 <L and X  H .
The minimality of L shows that L0 ∈ Λ; in particular L0 ∼= SL2(q) and V/CV (L0)
is a natural SL2(q)-module for L0. By 4.1(ii) |V/CV (L)|  |A||B| = q2 while
|V/CV (L0)| = q2. Since CV (L0) CV (L) we get that CV (L) = CV (L0).
Let A0, . . . ,Aq be the Sylow p-subgroups of L0 with A0 := A. As V/CV (L0) is a
natural SL2(q)-module, the groups CV (Ai)/CV (L0), i = 0, . . . , q , form a partition of
V/CV (L0). Thus, there exists i ∈ {0, . . . , q} such that
CV (L) = CV (L0) < CV (B)∩CV (Ai).
Let Li := 〈Ai,B〉. Then CV (L) < CV (Li), so Li < L. The minimality of L shows that
either V/CV (Li) is a natural SL2(q)-module, or Li Hx where x ∈ L with B Hx .
The first case contradicts |V/CV (Li)| < |V/CV (L)| = q2. In the second case i is
uniquely determined since any two different Sylow p-subgroups generate L0 and A  Hx
by 4.11.2. It follows that CV (Ai) = CV (B); in particular [Ai,B] = 1. Hence 4.1(iii) yields
Ai = B and L = L0. But then L is not a counterexample.
4.11.4. Case II: X H for every X ∈D∗ with 〈A,X〉<L.
Let T0 ∈ Sylp(L) with A T0, and let x ∈ L \H . By 4.11.2 Ax H implies x ∈ H . As
we are in Case II, this shows that
L = 〈A,Ax 〉 for every x ∈ L \H.
By 4.11.2 T0  T h M , for some h ∈ H , so CV (T h) CV (T0), and thus by 4.2
CL
(
CV (T0)
)
 CL
(
CV
(
T h
))
H.
Now (A,L,H) satisfies the hypothesis of 3.5 in place of (A,P,M) and L is not a coun-
terexample. 
Lemma 4.12. Assume Hypothesis 4.2. For every A ∈ D \DP (M) there exists g ∈ P and
L ∈ Λ(A) such that AMg and L  Mg . In particular Λ(A) = ∅.
Proof. Let D0 be the set of all A ∈ D such that there exists a g ∈ P and L ∈ Λ(A) such
that AMg and L  Mg . We set
D∗ :=D0 ∪DP (M) and D∗ :=D \D∗.
We have to show that D =D∗.
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element of D∗. Hence 4.8 shows that the elements of D∗ centralize the elements of D∗.
From now on we assume that D∗ = ∅ and derive a contradiction. Let T1 := D∗ ∩ T .
Then D∗ ⊆ NP (T1), so NP (T1)  M , since D∗ is a normal set. We now choose T0 ⊆
D ∩ T maximal with respect to T1 ⊆ T0 and NP (T0)  M . Observe that D∗ ∩ NP (T0) =
D∗ ∩ T = T1.
According to 4.11 there exist A ∈ (D ∩ M ∩ NP (T0)) \ T0 and L ∈ Λ(A) such that
LNP (T0) and L  M ; in particular A ∈D∗. It follows that A ∈D∗∩NP (T0) = T1 ⊆ T0,
a contradiction. 
Lemma 4.13. Assume Hypothesis 4.2. Let L ∈ Λ and B ∈ D such that [L,B] = 1 and
B  L. Then there exists a unique A ∈D∩L such that the following hold for L∗ := 〈L,B〉,
q := |A| and V¯ := V/CV (L∗):
(a) [A,B] = 1,
(b) CV (L∗)[V,A] = CV (L∗)[V,B] = CV (AB),
(c) |[V¯ ,A]| = q ,
(d) |V¯ | = q3, and
(e) [V¯ ,L] = [V¯ ,L∗] is a natural SL2(q)-module for L invariant under L∗.
Proof. Recall that L ∼= SL2(q) and V/CV (L) is a natural SL2(q)-module for L. Let
A0, . . . ,Aq be the q + 1 Sylow p-subgroups of L. We set
q0 :=
∣∣CV (L)∣∣, Li := 〈Ai,B〉, and Vi := CV (Li), for i = 0, . . . , q.
At least one of the groups Li is non-abelian, so 4.8 implies that Ai is conjugate to B
in L∗. In particular |B| = q and B /∈ DP (M). From 4.1 we get that |V/Vi |  q2 and
|V¯ | = q2q0  q3, so
|V¯i | q0 and
∣∣CV (Ai)∣∣= ∣∣CV (B)∣∣= qq0.
Suppose that (a) holds for some A ∈ D ∩ L. Then as L is generated by any two of its
Sylow p-subgroups, A must be the unique element ofD∩L which commutes with B . Fur-
thermore, by 4.6 we get [V,A][V,B] CV (AB) and |V/CV (AB)| = q2. Since V/CV (L)
is a natural SL2(q)-module for L, this forces q0 = q = |[V¯ ,A]| = |[V¯ ,B]| and (b)–(e) hold.
It suffices to prove that (a) holds for some A ∈D∩L, so we assume that [A,B] = 1 for
all A ∈D ∩L and aim for a contradiction.
Since V/CV (L) is a natural SL2(q)-module for L and |V/CV (Ai)| = q , the subgroups
CV (Ai)/CV (L), 0 i  q , form a partition of V/CV (L). Thus
V =
q⋃
CV (Ai). (∗)
i=0
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B and so also Lj centralizes [V,b] ∩ CV (Aj ). As B and Aj are conjugate in Lj we get
[V,b] ∩CV (Aj ) [V,b] ∩ [V,Aj ]. Thus, we have:
4.13.1. For every b ∈ B, there exists j ∈ {0, . . . , q} such that [V,b] ∩ [V,Aj ] = 1.
It follows from 4.6 that 1 = [V,b] ∩ [V,D ∩ T g]  CV (D ∩ T g), where Aj  T g .
Assume that there exists Mj ∈M(Aj ) \M(B). By 4.9 H := CP (CV (D ∩ T g) ∩ [V,b])
satisfies Hypothesis 4.2 with respect to H ∩ Mj . But then by 4.12 there exists Lˆ ∈ Λ(B)
with Lˆ  H . By considering the action of Lˆ on the natural SL2(q)-module V/CV (Lˆ)
we get [V,b] ∩ CV (Lˆ) = 1, which contradicts [V,b] ∩ CV (D ∩ T g)  CV (H). We have
shown that M(Aj ) ⊆M(B), so M(B) =M(Aj ), since Aj and B are conjugate. Recall
that M(Aj ) =M(D) for every Aj = D ∈D ∩L. Hence
4.13.2. CV (Ai)∩ [V,b] = 1 for every i = j and b ∈ B.
On the other hand, by 4.1 |[V,b]| = q . As the subgroups CV (X)/CV (L), X ∈D ∩ L,
form a partition of V/CV (L), (∗) implies that [V,b]  CV (Aj ) for every b ∈ B. Using
the Three Subgroups Lemma and the faithful action of P on V this gives [Aj ,B] = 1,
which is a contradiction. 
Theorem 4.14. Assume Hypothesis 4.2 and |D∩T | = 1. Then 〈D〉 ∼= SL2(q), q = |A|, and
V/CV (〈D〉) is a natural SL2(q)-module.
Proof. By 4.12 there exists L ∈ Λ and by 4.13 L = 〈D〉. 
Lemma 4.15. Assume Hypothesis 4.3. Let A,B ∈D ∩ T and L ∈ Λ(A) with L  M and
A = B . Then [L,B] = 1.
Proof. Assume that [L,B] = 1 and recall that [A,B] = 1 by 4.7. We apply 4.13 and use
the notation given there. Then
CV
(
L∗
)[V,A] = CV (AB), |V¯ | = q3, and ∣∣V/CV (AB)∣∣= q2. (∗)
Let W := [V,L]CV (L∗). By 4.13 W¯ is a natural SL2(q)-module for L- and L∗-invariant.
For every 1 = x ∈ AB and A = D ∈D∩L we have [L,Dx] = 1, since [A,Dx] = 1. Hence
4.13 also applies to Lˆ := 〈L,Dx〉, if Dx  L. In particular we get CV (L∗) = CV (Lˆ) and
[V¯ ,Dx] = [V¯ , Y ] for some Y ∈D ∩L with A = Y . This shows that AB acts on the set
Ω0 :=
{[V¯ ,D] | D ∈D ∩L and D = A}.
As |Ω0| = q and |AB| = q2, we get that |NAB([V¯ ,D])| = q for D ∈D ∩ L with A = D.
On the other hand, [V¯ ,AB] = [V¯ ,A], so C := CAB(W¯ ) has order q . Since [V¯ ,L∗] = W¯ ,
we conclude that C Op(L∗).
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CT0(CV (AB))∩CT0(V/CV (AB)) is elementary abelian.
Hence 4.3 and 4.6 show that
AB = CT0
(
CV (AB)
)∩CT0(V/CV (AB)),
so AB is normal in T0. In particular [V,AB] = [V,A][V,B] is T0-invariant. This gives
[V,D ∩ T ,T0]
[
CV (AB),T0
]= [V,A,T0] [V,AB] [V,D ∩ T ],
so T0 normalizes [V,D ∩ T ]. In particular, 〈(D ∩ T )T0〉 acts quadratically on V and so is
p-group. Hence, T0 normalizes D ∩ T and T0  M . Then there exists x ∈ M with
CV (T
x) CV (T0), and [CV (T0),L] = 1 since L  M . This shows that W  〈CV (T0)L∗〉,
so Op(L
∗) centralizes W and acts quadratically on V . In particular Op(L∗) is elementary
abelian. Hence 4.3 implies C = Op(L∗) and thus [L,C] = 1. Now CV (L) is AB-invariant
and so CV (L) CV (AB). But then |V/CV (AB)| = q which contradicts 4.1. 
Lemma 4.16. Assume Hypothesis 4.3. Let A,B ∈ D with [A,B] = 1 and A /∈ DP (M).
Then D ∩AB = {A,B}.
Proof. We apply 4.12. Then, possibly after replacing A by a conjugate, we may assume
that A T and that there exists L ∈ Λ(A) with L  M . Hence, by 4.15 |D ∩AC| = 2 for
every C ∈ D ∩ T with C = A. On the other hand, A,B ∈ D ∩ T g for some g ∈ P , and
by 4.7 D∩ T g and D∩ T are both in CP (A). Hence conjugation in CP (A) gives the claim
for |D ∩AB|. 
Lemma 4.17. Assume Hypothesis 4.3. Let B ∈ D and L ∈ Λ with |X| 3 for every X ∈
D ∩L. Then either B  L or [L,B] = 1.
Proof. We may assume that [L,B] = 1 and B  L. As before we set
L∗ := 〈L,B〉 and V¯ := V/CV
(
L∗
)
.
By 4.13 there exists a unique A ∈D ∩L such that
[A,B] = 1 and CV (AB) = CV
(
L∗
)[V,A]. (∗)
We now use the fact that q := |A|  3. Let K be a complement for A in NL(A). Then
|K| = q − 1  2 and by (∗) CV (AB) is K-invariant. Hence A〈BK〉 acts quadratically
on V , and thus is abelian. On the other hand, by 4.1
∣∣CV (A)∣∣|A| = |V | = ∣∣CV (AB)∣∣|AB| ∣∣CV (AB)∣∣∣∣A〈BK 〉∣∣,
so 4.3 implies that AB = A〈BK 〉. In particular AB is K-invariant and by 4.16 K normal-
izes B and CV (B).
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V¯ = [V¯ ,K] ×CV (K) and CV¯ (K) = CV (K) = CV (L).
It follows that CV (K) ∩ CV (B) = 1 and CV (B)  [V¯ ,K]. As CV (B) ∩ CV (L) 
CV (L∗) = 1, the action of K on V/CV (L) yields either
CV (B) = [V¯ ,A] or CV (B) = [V¯ ,K].
In the first case CV (B) = CV (AB), which contradicts 4.1.
Thus we have CV (B) = [V¯ ,K]. By 4.13 [V¯ ,K] is L-invariant. It follows that 〈BL〉
acts quadratically on V , so 〈BL〉 is abelian. Now 4.1(iii) shows that B is normal in L∗, so
[L,B] = 1, which contradicts our assumption. 
Theorem 4.18. Assume Hypothesis 4.3. Then there exist subgroups E1, . . . ,Er of P such
that the following hold for Wi := [V,Ei] and i, j ∈ {1, . . . , r}:
(a) D =DP (M)∪ (D ∩E1)∪ · · · ∪ (D ∩Er) and 〈D〉 = 〈DP (M)〉 ×E1 × · · · ×Er .
(b) [Wi,Ej ] = [Wi, 〈DP (M)〉] = 1 for i = j and V = WiCV (Ei).
(c) Ei ∼= SL2(qi) where qi = |A| for A ∈ D ∩ Ei , or Ei ∼= Sm, m odd, Ei ∩ M ∼= Sm−1,
and |A| = 2 for A ∈D ∩Ei .
(d) Ei ∼= SL2(qi) and Wi/CWi (Ei) is a natural SL2(qi)-module for Ei , or Ei ∼= Sm and
Wi is a natural Sm-module for Ei . Moreover, in the second case D ∩ Ei acts as the
conjugacy class of transpositions on Wi .
Proof. We will prove 4.18 by induction on |D|+ |P |. Let P be a minimal counterexample.
Then by 4.9:
4.18.1. P = 〈D〉.
According to 4.8 and 4.10 there exists a partition of D satisfying
4.18.2. D =D0 ∪D1 ∪ · · · ∪Dr such that for Ei := 〈Di〉:
(1) D0 =DP (M) and Di ∩Dj = ∅ for i = j .
(2) [Ei,Ej ] = 1 for i = j , and Di is a conjugacy class of Ei for i  1.
(3) For i  1, Di and Ei satisfy Hypothesis 4.3 with respect to M ∩Ei .
Assume that D =Di for i  1. Then induction and 4.18.2(3) show that (a)–(d) hold for
Ei and Di ; in particular Wi/CWi (E) is an irreducible Ei -module. Hence [Wi,Ej ] = 1 for
i = j , and (b)–(d) hold for P . Since WiCV (Ei) = V , we also get that E1 · · ·Er is the direct
product of the subgroups Ej and also (a) holds. But then P is not a counterexample. We
have shown:
4.18.3. D =D1 and P = E1.
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and again (a)–(d) follow. Thus we have:
4.18.4. |A| = 2 = |V/CV (A)| for A ∈D.
Then 4.7 and an elementary argument using dihedral groups yields
4.18.5. Let A ∈ D and D ∈ D \ CD(A). Then L := 〈A,D〉 ∼= SL2(2), and V/CV (L) is a
natural SL2(2)-module for L.
Let A ∈ D ∩ T . According to 4.7 and 4.9 either CD(A) ⊆ D ∩ M or CP (A) satisfies
Hypothesis 4.3 with respect to CD(A) and CM(A). In the first case by 4.18.5 there exists
L ∈ Λ(A) with L  M . Hence by 4.15 [B,L] = 1 for every B ∈ CD(A) \ {A}, so
CD(L) = CD(D) \ {D} for every D ∈D ∩L.
Now 4.13 implies that P = L and P is not a counterexample. We have shown that
4.18.6. CD(A) D ∩M ; in particular CD(A) = {A} and CP (A) satisfies Hypothesis 4.3
with respect to CD(A) and CM(A).
Let DA := CD(A)\ {A}. Assume first thatDA is not a conjugacy class of 〈DA〉. Choose
D∗ ⊆DA such thatD∗ is a conjugacy class of 〈D∗〉 and |D∗| is maximal with that property.
By our assumption there exists B ∈ DA ∩ T with B /∈ D∗, and by 4.8 [〈D∗〉,B] = 1 for
every such B . Hence the maximality of D∗ shows that 〈D∗〉 is normal in 〈DA〉 and 〈DB〉.
Let D ∈ D with D  M . Then M(D) = M(B) and by 4.18.5 either D ∈ DB or
〈D,B〉 ∈ Λ. In the former case D normalizes D∗ and in the latter case 4.15 implies that
D ∈DA, so again D normalizes D∗. It follows that
D = (D ∩M)∪ (D ∩NP (D∗)).
But then 2.1 shows that P = M or P = NP (D∗). The first case contradicts 4.2 and the
second case contradicts D = D∗ and the fact that D is a conjugacy class by 4.18.2 and
4.18.3. We have shown that DA is a conjugacy class, so 4.18.4, 4.18.6 and induction give
4.18.7. 〈DA〉 ∼= Sn, with n odd, M ∩ 〈DA〉 ∼= Sn−1, W := [V, 〈DA〉] is a natural Sn-module
for 〈DA〉, and DA acts as the conjugacy class of transpositions on W .
Using the usual generators and relations for Sn we get from 4.18.7
4.18.8. There exist T1, . . . , Tn−1 ∈DA such that Ti ∈D ∩M for 1 i  n− 2, and
[Ti, Tj ] = 1 ⇔ |i − j | = 1 and 〈Ti, Tj 〉 ∼= SL2(2) ⇔ |i − j | = 1.
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exists D ∈D such that D /∈ M and 〈A,D〉 ∈ Λ(A). Now 4.15 gives
D ∩M ∩ 〈DA〉 ⊆ CD(D);
in particular [D,Ti] = 1 for 1 i  n− 2.
Set Tn+1 := A and Tn := D. Then T1, . . . , Tn+1 generate a subgroup isomorphic to Sn+2
provided we can show that [D,Tn−1] = 1. Assume that [D,Tn−1] = 1. Then DA = DD ,
and as above 4.13, applied to 〈A,D〉, gives P = 〈A,D〉, and P is not a counterexample.
We have shown that T1, . . . , Tn+1 generate a subgroup U isomorphic to Sn+2 in P . In
particular CD(X) ⊆D ∩U for every X ∈D ∩ 〈A,D〉. Now 4.13 implies that P = U , and
P is not a counterexample. 
5. The proof of the Local C∗∗(G,T )-Theorem for minimal parabolic groups
In this section we work with the following two hypotheses.
Hypothesis 5.1. Let p be a prime, P a minimal parabolic group acting faithfully on an
elementary abelian p-group V , and let T ∈ Sylp(P ) and M  P be the unique maximal
subgroup of P containing T . Suppose also that:
(i) Op(P ) = 1,
(ii) OP (V ) = ∅,2 and
(iii) CP (CV (T ))M (so [CV (T ),P ] = 1).
Hypothesis 5.2. Let P be a minimal parabolic group of characteristic p with T ∈ Sylp(P )
and C∗∗(P,T ) = P , and let M be the unique maximal subgroup of P containing T .
Lemma 5.3. Assume Hypothesis 5.1. Then Hypothesis 4.3 holds for AP (V ); in particular
|A||CV (A)| = |V | for every A ∈AP (V ). Moreover, NP (A) acts irreducibly on V/CV (A)
for every A ∈AP (V ).
Proof. From 3.6 we get that P satisfies Hypothesis 4.1 with respect to AP (V ) and that
NP (A) acts irreducibly on V/CV (A) for every A ∈AP (V ). In addition, since P is minimal
parabolic and Op(P ) = 1, we also get Hypothesis 4.2. Now Hypothesis 4.3 follows from
the definition of AP (V ). 
Lemma 5.4. Assume Hypothesis 5.2 and let
V := Ω(Z(Op(P ))) and P¯ := P/CP (V ).
2 Here OP (V ) is the set introduced in 2.7.
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∣∣A/CA(V )∣∣∣∣CV (A)∣∣= |V | for every A ∈A(T ) with A  CP (V ).
Proof. Since CP (Op(P ))Op(P ) T , we have Ω(Z(T )) = CV (T ). Hence
CP (V )CP
(
CV (T )
)
 C∗∗(P,T )M.
By Lemma 3.4 it follows that Op(P¯ ) = 1. It remains to show that OP¯ (V ) = ∅.
We first show that J (T )  CP (V ). Suppose on the contrary that J (T ) CP (V ). Then
J (T ) CT (V ) ∈ Sylp(CP (V )) and, as J (T ) = J (CT (V )) charCT (V ), the Frattini Argu-
ment gives
P = CP (V )NP
(
CT (V )
)
 CP
(
Ω
(
Z(T )
))
NP
(
J (T )
)
C∗∗(P,T ),
which is a contradiction.
Therefore J (T )  CP (V ) and there exists A ∈ A(T ) with A  CP (V ). Let A0  A.
Then
|A| ∣∣A0CV (A0)∣∣= |A0||CV (A0)||A0 ∩ V | 
|A0||CV (A0)|
|CV (A)| .
Thus A ∈ OP (V ) and it follows immediately that A¯ ∈ OP¯ (V ). Now 5.3 gives the addi-
tional statement. 
Theorem 5.5. Assume Hypothesis 5.1 holds. Let D :=AP (V ). Then there exist subgroups
E1, . . . ,Er of P so that, for each 1 i  r :
(a) P = (E1 × · · · ×Er)T ,
(b) T acts transitively on {E1, . . . ,Er},
(c) D = (D ∩E1)∪ · · · ∪ (D ∩Er),
(d) V = CV (E1 × · · · ×Er)∏ri=1[V,Ei], with [V,Ei,Ej ] = 1,
(e) Ei ∼= SL2(pn) or p = 2 and Ei ∼= S2n+1, for some n ∈ N, and
(f) [V,Ei]/C[V,Ei ](Ei) is a natural module for Ei .
Proof. By 5.3, D satisfies Hypothesis 4.3, so we are allowed to apply 4.18 with the nota-
tion given there. Since P is minimal parabolic we get from 3.3 that Op(P )E1 ×· · ·×Er
and as Op(P ) = 1, DP (M) = ∅. Therefore (a)–(d) and (f) hold.
For the proof of (e) it suffices to show that m = 2n + 1 if Ei ∼= Sm. Observe that
NT (Ei)Ei = CT (Ei)Ei , so NT (Ei)Ei is a minimal parabolic group. Now (e) follows from
2.12(e). 
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P/CP (V ). By 5.4 P¯ satisfies the hypothesis of 5.5. Thus the only thing that remains to be
proven is
J (P ) = E¯1 × · · · × E¯r =: E¯.
Let A ∈A(T ). Suppose that A¯  E¯ and that |A¯| is minimal with this property.
By 5.3 and 5.4 there exists B¯  A¯ with B¯ ∈AP¯ (V ) and
|V | = |A¯|∣∣CV (A¯)∣∣= |B¯|∣∣CV (B¯)∣∣.
Moreover, NP¯ (B¯) acts irreducibly on V/CV (B¯). The latter fact shows that there exists
a unique k ∈ {1, . . . , r} such that B¯  E¯k .
Assume that E¯k ∼= SL2(q). Then B¯ ∈ Sylp(E¯k) and the structure of Aut(SL2(q)) gives
A¯ = B¯ × A¯0, A0 := CA(E¯k).
This shows that also A0CV (A0) ∈A(T ), and the minimal choice of A¯ gives A¯0  E¯. But
then also A¯ E¯, which contradicts the choice of A.
Assume next that E¯k ∼= S2n+1. Then |B¯| = 2 and by 2.16(b)
A¯ = B¯ × A¯0 with A0 A, and CV (A¯0)  CV (B¯).
Similarly, as in the previous case, this shows that A0CV (A0) ∈A(T ) and then that A¯0  E¯.
Lemma 5.6. Let p be a prime and P be a minimal parabolic group acting faithfully
on an elementary abelian p-group V . Suppose that Op(P ) = 1 and OP (V ) = ∅. Then
[CV (T ),P ] = 1 for every T ∈ Sylp(P ).
Proof. Let V0 := CV (Op(P )) and V˜ := V/V0. By 3.3 P also acts faithfully on V˜ . We
also have [C
V˜
(T ),P ] = 1, for otherwise Op(P ) would centralize the inverse image of
C
V˜
(T ), contradicting the definition of V0. Moreover, 2.8 shows that OP (V˜ ) = ∅. Hence
(P, V˜ ) satisfies the hypothesis of 5.5, so we get (a)–(f) with V˜ in place of V .
Let A ∈ OT (V ). Then there exists i ∈ {1, . . . , r} such that [Ei,A] = 1. Hence 2.16
shows that A EiCP ([V,Ei])/CP ([V,Ei]) and [V,Ei,A]  CV (T ∩ Ei); in particular
CV (T ∩Ei)  CV (Op(P )).
If Ei ∼= SL2(pn), with pn > 2, then let K be a complement for T ∩ (E1 · · ·Er) in
NE1···Er (T ∩ (E1 · · ·Er)). Then T = (T ∩ (E1 · · ·Er))NT (K) and
CV
(
Op(P )
) r∏
i=1
C[V,Ei ](T ∩Ei) = CV
(
Op(P )
)× [CV (T ∩ (E1 · · ·Er)),K].
Since NT (K) normalizes [CV (T ∩ (E1 · · ·Er)),K], it follows that CV (T )  CV (Op(P )).
If Ei ∼= S2m+1, then 2.13 shows that V = CV (O2(P )) × [V,O2(P )] and again
CV (T )  CV (Op(P )). 
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In this section we assume
Hypothesis 6.1. Let G be of characteristic p and T ∈ Sylp(G).
Notation 6.2. Let B(T ) be the set of B(T )-blocks of G. We set
B(G) :=
⋃
g∈G
B(T g).
Moreover, B∗(G) is the set of maximal elements of B(G) with respect to inclusion and
B∗(T ) := B∗(G)∩B(T ).
For E ∈ B(G) we set WE := [Ω(Z(Op(E))),E].
Lemma 6.3. Let E ∈ B(T ). Suppose that Q is a p-subgroup of G normalized by B(T )E.
Then QNG(E).
Proof. As B(B(T )Q) = B(T ), Q normalizes B(T ). Moreover, from E = [E,B(T )]
we get that EB(T ) = 〈B(T )E〉. Hence Q normalizes EB(T ) and thus also E =
Op(EB(T )). 
Lemma 6.4. Let E ∈ B(T ). Then the following hold:
(a) E = Op(EOp(G)) and WE Ω(Z(Op(G))).
(b) Assume that E is not exceptional. Then
Op(E)Ω
(
Z
(
Op(G)
))
and
[
Op(G),E
]= WE.
(c) Assume that E is exceptional. Then Z(E)WE = Ω(Z(O3(E)))Ω(Z(O3(G))) and
either
O3(E)O3(G) or
[
O3(G),E
]= WE.
(d) [WE,J (T )] = 1.
Proof. (a): From 6.3 with Q := Op(G) we get Op(G)  NG(E). The first part now fol-
lows from the fact that E = Op(E). Since WEZ(E)/Z(E) is an irreducible E-module,
[WE,Op(G)] Z(E). Hence the Three Subgroups Lemma gives[
WE,Op(G)
]= [WE,E,Op(G)]= 1,
so WE Ω(Z(Op(G))), since G is of characteristic p.
(b): Note that WE = Op(E) and WE = [WE,E], so the result follows from (a).
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O3(E),O3(E),O3(G)
]= 1.
It follows that Z(E)Ω(Z(O3(G))) and by (a)
Z(E)WE = Ω
(
Z
(
O3(E)
))
Ω
(
Z
(
O3(G)
))
.
The other statement in (c) is a direct consequence of the structure of O3(E) and the fact
that E = O3(E).
(d): From the definition of a B(T )-block we get E = [E,B(T )] and [WE,E] = 1.
Hence WE  Z(B(T )) and (d) follows. 
Lemma 6.5. Let E ∈ B(T ) be an exceptional B(T )-block. Then
O3
(
NG(E)∩CG(WE)
)
CG(E).
Proof. We fix the following notation:
R := O3(NG(E)∩CG(WE)), M := NG(E)∩CG(Z(E)),
M2 := CM
(
O3(E)/Z(E)WE
)
, NG(E) := NG(E)/CG(E).
We first show:
M¯/O3(M¯) ∼= SL2
(
3n
)
. (∗)
We put E∗ := E if E is non-solvable. If E/O3(E) ∼= Q8, then there exists a ∈ B(T ) such
that E〈a〉/O3(E) ∼= SL2(3) and we put E∗ := E〈a〉. Then 2.6 applies to E∗ and we get
M¯ = E¯∗M¯2.
Note that E¯ ∩ M¯2 O3(E¯)O3(M¯). Moreover, CM¯2(WE) centralizes an E-chief se-
ries of E, so CM¯2(WE)  O3(M¯). Hence Schur’s Lemma implies that M¯2/O3(M¯) is a
cyclic group whose order divides 3n − 1. In particular, M2 normalizes CWE(B(T )) and so
[B(T ), M¯2]O3(M¯). This shows that B(T )CG(E) is normalized by M2.
If M¯2 = O3(M¯), then M¯ = E¯∗O3(M¯) and (∗) follows. So assume that M¯2 = O3(M¯).
Then there exists a non-trivial 3′-subgroup Q¯  M¯2 and this subgroup normalizes B(T ).
Hence
B(T ) = A¯(B(T )∩O3(M¯)) with A¯ := CB(T )(Q¯).
But then A leaves invariant the decomposition
O3(E¯) = CO3(E¯)(Q¯)× W¯E,
and acts quadratically in each factor. This contradicts the definition of an exceptional B(T )-
component and finishes the proof of (∗).
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the result follows. Consider R0 := CR(O3(E)/WEZ(E)). Then [O3(E),R0] Z(E)WE
and the Three Subgroups Lemma yields
[
O3(E),O3(E),R0
]= [Z(E),R0]= 1,
so R¯0 O3(M¯). Again Schur’s Lemma shows that R¯/R¯∩O3(M¯) is a cyclic 3′-group. Let
Q¯ be a non-trivial 3′-subgroup of R¯.
As B(T ) normalizes R, we get
[
R¯,B(T )
]
 R¯ ∩ M¯ = O3(M¯).
It follows that R¯ normalizes B(T ). In particular
B(T ) = A¯(B(T )∩O3(M¯)) with A¯ := CB(T )(Q¯).
As in the proof of (∗), this contradicts the definition of an exceptional B(T )-block. 
Theorem 6.6. Let E ∈ B(T ). Then E ECG(WE).
Proof. We fix the following notation:
W := WE, C := CG(W), C0 := CG
(
O3(E)/Z(E)W
)
,
R := [C,E], G¯ := G/O3(G).
Let G be a minimal counterexample. Then G = CEB(T ) and W G. We will prove the
result in a sequence of steps.
6.6.1. E is exceptional and O3(E)O3(G); in particular E/O3(E) ∼= SL2(q)′, q = 3n.
Assume that E is not exceptional or p = 3 and O3(E)  O3(G). Then by 6.4
[Op(G),E]W . Hence [E,CG(W)] centralizes W and Op(G)/W , so[
E,CG(W)
]
Op(G).
Now 6.4(a) implies that E is normal in ECG(W) and G is not a counterexample.
We now fix in addition an involution t ∈ E with [t,E]O3(E) and O3(G)  Y  C
such that Y¯ = CC¯(t¯). Note that Y = CY (t)O3(G).
6.6.2. Let N  C be an EB(T )-invariant subgroup. Then either C = N(C ∩EB(T )) and
O3(C)N , or N NG(E).
If NEB(T ) < G, then by induction N  NG(E), and if NEB(T ) = G, then C =
N(C ∩EB(T )). Since C ∩EB(T )O3(EB(T )), the latter case gives O3(C)N .
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Let F be the inverse image of F ∗(C¯) in G. Assume first that F  NG(E). Then by
6.5 O3(F )  CG(E), so [F¯ , E¯] = 1. It follows that R¯  CC¯(F¯ )  F¯ . Hence R  F and
O3(R) CG(E). Now 2.5 (with N := R) implies that E is normal in G, a contradiction.
We have shown that F  NG(E), and thus by 6.6.2 O3(C¯) = F ∗(C¯).
6.6.4. Either C = Y , or O3(C¯) is an r-group, r a prime different from 2 and 3.
Note that Y is EB(T )-invariant. Hence by 6.6.2 either C = Y(C ∩ EB(T )) or Y 
NG(E). As [t,EB(T )]O3(E)O3(G), the first case gives C = Y .
Assume that Y NG(E). Then
[Y¯ , E¯] Y¯ ∩ E¯  C¯ ∩ E¯ = 1,
since W is a faithful E¯-module. It follows that Y¯ = CC¯(S¯), where S¯ is a Sylow 2-subgroup
of E¯. As S¯ is a quaternion group we conclude from 2.4 that U¯ := [C¯, t¯] is solvable of odd
order. In particular C¯ = Y¯ U¯ , so the inverse image U is not in NG(E). As U is EB(T )-
invariant, 6.6.2 yields C = U(C ∩ EB(T )), and thus O3(C)  U . Now 6.6.3 shows that
U¯ = F(C¯). Let r be a prime dividing |U¯ |, so r /∈ {2,3}. Then, again using 6.6.2, U¯ =
Or(C¯).
6.6.5. C = Y , so O3(C¯) is an r-group, r a prime different from 2 and 3.
Assume that C = Y . Then C = CC(t)O3(G) and both O3(G) and CC(t) normalize
[O3(G), t] = O3(E). From G = CEB(T ) we conclude that O3(E)G. By 2.6, EC0 is
normal in G, so R EC0.
Note that R centralizes O3(G)/O3(E), Z(E) and W , so R ∩ C0 O3(G). It follows
that either [E,R]O3(G) or t ∈ RC0.
In the first case by 6.4(a) R NG(E), and thus by 6.5 O3(R) CG(E). Now 2.5 shows
that G is not a counterexample.
In the second case there exists an involution a ∈ R such that t ∈ aC0 and [a,E] R ∩
C0 O3(G). Now again 6.4(a) and 6.5 give a ∈ CG(E), and a centralizes O3(G)/O3(E)
and O3(E), which contradicts the fact that G is of characteristic 3.
We derive a final contradiction. Let Q := [O3(E),G], D := Φ(Q), and Q˜ := Q/WD.
Note that O3(G) centralizes Q˜, so G¯ acts on Q˜. The action of t on Q shows that
Q˜ = [Q˜,E] ×C
Q˜
(E) and [Q˜,E] = O˜3(E).
If [Q˜,E] = 1, then O3(E)WD, and thus Q = O3(E) = W , which is impossible. Hence
[Q˜,E] is a natural SL2(3n)′-module for E.
Let A := T ∩E and C1 be the inverse image of O3(C) in G. Then A¯ acts quadratically
on Q˜ and C
Q˜
(A) = C
Q˜
(a¯) for every a¯ ∈ A¯. Recall from 6.6.5 that C¯1 is a 3′-group.
Assume first that q > 3. Then C¯1 = 〈CC¯1(a¯) | a¯ ∈ A¯〉 and each CC¯1(a¯) normal-
izes C ˜ (A) = C ˜ (a¯). Hence [C¯1,A] = [C¯1,A,A] centralizes C ˜ (A) and Q˜/C ˜ (A).Q Q Q Q
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O3(G), and thus [C1,A]  O3(G). But then also [C1,E]  O3(G), which using 6.4(a)
implies that C1 normalizes E. This contradicts 6.6.3.
Assume now that q = 3, so E/O3(E) ∼= Q8. For x ∈ C1 set L := 〈E,Ex〉. Then either
[E,x]  O3(G), and thus x ∈ NG(E), or C1 ∩ L  O3(G). According to 6.6.3 we may
assume that C1 ∩L  O3(G).
Observe that L acts on Q˜0 := [Q˜, t][Q˜, tx] and |Q˜0| 34. Let L0 be the kernel of this
action. If L∩C1  L0, then by the order of GL4(3) and 6.6.5, L∩C1/L0 ∩C1 is a cyclic
group of order 5 or 13 which is normalized by E/Op(E) ∼= Q8, but it is easily checked
that this is impossible in GL4(3). Therefore L ∩ C1  L0. Hence O3(L ∩ C1) centralizes
the L-series D  DW  Q0  O3(G), and thus L ∩ C1  O3(L). But this contradicts
L∩C1  O3(G) and 6.6.5. 
Lemma 6.7. Let E ∈ B(T ) and F ∈ B(G) such that [E,F ]  E. Then either F = E, or
[F,E] = 1, or p = 2 and the following hold:
(a) F E and O2(F )O2(E).
(b) FO3(E)/O2(E) ∼= A2r+1 and E/O2(E) ∼= A2m+1, for some r m.
(c) There exists g ∈ E such that E,F ∈ B(T g).
Proof. If [WE,F ] = 1, then 6.5 implies [E,F ] = 1 and if [WF ,E] = 1, then by 6.6 E 
NG(F) and again 6.5 implies [E,F ] = 1. Thus we may assume that [WE,F ] = 1 and
[WF ,E] = 1. As WE is normalized by F , we get that WF WE .
We fix the following notation:
R := CG(WE)E, FR := FR/CG(WE), R˜ := R/Op(R).
Then F¯ induces automorphisms in E¯ ∼= SL2(pn)′ or A2m+1.
6.7.1. The case F R.
Let F0 := EF ∩CG(WE). Then
E˜F˜ = E˜ × F˜0.
By 6.6 CG(WE) CG(WF )NG(F), so [F,F0]Op(F) and F ′ EOp(F). It follows
that F˜  E˜, or one of the following two cases holds:
(i) p = 2 and F/O2(F ) ∼= C3, or
(ii) p = 3, F/O3(F ) ∼= Q8 and FE/O3(FE) ∼= SL2(3m)′ ×C2 ×C2.
In case (i) neither E nor F are exceptional. Hence 6.4(b), applied to E and F , gives
[O2(G),EF ] = WE . Then [O2(G),O2(F0),O2(F0)] = 1. As G is of characteristic 2, this
shows that F0 is a 2-group and F˜  E˜.
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lows that O3(E) = [O3(E), t] = O3(F ) and [O3(G),EF ]O3(E). If E is exceptional,
then 6.5 implies [E,O3(F0)] = 1, so [O3(G),O3(F0),O3(F0)] = 1. If E is not excep-
tional, then O3(E) = WE and again [O3(G),O3(F0),O3(F0)] = 1. Thus, we have the
same property as in case (i). As there we get that F˜  E˜.
Thus, in all cases we have established that F˜  E˜. Now 6.4(a) implies E =
Op(EOp(R)), and thus F = Op(F)E.
Suppose that E is a linear block. Then the p′-elements of E¯ act fixed-point-freely on
WE/CWE(E). It follows that WE = WFCWE(E), and thus E = F .
Suppose E is a symmetric block. We first treat the case where F is a linear block, so F¯ ∼=
SL2(2k)′. Suppose k > 1. Then by 2.14(c) k = 2 and there exists g ∈ E such that J (T )g
normalizes WF and CWF (F ). Put WˇF = WF/CWF (E). By 2.16(b) there exist elements in
J (T )g acting as transvections on WˇF . On the other hand, F ∈ B(T h) for some h ∈ G. So
J (T h) normalizes F and WˇF . It follows that J (T h) acts GF(4)-semilinearly on WˇF and so
no element of J (T h) acts as a transvection on WˇF . But J (T h) and J (T g) are conjugate in
NG(WˇF ), a contradiction. This contradiction gives k = 1, so F is also a symmetric block.
We have shown that F is always a symmetric block; in particular (a) and (b) hold.
By 2.16(b), (e) B(T ) is generated by a maximal set of commuting transpositions on WE .
Hence 2.14(b) implies (c).
6.7.2. The case F  R.
Since both CAut(WE)(E¯) and Out(E¯) are solvable, FE/E¯ is solvable. Thus F¯  E¯ im-
plies F = F ′, so p = 2,3 and F/Op(F ) ∼= SL2(p)′. Moreover, if E is a symmetric block,
then |FE/E¯| 2, while |F/O2(F )| = 3, a contradiction. Hence E¯ ∼= SL2(pk) with k > 1,
Op(F¯ ) E¯ and by 3.7 B(T ) ∈ Sylp(E¯). In particular WFCWE(E) <WE .
Assume that [WF ,B(T )h] = 1 for some h ∈ E. As F ∈ B(G), there exists g ∈ G such
that F ∈ B(T g); so [WF ,B(T g)] = 1 while [WF ,B(T )h] = 1. But this is impossible since
B(T )h and B(T g) are conjugate in NG(WF ). We have shown that [WF ,B(T )h] = 1 for
every h ∈ E.
If Op(F¯ ) = 1, then F¯ normalizes a Sylow p-subgroup of E¯ and thus a conjugate B(T )x¯ ,
x ∈ E. If Op(F)  CG(WE), then F/CF (WE) is a p′-group and CWE(F )  CWE(E).
Hence also in this case F¯ normalizes a Sylow p-subgroup of E¯ and thus a conjugate
B(T )x¯ , x ∈ E.
As we have seen above WF  CWE(B(T )h) for every h ∈ E. Since WF is an irreducible
F -module, we get from the module structure of WE
[
CWE
(
B(T )x
)
,F
]= 1 and WE = WF ×CWE (B(T )x). (∗)
In particular E¯ ∼= SL2(p2) and Op(F¯ ) = 1. As |Sylp(E¯)| = 5 respectively 10 and |F¯ | = 3
respectively 8, there exists a second conjugate B(T )y¯ , y ∈ E, normalized by F¯ . But
then also [CWE(B(T )y),F ] = 1, which contradicts (∗) since WE = CWE(B(T )y)×
CWE(B(T )
x). 
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F ∈ B(T ) such that F E, F  C∗(G,T ) and F/O2(F ) ∼= A3 ∼= SL2(2)′.
Proof. Note that A ∈A(T ) satisfies (∗) of 2.16. Hence by 6.4(d) and 2.16(b) there exist
A  B(T ) and E∗ = EA such that E˜∗ := E∗/O2(E∗) ∼= S2n+1 and A˜ is generated by a
maximal set of commuting transpositions. We can choose d˜ ∈ E˜ of order 3 to be inverted
by one of these transpositions and commute with the others such that d /∈ C∗(G,T ). Then
F := 〈d〉[WE,d] has the required properties. 
Lemma 6.9. Let B(T )max be the set of maximal elements of B(T ). Then
B(T )max = B∗(T ).
Proof. Let F ∈ B(T )max and F  E ∈ B∗(G). By 6.7(c) there exists g ∈ G such that
F,E  B(T g). Then there exists h ∈ NG(F) such that B(T gh) = B(T ). Hence F Eh ∈
B(T ), so F = Eh, since F ∈ B(T )max. It follows that E = F and F ∈ B∗(G). 
Lemma 6.10. Let E ∈ B∗(T ). Then E is the unique element of B∗(G) in ECG(WE) that
is not contained in CG(WE).
Proof. Let F ∈ B∗(G) and F  ECG(WE). Then by 6.6 [E,F ]  E, and thus by 6.7
either [E,F ] = 1 or F E. In the latter case the maximality of F implies F = E. 
Lemma 6.11. Let E,F ∈ B(G). Suppose that E and F are subnormal in G. Then E = F
or [E,F ] = 1.
Proof. Let G¯ := G/Op(G). The subnormality of E implies that either E¯ is a component
of G¯ or E¯  F(G¯).
If [E¯, F¯ ] E¯ ∩ F¯ , then by 6.4(a) [E,F ]E ∩F , and 6.7 gives E = F or [E,F ] = 1.
Thus we may assume
[E¯, F¯ ]  E¯ ∩ F¯ . (∗)
In particular, (∗) shows that E and F are both solvable, so E¯ ∼= F¯ ∼= C3 or Q8.
Let L := 〈E,F 〉 and W := [Ω(Z(Op(G))),L]. Then CL(W) O2(L), since CL(W)
centralizes O2(G)/W and W . As L is also subnormal in G, we get CL(W) = 1.
Assume first that E¯ ∼= C3. Then by 6.4 |W |  24 and [E,F ]  CL(W) since GL4(2)
has abelian Sylow 3-subgroups. Thus CL(W) = 1 gives [E¯, F¯ ] = 1, which contradicts (∗).
Assume that E¯ ∼= Q8. If Z(E¯) is normal in L¯, then also [W,Z(E¯)] = WE is L-invariant.
As GL2(3) \ SL2(3) does not contain elements of order 4, F normalizes ECG(WE), and
thus by 6.10 also E. But this contradicts (∗).
Suppose that Z(E¯) is not normal in L¯. There exists y ∈ L such that Ey = E but
[E,Ey] E ∩ Ey . Hence as already seen, [E,Ey] = 1 and E¯ × E¯y ∼= Q8 × Q8. On the
other hand, similarly to the above, L¯ is a subgroup of SL4(3). Since a Sylow 2-subgroup
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thus Z(F¯ ) = Z(E¯) or Z(E¯y). In both cases Z(E¯) is normal in L¯, a contradiction. 
Theorem 6.12. Let E ∈ B(G). Suppose that E is subnormal in G. Then the following hold:
(a) E  B(G).
(b) E ∈ B(T x) for every x ∈ G.
(c) For every F ∈ B(G) either F E or [F,E] = 1.
Proof. Observe that E ∈ B∗(G), since E is subnormal in G. Let
V := 〈Ω(Z(T ))G〉, G¯ := G/CG(V ).
(a): We may assume that E is a B(T )-block. By 2.16 J (T x)  NG(E¯) for all x ∈ G,
so by 6.10 J (T x) also normalizes E. It follows that WE ∩ Z(B(T x))  Z(E), so
[WE,Ey] = 1 for all y ∈ B(T x). Now 6.11 implies that B(T x)NG(E). Hence
E 
〈
B
(
T x
) | x ∈ G〉= B(G).
(b): For every x ∈ G, B(T ) and B(T x) are conjugate in B(G). Thus, (a) implies (b).
(c): Let F ∈ B(G). By (a) F normalizes E. Now 6.7 shows that F  E or [E,F ] = 1.
7. The proof of the Local C∗(G,T )-Theorem
In this section we investigate a minimal counterexample to the Local C∗(G,T )-
Theorem. We assume in this section:
Hypothesis 7.1. Let G be a group of characteristic p with T ∈ Sylp(G) such that G is a
minimal counterexample to the Local C∗(G,T )-Theorem.
Notation 7.2. We use the notation introduced in 6.2. In addition we define
B∗(T ) :=
{
E ∈ B∗(T ) | E  C∗(G,T )}, B∗(G) := ⋃
g∈G
B∗
(
T g
)
,
V := 〈Ω(Z(T ))G〉, Z := Ω(Z(B(T ))), G¯ := G/CG(V ).
Observe that Op(G¯) = 1 (see, for example, [13, 2.0.1]).
Moreover, L(T ) is the set of proper subgroups L<G satisfying:
B(T ) L and L  C∗(G,T ).
Set L(G) :=⋃g∈GL(T ).
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C∗(L,S)-Theorem for S ∈ Sylp(L).
Proof. This follows from 2.3 and the minimality of G as a counterexample. 
Lemma 7.4. Let E ∈ B∗(G). Then E is not subnormal in G.
Proof. Let Ω be the set of all elements in B∗(G) that are subnormal in G and assume that
Ω = ∅. We will show that G is not a counterexample to the Local C∗(G,T )-Theorem. Set
G0 :=
∏
E∈Ω
E, R := CG
([V,G0]).
Clearly no element of Ω is contained in R; in particular RT is a proper subgroup of G.
Now 7.3 implies that R  C∗(G,T ), since R is normal in G.
By 6.12 G satisfies (a), (b), and (d) of the Local C∗(G,T )-Theorem; in particular
G0 G. It remains to show (c) and (e) to get the desired contradiction.
Let E, E˜ ∈ Ω with E = E˜. Then by 6.3 [V,E]  E and by 6.12(c) E˜  CG([V,E]).
The Dedekind identity then yields
ECG
([V,E])∩ E˜CG([V, E˜])= EE˜CG([V,E][V, E˜]).
Now an elementary induction argument shows that
⋂
E∈Ω
(
B(T )ECG
([V,E]))= B(T ) ⋂
E∈Ω
(
ECG
([V,E]))= B(T )G0R.
Let x ∈ G. By 6.12 and 2.16
B(T )x  B(T )ECG
([V,E]) for every E ∈ Ω.
It follows that B(T )G0R = B(T )xG0R, and B(T )G0R is normal in G. So the Frattini
argument gives
G = G0RNG
(
B(T )
)= G0C∗(G,T ).
Thus also (c) of the Local C∗(G,T )-Theorem holds.
Using 6.12 and 2.16 we get that B(T )E/Op(B(T )E) ∼= SL2(pm) or S2m+1 for E ∈ Ω .
In the first case B(T ) ∈ Sylp(B(T )E) and NB(T )E(B(T )) is a maximal subgroup of
B(T )E. In the second case NB(T )E(B(T )) = NB(T )E(Y ), where YO2(E)/O2(E) is a sub-
group of S2m+1 generated by a maximal set of commuting transpositions. Furthermore, we
get from 2.13 that W := [V,E]ΩZ(T ) = CW(E)× [V,E] and then from 2.11 that
〈
NB(T )E
(
B(T )
)
,CB(T )E
(
Ω
(
Z
(
T ∩B(T )E)))〉/O2(B(T )E)∼= A2m;
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B(T )E. We conclude that in both cases C∗(G,T ) ∩ B(T )E is a maximal subgroup of
B(T )E since B(T )E  C∗(G,T ). Now also (e) of the Local C∗(G,T )-Theorem holds.
But then G is not a counterexample. 
Lemma 7.5. G is not a minimal parabolic group.
Proof. Assume that G is minimal parabolic. Then G satisfies the hypothesis of the
C∗∗(G,T )-Theorem for minimal parabolic groups because C∗∗(G,T )  C∗(G,T ).
Hence, we can apply this theorem to G, as it was already proven in Section 5.
Let U := Ω(Z(Op(G))). Then there exists a subnormal subgroup E1 of G with
E1  C∗(G,T ) and CG(U)E1
such that
E1/CE1(U)
∼= SL2
(
pn
)
or S2m+1 (and p = 2),
and [U,E1]/C[U,E1](E1) is the corresponding natural module. Moreover, every other con-
jugate of E1 in G centralizes [U,E1], and U = CU(E1)[U,E1]. As C[U,E1](J (T )) 
C[U,E1](E1), this gives B(T )NG(E1).
Let H := B(T )E1 and W := Ω(Z(Op(H))). Note that [Op(H),E1]  Op(E1) 
Op(G) and that [U,E1] = [U,E1,E1] since U = CU(E1)[U,E1]. As [U,E1]/
C[U,E1](E1) is irreducible, the Three Subgroups Lemma yields that [U,E1]W .
By 2.3(c) H is of characteristic p. The action of E1 on [U,E1] also shows that H =
E1CH([U,E1]), so H satisfies the hypothesis of 3.8. Thus there exists a B(T )-block E
with H = B(T )ECH(W); in particular E  C∗(G,T ). As WE W , we get from 6.6 that
E is normal in H . Since E = Op(E) and Op(H) = Op(E1)G we conclude that E is
subnormal in G. But this contradicts 7.4. 
Lemma 7.6. There exists F ∈ B(T ) such that F  C∗(G,T ). Moreover, for every
F ∈ B(T ) with F  C∗(G,T ) there exists E ∈ B∗(T ) such that F  E. In particular
B∗(G) = ∅.
Proof. By 7.5 G is not a minimal parabolic group. Hence there exists a proper subgroup
LG with T  L and L  C∗(G,T ). Then L ∈ L(T ), and by 7.3 there exists F ∈ B(T )
such that F  C∗(G,T ).
Let F E ∈ B(T ), where E is a maximal element of B(T ). By 6.9 E ∈ B∗(G), and as
F  C∗(G,T ), also E  C∗(G,T ). Hence E ∈ B∗(G). 
Lemma 7.7. Let E ∈ B∗(T ). Then EB(T ) is contained in a unique maximal element L of
L(G), and E  L.
Proof. Let U be the set of all L ∈ L(G) containing EB(T ). For every L ∈ U define
ΣL :=
{
Eg | g ∈ G, Eg  L}.
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NL(E
g) and thus [Ω(Z(Op(L))),Eg] = WEg . Using 2.8(e) and 2.16 J (T )  NL(E).
Since Eg is a B(T g)-block, J (T ) is conjugate to J (T g) in NL(E) and so B(T )NL(E).
Therefore:
7.7.1. Every element of ΣL is a subnormal B(T )-block of L.
Now let N be the subgroup generated by all subnormal B(T )-blocks of L. By 6.12
either E is one of these B(T )-blocks or [N,E] = 1.
Assume the second case, so E  CL(N). Let B(T ) S ∈ Sylp(L). As CL(N) does not
contain any subnormal B(T )-block of L, we get from 7.3 that
E  CL(N)S  C∗(L,S).
In particular E  C∗(G,T g) for S  T g . But then g ∈ NG(B(T ))  C∗(G,T ) and so
C∗(G,T ) = C∗(G,T g). This contradicts E ∈ B∗(T ). We have shown that E is subnormal
in L. Hence
7.7.2. E ∈ ΣL for every L ∈ U .
Now let L˜ ∈ U and K ∈ Σ
L˜
. Suppose that K L. From 7.7.1, applied to L˜, we get that
K is a B(T )-block. On the other hand, K = Eg for some g ∈ G, so K is also a B(T g)-
block, and B(T ) and B(T g) are conjugate in NG(K). This shows that K  C∗(G,T ).
Hence as above, K does not centralize all the subnormal B(T )-blocks of L, and 6.12
shows that K has to be one of these blocks. We have shown
7.7.3. Let K ∈ Σ
L˜
and K  L. Then K ∈ ΣL.
Now [12, 6.7.3] shows that B(T )E is contained in a unique maximal element of
L(G). 
Lemma 7.8. Suppose that [V,Z] = 1. Then Op(E)  Op(G) for every E ∈ B(T ) with
E  C∗(G,T ).
Proof. Observe that CT (Z) = B(T ), so [V,Z] = 1 implies V  B(T ). Pick E ∈ B(T )
with E  C∗(G,T ); in particular [V,E] = 1 and WE  V . If E is not exceptional, then
Op(E) = WE  V , and we are done. Thus we may assume that E is exceptional. If
O3(E) CG(V ), then 6.6 shows that O3(E)O3(G). Hence, we may also assume that
O3(E) = 1, so WE is the only non-central E-chief factor in CEB(T )(V ). Set
V ∗ := 〈V α | α ∈ Aut(B(T ))〉.
As no element of B(T ) \ CB(T )(WE) acts quadratically on O3(E)/Z(E), V ∗ centralizes
WE and
WE  CB(T )
(
V ∗
)
 CEB(T )(V ).
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acteristic subgroup of B(T ), and thus E  C∗(G,T ), a contradiction. 
Lemma 7.9. Let E ∈ B(T ) with WE  V and TE := CT (E¯). Then [WE,TE] = 1 and
[V,TE,E] = 1.
Proof. Note that TE normalizes WE . Hence [WE,TE]Z(E) since WE/Z(E) is an irre-
ducible E-module. As [WE,E] = WE , a first application of the Three Subgroups Lemma
gives [WE,TE] = 1. But then [V,E,TE] = [WE,TE] = 1 and [E,TE,V ] = 1, and another
application of the same lemma also yields [V,TE,E] = 1. 
Notation 7.10. We use Definition 2.7. Recall that G = CG(V )NG(J (T )), so J (T ) 
CG(V ). Hence by 2.8 OT (V˜ ) = ∅, where V˜ := V/V0 and V0 := CV (Op(G)). We set
QT (V ) :=
〈
A | A ∈O∗T (V )
〉
.
Moreover, set T0 := Z if Z¯ = 1 and T0 := QT (V ) if Z¯ = 1.
Lemma 7.11. Let E ∈ B(T ) such that E  C∗(G,T ) and 〈E,T0〉 L ∈ L(T ). Then T0 
CT (E¯).
Proof. By 7.3 there exists E  F  L with F ∈ B(T ). From 3.8 we get that [F,Z] V ,
so [F¯ , Z¯] = 1. Thus [F¯ , T¯0] = 1 if T0 = Z. Assume that Z¯ = 1. Then 7.8 gives Op(F¯ ) = 1.
On the other hand, 2.16 implies [F,A]Op(F) for A ∈O∗T (V ). Hence also in this case
[F¯ , T¯0] = 1. This shows that [E¯, T¯0] = 1. 
Lemma 7.12. There exists E ∈ B∗(T ) such that T0  CT (E¯).
Proof. Let T  P  G such that |P | is minimal with P  C∗(G,T ). Then by 2.3 P is
minimal parabolic, and thus by 7.5 P ∈ L(T ). Hence 7.3 gives a B(T )-block F  P with
F  C∗(G,T ), in particular [F¯ , T¯0] = 1 by 7.11. According to 6.9 there exists E ∈ B∗(T )
with F  E. By 6.7 we may assume that F and E are both symmetric and F < E. In
particular p = 2 and O2(F )O2(E) V , so E¯ ∼= Am and F¯ ∼= Am′ , 3m′ <m, m′ and
m odd.
Pick t ∈ B(T ) such that R := [WE, t] has order 2 and [F¯ , t¯] = 1, and set Et :=
O2(CE(t¯)). Then E¯t ∼= Am−2 and also Et is a B(T )-block not in C∗(G,T ). Moreover,
R  WF , and thus by 7.11 〈B(T )Et , T0〉  CG(R). Observe that 〈F,Et 〉 = E and that
CG(R) ∈ L(T ). So applying 7.11 we see that T0 centralizes E¯t and so also E¯. 
Lemma 7.13. T¯0 = 1.
Proof. By way of contradiction we assume that T¯0 = 1. Recall that Op(G¯) = 1; so NG¯(T¯0)
is a proper subgroup of G¯. We further set
TE := CT (E¯), Q :=
〈
A | A ∈O∗ (V˜ )〉.T
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By 7.7 EB(T ) is contained in a unique maximal subgroup H of G and E H .
7.13.1. H¯ is the unique maximal subgroup of G¯ containing EB(T ); in particular T¯ 
NG¯(T¯0) H¯ .
By 6.6 CG(V )  NG(E) and by 7.4 NG(E)  H ; so H¯ is a maximal subgroup of G¯,
and the uniqueness property of H implies that of H¯ . As EB(T )NG¯(T¯0) and T¯0 is normal
in T¯ , we also get the additional assertion.
7.13.2. [E,Q]Op(E), and NG(Q)H if QT (V ) = 1.
Note that CH(V˜ ) = CH(V ) because Op(G¯) = 1. Then 2.16, applied to H¯ and V˜ , shows
that [E,Q]  Op(E). On the other hand, Q is normal in NG(QOp(E)), so EB(T ) 
NG(Q). The uniqueness of H gives either NG(Q)H or Q¯ = 1. In the second case 2.8
implies that also QT (V ) = 1.
7.13.3. NG(T¯1) H¯ for every B(T )-invariant subgroup 1 = T¯1  T¯E .
As Op(G¯) = 1, NG¯(T¯1) is a proper subgroup of G¯ containing EB(T ). Hence 7.13.1
implies NG(T¯1) H¯ .
According to 7.5 G is not minimal parabolic. Thus there exists a proper subgroup
P  G with T  P and P  H . We choose P such that |P | is minimal with that prop-
erty. Then P is minimal parabolic since NG(T )  H . Observe that G = 〈P,E〉 by the
uniqueness of H . Set A := Z ∩Op(P ) and S := 〈AP 〉.
7.13.4. Either A¯ = 1 or [WE,S] = 1.
Recall that E has a unique non-central chief factor in V . Assume that [WE,S] = 1.
Then CV (S) is P - and B(T )E-invariant, so CV (S) is G-invariant. But now the definition
of V shows that V = CV (S) and S¯ = 1.
7.13.5. S¯ = 1.
Assume that S¯ = 1. Then T0 = Z and according to 7.13.4 there exists y ∈ P such
that [WE,Y ] = 1 for Y := Ay . If Y normalizes WE , then by 7.3 Y also normalizes E¯,
and [WE,E] = WE implies that [WE,Y,E] = 1. The action of B(T ) on WE shows that
[WE,Y ] ∩Z  Z(G). If Y does not normalize WE , then by 7.3 Y also does not normalize
(WE ∩Z)CV (G) and [WE ∩Z,Y ]  Z(G).
Hence in both cases R := [V,Y ] ∩Z  Z(G), so CG¯(R) is a proper subgroup of G¯. On
the other hand, by 7.11
R  [V,Y ] [V,T y],E
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ness of Hy implies
B(T ) CG(R)Hy.
In particular B(T ) and B(T )y , and thus also Z and Zy are conjugate in Hy . It follows
from 7.13.1 that
EB(T )NG¯(Z¯) H¯ y.
The uniqueness of H yields H = Hy and y ∈ H . Now 6.12 shows that E is also an B(T )y -
block and by 7.9 and 7.11 [WE,Y ] = 1, contradicting the choice of Y .
Let W0 := CV (Op(P )) and choose 1 = W  V minimal such that W = [W,Op(P )].
Then U := W/W ∩W0 is an irreducible P -module. Observe that by 3.3
CT (W) CT (U) = Op(P ).
7.13.6. Z¯ = 1, so T0 = Z.
Assume that Z¯ = 1. Then T0 = QT (V ), so O∗T (V ) = ∅ and thus by 2.8(c) also
O∗T (V˜ ) = ∅. Moreover, by 7.13.2 and 7.8 Q TE and by 7.9 [V,Q,E] = 1. This shows
that G = 〈E,P 〉NG(O∗Op(P )(V˜ )) and so
O∗Op(P )(V˜ ) = ∅.
Let Q0 := Q ∩ Op(P ), and W1 := [W,Q0]. Then [W1,Op(P )] = 1 and by 7.9
[W1,E] = 1, so W1  V0 and W˜1 = 1. Furthermore, let A ∈O∗T (V˜ ) and A0 := A∩Op(P ).
Then 2.8(b) implies that |A/A0| > |W˜/CW˜ (A)|, and thus also∣∣A/CA(U)∣∣> ∣∣U/CU(A)∣∣,
since CT (U) = Op(P ) and CA(U) = A0. On the other hand, by 5.6 and 3.6 applied to
P/CP (U) we get |A/CA(U)| = |U/CU(A)|, a contradiction.
7.13.7. [W,Op(P )] = 1.
By 7.13.5 and 7.13.6 [Op(P ), Z¯] = 1 and Z¯  Op(P ), so [Op(P ),Op(P )] CP (W)
using 3.3. The Three Subgroups Lemma gives [W,Op(P )] = 1, since W = [W,Op(P )].
We now derive a final contradiction using 7.13.6 and 7.13.7. From 3.3 we get that
CT (U) = CT (W) = Op(P ); in particular Op(P/CP (W)) = 1. Hence again 5.6 and 3.6
imply
∣∣A/CA(W)∣∣∣∣CW(A)∣∣= |W | for A ∈OP (W). (∗)
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[W,J (T )] = 1. But now an elementary argument using (∗) gives
(
A∩Op(P )
)
W ∈A(T ) for every A ∈A(T ),
so W  J (T ) and Z  CT (W) = Op(P ), again a contradiction to 7.13.5. 
Lemma 7.14. Let E ∈ B∗(T ). Then there exists A B(T ) such that the following hold:
(a) [E,A] = E and [V,A,A] = 1.
(b) |V/CV (A)| = |A¯| and CV (A) = CV (a) for every a ∈ A \CA(V ).
Proof. If E is a symmetric block we let F  E be the B(T )-block given by 6.8 with
F/Op(F ) ∼= SL2(2)′ and otherwise set F := E. Thus in all cases F is a linear block not in
C∗(G,T ). Hence 7.8 and 7.13 give Op(F)Op(G). The action of F on WF shows that∣∣B(T )/CB(T )(WF )∣∣= q. (1)
Observe that by 7.13 [V,Z] = 1, so V  B(T ). Set
W ∗ := 〈WFα | α ∈ Aut(B(T ))〉 and V ∗ := 〈V α | α ∈ Aut(B(T ))〉.
Assume first that F is not exceptional. Then 6.3 implies [Op(G),F ]  WF  W ∗. As
F  C∗(G,T ), this shows that W ∗  Op(G). Hence there exists α ∈ Aut(B(T )) such that
A := WFα  Op(G); in particular A  Op(F) and [E,A] = E. The action of A on WF
and (1) give
q = ∣∣WF/CWF (A)∣∣= ∣∣V/CV (A)∣∣ and [V,A,A] = 1. (2)
As WF/CWF (F ) is a 2-dimensional SL2(q)-module, we also get
CV (A) = CV (a) for every a ∈ A \CA(V ). (3)
Hence, A satisfies (a) and (b).
Assume now that F is exceptional; so F = E. Then no element in B(T ) \ CB(T )(WE)
acts quadratically on O3(E)/Z(E). It follows that W ∗ is elementary abelian and
[V ∗,WE] = 1. By 3.7 O3(E) B(T ), so there exists α ∈ Aut(B(T )) with A := O3(E)α 
CB(T )(E/O3(E)) for otherwise 〈O3(E)α | α ∈ Aut(B(T ))〉 is a characteristic subgroup of
B(T ) normalized by E, contradicting E  C∗(G,T ). In particular [E,A] = E.
Observe that V ∗  CB(T )(WEα)∩CB(T )(WE), so
[
V ∗,O3(E)
]
Ω
(
Z
(
O3(E)
))
and
[
E,CV (E)α
−1]O3(E).
This shows that
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O3(E),O3(E)CV (E)α
−1]= Z(E)[O3(E),CV (E)α−1]

[
O3(E),CV (E)α
−1]Z(B(T )).
As [O3(E),O3(E)CV (E)α−1] is an E-submodule of Ω(Z(O3(E))), we get that either
WE 
[
O3(E),CV (E)α
−1]Z(B(T )) or [O3(E),CV (E)α−1]Z(E).
In the first case WEα  [A,CV (E)]Z(B(T ))  CV (E)Z(B(T )) and thus O3(E) 
CB(T )(WEα). But then[
A,O3(E)
]
 Z(A) and
[
O3(E),A,A
]= 1,
which contradicts the definition of an exceptional B(T )-block.
So we are in the second case, in particular[
O3(E),CV (E)α
−1,E
]= 1 and [E,O3(E),CV (E)α−1]= [O3(E),CV (E)α−1].
Observe that either [CV (E)α−1,E] = O3(E) or [CV (E)α−1,E] Z(O3(E)). Hence the
Three Subgroups Lemma gives [O3(E),CV (E)α−1] = Z(E) or [O3(E),CV (E)α−1] = 1,
respectively.
Assume that [O3(E),CV (E)α−1] = Z(E). Then Z(E)α = [A,CV (E)]  CV (E) and
thus [
O3(E),A,A
]= [O3(E)∩A,A]Z(E)α  CV (E)∩Op(E) = Z(E).
Now A acts quadratically on O3(E)/Z(E), which contradicts the definition of an excep-
tional B(T )-block.
Thus, we have [O3(E),CV (E)α−1] = 1 and so [A,CV (E)] = 1. Now as above (2) and
(3) hold for A, so A satisfies (a) and (b). 
Theorem 7.15. No group satisfies Hypothesis 7.1.
Proof. Let Y be the set of all subgroups A B(T ) for which there exists E ∈ B∗(T ) such
that A and E satisfy (a) and (b) of 7.14, and let
D :=
⋃
g∈G
Yg and D¯ := {A¯ | A ∈D}.
We will show that D¯ satisfies Hypothesis 4.3.
It is evident from 7.14 that D¯ satisfies (i) and (ii) of 4.1. Moreover, 7.13 shows that
property (∗∗) of 4.3 holds. Next we prove (iii) of 4.1.
Let A,B ∈ D such that [A¯, B¯] = 1. If CV (A) = CV (B), then 4.3 (∗∗) yields A¯ = B¯ .
Assume that CV (A) = CV (B). Then by 4.1(ii) A¯ ∩ B¯ = 1 and so |A¯B¯| = |A¯||B¯|. On the
other hand, by 4.1(ii) |V/CV (AB)|  |A¯||B¯|, so again (∗∗) gives |A¯B¯||CV (AB)| = |V |.
This proves (iii) of 4.1.
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recall that CG(V ) C∗(G,T ). Hence
NG¯(D¯ ∩ T¯ )M ⇔ L C∗(G,T ),
so we may assume by way of contradiction that L  C∗(G,T ). Then L ∈ L(T ), and by
7.3 there exists a B(T )-block E in L which is not in C∗(G,T ). According to 7.6 E  F ∈
B∗(T ). But then by 7.14 there exists A ∈D ∩B(T ) such that [F,A] = F . This contradicts
A ∈D ∩ T and F  L.
We have shown that D¯ satisfies Hypothesis 4.3. By 4.18 there exists a subnormal sub-
group E∗ in G such that CG(V )  E∗  C∗(G,T ) and E¯∗ satisfies (c) and (d) of 4.18.
Moreover, by the definition of D and 4.18(a) there exists E ∈ B∗(G) and A ∈D such that
EA E∗; in particular B(T ) normalizes E∗. Now 3.8, applied to B(T )E∗, together with
6.6 shows that E is normal in E∗, and thus subnormal in G. This contradicts 7.4. 
The proof of Corollary 1.9. Let M be the unique maximal subgroup of G contain-
ing T . As every characteristic subgroup X of B(T ) is also characteristic in T , we get
T NG(X). Hence NG(X)M if X is non-trivial. Similarly CG(Ω(Z(T )))M . It fol-
lows that C∗(G,T )M ; in particular C∗(G,T ) = G. Hence G satisfies the hypothesis of
the Local C∗(G,T )-Theorem and the Local C∗∗(G,T )-Theorem for minimal parabolic
groups. In particular, for every subnormal symmetric B(T )-block E not in C∗(G,T ),
E/O2(E) ∼= A2n+1. Thus, G satisfies the conclusion of the Local C(G,T )-Theorem.
Moreover, (e) of the Local C∗(G,T )-Theorem together with the fact that G is a minimal
parabolic gives the additional statement in the conclusion of 1.9.
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