Abstract. A new description of shifted Littlewood-Richardson coefficients is given in terms of semistandard decomposition tableaux which were recently introduced by L. Serrano. We also show that the set of semistandard decomposition tableaux is invariant under the action of Lascoux-Schützenberger involution, providing a combinatorial proof of the symmetry of Schur P -functions. We find counterexamples to the conjecture made by L. Serrano on skew Schur P -functions, proving the falsity of the conjecture. Many combinatorial properties of semistandard decomposition tableaux are also shown.
Introduction
Schur Q-functions were introduced by I. Schur in relation to the projective representations of the symmetric and alternating groups [15] . Schur Q-functions are scaled to define Schur P -functions: For a strict partition λ with (λ) parts,
Shifted Littlewood-Richardson coefficients (shifted LR-coefficients) f
ν λμ are the structural constants that appear in the expansion of the product of two Schur Pfunctions:
There are many ways to prove that shifted LR-coefficients f ν λμ are nonnegative integers. To find explicit combinatorial rules to describe the f ν λμ 's has been as important and interesting a problem in combinatorics of symmetric functions as it was to find a rule to describe the c [12] , some special lattice words [19] , and hives and puzzles [9, 10] . They are based on the theory of (ordinary) semistandard tableaux, plactic monoids, and Schubert calculus of Grassmannians, respectively, all of which are closely related to the theory of Schur functions.
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The theory of shifted tableaux was developed by D. Worley [3] and B. Sagan [14] , and thanks to the notion of shifted jeu de taquin, it was shown that f ν λμ is the number of certain skew shifted tableaux that rectifies to a fixed shifted tableau (see Proposition 7.3). Littlewood-Richardson-Stembridge shifted tableaux (LRS-tableaux) are the ones that rectify to a special shifted tableau, and explicit combinatorial conditions for LRS-tableaux are given by J. Stembridge [17] . The shifted LR-coefficients f ν λμ also appear in the Schubert calculus of Grassmannians,, of types B and D: τ λ · τ μ = ν f ν λμ τ ν , where τ λ is the Schubert class in the cohomology ring of an orthogonal Grassmannian. Recently, a shifted plactic monoid structure was constructed for Schur P -functions by L. Serrano in [16] , which makes it possible to work with words to understand Schur P -functions: Semistandard decomposition tableaux (SSDT) are presented as a new combinatorial model for Schur P -functions in [16] . Our main concern is to find a combinatorial rule for the shifted LR-coefficients in terms of words (or SSDT's). We follow the same line of the calculation as Stembridge did in [19] , where he used the bi-alternant formula along with the semistandard tableaux model for Schur functions and Bender-Knuth involution on the set of semistandard tableaux. For the calculation, we use Nimmo type formula (quotient of Pfaffians), shifted semistandard tableaux model and SSDT's along with the definition of Hall-Littlewood functions specialized at t = −1 for Schur P -functions. The shifted plactic monoid theory developed by Serrano plays an important role throughout our work to derive a combinatorial rule for f ν λμ in terms of words.
In more detail, we show that the set of SSDT's is invariant under the symmetric group action defined by Lascoux and Schützenberger on the set of words of {1, 2, . . . , n}, providing a combinatorial proof of the symmetry of Schur P -functions. Finally, various expressions of Schur P -functions are used for different purposes to define some selective SSDT's called essential SSDT's. The involution σ i that is the action of the transposition (i, i+1) ∈ S n is used to define a sign reversing involution on the set of essential SSDT's which are among the candidates of special SSDT's that really contribute to f ν λμ . The fixed SSDT's of the involution turn out to be equinumerous to the shifted LR-coefficient f ν λμ . (See Theorem 5.12.) The theory of skew Schur P -functions P λ/μ is parallel to that of ordinary Schur P -functions:
In [16] , Serrano made a conjecture on plactic skew Schur P -functions. We find counterexamples of the conjecture and make an observation on the reason why the conjecture is not true. For the case of Schur P -functions, shifted semistandard tableaux and their plactic counterparts do not interact well enough, differently from the case of Schur functions. The present paper is organized as follows. After we introduce some background work in Section 1, we prove that the Lascoux-Schützenberger involution is indeed a Bender-Knuth type involution on the set of SSDT's in Section 2. Section 3 and Section 4 are devoted to some technical calculations on the product of two Schur P -functions. Theorem 5.12 is the main theorem of this paper that explains the product rule of two Schur P -functions. The proof of Theorem 5.12 is given in Section 6. In Section 7, we argue on skew Schur P -functions, especially on the conjecture by Serrano. In the Appendix, we provide the descriptions of the lowest Licensed to AMS.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use LR RULE FOR SCHUR'S P -FUNCTIONS 941 weight SSDT and the highest weight SSDT and also prove that they are really the right ones.
Remark 0.1. Recently, D. Grantchrov, J. Jung, S.-J. Kang, M. Kashiwara and M. Kim have shown that the set of SSDT's forms a crystal of the quantum queer superalgebra U q (q(n)) [5] . Their SSDT's are different from the SSDT's we deal with in the present paper. We, however, believe that there must be a plactic monoid isomorphism between two sets; that is, they are essentially the same. They also proved a result similar to the main theorem (Theorem 5.12) of the present paper on the decomposition of the product of two Schur P -functions using crystal basis theory.
Preliminaries
We introduce necessary notation, terms and two combinatorial models for Schur P -functions: semistandard marked shifted tableaux and semistandard decomposition tableaux. Moreover, the relation between two models, due to Serrano [16] , is summarized since it will be required to develop our argument.
We let DP n denote the set of partitions λ = (λ 1 > λ 2 > · · · > λ > 0) with distinct parts where ≤ n. We also let DP = n DP n , the set of all partitions with distinct parts.
For λ ∈ DP, the length (λ) of λ is defined as the number of positive parts of λ, and the size |λ| of λ is the sum of all parts, |λ| = i λ i . The shifted diagram S(λ) of λ is an array of boxes with λ i boxes in the ith row shifted (i−1) units to the right with respect to the top row:
For λ, μ ∈ DP, we write μ ≤ λ if S(μ) ⊆ S(λ). For μ ≤ λ ∈ DP, the skew shifted diagram of λ/μ is defined as S(λ/μ) = S(λ) − S(μ).
The main diagonal of a (skew) shifted diagram is formed by the boxes indexed (i, i).
Definition 1.1.
A semistandard marked shifted tableau T of shape λ ∈ DP on n letters is a filling of S(λ) with letters from the alphabet {1 < 1 < 2 < 2 < · · · < n < n} such that:
(1) the entries are weakly increasing along each column and each row of T , (2) each row contains at most one i for every i = 1, . . . , n, (3) each column contains at most one i for every i = 1, . . . , n, and (4) there is no i on the main diagonal.
A skew semistandard marked shifted tableau T of shape λ/μ, for μ ≤ λ ∈ DP, on n letters is a filling of S(λ/μ) with letters from the alphabet {1 < 1 < 2 < 2 < · · · < n < n} such that the same conditions (1), (2), (3), and (4) for semistandard marked shifted tableau are satisfied. For convenience, we use marked shifted tableau instead of 'semistandard' marked shifted tableau, and skew marked shifted tableau instead of skew 'semistandard' marked shifted tableau.
We let Y n (λ) be the set of marked shifted tableaux of shape λ on n letters and Y n (λ/μ) be the set of skew marked shifted tableau of shape λ/μ on n letters.
and Q i is obtained by adding a box with content i on the location of a new box added to P i−1 to get P i . (3) P mix (w) = P m and Q mix (w) = Q m .
Proposition 1.5 ([16]).
The correspondence w ↔ (P mix (w), Q mix (w)) gives a bijection between the set of (finite) words on the alphabet {1, 2, . . . , n} and the set of pairs of a marked shifted tableau and a standard shifted tableau of the same shape. Example 1.6. Let w = 3 3 2 3 4 2 1 3. Then P 1 = 3 , P 2 = 3 3 and P 3 = (P 2 ← 2) = 2 3 3
, since 2 bumps 3 on the main diagonal and 3 is bumped out as primed 3 and is inserted in the next column to bump 3 to the next row. Thus we have P 4 = 2 3 3 3 P 5 = 2 3 3 4 3 P 6 = 2 2 3 4 3 3 P 7 = 1 2 3 4 2 3 3
Therefore we have P mix (w) = 1 2 3 3 2 3 4 3
and Q mix (w) = 1 2 4 5 3 6 8 7
.
The set of explicit basic relations for the equivalence relation on the set of words whose classes are the ones that have the same mixed insertion tableau P has been found, and a nice set of representatives called semistandard decomposition tableaux of the classes are defined in [16] :
A word w = w 1 w 2 · · · w m on the set of alphabets {1, 2, . . . , n} is a hook word if there is 1 ≤ m ≤ m such that
We use (w ↓) to represent the subword w 1 w 2 · · · w m of w and (w ↑) to represent w m +1 · · · w m .
Definition 1.7.
A semistandard decomposition tableau (SSDT) R of shape λ ∈ DP on n letters is a filling of S(λ) with letters from the alphabet {1 < 2 < · · · < n} such that:
(1) the word R i obtained by reading the ith row of R from left to right is a hook word of length λ i , and (2) R i is a hook word of maximum length in the concatenation R R −1 · · · R i for all i = 1, 2, . . . , − 1, where = (λ). Let D n (λ) be the set of semistandard decomposition tableaux of shape λ ∈ DP on n letters. The reading word read(R) of R ∈ D n (λ) is the concatenation R R −1 · · · R 1 of the hook subwords.
The weight of a filling R of S(λ) with letters from {1, 2, . . . , n} is ω(R) = (ω 1 (R), . . . , ω n (R)), where ω i (R) is the number of i's in R. defined by Y (R) = P mix (read(R)) is a weight preserving bijection between Y n (λ) and D n (λ). Therefore
The following is useful to check if a given shifted tableau is an SSDT. 
Proof. Due to the definition of a marked shifted tableau, there is a unique way to fill in S(λ) with λ i i's for each i: Fill in the ith row with λ i i's. Therefore, the first part is proved. For a proof of the second part, we use the well-known fact that P λ (x 1 , . . . , x n ) is a symmetric polynomial whose combinatorial proof is given in Section 2. Note that
n is obtained by applying the longest permutation π 0 , which maps i to n+1−i, to x
n . Hence, by the symmetry of P λ , the second part is proved. Definition 1.13. For a strict partition ρ ∈ DP n :
(1) The unique SSDT in D n (ρ) of weight (ρ 1 , ρ 2 , . . . , ρ n ) is called the highest weight SSDT and denoted V ρ (n). (2) The unique SSDT in D n (ρ) of weight (ρ n , ρ n−1 , . . . , ρ 1 ) is called the lowest weight SSDT and denoted U ρ (n).
Remark 1.14. The notion of the highest weight SSDT does not depend on the number n of variables, whereas the lowest weight SSDT does. Hence we use V ρ instead of V ρ (n) for the highest weight SSDT, while we use U ρ for the lowest weight SSDT instead of U ρ (n) if there is no confusion on the number of variables (or on the number of letters available).
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Bender-Knuth involution, defined on the set of semistandard tableaux of ordinary shape, gives a combinatorial proof of the symmetry of Schur functions [1] . It is well known that P λ (x 1 , . . . , x n ) is a symmetric function. One can argue this by the fact that P λ (x 1 , . . . , x n ) is a specialized Hall-Littlewood function ( [13] , III) or by using the Bender-Knuth type involutions on Y n (λ) defined by Stembridge ([18] , Sec.6).
Since SSDT's are a new combinatorial model for Schur P -functions, it is natural to ask if it is possible to define natural (Bender-Knuth type) involutions on D n (λ), the set of SSDT's. We show that the symmetric group action defined by Lascoux and Schützenberger [11] on the set of words on the alphabet {1, 2, . . . , n} defines an action on the subset {read(R) | R ∈ D n (λ)} of the set of all words: LascouxSchützenberger involutions are Bender-Knuth type involutions on D n (λ), and this is another combinatorial proof of the symmetry of P λ .
We first introduce Lascoux-Schützenberger involutions σ k , k = 1, . . . , n − 1, on the set of words on the alphabet {1, 2, . . . , n}. (See Definition 2.2.)
For a word w = w 1 w 2 · · · w m on the alphabet {1, 2, . . . , n}, we say that w i = k+1 and w j = k, i < j, are consecutively k-paired in w if there is no k or k + 1 between w i and w j . Let w (0) = w and w (s) , s ≥ 1, be the word obtained by consecutively deleting k-paired (k + 1)'s and k's in w (s−1) . We call w i and w j , i < j, k-paired in w if they are consecutively k-paired in some w (s) . We also say that w i ∈ {k, k + 1} is k-paired in w if there is w j such that w i and w j (or w j and w i ) are k-paired in w.
The following lemma is immediate from the definition of k-pairedness. 
Replace the subword of w consisting of non-k-paired k's and (k + 1)'s by b k's and
, to obtain the word σ k (w). 
Proof. (1) and (2) are clear from the definition, and we give a proof of (3). Suppose that
and there is k after w i 1 , then the first k after w i 1 is paired with w i 1 ; hence there is no k after w i 1 in R j and w i = w i 2 = k+1. Therefore w i cannot be k-paired in w by (2) . If w i 1 ∈ (w ↑), then there can be no k after w i 1 in R j by the definition of (w ↑); hence w i = w i 2 = k + 1 and w i cannot be k-paired in w by (2) .
Suppose that w i 1 = k. If w i = k, then there cannot be k + 1 between w i 1 and w i , and if w i is k-paired in w, then w i 1 has to be k-paired in w by (2) . Therefore, w i is not k-paired in w. If w i = k + 1, then w i 2 must be k + 1, and there cannot be k between w i and w i 2 . If w i is k-paired in w, then w i 2 must be k-paired in w by (2) again. Hence w i is not k-paired in w.
In the following we prove that σ k (R) is again an SSDT for an SSDT R, showing that the Lascoux-Schützenberger action is also an action on D n (λ) and Schur Pfunctions are symmetric.
Theorem 2.5. For each
Proof. First note that σ k is an involution on the set of words:
It is clear from the definition of σ k that the weight of R * is obtained by exchanging the kth and the (k + 1)st entries of ω(R).
We use Lemma 2.4(3) to prove that the jth row R * j of R * form a hook word. If there is no non-k-paired k or k + 1 in R j , then R * j = R j and R * j is a hook word. We therefore assume that there are some non-k-paired k or k + 1 in R j = u 1 u 2 · · · u r , and let
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Then u i 1 · · · u i r 0 is a nondecreasing subword of R j consisting of k's and (k + 1)'s, and if u i is a k-paired k or k + 1 in w, then by Lemma 2.4(3), either i < i 1 or i r 0 < i. In R j , only u i 1 · · · u i r 0 will be changed by applying σ k to R, and it is easy to see that R * j is again a hook word. Moreover, the lengths of (R j ↓) and (R * j ↓) are the same.
By Proposition 1.10, it only remains to prove that R * j is a hook word of maximum length in R *
. . , m}, we let w A (or w * A ) be a subword of w (or w * , respectively) consisting of w i 's (w * i 's, respectively) for i ∈ A. We let S = {i | w i ∈ {k, k + 1}} = {i | w * i ∈ {k, k + 1}} be the (ordered) set of indices, where either k or k + 1 appears in w or equivalently in w * . We define some subsets of S according to the property of the corresponding w i 's or equivalently w * i 's:
Then by Lemma 2.1, w U j+1 ∪U j is a nondecreasing word of k's and k + 1's. Note that |P j+1 | = |P j |, and if there is
We show that if u
is a hook subword of w * , then there is a corresponding hook subword u of w of the same length, which completes the proof since R is an SSDT. Let
* is a hook subword of w. Therefore we assume that U = J ∩ (U j+1 ∪ U j ) is not empty. We assume that I ∩ U j+1 = ∅, and the proof for the case I ∩ U j = ∅ can be done in a similar way. Note that we can take a partition of I,
where elements in P α are less than the elements in U j+1 and so on, and elements of P α and P β are all k-paired in read(R). Note also that w *
Let the first (smallest) and the last (largest) elements in {w * 
. Let s and t be the corresponding elements in w of s * and t * , respectively.
, and it is easy to see that w i 1 · · · w i m is itself a hook subword of w in these cases.
When (s
is a nondecreasing word on k and k + 1 and w P β is a a word of only (k + 1)'s, and there is nothing to care about.) We therefore assume that I ∩ P = ∅ and the smallest w *
I∩P is a word
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, we can use the fact that P α contains at most one k + 1 to show that w i 1 · · · w i m is a hook subword of w. Remark 2.6. As stated in Remark 0.1, Grantchrov, Jung, Kang, Kashiwara and Kim have shown that the set D n (λ) of SSDT's forms a crystal of the quantum queer superalgebra U q (q(n)). Due to the theory developed by them [4] , it is also known that each connected component of the
The Weyl group (S n for gl(n)) action defined by Kashiwara [8] on a U q (gl(n))-crystal is known to be the same action of σ k on the words. Hence σ k action on D n (λ) is the same as the Weyl group action of Kashiwara. .
In R and R * , 2-paired numbers are circled and 2's and 3's that are not 2-paired are underlined. In read(R) the subword of unpaired 2's and 3's is 2 2 2 3 3 3 3, so we replace the corresponding part of R * by 2 2 2 2 3 3 3. Let us consider the second and the third rows of R * and R. Adopting the notation from the proof of Theorem 2.5,
Observe that P α = {5}, U 3 = {6, 7}, P = {8, 9, 10, 19, 20, 21}, U 2 = {22}, and
Let In Theorem 2.9, we prove that if we apply σ k only to a part of read(R) for an SSDT R, then we obtain another SSDT under a certain special condition. We first prove a lemma that is necessary in the proof of Theorem 2.9.
where R is an SSDT of shape (r + a, r) and (2) there are a (k + 1)'s and no k's inũ.
f be the subword of (u ↓) consisting of letters at least k +1 and (u ↓) b be the rest of (u ↓). We also let (u ↑) f be the subword of (u ↑) consisting of letters at most k + 1 and (u ↑) b be the rest of (u ↑). The lengths of (u ↓) f and (u ↑) f are denoted by c and d, respectively. We defineũ as follows
It is easy to check thatũ satisfies the given conditions in the statement of the lemma.
Theorem 2.9. For an SSDT R ∈ D n (λ) with read(R)
Proof. Let w i appear in the jth row R j of R and let
b , respectively) be the last part of R j ( R j , respectively) after w i appears in R j ( R j , respectively). We also let R u ( R u , respectively) be the subtableau of R ( R, respectively) consisting of the first j −1 rows, and R d ( R d , respectively) be the subtableau consisting of the last (λ) − j rows from the (j + 1)st row.
First note that R u together with R b j on the bottom is an SSDT of shape (λ 1 , . . . ,
). We, therefore, only need to show that i) R j−1 and R j form an SSDT and ii) R j and R j+1 form an SSDT. Note the following:
and only if it is k-paired in w.
Let a be the number of
Let us show i) first. Let R 0 be a hook word on the alphabet {0, 1, . . . , n, n + 1} of length λ 1 + a which contains exactly a (k + 1)'s and no k's and R 1 R 0 is a reading word of an SSDT of shape (λ 1 +a, λ 1 ). Such an R 0 exists by Lemma 2.8 and (k+1)'s in R 0 are not k-paired in R 0 . If we make R u by adding R 0 to the top and R j to the bottom of R u , then R u is an SSDT. If we only consider the k's and (k + 1)'s, then we can make the following observation: a non-k-paired k's are added in front and a non-k-paired (k + 1)'s are added at the end of the word w i+1 w i+2 · · · w m to obtain read( R u ). With the observations (a), (b) and (c), we can see that the last two rows of σ k ( R u ) coincide with R j−1 and R j . This also shows, by Theorem 2.5 if we consider σ k as a permutation in the symmetric group on {0, 1, . . . , n + 1}, that R j−1 and R j form an SSDT.
To show ii), consider a hook word R 0 on the alphabet {0, 1, . . . , n, n+1} of length λ 1 + a + b which contains exactly (a + b) (k + 1)'s and no k's and R 1 R 0 is a reading word of an SSDT of shape (
Let R u be the SSDT by adding R 0 to the top and R j and R j+1 to the bottom of R u . Then R u is an SSDT and the last two rows of σ k (R u ) coincide with R j and R j+1 . This shows, by Theorem 2.5, that R j and R j+1 form an SSDT.
is an SSDT in D 4 ((6, 4)), but
is not an SSDT.
Schur P -functions
There are many equivalent ways to represent Schur P -functions, and we introduce some of them in Proposition 3.1. We suppose that there are n variables x 1 , x 2 , . . . , x n , and for a sequence of nonnegative integers α = (α 1 , . . . , α k ), k ≤ n, we let x α be the product
We let S n be the symmetric group on the set {1, 2, . . . , n} and let π ∈ S n act on n variables by permuting the indices:
, and ε(π) is the sign of the permutation π.
For a sequence of positive integers
where A 0 (x 1 , . . . , x n ) is the skew-symmetric matrix
. We also define Pf 0 and Pf α as
The following expressions for Schur P -functions are in [13, III 8] and [7] . We let S n− be the subgroup of S n consisting of permutations on the set { +1, +2, . . . , n}.
and n ≥ , the Schur P -function P λ can be written as follows:
The following is well known ( [13] ):
Definition 3.6. By abusing notation we also let
Product of Schur P -functions
Since Schur P -functions form a basis of the subring they generate in the ring of all symmetric polynomials, the product of two Schur P -functions P λ and P μ can be expanded as a linear sum of Schur P -functions:
where f ν λμ are the shifted Littlewood-Richardson coefficients (shifted LR-coefficients) that are known to be nonnegative integers. A combinatorial rule for f ν λμ 's in terms of marked shifted tableaux is given by Stembridge [17] . Littlewood-Richardson coefficients (LR-coefficients) for the product of Schur functions have been extensively studied, and there are several nice rules to describe them [12, 19, 2] . The plactic monoid that Serrano defined in [16] has motivated us to describe the shifted LR-numbers in terms of words as Stembridge did for (ordinary) LR-coefficients in terms of words in [19] .
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In this section we argue how we can decompose the product of two Schur Pfunctions by employing the materials from the previous sections.
From now on, we always list n variables in the following order: x n , x n−1 , . . . , x 1 . We therefore have the following.
For
where S n− is the symmetric group on {1, 2, . . . , n − } this time.
Remember that we also defined P α for a sequence of positive integers α
For convenience, we use an abbreviation:
Lemma 4.3. For a sequence of positive integers
Proof. By Lemma 3.5,
holds for all π ∈ S n . Therefore, we can obtain the desired result if we use (4.2) to calculate
The following is immediate from the previous lemma.
Corollary 4.5. If α is a sequence of positive integers obtained by exchanging two consecutive numbers α i and α
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From now on we fix two strict partitions λ and μ with lengths and l, respectively, and the number of variables n such that , l ≤ n.
Proof.
The first identity holds because of Lemma 4.3 and equation (1.9), while the second identity holds since P μ (x n , . . . , x 1 ) is invariant under the action of S n . 
The following is a simple yet very important observation for our work. To continue manipulation of D n · P λ (x n , . . . , x 1 )P μ (x n , . . . , x 1 ) after Lemma 4.6, we examine the marked shifted tableaux of shape μ in more detail:
Observe that Y n (μ) is in bijection with the set of triples (ρ,
. This is because every T ∈ Y n (μ) can be divided into two parts (T 1 , T 2 ) according to the quantity of the entries, and any triple (ρ, T 1 , T 2 ) makes a tableau in Y n (μ).
In this correspondence, if R = D(T ) ∈ D n (μ) is the corresponding SSDT of T , then
We therefore can write (4.11) 
Moreover, (4.13) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
We now can write P μ using -essential SSDT's:
Proof. Define an equivalence relation ∼ on D n (μ) as follows:
and let [R] be the equivalence class that contains R.
Then for a fixed ρ ≤ μ,
Therefore, we have
On the other hand,
Again, by equation (4.13), P mix (R|
and we have shown that two sides of the given equation are equal.
SOOJIN CHO
We consider Lemma 4.6 and equation (4.19) together:
Proof. For any π ∈ S n− ,
⎠ . Therefore, the proof is completed if we use equation (4.2) to write P α .
By Lemma 4.22 we can carry out further calculation as follows:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Finally, we obtain the following equation: For example, R = 3 1 2 2
is not -essential since P mix (R| is not -essential since P mix (R| 0) ) is not the lowest weight tableau 2 2 2 in Y 2 ( (3, 0) ).
By Theorem 4.23, we have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use By Corollary 4.5, we have two relations,
and
We therefore obtain
In Section 5, we provide a combinatorial rule to explain which (D n · P λ+r(ω(R)) )'s survive in the expansion of D n · P λ P μ .
Combinatorics on essential tableaux
In Theorem 4.23, we expanded the product (D n ·P λ )P μ as a sum of (D n ·P α )'s for sequences of positive integers α. In this section we find a way to write (D n · P λ )P μ as a sum of (D n · P ν )'s for ν ∈ DP. We find a corresponding pair of each D n · P α for α ∈ DP so that they cancel each other. Remember that we have n variables and λ = (
For a word u = u 1 u 2 . . . u m on the alphabet {1, 2, . . . , n}, the weight ω(u) = (ω 1 (u), . . . , ω n (u)) of u is an element in Z n whose ith element ω i (u) is the number of i's in u. We also use r(ω(u)) to denote the reverse weight of u: r(ω(u)) = (ω n (u), . . . , ω 1 (u)). Moreover, for α = (α 1 , . . . , α k ) with k ≤ n, we let r(α) = (α n , α n−1 , . . . , α 2 , α 1 ) ∈ Z n , where α i is set to be 0 for i > k. For a word w = w 1 w 2 · · · w m we define σ i k (w) to be the word obtained by applying σ k only to the subword w i+1 . . . w n , as we defined σ i k on SSDT's in Theorem 2.9. Definition 5.1. We say that a word u is λ-bad if there is i such that λ+ r(ω(u 1 · · · u i )) ∈ DP. We will show that only "λ-good" -essential SSDT's survive in the expansion of (D n · P λ )P μ , and Example 4.25 serves as a small evidence of this.
Let B(μ) be the set of λ-bad -essential tableaux in D n (μ). For the proof of our assertion, we define an (sign reversing) involution on B(μ) and we need some careful observations on -essential SSDT's first. Remember that Y : D n (ρ) → Y n (ρ) is a weight preserving bijection between the set of SSDT's and the set of marked shifted tableaux, defined as Y (R) = P mix (read(R)).
Lemma 5.4. For a strict partition
Proof. For each i = n, n − 1, . . . , n− L +1, it is easy to see that S ((ρ n+1−i , . . . , ρ L )/ (ρ n+2−i , . . . , ρ L )) is a connected border strip with ρ n+1−i boxes, that is, it is (border) connected and does not contain a 2 × 2 subdiagram. Moreover, they form a (set) partition of S(ρ). Therefore, there is a unique way to fill in the boxes in S ((ρ n+1−i , . . . , ρ L )/(ρ n+2−i , . . . , ρ L )) with (i )'s and i's. It is obvious that the collection of all fillings of each border strip makes a tableau in Y n (ρ) of weight r(ρ), which must be Y (U ρ (n)).
Corollary 5.5. For a strict partition
Proof. It is clear that we still have a marked shifted tableau U when we delete the first row of Y (U ρ (n)) and it is of shape ρ . We count the number of (i )'s and i's in 
. Hence the number of (i )'s and i's in
Proof. We use an induction on the length m of the given strict lattice word. If m = 1 or m = 2, then w must be a word on n 2 only, and the assertion is true. Suppose that the assertion is true for m − 1 ≥ 2 and consider a strict lattice word w = w 1 w 2 · · · w m . Then since w = w 1 w 2 · · · w m−1 is a strict lattice word on {1, 2, . . . , n 2 }, by the induction hypothesis, P mix (w ) = U ρ (n 2 ) when ρ = sh(P mix (w )). We now consider P mix (w) = (P mix (w ) ← w m ) of shape ρ which is obtained by adding one box to a row of ρ . Let w m = a. Then the difference between the number of (a + 1)'s and the number of a's in w must be at least 2 unless a = n 2 . If a = n 2 , then ρ = (ρ 1 + 1, ρ 2 , . . . , ρ n 2 ) and the reverse weight of w is exactly ρ. Hence we assume that a < n 2 . Since the number of ((a + 1) )'s and (a + 1)'s on the first row of Y (U ρ ) is the difference between the number of (a + 1)'s and the number of a's in w , the number of (a + 1) 's and (a + 1)'s on the first row of Y (U ρ ) must be at least two and at least one of them must be unprimed. Hence, by inserting w m = a into P mix (w ), a will bump the first (a + 1) to the next column, bumping the second (a + 1) to the next column, and so on until (a + 1) bump a + 1 out to the second row. By Corollary 5.5 the subtableau obtained by deleting the first row of P mix (w ) is the lowest weight tableau of shape (ρ 2 , . . . , ρ n 2 ) on 2, 3, . . . , n 2 . Again, if a + 1 = n 2 , that is, a = n 2 − 1, then a + 1 will be placed at the end of the first row of the subtableau, and if a + 1 = n 2 , then there must be at least one a + 2 on the first row of the subtableau and a + 2 will be bumped out to the next row. By continuing this process, we can see that if a + r = n 2 , then a + r will be placed at the end of the (r + 1)st row of P mix (w ), which shows ρ r+1 = ρ r+1 + 1. Note that r + 1 = n 2 + 1 − a. Hence sh(P mix (w)) = ρ, which is the reverse of the weight of the word w.
Lemma 5.8. For a strict partition ρ ∈ DP n− , there is a one-to-one correspondence between the set of standard tableaux of shape ρ and the set of strict lattice words on {1, . . . , n − } of weight (ρ n− , . . . , ρ 2 , ρ 1 ) .
Proof. For a given strict lattice word on {1, . . . , n − } of weight (ρ n− , . . . , ρ 2 , ρ 1 ), define the corresponding standard tableau Q as follows: w i = a is the jth a in w if and only if the jth entry of the (n − − a + 1)st row of Q is i. Then it is clear that this defines a one-to-one correspondence.
The following shows another equivalent condition for an SSDT to be -essential.
Proposition 5.9. R ∈ D n (μ) is -essential if and only if R|
is a strict lattice word on the set {1, 2, . . . , n − }.
Proof. First note that by Lemma 4.16 R ∈ D(μ) is -essential if and only if
). Hence Lemma 5.7 shows that if R| n− 1 is a strict lattice word on {1, . . . , n − }, then R is -essential. Suppose that R is -essential, or equivalently P mix (R|
). By Proposition 1.5 and Lemma 5.8 we can conclude that only strict lattice words can satisfy the property P mix (w) = U ρ (n − ) when ρ = sh(P mix (w)). Therefore R| n− 1 must be a strict lattice word.
The following is immediate from the previous lemma. Remember that λ has positive parts. 
We define a map on the set of λ-bad -essential μ-SSDT's, which will be proved to be a sign reversing involution. 
We finally state the main theorem.
Theorem 5.12. The map defined on B(μ) sending R to R is an involution, and
Hence we have, for λ, μ ∈ DP n with (λ) = ,
where the sum runs over the λ-good -essential SSDT's in D n (μ).
Lemma 5.13. If an SSDT R ∈ D n (μ) is λ-good, then R is -essential, where = (λ).

Proof. Suppose that R is not -essential. Let read(R
is not a strict word on {1, 2, . . . , n − } and there must be some j 0 and k such that
This implies, since 1 ≤ k < n − , that the (n + 1 − k)th entry is at least the (n − k)th entry in λ + r(ω (u 1 u 2 · · · u j 0 ) ). This shows that R is λ-bad.
Corollary 5.14. Remark 5.15. We describe the expansion of P λ P μ only in terms of λ-good SSDT's in Corollary 5.14. However, the notion of -essentiality is indispensable to develop the theory: -essential SSDT's are the representatives of (D n · P λ+r(ω(R)) )'s that appear in the expansion of D n · P λ P μ ; see Theorem 4.23. Theorem 4.23 is the starting point of our combinatorial work, which provides the objectives with which we can work.
Proof of the main theorem
We prove Theorem 5.12 in this section by proving a technical lemma on strict lattice words, or equivalently -essential SSDT's.
Let R ∈ B(μ) be a λ-bad -essential SSDT ∈ D(μ) and read(R) = u = u 1 u 2 . . . u m be the reading word of R with letters in {1, 2, . . . , n}. The index i 0 is the
The first observation we make is the following. For the proof of the third part, suppose that
Observe that every k and k + 1 between u i and u i 0 is k-paired by Lemma 2.4(2), and hence the number of (k + 1)'s and the number of k's in u i · · · u i 0 are the same. Thus, by the second part of the current lemma, the kth entry and the (k + 1)st entry of λ + r(ω(u 1 · · · u i−1 )) are the same. This is a contradiction since there must be j 0 < i < i 0 such that u j 0 = k and λ + r(ω(u 1 · · · u j 0 )) ∈ DP.
Due to Theorem 2.5 and Theorem 2.9, R 's defined in Definition 5.11 are always SSDT's once it is shown that they are well defined. Because of the definitions of i 0 , σ i 0 k , σ k 's and Corollary 4.5 it is also clear that
once it is shown that the map R → R is well defined.
Hence we only show the well-definedness of R and check that R 's are λ-bad and -essential.
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Remember that we let u i 0 = k. There are two cases:
is -essential by Lemma 4.16. Moreover the first i 0 entries in u = read(R) are not changed, and R is also λ-bad with the same i 0 . Therefore it is clear that the map R → R is a well-defined involution on the subset of R's with u i 0 ≥ n − + 1.
We now assume that k = n − and let
so that α = λ +(number of (n − + 1)'s in R) and α +1 is the number of (n − )'s in R. The following is immediate from the definitions worthy to state. (1) w is a strict lattice word on
Now we prove the key lemma for the proof of the main theorem: 1 of w is a strict lattice word on {1, 2, . . . , n 2 } for n 2 < n. Let ω(w) = (ω 1 , . . . , ω n 2 , ω n 2 +1 , . . . , ω n ) and assume that there is i such that (n 2 + 1)
Then there is d ≥ 0 such that the subwordw|
is a strict lattice word on {1, 2, . . . , n 2 }. Moreover, the following holds: Proof. We use an induction on n 2 . If n 2 = 1, thenw = σ 1 (w) satisfies the given conditions with d = 0. Suppose that the assertion is true for an n 2 ≥ 1 and a word w = w 1 w 2 · · · w m is given, in which the subword w|
is a strict lattice word on {1, 2, . . . , n 2 +1}, n 2 +1 < n, and i 0 is the smallest index such that (n 2 +2) dominates
If w is a strict lattice word on {1, 2, . . . , n 2 + 1}, then the assertion holds with d = 0. Suppose that w is not a strict lattice word on {1, 2, . . . , n 2 + 1}. Then (n 2 + 1) fails to dominate n 2 in w and there must be an index i 1 , that is, the smallest among them, such that ω n 2 (w 1 · · · w i 1 ) = ω n 2 +1 (w 1 · · · w i 1 ) = 0. Moreover, this implies that ω n 2 +1 > ω n 2 +2 ; otherwise extra (n 2 + 1)'s appear in w and (n 2 + 1) certainly dominates n 2 in w . Since i 0 is the smallest such that ω n 2 +1 (w 1 w 2 · · · w i 0 ) = ω n 2 +2 (w 1 w 2 · · · w i 0 ) = 0 and (n 2 + 2) dominates (n 2 + 1) in w 1 · · · w i 0 −1 , every (n 2 + 1) and (n 2 + 2) is (n 2 + 1)-paired in w 1 · · · w i 0 . Therefore, σ n 2 +1 does not change w 1 · · · w i 0 ; we have w 1 · · · w i 0 = w 1 · · · w i 0 and (n 2 + 1) dominates n 2 in w 1 · · · w i 0 . We can conclude that i 1 > i 0 .
By inductive hypothesis, since w | n 2
1 is a strict lattice word on {1, . . . , n 2 } and (n 2 + 1) fails to dominate n 2 in w , there is d ≥ 0 such that
is a strict lattice word on {1, . . . , n 2 }, where d is the smallest such that (
We claim that σ n 2 +1 (w )|
is a strict lattice word on {1, . . . , n 2 + 1}. To prove the claim we only need to show that (n 2 +1) dominates n 2 in σ n 2 +1 (w ). Letw = σ n 2 +1 (w ). Note again that every (n 2 + 1) and (n 2 + 2) in w 1 · · · w i 0 is (n 2 + 1)-paired and
are replaced by (n 2 + 2)'s to obtain w . This is why (n 2 + 1) no longer dominates n 2 in w .
Let
Then, by the definition of i 1 and the second part of Lemma 6.3,
and the weight of w is (ω 1 , . . . , ω n 2 , ω n 2 +2 , ω n 2 +1 , . . . , ω n ).
Suppose that ω n 2 −d ≤ ω n 2 +2 . Then by condition (2) of the current lemma, δ(= ω n 2 +2 − ω n 2 −d ) (n 2 + 1)'s in w are replaced by n 2 's, δ n 2 's in w are replaced by (n 2 − 1)'s, and so on, by applying σ to w to obtain w .
An important observation is that every (n 2 +1) in
, where w j 1 = · · · = w j s+t = (n 2 + 1) and w j s+t+1 = · · · = w j s+t+s = (n 2 + 2), of w consisted with (n 2 + 1)-unpaired (n 2 + 1)'s and (n 2 + 2)'s in w. Note that t = ω n 2 +1 − ω n 2 +2 , the number of (n 2 + 1)'s that are replaced by (n 2 + 2)'s by applying σ n 2 +1 . By the definition of i 1 , some (n 2 + 1)'s in w 1 · · · w i 1 must be replaced by (n 2 + 2)'s by applying σ n 2 +1 , and this means that i 0 < j s+1 < i 1 and every (n 2 + 1)-unpaired (n 2 + 1) in w i 1 +1 · · · w m becomes (n 2 + 1)-unpaired (n 2 + 2) in w . Hence δ (n 2 + 1)'s in w , replaced by n 2 's by applying σ, are (n 2 + 1)-paired ones in w because of (6.5) . This implies that applying σ to w will make δ (n 2 + 2)'s (originally (n 2 +1)-paired in w ) (n 2 +1)-unpaired in w . Let us look at the subword
s of (n 2 +1)-unpaired (n 2 +1)'s and (n 2 +2)'s in w again. The corresponding subword of w (and also of w ) is
Since δ (n 2 + 1)'s in w i 1 +1 · · · w m , which are (n 2 + 1)-paired in w , are replaced by n 2 in w , there will be δ new (n 2 + 1)-unpaired (n 2 + 2)'s in w . That is, the subword of (n 2 + 1)-unpaired (n 2 + 1)'s and (n 2 + 2)'s in w is
Hence the subword of (n 2 + 1)-unpaired (n 2 + 1)'s and (n 2 + 2)'s in σ n 2 +1 (w ) is
An important point is that (n 2 + 1)'s in w, that were replaced by (n 2 + 2)'s in w and w , will become (n 2 + 1)'s again; there are (ω n 2 +1 − ω n 2 +2 ) of them. Moreover, extra δ (n 2 + 2)'s in w, which were (n 2 + 1)-paired in w and w , become (n 2 + 1)'s inw. If we let w p 1 w p 2 · · · w p δ be the subword of w of those δ special entries, then w p 1 = · · · = w p δ = n 2 + 2, and each of them are paired with some (n 2 + 1)'s. If we let w q 1 w q 2 · · · w q δ be the subword of w of those (n 2 + 1)'s, then p r < q r for all r = 1, 2, . . . , δ; w p r does not have to be (n 2 + 1)-paired with w q r though. From the argument that we develop, we can see thatw p r = n 2 + 1 andw q r = n 2 and w q r 's are the only new n 2 's inw; they were (n 2 + 1)'s in w. To show that (n 2 + 1) dominates n 2 inw, we look at n 2 's inw. There are two kinds of n 2 's:
• the one that has not been changed by taking the map σ, that is, n 2 =w j = w j = w j = w j , and • the one that has been changed by σ, that is, n 2 =w j = w j = σ(w j ), where w j = w j = n 2 + 1.
Note that n 2 's of the second type are exactlyw q r 's for r = 1, . . . , δ. For n 2 =w j inw of the first type, by the assumption on w, the number of (n 2 +1)'s in w 1 · · · w j is strictly greater than the number of n 2 's in w 1 · · · w j . Thus the number of (n 2 + 1)'s of the first type inw 1 · · ·w j , which was originally (n 2 + 1) in w, is strictly greater than the number of n 2 's of the first type inw 1 · · ·w j . For n 2 =w q r inw of the second type,w p r = n 2 + 1 precedesw q r . One has to note that i 1 < p 1 and there are (n 2 + 1)'s in w 1 · · · w i 1 . This shows that (n 2 + 1) dominates n 2 inw when ω n 2 +2 > ω n 2 −d .
Properties (1) and (2) of the lemma follow from the argument on w p r 's and w q r 's and the inductive hypothesis that assumes the properties of σ.
The proof that (n 2 + 1) dominates n 2 inw when ω n 2 +2 < ω n 2 −d and a proof of the assertion (3) can be done in a similar way.
Property (4) of the lemma is clear from Theorem 2.5. We are ready to complete the proof of Theorem 5.12:
Proof of Theorem 5.12. For a given R ∈ B(μ) with read(R) = u = u 1 u 2 · · · u m and
We also let e(u) be the word obtained by adding λ (n − + 1)'s in front of the word u:
is a strict lattice word on {1, 2, . . . , n − } since R is an -essential SSDT. Moreover,
and i 0 is the first index such that (n − + 1) fails to dominate (n − ) in e(u):
Therefore by Lemma 6.4 there is d ≥ 0 such that
is a strict lattice word on {1, 2, . . . , n − }, and ω( e(u)) is obtained from ω(e(u)) by exchanging the (n − − d)th and the (n − + 1)st entry. Furthermore, we can observe the following:
n− )(u) is the word obtained by first removing λ (n − + 1)'s from e(u) and is a strict lattice word on {1, 2, . . . , n − }.
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Example 6.9. We give an example of when u i 0 > n − so that we apply the first case of Definition 5.11. When n = 4, λ = (3, 2, 0, 0) and μ = (3, 1, 0, 0), let R = 3 2 3 2 ∈ D 4 (μ). Then R is -essential since n − = 2 and R| . Moreover, we can check that λ + r(ω(R )) = (4, 3, 2, 0) while λ + r(ω(R)) = (3, 4, 2, 0).
Skew Schur P -functions
We consider skew Schur P -functions in this section, especially the conjectures on skew Schur P -functions that Serrano stated in [16] .
For μ ≤ λ ∈ DP, the skew Schur P -function P λ/μ (x 1 , x 2 , . . . , x n ) on n variables is defined as a generating function of skew marked shifted tableaux in Y n (λ/μ) (see Definition 1.1):
With the definition of skew Schur P -functions, Lemma 4.12 can be translated into the following.
Lemma 7.2. For μ ≤ λ and a given
We first introduce known facts on the expansion of skew Schur P -functions as linear sums of Schur P -functions, mainly in terms of rectification.
To introduce the notion of rectification, we extend Y n (λ/μ) to Y n (λ/μ), the set of fillings of S(λ/μ) with {1 < 1 < 2 < 2 < · · · < n < n} satisfying conditions (1), (2) and (3) Worley [3] and Sagan [14] defined the shifted analogue of sliding operations on
For T ∈ Y n (λ/μ) and an inner corner (i, j) of S(λ/μ), the shifted jeu de taquin slide into the corner (i, j) performs the following to obtain another shifted skew tableau T : Slide the number either on the south or the east of the corner so that the resulting filling (with a hole) is a shifted skew tableau if we ignore the hole. Repeat sliding the number either on the south or on the east of the hole (either (i + 1, j) or (i, j + 1)) produced by sliding a number in the previous step. There are two special slides to be taken care of when the hole is on the main diagonal:
For a skew shifted tableau T ∈ Y n (λ/μ), rectification of T is the shifted tableau of normal shape ρ ∈ DP, obtained by successively applying shifted jeu de taquin slides to T . It is known that the rectification is well defined (independent of the order of choice of inner corners) [3, 14] .
The following is well known; see [3] , Sec. 8 of [17] .
f λ μρ is the number of skew shifted tableaux in Y n (λ/μ) which rectifies to a given shifted tableau in Y n (ρ). 
In [16] , Serrano introduces the shifted plactic monoid in which plactic Schur P -functions P λ are defined so that the correspondence P λ ↔ P λ defines an isomorphism between two algebras generated by plactic Schur P -functions and by Schur P -functions, respectively. Definition 7.5. The relation on the set of (finite) words on {1, 2, . . . , n} in which two words are related if and only if their P mix are the same is an equivalence relation. The plactic Schur P -function is
where [T ] is the class of words w such that P mix (w) = T .
Plactic skew Schur P -functions are introduced below, and conjectures are made on them by Serrano. 
is naturally extended to the set of marked shifted tableaux with contents in
Definition 7.7 (Serrano, [16] ). For μ ≤ λ, the shifted plactic skew Schur Pfunction is defined as
Conjecture 7.8 (Serrano, [16] ).
(1) P λ/μ belongs to the ring generated by the shifted plactic Schur P -functions. (2) Fix a marked shifted tableau U of shape ν. The coefficient of P ν in P λ/μ is equal to the number of skew shifted Young tableaux T with P mix (mread(T )) = U .
The second part of the conjecture is stated as a corollary of the first part in [16] . We give two counterexamples to show that both statements in Conjecture 7.8 are not true. 
∈ Y(ν).
There are 4 skew shifted tableaux T in Y(λ/μ) such that P mix (mread(T )) = U :
However, the coefficient of P ν in P λ/μ , which is equal to 2
, is 2. One can check that f λ μν = 1 using the main theorem (Theorem 5.12) or the well-known combinatorial rule by Stembridge [17] .
Remark 7.11. A reason why the conjecture by Serrano does not work is because P mix is not compatible with the operation of taking subwords of certain alphabets other than the smallest:
For a word w on the alphabet {1, 2, . . . , n}, , and the rectification of (P mix (w))| Remark 7.12 (Open problems).
(1) For μ ≤ λ, give a new definition of the shifted plactic skew Schur P -function P λ/μ (see Definition 7.6) so that it belongs to the ring generated by plactic Schur P -functions and describe the multiplicities of P ρ 's in the expansion of P λ/μ in a nice way. 
Appendix: Lowest and highest weight SSDT's
We provide descriptions of the lowest weight SSDT and the highest weight SSDT in D n (ρ). We assume that (ρ) = n for simpler descriptions, but it is a trivial work to generalize the given descriptions to the case (ρ) ≤ n. Step 1. Fill in S(ρ 0 ) so that the ith row is − 1 · · · i.
Step 2. Step 1. Fill in S(ρ/ρ 1 ) so that the ith hook H i is filled with i's.
Step 2. Fill in S(ρ 1 ) with (ρ i − h i ) i's for i = 1, 2, . . . , so that each row is strictly decreasing and each column is weakly increasing.
Let V ρ be the resulting tableau. − j) is the minimum number of boxes where (h j ) l counts in the jth column of S(ρ/ρ 1 ) under the given condition. We therefore showed that ρ * +i + (h j ) l cannot be − 1. When the second case occurs, with a similar reasoning to the first case, we can show that ρ * +i + (h j ) l ≤ ( − 1 − * − i) + j − 1 + ( * + i − j − 1) = − 2 and ρ * +i + (h j ) l can not be − 1.
As a consequence of the claim we have {O 2 , O 3 , . . . , O } = {1, 2, . . . , − 1}, and we finally prove that there is a unique way to fill in S(ρ 1 ) with O i i's for i = 1, . . . , so that each row is strictly decreasing and each column is weakly increasing. If we rotate S(ρ 1 ) by 90
• counterclockwise, then we have an ordinary shape of the partition ( − 1, − 2, . . . , 1), and the filling of S(ρ 1 ) with strictly decreasing rows and weakly increasing columns corresponds to the filling of the ordinary shape with strictly increasing columns and weakly increasing rows. Due to the theory of classical Schur functions, which is symmetric, such a filling with σ(i) i's for i = 1, . . . , − 1 and a permutation σ uniquely exists. This completes the proof.
It is not hard to check that U ρ and V ρ are SSDT's in D(ρ), and so we omit the proof. We finally can state the following. The author is grateful to Myungho Kim, Ji Hye Jung and Seok-Jin Kang for valuable discussions on the subject during the preparation of this paper. They (together with Dimitar Grantcharov and Masaki Kashiwara) were developing crystal basis theory for the quantum queer superalgebra U q (q(n)) while the author was struggling to find a more natural definition of -essentialness. The idea of using the lowest weight tableau instead of the highest weight tableau was essential in carrying on the proofs in a nicer way. The author also owes special thanks to D. Grantcharov and M. Kashiwara.
The author thanks the Korean Institute for Advanced Study for providing support and an excellent research environment, where many important parts of the present work were carried out.
The author also thanks the anonymous referee for a careful reading and helpful comments.
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