In this paper, we address the problem of signal pruning in static timing analysis (STA). Traditionally, signals are propagated through the circuit and are pruned, such that only the signal with the latest arrival time at each node is propagated forward. This signal pruning is a key to the linear run time of STA. However, it was previously observed that a signal with the latest arrival time may not be the most critical signal, as an earlier signal with a larger transition time can result in a longer delay in the down-stream logic. Hence, arrival time based pruning can result in an optimistic delay, incorrect critical paths, and discontinuities of the delay during circuit optimization. Although algorithms were proposed to remedy this issue, they rely on propagation of multiple signals and have an exponential worst-case complexity. In this paper, we propose a new timing analysis algorithm, which uses a two pass traversal of the circuit. In the initial backward traversal, we construct delay tables which record the required time at a node as a function of the transition time at that node. This is followed by a forward traversal where signals are pruned not based on arrival times but based on slack. The proposed algorithm corrects the accuracy problems of the arrival time based pruning while at the same time maintaining the linear run time of STA. We implemented our algorithm and demonstrated its accuracy and efficiency.
Introduction and Overview of Approach
Static timing analysis has become the primary tool for performance verification in the semiconductor industry. It is based on the propagation of signals through the circuit, where each signal is comprised of an arrival time and a transition time. During the traversal of the circuit, signals are pruned, such that only the signal with the latest arrival time is selected for further propagation to the down stream gates. Since only a single signal is propagated for each node in the circuit, the run time of STA is linear with the circuit size. It is this linear run time characteristic that has allowed STA to be applied to very large designs efficiently and is responsible in large part for its industrial success. Although the forward propagation of signals is sufficient for computing the maximum delay of the circuit, it has been common to also propagate socalled required time signals in backward direction through the circuit. By subtraction the arrival time from the required time, slack is computed at each node, which is useful for circuit optimization.
In the last two decades since the inception of STA [1] [2], extensive work has focussed on improving the accuracy of the analysis. These works have focussed on different aspects, such as identification of false paths [3] [4] , delay model accuracy [5] , simultaneous input switching effects [6] , and different noise effects [7] [8] [9] . Hence, the accuracy of STA has improved significantly making it feasible to use STA as a sign-off tool for high-performance designs. However, despite these improvements, the basic arrival time based signal pruning algorithm that is employed in STA has remained relatively unchanged.
It was previously noted that the arrival time based pruning may select the incorrect signal for forward propagation [10] . The objective of signal pruning is to select for each node the signal that will result in the overall longest delay at the primary outputs of the circuit. We refer to this signal as the "critical signal". However, the critical signal may not be the signal with the latest arrival time. This is illustrated below in Figure 1 , where two different signals are propagated through a small circuit, representing two possible paths from the inputs to the output (A 1 -A 3 -A 4 or B 2 -B 3 -B 4 ). Signal A originates from input n 1 and signal B originates from input n 2 . When both signals reach node n 3 , the pruning algorithm selects one of them for forward propagation. Since the arrival time of signal B 3 is greater then the arrival time of A 3 , the traditional arrival time based pruning algorithm will select signal B 3 , discarding signal A 3 . However, the transition time of signal A 3 is greater than that of signal B 3 . Hence, the delay of gates g 1 through g 2 will be larger for signal A than that for signal B, and signal A has an overall larger delay then signal B.
It is therefore clear that the traditional arrival time pruning method may select the incorrect arrival time for forward propagaPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. tion. This can result in the computation of an optimistic circuit delay in STA since critical signals are lost. In this case, the computed critical path will also be incorrect, leading to possibly erroneous circuit optimization. Finally, the arrival time based pruning can results in discontinuities of the circuit delay as a function of the gate delays. This discontinuity arises when the delay of the critical path changes suddenly as the pruning algorithm switches from propagating one arrival time to another during circuit optimization. Such discontinuities can cause severe convergence problems for circuit optimization algorithms.
To address this problem in STA, several approaches have been proposed. In [10] , an STA algorithm was proposed using multiple signal propagation, thereby guaranteeing that the critical signal is propagated. A pruning criteria was presented to reduce the number of propagated signals, however, the worst-case complexity of the approach remains exponential with circuit size. Also, the algorithm requires substantial change to the implementation of STA. In [11] , an algorithm is proposed where a new signal is constructed for propagation by combining the latest arrival time among all signals with the largest transition time among all signals. This constructed signal is guaranteed to result in a worse overall circuit delay than any of the true signals at a node. This approach therefore results in the computation of a pessimistic circuit delay, but removes the discontinuity problem present in arrival time based pruning. An additional draw back of this approach is that the critical path can no longer be clearly identified in a circuit since the propagated signals are constructed by combining aspects of multiple signals. More recently, this method was extended in [12] to reduce the conservatism of the approach.
In this paper, we present a new STA algorithm. The approach is unusual in that it first performs the backward traversal of the circuit, followed by a forward traversal, unlike traditional STA which first performs a forward traversal followed by a backward traversal. During the backward traversal, the required time is propagated from the outputs of the circuit to the inputs. However, the gate delays, and hence the required time, is a function of the transition time at a node. Therefore, we construct a table of the required times at each node as a function of the transition time at that node. We show how such a required time table can be constructed in a single traversal of the circuit.
After the backward traversal, we perform a forward propagation of signals in the circuit, pruning signals at each node. However, counter to arrival time pruning, we select the signal with the worst slack for propagation. Since for each signal at a node the transition time is available, we can compute the required time for that signal using the required time table, and hence the slack of the signal. The slack of the signal represents its delay both leading up to that node, as well as from that node to any of the primary outputs of the cirucit. Therefore, the signal with the worst slack is guaranteed to be the critical signal. We show that our approach eliminates the inaccuracy of arrival time based pruning while at the same time maintain the linear run time of timing analysis. To our knowledge, this is the first linear run time solution to this problem. We implemented our proposed approach and demonstrated its accuracy in comparison to exhaustive path traversal and compare its efficiency to that of traditional STA.
The remainder of this paper is organized as follows. In section 2 we define basic concepts and the traditional STA approach. In Section 3, we present our proposed STA algorithm, including its properties and applications. In Section 4, we present experimental results and in Section 5, we conclude the paper.
Traditional STA Model and Definitions
In this section, we present a formal definition of a timing graph and the traditional timing analysis algorithm using arrival time based pruning. For the purpose of discussion, we do not include the elimination of false paths due to logic or timing correlations in a circuit in our formulation. The problem addressed in this paper is orthogonal to the problem of false path elimination, and our proposed solution can be applied to these methods as well.
We first define the so-called timing graph, on which a timing analysis algorithm is performed.
Definition 1.
A timing graph is defined as a directed graph having exactly one source and one sink node: G={N,E,n s ,n f }, where N={n 1 ,n 2 ,...,n k } is a set of nodes, E={e 1 ,e 2 ,...,e l }is a set of edges, is a source node, and is a sink node. Each edge is simply an ordered pair e=(n i ,n j ) of nodes.
The nodes in the timing graph correspond to nets in the circuit, and the edges in the graph correspond to the connections between gate inputs and outputs. Although circuits in general have multiple inputs and outputs, we can trivially transform them to graphs with a single source and sink by adding a virtual source and virtual sink. Without loss of generality, we also assume that signal crossing times are measured at 50% of the signal level.
Each edge E is assigned two functions: a delay function d e =d e (s i ), which represents the signal propagation delay from a gate's input to its output, and a transition time function s e =s e (s i ), which represents the transition time of the signal at the gate's output, where s i is the transition time at the gate's input.
We now define a path in timing graph G, and its path delay as follows: Definition 2. A path P of Timing Graph G={N,E,n s ,n f } is a sequence of its nodes P=(n a ,n b ,...,n z ) such that each pair of adjacent nodes n g and n h has an edge e gh =(n g ,n h ).
A path P=(n a ,n b ,...,n z ) defines a sequence of edges (e ab ,e bc ,...,e yz ). Given the transition time s a at the first node n a of path P, we can determine the signal transition times for all the nodes on the path using the equation s j =s ij (s i ) recursively, where s j is the to-be-determined transition time at node n j , s i is the transition time at the predecessor node n i , and s ij is a transition time function of the edge e ij . After the signal transition time at each node of a path is determined, the delay of the path is determined using the following definition: Definition 3. The path delay d P of path P is defined as , where d ij (s i ) is a delay of an edge e ij on path P with input transition time s i , and the summation is over all edges belonging to path P.
Finally, among all paths terminating at a node, we define the path with the maximum arrival time as the critical path up to that node. u
A path having the maximum delay among all paths with the same ending node is called critical.
The critical path from the source to the sink node n f of a timing graph is referred to as the critical path of the timing graph, and its path delay, d(G), is referred to as the delay of the timing graph. The main objective of timing analysis is to find the correct critical path in a timing graph and to compute its delay. It is clear that this critical path delay must be decreased in order to increase circuit performance. Also, delay of a timing graph is a continuous function with respect to its gate delays [10] . This property is important for circuit optimization methods, since many of such methods rely on their objective function being continuous.
The traditional approach for finding the critical path in a circuit is based on the PERT algorithm and uses the propagation of signals from the source node to the sink node. A signal is defined as follows:
Definition 5. A signal S n at a node n is a triplet S n ={T A , s, P} where n is the node at which the signal is situated, T A is its arrival time at the node n, s is its transition time at the node n, and P=(n s , n a ,..., n) is the signal propagation path from the source node n s to the node of interest n.
The traditional timing analysis algorithm is shown in Figure 2 . The algorithm iterates through nodes in a timing graph in topological order. As a signal is propagated forward through a timing edge e ki , its arrival time is increased by the edge delay d ki (s k ) and its transition time is replaced with s ki (s k ), where s k is the transition of the signal at the fanin node of the edge. The algorithm then selects the signal with the latest arrival time and assigns it to node i. Although in our notation a signal at a particular node records its entire path to that node, in practice, a signal only needs to record its predecessor node. Since only a single signal is propagated through each edge, arrival time based STA has a run time complexity that is linear with the number of edges in the timing graph.
Proposed STA Approach
Instead of traversing the timing graph in direct topological order, the proposed approach performs a traversal in reverse topological order. Also, instead of computing arrival times at nodes the proposed slack based STA algorithm computes delays from each node to the sink node. The delay from a node to the sink node is dependent on the transition time at that node. Hence, we compute delays from a node to the sink node as functions of transition time. Although it makes the algorithm slightly more complex, knowledge of the delays as functions of transition time is critical for selecting the correct signal for forward propagation in the second phase of the algorithm. Also, this information can be very useful for circuit optimization since it can be used to predict the variation of the circuit timing in response to different transformations that change the transition time at a node.
Circuit delay as function of transition time
Initially, we examine the dependence of the timing graph delay on the transition time at the source node s n . We then extend our analysis to the delay from an arbitrary node in the circuit to the sink node. It is useful to note that in a real circuit any transition time s has a positive, non-zero lower bound s min defined by the maximum speed of logic gates switching. On the other hand, the transition time is upper bounded by value s max defined by the maximum reasonable delay of the circuit. From this, it is clear that both the delay and transition time functions D i (s j ) and s i (s j ) can be efficiently approximated with a finite table at any required accuracy.
We now extend our analysis to the delay from an arbitrary node in the graph to the sink node, and introduce the following useful definition of a dependence graph.
Definition 6:
For a node n in timing graph G=(N,E,n s ,n f ) with sink node f, we define a node n dependence graph G n = (N n ,E n ,n,n f ) as the subgraph of G such that it consists of all nodes and edges of graph G belonging to at least one path from node n to the sink node n f .
In Figure 3 , we show the dependency graph of node n for an example of timing graph. Solid edges are dependent edges of node n. We refer to the delay of a dependence graph G n as D n . Note that delay D n is the delay of the slowest path from node n to the sink node f of the timing graph G. The delay of the dependence graph at n is dependent on the transition time at node n, meaning that D n = D n (s n ). Also, it is easy to see that if the sink node has a required time t r f and node n has a required time t r n , then the delay of the dependence graph at node n can be expressed as the difference of these require times:
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Figure 2. Traditional timing analysis algorithm.
In addition to the delay from a node to the sink node, we also define the delay D e from an edge to the sink node, as follows.
Definition 7:
The delay from edge e ab =(n a ,n b ) is the delay of the longest path starting from this edge and ending at the sink node n f .
Backward propagation of signals
We now discuss how the delay from node n to the sink node n f can be computed using backward propagation of signals. We express the delay from node n to node n f recursively as a function of the delay from its fanout nodes and its fanout edges. We consider the graph fragment shown in Figure 4 where node n has fanout nodes x, y, ... . The delay D nx (s) from edge (n, x) to the sink node n f can be expressed in terms of the delay D x (s) and the edge delay function d nx (s) and transition time function s nx (s) as follows:
The delay from node n can now be computed as the maximum of the delays from each of its fanout edges (n, x), (n, y), ... as follows:
The algorithm for computing delays D n (s) from nodes n in timing graph G={N,E,n s ,n f } as a function of the signal transition times at those nodes is shown in Figure 5 . It traverses the timing graph in reverse topological order starting from the sink node n f and computes the delays from each node n using the values of the delays from its fanout nodes. For simplicity, the function D f (s) = 0 although any other constant value could be used. Note that in practice, the function D n (s) is represented by a linearly interpolated table and that tables for all nodes in the graph are constructed in a single backward traversal.
This algorithm computes delays from each node of the timing graph including the source node. The delay from the source node is the delay of the timing graph itself. Each delay is computed for all possible values of signal transition times. The complexity of the algorithm is O(NM) where N is number of nodes in the timing graph G={N,E,n s ,n f } and M is number of discretization points of delays and transition times as a function of transition time.
The above algorithm does not compute signal transition time at the sink node of the graph as a function of the transition time at its source node. We therefore extend the algorithm such that a transition time function S n (s) is computed, which expresses the transition time of the sink node n f as a function of the transition time of a signal at node n. Again, we can define the edge transition time function S nx (s) for edge (n, x) as the transition time at the sink node n f as a function of the transition time of a signal that passes through (n, x). Similar to EQ 2, S nx (s) is computed as follows:
Note that for the sink node itself, S f (s) = s.
The computation of the node transition time function S n (s) is more complex and is tightly coupled to the computation of the delay function D n (s) shown in EQ 3. Both are computed simultaneously, as shown in Figure 6 2.1. For each outgoing (fanout) edge e x =(n,x) from node n to node x propagate the delay D nx (s) from node x through the edge e x using formula (EQ2).
2.2.
Compute the delay D n (s) from node n to n f using formula (EQ3) transition time functions S nx (s i ), S ny (s i ), ... are also evaluated for all fanout edges with input transition time s i . Since the transition time of the sink node is determined by the latest arriving signal, the algorithm selects the transition time of the fanout edge, corresponding to the selected maximum delay. In this manner, the delay from node n to the sink node n f and its associated transition time are computed for each value of s i , until the complete delay function D n (s i ) and slope function S n (s i ) are defined for node n.
One of the results of this algorithm is the transition time function of the source node S s (s). This function gives values of the transition time at the sink node as a function of the transition time at the source node of the timing graph. Hence, if only the delay and transition time of the sink node are required in the static timing analysis, the proposed backward propagation of signal is sufficient for its computation. However, for many optimization tasks, such as gate sizing and logic optimization, it is advantageous to also compute the critical path and the slack at each node. We now show how these can be computed using an additional forward propagation of signals.
Arrival time, slack and critical path computation
To compute the arrival time, slack and critical path for each node of the timing graph, we propagate signals in topological order through the circuit. We first consider a single propagated signal. During its forward propagation, we compute its arrival time T n and transition time s n at node n. During the backward traversal, described in the previous section, we obtained the delay function D n (s) representing the maximum delay from node n to the sink node n f , as a function of the transition time at node n. Using the transition time s n of a forward propagated signal at node n, it is therefore possible to compute the required time t r n for this signal, using EQ 1 as follows:
Using this required time, it is now possible to compute the slack Sl n of the propagated signal by subtracting its signal arrival time from its signal required time:
Sl n = t r n -T n (EQ 6)
In the same way, it is possible to compute the slack of all signals that are propagated to node n. Since for each signal we can compute its slack, we determine which signal will result in the latest arrival time at the sink node (and hence the largest overall circuit delay from) by selecting the signal with the most critical slack. Note that a smaller or more negative slack value corresponds to a higher criticality of a signal. Using the slack of the signals at node n, it is possible to predict exactly which signal will be critical and to only propagate this signal in the forward traversal. In this manner, the arrival time, slack and critical path of all nodes in the circuit can be computed, as shown in Figure 7 . Note the algorithm is identical to that of traditional timing analysis shown in Figure 2 , except that the pruning criteria for selecting the propagated signal has be modified to use the backward propagated delay functions.
Using the proposed slack based timing analysis, the critical signal at each node is selected for propagation, and hence the inaccuracies of the traditional timing algorithm are eliminated. Also, the discontinuities of circuit delay with gate delays that occur in this algorithm are eliminated making the proposed STA highly suitable for circuit optimization applications.
In the forward traversal of the proposed algorithm only a single arrival time is propagated at each node and hence the linear run time of STA is preserved. The overall run time is dominated by the backward traversal, which has a complexity O(NM) where N is the number of nodes in the timing graph and M is the number of discretization points of the delay functions. Note however that only a single backward traversal is performed and hence, the traversal overhead is incurred only once, regardless of the discretization size. Similarly, a number of other operations, such as the computation of the output loading condition are shared for all discretization points. Therefore, it was found that in practice, the run time overhead due to the backward traversal of the proposed approach was relatively minor. Also, the number of discretization M represents a run time/accuracy trade-off. As the number of discretizations is reduced, the run time reduces, but the accuracy of the delay functions reduces due to interpolation error. Hence, if insufficient discretization points are used, it is possible that the wrong signal is selected for propagation in the forward traversal due to the approximation of the delay functions. However, it can be easily shown that the error in the computed delay of the circuit is bounded by the error in the delay function representation for each level of the circuit. In practice, as shown in the next Section, a discretization of 7 points was sufficient to obtain an exact match between the proposed algorithm and exhaustive timing analysis.
Experimental Results
The proposed timing analysis algorithm was implemented and tested on the MCNC benchmark circuits [13] . For each tested circuit, three timing analysis approaches were compared: the traditional timing analysis approach using arrival time based pruning, the proposed timing analysis approach using slack based pruning, and an exhaustive timing analysis approach which traverses all paths in the circuit using a depth-first-search. The last approach has a very high run time and was implemented only to provide a comparison with an "exact" approach. For the proposed slack based STA approach, the delay functions were represented using 7 piecewise linear discretizations. The benchmark circuits were synthesized using a commercial 0.18µm technology library. The timing analysis algorithms operated on the delay characterization tables provided with the library. Arrival times at the circuit inputs were chosen such that the impact of slope propagation on the circuit delay was observable, thereby providing a more stringent test of the correctness of the proposed algorithm. Out of 10 test circuits, it was found that 9 show a difference between the arrival time based STA and the exact STA. The results for these circuits are shown in Table 1 . For each circuit, the exact, arrival time based, and the proposed slack based STA timing results are shown in columns 5, 6, and 7, respectively. The run time for arrival time STA and slack based STA are shown in columns 8 and 9, respectively. Note that for all circuits, the timing analysis results of the proposed backward STA approach matched that of the exact STA approach. Also, the run time of the proposed STA approach is increased over that of the traditional STA by only 33% on average.
Conclusions
In this paper, we have presented a new STA approach which uses slack based pruning of propagated signals and thereby removes the inaccuracies present in the traditional STA approach. Since only a single arrival time is propagated for each node in the circuit, the linear run time of STA is preserved. We demonstrate that the proposed approach computes circuit delays that match those computed with an exact STA algorithm, while incurring only a modest run time increase over the traditional STA approach. Since the proposed method removes the discontinuities in circuit delay present in traditional STA, the approach is particularly useful for circuit optimization methods. 
