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1．はじめに
 今日，情報量（Information）といえば，ふつうKu11back－Leib1erの情報量を指している．（岩
波数学辞典第3版，178情報理論，P．464；285統計的決定関数，皿834）．寺だわち，二つの有
限分布ρ；（力、，…，力m），α＝（α1，…，α。）に対して，KL情報量は
                         m    加 （！）         ∫肌（ρ；α）＝Σ加109一                        ト1     肌
と定義される．この量は1951年にKω1back－Leib1er（195ユ）によって与えられたが，それは古
くは19世紀のBo1tzmamの統計力学におけるエントロピー理論に始まり，Shamon（1948）の
情報理論における情報量（エントロピー）の定義をへて，次第に発展して来たものである．
 情報量の概念は，情報理論にとどまらず，また統計理論においても有効に用いられている．そ
＊東京大学名誉教授，統計数理研究所名誉所員（元所長）
 式番号は各章ごとに（1），（2），…とつけてある．また引用は車内に限った．
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の一例として赤池弘次氏のAIC（Akaike Information Criterion，赤池情報量規準）の理論
Akaike（1973．1974）を挙げることができる．すなわち，実験データとして与えられた分布
が一（午…十）と統計モデルα一（の（乱，…，舳…，1・（仇，…，弘））とに対して
 （a）                ∫K工（ρO；α（θ））＝min
となる．θ＝θ（最尤推定値）を求め，近似の良さと自由度の両者を含む量：
 （b）     AIC＝一2（最大対数尤度）十27＝2n∫肌（が；α（θ））十2プ十〇。（刀。）
を定義する．与えられたデータρo・と，それに対するいくつかの統計モデルがあるとき，AICの
値が最小とたるようなモデルを選択すればよいというのが，モデル選択の最小AIC法である．
もちろん統計への応用はこれだけではたい．
 赤池氏のAICの定義は予測の立場に立つ情報量の利用であるが（例えば，坂元化（1983），第
四章参照），情報量の考えが，明らさまにではないが，統計に用いられるようにたったのは1920
年代のFisherにまでさかのぼることができる．例えば，Fisherの与えた最尤推定量が実は情報
量より（a）によって与えられること，またK．Pearsonのカイ自乗検定法に用いられるλ2は近
似的に2〃κエ（ρ0；α）に等しく（5．1，注意参照），Fisher（1925）に見られるように，カイ自乗
検定法は単に与えられた有意水準（例えば5％）による検定と見るよりは，λ2の値自身に着目
していることが指摘される．
 このように情報量の概念がだんだんと広い分野で応用されて行くにつれて，“何故に情報量を
（1）のように定義したければたらないか”ということが自ら問題とたるであろう．（1）の定義に
いたるには歴史的発展があり，確かにその意味での必然性があった．しかしKo1mogorovが確
率の公理系を与えて，それまで多岐にわたる確率概念に明確た見とおしを与え，以来確率論の
飛躍的発展を見たように，情報量に対しても，その公理系をしかるべく定義して，より広い統
一的た立場に立って理論と応用を発展させることができたいかと考えるのは，極めて自然なこ
とであると思われる．
 （1）式で与えられた∫灯（ρ；α）は，ρ，σに関して対称的ではたく，分布〃の分布αへの近さ，
或は分布ρの分布αからのへだたり（Divergence）を表わすと見られる．（1）で定義された
∫Kエ（ρ；α）が満足する性質として，Ku11back（1959）は，非負性，不変性，凸性，加法性，相
対性などを挙げている．これに対して，従来情報量とは呼ばれてはいたいが，類似の性質を持
つ量がいくつか知られている．その一つは古くから知られているK．Pearson（1900）のカイ自
乗検定法に用いられた量で，実験テータの分布ρ一（午，等）と理論分布α（伽，，1・）と1こ
対して
（2） ル（川）一÷ゑ（m尾麦麦”一（ゑ昔）一1
で与えられたものである．また別に角谷静夫氏が1948年に無限直積測度の収束を論じたときに
用いられた量（Kakutani（1948））：
（3） ル（ρ；α）一・（1一ゑπ）
も一つの情報量と考えられる．さらに（2），（3）を特殊な場合として含む量：
（・） ll（川）一÷／（ゑ性1）一1／， 一÷・／…，λ‡・
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（すたわち，∫。＝∫’，∫K＝∫一ユー2）を情報量の一種として定義することができる（2．1参照）．
 これらの例を勘案して，ここで“情報量”∫（ρ；α）を五つの性質：（I）簡約性，（II）対称
性，（III）非負性，（IV）不変性，（V）凸性を公理系として抽象的に定義しよう（3．1参照）．
 特に，上記諸例のように
 （5）         ∫（ρ；α）＝Σ工（加，α尾）
                      島＝1
．の形に表わされる場合に，∫（か；α）を“基本清報量”と呼んで，その場合についてはやや立ち
入って性質をしらべることができる（3．2参照）．
 さらにKL膚報量∫xエ（および∫λ）が加法性（擬加法性）を持つ“基本情報量”として特徴
づけられることが示される（3．3参照）． これは何故に∫砒がもっぱら用いられるかというこ
とに対する一つの答えと見たされる．以上によって，われわれの“情報量”の定義は一応妥当
なものと思われる．
 これまでの結果を1985年夏に筆者が工藤弘吉氏に知らせたところ，工藤氏は直ちに1952－
1953年の結果を知らせて下さった（Kudδ（1952），工藤（1953））．そこでは二つの分布ρ，qに
対してLyapmov集合（L集合）を
（・） 工（川）一／（κ，ツ）ト払力げゑ帆・・ω・1，・一1，…，・／
と定義するとき，工（ρ，α）は（★）を中心とする凸集合で，統叶に関する多／の結果が・集
合を用いることによって簡明に導かれることが示されている．そして，工藤氏は“情報量”が
このL集合を用いて特徴づけられるであろうことを示唆された．それによって，実際に“情報
量”がL集合全体の族の上の非負・単調た汎関数として特徴づけられることが容易にわかった
（4．1参照）．また，その特徴づけによって“基本情報量”の幾何学的解釈を与えることができ，
さらに，“情報量”のいくつかの新しい例を与えることができた（4．2参照）．また，工藤氏の論
文（工藤（1953））にならって，“情報量”の或る種の族の（弱・強）完備性（すたわち，逆に
L集合の相等・包含を決定するという性質）を示すことができた（4．3参照）．
 このようなL集合と“情報量”との深い関係を見るとき，われわれの“情報量”の公理系に
よる定義の妥当性が深められたように思われた．
 最後に，統計への一つの応用を試みた（第5章参照）．赤池氏のAICの理論では〃を用いて
いろいろた計算を行っているが，∫肌の代りに他の情報量を用いて同様な計算ができないかと
いうことを考えた．そして，良く知られている計算の組み合わせによって，上記∫λについて成
り立つような或る種の十分条件を満足すればよいということを示すことができた．
 以上，“情報量”∫（ρ；α）はρ，αが有限分布である場合についてのみ考察した．これを一般
の分布ρ，αの場合に拡張できないかという問題が残る．事実，Ku1iback（1959），Kudδ
（1952），工藤（1953），A1i－Si1vey（1966），Csisz亘r（1978）たちは一般の分布の場合を扱ってい
る．恐らく大部分の結果は適当な修正の下でほとんどそのまま成り立つであろうと思われる
が，ここでは立ち入らたいことにする．
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2．いろいろな情報量
2．1KL情報量，Pearson情報量，角谷情報量，∫λ
 全事象∫の分割
     亙＝1亙、，…，亙。｝， ∫＝亙、U…∪五。，亙尾≠¢，
を定め，その上の二つの確率分布
   ρ＝（カ、，…，力。），加≧O，力。十…十カ。＝1，α＝（α。，…
をとる．
凪∩亙5＝¢，（ク≠ノ）
，σ。），軌≧0，σ。十…十σ。＝1
 定義1．（i）分布ρの分布αに対するKL情報量を
                      m    加（1）              ∫KL（ρ； α）＝：：…］ 力尾109一
                      尾＝1    必
           0      加＿         0と定める・但し・o1o9τ＝o・力・1ogT－oo・（力・≠o）・o1ogT＝oと定める（Ku11back．
Leib1er（1951））．
 （ii） 分布ρの分布αに対するPearson情報量を
（。）      ∫、（ρ；。）一差並一1
                      仁1伽
        ○  力三＿        02と定める．但し，一＝0，一一○o，（加≠0，伽≠O）一＝Oと定める．        軌   O         ’O
ρ一i十干，等），・一………
の場合には，Pearsonのλ2と比べると
・一菖（m守γ一・計（号イー・ゑ（力㌣片
一・^酎一・／一・ム（川）
である（Pearson（1900））．
 （iii） 分布ρの分布αに対する角谷情報量を
（・）    l1（川）一・（1一貞仮）
と定める．ベクトル布＝（乃丁，…，灰），々＝（π，…，凧）とおくと，ユークリッドのノルム
11 llに関して11市11＝11石ll＝1であるから
 （4）        ∫κ（ρ；α）＝l1布一石12
と表わされる（Kakutani（1948），Matusita（1951），工藤（1953））．
 これらの情報量∫肌，∫。，∫Kは定理2に見るように，いずれも非負性，不変性，凸性などを持っ
ているが，∫Kエ，∫。，∫κをすべて特殊た場合として含むようた連続パラメータλを持つ情報量を
も簡単に定義することができる．
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 定義2．分布ρの分布αに対するパラメータλを持つ情報量を
（・）  ∫1（川）一÷（菖舳11－1），一÷・λ・∞，／・・
と定める（λ＞0のとき，加＝0またはσ尾＝Oに対しては∫。と同様に定める．また∫λ，一1／2≦
λ＜0は工藤（1953），A1i and Si1vey（1966），Csisz乞r（1978）にも挙げてある）．
 これは
（・）   ll（ρ，1）一÷（ゑ午一1），／一・
（・）  1一μ（川）一ナ（1一仏μ11），・・μ・÷
と書く方が見易い．特殊な場合として
            ∫1（ρ；q）＝∫。（ρ；α）， Pearson情報量 （8）
           ∫一1’2（ρ；σ）＝ム（ρ；α）， 角谷情報量
である．また（5）で定義されたかったλ＝Oに対しては
               m    加 （g）       ∫o（ρ；q）＝Σ加1og一＝∫〃（ρ；α）， KL情報量
               尾＝1    肌
と定める．
 連続パラメータλを持つ情報量については，まずλについて次の単調性と連続性が成り立
つ．
 定理1．情報量∫λ（ρ；α），一1／2≦λ＜・・は
 （I） 単調性：λ＜λ’であれば，任意の〃，αに対して
 （10）         ∫λ（ρ；α）≦∫λ’（ρ；α）
等号はρ＝αまたは∫λ（ρ；α）＝∞の場合に限る．
 （II）連続性：1imλ、＝λ。であれば，任意の〃，αに対して
       〃一〇〇
 （11）              エim∫λ・（ρ；α）＝∫λo（ρ；α）
                η一■餉
である．
 （I）の特殊た場合としてλ＝一1／2，0，1の値を比べれば
・（12）        ル（ρ；α）≦〃（ρ；α）≦∫。（ρ；α）
であって，等号が成り立つのは，ρ＝αの場合（または∞の値をとる場合）に限る．
証明 κ＞0に対して
（13）    K（、，λ一）一⊥（、一1－1），ユ≦λ・∞，λ・0
                  ／        2
 （13）＊                  K（κ，0）＝土109κ
とお／．（・）と比べて（弘一1を用／・て）
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（14） ∫1（川）一ゑM（缶λ）
が成り立つ．一方κλ＝exp（λ1ogκ）であるから，K（κ，λ）は（一！／2≦λ＜o・の範囲で）λについ
て連続かつ微分可能で，かつ
           ∂K               1           ∂λ（κ・λ）≧O・  κ〉O・1≦λ＜oo
である．よって（14）より単調性および連続性が成り立つ．
 ∫λ（ρ；α），λ≧Oの取り得る値は
 （15）          0≦∫λ（ρ；α）≦∞
で，o○とたるのは，或る后について加＞0，肌＝0の場合に限る．またrμ（ρ；α），O＜μ≦1／2
については
                          1 （16）          O≦rμ（ρ；α）≦一                          μ
である．特に∫一μ（ρ；α）＝1／μとたるのはρ⊥α（すなわち，各尾＝1，…，mについて加＝Oま
たは軌＝0）の場合に限る．
 ∫一1’2の場合には，任意のρ，αに対して
 （17）         ∫一’’2（ρ；α）＝∫一’’2（α；ρ）
であるが，λ≠一1／2であれば，ρ≠αに対して
 （18）         ∫λ（ρ；α）羊∫λ（α；ρ）
である．
注意 （13），（13）＊，（14）より，形式的に
（19）
と表わされる．
  1∫λ＝噤o…（λ∫o）凹1｝・ λ≠O
定義3．∫o＝∫κエを放物的情報量または基準情報量（Canonica1information），∫λ，λ＞Oを双
曲的情報量，∫一μ，0＜μ≦1／2を楕円的情報量と呼ぶことにする．
注意 ∫λ（ρ；α）の定義（5）においてλく一！／2の範囲にまで形式的に定義を拡張すれば
                    λ一1（20）       rλ（ρ，α）＝一 ∫λ一’（α，ρ），                     λ
（20）＊       ∫一1（ρ；α）＝O
（20）榊    ∫一μ（ρ，α）一1・μ∫μ一・（α，ρ），
                    μ
とたる．
定理2．
λ〉1
⊥≦μ＜1
2
情報量∫λ（ρ；α），一1／2≦λ＜∞は，各λに対して，次の諸性質を持つ：
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∫λ（ρ；σ）＝∫λ（力1，…，力。；σ、，…，σ。）
は
（I）
（21）
（II）
（22）
（III）
（23）
簡約性：
    ∫λ（力。，…，力。一、，0；σ、，…，σ。一、，O）＝∫λ（力、，…，力。一。；σ、，…，伽一、）
対称性：（1，2，…，m）の任意の置換（ク1，…，クm）に対して
    ∫λ（か、，か、，…，か。；必、，の、，…，σゴ。）＝∫λ（力、，…，力。；σ、，…，σ。）
非負性：任意のρ，αに対して
               ∫λ（ρ；α）≧O
特に等号が成り立つのはρ＝αの場合に限る．
 次に分割”：｛亙、，亙。，…，亙m｝に対して，或る二つの事象（例えば亙、と亙。）を合併して
〃＝｛亙。U亙。，亙。，…，亙m｝を作る．亙上の分布
             ρ＝（力。，…，力m）， α＝（α。，…，σ。）
から亙’上の分布
         〆＝（力、十カ。，力。，…，力。）， 〆＝（σ、十0。，9。，…，σm）
が定まる．このとき
 （IV）不変性：もしも
                  σ、＿α。＿α、十α2 （24）           一一一一                  カエ 加 力、十カ2
であれば
 （25）         ∫λ（ρ；α）＝∫λ（〆；α’）
すたわち
 （25）＊  ∫λ（力。，力。，…，力。；α、，α。，…，α。）＝∫λ（力、十カ。，力。，…，力。；α、十σ。，α。，…，伽）
である．
 （V） 凸性（Strict1y convex）：上において，一般に
 （26）         ∫λ（ρ；α）≧∫λ（〆；〆）
すたわち
 （26）＊  ∫λ（カユ，力。，…，力。；α1，α。，…，α。）≧∫λ（力、十カ。，力。，…，力。；α。十σ。，α。，…，α。）
で，等号が成り立つのは（24）の場合に限る．
 （VI） （擬）加法性：分割亙＝｛亙、，…，亙。｝と亙’＝｛凪，…，凪｝とから，直積の分割亙⑭”＝
｛山∩凪1尾＝1，…，m，ノ＝1，…，プ｝（但し，払∩凪‡⑦）を作る．亙上の分布ρ＝（力、，…，加），α＝
（α、；…，αm）および亙’上の分布〆＝（＾，…，力㌻），〆；（α1，…，α二）とから亙⑳”上の分布
   ρ⑱〆＝1加・州后＝1，…，m，プ＝1，…，プ1，α⑱〆：1σパα二1尾＝1，…，m，ブ＝1，…㌔プ1
が定まる．そのとき，λ＝0であれば加法性：
 （27）      ∫o（ρ⑳〆；α⑳〆）＝川ρ；α）十∫o（〆；〆）
またλ≠0であればこれを一般化した擬加法性：
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 （28）  ∫λ（ρ⑳〆；α⑭〆）＝∫λ（ρ；α）十∫λ（〆；〆）十λ∫λ（ρ；α）×∫λ（〆；α’）
が成り立つ．
 証明 KL情報量パについての上記性質！まKu11back（1951）に述べてある．一般に∫λ（ρ；
α）の定義（5）を用いれば，いずれも直接に容易に確かめられる．
 注意 以上の他に
 （VII） 連続性：ρ，αのベクトルとしてのユークリッド位相に関して，1im〃＝ρ。，1imα、＝
                                  n一団            〃一〇〇
α。であれば
 （29）              1im∫λ（ρ、；α、）＝∫λ（ρo；αo）
                 n－oo
も成り立つ．
 たお，工藤（1953，pp．106－108）において，情報量の不変性，凸性に対して“層化は情報量
を増加する”という適切な表現が与えられている．このことは，次の相対性（定理3）でさらに
具体的に表わされる．
 2．2相対性と一意性
 定理2の諸性質（IV）一（VI）を含む強い内容を持つ相対性を考えよう．
 分割亙：｛亙・，…，亙m｝に対して，各払，々＝1，…，mをさらに分割して
     払＝｛山ユ，…，亙肘克｝，払＝払、∪…∪亙鮒左，亙〃∩E切＝¢，  乞≠プ
をとる（1≦γ為＜∞）．これらすべての凪を合わせて，分割亙の細分
              亙＊＝1亙。ゴ1尾＝1，…，m，プ＝1，…，ブ屋1
を定義する．
 亙＊上の分布ρ＊；（加），α＊＝（σ幻）が与えられれば，これから亙上の分布
          ρ＝（力、，…，力m），加＝力為。十…十和、左， 々＝1，…，m
          α＝（α、，…，伽），伽＝伽十…十軌、、， 々＝1，…，m
および払，后＝1，…，m上の相対分布
           ρ（1〕一（缶，午）（但し・力…とする）
           α（創一（骨，…，午）（但し，伽・・とする）
が定まる．
 定理3．情報量∫λ（ρ；α），一1／2≦λ＜・・は各λに対して
 （VIII）相対性：上の諸記号を用いて，λ＝0の場合KL情報量について良く知られている性
質：
                         椛 （30）      ∫o（ρ＊；α＊）＝∫o（ρ；α）十Σ力〃（ρ（則；α（尾））
                         々＝1
λ≠0のときはこれを一般化した性質：
                 情報量と統計         9
                        m （31）     ∫λ（ρ＊；α＊）＝∫λ（ρ；α）十Σ〃λσΣλ∫λ（〆）；α（ゐ〕）
                       尾＝1
が成り立つ．
証明 ∫λ（ρ；α）の定義（5）により容易に直接に計算される．例えば（31）の右辺を計算すれ
ば
            m      ∫λ（ρ；α）十Σ批十λ妖λ∫λ（ρ（々）；α（尾〕）
            々＝1
一÷［（ゑ舳・L1）・ゑ舳・λ（負（制’十λ（青）一λ一！）1
一÷［貞茗淋1ポll一∫1（〆；α・）
である（Ku11back（1951）ではΣ加∫o（ρ㈹；α㈹）を条件付情報量と呼んでいる）．
 注意 （VIII） （相対性）⇒（VI）（（擬）加法性）：
 証明 亙＊；〃⑳”’上のρ＊＝ρ⑳〆，α＊＝α⑳〆に対してはρ（創；ρ’，α㈹＝〆，々＝1，…，mと
たるからΣ加＝1を用いれば（30）から（27）となる．またΣ批十λ妖1＝1＋λ∫λ（ρ；α）を用い
    々＝1                                               々＝1
れば，（31）から（28）とたる．
 （III） （非負性），（VIII）（相対性）⇒（IV）（不変性），（V）（凸性）：
 証明 記号をかえて亙＝｛亙1∪亙。，亙。，…，亙m／，∬＊＝｛亙、，亙。，…，亙。｝とすれば
          亙（’）＝／亙、，亙。／，  ”（2〕＝1亙。1，…，〃m一’〕＝／”。1
である．したがって，亙＊上の分布ρ＊＝｛力1，力・，…，力m｝，α＊＝｛σ・，σ・，…，σm｝に対してρ＝｛力・十カ・，
力・，，力・1，α一／1・・舳，，1・1，ρ（1〕一／月島、，月島、／，α（・1－／、1睾吻，、、辛のレj一
＝ρ（m－1，＝α（2）＝…＝α（m－1』｛1｝となる．故に（30）と（31）とから
       バρ＊；α＊）＝∫O（ρ；α）十（力1＋力。）八ρ（1〕；α（’））
       ∫λ（〆；α＊）＝∫λ（ρ；α）十（力。十カ。）1＋λ（σ1＋α。）一λ∫λ（ρ（1〕；α（’〕）
とたる．これより（V）が導かれる．不変性（IV）が成り立つのは∫λ（ρ（1）；α（1〕）＝0，すたわち
（III）よりρ（lj＝q（1〕，すたわち（24）が成り立つ場合に限る．
 定理4．λ，一1／2≦λ＜ooを定めておく．もしもρ，αの関数∫＊（力1，…，力m；σ、，…，σm）に対し
て（I）簡約性，（II）対称性，（III）非負性，（VII）連続性，（VIII）相対性が成り立てば，或
る正の定数。によって
                ∫＊（ρ；α）＝c∫λ（ρ；α）
が成り立つ．
 証明 （i）λ‡0の場合：亙＊＝亙⑳亙’，m＝プとしρ＊＝ρ⑳刀’，ガ＝α⑳〆をとれば（VIII）
⇒（VI）と同様に
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∫・（ρ⑧〆；α⑳〆）一∫・（ρ；α）十（き、炉σ石1）∫・（〆1〆）
また
1・（州；州一1・（〃）・（恥・列1・（川）
が成り立つ．（II）対称性によって上の二つの式の左辺は等しいから，右辺を等しいとおけばI
               ∫＊（ρ；α） ＿ 7＊（〆；〆）
              Σ批十λ妖L1’Σ〃十λホL1
              々              島
となる．これから（非負性を用いて）
        ∫・（川）一・（茗舳11－1）一・∫1（ρ；＾ …
とたる．
 （ii）λ＝Oの場合：分割∬＊＝∬⑳亙’，m＝7とし，亙，亙’上の分布ρ，αに対して亙＊上の
分布∠ρおよびρ⑱αをとる．但し，力、＞0，…，力m＞Oとし
      小∴卜十11∴三！
とおく．（30）によって
                      m        ∫＊（∠ρ；ρ⑳α）＝∫＊（ρ；α）十Σ加∫＊（（∠ρ）（刷；（ρ⑱α）（尾））
                     尾＝1
である．ここで
     ｝ （∠ρ）（則＝（0，…，O，1，O，…，0）， （ρ⑳α）（尾）＝ρ，   后＝1，…，m
であり，かつ（III），（VIII）⇒（IV）（不変性）によって
           」∫＊（（∠ρ）（ゐ）；（ρ⑳α）（尾〕）＝∫＊（1，0；力尾，1一力ゐ）
が成り立つ．よって
                      m         ∫＊（伽；ρ⑳α）＝∫＊（ρ；α）十Σ加∫＊（1，0；加，1一カ局）
                      局11
とたる．次にρとαを入れかえて
                      m         ∫＊（∠ρ；α⑳ρ）＝∫＊（ρ；ρ）十Σ加∫＊（1，O；必，1一肌）
                      々＝1
となる．（II）対称性によって∫＊（ψ；ρ⑱α）＝∫＊（伽；α⑳〃）であり，また∫＊（ρ；ρ）＝0であ
るから，上の二つの式より
       ∫＊（ρ；α）＝Σ力尾／∫＊（1，O；軌，！1。）一∫＊（1，O；加，1一カ屋）｝
             尾三1
と表わされる．
 次に分割亙＝｛亙、，亙。｝，”＝｛凪，亙；｝上の分布1＝（1，0）およびρ＝（力，1一力），0＜力＜1，
α＝（σ，1一α），O＜σ＜1に対して（V）（加法性）をあてはめれば
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∫＊（1⑱1；ρ⑱α）＝∫＊（1；ρ）十∫＊（1；q）
である．ここで
・⑧・一iH〉 ρ咋（（1ζ）、（1㌫ヂ、））
であるから（IV）不変性によって
            ∫＊（1⑳1；ρ⑳α）＝∫＊（1；切，1一助）
となる．故に∫（力）＝∫＊（1；力，1一力）とおくとき
                ！（切）こ！（力）十！（α）
である．ここで！（1）＝0，∫（力）＞0，0＜力＜1および！の（VII）連続性によって，或る定数。
＞0によって
             ！（力）＝■c109力，      0＜力≦1
と表わされる．よって
                m          ∫＊（ρ；α）＝0Σ力尾（109加一109αゐ）＝C∫o（ρ；α）
                ゐ三1
が導かれた．
注意 Shamonのエントロピーについて，対応する定理は，A．I．Khinchinによって証明され
ている（0功e似〃α左Mm尾，1953）．
3．情報量の公理系
3．1公理系
2．1においてKL情報量，Pearson情報量，角谷情報量，∫2（ρ；α），山1／2≦λ＜∞などの例
について見た．これらが満足するいくつかの性質をとり出して，一般の情報量の定義を与えよ
う．
 定義4．任意の分割：亙＝｛万1，…，亙。｝上の任意の二つの分布
             ρ＝（力。，…，力。），加≧O，Σ加＝1
                         尾
             α＝（α、，…，σ。），伽≧0，Σα冶＝1
                         危
に対して定義される（実数値）関数
 （1）       ∫（ρ；α）＝∫（ヵ1，…，力m；α1，…，伽），   m＝1，2，…
が，定理2に述べた（I）簡約性，（II）対称性，（III）非負性，（IV）不変性，（V）凸性を満
足するとき，∫を情報量（Information）と呼ぶ．
 但し，∫λ，λ≧0をも含めるためには，伽；O，加＞Oの場合には ∫（ρ；α）＝・・とたることも
許しておく．
側1．2．1で定義した〃，∫戸，ル，∫λはすべて情報量である．
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 側2．
                     m                a（ρ；α）＝Σ1カゲ肌1
                     尾＝1
は情報量としてのほとんどすべての性質を持つが，（V）の凸性に閉しては（26）＊の等号が成り
立っても必ずしも（24）とならたいから，このa（ρ；α）は情報量ではない．また
・（ρ・9）一（ゑ（力1一刈’ρ
に対しては不変性が成り立たないからD（ρ，α）も情報量ではたい．
 補題1．∫（κ。，…，κ、）がκ、≧O，…，κ、≧Oで定義された実関数で
 （i）！（κ、，…，κ、）≧0である．かつ等号が成り立つのはκ、＝…＝κ、＝0の場合に限る．
 （ii） κ、≦κ1，…，κブ≦κ二であれば
                ！（κ1，…，κ、）≦！（κ壬，…，κ二）
である．かっここで等号が成り立つのはκ、＝パ，…，κ、＝κ二の場合に限るという二つの性質を持
つものとする．
 そのとき，任意のプ個の情報量ム，…，∫、に対して
 （2）       ∫（ρ；α）＝！（∫1（刀；α），…，∫、（ρ；α））
もまた情報量である．
証明 ∫（ρ；α）が情報量としての性質：簡約性，対称性，非負性，不変性，凸性を満足する
ことを個々に見ればよい．
側3．！（κ、，κ。）＝m。十ろκ。，α＞0，ろ＞0，！（κ、，κ。）＝m書十蝪，α〉0，ろ＞Oだと．
 側4． λ＞0に対して
                    1                ル）＝71・・（1＋λκ）
とおく．また，O＜μ≦1／2に対して
               一1                1           ∫（κ）＝    109（1一μκ），        0≦κ≦一
               μ                   μ
とおく．これらは補題の条件（i），（ii）を満足する．したがって
          ～      1（3）   ∫λ（ρ；α）一71・・（1＋〃λ（ρ；α））・  λ・0
          ｛      一1                   1 （4）          ∫一μ（ρ；α）＝一109（1一μ∫一μ（ρ；α）），    0＜μ≦一
                 μ                 2
も情報量である．さらに∫λ，rμは加法性を満足する：
 （5）          ∫λ（ρ⑧〆；α⑳〆）＝∫λ（ρ；α）十∫λ（〆；〆）
（6）     ∫一μ（ρ⑳〆；α⑳〆）＝∫一μ（ρ；α）十∫一μ（〆；〆）．
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 証明 定理2より
  λアλ（ρ⑳〆；α⑳〆）＝1o9（1＋λ∫λ（ρ⑬ρ’；α⑧α’））
            ＝1o9（1＋λ（∫λ（ρ；α）十∫λ（〆；α’）十λ（∫λ（ρ；α）・∫λ（〆；〆）））
            ＝1o9（1＋λ∫λ（ρ； α））（1＋λ∫λ（ρ’； α’））
            ＝Mλ（ρ；α）十λ∫λ（〆；α’）
またrμについても同様である（∫一μの定義と加法性は工藤（1953）による）．
注意 （3），（4）より
（7） 1im∫λ（ρ；α）＝1im∫■μ（ρ；α）＝∫O（ρ；α）
λ一0           μ一〇
である．
3．2基本情報量
いろいろだ情報量のたかで，取り扱い易いものとして，次の基本情報量が考えられる．
 定義5．情報量∫（ρ；α）が基本情報量（Fmdamenta1informati㎝）であるとは，O≦κ≦1，
0≦y≦1に対して定義される或る実関数工（κ，ツ）によって
 （8）       ∫（ρ；α）＝工（力1，σ1）十…十五（力m，σ。）
 （但し，ρ＝（力。，…，力m），α＝（σ、，…，σ。）とする）と表わされることをいう．
例えば第2章で述べた∫肌，∫。，∫K，∫λはすべて基本情報量である．しかし第3章，例4の（3），
（4）式の∫λ，rμは基本情報量ではない．
 定理5．（8）で表わされる∫（ρ；α）が情報量であるために工（力，α）が満足すべき必要十分
条件は
 （I）＊         工（0，O）＝O， 工（1，1）＝0
 （II）＊          力、＿力。＿力、十カ。
                  σ、 σ。 σ。十σ2
（但し，O≦力、十カ。≦1，0≦σ、十σ。≦1）であれば
 （9）      工（力、，σユ）十五（力。，σ。）＝工（力、十カ。，σユ十σ。）．
 （III）＊O≦力・十カ・≦1，0≦の十σ・≦1であれば一般に
 （9）＊          工（力1，91）十五（力2，σ2）≧工（か十カ2，σユ十σ2）
で，等号が成り立つのは（II）＊の場合に限る．
証明 （i）或る情報量∫（ρ；α）が（8）のように表わされたとする．（I）＊工（0，O）＝0は簡約
性より，工（1，1）＝Oは非負性∫（｛1｝；｛1｝）＝0よりわかる．（II）＊は不変性より，（III）‡は凸性
より導かれる．
 （ii）逆に工（力，σ）が（I）＊，（II）＊，（III）＊を満足すれば（8）の∫（ρ；α）が情報量とたること
は直ちにわかる．例えば非負性は（III）＊をくりかえし用いて
     工（力1，2、）十…十五（力。，伽）≧工（力、十…十カ。，α、十…十σ。）＝工（1，1）＝O．
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注意 ∫（ρ；α）の連続性を仮定すれば，工（力，σ）も連続であり，かつ任意の0＜力＜1に対し
ても
                   工（力，力）＝O
となる．何となれば力＝〃∫（ブ，8は正整数）に対しては
工（÷）・…・工（÷）一工（1，・）一・
より
工（÷）一・，ム（÷÷）一工（÷）・・…工（÷）一・
である．よって，一般の力に対しても力＝1im血と表わせば工（力，力）＝0となる．
                   炉。・8η
 補題2．定理5の（II）＊が成り立つための必要十分条件は（工（力，σ）の連続性を仮定して），
κ＞Oで定義される或る連続関数K（κ）によって
（10） 工（力，σ）一力K（号）， 力＞0，σ＞O
と表わされることである．
 証明 力＞0，σ＞0に対してσ＝〃とおいて
              工（力，σ）＝工（力，力m）＝F（力，m）
とおく． （II）＊で
                  σ、＿σ。＿σ、十α2                m＝   一■一                  力、 力2 力、十カ。
であるから，（9）は
             F（力、，m）十F（力。，m）＝F（力、十カ。，m）
と表わされる．工（力，σ）の連続性から，F（力，m）も力，mについて連続である．したがって，m
を固定すれば，F（力，m）は力の一次関数となり
                 F（力，m）＝K（m）力
の形に表わされる．すなわち
工（力，σ）一F（力，号）一K（舌）・力
と（10）の形になる．逆に（10）の形の工（力，α）に対して（II）＊が成り立つ．但し，力＝0または
α＝Oのときは，連続性を用いる．
 補題3．定理5で工（力，ら）は連続とし，かつ（I）＊，（II）＊を仮定する．そのとき，（III）＊が成
り立つための必要十分条件は，K（κ）がκ＞0で定義された凸関数であることである．すなわち
κ1＞O，κ2＞0，1＞α＞Oに対して
 （11）      αK（κ。）十（1一α）K（κ。）≧K（ακ、十（1一α）κ。）
                 情報量と統計        15
但し，等号が成り立つのはκ1＝κ。の場合に限る．
証明 （10）を（nI）＊に代入すれば
（・・）  力1・（青）・力・・（貴）・（力・・力・）・（多：幸麦）
となる．よって
            σ1    σ2    力1       力2 （13）    κ、＝一， κ。＝一， α＝    1一α＝            力1   力。   力、十カ。’    力、十カ・
とおくと，κ1＞O，κ。＞0，1＞α＞0である．よって（12）は（11）とたる．逆に，任意にκ1＞0，
κ。＞0，1＞α＞0を与えるとき，0＜力1＜1，0＜力。＜O，0＜σ、＜1，0＜σ。く1をとって（13）が
成り立つようにとることができる．よって（11）を書き直せば（12）となる．
 工（1，1）＝Oを（10）に代入すれば
 （14）            K（1）＝0
となり，逆に（14）ならば工（1，1）：0である．
 補題4．
 （15）  ∫（ρ；α）＝L（力1，σ1）十…十五1（力。，伽）＝工。（力1，σ、）十…十五。（力。，σm）
と表わされ，かつ
（1・）  L（力，1）一刈号）， ・・（力，1）一カ凡（号）
であるとき，或る定数αによって
 （17）          K1（κ）一K。（κ）＝o（κ一1）
と表わされる．逆に（！7）であれば（15）が成り立つ．
 証明 （5），（6）とすれば
尋工・（い）一事舳（景）一ひ山（妻1）・恥（景一1）辛・（力・，1・）
が成り立つ．また（15），（16）のとき
                K、（κ）一K。（κ）＝G（κ）
とおく．m＝2，力・十カ・＝1，σ1＋σ・＝1に対して（15）は
力1兄（青）・力・凡（貴）一力・凡（升）・泌（貴）
したがって，κ・＝σ・／力1＞0，κ・＝σ・／力・＞0，力・κ1＋力・κ・＝1に対して
 （18）          力、G（κ1）十カ。G（κ。）；0
である．よって補題4は，次の補題5より導かれる．
補題5．任意のκ1＞0，κ。＞O，力1＋力。＝1，〃、十カ。κ。＝1（但し，O＜力1，O＜力。）に対して
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（18）が成り立つたらば，或る定数αによって
 （19）          G（κ）＝α（κ一1）
と表わされる．
                       κ2－1   1一κ1 証明 力。十カ。＝1，力、κ、十カ。κ。＝1を解けは力、＝   ，力。＝   とたる．よって（20）
                       κ2■κ1   κ2’κ1
に代入すれば
                  G（κ、）＿G（κ。）
                  κr1 κ2－1
どたり，（19）が成り立つ．
 最後に凸関数K（κ），K（1）＝0のκ＝1における（一つの）支持関数をツ＝α（κ一1）とすれば，
K（κ）の代りに，次のK。（κ）をとれば
               K。（κ）＝K（κ）一α（κ一）≧O
となる．よって工（力，α）を（10）の形に表わすとき
（・・戸   工（力，1）一カ凡（妙 舳・・
とすることができる．以上をまとめて
定理6．連続基本情報量∫（ρ；α）はκ＞Oで定義された或る凸関数K（κ）（但し，K（1）＝O）
によって
（・・）    1（川）一仏・（景）
と表わされる（凸関数は必ず連続である）．またM（去）一カパ皇珊・（κ）；…（午）一
肌・ 怐?E（κ）（肌・・）；…（十）一・とお／．ここに舳～に対して一意に定舳い
で，K（κ）の代りにK（κ）一α（κ一1）（α：定数）をとることができる．したがって，y＝α（κ一）
をK（κ）の点κ＝1における（一つの）支持関数にすれば
 （21）            K（κ）≧0
に選ぶことができる（等号はκ＝1に限る）．逆にこのようなK（κ）に対して（20）は連続基本情
報量とたる．
 側5．（i）∫o（ρ；α）＝産力為1og2土に対して，凸関数
            加1    肌
 （22）        Ko（κ）＝一〇9κ十（κ一1）≧0
をとれば
パ（川）一ゑ〃（三1）
 ツ
 3
Ko（π）
K－1／2（κ）
  1
K1（κ）K2（κ）
0－1／2
00
01
02
情報量 と
K2（κ）
K1（κ）
KO（κ）
K－1／2（π）
 κ    1     2     3
 Kλ（κ）のグラフ
   1 1κλ（κ）＝丁（7一ユ）十（κ一1），λ≠O
K。（κ）＝一109κ十（κ一1）
0λ：y＝Kλ（κ）の点（1，0）における曲率
統計
図1
の中心α一（1，”；（1））
！7
2
Co C2
1  σ
Cl
1         1，1）
カ
図2．z＝ム0（ヵ，α）のグラフ
・一五伽）一刈号）
 Ko（m）＝一109m＋（m－1）
      0≦力≦1，0≦σ≦1，O＜m＜oo
l／㌻（パ／llレ。）
   m二σ／力
α：
^lll・（÷）
と表わされる．
（ii川川）一÷（菖舳・1一・）一・・に対して，凸関数
                 1 （23）        Kλ（κ）＝一（κ一し1）十（κ一1）≧0                 λ
をとれば
∫1（川）一仏Kl（景）
と表わされる（図1，2参照）．
雫義6．情報量∫（早；α）に対して
（24）          ∫＊（ρ；α）＝∫（α；ρ）
もまた情報量とたる．∫＊を∫の双対情報量（Dua1）と呼ぶ．
特に∫が基本情報量で
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（25）  1（川）寺（いい（力・1）一カ・（舌）
           K（1）＝O， K（κ）＞O， 舛1
と表わせば，その双対情報量∫＊も基本情報量で
                   m             ∫＊（ρ；α）＝Σム＊（加，伽）
                  均＝1（26）
             工・（力，σ）一工（σ，力）一σK（号）一力r（号）
但し，凸関数K＊（κ）は
（・・）   舳）一κ・（÷）， κ・・
と表わされ，K＊（1）＝OおよびK＊（κ）＞O，κ≠1である．．
 側6．（i）∫0（ρ；α）の双対情報量∫o＊は
（28）  ～；1）寺尾1峠一ゑげ（景）
             Ko＊（κ）＝κ1o9κ一κ十1≧O
とたる．
 （ii）∫λ（ρ；α）の双対情報量∫λ＊は
     1λ・（ρ；α）一÷（茗れL1）一ゑMλ・（貴），一÷・／・∞，／・・
 （29）
          1     Kλ＊（κ）一7｛（κλ十L1）十（1＋λ）（1一κ）｝≧O
とたる．
 注意 情報量∫（ρ；α）に対して
 （30）        ∫（ρ；α）＝7（ρ；α）十∫（α；ρ）
とおけば，∫は“対称性”∫（ρ；α）＝∫（α；ρ）を持つ情報量である．
 3．3基準情報量，双曲的情報量，楕円的情報量の特徴づけ
 基本情報量が2．2で与えた基準・双曲的・楕円的情報量であるための条件を考えよう．
 定理7．（i）可微分基本情報量∫（ρ；α）に対して，加法性
 （31）       ∫（ρ⑱ρ’；α⑱αア）＝∫（ρ；α）十∫（〆；〆）
が成り立つのは，基準情報量∫O（ρ；α），∫O＝〃によって
 （32）    ∫（ρ；α）＝o、∫o（ρ；α）十〇。∫o（α；ρ），  o、≧0，o。≧O
と表わされる場合に限る．特に∫（ρ；α）＝∫（α；ρ）幸条件とすれば，∫（ρ；α）＝C∫o（ρ；α）
（o＞O）に限る．
 （ii） 可微分基本情報量∫（ρ；α）に対して
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 （33）      ∫（ρ⑱ρ’；α⑳〆）＝∫（ρ；α）十∫（ρ’；〆）十∫（ρ；α）x∫（ρ’；〆）
が成り立つのは，双曲的情報量∫λ（ρ；α），λ＞0に対して
 （34）         ∫（ρ；α）＝〃λ（ρ；α）または Mλ（α；ρ）
となる場合に限る．
 （iii） 可微分基本情報量∫（ρ；α）に対して
 （35）      ∫（ρ⑱ρ’；α⑱〆）＝∫（ρ；α）十∫（刀’；〆）一∫（ρ；α）x∫（ρ’；α’）
が成り立つのは，楕円的情報量rμ（ρ；α），1／2≧μ＞0に対して
 （36）           ∫（ρ；α）＝μ∫一μ（ρ；α） または  μ∫一μ（α；ρ）
となる場合に限る．
 基本情報量の可微分性については，3．4で改めて考察する．
証明（i）1（川）一仏・（景）と表わすとき・（・・）はρ一（力・・…，力・），α一（11，…，伽／
〆＝（が，…，外），〆＝（〆，…，〆） に対して
ゑ貞MK（景劣）一仏K（景）・斗1K（劣）
と表わされる．特にm＝F2とすれば
（37）    力、がK（κ、ハ）十カ、力らK（κ、ツ。）十カ。がK（κ。y。）十カ。加K（κ。y。）
                 二カ1K（κ1）十カ2K（κ2）十がK（y1）十がK（y2）
となる．但し，κ、＝σ1／力1，κ。＝α。／力。，ツ1＝σ1／が，γ。＝σ≦／力；とし，力、κ。十カ。κ。＝！，がツ、十カ；y。
＝ユである．
（38）        F（κ，y）＝K（〃）一K（κ）一K（y）
とおくと（37）は
（39）   力、がF（κ、，y、）十カ1加F（κ1，ツ。）十カ。がF（κ。，ツ、）十カ。力；F（κ。，ツ。）：O
となる．
 補題6．κ。＞0，κ。＞0，ハ＞O，ツ。＞0，力。κ、十カ。κ。＝1，力1＋力。＝1，がツ、十カらy。＝1，が十和＝
1に対して（39）が成り立てば，或る定数。および関数λ（ツ），3（κ）によって
 （40）     F（κ，y）＝o（ガ1）（ジ1）十λ（y）（κ一1）十B（κ）（ゾ1）
と表わされる．
 またF（1，y）＝0，F（κ，1）＝0とすればF（κ，ツ）が可微分た場合には（40）においてλ（1）＝
3（1）＝O，かつκ（1）＝3’（1）二〇にとることがでぎる．その条件をつけると，（40）の分解は一意
である．
証明 力1＋力。＝1，力。κ、十カ。κ。＝1，かつが十μ＝1，＾ツ。十和y。＝1より
          κ。一1   κ1－1 、 ツ。一1   yr1        力、；  ，力。＝  ，力。＝  ，力；＝          κ2’κ1   κ1一κ2   y2－y1   ハーy2
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とたる．故に（39）より
      F（κ、，y。）  F（κ。，y。）  F（κ。，y。）  F（κ。，y。）                             十     （κ、一1）（ツr1）（κr1）（y。一1）（κ。一1）（ツr1） （κ。一1）（y。一1）
したがって，κ、＝κ，ツ、＝ツ，κ2＝o，ツ。＝ろとおけば
        F（κ，ツ） ＿  F（α，ろ）   F（κ，ろ）   F（α，ツ）                      十        十       （κ一1）（ツー1）  （α一1）（6－1） （κ一1）（ろ一1） （α一1）（ツー1）
＝O
とたる．故に
（41） ・一一 i、玲ろ21），B（κ）一F㍑），舳一牛チ）
とおけば（40）が成り立つ．F（1，y）＝0，F（κ，1）＝0であればλ（1）＝8（1）＝0とたる．また
α→1，ろ→1とすればF（κ，y）の可微分性より
             ∂2F       ∂F        ∂F（42）  ・＝■∂、砂（1・1）・B（κ）＝砂（κ・1）・λ（・）＝∂、（1・・）
とたる．さらに。。＝一〇，λ。（y．）＝λ（y）一〇（y－1），3。（κ）＝B（κ）一〇（κ一1）とおくと，λ。（1）
＝3。（1）：＾（1）＝風（1）±0どたり，この条件の下にλ。（κ），B。（ツ），o。は（40）より一意に定め
られる．
（i）の証明にもどる．補題6によって
      K（〃）一K（κ）一K（ツ）＝o（κ一1）（y－1）十λ（y）（κ一1）斗3（κ）（ツー1）
となる．ここで
（43）          K。（κ）＝K（κ）一〇（κ一1）
とおくと
（44）     K、（〃）一K、（κ）一K、（ツ）＝λ（ツ）（κ一1）十B（κ）（y－1）
          ∂ ∂とたる．この両辺に一一を施すと          ∂κ’砂
            ツKf（〃）一Kf（κ）＝λ（y）十B’（κ）（y－1）
            Kf（〃）十〃Kf’（〃）＝λ’（ツ）十B’（κ）
とたる．ここでz＝〃，ツ＝z／κとし，z，κを独立変数にとると
舳）・洲・）一〃（舌）・3・（κ）
    ∂とたる．一を施せば    ∂κ
すたわち
すなわち
・一一fλ・（号）・・”（κ）
0＝一ユλ”（y）十3”（κ）
   κ
〃”（y）＝畑”（κ）二0。
故に
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               λ”（ツ）二五，3・（κ）＝旦
                    ツ         κ
より
           λ’（ツ）；C．109κ十a， B’（κ）＝0，109y＋e
となるが，A’（1）二B’（1）＝Oよりa＝e＝0である．よって
         メ1（y）＝0o（y109ツーy）十！，   B（κ）＝Co（κ109κ一κ）十9
とたるが，λ（1）＝B（1）：0より！＝g＝coとなり
        λ（y）＝co｛ツ109ツー（y－1）｝，   B（κ）＝oo｛κ1o9κ一（κ一1）｝
となる．これらを（44）に代入して
  K1（κy）一K1（κ）一K1（ツ）＝co（κ一1）｛ツ1o9ツー（ツー1）｝十。o（ツー1）｛κ1o9κ一（κ一1）｝
となる．故に
             ノ（2（κ）＝K1（κ）一〇〇κ109κ十2co（κ一！）
とおくと K。（〃）一K・（κ）一K・（y）＝Oとなる．故に或る定数a。により（K・（1）：Oを用いて）
K。（κ）＝a．109κ，故に
 （45）                   K（κ）＝ooκ1o9κ十ao1o9κ十eo（κ一1）
と表わされる・これから1（川）一仏・（景）に代入して
             ∫（ρ；α）＝00∫O（α；ρ）十aO∫O（ρ；α）
と表わされることがわかった．
 （ii）（31）の代りに（33）を仮定する．
（46）      F（κ，ツ）：K（〃）一K（κ）一K（y）一K（κ）K（ツ）
とおくと，F（κ，1）＝F（1，y）＝0，かつ（40）が成り立つことがわかる．
                  K（κ）＝工（κ）一1
とおくと， （46）Oま
（47）         F（κ，ツ）＝工（〃）一工（κ）L（ツ）
となる．故に補題6によって
 （48）          工（κ二γ）一工（κ）■乙（ツ）＝c（κ一1）（ツー1）十ノ1（ツ）（κ一ユ）十j3（κ）（二γ一1）
           ∂2と表わされる．両辺に   を施すと           ∂κ∂ツ
         L’（〃）十〃工”（〃）十五’（κ）工’（ツ）＝λ’（ツ）十B’（κ）十〇
           ∂2 ∂2と表わされる一両辺にア・ ｻ。を施すと
         4〃工’”（〃）十κ2ツ2工””（〃）十L”（κ）工”（y）十2工’ア（〃）＝O
とたる．ここで〃＝zとし，zとκとを独立変数と見ると
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・・工…（・）…五一（・）・工・ i青）工・（κ）・・工・（・）一・
さらに
∂
 を施して∂κ
工・i÷）工…（κ）亨…（青）工・（κ）一・
となる．すなわち
                工”’（κ）  ＿工’”（ツ）
                工”（κ）．κI工”（y）y＝Co
となる．よって積分して
                 109ム”（κ）＝00109κ十01
もう一度積分して
         工（κ）＝伽λ十。（κ一1）十a， 工”（κ）＝αλ（卜1）κλ一2＞0
の形になる．但し，工（1）＝α十a＝1である．これを（48）に代入して
    工（〃）一工（κ）L（ツ）＝α（1一α）（〃）λ十αo（κλ一1）（y－1）十αo（yλ一1）（κ一1）
                十〇（〃一1）一〇2（κ一1）（ツー1）十αc（κ一1）十〇〇（ツー1）
                十a（1一肌λ一αyλ一〇（κ一1）一〇（y一）一a）
λ≠O，λ≠1よりα＝1，a＝0．したがって
    工（〃）一工（κ）工（y）＝c（κλ一1）（ツー1）十。（ツλ一1）（κ一1）十〇（1－o）（κ一1）（ツー1）
と表わされる．すたわち，任意の。に対して
           工（κ）二κλ十〇（κ一1），  工”（κ）＝λ（λ一1）が一2＞O
は求める形とたる．λ（λ一1）〉Oよりλ＜Oまたはλ＞1とたる．これからK（κ）＝（κL1）
十。（κ一1）で（λの代りに一λとおいて）（23）と比べて∫（ρ；α）＝Mλ（ρ；α）または
λ∫λ（α；ρ），λ＞0とたる．
 （iii）についても同様である．
3．4可微分基本情報量
                 m 定義7．基本情報量∫（ρ；α）＝Σ工（加，σゐ）において，O≦κ≦1，O≦y≦1で定義された関
                尾二1
数工（κ，ツ）が2回（または3回）連続的徴分可能であるとき，可微分基本情報量（Differe耐iab1e）
という．
注意（i）補題・によって工（κ，ツ）一κ・（÷）と表わすとき，工（κ，・）が可微分であること
はK（κ）がκ＞Oで可微分であることと同値である．K（κ）は凸関数であるから
 （49）
である．
a2Kaκ・（κ）≧0・ κ＞0
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 （ii）κ＞Oで定義された凸関数K（κ）に対し下K（1）＝O，かつK（κ）≧0であるという条件
は
                    aK （50）            一（1）＝0                    炊
という条件と同値である．
 定義8．可微分基本情報量∫（ρ；α）に対して
                     a2K（51）       αrκ・（1）≧0
を∫の不変数（InVariant）という．
 K（κ）の代りにK（κ）一α（κ一！）をとっても，不変数は同じである．
 例7．（i） 基準情報量∫o（ρ；α）に対して
                       aKO           Ko（κ）＝一109κ十仁1， 一（1）＝O，                        aκ （52）           a2    1          a2           aκ・Ko（κ）7＞0・κ＞0・α＝aκ・州1）＝1
すなわち
 （52）＊            α（∫o）＝1
である．
 （ii）双曲的情報量∫λ，λ＞Oおよび楕円的情報量rμ，O＜μ≦1／2に対して
                1          aKλ            Kλ（κ）＝一（ズL1）十（κ一1），  （1）＝O，                λ            aκ （53）             a2            7Kλ（κ）＝（1＋λ）ズλ一2＞0・κ＞0
したがって
                                    ！（53）＊@ α（∫λ）＝1＋λ・0，λ＞O・α（「μ）＝1一μ＞O・O＜μ≦万
である．特にムェ＝パ，∫戸＝∫1，ル＝∫一1－2に対して
                              1 （54）       α（ル。）＝1， α（∫戸）＝2， α（ル）＝一                              2
となる．
注意 可微分基本情報量∫（刀；α）の双対を∫ヰ（ρ；②）とするとき
 （55）           α（∫）＝α（∫＊）
である．
証明・・（κ）一÷・（卦・（・）一音（・）一・であるから
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紫一一夫K（÷）一夫r（÷）， r一音
毛ぎ一封（÷）・か（÷）・去”（÷）
したがって
                aK＊     a2K＊         K＊（1）＝0・ aκ（1）＝O， 伽・（1）＝K”（1）＝α
が成り立つ．
 定理8．0≦κ≦1，0≦y≦1で定義された実関数L（κ，y）が，工（0，0）＝工（1，1）＝Oで，かつ
               m可微分であるとき，∫（ρ；α）＝Σ工（加，α。）が可微分基本情報量であるための条件は
              ゐ＝1
 （IV）不変性：に対しては
                    ∂L  ∂L （56）           κ一十ツ ＝工                    ∂κ  砂
が必要十分である．
 （V）凸性：に対しては
               ∂2工   ∂2工   ∂2工（57）    T≧O・∂ツ・≧0・∂、砂≦0
が必要であり，
          ∂2工       ∂2工       ∂2工（58）  T＞O・またはT＞0・または ∂、砂＜0
が十分である．
証明（1・）不変性工（κ，ツ）一1・（÷）と表わされるたらぱ，r一筈，r一祭とお／
とき
 （59）
したがって
詰一K（÷）一÷r（÷）， 昔一r（÷）
冷・唯一κK（÷）一工
が成り立つ．逆に（56）が成り立つたらば
           工（κ，y）＝κG（κ，y）＝κG（κ，倣），
とおいて，G（κ，伽）＝F（κ，m）と見るとき
 ＿ツm一一  κ
         裟一ナ・丹・堵一夫（冷・場一工）一・
すなわち，・（κ，ツ）一・（・）と表わざ札工（κ，・）一κ・（÷）と表わされる．
（V）
（60）
             情報量と統計
          ∂     ∂凸性：（56）の両辺の一および一をとれば          ∂κ   ∂ツ
              。∂2ム＿。∂2工＿  ∂2工
             κ∂κ・■ツ7’”∂κ∂ツ
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である．一方，工（κ，・）一κ・（÷）とお／とき
（・1） 祭一芸・・（÷），昔一÷”（÷），島一声（÷）
したがって
（・・）   ／・祭一場一一1嶋一ケ（÷）
                 ∂2ム    、    ・ ∂2工である．故にκ＞0でK”（κ）≧Oと∂κ。≧Oとは同値であり，K”（κ）＞0と∂κ。＞0とは同値
である．
 注意 （i）（59）よりK（1）：K’（1）＝Oを用いれば
              ∂L  一 ∂L（63）    ∂、（力，力）＝砂（力，力）＝0・ 0＜力＜1
が成り立つ．また（62）より∫の不変数αに対して
             ∂2工    ∂2工     ∂2工（64） α二K”（1）一力∂、・（〃）＝力砂・（力・カトー力∂、砂（力・力），O＜力＜1
が成り立つ．
 定理9．∫（ρ；α）を（3回連続的徴分可能な）可微分基本晴報量とする．
       ρ＝（力。，…，力。）， α＝（α1，…，σ。）， Σ加＝1， Σαゐ＝1
                          尾            々
       ρo＝（パ，…，外）， 〆＝（σ呈，…，沸）， Σ批＝1， Σσ2＝1
                          尾            左
に対して
            加＝パ十m尾， 肌＝σ臭十v。， 后＝1，…，m
 （65）        m       ・            Σ肌＝0，   Σo。＝O
            尾＝1               尾＝1
とおく，いま
 （66）      lm島1＜ε， lo．1＜ε，   々＝1，…，m
であれば
                 m ∂L       m ∂L（67） ∫（ρ，α）＝∫（ρo・小昌万（狐舳1＋昌∂ツ（舳2）仇
             ・ね峠（舳（箭一昔）2・・，1尺1一・（1・）
が成り立つ．特にpO＝αOであれば
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1（ρ；α）一号計（・均一・〃，・一・（13）
とたる．さらに，ρO：〆＝αであれば
（69）      αm 1∫（ρ；αo）＝万昌亙・2＋尺児＝0（ε3）
となる．
証明 工（κ，y）をκ＝挑，y＝σ2のまわりのTay1or展開を用いれば
 ∫（ρ；α）＝Σ工（加，必）
      々＝1
一ゑ／工（～1）・告（舳1）・1・器（舳1）・1
・÷（祭（舳・1・・島（舳）舳・祭（挑舳）／・・（・）
一1（ρ・，α・）・ゑ（簑（舳・尾・昔（舳・ゐ）
・武力喋（舳（箭一貴）2・・（1・）
とたる（但し（60）を用いた）．よって（67）が成り立つ．（67）においてが＝αoとし，（64）を用
いれば（68）とたる．（68）においてα：αoとおけば（69）とたる．
 注意 （追記）査読者より脚注意のあった論文Rathie andKamappan（1972），Rεnyi（1961）
と比べて気づいた点を挙げる．
 （i）P．N．Ratie and P．L．Kannappan（1972）において，われわれが定義した情報量∫λ（ρ；
α），壮0（2．1，定義2）の定義が述べられ，定理4（相対性による一意性）の証明が与えられて
いる．
 （ii）A．R6nyi（1961）では工藤弘吉（1953）において与えられた加法性を持つ情報量∫λ（ρ；
α），λ≠0（3．1，（3）式）を（独立に）定義している．そして∫o（ρ；α）および∫λ（ρ；α）の公理
系による決定がだされている．但し，R6nyiの場合には∫0（ρ；α）および∫λ（ρ；α）が（ρ；α）
＝（力、，…，力m；o、，…，σm），（加≧O，軌≧O，力。十…十カ。≦1，σ。十…十σm≦1）に対しても定義さ
れており，公理系の中に，それらに対する拡張された不変性の公理が含まれているので，Rεnyi
の結果をそのままわれわれの場合に適用することは出来たい（すなわち，R6nyiの結果と定理
7とは互いに独立である）．
4．L集合と情報量
4．1情報量のL集合による特徴づけ
次の定義9と定理10はKudδ（1952）による．
定義9．有限分布ρ＝（力、，…，力m），O≦加≦1，
   m≦1，Σ吻：1に対してL集合：
   尾＝1
mΣ加＝1およびα＝（α1，…，σm），0≦肌
々＝1
（1）
と定義する．
情報量と統計
工（ρ，α）一／（κ，・）1κ一貞舳，・一貞舳，・・α1・1，后一1，…，・／
定理10．工（ρ，α）は次の諸性質を持つ：
（I） （O，0）∈工（ρ，α），（1，1）∈L（ρ，α）．
（II） 工（ρ，α）⊂［O，1］×［0，11．
（111）工（ρ〃ま点（丹）を中’しとする凸集合である．
（VI） 加／軌，后＝1，…，mを大きさの順に並べて
（2）         O≦五≦…＜伽                   力1 ：力m
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とするとき（但し十・とお／）ルα）は
（3）  （0，O），（力、，σ、），（力、十カ。，α。十σ。），…，（力。十…十カ。一、，σ、十…十0。一1），（1，1）
を（0，0）と（1，1）を結ぶ線分∠の下方の折線とし，
 （4）  （0，0），（力m，αm），（力m＋力m＿1，σm＋σ刎＿1），…，（力m＋…十カ2，σm＋…十α2），（1，1）
σ1
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（O，O）
 Pユ
カ1
図3．
 乃’   一＿＿．＿一．』＿一＿一ユ＿＿⊥’．
・一’一 P’一．一■．一■．一’一r一一t一
力。 カ。 ＼カ。戸1力・’
 L集合：L（ρ，α）のグラフ
（1，！）
σ2
σ1
を∠の上方の折線とし，両者にはさまれる部分に等しい．
証明 はじめに力1＝…＝加＝0，σ、＝…＝α尾＝Oであれば，（力、，σ。）＝…＝（力、十…十和，σ1＋
・十αゐ）＝（0，0）であるから，定義により
        工（（カ、，…，力。），（の，…，伽））＝工（（加。。，…，力。），（α尾。、，…，αm））
を注意しておく．
 （I），（II）は自明．
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 （III）λ（Σα・力尾，Σα炊）十μ（Σβ山，Σβ必）＝（Σγψ尾，Σγ吻），但←，γ尾＝λα尾十μβ尾・
O＜λ＜1，O＜μ＜1，λ十μ＝1より工が凸集合であることがわかる．また
       ÷1（Σ舳，Σ舳）・（Σ（1一α1）力ゐ，Σ（・1・）〃・）1一（去去）
よ・／，就（＾）を中心とすることカ1わかる．一
 （IV）まずし（ρ，α）は2m個の点（か、十…十か、，ψ、十…十の王），ク、＜…＜パZ＝O，！，…，m
（但し，Z＝0のときは（0，O）とする）の張る凸集合であることを見よう．いま仮に1≧α、≧…≧
α。≧0とすれば
     （Σα。加，Σα尾伽）＝（1一α1）（O，0）十（αrα。）（力。，σ、）十…
               十（α。一。一α。）（力1＋…十如一、，σ、十…十伽一、）十α。（1，1）
と表わされることよりわかる．次に（2）のようにとれば，上記2m個の点は（3）と（4）とに囲ま
れる図形に含まれることがわかる（図3参照、）．よって（IV）が成り立つ．
 注意 （i） （I），（II），（III）であるような任意の凸多角形は或るρ，αによってム（ρ，α）と表
わされる．
 （ii） L（ρ，α）が∠（（0，O）と（1，1）を結ぶ直線）であるのは力・＝o・，…，力m＝σm，すたわち
ρ＝αの場合に限る．
 （iii）工（〃，α）＝［O，1］x［O，1］とたるのは加伽＝O，后＝1，…，m，すなわちρ⊥αの場合に
限’る．
 （iV） 工1＝工（ρ1，α1），工2＝工（ρ2，α2）に対して
 （5）        工、＊工。＝工（ρ1⑱ρ。，α1⑳α。）
と定義する（工、＊工。は，ル，のを用いることなく，ムと工。とから直接に幾何学的に定義する
ことができる）．このとき
 （6）     工、＊工。＝工。＊工、
（7）    工、＊工、⊃工、，ム1＊工、⊃ム、I
（8）、    工・＊工・＝工1一工・：∠
           工、＊工。＝工2く＝⇒工、＝∠
である（図4参照）．
（1．1）
図4．ム＊L。のグラフ
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定理11．∫（ρ；α）を有限分布（ρ，α）に対する情報量とする．そのとき
 （I） 工（ρ。，α、）＝工（ρ。，α。）⇒∫（ρ。
 （II）工（ρ。，α、）享工（ρ。，α。）⇒∫（ρ、
である．
・α、）＝∫（ρ。；α。）
・α、）＞∫（ρ。；α。），または∫（ρ。；α。）＝∞
 証明 （I）工（ρ、，α1）＝工（ρ。，α。）とたるのは，（i）ρ、＝（力。，…，力m），α、＝（α、，…，αm），力、＝…
＝加＝O，α。＝…＝独＝0であるときρ。＝（加。、，…，力m），α。＝（伽、，…，σm）とする場合，
（ii）σ。／加＝肌、、ノ加。1のときP五＝（加，σ左）を取り除いて，折れ線P。一1，P尾，P尾十、を線分P。．、，
P島・・でおきかえる場合，およびこれらを何回かくりかえすことによって得られる．（i）に対し
て（I）が成り立つことは∫の簡約性による．（ii）に対して（I）が成り立つことは∫の不変性
による．
 （II）∫（ρ、，α、）＜○oとする．（1）血＜σ用の場合にρ、＝（力1，，力、），ρ2＝（力、，，力尾．1，
                 加  加十1
加十カ用，加。。，＿，力m），α1＝（の，＿，σm），α。＝（σ1，…，肌一1，伽十σ川，伽。。，…，σm）とすれば
工（ρ。，α、）一ム（ρ。，α。）：∠P点一。P．P糾、十（その対称図形）である．一方，情報量∫の凸性によっ
て∫（ρ、；α、）＞∫（ρ。；α。）である（図5参照）．（ii）一般に分布（ρユ，αユ），（ρ。，α。）に対して
L（ρ、，q、）享工（ρ。，α。）であれば，上の操作を有限回くりかえして工（ρ1，α1）より工（ρ。，α。）に達
することを見ればよい．これを一般に記述することは複雑になるが図6のように示すことがで
きる．
 Kudδ（1952），工藤（1953）では，一般の分布（ρ，α）に対して，∫肌（ρ；α）に対して（I），（II）
を証明している．
図5．
P3
      P2
      ⑤
       P二②ハ1〃
  Pl
図6．
 定理12．（定理11の逆命題）任意のL集合工（ρ，α）に対して実数∫（ρ；④）が対応して
 （O） 工（ρ，④）＝∠く＝⇒∫（ρ；α）＝O
 （I） 工（ρ、，α、）＝工（ρ。，α。）⇒∫（ρ、；α、）＝∫（ρ。；α。）
 （II） 工（ρ1，α1）享工（ρ2，α2） ⇒ ∫（ハ；αユ）＞∫（ρ2；α2），または∫（ρ2；α2）＝OO
であれば，∫（ρ；α）は一つの情報量である．
証明 （i）∫（ρ；α）の対称性は（I）よりわかる．
（ii）∫（ρ；α）の簡約性は
       工（（O，力。，…，力。），（O，α。，…，α。））＝工（（力。，…，力。），（σ。，…，σ。））
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に対して（I）よりわかる．
 （iii） ∫（ρ；α）の非負性は（O），（I），（II）よりわかる．
 （iV） ∫（ρ；α）の不変性は（I）よりわかる．
 （v） ∫（ρ；α）の凸性は，いま（2）が成り立つとすると．
   け）ρ、＝（力。，…，力。），α、＝（α。，…，σ。），ρ。＝（力、，…，加十和。。，…，力。），α。＝（α、，…，肌
  十軌十1，…，伽）に対しては（II）よりわかる．
   （口）后十1＜Zの場合に，刀1＝（力1，…，力。），α、＝（σ、，…，αm），ρ。＝（力、，…，b。，…，加十伽，…，
  か，…，力m），α。＝（0、，…，ろ尾，…，伽十の，…，あ，…，αm）（U印はその値が欠けていることを示
  す）とする．但し
   五く くσ尾一1≦σゐ十1く く五く伽十のく必十1≦ くの一1くの十1く く且
    力一1一 ’力尾＿1■加十1一 一力ん一州十如一州十1一 一加＿1一か十1一 一力
  とする．工（ρ・，α・）の∠の下方にある頂点P・，…，
  P榊（P尾＝（力。十…十和，α。十…十肌））の張る折線P。，          p刊、
P、，…，Pmに対して工（ρ。，α。）の∠の下方にある頂点
（0，0），（力、，σ、），…，（力、十…十如一。，σ、十…十σ。一、），（力、
十…十カ局＿1＋力走十1，σ1＋…十σ尾＿1＋伽十1），…，（1，1）はL
集合の定義によってすべて工（p、，q1）に含まれる．
よって，工（ρ、，α、）⊃ム（ρ。，α。）である．したがって（I）
または（II）によって∫（ρ1；α1）≧∫（ρ。，；α。）が成り
立つ（図7参照）．
PO
 以上の定理11，12によって，情報量∫（ρ；α）は，L集合
全体の族2の上の単調た非負汎関数として特徴づけられた． 図7、
注意 情報量∫（ρ；α）の加法性は，幾何学的には
   “工（ρ・，α・）＊工（ρ・，α・）に対応する情報量は∫（ハ；α・）十∫（ρ・；α・）に等しい”
という命題で表わすことができる．
4．2弧長型・面積型・幅型情報量
 A．弧長型情報量
 定理12によってL集合，工（ρ，α）を用いていろいろな情報量を定義することができるわけ
である．
 3．2で特にくわしく扱った基本情報量を凸図形工（ρ，α）を用いて特徴づけることをしらべよ
う．この場合に基本晴報量∫（ρ；α）は，κ＞0で定義されたある凸関数K（κ）によって
（9） ∫（ρ；α）一ゑM（景）
と表わされる．但し，K（κ）≧O，K（1）＝K’（1）＝O，K”（κ）＞0とする．いま凸集合工（ρ，α）の
∠の下側の折れ線を
 （10）                C（ρ；α）＝｛（κ，ly）1ツ＝ψ（κ）｝
とおく．（9）はC上の線積分
（11）
と表わされる．
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∫（川）一∫K（告）励
 証明 線分ア走．、P尾上では伽＝血であり，またP尾．1Pゐのκ
             励  加
軸上への正射影の長さは加であるから，（11）の右辺の積分は（9）
の右辺の和に等しい（図8参照）．特に∫λ（刀；④）に対しては
          1      Kλ（κ）：一（κ一L1）十（κ一1）， λ≠0          λ
      Ko（κ）＝一109κ十（κ一1）
であった．
伽
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P㎜
〃
図8．
側8．定理12の性質（0），（I），（II）を持つ量として
                             1 （12）         ∫（ρ；α）二（工（ρ，q）の周の長さ）xT一刀
をとることができる．≒れを式で表わすと，やはり（9）の形に表わすことができる．すたわち
（12）・      K（κ）＝π＿1（川）                        月
とおく．K（κ）≧O，K（！）＝K’（1）＝0，K”（κ）＞Oであって
ル（川）一∫・（宏）伽一刈π一方（景・・））
            一（菖厩）イ
すなわち（12）と一致することがわかる．よって基本清報量のことを弧長型情報量と呼ぶことに
する．
（o，1）
／一ｩ・1）
図9．y＝／「7のグラフ
    ユ・：／岬一刀（・斗1〕
α＝一：2182
 （0，0）
図10、
．r
  （1，0）
。＝π一」1（κ十1）のグラフ
     刀
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 B．面積型情報量
 L集合の全体2土の非負・単調た汎関数として，まず思いつくのはL（ρ，α）の面積である．
すたわち
 （13）         ム（ρ；α）＝A（工（ρ，α））＝工（ρ，α）の面積
とおくと，ムは定理12の条件（0），（I），（II）を満足する．したがって，一つの情報量である．ρ
＝（力。，…，力m），α＝（α。，…，αm）とすれば
                     1 m m（14）     A（工（ρ・α））三万昌貫■加σ・I舳I
と表わされる．或は
O≦五≦…くα・
 力1  I力m
とすれば，（14）は
（14）＊ A（工（ρ，α））＝Σ（加の一力〃尾）
      尾く5
とたる．
 証明 図11において（m＝4の場合）
      1      －A＝△PoP1P2＋△PoP2P3＋…十△PoPm＿1Pm      2
      ・（・舳・十∴∴1二⊥二一
               1 々              ＝一Σ（か伽。ユー加。。α｛）， 尾＝1，…，m－1               2ゴ＝1
であるから，合わせて（14）＊とたる（各三角形△P・P左P尾。、は図11のようにP尾。・を頂点とする
后個の小さい三角形に分割され，その各々の面積が（力泌。r加。吻）／2とたる）．
注意
（15）
（15）＊
面積型情報量は基本情報量ではたくて
  ∫（川）一鵜工（㍑）
工（ニニ）弍工（㍑）一工（㌶）
工（㍑）一1・（練・・1・1
によって特徴づけられる．一般に（15）の形に表わされる
が，必ずしも（15）＊が成り立たたい情報量とはどのよう
なものであるかは明らかでない．
 次にムを一般にして，O≦κ≦1，O≦ツ≦1で定義され
る連続関数！（κ，ツ）で，κ＞O，y＞0において！（κ，ツ）＞
○とたるものをとり
P耐
PO
図11．
（16）
情報量と統計
馬ρ；α）＝∬、。，ル，・）肋
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とおく．ム，∫は工（ρ，α）∈yに対する非負・単調な汎関数であるから，定理12によって一つの
情報量である．特に
 （17）       ！（κ，ツ）＝心ゴ， タ，ブ＝0，1，2，…
とすれば
（・・） 馬川）一∬、。、舳炸∫’／∬刈・・1
                     一ノ÷1∫’（舳）・・」ψ1（κ）・・1）舳
で与えられる．但し，工（ρ，α）を囲む上側の折線をツ＝g。（κ），下側の折線をy＝g、（κ）とおく
（図12参照）．一般に（16）の形に表わされる情報量を面積型情報量と呼ぶことにする．
（1，1）
（O，O）
図12． 図13．a（ρ；α）
（1，1）
 C．幅型情報量
                1 m 3ユ，例2に挙げたa（ρ；α）＝77妻11加一α尾1は，工（ρ，α）を用いて表わせば，凸集合Lの
∠の方向に垂直た幅である（工藤（1953），pp．118－119）（図13参照）．一般にL（ρ，α）のκ軸
の正方向とθ，O≦θ＜πたる角をたす方向への幅3θ（工）は
                  m             3θ（工）＝Σ1加COSθ十肌COSθ1
                 ゐ＝1
                3と表わされ，上記a（ρ；α）はθ＝Tπの場合である．いま工（ρ，α）の幅の平均
肌（ρ，α））一÷∫π肌）・θ
                                       1をとれば，定理12の条件（I），（II）を満足する．但し，（0）を満足したいので，3（∠）＝一2刀
                                       π
を引いて
              ム（ρ；α）＝B（工（ρ，α））一3（∠）
とおけば，ムは一つの槍報量とたる．∫。を（力1，…，力。，α1，…，αm）で表わせば（その表示はむずか
しくない），弧長型でも面積型でもないことがわかる．また一般に，連続関数！（θ）＞0，0≦θ＜
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πを用いて
∫1ル；α）一÷ハ肌）一・1（∠））・（θ）・θ
も情報量とたる．これを幅型情報量と呼ぶ．
 4．3情報量の族の弱完備性と強完備性
 4．1で情報量がL集合の全体y上の非負・単調な汎関数として特徴づけられることを見たが，
ここでは逆に或る情報量の集合から，L集合の相等・包含関係が特徴づけられたいかという問
題を考えよう．この問題は工藤（1953），pp．115－119で取り上げられたものである．
定義10．情報量の族／∫ω（ρ；α）1ω∈9／が弱完備（Weak1y comp1ete）とは
 （19）   ∀ω∈9：∫ω（ρ、；α、）＝∫ω（ρ。；α。）⇒工（ρ、，α、）＝工（ρ。，α。）
が成り立つことをいう．
定義11．情報量の族｛∫ω（ρ；α）1ω∈9｝が華完備（Strong1y comp1ete）とは
 （20）   ∀ω∈ρ：∫ω（ρ1；α1）≦∫ω（ρ。；α。）⇒工（ρ1，α。）⊂工（ρ。，α。）
が成り立つことをいう．
 注意 （19），（20）で く＝ が成り立つことは定理11である．また｛∫ω1ω∈9｝が強完備であ
れば必ず弱完備であるが，逆は必ずしも真でない（後に反例を挙げる）．また強完備の条件（20）
は
 （21）      工（ρ1，α1）φ工（辺2，α2） ⇒  ヨω∈9：∫ω（ρ1；α1）＞∫ω（ρ2；α2）
と同値である．以下弱完備または強完備とたる情報量の族の例をいくつか挙げる．
定理13．（i） 面積型情報量の族
（22） ／〃・・〕（ρ；・）一∬、。、舳小，1一・，・，み…／
は弱完備である．
 （ii）面積型情報量の族
（23） ／馬川）一∬、。、∫（κ，・）舳1ル，ツ）・・，連続／
は強完備である．
証明 （i） （18）によって
〃・・）一 禔轣f（物（κ）・十’一・・（κ）5＋’舳
であった．ここで良く知られている事実：
     “［0，1］上の連続関数！（κ）のタ次のMomentを
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              舳一∫’〆舳κ，1一・，1，・，…
     とすれば，二つの連続関数！（κ），g（κ）に対して
           仏（∫）＝仏（9），タ＝O，1，…く＝⇒！（κ）＝9（κ）”
を用いる．まず，プ＝Oとすれば，g。（κ）一g。（κ）は〃・o），タ＝O，1，2，…により決定される．次に，
ノ＝1とすればψ8（κ）一g書（κ）は〃1），ク＝O，1，2，…により決定される．故に，g。（κ）十g、（κ）＝
（g看（κ）一g子（κ））／（州κ）十g・（κ））も〃5〕，ブ＝O，1；タ＝0，1，2，… により決定される．したがっ
て，g。（κ），g1（κ）も”’5〕より決定される．すたわち（22）の族の弱完備性が示された．
 （ii）（23）の族に対して（21）を示そう．いま工（ρ・，α・）年L（〃・，α・）とすれば
            D＝（ム（ρ1，α1）∪ム（ρ。，α。））一工（ρ。，α。）≠¢
である（図14参照）．したがって，連続関数！、（κ，ツ），0≦κ≦1，0≦ツ≦1を
 （i） （κ，ツ）∈D⇒！、（κ，ツ）＝1
 （ii） a（（κ，ツ），D）〉ε⇒人（κ，y）＝ε
 （iii）∀（κ，ツ）⇒1≧ム（κ，y）≧ε
にとる．ここでεを十分に小さくすれば
∬し．，、、ル，・）舳一∬㎞吻、ル，・）舳・（・の面積）一1・・
となる．よって，（23）の族は強完備である．
（1，1） 万1
亙2
（O，O）
図14．
互4
図15．
 注意 （22）の族が強完備でないことは，次の反例によって示される．工1＝工（ρ。，α、），工。＝
エ（ρ。，α。），ム∪エ。＿エ。＝D、∪D。≠②，ム∪エグェ1＝亙、∪亙。U亙。∪亙。≠②，かっ（亙、の面
積）＞（D。の面積），（五。の面積）＞（D。の面積）とする（図15参照）．このとき
       （κユ，y1）∈亙、，（κ。，ツ。）∈D1⇒κ。＜κ、，ツ。＜y、⇒沁～＞κ蝪
       （κ、，ハ）∈亙。，（κ。，ツ。）∈D。⇒κ。＜κ。，ツ。＜ツ、⇒沁～＞κ蝪
である．よって
が成り立つ．
∬〃舳・∬〃紬，
よって，（22）の族は強完備てたい．
ク，ノ＝0，1，…
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注意 凸集合工（ρ，α）は幅3θ（工（ρ，α）），0≦θ＜πを与えれば決定されることに注意すれ
ば，定理13と類似の定理が幅型情報量についても成り立つことがわかる．
定理14．弧長型情報量（基本情報量）について
（i） ∀α＞O，∀ε＞Oに対して，族
（24）
は弱完備である
 （ii）∀α＞0，
（25）
・舳一^戸（ρ，α）一÷（㌶λ一1）1α・／・α・1／
∀ε＞0（但し，1／2≧α＞ε）に対して，族
叶州¥（川）一ナ（卜菖炉11）1α・μ・α一1／
は弱完備である．
 （iii）族
（・・） ρ一1ル（川）一仏・（景）1・（1）一r（1）一げ（κ）・ψ・・）／
は強完備である．
証明 （i）（24）においてρ＝（力1，…，力、），α＝（α、，…，σm），0＜五＜五＜…＜血＜∞とす
る．そのとき
である．すたわち
（27）
                 力1 力2   加
          mλ∫λ（ρ；α）十1＝！（λ）＝Σ少々exP（一λξ尾）
          尾＝1
ξ、＝1．9血， 々＝1，…，m，ξ1＜ξ、＜…＜ξ。
   加
“…ホ 左＜ξ1ξ尾≦左＜ξ尾十、
広≧ξm
とおけば
！（λ）一∫二…（一州α（1）
とLap1ace－Stie1tjes積分で表わされる．反転公式（岩波数学辞典第2版，Bromwich積分，
p．463）によって
α（f）      1力而
力胴一1
久。1
戸1
   A戸2
ξ1 ξ・  ξ1  ξ糾工
   図16．α（f）のグラフ
ξ冊一1  ξ㎜
（28）
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と表わされる（但し，λ：複素数）．λ＝λ十ゴμ，λ，μ∈児に対して
                 m                 m           ！（λ十ゴμ）二Σ力尾e一（λ十舳店＝Σ力、e一戦中e一λ勃
                ゐ＝1            尾二1
一か佃÷（一鳩）・・一1吋
一倉÷（1μ）η／払（一／尾）η・一11づ
            mである．しかるに！（λ）＝Σ加グλξ左に対して
            尾＝1
a耕一仏一1尾）η・一1帥
であるから，
（29） ・（／・1μ）一㍊（1μ戸粉）
と表わされる．よって，C∈（α，α十ε）にとれば，α（広），したがって，ξ・，…，ξm，力1，…，力mは！（λ），
α＜λくα十εによって決定される．すなわち（24）の弱完備性が示された．
 （ii） （25）の族の弱完備性についても同様である．
 （iii） （26）の族の強完備性について：二組の分布の対（ρ，α），（〆，〆）に対して工（ρ，α）と
ム（〆，〆）との包含関係をしらべるとき，必要に応じて事象を細分して，ρ＝〆の場合に直すこ
とができる．そこで
         〃＝〆＝（力、，…，力。），α＝（σ1，…，σm），α’＝（σ1，…，α二）
                    σ1≦、．．くム  』し≦．．．くσ椛
                    力1■  一力m， 力1山  一カ物
とし，ム（ρ，α）と工（ρ，α！）の∠の下側の折線をそれぞれ
                 ツ＝9（κ），  γ＝ψ（κ）
とする．いま
 （30）         工（ρ，α）‡L（ρ，〆）
と仮定するとき，都合のよい凸関数K（κ）をとって
（31） 1・（川）一仏・（景）く1・（ρ，・）一仏・（妻1）
とたることを証明しよう．（30）より
                9（κ）≦ψ（κ），  0≦κ≦1
となることはたい．よって，ヨκ1，ヨκ2，O≦κ1＜κ2≦1に対して
（32）   ψ（κ・）＝ψ（κ・），ψ（κ・）＝ψ（κ・），．9（κ）＞ψ（κ），
が成り立つ（図17参照、）．いま
 （33）    κ1：力1＋… 十カゐ， 9（κ1）＝σ1＋… 十σ乃＝ψ（κ、）＝〆十一・・
κ1＜κ＜κ2
十必， ん≧0
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        κ1     κ2              0       β1  α1     α2 β2
         図17．               図18．
および
 （34）  κ。＝力、十…十か，ψ（κ。）；σ、十…十の＝ψ（κ。）＝〆十…十〆，  ん＜Z≦m
とする．そのとき（32）より
      κ・一1で・（κ）・ψ（κ）α・一（告）一（κ・）・β・一（告）一（κ・）
      κ・・1でψ（κ）・ψ（κ）α・一（窯）十（κ・）・β・一（告）十（κ・）
とたる（但し，α・≦α・，図18参照）．いま或る定数α、，α・，ろ。，ろ・によって
 （35）    K（κ）＝α1κ十ろ1， 0＜κ≦α1， K（κ）＝o2κ十ろ2，  α2＜κ＜∞
とおく．
舳；α）一ゑM（景）一貞十尾皇、十遂、一ム十ム十ム
∫・（ρ；〆）一菖M（素）一倉十、皇、十ゑユー∫H＋石
どおけば
ムー念力1（α青十ろ・）一舳（κ・）十う・灼
1f一仏（叱・1・）一11ψ（κ・）・1・幼
であるから，∫、＝∫fとたる．全く同様に∫。＝∫6となる．よって，K（κ）がκ1≦κ≦κ。で凸になる
ように接続すれば
                   ∫。＜∫；
となることが示されれば，∫κ（ρ；α）＜ル（刀；〆）が尊びかれたことにたる．すたわち，α、，α。，
1の相対的関係によって凸関数K（κ），K（κ）≧O，K（1）：K’（1）：Oを図19のようにとる．
 （1） （33），（34）でZ＝ん十2，仙1；σ外2とする（図20参照）．
              加十1 加。2
（イ）
情 報 量 と 統 計
（口）         （ハ）
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0   1 αエ    α2      0   α1  1  α2
            図19．
0 α一  α2 1 片争、      κ2
図20．
石一加・K（妻111）・～K（洗：）
・（加…加・）・（妻111幸劣11）一（加・～）・（妻111幸多111）
一加・K（多111）・力舳K（妻111）一ム
すたわち，∫。＜石どたる．
 （ii）一般の場合の∫。＜∫6の証明は定理11，（II）の証明の場合と同様である．
 最後に上で構成したK（κ）は，凸関数（K”（κ）＞0）の条件を満足していない．よって，K（κ）
に十分近い凸関数K、（κ）（但し，K、（κ）≧0，K、（ユ）＝Kf（1）＝0）
            lK（κ）一Kエ（κ）1＜ε， 0＜κ＜・・
をとれば，けκ（ρ；α）一∫κ、（ρ；α）1≦εであるから，2ε＜石一∫・にεをとれば
               ∫κ1（ρ；α）＜∫κ、（ρ；〆）
が成り立つ．
注意 定理14において（25）の族が強完備でたいことは，工藤（1953），pp．117－118において
（伊関兼四郎氏による反例を挙げて）示されている．すたわち
ρ・一〃一i÷÷÷），如一（缶缶畿），Φ一（畿，缶蒜）
に対して
                             1           ∫’μ（ρ1；α1）＞∫’μ（ρ2；α2），   0＜μ＜一                             2
であるが，L（ρ、，q、）‡工（ρ。，α。）とたっている．同様に（24）の族も強完備てたい．
 5．情報量と統計
 5．1正則情報量とその評価
 これまで考察した情報量の統計への応用を見よう．歴史的に見れば，1900年代のK，Pearson
のカイ自乗適合度検定法（Test ofgoodnessofit）（1900）および1920年代のR．A．Fisherの
最尤推定法（Maximum1ike1ihood estimate）（1925）がある．前者は情報量∫。＝∫ユによる近
似の評価であり，後者はルェ＝∫0の値を最小にするようたパラメータの推定法である．そして
1970年代に情報量∫Kエ＝∫oを用いて予測の立場に立つモデル選択の理論としてAICの理論
（赤池（1973．1974））が生まれた．
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 これらは特定の情報量を用いているが，その計算法の多くは次に定義する正則情報量につい
てもそのままあてはめら才しる．以下にその計算を確めよう．
定義12．情報量∫（ρ；α）が正則情報量（Regu1arInformation）であるとは，次の性質（A），
（B）が成り立つことをいう．
 （A）亙上の分布αo＝（雄，…，脇）を固定し，
σm）を考える．すたわち
これに十分近い分布ρ＝（力、，…，力m），α＝（σ、，…，
（1）   力・＝σ臭十・1， σ1＝σ呈十・1・ 后＝1・’’’・m
           m1＋… 十mm＝O， o1＋… 十〇m＝O，
 （2）     im尾1＜ε， lo虎1＜ε， 尾＝1，…，m
であるとき，∫（ρ；α）は（m、，…，mm一、，o、，…，om一、）に関して3回連続的徴分可能であって，或る
定数α＞0に対して
                α m 1（3）   ∫（ρ；α）：丁昌亙（・ゲ・・）2＋R・沢＝0（ε3）
が成り立つ．ここにαを∫の不変数（InVaViant）という．
 （B）分布αを定めるとき，分布ρをどのように変化させても，αによって定まる或る定数
0（α）によって
 （4）          ∫（ρ；α）＜o（α）
が成り立つ．
 注意 3．4，定理9で見たように，可微分基本情報量∫（ρ；α）で，不変数α＞Oの場合にはす
べて条件（A）が成り立つ（例えば，∫戸，∫Kエ，∫K，∫λ，一1／2≦λ＜○oの場合）．
また基本情報量1（川）一菖工（力舳川力，1）一肌（号）に対して1いを定めるとき，
力をどのように変えても
（4）＊ 力K（号）・州
であることと，（4）とは同値である．特に
            1        Kλ（κ）＝一（κ一λ一！）十（κ一1），            λ
に対しては
 1一丁≦λ＜∞・λ≠0
刈田（（か）■プ1㌧
であり，また
ノ（o（κ）＝一109κ十（κ」1）
に対しては
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力・・ i号）一一力1・・（舌）・力（号一1）・1・・1・1
が成り立つ．
 よって，基準・双曲的・楕円的情報量∫λ，一1／2≦λ＜∞はすべて正則情報量である．同様に
これらの関数，例えば∫λ（例4）も正則情報量である．
 注意 面積型情報量ム（ρ；α）やム（ρ；α）2に対しては，条件（A）が成り立たない．
 条件（A）に対して軌＝α呈（すなわち，o1＝…＝vm＝O）とおげば
（・） @ルー号すなわちhl（1・為〉H，・・
とおくとき，1ル1くε，々＝1，…，mであれば
（・）    1（〃）一号（き、κ1）・・（1・）
が成り立つ．一
 （A）の評価の例を一つ挙げよう．KL情報量パ＝∫Kエに対してはα（川＝1，Pearson情報量
∫1：∫pに対してはα（∫1）＝2であるから
                   1             ∫o（ρ；αo）＝丁∫ユ（ρ；州十0（ε3）
である．また角谷情報量に対してはα＝ユ／2であるから，εが小さいとき
                ∫K：∫Kエ：∫p＝1：2：4
である．例えばm＝2の場合にも表1のように計算される．
表1．
∫κ：∫肌： ∫P
ρ＝（O．6，O．4）〆＝（0．5，0．5）
ρ＝（0．6，O．4）が＝（O．4，0，6）
ρ：（0．7，O．3）が＝（0．4，0．6）
1．98：3，94
2．00：4，12
1．97：4．02
 さて分割亙＝｛万1，…，亙m｝上の分布αO＝（σ£，…，砧）に従うm回の独立試行によって，万1，…，
亙mがそれぞれ
 （7）           （M1，…，Mm）回，   m＝N1＋…十Mm
起ったとする．このとき，凡は2項分布3（n，σ臭）
                 m！       …b（凡＝・1）＝、左1（、一、、）1州11£）川・O≦・・≦・
に従う．よって，確率変数
                 1凡一mσ呈 （8）           X々＝一     ，  尾＝1，，m                〃 〃
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とおけば，期待値E（Xゐ）＝0，分散σ2（X。）＝112で，m→∞のとき
 （9）          X尾＝⇒M（0，11呈），  （法則収束）
とたる．但し，M（α，σ2）は平均α，分散σ2め正規分布を示す．また，（M、，…，M椛）の同時分布
は多項分布
                   m一 。η、 。η。    …b（N＝・1・・N・＝・・）＝。11。、1σ・σ…  ＝・1＋＋・・
                                   mに従う．（X、，…，Xm）の同時分布を考えると，E（X，X5）＝一概，后≠ノ，かつΣ／戻X尾＝0
                                   庖＝1
で，m→∞のとき
 （10）       （X、，…，X。）：⇒ M（（0，…，O），λ）， （法則収束）
である．但し，M（（α、，…，αm），λ）は平均ベクトル（α、，…，αm），共分散行列λのん次元正規分
布とする．（10）の場合には
         λ＝（α局5），α尾角＝112，α島5＝一／続，  后≠ノ
          ＝亙。」／ア・！ア，／ア＝（〃，…，凧）
である（但し，亙mはm次元単位行列とする）．さらに良く知られているように，m→∞のとき
に
 （11）        X歪十…十Xゑ⇒ 協一、，  （法則収束）
である．但し，協一・は自由度m－1のλ2分布とする．
 定理15．刀＝｛亙、，…，亙m｝上の分布α』（雄，…，洲に従うm回の独立た試行によって，亙。，
・，亙mがそれぞれM、，…，Mm回，（m＝M、十…十Wm）起ったとする．そのとき亙上の分布（確率
変数）
（・・）     ・一（÷…，午）
とおくとき，不変数αの正則晴報量∫に対して，m→∞のとき確率変数
            2m （13）        1ア∫（ギ；αo）＝⇒ 協一、，  （法則以東）
である．
∫＝∫。＝∫1，α＝2の場合がPears㎝の定理である．
証明凡一fデ，ムーか一六（廿一秒1一・・，・
とおく．いまε＝m－1’2＋1’10とおくと
              lZ局1＜ε ぐ＝⇒ lXゐ1くm1’10
である．ここで，l X尾1＜m1／10，尾＝1，…，mが同時に起るという事象を亙とおくと，
           亙。：｛lX一≧n’／’olU…U｛lX．1≧m’ノ’ol
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である．中心極限定理によって，任意のε’＞Oに対してm≧m。（ε’）に対して，’
   ・…／1・局1・l／・βrグ〃・1・見・ぺ÷・一舳・見，1兄1・2義
とたる．ここで，α＝m1∫10にとれば，m≧m1（ε’）に対して，
                         1               Prob｛l X々1〉m1’10｝≦一ε’                         m
となる．よって
 （14）                    Prob（万）≧！一ε’
とたる．一方，事象亙においてはl z．1＜ε，ε：m－1－2＋1’1o，后＝1，…，mが成り立つから，（5），（6）
によって
                     m              ∫（P；什換1・1・0（ε3）
である．故に
                 m（1・）  ・∫（P；αo）一号昌Xl・・0（ε3），・0（ε3）一0（・一1’2＋3∫’o）
である．したがって，（11）と（14）とから（ユ3）が尊びかれる．
 定理16．∫（ρ；α）を不変数αの正則情報量とするとき，確率変数Pに関する期待値Eに
関して
                  2n （16）             1im－E（∫（P；α0））＝m－1
                〃→的 α
が成り立つ．
証明 E（X書十…十Xゑ）＝Σ（！1星）＝m－1である．よって
            左＝1
             ・（・∫（π）一号菖・1）一見
                                      mとおくとき，1im沢、＝0を見ればよい．事象亙を定理15の証明にあるように，亙＝∩｛l xゐl
      n－loo                                                            々＝1
＜mI／1O｝とおく．
            ・（・1（・；α・）一驚・1）一∫・工
とおくとき，第1項については（15）より
                 ∫1一・（ガ1…）
とたる．また第2項については，正則情報量の条件（B）より
        1工・1（・；〆）・力1・…（が）・・・…／1石1…1・・／
および
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工ね榊1・弓α∫．兄．〉州榊・÷・（・一・）α・・・・・…l1石1…／・・1
                      mと評価される． ここに，亙。＝｛l X，1＞n1川｝∪∪｛l X．1≦m1’1o｝∩｛l X．1〉m1／10｝を用いた．
                     尾二2
したがって，1im見＝0を証明するためには
 （17）              prob（lX11＞m1／1o）＝0（m’3／2）
および
（18） ∫．兄，〉州榊一・（・一’12）
が成り立つことを見ればよい．すなわち
補題7．分布がに従うm回の独立試行によって事象亙、（力（亙、）＝4o）がMi回起ったとす
れば，確率変数
             1M、一m〆 （19）         X1＝        ，  E（X1）＝0，  σ2（X1）＝1一σo             ” 、〃
に対して，mが十分大きいとき，（17），（18）が成り立つ．
証明 次のCramεrの定理（Cramεr（1937），。p．81，Theorem25）を用いる．
  “K，篶，…が同一の分布関数F（κ）をもつ互いに独立た確率変数で，それらの平均
 値は0，分散がσ2，かつ∫次の絶対モーメント（8≧3）が有限であるとする． さらに
 F（κ）の絶対連続部分が0でたいとき，巧（κ）を（K＋…十γ、）／σ〃の分布関数とす
 れば
巧（、）一の（、）・講・4）、一州・・沢、、（、）
       γ＝1  m
ここに・・（κ）一 v∫1・一刈・κ・力士（κ）は或る1次多駄かつ
                     M              1尺、”（κ）1＜ 〔、．、）∫、
                    m
とたる．Mは∫とF（κ）にのみ依存し，mとκとには無関係である．”
 われわれの場合にγ尾は亙、が起れば11o，起らねば一〆ととるから，σ＝旧丁で，
F（κ）はκ＝1一〆でσo，κ＝一αoで1一σ0の飛びをもつ階段関数どたり，上記のCram6rの定
理の仮定を満足したい．そこで次のようだ工夫をする．
 Z、，…，Z。をK，…，γ。と独立，かつ相互にも独立な確率変数で，M（0，σ8）に従うものとする．
そのとき，K＋Z、，…，γ。十Z、は平均値が0，分散σ2＝σ8＋σ0（1一σo）を持つ相互に独立な確率
変数である．また（19）のX、は
                  1               X1＝   （γ1＋ ＋γ。）                 仮
と表わされる．ここでCram6rの定理において，K，…，γ、の代りにK＋Z1，…，γ、十Z、をとれ
ば，その仮定が成り立ち
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（・・） →．、／（H）・・（H）／一恥・→．、（…ム）
の分布関数巧（κ）は，8＝5にとるとき
巧（／）一の（／）・（力劣）・呼））・刈・・（グ池）
と評価される．また
        ・（一κ）一志r・一～・去÷・一州，1・・
である．（20）より巧（κ）はその第1項および第2項の分布関数F、（κ）とF。（κ）との。onvo－
1utionとして表わされる．
               巧（κ）＝F、（κ）＊F。（κ）
一般に，F。（O）＝1／2であれば
             1               1       （ハ＊ハ）（κ）≧τハ（κ）・ 卜（ハ＊昆）（κ）≧丁（1一八（κ））
である．よって，o＝／π丁とおくとき
  prob ｛l X11＞m1’1o｝＝ Prob ｛X1＜一m1’1o｝一ト・Prob ｛X1＞m1／10｝
    ＝ハ（一〇m’／’o）十（1－F（cm1／1o））≦2巧（一〇m川）十2（1一刀（o1m’川））
一・・（1・…）・・（力2（㌣’o）・加（芳川）・力5（一美m’’’o）・力5（o麦…o））
     ×e－n2’10c至’2＋0（m－3／2）
が成り立つ．したがって，mが十分大きいとき
・…㍑1・・川／・β、“。グ舳・・（ガ1舳・・ガ・・1・・）・一州
             斗0（m■3∫2）＝0（m－3∫2）
と評価され（17）が成り立つ．次に
∫．兄．〉〃舳・卵1＋舳・…（・川・lXl・・（’舳）
            ≦Σ・（’舳p・obllX一＞m｛’m／≦〃Σm（1州・ガ州2
             ！E1                             ゴ＝1
                    1            ＝M・一舳51一。・／・一・／・＝0（・■’’2）
とたって（18）が成り立つ．
5．2分布族のパラメータの推定
 分割〃＝｛万1，…，五m｝上の分布α＝（α、，…，伽）に関して，α自身が定められておらず，代りに
7個の連続パラメータを含む分布施
 （21）     α（θ1，…，θ、）＝（σ1（θ1，…，θ、），…，σm（θ、，…，θ、）），  θ＝（θ1，…，θ、）∈ρ（γ〕
が定められているとする．一方，この分布族に含まれている∬上の未知の真の分布
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        αO＝（σ£，…，洲，α0＝α（θ1，…，θ享），θ。＝（θ1，…，θ票）Fg（「）
に関して，m回独立に試行して亙1，…，亙mがそれぞれm、，…，mm回，（m＝m、十…十mm）起ったと
する．そのとき
（22）    ρ＝（カ、，…，力。），力尾＝血， 后＝1，…，m
                       m
とおいて，ρからαo＝α（θo）のパラメータ値θoを推定（Estimate）する問題を考える．これま
でよく用いられる方法として
側9．λ2最小法
（23）    λ・一、∫1（ρ，α（θ））一差（力・■・・（θ））2一最小
                     紅1  α々（θ）
とたるθの値を求める方法（Cramεr（1937），p．506）．
側10．最尤法（Maxim㎜1ike1ihood method）
            工（θ、，…，θ、）＝σ、（θ）m1…σm（θ）η腕＝最大
とたるθの値を求める方法．これは，ρを固定して
（24）   ∫・（。；α（θ））一場、1。。ムー場尾1。。力、一加、1。。α、
                尾＝1     σ々  危＝1        々＝1
一（払1・・力・）一÷1・・工（θ1，…，外）一最小
ということと同値である．
 よって，一般に与えられた分布ρに対して，或る正則情報量∫（ρ；α）に関して
 （25）              ∫（ρ；α（θ））＝最小
とたるθの値θを求め，このθ＝（θ。，…，θ、）をρより推定されるαの値6＝α（θ）とする．
この方法を∫最小法と呼び，θを∫最小推定値（∫Minimumestimate）という．今後はσ1（θ），
・・Cαm（θ）は（θ、，…，θ。）に関して3回連続的可微分とする．したがって，∫（ρ；α（θ））も（θ、，…，
θτ）に関して3回連続的可微分である．さて
（・・）  ／尾一11・旧1（1・劫1一・…
とおき
 （27）
の範囲で考える．
1θ。一θ31＜ε，1女屋1＜ε， ブ＝1，…，ダ局＝1…，m
    τ伽＝α星十Σσ9〕o（θ5一θ3）十0（ε2）
    5＝1
と展開する．但し
炸（話）、、”
とする．また
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              肌＝σ呈十〇尾， 后＝1，…，m
とおく．
            ∫（ρ；α（θ））＝F（κ1，…，κm，θ1，…，θ、）
を，正則情報量の性質（A）と（3）の展開とによって考察しよう．与えられたρに対して，∫（ρ；
α（θ））＝最小を求めるに当たって（簡単のため，の，…，伽の順序を並べかえて）αがαOの近傍
で
                 ∂（α1，…，9、）                      ・≠・O                 ∂（θ。，…，θ、）
であると仮定する．まず∫＝最小の必要条件として
                 ∂ゾ （28）          ＝0， ブ＝1，…，7                ∂θ5
を解く．その解として（θ。，…，θ、）が
 （29）        島＝あ（κ1，…，κ。）， ノ＝1，…，グ
のように得られたとする．
補題8．
（30）
γ次行列
卜（（島）0）、，、，、ハ、
は正の定値行列である．
 α■1∫はFisherの情報量行列に当たる．（31）に見るように正則情報量ハこ対して，α一1∫は分
布施9（「〕に対して定まり，∫に無関係となる．
証明 （27）の範囲で1出1＝0（ε），｝1＝0（ε），々＝1，…，mとたるから，∫は（3）の形に展開
される．したがって
      秘 αm（一1）    ∂o尾 ∂児   ∂v。＿∂伽        ＝一Σ 。 2（mゲ。。） 十一     一      ∂θ2   2 尾一1  σ庇            ∂θゴ   ∂θ｛’       ∂θ｛   ∂θ｛
∂給一αゑ（ラ1）／（舳）∂書11ポ音制・∂緒
となる．かつ
（耕一へ （∂脇）o弍
である．ここで，ρ＝α：αOとすればm。＝…＝m。＝o1＝・
（31） （∂島プーα㍊舳1，
ク，ノ＝1，…，7
・＝om＝0とたるカ・ら
ク，ノ＝1，…，プ
となる．したがって
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         貞貞（∂給）脇一α菖倉貞（か蟹w舳）
                   一1倉（妹1吋・・
とたる．かっここで＝Oとたるのは
               「 1（32）    君〃伽FO・ 尾＝1…
とたる場合であるが，これを（z、，…，zア）の連立一次方程式と見て，その最初の后＝1，…，プの係数
の行列式は
         ・・t（が1），”、、，、一六（絡：紺・・
であるから，（32）とたるのはz、＝…＝る、＝0の場合に限る．したがって，（30）の行列∫は正の
定値行列である．
 補題9．（κ、，…，κm，θ、，…，θ、）が（0，…，O，θ呈，…，θ冥）の近傍にあるとき，（26）の（力、，…，力m）に
対して∫（ρ；α（θ））＝最小とたるθ＝θ＝（θ・，…，θ、）は θO＝（θ芋，…，θ♀），κ＝（κ・，…，κm）に対
して
                 （1）O       （1）O
によって
 （34）              ’θ＝‘θo＋α・∫一1・Q・㌦十0（ε2）
と表わされる．
    ∂∫   ．      ＾ ＾  ＾証明 ∂θ，＝O，1＝1，，κの解θ＝（θ、，，θτ）は（κ、，，κm）が（O，，0）の近傍にあるとき
                  m （35）       島＝θ3＋Σろゴ以尾十馬， プ＝1，…，7
                  々＝1
           ∂∫と表わされる．これを  ＝Oに代入すれば           ∂θ｛
                   τ               ＾       4・一〃κ1，σ1（∂）一σ1＋Σ洲島一θ・）十∫1， 后一1，…，m
                   5＝1
より，θ＝θにおいて
   （糺、一1洲（凧一貞洲一甜）・島）（昔ジ、1・（普）一・
である．ここで1κ・1・1・，，1κ・1・1・に対して＆一・（ll），（話）、二、一1！）…（1・嶋）一
0（ε…）とたるから
      情報量と統計
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となる．故に（31）と（35）から
          。．小け（lllllllll）
とたる．これを（35）に代入すれば（34）となる．
 次に”＝｛亙。，…，五m｝上の分布α0＝（パ，…，洲，σ臭＝σ。（ぴ），尾＝1，…，mに従うm回の独立試
行によって亙1，…，亙mがそれぞれM1，…，Mm回，（m＝M、十…十Mm）起っえとして
（・・）     ・一（÷，廿）
にとる．ここで確率変数
             1 1 （37）     X尾＝ 一（凡一m臭）＝〃肌， 々：1，，m             〃〃
にとると（8），（10）によって，正方行列λ＝〃m」／ア・／アに対して
        （X1，…，Xm）＝⇒ M（（0，…，O），λ），  （法則収束）
であった．
 補題10．（37）の確率変数（X、，…，X、）に対して，確率変数θ＝（θ。，…，θブ）を
（38）       1δ＝1θ・十⊥r・・Q・・X                    〃
と定めれば（但し，θo＝（θ呈，…，θ冥），X＝（X1，…，Xm）とおく），m→ooのとき〃（②一θ。）はプ
次元正規分布M（（O，…，0），αr1）に法則収束する．
証明 〃θの共分散行列を計算すれば
         mE（f（θ一θo）・（θ一θo））＝J－1・Q・E（士X・X）・fQ・∫■1
ここで，・（灯）一∬・」π・πおよび・・万一・（∵ゑ炸・）および
∫＝αQ・fQを代入すれば
             mE（±（θ一θo）・（②一θo））＝α∬一1
を得る．よって，”（δ一θ。）は〆次元正規分布W（（0，…，0），α∫一工）に法則収束する．
 以上の補題を用いれば，定理15，16の証明と同様に次の定理が証明される．
 定理17．正則情報量∫と，分布施9（「〕＝｛α（θ）｝および（36）のPに対して∫（P；α（θ））＝
最小となるθ＝（θ、，…，θ、）をとる．θ＝（θ1，…，θτ）はプ次元確率変数であって，n→o○のと
50
き
（39）  〃（θ、一θf，
に法則収束する．
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…，θ、一θタ）三⇒M（（0，…，0），α∬一’）， （正規分布）
補題…ρ一（1・・川〔1（1・為）・1－1・，・とし・1肌1・1・1－1・，・1すれ
ば，
 （40）      ‘（θ、，…，θ、）＝±（θf，…，θ戸）十∫一’・Q・オ（κ、，…，κ。）
に対して，
              ～        1 一      一 （41）       ∫（ρ；α（θ））＝∫（ρ；α0）一一（θ一θo）・∫・f（θ一θ）十0（ε3）                      2
とたる．
 証明 ∫（ρ；α（θ））
             「   一    1 「 「    一   一    ＝∫（ρ；〃））十昌∫ωo（θ1■θ8）十万君君∫（ゴ’5）o（θrθ～）（卜艀）斗0（ε3）
である．一方
                    τ    0＝∫（｛〕（θ）＝パ〕o＋Σパ・ゴ〕o（島一秒）十0（ε2）
                   5二1
                r            ＝∫（｛〕o＋Σパ・5〕o（島一倍）十0（ε2）
                5三1
である．これを上の式に代入して∫ωoを消去すれば（41）とたる．
 定理18．定理17と同じ記号P，θを用いるとき，P，θは確率変数であって，m→・・に対
して
             2m          ＾     。 （42）      一（∫（P；αo）一∫（P；α（θ）））＝⇒λ、，
             α
に法則収束する．但し，ガは自由度プのλ2分布を示す．また，P，θを確率変数とみて，期待
値をとれば
（43）    iim坦E（∫（P；α・）イ（P；α（6）））一、
             n－1。。 α
が成り立つ．
 証明 いま，X＝（X、，…，Xm）に対して，（33）の行列Qおよびα∫一1一λ・∠とたるプ次正方
行列λを用いて
 （44）      一   7＝λ・Q・ケ
とおく．そのとき（38）のθに対して，∫＝α・Q・‘Qを用いれば
        五（δ一θ・）・∫・・（δ一州＝α1（∫一・・Q・・X）・∫・（∫一・・Q・lX）
        α
                   ＝f（λ・Q・士X）・（∠・Q・亡X）＝｛Z・Z
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となる．一方，Q・｛π＝0であるから
        E（｛Z・Z）＝E（（λ・Q・｛X）（X・fQ・亡λ））
             ＝ルQ・（亙。」／ア・π）・亡Q・｛λ
                     1             ＝λ・Q・’ρ・fλ＝一λ・∫・仏＝λ・（±λ・λ）一1・五＝亙、
                     α
となる．よってm→∞のとき，Zは7次元正規分布N（（σ，…，O），亙、）に法則収束する．した
がって，Z三十…十Z享はm→・・のとき自由度γのZ2分布に法則収束する．さて補題11に
よって
（45）  坦（∫（P；什∫（P；α（δ）））一五（δイ）・J・1（δ一θ・）十0（、・）
         α                        α
                       ＝（Zぞ十…十Z享）十0（ε3）
と表わされるから定理17と同様にm→・・のとき，左辺の確率変数は自由度プのκ2分布に法
則収束する．また（43）も定理16の証明と同様に証明される．
 定理19．確率変数
                    2m     ＾ （46）          一∫（P；α（θ））                     α
は，m→○○のとき自由度m－1一γのλ2分布に法則収束する（∫＝∫。の場合は，α＝1で，この
定理はFisherによって与えられている．Cramεr（1937），p．424参照）．
証明（・・）で与えたム，…，ムに対しては，・・万一・よ1，・（Z（ゑ”・））一・，1－1，
パあるから，同じ／・（・侶〃・尾））二い一・・1，…，・一1とたる・1，…，・・の一
次式Z、。。，…，Zm一、を追加して
               Xぞ十…十Xゑ＝Zぞ十…十Zえ＿1
となり，（Z・，…，Z・一・）の分布がm→・・のとき，正規分布（（0，…，0），亙m一・）に収束するようにと
ることができる．定理15の証明中の（15）によって，
               2m              一∫（P；αo）＝ぷ十…十Xゑ十兄
               α
と表わされるのであったから，定理18の証明中の（45）によって
             2m     ＾             一∫（P；α（θ））＝Z弄。。十…十Zゑ一1＋尼
             α
と表わされ，m→○oのとき協一、一に法則収束する．
 次に，真の分布αOを含むκ次元パラメータを持つ分布施9｛τ〕＝｛α（θ）｝の他に，S次元パラ
メータを持つ分布施必s〕：1α（ψ）1があって，
              α呈∈9s8〕⊂9（τ〕，     ∫＜7
としよう．いま9（「）のパラメータ（θ・，…，θ、）の代りに，或る7次直交行列0（f0＝0’1）によっ
て（θ1一θ呈，…，θ二一θ冥）＝（θ1一θ呈，…，θ・一θ♀）0に（θ1，…，θ二）をとれば
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（鳥）二一・（∂粉ヅ・・
とたる．そこで∫（P；α（θ））＝最小とするθ’をとれば
           （α一θ呈，…，θ二一θ募）＝（θ1一θ呈，…，θ。一θ票）・0
である．よって定理17によって，m→∞のとき
         ”（α一θ£，’’’，θ二Lθ昇） ＝＝⇒ M（（0，…，O），α土0・∫・0）
に法則収束する．
                                    9ωさて，分布施9（「）に対して∫（P；α（θ）），α（θ）∈9（τ）
を最小にするパラメータの値を（θ、，…，θ、）とし，鮒〕に対
して，∫（P；α（ψ）），α（ψ）∈9｛8）を最小にするパラメータ    ＾  ＾                             9｛1〕の値を（φ・，…，⑫、）とする．上記直交行列を適当にとるこ
とによって，∫次行列（〃・5〕O）｛，5－1，．．．，、をプ次行列
（∫6｛・ゴ〕O）1，戸・、．．，、の土左部分にたるように変換することがで
                               図21．分布族の集合きる．このことを用いれば
定理20．上記のような分布施ρ（「〕，9Ss）に対して
               2m     ＾       ＾（47）       一｛∫（P；α（θ））一∫（P；α（Φ））｝
                α
は，m→○Oのとき自由度に∫のZ2分布に法則収束する．
∫＝〃の場合に，この定理はNeymam－E，S．Pearson－Wi1ksの結果として知られている（く
わしい計算は省く）．Wi1ks（1962），13．3．The Like1ihood Ratio Test，p．402参照．
 5．3 AIC
 亙＝｛亙、，…，亙m｝上の未知の真の分布αOに関してn回の独立試行に対して，亙、，…，亙椛がそれ
ぞれm。，…，mm回，（m：m1＋…十m。）起ったとする．それに対して亙上の分布を
ρ・一 i午，守）
とおく．一方，亙上の分布モデノレMODとして，ブ個のパラメータ（θ王，…，θア）を含む分布施
              ρ（τ）＝｛α（θ）＝（σ1（θ），…，σm（θ））｝
が与えられているとき，データがに対して，パラメータθの推定値としてθを正則情報量∫
に関して∫最小推定値とする．そのとき，モデルMODのAICが
                      2m     ＾ （48）          AIC（MOD）＝一∫（ρo；α（θ））十27
                      α
と定義される．
 いま分布αoに対するモデノレーMOD1，…，MODH（それぞれのパラメータ数を7、，…，7冴とする）
が与えられているとき，データρOに関して，各モデルに関する∫最小推定値をそれぞれθ、，…，
θHとする．それらに対して
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                2m     ＾        AIC（MOD角）＝一∫（ρo；α（θ片））十2れ，   ん＝1，…，∬
                α
を計算して，その値が最も小さいんを選んで，MODみを採用しようというのが最小AIC法で
ある．
 もし，MODゴに対する分布施似ωがMODゴに対する分布施9∫η〕に含まれるならば（した
がって，η＜プ3），当然∫（ρO；α（θゴ））≧∫（〆；α（θゴ））であるが，一方，η＜ηであるから，
（48）のAICに関して，AIC（MOD。）とAIC（MODゴ）の大小については予め知ることができ
ない．
 ここで予測の立場で考察する．すたわち，上記の試行と独立に分布αOに関してM＊回独立試
行を行い，亙、，…，亙mがそれぞれW，…，凧回，（M＊＝W＋…十M蕩）起ったとする．
（・・）     ・・一（半，祭）
を確率変数と見よう．そこで，最初のデータρOに対する∫最小推定値θを固定して，P＊に関
する期待値
 （50）                    E＊（∫（P＊；α（θ）））
を考えれば，これは分布α（θ）に対する平均予測情報量を表わしている．このとき次の定理が
成り立つ．
 定理21．上記記号に関して，
（5！） A1C一坦∫（ρ・；α（∂））十2プ
           α
          2m        ＾   2m         ＝一E＊（∫（P＊；α（θ）））十一｛∫（ρo；αo）一E＊（∫（P＊；αo））｝十沢
           α                  α
とたる．ここにRはρOを確率変数と見るとき
 （52）                     E（児）＝0
とたる項である（坂元値（1983），pp．51－53）．
 系 未知の分布がに関するH個のモデルMOD。，…，MODHと，データρoが与えられてい
るとき，AIC（MOD1），…，AIC（MOD亙）の最小値を与えるモデルは（共通項（2m／α）｛∫（ρ0；
αo）一E＊（∫（戸＊；州）｝およびρoに関する期待値が0とたる変動量を除けば），平均予測情報量
E＊（∫（P＊；α（θん））），ん：1，…，∬が最小となるモデルMOD乃のことである．
 定理21を証明するために次の補題を挙げる．
補題…上記記号が一州F一（紫，判，分布施舳よび正則情報量1に関
して，m＊を十分大きくとれば1θrθ星1＜ε，仁1，…，m，ε二0（が一1’2）に対して
（53）  E＊（∫（P＊；q（θ）））＝E＊（∫（P＊    1・αo））十一（θ一θo）・∫・オ（θ一θo）十0（m＊■3－2＋3∫1o）    2
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が成り立つ．
証明
（54）
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              τ ∂∫∫（P＊・α（θ））＝∫（P＊，αO）十昌∂θ、（P＊・αO）（θrθ茅）
         1 「 「 ∂2∫       十万昌君∂蝋（P＊・α0）（弘一θ茅）（θ・一θ3）十R（P＊・αO）
である．一方
・1一?i栄一町 々＝1，…，m
に対して
・1一栄一11一漂・い1一肌一批1一・，…，・
とすれば，正則情報量の性質（A）によって，
    lX童1＜ml∫1o， m尾＝0（m＊’1∫2＋1’1o），
のとき
1θ尾一θ呈1く0（m＊一I’2）， o尾＝0（m＊一1／2）
1（～）一ね去（探・1一生・（炉一）
である．これより
島（～）一1ゑ（ラ1）（探・1一肌）詣1・・（グー）
したがって
班       α mσ蟹氾∂乱（P＊・αo）＝一t昌〃X差十0（・＊一’十1’5）
また
∂給（～）一一1倉／（探・1一肌）鶉乞一語話1・・（パー）
故に
∂2∫      m1    α m 1鮒（PV）＝αΣ、が）oσ9Lπ昌〃炉X麦十0（・一’’2＋’川）
とたる．以上を（54）に代入し，かつE＊（X麦）＝0であるから，定理16の証明と同様に
                    1 「 「E＊（∫（P中；α（θ）））＝E＊（∫（P＊；αo））十万君貫∫（舳（θ・一θ穿）（θrθ1）斗0（・＊一3’2＋3’Io）
すたわち，（53）を得る．
補題13． 万上の分布α0＝α（θO）に関してm回の独立試行により亙、，…，亙mがそれぞれM、，
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・・
C・・回，（・一州・…・N・）起ったとして，・一（廿，，ヤ）とし，これに対する1最小推
定値をθとする．但し，∫は正則情報量とする．これらを確率変数と見て期待値をとるとき
（55）    坦1E・（∫（P・；α（δ）））一E・（∫（P・；α・））／
             α
は，m→∞のとき自由度γのZ2分布に法具u収束する．また
             2m         ＾ （56）        1im－E｛E＊（∫（P＊；α（θ）））一E＊（∫（P＊；αo））｝＝プ
           n一。。 α
も成り立つ．
証明 補題12の結果を用いれば定理18の証明と同様である．
定理21の証明
       2m     ＾    AIC＝一∫（ρo；α（θ））十27
        α
       2m        ＾  2m      ＝一E＊（∫（P＊；α（θ）））十一｛∫（ρo；αo）一E＊（∫（P＊；αo））｝一R1－R2
        α                 α
       2m            ＾     見＝一（∫（ρO；州イ（が；α（θ）））一プ
        α
       2m        ＾     R2＝一（E＊（∫（P＊；α（θ）））一E＊（∫（P＊；αo）））一κ
        α
と表わされる．ここで，データρoの代りに確率変数Pとおき，∫最小推定値θの代りに確率
変数θととれば，定理18，（43）および補題13，（56）によって
                 E（沢1）＝E（R2）＝0
を得る．したがって，R＝一児・一沢・ととれば，定理21の（51），（52）を得る．
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   We give irst1y a system of axioms for an肋伽m肋m∫（ρ；α）where〃＝（力1，…，力。），
α＝（σ1，・・，σm）are any丘nite probabi1ity distributions（m＝1，2，… ）1
   （I） Reducibi1ity：∫（力1，…，力椛＿1，0；σ1，…，αm＿1，0）＝∫（力1，…，力m＿1；σ1，…，αm＿1），
   （II）Symmetry：∫（力1，…，力m；σ1，…，σm）：∫（か、，…，か、；の、，…，の腕），
   （皿）Non－negativity：∫（ρ；α）≧0，
   （1V） Invariance and（V）Convexity：∫（力1＋力2，力3，…，力m；σ1＋σ2，α3，…，σm）≦∫（力1，…，
力m；α1，・・，αm）and the equa1ity ho1ds if and on1y if力1／α1＝力2／α2（see3．1，De丘nition4）．
Severa1examp1es such as∫姐，∫戸，∫κ，∫λare given in Chapter2．
   An information∫（ρ；α）is ca11ed力mゐmm広αZ if we can express∫（ρ；α）in the form
Σ工（加，肌）by some function工（κ，ツ）（see3．2，Deinition5）．In this case we can express
尾＝1
          吻∫（ρ；σ）＝Σ加K（伽／加）by some non－negat圭ve convex fmction K（κ），（see3．2，Theorem
         々＝1
6）．If a fundamenta1information∫（ρ；α）satis丘es the Axiom of Additivity：∫（ハ⑳ρ2；
α1⑳α2）＝∫（ρ1；α1）十∫（ρ2；α2），then we have∫（ρ；α）＝c1∫肌（ρ；α）十〇2∫κ工（α；ρ），o1，c2
≧O by the Ku11back－Leib1er information∫肌（see3．3，Theorem7）．
   …工物…1・川ρ，α）i・・・・・・…／（／，・）κ一喜1紙，ツーき1舳，・・α・・1，
・一1，…，・／・・・・…i・f・…ti・・1（川）i・・・・…t・・i・・・・・・…一・…ti・・・・・・・…
fmctiona1for the system of a11 Liapmov sets（see4，1，Theorems ll and12）．
   From this characterization we can deine severa1new kinds of informations（see4．2）．
Notion of weak1y（strong1y）comp1ete set of informations are introduced and severa1
examp1es are given（see4．3，Theorems13and14）．
   Fina11y we give some app1ications to statistics（see5．1，5．2，5．3）．Name1y we de丘ne a
c1ass of mgm伽informations（see5．1，Deinition12），and prove severa1resu1ts，which are
we11－known for∫Kエ，for genera1regu1ar informations（see Theorems15－21）、
