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Convergence Analysis of Quantized Primal-dual
Algorithms in Network Utility Maximization
Problems
Ehsan Nekouei, Tansu Alpcan, Girish N. Nair, Robin J. Evans
Abstract—This paper investigates the asymptotic and non-
asymptotic behavior of the quantized primal-dual (PD) algorithm
in network utility maximization (NUM) problems, in which a
group of agents maximize the sum of their individual concave
objective functions under linear constraints. In the asymptotic
scenario, we use the information-theoretic notion of differential
entropy power to establish universal bounds on the maximum ex-
ponential convergence rates of joint PD, primal and dual variables
under optimum-achieving quantization schemes. These results
provide trade-offs between the speed of exponential convergence,
the agents’ objective functions, the communication bit rates, and
the number of agents and constraints. In the non-asymptotic
scenario, we obtain lower bounds on the mean square distance of
joint PD, primal and dual variables from the optimal solution at
any time instant. These bounds hold regardless of the quantization
scheme used.
Index Terms—
I. INTRODUCTION
A. Motivation
With continuing advances in networking technology, our
societies have become increasingly dependent on network-
based technologies for performing everyday tasks. For exam-
ple, consider data transfer using the internet, environmental
monitoring using wireless sensor networks, and online storage
or computation in the “cloud”. In all these applications, a
limited number of resources, e.g., bandwidth, memory and
CPU time, are shared among a group of networked devices,
hereafter called agents, to deliver the required service. As
the quality of the delivered task is highly dependent on how
the network resources are shared among the agents, resource
allocation algorithms have become vital components of these
technologies.
In the seminal work [1], Kelly et al. introduced the net-
work utility maximization (NUM) approach, which provides
decentralized frameworks, e.g., primal, dual and primal-dual
(PD) decomposition methods, for solving large-scale resource
allocation problems. In each decomposition method, the com-
putational burden of solving the resource allocation problem is
distributed among agents, and the task of information transfer
between different agents is handled by an underlying commu-
nication network. The problem of devising efficient decompo-
sition methods for NUM problems has been extensively studied
in the past decade, e.g., see [2] and references therein. Our aim
in this paper is is to analyze the impact of quantized commu-
nications in NUM problems, using information-theoretic ideas.
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B. Related Work
Although the performance of distributed optimization algo-
rithms, and in particular NUM algorithms, under perfect com-
munication networks is well understood, the investigation of
the impact of imperfect communications on these optimization
algorithms is relatively a new research area that has attracted
much interests in recent years, e.g., see [4]-[8].
Nedic´ et al. [4] considered a convex optimization problem,
in which a set of agents collaboratively minimize a sum of
individual objective functions. They proposed an averaging-
based algorithm and studied its convergence rate under an
infinite-level, uniform quantization scheme. In [5], the au-
thors proposed an incremental algorithm for solving a convex
optimization problem. They analyzed the convergence of the
proposed algorithm under a uniform quantization scheme.
Yuan et al. [7] considered a constrained optimization prob-
lem in which a group of agents cooperate to minimize the
sum of their local convex objective functions subject to a
set of global constraints. They proposed a dual averaging
algorithm and analyzed its convergence under uniform deter-
ministic/stochastic quantization schemes. The authors in [8]
proposed a distributed sub-gradient algorithm for solving an
unconstrained multi-agent convex optimization problem, and
studied its convergence under uniform zoom-in quantization.
Finally, the authors of [6] studied the problem of minimizing an
upper bound on the distortion due to quantization in distributed
iterative algorithms. They established the optimality of differ-
ent quantization structures under various distortion measures.
Different from the literature discussed above, in this paper
we study the speed of exponential convergence of quantized
PD algorithm in solving NUM problems. Moreover, our main
results are independent of the structure of the underlying
quantization scheme and hence can be applied to a more
general class than uniform quantizers.
In [10], we studied the convergence behavior of the PD
algorithm in a quadratic NUM problem under quantized com-
munications. In the current paper, the objective functions of
agents belong to the class of concave and twice continuously
differentiable functions. This complicates our analysis as the
PD update rule becomes non-linear in primal variables. Here,
we study the impact of quantized communications on the
convergence behavior of joint PD, primal and dual variables
in both asymptotic and non-asymptotic regimes.
2C. Contributions
We consider a NUM problem in which M agents maximize
the sum of their local concave objective functions subject to
N linear constraints using a quantized PD algorithm with a
random initial condition. As standard in the NUM literature,
e.g., see [1], [2] and references therein, we assume that the
primal variables are updated by agents, and each dual variable
is updated by a network node (NN) which has access to
the knowledge of the the constraint associated with its dual
variable.Thus, agents and NNs need to exchange the quan-
tized values of primal and dual variables to execute the PD
algorithm.We investigate the impact of quantized communi-
cations between agents and NNs on the rate of exponential
mean-square convergence of the PD algorithm under optimum
achieving (OA) quantization schemes. The OA quantization
schemes allow the primal and dual variables to converge to
their optimal values as the time instance k tends to infinity.
First, using the information-theoretic notion of differen-
tial entropy power, we establish universal, explicit bounds
on the fastest speed of asymptotic exponential mean square
convergence for the PD, primal and dual variables to their
corresponding optimal values (Theorem 1, 2 and 3). Unlike
previous studies of quantized optimization, a significant feature
of these bounds is that they are completely independent of the
OA quantization scheme employed, making them applicable to
all quantized PD algorithms. Given the utility functions, con-
straints and aggregate data rates (bits/sample) of the agents and
NN’s, these results give system designers a way to determine in
advance what exponential convergence speeds are impossible
to achieve. We note that the entropy power method has been
used to study the stability of feedback control systems under
quantization, e.g., see [11] and [12], as well as convergence in
quantized games [9].
Next, we obtain a bound on the fastest speed of exponential
mean square convergence of PD variables in quadratic NUM
problems under zoom-in quantization schemes (see Theorem
4 for more details). This bound is significantly tighter in the
high data rate regime than Theorem 1. We also derive lower
bounds on the mean square distance of PD, primal and dual
variables from their corresponding optimal solutions for any
given k under quantized communication between agents and
NNs (see Corollaries 1 and 2). Finally, we propose a uniform,
zoom-in quantization scheme which allows the PD algorithm
to converge to the optimal solution (Theorem 5).
The organization of the paper is as follows. The next section
describes our system model and assumptions. Section III states
our asymptotic and non-asymptotic results on the convergence
of PD algorithm under quantization. In Section IV, we propose
an OA quantization scheme. Section V presents our numerical
results, and section VI concludes the paper. All proofs are
relegated to the appendices, to aid the fluency of the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a convex optimization problem in which M agents
maximize the sum of their individual objective functions sub-
ject to a set of linear equality constraints. Let xi and Ui
(
xi
)
represent the decision variable of agent i and its objective
function, respectively. It is assumed that the objective function
of each agent is concave in its decision variable. The agents
are interested in the solution of the following NUM problem:
maximize
x
M∑
i
Ui
(
xi
)
Subject to Ax = b
, (1)
where, M is the number of agents, b ∈ RN , A ∈ RN×M ,
N is the number of constraints, and x =
[
x1, · · · , xM
]⊤
. We
impose the condition N < M to ensure that the feasible set
of the optimization problem (1) is non-empty. The objective
function in (1) is concave and the constraints are linear, thus,
the optimization problem (1) can be solved using standard
convex optimization techniques.
Under the PD algorithm, the primal and dual variables are
update according to
xik = x
i
k−1 + µk−1
(
d
dxi
Ui
(
xik−1
)
−A⊤i λk−1
)
, 1 ≤ i ≤M
λ
j
k = λ
j
k−1 + µk−1
(
A¯jxk−1 − bj
)
1 ≤ j ≤ N (2)
, respectively, where µk−1 is the step size of the algorithm
at time k − 1, xik and λ
j
k denote the values of ith primal
variable and jth dual variable at time k, respectively, λk−1 =[
λ1k−1, · · · , λ
N
k−1
]⊤
, Ai denotes the ith column of the matrix A
and A¯j denotes the jth row of matrix A. To obtain the solution
of the optimization problem (1), we consider a primal-dual
(PD) decomposition approach in which the primal variables,
i.e., agents’ decision variables, are updated by agents at each
time. Also, at each time step of the PD algorithm, the jth
dual variable, i.e., λj , is updated by the jth network node
(NN) which has the knowledge of parameters characterizing
the constraint associated with λj , i.e., Aj and bj . The vector
of PD variables at time k, i.e., yk, is defined as the vector
concatenation of xk and λk, i.e.,
yk =
[
xk
λk
]
.
In this paper, it is assumed that the initial primal and dual
variables, i.e., x0 and λ0, are drawn randomly according to the
probability density functions px0 (x) and pλ0 (λ), respectively.
By allowing the initial condition to be random, the primal and
dual variables become random variables. This allows us to use
information theoretic tools to study the speed of exponential
convergence of the primal-dual algorithm under quantized
communications. We further impose the following assumptions
on the objective functions of agents, step size µk, px0 (x) and
pλ0 (λ).
1) The agents’ objective functions are concave and twice
continuously differentiable.
2) Umini ≤ d
2
dxi2
Ui
(
xi
)
≤ Umaxi < 0 for xi ∈ R and all i.
3) µk ≤ mini 1|Umini | for all k.
4) The sequence {µk}k converges to µ⋆ > 0.
5) The random vectors x0 and λ0 are mutually independent
and the distributions of x0 and λ0 have finite differential
entropies. That is,∣∣∣∣−
∫
px0 (x) log (px0 (x)) dx
∣∣∣∣ <∞∣∣∣∣−
∫
pλ0 (λ) log (pλ0 (λ)) dλ
∣∣∣∣ <∞
Assumptions 1 and 2 are standard in the optimization literature.
Assumption 2 implies that the objective functions of agents
3are strongly concave and the first derivative of each objective
function is Lipschitz. Assumption 4 implies that the unquan-
tized update rule does not employ a diminishing step-size rule
as the PD update rule may not converge exponentially with
diminishing step-size rule. Assumptions 3 and 4, which are not
commonly used in the literature, allow us to use the entropy
power method. Assumption 5 implies that the initial condition
injects a minimum amount of uncertainty to the PD algorithm,
and the amount of uncertainty due to the initial condition is
bounded. Variants of assumption 5 are used in the quantized
feedback control literature, e.g., see [11].
A. Quantizer Structure
To execute the PD update rule (2), the agents and NNs re-
quire the knowledge of dual and primal variables, respectively.
Since the agents and NNs are not necessarily co-located, the
information exchange between NNs and agents is performed
via broadcast communication channels, as described in the next
subsection. Due to the capacity limitations of these channels,
only quantized versions of the primal and dual variables can
be exchanged between NNs and agents.
To transmit xik to NNs, agent i encodes xik to Qˆxi,k using an
adaptive encoder mapping of the form
Qˆxi,k = E
x
i,k
({
xin
}k
n=0
,
{
Qˆxi,n
}k−1
n=0
)
.
Then, it broadcasts Qˆxi,k to NNs. The output of the encoder
of agent i at time k, i.e., Qˆxi,k, belongs to the finite alphabet
set Axi,k. Thus, agent i requires log2
∣∣∣Axi,k∣∣∣ bits to transmit its
encoded symbol to NNs. A large value of
∣∣∣Axi,k∣∣∣ indicates that
agent i transmits its decision variable with a high precision to
NNs whereas a low
∣∣Axi,t∣∣ indicates low quality communication
between agent i and NNs.
Upon receiving Qˆxi,k, each NN reconstructs a quantized
estimate of xik, i.e., Qxi,k, using the decoder mapping Qxi,k =
Dxi,k
({
Qˆxi,n
}k
n=0
)
. Similarly, at time k, NN j chooses the
symbol Qˆλj,k from the finite alphabet set Aλj,k according to the
adaptive encoding map
Qˆλj,k = E
λ
k
({
λjn
}k
n=0
,
{
Qˆλj,n
}k−1
n=0
)
,
and broadcasts Qˆλj,k to all agents. Then, agents construct
the quantized version of λjk, i.e., Qλj,k, using the decod-
ing map Qλj,k = Dλj,k
({
Qˆλj,n
}k
n=0
)
. Note that our for-
mulation allows the encoded symbol at time k to depend
on the current and past values of primal/dual variables as
well as the past outputs of the encoder. We refer to Q ={{
Exi,k (·),D
x
i,k (·)
}
i
,
{
Eλj,k (·),D
λ
j,k (·)
}
j
}∞
k=0
as a quantization
scheme. Also, the quantized version of the PD variables at time
k under the quantization scheme Q is denoted by Qk, i.e.,
Qk =
[
Qxk
Qλk
]
,
where Qxk=
[
Qx1,k, · · · , Q
x
M,k
]⊤
and Qλk=
[
Qλ1,k, · · · , Q
λ
N,k
]⊤
.
Next, we define three notions of data rate for a given
quantization scheme Q. Later, these data rates are used to study
the convergence behavior of primal, dual and PD variables. The
average aggregate data rate per unit time for transmitting the
primal variables to NNs under the quantization scheme Q, Rx,
is defined as
Rx = lim
k→∞
1
k
k−1∑
t=0
(
M∑
i=1
log
∣∣Axi,t∣∣
)
(3)
Similarly, we define the average aggregate data rate per unit
time for broadcasting the dual variables to agents under the
quantization scheme Q, Rλ, as
Rλ = lim
k→∞
1
k
k−1∑
t=0

 N∑
j=1
log
∣∣Aλj,t∣∣

 (4)
Finally, the average total date rate per unit time under the
quantization scheme Q, i.e., RQ, is defined as
RQ = lim
k→∞
1
k
k−1∑
t=0


(
M∑
i=1
log
∣∣Axi,t∣∣
)
+
N∑
j=1
log
∣∣Aλj,t∣∣

 (5)
The quantized PD update rule under the quantization scheme
Q can be written as
xik = x
i
k−1 + µk−1
(
d
dxi
Ui
(
xik−1
)
−A⊤i Q
λ
k−1
)
,
λ
j
k = λ
j
k−1 + µk−1
(
A¯jQ
x
k−1 − bj
) (6)
Let x⋆, λ⋆ be the optimal primal and dual solutions, respec-
tively. Also, let y⋆ be the vector concatenation of x⋆, λ⋆. We
define ǫk = yk−y⋆ as the difference between the PD variables
at time k and the optimal solution. Let ‖ǫk‖2 denote the
distance of the PD variables at time k from optimal solution,
i.e.,
‖ǫk‖2 =
√√√√ M∑
i=1
(
xik − x
i⋆
)2
+
N∑
j=1
(
λ
j
k − λ
j⋆
)2
(7)
where xi⋆ and λj⋆ are the optimal values of the primal variable
xi and the dual variable λj , respectively. Then, the mean
square distance (MSD) of the PD variables from the optimal
solution at time k under the quantization scheme Q is defined
as E
[
‖ǫk‖
2
2
]
. We define the MSD of the primal variables
from the optimal primal solution at time k as E
[
‖ǫxk‖
2
2
]
where
ǫxk = xk −x
⋆
. Similarly, the MSD of dual variables at time k
from the optimal dual solution is defined as E
[∥∥ǫλk∥∥22
]
where
ǫλk = λk−λ
⋆
. Next, we define the class of optimum achieving
(OA) quantization schemes.
Definition 1: The quantization scheme Q is called an OA
quantization scheme if, under Q, the primal and dual variables
converge to their optimal values x⋆ and λ⋆, receptively. That
is:
lim
k→∞
xk = x
⋆
lim
k→∞
λk = λ
⋆
The Definition 1 implies that, under an OA quantization
scheme, the quantization error does not impede the conver-
gence of the PD algorithm to the optimal solution. Thus, under
an OA quantization scheme, the PD algorithm converges to the
optimal solution of the optimization problem regardless of the
quantized communication between agents and NNs.
4B. Communication Graph and Communication Cost
The communication topology is represented by a bipartite
graph induced by the N×M constraint matrix A. In this graph,
edges exist only between agents and network nodes (NNs),
which form two disjoint sets of vertices. There exists an edge
between agent i and NN j in the communication graph if and
only if Aji 6= 0. The communication mechanism is broadcast
in nature, with each vertex ‘listening’ and broadcasting only
to those other vertices with which it shares an edge. This is
implemented by uniquely assigning every vertex in the graph
one of N + M disjoint transmission radio-frequency bands
(frequency division multiplexing) or one of N + M disjoint
time slots per cycle (time division multiplexing), before the
system is deployed. Any other vertex that needs to listen to
a transmission just tunes in to the appropriate frequency band
or time slot dedicated to the corresponding transmitter. Note
that the edges do not represent individual one-to-one channels,
but indicate the broadcast transmitter-receiver structure of the
system.
Under typical digital modulation formats, the width of the
frequency band/time-slot allocated to agent i and/or the aver-
age transmission power it consumes to broadcast its encoded
symbols to all NNs j with Aji 6= 0 will be proportional
to its average data rate Rix := limk→∞ 1k
∑k−1
t=0 log
∣∣Axi,t∣∣.
Similarly, the band/slot-width and/or transmission power used
by NN j to broadcast its encoded dual symbols to all
agents i with Aji 6= 0 is typically proportional to Rjλ :=
limk→∞
1
k
∑k−1
t=0 log
∣∣Aλj,t∣∣. Equation (5), which can be intu-
itively interpreted as
∑M
i=1 R
i
x +
∑N
j=1 R
j
λ, then captures the
total amount of physical resources, i.e., time, bandwidth or
power, required for the system to communicate. It can be seen
that this cost scales like O(N +M) as the network grows in
size. Note that due to the broadcast nature of the system, every
transmission can be heard by multiple receivers, without the
transmitter having to use up extra resources.
III. RESULTS AND DISCUSSIONS
In this section, we analyze the impact of quantized com-
munications on the mean square distance (MSD) of primal-
dual (PD), primal and dual variables from the optimal solution
in two different regimes: (i) Asymptotic regime, (ii) Non-
asymptotic regime. In the asymptotic regime, we are concerned
with the behavior of MSD under OA quantization schemes as
the time index k tends to infinity. To this end, the notion of
distance decay exponent (DDE) is introduced which captures
the rate of exponential convergence of MSD to zero. We
establish universal lower bounds on the DDE of PD variables,
primal variables and dual variables (see Theorems 1, 2, 3 and
4 for more details). In the non-asymptotic regime, we are
concerned with the behavior of the MSD for any finite k. Here,
our results provide universal lower bounds on the MSD of PD,
primal and dual variables, from the optimal solution, for any
finite k (see Corollaries 1 and 2 for more details). We start by
presenting our asymptotic results in the next subsection.
A. Asymptotic behavior of MSD in PD algorithm
In this subsection, first, we introduce the notion of distance
decay exponent (DDE) for the PD, primal and dual variables.
Then, we derive universal lower bounds on the DDE of PD,
primal and dual variables.
Definition 2: Let Q be an OA quantization scheme. Then,
the DDE of the PD, primal and dual variables under Q are
defined as
lim inf
k→∞
1
k
logE
[
‖ǫk‖
2
2
]
,
lim inf
k→∞
1
k
logE
[
‖ǫxk‖
2
2
]
,
lim inf
k→∞
1
k
logE
[∥∥ǫλk∥∥22
]
,
respectively.
The DDEs capture the speed of exponential mean square
convergence of the PD, primal and dual variables to their
corresponding optimal solutions. They are non-positive quan-
tities, and a more negative DDE indicates faster convergence
to the optimal solution. Also, a zero DDE implies slower-than-
exponential convergence. In this subsection, the information-
theoretic notion of entropy power is used to establish universal
lower bounds on the DDE of the PD/primal/dual variables.
The next theorem provides a universal lower bound on the
DDE of the PD variables under OA quantization schemes.
Theorem 1: Let Q be an OA quantization scheme. Then, the
DDE of PD variables under Q can be lower bounded as
lim inf
k→∞
1
k
logE
[
‖ǫk‖
2
2
]
≥
2
N +M
(
M∑
i=1
log
(
1 + µ⋆
d2
dxi
2Ui
(
xi
⋆
))
−RQ
)
.
(8)
where xi⋆ is the optimal value of the primal variable xi.
Proof: Please see Appendix A.
Theorem 1 establishes an explicit universal lower bound on the
DDE of PD variables under OA quantization schemes. This
bound is universal in the sense that it is independent of the
structure of quantizer, and is thus applicable to all quantization
schemes.
According to Theorem 1, for a given average total data rate
RQ, the PD variables converge to the optimal solution at most
exponentially fast. The speed of this exponential convergence is
bounded by the average total data rate under the quantization
scheme, i.e., RQ, and also by the behavior of the objective
functions of agents around the optimal solution. As stated in
Theorem 1, the lower bound on the DDE for PD variables
decreases linearly with RQ. Note that as RQ becomes large,
the NNs and agents have more precise information about the
primal and dual variables. Thus one might intuitively expect
a quantized PD algorithm to converge faster to the optimal
solution as RQ increases. The result above is consistent with
this intuition.
The lower bound on the DDE also increases with the second
derivatives of the agents’ objective functions at the optimal
solution. As these second derivatives becomes less negative, the
objective function becomes flatter near the optimal solution and
the quantized PD algorithm can be expected to converge more
slowly. This result is also in concordance with this intuition.
The next theorem establishes a universal lower bound on the
DDE of primal variables in the quantized PD update rule under
an OA quantization scheme.
5Theorem 2: Consider the OA quantization scheme Q. Then,
the DDE of the primal variables under Q is lower bounded as
lim inf
k→∞
1
k
logE
[
‖ǫxk‖
2
2
]
≥
2
M
(
M∑
i=1
log
(
1 + µ⋆
d2
dxi
2Ui
(
xi
⋆
))
−Rλ
)
.
(9)
Proof: Please see Appendix B.
According to Theorem 2, the exponential convergence speed
of the primal variables is limited by the behavior of objective
functions of agents around the optimal solution, the average
aggregate data rate for transmission of dual variables and the
number of agents. Different from the PD bound in Theorem 1),
this lower bound on the DDE of the primal variables depends
only on the average aggregate data rate for transmission of dual
variables, i.e., Rλ, rather than on the average total data rate
under the quantization scheme Q. This observation signifies
the role of the quantized dual variables on the convergence of
the primal variables.
In the next theorem, we study the DDE for dual variables.
Theorem 3: The DDE of dual variables under the OA quan-
tization scheme Q satisfies
lim inf
k→∞
1
k
logE
[∥∥ǫλk∥∥22
]
≥ −
2
N
Rx. (10)
Proof: Please see Appendix C.
Theorem 3 establishes a universal bound on the fastest possible
exponential convergence rate of the dual variables under any
OA quantization scheme Q. The lower bound in Theorem 3
is controlled by the number of constraints and the average
aggregate data rate for transmission of primal variables to
NNs. Compared to the PD lower bound, it does not depend on
the behavior of the objective functions of agents and is only
limited by the average aggregate data rate for transmission of
the primal variables, i.e., Rx, rather than the average total data
rate RQ.
Next, we derive a lower bound on the DDE of the PD algo-
rithm in quadratic NUM problems under zoom-in quantization
schemes (see Definition 3). This bound is tighter compared
with the lower bound in Theorem 1 at the high data-rate regime.
In a quadratic NUM problem, the objective function of agent
i is given by Ui
(
xi
)
= −ai2
(
xi
)2
+ cix
i + fi where ai is a
positive constant. The unquantized PD algorithm for quadratic
NUM problems can be written as
xik = (1− µai)x
i
k−1 + µ
(
ci −A
⊤
i λk−1
)
, 1 ≤ i ≤M
λ
j
k = λ
j
k−1 + µ
(
A¯jxk−1 − bj
)
1 ≤ j ≤ N (11)
Let yk be the vector concatenation of xk and λk. Then, (11)
can be written as
yk = Tyk−1 + µ
[
c
−b
]
where c = [c1 · · · , cM ]⊤ and the matrix T is defined as
T =
[
Diag (1− µa1, · · · , 1− µaM ) −µA
⊤
µA IN
]
(12)
in which IN denotes an N -by-N identity matrix and
Diag (1− µa1, · · · , 1− µaM ) is a diagonal matrix with the
ith diagonal element equal to 1− µai.
Let Q˜k =
{
Qˆx1,n, · · · , Qˆ
x
M,n, Qˆ
λ
1,n, · · · , Qˆ
λ
N,n
}k
n=0
be the
collection of encoders’ outputs up to time k, respectively. The
quantized PD update rule is denoted by yk+1 = Tˆ (yk, q˜k)
where q˜k is a realization of Q˜k. We use Ck (q˜k) to represent
the quantization cell corresponding to q˜k. Next, a zoom-in
quantization scheme is defined.
Definition 3: Consider the quantization scheme Q, and let
Ck (q˜k) be the quantization cell at time k which contains yk.
Then, Q is a zoom-in quantization scheme if at time k+1 the
image of Ck (q˜k) under Tˆ (·, q˜k) is quantized for all k ∈ N0 =
{0, 1, 2, · · · }.
In addition to the assumptions in Section II, we assume that
1) The matrix T is invertible and all its eigenvalues are
inside the unit circle in complex plane.
2) A zoom-in quantization scheme is employed and each
primal/dual variable is independently quantized.
3) The distributions of initial primal and dual variables, i.e.,
px0 (x) and pλ0 (λ), are bounded and have finite support
sets.
Theorem 4: Consider any zoom-in quantization scheme Q
with ρ = δ
max
k
δmin
k
(for all k) where δmaxk and δmink are the
maximum and minimum quantization steps under Q at time
k, respectively. Let B be the hypercube centered at the origin
with the ith side length equal to 4ρ |Tii| + 2 ‖T ‖∞ where
‖·‖∞ denotes the norm infinity and Tii is the i diagonal
entry of matrix T . Let βT be the number elements in the
set B ∩ TZN+M where the lattice TZN+M is defined as
TZN+M =
{
TI, I ∈ ZN+M
}
and ZN+M is the lattice of
integers in RN+M . Then, the DDE of the PD variables under
Q for quadratic NUM problems is lower bounded as
lim inf
k→∞
1
k + 1
logE
[
‖ǫk+1‖
2
2
]
≥ −
2
M +N
log

 βT(∏M+N
i=1 |Tii|
)

 (13)
.
Proof: Please see Appendix D.
Theorem 4 establishes a bound on the fastest possible exponen-
tial convergence speed of quantized PD algorithms in quadratic
NUM problems, under any zoom-in quantization scheme. The
lower bound in Theorem 4 depends on the number of agents,
number of constrains and βT . The constant βT depends on the
dynamics of unquantized PD algorithm, i.e., matrix T , and can
be interpreted as the number of lattice points in ZN+M which
lie in B after applying the linear transformation T to ZN+M .
Fig. 1 shows the two dimensional lattice of integers Z2 and its
image after applying a linear transformation. In Fig. 1 (b), the
number of lattice points in the square is equal to βT . Since the
transformation T is linear, 0 always lies in B which implies
βT ≥ 1.
Consider the PD algorithm in a quadratic NUM problem
under the zoom-in quantization scheme Q with ρ = δ
max
k
δmin
k
. For
the PD algorithms, Theorems 1 and 4 can be combined into
lim inf
k→∞
1
k + 1
logE
[
‖ǫk+1‖
2
2
]
≥
2
M +N
((
M∑
i=1
log (1− µai)
)
−min (log (βT ) , RQ)
)
(14)
If the quantization intervals for each primal/dual variable is
divided to K ≥ 2 equal length intervals, data-rate under the
6Fig. 1. Two dimensional lattice of integers Z2 (a) and the lattice TZ2 (b).
quantization Q i.e., RQ, will increase by (N +M) log (K)
bits and ρ does not change. Hence, according to (14), the
lower bound in Theorem 4 becomes tighter compared to that
in Theorem 1 as RQ (or K) becomes large. This observation
shows that the exponential convergence speed of the quantized
PD algorithm in quadratic NUM problems cannot be made
arbitrarily fast by increasing RQ.
An upper bound on βT can be obtained by finding the
number of lattice points of ZN+M which lie in the smallest
hypercube containing the image of B under T−1. Let T−1 (B)
be the image of the hypercube B under linear transformation
T−1. Let B⋆T−1 be the smallest hypercube containing T
−1 (B).
Then, βT is upper bounded by
∏
i (⌊l
⋆
i ⌋+ 1) where l⋆i is the
ith side length of B⋆T−1 . In our numerical results, this upper
bound on βT is used to compute the lower bound in Theorem
4.
B. MSD of the PD algorithm in non-asymptotic regime
In this subsection, we establish universal lower bounds on
the mean square distance (MSD) of primal-dual (PD), primal
and dual variables from their corresponding optimal solutions
at any finite time instance k. Unlike Theorems 1, 2 and 3,
the following results are not limited to optimum achieving
(OA) quantization schemes. Thus, they give rise to universal
lower bounds on the MSD of PD, primal and dual variables
from their corresponding optimal solutions, under arbitrary
quantization schemes. Our results in this subsection indicate
that the distance between the optimization variables and the
optimal solution cannot be made arbitrarily close to zero at
a given time instance k. We start by presenting our non-
asymptotic lower bound on the MSD of the PD variables.
Corollary 1: Consider the PD algorithm under the quanti-
zation scheme Q. Then, the MSD of the PD variables from the
optimal solution at time k can be lower bounded as
logE
[
‖ǫk‖
2
2
]
≥ log
(
e1−
1
M+N
2πe
)
+
2
N +M
(
M∑
i=1
k−1∑
n=0
log
(
1 + µnU
min
i
)
+ h [y0]−
k−1∑
t=0

( M∑
i=1
log
∣∣Axi,t∣∣
)
+
N∑
j=1
log
∣∣Aλj,t∣∣



 ,
(15)
Proof: The proof directly follows from inequalities (19)
and (27) in Appendix A.
Corollary 1 provides a universal lower bound on the MSD of
PD variables under quantized communications between agents
and NNs. This result indicates that at a given time the PD
variables cannot be arbitrarily close to the optimal solution
(in the mean square sense), and imposes a lower bound on
the MSD of PD variables from the optimal solution at a given
time. According to Corollary 1, the MSD of PD variables from
the optimal solution at time k is bounded from below by the
behavior of second derivative of objective functions of agents
along the trajectories of primal variables up to time k− 1, the
total number of bits exchanged between agents and NNs up
to time k − 1, the differential entropy of distribution of initial
PD variables, i.e., h [y0], and the number of constraints and
agents. The impacts of objective functions of agents and the
data rate between agents and NNs on the lower bound in (15)
are similar to those in Theorem 1, and they are not discussed
to avoid repetition.
Note that the entropy power of y0, i.e., 12πe e
2
N+M
h[y0] is a
measure of effective support volume of the random vector y0.
Thus, as h [y0] becomes large, the size of effective support set
of y0 increases, i.e., y0 will be distributed on a larger region
of RN+M . As a result, the MSD of the PD variables from
the optimal solution increases since y0 effectively takes value
from a larger set, a behavior predicted by Corollary 1.
The next corollary establishes a lower bound on the MSD
of primal/dual variables:
Corollary 2: Let E
[
‖ǫxk‖
2
2
]
and E
[∥∥ǫλk∥∥22
]
be the MSD of
the primal variables and dual variables, respectively, at time k
from the optimal solution. Then, we have
logE
[
‖ǫxk‖
2
2
]
≥ log
(
e1−
1
M
2πe
)
+
2
M

 M∑
i=1
k−1∑
n=0
log
(
1 + µnU
min
i
)
+ h [x0]−
k−1∑
t=0
N∑
j=1
log
∣∣Aλj,t∣∣

 ,
logE
[∥∥ǫλk∥∥22
]
≥ log
(
e1−
1
N
2πe
)
+
+
2
N
(
h [λ0]−
k−1∑
t=0
M∑
i=1
log
∣∣Axi,t∣∣
)
,
Proof: The proof is similar to that of Corollary 1 and is
omitted to avoid repetition.
IV. AN OPTIMUM ACHIEVING QUANTIZATION SCHEME
In this section, we propose a zoom-in uniform optimum
achieving (OA) quantization scheme for the PD algorithm. We
refer to this quantization scheme as Qa. We also prove that
PD algorithm under the quantization scheme Qa converges
to the optimal solution of the optimization problem (1). To
this end, we assume that the unquantized PD algorithm forms
a contraction map with contraction constant α ∈ [0, 1) . We
assume that α is known by all agents and NNs. Let Qa,k (·)
and δk denote the quantizer and the quantization step employed
by agents and NNs at time k. δk is set to αk+1.
At time k = 0, agent i generates xi0 according to the
uniform distribution on the interval (−Lα,Lα) where L is
7a positive integer. Similarly, NN j generates λj0 (1 ≤ j ≤ N )
using the uniform distribution on (−Lα,Lα). Next, agents and
NNs quantize the initial primal and dual variables, respectively,
using the midpoint uniform quantizer on (−Lα,Lα) with the
quantization step δ0 = α. Thus, the quantizer employed by
agents and NNs at time k = 0, is given by Qa,0 (z) =⌊
z
α
⌋
α+ α2 for z ∈ (−Lα,Lα) where ⌊·⌋ is the floor function.
Each agent/NN only needs ⌈log2 (2L)⌉ bits to communicate
its initial primal/dual variable, respectively, where ⌈·⌉ is the
ceiling function.
Let Ix
i
k+1 be the interval centered at Cx
i
k+1 = Qa,k
(
xik
)
+⌊
xik+1−x
i
k
δk
⌋
δk with length 2
⌈
2
α
⌉
δk+1. It can be shown that
xik+1 belongs to this interval (see the proof of Theorem 5 for
more details). At time k + 1, a uniform midpoint quantizer is
employed to quantize xik+1. To this end, first, agent i transmits⌊
xik+1−x
i
k
δk
⌋
to NNs. Since δk and Qa,k
(
xik
)
are known by
NNs, each NN can compute Cxik+1 using
⌊
xik+1−x
i
k
δk
⌋
. The
knowledge of Cxik+1 allows each NN to update its decoder at
time k + 1. Note that
⌊
xik+1−x
i
k
δk
⌋
is an integer which can be
transmitted using finite number of bits. Next, agent i computes
Qˆk+1
(
xik+1−C
xi
k+1
δk+1
)
where xik+1 ∈ Ix
i
k+1 and Qˆk+1 (·) is given
by
Qˆk+1 (z) =


⌈
2
α
⌉
− 1
(⌈
2
α
⌉
− 1
)
≤ z ≤
⌈
2
α
⌉
⌊
z
δk+1
⌋
−
⌈
2
α
⌉
≤ z ≤
(⌈
2
α
⌉
− 1
) (16)
Finally, agent i transmits Qˆk+1
(
xik+1−C
xi
k+1
δk+1
)
to NNs using⌈
log2
(
2
⌈
2
α
⌉)⌉
bits. Then, each NN constructs the quan-
tized version of xik+1 using Qa,k+1
(
xik+1
)
= Cx
i
k+1 +
Qˆk+1
(
xik+1 − C
xi
k+1
)
δk+1 +
δk+1
2 .
Consider the interval Iλjk+1 which is centered at Cλ
j
k+1 =
Qa,k
(
λ
j
k
)
+
⌊
λj
k+1
−λj
k
δk
⌋
δk with the length 2
⌈
2
α
⌉
δk+1. It can
be shown that the λjk+1 belongs to Iλ
j
k+1 (see the proof of
Theorem 5 for more details). At time k + 1, NN j, first,
broadcasts
⌊
λj
k+1
−λj
k
δk
⌋
to agents which allows the agents to
construct Cλ
j
k+1. Then, it broadcasts Qˆk+1
(
λj
k+1
−Cλ
j
k+1
δk+1
)
to
all agents where Qˆk+1 (·) is given by (16). Finally, agents
construct the quantized version of λjk+1 as Qa,k+1
(
λ
j
k+1
)
=
Cλ
j
k+1 + Qˆk+1
(
λj
k+1
−Cλ
j
k+1
δk+1
)
δk+1 +
δk+1
2 .
The next theorem shows that the quantized PD algorithm
under Qa converges to the optimal solution.
Theorem 5: The PD algorithm under the quantization
scheme Qa converges exponentially to the optimal solution
of the optimization problem (1).
Proof: Please see Appendix E.
V. NUMERICAL RESULTS
This section presents our numerical results illustrating the
behavior of mean square distance (MSD) of primal-dual (PD)
variables from the optimal solution, with time index k for a
Time (k)
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Evolution of a primal variable under quantization scheme Qa
Quantization scheme Qa
Unquantized update rule
Optimal values of x1
Each primal/dual variable is quantized
using 3 bits (for k ≥ 1).
(a)
Fig. 2. Time evolution of the primal variable x1 under the quantization
scheme Qa and unquantized PD update rule. The initial PD variables
are the same in both graphs.
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]
Fig. 3. log-MSD divided by k for primal-dual variables versus time index
(k) under the quantization scheme Qa.
quadratic network utility maximization (NUM) problem with
10 agents and 5 constraints under the quantization scheme Qa.
In our numerical results, the step-size of the PD algorithm, µk,
is set to 0.019 for all k, α = 0.9495, L = 5. The initial PD
variables are independently drawn according to the uniform
distribution on (−Lα,Lα). For k ≥ 1, 3 bits is used to quantize
each primal/dual variable.
Fig. 2 shows the time evolution of the primal variable
x1 under the quantization scheme Qa and unquantized PD
update rule. The initial PD variables are the same for both
graphs. According to Fig. 2, the trajectories of x1, under both
quantization scheme Qa and the unquantized PD update rule,
converge to the optimal value of x1 as the time index k
becomes large. The same behavior continues to hold for other
primal/dual variables.
8Fig. 3 depicts log-MSD divided by k for the PD variables ,
i.e., 1k logE
[
‖ǫk‖
2
2
]
, as a function of time index k. The lower
bounds on the distance decay exponent (DDE) of PD variables,
predicted by Theorem 1 and Theorem 4, are equal to −6.24 and
−4.64, respectively. As Fig. 3 shows, 1k logE
[
‖ǫk‖
2
2
]
stays
above the predicted values by Theorems 1 and 4 as k becomes
large.
VI. CONCLUSIONS
In this paper, we have studied the convergence behavior of
the quantized primal-dual (PD) algorithm in solving network
utility maximization problems. First, using the information-
theoretic notion of entropy power, we established universal
bounds on the fastest speed of exponential mean square con-
vergence of PD, primal and dual variables to the optimal
solution under optimum achieving quantization schemes. Here,
our results provide universal trade-offs between the speed of
convergence of the quantized PD algorithm, data rate under
the quantization, objective functions of agents, the number of
agents and the number of constraints. Next, we established
universal lower bounds on the mean square distance of PD,
primal and dual variables from the optimal solution of the
NUM problem for any finite time index.
APPENDIX A
PROOF OF THEOREM 1
This appendix presents the main steps of the proof of The-
orem 1. To this end, first, the notion of conditional differential
entropy power of a random vector is defined. Then, we use the
notion of entropy power to establish a universal lower bound on
the DDE of the PD variables. The differential entropy power
of the random vector z ∈ RN+M conditioned on the event
A = a, denoted by N [z|A = a], is defined as
N [z|A = a] =
1
2πe
e
2
M+N
h[z|A=a],
where h [z|A = a] is the conditional differential entropy of z
given A = a defined as
h [z|A = a] = −
∫
log (p (z|A = a)) p (z|A = a) dz,
where p (z|A = a) is the conditional distribution of z given
A = a. Using the entropy maximizing property of Gaussian
distributions, the conditional entropy power of z given A = a
can be upper bounded [11] as
N [z|A = a] ≤ e1/(M+N)−1E
[
‖z‖
2
2
∣∣∣A = a] , (17)
where E [z|A = a] is conditional expectation of z given A =
a. Let EA [N [z|A = a]] denote the average conditional entropy
power of z given A = a. Using (17), EA [N [z|A = a]] can be
upper bounded as
EA [N [z|A]] ≤ e
1/(M+N)−1
E
[
‖z‖
2
2
]
. (18)
Next, the inequality (18) is used to establish the universal
lower bound on the DDE of the PD variables under OA quan-
tization schemes. To this end, let Dk−1 =
{
Qˆn = qˆn
}k−1
n=0
where Qˆn =
[
Qˆx1,n, · · · , Qˆ
x
M,n, Qˆ
λ
1,n, · · · , Qˆ
λ
N,n
]
and qˆn is a
possible realization of Qˆn. Using (18), E
[
‖ǫk‖
2
2
]
can be lower
bounded as
E
[
‖ǫk‖
2
2
]
≥ e1−
1
M+N E [N [ǫk| Dk−1]]
(∗)
≥
e1−
1
M+N
2πe
e
2
M+N
E[h[ ǫk|Dk−1]], (19)
where (∗) is obtained using the Jensen inequality. The term
h [ǫk|Dk−1] on the right hand side of (19) can be expanded
as
h [ǫk| Dk−1] = h [yk − y
⋆| Dk−1]
(∗)
= h [yk| Dk−1] , (20)
where (∗) follows from the translation invariance property
of differential entropy as y⋆ is a constant vector (see [13]
Theorem 8.6.3 page 253).
The next lemma establishes a useful expression between
h [yn| Dk−1] and h
[
yn−1
∣∣Dk−1] for n ≤ k, which is used to
further expand h [yk| Dk−1].
Lemma 1: For n ≤ k, h [yn| Dk−1] can be expanded as
h [yn| Dk−1] = h
[
yn−1
∣∣Dk−1]+
E

 M∑
j=1
log
(
1 + µn−1
d2
dxj
2Uj
(
x
j
n−1
))∣∣∣∣Dk−1

 (21)
Proof: Let x˜in = xin + µn
(
d
dxiUi
(
xin
))
and x˜n =[
x˜i1, · · · , x˜
i
M
]⊤
. Let y˜n be the vector concatenation of x˜n and
λn. This lemma is proved in two steps. First, it is shown that
the conditional differential entropy of yn given Dk is equal to
that of y˜n−1 given Dk (see (22)). Next, a relation between the
conditional differential entropy of y˜n−1 given Dk and that of
yn−1 given Dk is established. Note that, h [yn| Dk−1] can be
written as
h [yn| Dk−1] = h [xn,λn|Dk−1]
∗
= h [ x˜n−1,λn−1|Dk−1]
= h
[
y˜n−1
∣∣Dk−1] (22)
where (∗) follows from the translation invariance property of
the differential entropy and the fact that Qk−1 is fixed given
Dk−1 =
{
Qˆn = qˆn
}k−1
n=0
. Next, we derive an expression for
the probability density function (PDF) of y˜n in terms of the
PDF of yn. Let py˜n (y |Dk−1 ) and pyn (y |Dk−1 ) to denote
the PDFs of y˜n and yn, respectively, conditioned on Dk−1. Let
F (·) represent the mapping between y˜n and yn, i.e., y˜n =
F (yn). Note that 0 < 1 + µn d
2
dxi2
Ui
(
xi
)
< 1 since 0 <
µn < mini
1
|Umini |
which implies that the mapping F (·) is
invertible. Thus, the change-of-variables formula for invertible
diffeomorphisms of random vectors (see e.g., (4.63) in [14])
can be applied to write
py˜n−1(y |Dk−1 ) =
1
det JF
[
F−1(y)
]pyn−1(F−1 (y) |Dk−1 ) ,
(23)
where JF [x] is Jacobian of F (x) evaluated at x. Using (23),
9the conditional entropy of y˜n−1 given Dk−1 can be written as
h
[
y˜n−1
∣∣Dk−1]
=
∫
log
(
detJF
[
F−1 (y)
]) 1
det JF
[
F−1 (y)
]
pyn−1
(
F−1 (y) |Dk−1
)
dy
−
∫
log
(
pyn−1
(
F−1 (y) |Dk−1
)) 1
detJF
[
F−1 (y)
]
pyn−1
(
F−1 (y) |Dk−1
)
dy,
(∗)
=
∫
log (detJF [z]) pyn−1 (z |Dk−1 ) dz
−
∫
log
(
pyn−1 (z |Dk−1 )
)
pyn−1 (z |Dk−1 ) dz,
=
M∑
j=1
E
[
log
(
1+µn−1
d2
dxj
2Uj
(
x
j
n−1
))∣∣∣∣Dk−1
]
+ h
[
yn−1
∣∣Dk−1] , (24)
where (∗) follows from the change of variable z = F−1 (x).
Using Lemma 1, h [yk| Dk−1] can be further expanded as
h [yk| Dk−1] = h [y0| Dk−1] +
M∑
j=1
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))∣∣∣∣Dk−1
]
(25)
Using (25), E [h [yk| Dk−1]] can be written as
E [h [yk| Dk−1]]
=
M∑
j=1
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
+ E [h [y0| Dk−1]] ,
(26)
The following lemma, adapted from [11], establishes a lower
bound on E [h [yk| Dk−1]]:
Lemma 2: The average conditional entropy of y0 given
Dk−1, i.e., E [h [y0| Dk−1]], can be lower bounded as
E [h [y0|Dk−1]]≥h [y0]−
k−1∑
t=0


(
M∑
i=1
log
∣∣Axi,t∣∣
)
+
N∑
j=1
log
∣∣Aλj,t∣∣

 .
Proof: Follows directly from the first inequality in ap-
pendix C in [11]; alternatively, it can be derived from (8.48)
and (8.89) in [13].
Applying Lemma 2 to (26), we have
E [h [yk| Dk−1]]
≥
M∑
j=1
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
+ h [y0]−
k−1∑
t=0


(
M∑
i=1
log
∣∣Axi,t∣∣
)
+
N∑
j=1
log
∣∣Aλj,t∣∣

 ,
(27)
Since x0 and λ0 are independent, the differential entropy of y0
can be written as h [y0] = h [x0] + h [λ0] which implies that
y0 has finite differential entropy. Using (19), (20), (27) and
the fact that y0 has a finite entropy, the DDE can be lower
bounded as
lim inf
k−→∞
1
k
logE
[
‖ǫk‖
2
2
]
≥
2
M +N

lim inf
k−→∞
M∑
j=1
1
k
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
−RQ
)
. (28)
In the next lemma, we study the asymptotic behavior of the
first term in the right hand side of equation (28).
Lemma 3: Consider the primal-dual update rule (6) under
an OA quantization scheme. Then, we have
lim
k−→∞
M∑
j=1
1
k
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
=
M∑
j=1
log
(
1 + µ⋆
d2
dxj
2Uj
(
xj
⋆
))
.
Proof: To prove this lemma, first we define the events E
and En as
E = {‖x− x⋆‖2 ≤ δ, |µ− µ
⋆| ≤ δ} ,
En = {‖xn − x
⋆‖2 ≤ δ, |µn − µ
⋆| ≤ δ} .
respectively, where δ > 0. Then, we have
1
k
k−1∑
n=0
M∑
j=1
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
=
1
k
k−1∑
n=0
M∑
j=1
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
)) (
1{En} + 1{Ecn}
)]
,
≥ inf
{x,µ}∈E
M∑
j=1
log
(
1 + µ
d2
dxj
2Uj
(
xj
))
E
[
1
k
k−1∑
n=0
1{En}
]
+
M∑
j=1
log
(
1 + inf
n
µnU
min
j
)
E
[
1
k
k−1∑
n=0
1{Ecn}
]
,
(29)
where Ecn is the complement of the event En. Re-
call that the quantization scheme Q is an OA quan-
tization scheme. Therefore, we have limk−→∞ xk =
x⋆ for any initial vector x0 in the support set of
px0 (x) which implies 1{En} −→ 1 almost surely and
1
k
∑k−1
n=0 1{En} −→ 1 almost surely. Applying Fatou’s Lemma
to (29), we have lim infk−→∞ E
[
1
k
∑k−1
n=0 1{En}
]
≥ 1.
Using Lebesgue dominated convergence Theorem and the
fact that 1k
∑k−1
n=0 1{Ecn}
−→ 0 almost surely, we have
limk−→∞ E
[
1
k
∑k−1
n=0 1{Ecn}
]
= 0. Hence,
lim inf
k−→∞
1
k
k−1∑
n=0
M∑
j=1
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
≥
inf
{x,µ}∈E
M∑
j=1
log
(
1 + µ
d2
dxj
2Uj
(
xj
))
.
Since, δ > 0 is arbitrary, we have
lim inf
k−→∞
1
k
k−1∑
n=0
M∑
j=1
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
≥
M∑
j=1
log
(
1 + µ⋆
d2
dxj
2Uj
(
xj
⋆
))
10
To prove the other direction, note that
1
k
k−1∑
n=0
M∑
j=1
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
≤
sup
{x,µ}∈E
M∑
j=1
log
(
1 + µ
d2
dxj
2Uj
(
xj
))
E
[
1
k
k−1∑
n=0
1{En}
]
+
M∑
j=1
log
(
1 + sup
n
µnU
max
j
)
E
[
1
k
k−1∑
n=0
1{Ecn}
]
.
Following similar steps as before, it can be easily shown that
lim sup
k−→∞
1
k
k−1∑
n=0
M∑
j=1
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
≤
M∑
j=1
log
(
1 + µ⋆
d2
dxj
2Uj
(
xj
⋆
))
,
which completes the proof.
Applying Lemma 3 to (28), we have
lim inf
k→∞
1
k
logE
[
‖ǫk‖
2
2
]
≥
2
N +M
(
m∑
i=1
log
(
1 + µ⋆
d2
dxi
2Ui
(
xi
⋆
))
−RQ
)
.
(30)
which completes the proof.
APPENDIX B
PROOF OF THEOREM 2
The proof essentially follows from similar steps as the proof
of Theorem 1. Here, we state the main steps of the proof for
the sake of completeness. Let Dλk−1 =
{
Qˆλn = qˆ
λ
n
}k−1
n=0
where
Qˆλn =
[
Qˆλ1,n, · · · , Qˆ
λ
N,n
]
and qˆλn is a realization of Qˆλn . Then
using (18), E
[
‖ǫxk‖
2
2
]
can be lower bounded as
E
[
‖ǫxk‖
2
2
]
≥
e1−
1
M
2πe
e
2
M
E[h[ ǫxk |D
λ
k−1]]
=
e1−
1
M
2πe
e
2
M
E[h[xk|Dλk−1]], (31)
where the equality follows from translation invariance of the
differential entropy. Using similar technique as the proof of
Lemma 1 in Appendix A, one can show
h
[
xn| D
λ
k−1
]
= h
[
xn−1| D
λ
k−1
]
+
E

 M∑
j=1
log
(
1 + µn−1
d2
dxj
2Uj
(
x
j
n−1
))∣∣∣∣Dλk−1

 (32)
for n ≤ k. Thus, we have
h
[
xk| D
λ
k−1
]
= h
[
x0| D
λ
k−1
]
+
M∑
j=1
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))∣∣∣∣Dλk−1
]
(33)
and
E
[
h
[
xk| D
λ
k−1
]]
=
M∑
j=1
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
+ E
[
h
[
x0| D
λ
k−1
]]
, (34)
Using Lemma 2 from Appendix A, E
[
h
[
xk| D
λ
k−1
]]
can be
lower bounded as
E
[
h
[
xk| D
λ
k−1
]]
(∗)
≥
M∑
j=1
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
+ h [x0]−
k−1∑
t=0
N∑
j=1
(
log
∣∣Aλj,t∣∣) , (35)
Thus, we have
lim inf
k−→∞
1
k
logE
[
‖ǫxk‖
2
2
]
≥
2
M

lim inf
k−→∞
M∑
j=1
1
k
k−1∑
n=0
E
[
log
(
1 + µn
d2
dxj
2Uj
(
xjn
))]
−Rλ
)
. (36)
The proof is complete by appealing to Lemma 3 in Appendix
A.
APPENDIX C
PROOF OF THEOREM 3
Here, we state the main steps of the proof of Theorem 3. Let
Dxk−1 =
{
Qˆxn = qˆ
x
n
}k−1
n=0
where Qˆxn =
[
Qˆx1,n, · · · , Qˆ
x
M,n
]⊤
and qˆxn is a realization of Qˆxn. Then using (18), E
[∥∥ǫλk∥∥22
]
can
be lower bounded as
E
[∥∥ǫλk∥∥22
]
≥
e1−
1
N
2πe
e
2
N
E[h[ ǫλk |Dxk−1]]
=
e1−
1
N
2πe
e
2
N
E[h[λ0|Dxk−1]], (37)
where the equality follows from translation invariance of the
differential entropy and the update equation for the dual
variables is linear in λn. Using Lemma 2 from Appendix A,
E
[
h
[
λ0| D
x
k−1
]]
can be lower bounded as
E
[
h
[
λ0|D
x
k−1
]]
≥ h [λ0]−
k−1∑
t=0
(
M∑
i=1
log
∣∣Axi,t∣∣
)
, (38)
Thus, we have
lim inf
k−→∞
1
k
logE
[∥∥ǫλk∥∥22
]
≥ −
2
N
Rx. (39)
APPENDIX D
In this appendix, first, we establish a series of preliminary
results in Subsection D-A. Then, in Subsection D-B, we use
these preliminary results to prove Theorem 4.
A. Preliminary Lemmas
The next lemma shows that the quantization cells and their
images under the quantized update rule are in the form of
hypercubes.
Lemma 4: The quantization cell Ck (q˜k) is a hypercube in
R
N+M for all k and q˜k. Also, Tˆ (Ck, q˜k), i.e., the image of
Ck (q˜k) under the quantized update rule, is a hypercube.
Proof: The proof of this lemma is based on mathematical
induction. First, note that the quantized PD algorithm can be
11
written as
xik = Tiix
i
k−1 +
M+N∑
j=M+1
TijQ
λj
k + µci,
λ
j
k = λ
j
k−1 +
M∑
i=1
TjiQ
xi
k − µbj (40)
Since all the primal and dual variables are separately quantized,
the quantization cells at time k = 0, i.e., C0 (q˜0)s, are in the
form of hypercubes. According to (40), xi1 and λj1 only depend
on xi0 and λ
j
0, respectively, given C0 (q˜0) (as Qx0 and Qλ0 are
fixed given C0 (q˜0)). This observation implies that the image
of C0 (q˜0) under Tˆ (·, q˜0) is a hypercube. Now, assume that
at time k Ck (q˜k) and Tˆ (Ck, q˜k) are hypercubes. Since the
quantization scheme is zoom-in, Tˆ (Ck, q˜k) is quantized at time
k+1. Therefore, Ck+1 (q˜k+1) is a hypercube as the primal/dual
variables are independently quantized. Also, Qxk+1 and Qλk+1
are fixed given Ck+1 (q˜k+1). Thus, the image of Ck+1 (q˜k+1)
under Tˆ (·, q˜k+1) is a hypercube which completes the proof.
The next lemma establishes an upper bound on the probability
density function (PDF) of yk, i.e., pyk+1 (y).
Lemma 5: Consider the quantization cell Ck (q˜k) at time k
where q˜k is a realization of Q˜k. Let G (q˜k) be the number
of quantization cells at time k which their images under the
quantized update rule overlap with that of Ck (q˜k). Let G⋆k+1 =
maxq˜k G (q˜k). Then, the PDF of yk+1 can be upper bounded
as
pyk+1 (y) ≤
PmaxG
⋆
k+1(∏M+N
i=1 |Tii|
)k+1 (41)
where Tii is the ith diagonal entry of T and Pmax is the
maximum of PDF of y0.
Proof: Let B (y, r) be the hypercube centered at y with
side length r. Using Lebesgue differentiation theorem, the PDF
of yk+1 can be written as
pyk+1 (y) = limr↓0
Pr
{
yk+1 ∈ B (y, r)
}
Vol (B (y, r))
(42)
where Vol (B (y, r)) is the volume of B (y, r).
Pr
{
yk+1 ∈ B (y, r)
}
can be written as
Pr
{
yk+1 ∈ B (y, r)
}
=
∑
q˜k
Pr
{
yk+1 ∈ B (y, r) , Q˜k = q˜k
}
(43)
where q˜k is a realization of Q˜k. With a slight abuse of notation,
let Tˆ (Ck, q˜k) denote the image of Ck (q˜k) under Tˆ (·, q˜k).
Then, Pr
{
yk+1 ∈ B (y, r) , Q˜k = q˜k
}
can be written as
Pr
{
yk+1 ∈ B (y, r) , Q˜k = q˜k
}
= Pr
{
yk+1 ∈
(
B (y, r) ∩ Tˆ (Ck, q˜k)
)}
I{B(y,r)∩Tˆ (Ck,q˜k)}
(44)
where the constant I{B(y,r)∩Tˆ (Ck,q˜k)} is equal to one if the
intersection of B (y, r) and Tˆ (Ck, q˜k) is non-empty and is
equal to zero otherwise.
Now, we find the set of initial conditions which allow the
quantized PD algorithm to arrive in B (y, r)∩Tˆ (Ck, q˜k) at time
k + 1 with Q˜k = q˜k. Let Sk+1 = B (y, r) ∩ Tˆ (Ck, q˜k). Since
Sk+1 is a subset of Tˆ (Ck, q˜k), we can find Sk ⊂ Ck (q˜k)
such that Sk+1 = Tˆ (Sk, q˜k). Since the quantization scheme
is zoom-in, Ck (q˜k) ⊂ Tˆ (Ck−1, q˜k−1) which implies Sk ⊂
Tˆ (Ck−1, q˜k−1). Hence, we can find Sk−1 ⊂ Ck−1 (q˜k−1) such
that Sk = Tˆ (Sk−1, q˜k−1). Using backward induction, we can
find a sequence of sets {Sn}kn=0 with Sn ⊂ Cn (q˜n) such that
we have Sn+1 = Tˆ (Sn, q˜n) with Q˜k = q˜k. Thus, we have
Pr
{
yk+1 ∈
(
B (y, r) ∩ Tˆ (Ck, q˜k)
)}
= Pr {y0 ∈ S0}
≤ PmaxVol (S0) (45)
where Pmax is the maximum of PDF of y0 and Vol (S0) is the
volume of S0.
According to Lemma 4, Tˆ (Ck, q˜k) is a hypercube. Also,
B (y, r) is a hypercube, thus, Sk+1 = B (y, r) ∩ Tˆ (Ck, q˜k) is
a hypercube. Since Sk ⊂ Ck (q˜k) and Qxk and Qλk are fixed
given Ck (q˜k), xik+1 (λjk+1) only depends on xik (λjk). Thus,
Sk is a hypercube. Also, the length of the ith side of Sk+1 is
equal to the length of the ith side of Sk multiplied by |Tii|.
This is due to the fact that the quantized PD algorithm can be
written as xik = Tiixik−1 +
∑M+N
j=M+1 TijQ
λj
k + µci and λ
j
k =
λ
j
k−1 +
∑M
i=1 TjiQ
xi
k − µbj . Hence, we have Vol (Sk+1) =
Vol (Sk)
∏N+M
i=1 |Tii|. Using backward induction, we have
Vol (Sk+1) =
(
N+M∏
i=1
|Tii|
)k+1
Vol (S0) (46)
The volume of Sk+1 can be upper bounded as
Vol (Sk+1) = Vol
(
B (y, r) ∩ Tˆ (Ck, q˜k)
)
≤ Vol (B (y, r)) . (47)
Combining (43), (44), (45), (46) and (47), we have
Pr
{
yk+1 ∈ B (y, r)
}
≤
Pmax(∏N+M
i=1 |Tii|
)k+1 ∑
q˜k
I{B(y,r)∩Tˆ (Ck,q˜k)} (48)
Note that limr↓0 I{B(y,r)∩Tˆ (Ck,q˜k)} = I{y∈Tˆ (Ck,q˜k)} where
I{y∈Tˆ (Ck,q˜k)} is equal to one if y ∈ Tˆ (Ck, q˜k) and is equal
to zero otherwise. Let Gyk+1 =
∑
q˜k
I{y∈Tˆ (Ck,q˜k)}, i.e., the
number of quantization cells at time k which their images under
the quantized update rule jointly overlap at y. Thus, we have
pyk+1 (y) ≤
PmaxG
y
k+1(∏N+M
i=1 |Tii|
)k+1 (49)
Note that maxy Gyk+1 is the maximum number of quanti-
zation cells at time k which their images jointly overlap with
each other under Tˆ (·, q˜k). For a quantization cell Ck (q˜k), let
G′ (q˜k) be the maximum number of quantization cells at time
k which their images under the quantized update rule jointly
overlap with the image of Ck (q˜k). Also, let G (q˜k) be the
number of quantization cells at time k which their images under
the quantized update rule overlap with the image of Ck (q˜k).
Clearly, we have G′ (q˜k) ≤ G (q˜k). Thus, we have
max
y
Gk+1y = max
q˜k
G′ (q˜k)
≤ max
q˜k
G (q˜k)
= G⋆k+1 (50)
Hence, the PDF of yk+1 can be upper bounded as
pyk+1 (y) ≤
PmaxG
⋆
k+1(∏N+M
i=1 |Tii|
)k+1 (51)
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The next two results are used in Lemma 8 to obtain an upper
bound on G⋆k+1. The next lemma derives a necessary condition
for two hypercubes to overlap.
Lemma 6: Consider two hypercubes C1 and C2 in RN+M
which the length of the jth side of Ci is given by lji > 0 for
i = 1, 2 and 1 ≤ j ≤ N +M . Let yC1 and yC2 be any two
points in C1 and C2, respectively. Then, a necessary condition
for C1 and C2 to overlap with each other is given by
−
(
l
j
1 + l
j
2
)
≤ yjC2 − y
j
C1
≤ lj1 + l
j
2 for all j
for any yC1 ∈ C1 and yC2 ∈ C2 where y
j
Ci
is the jth entry
of yCi .
Proof: Without loss of generality, we assume C1 and C2
which are specified by yminC1 ≤ y ≤ y
max
C1
and yminC2 ≤ y ≤
ymaxC2 , receptively, where y ∈ R
N+M
. Then, for y ∈ C1 ∩C2,
we have
yminC1 − yC1 ≤ y − yC1 ≤ y
max
C1 − yC1
yminC2 − yC2 ≤ y − yC2 ≤ y
max
C2 − yC2
where ≤ indicates component-wise inequality. Combining the
above inequalities, we obtain a necessary condition for C1 and
C2 to overlap as follows
−
(
ymaxC2 − yC2
)
−
(
yC1 − y
min
C1
)
≤ yC2 − yC1 ≤(
yC2 − y
min
C2
)
+
(
ymaxC1 − yC1
)
Note that ymaxCi − yCi ≤ y
max
Ci
− yminCi and yCi − y
min
Ci
≤
ymaxCi −y
min
Ci
. Thus, the above condition can be further relaxed
to the following necessary condition for C1 and C2 to overlap:
−
(
ymaxC2 − y
min
C2
)
−
(
ymaxC1 − y
min
C1
)
≤ yC2 − yC1 ≤(
ymaxC2 − y
min
C2
)
+
(
ymaxC1 − y
min
C1
) (52)
The proof is complete by appealing to the fact lji is the jth
element of the ymaxCi − y
min
Ci
.
Consider the lattice Λ (y) = y + δmink ZN+M where, y ∈
R
N+M
, δmink is the minimum quantization step at time k, and
Z
N+M is the N +M dimensional integer lattice in RN+M .
Next, we define the minimum distance assignment rule which
assigns a unique lattice point of Λ (y) to each quantization
cell. Then, in Lemma 7, we derive an upper bound on the
number of quantization cells which a lattice point of Λ (y)
can be assigned to under minimum distance assignment rule.
Definition 4: Consider the lattice Λ (y). Under minimum
distance assignment rule, a lattice point of Λ (y) is assigned
to each quantization cell as follows. If a quantization cell
contains only one point of δmink , that point is assigned to the
corresponding cell. If a quantization cell contains more than
one lattice point, then, a lattice point with the smallest distance
to its cell representative is assigned to the corresponding cell.
Since each side length of quantization cells at time k is
greater or equal to δmink , every quantization cell at time k at
least contains one point of Λ (y).
Lemma 7: Every lattice point in Λ (y) can at most be
assigned to G⋆k quantization cells at time k.
Proof: This lemma is proved by contradiction. Let
G (q˜k−1) be the number of quantization cells at time k − 1
which their images under the quantized update rule over-
lap with that of Ck−1 (q˜k−1). Then, G⋆k can be written as
G⋆k = maxq˜k−1 G (q˜k−1). Assume that there exists a point
y + δmink I with I ∈ ZN+M which can be assigned to
G > G⋆k quantization cells at time k. Since, under a zoom-
in quantization scheme, at time k, the image of a quantization
cell at time k−1 is quantized, y+δmink I belongs to the images
of G quantization cells at time k− 1. This observation implies
that image of G quantization cells at time k − 1 under the
quantized update rule overlap with each other at y + δmink I .
Thus, we have G ≤ G⋆k which contradicts with our assumption.
Lemma 8: Let βT be the number points in the lattice
TZN+M which lie in a hypercube centered at the origin with
the ith side length equal to 4ρ |Tii| + 2 ‖T ‖∞ where ‖·‖∞
denotes the norm infinity, Tii is the ith diagonal entry of
matrix T , and ZN+M is the lattice of integers in RN+M . Then,
G⋆k+1 ≤ β
k+1
T .
Proof: Consider two distinct quantization cells at time k
Ck (q˜k) and Ck (q˜′k) with the cell representatives yr (q˜k) ∈
Ck (q˜k) and yr (q˜′k) ∈ Ck (q˜′k). Let Tˆ (Ck (q˜k) , q˜k) and
Tˆ (Ck (q˜
′
k) , q˜
′
k) be the images of Ck (q˜k) and Ck (q˜′k), respec-
tively, under the quantized update rule. Tˆ (Ck (q˜k) , q˜k) and
Tˆ (Ck (q˜
′
k) , q˜
′
k) are hypercubes in RN+M , thus, Lemma 6 can
be used to obtain a necessary condition for Tˆ (Ck (q˜k) , q˜k)
and Tˆ (Ck (q˜′k) , q˜′k) to overlap. Note that the jth side length
of Tˆ (Ck (q˜k) , q˜k) is less than or equal to |Tjj | δmaxk . This due
to the facts that jth side length of Tˆ (Ck (q˜k) , q˜k) is equal to
the jth side length of Ck (q˜k) multiplied by |Tjj | and each
side length of quantization cells at time k is less than or equal
to δmaxk . Similarly, the jth side length of T (Ck (q˜′k) , q˜′k) is
less than or equal to |Tjj | δmaxk . Thus, using Lemma 6, the
necessary condition for Tˆ (Ck (q˜k) , q˜k) and Tˆ (Ck (q˜′k) , q˜′k) to
overlap is given by
−2δmaxk |Tjj | ≤ Tˆj (yr (q˜k) , q˜k)− Tˆj (yr (q˜
′
k) , q˜
′
k)
≤ 2δmaxk |Tjj | ∀j (53)
Note that the quantization does not have any impact on
the representative of quantization cells. Thus, the quantized
update rule for cell representatives is the same as the unquan-
tized update rule. Thus, Tˆ (yr (q˜k) , q˜k) − Tˆ (yr (q˜′k) , q˜′k) =
T (yr (q˜k)− yr (q˜
′
k)). The cell representative of Ck (q˜′k)
can be written as yr (q˜′k) = yr (q˜k) + δmink I + ψ where
yr (q˜k) + δ
min
k I is the lattice point of Λ (yr (q˜k)) assigned
to Ck (q˜′k) and ψ is an N +M dimensional vector with the
jth entry satisfying −δmink < ψj < δmink . Thus, we have
Tˆ (yr (q˜k) , q˜k)− Tˆ (yr (q˜
′
k) , q˜
′
k) = δ
min
k TI+Tψ. Using (53),
a necessary condition for Tˆ (Ck (q˜k) , q˜k) and Tˆ (Ck (q˜′k) , q˜′k)
to overlap can be obtained as
−2ρTd −
1
δmink
Tψ ≤ TI ≤ 2ρTd −
1
δmink
Tψ
where Td = [|Tii|]⊤i and ρ =
δmaxk
δmin
k
and ≤ indicates component-
wise inequality. Using the fact that
∣∣∣ ψmδmin
k
∣∣∣ ≤ 1, the above
condition can be relaxed to
−2ρTd − ‖T ‖∞ 1N+M ≤ TI ≤ 2ρTd + ‖T ‖∞ 1N+M (54)
where 1N+M is an N +M dimensional vector with all entries
equal to one. Recall that G (q˜k) is the number of quantization
cells which overlap with Ck (q˜k). The number of quantization
cells satisfying (54) provides an upper bound on G (q˜k) as (54)
is a necessary condition for two cells to overlap with each other.
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Let βT be the number of vectors I ∈ ZN+M which satisfy (54).
According to Lemma 7, for any I ∈ ZN+M , the lattice point
yr (q˜k) + δ
min
k I can be assigned to at most G⋆k quantization
cells at time k. Thus, the number of quantization cell for which
(54) holds is upper bounded by βTG⋆k and, we have G (q˜k) ≤
βTG
⋆
k. Since this bound is independent of Ck (q˜k), we have
G⋆k+1 ≤ βTG
⋆
k. Following a similar argument, it can be easily
shown than G⋆1 ≤ βT . Hence, we have G⋆k+1 ≤ β
k+1
T which
completes the proof.
B. Proof of Theorem 4
Now, we are ready to prove Theorem 4. To this end, first,
we use Lemma 5 to establish a lower bound on the differential
entropy of yk+1 a follows:
h
[
yk+1
]
=
∫
− log
(
pyk+1 (y)
)
pyk+1 (y) dy
(a)
≥ − log
PmaxG
⋆
k+1(∏N+M
i=1 |Tii|
)k+1
∫
pyk+1 (y) dy
= − log
PmaxG
⋆
k+1(∏N+M
i=1 |Tii|
)k+1 (55)
where (a) follows from the fact that − log (x) is decreasing
in x. Let ǫk+1 = yk+1 − y⋆. Substituting A = Ω, where Ω
is the sample space of the underlying probability space, and
z = ǫk+1 in equation (17), we have
E
[
‖ǫk+1‖
2
2
]
≥
e1−
1
N+M
2πe
e
2
N+M
h[yk+1] (56)
Combining (55) and (56), we have
logE
[
‖ǫk+1‖
2
2
]
≥ log
e1−
1
N+M
2πe
−
2
N +M
log
PmaxG
⋆
k+1(∏N+M
i=1 |Tii|
)k+1 (57)
Combining (57) and Lemma 8, we have
lim inf
k→∞
1
k + 1
logE
[
‖ǫk+1‖
2
2
]
≥ −
2
N +M
log
βT(∏N+M
i=1 |Tii|
) (58)
which completes the proof.
APPENDIX E
PROOF OF THEOREM 5
In this appendix, first, we show that xik+1 and
λ
j
k+1 belong to Ix
i
k+1 and Iλ
j
k+1, respectively. Note that
∣∣∣xik+1 − xik − ⌊xik+1−xikδk
⌋
δk
∣∣∣ ≤ δk. Thus,∣∣∣xik+1 − Cxik+1∣∣∣
=
∣∣∣∣∣xik+1 − xik + xik −Qa,k (xik)−
⌊
xik+1 − x
i
k
δk
⌋
δk
∣∣∣∣∣
≤
∣∣∣∣∣xik+1 − xik −
⌊
xik+1 − x
i
k
δk
⌋
δk
∣∣∣∣∣+ ∣∣xik −Qa,k (xik)∣∣
(a)
≤ 2 δk
≤
⌈
2
α
⌉
αδk
=
⌈
2
α
⌉
δk+1 (59)
where (a) follows from the fact that the quantization error is
less than the quantization step δk. Thus, xik+1 belongs to Ix
i
k+1.
Similarly, we have
∣∣∣∣λjk+1 − λjk −
⌊
λj
k+1
−λj
k
δk
⌋
δk
∣∣∣∣ ≤ δk. Thus,
we have∣∣∣λjk+1 − Cλjk+1∣∣∣
≤
∣∣∣∣∣λjk+1 − λjk −
⌊
λ
j
k+1 − λ
j
k
δk
⌋
δk
∣∣∣∣∣+
∣∣∣λjk −Qa,k (λjk)∣∣∣
≤ 2δk
≤
⌈
2
α
⌉
δk+1 (60)
which implies that λjk+1 belongs to Iλ
j
k+1.
Now, we prove the convergence of the PD algorithm under
the quantization scheme Qa. Note that the PD update rule can
be written as
xik = x
i
k−1 + µk−1
(
d
dxi
Ui
(
xik−1
)
−A⊤i λk−1
)
,
+ µk−1A
⊤
i
(
λk−1 −Q
λ
k−1
)
λ
j
k = λ
j
k−1 + µk−1 (Ajxk−1 − bj) + µk−1Aj
(
Qxk−1 − xk−1
)
Since the unquantized update rule forms a contraction map, we
have
‖ǫk‖ ≤ α ‖ǫk−1‖ + µk−1
∥∥∥∥
[
0 A⊤
−A 0
] [
xk−1 −Q
x
k−1
λk−1 −Q
λ
k−1
]∥∥∥∥
(61)
where ‖·‖ is the norm in which the unquantized PD algorithm
forms a contraction mapping. The second term in the right
hand side of (61) can be upper bounded as
µk−1
∥∥∥∥
[
0 A⊤
−A 0
] [
xk−1 −Q
x
k−1
λk−1 −Q
λ
k−1
]∥∥∥∥ ,
(a)
≤ µk−1C
∥∥∥∥
[
0 A⊤
−A 0
] [
xk−1 −Q
x
k−1
λk−1 −Q
λ
k−1
]∥∥∥∥
∞
,
(b)
≤ min
i
1∣∣Umini ∣∣C
∥∥∥∥
[
0 A⊤
−A 0
]∥∥∥∥
∞
∥∥∥∥
[
xk−1 −Q
x
k−1
λk−1 −Q
λ
k−1
]∥∥∥∥
∞
,
(c)
= min
i
1∣∣Umini ∣∣C
∥∥∥∥
[
0 A⊤
−A 0
]∥∥∥∥
∞
δk−1, (62)
where C is a positive constant, (a) follows from the fact that all
the norms on a finite dimensional vector space are equivalent,
(b) follows from 0 < µn < mini 1|Umini |
, and the multiplicative
property of norm infinity, and (c) follows from the fact that
the quantization error at time k − 1 is less than or equal to
14
δk−1 for all primal and dual variables.
Using (61) and (62), ‖ǫk‖ can be upper bounded as
‖ǫk‖≤α
k‖ǫ0‖+min
i
1∣∣Umini ∣∣C
∥∥∥∥
[
0 A⊤
−A 0
]∥∥∥∥
∞
k∑
i=1
αi−1δk−i
(a)
= αk ‖ǫ0‖ +min
i
1∣∣Umini ∣∣C
∥∥∥∥
[
0 A⊤
−A 0
]∥∥∥∥
∞
kαk (63)
where (a) follows from the fact that δk = αk+1. The last
inequality in (63) implies that the PD algorithm under the
quantization scheme Qa converges exponentially to the optimal
solution.
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