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APPLICATION-SPECIFIC  MEMORY 
SUBSYSTEM  BENCHMARKING
Performance  Exploration  and  Optimization  Using      daptMemBench
Mahesh Lakshminarasimhan, Dr. Catherine Olschanowsky (Advisor)
Optimizing scientific application performance is a
continual challenge due to:
• The lack of understanding of performance
capabilities of the target application.
• The complexity and diversity in contemporary
multicore computer architecture.
• The effect of memory access patterns on
achieved memory performance.
PROBLEM STATEMENT Data flow is expensive and expends energy Access patterns affect performance
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daptMemBench:  A  Configurable  Memory  Benchmarking  Framework
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DESIGN OF THE FRAMEWORK
INTERLEAVED SCHEDULING FOR TRIAD TILING OPTIMIZATION FOR STENCILS
for (int i = 0; i < n ; i++) {
A[i] = B[i] + scalar * C[i];
}
for (int i = 0; i < n/2 ; i++) {
A[i] = B[i] + scalar * C[i];
A[i+n/2] = B[i+n/2] + 
scalar * C[i+n/2];
}
(a) Impact of prefetching on performance (b) The Interleaved Execution Schedule
(c) Demonstration of the Optimization (d) Achieved Speedup
A stencil operation updates each point
in a structured multidimensional grid
with weighted contributions from a
subset of its neighborhood elements.
Physics Simulations
PDE Solvers
Medical Imaging
Machine Learning
Rectangular Tiling 
blocks along the spatial 
dimension only. It 
improves data locality.
Overlapped Tiling blocks 
along the spatial as well as 
the temporal dimensions. It 
enhances parallelism. 
Benchmark any access pattern
Flexible for evaluating optimizations
Easy to port experimental results
Supports any degree of parallelism 
No limitations on working set size
Enhances research reproducibility
THE POLYHEDRAL MODEL
int m = 5, n = 4;
for (int i = 1; i < m ; i++) {
for (int j = 1; j < n ; j++) {
A[i][j] = B[i][j] + C[i][j];
}
}
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HARDWARE COUNTERS AND TIMERS
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PAPI provides low overhead access to
hardware performance counters. It helps in
understanding the interaction of software and
hardware stack. It aids with performance
analysis, tuning and monitoring.
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