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Abstract: 
In a digital economy, different types of information about products communicate their quality and characteristics to 
prospective consumers. However, it remains unclear which type of information plays the most important role in 
individuals’ decision-making processes. In this study, we explore  the effect that unstructured data has on and the 
importance of congruence between textual and visual data in consumers’ purchase decisions. We apply a deep 
neural network model to rank the importance of different information types and use a regression model to investigate 
the impact that information consistency has on sales predictions. Based on our empirical analysis, we found that both 
image-based and text-based information influenced consumers’ purchase decisions but that the former influenced 
their purchase decisions about “search goods” more and that the latter influenced their purchase decisions about 
“experience goods” more. Furthermore, congruence between image- and text-based information was positively 
associated with purchase decisions, which indicates that information congruence impacts products’ sales 
performance in the digital economy. In this study, we also demonstrate how to apply advanced deep-learning 
techniques to measure the congruence between different information types. 
Keywords: Deep Learning, Neural Network Model, Information Congruence, Unstructured Data, Text, Image, Digital 
Economy. 
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1 Introduction 
In recent decades, the global digital economy has expanded rapidly with an average growth rate of 20 
percent per year. In 2018, digital sales represented up to 15 percent of total retail trade in the US (Digital 
Commerce 360, 2019). As the digital economy has rapidly developed towards maturity, studies have 
increasingly examined the business value of the information that one can find in electronic markets. These 
studies have found that product-related information helps consumers to make informed decisions and, 
thus, influences product sales (e.g., Li & Hitt, 2010; Hu, Pavlou, & Zhang, 2017; Li, Wu, & Mai, 2019). 
However, most have focused on the impact that structured data, such as product price, average rating, 
and helpfulness votes, has on consumers’ purchase behaviors (e.g., Sun, 2012; Yin, Bond, & Zhang, 
2014; Gao, Greenwood, Agarwal, & McCullough, 2015; Huang & Korfiatis, 2015). In contrast, few studies 
have sufficiently examined the informative role of unstructured data, such as textual product information, 
textual comments, and images, due to the technologies and capabilities that studies on such data require 
(Schroeck, Shockley, Smart, Romero-Morales, & Tufano, 2012; Lee, Jeong, & Lee, 2017).  
Unstructured data play a significant and unique role in consumers’ decision-making processes. For 
example, researchers have widely regarded textual comments that consumers post as reliable information 
in electronic markets. In a customer survey, Bright Ideas (2017) found that 91 percent of people read 
online textual reviews, 84 percent trust reviews, and 68 percent form opinions after reading between one 
and six online reviews. Research has found that 20 percent of purchase failures potentially arise due to 
missing or unclear textual information (Flaherty & Kaley, 2018), and 67 percent of consumers say that 
they find high-quality product images “very important” in selecting and purchasing products (Harrison, 
2012). Moreover, structured data cannot replace the informative role of unstructured data. In the product-
purchase process, consumers consider numerical average ratings more important in the early search or 
awareness stage, whereas they consider sentiments in textual reviews more important in the final 
purchase stage (Hu, Koh, & Reddy, 2014). Therefore, the mechanism that the literature identifies for how 
consumers perceive structured information in the decision-making process may not apply to unstructured 
information. 
When investigating the value of unstructured data in the digital economy, researchers have recently 
shown considerable interest in textual online reviews, which they believe to act as electronic word-of-
mouth and to influence how consumers perceive products (e.g., Lee & Bradlow, 2011; Yin et al., 2014; 
Huang & Korfiatis, 2015). However, the existing literature has analyzed online reviews independently 
without including other types of unstructured data (e.g., product descriptions, product images) or the 
interactions among the different types. This approach does not reflect the manner in which customers 
consume unstructured information in reality. First, consumers may rely on not only textual reviews but also 
all available data when evaluating products because electronic markets demonstrate all product-related 
information simultaneously and consumers tend to search for valuable information as much as they 
reasonably can in order to reduce information asymmetry (Mudambi & Schuff, 2010). Prior studies have 
confirmed that both visual and textual information affect prospective buyers’ recognition and knowledge 
about products (Blanco, Sarasa, & Sanclemente, 2010). They have found that images can have more 
impact than text (Cyr, Head, Larios, & Pan, 2009) and that the human brain processes primarily visual 
information more quickly than textual information (Samsudin, Zaaba, Singh, & Samsudin, 2016). 
Therefore, product images may demonstrate product-related information more directly and effectively than 
text. Without considering images in the analysis, researchers might exaggerate text’s relevance and 
importance in the decision-making process. 
Second, consumers compare different types of information about products in order to identify information 
congruence when purchasing them. Congruence or consistency of unstructured information across 
different sources enhances information’s credibility and, thus, influences how consumers evaluate 
products (Kim, Sin, & Yoo-Lee, 2014). Therefore, the interaction between text and images plays an 
essential role in consumers’ purchase decisions. Prior studies have found that the interactions among 
different types of structured information have a meaningful impact on product sales. For example, patterns 
across individual ratings, such as variance in ratings (Sun, 2012), influence the impact that a product’s 
average rating has on its sales. The emotions embedded in textual comments influence how helpful 
consumers perceive reviews to be and, thus, influence how they evaluate products (Yin et al., 2014). 
Similarly, the congruence of texts and images also influences purchase decisions.  
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Since we do not comprehensibly understand the effect that different types of unstructured data have on 
consumers’ purchase decisions, some basic questions related to the informative roles of text and images 
remain unanswered, such as: 
 How exactly do consumers perceive and process unstructured information? 
 Does unstructured information have more importance in the decision-making process than 
structured information? 
 If so, which influences consumers more: text or images? 
 How does the interaction between text and images influence how consumers perceive 
products? 
To address this research gap, we investigate the informative role of unstructured information in the digital 
economy based on the literature about information congruence and discuss the importance of congruence 
between text-based and image-based information. We demonstrate the impact that congruence between 
these two information types have on consumers’ purchase decisions. We applied several deep neural 
network (DNN) models to analyze unstructured data. Specifically, we used an approach that combines 
word embedding and recurrent neural networks to analyze text-based information and apply a 
convolutional neural network technique to analyze image-based information. We collected information 
regarding 4,368 furniture products and 4,526 game products (representing the categories of search goods 
and experience goods, respectively, as we define in Section 2.3) from Amazon. We found that both 
image-based and text-based information influenced consumers’ purchase decisions but that the former 
influenced their purchase decisions more for search goods, whereas the latter influenced their purchase 
decisions more for experience goods. Image-based information represents an important factor that 
influences consumers’ purchase decisions even product sellers who may hide negative aspects for their 
own purposes post it. Congruence between text-based and image-based information was positively 
associated with purchase decisions, which indicates that information congruence has a meaningful impact 
on products’ sales performance in the digital economy. 
With this study, we make several contributions to the literature. First, we elaborate on the informative role 
of unstructured information that product sellers and reviewers provide and extend discussions regarding 
user-generated content, which previous e-commerce research has primarily focused on, to all information 
available in electronic markets. Second, we examine different information types and rank their relative 
importance in purchase decision making, which provides practical guidance on information management 
in electronic markets. Third, we demonstrate the importance of information congruence, which previous 
digital economy research has neglected. Finally, we demonstrate how one can compare different types of 
unstructured data by applying machine-learning techniques and, therefore, make a methodological 
contribution to the data analytics research literature. 
The paper proceeds as follows: in Section 2, we elaborate on the informative role of textual reviews in 
consumers’ decision making and point out that existing digital economy studies have not explored the 
interactions between online reviews and other types of unstructured data. We then discuss some 
foundational ideas concerning information congruence, propose that the consistency between online 
reviews and other textual and visual information influences consumers’ purchase behaviors, and formulate 
our hypotheses. In Section 3, we present the methodology we used to conduct our empirical study in 
which we used a neural network model to determine the importance of each type of data in consumers’ 
decision making. We also introduce an innovative method that we used to calculate the congruence 
between textual and visual information. In Section 4, we report our results. In Section 5, we discuss the 
study’s contributions, limitations, and directions for future research. Finally, in Section 6, we conclude the 
paper. 
2 The Role of Information in Decision Making in the Digital Economy 
2.1 The Informative Role of Unstructured Data 
In the digital economy, information asymmetry constitutes a critical issue because time and space 
separate transaction parties (i.e., buyers and sellers) (Ledyard, 2008). Since customers lack perfect 
information, customers must deal with situations in which they find that what they bought differs from what 
they perceived it to be at the shopping stage. To reduce the uncertainties that information asymmetry 
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causes and, thus, the likelihood that such situations will arise, consumers seek relevant information to 
make purchase decisions.  
Prior literature has investigated how structured data in electronic markets helps consumers reduce 
information asymmetry and make informed decisions. For example, the number of reviews a product has 
influences consumers’ purchase decisions via awareness effects that inherently deliver information about 
the product’s popularity; a large number of reviews increases the likelihood that a consumer will purchase 
the product (Duan, Gu, & Whinston, 2008). Review valence influences product sales via persuasive 
effects that shape how consumers evaluate products and, ultimately, influence their purchase decisions 
(Duan et al., 2008). Review variance affects sales because it captures the extent to which consumers 
differ from each other in how much they enjoy products and attribute this difference to underlying product 
characteristics (Sun, 2012). 
Compared with structured data, unstructured data contains more detailed information about products. Text 
and images represent the most common types of unstructured data, and these information types play 
critical informative roles in the digital economy. First, consumers consider textual comments that previous 
customers have posted an important factor that assists other consumers in decision making. The content 
that previous customers write helps consumers in making purchase decisions because it contains indirect 
experiences and helps customers reduce the uncertainties involved in inferring product quality. In the past 
two decades, more than 100 studies have investigated the content that online users generate by applying 
the concept of electronic word of mouth and confirm that textual comments do influence contemporary 
consumer behavior in the e-commerce environment (Babić Rosario, Sotgiu, De Valck, & Bijmolt, 2016). In 
marketing and information systems literature, researchers widely accept that opinions that previous 
consumers have posted have significant impacts on product sales (Chevalier & Mayzlin, 2006; Zhu & 
Zhang, 2010), adoption behaviors (Duan, Gu, & Whinston, 2009), perceptions of service quality (Gao et 
al., 2015), and product pricing strategy (Jiang & Guo, 2015). However, the existing literature examines 
textual reviews without considering the influence of other information despite the fact that consumers do 
not rely only on online reviews when making purchase decisions. Table 1 shows selected studies that 
demonstrate the research gap in the existing textual review literature. 
Table 1. Selected Studies Investigating Unstructured Data 
Source 
Unstructured data 
Text 
analysis 
Statistical 
analysis 
Dependent 
variable Textual 
review 
Product 
description 
Product 
picture 
Interaction 
between 
Cao, Duan, & 
Gan (2011) 
√   
Online review and 
helpfulness vote 
Semantic, 
sentiment 
Ordinal logistic 
regression 
Sales rank 
Zhu & Zhang 
(2010) 
√   
Online review and 
product and 
consumer 
characteristics 
Semantic 
Linear 
regression 
Market 
share 
Cheung, Sia, & 
Kuan (2012) 
√   
Online review and 
recipient 
characteristics 
Semantic, 
sentiment 
Linear 
regression 
models 
Review 
credibility 
Qiu, Pang, & 
Lim (2012) 
√   
Review credibility 
and review valence 
Semantic Regression 
Review 
diagnosticity 
Lee et al. (2017) √   
Online review and 
helpfulness 
Sentiment 
Binomial 
regression 
Review 
helpfulness 
Lee, Hu, & Lu 
(2018) 
√   
Online review and 
helpfulness 
Semantic, 
sentiment 
  
Our study √ √ √ 
Online review, 
product description 
and product picture 
Semantic 
Neural 
network, linear 
regression 
Product 
sales 
Second, product descriptions that sellers post also constitute helpful textual information. One e-commerce 
study (Flaherty & Kaley, 2018) found that 20 percent of purchase failures potentially result from missing or 
unclear product information. For consumers, product descriptions represent information about products’ 
specifications that they can easily access. A textual description’s diagnosticity refers to “the degree to 
which a buyer believes that the seller offers useful textual information to describe a product” (Pavlou, 
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Liang, & Xue, 2007); thus, it indicates that the information effectively helps to reduce uncertainty about a 
product’s quality or its characteristics (Dimoka et al., 2012). Although consumers find both product reviews 
and product descriptions valuable, few studies have analyzed them concurrently.  
Third, 67 percent of consumers say that product images are “very important” in selecting and purchasing 
products (Harrison, 2012). Because images are more vivid than textual and numerical information (Cyr et 
al., 2009) and because the human brain processes visual information in a faster manner than textual 
information (Thermopylae, 2014), images can demonstrate product-related information more directly and 
effectively than textual information and, thus, significantly influence how consumers perceive products. 
Previous research has established using pictures in traditional advertising has perceptual and persuasive 
advantages either in comparison to or in interaction with textual content (e.g., Peracchio & Meyers-Levy, 
2005). Because pictures have high attention-grabbing and attention-keeping qualities (McQuarrie & 
Phillips, 2005), people remember them better than text (Childers & Houston, 1984), and they influence 
attitudes more strongly than text alone (Kisielius & Sternthal, 1984). Therefore, in the digital economy, 
organizations need to present pictures that make their products appear attractive and communicate 
important information about them to prospective customers.  
In sum, although e-commerce research has begun to examine the connection between standardized 
information indices and sales, such as the numbers of positive and negative ratings, the number of 
helpfulness votes, and the length of online reviews, such studies have focused almost exclusively on 
identifying relatively coarse-grained relationships among these factors. As such, research has largely not 
directly examined the content of unstructured information and congruence among categories of 
unstructured information.  
2.2 Information Congruence 
Information congruence refers to the extent to which different units of information and data fit together 
(Chen & Li, 2015). Digital market research generally considers information congruence expressed across 
different unstructured information types an important antecedent of positive product evaluations (Erdem & 
Swait, 2004; Van Rompay & Pruyn, 2008). For instance, Van Rompay and Pruyn (2008) found that 
congruence among symbolic qualities that the typeface on a product’s packaging (e.g., textual 
information, style of lettering) and a product’s pictures (e.g., product shape) connote positively impacted 
brand perceptions. Likewise, Peracchio and Meyers-Levy (2005) found that a match, as opposed to a 
mismatch, between the symbolic connotations that picture orientation (images) and advertising slogan 
(text) convey had a positive influence on attitudes to a product. Consistency among the meanings that 
typeface, visuals, and explicit claims connote enhances how well consumers remember claimed benefits 
in advertisements and how they perceive particular products (Childers & Jass, 2002). 
Similarly, one can enhance how consumers evaluate products if one expresses the meaning in textual 
and visual information in a consistent or similar way (Adaval & Wyer, 1998). For instance, when 
confronted with online sales websites that contain various information types such as text (e.g., online 
reviews, product descriptions) and visuals (e.g., “thumbnail” pictures of products), consumers need to 
integrate these various meanings into an overall first impression in order to assess product quality and 
relevance and then make informed purchase decisions. Compared to highly incongruent information, 
people can more easily process matching or congruent connotations from different types of information, 
which helps them to form a clear impression and make purchase decisions. 
2.3 Hypotheses Development 
Based on e-commerce literature and information congruence literature, we build a research framework 
(see Figure 1) and propose relevant hypotheses.  
In the digital economy, high levels of uncertainty and risk arise due to the information asymmetry between 
buyers and sellers (Chiu, Wang, Fang, & Huang, 2014). Thus, many studies have examined the factors 
that influence risks and uncertainty according to how buyers perceive them, such as product quality, after-
sales service (Jarvenpaa, Tractinsky & Saarinen, 1999; Corbitt, Thanasankit, & Yi, 2003), institutional 
structures (Gefen & Pavlou, 2012), online reviews (Godes & Mayzlin, 2004; Chevalier & Mayzlin, 2006), 
brand (Smith & Brynjolfsson, 2001), price, and seller reputation (Jin & Kato, 2006). Although the existing 
literature has long established the relationships between these factors and online transaction activities, 
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research has not sufficiently studied the impact that unstructured information has on sales and customer 
satisfaction. 
 
Figure 1. Research Framework 
With the consumer-oriented digital economy’s increasing maturity, prospective customers now commonly 
rely on online textual reviews when making purchase decisions. Compared with traditional marketing 
approaches, such as information that product manufacturers provide or promotional messages that they 
present on third-party websites, online textual reviews have become an important source of information 
that online consumers use in their decision-making processes (Ye, Law, Gu, & Chen, 2011). Indeed, 
researchers currently deem online textual reviews as able to influence consumers’ decisions and behavior 
more successfully than any other medium (Yang & Mai 2010; Zhang, Ye, Law, & Li, 2010). Prior literature 
has suggested that textual reviews’ characteristics such as sentiment (Yu, Duan, & Cao, 2012), 
subjectivity (Ghose & Ipeirotis, 2006), and discrete emotions (Yin et al., 2014) influence prospective 
consumers’ perceptions of products and, thus, meaningfully impact products’ sales performance. 
Regarding the information that sellers post, Pavlou et al. (2007) define textual product descriptions’ 
diagnosticity as “the degree to which a buyer believes that the seller offers useful textual information to 
describe a product”. For sellers, product descriptions may be a liability because any deviation from the 
true characteristics may give a legal basis for product misrepresentation. For consumers, textual 
descriptions help reduce uncertainty about products (Dimoka et al., 2012), and product descriptions 
provide information relevant to help consumers assess products’ quality. Thus, we hypothesize: 
H1: The presence of textual information positively relates to product sales. 
Moreover, we argue that textual information may have varied effects across different product categories. 
Taking one such categorization, we can broadly divide products into two categories: search goods and 
experience goods (Nelson, 1970). Search goods refer to products with attributes that one can evaluate 
before purchasing or consuming them, such as clothing or office stationery, whereas experience goods 
refer to products with attributes that one can accurately evaluate only after one has purchased and 
experienced them, such as restaurants, games, or books (Nelson, 1970). Previous research has found 
that reviews for search goods are more likely to address products’ specific tangible aspects and how they 
performed in different situations, whereas reviews for experience goods are more likely to focus on 
subjective attributes related to personal taste (Mumdabi & Schuff, 2010). One can generally demonstrate 
search goods’ tangible and objective attributes (e.g., color, shape, specification) using pictures in an 
easier and more direct manner than using words, whereas one can generally describe experience goods’ 
subjective attributes (e.g., user experience) only in words. Compared to images, individuals find text more 
useful to describe the experience of consuming a product in detail. Therefore, textual information may 
have a greater influence on consumers’ purchase decisions for experience goods than search goods. 
Thus, we hypothesize: 
H2: The presence of textual information positively relates to product sales to a greater extent for 
experience goods than search goods. 
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In addition to text-based product information, online sellers can offer real product images from different 
angles and different proximities in order to give customers a feel for what the products will be like in real 
life. Such image-based information also impacts how online shoppers perceive uncertainty and, thus, 
influences their online activities. For example, Gregg and Walczak (2008) found that, in the online auction 
business, pictures that contain product images in online auction listings do impact the bids received 
because such images represent a primary means by which companies demonstrate quality to consumers. 
Cyr et al. (2009) argued that, in e-commerce, effective visual design, such as using images with facial 
features, enhances website aesthetics and emotional appeal to users. For online sales websites, image-
based information may influence how prospective consumers perceive product quality and, thus, impact 
their search behaviors and purchase decisions (Santu, Sondhi, & Zhai, 2017). Visual images are a 
powerful channel to convey important information to consumers and influence their choices (Piramuthu, 
2014). Thus, we hypothesize: 
H3: The presence of visual product information positively relates to product sales. 
In the digital economy, in order to evaluate a particular product, consumers must deal with different types 
of information that comes from multiple sources and must integrate their various meanings to form an 
overall impression of the product. If they deal with similar or consistent information, consumers will 
process it more easily, and they will not need to expend time and energy in selecting and verifying useful 
pieces of information. Information congruence is an important antecedent of product evaluation and 
facilitates consumers’ decision making in the digital economy (Van Rompay & Pruyn, 2008). 
Online reviews, a form of buyer-initiated information, constitute consumers’ feedback on purchased 
products. If descriptions or images provide customers with sufficient and accurate information about a 
product’s features and benefits, they should be satisfied with the ordered items and give positive ratings. 
Conversely, if product descriptions or images mislead consumers by ignoring important product attributes, 
customers will likely be unsatisfied and, thus, leave negative comments. That is, product attributes (topics) 
that online reviews mention constitute important attributes that matter to online reviewers who have 
bought a product. For example, a buyer’s positive review that showed that “the table size matched my 
expectations” means that the buyer ascertained the size from table’s text and image information before 
purchasing. If a negative review showed that “the interior design of the cabinet is not good”, that the buyer 
may have given the negative review because the buyer could not see images that displayed the cabinet’s 
interior space when the buyer bought the cabinet. Accordingly, we can compare the product-related 
attributes that product text and image information communicate with the topics that online reviewers 
mention in order to examine whether the seller offers comprehensive and accurate text and image 
information. Thus, we hypothesize: 
H4: The congruence between textual and visual product information positively relates to product 
sales. 
3 Methodology 
3.1 Data Collection  
In order to explore the relationship between available information in online sales websites and consumers’ 
purchase decisions, we collected data from Amazon, a major retailer in electronic markets as measured 
by both total sales and market capitalization (Angelovska, 2019). We collected information by performing 
Web scrapping using Python 3.7 and collected information on 5,000 products in the furniture category and 
5,000 products in the games category. For each product, we collected four types of information: 
numerical, categorical, textual, and visual. 
The numerical information included sales rank, price, and average rating, factors that prior literature 
considers to significantly influence consumers’ purchase decisions (e.g., Duan, Gu, & Whinston, 2008). 
The categorical information included shipping manner, subcategory, and product brand. Recognizing the 
fact that other inherent factors, such as brand popularity, may influence product sales, we included these 
related factors in our model. We used shipping manner to determine whether products had a free shipping 
option, subcategory to control for popularity differences across subcategories, and product brand to 
control for differences across brands.  
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We collected two types of text-based information: 1) information that sellers posted, such as product titles 
and product descriptions; and 2) information that consumers generated, such as online reviews and 
images. We collected the most helpful 10 online reviews and the first 10 pictures that sellers posted for 
each product. If a product had fewer or no reviews, we excluded them from the dataset. If a product had 
fewer or no images, we assigned blank white pictures to the product to make the total number of images 
equal 10. Because we excluded some products when preprocessing textual information, our final sample 
included 4,368 furniture products and 4,526 games. We considered the above variables in building the 
neural network model to analyze the data. We used sales rank as a proxy for consumers’ purchase 
decisions: the higher the rank, the larger the sales. 
3.2 Data Preprocessing  
We analyzed our data using Python 3.7. We also used computational tools (Pandas, Numpy, Scikit-learn, 
Karas
1
, and Tensorflow
2
) from the Python community. Before we analyzed the data, we preprocessed 
each data variable. Because the dependent variable rank and the independent variable price had highly 
skewed distributions, we log-transformed these two variables to become less skewed. Because deep 
learning requires numerical input variables to have values in the range from -1 to 1, we scaled the 
independent variable of average rating and the log-transformed price to that range. Regarding categorical 
variables, we coded 157 subcategories and 733 brands using binary values. 
Figure 2 demonstrates the data distributions for rank, price, and average rating before and after log 
transformation. After transformation and normalization, rank and price had relatively normalized 
distribution. We also normalized the average rating values to have the same measurement scale as other 
variables. Table 2 lists the descriptive statistics for numerical variables, and Table 3 summarizes 
descriptive statistics for variables. 
 
Figure 2. Distributions of Rank, Price, and Average Rating Before and After Log-Transformation 
 
Table 2. Descriptive Statistics for Numerical Variables 
Variable Minimum Maximum Mean St. dev 
Log(Rank)i 3.295 16.017 12.974 1.524 
Log(Price)i -1.000 1.000 0.058 0.263 
Log(Avg Rating)i -1.000 1.000 0.610 0.581 
 
                                                     
1
 Karas is a high-level neural network application programming interface, written in Python. It supports both convolutional networks 
and recurrent networks. 
2
 Tensorflow is a comprehensive package that contains tools and libraries for designing, building, and training deep-learning models. 
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Table 3. Variable Descriptions 
Variable Description 
Log(Rank)i Log transformation of rank for the product i 
Log(Avg Rating) i Normalized log-transformed average rating for product i 
Shipping i Shipping manner for product i; 1= free shipping, 0=non-free shipping 
Subcategory i Subcategory for product i 
Brand i The brand for product i 
Product description i Product description posted by sellers for product i 
Title i Product title for product i 
Review ij Product review j for product i 
Product Images ij Product image j product i 
3.3 Preprocessing Steps 
In our data analysis, we could not directly use categorical data, text, and images (i.e., all information types 
except for numerical information) in a regular densely connected neural network layer. Therefore, we 
applied different techniques to convert them to numerical information before further advanced analysis. 
We preprocessed text-based information by applying appropriate text-mining techniques. After 
decomposing and cleaning textual information by correcting type, removing punctuation, and eliminating 
unique characters, we obtained a “bag of words”. We then tokenized each word by using an indexing 
dictionary that contains more than 10,000 words. In the dictionary, each word had a corresponding 
integer. Therefore, we tokenized sentences into a sequence of word indexes. For example, we could 
rewrite phrases such as “how are you” and “fine, thank you” as “1, 2, 3” and “4, 5, 3”. 
We decomposed the image-based information into dimensional matrices. A digital image is a two-
dimensional pixel matrix. Because the images in our dataset had different sizes (measured in pixels), we 
standardized the image size to facilitate further analysis so that all images had the same size (i.e., 64 
pixels x 64 pixels). For images in the red, green, and blue (RGB) format, each pixel is a vector of three 
values that represent the red, green, and blue colors, respectively. Therefore, we transformed each image 
into three layers of two-dimensional matrixes (called a tensor).  
3.4 Algorithms and Techniques for Deep Neural Network Model 
After the preprocessing steps, we built a DNN model that comprised multiple neural network layers 
between the inputs (all independent variables) and output (sales rank). Figure 3 demonstrates the deep 
neural network model we used to analyze information for one product. The independent variables included 
both structured (numerical and categorical) and unstructured (text and image) data. A simple DNN 
application usually deploys two or three densely connected neural network layers in which the DNN trains 
parameters to construct the correlation between the inputs and the output. Our DNN model connected the 
numerical information to the output through two densely connected neural network layers. We applied 
different techniques for the other three types of input information (categorical data, text, and image) due to 
their complex nature. 
To analyze text-based information, such as online reviews and product descriptions, we applied an 
approach that combined word embedding and a recurrent neural network (RNN) (Chen et al., 2017). As 
input, the text-based information for each observation uses a list of integers that represents a sequence of 
word indexes. An embedding layer transfers each word index to a vector that has 10 dimensions. The 
parameters in the embedding layer predict the deep learning (DNN) architecture’s output but do not 
necessarily contain interpretable meaning. We also applied the same approach to process the categorical 
variables shipping manner, subcategory, and product brand. 
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Figure 3. Deep Neural Network for Each Product 
After the word-embedding step, we transferred each text document (i.e., online reviews) into a sequence 
of vectors. Different from the conventional text-mining analysis in which one normally converts the bag of 
words into a term-document matrix without considering the position of words in a document, the word-
embedding approach retains information about word position. We then brought the sequence of vectors 
into an RNN layer. We can consider the RNN model one network that comprises information flows that 
come from inputs in all directions—a powerful tool to handle a sequence data type (Gers & Schmidhuber, 
2001). For each text, an embedding layer transfers a list of integers (i.e., the indexes of a 34,337-word 
vocabulary) into a dense vector containing 10 elements. An RNN layer takes the dense vector from the 
embedding layer as the input and transfers it to a vector of eight float values. 
To analyze image-based information, such as product pictures that sellers post, we applied the 
convolutional neural network (CNN) technique. CNN processes inputs in the tensor form, such as images. 
A convolutional layer transfers a two-dimensional matrix into thousands of squares, such as 3 x 3 locally 
allied elements. We used a pooling layer to reduce the size of the image and, thus, reduce the number of 
parameters in the model. In our data analysis, we used two convolutional layers and two pooling layers. 
More convolutional and pooling layers may improve the DNN architecture’s prediction capability but 
require intensive computational power. The first convolutional layer filters the 64 x 64 x 3 input image with 
32 kernels with a 3 x 3 pixels and the rectified linear unit (ReLU) activation function. The first pooling layer 
performs a max-pooling operation on the output of the first convolutional layer, a 64 x 64 x 32 tensor with 
a 2 x 2 pool size and outputs a 32 x 32 x 32 tensor. The second convolutional layer and the second 
pooling layer have the same parameters, such as the number of kernels, kernel size, activation function, 
and pool size, as the ones in the first convolutional and pooling layers but different dimensionalities 
compared to the layers’ output tensors. After the two convolutional layers and the two pooling layers, CNN 
converted each image into a 16 x 16 x 32 tensor. 
Finally, we connected the processed inputs (text-based, image-based, categorical, and numerical 
information) to two densely connected layers. We used the software tools Keras and Tensorflow to 
discover the complex relationship between the inputs and the output and, thus, calculate the thousands of 
parameters in the DNN architecture. If one puts all inputs into the model simultaneously, the computation 
process will be so complex that it would make the model fit only the training dataset. To address the 
overfitting issue, we added a dropout layer between the dense layers to randomly assign a fraction rate of 
input units for training purposes. The first dense layer takes a combination of the numerical information, 
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the processed image-based information, the processed text information, and the processed categorical 
information—a vector of 82,039 float values. After we applied a dropout technique with a 0.1 rate, the first 
dense layer outputted a vector containing 128 elements. The first dense layer outputted the input of the 
second dense layer. The second dense layer outputted a vector containing 64 elements, which connected 
to the dependent variable (Rank) by a linear activation function. 
To apply machine-learning techniques, we divided the dataset into three parts for training (85%), 
validation (10%), and testing (5%) purposes. We evaluated the model’s performance by using mean 
squared error (i.e., the loss function for the DNN model). We calculated the parameters by using the 
training dataset and determined the hyper-parameters (i.e., the number of epochs) by the validation 
dataset. Figure 4 shows the loss of the training and validation datasets at different numbers of epochs. 
When the epoch number increased to 5, the loss of the validation dataset did not decrease, which means 
the optimal epoch number that leads to the best model performance was 5. We used the testing dataset to 
evaluate our model’s performance. 
 
Figure 4. The Loss of the Training and Validation Datasets at Different Numbers of Epochs 
To demonstrate the power of text-based and image-based information in predicting sales, we built three 
neural network models and compared them by using root mean logarithmic error (RMSLE) as the 
evaluation metric. We used the following RMSLE equation: 
, (1) 
where ε is the RMSLE value, n is the total number of products in the dataset, pi is the sales-prediction rank 
for product i, and ai is the actual sale rank for product i. The algorithm focuses on obtaining a minimum 
RMSLE value. In the equation, we log-transformed both the predicting rank and the actual-sales rank 
because the actual price did not have a normal distribution. After log transformation, the predicting rank 
and the actual rank had close to a normal distribution and so did their difference (error), which meant we 
could evaluate them using the least square function. 
3.5 Algorithms for Prediction Model 
To examine the relationship between information congruence and product sales, we first measured the 
similarity between the content in text-based and image-based information and then regressed the product 
sales measure on this congruency. 
To investigate the topics in text-based information, we applied a text-mining technique called latent 
Dirichlet allocation (LDA), a statistical method to identify abstract topics from textual documents. LDA 
assumes that each document comprises topics and that each topic comprises vocabularies. To discover 
vocabularies in documents, LDA jointly estimates the topics and their vocabularies.  
Table 4 shows the representative terms that had high weights in each topic. The number at the bottom of 
each column shows the sum of these terms’ weighted value. After we conducted the preprocessing steps, 
such as correcting typos, removing stop words, and stemming, 4,569 unique words remained in the bag of 
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words. If equally weighted, each word would have a weight value of 1/4,569. Each item’s frequency in 
each textual document and the whole dataset determined its weight. Terms in in a topic that had higher 
cumulative weight were more important for that topic. We labeled each topic based on the grouped 
meaning of the representative terms. 
Table 4. Topics in Furniture Category 
Materials Cost Feeling Form Impression Assemble 
leather pay relaxed twisted durable put 
cotton worth brighten shape fit assemble 
canvas price inspired asymmetry delightful together 
wood cheaply swallowed bolster value piece 
iron waste hard table recommend box 
frame money pain size apart adjustable 
stainless cost follow flat condition apart 
cushion spend contacted light friendly alien 
made minute beautiful thin nice easy 
glass purchase crowded tighten perfect instruction 
0.23 0.22 0.19 0.26 0.15 0.28 
To examine the image-based information, we first randomly selected approximately 10 percent of the 
product pictures (around 1,500 out of 15,000) and classified them manually into the six topics we identified 
from online reviews. We used these pictures as a training dataset later in our machining learning analysis. 
We show sample pictures in each topic in Figure 5. In the training dataset, no picture reflected information 
about cost. During the manual-classification process, we hired three scholars to classify all the training 
datasets. They decided the classifications based on agreement between two of them. Based on the 
classified training dataset, we clustered the remaining images so that we classified highly similar images 
in the same group. 
 
Figure 5. The Classifications of Product Pictures for Furniture Category 
Materials Cost Feeling
Form Impression Assembly
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LDA produces clusters of terms, and we labeled each cluster according to the meaning of the terms it 
contained. For each product, we calculated a probability value based on the term weights and assigned it 
to each discovered topic with values summed to 1. In summary, a topic distribution                        
where      is the weight assigned to topic k for product i and        
 
    represented each document. For 
each product, we assigned a probability value to each topic with values summed up to 1.  
We compared the similarity between text-based and image-based information. For text-based information, 
if a particular      had a value of 0, then topic k was irrelevant to the information, which means that the 
document did not mention topic k. We applied the same logic to analyze images. Finally, we defined the 
similarity         between text-based information t and image-based information p as the cosine similarity 
of the two corresponding topic distributions    and   , which  we write as follows: 
        
     
        
 
         
 
   
        
  
           
  
   
 
(2) 
We calculated the similarity between online reviews and product descriptions (Similarity 1) and the 
similarity between online reviews and product images (Similarity 2) by applying the above equation for 
each relationship. The resulting similarity values were bound between 0 and 1 where a higher value 
indicated a closer similarity between product description and online reviews or between online reviews 
and product images. If the product description and online reviews had no common topic, the numerator 
would be 0; if the two documents had identical topics, the similarity would be 1—the maximum value 
possible.  
After obtaining the similarity scores for each product, we applied the linear regression model to investigate 
the relationship between information congruence and product sales as follows: 
                   
                                     
                                                           
(3) 
4 Results 
By applying the DNNs with multiple hidden layers, we could fit the data to complicated nonlinear functions. 
Because the model would differ if we used different variables for modeling, we established five models to 
determine what information influenced customers’ purchase decisions. We develop the model by using 
sales rank as the dependent variable and calculated RMSLE for each model by using different 
independent variables. A small RMSLE value indicated a good model performance and suggested that the 
model accurately predicted product sales. To estimate the effect of image-based information on sales, we 
first considered the image-based information only in Model 1 and excluded it in Model 2. We followed a 
similar approach to analyze text-based information. Table 5 lists the RMSLE values for the five models. 
 
For both categories, Model 5 had the smallest RMSLE, which we used as a benchmark for comparison 
with other models. For the role that visual information in games and furniture sales, we compared Model 1 
with Model 5 and found that the difference in RMSLE between these two models for furniture (1.169 vs. 
1.056; difference = 0.113) was smaller than the equivalent difference for games (1.435 vs. 1.176; 
difference = 0.259). This finding indicates that visual information plays a more important role in predicting 
sales of search goods (e.g., furniture) than sales of experience goods (e.g., games) because incorporating 
all other types of information improved model performance by only 0.113 for furniture but by 0.259 for 
games. For textual information, we compared Model 3 with Model 5 and found that the difference in 
RMSLE between these two models for games (1.139 vs. 1.176; difference = 0.037) was smaller than that 
for furniture (1.235 vs. 1.056; difference = 0.179), which indicates that textual information plays a more 
important role in predicting sales of experience goods (e.g., games) than sales of search goods (e.g., 
furniture). Furthermore, for games, Model 1 had the largest difference to Model 5, which implies that 
image-based information has a smaller influence on purchase decisions than other information (e.g., text-
based). For furniture, Model 1 had a relatively small difference compared to the best-performing model, 
which implies that image-based information has a greater influence than text-based information on sales 
of search goods. In sum, for experience goods such as games, text-based information impacts purchase 
decision more, whereas, for search goods such as furniture, image-based information does.  
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Table 5. RMSLE for Different Models 
Model Variables in the model RMSLE for games RMSLE for furniture 
1 Visual information only 1.435 1.169 
2 All variables except for visual information 1.228 1.226 
3 Textual information only 1.179 1.235 
4 All variables except for textual information 1.489 1.358 
5 All variables 1.176 1.056 
Based on the optimal model that generated the lowest RMSLE, we determined which variable in the 
model played the most critical role in consumers’ decision making. We evaluated the importance of single 
variables in the DNN model by measuring the change in error function when we removed that variable 
from the model. One expects the error to increase dramatically after excluding a highly important 
predictive variable. The more significant the change in the error function, the more important the excluded 
variable. Table 6 lists the RMSLE after we excluded specific single variables. 
Table 6. RMSLE after Removing Variables Separately 
Variable 
RMSLE after removing variables separately 
Games Furniture 
Log(Price) i 1.176 1.101 
Log(Avg Rating) i 1.173 1.088 
Shipping i 1.177 1.087 
Subcategory i 1.176 1.091 
Brand i 1.183 1.097 
Product description i 1.171 1.142 
Title i 1.214 1.165 
Review ij 1.598 1.794 
Product images ij 1.160 2.156 
As Table 6 shows, for furniture products, the RMSLE value increased dramatically from 1.056 to 2.156 
after we excluded product image from the optimal model. This finding indicates that image-based 
information represents an essential predictive variable. The model that we removed the product image 
variable from differs to Model 2. Although both exclude image-based information, Model 2 did not contain 
images when we began to develop it, whereas the model that excluded images did consider the image-
based information when we constructed the model; eliminating variables did not change the original 
optimal model’s structure. Therefore, the RMSLE values differed between the new model and Model 2. 
We note that product review was second in importance only to images among all factors that influenced 
product decisions. After excluding all textual information from the model, the RMSLE increased to 1.794. 
Based on the results in Table 6, we summarize the order of importance of information for furniture (search 
goods) as follows: images > text (reviews > product title > product description) > numerical and 
categorical (price, average rating, shipping, subcategory, and brand were almost equally important). For 
game products (experience goods), textual online reviews play an important role because the RMSLE 
value increased by a large amount after removing reviews from the model. Therefore, we conclude that, 
while both text-based and image-based information can predict sales, the former influenced their 
purchase decisions about search goods more and that the latter influenced their purchase decisions about 
experience goods more. 
We show the results of linear regression for the furniture category in Table 7. We focus on interpreting the 
results for the fixed-effect model because the χ
2
 value we obtained using Hausman’s test was significant, 
which indicates that the fixed-effects model produced more accurate results than the random-effects 
model. We found several main effects of interest. First, the numerical variables exerted a statistically 
significant influence on consumers' purchase decisions. The coefficient of the price was statistically 
significant and negative (β = -0.004, p-value < 0.1), which indicates that price was negatively correlated 
with sales, but the magnitude of the effect was small in nature. The average rating (β = 0.024, p-value < 
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0.01) had a positive impact on sales, which concurs with prior literature (e.g., Duan et al., 2008). Second, 
the categorical variable shipping (β = -0.055, p-value < 0.1) negatively influenced product sales, which 
means that free shipping helps increase product sales. However, the coefficient of the categorical variable 
brand was not statistically significant. Third, textual information influenced consumers’ purchase decisions 
because four out of six topics were statistically significant. Consumers care about some objective 
information about products, such as shape, size, and assembly, and subjective information that previous 
consumers have posted, such as feelings and user experiences. However, the model did not identify 
statistically significant correlations between cost and sales or between material and sales possibly 
because these factors form part of a more complex relationship between price and quality attributes in 
which different consumers may prefer products at various price levels. Finally, similarity between online 
review and product description (β = 0.025, p-value < 0.01) and similarity between online review and 
product image (β = 0.254, p-value < 0.1) were statistically significant and positively influenced product 
sales, and the latter had the greater impact. 
Table 7. Regression Results 
Variables 
Coefficient 
FE RE 
Price -0.004
*
 -0.004
*
 
Average rating 0.024
***
 0.044
**
 
Shipping (0 = free; 1 = not free) -0.055
*
 -0.059
*
 
Brand 0.005 0.001 
Topic - material 0.059 0.064 
Topic - cost -0.112 -0.189 
Topic - feelings 0.095
**
 0.000* 
Topic - form 0.026
**
 0.027
**
 
Topic - impression 0.031
**
 0.034
**
 
Topic - assemble 0.029
*
 0.032
**
 
Similarity between review and product description 0.025
***
 0.029
***
 
Similarity between review and product image 0.254
***
 0.314
***
 
   1048.55
***
 
*p < 0.1; **p < 0.05; ***p < 0.01 
In sum, the results support all four hypotheses we propose. Both textual and visual product information 
and the congruence between them had a significant influence on product sales. Textual information 
influenced product sales to a greater extent for experience goods than search goods. 
Table 8. Summary of the Results of Hypotheses 
Hypotheses Results 
H1: The presence of textual product information positively relates to product sales. Supported 
H2: The presence of textual product information positively relates to product sales to a greater extent for 
experience goods than search goods. 
Supported 
H3: The presence of visual product information positively relates to product sales. Supported 
H4: The congruence between textual and visual product information positively relate to product sales. Supported 
5 Discussions and Conclusion 
5.1 Contributions 
Unstructured data has become increasingly important in human behavioral decisions and has garnered a 
significant amount of attention from both academics and practitioners alike (Forman, Ghose & Wiesenfeld, 
2008; Yin et al., 2014). A considerable number of studies have used secondary data with large volumes 
and complicated structures and innovative and robust analytics to explore interesting patterns and 
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relationships embedded in the data. Such works improve our understanding of available information’s 
value and structure of available information. 
With this paper, we contribute to the e-commerce literature from theoretical, practical, and methodological 
perspectives. First, we follow the literature on information congruence to analyze available information 
from different sources simultaneously and elaborate on the informative role that information that product 
sellers and reviewers provide plays in consumers’ purchase decisions. We extend discussions from online 
reviews, which previous e-commerce research has primarily focused on, to all available types of 
information in electronic markets. We highlight the need to consider information that both product sellers 
and customers provide. Most prior e-commerce literature focuses on user-generated content because, 
among other reasons, researchers have considered information that product sellers provide biased or not 
as reliable as online reviews because sellers may hide negative aspects of products due to their self-
interests. However, our study demonstrates that we should not ignore information from sellers. Image-
based information represents the most critical factor that influences consumers’ purchase decisions even 
if product sellers generally provide this information. 
Second, we explore the effect that information congruence between different information types has on 
product sales. We highlight the need to consider the interactions among different types of unstructured 
information in e-commerce. The match between consumer reviews and seller information influences how 
consumers perceive a product and, thus, influences their purchase decisions. Our results indicate that, in 
order to manage information in electronic markets effectively and enhance product sales, sellers should 
modify product information to increase consistency between seller offerings and consumer expectations. 
The congruence between text-based and image-based information increases the credibility and reliability 
of both information types because they deliver similar messages to consumers. 
Third, we consider different information types, including numerical, categorical, text-based, and image-
based information. By comparing the RMSLE values that we obtained after excluding particular 
information types, we found their relative importance in purchase decision making. This finding provides 
practical guidance for information management in electronic markets. For instance, based on our results, 
sellers or manufacturers can most effectively increase search good sales by providing pictures that can 
directly demonstrate product quality and increase sales of experience goods by managing textual 
information (i.e., product reviews, product descriptions, and product titles). We found numerical and 
categorical information, such as brand, shipping, price, and average rating, to have less influence than 
unstructured information. 
Finally, we demonstrate how to apply the DNN technique, an advanced analytics methodology, to analyze 
high complexity data, such as unstructured data with non-linear and complex relationships. Unlike other 
prediction techniques, which may require numerical inputs, data with normal distributions, and linear 
relationships, the deep neural network technique does not impose any restrictions on the inputs one uses 
or any assumptions regarding the relationships among variables. The capability to handle realistic data 
with more flexibility than conventional techniques allows neural network techniques to play important roles 
in data analytics. Our study elaborates on the specific steps in a DNN algorithm and explains how we 
combined DNN with text analysis and image analysis to perform a complete analysis. Researchers need 
to apply advanced techniques and methodologies in online review studies to progress the digital economy 
field. 
5.2 Limitations  
This study has several limitations. First, our dataset considered only one product type in each category 
(games for experience goods and furniture for search goods). How consumers perceive available 
information may depend on a product’s specific characteristics and, thus, may vary across product types 
in the same category. For example, although both games and music represent experience goods, the text 
or visual information may have a weaker influence on music purchases because people can share their 
feelings and opinions about games in a more direct way, such as by taking screenshots or describing 
scenarios in the games, whereas one cannot easily describe music in words or visual representations. 
Therefore, unstructured information may have varied importance across different products in the same 
category. 
Second, when building the neural network model, we analyzed only 10 images for each product because 
the products in both categories had 10 images on average. For products with fewer than 10 pictures, we 
used additional blank white images to make the number reach 10. Because we essentially analyzed the 
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images by calculating the brightness and darkness of each tensor and finding patterns based on the 
linkages among tensors, creating white pages—replacing missing records with a single value—can 
reduce variance and may inflate the significance level of statistical tests based on creating such pages 
(Acuna & Rodriguez, 2004).  
Third, prior studies have proposed that one can use several powerful text-mining techniques to analyze 
big data. In this study, we apply only a word-embedding technique and LDA in text analysis. Researchers 
could use other methodologies to analyze text-based information, such as latent semantic analysis (LSA). 
The differences among the available techniques merit further exploration because one might be superior 
to others in specific conditions. For example, prior studies have found that LSA shows better performance 
than DNN in a small-size training corpus, whereas DNN generates more precise results in big data 
scenarios. 
5.3 Future Research Direction 
Researchers could extend this study in several directions. First, in addition to pictures that sellers post, 
future research could also include image-based information that consumers provide in its analysis. On 
many online sales websites, consumers can also upload pictures after receiving products. Considering the 
increasing maturity of e-commerce and social media’s popularity, reviewers can send information to 
prospective customers in various forms, such as videos and animations. Future research could extend 
deep-learning applications to studies investigating other types of unstructured data. 
Second, researchers could also consider the structure of available information from different sources in 
data analysis. Information has different structures and exists at multiple levels. For example, retailing 
websites and platforms aggregate average ratings, which exist at the product level, whereas individual 
consumers generate textual reviews, which exist at the review level. Researchers could address 
information’s hierarchical structure to examine the influence that information has on product sales at 
different levels. 
Third, future studies could apply neural network models to analyze complex data with a larger volume. 
When dealing with a large amount of data, traditional learning algorithms will reach a level where more 
data does not improve their performance. Applying neural network models can maximize the advantage 
and benefit of having a large volume of data. 
Finally, we investigate only two product categories in this study. Future research could examine other 
categories, such as credence goods. Consumers cannot observe credence goods’ quality (e.g., medical 
procedures and automobile repairs) even after purchase. Due to this characteristic, textual and visual 
information may play a different role in consumers’ purchase decisions. The mechanism by which 
unstructured data influences sales of different product categories in the digital economy merits further 
investigation. 
6 Conclusion 
Because the majority of available data in the business world is unstructured, we need to understand how 
to analyze complex data in order to obtain valuable information to improve decision making and business 
performance. Researchers and practitioners have attempted to apply innovative mathematical models and 
new techniques to investigate unstructured data. Our research contributes to the data analytics field by 
demonstrating how one can combine neural network models with text analysis and image analysis to 
perform an overall analysis. It also contributes to the digital economy literature by considering all 
information available in electronic markets and elaborating on the importance of information congruence 
among different types of information from multiple sources in consumers’ decision-making processes. The 
identified relative importance of different types of information in purchase decisions provides practical 
guidance regarding information management in the digital economy. Finally, with social media’s 
increasing popularity, consumers now play a more active role in business. This study has the potential to 
more broadly influence future studies that investigate various types of user-generated content. 
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Appendix 
Our analysis had two phases: preprocessing and deep neural network modeling. Each phase contained 
several steps. We present the data-analytics procedure that we applied in this study below.  
Preprocessing Phase 
1) Import data: we used Pandas data analysis library to import data into Python 3.7. The data 
included numerical, categorical, textual, and visual information.  
2) Cleaned the data: the raw data contained some records that had missing values. We removed 
records that omitted numerical information, such as rank or price, from the dataset directly; for 
records that did not have a sufficient number of images, we used blank white pictures to bring 
the number of images up to the required level. 
3) Transformed the data: if we found highly skewed numerical variables, we normalized them by 
applying natural logarithm transformation and normalization.  
4) Coding the data: we coded categorical variables, such as shipping, subcategory, and brand, 
using binary values. 
5) Preprocessing the text: in this stage, we converted textual information into numerical 
information. We applied Tokenizer, a function in Keras library software, which tokenizes the 
terms in texts. We vectorized texts by turning them into sequences (i.e., lists of word indexes in 
which the word of rank i in the dataset (starting at 1) has index i). For example, we could write 
two phrases such as “how are you” and “fine, thank you” as “1, 2, 3” and “4, 5, 3”. 
6) Preprocessing the images: we converted each image into a two-dimensional matrix of pixels 
that had the same size (i.e., 64 pixels x 64 pixels). Each pixel is a vector of three values that 
represent the red, green, and blue colors, respectively, and we transformed each image into a 
tensor having three layers that represented the three colors.  
7) Partitioning the data: we partitioned the dataset into three sets: training, validation, and test 
data. We used the training set to build the model and obtain parameters; we used the 
validation set to evaluate the accuracy of parameters; we used the test set to assess model 
performance. 
Preprocessing Phase 
A deep neural network model comprises many high-dimensional matrixes (independent variables), which 
connect to multiple layers and finally connect to the dependent variable. 
8) We imported numerical information into the model directly. 
9) To analyze textual information, we applied embedding and a recurrent neural network (RNN) 
technique. RNN is a class of artificial neural networks that researchers widely use to analyze 
text. 
10) To analyze image-based information, such as product pictures that sellers posted, we applied 
the convolutional neural network (CNN) technique. CNN processes inputs in tensor form, such 
as images. It uses a pooling layer to reduce the image’s size and, thus, reduce the number of 
parameters in the model. To analyze the data, we used two convolutional layers and two 
pooling layers. 
11) To analyze categorical variables, we applied an embedding layer. 
After converting all information into numbers, we linked independent variables with the dependent variable 
via two dense neural network layers.  
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