As we reach the limits of scaling down of circuits, Three Dimensional Integrated Circuits (3D ICs) offer a very promising opportunity to keep on increasing the processing capacities and speed. In a Multi-Processor System-on-Chip (MPSoC) based embedded system with Network-on-chip (NOC) as the communication architecture [1] , routing of the traffic among the Processing Elements (PEs) contributes significantly to the global latency, throughput and energy consumption. Almost all prior studies have focused on 2D NOC designs. The field of 3D integration is relatively new and has emerged to provide an alternate solution for high performance computation. This paper introduces a new routing algorithm which aims to improve performance characteristics of conventional existing algorithms. Volumetric Degenerative Routing, as proposed in this paper, reduces maximum delay by as much as 40%.
I. INTRODUCTION
3D Integrated Circuits are based on through silicon vias which form the short vertical connections across traditional silicon substrates to establish the vertical communication links required for such an architecture [2] . The search space, which can be defined as the range of all valid paths [3] , of such a three dimensional space depends on the dimensions (x,y,z) of the 3D space where the vertices of the 3D space represent the PEs where a specific (x,y,z) set represents the coordinates of a specific PE in the 3D NOC. The complexity of computing paths in this search space increases when the dimensions increase even by one. Given a 3 × 3 × 3 3D processing architecture, there are a total of 27 PEs and their respective routers. There are a various number of paths that can be formulated in such a space. When the routing problem is changed to find routes for a 4 × 4 × 4 3D architecture, the number or PEs/routers increase to 64! The search space and hence possible number of path formulations also increases considerably. The way flits are routed contribute to latency which are a measure of how efficient the multi-processor NOC as a whole is. As such, there arises a need for routing algorithms to calculate efficient paths which lead to reduced latency and energy consumption in this exciting new technological field. This paper presents a new routing algorithm called Volumetric Degenerative Algorithm -which will henceforth be referred to as VDR.
II. RELATED WORK
The field of 3D NOC routing for multi-processors is relatively new. There has been very little work in this field [5] - [8] where the latter two are adaptive algorithms and VDR is a static routing algorithm. Parischa et al. [7] focuses on reliability of the flit communication in an NOC. Ville Rantala et al. [8] tries to predict congestion spots and divert traffic elsewhere across the network. Importance in these adaptive routing has been placed on arrival rate with given link faults and there is no stress on the delay that can be produced in the network. Previous work on routing algorithms have mainly focused on a 2D NOC architecture [9] . There is the most standard case of XY algorithm in 2D NOC. XY algorithms route flits along the X-axis, until they reach the destination PE x coordinate. Next, the flits are routed in the Y-axis until they reach the destination PE. In a 3D NOC architecture, the base case is the ZXY or XYZ algorithm [10] . In ZXY, the flits are routed first along the Z-axis upto the layer of the corresponding PE and then XY routing is performed in that layer. Other conventional approaches include performing routing along the Z-axis to the required layer and then performing West-First, North-Last, Negative-First, Odd-Even algorithm. Viswanathan et al. put forward a new architecture for 3D NOC and a hierarchical routing scheme to transfer flits [11] . The architecture is that each node in a layer is a Cluster Head (CH) and is connected to four PEs. For a flit to reach any local PE, it must pass through a CH. The routing algorithm in this paper proposes a hierarchical scheme where a flit is transferred to the desired layer, then the desired cluster head and finally the intended PE. However, such approaches do not efficiently use network links and lead to the generation of unwanted hotspots and forwarding data through the same routers in the network. Some routers end up being always busy and some remain idle. VDR is a new approach to routing and it offers significantly better results.
III. VOLUMETRIC DEGENERATIVE ROUTING
In VDR, a 3D NOC is not thought to be made of several layers. Instead the routing algorithm views the entire NOC structure as a whole block in 3D. A cubic lattice 9 × 9 × 9 is composed of smaller lattices like 3 × 3 × 3 and 1 × 1 × 1. The 1 × 1 × 1 cubic lattices are the building blocks and are henceforth called as Base Cubes (BCs). Each vertex of a BC is a PE with its own router. In this routing scheme, the destination PE and current/start PE are considered to be part of 3D cubic lattices.
VDR aims to create a diagonal chain of cubes from the start PE to the destination PE in 3D space. Since it forms diagonals, it goes through nodes of the greatest diversity. Diversity as in [7] means the amount of paths available from any given node to the destination. So, 978-1-4673-0946-2/12/$31.00 ©2012 IEEE the data packets traverse from one cube to another in a diagonal fashion. While traversing one BC, the flits will always take the Z axis first and only one turn alternatively on either the Y-or-X axis. If it reaches the destination layer, XY routing is performed from then on. Using VDR, the number of common routers used, while generating routes between source-destination PE pairs, are greatly reduced. This contributes to reduced global delay, reduced maximum delay and better utilization of network bandwidth. Figure 1 (a) depicts the case of a 3 × 3 × 3 3D NOC and the case of XYZ routing. S1 and S2 are sources and D1 and D2 are their respective destination PEs. Next, the following case is examined : S2 starts to transmit flits before S1 and continues to do so even when S1 wants to transmit. This would mean that flits from S1 would have to wait, until S2 is done transmitting its own packets. Moreover, the paths to be taken by the flits for S1-D1 and S2-D2, are equivalent except for one additional node PE/router for S1-D1. This means that the flits from S1 would have to wait at every node until the flits generated from S2 have been successfully forwarded from any particular node on that route. Evidently, this would lead to an inherent lag in the whole architecture. Figure 1 (b) depicts the same 3 × 3 × 3 3D NOC but with VDR routing scheme. The diagram illustrates the path that the flits take according to VDR. As shown in the figure, the routers employed by the VDR routing algorithm to forward the flits from S1-D1 are different from the S2-D2 path, except for one common node. The max delay and global average delay is reduced because there is just one common router/PE that coming into play unlike in XYZ routing. Otherwise, the PE's utilized by the routing algorithm to forward the flits from S1-D1 are totally different from that of S2-D2. As such, the flits from S1 do not need to wait to get transmitted. This eventually lead to reduced global delay and better utilization of network bandwidth. VDR provides increasingly better results with an increase in 3D NOC size as shown in the results section.
A. Comparison between XYZ and VDR
This discussion can be easily extended to a comparison with ZXY, ZYX or YXZ routing algorithm, in the same manner.
B. PSEUDOCODE
The Pseudocode for the algorithm is described in this section.
Step 1: Get current PE ID and Destination PE ID. FlagZ=0, FlagXY=0.
Step 2: If Current PE is in the same layer as Destination PE, perform XY routing.
Step 3: If FlagZ=0 and current PE is not in same layer as destination PE, then Step 4; else Step 6.
Step 4: Make FlagZ=1. If Current PE is above destination PE then forward flit to the immediate PE in bottom layer. Go to Step 6.
Step 5: Transmit flits to the immediate PE in the above layer.
Step 6: If FlagXY=0, FlagZ=1 and Current X-coord (co-ordinate) is not equal to Destination X-coord then Step 7 else Step 9.
Step 7: FlagXY=1, FlagZ=0.
Step 8: If current X-coord<destination X-coord then forward flits to West, else forward to East. Go to step 12
Step 9: If FlagXY=1, FlagZ=1 and Current Y-coord is not equal to Destination Y-coord then Step 10, else Step 12.
Step 10: FlagXY=0, FlagZ=0.
Step 11:If current Y-coord<destination Y-coord then forward flits to North, else forward to South.
Step 12: Go to Step 2 and repeat until current PE is equal to destination PE.
The core idea behind VDR is in forming 3D diagonals within the given 3D NOC. Each set of moves -Z-X-Z-Y -forms a 3D diagonal in the given space. The pseudocode makes these 3D diagonals and then if the flits reach the same layer as the destination PE, XY routing is done to reach the destination PE. In a given layer, each PE will form it's own set of 3D diagonal paths. The formation of 3D diagonals lead to reduced chances of using the same intermediate PE during path propagation by flits as we have seen previously during the discussion on XYZ and VDR algorithms. The algorithm is called Volumetric Degenerative Routing, because whenever a flit is forwarded two moves : Z-X and then Z-Y, the volumetric search space to the destination PE is reduced. Thus the routing calculation can be done faster.
C. Avoiding deadlocks and livelocks
The deadlock problem was first cited in W.J. Dally's work in [12] The deadlock problem in wormhole networks has been exhaustively worked upon [14] and [15] . VDR uses a Global Routing Table which is stored in each router of every PE. The table also has a list of invalidated entries for non-existent channels. Such non-existent channels will exist in border and corner and side tiles of a 3D NOC. VDR employs virtual channels and buffers in routers in its implementation. Deadlock in VDR is further avoided by assigning each channel of any PE a unique number and allocating channels to packets in order. Furthermore, VDR is a dimension ordered routing scheme, where each flit of a packet is routed in one dimension at a time. The flits reach the proper coordinate in the designated dimension before proceeding to the next. A combination of the above factors and the enforcing of a strict order on the dimensions traversed, deadlock-free quality is guaranteed. VDR is deadlock free as is XYZ or ZXY routing.
Livelock-free quality is guaranteed because this is a deterministic routing algorithm. Each router has its own global routing table. Whenever a flit arrives, the router looks up which output channel to use to forward the data by using the pre-computed Global Routing Table. As such, flits are always reach their destination PE and avoid livelocks.
IV. IMPLEMENTATION AND RESULTS
The simulations were done on an Intel Core 2 Duo processor running at 2.35 GHz running Xubuntu. VDR and other algorithms were tested on a SystemC [16] based cycle accurate 3D Mesh simulator that was made by modifying NOXIM simulator [17] . The results conclusively demonstrate the promise of VDR in providing a reduced global average delay and reduced maximum delay in comparison to other traditional algorithms. Future research will revolve around streamlining and optimizing VDR for better results, a fault-tolerant VDR and a hierarchical VDR scheme to reduce the area footprint required.
