We are concerned with the oscillation of the forced second-order neutral nonlinear differential equations with delayed argument in the form r t x t a t x σ t p t f x τ t n i 1 q i t |x t | λi sngx t e t . No restriction is imposed on the potentials p t , q i t , ande t to be nonnegative. Our methodology is somewhat different from those of previous authors.
Introduction
In this paper, we study the oscillatory behavior of the forced neutral nonlinear functional differential equation of the form r t x t a t x σ t p t f x τ t n i 1 q i t |x t | λ i sgn x t e t , 1.1 where t ≥ t 0 . In this paper, we assume that I 1 r t ∈ C t 0 , ∞ , 0, ∞ , r t ≥ 0, ∞ 1/r t dt ∞, I 2 a t ∈ C t 0 , ∞ , 0, 1 , I 3 σ t ∈ C t 0 , ∞ , R is nondecreasing, σ t ≤ t for t ≥ t 0 , and lim t → ∞ σ t ∞, I 4 τ t ∈ C t 0 , ∞ , R , τ t ≤ t for t ≥ t 0 and lim t → ∞ τ t ∞, 
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No restriction is imposed on the potentials p t , q i t , and e t to be nonnegative. As usual, a solution of 1.1 is called oscillatory if it is defined on some ray T, ∞ with T ≥ 0 and has unbounded set of zeros. 1.1 is called oscillatory if all of its solutions on some ray are oscillatory.
In the last decades, there has been an increasing interest in obtaining sufficient conditions for the oscillation and/or nonoscillation of second-order linear and nonlinear delay differential equations see, for example, 
where 
Main Results
We will need the following lemmas that have been proved in 13 .
which also satisfies either 
. . , k n such that either a and b hold or a and c hold. When n 2 and λ 1 > 1 > λ 2 > 0, in the first case, we have that
where k 0 can be any positive number satisfying 0 < k 0 < λ 1 − 1 /λ 1 . This will ensure that 0 < k 1 , k 2 < 1, and conditions a and b are satisfied. In the second case, we simply solve a and c and obtain
International Journal of Differential Equations Proof. Assume to the contrary that there exists a solution x t of 1.1 such that x t > 0, x τ t > 0, x σ t > 0, when t ≥ t 0 > 0, for some t 0 depending on the solution x t . Set z t x t a t x σ t .
Theorem 2.4. Suppose that, for any
T ≥ 0, there exist constants a 1 , b 1 , a 2 , b 2 such that T ≤ a 1 < b 1 ≤ a 2 < b 2 ,
and
q i t ≥ 0, t ∈ τ a 1 , b 1 ∪ τ a 2 , b 2 , i 1, . . . , n, e t ≤ 0, t ∈ τ a 1 , b 1 , e t ≥ 0, t ∈ τ a 2 , b 2 . 2.1 Let D a j , b j {u ∈ C 1 a j , b j : u ν 1 > 0, ν > 0 is a constant, t ∈ a j ,R t Mp t 1 − a τ t τ t − τ a j t − τ a j a 0 1 − a t |e t | k 0 n i 1 q k i i t , A t H t ρ t ρ t ν 1 H t ,
2.4
By assumption, we have that z t > 0 for t ≥ t 0 ≥ 0, and from 2.4 it follows that
It is not difficult to show that z t is eventually positive. In fact, first, we know that z t / ≡ 0 for sufficiently large t, since z t is nontrivial. Second, if there exists an t 1 ≥ t 0 such that r t 1 z t 1 C < 0, then r t z t ≤ C for t ≥ t 1 ≥ t 0 , that is, z t ≤ C/r t , and hence, z t ≤ z t 1 t t 1 C/r t dt → −∞ as t → ∞, which contradicts the fact that z t > 0. Without loss of generality; say z t > 0, t ≥ t 0 ≥ 0. Thus we have that
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and by the condition f x /x ≥ M > 0, we have that
2.10
By assumption, we can choose
. . , n, for t ∈ τ a 1 , b 1 , and e t ≤ 0 for t ∈ τ a 1 , b 1 . Recall the arithmeticgeometric mean inequality see 25
where
. . , n are chosen to satisfy a and b of Lemma 2.1 for the given λ 1 , λ 2 , . . . , λ n > 0. Now return to 2.10 and identify u 0 k −1 0 |e t |z −1 t and
6
International Journal of Differential Equations From 1.1 , we can easily obtain z t ≤ 0, for t ∈ τ a 1 , b 1 . Therefore, we have that, for t ∈ τ a 1 , b 1 ,
Noting that z t > 0 for t ≥ τ a 1 , we get by 2.13 that
Integrating 2.15 from τ t to t > a 1 , we obtain
By using 2.16 in 2.12 , we have that, for t ∈ a 1 , b 1 ,
2.17
Multiplying both sides of 2.17 by H ν 1 t as given in the hypothesis of Theorem 2.4 and integrating 2.17 from a 1 to b 1 , we obtain
2.18
Using the integration by parts formula, we have that In Theorem 2.6, we do not impose any restriction on signs of those coefficients corresponding to sublinear terms of 1.1 , that is, q l t for l m 1, . . . , n. If it is nonpositive, we can easily see that Theorem 2.4 is invalid. However, the following theorem is valid for this case. ∈ τ a 1 , b 1 ∪ τ a 2 , b 2 , i 1, . . . , m, e t < 0, t ∈ τ a 1 , b 1 , e t > 0, t ∈ τ a 2 , b 2 .
2.23
Assume Proof. Assume to the contrary that there exists a solution x t of 1.1 such that x t > 0, x τ t > 0, when t ≥ t 0 > 0, for some t 0 depending on the solution x t . When x t is eventually negative, the proof follows the same argument using the interval τ a 2 , b 2 instead of τ a 1 , b 1 . Apply the assumption of β i and δ l , then 1.1 is rearranged as
r t x t a t x σ t p t f x τ t
m i 1 q i t |x t | λ i − β i e t n l m 1 q l t |x t | λ l − δ l e t 0.
2.26
Noting the assumption 2.23 and applying Lemma 2.2 i to the first summation term in 2.26 , we get that
r t x t a t x σ t p t f x τ t x t
m i 1 μ i β i |e t | 1−1/λ i q 1/λ i i t n l m 1 q l t |x t | λ l − δ l e t ≤ 0.
2.27
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Introduce the Riccati substitution as 2.4 and apply Lemma 2.2 ii to each of the nonlinear terms in the last sum in 2.27 . Here u x t , α λ l , D q l t , and
2.28
We can obtain from 2.27 the following Riccati inequality:
2.29
where q l t max{−q l t , 0}. The remaining argument is the same as that in Theorem 2.4 and this completes the proof.
Remark 2.7. Let f x
x, a t 0, and τ t t, n 1. Theorems 2.4 and 2.6 reduce to Theorem 1 of 8, 11 .
We will use the function class Y to study the oscillatory of 1.1 . We say that a function Φ Φ t, s, l belongs to the function class Y, denoted by Φ ∈ Y if Φ ∈ C E, R , where E { t, s, l : t 0 ≤ l ≤ s ≤ t < ∞}, which satisfies Φ t, t, l 0, and Φ t, l, l 0, Φ t, s, l / 0 for l < s < t, and has the partial derivative ∂Φ/∂s on E such that ∂Φ/∂s is locally integrable with respect to s in E.
We defined the operator B ·; l, t by
and the function ϕ ϕ t, s, l is defined by
It is easy to verify that B ·; l, t is a linear operator and satisfies 
Corollaries
As Theorems 2.4-2.9 are rather general, it is convenient for applications to derive a number of oscillation criteria with the appropriate choice of the functions H, ρ, and Φ t, s, l .
With an appropriate choice of the functions H t , ρ t , one can derive from Theorems 2.4 and 2.6 a number of oscillation criteria for 1.1 . For example, we consider the simple case 
