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Les systèmes informatiques, en particulier répartis, sont en constante évolution. Or, leur com-plexification va souvent de pair avec cette évolution. De ce fait, la pérennité d’une infrastructure
logicielle, en entreprise comme sur le Web, est directement liée à sa capacité à intégrer de multiples
altérations de contexte afin d’accompagner ces mutations.
Les architectures déployées doivent donc faire preuve de flexibilité, et ce dans un contexte de
rationalisation des développements. Cette thèse a ainsi pour vocation de lever et résoudre certains
verrous scientifiques et techniques à la mise en œuvre d’une réelle agilité des systèmes répartis dits
complexes, condition sine qua non de leur pérennité, tout en s’attachant à préserver, ou même
améliorer, leurs performances.
Par ailleurs, tel que nous le verrons dans la section suivante, un certain nombre de paradigmes
de programmation ont successivement posé le terreau conceptuel et technologique permettant à nos
travaux de germer. Travaux qui, tout en s’inscrivant dans l’héritage de ces paradigmes, ont alors
pour objet d’apporter une réponse inédite aux nouveaux défis posés par ces architectures réparties
complexes, et plus particulièrement à la composition dynamique de services sous contraintes non-
fonctionnelles.
1.1 De l’approche à objets au paradigme de service
Un des premiers paradigmes à s’être révélé pertinent pour répondre à ces nouveaux défis est la
Programmation Par Objet (“Object Oriented Programming”) [Jacobson, 1991], dont on peut retracer
les origines jusqu’au début des années 1960. Ce paradigme consiste en la définition et l’assemblage
de briques logicielles appelées objets ; un objet représentant le plus souvent un concept, une idée ou
une entité physique. La force de l’approche à objets réside donc dans sa capacité à réconcilier les
plans logiciel et utilisateur par la modélisation objet, et par là même de simplifier la mise au point
de systèmes informatiques complexes. Son adoption massive n’a cependant commencé qu’au début
des années 1990, poussée ensuite par la visibilité accrue des Processus Unifiés [Jacobson et al., 1999],
ces méthodologies de développement logiciel dont le “Rational Unified Process” (RUP) d’IBM, est
l’une des plus célèbres incarnations.
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Par la suite, le paradigme de composant [Szyperski et al., 1999], implanté notamment par les
technologies CORBA ou JEE, s’est construit autour des principaux concepts objets, tels l’encap-
sulation des fonctionnalités et des données, auxquels s’ajoute notamment la contractualisation des
interactions, la composition par des tiers et la répartition des composants. Un composant possède
ainsi des interfaces bien spécifiées et peut être déployé indépendamment du reste de l’application. La
Programmation Orientée Composant (POC) n’est d’ailleurs pas sans similitudes avec l’approche à
objets, puisqu’elle revient à utiliser une approche comparable, non pas directement au sein du code,
mais au niveau de l’architecture générale du logiciel : elle a ainsi permis le regroupement cohérent
et réutilisable des objets.
Favorisé notamment par l’irrésistible montée en puissance d’Internet, le monde de la programma-
tion répartie est, aujourd’hui encore, en cours de mutation avec l’adoption progressive du paradigme
de service et la mise en œuvre des architectures fondées sur ces services (“Service Oriented Architec-
tures”, ou SOA)) [Papazoglou et Georgakopoulos, 2003].
Les SOA mettent en avant un couplage théoriquement lâche entre client et fournisseur de service.
Elles découplent ainsi une application répartie en deux couches. Une couche d’offre de services spé-
cifiés par leurs interfaces et éventuellement des informations de nature sémantique dans un annuaire
de services. La seconde couche est la réalisation physique des services sur des machines connectées
à Internet et accessibles via des protocoles standards.
La programmation d’une application est alors vue comme la description de la combinaison d’un
ensemble de services, d’une granularité équivalente à celle des composants, dont la composition lors
de l’exécution permet de réaliser le calcul voulu par l’application. Cette composition, le plus sou-
vent appelée “orchestration”, va alors s’effectuer sur la base d’informations portées par un processus
métier dont l’exécution va d’abord demander de lier les appels abstraits de service à des réalisations
de services compatibles, fournies par un annuaire. Il s’agit donc de faire le lien entre une spécifica-
tion abstraite des fonctionnalités requises dans le processus afin de constituer l’application, et les
fonctionnalités disponibles sur le réseau via leur implantation concrète sous forme de services.
D’un point de vue technologique, une autre caractéristique importante des SOA tient dans le
fait qu’elles reposent sur des protocoles et des représentations de données standards, le plus sou-
vent utilisant des langages fondés sur XML, facilitant l’interopérabilité. C’est dans ce cadre qu’est
concrétisé le concept de service Web (“Web service”), tel que défini par l’organisme de standardisa-
tion W3C 1, et la cohorte de technologies et langages associés, dont SOAP et WSDL sont les plus
célèbres représentants. L’un constituant un protocole d’échange de messages vers les services Web,
l’autre un langage de description d’interfaces ou offres de services.
Un système informatique fondé sur une architecture SOA est ainsi disponible sous la forme de
services réutilisables qu’il est possible de découvrir et composer dynamiquement avec un couplage
lâche. Il se distingue dès lors des solutions totalement intégrées plus traditionnelles, de type boîte
noire, que sont ERP ou autres progiciels. Cette architecture veut ainsi répondre aux besoins de
flexibilité, réutilisabilité, et d’adaptabilité rapide mis en avant dans les grands systèmes logiciels
actuels et souhaités par les entreprises. C’est pour ces raisons et l’adoption de plus en plus importante
de ces technologies dans les entreprises, que nous fonderons notre approche sur le paradigme de
service.
1. World Wide Web Consortium
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Plongé dans un contexte industriel, ce travail de thèse trouve écho dans un vaste cadre d’applica-
tions s’étendant des Systèmes de Systèmes (“Systems of Systems”, SoS) classiques, aux applications
de type C2 ("Command and Control", Commande et Contrôle) déployées dans le cadre d’opéra-
tions tactiques militaires ou de gestion de crise, ainsi qu’à l’informatique omniprésente (“Pervasive
Computing”).
Dans tous ces domaines, on est amené à gérer la composition dynamique de services avec une
forte contrainte de qualité et un minimum de garanties. Les aspects non-fonctionnels qui influent sur
le niveau de service rendu ou perçu, tels les délais de réaction des applications, ou plus généralement
la Qualité de Service (“Quality of Service”, QoS) technique ou métier offerte par ces applications,
prennent une alors importance cruciale. Les architectures fondées sur les services doivent donc être
appareillées pour répondre à ces différentes exigences. D’autres caractéristiques sont aussi essentielles
dans ces applications :
– La mobilité, qui rend l’apparition et la disparition de services très fréquente ;
– La redondance, qui fait en sorte qu’un même service peut à tout instant être rendu par de
nombreuses réalisations physiques mais qui ont toutes une certaine probabilité d’être détruites
(cette probabilité varie également fortement selon le type et la phase opérationnelle dans
laquelle se retrouve le dispositif, engagé ou non) ;
– L’hétérogénéité, un même service peut être rendu par de nombreux dispositifs très différents.
Par exemple, une imagerie numérique peut être rendue par la caméra à basse résolution in-
tégrée dans le casque d’un fantassin ou encore la caméra à haute résolution d’un char de
reconnaissance.
De ces diverses caractéristiques émerge la problématique générale de la mise en
œuvre d’une composition de servicesComposition de services agile, qui, pour être utile,
doit prendre en compte l’hétérogénéité du contexte ainsi que les multiples contraintes
non-fonctionnelles qui s’y rapportent.
1.3 Objectifs de recherche et approche poursuivie
Plusieurs obstacles viennent jalonner le cheminement vers une composition agile de service.
Ainsi, les nombreuses propriétés non-fonctionnelles à traiter peuvent s’étendre des caractéristiques
techniques d’un service (comme sa disponibilité ou bande passante offerte), à des propriétés non-
fonctionnelles de plus haut niveau qui ne sont pas définies sur un ensemble fini, connu à l’avance,
de dimensions de QoS. Ces dernières sont intimement liées au domaine de compétence (ou do-
maine“métier”) du service. De surcroît, dans la vaste majorité des systèmes répartis à base de pro-
cessus métiers, le lien avec les producteurs de services nécessaires est fixé, pour des raisons techniques
ou humaines, de manière statique, via l’indication de l’emplacement physique des services sur le ré-
seau, ou rigide, via la syntaxe. Dans les deux cas de figure, ceci nécessite la connaissance préalable
des services disponibles au moment de l’écriture du processus.
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C’est pourquoi, afin notamment de palier à ce manque de souplesse et s’aligner sur les besoins
réels des systèmes répartis modernes en termes d’agilité, tels que mis en avant par la problématique
de ce manuscrit, nous poursuivons les objectifs suivants dans le cadre de cette thèse :
Premier objectif : favoriser la réactivité des systèmes répartis complexes
Les SOA Sémantiques (“Semantic SOA”, ou SSOA) [Vitvar et al., 2007], évolution récente des
architectures SOA se situant à la croisée du Web Sémantique [Berners-Lee et al., 2001] et de la
technologie des services Web [Papazoglou, 2008], proposent des outils à même de faciliter la des-
cription de propriétés métiers, fonctionnelles ou non, des services. Le premier d’entre eux consiste
à permettre la définition et la réutilisation de concepts de haut-niveau au sein d’ontologies métiers,
établies spécifiquement pour chaque domaine considéré. A partir de ces concepts, il est possible
d’annoter sémantiquement les offres et requêtes de services, et d’en relever ainsi le niveau d’abstrac-
tion [Peer, 2002, Eberhart, 2004, Sivashanmugam et al., 2003, Patil et al., 2003].
On propose alors ici l’utilisation de ces nouvelles architectures SSOA car elles mettent en avant,
par le détachement du niveau syntaxique et technique des services qu’elles proposent, un niveau élevé
de découplage entre clients et fournisseurs de service. Par voie de conséquence, elles vont permettre
la publication et la cohabitation d’une grande quantité de services répandant, pour certains d’entre
eux, à un même besoin fonctionnel, mais exhibant le plus certainement des caractéristiques non-
fonctionnelles (de Qualité de Service) bien distinctes.
Afin de tirer au mieux parti de la propriété de couplage faible offerte par les SSOA,
et pour atteindre ce premier objectif en termes de réactivité des systèmes répartis com-
plexes, nous proposons la mise en place d’un mécanisme de liaison tardive de services
lors de l’exécution d’un processus métier, sur la base des valeurs courantes de QoS des
services.
D’un point de vue technique, on se fonde alors sur une architecture logicielle à deux niveaux
abstraits :
– Un niveau de filtrage des services puis d’exécution du processus métier. Le filtrage étant l’étape
statique par laquelle des services disponibles sont associés, ou non, au processus à exécuter en
fonction de leur pertinence par rapport aux stricts besoins fonctionnels et non-fonctionnels qui
y sont exprimés.
– Et un niveau de contrôle du niveau d’exécution et de prise de décision de liaison en fonction de
la disponibilité effective des services précédemment filtrés au moment de l’appel ainsi que de
leurs valeurs courantes de QoS obtenues par un canevas externe de supervision. C’est ce niveau
qui aura la charge de prendre les meilleures décisions de liaison entre les services disponibles
et le processus en cours d’exécution, en fonction de critères définis par l’utilisateur.
Nous suivons en cela l’approche des langages réflexifs, qui découpent une telle architecture en un
niveau de base (exécution) et un niveau méta de contrôle du niveau de base. Dans le cadre de cette
thèse, on s’attachera ainsi tout particulièrement à la gestion des moments tardifs de liaison entre
processus et services lors de leur composition, de manière à pouvoir notamment obtenir les valeurs
effectives de QoS des services les plus “fraîches”.
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Second objectif : améliorer la performance des systèmes répartis complexes
Si le mécanisme de liaison tardive de services mise en œuvre par le premier volet de notre approche
permet effectivement d’effectuer une décision éclairée lors du choix d’un service pour le lier à un
processus, il reste encore à définir les critères qui là guideront, sur la base des valeurs courantes de
QoS, cette décision vers une d’optimisation locale de l’exécution de ce processus.
Cependant, et à plus forte raison encore dans les SSOA, la notion de performance possède par
nature de multiples facettes et reste dépendante du domaine métier de l’application : elle ne peut
donc uniquement reposer sur un ensemble fixe et pré-établi des règles absolues. Par conséquent il
sera nécessaire d’offrir à l’utilisateur les moyens de caractériser indirectement, pour son métier, cette
notion de performance de manière à pouvoir ensuite l’intégrer au cœur du processus décisionnel de
liaison.
Le deuxième volet de notre approche consiste alors à mettre en place un modèle
qualitatif de préférences utilisateur employé pour maximiser l’utilité des liaisons entre
producteurs et consommateurs de services.
On propose ainsi un formalisme qui va permettre au programmeur d’un processus métier d’expri-
mer ses “politiques de décision” dans la liaison et l’utilisation des services physiques en fonction des
valeurs courantes de Qualité de Service. Ces préférences utilisateur, vont ainsi permettre de qualifier
une relation d’implication entre les valeurs effectives des propriétés non-fonctionnelles d’un service
et son degré transitoire d’utilité, par rapport à ses pairs, dans la liaison au processus métier.
La notion de performance, en tant qu’objectif à atteindre lors de la composition de services,
s’exprime alors au travers de celle, moins subjective et plus facilement manipulable, d’utilité des
services dans la composition ; et par extension de l’utilité d’un processus métier dans son ensemble,
comme somme de toutes ses utilités locales. La bonne marche d’un système réparti, telle que souhaitée
par l’utilisateur lors de la définition de ses préférences sur les services, se retrouve ainsi conditionnée
à la capacité du processus d’orchestration de diriger ses choix de liaison en fonction des subtilités
propres à son domaine d’exécution.
Troisième objectif : s’assurer de la simplicité et généricité de l’approche proposée
Le dernier défi de cette thèse, et non des moindres, sera de faire en sorte que les formalismes et
réalisations techniques issues de la mise en œuvre de notre approche, restent simples d’utilisation et
suffisamment génériques, afin d’être aisément adaptables à chaque domaine d’application métier et
d’être en mesure d’accompagner leurs évolutions.
De fait, en l’absence dans notre contexte d’experts de l’élicitation de préférences, et dans l’op-
tique de répondre à cet objectif de simplicité, ces dernières présenteront la double caractéristique
d’être d’une part qualitatives, afin de gérer au mieux les imprécisions et incertitudes inhérentes à la
modélisation de ce type de préférences, et d’autre part de permettre l’expression d’éventuelles mais
potentielles contradictions entre plusieurs propriétés non-fonctionnelles offertes par un même service




Les contributions scientifiques de cette thèse s’organisent tout naturellement autour des objec-
tifs de recherche précédemment définis et vont ainsi venir se cristalliser sous trois dénominations
distinctes : on va alors parler de composition active, utile et finalement agile des services dans le
contexte SSOA qui est le notre.
En effet, la pleine réalisation du premier objectif en termes de réactivité des systèmes répartis
complexes demande d’adapter l’approche proposée au cas singulier des SSOA et d’y intégrer des
notions de décision qui ont peu été étudiées à ce jour. Par conséquent, une première contribution
apportée au domaine de la composition de services consistera à mettre en place une
approche active , en plusieurs étapes, capable à différents moments (statiques et dynamiques) de
filtrer puis sélectionner des services en se fondant sur leurs caractéristiques non-fonctionnelles. Cette
contribution sera détaillée dans le chapitre 5 du manuscrit.
En réponse aux problématiques de performance précédemment évoquées, une seconde contri-
bution scientifique résidera dans la mise en œuvre d’une composition utile de services,
dans la mesure où elle cherche à maximiser l’utilité des liaisons processus/service en exploitant les
particularités de ce nouveau formalisme de préférences utilisateur. Cette contribution sera détaillée,
quant à elle, dans le chapitre 6 du manuscrit.
Finalement, ces deux approches actives et utiles vont venir se combiner au sein d’une
seule et même contribution en termes de composition agile de services. Présentée dans le
chapitre 7, elle consiste notamment à exploiter conjointement, au sein d’une orchestration de services
fondée sur le langage BPEL, la liaison tardive des services et notre nouveau modèle qualitatif de
préférences utilisateur ; ainsi que d’introduire des notions plus avancées telle la gestion de la Qualité
de Service globale des processus métier lors des décisions tardives de liaison.
1.5 Organisation du document
Ce manuscrit s’articule autour de deux parties : dans un premier temps (cf. partie I) on effectue
un contexte et état de l’art de manière à pouvoir positionner nos travaux par rapport à l’existant et
identifier les éventuelles lacunes technologiques ou conceptuelles nécessitant d’être comblées. Cette
première partie est accompagnée de la présentation du cas d’utilisation (cf. chapitre 4) dans lequel
nos travaux vont être illustrés. Puis, en partie II, on aborde successivement nos contributions en
terme de composition active, utile et agile de services (cf. chapitre 5, 6 et 7), tout en indiquant les
correspondances possibles avec le cas d’utilisation, mais sans s’y limiter . Ces première contributions
sont suivies d’une formalisation du modèle de préférences LCP-net (cf. chapitre 8) que nous avons
introduit pour la composition utile, ainsi que de leur mise en œuvre technique (cf. chapitre 9). La
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Dans ce chapitre, on pose la base conceptuelle et terminologique nécessaire à la bonne com-préhension de nos travaux. Ces derniers font en effet appel à de nombreuses notions issues de
domaines en constante évolution. Il est ainsi important de garder à l’esprit le contexte industriel de
notre recherche et le cadre technologique précis qui en découle. Il ne s’agit donc pas ici d’effectuer une
description exhaustive de ces différents domaines, qu’il s’agisse de nouvelles approches, techniques,
ou autres paradigmes de programmation ; mais bien d’en effectuer une prise de vue à un instant
précis, celui de la sphère technique dans laquelle nos travaux évoluent.
Ce travail de thèse s’inscrit dans la lignée des travaux menés conjointement par Thales, Alcatel
CIT Research and Innovation, Bull, Nokia, Schneider Electric et Vodafone dans le cadre du projet
ITEA S4ALL 2 (“Services for All”) dont le but est d’explorer les solutions techniques et consolider
celles préexistantes permettant la mise en place d’un monde de services orientés utilisateurs simples
à créer, partager et utiliser.
Mais il est aussi lié à certaines des problématiques rencontrées au cours du projet CAR-
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services et des “systèmes de systèmes” dont le but est de permettre la composition dynamique de
services et l’exécution de “workflows”.
Pour finir, le projet SemEUsE 4 a servi de substrat principal pour l’implantation des contributions
scientifiques avancées dans ce manuscrit. Ce projet s’attache à la mise au point d’un “bus de service
sémantique”. Les objectifs suivants ont alors été définis : l’implantation d’applications omniprésentes,
flexibles et fiables ; l’utilisation de services Web sémantiques (cf. 2.1.3) disponibles à l’exécution ; et
l’exploitation d’offres de Qualité de Service métier de haut niveau (cf. 2.3) pour l’implantation
des applications. Projet de trois ans, financé par l’Agence Nationale de la Recherche (ANR) et
commencé en février 2008, il n’est donc pas encore clos au moment du dépôt de ce manuscrit.
SemEUsE intègre les contributions de quatres partenaires académique (LIP6, INSA, INRIA, INT)
et de trois partenaires industriels (Thales, Orange Labs, EBM Websourcing) au sein d’un consortium
unique.
Afin d’accompagner le lecteur au travers de ces nombreux prérequis, nous nous attacherons dans
un premier temps à détailler les concepts liés à l’Approche Orientée Services dans la section 2.1, ainsi
nous nous pencherons tout particulièrement sur les technologies de services Web. Dans un second
temps, en 2.2, nous présenterons les Processus Métier et la technologie BPEL qui sont à la base notre
implantation. Pour finir, nous nous attarderons dans la section 2.3 sur les notions de propriétés et
contraintes non-fonctionnelles de services ainsi que sur les travaux les plus connus les mettant en
œuvre.
2.1 Architectures Orientées Services
On regroupe sous la dénomination d’Architecture Orientée Services ou “Service Oriented Archi-
tectures” (SOAs), l’ensemble des architectures mettant en avant la notion abstraite de service pour
la mise en œuvre d’une réalisation logicielle, répartie ou non.
De fait, la propriété de couplage lâche entre les principales entités de l’architecture est parti-
culièrement recherchée dans les SOAs. Elle favorise des systèmes s’appuyant sur des couches de
médiation, imposées par des standards, capables d’exhiber un certain niveau d’interopérabilité au
niveau de leurs communications. D’un point de vue technique, ce couplage lâche induit alors d’ef-
fectuer le moins d’hypothèses possibles lors de la description des différentes entités en interaction.
Dans le cas des SOAs, cette approche est rendue possible par la cohérence des normes communément
utilisées, avec notamment l’utilisation de modèles d’échanges pivots des données.
Les architectures orientées services sont ainsi le fruit d’une lente maturation technologique s’ap-
puyant sur les travaux précurseurs à la base des notions d’objets et de composants. Une compréhen-
sion préalable de ces concepts est nécessaire à l’obtention d’une plus fine appréhension des SOAs.
2.1.1 Concepts de base
Objet
La complexification des systèmes logiciels a entraîné dans son sillage l’ingénierie logicielle vers un
objectif de rationalisation de la production. Ainsi, de par leur évolution constante et l’augmentation
4. “Sémantique pour bus de services” : http ://www.semeuse.org/
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de leur distribution sur le réseau, ces systèmes nécessitent la mise en place de paradigmes permettant
d’assurer un certain niveau de qualité et fiabilité, tout en offrant une plus grande flexibilité et
réutilisabilité.
L’approche à objets [Jacobson, 1991] s’est indubitablement révélée comme un standard de facto
parmi les différents paradigmes de développement logiciel. Cette approche a été rendue possible par
l’adoption intrinsèque du paradigme objet au cœur de langages tels Smalltalk, Java ou, dans une
moindre mesure, C++. L’innovation portée par les objets a consisté à regrouper sous un même
concept un ensemble de principes préexistants tels que :
– l’encapsulation, l’interface d’un objet est bien distincte de son implantation, et son comporte-
ment exprimée via les méthodes de cette interface ;
– l’héritage, c’est-à-dire de la capacité à définir les caractéristiques d’un objet par extension ;
– le polymorphisme, il est possible d’interagir de la même façon avec des objet de formes diffé-
rentes ;
Composant
Par rapport aux objets, le paradigme de composant représente une augmentation du niveau
d’abstraction lors de la conception logicielle. En ce sens, le composant ne remplace pas l’objet, il
se construit même bien souvent autour, dans les langages de programmation courants (par exemple
Java). Il répond d’un besoin concret car, si l’utilisation exclusive d’objets lors de la programmation
de systèmes simples semble raisonnable, la programmation d’applications réparties de plus grande
ampleur nécessite une augmentation du niveau d’abstraction de leurs briques de base, afin de main-
tenir leur complexité relativement appréhendable.
Un composant dispose d’interfaces spécifiées à l’aide de contrats, dans l’optique d’une compo-
sition ultérieure à sa conception, par des entités tierces. L’implantation de ce paradigme par de
nombreuses technologies telles que les Enterprise Java Beans (EJB) de Sun, COM de Microsoft,
ou FRACTAL du consortium OW2, a permis le leur large diffusion. Ces technologies déchargent le
plus souvent le développeur de la gestion de certaines problématiques de mise en œuvre telles que
le support de la sécurité, de la persistance et des transactions, pour ne citer qu’elles.
Ces mécanismes de support à l’exécution des composants seraient difficiles à mettre en place dans
des environnements plus faiblement couplés (tels les services, détaillés à la sous-section suivante).
La contre-partie est que les composants sont souvent bien trop liés à leurs plate-formes de support
respectives pour être efficacement interopérables. Il s’agit pourtant là d’une de leurs caractéristiques
les plus fondamentales. Se pose alors dans ce contexte la question de la méthodologie à utiliser pour
assembler les composants disponibles ; question à laquelle la notion d’architecture, telle que définie
par ces différentes technologies, tente de répondre.
Service
Dans la lignée de l’approche à objets ou à composants, le paradigme de service tend à fournir un
niveau d’abstraction encore plus élevé lors du développement de systèmes informatiques en général,
et des applications réparties en particulier. Cette augmentation du niveau d’abstraction passe par
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une adoption poussée du concept d’encapsulation des fonctionnalités et de celui de la réutilisabilité
des services existants. Les services répondent ainsi directement aux problématiques d’intégration
logicielle dans les applications réparties modernes.
Tout comme un composant, un service est défini comme étant une unité logicielle autonome. Ce
qui est d’autant plus vrai pour les services Web qui sont définis comme étant sans état (“stateless”).
Les services se distinguent cependant des composants dans la mesure où leur définition met en avant
une indépendance poussée par rapport aux plate-formes, un couplage faible (ou “lâche”) et une in-
teropérabilité élevée. Cette autonomie relègue les considérations purement technologiques au second
plan, les services étant indépendants du contexte de leur utilisation ainsi que de l’état courant des
autres services. Par ailleurs, leur propriété de faible couplage permet de mettre en œuvre une orches-
tration des services : cette approche introduit une plus grande flexibilité dans le choix des services
à composer ainsi que dans le moment effectif de leur liaison. C’est ainsi que, dans nos travaux, nous
cherchons à promouvoir une approche de liaison tardive des services lors de leur orchestration, de
manière à exploiter plus avant cette flexibilité dans certains contextes particulièrement dynamiques.
De surcroît, les opérations courantes sur un service (comme sa mise au point, sa publication, ses
interactions) s’effectuent toutes via des standards technologiques afin de faciliter leur collaboration
à large échelle ; le cas d’application le plus courant étant le Web. Leur découverte, dans ce contexte,
par des consommateurs de services, est assurée le plus souvent par des annuaires qui centralisent les
offres de services.
Composition de services
La composition de services est définie dans ce manuscrit de la façon suivante :
Définition 1 (Composition de services). Un processus de mise en collaboration de services per-
mettant d’offrir de nouveaux services dits complexes, ou composites, la base de services existant,
atomiques ou eux-mêmes composites.
La notion de service complexe ne remet pas en cause celle d’autonomie des services ; car, du
point de vue de leurs clients, les services complexes exposent toujours un comportement autonome.
Par conséquent, un service complexe est un service “comme les autres” : la dépendance avec les
autres services requis est gérée à un niveau inférieur, invisible pour l’utilisateur final. La composition
peut, par ailleurs, être effectuée selon deux approches subtilement différentes : l’orchestration et la
chorégraphie de services.
– Une chorégraphie promeut le service comme élément central de la composition : elle décrit
en effet le flux des messages échangés par un service Web lors de son interaction avec les
autres services en présence lors de l’exécution. Il s’agit donc de gérer la composition d’une
manière décentralisée puisque chaque service Web a la charge d’une partie du flot de contrôle
(ou “workflow”). La spécification WSCI (“Web Services Choregraphy Interface”) permet ainsi
de spécifier le comportement d’un service Web par rapport au reste de la composition.
– A contrario, dans le cadre d’une orchestration, c’est le flot de contrôle dans sa globalité qui
est mis sur le devant de la scène sous la forme d’un processus métier. L’orchestration dépend
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d’un “orchestrateur” (ou “chef d’orchestre”) responsable de la composition dans son ensemble
et des échanges de message, et ce par rapport aux activités définies dans le processus.
En l’occurrence, c’est cette seconde approche d’orchestration (pour sa forte prédominance dans
notre contexte industriel) qui servira de base à nos travaux d’implantation d’une composition active
de services.
2.1.2 Service Web
La notion de service par elle-même est purement abstraite et ne s’encombre pas de considérations
technologiques ; cependant, l’implantation la plus répandue de la notion de service est réalisée par
les services Web. Bien qu’il n’existe pas de définition canonique de celle de service Web, nous nous
reposons sur celle (suffisamment générale) proposée par Moreau [Moreau, 2009] :
Définition 2 (Service Web). Un service Web est une application autonome qui peut être utilisée et
découverte par d’autres applications à travers un réseau. L’ensemble de ces mécanismes reposent sur
des normes et technologies Web.
Cette définition, bien que générique, encapsule les principes fondateurs des services Web direc-
tement hérités du concept de service : le découplage et l’autonomie du service Web ainsi constitué.
Les services Web sont en effet des applications destinées à être utilisées en partie dans un cadre
machine-à-machine de manière répartie sur le réseau. Les normes et technologies citées dans la dé-
finition sont celles que l’on retrouve usuellement dans le cadre du Web auxquelles sont ajoutées des
spécificités propres aux domaines considérés.
De fait, le W3C se veut beaucoup plus spécifique d’un point de vue technologique, et introduit le
langage WSDL pour la description des interfaces des services ainsi que SOAP pour la communication
(le plus souvent via HTTP avec une sérialisation XML). On retrouve ces technologies à leurs places
respectives sur la figure 2.1 qui introduit l’annuaire de services en tant que médiateur initial de la
communication entre les consommateurs de services et les services eux-mêmes.
Par ailleurs, les services Web sont des composants sans état offrant un faible couplage. Afin d’y
parvenir, des spécifications techniques pour la description et la communication ont été établies et
associées aux services Web à des fins normatives.
L’émergence de spécifications propres aux services Web témoigne de l’implication des industriels
dans ce nouveau paradigme, ces derniers cherchent ainsi à faire collaborer leurs grands systèmes
répartis au travers du Web. Ces spécifications peuvent être divisées en deux groupes : normes de
bases et normes complémentaires.
Les normes de base, qui constituent les fondations techniques des services Web, sont WSDL,
UDDI et SOAP. Chacune est responsable d’un aspect fondamental du fonctionnement des services :
– WSDL (“Web Service Description Language”) est un langage de type XML permettant de
décrire les offres techniques et fonctionnelles des services Web [Curbera et Weerawarana, 2001,
Chinnici et al., 2007]. Un document WSDL est ainsi structuré en une première partie décrivant
l’interface fonctionnelle du service, et une seconde partie technique portant notamment sur les
protocoles de communication à utiliser ainsi que ses points d’accès. Dans la structure d’un
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Figure 2.1 – Architecture des services Web selon le W3C.
document WSDL 1.1 (cf. figure 2.2), on retrouve une interface qui désigne une collection
d’opérations ; un élément de liaison (binding) pour effectuer une association entre une interface,
un protocole de transport et un format de données ; un port qui définit l’adresse physique d’un
binding ; et finalement un service qui constitue une collection de ports.
– UDDI (“Universal Description, Discovery and Integration”) est une spécification d’annuaires,
mise au point par l’OASIS 5 et permettant la publication et la découverte des services, elle
est cependant déployée le plus souvent dans le cadre technique des services Web. Un annuaire
UDDI permet de localiser sur le réseau le service Web recherché. Il contient en outre des
informations sur les fournisseurs de ces services ainsi que des méta-données sur les services (in-
formations techniques ou légales). Un annuaire respectant la spécification UDDI est accessible
au travers de plusieurs interfaces dédiées à la publication ou la recherche de services. Ainsi,
un annuaire UDDI est accessible en mode pages blanches (la liste des entreprises fournisseuses
de services ainsi que des informations associées à ces dernières), jaunes (les services Web de
chacune des entreprises sous le standard WSDL), ou vertes (des informations techniques pré-
cises sur les services fournis). Grâce à cette triple lecture, l’ensemble des informations utiles
sont accessibles.
– SOAP (“Simple Access Protocol”) est un protocole d’échange de messages. Ces derniers sont
transmis aux services Web sous forme de documents XML divisés en un entête (“header”)
contenant les informations de support du message, complété d’un corps (“body”) contenant
la charge utile du message, c’est-à-dire les données et opérations du domaine d’application.
5. L’OASIS est un consortium mondial qui travaille pour la standardisation de formats de fichiers ouverts fondés
notamment sur XML
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Figure 2.2 – Structure d’un document WSDL 1.1.
SOAP présente par ailleurs la particularité de n’être lié à aucun type de protocole de transport
de données (de niveau inférieur) spécifique ; on le rencontre cependant le plus souvent associé
à HTTP, ce qui exprime la composante Web de ces services.
Si les normes de base que nous venons d’aborder permettent d’effectuer les opérations de base
du cycle de vie des services Web, elles servent de marche-pied à d’autres normes (ou spécifications)
complémentaires. Il s’agit des normes communément appelées WS-*, qui fournissent notamment
des mécanismes de support de la QoS. Il est possible de les combiner, bien qu’elle soient le plus
souvent à des niveaux de maturité différents car maintenues en parallèle par diverses organisations
de standardisation. Ainsi, si elles peuvent effectivement se compléter efficacement, elles peuvent aussi
se chevaucher, voire se concurrencer l’une l’autre. Citons, à titre d’exemple, WS-Policy qui traite
spécifiquement des exigences, capacités et préférences de QoS du service, ainsi que WS-Security
qui aborde les divers mécanismes permettant de mettre en place une sécurisation des échanges de
messages intra et extra services.
Nous présentons ici un exemple d’offre 6 au format WSDL 1.1 d’un service Web très simple (cf.
code 2.1) qui se charge uniquement d’effectuer l’affichage d’une chaîne de caractères qui lui est passée
en argument via l’opération print. Cette offre de service décrit comment utiliser le service (son API )
et quelle est son implantation concrète. S’il est possible de diviser un fichier WSDL de manière à ce
qu’un service Web puisse être décrit une fois mais implanté de multiple fois, de différentes façons,
nous nous restreignons dans cet exemple à la configuration de base qui dispose d’une implantation
pour une description dans un fichier unique.
targetNamespace ="http ://www.eclipse.org/tptp/choreography /2004/ engine/Print"
6. fondé sur le tutoriel suivant de le Fondation Eclipse :
http ://www.eclipse.org/stp/b2j/docs/tutorials/wsbpel/wsbpel_tut.php
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<?xml version ="1.0" encoding ="UTF -8"?>
<definitions xmlns ="http :// schemas.xmlsoap.org/wsdl/"
targetNamespace ="http ://www.eclipse.org/tptp/choreography /2004/ engine/Print"
xmlns:tns="http :// www.eclipse.org/tptp/choreography /2004/ engine/Print"
xmlns:xsd="http :// www.w3.org /2001/ XMLSchema"
xmlns:wsdl="http :// schemas.xmlsoap.org/wsdl/"
xmlns:format ="http :// schemas.xmlsoap.org/wsdl/formatbinding /"
xmlns:java="http :// schemas.xmlsoap.org/wsdl/java/"
>
<!-- engine printout port -->
<message name=" PrintMessage">




<input message ="tns:PrintMessage "/>
</operation >
</portType >
<binding name=" PrintPortWsifBinding" type="tns:Print">
<java:binding/>
<format:typeMapping encoding ="Java" style="Java">
<format:typeMap typeName ="xsd:string" formatType ="java.lang.String"/>
</format:typeMapping >
<operation name="print">










<role name=" printService" portType ="tns:Print"/>
</partnerLinkType >
</definitions >
Code 2.1 – Offre WSDL d’un service Web d’affichage de chaînes de caractères.
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La définition d’un attribut XML targetNamespace permet de s’assurer que tous les éléments créés
par ce fichier WSDL seront assignés à un espace de noms qui leur est propre et qui permet de les
distinguer de leurs pairs. En l’occurrence les messages WSDL ainsi que le portType créé dans le fichier
vont hériter de l’espace "http ://www.eclipse.org/tptp/choreography/2004/engine/Print".
<!-- engine printout port -->
<message name=" PrintMessage">
<part name=" value" type="xsd:string"/>
</message >
Les messages WSDL sont utilisés pour spécifier la forme des conteneurs de données utilisés lors
de l’invocation d’une opération. Il s’agit essentiellement de listes de parts, chacune d’entre elles étant
un type de données XSD simple ou complexe. Dans l’extrait ci-dessus, le ’PrintMessage’ est défini
comme ayant une part nommée ’value’ de type ’xsd:string’.
<portType name=" Print">
<operation name="print">
<input message ="tns:PrintMessage "/>
</operation >
</portType >
Les portTypes représentent la définition du service Web lui-même. Ils décrivent l’API du service.
Il s’agit d’une liste d’opérations avec des entrées (’inputs’ ) et des sorties (’outputs’ ). Chaque entrée
ou sortie est un message WSDL qui doit avoir été défini précédemment dans le fichier WSDL ou
importé. Une operation peut aussi disposer d’un nombre illimité d’éléments fault qui définissent un
message d’erreur utilisé en lieu et place du message output par défaut. Un portType est donc similaire
à une interface ou une classe abstraite du monde objet, il ne spécifie aucune implantation particulière,
seulement ce qui peut être réalisé. On peut aussi remarquer que le portType (’Print’ ) n’a pas de
préfixe d’espace de noms, ceci est dû au fait qu’il est automatiquement affecté au targetNamespace
précédemment défini, comme tout élément créé au sein du fichier WSDL.
<binding name=" PrintPortWsifBinding" type="tns:Print">
<java:binding/>
<format:typeMapping encoding ="Java" style="Java">
<format:typeMap typeName ="xsd:string" formatType ="java.lang.String"/>
</format:typeMapping >
<operation name="print">
<java:operation methodName =" print" parameterOrder =" value"/>
</operation >
</binding >
Un binding WSDL spécifie concrètement comment le service Web est implanté, contrairement
à toutes les précédentes informations qui étaient abstraites. De fait, cette offre de service ne sera
exploitable par ses clients que si elle contient un élément de ce type : un WSDL basique est une
description de l’offre en termes de services qui n’est pas tenue de préciser le où et le comment
technique d’accès à ce service.
Un service peut être "lié" de plusieurs façons, avec de nombreux bindings (cf. figure 2.3). Les plus
courants sont le binding SOAP/HTTP qui véhicule des messages SOAP via le protocole HTTP lors
de l’interaction avec les services Web, et le binding Java que nous allons exploiter dans cet exemple
car il permet de définir un service Web très rapidement en liant à un portType une classe Java qui
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Figure 2.3 – De nombreux moyens d’accès à un service Web en fonction de son offre.
sera utilisée directement comme implantation de ce service. Dans le binding ci-dessus, l’opération
’print’ du précédent portType a été appariée à une méthode Java ’print’, et le type XSD ’string’ au
type Java ’String’. A partir de cette information d’appariement, une classe Java spécifique peut être
par la suite indiquée dans le fichier WSDL comme l’address d’une implantation de service. Cette
classe sera instanciée, et lorsqu’un appel sera effectué sur la méthode ’print’ du service, elle sera
transmise avec toutes les conversions de données nécessaires à la méthode Java ’print’ indiquée dans
le binding.
<service >





Un élément service permet de définir des ports WSDL. Chaque port est une instance particulière
de service Web qui est implantée via un binding spécifique et est disponible à une adresse donnée.
Le port dans l’extrait de code ci-dessus défini un service Web lié grâce au binding ’PrintPortW-
sifBinding’ et qui peut être trouvé à l’adresse ’org.eclipse...EnginePrinterPort’. On remarque ainsi
très rapidement que le type d’adresse utilisé dépend du binding. Le binding Java sait interpréter
l’attribut ’className’ comme le nom qualifié d’une classe Java et comprend que cette dernière doit
être instanciée et les opérations WSDL transmises aux méthodes Java indiquées dans le précédent
binding.
Enfin, la classe Java définie par l’extrait de code 2.2 correspond à l’implantation du service telle
que pointée par dans le port. Elle implante la méthode ’print’ telle que définie dans le binding.
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package org.eclipse.tptp.choreography.jengine.internal.extensions.wsdlbinding.wsif.ports;
public class EnginePrinterPort {




Code 2.2 – Implantation Java d’un service Web d’affichage de chaînes de caractères.
2.1.3 Service Web sémantique
On qualifie de sémantique un service Web mettant en œuvre des technologies issues de la récente
rencontre entre le monde des services Web et celui du Web sémantique [Berners-Lee et al., 2001].
Ainsi, si les normes et spécification de services Web que nous avons précédemment abordées fixent
un cadre syntaxique à leur utilisation, et ceci en répertoriant les fonctionnalités et les données de
ces services de manière rigoureuse et réutilisable, le Web sémantique s’efforce quant à lui de les
rendre “intelligible” par un programme informatique. Cette notion va ici se traduire par la capacité
d’un programme à mener à bien des raisonnements complexes, de manière autonome, sur des méta-
informations (ou “méta-données”) venant caractériser les fonctionnalités et les données des services
Web.
D’un point de vue technique, une offre de service Web (donc son interface sur le monde exté-
rieur) est décrite en WSDL. Les informations contenues par cette description sont d’ordre technique
(l’adresse du service, le protocole utilisé pour la communication, etc.) et fonctionnel (quel service
est rendu par cette entité, caractérisé par ses méthodes et le type de ses données), mais vont, en
tout état de cause, se présenter sous la forme d’informations syntaxiques : la forme des méthodes et
données est décrite, mais pas leur fond.
Une première étape à la description du “fond” des services par rapport à leur “métier”, et donc du
sens accordé à leurs méthodes, données, et même aux services eux-mêmes dans leur ensemble, fut de
porter des méta-informations, dans les balises de commentaires prévues à cet effet au sein des offres de
services. Cependant, cette sémantique primitive ne permet pas l’interprétation autonome des méta-
données par un programme puisque les commentaires sont, par nature, destinés à être lus par un
opérateur humain : elles ne peuvent que servir de documentation ou de guide pour un ingénieur. La
jonction avec les travaux du Web sémantique s’effectue alors dans une volonté commune d’élever ses
méta-informations au rang de véritable sémantique métier librement interprétables par une machine :
le langage naturel dans lequel sont dépeints les commentaires étant particulièrement mal adapté à
un traitement automatique, ces travaux proposent alors de décrire les méta-données de manière
formelle, pour certains à l’aide d’ontologies fondées sur la logique de description [Kutz et al., 2003],
tel que rendu possible par le langage OWL-DL [Welty et McGuinness, 2004].
Se pose alors la question du lien entre la description syntaxique d’un service et les infor-
mations d’ordre sémantique qui le complètent. Plusieurs solutions techniques existent, avec leur
avantages et inconvénients respectifs. Citons pour les plus connues OWL-S [Martin et al., 2004],
WSMO [Roman et al., 2005] ou encore SAWSDL [Kopecky` et al., 2007]. C’est cette dernière qui
sera mise à l’œuvre dans nos travaux, et ce pour des raisons aussi bien techniques qu’industrielles.
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En effet, elle s’est imposée, depuis l’obtention en 2007 de son statut de “Recommandation W3C”
comme la spécification incontournable dans le monde des services Web sémantiques. Hormis le pres-
tige et la pérennité que lui confère un tel statut, c’est surtout sa facilité à intégrer aisément les
services patrimoniaux déjà déployés dans les entreprises (SAWSDL étant défini comme extension
de WSDL 2.0) qui a fini d’asseoir sa prédominance. Qui plus est, elle est aisée à déployer et ne
fait pas d’hypothèses spécifiques sur le type de logique utilisé pour la description sémantique. Elle
permet ainsi, par le biais des attributs sawsdl:modelReference, sawsdl:loweringSchemaMapping et
sawsdl:liftingSchemaMapping, spécifiquement prévus par la spécification, d’annoter sémantiquement
les principaux éléments syntaxiques d’une offre de service. La valeur de ces attributs étant le plus
souvent une URL pointant vers un concept extrait d’une ontologie métier.
Ce principe est illustré dans l’extrait de code 2.3 extrait de la spécification SAWSDL, où un
service basique de vente à distance est annoté sémantiquement par des concepts extraits d’une on-
tologie dont l’URL est http://www.w3.org/2002/ws/sawsdl/spec/ontology/purchaseorder. Ce
service expose une seule méthode order en attente d’un numéro de compte client et d’une liste d’ar-
ticles à commander, elle va ensuite retourner l’état de la commande (confirmée, en attente, rejetée).
Chaque annotation sawsdl:modelReference identifie un concept bien précis de l’ontologie : l’élément
OrderRequest du schéma de données de ce SAWSDL est ainsi décrit grâce au concept éponyme de
l’ontologie purchaseorder. Il est possible de raisonner automatiquement sur le concept OrderRequest,
par exemple lors d’une recherche de services dans un annuaire, car celui-ci est défini formellement
dans une ontologie, par rapport aux autres concepts du domaine métier couvert par cette dernière,
et ceci contrairement à l’élément OrderRequest qui en lui-même ne constitue qu’un nom de méthode.
Un intérêt direct est alors de proposer, suite à une recherche dans un annuaire, des services séman-
tiquement proches ou équivalents, là où une recherche purement syntaxique (par exemple sur les
noms exacts des services ou de leurs méthodes) aurait échouée.
Pour finir, une annotation sawsdl:loweringSchemaMapping est aussi liée à l’élément OrderRe-
quest, elle pointe vers un fichier XML de description des correspondances entre les éléments internes
d’OrderRequest et les concepts ontologiques disponibles. Cette annotation, utilisée conjointement
avec sawsdl:liftingSchemaMapping, assoit l’ontologie comme un modèle pivot qui apporte un élé-
ment de réponse, bien que basique, aux problèmes récurrents d’adaptation de données propres aux
services Web sémantiques. En effet, dans les SSOAs, à partir du moment où la mise en corres-
pondance d’une offre et d’une demande de service est dirigée par des critères sémantiques de haut
niveau extraits d’ontologies, cette correspondance ne préjuge en rien d’une parfaite correspondance,
au plus bas niveau syntaxique, entre les structures de données indispensables au passage de valeurs
compréhensibles par les deux parties en présence. Ainsi, par une utilisation appropriée des lifting et
loweringSchemaMapping, on est capable par exemple, de mettre en correspondance deux éléments
annotés par le concept ontologique commun OrderRequest (un élément côté processus client, l’autre
côté service Web), donc équivalents sémantiquement, mais subtilement différents syntaxiquement
(par exemple sous-éléments du type dans un ordre ou de noms différents, champs composites, etc.).
Il suffit de décrire au préalable, sous forme de transformations XSLT, les correspondances de ces
éléments vers, et à partir de, la structure du concept ontologique OrderRequest ; puis, dans un second
temps, d’enchaîner ces transformations pour faire “naviguer” les données entre clients et services.
Cette approche est synthétisée dans la figure 2.4. Bien que simple à mettre en œuvre, elle n’est
cependant pas sans défaut ni inconvénient : l’approche suppose déjà l’existence de concepts ontolo-
giques suffisamment détaillés pour contenir toutes les données à transformer, ce qui n’est pas le cas
de toutes les ontologies métier ; ensuite, elle ne précise pas par quels moyens les transformations sont
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<wsdl:description
targetNamespace ="http ://www.w3.org /2002/ ws/sawsdl/spec/wsdl/order#"
xmlns="http :// www.w3.org /2002/ ws/sawsdl/spec/wsdl/order#"
xmlns:wsdl="http :// www.w3.org/ns/wsdl"
xmlns:xs="http ://www.w3.org /2001/ XMLSchema"
xmlns:sawsdl ="http ://www.w3.org/ns/sawsdl">
<wsdl:types >
<xs:schema targetNamespace ="http :// www.w3.org /2002/ ws/sawsdl/spec/wsdl/order#"
elementFormDefault =" qualified">
<xs:element name=" OrderRequest"
sawsdl:modelReference ="http ://www.w3.org /2002/ ws/sawsdl/spec/ontology/
purchaseorder#OrderRequest"




<xs:element name=" customerNo" type="xs:integer" />






<xs:element name="UPC" type="xs:string" />
</xs:all >
<xs:attribute name=" quantity" type="xs:integer" />
</xs:complexType >
<xs:element name=" OrderResponse" type=" confirmation" />
<xs:simpleType name=" confirmation"
sawsdl:modelReference ="http ://www.w3.org /2002/ ws/sawsdl/spec/ontology/
purchaseorder#OrderConfirmation">
<xs:restriction base="xs:string">
<xs:enumeration value=" Confirmed" />
<xs:enumeration value=" Pending" />






sawsdl:modelReference ="http :// example.org/categorization/products/electronics">
<wsdl:operation name="order" pattern ="http ://www.w3.org/ns/wsdl/in-out"
sawsdl:modelReference ="http ://www.w3.org /2002/ ws/sawsdl/spec/ontology/purchaseorder#
RequestPurchaseOrder">
<wsdl:input element =" OrderRequest" />




Code 2.3 – Exemple d’offre de service au format SAWSDL.
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élément OrderRequest côté client
<xs:element name="OrderRequest"
    sawsdl:modelReference==(...)     
sawsdl:loweringSchemaMapping=(...)
sawsdl:liftingSchemaMapping(...)
syntaxe de l'élément - type 1
lifting 
élément OrderRequest côté service
<xs:element name="OrderRequest"
    sawsdl:modelReference==(...)     
sawsdl:loweringSchemaMapping=(...)
sawsdl:liftingSchemaMapping(...)





deux 'mondes' syntaxiques distincts, une ontologie commune
XSLT XSLT XSLT XSLT
SAWSDL + XML Schema SAWSDL + XML Schema
OWL
Figure 2.4 – Transformation de données par lifting et loweringSchemaMappings.
obtenues : génération automatique ou mise à contribution des utilisateurs ? Pour finir, elle induit la
création d’un nombre très important de ces transformations vers, et à partir de, l’ontologie pivot.
Les services Web sémantiques et la technologie SAWSDL apportent donc une réponse technique
non-négligeable à la problématique de la gestion d’une grande diversité en termes de services équiva-
lents disponibles à l’exécution. Cette diversité est, par ailleurs, une caractéristique importante du cas
d’utilisation de nos travaux (cf. chapitre 4). Elle est en effet favorisée par la mise en œuvre probante
et effective de la propriété de couplage lâche promue par les Architectures Orientées Services, grâce
à l’utilisation de sémantique métier dans les offres et demandes de services.
2.1.4 Composition de services Web
D’un point de vue technique, la spécification BPEL4WS (“Business Process Execution Language
for Web Services”), appelée aussi WS-BPEL, ou plus communément BPEL, a récemment émergée
comme un standard de fait, issue de la récente fusion de précédents travaux menés par IBM et
Microsoft dans le domaine des langages d’exécution de processus métier. Le langage BPEL, que
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nous étudierons plus en détail dans la section 2.2, est en effet aujourd’hui incontournable pour la
spécification et la mise en œuvre de compositions de services. C’est notamment vers ce langage
que se sont tournés les derniers efforts de l’industrie pour la mise au point des nombreux moteurs
d’orchestration, dont les plus répandus sont abordés ci-dessous. Il faut cependant noter que, bien
que fondés sur la même spécification BPEL, ils ne sont que rarement interopérables ; cet état de
fait est en grande partie dû à l’implantation par certains industriels d’extensions propriétaires à la
spécification originelle dans leurs moteurs.
Moteurs d’orchestration de services Web
Un moteur d’orchestration est une implantation du concept, précédemment évoqué, d’orchestra-
teur central. On ne considère ici que les moteurs capables d’interpréter la spécification de processus
BPEL, les plus répandus à l’heure actuelle, et recherchons tout particulièrement le support du méca-
nisme d’extension défini dans WS-BPEL 2.0. Ce dernier, exploité lors de l’implantation de la liaison
tardive de services (cf. 5.6), permet de définir des activités ad hoc dérivées des activités BPEL
standards, voire de toutes nouvelles activités.
Le but de cette section n’est pas d’établir une liste exhaustive de ces moteurs ; cependant, nous
nous arrêtons sur certaines caractéristiques saillantes de trois moteurs libres particulièrement répan-
dus :
– ActiveBPEL d’Active Endpoints 7 est disponible en majeure partie sous la licence virale GPL
v2 ce qui induit l’utilisation d’une licence similaire dans tout produit qui en serait dérivé. Il
ne propose aucun mécanisme d’extension des processus métier car il implante la version 1.1
de la spécification BPEL mais dispose cependant d’une grande notoriété dans la communauté
SOA, probablement due à son apparition précoce.
– Orchestra 8, développé par le consortium OW2, est distribué sous licence LGPL ce qui facilite
son intégration ou dérivation dans des réalisations industrielles “fermées”. Contrairement à
ActiveBPEL, il dispose d’un véritable support des extensions d’activités spécifiés par WS-
BPEL 2.0. Son usage est cependant moins répendu.
– Apache ODE 9 est distribué sous licence Apache v2 ce qui permet donc de fonder des produits
industriels propriétaires sur sa base de code. Il dispose d’un excellent support des extensions
WS-BPEL 2.0 (il fourni d’ailleurs lui-même un ensemble d’extensions pré-établies) mais reste
pour l’instant relativement moins connu et répandu qu’ActiveBPEL ou Orchestra.
Autres approches de composition
Nous avons évoqué ci-dessus plusieurs alternatives pour l’orchestration de services Web, elles se
fondent toutes sur l’usage d’un moteur d’orchestration qui permet une séparation stricte entre la
définition d’un processus métier, client des services disponibles dans son voisinage, et les services
eux-mêmes. Mais bien souvent, une approche beaucoup plus statique, bien que pragmatique, à la
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programmation. En effet, des langages comme Java disposent de plusieurs bibliothèques permettant
de manipuler des services Web. De plus, certaines approches hybrides ont fait leur apparition :
c’est le cas du projet “BPEL to Java” 10 qui permet de générer à partir d’une description BPEL un
programme Java capable de mener à bien l’orchestration afférente de manière autonome.
2.2 Processus métier
Cette section a pour but de définir précisément la notion de processus métier précédemment
évoquée, et ce au travers de la présentation d’un ensemble non-exhaustif des solutions que l’on
considère comme prédominantes sur ce segment (BPMN, diagrammes d’activités, BPEL, etc.).
La dénomination de “processus métier” est celle qui a été retenue dans ce manuscrit, mais il en
existe d’autres qui recoupent un même noyau conceptuel : on peut ainsi parler de “procédures d’en-
treprise”, “processus d’affaire”, “procédés” ou, sous sa forme anglo-saxonne, de “(business) process”.
De toutes ces dénominations émerge une sémantique commune que nous fondons sur les travaux de
Johansson et al. [Johansson et al., 1993] :
Définition 3 (Processus métier). Un ensemble d’activités liées qui prend une entrée et la transforme
en sortie. La transformation effectuée par le procédé doit créer de la “valeur ajoutée” par rapport à
l’entrée et produire donc une valeur de sortie plus “utile” au requérant du processus métier.
Par extension de cette précédente définition, nos travaux se situent dans le cadre des processus
informatisés : les entrées/sorties sont des données et les activités des instructions ou programmes
externes. Ainsi, dans notre contexte, un processus métier est constitué d’un flot de contrôle, d’un
flot de données (techniques et métiers), et d’un ensemble d’activités atomiques assurées en majeure
partie par des partenaires externes au processus (en l’occurrence, des services).
On effectue alors la distinction entre les normes dites de conception de processus métier, qui se
limitent à une description de haut niveau (souvent graphique) des processus, et celles d’exécution
à proprement parler. Si elles permettent toutes de représenter de manière relativement naturelle la
décomposition d’une tâche particulière en étapes distinctes, ainsi que d’exposer la logique contrôlant
l’exécution de ces étapes, seuls les processus exprimés (directement ou non) par le biais d’une norme
d’exécution contiennent suffisamment d’information de bas niveau pour pouvoir être exécutées de
manière automatique, sans intervention humaine a posteriori, par un moteur d’orchestration de
services (cf. 2.1.4).
2.2.1 Normes de conception
BPMN [White, 2004a] est une norme graphique, simple d’utilisation (car disposant d’un en-
semble relativement réduit d’éléments ≈ 10), et adaptée à la modélisation haut-niveau de processus
métiers. Les processus BPMN n’ont donc pas vocation à être directement exécutés dans un sys-
tème informatique, mais sont plutôt mis en œuvre dans les phases amont de d’ingénierie logicielle,
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Figure 2.5 – Exemple caractéristique de processus BPMN.
un format exécutable. La figure 2.5 présente ainsi un exemple caractéristique de processus BPMN
de haut niveau, pour la gestion d’un groupe de travail par email, où les principales activités sont
effectivement décrites de manière discursive (“Vérifier état du groupe de travail”, “Groupe de travail
encore actif ?”, etc.).
Un diagramme d’activités UML permet aussi de modéliser un processus interactif (global ou
partiel) pour un système donné, et ce, qu’il soit logiciel ou non. Il est créé à partir d’une des sous-
spécifications du langage de modélisation “unifié” UML [Rumbaugh et al., 2004], et une de ses forces
réside justement dans sa capacité à référencer et compléter des modèles UML de types différents ;
comme des diagrammes de classe, de cas d’utilisation, etc.
Les diagrammes d’activités peuvent alors être vus comme des représentations comportementales
de haut niveau permettant d’exprimer une dimension temporelle sur tout ou partie des modèles UML
considérés. En ce sens, ils sont sémantiquement proches des diagrammes UML de communication ou
d’état-transition, voire des diagrammes BPMN, ce qui a déjà été étudié [White, 2004b] et peut être
constaté visuellement sur la figure 2.6 représentant la simple boucle for(A ;B ;C) D ; d’une manière
proche d’un organigramme. Ces diagrammes se distinguent cependant de BPMN dans la mesure où
ce dernier est centré sur la modélisation d’un processus dans sa globalité alors que les diagrammes
d’activité ont pour vocation de mettre au jour les objets-même du système.
2.2.2 Norme d’exécution : BPEL 2.0
BPEL est un langage de processus qui dispose d’une syntaxe XML et permet la mise en œuvre
de services Web complexes. Ces processus sont exécutables par des moteurs d’orchestration, et
constitués en majeure partie d’activités de gestion du flot contrôle et de données, ainsi que de
communication avec les services Web requis et clients du processus. Dans la spécification WS-BPEL
2.0, la distinction est effectuée entre activités basiques et avancées de gestion du flot de contrôle :
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Figure 2.6 – Diagramme d’activité UML de la boucle for.
– Activités basiques : invoke permet d’appeler le port d’un service Web partenaire ; receive
permet de se mettre en attente de la réception d’un message ; reply correspond à la réponse
adressée au client du processus ; wait met le processus en attente pour un temps déterminé ;
assign permet d’affecter une valeur à une variable ; throw lève une exception traitée ou non au
sein du processus ; et finalement, empty qui correspond à une instruction sans effet.
– Activités avancées de gestion du flot de contrôle : flow exécute un ensemble d’activités de ma-
nière concurrente et reliées entre elles par des liens ; sequence exécute en séquence un ensemble
d’activités ; switch permet de sélectionner une branche d’activités parmi plusieurs, en fonction
de conditions ; while effectue des itérations jusqu’à satisfaction d’un critère, pick bloque le
processus jusqu’à ce qu’un événement spécifique se produise (réception d’un message, alarme
temporelle, etc.) ; scope définit une zone restreinte du processus permettant la définition de va-
riables, de fautes et de gestionnaires d’exception ; compensate permet d’invoquer un processus
de compensation d’exception.
Pour illustrer le plus simplement possible ces concepts, nous nous tournons vers l’inévitable
exemple ’HelloWorld !’ bien connu des informaticiens. Mais cette fois, l’affichage de la chaîne de ca-
ractères sera effectué grâce à un service Web (cf. le service que nous avons défini dans la section 2.1.2).
Le programme ’HelloWorld !’ est ici défini à l’aide du processus BPEL présenté dans l’extrait de
code 2.4 : la définition de la logique applicative se trouve effectivement dans le code BPEL, celle des
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<?xml version ="1.0" encoding ="UTF -8"?>
<process
xmlns ="http :// schemas.xmlsoap.org/ws /2003/03/ business -process /"
xmlns:print="http ://www.eclipse.org/tptp/choreography /2004/ engine/Print"
<import importType ="http :// schemas.xmlsoap.org/wsdl/"
location ="../../ test_bucket/service_libraries/tptp_EnginePrinterPort.wsdl"












<from ><literal >Hello World !</literal ></from >
<to >.value </to >
</copy >
</assign >
<invoke partnerLink =" printService" operation ="print" inputVariable =" hello_world" />
</process >
Code 2.4 – Extrait d’un processus métier basique au format BPEL.
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types des données dans des schémas XSD complémentaires, et celle des entrées/sorties du programme
dans les descriptions WSDL qui lui sont associées.
<import importType ="http :// schemas.xmlsoap.org/wsdl/"
location ="../../ test_bucket/service_libraries/tptp_EnginePrinterPort.wsdl"
namespace ="http ://www.eclipse.org/tptp/choreography /2004/ engine/Print" />
La déclaration import peut être utilisée pour importer des fichiers WSDL ou XSD externes au
sein du processus BPEL. Dans les deux cas, ce mécanisme permet de décorréler du fichier BPEL
des définitions tierces de types de données ou d’offres en termes de services qui peuvent alors être
partagées et réutilisées par plusieurs processus. Il est à noter que les fichiers WSDL disposent d’un
mécanisme similaire pour l’import de fichiers XSD ou même WSDL. Dans cet exemple, on référence




partnerRole =" printService "/>
</partnerLinks >
Les partnerLink sont utilisés en BPEL pour désigner les partenaires de la composition auxquels
on s’adresse. En l’occurrence il s’agit des services Web liés au processus : un partnerLink est indi-
rectement apparié à la définition d’un portType d’une offre de service au format WSDL, donc à un
service Web en particulier. Concrètement, cela signifie qu’un couplage fort entre services et processus
est établi lors de la définition de ces derniers, ce qui rend BPEL, en l’état, incompatible avec les
SSOAs, mais aussi avec une utilisation réellement dynamique d’annuaires.
Par ailleurs, les partnerLinks ne se limitent pas à désigner les entités auxquelles le processus
s’adresse : ils peuvent aussi décrire comment ces entités externes s’adresse à lui. En effet, n’oublions
pas qu’un processus métier, lors de son orchestration, est perçu lui aussi comme un service Web dans
son environnement. Dans la définition ci-dessus, un attribut partnerRole caractérise le service Web
auquel le processus va s’adresser ; il aurait aussi pu définir un second attribut myRole pointant vers





Les variables sont utilisées pour contenir les données au cours de l’exécution du processus BPEL.
Elles peuvent recueillir des valeurs XSD ou des messages WSDL. Dans l’exemple ci-dessus, une va-
riable ’hello_world’ est déclarée comme contenant pour des messages WSDL du type ’print :Print-
Message’. Ainsi, en lieu et place de l’attribut messageType, la variable aurait pu avoir un attribut
type spécifiant un type XSD simple (par exemple ’xsd:string’ ou ’xsd:interger’ ) ou complexe.
<assign >
<copy >
<from ><literal >Hello World !</literal ></from >




2.3. Propriétés et contraintes non-fonctionnelles de services
En BPEL, les variables sont manipulées lors de l’accès aux services Web externes (i.e. passage
d’arguments, stockage des valeurs de retours) ou par affectation directe. C’est ce dernier cas de
figure qui est illustré par l’extrait de code ci-dessus : un valeur littérale de chaîne de caractères
étant affectée à la variable ’hello_world’. En l’occurrence, la variable ’hello_world’ correspond à
un message WSDL disposant d’une partie ’value’ de type ’xsd:string’ que l’on référence ici par une
syntaxe XPATH classique (utilisation du séparateur ’.’ ).
<invoke partnerLink =" printService" operation ="print" inputVariable =" hello_world" />
L’activité invoke correspond à l’invocation d’un service Web spécifique. C’est à cet emplacement
que le processus BPEL transmet les données stockées dans la variable ’hello_world’ au service Web
partenaire pour effectuer leur affichage. Le partnerLink indique indirectement au moteur d’orches-
tration l’“adresse” du service Web à invoquer et, via l’attribut operation, laquelle de ses méthodes
doit être invoquée.
Ce que le service Web va effectivement réaliser et comment il va y parvenir n’est absolument
pas spécifié dans ce processus BPEL. Une infime partie de cette information est cependant indiquée
sous forme syntaxique dans l’offre de service au format WSDL que le processus référence (cf. l’offre
de service d’affichage précédemment définie dans la section 2.1.2). Dans un contexte SSOA, cette
information pourrait être significativement augmentée par l’utilisation de concepts ontologiques du
domaine au sein de l’offre de service.
<partnerLinkType name=" printLink">
<role name=" printService" portType ="tns:Print"/>
</partnerLinkType >
L’élément partnerLink vu précédemment, référence un partnerLinkType qui n’est pas défini dans
le fichier BPEL. Cet élément, défini dans l’extrait de code ci-dessus, doit être ajouté au fichier
WSDL’...tptp_EnginePrinterPort.wsdl’. Cependant, les partnerLinkTypes ne sont pas à proprement
parler des éléments de la spécification WSDL, mais bien de BPEL. C’est cette dernière spécification,
postérieure à WSDL, qui requiert qu’une instance de partnerLink soit forcément associée à un
portType WSDL spécifique. C’est l’élément partnerLinkType qui effectue cette association tout en
définissant le rôle de chaque pair impliqué en son sein : en l’occurrence, dans cet exemple, seul le
rôle ’printService’ du service Web doit être implanté.
Pour finir, il existe des alternatives à BPEL, malgré la sur-représentativité de ce dernier dans
notre contexte : citons à titre d’exemple YAWL [Van der Aalst et Ter Hofstede, 2005], qui se pré-
sente comme un langage relativement récent de “flot de travail”, fondé sur des principes issus des
réseaux de Petri [Petri et Reisig, 2008] et ayant pour objectif de couvrir la majeure partie des besoins
courants des modélisateurs en permettant d’intégrer et de se coupler à d’autres normes existantes.
La Fondation YAWL 11 met par ailleurs à disposition l’ensemble du canevas et des outils construits
autour du langage sous licence LGPL, ce qui pourrait contribuer à son succès sur le long terme.
2.3 Propriétés et contraintes non-fonctionnelles de services
Cette section a pour objet d’introduire les concepts de propriétés et contraintes non-
fonctionnelles de services, ainsi que celui de conformité entre offres et demandes de service.
11. http ://yawlfoundation.org/
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De par le caractère particulièrement concret de ces concepts, cette introduction passe en majeure
partie par la présentation les travaux les plus courants s’y référant. Ces derniers permettent ainsi
d’exprimer notamment, à une granularité et une précision plus ou moins élevée, les propriétés
non-fonctionnelles que peuvent exhiber certains services. Au degré le plus fin, il s’agit de typer et
classifier les propriétés elles-mêmes : de nombreux efforts en termes de taxonomies ou ontologies (cf.
section 2.3.1) ont été pratiqués à cet effet. A une granularité moindre, se pose par ailleurs la question
de l’articulation entre les propriétés non-fonctionnelles, ainsi que celle de leur évaluation par les
fournisseurs et consommateurs de services : ce rôle étant généralement assuré par l’abstraction de
contrat de service que nous détaillerons (cf. 2.3.3). Si ce manuscrit n’a cependant pas pour objet de
présenter une contribution scientifique directe sur ces notions, notre approche pour la composition
active de services repose sur ce contexte technique dans certaines de ses phases les plus amont, en
particulier lors du filtrage des services (cf. section 5.4).
Dans notre cadre SOA, la notion de propriété non-fonctionnelle d’un service est indissociable du
concept de Qualité de Service (“Quality of Service”, ou QoS). Afin de préciser cette notion, nous
proposons la définition contextuelle suivante :
Définition 4 (Propriété non-fonctionnelle). Les propriétés non-fonctionnelles (ou extra-fonctionnelles)
d’un service correspondent aux modalités de réalisation de ses fonctionnalités (ou propriétés fonc-
tionnelles), c’est-à-dire à l’ensemble de ses caractéristiques de Qualité de Service. Les valeurs de
QoS caractérisent la qualité du service telle que rendue à ses clients s’il s’agit de programmes
informatiques, ou perçue par ces derniers, s’il s’agit d’opérateurs humains.
A partir de cette première définition, il est possible de construire de manière incrémentale, celle
de contrainte non-fonctionnelle.
Définition 5 (Contrainte non-fonctionnelle). Une contrainte non-fonctionnelle correspond à une
exigence particulière d’un client d’un service, le plus souvent un processus métier, portant sur une
propriété non-fonctionnelle offerte par ce service. Les contraintes non-fonctionnelles sont communé-
ment regroupées au sein de déclarations établies par les consommateurs de services sur la base de leur
propres besoins et qui seront évalués sur la base des propriétés non-fonctionnelles des fournisseurs
de services. On parle alors le plus souvent, dans ce cas, de contrat ou politique de QoS.
Dans le contexte des SOA, la QoS devient ainsi une notion cruciale : avec la prolifération des
services (Web), elle constitue un critère décisif dans le choix d’un service approprié parmi des offres
de plus en plus compétitives et aux fonctionnalités souvent similaires. Dès lors elle constitue une
priorité pour les fournisseurs de services et leurs partenaires, puisque chaque service possède ses
propres caractéristiques de QoS, et chaque client possède des exigences spécifiques. Nous distinguons
alors deux grandes catégories de Qualité de Service :
– La QoS technique ; il s’agit le plus souvent de propriétés non-fonctionnelles réseau telles que
la latence ou la disponibilité. Les différentes taxonomies de QoS y font directement référence.
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– La QoS (du) domaine du système ; qui permet d’exprimer des propriétés non-fonctionnelles
selon des termes métiers. Leur définition est rendue possible notamment par l’utilisation d’on-
tologies métiers de QoS.
Ainsi, quelle que soit la spécification utilisée pour l’expression des propriétés et des contraintes
non-fonctionnelles des services, la problématique la plus courante à laquelle les travaux que nous
évoquons doivent faire face est celle du calcul de la conformité entre offres et demandes de services.
On dit alors d’une offre qu’elle est conforme à une demande de service si le service décrit par cette
offre peut être utilisé pour répondre à la demande initiale. La notion de conformité est donc liée à
celle de compatibilité ; ce qui donne en logique du premier ordre :
∀α, β Demande(α) ∧Offre(β) ∧Conforme(β, α) =⇒ Compatible(β, α)
Une offre et une demande sont alors compatibles si leur intersection est satisfiable :
∀α, β Demande(α) ∧Offre(β) ∧Compatible(β, α) =⇒ ¬(β ∧ α ⊆ ⊥)
Sachant que les offres et demandes de services peuvent être effectuées selon un point de vue
fonctionnel ou non-fonctionnel, la notion de conformité porte en elle-même les deux caractéristiques.
Une offre devra donc le plus souvent être simultanément conforme fonctionnellement (elle décrit
la fonctionnalité recherchée) et non-fonctionnellement (elle propose des caractéristiques de QoS ac-
ceptables dans la plage de valeurs spécifiées par la demande de service). Nous considérons alors la
conformité fonctionnelle comme préalable indispensable à la conformité non-fonctionnelle : il faut
s’assurer que le service est capable de fournir la fonctionnalité métier demandée avant même de
considérer les propriétés de QoS qui le caractérisent.
Il faut cependant noter que la notion de conformité peut varier en fonction des besoins et ap-
plications, ainsi que des outils mis en œuvre pour en effectuer le calcul. Dans un précédent ar-
ticle [Châtel, 2007a], nous présentons une définition de la conformité fonctionnelle se basant sur le
calcul d’héritage entre concepts ontologiques mais d’autres approches plus puissantes sont possibles
tel que le calcul de subsumption fourni par un raisonneur sur ontologies. Li et al. calculent ainsi le
degré de compatibilité entre offres et demandes et distinguent cinq types de relations entre concepts
ontologiques (exact, plugIn, subsume, intersection, disjoint) [Li et Horrocks, 2004].
2.3.1 Taxonomies et ontologies de QoS
Définition 6 (Taxonomie). Une taxonomie [Cumming, 2003] est une liste structurée ou arbre, sous
forme de hiérarchie avec les termes les plus généraux à son sommet. Les taxonomies furent utilisées
par les biologistes pour classifier les êtres vivants en espèces, familles, etc.
Idéalement, chaque élément (ou taxon) dans une taxonomie devrait être mutuellement exclusif
et non-ambigu. Pour chaque élément, les éléments plus précis ou plus généraux sont indiqués (s’ils
existent) et les éléments liés sémantiquement peuvent aussi être indiqués. Une taxonomie se distingue
des autres formes de classification telles que le dictionnaire contrôlé, la liste, le thésaurus ou les
ontologies.
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Il existe aussi une variante sur ce modèle appelée taxonomie polyhiérarchique : il s’agit d’une
taxonomie dont la structure est à mi-chemin entre une taxonomie classique et un thésaurus. Dans
ce type de taxonomie un même élément peut apparaître à plusieurs endroits simultanément, cela est
rendu possible par l’adjonction de dimensions additionnelles à la taxonomie.
Sabata et al. définissent une taxonomie pour la spécification de la QoS des différentes composantes
(des applications aux ressources) des systèmes répartis [Sabata et al., 1997]. Pour les auteurs, la QoS
est une combinaison entre métriques et politiques. Les métriques de QoS sont utilisées pour spécifier
les paramètres de performance, les besoins en termes de sécurité et l’importance relative de chaque
tâche du système. Dans cette taxonomie trois types de paramètres (propriétés) de performance sont
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Figure 2.7 – Taxonomie de QoS pour Sabata et al.
La figure 2.7 présente la taxonomie définie par Sabata et al. Elle est très simple et ne propose
pas de point d’extensions. Son utilisation est donc très limitée puisqu’elle n’offre pas à l’utilisateur
la possibilité de définir ses propres métriques à partir des métriques de base. De plus, dans cette
taxonomie les paramètres de QoS sont indissociables des métriques (il ne s’agit pourtant pas du même
concept) ce qui aurait tendance à indiquer que ces travaux ne considèrent que les QoS quantitatives.
Mokhtar et al. présentent une classification inspirée des travaux effectués par Sabata et al.
pour la spécification des propriétés de QoS dans les environnements AmI (“Ambient Intelligen-
ce”) [Ben Mokhtar et al., 2005]. Cette classification (cf. figure 2.8) est volontairement restreinte pour
faciliter le calcul des correspondances entre offre et demande dans ces environnements particulière-
ment limités en puissance de calcul. De même que dans les précédents travaux [Sabata et al., 1997],
les types de QoS sont fixés à l’avance par le canevas et ce dernier n’est pas capable de prendre en
compte des nouvelles dimensions définies par l’utilisateur (il cherche à optimiser des valeurs numé-
riques calculées à partir de formules arithmétiques définies pour chaque métrique de QoS). Cette
caractéristique n’est pas limitative dans le cadre des environnements AmI mais ce canevas n’est pas
suffisamment évolué pour apporter un réel gain de performance s’il était appliqué aux architectures
(S)SOA.
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Figure 2.8 – Catégories et dimensions de QoS dans les environnements AmI.
Définition 7 (Ontologie). Une ontologie est un modèle des entités et relations dans un domaine
spécifique. Elle se distingue d’une taxonomie dans la mesure où elle représente un modèle concep-
tuel (avec des connaissances plus complexes) voire une théorie logique (avec une représentation des
connaissances très riche, complexe, consistante et significative). Une ontologie dispose d’une sé-
mantique formelle, c’est-à-dire une théorie de modèle pour son langage. De ce fait, elle supporte
l’inférence via son modèle formel, et peut être décidable et solvable en fonction de son expressivité.
L’utilité de la définition d’une ontologie de QoS applicable à la caractérisation non-fonctionnelle
des services dans une architecture SOA a été étudiée à de très nombreuses reprises : en effet, son
utilisation constitue un moyen efficace pour introduire la “sémantique” dans les SOAs et les hisser
au rang de Semantic SOAs. De fait, par la définition d’un modèle commun des connaissances du
système, une ontologie de ce type permet :
– aux fournisseurs de services de publier la QoS offerte par leurs services selon une sémantique
partagée par tous ;
– aux consommateurs de spécifier de manière non-ambiguë leurs besoins en termes de Qualité
de Service ;
– au canevas de support des SSOAs de bénéficier des services offerts par les raisonneurs logiques
sur ontologies pour faciliter le calcul de conformité entre offres et demandes non-fonctionnelles
de services.
OWL-DL [McGuinness et al., 2004] est un langage de définition d’ontologies décidables parti-
culièrement répandu dans le domaine SSOA, et dont le modèle formel est fondé sur les Logiques
de Description (ou DL). Il introduit les notions de concepts (i.e. classes, entités), propriétés de
concepts (i.e. attributs, rôles) et de relations entre concepts (i.e. associations). Il permet d’effectuer
les inférences logiques suivantes, qui vont borner les raisonnements automatiques de certains tra-
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vaux présentés dans la suite de cette section : vérification de consistance, satisfiabilité des concepts,
classification et réalisation.
Cependant, le paradigme OWL s’avère inefficace pour raisonner sur des expressions numériques
de QoS (inéquations, valeurs mesurées, etc.) car les services d’inférence DL ne sont pas adaptés pour
traiter ce type de connaissance. Une approche multi-paradigmes semble donc nécessaire pour traiter
l’ensemble des types de connaissance qui cohabitent pour décrire non-fonctionnellement les acteurs
d’une architecture SOA : c’est en sens que les approches à base d’ontologies de QoS sont le plus
souvent associées à d’autres technologies telles que les contrats de service (cf. section 2.3.3).
Les travaux suivants, parmi les plus connus, définissent tous des ontologies (OWL ou non) pour
application dans un contexte non-fonctionnel :
WS-QoS
Tian et al. [Tian et al., 2003] définissent le canevas WS-QoS de support des contraintes de QoS
dans les SOA ; ce canevas inclut une ontologie de QoS afin de réaliser la sélection dynamique de
services Web en se fondant sur les besoins en termes de services ou de réseau. Cependant, les auteurs
de cette ontologie ont choisi de l’écrire dans un pseudo-langage fondé sur une structure XML, perdant
par la même occasion les avantages liés à l’utilisation de OWL (comme une sémantique bien claire
et les possibilités accrues de raisonnement logique).
DAML-QoS
L’ontologie DAML-QoS [Zhou et al., 2004] a été écrite en OWL et présente certains avantages,
notamment ses liens avec OWL-S utilisé pour décrire les services fonctionnellement. Initialement
développée avec DAML+OIL puis OWL 1.0, un de ses principaux problèmes était la mauvaise
utilisation qui était effectuée des contraintes de cardinalité OWL pour exprimer les bornes sur les
propriétés de QoS. Mais ce problème a pu être levé grâce à la meilleure expressivité de OWL 1.1 et
au support de la quantification sur les types des données.
Afin de permettre la définition et la mesure de la QoS dans un système, l’ontologie DAML-
QoS est organisée selon un principe de couches. Elle définit trois niveaux (ou étages) distincts dans
l’ontologie :
– le niveau de profil de la QoS ;
– le niveau de définition des propriétés de QoS ;
– le niveau des métriques.
QoSOnt
G. Dobson et al. ont travaillé sur QoSOnt [Dobson et al., 2005], une ontologie assez proche de
DAML-QoS, qui se concentre sur la définition de métriques et sur le calcul de correspondance entre
les besoins de QoS.
L’ontologie QoSOnt a été définie de manière suffisamment générique pour permettre son extension
dans les cas particuliers, elle reste ainsi indépendante de toute vision particulière de la QoS. De plus,
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elle est organisée sous forme de plusieurs couches afin de favoriser son extensibilité et sa réutilisabilité.
Les couches les plus hautes sont fondées sur les couches les plus basses, on peut descendre ainsi à
partir des couches domaine (par exemple network et service) jusqu’aux concepts de base de QoS.
La couche la plus haute, Usage Domains, permet de lier les attributs de QoS définis dans la couche
inférieure aux différents domaines d’application qui y sont définis. Cependant, comme pour WS-QoS,
les auteurs ont défini leur ontologie dans un pseudo-langage fondé sur une structure XML.
Synthèse
Des ces différents travaux, il ressort que de nombreuses ontologies ont déjà été définies pour
l’expression des notions de Qualité de Service. Les concepts qu’elles proposent sont à des niveaux
d’abstractions les plus divers, cependant, de par la nature même des ontologies, il est toujours
possible de dériver ses propres concepts “métiers” de classes déjà existantes. En conséquence de quoi,
en cas de nouveau besoin en terme d’ontologie, il apparaît peu pertinent de développer ses propres
modèles en partant de zéro, mais bien au contraire de se fonder, sinon de s’inspirer de l’existant.
Par ailleurs, il est possible de s’interroger sur le lien entre ontologies et normes (ou standards).
En effet, si un standard de description des QoS (par nature généraliste) venait à s’imposer, l’utilisa-
tion d’une ontologie (permettant à tout à chacun de définir ses propres sous-concepts spécifiquement
adaptés à ses propres besoins) ne saurait alors être recommandée, et ce malgré sa plus grande sou-
plesse. A l’inverse, si une ontologie était capable de définir un ensemble de connaissances communes
et fixées, pourquoi ne pas en faire alors une norme ? Si cette vision, volontairement dichotomique,
peut sembler sans rapport avec la complexités des canevas logiciels faisant intervenir simultanément
de multiples technologies, elle illustre cependant bien le rapport ambiguë entretenue par les deux
approches, en particulier dans le monde de l’industrie qui à historiquement favorisée les approches
normatives pour des raisons le plus souvent commerciales. Dans le contexte (S)SOA, de part la
diversité des intervenants et la difficulté intrinsèque d’obtenir un accord entre eux, les ontologies se
présentent donc, par leur souplesse, comme une solution à fort potentiel, mais qui induit la nécessité
d’effectuer des calculs de correspondance sémantique.
2.3.2 Politiques
Définition 8 (Politique). Une politique est utilisée pour réguler le comportement des composants
d’un système sans avoir à changer leur code ni nécessiter l’accord ou la coopération des composants
impliqués. Elles guident les entités au sein d’un domaine sur leur façon d’agir en fournissant des
règles sur leur comportement. En changeant de politique, un système peut être ajusté aux variations
des contraintes externes qui lui sont imposées et aux conditions de l’environnement.
De nombreuses alternatives technologiques
“Web Service Policy Framework” (WS-Policy) [Bajaj et al., 2006] est un canevas multi-usages
pour la description des propriétés, besoins et caractéristiques générales des entités de l’architecture
SOA. Là où WSDL permet la représentation des aspects fonctionnels d’un service, WS-Policy est
utilisé pour la représentation de ses attributs non-fonctionnels. Cette spécification se présente donc
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comme un complément de WSDL et non comme un remplaçant. WS-Policy définit un ensemble
basique de constructions en XML qui peuvent être utilisées et étendues par d’autres spécifications de
services Web pour décrire un ensemble de propriétés et besoins et servir de point de départ au calcul
de correspondance. Dans ce langage, une politique est définie comme une collection d’alternatives.
Chaque alternative est une collection d’assertions utilisées pour représenter un besoin, une propriété
ou un comportement d’un service Web et peut avoir un nombre indéfini d’attributs et de fils.
SemPolicy [Verma et al., 2005] est une spécification de représentation des contraintes et des
propriétés non-fonctionnelles des services Web qui est une extension de WS-Policy intégrant des
expressions sémantiques extraites d’ontologies non-fonctionnelles. Elle se fonde sur le postulat que
le manque de sémantique dans les politiques diminue l’efficacité du calcul de compatibilité entre les
politiques, et propose alors l’utilisation conjointe d’ontologies et de règles SWRL pour effectuer ce
calcul. Une ontologie OWL de WS-Policy a été mise au point (sorte de méta-modèle de WS-Policy)
ainsi chaque politique peut être chargée dans le système comme une instance de cette ontologie.
On retrouve par ailleurs cette idée d’utiliser des ontologies dans les travaux de Uszok et al.
sur la gestion des contrats et des politiques pour les services Web sémantiques [Uszok et al., 2004,
Tonti et al., 2003]. KaoS se présente comme un système complet pour la spécification, la gestion,
l’analyse et l’application de politiques représentées en OWL. Il provient de recherches effectuées
initialement dans le cadre des applications à agents logiciels et du “grid computing”.
Une politique KAoS est une déclaration contraignant l’exécution d’un type particulier d’action
par un ou plusieurs acteurs en fonction de différents aspects d’une situation donnée : une action est
définie comme une classe ontologique utilisée pour clarifier les instances d’actions qui sont souhaitées
ou en cours d’exécution. KaOS utilise par ailleurs des concepts issus d’ontologies (encodées en OWL)
pour construire les politiques.
Suivant une philosophie générale similaire, le langage Rei [Kagal, 2002] de spécification de poli-
tique est fondé sur une combinaison de OWL-Lite, variables logiques et de règles. L’expression de
relations est possible car Rei est basé sur la Logique du 1er Ordre qui apporte cette capacité par
rapport à la Logique Propositionnelle. Le langage Rei définit ainsi plusieurs ontologies basiques indé-
pendantes de tout domaine mais va aussi nécessiter des ontologies métiers, définissant des concepts
liés au domaine d’application de chaque politique. Les ontologies basiques sont, tout comme pour
KAoS, extensibles par le modélisateur.
Synthèse
Les politiques mettent en exergue l’importance d’une régulation du comportement des systèmes
en fonction de multiples contraintes, en particulier non-fonctionnelles. Les travaux effectués sur le
sujet sont là aussi particulièrement riches et nombreux. Cependant, ils s’inscrivent le plus souvent
dans une approche relativement statique de l’adaptation du comportement des composants de ces
systèmes, par rapport aux conditions de l’environnement. Dans un contexte SSOA où les composants
sont effectivement des services, les variations ne correspondent toutefois pas à de grandes tendances
environnementales répertoriées desquelles ils est aisément possible de pré-établir des politiques, mais
à une multitudes de variations et changements locaux en terme de QoS de chacun de ces services,
ainsi que de leur apparition et disparition fréquente au court du cycle de vie d’un même processus
métier (en particulier pour le type de processus métiers mis à l’œuvre dans notre cas d’utilisation au
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chapitre 4). Ces contraintes spécifiques nécessitent alors la mise en place d’une approche adaptée,
particulièrement dynamique.
2.3.3 Contrats de Qualité de Service
Il est possible de voir les contrats comme un regroupement d’assertions sur les propriétés d’un
programme. Chacune d’elle constitue alors une expression booléenne à satisfaire pour son exécu-
tion [Floyd, 1967, Hoare, 1969]. Pour la suite de ces travaux, nous proposons cette vision communé-
ment admise des contrats :
Définition 9 (Contrat de Qualité de Service). Dans un contrat de Qualité de Service (ou SLA,
“Service Level Agreement”), les contraintes non-fonctionnelles sont rattachées aux entités qu’elles
caractérisent via des préconditions, effets, post-conditions ou invariants dans le cadre de la modéli-
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Figure 2.9 – Les 4 niveaux de contrats selon Beugnard et al.
Des travaux reconnus de l’ENST/Irisa [Beugnard et al., 1999] établissent une classification en
quatre niveaux (cf. figure 2.9) des différentes formes de contrat pour les architectures à base de
composants. Dans cette classification, les contrats sont rangés par degré de “négociabilité” : en
partant des contrats non-négociables jusqu’aux contrats négociables à l’exécution du système.
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Dans cette section, nous nous intéressons tout particulièrement aux contrats de Qualité de Service
(niveau IV) dans les architectures SOA, mais nous aborderons aussi ceux applicables aux architec-
tures à base de composants logiciels qui pourraient éventuellement être adaptés aux SOAs. En effet,
contrairement aux spécifications bien établies dans le domaine fonctionnel des services Web (par
exemple WSDL, SOAP ou UDDI), il n’existe pas de standards officiellement reconnus comme tels
en ce qui concerne la description et l’établissement des contraintes de QoS.
GCCL
Malenfant et al. ont mis au point le langage de contrat GCCL (“Generalized Common Contract
Language”) pour répondre à certaines problématiques liées à l’assemblage des composant et au
calcul de leur correspondance fonctionnelle et non fonctionnelle par rapport aux contrats éta-
blis. [Malenfant et al., 2002]. Ce travaux permettent en fait une adaptation de la programmation
contractuelle au domaine du Génie Logiciel des composants et on pour objectif de fournir le moyen :
– d’exprimer des besoins fonctionnels et non fonctionnels ainsi que définir leur sémantique. Pour
ce faire, il fait principalement usage de pré, post conditions et d’invariants ;
– de certifier la justesse d’une composition d’un ensemble de composants ;
– de vérifier, à l’exécution, que les composants et le canevas honorent leurs obligations contrac-
tuelles.
De QML à CQML+
QML (“QoS Modeling Language”) [Frølund et Koistinen, 1998b] permet la spécification de
contraintes non-fonctionnelles. Ce langage présente une approche contractuelle basée sur les trois
entités suivantes : les types de contrats, les contrats et les profils. En QML, les aspects non-
fonctionnels sont décrits en spécifiant les niveaux attendus de qualité : on cherche ainsi à déterminer
si une valeur est préférable à une autre de manière à inférer les compatibilités entre contrats. La
vérification de compatibilité des contraintes non-fonctionnelles d’une architecture peut ainsi être
effectuée statiquement, avant exécution. Cette approche statique limite directement l’adaptabilité
de ces architectures à l’exécution.
Par la suite, CQML [Aagedal, 2001], suivi de CQML+ [Rottger et Zschaler, 2003] vont succes-
sivement bâtir sur les fondations posées par QML. Ces travaux vont respectivement introduire la
notion de catégorie comme brique de base de la spécification de QoS, puis celle d’un véritable méta-
modèle d’exécution dans le cadre duquel les contrats peuvent être définies. Il s’agit là d’un premier
pas vers une approche plus dynamique pour leur vérification.
WS-Agreement
La spécification WS-Agreement définit un langage de syntaxe XML, ainsi qu’un un protocole
pour capturer la relation entre un consommateur et un producteur de service [Andrieux et al., 2004] :
chaque SLA va définir un ou plusieurs SLO (“Service Level Objective”) qui indiquent les besoins et les
compétences de tout participant à l’accord de service, relativement à la disponibilité de ses ressources
et la qualité de son service.
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Dans le canevas WS-Agreement, un contrat est le résultat d’une première étape de négociation
entre producteur et consommateur de service. Cette négociation est rendue possible par l’offre par
un fournisseur de plusieurs niveaux non-fonctionnels de service (appelés templates) au sein d’une
même spécification : par exemple, un producteur de service pourra indiquer qu’il offre différents
niveaux possibles de QoS dans son contrat ; à la charge du consommateur de choisir une offre en
fonction de ces propres capacités et des contraintes qu’il devra respecter par rapport au producteur.
Synthèse
Les évolutions technologiques récentes en terme de contrats (par exemple WS-Agreement) sont
souvent liées à celles des SOAs. De ce fait, elle se révèlent comme un support intéressant pour la
spécification de contraintes non-fonctionnelles de services. Cependant, une approche de composition
uniquement fondée sur les contrats ne saurait répondre à toutes les facettes de la problématique que
nous avons levée dans l’introduction de ce manuscrit, pour notre contexte : en effet, les contrats sont
particulièrement focalisés sur les étapes de définition et de négociation des besoins entre consomma-
teurs et fournisseurs de services, mais restent habituellement muets quant aux mécanismes à mettre
en œuvre, à l’exécution, pour traiter les évolutions en terme de Qualité de Service, quand bien même
celles si seraient cantonnés aux bornes acceptables décrites dans lesdits contrats.
2.4 Conclusion
Dans ce premier chapitre de contexte, nous avons effectué un panorama des différentes solutions
techniques déjà à notre disposition pour l’implantation des solutions à la problématique détourée
lors de l’introduction de ce manuscrit. Sans être exhaustif, il nous permet de poser les éléments
(qui nous seront utiles par la suite) de service Web, de SSOA ainsi que de contrats de Qualité de
Service. Ce chapitre met aussi en avant les absences auxquelles nos contributions devront répondre,
notamment en terme de coordination agile (c’est-à-dire active et utile) de services. Ce sentiment
devrait être conforté par l’état de l’art (cf. section 3.3), plus spécifique, que nous effectuons au
chapitre suivant sur la composition dynamique de services sous contraintes non-fonctionnelles. Pour
finir, si nous avons été ici amenés à balayer un champ technologique plus large que le sous-ensemble
qui sera effectivement utilisé dans le cadre général de nos travaux, cette approche a été motivée par
la nécessité d’assurer une compatibilité la plus large possible à l’implantation.
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Ce chapitre introduit les travaux connexes aux contributions scientifiques développées dans cettethèse. Il s’agit de contributions majeures représentant l’état de l’art dans les domaines du
raisonnement fondé sur une approche linguistique (cf. section 3.1), de la modélisation compacte
de préférence (cf. section 3.2) et de la composition dynamique de services sous contraintes non-
fonctionnelles (cf. section 3.3).
3.1 De l’approche linguistique pour raisonner
Tel que nous l’avons précédemment évoqué dans l’introduction de ce manuscrit, un élément que
nous avançons en réponse à la problématique de mise en œuvre d’une composition agile de services
consiste à mettre au point un modèle qualitatif de préférences utilisateur. Ces préférences seront
employées, lors d’un processus de décision multi-critères, pour maximiser l’utilité des liaisons entre
producteurs et consommateurs de services.
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Plusieurs approches sont envisageables pour effectuer cette décision [Gonzales et Perny, 2005,
Boutilier et al., 2004, Brafman et Domshlak, 2002, Herrera et al., 2009], dont certaines qui utilisent
conjointement des notions issues de la logique floue et du calcul avec les mots (“Computing with
Words” ou CW), notions assez proches l’une de l’autre [Zadeh, 1996].
Etant donné que nous avons vocation à gérer l’imprécision des perceptions utilisateur lors de
l’élicitation des préférences qualitatives, il semble nécessaire d’introduire en premier lieu, dans cette
section, les concepts théoriques et computationnels qui sous-tendent la prise en compte de ces as-
pects qualitatifs et subjectifs par une approche linguistique. Nous détaillerons ainsi en 3.1.1 certains
concepts propres à une modélisation floue des concepts, avant de nous attarder sur le raisonnement
qu’il est possible d’y appliquer dans la sous-section 3.1.2, puis, en 3.1.3, nous établirons une liste
non-exhaustive des formalismes se fondant sur la notion de 2-tuple.
3.1.1 Modélisation floue des concepts
L’approche linguistique représente les aspects qualitatifs sous forme de valeurs exprimées, par
le biais de variables linguistiques [Zadeh, 1975]. Des descripteurs linguistiques appropriés doivent
être choisis pour former l’ensemble des termes ainsi que leur sémantique. L’univers du discours sur
lequel l’ensemble des termes est défini peut être arbitraire mais est, en pratique, souvent ramené à
[0, p] où p = 1. Par ailleurs, les ensembles de termes à cardinalité impaire, généralement 5, 7 ou 9,
sont préférés [Delgado et al., 1993, Herrera et Martínez, 2000], le terme médian est alors évalué à
“approximativement 0.5” et les autres termes placés symétriquement autour de lui.
Par exemple, un ensemble de 5 termes T pourrait être défini tel que : T = {s0 : very low , s1 :
low , s2 : medium, s3 : high, s4 : very high}.
Selon un modèle de calcul linguistique purement symbolique [Yager, 1981], il est aussi re-
quis que soient définis sur cet ensemble l’opérateur de négation Neg, et les opérateurs max et
min [Herrera et Martínez, 2000] de telle sorte que :
1. Neg(si) = sj tel que j = g − i (où g + 1 est la cardinalité),
2. max(si, sj) = si if si ≥ sj ,
3. min(si, sj) = si if si ≤ sj .
Cependant, dans le cadre d’une modélisation floue des concepts, la sémantique des termes est
donnée par leurs fonctions d’appartenance, selon la théorie des sous-ensembles flous. Ainsi, des fonc-
tions trapézoïdales linéaires par morceaux (et même triangulaires) sont le plus souvent considérées
comme suffisantes pour capturer l’imprécision des perceptions utilisateur.
Nous reproduisons ci-dessous certains concepts fondateurs de cette théorie de référence, ainsi
que les notations que nous allons utiliser, tous issus de l’ouvrage de référence de Bouchon-
Meunier [Bouchon-Meunier, 1995].
– Soit F (X) l’ensemble de tous les sous-ensembles flous (SEF) de X (ensemble de référence,
encore appelé domaine ou univers).
– Soit A un sous-ensemble flou de X, appartenant à F (X). A est caractérisé par sa fonction
d’appartenance notée fA(x), pour tout x ∈ X, c’est-à-dire fA : X → [0, 1]. La figure 3.1
montre un exemple de fonction d’appartenance de forme quelconque.
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Figure 3.1 – Exemple de fonction d’appartenance du sous-ensemble flou A.





Dans l’exemple de la figure 3.1, h(A) vaut 1.
– Un sous-ensemble flou est dit normalisé si sa hauteur vaut 1.
– On note Noy(A) le noyau de A qui correspond à toutes les valeurs x de X pour lesquelles
fA(x) = 1.
– On note Supp(A) le support de A qui correspond à toutes les valeurs x de X pour lesquelles
fA(x) 6= 0.
– Pour représenter le sous-ensemble flou A ∈ F (X), on note
A =
∑




– On appelle intervalle flou un sous-ensemble flou convexe, normalisé. Dans la figure 3.1, A est
un intervalle flou.
– On appelle nombre flou un intervalle flou dont le noyau est réduit à un point.
– On appelle intervalle flou de type L-R ou sous-ensemble flou trapézoïdal un intervalle flou dont
la fonction d’appartenance est définie entièrement grâce à des droites.
Plus précisément, soient quatre paramètres réels (m,m′, a, b), a et b étant strictement positifs,
et deux fonctions, notées L et R (pour Left et Right), définies sur l’ensemble des réels positifs,
à valeurs dans [0, 1], semi-continues supérieurement, telles que L(0) = R(0) = 1, L(1) = 0
ou ∀x ∈]0, 1[, L(x) > 0, avec limx→∞ L(x) = 0, R(1) = 0 ou ∀x ∈]0, 1[, R(x) > 0 avec
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L((m− x)/a) si x ≤ m
1 si m < x < m′
R((x−m′)/b) si x ≥ m′
– On appelle nombre flou de type L-R ou sous-ensemble flou triangulaire un intervalle flou de
type L-R dont le noyau est réduit à un point, c’est-à-dire, pour lequel m et m′ sont confondus.
– Soient A et B deux sous-ensembles flous de X. L’intersection de A et B est le sous-ensemble
flou C, noté A ∩B, tel que :
∀x ∈ X, fC(x) = min(fA(x), fB(x))
– Soient A et B deux sous-ensembles flous de X. L’union de A et B est le sous-ensemble flou
D, noté A ∪B, tel que :
∀x ∈ X, fD(x) = max(fA(x), fB(x))
– Pour l’intersection et l’union, les opérateurs choisis par défaut sont min et max, mais d’autres
sont possibles : plus généralement, il peut s’agir en fait d’une norme triangulaire (t-norme,
notée >) et d’une conorme triangulaire (t-conorme, notée ⊥) respectivement.
– Une t-norme est une fonction > : [0, 1]× [0, 1]→ [0, 1] telle que ∀x, y, z ∈ [0, 1] :
– >(x, y) = >(y, x) (commutativité)
– >(x,>(y, z)) = >(>(x, y), z) (associativité)
– >(x, y) ≤ >(z, t) si x ≤ z et y ≤ t (monotonie)
– >(x, 1) = x (1 est élément neutre)
Les fonctions suivantes respectent ces propriétés : min(x, y), x.y et max(x+ y − 1, 0).
– Une t-cornorme est une fonction ⊥ : [0, 1]× [0, 1]→ [0, 1] telle que ∀x, y, z ∈ [0, 1] :
– ⊥(x, y) = ⊥(y, x) (commutativité)
– ⊥(x,⊥(y, z)) = ⊥(⊥(x, y), z) (associativité)
– ⊥(x, y) ≤ ⊥(z, t) si x ≤ z et y ≤ t (monotonie)
– ⊥(x, 0) = x (0 est élément neutre)
Les fonctions suivantes respectent ces propriétés : max(x, y), x+ y − x.y et min(x+ y, 1).
– Une relation floue R entre r ensembles de référence X1, X2, . . . Xr est un sous-ensemble flou
de X1 ×X2 . . . ×Xr, de fonction d’appartenance fR.
– Si X = Y , une relation floue R définie sur les deux univers X et Y est une relation binaire
floue définie sur X.
– La composition de deux relations floues R1 sur X × Y et R2 sur Y × Z définit une relation
floue R = R1 ◦ R2 sur X × Z de fonction d’appartenance définie par :
∀(x, z) ∈ X × Z, fR(x, z) = sup
y∈Y
min(fR1(x, y), fR2(y, z))
– Une variable linguistique est représentée par un triplet (V,X, TV ) tel que V est le nom de
la variable, X est l’univers des valeurs prises par V , TV = {A1, A2, ...} est l’ensemble des
SEF de X utilisés pour caractériser V . Par exemple (Bande-Passante, [0, 1], {Faible, Moyenne,
Haute}).
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– Un modificateur linguistique est un opérateurmod qui permet de passer d’un SEF A à un autre
SEFmod(A) dont la fonction d’appartenance est fmod(A) = tmod(fA) avec t une transformation
mathématique.
– On appelle proposition floue élémentaire la qualification “V est A” d’une variable linguistique
(V,X, TV ), où A est un SEF de TV ou de mod(TV ), avec mod un modificateur linguistique de
TV . La valeur de vérité pA de “V est A” est la fonction d’appartenance de A fA.
– On appelle proposition floue générale la composition de propositions floues élémentaires de va-
riables linguistiques qui peuvent être distinctes. Sa valeur de vérité p correspond à l’agrégation
des valeurs de vérité pA et pB de chaque proposition floue élémentaire.
– Exemple 1 : “V est A et W est B” : pA∧B = min(pA, pB)
– Exemple 2 : “V est A ou W est B” : pA∨B = max(pA, pB)
– p =⇒ q équivaut, en logique classique, à ¬p ∨ q. En logique floue, il n’y a pas une seule
définition de l’implication. Par exemple, l’extension de la définition précédente est appelée
l’implication de Kleene-Dienes et équivaut à max(1− fA(x), fB(y)).
– L’implication “V est A =⇒ W est B” entre deux propositions floues se lit “si V est A alors
W est B”.
– L’implication entre deux propositions floues est elle-même une proposition floue dont la
valeur de vérité est donnée, pour une fonction Φ de [0, 1] × [0, 1] → [0, 1], par la fonction
d’appartenance fR d’une relation floue R entre X et Y telle que :
∀x ∈ X,∀y ∈ Y, fR(x, y) = Φ(fA(x), fB(y))
– L’implication décrit le lien causal entre “V est A” et “W et B”.
– Un partitionnement flou consiste à définir n SEF Fi de façon à recouvrir X. C’est-à-dire que
pour tout x de X, il faut assurer une appartenance minimale  à l’union des SEF :
∀x ∈ X, fF1(x) ∨ ... ∨ fFi(x) ∨ ... ∨ fFn(x) ≥ ε
La figure 3.2 expose, à titre d’exemple, un partitionnement flou de la température en trois
SEF distincts : Froid, Tempéré, Chaud.
– On appelle fuzzification le processus qui consiste à attribuer à la valeur réelle d’une entrée
donnée sa fonction d’appartenance à chacune des classes préalablement définies, par exemple,
par un partitionnement flou. On effectue donc une transformation de l’entrée réelle en un SEF.
La fuzzification consiste à associer à une mesure de la variable x0 une fonction d’appartenance
par le biais d’un opérateur de fuzzification. Son choix est conditionné par la nature de la
mesure : si elle est exacte (précise), on obtient un SEF singleton (cf. figure 3.3) ; sinon, le SEF
peut être de forme triangulaire f(x) = max(0, 1 − |x−x0| ) (cf. figure 3.4), trapézoïdale (cf.
figure 3.5), etc.
– Soit A un SEF, on appelle défuzzification le passage inverse de A à une valeur réelle. On
considère alors, à titre d’exemple, A comme représenté par la figure 3.6, et illustre quatre
méthodes de défuzzification :
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Figure 3.3 – Fuzzification par SEF singleton.
2. Moyenne des maxima (cf. figure 3.8).








4. Calcul du barycentre pour un univers X (cf. figure 3.10) :
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Figure 3.4 – Fuzzification par SEF triangulaire.












Figure 3.5 – Fuzzification par SEF trapézoïdal.
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Figure 3.6 – Un SEF A à défuzzifier.
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Figure 3.7 – Défuzzification de A : principe du maximum.
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Figure 3.8 – Défuzzification de A : moyenne des maxima.
3.1.2 Raisonnement flou
Toujours en nous fondant sur les notions avancées par l’ouvrage de référence de Bouchon-Meunier
[Bouchon-Meunier, 1995], nous nous attardons maintenant sur le processus de raisonnement qu’il est
possible d’effectuer dans ce domaine.
Il existe un nombre important d’implications floues qui portent le plus souvent le nom de leur
créateur : Kleene-Dienes évoqué ci-dessus, Reichenbach, Lukasiewicz, etc. Ces différentes implications
floues se traduisent par autant de fonctions d’appartenance distinctes, par exemple :
– Lukasiewicz : Φ(fA(x), fB(y)) = min(1− fA(x) + fB(y), 1).
– Mamdani : Φ(fA(x), fB(y)) = min(fA(x), fB(y)).
“Le Modus ponens, ou détachement, est une figure du raisonnement en logique classique concer-
nant l’implication. Elle consiste à affirmer une implication (“si Prémisse alors Conclusion”) et à
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Figure 3.9 – Défuzzification de A : égalité des intégrales.
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Figure 3.10 – Défuzzification de A : calcul du barycentre.
poser ensuite l’antécédent (“or, Prémisse observé”) pour en déduire le conséquent (“donc Conclu-
sion”). Le terme Modus ponens (ou plus exactement Modus ponendo ponens) vient de ce que l’on
pose A (ponens est le participe présent de verbe latin ponere, poser) afin d’en tirer la conclusion.”
(Wikipedia)
Cette règle primitive du raisonnement en logique classique a été étendue aux propositions floues,
elle porte alors le nom deModus ponens généralisé, ou MPG [Zadeh, 1975]. Ainsi, pour deux variables
linguistiques (V,X, TV ) et (W,Y, TW ), on peut poser la règle floue “V est A =⇒ W est B” dont on
peut déduire, lorsqu’elle est suivie d’une observation floue “V est A′”, un conséquent “W est B′”.
Dès lors que les fonctions d’appartenance fA, fB sont connues, ainsi que fA′ qui représente
l’observation, on va rechercher la valeur de fB′(y), ∀y ∈ Y . Le MPG permet en effet de combiner la
règle floue avec l’observation “V est A′” pour construire la conclusion B′. L’opérateur > de MPG
(une fonction de [0, 1] × [0, 1] dans [0, 1]) permet de combiner fR et fA′ : > est une T-norme liée
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à fR pour que le MPG soit compatible avec le Modus ponens de la logique classique, donc > et R
doivent être compatibles. On a alors :
∀y ∈ Y : fB′ = sup
x∈X
>(fR(x, y), fA′(x))
Un exemple d’opérateur de MPG, fondé sur l’implication floue de Lukasiewicz, qui pourrait alors
être utilisé serait :
∀u, v ∈ [0, 1],>(u, v) = max(u+ v − 1, 0)
3.1.3 Formalismes à base de 2-tuples
L’utilisation de variables linguistiques implique un processus de calcul avec les mots pour traiter
leur fusion, agrégation, comparaison, etc. Pour effectuer ces calculs, différents modèles ont été pro-
posés, tels que le modèle sémantique [Degani et Bortolan, 1988], symbolique [Delgado et al., 1993,
Truck et Akdag, 2006], ou linguistique [Herrera et Martínez, 2000].
Lors de calculs avec des nombres, le résultat obtenu est toujours exprimable dans l’intervalle
de départ, étant donné que celui-ci est continu. Lors de calculs avec des mots, le résultat obtenu
est une valeur artificielle (“virtual linguistic term” [Xu, 2004]) qu’il faut exprimer dans l’intervalle
(nécessairement discret) de départ. Or, sauf si le résultat “tombe juste”, une approximation sera
nécessaire. Ainsi, certains modèles ont cherché à exprimer ce résultat sans perte de précision.
Par exemple, l’approche de Truck et Akdag envisage des 2-tuples constitués d’un symbole et d’un
ensemble de symboles (ensemble discret) et gère la perte de précision en changeant itérativement la
granularité de cet ensemble [Truck et Akdag, 2006]. Les auteurs expriment la précision grâce à des
modificateurs symboliques.
L’approche de Wang et Hao considère des 2-tuples définis sur des intervalles continus. Ces couples
sont constitués d’un terme linguistique, représenté par un SEF triangulaire, et d’une proportion
symbolique [Wang et Hao, 2006]. C’est cette dernière qui endosse la perte de précision.
S1S0 S2 S3 S4
α = -0.3
Figure 3.11 – Déplacement latéral d’une étiquette linguistique ⇒ 2-tuple (s2,−0.3).
L’approche de Herrera et Martínez qui a sous-tendu celle de Wang et Hao est assez similaire,
sauf que les auteurs expriment l’écart entre le résultat de l’agrégation et la valeur linguistique la
50
3.2. De la modélisation compacte de préférences
plus proche dans l’ensemble de départ par une translation symbolique [Herrera et Martínez, 2000].
Leur modèle computationnel est fondé sur le principe d’extension, c’est-à-dire qu’ils étendent les
agrégateurs classiques (addition, moyenne, etc.) à des agrégateurs ad hoc, dédiés à leurs 2-tuples.
Ainsi, pour un terme linguistique donné, leur modèle fournit une paire (SEF, déplacement) = (si, αi)
avec αi ∈ [−0.5, 0.5[ tel que peut être vu sur la figure 3.11, où le 2-tuple obtenu est (s2,−0.3).
De fait, grâce à la préservation du déplacement dans le tuple, ce modèle computationnel permet de
conduire le processus de calcul avec des mots aisément et sans perte d’information.
Cette représentation sur intervalles continus, et la distribution uniforme des valeurs linguistiques
sur l’ensemble de définition qui en découle, est la garante du modèle 2-tuple : il est ainsi toujours
possible de déterminer la valeur linguistique la plus proche à partir d’un déplacement sur [−0.5, 0.5[.
Une solution au problème posé alors par la distribution non-uniforme des termes sur une échelle est
amenée par l’introduction de hiérarchies linguistiques qui permettent la formalisation des différentes
fonctions d’appartenance hétérogènes qui leurs sont associées [Herrera et al., 2008] sur des échelles
respectives où le modèle 2-tuple peut s’appliquer. Les travaux de Jiang et al. pour la modélisation
d’environnements multi-granulaires permettent aussi de lever cet obstacle [Jiang et al., 2008].
3.2 De la modélisation compacte de préférences
C’est notamment par le développement des systèmes interactifs d’aide à la décision ainsi que par
celui des systèmes autonomes dans la décision (mais qui nécessitent d’être préalablement “calibrés”,
nos travaux s’insérant dans cette deuxième catégorie), qu’un besoin en termes de modèles permettant
de manipuler et de raisonner sur la préférence des utilisateurs s’est manifesté.
Par conséquent, des travaux en théorie de la décision se sont penchés sur la problématique de
l’obtention d’un juste compromis entre deux aspects parfois opposés de la représentation compacte
de ces préférences : d’une part, la nécessité de mettre au point des modèles riches en termes d’ex-
pressivité et flexibilité ; et d’autre part, un besoin plus pragmatique en termes de simplicité lors de
leur élicitation, ainsi que d’efficacité lors de la résolution de problèmes d’optimisation fondés sur ces
préférences. Dans notre contexte SSOA, ces contraintes sont d’autant plus présentes que les systèmes
répartis fondés sur ces architectures doivent répondre d’une certaine réactivité et facilité d’utilisa-
tion. Elles nous ont alors naturellement amenés à considérer avec intérêt les modèles pré-existant de
préférences linguistiques (cf. section 3.2.1) et compactes, comme les réseaux GAI (cf. section 3.2.3)
ou les *CP-nets (cf. section 3.2.2).
3.2.1 Modèles linguistiques
Prendre une décision sur la base de préférences utilisateur est, le plus souvent, un problème de
décision multi-critères. Or, ces dernières années, plusieurs modèles linguistiques de calcul ont pu
être appliqués au champ de la décision sur critères multiples, et une certaine notion du concept
de préférence en émerger. Herrera et al. établissent ainsi qu’il existe plusieurs étapes relatives à
la résolution de problèmes de décision multi-critères par la méthodologie CW, lorsque l’on dispose
d’informations linguistiques spécifiques [Herrera et al., 2009]. L’injection de préférences établies par
des experts fait partie intégrante de ces étapes qui sont au nombre de cinq :
1. la définition du problème ;
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2. l’analyse d’un problème ;
3. l’identification de solutions alternatives ;
4. l’intervention d’experts et/ou critères distincts dans la décision. C’est lors de cette étape que
les préférences par lesquelles les solutions peuvent être évaluées entrent en jeu ;
5. pour finir, la sélection de la meilleure solution.
Dans le cadre d’une analyse classique d’un problème en décision floue, la dernière étape, ef-
fectuée en multi-critères ou sur la base d’un groupe d’experts, est subdivisée en deux phases dis-
tinctes [Roubens, 1997] : l’agrégation des valeurs de performance (d’utilité) établies sur la base des
multiples critères ou experts, pour obtenir un valeur collective de performance pour chaque alterna-
tive ; l’exploitation de ces valeurs globales de manière à en déduire un classement des alternatives.
Il est possible de trouver un exemple de l’application des phases d’agrégation et exploi-
tation dans les travaux de Wu et Mendel [Wu et Mendel, 2007], où le processus de décision
utilisé pour la sélection des contributions à retenir pour un journal est présenté. D’autres tra-
vaux [Herrera et Herrera-Viedma, 2000] ont par ailleurs déterminé qu’il peut être nécessaire
d’ajouter deux étapes préliminaires à l’application consécutive de l’agrégation et l’exploitation, de
manière à obtenir concrètement un processus à trois étapes :
1. Le choix de l’ensemble de termes linguistiques avec leurs sémantiques. Cela consiste à établir le
domaine linguistique de définition utilisé pour fournir les valeurs de performance établies entre
les alternatives considérées sur critères multiples. Pour ce faire, il faut choisir la granularité de
l’ensemble de termes linguistiques, ses étiquettes et sémantiques.
2. Le choix de l’opérateur d’agrégation d’information linguistique. Cela consiste à établir l’opéra-
teur approprié pour l’agrégation des valeurs de performance fournies sous forme linguistique.
3. La sélection de la meilleure alternative, toujours découplée en une première phase d’agrégation
et une seconde d’exploitation, mais qui est cette fois réalisée à partir des choix préalables en
termes de domaine et d’opérateur.
Il apparaît donc comme nécessaire, pour suivre cette approche, de disposer de modèles capables
de traiter la représentation et l’agrégation d’informations linguistiques : la théorie des sous-ensembles
flous ainsi que les modèles symboliques et 2-tuples précédemment évoqués, peuvent remplir ce rôle.
Par ailleurs, dans le cadre des 2-tuples, la problématique de l’agrégation d’informations linguistiques
hétérogènes (par exemple en provenance de sources ou domaines multiples) et multi-granulaires a
été étudiée, notamment par Herrera et al. [Herrera et al., 2005].
Par conséquent, il est effectivement possible d’exprimer, grâce à ces modèles, des préférences sous
une forme linguistique (et donc qualitative) pour ensuite obtenir une décision via les outils du calcul
avec les mots. Cependant, ces préférences ne présentent pas le même degré de flexibilité structurelle
que linguistique. Plus précisément, une préférence de ce type suivra le plus souvent la forme “Il est
plus ou moins vrai que l’alternative ak est préférée à toutes autres” où ak est extrait de l’ensemble des
alternatives possibles A = {a1, ..., an} [Tong et Bonissone, 1980]. Il s’agit donc de préférences que
l’on va qualifier d’inconditionnelles, dans le sens où la préférence entre les alternatives est donnée
directement (par exemple par un expert), et ne peut dépendre d’un facteur tiers. Appliquée à notre
contexte applicatif des Architectures Orientées Services, une préférence de ce type consisterait par
exemple à décrire de manière fixe et définitive, avant toute prise de décision, qu’un service S1 est
préféré à un service S2 en toute circonstance. Par conséquent, il induirait aussi la connaissance des
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services disponibles avant exécution du système, ce qui n’est pas toujours applicable dans le cadre
du couplage lâche entre producteurs et fournisseurs de services. On remarque par ailleurs que le
caractère flou de l’expression de préférence s’applique ici uniquement au degré de confiance qu’on
lui accorde.
D’autres travaux ont cherché à marier décision multi-critères et calcul avec les mots [Yager, 1981,
Buckley, 1984, Shendrik et Tamm, 1986], mais ils se fondent sur un type comparable de préférences
entre alternatives et un processus de décision faisant le plus souvent intervenir de manière active
un ou plusieurs expert(s) du domaine. De surcroît, malgré l’abord naturel d’une représentation
des préférences sous forme de phrases, les auteurs n’en proposent pas de modélisation graphique
particulièrement accessible pour les utilisateurs finaux, leurs efforts étant davantage orientés vers la
résolution de problématiques au demeurant plus fondamentales, telles l’hétérogénéité des préférences,
leur agrégation et résolution, que vers leur élicitation. Cette absence, entièrement acceptable dans
le cadre de préférences inconditionnelles, devient nettement plus aiguë dans le cadre de préférences
conditionnelles de la forme “Si condition alors preference1 sinon preference2 ”.
3.2.2 *CP-Nets
La dénomination *CP-Nets regroupe sous un même manteau lexical une famille de formalismes
biens connus, qui sont utilisés pour l’expression de préférences utilisateur, et qui se présentent comme
la solution de choix lorsque les préférences peuvent être facilement apparentées à des règles lexi-
cographiques. Ces formalismes présentent des avantages significatifs tels qu’un abord facile pour
l’utilisateur, des coûts de calcul relativement faibles, une structuration forte, et une certaine facilité
d’extension, qui permet de leur adjoindre des propriétés supplémentaires en fonction de leur contexte
d’application.
CP-Nets
Un CP-net (“Conditional Preference Network”) est une représentation graphique et qualitative de
préférences utilisateur [Boutilier et al., 2004]. Cette représentation est par ailleurs particulièrement
compacte et relativement intuitive.
Les éléments principaux offerts par ce formalisme sont :
– les nœuds, qui représentent les variables du problème ;
– les arcs (ou cp-arcs), qui dénotent les préférences entre les variables en fonction des valeurs
prises par ces dernières ;
– et, pour finir, des tables de préférences conditionnelles (“Conditional Preference Tables”, ou
CPT) directement rattachées aux nœuds et qui expriment les préférences sur les valeurs prises
par les variables. Ce faisant, elles définissent par extension la relation binaire > qui existe entre
ces valeurs.
Définition 10 (CP-net). Un CP-net défini sur un ensemble de variables V = X1, ..., Xn est un
graphe orienté défini sur X1, ..., Xn dont les nœuds sont annotés par des tables de préférences condi-
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tionnelles CPT (Xi) pour chaque Xi ∈ V . Chaque CPT (Xi) associe un ordre total >iu à chaque
affectation u des parents de Xi telle que Pa(Xi) = U .
Les CP-nets permettent la modélisation en termes de préférences de déclarations telles que
“Je préfère la valeur V1 à V2 pour la propriété X, si une autre propriété Y vaut VY et Z vaut
VZ”. En fait, la représentation graphique permet précisément d’exprimer la dépendance entre les
CPT interconnectées par le biais de leurs variables de rattachement. Ainsi, les préférences peuvent
être définies conditionnellement aux valeurs prises par leurs nœuds parents dans le graphe, mais
indifféremment aux valeurs des autres nœuds.
Cette distinction constitue l’essence de la propriété dite de ceteris paribus ou, pour reprendre
la locution latine originelle et complète, Ceteris paribus sic stantibus. Elle est fondamentale aux
CP-nets et la locution peut se traduire, de manière générale, par “toutes choses étant égales par
ailleurs”. Elle est aussi utilisée en philosophie analytique, en philosophie du langage ou encore en
sciences économiques, quand, dans un modèle théorique, l’influence de la variation d’une quantité










Figure 3.12 – Exemple de préférence sous forme de CP-net.
La figure 3.12 illustre la représentation graphique des CP-Nets à partir de l’exemple suivant :
on cherche à modéliser la préférence d’une personne sur le déroulement d’un repas. Le réseau est
constitué de trois variables représentant les choix possibles sur le plat principal (nœud P ), la soupe
(nœud S) et le vin (nœud V ). Cette personne modélise alors une préférence stricte sur le choix d’un
plat principal à base de viande Pv plutôt qu’à base de poisson Pp. De plus, elle préfère ne pas avoir
deux plats de poisson au cours d’un même repas, de ce fait, la préférence sur la soupe est directement
conditionnée par le plat principal : elle préfère alors commencer le repas avec une soupe de poisson
Sp si le plat principal est à base de viande, et inversement. De la même façon, la préférence sur le
choix du vin est conditionnée par la soupe qui va être servie : cette personne préfère qu’un vin rouge
Vr soit servi s’il s’agissait d’une soupe de légumes Sl, un vin blanc Vb dans le cas contraire.
Il existe par ailleurs une notion de préférence relative entre les préférences elles-mêmes : une
CPT associée à un nœud “parent” aura une priorité plus élevée que les CPT de ses descendants.
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Cette notion de préférence relative implicite peut alors être prise en compte lors de la comparaison
globale des affectations complètes d’un CP-net donné.
La plupart des calculs d’inférence et raisonnements logiques pouvant être effectués sur un CP-net
sont praticables du point de vue de la complexité algorithmique, mais ce CP-net est alors soumis
à un certain nombre de restrictions. Les principales d’entre elles (et dont il faudrait tenir compte
dans notre contexte) étant l’usage généralisé de graphes acycliques, celui au contraire très limité
de la relation d’indifférence entre les variables, et donc, par là même, la définition systématique de
pré-ordres totaux dans les CPTs de chaque nœud parent distinct [Boutilier et al., 2004].
UCP-Nets
Les “Utility CP-nets”, ou UCP-nets, différents des CP-nets dans la mesure où ils remplacent la
relation binaire définie par extension entre les valeurs des nœuds, par des facteurs d’utilité sous
forme numérique [Boutilier et al., 2001]. Ce faisant, les valeurs des nœuds conservent leur forme
qualitative : seules les préférences, concrétisées ici par les facteurs d’utilité, sont quantifiées.
Ce changement est motivé par le fait que la précision d’une fonction d’utilité, par opposition à
un ordonnancement préférentiel, est souvent nécessaire dans les contextes de prise de décision où
l’incertitude est un facteur déterminant. Il est aussi motivé par le fait qu’un CP-net ne permet pas la
comparaison ou l’ordonnancement de toutes ses alternatives. Cette limitation est, elle aussi, résolue
par la quantification des préférences [Boubekeur et Tamine-Lechani, 2006].
Un facteur d’utilité est un nombre réel, associé à une affectation d’un nœud X du réseau, pour
une affectation spécifique de ses parents. Ces facteurs d’utilité correspondent en fait aux degrés
de préférence attribués, par les utilisateurs, pour les différentes affectations. En effet, grâce aux
UCP-nets, un modélisateur de préférences va pouvoir se focaliser sur la définition de ces facteurs
d’utilité pour exprimer sa préférence locale à chaque CPT, tout en se reposant sur la sémantique du



















Figure 3.13 – Exemple de préférence sous forme d’UCP-net.
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Ces concepts sont illustrés par la figure 3.13 où la préférence précédemment exprimée sous forme
de CP-net à l’aide de la relation binaire > est transposée sous forme de divers facteurs d’utilité qui
respectent les préférences locales à chaque table, tout en rendant explicite la notion de préférence
relative entre les nœuds par le choix d’un ordre de grandeur différent pour les valeurs de chaque
table, en fonction de la position de son nœud respectif dans le réseau de préférences. Cet ordre de
grandeur sur les valeurs doit respecter un certains nombres de critères pour que des contradictions
n’apparaissent pas entre ce formalisme et le CP-nets [Boutilier et al., 2001].
TCP-Nets
Une autre extension des CP-nets, nommée “Tradeoffs-enhanced CP-nets”, ou TCP-nets, permet
d’exprimer des préférences de la forme “Une meilleure affectation de X est plus importante qu’une
meilleure affectation de Y ” [Brafman et Domshlak, 2002]. Il s’agit de déclarations d’importance re-
lative.
Les TCP-nets effectuent aussi une généralisation de cette classe de préférences de manière à
accepter des déclarations d’importance relative conditionnelles. Avec ces dernières, il devient possible
d’exprimer des préférences de la forme “Une meilleure affectation de X est plus importante qu’une








Figure 3.14 – Exemple de préférence sous forme de TCP-net.
Ce formalisme introduit par ailleurs une nouvelle forme de tables de préférences à l’avenant, les
“Conditional Importance Tables” ou CIT, ainsi que deux nouveaux types d’arcs entre les nœuds d’un
réseau de préférences : les i-arc et ci-arcs. Ils permettent, respectivement, la modélisation graphique
des déclarations d’importance relative basiques et conditionnelles. L’introduction de la notion d’i-arc
dans notre exemple sur la modélisation de la préférence d’un repas (cf. figure 3.14) pourrait alors
servir à indiquer que l’on accorde simplement plus d’importance au respect de la préférence sur le
plat principal qu’à celle portant sur la soupe, sans pour autant conditionner la préférence sur la soupe
sur le type de plat principal servi. Ce deuxième point marque une différence notable par rapport à
l’arc classique du formalisme CP-net de base, il est en lien direct avec la notion de “tradeoff” (i.e.
compromis) propre aux TCP-nets.
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Ainsi, les TCP-nets donnent aux utilisateurs les moyens leur permettant d’exprimer les com-
promis que ces derniers sont prêts à concéder entre divers critères de préférence, en fonction de
l’affectation courante des variables (i.e. les nœuds). La notion de déclaration d’importance relative
conditionnelle complète élégamment celle d’indépendance ceteris paribus conditionnelle, de manière
à fournir un canevas conceptuel à même de permettre la modélisation et le raisonnement sur les
préférences utilisateur.
3.2.3 Réseaux GAI
Les réseaux GAI (de l’anglais “Generalized Additive Independence”, ou indépendance additive gé-
néralisée) [Gonzales et Perny, 2005], on parle aussi de GAI-nets, font partie d’une famille de langages
de représentation des préférences qui, contrairement à ceux reposant sur la logique propositionnelle
pour représenter des relations de manière compacte (comme les CP-nets), utilise, dans un but simi-
laire, une propriété d’indépendance additive entre variables [Bouveret et al., 2005].
De manière plus générale, cette famille comporte comme autres modèles de représentation les
langages de lots k -additifs [Chevaleyre et al., 2004, Grabisch, 1997] que nous n’aborderons pas dans
ce chapitre car la notion d’indépendance k -additive, dans sa forme de base, ne s’applique qu’aux
langages impliquant des variables binaires, là où nous avons vocation à traiter des domaines de
Qualité de Service le plus souvent continus. Cependant, cette notion a une correspondance pour des
langages sur des domaines combinatoires impliquant des variables non binaires : elle prend forme
sous la notion d’indépendance additive généralisée, base des GAI-nets, qui a été appliquée à la
représentation des utilités. L’idée est alors de transposer la notion d’indépendance probabiliste à la
base du formalisme des réseaux bayésiens [Pearl et Shafer, 1988] à la représentation des fonctions
d’utilité.
De fait, les décompositions GAI ont été introduites dans le but d’augmenter la puissance des-
criptive des utilités additives, tout comme s’y étaient déjà attelés les travaux sur l’utilité multili-
néaire [Keeney et Raiffa, 1993].
Soit & la relation de préférence d’un utilisateur (un préordre large total) sur un ensemble χ.
x & y signifie alors que x est au moins aussi bon que y. Sous certaines hypothèses [Debreu, 1964],
cette relation de préférence peut être représentée par une utilité, c’est-à-dire une fonction u : χ 7→ R
telle que x & y ⇔ u(x) ≥ u(y) pour tout x, y ∈ χ. Il est alors possible d’introduire la définition
suivante :
Définition 11 (Décomposition GAI). Soit χ =
∏n
i=1Xi. Soit Z1, ..., Zk des sous-ensembles de
N = 1, ..., n tels que N =
⋃k
i=1 Zi. Pour chaque i, soit XZi =
∏
j∈Zi Xj. L’utilité u(·) qui représente
& est GAI-décomposable par rapport aux XZi ssi il existe des fonctions ui : XZi 7→ R telles que :




où xZi représente le n-uplet formé par les xj, j ∈ Zi.
Différents modèles quantitatifs (fondés sur des utilités) de représentation de préférences multi-
attributs, ont précédé l’établissement de ce principe de décomposition GAI. Ces modèles se ba-
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saient alors sur un type spécial d’indépendance entre les attributs nommé indépendance préféren-
tielle mutuelle, qui assure que les préférences sont représentables par une utilité additive. Bien
qu’une telle décomposabilité rend le processus d’élicitation de préférence simple et rapide, de ré-
cents travaux sur les GAI-nets ont avancé que cette indépendance préférentielle n’est pas néces-
sairement vérifiée dans la pratique, car “elle élimine toute possibilité d’interaction entre les attri-
buts” [Queiroz et al., 2007]. En conséquence de quoi, ces travaux indiquent qu’une décomposition
GAI permet une interaction plus générale entre les attributs tout en préservant une certaine décom-
posabilité du modèle [Bacchus et Grove, 1995].
Les décompositions GAI peuvent être subséquemment représentées sous forme de graphes.
Ce sont ces graphes que l’on appelle réseaux GAI [Gonzales et Perny, 2004]. Ces modèles gra-
phiques sont similaires aux graphes de jonction utilisés pour les réseaux bayésiens. C’est dans
l’optique de tirer parti des caractéristiques spécifiques aux décompositions GAI que Gonzales et
Perny ainsi que Braziunas et Boutilier ont alors proposé une procédure générale (en l’occurrence
une séquence de questions) pour éliciter des utilités GAI dans le cadre de la décision dans le
risque [Gonzales et Perny, 2004, Braziunas et Boutilier, 2005]. Cette procédure est dirigée par la
structure graphique des réseaux GAI.
Définition 12 (Réseau GAI). Soit χ =
∏n
i=1Xi. Soit Z1, ..., Zk des sous ensembles de N = 1, ..., n
tels que N =
⋃k
i=1 Zi. Supposons que & est représentable par une utilité GAI u(x) =
∑k
i=1 ui(xZi)
pour tout x ∈ χ. Alors un réseau GAI qui représente u(·) est un graphe non-orienté G = (V,E) qui
satisfait les propriétés suivantes :
1. V = XZ1 , ..., XZk ;
2. pour toute arête (XZi , XZj ) ∈ E,Zi ∩Zj 6= ∅. Pour tout XZi , XZj , tel que Zi ∩Zj = Tij 6= ∅, il
existe un chemin dans le graphe G qui connecte XZi et XZj tel que tous ses nœuds contiennent
tous les indices de Tij (propriété d’intersection courante). Les nœuds de V sont appelés cliques.








Figure 3.15 – Exemple de réseau GAI sous forme graphique.
D’après la précédente définition, les cliques d’un réseau GAI (correspondant à une décomposition
GAI) doivent être les ensembles de variables des sous-utilités [Queiroz et al., 2007]. Les cliques étant
dessinées comme des ellipses et les séparateurs comme des rectangles, on illustre sur la figure 3.15
l’exemple suivant : si u(a, b, c, d, e, f, g) = u1(a, b)+u2(c, e)+u3(b, c, d)+u4(b, d, f)+u5(b, g) alors les
cliques sont AB, CE, BCD, BDF, BG. De plus, par la seconde propriété de la précédente définition,
l’ensemble des arêtes d’un réseau GAI peut être determiné par des algorithmes qui préservent la
propriété d’intersection courante [Cowell et al., 1999].
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3.2.4 Synthèse
Par rapport aux réseaux GAI, la simplicité voulue des *CP-nets (qu’elle s’exprime en termes
d’élicitation ou de raisonnement) est particulièrement pertinente sur le Web en général, et tout
particulièrement dans le contexte des SSOA où la solution préférée doit être trouvée parmi un
ensemble combinatoire de possibilités. Les *CP-nets peuvent être aisément intégrés dans des systèmes
où les préférences des utilisateurs doivent être capturées en utilisant quelques questions seulement,
afin de trouver rapidement parmi les éléments disponibles (des services dans le contexte SSOA) ceux
qui sont les “meilleurs” selon ces préférences.
C’est dans le cadre d’autres applications où on peut consacrer plus de temps à l’étape d’élicitation,
qu’il s’agisse par exemple des problèmes de configuration, de répartition équitable de ressources
ou d’enchères combinatoires, et ce afin d’obtenir une description plus fine des préférences que les
décompositions GAI par utilités cardinales additives peuvent s’avérer plus adaptées que les modèles
purement ordinaux grâce à leur plus grande puissance descriptive supposée [Queiroz et al., 2007],
et se soustraient au problème bien connu du théorème d’impossibilité d’Arrow dans le cadre de la
décision collective [Pini et al., 2005].
Il ne faut cependant pas perdre de vue que l’utilisation d’utilités cardinales n’est pas l’apanage
exclusif des réseaux GAI. En effet, l’intérêt de cette dernière dans l’élicitation de préférences ainsi que
sa mise en œuvre ont été aussi étudiés dans le cadre des modèles compacts de préférences *CP-nets,
sous la forme des UCP-nets [Boutilier et al., 2001].
Les réseaux GAI présentent par ailleurs plusieurs approches pour l’intégration de préférences
émises par divers utilisateurs dans le cadre d’une prise de décision collective, via la recherche
d’une solution de compromis [Queiroz et al., 2007]. Il s’agit cependant d’une problématique peu
étudiée à ce jour dans le cadre des *CP-nets : bien qu’abordée par Rossi et al. via le modèle mCP-
net [Rossi et al., 2004], elle est peu applicable aux scénarios usuels d’utilisation de nos travaux dans
le contexte SSOA, tel qu’il sera présenté par un cas d’utilisation précis au chapitre 4.
Pour finir, on remarque en outre que les approches compactes de représentation graphique de
préférences (*CP-nets ou GAI-nets), n’intègrent pas en leur sein une approche linguistique telle
que nous l’avons définie ci-dessus et illustrée par les travaux actuels en termes de modèles linguis-
tiques. Cette dernière permet pourtant, dans notre contexte, la prise en compte des domaines de
valeurs continus d’une manière élégante. Les deux démarches évoluent donc, jusqu’à présent, dans
des sphères conceptuelles distinctes, bien qu’elles partagent des objectifs applicatifs communs lors-
qu’il s’agit de combler le fossé entre la connaissance métier informelle des utilisateurs d’un système
d’une part, et une représentation “formelle” de cette connaissance qui soit interprétable par une
machine d’autre part. Nous nous appliquerons alors à rapprocher ces deux approches dans le cadre
de notre contribution pour la composition utile de services présentée au chapitre 6.
3.3 De la composition dynamique de services sous contraintes non-
fonctionnelles
Par rapport à la définition très généraliste de la composition de services que nous avons fixée
dans le contexte technologique (cf. section 2.1.1), la composition dynamique de service apporte une
indication supplémentaire quant à la manière et au moment de l’effectuer. Bien qu’il n’existe pas
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de définition communément admise de cette notion, les différents travaux que nous abordons dans
cette section partagent le plus souvent un ensemble de caractéristiques communes qui permettent
d’en déterminer les contours :
– Contrairement à une composition “classique” de services où les liaisons entre processus et
services sont indiquées précisément par un opérateur, l’approche dynamique de composition
relègue cette décision de liaison au canevas de support des SOA via des algorithmes capables
de prendre en compte divers facteurs.
– Les contraintes non-fonctionnelles des processus ainsi que les propriétés non-fonctionnelles des
services, indiquées via leurs contrats de Qualité de Service respectifs, négociés ou non (cf.
section 2.3.3), constituent la majeure partie, si ce n’est la totalité, de ces facteurs.
– La recomposition des services à l’exécution leur permet d’effectuer les ajustements induits par
les variations de QoS des services, suite à leur composition initiale et aux premières décisions
de liaison effectuées en amont de l’exécution de la partie métier des processus (leur “charge
utile”).
3.3.1 Gestion de la dynamicité par recomposition
Dans les travaux évoqués ci-dessous, la composition de services est considérée avant tout comme
une première étape “hors-ligne” de choix d’une ou plusieurs affectations globales de services aux
processus métiers.
Au cours de la composition, ces travaux vont envisager, pour chaque site d’appel, l’ensemble
des services disponibles. Un service est alors sélectionné pour l’affectation globale si sa QoS propre,
ajoutée à celle des précédents choix, ne viole pas les contraintes imposées par le processus.
Pour le vérifier, ils font appel à des fonctions d’agrégation de QoS qui permettent d’obtenir
la valeur globale pour un processus d’une propriété de QoS, à partir des multiples QoS locales
des services. Schématiquement, pour un processus métier P linéaire à une seule branche (aucune
alternative ni boucle), afin d’obtenir sa valeur globale AP de QoS sur une dimension A, il faut
procéder à l’agrégation des valeurs de A locales à chaque service S retenu pour l’affectation globale :






représente la formule mathématique utilisée pour l’agrégation des valeurs
de types A.
Par exemple, pour un processus process dont une contrainte non-fonctionnelle globale sur le
temps maximum t à respecter a été fixée :
tprocess ≤ 40ms
Plusieurs affectations globales peuvent être déterminées (cf. figure 3.16). L’exécution du processus
sur la base d’une de ces affectations est alors sensée respecter ses contrainte de QoS.
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Contrainte générale : tprocess ≤ 40 ms
tS'1 < 10 ms
S'1
tS'2 < 10 ms
S'2
tS'3 < 10 ms
S'3
tS'4 < 10 ms
S'4
tS1 < 5 ms
S1
tS2 < 20 ms
S2
tS3 < 4 ms
S3






Affectation n°1 : taffectation ≤ 33 ms ⇒ OK
Affectation n°2 : taffectation ≤ 40 ms ⇒ OK
Figure 3.16 – Composition dynamique : calcul des affectations.
Les travaux considérés ci-dessous, proposent leurs propres définitions de
∑
pour chaque type
de QoS qu’ils traitent. Les plus avancés ne se limitent plus à une approche linéaire, mais intègrent
les instructions de gestion du flot de contrôle (utilisées habituellement dans un processus métier)
au sein du calcul d’agrégation : par exemple, via l’utilisation de moyennes des valeurs de QoS pour
traiter les branches conditionnelles.
Le caractère particulièrement coûteux d’une évaluation exhaustive et a priori de toutes les com-
binaisons possibles d’affectations renforce le caractère statique de ces approches de composition. Ces
travaux proposent alors de les compléter par un processus de recomposition, déclenché lors de l’exécu-
tion des processus métiers : il s’agit de procéder à une nouvelle affectation de services aux différents
sites d’appels du processus, de manière à respecter à nouveau les contraintes non-fonctionnelles. Son
coût varie en fonction de l’étendue de la recomposition : pour une recomposition de tout le proces-
sus, il est total [Ben Mokhtar et al., 2007, Canfora et al., 2006] ; pour une “reconfiguration” limitée,
il peut être minimisé [Colombo et al., 2006, Halima et al., 2008].
Canevas COCOA
Le canevas COCOA (“COnversation-based service COmposition in pervAsive computing environ-
ments”) [Ben Mokhtar et al., 2005, Ben Mokhtar et al., 2007] applique les principes de composition
et recomposition de services au contexte de l’informatique omniprésente.
Il prévoit un ensemble d’agrégateurs capables de traiter la disponibilité, latence et le coût des ser-
vices en fonction de certaines structures précises d’un processus métier (boucles, tests conditionnels,
etc.). Le canevas va faire appel à ces formules lors de la composition puis de la recomposition. Cette
recomposition est effectuée à partir des services disponibles dans son environnement, lorsqu’une
violation de QoS globale est détectée à l’exécution.
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Ces travaux adjoignent au processus de sélection de services un raisonnement logique fondée sur
une ontologie de type OWL-S. Les concepts ontologiques utilisés par les consommateurs de services,
corrélées à ceux des fournisseurs de services, vont alors influencer la composition de services au
même titre que les valeurs de QoS. Les ontologies fixent en effet un cadre pour la définition de
nouvelles caractéristiques non-fonctionnelles par extension du modèle de base proposé par COCOA.
Dans ces travaux, les ontologies OWL-S ont même vocation à décrire l’ensemble d’une offre ou
requête de service, et pas seulement les concepts métiers utilisés pour annoter des offres de type
SAWSDL (cf. section 2.1.3). Cependant, on s’aperçoit que la norme SAWSDL s’est vite imposée
comme spécification dominante dans les plus récents travaux sur les SSOA, ce qui va probablement
induire une mise-à-jour de ces travaux sur le long terme.
Canfora et al.
Les récents travaux de Canfora et al. mettent en avant une approche globale pour traiter la pro-
blématique de la composition dynamique des services [Canfora et al., 2005b, Canfora et al., 2006].
Elle se décline, d’un point de vue architectural, en un évaluateur de QoS (“QoS evaluator”) et un
composant de liaison (“binder”).
La composition y est réalisée sur la base de caractéristiques à la frontière du fonctionnel et
du non-fonctionnel, le plus souvent liées aux domaines métiers. Pour définir ces caractéristiques,
les auteurs introduisent un nouveau langage pour la description des propriétés de QoS ainsi qu’un
second langage dédié, pour définir les formules mathématiques nécessaires à l’agrégation des données,
inspiré des précédents travaux de Cardoso [Cardoso, 2002]. L’évaluateur de QoS mis au point est
alors chargé d’interpréter les définitions formulées dans ces deux langages.
La problématique de la complexité NP-difficile de l’évaluation exhaustive des combinaisons
possibles d’affectations de services est traitée, quant à elle, par l’utilisation d’algorithmes géné-
tiques [Canfora et al., 2005a] là où d’autres auteurs ont pu déployer des techniques de programma-
tion en nombres entiers (‘ìnteger programming”) [Zeng et al., 2004].
Le principe de recomposition est ici décliné sous le vocable de “re-binding” des services et de
“replanning” des processus. En partant de la constatation de la volatilité des valeurs effectives de
QoS et de leur évolution par rapport à celles contractées lors de la phase de composition, les auteurs
ont mis au point un composant capable d’effectuer, dans certains cas précis, une recomposition
localisée des services au cours de l’exécution des processus métiers. L’idée est donc de se soustraire
au coût particulièrement important du calcul complet d’une nouvelle composition en limitant la
recomposition à la branche (ou tranche, “slice”) spécifique du processus en cours d’exécution. La
recomposition va alors être déclenchée :
– a posteriori, après la constatation d’une violation par un service précédemment composé de
ses engagements en termes de QoS ;
– dans certains cas, de manière préventive avant que la violation ait lieu, si elle est considérée
comme hautement probable.
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SCENE
Le canevas SCENE (“Service Composition ExecutioN Environment”) consiste en une architec-
ture logicielle et un langage défini comme une extension de BPEL [Colombo et al., 2006]. Le principe
de fonctionnement du canevas consiste à permettre dans un premier temps la description des po-
litiques/méthodes de reconfiguration qui seront déclenchées suite à la violation d’une ou plusieurs
“règles”. La reconfiguration est en fait une terminologie utilisée dans ces travaux pour désigner une
recomposition partielle d’un processus, donc a priori moins coûteuse. Il est par ailleurs possible de
comparer le degré d’expressivité de ces règles à celui des contraintes non-fonctionnelles exprimables
dans le langage QML (cf. section 2.3.3).
A l’exécution, c’est grâce à l’architecture logicielle spécifiquement mise au point que les viola-
tions sont détectées et les politiques de recomposition interprétées et déclenchées. Il s’agit donc ici
d’orienter la reconfiguration via ces politiques, et non la composition initiale des services effectuée
en amont.
Halima et al.
C’est une seconde approche pour la reconfiguration qui est cette fois proposée par Halima et
al. [Halima et al., 2008]. Elle est particulièrement dynamique dans la mesure ou les auteurs préco-
nisent d’observer les messages échangés au sein d’une application répartie fondée sur des services Web
pour procéder à des opérations de reconfigurations ponctuelles, limitées dans dans le temps et dans
l’espace (ce n’est que dans un cas extrême que la totalité d’un processus aurait à être recomposé).
Tout comme dans les précédents travaux, la reconfiguration passe par la définition préalable
de politiques nécessaires à sa (bonne) conduite, avec la particularité toutefois que ces politiques
disposent ici du moyen de provoquer jusqu’au déploiement de nouveaux services sur le réseau.
Par cette dynamicité, ils introduisent la notion d’“auto-réparation” des processus, qui reste ce-
pendant en grande partie à la charge du canevas de support et non du processus lui-même, comme
pourrait le laisser entendre cette dénomination. On remarque toutefois que ce type de travaux se
situent à la frontière de la notion de recomposition telle que précédemment définie, et une démarche
plus active comme préconisée dans l’introduction de ce manuscrit. Ils restent cependant prisonniers
d’une logique de traitement des pannes et non d’adaptation agile aux fluctuations non-fonctionnelles
des services qui les composent.
WSQoSX
Les travaux menés par Berbner et al. sur l’architecture WSQoSX (“Web Service Quality of Service
Architectural Extension”), reposent sur le principe d’une sélection de services réellement dynamique,
effectuée lors de l’orchestration d’un processus métier, via un composant proxy qui s’intercale entre
le moteur d’orchestration et les services disponibles [Berbner et al., 2007].
Cette sélection est menée sur la base des informations de QoS définies dans les contrats rattachés
aux services disponibles, et non sur la QoS courante des services au moment de leur sélection.
Si le service ne respecte pas son contrat, donc en cas d’erreur, une nouvelle sélection de service,
locale au site d’appel du processus, est effectuée. Ce mécanisme est complété par une possibilité de
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“replanning” (donc de recomposition) du processus, si ce premier n’est plus suffisant pour absorber
les variations de QoS des services qui avaient été considérés pour la composition.
3.3.2 Composition par génération de processus alternatifs équivalents
Chiu et al.
La composition dynamique sur critères non-fonctionnels proposée par Chiu et al. est limitée aux
deux dimensions “accuracy” et “time”, qui sont intégrées dans le processus décisionnel au moment
d’une composition effectuée avant exécution [Chiu et al., 2009].
Cette composition de services est donc fondée sur un ensemble très restreint de dimensions pré-
établies de QoS, dont l’agrégation des valeurs est effectuée grâce à un jeu de formules mathématiques
comparables à celles mises en place dans COCOA.
Ces travaux sont axés sur la génération de “workflows” : ils cherchent ainsi à établir à l’avance
plusieurs processus alternatifs capables de répondre à un même besoin fonctionnel décrit de manière
abstraite, de manière à pouvoir en changer à l’exécution si les contraintes non-fonctionnelles l’exigent.
Chafle et al
C’est une approche similaire que l’on retrouve chez Chafle et al. : ces travaux cherchent à limiter
l’impact de la recomposition de services par le précalcul hors-ligne de plusieurs processus métiers
similaires fonctionnellement et qu’il est possible de classer en fonction de leur pertinence par rapport
aux contraintes non-fonctionnelles initiales [Chafle et al., 2006].
En cas de panne, l’algorithme mis au point par les auteurs passe au processus disponible suivant,
et, s’il n’en reste plus, fait appel à une coûteuse recomposition globale.
Canevas CoRE
Tout comme pour COCOA, l’utilisation d’informations “sémantiques” est mise en œuvre dans un
contexte SOA par le récent canevas CoRE (“Component Runtime Environment”) [Fujii et Suda, 2009].
Cette mise en œuvre s’effectue alors au travers de son composant SeGSeC (“Semantic Graph
based Service Composition”), mais à beaucoup plus grande échelle que dans COCOA, car il s’agit ici
de créer un ou plusieurs processus métier alternatifs de toute pièce, à partir de requêtes d’utilisateurs
formulées en langage naturel. Ces travaux avancent que la création des alternatives est facilitée par
la sémantique métier disponible et se fonde sur un calcul de correspondance entre concepts pour y
parvenir.
Ce type d’approche fondée sur le langage naturel est particulièrement tributaire de la richesse
des informations fournies par les utilisateurs, de celles disponibles dans le “contexte” de l’application
répartie, et du nombre de services disponibles. En effet, dans la mesure où un squelette de processus
métier n’est pas établi par l’utilisateur avant la phase de composition de services, le composant
SeGSeC va nécessiter un nombre important de services fonctionnellement équivalents pour atteindre
son plein potentiel de création de processus métiers : chacun de ces services constitue une alternative
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possible pour répondre aux besoins des utilisateurs et créer un enchaînement logique fondé sur la
sémantique.
3.3.3 Composition dynamique dirigée par CP-nets
Schröpfer et al.
L’idée d’apparier CP-nets et propriétés non-fonctionnelles, de surcroît pour effectuer de la com-
position dynamique de services, a déjà fait l’objet d’une étude par Schröpfer et al., les auteurs y
définissent des préférences au travers de CP-nets, de manière à pouvoir sélectionner le “meilleur”
service sur la base de sa QoS [Schröpfer et al., 2007]. L’utilisation de TCP-nets leur permettent
notamment d’intégrer la notion de compromis qui peut s’avérer indispensable pour l’expression de
préférences véritablement utiles.
Par rapport à notre problématique (cf. 1.2) et l’approche que nous préconisons, il semble cepen-
dant que deux points manquent dans leur démarche : l’intégration de la notion de QoS courante des
services lors du processus décisionnel (ils se fondent sur les contrats non-fonctionnels uniquement),
ainsi que la définition explicite d’un procédé permettant de traiter convenablement les domaines
par nature continus de QoS (tels que la latence, la bande passante, etc) dans leur représentation
qualitative. Pour gérer ces valeurs, ils sont soumis aux même contraintes que celles des UCP et
TCP-nets sur lesquels ils reposent : il est nécessaire d’effectuer un partitionnement des domaines
strict, aux frontières artificielles, de manière à obtenir des variables manipulables dans les tables de
préférences par nature discrètes des TCP-nets (par exemple : si 0 ≤ bande passante < 10 alors on
l’appelle bande passante faible).
Par ailleurs, comparativement aux précédents travaux sur la recomposition, ceux menés par
Schröpfer et al. se focalisent bien plus sur l’étape de la sélection des services sur la base de pré-
férences que sur la mise en place du canevas dans lequel s’insère cette sélection. Il apparaît donc
comme nécessaire de les intégrer aux d’autres approches plus globales pour pouvoir les exploiter
correctement.
TCP-Compose*
Les travaux menés par Santhanam et al. ont consisté à mettre au point un algorithme TCP-
Compose* pour la composition “efficace” de services Web sur la base de préférences qualitatives.
Pour arriver à cette fin, ils se fondent sur les réseaux de type TCP-net. [Santhanam et al., 2008], ce
qui leur permet de disposer de modèles dont les propriétés sont assez similaires à ceux de Schröpfer
et al..
Cependant, leur algorithme propose de s’atteler au calcul d’une composition dans son ensemble
et non, contrairement à ces derniers, à celui d’une sélection individuelle de service. Cette approche
ambitieuse repose alors sur le calcul de dominance des affectations d’un TCP-net dont la définition
doit englober toutes les caractéristiques non-fonctionnelles considérés de la composition.
Cette démarche a néanmoins un impact non négligeable sur le caractère dynamique de la com-
position puisque celle ci devient insécable par la nature même de l’algorithme de comparaison TCP-
Compose* et du calcul de dominance sur CP-nets. Elle devrait donc être probablement accompagnée
d’une recomposition, même si celle-ci n’est pas encore envisagée par les auteurs.
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3.3.4 Synthèse
Les différentes approches pour la composition dynamique de services sous contraintes non-
fonctionnelles que nous avons abordées dans cet état de l’art présentent des fonctionnalités évoluées
et sont le résultat d’une communauté scientifique toujours très active. Cependant, par rapport à
notre problématique précise de mise en œuvre d’une composition agile de services, leurs limitations
sont le plus souvent similaires : la composition des services est effectuée relativement tôt dans le
cycle de vies de processus métiers et la mise en avant de la recomposation, comme principe d’adap-
tation aux évolutions du contexte à l’exécution, peu pertinente dans le cas où les caractéristiques
non-fonctionnelles des services varient au sein de bornes de QoS définies comme acceptables dans les
contrats de Qualité de Service : dans ce cas, les “erreurs” qui servent de déclencheurs à la recomposi-
tion ou la reconfiguration ne sont pas levées, ou alors seulement après accumulation. C’est ce constat
qui va mener à la distinction entre composition active et composition dynamique (cf. section 5.2).
3.4 Conclusion
Nous avons effectué, dans ce chapitre, un état de l’art des travaux connexes aux contributions
de cette thèse. Concernant l’approche linguistique pour raisonner et la modélisation compacte de
préférences, il apparaît qu’une combinaison des deux approches au sein d’un même formalisme n’ait
pas encore été, à ce jour, effectuée et appliquée à notre problématique de prise en compte des
contraintes non-fonctionnelles lors de la composition de services : elle apporte pourtant la promesse
d’une meilleure prise en charge des préférences des utilisateurs en fournissant les outils formels
permettant notamment de franchir convenablement le fossé séparant domaines continus de QoS et
termes linguistiques du langage courant, flous par nature. C’est cette démarche qui sera mise en
œuvre lors de la composition utile de services (cf. chapitre 6).
A l’issue de l’état de l’art sur la composition dynamique de services sous contraintes non-
fonctionnelles, apparaît une absence certaine de la prise en charge des multiples variations de la
QoS courante des composants (services dans le contexte SSOA) d’une application répartie, quand
ceux si se situent sous le seuil de déclenchement d’une erreur bloquante pour la bonne marche pro-
cessus métier en cours d’exécution. L’intégration dynamique de ces valeurs courantes, conditionnée
par les préférences des utilisateurs, et ce pendant l’orchestration des services, aurait pourtant comme
avantage de permettre une meilleure adaptivité des applications à leurs milieux. Cette adaptivité
va d’ailleurs s’avérer particulièrement utile au cas d’utilisation de nos travaux (cf. chapitre 4). Par
ailleurs, cette technique présenterait l’opportunité de palier, si possible, l’accumulation de petites
déviations locales des propriétés non-fonctionnelles des services orchestrés. Ce constat est à la base
de notre contribution en terme de composition active des services (cf. chapitre 5).
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Chapitre 4
Un cas d’utilisation en gestion de crise
environnementale
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Ce cas d’utilisation porte sur une facette particulière de la gestion de crise environnementale :la lutte anti-incendie dans un contexte civil, sur des feux de grande envergure en milieux natu-
rels (forêt, pinède, etc.). De par ses caractéristiques intrinsèques, nous verrons qu’elle constitue un
support idéal à la présentation des contributions scientifiques identifiées dans ce manuscrit, à savoir :
la composition active (cf. chapitre 5), utile (cf. chapitre 6) et agile de services (cf. chapitre 7).
Qui plus est, force est de constater que des feux de ce type surviennent de plus en plus fréquem-
ment sous nos latitudes, conséquences directes de la combinaison de multiples facteurs climatiques
et humains. Pour pouvoir lutter efficacement, ils imposent le déploiement d’importants moyens et,
plus que tout, une composition performante et “intelligente” des ressources terrestres et aériennes
présentes sur le théâtre des opérations.
4.1 Introduction
La préservation des ressources naturelles constitue depuis quelques décennies un nouveau défi
mondial. C’est en sa qualité écologique et même économique que l’on cherche alors à sauvegarder
“l’or vert” : les espaces naturels comme les forêts sont des réservoirs innés de CO2 dont on cherche
dorénavant à limiter la libération massive dans l’atmosphère lors de leur combustion ; ils constituent
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par ailleurs de nouveaux pôles touristiques inégalements répartis entre les pays. Ainsi, sur le “vieux
continent”, les feux de grande ampleur en milieu naturel, induisent la mise en place rapide et efficace
de moyens divers et variés afin de constituer une réponse appropriée pour la sauvegarde du milieu
ainsi que la défense des biens et des personnes : en France, on ne lutte plus contre les incendies
comme au siècle passé, de nombreuses ressources sont, sauf cas exceptionnels, mises à disposition
par les secours. Le réel défi est donc d’implanter des approches innovantes pour la composition de
ces ressources afin d’en tirer au mieux parti.
Dans ce contexte, et par rapport aux approches usuelles de gestion des crises environnementales,
nous avançons qu’une amélioration du traitement de la situation peut être obtenue par l’utilisation
en partie automatique et dynamique des différents moyens disponibles pour l’intervention. Le but
de nos travaux n’étant pas de se substituer à la chaîne de “commande et contrôle” classique qui
nécessite l’intervention humaine, mais plutôt de compléter cette action par l’automatisation de cer-
taines procédures ciblées. Il existe en effet dans ces métiers, de nombreux processus d’intervention,
ou protocoles, fruits de nombreuses années de pratique sur le terrain, qu’il est raisonnable de suivre
scrupuleusement. Cette “formalisation” des processus s’est d’ailleurs accentuée ces dernières années
sous l’impulsion de nombreuses initiatives de standardisation européennes. A l’aune de cette auto-
matisation croissante, il faut cependant considérer que la disponibilité effective des moyens, de par
leurs affectations simultanées sur différents théâtres d’opération du territoire, n’est souvent connue
que lorsque la crise survient, ce qui à pour conséquence de déjouer toutes tentatives de “provisionne-
ment”. A cette disponibilité initiale au lancement d’un processus, qui conditionne la mobilisation des
ressources, s’ajoute celle de leur disponibilité au cours de son exécution. En effet, ce cas d’utilisation
présente une caractéristique supplémentaire de dynamicité du fait que certain des services corres-
pondant à des ressources physiques engagées sur le terrain “s’usent” avec le temps : la disponibilité
doit alors être vue comme une caractéristique de Qualité de Service évoluant au cours du temps, et
doit être intégrée comme telle dans le processus décisionnel. Par conséquent, un haut niveau d’agi-
lité est nécessaire, au cours de la crise, pour assurer une mobilisation pleine et entière des moyens
effectivement disponibles à tout instant.
On voit aussi apparaitre, dans ce contexte, un besoin de gestion des priorités d’intervention,
et cela à différents niveaux. Par exemple, une hiérarchisation doit être effectuée entre une défense
renforcée des biens, des personnes ou du milieu naturel : dans le cas d’un feu de forêt, éloigné des
villes et des habitations, il paraitra logique de favoriser une défense accrue du milieu, au vue des
risques minimes ou inexistants encourus pour les personnes ou les biens. Ce choix ne pourra être
effectué qu’à partir du moment du déploiement des effectifs, en fonction des caractéristiques de la
crise, et n’est pas “pré-câblé” dans les protocoles d’intervention. Il peut alors être assimilé à des
préférences non-fonctionnelles des utilisateurs ; l’utilisateur étant, en l’occurrence, un responsable
d’un centre de commande. On met ainsi en exergue un rapprochement direct entre cette notion de
priorité et celle d’utilité des ressources mobilisées : les ressources les plus utiles à la résolution de
la crise, selon la sémantique de l’utilité propre aux préférences déployées, seront traitées comme
prioritaires lors de la composition des services.
On cherche ainsi tout particulièrement à illustrer, via ce cas d’utilisation, l’importance de :
– La composition des différents intervenants, qui doit se traduire par l’utilisation dynamique des
moyens mis à disposition.
– La séparation entre deux moments principaux d’intervention. En premier lieu, la spécification
avant la crise de processus métiers correspondants à des protocoles usuels, ainsi que celle, sous
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forme de services, des ressources (ou intervenants) que l’on pourra interroger et commander à
distance. Vient ensuite, lors de la crise, l’exécution de ces processus métiers en fonction des di-
vers services effectivement disponibles lors de leur lancement, découverts dynamiquement puis
sélectionnés lors de l’exécution des processus sur la base de leurs propriétés non-fonctionnelles
courantes.
– La prise en compte de cette QoS courante des services lors de leur orchestration, sous le
prisme des préférences utilisateur, de manière maximiser l’utilité (et donc l’efficacité) globale
des processus.
4.1.1 Contexte d’intervention
Suite à un incendie de grande envergure en zone forestière, montagneuse de surcroît, les soldats
du feu et leur matériel sont amenés à se déployer pour mener à bien des opérations de prise de
contrôle de la situation. Une des clé de la résolution correcte de cette crise réside alors dans la
composition active et utile des diverses ressources mises à disposition, effectuée notamment sur la
base d’informations obtenues à partir de moyens de reconnaissance aériens commandés à distance.
Figure 4.1 – Localisation de la zone sinistrée.
Plus précisément, nous situons ce scénario, en région Provence - Alpes - Côte d’Azur (cf. fi-
gure 4.1, connue pour ces incendies forestiers saisonniers et son relief difficile qui induit le plus
souvent l’utilisation de matériel spécifique, tel des drones, pour effectuer des missions de reconnais-
sance.
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4.1.2 Phases principales en gestion de crise
A partir de la liste donnée ci-dessous des principales phases de traitement communément admises
dans le milieu de la gestion de crise, on précise que ce cas d’utilisation intervient dans les première
et troisième phases : c’est en effet pendant la phase de supervision (hors crise) que sont établis ou
raffinés les processus de gestion d’incendies, et lors de la réponse qu’ils sont mis en œuvre.
1. ⇒ Supervision : veille en continue à partir de systèmes de mesure déjà en place.
2. Alerte : un incendie est détecté par les systèmes de supervision, une réponse doit être engagée.
3. ⇒ Réponse : Les différents intervenants doivent être déployés sur site. Une composition doit
être mise en place, afin de répondre à la crise.
4. Post-Crise : une fois la crise traitée, retour à la normale en phase de supervision. Une éva-
luation des dommages peut être effectuée à partir des données récoltées pendant la phase de
réponse, ainsi qu’une remise en état des ressources engagées, ce qui peut avoir un impact sur
la réponse suivante si elle doit être engagée rapidement après celle venant de se terminer.
4.2 Des liens étroits avec les SOA Sémantiques et nos travaux
En tout premier lieu, une particularité de l’approche mise en œuvre dans ce cas d’utilisation est
d’effectuer un rapprochement entre la notion de “moyen” ou “ressource” et celle de service, au sens
SOA du terme. En effet, à chaque ressource considérée (par exemple drone, camion, pompier, etc.)
est associée une représentation sous forme de service sur le réseau interne du système d’intervention.
Les interfaces de chacun de ces services permettent de leur envoyer des ordres, et leurs offres de
service publiées dans un registre à disposition de tous, exposent aussi bien leurs caractéristiques
statiques fonctionnelles que non-fonctionnelles. A cette utilisation des services pour représenter les
moyens, s’ajoute celle de processus métier pour spécifier les protocoles de lutte anti-incendie qui
exploiteront, à l’exécution, ces services.
Les principales caractéristiques des SOA Sémantiques apportent également des éléments de ré-
ponse pour faire face aux problématiques courantes d’interopérabilité et de composition de services
dans un contexte de gestion de crise. Ces éléments de réponse se fondent sur :
– La formalisation des connaissances propres à chaque corps de métier sous forme de bases de
connaissances (par exemple ontologies). On obtient ainsi un modèle sémantique de chaque
domaine, voire un modèle de connaissances commun à tous les acteurs.
– L’utilisation de ces connaissances de haut niveau lors de la spécification des offres de services
et de leurs demandes dans les processus métiers, sous forme de méta-données.
– L’exploitation de ces méta-données à l’exécution, ce qui permet d’élargir considérablement le
champs et la pertinence de la recherche de services lorsque la crise survient : la jonction entre
un producteur et un consommateur de besoin est alors effectuée dynamiquement sur la base
de critères sémantiques plus souples que les critères syntaxiques.
Cependant, si l’approche SSOA par elle-même amène effectivement un niveau certain d’agilité
lors de la réponse à la crise, elle n’est pas sans contraintes et doit être consolidée pour être réellement
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exploitable sur le terrain. Plus spécifiquement, il ne suffit pas d’exploiter les informations sémantiques
une fois pour toute lors du filtrage statique des services disponibles dans un annuaire, il faut au
contraire exploiter l’élasticité du lien entre producteurs et consommateurs de service pour y ajouter
de la dynamicité. En réponse à ces limitations, nous proposons alors :
– l’implantation d’une architecture pour l’orchestration véritablement dynamique des services,
car ces derniers peuvent apparaître et disparaître à tout moment lors de l’exécution (nouveaux
arrivants, destructions de matériel, etc.) ;
– la prise en compte des informations courantes de Qualité de Service lors de l’exécution des
processus métiers, et la mise au point d’outils pour discriminer efficacement entre les services
disponibles sur la base de ces informations. Cette approche permet alors, via la satisfaction
des préférences spécifiées par les utilisateurs, une optimisation des délais d’intervention et de
la répartition des ressources.
4.3 Déroulement du cas d’utilisation en lutte anti-incendie
On segmente ce cas d’utilisation en plusieurs sous-parties, ou scenarii. Les premiers correspondent
aux actions qui ont dû être effectuées en amont de la phase de réponse : il s’agit de la définition
statique des offres de services avant l’exécution (cf. 4.3.1), et de celle d’un processus métier qui sera
exploité ultérieurement (cf. 4.3.2). Les scenarii 4.3.3 et 4.3.4 correspondent quant à eux respecti-
vement à l’élicitation des préférences de l’utilisateur en fonction des caractéristiques immédiates de
l’incendie puis, à l’orchestration dynamique des services lors de la crise.
Il est important de noter les deux premiers scenarii s’inscrivent dans une démarche SSOA usuelle
et ne mettent pas en avant, à proprement parler, les contributions scientifiques de cette thèse.
Cependant, ils sont nécessaires dans la mesure où ils mettent en place le substrat dans lequel nos
travaux peuvent évoluer, à savoir : un couplage lâche entre offres et demandes de services et la
possibilité d’arbitrer entre de nombreux services équivalents fonctionnellement. Par ailleurs, le but
de ce chapitre étant d’articuler les concepts implantés par nos travaux autour d’un cas d’utilisation
simple mais concret, nous y limiterons, autant que possible, la présence des détails technologiques
et techniques afférents.
4.3.1 Scénario 1 : définition des offres services
Lors de l’adoption d’une architecture SSOA dans ce contexte de commande et de contrôle, une
des premières tâches à effectuer consiste à assurer la présence effective, sous forme de services, des
personnels et matériels à interroger, commander ou contrôler à distance. Dans le cadre de ce scénario
et des suivants, on se limite à la distinction entre quatres types de services : les camions citerne
d’intervention anti-incendies, les drones de surveillance du théâtre des opérations, et pour finir,
les pompiers et gendarmes dont les équipements de nouvelle génération permettent la transmission
efficace d’information et la remontée de valeurs et provenance de capteurs environnementaux et
physiques.
Une fois réglées les contraintes techniques liées au déploiement de cette nouvelle technologie,
l’étape la plus importante consistera alors à spécifier les caractéristiques publiques, ou offres, des
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services. La description d’une offre de service, telle que visible dans un annuaire de service, com-
prendra trois facettes :
1. La spécification des caractéristiques techniques du service sous forme syntaxique. Il s’agit des
protocoles, méthodes, entrées/sorties... en l’occurrence tout ce que l’on retrouve habituellement
dans une offre de service. Ces caractéristiques se matérialiseront dans le cas présent sous la
forme d’offres au format WSDL, ce dernier constituant un standard de fait dans les SOAs.
2. La spécification des caractéristiques fonctionnelles du service, sous forme d’annotations séman-
tiques apposées sur l’offre de service WSDL grâce à une extension récente de la spécification
nommée SAWSDL.
3. La spécification des caractéristiques non-fonctionnelles du service. Pour cette spécification dite
“statique”, car effectuée avant l’exécution du système, il s’agit de poser des garanties sur des
bornes minimales et maximales de QoS que le service s’engage à fournir.
Pour chacun des quatre types de service retenus dans ce cas d’utilisation, on définit individuelle-
ment dans ce scénario une offre “générique” que chaque service effectif du type concerné sera tenu de
respecter. L’enregistrement dans un annuaire d’offres identiques pour tous les services d’un même
type découle d’une contrainte de concision du cas d’utilisation, il ne correspond pas à une limitation
technique. Cependant, il est possible d’y trouver une certaine vraisemblance dans un contexte réel de
déploiement si l’on considère que tous les matériels utilisés partagent des “caractéristiques construc-
teurs” similaires, et donc des offres générales, et génériques, identiques. Par ailleurs, à chaque service
disponible lors de l’exécution du système sera systématiquement associée une unique offre de service
et, inversement, à chaque offre de service sera associé un seul et unique service.
Ainsi, pour illustrer ce scénario par une démarche toujours concise, on s’intéresse ici aux deux
dernières facettes des offres de service, c’est-à-dire à la spécification de leurs caractéristiques fonc-
tionnelles et non-fonctionnelles, où interviennent plus directement nos travaux.
Camions citerne d’intervention anti-incendies
Pour une offre de service représentant un camion citerne d’intervention, on l’annote au niveau
global par le concept fonctionnel Camion_Citerne_Anti_Incendies extrait d’une ontologie métier
disponible par ailleurs, grâce à l’attribut sawsdl :modelReference (cf. figure 4.2). On l’annote aussi
au niveau des ses méthodes par le même procédé : l’offre expose ainsi une méthode permettant de
communiquer une destination à atteindre et une seconde pour indiquer un emplacement à arroser,
toutes deux annotées grâce à d’autres concepts ontologiques disponibles (aller_a et arroser) et
connues des producteurs et consommateurs de services. Il est à noter que si ces annotations se limitent
dans cet exemple à la granularité de la méthode, il est tout a fait envisageable, voire souhaitable, d’en
annoter aussi les différents paramètres et types de données. Le tableau suivant donne l’équivalence
entre la représentation sous forme de pseudo-code de ces méthodes et leur concrétisation SAWSDL.
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<wsdl:interface name="Camion Citerne Pompiers n°2"















Ontologie métier 'gestion_crise.owl' (extrait)
Carburant
carburant
Figure 4.2 – Exemple d’annotation sémantique d’une offre spécifique de service.
















Le second volet de cette offre publique de service, qui va accompagner le fichier SAWSDL,
concerne la description des propriétés non-fonctionnelles statiques du service, dont l’ensemble consti-
tue alors un contrat (de qualité) de service. Dans le contexte du projet SemEUsE, ces informa-
tions sont couchées dans un document WS-Agreement offert par le service et stocké, avec le fichier
SAWSDL, au sein d’un annuaire. La tableau suivant fait la liste exhaustive de ces propriétés.
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Propriété non-fonctionnelle Contrat de Qualité de Service
“Le camion sera capable de maintenir une vitesse
comprise entre 150 et 200 Km/h”
150 ≤ vitesse (Km/h) ≤ 200
“Le camion disposera d’une réserve maximale en
carburant de 500 Litres”
0 ≤ carburant (Litres) ≤ 500
“Le camion citerne aura une contenance maxi-
male de 4000 Litres d’eau et une contenance mi-
nimale de 1000 Litres”
1000 ≤ contenance (Litres) ≤ 4000
“Le service camion sera capable de maintenir un
temps de réponse strictement inféreur à 20 ms”
temps_de_reponse (ms) < 20
“Le temps de traitement pour la commande ar-
roser ne sera pas supérieur à 10 ms”
arroser.temps_de_traitement (ms) ≤ 10
Drones de surveillance
Un second type de services présents à l’exécution sera celui des drones de surveillance mis à
disposition par les différents services incendie, ainsi que par les militaires qui seront ici amenés
à effectuer des opération conjointes avec les pompiers lors de la crise. On va considérer, lors ce
cas d’utilisation, les offres statiques de services publiées par ces deux partenaires comme étant
similaires fonctionnellement (i.e.mêmes interfaces) et très proches non-fonctionnellement. Les drones
proposent alors de deux méthodes distinctes, l’une pour indiquer une zone à survoler, l’autre pour
obtenir une image à partir de la caméra embarquée.
















On retrouve ensuite de nouveau le second volet non-fonctionnel des offres de service par la
description de leurs propriétés statiques de Qualité de Service : elles portent en tout premier lieu sur
la sécurité du canal de transmission de données avec le drone, la bande-passante offerte par le service
et la résolution d’image disponible via la caméra embarquée. La correspondance non-fonctionnelle
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des multiples offres statiques de service publiées par les pompiers et les militaires sur ces trois critères
peut s’expliquer facilement par le fait que les drones dont ils disposent sont d’un modèle équivalent
et proviennent du même fournisseur, il est donc logique qu’ils disposent de caractéristiques générales
similaires. Cependant, comme il est d’usage entre les matériels civils et militaires, les bandes de
fréquence utilisées pour leurs communications ne sont pas les mêmes. Le quatrième critère non-
fonctionnel de fréquence radio sera donc différenciateur entre les drones des pompier et ceux des
militaires, tel qu’indiqué ci-dessous. Néanmoins, une différenciation plus fine entre les services ne
pourra s’effectuer que sur la base de leur QoS effective à l’exécution.
Propriété non-fonctionnelle Contrat de Qualité de Service
“Le niveau de sécurité de communication (sur
une échelle de 10) est compris entre 0 et 7”
0 ≤ sécurité ≤ 7
“La bande passante disponible sera maintenue à
50 Ko/s a minima”
bande passante (Ko/s) ≥ 50
“La résolution d’image sera comprise entre 6 et
10 Mpix ”
6 ≤ résolution (Mpix) ≤ 10
Drone pompier : “La fréquence radio utilisée
pour la communication sera comprise entre 2 et
2.5 Ghz ”
2 ≤ fréquence radio (Ghz) ≤ 2.5
Drone militaire : “La fréquence radio utilisée
pour la communication sera comprise entre 5 et
7 Ghz ”
5 ≤ fréquence radio (Ghz) ≤ 7










Ontologie Pompiers Ontologie Gendarmes
Gendarme 
Mobile
Figure 4.3 – Extrait d’ontologie couvrant les domaines Pompiers et Gendarmes.
Pour le dernier type de service en présence, on regroupe sous la notion de Personnel, concept
unificateur défini dans une ontologie commune aux deux corps de métier (cf. figure 4.3), les pompiers
et les gendarmes. Ils assureront en effet, dans le cadre précis de ce cas d’utilisation, le même type de
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service métier : le déploiement au sol pour encercler la zone de l’incendie, à partir des informations
précédemment obtenues grâce aux drones de surveillance. De ce fait, le concept fonctionnel Personnel
permettra de désigner de manière unifiée et indirecte les pompiers et gendarmes dans les demandes
de services. Ces demandes pourront ensuite être liées dynamiquement à des offres effectives de service
annotées directement par le concept Personnel, ou par l’un de ses sous-concepts, lors de l’exécution
des processus métiers.
Tout comme pour les drones que nous avons précédemment décrits, on considère en effet les
offres en termes de services des pompiers et des gendarmes comme étant similaires sur le plan
fonctionnel : elles sont respectivement annotées au niveau de leur interface SAWSDL par les sous-
concepts pompier ou gendarme grâce à l’attribut sawsdl :modelReference et décrivent toutes la
même méthode encercler_zone(emplacement, image) ayant pour effet de communiquer un ordre de
déploiement au personnel concerné, en lui fournissant l’emplacement de la zone ainsi que le relevé
d’imagerie aérienne disponible.
Pseudo-code Méthode SAWSDL annotée
encercler_zone(emplacement,








En ce qui concerne la facette non-fonctionnelle des offres de service publiées dans le système,
trois critères de QoS ont été retenus : il s’agit de la résistance au feu, de la fatigue physique et de
la fréquence radio utilisée pour leurs communications qui, tout comme pour les drones, diffère entre
civils (les pompiers) et militaires (les gendarmes). Les tableaux suivants représentent respectivement
l’offre non-fonctionnelle de service générique utilisée par les pompiers et les gendarmes.
Propriété non-fonctionnelle pompier Contrat de Qualité de Service
“La résistance au feu de l’équipement sera limitée
à 120˚ C, mais il sera capable de supporter 50˚ C
au minimum”
50 ≤ résistance au feu (˚ C) ≤ 120
“Le pompier sera capable de maintenir sa fatigue
physique à 70 ou moins (sur une échelle de 100)”
fatigue physique ≤ 70
“La fréquence radio utilisée pour la communica-
tion sera comprise entre 2 et 2.5 Ghz ”
2 ≤ fréquence radio (Ghz) ≤ 2.5
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Propriété non-fonctionnelle gendarme Contrat de Qualité de Service
“La résistance au feu de l’équipement sera limitée
à 60˚ C, mais il sera capable de supporter 30˚ C
au minimum”
30 ≤ résistance au feu (˚ C) ≤ 60
“Le gendarme sera capable de maintenir sa fa-
tigue physique à 70 ou moins (sur une échelle de
100)”
fatigue physique ≤ 70
“La fréquence radio utilisée pour la communica-
tion sera comprise entre 5 et 7 Ghz ”
5 ≤ fréquence radio (Ghz) ≤ 7
Une précision doit être apportée sur le mode de calcul de la fatigue physique telle que présentée
dans les deux offres de service précédentes. En effet, cette dernière est en l’occurrence inférée à
partir du rythme cardiaque et de la respiration des personnels qui, tout comme leur résistance au
feu, peuvent être mesurées grâce à des capteurs présents sur leurs équipement. La formule utilisée
pour son calcul est la suivante : fatigue physique = a ∗ rythme cardiaque + b ∗ respiration, où a
et b sont deux variables d’ajustement qui permettent, en l’occurrence, d’obtenir une valeur finale








fatigue physique = 













Figure 4.4 – Calcul de la fatigue physique à partir du rythme cardiaque et de la respiration.
Une solution possible pour le stockage de cette information consiste à décrire la fatigue physique
et les autres critères non-fonctionnels comme des concepts ontologiques, au sein même de l’ontologie
partagée par les pompiers et les gendarmes, et annoter les offres non-fonctionnelles de service en
conséquence. La fatigue va alors être liée aux deux autres concepts de rythme cardiaque et de
respiration, ainsi que fournir la formule mathématique nécessaire à son propre calcul (cf. figure 4.4).
Qu’il s’agisse des offres génériques de services de camion citerne d’intervention, de drone de sur-
veillance, de pompier ou de gendarme que nous venons d’aborder, de nombreux services se conformant
à ces offres devront être publiés pour qu’un besoin d’orchestration et sélection dynamique apparaisse
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à l’exécution. De par l’ampleur de la crise traitée par ce cas d’utilisation, il s’agit bien du contexte
en présence.
4.3.2 Scénario 2 : définition d’un processus abstrait de gestion d’incendie
Ce scénario consiste à établir statiquement, en amont de la survenue des incendies, un processus
métier de résolution de crise sous une forme qui pourra être interprétée de manière automatique au
moment opportun. En effet, même si l’on ne connaît pas au moment de l’écriture du processus les
services qui seront seulement disponibles à l’exécution (mais qui restent pour autant nécessaires à
son accomplissement), on est cependant déjà capable d’exprimer sans ambiguïtés ses besoins. Ainsi,
grâce à l’utilisation ciblée d’ontologies métiers, et donc de sémantique, il est possible de diminuer
significativement le fort couplage syntaxique entre le processus et les offres de service elles-mêmes
Obtenir un visuel 
du sinistre Encercler la zone
Empêcher la 
propagation du feu 
et le circonscrire
Besoins fonctionnels :




Besoins non-fonctionnels : 
sécurité > 5
bande passante (Ko/s) ≥ 10
résolution (Mpix) ≥ 2
2 ≤ fréquence radio (Ghz) ≤ 7
Besoins fonctionnels :
Type de service : Camion
Méthodes requises :
aller_a(emplacement) : status
arroser(position, quantité) : status
Besoins non-fonctionnels : 
vitesse (Km/h) ≥ 100
carburant (Litres ≥ 100
contenance (Litres) ≥ 1000
1 2
3
Invocations de service :
1 - drone.survoler_zone(un emplacement)
2 - drone.obtenir_image() 
Invocation de service :
camion.arroser(une position, 
          une quantité)
Besoins fonctionnels :
Type de service : Personnel
Méthode requises :
encercler_zone(emplacement, image) : 
status
Besoins non-fonctionnels : 
résistance au feu ≥ 30 (°C)
fatigue physique ≤ 70
2 ≤ fréquence radio (Ghz) ≤ 7
Invocation de service :
personnel.encercler_zone(
          un emplacement, une image)
Figure 4.5 – Processus métier de gestion d’incendies.
La figure 4.5 présente un processus abstrait de gestion d’incendie qui pourra être déployé, sous
la forme technique d’une description BPEL, dans le contexte d’intervention que nous avons précé-
demment introduit. Il décrit les actions de haut niveau suivantes à exécuter en séquence : obtenir un
visuel du sinistre, encercler la zone et finalement, empêcher la propagation du feu et le circonscrire.
A chacune de ces actions est associé un ensemble de besoins fonctionnels et non-fonctionnels établi
statiquement, qu’il faudra faire correspondre, lors de l’orchestration de service, aux différentes offres
disponibles.
Si l’on s’attarde sur la première action d’obtention d’images du théâtre des opérations, il faut
noter que le type du service requis ainsi que ses méthodes sont indiqués sous la forme des besoins
fonctionnels de l’action. Ils sont complétés par les besoins non-fonctionnels qui, sous l’apparence d’un
document WS-Agreement requis lié au processus BPEL, fixent sous forme de bornes numériques les
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exigences nécessaires et suffisantes au processus, et ceci sans connaissance préalable des offres de
services qui seront disponibles lors de l’intervention. On remarque notamment une indifférence sur
la bande de fréquence utilisée par les drones pour communiquer (2 ≤ fréquence radio (Ghz) ≤ 7 ),
ce qui signifie que l’on est capable d’utiliser sans distinction les services de types civils ou militaires.
Dans le cas de la seconde action, on constate que, d’un point de vue strictement fonctionnel,
tous les pompiers et gendarmes disponibles seront requis pour l’intervention : cela se traduit par
l’utilisation du concept ontologique général Personnel pour désigner les deux types de services au
lieu de leurs concepts métiers spécifiques. Par ailleurs, les besoins non-fonctionnels sont suffisam-
ment lâches pour que tous les services respectant le modèle générique d’offres statiques de service
introduit dans la sous-section précédente soient considérés comme conformes. Cependant, si la stricte
conformité fonctionnelle et non-fonctionnelle des services orchestrés est considérée comme un préa-
lable indispensable à leur utilisation, une information supplémentaire sera alors forcément nécessaire
au niveau du processus BPEL si l’on souhaite être capable de discriminer, à l’exécution, entre ces
services conformes dans le but d’en prélever le ou les plus utiles à la résolution de la crise.
En ce qui concerne la troisième action, on remarque que seuls les camions anti-incendies sont
sollicités pour empêcher la propagation du feu et le circonscrire, et non les personnels au sol, cet
état de fait est du au type d’incendie visé : ce processus a été établi pour traiter des feux à fort
dispersement géographique qui induisent de multiples déplacements sur de grandes distances néces-
sitant l’utilisation de véhicules adaptés. Les besoins non-fonctionnels pour réaliser cette action sont
à l’avenant : une forte contenance en eau (≥ 1000 Litres) et une vitesse élevée (≥ 100 Km/h).
4.3.3 Scénario 3 : élicitation de préférences utilisateur spécifiques à la crise
Le processus métier que nous venons de détailler a été défini avant que la crise bien spécifique,
qui nous intéresse dans ce cas d’utilisation, soit avérée. De fait, chaque incendie est unique et il
peut être nécessaire, dans les instants qui précèdent le déploiement du processus, de compléter les
besoins non-fonctionnels établis statiquement par des préférences utilisateur spécifiquement conçues
pour les besoins propres à ce type d’incendie de particulièrement grande ampleur. Les services en
présence lors de l’exécution pourront par la suite être départagés sur la base de leur adhésion à ces
préférences (et donc de leurs utilités respectives).
Le formalisme dédié à la modélisation de préférences utilisateur que nous avons défini dans le
cadre de cette thèse sera présenté en détails au chapitre 6, il permet la modélisation de déclara-
tions qualitatives et l’utilisation de termes linguistique au sein d’un modèle graphique. Nous nous
contenterons donc ici d’une élicitation abstraite de ces préférences.
En ce qui concerne la première action d’obtention d’un visuel du sinistre grâce aux drones, les
préférences suivantes sont établies :
– “On souhaite, dans l’absolu, utiliser les drones disposant, pour la transmission des images, des
meilleures valeurs en termes de sécurité, bande passante et résolution.”
– “On préfère cependant optimiser la bande passante au détriment de la sécurité ou de la résolu-
tion”, qui sont des critères de moindre importance dans ce contexte non militaire.
– “On effectue par ailleurs un compromis entre l’optimisation de la bande passante et celle de la
résolution : si la bande passante est faible, alors on favorisera les services disposants d’une faible
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résolution d’image, et inversement.” L’objectif étant dans ce contexte d’obtenir les images le
plus vite possible en minimisant la latence.
A la deuxième action mettant à l’ œuvre les personnels présents au sol pour encercler la zone de
l’incendie, sont associées les préférences suivantes :
– “On souhaite, dans l’absolu, utiliser les personnels disposant de la meilleure résistance au feu
et d’une fatigue physique minimale.”
– “De par l’intensité de l’incendie, on favorise la résistance au feu au détriment de la fatigue
physique”, de plus, ce sont les camions qui vont effectuer l’essentiel des déplacements au sol,
l’intervention n’en sera donc que moins exigeante sur l’état physique des personnels.
Pour finir, concernant la troisième et dernière action utilisant les services de camion citerne pour
empêcher la propagation du feu et le circonscrire, les préférences portent tout particulièrement sur
leurs caractéristiques métiers de contenance et de vitesse :
– “On souhaite obtenir les meilleurs valeurs de vitesse et de réserve de carburant.”
– “De par l’étendue de l’incendie, on favorise la vitesse de déplacement et la réserve en carburant
effective des camions au détriment de leur contenance en eau”, et ceci de manière à ce qu’ils
puissent se déplacer le plus rapidement possible et avec la plus grande autonomie.
– Toujours dans le même soucis de rapidité de déplacement pour maximiser la couverture de
l’incendie, “on préfère une contenance moyenne (plutôt qu’élevée) des camions en eau, de ma-
nière à les alléger. Cependant, pour qu’ils restent utiles, on écarte autant que possible ceux qui
n’auraient qu’une faible contenance”.
Ces préférences s’inscrivent à l’intérieur des bornes de QoS précédemment définies. Il s’agit donc
bien de départager, à l’exécution, des services concurrents, mais conformes fonctionnellement et
non-fonctionnellement aux besoins du processus métier. Suite à leur élicitation, ces préférences sont
accolées aux différents sites d’appels de services du processus (cf. figure 4.6).
4.3.4 Scénario 4 : composition agile de services pendant la crise
Suite au déclenchement des alertes, des actions doivent être entreprises immédiatement, et ce à
tous les niveaux. Le CODIS 12 des Alpes Maritimes a alors pour mission d’assurer la composition de
l’intervention au niveau départemental.
En se rapprochant du théâtre des opérations, cette composition va se décliner à des niveaux de
détail de plus en plus fins. On se focalise alors dans ce scénario sur le déclenchement du proces-
sus métier que nous avons défini précédemment, dans le cadre d’une sphère opérationnelle faisant
notamment intervenir plusieurs drones avec caméras embarquées et équipes au sol (cf. figure 4.7).
Le déploiement rapide des équipes ainsi que la présence diversifiée de matériel va nécessiter en
tout premier lieu la mise en place d’une composition active des services disponibles, par un mécanisme
de liaison tardive. Cette approche, rendue possible par le couplage lâche implanté entre les offres et
demandes de service que nous avons decrites dans les scenarii 1 et 2, est détaillée au chapitre 5.








Besoins non-fonctionnels : 
sécurité > 5
bande passante (Ko/s) ≥ 10
résolution (Mpix) ≥ 2
2 ≤ fréquence radio (Ghz) ≤ 7
Besoins fonctionnels :
Type de service : Camion
Méthodes requises :
aller_a(emplacement) : status
arroser(position, quantité) : status
Besoins non-fonctionnels : 
vitesse (Km/h) ≥ 100
carburant (Litres ≥ 100
contenance (Litres) ≥ 1000
Préférences 
non-fonctionnelles : 
(...) "On préfère cependant optimiser la 
bande passante au détriment de la 
sécurité ou de la résolution" (...)
Préférences 
non-fonctionnelles : 
(...) "De par l'étendue de l'incendie, on 
favorise la vitesse de déplacement et la 
réserve en carburant effective des 
camions au détriment de leur 
contenance" 
Besoins fonctionnels :
Type de service : Personnel
Méthode requises :
encercler_zone(emplacement, image) : 
status
Besoins non-fonctionnels : 
résistance au feu ≥ 30 (°C)
fatigue physique ≤ 70
2 ≤ fréquence radio (Ghz) ≤ 7
Préférences 
non-fonctionnelles : 
(...) "De par l'intensité de l'incendie, on 
favorise la résistance au feu au 
détriment de la fatigue physique"
Obtenir un visuel 
du sinistre Encercler la zone
Empêcher la 




Invocations de service :
1 - drone.survoler_zone(un emplacement)
2 - drone.obtenir_image() 
Invocation de service :
camion.arroser(une position, 
          une quantité)
Invocation de service :
personnel.encercler_zone(
          un emplacement, une image)
Figure 4.6 – Processus métier de gestion d’incendies spécialisé par l’utilisation de préférences.
Par ailleurs, pour maximiser la pertinence et la performance du processus métier de gestion
d’incendies dans ce contexte spécifique, la Qualité de Service courante des drones, des personnels
au sol et des camions sera intégrée, au cœur de la composition de services, par une approche utile
exploitant les préférences définies par l’utilisateur. Ce second aspect de la composition sera détaillé
dans le chapitre 6 en prenant notamment pour exemple la sélection d’un drone d’imagerie à partir
des préférences définies dans le troisième scénario.
4.4 Conclusion
Dans ce chapitre, nous avons posé les bases d’un cas d’utilisation simplifié en gestion de crise
environnementale, dans le cadre des feux de forêt de grande envergure. Il permet, décliné en quatre
scenarii distincts, d’illustrer les différentes facettes de nos contributions scientifiques sur la composi-
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Caméra	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  incendies	  
Figure 4.7 – Cas d’utilisation : sphère opérationnelle
tion de services, mais donne aussi des détails sur les phases préalables à la composition : la définition
d’offres de services et processus métiers en couplage lâche, ainsi que celle de préférences utilisateur
qui seront exploitées à l’exécution du système. Ce cas d’utilisation montre qu’il est ainsi possible de
tisser des liens étroits entre les problématiques usuelles de la gestion de crise et nos travaux sur les
architectures SSOA. Le contexte métier qui a été ici défini sera repris, au besoin, dans le reste de ce
manuscrit pour illustrer nos propos.
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Composition active de services
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5.1 Introduction
Dans le contexte de l’implantation d’applications réparties à large échelle, tout particulière-ment via le Web, les architectures de type SOA sont devenues, au cours des ans, un élément
de réponse incontournable aux problématiques de répartition et de communication entre les entités
de ces systèmes complexes. Comme nous l’avons vu, une seconde itération de ces architectures, les
SSOA, vient compléter sans rupture technologique franche le panel des facilités mises à la disposi-
tion des fournisseurs de services : un meilleur découplage entre offres et demandes de services, ainsi
qu’une augmentation du niveau d’abstraction lors de leur spécification.
Bien que l’approche SSOA pose les bases indispensables à notre travail, elle reste cependant
muette quant aux problématiques levées par le contexte dans lequel s’inscrit ce manuscrit. Dans
ce dernier, les services utilisés par les applications réparties sont rarement connus au moment de
l’écriture des processus métier, il est par ailleurs nécessaire de faire preuve d’une grande agilité à
l’exécution de manière à pouvoir incorporer tardivement, au processus de composition, des services
découverts dynamiquement, tout en prenant en compte de multiples contraintes non-fonctionnelles.
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Bien que ces problématiques découlent ici directement de notre contexte d’application (elle sont mises
en exergue par notre cas d’utilisation en gestion de crise environnementale détaillé au chapitre 4),
on peut aisément concevoir leur pertinence au delà de ces frontières.
Ainsi, la nécessité de répondre à ces diverses questions se traduit, dans le cadre de nos travaux,
par la mise en œuvre d’une composition active de services via la description et l’implantation d’une
approche pour la liaison tardive de services lors de leur orchestration. Sont alors définis dans ce
chapitre différents concepts et abstractions de programmation à adopter pour implanter une décision
de liaison tardive et efficace des fournisseurs aux consommateurs de services. De même, nous mettons
en avant l’importance des décisions de liaison qui ne peuvent (ou ne doivent) être prisent que lors
de l’exécution des processus, sur la base de leurs besoins non-fonctionnels et des caractéristiques
courantes des services disponibles. L’approche permettant d’effectuer ces décisions de liaison, ainsi
que le choix du moment le plus opportun pour les réaliser, constituent dès lors le cœur de notre
composition active de services.
Ce chapitre est organisé comme suit : en tout premier lieu, on présente en 5.2 une comparaison
entre les compositions actives et dynamique. Ensuite, en 5.3, on avance les principes dirigeant notre
approche pour la liaison tardive de services lors de leur orchestration. On y aborde notamment
les bénéfices à tirer de cette approche dans le contexte des SSOA. Les sous-chapitres 5.4 et 5.5
décrivent ensuite les étapes préliminaires qui sont nécessaires à la mise en œuvre de la liaison tardive
à proprement parler, elle même approfondie dans le sous-chapitre 5.6.
5.2 Composition active vs. composition dynamique
Dans le cadre de l’état de l’art de ce manuscrit (cf. chapitre 3), nous avons abordé de multiples tra-
vaux pré-existant dans le domaine de la composition de services sous contraintes non-fonctionnelles.
Ils sont présentés comme “dynamiques” dans la mesure où ils sont capables d’effectuer, lors du déploie-
ment des processus, un ensemble de choix de liaison, en fonction des contraintes non-fonctionnelles
des processus et des propriétés contractuelles statiques des services.
Ces choix d’affectation étant effectués en majeure partie lors du chargement des processus dans le
canevas d’exécution, c’est-à-dire avant l’exécution de leur partie métier, ils ne sont remis en cause par
recomposition que lors de violations manifestes des contraintes non-fonctionnelles sur lesquelles se
sont accordés les différents acteurs de la composition. On peut comparer ce mode de fonctionnement
à celui d’un mécanisme de gestion d’“exceptions”.
Ainsi, en reprenant après composition l’exemple que nous avions introduit à la section 3.3.1 (cf.
figure 5.1) ; si pendant l’exécution de process le service S2 ne respecte pas son contrat et dépasse
20ms (tS2 = 30ms), tout le reste de la composition est remis en question car, dans le pire des cas,
tprocess = 43ms. Il est alors nécessaire de gérer cette exception en effectuant une recomposition du
segment en cours d’exécution de process, ou de le recomposer en totalité (ici Affectation #2 ).
On peut donc qualifier ces approches pour la composition dynamique de services comme étant
“défensives”. La recomposition des services, processus particulièrement coûteux en temps malgré les
optimisations, y est présentée bien souvent comme l’unique moyen d’adaptation aux contraintes envi-
ronnementales courantes, et n’est déclenchée qu’en réaction à une erreur patente pendant l’exécution
du processus.
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tS1 = 5 ms
S1
tS2 = 30 ms
S2
tS3 < 4 ms
S3
tS4 < 4 ms
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Affectation n°1 : taffectation ≤ 43 ms 
⇒ NOK
Exécution de l'invocation
Contrainte générale : 
tprocess ≤ 40 ms
Processus process
temps t1 t2 t3
t4
Figure 5.1 – Composition dynamique : violation de contrainte à l’exécution.
Nous proposons alors un nouveau mécanisme qui peut être considéré comme complémentaire de
cette composition dynamique défensive : la composition active de services. Nous nous démarquons
alors des approches traditionnelles dans la mesure où la recomposition n’y est considérée que comme
dernier rempart aux écarts les plus importants lors de l’exécution. Sans attendre son intervention,
la composition active va sélectionner pendant l’orchestration de services, pour chaque site d’invo-
cation, le service répondant le mieux, à cet instant, aux contraintes non-fonctionnelles locales, par
l’intégration de ses propriétés courantes mesurées (cf. figure 5.2). Ce mécanisme de sélection fait
partie intégrante de notre approche pour la liaison tardive de services présentée ci dessous.
La sélection d’un service, qui est locale à chaque site d’invocation, est effectuée au sein d’un
groupe de services fonctionnellement équivalents. Ces groupes sont prédéterminés par le biais d’un
mécanisme de filtrage que nous abordons dans la section 5.4. Il pourraient aussi être le fruit d’un
processus amont de composition dynamique : si les affectations globales de services issues de la
composition dynamique ne prévoient normalement qu’un seul service pour chaque site d’appel (cf.
affectation n˚ 1 sur le figure 5.1), il est cependant raisonnable d’avancer que la composition dyna-
mique serait aussi en mesure de fournir plusieurs alternatives pour chaque sites d’appels. Il s’agit là
d’une nouvelle marque de la complémentarité potentielle entre approches dynamiques et composition
active.
5.3 Une approche pour la liaison tardive de services
Si la prise en compte des contraintes de Qualité de Service lors de l’exécution des processus
métier apparaît effectivement comme importante, elle ne doit pas pâtir, dans notre contexte SSOA,
du faible couplage entre processus et services (cf. section 2.1.3) : nous avançons qu’elle peut même
en bénéficier si elle est correctement exploitée. En effet, ce couplage lâche, qui s’exprime lors de la
spécification d’un processus métier, induit tôt ou tard la nécessité d’une décision de liaison effective
à un service concret de manière à pouvoir poursuivre son exécution. Nous constatons alors que la
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Figure 5.2 – Composition active de services.
pertinence de cette décision de liaison, effectuée notamment sur la base de critères non-fonctionnels,
serait d’autant plus grande qu’elle reposerait sur des informations de QoS ponctuelles, recueillies le
plus tardivement possible.
Par conséquent, nous avançons que la décision doit être prise à la volée, à l’extremum du cycle
de vie d’un processus : en l’occurrence pendant son orchestration, lors de chaque appel de service
qui en émane. Ce positionnement temporel disqualifie per se les liaisons fermement établies au
moment de la définition du processus client ; leur pertinence non-fonctionnelle étant relativement
très faible, si ce n’est inadéquate. De cette observation naît notre démarche de liaison tardive de
services [Châtel et al., 2010a], tout particulièrement justifiée par les variations fréquentes du niveau
courant de QoS des services ainsi que la durée moyenne d’exécution relativement longue des processus
métiers dans le contexte du cas d’utilisation en gestion de crise environnementale que nous avons
introduit. La liaison tardive des services de drones, pompiers et camions au processus métier de
gestion d’incendie que nous avons précédemment introduit est illustrée par la figure 5.3 : à chaque
activité est associée une décision de liaison effectuée sur la base des valeurs de QoS recueillies
tardivement sur les équipements et personnels disponibles.
Cependant, l’impact de cette démarche sur les performances des intergiciels de support des
SSOA ne doit pas être négligé. En effet, tandis que cette nouvelle forme de liaison ouvre la voie
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Figure 5.3 – Cas d’utilisation et liaison tardive.
à des applications réparties plus agiles et plus robustes, les problématiques et spécificités liées à
son implantation doivent être étudiées et traitées. Pour minimiser cet impact, nous proposons la
mise en place d’une approche globale pour la liaison tardive de services. Cette approche inclue
deux étapes préliminaires à la phase ultime de liaison tardive à proprement parler ; de manière à
passer outre, au moment de de la décision de liaison et de l’appel de service, certains délais liés aux
premiers algorithmes d’appariement et au recueil des informations nécessaires à la décision. Pour
ce faire, nous proposons premièrement de préétablir par filtrage statique un ensemble de services
candidats par source d’appel dans les processus métiers, avant leur exécution ; ces ensembles seront
alors immédiatement supervisés de manière à pouvoir obtenir à tout moment l’état non-fonctionnel
courant de chaque service lors de l’exécution des processus. Reste alors à effectuer, au moment précis
de l’appel de service, les décisions tardives de liaison qui s’imposent, en considérant ces ensembles
prédéterminés de services et leurs valeurs courantes, pertinentes, de QoS.
Nous nous focalisons donc, dans les sections suivantes, sur les diverses étapes logiques propres
à cette approche de liaison tardive de services. Elles sont présentées de manière condensée dans la
figure 5.4 et dénombrées ci-après :
1. en tout premier lieu, le filtrage des services, détaillé en 5.4, ce dernier étant effectué au niveau
des annuaires sur critères fonctionnels et non-fonctionnels. C’est à l’issue de cette étape que
les ensembles de services candidats sont obtenus. Elle englobe par ailleurs, le cas échéant, le
calcul des modèles d’adaptation de données utilisés lors du futur dialogue entre les services
retenus et le processus métier client de ces services ;
89






Filtrage fonctionnel de services
Liaison
Tardive







Calcul des modèles d'adaptation de données




Figure 5.4 – Etapes d’une approche pour la liaison tardive de services.
2. suivi ensuite par la mise en place et le déclenchement de la supervision de services à partir de
ces ensembles, détaillée en 5.5. Cette supervision sera effectuée en parallèle de l’exécution des
processus métiers, de manière à pouvoir obtenir des informations “fraîches” sur l’état courant
des services, et ce à tout moment ;
3. et pour finir, la liaison tardive d’un service, vue en 5.6 qui se décompose en une première étape
de sélection du service considéré comme le plus approprié à cet instant, puis une seconde étape
d’invocation de ce service adaptation des données échangées. La décision de liaison faisant
notamment appel aux valeurs de QoS obtenues via le canevas de supervision des services
préalablement déployé.
On remarque que l’on retrouve respectivement dans ces étapes logiques les deux niveaux logiciels
abstraits de filtrage des services et exécution du processus métier et contrôle et décision évoqués
précédemment (cf. section 1.4).
90
5.4. Filtrage de services
5.4 Filtrage de services
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négociés
statique
Figure 5.5 – Filtrage de services.
Dans notre contexte de SOA Sémantique, les offres fonctionnelles et non-fonctionnelles de services
vont être publiées et stockées dans des annuaires prévus à cet effet, de manière à pouvoir être
“découvertes” et associées à des processus métiers, le moment venu. Les annuaires de services sont
alors tout désignés pour implanter cette fonctionnalité de filtrage des services disponibles dépeinte par
la figure 5.5. Ainsi, à partir des besoins fonctionnels et non-fonctionnels (syntaxiques et sémantiques)
qui lui sont communiqués pour chaque source d’appel de service d’un processus métier, un annuaire
doit alors être capable d’établir l’ensemble des services pertinents et communiquer ce résultat. Ce
procédé, qui implique notamment un raisonnement sur des concepts ontologiques, a un coût temporel
non-négligeable, proportionnel au nombre de services répertoriés par l’annuaire et à la complexité
de la requête.
5.4.1 Impact du calcul des modèles pour l’adaptation de données
Le filtrage qui permet la construction d’ensembles de services candidats doit être complété,
tôt ou tard, par le calcul de modèles d’adaptation entre les structures de données tels qu’utilisées
lors de la définition des besoins des processus et ceux exposés dans les offres concrètes des services
candidats, quitte à éliminer certains services retenus si le l’obtention de ces modèles d’adaptation est
impossible. En effet, dans les SSOA, à partir du moment où l’appariement est dirigé par des critères
sémantiques de haut niveau, rien ne garantit une parfaite correspondance entre processus et services
au plus bas niveau syntaxique ; niveau qui concerne les structures de données utilisées lors du passage
d’arguments aux services et la récupération de leurs valeurs de retour. Une première approche de
traitement de cette problématique d’adaptation de données a été précédemment abordée dans le
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contexte des service Web sémantiques (cf. 2.1.3), elle consiste à utiliser les capacités d’annotation de
la spécification SAWSDL pour lier par transitivité offres et besoins au travers d’une ontologie pivot,
via la définition de transformations de données au format XML. L’ensemble de ces transformations
constitue alors le modèle d’adaptation des données à appliquer lors de l’exécution d’une application
Web. Cette solution technique ne précise cependant pas à quel moment les transformations doivent
être calculées ; et il ne faut pas sous-estimer, là non plus, le coût de l’obtention de ces transformations,
qu’elle soit manuelle ou effectuée par inférence logique.
Figure 5.6 – Comparaison des temps d’exécution de la génération des adaptateurs et de
l’exécution de la composition.
Afin d’illustrer l’impact très concret du calcul des modèles d’adaptation sur l’étape de filtrage des
services, nous prenons pour exemple les récents travaux de Moreau et al. [Moreau et al., 2009] sur “la
mise en œuvre automatique de processus métier dans le domaine des architectures orientée services”.
Ils cherchent à mettre au point de nouvelles solutions pour l’adaptation (automatique) de données et
la sélection de services. Il s’agit donc bien ici d’obtenir des modèles d’adaptation par une inférence
logique élaborée, sans intervention humaine. La génération automatique d’“adaptateur” est effectuée
par une étude particulièrement poussée de la structure des schémas de données à apparier, dirigée
par des informations de niveau sémantique disposées de part et d’autre. Cependant, l’étude relative
des performances du générateur d’adaptateur sur un cas d’utilisation concret montre clairement les
limites de cette approche pour une utilisation dynamique au cours de l’orchestration des services :
le cas d’utilisation UTP (où “Urban Trip Planner”) défini par Baligand et al. [Baligand et al., 2007]
et repris par Moreau et al. propose un processus métier où cinq activités d’invocation de services
externes nécessitent la génération d’autant d’adaptateurs de données. Si l’on compare sur 150 itéra-
tions le temps d’exécution moyen de la génération consécutive de ces cinq adaptateurs sous forme
de feuilles XSL (au total 140 ms), avec celui de la composition elle-même (130 ms), on constate
une quasi-équivalence des deux durées ; ce qui signifie que si les deux processus (génération des
adaptateurs et composition de services) sont effectués conjointement, le temps d’exécution total du
processus métier va plus que doubler. La figure 5.6 compare ainsi les résultats obtenus pour la géné-
ration d’adaptation au temps d’exécution des différentes tâches de l’orchestration. La longueur des
pavés est proportionnelle à leur temps d’exécution en milliseconde. Les pavés GenAi représentent
les temps d’exécution du module de génération d’adaptateurs pour les activités Ai correspondantes.
Nous en déduisons que le filtrage des services disponibles ainsi que le calcul des modèles d’adap-
tation de données doivent être effectués préalablement à l’exécution du processus métier, et ce pour
d’évidentes raisons de performance : par un tel procédé on minimise l’impact sur l’exécution du pro-
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cessus des algorithmes d’appariement de services, de calcul des modèles d’adaptation de données, et










Figure 5.7 – Transition progressive du statique au dynamique.
Cependant, cette approche d’application précoce des algorithmes se heurte aux caractéristiques
intrinsèques du contexte, et plus particulièrement à celle de couplage lâche des services aux processus
qui plaide, au contraire, pour leur mise en œuvre tardive. Un “juste milieu” doit donc être trouvé
entre ces deux tendances antagonistes, il passe par une étude plus approfondie du cycle de vie des
processus. De fait, on distingue, dans le cadre d’un SSOA, deux principaux “moments” auxquels
peuvent se rattacher les différentes étapes qui doivent précéder l’exécution d’un processus métier :
lors de la définition du processus (t1 ), ou bien au moment du chargement préalable à son exécution
(t2 ). Dans ces deux cas, on parlera alors d’une étape statique puisqu’effectuée avant l’exécution du
code métier de l’application répartie ; par opposition à une étape dite dynamique qui pourra être
mise en œuvre “juste à temps” (“just-in-time”) au cours de l’exécution d’un processus (t3 ). Il faut
cependant rester conscient qu’il n’existe pas de stricte séparation entre les moments statiques et
dynamiques, plutôt une transition progressive, telle qu’illustrée par la figure 5.7 où l’on retrouve les
moments de définition, chargement et exécution d’un processus.
5.4.2 Options pour la répartition temporelle des tâches de filtrage et de calcul
des modèles
En se basant sur le cycle de vie des processus métiers, la figure 5.8 présente de multiples solu-
tions (numérotées de 1 à 4) quant à la répartition des tâches de filtrage et de calcul des modèles
d’adaptation de données. Le choix d’une option par rapport à l’autre s’effectue lors de l’implantation
de l’architecture de support de la composition active de services, en fonction des contraintes liées à
son contexte usuel de déploiement.
– La première option de filtrage et calcul statique des modèles d’adaptation a été suivie par
Moreau et al. [Moreau et al., 2009]. Ces travaux mettant en œuvre des techniques élaborées
pour le calcul des modèles d’adaptation de données entre offres et besoins de services, les algo-
rithmes incriminés sont particulièrement gourmands en temps, comme il a été précédemment
évoqué. Cependant, puisque le filtrage des services et le calcul des modèles d’adaptation de
données sont ici effectués tous deux en t1, cette option présente l’avantage de lever en très
grande partie les contraintes temporelles sur leur exécution. Par conséquent, il est donc pos-
sible de procéder à des appariements plus fins, ou qui seraient peut-être même inaccessibles
à des algorithmes plus simples et donc moins coûteux en temps. Toutefois, le couplage lâche
entre services et processus dont nous somme tributaires proscrit cette approche dans la mesure
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Figure 5.8 – Répartition des tâches de filtrage et de calcul des modèles d’adaptation de données.
où les offres de services ne sont pas encore connues lors de la définition du processus en t1.
L’adjonction d’un cache pour conserver les adaptateurs entre chaque exécution d’un processus
est avancé dans ces travaux pour optimiser leur génération, dans l’optique d’utiliser les même
algorithmes mais cette fois pendant l’exécution des processus métiers. Cependant, ces amélio-
rations restent difficilement applicables dans le contexte qui est le notre où les services et leurs
types de données sont amenés à varier entre chaque exécution.
– La seconde option découple le calcul des modèles d’adaptation effectué en t1 de l’étape de
filtrage des services à proprement parler qui n’intervient que dans un second temps en t2,
c’est-à-dire lors du chargement du processus métier. Cette approche, tout comme les deux
suivantes, est plus appropriée dans un contexte SSOA particulièrement dynamique : le filtrage
n’intervenant que lors du chargement du processus, il est en mesure de ne considérer que les ser-
vices effectivement disponibles à cet instant. La complexité du calcul des modèles d’adaptation
est effectivement reléguée au moment de la définition des offres de services et des processus de
façon à ce qu’elle n’influe en rien sur l’exécution de ces derniers, tout comme dans la première
approche. C’est par ailleurs l’approche qui est implicitement préconisée par la spécification
SAWSDL et mise en œuvre dans nos précédents travaux sur une une architecture pour la
découverte et l’orchestration de services Web sémantiques [Châtel, 2007a, Châtel, 2007b] : le
calcul des modèles d’adaptation est possible avant même de filtrer les services dans la mesure
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où il fait intervenir un modèle pivot de données auxquels doivent se référer tous les producteurs
et consommateurs de services. Il s’agit d’ailleurs là de sa principale faiblesse car il nécessite
une forte implication des différents protagonistes pour décrire à l’avance les transformations de
données rattachées aux annotations lifting et loweringSchemaMappings des offres et demandes
de services SAWSDL. Par ailleurs, ces transformations doivent logiquement être décrites pour
tous les types de données considérés.
– La troisième alternative opte pour une co-localisation temporelle du filtrage des services et
du calcul des modèles d’adaptation en t2, et ce pour un maximum de dynamicité. Contrai-
rement à l’approche précédente, les modèles d’adaptation ne doivent être calculés que pour
les sous-ensembles de services effectivement filtrés au chargement d’un processus, et non dans
leur intégralité. Cependant, ce calcul étant initié lors du chargement du processus, il doit être
effectuée de manière intégralement autonome et automatique (plus d’opérateurs humain pour
le guider à cet instant) et ce dans un temps contraint : l’utilisation d’algorithmes complexes
d’appariement n’est plus une option. Concrètement, il s’agit donc de mettre ici à l’œuvre des
techniques d’adaptation de données plus simples et moins coûteuses en temps car le processus
métier ne doit pas avoir à s’arrêter pour attendre que les modèles d’adaptation de données
soient calculés. Des services qui auraient été appariés par l’utilisation d’algorithmes plus com-
plexes peuvent ne plus l’être. Cependant, cet inconvénient est contre-balancé par la diversité
de choix induite par le paradigme SSOA : de nombreux services fonctionnellement équiva-
lents sont sensés entrer en concurrence au sein d’une infrastructure sous-jacente hautement
dynamique.
– La quatrième et dernière option positionne, tout comme dans les deux précédentes approches,
l’étape de filtrage des services (et donc de constitution des multiples ensembles de services
candidats) en t2, lors du chargement du processus. Cette option présente cependant l’originalité
de ne pas pré-calculer de modèles d’adaptation de donnée, mais se contente de faire une
adaptation directe des données transmises entre processus et services lors de l’exécution. Dans
ce cas de figure, seul un mécanisme d’adaptation particulièrement basique (et donc rapide) peut
alors être implanté : on cherche en effet à minimiser l’impact très direct sur le temps d’exécution
du processus de l’algorithme d’adaptation des données, ces dernières étant transformées “sur
le fil”.
Pour finir, tel qu’illustré dans la figure 5.5, à l’issue de cette étape de filtrage fonctionnel et non-
fonctionnel des services, les informations techniques nécessaires à l’invocation ultérieure en liaison
tardive de chaque service retenu sont obtenues (les offres de service retenues et les éventuels modèles
d’adaptation de données), ainsi que celles indispensables à la mise en place de leur supervision (les
contrats non-fonctionnels négociés entre le processus client et les services qui décrivent les multiples
dimensions de QoS mesurables). Cette remarque étant par ailleurs valable quelque-soit l’option
retenue parmi les trois dernières alternatives viables pour le calcul des modèles d’adaptation de
données.
5.5 Supervision des services candidats
La supervision des services (on parle aussi de “monitoring”) est l’étape de notre approche par
laquelle des informations non-fonctionnelles que l’on considère comme cruciales aux prises de décision
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de liaison ultérieures sont recueillies et exposées. Il s’agit donc de répondre ici à deux questions
diffuses concernant cette supervision : le “comment ?” puis le “quand ?”, et ce dans notre contexte
SSOA à faible couplage.
5.5.1 Mise en œuvre de la supervision
Nous présentons ci-dessous trois alternatives concrètes pour la réalisation de la supervision au
sein de la composition active de services :
1. Une participation volontaire des fournisseurs de services, où l’on dispose éventuellement d’un
tiers de confiance. Dans ce cas de figure, ce sont alors les services eux-mêmes qui vont fournir
en continu les valeurs courantes de chacune de leurs propriétés de QoS.
2. Une supervision réalisée au niveau de l’intergiciel SSOA et de son bus de services (dans le cadre
de SemEUsE, il s’agirait de Petals 13), en supposant effectivement que le processus métier client
s’exécute sur le même bus que celui où les services candidats seront enregistrés. Les données
ainsi recueillies pourraient aussi être capitalisées et partagées à plusieurs niveaux : par exemple
entre les processus métiers qui s’exécutent sur un même bus, entre plusieurs clients ayant
chacun plusieurs processus métiers à exécuter, entre de très nombreux processus métiers dans
le cas d’un bus s’exécutant sur une grappe de machine de type “cloud”, etc.
3. Une supervision effectuée par le processus métier lui-même, qui accumule des données lors de
chaque appel de services, en suivant donc une approche d’apprentissage en ligne. Il s’agit donc
moins dans cette option de QoS courante que de valeurs résultants d’un calcul effectué à partir
des valeurs obtenues depuis le début de l’exécution du processus.














Figure 5.9 – Participation volontaire des drones à la supervision.
C’est la première des trois options qui a été retenue dans notre approche, elle est illustrée schéma-
tiquement par la figure 5.9 où les drones rendent volontairement disponibles leurs valeurs courantes
13. http ://petals.ow2.org/
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de QoS en terme de résolution d’image, via un canevas de supervision, à partir duquel les valeurs
courantes de QoS sont ensuite récupérées pour effectuer une décision de liaison de service. Il faut
cependant noter qu’elles ne sont pas antinomiques et pourraient conjointement faire partie d’une
approche plus globale, bien que probablement redondante, de la supervision. Cette participation vo-
lontaire est viable car nous partons du constat qu’un service donné aura avantage à publier sa Qualité
de Service courante si cette dernière est bien meilleure que celle portée comme extremum dans son
contrat non-fonctionnel précédemment annoncé. Ce qui sera le cas si le fournisseur a pris de grandes
marges dans le contrat afin de ne pas avoir à payer de pénalités en cas de violation des garanties, mais
qu’il fourni habituellement en pratique une bien meilleure QoS. Dans ce contexte, concurrence entre
services aidant, ses semblables suivront si les consommateurs de services plébiscitent les fournisseurs
qui fournissent ces valeurs courantes.
Bien que cette option puisse malgré-tout sembler avant-gardiste compte tenu de l’état actuel du
déploiement de ce type de technologies dans le monde de l’entreprise, elle risque de devenir inévitable,
à plus ou moins courte échéance, si les besoins actuels et bien réels en termes de certification des
activités liées aux technologies non-fonctionnelles de services se concrétisent au niveau industriel.
De fait, quand les fournisseurs de services chercherons à obtenir des certifications de type ISO-
900X, fort est à parier que la possibilité de vérifier la qualité du service rendu (ou perçu) fera partie
intégrante de ces certifications ; la capacité à s’auto-évaluer en est le plus souvent une caractéristique
essentielle. Ce modèle économique, fondé sur la crédibilité des fournisseurs de services, ne peut alors
que renforcer la pertinence de la participation volontaire de ces derniers au processus de supervision.
Ainsi, une hypothèse centrale à notre approche est que les contrats non-fonctionnels, “signés” par
les fournisseurs de services suite aux négociations effectuées lors du précédent filtrage, expriment les
propriétés de QoS qu’il est possible de superviser tout au long de l’existence des services. Cependant,
si la supervision des services est effectivement un moyen particulièrement adapté à l’obtention des
valeurs pertinentes de QoS pour la prise de décision de liaison, une alternative sensiblement dégradée
consisterait à toujours considérer lors de la décision la “pire” valeur possible de QoS selon les bornes
définies dans le contrat statique. Cette approche pessimiste, qui n’a pas été retenue pour nos travaux,
pourrait néanmoins y être utilisée comme mécanisme de secours en cas de défaillance technique du
canevas de supervision.
5.5.2 Un ensemble de contraintes spécifiques
L’approche générale pour la supervision des services étant fixée, il subsiste un ensemble de
contraintes, propre à la prise de décision dynamique, qui s’y applique. Ces contraintes portent sur :
– la cohérence des données. En effet, la comparaison entre plusieurs services étant le plus souvent
effectuée sur la base des valeurs courantes de multiples propriétés de QoS, les données relevées
doivent exhiber un certain degré de cohérence sur le plan temporel. Cette cohérence doit se
retrouver aussi bien entre les différentes propriétés d’un même service (cohérence interne),
qu’entre les services considérés (cohérence externe). Par exemple, selon notre cas d’utilisation,
on doit être en mesure d’obtenir à tout moment la valeur courante de la bande passante B
et de la résolution d’image R d’un drone de surveillance donné. Lors de la comparaison entre
drones dans l’optique d’une décision de liaison, il s’agit alors d’une part de ne pas mettre sur
un pied d’égalité deux drones D1 et D2 dont le degré d’obsolescence des valeurs obtenues ne
serait pas le même (par exemple si D1 offre une meilleure valeur B1 sur la bande passante
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que D2, mais que B2, bien qu’inférieure, est beaucoup plus récente donc pertinente pour la
décision) ; et, d’autre part, de s’assurer de la proximité temporelle interne des valeurs sur B
et R au sein de D1, D2 et tous les autres drones ;
– la flexibilité de l’accès aux données. Pour une même propriété de QoS, chaque fournisseur
de services peut utiliser son propre “vocabulaire”, matérialisé dans le contexte SSOA par des
concepts ontologiques (voir des ontologies) distincts, ou ses propres unités de mesure. Nous
avançons que c’est au canevas de supervision de gérer ces discordances, tout en les masquant
à ses clients (en l’occurrence le processus de composition active de services). Toujours selon
notre cas d’utilisation, de telles différences subtiles pourraient apparaître entre les offres de
services issues des pompiers et des gendarmes pour un même type de matériel : par exemple,
des camions citernes dont la vitesse est caractérisée par le concept ontologique Vitesse et
mesurée en Km/h d’un côté, et le concept Speed en mph 14 de l’autre.
– la performance dans l’accès aux données. Le processus décisionnel, client des valeurs fournies
par le canevas de supervision, ne doit pas pâtir d’éventuels délais dans l’accès au valeurs de
QoS. Ces délais proviennent essentiellement des contraintes techniques liées à la transmission
des valeurs numériques depuis les services ainsi qu’à leur éventuelle conversion. Or, dans les
cas usuels, les délais de transmission vers les clients sont proportionnellement importants (par
exemple de l’ordre de plusieurs milli-secondes) par rapport à celui de la décision effectuée en
local.
Le canevas de supervision M4ABP (“Monitoring for Adaptive Business Process”), mis au point
par Le Duc et al. [Le Duc et al., 2009] dans le cadre du projet SemEUsE et de travaux connexes
à cette thèse apporte de nombreux éléments de réponse à ces contraintes en mettant en œuvre
différentes techniques telles la mise en cache des valeurs de QoS obtenues des services pour en
augmenter la performance d’accès, ainsi que leur marquage temporel (“timestamp”) pour assurer
une certaine cohérence temporelle des données. Il repose par ailleurs sur l’obtention des valeurs
courantes de QoS que chaque service s’engage à fournir volontairement au travers d’une interface
dédiée. C’est ce canevas qui sera intégré à l’implantation de la composition active des services.
5.5.3 Intégration au processus de composition active
Si la réponse aux contraintes précédemment définies est en partie fournie par l’implantation du
canevas de supervision, son utilisation habile et ciblée constitue un second vecteur d’optimisation
en termes de performance globale du processus de composition de services. En effet, du point de
vue externe de ce dernier, les interactions avec le canevas de supervision vont être séparées en deux
étapes distinctes :
– Tout d’abord l’initialisation de la supervision, qui entraîne son déclenchement. Elle doit être
effectuée le plus tôt possible (en amont de l’exécution du processus métier) afin de ne pas en
influencer le bon déroulement.
– Vient ensuite le recueil des informations de supervision en tant que telles (c’est-à-dire celui
des valeurs courantes de QoS des services supervisés) qui sera effectué dans cette approche au
moment ultime de la sélection de service avant invocation, de manière à obtenir les valeurs de
QoS les plus fraîches possible (cf. section 5.6).
14. “mile per hour”, aussi noté mi/h, unité de vitesse issue du monde anglo-saxon
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Figure 5.10 – Initialisation de la supervision des services ayant été filtrés.
Nous proposons donc, comme optimisation dans l’usage du canevas, d’effectuer son initialisation
de manière précoce, dans la foulée de l’étape de filtrage des services, ce qui permet aussi de la
restreindre aux seuls services exhibant les propriétés non-fonctionnelles contractuelles nécessaires.
L’initialisation et le déclenchement de la supervision seront donc, tout comme le filtrage, effectués
de manière statique au chargement du processus (en t2 sur la figure 5.8), avant l’exécution de sa
partie métier.
Par la suite, le coût du recueil des informations non-fonctionnelles est en grande partie minimisé
par ce déclenchement préalable en t2 du canevas de supervision. En effet, à sa suite, des sondes ont
été déployées sur la base des informations techniques contenues dans les contrats non-fonctionnels,
tel qu’illustré sur la figure 5.10. Le rôle de ces sondes est de s’abonner aux interfaces de super-
visions locales à chaque service de manière à faire remonter, de manière asynchrone à l’exécution
du processus métier, les valeurs courantes de Qualité de Service pour consultation ultérieure. Cette
asynchronicité permet de s’affranchir, lors de la prise de décision de liaison dynamique à l’exécution
du processus, des délais relatifs à la demande, puis l’obtention via le réseau des valeurs courantes de
QoS des services.
5.6 Liaison tardive d’un service
L’étape de liaison tardive d’un service, que l’on peut décomposer en une sélection tardive d’un
service spécifique suivie de son invocation, est effectuée juste-à-temps, lors de l’évaluation d’une
source d’appel de services pour un processus donné. Ce faisant, on passe d’une démarche statique
mise en œuvre pour les étapes préliminaires de filtrage et d’initialisation de la supervision, à une
approche fortement dynamique. On dispose alors, à cet instant, des valeurs de QoS les plus “fraîches”
possibles, obtenues via le canevas de supervision préalablement déployé : après la première étape
de filtrage qui a permis l’élaboration d’ensembles distincts de services candidats pour chaque source
d’appel, on peut donc utiliser une nouvelle fois des informations non-fonctionnelles, mais cette fois
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plus pertinentes, pour diriger la décision finale de liaison entre le processus et un service. On est
aussi en mesure de prendre en compte la disponibilité effective des services : en effet, un service
candidat préalablement filtré pourrait ne plus être marqué comme disponible à cet instant précis.
Cette étape dynamique de sélection est alors garante, dans le prolongement du filtrage de services,
de l’agilité de notre approche pour la composition de services : l’exécution d’un processus métier est
ainsi capable de prendre en compte, au mieux, l’état actuel de son contexte d’exécution.
Cependant, si le cadre technique ainsi posé répond effectivement de l’agilité de l’approche, il
n’est pas suffisant, à lui seul, pour effectuer une décision de liaison “performante” : un mécanisme
d’intégration intelligente des propriétés non-fonctionnelles doit être défini. Ce mécanisme a la charge
de diriger la décision, de manière à maximiser l’utilité de chaque liaison processus/service, et, in fine,
la performance globale du processus. Pour ce faire, les besoins non-fonctionnels usuels, exprimés sous
forme de contrats, sont complétés dans notre approche par des préférences utilisateur qui permettent
au programmeur d’un processus métier d’exprimer ses politiques de décision dans la liaison et l’uti-
lisation des services physiques en fonction des valeurs courantes de Qualité de Service. Ces dernières
sont établies, statiquement, avant le chargement de leur processus parent, et les valeurs courantes de
QoS leur sont appliquées lors de son exécution. Cette approche, qui permet une composition utile de
services en s’imbriquant au cœur de la liaison tardive des services, les préférences non-fonctionnelles
qui en dépendent, et le principe de raisonnement sur ces préférences, sont présentés en détails au
chapitre 6.
Les préférences sont aussi tout à fait adéquates utiles pour gérer certains besoins pouvant se
révéler contradictoires en termes de QoS (par exemple prix vs. qualité), car elles permettent d’établir
la préférence relative entre les propriétés non-fonctionnelles supervisées : ainsi, pour chaque ensemble
de services candidats, un ordre total sur les services peut être obtenu, et les décisions finales de


































Figure 5.11 – Sélection et invocation d’un service en liaison tardive.
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Une fois la sélection d’un service effectuée, à partir de sa QoS courante et des préférences,
son invocation constitue l’ultime phase de la liaison tardive de services. Elle consiste à envoyer un
message d’appel de service au travers du réseau et en exploiter la ou les valeur(s) de retour en
appliquant les modèles d’adaptation de données qui ont été calculés au préalable. Ces différents
paliers sont dépeints dans la figure 5.11. Il est par ailleurs à noter que si plusieurs services sont
sélectionnés au lieu d’un, c’est qu’il sont alors, à cet instant précis, strictement équivalents sur les
plans fonctionnels et non-fonctionnels : la probabilité pour que cette configuration apparaisse est très
faible, mais, le cas échéant, un de ces services sera choisi au hasard pour invocation. Cette démarche
permet de minimiser les risques de famines des services (“starvation”) bien connus en gestion de la
concurrence [Cleaveland et Smolka, 1996].
Par ailleurs, le précepte d’agilité ici présenté s’applique aussi à la définition des préférences
utilisateur établies pour la composition de services. En effet, s’il est nécessaire dans ce contexte
que les préférences soient établies statiquement, cela ne signifie pas pour autant qu’elles doivent
l’être conjointement à la définition de leur processus parent. De fait, la pertinence des préférences
est d’autant plus importante que ces dernières ont été adaptées au contexte de déploiement de leur
processus ; ce contexte restant la plupart du temps indéterminé au moment de sa définition.
L’influence du contexte de déploiement et l’intérêt d’une définition tardive (et par là-même parti-
culièrement dynamique) des préférences peuvent être facilement illustrés. En prenant pour exemple
notre cas d’utilisation en lutte anti-incendie (cf. chapitre 4), une préférence simple, nommée P ,
concernant les camions de pompier considérés à un instant précis serait de chercher à maximiser si-
multanément leur contenance en eau courante, appelée E, et leur rayon d’action possible, tributaire
de leur réserve en carburant courante, appelée C. Mais si l’on cherche, dans l’absolu, à maximiser
E et C, la préférence relative entre ces deux caractéristiques va dépendre du contexte de déploie-
ment : dans le cas d’un incendie de grande ampleur en milieu naturel on va vouloir augmenter la
couverture du dispositif anti-incendie en favorisant les camions disposant d’un grand rayon d’action
au détriment de ceux disposant d’une plus grande réserve en eau. Cette relativité entre E et C sera
alors exprimée dans la préférence rattachée à la source d’appel aux services “camions de pompier”
de ce micro-processus de gestion d’incendie.
Par conséquent, en se reportant à l’échelle définie par la figure 5.7, les préférences devront être
spécifiées et rattachées à leurs processus respectifs à un instant tprefs compris entre la définition de
ces derniers en t1 et leur chargement en t2 ; où plus précisément : tprefs ∈ [t1, t2[.
5.7 Conclusion
Dans ce chapitre nous avons présenté, le plus souvent de manière abstraite, les fondations de
notre contribution pour la composition active de services. Le but de cette approche est cependant
de répondre à un besoin bien concret, celui d’améliorer les capacités d’adaptation des systèmes in-
formatiques complexes. En tant qu’incarnation de ces systèmes complexes, les applications réparties
reposant sur une architecture SOA et plus particulièrement SSOA sont, de fait, de plus en plus
déployées “sur le terrain”.
Dans ce contexte, la dynamicité et la flexibilité d’une application est évaluée à l’aune de sa
capacité à réagir promptement aux constantes évolutions de son contexte d’exécution, ce qui est
grandement facilité par la liaison tardive de services, sur la base des valeurs courantes de QoS, que
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nous avons mis en place. De plus, une implantation de cette liaison tardive a été effectuée et sera
présentée au chapitre 9.
La performance de l’application est quant à elle évaluée sur sa capacité à choisir et à utiliser les
services les plus “utiles” à son exécution, ce que nous aborderons au chapitre 6.
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6.1 Introduction
Nous avons précédemment détaillé les étapes permettant d’implanter, dans le cadre d’une archi-tecture (S)SOA, un niveau élevé d’agilité dans la composition de services, tout en minimisant
son impact sur les performances des applications en tirant profit d’une séparation entre les moments
statiques et dynamiques jalonnant le cycle de vie d’un processus métier. On cherche alors maintenant,
non plus à préserver, mais à améliorer les performances de ces systèmes complexes tout au long de
leur exécution. Cette amélioration passe ici par la prise en compte des préférences non-fonctionnelles
des utilisateurs lors de l’ultime étape de composition : la sélection et l’invocation tardive d’un ser-
vice. Cette prise en compte va permettre de maximiser l’utilité de la liaison entre un processus et un
service ; et, ce faisant, d’améliorer la performance du processus dans son ensemble par une multitude
d’optimisations locales à chaque site d’appel de service.
Ce chapitre a donc pour vocation de poser les bases conceptuelles d’une composition utile de
services qui passe notamment par l’introduction d’un nouveau formalisme de préférences, celui des
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LCP-nets (“Linguistic CP-nets”), qui va permettre au programmeur d’un processus métier d’expri-
mer, a priori, ses politiques de décision dans la liaison et l’utilisation des services physiques en
fonction des valeurs de Qualité de Service effectives (ou “courantes”) de ces derniers, obtenues lors
de l’exécution du processus.
Cependant, si les LCP-nets s’avèrent particulièrement adaptés au monde des SSOA, leur forma-
lisme n’est, par nature, lié à aucun domaine de décision multi-critères en particulier : c’est en ce
sens que l’on peut qualifier le formalisme LCP-net de générique. Partageant la même philosophie,
le mécanisme par lequel les préférences ainsi exprimées sont transformées et évaluées, peut lui aussi
être mis à l’œuvre en dehors de ce contexte spécifique.
En complément de cette généricité, nous illustrerons aussi dans les sections suivantes la simplicité
d’utilisation du formalisme, telle que définie préalablement comme un des objectifs principaux de
cette thèse. En effet, en l’absence dans notre contexte d’experts de l’élicitation de préférences, ce for-
malisme présentera la double caractéristique d’être d’une part qualitatif, par l’utilisation de concepts
linguistiques, afin de gérer au mieux les imprécisions et incertitudes inhérentes à la modélisation de
ce type de préférences, et d’autre part la capacité à exprimer les éventuelles mais potentielles contra-
dictions entre plusieurs propriétés non-fonctionnelles offertes par un même service.
Ce chapitre est organisé comme suit : dans un premier temps on introduit en 6.2 la problématique
d’une modélisation qualitative des préférences non-fonctionnelles ainsi que la réponse qui y est
apportée par le nouveau formalisme des LCP-nets que nous proposons dans la section 6.3. S’en
suit en 6.4 une présentation détaillée des mécanismes que nous mettons actuellement en œuvre,
depuis l’élicitation de préférences jusqu’à la sélection de services. Nous nous efforcerons par ailleurs
de mettre la présente approche en perspective tout au long de ce chapitre, en abordant l’intérêt
d’un futur traitement entièrement linguistique des préférences, ainsi que son impact sur la démarche
actuelle dans la section 6.5.
6.2 Problématique d’une modélisation qualitative des préférences
non-fonctionnelles
Nous avons choisi de fonder nos travaux de modélisation sur la famille *CP-nets de langages
de représentation compacte de préférences qui ont été préalablement détaillés dans l’état de l’art
de ce manuscrit (cf. section 3.2.2). Ce choix a été effectué car ces modèles offrent des avantages
notables dans notre contexte applicatif, tels que leur facilité d’utilisation pour les modélisateurs
(non-experts) de préférences, leur coût computationnel relativement faible, leur structuration robuste
et leur potentiel manifeste en termes d’extensions pour le support de propriétés additionnelles qui
pourraient s’avérer capitales vis-à-vis de notre contexte. D’autres formalismes ont été considérés,
tels les réseaux GAI (cf. section 3.2.3), mais ces approches, de par l’effort important sur l’étape
d’élicitation ainsi que le coût en termes de raisonnement qu’elles impliquent, ne sont pas adaptées à
notre contexte. A contrario, les GAI-nets sont par contre particulièrement adaptées pour effectuer
une discrimination sur une quantité très importante d’alternatives, ce qui n’est pas le cas ici.
Cependant, les *CP-nets présentent deux limitations importantes pour l’approche dynamique de
gestion de la Qualité de Service que nous souhaitons mettre en œuvre.
Tout d’abord, la plupart des dimensions de QoS que nous sommes amenées à manipuler sont
définies sur des domaines continus de valeurs numériques, mais la famille des *CP-nets dans son
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ensemble, que ce soient les CP-nets, UCP-nets ou TPC-nets, ne sait traiter que le cas discret des do-
maines finis de variables. Nous proposons alors d’effectuer une discrétisation systématique (un parti-
tionnement flou) des domaines continus, par l’utilisation de termes linguistiques flous [Zadeh, 1975],
au lieu d’ensembles précis (“crisp sets”, au sens de la théorie des ensembles). Cette approche évite
d’ériger des barrières très strictes et artificielles entre les valeurs des domaines en permettant un
passage lissé d’une classe de valeurs à une autre, et en permettant d’indiquer les imprécisions dans
la détermination de ces classes. Par ailleurs, cette démarche évite la perte d’information liée à la dis-
crétisation puisqu’il s’agit de conserver un intervalle continu pour les calculs bas niveau d’inférence,
mais de faire apparaître au plus haut niveau (de l’utilisateur final) les termes linguistiques associés
aux classes.
C’est pourquoi, dans un contexte où les utilisateurs doivent exprimer leurs préférences entre des
valeurs de domaines continues, la nature qualitative des ensembles flous, disposant de transitions
progressives, s’est révélée capable de mieux capturer leur intention. Par conséquent, cette approche
devrait aussi permettre une sélection plus utile entre les services lorsqu’ils disposent à un instant
donné de propriétés de QoS aux valeurs relativement proches, en évitant de mettre de grandes diffé-
rences artificielles de préférence entre ces services qui offrent des caractéristiques non-fonctionnelles
qu’on pourrait considérer, toutes proportions gardées, comme étant globalement similaires.
Un autre écueil propre aux *CP-nets est que l’obtention de valeurs précises d’utilité de la part
d’utilisateurs non-spécialistes des domaines considérés est vouée à l’échec, ou pire, induit le re-
cueil d’informations involontairement erronées. En effet, pour ces utilisateur, donner un nombre
particulièrement précis pour exprimer une perception (ou une préférence dans notre cas de fi-
gure) n’est pas toujours possible [Zadeh, 1975, Degani et Bortolan, 1988, Herrera et Martínez, 2000,
Truck et Akdag, 2006]. Face à cette problématique, les *CP-nets fournissent seulement deux alter-
natives.
– D’un côté, le modèle CP-net de base permet l’expression de préférences rudimentaires, bien
qu’intuitives, via l’établissement d’une simple relation d’ordre directement entre variables dis-
crètes de Qualité de Service, évacuant ainsi la notion même d’une quantification de l’utilité
des services. Il souffre cependant de faibles performances lors de la comparaison de deux af-
fectations.
– De l’autre, le modèle UCP-net permet d’effectuer efficacement ces comparaison d’affectations,
mais contraint pour cela l’utilisateur à définir préalablement des valeurs numériques précises
d’utilité pour les services. Valeurs dont l’obtention, comme nous l’avons précédemment établi,
est particulièrement problématique par rapport à une simple relation d’ordre.
Prises séparément, aucune de ces deux approches n’est satisfaisante dans notre contexte. De plus,
elles ne sont adaptées qu’au cas discret, car la définition d’une relation d’ordre sur des ensembles
continus de QoS ne peut se faire par de simples tables ; ce qui conforte notre première proposition de
partitionnement flou des domaines de définition des valeurs QoS. Une seconde proposition de cette
thèse est alors de conserver la notion d’utilité tout en étendant l’approche qualitative à l’expression
de ses valeurs, et donc de ne pas cantonner son application aux dimensions de QoS.
Par ailleurs, nous faisons reposer la comparaison entre les affectations de préférences sur celle
de leurs valeurs globales d’utilité, analogues à celles promues par les UCP-nets, mais qui seront
dorénavant calculées par la logique floue et des outils d’agrégation adaptés.
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6.3 Linguistic CP-nets (LCP-nets)
Nous avançons ici une nouvelle déclinaison des CP-nets, appelée LCP-nets (“Linguistic Conditio-
nal Preference networks”) [Châtel et al., 2008, Châtel et al., 2010b], dans le but de bénéficier d’un
mariage entre :
– l’approche linguistique (cf. section 3.1), mise en œuvre au travers d’une modélisation floue des
concepts (cf. section 3.1.1) ;
– l’approche graphique, promue par les *CP-nets (cf. section 3.2.2) ;
– certaines propriétés propres aux UCP-nets et aux TCP-nets, telles la possibilité d’évaluer l’uti-
lité d’une affectation ou celle d’exprimer des compromis.
En réponse à la problématique d’une modélisation qualitative des préférences non-fonctionnelles,
les LCP-net réalisent l’application d’une approche linguistique floue, de manière à obtenir un modèle
qualitatif unifié pour l’expression de préférences. Conceptuellement, ils permettent ainsi de définir,
par un ensemble fini de règles exprimées dans leurs tables, une relation d’ordre sur des ensembles
continus.
Comparativement aux précédents modèles *CP-nets [Boutilier et al., 2004, Boutilier et al., 2001,
Brafman et Domshlak, 2002], ce nouveau formalisme permet la modélisation sous forme graphique
de déclarations plus qualitatives que l’on pourrait retranscrire par exemple par “Je préfère une valeur
approchant V1 à exactement V2 pour la propriété X, si une autre propriété Y vaut approximative-
ment VY et Z vaut un peu plus que VZ”. De plus, ces déclarations, que l’on peut assimiler à des
règles floues élaborées, sont interprétées dans un contexte où la préférence sur X doit prendre en
compte toute autre déclaration qui s’applique à la valeur de Y .
Comparativement aux modèles linguistiques existants pour la modélisation de préférences
[Herrera et al., 2009, Wu et Mendel, 2007, Tong et Bonissone, 1980, Yager, 1981, Buckley, 1984,
Shendrik et Tamm, 1986], les LCP-nets sont conditionnels (la préférence entre les alternatives peut
maintenant dépendre d’un facteur externe) et graphiques, ils permettent donc d’exprimer des
préférences plus complexes et moins ambiguës que sous la forme de phrases.
6.3.1 Un ensemble de contraintes à prendre en compte
Les contraintes et propriétés particulières du contexte SSOA ont dû être intégrées lors de la
conception des LCP-nets. On note tout particulièrement que :
– les préférences doivent être simples à définir puisque, dans les contraintes qui s’imposent à
nous, les programmeurs de processus métiers ne peuvent pas s’appuyer sur des experts de
modélisation de préférence, ni ne disposent de beaucoup de ressources à allouer pour leur
élicitation. Ce qui implique qu’un certain degré d’imprécision doit être toléré dans les modèles
de préférences ;
– les problèmes à traiter ne font habituellement usage que de peu de variables (de l’ordre de 10
variables).
– dans ce contexte, le temps de calcul pour la prise de décision fondée sur les préférences est une
contrainte faible, dans la mesure où celui-ci reste reste relativement faible par rapport au délai
de l’invocation subséquente de service via le réseau.
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Elles nous amènent à développer les caractéristiques suivantes de notre formalisme de préfé-
rence : il est graphique pour faciliter leur définition sans déraisonnablement compromettre leur cal-
cul, puisque les modèles LCP-nets sont bien plus commodes à établir que de devoir écrire plusieurs
ensembles de règles floues potentiellement interdépendantes, et il est qualitatif de manière à faire
face à l’imprécision de l’utilisateur ou des valeurs remontées par les sondes.
Pour répondre à cette dernière caractéristique, des variables linguistiques [Zadeh, 1975], ont été
incorporées dans les LCP-nets, la sémantique de chacune d’entre elles étant donné par un ensemble
flou. Par conséquent, les modeleurs de préférence peuvent manipuler facilement des termes linguis-
tiques pré-existant durant l’élicitation. Par ailleurs, comme dans tout modèle graphique, les LCP-nets
possèdent des nœuds qui correspondent aux variables du problème et dont les domaines continus sont
discrétisés sous forme d’ensembles de termes linguistiques. Dans le contexte des SSOA, ces variables
correspondent alors aux propriétés non-fonctionnelles des services.
En résumé, les LCP-nets permettent aux utilisateurs d’exprimer des compromis entre les variables
par l’utilisation d’i-arcs ou ci-arcs hérités des TCP-nets, possèdent des tables CPTs similaires à celles
des UCP-nets, mais expriment les utilités avec des termes linguistiques plutôt qu’avec des valeurs
numériques. Il est ainsi possible avec les LCP-nets :
– d’éliciter les affectations préférées pour un domaine spécifique de QoS (ou plusieurs domaines
interdépendants), par l’utilisation de CPTs similaires à celles des UCP-nets [Boutilier et al., 2001] ;
– de révéler l’importance relative des propriétés non-fonctionnelles, par l’utilisation d’arcs hérités
des CP-nets ;
– d’indiquer les compromis entre propriétés non-fonctionnelles, par l’utilisation d’i-arcs et ci-arcs
hérités des TCP-nets [Brafman et Domshlak, 2002].
6.3.2 Cas d’utilisation et LCP-nets
Le cas d’utilisation en lutte anti-incendie précédemment détaillé (cf. chapitre 4), fait état de
préférences distinctes sur la sélection de drones de surveillance, de personnels au sol et de camions
citerne de pompiers. Ces préférences, préalablement définies de manière textuelle (par exemple sur
les camions, “on souhaite obtenir les meilleurs valeurs de vitesse et de réserve de carburant”), vont
être maintenant modélisées sous forme de LCP-nets, de la manière la plus simple qui soit. Les
domaines de QoS et d’utilité considérés ont subi au préalable un partitionnement flou et les termes
linguistiques utilisés dans les tables de préférences (BL, RH , low, very high, etc.) obtenus.
Les propriétés graphiques et qualitatives du formalisme, mentionnées dans la section précédente,
sont ainsi tout d’abord illustrées dans la figure 6.1, où la préférence d’un utilisateur pour le choix
d’un drone d’imagerie aérienne est explicitée. Le but global de l’utilisateur, influencé par les pratiques
courantes en gestion de crise environnementale, est d’obtenir les images le plus rapidement possible,
de manière à pouvoir prendre une décision d’action au plus vite : en effet, des vies sont probablement
en jeu. L’obtention de ce but sera alors notamment favorisée par une préférence d’optimisation de la
bande passante au détriment du niveau de sécurité offert pour le transfert des données. Cet objectif
est donc traduit en termes de préférences établies en fonction des trois propriétés de Qualité de
Service supervisées sur les services : la sécurité (S), la bande-passante (B) et la résolution de l’image
transmise (R). A la lecture des préférences, on peut ainsi constater que l’utilisateur va toujours
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Figure 6.1 – Préférences sur la QoS d’un drone d’imagerie aérienne.
préférer la bande passante à la sécurité, et si la bande passante est faible, il va favoriser des images













Figure 6.2 – Préférences sur la QoS d’un personnel au sol.
De la même manière, la retranscription compacte sous forme de LCP-net des préférences en
termes de personnel au sol (qu’il s’agisse de pompiers ou de gendarmes) et illustrée par la figure 6.2.
Les deux propriétés de QoS considérées sont la résistance au feu (R) et la fatigue physique (F ).
La préférence inconditionnelle relative de la résistance au feu par rapport à la fatigue physique est
matérialisée par un i-arc tendu du nœud R au nœud F (représenté graphiquement par un arc avec
un triangle noir en son milieu).
Pour finir, le LCP-net correspondant à la description textuelle des préférences sur un camion ci-
terne d’intervention anti-incendies est représenté dans la figure 6.3. Contrairement aux deux modèles
précédents, il apporte cependant une précision supplémentaire en effectuant une généralisation de la
préférence exprimée. La description textuelle faisait en effet état d’une préférence inconditionnelle de
la vitesse de déplacement (V ) et de la réserve en carburant (C) par rapport à la contenance en eau
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AL AH
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Figure 6.3 – Préférences sur la QoS d’un camion citerne d’intervention anti-incendies.
(E), cette préférence étant dictée par l’ampleur importante de la crise considérée. Dans ce LCP-net,
on intègre la notion d’ampleur sous forme d’un nœud A, au même titre qu’une dimension classique
de QoS, or il s’agit ici d’une donnée contextuelle obtenue hors du champs des services. Cet exemple
ne fait alors qu’appuyer sur le caractère particulièrement flexible du formalisme LCP-net qui n’est
aucunement limité à la seule intégration de dimensions de QoS dans un contexte SOA. Ce nœud
A est lié à un ci-arc tendu entre V et E et un autre entre C et E, les tables qui y sont rattachées
indiquent le sens effectif des relations en fonction de la valeur de A (AL indique une faible ampleur,
et AH une grande ampleur). Ces deux préférences conditionnelles vont donc dépendre de l’ampleur
du sinistre :
– s’il s’agit bien d’un sinistre de grande ampleur, les deux ci-arcs sont équivalents des i-arcs
accordant une prédominance V et C sur E (on cherche à favoriser l’agilité et l’autonomie des
camions) ;
– dans le cas contraire, c’est la capacité d’extinction qui sera mise en avant via le nœud E
prédominant sur V et C.
6.3.3 Sérialisation XML
Enfin, tel que nous le verrons au chapitre 9, une implantation du langage LCP-net a été réalisée
grâce au canevas EMF (“Eclipse Modeling Framework”). Le choix d’une sérialisation des modèles
graphiques sous forme de fichier XML, facilitée par EMF, s’est alors imposé comme le prolongement
naturel des formats couramment rencontrés dans les technologies SSOA. Ainsi, une fois les outils gra-
phiques disponibles utilisés pour spécifier le LCP-net présenté à la figure 6.1, le fichier suivant au for-
mat XML est obtenu par sérialisation (cf. code 6.1). Il présente de manière intelligible l’ensemble des
informations nécessaires à l’interprétation du modèle de préférences ImagingServicePreference,
de la spécification des partitionnements flous des domaines aux tables de préférences conditionnelles.
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<?xml version ="1.0" encoding ="UTF -8"?>
<LCPnet:LCPnet xmlns:xsi="http ://www.w3.org /2001/ XMLSchema -instance" xmlns:LCPnet ="http ://www.thalesgroup.com/
preferenceFramework/models/lcpnet" name=" ImagingServicePreference">
<nodes xsi:type=" LCPnet:LNode" name=" security" inArcs ="// @arcs .0" valueDomain ="// @valueDomains .0">
<domain xsi:type=" LCPnet:LNodeValue" name=" Security_None" linguisticValue ="// @valueDomains .0/ @subsets .0"/>
<domain xsi:type=" LCPnet:LNodeValue" name=" Security_Full" linguisticValue ="// @valueDomains .0/ @subsets .1"/>
<domain xsi:type=" LCPnet:CNodeValue" name=" Security_measured_value" crispValue ="0.4"/ >
<linguisticTable name=" security_clpt">
<lines >
<utility nodeValue ="// @nodes .0/ @domain .0" utility ="// @utilityDomain/@subsets .0"/>




<nodes xsi:type=" LCPnet:LNode" name=" bandwidth" outArcs ="// @arcs.1 //@arcs .0" valueDomain ="// @valueDomains .1">
<domain xsi:type=" LCPnet:LNodeValue" name=" Bandwidth_Low" linguisticValue ="// @valueDomains .1/ @subsets .0"/>
<domain xsi:type=" LCPnet:LNodeValue" name=" Bandwidth_Medium" linguisticValue ="// @valueDomains .1/ @subsets .1"/>
<domain xsi:type=" LCPnet:LNodeValue" name=" Bandwidth_High" linguisticValue ="// @valueDomains .1/ @subsets .2"/>
<domain xsi:type=" LCPnet:CNodeValue" name=" Bandwidth_measured_value" crispValue ="1.0"/ >
<linguisticTable name=" bandwidth_clpt">
<lines name=" bandwidth_clpt_line0">
<utility name=" bandwidth_clpt_line0_lvu0" nodeValue ="// @nodes .1/ @domain .0" utility ="// @utilityDomain/@subsets .0"/>
<utility name=" bandwidth_clpt_line0_lvu1" nodeValue ="// @nodes .1/ @domain .1" utility ="// @utilityDomain/@subsets .2"/>




<nodes xsi:type=" LCPnet:LNode" name=" resolution" inArcs ="// @arcs .1" valueDomain ="// @valueDomains .2">
<domain xsi:type=" LCPnet:LNodeValue" name=" Resolution_Low" linguisticValue ="// @valueDomains .2/ @subsets .0"/>
<domain xsi:type=" LCPnet:LNodeValue" name=" Resolution_High" linguisticValue ="// @valueDomains .2/ @subsets .1"/>
<domain xsi:type=" LCPnet:CNodeValue" name=" Resolution_measured_value" crispValue ="0.51"/ >
<linguisticTable name=" resolution_clpt">
<lines parentValues ="// @nodes .1/ @domain .0">
<utility nodeValue ="// @nodes .2/ @domain .0" utility ="// @utilityDomain/@subsets .4"/>
<utility nodeValue ="// @nodes .2/ @domain .1" utility ="// @utilityDomain/@subsets .0"/>
</lines >
<lines parentValues ="// @nodes .1/ @domain .1">
<utility nodeValue ="// @nodes .2/ @domain .0" utility ="// @utilityDomain/@subsets .3"/>
<utility nodeValue ="// @nodes .2/ @domain .1" utility ="// @utilityDomain/@subsets .1"/>
</lines >
<lines parentValues ="// @nodes .1/ @domain .2">
<utility nodeValue ="// @nodes .2/ @domain .0" utility ="// @utilityDomain/@subsets .0"/>




<arcs xsi:type=" LCPnet:IArc" name="BtoS" startNode ="// @nodes .1" endNode ="// @nodes .0"/>
<arcs name="BtoR" startNode ="// @nodes .1" endNode ="// @nodes .2"/>







































Code 6.1 – Sérialisation XML du modèle de préférences.
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Seules les nombreuses expressions XPath [Clark et al., 1999] en compliquent légèrement la lecture car
elles introduisent des indirections (par exemple linguisticValue="//@valueDomains.0/@subsets.0"
qui désignent le premier terme linguistique du partitionnement du domaine Security : il s’agit de
Security_None).
6.4 De l’élicitation de LCP-nets à la sélection de services
Les sections suivantes regroupent l’ensemble des étapes effectuées en séquence afin de réaliser la
prise de décision de liaison, entre un processus métier et un service, fondée sur les préférences LCP-
nets et valeurs courantes de QoS. Cette prise de décision dirigée par les préférences des utilisateurs
constitue le cœur de notre approche pour la composition utile de services.
Ainsi, l’un des aspects principaux des LCP-nets réside dans la transposition qui est effectuée,
lors de leur compilation, entre un modèle graphique à destination des utilisateurs qui est fondé
sur une combinaison des *CP-nets et de l’approche linguistique floue, et une représentation “in-
terne” plus adaptée à la prise de décision sur les préférences. En particulier, les différentes tables
d’un LCP-net sont traduites en autant de Systèmes d’Inférence Floue (“Fuzzy Inference System” ou
FIS) [Jang, 1993] sur lesquels sera effectué le raisonnement logique. En fait, les tables d’un LCP-net
ne sont qu’une des représentations possibles d’un FIS.
L’évaluation d’un LCP-net est donc fondée sur celle des FIS qui lui sont attribués, en utilisant le
canevas théorique de la logique floue. La transposition du système initial de représentation permet
d’obtenir un niveau de flexibilité, lors de l’évaluation des préférences, comparable à celui disponible
lors de leur élicitation. Par exemple, lors de l’évaluation d’un LCP-net, ses valeurs d’entrée peuvent
aussi bien être fournies de manière précise ou floue, malgré le strict usage de termes linguistiques
(et donc flous) dans ses tables de préférences conditionnelles.
6.4.1 Elicitation des préférences
Tel qu’indiqué précédemment, l’établissement des réseaux de préférences est effectué avant l’exé-
cution du système : un LCP-net ainsi élicité va cependant être en mesure de diriger la sélection des
services candidats en fonction de leurs valeurs courantes de QoS à l’exécution. Cette capacité permet
ainsi aux utilisateurs d’adapter a priori l’orchestration de services à chaque contexte de déploiement.
Par exemple, afin d’implanter un unique processus de lutte anti-incendie, la sélection dynamique
de services peut être ajustée avant exécution en fonction de deux contextes usuels de déploiement
auxquels correspondent des LCP-nets distincts : les feux courants d’origine civile, ou la gestion
de crises environnementales à plus grande échelle dans laquelle le processus de lutte anti-incendie
ne constitue qu’une sous-partie d’un plus grand ensemble de moyens déployés sur le théâtre des
opérations. Dans ce dernier cas, des délais d’intervention plus courts pourraient être préférés à un
meilleur niveau d’équipement, le théâtre des opérations étant par nature relativement éloigné.
On retrouve cette volonté d’optimisation des délais de décision, et donc d’intervention, dans le
modèle de préférences précédemment introduit pour la sélection d’un drone d’imagerie aérienne (cf.
figure 6.1). Ce modèle spécifique nous servira alors à illustrer des concepts présentés dans les sections
suivantes. Dans ce LCP-net, la sécurité est donnée comme nulle (Snone) ou complète (Sfull), lui est
alors attribuée respectivement une valeur d’utilité très faible (very low) ou très élevée (very high).
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La préférence inconditionnelle relative de la bande passante par rapport à la sécurité est matérialisée
par un i-arc tendu du nœud B au nœud S. La bande passante est quant à elle partitionnée en trois
variables linguistiques BL (bande passante faible), BM (bande passante moyenne) et BH (bande
passante élevée) qui couvrent l’ensemble de son domaine de définition. La préférence établie entre
ces valeurs est donnée par la CPT attachée au nœud B : elle exprime ainsi une préférence très faible
(very low) pour une bande passante faible, moyenne (medium) pour une bande passante évaluée elle
aussi comme moyenne, et finalement très élevée (very high) pour une bande passante élevée.
La résolution est elle aussi partitionnée par l’utilisation de deux variables linguistiques : RL (ré-
solution faible) et RH (résolution haute). La préférence entre ces valeurs est par contre conditionnée
par celle prise par la bande passante : cette préférence conditionnelle est figurée par un cp-arc établi
entre les nœuds B et R. Ainsi, si la bande passante est faible, une résolution faible est fortement
préférée ; si la bande passante est moyenne, la résolution moyenne dispose d’une plus grande utilité ;




















RL RH Snone Sfull
Figure 6.4 – Partitionnements flous de la bande passante, résolution, sécurité et utilité.
La sémantique des termes linguistiques utilisés dans les tables de préférences, que ce soit sur la
sécurité, la bande passante ou la résolution d’image, est donnée au préalable par le partitionnement
flou indiqué dans la figure 6.4. A l’issue de ce partitionnement flou, de multiples sous-ensembles flous
sont obtenues (BL, RH , low, very high, etc.).
Après élicitation, un modèle de préférences est donc obtenu dans son intégralité. Dans le mo-
dèle spécifique que nous avons précédemment figuré, et qui servira de base pour l’illustration des
prochaines étapes menant à une prise de décision de liaison entre processus et service, nous avons
pu voir que la bande passante est toujours préférée à la sécurité par l’utilisateur, et que si la bande
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FIS traductionNoeudVersFIS(noeud origine) {
// création d’un nouveau FIS
FIS fis = new FIS();
// I - création des variables d’entrée du FIS
pour chaque(noeud d’entrée de la CPT , y compris le noeud d’origine) {
1 - création d’une variable réelle correspondante;
2 - création du domaine de définition de la variable à partir des
partitionnements flous;
2.1 - conversion de chaque SEF en fonction d’appartenance;
3 - ajout de la variable d’entrée au fis
}
// II - création de la variable de sortie du FIS à partir de la définition de l’
utilité
1 - création d’une variable réelle correspondante;
2 - création du domaine de définition de la variable à partir des partitionnements
flous de l’utilité;
2.1 - conversion de chaque SEF en fonction d’appartenance;
3 - ajout de la variable de sortie au fis
/// III - création d’une règle floue par cellule dans la CPT
// création d’un ensemble vide de règles floues (un par noeud)
FuzzyRuleSet ruleSet = new FuzzyRuleSet ();
pour chaque(ligne de la CPT du noeud) {
pour chaque(cellule de la ligne) {
1 - création d’une règle floue
2 - déduction des ’antécédents ’ de la règle à partir des valeurs des
noeuds d’entrée
3 - déduction du ’conséquent ’ de la règle à partir de la valeur de
la cellule





Code 6.2 – Pseudo-code de l’algorithme de traduction de CPT.
passante est faible, des images de basse résolution sont préférées car il souhaite que les images soient
obtenues le plus rapidement possible.
6.4.2 Traduction des préférences
Par une utilisation habile des outils mis à notre disposition dans le domaine de la logique floue, il
est possible de traduire automatiquement les modèles graphiques de préférence LCP-net précédem-
ment élicités vers une représentation bien plus adaptée pour mener une prise de décision efficace lors
de l’exécution du système.
Cette utilisation se traduit par la mise au point d’un algorithme permettant d’obtenir de manière
automatique les ensemble de règles floues des FIS qui correspondent à chaque table d’utilité d’un
modèle : les FIS ainsi obtenus sont “locaux” aux nœuds du réseau auxquels ils sont rattachés, et
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sont donc intimement liés chacune de leurs dimensions de QoS. Il s’agit d’un procédé semblable à
celui utilisé que dans le domaine du contrôle flou [Driankov et al., 1993, Castro, 1995]. A l’exécution,
les entrées de ces FIS fraîchement obtenus pourront être des valeurs précises (et donc numériques)
ou floues (par exemple sous forme de sous-ensembles flous), obtenues des services supervisés. Le
pseudo-code de cet algorithme de traduction est donné par l’extrait de code 6.2.
Le même processus de traduction peut être appliqué à tous les nœuds du modèle, qu’ils soient
conditionnels ou non. Ainsi, à partir des CPT rattachés aux nœuds R, B, S et des partitionnements
flous des domaines de résolution, bande passante, sécurité et utilité, nous obtenons un FIS spécifique
pour chaque nœud après application de notre algorithme (cf. codes 6.3, 6.4 et 6.5) : ces FIS sont
ici représentés dans le langage FCL [IEC, 2001] utilisé en interne par notre canevas de décision sur
LCP-nets dont l’implantation sera présenté au chapitre 9.
6.4.3 Evaluation des préférences
Suite à la traduction préalable d’un modèle de préférences vers un mode de représentation plus
adapté pour mener à bien la prise de décision, son évaluation peut être effectuée lorsque les données
d’entrée nécessaires sont disponibles. Cette évaluation est scindée, ci-dessous, en quatre étapes clés
permettant d’obtenir l’utilité de chaque service supervisé à partir de ses valeurs courantes de QoS :
l’injection des valeurs de QoS des services, l’inférence des utilités locales pour chaque service, et
finalement le calcul de l’utilité globale de chaque service, assisté par le calcul du poids des nœuds des
préférences.
Par ailleurs, si le concept de liaison tardive précédemment présenté dans le chapitre 5 suppose
que l’injection des valeurs est effectuée dynamiquement au cours de l’orchestration de services sur
la base de la QoS courante des services, le principe d’évaluation des préférences ici-présenté est
indépendant de cette mise en œuvre particulière. En tant que telle, l’injection des valeurs peut avoir
lieu à tout moment après la traduction des préférences.
Injection des valeurs de QoS des services
La première étape de l’évaluation des préférences se concrétise lorsque de multiples valeurs de
Qualité de Service obtenues à partir d’un canevas externe de supervision, tel qu’abordé dans le
chapitre 5, sont injectées dans l’ensemble de FIS obtenu par traduction d’un modèle de préférences,
dans le but ultime d’obtenir une quantification de l’utilité globale de chaque service candidat en
sortie.
Ces valeurs peuvent être de deux types : valeurs précises de QoS que l’on normalise sur l’échelle
[0,1], ou valeurs floues qui peuvent nécessiter des “ajustements” via une normalisation de domaine.
Pour l’exemple qui nous sert de fil conducteur, nous nous focalisons sur l’offre non-fonctionnelle
courante d’un service S1 dans le but d’obtenir son utilité globale, un processus similaire pouvant
être appliqué à tout autre service offrant les mêmes dimensions de QoS . A un instant t les valeurs
(B′, Sfull, R′) ont été mesurées pour ce service, ce triplet constitue l’offre non-fonctionnelle courante
du service.
B′ correspond à une valeur précise de bande passante évaluée à 30 Ko/s, cette valeur est ensuite
normalisée sur [0,1] en 0.30. Si on se rapporte au partitionnement flou du domaine de la bande
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TERM Bandwidth_High := (0.5, 0.0) (1.0, 1.0) ;
TERM Bandwidth_Low := (0.0, 1.0) (0.5, 0.0) ;
TERM Bandwidth_Medium := (0.0, 0.0) (0.5, 1.0) (1.0, 0.0) ;
END_FUZZIFY
FUZZIFY R
TERM Resolution_High := (0.0, 0.0) (1.0, 1.0) ;
TERM Resolution_Low := (0.0, 1.0) (1.0, 0.0) ;
END_FUZZIFY
DEFUZZIFY Utility
TERM Utility_H := (0.5, 0.0) (0.75, 1.0) (1.0, 0.0) ;
TERM Utility_L := (0.0, 0.0) (0.25, 1.0) (0.5, 0.0) ;
TERM Utility_M := (0.25, 0.0) (0.5, 1.0) (0.75, 0.0) ;
TERM Utility_VH := (0.75, 0.0) (1.0, 1.0) ;









RULE 1 : IF (B is Bandwidth_Low) and (R is Resolution_Low) THEN Utility is
Utility_VH;
RULE 2 : IF (B is Bandwidth_Low) and (R is Resolution_High) THEN Utility is
Utility_VL;
RULE 3 : IF (B is Bandwidth_Medium) and (R is Resolution_Low) THEN Utility is
Utility_H;
RULE 4 : IF (B is Bandwidth_Medium) and (R is Resolution_High) THEN Utility is
Utility_L;
RULE 5 : IF (B is Bandwidth_High) and (R is Resolution_Low) THEN Utility is
Utility_VL;




Code 6.3 – FIS obtenu par traduction du nœud R.
115









TERM Bandwidth_High := (0.5, 0.0) (1.0, 1.0) ;
TERM Bandwidth_Low := (0.0, 1.0) (0.5, 0.0) ;
TERM Bandwidth_Medium := (0.0, 0.0) (0.5, 1.0) (1.0, 0.0) ;
END_FUZZIFY
DEFUZZIFY Utility
TERM Utility_H := (0.5, 0.0) (0.75, 1.0) (1.0, 0.0) ;
TERM Utility_L := (0.0, 0.0) (0.25, 1.0) (0.5, 0.0) ;
TERM Utility_M := (0.25, 0.0) (0.5, 1.0) (0.75, 0.0) ;
TERM Utility_VH := (0.75, 0.0) (1.0, 1.0) ;









RULE 1 : IF B is Bandwidth_Low THEN Utility is Utility_VL;
RULE 2 : IF B is Bandwidth_Medium THEN Utility is Utility_M;
RULE 3 : IF B is Bandwidth_High THEN Utility is Utility_VH;
END_RULEBLOCK
END_FUNCTION_BLOCK
Code 6.4 – FIS obtenu par traduction du nœud B.
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TERM Security_Full := (0.0, 0.0) (1.0, 1.0) ;
TERM Security_None := (0.0, 1.0) (1.0, 0.0) ;
END_FUZZIFY
DEFUZZIFY Utility
TERM Utility_H := (0.5, 0.0) (0.75, 1.0) (1.0, 0.0) ;
TERM Utility_L := (0.0, 0.0) (0.25, 1.0) (0.5, 0.0) ;
TERM Utility_M := (0.25, 0.0) (0.5, 1.0) (0.75, 0.0) ;
TERM Utility_VH := (0.75, 0.0) (1.0, 1.0) ;









RULE 1 : IF S is Security_None THEN Utility is Utility_VL;
RULE 2 : IF S is Security_Full THEN Utility is Utility_VH;
END_RULEBLOCK
END_FUNCTION_BLOCK
Code 6.5 – FIS obtenu par traduction du nœud S.
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Figure 6.5 – Valeur précise de bande passante, sous forme de singleton.
passante, on voit que B′ peut alors être représentée comme un singleton qui intersecte les sous-











Valeur floue mesurée SEF 'ajusté'
Figure 6.6 – Valeur floue de résolution, sous forme de SEF ajusté au domaine.
R′ correspond à une valeur floue de résolution qui doit d’abord être “ajustée” par une normali-
sation de domaine sur l’échelle [0,1], tel que représenté sur la figure 6.6, avant son injection dans le
système.
Inférence des utilités locales pour chaque service
Une fois les valeurs de QoS injectées, l’inférence des utilités locales à chaque nœud du modèle
peut être effectuée. Cette inférence est ici réalisée par le biais du Modus Ponens Généralisé (cf.
section 3.1.2).
Puisque nous disposons d’une valeur B′ de bande passante, il est possible de continuer à dérouler
notre exemple en vue d’obtenir l’utilité locale du nœud B. En effet, comme son FIS nous l’indique,
seul une entrée pour la variable B est requise, la préférence sur la bande passante n’étant définie
conditionnellement à aucune autre propriété de Qualité de Service.
Une trace visuelle du processus d’inférence floue réalisée par le biais du MPG, sur la base des
informations et paramètres fournis par le FIS et la valeur B′, est donnée sur la figure 6.7. Cette
inférence utilise l’implication de Mamdani [Mamdani et Assilian, 1975] et la T-Norme de Zadeh
comme opérateurs flous. La figure montre que les deux points d’intersection du singleton B′ avec
les sous-ensembles flous BL et BM du domaine d’entrée sont projetés sur les SEF correspondants
du domaine de sortie, tel qu’indiqué dans les règles obtenues par traduction de la table du nœud
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LOW MEDIUM HIGH VERY HIGH
0.35
CdG
Figure 6.7 – Inférence floue, de la bande passante mesurée à l’utilité locale de B.
B, et ce dans le but d’obtenir un nouveau sous-ensemble flou (représenté par la forme géométrique
grise) qui sera defuzzifié en calculant son centre de gravité (CdG). La valeur d’utilité locale 0.35
sur l’échelle [0,1] est alors obtenue en sortie du processus d’inférence. Si on souhaite obtenir un mot
en sortie au lieu d’une valeur numérique, et cela sans perte de précision, il est possible d’utiliser un
formalisme à base de 2-tuple (cf. section 3.1.3). Le même processus sera appliqué pour R et S à
partir de l’offre non fonctionnelle de S1 dans le but d’obtenir leurs utilités locales respectives.
Tels que nous les voyons ici, les opérateurs d’inférence floue que nous avons mis en œuvre pour pro-
céder à l’obtention des utilités locales sont prédéterminés. Cependant, un certain niveau de contrôle
sur le choix de ces opérateurs pourrait être donné aux utilisateurs, en fonction de leur rôle dans le
système, dans l’optique de permettre l’adaptation du processus d’inférence à chaque contexte spéci-
fique de déploiement des préférences (par exemple au niveau de sa performance ou de sa précision).
Il faut cependant disposer d’un solide niveau de connaissance sur les différents opérateurs existants
pour réaliser un choix éclairé.
Par ailleurs, si le mécanisme d’inférence ici-présenté consomme des valeurs numériques précises et
produit des utilités locales sous forme réelle, une alternative serait d’effectuer une inférence linguis-
tique “de bout en bout” : un processus entièrement linguistique pourrait en effet être en adéquation
plus fine avec les intentions initiales de l’utilisateur qui ont été, rappelons le, retranscrites de ma-
nière linguistique lors de l’expression des LCP-nets. Les 2-tuples précédemment introduits dans la
section 3.1 permettent justement un traitement automatique des déclarations linguistiques théorique-
ment sans perte d’information. Si l’on considère alors les valeurs des propriétés de QoS des services
comme fournies sous la forme de 2-tuples, un mécanisme ad hoc d’inférence [Alcalá et al., 2007]
pourrait être étudié et implanté. Il nécessiterait notamment l’utilisation de plusieurs opérateurs spé-
cifiques d’agrégation linguistique [Xu, 2008], fondés sur les opérateurs OWA de Yager [Yager, 1988].
Cette alternative ne sera pas présentée dans le cadre de ce manuscrit de thèse.
Calcul de l’utilité globale de chaque service
Pour finir, au cours du calcul de l’utilité globale d’un service, l’agrégation des multiples utilités
locales précédemment inférées est effectuée. Cependant, il est nécessaire de prendre en compte le fait
que les arcs dans les modèles de préférences originels indiquent l’importance relative des nœuds (et
donc des propriétés de QoS) qu’ils interconnectent. Cette importance relative implicite doit ainsi être
répercutée sur chaque utilité locale pour l’obtention de l’utilité globale d’un service. Par exemple,
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dans notre précédent modèle, la bande passante est plus importante que la sécurité et la résolution,
car elle se situe au “sommet” du graphe de préférence. S et R partagent quant à eux le même degré
d’importance car ils sont situés à la même profondeur dans le graphe.
Par ailleurs, si la nature numérique des utilités spécifiés dans les tables des UCP-Nets incite les
utilisateurs à exprimer directement l’importance relative des propriétés de QoS en ajustant direc-
tement l’ordre de grandeur des valeurs d’utilités dans les différentes tables, on ne dispose plus de
cette possibilité avec les termes linguistiques utilisés lors de modélisation des LCP-nets. Ainsi, afin
de préserver l’importance relative des nœuds des LCP-nets lors du calcul de l’utilité globale, des
poids sont calculés et associés à chaque nœud du graphe de préférence.
Cette quatrième étape clé de calcul du poids des nœuds est donc intégrée au sein même du calcul
de l’utilité globale. Leur obtention est en fait directement corrélée à la profondeur des nœuds dans
le graphe. Ces poids sont valués sur [0,1] et leur distribution obtenue via une fonction spécialement
définie a minima sur [0, profondeur max du graphe] : si on se réfère à la sémantique du formalisme
LCP-net, plus la profondeur est faible, plus le poids obtenu par la fonction doit être élevé. L’ensemble
des poids obtenus est ensuite normalisé afin de totaliser 1, dans le but d’effectuer une moyenne
pondérée. Dans ce cas d’utilisation, nous fixons à l’avance une fonction de distribution des poids
définie sur [0,100] :
g(x) = 1/x2 + 0.8








Figure 6.8 – La fonction g de distribution des poids choisie pour cet exemple.
A partir de cette fonction (cf. son profil donné par la figure 6.8), et de notre LCP-net d’exemple,
nous obtenons les paires (profondeur, poids) suivantes après normalisation : (1, 0.529) et (2, 0.235).
Ces paires sont ensuite associées à chaque nœud du modèle de préférences (cf. figure 6.9).
L’utilité globale d’un service est ensuite calculée en agrégeant l’ensemble des utilités locales via
un opérateur de référence ∆ intégrant les poids préalablement obtenus au sein d’une simple moyenne
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BS
R
(profondeur = 2, poids ≈ 0.235) (profondeur = 1, poids ≈ 0.529)
(profondeur = 2, poids ≈ 0.235)
Figure 6.9 – Poids des nœuds obtenus à partir de leur profondeur dans le graphe.
pondérée. Dans notre exemple, les valeurs (B′, Sfull, R′) ont été mesurées pour un service S1 donné à
un instant t, les utilités locales obtenues pour chacune de ces dimensions de QoS sont les suivantes :
utilitéLocale(B′) = 0.35 (tel que démontré ci-dessus), utilitéLocale(Sfull) = 1, utilitéLocale(B′,
R′) = 0.20. L’opérateur ∆ est alors appliqué comme suit à partir des poids précédemment calculés :
∆(B′, Sfull, R′) = 0.529× 0.35 + 0.235× 1 + 0.235× 0.20 ≈ 0.47
L’utilité globale ainsi obtenue correspond à l’offre non-fonctionnelle courante de S1, elle est évaluée
à 0.47 sur l’échelle [0,1].
Partitionnement flou des domaines
→ Termes linguistiques et SEFs.1
Elicitation des préférences
→ Modèle graphique


















































Figure 6.10 – Résumé des étapes engagées pour l’élicitation d’un LCP-net globale d’un service.
La figure 6.10 résume l’ensemble des étapes qui ont été engagées pour l’élicitation du partitionne-
ment des domaines et celle des préférences, tandis que la figure 6.11 illustre le processus d’obtention
de l’utilité globale du service S1 à partir des préférences élicitées, en se focalisant sur le nœud R.
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RULE 1 : IF (B is Bandwidth_Low) 
and (R is Resolution_Low) 




[Pour chaque utilité locale]
bandwidth (B) = 30Kb/s
normalisée en 0.3 sur [0,1]
resolution (R) = Valeur floue
Inférence des utilités locales
→ une utilité locale par FIS
Injection des valeurs de QoS
Calcul du poids des nœuds4c
∆(0.529 x 0.35 , 0.235 x 1 , 0.235 x 0.20) ≈ 0.47
utility = 0.20 sur [0,1]
Traduction des préférences







(profondeur = 2, 
poids ≈ 0.235)
(profondeur = 1,
 poids ≈ 0.529)
(profondeur = 2, 
poids ≈ 0.235)
Nœud R
Figure 6.11 – Résumé des étapes engagées pour l’obtention de l’utilité globale d’un service.
6.4.4 Sélection d’un service : indécision levée par l’usage d’un LCP-net
L’ultime palier, après avoir élicité, traduit et évalué les préférences au regard des différentes offres
non-fonctionnelles courantes des services candidats, consiste à comparer leurs différentes utilités
globales de manière à obtenir un ordre total sur les services, et d’en sélectionner le premier (donc
celui à l’utilité maximale) comme résultat du processus global de décision.
utilitéGlobale(S1) = 0.47 utilitéGlobale(S2) = 0.40
utilitéGlobale(S3) = 0.31 utilitéGlobale(S4) = 0.18
Figure 6.12 – Comparaison des services candidats sur la base de leur utilité globale.
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Dans les étapes précédentes, nous avons détaillé le calcul de l’utilité globale d’un service S1.
Le même procédé a été appliqué à trois autres services S2, S3 et S4 fonctionnellement et non-
fonctionnellement équivalents à S1. A partir de l’utilité globale de chacun de ces services calculée sur
la base de leurs offres respectives courantes sur B, S et R, il est possible de sélectionner S1 comme
service offrant l’utilité maximale (cf. figure 6.12).
Intérêt patent de l’approche linguistique floue lors de la sélection
L’approche linguistique floue mise en œuvre par les LCP-nets va alors permettre, dans certains cas
de figure, d’effectuer une décision de sélection entre deux services là où, paradoxalement, l’approche



















BL ∈ [0, 0.25]
BM ∈ [0.25, 0.75]
BH ∈ [0.75 , 1]
UCP-net
Figure 6.13 – Deux modélisations pour une même préférence.
Pour illustrer cette affirmation, on compare l’évolution de l’utilité obtenue à l’issue du processus
d’évaluation d’un LCP-net à une dimension (pour plus de simplicité, car utilité locale et globale sont
alors confondues) à celle obtenue en sortie pour un UCP-net équivalent, en fonction de leur unique
valeur d’entrée. Les deux réseaux de préférences modélisent l’affirmation “l’utilité d’un service est
d’autant plus élevée que sa bande passante est élevée”, cependant, le LCP-net est accompagné d’un
partitionnement flou par trois SEF du domaine de la bande passante, là où l’UCP-net considère un
découpage strict par trois intervalles distincts (cf. figure 6.13).
L’utilité d’un service en fonction de sa bande passante, calculée à partir de l’UCP-net est donnée
par la figure 6.14. On remarque la forme “en escalier” de la courbe d’utilité, elle correspond à la
traduction directe sur le graphe de la table d’utilité “crisp” de l’UCP-net ainsi que du partitionnement
de la bande passante qui l’accompagne. Par conséquent, on distingue trois zones pour lesquelles des
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Figure 6.14 – UCP-net : Utilité d’un service en fonction de sa bande passante.
services offrants des bandes passantes proches mais différentes seront considérés comme équivalents
(même utilité) et où la décision n’est donc plus possible.

















Figure 6.15 – LCP-net : Utilité d’un service en fonction de sa bande passante.
A contrario, on constate que les zones d’indécision sont particulièrement réduites (il n’en reste
plus qu’une, de taille inférieure) en sortie de l’évaluation du LCP-net 6.15. La courbe d’utilité a été
lissée par le partitionnement flou du domaine d’entrée ainsi que le processus d’évaluation à base de
règles floues issue de la traduction de l’unique CPT du réseau de préférences (cf. section 6.4.2).
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Figure 6.16 – UCP-net vs. LCP-net : différences de précision.
Pour deux services S1 et S2 offrant respectivement une bande passante courante de 0.3 et 0.7
sur l’ensemble [0, 1], on obtient deux valeurs d’utilité distinctes (0.28 et 0.57) à l’issue du processus
d’inférence floue sur le LCP-net, il est donc possible de choisir le service S2 car son utilité est la
plus élevée. A contrario, deux utilités identiques évaluées à 0.5 sont obtenues par l’UCP-net, il n’est
alors pas possible de déterminer le service le plus utile. Cette comparaison est représentée sur la
figure 6.16.
6.5 Vers un traitement entièrement linguistique des préférences
Dans le cas d’une mise en œuvre entièrement automatique du processus de décision telle que pré-
sentée dans ce chapitre, l’obtention de valeurs d’utilités locales et globales numériques est pertinente
car les outils d’agrégation et de comparaison habituels s’avèrent alors adaptés et efficaces. Cependant,
dans d’autres contextes d’application la prise de décision finale pourrait reposer sur l’intervention
humaine. Dans ce second cas, une méthode d’inférence et d’agrégation entièrement linguistique, par
exemple à base de 2-tuples flous, permettrait de faire “remonter” au preneur de décision des infor-
mations sous une forme qualitative plus intelligible qu’un ensemble de valeurs numériques réelles, et
cela sans perte de précision.
En se fondant sur le procédé représenté dans sa globalité par les figures 6.10 et 6.11, une partie
des perfectionnements liés à un traitement linguistique “de bout en bout” des préférences qui ont été
évoqués précédemment, pourrait être implantée comme suit :
– les partitionnements flous des domaines figurés à l’étape 1, y compris celui de l’utilité, entrai-
nerait la production de termes linguistiques sous la forme de 2-tuples, i.e. des paires (si, α),
avec α = 0, c’est-à-dire dire sans déplacement latéral. Par exemple, la bande passante se-
rait représentée, en gardant le partitionnement flou présenté sur la figure 6.4, par {(low,0) ;
(medium,0) ; (high,0)} ;
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– à l’étape 2, les tables de préférence contiendraient elles-aussi des 2-tuples (par exemple (very
low,0) ou (very low,−0.2)), au lieu de simples termes linguistiques (par exemple very low). En
effet, l’utilisateur exprime ses préférences de manière graphique, c’est pourquoi un déplacement
latéral des termes linguistiques originaux pourrait apparaître. Par la suite, les règles obtenues
par traduction des préférences en FIS pourraient posséder des 2-tuples : par exemple “If the
resolution is (low,0) and the bandwidth is (high,0) then the utility is (very low,−0.2)" ;
– à l’étape 3, on procéderait à la traduction des préférences vers des systèmes d’inférence floue
(FIS) pour 2-tuples, tel que proposé par Alcalá et al. [Alcalá et al., 2007] ;
– lors de l’étape 4a, les valeurs injectées le seraient sous forme de 2-tuples ;
– l’étape 4b aurait pour résultat l’inférence d’utilités locales sous forme de 2-tuples ;
– l’étape 4c de calcul des poids serait gardée en l’état ;
– pour finir, l’étape 4d de calcul de l’utilité globale procéderait à l’agrégation de 2-tuples pon-
dérés [Herrera et Martínez, 2000] de manière à obtenir une utilité globale elle aussi sous forme
de 2-tuple.
Il est aussi intéressant de noter que les 2-tuples flous pourraient s’avérer particulièrement utiles
dans le cas où l’on souhaiterait offrir à l’utilisateur la possibilité de modifier les CPT des préférences
a posteriori, par l’ajout ou la suppression d’une colonne ou d’une ligne : le système procéderait
alors à la mise à jour et calcul de nouvelles utilités dans les tables, ces utilités pourraient alors être
exprimées avec un déplacement latéral (par exemple sous la forme (very high,−0.1)) quand bien même
les utilités initiales des tables seraient sous forme (si, 0). En fait, dès que l’on souhaite procéder à une
reconfiguration automatique d’un LCP-net, on doit changer la granularité des domaines considérés
et les 2-tuples apparaissent comme un outil de choix pour y procéder, en permettant au système
de conserver une relation avec l’ensemble de termes originaux (en l’occurrence grâce aux si des
2-tuples).
6.6 Conclusion
Afin de permettre la sélection de services dans le contexte multi-critères dans lequel nous nous
trouvons, des préférences établies entre les propriétés non-fonctionnelles des services doivent être
élicitées afin d’obtenir un ordre total sur les candidats. A cette fin, nous avons mis en avant dans ce
chapitre la contribution scientifique de cette thèse portant sur l’établissement d’une nouvelle variante
des CP-nets, appelée LCP-nets, qui combine certaines propriétés des UCP-nets et TCP-nets avec les
avantages apportés par une approche linguistique floue pour discrétiser les domaines continus des
variables. Un LCP-net permet par ailleurs l’expression de l’utilité qualitative des affectations de ses
variables dans des tables de préférences conditionnelles dédiées.
Les LCP-nets s’avèrent ainsi particulièrement adaptés au contexte des SOA Sémantiques puis-
qu’ils permettent aux utilisateurs de partitionner efficacement les domaines continus des variables de
Qualité de Service avec des termes linguistiques appropriés, ainsi que d’exprimer l’utilité des affec-
tations d’une manière qualitative plutôt que numérique, cette dernière s’avérant souvent artificielle.
L’exécution du canevas de support des LCP-nets dans ce contexte permettra alors de comparer les
services candidats entre eux, sur la base des utilités globales obtenues. C’est donc en ce sens que
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l’on considère les LCP-nets comme la pierre angulaire de notre approche pour la composition utile
de services.
Nous avons supposé pour le moment que les utilités des différents LCP-nets sont toujours ex-
primées en utilisant le même ensemble de termes linguistiques (cf. le partitionnement de l’utilité
(“utility”) sur la figure 6.4), mais cette restriction pourrait être levée par la mise en œuvre d’un
procédé entièrement linguistique fondée sur les 2-tuples par l’utilisation d’une approche multi-
granulaire [Herrera et al., 2002] lors du calcul de la fonction d’utilité globale. De même, l’hypothèse
sur le positionnement des termes linguistiques (centrés sur 0.5, les termes étant alors distribués de
manière équidistante) pourrait elle aussi être supprimée en implantant des approches permettant de
faire face à des ensembles de termes déséquilibrés (“unbalanced term sets”) [Herrera et al., 2008].
Il est aussi important de souligner que bien qu’établis originellement pour le contexte particulier
des SSOA, et présentés comme tel dans ce chapitre, le formalisme LCP-net et son canevas d’infé-
rence ne sont pas liés à un domaine applicatif spécifique et pourraient tout à fait être déployés et
appliqués à d’autres contextes de décision multi-critères exhibant des contraintes similaires. Citons à
titre d’exemple les cas d’utilisation proposés dans la littérature pour la présentation d’imagerie mé-
dicale [Boutilier et al., 2004] et la planification d’un voyage en avion [Brafman et Domshlak, 2002].
Pour le second, les préférences qui étaient initialement portées dans les tables de manière très stricte,
car fondées sur la relation d’ordre binaire ‘>’ des CP-nets, pourraient dorénavant reposer sur une
modélisation linguistique permettant d’indiquer plus finement le niveau de préférence. Il est aussi
possible d’effectuer un partitionnement flou des domaines des variables considérées. Si on se limite
à la variable D qui représente le jour du vol par rapport à une date fixe de conférence à laquelle la
personne doit assister :














Figure 6.17 – Partitionnement flou d’un domaine temporel.
– Dans l’exemple de base, la variable D pouvait prendre la valeur D1d (je prend l’avion seulement
un jour avant la conférence) ou D2d (je prend l’avion deux jours avant).
– Grâce aux SEF de l’approche linguistique floue mise en œuvre par les LCP-nets, on peut
proposer le partitionnement suivant pour le domaine de la variable D (cf. figure 6.17) : Très
en retard, En retard, A temps, En avance, Très en avance.
On utilise alors les nouveaux termes linguistiques sur D avec ceux du domaine utilité utilisés
dans les exemples précédents de ce chapitre pour obtenir le LCP-net basique suivant (cf. figure 6.18,
mis en comparaison avec la représentation CP-net de base, non linguistique, de la préférence. On
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En retardTrès en retard
D D1d > D2dCP-net :
LCP-net : utilité 
(degré de préférence)
Préférence stricte, 
entre deux valeurs très précises
Partitionnement flou
Figure 6.18 – CP-net vs. LCP-net : Préférence sur une date de départ en voyage.
constate que la préférence sous forme LCP-net est plus détaillée, tout en restant facilement intelligible
pour l’utilisateur car entièrement linguistique. De plus, par le partitionnement flou, le modèle de
préférences sera capable d’appréhender l’ensemble des cas intermédiaires entre 0 et 2 jours d’avance.
Pour finir, la prochaine étape serait de concrétiser les améliorations évoquées dans la section 6.5
en termes de traitement linguistique “de bout en bout” des modèles de préférences LCP-nets.
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7.1 Introduction
A l’issue des présentations détaillées, mais séparées, de la composition active, puis utile de ser-vices, le but de ce chapitre est d’aborder l’intégration de ces deux contributions au sein d’une
approche unifiée, déployée pour l’orchestration de services lors de l’exécution d’un processus métier
défini dans le langage BPEL. Cette dernière contribution porte alors le nom de composition agile
de services, qui traduit fidèlement la capacité d’une application répartie construite sur ses bases à
s’adapter dynamiquement aux changements dans son environnement, par exemple en étant capable
de prendre en considération l’évolution constante des services qui l’entourent (disparitions, décon-
nexions, variations dans la QoS, etc.), tout en tenant compte des contraintes non-fonctionnelles qui
s’imposent à elle ainsi que des préférences des utilisateurs, exprimées à l’aide de LCP-nets.
Cette capacité, nous l’avons vue au chapitre 4 au cours du cas d’utilisation sur lequel s’appuient
nos travaux, peut s’avérer déterminante lors de situations de crise, en particulier lors de la gestion
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Figure 7.1 – Composition agile de service lors de la gestion d’un incendie.
d’incendies. Elle va alors permettre de choisir les meilleurs éléments disponibles du point de vue
de leur Qualité de Service (parmi les drones, personnels et camions prêts à se rendre sur le lieu du
sinistre) au moment même du déclenchement de la crise et pendant tout son déroulement, tout en
permettant des ajustements “de dernière minute” par le biais des préférences utilisateur rattachées
aux processus métiers (cf. figure 7.1). Ces préférences (contextuelles par nature) vont alors diriger
la sélection des services, de manière active pendant tout le déroulement du processus de gestion de
crise, sur la base des différents critères de QoS connus que l’on peut superviser. Par exemple : “On
souhaite, dans l’absolu, utiliser les drones disposant, pour la transmission des images, des meilleures
valeurs en termes de sécurité, bande passante et résolution.”, ou encore “On effectue un compromis
entre l’optimisation de la bande passante et celle de la résolution”.
Le déroulement de ce chapitre est le suivant : dans un premier temps, à la section 7.2, nous traite-
rons les considérations propres à l’intégration conjointe de la composition active et de la composition
utile lors de l’orchestration de services. Au cours de cette section nous aborderons notamment le gain
lié à la possibilité de factoriser les préférences LCP-nets dans les processus métiers. Dans un second
temps, en section 7.3, nous détaillerons la syntaxe et la sémantique opérationnelle structurelle d’un
langage de LCP-nets de plus haut niveau, à même de favoriser leur intégration au sein des processus
métiers BPEL au format XML, sujet que nous aborderons à la section 7.4. Finalement, la dernière
section 7.5 sera l’occasion d’évoquer la possibilité plus prospective d’intégrer la QoS globale des
processus dans la liaison tardive des services.
7.2 Intégration conjointe des compositions actives et utiles dans
l’orchestration de services
Le mécanisme de composition active de services, présenté au chapitre 5, a introduit de manière
abstraite le concept primordial de liaison tardive de services ainsi que les différentes étapes qui
précèdent son déclenchement. Celui de composition utile, au chapitre 6, est lié au formalisme LCP-
net de préférences utilisateur. La finalité de cette section est alors d’aborder les problématiques plus
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<?xml version ="1.0" encoding ="UTF -8"?>
<process
<import importType ="http :// schemas.xmlsoap.org/wsdl/"
location ="../../ test_bucket/service_libraries/tptp_EnginePrinterPort.wsdl"
namespace ="http ://www.eclipse.org/tptp/choreography /2004/ engine/Print" />




partnerRole =" printService "/>
</partnerLinks >
(...)
//l’invocation passe forcement par une abstraction partnerLink
<invoke partnerLink =" printService" operation ="print" inputVariable =" hello_world" />
</process >
Code 7.1 – Extrait d’un processus métier basique au format BPEL.
concrètes de leur intégration conjointe, dans un cadre non-fonctionnel, au sein de l’orchestration de
services issus de l’exécution d’un processus métier au format BPEL.
7.2.1 Définition d’une activité BPEL de liaison et invocation tardive de service
D’un point de vue technique, dans une architecture SOA, la définition d’un processus métier
effectuée en suivant la spécification WS-BPEL 2.0 de base (c’est-à-dire sans exploiter le mécanisme
d’extension du langage) ne permet pas la mise en place d’une liaison tardive de services : sa syntaxe
implique qu’un et un seul service soit explicitement affecté à chaque site d’invocation de service lors
de la définition du processus. Cette contrainte est illustrée par l’extrait de code BPEL 7.1, déjà ren-
contré, qui cherche à effectuer l’affichage de la chaîne de caractères “Hello World !” en faisant appel
à un service Web d’affichage dédié. Ce service doit être connu et indiqué au moment de la définition
du processus car l’instruction d’invocation de service requière un unique partnerLink nommé ’print-
Service’ qui est lié à une structure portType d’un fichier WSDL ’...tptp_EnginePrinterPort.wsdl’
importé auparavant et dont on reproduit ici un extrait (cf. Extrait 7.2). Or, chaque portType corres-
pond à la définition d’un service Web spécifique, accessible au travers d’un port qui spécifie l’adresse
concrète du service. Il n’est donc pas possible de choisir un service à un autre moment que celui
de la définition, ni de spécifier une liste d’alternatives pour l’exécution. Cette remarque est valable
ceteris paribus, que l’offre de service Web soit au format WSDL 1.1 ou 2.0.
A contrario, dans notre cadre SSOA, au cours de l’orchestration des services effectuée à partir de
processus métiers abstraits, les calculs modélisés dans les processus doivent se retrouver concrétisés
sous la forme de flots de contrôle structurés où les besoins abstraits sont transformés en appels aux
services effectivement disponibles dans l’environnement d’exécution des processus, et pas uniquement
dans celui de leur définition. Cependant, si la spécification WS-BPEL 2.0 prévoit effectivement un
mécanisme d’extension des opérations de base du langage, voire de définition d’opérations totalement
nouvelles, aucune extension relative à un mécanisme d’invocation tardive des services n’est prédéfinie.
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<?xml version ="1.0" encoding ="UTF -8"?>




//lie au portType ’Print ’
<binding name=" PrintPortWsifBinding" type="tns:Print">
(..)
</binding >
//lie au binding ’PrintPortWsifBinding ’
<service >
<port name=" JavaPrintPort" binding ="tns:PrintPortWsifBinding">
// adresse concrete d’acces au service d’affichage
</port >
</service >
//lie au portType ’Print ’
<partnerLinkType name=" printLink">
<role name=" printService" portType ="tns:Print"/>
</partnerLinkType >
</definitions >
Code 7.2 – Extrait d’une offre basique de service Web d’affichage.
Telles que nous les avons déjà abordées (cf. section 5.3), les étapes successives de filtrage des
services, d’initialisation de leur supervision et finalement de liaison tardive sont indispensables à
la pleine réalisation de la composition active des services. Le choix de la répartition temporelle des
deux premières étapes par rapport au cycle de vie des processus métier découle d’une logique d’opti-
misation du temps de réponse de ces derniers. A titre d’exemple, le calcul des modèles d’adaptation
de données ne pourrait être réalisé de manière pleinement satisfaisante s’il était effectué au cours de
l’orchestration des services : l’impact de ses algorithmes d’appariement étant alors beaucoup trop
important par rapport aux caractéristiques d’agilité que l’on est en droit d’attendre de systèmes
répartis, en particulier déployés pour de la gestion de crise.
La répartition que nous établissons est alors illustrée par la figure 7.2 : les étapes de filtrage et
d’initialisation de la supervision étant alors effectuées au chargement du processus, cela implique
que la liste des services valides filtrés (les pompiers sur cet exemple) et les valeurs de QoS courantes
de ces services (résistance au feu, fatigue physique, fréquence radio évoluant à l’intérieur de bornes
contractuelles), obtenues au travers des sondes du canevas de supervision, seront disponibles lors de
la liaison tardive des services pendant l’exécution du processus. Cette répartition signifie aussi que
seule la liaison tardive des services, et leur invocation subséquente, reste effectivement à traiter au
cours de l’orchestration. Dans l’implantation de référence du projet SemEUsE, filtrage et supervision
sont effectivement pris en charge par des composants externes à l’orchestration et la liaison tardive
des services : par un mécanisme de composition dynamique proche des travaux que nous avons
étudiés dans l’état de l’art pour le premier, et par le canevas mis au point par Le Duc et al. pour le
second [Le Duc et al., 2009].
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Figure 7.2 – Répartition temporelle des étapes clés de la coordination active de services.
Nous définissons alors une “activité étendue” BPEL dont les détails d’implantation seront abordés
au chapitre 9. La syntaxe de cette activité, nommée lateBindingInvoke, est donnée par le fragment
de code 7.3 au format XML :
<lateBindingInvoke inputVariable="invoke_in" outputVariable="invoke_out" preference="
preferences.lcpnet">
<candidateServices >
<service EPR="service1" portType="service1PortType" operation="getVideo"
contract="negociated_wsag_1.xml"/>





Code 7.3 – Activité BPEL lateBingingInvoke au format XML
L’activité de liaison et d’invocation tardive de service dispose ainsi :
– de deux arguments inputVariable et outputVariable qui pointent vers les variables BPEL uti-
lisées pour le stockage des paramètres et de la valeur de retour du service qui sera appelé lors
de l’exécution de cette activité BPEL,
– d’un argument preference qui permet d’indiquer un fichier de préférence au format LCP-net à
utiliser lors de la sélection du service à invoquer,
– d’une liste de services valides fonctionnellement (“ce sont bien des pompiers”) et non-
fonctionnellement (“ils correspondent bien aux critères généraux de QoS exprimés sous forme
de bornes dans les contrats”) parmi lesquels le service à invoquer sera déterminé au dernier
moment (en liaison tardive) cette liste a été déterminée précédemment par l’étape de filtrage.
Pour chaque service, on dispose des mêmes informations que dans un BPEL classique (réfé-
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rence au point d’accès EPR, interface distante portType et opération à appeler), ainsi que de


































Figure 7.3 – Activité lateBindingInvoke dans le processus BPEL de gestion de incendie.
Sur la base de notre précédent exemple pour la gestion de crise, c’est cette instruction qui va
être utilisée dans le processus métier BPEL au niveau des sites d’appels n˚ 1, 2 et 3. Sans entrer
dans les détails techniques, la figure 7.3 illustre l’usage qui en est fait, tout en précisant la nature
du processus BPEL : les trois activités lateBindingInvoke, identifiées explicitement dans le processus
comme activités étendues, sont incluses dans une activité de base du type sequence, elle même
comprise dans un élément process.
7.2.2 Définition incrémentale des préférences utilisateur
Est apparu au cours de l’intégration conjointe de la liaison tardive et des LCP-nets, tel que
présenté ci-dessus, l’intérêt manifeste de permettre la factorisation des modèles, de manière à évi-
ter d’inutiles répétitions dans les préférences utilisateur. On rationaliserait ainsi l’utilisation des
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préférences en réduisant les répétitions, la conséquence directe étant une réduction des coûts de













Figure 7.4 – LCP-net modélisant la préférence sur le temps de réponse de tous les services.
En effet, lors de la définition de processus métiers, les programmeurs peuvent avoir des pré-
férences générales qui s’appliquent à plusieurs sites d’appels de services (c’est-à-dire à plusieurs
lateBindingInvoke), avec éventuellement quelques modifications à leur apporter pour les adapter
aux spécificités de chaque site. Par rapport à notre cas d’utilisation, il pourrait par exemple s’agir
d’une propriété sur le temps de réponse des services, effectivement partagée par les drones, person-
nels et camions, et pour laquelle notre préférence est toujours de la forme “Je souhaite obtenir le
temps de réponse le plus faible possible”, quel que soit le type de service. Cette préférence corres-
pond au LCP-net de la figure 7.4, ici accompagné du partitionnement flou du domaine du temps de
réponse en ms, préalablement normalisé sur [0, 1] qui donne les différentes fonctions d’appartenance
des termes linguistiques TL, TM et TH (respectivement temps de réponse faible, moyen et élevé).
Tel que défini actuellement, le langage des LCP-nets conduirait à la définition de trois modèles
distincts de préférence (sur la base de ceux introduits dans la section 6.3.2) au sein desquels la
préférence globale sur le temps de réponse serait systématiquement reportée, telle que représentée par
la figure 7.5. On cherche alors à changer cet état de fait par un mécanisme de définition incrémentale
(ou “différentielle”) des modèles de préférences : les fragments.
7.2.3 Notion de fragment de préférences
Plutôt que de devoir répéter systématiquement, dans le LCP-net local à chaque site d’appel,
une préférence applicable à un ensemble de sites (dans notre exemple, la préférence sur le temps de
réponse des services), une alternative plausible serait de factoriser ces préférences communes dans
un LCP-net partagé, puis d’ajouter sur chaque site d’appel les variations locales à lui appliquer pour
obtenir le LCP-net effectif à utiliser lors de la liaison tardive de services.
Cette capacité à définir les préférences utilisateur de manière incrémentale, par des extensions
ou modifications locales, a été ajoutée au formalisme LCP-nets par l’introduction de la notion de
fragment de préférences. Les fragments sont des entités, construites sur la base d’un LCP-net existant,
qui décrivent de manière non ambiguë des ajouts, suppressions, ou modifications de tout élément sur
leur LCP-net de base.
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Figure 7.5 – Dilution d’une préférence globale dans un processus métier.
Pour que sa définition reste la plus simple possible, la forme générale d’un fragment suit le même
modèle et la même représentation graphique qu’un LCP-net classique, tel qu’on peut le voir sur la
figure 7.7 :
– Pour chaque construction de base du formalisme LCP-net (le LCP-net lui-même, ses nœuds,
arcs et tables), il existe un type de fragment dérivé : on dispose donc de fragments de LCP-nets,
de nœuds, d’arcs et de tables. Sur la figure on distingue un fragment de LCP-net contenant
lui-même deux fragments de nœud et un fragment d’arc.
– Pour chaque fragment il faut indiquer l’élément cible, situé dans un modèle LCP-net de base,
auquel il s’applique. Dans notre exemple, ces liens ne sont pas retranscrits sur la figure, cepen-
dant, le fragment de LCP-net s’applique bien à notre précédent LCP-net d’imagerie, de même
que les fragments de nœuds à leurs nœuds respectifs dans ce modèle cible, etc.
– Un fragment peut servir à modifier les propriétés de son élément de base ou à le supprimer (on
parle alors d’anti-fragment). Dans notre exemple, on dispose d’un anti-fragment d’arc (de B
vers R) et d’un anti-fragment de nœud (pour R) ; ce qui signifie que ces deux éléments cibles
seront supprimés lors de l’application du LCP-net.
– Lors de la modification des propriétés d’un élément de base par un fragment, il est possible
de décrire des ajouts. Ces ajouts sont exprimés sous la forme d’éléments d’un type de base
du formalisme LCP-net, c’est-à-dire que pour ajouter un nœud à un LCP-net il faut créer en
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premier lieu un fragment de LCP-net, et ajouter un véritable nœud à sa liste vierge de nœuds.
C’est le cas sur la figure, où pour ajouter un nouveau nœud Z on crée un élément de type
’nœud’, et non de type ’fragment de nœud’.
Cette nouvelle fonctionnalité de factorisation va effectivement permettre la définition de préfé-
rences globales qui pourront être utilisées comme références de base dans un processus métier, suivies
de leur raffinement par l’utilisation d’un fragment de préférence sur chaque site d’appel de service
nécessitant des ajustements spécifiques : comme le fait d’accorder une plus grande importance à une
dimension de QoS particulière ou, au contraire, d’en ignorer certaines.
S’ajoute alors aux bénéfices en termes de rationalisation des coûts de développement, un autre
avantage, particulièrement pertinent dans notre contexte SSOA, qu’est celui de l’amélioration de la
lisibilité et de la compréhension des préférences, par la facilitation de la reconnaissance des préfé-
rences communes aux sites d’appels.



















Figure 7.6 – Préférence ImagingServicePreference sous forme graphique.
Pour illustrer ce mécanisme de définition incrémentale de manière plus exhaustive, on com-
pose tout d’abord le LCP-net ImagingServicePreference de préférence sur la sélection d’un drone
d’imagerie aérienne qui avait déjà été introduit au chapitre 6 (cf. figure 7.6), avec le fragment
ImagingServiceFragment reproduit sous forme graphique par la figure 7.7, de manière à obtenir un
nouveau LCP-net ImagingServicePreferencenew tel que :
– la préférence sur la résolution R est remplacée par une préférence sur une nouvelle propriété
de zoom Z,
– un nouveau lien de type i-arc est introduit entre B et Z,
– les valeurs d’utilité sur la CPT du nœud B sont changées.
Un extrait de la sérialisation au format XML de ce fragment ImagingServiceFragment est donné
par le code 7.4, il met en exergue :
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<?xml version="1.0" encoding="UTF -8"?>
<fragments:LCPnetFragment xmi:version="2.0" (...) fragmentName="ImagingServiceFragment">
<nodes xsi:type="fragments:LNodeFragment" name="" fragmentName="R_antifragment" antiFragment="true">
<baseLNode href="imaging_service_preference.lcpnet #// @nodes .2"/>
</nodes >
<nodes xsi:type="LCPnet:LNode" name="Z" inArcs="//@arcs .1" valueDomain="// @valueDomains .0">
<domain xsi:type="LCPnet:LNodeValue" name="Zoom_Low" linguisticValue="// @valueDomains .0/ @subsets .0"/>
<domain xsi:type="LCPnet:LNodeValue" name="Zoom_Medium" linguisticValue="// @valueDomains .0/ @subsets .1"/>
<domain xsi:type="LCPnet:LNodeValue" name="Zoom_High" linguisticValue="// @valueDomains .0/ @subsets .2"/>
<linguisticTable name="zoom_clpt">
<lines>
<utility nodeValue="// @nodes .1/ @domain .0">
<utility href="imaging_service_preference.lcpnet #// @utilityDomain/@subsets .1"/>
</utility >
<utility nodeValue="// @nodes .1/ @domain .1">
<utility href="imaging_service_preference.lcpnet #// @utilityDomain/@subsets .2"/>
</utility >
<utility nodeValue="// @nodes .1/ @domain .2">









<utility href="imaging_service_preference.lcpnet #// @utilityDomain/@subsets .1"/>
<baseLNodeValueUtility href="imaging_service_preference.lcpnet #// @nodes .1/ @linguisticTable/@lines .0/ @utility .0"/>
</utility >
<utility xsi:type="fragments:LNodeValueUtilityFragment" name="">
<utility href="imaging_service_preference.lcpnet #// @utilityDomain/@subsets .3"/>
<baseLNodeValueUtility href="imaging_service_preference.lcpnet #// @nodes .1/ @linguisticTable/@lines .0/ @utility .2"/>
</utility >
<baseCLPTLine href="imaging_service_preference.lcpnet #// @nodes .1/ @linguisticTable/@lines .0"/>
</lines >
<baseCLPT href="imaging_service_preference.lcpnet #// @nodes .1/ @linguisticTable"/>
</linguisticTable >
<baseLNode href="imaging_service_preference.lcpnet #// @nodes .1"/>
</nodes >
<arcs xsi:type="fragments:ArcFragment" name="" fragmentName="BtoR_antifragment" antiFragment="true">
<baseArc href="imaging_service_preference.lcpnet #// @arcs.1"/>
</arcs>


















Code 7.4 – Fragment ImagingServiceFragment sérialisé sous forme XML.
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Figure 7.7 – Fragment ImagingServiceFragment sous forme graphique.
– l’import initial du modèle LCP-net de base imaging_service_preference.lcpnet ;
– la suppression du nœud R et de sa CPT associée, par la définition d’un anti-fragment
R_antifragment ;
– l’introduction d’un nouveau nœud Z et de l’arc BtoZ ;














Figure 7.8 – LCP-net ImagingServicePreferencenew résultant
de l’application de ImagingServiceFragment .
Le nouveau LCP-net ImagingServicePreferencenew , totalement indépendant, résultant de l’appli-
cation du fragment ImagingServiceFragment , est représenté de manière graphique sur la figure 7.8.
Les éléments ajoutés ou modifiés sont indiqués en rouge.
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Seconde illustration du mécanisme de définition incrémentale
On cherche maintenant à factoriser la préférence globale sur le temps de réponse dans le processus
BPEL représenté par la figure 7.5. Pour ce faire :
– on factorise la partie du modèle de préférences concernant le temps de réponse T dans un
LCP-net unique,
– les préférences locales à chaque site d’appels sont reformulées sous la forme de fragments,
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Figure 7.9 – Factorisation d’un préférence globale à un processus métier.
Cette approche est illustrée par la figure 7.9 où les tables des préférences locales ont été volon-
tairement omises de manière à ne pas nuire à sa lisibilité. Lors de l’évaluation de chaque site d’appel
de services, la préférence effective considérée sera celle obtenue par application du fragment local à
la préférence globale sur T .
7.3 Représentation de plus haut niveau des LCP-nets
Dans le cadre de la composition agile de services, on cherche à intégrer les préférences utilisateur
au format LCP-net ainsi que leurs fragments au sein des orchestrations de services. Pour que cette
intégration soit couronnée de succès, il faut minimiser les contraintes que devra subir un développeur
de processus métier BPEL pour les y intégrer.
Dans l’implantation actuelle du langage LCP-net, ainsi que celle du moteur de raisonnement
sur préférences, la représentation XML des modèles correspond en fait à celle de leur sérialisation
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automatique, fondée sur le canevas EMF. Des exemples de cette sérialisation ont été précédemment
donnés par les fragments de code 6.1 et 7.4.
Bien que lisibles en l’état, ces représentations n’en restent pas moins difficiles d’accès pour le
développeur de processus et ne pourraient être intégrées directement dans les processus BPEL,
car cela signifierait que des modèles de préférences externes au processus, spécifiés à un niveau de
langage inférieur, devraient y être importés. Cette implantation, à elle seule, ne permet donc pas
une intégration convenable des LCP-nets et de leurs fragments dans les processus BPEL.
La solution que nous avançons pour résoudre cette problématique consiste à mettre au point une
représentation XML “haut niveau” des LCP-nets et fragments, de manière à homogénéiser le niveau
d’abstraction du langage permettant d’exprimer les préférences avec celui de BPEL. On désigne alors
les modèles de préférences et fragments décrits dans ce langage par HL-LCP-nets (“High Level LCP-
nets”) et HL-LCP-frags (“High Level LCP-nets fragments”) respectivement. En conséquence de quoi,
dans la suite de ce document, le terme “LCP-net” seul servira à designer en fonction du contexte,
le concept abstrait de préférence utilisateur dans ce formalisme, ou bien les LCP-nets “bas niveau”
telles qu’implantés par le canevas de modélisation et de décision sur LCP-nets (cf. section 9.2).
Cette syntaxe permet de se rendre indépendant du canevas sous-jacent de modélisation et décision
sur préférences utilisateur, présenté au chapitre 9 comme une machine virtuelle sur les LCP-nets de
bas niveau, et dont l’ensemble des primitives est consultable à la section 9.2.2. Nous exploitons alors
ces primitives pour définir la sémantique opérationnelle structurelle des HL-LCP-nets et HL-LCP-
frags (cf. section 7.3.3) via un ensemble de règles de production qui établissent les correspondances
entre leur représentation abstraite (cf. section 7.3.2) et les primitives de cette machine virtuelle à
appeler pour construire et exploiter les LCP-nets bas niveau correspondants.
7.3.1 Syntaxe XML
La mise au point d’une syntaxe XML de plus haut niveau pour les LCP-nets et leurs fragments
va donc rendre possible leur intégration au cœur même des processus métier BPEL. On l’illustre par
les deux exemples suivants.
La représentation XML du HL-LCP-net correspondant au réseau de préférences nommé
ImagingServicePreference, déjà rencontré, sur la sélection d’un service d’imagerie, est donnée
ci-après par l’extrait de code 7.5. Elle est structurée, comme pour tout autre HL-LCP-net de la
façon suivante :
– les premiers éléments utilityDomain et valueDomains du réseau de préférences donnent respec-
tivement les partitionnements flous du domaine d’utilité des services utilisés dans les tables,
et ceux de tous les domaines de valeurs de QoS considérés (ici la sécurité de la communication
Security, la bande passante Bandwidth et la résolution d’image Resolution),
– sous l’élément nodes est défini l’ensemble des nœuds (node) du réseau auxquels sont attachées
les tables de préférences conditionnelles (table). La correspondance entre la forme graphique
du nœud R et sa syntaxe HL-LCP-net est illustrée par la figure 7.10,
– la définition des nœuds est suivie de celle des arcs, sous l’élément arcs. Dans cet exemple
figurent deux des types d’arcs disponibles : un arc (élément “BtoR”) et un i-arc (élément
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Figure 7.10 – Correspondance entre la forme graphique du nœud R et sa syntaxe HL-LCP-net.
“BtoS”). Pour illustrer le type ci-arc qui n’est pas instancié dans ce modèle, on se reportera à
l’extrait de HL-LCP-net donné par le code 7.6.
La syntaxe XML de haut-niveau pour un fragment de préférence ImagingServiceFragment est
quant à elle illustrée par l’extrait de code 7.7. Elle suit la même forme générale que celle d’un
HL-LCP-net, il faut cependant noter que :
– la distinction entre les éléments de base de type HL-LCP-net et ceux de fragments est effectuée
sur leur nom : à chaque type de base x correspond un type fragment xFragment,
– tout comme expliqué au chapitre 6, des éléments de type HL-LCP-net peuvent apparaître
au sein des fragments, ils servent à ajouter des nouveaux éléments dans le LCP-net effectif
résultant de l’application du fragment : dans cet exemple, on ajoute un nouveau domaine de
valeurs (type valueDomain) appelé Zoom, un nouveau nœud zoom avec sa table, ainsi qu’un
nouvel i-arc de bandwidth à zoom,
– pour chaque élément de type fragment où l’information est pertinente, le paramètre booléen
antiFragment permet d’indiquer s’il s’agit d’un anti-fragment de suppression (paramètre à
true), ou d’un simple fragment de modification (paramètre à false),
– pour chaque élément de type fragment où l’information est nécessaire, il faut indiquer la base
(paramètre base) du fragment, c’est-à-dire l’élément du LCP-net de base qu’il modifie ou
supprime.
7.3.2 Syntaxe abstraite de ce nouveau langage
On définit, par la figure 7.11, la grammaire d’arbres d’une syntaxe abstraite équivalente à celle
XML utilisée précédemment pour représenter les HL-LCP-nets, mais moins verbeuse, de manière à
en augmenter la lisibilité et faciliter son intégration dans les règles de production de la section 7.3.3.
Il s’agit, en définitive, de la syntaxe d’un nouveau langage pour la représentation des préférences
LCP-nets.
Le même principe est appliqué aux fragments. La grammaire présentée dans la figure 7.12 couvre
l’ensemble des expressions HL-LCP-frag.
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<lcpnet name="Security_Camera_Preference">
<utilityDomain name="Utility" lowerBound =0.0 upperBound =1.O>
<subset name="Utility_VL">
<coordinate x="O.O" y="1.0" />
<coordinate x="O.25" y="0.0" />
</subset >
<subset name="Utility_L">
<coordinate x="O.O" y="0.0" />
<coordinate x="O.25" y="1.0" />





<valueDomain name="Security" lowerBound="0.0" upperBound="1.O">
(...)
</valueDomain >
<valueDomain name="Bandwidth" lowerBound="0.0" upperBound="1.O">
(...)
</valueDomain >








































<iarc name="BtoS" startNode="bandwidth" endNode="security"/>
<arc name="BtoR" startNode="bandwidth" endNode="resolution"/>
</arcs>
</lcpnet >
Code 7.5 – Syntaxe HL-LCP-net de ImagingServicePreference.
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<line selectorSetValues="Bandwidth_L ,␣Resolution_H" startNode="Y" endNode="Z"/>




Code 7.6 – Syntaxe HL-LCP-net d’un ci-arc.
<lcpnetFragment name="Security_Camera_Preference_Fragment" base="Security_Camera_Preference">
<valueDomains >














<nodeFragment name="resolution_antiFragment" antiFragment="true" base="resolution"/>










<iarc name="BtoZ" startNode="bandwidth" endNode="zoom"/>
<arcFragment name="BtoR_antifragment" antiFragment="true" base="BtoR"/>
</arcs>
</lcpnetFragment >
Code 7.7 – Syntaxe HL-LCP-frag de ImagingServiceFragment .
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l ::= lcpnet ud vd∗ n∗ a∗
ud ::= utilityDomain id lb ub s∗
s ::= subset id c∗
c ::= coordinate real real
vd ::= valueDomain id lb ub s∗
n ::= node id id cpt
cpt ::= table cpli∗
cpli ::= line id∗ e∗
e ::= entry id id
a ::= ia | cia | na
ia ::= iarc id id id
cia ::= ciarc id cit
na ::= arc id id id
cit ::= table cil∗
cil ::= line id∗ id id
lb ::= real
up ::= real
Figure 7.11 – Grammaire d’arbre des HL-LCP-nets.
lfrag ::= lcpnetFragment [udfrag] [vdfrag∗] [nfrag∗] [afrag∗]
udfrag ::= ud | utilityDomainFragment id isAntiFrag id [lb] [ub] [sfrag∗]
sfrag ::= s | subsetFragment id isAntiFrag id [c∗]
vdfrag ::= vd | valueDomainFragment id isAntiFrag id [lb] [ub] [sfrag∗]
nfrag ::= n | nodeFragment id isAntiFrag id [id] [cptfrag]
cptfrag ::= cpt | tableFragment isAntiFrag [cplifrag∗]
cplifrag ::= cpli | lineFragment isAntiFrag num [id∗] [efrag∗]
efrag ::= e | entryFragment isAntiFrag [id] [id]
afrag ::= a | iafrag | ciafrag | nafrag
iafrag ::= ia | iarcFragment id isAntiFrag id [id] [id]
ciafrag ::= cia | ciarcFragment id isAntiFrag id [citfrag]
nafrag ::= na | arcFragment id isAntiFrag id [id] [id]
citfrag ::= cit | tableFragment isAntiFrag [cilfrag∗]
cilfrag ::= cil | lineFragment isAntiFrag num [id∗] [id] [id]
isAntiFrag ::= boolean
Figure 7.12 – Grammaire d’arbre des HL-LCP-frags.
7.3.3 Sémantique opérationnelle : règles de production
Nous exploitons maintenant les primitives d’une machine virtuelle LCP-net basique (telle que
définie ultérieurement dans la section 9.2.2) afin d’établir la sémantique opérationnelle structurelle
des HL-LCP-nets et de leurs fragments via un ensemble de règles de production qui établissent les
correspondances entre leur représentation abstraite (cf. grammaires de la section 7.3.2) et les appels
à ces primitives.
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Concrètement, ces règles de production permettent de traduire tout HL-LCP-net en LCP-net, en
vue de son évaluation dans la machine virtuelle. Concernant les HL-LCP-frags, les règles expriment
la construction de leur fragments de plus bas niveau correspondant, ainsi que le contexte de leur
application aux LCP-nets.
Avant de donner le détail de ces règles, il est nécessaire de définir la variable ρ qui correspond à
l’environnement dans lequel ces règles sont évaluées. Plus précisément, ρ : id → V est une fonction
partielle des identifiants sur les valeurs. Etant partielle, l’opération ρ[idx → Vy] permet de définir la
fonction pour l’identifiant idx auquel on fait correspondre la valeur Vy.
Par ailleurs, dans les règles de production, on manipule les listes d’arguments (arg∗) à l’aide des
opérateurs usuels sur liste cons, car et cdr, représentés respectivement par les symboles ⊕, ↓ et †.
On étend aussi la définition de la fonction ρ de manière à pouvoir traiter les listes d’identifiants de
cette manière : ρ : (id→ v) ∪ (id∗ → V ∗).
Règles de production des HL-LCP-nets
<ρ, ud> → <ρ1, UD>
<ρ1, vd*> → <ρ2, VD*>
L = createLCPnet(“anonymous”, UD, VD*)
<ρ2, L, n*> → ρ3
<ρ3, L, a*> → ρ4
<ρ, lcpnet ud vd* n* a*> → ρ[currentLCPnet → L]
Règle 7.1 – Règle de production d’un LCP-net.
<ρ, L, ↓n*> → ρ1 <ρ1, L, †n*> → ρ2
<ρ, L, n*> → ρ2
Règle 7.2 – Règle de parcours récursif de la liste des nœuds.
N = createLNode(id1, L, ρ(id2)) <ρ, N,cpt> → ρ1
<ρ, L, node(id1, id2, cpt)> → ρ1[id1 → N ]
Règle 7.3 – Règle de production d’un nœud.
T = createCLPT (“table”, N) <ρ, T, cpli*> → ρ1
<ρ, N, cptable cpli*> → ρ1
Règle 7.4 – Règle de production d’une table de préférences.
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<ρ, T, ↓cpli*> → ρ1 <ρ1, T, †cpli*> → ρ2
<ρ, T, cpli*> → ρ2
Règle 7.5 – Règle de parcours récursif de la liste des lignes d’une table.
LI = createCLPTLine(“line”, T, ρ(id∗)) <ρ, LI, e*> → ρ1
<ρ, T, line id* e*> → ρ1
Règle 7.6 – Règle de production d’une ligne de table de préférence.
<ρ, LI, ↓e*> → ρ1 <ρ1, LI, †e*> → ρ2
<ρ, LI, e*> → ρ2
Règle 7.7 – Règle de parcours récursif de la liste des entrées de la table.
createEntry(“entry”, LI, ρ(id1), ρ(id2))
<ρ, LI, entry id1 id2> → ρ
Règle 7.8 – Règle de production d’une entrée de la table.
<ρ, L, ↓a*> → ρ1 <ρ1, L, †a*> → ρ2
<ρ, L, a*> → ρ2
Règle 7.9 – Règle de parcours récursif de la liste des arcs.
createArc(id1, L, ρ(id2), ρ(id3))
<ρ, L, arc id1 id2 id3> → ρ
Règle 7.10 – Règle de production d’un arc.
createIArc(id1, L, ρ(id2), ρ(id3))
<ρ, L, iarc id1 id2 id3> → ρ
Règle 7.11 – Règle de production d’un i-arc.
CIA = createCIArc(id, L) <ρ, CIA, cit>
<ρ, L, ciarc id cit> → ρ
Règle 7.12 – Règle de production d’un ci-arc.
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CIT = createCIT (“CIT”, CIA) <ρ, CIT, cil*>
<ρ, CIA, citable cil*> → ρ
Règle 7.13 – Règle de production d’une table d’indépendance conditionnelle.
<ρ, CIT, ↓cil*> → ρ1 <ρ1, CIT, †cil*> → ρ2
<ρ, CIT, cil*> → ρ2
Règle 7.14 – Règle de parcours récursif des lignes d’une CIT.
createCITLine(“line”, CIT, ρ(id∗), id1, id2)
<ρ, CIT, line id* id1 id2> → ρ
Règle 7.15 – Règle de production d’une ligne de CIT.
D = createLinguisticDomain(id, lb, ub) <ρ, D, s*> → ρ1
<ρ, utilityDomain id lb ub s*> → <ρ1[id → D], D>
Règle 7.16 – Règle de production d’un domaine d’utilité.
<ρ, D, ↓s*> → ρ1 <ρ1, D, †s*> → ρ2
<ρ, D, s*> → ρ2
Règle 7.17 – Règle de parcours récursif de la liste des sous-ensembles flous d’un domaine d’utilité.
S = createLinguisticSubset(id, D) <ρ, S, c*> → ρ1
<ρ, D, subset id c*> → ρ1[id → S]
Règle 7.18 – Règle de production d’un SEF.
<ρ, S, ↓c*> → ρ1 <ρ, S, †c*> → ρ2
<ρ, S, c*> → ρ2
Règle 7.19 – Règle de parcours récursif de la liste des coordonnées d’un SEF.
createCoordinate(S, real1, real2)
<ρ, S, coordinate real1 real2> → ρ
Règle 7.20 – Règle de production d’une coordonnée de SEF.
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<ρ, ↓vd*> → <ρ1, VD> <ρ1, †vd*> → <ρ2, VDreste*>
<ρ, vd*> → <ρ2, VD ⊕ VDreste*)>
Règle 7.21 – Règle de production de la liste de tous les domaines de valeur.
D = createLinguisticDomain(id, lb, ub) <ρ, D, s*> → ρ1
<ρ, valueDomain id lb ub s*> → <ρ1[id → D], D>
Règle 7.22 – Règle de production d’un domaine de valeur spécifique.
Règles de production des HL-LCP-frags
Dans les règles de production ci-dessous, on effectue la distinction entre fragments et anti-
fragments par le paramètre isAntiFrag défini sur la grammaire des HL-LCP-frags. En fonction de
la valeur de ce booléen, la règle de production choisie n’est pas la même. On part aussi du principe
que le LCP-net cible courant, auquel s’applique le fragment, est disponible dans son environnement
ρ d’évaluation sous la dénomination currentLCPnet.
Par ailleurs, cette liste de règles n’est pas exhaustive car leur grande majorité peut être construite
de manière automatique, à partir des règles de production des HL-LCP-nets. Le modèle à suivre
consiste :
– à ajouter et traiter les paramètres spécifiques aux fragments : nom du fragment, booléen de
distinction entre fragment et anti-fragment, référence à l’élément de base (ou élément cible)
auquel le fragment doit s’appliquer,
– à remplacer les appels aux primitives de création d’éléments LCP-net de base, par des appels
aux primitives spécifiques de création de fragments.
Ce modèle est illustré dans les règles de production suivantes :
<ρ, udfrag> → <ρ1, UDfrag>
<ρ1, vdfrag*> → <ρ2, VDfrag*>
F = createLCPnetFragment(“anonymous”, ρ(currentLCPnet), UDfrag, VDfrag*)
<ρ2, F, nfrag*> → ρ3
<ρ3, F, afrag*> → ρ4
L = getCombinedLCPnet(F)
<ρ, lcpnetFragment udfrag vdfrag* nfrag* afrag*> → L
Règle 7.23 – Règle de production et application directe d’un fragment de LCP-net.
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Dfrag = createLinguisticDomainFragment(id1, false, ρ(currentLCPnet).getLinguisticDomain(id2) , lb, ub)
<ρ, Dfrag, sfrag*> → ρ1
<ρ, utilityDomainFragment id1 false id2 lb ub sfrag*> → <ρ1[id1 → Dfrag], Dfrag>
Règle 7.24 – Règle de production d’un fragment de domaine d’utilité.
Dfrag = createLinguisticDomainFragment(id1, true, ρ(currentLCPnet).getLinguisticDomain(id2))
<ρ, utilityDomainFragment id1 true id2> → <ρ[id1 → Dfrag], Dfrag>
Règle 7.25 – Règle de production d’un anti-fragment de domaine d’utilité.
<ρ, Dfrag, ↓sfrag*> → ρ1 <ρ1, Dfrag, †sfrag*> → ρ2
<ρ, Dfrag, sfrag*> → ρ2
Règle 7.26 – Règle de parcours récursif de la liste des fragments de sous-ensemble flous
Sfrag = createLinguisticSubsetFragment(id1, false, Dfrag.getBase().getSubset(id2) , Dfrag)
<ρ, Sfrag, c*>
<ρ, Dfrag, subsetFragment id1 false id2 c*> → ρ[id1 → Sfrag]
Règle 7.27 – Règle de production d’un fragment de sous-ensemble flou.
Sfrag = createLinguisticSubsetFragment(id1, true, Dfrag.getBase().getSubset(id2) , Dfrag)
<ρ, Dfrag, subsetFragment id1 true id2> → ρ[id1 → Sfrag]
Règle 7.28 – Règle de production d’un anti-fragment de sous-ensemble flou.
<ρ, F, ↓ nfrag∗> → ρ1 <ρ1, F, †nfrag∗> → ρ2
<ρ, F, nfrag∗> → ρ2
Règle 7.29 – Règle de parcours récursif de la liste des fragments de nœuds.
Nfrag = createLNodeFragment(id1, false, ρ(currentLCPnet).getNode(id2), F,
ρ(id3) ?ρ(id3):ρ(currentLCPnet).getValueDomain(id3))
<ρ, Nfrag, cptfrag> → ρ1
<ρ, F, nodeFragment id1, false, id2, id3, cptfrag> → ρ1[id1 → Nfrag]
Règle 7.30 – Règle de production d’un fragment de nœud.
Nfrag = createLNodeFragment(id1, true, ρ(currentLCPnet).getNode(id2), F)
<ρ, F, nodeFragment id1, true, id2> → ρ1[id1 → Nfrag]
Règle 7.31 – Règle de production d’un anti-fragment de nœud.
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7.4 Intégration des HL-LCP-nets et HL-LCP-frags dans les proces-
sus métiers
Dans la section 7.2.2 nous avons étudié l’intérêt suscité par la possibilité de définir des réseaux de
préférences utilisateur de manière incrémentale. Par la suite, nous avons défini la notion de fragment,
introduit ses fondations au travers de la sémantique opérationnelle d’un langage LCP-net de haut
niveau, et la syntaxe XML qui permet à un utilisateur d’exprimer de manière effective ses (fragments
de) préférences.
Le but de cette section est alors d’étudier les possibilités d’intégration aux processus métiers des
HL-LCP-nets et HL-LCP-frags, représentés en XML à un niveau de langage similaire à celui des
processus BPEL. A cette fin nous examinerons les options suivantes : une première approche pour
la définition et l’utilisation de préférences anonymes en portée lexicale, et une seconde approche où
la manipulation des LCP-nets se rapproche de celle d’entités de plein droit (ou entités de “première
classe”). Pour ces deux cas, nous proposerons une sémantique opérationnelle que nous limiterons
volontairement aux activités d’intégration des HL-LCP-nets et HL-LCP-frags dans un processus
BPEL. Une tentative de formalisation exhaustive de cette intégration nécessiterait la mise au point
de règles de production pour l’ensemble des activités BPEL, ce qui sort du cadre de ce manuscrit.
7.4.1 Préférences anonymes en portée lexicale
Cette première option d’intégration permet, lors de l’évaluation d’une activité étendue lateBin-
dingInvoke d’un processus BPEL, de disposer (s’il existe dans l’environnement d’exécution) d’un
LCP-net courant et anonyme, auquel l’invocation de service est sujette et se réfère. Dans ce cas
de figure, ce “facteur de préférence” est rattaché à une activité du processus métier dont la portée
lexicale couvre, entre autres, cette activité d’invocation.
Les différentes activités de contrôle du flot d’exécution BPEL, bien que limitées, sont des candi-
dates naturelles pour le rattachement d’un LCP-net “global” : while, scope, sequence, etc. On choisit,
sur la figure 7.13, d’illustrer de manière graphique l’utilisation de la portée lexicale de l’activité
sequence (en pointillés sur cette figure) : les activités n˚ 1, 2 et 3 d’invocation de service sont toutes
soumises à la préférence sur le temps de réponse T définie sur l’activité BPEL:sequence, par ailleurs,
elles complètent cette préférence courante via leurs propres fragments de préférence frag1, frag2 et
frag3.
Sémantique opérationnelle
De manière à faire le pont entre les notions d’intégration de LCP-nets via la portée lexicale des
activités BPEL, et la sémantique opérationnelle déjà établie de l’évaluation des HL-LCP-nets et
HL-LCP-frags, on établit les règles de production suivantes :
– Règle de production de la définition d’un HL-LCP-net (cf. règle 7.32) : évaluée dans un
environnement ρ similaire à celui des précédentes règles de production, complété par d’autres
éléments de contexte liés à l’orchestration BPEL que l’on représentera par γ et que l’on ne
formalisera pas. Il s’agit ici d’une définition rattachée à l’activité BPEL de séquence mais,
comme nous l’avons évoqué, il existe d’autres possibilités. Elle dispose d’une liste d’activités
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<BPEL:sequence name="main">









   <lcpnetFragment 
           name="frag1"> ...
1
<lateBindingInvoke ...
   <lcpnetFragment 
           name="frag2"> ...
2
<lateBindingInvoke ...
   <lcpnetFragment 



















Figure 7.13 – Activité lateBindingInvoke dans le processus BPEL de gestion d’incendie.
(activity * ), parmi lesquelles figurent les activités d’invocation en liaison tardive dont la règle
de production est donnée ci-dessous. La règle 7.32 fait donc appel à la règle 7.1 de production
d’un LCP-net. C’est dans l’environnement ρ1 où le LCP-net a été produit (donc dans la portée
lexicale de l’activité BPEL:sequence), que les activités de la séquence sont ensuite évaluées.
– Règle de production de l’invocation en liaison tardive (cf. règle 7.33) : l’environnement
est défini avec ρ et γ selon le même principe que la règle 7.32. Cette règle signifie que l’invo-
cation en liaison tardive de services avec un fragment de préférence équivaut à effectuer une
invocation tardive où ce fragment a été préalablement appliqué à la préférence courante (<ρ,
fragment> → L, en lien avec la règle 7.23).
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<ρ, lcpnet> → ρ1 <ρ1, γ, activity*> → γ1
<ρ, γ, BPEL:sequence lcpnet activity*> → γ1
Règle 7.32 – Règle de production de la définition d’un HL-LCP-net en portée lexicale.
<ρ, fragment> → L <γ, lateBindingInvoke L service* param*> → γ1
<ρ, γ, lateBindingInvoke fragment service* param*> → γ1
Règle 7.33 – Règle de production de l’invocation en liaison tardive avec portée lexicale.
<BPEL:sequence name="main">
   <lcpnet> ... </lcpnet>
</BPEL:sequence>
<BPEL:sequence name="internal_sequence">









   <lcpnetFragment 
           name="frag1"> ...
1
<lateBindingInvoke ...
   <lcpnetFragment 
           name="frag2"> ...
2
<lateBindingInvoke ...
   <lcpnetFragment 













Figure 7.14 – Limitations de la portée lexicale.
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7.4.2 Vers des LCP-nets entités de plein droit
Dans le cas précédent où la manipulation d’un LCP-net global repose sur une définition anonyme
et sur la portée lexicale des activités BPEL de définition, il n’est possible de se référer, lors d’une
invocation tardive de service, qu’à un unique LCP-net courant : en effet, seule la préférence rattachée
à l’activité de contrôle du flot englobante n’a cours et masque les autres définitions. Ce principe est
illustré dans la figure 7.14 : le LCP-net sur T rattaché à la séquence main est effectivement masqué
par celui sur X rattaché à la séquence internal_sequence, les activités n˚ 1, 2 et 3 ne peuvent donc
se référer qu’à ce dernier.
<BPEL:sequence name="main">
   <lcpnet name="lcpnet_T"> ... </lcpnet>
</BPEL:sequence>
<BPEL:sequence name="internal_sequence">









   <lcpnetFragment 
           name="frag1"
           base="lcpnet_T> ...
1
<lateBindingInvoke ...
   <lcpnetFragment 
           name="frag2"
           base="lcpnet_X> ...
2
<lateBindingInvoke ...
   <lcpnetFragment 
           name="frag3"
















Figure 7.15 – LCP-nets comme entités de plein droit dans les processus BPEL.
Pour remédier à cette limitation, une première étape est de nommer explicitement les HL-LCP-
nets et HL-LCP-frags lors de leur définition dans les processus BPEL. A ce titre, ils disposent d’un
nom auquel il est possible de faire référence lors de l’invocation de service, tel qu’illustré par la
figure 7.15.
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Sémantique opérationnelle
Pour implanter ce nouveau paradigme d’utilisation, des modifications doivent cependant être
appliquées aux règles de production des LCP-nets et de leurs fragments. En effet, elles reposent sur
l’utilisation d’une entité currentLCPnet, disponible dans l’environnement ρ, de manière à pouvoir se
référer au LCP-net courant anonyme à tout moment. Le nom propre des LCP-nets doit donc être
maintenant considéré, et ces derniers stockés dans ρ sous leur désignation. On propose les nouvelles
règles 7.34 et 7.35.
<ρ, ud> → <ρ1, UD>
<ρ1, vd*> → <ρ2, VD*>
L = createLCPnet(id, UD, VD*)
<ρ2, L, n*> → ρ3
<ρ3, L, a*> → ρ4
<ρ, lcpnet id ud vd* n* a*> → ρ[id → L]
Règle 7.34 – Règle de production d’un LCP-net nommé.
<ρ, udfrag> → <ρ1, UDfrag>
<ρ1, vdfrag*> → <ρ2, VDfrag*>
F = createLCPnetFragment(id1, ρ(id2), UDfrag, VDfrag*)
<ρ2, F, nfrag*> → ρ3
<ρ3, F, afrag*> → ρ4
L = getCombinedLCPnet(F)
<ρ, lcpnetFragment id1 id2 udfrag vdfrag* nfrag* afrag*> → <ρ[id1 → L], L>
Règle 7.35 – Règle de production et application directe d’un fragment de LCP-net nommé.
On remarque alors que l’introduction d’un identifiant name pour désigner les fragments permet
dorénavant de se référer au LCP-net résultant de son application sous le même identifiant name
dans ρ. Cette extension ouvre donc la porte à des possibilités accrues de manipulation des entités
dans les processus BPEL, telle qu’enchaîner les fragments “les uns derrières les autres” : par exemple
un fragment (frag2) de fragment (frag1) de LCP-net (lcpnetbase). A ce titre, les préférences et
leurs fragments se rapprochent d’entités de plein droit dans BPEL. Cependant, on peut s’interroger
sur l’applicabilité d’une telle approche dans la pratique car il devient particulièrement difficile, au
moment de l’écriture de frag2, de savoir quels éléments du réseau lcpnetbase sont encore désignables :
ils auraient en effet très bien pu être supprimés préalablement par frag1. Néanmoins, dans la mesure
où les fragments se limitent à des ajouts d’éléments, cette problématique ne se pose alors plus, et
les fragments conservent une très grande partie de leur intérêt.
Par ailleurs, une seconde étape vers la spécification des LCP-nets comme entités de plein droit
au sein des processus serait de considérer les définitions de HL-LCP-nets comme des définitions de
classes dont la visibilité ne serait plus limitée à la portée lexicale de l’activité BPEL de définition,
mais à tout le processus.
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7.5 QoS globale des processus et liaison tardive des services
Par rapport aux précédentes sections, les considérations que nous introduisons ici sont plus pros-
pectives et procèdent d’une incarnation particulière au monde des SSOA de la notion de “self moni-
toring” [Gelenbe et al., 2004, Boloni et al., 1997]. Nous proposons en effet un moyen pour prendre
en compte l’état courant des processus, au sein de leur propre exécution lors de la composition agile
de services. Le but est d’être capable d’intégrer des informations sur la Qualité de Service globale
courante des processus dans la décision de liaison tardive de services.
Le moyen que nous proposons pour réaliser cet objectif consiste à exposer ces informations de
QoS au travers des variables usuelles des LCP-nets. En effet, le modèle de préférences est suffisam-
ment souple pour permettre l’adjonction de ce type d’information sans modification préalable : du
point de vue du modèle de préférences, une propriété sur la QoS globale du processus en cours d’exé-
cution est de la même teneur que la QoS courante des services dont nous avons montré l’intégration
précédemment (cf. chapitre 6). Les deux types d’information peuvent donc cohabiter dans le même
modèle de préférences, et la QoS globale des processus influer la sélection de service, au même titre
qu’une autre propriété, en fonction des desiderata des utilisateurs.
Des exemples typiques de propriétés globales de QoS auxquelles on souhaiterait pouvoir accéder
sont le temps écoulé depuis le début de l’exécution du processus, la bande passante disponible, le coût
total des services déjà liés, etc. On cherche donc le plus souvent à déterminer, de manière indirecte,
les ressources allouées au processus encore disponibles et influer les futures sélections de service en
conséquence. Un exemple de préférence utilisateur, au niveau d’un site d’appel de service, intégrant
une propriété de ce type pourrait être :
“Si mon temps écoulé est encore faible, je préfère un service plus précis mais plus lent ; dans le



















Figure 7.16 – LCP-net intégrant une dimension de QoS globale du processus métier.
Il est possible d’intégrer cette préférence sur la base de notre exemple de sélection d’un drone
d’imagerie, où la résolution de l’image (donc la “précision”) entre déjà en ligne de compte. Cette
intégration est illustrée par la figure 7.16 : elle se traduit par une relation entre B et R de type ci-arc
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qui inverse la préférence relative entre ces deux dimensions en fonction de la valeur d’une variable
T qui représente le temps écoulé depuis le début de l’exécution du processus.
Ces dimensions impliquent toutes, à différents degrés, la mise au point d’un canevas de super-
vision dédié ou d’une extension d’un canevas existant. A l’heure actuelle, le bus de services Petals
intégré dans le projet SemEUsE est en mesure d’effectuer une supervision au niveau de l’intergiciel
SSOA et donc de fournir des mesures très basiques et bas niveau (le plus souvent techniques) sur
l’état courant de l’orchestration. A terme, ces informations devraient être intégrées dans le canevas
M4ABP [Le Duc et al., 2009] utilisé actuellement pour la supervision des services, de manière à,
là aussi, rendre complètement transparente leur intégration dans le processus décisionnel de liaison
actuel. Une piste sérieuse pour le calcul des propriétés courantes de QoS globale consisterait à le faire
reposer sur les mêmes formules mathématiques que celles utilisées dans les travaux déjà existants sur
la composition dynamique de services [Canfora et al., 2005b, Cardoso, 2002, Schröpfer et al., 2007],
tels que vus dans l’état de l’art (cf. chapitre 3).
7.6 Conclusion
Dans ce chapitre, nous avons établi les abstractions de programmation nécessaires à l’utilisa-
tion conjointe de la composition active et utile de services. Cette approche donne naissance à la
composition agile, qui présente ses propres subtilités.
On introduit ainsi la possibilité de définir ses préférences de manière incrémentale via la notion
de fragment de préférence.
Il nous est aussi apparu utile de proposer une ingration plus poussée des préférences dans les
processus métiers BPEL ; l’idée étant de tendre vers des LCP-nets considérés comme des entités
de plein droit au cœur de ces processus. Cette constatation est à l’origine de l’introduction d’une
représentation de plus haut niveau des LCP-nets et de leurs fragments : les HL-LCP-nets et HL-
LCP-frags, dont une syntaxe XML permet une parfaite cohabitation avec les processus BPEL 2.0.
Grâce à la généricité de ce formalisme, il nous a été aussi possible d’intégrer des propriétés de
QoS globale des processus dans les préférences, et donc, par la coordination agile, dans la décision de
liaison elle-même. A plus long terme, des données contextuelles (telles que l’ampleur de l’incendie,
sécheresse, etc.) ou des QoS technique d’infrastructure (fournies par le canevas SSOA) pourraient
être intégrées tout aussi simplement, en suivant une méthodologie identique.
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8.1 Introduction
Dans cette thèse, nous avons proposé un modèle graphique pour représenter les préférences
linguistiques (cf. chapitre 6) et l’avons déployé dans un cas d’utilisation spécifique (cf. chapitre 4).
Nous consolidons ici cette contribution en la formalisant à travers un ensemble de notations et
règles de calculs, afin d’en assurer la pérennité et la réutilisabilité à d’autres contextes de décision
multi-critères.
8.2 Notations préliminaires
En s’inspirant des définitions des TCP-nets nous introduisons maintenant les LCP-nets de façon
formelle. Soient :
– Vi une variable (i ∈ {1, . . . , p}) : par exemple la sécurité,
– Di le domaine de définition de Vi : par exemple [0, 100],
– TVi l’ensemble de termes linguistiques associés à Vi : par exemple {Snone , Sfull},
– LV (une variable linguistique) définie comme étant le triplet suivant : LV = 〈V,D, TV 〉 : par
exemple 〈sécurité,[0, 100],{Snone , Sfull}〉.
Comme dans le formalisme UCP-nets, les préférences sont exprimées par des utilités, mais au
travers de variables linguistiques, tout comme les autres variables. Elles prennent leurs valeurs dans
le triplet unique 〈VU , DU , TVU 〉 défini une fois pour toutes :
par exemple 〈utilité,[0, 1],{very_low,low,medium,high,very_high}〉.
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Une utilité est un triplet LVU = 〈VU , DU , SVU 〉, avec SVU ∈ TVU , par exemple 〈utilité,[0, 1],low〉.
Une table de préférences conditionnelles CPT (LV ) associe des préférences sur D pour toutes les af-
fectations possibles aux parents de LV notés Pa(LV ). De plus, tout comme dans le formalisme TCP-
nets, chaque arc non dirigé (arête) est annoté par une table d’importance conditionnelle CIT (LV ).
Une CIT associée à une arête (LVi ,LVj ) décrit l’importance relative de LVi par rapport à LVj
connaissant la valeur de la variable linguistique d’importance conditionnelle correspondante LVk .
Graphiquement, une table de préférences (CPT ou CIT ) est un tuple de triplets, i.e. une table àN
dimensions. N est le nombre de variables linguistiques liées à LV , y compris LV (N = |Pa(LV )|+1)
et une utilité SVU est définie dans chaque cas.
Ainsi, une table de préférences est représentée par le tuple
〈LVi1 , LVi2 , . . . , LViN , LVU1 , LVU2 , . . . , LVUη〉 avec η = |TVi1 | × |TVi2 | × . . . × |TViN | et
min(η) = 2 × N . LVU1 , LVU2 , . . . , LVUη sont les mêmes variables linguistiques d’utilité, mais
dupliquées η fois.
Par exemple, une table de préférences peut être le tuple suivant :
〈〈résolution,[320, 1024],{RL, RH}〉, 〈bande passante,[56, 4096],{BL, BM , BH}〉,
〈utilité,[0, 1],very_high〉, 〈utilité,[0, 1],very_low〉, 〈utilité,[0, 1],high〉, 〈utilité,[0, 1],low〉,
〈utilité,[0, 1],very_low〉, 〈utilité,[0, 1],very_high〉〉.
Plus précisément, une table de préférences est égale à
〈 〈S1Vi1 , S
1
Vi2





, . . . , S2ViN
, S2VU 〉,
. . .
〈S|TVi1 |Vi1 , S
|TVi2 |
Vi2





avec S1Vi le premier terme linguistique dans le partitionnement de la variable Vi.
Ainsi nous obtenons η tuples 〈SVi1 , SVi2 , . . . , SViN , SVU 〉. La raison pour laquelle le minimum
pour η est égal à 2×N est parce qu’il est nécessaire que |TV | ≥ 2 pour être capable d’exprimer une
préférence ( !).
En suivant le même exemple et en considérant que la résolution et la bande passante sont liées
entre elles, la table de préférences associée peut être définie par ces six (η = 6) tuples :
〈〈RL, BL, very_high〉, 〈RL, BM , very_low〉, 〈RL, BH , high〉,
〈RH , BL, low〉, 〈RH , BM , very_low〉, 〈RH , BH , very_high〉〉.
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Ces tuples sont à voir comme six règles impliquant trois variables linguistiques différentes (deux
LV plus la LV d’utilité), c’est-à-dire six fois un ensemble constitué de deux triplets 〈V,D, SV 〉 et
d’un triplet 〈VU , DU , SVU 〉 :
R1. Si nous avons 〈résolution,[320, 1024],RL〉 et 〈bande passante,[56, 4096],BL〉 alors nous avons
〈utilité,[0, 1],very_high〉 ;
R2. . . .
. . .
R6. Si nous avons 〈résolution,[320, 1024],RH〉 et 〈bande passante,[56, 4096],BH〉 alors nous avons
〈utilité,[0, 1],very_high〉.
8.3 Formalisme et test de dominance sur un LCP-net
Sur la base des notations précédentes, on définit alors un LCP-net L comme étant un tuple
〈SL,cp,i,ci,cpt,cit〉 où :
– SL est un ensemble de variables linguistiques {LV1, . . . ,LVp},
par exemple SL = {〈sécurité,[0, 100],{Snone , Sfull}〉, 〈bande passante,[56, 4096],{BL, BM , BH}〉,
〈résolution,[320, 1024],{RL, RH}〉},
– cp est un ensemble de cp-arcs orientés. Un cp-arc 〈−−−−−→LVi ,LVj 〉 est dans L si et seulement si
les préférences sur les valeurs de LVj dépendent de la valeur actuelle de LVi . Pour chaque
LV ∈ SL, Pa(LV ) = {LV ′|〈−−−−−→LV ′,LV 〉 ∈ cp},
– i est un ensemble d’i-arcs orientés. Un i-arc (
−−−−−→
LVi ,LVj ) est dans L si et seulement si LVi .LVj ,
– ci est un ensemble de ci-arcs non-orientés. Un ci-arc (LVi ,LVj ) est dans L si et seulement si
nous avons RI(LVi ,LVj |LVk ), i.e. si et seulement si l’importance relative de LVi par rapport
à LVj est conditionnée par LVk , avec LVk ∈ SLr {LVi ,LVj }. Nous appelons LVk le sélecteur
de (LVi ,LVj ) et le notons S(LVi ,LVj ),
– cpt associe une CPT à chaque variable linguistique LV ∈ SL, où CPT (LV ) est une fonction de
DPa(LV )∪LV (i.e., affectations aux variables linguistiques parentes de LV plus la LV considérée)
dans DU ,
– cit associe à chaque ci-arc entre LVi et LVj une CIT qui est une fonction de DS(LVi ,LVj ) dans
l’ensemble des relations d’ordre sur {LVi ,LVj }.
Les CPT (attachées à une LV ) fournissent une utilité locale pour cette LV . Cette utilité locale
notée lu est calculée grâce à un moteur d’inférence utilisant les règles évoquées plus haut.
Ainsi, d’un côté, nous obtenons un LCP-net qui définit les préférences et de l’autre, p utilités
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Chaque nœud (que l’on peut associer à une LV ) de L est ensuite affecté d’un poids w, on obtient





L peut ainsi désormais être représenté par le tuple 〈SL,cp,i,ci,cpt,cit,W 〉, sachant que les valeurs
prises par W dépendent de la profondeur des nœuds.
L’algorithme de calcul de W peut être fondé sur une fonction de la famille BUM (Basic Unit-
interval Monotonic). Une fonction BUM fBUM est définie de [0, 1] dans [0, 1] et admet les propriétés
suivantes :
– fBUM (0) = 0
– fBUM (1) = 1
– fBUM est croissante (càd si x > y alors fBUM (x) ≥ fBUM (y))
Les poids W sont donc calculés grâce à fBUM de la façon suivante :
wi = fBUM (i/p)− fBUM ((i− 1)/p)
La fonction fBUM choisie peut être fBUM (x) = x (dans ce cas, tous les poids sont égaux à (1/p)
avec p le nombre de nœuds) ; ou fBUM (x) = x3 (dans ce cas, w1 est très petit par rapport à wp) ; ou
encore fBUM (x) =
√
x (dans ce cas, w1 est le plus grand poids). Pour analyser le choix de fBUM , on







Cette mesure, comprise entre 0 et 1, permet d’exprimer à quel point l’agrégateur utilisant ces
poids ressemble à un OU. Par exemple, quand fBUM (x) = x, orness(W ) = 0.5. Mais lorsque w1 est
très grand par rapport aux poids “suivants”, orness(W ) tend vers 1.
Comme dans les CP-nets, plus on descend dans la profondeur des nœuds, et moins ils sont
importants : on choisira donc un vecteur W dont la mesure orness est comprise entre 0.5 et 1 15,





Affecter des poids aux nœuds d’un graphe est quelque peu différent d’une affectation classique
de poids à des valeurs. En effet, la différence réside dans l’ordonnancement de ces valeurs. Dans un
graphe LCP-net, plusieurs nœuds peuvent avoir la même profondeur, donc l’ordre n’est pas total.
C’est pourquoi, affecter seulement des w à l’aide d’une fonction BUM, même judicieusement choisie,
ne permet pas de répondre complètement à notre problème, puisque les nœuds de même profondeur
seront discriminés (des poids différents leur seront affectés). Donc nous appliquons une fonction
BUM telle que les w associés obtenus soient décroissants (wi > wi+1, avec i ∈ [1, p]). Puis, pour
chaque nœud de même profondeur, on somme les poids qui leur sont associés et on effectue une
équirépartition de cette somme entre ces nœuds. Ainsi, toutes les contraintes sont respectées, par
construction des poids via fBUM :
15. Dans notre implémentation, le vecteur de poids obtenu (cf. section 6.4) vérifie bien ce critère.
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wi,li = 1 avec li le niveau de profondeur du nœud i, li ∈ [1, L] et L ≤ p
– ∀i ∈ [1, p],∀li ∈ [1, L],
{
wi,li > wi+1,li+1 si li 6= li+1
wi,li = wi+1,li+1 sinon
W est combiné avec LU pour obtenir l’utilité globale associée à une affectation o noté GU o.
GU o = ∆(LU o,W ), avec ∆ un agrégateur pondéré, type OWA [Yager, 1988] (par exemple une
simple moyenne pondérée).
Une utilité locale est soit un terme linguistique, soit un nombre correspondant à la défuzzification
(par l’opérateur d) du SEF : lu = fSVU ou lu = d(fSVU ) avec :
fSVU = fSVU (y) =
{ ⊥(fS1VU (y), . . . , fSηVU (y)) si les η règles sont indépendantes
>(fS1VU (y), . . . , fSηVU (y)) sinon
avec y ∈ DU , ⊥ une t-conorme et > une t-norme.
Pour simplifier, posons lui = fSVUi
(y). En conséquence, GU o est soit un terme linguistique, soit
un nombre. Dans le cas où c’est un terme linguistique, il est toujours possible de trouver un opérateur
de défuzzification d qui fournit (donc) un nombre.
Considérant que les règles sont indépendantes entre elles, on obtient, en appliquant le modus
ponens généralisé, l’égalité suivante :
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avec f(x) la fonction d’appartenance de l’élément x, Φ une implication floue, V ′ les variables
réelles observées (notons bien que la notation “prime” n’a pas le même sens que plus haut : ici, on
a N variables observées notées de V ′1 à V ′N ), SV ′1 le terme linguistique associé à la première variable
observée (V ′1) et g un opérateur d’agrégation comme une t-norme (min par exemple). Ainsi, une
affectation o est en fait un tuple 〈SV ′1 , . . . , SV ′p〉.
Afin de prouver la propriété de test de dominance, nous montrons qu’une affectation o peut
toujours être trouvée comme étant strictement préférée à une autre affectation o′.
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Théorème.
Etant donné un LCP-net L et une paire d’affectations o et o′, L |= o ≺ o′ si et seulement si GUo est
plus petit que GUo′ .
Preuve.
inférence calculée par CPT (LV o1) . . . inférence calculée par CPT (LV
o
p )
L ` luo1 = fSV o
U,1
. . . luop = fSV o
U,p
L ` luo1 = fSV o
U,1
. . . luop = fSV o
U,p
L ` LU o = {luo1, . . . , luop}
inférence calculée par CPT (LV o
′
1 ) . . . inférence calculée par CPT (LV
o′
p )




















L ` LU o′ = {luo′1 , . . . , luo′p }
L ` LU o = {luo1, . . . , luop} L ` LU o′ = {luo
′
1 , . . . , lu
o′
p }
L ` ∆(LUo ,W ) < ∆(LUo′ ,W )
L ` ∆(LUo ,W ) < ∆(LUo′ ,W )
L ` d(GUo) < d(GUo′)
L ` d(GUo) < d(GUo′)
L ` GUo ≺ GUo′
L ` GUo ≺ GUo′




S’il est possible de représenter graphiquement un LCP-net comme un ensemble de nœuds, d’arcs
et de CPTs, ce chapitre nous a montré que, mathématiquement, c’est un tuple constitué de LVs,
de trois types d’arcs, de deux types de tables et d’un vecteur de poids. De surcroît, un LCP-net
se présente après traduction comme un ensemble de LVs, de FIS et de poids associés aux nœuds
qui autorisent un raisonnement automatique sur ces préférences et posent les bases de leur mise en
œuvre.
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9.1 Introduction
Ce chapitre présente la mise en œuvre de nos contributions en termes de composition activeet utile de services [Châtel et al., 2010a], dont le déploiement conjoint constitue les fondations
techniques d’une véritable composition agile de services. Elle est effectuée au travers de l’implantation
Java d’un canevas de modélisation et décision sur LCP-nets (cf. section 9.2), ainsi que de l’intégration
de la notion de liaison tardive au sein d’un moteur d’orchestration spécifique de services Web (cf.
section 9.3).
Plusieurs choix ont dû être effectués pour mener à bien notre travail de mise en œuvre ; ils seront
détaillés au cours du chapitre, ainsi que l’ensemble des informations techniques nécessaires à leur
bonne compréhension.
9.2 Canevas de modélisation et décision sur LCP-nets
Dans cette section nous effectuons un panorama des considérations techniques liées à la mise en
œuvre d’un canevas de modélisation et décision sur LCP-nets, mais aussi et surtout des choix qu’il
a été nécessaire d’effectuer pour le réaliser, en fonction des contraintes liées au contexte.
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De manière à traiter d’emblée les plus générales de ces considérations, il apparaît utile de préciser
que l’implantation du canevas a été réalisée dans sa totalité en Java. Le choix de ce langage s’est
effectué naturellement de par le contexte SSOA des travaux de cette thèse où il prédomine, mais
aussi pour des raisons de facilité d’intégration dans le cadre plus général du projet SemEUsE. Ce
choix est également justifié par l’utilisation, au sein même du canevas, de composants Java : en
particulier le moteur d’inférence floue retenu, qui offre une API entièrement Java.
Par ailleurs, les développements ont été effectués sur la plate-forme Eclipse : nous avons mis à
profit son éditeur graphique (“IDE”), mais surtout certaines des bibliothèques gravitant autour du
projet Eclipse, telles qu’EMF, qui a grandement facilité la mise au point de notre propre éditeur
graphique pour les préférences LCP-nets.
Enfin, l’ensemble du code et des modèles relatifs à l’implantation du canevas est accessible
publiquement sur http://code.google.com/p/lcp-nets sous licence GPLv3 : l’éditeur graphique
ainsi que le moteur d’inférence sur LCP-nets y sont tout deux disponibles au téléchargement.
Dans les sous-sections suivantes nous abordons successivement le modèle de données des pré-
férences (cf. 9.2.1), l’outillage des LCP-nets (cf. 9.2.2), qui permet notamment leur création incré-
mentale via les primitives d’une machine virtuelle, les principes régissant l’implantation du calcul
et de la décision sur LCP-nets (cf. 9.2.3) ainsi que l’application des fragments (cf. 9.2.2), avant de
procéder, pour conclure, à un bref rappel des différents choix d’implantation (cf. 9.2.4).
9.2.1 Modèle de données structuré des préférences et des fragments
L’ensemble des éléments constitutifs d’un LCP-net ou d’un fragment, tels qu’ils ont été présentés
jusqu’à présent dans ce manuscrit, ont été modélisés grâce au canevas EMF [Budinsky et al., 2003].
Constitué d’une bibliothèque et d’un outil de modélisation et génération de code, il est intimement lié
à Eclipse, sa principale particularité étant de proposer un méta-modèle dont le niveau d’abstraction
est à mi-chemin entre un diagramme de classe UML classique et le code Java. Il présente en ce sens
une alternative de modélisation simple mais puissante, à forte visée implantatoire, tout en permettant
aussi l’import et la conversion de modèles UML classiques, lorsque justifié par l’ampleur du projet.
Dans le cadre de notre implantation, nous avons choisi d’utiliser directement le méta-modèle EMF
dont l’expressivité offerte s’est révélée suffisante pour nos besoins.
Cette modélisation EMF a été établie de manière à englober non-seulement la notion de LCP-
net que nous introduisons dans ce manuscrit, mais aussi celle de CP-net “générique” telle que
définie par Boutilier et al. [Boutilier et al., 2004], d’UCP-net [Boutilier et al., 2001] et de TCP-
net [Brafman et Domshlak, 2002]. Ce choix a été effectué, plutôt que de se focaliser uniquement
sur les LCP-nets, de manière à faciliter les extensions au canevas que nous mettons au point. Il nous
a par ailleurs permis de réaliser, en sus de celle des LCP-nets, une implantation fonctionnelle de la
modélisation et de la décision sur UCP-nets. Cette modélisation globale est par ailleurs une bonne
illustration de la proche parenté de ces formalismes.
Modèle ecore des données
Un modèle de données des LCP-nets a donc été établi sous la forme d’un fichier ecore, propre
à EMF, et sérialisé selon le standard XMI de l’OMG. De par son ampleur, nous choisissons d’en
présenter ici une vue partielle, tout d’abord sous la même forme arborescente que celle accessible à
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Figure 9.1 – Représentation arborescente partielle du modèle de données LCP-net.
travers l’IDE Eclipse à la figure 9.1. On remarque que les éléments constitutifs du modèle, ou EClass
selon la terminologie Eclipse, ont été répartis, en fonction de leur appartenance, sous trois paquets
(“packages”) distincts et imbriqués, de manière à atteindre une saine séparation des concepts : sous
‘models’ l’ensemble des concepts généraux aux quatre formalismes (notion de réseau de préférences,
de nœud, etc.), sous ‘models/LCPnet’ ceux plus spécifiques aux LCP-nets (Domaine linguistique,
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table linguistique de préférences, etc.) et sous ‘models/LCPnet/fragments’ les éléments constitutifs
des fragments de LCP-nets.
Lors de la modélisation, nous avons utilisé la relation d’héritage entre éléments EClass, similaire
à la relation d’héritage Java, pour pratiquer une factorisation du modèle et favoriser sa souplesse
d’utilisation. Cette relation est illustrée dans la précédente figure par une flèche “->” indiquée sur
les EClass : par exemple, LCPnet hérite de PreferenceNetwork, ainsi que de toutes ses propriétés
qui ne figurent pas sur ce diagramme.
Figure 9.2 – Représentation arborescente de l’élément LCPnet.
On étend justement l’élément LCPnet de la précédente représentation arborescente sur la fi-
gure 9.2, de manière à exposer :
– ses propriétés : le partitionnement flou d’un domaine pour les valeurs d’utilité utilityDomain
utilisé dans les tables, l’ensemble valueDomains des domaines de valeurs des nœuds du réseau
de préférences ; auxquelles s’ajoutent les propriétés héritées de PreferenceNetwork et qui ne
sont donc pas visibles : en particulier la liste des nœuds et celle des arcs du réseau ;
– ses méthodes “métiers” et leurs arguments : isAcyclic(), getUtility(EString, EDouble) et
getLinguisticUtility(EString, LTwoTuple). Nous choisissons en effet, selon une certaine vision
de la conception objet, de rattacher directement aux classes du modèle les méthodes de calcul et
de décision sur leurs instances (des méthodes d’instance métiers). Le détail de ces méthodes
sera abordé dans la section 9.2.2. Par ailleurs, leur présence au sein même du modèle de
données des LCP-nets témoigne bien du niveau d’abstraction intermédiaire d’un modèle EMF,
par rapport à une vision UML et au code.
Il est à noter que des propriétés et méthodes idoines sont aussi définies sur les autres éléments
du modèle EMF.
Cette vue arborescente est complétée par les figures 9.3 et 9.4, qui décrivent respectivement
le graphe des relations entre concepts généraux et entre concepts spécifiques aux LCP-nets. Il est
possible d’y voir qu’un réseau de préférences PreferenceNetwork est notamment composé d’arcs et
de nœuds et que tous ses éléments héritent de l’Eclass Namable, ce qui signifie qu’il définissent tous
une propriété permettant d’identifier leurs instances. Ces deux figures n’illustrent cependant pas la
relation d’héritage qui existe entre les deux domaines conceptuels.
170
9.2. Canevas de modélisation et décision sur LCP-nets
Figure 9.3 – Représentation graphique partielle du modèle de données LCP-net :
concepts généraux
D’un modèle ecore vers une représentation Java
A partir de cette description ecore et des outils EMF à disposition, un modèle objet basique a
pu être aisément obtenu :
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Figure 9.4 – Représentation graphique partielle du modèle de données LCP-net :
concepts spécifiques
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– à chaque Eclass du modèle est associé une interface Java du même nom, cette interface définit
l’ensemble des accesseurs et modificateurs des propriétés spécifiées dans le modèle, en suivant
le patron de conception d’encapsulation des données ;
– à chaque interface Intx ainsi générée est associée, dans un sous-paquet impl, une classe
IntxImpl qui définit les propriétés propres à cet élément ainsi que leur typage extrait des
informations contenues dans le modèle ;
– chacune de ces classes est en fait un squelette, dont seule la partie relative aux propriétés est
pré-complétée. Il reste bien évidemment à fournir l’ensemble des informations qui n’ont pu
être inférées du modèle de données EMF : en particulier tout ce qui concerne les méthodes
“métier” des éléments du modèle ;
– pour chaque instance créée à partir de ces classes, le canevas EMF assure de manière automa-
tique, après une configuration appropriée, leur sérialisation sous forme de fichiers XML. Des
exemples de cette sérialisation ont été précédemment donnés par les fragments de code 6.1
et 7.4. Elles font notamment appel à des expressions XPath pour gérer la désignation des
entités.
Il faut noter que le code généré suit le patron de conception “factory” dans la mesure où il
délègue les opérations de création d’instances à des classes dédiées qui les regroupent par domaine :
à titre d’exemple, toutes les opérations d’instanciation des éléments propres aux LCP-net sont ainsi
regroupées dans une classe (...).models.LCPnet.LCPnetFactory par lequel l’utilisateur doit passer,
et non via les constructeurs propres aux classes.
Par ailleurs, dans cette représentation sous forme de classes Java, la relation d’héritage est na-
turellement transposée. Ainsi, en correspondance directe avec le modèle, à chaque type LCP-net de
base correspond un type de fragment (et donc une classe) qui en hérite. Par exemple, un fragment
de nœud LNodeFragment est avant tout un LNode et dispose des mêmes propriétés, en sus de celles
qui lui sont propres. Ce qui permet d’affirmer sans ambiguïté qu’un fragment de LCP-net est effec-
tivement un LCP-net lui-même et que sa construction va suivre fidèlement celle de son archétype.
Par ailleurs, les opérations de création d’un fragment de LCP-net ne dévieront que très peu de celle
des LCP-nets puisque, en suivant le principe d’héritage, un fragment peut être utilisé partout où un
type LCP-net de base était attendu.
9.2.2 Outillage des LCP-nets
Le canevas que nous avons mis au point assure deux fonctions essentielles : la modélisation de
préférences LCP-net ainsi que la prise de décisions fondées sur ces modèles. Nous proposons un
outillage spécifique pour l’accompagner.
Tout d’abord, pour permettre la création de modèles LCP-nets mais aussi de leur fragments,
nous proposons un regroupement logique d’opérations élémentaires portant sur le modèle objet de
données précédemment décrit. Ces opérations ne se limitent pas à la création de modèles, elles sont
complétées par une méthode getCombinedLCPnet() permettant d’appliquer un fragment à un LCP-
net, et surtout par une opération getUtility() d’inférence de la valeur d’utilité globale d’une affectation
de valeurs à tous les nœuds d’un réseau de préférences. On considère alors que ce regroupement
logique constitue une machine virtuelle (“Virtual Machine” ou VM ) sur LCP-nets, il s’agit du premier
outil à la disposition des utilisateurs de ce canevas. Il est présenté plus en détails ci-dessous.
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Ensuite, la modélisation de préférence est accessible, non seulement au travers des primitives de
cette machine virtuelle, mais aussi de manière graphique grâce à un outil d’édition de LCP-nets que
nous avons mis au point. Les principes régissant l’utilisation de cet outil, qui peut être distribué sous
forme de plugin Eclipse, sont décrits ci-après.
Primitives d’une machine virtuelle LCP-net
Le squelette d’une API exhaustive de création et manipulation de LCP-nets a donc été obtenu,
à partir de la modélisation EMF des préférences, et complété pour le rendre fonctionnel. De par le
niveau d’abstraction initial relativement bas du modèle EMF, cette API comporte un certain nombre
de détails techniques d’implantation qui sont de peu d’intérêt pour l’utilisateur final.
De manière à l’isoler de ces couches basses de l’implantation, simplifier l’utilisation de l’API, et
la présenter comme un “tout” cohérent, nous en détaillons ici un sous-ensemble qui inclut l’ensemble
des primitives considérées comme nécessaires à la mise en œuvre d’une machine virtuelle LCP-net.
Cette notion de machine virtuelle prend tout son sens lorsqu’elle est mise en relation avec le
langage d’expression de préférences haut niveau HL-LCP-nets et HL-LCP-frags, dont la syntaxe
XML a été introduit au chapitre 7. Une métaphore possible serait en effet de comparer HL-LCP-
nets et HL-LCP-frags à des fichiers sources .java, à mettre en opposition avec des fichiers compilés
.class, qui seraient ici équivalents aux sérialisations XML produites par notre canevas. Par ailleurs,
certaines des autres fonctionnalités que l’on est en mesure d’attendre d’une “véritable” machine
virtuelle, telles que la gestion automatique de la mémoire, sont ici sous-traitées par la machine
virtuelle Java elle-même (en l’occurrence par la mise en place du ramasse-miettes ou “Garbage
Collector”).
Ces opérations de base, ou primitives, permettent la construction progressive de LCP-nets, leur
interrogation, la définition de fragments de LCP-nets (en suivant un modèle similaire à celle des LCP-
nets) et la composition d’un fragment avec un LCP-net. La figure 9.5 illustre le cas d’utilisation où
les primitives de construction de la VM sont d’abord mises à contribution pour obtenir un LCP-net
“compilé” à partir d’un HL-LCP-net et HL-LCP-frag, ensuite pour réaliser le calcul d’utilité d’un
LCP-net en fonction des valeurs de ces nœuds. Il faut noter que l’“utilisateur” qui y apparaît est défini
au sens le plus large, c’est-à-dire qu’il pourrait tout aussi bien s’agir d’un programme informatique
(par exemple l’éditeur graphique de préférences présenté ci-après) qu’un véritable utilisateur final
humain. La VM est donc impliquée dans l’ensemble de ces activités de base.
La majeure partie de ces primitives, dont la liste est donnée ci-dessous, est tout droit extraite de
l’API de base, les autres correspondent à une simplification des paramètres des méthodes initiales
et sont implantées par l’adjonction d’un simple code “de colle” entre elles et l’API.
– Primitives de partitionnement flou des domaines de valeurs :
1. LinguisticDomain createLinguisticDomain (String name, Double lowerBound,
Double upperBound) ;
2. LinguisticSubset createLinguisticSubset (String name,
LinguisticDomain domain) ;
3. Coordinate createCoordinate (LinguisticSubset linguisticSubset, Double x,
Double y) ;
– Primitives de construction des éléments LCP-nets de base :
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Périmètre de la Machine Virtuelle LCP-net
Compilation














Figure 9.5 – Cas d’utilisation de la machine virtuelle LCP-net
1. LCPnet createLCPnet (String name, LinguisticDomain utilityDomain,
List<LinguisticDomain> valueDomains) ;
2. LNode createLNode (String name, LCPnet preferenceNetwork, LinguisticDomain
valueDomain) ;
3. CNodeValue createCNodeValue (String name, LNode node, Double crispValue) ;
4. Arc createArc (String name, LCPnet preferenceNetwork, LNode startNode,
LNode endNode) ;
5. IArc createIArc (String name, LCPnet preferenceNetwork, LNode startNode,
LNode endNode) ;
6. CIArc createCIArc (String name, LCPnet preferenceNetwork) ;
– Primitives de construction des tables de préférences conditionnelles (CLPT et
CIT) :
1. CLPT createCLPT (String name, LNode node) ;
2. CLPTLine createCLPTLine (String name, CLPT table, List<LinguisticSubset>
parentValues) ;
3. void createEntry (String name, CLPTLine line, LinguisticSubset nodeValue,
LinguisticSubset utility) ;
4. CIT createCIT (String name, CIArc arc) ;
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5. CITLine createCITLine (String name, CIT table, List<LinguisticSubset>
selectorSetValues, LNode startNode, LNode, endNode) ;
– Primitives de construction des fragments de préférence :
1. LCPnetFragment createLCPnetFragment (String fragmentName,
LCPnet baseLCPnet, LinguisticDomain utilityDomain, List<LinguisticDomain>
valueDomains) ;
2. LNodeFragment createLNodeFragment (String fragmentName,
Boolean antiFragment, LNode baseLNode, LCPnet preferenceNetwork,
LinguisticDomain valueDomain) ;
3. CLPTFragment createCLPTFragment (String fragmentName, Boolean antiFragment,
CLPT baseCLPT, LNode node) ;
4. CLPTLineFragment createCLPTLineFragment (String fragmentName,
Boolean antiFragment, CLPTLine base CLPTLine, CLPT table,
List<LinguisticSubset> parentValues) ;
5. void createEntryFragment (String fragmentName, Boolean antiFragment,
CLPTLine line, LinguisticSubset nodeValue, LinguisticSubset utility) ;
6. ArcFragment createArcFragment (String fragmentName, Boolean antiFragment,
Arc baseArc, LCPnet preferenceNetwork, LNode startNode, LNode endNode) ;
7. CITFragment createCITFragment (String fragmentName, Boolean antiFragment,
CIT baseCIT, CIArc arc) ;
8. CITLineFragment createCITLineFragment (String fragmentName,
Boolean antiFragment, CITLine baseCITLine, CIT table, List<LinguisticSubset>
selectorSetValues, LNode startNode, LNode, endNode) ;
9. LinguisticDomainFragment createLinguisticDomainFragment (String fragmentName,
Boolean antiFragment, LinguisticDomain baseLinguisticDomain,
Double lowerBound, Double upperBound) ;
10. LinguisticSubsetFragment createLinguisticSubsetFragment (String fragmentName,
Boolean antiFragment, LinguisticSubset baseLinguisticSubset,
LinguisticDomain domain) ;
– Primitive de composition d’un LCP-net avec un fragment :
LCPnet getCombinedLCPnet (LCPnetFragment) throws LCPnetCombinationException ;
Nb : le LCP-net de base n’est pas indiqué dans les paramètres de la méthode car il est référencé
directement par le fragment.
– Primitive d’évaluation d’un LCP-net à partir des valeurs de ses nœuds :
Double getUtility (LCPnet preferenceNetwork, List nodeNames, List nodeValues)
throws LCPnetEvaluationException ;
Il est important de noter qu’après création d’un modèle objet de préférence (type LCPnet ou
LCPnetFragment), obtenu en valeur de sortie des primitives des créations relatives, il est possible
d’accéder, a posteriori, aux sous-éléments du modèle qui lui ont été ajoutés. Cet accès s’effectue
indirectement par le biais d’accesseurs sur cet objet, de manière à respecter les propriétés d’encap-
sulation des données. Ces accesseurs reprennent le nom des propriétés concernées : par exemple,
LCPnet.getNode(String name) pour obtenir un objet de type node déjà construit, à partir de son
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nom (tous les éléments du modèle de préférences héritant de la classe Namable, ils disposent tous
d’un identifiant).
Editeur graphique de préférences et fragments
Figure 9.6 – Editeur de LCP-nets : vue complète.
Figure 9.7 – Editeur de LCP-nets : ajout d’un ci-arc.
L’éditeur graphique mis au point dans ce canevas permet une définition plus aisée (et non pro-
grammatique) des préférences LCP-net et de leurs fragments, cette définition s’effectuant sous une
forme arborescente.
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Figure 9.8 – Editeur de LCP-nets : modification des propriétés d’un ci-arc.
Cet éditeur a été créé sur la base de l’API LCP-net sous-jacente, il permet donc d’obtenir une
sérialisation des modèles sous une forme XML facilement échangeable, à plus forte raison dans le
contexte SSOA de ces travaux, sans aucun effort supplémentaire de la part de l’utilisateur.
Dans les copies d’écran suivantes, on illustre les différentes étapes menant à l’ajout et la mo-
dification d’un ci-arc au sein d’un LCP-net existant. Sur la figure 9.6, on a préalablement ouvert
un fichier de fragment “modificator.fragment” sélectionné dans le panneau de gauche qui présente la
liste des préférences accessibles sur le disque. L’éditeur de LCP-net est donc ouvert et présente de
manière unifiée le fragment ainsi que son LCP-net cible.
Sur la figure 9.7 on illustre l’ajout d’un ci-arc à ce LCP-net cible, directement modifiable par un
menu contextuel.
Ensuite, sur les figures 9.8 et 9.9, on procède à la modification des propriétés de ce nouvel arc.
Dans le premier cas on modifie son nom, dans le deuxième, l’outil nous propose automatiquement
la liste des nœuds cibles à utiliser pour compléter la définition du ci-arc.
Une évolution possible et souhaitée de cet éditeur va consister à bâtir, au dessus de l’existant grâce
au canevas GMF (“Graphical Modeling Framework”) d’Eclipse, un éditeur dont la représentation des
LCP-nets soit au plus proche de celle des modèles présentés précédemment dans ce manuscrit : c’est-
à-dire de manière à disposer de nœuds sous forme de cercles, d’arcs sous forme de flèches, etc.
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Figure 9.9 – Editeur de LCP-nets : accès à la liste des nœuds disponibles.
Procédure d’application des fragments
Du point de vue de l’utilisateur de la machine virtuelle LCP-net, l’application d’un fragment
sur un LCP-net consiste simplement à appeler la primitive getCombinedLCPnet(LCPnetFragment).
Le lien entre le fragment et son LCP-net cible ayant été effectué lors de sa conception, c’est une
information qu’il n’est plus nécessaire de préciser lors de l’application.
Du point de vue de l’implantation du canevas, cet appel de primitive est en fait redirigé vers la
méthode d’instance applyFragment(EObjet) définie sur la classe Fragment dont hérite LCPnetFrag-
ment. Le patron de conception “Chaîne de responsabilité” a été choisi pour son implantation : il peut
être utilisé “dès lors qu’une information doit recevoir plusieurs traitements, ou juste être transmise
entre différents objets” et “permet à un nombre quelconque de classes d’essayer de répondre à une
requête sans connaître les possibilités des autres classes sur cette requête. Cela permet de diminuer
le couplage entre objets. Le seul lien commun entre ces objets étant cette requête qui passe d’un objet
à l’autre jusqu’à ce que l’un des objets puisse répondre.” (Wikipedia)
Cette approche est rendue possible, car tous les fragments héritent de la classe Fragment (cf.
figure 9.1), une implantation de cette méthode spécifique à chaque type de fragment a donc été
réalisée. Par ailleurs, de manière à ce que chaque sous-élément puisse s’appliquer correctement, la
méthode applyFragment(EObject) dispose d’un argument correspondant au contexte d’application,
qui va être transmis entre les différentes instances.
Ce principe est illustré par la figure 9.10 où il est possible de visualiser la propagation en cascade
d’un appel par la VM (initié par l’utilisateur) à applyFragment(null) sur un fragment chargé en
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Figure 9.10 – Application d’un fragment de LCP-net en cascade.
mémoire selon le modèle de données objet, vers chacun de ses sous-fragments de nœuds, puis vers les
tables, les lignes de tables, etc. A chacune de ces étapes, le fragment en question a la responsabilité
de s’appliquer correctement et de transmettre le message vers ses sous-éléments.
En valeur de sortie de l’appel de méthode initial sur le fragment, le LCP-net résultant est obtenu.
Il est totalement indépendant du LCP-net cible et du fragment.
9.2.3 Calculs et décisions sur LCP-nets
Le processus d’évaluation des préférences, à partir duquel la valeur d’utilité globale d’une af-
fectation de valeurs aux nœuds d’un LCP-net est obtenue, a déjà été détaillé à la section 6.4.3 : il
s’agit d’un problème de décision multi-critères, où chaque critère est une variable (donc un nœud)
du réseau de préférences. Le but de cette section est de s’arrêter sur les points d’intérêt propres à
l’implantation de ce processus.
Le point de départ du processus est incarné par un appel à la primitive getUtility(LCPnet tar-
get, List names, List values) de la machine virtuelle. Cet appel correspond à celui d’une méthode
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d’instance éponyme sur le LCPnet target qui va calculer l’utilité globale de l’affectation en suivant
l’algorithme suivant :
public double getUtility () throws LCPnetEvaluationException {
// initialisation de l’utilité à 0 avant le calcul
utility = 0;
//1 - Conversion du réseau de préférences en graphe finalisé
LCPnet net = (LCPnet) this.getPreferenceNetwork ();
Graph <LNode , Void > graph = net.getFinalizedGraph(this);
//2 - Calcul des poids de chaque noeud en fonction de sa profondeur
DepthBasedWeights.run(graph);
//3 - Calcul de l’utilité globale à partir de chaque utilité locale
for(Iterator <Vertex <LNode , Void >> iv=graph.getVertices (); iv.hasNext ();) {
Vertex <LNode , Void > vertex=iv.next();
// 3.a - Calcul de l’utilité locale par un processus d’inférence floue
LNode lnode = vertex.getVertex ();
double localUtility = lnode.getUtility(this);
// 3.b - Obtention du poids accordé au noeud
Double localWeight = (Double) vertex.getUserFeature(DepthBasedWeights.
weightKey);
// 3.c - Ajout de l’utilité locale pondérée de ce noeud à l’utilité globale




La première étape de l’algorithme consiste à convertir le réseau de préférences en graphe finalisé
(complètement orienté), le but étant de pouvoir calculer la profondeur de chaque nœud. Ce processus
va consister à fixer l’orientation de chaque ci-arc, qui n’est pas connu à l’avance, en fonction des
valeurs des nœuds : en effet, il s’agit du seul type d’arc dont la direction n’est pas connue au moment
de la définition du LCP-net, leur orientation conditionnelle étant déterminée par les tables CIT.
Une fois le graphe finalisé, il est possible de calculer le poids respectif des nœuds lors de la seconde
étape. Il s’agit d’un algorithme à part entière dont nous retraçons seulement ici les principaux aspects :
il est effectué en deux passes, la première va consister à effectuer un parcours en profondeur du graphe
finalisé ; la seconde va utiliser une fonction décroissante de distribution des poids f : profondeur →
poids définie sur un domaine spécifique pour obtenir la pondération du nœud (cf. notion de fonction
“BUM” à la section 8.3). Les poids ainsi obtenu sont ensuite normalisés pour totaliser 1, afin d’être
correctement intégrés dans le calcul de moyenne pondérée effectué par cet algorithme.
La troisième et dernière étape consiste à mettre à exécution la moyenne pondérée des valeurs
d’utilité locale à chaque nœud, de manière à obtenir l’utilité globale. On remarque que l’algorithme
effectue un simple parcours de la liste des nœuds pour calculer chaque utilité locale “crisp” et l’ajouter
à la valeur globale d’utilité en prenant en compte son poids relatif précédemment calculé.
Le calcul de l’utilité locale (étape 3.a) est effectué par un processus d’inférence floue dont une
représentation visuelle est donnée à la section 6.4.3. Du point de vue de l’implantation, l’appel à
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la méthode getUtility d’un nœud va déclencher sa traduction sous forme de Système d’Inférence
Floue (“Fuzzy Inference System” ou FIS) [Jang, 1993] décrit ici à l’aide du langage normatif FCL
(“Fuzzy Control Language”), tel que défini par la spécification IEC 61131-7 [IEC, 2001]. Cette étape
de traduction est en majeure partie fondée sur le contenu de la table CPT rattachée à chaque nœud
considéré et permet d’obtenir un FIS par table, donc par nœud (cf. codes 6.3, 6.4 et 6.5).
On utilise un patron de conception “singleton” pour optimiser l’évaluation des préférences : de
cette manière on ne procède au calcul du FIS de chaque nœud qu’une seule et unique fois au cours du
cycle de vie d’un LCP-net. Le même LCP-net pourrait en effet être évalué à de multiples reprises,
avec des valeurs de variables différentes, on évite ainsi de passer par cette étape de traduction à
chaque reprise.
Suite à la traduction du contenu d’une CPT sous forme de système d’inférence, ce dernier est
injecté dans un moteur d’inférence floue, avec les valeurs des variables du problème. Le choix d’un
moteur adapté est discuté dans la sous-section suivante. Cependant, le fait de reposer sur le langage
FCL nous rend indépendant, dans une certaine mesure, du moteur utilisé. Ce dernier pourrait être
remplacé, en fonction des contraintes du contexte d’utilisation du canevas ou des futurs développe-
ments, par un autre moteur implantant la spécification IEC 61131-7.
Par ailleurs, la valeur d’utilité globale que nous souhaitons obtenir étant précise, nous décidons
de fixer à l’avance (comme nous le permet le langage FCL) certains paramètres de la défuzzification
de l’utilité nécessairement effectuée en fin de raisonnement flou sur le FIS de chaque nœud :
– La méthode d’accumulation (paramètre ‘ACCU’ ), c’est-à-dire l’agrégation des résultats flous
(sous forme de SEF) des différentes règles d’un même FIS, de manière à obtenir un SEF agrégé
représentatif, est fixée au calcul du maximum (valeur ‘MAX’ ) des SEFs. C’est une méthode
simple, qui ne va pas forcément donner le résultat le plus représentatif des entrées, mais qui
est particulièrement rapide, ce qui est important dans notre contexte SSOA où l’inférence est
effectuée en cours d’orchestration d’un processus métier.
– La méthode de défuzzification (paramètre ‘METHOD’ ) est fixée au calcul du centre de gravité
(valeur ‘COG’ ) du SEF d’utilité obtenu. De même que pour l’accumulation, le choix a été ici
de prendre une méthode simple mais rapide.
Choix d’un moteur d’inférence floue
Le processus d’inférence floue en lui-même repose sur l’utilisation d’un raisonneur logique externe
(ou “moteur d’inférence”) spécialisé dans la logique floue : jFuzzyLogic 16. Plusieurs critères ont dirigé
son choix comparativement à d’autres alternatives telles que mbFuzzit 17, NRC FuzzyJ Toolkit 18 ou
Free Fuzzy Logic Library 19 :
– Il présente tout d’abord, et c’est un pré-requis dans le contexte de nos travaux, une licence
LGPL compatible avec le reste du projet SemEUsE.
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– Il offre de nombreuses possibilités de paramétrage sur le déroulement du processus d’infé-
rence, par exemple en termes de défuzzification, qui peut être effectuée à partir des méthodes
usuelles, telles que vue dans la section 3.1.1, ou par la définition d’opérateurs de défuzzification
personnalisés.
– Il implante le langage FCL, et l’utilise pour la représentation des FIS.
Limitations de l’implantation actuelle
Cependant, l’utilisation de JFuzzyLogic entraîne aussi des limitations au niveau plus général du
canevas de décision. En particulier, cette bibliothèque nous oblige à traiter les potentielles entrées
floues du processus d’inférence comme des valeurs précises (“crisp”), ce qui induit un processus de
défuzzification préalable à leur injection dans le moteur d’inférence. En effet, dans son implantation
actuelle, JFuzzyLogic ne supporte que la définition de systèmes d’inférence floue disposant d’entrées










Dans l’exemple donné à la section 6.3.2 sur la sélection d’un drone d’imagerie, les variables
d’entrée (R, B, S) et de sortie (Utility) des trois FIS obtenus à partir du modèle de préférences (cf.
figure 6.1 et codes 6.3, 6.4 et 6.5) doivent donc être fixées comme étant de type réel. Si une valeur
floue de résolution, de bande passante ou de sécurité est soumise lors de l’évaluation, elle devra donc
être préalablement defuzzifiée. A l’inverse, si la valeur d’utilité en sortie du processus d’inférence est
souhaitée sous forme linguistique, il faudrait avoir recours à un processus inverse de fuzzification en
rapport avec le partitionnement flou déjà existant du domaine de l’utilité.
Ce type de limitations pourrait être en partie levé par la mise au point, à terme, de notre
propre moteur d’inférence flou reposant, par exemple, sur l’utilisation des 2-tuples flous pour mener
à bien ses calculs sans la perte d’information induite par les étapes de fuzzification/défuzzification
successives [Herrera et Martínez, 2000].
9.2.4 Retour sur les principaux choix d’implantation
Cette section présente un bref rappel des différents choix technologiques et techniques effectués
pour la réalisation du canevas de modélisation et décision sur LCP-nets, leurs motivations ont été
distillées au cours des précédentes sections :
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– Réalisation effectuée en totalité en Java sous Eclipse, avec la mise en œuvre de plusieurs patrons
de conception usuels en Génie Logiciel, de manière à faciliter le développement ou optimiser
le code : encapsulation des données, singleton, chaîne de responsabilité etc. Ce dernier permet
la réalisation de l’application d’un fragment par répartition de la charge d’application à tous
ses sous-éléments.
– Utilisation du méta-modèle EMF et de son canevas pour la modélisation des LCP-nets et la
génération de leur modèle de données. Un modèle générique de tous les *CP-nets a en fait été
établi.
– Sérialisation des réseaux de préférences sous forme XML, traitée par les bibliothèques de
support EMF.
– Réalisation du développement du canevas en totale indépendance du contexte SSOA et de
SemEUsE, bien qu’il réponde aux contraintes que ces derniers imposent. C’est la garantie de
la généricité du canevas et de son potentiel dans d’autres contextes de décision multi-critères.
– Intégration d’un moteur d’inférence en logique floue pré-existant, JFuzzyLogic, en fixant à
l’avance certains de ses paramètres pour le raisonnement. On reste cependant, à un certain
degré, indépendant du moteur utilisé. Ce dernier pourrait être amené à changer en fonction
des contraintes du contexte d’utilisation.
9.3 Canevas de liaison tardive de services Web
Nos efforts pour la mise en œuvre de ce canevas ont porté sur l’intégration du processus de décision
sur LCP-nets (cf. section 9.2), effectué ici sur la base des valeurs de QoS obtenues par la supervision
de services Web, lors de leur liaison tardive à un processus métier BPEL (cf. section 5.3). Pour
permettre cette intégration, en fonction des contraintes propres à SemEUsE et aux SSOA, différents
choix techniques ont été effectués, ils seront présentés au cours de cette section.
9.3.1 Contexte technique et architectural
La liaison tardive est effectuée au cours de l’orchestration de services. Pour réaliser cette or-
chestration dans le cadre du projet SemEUsE, le moteur Orchestra a été choisi. Il a été brièvement
présenté dans le contexte technique de ce manuscrit (cf. section 2.1.4). Sa particularité est de pro-
poser une implantation de la spécification WS-BPEL 2.0 et de son concept d’extension d’activités.
Le canevas de liaison tardive est représenté sous la forme d’un composant dans l’architecture
générale de SemEUsE, tel qu’illustré par la figure 9.11. On remarque qu’il se trouve à la jonction de
la composition et de la supervision de services. Sur cette figure, on met en correspondance les étapes
logiques (déjà présentées à la figure 5.4) qui permettent d’arriver à la décision de liaison tardive d’un
service (sur la droite de la figure), avec les composants de l’architecture générale (sur sa gauche).
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Figure 9.11 – Positionnement du composant de liaison tardive dans l’architecture SemEUsE.
9.3.2 Implantation de l’activité lateBindingInvoke dans Orchestra
Dans le chapitre 7 nous avons introduit l’activité lateBindingInvoke de liaison tardive de services,
nous précisions là les subtilités propres à son implantation dans Orchestra.
Comme il a été discuté à la section 5.4.2, plusieurs options s’offrent à nous quant à la répartition
temporelle des tâches préalables à la liaison tardive, que sont le filtrage des services et le calcul des
modèles d’adaptation de données. De manière à limiter leur impact sur le processus d’orchestration
de services, nous préconisons l’approche illustrée par la figure 9.12 :
– Le filtrage des services de l’annuaire est effectué au chargement du processus, lors de la com-
position. Dans le contexte SSOA, la recherche sur l’annuaire va être effectuée en fonction de
la sémantique métier rattachée aux offres et demandes de services SAWSDL via des concepts
ontologiques. Ce raisonnement ontologique, d’une durée non-négligeable, doit effectivement
être effectué avant l’orchestration.
– Le calcul des modèles d’adaptation de données, doit être effectué dès les services connus, donc
après le filtrage. Attendre le moment (plus tardif) de l’invocation d’un service pourrait, là
aussi, avoir des répercussions importantes sur la réactivité globale de l’orchestration. En effet,
calculer une adaptation entre deux types de données annotés sémantiquement est un problème
non trivial.
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Figure 9.12 – Répartition temporelle du filtrage, de l’adaptation et de l’invocation de services
dans l’implantation.
Comme indiqué par la figure 9.11, le filtrage est la responsabilité du composant de composition
de services. En conséquence de quoi, l’activité de liaison tardive doit être en mesure d’intégrer le
résultat de ce filtrage.
Par ailleurs, de manière à obtenir des valeurs de QoS courantes des services, le composant de
liaison tardive est client d’un canevas de supervision. Ce canevas doit être initialisé le plus tôt possible
avec la liste des services filtrés, pour chaque site d’appel de service d’un processus. Cette initialisation
précoce permet de mettre en place la remontée des valeurs de QoS vers l’orchestration, de manière
à pouvoir en disposer immédiatement au moment de la sélection d’un service.
Nous décidons donc d’implanter la liaison tardive non pas sous la forme d’une seule activité
étendue WS-BPEL 2.0 lateBindingInvoke, mais de deux, aux responsabilités distinctes :
1. une activité lateBindingConfigure : placée au tout début du processus métier de manière à
être évaluée avant le code métier. Elle reprend des éléments de la syntaxe initiale (cf. code 7.3),
notamment la liste des services filtrés <semeuse :candidateServices>...</semeuse :candida-
teServices> fourni par la composition. Son implantation effectue l’initialisation du canevas
de supervision grâce aux informations contenues dans sa représentation XML : les EPR
(“End-Point Reference”) des services Web, leur portType, et informations connexes sur les di-
mensions de QoS à superviser obtenues dans les fichiers WS-Agreement liés. Ces “agreements”
sont obtenus à l’issue d’une phase de négociation des contrats non-fonctionnels lors de la
composition de services.
Un exemple de la syntaxe XML de cette activité étendue dans un processus WS-BPEL






















2. une activité lateBindingInvoke qui est liée à une activité lateBindingConfigure jumelle,
par le biais d’un identifiant unique invocationID utilisé par les deux activités. Ces identifiants
sont générés et positionnés automatiquement lors de la composition d’un processus métier
abstrait où les services Web n’ont pas encore été filtrés, vers un processus BPEL disposant de
ces activités étendues.





Cette activité a la responsabilité d’effectuer la sélection effective d’un service, sur la base de
sa QoS courante et des préférences LCP-net en vigueur, en vue de son invocation.
A la lumière de ces développements, on précise la topologie du canevas de liaison tardive dans
SemEUsE, tel qu’il avait été décrit par la figure 9.11 : les interfaces avec les autres composants de
l’architecture globale sont maintenant réparties entre les implantations distinctes des deux activités
lateBindingConfigure et lateBindingInvoke (cf. figure 9.13). La structure interne du composant de
supervision a aussi été exposée et sera détaillée dans la section 9.3.3. On introduit, par ailleurs,
une interface avec un composant de reconfiguration : il s’agit ici de déclencher et de sous-traiter une
recomposition du processus métier, si la liaison tardive n’est plus à même de se réaliser correctement,
par exemple par manque de services disponibles. Ce type de reconfiguration est à rapprocher des
travaux sur le “re-binding” de services évoqués dans notre état de l’art.
Ces deux activités sont mises en œuvre dans un processus BPEL d’exemple (cf. code 9.1) dont
la partie métier n’est constituée que d’une simple invocation tardive. On remarque qu’elles sont
complétées par une activité propre au composant de supervision M4ABP : pour déclencher la su-
pervision en début de processus, dès sa configuration effectuée (<semeuse :monitoring state="start"
/>), puis pour l’arrêter à sa toute fin (<semeuse :monitoring state="stop" />).
Les interfaces de la liaison tardive, notamment avec le composant de supervision, ayant été pré-
cisées, il est possible maintenant de s’intéresser à l’implantation dans Orchestra des deux activités :
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<!-- The ’client ’ role represents the requester of this service. -->
<partnerLink name="client" partnerLinkType="tns:semeuse" myRole="semeuseProvider" />
</partnerLinks >
<variables >
<!-- Reference to the message passed as input during initiation -->
<variable name="input" messageType="tns:semeuseRequestMessage"/>
















<!-- Receive input from requester.-->




















<!-- Generate reply to synchronous request -->







Code 9.1 – Exemple de processus BPEL avec liaison tardive.
188





















des valeurs de QoS
Déclencher
reconf. Configuration
Figure 9.13 – lateBindingConfigure et lateBindingInvoke dans l’architecture SemEUsE.
– En tant qu’activités étendues, elles sont mises en œuvre sous formes de classes, héritant de
org.ow2.orchestra.definition.activity.AutomaticActivity (cf. figure 9.14).
– Dans chacune de ces classes, la logique métier est définie dans une méthode void executeBusi-
nessLogic(BpelExecution execution).
– Pour faire le pont avec la sémantique opérationnelle de l’intégration des HL-LCP-nets et de
leurs fragments dans les processus métiers (cf. section 7.4), l’environnement d’exécution ρ
ainsi que les autres éléments de contexte γ sont ici représentés par l’argument BpelExecution
execution de la précédente méthode.
Une vue simplifiée et commentée de l’implantation Java de l’activité lateBindingConfigure dans
Orchestra est donnée par le fragment de code 9.2. On remarque que la liste des services obtenus par
la composition, telle que visible dans le représentation XML de cette activité, est stockée dans un
registre Registry commun aux deux activités, de manière à ce que lateBindingInvoke puisse y accé-
der a posteriori (il s’agit là aussi d’un élément d’environnement couvert par ρ et γ). Les paramètres
propres à chaque service candidat de la liste XML <semeuse :candidateServices>...</semeuse :can-
didateServices> sont fournis au canevas M4ABP pour sa configuration. Cette dernière se termine en
fixant (uniquement dans le code à l’heure actuelle) la QoI (“Quality of Information”), c’est-à-dire les
besoins en termes de qualité sur la supervision elle-même : il s’agit ici de garantir dans un premier
temps un certain niveau de cohérence temporelle entre les mesures effectuées par M4ABP.
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public class LateBindingConfigureActivity extends AutomaticActivity {
private String invocationID;
private ArrayList <CandidateService > services = new ArrayList <CandidateService >();
private String preference;
protected void executeBusinessLogic(BpelExecution execution) {
//1 - Enregistre la liste des services pour l’invocation tardive
Registry.addCandidateServices(invocationID , services);
//2 - Chargement du modèle de préférences
LCPnet preferenceModel = LCPnetImpl.load(preference);
//3 - Configuration de M4ABP (vie une Vue)
ViewManager vm = fr.orange.monitoring.ViewManager.getViewManager(execution.getProcessInstanceUUID ().
toString ());
ViewFactory factory = ViewFactory.eINSTANCE;
DescriptionType viewType = factory.createDescriptionType ();
(...)
List <DimensionType > triplets = viewType.getDimension ();
//3.a - Initialisation de la supervision pour CHAQUE service setup
for (CandidateService candidateService : services) {
String contract = candidateService.getContract ();
String operation = candidateService.getOperation ();
//Pour CHAQUE propriété de QoS
//Les noms des propriétés de QoS sont ceux utilisés dans le LCP -net
EList <String > properties = preferenceModel.getNodesNames ();
for (String property : properties) {







//3.b - Configuration de la QoI
Properties props = factory.createProperties ();
viewType.setProperties(props);







Code 9.2 – Implantation de l’activité lateBindingConfigure.
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Figure 9.14 – Diagramme de classes UML des activités lateBindingConfigure et lateBindingInvoke
dans Orchestra.
L’implantation de l’activité lateBindingInvoke dans Orchestra est quant à elle donnée par le frag-
ment de code 9.3. On remarque ici que l’essentiel du travail de sélection est effectué par une méthode
selectOptimalServices(...) dédiée, qui peut retourner une liste de services optimaux dans l’éventualité
(peu probable) où plusieurs services exhiberaient une utilité globale strictement similaire : chacune
des étapes clés du processus de sélection est commentée directement dans l’extrait de code. Parmi
ces étapes, il est important de relever celle concernant l’accès à une abstraction de supervision View
qui constitue l’interface unifiée par laquelle les valeurs courantes de toutes les propriétés de QoS de
tous les services supervisés pour cette invocation (identifiant invocationID) sont obtenues.
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protected void executeBusinessLogic(BpelExecution execution) {
CandidateService [] optimalServices = this.selectOptimalServices(execution);
this.invokeOptimalService(optimalServices , execution);
}
private CandidateService [] selectOptimalServices(BpelExecution execution) throws Exception{
//1 - On accède à la vue dédiée à cette invocation (grâce à invocationID)
ViewManager vm = ViewManager.getViewManager(execution.getProcessInstanceUUID ().toString ());
View view = vm.getView(invocationID);
//2 - Chargement du modèle de préférences
LCPnet preferenceModel = LCPnetImpl.load(preference);
//3 - Calcul de l’utilité globale de chaque service candidat et selection
ArrayList <CandidateService > optimalServices = new ArrayList <CandidateService >();
double bestUtilityValue = -1;
//3.1 - On accède à la liste des services précédemment stockée
ArrayList <CandidateService > services = Registry.getCandidateServices(invocationID);
for (CandidateService candidateService : services) {
//3.2 - On accède aux QoS courantes via la vue fournie par M4ABP
//Les noms des propriétés de QoS sont ceux utilisés dans le LCP -net
EList <String > properties = preferenceModel.getNodesNames ()
BasicEList <Double > propertiesValues = new BasicEList <Double >();
for (String property : properties) {
DimensionType dimension = factory.createDimensionType ();
dimension.setProperty(property);
// Requête de la QoS courante envoyée à M4ABP
QoSData data = view.getData(dimension);
propertiesValues.add(new Double (( String)data.getQoSValue ()));
}
//3.3 - Calcul de l’utilité globale d’UN service en fonction des ses valeurs courantes de QoS
double candidateServiceUtility = preferenceModel.getUtility(properties , propertiesValues);
if(candidateServiceUtility > bestUtilityValue) {
//C’est le service sélectionné (pour l’instant)
optimalServices = new ArrayList <CandidateService >();
optimalServices.add(candidateService);
bestUtilityValue = candidateServiceUtility;
} else if(candidateServiceUtility == bestUtilityValue) {




return optimalServices.toArray(new CandidateService []{});
}
(...)
Code 9.3 – Implantation de l’activité lateBindingInvoke.
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9.3.3 Configuration et intégration de la supervision de services
Dans cette section, nous apportons plusieurs précisions sur le mécanisme de configuration du
canevas de supervision ainsi que sur le mode d’intégration des valeurs de supervision lors de la
sélection de services en liaison tardive.
Configuration de la supervision
La configuration du canevas de supervision par l’activité lateBindingConfigure dépend, en ma-
jeure partie, des informations contenues dans le WS-agreement négocié rattaché à chaque service de
la liste des candidats. L’activité elle-même ne va pas interpréter ces données, mais les transmettre
directement au canevas. Un WS-Agreement négocié d’exemple est présenté séparé en deux parties
par les extraits de code 9.4 et 9.5. Ils font apparaître :
– en première partie les propriétés <wsag :ServiceProperties ...> requises (par le processus) et
offertes (par le service considéré) de QoS (Resolution, Bandwidth, BandePassante),
– suivies des garanties (contraintes) portant sur ces propriétés <wsag :GuaranteeTerm ...>. Elles
sont exprimées dans une extension du langage QML [Frølund et Koistinen, 1998a] mise au
point dans le cadre de SemEUsE : WS-QML ; de manière à être intégrées dans WS-Agreement.
En l’occurrence, il s’agit de bornes numériques à ne pas dépasser : pour qu’un service soit
intégré lors de la composition dans la liste des candidats, ses garanties en termes de QoS
doivent être identiques ou plus strictes que celles requises par le processus métier.
Dans l’implantation de l’activité lateBindingInvoke, tout comme dans celle de lateBindingCon-
figure, il est important de noter que les noms des propriétés de QoS utilisés, pour mener à bien les
requêtes de supervision, sont ceux utilisés dans le modèle de préférences LCP-net. Il s’agit de la
conséquence d’une contrainte de modélisation préalable, où les préférences sont censées, pour des
raisons de cohérence, utiliser des noms identiques aux propriétés fixées dans le WS-agreement requis
par le processus métier.
La conséquence de cette approche est que chaque WS-agreement négocié (utilisé pour la confi-
guration de M4ABP) entre un fournisseur et un consommateur de service, doit contenir les infor-
mations de correspondance entre la terminologie utilisée par les services pour décrire leurs pro-
priétés et celle du processus, pas forcement identique. Cette correspondance et ensuite gérée de
manière transparente, pour l’activité lateBindingInvoke cliente, par le canevas de supervision. Un
exemple de rétention de cette correspondance est clairement visible dans la première partie du WS-
agreement négocié (cf. code 9.4) : une dimension requise est nommée Bandwidth alors qu’elle est
offerte sous le nom de BandePassante. Toutes deux sont cependant reliées au même concept onto-
logique http ://www.nca.or.kr/2006/wsqdl/QualityFactor/EvalFactor/Bandwidth. Ces notions sont
résumées dans la figure 9.15.
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<wsag:Variable wsag:Name="Bandwidth" wsag:Metric="http ://www.w3.org /2007/ ont/unit#megabitsps">
<wsag:Location >
<ws-qml:QoS -dimension








<wsag:Variable wsag:Name="Resolution" wsag:Metric="http ://www.w3.org /2007/ ont/unit#megapixels">
<wsag:Location xsi:type="semeuse:WSBinding" mode="pull" type="ws"







<wsag:Variable wsag:Name="BandePassante" wsag:Metric="http ://www.w3.org /2007/ ont/unit#megabytesps">
<wsag:Location xsi:type="semeuse:WSBinding" mode="pull" type="ws"
epr="http :// localhost :8080/ monitoring_firefighting/services/Camera1"
operation="getBandwidth">
<ws-qml:QoS -dimension
ws-qml:semantic -concept="http ://www.nca.or.kr /2006/ wsqdl/QualityFactor/EvalFactor/Bandwidth
"/>
<ws-qml:semantic -match requiredTargetName="BandePassante">



















Code 9.4 – Extrait de WS-Agreement négocié : description des QoS requises et offertes.
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...
<wsag:GuaranteeTerm wsag:name="garantieRequise" wsag:Obligated="ServiceConsumer">
<wsag:ServiceScope >... </ wsag:ServiceScope >
<wsag:ServiceLevelObjective >
<wsag:KPITarget >






ws -qml:semantic -concept="http :// www.w3.org /2007/ ont/unit#megapixels"/>
<ws-qml:type ws-qml:name="decimal"






<wsag:BusinessValueList >...</ wsag:BusinessValueList >
</wsag:GuaranteeTerm >
<wsag:GuaranteeTerm wsag:name="garantieOfferte" wsag:Obligated="ServiceProvider">
<wsag:ServiceScope >... </ wsag:ServiceScope >
<wsag:ServiceLevelObjective >
<wsag:KPITarget >






ws -qml:semantic -concept="http :// www.w3.org /2007/ ont/unit#megapixels"/>
<ws-qml:type ws-qml:name="decimal"






<wsag:BusinessValueList >...</ wsag:BusinessValueList >
</wsag:GuaranteeTerm >
<wsag:GuaranteeTerm wsag:name="garantieRequise" wsag:Obligated="ServiceConsumer">
<wsag:ServiceScope >... </ wsag:ServiceScope >
<wsag:ServiceLevelObjective >
<wsag:KPITarget >






ws -qml:semantic -concept="http :// www.w3.org /2007/ ont/unit#megabitsps"/>
<ws-qml:type ws-qml:name="decimal"






<wsag:BusinessValueList >...</ wsag:BusinessValueList >
</wsag:GuaranteeTerm >
<wsag:GuaranteeTerm wsag:name="garantieOfferte" wsag:Obligated="ServiceProvider">
<wsag:ServiceScope >... </ wsag:ServiceScope >
<wsag:ServiceLevelObjective >
<wsag:KPITarget >






ws -qml:semantic -concept="http :// www.w3.org /2007/ ont/unit#megabytesps"/>
<ws-qml:type ws-qml:name="decimal"












Code 9.5 – Extrait de WS-Agreement négocié : contraintes.
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Figure 9.15 – Correspondance ontologique entre requis et offert dans un WS-Agreement.
Intégrations des valeurs de supervision lors de la sélection de services
En ce qui concerne les modalités d’échange avec le canevas M4ABP, il a déjà été établi au
cours de ce manuscrit (cf. section 5.5.2), que ce dernier doit répondre d’un certain nombre de
contraintes. Certaines de ces contraintes se révèlent naturellement dans l’implantation actuelle : celle
de flexibilité dans l’accès aux données a été intégrée dans le canevas par la gestion de l’hétérogénéité
des vocabulaires présentée ci-dessus.
Par ailleurs, l’activité lateBindingInvoke étant déclenchée au cours de l’orchestration de service,
la performance dans l’accès au données de QoS est primordiale pour permettre alors une sélection
de service, effectuée sur la base de la QoS courante et des préférences utilisateur, dont l’impact sur
le processus global d’orchestration est limité. M4ABP intègre cette contrainte en transmettant les
données de QOS depuis son initialisation, en mode “push”, vers les abstractions de vues coté client,
où elles sont “bufferisées”. Lors d’un accès à la vue pour obtenir une valeur de QoS précise, la valeur
courante stockée sera alors fournie sans le délai lié à la mesure et l’accès réseau.
Pour assurer un certain niveau de cohérence entre les valeurs de QoS recueillies par l’activité
lateBindingInvoke via les vues, les données collectées sur les services par le canevas de supervision
sont horodatées avec une horloge globale (d’une précision suffisante) et sont filtrées en fonction des
paramètres de QoI fixés préalablement par l’activité lateBindingConfigure : seules les valeurs com-
prises dans une certaine fenêtre temporelle sont alors transmises par M4ABP au canevas de liaison
tardive. Si l’implantation actuelle limite la QoI à cette notion de fenêtre temporelle, la possibilité de




Dans ce chapitre, nous avons abordé la mise en œuvre du canevas de modélisation et décision
sur LCP-nets, ainsi que celle de la liaison tardive de services Web, au travers des différents choix
techniques qui ont dû être effectués pour respecter les contraintes propres au contexte SSOA et à
SemEUsE. Cependant, un effort particulier a été effectué pour permettre de futures évolutions : si
les choix effectués ici correspondent effectivement à un besoin précis et ponctuel, l’implantation de
solutions trop ad hoc a pu être évitée dans certains cas, et plus particulièrement en ce qui concerne
le canevas des LCP-nets. En effet, ces derniers peuvent être par nature, et comme nous l’avons déjà
vu, appliqués à d’autre cadres de décision multi-critères que celui de la sélection de services Web en
fonction de leurs valeurs courantes de QoS.
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A l’issue de ces trois années de thèse, il est maintenant possible de dresser un bilan du travailaccompli. Effectuée sous convention CIFRE, cette thèse a eu pour point de départ les problé-
matiques propres aux grands systèmes répartis d’aujourd’hui, tels que ceux manipulés couramment
dans le service SC2 de mon entreprise d’accueil, Thales Communication France, et dont l’équipe
MoVe du LIP6 possède une expertise reconnue. Le projet industriel et académique SemEUsE a en-
suite permis de lui donner un cadre, le contexte SSOA, et un cas d’utilisation bien précis, la gestion
de crise environnementale.
Dans la suite de ce chapitre, on présente tout d’abord un récapitulatif des contributions avancées
par cette thèse et du travail réalisé dans son ensemble, suivi des perspectives à court et à long terme
que nous avons identifiées.
Travail réalisé
Les travaux présentés dans cette thèse ont été réalisés pour répondre à une problématique bien
précise : comment mettre en œuvre une composition de services particulièrement dynamique, souple,
et à même de prendre en compte de multiples contraintes non-fonctionnelles. Nous articulons alors
notre démarche autour des concepts de composition active, utile et agile.
Active, de manière à démarquer cette première contribution des approches déjà existantes en
terme de composition dynamique de services. En effet, nous proposons un mécanisme à même de
compléter efficacement ces approches plus traditionnelles pour améliorer les capacités d’adaptation
aux changements des systèmes répartis complexes (cf. chapitre 5). Ce mécanisme repose sur une
transposition du principe de liaison tardive, bien connu en programmation par objet, au contexte
des SSOA. Il s’insère dans un canevas plus général, capable d’effectuer le filtrage des offres de services
disponibles dans des annuaires ainsi que de mettre en place la supervision des services de manière à
disposer de mesures de QoS.
Ainsi, lors de l’exécution d’un processus métier utilisant les abstractions de programmation que
nous avons mises au point, notre canevas de composition active est en mesure de lier tardivement
et efficacement un site d’appel, consommateur de service, à un producteur effectif de service. Le
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fait de procéder tardivement aux décisions de liaison permet notamment de s’assurer que le service
retenu pour répondre au besoin du processus est disponible et que ce sont ses valeurs courantes de
QoS qui ont été prises en compte lors de la décision. Il s’agit là d’une différence fondamentale par
rapport aux approches de composition dynamique (cf. chapitre 3) qui procèdent généralement à une
première passe de composition statique des services avant l’exécution du processus métier, sur la base
de contraintes non-fonctionnelles : une fois cette composition fixée, les nouveaux services disponibles
ainsi que les variations de QoS des services déjà composés ne seront pris en considération que lors
d’une erreur “bloquante” pour la bonne exécution du processus. Il s’agit en fait d’un mécanisme
assimilable à une gestion d’exceptions.
Par ailleurs, dans le cadre de cette thèse, la liaison tardive de service sous contraintes non-
fonctionnelles a été appliquée au cas d’utilisation de la gestion de crise environnementale, et plus
précisement à la lutte anti-incendie dans un contexte civil, sur des feux de grande envergure en
milieux naturels (cf. chapitre 4). Il constitue en effet, de par ses caractéristiques intrinsèques, un
excellent support à la présentation de cette contribution.
Utile, car la maximisation de l’utilité de chaque liaison de service est d’importance et va condi-
tionner la performance globale d’un processus métier lors de son exécution. La sémantique que nous
accordons à cette notion d’utilité est celle qui a été mise en avant dans notre nouveau formalisme
LCP-net pour l’expression de préférences utilisateur (cf. chapitre 6). Ces préférences vont alors
rentrer en compte lors de décisions de liaison.
En effet, afin de permettre la sélection des services dans le contexte multi-critères dans lequel nous
nous trouvons, ce formalisme est appliqué à l’élicitation de préférences non-fonctionnelles, établies
graphiquement entre les propriétés de QoS des services et leurs valeurs (l’utilisateur manipule alors
de simples nœuds, arcs et tables). Une fois élicitées, elles vont permettre d’obtenir un ordre total
sur chaque ensemble de services candidats, fondé sur l’utilité proportionnelle de la liaison de chacun
de ces services à son consommateur respectif.
Bien qu’indépendants de tout domaine spécifique d’application, les LCP-nets s’avèrent parti-
culièrement adaptés au contexte des SOA Sémantiques puisqu’ils permettent aux utilisateurs de
partitionner efficacement les domaines continus des variables de Qualité de Service avec des termes
linguistiques appropriés, ainsi que d’exprimer l’utilité des affectations d’une manière qualitative plu-
tôt que numérique, cette dernière s’avérant souvent artificielle. Toutefois, le langage LCP-net et le
canevas d’inférence que nous avons implanté sur ses bases (cf. chapitre 9) pourraient tout à fait
être déployés et appliqués à d’autres contextes de décision multi-critères exhibant des contraintes
similaires.
Dans cette optique, nous avons consolidé ce langage via la proposition d’une formalisation (cf.
chapitre 8). Elle a pour but d’en assurer la pérennité et la réutilisabilité et est effectuée à travers un
ensemble de notations et règles de calculs. On montre ainsi que, mathématiquement, un LCP-net
est un tuple constitué de variables linguistiques, de trois types d’arcs, de deux types de tables et
d’un vecteur de poids.
Agile, car nos contributions sur la composition active et utile de services prennent tout leur sens
lorsque déployées conjointement au sein d’une même approche. La contribution agile se présente donc
comme la “somme” des deux précédentes (cf. chapitre 7) : s’il s’agit essentiellement de l’utilisation
200
habile des préférences utilisateurs LCP-net précédemment introduites au moment de la liaison tardive
des services, des problématiques bien spécifiques ont du être étudiées et résolues.
Ainsi, c’est dans le cadre de cette mise en œuvre commune qu’est apparu le besoin de définition
incrémentale des préférences. Cette constatation a conduit à la définition de la notion de fragment
de préférence et à l’introduction d’une représentation XML de plus haut niveau des LCP-nets :
les HL-LCP-nets et HL-LCP-frags. Leur formalisation a permis de traiter finement les problèmes
d’intégration de ces préférences dans un langage hôte, en l’occurrence BPEL.
Dans le cadre de la composition agile, il nous est aussi apparu utile de proposer une intégration
plus poussée des préférences dans les processus métiers BPEL ; l’idée étant de tendre vers des LCP-
nets considérés comme des entités de plein droit au cœur de ces processus. Grâce à la généricité de
ce formalisme, il nous a été aussi possible d’intégrer des propriétés de QoS globale des processus
dans les préférences, et donc, par la coordination agile, dans la décision de liaison elle-même. Cette
capacité complète de manière pertinente les travaux sur la composition dynamique en permettant
de tenir compte à l’exécution de la réalité du déroulement du processus dans les choix à faire
subséquemment : par exemple en permettant de choisir un service plus lent mais plus précis si par
ailleurs les appels précédents se sont déroulés plus rapidement que prévu. La composition dynamique
plus classique ne permet pas de réaliser ce genre de compromis, or il apparaît que les contraintes de
QoS des consommateurs de services sont le plus souvent pessimistes en comparaison de la réalité de
l’exécution.
Perspectives à court terme
A court terme, différentes perspectives de travail, pour lesquelles des réflexions préliminaires ont
été menées, s’offrent à nous : qu’il s’agisse d’étendre la validation expérimentale de nos contributions,
de généraliser le concept de liaison tardive à d’autres cadres techniques, ou bien de poser les bases
d’une construction valide de LCP-nets.
Sur une validation expérimentale étendue
Dans le cadre de cette thèse, le principe de composition active de services que nous avons introduit
a été appliqué au cas d’utilisation très spécifique de la gestion d’incendies de grande envergure. Afin
d’en effectuer une validation extensive, un travail rigoureux d’étude du comportement du composant
de liaison tardive de services Web lorsque confronté à un éventail plus large de caractéristiques réseau
doit être entrepris. Cette étude est d’autant plus nécessaire qu’il s’agit le plus souvent des conditions
usuelles, liées à la nature du réseau en général et du Web en particulier, auxquelles sont soumis les
systèmes répartis. Ces conditions peuvent par exemple induire des délais importants de livraison des
valeurs de QoS, issues du canevas de supervision, et indispensables à la prise de décision de liaison.
Mener à bien cette validation qui, par nature ne saurait être exhaustive, nécessiterait de dévelop-
per de nouveaux cas d’utilisation et applications de notre réalisation logicielle. Approche qui devrait
être facilitée par la nature même du canevas : bien qu’il ait été mis au point dans un contexte précis,
ses principes clés de liaison tardive et décision multi-critères sur préférences utilisateur ne sont pas
liés à un cas d’utilisation spécifique.
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Au cours de ces expérimentations, le recueil de mesures de performances et l’observation des
comportements effectifs des composants de liaison et décision devrait permettre d’étayer la validation
de nos contributions.
Sur la généralisation du concept de liaison tardive à d’autres cadres techniques
Cette perspective est d’une nature comparable à celle que nous venons d’évoquer : il s’agit
cependant ici, non plus de généraliser nos réalisations à d’autres cas d’utilisation, mais bien à d’autres
cadres techniques et technologiques. En effet, nous nous sommes placés, tout au long de cette thèse,
en grande partie pour des raisons industrielles, dans le cadre des SSOA. Ce travail, bien que long et
fastidieux, serait alors très utile.
Il serait alors raisonnable de généraliser la notion de service et d’appliquer la liaison tardive
à d’autres catégories d’applications ou systèmes répartis, des plus basiques et centralisés (de type
client/serveur), aux plus évolués et distribués (par exemple de type pair-à-pair) ; tout en explorant
d’autres technologies, des objets répartis RMI aux composants répartis CORBA.
Cependant, si nous avons des raisons de croire que ce concept de liaison tardive pourrait être
effectivement transposé à d’autres contextes techniques, l’intérêt de cette transposition n’est que
plus grand si elle est suivie de cas concrets d’utilisation et de déploiement.
Sur la construction de LCP-nets valides
Les opérations proposées et implémentées par la VM (cf. section 9.2.2) ne garantissent pas
l’obtention de LCP-nets valides car cette dernière s’attache à construire le plus efficacement possible
la représentation en mémoire des LCP-nets. Par exemple, l’ajout d’un fragment de LCP-net à un
LCP-net existant, volontairement, ne manipule pas uniquement des LCP-nets valides. Vérifier a
posteriori la validité des LCP-nets n’est pas chose facile. Une approche alternative consisterait à
définir un nouvel ensemble d’opérateurs élémentaires qui, ne manipulant et retournant que des LCP-
nets valides, garantiraient la construction de LCP-nets finaux toujours valides. Ainsi, un LCP-net
atomique valide serait constitué seulement d’un nœud avec sa CPT associée. Puis, nous définirions
les opérateurs élémentaires pour lesquels on préciserait des préconditions, postconditions et des
invariants. Par conséquent, considérons :
– n un nœud et V sa variable linguistique ;
– SN l’ensemble des nœuds ;
– (s, t) un arc avec s le nœud origine et t le nœud destination. Dans le cas des ci-arcs, s peut
être échangé avec t ;
– SA l’ensemble des arcs (cp, i et ci) : SA = cp ∪ i ∪ ci ;
– CPT l’ensemble des CPTs et CIT l’ensemble des CITs. Pour un cpt ∈ CPT , dim(cpt) = p
signifie que cpt a p dimensions ;
– SL l’ensemble des LCP-nets.
Les invariants de ces opérateurs seraient :
– Le nombre total d’arcs (cp, i, ci) ne dépasse pas le nombre de couples (s, t) où (s, t) ∈ SN et
s 6= t ;
– Exclusion mutuelle des types d’arcs :
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– si (s, t) ∈ cp alors (s, t) /∈ i et (s, t) /∈ ci ;
– si (s, t) ∈ i alors (s, t) /∈ cp et (s, t) /∈ ci ;
– si (s, t) ∈ ci alors (s, t) /∈ i et (s, t) /∈ cp.
– Le nombre de dimensions de la CPT associée au nœud s est égal à 1 + le nombre de cp-arcs
entrant dans s ;
– La taille de chaque dimension d’une CPT est inférieure ou égale au nombre de valeurs du
domaine de la variable linguistique associée ;
– Il n’y a pas de cycles conditionnels dans le graphe ;
– Il y a au moins un nœud (donc au moins une CPT) et de 0 à n arcs ;
– Il y a au moins autant de tables que de nœuds, c’est-à-dire exactement nb_noeuds CPT et
nb_ciarcs CIT.
Par exemple, mettre en œuvre l’opérateur élémentaire d’addition d’un nœud reviendrait à ajouter
un nouvel élément à prendre en compte dans le graphe de préférences, c’est-à-dire créer un nœud, la
CPT associée, ainsi qu’un ou plusieurs arcs (plus précisément de 1 à k, avec k le nombre de nœuds
liés).
Ses préconditions seraient les suivantes :
– un nouveau nœud n à ajouter : n /∈ SN ;
– il existe au moins un LCP-net : ∃L ∈ SL.
Ses postconditions seraient les suivantes :
– le nœud est ajouté : n ∈ SN ;
– une nouvelle CPT est attachée au nœud : ∃cpt ∈ CPT avec dim(cpt) = 1.
– (au moins) un nouvel arc apparaît : ∃(s, t) ∈ SA ;
– le (les) LCP-net(s) est (sont) modifié(s) : L /∈ SL,∃L′ ∈ SL.
Ce travail pourrait nous amener, à plus long terme, à définir une sorte d’algèbre des LCP-nets.
Perspectives à long terme
On présente ici des perspectives plus larges, qui s’inscrivent dans la prolongation de nos contribu-
tions, mais pour lesquelles une étude plus approfondie doit être menée. Elles ouvrent, nous l’espérons,
de nouveaux angles de recherche.
Sur un approfondissement du travail autour des LCP-nets
L’algèbre des LCP-nets évoquée ci-dessus permettrait de reprendre cette formalisation dans un
cadre théorique plus large et complètement indépendant du cas d’utilisation de cette thèse. Typique-
ment, un tel travail nous amènerait à définir un groupe abélien (SL, ∗) avec ∗ une loi de composition
interne. Concrètement, la composition de deux (ou plus) LCP-nets serait pertinente dans le cas
où l’on souhaite combiner deux (ou plus) réseaux de préférences concernant la même décision. Par
exemple, deux utilisateurs doivent utiliser le même service à choisir parmi un ensemble, avec des
préférences communes : il serait nécessaire, dans ce cas, de combiner les deux LCP-nets définis par
les deux clients afin d’arriver à une décision conjointe.
Par ailleurs, une amélioration intéressante serait de comparer la rapidité des calculs si l’on consi-
dère uniquement des 2-tuples au sein des LCP-nets, c’est-à-dire si l’on propose un traitement lin-
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guistique de bout en bout. En effet, lors de l’utilisation des 2-tuples (que ce soit le formalisme
d’Herrera et Martínez, de Wang et Hao ou de Truck et Akdag), on s’affranchit, en tous cas, dans les
calculs, des sous-ensembles flous, tout en gardant une sémantique linguistique attachée aux objets
manipulés. Il faudrait donc voir si ces calculs numériques sont moins lourds que ceux associés aux
SEFs. Cela semble probable vu que seuls des calculs sur des indices, ou bien des implications de
type min(1 − x + y, 1) sont réalisés, alors que le traitement avec manipulation de SEFs de bout en
bout implique des calculs d’intersection de droites (si les SEFs sont trapézoïdaux), qui peuvent être
considérés, dans l’absolu, comme plus longs.
Cela impliquerait un travail conséquent sur la modélisation d’une inférence ad hoc à ces forma-
lismes 2-tuples, piste par ailleurs intéressante, indépendamment de nos LCP-nets.
Sur une coordination des prises de décision de liaison par le partage d’agents de
décision
Cette thèse a introduit des abstractions de programmation permettant d’effectuer, lors de la
coordination agile de service, de multiples décisions locales de liaison entre consommateurs et pro-
ducteurs de services : cette prise de décision est actuellement effectuée ceteris paribus à chaque site
d’appel de service d’un processus métier, en fonction de ses préférences utilisateur locales et des
valeurs courantes de QoS des services considérés ; c’est-à-dire indépendamment des autres décisions
passées ou à venir.
La transition d’un ensemble de décisions locales indépendantes, à une coordination de cet en-
semble au niveau du processus, se justifie par la problématique d’une gestion efficace de sa QoS
globale. Une première étape vers la prise en compte de ces contraintes a été proposée dans cette
thèse par l’utilisation des variables des LCP-nets comme moyen de réintroduction des valeurs cou-
rantes de QoS globale des processus dans les décisions de liaison (cf. section 7.5). Cependant, malgré
cette réflexivité, ces décisions restent essentiellement locales.
Il apparaît alors clairement qu’une décision globale et coordonnée (sur le processus dans son
ensemble) va nécessiter l’introduction d’abstractions de programmation spécifiques, car celle-ci ne
doit pas se faire au détriment de l’agilité de la composition, comme c’est le cas dans les approches
classiques (cf. section 3.3). Se pose alors la question du choix d’une abstraction adaptée, à laquelle
le principe de factorisation de LCP-net d’un processus que nous avons déjà abordé (cf. section 7.2.2)
apporte un élément de réponse. Il semble en effet judicieux d’accompagner cette factorisation des
modèles de décision par une factorisation des agents de décision eux-mêmes. Si l’implantation actuelle
fait usage d’agents de décision locaux à chaque site d’appel de service, ils pourraient en être extraits
et partagés entre les sites.
La possibilité d’utiliser conjointement ces agents de décision globaux, indépendants de la struc-
ture du programme, et une approche de décision séquentielle [Littman, 1996] pourrait alors constituer
un axe de développement de nos travaux sur le long terme.
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La mise en œuvre d’une composition de services, dans le contexte de l’entreprise et du Web, ouvre
la perspective de nombreux champs d’investigations et d’améliorations. Les contributions de cette
thèse ont alors pour vocation de réaliser une composition particulièrement dynamique, souple, et
capable de prendre en compte de multiples contraintes non-fonctionnelles. Elles s’articulent autour
des concepts de composition active, utile et agile.
La composition active est à même de compléter efficacement les approches dynamiques clas-
siques, pour en améliorer les capacités d’adaptation aux changements non-fonctionnels. Elle repose
sur une transposition du principe de liaison tardive au contexte des SSOA, alors disposé pour in-
tégrer la QoS courante des services à l’exécution. La composition utile est liée à notre nouveau
formalisme LCP-net pour l’expression de préférences utilisateur. L’élicitation de préférences non-
fonctionnelles, établies entre les propriétés de QoS des services et leurs valeurs, permet d’obtenir un
ordre total ou quasi total sur chaque ensemble de services candidats lors de leur sélection. Enfin, la
composition agile correspond à la “somme” des deux précédentes : il s’agit d’une utilisation habile
des préférences utilisateurs LCP-net lors de la liaison tardive des services. Nous y posons aussi les
bases d’une gestion de la QoS globale des processus métiers.
Mots-clés: Architecture Orientée Services, composition de services, contrainte non-fonctionnelle,
approche qualitative, approche linguistique, décision multi-critères, logique floue, modélisation de
préférences, liaison tardive.
Abstract
Service composition implementation, in a Web and business context, opens many investigation
and improvements prospects. The contributions in this thesis are then intended to perform a particu-
larly dynamic and flexible composition, able to take into account multiple non-functional constraints.
They revolve around the concepts of active, useful and agile composition.
Active composition is able to effectively complement dynamic approaches, in order to improve
their capability to adapt to non-functional changes. It relies on a transposition of the late-binding
principle to the SSOA context, then able to integrate the current QoS values of services at execution
time. Useful composition is linked to our new LCP-net formalism for expressing user preferences.
The elicitation of non-functional preferences, established between services QoS properties and their
values, will afterward provide a total or almost total order over each candidate services sets, dur-
ing service selection. Finally, agile composition is the “sum” of the last two, where we lay the
groundwork for global QoS management during processes execution.
Keywords: Service Oriented Architecture, service composition, non-functional constraint, qualita-
tive approach, linguistic approach, multi-criteria decision making, fuzzy Logic, preference modeling,
late binding.
