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a b s t r a c t
This paper is concerned with the problem of stability of neutral systems with interval
time-varying delays and nonlinear perturbations. The uncertainties under consideration
are nonlinear time-varying parameter perturbations and norm-bounded uncertainties. A
new delay-dependent stability condition is derived in terms of linear matrix inequality
by constructing a new Lyapunov functional and using some integral inequalities without
introducing any free-weighting matrices. Numerical examples are given to demonstrate
the effectiveness and less conservativeness of the proposed methods.
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1. Introduction
It is well known that time-delay systems have been an active research area for the last few decades. The main reason
is that time-delay frequently occurs in many practical systems, such as manufacturing systems, telecommunication and
economic systems, and is amajor cause of instability andpoor performance. Generally, time-delay exists inevitably in control
systems, which mainly results from the following: the time taken in the online data acquisition from sensors at different
locations of the system; the time taken in the filtering and processing of the sensory data for the required control force to the
actuator; the time taken by the actuator to produce the required control force, see for example [1] and references therein.
A neutral time-delay system contains delays both in its state, and in its derivatives of the state. Such a system can be found
in population ecology [2], distributed networks containing lossless transmission lines [3], heat exchangers, robots in contact
with rigid environments [4], etc. Because of its wider application, the problem of the stability of a delay-differential neutral
system has received considerable attention by many researchers in the last two decades [5–30]. Neutral delay systems
constitute a more general class than those of the retarded type. Stability of these systems proves to be a more complex
issue because the system involves the derivative of the delayed state. Especially, in the past few decades increased attention
has been devoted to the problem of robust delay-independent stability or delay-dependent stability and stabilization via
different approaches for linear neutral systems with delayed state and/or input and parameter uncertainties. Therefore, the
problem of the stability and stabilization of neutral time-delay systems has attracted considerable attention during the past
few years.
Using the Lyapunov–Razumikhin functional approach or the Lyapunov–Krasovskii functional approach several stability
criteria have been proposed for delay-independent [11,12] and delay-dependent stability criteria [13–15] cases. Since delay-
independent conditions are usually more conservative than the delay-dependent conditions, more attention has been paid
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to the study of delay-dependent conditions. For example, a delay-dependent stability criterion for uncertain neutral systems
with time-varying discrete delay was obtained in [16] based on a model transformation and Park’s inequality [31]. It is well
known that nonlinearities, as time delays, may cause instability and poor performance of practical systems, which have
driven many researchers to study the problem of nonlinear perturbed systems with state delays during recent years [17,32,
33,18–23]. To the best of our knowledge, few results have been reported in the literature concerning the problem of robust
stability of neutral systems with nonlinear perturbations and mixed time-varying neutral and discrete delays.
In this paper, we contribute to the further development of the stability analysis of neutral systems with nonlinear
perturbations. The dynamical system under consideration consists of both time-varying neutral and discrete delays without
any restriction on upper bounds of derivatives of time-varying delays. The uncertainties under consideration are nonlinear
time-varying parameter perturbations and norm-bounded uncertainties, respectively. The proposed criterion is both
neutral-delay dependent and discrete-delay dependent, and at the same time, is dependent on the derivative of the discrete
and neutral delays. Therefore the methods in this paper are less conservative than those produced by previous approaches.
Finally, numerical examples are given to demonstrate the effectiveness of the proposed method.
The rest of this paper is organized as follows. Section 2 states the problem description and preliminaries. Section 3
includes the sufficient conditions for delay-dependent stability analysis of the system under consideration. Section 4
provides the delay-dependent robust stability criterion for the system. Section 5 provides illustrative examples and Section 6
concludes the paper.
2. Problem description and preliminaries
Consider the following neutral system with mixed time-varying delays and nonlinear perturbations:
x˙(t) = Ax(t)+ Bx(t − τ(t))+ Cx˙(t − h(t))+ f1(x(t), t)+ f2(x(t − τ(t)), t)+ f3(x˙(t − h(t)), t),
x(θ) = φ(θ), x˙(θ) = ϕ(θ) ∀θ ∈ [−max(h¯, h2), 0] (1)
where x(t) ∈ Rn is the state vector, A, B, C ∈ Rn×n are constant matrices. h(t), τ (t) are neutral delay and time-varying
discrete delay respectively, and they are assumed to satisfy
0 ≤ h(t) ≤ h¯, h˙(t) ≤ hd, (2)
h1 ≤ τ(t) ≤ h2, τ˙ (t) ≤ µ, (3)
where h¯, hd, h1, h2 and µ are constants. φ(·), ϕ(·) are the initial functions that are continuously differentiable on
[−max(h¯, h2), 0]. f1(x(t), t), f2(x(t − τ(t)), t), f3(x˙(t − h(t)), t) are unknown nonlinear perturbations satisfying f1(0, t) =
0, f2(0, t) = 0, f3(0, t) = 0, and
f T1 (x(t), t)f1(x(t), t) ≤ α2xT (t)x(t),
f T2 (x(t − τ(t)), t)f2(x(t − τ(t)), t) ≤ β2xT (t − τ(t))x(t − τ(t)), (4)
f T3 (x˙(t − h(t)), t)f3(x˙(t − h(t)), t) ≤ γ 2x˙T (t − h(t))x˙(t − h(t)),
where α ≥ 0, β ≥ 0 and γ ≥ 0 are given constants, for simplicity, we denote f1 := f1(x(t), t), f2 := f2(x(t − τ(t)), t), f3 :=
f3(x˙(t − h(t)), t).
Lemma 2.1 (Schur Complement). Given constant matricesΩ1,Ω2 andΩ3 with appropriate dimensions, whereΩT1 = Ω1 and
ΩT2 = Ω2 > 0, then
Ω1 +ΩT3Ω−12 Ω3 < 0
if and only if[
Ω1 Ω
T
3∗ −Ω2
]
< 0, or,
[−Ω2 Ω3
∗ Ω1
]
< 0.
Lemma 2.2. For any constant matrix Z = ZT > 0 and scalars h¯ > 0, h1 > 0, h2 > 0 such that the following integrations are
well defined:
−
∫ t
t−τ(t)
ρT (s)Zρ(s)ds ≤ − 1
h2
∫ t
t−τ(t)
ρ(s)ds
T
Z
∫ t
t−τ(t)
ρ(s)ds

(5)
−
∫ t−h1
t−τ(t)
ρT (s)Zρ(s)ds ≤ − 1
(h2 − h1)
∫ t−h1
t−τ(t)
ρ(s)ds
T
Z
∫ t−h1
t−τ(t)
ρ(s)ds

(6)
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−
∫ t−τ(t)
t−h2
ρT (s)Zρ(s)ds ≤ − 1
(h2 − h1)
∫ t−τ(t)
t−h2
ρ(s)ds
T
Z
∫ t−τ(t)
t−h2
ρ(s)ds

(7)
−
∫ t
t−h¯
ρT (s)Zρ(s)ds ≤ −1
h¯
∫ t
t−h¯
ρ(s)ds
T
Z
∫ t
t−h¯
ρ(s)ds

(8)
−
∫ 0
−h2
∫ t
t+θ
ρT (s)Zρ(s)dsdθ ≤ − 2
h22
∫ 0
−h2
∫ t
t+θ
ρ(s)dsdθ
T
Z
∫ 0
−h2
∫ t
t+θ
ρ(s)dsdθ

(9)
−
∫ −h1
−h2
∫ t
t+θ
ρT (s)Zρ(s)dsdθ ≤ − 2
(h22 − h21)
∫ −h1
−h2
∫ t
t+θ
ρ(s)dsdθ
T
Z
∫ −h1
−h2
∫ t
t+θ
ρ(s)dsdθ

(10)
−
∫ 0
−h¯
∫ t
t+θ
ρT (s)Zρ(s)dsdθ ≤ − 2
h¯2
∫ 0
−h¯
∫ t
t+θ
ρ(s)dsdθ
T
Z
∫ 0
−h¯
∫ t
t+θ
ρ(s)dsdθ

. (11)
Proof. For the proof of (9), notice that[
ρT (s)Zρ(s) ρT (s)
ρ(s) Z−1
]
≥ 0. (12)
Integration of (12) from t + θ to t yields,
∫ t
t+θ
ρT (s)Zρ(s)ds
∫ t
t+θ
ρT (s)ds∫ t
t+θ
ρ(s)ds −θZ−1
 ≥ 0. (13)
Integration of (13) from−h2 to 0 yields,
∫ 0
−h2
∫ t
t+θ
ρT (s)Zρ(s)dsdθ
∫ 0
−h2
∫ t
t+θ
ρT (s)dsdθ∫ 0
−h2
∫ t
t+θ
ρ(s)dsdθ −
∫ 0
−h2
θZ−1dθ
 ≥ 0. (14)
Eq. (14) is equivalent to (9) according to Schur complements. Similarly we can prove (10) and (11). The proof has been
completed. 
3. Main results
The following theorem presents a sufficient stability condition for system (1).
Theorem 3.1. For given scalars h¯ > 0, h1 > 0, h2 > 0, α, β and γ , system (1) with uncertainty (4) and mixed time-varying
delays satisfying (2) and (3) is asymptotically stable if there exist
P =

P11 P12 P13 P14 P15
∗ P22 P23 P24 P25
∗ ∗ P33 P34 P35
∗ ∗ ∗ P44 P45
∗ ∗ ∗ ∗ P55
 > 0, Q =
[
Q11 Q12
∗ Q22
]
> 0, R =
[
R11 R12
∗ R22
]
> 0,
S =
[
S11 S12
∗ S22
]
> 0, T =
[
T11 T12
∗ T22
]
> 0, W =
[
W11 W12
∗ W22
]
> 0,
Z =
[
Z11 Z12
∗ Z22
]
> 0, V =
[
V11 V12
∗ V22
]
> 0, R1 > 0, R2 > 0, R3 > 0
with appropriate dimensions and scalars ϵi ≥ 0, i = 1, 2, 3 such that the following symmetric linear matrix inequality holds:[
Ω ATc Y∗ −Y
]
< 0 (15)
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where
Ω = (Ωi,j)17×17
Ω1,1 = P11A+ ATP11 + P13 + PT13 + Q11 + R11 + S11 + T11 + h2W11 + (h2 − h1)Z11
+ h¯V11 − 2R1 − 2 (h2 − h1)
(h2 + h1)R2 − 2R3 −
1
h2
W22 − 1
h¯
V22 + EA+ ATET + ϵ1α2I,
Ω1,2 = P11B− (1− µ)P13 − (1− µ)P14 + (1− µ)P15 + PT23 +
1
h2
W22 + ATP12 + EB,
Ω1,3 = (1− µ)P12, Ω1,4 = 0, Ω1,5 = P11C + EC, Ω1,6 = P14, Ω1,7 = 0, Ω1,8 = −P15,
Ω1,9 = 0, Ω1,10 = 1
h¯
V22, Ω1,11 = − 1h2W
T
12 +
2
h2
R1 + P33 + ATP13,
Ω1,12 = P34 + 2
(h2 + h1)R2 + A
TP14, Ω1,13 = 2h2 R1 +
2
(h2 + h1)R2 + A
TP15 + P35,
Ω1,14 = −1
h¯
V T12 +
2
h¯
R3, Ω1,15 = Ω1,16 = Ω1,17 = P11 + E + ATY ,
Ω2,2 = PT12B+ BTP12 − (1− µ)P23 − (1− µ)PT23 − (1− µ)P24 − (1− µ)PT24 + (1− µ)P25
+ (1− µ)PT25 − (1− µ)Q11 −
1
h2
W22 − 1
(h2 − h1)W22 −
2
(h2 − h1)Z22 + ϵ2β
2I,
Ω2,3 = (1− µ)P22 − (1− µ)Q12, Ω2,4 = 0, Ω2,5 = PT12C, Ω2,6 = P24 +
1
(h2 − h1)Z22,
Ω2,7 = 0, Ω2,8 = −P25 + 1
(h2 − h1)W22 +
1
(h2 − h1)Z22, Ω2,9 = Ω2,10 = 0,
Ω2,11 = 1h2W
T
12 + BTP13 − (1− µ)P33 − (1− µ)PT34 + (1− µ)PT35,
Ω2,12 = 1
(h2 − h1)Z
T
12 + BTP14 − (1− µ)P34 − (1− µ)P44 + (1− µ)PT45,
Ω2,13 = − 1
(h2 − h1)W
T
12 −
1
(h2 − h1)Z
T
12 + BTP15 − (1− µ)P35 − (1− µ)P45 + (1− µ)P55,
Ω2,14 = 0, Ω2,15 = Ω2,16 = Ω2,17 = PT12 + BTY , Ω3,3 = −(1− µ)Q22, Ω3,4 = Ω3,5 = Ω3,6 = 0,
Ω3,7 = Ω3,8 = Ω3,9 = Ω3,10 = 0, Ω3,11 = (1− µ)P23, Ω3,12 = (1− µ)P24, Ω3,13 = (1− µ)P25,
Ω3,14 = Ω3,15 = Ω3,16 = Ω3,17 = 0, Ω4,4 = −(1− hd)T11, Ω4,5 = −(1− hd)T12, Ω4,6 = 0,
Ω4,7 = Ω4,8 = Ω4,9 = Ω4,10 = Ω4,11 = Ω4,12 = Ω4,13 = Ω4,14 = Ω4,15 = Ω4,16 = Ω4,17 = 0,
Ω5,5 = ϵ3γ 2I − (1− hd)T22, Ω5,6 = Ω5,7 = Ω5,8 = Ω5,9 = Ω5,10 = 0, Ω5,11 = CTP13,
Ω5,12 = CTP14, Ω5,13 = CTP15, Ω5,14 = 0, Ω5,15 = Ω5,16 = Ω5,17 = CTY ,
Ω6,6 = −R11 − 1
(h2 − h1)Z22, Ω6,7 = −R12, Ω6,8 = Ω6,9 = Ω6,10 = 0, Ω6,11 = P
T
34,
Ω6,12 = P44 − 1
(h2 − h1)Z
T
12, Ω6,13 = P45, Ω6,14 = Ω6,15 = Ω6,16 = Ω6,17 = 0, Ω7,7 = −R22,
Ω7,8 = Ω7,9 = Ω7,10 = Ω7,11 = Ω7,12 = Ω7,13 = Ω7,14 = Ω7,15 = Ω7,16 = Ω7,17 = 0,
Ω8,8 = −S11 − 1
(h2 − h1)Z22 −
1
(h2 − h1)W22, Ω8,9 = −S12, Ω8,10 = 0, Ω8,11 = −P
T
35,
Ω8,12 = −PT45, Ω8,13 = −P55 +
1
(h2 − h1)W
T
12 +
1
(h2 − h1)Z
T
12, Ω8,14 = Ω8,15 = Ω8,16 = 0,
Ω8,17 = 0, Ω9,9 = −S22, Ω9,10 = Ω9,11 = Ω9,12 = Ω9,13 = Ω9,14 = Ω9,15 = Ω9,16 = Ω9,17 = 0,
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Ω10,10 = −1
h¯
V22, Ω10,11 = 1
h¯
V T12, Ω10,12 = Ω10,13 = Ω10,14 = Ω10,15 = Ω10,16 = Ω10,17 = 0,
Ω11,11 = − 2h22
R1 − 1h2W11, Ω11,12 = 0, Ω11,13 = −
2
h22
R1, Ω11,14 = 0, Ω11,15 = Ω11,16 = PT13,
Ω11,17 = PT13, Ω12,12 = −
1
(h2 − h1)Z11 −
2
(h22 − h21)
R2, Ω12,13 = − 2
(h22 − h21)
R2, Ω12,14 = 0,
Ω12,15 = Ω12,16 = Ω12,17 = PT14, Ω13,13 = −
1
(h2 − h1)W11 −
1
(h2 − h1)Z11 −
2
h22
R1 − 2
(h22 − h21)
R2,
Ω13,14 = 0, Ω13,15 = Ω13,16 = Ω13,17 = PT15, Ω14,14 = −
1
h¯
V11 − 2
h¯2
R3, Ω14,15 = Ω14,16 = 0,
Ω14,17 = 0, Ω15,15 = −ϵ1I + Y , Ω15,16 = Ω15,17 = Y , Ω16,16 = −ϵ2I + Y , Ω16,17 = Y ,
Ω17,17 = −ϵ3I + Y , E = Q12 + R12 + S12 + T12 + h2W12 + (h2 − h1)Z12 + h¯V12,
Y = Q22 + R22 + S22 + T22 + h2W22 + (h2 − h1)Z22 + h¯V22 + h
2
2
2
R1 + (h
2
2 − h21)
2
R2 + h¯
2
2
R3,
Ac =

A B 0 0 C 0 0 0 0 0 0 0 0 0 0 0 0

.
Proof. Choose a Lyapunov–Krasovskii functional candidate as
V (t) = ζ T (t)Pζ (t)+
∫ t
t−τ(t)
ρT (s)Qρ(s)ds+
∫ t
t−h1
ρT (s)Rρ(s)ds+
∫ t
t−h2
ρT (s)Sρ(s)ds
+
∫ t
t−h(t)
ρT (s)Tρ(s)ds+
∫ 0
−h2
∫ t
t+θ
ρT (s)Wρ(s)dsdθ +
∫ −h1
−h2
∫ t
t+θ
ρT (s)Zρ(s)dsdθ
+
∫ 0
−h¯
∫ t
t+θ
ρT (s)Vρ(s)dsdθ +
∫ 0
−h2
∫ 0
θ
∫ t
t+λ
x˙T (s)R1x˙(s)dsdλdθ
+
∫ −h1
−h2
∫ 0
θ
∫ t
t+λ
x˙T (s)R2x˙(s)dsdλdθ +
∫ 0
−h¯
∫ 0
θ
∫ t
t+λ
x˙T (s)R3x˙(s)dsdλdθ (16)
where
ζ T (t) =

xT (t) xT (t − τ(t))
∫ t
t−τ(t)
x(s)ds
T ∫ t−h1
t−τ(t)
x(s)ds
T ∫ t−τ(t)
t−h2
x(s)ds
T 
,
ρT (s) = xT (s) x˙T (s) .
Taking the time derivative of V (t) along the trajectory of system (1) yields
V˙ (t) = 2ζ T (t)P ζ˙ (t)+ ρT (t)Qρ(t)− (1− µ)ρT (t − τ(t))Qρ(t − τ(t))+ ρT (t)Rρ(t)
− ρT (t − h1)Rρ(t − h1)+ ρT (t)Sρ(t)− ρT (t − h2)Sρ(t − h2)+ ρT (t)Tρ(t)
− (1− hd)ρT (t − h(t))Tρ(t − h(t))+ h2ρT (t)Wρ(t)−
∫ t
t−h2
ρT (s)Wρ(s)ds
+ (h2 − h1)ρT (t)Zρ(t)−
∫ t−h1
t−h2
ρT (s)Zρ(s)ds+ h¯ρT (t)Vρ(t)−
∫ t
t−h¯
ρT (s)Vρ(s)ds
+ h
2
2
2
x˙T (t)R1x˙(t)−
∫ 0
−h2
∫ t
t+θ
x˙T (s)R1x˙(s)dsdθ + (h
2
2 − h21)
2
x˙T (t)R2x˙(t)
−
∫ −h1
−h2
∫ t
t+θ
x˙T (s)R2x˙(s)dsdθ + h¯
2
2
x˙T (t)R3x˙(t)−
∫ 0
−h¯
∫ t
t+θ
x˙T (s)R3x˙(s)dsdθ. (17)
Next, from (4), we can obtain for any scalars ϵ1 > 0, ϵ2 > 0 and ϵ3 > 0,
ϵ1

α2xT (t)x(t)− f T1 (x(t), t)f1(x(t), t)
 ≥ 0,
ϵ2

β2xT (t − τ(t))x(t − τ(t))− f T2 (x(t − τ(t)), t)f2(x(t − τ(t)), t)
 ≥ 0, (18)
ϵ3

γ 2x˙T (t − h(t))x˙(t − h(t))− f T3 (x˙(t − h(t)), t)f3(x˙(t − h(t)), t)
 ≥ 0.
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Then combining Eqs. (17)–(18) and using Lemma 2.2 yields,
V˙ (t) ≤ ξ T (t) Ω + ATc YAc ξ(t) (19)
whereΩ = (Ωi,j)17×17
ξ T (t) =

xT (t) xT (t − τ(t)) x˙T (t − τ(t)) xT (t − h(t)) x˙T (t − h(t)) xT (t − h1) x˙T (t − h1)
xT (t − h2) x˙T (t − h2) xT (t − h¯)
∫ t
t−τ(t)
x(s)ds
T ∫ t−h1
t−τ(t)
x(s)ds
T
∫ t−τ(t)
t−h2
x(s)ds
T ∫ t
t−h¯
x(s)ds
T
f T1 f
T
2 f
T
3

. 
By Schur complement, Ω + ATc YAc < 0 is equivalent to (15), which implies V˙ (t) < 0. Hence, system (1) with uncertainty
(4) is asymptotically stable.
Remark 3.2. By constructing a new augmented Lyapunov functional, a new delay-dependent stability criterion is obtained
in Theorem 3.1. Compared with the Lyapunov functional in [25], our Lyapunov functional contains some additional triple-
integral terms for interval time-varying delays h1, h2, which plays a key role in the further reduction of conservativeness.
This paper extends the results in [25] with interval time-varying delays, uncertain parameters and nonlinear
perturbations.
4. Norm-bounded uncertainty
In this section, we will present a delay-dependent robust criterion for the system (1) that f1(x(t), t), f2(x(t − τ(t)), t)
and f3(x˙(t − h(t)), t) are norm-bounded uncertainties. That is
f1(x(t), t) = 1A(t)x(t),
f2(x(t − τ(t)), t) = 1B(t)x(t − τ(t)), (20)
f3(x˙(t − h(t)), t) = 1C(t)x˙(t − h(t)).
The time-varying uncertainties are of the form
[1A(t),1B(t),1C(t)] = LF(t) [EA, EB, EC ] , (21)
where EA, EB, EC and L are constant matrices of appropriate dimensions. F(t) is an unknown and possibly time-varying real
matrix with Lebesgue measurable elements satisfying
F T (t)F(t) ≤ I, ∀t > 0. (22)
Then system (1) becomes the following system:
x˙(t) = (A+ LF(t)EA)x(t)+ (B+ LF(t)EB)x(t − τ(t))+ (C + LF(t)EC )x˙(t − h(t)). (23)
Lemma 4.1. Given matrices Q = Q T ,M,N with appropriate dimensions, then
Q +MFN + NT F TMT < 0
for all F satisfying F T (t)F(t) ≤ I , if and only if there exists an ϵ > 0 such that
Q + ϵ−1MMT + ϵNTN < 0.
Theorem 4.2. The system (23) with mixed time-varying delays satisfying (2) and (3) is robustly asymptotically stable if there
exist matrices P > 0,Q > 0, R > 0, S > 0, T > 0,W > 0, Z > 0, V > 0, R1 > 0, R2 > 0, R3 > 0 with appropriate
dimensions and a scalar ϵ ≥ 0 such that the following linear matrix inequality holds:
Π ATc Y H ϵG 0∗ −Y 0 0 YL
∗ ∗ −ϵI 0 0
∗ ∗ ∗ −ϵI 0
∗ ∗ ∗ ∗ −ϵI
 < 0 (24)
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where
Π = (Πi,j)14×14, (Πi,j) ≠ (Ωi,j) when

(i, j) ≠ (1, 1), (2, 2), (5, 5),
Π1,1 = P11A+ ATP11 + P13 + PT13 + Q11 + R11 + S11 + T11 + h2W11 + (h2 − h1)Z11
+ h¯V11 − 2R1 − 2 (h2 − h1)
(h2 + h1)R2 − 2R3 −
1
h2
W22 − 1
h¯
V22 + EA+ ATET ,
Π2,2 = PT12B+ BTP12 − (1− µ)P23 − (1− µ)PT23 − (1− µ)P24 − (1− µ)PT24 + (1− µ)P25
+ (1− µ)PT25 − (1− µ)Q11 −
1
h2
W22 − 1
(h2 − h1)W22 −
2
(h2 − h1)Z22,
Π5,5 = −(1− hd)T22, G =

EA EB 0 0 EC 0 0 0 0 0 0 0 0 0
T
,
H = LT (P11 + E)T LTP12 0 0 0 0 0 0 0 0 LTP13 LTP14 LTP15 0T .
Proof. The proof of this Theorem immediately follows from Theorem 3.1. 
Remark 4.3. The reduced conservatism of Theorems 3.1 and 4.2 benefits from the construction of the new augmented
Lyapunov–Krasovskii functional in (16) and without introducing any free-weighting matrices. It can be easily seen that
results discussed and derived in this paper are quite different from most of the existing results in the literature in the
following perspective: theoretical stability analysis of neutral systems with different time-varying neutral and discrete
interval delays is much more complicated, especially for the case where the neutral delay is time-varying. In this paper,
the proposed design is dependent on both time-varying neutral and discrete interval delays, which makes the treatment
in this paper more general with less conservativeness when compared to recent existing results which are independent of
neutral delays [25].
5. Numerical examples
In this section, we are analyzing examples showing the effectiveness of the proposed methods.
Example 1 ([25]). Consider the following neutral time-delay system with
A =
[−2 0
0 −0.9
]
, B =
[−1 0
−1 −1
]
, C =
[
c 0
0 c
]
, 0 ≤ c < 1.
Table 1 lists the maximum upper bounds on the delay in the case of different c ′s compared with those in the literature [7–9,
24,25]. It is seen from Table 1 that the stability criterion proposed in this paper gives much less conservative results than
those papers existing in the literature.
Example 2 ([25]). Consider the following neutral time-delay system with
A =
[−1.7073 0.6856
0.2279 −0.6368
]
, B =
[−2.5026 −1.0540
−0.1856 −1.5715
]
, C =
[
0.0558 0.0360
0.2747 −0.1084
]
.
The maximum upper bounds on the delay obtained in [14,6–8,25] are 0.5735, 0.5937, 0.6054, 0.6189 and 0.6612
respectively. Using Theorem 3.1, the obtained value is 0.6704, which is much larger than those in [14,6–8,25]. If setting
C = 0, this system reduces to a retarded type time-delay system. The upper bounds on the delay discussed in [25] are
0.8418 and 0.6903 in [34–36] and 0.7163 in [7], and 0.7918 in [9]. Using Theorem 3.1, the obtained upper bound value is
0.8449. Obviously, our criterion can lead to much less conservative results.
Example 3 ([26]). Consider the following neutral time-delay system with
A =
[−1.2 0.1
−0.1 −1
]
, B =
[−0.6 0.7
−1 −0.8
]
, C =
[
c 0
0 c
]
f T1 (x(t), t)f1(x(t), t) ≤ α2xT (t)x(t),
f T2 (x(t − τ(t)), t)f2(x(t − τ(t)), t) ≤ β2xT (t − τ(t))x(t − τ(t)),
f T3 (x˙(t − h(t)), t)f3(x˙(t − h(t)), t) ≤ γ 2x˙T (t − h(t))x˙(t − h(t)).
The following tables clearly show the effectiveness of the proposedmethod, which comparing the numerical results derived
by other recent results. where 0 ≤ |c| < 1, α ≥ 0, β ≥ 0, γ ≥ 0.
Case I. For c = 0.1, β = 0.1, h¯ = 1, µ = 0.5, hd = 0, and different values of γ , we apply Theorem 3.1 to calculate
the maximal allowable value h2 that guarantees the asymptotical stability of the system. Table 2 illustrates the numerical
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Table 1
Maximum upper bound of h2 with different c .
c 0 0.1 0.3 0.5 0.7 0.9
Han [9] 4.35 4.33 4.10 3.62 2.73 0.99
Wu et al. [7] 4.47 4.35 4.13 3.67 2.87 1.41
He et al. [8] 4.47 4.42 4.17 3.69 2.87 1.41
Parlakci [24] 4.63 4.57 4.29 3.75 2.88 1.41
Sun et al. [25] 5.30 5.21 4.85 4.20 3.19 1.49
Theorem 3.1 6.23 5.79 5.36 4.69 3.45 1.60
Table 2
Maximum allowable time delay upper bound for h2 with hd = 0, µ = 0.5 and different values of γ .
α = 0 α = 0.1
γ 0 0.1 0.2 0.3 γ 0 0.1 0.2 0.3
Han [18] 0.9328 0.7402 0.5637 0.4042 Han [18] 0.8148 0.6439 0.4864 0.3433
Zhang [19] 0.9488 0.7695 0.6087 0.4667 Zhang [19] 0.8408 0.6841 0.5420 0.4144
Qiu [26] 0.9839 0.8024 0.6392 0.4941 Qiu [26] 0.8752 0.7166 0.5727 0.4438
Theorem 3.1 1.4886 1.2437 0.9921 0.7367 Theorem 3.1 1.3244 1.0901 0.8475 0.6300
Table 3
Maximum allowable time delay upper bound for h2 = h¯with hd = 0.5, µ = 0.5 and different values of γ .
α = 0 α = 0.1
γ 0 0.1 0.2 0.3 γ 0 0.1 0.2 0.3
Han [18] 0.8524 0.5936 0.3686 0.1795 Han [18] 0.7434 0.5131 0.3112 0.1398
Qiu [26] 0.9075 0.6665 0.4619 0.2930 Qiu [26] 0.8084 0.5969 0.4151 0.2618
Theorem 3.1 1.3881 1.0391 0.6803 0.3940 Theorem 3.1 1.2324 0.8885 0.5822 0.3393
Table 4
Maximum allowable time delay upper bound for h2 with β = 0.1.
α = 0 α = 0.1
µ = 0 µ = 0.5 µ ≥ 1 µ = 0 µ = 0.5 µ ≥ 1
Han [33] 1.3279 0.6743 – Han [33] 1.2503 0.5715 –
Han [18] 2.7424 1.1365 – Han [18] 1.8753 0.9952 –
Zhang [21] 2.742 1.142 – Zhang [21] 1.875 1.009 –
Zou [32] 2.7422 1.1424 – Zou [32] 1.8753 1.0097 –
Chen [20] 2.7423 1.1425 0.7355 Chen [20] 1.8753 1.0097 0.7147
Qiu [26] 2.7757 1.1849 0.9284 Qiu [26] 1.8959 1.0512 0.8865
Theorem 3.1 2.9816 1.7388 1.1435 Theorem 3.1 1.9805 1.5468 0.9356
results for different γ , α = 0 and α = 0.1 respectively. It can be seen from Table 2 that the maximum allowable delay h2
decreases as γ increases. In addition, it is easy to see that our proposed stability criterion gives a much less conservative
result than those in [18,19,26].
Case II. Next we will consider the case that the discrete and the neutral delay are all time-varying. For c = 0.1, β =
0.1, µ = hd = 0.5, and different values of γ , the maximum upper bounds on the allowable delay of h¯ = h2 obtained from
Theorem 3.1 are listed in Table 3. Note that the proposed criterion in [18] is only neutral-delay dependent but is discrete-
delay-independent which shows more conservativeness than ours.
Case III. For c = 0 and f3(x˙(t − h(t)), t) = 0, the maximum value h2 obtained from Theorem 3.1 is listed in Table 4. It is
clear that the obtained results in our paper are significantly better than those in [32,33,18,20,21,26].
Example 4 ([26]). Consider the following uncertain neutral system
x˙(t) =
[−2+ δ1 0
0 −1+ δ2
]
x(t)+
[−1+ δ3 0
−1 −1+ δ4
]
x(t − τ(t))+
[
c 0
0 c
]
x˙(t − h(t)),
where 0 ≤ |c| < 1 and δ1, δ2, δ3 and δ4 are unknown parameters satisfying:
|δ1| ≤ 1.6, |δ2| ≤ 0.05, |δ3| ≤ 0.1, δ4 ≤ 0.3.
Case I. For µ = 0.1, hd = 0, the maximum values of h2 are listed in Table 5 for various values of c by applying criteria
in [18,26] versus the bounds by using Theorem 4.2. Furthermore, it can be seen from Table 5 that the maximum allowable
delay h2 decreases as c increases.
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Table 5
Maximum upper bound of h2 with different c.
|c| 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Han [18] 0.97 0.78 0.60 0.45 0.31 0.19 0.10 0.02
Qiu [26] 1.1072 0.9208 0.7516 0.5991 0.4625 0.3402 0.2310 0.1277
Theorem 4.2 1.3209 1.0777 0.8701 0.6827 0.5123 0.3596 0.2419 0.1450
Table 6
Maximum upper bound of h2 with hd = 0.1 different µ.
µ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 µ ≥ 1
Han [18] 0.81 0.77 0.73 0.68 0.62 0.57 0.50 0.42 0.32 0.17 –
Qiu [26] 0.9404 0.9109 0.8825 0.8537 0.8253 0.7980 0.7711 0.7472 0.7287 0.7199 0.7216
Theorem4.2 1.1454 1.0657 0.9974 0.9426 0.9007 0.8732 0.8592 0.8558 0.8642 0.8943 0.9376
Table 7
Comparison of the maximum allowable upper bound h2, h¯with different α.
α 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
Han [37] h2, h¯ 1.61 1.51 1.41 1.30 1.19 1.08 0.96 0.83
Xiong [27] h2, h¯ 1.8163 1.6882 1.5435 1.4700 1.3851 1.2938 1.1963 1.0827
Theorem 4.2 h2, h¯ 2.0122 1.8405 1.6894 1.5579 1.4438 1.3412 1.2471 1.1598
Case II. For c = 0.1, hd = 0.1, the effect of hd on the maximum value h2 obtained from Theorem 4.2 listed in Table 6.
In [22] the neutral delay is constant, then its stability criterion cannot be applied to systemswith time-varying neutral delay.
Moreover, the stability criterion in [18,19] cannot be applied to this case that the derivative of the discrete delay is more
than 1. It is obvious that the obtained results are significantly better than those results discussed in [18,19,22,26].
Case III. When C = 0 and EC = 0, by Theorem 4.2 we can obtain the maximum upper bound on the allowable
size to be h2 = 1.5239. However, applying criteria in [10,18,23,26], the maximum value of h2 for the above system is
0.2412,1.0345,1.2093 and 1.4011, respectively.
Example 5 ([27]). Consider the following uncertain neutral time-delay system with:
A =
[−0.9 0.2
0.1 −0.9
]
, B =
[−1.1 −0.2
−0.1 −1.1
]
, C =
[−0.2 0
0.2 −0.1
]
.
1A(t) and1B(t) are knownmatrices satisfying ‖1A(t)‖ ≤ α and ‖1B(t)‖ ≤ β ,α ≥ 0, ∀ t , with L = αI and Ea = Eb = I .
For 1A(t) = 0 and 1B(t) = 0 (i.e. nominal system), system (18) in [27] reduces to the system discussed in [37].
Using the stability criterion in this paper, the maximum value of h2, h¯ for the nominal system to be asymptotically stable
is h2 = h¯ = 2.0122. By the criteria in [27], the nominal system is asymptotically stable for any h2 = h¯ satisfying
h2 = h¯ ≤ 1.8163. This shows that the stability criterion in this paper gives a much less conservative results than those
reported in [37,27] and references therein.
Comparing the numerical results in [37,27], we list the upper bound of the delay with different α in Table 7. The effect of
the uncertainty bound α on the maximum allowable upper bound of time delay h2, h¯ is given in Table 7, which illustrates
the numerical results for different α.
6. Conclusion
This paper investigated the stability problems for neutral systems with interval time-varying delays and nonlinear
perturbations. Based on the new Lyapunov functional approach and the linear matrix inequality technique, the less
conservative delay-dependent stability conditions are derived. By comparing the proposed results with the recent published
papers through numerical examples, it is shown that the derived criteria are less conservative than several recent results.
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