Abstract: Machine learning is type of artificial intelligence wherein computers make predictions based on data. Clustering is organizing data into clusters or groups such that they have high intra-cluster similarity and low inter cluster similarity. This paper deals with two clustering algorithms which are EM and Density based algorithm. EM algorithm is general method of finding the maximum likelihood estimate of data distribution when data is partially missing or hidden. In Density based clustering, clusters are dense regions in the data space, separated by regions of lower object density. The comparison between the above two algorithms is carried out using open source tool called WEKA, with the Weather dataset as its input.
Introduction
Machine learning is type of artificial intelligence wherein computers make predictions based on data. Machine learning broadly classified into supervised classification and unsupervised classification. In supervised systems, the data as presented to a machine learning algorithm is fully labeled. In supervised learning the variables can be split into two groups: explanatory variables and one (or more) dependent variables. [1] One of unsupervised learning technique is clustering. Clustering is organizing data into clusters or groups such that they have high intra-cluster similarity and low inter cluster similarity.
There are different types of clustering techniques namely Kmeans clustering, Hierarchical clustering, Exceptionmaximization clustering and density based clustering. [2] WEKA is one of the open source tool, is a collection of machine learning algorithms for solving real-world. It is written in Java and runs on almost any platforms. [3] 
Clustering
Clustring is a data mining technique to group the similar data into a cluster and dissimilar data into different clusters. Clustering can be considered the most important unsupervised learning technique so as every other problem of this kind, it deals with finding a structure in a collection of unlabeled data.
Clustering is the process of organizing objects into groups whose members are similar in some way. A cluster is therefore a collection of objects which are similar between them and are dissimilar to the objects belonging to other clusters. A clustering algorithm partitions a data set into several groups such that the similarity within a group is larger than among groups. Moreover, most of the data collected in many problems seem to have some inherent properties that lend themselves to natural groupings.
Clustering algorithms are used extensively not only to organize and categorize data, but are also useful for data compression and model construction. [4] Here we deal with two clustering algorithms which are EM and Density based algorithm, and we use weka software to compare between these two algorithms.
EM(Expectation-maximization) Algorithm
It is general method of finding the maximum likelihood estimate of data distribution when data is partially missing or hidden. [5] The two steps are: E (Exception) step: This step is responsible to estimate the probability of each element belong to each cluster P(C_j|x_k). Each element is composed by an attribute vector (xk). The relevance degree of the points of each cluster is given by the likelihood of each element attribute in comparison with the attributes of the other elements of cluster Cj.
Where, x is input dataset. M is the total number of clusters t is an instance and initial instance is zero a) M (maximization) step: This step is responsible to estimate the parameters of the probability distribution of each class for the next step. First is computed the mean (μj) of class j obtained through the mean of all points in function of the relevance degree of each point. The covariance matrix at each iteration is calculated using Bayes theorem. The probability of occurrence of each class is computed through the mean of probabilities (C_j) in function of the relevance Where, x is input dataset. M is the total number of clusters t is an instance and initial instance is zero.
[6] 
Density Based Algorithm
Density-based algorithm is another major clustering algorithm that has been long proposed. It can find arbitrarily shaped clusters and handles noises and yet is a one-scan algorithm that needs to examine the raw data only once. In density-based clustering algorithms, dense areas of objects in the data space are considered as clusters, which are segregated by low-density area (noise). Therefore, densitybased method is an attractive basic clustering algorithm for data streams. [7] The basic idea of density-based clustering is clusters are dense regions in the data space, separated by regions of lower object density. Intuition for the formalization of the basic idea is:
For any point in a cluster, the local point density around that point has to exceed some threshold. The set of points from one cluster is spatially connected Two global parameters are: o Є(Eps):Maximum radius of the neighbourhood MinPts: Minimum number of points in an Є -neighbourhood of that point Density-based clustering regard clusters as dense areas that are separated by low density area. Traditional density-based methods are DBSCAN, OPTICS and DENCLUE.
DBSCAN and its extension, OPTICS2, are both typical density-based methods that grow clusters according to a density-based connectivity analysis in spatial data set. DENCLUE3 is a method that clusters objects based on the analysis of the value distributions of density functions. [7] Figure 2: Flowchart for Density Based Algorithm
WEKA
WEKA is a data mining system developed by the University of Waikato in New Zealand that implements data mining algorithms using the JAVA language. WEKA is a state-ofthe-art facility for developing machine learning (ML) techniques and their application to real-world data mining problems. It is a collection of machine learning algorithms for data mining tasks. The algorithms are applied directly to a dataset. [8] WEKA implements algorithms for data preprocessing, classification, regression, clustering and association rules. It also includes visualization tools. To performing cluster analysis in weka. The dataset is needed to be loaded to weka and it should be in the format of CSV or .ARFF file format. If the dataset is not in arff format we need to be converting it. [8] 6. Comparison of EM and density based algorithm using WEKA tool WEKA (Waikato Environment for Knowledge Analysis) is a popular suite of machine learning software. The WEKA workbench contains a collection of visualization tools and algorithms for data analysis and predictive modeling, together with graphical user interfaces for easy access to this functionality. [3] The EM algorithm is run using insurance dataset. The figure 3 shows the output for EM algorithm. There are three attributes namely 'id', 'paytype', 'doctype'. There are 68 instances. The Density based algorithm is run using insurance dataset. The figure 4 shows the output for Density based algorithm. There are three attributes namely 'id', 'paytype', 'doctype'. There are 68 instances Referring to table1, Log likelihood here refers to probability of identifying correct group of data elements. In terms of likelihood density-based algorithm is better than EM algorithm. We can infer that Density-based algorithm takes less time than EM algorithm to build the model. Likelihood is often used as a synonym for probability. It is more convenient to work with the natural logarithm of the likelihood function, called the log-likelihood. Log likelihood here refers to probability of identifying correct group of data elements. In terms of likelihood EM algorithm is better than density based algorithm, referred to Table 1 . From Table 1 we can infer that Density based algorithm takes less time than EM algorithm to build the model.
Conclusion
Clustering is organizing data into clusters or groups such that they have high intra-cluster similarity and low inter cluster similarity. EM algorithm is general method of finding the maximum likelihood estimate of data distribution when data is partially missing or hidden. Density based clustering, clusters are dense regions in the data space, separated by regions of lower object density. WEKA an open source tool is used for comparing the above two algorithm. In terms of likelihood EM algorithm is better than density based algorithm, referred to Table 1 . From Table 1 we can infer that Density based algorithm takes less time than EM algorithm to build the model.
