Abstract-Wireless multimedia services are increasingly becoming popular boosting the need for better quality-of-experience (QoE) with minimal costs. The standard codecs employed by these systems remove spatio-temporal redundancies to minimize the bandwidth required. However, this increases the exposure of the system to transmission errors, thus presenting a significant degradation in perceptual quality of the reconstructed video sequences. A number of mechanisms were investigated in the past to make these codecs more robust against transmission errors. Nevertheless, these techniques achieved little success, forcing the transmission to be held at lower bit-error rates (BERs) to guarantee acceptable quality. This paper presents a novel solution to this problem based on the error detection capabilities of the transport protocols to identify potentially corrupted group-of-blocks (GOBs). The algorithm uses a support vector machine (SVM) at its core to localize visually impaired macroblocks (MBs) that require concealment within these GOBs. Hence, this method drastically reduces the region to be concealed compared to state-of-the-art error resilient strategies which assume a packet loss scenario. Testing on a standard H.263++ codec confirms that a significant gain in quality is achieved with error detection rates of 97.8% and peak signal-to-noise ratio (PSNR) gains of up to 5.33 dB. Moreover, most of the undetected errors provide minimal visual artifacts and are thus of little influence to the perceived quality of the reconstructed sequences.
I. INTRODUCTION
T HE demand for advanced information services is growing, and the trend is pushing global information networks to offer flexible multimedia services, such as digital TV broadcasting, mobile TV, and videoconferencing applications, to users having an always-on communication link [1] - [3] . These services employ video compression standards to reduce transmission costs [4] . However, the compressed video bitstream is very sensitive to transmission errors, where a single corrupted bit will cause loss of synchronization between the encoder and decoder until the next synchronization marker. This results in a number of visually impaired macroblocks (MBs) causing significant degradation in the quality of the reconstructed video sequence.
To alleviate this problem, a number of solutions were presented in the literature which can be grouped into three categories: 1) encoder-decoder interactive error control approach [5] - [7] , 2) error resilient encoding [8] - [14] , and 3) error concealment [15] - [21] . The encoder-decoder interactive error control approach introduces additional delays, making it unusable in real-time wireless applications. The error resilient mechanisms presented in [8] , [10] , [11] , [13] , and [14] require additional complexities in both the encoder and the decoder while the solutions in [9] and [12] do not manage to detect a number of corrupted MBs. Concealment methods are generally adopted to alleviate the effect of transmission errors by means of interpolation. However, the performance of these methods depends on the error detection capabilities of the decoder, since only the MBs which are detected as being corrupted will be concealed.
The standard H.263++ [22] has limited error detection capabilities with only 40%-60% of the corrupted MBs being detected [8] . For this reason, it generally adopts the error detection capabilities of the transport protocol to detect corrupted segments, which are dropped and concealed. This gives rise to large amounts of pixels being concealed (several of which are undistorted pixels), thereby reducing the quality of the video sequence.
Transmission errors can be detected without any increase in transmission bit rate by exploiting the inherent redundancies within and outside a macroblock [23] - [30] at image level. However, these features achieve low error detection rates when applied individually and some uncorrupted MBs may be detected as erroneous, further reducing the quality of the reconstructed video sequence. The authors in [31] have obtained a 93% error detection rate by combining a number of features and applying heuristic thresholds to detect corrupted MBs at image level. They have also applied an iterative error correction algorithm which has achieved a significant gain in peak signal-to-noise ratio (PSNR) at the expense of a significant increase in complexity. This makes its application unpractical in real-time systems.
Classification methods have already been adopted in the areas of multimedia retrieval [32] , [33] , error concealment [18] , [20] , optimal cross-layer strategies for multimedia transmission [34] , and several other areas. However, to the knowledge of the authors, classification methods for H.263++ systems were only used to detect visually distorted MBs in [35] where a probabilistic neural network (PNN) was used.
This paper presents a novel error detection and localization algorithm which exploits the error detection capabilities of the transport protocols to flag potentially corrupted group-of-blocks (GOBs). The algorithm, which utilizes a support vector machine (SVM) classifier at its core, is only applied on the MBs contained within this set of GOBs. Results show that this solution achieves an error detection rate of 97.8%. This means that the area over which the error concealment algorithm is applied is drastically reduced, producing a significant gain in quality. Moreover, PSNR gains of up to 5.33 dB have been experienced. Another important feature is that the SVM classifier is only applied to potentially corrupted MBs, minimizing false detections and ensuring that no loss in quality is experienced when the video is transmitted over an error-free channel.
This paper is organized as follows. An overview of the error detection and concealment algorithms employed in standard codecs and their limitations are presented in Section II. The details concerning the proposed error detection and localization algorithm are presented in Section III, followed by the delivery of simulation results in Section IV. The final comments and conclusion are presented in Section V.
II. PROBLEM DEFINITION
The video coding standards generally adopted in wireless communication systems employ variable length codes (VLCs) to achieve high compression ratios. The compressed video bitstreams are extremely vulnerable to transmission errors, the frequency of which is much more pronounced in wireless environments. The detection of any corrupted MB is dependent on the syntax and semantic violation tests adopted by the codec. However, the corrupted codewords can still form valid entries in the VLC table, and therefore the decoder may not detect the occurrence of an error [26] . This will result in a degradation of the end-to-end quality of the video system, as shown in Fig. 1(a) .
To alleviate this problem, video systems generally use the bit-level error detection capabilities of the transport protocols, such as UDP [36] . When a UDP segment, which encapsulates a number of GOBs, is detected as corrupted, it is dropped and all the MBs contained within it concealed. This approach is pessimistic because a number of uncorrupted MBs are also concealed, as shown in Fig. 1(b) (areas between the dashed lines), resulting in a significant reduction in the quality of the reconstructed video sequence. Standard codecs may apply advanced error resilient methods such as slices or interleaving; however, a number of uncorrupted MBs are still concealed.
The solution proposed in this paper utilizes the inherent redundancies present between each MB and its neighboring MBs in both the spatial and the temporal domains to detect and localize the first residual corrupted MB which provides major visual distortions. Hence, this algorithm conceals only the first distorted MB and the following MBs (which are generally distorted due to the loss in synchronization) contained within a GOB. As shown in Fig. 1(c) , this method significantly reduces the number of pixels to be concealed, thus improving the quality of the reconstructed sequences.
A corrupted MB may have different levels of distortion, some of which provide major artifacts while others imperceptible artifacts. The visual distortion level of the corrupted MBs used was inspired by the Single Stimulus Test [37] . These levels were scaled according to a survey where the audience was given a set of corrupted and uncorrupted frames to scale in reference to Table I . The Mean Opinion Score (MOS) was used to provide a subjective rating of the distortion level of the corrupted MB. The aim of the proposed solution is to maximize the detection of severely damaged MBs while being more lenient with others that provide insignificant loss in the perceptual quality. 
III. ERROR DETECTION AND LOCALIZATION ALGORITHM
The proposed algorithm is divided into three layers and follows the standard decoder, as shown in Fig. 2 . The feature extraction layer extracts the features which describe the fitness of the MB in the spatio-temporal domain. Some of these features are compared to heuristic thresholds within the Early Distortion Level 0 Classification (EDL0C) module. This module significantly reduces the computational time required by the algorithm as most distortion level 0 (DL0) MBs are detected and immediately classified as uncorrupted, thus bypassing the SVM classification module. This can be done because the features of most of the uncorrupted MBs will lie below the thresholds.
The feature vector of the remaining MBs is passed through an SVM classifier which discriminates between the corrupted and the uncorrupted MBs. This module can be developed using any supervised-learning machine algorithm. However, as it will be illustrated in the following sections, the SVM classifier achieves the highest recognition rates and consequently has been adopted in this work.
A. Feature Extraction
The visual impairments caused by transmission errors generally provide MBs whose color and texture do fit in neither the spatial nor the temporal domains. The set of ten features adopted in our solution exploit these properties and can be divided into two groups: the pixel domain features, which were computed in the perceptually uniform CIE LUV color space model, and the DCT domain features, which were extracted in the DCT domain. These features exploit the inherent redundancy provided by neighboring pixels in order to detect corrupted MBs and are described in some detail in the following subsections.
1) Average Intersample Difference Across Boundaries (AIDB):
In natural video sequences, the pixels across a boundary generally vary smoothly. The AIDB [23] feature exploits this characteristic and is illustrated in Fig. 3(a) . It computes the sum of Euclidean distances across MB boundaries in the CIE LUV color space model. To avoid additional delays, only the upper and the left MBs are considered. The AIDB for a dimensional MB is given by (1) where and represent the leftmost and upper boundary pixels of the current MB, while and represent the rightmost boundary pixels of the neighboring MB on the left and the lower boundary pixels of the neighboring MB on the top, respectively.
2) Internal Average Intersample Difference Across Boundaries Block
: The [31] feature is similar to the AIDB but exploits the dissimilarity across 8 8 pixels block boundaries instead. As illustrated in Fig. 3(b) , the computes the sum of Euclidean distances across boundary block pixels in the CIE LUV color space. The metric for each block is computed using (2) where in this case, is the pixel around the current block and above, below, left, right . The resultant feature is then derived using (3) where and provide the maximum and second maximum from the array, respectively. This feature was designed to detect a single 8 8 corrupted block within an MB.
3) Internal Average Intersample Difference Across Boundaries (IAIDB):
The IAIDB feature [31] is required when two corrupted 8 8 blocks are adjacent to each other, as shown in Fig. 3(b) . In order to detect these artifacts, the accumulated Euclidean distance between internal horizontal and vertical boundaries which cross the current MB are considered. The IAIDB is given by (4) where in this case, , and the terms enclosed between the parenthesis, are the Euclidean distance across the vertical and horizontal boundary, respectively. Here, and represent the leftmost and upper boundary pixels of the current block, while and represent the rightmost boundary pixels of the neighboring block on the left and the lower boundary pixels of the neighboring block on top, respectively.
4) Sum of Euclidean Pixel Distance (SED):
The SED [29] feature is based on the fact that the pixel transition of an MB and the corresponding MB in the previous frame varies smoothly when the MB is not corrupted. This feature tries to detect entirely corrupted MBs and is given by (5) where , and represent the pixel values with indexes and .
5) Internal Sum of Euclidean Pixel Distance (ISED):
To enhance the detection of corrupted 8 8 pixel blocks, the ISED [29] feature was adopted. This is similar to SED but operates on 8 8 blocks within the MB instead of the MB. The ISED metric for each block is evaluated using (6) where , and represents the pixel values with indexes and . The resulting ISED feature is then calculated using (7) where and provide the maximum and second maximum from the array, respectively.
6) DCT Domain Features:
The corrupted MBs can be detected using the DCT coefficients, since these contain both color and textural information [28] . Fig. 4(a) illustrates the features that can be used to enhance the error detection capabilities of DCT based codecs, such as H.263++. Each feature contains information about the color, together with 1) vertical, 2) diagonal, and 3) horizontal edge information. These metrics are computed by summing the coefficients, , along the respective direction and are given in the following:
The spatial DCT features are based on the fact that there is a correlation between the DCT coefficients of the current block being decoded and the coefficients of the neighboring blocks in space. Therefore, the DCT coefficients of the current MB can be approximated from the surrounding blocks using [30] . Fig. 4(b) illustrates the DCT block prediction algorithm which adopts both upper and left MBs. The DC coefficient is derived using the average DC value from the above and left block. The horizontal AC coefficients are derived from the first row of the block above the one under test while the vertical AC coefficients are derived from the first column of the block to its left. The DCT block prediction algorithm derives only the results of the first row and first column of each block. Therefore, only the and metrics can be extracted from the predicted DCT block. For each color component, the metrics and are extracted from the predicted block, while and are extracted from the current block under test. The features and can then be computed using (11) at the bottom of the page, where Y and C represent the luminance and chrominance components, respectively.
The temporal DCT features are based on the fact that the difference between the color and textural information of the current block and the corresponding block in the previous frame is usually small when the block is not corrupted. For each color component, the metrics and are extracted from the previous block using (8)- (10) . Similarly, metrics , and are extracted from the current block. The features and are then computed using (11).
B. Early DL0 Classification
The EDL0C module combines the features extracted in order to derive four new features. These features were found to offer the best performance following extensive testing during the algorithm development stage. These new features are computed as follows:
All the four features were found to follow distributions similar to the one illustrated in Fig. 5 , where most of the uncorrupted MBs have small feature values while corrupted MBs have large feature values. It was further noticed that corrupted MBs whose features are below a certain value generally contain minimal visual distortion.
The EDL0C module thus adopts a global threshold for each feature described in (12)- (15) . When a metric is below the threshold, the MB is classified as uncorrupted; otherwise, it (11) is passed to the following module for further processing. The thresholds used by the EDL0C module are listed in Table II .
C. Support Vector Machine Classifier
The classification method used in the proposed system is based on a support vector machine [38] . The classifier is trained offline using a modified version of the sequential minimal optimization (SMO) [39] . During the training stage, the SVM uses a training set denoted by (16) where are the feature vectors, are their corresponding labels, is the number of feature vectors, and is the number of dimensions of the feature vector. In our case, = 10 as discussed in Section III-A and . In order to discover nonlinear relations within a linear machine, the SVM employs an implicit nonlinear mapping of the data onto a high-dimensional feature space via a positive semidefinite kernel method . The Gaussian kernel was used in this work and is given by (17) where is the smoothing parameter, which, after extensive testing, was assigned a value of 0.1969.
The SVM classifier has several advantages in this classification problem. First of all, the probability of misclassifying a previously unseen feature vector drawn at random from a fixed but unknown probability function is minimized. Secondly, SVMs outperform most classifiers when the training data set is limited [34] , and hence, the classifier can be trained with a small amount of training data and still achieve reasonable performance. Finally, an SVM can deal with nonlinearly separable data.
The training of the SVM classifier is highly computational intensive. However, since it is performed offline, it does not affect the real-time performance of the proposed system. In fact, when an unknown vector is inputted to the SVM, the MB is assigned to a class based on the following decision rule: (18) where and are the Lagrange multipliers and the bias derived during training, respectively, and sv are the support vectors. The MB is detected to be corrupted when . Four video sequences, Coastguard, Erik, Paris, and Stefan, were encoded and corrupted at different noise levels. From the resulting sequences, 1000 MBs were chosen at random. The training set was made up of 500 feature vectors representing uncorrupted MBs (Class 0) and another 500 feature vectors representing corrupted MBs (Class 1). The same procedure was used to select the testing set; however, this time, the Silent, News, Football, and Foreman sequences were adopted to ensure that the classifier is not biased.
D. Error Detection and Localization Algorithm
The SVM classifier will derive an optimal hyperplane in order to detect and localize corrupted MBs at image level. Although this method achieves high error detection rates (EDR), there will be a number of uncorrupted MBs which will be detected as being corrupted, thus forcing superfluous concealment of uncorrupted MBs even in an error-free channel. The bit-level error detection module applies the error detection capabilities of the transport layer protocols to determine whether or not a packet is corrupted. Whenever a packet is detected as corrupted, the GOBs encapsulated within it are flagged as being potentially corrupted and the features describing each MB are extracted. The EDL0C module examines the flagged MBs and classifies those MBs whose features are below a certain threshold as being uncorrupted. The EDL0C module manages to detect 85.68% of the uncorrupted MBs which will bypass the SVM classifier, thus reducing the complexity of the system. The remaining MBs are then passed through the SVM classifier which detects the corrupted MBs. The schematic diagram of the proposed error detection and localization algorithm is illustrated in Fig. 6 . This procedure significantly reduces the false detection rate (FDR) making the SVM solution feasible. Therefore, in error-free channel conditions, no potentially corrupted GOB will be detected and normal decoding of the compressed bitstream is applied. This also reduces the computational time required, making it more applicable to real-time applications.
IV. SIMULATION RESULTS
The performance of the algorithm depends on the classification method being used. Six different classification methods have been considered in this work: AIDB-based classification [23] , spatial feature-based classification [29] , Fisher discriminant analysis (FDA) [40] , probabilistic neural networks [41] , backpropagation neural networks (BPNN) [42] , and support vector machines [38] . The last four classification methods were trained with 1000 training vectors of which 500 represented corrupted MBs while the others represented uncorrupted MBs as described in Section III-C. The remaining two classification methods adopt optimal thresholds in order to detect the presence of corrupted MBs. Table III summarizes the performance of these classification methods in terms of error detection rate (EDR) and false detection rate (FDR). It can immediately be noticed that the SVM achieves by far the best classification and manages to detect on average 97.8% of the corrupted MBs. This result outperforms the best published results in [31] and [35] , where a 93% and a 95.74% detection rate were claimed, respectively. On the other hand, the AIDB, FDA, and spatial feature have lower FDR values compared to the SVM classifier at the expense of a low EDR. This means that with these solutions, numerous corrupted MBs are undetected and consequently not concealed. The FDR problem is overcome with the help of the bit-level error detection algorithm which limits the propagation of false detection within potentially corrupted GOBs, and thus, the SVM classifier can never perform worse than the standard codecs relying on the syntax and semantic violations.
In the second experiment, four video sequences were considered, namely, 1) Silent sequence which is a typical videoconferencing sequence containing moderate motion, 2) Football sequence containing fast moving objects and abrupt camera movements, 3) News sequence which is a typical videoconferencing sequence with some movement in the background and shots, and 4) Foreman sequence consisting of moderate motion with camera movements. These video sequences were compressed using a baseline H.263++ encoder at CIF resolution and were simulated to be transmitted over a Digital Video Broadcasting (DVB-RCS) [43] wireless channel, where the compressed bitstream is encapsulated within UDP segments over IP, a scenario which corresponds to a typical videoconferencing system [36] .
Four different error detection mechanisms were considered during simulation: 1) the error detection capabilities of the standard H.263++ decoder which relies on the syntax and semantic violations, 2) the bit-level error detection using UDP checksums and concealment of all the potentially corrupted GOBs as adopted in standard video transmission applications, 3) the proposed bit-level error detection algorithm using UDP checksums with an SVM as classifier module, and 4) the algorithm in 3) with the spatial feature-based classifier replacing the SVM. The MBs which were detected to be corrupted were concealed using the standard concealment method, which replaces the corrupted MBs with the motion compensated MBs from the previous frame. The motion vector was computed from the median of the motion vectors of the neighboring MBs. Fig. 7 illustrates the performance of these algorithms at different BERs.
From these figures, it is evident that the algorithms based on classification methods outperform the other two methods in terms of PSNR. These approaches achieve a significant gain in the quality of the reconstructed video sequences, with the SVM-based method achieving PSNR gains of up to 5.33 dB and 3.54 dB compared to the H.263++ standard decoder and the UDP-based checksum tests.
The proposed algorithm performs best in terms of PSNR for the Silent, News, and Foreman sequences. However, both the spatial feature-based method and the standard H.263++ decoder performed slightly better than the proposed algorithm for the Football sequence. This occurs because in the presence of fast moving objects and camera movements, the SVM classifier has a higher FDR and therefore conceals more uncorrupted MBs, resulting in a loss in PSNR. Moreover, the concealment method used does not perform well in the presence of fast moving objects and camera movements, and thus even if a corrupted MB is detected, the quality of the concealed frame will be relatively poor.
The proposed method with the SVM at its core still manages to outperform the other methods in the subjective quality experienced by the end-user. This can be observed in Fig. 8 , where the figures on the left indicate the region affected by transmission errors and that will be discarded and concealed by standard codecs. However, most of the MBs enclosed within a GOB are not corrupted and thus completed discarding the GOB generally reduces the quality of the reconstructed video sequence. To enhance the experience of the user, both the spatial and the SVM approaches try to conceal only those MBs which contain significant visual distortions. However, as shown in the central images, the spatial metric does not manage to detect a number of artifacts. This deficiency is corrected by the SVM solution, as illustrated in the right images and summarized in Table IV , where the major visually impaired regions are generally detected. This significant gain in error detection rate over the spatial metric approach corresponds to a gain in QoE.
These results confirm that although applying the SVM may result in more false detections compared to the AIDB, spatial feature, and FDA, which in turn may result in a loss in PSNR, most of the time, better subjective quality is experienced when concealing a few uncorrupted MBs rather than leaving corrupted MBs which provide major visual distortions pass undetected. Furthermore, the FDR of the SVM is relatively small compared to the other machine learning algorithms considered in this work and is bounded within potentially corrupted GOBs. This paper has presented a novel solution which can be used to enhance the QoE through improved error detection capabilities within standard H.263++ decoders. This solution manages to achieve an overall error detection rate of 97.8% by adopting an SVM classifier at its core. In addition, since all classification methods provide false positives, a bit-level error detection mechanism which flags the GOBs which are potentially corrupted is implemented before the SVM. This ensures that the SVM classifier is only applied to the potentially corrupted GOBs, limiting the propagation of false detections. Therefore, the quality experienced when transmitting over an error-free channel is not degraded.
The performance of the proposed algorithm was found to outperform other error detection mechanisms adopted by the standard decoders. The algorithm ensures that only visually distorted MBs are concealed compared to standard techniques that conceal all corrupted packets. This solution has produced PSNR gains of up to 5.33 dB compared to the standard. The result is even more impressive when the video quality is evaluated subjectively, since almost all the MBs which provide major visual distortions are detected and concealed. The results presented in this paper are based on the H.263++ codec; however, similar performance is expected when the algorithm is applied to other video codecs in other video compression standards.
