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GLOBAL EXISTENCE OF SOLUTIONS
TO THE INCOMPRESSIBLE NAVIER-STOKES-VLASOV EQUATIONS
IN A TIME-DEPENDENT DOMAIN
LAURENT BOUDIN, CÉLINE GRANDMONT, AND AYMAN MOUSSA
Abstract. In this article, we prove the existence of global weak solutions for the in-
compressible Navier-Stokes-Vlasov system in a three-dimensional time-dependent domain
with absorption boundary conditions for the kinetic part. This model arises from the
study of respiratory aerosol in the human airways. The proof is based on a regularization
and approximation strategy designed for our time-dependent framework.
1. Introduction
The collective motion of a dispersed phase of small particles inside a fluid is often de-
scribed using the so-called spray or fluid-kinetic models, first introduced in the combustion
theory framework [38] (see also [34, 18, 16]). In such models, one couples a kinetic equa-
tion with fluid mechanics equations. The fluid unknowns are the standard macroscopic
quantities (mass density, velocity, for instance), and the dispersed phase is represented
thanks to a distribution function. When one considers thin sprays, the fluid and kinetic
equations are coupled through a drag term. This term depends on the fluid unknowns,
the distribution function and their variables, and allows momentum and energy exchanges
between both continuous and dispersed phases. Note that, with more dense (thick) sprays,
the fluid volume fraction also appears in the equations, see [8] for instance.
The model investigated in this article, the incompressible Navier-Stokes-Vlasov system
in a time-dependent domain, arises to study the transport and deposition of a therapeutic
aerosol in a Newtonian, viscous, incompressible airflow, inside the human upper airways.
The blueprints of the model were presented, in the aerosol therapy context, in [2, 20], and
the extensive model was eventually written in [9].
The fluid-kinetic models have been studied from a mathematical point of view for two
decades or so. They depend on the physical phenomena we take into account, such as the
fluid compressibility or viscosity, the particle transport, the interactions of the particles
with the fluid or the wall, the time dependence of the domain, etc. We focus on systems
where only mass and momentum are exchanged. The case with energy exchanges is, for
instance, discussed in [6].
In the compressible case, up to our knowledge, [3] is the first contribution, for the
coupled compressible Euler-Vlasov system, where Baranger and Desvillettes obtain the
local-in-time existence of classical solutions. Mathiaud [28] obtains the same kind of
result for the Euler-Vlasov-Boltzmann system. For the compressible Navier-Stokes-Vlasov-
Fokker-Planck system, in [29], Mellet and Vasseur prove global existence of weak solutions,
and provide an asymptotic analysis for the system in [30]. More recently, Chae, Kang and
Lee [14] and Li, Mu and Wang [26] investigate, among other topics, the existence of global
strong solutions close to the equilibrium.
There has been more mathematical contributions in the incompressible case, starting
with [1, 25]. In [7], the authors of the present article prove, with Desvillettes, the global
existence of weak solutions to the incompressible Navier-Stokes-Vlasov equations in a
periodic framework. The result is extended to the bounded domain case in [39]. The
present work then appears as a natural continuation of those previous articles, with the
This work was partially funded by the French ANR-13-BS01-0004 project Kibord headed by
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additional difficulty of the time-dependent domain, which was not tackled yet, up to our
knowledge. It also involves absorption boundary conditions for the distribution function,
which are expected when dealing with depositing aerosols. Those boundary conditions
induce extra difficulties to deal with, when compared to the periodic or whole-space cases.
Note that Goudon, Jabin and Vasseur [23, 24] investigate the hydrodynamic limit of the
Vlasov-Navier-Stokes system, for some particular regimes of the dispersed phase. We also
mention a particular model [33] of inviscid fluid-particles, where the drag force is replaced
by a lift force.
Various other problems in the incompressible case have also been investigated. Goudon,
He, Moussa and Zhang [22] establish the global existence of strong solutions near the equi-
librium for the incompressible Navier-Stokes-Vlasov-Fokker-Planck system, whereas Car-
rillo, Duan and Moussa [12] studied the corresponding inviscid case. The global existence
of weak and classical solutions for the Navier-Stokes-Vlasov-Fokker-Planck equations in a
torus is investigated by Chae, Kang and Lee in [13]. If the fluid is inhomogeneous, Wang
and Yu [37] prove the existence of global weak solutions to the Navier-Stokes-Vlasov equa-
tions. Eventually, Benjelloun, Desvillettes and Moussa [5] consider the formal asymptotic
limit of the incompressible Vlasov-Navier-Stokes system with a fragmentation kernel, and
prove the existence of global weak solutions for the resulting system, which shares some
ties with the one considered in [37].
The article is organized as follows. In the next section, we present our problem in the
time-dependent domain, state the main result, and discuss the proof strategy such as how
we build an approximated problem to first deal with. Then, in Section 3, we recall some
standard results on transport equation of Vlasov type in bounded domains and extend a
result from [11] to the case of a moving and unbounded domain. Section 4 is dedicated
to the proof of existence of solutions to the approximated problem. Finally, in the last
section, we go back to the whole problem by passing to the limit in the approximated one
as the regularization parameters vanish, using, in particular, an Aubin-Lions lemma-like
result from [32].
2. Presentation of the problem
We investigate the interaction of a size-monodispersed aerosol with a Newtonian, viscous
and incompressible fluid. The evolution of this system is studied in a time-dependent
domain.
Consider a finite constant T > 0, bounded an open set Ω ⊂ R3, and an open ball B
such that Ω ⊂ B. We assume that Ω has a Lipschitz boundary.
Define a mapping A ∈ C 2(R+ × R
3;R3), (t,x) 7→ A(t,x) = At(x) such that, for each
t ≥ 0, At is a C
1-diffeomorphism, At = IdR3 on B
c, and A0 = IdR3 . The time-dependent
bounded open domains Ωt, 0 ≤ t ≤ T , are obtained as Ωt = At(Ω), and clearly satisfy








Moreover, for all t ∈ [0, T ], we denote by nt the outgoing unit normal vector field of ∂Ωt.
Finally, we introduce w, the Eulerian velocity associated to the flow t 7→ At, characterized
by
∂tA(t,x) = w(t,At(x)), (t,x) ∈ [0, T ] × R
3.
Note that the assumptions on At imply that w ≡ 0 on (0, T ) × B
c. Without loss of
generality, we assume that divxw = 0, which is equivalent to assume that the Jacobian of
the transformation At does not depend on t. Besides, we need to introduce the following
phase-space boundaries for the aerosol
Σ̂ = Γ̂ × R3,
Σ̂± = {(t,x, ξ) ∈ Σ̂ | ± (ξ −w(t,x)) · nt(x) > 0},
Σ̂0 = {(t,x, ξ) ∈ Σ̂ | (ξ −w(t,x)) · nt(x) = 0},
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and, for any t,
Σ̂±t = {(x, ξ) ∈ ∂Ωt × R
3 | ± (ξ −w(t,x)) · nt(x) > 0}.
The fluid is described via macroscopic quantities, pressure p(t,x) and velocity u(t,x),
thanks to the classical incompressible Navier-Stokes equation, with constant density and
viscosity both chosen equal to 1,
(1)
(2)
∂tu+ u · ∇xu+ ∇xp− ∆xu = F in Ω̂,
divx u = 0 in Ω̂,
where F is the action of the aerosol on the fluid that will be defined later on. We prescribe
the following Dirichlet boundary conditions
(3) u = w in Γ̂.
The aerosol is described through a density function f(t,x, ξ), which solves a Vlasov-like
equation
(4) ∂tf + ξ · ∇xf + ∇ξ · [Af ] = 0 in Ω̂ × R
3,
where A is the drag acceleration exerted by the fluid on the particles. We prescribe the
following absorption boundary conditions for the aerosol:
(5) f = 0 in Σ̂−.
The coupling terms A and F, which respectively depend on (t,x, ξ) and (t,x), are
defined by




The system is eventually supplemented with initial conditions for u and f which are
(7)
(8)
u(0, ·) = uin, in Ω,
f(0, ·, ·) = fin, in Ω × R
3.
As usual in the framework of fluid-kinetic coupling, we may compute, at least formally,
an energy equality reflecting the dissipation of energy and the exchange between the two












We multiply equation (1) by u −w and integrate over Ωt (t is fixed). After integration





















u · ∂tw −
∫
Ωt




∇xu : ∇xw −
∫
Ωt×R3
(u−w) · (u− ξ)f.
We then multiply (4) by |ξ|2/2 and integrate on Ωt ×R
















f |ξ|2(w − ξ) · nt.
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u · ∂tw −
∫
Ωt




∇xu : ∇xw +
∫
Ωt×R3





f |ξ|2(w − ξ) · nt,












Assuming f to be nonnegative, we note that
∫
Ωt×R3


































u · ∂tw −
∫
Ωt
(u · ∇xw) · u+
∫
Ωt






We deduce, thanks to Young’s inequality, using the regularity of w, and integrating over
[0, t],























where C > 0 is a universal constant and Cw > 0 is a constant depending on the domain
velocity w. Moreover, integrating (4) on Ωt × R








































so that, thanks to Gronwall’s lemma, we infer











f |u− ξ|2 ≤ (C Eu,f (0) + Cw,finT )e
T 2C
w,fin .
The previous energy inequality, together with equation (2) motivates the introduction of
several function spaces. Set, for the fluid part,
L2(0, T ; H1(Ωt)) = {ψ ∈ L
2(Ω̂) | ∇xψ ∈ L
2(Ω̂)},
V = {ψ ∈ L2(0, T ; H1(Ωt)) | divxψ = 0},
V0 = {ψ ∈ V |ψ = 0 on Γ̂},
V = {ψ ∈ C 1( Ω̂ ) | divxψ = 0 on Ω̂, ψ = 0 on Γ̂}.
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Note that V0 is the closure of V in L
2(0, T ; H1(Ωt)). For any function (scalar or vector-
valued) g defined on Ω̂, we denote by g the extension (in the space variable) by 0 of g on
(0, T ) × R3. For the kinetic part, we now set, for any p ∈ [1,∞],
L∞(0, T ; Lp(Ωt × R
3)) = {f measurable | f ∈ L∞(0, T ; Lp(R3 × R3))},
W = {φ ∈ C 1c (Ω̂ × R
3) |φ = 0 on Σ̂+ ∪ Σ̂0}.
For any function h : Ω̂ × R3 → R+ and α ∈ R+, we further introduce the following
notations on the moments of h which will be useful in the study of the Vlasov equation.











In particular, we recall a standard interpolation estimate, see [25] for instance:
Lemma 2.1. Let β > 0, and h be a nonnegative function in L∞(Ω̂ × R3) such that













Let us now give the assumptions on the initial data and the domain motion:
Assumption 2.1. uin ∈ L
2(Ω), divx uin = 0, and uin · n0 = w(0, ·) · n0 on ∂Ω.
Assumption 2.2. fin is nonnegative, fin ∈ L
∞(Ω × R3), fin(1 + |ξ|
2) ∈ L1(Ω × R3).
Weak solutions of the coupled problem are defined as follows.
Definition 2.1. We say that a couple (u, f) is a weak solution of system (1)–(5) with
initial datum (uin, fin) if the following conditions are satisfied:
• u ∈ L∞(0, T ; L2(R3)),
• u−w ∈ V0,
• f ∈ L∞(0, T ; L∞(R3 × R3)) ∩ C 0([0, T ]; Lp(R3 × R3)), for all p ∈ [1,∞),
• f(1 + |ξ|2) ∈ L∞(0, T ; L1(R3 × R3)),
• for all ψ ∈ V , for a.e. t ∈ [0, T ],
∫
Ωt





































The main result of this paper is the following
Theorem 2.1. Under Assumptions 2.1–2.2, there exists at least one weak solution (u, f)
to (1)–(8) in the sense of Definition 2.1.
The proof follows a standard scheme: introduction of an approximated system, itself
solved through a fixed-point procedure.
Let us explain how we obtain the approximated system. First, we regularize the con-
vection term in the Navier-Stokes equations. Then, in order to work in the cylindrical
domain B̂ containing the non-cylindrical domain Ω̂, we add a penalty term in (1), as in
[19]. Since the relative velocity term u − ξ governs the coupling of the system through
(6), to be able to apply standard existence results for the Navier-Stokes equations, we
are led to truncate the right hand side of (1). Moreover, to preserve the energy estimate
of the coupled approximated system, the same truncation is performed in (4). We thus
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introduce an odd, increasing and bounded function χ ∈ C ∞(R), satisfying 0 ≤ χ(z) ≤ z
for any z ≥ 0, and we use the abuse of notation χ(z) = (χ(z1), χ(z2), χ(z3)), when z ∈ R
3.




∂tu+ (u ⋆ ϕ) · ∇xu+ ∇xp− ∆xu+ λ1B̂\Ω̂(u−w) =
∫
R3
fχ(ξ − u) in B̂,
divx u = 0 in B̂,
∂tf + ξ · ∇xf + ∇ξ · [χ(u− ξ)f ] = 0 in Ω̂ × R
3.
In (11), λ > 0 is the penalty parameter and ϕ denotes an element of D(R3), the convolution
product of the convection velocity being made in x only. The previous system is completed
with the following boundary conditions: homogeneous Dirichlet boundary conditions for
u on (0, T ) × ∂B and (5) for f . The initial data are also extended and/or regularized, to
ensure that, at least, they satisfy the following assumptions.
Assumption 2.3. uin ∈ H
1
0(B) and divx uin = 0,
Assumption 2.4. fin is nonnegative, has a compact support in ξ, fin ∈ L
∞(Ω × R3) ∩
L1(Ω × R3).
The existence of weak solutions to (11)–(13) is obtained thanks to Schaefer’s fixed point
theorem (for the proof, see, for instance, [21, Theorem 11.6, p.286]) which we here recall,
for the sake of completeness.
Theorem 2.2. Let E be a Banach space and Θ : E × [0, 1] → E a continuous mapping
sending bounded subsets of E × [0, 1] on relatively compact subsets of E. Denoting Θσ =
Θ(·, σ), if Θ0 = 0 and the set of all the fixed points of the family (Θσ)σ∈[0,1] is bounded in
E, then Θ1 has at least one fixed point in E.
We choose E = L2(0, T ; H10(B)), and define the mapping Θ : E × [0, 1] → E in the
following way. Starting from u ∈ E, we define fu as the unique weak solution of (13),











∂tũσ + (ũσ ⋆ ϕ) · ∇xũσ + ∇xp− ∆xũσ = σSχ(u) − λσ1B̂\Ω̂(u−w) in B̂,
∇x · ũσ = 0 in B̂,
ũσ = 0 on (0, T ) × ∂B,
ũσ(0) = σuin in B,
where uin satisfies Assumption 2.3. Eventually, Theorem 2.2 is used for the mapping
Θ : E × [0, 1] → E, (u, σ) 7→ ũσ.
Now that we have introduced the approximated problems, let us describe more precisely
the main steps and the difficulties in the existence proof. We first deal with the Vlasov
equation (13) with absorption boundary conditions, and a non smooth drag acceleration
in a time-dependent domain. Consequently, the solution to (13), together with its trace
on the boundary Σ̂−, can be defined in a weak sense, following the arguments developped
in [10, 11] and extended to our time-dependent domain setting. In particular, the use of
renormalization theory is crucial to ensure uniqueness of solutions, and strongly relies on
the regularity of χ(u−ξ). The study of the incompressible Navier-Stokes system in a time-
dependent domain is more standard, see for instance [19, 35]. Nevertheless, because of the
time dependence of the domain, a special care to apply or adapt the Aubin-Lions lemma
is required to prove the needed compactness on the fluid velocity field and to take the
limit in the sequence of approximated problems as the regularization parameters vanish.
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Here we choose to apply a result obtained in [32]. Note finally that, as in [1, 13], the
approximation strategy preserves the energy estimate satisfied by the full coupled system.
In particular, it ensures that the set of fixed points of the mappings Θσ is bounded in E.
3. Vlasov’s equation in a moving domain




∂tf + ξ · ∇xf + ∇ξ · (fG) = 0 in Ω̂ × R
3,
f = 0 in Σ̂−,
f(0, ·) = f0 in Ω × R
3,
where the vector field G(t,x, ξ) and the initial datum f0(x, ξ) are given. In this section,
we aim to obtain an appropriate functional setting in order to define weak solutions to
(19)–(21) and prove their existence and uniqueness. For uniqueness and to give a weak
sense to the trace on Σ̂, we closely follow the approach developped by Boyer in [10] and
adapt it to our time-dependent domain. As for the existence, we follow the standard
characteristic method together with a regularization procedure of the field G.
The first subsection is devoted to the definition and existence of weak solutions to (19)–
(21). Next, we prove that the trace on Σ̂ of such solutions can properly be defined together
with a renormalized weak formulation satisfied by any bounded weak solution. Uniqueness
is then obtained, strongly relying on the renormalized weak formulation satisfied by the
trace.
3.1. Existence of solution. We only consider the case of bounded solutions and assume
that G ∈ L1(0, T ; W1,1
loc
(B × R3)), divξ G ∈ L
∞(0, T ; L∞(B × R3)) and f0 ∈ L
1(Ω × R3) ∩
L∞(Ω × R3). We introduce the following definition:
Definition 3.1. A function f ∈ L∞(Ω̂ × R3) is a weak solution of (19)–(21) if, for any










Remark 3.1. Note that the previous kind of solution is weaker than the one introduced
for f in Definition 2.1. Indeed, the latter included some continuity in time and a larger
set of test functions. Nevertheless, the arguments of Subsection 3.2 enable to prove that
both definitions are in fact equivalent.
Let us first consider a vector field G defined in the whole space and regular enough,
namely G ∈ C 0(R; W1,∞(R3 × R3)). With this regularity, the Cauchy-Lipschitz theorem
allows us to define global characteristic curves associated to the field (ξ,G). More precisely,









(t) = G(t,xs(t), ξs(t)),
(xs(s), ξs(s)) = (x, ξ).
We denote the associated curve by t 7→ Ts,t(x, ξ) = (xs(t), ξs(t)). For (t,x, ξ) ∈ Ω̂ × R
3,
let us then consider the retrograde outgoing time
τ−(t,x, ξ) = inf{s ≤ t | ∀σ ∈ [s, t],Tt,σ(x, ξ) ∈ Ωσ × R
3}.
In that case, we can define, for (t,x, ξ) ∈ Ω̂ × R3,
(23) f(t,x, ξ) = eh(t,x,ξ)f0(Tt,0(x, ξ))1τ−<0(t,x, ξ),
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where h is the solution in (0, T )×R3 ×R3 of the following transport equation with a source
term
∂th+ ξ · ∇xh+ G · ∇ξh = divξ G
with initial condition h(0, ·) = 0. One can check, thanks to quite straightforward though
tedious computations, that the function defined in (23) is a weak solution of (19)–(21)
in the sense of Definition 3.1. The existence of weak solutions to the transport equation
with absorption boundary conditions based on formula (23) is investigated in [4] when the
domain is bounded and the field G is regular using the semigroup theory, whereas the
Vlasov equation case is studied in [31] when G is not regular, but only depends on t and
x. Note that Boyer and Fabrie [11] follow another strategy to obtain the existence of weak
solutions, which is based on a parabolic regularization of the transport equation.




T‖ divξ G‖L∞(0,T ;L∞(B×R3))
)
‖f0‖L1(Ω×R3)∩L∞(Ω×R3).
If G ∈ L1(0, T ; W1,1
loc
(B×R3)), with divξ G ∈ L
∞(0, T ; L∞(B×R3)), it can be approximated
in L1loc(B̂ × R
3) by a sequence (Gk) lying in D([0, T ] × R
3 × R3). Furthermore, (Gk) can
be chosen such that ‖ divξ Gk‖L∞(0,T ;L∞(R3×R3)) ≤ ‖ divξ G‖L∞(0,T ;L∞(B×R3)). Letting k
go to +∞, we obtain the following
Proposition 3.1. If G ∈ L1(0, T ; W1,1
loc
(B × R3)) is such that divξ G ∈ L
∞(0, T ; L∞(B ×
R
3)), then, for any f0 ∈ L
1(Ω × R3) ∩ L∞(Ω × R3), there exists at least one weak solution




T‖ divξ G‖L∞(0,T ;L∞(B×R3))
)
‖f0‖L1(Ω×R3)∩L∞(Ω×R3).
Remark 3.2. It is clear from the previous proof that the assumption G ∈ L1(0, T ; W1,1
loc
(B×
R3)) can be replaced by G ∈ L1(0, T ; L1loc(B×R
3)). However, the stronger assumption on G
is crucial in the next subsection, where we define the trace of the solution on the boundary.
Remark 3.3. If G ∈ L1(0, T ; L∞(B ×R3)) and if f0 has a compact support in ξ, then the
weak solution f to (19)–(21) also has a compact support in ξ. It is clear in the regularized
case, when f is given by (23). Moreover, the support of f in ξ can be chosen independently
from the regularization parameter thanks to the assumption G ∈ L1(0, T ; L∞(B × R3)).
Consequently, the property still holds at the limit. It will be useful to obtain a priori
estimates for the regularized coupled problem involving moments of f .
3.2. Trace theorem. Let us first state a trace theorem which holds for bounded solutions
of transport equations in bounded domains. A first version of this theorem has been
established by Boyer [10, Theorem 3.1], we here use the more general version presented
in [11]. Note nevertheless that we do not state that theorem in its whole generality. We
choose to adapt it to our framework.
Theorem 3.1. Consider a Lipschitz bounded open set O ⊂ Rd. Assume that a ∈
L1(0, T ; W1,1(O)) such that div a ∈ L1(0, T ; L∞(O)). Let ρ ∈ L∞((0, T ) × O) be a dis-
tributional solution of the following transport equation
∂tρ+ div(aρ) = 0, in (0, T ) ×O.
Then ρ ∈ C 0([0, T ]; Lp(O)) for all p ∈ [1,∞), and admits a well-defined trace γρ on
(0, T ) × ∂O: it is the only element of L∞((0, T ) × ∂O, |dµa|) with dµa = a ·n dσ dt, which
satisfies, for any test function ϕ ∈ D(R × Rd), any real-valued function β ∈ C 1(R), and
INCOMPRESSIBLE NAVIER-STOKES-VLASOV EQUATIONS IN A TIME-DEPENDENT DOMAIN 9























β(γρ)ϕ a · n.
Here we need to generalize this result to our non-cylindrical and unbounded setting. In
this case, the theorem we obtain writes
Theorem 3.2. Assume that f ∈ L∞(Ω̂ × R3) is a solution of
(26) ∂tf + ξ · ∇xf + divξ(Gf) = 0 in D
′(Ω̂ × R3),
where G ∈ L1(0, T ; W1,1
loc
(B ×R3)). Then, for all p ∈ [1,∞), f ∈ C 0([0, T ]; Lploc(R
3 ×R3)).
Moreover the trace of f on Γ̂ is well-defined: it is the unique element γ̂f ∈ L∞(Γ̂) satisfying
for any test function ψ ∈ D(R × R3 × R3), all real-valued function β ∈ C 1(R), and all
























β(γ̂f)ψ (ξ −w) · nt.
Remark 3.4. Following [11, Corollary VI.1.5], β can be chosen continuous and piecewise
C 1. Indeed, from (26), we can prove that, for any α and for any test function ψ ∈
D(R × R3 × R3), ∫
Ωt×R3
ψ 1f=α f divξ G = 0.
Remark 3.5. Note that, in the boundary term (27), the velocity w appears because of
our time-dependent domain setting. However, the case w = 0, which corresponds to a
cylindrical setting, does not fall directly into the scope of Boyer’s theorem because Ω × R3
is not bounded. Consequently, one of the main step of the proof will be to generalize
Theorem 3.1 for O = Ω × R3.
Proof. Since we deal with a time-dependent domain, we perform a change of variables
in order to work in a cylindrical domain. We associate to f a function g defined in the
reference domain as follows:
(28) g(t,y, ξ) = f(t,At(y), ξ), a.e. (t,y, ξ) ∈ (0, T ) × Ω × R
3.
The fact that f ∈ L∞(Ω̂ × R3) implies that g ∈ L∞((0, T ) × Ω × R3). In the same way as
in (28), we set
K(t,y, ξ) = G(t,At(y), ξ), a.e. (t,y, ξ) ∈ (0, T ) × Ω × R
3.
Since f solves (26), we have
∂tg + (ξ − v) · (Cof(∇yAt)∇y) g + divξ(Kg) = 0 in D
′((0, T ) × Ω × R3),
where v is the domain Lagrangian velocity, i.e.
v(t,y) = w(t,At(y)), for any (t,y) ∈ (0, T ) × Ω,
and Cof(∇yAt) denotes the cofactor matrix of ∇yAt. Thanks to the additional assump-
tion divxw = 0 on the domain Eulerian velocity w, we have divy(Cof(∇yAt)
⊺v) = 0.
Moreover, Piola’s identity ensures that divy(Cof(∇yAt)) = 0 (see [15]). Consequently,
introducing the new variable z = (y, ξ) ∈ Ω × R3 and considering the vector field
(29) a(t,z) = ((Cof(∇yAt))
⊺(ξ − v),K)⊺ ,
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the previous equation may be written, in D ′((0, T ) × Ω × R3),
(30) ∂tg + divz(ag) = 0.
We cannot directly apply Theorem 3.1 because Ω × R3 is not bounded. Let us use
Boyer’s theorem for O = OR, where R > 0, OR = Ω × BR and BR is the open ball of
radius R > 0 centred at 0. It is possible because g also solves (30) in D ′((0, T ) × OR)
and g ∈ L∞((0, T ) × OR). We thus infer that g ∈ C
0([0, T ]; Lp(OR)) for p ∈ [1,∞) and
for all R > 0, so that g ∈ C 0([0, T ]; Lploc(Ω × R
3)). Consequently, going back to the
non-cylindrical domain, we get f ∈ C 0([0, T ]; Lploc(R
3 × R3)).
Next, we would like to define the trace of g on (0, T ) × ∂Ω × R3. Using, once again,
Theorem 3.1 in (0, T )×OR, we get existence and uniqueness of the trace γRg in L
∞((0, T )×
∂OR, |dµa,R|) such that (25) holds with ρ = g and O = OR. Note that ∂OR = (∂Ω ×
BR) ∪ (Ω × ∂BR). We restrict ourselves to the space part of the boundary ∂Ω × BR, on
which dµa,R does not depend on R and equals
(31) dµa = (n0,0)
⊺ · a dσ dξ dt = (ξ − v) · Cof(∇yAt)n0 dσ dξ dt.
The uniqueness of the trace implies that, for any R′ > R,
(γRg)|(0,T )×∂Ω×BR = (γR′g)|(0,T )×∂Ω×BR in L
∞((0, T ) × ∂Ω ×BR, |dµa|).
Since dσ dξ dt-almost everywhere, we have (ξ−v) ·Cof(∇yAt)n0 6= 0 on (0, T )×∂Ω×BR,
we have L∞((0, T ) × ∂Ω ×BR, |dµa|) ⊂ L
∞((0, T ) × ∂Ω × BR) and the previous equality
also holds in the latter space. It is hence possible to define, without ambiguity, an element
γg ∈ L∞
loc
([0, T ] × ∂Ω × R3) by
γg = γRg on [0, T ] × ∂Ω ×BR, ∀R > 0.




γg(t,y, ξ) = γ̂f(t,At(y), ξ).
The next step consists in proving the weak renormalized formulation (27), which ensures
that γ̂f is, in fact, the trace of f on Γ̂. We first check that g satisfies the same type of
equality as (25) on (0, T ) × Ω × R3. Note that, for any ϕ ∈ D(R × R3 × R3), the support






















β(γg)ϕ (ξ − v) · a · (n0,0)
⊺.


























β(γg)ϕ (ξ − v) · Cof(∇yAt)n0.
Thanks to a density argument, (32) is still satisfied if ϕ is only C 1c (R × R
3 × R3).
The final step consists in going back to the time-dependent domain in order to define
the trace of f and altogether obtain the weak formulation (27). For any fixed t ≥ 0 and
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any given function ζ defined on ∂Ωt, thanks to [15], and with obvious notations, we have
(whenever the integrals make sense)
∫
∂Ω




Consequently, since g is the image of f by the mapping At, from (33), we easily obtain (27)
by applying the change of variables x = At(y). At this stage, this weak formulation (27) is




Since At is a C
1-diffeomorphism of R3, (27) actually holds for any test function ψ ∈
C 1c (R×R
3 ×R3). To end the proof of the theorem, we just have to check that the trace γ̂f
belongs to L∞(Γ̂). In the same way as in [10], we choose an appropriate renormalization
function β. Since f ∈ L∞(Ω̂×R3), there exist two real numbers c1, c2 such that c1 ≤ f ≤ c2
a.e. on Ω̂ × R3. We choose β ∈ C 1(R) such that β(x) = 0 if and only if x ∈ [c1, c2]. For
such a β, the weak formulation (27) leads to
∫
Γ̂
β(γ̂f)ψ (ξ −w) · nt = 0, ∀ψ ∈ C
1
c (R × R
3 × R3).
This implies that β(γ̂f)(ξ −w) · nt = 0 a.e. on Γ̂. But (ξ −w) · nt 6= 0 a.e. (this is the
counterpart of the already used property (ξ − v) · Cof(∇yAt)n0 6= 0 a.e.), so that we get
β(γ̂f) = 0 a.e., and thus c1 ≤ γ̂f ≤ c2 a.e. Finally, the uniqueness of γ̂f in L
∞(Ω̂ × R3)
is straightforward. 
Remark 3.6. If f ≥ 0 almost everywhere, following the above argument and taking c1 = 0,
we can prove that γ̂f ≥ 0 almost everywhere.
Remark 3.7. Note that, thanks to the just proved renormalized weak formulation (27),
any weak solution f of (19)–(21) in the sense of Definition 3.1 satisfies γ̂f = 0 on Σ̂−.
3.3. Uniqueness. In this subsection, we prove uniqueness of the weak solution of (19)–
(21). The following result holds.
Proposition 3.2. Consider a weak solution f ∈ L∞(0, T ; L1(R3×R3))∩L∞(0, T ; L∞(R3×
R
3)) to the system (19)–(21) in the sense of Definition 3.1 with f0 ≡ 0. Assume that
G ∈ L1(0, T ; W1,1
loc
(B × R3)), divξ G ∈ L




∈ L1(0, T ; L1(B × R3)) + L1(0, T ; L∞(B × R3)).
Then f ≡ 0.
Proof. The proof follows the strategy developped in [17] and later used for instance in [31,
10]. The main idea is to use the renormalized weak formulation obtained in Theorem 3.2.
Let f be a bounded weak solution of (19)–(21) in the sense of Definition 3.1 with f0 ≡ 0.
Following Remark 3.7, γ̂f = 0 on Σ̂−. Next, we choose appropriate test and renormalized
functions in formulation (27). Thanks to Remark 3.4, we can choose β(z) = |z|. Let
us also consider a nonnegative test function ϕ ∈ D(R3), only depending on the velocity
unknown ξ, such that ϕ ≡ 1 if |ξ| ≤ 1 and ϕ ≡ 0 if |ξ| ≥ 2. Then we set ϕR(ξ) = ϕ(ξ/R)














|f | G · ∇ξϕR.


























The last integral vanishes when R goes to +∞, thanks to the assumptions on both f and
G. That eventually implies that f(t1, ·) = 0 for any t1, and consequently f ≡ 0. 
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In the next section, we apply the previous results to Eqn. (13) with G(t,x, ξ) =
χ(u(t,x) − ξ).
4. Existence of solutions to the approximated problem
We want to prove that the approximated problem (11)–(13), supplemented with homo-
geneous Dirichlet boundary conditions for u on (0, T ) × ∂B and (5) for f , and initial data
satisfying Assumptions 2.3–2.4, has at least one weak solution.
We must check that the mapping Θσ is well defined for any σ ∈ [0, 1]. Choose u ∈ E.
We first prove that there exists a unique fu solution of (13), with absorption boundary
conditions and initial datum satisfying Assumption 2.4, such that fu ∈ L
∞(0, T ; L1(R3 ×
R
3))∩L∞(0, T ; L∞(R3×R3)). To do so, we just have to verify that G(t,x, ξ) = χ(u(t,x)−
ξ) has the required regularity properties. Since u ∈ E and thanks to the properties of
χ, it is clear that G ∈ L1(0, T ; W1,1
loc
(B × R3)). Because of the asymptotical properties
of χ, χ′ is bounded on R, which obviously implies that divξ G ∈ L
∞(0, T ; L∞(B × R3)).










for some constant C. The previous estimate clearly allows to obtain (34). Having existence
and uniqueness of fu allows to focus on the approximated Navier-Stokes equations (15)–
(18).
In (15), we need to prove that the right-hand side term σSχ(u) − λσ1B̂\Ω̂(u −w) lies
in L2((0, T ) × B)). The penalty term clearly belongs to L2((0, T ) × B)), because of the
regularity of u and w, and satisfies
(35) ‖λσ1
B̂\Ω̂
(u−w)‖L2((0,T )×B) ≤ |λ|(‖u‖L2(0,T ;L2(B)) + ‖w‖L2(0,T ;L2(B))).
The regularity of Sχ(u) is also clear. Indeed, fu has a compact support in ξ, see Re-
mark 3.3, and lies in L∞(0, T ; L1(R3 × R3)) ∩ L∞(0, T ; L∞(R3 × R3)), with
(36) ‖fu‖L∞(0,T ;L1(R3×R3))∩L∞(0,T ;L∞(R3×R3))
≤ exp(3‖χ′‖L∞(R)T )‖fin‖L1(Ω×R3)∩L∞(Ω×R3).
Using (24) with G = χ(u − ξ), and since χ is a bounded function, that allows to state
that Sχ(u) ∈ L
2((0, T ) × B)), and
(37) ‖Sχ(u)‖L2((0,T )×B) ≤ CT ‖χ‖L∞(R) exp(3‖χ
′‖L∞(R)T )‖fin‖L1(Ω×R3)∩L∞(Ω×R3).
Note that the proof of the previous estimate strongly uses the compact support assumption
for fin. Consequently, since the convection velocity in (15) is regularized, we can apply
standard existence and regularity results which hold for the Stokes system [27, 36], namely,
there exists a unique solution ũσ ∈ H
1(0, T ; L2(B)) ∩ L2(0, T ; H2(B)) ∩ E to (15)–(18),
which continuously depends on the data of the problem. That allows to define Θσ for any
σ ∈ [0, 1], and is useful to check the required properties to apply Schaefer’s fixed point
theorem to the mapping Θ.
Let us first prove that Θ sends bounded subsets on relatively compact subsets. Indeed,
using estimates (35)–(37) on the right-hand side of the regularized Navier-Stokes equation
(15), we have
(38) ‖ũσ‖L2(0,T ;H2(B))∩H1(0,T ;L2(B))
≤ C
(
‖u‖L2(0,T ;L2(B)), ‖uin‖H1(B), ‖fin‖L1(Ω×R3)∩L∞(Ω×R3)
)
,
where C also depends on χ, ϕ, λ, w and T . Consequently, the previous estimate and
the compact embedding of H1(0, T ; L2(B)) ∩ L2(0, T ; H2(B)) ∩E in E allow to obtain the
required relative compactness property.
INCOMPRESSIBLE NAVIER-STOKES-VLASOV EQUATIONS IN A TIME-DEPENDENT DOMAIN 13
Let us now focus on the continuity of Θ. Consider a sequence (un, σn)n∈N converging
towards (u, σ) in E × [0, 1] when n goes to +∞. Set ũn = Θσn(un) for any n. We
want to prove that (ũn) strongly converges in E towards ũ = Θσ(u). Thanks to (36),
(fun) is uniformly bounded in L
∞(0, T ; L1(R3 × R3)) ∩ L∞(0, T ; L∞(R3 × R3)). Up to
a subsequence, (fun) weakly-∗ converges in L
∞(0, T ; L∞(R3 × R3)), and (fun) weakly
converges in Lploc(Ω̂ × R
3), for any p ∈ (1,+∞). That allows us to pass to the limit in the
weak formulation (22) of Definition 3.1, which, as stated in Remark 3.1, is equivalent to the
one appearing in Definition 2.1. By uniqueness of the weak solution to the Vlasov equation,
the weak limit is fu, and the whole sequence (fun) converges. Thanks to estimate (38),
(ũn) is uniformly bounded in H
1(0, T ; L2(B)) ∩ L2(0, T ; H2(B)) ∩ E, and thus compact in
E. Hence, up to a subsequence, (ũn) strongly converges in E. We can then pass to the
limit in the regularized Navier-Stokes system, also using the convergences of (un), (σn)
and (fun). We obtain the continuity of Θ, again thanks to a uniqueness argument.
Eventually, let us prove that the set of all the fixed points of the family Θσ is bounded
in E. Consider σ ∈ [0, 1], and u ∈ E such that u = Θσ(u). To obtain the required
boundedness property, we derive a priori bounds for both fu and ũσ = u. Since fu
is currently compactly supported in ξ, we can rigorously apply (27) with G = χ(u − ξ),
β(z) = z and ψ = |ξ|2. We then obtain, also recalling the homogeneous boundary condition




















2(ξ −w) · ns,












fuξ · χ(u− ξ).



























(w − u) · u.
Then, multiplying (39) by σ, and adding (40), we obtain, since σ ∈ [0, 1], and thanks to





























































Gronwall’s lemma then ensures that u is bounded in E by a quantity which only depends
on the data of the problem and the regularization parameters.
Consequently, thanks to Schaefer’s theorem, we can state that Θ1 has a at least one
fixed point, which leads to the required existence result.
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5. Back to the whole system
The results obtained in Section 4 allows us to state the existence, for any n ∈ N∗, of




∂tu+ (u ⋆ ϕn) · ∇xu+ ∇xp− ∆xu+ n1B̂\Ω̂(u−w) =
∫
R3
χn(ξ − u)f in B̂,
divx u = 0 in B̂,
∂tf + ξ · ∇xf + ∇ξ · [χn(u− ξ)f ] = 0 in Ω̂ × R
3,
where (ϕn) is a mollifying sequence. The truncation functions χn satisfy the same assump-
tions as χ in the previous sections and are furthermore chosen such that (χn) converges to
the identity mapping on R when n goes to +∞. However, note that χn is not uniformly
bounded with respect to n. Moreover, the system is supplemented with regularized initial
conditions (see Assumptions 2.3–2.4)
u(0, ·) = unin in Ω, f(0, ·) = f
n
in in Ω × R
3.
The sequences (unin) and (f
n
in) are chosen such that (u
n
in|Ω) strongly converges to uin in
L2(Ω), that (fnin) strongly converges to fin in L
p(Ω × R3) for all 1 ≤ p < +∞, weakly∗
in L∞(Ω × R3), and that (M2f
n
in) is uniformly bounded with respect to n and strongly
converges to M2fin in L
∞(Ω).
Remark 5.1. Note that, for a given n, un is in fact a strong solution to the Navier-Stokes
equations, satisfied in L2(0, T ;L2(B)), whereas fn is only a weak solution of the Vlasov
equation in the sense of Definition 2.1.
We need to obtain, for the previous approximated coupled problem, an energy estimate
similar to (41), but which does not depend on the regularization parameter n. It relies on








(w − un) · un

















































Then we multiply (42) by w and integrate on B̂. After integration by parts on both
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If we add (45) to the previous estimate, we obtain, thanks to the inequality χn(z)
2 ≤



















































Since, for a given n, fn is compactly supported, we straightforwardly have, from the weak










































L2(B) + TCwM0fin + Cw.
Hence, thanks to Gronwall’s lemma, we get the following bound for (un) and (fn):
(47) ‖un‖L∞(0,T ;L2(B))∩L2(0,T ;H1(B)) + ‖M2fn‖L∞(0,T ) ≤ Cw(T, ‖uin‖L2(B),M0fin,M2fin),
where the constant depends on w, T , ‖uin‖L2(B), M0fin and M2fin.
Estimates (46)–(47) ensures that
(un) → w strongly in L
2(B̂ \ Ω̂).
The previous bounds also imply that there exists (u, f) such that u ∈ L∞(0, T ; L2(B)) ∩
L2(0, T ; H1(B)), f ∈ L∞(0, T ; L∞(R3 × R3) ∩ L1(R3 × R3)), and that the following weak
convergences hold, up to a subsequence:
un ⇀ u, ∇xun ⇀ ∇xu weakly in L
2(0, T ; L2(B)),
un ⇀ u weakly ∗ in L
∞(0, T ; L2(B)),
and
fn ⇀ f weakly ∗ in L
∞(0, T ; L∞(R3 × R3)).
Besides, to perform the asymptotics n → +∞ in the weak formulations of (42)–(44), in
particular to handle the convection and coupling terms, we need some strong convergence
on the fluid velocity. A standard way to obtain compactness is the Aubin-Lions lemma,
which requires uniform bounds on ∂tun. Nevertheless, because of the time dependence of
the domain and our approximation penalty strategy, this lemma cannot directly be applied
to (un). Various compactness proofs of the fluid velocity can be found, in the very same
context, for instance, in [19, 35]. Here we choose to apply [32, Theorem 4 and Remark
4.5].
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More precisely, we know, thanks to the energy estimate, that (un) is bounded in
L∞(0, T ; L2(B)) ∩ L2(0, T ; H10(B)). In order to apply [32, Theorem 4], we have to prove
two properties.
The first one is the compactness of the normal trace of (un) in L
2(0, T ; H−1/2(∂Ωt)).
This control is obtained since (un) strongly converges towards w in L
2(B̂ \ Ω̂), and the
normal trace operator on Γ̂ is continuous from {ψ ∈ L2(B̂ \ Ω̂) | divxψ ∈ L
2(B̂ \ Ω̂)} to
L2(0, T ; H−1/2(B \ Ωt)).













where C is a constant only depending on the data of the problem. This bound is obtained
using the weak form of the Navier-Stokes equations, and relies on the already derived
energy estimate, and on a uniform bound of (Sχn(un)). Since ψ is compactly-supported
in Ω̂, the integral involving the penalty term cancels. As for (Sχn(un)), we proceed as
follows. Recalling that |χn(z)| ≤ |z|, we have, almost everywhere,
|Sχn(un)| ≤ m1fn + |un|m0fn.
We know that (M2fn) is bounded in L
∞(0, T ) thanks to the energy estimate (47). Hence,
Lemma 2.1 ensures that (m1fn) and (m0fn) are respectively bounded in L
∞(0, T ; L5/4(B))
and L∞(0, T ; L5/3(B)). Since (un) is bounded in L
2(0, T ; H1(B)), which is continuously
embedded in L2(0, T ; L6(B)), we eventually get the boundedness of (Sχn(un)) in the space











where the last inequality is a consequence of the embedding of H2 in L∞ in three dimen-
sions.
This allows to let n go to +∞ in the weak formulation of the regularized coupled
system to obtain a weak solution to (1)–(5) as given in Definition 2.1. In particular, the
strong convergence of (un) enables to pass to the limit in the nonlinear terms (convection
and coupling terms). Moreover, we prove that M2f lies in L
∞(0, T ) by performing the
asymptotics in the energy estimate (47), following the very same method as in [7, p. 1268].
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