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PROPERTIES OF BEURLING-TYPE SUBMODULES VIA AGLER
DECOMPOSITIONS
KELLY BICKEL† AND CONSTANZE LIAW
Abstract. In this paper, we study operator-theoretic properties of the compressed shift
operators Sz1 and Sz2 on complements of submodules of the Hardy space over the bidisk
H2(D2). Specifically, we study Beurling-type submodules – namely submodules of the form
θH2(D2) for θ inner – using properties of Agler decompositions of θ to deduce properties of
Sz1 and Sz2 on model spaces H
2(D2)⊖θH2(D2). Results include characterizations (in terms
of θ) of when a commutator [S∗
zj
, Szj ] has rank n and when subspaces associated to Agler
decompositions are reducing for Sz1 and Sz2 . We include several open questions.
1. Introduction
1.1. Motivation. The Hardy space on the disk H2(D) has played a prominent role in de-
veloping both function and operator theory over the past century. Of particular importance
are its shift-invariant subspaces, which (as proved by Beurling in [10]) are always of the
form θH2(D) for an inner function θ. Indeed, the model theory of Sz.-Nagy-Foias [29] shows
that every completely non unitary contraction is unitarily equivalent to the compression of
multiplication by z on some Kθ ≡ H2(D)⊖ θH2(D), as long as θ can be operator-valued.
We are interested in generalizations of one variable Hardy space theory to the Hardy space
over the bidisk H2(D2). Substantial progress in this direction has been made by W. Rudin,
R.G. Douglas, M. Gadadhar, R. Yang and many others [18, 16, 17, 22, 27, 31, 32], who often
frame the important problems in terms of Hilbert submodules. In our situation, a Hilbert
submodule M in H2(D2) is a subspace that is invariant under multiplication by the two
independent variables z1 and z2, namely invariant under the Toeplitz operators Tz1 , Tz2 [18].
We are interested in Beurling-type submodules, namely those of the form:
M ≡ θH2(D2),
where θ is inner. As shown by Mandrekar in [26], these submodules are exactly the ones on
which Tz1 and Tz2 are doubly commuting. In analogy with one variable model theory, given
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Kθ ≡ H
2(D2)⊖ θH2(D2), we are particularly interested in the compressed shift operators:
Sz1 ≡ PθTz1|Kθ and Sz2 ≡ PθTz2 |Kθ ,
where Pθ denotes the projection onto Kθ and θ is inner. The case of general analytic contrac-
tions θ is quite involved even when we consider functions of only one complex variable. See
for example [15, 25], which concerns Clark theory in the general situation, and the references
therein.
The literature already contains a variety of results concerning commutators of Sz1, Sz2 and
their adjoints, as these operators are crucially related to both θ and the structure of Kθ.
For example, [18, 21, 22, 31, 32] contain interesting results concerning the behaviors of the
commutators
[Sz1 , S
∗
z2
] and [Sz1, Sz2].
However, the independent behavior of Sz1 or Sz2 is not completely understood. Some results
exist concerning the essential spectrum of these operators under additional conditions [32],
but in general, their operator theoretic properties and connections to θ are still mysterious.
The deepest such result (known by the authors) is due to Guo-Wang [20], which states: Sz1
and Sz2 are both essentially normal, (i.e. the commutators [S
∗
z1, Sz1] and [S
∗
z2, Sz2 ] are both
compact) if and only if θ is a rational inner function of degree at most (1, 1). Here, we say
that the degree of θ is (m1, m2), if we can write θ = p/q with polynomials p and q that share
no common factor where mj is the maximum degree of p and q in zj for j = 1, 2. In this
paper, we study the individual behavior of Sz1 and Sz2 on Kθ and in doing so, obtain a result
distinct from, but complementary to, the Guo-Wang theorem.
1.2. Main Idea. Our method of approach is the following: we disentangle the separate be-
haviors of Sz1 and Sz2 using canonical decompositions of Kθ into z1 and z2 invariant subspaces.
The existence of such decompositions follows immediately from the existence of Agler decom-
positions. Specifically, in 1990 [2], J. Agler showed that every analytic contraction θ on the
bidisk can be decomposed using two positive kernels K1, K2 : D
2 × D2 → C as follows:
1− θ(z)θ(w) = (1− z1w¯1)K2(z, w) + (1− z2w¯2)K1(z, w).
In [1], Agler used these kernels to generalize the classic Pick Interpolation Theorem to two
variable and in the interim, this kernel formula has been used frequently to both generalize
one variable results and address strictly multivariate questions on the polydisk as in [3, 4, 5,
6, 7, 9, 23].
In this paper, we study the connection between Agler kernels of θ and the operators Sz1, Sz2
on Kθ. Indeed, the question driving the majority of this paper is:
What do the Agler decompositions of θ imply about the operators Sz1 and Sz2 on Kθ?
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Notice that the formula defining Agler decompositions can be rewritten as follows:
(1)
1− θ(z)θ(w)
(1− z1w¯1)(1− z2w¯2)
=
K1(z, w)
1− z1w¯1
+
K2(z, w)
1− z2w¯2
,
which is equivalent to a decomposition of Kθ ≡ H2(D2)⊖θH2(D2) into a z1-invariant Hilbert
space and a z2-invariant Hilbert space; H
(
K1(z,w)
1−z1w¯1
)
and H
(
K2(z,w)
1−z2w¯2
)
, respectively, where
H(K) denotes the reproducing kernel Hilbert space with reproducing kernel K. We call
these spaces Agler subspaces of θ and the pair (K1, K2) Agler kernels of θ. Although these
kernels (Hilbert spaces) are rarely unique, each θ does possess two canonical decompositions
[12].
Namely, define Smax1 to be the largest subspace of Kθ invariant under multiplication by z1,
set Smin2 ≡ Kθ ⊖S
max
1 , and define S
max
2 , S
min
1 analogously. Then, the pairs (S
max
1 ,S
min
2 ) and
(Smin1 ,S
max
2 ) are Agler subspaces of θ and if we set
H(Kmaxj ) = S
max
j ⊖ zjS
max
j ;
H(Kminj ) = S
min
j ⊖ zjS
min
j ,
then (Kmax1 , K
min
2 ) and (K
min
1 , K
max
2 ) are pairs of Agler kernels of θ. This construction first
appeared in [8] and was further studied in [11, 12]. Our investigations are motivated by the
enlightening situation when θ is a product of one variable inner functions. In this case, we
can derive exact formulas for Kmaxj and K
min
j , which allow us to deduce numerous properties
about Sz1 and Sz2. Much of the paper involves the best-known generalizations of these results.
1.3. Outline of Paper. In Section 2, we restrict attention to θ that are products of one
variable inner functions φ and ψ. While many computations and constructions can be done
explicitly, this situation is quite non-trivial. We first obtain nice formulas for the Agler kernels
Kmaxj and K
min
j , which allow us to get explicit formulas for the compressed shifts Sz1 and
Sz2. A study of these formulas shows that the subspaces (S
max
1 ,S
min
2 ) are reducing for Sz1
and (Smin1 ,S
max
2 ) are reducing for Sz2 . For details, see Proposition 2.2. Further, interestingly,
the essential normality of Sz1 and Sz2 has a simple characterization in terms of the structure
of φ and ψ, see Proposition 2.3. We are also able to study the spectrum of Sz1 and Sz2 . The
results in this section provide motivation for the sections to come, where we obtain analogues
of both the essential normality result and the reducing subspaces result for more general inner
functions.
First, in Section 3, we obtain the following generalization of Proposition 2.3. The most
surprising outcome is that our generalized arguments now characterize finite rank, rather
than compactness, of the commutator. Specifically, we use Agler decompositions of θ to
establish:
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Theorem 1.1. Let θ in H2(D2) be inner. Then the commutator [S∗z1, Sz1] has rank n if and
only if θ is a rational inner function of degree (1, n) or (0, n).
Observe that this result complements the Guo and Wang result from [20] discussed ear-
lier. In fact, Theorem 1.1 together with Guo-Wang’s result implies that if Sz1 and Sz2 are
simultaneously essentially normal, then the two commutators are actually at most rank one!
Second, in Section 4 we study when Agler subspaces are reducing for either of the com-
pressed shifts. First, we determine conditions for the Agler subspaces
H
(
K1(z, w)
1− z1w¯1
)
and H
(
K2(z, w)
1− z2w¯2
)
to be reducing for the compressed shift operators in terms of the kernels K1 and K2, see
Theorem 4.1. A subtle relationship (see Theorem 4.2) between properties of the kernels and
the properties of θ allows us to conclude that, if θ is rational inner, then the products in
Section 2 are the only inner functions with Agler subspaces as reducing subspaces:
Theorem 1.2. Let θ be a rational inner function on D2. Then θ has a pair of Agler kernels
(K1, K2) such that the associated Agler spaces
S1 ≡ H
(
K1(z, w)
1− z1w¯1
)
and S2 ≡ H
(
K2(z, w)
1− z2w¯2
)
are reducing subspaces for Sz1 if and only if θ is a product of one variable inner functions.
At the end of both Sections 3 and 4, we include related open questions. The authors are
currently investigating the situation where θ is matrix-valued. Results in this setting will
appear in a later publication.
Acknowledgements. The authors would like to thank R.G. Douglas and R. Yang for inspir-
ing conversations. As this work was initiated at the Oberwolfach workshop “Hilbert Modules
and Complex Geometry,” the authors would also like to thank the MFO (Oberwolfach) and
the workshop organizers for providing a stimulating environment.
2. A First Example
In this section, we consider θ(z) = φ(z1)ψ(z2), for one variable inner functions φ and ψ,
and the compressed shift operators Sz1 and Sz2 on Kθ. Even in this simple situation, there is
much to be said.
2.1. Agler decompositions of θ. Before examining Sz1 and Sz2, we obtain nice formulas for
the shift-invariant subspaces Smax1 and S
min
2 . First, observe that by adding and subtracting
ψ(z2)ψ(w2) in the numerator, one obtains:
1− θ(z)θ(w)
(1− z1w¯1)(1− z2w¯2)
=
1− ψ(z2)ψ(w2)
(1− z1w¯1)(1− z2w¯2)
+
ψ(z2)φ(w2)(1− φ(z1)φ(w1))
(1− z1w¯1)(1− z2w¯2)
.
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Both terms on the right-hand-side of the equation are positive kernels and indeed, it turns
out that they are the reproducing kernels for Smax1 and S
min
2 respectively. It suffices to prove
the claim for Smax1 , as S
min
2 = Kθ ⊖ S
max
1 . Now, it is clear that:
H
(
1− ψ(z2)ψ(w2)
(1− z1w¯1)(1− z2w¯2)
)
= H2(D2)⊖ ψ(z2)H
2(D2)
is a subspace of Kθ and by the (1 − z1w¯1) in its kernel’s denominator, is invariant under
multiplication by z1. Hence, it is contained in Smax1 . To see equality, assume
f ∈ Smax1 and f ⊥ H
2(D2)⊖ ψ(z2)H
2(D2).
Then f = ψ(z2)g for some g ∈ H2(D2). But, since zn1 f ∈ S
max
1 for all n, this would imply
φ(z1)ψ(z2)g = θg ∈ Smax1 ⊆ Kθ. By the definition of Kθ, this implies f ≡ 0 and so, we have
found Smax1 . Now, it is immediate that
Smin2 = Kθ ⊖ S
max
1 = H
ψ(z2)ψ(w2)
(
1− φ(z1)φ(w1)
)
(1− z1w¯1)(1− z2w¯2)
 .
To simplify notation, define the one variable model spaces
K2ψ ≡ H
2
2 (D)⊖ ψ(z2)H
2
2 (D) and K
1
φ ≡ H
2
1 (D)⊖ φ(z1)H
2
1 (D),
where H2j (D) is the one variable Hardy space with independent variable zj for j = 1, 2. Then,
if (Kmax1 , K
min
2 ) are the associated Agler kernels of θ,
H(Kmax1 ) = S
max
1 ⊖ z1S
max
1 = H
2
2 (D)⊖ ψ(z2)H
2
2 (D) = K
2
ψ;
H(Kmin2 ) = S
min
2 ⊖ z2S
min
2 = ψ(z2)
[
H21 (D)⊖ φ(z1)H
2
1 (D)
]
= ψ(z2)K
1
φ.
Symmetric formulas for the subspaces Smin1 , S
max
2 and Agler kernels (K
min
1 , K
max
2 ) can be
obtained in a similar fashion. These decompositions of Kθ into complementary spaces are
summarized in the following proposition:
Proposition 2.1. If θ(z) = φ(z1)ψ(z2), then
Kθ = S
max
1 ⊕ S
min
2 =
[
K2ψ ⊗H
2
1 (D)
]
⊕
[
K1φ ⊗ ψH
2
2 (D)
]
= Smin1 ⊕ S
max
2 =
[
K2ψ ⊗ φH
2
1(D)
]
⊕
[
K1φ ⊗H
2
2 (D)
]
.
This result proves useful when studying the operators of interest on Kθ.
2.2. The compression of the shift operators on Kθ. In the product setting the com-
pressed shift operators Sz1 = PθTz1 |Kθ and Sz2 = PθTz2 |Kθ have a special form.
Proposition 2.2. If θ(z) = φ(z1)ψ(z2), then
Sz1 =
[
Tz1 |Smax1 0
0 PK1
φ
Tz1 ⊗ IψH2
2
(D)
]
:
[
Smax1
Smin2
]
→
[
Smax1
Smin2
]
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and
Sz2 =
[
PK2
ψ
Tz2 ⊗ IφH2
1
(D) 0
0 Tz2|Smax2
]
:
[
Smin1
Smax2
]
→
[
Smin1
Smax2
]
.
In particular, the spaces Smax1 , S
min
2 are reducing for Sz1 and the spaces S
min
1 , S
max
2 are
reducing for Sz2.
Proof. Consider Sz1 on Kθ. For ease of notation, we write M ≡ S
max
1 and N ≡ S
min
2 . Then
we can write Sz1 as a block operator:
Sz1 =
[
PMTz1PM PMTz1PN
PNTz1PM PNTz1PN
]
:
[
M
N
]
→
[
M
N
]
.
Now, we simply study each of these operators separately. First since M is invariant under
multiplication by z1, we have
PMTz1PM = Tz1 |M and PNTz1PM = 0.
Furthermore, observe that, if f ∈ N , then f = ψ(z2)g(z) for some g ∈ H2(D2)⊖φ(z1)H2(D2).
Then
Tz1f(z) = ψ(z2)z1g(z) is in ψ(z2)H
2(D2).
Since M = H2(D2)⊖ ψ(z2)H2(D2), we can conclude
Tz1f ⊥M which implies PMTz1PN = 0.
Lastly, recall that N = K1φ ⊗ ψ(z2)H
2
2 (D). Then, fix (f(z1) ⊗ ψ(z2)g(z2)) in N and observe
that
Tz1(f(z1)⊗ ψ(z2)g(z2)) = (Tz1f(z1)⊗ ψ(z2)g(z2))
= (PK1
φ
Tz1f(z1)⊗ ψ(z2)g(z2)) + (PφH2
1
(D)Tz1f(z1)⊗ ψ(z2)g(z2)).
It is easy to show that the second piece of the sum is orthogonal to N , so
PNTz1(f(z1)⊗ ψ(z2)g(z2)) = (PK1φTz1f(z1)⊗ ψ(z2)g(z2)).
Since linear combinations of elements of the form (f(z1) ⊗ ψ(z2)g(z2)) are dense in N , we
have
PNTz1PN = PK1φTz1 ⊗ IψH22 (D).
The formula for Sz2 holds by analogy and the third statement follows immediately from the
expressions for Sz1 and Sz2 . 
2.3. Characterizing essential normality. In this particular situation, it is not hard to
study the essential normality of Sz1 and similarly, of Sz2. The result is the following:
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Proposition 2.3. If θ(z) = φ(z1)ψ(z2), then Sz1 is essentially normal iff ψ is a finite
Blaschke product and φ is a single Blaschke factor. Similarly, Sz2 is essentially normal
iff φ is a finite Blaschke product and ψ is a single Blaschke factor.
Proof. To show Sz1 is essentially normal, we need to show [S
∗
z1
, Sz1] is compact. As S
max
1 ,S
min
2
are reducing for Sz1, the commutator [S
∗
z1, Sz1 ] is compact iff both
[S∗z1 , Sz1]|Smax1 and [S
∗
z1
, Sz1]|Smin
2
are compact. Thus, we can study those restricted operators separately.
Component 1: [S∗z1, Sz1 ]|Smax1 . Using the formulas from Proposition 2.2, we have:
Sz1 |Smax1 = IK2ψ ⊗ Tz1|H21 (D) and
(
Sz1 |Smax1
)∗
= IK2
ψ
⊗ Tz¯1 |H2
1
(D).
Then, since Smax1 and S
min
2 are reducing for Sz1, we can conclude:[
S∗z1 , Sz1
]
|Smax
1
=
(
Sz1 |Smax1
)∗ (
Sz1|Smax1
)
−
(
Sz1 |Smax1
) (
Sz1|Smax1
)∗
=
[
IK2
ψ
⊗ Tz¯1 |H2
1
(D)
] [
IK2
ψ
⊗ Tz1 |H2
1
(D)
]
−
[
IK2
ψ
⊗ Tz1|H2
1
(D)
] [
IK2
ψ
⊗ Tz¯1|H2
1
(D)
]
= IK2
ψ
⊗ [Tz¯1Tz1 − Tz1Tz¯1 ] .
Now fix f ∈ H21 (D). Then
[Tz¯1Tz1 − Tz1Tz¯1 ] f = f − [f − f(0)] = f(0).
So, letting Mλ denote point evaluation at λ on H
2
1 (D), we have[
S∗z1 , Sz1
]
|Smax
1
= IK2
ψ
⊗M0.
Now, we show this operator is compact iff ψ is a finite Blaschke product. First, if ψ is not
a finite Blaschke product, then K2ψ is infinite dimensional and one can choose an infinite
orthonormal basis {fn} of K2ψ. Then the sequence {fn ⊗ 1} is bounded in S
max
1 but the
sequence
{
[
S∗z1 , Sz1
]
|Smax
1
(fn ⊗ 1)} = {fn ⊗ 1}
does not have a convergent subsequence. Similarly, if ψ is a finite Blaschke product, then K2ψ
is finite dimensional. This implies
[
S∗z1 , Sz1
]
|Smax
1
is finite rank and hence, compact.
Component 2: [S∗z1, Sz1 ]|Smin2 . Using the formulas from Proposition 2.2, we have
Sz1|Smin
2
= PK1
φ
Tz1 ⊗ IψH2
2
(D) and
(
Sz1|Smin
2
)∗
= Tz¯1 |K1φ ⊗ IψH22 (D),
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where the last formula uses the fact that K1φ is invariant under Tz¯1 . Again, since S
min
2 is
reducing for Sz1 , we can write:[
S∗z1, Sz1
]
|Smin
2
=
(
Sz1|Smin
2
)∗ (
Sz1 |Smin
2
)
−
(
Sz1 |Smin
2
)(
Sz1|Smin
2
)∗
=
(
Tz¯1 |K1φ ⊗ IψH22 (D)
)(
PK1
φ
Tz1 ⊗ IψH2
2
(D)
)
−
(
Tz¯1 |K1φ ⊗ IψH22 (D)
)(
PK1
φ
Tz1 ⊗ IψH2
2
(D))
)
=
[(
Tz¯1 |K1φ
)(
PK1
φ
Tz1
)
−
(
PK1
φ
Tz1
)(
Tz¯1 |K1φ
)]
⊗ IψH2
2
(D).
Moreover, by Theorem (II-9) in [28], for each f ∈ K1φ,(
Tz¯1|K1φ
)∗
f =Mz1f − 〈f, Tz¯1φ〉H2
1
(D) φ,
which, by uniqueness, implies that
PK1
φ
Tz1f =Mz1f − 〈f, Tz¯1φ〉H2
1
(D) φ.
Now, we show that
[
S∗z1, Sz1
]
|Smin
2
is compact iff
C ≡
(
Tz¯1|K1φ
)(
PK1
φ
Tz1
)
−
(
PK1
φ
Tz1
)(
Tz¯1 |K1φ
)
≡ 0.
If C ≡ 0, then
[
S∗z1 , Sz1
]
|Smin
2
≡ 0, and so is clearly compact. Now assume C is nonzero.
Specifically, assume there is some function g, such that Cg = h for some nonzero function h.
Choose a sequence of orthonormal vectors {fn} in ψH22 (D). Then the sequence {g ⊗ fn} is
bounded in Smin2 but {[
S∗z1, Sz1
]
|Smin
2
(g ⊗ fn)
}
= {h⊗ fn}
does not have a convergent subsequence, so the operator is not compact. To finish the
characterization, fix f ∈ K1φ. Then(
Tz¯1 |K1φ
)(
PK1
φ
Tz1
)
f = Tz¯1
(
z1f − 〈f, Tz¯1φ〉H2
1
(D) φ
)
= f − 〈f, Tz¯1φ〉H2
1
(D) Tz¯1φ.
Similarly, we have (
PK1
φ
Tz1
)(
Tz¯1 |K1φ
)
f = f − f(0)− 〈Tz¯1f, Tz¯1φ〉H2
1
(D) φ.
So, it follows that
Cf = f(0)− 〈Tz¯1f, Tz¯1φ〉H2
1
(D) φ+ 〈f, Tz¯1φ〉H2
1
(D) Tz¯1φ.
Now we show that C ≡ 0 iff φ is a single Blaschke factor. Now, if φ is a single Blaschke
factor, then K1φ is a one-dimensional space. This implies that all linear operators on K
1
φ are
trivially normal, so C ≡ 0. Now assume C ≡ 0, and trivially, φ is not a constant function.
Since f = Tz¯1φ ∈ K
1
φ is nonzero, C ≡ 0 implies there are constants a, b, c with c 6= 0 such
that
0 = a− bφ+ cTz¯1φ
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which implies
Tz¯1φ(z1) =
1
c
(bφ(z1)− a) .
By definition, we also know:
(2) Tz¯1φ(z1) =
φ(z1)− φ(0)
z1
.
Setting these two equations equal and solving for φ gives:
φ(z1) =
cφ(0)− az1
c− bz1
.
Since φ is an inner function, this implies φ is a single Blaschke factor. Thus, [S∗z1 , Sz1]|Smin2 is
compact iff C ≡ 0, which is true iff φ is a single Blaschke factor.
Combining the conditions for [S∗z1, Sz1 ]|Smax1 and [S
∗
z1
, Sz1]|Smin
2
to be compact, we get that
[S∗z1, Sz1] is compact iff ψ is a finite Blaschke product and φ is a single Blaschke factor. 
The following considerations yield an easy corollary to the previous proof. Specifically, the
proof showed that if Sz1 is essentially normal, then
[S∗z1 , Sz1] =
(
IK2
ψ
⊗M0
)
|Smax
1
⊕ 0|Smin
2
.
where ψ is a finite Blaschke product and so, K2ψ is a finite dimensional vector space. This
immediately gives:
Corollary 2.4. Assume θ(z) = φ(z1)ψ(z2), for φ and ψ one variable and inner. Then the
essential normality of Sz1 on Kθ implies that rank [S
∗
z1 , Sz1] <∞.
2.4. Operator-theoretic and spectral properties. In this subsection, we make the com-
mon assumption that φ and ψ are contractions, i.e., |φ(0)| < 1 and |ψ(0)| < 1. If both
functions are pure, namely |φ(0)| = |ψ(0)| = 1, then θ is a rotation and Kθ is trivial. If only
one of the functions is not pure, then the problem still simplifies, just not as drastically. This
situation is addressed in the remark following the proof of Proposition 2.5.
In the situation, using the representation formulas of the compressed shift operators Sz1
and Sz2 given in Proposition 2.2, we obtain the following operator-theoretic and spectral
properties:
Proposition 2.5. Assume θ(z) = φ(z1)ψ(z2) and that φ and ψ are one variable inner con-
tractions. Then:
(a) The first component of Sz1 is an isometry and the second component is cnu (i.e., a
completely non-unitary contraction).
(b) The spectrum of Sz1 σ (Sz1) = D
2. More precisely,
σ
(
Sz1 |Smax1
)
= σac
(
Sz1 |Smax1
)
= D2 and σ
(
Sz1 |Smin
2
)
= σess
(
Sz1|Smin
2
)
= σ(φ).
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(c) The commutator [S∗z1, Sz1 ]|Smax1 has eigenvalue 1 with multiplicity equal to the dimen-
sion of K2ψ. In particular, the multiplicity is finite if and only if ψ is a finite Blaschke
product. Further, [S∗z1 , Sz1]|Smin2 has three eigenvalues of infinite multiplicity.
Operator Sz2 possesses the analogous properties.
Proof. (a) Recall the representation of Sz1 from Proposition 2.2. The first component Tz1 :
Smax1 → S
max
1 is an isometry, since S
max
1 is invariant under multiplication by z1 and not
surjective. In the second component, the first factor PK1
φ
Tz1 is exactly the compression of
the shift operator on the model space K1φ. So model theory [29] informs us that we have a
cnu contraction. The second factor is the identity on ψH22 (D) and does not influence this
component. Hence the second component is a cnu contraction.
(b) The representation of Sz1 tells us that Sz1|Smax1 is the shift operator Tz1 . So, the spec-
trum of this part equals D2 and is purely absolutely continuous. For the second component,
recall that the spectrum of the model operator PK1
φ
Tz1 on K
1
φ equals that of the inner func-
tion φ. More precisely (see e.g. [19]), the point spectrum of PK1
φ
Tz1 equals σ(φ) ∩ D and the
essential spectrum is equal to σ(φ) ∩ ∂D. And, since ψH22 (D) is infinite dimensional, even
the discrete spectrum of PK1
φ
Tz1 yields essential spectrum for PK1φTz1 ⊗ IψH22 (D). To see this,
let f be an eigenfunction of PK1
φ
Tz1 and {gn} be a basis of ψH
2
2 (D). Then {f ⊗ gn} is an
infinite linearly independent sequence of eigenfunctions for PK1
φ
Tz1 ⊗ IψH2
2
(D). Therefore, the
spectrum of PK1
φ
Tz1 ⊗ IψH2
2
(D) is essential and equals that of φ.
(c) In the proof of Proposition 2.3 we computed
[S∗z1 , Sz1] = [S
∗
z1
, Sz1]|Smax1 ⊕ [S
∗
z1
, Sz1]|Smin
2
= [IK2
ψ
⊗M0]⊕ [(M0 − 〈Tz¯1 ·, Tz¯1φ〉φ+ 〈·, Tz¯1φ〉Tz¯1φ)⊗ IψH2
2
(D)].
Since M0 is point evaluation at 0, it is the rank one operator with the constant function
as eigenvector and corresponding eigenvalue 1. Hence [S∗z1, Sz1 ]|Smax1 has eigenvalue 1 with
multiplicity equal to the dimension of K2ψ. On S
min
2 the first factor is a rank three operator.
Due to the second factor, each eigenvalue occurs with infinite multiplicity. 
Remark 2.6. Now, we briefly consider the situation where θ(z) = φ(z1)ψ(z2) where |φ(z1)| =
1 and |ψ(z2)| < 1. As |φ(z1)| = 1, it follows that K1φ = {0}. This means that the second
components of both Sz1 and Sz2 are trivial. However, the first component of Sz1 is still an
isometry and the first component of Sz2 is still cnu. Similarly, it is easy to see that in this
case,
σ(Sz1) = σ(Sz1 |Smax1 ) = D
2 and σ(Sz2) = σ(Sz2 |Smin
1
) = σ(ψ).
Finally, in (c), the commutator [S∗z1 , Sz1]|Smax1 still has eigenvalue 1 with multiplicity equal
to the dimension of K2ψ. However, [S
∗
z1
, Sz1]|Smin
2
is trivial. Similarly, the commutator
[S∗z2, Sz2]|Smax2 is trivial, but [S
∗
z2 , Sz2]|Smin1 still has three eigenvalues with infinite multiplicity.
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3. The Degree of General Inner Functions and the Rank of Commutators
— The Proof of Theorem 1.1
We now consider the more general situation of an arbitrary inner function θ on the bidisk
and the behavior of the compressed shifts Szj , j = 1, 2, on the model space Kθ. Our goal in
this section is a generalization of Proposition 2.3, previously called Theorem 1.1.
We will first outline several auxiliary results that clarify the structure of Sz1 and connect
the structure of rational inner functions to properties of their Agler decompositions. We then
prove Theorem 1.1 in two steps and conclude with several open questions.
3.1. Auxiliary results. We require the following lemma, which is likely well-known and is
contained for example, in [11].
Lemma 3.1. Let θ be a two variable inner function on D2 and recall that S∗z1 = Tz¯1 |Kθ . Then
for each f ∈ Kθ,
Sz1f(z) =
(
S∗z1
)∗
f(z) = z1f(z)−
〈
f(w),
Tz¯1θ(w)
1− z¯2w2
〉
H2
θ(z).
Here, one should notice that the integration in the inner product is occurring with respect to
the variable w.
The proof is a simple calculation, which we include for the reader’s convenience.
Proof. First, observe that when we apply the backward shift Tz¯1 to the reproducing kernel of
Kθ, we get:
Tz¯1
1− θ(w)θ(z)
(1− z1w¯1)(1− z2w¯2)
= w¯1
1− θ(w)θ(z)
(1− z1w¯1)(1− z2w¯2)
− θ(w)
(Tz¯1θ)(z)
1− z2w¯2
.
Now, we can calculate the adjoint of S∗z1 . Let f ∈ Kθ and w ∈ D
2. Then
(S∗z1)
∗f(z) =
〈
(S∗z1)
∗f(w),
1− θ(z)θ(w)
(1− w1z¯1)(1− w2z¯2)
〉
Kθ
=
〈
f(w), Tz¯1
1− θ(z)θ(w)
(1− w1z¯1)(1− w2z¯2)
〉
Kθ
=
〈
f(w), z¯1
1− θ(z)θ(w)
(1− w1z¯1)(1− w2z¯2)
− θ(z)
(Tz¯1θ)(w)
1− w2z¯2
〉
Kθ
= z1f(z)−
〈
f(w),
Tz¯1θ(w)
1− z¯2w2
〉
H2
θ(z),
which is the desired formula. 
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The proof of Theorem 1.1 uses connections between rational inner functions, Agler kernels,
and the structure of Sz1 . So, we need several results concerning properties of rational inner
functions and their associated Agler kernels.
First, given a polynomial p with deg p = (m,n), define its reflection p˜ to be the polynomial
p˜(z) = zm1 z
n
2 p(
1
z¯1
, 1
z¯2
). Then, a result due to Rudin [27] states that if θ is rational inner, then
there is an (almost) unique polynomial p with no zeros on D2 such that
θ(z) =
p˜(z)
p(z)
,
and p and p˜ share no common factors. Given that, we can state the following result, which is
encoded in Theorems 1.7 and 1.8 in [12] as well as in a slightly different form in Proposition
2.5 in [30].
Theorem 3.2. Let θ = p˜
p
be a rational inner function of degree (m,n). Then
dimH(Kmax1 ) = dimH(K
min
1 ) = n
dimH(Kmax2 ) = dimH(K
min
2 ) = m.
Furthermore, if f is a function in H(Kmax1 ) or H(K
min
1 ) then f =
q
p
where deg q ≤ (m,n−1)
and if g is a function in H(Kmax2 ) or H(K
min
2 ) then g =
r
p
, where deg r ≤ (m− 1, n).
The converse of this theorem is also true and follows from the representation of θ as a
transfer function of a coisometry defined using its Agler kernels. Although likely well-known,
a reading of the construction in Remark 5.2 in [12] paired with the definition of a transfer
function realization of θ will immediately reveal the following:
Theorem 3.3. If θ is an inner function such that
dimH(Kmax1 ) = n <∞ and dimH(K
min
2 ) = m <∞,
then θ is a rational inner function. Theorem 3.2 then immediately implies that deg θ = (m,n).
In Section 2, when θ was a product of one variable inner functions, many arguments relied
on the fact that Smaxj and S
min
j were closely related to one variable model spaces. We require
the following generalization of those relationships for arbitrary inner functions, which appears
as Theorem 1.6 in [12].
Theorem 3.4. Let θ be an inner function on D2. Then for almost every t ∈ T, the map
f 7→ f(·, t)
embeds H(Kmax2 ) and H(K
min
2 ) isometrically into H
2(T) ⊖ θ(·, t)H2(T). An analogous fact
holds for H(Kmax1 ) and H(K
min
1 ).
The above theorem uses the fact that, for almost every t in T there is an inner function,
traditionally denoted θ(·, t), which has boundary values θ(t1, t) for almost every t1 in T.
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3.2. The proof of Theorem 1.1. We begin with the (⇐)-statement, which is encoded in
the following auxiliary theorem:
Theorem 3.5. Let θ be a rational inner function with deg θ ≤ (1, n). Then the commutator
[S∗z1, Sz1] on Kθ has rank at most n. In particular, it is essentially normal.
Proof. Let θ be a rational inner function of degree at most (1, n). By Theorem 3.2, this
means that there are functions f1, . . . , fn with deg f ≤ (1, n − 1) and g with deg g ≤ (0, n)
such that
Kmax1 (z, w) =
n∑
i=1
fi(z)fi(w)
p(z)p(w)
and Kmin2 (z, w) =
g(z)g(w)
p(z)p(w)
.
We can choose these functions so that they are orthogonal and either normalized or trivial.
This also gives:
Smax1 = H
( ∑n
i=1 fi(z)fi(w)
p(z)p(w)(1− z1w¯1)
)
and Smin2 = H
(
g(z)g(w)
p(z)p(w)(1− z2w¯2)
)
.
Then, for each w in D2, we can write the reproducing kernel of Kθ as
Kw(z) ≡
1− θ(z)θ(w)
(1− z1w¯1)(1− z2w¯2)
=
∑n
i=1 fi(z)fi(w)
p(z)p(w)(1− z1w¯1)
+
g(z)g(w)
p(z)p(w)(1− z2w¯2)
.
For ease of notation, set
K1w(z) ≡
∑n
i=1 fi(z)fi(w)
p(z)p(w)(1− z1w¯1)
and K2w(z) ≡
g(z)g(w)
p(z)p(w)(1− z2w¯2)
to be the reproducing kernels for Smax1 and S
min
2 . We first obtain formulas for[
S∗z1 , Sz1
]
K1w and
[
S∗z1, Sz1
]
K2w.
Let us consider K1w. Since S
max
1 is invariant under multiplication by z1,
S∗z1Sz1K
1
w = K
1
w
and similarly,
Sz1S
∗
z1K
1
w = Pθ
(
Tz1S
∗
z1K
1
w
)
= K1w − Pθ
(
K1w(0, z2)
)
.
Using the formula for K1w, it is clear that
(3)
[
S∗z1 , Sz1
]
K1w = Pθ
(
K1w(0, z2)
)
= Pθ
(
n∑
i=1
fi(0, z2)
p(0, z2)
fi(w)
p(w)
)
.
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Now, consider K2w. First, for K1 ≡ K
max
1 and K2 ≡ K
min
2 , we can rewrite equation (1) as
z1w¯1K
min
2 (z, w)
1− z2w¯2
= Kmax1 (z, w) +
Kmin2 (z, w)
1− z2w¯2
+
θ(z)θ(w)
1− z2w¯2
−
1
1− z2w¯2
=
n∑
i=1
fi(z)
p(z)
fi(w)
p(w)
+
g(z)g(w)
p(z)p(w)(1− z2w¯2)
+
θ(z)θ(w)
1− z2w¯2
−
1
1− z2w¯2
=
n∑
i=1
fi(z)
p(z)
w¯1Tz¯1
fi
p
(w) +
g(z)
p(z)
w¯1Tz¯1
g
p
(w)
1− z2w¯2
+
θ(z)w¯1Tz¯1θ(w)
1− z2w¯2
.(4)
The last equation follows from setting w1 = 0 and observing that
1
1− z2w¯2
=
n∑
i=1
f1(z)
p(z)
fi(0, w2)
p(0, z2)
+
g(z)g(0, w2)
p(z)p(0, w2)(1− z2w¯2)
+
θ(z)θ(0, w2)
1− z2w¯2
.
Since (4) is conjugate-analytic in w, we can divide both sides by w¯1 to obtain
(5) z1
Kmin2 (z, w)
1− z2w¯2
=
n∑
i=1
fi(z)
p(z)
Tz¯1
fi
p
(w) +
g(z)
p(z)
Tz¯1
g
p
(w)
1− z2w¯2
+
θ(z)Tz¯1θ(w)
1− z2w¯2
.
Fixing w and projecting onto Kθ gives
Sz1
Kmin2 (z, w)
1− z2w¯2
=
n∑
i=1
fi(z)
p(z)
Tz¯1
fi
p
(w) +
g(z)
p(z)
Tz¯1
g
p
(w)
1− z2w¯2
.
Recalling the definition of K2w and applying S
∗
z1 gives:
S∗z1Sz1K
2
w(z) =
n∑
i=1
Tz¯1
fi
p
(z)Tz¯1
fi
p
(w) +
Tz¯1
g
p
(z)Tz¯1
g
p
(w)
1− z2w¯2
.
Now, we consider Sz1S
∗
z1
K2w. First, by Theorem 3.2, deg g ≤ (0, n) and so g(z) is a function
of only z2. This means we can calculate:
S∗z1K
2
w(z) =
Tz¯1
g
p
(z) g
p
(w)
1− z2w¯2
=
g(z)g(w)
p(w)(1− z2w¯2)
(
1
p(z)
− 1
p(0,z2)
z1
)
=
−Tz¯1p(z)
p(0, z2)
K2w(z).
Then, using (5) we have
z1S
∗
z1
K2w(z) =
(
−Tz¯1p(z)
p(0, z2)
)
z1
Kmin2 (z, w)
1− z2w¯2
=
−Tz¯1p(z)
p(0, z2)
(
n∑
i=1
fi(z)
p(z)
Tz¯1
fi
p
(w) +
g(z)
p(z)
Tz¯1
g
p
(w)
1− z2w¯2
+
θ(z)Tz¯1θ(w)
1− z2w¯2
)
.
Now, by Lemma 9.1 in [12], since θ = p˜/p, we can choose p to have finitely many zeros on
T2. Then by Proposition 4.9.1 in [27], if p(0, z2) has a zero at (0, τ2) for some τ2(which means
θ has a singular point there), then θ has a singular point at (τ1, τ2) for every τ1 in T. This
cannot happen, as the singular points of θ occur only at the finite number of zeros of p. Thus,
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p(0, z2) has no zeros on D and so
1
p(0,z2)
is in H∞(D). Now, we can calculate:
Sz1S
∗
z1
K2w(z) = Pθ
(
−Tz¯1p(z)
p(0, z2)
n∑
i=1
fi(z)
p(z)
Tz¯1
fi
p
(w) +
−Tz¯1p(z)
p(0, z2)
g(z)
p(z)
Tz¯1
g
p
(w)
1− z2w¯2
)
=
n∑
i=1
Pθ
(
−Tz¯1p(z)
p(0, z2)
fi(z)
p(z)
)
Tz¯1
fi
p
(w) +
Tz¯1
g
p
(z)Tz¯1
g
p
(w)
1− z2w¯2
,
since −
Tz¯1p(z)
p(0,z2)
g(z)
p(z)
= Tz¯1
g
p
(z). So, we can immediately calculate
[
S∗z1 , Sz1
]
K2w(z) =
(
n∑
i=1
Tz¯1
fi
p
(z)Tz¯1
fi
p
(w) +
Tz¯1
g
p
(z)Tz¯1
g
p
(w)
1− z2w¯2
)
−
n∑
i=1
Pθ
(
−Tz¯1p(z)
p(0, z2)
fi(z)
p(z)
)
Tz¯1
fi
p
(w) +
Tz¯1
g
p
(z)Tz¯1
g
p
(w)
1− z2w¯2
=
n∑
i=1
Pθ
(
Tz¯1p(z)
p(0, z2)
fi(z)
p(z)
+ Tz¯1
fi
p
(z)
)
Tz¯1
fi
p
(w).
Since
Tz¯1
fi
p
(z) =
−Tz¯1p(z)
p(0, z2)
fi(z)
p(z)
+
Tz¯1fi(z)
p(0, z2)
,
we can simplify the main equation to[
S∗z1 , Sz1
]
K2w(z) =
n∑
i=1
Pθ
(
Tz¯1fi(z)
p(0, z2)
)
Tz¯1
fi
p
(w).
Combining this with the result for K1w gives:[
S∗z1, Sz1
]
Kw(z) = Pθ
(
1
p(0, z2)
n∑
i=1
Tz¯1fi(z)Tz¯1
fi
p
(w) + fi(0, z2)
fi(w)
p(w)
)
.
Recall that deg fi ≤ (1, n− 1). Thus, deg Tz¯1fi ≤ (0, n− 1) and deg Tz¯1fi(0, z2) ≤ (0, n− 1).
This means that the set of linear combinations of functions of the form
n∑
i=1
Tz¯1fi(z)Tz¯1
fi
p
(w)− fi(0, z2)
fi(w)
p(w)
has at most dimension n. Thus, the set of linear combinations of the functions[
S∗z1, Sz1
]
Kw(z)
has at most dimension n. Since linear combinations of the reproducing kernel functions are
dense in Kθ, this implies that the rank of [S∗z1 , Sz1] is at most n. 
Conversely, using previous results about Agler kernels, it is not difficult to generalize the
arguments from Section 2 to conclude the (⇒)-statement. Again, we record this result with
the following auxiliary theorem:
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Theorem 3.6. Let θ be an inner function on D2. Then, if [S∗z1, Sz1 ] has rank n on Kθ, then
θ is a rational inner function of degree less than or equal to (1, n).
Proof. Assume [S∗z1 , Sz1] has rank n on Kθ. We will show that
dimH(Kmax1 ) ≤ n and dimH(K
min
2 ) ≤ 1.
Then Theorem 3.3 will imply that θ is a rational inner function of degree at most (1, n).
For the remainder of the proof, we establish these dimension bounds. First observe that if
f ∈ Smax1 , then [
S∗z1 , Sz1
]
f = f − Pθz1Tz1f = Pθf(0, z2).(6)
Proceeding towards a contradiction, assume dimH(Kmax1 ) > n. Then, we can find a function
f ∈ H(Kmax1 ) such that ‖f‖
2
H2 = 1 and f ∈ ker[S
∗
z1 , Sz1]. This implies f(0, z2) ∈ θH
2(D2)
and so
f(z) = z1Tz¯1f(z) + f(0, z2) = z1Tz¯1f(z) + θ(z)g(z),
for some g ∈ H2(D2). But, by orthogonality
‖f(0, z2)‖
2
H2 = 〈f(z), f(0, z2)〉H2 = 〈f(z), θ(z)g(z)〉H2 = 0,
and so f(z) = z1Tz¯1f(z). Since Tz¯1f is in Kθ and z1Tz¯1f = f is in Kθ, we must have Tz¯1f in
Smax1 and f ∈ z1S
max
1 . Since f ∈ H(K
max
1 ), this means f ⊥ z1S
max
1 and since f is orthogonal
to itself, f ≡ 0, which gives the contradiction.
Now consider H(Kmin2 ). If dimH(K
min
2 ) = 0, we are done. If dimH(K
min
2 ) ≥ 1, we can
pick a normalized function f ∈ H(Kmin2 ). Then {z
m
2 f}
n
m=0 is an orthonormal set in S
min
2 .
Since
[
S∗z1, Sz1
]
has rank n, one can find a polynomial p of degree at most n such that
0 =
[
S∗z1, Sz1
]
p(z2)f(z)
= p(z2)f(0, z2)−
〈
p(w2)f(w),
Tz¯1θ(w)
1− z¯2w2
〉
H2
Tz¯1θ(z) +
〈
p(w2)Tz¯1f(w),
Tz¯1θ(w)
1− z¯2w2
〉
H2
θ(z),
where the last line used Lemma 3.1. Now, observe that since f ⊥ z2S
min
2 , we can compute〈
p(w2)f(w),
Tz¯1θ(w)
1− z¯2w2
〉
H2
=
〈
p(w2)f(w), w
n+1
2 z¯
n+1
2
Tz¯1θ(w)
1− z¯2w2
〉
H2
+
n∑
k=0
zk2
〈
p(w2)f(w), w
k
2Tz¯1θ(w)
〉
H2
=
n∑
k=0
zk2
〈
p(w2)f(w), w
k
2Tz¯1θ(w)
〉
H2
= −q(z2),
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where q is a polynomial q(z2) with deg q at most n. Similarly we can compute:〈
p(w2)Tz¯1f(w),
Tz¯1θ(w)
1− z¯2w2
〉
H2
θ(z) =
〈
p(w2)f(w),
w1Tz¯1θ(w)
1− z¯2w2
〉
H2
θ(z)
= −
〈
p(w2)f(w),
θ(0, w2)
1− z¯2w2
〉
H2
θ(z)
= −
〈
p(w2)f(0, w2),
θ(w)
1− z¯2w2
〉
H2
θ(z)
= −PθH2
2
(D)p(z2)f(0, z2).
Substituting those computations back into our previous equation gives:
0 =
[
S∗z1, Sz1
]
p(z2)f(z) = p(z2)f(0, z2) + q(z2)Tz¯1θ(z) + h(z2)θ(z)
for some h ∈ H22 (D). Then θ is rational of degree one in z1 since solving the above equation
for Tz¯1θ and substituting that into the following equation for θ gives:
θ(z) = z1Tz¯1θ(z) + θ(0, z2)
= z1
−p(z2)f(0, z2)− θ(0, z2)h(z2)
q(z2) + z1h(z2)
+ θ(0, z2)
=
−z1p(z2)f(0, z2) + θ(0, z2)q(z2)
q(z2) + z1h(z2)
.
Since p, f(0, ·), θ(0, ·), q, and h are in H22 (D), they all have non-tangential boundary limits at
a.e. t ∈ T. Furthermore, it is easy to show that the function
Ψ(z1, t) ≡
−z1p(t)f(0, t) + θ(0, t)q(t)
q(t) + z1h(t)
is bounded and analytic for almost every t. Indeed a simple computation shows that a zero
in the denominator implies that the function must be constant in z1. Now, for almost every
t in T, recall that θ(z1, t) denotes the unique H
2(D) function whose boundary values are
θ(t1, t) for a.e. t1 ∈ T. Observe that Φ(z1, t) and θ(z1, t) have the same boundary values a.e.
Namely:
lim
rր1
θ(rt1, t) = lim
rր1
−rt1p(t)f(0, rt) + θ(0, rt)q(rt)
q(rt) + rt1h(rt)
= lim
rր1
t1p(t)f(0, t) + θ(0, t)q(t)
q(t) + rt1h(t)
= lim
rր1
Φ(z1, t).
Therefore, for a.e. t ∈ T, these one variable functions must agree:
θ(z1, t) = Ψ(z1, t) =
−z1p(t)f(0, t) + θ(0, t)q(t)
q(t) + z1h(t)
.
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It follows that θ(z1, t) has degree 1 in z1. This means H
2(T)⊖ θ(·, t)H2(T) is at most a one
dimensional space, and so, Theorem 3.4 implies that H(Kmin2 ) is at most one dimensional.
As mentioned already, the result follows immediately from the proven dimension bounds. 
To obtain Theorem 1.1, we basically combine Theorems 3.5 and 3.6 using several basic
arguments:
Proof of Theorem 1.1. First, assume θ is rational inner of degree (1, n). Then by Theorem
3.5, [S∗z1, Sz1 ] has rank at most n. Proceeding to a contradiction, assume that the rank equals
some N strictly less than n. Then by Theorem 3.6, θ is rational inner of degree at most
(1, N), which is a contradiction. Thus, the rank of the commutator must be n. Similarly, if
θ is rational inner of degree (0, n), the same argument shows that rank[S∗z1 , Sz1] = n.
Conversely, assume that the commutator has rank n on Kθ, for some inner function θ.
Then by Theorem 3.6, θ is rational inner of degree at most (1, n). Proceeding towards a
contradiction, assume that the degree of θ is at most (1, N), where N is strictly less that
n. Then by Theorem 3.5, the rank of the commutator is strictly less than n, which is a
contradiction. Thus, the degree of θ must be either (0, n) or (1, n). 
3.3. Open questions. There are many related questions yet to be answered. Here, we
describe two:
(a) In the product case, namely when θ(z) = φ(z1)ψ(z2), Corollary 2.4 states that the
essential normality of Sz1 implies [S
∗
z1
, Sz1] has finite rank. The results in this section do not
allow us to conclude this in general. Thus, the following question remains:
Does essential normality of Sz1 imply that [S
∗
z1 , Sz1] is finite rank?
This is a particularly intriguing question in light of the Guo-Wang result [20], which says
that the joint essential normality of Sz1 and Sz2 does imply finite rank.
(b) It also seems difficult to extend Proposition 2.5 from the product case to the general
case. Concerning part (c), even the spectrum of the commutator on Smax1 is interesting. In
view of equation (6), one can embed this question into a larger framework by interpreting
the map f 7→ f(0, z2) as a projection. It was suggested to us in private communications with
R.G. Douglas that one should then ask the very general, rather attractive question:
For which θ, ϑ is the projection PθPϑ finite rank?
Alternatively, it may be possible to generalize Proposition 2.5 to rational inner functions θ,
as they are typically more tractable.
4. Reducing Agler Subspaces for Sz1 — The Proof of Theorem 1.2
When θ is a product of one variable inner functions, namely θ(z) = φ(z1)ψ(z2), then the
compressed shifts Sz1 and Sz2 have simple reducing subspaces. Namely, in Subsection 2.2,
we proved that Smax1 and S
min
2 are reducing for Sz1 , and S
max
2 and S
min
1 are reducing for Sz2.
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This motivates the following question. Let θ be an arbitrary inner function and let (K1, K2)
be Agler kernels of θ. Then:
When are H
(
K1(z,w)
1−z1w¯1
)
and H
(
K2(z,w)
1−z2w¯2
)
reducing subspaces for Sz1?
One should note that this question only considers when Agler subspaces are reducing
subspaces. Indeed, a characterization of the inner functions θ for which Sz1 and/or Sz2 have
reducing subspaces on the model space Kθ seems difficult with the techniques at hand.
4.1. Reducing Subspaces and Agler Kernels. It is actually easy to characterize when
Agler kernels (K1, K2) are associated to reducing subspaces. The result is as follows:
Theorem 4.1. Let (K1, K2) be Agler kernels of θ. Then the Agler subspaces
S1 ≡ H
(
K1(z, w)
1− z1w¯1
)
and S2 ≡ H
(
K2(z, w)
1− z2w¯2
)
are reducing subspaces for Sz1 if and only if they are subspaces of Kθ and K1(z, w) is a
function of only z2 and w¯2. The analogous statement holds for Sz2 .
Proof. (⇐) First, observe that since Sz1 (S1) ⊆ S1, then S1 and S2 are reducing subspaces
for Sz1 if and only if PS1Sz1|S2 is the zero operator, which occurs if and only if PS2S
∗
z1
|S1 is
the zero operator.
Now, assume K1(z, w) is a function of only z2 and w¯2. Fix w ∈ D2. Then
S∗z1
(
K1(·, w)
1− · w¯1
)
(z) =
w¯1K1(z, w)
1− z1w¯1
∈ S1.
Since linear combinations of these reproducing kernel functions are dense in S1, this implies
that S∗z1 (S1) ⊆ S1 and so PS2S
∗
z1
|S1 is the zero operator, which means S1 and S2 are reducing.
(⇒) Conversely, assume S1 and S2 are reducing subspaces. By manipulating (1), one can
obtain:
K1(z, w) =
z1w¯1K2(z, w)
1− z2w¯2
+
1
1− z2w¯2
−
K2(z, w)
1− z2w¯2
−
θ(z)θ(w)
1− z2w¯2
.
Fix w ∈ D2 and apply S∗z1 to obtain:
S∗z1 (K1(·, w)) (z) =
w¯1K2(z, w)
1− z2w¯2
−
S∗z1 (K2(·, w)) (z)
1− z2w¯2
−
S∗z1θ(z)θ(w)
1− z2w¯2
.
As was shown in Propositions 3.4 and 3.5 in [11], for each w ∈ D2
S∗z1 (K2(·, w)) (z)
1− z2w¯2
,
S∗z1θ(z)θ(w)
1− z2w¯2
∈ S2.
Since S∗z1 (K1(·, w)) is a sum of functions in S2, it must be in S2 as well. By assumption,
since S1 and S2 are reducing, PS2S
∗
z1
|S1 is the zero operator and so we must have
S∗z1 (K1(·, w)) ≡ 0,
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This means that each K1(·, w) is a function of only z2. As linear combinations of these
functions are dense in H(K1), all functions in H(K1) are functions of only z2. Now let {fi}
be an orthonormal basis of H(K1). Then the reproducing kernel K1 satisfies K1(z, w) =∑
fi(z)fi(w), which implies K1(z, w) is a function of only z2 and w¯2. 
4.2. Products of Inner Functions and their Agler Kernels. We would like to answer
the question: Which θ have Agler subspaces that are reducing for S1 or S2? The previous
result characterized the existence of such Agler reducing subspaces using properties of the
Agler kernels. The following result provides the needed link between Theorem 4.1 and the
question of interest, at least in the case when θ is rational inner.
Theorem 4.2. Let θ be an inner function on D2. Then the following are equivalent:
(a) The function θ is a product of of two one variable inner functions;
(b) There is some pair (K1, K2) of Agler kernels of θ such that K1 is a function of only
z2 and w¯2 and
(7) lim
rր1
(
1− r2|τ1|
2
)
K2(rτ1, z2, rτ1, w2) = 0,
for every z2, w2 ∈ D and almost every τ1 ∈ T;
(c) There is some pair (K˜1, K˜2) of Agler kernels of θ such that K˜2 is a function of only
z1 and w¯1 and
lim
rր1
(
1− r2|τ2|
2
)
K˜1(z1, rτ2, w1, rτ2) = 0,
for every z1, w1 ∈ D and almost every τ2 ∈ T.
Proof. We prove (a) ⇔ (b). The equivalence of part (c) follows by symmetry.
(⇒) If θ(z) = φ(z1)ψ(z2), then (Smax1 ,S
min
2 ) are reducing subspaces for Sz1 and the calcula-
tions in Section 2 show that the associated Agler kernels are
Kmax1 (z, w) =
1− ψ(z2)ψ(w2)
1− z2w¯2
;
Kmin2 (z, w) =
ψ(z2)ψ(w2)(1− φ(z1)φ(w1))
1− z1w¯1
.
Then, Kmax1 (z, w) is clearly a function of only z2 and w¯2. Moreover, since φ is an inner
function,
lim
rր1
(
1− r2|τ1|
2
)
Kmin2 (rτ1, z2, rτ1, w2) = lim
rր1
(
1− r2|τ1|
2
) ψ(z2)ψ(w2)(1− |φ(rτ1)|2)
1− r2|τ1|2
= 0
for every z1 and w1 and almost every τ1 ∈ T.
(⇐) Now assume K1(z, w) is a function of only z2 and w¯2 and K2(z, w) satisfies (7). Abusing
notation slightly, we write K1(z2, w2). We will construct inner functions φ and ψ so that
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θ(z) = φ(z1)ψ(z2). However, first we need several preliminary computations.
Preliminary Computation 1: We first show that there is a w2 ∈ D such that limrր1 θ(rτ1, w2)
exists and is nonzero for almost every τ1 in T. Fix an arbitrary w2 ∈ D and consider what
happens when limrր1 θ(rτ1, w2) = 0 for some τ1 where (7) holds. Then,
1 = lim
rր1
(1− |θ(rτ1, w2)|
2)
= lim
rր1
(1− r2|τ1|
2)K2(rτ1, w2, rτ1, w2) + (1− |w2|
2)K1(w2, w2)
= (1− |w2|
2)K1(w2, w2).
Rewriting (1) and setting z1 = w1 and z2 = w2 gives
1− |θ(z1, w2)|
2 = (1− |w2|
2)K1(w2, w2) + (1− |z1|
2)K2(z1, w2, z1, w2),
and together we obtain
|θ(z1, w2)|
2 = −(1 − |z1|
2)K2(z1, w2, z1, w2)
for every z1, which implies θ( · , w2) is identically zero. Therefore, if for every w2, there is
some τ1 satisfying (7) such that limrր1 θ(rτ1, w2) = 0, then θ ≡ 0, which is a contradiction.
Thus, there is some w2 such that limrր1 θ(rτ1, w2) 6= 0 for any τ1 satisfying (7). However,
since, θ(·, w2) is bounded and holomorphic, it is in H21 (D) and so for that w2
(8) lim
rր1
θ(rτ1, w2) exists and is nonzero
for almost every τ1.
Preliminary Computation 2: Now, recall that, for almost every τ1 in T, θ has boundary
values at (τ1, τ2) for almost every τ2. Then, there is a well-defined inner function, which we
call θτ1(z2), that satisfies the following boundary conditions
lim
rր1
θτ1(rτ2) = θ(τ1, τ2)
for almost every τ2 ∈ T. Fix such a τ1 and further, assume θ satisfies limit conditions (7) and
(8) with τ1. We will show that
Φτ1(z2) ≡ lim
rր1
θ(rτ1, z2) = θτ1(z2).
Consider the w2 found earlier. Now we can use (7), (8), and then (1) with z1 = rτ1 and
w1 = rτ1 to write:
Φτ1(z2) = lim
rր1
θ(rτ1, z2) =
1
Φτ1(w2)
(1− (1− z2w¯2)K1(z2, w2)) .
22 BICKEL AND LIAW
This shows that Φτ1(z2) is a well-defined function in H
2
2 (D). Moreover, rewriting (1), one can
obtain:
lim
rր1
θ(rτ1, rτ2) =
1
Φτ1(w1)
lim
rր1
(
1− (1− r2|τ1|
2)K2(rτ1, rτ2, rτ1, w2)− (1− rτ2w¯2)K1(rτ2, w2)
)
.
Then, we can use Cauchy-Schwarz to calculate:
lim
rր1
(
(1− r2|τ1|
2)K2(rτ1, rτ2, rτ1, w2)
)
≤ lim
rր1
(
(1− r2|τ1|
2)K2(rτ1, w2, rτ1, w2)
)1/2
·
(
(1− r2|τ1|
2)K2(rτ1, rτ2, rτ1, rτ2)
)1/2
= 0,
since the first term is tending to zero by (7) and the second term is bounded for almost every
τ2. This implies that for almost every τ2 in T,
θ(τ1, τ2) = lim
rր1
θ(rτ1, rτ2) =
1
Φτ1(w2)
(
1− lim
rր1
(1− rτ2w¯2)K1(rτ2, w2)
)
= lim
rր1
Φτ1(rτ2).
Then, since Φτ1 and θτ1 are both H
2
2 (D) with the same boundary values, they must be equal.
Construction of φ and ψ: Now, fix any µ1 in T that satisfies the limit conditions (7) and
(8) with θµ1(z2) well-defined and inner. Then, we can conclude that for every τ1 satisfying
the inner function and limit conditions (by assumption, this is almost every τ1),
θτ1(z2)θτ1(w2) = 1− (1− z2w¯2)K1(z2, w2) = θµ1(z2)θµ1(w2)
and so, taking boundary limits, for almost every τ2 in T,
θ(τ1, τ2) = θ(µ1, τ2)
θµ1(w2)
θτ1(w2)
.
Since θτ1 and θµ1 are both inner, this implies that∣∣∣∣∣θµ1(w2)θτ1(w2)
∣∣∣∣∣ = 1,
and so we can obtain:
θ(τ1, τ2) = θ(µ1, τ2)
θτ1(w2)
θµ1(w2)
.
Define ψ(z2) = θµ1(z2) and φ(z1) =
θ(z1,w2)
θµ1 (w2)
. Then, ψ(z2)φ(z1) is a product of one variable
inner functions and for almost every τ1, τ2, we have
lim
rր1
ψ(rτ2)φ(rτ1) = lim
rր1
θµ1(rτ2)
θ(rτ1, w2)
θµ1(w2)
= θ(µ1, τ2)
θτ1(w2)
θµ1(w2)
= θ(τ1, τ2),
which implies that θ(z1, z2) = φ(z1)ψ(z2). 
4.3. Proof of Theorem 1.2. We combine Theorems 4.1 and 4.2 to prove Theorem 1.2,
which we state again for the convenience of the reader.
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Theorem 1.2. Let θ be a rational inner function on D2. Then θ has a pair of Agler kernels
(K1, K2) such that the associated Agler spaces
S1 ≡ H
(
K1(z, w)
1− z1w¯1
)
and S2 ≡ H
(
K2(z, w)
1− z2w¯2
)
are reducing subspaces for Sz1 if and only if θ is a product of two one variable inner functions.
By symmetry, this occurs if and only if θ has a pair of Agler kernels (K˜1, K˜2) such that the
associated Agler spaces are reducing subspaces for Sz2.
Proof of Theorem 1.2. (⇐) If θ is a product of one variable inner functions, then θ has such
reducing subspaces by Proposition 2.2.
(⇒) Assume θ is rational inner and possesses reducing subspaces of Sz1 with kernels
(K1, K2). Then by Theorem 4.1, K1(z, w) is a function of only z2 and w¯2. Now, we use
the structure of rational inner functions to show that K2 satisfies the limit condition (7).
Indeed, by Lemma 9.1 in [12], we can write θ = p˜/p, where p has only finitely many zeros on
T2. By Theorem 2.8 in [24], we can write
K2(z, w) =
N∑
i=1
fi(z)fi(w) =
N∑
i=1
qi(z)
p(z)
qi(w)
p(w)
,
where the qi are polynomials and N only depends on deg θ. Fix any fi as above and τ1 in
T. Then by Proposition 4.9.1 in [27], if fi(z) has a singular point at (τ1, z2) for any z2 in D,
then fi(z) has a singular point at (τ1, τ2) for every τ2 in T. However, this cannot happen, as
the singular points of fi must occur at the zeros of p and p has only finitely many zeros on
T2. Thus, every (τ1, z2) must be a regular point of fi, namely, fi must extend analytically to
a neighborhood of (τ1, z2). Specifically, this means that for each fixed z2 in D,
ci(τ1, z2) ≡ lim
rր1
fi(rτ1, z2)
exists. Thus,
lim
rր1
K2(rτ1z2, rτ1, w2) =
N∑
i=1
ci(τ1, z2)ci(τ1, w2).
This implies that
lim
rր1
(1− |rτ1|
2)K2(rτ1, z2, rτ1, w2) = lim
rր1
(1− |rτ1|
2)
N∑
i=1
ci(τ1, z2)ci(τ1, w2) = 0,
for all z2, w2, and τ1. Thus, we can apply Theorem 4.2 to conclude that θ must be a product
of one variable inner functions. 
4.4. Open questions. There are also many related questions yet to be answered about
reducing subspaces. For example:
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(a) Theorem 1.2 only characterizes reducing subspaces if θ is rational inner. This leads to
the question: Does Theorem 1.2 generalize to arbitrary inner functions? Namely,
Do Sz1 or Sz2 have reducing Agler subspaces if and only if θ is a product of two one variable
inner functions?
(b) Unfortunately, our tools only allowed us to answer questions about when Agler subspaces
are reducing. This leaves open the difficult but attractive question:
For which θ, does Sz1 or Sz2 have reducing subspaces in Kθ?
References
[1] J. Agler. Some interpolation theorems of Nevanlinna-Pick type. Preprint, 1988. 2
[2] J. Agler. On the representation of certain holomorphic functions defined on a polydisc. In Topics in
operator theory: Ernst D. Hellinger memorial volume, volume 48 of Oper. Theory Adv. Appl., pages
47–66. Birkhäuser Verlag, Basel, 1990. 2
[3] J. Agler and J.E. McCarthy. Interpolating sequences on the bidisk. Internat. J. Math. 12 (2001), no. 9,
1103–1114. 2
[4] J. Agler and J.E. McCarthy. Distinguished varieties. Acta Math. 194 (2005), no. 2, 133–153. 2
[5] J. Agler and J.E. McCarthy. What can Hilbert spaces tell us about bounded functions in the bidisk? In
A Glimpse at Hilbert Space Operators, volume 207 of Oper. Theory Adv. Appl., pages 81–97. Birkhäuser
Verlag, Basel, 2010. 2
[6] J. Agler, J.E. McCarthy, and N.J. Young. A Carathéodory theorem for the bidisk via Hilbert space
methods. Math. Ann., 352 (2012), no 3., 581–624. 2
[7] J. Agler, J.E. McCarthy, and N.J. Young. Operator monotone functions and Löwner functions of several
variables Ann. of Math. (2), 176 (2012), no. 3,1783–1826. 2
[8] J.A. Ball, C. Sadosky, and V. Vinnikov. Scattering systems with several evolutions and multidimensional
input/state/output systems. Integral Equations and Operator Theory, 52 (2005), 323–393. 3
[9] J.A. Ball and T.T. Trent. Unitary colligations, reproducing kernel Hilbert spaces, and Nevanlinna-Pick
interpolation in several variables. J. Funct. Anal., 197 (1998),1–61. 2
[10] A. Beurling. On two problems concerning linear transformations in Hilbert space. Acta Math. 81, (1948).
17 pp. 1
[11] K. Bickel. Fundamental Agler decompositions. Integral Equations Operator Theory 74 (2012), no. 2,
233–257. 3, 11, 19
[12] K. Bickel and G. Knese. Inner functions on the bidisk and associated Hilbert spaces. J. Funct. Anal.,
265 (2013) no. 11, 2753–2790. 3, 12, 14, 23
[13] K. Bickel and G. Knese. Canonical Agler Decompositions and Transfer Function Realizations. To appear
in Trans. Amer. Math. Soc. in 2015.
[14] J.A. Cima, A.L. Matheson, and W.T. Ross. The Cauchy transform, Mathematical Surveys and Mono-
graphs, vol. 125, American Mathematical Society, Providence, RI, 2006.
[15] R.G. Douglas, C. Liaw. A geometric approach to finite rank unitary perturbations. Indiana Univ. Math.
J. 62 (2013) no. 1, 333–354. 2
[16] R.G. Douglas and M. Gadadhar. Equivalence of quotient Hilbert modules. Proc. Indian Acad. Sci. Math.
Sci. 113 (2003), no. 3, 281–291. 1
PROPERTIES OF BEURLING-TYPE SUBMODULES VIA AGLER DECOMPOSITIONS 25
[17] R.G. Douglas and M. Gadadhar. Equivalence of quotient Hilbert modules. II. Trans. Amer. Math. Soc.
360 (2008), no. 4, 2229–2264. 1
[18] R.G. Douglas and R. Yang. Operator theory in the Hardy space over the bidisk. I. Integral Equations
Operator Theory, 38 (2000), no. 2, 207–221. 1, 2
[19] S.R. Garcia and T.W. Ross. Recent Progress on Truncated Toeplitz Operators. Blaschke Products and
Their Applications. Fields Institute Communications, 65 (2013), 275–319. 10
[20] K. Guo and K. Wang. Beurling type quotient modules over the bidisk and boundary representations. J.
Funct. Anal., 257 (2009) 3218–3238. 2, 4, 18
[21] K. Izuchi and K.H. Izuchi. Rank-one commutators on invariant subspaces of the Hardy space on the
bidisk. J. Math. Anal. Appl. 316 (2006), no. 1, 1–8. 2
[22] K. Izuchi and T. Nakazi. Backward shift invariant subspaces in the bidisc. Hokkaido Math. J. 33 (2004),
no. 1, 247–254. 1, 2
[23] G. Knese. A Schwarz lemma on the polydisk. Proc. Amer. Math. Soc., 135 (2007), 2759–2768. 2
[24] G. Knese. Rational inner functions in the Schur–Agler class on the polydisk. Publ. Math., 55 (2011) no.
3, 343–357. 23
[25] C. Liaw and S. Treil. Clark model in general situation. Accepted by J. Anal. Math. 2
[26] V. Mandrekar. The validity of Beurling theorems in polydiscs. Proc. Amer. Math. Soc. 103 (1988), no.
1, 145–148. 1
[27] W. Rudin. Function theory in polydiscs. W. A. Benjamin, Inc., New York-Amsterdam, 1969. 1, 12, 14,
23
[28] D. Sarason. Sub–Hardy Hilbert Spaces in the Unit Disk. The University of Arkansas lecture notes in the
mathematical sciences, vol.10. John Wiley and Sons, Inc., New York, 1994. 8
[29] B. Sz.-Nagy, C. Foiaş, H. Bercovici, and L. Kérchy, Harmonic analysis of operators on Hilbert space,
second ed., Universitext, Springer, New York, 2010. MR 2760647. Original edition: B. Sz.-Nagy
and C. Foiaş, Analyse harmonique des opérateurs de l’espace de Hilbert, Masson et Cie, Paris, 1967.
MR 0225183 (37 #778). Alternatively, translated from the French and revised, North-Holland Publish-
ing Co., Amsterdam, 1970. MR 0275190 (43 #947) 1, 10
[30] H.J. Woerdeman. A general Christoffel-Darboux type formula. Integral Equations Operator Theory. 67
(2010), no. 2, 203–213. 12
[31] R. Yang. Operator theory in the Hardy space over the bidisk. III. J. Funct. Anal. 186 (2001), no. 2,
521–545. 1, 2
[32] R. Yang. Operator theory in the Hardy space over the bidisk. II. Integral Equations Operator Theory.
42 (2002), no. 1, 99–124. 1, 2
Department of Mathematics, Bucknell University, 360 Olin Science Building, Lewisburg,
PA 17837, USA.
E-mail address : kelly.bickel@bucknell.edu
Department of Mathematics, Baylor University, One Bear Place #97328, Waco, TX 76798,
USA.
E-mail address : Constanze Liaw@baylor.edu
