Existence of strong solutions and global attractors for the coupled suspension bridge equations  by Ma, Qiaozhen & Zhong, Chengkui
J. Differential Equations 246 (2009) 3755–3775Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Existence of strong solutions and global attractors
for the coupled suspension bridge equations✩
Qiaozhen Ma a,b,∗, Chengkui Zhong b
a College of Mathematics and Information Science, Northwest Normal University, Lanzhou, Gansu 730070, PR China
b School of Mathematics and Statistics, Lanzhou University, Lanzhou, Gansu 730000, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 27 April 2007
Revised 4 February 2009
Available online 25 March 2009
Keywords:
Coupled suspension bridge equations
Norm-to-weak continuous semigroup
Strong solutions
Global attractors
In this paper, we show the existence of the strong solutions for
the coupled suspension bridge equations. Furthermore, existence of
the strong global attractors is investigated using a new semigroup
scheme. Since the solutions of the coupled equation have no higher
regularity and the semigroup associated with the solutions is not
continuous in the strong Hilbert space, the results are new and
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1. Introduction
In the paper, we consider the following system which describes the vibrating beam equation cou-
pled with a vibrating string equation
{
utt + αuxxxx + δ1ut + k(u − v)+ + f B(u) = hB , in [0, L] ×R+,
vtt − βvxx + δ2vt − k(u − v)+ + f S (v) = hS , in [0, L] ×R+ (1.1)
with the simply supported boundary conditions at both ends
u(0, t) = u(L, t) = uxx(0, t) = uxx(L, t) = 0, t  0,
v(0, t) = v(L, t) = 0, t  0, (1.2)
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u(x,0) = u0, ut(x,0) = u1,
v(x,0) = v0, vt(x,0) = v1, x ∈ [0, L], (1.3)
where the ﬁrst equation of (1.1) represents the vibration of the road bed in the vertical direction and
the second equation describes that of the main cable from which the road bed is suspended by the
tie cables (see [10]). k > 0 denotes the spring constant of the ties, α > 0 and β > 0 are the ﬂexural
rigidity of the structure and coeﬃcient of tensile strength of the cable, respectively. δ1, δ2 > 0 are
constants, hB ,hS ∈ L2(0, L).
We assume that the nonlinear functions f B ∈ C3(R,R) and f S ∈ C2(R,R) satisfy the following
conditions:
(F1) lim inf|τ |→∞
f B(τ )
τ
 δ, lim inf|τ |→∞
f S(τ )
τ
 δ;
(F2)
∣∣ f B(τ )∣∣, ∣∣ f S (τ )∣∣ C0(1+ |τ |p), ∀p  1,
for any τ ∈ R, where C0, δ are positive constants.
Just for the ﬁrst equation in (1.1), it is originally in [1] introduced by Lazer and McKenna as the
new problems in ﬁelds of nonlinear analysis. Lately, similar models have been studied by many au-
thors, but most of them have only concentrated on the existence of solutions, see [9,10], while the
existence of the global attractors for the suspension bridge equations are most of our concern. In
[11], we ﬁrstly obtained the global attractors of the weak solutions for the suspension bridge equa-
tions. Recently, the existence of the strong solutions and the strong global attractors have also been
achieved in [2].
For the coupled suspension bridge equations, Ahmed and Harbi studied (1.1) in [10], and pointed
out that the system is conservative and asymptotically stable with respect to the rest state for k > 0,
and showed that the Cauchy problem of system (1.1) has at least one weak solution. In 2004, G. Lit-
canu and J. Malik have also proposed and studied the similar models in [5,6]. G. Holubová and
A. Matas in [4] considered the initial–boundary value problem for the more general nonlinear string–
beam system and obtained the existence and uniqueness of the weak solution by the Faedo–Galerkin
method. In [12], we ﬁrstly proved the existence of the global attractors of the weak solutions for (1.1).
To the best of our knowledge, however, the existence of the strong solutions and the strong global
attractors for (1.1) are still not studied, it is just our interest in this paper. For proper k, which will
be given in Section 3, we will ﬁrstly establish the existence of strong solutions based on the stan-
dard Faedo–Galerkin methods, then discuss the compact attractors of the strong solutions by making
use of the condition (C) introduced in [3,13] and combining with the techniques of energy estimates.
Especially, our results are hard to be improved because (1.1) have no higher regularity and the so-
lution semigroup associated with (1.1) is not continuous in a strong Hilbert space. So our results
appear to be optimal. On the other hand, the following assumptions, namely, there exists C > 0 such
that
lim inf|τ |→∞
τ f B(τ ) − C FB(τ )
τ 2
 0, lim inf|τ |→∞
τ f S (τ ) − C F S (τ )
τ 2
 0,
where FB(τ ) =
∫ τ
0 f B(r)dr, F S (τ ) =
∫ τ
0 f S(r)dr, used in [2,11,13,14] for nonlinearity of usual wave
equations can be deleted in this paper.
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With the usual notation, we denote
Y0 = L2(0, L), Y1 = H10(0, L), Y2 = D(A) = H2(0, L) ∩ H10(0, L),
Y3 = D
(
A2
)= {u ∈ H2(0, L) ∣∣ A2u ∈ L2(0, L)},
where A = − ∂2
∂x2
, A2 = ∂4
∂x4
. And we introduce some spaces V1, V2 which are used throughout the
paper, that is
V1 = Y0 × Y0, V2 = Y2 × Y1,
and endow space V1 with the usual scalar product and norm, (·,·), | · |, namely, for any u = (u1,u2),
v = (v1, v2), denote
(u, v) =
L∫
0
(
u1v1 + u2v2)dx, |u|2 = ∣∣u1∣∣2L2 + ∣∣u2∣∣2L2 .
Especially, (·,·) and | · | also denote the scalar product and the norm of L2(0, L). We can also deﬁne
the scalar product ((·,·)) and norm ‖ · ‖ in V2, i.e.
((u, v)) =
L∫
0
(
u1xxv
1
xx + u2x v2x
)
dx, ‖u‖2 = ∣∣u1xx∣∣2L2 + ∣∣u2x ∣∣2L2 .
Especially, ((·,·)) and ‖ · ‖ also denote the scalar product and the norm of Y1, and |Au| be the norm
of Y2. In addition, we write V3 = Y3 × Y2, and denote |A2u| as the norm of Y3. Moreover, we have
V3 ⊂ V2 ⊂ V1 = V ∗1 ⊂ V ∗2 ⊂ V ∗3 , where V ∗1 , V ∗2 and V ∗3 are the dual of V1, V2 and V3, respectively,
and each space is dense in the next one and the injections are continuous.
Let λ1 be the ﬁrst eigenvalue of −vxx = λv , x ∈ [0, L]; v(0) = v(L) = 0, the corresponding eigen-
function φ1(x) is positive on [0, L]. It is easy to know that λ21 is the ﬁrst eigenvalue of uxxxx = λu,
x ∈ [0, L]; u(0) = u(L) = uxx(0) = uxx(L) = 0. Choosing λ = min{λ1, λ21}, by the Poincaré inequality, we
have
‖u‖2  λ|u|2, ∀u ∈ V2. (2.1)
Next we iterate some notations and abstract theorems in [3,13], which are important for getting
our main results.
Deﬁnition 2.1. Let X be a Banach space, {S(t)}t0 be a family operator on X . We say that {S(t)}t0 is
a norm-to-weak continuous semigroup on X , if {S(t)}t0 satisﬁes
(i) S(0) = Id (the identity);
(ii) S(t)S(s) = S(t + s), ∀t, s 0;
(iii) S(tn)xn ⇀ S(t)x, if tn → t , xn → x in X .
Deﬁnition 2.2. A C0 semigroup {S(t)}t0 in a Banach space X is said to satisfy the condition (C) if for
any ε > 0 and for any bounded set B of X , there exists t(B) > 0 and a ﬁnite dimensional subspace X1
of X , such that {‖P S(t)x‖X , x ∈ B, t  t(B)} is bounded and
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where P : X → X1 is a bounded projector.
Theorem 2.3. Let X be a Banach space and {S(t)}t0 be a norm-to-weak continuous semigroup on X. Then
{S(t)}t0 has a global attractor in the topology of X , if the following conditions hold:
(i) {S(t)}t0 has a bounded absorbing set B0; and
(ii) {S(t)}t0 satisﬁes the condition (C).
Theorem 2.4. (See [14].) Let X and Y be two Banach spaces such that X ⊂ Y with a continuous injection. If
a function ϕ belongs to L∞(0, T ; X) and is weakly continuous with values in Y , then ϕ is weakly continuous
with values in X.
For simplicity, we introduce two symbols E1 and E2:
E1 = V2 × V1, E2 = V3 × V2.
Theorem 2.5. (See [4,10–12].) Suppose that k > 0, α,β, δ1, δ2 > 0 and (F1)–(F2) hold. If hB ,hS ∈ L2(0, L),
(u0, v0,u1, v1) ∈ E1 , then for any given T > 0, there exists a unique solution (u, v) of (1.1)–(1.3) such that
u ∈ C([0, T ], Y2), ut ∈ C([0, T ], Y0),
v ∈ C([0, T ], Y1), vt ∈ C([0, T ], Y0).
Furthermore, {u0, v0,u1, v1} → {u(t), v(t),ut(t), vt(t)} is continuous in E1 . Consequently, it admits to deﬁne
a C0 semigroup
S(t) : {u0, v0,u1, v1} →
{
u(t), v(t),ut(t), vt(t)
}
, t ∈ R+,
and it maps E1 into itself.
Finally, from (F1) and the deﬁnition of FB , F S we know that there exist two positive constants K1,
K2 and η = η(δ) > 0 such that
f B(τ )τ + ητ 2 + K1  0, f S (τ )τ + ητ 2 + K1  0, ∀τ ∈ R, (2.2)
and
FB(τ ) + ητ 2 + K2  0, F S (τ ) + ητ 2 + K2  0, ∀τ ∈ R. (2.3)
3. A priori estimates
3.1. A priori estimates in E1
Choose 0< ε < ε′ be ﬁxed in the course of the proof, where
ε′ = min
{
αλ
2δ
,
δ1
4
,
βλ
2δ
,
δ2
4
}
. (3.1)1 2
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and ψ = vt + εv , respectively, then adding them, this yields
1
2
d
dt
(
α|Au|2 + |φ|2 + β‖v‖2 + |ψ |2)+ εα|Au|2 + (δ1 − ε)|φ|2
− ε(δ1 − ε)(u, φ) + βε‖v‖2 + (δ2 − ε)|ψ |2 − ε(δ2 − ε)(v,ψ)
+ k((u − v)+, φ − ψ)+ ( f B(u),φ)+ ( f S (v),ψ)
= (hB , φ) + (hS ,ψ). (3.2)
In line with (2.1), (3.1), the Hölder and Young inequalities, we conclude
εα|Au|2 + (δ1 − ε)|φ|2 − ε(δ1 − ε)(u, φ) + βε‖v‖2 + (δ2 − ε)|ψ |2 − ε(δ2 − ε)(v,ψ)
 εα
2
|Au|2 + εβ
2
‖v‖2 + δ1
2
|φ|2 + δ2
2
|ψ |2. (3.3)
In addition,
k
(
(u − v)+, φ − ψ)= 1
2
d
dt
k
∣∣(u − v)+∣∣2 + εk∣∣(u − v)+∣∣2, (3.4)
and
(
f B(u),φ
)+ ( f S (v),ψ)= d
dt
( L∫
0
FB(u)dx+
L∫
0
F S (v)dx
)
+ ε
L∫
0
f B(u)u dx+ ε
L∫
0
f S (v)v dx, (3.5)
and
(hB , φ) + (hS ,ψ) = d
dt
( L∫
0
hBu dx+
L∫
0
hS v dx
)
+ ε
L∫
0
hBu dx+ ε
L∫
0
hS v dx. (3.6)
Consequently, collecting with (3.2)–(3.6), there holds
1
2
d
dt
[
α|Au|2 + β‖v‖2 + |φ|2 + |ψ |2 + k∣∣(u − v)+∣∣2
+ 2
L∫
0
FB(u)dx+ 2
L∫
0
F S (v)dx− 2
L∫
0
hBu dx− 2
L∫
0
hS v dx
]
+ εα
2
|Au|2 + εβ
2
‖v‖2 + δ1
2
|φ|2 + δ2
2
|ψ |2 + εk∣∣(u − v)+∣∣2
+ ε
L∫
0
f B(u)u dx+ ε
L∫
0
f S (v)v dx− ε
L∫
0
hBu dx− ε
L∫
0
hS v dx
 0. (3.7)
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E(t) = α|Au|2 + β‖v‖2 + |φ|2 + |ψ |2 + k∣∣(u − v)+∣∣2
+ 2
L∫
0
FB(u)dx+ 2
L∫
0
F S (v)dx− 2
L∫
0
hBu dx− 2
L∫
0
hS v dx (3.8)
and
I(t) = α|Au|2 + β‖v‖2 + |φ|2 + |ψ |2 + k∣∣(u − v)+∣∣2
+ 2
L∫
0
f B(u)u dx+ 2
L∫
0
f S (v)v dx− 2
L∫
0
hBu dx− 2
L∫
0
hS v dx. (3.9)
We have
d
dt
E(t) + ε0 I(t) 0
which implies
E(t)−ε0
t∫
0
I(τ )dτ + E(0), (3.10)
where
E(0) = α|Au0|2 + β‖v0‖2 + |u1 + εu0|2 + |v1 + εv0|2 + k
∣∣(u0 − v0)+∣∣2
+ 2
L∫
0
FB(u0)dx+ 2
L∫
0
F S (v0)dx− 2
L∫
0
hBu0 dx− 2
L∫
0
hS v0 dx. (3.11)
Noticing that (2.2)–(2.3) and (3.8)–(3.9), and using the compact Sobolev embedding theorem we get
E(t) α|Au|2 + β‖v‖2 + |φ|2 + |ψ |2 − (k + 2η + ε0)|u|2 − (k + 2η + ε0)|v|2 − M1

(
α − k + 2η + ε0
λ
)
|Au|2 +
(
β − k + 2η + ε0
λ
)
‖v‖2 + |φ|2 + |ψ |2 − M1, (3.12)
where M1 = 4K2L + |hB |2+|hS |2ε0 . Similarly
I(t) = α|Au|2 + β‖v‖2 + |φ|2 + |ψ |2 + k∣∣(u − v)+∣∣2
+ 2
L∫
0
f B(u)u dx+ 2
L∫
0
f S (v)v dx− 2
L∫
0
hBu dx− 2
L∫
0
hS v dx

(
α − k + 2η + ε0
λ
)
|Au|2 +
(
β − k + 2η + ε0
λ
)
‖v‖2 + |φ|2 + |ψ |2 − M2, (3.13)
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k+2η
λ
< min{α,β} and 0 < ε0 < αλ − k − 2η, we have
α − k + 2η + ε0
λ
> 0, β − k + 2η + ε0
λ
> 0. (3.14)
Associated with (3.12)–(3.14), there exists a positive constant C1 such that
E(t) C1
(|Au|2 + ‖v‖2 + |φ|2 + |ψ |2)− M1, (3.15)
I(t) C1
(|Au|2 + ‖v‖2 + |φ|2 + |ψ |2)− M2. (3.16)
So we deduce from (3.15)–(3.16) and (3.10) that
C1
(|Au|2 + ‖v‖2 + |φ|2 + |ψ |2)− M1
−ε0
t∫
0
[
C1
(|Au|2 + ‖v‖2 + |φ|2 + |ψ |2)− M2]dt + E(0). (3.17)
Thus, for any K > M2C1 , there exists t0 = t0(B) such that
∣∣Au(t0)∣∣2 + ∥∥v(t0)∥∥2 + ∣∣φ(t0)∣∣2 + ∣∣ψ(t0)∣∣2  K . (3.18)
As a results, if u, v are the solution of the system (1.1)–(1.3), let B0 =⋃t0 S(t)B1, where
B1 =
{
(u0,u1, v0, v1)
T ∈ E0: |Au0|2 + ‖v0‖2 + |φ0|2 + |ψ0|2  K
}
,
then B0 is a bounded absorbing set of {S(t)}t0.
On the other hand, from the above discussion, there exists a positive constant μ1 such that
∣∣Au(t)∣∣2 + ∥∥v(t)∥∥2 + ∣∣φ(t)∣∣2 + ∣∣ψ(t)∣∣2 μ21, ∀t  t0. (3.19)
3.2. A priori estimates in E2
Choose 0 < ε < 1. Taking the scalar product in L2(0, L) of the ﬁrst and second equation of (1.1)
with A2φ = A2ut + εA2u and Aψ = Avt + εAv , respectively, then after computation, we ﬁnd
1
2
d
dt
(
α
∣∣A2u∣∣2 + β|Av|2 + |Aφ|2 + ‖ψ‖2)
+ εα∣∣A2u∣∣2 + (δ1 − ε)|Aφ|2 − ε(δ1 − ε)(A2u, φ)+ εβ|Av|2
+ (δ2 − ε)‖ψ‖2 − ε(δ2 − ε)(Av,ψ) +
(
k(u − v)+, A2φ)
− (k(u − v)+, Aψ)+ ( f B(u), A2φ)+ ( f S (v), Aψ)
= (hB , A2φ)+ (hS , Aψ). (3.20)
Thanks to the Hölder inequalities, Young inequalities and (3.19), we obtain
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k(u − v)+, A2φ)= d
dt
(
k(u − v)+, A2u)− (k((u − v)+)t , A2u)+ ε(k(u − v)+, A2u)
 d
dt
(
k(u − v)+, A2u)+ ε(k(u − v)+, A2u)− k∣∣((u − v)+)t ∣∣ · ∣∣A2u∣∣
 d
dt
(
k(u − v)+, A2u)+ ε(k(u − v)+, A2u)− k∣∣(u − v)t ∣∣ · ∣∣A2u∣∣
 d
dt
(
k(u − v)+, A2u)+ ε(k(u − v)+, A2u)− k(|ut | + |vt |) · ∣∣A2u∣∣
 d
dt
(
k(u − v)+, A2u)+ ε(k(u − v)+, A2u)− 2kμ1∣∣A2u∣∣
 d
dt
(
k(u − v)+, A2u)+ ε(k(u − v)+, A2u)
− εα
2
∣∣A2u∣∣2 − 2k2μ21
εα
, t  t0, (3.21)
and
−(k(u − v)+, Aψ)= k(((u − v)+)x,ψx)−k∥∥(u − v)+∥∥ · ‖ψ‖
−2kμ1‖ψ‖− δ2
2
‖ψ‖2 − 2k
2μ21
δ2
, t  t0. (3.22)
On the other hand, we know that f B(u), f ′B(u), f S (v), f ′S (v) are uniformly bounded in L∞ due
to (F2), (3.19) and the Sobolev embedding theorem, that is, there exists a constant M > 0, such that
∣∣ f B(u)∣∣L∞  M, ∣∣ f ′B(u)∣∣L∞  M, ∣∣ f S (v)∣∣L∞  M, ∣∣ f ′S (v)∣∣L∞  M. (3.23)
Therefore, in line with the Hölder inequality, Cauchy inequality and (3.19) again, it follows that
(
f B(u), A
2φ
)+ ( f S (v), Aψ)
= d
dt
(
f B(u), A
2u
)+ ε( f B(u), A2u)− ( f ′B(u)ut , A2u)− ( f ′S (v)vx,ψx)
 d
dt
(
f B(u), A
2u
)+ ε( f B(u), A2u)−
L∫
0
∣∣ f ′B(u)∣∣ · |ut | · ∣∣A2u∣∣dx−
L∫
0
∣∣ f ′S(v)∣∣ · |vx| · |ψx|dx
 d
dt
(
f B(u), A
2u
)+ ε( f B(u), A2u)− Mμ1∣∣A2u∣∣− Mμ1‖ψ‖
 d
dt
(
f B(u), A
2u
)+ ε( f B(u), A2u)− εα
4
∣∣A2u∣∣2 − δ2
4
‖ψ‖2 − M
2μ21
εα
− M
2μ21
δ2
, t  t0, (3.24)
and
(
hB , A
2φ
)+ (hS , Aψ) = d
dt
(
hB , A
2u
)+ ε(hB , A2u)+ d
dt
(hS , Av) + ε(hS , Av). (3.25)
Thus, collecting (3.21)–(3.22) and (3.24)–(3.25), from (3.20) yields
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[
α
∣∣A2u∣∣2 + β|Av|2 + |Aφ|2 + ‖ψ‖2 + 2(k(u − v)+, A2u)
+ 2( f B(u), A2u)− 2(hB , A2u)− 2(hS , Av)]
+ εα
2
∣∣A2u∣∣2 + 2(δ1 − ε)|Aφ|2 − 2ε(δ1 − ε)(A2u, φ)+ 2εβ|Av|2
+ 2
(
δ2
4
− ε
)
‖ψ‖2 − 2ε(δ2 − ε)(Av,ψ) + 2ε
(
k(u − v)+, A2u)
+ 2ε( f B(u), A2u)− 2ε(hB , A2u)− 2ε(hS , Av)
 C, t  t0, (3.26)
where
C = 2μ21
(
2k2 + M2)( 1
εα
+ 1
δ2
)
.
Furthermore, by (2.1) and the Young inequality, we obtain
εα
2
∣∣A2u∣∣2 + 2(δ1 − ε)|Aφ|2 − 2ε(δ1 − ε)(A2u, φ)
 εα
2
∣∣A2u∣∣2 + 2(δ1 − ε)‖φ‖2 − 2εδ1√
λ
∣∣A2u∣∣ · ‖φ‖
 εα
4
∣∣A2u∣∣2 + 2(δ1 − ε − δ21ε
λα
)
|Aφ|2, (3.27)
and
2εβ|Av|2 + 2
(
δ2
4
− ε
)
‖ψ‖2 − 2ε(δ2 − ε)(Av,ψ)
 2εβ|Av|2 +
(
δ2
2
− 2ε
)
‖ψ‖2 − 2δ2ε√
λ
|Av| · ‖ψ‖
 εβ|Av|2 +
(
δ2
2
− 2ε − δ
2
2ε
λβ
)
‖ψ‖2. (3.28)
Therefore, choosing ε small enough, such that
δ1 −
(
1+ δ
2
1
λα
)
ε >
δ1
2
,
δ2
2
−
(
2+ δ
2
2
λβ
)
ε >
δ2
4
, (3.29)
and taking ε0 = min{ ε4 , δ1, δ24 }, and together with (3.26)–(3.28) we have
d
dt
[
α
∣∣A2u∣∣2 + β|Av|2 + |Aφ|2 + ‖ψ‖2 + 2(k(u − v)+, A2u)
+ 2( f B(u), A2u)− 2(hB , A2u)− 2(hS , Av)]
+ ε0
[
α
∣∣A2u∣∣2 + β|Av|2 + |Aφ|2 + ‖ψ‖2 + 2(k(u − v)+, A2u)
+ 2( f B(u), A2u)− 2(hB , A2u)− 2(hS , Av)]
 C . (3.30)
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that
d
dt
(
α
2
∣∣A2u∣∣2 + 2(k(u − v)+, A2u))
= d
dt
∣∣∣∣
√
α
2
A2u +
√
2k√
α
(u − v)+
∣∣∣∣
2
− 4k
2
α
∫
Ω
∣∣(u − v)+∣∣ · ∣∣((u − v)+)t ∣∣dx
 d
dt
∣∣∣∣
√
α
2
A2u +
√
2k√
α
(u − v)+
∣∣∣∣
2
− 4k
2
α
∣∣(u − v)∣∣ · ∣∣(u − v)t ∣∣
 d
dt
∣∣∣∣
√
α
2
A2u +
√
2k√
α
(u − v)+
∣∣∣∣
2
− 16k
2μ21
α
, t  t0, (3.31)
and
d
dt
(
α
2
∣∣A2u∣∣2 + 2( f B(u), A2u)− 2(hB , A2u)
)
 d
dt
∣∣∣∣
√
α
2
A2u +
√
2
α
f B(u) −
√
2
α
hB
∣∣∣∣
2
− 4
α
∫
Ω
∣∣ f B(u)∣∣ · ∣∣ f ′B(u)∣∣ · |ut |dx+ 2
∫
Ω
f ′B(u)ut · hB dx
 d
dt
∣∣∣∣
√
α
2
A2u +
√
2
α
f B(u) −
√
2
α
hB
∣∣∣∣
2
− 4M
2μ1
α
− 2Mμ1|hB |, t  t0. (3.32)
Therefore, integrating with (3.31)–(3.32), we get from (3.30)
d
dt
(∣∣∣∣
√
α
2
A2u +
√
2k√
α
(u − v)+
∣∣∣∣
2
+
∣∣∣∣
√
α
2
A2u +
√
2
α
f B(u) −
√
2
α
hB
∣∣∣∣
2
+
∣∣∣∣√β Av − 1√β hS
∣∣∣∣
2
+ |Aφ|2 + ‖ψ‖2
)
+ ε0
(∣∣∣∣
√
α
2
A2u +
√
2k√
α
(u − v)+
∣∣∣∣
2
+
∣∣∣∣
√
α
2
A2u +
√
2
α
f B(u) −
√
2
α
hB
∣∣∣∣
2
+
∣∣∣∣√β Av − 1√β hS
∣∣∣∣
2
+ |Aφ|2 + ‖ψ‖2
)
 Cˇ, t  t0, (3.33)
where
Cˇ = C + 16k
2μ21
α
(1+ ε0) + 2M
2
α
(ε0 + 2μ1) + 2M|hB |
(
2ε0
α
+ μ1
)
+ 2ε0
α
|hB |2 + ε0
β
|hS |2.
Thus, denote
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∣∣∣∣
√
α
2
A2u +
√
2k√
α
(u − v)+
∣∣∣∣
2
+
∣∣∣∣
√
α
2
A2u +
√
2
α
f B(u) −
√
2
α
hB
∣∣∣∣
2
+
∣∣∣∣√β Av − 1√β hS
∣∣∣∣
2
+ |Aφ|2 + ‖ψ‖2,
we have ddt y(t) + ε0 y(t) Cˇ , t  t0(B). By the Gronwall lemma, we conclude that
y(t) y(t0)exp
(−ε0(t − t0))+ Cˇ
ε0
, t  t0. (3.34)
Now, if B ⊂ BE2 (p0,ρ), the ball of E2, centered at p0 of radius ρ , then it follows from (3.34) that
there exists a constant R1 > 0, such that
sup
(u(t0),v(t0),ut (t0),vt (t0))∈B
y(t0) R21.
Provided
t1 − t0  1
ε0
log R21,
then
y(t)μ22, t  t1, (3.35)
where μ22 = 1+ Cˇε0 .
4. Existence of the strong solutions
Theorem 4.1. Suppose that k > 0 and k+2η
λ
< min{α,β}, α,β, δ1, δ2 > 0, f B , f S satisfy (F1)–(F2), f B(0) =
f S(0) = 0, hB ,hS ∈ L2(0, L). Then for any given T > 0, the initial–boundary value problem (1.1)–(1.3) has a
unique solution (u, v) with
u ∈ L∞(0, T ; Y3), ut ∈ L∞(0, T ; Y2),
v ∈ L∞(0, T ; Y2), vt ∈ L∞(0, T ; Y1)
for (u0, v0,u1, v1) ∈ E2 . Moreover, (u, v,ut , vt) are weakly continuous functions from [0, T ] to E2 , where λ,
η are given by (2.1)–(2.3).
Proof. The principle of the proof is classical. Assume that there exists an orthonormal basis of Y3×Y2
consisting of eigenvectors (ωi,χ j) of A2 × A in Y3 × Y2, simultaneously they are also orthonormal
basis of Y2 × Y1. The corresponding eigenvalues are (νi, λ j), i, j = 1,2, . . . , satisfying
A2ωi = νiωi, Aχ j = λ jχ j, ∀i, j ∈ N.
Now we prove the existence of strong solutions by the standard Faedo–Galerkin schemes in [7,8,
14].
For each m, n, by the basic theory of ordinary differential equations, there exists an approximate
solution (um, vn) of the form
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m∑
i=1
umiωi, vn(t) =
n∑
j=1
vnjχ j
satisfying
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
d2um
dt2
+ δ1 dum
dt
+ αA2um + k(um − vn)+ + Pm fB(um) = (hB)m,
d2vn
dt2
+ δ2 dvn
dt
− βAvn − k(um − vn)+ + Qn f S (vn) = (hS)n,
um(0) = Pmu0, u′m(0) = Pmu1,
vn(0) = Qnv0, v ′n(0) = Qnv1,
(4.1)
where Pm : Y3 → Vm1 is the orthogonal projector in Vm1 , Qn : Y2 → V n2 is the orthogonal projector
in V n2 , (hB)m = PmhB , (hS )n = QnhS , and
Vm1 = span{ω1,ω2, . . . ,ωm}, V n2 = span{χ1,χ2, . . . ,χn}.
Existence and uniqueness results for ODEs imply that we have a unique solution (um, vn) of (4.1),
at least on some short time interval [0, Tm]. We can extend this time interval to inﬁnity if we know
that the (um, vn) are bounded.
Fixed 0 < ε < 1. Taking the scalar product in L2(0, L) of the ﬁrst and second equation of (4.1) with
A2φm = A2u′m + εA2um and Aψn = Av ′n + εAvn , respectively, and noting that (Pm fB(um), A2φm) =
( f B(um), PmA2φm) = ( f B(um), A2φm) and (Qn f S (vn), Aψn) = ( f S(vn), Aψn), we ﬁnd
1
2
d
dt
(
α
∣∣A2um∣∣2 + β|Avn|2 + |Aφm|2 + ‖ψn‖2)+ εα∣∣A2um∣∣2
+ (δ1 − ε)|Aφm|2 − ε(δ1 − ε)
(
A2um, φm
)+ εβ|Avn|2
+ (δ2 − ε)‖ψn‖2 − ε(δ2 − ε)(Avn,ψn) +
(
k(um − vn)+, A2φm
)
− (k(um − vn)+, Aψn)+ ( f B(um), A2φm)+ ( f S (vn), Aψn)
= ((hB)m, A2φm)+ ((hS )n, Aψn). (4.2)
Like the estimates of (3.21)–(3.30), we have
d
dt
[
α
∣∣A2um∣∣2 + β|Avn|2 + |Aφm|2 + ‖ψn‖2 + 2(k(um − vn)+, A2um)
+ 2( f B(um), A2um)− 2((hB)m, A2um)− 2((hS)n, Avn)]
+ ε0
[
α
∣∣A2um∣∣2 + β|Avn|2 + |Aφm|2 + ‖ψn‖2 + 2(k(um − vn)+, A2um)
+ 2( f B(um), A2um)− 2((hB)m, A2um)− 2((hS)n, Avn)]
 C, (4.3)
where C and ε0 are given by (3.30). Exploiting (3.31)–(3.32) again, the following inequality is true:
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dt
(∣∣∣∣
√
α
2
A2um +
√
2k√
α
(um − vn)+
∣∣∣∣
2
+
∣∣∣∣
√
α
2
A2um +
√
2
α
f B(um) −
√
2
α
(hB)m
∣∣∣∣
2
+
∣∣∣∣√β Avn − 1√β (hS)n
∣∣∣∣
2
+ |Aφm|2 + ‖ψn‖2
)
+ ε0
(∣∣∣∣
√
α
2
A2um +
√
2k√
α
(um − vn)+
∣∣∣∣
2
+
∣∣∣∣
√
α
2
A2um +
√
2
α
f B(um) −
√
2
α
(hB)m
∣∣∣∣
2
+
∣∣∣∣√β Avn − 1√β (hS)n
∣∣∣∣
2
+ |Aφm|2 + ‖ψn‖2
)
 Cˇ, t  t0, (4.4)
where Cˇ is given by (3.33).
Consequently, by the Gronwall lemma we easily infer from (4.4) that {um}, {u′m} and {vn}, {v ′n}
remain in a bounded set of L∞(0, T ; Y3), L∞(0, T ; Y2) and L∞(0, T ; Y2), L∞(0, T ; Y1), respectively, as
m,n → ∞. By means of (4.1) again we know that
⎧⎪⎪⎨
⎪⎪⎩
d2um
dt2
= −δ1 dum
dt
− αA2um − k(um − vn)+ − Pm fB(um) + (hB)m,
d2vn
dt2
= −δ2 dvn
dt
+ βAvn + k(um − vn)+ − Qn f S (vn) + (hS )n.
Therefore {u′′m}, {v ′′n} are uniformly bounded in L∞(0, T ; Y0) and L∞(0, T ; Y0), respectively. Thus we
can extract subsequences, still denoted as {um}, {vn}, such that
um ⇀ u star in L
∞(0, T ; Y3),
u′m ⇀ u′ star in L∞(0, T ; Y2),
u′′m ⇀ u′′ star in L∞(0, T ; Y0),
(um − vn)+ ⇀ (u − v)+ star in L∞(0, T ; Y0), as m,n → ∞.
Since L∞(0, T ; Y3) ⊂ L2(0, T ; Y3), L∞(0, T ; Y2) ⊂ L2(0, T ; Y2), and L∞(0, T ; Y0) ⊂ L2(0, T ; Y0), it fol-
lows that
um ⇀ u in L
2(0, T ; Y3),
u′m ⇀ u′ in L2(0, T ; Y2),
u′′m ⇀ u′′ in L2(0, T ; Y0),
(um − vn)+ ⇀ (u − v)+ in L2(0, T ; Y0), as m,n → ∞.
The similar process leads to
vn ⇀ v in L
2(0, T ; Y1),
v ′n ⇀ v ′ in L2(0, T ; Y1),
v ′′n ⇀ v ′′ in L2(0, T ; Y0), as m,n → ∞.
On the other hand, by (F2) and the continuity of f B(u), f S(v) we have
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f S (vn) → f S (v) in L2(0, T ; Y0), as m,n → ∞.
Moreover, (hB)m → hB in L2(0, T ; Y0), (hS)n → hS in L2(0, T ; Y0). It is then easy to pass to the limit
in (4.1) and we conclude that (u, v) is a solution of (4.1) such that
u ∈ L∞(0, T ; Y3), u′ ∈ L∞(0, T ; Y2),
v ∈ L∞(0, T ; Y1), v ′ ∈ L∞(0, T ; Y1).
Furthermore, making use of Theorems 2.4 and 2.5 we know that (u, v,u′, v ′) are weakly continu-
ous functions from [0, T ] to E2.
Finally, uniqueness is followed from Refs. [4,10], since any two strong solutions would both be
weak solutions. 
Thus Theorem 4.1 holds and we also obtain a bounded absorbing set for the solution semigroup
{S(t)}t0 of (1.1)–(1.3) in E2. This is the following results:
Theorem 4.2. Suppose that k > 0 and k+2η
λ
< min{α,β}, α,β, δ1, δ2 > 0 and (F1)–(F2) hold. Then there
exists a bounded absorbing set in E2 for the semigroup {S(t)}t0 , where λ and η are given by (2.1)–(2.3).
5. Global attractors in E2
In order to obtain our main results, we need the following compactness results and the norm-to-
weak continuity of semigroup.
Lemma 5.1. Assume that (F1) and (F2) hold, f B(0) = f S (0) = 0, and ( f B , f S ) : Y3 × Y2 → Y2 × Y1 are
deﬁned by
((
f B(u),ϕ
))=
L∫
0
∂2 f B(u)
∂x2
· ϕxx dx,
((
f S (v),ψ
))=
L∫
0
∂ f S (v)
∂x
· ψx dx,
∀(u, v) ∈ Y3 × Y2 , (ϕ,ψ) ∈ Y2 × Y1 . Then ( f B , f S) are continuous compact.
Proof. Assume that {un} and {vn} are bounded in Y3 and Y2, respectively, and let {un} converge
weakly to u0 in Y3, {vn} converge weakly to v0 in Y2. By the Sobolev embedding theorem, we know
that
{un} is bounded and converges to u0 in Lp(0, L), W 1,p(0, L), W 2,p(0, L), ∀p  1;
{vn} is bounded and converges to v0 in W 1,p(0, L), ∀p  1. (5.1)
Write un − u0 = ωn , vn − v0 = χn .
By (F2), (3.19) and the Sobolev embedding theorem we show that f ′B(u), f ′′B (u), f ′′′B (u), f ′S (v),
f ′′S (v) are uniformly bounded in L∞ , that is, there exists a constant M > 0, such that
∣∣ f ′B(u)∣∣L∞  M, ∣∣ f ′′B (u)∣∣L∞  M, ∣∣ f ′′′B (u)∣∣L∞  M; (5.2)∣∣ f ′S (v)∣∣ ∞  M, ∣∣ f ′′S (v)∣∣ ∞  M. (5.3)L L
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( L∫
0
∣∣∣∣ ∂2∂x2
(
f B(un) − f B(u0)
)∣∣∣∣
2
dx
) 1
2

( L∫
0
∣∣∣∣ f ′′B (u0 + θωn) · ∂2(u0 + θωn)∂x2 · ωn
∣∣∣∣
2
dx
) 1
2
+
( L∫
0
∣∣∣∣ f ′′′B (u0 + θωn)
(
∂(u0 + θωn)
∂x
)2
· ωn
∣∣∣∣
2
dx
) 1
2
+
( L∫
0
∣∣∣∣ f ′B(u0 + θωn) · ∂2ωn∂x2
∣∣∣∣
2
dx
) 1
2
+ 2
( L∫
0
∣∣∣∣ f ′′B (u0 + θωn) · ∂(u0 + θωn)∂x · ∂ωn∂x
∣∣∣∣
2
dx
) 1
2
 M
( L∫
0
∣∣∣∣∂2(u0 + θωn)∂x2 · ωn
∣∣∣∣
2
dx
) 1
2
+ M
( L∫
0
∣∣∣∣
(
∂(u0 + θωn)
∂x
)2
· ωn
∣∣∣∣
2
dx
) 1
2
+ M
( L∫
0
∣∣∣∣∂2ωn∂x2
∣∣∣∣
2
dx
) 1
2
+ 2M
( L∫
0
∣∣∣∣∂(u0 + θωn)∂x · ∂ωn∂x
∣∣∣∣
2
dx
) 1
2
.
Therefore, we achieve due to (5.1)
lim
n→∞
( L∫
0
∣∣∣∣ ∂2∂x2
(
f B(un) − f B(u0)
)∣∣∣∣
2
dx
) 1
2
= 0.
Like the above estimates, we also get
lim
n→∞
( L∫
0
∣∣∣∣ ∂∂x
(
f S(vn) − f S (v0)
)∣∣∣∣
2
dx
) 1
2
= 0.
The proof is complete. 
Lemma 5.2. (See [2].) Let g(u,ut) = f ′B(u)ut , and (F1), (F2) hold, f B(0) = 0. Then g : Y3 × Y2 → Y0 is
continuous compact.
Lemma 5.3. (See [2].) The semigroup {S(t)}t0 associated with (1.1)–(1.3) is norm-to-weak continuous in E2 .
By Theorem 2.3, if the solution semigroup {S(t)}t0 associated with the problem (1.1)–(1.3) is
norm-to-weak continuous semigroup from strong topology to weak topology in E2, then we can con-
clude the following results:
Theorem 5.4. Suppose that k > 0 and k+2η
λ
< min{α,β}, α,β, δ1, δ2 > 0, hB ,hS ∈ L2(0, L), and conditions
(F1)–(F2) hold. {S(t)}t0 is a norm-to-weak continuous semigroup generated by the solution of the system
(1.1)–(1.3). Then the solution semigroup {S(t)}t0 has a global attractorA in E2 , it attracts all bounded subsets
of E2 in the norm of E2 , where λ, η are given by (2.1)–(2.3).
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Similar to Theorem 4.1, let {ωi}∞i=1 be an orthonormal basis of Y3 which consists of eigenvectors
of A2, the corresponding eigenvalues are denoted by
0 < ν1 < ν2  ν3  · · · , νi → ∞, as i → ∞,
with A2ωi = νiωi , ∀i ∈ N. And we write Vm = span{ω1,ω2, . . . ,ωm}.
In addition, let {χ j}∞j=1 be an orthonormal basis of Y2 which consists of eigenvectors of A, the
corresponding eigenvalue are denoted by
0 < λ1 < λ2  λ3  · · · , λ j → ∞, as j → ∞,
with Aχ j = λ jχ j , ∀ j ∈ N. And we write Gn = span{χ1,χ2, . . . ,χn}.
Since hB ,hS ∈ L2(0, L), ( f B , f S ) : Y3 × Y2 → Y2 × Y1 are compact continuously veriﬁed by
Lemma 5.1, then for any ε > 0, there exists N > 0, such that
∣∣(I − Pm)hB ∣∣Y0  ε4 ,∣∣(I − Pm) f B(u)∣∣Y2  ε4 , ∀u ∈ BY3(0,μ2),∣∣(I − Qn)hS ∣∣Y0  ε4 ,∣∣(I − Qn) f S (v)∣∣Y1  ε4 , ∀v ∈ BY1 (0,μ2), (5.4)
for m,n N , where Pm : Y2 → Vm and Qn : Y1 → Gn are orthogonal projector, μ2 is given by (3.35).
For any (u, v;ut , vt) ∈ E2, we divide into
(u, v;ut , vt) = (u1, v1;u1t , v1t) + (u2, v2;u2t , v2t),
where (u1, v1;u1t , v1t) = (Pmu, Qnv; Pmut , Qnvt).
Taking the scalar product in L2(0, L) of the ﬁrst and second equation of (1.1) with A2φ2 = A2u2t +
σ A2u2 and Aψ2 = Av2t + σ Av2, respectively, after a computation, we ﬁnd
1
2
d
dt
(
α
∣∣A2u2∣∣2 + β|Av2|2 + |Aφ2|2 + ‖ψ2‖2)+ σα∣∣A2u2∣∣2
+ (δ1 − σ)|Aφ2|2 − σ(δ1 − σ)
(
A2u2, φ2
)+ σβ|Av2|2
+ (δ2 − σ)‖ψ2‖2 − σ(δ2 − σ)(Av2,ψ2) +
(
k
(
(u − v)+)2, A2φ2)
− (k((u − v)+)2, Aψ2)+ ( f B(u), A2φ2)+ ( f S (v), Aψ2)
= (hB , A2φ2)+ (hS , Aψ2). (5.5)
Now we deal with each of the terms one by one on the left-hand side. According to the Hölder
inequality, Poincaré inequality and Young inequality, (3.19) and (3.35), we obtain
(
k
(
(u − v)+)2, A2φ2)
= d (k((u − v)+)2, A2u2)− (k((u − v)+)2t, A2u2)+ σ (k((u − v)+)2, A2u2)dt
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dt
((
k(u − v)+)2, A2u2)+ σ (k((u − v)+)2, A2u2)− k∣∣((u − v)+)2t ∣∣ · ∣∣A2u2∣∣
 d
dt
(
k
(
(u − v)+)2, A2u2)+ σ (k((u − v)+)2, A2u2)− k∣∣(u − v)2t ∣∣ · ∣∣A2u2∣∣
 d
dt
(
k
(
(u − v)+)2, A2u2)+ σ (k((u − v)+)2, A2u2)− k(|u2t | + |v2t |) · ∣∣A2u2∣∣
 d
dt
(
k
(
(u − v)+)2, A2u2)+ σ (k((u − v)+)2, A2u2)− k
(‖u2t‖
νm+1
+ ‖v2t‖
λn+1
)∣∣A2u2∣∣
 d
dt
(
k
(
(u − v)+)2, A2u2)+ σ (k((u − v)+)2, A2u2)− kμ2
(
1
νm+1
+ 1
λn+1
)∣∣A2u2∣∣
 d
dt
(
k
(
(u − v)+)2, A2u2)+ σ (k((u − v)+)2, A2u2)− σα4
∣∣A2u2∣∣2
− 2k
2μ22
σα
(
1
ν2m+1
+ 1
λ2n+1
)
, t  t1, (5.6)
and
−(k((u − v)+)2, Aψ2)= k(((u − v)+)2x,ψ2x)−k∣∣((u − v)+)2x∣∣ · |ψ2x|
−k∣∣(u − v)2x∣∣ · |ψ2x|−k(|u2x| + |v2x|) · |ψ2x|
−k
(
1
νm+1
‖u2‖ + 1
λn+1
|Av2|
)
· ‖ψ2‖
−k
(
μ1
νm+1
+ μ2
λn+1
)
· ‖ψ2‖
− δ2
4
‖ψ2‖2 − 2k
2
δ2
(
μ21
ν2m+1
+ μ
2
2
λ2n+1
)
, t  t1. (5.7)
Moreover, due to (5.4) there holds
(
hB , A
2φ2
)+ (hS , Aψ2)
 d
dt
(
(hB)2, A
2u2
)+ d
dt
(
(hS )2, Av2
)+ σε
4
∣∣A2u2∣∣+ σε
4
|Av2|
 d
dt
(
(hB)2, A
2u2
)+ d
dt
(
(hS )2, Av2
)+ σα
4
∣∣A2u2∣∣2 + σβ
4
|Av2|2 +
(
σ
16α
+ σ
16β
)
ε2, (5.8)
where (hB)2 = (I − Pm)hB , (hS )2 = (I − Qn)hS . On the other hand,
(
f B(u), A
2φ2
)= d
dt
((
f B(u)
)
2, A
2u2
)− (( f ′B(u)ut)2, A2u2)+ σ (( f B(u))2, A2u2). (5.9)
Using Lemma 5.2, it follows that
∣∣( f ′B(u)ut)2∣∣< ε4 , ∀(u,ut) ∈ BE2
(
(0,0),μ2
)
. (5.10)
As a results, by (5.4), (5.9) and (5.10) we achieve
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f B(u), A
2φ2
)+ ( f S (v), Aψ2)
 d
dt
((
f B(u)
)
2, A
2u2
)− (( f ′B(u)ut)2, A2u2)+ σ (( f B(u))2, A2u2)− ε4‖ψ2‖
 d
dt
((
f B(u)
)
2, A
2u2
)+ σ (( f B(u))2, A2u2)− ε4
∣∣A2u2∣∣− ε
4
‖ψ2‖
 d
dt
((
f B(u)
)
2, A
2u2
)+ σ (( f B(u))2, A2u2)
− σα
4
∣∣A2u2∣∣2 − δ2
4
‖ψ2‖2 −
(
1
16σα
+ 1
16δ2
)
ε2. (5.11)
Together with (5.5)–(5.8) and (5.11) it leads to
d
dt
[
α
∣∣A2u2∣∣2 + β|Av2|2 + |Aφ2|2 + ‖ψ2‖2 + 2k(((u − v)+)2, A2u2)
+ 2(( f B(u))2, A2u2)− 2((hB)2, A2u2)− 2((hS )2, Av2)]
+ σα
2
∣∣A2u2∣∣2 + 2(δ1 − σ)|Aφ2|2 − 2σ(δ1 − σ)(A2u2, φ2)
+ 3σβ
2
|Av2|2 + (δ2 − 2σ)‖ψ2‖2 − 2σ(δ2 − σ)(Av2,ψ2)
+ 2σk(((u − v)+)2, A2u2)+ 2σ (( f B(u))2, A2u2)
 Cε2, t  t1, as m,n → ∞, (5.12)
where
C = 4k
2μ22
σα
+ 4k
2(μ21 + μ22)
δ2
+ 1
16σα
+ 1
16δ2
+
(
1
16α
+ 1
16β
)
σ .
In line with the Poincaré and Hölder inequalities again, we obtain
σα
2
∣∣A2u2∣∣2 + 2(δ1 − σ)|Aφ2|2 − 2σ(δ1 − σ)(A2u2, φ2)
 σα
2
∣∣A2u2∣∣2 + 2(δ1 − σ)|Aφ2|2 − 2σδ1
ν1
∣∣A2u2∣∣ · ‖φ2‖
 σα
4
∣∣A2u2∣∣2 + 2
(
δ1 − σ − δ
2
1σ
αν21
)
|Aφ2|2, (5.13)
and
3σβ
2
|Av2|2 + (δ2 − 2σ)‖ψ2‖2 − 2σ(δ2 − σ)(Av2,ψ2)
 3σβ
2
|Av2|2 + (δ2 − 2σ)‖ψ2‖2 − 2σδ2
λ1
|Av2| · ‖ψ2‖
 σβ|Av2|2 +
(
δ2 − 2σ − 2δ
2
2σ
βλ21
)
‖ψ2‖2. (5.14)
Provided that σ is small enough, such that
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2
1σ
αν21
>
δ1
4
, δ2 − 2σ − 2δ
2
2σ
βλ21
>
δ2
2
,
then combining with (5.13)–(5.14), we conclude from (5.12) that
d
dt
[
α
∣∣A2u2∣∣2 + β|Av2|2 + |Aφ2|2 + ‖ψ2‖2 + 2k(((u − v)+)2, A2u2)
+ 2(( f B(u))2, A2u2)− 2((hB)2, A2u2)− 2((hS)2, Av2)]
+ σα
4
∣∣A2u2∣∣2 + δ1
2
|Aφ2|2 + σβ|Av2|2 + δ2
2
‖ψ2‖2
+ 2σ (( f B(u))2, A2u2)+ 2σk(((u − v)+)2, A2u2)
< Cε2, t  t1.
Furthermore, take ρ = min{ σ4 , δ12 , δ22 }, it follows that
d
dt
[
α
∣∣A2u2∣∣2 + β|Av2|2 + |Aφ2|2 + ‖ψ2‖2 + 2k(((u − v)+)2, A2u2)
+ 2(( f B(u))2, A2u2)− 2((hB)2, A2u2)− 2((hS)2, Av2)]
+ ρ[α∣∣A2u2∣∣2 + β|Av2|2 + |Aφ2|2 + ‖ψ2‖2
+ 2k(((u − v)+)2, A2u2)+ 2(( f B(u))2, A2u2)]
< Cε2, t  t1. (5.15)
Exploiting the Sobolev compact embedding inequality, integrating with (3.19) and (3.35), we achieve
∣∣((u − v)+)2∣∣< ε, ∣∣((u − v)+)2t∣∣< ε.
In addition, we ﬁnd
d
dt
(
α
∣∣A2u2∣∣2 + 2k(((u − v)+)2, A2u2)+ 2(( f B(u))2, A2u2)− 2((hB)2, A2u2))
= d
dt
∣∣∣∣√αA2u2 + k√α
(
(u − v)+)2 + 1√α
(
f B(u)
)
2 −
1√
α
(hB)2
∣∣∣∣
2
− d
dt
[
k2
α
∣∣((u − v)+)2∣∣2 + 1α
∣∣( f B(u))2∣∣2 + 2kα
((
(u − v)+)2, ( f B(u))2)
− 2k
α
((
(u − v)+)2, (hB)2)− 2α
((
f B(u)
)
2, (hB)2
)]
.
Therefore, due to Lemmas 5.1 and 5.2, together with (5.4), (5.15) we deduce
d
dt
(∣∣∣∣√αA2u2 + k√α
(
(u − v)+)2 + 1√α
(
f B(u)
)
2 −
1√
α
(hB)2
∣∣∣∣
2
+
∣∣∣∣√βAv2 − 1√ (hS)2
∣∣∣∣
2
+ ‖φ2‖2 + ‖ψ2‖2
)β
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(∣∣∣∣√αA2u2 + k√α
(
(u − v)+)2 + 1√α
(
f B(u)
)
2 −
1√
α
(hB)2
∣∣∣∣
2
+
∣∣∣∣√β Av2 − 1√β (hS)2
∣∣∣∣
2
+ ‖φ2‖2 + ‖ψ2‖2
)
 Cε2 + k
2
α
∣∣((u − v)+)2∣∣ · ∣∣((u − v)+)2t ∣∣+ 2α
∣∣( f B(u))2∣∣ · ∣∣( f ′B(u)ut)2∣∣
+ 2k
α
∣∣((u − v)+)2t ∣∣ · ∣∣( f B(u))2∣∣+ 2kα
∣∣((u − v)+)2∣∣ · ∣∣( f ′B(u)ut)2∣∣
+ 2k
α
∣∣((u − v)+)2t ∣∣ · ∣∣(hB)2∣∣+ 2α
∣∣( f ′B(u)ut)2∣∣ · ∣∣(hB)2∣∣
+ ρk
2
α
∣∣((u − v)+)2∣∣2 + ρα
∣∣( f B(u))2∣∣2 + ρα
∣∣(hS )2∣∣2 + ρ
β
∣∣(hS)2∣∣2
+ 2ρk
α
∣∣((u − v)+)2∣∣ · ∣∣( f B(u))2∣∣+ 2ρkα
∣∣((u − v)+)2∣∣ · ∣∣(hB)2∣∣+ 2ρα
∣∣( f B(u))2∣∣ · ∣∣(hB)2∣∣
< C˜ε2, t  t1,
where
C˜ = C + (1+ ρ)k
2 + (6+ 4ρ)k + 4+ 4ρ
α
+ ρ
β
.
We denote
Y (t) =
∣∣∣∣√αA2u2 + k√α
(
(u − v)+)2 + 1√α
(
f B(u)
)
2 −
1√
α
(hB)2
∣∣∣∣
2
+
∣∣∣∣√βAv2 − 1√β (hS )2
∣∣∣∣
2
+ |Aφ2|2 + ‖ψ2‖2,
then
d
dt
Y (t) + ρY (t) < C˜ε2, t  t1.
By the Gronwall lemma
Y (t) Y (t1)exp
(−ρ(t − t1))+ C˜ε2
ρ
.
Taking t2 − t1  1ρ log
μ22
ε2
, it follows that
Y (t)
(
1+ C˜
ρ
)
ε2, t  t2.
So we complete the proof. 
Acknowledgments
We are grateful to the anonymous referee and Dr. Chunyou Sun for valuable comments.
Q. Ma, C. Zhong / J. Differential Equations 246 (2009) 3755–3775 3775References
[1] A.C. Lazer, P.J. McKenna, Large-amplitude periodic oscillations in suspension bridges: Some new connections with nonlinear
analysis, SIAM Rev. 32 (4) (1990) 537–578.
[2] C.K. Zhong, Q.Z. Ma, C.Y. Sun, Existence of strong solutions and global attractors for the suspension bridge equations,
Nonlinear Anal. 67 (2007) 442–454.
[3] C.K. Zhong, M.H. Yang, C.Y. Sun, The existence of global attractors for the norm-to-weak continuous semigroup and appli-
cation to the nonlinear reaction–diffusion equations, J. Differential Equations 223 (2) (2006) 367–399.
[4] G. Holubová, A. Matas, Initial–boundary value problem for the nonlinear string–beam system, J. Math. Anal. Appl. 288
(2003) 784–802.
[5] G. Litcanu, A mathematical model of suspension bridges, Appl. Math. 49 (1) (2004) 39–55.
[6] J. Malik, Mathematical modelling of cable-stayed bridges: Existence, uniqueness, continuous dependence on data, homog-
enization of cable systems, Appl. Math. 49 (1) (2004) 1–38.
[7] J.C. Robinson, Inﬁnite-Dimensional Dynamical Systems, An Introduction to Dissipative Parabolic PDEs and the Theory of
Global Attractors, Cambridge Univ. Press, 2001.
[8] J.K. Hale, Asymptotic Behavior of Dissipative Systems, Amer. Math. Soc., Providence, RI, 1988.
[9] L.D. Humphreys, Numerical mountain pass solutions of a suspension bridge equation, Nonlinear Anal. 28 (11) (1997) 1811–
1826.
[10] N.U. Ahmed, H. Harbi, Mathematical analysis of dynamic models of suspension bridges, SIAM J. Appl. Math. 58 (3) (1998)
853–874.
[11] Q.Z. Ma, C.K. Zhong, Existence of global attractors for the suspension bridge equations, J. Sichuan Normal Univ. Nat. Sci.
Ed. 43 (2) (2006) 271–276.
[12] Q.Z. Ma, C.K. Zhong, Existence of global attractors for the coupled system of suspension bridge equations, J. Math. Anal.
Appl. 308 (2005) 365–379.
[13] Q.F. Ma, S.H. Wang, C.K. Zhong, Necessary and suﬃcient conditions for the existence of global attractor for semigroup and
application, Indiana Univ. Math. J. 51 (2002) 1541–1559.
[14] R. Temam, Inﬁnite Dimensional Dynamical System in Mechanics and Physics, second ed., Springer-Verlag, 1997.
