In logistic regression models, we consider the deviance statistic (the log likelihood ratio statistic) D as a goodness-of-fit test statistic. In this paper, we show the derivation of an expression of asymptotic expansion for the distribution of D under a null hypothesis. Using the continuous term of the expression, we obtain Bartlett-type transformed statisticD that improves the speed of convergence to the chi-square limiting distribution of D. By numerical comparison, we find that the transformed statisticD performs much better than D. We also give a real data example ofD being more reliable than D for testing a hypothesis.
Introduction
We consider generalized linear models (Nelder and Wedderburn [9] ) in which the response variables are measured on a binary scale. Let N independent random variables 
(
1.2)
Under the null hypothesis H 0 : Model given by (1.1) is correct, (1.3) it is known that deviance statistic D has a χ 2 N −p limiting distribution assuming the condition that n α /n → µ α (0 < µ α < 1) for each α, as n → ∞, (1.4) where n = N α=1 n α and N α=1 µ α = 1. Usually, using large sample results, we use D for a goodness-of-fit test statistic of the logistic regression model.
However, in the case in which all n α , (α = 1, . . . , N) are not large enough, approximation by a χ 2 N −p limiting distribution to the distribution of D under H 0 become poor. In such a case, there are risks that the hypothesis test based on large sample theory will give results opposite to those of an exact test. In this paper, in order to reduce the risks, we propose a new transformed statisticD of D whose speed of convergence to a chi-square distribution is quicker than D. To constructD, we use the following procedure. First, we obtain the asymptotic expansion of the original statistic D. Next, we obtain transformed statisticD by performing Bartlett-type transformation to D on the basis of the asymptotic expansion.
We will introduce some studies on asymptotic expansion for probability of a multinomial model. Regarding the goodness-of-fit test for a multinomial distribution, Yarnold [17] obtained an approximation based on asymptotic expansion for the null distribution of Pearson's X 2 statistic. The expansion consists of a term of multivariate Edgeworth expansion for a continuous distribution and a discontinuous term. In a fashion similar to that for Pearson's X 2 statistic, approximations based on asymptotic expansions for null distributions of some kinds of multinomial goodness-of-fit statistics have been investigated (Siotani and Fujikoshi [12] , Read [10] , Menéndez et al. [8] ). Edgeworth approximations of the distributions of some kinds of multinomial goodness-of-fit statistics under alternative hypotheses have also been investigated (Taneichi et al. [13, 14] , Sekiya and Taneichi [11] ). Taneichi and Sekiya [15] discussed approximations for the distribution of φ-divergence statistics for the test of independence in r × s contingency tables. Taneichi and Sekiya [16] also discussed approximations of the distributions of test statistics for homogeneity of a product multinomial model.
In this paper, we investigate asymptotic approximation of the distribution of the statistic D given by (1.2) for testing the null hypothesis H 0 given by (1.3). In Section 2, we consider expression of asymptotic expansion for the distribution of D under H 0 .
Evaluation for the continuous and discontinuous terms of the expression is considered.
In Section 3, using the term of multivariate Edgeworth expansion assuming a continuous distribution in the expression in Section 2, we construct a Bartlett-type transformation for improving small-sample accuracy of the χ 2 approximation of the distribution of D under H 0 . In Section 4, the performance of the Bartlett-type transformed statistic and that of the original statistic are investigated numerically. In Section 5, we apply the transformed statistic to real data and discuss the importance of the transformed statistic.
Asymptotic approximation for the distribution of D under H 0
First, we consider a local Edgeworth approximation for the probability of Y α , (α = 1, . . . , N) under null hypothesis H 0 given by (1.3). Let
′ is a lattice random vector that takes values in the set
where M = y = (y 1 , . . . , y N ) ′ : y 1 , . . . , y N are non-negative integers that satisfy
If we consider only for a limiting distribution of D, we can discuss under the assumption given by (1.4) . In this section, since we consider asymptotic expansion of the distribution of D, we need an assumption that states the way of converging n α /n to µ α more strictly than the assumption given by (1.4). Therefore, we consider the following Assumption 1 instead of the assumption given by (1.4).
Assumption 1: n α → ∞, (α = 1, . . . , N), as n → ∞, with n α depending on n in such a way that n α /n = µ α , (α = 1, . . . , N), where 0 < µ α < 1 and
Assumption 1 and the assumption given by (1.4) state condition that n α /n does not converge to 0 for every α, (α = 1, . . . , N). However, for real data analysis, n α , (α = 1, . . . , N) and n are finite. So, for real data analysis, Assumption 1 and the assumption given by (1.4) imply the condition that excludes the case n α = 0 for some subgroups α, (α = 1, . . . , N). Therefore, the range of applications does not change even if we change the assumption given by (1.4) to Assumption 1.
With regard to a local Edgeworth approximation for the probability of Y α , (α = 1, . . . , N) under H 0 , we obtain the following lemma.
2)
where
3)
and
By considering the proof of Theorem 22.1 of Bhattacharya and Ranga Rao ( [3] , pp.
232-236), we can prove Lemma 1. Proof of Lemma 1 is shown in Appendix 1.
Next, we derive an approximation based on an asymptotic expansion for the distribution of D under H 0 . We consider the following approximation for the distribution of D under H 0 corresponding to approximation (2.3) of Taneichi et al. [13] for the multinomial goodness-of-fit test.
where the J * 1 (x) term is multivariate Edgeworth expansion assuming a continuous distribution and the J * 2 (x) term, which corresponds to the K 2 term of Taneichi et al. [13] in the case of a multinomial goodness-of-fit test, is a discontinuous term to account for the discontinuity. With regard to evaluation of the J * 1 (x) term, we obtain the following theorem.
Theorem 1: Under Assumption 1, the J * 1 (x) term is evaluated as
) Next, we consider the J * 2 (x) term. Let U(x) be a set defined by
Consider the sets U γ ⊂ R N −1 , (γ = 1, . . . , N) and continuous functions η γ (·) and θ γ (·),
, y γ is a non-negative integer which satisfies y γ ≤ n γ ,
8)
h(·) being defined by (2.3), and χ A (·) is the indicate function of the set A. In order to evaluate the J * 2 (x) term of the null distribution of the test statistics using the same method as that of Yarnold [17] , it is necessary to show
where b is a constant. However, it is very difficult to show the above relation except when h(w) is a constant. Therefore, unlike the null distribution of multinomial goodness-of-fit test statistics, we cannot obtain a simple form of approximation of J * 2 (x) such asK 2 given by (2.6) of Taneichi et al. [13] . By another method of Yarnold [17] , J * 2 (x) is evaluated as follows.
Theorem 2: Under Assumption 1, the J * 2 (x) term can be represented in the following form:
with dw = dw 1 · · · dw N , and A 1 ,. . . ,A 4 , B 1 , B 2 , and σ αγ being given in Theorem 1.
Proof of Theorem 2 is shown in Appendix 3. By Theorem 2, we find that the J * 2 (x) term is very difficult to calculate in practice. Then, on the basis of numerical results showing that Edgeworth approximation assuming a continuous distribution performs better than χ 2 approximation for a multinomial goodness-of-fit test (Taneichi et al. [13, 14] ) and a test of independence in r × s contingency tables (Taneichi and Sekiya [15] ), we consider the use of J * 1 (x) as an approximation for the distribution of D under H 0 .
3. Transformed deviance statistic based on the J * 1 (x) term In this section, we construct a Bartlett-type transformation for improving the accuracy of χ 2 approximation of the distribution of D under H 0 when the distribution of D is approximated as J * 1 (x). The relation between coefficients of asymptotic expansion of a random variable and Bartlett adjustment of the random variable is shown as follows (e.g., Fijikoshi [5, 6] ).
Theorem 3: Suppose that a nonnegative random variable T has an asymptotic expansion such that
The coefficients a 0 and a 1 do not depend on the parameter n > 0 and must satisfy the relation a 1 = −a 0 . Then for a transformed random variable T 1 defined by
it holds that
T 1 is known as Bartlett adjustment of T . Lawley [7] , Barndorff-Nielsen and Cox [1] , and Barndorff-Nielsen and Hall [2] discussed Bartlett adjustment for the log likelihood ratio statistic. Applying evaluation (2.5) given by Theorem 1 to Bartlett adjustment (3.1), we obtain the following Bartlett-type adjustment D * .
In Barndorff-Nielsen and Cox [1] , the theory of Bartlett adjustment is discussed for the case in which the error term in
. In Theorem 1, we evaluated the J * 1 (x) term up to order n −3/2 . Therefore, we can apply the continuous part of asymptotic expansion for the distribution of D to Theorem 3, which ensures better accuracy of approximation than the theory of Barndorff-Nielsen and Cox [1] .
Practically, we may use estimatev which is obtained by substituting maximum likelihood estimateβ for the true value β in v 0 . Therefore, we propose the following Bartletttype (transformed deviance) statisticD.
Performance of transformed deviance statistic
We compare the performance of the transformed deviance statisticD given by (3.4) and that of the original deviance statistic D given by (1.2). We consider the logistic regression model given by (1.1) with p = 2 and x α1 = 1 and x α2 = x * α , (α = 1, . . . , N). This model is used as a dose-response model. Let the true values of parameters β 1 and β 2 be β * 1 and β * 2 , respectively. Then, the true values of π α , (α = 1, . . . , N) are
We give a design matrix
and execute the following procedure.
For each α, we generate n α , (α = 1, . . . , N) binomial random numbers which are 
We investigate the performance of the following four cases when N = 8. For each case, we consider the following three sample designs.
(C) n 1 = n 2 = n C , n 3 = n 4 = n C + 5, n 5 = n 6 = n C + 10, n 7 = n 8 = n C + 15.
The cases and samples are selected appropriately in order to make many situations. Let |I| be the absolute value of I. We calculate the value of |I| 100 times and put them I Next, we consider the power of statistics D andD. We consider an alternative model: We calculate the simulated power against the alternative model (4.1) by using simulated exact critical values of statistic D and statisticD. We calculate simulated power 100 times and put them P (i), i = 1, . . . , 100, where the number of repetitions is J = 1.0 × 10 4 .
We consider the average simulated powerP = 100 i=1 P (i)/100. Let P T be the true value of power. In the same way as that for I T , we can derive the 95 percent confidence interval for P T . Figs. 4-6 show the average simulated powerP and 95 percent confidence interval for P T when sample designs correspond to Figs. 1-3 . We also consider the same sample designs (A), (B) and (C) in the case of p = 2. Fig. 7 shows values ofĪ * and 95 percent confidence interval for I T for sample design (A) where From Figs. 7-9, we find that D is also improved by the transformed statisticD in the case of model (1.1) with p = 3. This result indicates that the Bartlett-type statistic also works well when the dimension of the model increases.
Real data application
By applying the transformed statistic to real data, we discuss the importance of the proposed transformed statistics. We use data based on an experiment by Farmer et al. [4] . Table 1 shows the incidences of bladder neoplasms in mice observed for 33 months. In Table 1 In these data, we obtain D S (0.1) = 25.655. Since D S (0.1) > D, the result of the test by using the simulated critical value is accepted at the significance level of 0.1. That is, the test using the nominal critical value leads to a conclusion opposite to that obtained by the test using the simulated critical value. This result occurs on account of poorness of approximation for the upper probability of the deviance statistic.
On the other hand, by calculating simulated approximation ofD(0.1) for these data in the same way as D S (0.1), we obtainD S (0.1) = 13.483. SinceD S (0.1) >D, the result of the test by using the simulated critical value is also accepted at the significance level of 0.1. That is, the result of the test using the nominal critical value coincides with that of the test using the simulated critical value. The above results are summarized in Table   2 . This is an example of an asymptotic test based on the proposed transformed statistic D being more reliable than that based on deviance statistic D.
Concluding remarks
We have shown the derivation of an expression of asymptotic expansion for the distri- Then
For each w ∈ L, we have
√ n α π α t α , and
We can expand q(t) as
for large n and fixed t, where
From (A1.1) and (A1.2), we obtain
. Therefore, we have
By carrying out this integration, we have (2.2). We have completed the proof of Lemma 1.
Appendix 2. (Proof of Theorem 1.)
By transformation (2.1), statistic D can be rewitten as
If we regard
as the continuous density function of W , then we can regard
as the distribution function of D(W ), where U(x) is defined by (2.6). So, the characteristic function of D(W ) is calculated as
We can expand D(w) as
Ω is defined by (2.4), and σ αβ and κ l,m are defined in Theorem 1. Then from (A2.1), we
n g 2 (w) + (iu)τ 1 (w)g 1 (w) + (iu)τ 2 (w) + 1 2 (iu) 2 {τ 1 (w)} 2 + 1 n √ n g 3 (w) + (iu)τ 1 (w)g 2 (w) + (iu)τ 2 (w)g 1 (w) + 1 2 (iu) 2 {τ 1 (w)} 2 g 1 (w) +(iu)τ 3 (w) + (iu) 2 τ 1 (w)τ 2 (w) + 1 6 (iu) 3 {τ 1 (w)} 3 . If we regard h(w) as the density function of W , then we can regard Θ * 3 as the distribution function of D(W ). Then, by expanding the characteristic function of D(W ) and inverting it, we can approximate Θ * 3 = Θ 3 + O(n −2 ). Furthermore, we can approximate Θ * 2 = Θ 2 + O(n −2 ). Therefore, we obtain (2.10). We have completed the proof of Theorem 2.
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