Sink relocation is essential in wireless sensor network since relocating sink can balance the traffic load in the midst of multiple nodes and thereby decrease the miss rate of real-time packets. The main constraint in wireless sensor networks is limited energy supply at the sensor nodes so it is important to deploy the sink at a position with respect to the area of interest; a specific area that is of more interest to the end-user, such that total energy consumption is minimized. But little survey work has been done in the sink repositioning topic till date. Existing survey on sink repositioning techniques in wireless sensor networks consider only static and mobile sink. No much importance is given to the hybrid sink deployment techniques. Hence in this survey, we present an up-to date survey of the sink deployment technique in the wireless sensor networks. This survey provides a thorough analysis of the metrics supported by each technique during sink relocation and presents the limitations of these techniques. Finally, a comparative study of sink deployment techniques based on various metrics is also performed.
INTRODUCTION

Wireless Sensor Network
The architecture of Wireless sensor network (WSN) comprises of large number of sensor nodes that reports its measurements to sink or other gateway nodes that are distributed locally. [1] Generally, sensor nodes are distributed in a geographical region for sensing some physical phenomena like vibrations, temperature and earthquake. Sort of the sensor used decides the consumption of energy in the sensing subsystem [2] .
The communication between base station or the gateway and several wireless sensors is achieved in WSN through radio links. Sensed data at node level is gathered, compressed and transmitted to the gateway, either directly or by intermediate nodes based on necessity. Finally, the transmitted data is presented to the system by gateway.
The most important issue to be considered in managing wireless sensors is energy consumption. Replacing or recharging the batteries of sensors is not such an easy task, in order to achieve efficiency in energy consumption for a longer period; the energy has to be shielded. Energy is consumed in sensor nodes by various means, among that the communication module devours energy for a larger extent. The sensed data can be transmitted directly to the sink for smaller networks, conversely for larger networks data must be transmitted by multihop communication, i.e data is transmitted through intermediate sensor nodes. In above discussed two cases, communication distance is an important factor for energy consumption. [3] The topologies namely star, mesh, bus, tree and fully connected are the types of topologies in sensor networks. [4] 
Sink Relocation
In WSN, sinks are bounded with abundant resources and sensors that generate data are termed as sources. The sources can transmit data to one or multiple sinks for the purpose of analysis and processing. [5] In wireless sensor networks, sink relocation is preferred by all applications that involve real time traffic for even in the middle of multiple nodes it can balance the traffic load and thereby lessen the miss rate of real time packets. To carry out sink repositioning, multiple sink deployment and sink mobility can be considered. Precise information of the area being monitored is needed to offer an ideal solution by the sink deployment method, but this method is not a realistic often. To reallocate the sink, its odd pattern of energy must be considered. [6] 
RELATED WORK
Mohamed Younis et al [8] in this paper, reported on the current state of the research on optimized node placement in WSNs. The issues like identifying the various objectives and enumerating the different models and formulations are highlighted. The placement strategies is categorized into static and dynamic depending on whether the optimization is performed at the time of deployment or while the network is operational, respectively. Further the published techniques are classified based on the role that the node plays in the network and the primary performance objective considered. The paper has also highlighted on open problems in this area of research [8] .
Zoran Bojkovic et al [10] in this work, dealing with challenges for WSNs deployment, started with mobility-based communication in WSNs. Then, service-oriented SANETs (SOSANETs) was introduced as an approach to build customizable SANETs. In the second part, localization systems are described and then self configurability, situation awareness and intrusion detection system are analyzed. In the third part, wireless distributed detection as well as a model for WSN simulation is presented. Finally, conclusions and proposals for future research are given [10] . [12] In order to enhance the system lifetime, we propose a limited motion to the stationary gateway towards the sources of largest traffic. Such approach has multiple advantages. First, the gateway will be near to nodes collecting maximum data, thus reducing communication related energy consumption. It is thus expected that the average energy per packet to be reduced. In addition, the overall latency time for data collection will be lower. Moreover, the packet throughput will be higher since it is expected that messages pass through fewer hops and travel shorter distances making them less likely to be dropped. To achieve such performance gains, one needs to address the basic questions of when to relocate the gateway, where to place it and how to handle data traffic during the transition.
SINK DEPLOYMENT
Static Sink Deployment: Single Sink [12], [9]
Base Station Repositioning based on Quality of Route set up
1] When to Move the Gateway
The decision for a gateway movement has to be based on an odd pattern in route setup. Once the gateway detects that pattern it will consider relocation. Such consideration does not necessarily lead to an actual relocation. The gateway qualifies the impact of the potential new location on the quality of the route setup, measured in some static metric. If the impact is positive, the gateway starts to move. Therefore the "When" and "Where" issues of the gateway movement are very closely inter-related. The following notations are used for considering gateway relocation:
G: Gateway in a cluster. 11 of the set PT, relocation would not be necessary. On the other hand if these nodes were forwarding high traffic (among top 30% in PT), the gateway perform a heuristic search for a better position.
To qualify the impact of placing the gateway at a new position, some static network performance metric has to be used. Most of the popular performance metrics for sensor networks, such as average delay per packet and throughput, are based on the network operation over a period of time and are typically network-wide in scope. Therefore, we use as a metric the total transmission energy of the relay node that are one-hop away from the gateway, basically those in
positive impact on the total transmission energy for these nodes would be a good indication for the gateway move. However, the reduction in the total transmission energy has to exceed an application threshold to justify the overhead, as discussed later in this section. A constant δ can be derived based on the overhead for handling the motion both at the gateway and at the network level. The condition for relocation can be mathematically defined as:
As mentioned earlier, finding an optimal new location for the gateway is an implicit issue for the relocation decision. Optimal placement of the gateway is an NP-hard problem in the general term. Therefore we purse a heuristic search and settle for a quasi-optimal location to overcome such complexity. In the next subsection we explain such heuristic approach.
2] Where to Move the Gateway
Once we decide the gateway movement, the complex problem of determination of direction of motion for G could be based on the on the network traffic. The idea is to move G towards the sensors that generate the most number of packets. However, it may be infeasible for G to go that far from its current position, e.g. due to limited mobility resources. The network topology changes dynamically and thus there is a risk for wasting substantial resources for reaching a far position, which turns shortly after to be not optimal due to changes in the environment. To achieve similar effect, we try placing G close to the relay nodes in GR, which routes the largest number of packets. To identify such relay nodes, the list PT is consulted and the top nodes on the list are picked as candidates.
In our approach, G is to move towards the most dominating node in PT, whichever gives a greater value of δ. In case multiple relay sensors in the top part of PT share that dominance, a weighted average based on the distance between the gateway and these relay sensors and their traffic density is taken into account. The idea is to balance the gateways interest while picking the direction of the move.
A position "g" equidistant, in terms of distance  traffic density, from the relay sensors on the different high traffic paths is calculated. While such repositioning will be ideal for high traffic paths, it can worsen the total power consumed on other paths with lower traffic density. Therefore, the gateway will be placed on some point on the straight line between its current position and the newly calculated position "g" that is equidistant from picked relay nodes. illustrates how to pick the direction of the gateway movement to optimize total transmission energy for the top two relay nodes in PT. Balancing the interest of the relay node A and B changes the slope of the gateway travel path. However, placing the gateway at position g on the line between A and B increases the efficiency of packet transmissions from A and B to the gateway at the expense of node C. Therefore a position on the path to g that minimizes the total transmission energy for the entire GR set will be looked for using a bisection search.
3] Handling Gateway Motion
Once the new location of the gateway has been picked and confirmed to enhance performance of the sensor network, a plan for moving the gateway without losing the packets destined to it has to be generated. In order to handle this problem, they move the gateway during the routing phase of the utilized algorithm. The underlying routing approach has different phases, namely data transfer phase and routing phase. In the data phase, each sensor node sends data packets to the gateway using its routing table. On the other hand, in the routing phase, the sensors send their information to the gateway and based on such information, multi-hop routes to the gateway are created and routing table information is sent back to the sensor nodes. Since no data packet is being transmitted during this phase, gateway relocation can be easily done by changing the position of the gateway followed by the modification of network topology at the new position without any effect on data transfer. [9] In this system, when the gateway is moved, is decided according to the process discussed in the previous section.
Routing for Real Time data
1] New Gateway's position
Determining the new position to which the gateway would relocate is the central problem. To limit the complexity of such optimization they determine few directions for the gateway motion based on the current network traffic. The idea is to move the gateway towards the sensors that generate the most number of packets. However, it may be infeasible for the gateway to go very far from its current position due to limited mobility resources or harsh terrain. Moreover, a big move in one direction may cause the gateway to lose connectivity to other data sources; an issue that is not easy to sufficiently handle by extending the path from these sources due to a shortage in the available live nodes in G1 that can act as forwarders. In addition, the topology of the sensor network changes dynamically and thus there is a risk for wasting substantial resources for reaching a far position, which turns shortly after to be not optimal due to changes in the environment. To achieve similar effect, they try placing the gateway close to the relay nodes in R G , which routes the largest number of packets. To identify such relay nodes, the list PT is consulted and the top nodes on the list are picked as candidates.
If the top node in PT is dominating in terms of traffic density, the gateway is to move towards that node. For simplicity they use a linear motion pattern, i.e. the gateway move in a straight line. In case multiple relay sensors share that dominance in packet traffic, a weighted average based on the distance between the gateway and these relay sensors and their traffic density is pursued. The idea is to balance the gateway's interest while picking the direction of the move. A position that is equidistant, in terms of distance  traffic density, from the relay sensors on the different high traffic paths is calculated. Finding such a position is similar to identifying the centroid of a polygon consisting of multiple points.
While positioning the gateway at the centroid will be ideal for high traffic paths, it can worsen the total power consumed on other paths with lower traffic density. Therefore, the gateway will validate the overall impact on transmission energy before confirming the move. The expected network topology at the new location is checked to ensure that the total transmission energy of nodes in new R G is significantly less than those of
2] Handling Packet Delivery During the Move
Once the new location of the gateway has been picked and confirmed to enhance the performance of the sensor network, a plan for moving the gateway without losing the packets destined to it has to be generated. Our gateway motion handling mechanism tries to maintain continual packet delivery to the gateway while restricting changes to the network topology.
Avoiding radical changes to the data routes limits the disruption of on-going data traffic and also curtails the overhead that the gateway's relocation introduces to the network.
The gateway is assumed to move towards its new position in strides. The strides are to be in straight line between intermediate points. At each intermediate point, the gateway checks whether it can still be reachable by the last hops while traveling on the next stride. If the gateway at the new intermediate point stays within the transmission range of the last hop nodes, the gateway will simply indicate to these nodes the need for adjusting the output power of their radio to cover the gateway's next move. The gateway can then start approaching the new intermediate point without worrying about the potential of broken links. If the gateway detects that it can lose connectivity to the last hop nodes while on the move, it explores the option of employing sensor nodes to forward the packets. Once, it assesses the need for employing forwarder nodes, the routes are extended by those forwarders and that information is sent to relevant sensor nodes. This procedure is repeated till reaching the new position set by the relocation algorithm. [11] In DBSR algorithm the primal population consists of n chromosomes which show the position of BS. Each chromosome includes two parts; X (length of network environment) & Y (width of network environment). They have encoded by binary encoding scheme. Each chromosome is evaluated by fitness function. They have applied modified 2-point crossover and random point flip for mutation operation. In additional, for new population replacement, the selected population is replaced with next population. The condition of genetic algorithm expiry is based on the number of generations they've supposed.
Mobile Sink
1] Population
They have applied binary encoding in the proposed algorithm that is each chromosome is related to BS position. The length and width are supposed for the environment which sensors are distributed. It has supposed that all of the sensors are placed in a point with a specific width and length. Chromosomes are consisted of two parts: First binary part is related to X (length of sensor point) and the second binary part is related to Y (width of sensor point). The number of X & Y bits depends on the length and the width of network environment.
2] Fitness
Fitness function is calculated based on distance and residual energy parameters in sensors. Each chromosome which enjoys random X & Y that it shows the position of BS. Summation of distance between this random point and all of the sensors is achieved by multiply ratio for each sensor (this ratio introduces inverse of residual energy in sensor) that shown in equation (1).
Residual energy is supposed as a number between 1 and 10. 
3] Selection
The selection process selects chromosomes from the mating pool according to the survival of the fittest concept of natural genetic system. In each successive generation, a proportion of the existing population is selected to breed a new generation. This approach uses 80% as crossover probability, which means that 80% of the population will take part in crossover. The probabilities for each chromosome are calculated according to their fitness values, and selection is in proportion to these probabilities where the chromosome with lower probability has more chance of being selected. The proportions are calculated as given below. 
Adaptive Sink Mobility in Event Driven
Clustered Network [17] Nodes with little remaining battery power could be spared if the sink would move closer to them, while moving away from nodes with more remaining energy. One such possible strategy is when the maximum relative energy that a node has to spend on transmission is minimized, i.e., min max
E , denotes the average remaining energy per node within the i th cluster. Note that they do not take into account the remaining energy of the current cluster head, but the total energy within the cluster. By doing so they ensure a more balanced energy consumption in the network. The sink will not get close to a cluster full of energy, just because its CH is near of depletion; the CH should be changed instead. On the other hand, a cluster that is running out of energy will be spared even if its current CH is still in good shape. The CH will continuously monitor the energy level of the sensors in the cluster. An aggregated report on the cluster's energy level can then be passed to the sink, e.g., by piggybacking it on the normal reports sent by the active cluster heads; the sink can then use the information and adapt its movement accordingly. When the CH role is passed to a new sensor, the information about the remaining energy in the cluster is transmitted as well. The minimization problem is equivalent with the following:
Multiple Mobile Sink
Sink Repositioning Algorithm Based on Particle Swarm Optimization [6]
The proposed Multi Objective Sink Repositioning (MOSR) algorithm is designed to solve the Mobile Element Scheduling problem, which aims to schedule the visits of the mobile element to each sensor to avoid data loss due to sensor buffer overflow. With the MOSR algorithm, first all nodes are grouped into clusters, such that nodes in the same cluster have similar deadlines and are geographically close to each other. Then, to solve the scheduling problem of the mobile element within a single cluster, the PSO is used to reduce the buffer overflow or data loss of the sensor nodes. Finally, the schedules for individual groups are concatenated to form the entire schedule.
Let C j =1,…., N, denote cluster j, where N is the total number of clusters. In MOSR, nodes are first partitioned into clusters in such a way that overflow times of the nodes in cluster Ci is smaller than those in C j , for j > > of overflow times for nodes in C +1 is twice that of Ci . This allows the nodes in Ci to be visited twice more frequently than the nodes in 1  i C during generation of the visit schedules.
Then, each cluster again is partitioned into sub-clusters so that nodes in the same sub-cluster are geographically close to each other. This two level partitioning results in groups of nodes with similar deadlines and locations. Therefore, in each sub-cluster, node visits can be scheduled using a PSO and vehicle routing problem. A cycle is defined as a closed path among a set of nodes, such that no node is included more than once in the same cycle. They have also defined a supercycle as a closed path composed of concatenated cycles such that every node is included at least once in a supercycle. In this algorithm, a supercycle is equivalent to the period of the sink schedule.
1] Clustering According to Overflow Times
1.1] Sub-Cluster Partitioning According to Locations
The KD-tree algorithm is utilized to realize this partitioning. KD-tree is a k-dimensional binary search tree for information retrieval by associative searches. In this case, they used the 2D-tree where the two dimensions are the length and width of the sensor deployed field.
2] Particle Swarm Optimization
PSO is a kind of evolutionary computation proposed by Eberhart and Kennedy. The algorithm is inspired by the research of the social behavior of bird flocking. PSO simulates the behaviors of bird flocking. Suppose the following scenario: a group of birds are randomly searching food in an area. There is only one piece of food in the area being searched. All the birds do not know where the food is. But they know how far the food is during each of search iterations. So what's the best strategy to find the food? The effective one is to follow the bird which is nearest to the food. PSO learned from the scenario and used it to solve the optimization problems. In PSO, each single solution is a "bird" in the search space. They call it "particle". All of the particles have fitness values which are evaluated by the fitness function to be optimized, and have velocities which direct the flying of the particles. The particles are "flown" through the problem space by following the current optimum particles.
Fitness is used to evaluate the performance of particles in the swarm. Generally, choosing a proper objective function as fitness function to represent the corresponding superiority of each particle is one of the key factors for successful resolution of the relevant problem using PSO algorithm. The vehicle routing problem is a difficult combinatorial optimization problem, and generally can be described as follows: Data are to be delivered to a set of sensor nodes in each cluster by the mobile sink. The locations of the sensors and the clusters are given. The objective is to determine a viable route schedule which minimizes the distance or the total cost with the following constraints: 1) Each sensor nodes is served exactly once by exactly one sink;
Each sink starts and ends its route within a cluster;
The total length of each route must not exceed the constraint;
The total demand of any route must not exceed the capacity of the sink. Where N represents the number of nodes in a cluster, Cij is the cost of traveling from sensor i to sensor j by sink k . Bi and B j are the buffer overflow times of sensors i and j respectively.
Then by substituting the fitness function in to Algorithm for PSO, the particles are updated and the best visiting path for the sink within a cluster is determined.
Coordinated Relocation of Sink Nodes [1]
It is assumed that during the network bootstrapping phase the gateways will perform node discovery to establish contact with the largest number of deployed sensors. The gateways then divide the discovered sensor nodes among them, forming clusters. But this approach is independent from the clustering criteria which may be load balancing, communication range, etc. A gateway is responsible for managing the sensors in its clusters. A sensor node is capable of communicating with the gateway of its cluster either directly or over a multi-hop path. Nodes that are incapable of reaching any gateway are considered orphaned.
A gateway node is assumed to have motion capabilities, e.g a rover. It is assumed that gateways understand the layout of their own clusters in relative terms at least. They have also assumed that a gateway node has initial contact with all other gateways in the network. This algorithm will maintain this contact, which will ensure that gateway nodes (through inter gateway communication) will be able to build a global view of the entire network by sharing local views of clusters.
Gateway nodes do not need to be in direct transmission range of all other gateways in the network, but a path must be available that links each gateway to another.
1] Problem Description
Gateway relocation is an effective scheme for optimizing the network operation within the individual cluster. The main issues are when it makes sense to move the gateway, where to place it and how to handle the packet traffic while the gateway is on the move.
However, the relocation problem is substantially compounded when a network consists of multiple clusters. A gateway node cannot choose to arbitrarily wander around its cluster to enhance the intra-cluster network operation (local gain) without considering the potential impact this could inflict on its ability to maintain communication with the gateway nodes of other clusters (global effect). In this context, local gain is defined as improvement to the number of sensor nodes in the cluster (coverage), the average hops required to communicate with the sink node from a sensor node (cost of communication), and throughput of data to the sink node -all other relevant data can be determined from these metrics.
In terms of gateway-to-gateway communications, at the coarsest grained level, when a gateway node moves one of three things can happen. Links between gateway nodes can be broken, links between gateway nodes can be formed, or no change to the network occurs. When a link is broken between two gateway nodes, the resulting severed communication could affect the remaining gateways.
A synchronization protocol needs to be applied in order to ensure that a gateway bases its relocation decision on a consistent global state; particularly the location of all gateways.
2]
The Core Algorithm CORE strives to counter the multi-gateway relocation issues. The goal is to enable optimization of the intra-cluster operation while ensuring the inter-gateway connectivity. Thus, the first phase of CORE involves locating a suitable place for a gateway node to relocate to in order to better serve its cluster. A number of schemes are proposed in the literature for finding such new location. A scenario is depicted in Figure. 2. Upon identifying the new location, CORE requires G to base its analysis on a consistent network state. That is being implementing by using a mutex. Basically, a global variable is defined and shared among the gateways (they are in the process of removing the need for this shared data resource by using distributed synchronization techniques). Access to this mutex is exclusive and granted to only one gateway at a time. Such exclusive access to this mutex will allow only one gateway to restructure the inter-gateway topology and prevent the potential of race conditions discussed earlier. While having the exclusive access to the mutex, G is sure that there is no change in the network state and can thus go forward to evaluate the inter-cluster ramifications of its move. If the move is deemed appropriate, i.e. it does not cause partitioning of the inter-gateway network, G can go ahead and relocate. G then releases the mutex and informs the other gateways about its new location. If, however, G finds that its move will sever the network, it will need to initiate a recursive process of requests for movement to attempt to keep the intergateway connectivity. To do this, G will have to examine exactly which communication links it would break by moving. For each of these links, G will need to make a request to the gateway node G' on the other end of the link. G' must then find a location to move to, in order to reestablish the link while maintaining good performance within its cluster. G' will strives to minimize the distance it travels in order to maintain other links it has. In case, G' loses connection with some of its neighbor gateways, it asks them to adjust their location and so on. To terminate the procedure, a gateway will be allowed to adjust its location only once.
Figure.2 The movement of the gateway node restructures the Intracluster topology, leaving a few source nodes orphaned
At the functional level, the CORE algorithm consists of five parts. The outer CORE function, EvaluateAndMove() is responsible for initializing the recursion, maintaining the critical section, i.e. the mutex, and deciding to send the movement message. Inside EvaluateAndMove(), CORE needs access to the FindNewLocation() function. This function is responsible for identifying a desired location inside the gateway's cluster to move to. Following this, the MoveToLocation() recursive function is called. This function trickles down through the network of connected gateways, recalling itself for each subsequent link break and updating CORE's view of the virtual network via the UpdateVirtualNetwork(). The recursion also needs one other function, FindHelpLocation(), which calculates the closest location for a gateway to move to establish communication with a given location subject to intra-cluster constraints. When the recursion returns, G will compare the view of the network with the view presented in the virtual network. Only if the virtual network performs better in simulation based on recent network activity, G will actually move.
Deployment in event driven WSN [15]
1] Network Model
The following simplifying assumptions are made in building the system model ( Figure. 1 illustrates the system model):
 Sensors remain stationary at the nodes of a bidimensional square grid composed of same-size cells.  Sensor nodes are homogeneous and wireless channels are bi-directional, symmetric and error-free.  Sensor nodes communicate with the sink by sending data via multiple hops along the shortest path; a hop is of one cell side length, i.e., the distance between two adjacent nodes in the grid equals the transmission range of nodes.  Data transmission and reception are the major energy consuming activities.
•
The sinks can move freely on the grid from one node to another in eight directions. After the sink arrives at a node, sensors can communicate with the sink. For analytical simplicity, the traveling time of the sink between two nodes is considered negligible, and the sojourn time of the sink visit at sensors is equal.
• The event occurs at any grid cross point independently with stationary distribution.
2] Path Selection
If a sensor node i is neither co-located with sink k nor directly connected with it (i.e., if k is not co-located with any of the nodes in Si), then data packets generated at node i have to be relayed through multiple hops to reach the sink. The sink can only be located at one node position in the grid (the sensor locations and the possible sink locations are the same). The sink keeps moving among grid positions until the maximum network lifetime is reached, which occurs when one sensor node's residual energy drops below a predefined threshold required for it to operate (when this occurs the sensor "dies").
When a sensor node lies on the same horizontal or vertical line of the current position of the sink, a unique shortest path exists between the two nodes. Otherwise, multiple shortest paths exist.
Single and Multiple Mobile Sink Deployment
Sink Repositioning using 1Hop Algorithm [3]
1] Assumed Network Model They assume a densely deployed, time-driven sensor network where every sensor sends a data message in every time period. The sensors use multi-hop communication, the messages travel to the closest sink using a geographical routing. They considered a distributed routing solution, where there is no central authority to select the end-to-end route and inform the participating nodes about it. It is up to the nodes to decide locally to whom the packet should be handed over. To choose the next hop among the neighbors within radio range, they applied the GOAFR routing algorithm. The GOAFR routing combines the greedy and the face algorithms. The greedy algorithm always picks the neighbor closest to the sink to be next node for routing. However, in certain situations it can occur that no neighbor is closer to the sink than the current node, for example if there is a "hole" in the sensor field. In this case the routing switches to the face algorithm, and passes around the hole on its border. When it is possible, the routing switches back to the greedy algorithm.
It is important, that all the data packets that are sent by a sensor has to arrive to the sink before it moves away. It can be ensured by that the sink stays at its broadcasted position for a certain
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16 (guaranteed) amount of time, also included in the update message. They assume that data delivery fits safely into this guaranteed time period.
2] 1Hop Algorithm
In practical situations the global algorithm is hardly applicable (if applicable at all). In a wide-area network with huge number of nodes it is not feasible for a sink to collect and store the location information of every sensor. This problem made us to propose local information based multi-sink deploying algorithm called 1hop. It uses only locally available information; the sinks know only the locations of the sensors that communicate directly with them and the locations of the other sinks. It also knows how many routes are passing through these sensors. Given an initial sink deployment, in the next step the sinks determine which sensors are communicating directly with them. Let Hj denote the set of the indices of these sensors, i.e., After that the sinks wait for a certain time period ensuring that within this time interval every sensor sends at least one message to the sinks. The header of every message contains the ID of the original sender node. When sink j receives a message from a sensor in Hj then it notes the ID of the original sender node, thus at the end of the period it can determine how many sensors are sending the messages through sensor t; Hj t  . Except the neighboring nodes the sinks do not know the positions of all the sensors in the network. Therefore, in order to minimize the average distance between the sensors and the nearest sinks they have to approximate somehow the location of the distant sensors. The approximation is done in the following way: let sensor t be the neighbor of sink j and denote t nr the number of sensors that send their messages through sensor t toward sink j. The method returns to the second step and the iteration continues in case there is a sink that moves. If every sink has stopped to move, the 1hop method ends.
In this paper they propose a novel method to relocate multiple sinks in a coordinated way during the operation of WSNs.
3] 1Hop Relocation Algorithm
The proposed method is called 1hop relocation and it is derived from the 1hop method. The sinks know their own locations, the locations of the other sinks and they can determine the locations of the neighboring sensors.
Initially the sinks are deployed in the network randomly. Next the sink relocation procedure begins. The sinks determine the sensors that are in one hop distance and get their locations, after that they collect the incoming messages over a time period t. Using the sender ID of the messages they count the number of routes passing through the neighboring sensors.
At the end of the time period they calculate the resultant vectors for every sink using. If the size of the vector for sink j is above the threshold parameter then the sink j moves to a new location. At the end of the procedure the method starts again and the iteration continues.
The difference between the 1hop and 1hop relocation methods is that the second one does not stop if none of the sinks were relocated. The reason for this is that 1hop is used during the initializing phase of the network while the 1hop relocation algorithm is used in the operational phase of the network.
Optimization Algorithm for WSN [16]
The dual problem is given by:
Where W(i, k) is the weight assigned to a "commodity" (data flow injected at a node) from node i to the sink location during the kth epoch and w(j) is the weight assigned to a node j. The weight of a node w(j) represents the marginal "cost" of using an additional unit of energy of the node, and the weight of a commodity W(i, k) represents the marginal "cost" of rejecting a unit of demand of the commodity. [13] In this paper, we have developed a hybrid sink positioning technique to achieve the above goals. The following are features of the proposed technique: It uses both static as well as mobile sinks to gather the data from the sensor nodes. Initially the sensor nodes are categorized into two groups based on their residual energy and data generation rate. The nodes which are having low residual energy and high data generation rate are categorized as "urgent" and the nodes which are having high residual energy and low data generation rate are categorized as "non-urgent". In order to collect the data from the "urgent" sensor nodes, they deploy a static sink within the centre of the network. Then they determine a set of "relay" nodes such that each urgent node has one relay node which is nearest to the static sink. The relay nodes are selected based on their residual energy and can be changed in each interval. The urgent nodes send their data to the static sink through these relay nodes. In order to collect the data from the "non-urgent" sensor nodes, they deploy a mobile sink which periodically collects the data from the nodes.
Hybrid Sink Deployment
Hybrid Sink Deployment for Data Collection
1] Sensor Node Classification
Let RE i be the Residual Energy and the GR i be the Data Generation Rate of sensor S i , i=1,2,…. . Then nodes are classified as urgent and non-urgent based on the following two conditions. Urgent, if REi < RE th and GRi >GR th Non-Urgent, if REi > RE th and GRi < GR th Where RE th is the minimum threshold value of the Residual Energy and GR th is the maximum threshold value of the Data Generation Rate.
2] Positioning Relay Nodes near Sink
They consider a two-tier network in a sensing field V with a Static sink N, Set of urgent sensors S = {s 1 , s 2 …….s n }, and Set of relay nodes R = {r 1 , r 2 ……r e }. Every node has a short-range antenna and each sink and relay nodes has a long-range antenna with a transmission distance TD. Short-range antennas can only communicate with short range antennas, and so are long-range antennas. Our objective is to utilize the resource efficient relay nodes with high residual energy, to relay the sensory data from urgent sensors to N.
Initially, the set of urgent sensors S and the set of relay nodes R are randomly deployed in V such that S is densely deployed and R is sparsely deployed. A relay node that is connected to N in the high-tier network is called connected and it is un-connected otherwise. The location of any node in S and R is not known. 
3] Mobile Sink Deployment Algorithm
They propose a local information based multiple mobile sink deployment algorithm in order to collect the data from the "non-urgent" sensor nodes. The mobile sinks periodically collect the data from the nodes. Let {v 1 , v 2 …….v n }, be set of non-urgent sensors.
The sinks identify only the locations of the v i , i=1,2…n, which communicate directly with them and the locations of the other sinks by using the locally available information.
Except the neighboring nodes, the sinks do not know the positions of all the sensors in the network It also knows how many routes are passing through these sensors.
Given an initial sink deployment, the sinks determine which non-urgent sensors are communicating directly with them. Let Q j denote the set of ids of these sensors, such that Q j = {i : d i (j) < TD; i N}. After that, the sinks wait for a certain time period during which every non-urgent sensor sends at least one message to the sinks. The header of every message contains the ID of the original sender node. When sink j receives a message from a sensor from Q j , then it notes the ID of the original sender node. Thus at the end of the period, it can determine how many sensors are sending the messages through sensor k, kQ j . Therefore, in order to minimize the average distance between the sensors and the nearest sinks, they have to approximate the location of the distant sensors which is done in the following way:
Let sensor k j be the neighbor of sink j and Z k denotes the number of sensors that send their messages through sensor k toward sink j. Let route ij denote the set of the ids of the sensors on the route from sensor i to sink j. Then Z k = #{i : k = min d i (l) ; k route ik }. Sink j assumes that there are Z k sensors in the direction of sensor k and the resultant vector for sink j is approximated as:
The unit vector pointing from the sink to sensor i is denoted by U i . If |RV j | is below a threshold then sink j remains at its present position s j , otherwise moves to s j + RV j .St max , where St max stands for the maximal possible step for a sink. The method returns to the second step and the iteration continues in case there is a sink that moves. If every sink has stopped its movement, the mobile sink deployment algorithm ends.
COMPARATIVE STUDY OF SINK REPOSITIONING TECHNIQUES
The following table summarizes the comparative study of various sink repositioning techniques. 
