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Abstrat
We study trae funtions on the form t → Tr f(A + tB) where
f is a real funtion dened on the positive half-line, and A and B
are matries suh that A is positive denite and B is positive semi-
denite. If f is non-negative and operator monotone dereasing, then
suh a trae funtion an be written as the Laplae transform of a
positive measure. The question is related to the Bessis-Moussa-Villani
onjeture.
Key words: Trae funtions, BMV-onjeture.
1 Introdution
The Gibbs density matrix of a system with Hamiltonian H in equilibrium
and temperature kT = 1/β is given by exp(−βH). One would like to study
perturbations H0 + λH1 of an exatly solvable Hamiltonian H0 and see how
the thermodynamial quantities are hanged. This question was studied by
Bessis, Moussa and Villani in [2℄ where it is noted that the Padé approximant
to the partition funtion Z(β) = Tr exp(−β(H0 + λH1)) may be eiently
alulated, if the funtion
λ→ Tr exp(−β(H0 + λH1))
is the Laplae transform of a positive measure. The authors then noted that
this is indeed true for a system of spinless partiles with loal interations
bounded from below. The statement also holds if H0 and H1 are ommuting
operators, or if they are just 2 × 2 matries. These observations led to the
formulation of the following onjeture:
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Conjeture (BMV). Let A and B be n × n matries for some natural
number n, and suppose that A is self-adjoint and B is positive semi-denite.
Then there is a positive measure µ with support in the losed positive half-axis
suh that
Tr exp(A− tB) =
∫
∞
0
e−ts dµ(s)
for every t ≥ 0.
The Bessis-Moussa-Villani (BMV) onjeture may be reformulated as an
innite series of inequalities.
Theorem (Bernstein). Let f be a real C∞-funtion dened on the positive
half-axis. If f is ompletely monotone, that is
(−1)nf (n)(t) ≥ 0 t > 0, n = 0, 1, 2, . . . ,
then there exists a positive measure µ on the positive half-axis suh that
f(t) =
∫
∞
0
e−st dµ(s)
for every t > 0.
The BMV-onjeture is thus equivalent to saying that the funtion
f(t) = Tr exp(A− tB) t > 0
is ompletely monotone. A proof of Bernstein's theorem an be found in [4℄.
Assuming the BMV-onjeture one may derive a similar statement for
free semiirularly distributed elements in a type II1 von Neumann algebra
with a faithful trae. This onsequene of the onjeture has been proved by
Fannes and Petz [6℄. A hypergeometri approah by Drmota, Shahermayer
and Teihmann [5℄ gives a proof of the BMV-onjeture for some types of
3× 3 matries.
1.1 Equivalent formulations
The BMV-onjeture an be stated in several equivalent forms.
Theorem 1.1. The following onditions are equivalent:
(i). For arbitrary n × n matries A and B suh that A is self-adjoint and
B is positive semi-denite the funtion f(t) = Tr exp(A− tB), dened
on the positive half-axis, is the Laplae transform of a positive measure
supported in [0,∞).
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(ii). For arbitrary n × n matries A and B suh that A is self-adjoint and
B is positive semi-denite the funtion g(t) = Tr exp(A+ itB), dened
on the positive half-axis, is of positive type.
(iii). For arbitrary positive denite n× n matries A and B the polynomial
P (t) = Tr(A+ tB)p has non-negative oeients for any p = 1, 2, . . . .
(iv). For arbitrary positive denite n × n matries A and B the funtion
ϕ(t) = Tr exp(A+ tB) is m-positive on some open interval of the form
(−α, α).
The rst statement is the BMV-onjeture, and it readily implies the
seond statement by analyti ontinuation. The suieny of the seond
statement is essentially Bohner's theorem. The impliation (iii) ⇒ (i) is
obtained by applying Bernstein's theorem and approximation of the expo-
nential funtion by its Taylor expansion. The impliation (i) ⇒ (iii) was
proved by Lieb and Seiringer [15℄. A funtion ϕ : (−α, α)→ R is said to be
m-positive, if for arbitrary self-adjoint k × k matries X with non-negative
entries and spetra ontained in (−α, α) the matrix ϕ(X) has non-negative
entries. The impliation (iii) ⇒ (iv) follows by approximation, while the
impliation (iv) ⇒ (i) follows by Bernstein's theorem and [8, Theorem 3.3℄
whih states that an m-positive funtion is real analyti with non-negative
derivatives in zero.
2 Preliminaries and main result
Let f be a real funtion of one variable dened on a real interval I. We
onsider for eah natural number n the assoiated matrix funtion x→ f(x)
dened on the set of self-adjoint matries of order n with spetra in I. The
matrix funtion is dened by setting
f(x) =
p∑
i=1
f(λi)Pi where x =
p∑
i=1
λiPi
is the spetral resolution of x. The matrix funtion x → f(x) is Fréhet
dierentiable [7℄ if I is open and f is ontinuously dierentiable [3℄. The
norm of the Fréhet dierential df(x) may be an unbounded funtion of the
order m, f. [19, 18℄. If however f is assumed to be twie dierentiable, then
the norm of df(x) is bounded independently of the order n for all self-adjoint
matries x with spetra ontained in a xed ompat subset of I, f. [9,
Corollary 2.9℄ and [12℄. We onsider in this artile the funtion
ϕ(x) = Tr f(x)
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dened on the set of self-adjoint matries of order n with spetra in I. The
Fréhet dierential is given by dϕ(x) = Tr df(x), f. [10℄.
2.1 The BMV-property
Denition 2.1. A funtion f : R+ → R is said to have the BMV-property,
if to eah n = 1, 2, . . . and eah pair of n×n matries A and B, suh that A
is positive denite and B is positive semi-denite, there is a positive measure
µ with support in [0,∞) suh that
Tr f(A+ tB) =
∫
∞
0
e−st dµ(s)
for every t > 0.
The BMV-onjeture is thus equivalent to the statement that the funtion
t→ exp(−t) has the BMV-property. The main ontribution of this paper is
the following result.
Main Theorem. Every non-negative operator monotone dereasing funtion
dened on the open positive half-line has the BMV-property.
3 Dierential analysis
An simple proof of the following result an be found in [12, Proposition 1.3℄.
Proposition 3.1. The Fréhet dierential of the exponential operator fun-
tion x→ exp(x) is given by
d exp(x)h =
∫ 1
0
exp(sx)h exp((1− s)x) ds =
∫ 1
0
A(s) exp(x) ds
where A(s) = exp(sx)h exp(−sx) for s ∈ R.
This is only a small part of the Dyson formula whih ontains formalisme
developed earlier by Tomonaga, Shwinger and Feynman. The subjet was
given a rigorous mathematial treatment by Araki in terms of expansionals
in Banah algebras. In partiular [1, Theorem 3℄, the expansional
Er(h; x) =
∞∑
n=0
∫ 1
0
∫ s1
0
· · ·
∫ sn−1
0
A(sn)A(sn−1) · · ·A(s1) dsn dsn−1 · · · ds1
is absolutely onvergent in the norm topology with limit
Er(h; x) = exp(x+ h) exp(−x).
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We therefore obtain the pth Fréhet dierential of the exponential operator
funtion by the expression
dp exp(x)hp
= p!
∫ 1
0
∫ s1
0
· · ·
∫ sp−1
0
A(sp)A(sp−1) · · ·A(s1) exp(x) dsp dsp−1 · · ·ds1.
3.1 Divided dierenes
The following representation of divided dierenes is due to Hermite [13℄,
onfer also [17, 16℄.
Proposition 3.2. Divided dierenes an be written in the following form
[x0, x1]f =
∫ 1
0
f ′
(
(1− t1)x0 + t1x1
)
dt
[x0, x1, x2]f =
∫ 1
0
∫ t1
0
f ′′
(
(1− t1)x0 + (t1 − t2)x1 + t2x2
)
dt2 dt1
.
.
.
[x0, x1, · · · , xn]f =
∫ 1
0
∫ t1
0
· · ·
∫ tn−1
0
f (n)
(
(1− t1)x0 + (t1 − t2)x1 + · · ·
+ (tn−1 − tn)xn−1 + tnxn
)
dtn · · · dt2 dt1
where f is an n-times ontinuously dierential funtion dened on an open
interval I, and x0, x1, . . . , xn are (not neessarily distint) points in I.
Lemma 3.3. For k = 1, 2, . . . and real numbers λ1, . . . , λk we have∫ t
0
e−µs[sλ1, . . . , sλk]exp s
k−1 ds = tke−µt[tλ1, . . . , tλk, tµ]exp
for any real µ and t ≥ 0.
Proof. For k = 1 we alulate∫ t
0
e−µs[sλ1]exp ds =
∫ t
0
es(λ1−µ) ds = t e−µt[tλ1, tµ]exp.
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Assuming the formula valid for k we obtain for k + 1 the expression∫ t
0
e−µs[sλ1, . . . , sλk+1]exp s
k ds
=
∫ t
0
e−µs
[sλ1, . . . , sλk]exp − [sλ2, . . . , sλk+1]exp
sλ1 − sλk+1
sk ds
=
1
λ1 − λk+1
(
tke−µt[tλ1, . . . , tλk, tµ]exp − t
ke−µt[tλ2, . . . , tλk+1, tµ]exp
)
= tk+1e−µt[tλ1, . . . , tλk+1, tµ]exp
provided λ1 6= λk+1. The ase λ1 = λk+1 then follows by ontinuity, and the
lemma is proved by indution. QED
Theorem 3.4. Let x and h be operators on a Hilbert spae of nite dimension
n written on the form
x =
n∑
i=1
λieii and h =
n∑
i,j=1
hijeij
where {eij}
n
i,j=1 is a system of matrix units, and λ1, . . . , λn and hi,j for i, j =
1, . . . , n are omplex numbers. Then the pth derivative
dp
dtp
Tr exp(x+ th)
∣∣∣
t=0
= p!
n∑
i1=1
· · ·
n∑
ip=1
hipip−1 · · ·hi2i1hi1ip [λi1 , λi2, · · · , λip, λip]exp,
where [λi1, λi2 , · · · , λip, λip]exp are divided dierenes of order p + 1 of the
exponential funtion.
Proof. We rst prove the formulas
(1)
Ik(s0) =
∫ s0
0
∫ s1
0
· · ·
∫ sk−1
0
A(sk)A(sk−1) · · ·A(s1) dsk dsk−1 · · ·ds1
= sk0
n∑
j=1
n∑
i1=1
· · ·
n∑
ik=1
hikik−1hik−1ik−2 · · ·hi2i1hi1j
× e−s0λj [s0λi1, . . . , s0λik , s0λj]exp eikj
for natural numbers k = 1, . . . , p and real numbers s0 ≥ 0. For k = 1 we
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alulate the integral
I1(s0) =
∫ s0
0
A(s1) ds1 =
∫ s0
0
exp(s1x)h exp(−s1x) ds1
=
n∑
i1=1
n∑
j=1
hi1j
∫ s0
0
exp(s1x)ei1j exp(−s1x) ds1
=
n∑
i1=1
n∑
j=1
hi1j
∫ s0
0
exp(s1(λi1 − λj))ei1j ds1
= s0
n∑
j=1
n∑
11=1
hi1j e
−s0λj [s0λi1 , s0λj]exp ei1j
in aordane with (1). For k ≥ 2 and assuming the formulas (1) valid for
k − 1 we obtain the expression
Ik(s0) =
∫ s0
0
∫ s1
0
· · ·
∫ sk−1
0
A(sk)A(sk−1) · · ·A(s1) dsk · · · ds2 ds1
=
∫ s0
0
Ik−1(s1)A(s1) ds1
=
∫ s0
0
sk−11
n∑
m,i2,...,ik=1
hikik−1 · · ·hi3i2hi2me
−s1λm
× [s1λi2 , . . . , s1λik , s1λm]exp eikmA(s1) ds1.
We then insert
A(s1) =
n∑
i1=1
n∑
j=1
hi1j exp(s1(λi1 − λj)) ei1j
and using eikm ei1j = δ(m, i1)eikj and the symmetry of the divided dierene
we obtain the expression
n∑
j,i1,i2,...,ik=1
hikik−1 · · ·hi2i1hi1j
∫ s0
0
e−s1λj [s1λi1 , s1λi2 , . . . , s1λik ]exp s
k−1
1 ds1 eikj
for Ik(s0). Finally, using Lemma 3.3 we alulate
Ik(s0) = s
k
0
n∑
j,i1,i2,...,ik=1
hikik−1 · · ·hi2i1hi1je
−s0λj [s0λi1 , . . . , s0λik , s0λj]exp eikj
whih proves (1) by indution. We next observe that
dp exp(x)hp = p! Ip(1) exp(x)
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where dierentiation is with respet to x when nothing else is indiated.
Finally, sine
dp
dtp
exp(x+ th) = dpx+th exp(x+ th)h
p
we obtain
dp
dtp
Tr exp(x+ th)
∣∣∣
t=0
= Tr
(
dp exp(x)hp
)
= p! Tr
(
Ip(1) exp(x)
)
= p! Tr

 n∑
j,i1,i2,...,ip=1
hipip−1 · · ·hi2i1hi1je
−λj [λi1, . . . , λip, λj]exp eipj exp(x)


= p!
n∑
i1,i2,...,ip=1
hipip−1 · · ·hi2i1hi1ip [λi1, . . . , λip, λip]exp
whih is the statement of the theorem. QED
Lemma 3.5. Let f ∈ C∞(R), and let x and h be self-adjoint operators on
a (possibly innite dimensional) Hilbert spae H. Then the operator funtion
x → f(x) is innitely Fréhet dierentiable and the pth Fréhet dierential
is for p ≥ 1 given by
dpf(x)hp =
∫
∞
−∞
dpx exp(−isx)h
pf˜(s) ds,
where dx indiates dierentiation with respet to x and
f˜(s) =
1
2pi
∫
∞
−∞
exp(its)f(t) dt
is the Fourier transform of f.
Proof. We note that the statement is true for p = 1 by [12, Theorem 1.5℄
and assume the statement of the lemma to be valid for p. It follows from the
denition of the Fréhet dierential that the expression
dpx+h exp(−is(x+ h))h
p − dpx exp(−isx)h
p − dx(d
p
x exp(−isx)h
p)h
even after division by ‖h‖ tend to zero as h→ 0.We then multiply the above
expression by the Fourier transform f˜ and integrate. By Lebesgues's theorem
of dominated onvergene we therefore obtain that also the expression
dpx+hf(x+ h)h
p − dpxf(x)h
p −
∫
∞
−∞
dx(d
p
x exp(−isx)h
p)hf˜(s) ds,
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even after division by ‖h‖, tend to zero as h→ 0. Hene
dp+1x f(x)h
p+1 =
∫
∞
−∞
dp+1x exp(−isx)h
p+1f˜(s) ds
and the lemma is proved by indution. QED
In the next orollary we need the identity,
tp−1[tλ1, . . . , tλp]f = [λ1, . . . , λp]ft where ft(s) = f(ts),(2)
valid for p times ontinuously dierentiable funtions f. The statement is
easily proved by indution after p.
Corollary 3.6. Let f : I → R be a C∞-funtion dened on an open and
bounded interval I, and let x and h be self-adjoint operators on a Hilbert
spae of nite dimension n written on the form
x =
n∑
i=1
λieii and h =
n∑
i,j=1
hijeij
where {eij}
n
i,j=1 is a system of matrix units, and λ1, . . . , λn are the eigenvalues
of x ounted with multipliity. If the spetrum of x is in I, then the trae
funtion t→ Tr f(x+ th) is innitely dierentiable in a neighborhood of zero
and the pth derivative
dp
dtp
Tr f(x+ th)
∣∣∣
t=0
= p!
n∑
i1=1
· · ·
n∑
ip=1
hi1i2hi2i3 · · ·hip−1iphipi1 [λi1 , λi2, · · · , λip, λi1 ]f ,
where [λi1 , λi2, · · · , λip, λi1 ]f are divided dierenes of order p+1 of the fun-
tion f.
Proof. Sine the spetrum Sp(x) is ompat, there is an open and bounded
interval J suh that
Sp(x) ⊂ J ⊂ J¯ ⊂ I
and we may extend the restrition f |J to a funtion g ∈ C∞(R). Sine the
9
spetrum Sp(x+ th) is ontained in J for small t we obtain
dp
dtp
Tr f(x+ th)
∣∣∣
t=0
=
dp
dtp
Tr g(x+ th)
∣∣∣
t=0
=
∫
∞
−∞
dp
dtp
Tr exp(−isx− isth))
∣∣∣
t=0
g˜(s) ds
=
∫
∞
−∞
p!
n∑
i1=1
· · ·
n∑
ip=1
(−is)phipip−1 · · ·hi2i1hi1ip
× [−isλi1 , · · · ,−isλip,−isλip ]exp g˜(s) ds
= p!
n∑
i1=1
· · ·
n∑
ip=1
hipip−1 · · ·hi2i1hi1ip
∫
∞
−∞
[λi1 , · · · , λip, λip]exp(−is·) g˜(s) ds
= p!
n∑
i1=1
· · ·
n∑
ip=1
hipip−1 · · ·hi2i1hi1ip [λi1 , · · · , λip, λip]g ds,
where g˜ is the Fourier transform of g, and we used (2) and the linearity in g
of arbitrary divided dierenes [λ1, . . . , λp]g. The statement now follows by
noting that f = g in a neighborhood of the spetrum of x. QED
4 Proof of the main theorem
Proposition 4.1. Consider for a onstant c ≥ 0 the funtion
g(t) =
1
c+ t
t > 0.
For arbitrary n × n matries x and h suh that x is positive denite and h
is positive semi-denite we have
(−1)p
dp
dtp
Tr g(x+ th)
∣∣∣
t=0
≥ 0
for p = 1, 2, . . . .
Proof. We rst note that the divided dierenes of g are of the form
[λ1, λ2, . . . , λp]g = (−1)
p−1g(λ1)g(λ2) · · · g(λp) p = 1, 2, . . .(3)
for arbitrary positive numbers λ1, λ2, . . . , λp. There is nothing to prove for
p = 1. Assume the statement true for p ≥ 2 and notie that
g(λ)− g(µ)
λ− µ
=
(c+ λ)−1 − (c+ µ)−1
λ− µ
= −g(λ)g(µ)
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for λ 6= µ. Therefore
[λ1, . . . , λp, λp+1]g =
[λ1, . . . , λp]g − [λ2, . . . , λp+1]g
λ1 − λp+1
= (−1)p−1g(λ2) · · · g(λp)
g(λ1)− g(λp+1)
λ1 − λp+1
= (−1)pg(λ1) · · · g(λp)g(λp+1)
for λ1 6= λp+1 and the general ase follows by approximation. Next, applying
Corollary 3.6 we obtain
dp
dtp
Tr g(x+ th)
∣∣∣
t=0
= p!
n∑
i1=1
· · ·
n∑
ip=1
hi1i2hi2i3 · · ·hip−1iphipi1 [λi1 , λi2, · · · , λip, λi1 ]g
= (−1)pp!
n∑
i1=1
· · ·
n∑
ip=1
hi1i2hi2i3 · · ·hip−1iphipi1 g(λi1)g(λi2) · · · g(λip)g(λi1).
Sine h is positive denite, it is of the form h = aa∗ for some matrix a and
therefore
hij =
n∑
m=1
aima
∗
mj =
n∑
m=1
aimajm = (ai | aj) i, j = 1, . . . , n,
where
ai =
(
ai1 · · · ain
)
∈ Cn
is the ith row in the matrix a. We then set ξi = g(λi)ai and bi = g(λi)
1/2ai
for i = 1, . . . , n and alulate
(−1)p
p!
dp
dtp
Tr g(x+ th)
∣∣∣
t=0
=
n∑
i1=1
· · ·
n∑
ip=1
hi1i2hi2i3 · · ·hip−1iphipi1 g(λi1)g(λi2) · · · g(λip)g(λi1)
=
n∑
i1=1
· · ·
n∑
ip=1
(ξi1 | bi2)(bi2 | bi3) · · · (bip−1 | bip)(bip | ξi1).
But any sum of the form
S =
n∑
i2=1
· · ·
n∑
ip=1
(ξ | bi2)(bi2 | bi3) · · · (bip−1 | bip)(bip | ξ)
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is non-negative. It is obvious for p = 2 sine then
S =
n∑
i2=1
(ξ | bi2)(bi2 | ξ),
and for p = 3 sine then
n∑
i2=1
n∑
i3=1
(ξ | bi2)(bi2 | bi3)(bi3 | ξ) =
(
n∑
i2=1
(ξ | bi2)bi2 |
n∑
i3=1
(ξ | bi3)bi3
)
.
For p ≥ 4 we may therefore use indution over either the even or the odd
natural numbers by noting that
S =
n∑
i2=1
· · ·
n∑
ip=1
(ξ | bi2)(bi2 | bi3) · · · (bip−1 | bip)(bip | ξ)
=
n∑
i3=1
· · ·
n∑
ip−1=1
(η | bi3)(bi3 | bi4) · · · (bip−2 | bip−1)(bip−1 | η)
where the vetor
η =
n∑
i=1
(ξ | bi)bi.
This onludes the proof of the statement. QED
Proof of the main theorem. Consider again the funtion
g(t) =
1
c+ t
t > 0
for c ≥ 0 and arbitrary n×n matries x and h suh that x is positive denite
and h is positive semi-denite. We rst note that
dp
dtp
Tr g(x+ th)
∣∣∣
t=t0
=
dp
dεp
Tr g(x+ t0h+ εh)
∣∣∣
ε=0
for p = 1, 2, . . . and t0 ≥ 0. The funtion t → Tr g(x + th) is therefore
ompletely monotone. Let now f : R+ → R be a non-negative operator
monotone dereasing funtion. Any operator monotone dereasing funtion
dened on the open positive half-line, thus in partiular the funtion f, is
neessarily of the form
f(t) = αt+ β +
∫
∞
0
(
1
c+ t
−
c
c2 + 1
)
dν(c),(4)
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where α ≤ 0 and ν is some positive Borel measure with support in [0,∞)
suh that the integral
∫
(c2 + 1)−1 dν(c) is nite, f. [4, Chap. II Theorem 1
and Lemma 2℄. Note that we may write∫
∞
0
(
1
c+ t
−
c
c2 + 1
)
dν(c) =
∫
∞
0
1− ct
c+ t
· (c2 + 1)−1 dν(c)
where for eah t > 0 the funtion c → (1 − ct)(c + t)−1 is dereasing and
bounded between −t and t−1. Sine f has a nite limit for t→ ∞ one may
derive that α = 0, and by appealing to Lebesgues's theorem of monotone
onvergene we also obtain
∫
c(c2 + 1)−1 dν(c) < ∞, hene f allows the
representation
f(t) = β +
∫
∞
0
1
c+ t
dν(c),
where we have inorporated the onstant ontribution from the integral in
(4) into β suh that
β = lim
t→∞
f(t) ≥ 0.
We onlude that the funtion t→ Tr f(x+ th) is ompletely monotone and
thus by Bernstein's theorem is the Laplae transform of a positive measure
with support in [0,∞). QED
4.1 Further analysis
One may try to use the Hermite expression in Proposition 3.2 to obtain a
proof of the BMV-onjeture. Applying Theorem 3.4 and alulating the
third derivative of the trae funtion we obtain
−1
3!
d3
dt3
Tr exp(x− th)
∣∣∣
t=0
=
n∑
p,i,j=1
(ap | ai)(ai | aj)(aj | ap)[λpλiλjλp]exp
=
∫ 1
0
∫ t1
0
∫ t2
0
n∑
p,i,j=1
(ap | ai)(ai | aj)(aj | ap) exp
(
(1− (t1 − t3))λp
+ (t1 − t2)λi + (t2 − t3)λj
)
dt3 dt2 dt1
where h = aa∗ and ai is the ith row in a. Assuming the BMV-onjeture this
integral should be non-negative, and this would obviously be the ase if the
integrand is a non-negative funtion.
Example 4.2. If we evaluate the above integrand in t1 = t2 = 1 and t3 = 1/3
we obtain
S =
n∑
p,i,j=1
(ap | ai)(ai | aj)(aj | ap) exp
(λp + 2λj
3
)
dt3 dt2 dt1.
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If we in addition set
a1 = (1000,−10, 1)
a2 = (−10, 10000, 1000)
a3 = (1, 1000, 202139)
and (λ1, λ2, λ3) = 3 log 2 · (23, 11, 0), then the sum is an integer with value
S = −487062506352658941731358505750.
The values of S are extremely sensitive to the hosen gures, and they tend
to be overwhelmingly positive. If for example the third entry in a3 is hanged
from 202139 to 202138, then
S = 376189230591238013538921396773.
The result is equally sensitive to hanges in the values of (λ1, λ2, λ3).
The above example has not been found by simulation. In fat, millions
of simulations with randomly hosen entries have been arried out, without
ever hitting a negative value of S. Instead, the example has been obtained
by the study and proper modiation of an example in [14℄ of two positive
denite 3× 3 matries A and B suh that Tr(BABAAB) = −3164.
Another way forward would be to examine the value of loops of the form
(a1 | a2)(a2 | a3) · · · (ap−1 | ap)(ap | a1)
sine they, apart from an alternating sign, are the only possible negative
fators in the expression of the derivatives of the trae funtions. The value of
a loop is a homogeneous funtion of degree two in the norm of the vetors, so
we only need to onsider unit vetors. The value of suh a loop is furthermore
invariant under unitary transformations and thus takes the minimal value in
any subspae of dimension p. By applying a variational priniple the lower
bound
− cosn
(pi
n
)
≤ (a1 | a2)(a2 | a3) · · · (ap−1 | ap)(ap | a1)
was established in [11℄. The lower bound onverges very slowly to −1 as p
tends to innity, and it is attained essentially only when all the vetors form
a fan in a two-dimensional subspae.
Remark 4.3. If we only onsider one-dimensional perturbations, that is if
h = cP for a onstant c > 0 and a one-dimensional projetion P, then h is
of the form h = (ξiξ¯j)i,j=1,...,n for some vetor ξ = (ξ1, . . . , ξn) and eah loop
hi1i2hi2i3 · · ·hip−1iphipi1 = ‖ξi1‖
2 · · · ‖ξip‖
2
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is manifestly real and non-negative. This implies that the trae funtion
t→ Tr exp(−(x+ th)),
for any self-adjoint n × n matrix x, is the Laplae transform of a positive
measure with support in [0,∞). The same statement holds, with x positive
denite, for the trae funtion t→ Tr f(x+ th) assoiated with an arbitrary
ompletely monotone funtion f.
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