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Abstract
Let V be a nonzero vector space over the field F of characteristic zero. Let X be a finite
family of nonzero vectors of V . For each a ∈ V , we denote by Ma the vectorial matroid of
X ∪ (a). For each k ∈ N we denote by M(k)a the kth power of Ma . We define an equivalence
relation, πk , on V such that aπkb if and only if the matroids M
(k)
a and M
(k)
b
are on the same
set and have the same set of independent sets. We present results on this equivalence relation.
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1. Introduction
Let S be a nonempty finite set with cardinality m. Let M = (S,I(M)) be a mat-
roid on S [5]. An element x ∈ S is a coloop of M if x belongs to every basis of M ,
and an element x ∈ S is a loop of M if x does not belong to any basis. We denote by
L(M) the set of loops of M . The collection of subsets of S
{I1 ∪ . . . ∪ Ik : Ii ∈ I(M), i = 1, . . . , k}
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is the set of independent sets of a matroid on S, called the kth power of M . We denote
this matroid by M(k) [6].
The covering number of x ∈ (S\L(M)) in M is the smallest positive integer s
such that x is a coloop of M(s). We denote this integer by sx(M) [3,4].
Let V be a vector space over an arbitrary field F of characteristic zero. Let X =
(x1,. . ., xm) be a family of vectors of V . We say that the matroid M on S={1,. . ., m}
is the vectorial matroid of X = (x1, . . . , xm) if α ⊆ S = {1, . . . , m} is independent
in M if and only if (xi : i ∈ α) is linearly independent in V . We denote this matroid
by M(x1, . . . , xm) or simply by M . In this matroid each vector x ∈ (x1, . . . , xm) is
associated with an integer i ∈ {1, . . . , m}. If x /= 0, we denote by sx(M) the integer
si(M) where i is the integer associated with the vector x.
The kth power of a vectorial matroid appears in several papers [1–4]. The impor-
tance of this concept has been demonstrated in the study of decomposable symme-
trized tensors and immanants, where necessary and sufficient conditions are obtained
for the vanishing of decomposable symmetrized tensors [2].
For each a ∈ V , we denote by Ma the vectorial matroid of (x1, . . . , xm, a) (mat-
roid on {1, . . . , m,m + 1}).
Observation. The vector zero is a loop of M(k)0 (vectorial matroid of (x1, . . . ,
xm, 0)).
Let a, b ∈ V , if the matroids M(k)a and M(k)b are on the same set S ∪ {m + 1} =
{1, . . . , m,m + 1} and have the same set of independent sets (i.e., I(M(k)a ) =
I(M
(k)
b )) we write M(k)a = M(k)b .
Observation. Ma is the vectorial matroid of (x1, . . . , xm, a) and Mb is the vectorial
matroid of (x1, . . . , xm, b).
For each positive integer k, we define a relation, πk , on V such that
aπkb if and only if M(k)a = M(k)b .
It is easy to prove that πk is an equivalence relation on V .
Example 1.1. Let V be a complex vector space and {e1, e2, e3} be a basis of V .
Let (x1, x2, x3, x4) be a family of vectors of V , where
x1 = 2e1, x2 = −3e2, x3 = 2e1 + 2e2, x4 = 2e1.
Let M be the vectorial matroid of (x1, x2, x3, x4).
The equivalence classes of π1 are:
[0]π1 = {0} (if x is a nonzero vector of V , {5} is a loop of M0 but is an independent
set of Mx . So, 0 π1/ x)
[e3]π1 = {a1e1 + a2e2 + a3e3 ∈ V : a1, a2 ∈ C, a3 ∈ C\{0}}[e1]π1 = {a1e1 ∈ V : a1 ∈ C\{0}}
R. Fernandes / Linear Algebra and its Applications 381 (2004) 77–95 79
[e1 + e2]π1 = {a1e1 + a1e2 ∈ V : a1 ∈ C\{0}}[e1 + 2e2]π1 = {a1e1 + a2e2 ∈ V : a1 ∈ C, a2 ∈ C\{0}, a1 /= a2}
The equivalence classes of π2 are:
[0]π2 = {0}[e3]π2 = [e3]π1 ∪ [e1 + e2]π1 ∪ [e1 + 2e2]π1[e1]π2 = [e1]π1 .
The equivalence classes of πk , where k  3, are:
[0]πk = {0}
[e3]πk = V \{0}.
In this paper we derive certain properties of the equivalence classes of πk . We
also study relations between the equivalence classes of πk and of πk+1. In Section
4 we characterize families of nonzero vectors of V that verify the condition: “There
exists a positive integer k such that
(1) if E is an equivalence class of π1 then E is an equivalence class of πk
and
(2) there exist only two equivalence classes of πk+1.”
2. Preliminaries
Let S be a nonempty finite set with cardinality m. Let M = (S,I(M)) be a mat-
roid on S. The closure operator of M is denoted by clM . If P is a subset of S, the
restriction of M to P is denoted by M|P .
For each positive integer k, the rank of A ⊆ S in M(k) is denoted by ρk(A) and we
denote by ρk the integer ρk(S). The covering number of M is the smallest positive
integer t such that ρt = |S\L(M)|.
If B is a basis of M(k), there exist pairwise disjoint independent sets B1, . . . , Bk
of M such that B = B1 ∪ . . . ∪ Bk and B1 ∪ . . . ∪ Bs is a basis of M(s), s = 1, . . . , k
[2]. Under these conditions, we say that B1 ∪ . . . ∪ Bk is a k-factorization of B in M .
Observation. If P ⊆ S is an independent set of M(k), then P is a basis of (M|P)(k).
Therefore, when we say P1 ∪ . . . ∪ Pk is a k-factorization of P in M , we are saying
that P1 ∪ . . . ∪ Pk is a k-factorization of P in M|P .
Proposition 2.1. Let M be a matroid on S. Let I ∈ I(M(k)) and x ∈ I. There exists
a k-factorization of I in M, I1 ∪ . . . ∪ Ik, such that x ∈ I1.
Proof. Let D1 ∪ . . . ∪ Dk be a k-factorization of I in M . Suppose that x ∈ Di .
The result is trivial when i = 1. Assume that i > 1. Since |D1|  |Di |, using the
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definition of matroid, there exists P ⊆ D1 such that (Di ∪ P) ∈ I(M) and |Di ∪
P | = |D1|. Then, by a cardinality argument, it is easy to see that
(Di ∪ P) ∪ D2 ∪ . . . ∪ Di−1 ∪ (D1\P) ∪ Di+1 ∪ . . . ∪ Dk
is a k-factorization of I in M and x ∈ (Di ∪ P). 
A set T ⊆ S is a k-transversal of M [1] if there exists a k-factorization I1 ∪ . . . ∪
Ik of T in M such that Ii is a basis of M|T , i = 1, . . . , k.
It is proved [1] that T is a k-transversal of M if and only if T is an independent
set of M(k) satisfying |T | = kρ1(T ).
Equivalently, T is a k-transversal of M if and only if there exists a k-factorization
I1 ∪ . . . ∪ Ik of T in M such that clM(Ii) = clM(Ij ), i /= j .
Remark that if T is a k-transversal of M and I1 ∪ . . . ∪ Ik is a k-factorization of
T in M , then I1 ∪ . . . ∪ Ip, where 1  p  k, is a p-transversal of M .
It is proved [1] that if C is a circuit of M(k) and y ∈ C, then C\y is a k-transversal
of M . It is also proved that the maximal k-transversals, ordered by inclusion, have
the same closure in M , and that there is a maximal k-transversal contained in each
basis of M(k). Futhermore, if T is the maximal k-transversal contained in the basis
B of M(k), then
S\B = clM(k)(T )\T = clM(T )\T
and
clM(k)(T ) = clM(T ).
Theorem 2.2. [3] Let M be a matroid on S with no loops. For x ∈ S,
sx(M) > k
if and only if there exists a k-transversal T of M satisfying x ∈ clM(T )\T .
3. Equivalence classes of πk
Let V be a nonzero vector space, X = (x1, . . . , xm) be a family of nonzero vectors
of V and M be the vectorial matroid of (x1, . . . , xm). Let k be a positive integer. Let
πk be the equivalence relation on V such that for all a, b ∈ V
aπkb if and only if M(k)a = M(k)b .
We begin by identifying and deriving certain properties of the equivalence classes of
πk .
Proposition 3.1. Let (x1, . . . , xm) be a family of nonzero vectors of V. Then A0 =
{0} is an equivalence class of πk.
Proof. Let a ∈ V \{0}. Since {m + 1} ∈ I(M(k)a )\I(M(k)0 ), then a πk/ 0. Therefore,
A0 = {0} is an equivalence class of πk . 
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For each s ∈ N, let
As = {a ∈ V \{0} : sa(Ma)  s}.
Proposition 3.2. Let (x1, . . . , xm) be a family of nonzero vectors of V. If Ak /= ∅,
then Ak is an equivalence class of πk.
Proof. Let a, b ∈ Ak . We are going to prove that aπkb, i.e.,
M(k)a = M(k)b .
Recall that Ma is the vectorial matroid on {1, . . . , m,m + 1} and in Ma the vector a
is associated with the integer m + 1.
Let B be a basis of M(k)a . Since sa(Ma)  k, then m + 1 ∈ B. But, B\{m + 1} ∈
I(M
(k)
a ), so B\{m + 1} ∈ I(M(k)). This implies that B\{m + 1} ∈ I(M(k)b ). Let
γ be a basis of M(k)b such that B\{m + 1} ⊆ γ . Since sb(Mb)  k, then m + 1 ∈ γ .
Therefore, B ∈ I(M(k)b ). By a cardinality argument, we get B is a basis of M(k)b .
Since a, b are arbitrary, we have aπkb.
Now we are going to see that if c ∈ V \Ak then c πka. If c = 0, by Proposition
3.1, we have c πk/ a. If c /= 0, then sc(Mc) > k. Let B ′ be a basis of M(k)c such that
m + 1 ∈ B ′. So B ′ ∈ I(M(k)) ⊆ I(M(k)a ). Because sa(Ma)  k, B ′ ∪ {m + 1} ∈
I(M
(k)
a ). Using a cardinality argument, we get B ′ ∪ {m + 1} ∈ I(M(k)c ). So, c πka.
Consequently, Ak is an equivalence class of πk . 
Proposition 3.3. Let (x1, . . . , xm) be a family of nonzero vectors of V. Let Bk be
an equivalence class of πk such that Bk /= {0} and if Ak /= ∅, Bk /= Ak. If a, b ∈ Bk
then
sa(Ma) = sb(Mb).
Proof. Suppose that r = sa(Ma) > sb(Mb) = p. Since Bk /= {0} and if Ak /= ∅,
Bk /= Ak , then sa(Ma) > k and sb(Mb) > k.
Using Theorem 2.2, let T be an (r − 1)-transversal of Ma such that m + 1 ∈
clMa(T )\T . But m + 1 ∈ T , so T is an (r − 1)-transversal of Mb. Let I ⊆ T be a k-
transversal (recall that I is a k-transversal of Ma and of Mb), such that ρ1(I ) =
ρ1(T ). Because m + 1 ∈ clMa(T ), then I ∪ {m + 1} is a dependent set of M(k)a .
If I ∪ {m + 1} ∈ I(M(k)b ) then T ∪ {m + 1} ∈ I(M(r−1)b ) and using Theorem 2.2,
p = sb(Mb) > r − 1. So, p  r and we have a contradiction. Consequently, I ∪
{m + 1} ∈ I(M(k)b ). But this implies that a πkb, which is impossible. Therefore,
sa(Ma)  sb(Mb).
Using a symmetric argument we can conclude sb(Mb) = sa(Ma). 
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The converse of this Proposition does not hold
Example 3.4. Let V be a complex vector space and {e1, e2} be a linearly indepen-
dent family of vectors of V .
Let (x1, x2) be a family of vectors of V , where
x1 = e1, x2 = e2.
Let M be the vectorial matroid of (x1, x2).
In this case, se1(Me1) = se2(Me2) = 2. Since {1, 3} ∈ I(Me2) ((e1, e2) is a line-
arly independent family of V ) and {1, 3} ∈ I(Me1) ((e1, e1) is a linearly dependent
family of V ), then e1 π1/ e2.
Now we are going to study relations between the equivalence classes of πk and of
πk+1.
Proposition 3.5. Let (x1, . . . , xm) be a family of nonzero vectors of V. Let a, b ∈
V \{0}. If aπkb then aπlb, ∀l > k.
Proof. Let l > k. Let I ∈ I(M(l)a ). If m + 1 ∈ I , I ∈ I(M(l)b ). Suppose that m +
1 ∈ I . By Proposition 2.1, let I1 ∪ . . . ∪ Il be an l-factorization of I such that m +
1 ∈ I1. Since I1 ∪ . . . ∪ Ik ∈ I(M(k)a ) and aπkb then I1 ∪ . . . ∪ Ik ∈ I(M(k)b ). On
the other hand, m + 1 ∈ Ik+1 ∪ . . . ∪ Il thus, Ik+1 ∪ . . . ∪ Il ∈ I(M(l−k)b ). Conse-
quently, I ∈ I(M(l)b ) and I(M(l)a ) ⊆ I(M(l)b ). Using the same argument, we get
I(M
(l)
a ) = I(M(l)b ). Therefore, aπlb. 
Using this Proposition, it is easy to prove that
Corollary 3.6. Let (x1, . . . , xm) be a family of nonzero vectors of V. Let l, k be
positive integer such that l > k. Then, the equivalence classes of πl are union of
equivalence classes of πk.
We have proved that if Ak /= ∅ then A0 and Ak are distinct equivalence classes of
πk .
If Ak = ∅, since (x1, . . . , xm) is a family of nonzero vectors of V , then there
exists an equivalence class of πk , Bk /= A0 = {0}.
So, if rk denotes the number of equivalence classes of πk , we have
r1  r2  · · ·  rk  · · ·  2.
Because there exists an integer j such that
∀x ∈ V \{0}, sx(Mx)  j,
then there is an integer j such that rj = 2.
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What is the smallest integer j such that this condition holds?
Proposition 3.7. Let (x1, . . . , xm) be a family of nonzero vectors of V such that
dimV > 1. Let t be the covering number of M(x1, . . . , xm) and let j be the smallest
integer such that rj = 2. If At /= ∅, then
j =
{
t + 1 if there exists a nonempty t-transversal of M,
t otherwise.
Proof. We have to consider two cases:
Case 1. Suppose there exists a nonempty t-transversal of M . Using Theorem 2.2
there exists x ∈ V \{0} such that sx(Mx) > t . Consequently, x ∈ At and we have
more than two equivalence classes in πt . Then j  t + 1. On the other hand, since t
is the covering number of M , sy(My)  t + 1, ∀y ∈ V \{0}. Therefore, we have two
equivalence classes in πt+1. Then j  t + 1 and we conclude that
j = t + 1.
Case 2. Now suppose there is not a nonempty t-transversal of M , then by The-
orem 2.2, ∀x ∈ V \{0}, sx(Mx)  t . So, we only have two equivalence classes in
πt . Then j  t . Since t is the covering number of M , there exists y ∈ (x1, . . . , xm)
such that sy(M) = t . So, t ∈ At−1 and rt−1  3. Consequently, j  t and
j = t . 
Proposition 3.8. Let (x1, . . . , xm) be a family of nonzero vectors of V and M be the
vectorial matroid of (x1, . . . , xm). If Ak = ∅ then
rk = 2
if and only if the nonempty k-transversals T of M satisfy the condition
ρ1(T ) = dim V.
Proof. Necessity: Suppose there exists a nonempty k-transversal P of M such that
ρ1(P ) < dim V . Let z,w ∈ V \{0} such that z ∈ 〈xi : i ∈ P 〉 and w ∈ 〈xi : i ∈ P 〉.
Then P ∪ {m + 1} ∈ I(M(k)z ) and P ∪ {m + 1} ∈ I(M(k)w ). Consequently, z πk/ w
and rk  3.
Sufficiency: Now suppose that the nonempty k-transversals T of M satisfy the
condition ρ1(T ) = dim V .
Let x, y ∈ V \{0}. If there is I ∈ I(M(k)x ) such that m + 1 ∈ I and I ∈ I(M(k)y ),
let C be the circuit of M(k)y such that m + 1 ∈ C ⊆ I . Then C\{m + 1} is a nonempty
k-transversal of My and m + 1 ∈ clMy (C\{m + 1})\(C\{m + 1}). By hypothesis,
ρ1(C\{m + 1}) = ρ1(1, . . . , m) = dim V . Consequently, m+ 1 ∈ clMx (C\{m + 1})
which is impossible.
So, xπky and rk = 2. 
84 R. Fernandes / Linear Algebra and its Applications 381 (2004) 77–95
Proposition 3.9. Let (x1, . . . , xm) be a family of nonzero vectors of V. Let t be
the covering number of M(x1, . . . , xm) and let j be the smallest integer such that
rj = 2. If At = ∅, then
j =


p if p is the smallest positive integer such that the nonempty
p-transversals T of M satisfy ρ1(T ) = ρ1(1, . . . , m) = dim V,
t + 1 if there is a nonempty t-transversal Q of M such that
ρ1(Q) < dim V,
t otherwise.
Proof. We have to consider three cases:
Case 1. Suppose there is a positive integer u such that the nonempty u-transver-
sals T of M satisfy ρ1(T ) = ρ1(1, . . . , m) = dim V . Let p be the smallest positive
integer in these conditions. Since At = ∅ and Ap ⊆ At then Ap = ∅. By Proposition
3.8, rp = 2. Consequently, j  p.
Claim 1. p = 1 if and only if dim V = 1.
Proof. Necessity: Suppose that dim V > 1. Since At = ∅ and A1 ⊆ At then A1 =
∅. So 〈x1, . . . , xm〉 = V and ρ1(1, . . . , m) > 1. Therefore, {1} is 1-transversal of M
and ρ1(1) = 1 /= ρ1(1, . . . , m) = dim V . Consequently, p > 1.
Sufficiency: Suppose that dim V = 1. Since 〈x1, . . . , xm〉 = V , the nonempty 1-
transversals T of M satisfy ρ1(T ) = 1. Consequently, p = 1. 
If dim V = 1, by Claim 1, p = 1 and we conclude that j = 1 = p.
If dim V > 1, by Claim 1, p > 1. Since there is a nonempty (p − 1)-transversal
R of M such that ρ1(R) < ρ1(1, . . . , m) = dim V , using Proposition 3.8, rp−1  3.
Consequently, j = p.
Case 2. Suppose there is a nonempty t-transversal Q of M such that ρ1(Q) <
ρ1(1, . . . , m) = dim V . Using Proposition 3.8, rt  3. Consequently, j  t + 1.
Since t is the covering number of M , sx(Mx)  t + 1, ∀x ∈ V \{0}. Then rt+1 =
2 and j = t + 1.
Case 3. Suppose there is a nonempty (t −1)-transversal G of M such that ρ1(G)<
ρ1(1, . . . , m) = dim V , but there is not a nonempty t-transversal of M in this con-
dition. Using Proposition 3.8, rt−1  3. So j  t . By Theorem 2.2, sx(Mx)  t ,
∀x ∈ V \{0}, then rt = 2 and j = t . 
4. Special families of vectors
Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be the vecto-
rial matroid of (x1, . . . , xm). Let k be a positive integer. Let πk be the equivalence
relation on V such that for all a, b ∈ V
aπkb if and only if M(k)a = M(k)b .
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Let i be a positive integer. If all equivalence classes of πi are equivalence classes
of πi+1, we write
πi = πi+1.
In Theorem 4.8 we describe families of m nonzero vectors of V verifying the condi-
tion:
“There exists a positive integer k such that Ak+1 /= ∅,
π1 = π2 = · · · = πk and πk+1 = πk+2 = · · · .”
In Theorem 4.9 we describe families of m nonzero vectors of V verifying the condi-
tion:
“There exists a positive integer k such that Ak+1 = ∅,
π1 = π2 = · · · = πk and πk+1 = πk+2 = · · · .”
Theorem 4.1. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be
the vectorial matroid of (x1, . . . , xm). Then
π1 = π2 = · · · = πk
if and only if
(*) for each I ∈ I(M)⋂
T ∈TkI
〈xj : j ∈ T 〉 = 〈xj : j ∈ I 〉
where
TkI = {T : T is a k-transversal of M and I ⊆ clM(T )}.
Proof. Necessity: Suppose that
π1 = π2 = · · · = πk.
Since π1 = πk then if xi ∈ (x1, . . . , xm), sxi (Mxi ) > k. Let B be a basis of M(k)
and B1 ∪ . . . ∪ Bk be a k-factorization of B in M . If ρk(B) < kρ1(B1), there exists
i ∈ B1 such that B ∪ {m + 1} ∈ I(M(k)xi ). Let T be a maximal k-transversal of M
contained in B. Then T ∪ {m + 1} ∈ I(M(k)xi ) and i ∈ clM(T ). Since the maximal k-
transversals have the same closure in M and the k-transversals of Mxi where m + 1
does not belong are k-transversals of M , then, by Theorem 2.2, sxi (Mxi )  k and
xi ∈ Ak . But xi ∈ A1. Consequently, π1 /= πk . Therefore, ρk(B) = kρ1(B1) and B
is a k-transversal of M .
Since I ∈ I(M), I ⊆ clM(B) thenTkI /= ∅.
Suppose there exists I ∈ I(M) such that⋂
T ∈TkI
〈xj : j ∈ T 〉 /= 〈xj : j ∈ I 〉.
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Because 〈xj : j ∈ I 〉 ⊆ 〈xj : j ∈ T 〉, ∀T ∈TkI , then
〈xj : j ∈ I 〉 ⊂
⋂
T ∈TkI
〈xj : j ∈ T 〉.
Let
a ∈

 ⋂
T ∈TkI
〈xj : j ∈ T 〉

 \〈xj : j ∈ I 〉.
Let
P = {x ∈ 〈xj : j ∈ I 〉: if T is a k-transversal of M and x ∈ 〈xj : j ∈ T 〉 then
〈xj : j ∈ I 〉 ⊆ 〈xj : j ∈ T 〉}.
Claim 1. P /= ∅.
Proof. It is easy to prove that if T is a k-transversal of M and 〈xj : j ∈ I 〉 ⊆ 〈xj :
j ∈ T 〉 then, for all x ∈ 〈xj : j ∈ I 〉, x ∈ 〈xj : j ∈ T 〉.
Let I = {i1, . . . , ip}, α1, . . . , αp ∈ F\{0} and y = α1xi1 + · · · + αpxip .
Let T1, . . . , Tr be the distinct k-transversals of M such that
y ∈ 〈xj : j ∈ Tf 〉
with f = 1, . . . , r .
If 〈xj : j ∈ I 〉〈xj : j ∈ T1〉, there exists an l ∈ {1, . . . , p} such that xil ∈ 〈xj :
j ∈ T1〉. Then, for all βl ∈ F\{0},
y + βlxil ∈ 〈xj : j ∈ T1〉.
But if u ∈ {2, . . . , r} and xil ∈ 〈xj : j ∈ Tu〉, then
y + βlxil ∈ 〈xj : j ∈ Tu〉
for all βl ∈ F\{0}.
If there is another k-transversal P of M distinct of T1, . . . , Tr such that for a βl ∈
F\{0}, y + βlxil ∈ 〈xj : j ∈ P 〉 but y ∈ 〈xj : j ∈ P 〉 then xil ∈ 〈xj : j ∈ P 〉. Since
F\{0} has infinite elements, there is a β ∈ F\{0} such that, there is not a k-transversal
U of M where
y + βxil ∈ 〈xj : j ∈ U〉
and
y ∈ 〈xj : j ∈ U〉.
(Suppose for each βl ∈ F\{0} there is a k-transversal Ul of M such that y + βlxil ∈
〈xj : j ∈ Ul〉 and y ∈ 〈xj : j ∈ Ul〉. Since F\{0} has infinite elements and M has
finite distinct k-transversals, there are β1 /= β2 ∈ F\{0} and U1, a k-transversal of
M , such that y + β1xil , y + β2xil ∈ 〈xj : j ∈ U1〉 but y ∈ 〈xj : j ∈ U1〉. Then y +
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β1xil − (y + β2xil ) = (β1 − β2)xil ∈ 〈xj : j ∈ U1〉 and xil ∈ 〈xj : j ∈ U1〉. But this
implies that y + β1xil − β1xil = y ∈ 〈xj : j ∈ U1〉 which is impossible.)
Consequently,
{T ′1, . . . , T ′g} ⊆ {T2, . . . , Tu}
are the set of k-transversals of M such that
y1 = y + βxil ∈ 〈xj : j ∈ T ′v〉
and
xil ∈ 〈xj : j ∈ T ′v〉,
v ∈ {1, . . . , g}. Remark that the set {T ′1, . . . , T ′g} is nonempty because B is a k-trans-
versal of M , y ∈ 〈xj : j ∈ B〉 and xil ∈ 〈xj : j ∈ I 〉 ⊆ 〈xj : j ∈ B〉.
The result follows by repeating this procedure. 
Let x ∈ P. Let
D = {c ∈⋂T ∈TkI 〈xj : j ∈ T 〉\〈xj : j ∈ I 〉: if T is a k-transversal of M and
c ∈ 〈xj : j ∈ T 〉 then 〈xj : j ∈ I 〉 ⊆ 〈xj : j ∈ T 〉}
and
C = {a + αx : α ∈ F\{0}}.
Claim 2. C ∩ D /= ∅.
Proof. Suppose thatC ∩ D = ∅. SinceC ⊆⋂T ∈TkI 〈xj : j ∈ T 〉\〈xj : j ∈ I 〉 then,
for each α ∈ F\{0}, there exists a k-transversal Tα of M such that
a + αx ∈ 〈xj : j ∈ Tα〉
and
〈xj : j ∈ I 〉〈xj : j ∈ Tα〉.
But F\{0} has infinite elements and M has finite k-transversals, so there exist a
k-transversal T of M , α1, α2 ∈ F\{0}, α1 /= α2 such that
a + α1x, a + α2x ∈ 〈xj : j ∈ T 〉
and
〈xj : j ∈ I 〉〈xj : j ∈ T 〉.
But this implies that x ∈ 〈xj : j ∈ T 〉. Since x ∈ P,
〈xj : j ∈ I 〉 ⊆ 〈xj : j ∈ T 〉.
Contradiction. So, C ∩ D /= ∅. 
Now we are going to prove that if a + αx ∈ C ∩ D then
(a + αx)πkx.
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Let P ∈ I(M(k)x ). If P ∈ I(M(k)a+αx) then m + 1 ∈ P .
Let m + 1 ∈ C ⊆ P be the circuit of M(k)a+αx . So, C\{m + 1} is a k-transversal
of M and a + αx ∈ 〈xj : j ∈ C\{m + 1}〉. Since a + αx ∈ D then 〈xj : j ∈ I 〉 ⊆
〈xj : j ∈ C\{m + 1}〉 and consequently x ∈ 〈xj : j ∈ C\{m + 1}〉. But this implies
that P ∈ I(M(k)x ), which is impossible. Therefore, P ∈ I(M(k)a+αx).
Let R ∈ I(M(k)a+αx). If R ∈ I(M(k)x ), then m + 1 ∈ R.
Let m + 1 ∈ C1 ⊆ R be the circuit of M(k)x . So, C1\{m + 1} is a k-transversal
of M and x ∈ 〈xj : j ∈ C1\{m + 1}〉. But this implies that 〈xj : j ∈ I 〉 ⊆ 〈xj : j ∈
C1\{m + 1}〉 and C1\{m + 1} ∈TkI .
Since a + αx ∈⋂T ∈TkI 〈xj : j ∈ T 〉, a + αx ∈ 〈xj : j ∈ C1\{m + 1}〉. Consequ-
ently, R ∈ I(M(k)a+αx), which is impossible. Therefore, R ∈ I(M(k)x ) and (a + αx)
πkx.
But I ∪ {m + 1} ∈ I(Ma+αx) and I ∪ {m + 1} ∈ I(Mx). Then (a + αx) π1x and
π1 /= πk .
Consequently,⋂
T ∈TkI
〈xj : j ∈ T 〉 = 〈xj : j ∈ I 〉.
Sufficiency: Suppose that for each I ∈ I(M)⋂
T ∈TkI
〈xj : j ∈ T 〉 = 〈xj : j ∈ I 〉.
We are going to prove that
π1 = · · · = πk.
Using Corollary 3.6 we only need to prove that π1 = πk . By Proposition 3.5 we
know that if aπ1b then aπkb. So we must prove that if aπkb then aπ1b.
Let a, b ∈ V such that aπkb. If a = 0, using Proposition 3.1, b = 0. So, aπ1b.
If a ∈ 〈x1, . . . , xm〉, then sa(Ma) = 1  k. Consequently, a ∈ Ak . Since aπkb,
b ∈ Ak . If B is a basis of M then⋂
T ∈TkB
〈xj : j ∈ T 〉 = 〈xj : j ∈ B〉.
So, if T ∈TkB and x ∈ 〈x1, . . . , xm〉 = 〈xj : j ∈ B〉 then x ∈ 〈xj : j ∈ T 〉 and
sx(Mx)  k + 1. Then b ∈ 〈x1, . . . , xm〉 and sb(Mb) = 1. Therefore, aπ1b.
If a ∈ 〈x1, . . . , xm〉\{0}, let I ∈ I(Ma).
If m + 1 ∈ I , I ∈ I(Mb).
If m + 1 ∈ I , suppose that I ∈ I(Mb). Since I\{m + 1} ∈ I(M), using the
hypothesis,⋂
T ∈TkI\{m+1}
〈xj : j ∈ T 〉 = 〈xj : j ∈ I\{m + 1}〉.
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Then, there exists T ∈TkI\{m+1} such that {m + 1} ∪ T ∈ I(M(k)a ). Because aπkb,
{m+ 1} ∪ T ∈ I(M(k)b ). But I ∈ I(Mb), and I\{m+ 1} ⊆ clM(T ), then {m+ 1} ∪
T ∈ I(M(k)b ) (impossible). Therefore, I ∈ I(Mb). Since a, b are arbitrary, aπ1b.
Thus π1 = πk . 
An easy consequence of this theorem is the next corollary.
Corollary 4.2. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be
the vectorial matroid of (x1, . . . , xm). If
π1 = π2 = · · · = πk,
then
(***) for each xi ∈ (x1, . . . , xm)⋂
T ∈Tk{i}
〈xj : j ∈ T 〉 = 〈xi〉,
where
Tk{i} = {T : T is a k-transversal of M and i ∈ clM(T )}.
The converse of this corollary does not hold.
Example 4.3. Let V be a complex vector space and let {e1, e2, e3, e4, e5} be a
family of linearly independent vectors of V . Let
x1 = e1, x2 = e1, x3 = e4, x4 = e4, x5 = e2, x6 = e1 + e2 + e4,
x7 = e3, x8 = e3, x9 = e2 + e3 + e4, x10 = e3 + e4, x11 = e3 + e4,
x12 = e2 + e3 + e4, x13 = e1 + e2 + e4.
Let M be the vectorial matroid of (x1, . . . , x13).
T1 = {1, 3, 6} ∪ {2, 4, 5} and T2 = {9, 10} ∪ {11, 12} are 2-tranversals of M such
that 5 ∈ clM(T1) ∩ clM(T2). It is easy to prove that
〈xj : j ∈ T1〉 ∩ 〈xj : j ∈ T2〉 = 〈x5〉.
Consequently,
〈x5〉 ⊆
⋂
T ∈T2{5}
〈xj : j ∈ T 〉 ⊆ 〈xj : j ∈ T1〉 ∩ 〈xj : j ∈ T2〉 = 〈x5〉.
So,
〈x5〉 =
⋂
T ∈T2{5}
〈xj : j ∈ T 〉.
With the other vector of xi ∈ (x1, . . . , x13), since there is a 2-transversal T of M
such that ρ1(T ) = 1 and i ∈ clM(T ), then
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〈xi〉 =
⋂
T ∈T2{i}
〈xj : j ∈ T 〉.
So, (x1, . . . , x13) verifies (***) of Corollary 4.2.
Let I = {5, 7}. I ∈ I(M) but the 2-transversals T of M such that 3 ∈ T , 4 ∈ T
and {5, 7} ∈ clM(T ) are
T4 = {7, 8, 6, 13, 1, 2, 10, 11},
T5 = {7, 8, 5, 13, 1, 2, 10, 11},
T6 = {7, 8, 6, 5, 1, 2, 10, 11},
T7 = {9, 12, 10, 11, 7, 8},
T8 = {9, 5, 10, 11, 7, 8},
T9 = {5, 12, 10, 11, 7, 8}.
In all these 2-transversals, 3 ∈ clM(Ti), i = 4, . . . , 9. So,
〈x3, x5, x7〉 ⊆
⋂
T ∈T2{5,7}
〈xj : j ∈ T 〉
and (x1, . . . , x13) does not verify (*). By Theorem 4.1,
π1 /= π2.
Corollary 4.4. Let (x1, . . . , xm) be a family of nonzero vectors of V. Let M be the
vectorial matroid of (x1, . . . , xm). If there exists a positive integer k such that (**)
for each xi ∈ (x1, . . . , xm), there exists a k-transversal Ti of M such that i ∈ Ti and
ρ1(Ti) = 1
then
π1 = π2 = · · · = πk.
Proof. If we prove that (**) ⇒ (*) using the Theorem 4.1 we get the result.
Let I = {i1, . . . , ip} ∈ I(M). Using (**), there exists a k-transversal Tif of M
such that if ∈ Tif and ρ1(Tif ) = 1, with f ∈ {1, . . . , p}. It is easy to see that Ti1 ∪
. . . ∪ Tip is a k-transversal of M . Because I ⊆ clM(Ti1 ∪ . . . ∪ Tip ) and ρ1(Ti1 ∪
. . . ∪ Tip )  ρ1(Ti1) + · · · + ρ1(Tip ) = p. Then
〈xj : j ∈ Ti1 ∪ . . . ∪ Tip 〉 = 〈xj : j ∈ I 〉.
Consequently,
〈xj : j ∈ I 〉 ⊆
⋂
T ∈TkI
〈xj : j ∈ T 〉 ⊆ 〈xj : j ∈ Ti1 ∪ . . . ∪ Tip 〉 = 〈xj : j ∈ I 〉.
so, we have (*). 
The converse of this corollary does not hold.
Example 4.5. Let V be a complex vector space and let {e1, e2, e3, e4, e5} be a
family of linearly independent vectors of V . Let
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x1 = e1, x2 = e2, x3 = e3, x4 = e4, x5 = e1, x6 = e2,
x7 = e3, x8 = e4, x9 = e1 + e2 + e3 + e4, x10 = e1 + e2 + e3 + e4,
x11 = e1 + e2.
Let M be the vectorial matroid of (x1, . . . , x11). There is not a nonempty 3-transversal
of M and there is not a 2-transversal T of M such that 11 ∈ clM(T ) and ρ1(T ) = 1.
But in this case, if I ∈ I(M) and 11 ∈ I , it is easy to prove that I verifies (*). If
11 ∈ I , since T1 = {10, 3, 4} ∪ {9, 7, 8} and T2 = {1, 2} ∪ {5, 6} are 2-transversals
of M such that
11 ∈ clM(T1), 11 ∈ clM(T2),
and
〈xj : j ∈ T1〉 ∩ 〈xj : j ∈ T2〉 = 〈x11〉,
it is easy to prove that I verifies (*). Using Theorem 4.1, we have π1 = π2.
Theorem 4.6. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be
the vectorial matroid of (x1, . . . , xm). If Ak /= ∅, then
πk = πk+1 = · · ·
if and only if there is not a nonempty k-transversal of M .
Proof. Necessity: Assume that
πk = πk+1 = · · · .
Suppose there exists a nonempty k-transversal T of M . Let i ∈ T . Because T
is a k-transversal of Mxi , using Theorem 2.2, sxi (Mxi )  k + 1. So, xi ∈ Ak and
rk  3 (rk is the number of equivalence classes of πk). Since there exists an in-
teger j such that rj = 2, this contradicts the equality πk = πk+1 = · · · = πj = · · ·.
Consequently, there is not a nonempty k-transversal of M .
Sufficiency: By hypothesis and by Theorem 2.2, if a ∈ V \{0}, sa(Ma)  k.
So, Ak = V \{0} and rk = 2 (rk is the number of equivalence classes of πk). Thus,
πk = πk+1 = · · ·. 
Theorem 4.7. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be the
vectorial matroid of (x1, . . . , xm). If Ak = ∅ and u is the smallest positive integer
such that Au = V \{0}, then
πk = πk+1 = · · ·
if and only if ∀u > i  k, the nonempty i-transversals T of M satisfy the condition
ρ1(T ) = dim V.
Proof. Since ru = 2, then
πk = πk+1 = · · · = πu = · · ·
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if and only if (ri is the number of equivalence classes of πi)
rk = rk+1 = · · · = ru = · · · = 2.
By Proposition 3.8, we have the result. 
Using Theorems 4.1 and 4.6 we get
Theorem 4.8. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be
the vectorial matroid of (x1, . . . , xm). If Ak+1 /= ∅, then
π1 = π2 = · · · = πk and πk+1 = πk+2 = · · ·
if and only if
(1) there is not a nonempty (k + 1)-transversal of M .
(2) For each I ∈ I(M)⋂
T ∈TkI
〈xj : j ∈ T 〉 = 〈xj : j ∈ I 〉
where
TkI = {T : T is a k-transversal of M and I ⊆ clM(T )}.
Using Theorems 4.1 and 4.7 we get
Theorem 4.9. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be
the vectorial matroid of (x1, . . . , xm). Let u be the smallest positive integer such that
Au = V \{0}. If Ak+1 = ∅ then
π1 = π2 = · · · = πk and πk+1 = πk+2 = · · ·
if and only if
(1) ∀u > j  k + 1, the nonempty j -transversals T of M satisfy the condition
ρ1(T ) = dim V .
(2) For each I ∈ I(M)⋂
T ∈TkI
〈xj : j ∈ T 〉 = 〈xj : j ∈ I 〉
where
TkI = {T : T is a k-transversal of M and I ⊆ clM(T )}.
Let (x1, . . . , xm) be a family of nonzero vectors of V . Let M be a vectorial mat-
roid of (x1, . . . , xm) and let k be a positive integer such that Ak = ∅. In Proposition
3.8 it is proved when rk = 2. Now we are going to see when rk = 3.
Theorem 4.10. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be
the vectorial matroid of (x1, . . . , xm). If Ak = ∅, then
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rk = 3
if and only if
(1) k > 1.
(2) There exists a basis B of M(k) that contains only two distinct nonempty k-trans-
versals T1, T2 of M . Moreover, these two k-transversals verify the conditions:
(I) {0} ⊂ 〈xj : j ∈ T1〉 ⊂ 〈xj : j ∈ T2〉 = 〈x1, . . . , xm〉 = V ∗,
(II) 〈xj : j ∈ T2〉\〈xj : j ∈ T1〉 is an equivalence class of πk,
(III) 〈xj : j ∈ T1〉\{0} is an equivalence class of πk.
Proof. Necessity: Let Bk , B ′k and {0} be the three equivalence classes of πk .
Suppose k = 1. Since A1 = ∅, then 〈x1, . . . , xm〉 = V . Consequently, there exist
x, y ∈ (x1, . . . , xm) such that x ∈ B1 and y ∈ B ′1. But, in this case, (x + y) π1x,
(x + y) π1y and x + y /= 0. This implies that r1 > 3. Impossible. Therefore k > 1
and we have (I).
Let u ∈ Bk and v ∈ B ′k . W.l.g., let I ∈ I(M(k)u )\I(M(k)v ). Let m + 1 ∈ C ⊆ I
be the circuit of M(k)v . Then C\{m + 1} is a k-transversal of M . Let B be a basis
of M(k) such that C\{m + 1} ⊆ B. Let γ1 ∪ . . . ∪ γk be a k-factorization of B in
M . If ρ1(γ1) > ρ1(γk), there exists j ∈ γ1 such that γi ∪ {j} ∈ I(M). Let T be
a maximal k-transversal of M contained in B. Then T ∪ {m + 1} ∈ I(M(k)xj ) and
j ∈ clM(T ). Since the maximal k-transversals of M have the same closure, by The-
orem 2.2, sxj (Mxj )  k. Then xj ∈ Ak which is impossible because Ak = ∅. Then
ρ1(γ1) = ρ1(γk) and B is a k-transversal of M . Therefore, B ∪ {m + 1} ∈ I(M(k)u ).
Let m + 1 ∈ D ⊆ B ∪ {m + 1} be the circuit of M(k)u . Then D\{m + 1} is a k-trans-
versal of M contained in B.
Claim 1. If P1, P2 are distinct nonempty k-transversal of M contained in B and
〈xj : j ∈ P1〉〈xj : j ∈ P2〉, then 〈xj : j ∈ P2〉 ⊂ 〈xj : j ∈ P1〉.
Proof. Suppose that 〈xj : j ∈ P2〉〈xj : j ∈ P1〉. Let a ∈ 〈xj : j ∈ P2〉\〈xj : j ∈
P1〉 and b ∈ 〈xj : j ∈ P1〉\〈xj : j ∈ P2〉. Then (a + b) ∈ 〈xj : j ∈ P1〉 and
(a + b) ∈ 〈xj : j ∈ P2〉. Consequently, (a + b) πka, (a + b) πka and a + b /= 0.
Then rk > 3. Impossible. Therefore, 〈xj : j ∈ P2〉 ⊂ 〈xj : j ∈ P1〉. 
Since u /∈ 〈xj : j ∈ C\{m + 1}〉 and v ∈ 〈xj : j ∈ C\{m + 1}〉, by Claim 1,
{0} ⊂ 〈xj : j ∈ C\{m + 1}〉 ⊂ 〈xj : j ∈ D\{m + 1}〉 ⊆ V.
Now we are going to prove that 〈xj : j ∈ C\{m + 1}〉\{0} and 〈xj : j ∈ D\{m +
1}〉\〈xj : j ∈ C\{m + 1}〉 are equivalence classes of πk .
If w ∈ 〈xj : j ∈ C\{m + 1}〉\{0}, then w πku. Since rk = 3, wπkv.
If l ∈ 〈xj : j ∈ D\{m + 1}〉\〈xj : j ∈ C\{m + 1}〉, then l πkv and l /= 0. Since
rk = 3, lπku.
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Consequently, 〈xj : j ∈ C\{m + 1}〉\{0} and 〈xj : j ∈ D\{m + 1}〉\〈xj : j ∈
C\{m + 1}〉 are equivalence classes of πk .
If R is another nonempty k-transversal of M contained in B, using Claim 1, w.l.g.,
we have
R ⊂ C\{m + 1} ⊂ D\{m + 1}.
Let f ∈ 〈xj : j ∈ C\{m + 1}〉\〈xj : j ∈ R〉, g ∈ 〈xj : j ∈ D\{m + 1}〉\〈xj : j ∈
C\{m + 1}〉 and h ∈ 〈xj : j ∈ R〉\{0}. Then f πkg, f πkh and g πkh. Consequently,
rk  4. Impossible. Therefore B only has two distinct nonempty k-transversals of M .
Because B is a k-transversal of M and Ak = ∅ then 〈xj : j ∈ B〉 = V and B =
D\{m + 1}.
Consequently, we have the result.
Sufficiency: Let x ∈ 〈xj : j ∈ T1〉\{0} and y ∈ 〈xj : j ∈ T2〉\〈xj : j ∈ T1〉. Since
T1 ∪ {m + 1} is independent in M(k)y and is dependent in M(k)x then x πky. Conse-
quently, 〈xj : j ∈ T1〉\{0} and 〈xj : j ∈ T2〉\〈xj : j ∈ T1〉 are distinct equivalence
classes of πk . Then rk  3.
Let a ∈ V \{0} such that sa(Ma) > k. Since V = 〈xj : j ∈ T2〉 then a ∈ 〈xj : j ∈
T2〉\{0}. If a ∈ 〈xj : j ∈ T2〉\〈xj : j ∈ T1〉 then aπky. If a ∈ 〈xj : j ∈ T1〉\{0} then
aπkx. So, rk = 3. 
Proposition 4.11. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M
be the vectorial matroid of (x1, . . . , xm). If A1 = ∅ and r1 = 4 then r2 /= 3.
Proof. If r1 = 4 then there exist x, y ∈ (x1, . . . , xm), x ∈ 〈y〉 such that xi ∈ 〈x〉 or
xi ∈ 〈y〉, i = 1, . . . , m. Thus, the second condition of Theorem 4.10 does not hold.
Consequently, r2 /= 3. 
Proposition 3.8 and Theorem 4.10 are proved when Ak = ∅. If Ak = V \{0} then
πk only has two equivalence classes, the class A0 = {0} and the class Ak . If V \{0} /=
Ak /= ∅, we think in the vector space
V ∗ = 〈xj : j ∈ ((x1, . . . , xm)\Ak)〉
and in the family of nonzero vectors of V ∗
(y1, . . . , yp) = ((x1, . . . , xm)\Ak)
and using the previews results and the fact that the nonempty k-transversals of M are
the nonempty k-transversals of M|(y1, . . . , yp), we have:
Theorem 4.12. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be
the vectorial matroid of (x1, . . . , xm). If V \{0} /= Ak /= ∅, then
rk = 3
if and only if the nonempty k-transversals T of M satisfy the condition
ρ1(T ) = dim 〈xj : j ∈ ((x1, . . . , xm)\Ak)〉.
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Theorem 4.13. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M be
the vectorial matroid of (x1, . . . , xm). If V \{0} /= Ak /= ∅, then
rk = 4
if and only if
(1) k > 1.
(2) There exists a basis B of M(k) that contains only two distinct nonempty k-trans-
versals T1, T2 of M. Moreover, these two k-transversals verify the conditions:
(I) {0} ⊂ 〈xj : j ∈ T1〉 ⊂ 〈xj : j ∈ T2〉 = 〈((x1, . . . , xm)\Ak)〉 = V ∗,
(II) 〈xj : j ∈ T2〉\〈xj : j ∈ T1〉 is an equivalence class of πk,
(III) 〈xj : j ∈ T1〉\{0} is an equivalence class of πk.
Proposition 4.14. Let (x1, . . . , xm) be a family of nonzero vectors of V and let M
be the vectorial matroid of (x1, . . . , xm). If A1 /= ∅ and r1 = 5 then r2 /= 4.
Observation. In this paper we assumed we had a family of nonzero vectors of V .
Suppose we have an arbitrary family (x1, . . . , xm) of vectors of V . Let (z1, . . . , zp) =
(xi : xi /= 0 and i ∈ {1, . . . , m}). Since the equivalence classes of πk for the family
(x1, . . . , xm) and for the subfamily (z1, . . . , zp) are the same, we have to consider
three cases:
Case 1. If this subfamily is nonempty we can use the previews results.
Case 2. If this subfamily is empty and V = {0}, then we only have one equival-
ence class in πk ∀k ∈ N, the class {0}.
Case 3. If this subfamily is empty and V /= {0}, then we only have two equival-
ence classes in πk ∀k ∈ N, the classes {0} and V \{0}.
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