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ABSTRACT
Dark-matter haloes are supposed to form at the positions of maxima in the initial matter den-
sity field. The gravitational-shear field’s ellipticity and prolaticity that serve as input for the
ellipsoidal-collapse model, however, are derived from a distribution that does not take the ad-
ditional maximum constraint into account. In this article, I quantify the variations of the most
probable and the expected values of the ellipticity and the prolaticity when considering this
additional constraint as well as the implications for the ellipsoidal-collapse model. Based on
the statistics of Gaussian random fields, it is possible to set up a joint distribution for the eigen-
values of the gravitational-shear tensor and the matter density that incorporates the maximum
constraint by invoking a vanishing first derivative and a negative definite second derivative
of the density field into the calculation. In the density range relevant for cosmological struc-
ture formation, both the most probable and the expected value of the ellipticity calculated
from the standard distribution used in the literature are about 3–8 per cent higher compared to
the ones calculated under the additional assumption of a density maximum. Additionally, the
analogous quantities for the prolaticity do not vanish but acquire slightly positive values in the
range of 10−3–10−2. For large overdensities, the predictions from both distributions converge.
The values for δc and ∆v derived from the ellipsoidal-collapse model using the standard dis-
tribution for the initial ellipticity and prolaticity are up to 4 and 6 per cent higher, respectively,
than those obtained taking the additional maximum constraint into account in the range of
1013–1015 h−1 M in mass and 0–2 in redshift.
Key words: cosmology: theory – methods: analytical – dark matter – cosmological parame-
ters – galaxies: clusters: general
1 INTRODUCTION
Galaxies and galaxy clusters as collapsed objects are supposed to
form from peaks in the initial matter density field. After an over-
dense patch has decoupled from the Hubble expansion, the extent
of this patch is supposed to reach a maximum value, then to shrink
again until the collapse stops when the structure reaches virial equi-
librium. Analytical models for this evolution include the spherical-
collapse model (e.g. Gunn & Gott 1972; Lahav et al. 1991; Lacey
& Cole 1993; Wang & Steinhardt 1998; Pace, Waizmann & Bartel-
mann 2010) and the ellipsoidal-collapse model (e.g. Icke 1973;
White & Silk 1979; Barrow & Silk 1981; Bartelmann, Ehlers &
Schneider 1993; Eisenstein & Loeb 1995; Bond & Myers 1996).
Most of the theories of inflation predict that the density field
is initially a random field whose non-Gaussianity is small (Planck
Collaboration XXIV 2013). Since also derivatives and integrals of
Gaussian random fields are again Gaussian, a multivariate Gaus-
sian random field can be used to derive the initial number density
of peaks in the density field as a function of peak height by ap-
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plying respective constraints to the density field’s first and second
derivatives (Bardeen et al. 1986).
Not only can the density field be described as a Gaussian
random field, but through Poisson’s equation, also the gravita-
tional field has to follow a Gaussian distribution and therefore
also the eigenvalues of the gravitational-shear tensor can be de-
rived from the statistics of Gaussian random fields (Doroshkevich
1970; Zel’dovich 1970). These eigenvalues can be combined to de-
fine the ellipticity and the prolaticity of the gravitational-shear field
whose distribution for a given value of the overdensity can be de-
rived by transformation of variables (Bardeen et al. 1986; van de
Weygaert & Bertschinger 1996; Sheth, Mo & Tormen 2001) and
either their most probable or their expected values are used to set
the initial conditions in the ellipsoidal-collapse model by Bond &
Myers (1996).
However, this distribution does not take into account that
haloes should form at maxima in the density field, but rather yields
the probability density for ellipticity and prolaticity for any over-
density irrespective if it is taken at a maximum or not. Recently,
attempts have been made to take the maximum constraint into ac-
count when calculating the gravitational-shear tensor’s conditional
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eigenvalues for given eigenvalues of the density’s Hessian (Rossi
2012) as well as the conditional ellipticity and prolaticity from
them (Rossi 2013) by extending the formalism of Doroshkevich
(1970) and Sheth et al. (2001). Rossi (2012, 2013), however, only
covers one of the two constraints necessary for a density maxi-
mum, i.e. that the density’s Hessian has to be negative definite. The
other necessary condition, namely the vanishing first derivative of
the density, is not taken into account. Additionally, Rossi (2013)
does not derive the distribution for the unconstrained ellipticity and
prolaticity necessary for the ellipsoidal-collapse model by Bond &
Myers (1996).
Comparisons to numerical simulations, however, reveal that
the simple picture of this model is not fully realized. For example,
Ludlow & Porciani (2011) found out that not all collapsed haloes
form from a density peak in the initial Gaussian random field whose
characteristic mass is close to that of the halo. Only ∼70 per cent
of well-resolved haloes in their simulation possess this preference,
whereby heavier haloes have the tendency to stay near the posi-
tion of the initial peak, while low-mass haloes increasingly tend to
move away from the location of the initial density peak due to the
gravitational influence of the surrounding structure. Also Elia, Lud-
low & Porciani (2012) claim that relating virialized haloes to den-
sity peaks of a given height is too simplistic to forecast the density
bias parameters correctly with the analytic model by Desjacques &
Sheth (2010).
The works by both Ludlow, Borzyszkowski & Porciani (2011)
and Despali, Tormen & Sheth (2013) have shown that the initial
protohaloes are not spherical as assumed in the model by Bond &
Myers (1996) but have already a rather ellipsoidal shape. Addition-
ally, they found out that for most haloes the deformation and the
mass tensors are all well aligned and that the longest axis corre-
sponds to the direction of maximal compression. While the first re-
sult corresponds to one of the main assumptions of the ellipsoidal-
collapse model, the latter is in direct contrast with it. Accounting
for these deviations in the analytical model results in lowering the
critical overdensity δc significantly for a given mass (Ludlow et al.
2011) and in a possible inversion of axes so that the initially short-
est axis might become the longest during the evolution and vice
versa (Ludlow et al. 2011; Despali et al. 2013).
Despite the differences between results from numerical simu-
lations and the simple ellipsoidal-collapse model by Bond & Myers
(1996), we will focus on the latter taking only into account modifi-
cations by Angrick & Bartelmann (2010) in the following to clarify
if incorporating the maximum constraint alters the results from this
model for the critical overdensity δc and the virial overdensity ∆v
more significantly than the other aforementioned effects found in
numerical simulations.
In this article, I will show how the distribution of the grav-
itational shear’s ellipticity and prolaticity at the position of den-
sity maxima can be derived from the statistics of Gaussian random
fields by accounting for the two aforementioned necessary con-
straints (vanishing first derivative and negative definite Hessian). In
Section 2, I give a short introduction to Gaussian random fields and
show step-by-step how the targeted distribution can be calculated
invoking the technique to derive number densities from multivariate
Gaussians of the relevant quantities based on Bardeen et al. (1986)
and how the constraint for the density’s Hessian can be properly
considered without diagonalisation. In Section 3, I compare the re-
sults from three distributions to each other. The first one incorpo-
rates only the constraint for the density’s Hessian to be negative
definite, the second one includes additionally the constraint for the
vanishing first derivative of the density, and the third one is the
distribution of Sheth et al. (2001) that does not take any of these
constraints into account. Furthermore, I present the implications
for the ellipsoidal-collapse model by Bond & Myers (1996), espe-
cially on the linear overdensity δc and the virial overdensity ∆v in
this section. Finally, I summarize the main results of this article in
Section 4.
2 THE CONDITIONAL DISTRIBUTION FOR
ELLIPTICITY AND PROLATICITY
In this section, I derive the conditional probability for the ellipticity
and the prolaticity of the gravitational shear from the statistics of
Gaussian random fields. First, I give a brief overview over the the-
oretical background of Gaussian random fields based on Bardeen
et al. (1986, see also Angrick & Bartelmann 2009 for further infor-
mation). Hence, I also adopt F for the random field and η = ∇F
and ζi j = ∂i∂ jF for its first and second derivatives, respectively.
2.1 Theoretical background
An n-dimensional random field F assigns a set of random numbers
to each point in n-dimensional space. A joint probability function
can be declared for m arbitrary points r j with 1 6 j 6 m as the
probability that the field F, considered at the points r j, has values
between F(r j) and F(r j) + dF(r j).
A Gaussian random field is a field whose joint probability
functions are multivariate Gaussians. Let yi with 1 6 i 6 p be a set
of Gaussian random variables with means 〈yi〉 and ∆yi ≡ yi − 〈yi〉.
The covariance matrix M has the elements Mi j ≡ 〈∆yi ∆y j〉, and the
joint probability function of the Gaussian random variables is
P(y1, . . . , yp) dy1 · · · dyp = 1√
(2pi)p detM
e−Q dy1 · · · dyp (1)
with the quadratic form
Q ≡ 1
2
p∑
i, j=1
∆yi
(
M−1
)
i j
∆y j. (2)
These random variables yi can, for example, not only include the
field F, but also its derivatives, integrals or linear combinations
thereof since they are also Gaussian.
In the following, I will focus on the density contrast defined
by δ(r) ≡ [ρ(r) − ρb]/ρb that is defined on the three-dimensional
Euclidean space with coordinates r = (x1, x2, x3)T. Here, ρ(r) is
the position-dependent density and ρb is the cosmic background
density. Hence, I will set F ≡ δ from now on.
This homogeneous Gaussian random field with zero mean is
fully characterized by its two-point correlation function ξ(r1, r2) =
ξ(|r1 − r2|) ≡ 〈δ(r1) δ(r2)〉 or equivalently its Fourier transform, the
power spectrum P(k). Its spectral moments are defined by
σ2j ≡
∫ ∞
0
dk
2pi2
P(k) k2 j+2 Wˆ2R(k), (3)
where WˆR(k) is the Fourier transform of the filter function WR(r),
and R is its filter size. In the following, I adopt Gaussian filtering,
hence
WR(r) =
1
(2pi)3/2R3
exp
(
− |r|
2
2R2
)
and Wˆ(k) = exp
(
−R
2k2
2
)
.
(4)
The zeroth-order spectral moment σ20 is the power spectrum’s vari-
ance.
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It is possible to scale the field δ as well as its derivatives with
corresponding spectral moments so that they become dimension-
less. I will denote these reduced fields with a tilde, e.g. δ˜ = δ/σ0,
η˜ = η/σ1, and ζ˜ = ζ/σ2, where now η = ∇δ and ζi j = ∂i∂ jδ. A
quantity that will be used more often in the next sections is a special
combination of the first three spectral moments, γ ≡ σ21/(σ0 σ2).
The elements ϕi j of the gravitational-shear tensor ϕ
(Zel’dovich 1970) contain the scaled second derivatives of the grav-
itational potential Φ,
ϕi j =
1
4piGρb
∂2Φ
∂xi ∂x j
, (5)
where G is Newton’s constant, so that trϕ = δ by Poisson’s equa-
tion. I will denote the eigenvalues of ϕ with λi, where 1 6 i 6 3.
The ellipticity e and the prolaticity p are combinations of these
eigenvalues,
e ≡ λ1 − λ3
2δ
, p ≡ λ1 − 2λ2 + λ3
2δ
with δ = λ1 + λ2 + λ3. (6)
Ordering the eigenvalues in the way λ1 > λ2 > λ3, as it is com-
monly done in the literature, imposes the constraints e > 0 and
−e 6 p 6 e for δ > 0. Since a spherical configuration has
λ1 = λ2 = λ3, this is equivalent to e = p = 0. While the el-
lipticity measures the anisotropy in the x1-x3-plane, the prolaticity
quantifies the shape perpendicular to it: if p < 0, the configuration
is prolate, for p > 0 it is oblate. Note that ellipticity and prolaticity
are defined on the linear density field and should not be confused
with the shape of the final halo.
Following Bardeen et al. (1986), the conditional probability
for the random variables e and p given a maximum of reduced
height δ˜ = δ/σ0 can be expressed as
P(e, p | δ˜,max) =
∫ ∞
−∞ d
6ζ˜ | det ζ˜ | P(e, p, δ˜, η˜ = 0, ζ˜) f (ζ˜)∫ ∞
−∞ d
6ζ˜ | det ζ˜ | P(δ˜, η˜ = 0, ζ˜) f (ζ˜) , (7)
where, as already mentioned above, η˜ is the reduced first derivative
of δ and ζ˜ is the corresponding reduced Hessian, which has only
six independent components since it is symmetric. Note that only
those subvolumes contribute to the integral for which ζ˜ is negative
definite, i.e. its three eigenvalues are negative. This is taken into
account by the function f (ζ˜) which has the property
f (ζ˜) =
1 if ζ˜ is negative definite0 else. (8)
I will discuss in Section 2.3 how the function f (ζ˜) can be specified
explicitly.
2.2 The joint probability of relevant quantities
To calculate P(e, p | δ˜,max), I shall start with establishing
the 15-dimensional joint probability of reduced variables
P(ϕ˜, η˜, ζ˜) d6ϕ˜ d3η˜ d6ζ˜ to evaluate the numerator of equation (7).
The correlation matrix M incorporates all auto- and cross-
correlations of the various random variables. These are
〈ϕ˜i j ϕ˜kl〉 = 115 κi jkl, 〈η˜i η˜ j〉 =
1
3
δi j, (9)
〈ζ˜i j ζ˜kl〉 = 115 κi jkl, 〈ϕ˜i j ζ˜kl〉 = −
γ
15
κi jkl, (10)
where δi j is the Kronecker symbol and the quantity κi jkl is a combi-
nation of Kronecker symbols given by κi jkl ≡ δi jδkl + δikδ jl + δilδ jk.
All other correlations apart from those listed above vanish (cf. also
Bardeen et al. 1986; Rossi 2012). Defining the vector of random
variables
y =
(ϕ˜11, ϕ˜22, ϕ˜33, ϕ˜12, ϕ˜13, ϕ˜23, η˜1, η˜2, η˜3, ζ˜11, ζ˜22, ζ˜33, ζ˜12, ζ˜13, ζ˜23)T,
(11)
the correlation matrix M looks like
M =
1
15

A ∅ ∅ −γ · A ∅
∅ 1 ∅ ∅ −γ · 1
∅ ∅ 5 · 1 ∅ ∅
−γ · A ∅ ∅ A ∅
∅ −γ · 1 ∅ ∅ 1
 , (12)
where the different submatrices are given by
A =
3 1 11 3 1
1 1 3
 , 1 =
1 0 00 1 0
0 0 1
 , ∅ =
0 0 00 0 0
0 0 0
 . (13)
The determinant of M is
detM =
24(1 − γ2)6
315 · 510 , (14)
and the inverse of M is
M−1 =
3
2(1 − γ2)

B ∅ ∅ γ · B ∅
∅ 10 · 1 ∅ ∅ 10γ · 1
∅ ∅ 2(1 − γ2) · 1 ∅ ∅
γ · B ∅ ∅ B ∅
∅ 10γ · 1 ∅ ∅ 10 · 1
 , (15)
where 1 and ∅ are defined as above and
B =
 4 −1 −1−1 4 −1−1 −1 4
 . (16)
Rotating the coordinate system such that ϕ˜ becomes diagonal and
assuming that its eigenvalues are ordered like λ˜1 > λ˜2 > λ˜3,
Bardeen et al. (1986) showed that the volume element d6ϕ˜ can be
written as
d6ϕ˜ = 2pi2(λ˜1 − λ˜2)(λ˜1 − λ˜3)(λ˜2 − λ˜3) dλ˜1 dλ˜2 dλ˜3. (17)
Note that the two matrices ϕ˜ and ζ˜ do not commute and hence
cannot be diagonalized simultaneously.
Therefore, the off-diagonal elements of ζ˜ do not vanish,
whereas ϕ˜12 = ϕ˜13 = ϕ˜23 = ϕ˜21 = ϕ˜31 = ϕ˜32 = 0, and the diag-
onal of ϕ˜ is populated by its eigenvalues λ˜i after the rotation.
The circumstance that ϕ and ζ do not commute can be shown
as follows. The elements of the density’s Hessian ζi j are given by
ζi j =
∂2δ
∂xi ∂x j
=
∂2
∂xi ∂x j
3∑
k=1
ϕkk ≡
3∑
k=1
ϕi jkk, (18)
where ϕi jkl is chosen as an abbreviation for the scaled fourth deriva-
tive of the gravitational potential Φ analogous to equation (5). The
commutator of the two matrices ϕ and ζ is defined as [ϕ, ζ] ≡
ϕζ − ζϕ. Written in components, it is given by
(ϕζ − ζϕ)i j =
3∑
k=1
ϕik
3∑
l=1
ϕk jll −
3∑
k=1
3∑
l=1
ϕikll ϕk j
=
3∑
k,l=1
(ϕik ϕk jll − ϕ jk ϕkill)
= 0 if i = j,, 0 else,
(19)
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where I have used that ϕi j = ϕ ji and ϕi jkk = ϕ jikk. Hence, the two
matrices ϕ and ζ do not commute.
Switching from the eigenvalues λ˜i to the new variables δ˜, e
and p (cf. equation 6), the Jacobi determinant of the transformation
introduces an additional factor so that
dλ˜1 dλ˜2 dλ˜3 =
2
3
δ˜2 dδ˜ de dp. (20)
Starting from equations (1) and (2) with the random variables
(11), inverse (15) of the correlation matrix and the correlation ma-
trix’ determinant (14), one can construct the multivariate Gaussian
probability distribution (1). Then, I rotate the coordinate system
such that the matrix ϕ˜ becomes diagonal and switch from the three
eigenvalues λ˜i to the new variables δ˜, e, and p, taking into account
that the differentials transform like shown in equations (17) and
(20). Finally, since I concentrate on maxima, I set η = 0 so that
d3η = | det ζ | d3r and d3η˜ = σ
3
2
σ31
| det ζ˜ | d3r. (21)
In that way, the integrand in the numerator of equation (7) can
be written as
P(e, p, δ˜, η˜ = 0, ζ˜) | det ζ˜ | =(
3
2
)13/2 55
pi11/2(1 − γ2)3 e (e
2 − p2) δ˜5 exp
{
1
2(γ2 − 1)
[
3(2δ˜2ζ − 5∆˜)
+ 2γδ˜δ˜ζ(1 + 15eeζ + 5ppζ) + δ˜2(1 + 15e2 + 5p2)
]}
| det ζ˜ |, (22)
where I have introduced the abbreviations
∆˜ ≡ ζ˜11ζ˜22 + ζ˜11ζ˜33 + ζ˜22ζ˜33 − ζ˜212 − ζ˜213 − ζ˜223,
δ˜ζ ≡ ζ˜11 + ζ˜22 + ζ˜33, eζ ≡ ζ˜11 − ζ˜33
2δ˜ζ
, pζ ≡ ζ˜11 − 2ζ˜22 + ζ˜33
2δ˜ζ
,
(23)
and with
det ζ˜ = ζ˜11ζ˜22ζ˜33 + 2ζ˜12ζ˜13ζ˜23 − ζ˜11ζ˜223 − ζ˜22ζ˜213 − ζ˜33ζ˜212. (24)
2.3 Sylvester’s criterion
To evaluate the numerator of equation (7), I have to integrate over
those parts of the volume spanned by the matrix elements of ζ˜ for
which the latter is negative definite. This can be achieved by taking
into account the following criterion. A Hermitian matrix is positive
definite if and only if all its leading principal minors are positive,
where the ith leading principal minor is the determinant of its upper
left i× i submatrix. This is known as Sylvester’s criterion. Since the
negative of a positive definite and Hermitian matrix is negative def-
inite, this implies that all odd principal minors have to be negative
and all even principal minors have to be positive.
Thus, the function f (ζ˜) introduced in equation (7) can be spec-
ified as
f (ζ˜) =

1 if ζ˜11 < 0 ∧
∣∣∣∣∣∣∣ζ˜11 ζ˜12ζ˜12 ζ˜22
∣∣∣∣∣∣∣ > 0 ∧
∣∣∣∣∣∣∣∣∣∣
ζ˜11 ζ˜12 ζ˜13
ζ˜12 ζ˜22 ζ˜23
ζ˜13 ζ˜23 ζ˜33
∣∣∣∣∣∣∣∣∣∣ < 0
0 else.
(25)
When integrating equation (22) numerically over the various
matrix elements, I also multiply it by the function f (ζ˜) and integrate
over all six independent elements from −∞ to∞.
2.4 The number density of maxima in the density field
In analogy to the way I have derived equation (22), it is possible
to derive the joint probability P(δ˜, η˜, ζ˜) dδ˜ d3η˜ d6ζ˜. Apart from the
correlations 〈η˜i η˜ j〉 and 〈ζ˜i j ζ˜kl〉, which are already given in equa-
tion (9), the auto-correlation of the density contrast, 〈δ˜ δ˜〉 = 1 and
the cross-correlation 〈δ˜ ζ˜i j〉 = −γ δi j/3 are the only non-vanishing
contributions that are needed for the derivation. The vector of ran-
dom variables that enters equation (1) in this case has 10 compo-
nents and can be written by
y = (δ˜, η˜1, η˜2, η˜3, ζ˜11, ζ˜22, ζ˜33, ζ˜12, ζ˜13, ζ˜23)T, (26)
so that the correlation matrix looks like
M =
1
15

1 OT −5γ · IT OT
O 5 · 1 ∅ ∅
−5γ · I ∅ A ∅
O ∅ ∅ 3 · 1
 , (27)
where ∅, 1, and A are defined in equation (13), whereas O and I are
vectors of the form
O =
00
0
 and I =
11
1
 , (28)
respectively. Inverting M leads to
M−1 =
1
2(1 − γ2)

2 OT 2γ · IT OT
O 6 · 1 ∅ ∅
2γ · I ∅ C ∅
O ∅ ∅ 30 · 1
 , (29)
where
C =
12 − 10γ
2 5γ2 − 3 5γ2 − 3
5γ2 − 3 12 − 10γ2 5γ2 − 3
5γ2 − 3 5γ2 − 3 12 − 10γ2
 . (30)
At this point, it is most efficient to rotate the coordinate system
into the eigensystem of ζ˜. Note that this rotation is different from
the one applied when calculating equation (22), since there I aimed
at diagonalising ϕ˜ instead of ζ˜ to introduce the ellipticity e and the
prolaticity p, which are defined in the eigensystem of ϕ˜. The calcu-
lation in this section, however, corresponds to deriving the number
density of maxima of a certain height δ˜ (see below), which is a
quantity independent of the choice of the coordinate system’s ro-
tation so that I am free to choose a different rotation from the one
applied to derive equation (22).
Using the ordered eigenvalues λ˜ζ,1 > λ˜ζ,2 > λ˜ζ,3 of the den-
sity’s reduced Hessian ζ˜, the volume element d6ζ˜ can be written
after the diagonalisation analogously to equation (17) as
d6ζ˜ = 2pi2(λ˜ζ,1 − λ˜ζ,2)(λ˜ζ,1 − λ˜ζ,3)(λ˜ζ,2 − λ˜ζ,3) dλ˜ζ,1 dλ˜ζ,2 dλ˜ζ,3. (31)
Switching to the new variables eζ , pζ and δ˜, introduced in
equation (23), which are functions of the eigenvalues λ˜ζ,i after the
rotation,
eζ =
λ˜ζ,1 − λ˜ζ,3
2δ˜ζ
, pζ =
λ˜ζ,1 − 2λ˜ζ,2 + λ˜ζ,3
2δ˜ζ
with
δ˜ζ = λ˜ζ,1 + λ˜ζ,2 + λ˜ζ,3,
(32)
introduces an additional factor through the Jacobian of the transfor-
mation,
dλ˜ζ,1 dλ˜ζ,2 dλ˜ζ,3 =
2
3
δ˜2ζ dδ˜ζ deζ dpζ . (33)
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The last step again is to set η = 0 so that
d3η˜ =
σ32
σ31
| det ζ˜ | d3r = −σ
3
2
σ31
λζ,1 λζ,2 λζ,3 d3r
=
(
δ˜ζσ2
3σ1
)3
[9e2ζ − (1 + pζ)2](1 − 2pζ) d3r,
(34)
where I have used that | det ζ˜ | is negative if ζ˜ is negative definite.
Applying all the various steps mentioned above, the integrand
in the denominator of equation (7) can be written as
P(δ˜, η˜ = 0, ζ˜) | det ζ˜ | =
25
√
15
8pi3
√
1 − γ2
eζ(e2ζ − p2ζ )[9e2ζ − (1 + pζ)2](1 − 2pζ)δ˜8ζ
× exp
 (δ˜2 + δ˜2ζ + 2γδ˜δ˜ζ + (1 − γ2)(15e2ζ + 5pζ)δ˜2ζ2(γ2 − 1)
 . (35)
To evaluate the denominator of equation (7), I have to integrate over
the eigenvalues λ˜ζ,i from −∞ to 0, or, since I have transformed to
the new variables δ˜ζ , eζ , and pζ , integrate over them in the proper
range. The condition 0 > λ˜ζ,1 > λ˜ζ,2 > λ˜ζ,3 translated to the new
variables reads
δ˜ζ 6 0 ∧
[(
−1
2
6 eζ 6 −14 ∧ −1 − 3eζ 6 pζ 6 −eζ
)
∨
(
−1
4
< eζ 6 0 ∧ eζ 6 pζ 6 −eζ
)]
. (36)
Note that the variables δ˜ζ and eζ are negative in contrast to the anal-
ogous variables δ˜ and e for the gravitational-shear tensor.
It turns out that the integrations over eζ and pζ can be done an-
alytically, while the integration over δ˜ζ has to be done numerically.
The denominator of equation (7) is equal to the number density of
maxima nmax(δ˜) of the reduced density field δ˜ if multiplied by a
factor σ32/σ
3
1. The latter can be written as
nmax(δ˜) =
σ32
1200pi3σ31
√
3(1 − γ2)
∫ 0
−∞
dδ˜ζ u
(√
5v + 25
√
2piw
)
(37)
with
u ≡ exp
 δ˜2 + 2γ δ˜ δ˜ζ + δ˜2ζ (6 − 5γ2)2(γ2 − 1)
 ,
v ≡ 10δ˜2ζ − 32 + (155δ˜2ζ + 32) exp
15δ˜2ζ8
 ,
w ≡ δ˜ζ (δ˜2ζ − 3) exp
5δ˜2ζ2
 erf 12
√
5
2
δ˜ζ
 + erf 
√
5
2
δ˜ζ
 .
(38)
Now all the ingredients to express the probability to find the
ellipticity e and the prolaticity p of the gravitational-shear field in
the range [e, e + de] and [p, p + dp] given a density peak of height
δ are at hand. To summarize, after scaling it to the reduced density
δ˜ = δ/σ0, the probability is given by the ratio (7), where the nu-
merator is expressed by equation (22) together with equations (23)
and (24), and the denominator by equations (37) and (38) except
the factor σ32/σ
3
1. The function f (ζ˜) defined in equation (25) offers
a nice way to take into account the constraint that equation (22) has
to be integrated only over those subvolumes for which the matrix ζ˜
is negative definite.
2.5 Comparison to the ansatz of Rossi
Rossi (2012) derives a conditional probability for the reduced shear
tensor ϕ˜ given a positive definite Hessian ζ˜ (see his equations 18
and 19). In the language of this paper, his probability looks like
P(ϕ˜ | ζ˜ pos. def.) =
∫ ∞
−∞ d
6ζ˜ P(ζ˜) P(ϕ˜ | ζ˜) g(ζ˜)∫ ∞
−∞ d
6ζ˜ P(ζ˜) g(ζ˜)
, (39)
where P(ϕ˜ | ζ˜) = P(ϕ˜, ζ˜)/P(ζ˜), and g(ζ˜) accounts for integration
over the subvolume for which ζ˜ is positive definite and can thus be
similarly declared as f (ζ˜) in equation (25) with the difference that
all submatrices need to have positive determinants. Both P(ϕ˜ | ζ˜)
and P(ζ˜) can be written as an expression analogous to the distri-
bution of the gravitational-shear tensor’s eigenvalues derived by
Doroshkevich (1970).
However, it is not possible to diagonalize both matrices ϕ˜ and
ζ˜ simultaneously since the commutator of the two does not van-
ish. Hence, the aim of Rossi (2013) is that this ansatz can be used
to determine the probability P(e, p | δ,max) from equation (39), im-
plying that the eigenvalues of both the former matrices can be used.
This, however, is not possible since only one of them can be diago-
nalized at once, it is not obvious how the six-dimensional integra-
tion over all entries of the matrix ζ˜ can be circumvented.
Furthermore, equation (39) seems incomplete in the sense that
it neglects the constraint that the first derivative η has to vanish for a
maximum. Rossi (2012, 2013) only takes into account the Hessian
which has to be positive definite,1 and therefore, his probability is
not only based on maxima in the density field but also on areas for
which the first derivative is non-zero. Equation (7) is more specific
in that respect since it takes the constraint η = 0 explicitly into
account (see also Bardeen et al. 1986).
To quantify the difference between accounting for this addi-
tional constraint or not, I will also evaluate the conditional proba-
bility that only incorporates the constraint on the density’s Hessian.
In this case, equation (7) simplifies to
P(e, p | δ˜, ζ˜ neg. def.) =
∫ ∞
−∞ d
6ζ˜ P(e, p, δ˜, ζ˜) f (ζ˜)∫ ∞
−∞ d
6ζ˜ P(δ˜, ζ˜) f (ζ˜)
, (40)
where I integrate over the subvolumes for which ζ˜ is negative def-
inite for consistency. Note the absence of the factor | det ζ˜ | in both
integrals in equation (40) in comparison to equation (7) which orig-
inated from the property that ηi =
∑
j ζi j x j in the infinitesimal vol-
ume around a maximum and therefore d3η = | det ζ | d3r.
Since P(e, p | δ˜, ζ˜ neg. def.) can be derived analogously to
P(e, p | δ˜,max.) except that the first derivative η is missing since
no constraints are applied to it, I will only present the final result.
The integrand in the numerator of equation (40) is given by
P(e, p, δ˜, ζ˜) =
155
25pi4(1 − γ2)3 e (e
2 − p2) δ˜5 exp
{
1
2(γ2 − 1)
[
3(2δ˜2ζ − 5∆˜)
+ 2γδ˜δ˜ζ(1 + 15eeζ + 5ppζ) + δ˜2(1 + 15e2 + 5p2)
]}
, (41)
1 Actually, it should be negative definite for a maximum. However, a ho-
mogeneous Gaussian random field with zero mean is symmetric in the sense
that integration over subvolumes which are either positive or negative defi-
nite yields the same result.
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while the integrand in the denominator can be written as
P(δ˜, ζ˜) =
225
√
5
2pi3/2
√
2(1 − γ2)
eζ(e2ζ − p2ζ )δ˜5ζ
× exp
 (δ˜2 + δ˜2ζ + 2γδ˜δ˜ζ + (1 − γ2)(15e2ζ + 5pζ)δ˜2ζ2(γ2 − 1)
 . (42)
Equations (41) and (42) deviate from equations (22) and (35) only
in two ways. (a) The normalizations differ because the vanishing
first derivative was not taken into account in equations (41) and
(42). This difference, however, drops out when taking their ratio.
(b) The factor | det ζ˜ | is not present in both equations. In contrast
to the previous point, this additional factor does not vanish when
taking the ratio since in both the numerator and the denominator,
an integration over the reduced Hessian ζ˜ still has to be carried out.
Integrating equation (42) over eζ and pζ in the range (36) leads
to∫ ∞
−∞
d6ζ˜ P(δ˜, ζ˜) f (ζ˜) =
1
8pi3/2
√
1 − γ2
∫ 0
−∞
dδ˜ζ b(3
√
10c − 2√pid)
(43)
with
b ≡ exp
[
δ˜(δ˜ + 2γδ˜ζ)
2(γ2 − 1)
]
,
c ≡ δ˜ζ exp
 (9 − 5γ2)δ˜2ζ8(γ2 − 1)
 ,
d ≡ exp
 δ˜2ζ2(γ2 − 1)
 erf 12
√
5
2
δ˜ζ
 + erf 
√
5
2
δ˜ζ
 ,
(44)
which differs clearly from equations (37) and (38).
3 RESULTS
In this section, I present some numerical results based on the theo-
retical work developed in the previous section. For the calculation,
I adopt a flat reference ΛCDM model inspired by the Planck results
(Planck Collaboration XVI 2013) with matter density Ωm = 0.315,
dark-energy density ΩΛ = 0.685, baryon density Ωb = 0.04868, a
Hubble constant of h = 0.673 in units of 100 km s−1 Mpc−1 and
power spectrum normalization σ8 ≡ σ0(R = 8 Mpc) = 0.829. Note
that by this definition, σ8 does not correspond to the eighth spectral
moment but to the square root of the variance σ20 filtered on a scale
of 8 Mpc. All previous values are set at redshift z = 0. The primor-
dial spectral index of the power spectrum is set to ns = 0.9603, and
I adopt the transfer function of Eisenstein & Hu (1998).
3.1 The joint distribution for ellipticity and prolaticity
In the following, I compare the distributions (7) and (40) with the
distribution
P(e, p | δ˜) = 1125√
10pi
e(e2 − p2)δ˜5 exp
[
−5
2
δ˜2(3e2 + p2)
]
(45)
(Sheth et al. 2001), which does not take any of the two constraints
on the first derivative η and the Hessian ζ into account. For a bet-
ter comparison to other papers in the literature and to simplify the
connection to a mass scale, I adopt the variable
ν ≡ δc/σ0(R) (46)
instead of δ˜. In the former equation, δc is the linear overdensity of
the spherical-collapse model, and σ0(R) is the power spectrum’s
Table 1. Relation between ν and mass M for a given redshift z assuming the
cosmological model of Section 3.
ν = 1
z M (h−1 M)
0 1.95 × 1012
0.2 1.00 × 1012
0.4 5.01 × 1011
0.6 2.47 × 1011
0.8 1.22 × 1011
1 6.07 × 1010
ν = 5
z M (h−1 M)
0 2.15 × 1015
0.2 1.52 × 1015
0.4 1.07 × 1015
0.6 7.50 × 1014
0.8 5.30 × 1014
1 3.78 × 1014
variance exponentially filtered on the scale R (cf. equation 3).
Hence, for a given ν, the corresponding reduced density contrast
is simply δ˜ = ν and the radius R has to be chosen such that
equation (46) is fulfilled. It is then used to calculate the higher
spectral moments σ1(R) and σ2(R) from equation (3) and also
γ(R) = σ21(R)/[σ0(R)σ2(R)].
In Table 1, I list the corresponding mass for both ν = 1 and
ν = 5 for some redshifts between 0 and 1 in the cosmological model
introduced at the beginning of Section 3.
In Fig. 1, I compare the distributions (7), (40), and (45) as a
function of e and p for two different values of ν. For ν = 1, the
distributions P(e, p | ν,max) and P(e, p | ν, ζ˜ neg. def.) (red and blue
lines, respectively) coincide very well over the whole range of e and
p, whereas P(e, p | ν) peaks at a slightly larger value of e and as a
consequence of the normalization to unity has a smaller amplitude
at the maximum compared to the two former distributions. This
implies that haloes of lower mass tend to be slightly less elliptical
than predicted by the standard formula (45).
For ν = 5, the situation is reversed: P(e, p | ν, ζ˜ neg. def.) now
corresponds very well to P(e, p | ν), whereas P(e, p | ν,max) has a
larger amplitude compared to the two former distributions. The am-
plitude of the relative differences between the distributions, how-
ever, has shrunk, indicating that the additional constraints become
the less important the higher ν is.
What is most important for most practical purposes, however,
is not the full distribution for e and p, but only the values that are
either expected or most probable. The expectation values of e and
p are used e.g. by Angrick & Bartelmann (2009) to determine the
initial eigenvalues for the ellipsoidal-collapse model by Bond &
Myers (1996), whereas the most probable values are used by Sheth
et al. (2001) to determine the ellipsoidal barrier when establishing
their mass function. The expectation values of e and p as well as
their variances can be calculated analytically for the distribution
P(e, p | ν). They are as a function of ν given by
〈e〉 = 3√
10piν
, σ2e =
19pi − 54
60piν2
, (47)
〈p〉 = 0, σ2p =
1
20ν2
(48)
(Angrick & Bartelmann 2010). The most probable values for e and
p from the same distribution are
emp =
1√
5ν
, pmp = 0, (49)
respectively (Sheth et al. 2001).
In Fig. 2, I present the expectation values for both el-
lipticity and prolaticity for the distributions P(e, p | ν,max),
P(e, p | ν, ζ˜ neg. def.), and P(e, p | ν) as a function of ν. As expected,
the expectation value for the ellipticity is smaller if either both con-
straints for a maximum or only the constraint that the density’s
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Figure 1. Top panels: the distributions P(e, p | ν,max) based on equation (7), P(e, p | ν, ζ˜ neg. def.) based on equation (40), and P(e, p | ν) based on equation (45)
for ν = 1 (left-hand panels) and ν = 5 (right-hand panels). Central panels: same as top panels, but for p = 0 (cf. equation 48). Bottom panels: same as top
panels, but for fixed e = 〈e〉 (cf. equation 47).
Hessian has to be negative definite is taken into account. Addition-
ally, the expected prolaticity acquires a small non-vanishing value
in the latter two cases. For larger ν, the differences between the
three distributions decrease. While the largest difference in 〈e〉 is
at ν ≈ 1.4 with a value that is ∼8 per cent larger if none of the
maximum constraints are taken into account, 〈p〉 is monotonically
decreasing for ν > 0.2 with increasing ν and has a maximal value
of 〈p〉 ≈ 0.0075 at ν ≈ 0.2 for P(e, p | ν,max) and 〈p〉 ≈ 0.0105
for P(e, p | ν, ζ˜ neg. def.) at the same position. Therefore, the most
probable value for the prolaticity does not vanish identically for a
density maximum as it is the case for arbitrary points.
Interestingly, taking the additional condition of a vanishing
first derivative into account does not result in a very different 〈e〉
(the modulus of the relative difference between the two results is .2
per cent for ν 6 5 with a change of sign in the deviation at ν ≈ 2),
the relative difference for 〈p〉 is practically constant with a value
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Figure 2. Expectation values of the ellipticity (left-hand panel) and the prolaticity (right-hand panel) derived from the distributions P(e, p | ν,max),
P(e, p | ν, ζ˜ neg. def.), and P(e, p | ν) as a function of ν. At the bottom of each plot, the relative differences between the results derived from the latter two
distributions with respect to P(e, p | ν,max) are quantified.
that is ∼40 per cent larger if the condition on the first derivative is
neglected. It decreases until 〈p〉 is equal for both distributions at
ν ≈ 4, then changes sign and quickly reaches ∼50 per cent at ν ≈ 5.
Although the relative change in the expected prolaticity is large
if one incorporates the condition η = 0, the absolute amplitudes,
however, remain rather small.
Both 〈e〉 and 〈p〉 at a maximum reach the values deduced from
the joint probability of e and p not taking any of the two maximum
constraints into account as ν → ∞ for the same reason as already
stated above: The higher ν is, the more probable it is that the maxi-
mum constraint is automatically fulfilled.
The same quantitative behaviour is found for the most proba-
ble values emp and pmp. The deviations are .8 per cent for emp and
.50 per cent for pmp with the same dependence on ν as for the ex-
pectation values 〈e〉 and 〈p〉 so that the latter approaches zero for
increasing ν.
In summary, the ellipticity used in analytical models of struc-
ture formation is about 3–8 per cent too high in the range of ν rele-
vant for cosmology since the maximum constraint is not taken into
account. The prolaticity is usually assumed to vanish, but should be
slightly positive with values at the level of 10−3–10−2 in the same
range.
3.2 Implications for the ellipsoidal-collapse model
In this section, I will quantify the consequences for the ellipsoidal-
collapse model by Bond & Myers (1996), extended by Angrick &
Bartelmann (2010), especially for the parameters δc and ∆v. Before,
I will present the most important formulae.
The evolution of the scaled dimensionless principal axes ai =
Ri/Rpk with 1 6 i 6 3 of a homogeneous ellipsoid, where the Ri
are the dimensional axes and Rpk is the radius of a sphere with
homogeneous density ρb that contains a mass M, is governed by
the following three coupled differential equations:
d2ai
da2
+
[
1
a
+
E′(a)
E(a)
]
dai
da
+
[
3Ωm
2a5E2(a)
Ci(a) − ΩΛa2E2(a)
]
ai = 0, (50)
where a prime denotes differentiation with respect to the scale fac-
tor a, E(a) is the universe’s expansion function, and Ci ≡ (1 +
δell)/3 + bi/2 + λext,i. Here, δell ≡ a3/(a1a2a3) − 1 is the density
contrast inside the ellipsoid, and the λext,i are the external shear’s
eigenvalues whose evolution is modelled according to the hybrid
model so that
λext,i(a) ≡

5
4
bi(a) if a 6 ata,i,
D+(a)
D+(ata,i)
λext,i(ata,i) else,
(51)
where ata,i is the turn-around scale factor of the ith axis, D+(a) is
the linear growth factor of structure formation, and the bi are the
internal-shear tensor’s eigenvalues given by
bi(a) ≡ a1(a) a2(a) a3(a)
∫ ∞
0
dτ
[a2i (a) + 1]
∏3
k=1[a
2
k(a) + 1]
1/2
− 2
3
.
(52)
Note that in this type of ellipsoidal-collapse model, the ellipsoid’s
principal axes are aligned with those of the external gravitational
shear.
The initial conditions are chosen such that they are compatible
with the Zel’dovich approximation at early times. Hence,
ai(a0) = a0[1 − λi(a0)], (53)
dai
da
∣∣∣∣∣
a0
= 1 − λi(a0) − d ln D+d ln a
∣∣∣∣∣
a0
λi(a0) ≈ 1 − 2λi(a0) (54)
since D+(a) ≈ a for a  1 which is safely fulfilled for a0 = 2×10−5.
At this point, a change in the joint distribution for the ellipticity
and the prolaticity has influence on the model’s results since the
λi(a0) are the initial eigenvalues of the gravitational-shear tensor,
whose elements were defined in equation (5). The eigenvalues are
functions of 〈e〉, 〈p〉, and δ up to first order in e and p,
λ1 =
δ
3
(1 + 3〈e〉 + 〈p〉), (55)
λ2 =
δ
3
(1 − 2〈p〉), (56)
λ3 =
δ
3
(1 − 3〈e〉 + 〈p〉), (57)
implying λ1 > λ2 > λ3.
The collapse of the ith axis is stopped when the following viri-
alization conditions derived from the tensor virial theorem are ful-
filled, (
a′i
ai
)2
=
1
a2E2(a)
(
3Ωm
2a3
Ci −ΩΛ
)
and a′i < 0. (58)
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Figure 3. Evolution of an ellipsoid’s axes using either P(e, p | δ) or P(e, p | δ,max) when determining the axes’ initial conditions via equations (53)–(57) for two
masses (1013 h−1M in the upper panels and 1015 h−1M in the lower panels) and two virialization redshifts (0 in the left-hand panels and 2 in the right-hand
panels).
The parameters δc and ∆v can be calculated from the
ellipsoidal-collapse model by
δc =
D+(av)
D+(a0)
3∑
i=1
λi(a0), ∆v =
Ωm(av) a3v
a1(av) a2(av) a3(av)
, (59)
where av is the scale factor at which the third axis virializes.
In Fig. 3, I present the evolution of the ellipsoid’s three axes
as a function of the scale factor for two different virialization red-
shifts and two masses using either P(e, p | δ) or P(e, p | δ,max) for
the determination of the axes’ initial conditions. These distributions
enter the model via equations (53) and (54) since both ai and a˙i are
dependent on the respective gravitational-shear tensor’s eigenvalue
which is a linear combination of 〈e〉 and 〈p〉. For clarity, I did not
include the evolution of the ellipsoid’s axes for which the initial
conditions are based on P(e, p | δ, ζ˜ neg. def.) since the differences
to the results for P(e, p | δ,max) are negligible.
All four plots have in common that the two axes along which
virialization sets in first (a1 and a2) are smaller if the maximum
constraint is not taken into account, whereas a3, the longest axis,
is larger in comparison. Additionally, the virialization of a1 and a2
sets in earlier. These features are most pronounced for small masses
and low redshifts.
The reason is as follows. For P(e, p | δ,max), 〈e〉 is lowered,
whereas 〈p〉 is enlarged according to Fig. 2, but in terms of absolute
values this effect is larger for the ellipticity than for the prolaticity.
Hence, equations (55)–(57) imply that both λ1 and λ2 are lowered,
whereas λ3 is enlarged so that according to equations (53) and (54),
the axes a1 and a2 both start with slightly larger amplitudes and
velocities, and a3 is slightly smaller in both amplitude and velocity.
For large masses and high redshifts, however, the ellipsoid’s
evolution differs less since a larger overdensity is needed for the
ellipsoid to collapse at the redshift considered so that the change
in 〈e〉 and 〈p〉 is much less pronounced as shown in Fig. 2. Hence,
the smallest difference in the evolution can be found in Fig. 3 for
the ellipsoid with 1015 h−1 M virializing at z = 2. Additionally,
the collapse becomes less ellipsoidal at larger masses and higher
redshifts.
The results of this change in the axes’ evolution for the pa-
rameters δc and ∆v are shown in Fig. 4. The overall trend is that
both parameters are lowered if additional constraints on the den-
sity’s spatial derivatives are taken into account. This effect is the
stronger the lower the ellipsoid’s virialization redshift and its mass
are. Additionally to the constraint that the density’s Hessian is neg-
ative definite, incorporating the second constraint of a vanishing
first derivative changes both δc and ∆v by less than half a per cent
over the whole mass and redshift ranges considered.
For ellipsoids with a mass M between 1013 and 1015 h−1 M
and a virialization redshift z between 0 and 2, δc is .3 per cent
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Figure 4. The parameters δc and ∆v as a function of mass at redshift zero (left-hand panels) and as a function of redshift at a fixed mass of 1014 h−1 M
(right-hand panels).
smaller if the maximum constraints are not accounted for, where the
maximal deviation of ∼3 per cent is reached for M = 1013 h−1 M
and z = 0. The deviation drops to ∼2 per cent for M = 1014 h−1 M
and ∼0.5 per cent for 1015 h−1 M both at z = 0.
The effect for ∆v is approximately twice as large as for δc with
values for ∆v that are .7.5 per cent smaller if P(e, p | δ) instead of
P(e, p | δ,max) is used for the initial conditions. Again, the largest
deviation can be found for M = 1013 h−1 M and z = 0. The differ-
ence drops to ∼4 per cent for M = 1014 h−1 M and ∼1 per cent for
M = 1015 h−1 M both at z = 0.
While only the sum
∑3
i=1 λi = δ enters the computation of δc,
whose evolution is then driven by the linear growth factor D+(a),
the situation is different for ∆v. Here, the individual axes ai are
initially altered due to a change of initial δ, 〈e〉 and 〈p〉 and evolve
non-linearly. The ai at the time of virialization then determine ∆v
according to equation (59). This non-linearity is the reason why the
deviation for ∆v is larger than for δc.
4 SUMMARY & CONCLUSIONS
In the first part of this article, I have derived the probability for the
gravitational-shear field’s ellipticity and prolaticity at the position
of a peak in the density field with a given height. The derivation
is based on the statistics of Gaussian random fields (Bardeen et al.
1986) and extends the works by Sheth et al. (2001) and Rossi (2012,
2013) as follows. In contrast to Sheth et al. (2001), I have added
explicitly the maximum constraint in the calculation since it is ex-
pected that haloes form at the positions of peaks in the density field.
Although Rossi (2012, 2013) started going into the same direction,
they have considered the conditional eigenvalues of the matrix ϕ˜ | ζ˜
and the corresponding ellipticity and prolaticity. These, however,
do not serve as ingredients for the ellipsoidal-collapse model by
Bond & Myers (1996) since they use the ellipticity and the prolatic-
ity derived from the eigenvalues of the matrix ϕ˜ instead. Addition-
ally, they considered that the density’s Hessian has to be negative
definite for a maximum but did not take into account that the first
derivative η also has to vanish.
The main results of the first part can be summarized as fol-
lows:
• The gravitational-shear tensor ϕ and the density’s Hessian ζ
cannot be diagonalized simultaneously. Since the eigenvalues of ϕ
are needed for the definition of the ellipticity e and prolaticity p as
used in the ellipsoidal-collapse model by Bond & Myers (1996), the
priority is on the diagonalisation of ϕ so that first, the constraint that
the density’s Hessian ζ has to be negative definite for a maximum
can only be considered via Sylvester’s criterion and second, the full
six-dimensional integration over d6ζ has to be carried out.
• The conditional probability for e and p given a density max-
c© 0000 RAS, MNRAS 000, 000–000
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imum of height δ including the constraints on both the first and
second derivatives is given by (7) after rescaling to δ˜ = δ/σ0. The
numerator can be calculated by integrating equation (22) multiplied
by the function (25) that takes into account Sylvester’s criterion for
a negative definite Hessian of the density, while the denominator
is given by equation (37) divided by σ32/σ
3
1 together with equa-
tion (38).
• The conditional probability for e and p only incorporating the
constraint that the density’s Hessian has to be negative definite is
given by (40) in rescaled quantities, where the numerator can be
calculated using equation (41), while the denominator is given by
equation (43) together with equation (44).
• The distribution of e and p incorporating the maximum con-
straint peaks at lower ellipticities and slightly positive prolaticities
compared to the unconstrained one by Sheth et al. (2001).
• As a consequence, both the expected and the most probable
ellipticities are about 3–8 per cent larger in the range 1 6 ν 6 5 if
the maximum constraint is not accounted for with the largest devi-
ation at around ν ∼ 1.4. Both the expected and the most probable
prolaticity have slightly positive values at the level of 10−3–10−2
reaching the largest absolute value at ν ∼ 0.2.
• Both expected and most probable values for ellipticity and
prolaticity from the distribution P(e, p | ν,max) tend to converge to
the values from the distribution P(e, p | ν) for ν → ∞ since the
larger ν, the more likely is the maximum constraint automatically
fulfilled.
In the second part of this article, I quantify the impact on
the ellipsoidal-collapse model by Bond & Myers (1996) that was
slightly modified and extended by Angrick & Bartelmann (2010) if
either both maximum constraints or only the constraint on the den-
sity’s Hessian are/is taken into account, especially on the parame-
ters δc and ∆v. The main results of the second part are as follows.
• If none of the additional constraints is taken into account, the
resulting linear overdensity δc is up to 4 per cent higher compared
to the constrained distribution P(e, p | ν,max), and the virial over-
density ∆v is up to 6 per cent higher in the mass range of 1013–
1015 h−1 M and in the redshift range of 0–2. The deviations be-
tween the results from the two distributions decrease for both in-
creasing mass and redshift.
• The results on the parameters δc and ∆v differ less than 0.5
per cent if the constraint that the first derivative has to vanish is
neglected.
Although the calculation of 〈e〉 and 〈p〉 at the position of den-
sity maxima cannot be carried out analytically any more, and it is
computationally rather expensive (∼1 min on an Intel Pentium(R)
with 2.80 GHz) due to an eight-dimensional integral that has to
be carried out, the final results for both δc and ∆v only change
mildly. Therefore, it depends on the individual application of the
ellipsoidal-collapse model if the gain of accuracy of a few percent
in both parameters is more important than the long computation
time that can be saved if the maximum constraint is neglected.
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