ABSTRACT In recent years, numerous studies have been undertaken regarding person re-identification (ReID), an important issue for intelligent surveillance systems. Person ReID, however, is an extremely difficult problem because of variables such as different viewpoints and poses, and varying lighting in person regions in images that have been captured from remote distances. A majority of the studies have been performed for visible-light camera-based person ReID, which can be used only in a limited environment owing to the characteristics of a visible-light camera that are considerably dependent on the illumination. To overcome this problem, studies have been conducted for multimodal camera-based person ReID. However, because the previous studies used two or more input images, the computational complexity was high. This paper proposes a novel person ReID method that simplifies the convolutional neural network (CNN) structure by combining visible-light and thermal images as a single input. This method overcomes the limitation of visible-light camera-based person ReID using both a visible-light and thermal camera. To verify the performance of the proposed method, two open databases, the DBPerson-Recog-DB1, and Sun Yat-sen University multiple modality Re-ID (SYSU-MM01) databases were used. The method proposed in this study demonstrated excellent performance compared to the conventional methods.
Paralleling the advancement in intelligent surveillance systems, different studies have been undertaken regarding person re-identification (ReID). There are numerous studies [1] , [2] , [4] [5] [6] [7] [8] [9] [10] [11] that have demonstrated robust performance for varying viewpoints and poses based on visible-light cameras; however, they experience the problem of being vulnerable at night without sufficient light or in outdoor environments where the illumination changes. Furthermore, in the case of a person changing clothing, a color-sensitive visible-light camera has difficulty with person ReID. To address these problems, studies have been actively performed on person ReID using multimodal cameras [12] [13] [14] . A multimodal camera is a device used to
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overcome the limitation of a visible-light camera by adding a depth camera or thermal camera to a visible-light camera. In the case of multimodal cameras, studies have been performed on person ReID for images acquired from the same view and viewpoint from different cameras [12] , [14] , and for person ReID between two or more types of cameras installed at different places and views [13] , [23] . In the case of the former, the person ReID is relatively easy because there is virtually no difference in the viewpoint, pose, and illumination, whereas in the latter case, there are numerous difficulties in the person ReID because the view, pose, and illumination, as well as the characteristics of the image data are different. The structure of this paper is organized as follows. In Section II, different conventional studies on person ReID are analyzed in further detail. In Section III, the contribution of this study is presented and in Section IV, the proposed method is described in detail. In Section V, the experimental results with analyses are discussed, and lastly, in Section VI, a conclusion is provided.
II. RELATED WORKS
As a study in the early stage, Huang and Russel employed the Bayesian method to track the same object from two camera views [1] . Later, Zajdel et al. designed the probabilistic relationship between a person and features (color and spatial-temporal features) for person ReID using a dynamic Bayesian network model [2] . Deep learning in image classification demonstrated a high performance in the 2012 ImageNet Large Scale Visual Recognition Competition (ILSVRC) [3] and influenced the studies on person ReID. Yi et al. used a Siamese neural network to determine if a pair of input images received from two cameras was indicating the same person [5] . In a similar fashion, studies have been performed diversely on person ReID starting from multicamera tracking studies to deep learning-based studies [6] .
In recent years, the majority of person ReID studies have proposed deep models that are robust to varying poses and viewpoints based on visible-light-cameras. Ahmed et al. proposed a binary classification model that expresses two feature maps extracted from two different images as a concatenated feature map, and determines if the persons are the same or different persons [7] . Varior et al. proposed a binary classification model that uses the discriminative capability of the local features based on the contextual information of the input images using a long short-term memory (LSTM) architecture [8] . Wang et al. proposed a triplet loss-based method that increases the inter-class variation and decreases the intraclass variation by dividing an image set into query, positive, and negative sets [29] . Cheng et al. proposed a person ReID method based on an improved triplet loss function based on multi-channel parts composed of a full-body channel and local body-part channel [10] . Chen et al. proposed a quadruplet loss-based person ReID that can increase the inter-class variation and decrease the intra-class variation by adding an extra negative pair to the conventional triplet loss [11] .
As described above, in the majority of cases, the person ReID methods are typically based on a multi-input or multi-stream. Here, multi-input and single-input refer to the cases of using two or more images and one image, respectively, as CNN input. Furthermore, multi-stream has a structure whereby two or more networks start with independent structures and through feature fusion in a convolutional layer or fully-connected layer, operate as a single network (e.g., Siamese network) Single-stream has a structure that operates as a basic single network (e.g., AlexNet, VGG, GoogleNet). Unlike the pervious methods, Chen et al. proposed a joint representation learning method that facilitates binary classification with a single image by linking two input images in a horizontal direction [9] . As mentioned above, different methods exist to solve the person ReID problem based on visible-light cameras. However, they are limited by environmental conditions because of the characteristic of visible-light-camera being sensitive to illumination changes.
For example, a visible-light camera cannot function properly at night when there is no light. This problem renders the value of intelligent surveillance systems useless at night, when crime risk is typically high. There are multimodal camerabased person ReID studies that use a thermal or depth camera together to solve this problem [12] [13] [14] , [23] . The multimodal cameras used for Person ReID include visible-depth module, visible-thermal module, and visible-depth-thermal module. Wu et al. proposed a method of improving the performance of person ReID using an invariant body shape and skeleton information from a depth camera to solve the vulnerability of visible cameras in extreme illumination or changed clothing [12] . Ye et al. proposed a dual-path network that facilitates person ReID between visible and thermal images with ranking loss and identity loss by extracting features from the visible and thermal images, respectively [13] . Møgelmose et al. proposed a tri-model-based person ReID that uses all of the visible, depth, and thermal features [30] . Tri-model is a system that performs person ReID by fusing the features extracted using a histogram, Mean Shift [32] , [38] , and speeded-up robust features (SURF) [31] from visible, depth, and thermal images. Similarly, there are different studies that use multimodal cameras to overcome the limitations of the visible-light camera. However, in the case of a depth camera, the cost is significant and because of the limitation of distance measuring, it is difficult to use in an outdoor remote distance environment. Therefore, for intelligent surveillance systems, ReID studies have been conducted with visible-light and thermal cameras. Multimodal camera-based person ReID methods are also typically based on multi-input and multi-stream. However, Wu et al. proposed a deep zero-padding method that composes gray-scaled visible and thermal images into one 2-channel image pair [23] . This algorithm implements specific nodes of the visible-light and thermal images using a zero vector, thereby obtaining similar functions as the multistream structure and reducing the size of the network. The proposed method also focuses on a one-stream structure for simplifying the network. Moreover, to overcome the limitation of person ReID between visible-light images, this paper proposes ReID between a visible-light and thermal image method. To reduce the computational complexity, this method uses a one-stream network that has an inter-channel pair between the visible-light and thermal images (IPVT-1), an intra-channel pair between the visible-light and thermal images (IPVT-2), and an inter-channel pair and intra-channel pair between the visible-light and thermal images (IIPVT), as inputs. Table 1 summarizes the advantages and disadvantages of the methods proposed in the conventional studies and this study for person ReID.
III. CONTRIBUTIONS
Our research is novel in the following four aspects compared to previous works.
-We propose person ReID method based on a single-input and one-stream CNN that generates an IPVT-1, IPVT-2, and IIPVT from visible-light and thermal images, and uses them as a single input. Its computational complexity is low compared to the multimodal camera-based multi-stream methods. -An IPVT-1 is an inter-channel pair composed of visible-light and thermal images, and an IPVT-2 is an intra-channel pair. By combining an IPVT-1 and IPVT-2, the two pair types are composed into a single IIPVT. Using an IPVT-1, IPVT-2, and IIPVT, the distance of the positive and negative pairs is increased, thereby improving the performance of the person ReID. -The IIPVT, IPVT-1, and IPVT-2 are comparatively evaluated to determine the optimized image pair for person ReID by one-stream CNN. Moreover, the accuracy of the person ReID is improved using multi-scale Retinex (MSR)-filtered input images and inputs of deep CNN. -For a fair comparative evaluation with other research, the labeled information of the IPVT-1, IPVT-2, and IIPVT and the trained CNN model were opened to other researchers, as presented in [33] .
IV. PROPOSED METHOD
A. OVERALL PROCEDURE OF PROPOSED SYSTEM Fig. 1 displays the overall procedure of the system proposed in this paper. For input, this system uses a person region detected in images that have been captured at different places and times or captured simultaneously from two or more cameras consisting of a visible-light and thermal camera. Whereas the most important visible-light image information is the color information of a person, a thermal image provides different information, namely, the thermal energy of the person and thermal energy of the surrounding environment.
To extract correlation features from mutually different image features such as this, the IPVT-1, IPVT-2, and IIPVT were designed. If the learning is performed using the IPVT-1, IPVT-2, or IIPVT as the input image for the CNN, it is possible to extract common features of different images. From the features extracted in this manner, similarity and dissimilarity factors can be obtained by viewing the softmax layer. If the IPVT-1, IPVT-2, or IIPVT for the same person is used as an input image, the similarity factor of the heterogeneous feature increases. Conversely, if the IPVT-1, IPVT-2, or IIPVT for a different person is used as the input image, the dissimilarity factor of the heterogeneous feature increases. That is, CNN learning is facilitated in the direction of decreasing the intra-class variation and increasing the inter-class variation. From this process, a person image captured in a thermal image can be found for the same person in a person image captured in visible-light.
B. IPVT-1, IPVT-2, AND IIPVT FOR HETEROGENEOUS FEATURE LEARNING
Prior to feature learning between the visible-light and thermal images, a problem regarding how to solve the difference of the characteristics possessed by the visible-light and thermal data must be resolved. As described earlier, the visible-light data express red, green, and blue-based color information, and express the brightness by dividing the image into steps of ''0''-''255'' for each color. Conversely, the thermal data uses brightness values for the temperature differences in an image by detecting the energy radiated from an object. That is, a visible-light image consists of color and brightness information whereas a thermal image is expressed only with brightness values. To solve the difference of the characteristics of these data, the visible-light image is converted into an image expressed with brightness values using a grayscale only. Using FaceNet [15] as a reference, the given dataset was divided into anchor, positive, and negative sets. The anchor set was composed of the visible-light image, and the positive and negative sets were composed of thermal images. For each anchor set image, the positive and negative pairs were composed by pairing with the positive and negative set images. Here, inter-channel and intra-channel pairs were composed using the visible-light and thermal images in the positive pair and negative pair. An inter-channel pair is a pair of images that is composed as a single image by arranging the visible-light and thermal images in different channels. Unlike the inter-channel pair, an intra-channel pair refers to images where the visible-light and thermal images in a single channel have a ''1 × 2'' matrix shape. Using the inter-channel and intra-channel pairs that have undergone this process, the IPVT-1, IPVT-2, and IIPVT were created. As indicated in Fig. 2 , IPVT-1 uses the inter-channel pair only; IPVT-2 is an image that is composed of the intra-channel pair only. IIPVT refers to an image that is composed using both the interchannel and intra-channel pairs. Because the IPVT-1, IPVT-2, and IIPVT contain the data of both the visible-light and thermal images, the learning of personal features appearing commonly in two images is possible when training the CNN; then, from this, the similarity and dissimilarity factors of the two images can be calculated. Here, a method of optimizing the data similarity between the visible-light and thermal images is applied through a preprocessing such as image thresholding or Retinex filtering. Furthermore, because two types of data are expressed in a single image, the learning can be performed using one stream CNN.
1) CASE-I: USING BINARIZED IMAGE
By adding a binary image in the IPVT-1, IPVT-2, and IIPVT models introduced in Section IV.B, a more robust person ReID method is proposed. In general, a thermal image tends to express the foreground area bright when the background area is dark; or the foreground area dark when the background area is bright. Therefore, a method to improve the robustness of the matching model proposed in this paper is to classify the foreground and background by applying the Otsu thresholding method [36] to the thermal image. Otsu thresholding is a method that obtains a threshold by identifying a value that maximizes the variance of inter-class under the assumption that the image has a bi-modal histogram [36] . It begins with an assumption that if a binarized image, which is obtained by applying the Otsu thresholding to the thermal image, is added in the input structure of Fig. 2 , the learning can be performed in such a manner that the outline of the target object can be VOLUME 7, 2019 addressed more sensitively in the deep-feature learning stage. This is because when sensitive to the outline of a target object, the positive and negative pairs can be separated more easily in the case of a database that has no change in the viewpoint.
2) CASE-II. USING RETINEX FILTERED IMAGE
As described in Section IV.B, the IPVT-1, IPVT-2, and IIPVT models, which match an RGB image with thermal data using the grayscale brightness information only, was introduced. However, in this section, a method is proposed to maximize the use of the features of the RGB data using the Retinex filter. Retinex theory states that the information of the light source influences the visible information of the object when recognizing the visible information. Land et al. proposed a Retinex algorithm for a visual model that reduces the effect of illumination and compensates to display the object's own color [35] . Retinex is classified into single-scale Retinex (SSR) and multi-scale Retinex (MSR); the SSR is displayed by the following Equation (1) .
In Equation (1), R i (x, y) denotes ''true color'' or reflectance for each pixel of the input image, which is a result of SSR; I i (x, y) denotes the input image and F (x, y) denotes the Gaussian filter. That is, it aims to obtain R i (x, y) from the input image I i (x, y). By multiplying the weight w n to R i (x, y), the MSR is obtained, as indicated in Equation (2) [43] . N is the number of processed image by SSR.
C. HETEROGENEOUS FEATURE LEARNING BY CNN 1) ReID BASED ON CNN OUTPUT
In this study, CNN is used to determine whether persons captured by visible-light and thermal cameras are the same person. As indicated in Fig. 1 , the learning is performed using the IPVT-1, IPVT-2, or IIPVT composed for every person captured from the visible-light and thermal cameras, as an input for the CNN. For the CNN structure, the ResNet-50 [16] model is used. Moreover, according to the goal of this study, the number of nodes of the fully connected (FC) layer was adjusted, and the pre-trained model was fine-tuned using the experimental data used in this study. The CNN structure used in this study is displayed in Fig. 3 and Table 2 . As indicated in Table 2 , the number of output nodes of the FC layer in the ResNet-50 structure was modified from 1,000 to two. This was because, as described in Section IV. B, the IPVT-1, IPVT-2, and IIPVT were all composed of two classes, i.e., positive and negative pairs. By performing the binary classification in this manner, the similarity and dissimilarity factors for the input image (IPVT-1, IPVT-2, or IIPVT) are produced as the final softmax layer's output. A brief description of the CNN structure is as follows. In the Conv1 layer, a feature map of 112 × 112 × 64 size is generated through convolution computation using 64 filters of size 7 × 7 × 3 in an input image of size 224 × 224 × 3. The size of the feature map generated from the convolution computation can be calculated using the equation, size of feature map = (size of input -size of filter + (2 × padding))/stride + 1 [17] . Conv2-Conv5 are four convolutional layers that contain shortcuts with a bottleneck structure [16] . VOLUME 7, 2019 For the activation function, the rectified linear unit (ReLU) layer was used. The ReLU is displayed in Equation (3) [18] [19] [20] .
where x and y are input and output values, respectively. ReLU supplements the vanishing gradient problem [21] that sigmoid produces in the back-propagation for training, and has a faster processing speed than a nonlinear activation function. For this reason, the ReLU has excellent training efficiency compared to other activation functions. In the FC layer, a softmax function [19] similar to Equation (4) is used to calculate the similarity factor of the input image.
Given that the array of the output neurons is set as s, the probability of neurons belonging to the jth class is obtained by dividing the value of the jth element by the summation of the values of all the elements. Fig. 4 (c) displays sample images of SYSU-MM01, a database that has more diverse parameters than the DBperson-Recog-DB1. As indicated in Fig. 4(c) , images were captured in different poses and views for one person. Therefore, SYSU-MM01 is a database that contains the maximum number of parameters for ReID based on visible-light and thermal images. To verify the proposed person ReID method, DBPersonRecog-DB1 was divided into two subsets as indicated in Table 3 , and the training and testing were performed in a two-fold cross validation method; for SYSU-MM01, the training set, validation set, and test set were used as they were, as proposed in [23] for a fair comparison. For the CNN training, 41,200 images of the IPVT-1, IPVT-2, and IIPVT per subset of the DBperson-Recog-DB1were used as input images; 187,292 images were used in the SYSU-MM01. The experimental environment used in this study was as follows. All experiments were performed on a desktop computer composed of an Intel R Core TM i7-3770K CPU @ 3.50 GHz (4 CPUs), main memory of 16 GB, and an NVIDIA GeForce GTX 1070 (1,920 CUDA cores) graphics card with memory of 8 GB [34] ; the algorithms for the CNN training and testing were implemented by Window Caffe (version 1) [24] .
V. EXPERIMENTAL RESULTS

A. EXPERIMENTAL DATA AND TRAINING
In this study, the stochastic gradient descent (SGD) method [25] , [42] was selected as the optimization method for the CNN training. SGD is a method of determining an optimal weight that minimizes the difference of calculated output and desired output based on the computing derivative. Unlike the gradient descent (GD) method, SGD sets one iteration that performs the CNN training with data having a mini-batch size in the training set, and one epoch that repeats the iteration a number of times equal to the training-set size divided by the mini-batch size. The CNN training parameters of this study were as follows: base learning rate of 0.01, learning rate policy of multistep, step value of 5 epochs, maximum iteration of 30 epochs, momentum of 0.9, gamma of 0.1, and weight decay of 0.001. The detail explanations of these parameters can be found in [24] . When the CNN training was performed in the above experimental environment, it consumed eight hours with DBPerson-Recog-DB1 and 35 hours with SYSU-MM01. (Conv1 of Table 2 ) using the two databases. These are the filters extracted when IPVT1-1 was used as the input for DBPerson-Recog-DB1 and IPVT-2 for SYSU-MM01 in the model that demonstrated the highest performance in each database among the three image-pair structures proposed in Section IV.B. In Figs. 6(a) and (b), there is virtually no difference in the filter shapes; differences are indicated in the brightness. Because the filter shapes are virtually the same despite the fact that learning was performed for different IDs by dividing the DBPerson-Recog-DB1 into two folds, it can be concluded that the IPVT-1 for ReID is an appropriate model for the DBPerson-Recog-DB. In the case of Fig. 6(c) , the majority of the filters indicate an upper/lower and left/right symmetry shape, unlike the cases of (a) and (b). Therefore, it can be stated that the characteristics of the IPVT-2 structure are reflected properly. The reason why the image of Fig. 6(c) is shown as gray is that the input to IPVT-2 is composed of two gray images from visible light and thermal cameras.
B. TESTING OF PROPOSED METHOD WITH DBPERSON-RECOG-DB1
Using the DBPerson-Recog-DB1, the comparative test for the three proposed methods, test for selecting an appropriate model between shallow and deep networks, and comparative test with the methods of the previous studies were performed. for the first experiment, the IPVT-1, IPVT-2, and iipvt proposed in this paper were comparatively tested. for the experimental performance evaluation, the dbperson-recog-db1 was divided into two subsets, as indicated in table 3, and each subset was divided into anchor, positive, and negative sets. moreover, for each anchor image, a positive and negative pair was composed by pairing a positive and negative image. from this, IPVT-1, IPVT-2, and iipvt were generated for the dbperson-recog-db1. the experimental evaluations were compared using rank 1, rank 10, rank 20, and mean average precision (mAP). rank n is a concept that calculates the correct matching accuracy for a case including data (true positive data) of the same class among n matched candidates. map is a mean of the average precision for each query [37] . average precision indicates an area of the precision-recall graph and is an index that evaluates the recognition algorithm. map can be calculated by Equation (5) . In Equation (5), Q is the number of queries and AveP(q) is the average precision scores for each query. the experimental results are displayed in Fig. 7 and Table 4 . As indicated in Fig. 7 , the IPVT-1 always demonstrated excellent performance on the DBPerson-Recog-DB1. in actual measurement values, the IPVT-1'S rank 1 was 58.57%, rank 10 was 83.74%, and rank 20 was 88.47%. As indicated in Table 4 , THE mAP OF IPVT-1 was also the highest with a value of 49.11%. The second experiment was performed to determine the more suitable network between a shallow and deep network using the IPVT-1 as representative of our methods. The shallow and deep networks used in the experiment were AlexNet [3] and ResNet-50, which have proven their performance in the ILSVRC. The corresponding experiment was verified with a two-fold cross validation method using DBPerson-Recog-DB1. The experimental results are presented in Table 5 . In Table 5 , rank1, rank10, rank20, and mAP all indicate that the deep network provides superior performance compared the shallow network. The third experiment compared the proposed method of extracting the similarity of an image pair with softmax in a trained network and the Euclidean distance-based matching using the features extracted from FC layer. The experimental results demonstrate that the softmax method proposed in this paper provided excellent performance overall, as displayed in Table 6 .
The fourth experiment aimed to identify preprocessing that could minimize the difference of the image characteristics between the visible-light and thermal images when composing an image pair. The comparative test was performed with a pair composed of grayscale-transformed original visiblelight RGB + thermal images (Case 1), a pair composed of binarized images of original RGB, where outline information was added through Otsu-thresholding + thermal images (Case 2), and a pair composed of converted images of original RGB by MSR + thermal image (Case 3). The experiment was performed with reference to the IPVT-1 and deep network (ResNet-50), which demonstrated the best performance in the earlier experiments. The experimental results are displayed in Table 7 . When the MSR was applied, the best performance was indicated at rank1 (58.76%), rank 10 (85.75%), and rank 20 (90.27%), and in the case of the original grayscale, mAP (49.11%) was the highest.
Figs.8 and 9 are sample images of the experimental results for IPVT-1 with the best performance on DBPerson-Recog-DB1. Fig. 8 displays a case of obtaining an image for the same person with rank 1, and Fig. 9 displays samples for a person's image calculated with rank 3 and rank 16, respectively. as indicated in Fig. 8 , despite the fact that the visible-light and thermal images have large differences in characteristics and image texture, the method of this study demonstrated the correct recognition results.
In Fig. 9 , however, the view, clothes, and poses of the images are very similar in spite of negative pairs, which causes the incorrect recognition. actually, the similarity factors of the positive and negative pairs were similar, but that of the latter case was a little higher than the former case.
The fifth experiment comparatively evaluated the method proposed in this paper with the methods proposed in the conventional studies (histogram of oriented gradient (HOG) [28] , multi-scale local binary patterns (MLBP) [22] , local maximal occurrence (LOMO) [26] , generalized similarity measure (GSM) [27] , zero-padding [23] , two-stream cnn network feature learning-hierarchical cross modality metric learning (TONE + HCML) [14] , and bi-directional dual-constrained top-ranking (BDTR) [13] ). the experimental results are provided in Table 8 . As can be observed in Table 8 , the IPVT-1 and msr methods that provided the best performances for DBPerson-Recog-DB1 among our methods demonstrated excellent performance compared to the previous methods with respect to rank 1, rank 10, rank 20, and mAP.
C. TESTING OF PROPOSED METHOD WITH SYSU-MM01 DATABASE
To verify the method proposed in this paper with an open data with varying parameters, the SYSU-MM01 database was used. An experiment comparing the IPVT-1, IPVT-2, and IIPVT and a comparative experiment with the methods of person ReID proposed by previous researchers was performed. The experiments were conducted by dividing the SYSU-MM01 database into a training set, validation set, and test set, similar to the conditions used in the experiment of a previous researcher [23] . Using the images classified into three sets, the IPVT-1, IPVT-2, and IIPVT were generated. The experimental evaluations used rank 1, rank 10, rank 20, and mAP, similar to those of DBPerson-Recog-DB1. The results of the first experiment are displayed in Fig. 10 and Table 9 . In Fig. 10 , it can be confirmed that the matching rate of IPVT-2 was superior overall compared to the IPVT-1 and IIPVT. In the actual measurement values, the IPVT-1 was 21.29% at rank 1, the highest value at this rank, and IPVT-2 was 49.60% and 65.23% at the rank 10 and rank 20, respectively, the highest values at these ranks. In Table 9 , mAP is 21.72% for IPVT-2, indicating higher performance than the IPVT-1 and IIPVT.
The second experiment performed a comparison with MSR, a preprocessing method verified on DBPerson-Recog-DB1 previously. The experiment compared the accuracy of VOLUME 7, 2019 the methods of Cases 1 and 3 that demonstrated excellent performance among Cases 1-3 described in Table 7 . The image pairs were based on the IPVT-2 optimized for the SYSU-MM01 database as verified in Table 9 . The experimental results are displayed in Table 10 . In Table 10 , the rank 1, rank 10, and mAP, excepting rank 20, demonstrate that the MSR method (Case 3) provides excellent performance. Through these experimental results, it can be confirmed that the MSR (Case 3) is more favorable for matching (rank concept accuracy) with the thermal data than the gray-scaled RGB data (Case 1), as was the case in the experiment on DBPerson-Recog-DB1. Figs. 11 and 12 are sample images of the experimental results for IPVT-2 that demonstrate the best performance on the SYSU-MM01 database. Fig. 11 exhibits a case of calculating an image for the same person with rank 1, and Fig. 12 displays examples of calculating a person's image with rank 3 and rank 16, respectively. As indicated in Fig. 11 , although there were large differences in the image's characteristics, target object size, view, and texture between the visible-light and thermal images, the method of this study produced correctly recognized results.
In Fig.12 , the clothes and poses of probe are similar to those in both negative and positive pairs. However, the view of probe image is much similar to that of negative pair compared to positive pair, which causes incorrect recognition. The third experiment compared the proposed and previous methods. The results are presented in Table 11 . In Table 11 , it can be observed that among the previous methods, BDTR provided the best performance with 17.01%, 55.43%, 71.96%, and 19.66% for rank 1, rank 10, rank 20, and mAP, respectively. For rank 1 and mAP, the proposed method improved the performance by 6.17% and 2.83%, respectively, compared to the BDTR; however, for ranks 10 and 20, it decreased the performance by 4.22% and 10.23%, respectively. A future project will be to conduct a study on a performance improvement method for rank 10 and rank 20. 
D. DISCUSSIONS
When Tables 8 and 11 are compared, it can be confirmed that the performance indicates a difference between the DBPerson-Recog-DB1 and SYSU-MM01 databases. The reason for this is as follows. For DBPerson-Recog-DB1, because the visible-light and thermal cameras captured the images of the target object at similar locations, the view difference in the two camera images were not large, as illustrated in Figs. 4(a) and (b) . Conversely, in the SYSU-MM01 database, although the target objects photographed with the visible-light and thermal cameras are identical, the viewpoint and surrounding environment are different, as displayed in Fig. 4(c) . Therefore, because the SYSU-MM01 database has conditions that are more difficult for the person ReID compared to the DBPerson-Recog-DB1, the difference is reflected in the performance. Furthermore, the favorable image pairs were confirmed according to the camera-shooting environment through the experiment. When the visible-light and thermal cameras were capturing images at a same location, the IPVT-1 was suitable; with different locations or views, the IPVT-2 was suitable. (Conv1 of Table 2 ), whereas lower left images display feature maps obtained from last convolution layer (before AVG pool of Table 2 ). In Figures 13(a)-(d) , the change of value in the feature map is relatively large in the case of the negative pair compared to that of the positive pair. From this, it can be observed that the positive and negative pairs can be classified. That is, from Fig. 13 , it is confirmed that the image pair-based deep CNN method proposed in this study can be used effectively for person ReID.
VI. CONCLUSION
This paper proposed a method that facilitates person ReID with a one-stream network by composing an inter-channel an intra-channel pair for person regions in images captured from visible-light and thermal cameras. To determine the best possible combinations from the inter-channel and intrachannel pairs, the IPVT-1, IPVT-2, and IIPVT were comparatively evaluated and an image pair that demonstrated the best performance was identified. Regarding DBPerson-Recog-DB1, the IPVT-1 displayed the best performance based on rank 1, rank 10, rank 20, and mAP. Furthermore, it was proven experimentally that the combination with a deep network was more efficient than that with a shallow network when IPVT-1 was used representatively among the three proposed methods. Further, when compared based on the three preprocessing methods, the IPVT-1 and MSR combination demonstrated the best performance. Regarding the SYSU-MM01 database, the IPVT-1 displayed the best performance based on rank 1, and the IPVT-2 provided the performance based on ranks 10 and 20, and mAP. Furthermore, as in the case of DBPerson-Recog-DB1, the MSR preprocessing method proved excellent performance experimentally. Lastly, for a fair comparison with the methods of other researchers, a comparative evaluation was performed with other conventional studies. In the experimental results, the method of combining the MSR with one stream network based on the IPVT-1, IPVT-2, and IIPVT demonstrated superior performance compared to other conventional person ReID methods based on a multimodal camera.
In future, a study will be conducted on a performance improvement method for rank 10 and rank 20 for the case of large variations between respective camera images, similar to those in the SYSU-MM01 database. Furthermore, a study will be performed to reduce the difference between respective camera images through image conversion (creation) using a generative adversarial network (GAN), and through this, improving the performance of person ReID. 
