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Abstract. We study weak mixing of all orders for weakly mixing measure
preserving dynamical systems, where the dynamics is given by the action
of an abelian second countable topological group which has an invariant
measure under the group operation. One of the main technical tools we use
is a van der Corput lemma for Hilbert space valued functions on a second
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1
1 Introduction
Weak mixing is an important notion in ergodic theory, introduced by Koop-
man and von Neumann [9] in 1932 for actions of the group R. Furstenberg
[5, 6] studied weakly mixing Z-actions in order to give an ergodic theoretic
proof of Szemere´di’s theorem in combinatorial number theory, and in the
process he proved that weakly mixing systems are weakly mixing of all or-
ders. In the case of Z, a measure preserving transformation T of a probability
space (X,Σ, ν), namely a set X with σ-algebra Σ on which a measure ν with
ν(X) = 1 is defined, is called weakly mixing if
lim
N→∞
1
N
N∑
n=1
∣∣ν(A ∩ T−n(B))− ν(A)ν(B)∣∣ = 0 (1.1)
for all A,B ∈ Σ. We call this system weakly mixing of all orders if
lim
N→∞
1
N
N∑
n=1
∣∣ν(A0 ∩ T−m1n(A1) ∩ ... ∩ T−mkn(Ak))− ν(A0)ν(A1)...ν(Ak)∣∣ = 0
(1.2)
for all A0, ..., Ak ∈ Σ, all m1, ..., mk ∈ N with m1 < m2 < ... < mk, and all
k ∈ N = {1, 2, 3, ...}.
However, weak mixing has also been studied for more general group (and
semigroup) actions, notably in [4] and [2] (but also see references therein),
in terms of invariant means [11] on certain spaces of functions, instead of in
terms of the explicit form 1
N
∑N
n=1 above. In particular, various characteriza-
tions of weak mixing over the groups Z and R were extended to more general
groups.
In this paper we study weak mixing of all orders for more general group
actions than Z and R. One of the technical tools we use, is a so-called van
der Corput lemma which we discuss in Section 2. This type of lemma and
related inequalities, inspired by the classical van der Corput difference theo-
rem and van der Corput inequality, have been used by Bergelson [1], Fursten-
berg [7], Niculescu, Stro¨h, and Zsido´ [10], and others, to study polynomial
ergodic theorems, nonconventional ergodic averages, and noncommutative
recurrence, for example. In Section 2 we extend the van der Corput lemma
to groups more general than Z. The main results of this section are given by
Theorems 2.7 and 2.7′. Instead of working with an invariant mean on spaces
of functions, we generalize the 1
N
∑N
n=1 form more directly for groups with
an invariant measure, since this seems convenient in our proof of the van der
Corput lemma. Because of this, we also study weak mixing by generalizing
the 1
N
∑N
n=1 form directly, rather than using the invariant mean approach of
2
[2]. The groups over which we work, need to have an invariant measure, and
a space-filling sequence (defined in Section 2). After some preliminaries on
weak mixing in Section 3, we devote Section 4 to showing how weak mixing
implies weak mixing of all orders, for actions of abelian second countable
topological groups of this type. The form of weak mixing of all orders we
prove, involves replacing the multiplication with m1, ..., mk in (1.2), by ho-
momorphisms of the group over which we work. The main result is Theorem
4.4.
2 A van der Corput lemma
This section is devoted to proving a van der Corput lemma, stated in two
versions in Theorems 2.7 and 2.7′. Our proof of the van der Corput lemma
will roughly follow that of [7] over the group Z. In this section we will work
over a second countable topological group (i.e. a second countable topological
space which is also a group with continuous product and inverse), since for
second countable topological spaces X, Y , and their Borel σ-algebras S, T ,
the product σ-algebra obtained from S, T is the same as the Borel σ-algebra
of the topological space X × Y . This is needed in order to apply Fubini’s
theorem, which requires measurability in the product σ-algebra. The groups
that we will consider in this paper, will only be required to be abelian from
Definition 4.2 and onwards, in Section 4.
For (Y, µ) a measure space and H a Hilbert space, consider a bounded
f : Λ→ H with Λ ⊂ Y measurable and µ(Λ) <∞, and 〈f(·), x〉 measurable
for every x ∈ H. Define
∫
Λ
fdµ by requiring〈∫
Λ
fdµ, x
〉
:=
∫
Λ
〈f(y), x〉 dµ(y)
for all x ∈ H. We will often use the notation
∫
Λ
f(y)dy =
∫
Λ
fdµ, since there
will be no ambiguity in the measure being used. Iterated integrals (when
they exist) will be written as
∫
B
∫
A
f(y, z)dydz, which of course simply means∫
B
[∫
A
f(y, z)dy
]
dz, and similarly for triple integrals.
For a group G we call K ⊂ G a subsemigroup if ab ∈ K for all a, b ∈ K.
A right invariant measure on a topological group G, is a positive measure
µ on the Borel σ-algebra of G, with µ(Λg) = µ(Λ) for all Borel Λ ⊂ G and
g ∈ G. Similarly for a left invariant measure. If the measure is both right
and left invariant, we simply call it invariant. We define such measures for
topological semigroups in the same way.
When we say that a net {Λα} has some property for α “large enough”,
then we mean that there is a β in the directed set such that the property
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holds for all α ≥ β.
Definition 2.1. Consider a Borel measurable subsemigroup K of a topo-
logical group G with right invariant measure µ. A net {Λα} of Borel subsets
of K is called a space-filling net in K (or a Følner net in K) if µ(Λα) <∞,
µ(Λβ) > 0 for β large enough, and
lim
β
1
µ(Λβ)
µ (Λβ∆(Λβg)) = 0
for all g ∈ K. This net {Λα} is called uniformly space-filling if in addition
lim
β
1
µ(Λβ)
sup
g∈Λα
µ (Λβ∆(Λβg)) = 0
for all α in the directed set of the net.
At the end of Section 4, we briefly consider simple examples of such nets.
Proposition 2.2. Let G be a second countable topological group with right
invariant measure µ. Let {Λα} be a uniformly space-filling net in a Borel
measurable subsemigroup K of G. Consider a bounded f : K → H with H a
Hilbert space, such that 〈f(·), x〉 is Borel measurable for every x ∈ H. Then
lim
β
∣∣∣∣∣
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
fdµ−
1
µ(Λβ)
1
µ(Λα)
∫
Λβ
∫
Λα
f(gh)dhdg
∣∣∣∣∣
∣∣∣∣∣ = 0
for every α in the directed set of the net.
Proof. By Fubini’s theorem∫
Λβ
∫
Λα
〈f(gh), x〉 dhdg =
∫
Λβ×Λα
〈f(gh), x〉 d(g, h)
=
∫
Λα
∫
Λβ
〈f(gh), x〉 dgdh
which by definition means that∫
Λβ
∫
Λα
f(gh)dhdg =
∫
Λα
∫
Λβ
f(gh)dgdh
4
and in particular these iterated integrals exists. From this and the fact that
µ is a right invariant measure, we have∣∣∣∣∣
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
fdµ−
1
µ(Λβ)
1
µ(Λα)
∫
Λβ
∫
Λα
f(gh)dhdg
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1µ(Λα)
∫
Λα
[
1
µ(Λβ)
∫
Λβ
f(g)dg
]
dh−
1
µ(Λα)
1
µ(Λβ)
∫
Λα
[∫
Λβ
f(gh)dg
]
dh
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1µ(Λα)
1
µ(Λβ)
∫
Λα
[∫
Λβ
f(g)dg −
∫
Λβ
f(gh)dg
]
dh
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1µ(Λα)
1
µ(Λβ)
∫
Λα
[∫
Λβ
f(g)dg −
∫
Λβh
f(g)dg
]
dh
∣∣∣∣∣
∣∣∣∣∣
=
∣∣∣∣∣
∣∣∣∣∣ 1µ(Λα)
1
µ(Λβ)
∫
Λα
[∫
Λβ\(Λβ∩(Λβh))
f(g)dg −
∫
(Λβh)\(Λβ∩(Λβh))
f(g)dg
]
dh
∣∣∣∣∣
∣∣∣∣∣ .
But if b ∈ R is an upper bound for ||f(K)|| , we have∣∣∣∣∣
∣∣∣∣∣
∫
Λβ\(Λβ∩(Λβh))
f(g)dg −
∫
(Λβh)\(Λβ∩(Λβh))
f(g)dg
∣∣∣∣∣
∣∣∣∣∣
≤ bµ (Λβ\ (Λβ ∩ (Λβh))) + bµ ((Λβh) \ (Λβ ∩ (Λβh)))
= bµ (Λβ∆(Λβh))
≤ b sup
h∈Λα
µ (Λβ∆(Λβh))
therefore ∣∣∣∣∣
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
fdµ−
1
µ(Λβ)
1
µ(Λα)
∫
Λβ
∫
Λα
f(gh)dhdg
∣∣∣∣∣
∣∣∣∣∣
≤
1
µ(Λβ)
b sup
h∈Λα
µ (Λβ∆(Λβh))
→ 0
in the β limit. 
Lemma 2.3. Let H be a Hilbert space, (Y, µ) a measure space, and Λ ⊂ Y a
measurable set with µ(Λ) <∞. Consider an f : Λ→ H with ||f(·)|| measur-
able, and 〈f(·), x〉 measurable for every x ∈ H, and with
∫
Λ
||f(y)|| dy < ∞
(which means
∫
Λ
fdµ exists). Then∣∣∣∣
∣∣∣∣
∫
Λ
fdµ
∣∣∣∣
∣∣∣∣
2
≤ µ(Λ)
∫
Λ
||f(y)||2 dy .
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Proof. By definition of
∫
Λ
fdµ,
∣∣∣∣
∣∣∣∣
∫
Λ
fdµ
∣∣∣∣
∣∣∣∣
2
=
〈∫
Λ
fdµ,
∫
Λ
fdµ
〉
=
∫
Λ
〈
f(y),
∫
Λ
fdµ
〉
dy
=
∫
Λ
[∫
Λ
〈f(y), f(z)〉 dz
]
dy .
For any a, b ∈ H we have 2Re 〈a, b〉 ≤ ||a||2 + ||b||2, and since the object
above is real, we have∣∣∣∣
∣∣∣∣
∫
Λ
fdµ
∣∣∣∣
∣∣∣∣
2
=
∫
Λ
[∫
Λ
Re 〈f(y), f(z)〉 dz
]
dy
≤
1
2
∫
Λ
[∫
Λ
(
||f(y)||2 + ||f(z)||2
)
dz
]
dy
= µ(Λ)
∫
Λ
||f(y)||2 dy . 
Proposition 2.4. Consider the situation in Proposition 2.2, except that we
don’t need the net. Assume furthermore that F : K × K → C : (g, h) 7→
〈f(g), f(h)〉 is Borel measurable, and that Λ1,Λ2 ⊂ K are Borel sets with
µ(Λj) <∞. Then∣∣∣∣
∣∣∣∣
∫
Λ2
∫
Λ1
f(gh)dhdg
∣∣∣∣
∣∣∣∣
2
≤ µ(Λ2)
∫
Λ1
∫
Λ1
∫
Λ2
〈f(gh1), f(gh2)〉 dgdh1dh2
and in particular these integrals exist.
Proof. The double integral exists as in Proposition 2.2’s proof. Let’s now
consider the triple integral. Since F is Borel measurable and G ’s product is
continuous, (g, h1) 7→ 〈f(gh1), f(gh2)〉 is Borel measurable on K ×K = K
2
and hence measurable in the product σ-algebra on K2. By Fubini’s theorem
we have∫
Λ1
∫
Λ2
〈f(gh1), f(gh2)〉 dgdh1 =
∫
Λ1×Λ2
〈f(gh1), f(gh2)〉 d(h1, g)
and in particular the iterated integral exists. Furthermore, K × K2 →
K2 : (h2, h1, g) 7→ (gh1, gh2) is continuous, so K × K
2 → C : (h2, h1, g) 7→
6
〈f(gh1), f(gh2)〉 is measurable in the product σ-algebra of K and K
2. Hence
by Fubini’s theorem∫
Λ1
∫
Λ1×Λ2
〈f(gh1), f(gh2)〉 d(h1, g)dh2 =
∫
Λ1×Λ1×Λ2
〈f(gh1), f(gh2)〉 d(h2, h1, g)
and in particular, the triple integral exists, and we can do the three integrals
in any order. By Lemma 2.3 it follows that∣∣∣∣
∣∣∣∣
∫
Λ2
∫
Λ1
f(gh)dhdg
∣∣∣∣
∣∣∣∣
2
≤ µ(Λ2)
∫
Λ2
∣∣∣∣
∣∣∣∣
∫
Λ1
f(gh)dh
∣∣∣∣
∣∣∣∣
2
dg
= µ(Λ2)
∫
Λ2
〈∫
Λ1
f(gh1)dh1,
∫
Λ1
f(gh2)dh2
〉
dg
= µ(Λ2)
∫
Λ2
∫
Λ1
〈
f(gh1),
∫
Λ1
f(gh2)dh2
〉
dh1dg
= µ(Λ2)
∫
Λ2
∫
Λ1
∫
Λ1
〈f(gh1), f(gh2)〉 dh2dh1dg
= µ(Λ2)
∫
Λ1
∫
Λ1
∫
Λ2
〈f(gh1), f(gh2)〉 dgdh1dh2
and note in particular that the part of this argument after the inequality
proves that g 7→
∣∣∣∣∣∣∫Λ1 f(gh)dh
∣∣∣∣∣∣2 is measurable (and therefore its square root
too), which means that Lemma 2.3 does indeed apply to this situation. 
For the next three results we give two versions of each, one set of results
for nets, and one for sequences but with other assumptions a bit weaker.
The weaker assumptions in case of sequences are possible, since in this case
we can apply Lebesgue’s dominated convergence theorem (see the proof of
Proposition 2.6′). The case of sequences will be used in Section 4 when we
study weak mixing of all orders.
Lemma 2.5. Consider the situation in Proposition 2.2, but assume that
f : G → H is bounded and 〈f(·), x〉 measurable for all x ∈ H. The net is
still uniformly space-filling only in K, though. Assume that F : G2 → C :
(g, h) 7→ 〈f(g), f(h)〉 is Borel measurable. Then
∫
Λ
〈f(g), f(gh)〉dg exists for
all measurable Λ ⊂ G with µ(Λ) <∞, and all h ∈ G. Assume that
γh := lim
β
1
µ(Λβ)
∫
Λβ
〈f(g), f(gh)〉dg
7
exists for all h ∈ G, and that
lim
β
sup
h∈Λα
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
〈f(g), f(gh)〉dg − γh
∣∣∣∣∣ = 0 (2.5.1)
for all α. Then
lim
β
sup
h1,h2∈Λα
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
〈f(gh1), f(gh2)〉 dg − γh−1
1
h2
∣∣∣∣∣ = 0 (2.5.2)
for all α. In particular Λα × Λα ∋ (h1, h2) 7→ γh−1
1
h2
is bounded for every α.
Proof. Since F is Borel, and G → G2 : g 7→ (g, gh) is continuous, the map
G → C : g 7→ 〈f(g), f(gh)〉 is Borel for every h ∈ G, hence the integrals are
defined. Now,
sup
h1,h2∈Λα
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
〈f(gh1), f(gh2)〉 dg − γh−1
1
h2
∣∣∣∣∣
≤ sup
h1,h2∈Λα
1
µ(Λβ)
∣∣∣∣∣
∫
Λβ
〈f(gh1), f(gh2)〉 dg −
∫
Λβ
〈
f(g), f(gh−11 h2)
〉
dg
∣∣∣∣∣
+ sup
h1,h2∈Λα
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
〈
f(g), f(gh−11 h2)
〉
dg − γh−1
1
h2
∣∣∣∣∣
but since µ is a right invariant measure
1
µ(Λβ)
∣∣∣∣∣
∫
Λβ
〈f(gh1), f(gh2)〉 dg −
∫
Λβ
〈
f(g), f(gh−11 h2)
〉
dg
∣∣∣∣∣
=
1
µ(Λβ)
∣∣∣∣∣
∫
Λβh1
〈
f(g), f(gh−11 h2)
〉
dg −
∫
Λβ
〈
f(g), f(gh−11 h2)
〉
dg
∣∣∣∣∣
=
1
µ(Λβ)
∣∣∣∣∣
∫
(Λβh1)\Λβ
〈
f(g), f(gh−11 h2)
〉
dg −
∫
Λβ\(Λβh1)
〈
f(g), f(gh−11 h2)
〉
dg
∣∣∣∣∣
≤
1
µ(Λβ)
[∫
(Λβh1)\Λβ
∣∣〈f(g), f(gh−11 h2)〉∣∣ dg +
∫
Λβ\(Λβh1)
∣∣〈f(g), f(gh−11 h2)〉∣∣ dg
]
=
1
µ(Λβ)
∫
Λβ∆(Λβh1)
∣∣〈f(g), f(gh−11 h2)〉∣∣ dg
≤
µ (Λβ∆(Λβh1))
µ(Λβ)
b
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for all h1 ∈ K, where b is an upper bound for (g, h1, h2) 7→
∣∣〈f(g), f(gh−11 h2)〉∣∣,
which exists since f is bounded. This proves (2.5.2). Since f is bounded,
so is (h1, h2) 7→ 〈f(gh1), f(gh2)〉 and its integral with respect to g over Λβ.
Hence (2.5.2) implies that Λα × Λα ∋ (h1, h2) 7→ γh−1
1
h2
is bounded. 
Lemma 2.5′. Consider the situation in Lemma 2.5, except that {Λα} need
not be uniform. Assume
γh := lim
β
1
µ(Λβ)
∫
Λβ
〈f(g), f(gh)〉dg
exists for all h ∈ G. (We need not assume 2.5.1.) Then
lim
β
1
µ(Λβ)
∫
Λβ
〈f(gh1), f(gh2)〉 dg = γh−1
1
h2
for all h1 ∈ K and h2 ∈ G.
Proof. Simply repeat Lemma 2.5 ’s proof without the sup ’s. 
Proposition 2.6. Consider the situation in Lemma 2.5. Assuming that
K2 → C : (h1, h2) 7→ γh−1
1
h2
is Borel measurable, we have
lim
β
1
µ(Λβ)
∫
Λα
∫
Λα
∫
Λβ
〈f(gh1), f(gh2)〉 dgdh1dh2 =
∫
Λα
∫
Λα
γh−1
1
h2
dh1dh2
for all α.
Proof. The triple integral exists by Proposition 2.4. The double integral
exists by Fubini’s theorem, since (h1, h2) 7→ γh−1
1
h2
is bounded on Λα × Λα
for every α by Lemma 2.5. Then∣∣∣∣∣ 1µ(Λβ)
∫
Λα
∫
Λα
∫
Λβ
〈f(gh1), f(gh2)〉 dgdh1dh2 −
∫
Λα
∫
Λα
γh−1
1
h2
dh1dh2
∣∣∣∣∣
≤ µ(Λα)
2 sup
h1,h2∈Λα
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
〈f(gh1), f(gh2)〉 dgdh1dh2 − γh−1
1
h2
∣∣∣∣∣
→ 0
in the β limit by Lemma 2.5. 
Proposition 2.6′. Consider the situation in Lemma 2.5′, but assume the
space-filling net in K is in fact a sequence {Λn}n∈N. Then
lim
n→∞
1
µ(Λn)
∫
Λm
∫
Λm
∫
Λn
〈f(gh1), f(gh2)〉 dgdh1dh2 =
∫
Λm
∫
Λm
γh−1
1
h2
dh1dh2
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for all m, and in particular these integrals exist.
Proof. The triple integral exists by Proposition 2.4. Let b be an upper
bound for (g, h1, h2) 7→ |〈f(gh1), f(gh2)〉|, which exists since f is bounded.
Fix any m ∈ N, and set
An(h1, h2) :=
1
µ(Λn)
∫
Λn
〈f(gh1), f(gh2)〉 dg
for all h1, h2 ∈ Λm and all n. Note that An(h1, h2) exists and is a mea-
surable function of h1 because of the existence of the triple integral. Then
|An(h1, h2)| ≤
1
µ(Λn)
∫
Λn
bdg = b, which implies that the sequence An(·, h2)
with h2 fixed, is dominated by B : Λm → R : h 7→ b. But B ∈ L
1(Λm, µ),
namely
∫
Λm
|B| dµ = bµ(Λm) < ∞, hence Λm ∋ h1 7→ γh−1
1
h2
is in L1(Λm, µ)
and
lim
n→∞
∫
Λm
An(h1, h2)dh1 =
∫
Λm
γh−1
1
h2
dh1
by Lebesgue’s dominated convergence theorem and Lemma 2.5′. Note in
particular that the last integral exists. Now set
Cn(h2) :=
∫
Λm
An(h1, h2)dh1
for all h2 ∈ Λm, and keep in mind that this exists and is a measurable function
of h2 by Proposition 2.4, as for An(·, h2) earlier. Then |Cn(h2)| ≤
∫
Λm
bdh1 ≤
µ(Λm)b, so the sequence Cn is dominated by D : Λm → R : h 7→ µ(Λm)b, and
D ∈ L1(Λm, µ). Hence by Lebesgue’s dominated convergence theorem, the
function
Λm ∋ h2 7→
∫
Λm
γh−1
1
h2
dh1
is in L1(Λm, µ), and
lim
n→∞
∫
Λm
Cn(h2)dh2 =
∫
Λm
∫
Λm
γh−1
1
h2
dh1dh2
as required. 
Now we can finally state a van der Corput lemma:
Theorem 2.7. Let G be a second countable topological group with right in-
variant measure µ. Let {Λα} be a uniformly space-filling net in a Borel
measurable subsemigroup K of G. Consider a bounded f : G → H, with
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H a Hilbert space, such that 〈f(·), x〉 and 〈f(·), f(·)〉 : G2 → C are Borel
measurable (for all x ∈ H). Assume that
γh := lim
β
1
µ(Λβ)
∫
Λβ
〈f(g), f(gh)〉dg
exists for all h ∈ G, and that
lim
β
sup
h∈Λα
∣∣∣∣∣ 1µ(Λβ)
∫
Λβ
〈f(g), f(gh)〉dg − γh
∣∣∣∣∣ = 0
for all α. Assume furthermore G→ C : h 7→ γh is Borel measurable and that
lim
α
1
µ(Λα)2
∫
Λα
∫
Λα
γh−1
1
h2
dh1dh2 = 0 . (2.7.1)
Then
lim
β
1
µ(Λβ)
∫
Λβ
fdµ = 0 .
Proof. Note that since G2 → G : (h1, h2) 7→ h
−1
1 h2 is continuous, its
composition with h 7→ γh, namely (h1, h2) 7→ γh−1
1
h2
, is Borel. By Proposition
2.2 and Proposition 2.4 we just have to show that for any ε > 0 there is an
α and β0 such that |Aαβ | < ε for all β > β0 where
Aαβ :=
1
µ(Λβ)
1
µ(Λα)2
∫
Λα
∫
Λα
∫
Λβ
〈f(gh1), f(gh2)〉 dgdh1dh2 .
But this follows from Proposition 2.6 and our assumptions, namely
lim
α
lim
β
Aαβ = lim
α
1
µ(Λα)2
∫
Λα
∫
Λα
γh−1
1
h2
dh1dh2 = 0 . 
Next we give a van der Corput lemma for a space-filling sequence instead
of a net:
Theorem 2.7′. Let G be a second countable topological group with right
invariant measure µ. Let {Λn} be a uniformly space-filling sequence in a
Borel measurable subsemigroup K of G. Consider a bounded f : G → H,
with H a Hilbert space, such that 〈f(·), x〉 and 〈f(·), f(·)〉 : G2 → C are Borel
measurable (for all x ∈ H). Assume
γh := lim
n→∞
1
µ(Λn)
∫
Λn
〈f(g), f(gh)〉dg
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exists for all h ∈ G. Also assume that
lim
m→∞
1
µ(Λm)2
∫
Λm
∫
Λm
γh−1
1
h2
dh1dh2 = 0 (2.7
′.1)
(note that the integral exists by Proposition 2.6′). Then
lim
n→∞
1
µ(Λn)
∫
Λn
fdµ = 0 .
Proof. Just as for Theorem 2.7, but using Proposition 2.6′ instead of 2.6,
and therefore without the need to show that (h1, h2) 7→ γh−1
1
h2
is Borel. 
Theorem 2.7′ is the version of the van der Corput lemma that we will
apply in Section 4 to prove that weak mixing implies weak mixing of all
orders. However, we still need a few refinements regarding conditions (2.7.1)
and (2.7′.1):
Lemma 2.8. Let G be a second countable topological group with left invariant
measure µ. Let Λ ⊂ G be Borel and µ(Λ) < ∞, and S ⊂ G Borel such that
Λ−1Λ :=
{
h−11 h2 : h1, h2 ∈ Λ
}
⊂ S. For a Borel f : G→ R+ we then have∫
Λ
∫
Λ
f(h−11 h2)dh1dh2 ≤ µ(Λ)
∫
S
fdµ .
Proof. Let χ denote characteristic functions, and set ϕ : Λ × Λ → G :
(h1, h2) 7→ h
−1
1 h2. Then f ◦ ϕ is Borel on Λ × Λ, and therefore measurable
in the product σ-algebra on Λ×Λ obtained from Λ ’s Borel σ-algebra, since
ϕ is continuous. Let Y ⊂ Λ−1Λ be Borel in G. For W ⊂ G × G, let
Wg := {h : (g, h) ∈ W}. Then, since ϕ
−1(Y ) is Borel in Λ × Λ and hence
Borel in G×G, it follows that ϕ−1(Y ) is in the product σ-algebra on G×G,
hence we can consider (µ× µ) (ϕ−1(Y )) =
∫
Λ
µ (ϕ−1(Y )g) dg. Now
ϕ−1(Y ) =
{
(g, gh) : h ∈ Y, g ∈ Λ ∩
(
Λh−1
)}
⊂ {(g, gh) : h ∈ Y, g ∈ Λ} =: V
but Vg = gY , therefore µ (ϕ
−1(Y )g) ≤ µ(Vg) = µ(gY ) = µ(Y ), since µ is a
left invariant. Hence∫
Λ×Λ
χY ◦ ϕd(µ× µ) = (µ× µ)
(
ϕ−1(Y )
)
≤ µ(Λ)µ(Y )
= µ(Λ)
∫
S
χY dµ
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There is an increasing sequence fn : S → R
+ of simple functions converg-
ing pointwise to f . From the above we know that∫
Λ×Λ
fn ◦ ϕd(µ× µ) ≤ µ(Λ)
∫
S
fndµ
and by applying Lebesgue’s monotone convergence first on the right and then
of the left of this inequality, we obtain∫
Λ
∫
Λ
f
(
h−11 h2
)
dh1dh2 =
∫
Λ×Λ
f ◦ ϕd(µ× µ) ≤ µ(Λ)
∫
S
fdµ
as required, where we have used Fubini’s theorem, which holds in this case,
since f is non-negative. 
Proposition 2.9. Let G be a second countable topological group with left
invariant measure µ. Let {Λα} be a uniformly space-filling net in a Borel
measurable subsemigroup K of G. Consider a Borel measurable function
γh : G→ C. Also assume that each Λα is open, and that
lim
α
1
µ(Λα)
∫
Λ−1α Λα
|γh| dh = 0 .
Then
lim
α
1
µ(Λα)2
∫
Λα
∫
Λα
γh−1
1
h2
dh1dh2 = 0
if the iterated integral exists for all α ≥ α0 for some α0.
Proof. Since Λα is open, Λ
−1
α Λα is Borel, and so∣∣∣∣ 1µ(Λα)2
∫
Λα
∫
Λα
γh−1
1
h2
dh1dh2
∣∣∣∣ ≤ 1µ(Λα)2
∫
Λα
∫
Λα
∣∣∣γh−1
1
h2
∣∣∣ dh1dh2
≤
1
µ(Λα)
∫
Λ−1α Λα
|γh| dh
by Lemma 2.8. 
As opposed to Theorems 2.7 and 2.7′, the measure in this proposition has
to be left invariant, hence when it is applied in tandem with Theorem 2.7
or 2.7′, the measure will have to be invariant. Clearly Proposition 2.9 would
also work if Λα wasn’t necessarily open, but we had Λ
−1
α Λα ⊂ Sα with Sα
measurable and limα
∫
Sα
|γh| dh = 0.
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3 Weak mixing
In this section we define weak mixing, and study some of its characterizations
using simple tools like density limits. This sets the stage for our study of
weak mixing of all orders in the next section. The discussion here is in a
fairly abstract setting, which for the most part does not require the net {Λα}
to be space-filling. As we will see, the net is only required to be space-filling
in order for the definition of weak mixing to be independent of the net being
used, and in the next section in the final step of the proof of weak mixing to
all orders, where the van der Corput lemma is used.
Definition 3.1. Dynamical system, measure preserving dynamical
system. Let (X,Σ, ν) be a probability space. Let K be any semigroup. For
each g ∈ K let Tg : X → X be such that Tg ◦ Th = Tgh for all g, h ∈ K.
Denote g 7→ Tg by T . If T
−1
g (Σ) ⊂ Σ for all g ∈ K, then (X,Σ, ν, T,K) is
called a dynamical system (over K; at times it will be convenient to explicitly
state the semigroup). If, additionally, ν(T−1g (A)) = ν(A) for all A ∈ Σ and
g ∈ K, then (X,Σ, ν, T,K) is called a measure preserving dynamical system.
For a group (respectively semigroup) G, let MG denote the set of all
group (respectively semigroup) homomorphisms G→ G.
Definition 3.2. Weak mixing and ergodicity. Let K be a semigroup
with a σ-algebra and a measure µ. Let {Λα} be a net of measurable subsets
of K, such that µ(Λα) > 0 for α large enough, and with µ(Λα) <∞ for every
α. Let M ⊂ MK . Assume that (X,Σ, ν, T,K) is a dynamical system and
that g 7→ ν(A0 ∩ T
−1
ϕ(g)(A1)) is measurable for all A0, A1 ∈ Σ and all ϕ ∈M .
(i) (X,Σ, ν, T,K) is said to be M-weakly mixing relative to {Λα}, if
lim
α
1
µ(Λα)
∫
Λα
∣∣∣ν(A0 ∩ T−1ϕ(g)(A1))− ν(A0)ν(A1)∣∣∣ dg = 0
for all A0, A1 ∈ Σ, and for all ϕ ∈M .
(ii) (X,Σ, ν, T,K) is said to be M-ergodic relative to {Λα}, if
lim
α
1
µ(Λα)
∫
Λα
ν(A0 ∩ T
−1
ϕ(g)(A1))dg = ν(A0)ν(A1)
for all A0, A1 ∈ Σ, and for all ϕ ∈M .
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Remarks on Definition 3.2. In the case of K = N, Λn = {1, ..., n} and
with M = {idN}, Definition 3.2(i) corresponds to the usual definition of
weak mixing for an action of the semigroup N, as given in (1.1). Since all
homomorphisms of N are of the form n 7→ kn for some k ∈ N, one can then
easily show that {idN}-weak mixing implies MN-weak mixing.
For general K our definition of weak mixing is quite abstract. We don’t
assume the dynamical system to be measure preserving, or the net {Λα} to
be space-filling in K, simply because these assumptions are unnecessary in
many of the results that follow, though they are required when proving M-
weak mixing of all orders. In “practical” cases that one usually studies in
ergodic theory, one would expect these assumptions to hold, for example Λn
mentioned above is space-filling in N. Under these assumptions, we will see
in Corollary 3.10 that the definition of weak mixing is independent of the
space-filling net we use, i.e. if a measure preserving dynamical system is M-
weakly mixing relative to one space-filling net, then it is M-weakly mixing
relative to all space-filling nets in K. The proof of Corollary 3.10, as well as
the parts of Propositions 3.8 and 3.9 which are used in this proof, are the
only places in this paper where we will use ergodicity.
In general the assumption that a dynamical system is M-weakly mixing,
is a restriction on M , since for example one would not expect g 7→ ν(A0 ∩
T−1ϕ(g)(A1)) to even be measurable for all homomorphisms ϕ : K → K.
As a last remark, note that if K has an identity e, and the homomorphism
given by ϕ0(g) = e for all g ∈ G was in M , then the system wouldn’t be
M-weakly mixing, hence we wouldn’t want ϕ0 to be in M . We mention this
simply because ϕ0 does appear in the theory to follow, but not as an element
of M .
We now turn to a few technical tools which we will need in Section 4.
Definition 3.3. Density zero, density limit. Let (G, µ) be a measure
space (with G not necessarily a group or semigroup) and {Λα} a net of
measurable subsets of G. Assume that µ(Λα) > 0 for α large enough, and
that µ(Λα) <∞ for every α.
(i) A set R ⊂ G is said to have density zero relative to {Λα}, and we write
D{Λα}(R) = 0 if and only if there exists a measurable set S ⊂ G, with
R ⊂ S such that
lim
α
µ(Λα ∩ S)
µ(Λα)
= 0 .
(ii) We say that f : G → L, with L a real or complex normed space, has
density limit a ∈ L relative to {Λα}, if and only if for each ε > 0,
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D{Λα}(Sε) = 0, where
Sε := {h ∈ G : ‖f(h)− a‖ ≥ ε} ,
and we write it as
D{Λα}- lim f = D{Λα}- lim
h
f(h) = a .
Note that if R and S have density zero relative to {Λα} and V ⊂ S, then
R ∩ S, R ∪ S and V also have density zero relative to {Λα}.
Proposition 3.4. Let f, g : G → L with (G, µ) and L as in Definition 3.3,
and assume that
D{Λα}- lim f = a and D{Λα}- lim g = b .
Then
D{Λα}- lim(f + g) = a+ b
and
D{Λα}- lim(βf) = βa
for any β ∈ C. Furthermore, if f, g are real-valued functions and f(h) ≤ g(h)
for all h ∈ G, then a ≤ b.
Proof. For each ε > 0, let
Rε := {h ∈ G : ‖f(h)− a‖ ≥ ε} and Sε := {h ∈ G : ‖g(h)− b‖ ≥ ε} .
By definition, Rε and Sε have density zero relative to {Λα}. Let
Vε := {h ∈ G : ‖(f + g)(h)− (a+ b)‖ ≥ ε}
and
V ′ε := {h ∈ G : ‖f(h)− a‖ + ‖g(h)− b‖ ≥ ε} .
Since ‖(f+g)(h)−(a+b)‖ ≤ ‖f(h)−a‖+‖g(h)−b‖, it is clear that Vε ⊂ V
′
ε .
Also, clearly V ′ε ⊂ R ε2 ∪ S
ε
2
. But R ε
2
∪ S ε
2
has density zero relative to {Λα},
and hence the same holds for V ′ε and then Vε. Hence
D{Λα}- lim(f + g) = a + b .
Letting Wε := {h ∈ G : ‖(βf)(h) − βa‖ ≥ ε}, it is easily seen that Wε
has density zero relative to {Λα}, hence
D{Λα}- lim(βf) = βa .
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Finally, suppose that f, g are real-valued functions, i.e. L = R, and f(h) ≤
g(h) for all h ∈ G. From the previous two results in this proposition, we
have that
D{Λα}- lim(g − f) = b− a .
Hence for any ε > 0, the set
W ′ε := {h ∈ G : |(g − f)(h)− (b− a)| ≥ ε}
has density zero relative to {Λα}. Suppose now that b − a =: ρ < 0. Since
(g − f)(h) ≥ 0 for all h ∈ G, we must have that the set W ′|ρ|/2 consists of all
of G. Hence
µ(Λα ∩W
′
|ρ|/2)
µ(Λα)
=
µ(Λα)
µ(Λα)
= 1 ,
contradicting the stated fact that W ′|ρ|/2 has density zero relative to {Λα}.
Therefore b− a ≥ 0. 
We now give a Koopman-von Neumann type lemma:
Lemma 3.5. Let (G, µ) be a measure space, and let {Λα} be a net of mea-
surable subsets of G. Assume that µ(Λα) > 0 for α large enough, and that
µ(Λα) < ∞ for every α. Let f : G → [0,∞) be bounded and measurable.
Then the following are equivalent:
(1) D{Λα}-lim f = 0
(2) lim
α
1
µ(Λα)
∫
Λα
f dµ = 0
Proof. For every ε > 0, let Sε := {h ∈ G : f(h) ≥ ε}, which is a measurable
set, since f is measurable.
(1) ⇒ (2): From (1) we have that each Sε has density zero relative to
{Λα}. Given any ε > 0 and index α, consider the term
1
µ(Λα)
∫
Λα
fdµ =
1
µ(Λα)
∫
Λα∩Sε
f dµ+
1
µ(Λα)
∫
Λα∩Scε
fdµ .
Since Sε has density zero relative to {Λα}
0 ≤
1
µ(Λα)
∫
Λα∩Sε
f dhµ ≤
µ (Λα ∩ Sε)
µ(Λα)
sup f(G)→ 0
in the α limit. Also,
0 ≤
1
µ(Λα)
∫
Λα∩Scε
f dµ ≤
µ (Λα ∩ S
c
ε)
µ(Λα)
ε ≤ ε
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hence
lim
α
1
µ(Λα)
∫
Λα
fdµ = 0 .
(2) ⇒ (1): Clearly εχSε ≤ f . Also note that D{Λα} (Sε) = 0, since Sε is
measurable and
ε
µ (Λα ∩ Sε)
µ (Λα)
≤
1
µ(Λα)
∫
Λα
fdµ
which tends to zero in the α limit. 
Corollary 3.6. Consider the situation in Lemma 3.5, except that we use
f : G→ R, assumed to be bounded and measurable. Then
lim
α
1
µ(Λα)
∫
Λα
[f(h)]2 dh = 0
if and only if
lim
α
1
µ(Λα)
∫
Λα
|f(h)| dh = 0 .
Proof. Given any ε > 0. Let
Sε := {h ∈ G : [f(h)]
2 ≥ ε2} = {h ∈ G : |f(h)| ≥ ε}.
Suppose that limα
1
µ(Λα)
∫
Λα
[f(h)]2 dh = 0, i.e. D{Λα}-limh[f(h)]
2 = 0 by
Lemma 3.5. By the definition of the density limit we have D{Λα}(Sε) = 0.
Since ε > 0 is arbitrary, we conclude that D{Λα}-lim |f | = 0, and hence
limα
1
µ(Λα)
∫
Λα
|f(h)| dh = 0 by Lemma 3.5.
The converse follows similarly. 
As a result, the |·| in Definition 3.2(i) of weak mixing, can be replaced by
[·]2.
Lemma 3.7. Consider the situation in Lemma 3.5, except that we use f :
G→ C, assumed to be bounded and measurable. Let β ∈ C.
If
lim
α
1
µ(Λα)
∫
Λα
f(h)dh = β
and
lim
α
1
µ(Λα)
∫
Λα
[f(h)]2dh = β2 ,
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then
lim
α
1
µ(Λα)
∫
Λα
[f(h)− β]2 dh = 0 .
Proof. This follows immediately if we note that
1
µ(Λα)
∫
Λα
[f(h)− β]2 dh
=
1
µ(Λα)
∫
Λα
(
[f(h)]2 − 2βf(h) + β2
)
dh
→ 0
in the α limit. 
Next we consider standard characterizations of weak mixing, that we
will need. The first proposition does not require the system to be measure
preserving, but the second does.
Proposition 3.8. Let K be a semigroup with a σ-algebra and a measure µ,
and let {Λα} be a net of measurable subsets of K. Assume that µ(Λα) > 0
for α large enough, and that µ(Λα) < ∞ for every α. Let M ⊂ MK. Let
(X,Σ, ν, T,K) be a dynamical system. Set (T ×T )h = Th×Th for all h ∈ K,
where (Th×Th)(x1, x2) = (Th(x1), Th(x2)) for all (x1, x2) ∈ X×X. Consider
the following statements:
(1) (X,Σ, ν, T,K) is M-weakly mixing relative to {Λα}.
(2) (X ×X,Σ× Σ, ν × ν, T × T,K) is M-weakly mixing relative to {Λα}.
(3) (X ×X,Σ× Σ, ν × ν, T × T,K) is M-ergodic relative to {Λα}.
(4) D{Λα}-limh ν(A0 ∩ T
−1
φ(h)(A1)) = ν(A0)ν(A1) for all A0, A1 ∈ Σ and for
each ϕ ∈ M .
Then (1) and (4) are equivalent. Also, (2) implies (3), which in turn im-
plies(1).
Proof. (1)⇔ (4): Given any ϕ ∈M , let f(h) :=
∣∣∣ν(A0 ∩ T−1ϕ(h)(A1))− ν(A0)ν(A1)∣∣∣,
and apply Lemma 3.5.
(2) ⇒ (3): Follows immediately from Definition 3.2.
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(3) ⇒ (1): Let A0, A1 ∈ Σ and ϕ ∈M . We have
lim
α
1
µ(Λα)
∫
Λα
ν(A0 ∩ T
−1
ϕ(g)(A1))dg
= lim
α
1
µ(Λα)
∫
Λα
(ν × ν)((A0 ×X) ∩ (Tϕ(g) × Tϕ(g))
−1(A1 ×X))dg
= (ν × ν)(A0 ×X)(ν × ν)(A1 ×X)
= ν(A0)ν(A1) ,
and also
lim
α
1
µ(Λα)
∫
Λα
ν(A0 ∩ T
−1
ϕ(g)(A1))
2dg
= lim
α
1
µ(Λα)
∫
Λα
(ν × ν)((A0 ×A0) ∩ (Tϕ(g) × Tϕ(g))
−1(A1 × A1))dg
= (ν × ν)(A0 ×A0)(ν × ν)(A1 × A1)
= ν(A0)
2ν(A1)
2 .
Therefore by Lemma 3.7 we have that
lim
α
1
µ(Λα)
∫
Λα
(ν(A0 ∩ T
−1
ϕ(g)(A1))− ν(A0)ν(A1))
2dg = 0,
and it follows from Corollary 3.6 that (X,Σ, ν, T,K) is M-weakly mixing
relative to {Λα}. 
Proposition 3.9. Consider the situation in Proposition 3.8, but also as-
sume that the dynamical system (X,Σ, ν, T,K) is measure preserving. Then
the following are equivalent:
(1) (X,Σ, ν, T,K) is M-weakly mixing relative to {Λα}.
(2) (X ×X,Σ× Σ, ν × ν, T × T,K) is M-weakly mixing relative to {Λα}.
(3) (X ×X,Σ× Σ, ν × ν, T × T,K) is M-ergodic relative to {Λα}.
(4) lim
α
1
µ(Λα)
∫
Λα
∣∣〈f1, f2 ◦ Tϕ(h)〉 − 〈f1, 1〉〈1, f2〉∣∣ dh = 0 and h 7→ 〈f1, f2 ◦
Tϕ(h)〉 is measurable for all f1, f2 ∈ L
2(ν) and for each ϕ ∈M .
Proof. By Proposition 3.8, we already have (2) ⇒ (3) ⇒ (1). Now for the
rest:
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(1) ⇒ (2): Given any ϕ ∈M and A,B,C,D ∈ Σ, we have
|ν × ν((A× C) ∩ (T × T )−1ϕ(h)(B ×D))− ν × ν(A× C)ν × ν(B ×D)|
= |ν(A ∩ T−1ϕ(h)(B))ν(C ∩ T
−1
ϕ(h)(D))− ν(A)ν(B)ν(C)ν(D)|
≤ ν(A ∩ T−1ϕ(h)(B))|ν(C ∩ T
−1
ϕ(h)(D))− ν(C)ν(D)|
+ ν(C)ν(D)|ν(A ∩ T−1ϕ(h)(B))− ν(A)ν(B)|
≤ ν(A)|ν(C ∩ T−1ϕ(h)(D))− ν(C)ν(D)|
+ ν(C)ν(D)|ν(A ∩ T−1ϕ(h)(B))− ν(A)ν(B)| .
Hence by 3.8(1 and 4) and Proposition 3.4,
D{Λα}- lim
h
|ν×ν((A×C)∩(T×T )−1ϕ(h)(B×D))−ν×ν(A×C)ν×ν(B×D)| = 0 .
So again by 3.8(1 and 4), and since the system is measure preserving and the
rectangles form a semi-algebra that generates Σ × Σ, the proof follows in a
standard way (see e.g. [12]).
(1) ⇒ (4): This is true if f1, f2 are characteristic functions of measurable
sets and given any ϕ ∈ M . The desired result is obtained by forming linear
combinations and approximating in a standard way (see e.g. [12]).
(4) ⇒ (1): This follows by taking f1 and f2 to be characteristic functions of
measurable sets, given any ϕ ∈M . 
We can now show that the definition of M-weak mixing relative to a
space-filling net, is independent of the space-filling net being used:
Corollary 3.10. If a measure preserving dynamical system (X,Σ, ν, T,K)
is M-weakly mixing relative to some space-filling net in K, then it is M-
weakly mixing relative to every space-filling net in K.
Proof. In [3] it is shown that the ergodicity of a measure-preserving dynam-
ical system is independent of the space-filling net being used, and the proof
holds for M-ergodicity, as we defined it here, as well. Hence M-weak mixing
is also independent of the space-filling net, by the equivalence in Proposition
3.9(1 and 3). 
4 Weak mixing of all orders
In this section we show that weak mixing implies weak mixing of all orders.
Our approach is strongly influenced by that of [8] for the case of the group
Z. The proof is by induction, two steps of which are given by the following:
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Proposition 4.1. Let K be a semigroup with a σ-algebra and measure µ, and
assume that K has an identity element e. Let {Λα} be a net of measurable
subsets of K such that µ(Λα) > 0 for α large enough, and with µ(Λα) <
∞ for every α. Let M ⊂ MK. Now we will use the following notation:
(X,Σ, ν, T,K) will denote any measure preserving dynamical system, but with
K fixed, and id will denote the identity mapping X → X. Let ω(f) :=∫
X
fdν for all f ∈ L∞(ν), and let (ω ⊗ ω) (f) :=
∫
X×X
fd(ν × ν) for all
f ∈ L∞(ν × ν). Given k ∈ N, let ϕ1, ...ϕk denote elements of M , and let
f0, ..., fk denote real-valued elements of L
∞(ν). Let ϕ0(h) = e for all h ∈ K.
Consider the following statements (where the existence of the integrals
contained in each statement form part of that statement):
1[ k]: The integral
∫
Λα
ω
(∏k
j=0 fj ◦ Tϕj(g)
)
dg exists for all α ≥ α0 for
some α0, and
lim
α
1
µ(Λα)
∫
Λα
(
ω
(
k∏
j=0
fj ◦ Tϕj(g)
)
−
k∏
j=0
ω(fj)
)2
dg = 0 .
2[ k]: lim
α
1
µ(Λα)
∫
Λα
ω
(
k∏
j=0
fj ◦ Tϕj(g)
)
dg =
k∏
j=0
ω(fj) .
3[ k]: For κ :=
∏k
j=1 ω(fj), we have
lim
α
∥∥∥∥∥ 1µ(Λα)
∫
Λα
k∏
j=1
fj ◦ Tϕj(g)dg − κ
∥∥∥∥∥
L2(ν)
= 0 .
Then
(i) 1[ k] implies 2[ k].
(ii) If 3[ k] holds for all measure preserving dynamical systems over K with
Te = id which are M-weakly mixing relative to the given net {Λα},
and all f1, ..., fk and all ϕ1, ..., ϕk with ϕj 6= ϕl when j 6= l for j, l ∈
{1, ..., k}, then 1[ k] also holds for all measure preserving dynamical
systems over K with Te = id which are M-weakly mixing relative to
{Λα} and all f0, ..., fk and all ϕ1, ..., ϕk with ϕj 6= ϕl when j 6= l for
j, l ∈ {1, ..., k}.
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Proof. (i) Use Corollary 3.6.
(ii) The strong convergence in 3[k] implies weak convergence, i.e.
lim
α
〈
1
µ(Λα)
∫
Λα
k∏
j=1
fj ◦ Tϕj(g) dg, f0
〉
= 〈κ · 1, f0〉
= ω (κf0)
=
k∏
j=0
ω(fj).
Furthermore, by the definition of the integral, and from the assumption that
Tϕ0(h) = Te = id, we have that
lim
α
〈
1
µ(Λα)
∫
Λα
k∏
j=1
fj ◦ Tϕj(g) dg, f0
〉
= lim
α
1
µ(Λα)
〈∫
Λα
k∏
j=1
fj ◦ Tϕj(g) dg, f0
〉
= lim
α
1
µ(Λα)
∫
Λα
〈
k∏
j=1
fj ◦ Tϕj(g), f0
〉
dg
= lim
α
1
µ(Λα)
∫
Λα
ω
(
k∏
j=0
fj ◦ Tϕj(g)
)
dg ,
hence
lim
α
1
µ(Λα)
∫
Λα
ω
(
k∏
j=0
fj ◦ Tϕj(g)
)
dg =
k∏
j=0
ω(fj) (4.1.1)
and in particular the integral on the left exists for all α ≥ α0 for some α0.
Since by Proposition 3.9(1 and 2) the product system (X × X,Σ × Σ, ν ×
ν, T × T,K) is an M-weak mixing dynamical system relative to {Λα}, and
the product system is measure preserving with (T × T )e = id × id, we can
apply (4.1.1) to the product system to obtain
lim
α
1
µ(Λα)
∫
Λα
(ω ⊗ ω)
(
k∏
j=0
(fj ⊗ fj) ◦ (T × T )ϕj(g)
)
dg
=
k∏
j=0
(ω ⊗ ω)(fj ⊗ fj).
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where for every f1, f2 ∈ L
∞(ν) we define f1 ⊗ f2 : X × X → R by (f1 ⊗
f2)(x1, x2) := f1(x1)f2(x2) for all (x1, x2) ∈ X × X . By Fubini’s theorem,
namely (ω ⊗ ω) (f1 ⊗ f2) = ω (f1)ω (f2) for all f1, f2 ∈ L
∞(ν), we have
lim
α
1
µ(Λα)
∫
Λα
ω
(
k∏
j=0
fj ◦ Tϕj(g)
)2
dg =
k∏
j=0
ω(fj)
2 ,
proving 1[k] by Lemma 3.7. 
Note that the only property of weak mixing which is used in Proposition
4.1’s proof, is that if a dynamical system is M-weakly mixing and measure
preserving, then so is its product with itself. This is the only reason that the
systems in Proposition 4.1 are required to be measure preserving, otherwise
Proposition 3.9(1 and 2) would not apply. Proposition 4.1 would still hold
if we considered dynamical systems with some abstract property, call it E,
instead of “M-weak mixing and measure preserving”, as long as the product
of an E dynamical system with itself is again an E dynamical system. In
particular, even though Proposition 4.1 is expressed in terms of functions
instead of sets, we did not need the characterization of M-weak mixing in
terms of functions, given by Proposition 3.9(4).
In order to complete the induction argument, we need 1[1], and that if
2[k − 1] holds for all measure preserving dynamical systems over K with
Te = id which are M-weakly mixing relative to {Λα}, then the same is true
for 3[k]. The latter requires some more work, and we will need to specialize
the M that we will allow. Firstly note that for an abelian group G and any
homomorphisms ϕ1 and ϕ2 of G, the function ϕ
′ : G→ G defined by
ϕ′(g) := ϕ2(g)ϕ1(g)
−1 (4.1)
is also a homomorphism of G. Even though from now on we will use only
abelian groups, we will continue to use multiplicative notation, as in (4.1).
Definition 4.2. Let G be an abelian group and let M ⊂ MG. We call
M translational if for all ϕ1, ϕ2 ∈ M with ϕ1 6= ϕ2, the homomorphism ϕ
′
defined by (4.1) is also in M .
Proposition 4.3. Let G be an abelian group with a σ-algebra and measure µ,
and let M ⊂MG be translational. Let (X,Σ, ν, T, G) be a measure preserving
dynamical system. Let ω(f) :=
∫
X
fdν for all f ∈ L∞(ν). Let {Λα} be a net
of measurable subsets of K with µ(Λα) < ∞ for all α, and µ(Λβ) > 0 for β
large enough. Set ϕ0(g) = e for all g ∈ G. Assume that for some k ∈ N
lim
α
1
µ(Λα)
∫
Λα
ω
(
k−1∏
j=0
fj ◦ Tϕj(g)
)
dg =
k−1∏
j=0
ω(fj)
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for all real-valued f0, ..., fk−1 ∈ L
∞(ν) and all ϕ1, ..., ϕk−1 ∈M with ϕj 6= ϕl
when j 6= l for j, l ∈ {1, ..., k − 1}, and in particular the existence of the
integral over Λα and the limit is assumed. Now set
uh :=
k∏
j=1
fj ◦ Tϕj(h) − κ
for all h ∈ K, where κ :=
∏k
j=1 ω(fj), for a given set of real-valued fj ∈
L∞(ν) and ϕj ∈M with ϕj 6= ϕl when j 6= l for j, l ∈ {1, ..., k}. Then
γh := lim
α
1
µ(Λα)
∫
Λα
〈ug, ugh〉 dg
exists (where 〈·, ·〉 is taken in L2(ν); L∞(ν) ⊂ L2(ν) since ν(X) <∞), and
γh =
k∏
j=1
ω
(
fj
(
fj ◦ Tϕj(h)
))
− κ2
for all h ∈ K.
Proof. We have
〈ug, ugh〉
=
∫
X
(
k∏
j=1
fj ◦ Tϕj(g) − κ
)(
k∏
l=1
fl ◦ Tϕl(gh) − κ
)
dν
=
∫
X
[
k∏
j=1
(
fj ◦ Tϕj(g)
) (
fj ◦ Tϕj(gh)
)
− κ
k∏
j=1
fj ◦ Tϕj(g) − κ
k∏
j=1
fj ◦ Tϕj(gh)
]
dν + κ2
and note that all three these last integrals exist, since fj ◦Tϕj(g) and products
of such functions are in L∞(ν) ⊂ L1(ν). We now consider the three integrals
in turn:
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(a) Since G is abelian and T is measure preserving,
∫
X
[
k∏
j=1
(
fj ◦ Tϕj(g)
) (
fj ◦ Tϕj(gh)
)]
dν
=
∫
X
[
k∏
j=1
(
fj ◦ Tϕj(g)
) (
fj ◦ Tϕj(h) ◦ Tϕj(g)
)]
dν
=
∫
X
{
k∏
j=1
[
fj
(
fj ◦ Tϕj(h)
)]
◦ Tϕj(g)ϕ1(g)−1
}
◦ Tϕ1(g)dν
=
∫
X
{
k∏
j=1
[
fj
(
fj ◦ Tϕj(h)
)]
◦ Tϕj(g)ϕ1(g)−1
}
d
(
ν ◦ T−1ϕ1(g)
)
=
∫
X
{
k∏
j=1
[
fj
(
fj ◦ Tϕj(h)
)]
◦ Tϕj(g)ϕ1(g)−1
}
dν
= ω
(
k−1∏
j=0
[
fj+1
(
fj+1 ◦ Tϕj+1(h)
)]
◦ Tϕ′j(g)
)
where ϕ′j(g) := ϕj+1(g)ϕ1(g)
−1 for all g ∈ G and j = 0, ..., k − 1, so ϕ′j ∈ M
for j = 1, ..., k − 1 since M is translational, ϕ′j 6= ϕ
′
l when j 6= l for j, l ∈
{1, ..., k − 1}, and ϕ′0(g) = e for all g ∈ G. Hence
lim
α
1
µ(Λα)
∫
Λα
∫
X
[
k∏
j=1
(
fj ◦ Tϕj(g)
) (
fj ◦ Tϕj(gh)
)]
dνdg =
k−1∏
j=0
ω
(
fj+1
(
fj+1 ◦ Tϕj+1(h)
))
by assumption.
(b) For the second integral, again using the fact that T is measure pre-
serving, it follows as in (a) that
lim
α
1
µ(Λα)
∫
Λα
∫
X
[
k∏
j=1
fj ◦ Tϕj(g)
]
dνdg = lim
α
1
µ(Λα)
∫
Λα
ω
([
k−1∏
j=0
fj+1 ◦ Tϕ′j(g)
])
dg
=
k−1∏
j=0
ω(fj+1)
= κ
by assumption.
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(c) Lastly, again since G is abelian and T is measure preserving,
lim
α
1
µ(Λα)
∫
Λα
∫
X
[
k∏
j=1
fj ◦ Tϕj(gh)
]
dνdg
= lim
α
1
µ(Λα)
∫
Λα
ω
(
k−1∏
j=0
(
fj+1 ◦ Tϕj+1(h)
)
◦ Tϕ′j(g)
)
dg
=
k−1∏
j=0
ω(fj+1 ◦ Tϕj+1(h))
=
k−1∏
j=0
ω(fj+1)
= κ
by assumption.
(d) From (a)-(c)
γh =
k∏
j=1
ω
(
fj
(
fj ◦ Tϕj(h)
))
− κ2
and in particular γh exists. 
We now state and prove our final result, namely that weak mixing implies
weak mixing of all orders. This is where our van der Corput lemma is finally
applied, along with Propositions 4.1 and 4.3, and the characterization of M-
weak mixing given by Proposition 3.9(1 and 4) which so far we have not
used.
Theorem 4.4. Let (X,Σ, ν, T, G) be a measure preserving dynamical sys-
tem for an abelian second countable topological group G with invariant mea-
sure µ, and with Te = id. Let M ⊂ MG be translational. Assume that
(X,Σ, ν, T, G) is M-weakly mixing relative to a uniformly space-filling se-
quence of open sets {Λn} in G, and that (X,Σ, ν, T, G) is M-weakly mixing
relative to the sequence {Λ−1n Λn}, so in particular we require µ(Λ
−1
n Λn) > 0
for n large enough and µ(Λ−1n Λn) < ∞ for every n, and where we assume
that µ(Λ−1n Λn) ≤ cµ(Λn) for n large enough and some strictly positive real
number c. Assume furthermore that G→ L∞(ν) : g 7→ f ◦Tϕ(g) is continuous
in the L∞-norm topology on L∞(ν) for all ϕ ∈M . Then
lim
n→∞
1
µ(Λn)
∫
Λn
(
ω
(
k∏
j=0
fj ◦ Tϕj(g)
)
−
k∏
j=0
ω(fj)
)2
dg = 0
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for any real-valued fj ∈ L
∞(ν) and any ϕ1, ..., ϕk ∈ M with ϕj 6= ϕl when
j 6= l for j, l ∈ {1, ..., k}, and with ϕ0(g) = e for all g ∈ G, where ω(f) :=∫
X
fdν.
Proof. We need to complete the induction argument started in Proposition
4.1, and we will continue using its notation, but with K = G. Since G →
L∞(ν) : g 7→ f ◦ Tϕ(g) is continuous, so is F : G → L
∞(ν) : g 7→
∏k
j=0 fj ◦
Tϕj(g) in the L
∞-topology. Since ν(X) = 1, we have ||f ||2 ≤ ||f ||∞ for all
f ∈ L∞(ν), so the L∞-topology is finer that the L2-topology, hence F is
continuous in the L2-topology on L∞(ν) as well. It follows that
G×G→ R : (g, h) 7→
〈
k∏
j=1
fj ◦ Tϕj(g),
k∏
j=1
fj ◦ Tϕj(h)
〉
is continuous. Keep in mind that ω
((∏k
j=1 fj ◦ Tϕj(g)
)(∏k
j=1 fj ◦ Tϕj(h)
))
=〈∏k
j=1 fj ◦ Tϕj(g),
∏k
j=1 fj ◦ Tϕj(h)
〉
. Now we write
ug :=
k∏
j=1
fj ◦ Tϕj(g) − κ
for all g ∈ G, where κ :=
∏k
j=1 ω(fj). It follows that G× G → C : (g, h) 7→
〈ug, uh〉 is continuous and therefore Borel measurable. Note that g 7→ 〈ug, x〉
is also Borel measurable for all x ∈ L2(ν). Furthermore, G→ L2(ν) : g 7→ ug
is bounded, since each fj is essentially bounded and ν(X) = 1. (We need
these properties, since we will be applying Theorem 2.7′ to the function
g 7→ ug.) Since µ(Λ
−1
n Λn) ≤ cµ(Λn), and we have M-weak mixing relative to
{Λ−1n Λn}, it follows from Proposition 3.9(1 and 4) that
lim
n→∞
1
µ(Λn)
∫
Λ−1n Λn
∣∣ω (f0 (f1 ◦ Tϕ(g)))− ω(f0)ω(f1)∣∣ dg = 0 (4.4.1)
for all ϕ ∈ M . By Proposition 4.3, assuming 2[k − 1] for all measure pre-
serving dynamical systems over G with Te = id, which are M-weakly mixing
relative to {Λα}, and of course for all f0, ..., fk−1 and all ϕ1, ..., ϕk−1 ∈ M
with ϕj 6= ϕl when j 6= l for j, l ∈ {1, ..., k − 1}, we have
γh := lim
n→∞
1
µ(Λn)
∫
Λn
〈ug, ugh〉 dg =
k∏
j=1
ω
(
fj
(
fj ◦ Tϕj(h)
))
−
k∏
j=1
ω(fj)
2
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for any f1, ..., fk and all ϕ1, ..., ϕk ∈ M with ϕj 6= ϕl when j 6= l for
j, l ∈ {1, ..., k}, for all h ∈ G. Using the identity
∏k
j=1 aj −
∏k
j=1 bj =∑k
j=1
(∏j−1
l=1 al
)
(aj − bj)
(∏k
l=j+1 bl
)
it follows that
∫
Λ−1m Λm
|γh| dh ≤
k∑
j=1
Aj
∣∣∣∣∣
k∏
l=j+1
ω(fl)
2
∣∣∣∣∣
∫
Λ−1m Λm
∣∣ω (fj (fj ◦ Tϕj(h)))− ω(fj)2∣∣ dh
where Aj := suph∈G
∣∣∣∏j−1l=1 ω (fl (fl ◦ Tϕl(h)))∣∣∣ which exists in R, since the fj
’s are essentially bounded. Note that
∫
Λ−1m Λm
|γh| dh exists, since the integrand
is continuous. Hence
lim
m→∞
1
µ(Λm)
∫
Λ−1m Λm
|γh| dh = 0
by (4.4.1). From Proposition 2.9 and Theorem 2.7′ we then have
lim
n→∞
1
µ(Λn)
∫
Λn
ugdg = 0
where the limit is taken in the L2-norm, i.e. 3[k] holds for all measure
preserving dynamical systems over G with Te = id, which are M-weakly
mixing relative to {Λα}, and all f1, ..., fk and all ϕ1, ..., ϕk ∈ M with ϕj 6=
ϕl when j 6= l for j, l ∈ {1, ..., k}. But 1[1] holds for all f0, f1 ∈ L
∞(ν)
and all ϕ ∈ M for all measure preserving dynamical systems over G with
Te = id, which areM-weakly mixing relative to {Λα}, because of Proposition
3.9(1 and 4) and Corollary 3.6, completing the induction argument started
in Proposition 4.1, and proving 1[k] for all k ∈ N. 
By Corollary 3.6, the [·]2 in the integrand in Theorem 4.4, can be replaced
by |·|, to have the same form as Definition 3.2(i) of weak mixing.
Note that if {Λ−1n Λn} is also space-filling in G, then the assumption that
the system be M-weakly mixing relative to {Λ−1n Λn} can be dropped be-
cause of Corollary 3.10. If {Λ−1n Λn} does not have the properties required
in Theorem 4.4, for example if the system is not M-weak mixing relative to
{Λ−1n Λn}, but there is some other uniformly space-filling sequence {Λ
′
n} such
that {Λ′−1n Λ
′
n} does have the required properties, then we can replace {Λn}
by {Λ′n} because of Corollary 3.10, to get weak mixing of all orders relative
to {Λ′n}. We now briefly consider examples of space-filling sequences with
the required properties.
In the simple case where G = Z with the counting measure µ, and
Λn = {−n, . . . , n} which is uniformly space-filling in Z, we have Λ
−1
n Λn =
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{−2n, . . . , 2n}, so µ(Λn) ≤ µ(Λ
−1
n Λn) ≤ 2µ(Λn) for n ≥ 1, and if the dy-
namical system is weak mixing relative to {Λn}, then it is also weak mixing
relative to Λ−1n Λn = Λ2n. Hence the conditions of Theorem 4.4 are satisfied.
Furthermore, if the system is only weak mixing relative to {0, . . . , n}, so we
are working over the semigroup N ∪ {0}, and T is injective, then it is easily
seen that it is also weak mixing relative to Λn. This implies the usual version
of weak mixing of all orders when working on the semigroup N ∪ {0}, for an
injective T .
As another example of a sequence with the properties in Theorem 4.4,
let Λm be the open ball of radius m in R
q for any positive integer q. Note
that {Λm} is a uniformly space-filling sequence in R
q. Then Λ−1m Λm = Λ2m,
which means that M-weak mixing relative to {Λm}, implies M-weak mixing
relative to {Λ−1m Λm}, while µ(Λ
−1
m Λm) = 2
qµ(Λm), as is required in Theorem
4.4.
Concerning the assumption that M is translational, a simple example
would be of the following type: Use the group G = Rq. Let M be all q × q
non-zero diagonal real matrices acting as linear operators on Rq. (We exclude
the zero matrix simply because this would makeM-weak mixing impossible.)
Then M is a translational set of homomorphisms of Rq. The same is true if
we drop the condition that the matrices be diagonal. Similarly if we work
with Zq instead of Rq and use matrices over the integers.
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