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Abstract
This thesis consists of two parts, with contributions to the analysis of dynamical
systems in continuous time and in discrete time, respectively.
In the first part, we study several models of memristor oscillators of dimension
three and four, providing for the first time rigorous mathematical results regard-
ing the rich dynamics of such memristor oscillators, both in the case of piecewise
linear models and polynomial models. Thus, for some families of discontinuous 3D
piecewise linear memristor oscillators, we show the existence of an infinite family
of invariant manifolds and that the dynamics on such manifolds can be modeled
without resorting to discontinuous models. Our approach provides topologically
equivalent continuous models with one dimension less but with one extra parameter
associated to the initial conditions. It is possible so to justify the periodic behavior
exhibited by such three dimensional memristor oscillators, by taking advantage of
known results for planar continuous piecewise linear systems.
By using the first-order Melnikov theory, we derive the bifurcation set for a three-
parametric family of Bogdanov-Takens systems with symmetry and deformation. As
an applications of these results, we study a family of 3D memristor oscillators where
the characteristic function of the memristor is a cubic polynomial. In this family we
also show the existence of an infinity number of invariant manifolds. Also, we clar-
ify some misconceptions that arise from the numerical simulations of these systems,
emphasizing the important role of invariant manifolds in these models.
In a similar way than for the 3D case, we study some discontinuous 4D piece-
wise linear memristor oscillators, and we show that the dynamics in each stratum is
topologically equivalent to a continuous 3D piecewise linear dynamical system. Some
previous results on bifurcations in such reduced systems, allow us to detect rigor-
ously for the first time a multiple focus-center-cycle bifurcation in a three-parameter
space, leading to the appearance of a topological sphere in the original model, com-
pletely foliated by stable periodic orbits.
In the second part of this thesis, we show that the two-dimensional stroboscopic
map defined by a second order system with a relay based control and a linear switch-
ing surface is topologically equivalent to a canonical form for discontinuous piecewise
linear systems. Studying the main properties of the stroboscopic map defined by
such a canonical form, the orbits of period two are completely characterized. At
last, we give a conjecture about the occurrence of the big bang bifurcation in the
previous map.
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Chapter 1
Motivation and main contributions
In this thesis, concerning the bifurcation analysis of certain families of dynamical
systems, two different problems are studied. Consequently, the thesis is formed
of two parts. In the first part, namely Chapters 2, 3 and 4, several models of
memristor oscillators of dimension three and four are investigated. In the second
part, that consists of Chapter 5, a two-dimensional stroboscopic map, defined by a
discontinuous piecewise linear system is considered. Detailed literature surveys are
presented in the individual chapters.
1.1 Motivation
A system of ordinary differential equations or a map is said to be piecewise-smooth if
the phase space can be partitioned into a finite number of regions, so that within each
region the dynamical system is smooth. These regions are separated by boundaries,
often called switching manifolds. In general, these systems can have two different
types of bifurcations. On the one hand, there can be local bifurcations, associated
to changes in a small neighborhood of the phase space belonging to the interior of
a smoothness region (v.g. a stability change for one equilibrium point), and global
bifurcations, which depend on qualitative changes affecting a subset of the phase
space of significant size (for instance, the formation of homoclinic or heteroclinic
connections). The second type of bifurcations are caused by collisions of invariant
sets with the switching manifolds, and they are usually called border-collision bifur-
cations. These bifurcations represent one of the main features of piecewise-smooth
systems as they cannot occur in smooth systems. For more details, see for instance
Zusubaliev and Mosekilde [2003], Bernardo et al. [2008a], Awrejcewicz and Lamar-
que [2003], Di Bernardo et al. [2008].
Many dynamical systems that occur in physical processes belong to the class of
piecewise-smooth systems, sometimes involving abrupt events or fast transitions. In
particular, the class of piecewise-linear (PWL, for short) systems is an important
class that appears naturally in realistic nonlinear engineering models, as certain de-
vices are accurately modeled by PWL vector fields or maps, see for instance Simpson
[2010], Avrutin et al. [2018]. This kind of models are frequent in applications from
electronic engineering and nonlinear control systems, where PWL models cannot be
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considered as idealized ones, see Tse [2003], Adamatzky and Chen [2013]. As far as
we know, the pioneering investigation of PWL systems in a rigorous way is due to
Andronov and coworkers (Andronov et al. [1966]). The lack of differentiability of
PWL systems interferes with the standard application of the classical and powerful
results that come from the theory of dynamic systems and bifurcations of differen-
tiable dynamics, see the celebrated books by Guckenheimer and Holmes [1983] and
Kuznetsov [2004]. This fact makes the endeavor of building a general theory for
PWL systems to be a impressively large work, as you must proceed via a case-study
approach.
The first part of this thesis is motivated by the few rigorous mathematical studies
on memristor oscillators that have been reported. In fact, when memristors oscilla-
tors with continuous PWL characteristics are modeled in the usual current-voltage
setting, the lack of smoothness leads to discontinuous PWL systems. Such disconti-
nuities make it difficult to get mathematical proofs about their dynamics. Thus, for
such models, many authors have described just numerically the presence of periodic
orbits and chaotic behavior (see for instance Bao et al. [2017, 2016], Chen and Li
[2014], Corinto and Forti [2017], Kengne et al. [2017], Wang et al. [2017], Zheng et al.
[2018]).
No doubt, these devices represents an emerging topic of study in modern elec-
tronic engineering, see Itoh and Chua [2008], Messias et al. [2010], Corinto et al.
[2011], Scarabello and Messias [2014], Chen and Li [2014], Corinto et al. [2015], Lli-
bre et al. [2015]. As described in Ginoux and Llibre [2016], on April 30th, 2008,
Stan Williams and co-workers (Strukov et al. [2008]) announced in the journal Na-
ture that the missing circuit element, postulated 37 years before by Leon Chua, had
been found. Afterwards, the memristor has been the object of many studies and
applications, see for instance Tetzlaff [2016], Radwan and Fouda [2015], Chua et al.
[2012], Mehonic et al. [2012].
In Chua [1971], the memristor was defined as an electronic device characterized
by a relation of type f(ϕ, q) = 0 between its flux ϕ and its charge q. Memristor is so
known as the fourth basic two-terminal circuit element, where the other three are the
resistance, the inductance and the capacitance. According to Itoh and Chua [2008]
a memristor is characterized by a continuous function q(ϕ) (respectively ϕ(q)) and
it is passive if and only if the derivative of this function W (ϕ) (respectively M(q))
is non-negative. The variable q represents the current momentum of the device
q(t) =
∫ t
−∞
i(τ)dτ
and by analogy is usually called charge, while the variable ϕ represents the voltage
momentum
ϕ(t) =
∫ t
−∞
v(τ)dτ
and is called flux, see Corinto et al. [2015]. The voltage across a charge-controlled
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memristor is given by v(t) = M(q)i(t), where
M(q) =
dϕ(q)
dq
is measured in resistance units, being called memristance. The current on a flux-
controlled memristor is defined by i(t) = W (ϕ)v(t), where
W (ϕ) =
dq(ϕ)
dϕ
is measured in conductance units and is called memductance.
In the paper Memristor Oscillators by Itoh and Chua Itoh and Chua [2008]
authors derive several nonlinear oscillators starting from Chua’s oscillators, by re-
placing every Chua’s diode with a memristor. They assume that the memris-
tor is characterized by the monotone increasing and piecewise linear nonlinearity
q(ϕ) = bϕ+ 0.5(a− b)(|ϕ+ 1| − |ϕ− 1|) or ϕ(q) = dq + 0.5(c− d)(|q + 1| − |q − 1|)
where a, b, c, d > 0. Thus, the corresponding functions W (ϕ) and M(q) become dis-
continuous piecewise-constant scalar functions. In two PWL models of third-order
(see sections 3.2 and 4.2 of the quoted paper) they detect numerically the existence
of some limit cycles but no global insight for the dynamics was pursued.
Later on, a deeper insight was sought in the articles by Messias and coworkers
(Messias et al. [2010], Scarabello and Messias [2014]). They were conscious of the
existence of a family of planes where the dynamics is to be confined, but the discon-
tinuity issue did not allow them to completely describe the found dynamics for the
different models.
The dynamics of a continuous PWL system in R3 with two or three zones can
be rather complex. In these systems, phenomena as bistability, hysteresis, instan-
taneous transitions of a stable equilibrium to chaotic attractor, and the existence
of invariant cones have been reported, see Carmona et al. [2006], Simpson [2016],
Bernardo et al. [2008b], Freire et al. [2017, 2009, 2008].
In particular, for memristor oscillators with a dimension greater than or equal to
four, cases of extreme multistability leading to coexistence of an infinite number of
attractors are reported, see Bao et al. [2018], Chen et al. [2017], Wang et al. [2018],
Yuan et al. [2017], Zhang et al. [2018]. However, a rigorous mathematical proof of
these phenomena is still lacking.
On the other hand, the motivation of the second part of this thesis comes from
the study of a conjecture given in Fossas and Granados [2013]. In such conjecture,
the presence of the so-called big bang bifurcation in a two-dimensional discontinuous
stroboscopic map defined by a discontinuous PWL system is discussed.
Discontinuous maps have been used in the modeling of switching phenomena
in electrical circuits and as Poincare´ maps associated with piecewise-smooth sys-
tems, see for instance El Aroudi et al. [2007], Avrutin et al. [2014], Olivar et al.
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[2000], Kolla´r et al. [2004]. In Avrutin et al. [2006], the concept of big-bang bi-
furcation (BB bifurcation, for short) was presented, analyzing both two and three-
dimensional parameter spaces. It was shown that BB bifurcations can be of three
kinds: period-increasing with attractor coexistence, period-increasing with period-
adding and period-increasing with chaotic inclusions. In Avrutin et al. [2007], a
codimension-N BB bifurcation point is generically defined as a point in the N -
dimensional parameter space (N ≥ 2) where an infinite number of codimension
N − 1 curves intersect. In Avrutin et al. [2011], the authors gave sufficient con-
ditions for the presence of the BB bifurcation of period incrementing type in a
piecewise one-dimensional map. An excellent review of the BB bifurcation can be
found in Granados et al. [2017].
The jump from dimension one to dimension two represents a really challenging
problem, and few works have reported the presence of the BB bifurcation in two-
dimensional maps. In Amador et al. [2014], the authors show the existence of a
BB bifurcation point in a two-dimensional system defined by a Boost Converter
controlled by centered pulse-width modulation and a zero average dynamics (ZAD,
for short) strategy. Later on, in Fossas and Granados [2013], the authors consider
the two-dimensional stroboscopic map defined by a second order system with a relay
based control and a linear switching surface, giving a conjecture about the presence
of a big bang bifurcation point in this map.
1.2 Outline of this thesis
Each chapter of this thesis is self-contained and has a detailed introduction and its
own bibliography. Therefore, we will only give a description of the main results and
tools that we use in our research.
In the first part of this thesis we study several models of memristor oscillators of
dimension three and four. In Chapter 2, we provide for the first time rigorous mathe-
matical results regarding the rich dynamics of piecewise linear memristor oscillators.
In particular, for each nonlinear oscillator given in Itoh and Chua [2008], we show
the existence of an infinite family of invariant manifolds and that the dynamics on
such manifolds can be modeled without resorting to discontinuous models. Our ap-
proach provides topologically equivalent continuous models with one dimension less
but with one extra parameter associated to the initial conditions. It is possible so to
justify the periodic behavior exhibited by three dimensional memristor oscillators,
by taking advantage of known results for planar continuous piecewise linear sys-
tems. The results of this chapter are already published in the journals International
Journal Bifurcation and Chaos and Microelectronic Engineering, see Amador et al.
[2017] and Ponce et al. [2017] respectively.
In Chapter 3, we derive the bifurcation set for a three-parametric family of
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Bogdanov-Takens systems with symmetry and deformation given by
x˙ = y,
y˙ = µ1 + µ2x+ x
3 + y(µ3 − 3x2).
We show that it is possible to write the system as a perturbed Hamiltonian, and by
using the first-order Melnikov function, we report for the first time in this system, an
analytical approximation of the bifurcation curves for homoclinic and heteroclinic
connections. As an application of these results, we study a family of 3D memristor
oscillators, where the characteristic function of the memristor is a cubic polynomial.
We show that this system has an infinity number of invariant manifolds, and by
adding one parameter that stratifies the 3D dynamics, it is shown that the dynam-
ics in each stratum is topologically equivalent to a Bogdanov-Takens system with
symmetry. Also, based on the bifurcation set obtained in this chapter, we show
the existence of closed surfaces in the 3D state space which are foliated by periodic
orbits. Finally, we clarify some misconceptions that arise from the numerical sim-
ulations of these systems, emphasizing the important role of invariant manifolds in
these models. The results of this chapter have been submitted for publication to the
journal Nonlinearity.
In Chapter 4, we focus our analysis in the existence of multiple stable oscillations
in the 4D PWL version of the canonical circuit proposed in Itoh and Chua [2008].
This oscillator is modeled by a discontinuous piecewise linear dynamical system. By
adding one parameter that stratifies the 4D dynamics, it is shown that the dynam-
ics in each stratum is topologically equivalent to a 3D continuous piecewise linear
dynamical system. Some previous results on bifurcations in such reduced system,
allow to detect rigorously for the first time a multiple focus-center-cycle bifurcation
in a three-parameter space, leading to the appearance of a topological sphere in
the original model, completely foliated by stable periodic orbits. The results of this
chapter have been recently published in the journal Nonlinear Dynamics.
In the second part of this thesis, that consists of Chapter 5, we study the two-
dimensional stroboscopic map defined by the normalized canonical form for discon-
tinuous PWL systems introduced in Freire et al. [2014]. We rigorously study the
properties of the map, and we give sufficient conditions for the existence of period
two orbits. In addition, considering a special family of n-periodic orbits, we study
the border collision bifurcation curves of these orbits, and we give a sufficient condi-
tions for the admissibility of such orbits. Finally, we show that the two-dimensional
stroboscopic map defined by a second order system with a relay based control and
a linear switching surface, considered in Fossas and Granados [2013], is a particular
case of our two-dimensional map, and by using the theory developed in this chapter,
we present an extension to our map of the conjecture given in the quoted paper. In
this conjecture, the presence of the big bang bifurcation is discussed. We are prepar-
ing a manuscript with the main results of this chapter, which will be submitted in
a near future.
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1.3 Own contributions
The scientific contributions of this thesis appear distributed along chapters, where
in each one we present the notation, a revision of the terminology and the techniques
used. As usual, the different results achieved during the preparation of this work
have been the subject of scientific publications; some of them already appeared, but
some other are still in the process of being published. Thus, we can summarize a
significant part of our new results in the following five publications.
• Chapter 2:
On Discontinuous Piecewise Linear Models for Memristor Oscillators, Inter-
national Journal of Bifurcation and Chaos. See Amador et al. [2017].
Unravelling the dynamical richness of 3D canonical memristor oscillators, Mi-
croelectronic Engineering. See Ponce et al. [2017]
• Chapter 3:
Bifurcation set of a Bogdanov-Takens system with symmetry. Application to
3D cubic Memristor oscillators, Submitted to Nonlinearity. See Amador et al.
[2018].
• Chapter 4:
A multiple focus-center-cycle bifurcation in 4D discontinuous piecewise linear
Memristor oscillators, Nonlinear Dynamics. See Ponce et al. [2018].
• Chapter 5:
On the Big Bang Bifurcation in the stroboscopic map for discontinuous PWL
Systems. An application in Discretized Sliding-mode Control Systems. In
preparation.
1.3. Own contributions 7
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Chapter 2
3D discontinuous PWL memristor
oscillators
In this chapter, we provide for the first time rigorous mathematical results regard-
ing the rich dynamics of piecewise linear memristor oscillators. In particular, for
several nonlinear oscillators given in Itoh and Chua [2008], we show the existence of
an infinite family of invariant manifolds and that the dynamics on such manifolds
can be modeled without resorting to discontinuous models. Our approach provides
topologically equivalent continuous models with one dimension less but with one
extra parameter associated to the initial conditions. It is possible so to justify the
periodic behavior exhibited by three dimensional memristor oscillators, by taking
advantage of known results for planar continuous piecewise linear systems.
2.1 Continuous PWL systems with three zones
Before restricting ourselves to the class of piecewise linear systems (PWL) we are
interested in, let us start with some standard definitions and properties of piecewise
continuous linear systems. We start by considering a differential system defined as
follows (
x˙
y˙
)
= AL
(
x
y
)
+ bL, if x < −1,
(
x˙
y˙
)
= AC
(
x
y
)
+ bC , if |x| ≤ 1,
(
x˙
y˙
)
= AR
(
x
y
)
+ bR, if x > 1,
(2.1)
where A{L,C,R} and b{L,C,R} are constant square matrices and vectors in dimension
two and we require for the full vector field to be continuous. Namely, we must have
AL
( −1
y
)
+ bL = AC
( −1
y
)
+ bC ,
AR
(
1
y
)
+ bR = AC
(
1
y
)
+ bC ,
(2.2)
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for all y ∈ R. Thus, our vector fields are in fact of differentiability class C∞ except in
the points with x = ±1, where the vector field is only continuous, that is of class C0.
Note however that the vector field satisfies a Lipschitz condition on the whole R2
and thus, the classical theorems on existence, uniqueness and continuity of solutions
with respect to initial conditions and parameters apply to these systems. In fact,
solutions are differentiable with continuity and so they will be always of class C1 at
least. Taking y = 0, we deduce
aL11 − bL1 = aC11 − bC1 ,
aL21 − bL2 = aC21 − bC2 ,
and
aR11 + b
R
1 = a
C
11 + b
C
1 ,
aR21 + b
R
2 = a
C
21 + b
C
2 .
After canceling these terms in (2.2), we have the condition
AL
(
0
y
)
= AC
(
0
y
)
= AR
(
0
y
)
for all y ∈ R, (2.3)
which implies that the last columns of AL, AC and AR must be equal (see Carmona
et al. [2002]). This elementary reasoning makes only 10 the number of parameters
needed to define the family, instead of the 18 matrix entries initially assumed. Thus,
from (2.3) we can write
AL =
(
aL11 a12
aL21 a22
)
, AC =
(
aC11 a12
aC21 a22
)
, AR =
(
aR11 a12
aR21 a22
)
,
bL =
(
b1 + a
L
11 − aC11
b2 + a
L
21 − aC21
)
, bC =
(
b1
b2
)
, bR =
(
b1 − aR11 + aC11
b2 − aR21 + aC21
)
,
(2.4)
but anyway, there are still a large number of parameters to consider all possible
cases. In order that the theoretical development be as self-contained as possible, in
the following result taken from Ponce et al. [2015], a necessary condition for existence
of periodic orbits is shown.
Proposition 1. If system (2.1)-(2.2) has periodic solutions, then a12 6= 0.
Proof. If we assume a12 = 0, then the dynamics in x would be decoupled from the
dynamic in y, since we would have
x˙ = a
{L,C,R}
11 x+ b
{L,C,R}
1 ,
that does not depend on y. Obviously this autonomous, one-dimensional equation
cannot have non-constant periodic solutions. Hence, as any periodic solution of the
complete system gives rise to a periodic function x(t), the proof is completed.
Next, we see that the previous necessary condition for existence of periodic orbits,
which is equivalent to the so called observability condition in control theory (see
Carmona et al. [2002]), is also a sufficient condition to achieve the Lie´nard canonical
form. The following result was shown in Ponce et al. [2015].
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Proposition 2. (Lie´nard form) The condition a12 6= 0 is sufficient to write
system (2.1)-(2.2) in the Lie´nard form
X˙ = F (X)− Y, Y˙ = g(X)− h (2.5)
where the piecewise linear functions F and g are defined by
F (X) =

tL(X + 1)− tC if X < −1,
tCX if |X| ≤ 1,
tR(X − 1) + tC if X > 1,
g(X) =

dL(X + 1)− dC if X < −1,
dCX if |X| ≤ 1,
dR(X − 1) + dC if X > 1,
(2.6)
and t{L,C,R}, d{L,C,R} are the trace and determinant of the matrix A{L,C,R} given in
(2.4).
Proof. First, taking into account (2.4), we make the change of variables X = x,
Y = a22x− a12y, to obtain
X˙ = t{L,C,R}X − Y + b{L,C,R}1 ,
Y˙ = d{L,C,R}X + a22b
{L,C,R}
1 − a12b{L,C,R}2 ,
where we have introduced the traces
t{L,C,R} = a
{L,C,R}
11 + a22
in each zone, and the respective determinants
d{L,C,R} = a
{L,C,R}
11 a22 − a{L,C,R}21 a12.
Now, a translation in the second variable y = Y − b1 = Y − bC1 , leads to the required
canonical form, since from (2.4) we have
b
{L,R}
1 − bC1 = ±
(
t{L,R} − tC
)
and
a22b
{L,R}
1 − a12b{L,R}2 = −h±
(
d{L,R} − dC
)
,
where
h = a12b
C
2 − a22bC1 .
Using again non-capitalized letters for variables, the proposition is shown.
In order to analyze the dynamics of system (2.5)-(2.6) we start by considering
the equilibrium points. These points are given by the solutions of the equations
F (x) = y and g(x) = h in each zone, where F and g are defined in (2.6). As it is usual
in piecewise smooth systems, these solutions can lead to real or virtual equilibrium
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points, depending on whether the point belongs or not to the region whose dynamics
is ruled by such equilibrium. The topological nature of these equilibrium points is
determined by the linear invariants (traces and determinants) in each zone. Some
boundary equilibrium bifurcations (BEB, for short) can appear when by moving the
parameter h an equilibrium point changes its relative position with respect to the
straight lines x = ±1.
To illustrate the interesting consequences of previous results we will focus our
attention to the case where the system (2.5)-(2.6) has only one anti-saddle (focus or
node) equilibrium point for any value of h ∈ R that is, dL, dC , dR > 0. Moreover, we
consider the most relevant situation from the point of view of dynamical richness,
that is, dissipation in external zones (tL, tR < 0) combined with expansive dynamics
in the central region (tC > 0). Otherwise, periodic orbits are precluded. The
following result is direct and so we omit its proof.
Proposition 3. Consider system (2.5)-(2.6) with
tE < 0, tC > 0, dL, dC , dR > 0.
The following statements hold.
(a) The system has for −dC < h < dC one real unstable anti-saddle (focus or
node) equilibrium point in the central zone |X| ≤ 1, with coordinates given by
(
X,Y
)
=
(
h
dC
,
htC
dC
)
. (2.7)
(b) For h > dC, the system has one real stable equilibrium point of anti-saddle
type in one of the external zones, with coordinates given by(
X,Y
)
=
(
1 +
h+ dC
dR
, tR
h+ dC
dR
+ tC
)
. (2.8)
(c) For h < −dC, the system has one real stable equilibrium point of anti-saddle
type in one of the external zones, with coordinates given by(
X,Y
)
=
(
−1 + h− dC
dL
, tL
h− dC
dL
− tC
)
. (2.9)
(d) When |h| = dC we have a transition between the two previous situations, that
is, a boundary equilibrium bifurcation.
Remark 4. Note that if the matrices AE = AL = AR we obtain that for |h| > dC,
the system has one real stable equilibrium point of anti-saddle type in one of the
external zones, with coordinates given by(
X,Y
)
=
(
±1 + h± dC
dE
, tE
h± dC
dE
± tC
)
, (2.10)
where the duality of signs corresponds with the case ±h > 0.
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The next result assure boundedness for solutions under certain hypotheses, a
property sometimes referred as dissipativeness, see the quoted reference for a proof.
Proposition 5. Ponce et al. [2015] Consider the differential system (2.5)-(2.6) with
only one equilibrium point
(
X,Y
)
in the central zone, i.e. dC > 0, −dC < h < dC,
and dL, dR ≥ 0. If the external traces satisfy tL, tR < 0 then there exist a compact
positive invariant set containing the origin, so that orbits enter the set and no orbit
escapes from it. If furthermore tC > 0, then the equilibrium is surrounded by a limit
cycle which is unique and stable.
Next, we recall two theorems that give a rather complete characterization for the
dynamics under the hypotheses of Proposition 5.
Theorem 6. Ponce et al. [2015] (Central node dynamics) Consider system
(2.5)-(2.6) under the hypotheses tL, tR < 0, tC > 0, dL, dC , dR > 0 and central node
dynamics, that is, t2C − 4dC ≥ 0. The following statements hold.
(a) For −dC < h < dC there exists one stable limit cycle that has always points in
the three linearity zones.
(b) Assuming that the right (left) dynamics is of node type, that is t2R − 4dR ≥ 0
(t2L − 4dL ≥ 0), the stable limit cycle of statement (a) disappears for δ > dC
(δ < −dC). In passing through the values h = dC (h = −dC) we have an explo-
sive appearance/disappearance of the stable limit cycle through a configuration
determined by a bounded continuum of homoclinic connections to the equilib-
rium point, which is located at the right (left) corner (1, tC) (respectively, at
(−1,−tC)) of the graph of F (X).
(c) (A BEB adding a new limit cycle)
If the right (left) dynamics is of focus type, that is t2R − 4dR < 0 (t2L − 4dL <
0), then there exists  > 0 such that for dC < h < dC +  (respectively,
−dC−  < h < −dC) there exists a stable focus surrounded by two limit cycles,
the smaller unstable and the bigger stable. The smaller cycle is born through
a BEB bifurcation at δ = dC (δ = −dC), where the equilibrium at the corner
is a repulsive node-focus while the big limit cycle persists.
Theorem 7. Ponce et al. [2015] (Central focus dynamics) Consider system
(2.5)-(2.6) under the hypotheses tL, tR < 0, tC > 0, dL, dC , dR > 0 and central focus
dynamics, that is, t2C − 4dC < 0. The following statements hold.
(a) For −dC < h < dC there exists one stable limit cycle..
(b) If the right (left) dynamics is of node type, that is t2R−4dR ≥ 0 (t2L−4dL ≥ 0),
then the stable limit cycle of statement (a) disappears for h > dC (h < −dC)
in a focus-node BEB, so that the size of the limit cycle eventually decreases
linearly to zero.
(c) If the right (left) dynamics is also of focus type, that is t2E − 4dE < 0 , then
three cases arise.
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(c1) If we also have the condition
tC√
dC
+
tR√
dR
< 0
(
tL√
dL
+
tC√
dC
< 0
)
,
the stable limit cycle of statement (a) disappears for h = dC (h = −dC) in
a focus-focus BEB, so that the size of the limit cycle eventually decreases
linearly to zero.
(c2) If we also have the condition
tC√
dC
+
tR√
dR
= 0
(
tL√
dL
+
tC√
dC
= 0
)
,
the stable limit cycle of statement (a) disappears for h = dC (h = −dC)
in a ‘center’ BEB, so that the size of the limit cycle decreases abruptly to
zero for h > dC (h < −dC).
(c3) (A BEB adding a new limit cycle)
If we also have the condition
tC√
dC
+
tR√
dR
> 0
(
tL√
dL
+
tC√
dC
> 0
)
,
then there exists  > 0 such that for dC < h < dC +  (respectively, −dC−
 < h < −dC) there exists a stable focus surrounded by two limit cycles,
the smaller unstable and the bigger stable. The smaller cycle is born
through a BEB bifurcation at h = dC (h = −dC), where the equilibrium
at the right (left) corner of the graph of F (X) is an unstable focus while
the big limit cycle persists.
Note that both in the situations of central node dynamics and central focus
dynamics there appear cases with two limit cycles surrounding the equilibrium point,
being stable one of them and the equilibrium, so that we have bi-stability for such
cases. In figure 2.1 we show the persistent BEB adding transition of Theorem 7(c).
2.2 A 3D reference model
In this section, we consider a family of 3D systems, which is general enough to
capture all the mathematical models of memristor oscillators to be analyzed later in
this chapter. The dynamics of such a family of three-dimensional systems presents
an infinite number of equilibria, and we will show that it is essentially ruled by a
family of two-dimensional systems. We consider the system
x˙ = a11W (z)x+ a12y,
y˙ = a21x+ a22y,
z˙ = x,
(2.11)
where the constants a11, a12, a21, a22 ∈ R , the function W is defined by
W (z) =
dq(z)
dz
, (2.12)
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-1 1?
?
-1 1?
?
(a) (b)
Figure 2.1: Persistent BEB adding a new limit cycle in the transition of Theorem
7(c) corresponding to a node-node-focus dynamics, with parameters tL = −1.5, tC =
1.5, tR = −1, dL = 0.5, dC = 0.5 and dR = 1. (a) Taking h = 0.35, we show in blue
and black one stable limit cycle surrounding the unstable equilibrium point. (b)
Taking h = 0.6, we show a new unstable limit cycle in red surrounding the stable
equilibrium in blue.
and q is a continuous function. The equilibrium points of system (2.11) are given
by the unbounded set formed by all points in the z-axis, namely
E = {(x, y, z) ∈ R3 : x = y = 0 and z ∈ R}. (2.13)
In the following result, we show the existence of invariant manifolds for system
(2.11).
Theorem 8. Consider system (2.11) where the function W is defined as in (2.12).
For any h ∈ R, the set
Sh = {(x, y, z) ∈ R3 : −a22x+ a12y − a12a21z + a11a22q(z) = h} (2.14)
is an invariant manifold for the system. Therefore, the system has an infinite family
of invariant manifolds foliating the whole R3, and so the dynamics is essentially
two-dimensional.
Proof. Define for any solution (x(t), y(t), z(t)) of (2.11) the function
h(t) = H(x(t), y(t), z(t)),
where
H(x(t), y(t), z(t)) = −a22x(τ) + a12y(τ)− a12a21z(τ) + a11a22q(z(τ)).
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Then, a simple computation gives
h′(t) = −a22(a11W (z(τ)) + a12y(τ)) + · · ·
+ a12(a21x(τ) + a22y(τ)) + (a11a22W (z(τ))− a12a21)x(τ) = 0,
so that h is constant along the orbits of (2.11) and, consequently, the level sets of
H are invariant for the flow.
The above result guarantees that the dynamics of system (2.11) is essentially
two-dimensional for any continuous function q. In the next result, we show that on
each invariant set Sh given in (2.14), the dynamics is topologically equivalent to a
Lie´nard system. Furthermore, we give for any solution of the Lie´nard system with
a given value of h, the corresponding solution of the 3D model (2.11).
Theorem 9. Consider system (2.11) with function W defined as in (2.12). If
a12 6= 0, then on each invariant set Sh given in (2.14), the dynamics is topologi-
cally equivalent to the Lie´nard system
X˙ = Y − F (X), Y˙ = −g(X) + h, (2.15)
where F and g are given by
F (X) = −a11q(X)− a22X, g(X) = a11a22q(X)− a12a21X. (2.16)
Moreover, (X (τ) , Y (τ)) ∈ R2 is a solution of the Lie´nard system (2.15) for a given
h ∈ R, if and only if Eh (X (τ) , Y (τ)) ∈ R3 is a solution of system (2.11) on Sh,
where
Eh (X (τ) , Y (τ)) =
 Y (τ)− F (X(τ))1
a12
[(a222 + a12a21)Y (τ)− a22Y (τ) + h]
X (τ)
 . (2.17)
Proof. First, with a12 6= 0 the change of variables
x = x, y = a22x− a12y, z = z (2.18)
transforms system (2.11) into the system
x˙ = f1 (z)x− y, (2.19)
y˙ = f2 (z)x,
z˙ = x,
where the functions f1 and f2 are defined as
f1(z) = a11W (z) + a22, f2 (z) = a22a11W (z)− a12a21. (2.20)
From Theorem 8 and in the new variables the invariant manifolds (2.14) for system
(2.19)-(2.20) can be written as
S˜h = {(x, y, z) ∈ R3 : −y + g(z) = h}. (2.21)
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Now, replacing the condition given in (2.21) in the first equation of (2.19) and
removing the unnecessary second equation, we obtain the system
x˙ = f1 (z)x− g(z) + h,
z˙ = x,
(2.22)
where the function g is defined by
g(x) = a11a22q(x)− a12a21x. (2.23)
After the change of variables
X = z,
Y = −F˜ (z) + x, (2.24)
where F is given
F˜ (z) = a11q(z) + a22z, (2.25)
we obtain
X˙ = z˙ = x = Y + F˜ (X) = Y − (−F˜ (X)),
and
Y˙ = −F˜ ′(z)z˙ + x˙ = − (a11q′(z) + a22) + (f1 (z)x− g(z) + h) =
= −f1 (z)x+ f1 (z)x− g(z) + h = −g(z) + h
taking F (X) = −F˜ (X) we obtain system (2.15)-(2.16).
If (X (τ) , Y (τ)) ∈ R2 is a solution of system (2.15)-(2.16) for a given h ∈ R, we
have from (2.24) that (
x(τ)
z(τ)
)
=
(
Y (τ)− F (z(τ))
X(τ)
)
is a solution of system (2.22). From (2.21), we obtain on S˜h that y = g(z)− h, with
g as in (2.23). Thus, x(τ)y(τ)
z(τ)
 =
Y (τ)− F (X(τ))g (X(τ))− h
X(τ)
 ,
is a solution of system (2.19) on Sh. Finally, from (2.18) we obtain for system (2.11)
the solution x(τ) = x(τ),
y(τ) =
1
a12
[a22x(τ)− y(τ)] = 1
a12
[a22Y (τ)− a22F (X(τ))− g (X(τ)) + h]
=
1
a12
[
a22Y (τ) + a22F˜ (X(τ))− g (X(τ)) + h
]
,
and z(τ) = z(τ). The conclusion follows from the fact that for all X we have
a22F˜ (X)− g(X) = (a222 + a12a21)X.
These results will be of great usefulness in the analysis of the memristor oscillators
as shown below. Note that function W defined in (2.12) can be discontinuous, as we
will see in the next sections. However, the application of theorems in this section
will not be restricted only to discontinuous functions, since in the next chapter we
will apply these results in a function W defined by a quadratic polynomial.
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2.3 Discontinous 3D PWL models
The three-dimensional models for piecewise linear flux-controlled memristor oscilla-
tors studied by Itoh and Chua (for details, see section 3.2 in Itoh and Chua [2008])
can be written in the form (2.11), where the function W is the derivative of the
flux-charge characteristics for the memristor q(ϕ). These equations are obtained
from the Kirchoff laws for currents and voltages in the circuits. In what follows, we
consider the case where the flux-charge characteristics function q is given by
q(z) =

b(z − 1) + a, if z > 1,
az, if |z| ≤ 1,
b(z + 1)− a, if z < −1,
(2.26)
so that
W (z) =
{
b, if |z| > 1,
a, if |z| ≤ 1, with a 6= b. (2.27)
The piecewise linear character of the function q leads so to discontinuous models
that introduce additional concerns for the mathematical analysis of the oscillators.
We define the auxiliary matrices
AE =
(
b · a11 a12
a21 a22
)
, AC =
(
a · a11 a12
a21 a22
)
, (2.28)
and we introduce the notation tE, tC , dE, dC for the traces and determinants of such
matrices, namely
tE = b a11 + a22, tC = a a11 + a22,
dE = b a11a22 − a12a21, dC = a a11a22 − a12a21. (2.29)
From Theorems 8, we obtain the piecewise linear invariant manifolds Sh defined
by
Sh =

a12y − a22x+ dEz = h− a22 (tC − tE) , if z > 1,
a12y − a22x+ dCz = h, if |z| ≤ 1,
a12y − a22x+ dEz = h− a22 (tE − tC) , if z < −1,
(2.30)
and as a direct consequence of Theorem 9, we can state the following result.
Theorem 10. Consider the function W defined as in (2.27). If a12 6= 0, then on
each invariant set Sh of system (2.11), the dynamics is topologically equivalent to
the continuous Lie´nard system
X˙ = F (X)− Y, Y˙ = g(X)− h, (2.31)
where F and g are given by
F (X) =

tE(X − 1) + tC , if X > 1,
tCX, if |X| ≤ 1,
tE(X + 1)− tC , if X < −1,
(2.32)
g(X) =

dE(X − 1) + dC , if X > 1,
dCX, if |X| ≤ 1,
dE(X + 1)− dC , if X < −1,
(2.33)
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and tE, tC , dE, dC are the traces and determinants (2.29) of the matrices defined in
(2.28). Moreover, (X (τ) , Y (τ)) ∈ R2 is a solution of the continuous reduced system
(2.31) for a given h ∈ R, if and only if Eh (X (τ) , Y (τ)) ∈ R3 is a solution of system
(2.11) on Sh, where
Eh (X (τ) , Y (τ)) =
 F (X (τ))− Y (τ)1
a12
[(a222 + a12a21)X (τ)− a22Y (τ) + h]
X (τ)
 , (2.34)
and the function F is defined as in (2.32).
Remark 11. Note that each equilibrium point
(
X,Y
)
given by Proposition 3 is
associated to the equilibrium of coordinates (0, 0, X) for system (2.11).
Now, we study the existence of periodic orbits in system (2.11), using as our
main tools the topologically equivalent continuous model given by Theorem 10 and
the results given in Section 2.1. First, we will prove a theorem that guarantees the
existence of periodic orbits in system (2.11)-(2.27)
Theorem 12. Consider system (2.11)-(2.27) with a 6= b, and parameters such that
tE < 0, tC > 0, dE, dC > 0, (2.35)
where tE, tC, dE and dC are the traces and determinants (2.29) of matrices defined
in (2.28). The following statements hold.
(a) The system has an infinite number of stable periodic orbits, each one of them
contained in the set Sh defined in (2.30), for any |h| < dC. In particular, for
any initial condition (x0, y0, z0) ∈ R3 with x0 6= 0 or y0 6= 0, H(x0, y0, z0) = h
and |h| < dC, the steady-state solution is periodic.
(b) The periodic orbits of statement (a) generate a tubular surface Ω which is
homeomorphic to the cylinder S1× (−1, 1). Such surface Ω is symmetric with
respect to the origin.
Proof. Since the determinants are not zero, the case a12 = a22 = 0 is excluded and
we can apply Theorem 10, arriving at system (2.31) for a certain value of h. To
show statement (a), we note that under the hypotheses, the point (x0, y0, z0) ∈ Sh,
where Sh is given in (2.30), is not an equilibrium point. From Proposition 3, system
(2.31) has one anti-saddle equilibrium point
(
X,Y
)
given by (2.7). We can apply
Proposition 5 and conclude that the equilibrium
(
X,Y
)
is surrounded by a limit
cycle Lh ⊂ R2 which is unique and stable for the reduced system (2.31) being its
global attractor. Consequently, on the invariant set Sh, we have one stable periodic
orbit Oh ⊂ R3 of system (2.11)-(2.27) (see Fig 2.2(a)) corresponding to the stable
limit cycle Lh (see Fig 2.2(b)). Since the initial condition (x0, y0, z0) ∈ Sh is not
the equilibrium point (0, 0, z0) (see Remark 11), the solution tends to Oh and the
statement is shown. Regarding statement (b), a key observation is that for any
h ∈ R both system (2.11)-(2.27) and the reduced system (2.31) are Lipschitz, and so
they satisfy the standard results regarding the continuous dependence of solutions
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on initial conditions and parameters. Then, by varying the value of h, we produce
a continuous deformation of periodic orbits Lh and so a continuous deformations of
the corresponding periodic orbit Oh. In short, we can define the surface
Ω =
⋃
|h|<dC
Oh, (2.36)
which is foliated, from its definition, by periodic orbits. The symmetric character of
such surface comes directly from the symmetry of vector field of system (2.11)-(2.27).
The theorem follows.
Figure 2.2: (a) The stable periodic orbit Oh of system (2.11)-(2.27) for h = 0 with
parameters such that a 6= b, dC , dE, tC > 0 and tE < 0. (b) (Lower frame) Stable
limit cycle Lh of system (2.31)-(2.33) in the plane (x˜, y˜) corresponding to periodic
orbit Oh; (upper frame) the projection of the stable periodic orbit Oh on the plane
(z, y).
We know that in some cases, see for instance Theorems 6(b) and 7(b), the limit
cycles Lh of system (2.31) disappear for |h| > dC . However, as it will be seen,
there are cases where this disappearance does not take place at the exact condition
|h| = dC . On the other hand, in some cases, by taking into account the limit
situations |h| = dC , we can assure that the above cylinder Ω is in fact a closed
surface which is homeomorphic to the topological sphere S2.
Proposition 13. (Central focus dynamics) Consider system (2.11)-(2.27) un-
der the assumptions of Theorem 12, and the additional condition of central focus
dynamics, that is t2C − 4dC < 0. If we have a node dynamics in the external zones,
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that is t2E−4dE ≥ 0, or a focus dynamics (t2E−4dE < 0) with the additional condition
tC√
dC
+
tE√
dE
≤ 0,
then the set of periodic orbits closes at the points (0, 0,±1). Therefore, for any
initial condition (x0, y0, z0) ∈ R3 with H(x0, y0, z0) = h and |h| ≥ dC, the steady
state solution is not oscillatory, tending to the stationary state (0, 0, z0).
Proof. It is a direct consequence of Theorem 7.
The case of node dynamics in all zones needs a specific result, due to the existence
of a continuum of homoclinic connections when |h| = dC , see Theorem 6(b) and
Desroches et al. [2013].
Proposition 14. (Node-node dynamics) Consider system (2.11)-(2.27) under
the conditions of Theorem 12, and the additional conditions of node dynamics in all
zones, that is t2C − 4dC ≥ 0, t2E − 4dE ≥ 0. On each invariant set Sh with h = ±dC,
there exists a bounded continuum of homoclinic connections to the points (0, 0,±1);
such two sets of homoclinic connections allow to close the tubular surface Ω given
in (2.36).
Proof. It is sufficient to apply Theorem 6(b).
An important contribution of this work is the detection of bi-stable configura-
tions, where one cannot predict the steady state behavior without a very precise
knowledge of initial conditions. In fact, as shown in the next result, we can have
different behavior within the same invariant set Sh for some values of h.
Proposition 15. (Bi-stability) Consider system (2.11)-(2.27) under the assump-
tions of Theorem 12 and the additional condition of external focus dynamics, that is
t2E − 4dE < 0. If we have a node dynamics in the central zone, that is t2C − 4dC ≥ 0,
or a focus dynamics (t2E − 4dE < 0) with the additional condition
tC√
dC
+
tE√
dE
> 0, (2.37)
then there exists  > 0 such that, for any h ∈ R with dC < h < dC +  (resp.,
−dC −  < h < −dC) there are two different steady-state solutions. For some initial
conditions (x0, y0, z0) with H(x0, y0, z0) = h, solutions tend to a periodic solution
while for others initial conditions satisfying the same equality, solutions tend to the
stationary state (0, 0, g−1(h)), where g is defined in (2.33).
Proof. If we suppose a node dynamics in the central zone, the conclusion follows after
applying Theorem 6(c). If we have a focus dynamics in the central zone satisfying
(2.37), it is sufficient to apply Theorem 7(c3).
The above results allow to characterize the dynamical behavior of the several 3D
piecewise linear memristor oscillators, as we will show in the next two sections.
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On Discontinuous Piecewise Linear Models for Memristor Oscillators
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Figure 2.3: The canonical memristor oscillator, after Itoh and Chua [2008]. Note
that the the only active element in the circuit is the resistor with a negative resistance
−R.
2.4 Application to the Canonical 3D PWL mem-
ristor oscillator
Let us consider the case of the elementary memristor oscillator of Figure 2.3, which
was proposed in Itoh and Chua [2008] as a canonical memristor oscillator. The circuit
is endowed with one flux-controlled memristor M whose flux-charge characteristics
is given by qM = q(ϕM), where the function q is the piecewise linear function defined
in (4.31). Note that the values for the inductance L and for the capacitance C are
positive, while the resistor has a negative value −R, being so the only active element
in the circuit. From Kirchoff’s laws we see that
iR(τ)− iL(τ) = 0,
iL(τ)− iC(τ)− iM(τ) = 0,
vR(τ) + vL(τ) + vC(τ) = 0,
vC(τ)− vM(τ) = 0,
(2.38)
where v, i stand for the voltage and current, respectively, across the corresponding
element of the circuit as indicated by the subscript.
We proceed as in Itoh and Chua [2008]. If we select the triplet (vC , iL, ϕM) as the
set of state variables, and consider the constitutive relations in the current-voltage
setting
vR(τ) = −RiR(τ), vL(τ) = L d
dτ
iL(τ), iC(τ) = C
d
dτ
vC(τ), (2.39)
along with the relation
iM =
d
dτ
qM(τ) =
d
dτ
q(ϕM(τ)) = W (ϕM(τ))
d
dτ
ϕM(τ) = W (ϕM(τ))vM(τ),
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we can take directly equations (2.38), and write
iC = C
dvC
dτ
= iL − iM = iL −W (ϕM)vC ,
vL = L
diL
dτ
= −vR − vC = RiL − vC ,
vM =
dϕM
dτ
= vC .
(2.40)
In short, we get the 3D dynamical system
C
dvC
dτ
= iL −W (ϕM)vC ,
L
diL
dτ
= RiL − vC ,
dϕM
dτ
= vC .
(2.41)
Renaming the state variables as x = vC , the voltage across the capacitor; y = iL,
the current through the inductance L and z = ϕM the flux of the memristor, we get
a special case of system(2.11), namely
dx
dτ
= α (y −W (z)x) ,
dy
dτ
= −ξx+ βy,
dz
dτ
= x,
(2.42)
where, following Itoh and Chua [2008], the parameters used are
α =
1
C
, ξ =
1
L
, β =
R
L
,
so that α, ξ, β > 0. We note that, regarding (2.11),
a12 = −a11 = α = 1
C
, a21 = −ξ = − 1
L
, a22 = β =
R
L
.
It is now direct to deduce the physical meaning of Theorem 8 for our circuit. We
see that
H(x, y, z) = −βx+ αy − αβq(z) + αξz,
and, after introducing a factor LC and taking derivatives with respect to time, that
LCH˙ = −RCx˙+ Ly˙ −RW (z)x+ z˙ =
= −R(Cx˙+W (z)x) + Ly˙ + z˙ = (2.43)
= −R(iC + iM) + vL + vM = 0,
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which is certainly not different from the Kirchoff voltage law for the circuit. There-
fore, we conclude that the existence of such a conserved quantity is a direct conse-
quence of the conservation law for the total flux (voltage momentum) in the circuit,
see Section 2 of Itoh and Chua [2008]. Analogous considerations for the existence of
a conserved quantity in memristor circuits had appeared in Bao et al. [2013], Riaza
[2014]. An important observation is that the parameter α is not essential so that it
can be removed with the change of variables and parameters
x˜ = x, y˜ = αy, z˜ = z, ξ˜ = αξ,
a˜ = αa, b˜ = αb, W˜ = αW,
(2.44)
to be assumed in the sequel, omitting also tildes to alleviate the notation. Therefore,
we need to study the system
x˙ = −W (z)x+ y,
y˙ = −ξx+ βy,
z˙ = x,
(2.45)
where W is as in (2.27), and we assume from now on
a11 = −1, a12 = 1, a21 = −ξ, a22 = β.
After applying Theorem 8, we obtain that
H(x, y, z) = −βx+ y + ξz − βq(z) (2.46)
is a conserved quantity for system (2.45), where q is as in (4.31). Note that here
tE = β − b, tC = β − a,
dE = ξ − bβ, dC = ξ − aβ. (2.47)
Then, thanks to Theorem 10 we obtain a reduced system (2.31), where
F (X) = βX − q(X) =

(β − b)X + b− a, if X > 1,
(β − a)X, if |X| ≤ 1,
(β − b)X − b+ a, if X < −1,
(2.48)
g(X) = ξX − βq(X) =

(ξ − bβ)X + β(b− a), if X > 1,
(ξ − aβ)X, if |X| ≤ 1,
(ξ − bβ)X − β(b− a), if X < −1.
(2.49)
Thus, by studying the properties of above reduced system, we can give a rather
complete characterization of the oscillator dynamics in terms of the involved param-
eters. For instance, regarding equilibria of system (2.45), it is clear the existence of
a continuum of points, namely
E = {(x, y, z) ∈ R3 : x = y = 0 and z ∈ R},
each one being an equilibrium point. Any of these equilibrium points, say (0, 0, z0),
can be reached (forward or backward in time, according to its stability character)
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only for solutions with initial conditions belonging to the corresponding level set
Sh0 for the function H, namely, for h0 = g(z0), recall (2.30). Remember that the
dynamics is essentially bi-dimensional, as assured by Theorem 10. In what follows,
we study the oscillatory behavior of reduced system (2.31)-(2.48)-(2.49), using the
value of h, which controls the dynamical level set of system (2.45), as the main
bifurcation parameter.
Obviously, for the planar system (2.31)-(2.48)-(2.49) we can resort to the results
from qualitative theory of dynamical systems, and especially to all the theoretical
findings recently obtained in Ponce et al. [2015] for piecewise linear systems, where
a good number of useful results apply. To start with, Bendixson criterion tells us
that oscillatory behavior is only possible if the divergence has not constant sign, so
that a natural assumption to be assumed in the sequel is 0 < a < β < b, where the
inequality a > 0 comes from the passive character of the memristor. In Ponce et al.
[2015], it is emphasized the importance of the topological type for the dynamics in
each linearity region (focus, node, saddle). In particular, we must impose that in the
external linearity regions the dynamics is not of saddle type; otherwise, we would
have orbits going to infinity, something not allowed for realistic dissipative systems.
This last assumption implies that dE > 0, or equivalently ξ > bβ, which leads to a
dynamics of type focus or node when |X| > 1. However, it is easy to conclude that
under the above hypotheses we have always central focus dynamics.
Lemma 16. The dynamics in the central zone of system (2.31)-(2.48)-(2.49) under
hypotheses
0 < a < β < b, bβ < ξ, (2.50)
is always of focus type.
Proof. It suffices to note that the condition t2C − 4dC < 0 is equivalent to
(β − a)2 − 4(ξ − aβ) = (β + a)2 − 4ξ < 0.
Now, from the hypotheses (2.50) we have (β + a)2 < 4β2 < 4bβ < 4ξ, so that the
dynamics in the central zone is of focus type.
We remark that the dynamics on the external zones with |X| > 1 could be of
node type, if (β+b)2 ≥ 4ξ, being also of focus type when (β+b)2 < 4ξ. Thus, under
hypotheses (2.50), only two configurations are possible: we can have focus dynamics
in the three linearity regions, to be denoted as the FFF case, or we can have instead
the case NFN with node dynamics in external zones, see Figure 2.4.
Thanks to Theorem 10 we can characterize the possible static steady states of
system (2.45), by studying instead the equilibrium points of system (2.31)-(2.48)-
(2.49). The result that follows is direct so that we omit its proof. We remark that
if we consider h as a bifurcation parameter then there appear some critical values
where the system undergoes boundary equilibrium bifurcations (BEB, for short).
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Figure 2.4: Topological type of linearity regions (F stands for focus, N for node
and S for saddle) in the parameter plane (β, ξ/β) for system (2.31)-(2.48)-(2.49),
with emphasis in the band a < β < b, which appears at a different scale for visual
purposes. Hypotheses (2.50) are valid on the upper part of the picture where we have
either a NFN configuration or a FFF configuration. Within this FFF region there
appears the region of bistable regimes for level sets near hB, as will be indicated in
statement (c) of Theorem 21.
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Proposition 17. For any value of h ∈ R, system (2.31)-(2.48)-(2.49) with 0 < a <
β < b < ξ/β has only one equilibrium point, and the following statements hold. We
define for convenience the boundary level values ±hB with hB = dC = ξ − aβ > 0.
(a) For |h| < hB the equilibrium point is one unstable focus located in the central
zone |X| < 1, with coordinates given by
(
X,Y
)
=
(
h
hB
, (β − a) h
hB
)
. (2.51)
(b) For |h| > hB, the equilibrium point is one stable anti-saddle (node or focus)
located in one external zone, with coordinates given by(
X,Y
)
=
(
h± β(a− b)
ξ − bβ , (β − b)
h± β(a− b)
ξ − bβ ± (b− a)
)
(2.52)
where the duality of signs must be resolved according to the cases ±h > 0.
Thus, for h > hB we have
X =
h+ β(a− b)
ξ − bβ >
hB + β(a− b)
ξ − bβ = 1,
while for h < −hB we have
X =
h− β(a− b)
ξ − bβ <
−hB + β(a− b)
ξ − bβ = −1.
(c) If |h| = hB then we have a transition between the two previous situations, so
that the equilibrium point is located at one of the boundaries X = ±1, that is,
for such values of h the system undergoes a boundary equilibrium bifurcation
BEB.
Remark 18. From Theorem 10, each equilibrium point
(
X,Y
)
=
(
X,F (X)
)
of the
above proposition corresponds to an equilibrium of coordinates (0, 0, X) for system
(2.45).
A direct application of Theorem 7, gives the following result, regarding the ex-
istence of limit cycles. The appearance or disappearance of limit cycles, when the
value of h is changed through some critical values, correspond to boundary equilib-
rium bifurcations (BEB, for short).
Proposition 19. Consider system (2.31)-(2.48)-(2.49) under the hypotheses 0 <
a < β < b < ξ/β and define hB = ξ − aβ > 0. The following statements hold.
(a) For |h| < hB the unstable focus is surrounded by one stable limit cycle.
(b) If the external dynamics are of node type, that is 4ξ ≤ (β+ b)2, then the stable
limit cycle of statement (a) disappears for |h| ≥ hB in a focus-node BEB that
takes place at |h| = hB, so that the size of the limit cycle eventually decreases
linearly to zero as |h| approaches hB from above.
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(c) If the external dynamics are of focus type, that is 4ξ > (β + b)2 , then three
cases arise depending on the sign of the expression
E(β, ξ) :=
β − a√
ξ − aβ +
β − b√
ξ − bβ . (2.53)
(c1) If E(β, ξ) < 0, then the stable limit cycle of statement (a) disappears for
|h| ≥ hB in a focus-focus BEB that takes place at |h| = hB, so that the size
of the limit cycle eventually decreases linearly to zero as |h| approaches
hB from above.
(c2) If E(β, ξ) = 0, then the stable limit cycle of statement (a) disappears for
|h| = hB in a center BEB, after colliding with the outermost periodic orbit
of a bounded period annulus, and no periodic orbits appear for |h| > hB.
(c3) If E(β, ξ) > 0, then there exists  > 0 such that both for hB < h < hB + 
and for −hB− < h < −hB, there exists a stable focus surrounded by two
limit cycles, the smaller unstable and the bigger stable. The new smaller
cycle is born through a focus-focus BEB bifurcation at |h| = hB, so that
the unstable focus that moves with h on the graph of F (X) passes through
one of its corners, becoming a stable focus with |X| > 1, while the big
stable limit cycle persists.
Note that the sign of E(β, ξ) characterizes the focus-focus BEB (to be subcritical
or supercritical) and the non-generic situation of the center BEB that appears when
such quantity vanishes.
We state here a technical lemma, in order to facilitate the application of the
above result, by characterizing the sign of the expression in (2.53).
Lemma 20. Considering system (2.45) under hypotheses (2.50) and the additional
assumption 4ξ > (β + b)2 (external focus dynamics). The following statements hold
regarding the sign of the expression E(β, ξ) in (2.53).
(i) If a < β ≤ a+ b
2
, then E(β, ξ) < 0.
(ii) If
a+ b
2
< β < b, then signE(β, ξ) = sign
(
ξ − β β2−ab
2β−a−b
)
, so that E(β, ξ) = 0
when
ξ
β
=
β2 − ab
2β − a− b,
see the dashed green curve of Figure 2.4.
Proof. We assume now that the dynamics in the external zones is also of focus type,
being our interest to control the sign of the expression (2.53). After some algebra (is
suffices to multiply the above expression by (β−a)/(√ξ − aβ)− (β− b)/(√ξ − bβ),
which is positive) we see that
signE(β, ξ) = sign
(
(β − a)2
ξ − aβ −
(β − b)2
ξ − bβ
)
=
= sign
(
(2β − a− b)ξ − β(β2 − ab)) ,
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after simplifying and grouping terms. The case when 2β = a+b comes directly from
the above equality, since the last expression reduces to −(a+b)(a−b)2/8. Two main
cases remain. Assume the pending case of conditions in (i), that is 2β − a− b < 0,
we have
β
β2 − ab
2β − a− b − ξ <
β(β2 − ab)
2β − a− b −
(β + b)2
4
=
=
(β − b)2(2β + a+ b)
4(2β − a− b) < 0,
as assured. On the contrary, if we assume finally the cases of statement (ii), then
2β − a− b > 0 and so
signE(β, ξ) = sign
(
ξ − β β
2 − ab
2β − a− b
)
as indicated, and we are done.
Our final result characterizes completely the existence of periodic orbits for sys-
tem (2.45) under above hypotheses. If we define the periodic set as the set of all the
points belonging to the periodic orbits that appear for different values of h, includ-
ing in it the two special points (0, 0,±1), then the main conclusion is that such a
periodic set determines in the 3D state space a bounded and closed surface, which
is homeomorphic to a topological sphere (see Figure 2.5).
Theorem 21. Considering system (2.45) with H as defined in (2.46) under hy-
potheses given in (2.50) and taking hB = ξ − aβ > 0, the following statements
hold.
(a) (Dimensional reduction) For any h ∈ R, the manifold Sh = {(x, y, z) :
H(x, y, z) = h} is invariant, and the dynamics on Sh is topologically equiv-
alent to system (2.31)-(2.48)-(2.49).
Moreover, (X (τ) , Y (τ)) ∈ R2 is a solution of the above system if and only if
Eh (X (τ) , Y (τ)) is a solution of system (2.45), where
Eh (X (τ) , Y (τ)) =
 F (X (τ))− Y (τ)(β2 − ξ)X (τ)− βY (τ) + h
X (τ)
 .
(b) (Oscillations) The system has infinitely many stable periodic orbits: for any
initial condition (x0, y0, z0) ∈ R3 with |x0| + |y0| > 0 and |H(x0, y0, z0)| < hB
the only stable solution is periodic. These stable periodic orbits generate a
bounded tubular surface, symmetrical with respect to the origin.
(c) (Bi-stability at the same level set) If we have in system (2.31)-(2.48)-(2.49)
focus dynamics in all zones, that is 4ξ > (β + b)2, and the two additional
conditions
β >
a+ b
2
, ξ > β
β2 − ab
2β − a− b, (2.54)
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hold, then there exists  > 0 such that, for any h ∈ R with hB < |h| < hB +
, there are two different steady-state solutions. For some initial conditions
(x0, y0, z0) with H(x0, y0, z0) = h in the above range, there appears a periodic
behavior while for others initial conditions satisfying the same equality, the
solution of the system tends to a stationary state with x = y = 0 and |z| > 1,
see Figure 2.6.
(d) (Closed nature of the periodic set) If 4ξ ≤ (β + b)2 (NFN case) or 2β ≤ a+ b
or, being 2β > a+ b as in (2.54), we have
ξ < β
β2 − ab
2β − a− b,
then the set of periodic orbits determines an invariant surface that closes at
the points (0, 0,±1), so that for any initial condition (x0, y0, z0) ∈ R3 with
|H(x0, y0, z0)| ≥ hB the steady state solution is not oscillatory, tending to a
stationary state with x = y = 0 and |z| ≥ 1.
Proof. We are already able to show Theorem 21. Note first that statement (a)
comes easily recalling Theorem 10. Statement (b) of Theorem 21 is a consequence
of statement (a) of Proposition 19 where, by considering the different values of h,
the existence of the periodic tubular surface can be deduced from the continuous
dependence of solutions with respect to initial conditions and parameters. Note
that non-smooth systems (2.31)-(2.48)-(2.49) are Lipschitz and so satisfy such a
continuous dependence. To show statement (c) and (d), we must consider Lemma
20 and statements (b) and (c) of Proposition 19. Thus, the result is completely
shown.
We remark that the geometry of the periodic set admits different shapes. As
indicated in statement (b) of Theorem 21, the part of the periodic set corresponding
to |h| < hB is always a tubular surface, acting as the skeleton of the periodic set,
but such surface can be closed in different ways, according to the NFN or diverse
FFF cases. For instance, in the NFN case and in the FFF cases of statement (d) the
tubular surface closes for |h| = hB at the two points (0, 0,±1), so that no periodic
orbits appear for |h| > hB. A special situation, not generic and not included in
statement (d) for the sake of brevity, is when only the second condition (2.54) fails
to become an equality; then, we have for |h| = hB a BEB of center type, and the
tubular surface is closed by a bounded dihedral set of periodic orbits, see statement
(c2) of Proposition 19.
Regarding Theorem 21, we can clarify some inexact sentences appearing in the
final paragraph of Section 5 in Scarabello and Messias [2014]. In particular, authors
postulated the existence of orbits tending to infinity in the configuration of state-
ment (c) and this cannot be possible. In the quoted paper, authors say that such
phenomenon can happen for α = 0.17, a = 1, b = 12, ξ = 50 and β = 2. This set of
parameters leads, once eliminated the non essential α by means of the change (2.44),
to our parameters β = 2, ξ = 8.5, a = 0.17, b = 2.04, corresponding with Theorem
21(c) and possible bi-stability; in Figure 2.7, some numerical solutions for such set
of parameters, corresponding to a certain value of h, indicate that this is indeed the
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Figure 2.5: Some slices of the surface Ω given in (2.36) for system (2.45) with
parameters a = 1, β = 2, b = 8, ξ = 17. Predicted by statement (d) of Theorem 21.
case. Effectively, in Figure 2.7 we see in the set Sh for h = 112.41 the existence
of one stable equilibrium point surrounded by two periodic orbits, one stable (the
bigger) and one unstable. In this case, as dC = 8.17, we conclude that the value of
 in Theorem 21 (c) satisfies  > 112.41− 8.17 = 104.24.
It should be also noticed that although statement (d) does not assure that the
periodic set is closed under the specific hypotheses of statement (c), we have enough
information to conjecture that such a property is true as well; what happens then is
that two periodic orbits, one stable and another unstable, coexist in a certain range
of values of h with |h| > hB, and collide in a saddle-node bifurcation of periodic
orbits for |h| = hSN , with hSN > hB, to disappear for |h| > hSN . Such value hSN
only can be detected by global techniques that go much beyond the scope of this
work.
The relevance of Theorem 21 can be assessed by comparing their different state-
ments with the simulation results achieved by M. Messias and coworkers in Messias
et al. [2010], Botta et al. [2011], Scarabello and Messias [2014]. The quoted authors
studied the same circuit and they were able to detect the existence of invariant
manifolds, even if this fact was not shown to be connected with the existence of the
first integral given in Theorem 8. However, as they did not build any reduced con-
tinuous model for the dynamics on such manifolds, only few rigorous results about
oscillations were obtained.
We remark that the bi-stable regimes assured in statement (c) of Theorem 21,
appearing for a same level set of the function H, have been not detected before, see
Figure 2.6, and they are different from the recently obtained in Ascoli et al. [2016a,b].
The steady state depends on if the orbits, within such level set of H, start inside or
40 Chapter 2. 3D discontinuous PWL memristor oscillators
−1 1 8
−6
5
10
10
−14
9
−1
1
8
−5 8
−1
1
9
Y
x
z z
X
(a) (b) (c)
y
x
Figure 2.6: Simulation results showing the bistability phenomenon in system (2.45)
predicted by statement (c) of Theorem 21. The parameters are a = 1, b = 2, ξ = 4,
β = 1.8, and the chosen level set is h = hB + 0.2 = 2.4. The stable equilibrium is
surrounded by one unstable limit cycle (in red) plus one stable limit cycle (in blue).
(a) The phase plane of reduced system (2.31)-(2.48)-(2.49); (b) The 3D phase space
of system (2.45); (c) its projection on the (x, z) plane. The magnifications around
the equilibrium point of the insets in panels (a) and (c) allow to visualize that X > 1
and z > 1, respectively, recall Remark 18.
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Figure 2.7: (a) The steady-state solutions of system (2.45) for h = 112.41. Param-
eters are taken like in Figure 20 of Scarabello and Messias [2014] that is β = 2,
ξ = 8.5, a = 0.17, b = 2.04. We are in case (d) of Theorem 21, with focus dynamics
in all zones. The stable periodic orbit appears in blue, the unstable periodic orbit is
shown in red, and the stable equilibrium point (0, 0, 25) in green. (b) Representation
of the bi-stability in the reduced system (2.31)-(2.48)-(2.49).
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outside the small unstable limit cycle. This fact emphasizes even more one of the
main features of these oscillators: their steady states are strongly depending on the
initial conditions and therefore one can get infinitely many different steady states.
External perturbations changing the value H will alter the steady dynamics, not
only quantitatively, but possibly also qualitatively, passing from a static regime to
a periodic one or vice versa. For certain parameter values in the circuit, this is also
possible, as mentioned, even when not changing the level set of the first integral.
Regarding the mathematical analysis that gives rise to Theorem 21, it relies
in some recent results from the bifurcation theory of piecewise linear systems that
use the value of h as the main bifurcation parameter. This can be thought as a
mathematical artifact, since such a parameter is hidden in system (2.41) and so
it is fair to speak of bifurcations without parameters, see Corinto and Forti [2017].
However, it is precisely such parameter who allows to classify the different qualitative
behaviors one can find in the circuit, so that its control becomes a crucial matter.
Clearly, to assure a desired response for the oscillator, auxiliary circuits to fix the
initial values for fluxes and charges of the different elements (and so the value of h)
are needed; this issue is beyond our expertise but practitioners should be aware of
it.
2.4.1 Equivalence of our reduced systems and the obtained
through FCAM
Here, we show how it is possible to get the same continuous reduced models by
working from the beginning in the flux-charge setting instead of starting from the
discontinuous 3D system (2.41). Following this method we should not need Theorem
10 to get the planar system (2.31)-(2.48)-(2.49) that has been the object under study
in this section, and therefore, one can adopt any of the two modeling approaches.
Effectively, if we integrate equations (2.38) with respect to time from a given
initial value τ0 to a time τ ≥ τ0, we get
qR(τ)− qL(τ) = qR(τ0)− qL(τ0) = Q1,
qL(τ)− qC(τ)− qM(τ) = qL(τ0)− qC(τ0)− qM(τ0) = Q2,
ϕR(τ) + ϕL(τ) + ϕC(τ) = ϕR(τ0) + ϕL(τ0) + ϕC(τ0) = Φ1,
ϕC(τ)− ϕM(τ) = ϕC(τ0)− ϕM(τ0) = Φ2,
(2.55)
where we see the relations to be fulfilled for the different charges and fluxes, and
the constants Q1, Q2, Φ1 and Φ2, give account of initial conditions in the circuit.
Recalling the constitutive equations of the different elements, namely
ϕL(τ) = L
d
dτ
qL(τ), qC(τ) = C
d
dτ
ϕC(τ), qM(τ) = q(ϕM(τ)), (2.56)
along with the obtained after integrating the constitutive relation for the resistor
−R in (2.39) from time τ0 to τ ≥ τ0, namely
ϕR(τ) +RqR(τ) = Φ3 = ϕR(τ0) +RqR(τ0), (2.57)
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we can describe the dynamics of the circuit with only two state variables, namely
ϕC(τ) and qL(τ). Effectively, from (2.55), (2.56) and (2.57) we have
qC(τ) = C
d
dτ
ϕC(τ) = qL(τ)− qM(τ)−Q2 = qL(τ)− q (ϕC(τ)− Φ2)−Q2,
ϕL(τ) = L
d
dτ
qL(τ) = −ϕR(τ)− ϕC(τ) + Φ1 = R (qL(τ) +Q1)− ϕC(τ) + Φ1 − Φ3.
Clearly, it is more convenient to work with the state variables x1(τ) = ϕM(τ) =
ϕC(τ) − Φ2 and x2(τ) = qL(τ) − Q2 = qC(τ) + qM(τ), to arrive at the continuous
piecewise linear differential system
C
dx1
dτ
= −q(x1) + x2,
L
dx2
dτ
= −x1 +Rx2 + h,
where we introduce the constant h = RQ1 + RQ2 + Φ1 − Φ2 − Φ3, which depends
only on the initial conditions and reduces to
h = −R (qC(τ0) + qM(τ0)) + ϕL(τ0) + ϕM(τ0).
Clearly, this constant is directly related with the condition derived in (2.43).
Thus, these computations lead to a one-parameter family of 2D dynamical sys-
tems, according to the flux-charge analysis method (FCAM) proposed by Corinto
and Forti in Corinto and Forti [2016]. Authors emphasize in the quoted paper the
usefulness of considering incremental fluxes and charges in the modeling process, see
also Corinto and Forti [2017].
If we introduce the above parameters
α =
1
C
, ξ =
1
L
, β =
R
L
,
we get the system
x˙1 = −αq(x1) + αx2,
x˙2 = −ξx1 + βx2 + ξh.
Finally, the change of variables x = x1, y = βx1−αx2 put the system in the Lie´nard
form
x˙ = βx− αq(x)− y,
y˙ = αξx− αβq(x)− αξh,
and now, by removing the parameter α as in (2.44), we arrive exactly to the one-
parameter family of 2D dynamical systems (2.31)-(2.48)-(2.49), as claimed at the
beginning of this subsection.
44 Chapter 2. 3D discontinuous PWL memristor oscillators
L
i
C G
Figure 2.8: The Van der Pol oscillator, where there appears a negative conductance
in parallel with a passive memristor.
2.5 Application to a 3D PWL memristor based
Van der Pol oscillator
As a second example, we consider here the oscillator introduced in section 4.2 of
Itoh and Chua [2008] where it is considered a Van der Pol oscillator with a two-
terminal circuit consisting of a negative conductance in parallel with a flux-controlled
memristor (see Figure 2.8). Recently in Messias and Maciel [2017] the authors
reported numerically the existence of a sphere foliated by periodic orbits. The
dynamics of this circuit is given by
dx
dτ
= α (−y + (γ −W (z))x) ,
dy
dτ
= βx,
dz
dτ
= x,
(2.58)
where α, β, γ > 0 and W (z) is given by (2.27), see the quoted paper for the meaning
of parameters. Authors detect numerically for a certain choice of parameters two
limit cycles. Later on, in Botta et al. [2011] authors found numerically the existence
of multiple oscillations and they conjectured under certain hypotheses the existence
of a topological sphere foliated by such periodic orbits. Here, we show that such
conjecture is true, by resorting to the previous results.
Again, we start by noticing that the parameter α is not essential. In fact, the
change of variables
x˜ = x, y˜ = αy, z˜ = z, V (z) = α(γ −W (z)),
and parameters
a˜ = αa, b˜ = αb, γ˜ = αγ,
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transforms system (2.58) into the following one, where the tildes have been removed
dx
dτ
= V (z)x− y,
dy
dτ
= βx,
dz
dτ
= x,
(2.59)
with
V (z) =
{
γ − b, if |z| > 1,
γ − a, if |z| < 1. (2.60)
We see that system (2.59)-(2.60) is already in the form (2.11), where a11 = 1, a12 =
−1, a21 = β and a22 = 0. From Theorem 8, the expression of the conserved quantity
reduces to H(x, y, z) = −y + βz. The existence of this conserved quantity for the
oscillator under study was already detected in Pham et al. [2012] and Buscarino
et al. [2016], where some indications about its possible usefulness were mentioned.
If we replace these parameters in (2.28), we obtain
dC = dE = β, tC = γ − a, tE = γ − b. (2.61)
It is immediate to state the following result.
Proposition 22. Considering system (2.59)-(2.60) under hypotheses
0 < a < γ < b, β > 0,
and the function
H(x, y, z) = −y + βz,
the following statements hold.
(a) For any h ∈ R, the set
Sh = {(x, y, z) : H(x, y, z) = h}
is invariant for the system, and the dynamics on Sh is topologically equivalent
to the planar system
X˙ = F (X)− Y,
Y˙ = g(X)− h,
where
F (X) =

(γ − b)X + b− a, if X > 1,
(γ − a)X, if |X| ≤ 1,
(γ − b)X − b+ a, if X < −1,
g(X) = βX.
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Moreover, (X (τ) , Y (τ)) ∈ R2 is a solution of the above system if and only if
Eh (X (τ) , Y (τ)) is a solution of system (2.45), where
Eh (X (τ) , Y (τ)) =
F (X (τ))− Y (τ)βX (τ)− h
X (τ)
 .
(b) The system has an infinite number of stable periodic orbits; in particular, for
any initial condition (x0, y0, z0) ∈ R3 with x0 6= 0 or y0 6= 0 and |βz0−y0| < β,
the steady state solution is periodic.
(c) The periodic orbits of statement (b) generate a tubular surface Ω which is
homeomorphic to the cylinder S1× (−1, 1). Such surface Ω is symmetric with
respect to the origin.
(d) If we have node dynamics in all zones, that is
β ≤ (γ − a)
2
4
, β ≤ (γ − b)
2
4
,
then, on each invariant set Sh with h = ±β, there exists a bounded continuum
of homoclinic connections to the points (0, 0,±1); such two sets of homoclinic
connections close the tubular surface Ω given in (2.36).
(e) If we have focus dynamics in all zones, that is
(γ − a)2
4
< β,
(γ − b)2
4
< β,
then two cases arise, as follows.
(e1) If γ ≤ a+ b
2
then the set of periodic orbits determines an invariant sur-
face that closes at the points (0, 0,±1). Therefore, for any initial con-
dition (x0, y0, z0) ∈ R3 with |βz0 − y0| > β, the steady state solution is
not oscillatory, tending to a stationary state with x = y = 0, namely
(0, 0, h/β).
(e2) If γ >
a+ b
2
then there exists  > 0 such that, for any h ∈ R with
β < |h| < β +  and initial conditions (x0, y0, z0) with h = βz0 − y0,
there are two possible different steady-state solutions. For some initial
conditions solutions tend to a periodic solution while for others initial
conditions, the solutions of the system tend to a stationary state with
x = y = 0.
(f) If γ <
a+ b
2
and we have focus dynamics in the central zone with node dy-
namics in external zones, that is
(γ − a)2
4
< β ≤ (γ − b)
2
4
,
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then the set of periodic orbits determines a invariant surface that closes at
the points (0, 0,±1). Therefore, for any initial condition (x0, y0, z0) ∈ R3
with |βz0 − y0| > β, the steady state solution is not oscillatory, tending to a
stationary state with x = y = 0.
(g) If γ >
a+ b
2
and we have node dynamics in the central zone with focus dy-
namics in external zones, that is
(γ − b)2
4
< β ≤ (γ − a)
2
4
,
then, there exists  > 0 such that, for any h ∈ R with β < |h| < β +  and
initial conditions (x0, y0, z0) with h = βz0− y0, there are two possible different
steady-state solutions. For some initial conditions, there exists an oscillatory
behavior while for others initial conditions, the solutions of the system tend to
a stationary state with x = y = 0.
Proof. The conclusion follows after applying Theorem 12 and Propositions 13, 14
and 15, taking into account that expression (2.37) simplifies here to 2γ > a+ b.
We show in Fig. 2.9 some periodic orbits in the case of statement (d). The tubular
surface formed by these periodic orbits is closed by two continua of homoclinic orbits,
as the ones shown in Fig 4(a) of Ponce et al. [2015].
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Figure 2.9: Some slices of the surface Ω given in (2.36) for system (2.59). Parameters
β = 1/8, γ = 2, a = 1, b = 3. We are in case (d) of Proposition 22, with node
dynamics in all zones.
48 Chapter 2. 3D discontinuous PWL memristor oscillators
Bibliography 49
Bibliography
A. Ascoli, R. Tetzlaff, and L.O. Chua. The first ever real bistable memristors-part
I: Theoretical insights on local fading memory. IEEE Transactions on Circuits
and Systems II: Express Briefs, 63(12):1091–1095, dec 2016a. URL https://doi.
org/10.1109/tcsii.2016.2604567.
A. Ascoli, R. Tetzlaff, and L.O. Chua. The first ever real bistable memristors—part
II: Design and analysis of a local fading memory system. IEEE Transactions
on Circuits and Systems II: Express Briefs, 63(12):1096–1100, dec 2016b. URL
https://doi.org/10.1109/tcsii.2016.2613560.
B.C. Bao, Z. Liu, and H. Leung. Is memristor a dynamic element? Electronics Let-
ters, 49(24):1523–1525, 2013. URL https://ieeexplore.ieee.org/document/
6680411/.
A. Botta, C. Nespoli, and M. Messias. Mathematical analysis of a third-order
memristor-based Chua’s oscillator. TEMA Tend. Mat. Apl. Comput., 12(2):91–99,
2011. URL https://doi.org/10.5540/tema.2011.012.02.0091.
A. Buscarino, C. Corradino, L. Fortuna, M. Frasca, and L.O. Chua. Turing patterns
in memristive cellular nonlinear networks. IEEE Transactions on Circuits and
Systems I: Regular Papers, 63(8):1222–1230, Aug 2016. ISSN 1549-8328. URL
https://doi.org/10.1109/TCSI.2016.2564738.
V. Carmona, E. Freire, E. Ponce, and F. Torres. On simplifying and classifying
piecewise-linear systems. IEEE Transactions in Circuits and Systems, 49:609–
620, 2002. URL https://doi.org/10.1109/TCSI.2002.1001950.
F. Corinto and M. Forti. Memristor circuits: Flux-charge analysis method. IEEE
Transactions on Circuits and Systems I: Regular Papers, 63(11):1997–2009, nov
2016. URL https://doi.org/10.1109/tcsi.2016.2590948.
F. Corinto and M. Forti. Memristor circuits: Bifurcations without parameters.
IEEE Transactions on Circuits and Systems I: Regular Papers, 64(6):1540–1551,
jun 2017. URL https://doi.org/10.1109/tcsi.2016.2642112.
M. Desroches, E. Freire, S. Hogan, E. Ponce, and P. Thota. Canards in piecewise-
linear systems: explosions and super-explosions. Proceedings of the Royal Society
of London A: Mathematical, Physical and Engineering Sciences, 469(2154):1364–
5021, 2013. URL https://doi.org/10.1098/rspa.2012.0603.
M. Itoh and L.O. Chua. Memristor oscillators. International Journal of Bifurca-
tion and Chaos, 18(11):3183–3206, 2008. URL http://dx.doi.org/10.1142/
S0218127408022354.
M. Messias and A.L Maciel. On the existence of limit cycles and relaxation oscil-
lations in a 3D Van der Pol-like memristor oscillator. International Journal of
Bifurcation and Chaos, 27(07):1750102, jun 2017. URL https://doi.org/10.
1142/s0218127417501024.
50 Chapter 2. 3D discontinuous PWL memristor oscillators
M. Messias, C. Nespoli, and V.A. Botta. Hopf bifurcation from lines of equilibria
without parameters in memristor oscillators. International Journal of Bifurca-
tion and Chaos, 20(02):437–450, feb 2010. URL https://doi.org/10.1142/
s0218127410025521.
V. Pham, A. Buscarino, L. Fortuna, and M. Frasca. Autowaves in memristive cellular
neural networks. International Journal of Bifurcation and Chaos, 22(08):1230027,
aug 2012. URL https://doi.org/10.1142/s0218127412300273.
E. Ponce, J. Ros, and E. Vela. Limit cycle and boundary equilibrium bifurca-
tions in continuous planar piecewise linear systems. International Journal of
Bifurcation and Chaos, 25:1530008, 2015. URL https://doi.org/10.1142/
S0218127415300086.
R. Riaza. Comment: Is memristor a dynamic element? Electronics Letters, 50(8):
1523–1525, 2014. URL https://doi.org/10.1049/el.2014.1553.
M. Scarabello and M. Messias. Bifurcations leading to nonlinear oscillations in
a 3D piecewise linear memristor oscillator. International Journal of Bifurca-
tion and Chaos, 24(01):1430001, jan 2014. URL https://doi.org/10.1142/
s0218127414300018.
Chapter 3
The Melnikov method in the
analysis of 3D memristor
oscillators
In this chapter, we derive the bifurcation set for a three-parametric family of Bogdanov-
Takens systems with symmetry and deformation. We show that it is possible to write
the system as a perturbed cubic Hamiltonian with a configurations of parameters
not yet studied in the literature. By using the first-order Melnikov function, we re-
port for the first time in this system an analytical approximation of the bifurcation
curves for homoclinic and heteroclinic connections, which organize the parametric
regions with different schemes of periodic orbits.
As a application of these results, we study a family of 3D memristor oscillators,
where the characteristic function of the memristor is a cubic polynomial. We show
that this system has an infinity number of invariant manifolds, and by adding one
parameter that stratifies the 3D dynamics of the family previously analyzed, it is
shown that the dynamics in each stratum is topologically equivalent to a Bogdanov-
Takens system with symmetry. Also, based on the bifurcation set obtained in this
chapter, we show the existence of closed surfaces in the 3D state space which are fo-
liated by periodic orbits. Finally, we clarify some misconceptions that arise from the
numerical simulations of these systems, emphasizing the important role of invariant
manifols in these models.
3.1 Unfolding the Bogdanov-Takens normal form
In planar systems, the existence the global bifurcations may reveal the presence of
other bifurcations of local character Dumortier et al. [1987]-Dumortier [1991], and
the curves that determine the global phenomena are difficult to determine. This
is, for instance, the case regarding the appearance of homoclinic or heteroclinic
connections.
A homoclinic connection is an orbit of the system that joins a saddle equilibrium
point to itself, and generally creates or destroys periodic orbits (see, for instance
Wiggins [2003]). A heteroclinic connection joins two different equilibrium points of
a system and the existence of this connection can determine changes in the basin
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of attraction of a positively invariant set. The bifurcation curves that govern these
global phenomena are very difficult to determine.
Following Freire et al. [2000], the techniques to study homoclinic orbits in planar
vector fields were well developed during the 1920s in the works of Dulac. The
fundamental idea is that the recurrent behavior near a connecting orbit should be
studied in a fashion similar to that used in studying periodic orbits via a Poincare´
return map. But there are some additional complications in the study of homoclinic
orbits compared to that of periodic orbits which significantly complicate the analysis.
The normal form of the Bogdanov-Takens (see Wiggins [2003]) bifurcation is
given by
x˙ = y, y˙ = µ1 + µ2x+ x
2 ± xy.
Following the classification proposed in Dumortier [1991], the deformation of codi-
mension three of the previous normal form is given by the unfolding
x˙ = y,
y˙ = µ1 + µ2x+ αx
3 + y(µ3 + µ4x± x2),
(3.1)
where the case α > 0 is called saddle, the cases −1/8 < α < 0 and α < −1/8 are
called respectively elliptic and focus. The presence of this type of systems has been
reported in different applications, see Freire et al. [2005]-Blank et al. [2016]-Kong
and Zhu [2017]. On the study of bifurcation phenomena in these systems many
contributions have been made. In Ferna´ndez et al. [1996], the authors studied the
global bifurcation diagram of the three-parameter family
x˙ = y,
y˙ = µ1 + µ2x− x3 + y(µ3 − 3x2),
and fixing µ3 > 0, they obtained analytical expressions for homoclinic orbits, by
using Melnikov functions. Later, the above work was quoted in Khibnik et al.
[1998], where a numerical analysis of the same model was performed. In Dumortier
and Li [2001]-Dumortier and Li [2003b]-Dumortier and Li [2003a], it is considered
the system
x˙ = y,
y˙ = µ1 + µ2x− x3 + y(µ3 + µ4x− x2),
(3.2)
and the authors showed that it can be written as a perturbed Hamiltonian system,
reporting its maximum number of limit cycles. By taking the parameter µ4 = 0 in
(3.2), the authors in Chen and Chen [2015] and Chen and Chen [2016] analyzed the
system as a Lie´nard system, its local bifurcations are characterized, and a numerical
study of the global bifurcations is done.
While all the above references dealt with the focus case, in this chapter we study
the saddle case
x˙ = y,
y˙ = µ1 + µ2x+ x
3 + y(µ3 − 3x2),
(3.3)
which up to the best of our knowledge, seems to be a forgotten case, being the most
interesting one for us, as shown later.
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3.2 The Melnikov method
Usually, the bifurcation curves of homoclinic and heteroclinic connections are studied
by numerical continuation techniques Freire et al. [1999]-Freire et al. [2000]-Dhooge
et al. [2008] -Witte et al. [2012]. On the other hand, when a planar system can
be written as a perturbed Hamiltonian system, we can calculate certain Melnikov
functions, introduced in Melnikov [1963], and under certain hypotheses, the zeros
of such Melnikov functions determine the existence of periodic orbits, homoclinic
loops or heteroclinic connections, see for instance Dangelmayr and Guckenheimer
[1987]-Guckenheimer et al. [1989]-Blows and Perko [1994].
Next, we review certain results that are useful in the approximation of periodic
orbits, homoclinic loops and heteroclinic connections in perturbed Hamiltonian sys-
tems, see for more details Guckenheimer and Holmes [2013]. Consider the planar
system given by
x˙ = f(x) + εg(x,u), (3.4)
with f ∈ C1(R2) and g ∈ C1(R2 × Rm), and the following assumptions.
(a) For ε = 0 the system (3.4) has a homoclinic orbit or a heteroclinic connection
Γ0 : x = γ0(t), −∞ < t <∞,
to a hyperbolic saddle point x0.
(b) For ε = 0 the system (3.4) has a one-parameter family of periodic orbits γα(t)
of period Tα on the interior of Γ0 with ∂γα(0)/∂α 6= 0.
The Melnikov function, M(u), is defined by
M(u) =
∫ ∞
−∞
e
− ∫ tt0 ∇·f(γ0(s))dsf(γ0(t)) ∧ g(γ0(t),u)dt,
where the wedge product of two vectors w and v ∈ R2 is given by
w ∧ v =w1v2 − w2v1.
If f is a Hamiltonian system, statement (b) is fulfilled, and the Melnikov function
has the simpler form
M(u) =
∫ ∞
−∞
f(γ0(t)) ∧ g(γ0(t),u)dt. (3.5)
The next theorem establishes the existence of homoclinic orbits in system (3.4).
Theorem 23. Assume that statement (a) is fulfilled and that f is a Hamiltonian
system. If there exists a u0 ∈ Rm such that the function M defined in (3.5) satisfies
M(u0) = 0, then for all sufficiently small ε 6= 0 there is a uε = u0 +O(ε) such that
system (3.4) with u = uε has a unique homoclinic orbit in an O(ε) neighborhood of
the homoclinic orbit Γ0.
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3.3 Local bifurcations
In this section, we are interested in the study of local bifurcations that occur in
system (3.3). First, we note that the system is symmetric under the transformation
(x, y, µ1, µ2, µ3)→ (−x,−y,−µ1, µ2, µ3).
Therefore, it is sufficient to study the bifurcation diagram for µ1 > 0. We note that
the equilibrium points of the system are of the form (x, y) = (x˜, 0), being x˜ a solution
of the cubic µ1 + µ2x+ x
3 = 0.
Now, in the next result, we give a sufficient condition for the existence of three
equilibrium points in system (3.3).
Proposition 24. Consider system (3.3). If µ2 < 0 the system has three equilibrium
points xi = (si, 0) with i ∈ {L,C,R}, such that sL < sC < sR and xL,xR are saddle
points and xC is a focus or a node (anti-saddle).
Proof. The equilibrium points of system (3.11) are determined by roots of the poly-
nomial p(x) = µ1 + µ2x + x
3. If µ2 < 0 there exists sL, sC , sR ∈ R such that
sL < sC < sR and p(si) = 0, that is
p(x) = (x− sL)(x− sC)(x− sR) =
= −sCsLsR + (sCsL + sCsR + sLsR)x− (sL + sR + sC)x2 + x3,
and we obtain the equalities
µ1 = −sLsCsR, µ2 = sCsL + sCsR + sLsR, sL + sC + sR = 0. (3.6)
Assuming J as the Jacobian matrix of the system (3.3), we get that det(J(si)) =
− (ν2 + 3s2i ) for i ∈ {L,C,R} . We need to show that det(J(sL)), det(J(sR)) < 0,
that is µ2 +3s
2
i > 0 for i ∈ {L,R} . Assuming that µ1 > 0 and from (3.6), we obtain
sCsLsR < 0, µ2 = sLsC + sCsR + sLsR, sL + sC = −sR,
so that, from the two possibilities (all roots negative or only one) we have from the
last equality that sL < 0 < sC < sR, and
µ2 + 3s
2
R = sLsC + (sC + sL) sR + 3s
2
R = sLsC − s2R + 3s2R = sLsC + 2s2R =
= −sC (sC + sR) + 2s2R = − (sC − sR) (sC + 2sR) > 0.
The case µ1 < 0 is analogous. Following the same kind of argument we can show
that det(J(sC)) > 0, and this completes the proof.
In the next result, we characterize the local bifurcations of the system.
Proposition 25. The following statements hold for system (3.3).
(a) The parameter values in the set
ϕsn = {(µ1, µ2, µ3) : 27µ21 + 4µ32 = 0 and µ3 ∈ R}, (3.7)
correspond with saddle-node bifurcation points of equilibria.
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(b) The system has a cusp bifurcation of equilibria along the µ1 = µ2 = 0.
(c) The parameter values in the set
ϕH = {(µ1, µ2, µ3) : µ1 = ∓
(µ3
3
)3/2
∓
(µ3
3
)1/2
µ2, µ3 > 0, µ2 < −µ3},
(3.8)
represent Andronov-Hopf bifurcation points of codimension one.
(d) The system has a Bogdanov-Takens bifurcation for µ1 = 2x˜
3, µ2 = −3x˜2,
µ3 = 3x˜
2 where µ1 + µ2x˜+ x˜
3 = 0.
Proof. The Jacobian matrix of system (3.3) is given by
J(x, y) =
(
0 1
µ2 + 3x
2 − 6yx µ3 − 3x2
)
.
Statements (a) and (b) are a direct consequence of the equations
x3 + µ2x+ µ1 = 0, µ2 + 3x
2 = 0.
Let (x˜, 0) an equilibrium point of system (3.3). The Jacobian matrix J(x˜, 0)
has two purely imaginary eigenvalues when taking µ3 > 0 the equalities satisfy
x˜ = ±√µ3/3 and µ2 < −µ3 < 0. Since (x˜, 0) is an equilibrium point we have
µ1 + µ2
(
±
√
µ3
3
)
+
(
±
√
µ3
3
)3
= 0,
and statement (c) follows. To show statement (d) is sufficient to consider the equa-
tions trace (J(x˜, 0)) = det(J(x˜, 0)) = 0.
Given µ3 > 0 we obtain in the parameter plane (µ2, µ1) two points corresponding
to Bogdanov-Takens bifurcation points, namely
BT± ≡
(
−µ3,±2
3
√
µ33
3
)
. (3.9)
Note that we put the µ1 axis in the plane (µ2, µ1) as the vertical one.
3.4 Global bifurcations
In this section we will complete the bifurcation analysis of system (3.3). We will
write the system as a perturbed Hamiltonian to which the Melnikov theory can be
applied. This can be done in different ways, as indicated in the next result. The
possibility of resorting to one of the two next reparametrization forms will be helpful
later.
Proposition 26. System (3.3) can be written as two different perturbed Hamiltonian
systems, as follows.
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(a) Taking
µ1 = ε
2ν1, µ2 = ε
2ν2, µ3 = εν3, (3.10)
the system can be rewritten as
x˙ = y,
y˙ = ν2x+ x
3 + ε
(
ν1 + ν3y − 3x2y
)
,
(3.11)
which for ε = 0 corresponds to the Hamiltonian
H1(x, y) =
y2
2
− ν2x
2
2
− x
4
4
. (3.12)
(b) Taking
µ1 = ε
4ν1 , µ2 = ε
2ν2, µ3 = ε
2ν3, (3.13)
the system can be rewritten as
x˙ = y,
y˙ = ν1 + ν2x+ x
3 + ε(ν3y − 3x2y),
(3.14)
which for ε = 0 corresponds to the Hamiltonian
H2(x, y) =
y2
2
− ν1x− ν2x
2
2
− x
4
4
. (3.15)
Proof. The blow-up transformation x = εx1, y = εy1, and t = εt, allows to rewrite
the system as
x′1 = y1, y
′
1 = x
3
1 +
µ2
ε2
x1 +
µ1
ε3
+
µ3
ε
y1 − 3εx21y1,
where the prime denotes derivatives with respect to the new time t˜. Now, after some
elementary algebra we obtain systems (3.11) and (3.14).
The phase portrait for Hamiltonian systems (3.12) and (3.15) are shown in Figure
3.1. Note that when ν1 = 0 we obtain H1(x, y) = H2(x, y), and so in that case it is
sufficient to study the properties of the Hamiltonian H2.
Now, we will consider the heteroclinic loop of Hamiltonian (3.12). The Hamil-
tonian has a pair of heteroclinic connections Γ±(t) = (x (t) ,∓y (t)), parameterized
by
x (t) =
√−ν2 tanh
(√
−ν2/2t
)
,
y (t) =
ν2√
2
sech2
(√
−ν2/2t
)
,
(3.16)
where −∞ < t < ∞ and ν2 < 0. In the next result, we compute the Melnikov
function along the heteroclinic loop Γ+ for the perturbed Hamiltonian system (3.11),
and by using (3.10), we obtain the approximate bifurcation curves for heteroclinic
connections for system (3.3).
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Figure 3.1: (a) Hamiltonian (3.12) with ν2 = −0.2. In green a heteroclinic orbit, the
stable and unstable manifolds of the saddle points are shown in red. (b) Hamiltonian
(3.15) with ν1 = 0.3 and ν2 = −1. In green a homoclinic orbit, the stable and
unstable manifolds of the saddle points are shown in red.
Proposition 27. If we consider perturbed Hamiltonian system (3.12) and ν =
(ν1, ν2, ν3) with ν2 < 0, then the Melnikov function along of the heteroclinic loop
Γ+ is given by
Mht(ν) = − 2
15
√−ν2
(
3
√
2ν22 + 5
√
2ν3ν2 − 15ν1
)
(3.17)
Proof. The system can be written as
(x˙, y˙)T = f(x, y) + εg(x, y),
where f(x, y) = (y, ν2x + x
3)T and g(x, y) = (0, ν1 + ν3y − 3x2y)T . Thus, we have
f ∧ g = y (ν1 + ν3y − 3x2y). Accordingly, the Melnikov function is defined by
Mht(ν) =
∫ ∞
−∞
f(x(t), y(t)) ∧ g(x(t), y(t))dt =
=
∫ ∞
−∞
y(t)
(
ν1 +
(
ν3 − 3x2(t)
)
y(t)
)
dt,
where x(t) and y(t) are given in (3.16). After a direct computation we obtain
(3.17).
By using the Menikov theory (see Section 3.2), and by fixing one parameter of
system (3.3), we can give an approximation of the heteroclinic connection curves in
the remaining parameters plane.
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Proposition 28. Consider system (3.3) with µ3 > 0 sufficiently small and the
parametric plane (µ2, µ1). Then the system has a heteroclinic connection at the
parameter values on the two curves
ϕht = {(µ2, µ1) ∈ R2 : µ1 = ±
√
2
15
µ2 (3µ2 + 5µ3) , µ2 < −5
3
µ3}. (3.18)
Moreover, for µ1 = 0 and µ2 = −(5/3)µ3 the system also has a heteroclinic orbit.
Proof. Fixing ν3 = 1 in the Melnikov function given in (3.17), and from the equality
Mht(ν1, ν2) = 0 we obtain
ν1 =
√
2
15
ν2 (3ν2 + 5) .
From (3.10) we get ε = µ3, µ1 = µ
2
3ν1 and µ2 = µ3ν2, so that
µ1 = µ
2
3ν1 = µ
2
3
√
2
15
µ2
µ3
(
3
µ2
µ3
+ 5
)
=
√
2
15
µ2 (3µ2 + 5µ3) ,
and the conclusion follows.
When µ1 = 0 and µ3 > 0 on the parameter plane (µ2, µ1), we obtain the point
of double heteroclinic connections
DHT ≡ (0,−5µ3/3) . (3.19)
Schecter points are co-dimension two points defined by the intersection of a
saddle-node curve and a homoclinic or heteroclinic curve, for more details see Schecter
[1987]. Taking the intersection points of the saddle-node bifurcation curve and the
heteroclinic curves given in (3.7) and (3.18) respectively, we obtain a first-order ap-
proximation of Shecter points of the system. Since the system is symmetric with
respect to the parameter µ1, the system has four Schecter points (see Figure 3.3),
these points are ±S1 and ±S2 where
S1 = ρ
(√
2
15
(3ρ+ 5µ3) , 1
)
, S2 = ρ
(
−
√
2
15
(3ρ+ 5µ3) , 1
)
, (3.20)
and ρ = −5/27 (9µ3 −√5√18µ3 + 5 + 5) .
Now, by using the homoclinic connection of Hamiltonian system (3.15), we com-
pute the associated Melnikov function for system (3.3) when ν3 = 1.
Proposition 29. If we consider system (3.14) and ν = (ν1, ν2, ν3) with ν1 > 0,
ν2 < 0 and ν3 = 1, then the Melnikov function associated to the homoclinic orbit
with connection point (0, s), it is given by
Mh(ν) =
√
2
cosh2(θ)
cosh2(θ) + 2
(−660(3ν2 + 1)θ cosh(θ)− 60(3ν2 + 1)θ cosh(3θ)+
+ 2 sinh(θ)(729ν2 + 4(87ν2 + 25) cosh(2θ) + (3ν2 + 5) cosh(4θ) + 255)),
(3.21)
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and 0 < θ <∞, with
cosh θ =
2s
ω
, ω2 = −2(s2 + ν2) > 0,
being s the biggest positive root of the equation ν1 + ν2 + x
3 = 0, see Figure 3.2.
Proof. We consider the Hamiltonian system given in (3.15) with ν2 < 0. From
Proposition 24, the system has 3 equilibrium points xi = (si, 0), where xL and xR
are saddle point and xC is a focus or node and
sL < sC < sR, sL + sC + sR = 0, sLsCsR = −ν1.
We study only the case ν1 > 0, for the case ν1 < 0 is analogous.
Assuming ν1 > 0 and sR = s > 0, by Green’s Theorem, the homoclinic Melnikov
function of system (3.14) can rewritten as
Mh(ν) =
∫ ∫
D(ν1,ν2)
(−∂g(x, y)
∂y
)
dA,
where D is the region bounded by the homoclinic orbit which joins the equilibrium
point (s, 0) to itself. By fixing ν3 = 1 (that is µ3 > 0), and taking p(x) = ν1+ν2x+x
3,
we get ν1 + ν2s+ s
3 = 0, that is
ν1 = −
(
ν2s+ s
3
)
= s(ν2 + s
2), (3.22)
and so ν2 + s
2 < 0. Taking the auxiliary function
q(x) = −
∫ x
0
p(x)dx = ν1x− ν2x
2
2
− x
4
4
,
and using (3.15), the homoclinic loop is given by the points (x, y±s (x)) where x ≤
x ≤ s,
y±s (x) = ±
√
2
√
q(s)− q(x),
and y±s (x) = y
±
s (s) = 0, see Figure 3.2. Now, the Melnikov function is thanks to the
symmetry of the loop
Mh(ν) = 2
∫ s
x
(1− 3x2)dx
∫ y+s (x)
0
dy =
=
√
2
∫ s
x
(1− 3x2)(s− x)
√
(x+ s)2 + 2(s2 + ν2)dx =
=
√
2
∫ s
x
(1− 3x2)(s− x)
√
(x+ s)2 − ω2dx,
where from (3.22) ω2 = −2(s2 + ν2) > 0 and we have used that
q(s)− q(x) = 1
4
(x− s)2 ((x+ s)2 − ω2) .
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Taking the change of variable
x+ s = ω cosh θ,
and noting that q(s)− q(x) = 0 we see that x+ s = ω, which corresponds to θ = 0,
while for x = s the corresponding values of θ = θs satisfy cosh θs = 2s/ω, or also
ω2 cosh2 θs = 4s
2, that is (s2 + ν2) cosh
2 θs = 2s
2, and so we get
s2 =
− cosh2 θs
2 + cosh2 θs
ν2.
Now we arrived to
Mh(ν) =
√
2ω2
∫ θs
0
(1− 3(ω cosh θ − s)2)(2s− ω cosh θ) sinh2 θdθ,
and after some computations, we obtain (3.21), where θs has been simplified to
θ.
0
x
0
y
y+s (x)
y−s (x)
sC ssL x
Figure 3.2: Homoclinic orbit which joins a saddle equilibrium point s to itself.
As a direct consequence of the above result, we give an analytical approximation
of the bifurcation curves for homoclinic connections of system (3.3).
Proposition 30. Consider system (3.3) with µ3 > 0 sufficiently small and the
parametric plane (µ2, µ1). Then the system has a homoclinic orbit at the curves
ϕh = {(µ2, µ1) ∈ R2 : µ1 = µ3ν2(θ), µ2 = ±µ3/23 ν1(θ), 0 < θ <∞}, (3.23)
where
ν2 (θ) =
−10(cosh 2θ + 5)(9 sinh θ + sinh 3θ − 12θ cosh θ)
3(370 sinh θ + 115 sinh 3θ + sinh 5θ − 60θ(11 cosh θ + cosh 3θ)) ,
ν1(θ) = −(ν2 (θ) s+ s3), s2 = − cosh
2 θ
2 + cosh2 θ
ν2(θ).
(3.24)
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Proof. the Melnikov function given in (3.21) vanishes at the points (ν1(θ), ν2(θ))
defined in (3.24), and from (3.13) the conclusion follows.
Remark 31. Note that for µ3 > 0 it can be obtained that
lim
θ→∞
ϕh =
(
−µ3, 2
3
√
µ33
3
)
≡ BT, lim
θ→0+
ϕh = (0,−5µ3/3) ≡ DHT,
where the points BT and DHT are given in (3.9) and (3.19) respectively.
In Figure 3.3, the complete bifurcation set of system (3.3) is shown. Figures 3.4
and 3.5 give the different phase portrait in the labeled parameter regions, where in
these figures we show the different configurations of the phase portrait of the system.
In Figure 3.4 Menikov function is positive, this fact guarantees the relative position
of the stable and unstable varieties of the saddle points
0
0
0
0
ϕsn
µ1
C
ϕsn
(b)
µ2µ2
−µ3
DHT
ϕH
ϕht
ϕh
ϕH
BT
BT
S1 (a)
−S2
S2
−S1
2
3
4
6
51
Figure 3.3: The bifurcation diagram of system (3.3), taking µ3 > 0 sufficiently small.
Remark 32. If we consider system (3.3) with µ3 > 0 sufficiently small, then we
can assume the existence of a constant K < −(5/3)µ3 such that, if
|µ1| <
(µ3
3
)3/2
+
(µ3
3
)1/2
K,
then the system has a stable limit cycle. This assertion is a direct consequence
of (3.8) and of the Poincare´-Bendixson Theorem (see for instance Wiggins [2003]),
since the sign of the Melnikov function guarantees the existence of a compact positive
invariant set with only an unstable equilibrium point in its interior.
By using the shooting method (see for instance Rodr´ıguez-Luis et al. [1990]) and
taking µ3 = 0.1, we show in Figure 3.6, the numerical continuation curve for the
homoclinic orbit of system (3.3), and in red the analytic approximation curve given
by (3.23).
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Figure 3.4: Phase portrait of system (3.3) in the parameter regions labeled with 1,2,
3 and 4 in Figure 3.3. The thick lines are the boundary of the basin of attraction of
a limit cycle, it is formed by the stable and unstable varieties of the saddle points.
The green lines are the heteroclinic connection.
Figure 3.5: Phase portrait of system (3.3) in the parameter regions labeled with 5
and 6 in Figure 3.3. The stable and unstable varieties of the saddle points.
3.4. Global bifurcations 63
-0.1676 -0.1674 -0.1672 -0.167
µ
2
0.0221
0.02215
0.0222
µ
1
0.06 0.07
-1
0
1
×10
-3
0.06 0.07
-1
0
1
×10
-3
ϕh
W s
W s
Wu
Wu
Figure 3.6: System (3.3) with µ3 = 0.1. In black (left panel), the numerical contin-
uation curve in the parameter plane (µ2, µ1), and by using points of the curve, in
black (right panel) the numerical computation of the stable and unstable manifold
for a saddle point of the system . In red (left panel), the analytic approximation
curve given by (3.23), and by using points of the curve, in red (right panel) the
numerical computation of the stable and unstable manifold for a saddle point of the
system.
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3.5 3D Cubic memristor
In this section we consider the function q defined by the following cubic polynomial
q(z) = cz3 + az2 + bz, (3.25)
and the function W defined as in (4.20), that is W (z) = q′(z) = 3cz2 +2az+ b. As a
direct consequence of Theorems 8 and 9 given in the Chapter 2, we obtain the next
result.
Corollary 33. Consider system (2.11) with the functions q and W defined as in
(3.25)-(4.20). If a12 6= 0, then on each invariant set Sh given by
Sh = {(x, y, z) ∈ R3 : −a22x+a12y+a11a22cz3 +aa11a22z2 +(ba11a22−a12a21)z = h}
the dynamics is topologically equivalent to the Lie´nard system
x˙ = y + ca11x
3 + aa11x
2 + (ba11 + a22)x,
y˙ = −a11a22cx3 − a11a22ax2 + (a12a21 − a11a22b)x+ h.
(3.26)
Moreover, (x (τ) , y (τ)) ∈ R2 is a solution of the Lie´nard system (3.26) for a given
h ∈ R, if and only if Eh (x (τ) , y (τ)) ∈ R3 is a solution of system (2.11) on Sh,
where Eh (x (τ) , y (τ)) is defined by
Eh (X (τ) , Y (τ)) =
 Y (τ)− F (X(τ))1
a12
[(a222 + a12a21)Y (τ)− a22Y (τ) + h]
X (τ)
 . (3.27)
In the next proposition, we show that system (3.26) can be written into the form
(3.1).
Proposition 34. The following statements hold for system (3.26).
(a) If a22 6= 0 and a11a22 < 0 then the system can be written into the form
x˙ = y, y˙ = µ1 + µ2x+ cx
3 + µ3y + 3ca11x
2y. (3.28)
where the new parameters µ1, µ2 and µ3 are given by
µ1 =
27ch+ a11a22a(9cb− 2a2)− 9caa12a21
27c2 (−a11a22)5/2
,
µ2 =
a11a22(a
2 − 3cb) + 3ca12a21
3c (a11a22)
2 , µ3 =
a11(a
2 − 3cb)− 3ca22
3ca11a22
.
(3.29)
(b) If a22 = 0 then the system can be written into the form
x˙ = y, y˙ = µ1 + µ2x+ µ3y + 3ca11x
2y, (3.30)
where the new parameters µ1, µ2 and µ3 are defined by
µ1 = h− aa12a21
3c
, µ2 = a12a21, µ3 = ba11 − a
2a11
3c
. (3.31)
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Proof. First, the change of variable
u = x+
a
3c
, v = y +
2
27
a3
c2
a11 − 1
3
a
c
a22 − 1
3
a
b
c
a11,
transforms system (3.26) in
u˙ = v + ca11u
3 + λ1u,
v˙ = −ca11a22u3 + λ2u+ λ3,
(3.32)
where the new parameters are
λ1 = a22 + ba11 − 1
3
a2
c
a11, λ2 = a12a21 − ba11a22 + 1
3
a2
c
a11a22,
λ3 = h+
1
3
a
b
c
a11a22 − 1
3
a
c
a12a21 − 2
27
a3
c2
a11a22.
(3.33)
If a11a22 < 0, the change of variable
x =
1
(−a11a22)1/2
u, y = v, τ =
1
−a11a22 t,
transforms system (3.32)-(3.33) in
x˙ =
1
(−a11a22)3/2
y + ca11x
3 − λ1
a11a22
x,
y˙ =
λ3
−a11a22 +
λ2
(−a11a22)1/2
x+ c (−a11a22)3/2 x3
and taking into account that
x¨ =
1
(−a11a22)3/2
y˙ + 3ca11x
2x˙− λ1
a11a22
x˙,
and after some algebra, statement (a) follows.
If a22 = 0, from system (3.32) and after a direct computation we obtain statement
(b).
3.5.1 Application to the 3D Canonical Memristor Oscillator
In order to apply the results given in the above sections, we consider in system
(2.11) the parameters a11 = −1, a12 = 1, a21 = −ξ and a22 = β, and c = 1 at the
function (3.25). In Messias et al. [2010], the authors found numerically the existence
of multiple oscillations in this system. As a direct consequence of Corollary 33, we
get that the system has an infinite number of invariant manifolds Sh defined by
Sh = {(x, y, z) ∈ R3 : −βx+ y − βz3 − aβz2 + (ξ − bβ) z = h}, (3.34)
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Figure 3.7: (a) The invariant manifold (3.34) corresponding to the set of parameters
ξ = 100, a = b = 1, β = 5 and h = 0.3 is shown. In black the infinite number of
equilibrium points of the system and in blue a periodic orbit of the system contained
in the invariant manifold. (b) The equivalent Lie´nard system (3.35) corresponding
to the set parameters given in (a) and the periodic orbit in blue, in red the function
g(X) and the function F (X) in black. (c) A zoom of figure (b) is shown.
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and on each Sh the system is topologically equivalent to the Lie´nard system
x˙ = y − x3 − x2 − (b− β)x,
y˙ = βx3 + aβx2 + (bβ − ξ)x+ h. (3.35)
In Figure 3.7, we show the invariant manifold (3.34) corresponding to the set of
parameters ξ = 100, a = b = 1, β = 5 and h = 0.3, also the equivalent Lie´nard
system (3.35) is shown. From Proposition 34 (a), the system can be rewritten as
x˙ = y,
y˙ = µ1 + µ2x+ µ3y + x
3 − 3x2y, (3.36)
where the new parameter are
µ1 =
1
27β5/2
(27h+ 9aξ + 2a3β − 9abβ),
µ2 =
1
3β2
(
β(3b− a2)− 3ξ) , µ3 = 1
3β
(
a2 − 3b+ 3β) . (3.37)
Now, in the next result we show the existence of a topological sphere in the 3D
phase-space completely foliated by periodic orbits.
Proposition 35. Consider system (2.45) with q defined by q(z) = z3 +az2 + bz and
(a2 − 3b+ 3β)/(3β) > 0 sufficiently small. Suppose that
0 < 3b− a2 < 3ξ
β
.
Then there exists K < 0 with
K < (−5/3)(a2 − 3b+ 3β) < 0,
such that the system has an infinite number of stable periodic orbits; in particular,
for any initial condition (x0, y0, z0) ∈ R3 with x0 6= 0 or y0 6= 0 and
min{A,B} < −βx0 − ξy0 + ξz0 − βq(z0) < max{A,B},
where
A =
1
27
(
a−
√
a2 − 3b+ 3β
)(
6bβ − 9ξ + 3β2 − a2β + aβ
√
a2 − 3b+ 3β
)
B = − 1
27
(
a+
√
a2 − 3b+ 3β
)(
9ξ − 6bβ − 3β2 + a2β + aβ
√
a2 − 3b+ 3β
)
,
(3.38)
the steady state solution is periodic. Moreover, the periodic orbits generate a topo-
logical sphere Ω (see Figure 3.8) foliated by such periodic orbits.
Proof. From Remark 32 and (3.37), for a2 − 3b + 3β > 0 sufficiently small, there
exists
K < −(5/3)(a2 − 3b+ 3β),
such that for all h with
1
27β5/2
|(27h+ 9aξ + 2a3β − 9abβ)| <
(
a2 − 3b+ 3β
3
)3/2
+
(
a2 − 3b+ 3β
3
)1/2
K,
the system (3.36)-(3.37) has a stable limit cycle on each Sh given in (3.34), and after
a direct computation we obtain (3.38).
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Figure 3.8: (a) Some slices of the surface Ω given by Proposition 35 for system
(2.45) with parameters a = 1, b = 4.8, β = 5 and ξ = 80, that is K = −2.3,
a2 − 3b + 3β = 0.1, A = 4.9 and B = −42.97. (b) Projection of (a) in the plane
(x, y). (c) Projection of (a) in the plane (x, z).
3.5.2 Application to a 3D memristor based Van der Pol os-
cillator
As a second example, we consider the oscillator introduced in section 2.5, that is,
we take a11 = 1, a12 = −1, a21 = β, a22 = 0 and the function V is defined as in
(2.60). We consider system (2.58) with q(z) = z3 + az2 + bz, a2 − 3b ≤ 0 and the
function W (z) = 3z2 + 2az+ b, so that V (z) = (γ−W (z)) = γz− q(z). Taking into
account that
dq
dz
= V (z) and after a direct computation we obtain that
q(z) = −z3 − az2 − (b− γ)z. (3.39)
Therefore, system (2.59) is already in the form (2.11) where a11 = 1, a12 = −1, a21 =
β, a22 = 0 and the function q is defined in (3.39), that is c = −1, a = −a and
b = −(b − γ). From Corollary 33, we obtain that the invariant manifolds Sh are
given by
Sh = {(x, y, z) ∈ R3 : −y + βz = h}
and on each invariant set Sh the system is the topologically equivalent to the Lie´nard
system
x˙ = y − x3 − ax2 − (b− γ)x, (3.40)
y˙ = −βx+ h.
As a direct consequence of Proposition 34 (b), system (3.40) is topologically equiv-
alent to the system
x˙ = y,
y˙ = µ1 + µ2x+ µ3y + 3x
2y,
(3.41)
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where the new parameters µ1, µ2 and µ3 are defined by
µ1 = h+
aβ
3
, µ2 = −β, µ3 = 3b− a
2
3
. (3.42)
The following result is direct, so we omitted your proof.
Proposition 36. Consider system (3.41) and the set
ϕH = {(µ1, µ2, µ3) : µ21 =
µ22µ3
3
, µ2 < 0, µ3 > 0.}.
Then the set ϕH represents a Andronov-Hopf bifurcation of codimension one.
Now, in the next result we show the existence of a topological sphere in the 3D
phase-space completely foliated by periodic orbits, its demonstration is analogous
to the proof of Proposition 35, and so it is omitted.
Proposition 37. Consider system (2.58) with q defined by q(z) = z3 +az2 + bz and
a2 − 3b < 0. Suppose that
0 < 3b− a2 < 3γ.
Then the system has an infinite number of stable periodic orbits; in particular, for
any initial condition (x0, y0, z0) ∈ R3 with x0 6= 0 or y0 6= 0 and
β
3
(
−
√
a2 − 3b+ 3γ − a
)
< |βz0 − y0| < β
3
(√
a2 − 3b+ 3γ − a
)
,
the steady state solution is periodic. Moreover, the periodic orbits generate a topo-
logical sphere Ω foliated by such periodic orbits.
3.6 False hidden attractors in memristor-based au-
tonomous Duffing oscillator
An attractor is called a hidden attractor if its basin of attraction does not intersect
with small neighborhoods of equilibria, otherwise it is called a self-excited attractor,
for more details see Kuznetsov et al.-Leonov et al. [2011]. Recently in Varshney
et al. [2018a]-Varshney et al. [2018b] was reported the existence of an infinite number
of hidden attractors in Memristor-based autonomous Duffing oscillator, where the
memristance function is a cubic polynomial.
The memristor based autonomous Duffing oscillator is defined by
x˙ = y,
y˙ = z,
z˙ = −αz −M(x)y,
(3.43)
where the memristance function M (possibly discontinuous) is defined as
M(x) =
dφ(x)
dx
(3.44)
and φ is a continuous function. In the next result, we show that the system has an
infinite number of invariant manifolds.
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Figure 3.9: (a) Some slices of the surface Ω given by Proposition 37 with parameters
a = 1, b = 7, β = 10 and γ = 7. (b) Projection of (a) in the plane (x, y). (c)
Projection of (a) in the plane (x, z).
Proposition 38. Consider system (3.43) with the function M defined as in (3.44).
For any h ∈ R the set
Sh = {(x, y, z) ∈ R3 : H(x, y, z) = h} (3.45)
is an invariant manifold for the system, where we have introduced the continuous
function
H(x, y, z) = φ(x) + αy + z. (3.46)
Moreover, the system has an infinite number of invariant manifolds foliating the
whole R3, and so the dynamics is essentially two-dimensional.
Proof. Taking H as in (3.44), define for any solution (x(τ), y(τ), z(τ)) of (3.43) the
auxiliary function
h(τ) = H(x(τ), y(τ), z(τ))
Now, a direct computation gives, excepting the points of possible non-differentiability,
h′(τ) =
dφ(x)
dx
x˙+ αy˙ + z˙ = M(x)y + αz − αz −M(x)y = 0.
Then h is piecewise constant along the orbits of (3.43), but as h is continuous by
definition, it should be globally constant. In short, the level sets of H are invariant
for the flow.
Now, by using the above result, we reduce the study of the dynamical behavior
of the system, to the study of a planar system.
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Proposition 39. Consider system (3.43) with the function M defined as in (3.44).
Then on each invariant set Sh defined in (3.45) the system is topologically equivalent
to the planar system
x˙ = y,
y˙ = −φ(x)− αy + h. (3.47)
Moreover, (x (τ) , y (τ)) ∈ R2 is a solution of the above system if and only if Eh (x (τ) , y (τ))
is a solution of system (3.43), where
Eh (X (τ) , Y (τ)) =
 x (τ)y (τ)
h− φ(x(τ))− αy(τ)
 (3.48)
Proof. From Proposition 38 we can solve for z in the equation H(x, y, z) = h, and
write
z = h− φ(x)− αy.
Replacing this expression into the first and second equation of (3.43) we obtain
system (3.47). Suppose that (x (τ) , y (τ)) ∈ R2 is a solution of system (3.47). Taking
z(τ) = h− αy(τ)− φ(x(τ))
we obtain
z˙(τ) = −αy˙(τ)− dφ(x(τ))
dx
x˙(τ) = −α (h− φ(x(τ))− αy(τ))−M(x(τ))y(τ) =
= −α (z(τ))−M(x(τ))y(τ).
and the proposition follows.
In the following result, we show that for α 6= 0, the system does not have periodic
solutions.
Proposition 40. Consider system (3.47). The following statements hold.
(a) For α = 0 the system is Hamiltonian.
(b) For α 6= 0 the system does not have periodic solutions.
Proof. The divergence of the system is ∆ = −α. Then, when α = 0 the system
corresponds to the Hamiltonian
H(x, y) =
y2
2
+ φ′(x).
For α 6= 0 the divergence of system (3.47) does not change sign, thus from Bendix-
son’s criterion Hale [1991], system (3.43) does not have periodic solutions.
Remark 41. As a consequence of Proposition 40, the 3D system (3.43) system
cannot have periodic orbits for any function φ and α 6= 0. However, when α = 0
the system could have an infinite number of periodic orbits on each invariant set Sh
defined in (3.45).
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In Varshney et al. [2018a]-Varshney et al. [2018b] authors consider system (3.43)
with the function φ(x) = ωx + βx3 and set of parameters α = 0.0001, ω = 0.35,
β = 0.85. From Propositions 38 and 39, we obtain the invariant manifolds
Sh = {(x, y, z) ∈ R3 : ωx+ βx3 + αy + z = h},
and the planar system ruling the dynamics on each Sh given by
x˙ = y, y˙ = −ωx− βx3 − αy + h.
In both quoted references, the authors reported the existence of an infinite number
of stable periodic orbits coexisting with an infinite number of stable equilibria, by
taking into account several numerical simulations.
From Remark 41 we note that, the system cannot have periodic orbits, and so, the
statement made in the quoted papers is false. This show the relevance of having
theoretical analysis as the obtained in this work to avoid misconceptions coming
only from numerical simulations.
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Chapter 4
A multiple FCC bifurcation in 4D
memristor oscillators
In this chapter, we focus our analysis in the existence of multiple stable oscillations in
the 4D piecewise linear version of the canonical circuit proposed in Itoh and Chua
[2008]. This oscillator is modeled by a discontinuous piecewise linear dynamical
system.
By adding one parameter that stratifies the 4D dynamics, it is shown that the
dynamics in each stratum is topologically equivalent to a 3D continuous piecewise
linear dynamical system. Some previous results on bifurcations in such reduced
system, allow to detect rigorously for the first time a multiple focus-center-cycle
bifurcation in a three-parameter space, leading to the appearance of a topological
sphere in the original model, completely foliated by stable periodic orbits.
4.1 PWL systems of dimension n with 2 and 3
zones
In this section, we start with a review of some basic concepts of continuous piecewise
linear systems of dimension n. This material is a new elaboration of some results
given in Vela [2013].
A differential equation x˙ = F (x) with x = (x1, x2, . . . , xn)
T is said to be a
3PWLn (3 zones, dimension n ) system if there exist three vectors bL,bC ,bR and
three matrices AL, AC , AR ∈Mn(R) so that
x˙ = F (x) =

ALx + bL, if e
T
1 x < −1,
ACx + bC , if |eT1 x| ≤ 1,
ARx + bR, if e
T
1 x > 1.
(4.1)
where e1 is the first canonical vector. If the vector field F is continuous, we have a
3CPWLn system, that is, for all x ∈ Rn such that eT1 x = −1, we have
ALx + bL = ACx + bC ,
and for all x ∈ Rn such that eT1 x = 1, we get
ACx + bC = ARx + bR.
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If the vector field F is discontinuous, we have a 3DPWLn. When the matrices of the
external regions are equal, that is AL = AR, the system is called a quasi-symmetrical
3PWLn system, and then we use the notation AE for such common matrix.
In some control and electronic engineering applications, it is usual to have a single
nonlinearity, possible appearing in several components of the vector field; then such
systems are called Lure´ systems Afanasiev et al. [1996]. For continuous vector fields,
a sufficient condition to have a Lure´ system is given below.
Proposition 42. The matrices Aj, with j ∈ {L,C,R} given in (4.1), when the
vector field F is continuous, share the last n−1 columns. Furthermore, if we assume
that there exists a linear dependence between the first columns of matrices AC −AL
and AR − AC, then there exist a matrix A ∈ Mn(R), vectors b, c ∈ Rn, and a
continuous piecewise linear function ϕ, such that system (4.1) can be written in
Lure´ form
x˙ = Ax + bϕ
(
eT1 x
)
+ c. (4.2)
Proof. First, the continuity of the vector field F assures that
AL(−e1 + µek) + bL = AC(−e1 + µek) + bC , (4.3)
AC(−e1 + µek) + bC = AR(−e1 + µek) + bR,
for all µ ∈ R and 2 ≤ k ≤ n. Taking µ = 0 we obtain
bC = bL + (AC − AL)e1, bR = bC − (AR − AC)e1,
and from (4.3) we have for 2 ≤ k ≤ n the equalities
ALek = ACek = ARek.
Thus, the three matrices have in common the last n− 1 columns. As consequence,
we get
AC = AL + (AC − AL)e1eT1 , AR = AC + (AR − AC)e1eT1 ,
and substituting eT1 x = x1, we obtain
ACx + bC =
(
AL + (AC − AL)e1eT1
)
x + bL + (AC − AL)e1 =
= ALx + (AC − AL)e1x1 + bL + (AC − AL)e1 =
= ALx + (AC − AL)e1 (x1 + 1) + bL,
and similarly
ARx + bR = ACx + (AR − AC)e1eT1 x + bC − (AR − AC)e1 =
= ALx + (AC − AL)e1 (x1 + 1) + (AR − AC)e1 (x1 − 1) + bL.
Introducing the ramp function
ϕδ(x) =
{
0, if 0 ≤ δ,
x− δ, if x > δ,
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we can rewrite the system into the form
x˙ = ALx + (AC − AL)e1ϕ−1(x1) + (AR − AC)e1ϕ1(x1) + bL. (4.4)
Under the conditional hypothesis, there exists a linear dependence between the first
columns of matrices AC − AL and AR − AC , so that
µ1(AC − AL)e1 + µ2(AR − AC)e1 = 0,
there exist a vector b and constants b1 and b2 such that
(AC − AL) e1 = b1b, (AR − AC)e1 = b2b, (4.5)
and then (4.4) becomes
x˙ = ALx + b (b1ϕ−1(x1) + b2ϕ1(x1)) + bL.
Finally, taking A = AL, c = bL and
ϕ(x) = b1ϕ−1(x) + b2ϕ1(x),
we obtain system (4.2).
As a direct consequence of Proposition 42, we get some specific cases of systems
with only two or three zones.
Proposition 43. Consider system (4.2). The following statements hold.
(a) If either AL = AC or AC = AR, that is, for a 2PWLn system, the function ϕ
can be taken as follows (ramp function)
ϕ(v) =
{
0, if v ≤ 0,
v, if v > 0.
(4.6)
(b) If AE = AL = AR, that is, the system is a quasi-symmetrical 3PWLn, then the
system can be written into the form
x˙ =AEx + (AC − AE) e1sat
(
eT1 x
)
+ bC , (4.7)
where sat (x) is the normalized saturation function given by
sat (x) =
{
x if |x| ≤ 1,
sgn(x) if |x| > 1.
Proof. If AL = AC , from (4.4) we get x˙ = ALx + (AR − AC)e1ϕ1(x1) + bL, and
after to adequate translation in the variable x1 we obtain the function ϕ defined as
in (4.6). Analogously, we can proceed for AC = AR, and the statement (a) follows.
If AE = AL = AR we have from (4.4) and (4.5), b1 = −b2 = 1 and
x˙ = AEx + (AC − AE)e1ϕ−1(x1) + (AE − AC)e1ϕ1(x1) + bL =
= AEx + (AC − AE)e1 (ϕ−1(x1)− ϕ1(x1)) + bL,
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taking into account the identities
sat (x) = ϕ−1(x)− ϕ1(x)− 1,
bC = bL + (AC − AE)e1,
we obtain
x˙ = AEx + (AC − AE)e1 (ϕ−1(x1)− ϕ1(x1)) + bL =
= AEx + (AC − AE)e1 (ϕ−1(x1)− ϕ1(x1)− 1 + 1) + bL =
= AEx + (AC − AE)e1 (sat (x) + 1) + bL =
= AEx + (AC − AE)e1sat (x) + bC ,
and the conclusion follows.
4.2 The Focus-Center-Limit Cycle bifurcation in
R3
In this section, we rewrite two known results regarding a mechanism for the gener-
ation of limit cycles in piecewise linear systems in R3, see Freire et al. [2005] and
Carmona et al. [2005a], for the sake of completeness and to facilitate its application
below. These theorems describes a codimension-one bifurcation analogous to the
Hopf bifurcation of differentiable dynamics, in two cases, namely, in 3D PWL sys-
tems with two zones (2CPLW3) and in 3D symmetrical PWL systems with 3 zones
(3CPWL3).
We consider the parameters tE,mE, dE and tC ,mC , dC as the linear invariants
(trace, sum of principal minors and determinant) of the matrices AE and AC ,
respectively. For the critical value ε = mCtC − dC with mC > 0, system (4.2) has a
linear center in the central zone; that is, the matrix AC has a pair of pure imaginary
eigenvalues. In the next theorem we consider systems with two zones (see Figure
4.1).
Theorem 44. Freire et al. [2005] Consider a continuous system (4.1) with bC = 0
and AL = AC (so that AE = AR and the only separation plane is x1 = 1) or AC = AR
(so that AE = AL and the only separation plane is x1 = −1) that is, the system is
2CPWL3. Assume that mC > 0, ε = mCtC − dC and define the non-degeneracy
parameter
ρ = dCmC − dCmE + dEmC −m2CtE.
Then, for ρ 6= 0 and ε = 0 the system undergoes a focus-center-limit cycle bifurca-
tion; that is, from the lineal center configuration in the central zone, which exists for
ε = 0, one limit cycle appears for ερ > 0 and ε sufficiently small. The peek-to-peek
amplitude a (measured for x1), the period Per, and the logarithms of characteristic
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multiplier µr and µa of the periodic orbit are analytic functions at 0, in the variable
ε1/3; namely
a = 2 +
(12pi)2/3m
4/3
C
4ρ2/3
ε2/3 +
pim
1/2
C ξ
2ρ(d2C +m
3
C) tanh
(
pidC
2m
3/2
C
)ε+O(ε)4/3,
Per =
2pi√
mC
+
pi(mC −mE)√mC
ρ
ε+
122/3pi5/3m
5/6
C P5
10ρ8/3
(dC −mCtE)
· ((dE −mCtE)2 +mC(mC −mE)2)ε5/3 +O(ε)2,
µr = −(12pi)
1/3m
7/6
C ρ
2/3
d2C +m
3
C
ε1/3 +O(ε)1/3 +
mC
2(d2C +m
3
C)
2 tanh
(
pidC
m
3/2
C
)ε2/3 +O(ε),
µa =
2pidC
m
3/2
C
+
(12pi)1/3ξ
m5/6(d2C +m
3
C)ρ
1/3
ε1/3 − m
1/3ξρ1/3
2(d2C +m
3
C)
2 tanh
(
pidC
m
3/2
C
)ε2/3 +O(ε),
where
ξ = d2C(mCtE − dC) +m2E(dEmC − dCmE).
In particular, if ρ > 0 and dC < 0, then the limit cycle bifurcates for ε > 0 and is
orbitally asymptotically stable. Otherwise, if ρ < 0 or dC > 0 the bifurcating limit
cycle is unstable, being completely unstable when both inequalities hold.
cc c
Figure 4.1: The focus-center-limit cycle bifurcation in the case dC < 0 and ρ > 0.
The focal plane and the complementary one-dimensional invariant manifold at the
origin are shown, along with the plane which separates the two linear regions. Taking
into account Theorem 44; the left panel correspond with the case ε < 0, the central
panel is the case ε = 0 and the right panel is the case ε > 0. Figure used with
permission, taken from Vela [2013]
Next, systems with three zones (see Figure 4.2) are studied in the following
theorem.
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Theorem 45. Carmona et al. [2005a] Consider a continuous system (4.1) with
bL = −bR, bC = 0 and AE = AL = AR, that is, the system is a symmetrical
3CPWL3. Assume that mC > 0, ε = mCtC − dC and the non-degeneracy parameter
ρ = dCmC − dCmE + dEmC −m2CtE.
Then, for ρ 6= 0 and ε = 0 the system undergoes a focus-center-limit cycle bifurca-
tion; that is, from the lineal center configuration in the central zone, which exists for
ε = 0, one limit cycle appears for ερ > 0 and ε sufficiently small.
The amplitude a (mesured as as the maximum of |x1|), the period Per, and the
logarithms of characteristic multiplier µr and µa of the periodic orbit are analytic
functions at 0, in the variable ε1/3; namely
a = 1 +
(6pi)2/3m
4/3
C
8ρ
ε2/3 +
(6pi4)1/3a4
960m
1/3
C ρ
7/3
ε4/3 +O(ε)5/3,
Per =
2pi√
mC
+
pi(mC −mE)√mC
ρ
ε− 6
2/3pi5/3m
5/6
C P5
20ρ8/3
ε5/3 +O(ε)2,
µr = −(48pi)
1/3m
7/6
C ρ
2/3
d2C +m
3
C
ε1/3 +O(ε)2/3,
µa =
2pidC
m
3/2
C
+
(48pi)1/3
m
5/6
C
(
mCtE − dC
ρ1/3
+
m2Cρ
2/3
d2C +m
3
C
)
ε1/3 +O(ε)2/3,
where
a4 = −120tEm5C + (120dC + 2t3E + 21mEtE + 72dE)m4C
+ (−(93mE + 27t2E)dC + (27mE − 2t2E)dE)m3C + (2t2mE + 25dEtE − 27m2E)dCm2C
+ (25d3C + 23(mEtE − dE)d2C)mC − 25mEd3C ,
P5 = (mC(mC −mE)2 + (mCtE − dE)2)(mCtE − dC).
In particular, if ρ > 0 and dC < 0, then the limit cycle bifurcates for ε > 0 and is
orbitally asymptotically stable. Otherwise, if ρ < 0 or dC > 0 the bifurcating limit
cycle is unstable, being completely unstable when both inequalities hold.
4.3 The dissipativeness property
In this section, we give our first result regarding quasi-symmetric 3CPWL3 systems
defined as in (4.7). In the important case that the matrix AE is Hurwitz, system
(4.7) have a dissipativeness property in the following sense. The following result
has already been shown in dimension 2 (see Proposition 3.13.2 of Llibre and Teruel
[2014]) but we include here an extended version of such result and an improved
version of its proof.
Proposition 46. Consider system (4.7). If the matrix AE is Hurwitz, then all
solutions are bounded.
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Figure 4.2: The focus-center-limit cycle bifurcation in the case dC < 0 and ρ > 0.
The focal plane and the complementary one-dimensional invariant manifold at the
origin are shown, along with the two parallel planes which separate the three linear
regions. Taking into account Theorem 45; the left panel correspond with the case
ε < 0, the central panel is the case ε = 0 and the right panel is the case ε > 0.
Figure used with permission, taken from Vela [2013].
Proof. The change of variables x˜ = x− x∗ where x∗ = −A−1E bC , transforms system
(4.7) into the form x˙ =AEx + ϕ(e
T
1 x)b, where the tildes have been removed, the
vector b = (AC − AE)e1, the function ϕ is continuous and given by
ϕ(x) =

1 if x > 1 + eT1 x
∗,
x if |x− eT1 x∗| ≤ 1,
−1 if x < −1 + eT1 x∗,
so that we have |ϕ(x)| ≤ 1. Since the matrix AE is Hurwitz, there exist positive
constants M and γ such that, for any s > 0 we get
∥∥esAE∥∥ ≤ Me−γs. Finally, for
any solution x(t) we get
x(t) = etAEx(0) +
∫ t
0
ϕ(eT1 x(r))e
(t−r)AEbdr,
and taking norms, we obtain
‖x(t)‖ ≤ ∥∥etAE∥∥ ‖x(0)‖+ ‖b‖∫ t
0
∣∣ϕ(eT1 x(r))∣∣ ∥∥e(t−r)AE∥∥ dr ≤
≤Me−γt ‖x(0)‖+ ‖b‖M
∫ t
0
e−γ(t−r)dr =
= M
(
e−γt ‖x(0)‖+ ‖b‖ 1
γ
(
1− e−tγ)) < M (‖x(0)‖+ ‖b‖ 1
γ
)
,
so that, for all t > 0 the solution x(t) is contained in the ball of radius
M
(‖x(0)‖+ ‖(AC − AE)e1‖ γ−1)
and the proposition follows.
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4.4 Stability of equilibria
Consider the sets ΣL =
{
x ∈ R3 : eT1 x < −1
}
, ΣC =
{
x ∈ R3 : ∣∣eT1 x∣∣ ≤ 1} and
ΣR =
{
x ∈ R3 : eT1 x > 1
}
, where e1 is the first canonical vector. Given k ∈
{L,C,R}, if system (4.7) has an equilibrium point x∗k with x∗k ∈ Σk then it is
called real, otherwise it will be termed virtual.
When the equilibria are not at the boundaries |eT1 x| = 1, their stability can
be obtained by standard criteria, as follows. By a direct application of the Routh-
Hurwitz Theorem (see for instance Afanasiev et al. [1996]) we obtain the next result.
Proposition 47. Consider system (4.7). Assume that x∗C,E is a real equilibrium
point, then it will be asymptotically stable if t{C,E} < 0, d{C,E} < 0 and t{C,E}m{C,E}−
d{C,E} < 0.
However, the stability of equilibria when they lie at the boundaries |eT1 x| = 1 is a
problem much more involved. In particular, as shown in Carmona et al. [2006], it is
possible to have an unstable equilibrium point even when the two matrices AC and
AE are Hurwitzian. The difficulties arise from the possible existence of invariant
cones where the dynamics is not easy to control, see for more details Carmona et al.
[2005b]. In looking for the richest dynamics persistent BEB scenarios, we will impose
that the equilibrium at the boundary be stable, but such that in the transition to
the central zone it becomes an unstable equilibrium. This situation is the most
interesting since then it is guaranteed the appearance of a new attractor when the
persistent equilibrium is within the central zone, see Theorem 5.4 of Bernardo et al.
[2008a]. In this context, it turns out of interest to consider the following result, which
will be given without proof, see Proposition 10 and Theorem 2(d1) of Carmona et al.
[2005b], or Proposition 5.1 of Bernardo et al. [2008b]. We emphasize that it is the
only case where the stability of equilibria at the boundary can be assured.
Proposition 48. Consider system (4.7). Assume that the matrices A{C,E} have
have a pair of complex eigenvalues, that is the eigenvalues are λ{C,E} ∈ R and
σ{C,E} ± iω{C,E} with ω{C,E} > 0. If there exists an equilibrium point x∗ such that
|eT1 x∗| = 1 and
(σC − λC)(σE − λE) > 0, (tE − tC)(σE − λE) ≤ 0,
then the equilibrium point is asymptotically stable if and only if the two real eigen-
values λC and λE are negative.
Next, following Carmona et al. [2006], we reproduce an example of a piecewise
linear system with two zones, such that the two matrices are Hurwitzian, the equi-
librium point is unstable and lie at the boundary. Consider the system
x˙ =
{
AEx, if e
T
1 x ≥ 0,
ACx, if e
T
1 x < 0.
(4.8)
where the matrices are given by
A{C,E} =
 t{C,E} −1 0m{C,E} 0 −1
d{C,E} 0 0
 .
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Suppose that the matrices A{C,E} has a pair of imaginary eigenvalues, that is, the
eigenvalues of A{C,E} are λ{C,E} ∈ R and σ{C,E} ± iω{C,E}. The characteristic poly-
nomials of the matrices A{C,E} are
p{C,E}(µ) = −µ3 + t{C,E}µ2 −m{C,E}µ+ d{C,E},
and after a direct computation we get
t{C,E} = λ{C,E} + 2σ{C,E},
m{C,E} = 2λσ{C,E} + σ2{C,E} + ω
2
{C,E},
d{C,E} = λ
(
σ2{C,E} + ω
2
{C,E}
)
.
(4.9)
Fixing the parameters
λC = −0.5, σC = −0.04 ωC = 1, σE = −0.03, ωE = 9, (4.10)
and taking λE as a bifurcation parameter, we have that for λE = −0.1 the equilib-
rium point is stable, but for λE = −0.5 is unstable, see Figure 4.3.
Figure 4.3: System (4.8)-(4.9) with parameters as in (4.10) and λE = −0.5. (a)
The plane which separates the two linear regions and the unstable equilibrium point
(yellow) are shown. (b) Projection of (a) in the plane (x, y). (c) The poincare´ section
x = 0 is shown.
To finish this section, we include an intersecting example. Consider the contin-
uous quasi-symmetric 3D PWL system defined by
x˙ =

AEx + bC + b, if e
T
1 x > 1,
ACx + bC , if |eT1 x| < 1,
AEx + bC − b. if eT1 x < −1,
(4.11)
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where the vectors bC and b are
bC = he3, b =
 tC − tEmC −mE
dC − dE
 . (4.12)
Taking the set of parameters given in (4.9)-(4.10), λE = −0.5 and h = dC , we
obtain that system (4.11)-(4.12) has only one unstable equilibrium point that lies
at the boundary x1 = 1, while both matrices AE and AC are Hurwitzian. From
Proposition 46 all solutions of system are bounded. Therefore, there should be a
bounded attractor. In fact, by numerical simulation we see that there is a stable
invariant set, see Figure 4.4. This phenomenon leads to a particular boundary
equilibrium bifurcation when moving the parameter h. This example deserves a
deeper study and it is out of the scope of this work.
Figure 4.4: System (4.11)-(4.12) with parameters as in (4.10) and h = dC . (a) The
plane x = 1 is shown. The unstable equilibrium point is shown in red and the stable
invariant set in blue. (b) Projection of (a) in the plane (x, y). (c) projection of (a)
in the plane (y, z).
4.5 Lie´nard canonical form
Quasi-symmetric 3D piecewise linear systems given in (4.7) can be written in the
generalized Lie´nard’s form as we will show in the next theorem. First, we give an
auxiliary result.
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Proposition 49. Given any matrix of order 3 defined by blocks
A =
(
a11 r
T
w B
)
,
where
r =
(
a12
a13
)
, w =
(
a21
a31
)
, B =
(
a22 a23
a32 a33
)
,
the following statements hold.
(a) The linear invariants of the matrix A can be written as
t = a11 + tr (B) ,
m = det (B) + a11tr (B)− rTw,
d = a11 det (B) + r
TBw−tr (B) rTw,
where t,m and d are the trace, the sum of principal minors and the determinant
respectively.
(b) If we consider the matrix
G =
(
1 0
s Q
)
,
where 0 is a null row vector and
s =
(
tr (B)
det (B)
)
, Q =
( −rT
rTB − tr (B) rT
)
,
we have  t −1 0m 0 −1
d 0 0
G = GA
Proof. Statement (a) can be checked by direct computation. After a direct multi-
plication we obtain t −1 0m 0 −1
d 0 0
G =
 t− tr (B) rTm− det (B) tr (B) rT − rTB
d 0
 ,
and GA = (z, D) where the vector z and the matrix D are given by
z=
 a11a11tr (B)− rTw
a11 det (B) + r
TBw−tr (B) rTw
 ,
D =
 rTtr (B) rT − rTB
rT [B2 − tr (B)B + det (B) I]
 .
By Cayley-Hamilton’s Theorem, we get B2 − tr (B)B + det (B) I = 0, and then
statement (b) follows from statement (a).
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Theorem 50. Consider a three-dimensional quasi- symmetric continuous piecewise
linear system given by
x˙ =AEx + (AC − AE) e1sat
(
eT1 x
)
+ bC , (4.13)
where the column vectors w, r ∈ R2 and the matrix B are such that
AE =
(
a11 r
T
w B
)
.
Assume that the matrix
C =
(
rT
rTB
)
(4.14)
has rank 2, that is, it is nonsingular. Then, the homeomorphism x˜ = Gx where
G =
(
1 0
s Q
)
, s =
(
tr (B)
det (B)
)
, Q =
( −rT
rTB − tr (B) rT
)
(4.15)
transforms system (4.13) into the generalized Lie´nard’s form
x˙ =
 tE −1 0mE 0 −1
dE 0 0
 x +
 tC − tEmC −mE
dC − dE
 sat (eT1 x)+GbC , (4.16)
where the tildes for the new variables have been removed, and the parameters tE,mE, dE
and tC ,mC , dC are the linear invariants (trace, sum of principal minors and deter-
minant) of the matrices AE and AC, respectively.
Proof. From hypothesis, the matrix C has rank 2, so that the matrices Q and then
G are nonsingular and the change of variables is well defined. Now, we consider the
matrix
Lj =
 tj −1 0mj 0 −1
dj 0 0
 with j ∈ {E,C} ,
where tj,mj, dj are the linear invariants (trace, sum of principal minors and deter-
minant) of the matrices Aj with j ∈ {E,C} . Since system (4.13) is continuous,
the matrices AE and AC satisfy AE − AC = (AE − AC) e1eT1 , where e1 is the first
canonical vector, so that the matrices share the last two columns. From Proposition
(49) we have LEG = GAE and LCG = GAC . Thus, we obtain
dx˜
dτ
= GAEG
−1x˜ + (LC − LE)Ge1sat
(
eT1G
−1x˜
)
+GbC .
Taking into account that (LC − LE)Ge1 = (LC − LE) e1 and eT1G−1 = eT1 we obtain
the generalized Lie´nard’s form given in (4.16) and the theorem follows.
Remark 51. Note that the observability matrix of the system (4.13) is given by
O =
 eT1eT1AE
eT1A
2
E
 =
 1 0a11 rT
a11 + r
Tw a11r
T + rTB
 ,
which has rank 3 if and only if the matrix C has rank 2, so that the assumption made
on the matrix C is by no means different from the classical observability condition
(see Afanasiev et al. [1996]).
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4.6 4D canonical memristor oscillators
In this section we consider the canonical fourth-order memristor oscillator given in
Itoh and Chua [2008], see Figure 4.5, where a flux-controlled memristor is the only
nonlinear element. Applying Kirchhoff’s laws to the upper nodes and the central
loop we obtain the equations
i1 = i3 − i, v3 = v2 − v1, i2 = −i3 + i4, (4.17)
where v1, v2 are the voltage across the capacitors C1, C2 respectively, and v3 is the
voltage across the inductance. Similarly, the current i1, i2, i3 and i are as shown
in Figure 4.5. Taking into account the different dipoles, and in particular that the
current through the memristor satisfies
i =
dq
dt
=
dq
dϕ
dϕ
dt
,
it is then possible to arrive to the equations
C1
dv1
dτ
= i3 −W (ϕ)v1,
L
di3
dτ
= v2 − v1,
C2
dv2
dτ
= −i3 +Gv2,
dϕ
dτ
= v1,
(4.18)
where C1, C2 denote the capacitance of the capacitors, L is the inductance of the
inductor, the conductance has a negative value −G, W (ϕ) = dq
dϕ
and ϕ denote the
flux across the memristor, see section 3.1 of Itoh and Chua [2008] for more details.
Taking L = 1 as in the quoted paper, system (4.18) can be written as
dx
dτ
= αy − αW (w)x,
dy
dτ
= z − x,
dz
dτ
= −βy + γz,
dw
dτ
= x,
(4.19)
where α = 1/C1 > 0, β = 1/C2 > 0, γ = G/C2 > 0 and
W (w) =
dq(w)
dw
, (4.20)
being q the characteristics of the flux-controlled memristor. The new state variables
are x = v1 (voltage across the first capacitor); y = i3 (current across the inductor L);
z = v2 (voltage across the second capacitor) and w = ϕ, the flux of the memristor.
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Figure 4.5: A fourth-order canonical memristor oscillator.
Remark 52. The continuous function of the flux-charge characteristics q (w) is
sometimes assumed to be in the set PC1(R) of continuous piecewise-smooth func-
tions. Then, the vector field (4.19) becomes a discontinuous vector field at certain
hyperplanes w = wi for a finite set of values wi where q(w) is not differentiable. In
fact, assuming that we could compute the two lateral limits
W+i = lim
w→w+i
W (w), W−i = lim
w→w−i
W (w),
at the manifold w = wi, we should have the interaction of two different vector
fields. However, this is not a real problem regarding the existence and uniqueness
of solutions as long as such two vector fields share the normal component w˙ = x.
Effectively, we can concatenate solutions in the natural way and so they become
functions in PC1(R), which exist for any t ∈ R and are uniquely defined. Therefore,
here is not needed at all to invoke Filippov’s theory Filippov [1988].
4.6.1 Dimensional and parameter reduction
Following a similar procedure to the one done in Theorem 8, we conclude the fol-
lowing result.
Theorem 53. Consider system (4.19) where q ∈ PC1(R) is given and the (possibly
discontinuous) function W is defined as in (4.20). If we introduce the continuous
function
H(x, y, z, w) := β (x+ αq(w))− αγ (y + w) + αz, (4.21)
then for any h ∈ R the set
Sh = {(x, y, z, w) ∈ R4 : H(x, y, z, w) = h}, (4.22)
is an invariant manifold for the system. Therefore, system (4.19) has an infinite
family of invariant manifolds foliating the whole R4, and so the dynamics is essen-
tially three-dimensional.
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Proof. Using remark 52, we can assume the existence of solutions
(x(τ), y(τ), z(τ), w(τ))
for which the evaluation of
h(τ) := H(x(τ), y(τ), z(τ), w (τ))
is feasible. Excepting the finite number of points where solutions are not differ-
entiable, after a direct computation, we get that h′(τ) = 0, so that h is at least
piecewise constant along the solutions of (4.19). Since h(τ) is a continuous function,
we obtain that the function is indeed constant everywhere.
The existence of conserved quantity H, has a precise physical meaning for the
original system (4.18). In fact, we get
C1C2
dH
dτ
= C1C2h
′(τ)
= C1
dv1
dτ
−G
(
di3
dτ
+
dϕ
dτ
)
+ C2
dv2
dτ
+
dq
dτ
= 0,
that is, iC1 + iG+ iC2 + iM = 0 which is by no means different of the current Kirchoff
law applied to the ground node of the circuit, see section 3.1 of Itoh and Chua [2008].
Thus, we deduce in this case that the conserved quantity is directly related to the
conservation law for the total charge.
In the next result, we show that the parameter α is not essential and can be elim-
inated in system (4.19), alleviating the notation. Its proof is a direct computation
which is omitted.
Proposition 54. The change of variables
τ˜ = α1/2τ, x˜ = α−1/2x, y˜ = y, z˜ = α−1/2z,
β˜ = α−1/2β, γ˜ = α−1/2γ, a˜ = α1/2a, b˜ = α1/2b,
(4.23)
transforms system (4.19) into the form
dx
dτ
= y −W (w)x,
dy
dτ
= z − x,
dz
dτ
= −βy + γz,
dw
dτ
= x,
(4.24)
where the tildes for the new variables and parameters have been removed.
For convenience, we will rewrite system (4.24) as
y˙1 = y4,
y˙2 = y3 − y4,
y˙3 = −βy2 + γy3,
y˙4 = y2 −W (y1)y4,
(4.25)
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where (y1, y2, y3, y4) = (w, y, z, x). Note that the function H given in (4.21) can be
rewritten now as
H(y1, y2, y3, y4) = β (y4 + q(y1))− γ (y1 + y2) + y3, (4.26)
and so in the new variables we have the invariant manifolds
Sh = {(y1, y2, y3, y4) ∈ R4 : H(y1, y2, y3, y4) = h}. (4.27)
The equilibrium points of system (4.25) are given by the unbounded set formed by
all points in the y1-axis, namely
E = {(y1, y2, y3, y4) ∈ R4 : y2 = y3 = y4 = 0 and y1 ∈ R}.
It should be noticed that all these equilibria have an eigenvalue λ = 0, since their
linearization matrix has a null first column.
The following result exploits the fact that the dynamics is always confined to a
certain invariant manifold Sh. We show that, by a suitable change of variables, a
topologically equivalent system with a dimensional reduction and without discon-
tinuities is achieved. The price to be payed is the introduction of an additional
parameter associated to the chosen level set Sh defined in (4.22)
Theorem 55. Consider system (4.25) with β 6= 0 and q ∈ PC1(R). On any invari-
ant set Sh the dynamics of the system is topologically equivalent to the dynamics of
the continuous system
x˙1 =
γ
β
(x1 + x2)− q(x1)− 1
β
x3 +
h
β
,
x˙2 = x3 − γ
β
(x1 + x2) + q(x1) +
1
β
x3 − h
β
,
x˙3 = −βx2 + γx3.
(4.28)
Proof. Solving for y4 in the equation H(y1, y2, y3, y4) = h given in (4.26), we obtain
y4 =
γ
β
(y1 + y2)− q(y1)− 1
β
y3 +
h
β
,
and substituting this expression in the first three equations of (4.25), we get
y˙1 =
γ
β
(y1 + y2)− q(y1)− 1
β
y3 +
h
β
,
y˙2 = y3 − γ
β
(y1 + y2) + q(y1) +
1
β
y3 − h
β
,
y˙3 = −βy2 + γy3.
(4.29)
Finally, making the notational change (x1, x2, x3) = (y1, y2, y3), system (4.29) goes
into the form (4.28).
Note that x˙1 + x˙2 = x3, so that, equilibria of system (4.28) satisfy x2 = x3 = 0,
and the equation
βq(x1)− γx1 = h, (4.30)
so that generically, we will have a finite number of equilibria for each h ∈ R.
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Remark 56. We note that following a similar procedure to the one done in sub-
section 2.4.1, it is easy to show how it is possible to get a system equivalent to the
continuous reduced system (4.28), by working from the beginning in the flux-charge
setting instead of starting from the discontinuous 4D system (4.18). This approach
is known as Flux-Charge Analysis Method (FCAM, for short) and was proposed in
Corinto and Forti [2016]-Corinto and Forti [2017].
In what follows, we consider the function q as the continuous piecewise linear
function defined by
q(x) =

b(x− 1) + a, if x > 1,
ax, if |x| 6 1,
b(x+ 1)− a, if x < −1,
(4.31)
so that
W (x) =
dq(x)
dx
=
{
b, if |x| > 1,
a, if |x| < 1. (4.32)
Remark 57. Note that as a first consequence of Theorem 55, when β 6= 0, a 6= b and
the function q is defined as in (4.31), the dynamics of system (4.25) on Sh defined
in (4.27) is ruled by a continuous piecewise system of the form
x˙ =

AEx + bC + b, if x ∈ ΣR,
ACx + bC , if x ∈ ΣC ,
AEx + bC − b, if x ∈ ΣL,
(4.33)
where
AC =
1
β
γ − aβ γ −1aβ − γ −γ 1 + β
0 −β2 γβ
 ,
AE =
1
β
γ − bβ γ −1bβ − γ −γ 1 + β
0 −β2 γβ
 ,
b =
b− aa− b
0
 , bC = h
β
 1−1
0
 .
(4.34)
As a consequence, the invariant manifolds Sh given in (4.27) are continuous and
piecewise linear (CPWL, for short). We can obtain a canonical form (so called
Lie´nard’s generalized form). Combining Remark 57 and Theorem 50, we obtain the
following result.
Proposition 58. Consider the fourth-order discontinuous system (4.25) with β 6= 0
and the function q defined as in (4.31). On any invariant manifold Sh given in
(4.27), the system is topologically equivalent to the third-order continuous canonical
system
x˙ =
 tE −1 0mE 0 −1
dE 0 0
x +
 tC − tEmC −mE
dC − dE
 sat (eT1 x)+ hβ
1γ
β
 (4.35)
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where tC,E, dC,E and mC,E are the linear invariants of the matrices AE and AC given
by
tC = γ − a, mC = 1 + β − γa, dC = γ − βa,
tE = γ − b, mE = 1 + β − γb, dE = γ − βb.
(4.36)
Proof. From Remark 57, on any invariant manifold Sh the dynamics of system (4.25)
is ruled by a continuous piecewise linear system (4.33)-(4.34). Computing the matrix
C given in (4.14) we obtain
C =
1
β2
(
γβ −β
β2 − γ2 γ
)
,
so that det (C) = 1/β and C is nonsingular. From Theorem 50, there exists a
matrix G given by
G =
1
β
 β 0 0γβ − γ −γ 1
β2 + β − γ2 β − γ2 γ
 , (4.37)
such that the change of variables x˜ = Gx transforms system (4.33)-(4.34) into the
Generalized Lie´nard’s form (4.35) and the conclusion follows.
Remark 59. Note that if
y (τ) = (y1 (τ) , y2 (τ) , y3 (τ) , y4 (τ)) ,
is a solution of system (4.25), from Theorem 53 we obtain the constant value
h = H(y1 (τ) , y2 (τ) , y3 (τ) , y4 (τ)), (4.38)
where H is given in (4.26), so that y (τ) ∈ Sh. From Theorem 58, for h given in
(4.38) we get that x (τ) = G (y1 (τ) , y2 (τ) , y3 (τ))
T is a solution of the canonical
system (4.35)-(4.36) where the matrix G is given in (4.37). The eigenvalues of the
matrices AE and AC are the roots of the polynomials
pj (λ) = λ
3 − tjλ2 +mjλ− dj, with j ∈ {E,C} .
The numerical simulation of system (4.25) is prone to numerical errors, associated
with the presence of infinite number of piecewise linear invariant manifold Sh. Thus,
we need to implement a safeguard that force the solutions of system (4.25) to stay
at the corresponding invariant manifold Sh. The next result avoids the numerical
difficulties because we give for any solution of the continuous canonical system (4.35)-
(4.36) with a given value of h the corresponding solution of the discontinuous system
(4.25).
Proposition 60. Given h ∈ R and β 6= 0, if (x1(τ), x2(τ), x3(τ)) ∈ R3 is a solution
of canonical system (4.35)-(4.36) if and only if
y (τ) =

x1(τ)
(γ2 − β − 1)x1(τ)− γx2(τ) + x3(τ)
(γ3 − 2βγ)x1(τ) + (β − γ2)x2(τ) + γx3(τ)
γx1(τ)− x2(τ)− q(x1(τ)) + h/β
 (4.39)
is a solution of discontinuous system (4.25) on Sh, where the function q is defined
as in (4.31).
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Proof. Assume that x(τ) = (x1(τ), x2(τ), x3(τ)) ∈ R3 is a solution of the canonical
system (4.35)-(4.36) for some h ∈ R. From Theorem 58 there exists a nonsingular
matrix G such that G−1x (τ) is a solution of non-canonical system (4.28). Taking
into account that
G−1x (τ) =
 x1(τ)(γ2 − β − 1)x1(τ)− γx2(τ) + x3(τ)
(γ3 − 2βγ)x1(τ) + (β − γ2)x2(τ) + γx3(τ)
 =
y1(τ)y2(τ)
y3(τ)
 ,
and defining
y4 (τ) =
γ
β
(y1(τ) + y2(τ))− q(y1(τ))− 1
β
y3(τ) +
h
β
=
= γx1(τ)− x2(τ)− q(x1(τ)) + h
β
,
we obtain trivially H (y1 (τ) , y2 (τ) , y3 (τ) , y4 (τ)) = h, where H is given in (4.26),
that is (G−1x (τ) , y4 (τ)) ∈ Sh. Now, after to direct computation we get y˙1 =
y4, y˙2 = y3 − y4, y˙3 = −βy2 + γy3 and taking into account that y˙1 + y˙2 = y3
we obtain
y˙4 =
γ
β
(y˙1 + y˙2)−W (y1(τ))y˙1 − 1
β
y˙3 = y2(τ)−W (y1(τ))y4(τ).
Thus y (τ) defined as in (4.39) is a solution of discontinuous system (4.25) and the
conclusion follows.
4.6.2 Boundary equilibrium bifurcations
In the following result we study the existence of real equilibrium points and their
transitions between the central zone and the externals zones. The proof is a direct
computation and is omitted.
Proposition 61. Consider canonical system (4.35)-(4.36) with a 6= b. The following
statements hold.
(a) The system has for |h| ≤ |dC | one real equilibrium point in the central zone∣∣eT1 x∣∣ ≤ 1, with coordinates
x∗C = h
 − 1dC1
β
− tC
dC
γ
β
− mC
dC
 . (4.40)
(b) For h+dC
dE
< 0 the system has one real equilibrium point in the right external
zone eT1 x >1, with coordinates
x∗R =

1− h+dC
dE
tC − tEdE dC +
(
1
β
− tE
dE
)
h
mC − mEdE dC +
(
γ
β
− mE
dE
)
h
 . (4.41)
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(c) For h−dC
dE
> 0 the system has one real equilibrium point in the left external
zone eT1 x < −1, with coordinates
x∗L =

−1− h−dC
dE
−tC + tEdE dC +
(
1
β
− tE
dE
)
h
−mC + mEdE dC +
(
γ
β
− mE
dE
)
h
 . (4.42)
Following the terminology introduced in section 5.1.1 of Bernardo et al. [2008b],
in the next result we study, by taking h as a bifurcation parameter, the boundary-
equilibrium bifurcation (BEB, for short) of system (4.35)-(4.36). Such bifurcation
can be of two different types, namely persistence (the number of equilibria does not
change) and non-smooth fold, when the number of equilibria changes by two. The
non-generic cases dC = 0 or dE = 0 are excluded for brevity.
Proposition 62. The following statements hold for canonical system (4.35)-(4.36)
with β 6= 0.
(a) If dC · dE > 0 the system has for any h ∈ R only one real equilibrium point so
that for h = ±dC we have a persistence BEB, see figure 4.6 (a).
(b) If dC · dE < 0 the system has for |h| > |dC | only one real equilibrium point and
for |h| < |dC | three real equilibrium points. Therefore, for h = ±dC the system
has two equilibrium points and a non-smooth fold BEB, see figure 4.6 (b).
Proof. From Proposition 61 we have
eT1 x
∗
C = −
h
dc
, eT1 x
∗
L = −1 +
dC
dE
− h
dE
,
eT1 x
∗
R = 1−
dC
dE
− h
dE
,
where e1 is the canonical vector. Assuming that dC > 0 and dE < 0 we obtain
|eT1 x∗C | ≤ 1, for − dC ≤ h ≤ dC ,
eT1 x
∗
R > 1, for − dC < h,
eT1 x
∗
L < −1, for h < dC .
Thus, for |h| < dC the system has three real equilibrium points while for h = dC
we get eT1 x
∗
C = e
T
1 x
∗
L, so that the system has two equilibrium points and passing
through at h = dC we have a non-smooth fold boundary equilibrium bifurcation.
Analogously, for h = −dC we have eT1 x∗C = eT1 x∗R. The case dC < 0 and dE > 0 is
analogous and statement (a) follows.
If dC > 0 and dE > 0 the system has only one real equilibrium point for any h ∈ R
so that there exists a persistence of the equilibrium point at h = dC and h = −dC .
The case dC < 0 and dE < 0 is analogous and the proof is completed.
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Figure 4.6: Real equilibrium points of canonical system (4.35)-(4.36) varying param-
eter h. (a) Parameters as in statement (a) of Proposition 62 showing a persistence
BEB at h = ±dC . (b) Parameters as in statement (b) of Proposition 62 showing a
non-smooth fold BEB at h = ±dC .
Note that, the above BEB’s could be detected by applying Theorem 5.1 of
Bernardo et al. [2008b] or Di Bernardo et al. [2008], but here is not necessary thanks
to the canonical form (4.35)-(4.36) which facilitates the required computations.
When the equilibria are not at the boundaries |eT1 x| = 1, their stability can be
obtained by standard criteria (see section 4.4), as follows.
Proposition 63. Consider system (4.35)-(4.36) with a 6= b, |h| 6= |dC | and the
equilibrium points given in (4.40)-(4.41)-(4.42). The following statements hold.
(a) When equilibrium point x∗C is real, it will be asymptotically stable if tC < 0,
dC < 0 and mCtC − dC < 0, that is
γ − a < 0, γ − aβ < 0, a2γ − aγ2 + βγ − a < 0.
(b) When a external equilibrium point (x∗R or x
∗
L) is real, it will be asymptotically
stable if tE < 0, dE < 0 and mEtE − dE < 0, that is
γ − b < 0, γ − bβ < 0, b2γ − bγ2 + βγ − b < 0.
In figure 4.7, we show the stable region for the origin on the parameter plane
(a, γ).
4.7 Multiple FCC Bifurcation
The equilibria of system (4.28) are of the form (x1, 0, 0) where x1 is a solution
of (4.30). When |x1| < 1 the stability of such equilibrium is determined by the
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Figure 4.7: In solid line the stability region for the origin is plotted. The dashed red
(blue, green) line represents the curve t{C,E} = 0 (d{C,E} = 0, m{C,E} = 0), in black
dashed line t{C,E}m{C,E} = d{C,E}. (a) case β = 0.8, (b) case β = 1.2.
roots of the polynomial λ3 − tCλ2 + mCλ − dC . These equilibria can undergo the
so-called focus-center-limit cycle (FCLC, for short) bifurcation Freire et al. [2005,
2008], Carmona et al. [2005a], Freire et al. [2009] under the conditions
mC > 0, mCtC = dC . (4.43)
Such conditions assure that the matrix AC has a pair of pure imaginary eigenvalues.
Effectively, under the hypothesis of the existence of a complex eigenvalue pair, if we
introduce the parameter ε = mCtC − dC , then we conclude that it is associated to
the sign of the real part of such complex eigenvalues. Effectively, if λ, and σ ± iω
are the three eigenvalues a straightforward computation gives
ε = mCtC − dC = 2σ
[
(σ + λ)2 + ω2
]
.
Therefore, for ε = 0 we have a linear center in the central zone on the corresponding
focal plane. Since dC = λ(σ
2 +ω2), we observe that when dC < 0, such focal plane is
attractive because we have a dynamics approaching the plane along the transversal
direction associated to the λ-eigenvector.
Assuming β fixed, we start by analyzing the auxiliary expression ε(a, γ) = mCtC−dC
that leads to the bifurcation when it vanishes, where mC , tC and dC are given in
(4.36). We have
ε (a, γ) = a2γ − aγ2 + βγ − a. (4.44)
For β = 1 we get ε(a, γ) = (1− aγ)(γ − a). If γ = a then we have tC = dC = 0, so
that we do not have any equilibrium point for h 6= 0; anyway, mC = 2−a2, and so for
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|a| < √2 we get a Hopf-zero bifurcation if h = 0, see Ponce et al. [2013]. The other
possibility given by γ = 1/a is not so problematic but we will not consider anymore
the case β = 1, see Figure 4.7. As it is a non-generic situation, to be investigated
elsewhere.
0 1
0
1
TZ
a
√
2
√
2
HZ
γ =
1
a
γ = a
γ
FCLC
Figure 4.8: The two parametric plane (a, γ) with β = 1 is shown. The Hopf-zero
point is shown in green and the triple-zero point in blue. The curve γ = 1/a is
drawn in black.
For β 6= 1, the condition ε (a, γ) = 0 is equivalent to the equality aγ (a− γ) =
a− βγ, which is only possible for aγ > 0. Effectively, if aγ < 0, then
sgn (a− γ) = sgn(a− βγ)
and the previous equality can not be fulfilled. Therefore, the points where (4.44)
vanishes are in the first or third quadrant of the parameter plane (a, γ) . In Figure
4.9, we show for the first quadrant of parameter plane the locus ε(a, γ) = 0, which
is formed by two disconnected branches. As will be later detailed, not all the points
in such branches are FCLC bifurcation points. See Theorems 69 and 70, below.
We observe that system (4.35)-(4.36) is invariant under the symmetry
(x, y, x, h)→ (−x,−y,−z,−h), (4.45)
so that for the analysis of the FCLC bifurcation, we only need to consider the
dynamics of the system for h ≥ 0. When h = 0 the vector field of the system is
indeed symmetric, and then for the equilibrium at the origin Theorem 1.1 of Freire
et al. [2005] on the FCLC bifurcation applies. This result assures under certain
hypotheses, to be detailed later, the bifurcation of a limit cycle from a linear center
configuration that exists at the critical bifurcation value in the central zone.
When 0 < h < |dC | the only equilibrium of system (4.35)-(4.36) in the central zone
is not at the origin any longer, but is nearer to one of the two planes x = ±1, see
Figure 4.6. Then a similar FCLC Theorem applies (see Theorem 1 of Carmona et al.
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[2005a]) that involves two linear zones.
We note that the FCLC bifurcation condition (4.43) does not depend on the concrete
value of h, so that the FCLC bifurcation takes place simultaneously for all values of
|h| < |dC |. Therefore, we can state as a consequence the following result, where a
new criticality parameter ρ is introduced to characterize the bifurcation.
Theorem 64. Consider the canonical system (4.35)-(4.36) with |h| < |dC | 6= 0,
mC > 0, ε = mCtC − dC , and the non-degeneracy parameter
ρ = dCmC − dCmE + dEmC −m2CtE. (4.46)
Then, for ρ 6= 0 and ε = 0 the system undergoes a focus-center-limit cycle bifurca-
tion; that is, from the lineal center configuration in the central zone, which exists for
ε = 0, one limit cycle appears for ερ > 0 and ε sufficiently small. In particular, if
ρ > 0 and dC < 0, then the limit cycle bifurcates for ε > 0 and is orbitally asymp-
totically stable. Otherwise, if ρ < 0 or dC > 0 the bifurcating limit cycle is unstable,
being completely unstable when both inequalities hold.
In all the cases, the bifurcating limit cycle comes from the most external periodic
orbit of the linear center that exist for ε = 0, which is tangent to one of the planes
eT1 x = ±1 or to both of them if h = 0.
Now, given the value of h, the FCLC bifurcation is characterized in the parameter
plane (a, γ), see Figure 4.9. The golden ratio φ = 1+
√
5
2
appears in some statements.
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√
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Figure 4.9: The thin dashed lines represents the locus tC = 0 (red), dC = 0 (blue)
and mC = 0 (green). The thick black curves corresponds to FCLC bifurcation
points, excepting the dashed points where mC < 0. The panel (a) it is shown the
case 0 < β < 1 (β = 0.8), while in (b) there appears the case β < 1 (β = 1.2).
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First some auxiliary results. Assuming β fixed, we start by analyzing the auxil-
iary expression ε(a, γ) = mCtC − dC that leads to the bifurcation when it vanishes,
where mC , tC and dC are given in (4.36).
For β 6= 1, the condition ε(a, γ) = 0 is equivalent to aγ (a− γ) = a− βγ, which
is only possible for aγ > 0, so that the points where (4.44) vanishes are in the first
or third quadrant of the parameter plane (a, γ). The following Lemma is direct and
so we omit its proof.
Lemma 65. Consider for the reduced system (4.35)-(4.36) the auxiliary expression
(4.44), where tC ,mC and dC are given in (4.36) and a > 0, β 6= 1. The following
statements hold.
(a) The points of the parameter plane (a, γ) where ε vanishes satisfy γ 6= a.
(b) If 0 < β < 1 then (γ2 + 1)
2
> 4βγ2 and we have the factorization
ε(a, γ) = γ (a− a+ (γ)) (a− a−(γ)) , (4.47)
where
a± (γ) =
γ2 + 1
2γ
±
√(
γ2 + 1
2γ
)2
− β, (4.48)
so that a−(γ) < γ < a+(γ). Thus at the points (a−(γ), γ) we have tC > 0 and
dC > 0, while for (a+(γ), γ) we have tC < 0. Furthermore, for γ <
√
β(1 + β)
we also have γ < a+(γ)β, that is, dC < 0 at such points (a+(γ), γ), see Figure
4.9 (a).
(c) If β > 1 then β + a2 > 2a and we have the factorization
ε(a, γ) = −a (γ − γ+ (a)) (γ − γ−(a)) , (4.49)
where
γ± (a) =
a2 + β
2a
±
√(
a2 + β
2a
)2
− 1, (4.50)
so that γ−(a) < a < γ+(a).Thus at the points (a, γ−(a)) we have tC < 0 and
dC < 0, while for (a, γ+(a)) we have tC > 0. Furthermore, for a <
√
(1 + β)/β
we also have aβ < γ+(a), that is dC > 0 at such points (a, γ+(a)), see Figure
4.9 (b).
Remark 66. Regarding conditions (4.43), we need in the bifurcation that sgn(tC) =
sgn(dC). Therefore, we note that for β > 1 the points on the curve ε(a, γ) = 0 with
a < γ < aβ do not represent FCLC bifurcation points. Analogously, for β < 1 we
must neglect the points with aβ < γ < a.
The point (a, γ) at the curve ε(a, γ) = 0 with γ = aβ namely
DZ =
(√
1 + β
β
,
√
β (1 + β)
)
, (4.51)
represents a higher codimension bifurcation point (a double zero, since dC = mC = 0)
from which the curve of FCLC bifurcation emanates (see Figure 4.9).
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In the next Lemma we study the sign of parameters mC and ρ on the bifurcation
curve ε(a, γ) = 0, in order to apply Theorem 64.
Lemma 67. Consider the canonical system (4.35)-(4.36) with |h| < |dC | 6= 0 and
a 6= b, where we also assume a, γ > 0, 0 < β 6= 1 and ε given in (4.44). The
following statements hold.
(a) For mC and ρ defined in (4.36) and (4.46) respectively, we have
m0 := mC |f=0 =
γ − βa
γ − a ,
ρ0 := ρ|f=0 = m0
γ (b− a)
a
(
β − a2) . (4.52)
(b) When m0 6= 0 and β < 1, we have ρ0 6= 0.
(c) When m0 6= 0 and β > 1 there exist two points at the bifurcation curve given
by
p± =
(√
β,
√
β ±
√
β − 1
)
, (4.53)
such that ρ0 (p±) = 0.
Proof. To show statement (a), we note that ε(a, γ) = 0 is equivalent to dC = mCtC ,
so that the expression for m0 is direct. Also, on the curve ε(a, γ) = 0, we have
γ2 + 1 =
γ
a
(
a2 + β
)
. (4.54)
Now, we obtain from (4.46)
ρ|f=0 = m0 (dC −mEtC + dE −m0tE) .
Using (4.54) and after some algebra we obtain
dC −mEtC + dE −mCtE = γ (a
2 + β)
a
(a+ b)− 2γ (ab+ β) =
=
γ
a
(b− a) (β − a2) ,
and the statement (a) follows.
If m0 6= 0 and in (4.52) we assume a2 = β, from (4.44) we get that ε(a, γ) = 0 is
equivalent to the condition γ2 + 1 = 2aγ, so that for all γ > 0 we have
a =
γ2 + 1
2γ
=
1
2
(
γ +
1
γ
)
> 1, (4.55)
which implies β > 1, getting a contradiction. Statement (b) follows.
Finally, if m0 6= 0 the only posibility for ρ0 = 0 is a2 = β > 1. From (4.50) we obtain
γ±(
√
β) =
√
β ±√β − 1 and the lemma follows.
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Remark 68. According to Remark 66 the point p+ given in (4.53) must be neglected
when at such point a < γ < aβ√
β <
√
β +
√
β − 1 < β
√
β,
and this fails when
√
β +
√
β − 1 > β√β. Multiplying by √β − √β − 1 > 0 and
after some algebra, we obtain the equivalent inequality
0 > β3 − 2β2 + 1 = (β − 1) (β − φ)
(
β +
1
φ
)
,
where φ = 1+
√
5
2
is the golden ratio. Thus, for β > φ, the point p+ lies on the portion
of the curve γ = γ+(a) that does not represents FCLC bifurcation points.
In the next theorem we give a complete characterization of the FCLC bifurcation
for 0 < a < b.
Theorem 69. Consider the reduced system (4.35)-(4.36) with |h| < |dC | 6= 0, 0 <
a < b, β 6= 1, and γ > 0. Additionally, consider the functions a± (γ) and γ± (a)
defined in (4.48)-(4.50) respectively. The following statements hold.
(a) If 0 < β < 1 then at the points (a, γ) = (a−(γ), γ) the system undergoes a
FCLC bifurcation, so that an unstable limit cycle bifurcates for a < a−(γ).
(b) If 0 < β < 1 then at the points (a, γ) = (a+(γ), γ) with γ <
√
β(1 + β) the
system undergoes a FCLC bifurcation, so that an unstable limit cycle bifurcates
for a < a+(γ).
(c) If β > 1 then at the points (a, γ) = (a, γ−(a)) with a <
√
β (a >
√
β) the
system undergoes a FCLC bifurcation, so that a stable (unstable) limit cycle
bifurcates for γ > γ−(a) (γ < γ−(a)).
(d) If 1 < β < φ then at the points (a, γ) = (a, γ+(a)) with a <
√
β (
√
β < a <√
(1 + β)/β) the system undergoes a FCLC bifurcation, so that an unstable
(completely unstable) limit cycle bifurcates for γ < γ+(a) (γ > γ+(a)).
(e) If β ≥ φ then at the points (a, γ) = (a, γ+(a)) with a <
√
(1 + β)/β the system
undergoes a FCLC bifurcation, so that an unstable limit cycle bifurcates for
γ < γ+(a).
In all the above cases, the system has for the critical values of parameters indi-
cated a linear center in the region |eT1 x| ≤ 1 and the limit cycle bifurcates from the
most external periodic orbit of the center.
Proof. Under the hypothesis β < 1, the points in the branch (a, γ) = (a−(γ), γ)
satisfy a−(γ)β < a−(γ) < γ and m0 > 0 from (4.52). Furthermore, we know from
statement (b) of Lemma 67 that the sign of ρ0 does not change for all the points of
the branch. To discriminate this sign, from (4.52) we only need to check the sign of
β − a2. Taking γ = 1, we see after some algebra that β > a−(1)2 =
(
1−√1− β)2
and so ρ0 > 0. The conclusion follows from Theorem 64, since a < a+ (γ) and
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ε(a, γ) = γ (a− a+ (γ)) (a− a−(γ)) > 0 for a − a−(γ) < 0 indicating that the limit
cycle appears for a < a−(γ) and is unstable since a−(γ)β < γ and so dC > 0.
Statement (a) follows.
Analogously, we know that only for γ <
√
β (1 + β) the points in the branch (a, γ) =
(a+(γ), γ) satisfy γ < a+(γ)β < a+(γ) and so m0 > 0 from (4.52). The sign of
the ρ0 will also be determined by the sign of β − a2. Taking γ = 1, we see that
β− (1 +√1− β)2 < 0 and so ρ0 < 0. So that the bifurcation does not involve stable
limit cycles. In this branch we have a−a−(γ) > 0, then the limit cycle bifurcates for
a < a+(γ) and it is unstable although dC = γ − a+(γ)β < 0, according to Theorem
64.
To show statement (c) we start with the case a <
√
β, that is, on the left of point
p−, see Figure 4.9 (b). Then, we have that γ−(a) < a < aβ, so that from (4.52) we
get that m0 > 0. Then, under our hypothesis a <
√
β we deduce that ρ0 > 0 and
then the bifurcating limit cycle predicted by Theorem 64 will appear for γ > γ−(a),
since ε(a, γ) = −a (γ − γ+ (a)) (γ − γ−(a)) and γ − γ+ (a) < 0. The stability comes
from the inequalities ρ0 > 0 and dC < 0. The case a >
√
β is the dual case where
ρ0 < 0 and the bifurcation appears for γ < γ−(a) leading to an unstable limit cycle.
To show statement (d) we consider first the case a <
√
β. Now, from statement
(c) of Lemma 65, we have a < aβ < γ+(a) and so m0 > 0. Here ρ0 > 0, and as
γ − γ−(a) < 0, the limit cycle bifurcates for γ > γ+(a) but it is unstable because
dC = γ − aβ > 0. The case
√
β < a <
√
(1 + β)/β, which is only possible when
β < φ, is the dual case with ρ0 < 0, also leading to an completely unstable limit
cycle.
Regarding statement (e), we see that
a2 <
1 + β
β
= 1 +
1
β
≤ 1 + 1
φ
= φ ≤ β,
so that ρ0 < 0 as before, along with dC > 0, and the Theorem follows.
A similar result can be stated for 0 < b < a, its proof is analogous and so it is
omitted.
Theorem 70. Consider the reduced system (4.35)-(4.36) with |h| < |dC | 6= 0, 0 <
b < a, β 6= 1, and γ > 0. Additionally, consider the functions a± (γ) and γ± (a)
defined in (4.48)-(4.50) respectively. The following statements hold.
(a) If 0 < β < 1 then at the points (a, γ) = (a−(γ), γ) the system undergoes
a FCLC bifurcation, so that a completely unstable limit cycle bifurcates for
a > a−(γ).
(b) If 0 < β < 1 then at the points (a, γ) = (a+(γ), γ) with γ <
√
β(1 + β) the
system undergoes a FCLC bifurcation, so that a stable limit cycle bifurcates
for a > a+(γ).
(c) If β > 1 then at the points (a, γ) = (a, γ−(a)) with a <
√
β (a >
√
β) the
system undergoes a FCLC bifurcation, so that an unstable (stable) limit cycle
bifurcates for γ < γ−(a) (γ > γ−(a)).
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(d) If 1 < β < φ then at the points (a, γ) = (a, γ+(a)) with a <
√
β (
√
β < a <√
(1 + β)/β) the system undergoes a FCLC bifurcation, so that an completely
unstable (unstable) limit cycle bifurcates for γ < γ+(a) (γ > γ+(a)).
(e) If β ≥ φ then at the points (a, γ) = (a, γ+(a)) with a <
√
(1 + β)/β the system
undergoes a FCLC bifurcation, so that an unstable limit cycle bifurcates for
γ < γ+(a).
In all the above cases, the system has for the critical values of parameters indi-
cated a linear center in the region |eT1 x| ≤ 1 and the limit cycle bifurcates from the
most external periodic orbit of the center.
In Figure 4.7, we give a schematic view of the different FCLC bifurcations pre-
dicted by Theorems 69 and 70. We denote by s,u, cu the stable, unstable and
completely unstable character of the bifurcating limit cycle. The arrows across the
branches of the curve ε(a, γ) = 0 denote the reported bifurcations.
γ
0 < β < 1, 0 < a < b
γ
1 < β < φ, 0 < a < b
a
0 < β < 1, 0 < b < a
a
γ
1 < β < φ, 0 < b < a
a
−
(γ)
(a)
(c)
u u
cu
a
−
(γ)
a+(γ)
a+(γ)
s
u
√
β(1 + β)
cu
√
β(1 + β)
γ
γ+(a)
u
γ+(a)cu
(b)
(d)
γ
−
(a)
γ
−
(a)
u
s
u
√
(1 + β)/β
u
s
u
cu
s
√
β
Figure 4.10: Scheme of the bifurcations reported in Theorems 69 and 70. Panels (a)
and (b) correspond to Theorem 69, while panels (c) and (d) to Theorem 70.
Next, we give our last main result for the 4D discontinuous system (4.25), which
emphasizes three cases of simultaneous appearance of an infinite number of stable
periodic orbits in what can be called a multiple focus-center-cycle (for short, MFCC)
bifurcation. This bifurcation, to be reported for the first time up to the best of our
knowledge, is a consequence of the standard focus-center-limit cycle bifurcations
that occur in such invariant CPWL manifold Sh for the values of h with |h| < |dC |.
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Note that the multiple stable oscillations that are predicted cannot be called limit
cycles as long as they are non isolated when one thinks of the 4D system (4.25).
Theorem 71. Consider the discontinuous system (4.25) with β 6= 1. Additionally,
consider the functions a+ and γ− defined in (4.48)-(4.50) respectively. The following
statements hold.
(a) If β > 1, a <
√
β and 0 < a < b then for γ = γ−(a) the system undergoes a
MFCC bifurcation, so that when γ ≤ γ−(a) all the equilibria in central segment
are stable, becoming unstable for γ > γ−(a). When γ = γ−(a) there appears
a bounded, simply connected set, symmetric with respect to the origin and
completely full of periodic orbits that surrounds such set of central equilibria.
For γ − γ−(a) > 0 and sufficiently small, the above set of periodic orbits
disappears giving rise to a bounded hypersurface Ω ⊂ R4 foliated by stable
periodic orbits.
(b) If 0 < β < 1, γ <
√
β(1 + β) and 0 < b < a then for a = a+(γ) the system
undergoes a MFCC bifurcation, so that when a ≤ a+(γ) all the equilibria in
central segment are stable, becoming unstable for a > a+(γ). When a = a+(γ)
there appears a bounded, simply connected set, symmetric with respect to the
origin and completely full of periodic orbits that surrounds such set of central
equilibria. For a − a+(γ) > 0 and sufficiently small, the above set of periodic
orbits disappears giving rise to a bounded hypersurface Ω ⊂ R4 foliated by
stable periodic orbits.
(c) If 0 < β < 1, a >
√
β and 0 < b < a then for γ = γ−(a) the system
undergoes a MFCC bifurcation, so that when γ ≤ γ−(a) all the equilibria in
central segment are stable, becoming unstable for γ > γ−(a). When γ = γ−(a)
there appears a bounded, simply connected set, symmetric with respect to the
origin and completely full of periodic orbits that surrounds such set of central
equilibria. For γ − γ−(a) > 0 and sufficiently small, the above set of periodic
orbits disappears giving rise to a bounded hypersurface Ω ⊂ R4 foliated by
stable periodic orbits.
In Figure 4.11, we show the effect of the reported MFCC bifurcation on sys-
tem (4.25). Before the bifurcation we have stable equilibria (Figure 4.11(a)) in the
central segment. After Figure 4.11(b), these equilibria are unstable with a sudden
appearance of a hypersurface of stable periodic orbits.
4.8 Numerical examples
Just to demonstrate the dynamical richness of these memristor oscillators, we select
two numerical examples. In the first example, we show another case of the existence
of hypersurfaces of periodic orbits, this time related to boundary equilibrium bifur-
cations (BEB). Furthermore, we also show a case where have detected a h-route to
chaos in the reduced model.
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Figure 4.11: The MFCC bifurcation predicted by Theorem 71(a) in the discontinuous
system (4.25). In panel (a) points in the blue line correspond to the stable equilibria
in the central zone. In panel (b) for γ > γ−(a), we show the 3D projection of some
slices of the hypersurface Ω that bifurcate from the multiple center when γ = γ−(a).
Parameters are β = 1.2, a = 0.8, γ = γ−(a) + 0.02, b = 2. The equilibrium points
of the system are unstable in all zones, the red line shows the unstable equilibria in
the central zone.
4.8.1 Non-smooth fold BEB with unstable zones and stable
periodic orbits.
Consider system (4.35)-(4.36) with parameters
β = 0.5, γ = 0.325, a = 0.2, b = 3.5. (4.56)
In this case, the system has the linear invariants tC = 0.125, dC = 0.225, tE =
−3.175, dE = −1.425 and the eigenvalues of matrices AC,E are λC,E ∈ R and σC,E ±
iωC,E given by
λC = 0.1562624, σC = −0.0156312,
ωC = 1.1998503298,
λE = −3.2008358, σE = 0.0129179,
ωE = 0.6671051.
From Propositions 62 and 63 the system has for |h| > dC only one unstable real
equilibrium point and for |h| < dC three unstable real equilibrium points and at
h = ±dC we have a non-smooth fold BEB of unstable equilibrium points. In Figure
4.12, we have in dashed red line the real equilibrium points. When h = ±dC a stable
periodic orbit is created and for |h| < |dC | two stable periodic orbits coexist.
From Proposition 60 this set of periodic orbits can be translated to the 4D original
model leading to certain hypersurface foliated by periodic orbits. Although the lack
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Figure 4.12: (a) Fixed parameters as in (4.56), showing the bifurcation diagram of
the canonical system (4.35)-(4.36) varying parameter h, its minimum and maximum
x-values are plotted, in black the schematic stable periodic orbits are drawn. The
dashed red line represents the coordinate x of the real unstable equilibrium points.
(b) A zoom into the bifurcation diagram (a).
of theoretical results for these BEB precludes at this moment any non-numerical
justification, we can advance that it is possible to show the sudden appearance of
these hypersurfaces in a MFCC bifurcation similar to the one included in this paper.
This will be the subject of future work.
4.8.2 Route to chaos without parameters
In section 3.1 of Itoh and Chua [2008], authors consider the discontinuous system
(4.19) with the function q defined as in (4.31). They detect numerically a chaotic
attractor for the set of parameters α = 4, β = 1, γ = 0.65, a = 0.2 and b = 10. The
change of variables given in (4.23) transforms the system into the form (4.35)-(4.36)
where the new parameters are given by
β = 0.5, γ = 0.325, a = 0.4, b = 20. (4.57)
For these parameters we obtain the linear invariants tC = −0.075, dC = 0.125,
tE = −19.675, dE = −9.675 and the eigenvalues of matrices AC,E are λC,E ∈ R and
σC,E ± iωC,E given by
λC = 0.09025818, σC = −0.0826290,
ωC = 1.17392007,
λE = −19.949936, σE = 0.13746820,
ωE = 0.68269059.
From Propositions 62 and 63 the system has for |h| > dC only one unstable real
equilibrium point and for |h| < dC three unstable real equilibrium points. As in
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the previous example, and at h = ±dC we have a non-smooth fold BEB of unstable
equilibrium points.
Following Tucker [2002], by computing the Poincare´ map on the plane x = 1,
and taking h as the bifurcation parameter of system (4.35)-(4.36), we obtain the
numerical bifurcation diagram given in Figure 4.13(a).
We observe that the system undergoes several period-doubling bifurcations, see the
corresponding periodic orbits of Figure 4.13 (b),(c),(d). Finally, for h0 = 0 the
system has a symmetric pair strange attractors of two zones, see Figure 4.13(e).
-1 1 -1 1
y
h0
y
x x
h1
h
h = |dC |
(a) (b)
(c)(d)
(e)
h1 = 0.9
h3 = 0.7
h3 h2
h0 = 0
h2 = 0.8
Figure 4.13: Parameters fixed as in (4.57) (a) The coordinate y of the poincare´
section x = 1. Bifurcation diagram of the canonical system (4.35)-(4.36) varying
parameter h. (b) For h1 = 0.9 we shown a stable periodic orbit of three zones. (c)
For h2 = 0.8 we have a stable 2-periodic orbit of three zones. (d) For h3 = 0.7 we
have a stable 4-periodic orbit of three zones. (e) When h0 = 0 the system has two
symmetric strange attractors of two zones.
Since the parameter h is not present in the original model, but it is associated
to the initial conditions, we can speak of a route to chaos without parameters or a
phase-space route to chaos. In fact, more than multistability in the 4D model, we
should better speak of the existence of a non-denumerable set of attractors.
For instance, in Figure 4.14, using the initial conditions in each invariant set S0.9,
S0 and Proposition 60, we show in the discontinuous system (4.25), two symmetric
stable periodic orbits that coexist with two symmetric strange attractors.
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Figure 4.14: Parameters fixed as in (4.57). Using Proposition 60, the coexistence
of the two strange attractors and of two stable periodic orbits in the discontinuous
system (4.25) is shown. The dashed red line represents the coordinate x of the
unstable equilibrium points.
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Part II
Two-dimensional stroboscopic
maps
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Chapter 5
On the BB bifurcation in
stroboscopic maps of DPWL
systems
In this chapter, we consider the two-dimensional stroboscopic map defined by the
normalized canonical form for discontinuous piecewise linear (DPWL, for short)
systems introduced in Freire et al. [2014]. We rigorously study the properties of
the map and we give sufficient conditions for the existence of two-periodic orbits.
In addition, considering a special family of n-periodic orbits, we study the border
collision bifurcation curves of these orbits, and we give a sufficient conditions for the
admissibility of such orbits.
In Fossas and Granados [2013], authors consider a two-dimensional stroboscopic
map defined by a second order system with a relay based control and a linear switch-
ing surface, giving a conjecture about the presence of a big bang bifurcation point
in this map. We show that this stroboscopic map is a particular case of our two-
dimensional map, and by using the theory developed in this chapter, we present a
conjecture about the presence of a Big Bang (BB, for short) bifurcation point of
codimension-two in our map.
5.1 Introduction
In Avrutin and Schanz [2006], the discrete one-dimensional dynamical system
xn+1 =
{
bxn + c, if xn < 0,
xn − a, if xn > 0,
is considered. Despite its simplicity, the intersection of an infinite number of codime-
nsion-one bifurcation lines was shown both in two and three-dimensional parameter
spaces. Later, in Avrutin et al. [2006], the concept of big-bang bifurcation (BB
bifurcation, for short) was presented, analyzing both two and three-dimensional
parameter space and it was shown that BB bifurcations can be classified in three
kinds: period-increasing with attractor coexistence, period-increasing with period-
adding and period-increasing with chaotic inclusions. In Avrutin et al. [2007], a
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codimension-N BB bifurcation point is defined as a point in the N -dimensional
parameter space (N ≥ 2) where an infinite number of codimension N − 1 curves
intersect. In Avrutin et al. [2011], the authors gave sufficient conditions for the
presence of the big bang bifurcation of the period incrementing type in a piecewise
one-dimensional map. An excellent review of the BB bifurcation can be found in
Granados et al. [2017].
In this context, the jump from dimension one to dimension two represents a really
challenging problem. The presence of BB bifurcations in two-dimensional maps are
reported in some works. In Fossas and Granados [2013], a BB bifurcation point of
codimension two is shown in a second order system with a relay based control and a
linear switching surface. In Amador et al. [2014], the authors show the existence of
a BB bifurcation point in a two-dimensional system defined by a Boost Converter
controlled by centered pulse-width modulation and a ZAD (Zero Average Dynamics)
strategy.
Following Fossas and Granados [2013], we start by considering a second order
system with a relay based control and a linear switching surface defined by
x˙ =
{
Ax + b, if σ(x) ≥ 0,
Ax− b, if σ(x) < 0, (5.1)
where the matrix A and vector b are defined by
A =
(
0 1
−a0 −a1
)
, b =
(
0
bk
)
, (5.2)
and the switching surface is defined as
σ(x) = eT1 x + c e
T
2 x− yc. (5.3)
where eT1 = (1, 0), e
T
2 = (0, 1) and b, k, c and yc are real numbers.
First, in the next result, we put system (5.1)-(5.2) into the normal form for the
border collision bifurcation proposed in Nusse and Yorke [1992].
Proposition 72. System (5.1)-(5.2) can by rewritten into the form
x˙ = F(x) =
{
FL(x) = Ax + bL, if e
T
1 x ≤ 0,
FR(x) = Ax + bR, if e
T
1 x > 0,
(5.4)
where the new matrix A and vectors b{L,R} are
A =
(−ca0 a0c2 − a1c+ 1
−a0 ca0 − a1
)
, bR =
(
bkc− ca0yc
bk − a0yc
)
, bL =
(−bkc− ca0yc
−bk − a0yc
)
,
(5.5)
and e1 is the first canonical vector.
Proof. It is sufficient to consider the change of variables
x˜ =
(
1 c
0 1
)
x−
(
yc
0
)
.
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When the condition FL(0, y) = FR(0, y) is fulfilled for every value of y, then
system (5.4)-(5.5) turn out to be continuous, otherwise the system is discontinuous.
In what follows we assume that the system is discontinuous.
Although both functions FL and FR are defined in every point of R2, the vector
field F is not explicitly defined when x = 0, and so the definition of a solution for
discontinuous system (5.4)-(5.5) needs to be clarified. As usual, we will adopt the
Filippov convex method, so that solutions can be uniquely defined in forward time,
although they can be nonsmooth, see Kuznetsov et al. [2003] for more details.
If FL(0, y) · FR(0, y) > 0, then both vector fields are transversal to the discon-
tinuity line and their normal components have the same sign. In this case, we will
assume that orbits are concatenated in the natural way. Following the terminology
introduced in Freire et al. [2012], we say that this point is a crossing point, so that
the crossing set Σc is defined by
Σc = {(0, y) : FL(0, y) · FR(0, y) > 0}.
If FL(0, y) · FR(0, y) ≤ 0, then either the normal components of vector fields to
the discontinuity line have opposite sign or at least one of them vanishes. We say
that (0, y) is a sliding point, and the set
Σs = {(0, y) : FL(0, y) · FR(0, y) ≤ 0}
is the sliding set.
The dynamics of system (5.4)-(5.5) can be discretized by using a fixed sampling
time what produces a stroboscopic map, see for instance Granados et al. [2014] for
more details. Now, for a fixed t > 0 and taking into account the solutions of system
(5.4)-(5.5), the stroboscopic map is defined as
P (x; t) =
{
eAtx + (eAt − I)A−1bL, if eT1 x ≤ 0,
eAtx + (eAt − I)A−1bR, if eT1 x > 0, (5.6)
where from here we assume that the matrix A is invertible.
Note that the previous map always has two fixed points given by
x∗{L,R} = −A−1b{L,R}.
As usual, when eT1 x
∗
L < 0 or e
T
1 x
∗
R > 0 the fixed point are real, otherwise these are
virtual fixed points.
In Fossas and Granados [2013], the authors consider the stroboscopic map (5.5)-
(5.6) and take variables yc and k as main bifurcation parameters. They numerically
detected the presence of an infinite number of periodic orbits with arbitrarily large
periods near to the point (0, 0) of the parameter plane (yc, k), see Figure 5.1. These
periodic orbits exist when both fixed points are virtual and the sliding set Σs is
attractive. Such a point in the parameter plane (yc, k) seems to be a BB bifurcation
point of codimension two. As the main consequence of the quoted paper, it is
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conjectured that when the eigenvalues of the matrix eAt are real and lower than 1,
both fixed point are virtual and the sliding set Σs is attractive, then the stroboscopic
map (5.6)-(5.5) has a BB bifurcation point at (yc, k) = (0, 0).
In Figure 5.1(a) we show the border collision bifurcation curves separating exis-
tence regions of periodic orbits on the parameter plane (yc, k) for the map (5.5)-(5.6)
and for parameter values a0 = 1, a1 = 5, b = 1, c = 1.5 and t = 0.1. On the red lines,
the fixed points change from real to virtual, that is, eT1 x
∗
L = 0 or e
T
1 x
∗
R = 0. The
blue line is a circular arc on the two-parametric plane. In (b) we show a bifurcation
diagram along the circular arc parametrized by the angle θ. In Figure (c) we show
a period diagram of the bifurcation diagram given in (b).
Figure 5.1: (a) The border collision bifurcation curves separating existence regions
of periodic orbits on the parameter plane (yc, k) for the map (5.5)-(5.6) and for
parameter values a0 = 1, a1 = 5, b = 1, c = 1.5 and t = 0.1. (b) Bifurcation diagram
along the blue curve in (a) parametrized by the angle θ. (c) Periods (numerically
computed) of the periodic orbits found along the blue curve in (a) parametrized by
the angle θ.
Note that system (5.4) is a discontinuous piecewise linear system, and therefore,
the discontinuous canonical forms defined in Freire et al. [2012] and Freire et al.
[2014] can be applied. These canonical forms allow us to reduce the number of
parameters and also, to characterize the sliding set and its stability with only one
parameter.
In what follows, we will study the stroboscopic map defined by the normalized
canonical form, the general properties of this map and the existence and stability of
its periodic orbits.
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5.2 Canonical forms for DPWL systems
In this section we present the canonical forms for discontinuous piecewise linear
(DPWL, for short) systems, which were defined in Freire et al. [2012] and Freire
et al. [2014]. This material uses a slightly different notation from the notation used
in the quoted works. Consider the sets ΣL and ΣR defined as
ΣL =
{
x ∈ R2 : eT1 x < 0
}
, ΣR =
{
x ∈ R2 : eT1 x ≥ 0
}
. (5.7)
where e1 is the first canonical vector. We start by considering the differential system
x˙ =
{
ALx + bL, if x ∈ ΣL,
ARx + bR, if x ∈ ΣR, (5.8)
where AL = (a
L
ij), AR = (a
R
ij) are constant matrices of order 2, and bL = (b
L
1 , b
L
2 )
T ,
bR = (b
R
1 , b
R
2 )
T are constant vectors of R2.
In Freire et al. [2012], a Lie´nard-like canonical form for general discontinuous
planar piecewise linear (DPWL, for short) systems with two linear regions separated
by a straight line is defined. This canonical form reduce the number of parameters
and concentrate the sliding set and its stability in only one parameter b, see the
quoted reference for more details. In the next proposition the Lie´nard canonical
form is shown.
Proposition 73. Freire et al. [2012] Assume that aR12a
L
12 > 0 in system (5.8). Then
the change of variables
x =

(
1 0
aL22 −aL12
)
x−
(
0
bL1
)
, if x ∈ ΣL,
1
aR12
 aL12 0
aL12a
R
22 −aL12aR12
x−
 0
bL1
 , if x ∈ ΣR,
(5.9)
after dropping tildes, transforms system (5.8) into the Lie´nard canonical form
x˙ =

(
tL −1
dL 0
)
x−
(
0
cL
)
, if x ∈ ΣL,
(
tR −1
dR 0
)
x−
(−b
cR
)
, if x ∈ ΣR,
(5.10)
where tL, tR and dL, dR are the trace and determinant of matrices AL and AR re-
spectively, while the new constants cL, cR and b are
cL = a
L
12b
L
2 − aL22bL1 , cR =
aL12
aR12
(
aR12b
R
2 − aR22bR1
)
, b =
aL12
aR12
bR1 − bL1 . (5.11)
Besides the invariance of the discontinuity line, the crossing and sliding sets, tan-
gency points, and boundary equilibria of the original system are transformed by the
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change of variables (5.9) into sets and points of the same type for system (5.10)-
(5.11).
Moreover, there is a topological equivalence between systems (5.8) and (5.10)-(5.11)
for only all their orbits not having points in common with the sliding set. However,
the change of variables preserves the attractive or repulsive character of the sliding
set
The sliding set of canonical form (5.10)-(5.11) is determined by the inequality
FL(0, y) · FR(0, y) = y(y − b) ≤ 0. When b < 0 the sliding set is attractive and it is
defined by the segment
Σs = {(x, y) : x = 0, b ≤ y ≤ 0}.
If b > 0 the sliding set is unstable and
Σs = {(x, y) : x = 0, 0 ≤ y ≤ b}.
By considering the sign of the discriminants of the characteristic equation ma-
trices involved in (5.10),
∆{L,R} = t2{L,R} − 4d{L,R}, (5.12)
a modal parameter m{L,R} ∈ {0, 1, i} defined in each zone by
m{L,R} =

i, if ∆{L,R} < 0,
0, if ∆{L,R} = 0,
1 if ∆{L,R} > 0,
(5.13)
where i is the unit imaginary, was introduced in Freire et al. [2014]. Then, by using
a piecewise linear change of variables and by normalizing the time in a different
way for each zone, we can rewrite the Lie´nard canonical form (5.10)-(5.11) into the
so-called normalized canonical form.
Proposition 74. Freire et al. [2014] Consider canonical form (5.10)-(5.11), the
modal parameter m{L,R} defined as in (5.13), the discriminant ∆{L,R} given in (5.12)
and
ω{L,R} =

1, if m{L,R} = 0,√∣∣∆{L,R}∣∣
2
, if m{L,R} 6= 0.
(5.14)
Then the change of variable
(
x, y, t
)
=

(
x
ωL
, y,
t
ωL
)
, if x ∈ ΣL,
(
x
ωR
, y,
t
ωR
)
, if x ∈ ΣR,
(5.15)
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where x = (x, y), transforms system (5.10)-(5.11) into the normalized canonical form
x˙ =
{
ALx− bL, if x ∈ ΣL,
ARx− bR, if x ∈ ΣR, (5.16)
where the bars for the new variables have been removed, the new matrices and vectors
are
Aj =
(
2γj −1
γ2j −m2j 0
)
, bR =
(−b
aR
)
, bL =
(
0
aL
)
, j = {L,R} . (5.17)
and the new constants are defined by
a{L,R} =
c{L,R}
ω{L,R}
, γ{L,R} =
t{L,R}
2ω{L,R}
. (5.18)
The parameter mj determines the type of dynamics, for m = i we have a focus,
for m = 0 we have a improper node, for m = 1 we have a node if |γ| ≥ 1 or a saddle
if |γ| < 1. The condition γ2 − m2 < 0 leads to saddle cases, while the condition
γ2 −m2 ≥ 0 corresponds to anti-saddle cases.
We emphasize that system (5.4)-(5.5) studied in Fossas and Granados [2013] can
be rewritten into the canonical form and normalized form defined in (5.10)-(5.11)
and (5.16)-(5.17) respectively.
5.3 On the exponential matrix eAt
In this section, we will study some properties of the exponential matrix Φ = etA
when matrix A has the special form given in (5.17), that is
A =
(
2γ −1
γ2 −m2 0
)
,
with m ∈ {0, 1, i} . First, we introduce for k ≥ 1 the functions Ck (mt) and Sk (mt)
defined by
Ck (mt) = cosh (kmt) , Sk (mt) =

sinh (kmt)
m
, if m 6= 0,
kt, if m = 0.
Note that for m = 0 we have Ck (mt) = 1 and that for m = i we get
Ck (it) = cosh(kit) = cos (kt) , Sk (it) =
sinh (kit)
i
= sin kt.
Thus, functions Ck and Sk can be rewritten as follows
Ck (mt) =

cosh(kt), if m = 1,
cos(kt), if m = i,
1, if m = 0,
, Sk (mt) =

sinh(kt), if m = 1,
sin(kt), if m = i,
kt, if m = 0.
(5.19)
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In order to alleviate notation, we define for k ≥ 1 and m ∈ {0, 1, i} , the auxiliary
functions
µ±k (mt) = Ck (mt)± γSk (mt) . (5.20)
Note that for any k ≥ 1 we have the identities
S1 (kmt) = Sk(mt), C1 (kmt) = Ck(mt), µ
±
1 (kmt) = µ
±
k (mt). (5.21)
Now, for γ ∈ R, we can give an expression for the exponential matrix
Φ = etA = Φ (mt) = etγ
(
µ+1 (mt) −S1 (mt)
S1 (mt)D µ
−
1 (mt)
)
,
where D = γ2 −m2. Fixing the parameters m, t which t > 0 and by dropping the
variables, we will write for convenience
Φ = Φ (mt) , Ck = Ck (mt) , Sk = Sk (mt) , µ
±
k = µ
±
k (mt). (5.22)
By using the identities given in (5.21), the matrix Φk =
(
etA
)k
can be written as
etkA = Φ (kmt) = ektγ
(
µ+k −Sk
SkD µ
−
k
)
. (5.23)
In the next result, some identities of the functions defined above are given. The
proof is a direct consequence of the definitions and so it is omitted.
Proposition 75. Given m ∈ {0, 1, i} and γ ∈ R, consider the function Ck, Sk and
µ±k defined in (5.19)-(5.20)-(5.22) and D = γ
2 −m2 6= 0. The following identities
hold.
For any k ≥ 1
C2k −m2S2k = µ+k µ−k + S2kD = 1, (5.24)
µ+k + µ
−
k = 2Ck, µ
±
−k = µ
∓
k , (5.25)
S−k = −Sk, µ+k µ−k = C2k − γ2S2k , (5.26)
S1 = SkCk−1 − CkSk−1, C1 = CkCk−1 −m2SkSk−1, (5.27)
µ+k−1 = µ
+
k µ
−
1 + SkS1D, (5.28)
Sk−1 = Skµ+1 − µ+k S1. (5.29)
For any k ≥ 2
µ−k−2 = µ
−
k−1µ
+
1 + Sk−1S1D, (5.30)
µ+k−2 = µ
+
k µ
−
2 + SkS2D, (5.31)
Sk−2 = Skµ+2 − µ+k S2 = C1Sk−1 − S1Ck−1, (5.32)
µ−k−2 = µ
+
1 µ
−
k−1 + S1Sk−1D, (5.33)
Given n ≥ 2 and 2 ≤ k ≤ n
µ+n−k+1 = 2Cnµ
−
k−2 − µ−n−1µ−k−1 + Sn−1Sk−1D, (5.34)
µ+n−k+2 = 2Cnµ
−
k−1 − µ−nµ−k−1 + SnSk−1D, (5.35)
Sn−k+1 = SnCk−1 − CnSk−1, (5.36)
Sn−k+2 = Sn−1Ck−1 + Cn−1Sk−1 − 2CnSk−2. (5.37)
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In the following result some properties of the k-power of the exponential matrix
Φ, see (5.23), are studied.
Proposition 76. Consider the function Ck defined in (5.19)-(5.20)-(5.22). The
following statements hold for any k ∈ N and m ∈ {0, 1, i}.
(a) The determinant and trace of the matrix Φk are
det
(
Φk
)
= ektγ, tr
(
Φk
)
= 2ektγCk. (5.38)
(b) The characteristic polynomial of the matrix Φk is
det
(
Φk − λI) = λ2 − 2λektγCk + e2ktγ. (5.39)
Moreover, the two eigenvalues of matrix Φk are λ±m (γ) = e
kt(γ±m). Addition-
ally, when γ2 −m2 > 0 and γ < 0, we have∣∣λ±m (γ)∣∣ < 1.
(c) For any k ∈ R the matrix Φk is nonsingular and its inverse can be written as
Φ−k = Φ (−kmt) = e−ktγ
(
µ−k Sk
−SkD µ+k
)
, (5.40)
(d) If k ≥ 1 and 1 is not an eigenvalue of the matrix Φk, then the inverse of matrix
Φk − I can be written as
(
Φk − I)−1 = 1
d(t, γ)
(
µ−k e
ktγ − 1 Skektγ
−SkektγD µ+k ektγ − 1
)
, (5.41)
where the function d (kt, γ) is given by
d(kt, γ) = det
(
Φk − I) = 1− 2Ckektγ + e2ktγ. (5.42)
Proof. To show statements (a), it is sufficient to consider the equality C2k−m2S2k = 1.
Taking into account the equalities
µ+k + µ
−
k = 2Ck, µ
+
k µ
−
k + S
2
kD = C
2
k −m2S2k = 1,
we obtain directly (5.39) and statement (b) follows.
To show statement (c) it is sufficient to consider the equalities µ±−k = µ
∓
k and S−k =
−Sk. Statement (d) is a direct consequence of statement (b) by putting λ = 1 .
Remark 77. Regarding statement (b) in Proposition 76, note that if there exists a
n-periodic orbit with γ2 −m2 > 0 and γ < 0 then the n-periodic is stable.
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The function d defined in (5.42) can be written as
d (kt, γ) =

e2ktγ − 2ektγ cos(kt) + 1, if m = i,
e2ktγ − 2ektγ cosh(kt) + 1, if m = 1,
e2ktγ − 2ektγ + 1, if m = 0.
(5.43)
Therefore, for any t, k > 0, it is sufficient to study the function d with k = 1, see
Figure 5.2. In the next result, we show some properties of the function d (t, γ) .
Proposition 78. Given m ∈ {0, 1, i} and t > 0. Consider the function d defined as
in (5.43) with k = 1. The following statements hold if we except the case of pure
rotation γ = 0 and m = i.
(a) For γ2 −m2 6= 0 we have
sgn (d (t, γ)) = sgn
(
γ2 −m2) ,
and when γ2 −m2 = 0 we obtain d1 (t, γ) = 0.
(b) For all t > 0 we get
lim
γ→−∞
d (t, γ) = 1, lim
γ→∞
d (t, γ) =∞.
Proof. If m = 0, the conclusion follows from the factorization d (t, γ) = (etγ − 1)2 .
For m = i, it is sufficient to consider the inequalities(
e2tγ − 1)2 < e4tγ − 2e2tγ cos 2t+ 1 < (e2tγ + 1)2 .
In the case m = 1, after some algebra, we obtain the identity
d (t, γ) = (etγ − et)(etγ − e−t).
Now, it is direct to get that d (t,±1) = 0, d (t, γ) 6= 0 for all γ 6= ±1 and
d (t, γ) > 0 if γ2 − 1 > 0 and statement (a) follows. Statement (b) is a direct
computation.
In what follows, to reduce notation, we will write for k ∈ N
dk := d (kt, γ) . (5.44)
Remark 79. Note that, as a consequence of Proposition 78, if we exclude the case
γ = 0 and m = i then for all k ≥ 1 and t > 0 the matrix Φk − I is nonsingular if
and only if γ2 −m2 6= 0.
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Figure 5.2: The function d defined as in (5.43) with k = 1 and t = 0.1. The cases
m = 0, 1, i correspond with (a),(b) and (c) respectively.
5.4 The discontinuous stroboscopic map when AL =
AR
In this section, the stroboscopic map generated by the normalized canonical form
(5.16)-(5.17) is analized . We concentrate our attention in the case where matrices
AL and AR are equal and nonsingular and they correspond to anti-saddle dynamics,
that is
AL = AR = A, γL = γR = γ, mL = mR = m, and D = γ
2 −m2 > 0.
In this case, the solution of system (5.16)-(5.17) for x (t0) = x0 ∈ Σj with j ∈ {L,R}
is
x (t) = Φx0 −Υbj, j = {L,R} , (5.45)
where the matrix Φ is given in (5.23) and the matrix Υ is defined by
Υ = Υ (mt) =
∫ t
0
e(t−τ)Adτ = (Φ− I)A−1, (5.46)
Given m ∈ {0, 1, i} and the sets ΣL and ΣR defined in (5.7), we consider the two-
dimensional stroboscopic map P for a fixed value t > 0 associated to the normalized
canonical form (5.16)-(5.17),
P (x; t) =
{
PL (x; t) = Φx− (Φ− I)A−1bL, if x ∈ ΣL,
PR (x; t) = Φx− (Φ− I)A−1bR, if x ∈ ΣR, (5.47)
where the matrix Φ is given in (5.23) and the vectors bj in (5.17).
In what follows, we assume b 6= 0 in the vector bR defined in (5.17), so that the
stroboscopic map (5.47) is discontinuous always, even when aL = aR.
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Points x∗j with Pj
(
x∗j
)
= x∗j are fixed points of map P. If the fixed point x
∗
j ∈ Σj,
the point is termed real, where the sets Σj are defined in (5.7); otherwise, it will be
termed virtual fixed point. The map P has the two fixed points given by
x∗L =
1
γ2 −m2
(
aL
2γaL
)
, x∗R =
1
γ2 −m2
(
aR
2γaR + (γ
2 −m2) b
)
. (5.48)
The fixed point xL is virtual when aL > 0 and the fixed point xR is virtual when
aR < 0.
5.5 Polar description of the parameter plane (aR, aL)
In this section we show that for the map (5.47), the regions on the parameter plane
(aR, aL) with different dynamic behavior are separated by straight lines passing
through the origin. First, we consider the parameter γ as a fixed value, and we
introduce the new parameters r and θ defined by the polar coordinates as follows
aR = r cos θ, aL = r sin θ, with r > 0 and θ ∈ [0, 2pi].
The map P defined in (5.47) has the following homothetic property, whose proof
is direct and it is omitted.
Proposition 80. Given r > 0, the map P defined in (5.47)-(5.23)-(5.17), satisfies
the equality
P (rx; t, rb, r, θ) = rP (x, t, b, 1, θ)
As usual, the orbit of x under the map P will be called Or (x;t, b, r, θ) and it is
defined by
Or (x;t, b, r, θ) =
{
xk ∈ R2 : xk = P k(x;t, b, r, θ), k ≥ 0
}
,
where P k is the k-th iterate of map P . As a direct consequence of Proposition 80
we have the following result.
Proposition 81. Given r > 0, the orbit of a point x verifies
Or (x; t, b, r, θ) = r
(
Or
(
r−1x; t, b, 1, θ
))
. (5.49)
From this result, we see that it suffices to consider the map P with the param-
eter r = 1. Moreover, points on the same straight line through the origin on the
parameter plane (aR, aL) have the same dynamical behavior, and so, the bifurca-
tion curves on the parameter plane are straight lines passing through the origin, see
Figure 5.3(a).
Note that the vector bL defined in (5.17) does not depend of the parameter b.
Thus, making explicit the functional dependence, the map P can be written in the
form
P (x; t, b, θ) =
{
PL (x; t, θ) = Φx− (Φ− I)A−1bL, if x ∈ ΣL,
PR (x; t, b, θ) = Φx− (Φ− I)A−1bR, if x ∈ ΣR, (5.50)
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where Φ is given in (5.23) and the new vectors are
bR =
( −b
cos θ
)
, bL =
(
0
sin θ
)
. (5.51)
The fixed points of map P can be rewritten in terms of the parameter θ, as
follows
x∗L (θ) =
1
γ2 −m2
(
sin θ
2γ sin θ
)
,
x∗R (θ) =
1
γ2 −m2
(
cos θ
2γ cos θ + (γ2 −m2) b
)
.
(5.52)
In Figure 5.3(a) we show the border collision bifurcation lines separating exis-
tence regions of periodic orbits on the parameter plane (aR, aL) for the map (5.47)-
(5.23)-(5.17) and for parameters values t = 0.1, m = 1, γ = −2 and b = −0.5. On
the red lines, the fixed points given in (5.52) change from real to virtual, that is,
eT1 x
∗
L(θ) = 0 or e
T
1 x
∗
R(θ) = 0. The blue line is a circular arc with radius r = 1 on
the two-parametric plane. Also, the region of the period two orbit is shown. In
(b) we show a bifurcation diagram along the circular arc parametrized by the an-
gle θ. In Figure (c) we show a period diagram of the bifurcation diagram given in (b).
Figure 5.3: (a) On the parameter plane (aR, aL) and for the map (5.47)-(5.23)-(5.17)
with parameters t = 0.1, m = 1, γ = −2 and b = −0.5, the straight lines given by
Proposition 80, which separate the different regions of periodic orbits are shown.
(b) Bifurcation diagram calculated along the blue curve given in (a) parametrized
by the angle θ. (c) Periods (numerically computed) of the periodic orbits found in
the bifurcation diagram given in (b).
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5.6 Periodic solutions
Having in mind, the generalization of the conjecture described at the beginning of
this chapter, In this section we will consider two specific families of periodic orbits,
and we will show that it is sufficient to characterize only one of these families.
In order to study the existence of such families of periodic orbits, we concentrate
our attention in the case where both equilibrium points are stable and virtual (see
(5.52)), that is
γ2 −m2 > 0, γ < 0, and cos θ < 0 < sin θ. (5.53)
The above inequalities imply that if there exists a periodic orbit, then such periodic
orbit is stable, see Remark 77. For convenience, we consider the parameter θ ∈
(pi/2, pi) .
As usual, given a map P : R2 −→ R2, we consider the symbolic representation
of an orbit starting at x, also called the itinerary of x, as IP (x) ∈ {L,R}N , where
IP (x)(k) =
{
L if eT1 P
k(x) < 0,
R if eT1 P
k(x) ≥ 0. k ≥ 1.
In the following, we use the upper index with parentheses to denote a succession
of elements. If x belongs to a n-periodic orbit of a map P , then we write IP (x) =(
I(1), I(2), . . . , I(n)
)
for some finite sequence of the length n consisting of symbols L
and R. As in Avrutin et al. [2011] and Gardini et al. [2010], we concentrate our
attention in two finite specific symbolic sequences, namely RLn−1 = (R,L, L, . . . , L)
and LRn−1 = (L,R, . . . , R). In what follows, we use a subscript to denote that
the points belongs to a n-periodic orbit, for example, a 3-periodic orbit is the set
Or(x
(1)
3 ) = {x(1)3 ,x(2)3 ,x(3)3 }.
If there exists a n-periodic orbit Or(x
(1)
n ) with eT1 x
(1)
n > 0 and eT1 x
(k)
n < 0 for
2 ≤ k ≤ n, then its itinerary is RLn−1 and we will say that the n-periodic orbit
is admissible and of type RLn−1. Analogously, we define the admissible n-periodic
orbit of type LRn−1.
In the next proposition, we obtain the form of the maps corresponding to those
symbolic sequences.
Proposition 82. Consider the map P defined in (5.50)-(5.51). Then the following
statements hold for n ≥ 2.
(a) Assume that x ∈ ΣR and IP (x) = RLn−1. The n-iterate defines the following
map
PRLn−1 (x) :=
(
P n−1L ◦ PR
)
(x) = Φnx−Φn−1(Φ−I)A−1bR−
(
Φn−1 − I)A−1bL.
(5.54)
(b) Assume that x ∈ ΣL and IP (x) = LRn−1. The n-iterate defines the following
map
PLRn−1 (x) :=
(
P n−1R ◦ PL
)
(x) = Φnx−Φn−1(Φ−I)A−1bL−
(
Φn−1 − I)A−1bR.
(5.55)
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Proof. The sequence RLn−1 corresponds to the composition P n−1L ◦PR. By induction,
we obtain
P n−1L (y) = Φ
n−1y −
(
n−2∑
i=0
Φi
)
(Φ− I)A−1bL.
Having in mind that (
n−2∑
i=0
Φi
)
(Φ− I) = Φn−1 − I,
and taking y = PR (x) we get (5.54) and statement (a) follows. The proof of
statement (b) is analogous.
As a direct consequence of Proposition 82, we obtain an analytical expression for
the fixed point of the maps (5.54) and (5.55).
Proposition 83. Assume γ2 −m2 > 0 and γ < 0. The following statements hold
for n ≥ 2.
(a) If there exist a n-periodic orbit Or(x
(1)
n ) of type RLn−1, then this periodic orbit
is unique and x
(1)
n corresponds with the fixed point of map (5.54) which is given
by
x(1)n = (Φ
n − I)−1 [Φn−1 (Φ− I)A−1bR + (Φn−1 − I)A−1bL] . (5.56)
(b) If there exist a n-periodic orbit Or(x
(1)
n ) of type RLn−1, then this periodic orbit
is unique and x
(1)
n corresponds with the fixed point of map (5.55) which is given
by
x(1)n = (Φ
n − I)−1 [Φn−1 (Φ− I)A−1bL + (Φn−1 − I)A−1bR] . (5.57)
In the next two propositions, we give an analytic expressions of the elements of
the n-periodic orbits of type RLn−1 and RLn−1.
Proposition 84. Assume that γ2 −m2 > 0 and γ < 0. If there exist a n-periodic
orbit Or (x1n) of type RL
n−1, we have
x(1)n = W
(1)
n A
−1 (bR − bL) + A−1bL,
x(k)n = P
k
RLn−1(x
(1)
n ) = W
(k)
n A
−1 (bR − bL) + A−1bL, 2 ≤ k ≤ n,
(5.58)
where the matrices W
(1)
n and W
(k)
n are
W (1)n = (Φ
n − I)−1 Φn−1(Φ− I),
W (k)n = Φ
k−2(ΦW (1)n − Φ + I), 2 ≤ k ≤ n.
(5.59)
Moreover, the first component of x
(k)
n = (x
(k)
n , y
(k)
n ) is
x(k)n (θ) = bw
(k)
12 +
1− 2γw(k)12 − w(k)11
γ2 −m2 sin θ +
2γw
(k)
12 + w
(k)
11
γ2 −m2 cos θ (5.60)
where
[
w
(k)
11 , w
(k)
12
]
is the first row of the matrix W
(k)
n .
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Proof. From Proposition 76 matrix Φn − I is nonsingular, so that map (5.54) has a
unique fixed point x
(1)
n given by (5.54) and taking account that
Φn−1 (Φ− I) + Φn−1 − I = Φn − I,
we obtain x
(1)
n defined in (5.58). Since Or(x
(1)
n ) is a n-periodic orbit of type RLn−1,
by induction we obtain x
(k)
n as in (5.58).
The proof of the next result is analogous to the proof of Proposition 84.
Proposition 85. Assume that γ2 −m2 > 0 and γ < 0. If there exist a n-periodic
orbit Or(x
(1)
n ) admissible of type LRn−1, then
x(1)n = W
(1)
n A
−1 (bL − bR) + A−1bR,
x(k)n = P
k
LRn−1(x
(1)
n ) = W
(k)
n A
−1 (bL − bR) + A−1bR, 2 ≤ k ≤ n,
(5.61)
Moreover, the first component of x
(k)
n = (x
(k)
n , y
(k)
n ) is
x(k)n (θ) = −bw(k)12 +
1− 2γw(k)12 − w(k)11
γ2 −m2 cos θ +
2γw
(k)
12 + w
(k)
11
γ2 −m2 sin θ, (5.62)
where
[
w
(k)
11 , w
(k)
12
]
is the first row of the matrix W
(k)
n defined in (5.59).
Now, we show a symmetry property between the orbits the type RLn−1 and
LRn−1, its proof is a consequence of Propositions 84 and 85.
Proposition 86. Assume that γ2 − m2 > 0 and γ < 0. Then, the n-periodic
orbit Or(x
(1)
n (θ)) is admissible of type RLn−1 if and only if Or(x
(1)
n (3pi/2− θ)) is
admissible of type LRn−1.
Proof. Suppose that the n-periodic orbit Or(x
(1)
n (θ)) is admissible of type RLn−1,
that is x
(1)
n (θ) > 0 and x
(k)
n (θ) < 0 for 2 ≤ k ≤ n, where x(k)n (θ) is defined in (5.60).
Now, taking into account that
sin (3pi/2− θ) = − cos θ, cos (3pi/2− θ) = − sin θ,
we get
x(k)n (3pi/2− θ) = bw(k)12 −
1− 2γw(k)12 − w(k)11
γ2 −m2 cos θ −
2γw
(k)
12 + w
(k)
11
γ2 −m2 sin θ = −x
(k)
n (θ) ,
so that,
x(1)n (3pi/2− θ) < 0, x(k)n (3pi/2− θ) > 0, 2 ≤ k ≤ n,
thus Or(x
(1)
n (3pi/2− θ)) is admissible of type LRn−1 and the conclusion follows.
As a first consequence of Proposition 86, we see that to study periodic orbits
of type RLn−1 and type LRn−1 it is sufficient to study only one type of sequences.
Therefore, in the following, according to above proposition and without loss of gen-
erality, we concentrate our attention on the sequences of type RLn−1.
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5.7 Border-collision bifurcation curves
In this section we will study the first component of a n-periodic orbit of type RLn−1,
this component is ruled by the functions x
(k)
n defined in (5.60). The sign of these
functions determine the admissibility of a n-periodic orbit, for instance, a 2-periodic
orbit is admissible at θ, if the two functions x
(1)
2 and x
(2)
2 have different sign at θ,
that is x
(1)
2 (θ) ·x(2)1 (θ) < 0. In what follows, we concentrate our attention in the case
where both equilibrium points are stable and virtual, that is the condition
A n-periodic orbit undergoes a border collision bifurcation (BC bifurcation, for
short) when a periodic point of the n-periodic orbit collides with x = 0. The term
was introduced in Nusse and Yorke [1992] (see also Gardini and Tramontana [2011],
Sushko et al. [2016]).
Therefore, given a n-periodic orbit of type RLn−1 and the functions x(k)n , if there
exist 2 ≤ k ≤ n and θ ∈ (pi/2, pi) such that x(k)n (θ) = 0 then we have a BC bifurcation.
The functions x
(k)
n are called border collision bifurcation curves.
In order to study the existence of a BC bifurcation, of a n-periodic orbit of
type RLn−1, we need to obtain analytic expressions for the functions x(k)n . First, to
alleviate notation, we introduce for n ≥ 2 and 1 ≤ k ≤ n the auxiliary functions
h(k)n (γ) := 2γw
(k)
12 + w
(k)
11 , r
(k)
n (γ) := w
(k)
12 , (5.63)
so that given t, b ∈ R the functions x(k)n defined in (5.60) can be rewritten for
1 ≤ k ≤ n as
x(k)n (θ) =
1
D
(br(k)n (γ)D + (1− h(k)n (γ)) sin θ + h(k)n (γ) cos θ), (5.64)
where D = γ2 −m2.
In order to study the admissibility of the n-periodic orbits, we will consider the
case where functions x
(k)
n (θ) are strictly decreasing on the interval (pi/2, pi) .
We will study the admissibility of the n-periodic orbits, in the particular case
in which the border collision bifurcation curves x
(k)
n are strictly decreasing on the
interval (pi/2, pi) .
In the following result, sufficient conditions in terms of functions h
(k)
n will be
given so that functions x
(k)
n are strictly decreasing for all n ≥ 2,. In addition, given
two border-collision bifurcation curves x
(s)
n and x
(w)
n , we show two conditions such
that x
(s)
n (θ) < x
(w)
n (θ) on the interval (pi/2, pi).
Proposition 87. Given m ∈ {0, 1, i}, γ ∈ R such that D = γ2 − m2 > 0 and
γ < 0 and n ≥ 2. Consider the functions x(k)n defined as in (5.64). The following
statements hold.
(a) If there exists k ∈ {1, 2, . . . , n} and γ ∈ R such that 0 < h(k)n (γ) < 1, then x(k)n
is strictly decreasing on the interval (pi/2, pi), see figures 5.4(a) and 5.5(a)-(b).
(b) If there exist s, w ∈ {1, 2, . . . , n} , and γ, b ∈ R satisfying the condition
h(s)n (γ)− h(w)n (γ) > 0, and
b(r
(s)
n (γ)− r(w)n (γ))D
h
(s)
n (γ)− h(w)n (γ)
< 1, (5.65)
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or the condition
h(s)n (γ)− h(w)n (γ) < 0, and
b(r
(s)
n (γ)− r(w)n (γ))D
h
(s)
n (γ)− h(w)n (γ)
>
√
2, (5.66)
for all n ≥ 2, then we have x(s)n (θ) < x(w)n (θ) for all θ ∈ (pi/2, pi).
Proof. If θ ∈ (pi/2, pi) we get sin θ > 0 and cos θ < 0, and so
∂x
(k)
n (θ)
∂θ
=
(1− h(k)n (γ)) cos θ − h(k)n (γ) sin θ
D
< 0,
and statement (a) follows.
After some algebra, we obtain that the inequality x
(s)
n (θ) < x
(w)
n (θ) is equivalent
to
b(r(s)n (γ)− r(w)n (γ))D < (sin θ − cos θ) (h(s)n (γ)− h(w)n (γ)).
Now, having in mind that 1 ≤ sin θ − cos θ ≤ √2, for θ ∈ (pi/2, pi) , statement (b)
follows.
In Figure 5.4, we show the functions h
(k)
n and r
(k)
n when m = 1, n = 3 and t = 0.9.
-4 -1 1 4?0
1
?????
-4 0 4?
0
?????
(b)(a)
Figure 5.4: Functions h
(k)
3 and r
(k)
3 defined as in (5.63) with parameters t = 0.9
and m = 1. (a) The blue, black and red lines represent functions h
(1)
3 ,h
(2)
3 and h
(3)
3
respectively. The dashed line is the value γ = −1.5 where h(1)3 (γ) < h(3)3 (γ) < h(2)3 (γ).
(b) The blue, black and red lines are the functions r
(1)
3 ,r
(2)
3 and r
(3)
3 respectively. The
dashed line is the value γ = −1.5 such that r(3)3 (γ) < r(1)3 (γ) < r(2)3 (γ).
Now, we need to determine the elements of the matrices W
(k)
n defined in (5.59).
In the next result we omit the dependence on the parameters γ and t.
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Figure 5.5: Functions x
(k)
3 given in (5.64) with parameters as in Figure 5.4, that
is t = 0.9, m = 1. In black, red and blue we show the functions x
(1)
3 , x
(2)
3 and
x
(3)
3 respectively. (a) Taking b = −1.5 and from Proposition 87(b) we get x(2)3 (θ) <
x
(3)
3 (θ) < x
(1)
3 (θ) for all θ ∈ (pi/2, pi). (b) Taking b = −0.3 and from Proposition
87(b) we obtain x
(2)
3 (θ) < x
(3)
3 (θ) < x
(1)
3 (θ) for all θ ∈ (pi/2, pi) and 0 < x(2)3 (3pi/4) <
x
(3)
3 (3pi/4) < x
(1)
3 (3pi/4).
Proposition 88. Given m ∈ {0, 1, i}, γ ∈ R such that D = γ2 − m2 > 0, γ < 0
and n ≥ 2. Consider for 2 ≤ k ≤ n the matrices W (k)n defined in (5.59). Then the
matrix W
(1)
n =
[
w
(1)
ij
]
is given by
W (1)n =
1
dn
entγ
(
1− e−tγµ−1
)
+ e−tγµ+n−1 − µ+n , Sn − e−tγ(entγS1 + Sn−1)
−dnw(1)12 D, dn(2γw(1)12 + w(1)11 )
 ,
(5.67)
where the functions Ck, Sk, µk and dn are defined in (5.19)-(5.20)-(5.22) and (5.43)-
(5.44) respectively. Moreover, for 2 ≤ k ≤ n, the first row
[
w
(k)
11 , w
(k)
12
]
of the matrix
W
(k)
n is given by
w
(k)
11 = e
(k−1)tγ
(
(w
(1)
11 − 1)µ+k−1 − w(1)21 Sk−1 + e−tγµ+k−2
)
,
w
(k)
12 = e
(k−1)tγ
(
(1− w(1)22 )Sk−1 + w(1)12 µ+k−1 − e−tγSk−2
)
.
(5.68)
Proof. From (5.23) and (5.41) we obtain the matrices Φn and (Φn − I)−1, so that
W (1) = (Φn − I)−1 (Φn − Φn−1) =
=
entγ
dn
(
µ−n e
ntγ − 1 Snentγ
−DSnentγ µ+n entγ − 1
)(
µ+n − e−tγµ+n−1 e−tγS(n−1) − Sn
D (Sn − e−tγSn−1) µ−n − e−tγµ−n−1
)
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After some algebra and taking into account the identities
C2n − γ2S2n = µ+nµ−n , SnCn−1 −CnSn−1 = S1, CnCn−1 −m2SnSn−1 = C1, (5.69)
we obtain (5.67).
By considering the identities (5.28), (5.29) and (5.31) given in Proposition 75,
we get
1
e(k−1)tγ
w
(k)
11 = (w
(1)
11 − 1)
(
µ+k µ
−
1 +DSkS1
)
+ w
(1)
21
(
µ+k S1 − Skµ+1
)
+ e−tγ
(
µ+k µ
−
2 +DSkS2
)
=
= (w
(1)
11 − 1)µ+k−1 − w(1)21 Sk−1 + e−tγµ+k−2.
Analogously, considering the identities (5.28), (5.29) and (5.32) given in Propo-
sition 75, we obtain
1
e(k−1)tγ
w
(k)
12 = (w
(1)
22 − 1)
(
µ+k S1 − Skµ+1
)
+ w
(1)
12 (µ
+
k µ
−
1 +DSkS1) + e
−tγ(µ+k S2 − Skµ+2 ) =
= (1− w(1)22 )Sk−1 + w(1)12 µ+k−1 − e−tγSk−2.
and then (5.68) follows.
Using the above result, we can give an algebraic expression for auxiliary functions
h
(k)
n and r
(k)
n .
Theorem 89. Given m ∈ {0, 1, i}, γ ∈ R such that D = γ2 −m2 > 0, γ < 0 and
n ≥ 2. The functions r(k)n and h(k)n defined in (5.63) can be rewritten as follows; for
k = 1,
dnh
(1)
n = e
2ntγ − e(2n−1)tγµ+1 + e(n−1)tγµ−n−1 − entγµ−n ,
dnr
(1)
n = e
ntγSn − e(2n−1)tγS1 − e(n−1)tγSn−1,
(5.70)
and for 2 ≤ k ≤ n we get
dnh
(k)
n = e
(k−2)tγ (e(n+1)tγµ+n+1−k − entγµ+n+2−k − etγµ−k−1 + µ−k−2) ,
dnr
(k)
n = e
(k−2)tγ (e(n+1)tγSn+1−k − entγSn−k+2 + etγSk−1 − Sk−2) , (5.71)
where the functions Sk, µk and dn are defined in (5.19)-(5.20)-(5.22) and (5.43)-
(5.44) respectively.
Proof. From (5.67) and (5.63), we obtain (5.70). Now, from (5.68),(5.63) and after
some algebra we get
dnh
(k)
n = e
(2n+k−2)tγ (µ−k−2 − µ+1 µ−k−1 − S1DSk−1)
+ e(n+k−2)tγ
(
µ−n−1µ
−
k−1 − Sn−1DSk−1 − 2Cnµ−k−2
)
+ e(n+k−1)tγ
(
SnSk−1D − µ−nµ−k−1 + 2Cnµ−k−1
)
+ e(k−2)tγµ−k−2 − e(k−1)tγµ−k−1.
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Taking into account the identities (5.30), (5.34) and (5.35) given in Proposition 75,
we obtain for 2 ≤ k ≤ n, the expression for the functions h(k)n given in (5.71). Finally,
after some algebra and from (5.68) and (5.63) we have
dnrk = e
(2n+k−2)tγ (µ+1 Sk−1 − µ+k−1S1 − Sk−2)+ e(n+k−1)tγ (µ+k−1Sn + Sk−1µ−n − 2CnSk−1)+
+ e(n+k−2)tγ
(
2CnSk−2 − µ+k−1Sn−1 − Sk−1µ−n−1
)
+ e(k−1)tγSk−1 − e(k−2)tγSk−2,
and having in mind the identities (5.32), (5.36) and (5.37) given in Proposition 75,
we get
µ+1 Sk−1 − µ+k−1S1 − Sk−2 = C1Sk−1 − S1Ck−1 − Sk−2 = 0,
µ+k−1Sn + Sk−1µ
−
n − 2CnSk−1 = SnCk−1 − CnSk−1 = Sn+1−k,
2CnSk−2 − µ+k−1Sn−1 − Sk−1µ−n−1 = 2CnSk−2 − Ck−1Sn−1 − Cn−1Sk−1 = −Sn−k+2.
we obtain (5.71) and the proposition follows.
Although the map defined in (5.50) is discontinuous, the functions x
(k)
n are con-
tinuous for all γ2 −m2 6= 0, since the function dn 6= 0 at such points, see Remark
79.
Using the equivalent definition of functions h
(k)
n and r
(k)
n , founded in (5.70) and
(5.71), we give some identities of those functions. The proofs are a direct computa-
tion and so they are omitted.
Proposition 90. Given m ∈ {0, 1, i}, γ ∈ R such that D = γ2 − m2 > 0 and
γ < 0 and n ≥ 2. Consider the functions h(k)n , r(k)n rewritten in (5.70) and (5.71)
respectively, and the function dn defined in (5.44). The following identities hold.
h(1)n (γ) = h
(2)
n (−γ) , r(1)n (γ) = −r(2)n (−γ) , (5.72)
dn(h
(1)
n + h
(2)
n ) = dn + e
(n+1)tγµ+n−1 − e(2n−1)tγµ+1 + e(n−1)tγµ−n−1 − etγµ−1 , (5.73)
dn(r
(1)
n + r
(2)
n ) =
(
etγ − e(2n−1)tγ)S1 + (e(n+1)tγ − e(n−1)tγ)Sn−1. (5.74)
5.8 Periodic two orbits
In this section we will study the 2-periodic orbit. We will give a sufficient condition
for the existence and admissibility of such orbits. We start by considering in the
next remark some properties of the functions h
(k)
2 and r
(k)
2 , these functions define
the border-collision bifurcation curves studied in the previous section.
Remark 91. Note that from Theorem 89, the functions r
(1)
2 and h
(1)
2 defined in
(5.63) can be rewritten as
h
(1)
2 (γ) =
e4tγ − e3tγµ+1 − e2tγµ−2 + etγµ−1
d2(γ)
,
r
(1)
2 (γ) =
e2tγS2 − (e3tγ + etγ)S1
d2(γ)
,
(5.75)
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where the function d2 is defined as in (5.43), that is
d2(γ) = 1 + e
4tγ − 2C2e2tγ. (5.76)
Also, from Proposition 90 we get
h
(1)
2 (γ) + h
(2)
2 (γ) = 1, r
(1)
2 (γ) + r
(2)
2 (γ) = 0. (5.77)
Thus, functions h
(2)
2 and r
(2)
2 at x
(2)
2 defined in (5.64) satisfy
x
(2)
2 (θ) = −x(1)2 (θ) +
1
D
(sin θ + cos θ) , (5.78)
so that, x
(1)
2 (β) = 0 if and only if x
(2)
2 (3pi/2 − β) = 0. In particular we have the
identities
x
(2)
2 (3pi/4) = −x(1)2 (3pi/4) = 0, x(2)2 (pi/2) = −x(1)2 (pi) , x(2)2 (pi) = −x(1)2 (pi/2) ,
(5.79)
if and only if x
(2)
2 (3pi/4) = 0.
Regarding Remark 91, we have that it is sufficient to study the behavior of the
functions h
(1)
2 and r
(1)
2 . In the following result we show that if 0 < t < 1 and γ ∈ R
such that γ2 −m2 6= 0, we obtain the inequalities 0 < h1 (γ) < 1 and r1 (γ) < 0,
see Figure 5.6.
Proposition 92. Given m ∈ {0, 1, i}. Consider the functions h(1)2 and r(1)2 given
in (5.75). Then, for all 0 < t < 1 and γ ∈ R such that γ2 −m2 6= 0 we have the
inequalities
0 < h
(1)
2 (γ) < 1, r
(1)
2 (γ) < 0. (5.80)
Proof. First, note that after a direct computation we obtain for all m ∈ {0, 1, i}
lim
γ→∞
h
(1)
2 (γ) = 0, lim
γ→−∞
h
(1)
2 (γ) = 1.
Assume that m = 0, then
h
(1)
2 (γ) =
etγ (etγ − tγ + 1)
(etγ + 1)2
, r
(1)
2 (γ) =
−tetγ
(etγ + 1)2
.
It is direct that for all γ ∈ R and t > 0 we have r(1)2 (γ) < 0. If there exists γ ∈ R
such that h
(1)
2 (γ) = 1 then e
tγ + tγetγ + 1 = 0, which is an addition of positive
terms and we get a contradiction. Analogously, assume that there exists γ ∈ R such
that h
(1)
2 (γ) = 0, that is e
tγ − tγ + 1 = 0. Now, we consider the auxiliary function
f (γ) = etγ − tγ + 1. The first and second derivatives of the function f are
∂f (γ)
∂γ
= t
(
etγ − 1) , ∂2f (γ)
∂γ2
= t2etγ,
so that this function is concave up with a minimum value f(0) = 2 then function f
does not vanish. Therefore, for all γ 6= ±1 and m = 0, we obtain 0 < h(1)2 (γ) < 1.
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When m = 1 the function h
(1)
2 is not defined at γ = ±1 and
lim
γ→−1±
h
(1)
2 (γ) = lim
γ→1±
h
(1)
2 (γ) =
1
2
,
so that the function has an avoidable discontinuity at γ = ±1. Now, after some
algebra, we obtain the equivalent expression
h
(1)
2 (γ) =
1
2
+
1
2
sinh (γt)− γ sinh t
cosh (γt) + cosh t
=
1
2
+ g1(γ).
Next, will show that |g1(γ)| < 1. First, note that function g1 has the properties
g1 (−γ) = g1 (γ) , lim
γ→∞
g1 (γ) = 1, lim
γ→−∞
g1 (γ) = −1.
Due to the symmetry it is sufficient to show that for all γ > 0 we get g1 (γ) < 1.
Suppose there exists γ > 0 such that g1 (γ) = 1, that is
0 = cosh (γt)− sinh (γt) + cosh t+ γ sinh t =
= e−γt + cosh t+ γ sinh t,
which ia an addition of positive terms and then we have contradiction. Analogously,
for the case m = i we obtain the equivalent expression
h
(1)
2 (γ) =
1
2
+
1
2
sinh (tγ)− γ sin t
cosh (tγ) + cos t
=
1
2
+ g2(γ).
Now, following the same previous reasoning we obtain
0 = cosh (tγ)− sinh (tγ) + cos t+ γ sin t =
= e−γt + cos t+ γ sin t,
and with cos t > 0 and sin t > 0, we obtain a contradiction, that is for 0 < t < pi/2.
Next, we will show that r
(1)
2 (γ) < 0 in the cases m = 1, i. When m = 1 we have
r
(1)
2 (γ) =
etγ sinh t (2etγ cosh t− e2tγ − 1)
d2(γ)
,
where d2(γ) = e
4tγ − 2e2tγ cosh 2t+ 1. We note that for t > 0
sgn(r
(1)
2 (γ)) = sgn (f (γ) d2 (γ)) ,
where the auxiliary function f (γ) = 2etγ cosh t− e2tγ − 1. From Proposition 78 we
have d2 (γ) > 0 for all γ
2 − 1 > 0 and d2 (γ) < 0 for γ2 − 1 < 0. Also, for all t > 0
the function f has an absolute maximum at γ∗ = ln (cosh t) /t and
f (±1) = 0, f (γ∗) = 1
2
(cosh 2t− 1) > 0,
then f(γ) > 0 for all γ2 − 1 < 0 and f(γ) < 0 for all γ2 − 1 > 0. Therefore,
r
(1)
2 (γ) < 0 for all γ 6= 1.
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When m = i we have
r
(1)
2 (γ) =
etγ sin t (2etγ cos t− e2tγ − 1)
d2 (γ)
,
and from Proposition 78 we have d2 (γ) > 0 for all γ ∈ R. If 0 < t < pi we have
sgn(r
(1)
2 (γ)) = sgn (f (γ) d2 (γ)) ,
where f (γ) = 2etγ cos t − e2tγ − 1. If 0 < t < pi/2 the function has an absolute
maximus at γ∗ = ln (cos t) /t with f (γ∗) < 0. If t ≥ pi/2 we have ∂f(γ)
∂γ
> 0 for all
γ ∈ R and f (0) < 0. Therefore, for 0 < t < pi we have r(1)2 (γ) < 0 for all γ ∈ R
and the proposition follows.
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Figure 5.6: Functions h
(1)
2 and r
(1)
2 with the parameter t = 0.5 and by varying the
parameter γ.
Now, we give sufficient conditions on the functions h
(1)
2 and r
(1)
2 , such that for
any k = 1, 2, the border collision bifurcation curves x
(k)
2 are strictly decreasing on
the interval (pi/2, pi) and x
(2)
2 (θ) < x
(1)
2 (θ).
Proposition 93. Given m ∈ {0, 1, i}, 0 < t < 1 and γ ∈ R such that D = γ2−m2 6=
0. The following statements hold.
(a) For k = 1, 2, the border collision bifurcation curves x
(k)
2 defined in (5.64) are
strictly decreasing on the interval (pi/2, pi).
(b) If the condition
b <
2h
(1)
2 (γ)− 1
2r
(1)
2 (γ)D
, (5.81)
hold, we have x
(2)
2 (θ) < x
(1)
2 (θ) for all θ ∈ [pi/2, pi].
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Proof. From Proposition 92, we have the inequalities 0 < h
(k)
2 (γ) < 1, for k = 1, 2.
Now, from Proposition 87(a), the functions x
(k)
2 are strictly decreasing on the interval
(pi/2, pi) and statement (a) follows.
From (5.77) we get
h
(2)
2 (γ) + h
(1)
2 (γ) = 1, r
(1)
2 (γ) = −r(2)2 (γ).
Now, from hypothesis we have
b <
2h
(1)
2 (γ)− 1
2r
(1)
2 (γ)D
=
1
D
2h
(1)
2 (γ)− (h(2)2 (γ) + h(1)2 (γ))
r
(1)
2 (γ)− r(2)2 (γ)
=
1
D
h
(2)
2 (γ)− h(1)2 (γ)
r
(2)
2 (γ)− r(1)2 (γ)
. (5.82)
Taking into account that 0 < h
(1)
2 (γ) < 1 and r
(1)
2 (γ) < 0 < r
(2)
2 (γ), we obtain
h
(2)
2 (γ)− h(1)2 (γ) = 1− 2h(1)2 (γ) > 0, r(2)2 (γ)− r(1)2 (γ) = −2r(1)2 (γ) > 0.
Therefore, we can rewrite (5.82) as
b(r
(2)
2 (γ)− r(1)2 (γ))D
h
(2)
2 (γ)− h(1)2 (γ)
< 1,
and from Proposition 87(b), we obtain x
(2)
2 (θ) < x
(1)
2 (θ) for all θ ∈ [pi/2, pi] and the
proposition follows.
Remark 94. From Proposition 93, if x
(1)
2 (3pi/4) > 0 we obtain
b <
1√
2
2h
(1)
2 − 1
2r
(1)
2 D
<
2h
(1)
2 − 1
2r
(1)
2 D
.
Therefore, if x
(1)
2 (3pi/4) > 0 we have x
(2)
2 (θ) < x
(1)
2 (θ) for all θ ∈ [pi/2, pi] .
The main result of this section is a complete characterization of the 2-periodic
orbits. Taking the parameter 0 < t < 1, the modal parameter m ∈ {0, 1, i} and
γ ∈ R such that γ2 − m2 > 0 and γ < 0, the following theorem allows us give
conditions on the parameter b such that there exists an interval I ⊆ [pi/2, pi], where
for all θ ∈ I a 2-periodic orbit is stable and admissible of type RL.
Theorem 95. Given m ∈ {0, 1, i}, 0 < t < 1 and γ ∈ R such that D = γ2−m2 > 0
and γ < 0. Consider the functions x
(1)
2 , h
(1)
2 and r
(1)
2 given in (5.64) and (5.75)
respectively. The following statements hold for map P given in (5.50)-(5.51).
(a) If x
(1)
2 (pi) ≥ 0 or equivalent, if there exist b ∈ R such that
bDr
(1)
2 (γ)− h(1)2 (γ) ≥ 0,
then map P has a unique stable 2-periodic orbit for all θ ∈ [pi/2, pi].
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(b) If x
(1)
2 (pi) < 0 and x
(1)
2 (3pi/4) > 0 or equivalently, if there exist b ∈ R such
that
bDr
(1)
2 (γ)− h(1)2 (γ) < 0, 2bDr(1)2 (γ) +
√
2(1− 2h(1)2 (γ)) > 0,
then there exists a unique β ∈ (3pi/4, pi) such that x(1)2 (β) = 0 and for all
θ ∈ (3pi/2− β, β) map P has a unique stable 2-periodic orbit.
Proof. From statement (a) of Proposition 93, functions x
(k)
n defined in (5.64) are
strictly decreasing on the interval [pi/2, pi] for k ∈ {1, 2} . Then, if x(1)2 (pi) ≥ 0 we
have x
(1)
2 (θ) > 0 for all θ ∈ [pi/2, pi). Also, x(1)2 (pi) > 0 if and only if x(2)2 (pi/2) < 0
and so we obtain x
(2)
2 (θ) < 0 for all θ ∈ (pi/2, pi) and statement (a) follows.
If x
(1)
2 (pi) < 0 and x
(1)
2 (3pi/4) > 0, there exists a unique β ∈ (3pi/4, pi) such that
for all θ ∈ (pi/2, β) we obtain x(1)2 (θ) > 0. Finally, we have that x(2)2 (pi/2) > 0 and
x
(2)
2 (3pi/2− β) = 0, so that for all θ ∈ (3pi/2 − β, pi) we obtain x(2)2 (θ) < 0 and
taking the open interval (3pi/2− β, β) statement (b) follows. The stability in both
statements comes from Proposition 76(b) and this concludes the proof.
Remark 96. Regarding statement (b) of the previous theorem, the numerical value
of β ∈ (3pi/4, pi) can be computed by solving the equation x(1)2 (β) = 0, that is
0 = br
(1)
2 (γ)D + (1− h(1)2 (γ)) sin β + h(1)2 (γ) cos β,
and after some algebra we obtain that
β = arcsin
 −br(1)2 (γ)D√
(1− h(1)2 (γ))2 + (h(1)2 (γ))2
− pi − arctan( h(1)2 (γ)
1− h(1)2 (γ)
)
.
The equalities x
(1)
2 (pi) = 0 and x
(1)
2 (3pi/4) = 0 are equivalent to
br
(1)
2 (γ)D − h(1)2 (γ) = 0 and 2br(1)2 (γ)D − 2
√
2h
(1)
2 (γ) +
√
2 = 0. (5.83)
Solving for b in (5.83), and by fixing the parameter t, we obtain on the two-
parametric plane (γ, b) the functions b1 and b2 defined by
b1(γ) =
h
(1)
2 (γ)
r
(1)
2 (γ)D
, b2(γ) =
2h
(1)
2 (γ)− 1√
2r
(1)
2 (γ)D
. (5.84)
Remark 97. Note that given m ∈ {0, 1, i}, 0 < t < 1 and γ ∈ R such that
D = γ2 −m2 > 0 and γ < 0, we obtain 0 < h(1)2 (γ) < 1/2 and r(1)2 < 0, thus
b1(γ) < 0 < b2(γ). (5.85)
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Given the two-dimensional parameter space (γ, b), we define the sets ∆ and ∆β
as
∆ :=
{
(γ, b) : γ2 −m2 > 0, γ < 0, b ≤ b1(γ)
}
,
∆β :=
{
(γ, b) : γ2 −m2 > 0, γ < 0, b1(γ) < b < b2(γ)
}
.
(5.86)
Regarding Theorem 95, if (γ, b) ∈ ∆, the hypotheses of statement (a) are satisfied,
and then map P has a unique stable 2-periodic orbit for all θ ∈ [pi/2, pi]. Also, at
θ = pi/2 and θ = pi a border-collision bifurcation of 1-periodic orbit to 2-periodic
orbit occurs. Moreover, if b = b1(γ, t) we get
eT1 x
∗
L (pi/2) = x
(1)
2 (pi/2) , e
T
1 x
∗
R (pi) = x
(2)
2 (pi) ,
where x∗L and x
∗
R are the fixed points defined in (5.52).
On the other hand, if (γ, b) ∈ ∆β, the hypotheses of statement (b) are satisfied, thus,
there exists a unique β ∈ (3pi/4, pi) such that map P has a unique stable 2-periodic
orbit for all θ ∈ (3pi/2− β, β). In Figure 5.7, we show the two-parametric space
(γ, b) and a discussion of the above theorem.
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Figure 5.7: (a) Fixing the parameter t = 0.9, the two-dimensional parameter space
is shown. The functions b1 and b2 defined in (5.84) are shown in blue and black
respectively. Also, the set ∆ and ∆β defined in (5.86) are shown. The red and blue
points correspond to the elements of the sets ∆β and ∆ respectively. (b) 2-periodic
orbit corresponding to the red dot shown in (a). (c) 2-periodic orbit corresponding
to the blue dot shown in (a).
142 Chapter 5. On the BB bifurcation in stroboscopic maps of DPWL systems
5.9 On the BB bifurcation
The extension to n-periodic orbit with itinerary RLn−1 of the results so far presented
for the periodic two orbits, it is a complex and non-trivial task that will not be
completed in this thesis. In this section, we present a first approach to the study of
the admissibility of the orbits mentioned and a conjecture about occurrence of BB
bifurcation in discontinuous stroboscopic maps is established. We emphasize that
this conjecture is a generalization of the conjecture given in Fossas and Granados
[2013].
First, extending the strategy used in the study of orbits 2 periodic, we assume
that for n ≥ 3, and for all θ ∈ [pi/2, pi] the border collision bifurcation curves x(k)n
are strictly decreasing and the following inequalities hold (see Figure 5.9)
x(2)n (θ) < x
(3)
n (θ) < · · · < x(n)n (θ) < x(1)n (θ). (5.87)
Note that the inequalities given in (5.87) are sufficient but not necessary conditions
for the admissibility of periodic orbits, see Figure 5.8.
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Figure 5.8: Border collision bifurcation curves for 5-periodic orbit with parameter
fixed in m = i, t = 0.9, γ = −0.15 and b = −0.1. (a) Functions x(1)5 and x(5)5 in blue
and red respectively. In black the functions x
(k)
5 with k = 2, 3, 4. (b) A zoom of (a)
where the inequalities x
(3)
5 (θ) < x
(4)
5 (θ) < x
(5)
5 (θ) < x
(2)
5 (θ) < x
(1)
5 (θ) hold.
In the following proposition, we show that given n ≥ 3, m ∈ {0, 1, i} and 0 < t <
1, if we assume that there are two real numbers γ and b, satisfying some conditions,
then, we can guarantee the existence of an interval In ⊆ (3pi/4, pi) such that for all
θ ∈ In the n-periodic orbit with itinerary RLn−1 is stable and admissible.
Proposition 98. Given m ∈ {0, 1, i} , 0 < t < 1 and n ≥ 3. Suppose that there
exist γ ∈ R with D = γ2 −m2 > 0 and γ < 0 such that for all k ∈ {1, 2, . . . , n} we
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have
0 < h(k)n (γ) < 1, (5.88)
where the functions h
(k)
n are given in (5.70) and (5.71). Additionally, suppose that
for all θ ∈ [pi/2, pi] we have the inequalities (5.87). If there exists b 6= 0 such that
2br(2)n (γ)D − 2
√
2h(2)n (γ) +
√
2 > 0, br(1)n (γ)D − h(1)n (γ) < 0. (5.89)
Then there exist an interval In = (µn, υn) ⊆ (3pi/4, pi) such that for all θ ∈ In the
n-periodic orbit Or(x
(1)
n (θ)) defined in (5.58) is admissible.
Proof. From hypotheses and Proposition 87(a) functions x
(k)
n are strictly decreasing
on the interval [pi/2, pi]. Inequalities (5.89) are equivalent to x
(2)
n (3pi/4) > 0 and
x
(1)
n (pi) < 0 respectively. Then from relations (5.87) we obtain
0 < x(2)n (3pi/4) < x
(3)
n (3pi/4) < · · · < x(n)n (3pi/4) < x(1)n (3pi/4),
x(2)n (pi) < x
(3)
n (pi) < · · · < x(n)n (pi) < x(1)n (pi) < 0,
so that there exists a unique βk ∈ (3pi/4, pi) with x(k)n (βk) = 0 and
3pi/4 < β2 < β3 < · · · < βn < β1 < pi.
Taking µn = βn and υn = β1, we have that, if θ ∈ (µn, υn)
x(2)n (θ) < x
(3)
n (θ) < · · · < x(n)n (θ) < 0 < x(1)n (θ) .
Therefore, the n-periodic orbit Or(x
(1)
n (θ)) defined in (5.58) is admissible of type
RLn−1. the stability of the periodic orbit it is a direct consequence of the Proposition
76(b).
Taking γ = −1.1 and b = −1, we obtain for m = 1, t = 0.9 and n = 5 the
inequalities (5.88), (5.87) and (5.89), so that, from the previous proposition there
exists an interval I5 = (µ5, υ5) ≈ (2.933, 2.954) such that for all θ ∈ I5 the 5-periodic
orbit of type RLn−1 is stable and admissible, see Figure 5.9.
A complete result on the existence of the numbers γ and b is left as future work.
We note that if there exist γ ∈ R and b 6= 0 such that for all n ≥ 3 and θ ∈ [pi/2, pi],
we have the inequalities (5.87) and (5.89), then, there exists a family of open intervals
{(µn, υn)}∞n=3 with
3pi/4 < µ3 < υ3 < µ4 < υ4 · · · < µn < υn < · · · < pi,
and such that the n-periodic orbit Or(x
(1)
n (θ)) is stable and of type RLn−1 on the
interval (µn, υn) , in other words, we have for n ≥ 3 the simultaneous admissibility
of the sequence of type RLn−1 on the two-parameter plane (aR, aL), that is, map P
defined in (5.47)-(5.23)-(5.17) has a big bang bifurcation point at (0, 0).
Having in mind the extension to our stroboscopic map of the conjecture given in
Fossas and Granados [2013], in the next result, we study the behavior of functions
h
(1)
n when n tends to infinity.
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Figure 5.9: Border collision bifurcation curves for 5-periodic orbit with parameter
fixed in m = 1, t = 0.9, γ = −1.1 and b = −1. (a) Functions x(1)5 and x(5)5 in blue
and red respectively. In black the functions x
(k)
5 with k = 2, 3, 4. (b) A zoom of (a),
the interval I5 = (µ5, υ5) given by Proposition (98) is shown.
Proposition 99. Given m ∈ {0, 1, i}, n ≥ 3, 0 < t < 1 with t 6= pi/2n and γ ∈ R
such that γ2 −m2 6= 0. Consider the functions h(1)n given in (5.70). The following
statements hold.
(a) For m ∈ {0, 1, i} we have
κ (n) := lim
γ→0
h(1)n (γ) =

1
n
, if m = 0,
1− Cn − C1 + Cn−1
2(1− Cn) , if m 6= 0,
(5.90)
where Cn is defined in (5.19). Moreover,if m = 1 we get
lim
γ→±1
h(1)n (γ) =
1
n
.
(b) For all n ≥ 3 and t > 0 we have 0 < κ (n) < 1/2, and there exists κ∞ ∈ R
such that
κ∞ = lim
n→∞
κn (t) =
{
1
2
(1− e−t) if m = 1,
0 if m = 0.
(c) If m = i there exists n0 > 3 such that κ (n0) < 0.
Proof. Using the L’Hopital rule we obtain (5.90). If m = 0 we have that κ(n) = 1/n,
then for all n ≥ 3 we obtain 0 < κ(n) < 1/2. Since cosh t is an strictly increasing
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function, we have cosh t < cosh t (n− 1), also cosh (nt)− 1 < 0, then we get
1− cosh (nt)− cosh t+ cosh ((n− 1) t)
1− cosh (nt) < 1,
so that for m = 1 we obtain 0 < κ(n) < 1/2 and statement (a) follows. To show
statement (b) it is sufficient to consider that 1− cos (nt) > 0 and that
κ(n) =
1
2
(
1 +
cos ((n− 1) t)− cos t
1− cos (nt)
)
,
so that for n0 sufficiently large we get
cos ((n0 − 1) t)− cos t
1− cos (n0t) < −1,
that is κ(n0) < 0 and the proposition follows.
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Figure 5.10: Functions h
(1)
n (γ) with 3 ≤ n ≤ 50 and t = 0.6 are shown. (a), (b)
and (c) correspond to the cases m = 0, 1, i respectively.
Regarding Proposition (87)(a), the inequalities 0 < h
(k)
n (γ) < 1 are sufficient
conditions for the border collision bifurcation curves to be strictly decreasing on the
interval [pi/2, pi], thus, as a first consequence of the previous proposition, we have
that when m = i, that is, foci case, we cannot guarantee the inequalities mentioned
above. Therefore, motivated by the previous reasoning and after extensive numerical
simulations, we give the following conjecture about the cases m = 0, 1, that is, node
case.
Conjecture 100. Given m ∈ {0, 1} and n ≥ 3. Then for any 1 ≤ k ≤ n, 0 < t < 1
and γ ∈ R such that γ2 −m2 6= 0 we get 0 < h(k)n (γ) < 1.
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Now, we are in position to state a conjecture about the occurrence of a big bang
bifurcation in the discontinuous stroboscopic map P defined in (5.47)-(5.23)-(5.17).
Our conjecture involves only the node case, and a certain attractive sliding set, that
is, m ∈ {0, 1} and a certain negative value b. However, we emphasize that this does
not exclude the presence of a big bang bifurcation in foci case.
Conjecture 101. Given m ∈ {0, 1} and 0 < t < 1. Consider the stroboscopic
map P defined in (5.47)-(5.23)-(5.17), the two-parameter plane (aR, aL), and the
functions
d3(γ, t)h
(2)
3 (γ, t) = e
4tγµ+2 − e3tγµ+3 − etγµ−1 + 1,
d3(γ, t)r
(2)
3 (γ, t) = e
4tγS2 − e3tγS3 + etγS1,
d3 (γ, t) = e
6tγ − 2C3e3tγ + 1,
where the functions Sk, Ck and µ
±
k are defined in (5.19) and (5.20) respectively. Then
for γ +m < 0 sufficiently small and
b = min
{
1
γ +m
, F (γ, t)
}
,
where the function F is defined as
F (γ, t) =
1
D
2h
(2)
3 (γ, t)− 1√
2r
(2)
3 (γ, t)
,
the stroboscopic map P has at (0, 0) a big bang bifurcation point of codimension two.
As in Figure 5.3, we consider in Figures 5.11 and 5.12 a circular arc with radius
r = 1 on the two-parametric plane (aR, aL). In Figure 5.11(a) we show a bifurcation
diagram of the stroboscopic map P defined in (5.47)-(5.23)-(5.17) along the circular
arc parametrized by the angle θ ∈ [3pi/4, pi+0.01]. For the set of parameters m = 0,
t = 0.9 and γ = −0.2, we obtain from Conjecture 101 that b = 1/γ. In Figure
5.11(b) we show a period diagram of the bifurcation diagram given in (a). The
case m = 1 is considered in Figure 5.12, taking m = 1, t = 0.9 and γ = −1.05 in
Conjecture 101, we obtain that b = F (γ, t) ≈ −9.27.
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Figure 5.11: (a) Bifurcation diagram of map P defined in (5.50)-(5.51) is shown.
Parameters fixed in m = 0, t = 0.9, γ = −0.2 and b = 1/γ. The parameters γ
and b are taken from Conjecture 101. Parameter θ is varied. (b) Period diagram
calculated numerically with parameters as in (a).
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Figure 5.12: (a) Bifurcation diagram of map P defined in (5.50)-(5.51) is shown.
Parameters fixed in m = 1, t = 0.9, γ = −1.05 and b = −9.27. The parameters γ
and b are taken from Conjecture 101. Parameter θ is varied. (b) Period diagram
calculated numerically with parameters as in (a). (c) A zoom of (a) and (b).
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Chapter 6
Conclusions and future works
In this thesis, motivated by concrete engineering problems, some specific piecewise
linear systems have been investigated. The achieved results have been presented
along the document, structured in two blocks. First, in Part I of this work, we
have provided for the first time rigorous mathematical results regarding the rich
dynamics of memristor oscillators. Thus, we have discovered a conserved quantity
for 3D and 4D models of memristor oscillators, a result that surprisingly had been
not stressed before, being a consequence of the different electrical conservation laws.
Furthermore, their long-term dynamical dependence on initial conditions has been
emphasized, since the dynamics is stratified as a consequence of the conserved quan-
tity. Consequently, we have shown that a dimensional reduction in the mathematical
models is possible, although the price to pay is the introduction of an additional pa-
rameter to give account of initial conditions. Thus, our study put on a firm basis
the extended feeling among researchers that chaotic regimes are only possible for 4D
memristor oscillators.
During the process of writing this thesis, we have been aware of the work done by
Fernando Corinto and Mauro Forti, which appeared in the papers Corinto and Forti
[2016] and Corinto and Forti [2017]. They propose to model memristor oscillators
in an incremental flux-charge framework, so avoiding the usual models in terms of
currents and voltages. In such a framework, it is possible to avoid the unnecessary
extra dimension and the lack of smoothness in the equations when dealing with
piecewise linear characteristics. In fact, apart from giving an alternative approach,
our main contribution in this subject is to show how it is possible to overcome such
drawbacks for PWL memristor oscillators without abandoning the usual current-
voltage setting.
In a second level of relevance, a much deeper insight on the dynamics of elemen-
tary memristor oscillators has been gained, thanks to the topologically equivalent
continuous models derived in this thesis. For 3D PWL memristor oscillator models,
the existence of bistable regimes has been detected for the first time, and what is
much more important, it has been adequately mathematically characterized in terms
of the model parameters. Some previous conjectures on the structure of the set of
periodic orbits for such memristor oscillators have been rigorously shown, pointing
out a few inconsistent assertions in previous works.
For the particular case of 3D memristor oscillators whose memristor character-
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istics is a cubic polynomial, a case frequently studied in the electrical engineering
literature, we also show the appearance of an infinity number of invariant mani-
folds, since the key point is the existence of a conserved quantity, and that does
not depends on the shape of the memristor characteristics. In addition, we give
a global approximation of the different bifurcation sets for the corresponding cu-
bic planar differential systems, which are topologically equivalent to a symmetric
Bogdanov-Takens canonical form. Curiously, the quoted cubic Bogdanov-Takens
system had not been previously analyzed by resorting to the powerful first-order
Melnikov method and so the detailed analysis of this pending case is another con-
tribution of our work.
For 4D memristor oscillator models, our techniques give rise logically to 3D
dynamical systems, and so the mathematical analysis of these models is much more
involved. We are conscious that in this concrete field there is a lot of work to do.
Here, our contribution is limited to explain and justify a new global bifurcation
leading to the sudden generation of a hyper-sphere completely foliated by periodic
orbits. We have so introduced in 4D piecewise linear systems a multiple Focus-
Center-Cycle bifurcation, a rich phenomenon non reported in the literature, which
in some sense constitutes the parametric onset of oscillations for the corresponding
memristor oscillators. Several numerical simulations, also included in this document,
not only confirm the theoretical results achieved but also stimulate future research by
showing similar and even more complicated dynamics in the studied 4D memristor
oscillators.
Finally, in the second part of the thesis, a conjecture given by Fossas and Grana-
dos, regarding the existence of a big bang (BB) bifurcation in the stroboscopic map
of a second order relay control system Fossas and Granados [2013], has been in-
vestigated. For the stroboscopic map studied in the quoted paper, a topological
equivalence with the normalized canonical form introduced in Freire et al. [2014]
has been established. Next, by studying the main properties of the generic strobo-
scopic map defined by the mentioned canonical form, the orbits of period two has
been fully characterized. At last, we have given an extension to our map of the con-
jecture mentioned above. Extensive simulations suggest the truth of such conjecture
but its verification or falsification is left for future work.
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