We investigate existence and structure of solutions to quadratic control problems with semiexplicit differential-algebraic constraints as they appear in the modeling of flows. We introduce a decoupled representation of the state and the formal adjoint equations to identify the conditions for the existence of solutions. We derive a differential-algebraic Riccati equation formulated in the original coefficients for the efficient numerical computation of the optimal solution. 15, 32, 33]. In [33] it has been shown that for linear-quadratic systems, the first order optimality system for the strangeness-free formulation is solvable if and only if the optimal control problem is solvable. Therefore they are referred to as true optimality conditions, the more so as the solvability issues in the formal conditions are but an artifact of the chosen formulation.
1. Introduction. We investigate the solvability of the first order optimality conditions for the minimization of a cost functional of type
subject to the structured linear time-varying differential-algebraic state equations
Such setups occur in the modeling of optimal flow control problems where v and p stand for the velocity and the pressure of the fluid flow.
For the general case of linear-quadratic optimal control problems with constraints given through differential-algebraic equations (DAE) like (1.3) Eẋ = Ax + Bu and l 0 (x(0)) = 0, it is known (cf. [6, 33, 37] ) that the formal adjoint equation (1.4 ) − E Tλ = (A T +Ė T )λ + h(x) and l T (x(T ), λ(T )) = 0 may not be solvable because of inconsistencies or lack of regularity in the terminal conditions l T or the inhomogeneity h which are defined through the cost functional of the optimization. In fact, it may happen that the considered optimal control problem has a solution while the formal optimality conditions, which (1.4) is a part of, are not solvable [33] . Thus, in order to employ the formal optimality conditions to solve the optimal control problem, one needs to establish solvability of (1.4) a priori; cf. [6, 8, 16, 36] and in particular [30] for the linear-quadratic case. As a general alternative approach, one can reformulate the DAE (1.2) or (1.3) and formulate the optimality conditions for the resulting decoupled or strangeness-free the left. This particular property will later enable us to derive a structure preserving decoupling of the formal optimality conditions.
To introduce the concepts, we consider a generic linear DAE of the form
for a state x(t) ∈ R nx and with E T A , E D ∈ C(0, T ; R nx,n d ), A ∈ C(0, T ; R nx,nx ), and q ∈ C(0, T ; R nx ), n x , n d ∈ N, where, e.g., C(0, T ; R nx,n d ) is short for C([0, T ], R nx,n d ) and where, e.g., R nx,n d denotes the space of matrices with n x rows, n d columns, and real entries. 
for all t ∈ (0, T ). for i = 0, 1, 2, . . ., define a sequence of subspaces and matrices via [Ni] (projector onto ker E i ),
The definition of the spaces and matrices holds pointwise for t ∈ [0, T ].
We can now define the tractability index.
Definition 2.3 (see [40, Def. 2.2] ). Consider (2.1) and let E A and E D fulfill Definition 2.1. Consider a sequence of operators and subspaces as defined in Definition 2.2. Then, the DAE (2.1) has tractability index i µ = µ if there is a µ ∈ N such that dim(N j ∩ S j ) = d j > 0, for j = 0, 1, . . . , µ − 1, and dim(N µ ∩ S µ ) = 0.
Remark 2.4. Note that the choice of the projectors in the chain in Definition 2.2 is not unique, since only the image but not the kernels is specified. This freedom does not affect the determination of the tractability index as in Definition 2.3, provided that the chosen projectors are admissible [38, Thm. 2.8] .
For completeness, we mention the commonly used differentiation index [41, Def. 1] and its relation to the tractability index.
Remark 2.5. The definition of the differentiation index i ν requires a certain smoothness of the coefficients. If both the differentiation index and the tractability index are defined, then they coincide; cf. [ The definitions of the tractability index and the differentiation index apply for uncontrolled systems. Index concepts for systems that include inputs, like the considered system (1.2), have to take into account the relation of inputs u and variables (v, p) [15] . We will investigate the index only for the uncontrolled system but we will use the obtained projectors to decouple the controlled state equations and the formal adjoint equations.
3. Decoupling of the state equations. In this section, we introduce the state equations, namely, linear time-varying so-called index-2 systems [25] . We use an explicit realization of the projectors and spaces from Definition 2.2 to decouple the state equations and to state existence of solutions.
Problem 3.1. Consider T > 0 and n u , n v , and n p ∈ N, where n v > n p . Consider α ∈ R nv and right-hand sides f and g in C(0, T ; R nv ) and C(0, T ; R np ), respectively, and for t ∈ [0, T ] let M (t) ∈ R nv,nv invertible, A(t), J 2 (t), J T 1 (t), and B 1 (t) be matrices of suitable sizes with entries in C(0, T ; R). For u ∈ C(0, T ; R nu ), find v ∈ C 1 (0, T ; R nv ) and p ∈ C(0, T ; R np ) that fulfill
In what follows, we will always omit the time dependency of the coefficient matrices.
We will refer to the first equation in (3.1a) as the differential part and to the second as the algebraic part or algebraic constraint. Note that there are other socalled hidden constraints, which constrain the motion of v,v, and p but which are not apparent in (3.1a); see [31, p. 177] and [38, pp. 323, 426] for examples. Proposition 3.2. Consider the setup of Problem 3.1 and assume that u ≡ 0. If
Proof. Having factorized the leading matrix [ M 0 0 0 ] as E A := [ M 0 ] and E D := [ I 0 ], and using that M is invertible, we find that (3.1a) has a properly stated leading term; cf. Definition 2.3.
Using the invertibility of J 2 M −1 J T 1 , we can give an explicit representation of a matrix sequence as defined in Definition 2.2 for the DAE (3.1a): 16 to 193.175.53.21 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
(projector onto ker E 1 ),
To check for i µ = 2 (see Definition 2.3), we now have to check the dimensions of the spaces N 0 ∩ S 0 and N 1 ∩ S 1 , as defined in Definition 2.2. In what follows, we will arbitrarily switch between a space, e.g., N 0 , and a matrix, e.g.,
Finally, we find that
Remark 3.3. The particular choice of the projectors Q 0 and Q 1 (cf. Remark 2.4) is taken out of two considerations. First, in the corresponding decoupling (see Theorem 3.6), certain coupling terms do not occur [38, Ex. 2.34] . Second, considering flow equations, these projections admit a physical interpretation; see Remark 3.8 below.
In view of numerical realizations, other choices may inhibit other desirable properties like orthogonality. However, in this paper, the projectors are used only for theoretical considerations.
In order to guarantee existence of solutions (v, p) ∈ C 1 (0, T ; R nv ) × C(0, T ; R np ) of Problem 3.1, we make the following assumption.
Assumption 3.4. Consider Problem 3.1. We assume (a) that S := J 2 (t)M −1 (t)J T 1 (t) is pointwise invertible for all t ∈ [0, T ], (b) sufficient regularity of the data, i.e., g, M −1 J T 1 S −1 , and J 2 are differentiable on [0, T ], and (c) consistency of the given initial condition, i.e., −J 2 α = g(0).
We remark that the taken assumptions are fulfilled for standard finite element discretizations of incompressible Navier-Stokes equations. Theorem 3.6 gives a decoupling of (3.1) into the inherent ODE and algebraic equations that will be used to ensure existence and uniqueness of solutions.
Theorem 3.6. Consider Problem 3.1 and define P := I −Q, Q := M −1 J T 1 S −1 J 2 , and Q − := S −1 J 2 . Let u ∈ C(0, T ; R nu ) be arbitrary.
1. If Assumption 3.4(a)-(b) holds, then any solution (v, p) to (3.1) can be decomposed as (v P + Qv, p) such that Proof. We consider the state equations (3.1a) given as
and we compute the sequence of operators from Definition 2.2 as given in the proof of Proposition 3.2. In particular, with the projectors Q = M −1 J T 1 S −1 J 2 , which satisfy
and P = I − Q, we have
Scaling the state equations (3.3) by E −1 2 we get
Having applied the projectors Q 1 , Q 0 P 1 , and P 0 P 1 (cf. Definition 2.2) to (3.5), we obtain the three subsystems 
and that Qv is differentiable by assumption. Withv = d dt (Qv) +v P and Q −v P = 0, (3.6b) gives
while v P := Pv satisfies (3.6c), which is the inherent or underlying ODE:
The other way round, equation system (3.2) uniquely defines (Qv, p, v P ). Then, by construction, (v P + Qv, p) solves (3.3) and since by assumption the initial value is consistent, it also solves (3.1).
Remark 3.7. Note the necessity of the consistency condition given in Assumption 3.4(c), since by (3.7) the condition
must hold, and note that an initial condition for p would have to fulfill (3.8) at t = 0 and an initial condition forv would have to satisfy J 2v (0) =ġ(0). Remark 3.8. In the setting of the Navier-Stokes equation, the projector Q realizes the discrete Helmholtz-decomposition that splits a vector field into a divergence-free part and a part that can be expressed as the gradient of a scalar potential; cf. [23, Cor. 3.4 ]. If J 2 is the discrete divergence operator, then the decomposition v = Qv + Pv =: Qv + v P delivers that J 2 v P = 0 and Qv is in the range of M −1 J T 1 , which is the discrete gradient operator in many discretization schemes. The matrix Q − is a generalized left inverse of M −1 J T 1 and can be seen as the operator that maps the potential field Qv = M −1 J T 1 ρ onto its potential ρ. Accordingly, (3.2b) is equivalent to the discrete Pressure Poisson equation of a linearized Navier-Stokes equation; see
4. Linear-quadratic optimal control. We now define the linear-quadratic optimal control problem for the state equations introduced in section 3. We state the formal optimality conditions and show that they have a similar structure as the state equations. We reflect the decoupling of the state equations in the adjoint equations to decouple the formal optimality conditions while preserving their symmetry and to state existence of solutions of the optimality system. Once a solution is known to exist, we show that it can be obtained via a differential-algebraic Riccati equation that does not resort to projectors or variable transformations. Downloaded 04/05/16 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Problem 4.1. Consider Problem 3.1 and let Assumption 3.4 hold. For a given v * ∈ C(0, T ; R nv ) and for given V ∈ R nv,nv and W ∈ C(0, T ; R nv,nv ) (pointwise) symmetric positive definite and R ∈ C(0, T ; R nu,nu ) symmetric strictly positive definite, find u ∈ C(0, T ; R nu ) such that
becomes minimal, where v and u are subject to the state equations (3.1).
For Problem 4.1, the formal optimality conditions (cf. [32, 33] ) are given by
Remark 4.2. The formal optimality system (4.2) is commonly referred to as Euler-Lagrange equations. In the considered DAE case, if it possesses a solution, then it provides necessary optimality conditions; cf. [5, 33, 39] . Recall, however, that the optimal control problem can be solvable also if (4.2) is not well posed [33] . Thus, the important intermediate step is to establish solvability of the Euler-Lagrange equations (4.2).
Remark 4.3. We will show that in the considered setup of Problem 4.1, the possible failure of the conditions is related only to the consistency condition that is imposed by (4.2d). For more general control setups that include the variable p in the cost functional or that comprise control action in the algebraic constraint, the structure of the formal optimality system can be fundamentally different; cf. [27, Chap. 8.6 ] and the concluding remarks at the end of this paper.
We use the invertibility of R to express u via
For completeness we state that for the particular choice of the cost functional the index of the Euler-Lagrange equations is the same as of the state equations (3.1) with zero inputs.
Remark 4.4. By inverting the mass matrices and permuting the rows and the columns, system (4.4) can be brought into the form of (3.1) with initial and terminal Downloaded 04/05/16 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php conditions. Then, with Assumption 3.4(a), we have that system (4.4) is of tractability index 2. This follows from Proposition 3.2 and from
being invertible by Assumption 3.4(a).
Remark 4.2 states that system (4.2) functions as a necessary optimality condition only if the existence of a solution is guaranteed. Recall that the considered equations are in the form of (3.1); cf. Remark 4.4. Therefore, one may apply Theorem 3.6 to identify the inherent ODE (3.9), so that one can use the theory for ODEs to state the existence of solutions to the obtained linear boundary value problem; cf. [4, Thm. 3.26] . However, the reformulation as used in Theorem 3.6 will not preserve the structure of (4.4) and, thus, makes it more difficult to investigate whether the boundary values admit the existence of a solution. We will rather use a reformulation that preserves the Hamiltonian structure such that the existence of a solution can be obtained via a differential-algebraic Riccati equation; cf. [17, 18, 19, 42] for the ODE case. Additionally, we show that the solution can also be obtained via a Riccati equation formulated directly for the formal optimality conditions. (1) Let (v, p, λ, µ) be a solution of the associated Euler-Lagrange equations as given by (4.2). where X 1 = X T 1 and X 2 fulfill the differential-algebraic Riccati equation
with the terminal condition
and the algebraic constraints
Equations (4.8) uniquely define a symmetric negative semidefinite X 1 . (4) If, however, f , g, and v * are not identically zero, then the solution of (4.2) decouples via
where X 1 and X 2 are given by a solution of (4.8) and 
In order to preserve the self-adjoint structure (cf. [35] ), only congruence transformations should be applied, i.e., a scaling of the equations must be accompanied by the transpose inverse scaling of the variables. In accordance to (3.5) we congruently transform the system by
as defined in Definition 2.2 with the inverse as given in (3.4) . The summand that comes from the time dependency in the variable trans-Downloaded 04/05/16 to 193.175.53.21. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php formation S T 2 is given by
With this we get the scaled and transformed system
with the transformed state and scaled right-hand side find thatμ = 0 so that we can rewrite the equations for (λ, v, p) as
We apply the projectors
and P 0 P 1 = P 0 0 0 to (4.12a)(cf. the treatment of (3.6)) to obtain the three subsystems 
respectively. Using the projector property P T = P T P T to obtain the relation
we split (4.12b) into the two subsystems
If we then define v P := Pv andλ P := P Tλ and decomposeλ =λ P + Q Tλ and v = v P + Qv we find that (4.13a)-(4.13b) and (4.14a) define algebraic relations for
and, with Q −v P = 0 and Q Tλ P = 0,
whileλ P and v P solve the coupled ODEs given by (4.14b) and (4.13c): Note that we have used the projector property P = P 2 to make the symmetry in (4.16) obvious.
In view of expressing the obtained relations in terms of the original variables (λ, µ) we use the relations defined in (4.11) and observe that 
Similarly, one can express the equation for p in terms of (λ, µ), which completes the derivation of equations (4.5).
ad (2) We proceed as follows. We show that for any α and P T V symmetric positive semidefinite the decoupled system (4.5) has a unique solution (v P , Qv, p, λ P , Q T M T λ, µ). Then, we confer that under the consistency conditions (4.6), the solution of (4.5) provides a solution of the Euler-Lagrange equations (4.2). Finally, by (1) every solution of (4.2) has a representation in (4.5) , such that-in summary-the Euler-Lagrange equations must possess a unique solution.
In (4.5e), consider the case with a zero right-hand side. With the ansatz λ P = X 0 (t)v P (t), we derive the differential Riccati equation
which has a unique solution (cf. [1, Thm. 4.1.6]), since P T V , G 0 , and W 0 are symmetric positive semidefinite. With this X 0 we get v P , and λ P as the solution oḟ v P − [G 0 X 0 + A 0 ]v P = 0, v P (0) = Pα, and λ P = X 0 v P , respectively. One can show that if there exists a solution to (4.5e) with a zero right-hand side, then it is unique. This is equivalent to the fact that the linear part of the affine boundary conditions are stated such that (4.5e) with P T V symmetric positive semidefinite has a unique solution (cf. [4, Thm. 3.26] ) for any continuous right-hand side.
A solution of (4.2) uniquely defines a solution to (4.5). The converse is true if and only if the given initial and terminal conditions are consistent, namely,
cf. Theorem 3.6. By (4.5a) we have that Qv(0) = −M −1 J T 1 S −1 g(0) such that −J 2 α = g(0) is necessary and sufficient for (4.18a). By (4.5b) we have that Q T M T λ = 0 such that J 1 M −T V = 0 is sufficient for (4.18b). Note that in this case we can infer that J T 1 M −T V = 0, so that V M −1 J 1 = 0 or V Q = 0, which means that V v = V Pv and that, in (4.5f), P T V can be replaced by P T V P. Thus, condition (4.6) implies the symmetry in the terminal condition that was sufficient for the existence of X 0 in (4.17).
ad ( 
Since X [ v p ] = 0 must hold for every state trajectory, one requires X = 0, which gives the equations for X 1 and X 2 :
The terminal condition (4.22b) is defined via (4.2d), and (4.7), namely,
To show that (4.22) has a solution, we consider (4.22a)-(4.22b) in the transformed variables X := −M T X 1 M and Y := X 2 M : . From (4.22c) we obtain that Q T X = XQ = 0 and thus X is completely defined via X 0 := P T XP. Applying P T and P to (4.23) from the left and the right, respectively, we get a standard differential Riccati equation
which has a unique and symmetric positive semidefinite solution (cf. [1, Thm. 4.1.6]), since V , G, and W are symmetric positive semidefinite. Again, the consistency condition (4.6) ensures that X 0 (T ) also satisfies the initial condition and the algebraic constraints (4.22c). Since Q T X = 0 and XQ = 0, we have X 1 = −M −T XM −1 is unique and symmetric negative semidefinite. Application of P T from the left and Q from the right to (4.23) gives
which is uniquely solvable for P T Y T . The projected equation obtained via Q T and P is the transpose of the above equation and bears no additional information. Finally, one can determine Q T Y T from the projection of (4.23) onto the range of Q T and Q which reads With J 2 Q = J 2 , we find that (4.24) is of the form [Y Q] T J 2 + J T 2 [Y Q] = Q T W Q that was investigated in [14] . With Q − := M −1 J T 1 [J 2 M −1 J T 1 ] −1 being a generalized inverse to J 2 , we obtain the projectors P 1 := Q − J 2 = Q and P 2 := J 2 Q − = I and the existence of solutions to (4.24) follows by [14, Thm. 1] 
The general solution to (4.24) is given by
where Z is arbitrary with Z T = −Z. Thus existence of M T X 1 M and M T X T 2 = Y T = P T Y T + Q T Y T and therefore X 1 and X 2 is proved.
By construction, with X 1 and X 2 as determined above, the solution of
Remark 4.6. For the considered setup, the sufficient conditions for solvability (4.6) coincide with the conditions derived in [5, Thm. 4] .
Remark 4.7. The solution of (4.8) is unique up to an additive term ZJ 2 M −1 in X 2 , with an arbitrary matrix Z, that fulfills Z T = −Z. However, this does not contradict the unique solvability of the Euler-Lagrange equations, since λ and µ as defined via (4.7) are independent of Z.
In view of optimal control, the above results can be summarized as follows. To obtain an optimal input u for (3.1) with respect to a cost functional of type (4.1) it is sufficient to have a solution of the associated Euler-Lagrange equations (4.2); cf. [39] . By Lemma 4.5 it follows that for the considered state equations and cost functionals this solution exists, that it is unique, that it can be obtained via the separation ansatz (4.7), and that an optimal u is obtained via expression (4.3). For the inhomogeneous and for the trajectory tracking case, one can use an affine linear Riccati ansatz; cf. [34] . Thus, we can state the following theorem.
Theorem 4.8. Let T > 0 and consider the time interval [0, T ], let n u , n v , n p ∈ N, n v > n p , M ∈ C(0, T ; R nv,nv ) be pointwise invertible, A ∈ C(0, T ; R nv,nv ), and let J 1 ,
nv be symmetric positive semidefinite, and let R ∈ R nu,nu be symmetric positive definite. For a given v * ∈ C 1 (0, T ; R nv ) consider the linear-quadratic optimal control problem of finding u ∈ C(0, T ; R nu ) such that
is minimal, where v and u on (0, T ] satisfy the state equations
If f ∈ C(0, T ; R nv ), g ∈ C 1 (0, T ; R np ), and if −J 2 α = g(0) and J 1 M −T V = 0, then the optimal control problem is solvable and an optimal input u is given via
where X 1 and w 1 are the unique solutions of 
Theorem 4.8 gives-in particular-sufficient optimality conditions in terms of the original variables and coefficients. As laid out in Remark 4.2, the necessity of these conditions is not guaranteed in general, since an inconsistent V makes them ill-posed. For practical applications, the following modification may be considered. [
With this equivalent formulation, the terminal condition on M T λ in (4.2d) coming from the variation of the cost functional with respect to v reads
Then the end condition for the gain matrix X 1 is given via P T V P and for the affine part We introduce distributed control and observation on the unit square as described in [27, Chap. 9 .3]; see Figure 1 for an illustration. Therefore, we define input and output state spaces U and Y as subspaces of L 2 ([0, 1]) of piecewise linear functions on three equally sized segments. We define the input operator B : U × U → [L 2 (Ω)] 2 such that the control acts distributed in the domain of control Ω c with two spatial components. Also, we consider an output operator that is defined such that for v(t) ∈ [L 2 (Ω)] 2 the output Cv(t) = y(t) ∈ Y × Y corresponds to the velocity in the domain of observation Ω o averaged in the x 2 direction and projected onto Y × Y in the x 1 direction.
A spatial discretization of (5.1) with the input operator using mixed finite elements leads to where v and p are finite dimensional approximations to v and p and where, among others, N (v)v is a discrete approximation to (v·∇)v− 1 Re ∆v and J and J T are discrete approximations of the divergence and the gradient; cf. [24] . Finally, taking a velocity trajectory v 0 and defining A(t)v = N (v 0 (t))v + N (v)v 0 (t) and f := N (v 0 )v 0 +f , we obtain the linearized state equations: The linearized state equations are taken as the constraints when minimizing the cost functional
is a target signal, and γ, β > 0 are parameters. For the spatial discretization, we used Taylor-Hood finite elements on a regular triangulation with 2500 triangles. For the time discretization, we employed the implicit trapezoidal rule on a discretization of the time interval [0, 0.2] with 128 time instances that are clustered toward the marginal points. For the linearization, we took the velocity solution to (5.2) without control input that starts with the steadystate Stokes solution α, which is also taken as the initial value for the linearized system (5.3).
With the LBB stability of the Taylor-Hood elements and with the modification of the terminal costs in (5.4) as proposed in Remark 4.9 we have that the optimization problem (5.4) Thus, the optimal control can be obtained via the feedback gain matrix X 1 and the affine correction w 1 solving a constrained differential Riccati equation and a backward in time linear DAE; see Theorem 4.8. To solve the constrained differential Riccati equation, we applied an implicit Euler scheme for time-stepping and a Newton-ADI iteration to solve the resulting constrained algebraic Riccati equation. See [27] for details on the algorithm and the author's github account [26] for the code and parameters used.
In the reported setup, we considered 5400 spatial degrees of freedom in the state space and 8 degrees of freedom in the input and outputs space. In the cost functional (5.4), we fixed γ = 10 −1 and solved the problem for various β ∈ {10 −7 , 10 −9 , 10 −11 }. As shown in Figure 2 , for a given target trajectory, the computed feedback matrices and affine corrections force the system into a trajectory that approximates the target. For smaller values of β, which increases the weight on the tracking as opposed to the penalization of the input, the approximation improves. However, for ever smaller β, the underlying Newton-ADI iteration converges more slowly. For β = 10 −13 , with the current implementation, no results could be obtained.
6. Discussion and outlook. As the numerical example indicates, the proposed methodology is well suited for optimal control problems for linearized Navier-Stokes equations with time-varying control targets. The feedback representation with a negative semidefinite gain matrix seems beneficial for the task of stabilizing a trajectory stemming, e.g., from an open-loop optimization. The numerical framework allows for the incorporation of recent developments for large-scale Riccati equations associated with flow control problems addressing observer based control [12] or the efficient solution of the arising linear equation systems [10, 13] so that more complex setups will not pose severe problems in terms of dimensionality.
In view of applications, it is worth investigating how models for boundary control and for pressure measurements can be adjusted to fit the presented framework. By now, the exclusion of control action in the constraint equation, i.e., no B 2 in (3.1), makes the approach inapplicable to standard models for boundary control of flows. A possible remedy is proposed in [28] , namely, to partially resolve the constrained equation for the part of the velocity that is affected by B 2 . Alternatively, one may consider the weak imposition of the boundary control (see, e.g., [11] ) to avoid the occurrence of B 2 after spatial discretizations. If one includes the pressure in the cost functional, the differential-algebraic structure of the formal adjoint equation may completely change [27, Chap. 8.6] . A solution might be the use of (3.8) to replace p in the cost functional by terms of v,v, and u.
Another possible extension of the results is directed to systems of higher index but with a similar structure. The general structure of the considered state equations (3.1) can be seen as a dynamical equation for v with a constrained coupled to it through the Lagrange multiplier p. The same structure can be found in mechanical or multibody systems [44] with the difference that the dynamical differential equation is of second order in time and that the constraints are often nonlinear. Since the proposed projections and splittings act in the state space independently of the order of the time derivatives, in the case of linear constraints, Theorem 3.6 can be extended to decouple these types of index-3 state equations. Those parts of Lemma 4.8 that concern the decoupling of the formal optimality conditions also apply to second order systems. In the case of nonlinear constraints, the formulation of the results with time dependent projectors may be applied to linearized versions. For theoretical considerations, it may be worth extending the proposed decoupling for nonlinear constraints using similar implicit function arguments as provided in [2] .
