Let X and X be two n-dimensional elliptical random vectors, we establish an identity for
results on comparisons of multivariate normal random vectors in the sense of different stochastic orders by introducing the so-called Hessian order. Landsman and Tsanakas (2006) derived necessary and sufficient conditions for classifying bivariate elliptical distributions through the concordance ordering. Ding and Zhang (2004) extended the results in Müller (2001) to Kotz-type distributions which form an important specially class of elliptical symmetric distributions. Necessary and sufficient conditions for convex order and increasing convex order of general multivariate elliptical random vectors could not be found until the work of Pan et al. (2016) . However, few results can be found in the literature that characterize the supermodular order of multivariate elliptical distributions. It is the aim of this paper to fill this gap.
We will give some sufficient and necessary conditions for supermodular order of multivariate elliptical random vectors. For the known results such as on the convex ordering and the increasing convex ordering of multivariate elliptical random vectors, we provide a different simple proof.
The rest of the paper is organized as follows. Section 2 is devoted to recalling some useful notions that will be used in the sequel, such as certain properties of stochastic orders and elliptical distributions. Section 3 presents necessary and sufficient conditions conditions for several important stochastic orders of multivariate elliptical distributions. Section 4 provides two applications of the previous results.
Preliminaries
Throughout this paper we will use the following notations. We use bold letters to denote vectors or matrices. For example, X ′ = (X 1 , · · · , X n ) is a row vector and Σ = (σ ij ) n×n is an n × n matrix. In particular, the symbol 0 n denotes the n-dimensional column vector with all entries equal to 0, 1 n denotes the n-dimensional column vector with all components equal to 1, and 1 n×n denotes the n × n matrix with all entries equal to 1. Denote as O n×n the n × n matrix having all components equal to 0 and I n denotes the n × n identity matrix. For symmetric matrices A and B of the same size, the notion A B or B − A O means that B − A is positive semi-definite. Throughout this paper, the terms of increasing and decreasing are used in the weak sense. All integrals and expectations are implicitly assumed to exist whenever they are written.
Stochastic orders
In this section, we summarize some important definitions and facts about the stochastic orderings of random vectors. The standard references for stochastic orderings are the monographs by Denuit et al. (2005) and Shaked and Shanthikumar (2007) . For a function f : R n → R, x ∈ R n , i ∈ {1, · · · , n} and δ > 0, we define the difference operator ∆ δ i as
where e i = (0, . . . , 0, 1, 0, . . . , 0) denotes the ith unit vector. In case n = 1 we simply write A function f : R n → R is said to be increasing, if ∆ δ i f (x) ≥ 0, for all x ∈ R n , δ > 0 and i = 1, · · · , n. A function f : R n → R is is said to be supermodular, if ∆ δ i ∆ ε j f (x) ≥ 0, for all x ∈ R n , δ, ε > 0 and 1 ≤ i < j ≤ n. Equivalently, a function f : R n → R is said to be supermodular if for any x, y ∈ R n it holds that
where the operators ∧ and ∨ denote coordinatewise minimum and maximum respectively. A function f is supermodular if and only if −f is submodular. A function f : R n → R is said to be componentwise convex if f is convex in each argument when the other arguments are hold fixed. A function f :
That is f : R n → R is directionally convex if it is supermodular and componentwise convex. Directional convexity neither implies, nor is implied by, conventional convexity. The supermodular order compares only the dependence structure of vectors with fixed equal marginals, whereas the increasing directionally convex order also compares the marginals both invariability and location, where the marginals are possibly different. However, a univariate function is directionally convex if, and only if, it is convex. A function f : R n → R is said to be ∆-monotone function, if for all {i 1 , · · · , i k } ⊂ {1, · · · , n} and every δ 1 , · · · , δ k > 0,
Let us now recall the definitions of stochastic orders that will be used later.
Let F be some class of measurable functions f : R n → R, for two random vectors X and Y in R n ,
holds for all f ∈ F whenever the expectation is well defined.
We list a few important examples as follows.
• Usual stochastic order:
for all increasing functions f : R n → R.
for all convex functions f : R n → R.
• Increasing convex order:
• Increasing componentwise convex order:
for all supermodular functions f : R n → R.
• Increasing supermodular order:
for all increasing supermodular functions f : R n → R.
• Directionally convex order:
The componentwise convex order was introduced in Mosler (1982), the directionally convex was introduced in Shaked and Shanthikumar (1990) and the increasing directionally convex was introduced in Meester and Shanthikumar (1993).
For a random vector X = (X 1 , · · · , X n ), we denote by
the multivariate distribution function and the multivariate survival function, respectively. The following definition is taking from Müller and Scarsini (2000) . (a) X is said to be smaller than Y in the upper orthant order, written
(b) X is said to be smaller than Y in the upper orthant order, written
(c) X is said to be smaller than Y in the concordance order, written X ≤ c Y, if both X ≤ uo Y and
The orthant orders have been treated by Shaked and Shanthikumar (1994) and the concordance order was introduced by Joe (1990). We have the implication X ≤ sm Y ⇒ X ≤ uo Y and X ≤ lo Y, and hence
The upper orthant order can be defined alternatively by ∆-monotone functions. The following lemma can be founded in Rüschendorf (1980) .
The following necessary and sufficient conditions for several important stochastic orders can be found in Denuit and Müller (2002) and Arlotto and Scarsini (2009 
We first list the results of stochastic orderings for univariate elliptical distributions. For the case of univariate normal distributions can be found in Müller (2001) . Now we list the results of stochastic orderings for multivariate elliptical distributions.
, then the following statements are equivalent:
(1) µ x = µ y and Σ y − Σ x is positively semi-definite;
(2) X ≤ lcx Y;
For the case of increasing convex order, the sufficient and necessary conditions seems to be unknown.
The following sufficient condition for the increasing convex order can be found in Pan et al. (2016) . For the case of multivariate normal distributions can be found in Müller (2001) .
Some background on the elliptical distributions
The class of multivariate elliptical distributions is a natural extension to the class of multivariate Normal distributions. We follow the notation of Cambanis, Huang and Simons (1981) and Fang, Kotz and Ng (1990). An n × 1 random vector X = (X 1 , X 2 , · · · , X n ) ′ is said to have an elliptically symmetric dis-
where φ ∈ Ψ n is called the characteristic generator satisfying φ(0) = 1, µ (n-dimensional vector) is its location parameter and Σ (n × n matrix with Σ O) is its dispersion matrix (or scale matrix). The mean vector E(X) (if it exists) coincides with the location vector and the covariance matrix Cov(X)
It is interesting to note that in the one-dimensional case, the class of elliptical distributions consists mainly of the class of symmetric distributions which include well-known distributions like Normal and Student t. It is well known that X admits the stochastic representation
where A is a square matrix such that A ′ A = Σ, U (n) is uniformly distributed on the unit sphere 
for some nonnegative function g n called the density generator and for some constant c n called the normalizing constant. One sometimes writes X ∼ E n (µ, Σ, g n ) for the n-dimensional elliptical distributions generated from the function g n .
The class of elliptical distributions possesses the linearity property. Consider the affine transformations
In particular,
An identity for multivariate elliptical distributions
If f : R n → R is twice continuously differentiable, we write as usual 
Here
is the generalized hypergeometric series of order (0, 1), R is defined by
over, assume that f : R n → R is twice continuously differentiable and satisfies some polynomial growth conditions at infinity:
.
Then
where tr(A) denotes the trace of the matrix A. Then
if the following two conditions hold for all x ∈ R n :
Main results
The following results can be extracted from Davidov and Peddada (2013). The multivariate normal case can be found in Müller (2001) . Here we provided a different proof. where h 1 and h 2 are any two univariate increasing functions, it follows from X ≤ st Y that X i ≤ st Y i and
. By symmetry of elliptical distributions, all X i , X j , Y i , Y j , X i +Y i and X j + Y j are supported on R. Applying Lemma 2.2 (i) we find that µ x i ≤ µ y i and σ x ij = σ y ij for all 1 ≤ i, j ≤ n. Hence, µ x ≤ µ y and Σ y = Σ x . This proves the "only if" part.
The following result, due to Pan et al. (2016) , generalizes Theorem 4 in Scarsini (1998) and Theorem 6 in Müller (2001) for the multivariate normal case. Here we provided a different proof.
. Then the following statements are equivalent:
(1) µ y = µ x and Σ y − Σ x O;
(2) X ≤ cx Y;
Proof (1)⇒ (2) . For any twice differential convex function f : R n → R, using Lemma 2.5 we get 
. Then the following statements hold:
Proof (1) . For any twice differential increasing convex function f : R n → R, using Lemma 2. 
where σ 2 > 0 and −1 ≤ ρ x < ρ y ≤ 1. Then for all a = (a 1 , a 2 ) ′ ≥ 0, a ′ (Σ y −Σ x )a = a 1 a 2 σ 2 (ρ y −ρ x ) ≥ 0.
The following result generalizes Theorem 11 in Müller (2001) in which the multivariate normal case was considered.
(1) X ≤ sm Y.
(2) X and Y have the same marginals and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n.
Proof (1)⇒ (2). If X ≤ sm Y, then X and Y necessarily belong to the same Fréchet space. In particular, X and Y have the same marginals (see e.g. Müller (2000) ).
Since the function f (x) = x i x j is supermodular for all 1 ≤ i < j ≤ n, we see that X ≤ sm Y implies σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n. (1) If µ x ≤ µ y , σ x ii = σ y ii for i = 1, 2, · · · , n and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n, then X ≤ ism Y.
Proof (1) . For any twice differentiable functions f : R n → R satisfying ∂ ∂xi f (x) ≥ 0 for x ∈ R n and all 1 ≤ i ≤ n and ∂ 2 ∂xi∂xj f (x) ≥ 0 for x ∈ R n and all 1 ≤ i < j ≤ n, using Corollary 2.1, together with the conditions µ y ≥ µ x , σ x ii = σ y ii for i = 1, 2, · · · , n and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n, we get 
Corollary 3.1. Let X ∼ E n (0, Σ x , φ) and Y ∼ E n (0, Σ y , φ) be two n-dimensional elliptically distributed random vectors supported on R n . Then the following statements are equivalent:
(2) σ x ii = σ y ii for i = 1, 2, · · · , n and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n.
The following result generalizes Theorem 12 in Müller (2001) in which the multivariate normal case was considered.
Theorem 3.6. Let X ∼ E n (µ x , Σ x , φ) and Y ∼ E n (µ y , Σ y , φ). Then the following statements are equivalent:
(1) X ≤ dcx Y.
(2) µ x = µ y and σ x ij ≤ σ y ij for all 1 ≤ i, j ≤ n.
Proof (1)⇒ (2) . Note that the functions f (x) = x i , −x i , x i x j are directionally convex for all 1 ≤ i, j ≤ n, thus µ x = µ y and σ x ij ≤ σ y ij for all 1 ≤ i, j ≤ n. For increasing directionally convex orders we have Theorem 3.7. Let X ∼ E n (µ x , Σ x , φ) and Y ∼ E n (µ y , Σ y , φ). Then the following statements are equivalent:
(2) µ x ≤ µ y and σ x ij ≤ σ y ij for all 1 ≤ i, j ≤ n.
Proof (1)⇒ (2) . Note that the functions f (x) = x i , x i x j are directionally convex for all 1 ≤ i, j ≤ n,
thus µ x ≤ µ y and σ x ij ≤ σ y ij for all 1 ≤ i, j ≤ n. (1) If µ x ≤ µ y , σ x ii = σ y ii for i = 1, 2, · · · , n and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n, then X ≤ uo Y.
(2) If X ≤ uo Y, then µ x ≤ µ y , σ x ii = σ y ii for i = 1, 2, · · · , n and E(
Proof (1) . For any ∆-monotone functions f : R n → R, using Lemma 2.5, together with the conditions µ y ≥ µ x , σ x ii = σ y ii for i = 1, 2, · · · , n and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n, we get E[f (Y)] ≥ E[f (X)], and thus we have X ≤ uo Y.
(2). Using the fact that X ≤ uo Y implies X i ≤ st Y i for all 1 ≤ i ≤ n and Lemma 2.2(i) we get µ x ≤ µ y and σ x ii = σ y ii for i = 1, 2, · · · , n. Choosing
Corollary 3.2. Let X ∼ E n (0, Σ x , φ) and Y ∼ E n (0, Σ y , φ) be two n-dimensional elliptically distributed random vectors supported on R n . Then the following statements are equivalent:
The following theorem considers the componentwise convex order. The multivariate normal case can be found in Müller and Stoyan (2002) , see also Arlotto and Scarsini (2009) . Theorem 3.9. Let X ∼ E n (µ x , Σ x , φ) and Y ∼ E n (µ y , Σ y , φ). Then the following statements are equivalent:
(1) X ≤ ccx Y.
(2) µ x = µ y and σ x ii ≤ σ y ii for all 1 ≤ i ≤ n, and σ x ij = σ y ij for all 1 ≤ i < j ≤ n.
Proof (1)⇒ (2) . Note that the functions f (x) = x i , −x i , x 2 i , x i x j , −x i x j are componentwise convex for all 1 ≤ i, j ≤ n, thus we get µ x = µ y , σ x ii ≤ σ y ii for all 1 ≤ i ≤ n and σ x ij = σ y ij for all 1 ≤ i < j ≤ n.
(2)⇒ (1). For any twice differentiable functions f : R n → R satisfying ∂ 2 ∂x 2 i f (x) ≥ 0 for x ∈ R n and all 1 ≤ i ≤ n, using Lemma 2.5, together with the conditions µ x = µ y , σ x ii ≤ σ y ii for all 1 ≤ i ≤ n and
Similarly, we establish the result for increasing componentwise convex order as follows.
(1) X ≤ iccx Y.
(2) µ x i ≤ µ y i and σ x ii ≤ σ y ii for all 1 ≤ i ≤ n, and σ x ij = σ y ij for all 1 ≤ i < j ≤ n.
At the end of this section, we will consider the copositive and completely positive orders for multivariate elliptical random variables. The multivariate normal case can be found in . Pan et al. (2016) pointed out that it is still unknown whether such a characterization holds for multivariate elliptical distributions.
Before we state Theorem 3.11, we first give the following definitions.
Definition (Arlotto and Scarsini (2009)) An n × n matrix A is called copositive if the quadratic form Denote as C cop the cone of copositive matrices and as C cp the cone of completely positive matrices.
Let C * cop and C * cp be the dual of C cop and C cp , respectively. It is well known that (see Arlotto and Scarsini (2009)) C * cop = C cp and C * cp = C cop .
The following Hessian orders can be defined (see Arlotto and Scarsini (2009) ). (2) X ≤ cop Y if and only if µ x = µ y and Σ y − Σ x is completely copositive.
Proof We prove (1) only since the proof of (2) is similarly. "If part": Considering the functions 
For any symmetric n × n matrix A ∈ C cp , define a function f as
Observe that H f (x) = A for all x, and thus
from which, it follows that −2φ ′ (0)Tr(Σ x A) ≤ −2φ ′ (0)Tr(Σ y A). Therefore Tr((Σ y − Σ x )A) ≥ 0. By the arbitrary of A ∈ C cp we conclude that Σ y − Σ x ∈ C * cp , and hence Σ y − Σ x is copositive, since C * cp = C cop . "Only if part": For any f such that H f (x) ∈ C cp , using Lemma 2.5, together with the condition µ x = µ y
Concluding the main results in this section, we have the above table.
Applications and examples
This section deals with applications of the previous results. One can obtain a series of probability and expectation inequalities for multivariate elliptical random variables. We will restrict ourselves to applications concerning the supermodular ordering.
Slepian's theorem
Slepian's theorem for multivariate normal distributions with non-singular covariance matrix can be found in Tong (1980) (1990) provides a shorter and elementary proof. Its extension for the case of singular covariance matrix the reader is referred to Fang and Liang (1989) . Here we give a simple proof.
. If X and Y have the same marginals and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n, then P (X 1 ≤ a 1 , · · · , X n ≤ a n ) ≤ P (Y 1 ≤ a 1 , · · · , Y n ≤ a n ) and P (X 1 > a 1 , · · · , X n > a n ) ≤ P (Y 1 > a 1 , · · · , Y n > a n ) hold for every a ∈ R n . Furthermore, the inequality is strict if σ x ij ≤ σ y ij for some i, j and if the supports of X, Y are unbounded.
Proof Using Theorem 3.4 and the implication X ≤ sm Y ⇒ X ≤ uo Y and X ≤ lo Y yield the desired result.
The following result is an immediate consequence of Theorem 4.1.
Corollary 4.1. Let X ∼ E n (0, Σ, φ), then the probabilities P (min 1≤i≤n g i (X i ) > C) and P (max 1≤i≤n g i (X i ) ≤ C) are increasing in each σ ij , where g i : R → R, i = 1, 2, · · · , n, are all increasing or are all decreasing.
Moment Inequalities
In this section we can easily derive various simple but useful inequalities for certain functions of multivariate elliptical random variables. The proofs are based on the results in Section 3, the most important result is the one of supermodular orders. We remark that supermodular functions play a significant role in applied fields, such as risk management, insurance, queueing, macroeconomic dynamics, optimization and game theory. (b) If f : R n → R is supermodular then the function ψ, defined by ψ(x 1 , x 2 , · · · , x n ) = f (g 1 (x 1 ), · · · , g n (x n )), is also supermodular, whenever g i : R → R, i = 1, 2, · · · , n, are all increasing or are all decreasing.
(c) If f i is increasing (decreasing) on R 1 for i = 1, 2, · · · , n, then f (x) = min{f 1 (x 1 ), · · · , f n (x n )} = − max{f 1 (x 1 ), · · · , f n (x n )} is supermodular on R n .
(e) If f is monotonic supermodular and g increasing and convex, then g • f is monotonic and supermodular.
(f ) H(x) = n k=1 φ i (x i ) is supermodular, where φ i : R → R, i = 1, 2, · · · , n, are all increasing or are all decreasing.
(g) The function f (x) = ν(x 1 + · · · + x n ) is supermodular, where ν is increasing convex.
X k is supermodular and increasing.
The following three theorems are immediate consequence of Theorem 3.4 and Lemma 4.1.
. If X and Y have the same marginals and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n, then
Ef (g 1 (X 1 ) + · · · + g n (X n )) ≤ Ef (g 1 (Y 1 ) + · · · + g n (Y n )),
where g 1 , · · · , g n are monotonic in the same direction. In particular,
Theorem 4.3. Let X ∼ E n (µ x , Σ x , φ) and Y ∼ E n (µ y , Σ y , φ). If X and Y have the same marginals and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n. (i) Assume that f : R n → R is supermodular and g i : R → R, i = 1, 2, · · · , n, are all increasing or are all decreasing, then Ef (g 1 (X 1 ), · · · , g n (X n )) ≤ Ef (g 1 (Y 1 ), · · · , g n (Y n )).
(ii) Assume that f is increasing and supermodular, then E max{f (X), 0} ≤ E max{f (Y), 0}.
Theorem 4.4. Assume that X ∼ E n (µ x , Σ x , φ) and Y ∼ E n (µ y , Σ y , φ). If X and Y have the same marginals and σ x ij ≤ σ y ij for all 1 ≤ i < j ≤ n, then (i) E n k=1 φ i (X i ) ≤ E n k=1 φ i (Y i ), where φ k : R → R are monotonic in the same direction. (ii) E min{f 1 (X 1 ), · · · , f n (X n )} ≤ E min{f 1 (Y 1 ), · · · , f n (Y n )} and E max{f 1 (X 1 ), · · · , f n (X n )} ≥ E max{f 1 (Y 1 ), · · · , f n (Y n )}, where f i : R → R, i = 1, 2, · · · , n, are all increasing or are all decreasing.
(iii) ES 2
x ≥ ES 2 y , where
(iv) If f is a non-decreasing convex function, then
Example 4.1 (Equicorrelated elliptical variables) Let X ∼ E n (µ, Σ x , φ) with Σ x = (σ x ij ) such that σ x ii = σ 2 , σ x ij = ρ x σ 2 for 1 < i < j ≤ n, σ 2 > 0, ρ x ∈ [−1, 1], and let Y ∼ E n (µ, Σ y , φ) with Σ y = (σ y ij ) such that σ y ii = σ 2 , σ y ij = ρ y σ 2 for 1 < i < j ≤ n, ρ y ∈ [−1, 1], then X ≤ sm Y if and only if ρ x ≤ ρ y . Bäuerle (1997) obtained the similar result for normal variables and ρ x , ρ y ∈ [0, 1]. For any supermodular function f : R n → R, we deduce that the expectation Ef (X) is increasing in ρ x . We remark that for this special correlated elliptical variable, the supermodularity of f is not necessarily. For example, if f : R n → R is twice differentiable and satisfying ∂ 2 ∂xi∂xj f (x) ≥ 0 for x ∈ R n and for some 1 ≤ i < j ≤ n, Proposition 1 in Joag-Dev, Perlman and Pitt (1983) and its Remarks on page 454 imply that Ef (X) is increasing in ρ x . For example, if ρ x ≤ ρ y , then E( 
