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Kivonat: Cikkünkben áttekintést adunk a fordítómemóriák és a hasonló mkö-
dés minta alapú fordítórendszerek kiértékelésének kérdéseirl. Megmutatjuk a 
lényegi különbségeket, amelyek megkülönböztetik ezeket a módszereket a gépi 
fordítás kiértékelésének már jól kidolgozott módszereitl. Kitérünk a tanító- és 
tesztkorpusz tulajdonságaira, valamint a szinkronizáló és a hasonlósági keres 
modul önálló kiértékelésére. Bemutatjuk mind az automatikus mind az emberi 
közremködés metódusokat. Az egyes módszereket értékeljük, és javaslatot 
teszünk egy saját kiértékel módszerre, amely figyelembe veszi a tanító és 
tesztkorpusz tulajdonságait és a rendszer célját: a fordítási munka minél haté-
konyabb támogatását. 
1 Bevezetés 
A gépi fordítás irodalma kimeríten taglalja a fordítórendszerek értékelésének mód-
szereit és a fordítás minségének mérszámait. Számtalan mérszám és metódus 
született az elmúlt két évtizedben, hiszen a gépi fordítás a kezdetektl a tudományos 
érdekldés fókuszában volt. Korántsem ilyen kidolgozott a fordítómemóriák és a 
hasonló módon mköd minta alapú gépi fordítórendszerek (Example Based 
Machine Translation, EBMT) kiértékelésének kérdése [8]. 
A gépi fordítás esetében a kiértékelés célja jellemzen az, hogy meghatározzuk, 
hogy a rendszer által adott fordítás „milyen távol van” a mintának tekintett „tökéle-
tes” emberi fordítástól. Ezzel szemben a memória alapú rendszerek esetében nem a 
rendszer konkrét válasza a mérvadó, hanem sokkal inkább a memóriában lev minták 
felhasználásának hatékonysága és a felkínált fordítás „hasznossága” a fordítói munka 
szempontjából. A fordítómemória célja nem a tökéletes fordítás elállítása, sokkal 
inkább a profi fordító minél hatékonyabb segítése a rendelkezésre álló (eltárolt) ko-
rábbi fordítások újrahasznosításával. Ezen megközelítésbl következik az is, hogy a 
kiértékelés támaszkodhat az emberi fordító interaktivitására is, azaz megvalósítható a 
mködés közbeni, mondatról mondatra való emberi kiértékelés is. 
Cikkünkben áttekintést adunk a legfontosabb módszerekrl, elnyeikrl és hátrá-
nyaikról, majd bemutatjuk a saját módszereinket a MetaMorpho TM rendszer kiérté-
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kelésére. Külön tárgyaljuk az egyes modulok, valamint az egész rendszer kiértékelé-
sét, bemutatva mind az automatikus, mind az emberi közremködés metódusokat. 
2 Kiértékelési stratégiák 
A memória-alapú fordítórendszerek kiértékelésének szemlélete ersen függ attól, 
hogy ki és milyen célra végzi a kiértékelést. A rendszer viselkedésérl, eredményeirl 
tanúskodó számok érdekesek nemcsak a rendszert használó fordítónak, a beszerzésrl 
dönt vezetnek, a fordítást megrendel ügyfélnek, de a rendszert fejlesztknek is. 
2.1 Kiértékelési módszerek osztályozása 
Két alapvet stratégia létezik a rendszer szemléletét illeten: 
1. fekete doboz (black box): a rendszert csupán a bemenet-kimenet összefüggésé-
ben vizsgáljuk, a közbens lépések, modulok rejtve vannak a vizsgáló ell. El-
ssorban a felhasználók, fordítók számára megfelel kiértékelési módszer. 
2. üvegdoboz (glass box): a rendszert felépít modulok mködését vizsgáljuk, va-
lamint hatásaikat az egész rendszer mködésére. Fejlesztk és kutatók számára 
hasznos kiértékelési módszer. 
Cikkünkben mindkét megközelítést alkalmazzuk: bemutatjuk a fejleszti szemlélet-, 
valamint a teljes rendszer felhasználói szemlélet kiértékelésének lehetségét is. 
Az alábbiak szerint különböztethetjük meg a kiértékelési módszereket: 
1. automatikus (gépi, objektív): rövid id alatt nagy mennyiség szövegen elvé-
gezhet metódus, amelynek „objektivitása” mindazonáltal függ a definiált mé-
rszámoktól. 
2. manuális (kézi, szubjektív): hosszabb id alatt, kisebb korpuszon elvégezhet 
módszer, ersen függ a kiértékel személytl, de közelebb áll a tényleges fel-
használási körülményekhez. 
Jelen cikkben mindkétféle metódusra teszünk javaslatokat. 
A kiértékelés kiterjedhet számtalan, a fejlesztés vagy a felhasználás szempontjából 
lényegesnek ítélt elem meglétének, vagy mködésének vizsgálatára. Ilyenek lehetnek 
a felhasználói felület használhatósága, az import/export funkciók, TMX támogatás, 
statisztikai modul stb. Ennek a cikknek nem témája a szorosan vett memória-
funkciókon (tárolás és keresés) kívüli szolgáltatások vizsgálata. 
3 A MetaMorpho TM rendszer 
A MorphoTM rendszer olyan fordítástámogató eszköz, amelynek célja, hogy a 
hagyományos fordítómemória-funkciókat nyelvi intelligenciával kiegészítve a 
jelenlegi rendszereknél többször ajánljon fordítást, és azok jobban közelítsék a kívánt 
minség fordítást [3]. A fordítás egységei a mondatnál kisebb szegmensek (fnévi 
szerkezetek és az ezeket tartalmazó mondatvázak), amelyeket a forrás- és célnyelvi 
elemzk állítanak el. Az adott bemeneti mondathoz hasonló szegmenseket „nyelvi 
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intelligencián” alapuló távolság segítségével keressük, és a megszület új fordításokat 
nyelvi elemzéssel együtt tároljuk.  
A nyelvi elemzés lépései: 
1. a szegmensek morfológiai elemzése mind a forrás-, mind a célnyelvi oldalon 
2. a forrásnyelvi oldalon sekély szintaktikai elemzéssel elállított fnévi csoportok 
(noun phrases, NPs) 
3. a mondat alatti egységeket szinkronizáló modul elállítja a célnyelvi oldalon a 
forrásnyelvi NP-k párjait (nyelvtani elemzés vagy heurisztika segítségével) 
A sikeres elemzés eredménye mindkét oldalon a fnévi csoportok és az ezeket 
tartalmazó mondatvázak lesznek, az egyes szavak morfológiai elemzéseivel. A fnévi 
csoportokban jelöljük a fejet, ennek a morfológiai tulajdonságai határozzák meg az 
egész NP tulajdonságait. Mivel a fnévi csoportok a nyelvi sajátosságok miatt nem 
minden esetben fordulnak le, vagy nem fnévi csoportra fordulnak, vagy a 
szinkronizáló nem tudja egyértelmen megfeleltetni ket egymásnak, ezért elfordul, 
hogy a mondatváz ilyen nem-szinkronizált fnévi szerkezeteket is tartalmaz [6]. 
A mondatváz az eredeti fnévi csoportok helyett csak ú.n. slotokat tartalmaz, 
amely jelöli az eredeti NP tulajdonságait, de bármilyen más NP-vel behelyettesíthet, 
amely megfelel a megszorító jegyeknek. Az NP-slot morfológiai tulajdonságait a 
célnyelvi mondatban (jelen esetben ez a magyar nyelv mondat) lev NP határozza 
meg, mivel a keresés során a célnyelvi mondatba való behelyettesítés a cél. 
A új mondat fordítása esetén a forrásnyelvi elemz elállítja a keres-mondat 
morfológiai elemzését, a fnévi csoportjait és mondatvázát. A keresés egységei és a 
felajánlott fordítások az elemzés lépéseibl adódóan a következk lehetnek: 
1. teljes mondatok: a nyelvi hasonlóságon alapuló mérték szerint hasonló teljes 
mondatok a memóriából 
2. mozaikok: a keresmondattal megegyez mondatvázzal rendelkez mondatok, 
amibe a keres mondat NP-jeihez hasonló NP-k töltik ki a slotokat a 
megszorításoknak megfelelen 
3. fnévi csoportok: amennyiben nincs a memóriában se hasonló mondat, se 
hasonló mondatváz, úgy a rendszer a keresmondat NP-it helyettesíti be 
hasonló NP-kel a memóriából. 
A mozaik fordítások összeállításánál a rendszer figyelembe veszi az NP-slotok tulaj-
donságait: egyrészt csak az érvényes megszorításoknak megfelel NP-k helyettesíthe-
tk a slotba, másrészt a mondatvázba beillesztett NP-k felveszik a slot eredeti morfo-
lógiai tulajdonságait: morfológiai generátor alakítja megfelel felszíni alakúvá a 
beillesztett fnévi csoportot.  




Microsoft Windows 2000 makes it possible to configure hard disk 
drives in a variety of ways. 
A fordítómemóriában talált mondatváz: 
[01] make it possible to configure [02] in a variety of ways. 
[01]NOM sokféle módon lehetvé teszi a beállítását [02]DAT. 
A mondatban lev fnévi csoportok találatai: 
Ssz. Fordítómemória Tárolt fordítás 
[01] Microsoft Windows 2000 Microsoft Windows 2000 
[02] hard disk drive merevlemez 
A rendszer által felajánlott fordítás: 
[Microsoft Windows 2000] sokféle módon lehetvé teszi a 
beállítását [merevlemez][ek][nek]. 
(1. példa) 
1. példa: mozaik fordítás a memóriában lev mondatváz és fnévi csoportok segítségével 
Az 1. példában bemutatunk egy mondatvázból és fnévi csoportokból összerakott 
fordítás-javaslatot. A memóriában talált mondatváz megegyezik a fordítandó mondat 
vázával, így a rendszer a keresmondat NP-jeihez hasonló NP-ket keres a memóriá-
ban, amelyeket behelyettesít a mondatvázba a slotok tulajdonságainak megfelel 
felszíni alakban. Bár az angol mondatban van még egy fnévi csoport: [in a variety of 
ways], azonban ez magyarra olyan formában fordul, hogy a szinkronizáló nem jelölte 
meg párként, így a mondatváz részét fogja képezni. 
4 A memória tartalma 
A leglényegesebb különbség a gépi fordítás és a memória-alapú fordítástámogatás 
között az utóbbi függése a memóriában lev szöveg mennyiségétl és minségétl. 
Nyilvánvalóan a gépi fordítórendszereknek is lényeges tulajdonsága a szabálybázi-
suk, vagy a statisztikai alapon feldolgozott korpusz nagysága. Azonban, míg a gépi 
fordítás esetében az elkészült rendszer részét képezi ez a „tudás”, és a cél a minél 
tökéletesebb fordítás elállítása, addig a memória-alapú rendszereknek nem része a 
memória tartalma, a cél pedig az, hogy bármilyen memória-tartalom esetén a lehet 
leghatékonyabban használjuk fel újra azt. 
4.1 A korpusz 
A fordítómemóriák kiértékelésének egy elterjedt metódusa, hogy egy adott korpusz 
bizonyos százalékát tanító korpuszként használva, feltöltjük vele a memóriát, és a 
korpusz maradék részével teszteljük. A korpusznak párhuzamosnak és szinkronizált-
nak kell lennie. 
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A korpusz összeállításakor két lehetség közül választhat a kiértékelést végz: 
1. speciális széria: gondosan szerkesztett példa-halmaz, amely különböz nyelvi 
és/vagy fordítói problémát reprezentál, illetve a különböz modulok mködésé-
nek sajátosságait teszteli. Elssorban a kézi kiértékeléshez alkalmazható. 
2. általános korpusz: megfelelen sokféle valódi szövegbl összeállított korpusz, 
amely sokkal inkább modellezi a valós mködést. 
A MetaMorpho TM kiértékelésénél mindkét fajta korpuszt alkalmazzuk: egy váloga-
tott mondatokat tartalmazó szériát a modulok kiértékelésére, és egy nagy méret 
tanítókorpuszt (a Szak Korpusz egy részét) az automatikus evaluációhoz. 
4.2 A korpusz koherenciája 
A kiértékeléshez használt korpusz leglényegesebb tulajdonsága a mérete. Azonban 
van egy olyan tulajdonság is, amelyet a korábbi kiértékeléssel foglalkozó munkák 
nem taglalnak: a tanításra és tesztelésre használt korpuszok hasonlósága, vagy más 
szavakkal a szövegek koherenciája. Nyilvánvaló ugyanis, hogy a fordítómemória 
potenciális hasznossága függ a benne tárolt szöveg és a keresmondat (tágabban a 
tesztkorpusz) közötti hasonlóságtól. Amennyiben a memória nem, vagy csak kis 
számban tartalmaz hasonló szavakat, szókapcsolatokat, mondatokat, úgy a rendszer 
teljesítménye kézenfekv módon alacsonyabb lesz, mintha a memória és a tesztkor-
pusz között nagy az átfedés. Szükség van tehát egy mértékre, amely jellemzi a memó-
ria tartalma és a tesztkorpusz viszonyát, hiszen ennek megfelelen lehet kiértékelni a 
rendszer tényleges válaszát. Az általunk ismert eddigi munkák nem tesznek utalást a 
kiértékelésnek erre az aspektusára.  
A jelenleg forgalomban kapható fordítómemóriáknak van ehhez hasonló célú mo-
dulja, amely összehasonlítja a fordítandó szöveget a memória tartalmával, és a kett 
hasonlóságát vizsgálja. Ez a megközelítés azonban 3 okból sem felel meg a céljaink-
nak. Egyrészt a hasonlítás alapja a mondat, azaz a fordítandó mondatokhoz keres 
hasonló mondatokat a memóriában. Ez az eredmény nem árul el semmit a mondatnál 
kisebb egységek újrahasznosíthatóságát illeten. Másrészt az összehasonlítás eredmé-
nye nem egy érték lesz, hanem a különböz hasonlóságú mondatok száma: pl. 100%-
os egyezések száma, 90-99%-os egyezések száma stb. Ez a kiértékelés szempontjából 
nehezen kezelhet eredményt ad. Harmadrészt a hasonlóság meghatározásánál azt a 
fuzzy hasonlósági mértéket használja, amit kiértékelni szeretnénk. Így nem ad meg-
bízható mértéket a kiértékeléshez. 
A következkben javaslatot teszünk egy olyan mérték definiálására, amely egy sú-
lyozott átlagban ad jellemzést a szövegek koherenciájára, az összehasonlítás alapja 
nem a mondat, és független a rendszer saját hasonlósági algoritmusától. 
4.3 N-gram alapú koherencia mérték 
A fordítandó tesztkorpusz és a memória tartalmának hasonlóságát jól jellemezheti a 
bennük elforduló közös szavak, szó-kettsök, szó-hármasok stb. száma, azaz általá-
nosan a szó n-gramok ismétldései. Vegyük tehát a tesztkorpusz minden szó-n-esét, 
és számoljuk meg, hogy hányszor fordul el a memóriában. Ezt a számot osszuk el a 
memória szó-n-eseinek számával, így megkapjuk a relatív gyakoriságot. Összegezzük 
súlyozva ezeket a relatív gyakoriságokat minden n-re. Így egy súlyozott átlag jelleg 
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wTTcoherence n,  (9) 
ahol countDB(gn) egy adott szó-n-es (word n-gram) elfordulásainak száma a me-
móriában, 
TCn Tg ∈  a tesztkorpusz szó-n-esei, |gn|DB az összes szó-n-esek száma a 
memóriában, wn egy n-hez rendelt súlytényez, hogy wn = 1. 
A paraméterek értékére a következ javaslattal élünk:  










, így maximum 6 hosszú egyezéseket vizsgálunk, és 
minél nagyobb az n (azaz minél hosszabb szövegrészlet egyezik), annál nagyobb 
súllyal számítjuk be a koherencia mértékbe. 
A koherencia mértéket több tényez is torzítja: 
1. a hosszabb n-esek több rövidebb n-eseket tartalmaznak, amelyeket így többször 
számolunk. Erre megoldást jelent, ha a számlálást a nagyobb n-ektl kezdjük, és 
a már megszámlált n-esben lev (vagy átlapolódó) rövidebb n-eseket nem 
számláljuk. 
2. mind a tesztkorpusz, mind a memória nagy számban tartalmaz olyan szavakat, 
melyek bár gyakran fordulnak el, mégsem adnak semmilyen támpontot a ko-
herencia vizsgálatban. Ezek a gyakran elforduló, nem önálló jelentéssel bíró 
szavak (stopword-ök) azonban egyenletes eloszlásúak és adott nyelvre jellemz 
gyakoriságúak. Így szrésüket nem látjuk indokoltnak. 
3. a ragozó nyelvekben, így a magyarban is, a karakter alapú egyezés nem ad kel-
lképpen pontos képet a szavak ismétldésérl, hiszen a különböz toldalékkal 
ellátott szavak ismétldése ugyanúgy jelents a koherencia szempontjából, a 
számításnál azonban nem lesznek egyezek. Erre egy lehetséges megoldás, ha 
kellen nagy szövegen nézzük a koherenciát, így nagyobb az esélye az azonos 
alakú ismétldésnek (de különböz nyelvek között így sem összehasonlíthatóak 
a kapott eredmények). Egy másik megoldás, ha az összehasonlítás során meg-
engedünk a szó végén bizonyos mennyiség karakteres különbséget. Ez nyilván 
csak közelíti az ideális megoldást, de megfelel pontosságot adhat. Mivel a 
MetaMorpho TM rendszer kiértékelésénél az angol a forrásnyelv, így ez a prob-
léma nem okoz jelents hibát. 
A további kutatásunk célja lesz, hogy megállapítsuk a fentiek szerint definiált kohe-
rencia mérték alkalmazhatóságát a rendszer kiértékelésekor kapott eredmények vizs-
gálatában. 
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5 A MetaMorpho TM moduljainak kiértékelése 
5.1 A fnévi csoport szinkronizáló modul 
A fnévi csoport szinkronizáló modul végzi a mondatok fnévi csoport elemzését és 
párosítását. Kiértékelésére legmegfelelbb a pontosság/lefedettség alapú módszer, 
amely százalékosan adja meg a helyesen szinkronizált (pontosság) és a nem szinkro-
nizált (lefedettség) fnévi csoportok arányait az összes fnévi-csoport párhoz képest. 
A kiértékelést lehet a modul eredményeinek kézi elemzésével, vagy egy korábban 
kézzel annotált referencia-korpusszal való összehasonlítással végezni. Az eredmé-
nyekrl bvebben lásd [6] munkáját.  
A többi modul önálló értékelésénél a kézzel annotált korpuszt használjuk a memó-
riába töltve, így kiküszöböljük e modul hibáinak halmozódását a többi modul ered-
ményében. 
5.2 A hasonlósági keres modul 
A fordító memória lényegi funkcióját végz hasonlósági keres modul kiértékelésé-
nél szükségesnek érzünk két alapvetést. 
Egyrészt nem vesszük számításba a visszaadott találatok számát, csak a legels ta-
lálatot értékeljük. A hasonlósági keres akkor hatékony segítség a fordítónak, ha a 
lehet leghasznosabb fordítást ajánlja fel, és ezen túl nem kell a fordítónak listákban 
böngésznie, más lehetségek után keresve. A minél több találat sokkal inkább akadá-
lyozza a gyors munkát, mint segíti azt. Így preferáljuk a kevés, de releváns találatot. 
Másrészt kizárjuk az értékelésbl a teljes mondat-egyezéses találatokat. Ha egy 
mondat teljes egészében megtalálható a memóriában, akkor ennek megtalálása triviá-
lis megoldás. Ha ezeket is belevennénk a kiértékelésbe (bár a számokat impozánsan 
felfelé húznák), nem adnának valós képet a minták újrafelhasználásának hatékonysá-
gáról. 
A lentebb kifejtett kiértékel metódusok mindegyikében az általánosan elterjedt 
módszert alkalmazzuk a tanító- és tesztkorpusz kiválasztását illeten: ugyanannak a 
szövegnek egy nagyobb részét (jellemzen 9/10-t) használjuk a memória feltöltésére, 
a maradék részt (1/10-t) pedig a tesztelésre. Ez legtöbbször biztosít egy megfelel 
koherenciát a memória és a tesztkorpusz között. 
5.3 Kézi kiértékelés 
Több korábbi munka foglalkozik a rendszer kimenetének kézi értékelésével. [7] és 
[1] is 4 fokú skálát használ, amelyek a tökéletes egyezéstl a „semmi haszna sincs” 
eredményig terjed. Ennek a metódusnak elnye, hogy a valós felhasználást modelle-
zi: a felhasználó közvetlenül a rendszer eredményeinek hasznosságát értékeli. Hátrá-
nya, hogy korlátozott korpusz értékelhet ki kézzel, valamint egy (vagy néhány) 
felhasználó döntése nem elég objektív: egy adott fordítás lehet nagy segítség annak, 
aki egyáltalán nem tudja lefordítani a mondatot, és gyakorlatilag használhatatlan 
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annak, aki igényes fordítást ad. Ezen segíthet, ha a felhasználók a fordítás megkezdé-
se eltt értékelik a forrásnyelvi szöveget is: megjelölik azokat a mondatokat, amelye-
ket nem tudnak részben vagy egészben lefordítani. Ezzel súlyozni lehet az értékelé-
süket. 
Egy másik módszer a szükséges utószerkesztések számának vizsgálata. A felhasz-
náló átalakítja a fordítómemória válaszát az általa elfogadhatónak ítélt fordítássá. A 
kiértékel rendszer pedig számlálja az ehhez szükséges lépések számát. Hogy mit 
tekintünk szerkesztésnek, és milyen szerkesztés hány lépésbl áll, az igen különböz-
vé teheti az ilyen módszerrel végzett kiértékeléseket. Például: formázási módosítások 
(kis/nagybet, betméret, behúzások stb.), sorrendcsere („fogd meg és húzd” módszer 
hány lépésnek számít?), vagy számít-e a szükséges egérmozgatások száma stb. Evvel 
a módszerrel bvebben [9] foglalkozik. 
5.4 Automatikus kiértékelés 
Az automatikus kiértékelés olyan objektívnek tekinthet mérszám alkalmazását 
célozza, amely emberi beavatkozás nélkül teszi lehetvé az értékelést. Így a kapott 
eredmények nem függnek egy adott felhasználó vagy fejleszt képességeitl vagy 
véleményétl, és nagyságrendekkel nagyobb korpuszon végezhet el a kiértékelés 
azonos id alatt, ezért a statisztikai megbízhatósága is jobbnak tekinthet. Hátránya, 
hogy ezeknek a módszereknek szükségük van egy referencia-fordításra, amelynek 
meghatározása nemcsak szubjektív, de adott esetben az emberi felhasználó más fordí-
tást is elfogadna. Ezen kívül a definiált mérték általában sokkal inkább jellemz a 
mértéket meghatározó céljaira, mint a rendszer tényleges használatának tulajdonsága-
ira. 
Egy lehetség a gépi kiértékelésre az elzkben leírt utószerkesztés automatikus 
megvalósítása: a kiértékel modul kiszámolja a válasz és a referencia-fordítás közötti 
szerkesztési távolságot, és ez lesz a kiértékelés eredménye. Ennek egy megvalósítása 
például [2] munkája. A módszer elnye, hogy közel áll a felhasználás-központú kiér-
tékeléshez, hátránya, hogy nem feltétlenül van összefüggés az így definiált szerkesz-
tési távolság és az emberi fordítónak ténylegesen szükséges utószerkesztési munka 
között. 
Egy másik lehetség a gépi fordításban is elterjedt n-gram alapú BLEU kiértékelés 
megvalósítása [5], vagy az ehhez igen hasonló NIST index alkalmazása [4]. Az egy-
szeri kiértékelés helyett azonban pontosabb képet kapunk a rendszer mködésérl, ha 
tízszeres keresztellenrzéssel számítjuk ki a BLEU indexet: az adott korpusz 9/10-t 
használjuk tanításra, 1/10-t tesztelésre, és ezt tízszer megismételjük különböz ré-
szekkel. A módszer elnye, hogy a gépi fordítás eredményeivel is összevethet ered-
ményt kapunk, amely könnyen automatizálható, azonban ez a módszer áll legtávo-
labb a felhasználó-központú kiértékeléstl. 
6 Konklúzió 
Cikkünkben áttekintést adtunk a fordítómemóriák és a példa-alapú fordítórendszerek 
kiértékelésének lehetségeirl. Bemutattuk mind a manuális, mind az automatikus 
kiértékelés több módszerét, ezek elnyeit és hátrányait. Megmutattuk, hogy a memó-
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ria alapú rendszerek kiértékelésének célja különbözik a gépi fordító rendszerekétl, 
hiszen itt a memória tartalma, valamint a memória és a tesztkorpusz viszonya befo-
lyásolja az eredményt. A kiértékelés célja tehát nem az, hogy a konkrét eredmény 
hasznosságát vizsgáljuk, hanem a memóriában lev korpusz újrafelhasználhatóságá-
nak hatékonyságát értékeljük. Ennek érdekében bevezettünk egy súlyozott átlagot, 
amely jellemzi a memória és a tesztkorpusz koherenciáját. Ez irányadó számként 
alkalmazható az eredmények vizsgálatánál. 
7 További munkák 
A fent leírt módszerek megvalósításával a MetaMorpho TM rendszer kiértékelése. Az 
egyes módszerek összehasonlítása, valamint a fent definiált koherencia mérték vizs-
gálata az egyes eredményekre. 
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