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Introduction
The aspiration of elementary particle physics is to explain and describe the nature of
the constituents of matter. The Standard Model of particle physics is a highly success-
ful theoretical framework, that describes the fundamental particles and interactions at
small distance scales around 1 fm. The Standard Model is a relativistic quantum field
theory, that includes the fundamental particles, six quarks and six leptons, as well as
the strong, weak and electromagnetic interactions.
In order to test predictions of the StandardModel, particles like protons or electrons are
brought to collision, studying emerging particles in the process. The scale at which the
structure of matter can be probed is inverse proportional to the center-of-mass energy
of the colliding particles. Several particle collider experiments have been devised in the
past, which exceeded the capabilities of their predecessors. The European Organization
for Nuclear Research (CERN) hosts the Large Hadron Collider (LHC) [1], which
operates at a center-of-mass energy of
√
s = 13 TeV, which is the highest currently
available. The LHC is a circular collider in which protons are brought to collision
at four interaction points. Four main particle detectors are located at the interaction
points, where the ATLAS (A Toroidal LHC ApparatuS) experiment [2], is one of the
multipurpose detectors.
The heaviest known quark is also the one which eluded observation longer than the
remaining five quarks. The discovery of the top quark was achieved in 1995 at the
Tevatron in proton–antiproton-collisions at
√
s = 1.8 TeV by the CDF and D0 ex-
periments [3, 4], which was about 18 years after the bottom quark was discovered.
Within the Standard Model of particle physics, the importance of top-quark produc-
tion evolved from its discovery to one of the standard-candle processes in particle phys-
ics. The top quark is mainly produced in two distinct modes, where the top-quark pair
production proceeds via the strong interaction and singly produced top-quarks involve
the weak interaction. The t -channel single top-quark production yields the highest
rate of singly produced top quarks, which renders it the most accessible production
mode at the LHC. The top-quark mass (mt ) is currently known at high accuracy to
be mt = 173.34 ± 0.76 GeV [5], which is the world average obtained in 2014. The
uncertainty on the top-quark mass measurement corresponds to 0.4% relative total
uncertainty.
The precise measurement of the single top-quark cross-section facilitate tests of Stand-
ard Model predictions. In particular theW -t -b vertex of the weak interaction is directly
involved in the t -channel single top-quark production. The measured cross-section is
proportional to the quark-mixing matrix-element |Vt b |2, which is close to unity in
the Standard Model. The constraint on |Vt b | in the Standard Model is performed
with the assumption of the unitarity of the mixing matrix, which requires the num-
ber of quark generations to be three. The determination of |Vt b | from the t -channel
single top-quark cross-section alleviates the constraint on the number of quark genera-
tions.
Previous analyses [6, 7, 8] established the t -channel single top-quark production at the
LHC at 7 and 8TeV center-of-mass energies. This analysis is published, together with
the differential t -channel single top-quark production cross-sections, in [9]. Beyond the
observation of the t -channel production, more extensive measurements have been per-
formed, which were enabled by improved data statistics. With the completion of the
2012 data-taking in the LHC run 1 operation, the full available dataset at a center-of-
mass energy
√
s = 8TeV is analysed within the scope of this theses. The unprecedented
size of the dataset and a very sophisticated set of detector calibrations and MC sim-
ulation tunes, lay the basis for the most precise measurement of the t -channel single
top-quark production cross-section.
The signature of the t -channel single top-quark production in terms of observable final-
state particles, is characterised by the decay products of the top quark and an additional
light-quark jet. The decay products of the top quark are aW boson and a b -quark, at
nearly 100% probability. Decays of theW boson into eν or µν leptons are considered
in this analysis. Electrons or muons from theW -boson decay via a τ lepton are also
included. The charged leptons from the W -boson decay are isolated and have large
transverse momentum, while the corresponding neutrinos are not directly detectable,
but are reconstructed as missing transverse momentum in the detector. Exactly one of
the two selected jets is required to contain a b -quark, which corresponds to the top-
quark decay. The single top-quark in an event is accompanied by an additional light-
quark jet, which is scattered in the forward region of the detector and is one of the main
features that enable the distinction from background processes.
The main challenge for this analysis is to separate signal events from background events.
The primary background processes are the t t¯ production and theW -boson production
with additional jets. The t t¯ production has a higher cross-section than t -channel single
top-quark production, and the presence of top quarks in the event renders this back-
ground hard to separate from the signal. TheW + jets production has a substantially
larger cross-section compared to t -channel single top-quark production, and the simil-
arity of the final state particles results in a significant contribution to the background.
The analysis employs a neural network in order to improve the sensitivity to the sig-
nal process by combining kinematic observables that discriminate between signal and
background processes into one single discriminant. Neural networks also reduce the
dependency on systematic uncertainties compared to a singular discriminating observ-
able. The presented analysis will study the configuration of the neural network, to
reduce the required number of input observables, while preserving the sensitivity of
the discriminant.
II
The measurement of the cross-section is performed separately for top quarks and top
antiquarks in a visible part of the phase space, referred to as fiducial volume. The
advantage of the measurement of a fiducial cross-section, is the separation of extra-
polation effects associated to theoretical uncertainties from experimental uncertainties.
Consecutively, the total cross-sections are obtained by extrapolation of the measured
fiducial cross-sections. The cross-section ratio of the total cross-sections is determ-
ined, which yields a reduced systematic uncertainty due to cancellations. The measured
cross-section ratio is sensitive to the u/d quark ratio in parton-distribution-functions,
and can be used to test several predictions from parton-distribution-function sets. The
|Vt b | element of the quark-mixing matrix is extracted using the combined total cross-
section, which is the sum of the extrapolated total cross-sections.
The presented analysis is based on previous ATLAS results with 5.8 fb−1 of 8TeV col-
lision data [10] and subsequently on [8] using 20.3 fb−1. The same technique was also
used in the first measurement of the top quark-antiquark cross-section ratio in t -channel
single top-quark events [7] using 7TeV ATLAS data. The presented analysis aims to
improve the preceding analyses and extend their scope.
The structure of this thesis is as follows. First the main concepts of the Standard Model
of particle physics are introduced. The discussion is focused on methods important
to the measurement of the t -channel single top-quark production cross-section. In the
next chapter, the ATLAS experiment as part of the LHC particle accelerator at CERN
is presented, followed by the introduction of the Monte Carlo simulation techniques
and the definition of the involved physics objects. The event selection and background
estimation introduce crucial aspects of the measurement as well as details on the em-
ployed neural network. Finally, the measurement technique and the treatment of sys-
tematic uncertainties are introduced followed by the measurement results and conclu-
sions.
III
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The Top-Quark within the Standard Model
of Particle Physics
The theoretical aspects of this thesis involve fundamental particles and interactions at
very small distance scales up to 1 fm. The StandardModel of fundamental particle phys-
ics (SM) describes the distance and energy regime, that is in focus in this thesis. Four
distinct forces are known to explain the interactions between fundamental particles,
namely the strong, weak, electromagnetic and gravitational interaction. With the ex-
ception of gravitation, which is described by general relativity, the remaining interac-
tions are incorporated in the SM. The observed strength of gravity in our macroscopic
world is only attained by vast accumulations of mass, and at distance scales around 1 fm
gravity becomes a negligible contributor to the interactions of fundamental particles,
compared to the three remaining forces, which allows gravity to be ignored in the SM.
Since the inception of the SM, it was subject to numerous experimental tests, which
exhibited very good agreement with the predictions of the SM.
All particles described by the SM are distinguished by their spin into fermions, which
have half-integer spin, and bosons, which have integer spin. Figure 1.1 contains a
summary of the SM particles, both fermions and bosons, as well as indicating the
type of interaction the fermions are subjected to. This Section gives a overview of
the main concepts of the SM. A more detailed introduction can be found in text
books [11].
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Figure 1.1.: Summary of the Standard Model of particle physics. On the left-hand
side all fermions are speciﬁed, subdivided into quarks and leptons. The right-hand side
shows the bosons of the SM, which mediate the weak, strong and electromagnetic
interactions as well as the Higgs boson. The mass, charge and spin of all particles is
given in the respective box. The generations of fermions are grouped vertically.[12, 13]
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1.1. Fermions
Fermions are the constituents of visible matter in the universe. Fermions can be sub-
divided into two groups, where the fermions of one group carry colour charge, and
fermions of the other group do not. The fermions that carry colour charge are called
quarks and the fermions that do not carry colour charge are called leptons.
The introduced types of fermions also occur in three generations which exhibit a strong
mass hierarchy, while the structure of the generations itself is still one of the open
questions in particle physics. The ordinary stable matter in the Universe is entirely
composed of fermions of the first generation, while fermions of the second and third
generation are unstable and decay ultimately into those of the first generation. Fermi-
ons of the second and third generation are only produced in high energy interactions
All fermions have an weak isospin T = 1/2 and its third component T3 is either +1/2 or
−1/2.
Leptons
Leptons are occurring in three different so-called flavours, electron (e ), muon ( µ) and
tau (τ ) as well as their corresponding electron-neutrino (νe ), muon-neutrino (νµ ) and
tau-neutrino (ντ ). Electron, muon and tau leptons have T3 = −1/2, while neutrinos
carry T3 = +1/2. While due to their electric charge, the former interact also via the
electromagnetic interaction, neutrinos are exclusively interacting via the weak interac-
tion.
Quarks
Quarks are the constituents of hadrons. The most common hadrons are protons and
neutrons. Protons consist of two up-quarks (u ) and one down-quark (d ) while neutrons
are comprised of two down-quarks and one up-quark. Including the three generations
of fermions in the SM, six quarks are distinguished by their mass as well as their flavour
quantum number. Quarks carry fractional electric charge, depending on the quark
being of up- or down-type. Up-type quarks comprise u, charm- (c ) and top-quark ( t ),
while down-type quarks refer to d , strange- ( s ) and bottom-quarks (b ). In case of up-
type quarks the electric charge is +2/3Qe and T3 = +1/2, where for down-type quarks the
electric charge is −1/3Qe and T3 = −1/2. In addition to the electric charge, quarks carry
colour charge. The colour charge of quarks and antiquarks is three-fold, (anti-)blue,
(anti-)green and (anti-)red.
Quarks are subject to the strong and electroweak interactions.
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1.2. Fundamental Forces and Gauge Bosons
Mathematically the SM is a quantum field theory (QFT), which is a theoretical frame-
work adopting a Lagrangian formalism to describe the dynamics of the theory. The SM
Lagrangian is invariant under the SU (3)C×SU (2)L×U (1)Y symmetry group, while the
SU (3)C group corresponds to the strong interaction and SU (2)L ×U (1)Y corresponds
to the unified electroweak interaction. The quantum fields correspond to fundamental
particles. The electromagnetic, weak and strong force are mediated by gauge bosons
which have integer spin and carry discrete amounts of energy between fundamental
particles as they participate in the respective interactions.
Fundamental Interactions
Each interaction couples to a distinct charge property. The electric charge is the most
easy perceivable of them, due to its impact on the macroscopic regime, its value is
provided in units of the electron charge e . The electromagnetic force has an infinite
range and is mediated by photons (γ ). The range of the electromagnetic force is founded
in the masslessness of the mediating photon. A special feature of the electromagnetic
force is that it can be repulsive as well as attractive, depending on the sign of the electric
charge. The strength of the electromagnetic interaction is indicated by the coupling
constant αem also referred to as the fine structure constant αem ≈ 1/137. While the
value of αem depends on the energy scale, the change of its magnitude remains very
small.
The weak force is mediated by three gauge bosons, theW ±-bosons which have either
positive or negative electric charge, while the Z0-boson has no electric charge. The
masses of the two bosons are with mW = 80.385± 0.015 GeV [14] and mZ = 91.1876±
0.0021 GeV [14] the only non-zero masses of the three interactions. The masses of
the bosons render the interaction short ranged with respect to the electromagnetic in-
teraction. The weak interaction couples to the third component of the weak isospin
T3. Some features of the weak interaction are unique compared to the other interac-
tions.
• Flavour transitions of quarks are possible by the exchange of aW ±-boson. The
flavour transition is not limited by the generation of the quark, and thereby the
reason that the 2nd and 3rd quark generation are not stable.
• The weak interaction is parity violating which is accounted for in the theory
by a vector–axial-vector (V − A) structure. Therefore,W ±-bosons only interact
with left-handed particles and right-handed antiparticles, whereas the Z0-boson
interacts with either chirality, although with different strengths.
The strong interaction couples to the colour charge, and it is mediated by eight gluons ( g ).
The strong interaction is described by quantum chromodynamics (QCD). The coup-
ling strength of the strong interaction is αs which is close to one at low energies, and
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around αs (mZ ) = 0.118 at the high energy scales at the Z -Boson mass. The strong force
has the unique feature of increasing its strength with growing distance. That infers
that the energy required to separate two colour-charged particles would quickly exceed
the energy required to create a new pair of particles which will result in two pairs of
colour-neutral hadrons. This effect is referred to as confinement. Hence no quark can
be observed individually, but only jointly with other quarks in colour-neutral bound
states. Several configurations of hadronic states have been observed. A meson is a pair
of a quark and an antiquark, whereas a baryon comprises three quarks. Also more com-
plex configurations are possible, for instance five quarks bound in a pentaquark which
was theorised in Gellman [15] and Zweig [16] and recently observed at the LHCb
experiment [17].
Figure 1.2 illustrates the fermions and bosons of the SM with regard to which interac-
tion they are subjected. In the cases of theW ±- and Z0-boson, gluon and Higgs-boson
the self interaction are indicated.
Figure 1.2.: Summary of the Standard Model interactions [18].
The Electroweak Unification and the Mass of Particles
Although the electromagnetic and weak interactions manifest differently at low ener-
gies, it was found that at the electroweak scaleΛEW ≈ 246GeV both interactions can be
described by a single theoretical model. In the 1970s, the electromagnetic and the weak
interaction were successfully joined to a unified theory called the Glashow-Weinberg-
Salam [19] (GWS) model. Mathematically the GWS model is described by a SU (2)L ×
U (1)Y gauge group, where the SU (2)L gauge group corresponds to three gauge bosons
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W 1,2,3 and the U (1)Y gauge group has the gauge boson B . These four gauge bosons
couple to the linear combination Y of the weak isospin and the electric charge, where
Y is called hypercharge, which is defined as Y = 2(Q −T3).
The observed γ,W ± and Z0 bosons of the weak interaction however, are a mixture
of the gauge bosons in the electroweak model. The weak mixing angle Θw relates the
B0 andW3 gauge bosons to the physical states γ and Z0. TheW ± bosons are linear
combinations ofW1,2, c.f. Equations 1.1 and 1.2.(
γ
Z0
)
=
(
cosΘw sinΘw
− sinΘw cosΘw
) (
B0
W3
)
(1.1)
and (
W +
W −
)
=
1√
2
(
1 −i
1 i
) (
W1
W2
)
. (1.2)
The weak mixing angle depends on the mass ratio of the weak gauge bosons and is
defined as:
cosΘw =
mW ±
mZ0
, (1.3)
which is not predicted by the SM but has to be determined from measurements. Cur-
rently, the mixing angle is known to be Θw = 28.74◦ [14].
In the GWS model, all four bosons are massless, and in order to introduce mass-terms
of bosons of the weak interaction the spontaneous symmetry breaking was introduced.
The Brout-Englert-Higgs (BEH) mechanism, was introduced in 1964 [20, 21, 22] to
accommodate massive gauge bosons in the SM. The scalar Higgs field is introduced,
which is accompanied by an observable fundamental particle called the Higgs boson.
In 2012, a boson which is compatible with the Higgs boson has been observed by the
ATLAS [23] and CMS [24] collaborations.
While the spontaneous symmetry breaking mechanism is leading to the mass of the
gauge bosons of the weak interaction, the masses of quarks and charged leptons are
described by a Yukawa coupling [25]. The coupling exists for all massive fermions and
its strength is proportional to the mass of the fermion. Therefore, the top quark, as the
heaviest fermion, is expected to have the largest coupling to the Higgs field. The non-
zero masses of neutrinos however, are not introduced by this mechanism and indicate
the presence of physics beyond the SM.
Quark Mixing and the CKM Mixing Matrix
The mass eigenstates of quarks are different from the weak eigenstates and their relation
has been introduced by Cabbibo, Kobayashi and Maskawa in the form of a mixing
matrix [26]. The Cabbibo-Kobayashi-Maskawa (CKM) matrix gives the transformation
of the mass eigenstates (d ,s ,b ) and the weak eigenstates (d′,s′,b ′). The CKM matrix is
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a unitary 3 × 3 matrix, assuming three quark generations:
*.,
d′
s′
b ′
+/- =
*.,
Vud Vus Vub
Vcd Vc s Vcb
Vt d Vt s Vt b
+/-
*.,
d
s
b
+/- (1.4)
Since the total probability of all transitions for each state is unity, the CKM matrix is
unitary. The values of the CKM matrix are not predicted by the SM and are required
to be measured experimentally. Equation 1.5 [27] gives the current state of knowledge
of the values of the CKM matrix.
V =
*...,
0.97427 ± 0.00014 0.22536 ± 0.00061 0.00355 ± 0.00015
0.22522 ± 0.00061 0.97343 ± 0.00015 0.0414 ± 0.0012
0.00886+0.00033−0.00032 0.0405
+0.0011
−0.0012 0.99914 ± 0.00005
+///- . (1.5)
The CKM matrix is diagonally dominant, reflecting the fact that inter-generation fla-
vour changing decays are strongly suppressed. The strength of the weak interaction of
two quarks i and j is proportional to the respective CKMmatrix-element |Vi j |2. While
the transition across generations has a magnitude of some percentage points for the first
and second quark generation, |Vt b |2 is much larger than |Vt s |2 and |Vt d |2, and therefore
top-quarks are almost exclusively decaying into bottom-quarks.
1.3. Hadronic Substructure
Protons that are brought to collision at the LHC, are compound objects which mainly
consist, as mentioned before, of two up quarks and one down quark (uud ), this how-
ever is only true at low energies. At high energies more sub-structure emerges which
are called sea-quarks and gluons. The actual collision of two protons is taking place
between two specific partons of each proton. The parton distribution functions (PDFs)
provide the probability density to find the parton i with the fractional momentum x i1
of the proton, at a given energy-scale Q2.
Theoretical predictions of PDFs cannot be derived from perturbative QCD due to non-
perturbative effects in QCD bound states. This is the reason why the knowledge about
the PDF is mainly obtained in deep inelastic scattering (DIS) experiments. In more
recent PDF sets, LHC collision data is also included.
In order to extrapolate the obtained PDFs at low energies to higher energy scales, the
DGLAP evolution equations [28, 29] were devised. The DGLAP evolution equations
1x refers to the Bjorken scale variable
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are expressed in terms of so-called splitting functions or splitting kernels. The splitting
functions correspond to four configurations. The production of a quark-gluon pair ori-
ginating from a quark is described by Pqq and Pgq . The splitting function Pq g describes
the production of a quark-antiquark pair originating from a gluon. The splitting func-
tion Pg g describes the production of a gluon-gluon pair also originating from a gluon.
A scale-dependent expression of the probability that the corresponding particle is ra-
diated and carries a certain momentum fraction x is derived. While the extrapolation
for massless partons performs well, the DGLAP evolution is not able to incorporate
massive partons, and additional methods have to be employed.
Several PDF sets are available by various groups, which each use different assump-
tions and data to provide precise predictions. The main differences arise from the
value of αs (mZ ), the value of the quark masses and the treatment of the heavy quark
masses. The main PDF groups that are considered in this analysis are CTEQ [30, 31],
JR [32], ABM [33], MSTW2008 [34]/MMHT14 [35], NNPDF 2.3/ 3.0 [36, 37], and
HERAPDF [38, 39].
Figure 1.3 shows the PDFs of several partons which are obtained from NNPDF 3.0
at NLO and αs (mZ ) = 0.118. The distributions of the valence quarks u and d are
shown with the b, b¯ sea-quarks and the gluon. The gluon PDF is scaled by 0.05. The
Q2 = m2t = (172.5GeV)2 is chosen for (a) and Q2 = (mt/4 GeV)2 in (b). The two
choices of Q2 correspond to two distinct calculation schemes of t -channel single top-
quark production, that will be introduced in Section 1.5.2.
Table 1.1 contains the PDF sets that are evaluated in the scope of this thesis, including
the respective value of αs (mZ ) and a summary of involved experimental data in their
determination. Most used values of αs (mZ ) are very similar except for the ABM11
PDF set.
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Figure 1.3.: Parton distribution functions of NNPDF 3.0 at NLO and αs (mZ ) =
0.118. The distributions of the valence quarks u and d are shown with the b, b¯
sea-quarks and the gluon. The gluon PDF is scaled by 0.05. The Q2 = m2t =
(172.5 GeV)2 is chosen for (a) and Q2 = (mt/4 GeV)2 in (b).
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Table 1.1.: List of PDF sets together with their used αs value and the list the experi-
ments from which data are used.
PDF set αs (mZ ) Experiments
CT10 0.118 HERA, Fixed target, Tevatron
CT14 0.118 Combined HERA, Fixed target, Tevatron, LHC
ABM11 0.109 Combined HERA, Fixed target
MSTW2008 0.120 HERA, Fixed target, Tevatron
MMHT14 0.120 Combined HERA, Fixed target, Tevatron, LHC
NNPDF 2.3 0.118 Combined HERA, Fixed target, Tevatron, LHC
NNPDF 3.0 0.118 Combined HERA, Fixed target, Tevatron, LHC
JR14 0.116 HERA, Fixed target, Tevatron
HERAPDF 1.5 0.118 Combined HERA
HERAPDF 2.0 0.118 Combined HERA
ATLAS (epWZ12) 0.118 Combined HERA, ATLASW ,Z
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1.4. Predictions of the SM
The cross-section calculation in pp collisions can be separated into partonic cross-
section σˆa,b of the hard scattering, and the PDFs, as stated by the factorisation the-
orem [40]:
σ =
∑
ab
∫
dx adxb fa/A(x a,Q2) fb/B (xb,Q2)σˆa,b , (1.6)
where x a and xb are the fractions of momentum of the protons and fa/A(x a,Q2) and
fb/B (xb,Q2) are the PDFs of the partons a and b , respectively.
In order to calculate the cross-section of particle collisions using the formalism of the
SM, approximations need to be employed. Perturbation theory is a mathematical form-
alism used to obtain approximate results. The perturbative expansion is performed in
terms of the coupling constants of the SM Lagrangian. While due to the strength of αs ,
the QCD contribution is the largest, the electroweak perturbative expansion in terms
of αW can also give significant contributions, c.f. Ref. [41].
The partonic cross-section σˆa,b can be calculated with perturbative QCD, given that
the process involves a high momentum transfer Q2, corresponding to a sufficiently
small αs , such that the perturbative expansion is valid.
In order to evaluate the expression of the partonic cross-section one needs to choose
the renormalisation scale ( µr) and factorisation scales ( µf) [42]. The factorisation scale
is employed to separate the low-energetic soft regime from the high-energetic hard in-
teraction, while the renormalisation scale controls the absorption of loop divergences
into the strong coupling constant.
There is no principle to derive the correct µr,f scales, yet the range of them can be
limited, see Ref. [42]. This ambiguity is accounted for as a dedicated scale uncertainty.
The uncertainty in the scale choice is estimated using a prescription referred to as inde-
pendent restricted scale variations, proposed in Ref. [43]. In this procedure the renor-
malisation ( µr) and factorisation ( µf) scales are varied independently by a factor of two
w.r.t. the nominal scale. The scale variations are restricted since the combinations
µr = 2 · µnomr , µf = 0.5 · µnomf and µf = 2 · µ
nom
f , µr = 0.5 · µ
nom
r are excluded to prevent
overestimation of the effect.
The order of perturbative expansion that is considered by a calculation is denoted lead-
ing order (LO), for the lowest order approximation and next-to-leading order (NLO)
refers to an additional power of (αs ), and so forth.
In addition to the accuracy provided by the order of perturbative expansion that is
considered, additionally soft-gluon effects can be included to improve the precision of
the estimate. The so-called soft-gluon resummation [44, 45], hereby enables to resum
contributions of gluons that are not considered due to the choice of µf, into αs . These
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soft-gluon contributions lead to logarithms, which are divergent in the calculation of
the fixed-order perturbation theory and are therefore truncated at the µf scale. The
soft-gluon resummation however adds these contributions to the fixed-order calcula-
tion and are denoted in terms of the order of the considered logarithm, thereby leading-
logarithm (LL) and next-to-leading-logarithm (NLL) are differentiated.
While the higher-order contributions of the fixed-order perturbative calculation can
entail cancellation effects and can have negative magnitude, the magnitude of the soft-
gluon resummation is always positive.
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1.5. Top-Quarks
The top-quark ( t ) has the highest mass of all known fundamental particles. The
mass of the top-quark is not predicted by the SM and has to be determined in ex-
periments.
The decay width of the top-quark decay Γt = 1.35GeV at NLO [27], assuming mt =
173.3GeV, which corresponds to a average lifetime of τt ≈ 0.5 · 10−24 s [46]. The life-
time of the top-quark is smaller than the timescale on which the strong force acts 1/ΛQCD ≈
10−23 s [47]. Therefore, top-quarks decay before they can form hadrons, fully retaining
the spin-information of the top-quark and enables its study as a bare quark.
The top-quark decay is almost entirely dominated by the t →Wb mode. The origin
of this is that the CKM-matrix element |Vt b |2, which corresponds to the transition
probability of a t quark into a b quark, is close to unity. TheW boson consecutively
decays into either leptons or quarks. While the branching fraction of the W boson
into quarks is exceeding those of the leptonic decay modes, the hadronic decay modes
suffer from a large background, which renders the leptonicW -boson decay modes the
preferred one for this thesis.
1.5.1. Production of Top-Quarks
The production of top-quarks at the LHC occurs in two major modes, producing either
a top-quark–top-antiquark ( t t¯ ) pair or a single top-quark or a single top-antiquark. The
main production mode is induced by the strong interaction, where a t t¯ pair is emerging,
while single top-quarks are produced by means of the weak interaction, leading to a
reduced production rate of the latter.
Top-Quark–Top-Antiquark Pair Production
Top-quark pair production is dominated by the gluon-fusion channel at the LHCwhich
is supplemented by quark-antiquark annihilation. Both modes are represented in Fig-
ure 1.4. The total cross-section for t t¯ is calculated at next-to-next-to leading order (NNLO)
in fixed-order perturbative QCD, including soft-gluon resummation at next-to-next-to
leading logarithm (NNLL) to be σ(t t¯ ) = 253+13−15 pb [48] at
√
s = 8TeV. The cross-
section calculation assumes a top-quark mass of 172.5GeV.
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Figure 1.4.: Feynman diagrams of the dominant t t¯ production modes. (a)-(c) are
gluon fusion induced processes, while (d) shows the production via qq¯ annihilation.
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Single Top-Quark Production
Single top-quark production is occurring in three distinct production modes, which
are distinguished by the virtuality of the exchangedW -boson. The t -channel mode is
the most dominant production which is the focus of this thesis. Figure 1.5(a) shows the
LO-signature of the t -channel production in the 5 FS. The top quark is produced by the
weak interaction of a b -quark with a light-quark via aW -boson exchange. The initial
light-quark is originating from the incoming proton, while the b -quark emerges from
a gluon-splitting in the 4 FS, which will be introduced in the following Section 1.5.2.
The initial light-quark changes its flavour in the process and is scattered into the for-
ward region of the detector. The t -channel production can involve a top quark as well
as a top-antiquark, which are denoted t q and t¯ q respectively. Due to charge conserva-
tion the initial light-quark of the t q and t¯ q are different. In case of the t q production
the initial light-quarks can be either up-type quarks or down-type antiquarks, while
for t¯ q vice versa, down-type quarks and up-type antiquarks. Since a valence quark is
involved in the production of top-quarks and top-antiquarks, a preliminary conclusion
on the cross-section ratio can be drawn. The ratio of u- over d -quarks in the proton
is exactly two, which directly relates to the roughly estimated cross-section ratio. This
estimate does not account for the relative contributions of the other light-quarks men-
tioned.
The top-quark produced in the t -channel configuration is 100% polarised in the direc-
tion of the light quark. As mentioned before, the top-quark decays before hadronisa-
tion, thereby transferring the spin information to theW boson and subsequently the
lepton. The single top-quark t -channel production was measured for the first time at
the Tevatron at
√
s = 1.96TeV [49, 50]. At the LHC, measurements of the t -channel
single top-quark cross-section at
√
s = 7TeV have been performed by the ATLAS Col-
laboration [51, 52] as well as by the CMS Collaboration [53]. At a center-of-mass
energy of
√
s = 8TeV the CMS Collaboration measured the t -channel cross-sections
and the cross-section ratio, Rt [54].
The other production modes are the associated production of a W boson and a top
quark (W t ), as well as the s -channel ( t b¯ ). The LO representations are shown in Fig-
ure 1.5(b) for theW t -channel and in Figure 1.5(c) for the s -channel.
1.5.2. Number ﬂavour Schemes
The t -channel single top-quark MC event generation can be performed by means of
two distinct theoretical calculation methods, which offer several contrasting features.
The calculation methods are referred to as four-flavour scheme (4 FS) and five-flavour
scheme (5 FS), which correspond to the treatment of heavy-quarks in PDFs. Since the
DGLAP evolution is not valid for massive quarks, a dedicated treatment is required to
properly account for heavy-quark contributions, see Ref. [55]. To alleviate the mb = 0
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Figure 1.5.: Feynman diagrams of the dominant single top-quark production modes.
The t -channel production is shown in (a) at the LO representation in the 5 FS. The
W t -channel and s-channel LO representations are shown in (b) and (c), respectively.
approximation used in the DGLAP evolution, initial state b -quarks can be systematic-
ally replaced by gluon-splittings.
Figure 1.6 displays the LO representations of the t -channel single top-quark production
in the 5 FS (a) and 4 FS (b).
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Figure 1.6.: Feynman diagrams of the t -channel single top-quark production modes in
the 5 FS (a) and the 4 FS (b).
In the 4 FS, the initial b -quark is not introduced from the PDFs but from gluon-splitting
and therefore generated in the matrix elements. In the 5 FS the initial b -quarks mass
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needs to be neglected in the matrix element calculation to remain valid in terms of fac-
torisation. The cross-section depends on the b -quark mass only implicitly in the 5 FS,
but it is explicitly contained in the matrix elements in the 4 FS, see Ref. [56]. Another
difference of both schemes becomes visible upon evaluating the scale uncertainty, as the
scale dependence of the 4 FS representation is stronger than that of the 5 FS representa-
tion, due to the additional factor of αS in the ME, see Ref. [57].
The 2nd b -quark enters only at NLO in the 5 FS ME and is therefore modelled at LO
accuracy for current NLO MC ME-generators, or at LL accuracy if the 2nd b -quark is
added by the PS MC generator. In the 4 FS ME the 2nd b -quark is already included at
LO and thus has an improved accuracy with recent MC generators. Therefore, quant-
ities involving the 2nd b -quark are better modeled in the 4 FS.
While in the 5 FS logarithms of the form log(µ2f /m
2
b ) of the PDF evolution are re-
summed, which leads to a more precise total rate calculation at NLO, this effect almost
vanishes for the 4 FS. The effects of this resummation however are mild, according to
Ref. [58].
A useful choice of the µr,f scales in the 5 FS is µr,f = mt as well as µr,f = mt/4 in the
4 FS. Indications for the difference of scale choice for the 5 FS and 4 FS are presented in
Ref. [56]. In the case of a dynamic scale choice in the 4 FS of µr = µf = 4 ·
√
m2b + p
2
T,b ,
it was found in Ref. [56], that µr,f = mt/4 correspond to the average scale in the bulk
of MC events.
In summary, the 5 FS provides the most accurate estimate of the total cross-section,
while the 4 FS is the better choice when differential distributions are compared, espe-
cially involving the 2nd b -quark kinematics. In the limit in perturbation theory, when
all orders are considered, both 4 FS and 5 FS are exactly equivalent in terms of the total
production cross-section.
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The ATLAS Experiment at the
Large Hadron Collider
The aspiration of experimental physics is to devise experiments that can test theoretical
predictions as well as explore and discover new physics. The SM has been subject of
rigorous inspection by many experiments over the last decades. The most important
improvement over time is the energy scale at which particles are brought to collision.
Besides the energy scale, the luminosity of a collider is an important metric, which
indicate the expected performance in terms of expected particle collisions per time-
interval and collision area. Higher collision energies and high luminosities enable to
probe rare particle productions at the frontier of our understanding. Various designs
of particle colliders have been developed, where proton synchrotron colliders provide
the currently highest center-of-mass energy of
√
s = 13TeV.
2.1. The Large Hadron Collider
The LHC at CERN, near Geneva is the currently most powerful particle accelerator in
the world. It is the largest ring at the CERN accelerator complex depicted in Figure 2.1,
which is between 45m and 170m underground. At the LHC either protons or lead ions
are accelerated and brought to collision at four interaction points, which host the main
experiments. Protons are boosted in large packages, which are called bunches, by a
chain of smaller accelerators to reach the full energy. Table 2.1 shows an overview
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of the performance reached by the LHC in 2012, compared to the design parameters.
In many terms the LHC has nearly reached its potential, and in some even surpassed
it.
Figure 2.1.: The CERN accelerator complex [59]. The largest ring contains the LHC
accelerator, which is supplied with high energetic protons from a chain of smaller ac-
celerators.
ATLAS is a multi-purpose detector designed to cover a large fraction of physics pro-
cesses at high energies anticipated to occur. Among the already known SM physics,
the detector is designed to enable the exploration of unprecedented physics regimes.
The search focus for new physics was initially dominated by the Higgs-boson, which
culminated in the discovery of the Higgs-boson in 2012 [60]. The search focus shifted
towards Super Symmetry and other theoretical models, for which sensitivity might be
in reach.
CMS (CompactMuon Solenoid) [61] is the other multi-purpose detector which covers
nearly the same physics as ATLAS. Both experiments are also built with similar focus,
in order to validate or refute observations made by the other. This principle was beau-
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tifully demonstrated in the observation of the Higgs boson [62], which is compatible
with the discovery made by ATLAS.
ALICE (A Large Ion Collider Experiment) [63] utilises the capability of the LHC to
collide lead ions, to inspect the quark-gluon plasma state. This state of matter is similar
to the state of the Universe moments after the big bang, enabling the study of QCD
confinement.
The LHCb (LHC beauty) [64] experiment is specialised to detect hadron decays, where
the hadron contains b -quarks, to inspect the imbalance of matter versus antimatter in
the universe, known as CP-violation. In 2015 LHCb observed a resonance consistent
with a pentaquark state [17], which has been predicted by theory.
Besides the four main experiments at the LHC there are three highly specialised detect-
ors. LHCf (LHC forward) [65] is designed to investigate pi0 mesons, which are pro-
duced in a small angle with respect to the beam pipe. The aim is to improve the under-
standing of cosmic rays and their theoretical modelling. TOTEM (TOTal Elastic and
diffractive cross-sectionMeasurement) [66], measures the total cross-section of proton-
proton collisions, with regard to elastic and diffractive scattering. MoEDAL (Monopol
and ExoticsDetectorAt the LHC) [67] is specialised to search for magnetic monopoles
and massive pseudo-stable charged particles.
2.2. Luminosity
The luminosity of the LHC is one of the most important features of a particle accel-
erator, as it determines the performance in terms of expected particle collisions per
time-interval and collision area.
The definition of the luminosity L is given by:
L =
Nbunches · frev ·N1 ·N2
A
, (2.1)
where frev is the revolution frequency and N1,2 is the number of colliding particles in
the bunches of beam 1 and beam 2. The area A corresponds to the effective collision
area, given at a beam width of two standard deviations; and Nbunches is the number of
bunches. The area A in Equation 2.1 is given by:
A = 4pi β∗ = 4pi
 ∗
βγ
· β∗ , (2.2)
with  being the physical emittance of the beam. It is related to the normalised emit-
tance  ∗ by  ∗ = βγ ·  , β being the relativistic velocity v/c and γ being the relativistic
γ-factor. The value of the betatron function β at the point of the collision is denoted
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Table 2.1.: LHC performance in 2012 compared to the design parameters [68].
Parameter 2012 Design
Beam Energy [TeV] 4 7
β∗ [m] in ATLAS 0.6 0.55
Bunch spacing [ns] 50 25
Np per bunch 1.6 − 1.7 · 1011 1.15 · 1011
Nbunches 1374 2808
Lmax[cm−2 s−1] 7.7 · 1033 1 · 1034
β∗. Thus, the luminosity at the LHC can be expressed as:
L =
f ·N 2p ·Nbunches · F · βγ
4 · pi ·  ∗ · β∗
, (2.3)
assuming that the bunches in beam 1 and beam 2 contain the same number of pro-
tons Np . The additional factor F accounts for the geometrical reduction due to the
overlap of the two ellipses of the colliding bunches, determined by the crossing angle
between them and their individual geometric parameters. Details can be found in
Ref. [1].
Table 2.1 shows several LHC parameters as they were used for the 2012 data-taking
period compared to the design parameters.
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2.3. The ATLAS Detector
The ATLAS detector is located at interaction point 1 (IP1) approximately 100m un-
derground. Following the design of a multi-purpose detector, ATLAS is constructed
to cover most of the solid angle. While the performance focus of ATLAS is towards
measuring particles that are produced transverse to the beam axis, the barrel layout of
ATLAS also provides decent precision at small angles to the beam axis. The particles
that are produced in the proton collision have different physical observables, which
can be individually measured by sub-detectors. The sub-detectors are constructed in a
concentric layered pattern, around the beam axis, from the inside out, shown in Fig-
ure 2.2. The sub-detector closest to the collision point is the inner detector (ID). The
IDs main purpose is to measure charged particle trajectories. In the next sub-detector
layer, the energy measurement of charged and neutral particles is performed by the
calorimeter system. These sub-detectors are surrounded by the muon system, forming
the outermost part of ATLAS. The muon system measures the momentum of muons
and provides trigger information. This Section introduces the ATLAS detector as is
was for the 2012 data-taking period.
The ATLAS coordinate system has its origin at the nominal interaction point, while
the z -axis is defined alongside the beam direction. The x–y-plane is defined transverse
to the z -axis where the positive x -axis is pointing to the center of the LHC ring and
the positive y-axis points upwards. Because of the cylindrical layout of ATLAS it is
convenient to define the polar angle θ with respect to the beam, as well as the azimuthal
angle φ around the beam axis. The transverse component of the momentum, is defined
as the magnitude of the momentum in the x–y-plane:
pT =
√
p2x + p2y . (2.4)
For physics reasons the rapidity, y, is used instead of θ:
y =
1
2
ln
(
E + pz
E − pz
)
, (2.5)
or the pseudorapidity is defined as:
η = − ln tan
(
θ
2
)
, (2.6)
which is identical to y for massless particles. The distance between two objects is ex-
pressed in the η–φ-plane:
∆R =
√
(∆η)2 + (∆φ)2 (2.7)
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The transverse component of the energy is:
ET = E · sin θ =
√
m2 + p2T. (2.8)
Figure 2.2.: Cut-away view of the ATLAS detector. The dimensions of the detector
are 25 m in height and 44 m in length [2].
2.3.1. The Inner Detector
The ID [69] is built to identify the trajectories of charged particles produced in the
proton collision, promptly after they emerge. This task is best performed in direct
vicinity to the particle production. The momentum of charged particles is measured
by immersing the ID in a 2T solenoidal magnetic field.
In addition, the ID is operating in a very dense environment, since about 1000 particles
are created in each proton collision. Additionally, the collision rate of 40MHz places
great demands on the read-out system.
The ID is build from three complementary sub-detectors which contribute to the de-
termination of particle trajectories within |η | < 2.5.
Figure 2.3 illustrates the sub-detector layout of the ID. The layout of the barrel region
and the endcap region are shown in (a) and (b), respectively.
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• The pixel detector extends from 50.5 to 122.5mm from the beam axis. The pixel
detector consists of 1744 silicon pixel modules layered in three levels in the barrel
region and three discs in the endcap region. The Pixel detector is contributing
three space points to the track determination with a resolution of 10 × 115 µm in
R − φ × z .
• The semiconductor tracker (SCT) [70] is the second ID sub-detector consisting
of 4088 modules of silicon microstrip sensors. The modules are layered in four
levels in the barrel region and nine discs in the endcap region. Two identical pairs
of modules are glued back-to-back, with a stereo angle of 40mrad between them
to improve the resolution in the z -direction. The SCT sub-detector contributes
typically eight strip-measurements which corresponds to four space points with
a resolution of 17 × 580 µm in R − φ × z to the ID track determination.
• The transition radiation tracker (TRT) [71] is the outer-most sub-detector of
the ID. The TRT performs two complementary measurements, one is the track
determination, and the other is the electron identification. Proportional drift-
tubes (straws) contain a xenon-based gas-mixture, which is ionised by traversing
charged particles. The electrons are accelerated by a strong electric field towards
a sense wire in the center of each straw, which produces a measurable signal. The
straws are arranged in cylindrical layers in the barrel region and radially oriented
in the endcap region. Between the straws two different materials with highly
varying indices of refraction are placed. The difference in the refractive indices
cause ultra-relativistic particles to emit transition radiation, which lead to distinct
signals in the straws. The transition radiation is a good discriminator to distin-
guish electrons from charged pions. The TRT sub-detector typically provides 35
space points with a resolution of 130 µm to the ID track determination.
Table 2.2 summarises the main characteristics of the ID sub-detectors.
Table 2.2.: Summary of the main characteristics of the ID sub-detectors. The in-
dividual size and resolution of the sensor elements are compared amongst the sub-
detectors, as well as the number of track space-points provided to the overall track
determination [72].
Sub-detector Radius Element size Resolution Track space-points
[mm] R − φ × z R − φ × z
Pixel 50.5 − 122.5 50 × 400 µm 10 × 115 µm 3
SCT 299 − 560 80 µm 17 × 580 µm 4
TRT 563 − 1066 4mm 130 µm 35
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(a) ID barrel region
(b) ID endcap region
Figure 2.3.: Illustration of the ID and its components with focus on the barrel region
in (a), and the endcap region in (b). The red lines in (b) indicate a particle passing
the ID at η = 1.4 and η = 2.2. [73].
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2.3.2. The Calorimeter System
The ATLAS calorimeter system [74] provides the particle energy determination cap-
ability to the ATLAS experiment. The calorimeter is forming the second sub-detector
beyond the ID with a full φ coverage and |η | < 4.9, see Figure 2.2. In order to measure
the energy of a particle, its energy is absorbed in the calorimeter system. The calor-
imeter system follows the sampling calorimeter design, which uses alternating layers
of absorber material and active material. The sampling calorimeter design enables a
precise measurement of the energy, deposited in the active material, while reducing the
transverse dimensions of the calorimeter system. The absorber material promotes the
decay of the incident particles into a particle shower, which is detected in the active
material. The individual absorber material and active material are different for separate
parts of the calorimeter system. Since the energy of both light particles and also had-
rons needs to be determined at high precision, the calorimeter is sub-divided into the
electromagnetic (EM) calorimeter and the hadronic calorimeter. The calorimeter sys-
tem is non-compensating, which implies that the calorimeter response to EM particles
and hadrons is not identical, and must be calibrated accordingly.
• The EM calorimeter is specialised in the energy determination of electrons and
photons. Electrons radiate their energy in form of bremsstrahlung when enter-
ing the absorber material. A large fraction of photons produced by this pro-
cess convert to electron–positron pairs. This effect is called pair production.
Bremsstrahlung and subsequent pair production lead to showers of EM particles.
The extension of the EM calorimeter can be expressed in terms of radiation
length X0, where the barrel region provides the least coverage of 22 X0 which
is increased to over 30 X0 in the endcap region, ensuring that most electrons are
captured.1 The barrel region of the EM calorimeter is defined within |η | < 1.5,
the endcap region within 1.5 < |η | < 3.2 and the forward region within 3.1 <
|η | < 4.9. Liquid Argon (LAr) is used as active material, while the absorber ma-
terial is lead in the barrel and endcap calorimeters as well as copper in the forward
calorimeter. The barrel calorimeter is constructed in a accordion layout, which
provides a full φ coverage without cracks.
• The hadronic calorimeter is placed beyond the EM calorimeter to capture particles
which did not deposit all their energy in the EM calorimeter. The main purpose
of the hadronic calorimeter is to determine the energy of hadrons. The hadronic
calorimeter consists of four segments, the barrel region |η | < 1.0, the extended
barrel 0.8 < |η | < 1.7, the endcap 1.5 < |η | < 3.2 and the forward calorimeter
3.1 < |η | < 4.9. Three different components cover the complete range in η , the
tile calorimeter (TileCal) in the barrel and extended barrel regions, the LAr had-
ronic endcap calorimeter (HEC), as well as the LAr forward calorimeter (FCal).
The TileCal is composed of steel as absorber material as well as scintillating tiles
1Mean distance over which the energy of a high-energetic electron is reduced to 1/e via bremsstrahlung.
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for the active material. In the HEC copper is utilised as absorber material, while
tungsten is used for FCal. The depth of the hadronic calorimeter can, similar
to the EM calorimeter, be expressed via the interaction length λ.2 The hadronic
calorimeter provides at least 10 λ over most of the η range, up to 14− 18 λ in the
barrel and endcap regions.
2.3.3. Muon Spectrometer
The muon spectrometer (MS) [75] forms the outer-most part of ATLAS. The first
main objective of the MS is the determination of muon trajectories and momentum.
As the interaction of muons with matter is much weaker than for electrons, muons
pass the ID and the calorimeter system. Within the pseudorapidity of |η | < 2.7 the
MS provides trajectory and momentum determination of muons, as well as trigger
capability up to |η | < 2.4, which is the second main objective. In order to access
the muon momentum, the MS is immersed in a toroidal magnetic field, generated by
three separate superconducting magnets. The magnetic field is designed to be mostly
orthogonal with respect to the muon trajectories, thus maximising the bending of the
trajectories, while minimising the degradation of resolution due to multiple scattering.
The field strength in the barrel region is 0.5T, which is increased to 1.0T for the end-
cap region.
Four different technologies are employed to fulfil the MS objectives under different
circumstances. The monitored drift tubes (MDTs) perform the most precise meas-
urement of the muon momentum within the MS. The MDTs are drift chambers in
the form of aluminium tubes with a diameter of 3 cm and variable length. The MDT
tubes contain a argon-based gas mixture which is ionised by traversing muons. The
MDT resolution is 80 µm for a individual tube and 35 µm in the z -direction. The
MDTs are arranged in three cylindrical layers at 5m, 7.5m and 10m from the beam
axis.
Due to higher background rates in close proximity to the beams, cathode strip chambers
(CSCs) are replacing the functionality of the MDTs in the forward region between
2.0 < |η | < 2.7 and close to the interaction point. CSCs are multiwire proportional
chambers where the readout is performed using cathode strips, which are perpendicu-
lar to the wires. To improve the spatial resolution the cathode strips are segmented in
addition to allow for charge interpolation between adjacent wires. CSCs provide higher
granularity compared to the MDTs.
Resistive plate chambers (RPCs) are gaseous detectors placed on both sides of MDTs
to provide trigger information in the barrel region within the pseudorapidity range
|η | < 1.05. Thin gap chambers (TGCs) serve a similar function as the RPCs but
2Mean distance over which the numbers of relativistic charged particles is reduced to 1/e via nuclear
interaction.
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in the end-cap region 1.05 < |η | < 2.7. The TGCs are placed on both sides of the
MDTs or CSCs, respectively. In addition to the trigger capability, both RPCs and
TGCs add complementary coordinate measurement w.r.t. MDTs and CSCs, to the
track determination.
A typical muon track traversing the MS has about 20 associated space points, which
reach 35 µm spatial resolution [76]. The momentum resolution at low pT is still dom-
inated by the ID, while above 100GeV the MS dominates the combined momentum
resolution for muons.
2.3.4. Data Acquisition and Trigger System
The ATLAS trigger system [2, 77, 78] performs a fast analysis of the data collected to
reduce the amount of events that will be stored. The storage of the all measured events
is not possible by current technology, hence only predefined categories of events pass
the trigger system in order to be stored for analyses. The trigger system is designed
in a three stage approach, where each stage refines the decision of its predecessor. The
level-1 trigger (L1) is hardware-based and provides a response in 2.5 µs at maximum.
The consecutive level-2 trigger (L2) and event-filter (EF) are software based and ensure
40ms for the L2 and 4 s in case of the EF. Figure 2.4 shows an illustration of the ATLAS
trigger system, including the trigger stages and the technical infrastructure. Approxim-
ate requirements on the event rates are also indicated.
• The hardware-based L1 is capable to reduce the event rate from 20MHz to max-
imal 70 kHz in the 2012 data taking. The L1-trigger decision incorporates coarse
information about electrons, photons, muons, jets, and τ-leptons decaying into
hadrons, as well as scalar sums of transverse energy. All information is obtained
from the calorimeter system at reduced granularity and the muon system.
• The L2 trigger improves the coarse L1-trigger decision by invoking object recon-
struction in regions-of-interest (RoIs) seeded by the L1. The L2 trigger has the
entire information of the all detector components in the RoIs at its disposal.
• The EF invokes a full event reconstruction adopted from the oﬄine reconstruc-
tion to apply pattern recognition in order to further reduce the event rate to
approximately 700Hz on average and 1000Hz at peak.
Given the post-trigger event rate of 700Hz and an average size of the event information
that needs to be stored of approximately 1.5Mb, this yields 1050Mb/s of data to store
for further processing.
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Figure 2.4.: Illustration of the ATLAS trigger system [79]. The individual trigger
stages and the technical infrastructure are indicated with the approximate event rate
demands. The displayed rates correspond to the 2011 data-taking period.
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It is imperative for this analysis to have theoretical models which are able to describe
the collective physics processes that comprise the selected sample. The modelling of the
t -channel single top-quark process is most important, as it directly relates to the capab-
ility to extract the process cross-section at high precision. As the background processes
carry a significant fraction of the selected data events, their precise modelling is im-
portant as well. Almost the entire set of included processes rely on Monte Carlo (MC)
event generation to mimic the underlying physics.
This chapter introduces the observed data sample that is analysed as well as the primary
features of theMC simulation. A detailed list of usedMC samples is provided.
3.1. Observed Data
The collected data obtained with the ATLAS detector in the Run 1 2012 data tak-
ing period is analysed in this thesis. The data have been collected from 5th April
2012 until 6th December, accumulating Lint = 20.2 ± 0.4 fb−1 of integrated lumin-
osity of pp collisions. Figure 3.1(a) shows the accumulation of luminosity over time
in 2012. The determination of the luminosity is performed in Ref. [80]. The beam
energy was set to 4TeV resulting in 8TeV center-of-mass energy at the interaction
point.
In order to maximise the delivered integrated luminosity, the LHC used a dense pattern
of proton bunches where the bunch spacing was set to be 50 ns, which results in a high
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Figure 3.1.: Delivered LHC luminosity and ATLAS recorded in 2012 shown in (a) and
average interactions per bunch-crossing for the 2012 dataset in (b). [81]
number of additional interactions.
These additional interactions are referred to as pile-up events. The average interaction
per bunch-crossing is shown in Figure 3.1(b), for the 2012 dataset. The pile-up activity
is very high with 20.7 average interactions per bunch-crossing.
The event selection on trigger level employs two triggers to select potential electron
events (EF_e24vhi_medium1, EF_e60_medium) as well as two triggers to select poten-
tial muon events (EF_mu36_tight, EF_mu24i_tight).
Electron Trigger
The three stage trigger system, which is introduced in Section 2.3.4, provides the basis
selection of electron candidates. Events are selected at L1 trigger stage, that have
ET > 30GeV or ET > 18GeV if the electron is isolated. In the EF trigger stage,
the L1 calorimeter cluster is matched to a track and is required to have ET > 60GeV
(EF_e60_medium) [82] or ET > 24GeV (EF_e24vhi_medium1) [82] in case of the elec-
tron candidate being isolated.
Muon Trigger
This analysis uses two separate single-muon triggers, which at L1 require a muon
trigger-chamber track with a pT > 15GeV-threshold. At the EF the transverse mo-
mentum must be higher than pT > 36GeV (EF_mu36_tight) [77] or pT > 24GeV
(EF_mu24i_tight) [77] in case of the object being isolated.
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3.2. Monte Carlo Simulation
Monte Carlo simulation is the means by which current event generators and parton
showers create realistic artificial particle physics interactions and the decays. The main
premise of the MC method is the sampling of highly complex phase space, which is not
possible in an analytic approach.
Figure 3: Sketch of a hadron-hadron collision as simulated by a Monte-Carlo event generator. The red
blob in the center represents the hard collision, surrounded by a tree-like structure representing
Bremsstrahlung as simulated by parton showers. The purple blob indicates a secondary hard
scattering event. Parton-to-hadron transitions are represented by light green blobs, dark
green blobs indicate hadron decays, while yellow lines signal soft photon radiation.
At hadron colliders, multiple scattering and rescattering eects arise, which must be simulated by Monte-
Carlo event generators in order to reflect the full complexity of the event structure. This will be discussed
in Sec. 5. Eventually we need to convert the full partonic final state into a set of color-neutral hadrons,
which is the topic of Sec. 6. The interplay of all these eects makes for the full simulation of hadron-hadron
collisions. This is sketched in Fig. 3.
2 The hard scattering
Event simulation in parton-shower Monte-Carlo event generators starts with the computation of the hard-
scattering cross section at some given order in perturbation theory. Traditionally, this calculation was
performed at leading order (LO), but nowadays, with next-to-leading-order (NLO) calculations completely
automated, it is often done at NLO. Computing the hard cross section at NLO requires a dedicated
matching to the parton shower, which will be discussed in Sec. 4. For now we focus on the evaluation of
the dierential cross sections and the related phase-space integrals.
The basis for our calculations is the factorization formula, Eq. (1.1). We rewrite it here, in order to
simplify the discussions in the following sections. The full initial and final state in a 2  (n − 2)
reaction can be identified by a set of n particles, which is denoted by { a} = { a1 , . . . , a n } . Their flavors
and momenta are similarly specified as { f } = { f 1 , . . . , f n } and { p} = { p1 , . . . , p n } . The dierential
cross section at leading order is a sum over all flavor configurations, and it depends only on the parton
momenta:
dσ(LO) ( { p} ) =
{ f }
dσ(B)n ( { a} ) , where dσ(B)n ( { a} ) = d Φ¯n ( { p} ) B n ( { a} ) . (2.1)
Each individual term in the sum consists of the dierential phase-space element, dΦ n , the squared matrix
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Multiple Parton Interaction
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Parton Shower
Figure 3.2.: Sketch of a hadron-hadron collision as simulated by a Monte-Carlo event
generator. The generation of a Higgs boson in association with a t t¯ pair (t t ℎ) and
the subsequent decay is illustrated. The red big circle indicates the hard process sim-
ulated by the ME part of the simulation, including initial/ﬁnal state gluon radiation,
indicated in red. The parton shower (PS) generator part of the simulation is indic-
ated by the blue box, followed by the hadronisation exemplary shown in the green box.
Parton-to-hadron transitions are indicated in light green, while soft photon radiation is
represented in yellow. In addition, the beam remnants are indicated with the cyan box,
and the purple box shows an example of multi parton interaction (MPI). [83]
Figure 3.2 illustrates the various parts of a simulated events realised by separate stages of
MC generators. The central part of an event is the hard collision represented by the big
red circle. The generation of a Higgs boson in association with a t t¯ pair ( t t ℎ ) and the
subsequent decay is illustrated. The hard collision is simulated by matrix element (ME)
event generators, while the parton shower (PS) performs the decay and hadronisation
34 3 ATLAS Data and Monte Carlo Simulation
of the particles produced. All particles emerging from the smaller three red circles are
typically generated by the PS while these smaller red circles are still simulated by the
ME event generator. The process indicated by the purple box shows a so-called under-
lying event, which can occur simultaneously as the primary interaction but involves
other partons from the same colliding protons.
The simulated event has to be folded with the detector geometry in terms of interac-
tions as well as the extraction of the detector response for a given particle. The simu-
lation of the ATLAS detector is realised using the GEANT4 framework [84, 85]. The
detector simulation is able to perform the evaluation in two different modes, one in-
vokes the full-depth simulation at maximum precision. The second mode invokes a fast
simulation rendering of the effects of particle shower evolution, which significantly
reduces the per-event time consumption of the simulation. The fast particle shower
model relies on template-based evaluation of set topologies instead of re-evaluating sim-
ilar patterns many times. This analysis utilises the simplified simulation mode named
‘ATLFAST-II‘, which offers improved MC statistics compared to the fully detector sim-
ulated MC samples produced by ATLAS.
3.2.1. MC Event Generation and Parton Shower
The full simulation of events is separated into several phases. A ME generator is em-
ployed to evaluate the part of the process which has the largest momentum transfer and
is therefore predictable in terms of perturbative QCD. At low momentum transfers be-
low 1GeV perturbative QCD is not able to describe the interactions between particles
anymore and thus PS MC generators rely on phenomenological models [42]. While the
hard and soft energy regime are clearly defined, the intermediate regime is populated
by scale evolution of the hard process. The scale evolution gives rise to many additional
partons which eventually be subsumed in the resulting hadrons at lower scales, which
interconnects the hard and soft scales modelling further.
The QCD factorisation theorem [40] enables that the hard process can be treated inde-
pendently from the non-perturbative regime.
ME generators and PS MC generators are often separate programs which serve a partial
purpose of simulating the phases of the event generation.
Due to the inherent overlap of the phase space generated at the ME generation phase
and the PS phase, methods have been devised to remove this overlap from the final
generated phase space.
The µr,f scale choice is typically expressed with the momentum transfer (Q ) of the hard
process, µr = µf = Q . In s -channel type resonances, the mass of the produced particle
is corresponding to Q thereby setting the µr,f scales accordingly to µr = µf = m. In
case of massless particle-pair production the transverse momentum pT is typically used
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to express the µr,f scales, µr = µf = pT. In addition the starting shower-scale, at which
the PS commences the shower generation, is also set to the value of the µr,f used in the
ME generation.
As proposed in Ref. [56], the choice of the µr,f scales in the 4 FS is defined in terms of
the spectator b -quark jet properties on an event-by-event basis:
µr = µf = 4 ·
√
m2b + p
2
T,b . (3.1)
The µr,f scale choice, introduced in Equation 3.1, is also referred to as dynamic scale,
as it is a function of the event kinematics, while for the 5 FS choice, µr,f = mt is
used.
MC@NLO
TheMC@NLO method [86] is an ME generator capable to provide predictions accur-
ate at NLO. Since the MC@NLO program only involves the ME generation one is
required to account for double counting of the overlapping contributions emerging in
the PS. The main principle of the MC@NLO method is to remove the emission from
the NLO generation that will be added by the PS program. The removal of the overlap-
ping contributions is achieved by a modification of the subtraction terms in the NLO
calculation. The PS can be performed by the Herwig program.
Powheg-Box
The Powheg method [86] is an NLO accurate ME generator. The main principle is to
generate the hardest real emission in an event at NLO accuracy and pass the remaining
event generation to a subsequent PS program. This emission therefore must be removed
in the PS generation, which is achieved differently in both types of shower-ordering in
current PS programs. While in transverse-momentum ordered showers, the removal is
simply the omission of the first emission in the PS program, for angular-ordered PS the
removal is less trivial. In angular-ordered PS the hardest emission is not necessarily the
first one, where the so-called ‘truncated shower’ approach is used to define a lower scale
at which the shower evolution is terminated [87].
The Powheg-Box is a framework that facilitates the Powhegmethod in an automatised
manner for a given matrix element. Powheg-Box includes theME generation for several
processes at NLO accuracy. Powheg-Box achieves the NLO accurate calculation by
a scheme of reweighting the Born-level expression of the inclusive cross-section with
NLO contributions [42].
MadGraph 5_aMC@NLO
TheMadGraph 5_aMC@NLO projects incorporates theMC@NLOmethod in a fully
automated NLO event generator, which also includes one-loop corrections provided by
MadLoop [88].
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Sherpa
Sherpa general-purpose event generator is capable of ME generation as well as a full
hadronisation, parton shower and underlying event simulation. Sherpa provides NLO
accurate predictions for several processes. The PS that is integrated in Sherpa is based
on the Catani–Seymore dipole subtraction [89].
The CKKW method [87] is implemented to purge the overlapping configurations that
arise in the ME and PS generations.
AcerMC
The AcerMC program [90] is a ME generator that provides LO accurate predictions.
In the case of t -channel single top-quark production, AcerMC includes both 4 FS and
5 FS generated events, which are matched using the ACOT method [91], to remove
kinematic overlap.
Pythia
Pythia [92, 93] is a multi-purpose event generator that is capable of ME simulation
at LO accuracy as well as PS simulation. The simulation of hadronisation and under-
lying event is also an integral part of the Pythia event generator. Pythia employs
the Lund string-hadronisation model [94]. The PS simulation follows a pT-ordered
paradigm [95], which proceeds with the initial-state and final-state radiation of the
highest pT object first.
Two major releases of the Pythia program are currently employed, the first being
the Pythia 6 event generator, which was developed for several decades and extensively
tested and tuned. The more recent release of the Pythia family is Pythia 8, which is
an entirely new developed version, designed as a successor to Pythia 6. One of the
prominent changes is the migration from Fortran to C++.
Herwig
TheHerwig program [96, 97, 98] is a multi-purpose event generator which has similar
capabilities as the Pythia event generators. While Herwig is able to simulate the had-
ronisation and parton shower internally, the underlying event simulation is performed
by the Jimmy multi-parton interaction generator.
The cluster hadronisation model [99] is employed in Herwig, which is one of the
key differences with respect to Pythia in terms of methodology. The PS simulation
performs the radiation in a angular-ordered paradigm, which enables the inclusion of
colour coherence effects, as adjacent radiation is simulated first.
Three major releases of the Herwig generator are used in this analysis, the first being
Herwig, which was developed for several decades, similar to Pythia 6. The successors
of Herwig are Herwig++and even more recently Herwig 7.
All event generators of theHerwig family are employed to perform the PS and hadron-
isation simulation interfaced with an NLO ME generator.
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3.3. Signal and Background Processes
Modelling
The signal and most of the background processes are simulated using different MC
generators and configurations.
3.3.1. Signal Modelling
The contribution of t -channel single top-quark events is modelled using the Powheg-
Box ME generator (r2556) [56] for the hard process and Pythia 6 performs the PS
simulation. The 4 FS is employed as described in Section 1.5.2. The parton densit-
ies are provided by the CT10f4 [30] PDF-set in the 4 FS. The mass of the top-quark
is set to be mt = 172.5GeV. Powheg-Box provides an NLO-accurate description
of the q g → q′t b¯ process in perturbative QCD. The choice of renormalisation and
factorisation scales are parametrised in terms of the second b -quark pT, proposed in
Ref. [56] and given in Section 1.5.2. The decay of top-quarks is modelled at LO
using MadSpin [100], which preserves all spin correlations. The parton shower is
performed by Pythia 6 (v6.428) using the set of tuned parameters according to Peru-
gia2012 (P2012) [101]. In addition, Pythia 6 simulates the effects of underlying events
and hadronisation.
In order to estimate the systematic effects of t -channel single top-quark event genera-
tion, different ME generators and PS as well as their parameter choices are employed.
In case of the ME generator, MadGraph 5_aMC@NLO (v2.2.2) [102] is replacing
Powheg-Box to assess the effect of the different NLO-matching methods implemented
in both ME generators. The PS generator is interchanged with Herwig (v6.5.20) [96],
where mainly the string-fragmentation model in combination with the pT-ordered
shower of Pythia 6 is compared to the cluster-model in combination with a angular-
ordered shower employed inHerwig. The underlying event simulation is realised using
Jimmy (v4.31) [103], and the parameter-tune set AUET2 [104] is applied.
The approach of independent-restricted-scale-variations, introduced in Section 1.4, is
used to estimate the dependence of the signal modelling on the choice of µr and µf. Two
sets of MC samples are produced, which correspond to the maximum deviation found
in the independent-restricted-scale-variations approach. These samples use the nominal
Powheg-Box + Pythia 6 combination. The first variation refers to µr = µf = 2 · µnomr,f
and the second variation refers to µr = µf = 0.5 · µnomr,f . In addition to the change
of µr,f, the parameter tune-set of the PS is also varied, in terms of αs , to reflect the
change in QCD activity in the ME generator and fully propagate the effect of the µr,f
variation. In the case that µr,f is doubled, the corresponding P2012radLo parameter
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tune-set incorporates reduced strength of αs used in the nominal case. The scale at
which αs is evaluated is scaled by a factor of two, see Ref. [101]. The second µr,f
variation is using the P2012radHi PS tune-set, which incorporates an increased strength
of αs .
Table 3.1 contains a detailed summary of the ME generators and PS generators em-
ployed to simulate t -channel single top-quark events.
Table 3.1.: Details of the generator settings used to calculate the ﬁducial cross sec-
tion. The dynamic scale (dyn.) is deﬁned as µ = 4 ·
√
m2b + p
2
T,b . All parton shower
tunes use the CTEQ6L1 PDF set apart from A14 which uses NNPDF 2.3 LO.
ME Generator Shower MC method scale ME PDF PS tune
MG5_aMC@NLO Herwig (v6.5.20) 4FS(NLO) dyn. CT10f4 AUET2 [104]
MG5_aMC@NLO Herwig++(v2.7.1) 4FS(NLO) dyn. CT10f4 UE-EE-5 [105]
Powheg-Box Pythia 6 (v6.427) 4FS(NLO) dyn. CT10f4 Perugia2012 [101]
Powheg-Box Pythia 8 (v8.2xx) 4FS(NLO) dyn. CT10f4 A14 [106]
Powheg-Box Herwig (v6.5.20) 4FS(NLO) dyn. CT10f4 AUET2 [104]
AcerMC Pythia 6 (v6.426) matched(LO) 115GeV CTEQ6L1 Perugia2011C [101]
MG5_aMC@NLO Herwig++(v2.7.1) 5FS(NLO) mt CT10 UE-EE-5
Powheg-Box Pythia 6 (v6.427) 5FS(NLO) mt CT10 Perugia2012
Powheg-Box Pythia 8 (v8.2xx) 5FS(NLO) mt CT10 A14
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3.3.2. Momentum Fractions and Parton Distributions
The PDFs introduced in Sec. 1.3, provide the probability density to find the parton
i with the fractional momentum x i of the proton. While the PDFs are generic by
construction, it is instructive to investigate the fractional momentum involved in the
production of t -channel single top-quarks, as well as the flavour of the initial light-
quark. The flavour fractions of the initial light-quark and the x -distribution in selected
MC events are determined.
MC-simulated events are produced using AcerMC +Pythia 6 ( µr,f = 115GeV)1, since
the required information is not available with Powheg-Box+ Pythia 6.
Figure 3.3 shows the flavour fractions of initial light quarks for top-quark production in
(a) and top-antiquark production in (b). In top-quark production, u quarks contribute
80% to all selected top-quark events, top-antiquark production only involves about
62% d quarks in the initial state. The main discrepancy of u and d contributions
correspond to the ratio of u and d valence quarks in the proton.
Figure 3.4(a) displays the distribution of the momentum fraction x of t -channel single
top-quark events for all involved initial quarks (u, c, d¯, s¯ ). Figure 3.4(b) contains the
distribution of the momentum fraction x for top-antiquark production for the involved
initial-quarks (d, s, u¯, c¯ ).
1The µr,f scales are optimised to match the acceptance of NLO ME generators studied in Ref. [8]
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Figure 3.3.: Flavour fractions of initial light quarks in t -channel single top-quark pro-
duction as determined by MC events generated with AcerMC + Pythia 6. (a)
shows the ﬂavour fractions in top-quark production, which is dominated by 80% of
u quarks. (b) shows the corresponding fractions of the top-antiquark production. In
case of the fractions of initial light quarks in top-antiquark production initial d-quarks
are only dominating by 62%.
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Figure 3.4.: Distribution of the momentum fraction x of the partons in t -channel
single top-quark events in (a), for all involved initial quarks (u, c, d¯, s¯), and for the top-
antiquark production in (b) for the involved initial quarks (d, s, u¯, c¯).
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3.3.3. Top Quark Backgrounds
Besides the signal process, three other backgrounds involve the production of top-
quarks. While t t¯ production yields the highest contribution to the top-quark back-
grounds, single top-quark production via theW t and the s -channel have sizable yield
in the signal region. The Powheg-Box (r2819, r3026) [107, 108, 109, 110] ME gen-
erator is employed for the simulation of all three processes, utilising the CT10 PDF
set. In the case of t t¯ production the so-called ℎdamp parameter of the Powheg-Box
ME generator is set to mt = 172.5GeV. The ℎdamp parameter controls the pT of the
first, and typically hardest, emission which is radiated beyond the Born configuration
of the t t¯ process. The renormalisation and factorisation scales are implemented in
Powheg-Box. In order to simulate the parton shower, underlying event and hadronisa-
tion Pythia 6 is employed, while the Perugia2011C (P2011C) set of tuned parameters
is used.
The mass of the top-quark is set to bemt = 172.5GeV. The exclusive decay of t →Wb
is used to generate MC events, neglecting the very small contribution of t → W s/d
decays. In the case of t t¯ production at least one producedW -boson is required to decay
leptonically.
Systematic uncertainties related to MC generation of top-quark background events are
estimated with similar methods as used for the signal process. For all three processes,
MC@NLO is suitable to generate the ME part of MC events at NLO accuracy to eval-
uate the systematic effect of the NLO-matching methods. The comparison of Powheg-
Box +Herwig and MC@NLO +Herwig is used to estimate the uncertainty of the
NLO-matching method. The systematic effect of hadronisation is estimated by com-
paring Powheg-Box +Herwig to Powheg-Box +Pythia 6.
The estimation of the impact of the choice of µr,f is obtained by MC samples with
varied settings of these parameters. The procedure is almost identical to the one intro-
duced for the signal process, with the exception of the t t¯ production. In addition to
the parameter variation of µr,f and the PS tune-set, the ℎdamp parameter is modified to
ℎdamp = 2 ·mt in case of the µr = µ f = 2 · µnomr , f variation.
3.3.4. V+jets Backgrounds
TheW + jets background processes comprise several production channels involving
one W boson accompanied by additional jets of light quarks, c -quarks or b -quarks
as well as a singular c -quark jet. Z + jets events are simulated where the Z -boson
decays leptonically, and the accompanying jet can be of light-flavour or stem from
c/b -quarks. In addition, the invariant mass of the lepton pair originating from the
Z -boson decay must fulfill m (``) > 40GeV. The V + jets events are simulated using
Sherpa (v1.4.1) [111] as the ME generator. Sherpa is capable of simulating theW +
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jets process at LO accuracy, including up to four additional partons. In contrast to
Powheg-Box or MadGraph 5_aMC@NLO, Sherpa is not interfaced with a separate
MC program to perform the PS but it is also employed to simulate the PS, hadronisa-
tion and underlying event. Additionally, b - and c - quarks are treated as massive in the
MC simulation.
In order to remove the overlap that occurs between the V + n parton configuration
and associated heavy-quark pair production, the ME+PS merging algorithm [87] is
employed.
3.3.5. VV Backgrounds
Diboson (VV ) production is simulated with the Sherpa MC generator, similar to
V + jets in terms of methodology. The simulated matrix elements comprise all dia-
grams involving four electroweak vertices. In case of 0 additional partons, Sherpa
provides NLO accurate predictions and up to 3 additional partons with LO accuracy.
Decays are considered where one boson decays leptonically and the other hadronic-
ally.
3.3.6. QCD Multijet Production
The QCD-multjet production is simulated with Pythia 8 using the CTEQ6L1 LO
PDF-set. All events have at least two jets, one of which exceeds the transverse mo-
mentum threshold of pT > 17GeV and is contained within a pseudorapidity range of
|η ( j ) | < 2.7. The sample of MC simulated events is denoted ’JF17’.
3.3.7. Samples of MC Simulated Events
Tables 3.2-3.4 contain all samples of MC simulated events used in the presented analysis.
As introduced in Section 3.2, the simulation type ’ATLFAST-II’ is employed in the
generation of all samples.
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Table 3.2.: Top quark event MC samples used for this analysis. The cross-section
column includes k-factors and branching ratios. The k-factor is the ratio σN LOσLO of
the production cross-sections for a given process. The symbol ` represents the sum
of electron, muon and tau ﬁnal states.
σ [pb] k-factor Generator NMC/106 dataset ID
t q(`+jets) 17.5 1.05 Powheg-Box +Pythia 6 5 110070
t¯ q (`+jets) 9.4 1.06 Powheg-Box +Pythia 6 5 110071
t q (`+jets) 17.5 1.05 Powheg-Box +Herwig 5 110086
t¯ q (`+jets) 9.4 1.06 Powheg-Box +Herwig 5 110087
t q + t¯ q (`+jets) 26.6 1.07 MG5_aMC@NLO +Herwig 10 110121
t q + t¯ q (`+jets) 28 1.04 MG5_aMC@NLO +Herwig++ 1 110097
t b¯ (`+jets) 1.6 1.11 Powheg-Box +Pythia 6 6 110119
t b¯ (e+jets) 0.6 1.08 MC@NLO +Herwig 1 108343
t b¯ ( µ+jets) 0.6 1.08 MC@NLO +Herwig 1 108344
t b¯ (τ+jets) 0.6 1.08 MC@NLO +Herwig 1 108345
W t all decays 20.5 1.09 Powheg-Box +Pythia 6 20 110140
W t all decays 20.5 1.09 Powheg-Box +Herwig 10 110144
W t all decays 20.6 1.08 MC@NLO +Herwig 5 108346
t t¯ no all hadronic 114 1.20 Powheg-Box +Pythia 6 100 110404
ℎdamp = mt
t t¯ no all hadronic 114 1.20 Powheg-Box +Pythia 6 15 110401
t t¯ lepton filter 115.6 1.19 Powheg-Box +Herwig 30 105860
t t¯ no all hadronic 112.9 1.22 MC@NLO +Herwig 30 105200
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Table 3.3.: Background MC samples used for the presented analysis. The cross-section
column includes ﬁlter eﬃciencies and branching ratios. The k-factor is the ratio σN LOσLO
of the production cross-sections for a given process.
σ [pb] k-factor Generator NMC/106 dataset ID
W → eν 10295 1.10 Sherpa 50 167742
W → eν b -filtered 140 1.10 Sherpa 15 167740
W → eν c -filtered 538 1.10 Sherpa 10 167741
W → µν 10368 1.10 Sherpa 50 167745
W → µν b -filtered 140 1.10 Sherpa 15 167741
W → µν c -filtered 466 1.10 Sherpa 10 167744
W → τν 10327 1.10 Sherpa 50 167748
W → τν b -filtered 140 1.10 Sherpa 15 167742
W → τν c -filtered 506 1.10 Sherpa 10 167747
Z → e+e− 764 1.12 Sherpa 1 167751
Z → e+e− b -filtered 31 1.12 Sherpa 4 167749
Z → e+e− c -filtered 314 1.12 Sherpa 3 167750
Z → µ+µ− 764 1.12 Sherpa 1 167754
Z → µ+µ− b -filtered 31 1.12 Sherpa 4 167752
Z → µ+µ− c -filtered 314 1.12 Sherpa 3 167753
Z → τ+τ− 764 1.12 Sherpa 1 167757
Z → τ+τ− b -filtered 31 1.12 Sherpa 4 167755
Z → τ+τ− c -filtered 314 1.12 Sherpa 3 167756
WW → eνqq¯ 7 1.06 Sherpa 3.2 183734
WW → µνqq¯ 7 1.06 Sherpa 3.2 183736
WW → τνqq¯ 7 1.06 Sherpa 3.2 183738
ZZ → e+e−qq¯ 0.2 1.00 Sherpa 0.12 183586
ZZ → µ+µ−qq¯ 0.2 1.00 Sherpa 0.12 183588
WZ → eνqq¯ 2 1.05 Sherpa 0.84 183735
WZ → µνqq¯ 2 1.05 Sherpa 0.84 183737
WZ → τνqq¯ 2 1.05 Sherpa 0.84 183739
ZW → e+e−qq¯ 1.5 1.05 Sherpa 0.7 183585
ZW → µ+µ−qq¯ 1.5 1.05 Sherpa 0.7 183587
Multijet production ( JF17) 93,052,540 1.00 Pythia 8 110 129160
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Table 3.4.: Top quark event MC samples used for this analysis with diﬀerent top
masses used during event generation. All samples are produced with Powheg-Box
+Pythia 6. The cross-section column includes k-factors and branching ratios. The
k-factor is the ratio σN LOσLO of the production cross-sections for a given process. The
symbol ` represents the sum of electron, muon and tau ﬁnal states.
mtop [GeV] σ [pb] k-factor NMC/106 dataset ID
t q (`+jets) 165.0 19.1 — 3 110268
t q (`+jets) 167.5 18.6 — 3 110270
t q (`+jets) 170.0 18.2 — 3 110272
t q (`+jets) 175.0 17.4 — 3 110274
t q (`+jets) 177.5 17.0 — 3 110276
t q (`+jets) 180.0 16.6 — 3 110278
t¯ q (`+jets) 165.0 10.4 — 3 110269
t¯ q (`+jets) 167.5 10.1 — 3 110271
t¯ q (`+jets) 170.0 9.9 — 3 110273
t¯ q (`+jets) 175.0 9.4 — 3 110275
t¯ q (`+jets) 177.5 9.2 — 3 110277
t¯ q (`+jets) 180.0 9.0 — 3 110279
W t all decays 165.0 23.4 1.09 3 110124
W t all decays 167.5 22.4 1.09 3 110126
W t all decays 170.0 21.5 1.09 3 110128
W t all decays 175.0 19.7 1.09 3 110130
W t all decays 177.5 18.9 1.09 3 110132
W t all decays 180.0 18.2 1.09 3 110134
t b¯ (`+jets) 165.0 2.0 1.1 0.5 110123
t b¯ (`+jets) 167.5 1.9 1.1 0.5 110125
t b¯ (`+jets) 170.0 1.8 1.1 0.5 110127
t b¯ (`+jets) 175.0 1.6 1.1 0.5 110129
t b¯ (`+jets) 177.5 1.5 1.1 0.5 110131
t b¯ (`+jets) 180.0 1.4 1.1 0.5 110133
t t¯ no all had. 165.0 120.6 1.2 4 117836
t t¯ no all had. 167.5 111.7 1.2 4 117838
t t¯ no all had. 170.0 103.7 1.2 4 117840
t t¯ no all had. 175.0 89.5 1.2 4 117842
t t¯ no all had. 177.5 83.3 1.2 4 117844
t t¯ no all had. 180.0 77.6 1.2 4 117846
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Object Deﬁnition
In the attempt to access the small scale interactions, the produced particles and the
subsequent decay products, signals from the detector are combined to form proxies of
physical objects. This Chapter provides details of physics objects crucial for single top-
quark analysis final states, which contain charged leptons, jets and EmissT . The identific-
ation of jets from b -quark decays is also presented, as it is of high importance for this
analysis. In order to facilitate the measurement of the fiducial cross-sections, particle-
level object definitions are introduced in this chapter that follow the same signature of
the t -channel single top-quark process.
4.1. Object Deﬁnition at Reconstruction
Level
The reconstruction of events that have been recorded with the ATLAS detector is of
key importance for this analysis. In order to reconstruct the objects that are involved in
the signature of t -channel single top-quark events, the proxies for the physical objects
are defined.
Charged particles leave hits in the ID, which can be reconstructed to form tracks.
Using the calorimeter system the energy of particles can be determined. Figure 4.1
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shows an exemplary t -channel single top-quark event candidate1 in the electron chan-
nel [112]. The x–y projection at z = 0 is shown. The collision takes place in the
center and the hits in the TRT of the detectable particles are seen as white dots. The
orange lines show the reconstructed tracks and the yellow towers show the combined
energy deposition in the calorimeter system. The blue line indicates the direction of
the selected electron. The yellow and blue cones illustrate the reconstructed jets in the
event.
miss
Figure 4.1.: Exemplary event display of a t -channel single top-quark event candidate
in the electron channel [112]. The xy projection at z = 0 is shown. The collision
takes place in the center and the hits of the detectable particles in the TRT are seen
as white dots. The orange lines show the reconstructed tracks and the yellow towers
show the combined energy deposition in the calorimeter system. The blue line indic-
ates the direction of the selected electron. The yellow and blue cones illustrate the
reconstructed jets in the event.
1Event run number is 209109 and the event number is 14178406. The event was recorded on 8th June
2012.
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4.1.1. Track and Vertex Reconstruction
As introduced in Section 2.3.1, the track determination is one of the key features in
order to identify charged particles and measure their momentum. Since the interactions
between particles are localised in a vertex, the reconstruction of these is a powerful aid
to rebuild the event topology [113]. Tracks are defined by requiring multiple signals,
so-called hits, in different sub-detectors of the tracking system. The more hits can be
associated to a track, the higher its quality. The track reconstruction follows the ‘inside-
out’ strategy, which exploits the high granularity of the pixel and SCT detectors, and
extrapolates the track to the TRT. Track candidates are seeded by three hits in the pixel-
and SCT-detectors, if the track exceeds pT > 500MeV, and their trajectory is projected
into the TRT. A Kalman-filter [114] is employed as pattern recognition technique, to
estimate the correct association of hits to a track candidate.
If two of more tracks point to the same origin, a vertex is formed. Three types of
vertices are distinguished, the primary vertex is defined as the vertex where the sum
of p2T of all associated tracks to the vertex is maximal. The vertex is only considered
if five tracks can be associated to it, where each track has pT > 400MeV [115]. The
second vertex type is denoted pile-up vertex, which corresponds to additional proton-
proton collisions in the same proton bunch-crossing, where only the sum of p2T of all
associated tracks is lower than that of the primary vertex. Secondary vertices stem
from subsequent decays of particles emerging from the primary vertex. In most cases
the particles produced in the primary interaction travel only a microscopic distance, so
that no secondary vertex can be associated, given the limited resolution of the detector.
However, a few particle species have a long lifetime, such that a reconstruction of a
secondary decay vertex is possible. The tracks associated to secondary vertices typically
have large impact parameter with respect to the primary vertex.
4.1.2. Electron Candidates
Electrons are the first class of leptons which are important for this analysis. We define
electron candidates as proxies of the physical leptons which are produced in the hard
interaction and the subsequent decays.
Due to the layout of the ATLAS detector and the properties of electrons, their identi-
fication relies on the ID introduced in Section 2.3.1, as well as the EM calorimeter in
which electrons deposit their energy, forming so-called clusters. The electron recon-
struction consists of three stages. In the first stage a sliding window algorithm [116]
is used to locate clustered energy deposits in the LAr EM calorimeter. The size of the
sliding window depends on the part of the ID that is scanned. In the barrel part, the
sliding window has the dimensions 3 × 7 cells in η × φ, 5 × 5 cells in the endcap calor-
imeter. Electron candidates are built from tracks from the ID and clusters in the LAr
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EM calorimeter. The quality requirements on the tracks is very stringent [117, 118].
Three different cut-based selections of electron identification are defined by ATLAS,
where the selections loose, medium and tight are differentiated. The name of each selec-
tion refers to the background rejection capability, where tight offers the highest electron
purity, that means the highest probability that electron candidates originate from true
electrons. In this analysis only electron candidates fulfilling the tight electron identi-
fication cuts [119] are considered in the event selection. The electron identification
cut sets loose and medium are employed to reject events containing additional leptons,
which will be discussed in Section 5. The analysis-specific pT-requirement of electron
candidates is set to be pT > 25GeV, and it has to be detected within |ηclus | < 2.47,
where ηclus refers to the pseudorapidity of the reconstructed cluster in the EM calori-
meter. Electrons in the pseudorapidity range 1.37 < |ηclus | < 1.52 are vetoed, due to
inactive material in the overlap region of the barrel and endcap part of the detector.
Additional requirements are that the electron candidate has to be isolated and it must
be matched to a trigger-level object within ∆R = 0.15.
The quality requirements on the tracks [117] comprise demands on the ID subsystems,
which are defined as:
• npixel ≥ 1
• npixel + nSCT ≥ 7
• |d0 | < 1mm
• nb−layer ≥ 1.
Where, “pixel” and “SCT” refer to the ID subsystems and the term b -layer refers to
the innermost layer of the pixel detector. The requirements on associated tracks ensure
that they are well-measured, and increase the likelihood that they originate from the
primary vertex.
Electron Isolation The isolation criterion represents a cone of inactivity in the EM
calorimeter around the selected signal, which is characteristic for electrons originat-
ing from W -boson decays. Three major types of background processes for electron
production can be suppressed by requiring electron isolation, the first being hadronic
jets faking an electron, as well as photon conversion or electrons from heavy-flavour
decays. Two separate isolation requirements are invoked including EM calorimeter
isolation and track isolation. For the purpose of the isolation requirements, a cone
with a specific radius parameter ∆R is defined.
The isolation requirements [119] of electrons are optimised to provide a uniform se-
lection efficiency of 90% in ET and ηclus. The EM calorimeter isolation of ∆R =
0.2 with 90% efficiency (EtCone20@90), corresponds to the scalar sum of the trans-
verse momenta of calorimeter energy deposits within the cone. The track isolation
of ∆R = 0.3 with 90% efficiency (PtCone30@90), which corresponds to the scalar
sum of track transverse momenta within the cone. In either isolation criterion, the
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calorimeter energy deposits or track associated to the electron candidate are omit-
ted.
An additional isolation requirement is that within a cone of ∆R = 0.3 no tracks with
pT in the range 0.9GeV to 2.5GeV are found, omitting the tracks belonging to the
electron candidate.
Electron Reconstruction Performance
The reconstruction and identification efficiency is corrected in simulation by compar-
ing well-known resonances in Z → e+e− and J /Ψ → e+e− events in simulation and
collision data [120, 119].
The calibration of the electron energy scale and resolution was performed by using the
electron decay modes of well-known resonances in Z → e+e− and J /Ψ → e+e− events.
In addition, studies on the E/p, that is the ratio of the energy measured by the EM
calorimeter and the momentum that was determined in the ID, improved the precision
of the electron energy scale determination [117].
Corresponding scale factors are derived to correct the performance in simulation to the
observation in collision data. The deviation in resolution between simulation and data
is corrected by smearing in simulation.
4.1.3. Muon Candidates
Muon candidates are similarly defined as electron candidates, for their main difference
arises from the detector response, and not from the kinematic properties induced by
their production. Since muons are losing far less energy in material than electrons, the
crucial identification of muons is obtained by the muon system, which was introduced
in Section 2.3.3.
The reconstruction of muon candidates employs tracks in the MS and match them
with tracks in the ID [121], so-called combined (CB) muon. The analysis-specific pT-
requirement of muon candidates is set to be pT > 25GeV. The muon candidate is re-
quired to be detected within |η | < 2.5. Additional requirements are that the muon can-
didate has to be isolated and it must be matched to a trigger object.
Further requirements are placed on the ID tracks used to reconstruct muons to ensure
that the ID tracks are well-measured.
• npixel ≥ 1
• nSCT ≥ 5
• nTRT ≥ 9, if 0.1 < |η | < 1.9
• Maximum two active pixels or SCT sensors which are traversed by a track, but
no hits are recorded.
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Muon Isolation
The importance of the muon isolation has the same reason as for the electron can-
didates, to suppress contributions from heavy-flavour decays. In the case of muons,
the cone radius is not fixed, but is rather a function of the lepton pT, which reduces
the dependence on the pileup environment. The so-called mini-isolation [122] Iiso is
defined as the scalar sum of all transverse momenta of the tracks which are within the
dynamic cone radius and are not associated to the muon candidate. Only tracks above
pT > 1GeV are considered. The cone radius is defined as:
Riso =
10GeV
pT(µ)
, (4.1)
and the isolation requirement
Iiso
pT(µ)
< 0.05 (4.2)
The muon candidate has to pass the isolation requirement.
Muon Reconstruction Performance
In order to correct the muon reconstruction and identification efficiency in simula-
tion to match collision data, well-known resonances in Z → µ+µ−, J /Ψ → µ+µ−
and Υ → µ+µ− events are used [123, 124, 125]. The muon reconstruction efficiency
is above 96%. The agreement with MC predictions better than 1%. The energy
scale and resolution of muons is determined in the mass spectrum of Z → µ+µ−
events.
4.1.4. Jet Candidates
As quarks and gluons are produced in the hard collision, hadrons are quickly formed,
due to the QCD confinement. Most of the hadrons are only short-lived and their decays
leads to the subsequent formation of additional hadrons, which share the energy of the
initial quark. The emerging bundles of hadrons, called jets, are detected as energy
depositions in the calorimeter system. The jets retain the approximate direction of
motion of the initial quark and have typically a circular shape in the η–φ-plane. The
parametrisation of the jet candidate, which is the proxy of the physical jet, is defined
by a cone-shape with the radius parameter R. The definition exploits the circular shape
in the η–φ-plane and the cone size is chosen such that the cone contains most of the
energy of the associated initial quark. An additional consideration is that, as the cone
size is increased, the probability that the found energy deposition does not belong to a
single quark rises.
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The energy deposits in the calorimeter are clustered, using the topological cluster al-
gorithm [116, 126], which is initially seeded by large energy deposits and iteratively
joins energy deposits in adjacent calorimeter cells. The joining is only performed if the
cell contains significant energy w.r.t. the expected noise level. To prevent the formation
of very large clusters, which can occur mainly in the forward region of the detector,
found clusters are split according to separate local energy maxima in the previously
determined clusters.
A jet is reconstructed by application of the anti-kt algorithm [127] on topological
clusters. The algorithms uses a radius parameter of 0.4. The anti-kt algorithm of-
fers collinear- and infrared safety, which means that the algorithm is robust against the
inclusion of many very small contributions, as well as collinear configurations that
mainly originate in radiation effects.
As the ATLAS calorimeter system is non-compensating, the responses for electrons
(electromagnetic scale) and hadrons (hadronic scale), are not equal. A calibration of
the energy deposits in both parts of the calorimeter must be performed. The calibra-
tion of the topological clusters is performed with the local cluster weighting (LCW)
method [126, 128]. The LCW calibration classifies the topological cluster into ‘em-
like’, ‘hadron-like’ or noise by comparing the shape and location of the cluster. Due to
a lower response of the calorimeter to hadronic clusters the ‘hadron-like’ clusters are
subject to larger corrections than the ‘em-like’ clusters.
The analysis-specific requirements on the transverse momentum of jets are pT > 30GeV
within a pseudorapidity range of |η | < 4.5. Due to observed discrepancies between
simulated W + jets events and data in the transition region of the calorimeter, the
minimum jet pT is raised to 35GeV within 2.7 < |η | < 3.5.
The reconstruction of jets suffers from pathological noise bursts, which obfuscate the
anti-kt algorithm and thereby rendering the jet unusable. The origin of these noise
bursts has been studied in detail in Ref. [129]. In order to minimise the contamination
of events containing incorrectly reconstructed jets, these events are rejected, provided
that the transverse momentum of the jet is pT > 20GeV. Jets are tagged as ‘bad’ in
the electromagnetic calorimeter if they satisfy | fquality | > 0.8 and fEM > 0.95, where
fquality indicates the fraction of energy of a jet, associated to bad-quality calorimeter
cells. The quantity fEM is the fraction of energy deposited in the EM calorimeter. This
event-cleaning requirement rejects about 0.01% of events as mentioned in Ref. [129],
with similar jet requirements as this analysis.
Jets are not considered if they overlap with an identified electron candidate, as the
likelihood of them corresponding to the same object, is very high. The jet and electron
overlap is considered if their distance in the η–φ plane is smaller than ∆R( j, e ) < 0.2,
where the positions in η and φ refer to the detector coordinates of the jet prior to any
correction.
Due to the technique of clustering energy deposits, jet reconstruction suffers from en-
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ergy deposits that originate from pile-up events, thereby contaminating the reconstruc-
ted jet. The jet vertex fraction ( JVF) [130] is defined as the fraction of tracks associated
to the jet which originate from the primary vertex and the sum of all tracks of the
jet. To reject jets that originate from pile-up events, the absolute value of the jet ver-
tex fraction is required to be |JVF| > 0.5 provided that the transverse momentum
of the jet is pT < 50GeV. For jets with pT ≥ 50GeV, no JVF requirement is ap-
plied.
4.1.5. Missing Transverse Momentum
Particles, like neutrinos, which do not interact with the detector material, are not dir-
ectly observed and escape direct detection. Due to the fact that the colliding protons do
not carry transverse momentum, the indirect deduction of the transverse momentum
of these particles is possible [131]. The missing transverse momentum ~ETmiss is re-
constructed as the negative vector sum of the transverse momenta of all reconstructed
objects. The considered reconstructed objects are electrons, photons, τ-leptons, muons
and jets. In order to account for detector signals that are not associated to physics
objects, a “soft term” is introduced.
Emissx (y) = E
miss,e
x (y) + E
miss,γ
x (y) + E
miss,τ
x (y) + E
miss,jets
x (y) + E
miss,µ
x (y) + E
miss,soft
x (y) , (4.3)
where the individual terms are calculated as the negative vectorial sum of transverse
momenta of all objects in each category.
Themagnitude of the missing transverse momentum is calculated as:
EmissT =
√
(Emissx )2 + (Emissy )2 (4.4)
The analysis-specific requirements on the missing transverse momentum is EmissT >
30GeV.
4.1.6. b -Quark Jet Identiﬁcation
The capability to distinguish jets which originate from b quarks or c quarks from those
stemming from a light-quark, is of key importance for this analysis. As explained in
Section 1.5, the top-quark decay is entirely dominated by the t →Wb mode, making
b -quark jets a very important feature of the weak b -decay which is exploited by em-
ploying a b -tagging requirement. The most important feature of a b -jet arises from the
average lifetime of the weakly decaying b -hadron, which is τ ≈ 1.6 ps [27]. This life-
time leads to an average distance of βγcτ ≈ 500 µm that the b -hadron travels before it
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decays. This macroscopic distance is sufficient to reconstruct the decay vertex, which is
called secondary vertex shown schematically in Figure 4.2 [132].
ATLAS has developed several b -tagging algorithms [133] which exploit the properties
of the b -hadron decay. These algorithms focus on either impact parameters of the
charged-particle tracks from the b -hadron decay products, or reconstruct the second-
ary vertex. This analysis incorporates the MV1c tagger, which is a neural network
based b -tagging algorithm. The inputs of three distinct b -tagging algorithms are used
in combination, which improves the power of separating b -quark jets from light-quark
jets.
The first input to the MV1c b -tagger is the IP3D algorithm [134, 135], which uses the
transverse impact parameter significance S (d0) and the longitudinal impact parameter
significance S (z0) of charged-particle tracks, including their correlation. All tracks
associated to the secondary vertex are weighted by comparing distributions for b -quark
and light-quark jets from simulation. The second b -tagger is the SV1 algorithm, which
attempts to reconstruct a secondary vertex. Once the secondary vertex is reconstructed,
several parameters of the reconstructed vertex can be used to increase the sensitivity of
the b -quark jet identification. The main characteristics that are exploited are the signed
decay length significance, the invariant mass of all tracks associated to the secondary
vertex, the fraction of energy these tracks contribute to the total jet energy and the
number of two-track vertices.
The third MV1c input is the JetFitter algorithm [135, 136]. The JetFitter is a soph-
isticated approach which exploits the topological structure of weak b - and c -hadron
decays inside the jet. The JetFitter employs a Kalman filter, to find a common line,
connecting the primary vertex to the b - and c -hadron vertices. The JetFitter aims to
distinguish the vertices of b - and c -hadrons, which is enabled by the long lifetime of
the c -hadron. The JetFitter provides weights which correspond to the probabilities for
a jet originating from a b -, c - or light-quark, denoted Pb, Pc and Pu . The JetFitter uses
a neural network to discriminate either b -, c - or light-quark hypothesis. The outputs
of the NN are used with a likelihood-ratio technique to obtain the discriminant distri-
bution, called JetFitterCOMBNN(c). The likelihood ratio w = log(Pb/Pc ) is defined
to maximise the separation of b -quark jets from c -quark jets.
Finally, the MV1c b -tagger employs an NN with uses the IP3D-, SV1- and JetFitter
b -taggers as input variables. The input b -tagging algorithms provide complementary
information about the features of b -hadrons. Specifically the input from the JetFitter
contributes the most in terms of c -quark-jet rejection.
A calibration is performed to account for normalisation discrepancies of the b -tagging
efficiency between the MC predictions and observed data. The calibration results are
obtained by a combination of two methods [133]. One method (system8) is based
on a sophisticated tag-and-probe technique and the second method uses a combinat-
orial likelihood approach which is applied to dileptonic t t¯ events. In addition, the
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b -tagging efficiency is determined for each parton shower MC employed in this ana-
lysis.
primary vertex
xydecay length L
secondary vertex
jet axis
track
impact
parameter
Figure 4.2.: A schematic of the b -hadron decay topology. The impact parameter and
decay length are key features of a secondary vertex that indicate the presence of a
long-lived particle within the jet [137].
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4.2. Object Deﬁnition at Particle Level
The signature of t -channel single top-quark events at particle level is identical with
the signature at reconstruction level. In addition to analysis objects defined on meas-
ured events, we need to define objects for particle-level events to enable the cross-
section measurement in the fiducial volume. The so-called particle level hereby refers
only to stable particles, with a mean lifetime τˆ > 0.3 · 10−10 s. The particle-level
definition enables a description of the fiducial volume independent of the MC gen-
erator.
4.2.1. Leptons
Leptons are defined to originate from aW -boson decay. This however, is implemented
as an indirect requirement since certain MC generators do not includeW bosons in
their event record. The indirect requirement is achieved by excluding leptons coming
from hadronic decay-chains, directly, or via a τ decay. Electrons, muons or neutrinos
from τ decays are accepted if the τ lepton does not originate from a hadron decay. The
four-vectors of electrons and muons are combined with photons within a distance of
∆R < 0.1. Figure 4.3 displays the resolutions in pT and η for selected leptons. In case of
the lepton pT, only a small deviation from zero to smaller values is observed. The RMS
of the residual distributions which provide a measure of the resolution of the respective
quantities. The resolution of the lepton pT is about 1.6GeV and the resolution of the
pseudorapidity of the lepton is < 10−3.
4.2.2. Missing transverse momentum
The Emiss,truthT is defined as the magnitude of the vector sum of the pT of all selected
neutrinos, using the lepton definition already introduced. Figure 4.4 shows the resolu-
tion of the EmissT . The mean value of the residual distribution shows a 5GeV shift to
higher values for reconstructed EmissT , w.r.t. the true E
miss,truth
T . This shift hints to the
exclusion of low energetic particles in the EmissT definition in the reconstruction proced-
ure. The RMS of the distribution corresponds to the resolution of the reconstructed
EmissT , which is found to be about 14GeV.
4.2.3. Jets
Jets are clustered from all stable particles, excluding selected e, µ and ν . The photons
that are associated with e or µ are not included in the clustering. The clustering is
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Figure 4.3.: Residual distributions of the lepton (`) transverse momentum (a) and
pseudorapidity (b) for selected leptons of t -channel single top-quark events. The mean
values of the distributions correspond to a systematic bias in the reconstruction pro-
cess. Values beyond the axis range are contained in the ﬁrst and last bin.
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Figure 4.4.: The residual distribution of the reconstructed EmissT for selected
events.The mean value of the distribution corresponds to a systematic bias in the re-
construction process. Values beyond the axis range are contained in the ﬁrst and last
bin.
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performed with the anti-kt algorithm with a radius parameter of 0.4, implemented in
the FastJet program at version 3.6 [138]. In order to associate b hadrons to jets, a
technique known as ghost-matching is employed, by which the b hadrons energy is
rescaled to essentially zero and inserted into the jet-clustering procedure, therefore the
energy of the particle level jets is not biased. This provides the particle level equivalent
of b tagging. Figure 4.5 shows the resolutions in pT and η for selected tagged and
untagged jets. The mean value of the distributions corresponds to a systematic bias
in the respective quantity due to the reconstruction process. The mean value of the
residual distribution of the untagged jet shows a shift of 0.9GeV to higher values for
the reconstructed jet, w.r.t. the true jet pT. In case of tagged jets the mean value is
shifted by 3.9GeV to lower values of pT(b ) − pT(b truth). The RMS of the distribution
corresponds to the resolution of the reconstructed jets, which is found to be about
8GeV and 12GeV for untagged and tagged jets, respectively.
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(d) b-tagged jet
Figure 4.5.: The residual distribution of reconstructed jets for selected leptons of t -
channel single top-quark events. Figures (a) and (b) show the pT and η distributions
for the untagged jet, and Figures (c) and (d), show the same quantities for the tagged
jet. Values beyond the axis range are contained in the ﬁrst and last bin.
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Event Selection and Background Estimation
The event selection exploits the signature of signal and background processes to enrich
signal-like events. A metric of the quality of the event selection is the ratio of the
number of signal events to the number of background events (S/B ). Another important
aspect of the event selection is to remove known modelling deficiencies and maintain a
good agreement between data and the MC simulation.
The relevance of the background processes for this analysis arises from two different
sources. The first being the physical background which results in the identical final
state observed by the detector. Although the final state may be identical to the signal
process, distinct differences in the process kinematics allow for discrimination between
the two. The other kind of background arises from the instrumental limitation of
the detector. Even though the fake rates for the utilised physics objects is small, high
production cross-sections of instrumental backgrounds result in a sizable contribution
to the number of events.
The description of the normalisation for several background processes is difficult to
calculate accurately by theory for the phase space of interest, therefore the normal-
isation is obtained by a maximum-likelihood fit to Data, which is described in this
Chapter.
The measured fiducial cross-sections refer to a subset of the total phase-space for single
top-quark t -channel production, which is designed to be close to the detector accept-
ance in order to minimise extrapolation effects. This Chapter introduces the definition
of the fiducial volume.
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5.1. Event Selection
All events that are considered for the analysis must fulfill two different types of require-
ments. The first type are event-based criteria, e.g. number of jets, and the second
type are object-based criteria, e.g. the pT of the lepton, which are introduced in
Chapter 4.
The leading-order signature of the t -channel single top-quark decay in the 4 FS is shown
in Figure 5.1, where one b -quark jet, one lepton and missing transverse energy are the
key features accompanied by an additional jet. While a second b -quark emerges from
the initial gluon-splitting, it is not included in the event selection, since its transverse
energy is typically relatively low and its pseudorapidity rather high, thereby escaping
the acceptance of the detector.
Figure 5.2 shows the relative event yield of the `+ channel in (a) and the `− channel in
(b) after the full selection is applied. In the `+ channel a S/B = 27% is achieved and in
the `− channel S/B = 17%.
q′
g
t
b
W+ W+
q
b¯
l+
ν
b
Figure 5.1.: Example Feynman diagram of the t -channel single top-quark production
and semi-leptonic decay in the 4FS at LO QCD
5.1.1. Removal of the m (`b )-tail
Current MC generators do not include off-shell effects in the matrix-element calcula-
tion, since their contributions are missing in the so-called ’stable-top’ approximation,
therefore all events which have m (`, b ) > 160GeV are removed. The inclusion of off-
shell top-quark production in current t -channel single top-quark MC event generators
is subject to recent studies in Ref. [139].
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Figure 5.2.: Relative event yield of the `+ channel in (a) and the `− channel in (b)
after the full selection is applied.
5.1.2. The Multijet Veto
Multijet events are rejected in three separate observables The main feature of multijet
events compared to the signal process is that they do not containW bosons. Since the
source of neutrinos in multijet events is not related to on-shellW -boson decays, but
from less energetic processes which populate the lower spectrum of the EmissT distribu-
tion rendering it a discriminating variable for signal and multijet process. For the same
reason the transverse mass of theW boson (mT(`ν )), offers significant discrimination
power of the signal and multijet process.
Events are required to fulfill EmissT > 30GeV andmT(`ν ) > 50GeVwhere
mT(`ν ) =
√
2pT(`)EmissT
(
1 − cos∆φ
(
`, EmissT
))
(5.1)
The third requirement to reduce multijet events is an additional isolation criterion for
low pT leptons ∆φ
(
j1, `
)
:
pT (`) > 40GeV
(
1 − pi − |∆φ
(
j1, `
) |
pi − 1
)
, (5.2)
where j1 is the highest pT-jet. Figure 5.3 shows the requirement in the 2D-plane of the
lepton-pT and the ∆φ
(
j1, `
)
, where all MC predictions are subtracted from collision
data to highlight the regions of increased multijet contribution.
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5.1.3. The Dilepton Veto
The lepton requirements, especially the isolation criteria, allow for additional leptons
in the event associated to Z -boson decays or t t¯ dilepton final states. For the purpose of
the dilepton veto, only additional leptons are considered if they have opposite electric
charge to the primary lepton. The dilepton veto aims to reject events with additional
leptons that do not pass the standard lepton requirements introduced in Chapter 4.
Table 5.1 contains all requirements on additional leptons with respect to the standard
lepton definition. The main feature of additional leptons is the lack of isolation and
lower transverse momentum (pT(`2) > 10GeV) as well as the extended pseudorapidity
range for electrons.
The electron quality requirement is separated between loose for central electrons
within |η (e2) | < 2.47 and forward electrons using medium within 2.47 < |η (e2) | < 4.9.
Since the charge of forward electrons cannot be deduced from calorimeter measure-
ments, forward electrons are always considered opposite charge to the primary lepton,
for the purpose of the dilepton veto. Two separate vetoes are applied, depending on
the flavour of the additional lepton with respect to the primary lepton. For additional
leptons that have the same flavour as the primary selected lepton, an invariant mass
criterion on the lepton pair is applied. Events with 80 < m (`1, `2) < 100GeV, are
rejected, which reduces the number events containing a leptonically decaying Z -boson.
If an event has an additional lepton with different flavour as the primary lepton, the
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event rejected, unless the additional lepton is within ∆R = 0.4 to the selected b -jet.
This requirement mainly reduces the number of t t¯ events where bothW -bosons decay
leptonically.
In Tables 5.2 the efficiencies of the dilepton veto for all considered processes are given.
The reduction of Z + jets events is 32.6% in the µ-channel and 49.1% in the e -channel.
In events originating from t t¯+W t+t b¯ processes, a reduction of 21.1% in the e -channel
and 20.8% in the µ-channel is achieved. The number of signal events is only reduced
by about 2.5% in both channels, which is considered very small.
Table 5.1.: Requirements of additional leptons.
Requirement Value
Transverse momentum pT(`2) > 10GeV
Pseudorapidity range |η |(µ2) < 2.5|η |(e2) < 4.9
Quality loose |η (e2) | < 2.47
Quality medium |2.47 < η (e2) | < 4.9
Table 5.2.: Cut eﬃciency of the dilepton veto for events in the electron and muon
channel.
Electrons
No Veto Veto rel. difference
Z+jets 2156 1097 -49.1%
W+jets 14249 14021 -1.6%
t t¯,W t, t b¯ 20752 16380 -21.1%
t q, t¯ q 8134 7935 -2.5%
Muons
No Veto Veto rel. difference
Z+jets 2076 1400 -32.6%
W+jets 19240 18936 -1.6%
t t¯,W t, t b¯ 25604 20275 -20.8%
t q, t¯ q 10190 9942 -2.4%
5.1.4. Deﬁnition of Signal and Control Regions
Three orthogonal selections are defined to enrich the signal and two main backgrounds
in each region. The regions are only separated by different b -tagging requirements.
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Signal Region To enrich signal events in the signal region (SR) exactly one b -tagged
jet is required with a MV1c weight higher than wMV1c > 0.9195, which corresponds
to 50% b -tagging efficiency. The choice of the specific b -tagging algorithm is founded
in the optimised c -jet rejection to suppress theW+c -jet production background. The
second jet is therefore required to be untagged.
W+jets Validation Region TheW+jets validation region (W + jets VR) is defined
by requiring exactly one b -tagged jet with a MV1c weight higher than wMV1c > 0.4051,
which corresponds to 80% b -tagging efficiency. Events in the SR are rejected. In addi-
tion all events with a MV1c weight in the range 0.9195 < wMV1c < 0.8641 are removed
to reduce the signal contribution in theW + jets VR.
t t¯ Validation Region The t t¯ validation region ( t t¯ VR) is defined by requiring ex-
actly two b -tagged jets with the same criterion used in the SR. Since the resulting selec-
tion does not contain untagged jets, the notation b1 and b2 are introduced by comparing
the pseudorapidity of them: |η (b1) | < |η (b2) |. This enables to define all observables
that include the untagged jet in the SR to the t t¯ VR, e.g. |η ( j ) | in the SR becomes
|η (b2) | in the t t¯ VR.
5.2. Background Estimation
The estimation of the background contribution to the selected events is very important
to validate the prediction of MC simulation in the SR. With the exception of the QCD
multijet background this analysis relies on MC simulated events. The special case of the
QCD multijet background arises from the contribution of so-called fake leptons which
are misidentified jets. Even though the fake rate of leptons is very small, due to the high
cross-section of the QCD multijet background processes the resulting contribution to
the selected events is sizable. This circumstance makes this process also very inefficient
to simulate using MC methods, because one would need to generate vast amounts of
events to produce sufficient statistics in the final selection.
5.2.1. QCD Multijet Models
To obtain the contribution of the QCD multijet process this analysis relies on two
different models to describe the kinematics of these events. The main sources of QCD
multijet events are semileptonic b -quark decays and long-lived particles which decay
via the weak interaction like pi± or K mesons. In addition, misidentified electrons
are contributed by pi0 particles which decay into two photons, where the required
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tracks for the electron reconstruction are falsely associated to the energy cluster in the
electromagnetic calorimeter.
In the electron channel the Jet-Lepton model is used, which employs a specialised selec-
tion on MC simulated events, while in the muon channel a selection on measured data
events is used.
Jet-Lepton Model
The Jet-Lepton selection [140] is applied on MC simulated events to enrich the number
of events containing a jet which are likely to be mis-identified in the detector as a lepton.
The MC simulation is based on Pythia 8 and provides a sample containing at least
two jets, one of which must have ET(jet) > 17GeV and |η | < 2.7. A selected event
must contain exactly one ‘jet-lepton’ candidate, which fulfils the requirements given
in Table (5.3). The criteria already incorporates the electron kinematic requirements
introduced in Section 4.1.2. The fraction of energy deposited in the EM calorimeter
system (EM fraction) is required to be in the range 0.8 < fEM < 0.95, to improve the
likelihood of the jet to be mis-identified. The ‘jet-lepton’ candidate replaces the electron
in the SR selection to match the lepton + two jet signature.
Table 5.3.: Applied cuts to deﬁne a 'jet-lepton' sample.
Variable Cut
Transverse energy of jet ET > 25GeV
η of jet |η | < 2.47
EM fraction 0.8 < fEM < 0.95
Anti-Muon Model
While the Jet-Lepton model relies on MC simulation to construct a QCD multijet
background template, the Anti-Muon model [140] uses collision data to achieve that.
In order to select events which contain a jet likely to be mis-identified as a muon, the
muon identification criteria are inverted, see Table 5.4. The resulting set of events
contain only a small fraction of signal muons fromW -boson and Z -boson decays, by
vetoing events with additional leptons.
Matrix Method
The Matrix Method [140] is a complementary procedure to estimate the multijet con-
tribution for a given event selection. Similar to the Jet-Lepton and Anti-Muonmethods,
the Matrix Method employs a specific selection, called loose selection, to enrich fake-
lepton events. In the context of the Matrix Method, mis-identified leptons are called
“fake” leptons, and correctly identified leptons are called “real” leptons. In addition
to the loose selection, a tight selection is defined, which corresponds to the standard
lepton selections employed in this analysis, introduced in Sections 4.1.2 and 4.1.3. The
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Table 5.4.: Selection criteria that are diﬀerent from the nominal requirements in the
antimuon sample.
Variable Cut
Impact parameter z0 no cut
Isolation Etcone20/pT(µ) > 0.03, Iiso/pT(µ) < 0.1
Energy loss type energyLossType == 1, (Not Isolated)
Energy loss energyLoss < 6GeV
loose selection includes a loose lepton definition, for which the isolation requirement
on the leptons is removed. Both selections result in two samples of events with differ-
ent compositions of real and fake leptons. As these selections are applied on the same
dataset, one can trace events which are selected by either selection. The number of
events that pass both selections can be expressed as a linear combination of the number
of events that contain either a real or a fake lepton. This system of equations can be
solved to determine the number of fake-lepton (multijet) events in the SR. The Matrix
Method provides predictions for the kinematics of multijet events, as well as the nor-
malisation. The Matrix Method is employed in this analysis to estimate the systematic
uncertainty on the modeling of the multijet process. More information is presented in
Ref. [140].
5.2.2. Estimation of the QCD-Multijet Background
In order to estimate the contribution of the multijet background, a binned maximum-
likelihood (ML) fit on the EmissT distribution is performed. In the following the multijet
process refers to the process template obtained with the Jet-Lepton model in the elec-
tron channel and the Anti-Muon model in the muon channel. The fit is performed
in the three respective selection regions including events which have 0 < EmissT ≤ 30,
to increase sensitivity to the multijet process. The multijet normalisation obtained
from the fit is then applied to the respective selection region excluding the low-EmissT
region.
In each region six separate channels are differentiated, the electron channel is split
into two pseudorapidity regions, to overcome a modeling deficiency of the Jet-Lepton
model. The modeling deficiency refers to an observed discrepancy between the size of
the multijet contribution in the barrel pseudorapidity region |η | < 1.5 and the endcap
pseudorapidity region 1.5 < |η | < 2.5. The origin of the modeling deficiency is prob-
ably founded in the characteristics of the utilised dijet MC-sample. Since generator-level
cuts on the number of jets and the jet pT are applied on the dijet MC-sample, the selec-
ted Jet-Lepton model sample is incomplete. This, however, can be partially remedied by
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a simultaneous fit in the two regions. Barrel electrons are defined in the pseudorapid-
ity region |η | < 1.5, while endcap electrons are corresponding to 1.5 < |η | < 2.5.
Therefore three lepton channels are constructed for which the respective lepton charge
is distinguished, resulting in six channels.
Figure 5.4 shows the different process templates in the EmissT distribution. The signi-
ficant difference of the process template of the multijet contribution compared to the
W + jets and top-quark contributions enable the determination of the multijet norm-
alisation in this observable distribution. Both multijet and Z + jets processes exhibit
comparably low values of EmissT , due to the lack of neutrinos originating from a W
boson in these processes. The similarity of the Z + jets processes to the multijet con-
tribution results in virtually no sensitivity to obtain the normalisation of both at the
same time, thus the former contribution remains fixed to its prediction based on the
theoretical cross-section.
The multijet processes are assumed to produce the same number of events containing
positive and negative charged leptons, therefore the fit performed constrains the mul-
tijet normalisation in the `+ channel and `− channel simultaneously. The performed
fit includes the normalisation of the multijet, top-quark andW + jets processes in each
of the three channels separately. In case of the two validation regions, the remaining
backgrounds are highly depleted and are not included in the fit, hence only the multijet
normalisation is obtained together withW + jets in theW + jets VR and t t¯ in the t t¯
VR.
A systematic uncertainty on the normalisation and modeling of the multijet estimation
is assigned. The modeling component in the electron channel of the SR is defined by
the comparison of the Jet-Lepton model to the Matrix Method prediction, while in the
muon channel, the Anti-Muon model is compared to the Matrix Method prediction.
The normalisation uncertainty is derived by the comparison of the multijet estimate
obtained by the ML fit and the prediction of the Matrix Method. In the validation
regions however only a normalisation uncertainty of 50% is assigned. The estimate on
the normalisation uncertainty was mainly studied in Ref. [6, 7, 140], while the estimate
was found to be valid for this analysis as well.
Table 5.5 contains the fit results for all channels in the three selection regions.
The corresponding EmissT distributions leading to these results are shown in Figures 5.5
and 5.6 for the electron channel and in Figures 5.7 and 5.8 for the muon channel and
separated by the lepton charge.
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Figure 5.4.: Template EmissT distributions in the signal region. All distributions are
normalised to unit area.
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Table 5.5.: Estimate of the multijet background in the signal and control regions us-
ing the binned maximum-likelihood ﬁt in the EmissT distribution. The quoted numbers
are the expected number of events in each region together with the scale factors of
the simultaneously ﬁtted backgrounds. The uncertainties on the scale factor β, the
number of multijet events predicted by the Matrix Method and the multijet estimate
are statistical only.
signal region
Channel events fitted events Matrix Method fraction β(top) β(W+jets)
barrel e+ 850 ± 200 807 ± 28 5.0 % 0.98 ± 0.03 1.11 ± 0.08
barrel e− 850 ± 200 831 ± 29 6.0 % 0.99 ± 0.03 1.07 ± 0.08
endcap e+ 721 ± 86 592 ± 24 15.5 % 0.97± 0.07 1.09 ± 0.08
endcap e− 721 ± 86 597 ± 24 21.2 % 0.96 ± 0.06 1.11 ± 0.09
µ+ 2950 ± 280 2463 ± 50 10.4 % 0.98 ± 0.03 1.08 ± 0.06
µ− 2950 ± 280 2381 ± 49 13.4 % 0.98 ± 0.03 1.06 ± 0.06
W + jets VR
barrel e+ 3210 ± 240 - 9.6 % fixed 1.07 ± 0.01
barrel e− 3210 ± 240 - 11.3 % fixed 1.04 ± 0.01
endcap e+ 2680 ± 150 - 21.2 % fixed 1.09 ± 0.02
endcap e− 2680 ± 150 - 23.6 % fixed 1.09 ± 0.02
µ+ 6100 ± 410 - 9.8 % fixed 1.08 ± 0.01
µ− 6100 ± 410 - 12.7 % fixed 1.05 ± 0.01
t t¯ VR
barrel e+ 47 ± 24 - 3.4 % 1.03 ± 0.03 fixed
barrel e− 47 ± 24 - 3.9% 1.06 ± 0.03 fixed
endcap e+ 30 ± 11 - 11.0 % 1.06± 0.07 fixed
endcap e− 30 ± 11 - 12.5 % 0.99 ± 0.07 fixed
µ+ 138 ± 40 - 6.7 % 1.02 ± 0.03 fixed
µ− 138 ± 40 - 7.6 % 1.02 ± 0.03 fixed
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(a) Barrel electron channel in the SR.
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(b) Endcap electron channel in the SR.
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(c) Barrel electron channel in theW + jets VR.
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(d) Endcap electron channel in theW +jets VR.
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(e) Barrel electron channel in the t t¯ VR.
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(f) Endcap electron channel in the t t¯ VR.
Figure 5.5.: Result of the binned maximum-likelihood ﬁt to the EmissT distributions
for the SR ((a),(b)), theW + jets VR ((c),(d)), and the t t¯ VR ((e),(f)) for electrons
with positive charge in the barrel (left) and endcap (right) regions, respectively. The
dashed vertical line indicates the threshold of the respective selection region. The ratio
between the observed and expected (Pred.) number of events in each bin is shown in
the lower panel.
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(a) Barrel electron channel in the SR.
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(b) Endcap electron channel in the SR.
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(c) Barrel electron channel in theW + jets VR.
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(d) Endcap electron channel in theW +jets VR.
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(e) Barrel electron channel in the t t¯ VR.
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(f) Endcap electron channel in the t t¯ VR.
Figure 5.6.: Result of the binned maximum-likelihood ﬁt to the EmissT distributions
for the SR ((a),(b)), theW + jets VR ((c),(d)), and the t t¯ VR ((e),(f)) for electrons
with negative charge in the barrel (left) and endcap (right) regions, respectively. The
dashed vertical line indicates the threshold of the respective selection region. The ratio
of observed to predicted (Pred.) number of events in each bin is shown in the lower
panel.
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(a) Muon channel in the SR.
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(b) Muon channel in theW + jets VR.
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Figure 5.7.: Result of the binned maximum-likelihood ﬁt to the EmissT distributions for
the SR (a), theW + jets VR (b), and the t t¯ VR (c) for the muon channel with posit-
ive charge. The dashed vertical line indicates the threshold of the respective selection
region. The ratio of observed to predicted (Pred.) number of events in each bin is
shown in the lower panel.
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(a) Muon channel in the SR.
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(b) Muon channel in theW + jets VR.
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(c) Muon channel in the t t¯ VR.
Figure 5.8.: Result of the binned maximum-likelihood ﬁt to the EmissT distributions
for the signal region (a), theW + jets VR (b), and t t¯ VR (c) for the muon channel
with negative charge. The dashed vertical line indicates the threshold of the respective
selection region. The ratio of observed to predicted (Pred.) number of events in each
bin is shown in the lower panel.
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5.2.3. Kinematic Modelling
In order to validate the estimated yield of the multijet contribution, the kinematic
modelling of the charged lepton and the jets in theW + jets VR and t t¯ VR is inspected.
Figures 5.9 - 5.12 show the distribution in theW + jets VR, while Figures 5.13 - 5.15
show the same distributions in the t t¯ VR. In both VRs the `+ channel and `− channel
are shown separately. The estimates of the barrel- and endcap-region of the electron are
merged, as they are in the main analysis. The processes are scaled to the result of the
fit to the EmissT distribution in the respective selection region. The fit results are given
in Table 5.5. For theW + jets and the top-quark background processes the fit result is
given as scale factors w.r.t. the theoretical cross sections.
In case of the multijet contribution, the obtained template shape is normalised to the
obtained estimate in the fit. The scale factors obtained for theW + jets and top pro-
cesses are only used to validate the kinematic modelling of the MC simulated processes
and the multijet contribution with collision data and the scale factors are not used in
the main analysis.
The overall agreement that is observed in the two validation regions is very good. The
general absence of slopes in any ratio of collision data and MC simulation indicates the
absence systematic mis-modelling of the multijet process.
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Figure 5.9.: Kinematic distributions in theW + jets VR for the e+ channel. (a) pT
and (b) η of the electron, (c) pT and (d) η of the leading jet and, (e) pT and (f) η
of the sub-leading jet. The hatched error band represents the uncertainty on the mul-
tijet rate as well as the MC statistical uncertainty. The ratio of observed to predicted
(Pred.) number of events in each bin is shown in the lower panel. Events beyond the
axis range are included in the last bin.
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Figure 5.10.: Kinematic distributions in theW + jets VR for the e− channel. (a) pT
and (b) η of the electron, (c) pT and (d) η of the leading jet and, (e) pT and (f) η
of the sub-leading jet. The hatched error band represents the uncertainty on the mul-
tijet rate as well as the MC statistical uncertainty. The ratio of observed to predicted
(Pred.) number of events in each bin is shown in the lower panel. Events beyond the
axis range are included in the last bin.
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Figure 5.11.: Kinematic distributions in theW + jets VR for the µ+ channel. (a) pT
and (b) η of the muon, (c) pT and (d) η of the leading jet and, (e) pT and (f) η of
the sub-leading jet. The hatched error band represents the uncertainty on the mul-
tijet rate as well as the MC statistical uncertainty. The ratio of observed to predicted
(Pred.) number of events in each bin is shown in the lower panel. Events beyond the
axis range are included in the last bin.
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Figure 5.12.: Kinematic distributions in theW + jets VR for the µ− channel. (a) pT
and (b) η of the muon, (c) pT and (d) η of the leading jet and, (e) pT and (f) η of
the sub-leading jet. The hatched error band represents the uncertainty on the mul-
tijet rate as well as the MC statistical uncertainty. The ratio of observed to predicted
(Pred.) number of events in each bin is shown in the lower panel. Events beyond the
axis range are included in the last bin.
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Figure 5.13.: Kinematic distributions in the t t¯ VR for the e+ channel. (a) pT and (b)
η of the electron, (c) pT and (d) η of the leading jet and, (e) pT and (f) η of the sub-
leading jet. The hatched error band represents the uncertainty on the multijet rate as
well as the MC statistical uncertainty. The ratio of observed to predicted (Pred.) num-
ber of events in each bin is shown in the lower panel. Events beyond the axis range
are included in the last bin.
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Figure 5.14.: Kinematic distributions in the t t¯ VR for the e− channel. (a) pT and (b)
η of the electron, (c) pT and (d) η of the leading jet and, (e) pT and (f) η of the sub-
leading jet. The hatched error band represents the uncertainty on the multijet rate as
well as the MC statistical uncertainty. The ratio of observed to predicted (Pred.) num-
ber of events in each bin is shown in the lower panel. Events beyond the axis range
are included in the last bin.
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Figure 5.15.: Kinematic distributions in the t t¯ VR for the µ+ channel. (a) pT and (b)
η of the muon, (c) pT and (d) η of the leading jet and, (e) pT and (f) η of the sub-
leading jet. The hatched error band represents the uncertainty on the multijet rate as
well as the MC statistical uncertainty. The ratio of observed to predicted (Pred.) num-
ber of events in each bin is shown in the lower panel. Events beyond the axis range
are included in the last bin.
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Figure 5.16.: Kinematic distributions in the t t¯ VR for the µ− channel. (a) pT and (b)
η of the muon, (c) pT and (d) η of the leading jet and, (e) pT and (f) η of the sub-
leading jet. The hatched error band represents the uncertainty on the multijet rate as
well as the MC statistical uncertainty. The ratio of observed to predicted (Pred.) num-
ber of events in each bin is shown in the lower panel. Events beyond the axis range
are included in the last bin.
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5.3. Composition of the Processes
The processes are grouped together for the plots and the binned likelihood fit as fol-
lows:
• Top: Background processes that include the production of top quarks. These
processes are t t¯ production and single top-quark production in theW t, t b¯ and
t q/t¯ q .
• W+jets: Production of a realW boson in association with light-quark or heavy-
quark jets.
• Z+jets,VV : Production of a Z boson associated with jets and the production of
WW , ZZ andWZ .
• Multijet: Events with a fake lepton originating from multijet production. In the
electron channel, the shape of the model is derived with the jet-lepton model and
in the muon channel from the anti-muon method.
5.4. Event yields and Control Distributions
The number of expected and observed events in the signal region in the `+ channel
and `− channel are displayed in Tables 5.6 and 5.7 respectively. Tables 5.8 and 5.9
summarises the respective event yields in theW + jets VR. For the t t¯ VR, Tables 5.10
and 5.11 summarise the respective event yields.
The event yields are derived by the acceptance of the MC samples for the respective
process contribution normalised to their theoretical cross sections. In case of the mul-
tijet process, the normalisation is obtained via the ML fit of the EmissT distribution intro-
duced in Section 5.2. The uncertainties on the event yields reflect the MC statistical un-
certainty, and the multijet normalisation uncertainty defined in Section 5.2.
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Table 5.6.: Number of observed and expected events for both lepton channels with
positive charge in the signal region. The normalisation is given by the MC-prediction.
The given uncertainties are due to the limited size of the simulated samples, and the
multijet estimate for the multijet process.
electron channel muon channel
Process barrel endcap total total
t q 4159± 64 870± 29 5030± 71 6428± 80
t¯ q 3± 2 7± 3 10± 3 0± 0
t t¯ 5776± 76 1176± 34 6952± 83 8681± 93
t b¯ 208± 14 73± 9 281± 17 381± 20
W t 802± 28 147± 12 949± 31 1182± 34
W ++light jets 345± 19 138± 12 483± 22 717± 27
W −+light jets 0± 0 0± 0 0± 0 0± 0
W ++bb jets 3000± 55 1382± 37 4382± 66 6082± 78
W −+bb jets 2± 2 15± 4 18± 4 0± 0
W ++c (c ) jets 2271± 48 698± 26 2969± 54 4064± 64
W −+c (c ) jets 2± 1 5± 2 7± 3 0± 0
Z + bb jets 258± 16 82± 9 340± 18 401± 20
Z + cc jets 36± 6 11± 3 47± 7 110± 10
Z+light jets 12± 3 11± 3 23± 5 22± 5
VV 97± 10 39± 6 136± 12 211± 15
Multijet 850± 130 720± 110 1570± 240 2950± 440
Total expected 17 820± 180 5380± 130 23 200± 280 31 230± 470
Data 18 283 5571 23 854 31 946
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Table 5.7.: Number of observed and expected events for both lepton channels with
negative charge in the signal region. The normalisation is given by the MC-prediction.
The given uncertainties are due to the limited size of the simulated samples, and the
multijet estimate for the multijet process.
electron channel muon channel
Process barrel endcap total total
t q 3± 2 14± 4 17± 4 0± 0
t¯ q 2397± 49 420± 20 2817± 53 3482± 59
t t¯ 5829± 76 1158± 34 6987± 84 8579± 93
t b¯ 130± 11 38± 6 168± 13 218± 15
W t 791± 28 149± 12 940± 31 1174± 34
W ++light jets 0± 0 2± 1 2± 1 0± 0
W −+light jets 268± 16 173± 13 441± 21 566± 24
W ++bb jets 4± 2 25± 5 28± 5 0± 1
W −+bb jets 2187± 47 754± 27 2942± 54 3965± 63
W ++c (c ) jets 5± 2 12± 3 17± 4 0± 0
W −+c (c ) jets 2112± 46 515± 23 2628± 51 3495± 59
Z + bb jets 261± 16 84± 9 345± 19 370± 19
Z + cc jets 44± 7 18± 4 62± 8 107± 10
Z+light jets 1± 1 19± 4 20± 4 8± 3
VV 94± 10 26± 5 120± 11 162± 13
Multijet 850± 130 720± 110 1570± 240 2950± 440
Total expected 14 970± 170 4130± 120 19 100± 270 25 080± 470
Data 16 208 4420 20 628 25 443
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Table 5.8.: Number of observed and expected events for both lepton channels with
positive charge in theW + jets VR. The normalisation is given by the MC-prediction.
The given uncertainties are due to the limited size of the simulated samples, and the
multijet estimate for the multijet process.
electron channel muon channel
Process barrel endcap total total
t q 1460± 38 337± 18 1797± 42 2292± 48
t¯ q 1± 1 2± 2 3± 2 0± 0
t t¯ 1820± 43 410± 20 2230± 47 2780± 53
t b¯ 45± 7 22± 5 67± 8 94± 10
W t 322± 18 66± 8 387± 20 488± 22
W ++light jets 13 390± 120 6029± 78 19 420± 140 27 540± 170
W −+light jets 6± 2 48± 7 53± 7 0± 0
W ++bb jets 1987± 45 959± 31 2946± 54 4108± 64
W −+bb jets 2± 1 11± 3 13± 4 0± 0
W ++c (c ) jets 13 000± 110 4115± 64 17 120± 130 22 830± 150
W −+c (c ) jets 21± 5 54± 7 75± 9 0± 0
Z + bb jets 145± 12 53± 7 198± 14 215± 15
Z + cc jets 468± 22 185± 14 652± 26 701± 26
Z+light jets 417± 20 203± 14 620± 25 663± 26
VV 411± 20 157± 13 567± 24 785± 28
Multijet 3200± 1600 2700± 1300 5900± 2900 6100± 3100
Total expected 36 700± 1600 15 300± 1300 52 000± 3000 68 600± 3100
Data 38 566 16 261 54 827 73 218
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Table 5.9.: Number of observed and expected events for both lepton channels with
negative charge in theW + jets VR. The normalisation is given by the MC-prediction.
The given uncertainties are due to the limited size of the simulated samples, and the
multijet estimate for the multijet process.
electron channel muon channel
Process barrel endcap total total
t q 1± 1 4± 2 6± 2 0± 0
t¯ q 841± 29 157± 13 998± 32 1233± 35
t t¯ 1822± 43 399± 20 2221± 47 2790± 53
t b¯ 27± 5 10± 3 38± 6 52± 7
W t 327± 18 68± 8 395± 20 486± 22
W ++light jets 7± 3 152± 12 159± 13 0± 0
W −+light jets 10 220± 100 3708± 61 13 930± 120 18 690± 140
W ++bb jets 2± 1 18± 4 20± 4 0± 0
W −+bb jets 1494± 39 544± 23 2038± 45 2817± 53
W ++c (c ) jets 18± 4 79± 9 98± 10 0± 0
W −+c (c ) jets 12 270± 110 3078± 55 15 350± 120 19 700± 140
Z + bb jets 139± 12 60± 8 200± 14 220± 15
Z + cc jets 438± 21 193± 14 631± 25 653± 26
Z+light jets 411± 20 169± 13 580± 24 642± 25
VV 389± 20 124± 11 513± 23 651± 26
Multijet 3200± 1600 2700± 1300 5900± 2900 6100± 3100
Total expected 31 600± 1600 11 400± 1300 43 100± 3000 54 000± 3100
Data 32 330 11 887 44 217 56 120
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Table 5.10.: Number of observed and expected events for both lepton channels with
positive charge in the t t¯ VR. The normalisation is given by the MC-prediction. The
given uncertainties are due to the limited size of the simulated samples, and the mul-
tijet estimate for the multijet process.
electron channel muon channel
Process barrel endcap total total
t q 145± 12 27± 5 172± 13 218± 15
t¯ q 0± 0 0± 0 0± 0 0± 0
t t¯ 911± 30 161± 13 1072± 33 1328± 36
t b¯ 112± 11 28± 5 140± 12 187± 14
W t 23± 5 4± 2 27± 5 33± 6
W ++light jets 5± 2 0± 0 5± 2 0± 0
W −+light jets 0± 0 0± 0 0± 0 0± 0
W ++bb jets 135± 12 50± 7 185± 14 234± 15
W −+bb jets 0± 0 0± 0 0± 0 0± 0
W ++c (c ) jets 16± 4 0± 0 16± 4 9± 3
W −+c (c ) jets 0± 0 0± 0 0± 0 0± 0
Z + bb jets 5± 2 1± 1 6± 2 16± 4
Z + cc jets 0± 0 0± 0 0± 0 0± 0
Z+light jets 0± 0 0± 0 0± 0 0± 0
VV 10± 3 5± 2 14± 4 19± 4
Multijet 47± 23 30± 15 77± 39 138± 69
Total expected 1409± 44 305± 22 1714± 56 2183± 82
Data 1398 314 1712 2142
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Table 5.11.: Number of observed and expected events for both lepton channels with
negative charge in the t t¯ VR. The normalisation is given by the MC-prediction. The
given uncertainties are due to the limited size of the simulated samples, and the mul-
tijet estimate for the multijet process.
electron channel muon channel
Process barrel endcap total total
t q 0± 0 1± 1 1± 1 0± 0
t¯ q 90± 10 14± 4 104± 10 138± 12
t t¯ 920± 30 161± 13 1081± 33 1314± 36
t b¯ 68± 8 15± 4 83± 9 106± 10
W t 24± 5 4± 2 28± 5 34± 6
W ++light jets 0± 0 0± 0 0± 0 0± 0
W −+light jets 0± 0 17± 4 17± 4 0± 0
W ++bb jets 0± 0 1± 1 1± 1 0± 1
W −+bb jets 99± 10 25± 5 124± 11 163± 13
W ++c (c ) jets 0± 0 0± 0 0± 0 0± 0
W −+c (c ) jets 2± 2 0± 0 2± 2 25± 5
Z + bb jets 4± 2 1± 1 6± 2 18± 4
Z + cc jets 0± 0 0± 0 0± 0 0± 0
Z+light jets 0± 0 0± 0 0± 0 0± 0
VV 8± 3 2± 1 9± 3 12± 3
Multijet 47± 23 30± 15 77± 39 138± 69
Total expected 1262± 42 271± 22 1533± 54 1948± 81
Data 1299 246 1545 1936
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6.1. Fiducial Volume Deﬁnition
The fiducial volume refers to a subset of the total phase space, defined by requirements
on the particle-level objects and events. Figure 6.1 illustrates the relationship between
the total, fiducial and reconstructed phase space. Both fiducial and reconstructed phase
space are subsets of the total phase space. A large overlap between the two should
enhance the cancellation of the extrapolation uncertainties.
The advantage of a fiducial cross-section measurement over a total cross-section meas-
urement is, that extrapolation uncertainties can be reduced. The extrapolation uncer-
tainties refer to the transition of the fiducial phase space to the full phase space. In
addition a reinterpretation of the measurement is facilitated by a clear definition of the
fiducial volume which can be adopted in calculations, MC simulations or generator
studies.
The total cross-section is expressed as follows:
σtot =
νˆ
 ·Lint with  =
Nsel
Ntotal
, (6.1)
where νˆ is the measured expectation value of the number of signal events, Ntotal refers
to the sum of event weights prior to any selection and Nsel refers to the sum of event
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𝑁𝑁total
𝑁𝑁sel
𝑁𝑁fid
Figure 6.1.: Illustration of the relation of the total phase space (grey), the ﬁducial
volume (green) and the reconstructed phase space (blue). The quantity Ntotal refers to
the total number of expected events and Nsel refers to the number of expected events
selected in the reconstructed phase space, as well as Nfid which refers to the number
of expected events in the ﬁducial volume.
weights after all selection requirements have been applied. The quantity  refers to the
total event selection efficiency.
The fiducial acceptance gives the selection efficiency of the fiducial volume w.r.t. the
total phase space:
Afid =
Nfid
Ntotal
(6.2)
where Nfid refers to the sum of event weights after the fiducial volume selection require-
ments are applied.
σtot =
1
Nsel
Ntotal
·
νˆ
Lint =
1
Nsel
Nfid
· NfidNtotal
·
νˆ
Lint =
1
Afid
·
Nfid
Nsel
·
νˆ
Lint , (6.3)
leading to the definition of the fiducial cross-section:
σfid :=
Nfid
Nsel
·
νˆ
Lint . (6.4)
In Equation (6.4) the ratio NselNfid is affected by systematic uncertainties, some of which
alter Nfid and Nsel very similarly therefore reducing the overall effect of them. In con-
sequence, the extrapolation uncertainty of the chosen model is absorbed into the fi-
ducial acceptance. Using the fiducial cross-section σfid, the total cross-section can be
extrapolated to the full phase space as follows:
σtot =
1
Afid
·σfid (6.5)
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6.1.1. Particle Level Selection
Using the particle-level objects defined in Section 4.2, the particle-level selection is
defined as follows:
• One electron or one muon with pT > 25GeV and |η | < 2.5.
• Exactly two jets with pT( j ) > 30GeV and |η | < 4.5.
• m (`, b ) < 160GeV
In addition, the requirement on the pseudorapidity of the jet is reduced to |η | < 2.5
if the jet has an associated b -hadron. If a jet has an associated b -hadron and its pseu-
dorapidity is in the range 2.5 < |η | < 4.5 the jet is regarded un tagged, which is similar
to the selection in the reconstructed phase space, as the b -tagging capability is limited
to |η | < 2.5.
The cut on m (`, b ) < 160GeV is defined exactly as in the reconstructed phase space,
due to limitations of the currentMC event generators, see Chapter 5.
Table 6.1 contains the predicted quantities Ntotal,Nfid and the ratio
Nfid
Nsel
obtained for
several MC event generators and for top-quark and top-antiquark events respectively.
The sum-of-weights of events selected in the fiducial volume is denoted Nfid and sim-
ilarly for the full phase space Ntotal. The quantity Nsel corresponds to the sum-of-
weights of events selected in the reconstructed phase space. The total cross-section,
predicted by several MC generators is given in Table 6.2. In addition to the MC gen-
erator combinations, the total cross-sections are also predicted using the three PDF
sets CT10, MSTW2008 and NNPDF 2.3. The fiducial acceptance for different MC
event generators is given in Table 6.3 for the t q process and in Table 6.4 for the t¯ q
process.
In case of the Powheg-Box +Pythia 6, Powheg-Box +Herwig
andMadGraph 5_aMC@NLO +Herwig the ratio NfidNsel is identical to sub-percent level
(see Table 6.1), while the difference on the fiducial acceptance is over 2% for Powheg-
Box+Pythia 6 andMadGraph 5_aMC@NLO+Herwig, see Table 6.3 and Table 6.4.
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Table 6.1.: Sum-of-weights of selected events in the ﬁducial volume Nfid and sum-of-
weights of selected events in the reconstructed volume Nsel, as well as their ratio, for
diﬀerent t -channel single top-quark samples.
ME Generator Shower MC Ntotal(t q ) Nsel(t q ) Nfid(t q )
Nfid(t q )
Nsel(t q )
MG5_aMC@NLO Herwig 172021 5385.9 29967 5.53
MG5_aMC@NLO Herwig++ 196281 5540.07 26620 4.78
Powheg-Box Pythia 6 0.17420 0.00555 0.03096 5.55
Powheg-Box Herwig 169868 5374.9 29965.8 5.54
AcerMC Pythia 6 8736480 245427 1414690 5.73
ME Generator Shower MC Ntotal( t¯ q ) Nsel( t¯ q ) Nfid( t¯ q )
Nfid( t¯ q )
Nsel( t¯ q )
MG5_aMC@NLO Herwig 90296.3 2860.63 15731.6 5.46
MG5_aMC@NLO Herwig++ 105385 3222.5 14859.5 4.59
Powheg-Box Pythia 6 0.09312 0.0030 0.01667 5.52
Powheg-Box Herwig 46760.9 1477.75 8299.92 5.59
AcerMC Pythia 6 4525700 132436 751193 5.65
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Table 6.2.: Total cross sections for diﬀerent event generators and the diﬀerent PDFs.
The scale uncertainties are deﬁned as the envelope of the restricted independent
scale variations and the quoted PDF uncertainties are the internal PDF uncertain-
ties deﬁned by the respective PDF group. Missing values are not being calculated due
to the high CPU usage. a Calculated using CT10. b Calculation taken from Mad-
Graph 5_aMC@NLO.
ME Generator method PDF σ(t q ) stat. unc. scale unc. PDF unc.
[pb] [pb] [pb] [pb]
MG5_aMC@NLO 4FS(NLO) CT10 53.4 ± 0.1 +5.8 / -6.5 +1.9 / -1.7
MG5_aMC@NLO 4FS(NLO) MSTW2008 51.8 ± 0.4 +5.8 / -6.2 +0.6 / -0.7
MG5_aMC@NLO 4FS(NLO) NNPDF 2.3 51.4 ± 0.5 +6.0 / -6.4 +0.6 / -0.6
Powheg-Box 4FS(NLO) CT10 52.6 ± 0.1 +5.6 / -6.6 +1.9 / -1.7b
Powheg-Box 4FS(NLO) MSTW2008 51.2 ± 0.1 +5.6 / -6.6a +0.6 / -0.7b
Powheg-Box 4FS(NLO) NNPDF2.3 50.9 ± 0.1 +5.6 / -6.6a +0.6 / -0.6b
AcerMC matched(LO) CTEQ6L1 55.7 ± 1.5 +1.8 / -3.2 –
MG5_aMC@NLO 5FS(NLO) CT10 54.0 ± 0.1 +3.0 / -2.3 +1.2 / -1.3
MG5_aMC@NLO 5FS(NLO) MSTW2008 55.7 ± 0.1 +3.0 / -2.3 +0.6 / -0.6
MG5_aMC@NLO 5FS(NLO) NNPDF 2.3 55.1 ± 0.1 +3.3 / -2.3 +0.6 / -0.6
Powheg-Box 5FS(NLO) CT10 54.4 ± 0.1 +3.0 / -2.0 +1.2 / -1.3b
Powheg-Box 5FS(NLO) MSTW2008 55.9 ± 0.1 +3.0 / -2.0a +0.6 / -0.6b
Powheg-Box 5FS(NLO) NNPDF2.3 55.8 ± 0.1 +3.0 / -2.0a +0.6 / -0.6b
ME Generator method PDF σ( t¯ q ) stat. unc. scale unc. PDF unc.
[pb] [pb] [pb] [pb]
MG5_aMC@NLO 4FS(NLO) CT10 28.5 ± 0.1 +4.9 / -6.1 +1.8 / -1.7
MG5_aMC@NLO 4FS(NLO) MSTW2008 27.9 ± 0.3 +6.0 / -6.6 +1.0 / -1.1
MG5_aMC@NLO 4FS(NLO) NNPDF 2.3 28.2 ± 0.3 +5.8 / -6.5 +0.9 / -0.9
Powheg-Box 4FS(NLO) CT10 28.2 ± 0.1 +6.5 / -7.0 +1.8 / -1.7b
Powheg-Box 4FS(NLO) MSTW2008 28.0 ± 0.1 +6.5 / -7.0a +1.0 / -1.1b
Powheg-Box 4FS(NLO) NNPDF 2.3 27.8 ± 0.1 +6.5 / -7.0a +0.9 / -0.9b
AcerMC matched(LO) CTEQ6L1 28.8 ± 0.8 +0.9 / -1.7 —
MG5_aMC@NLO 5FS(NLO) CT10 28.8 ± 0.1 +3.1 / -2.2 +1.9 / -1.7
MG5_aMC@NLO 5FS(NLO) MSTW2008 30.4 ± 0.1 +3.0 / -2.2 +1.0 / -1.1
MG5_aMC@NLO 5FS(NLO) NNPDF 2.3 30.3 ± 0.1 +3.3 / -2.3 +0.9 / -0.9
Powheg-Box 5FS(NLO) CT10 29.0 ± 0.1 +3.0 / -2.0 +1.9 / -1.7b
Powheg-Box 5FS(NLO) MSTW2008 30.5 ± 0.1 +3.0 / -2.0a +1.0 / -1.1b
Powheg-Box 5FS(NLO) NNPDF 2.3 30.4 ± 0.1 +3.0 / -2.0a +0.9 / -0.9b
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Table 6.3.: Fiducial acceptance Afid for diﬀerent top quark t -channel single top-
quark samples. a Calculated using AcerMC + Pythia 6. b Calculation taken from
Powheg-Box + Pythia 6.
ME Generator Shower MC method Afid(t q ) stat. unc. scale unc. PDF unc.
[%] [%] [%] [%]
MG5_aMC@NLO Herwig 4FS(NLO) 16.91 ± 0.02 +0.5 / -0.2b ± 0.10a
MG5_aMC@NLO Herwig++ 4FS(NLO) 15.5 ± 0.10 +0.5 / -0.2b ± 0.10a
MG5_aMC@NLO Herwig 7 4FS(NLO) 18.4 ± 0.10 +0.5 / -0.2b ± 0.10a
Powheg-Box Pythia 6 4FS(NLO) 17.26 ± 0.02 +0.5 / -0.2 ± 0.10a
Powheg-Box Pythia 8 4FS(NLO) 17.17 ± 0.02 +0.5 / -0.2b ± 0.10a
Powheg-Box Herwig 4FS(NLO) 17.13 ± 0.02 +0.5 / -0.2b ± 0.10a
Powheg-Box Herwig++ 4FS(NLO) 15.7 ± 0.10 +0.2 / -0.1 ± 0.10a
Powheg-Box Herwig 7 4FS(NLO) 15.7 ± 0.10 +0.1 / -0.1 ± 0.10a
AcerMC Pythia 6 matched(LO) 15.68 ± 0.01 ± 3.1 ± 0.10
MG5_aMC@NLO Herwig++ 5FS(NLO) 16.1 ± 0.10 +0.2 / -0.2 ± 0.10a
MG5_aMC@NLO Herwig 7 5FS(NLO) 16.2 ± 0.10 +0.3 / -0.3 ± 0.10a
Powheg-Box Pythia 6 5FS(NLO) 17.2 ± 0.10 +0.9 / -0.2 ± 0.10a
Powheg-Box Pythia 8 5FS(NLO) 17.3 ± 0.10 +0.5 / -0.3 ± 0.10a
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Table 6.4.: Fiducial acceptance Afid for diﬀerent top antiquark t -channel single top-
quark samples. a Calculated using AcerMC + Pythia 6. b Calculation taken from
Powheg-Box + Pythia 6.
ME Generator Shower MC method Afid( t¯ q ) stat. unc. scale unc. PDF unc.
[%] [%] [%] [%]
MG5_aMC@NLO Herwig 4FS(NLO) 17.07 ±0.02 +0.2 / -0.4b ± 0.16a
MG5_aMC@NLO Herwig++ 4FS(NLO) 16.3 ± 0.2 +0.2 / -0.4b ± 0.16a
MG5_aMC@NLO Herwig 7 4FS(NLO) 18.3 ± 0.2 +0.2 / -0.4b ± 0.16a
Powheg-Box Pythia 6 4FS(NLO) 17.52 ± 0.02 +0.2 / -0.4 ± 0.16a
Powheg-Box Pythia 8 4FS(NLO) 17.45 ± 0.02 +0.2 / -0.4b ± 0.16a
Powheg-Box Herwig 4FS(NLO) 17.36 ± 0.02 +0.2 / -0.4b ± 0.16a
Powheg-Box Herwig++ 4FS(NLO) 15.9 ± 0.2 +0.2 / -0.1b ± 0.16a
Powheg-Box Herwig 7 4FS(NLO) 16.7 ± 0.2 +0.1 / -0.1b ± 0.16a
AcerMC Pythia 6 matched(LO) 16.26 ± 0.01 ± 2.7 ± 0.16
MG5_aMC@NLO Herwig++ 5FS(NLO) 16.2 ± 0.10 +0.2 / -0.2 ± 0.16a
MG5_aMC@NLO Herwig 7 5FS(NLO) 17.1 ± 0.10 +0.4 / -0.3 ± 0.16a
Powheg-Box Pythia 6 5FS(NLO) 18.0 ± 0.10 +0.1 / -0.2 ± 0.16a
Powheg-Box Pythia 8 5FS(NLO) 17.8 ± 0.10 +0.2 / -0.3 ± 0.16a
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6.2. Prediction of the t -Channel Production
Cross-Section at NLO
The measurement of the cross-section ratio Rt can be compared to predictions based on
several different PDF sets at NLO. The calculation is performed with the HATHOR
program [141] which includes the evaluation of the uncertainties on the choice of renor-
malisation and factorisation scales, the parametrisation of the given PDF set and the αs
dependence.
The cross-section calculation is performed using the following electroweak parameters,
which are standard ATLAS prescriptions. The so-called GF scheme, and the µr,f = mt
scales are employed.
• m (W ) = 80.403GeV
• m (Z ) = 91.1876GeV
• m (t ) = 172.5GeV
• GF = 1.166 37 × 10−5GeV−1
The evaluated PDF sets are provided at NLO precision, which generally should match
the order of the associated ME calculation. The calculation uses the facilities provided
by the LHAPDF program v6.1.5 [142]. The cross-section calculation is performed for
the available main PDF sets, as well of sub-sets, including only parts of the experimental
data used to derive them.
The uncertainty on the choice of µr,f is estimated by following the prescription of
independent restricted scale variations, as introduced in Section 3.3.1. The intrinsic
PDF uncertainty of each given set is evaluated. The evaluation of the uncertainties on
Rt involves the correct treatment of the correlation between uncertainties on σtot(t q )
and σtot( t¯ q ). In order to account for the correlated effect the uncertainties have on
σtot(t q ) and σtot( t¯ q ), the variation is applied simultaneously.
Table 6.5 gives the predicted cross-sections of t -channel single top-quark and top-antiquark
production calculated at NLO with HATHOR. The production cross-sections calcu-
lated at NLO are compared to calculations at NLO+NNLL [143] and NNLO [144]
orders of perturbative QCD. The PDF and scale uncertainties are provided for the
NLO and NLO+NNLL calculations, whereas the NNLO calculation only quotes a
scale uncertainty. The PDF uncertainty of the NLO calculation takes the three main
PDF sets CT10, MSTW2008 and NNPDF 2.3 into account, where the central value
of the prediction refers to the midpoint of these three PDF set predictions, and the
uncertainty refers to the envelope w.r.t. the midpoint. The NLO+NNLL calculation
uses the MSTW2008 PDF set and its intrisic PDF uncertainty, while accounting for a
90% C.L. estimation.
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The results of the Rt calculation, including all systematic uncertainties, are summar-
ised in Table 6.6 and displayed in Figure 6.2. Figure 6.3 shows the predicted fiducial
cross-sections for several NLO MC generators. The fiducial cross-sections are calcu-
lated using the total cross-section predicted by each MC generator and each fiducial
acceptance Afid, c.f. Tables 6.2, 6.3, 6.4. The uncertainties on the scale choice and
PDF are considered as 100% correlated between the predicted cross-sections and Afid.
The agreement of all considered MC generators is high. In particular the predictions
involving the Herwig and Pythia 6 PS programs are in very high agreement. Predic-
tions involving theHerwig 7 PS program deviate to smaller cross-sections compared to
the predictions using Herwig and Pythia 6.
Table 6.5.: Inclusive cross section predictions calculated for diﬀerent orders in per-
turbation theory. The PDF and scale uncertainties are provided for the NLO and
NLO+NNLO calculations, as well as on which basis they are evaluated.
NLO NLO+NNLL NNLO
PDF CT10,MSTW2008, NNPDF 2.3 MSTW2008 MSTW2008
PDF unc. PDF4LHC MSTW2008 (90% CL) —
Scale unc. independent var. µ = 0.5 · µ0, µ = µ0 · 2 independent var.
σ(t q ) [pb] 54.9 pb 56.4 pb 54.4 pb
∆σ(t q ) - PDF ±1.6 pb ±1.1 pb —
∆σ(t q ) - Scale −1.1 pb / +1.6 pb −0.3 pb / +2.1 pb −0.2 pb / +0.4 pb
σ( t¯ q ) [pb] 29.7 pb 30.7 pb 29.8 pb
∆σ( t¯ q ) - PDF ±1.4 pb −1.1 pb / +0.9 pb —
∆σ( t¯ q ) - Scale −0.6 pb / +0.9 pb ±0.7 pb −0.2 pb / +0.1 pb
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Table 6.6.: Calculated Rt values for diﬀerent NLO PDF sets together with the uncer-
tainty on the renormalisation and factorisation scale, the internal PDF uncertainty, and
the uncertainty on αs . The statistical uncertainty is negligible.
PDF set Rt scale unc. PDF unc. αs
ABM11 (5 flav.) 1.98 0.1 % / -0.5 % 1.6 % / -1.6 % -1.6 % / 1.6 %
ATLAS (epWZ12) 1.80 0.1 % / -0.5 % 3.7 % / -4.0 % —
CT14 1.88 0.5 % / -0.2 % 3.5 % / -3.5 % 0.5 % / -0.6 %
CT10 1.87 0.4 % / -0.2 % 4.0 % / -4.0 % 0.3 % / -0.4 %
CT10 (+ D0 W asym.) 1.81 0.9 % / -0.4 % 2.6 % / -2.6 % 0.4 % / -0.4 %
HERAPDF 2.0 1.89 0.2 % / -0.5 % 3.2 % / -3.2 % 0.5 % / -0.6 %
HERAPDF 1.5 1.92 0.1 % / -0.5 % 3.3 % / -3.6 % 0.5 % / 0.4 %
JR14 (VF) 1.80 0.5 % / -0.2 % 0.6 % / -0.6 % —
MMHT2014 (68% C.L.) 1.81 0.5 % / -0.3 % 2.3 % / -2.3 % 0.6 % / -0.6 %
MSTW2008 (68% C.L.) 1.83 0.3 % / -0.5 % 2.5 % / -2.0 %
NNPDF 3.0 1.82 0.3 % / -0.3 % 3.4 % / - 3.4 % 0.4 % / -0.3 %
NNPDF 3.0 (no LHC) 1.83 0.1 % / -0.5 % 4.0 % / -4.0 % < 0.1 % / -0.5 %
NNPDF 3.0 (no jet data) 1.82 0.3 % / -0.5 % 5.8 % / -5.8 % < 0.1 % / -0.4 %
NNPDF 3.0 (only HERA) 1.87 0.1 % / -0.6 % 12.5 % / -12.5 % -1.2 % / -2.9 %
NNPDF 3.0 (HERA + ATLAS) 1.89 0.3 % / -0.4 % 12.1 % / -12.1 % -0.8 % / -2.4 %
NNPDF 3.0 (HERA + CMS) 1.87 0.1 % / -0.7 % 9.1 % / -9.1 % 1.3 % / 1.8 %
NNPDF 2.3 1.83 0.2 % / -0.5 % 2.0 % / -2.0 % < 0.1 % / -1.0 %
NNPDF 2.3 (collider only) 1.80 0.2 % / -0.3 % 3.7 % / -3.7 % -0.3 % / -0.2 %
NNPDF 2.3 (no LHC) 1.84 0.4 % / -0.3 % 2.7 % / -2.7 % -0.1 % / -0.9 %
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Figure 6.2.: Values of Rt calculated for diﬀerent NLO PDF sets. The errors contain
the uncertainty on the renormalisation and factorisation scale, the internal PDF uncer-
tainty, and the uncertainty on αs .
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Figure 6.3.: Predicted t -channel single top-quark and top-antiquark ﬁducial cross-
sections for diﬀerent NLO MC generators. The uncertainty on the predictions consists
of the scale uncertainty and the uncertainty on the PDFs.
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Construction of Neural Network Discriminant
This analysis employs a neural network (NN) discriminant to improve the sensitivity
to separate t -channel single top-quark events from background events. NNs combine
the discriminating attributes of several observable distributions into a single discrimin-
ant. In order to define observable distributions the event kinematics needs to be fully
reconstructed, which is described in the following section.
NNs provided by the NeuroBayes® package [145, 146], involve two main aspects. The
first stage is the preprocessing, which ensures the generality of the input quantities.
The second aspect is the training stage, which performs the computation of the indi-
vidual weights leading to the final topology of the NN. Both stages are explained in the
following sections.
7.1. Reconstruction of theW boson and top
quark
In order to access the properties of the top quark it has to be reconstructed from its
decay products. In the first step towards the reconstruction of the `νb system, the
W boson is formed as the four-momentum sum of the selected charged lepton and
the neutrino, pW = pν + pe,µ. The charged lepton pe,µ is measured at high accuracy.
However, the neutrino is measured as missing transverse energy. Its z -component is
not known a priori. Since the neutrino originates from an on-shellW -boson, the pole
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mass of theW bosonm (W ) = 80.4GeV, can be imposed to constrain the z -component
of the ν momentum (pz,ν ). Therefore, pz,ν can be calculated by solving the quadratic
equation:
p2z,ν − 2 ·
µ · pz,`
E2` − p2z,`
· pz,ν +
E2` · p
2
T ,ν − µ2
E2` − p2z,`
= 0 , (7.1)
with µ =
m2W
2
+ cos∆Φ(EmissT , `) · pT ,` · pT ,ν . (7.2)
In case that two real solutions are found, the smaller solution of pz,ν is chosen since that
is closer to the measured EmissT , described in Ref. [147]. In the case thatmT(`ν ) exceeds
m (W ), the radicand becomes negative, leading to an imaginary solution for pz,ν . The
origin of a complex solution is the finite resolution of the EmissT determination, or the
neutrino did not originate from aW boson. However only a real solution of pz,ν is
physically valid. A valid solution is obtained by modifying EmissT such that the radicand
assumes zero. Additional information can be found in Ref. [148].
In order to reconstruct the top quark, the four-momentum of theW boson is added to
the four-momentum of the selected b -tagged jet.
7.2. Discriminating Variables
In order to construct an NN discriminant to separate the signal process and the back-
ground processes, observables that provide significant distinction between the signal
process and the background processes are required to be identified.
Since the event topology has been reconstructed entirely, several observable quant-
ities are derived. The set of considered observables contains the primary kinematic
characteristics of an event, i.e. η ( j ), pT(`), as well as complex relations of angular
and kinematic quantities, i.e. the difference of the transverse momentum between the
`νb system and the EmissT (∆pT(`νb, E
miss
T )) or the cosine of the angle θ
∗ between the
charged lepton and the untagged jet in the rest frame of the reconstructed top quark
(cosΘ(`, j )). The main prerequisite of input observables for the NN is that the em-
ployed models describe the observed data well. In order to validate that the models do
describe the observed data in all respective observable distributions, they are verified in
the two validation regions.
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7.3. Variable Preprocessing
Prior to the training stage of the NN, NeuroBayes® invokes the preprocessing of all
input variables. The preprocessing step is technically not required to formulate the final
NN topology, yet the performance and robustness of the NN training is improved. A
inherent nuisance of the NN training in general is over-training, which is the failure of
incorporating only the generic characteristics of the training sample, but also include
statistical aspects of the sample. Over-training leads to an overestimated performance
of the NN, which does not hold for generic data.
The initial step of the variable preprocessing is the transformation of the range to the
interval [0, 1]. In addition, the distribution is flattened, using variable bin widths, and
finally the distribution of the purity is fitted using a spline function. By means of the
spline function the distribution is converted to a Gaussian distribution with µ = 0
and σ = 1. These steps reduce the impact of extreme outliers and dampen statistical
fluctuations.
The other main objective of the preprocessing is to rank the input variables according to
the sensitivity they contribute to the final NN discriminant. The ranking requires the
knowledge about the degree of correlation amongst all input variables.
The global indicator of the separation power of the NN is given by the total correlation-
to-target quantity. To calculate the total correlation-to-target the correlation-to-target
matrix for all individual input variables is rotated such that only the singular quantity
is determined. The correlation loss is defined as the reduction in total correlation to-
target by the removal of one variable from the input set.
For the ranking, initially the correlation matrix ( (N + 1) × (N + 1)) is determined for
N input variables, plus one bias node. A key measure of the significance of an input
variable is the correlation to the target function, which assumes 1 for the signal process
and 0 for background processes.
The ranking procedure iteratively removes the least significant variable, recalculated in
each iteration, until only the most significant variables remains.
In addition, the input variables are decorrelated to improve the training procedure.
The decorrelation is performed by first calculating the covariance matrix of the pre-
processed input variables, and than they are diagonalised by means of Jacobian rota-
tions.
The significance, σi , is defined in terms of the correlation loss ,ρi , via the size of the
corresponding sample (n): σi = ρi ·
√
n.
Only input variables contributing more than 2σ are considered in the NN training
procedure.
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7.4. Neural Network Training
Neural networks mimic the behaviour of biological neural networks, in terms of col-
lating relevant information from several sources and providing a joint decision as out-
put.
A three-layer feed-forward NN is implemented in the NeuroBayes® program. The first
layer is the input layer that comprises N + 1 nodes, one each for N input variables,
plus one bias node. The second layer is referred to as hidden layer, that consists of
a variable number of hidden nodes. The choice of number of hidden nodes is almost
arbitrary. While very small numbers of hidden nodes, can limit the learning capabilities
of the NN, very large numbers only impair the performance of the learning process.
For this analysis 15 hidden nodes are chosen for any network configuration that is
presented.
The third layer is the output layer, which in case of the binary classification, consists of
one node.
The entropy loss function is defined as:
ED =
n∑
k=1
log
(
1
2
(1 + tk · ok +  )
)
, (7.3)
where tk is the target value, ok is the network output and  is a regularisation con-
stant. This parametrisation of the classification problem poses advantages over other
approaches, since ED assumes infinitely large values for completely wrong classifica-
tions ok = 1 for tk = −1. This behaviour makes it fast for the learning process to
exclude these configurations.
The regularisation constant  is introduced to avoid numerical problems occurring in
the first iterations of the training procedure. The  constant is decreasing per itera-
tion and quickly assumes zero. In addition, a pruning strategy is applied to set very
small weights to zero, which dampens statistical fluctuations and improves the learning
speed.
The training input dataset comprises a mixture of events of the signal process and all
background processes. The mixture of events is 50% for background processes as well
as 50% for the signal process. While the respective mixture is artificial, it improves the
learning capabilities of the network. In case of the background events, the individual
relative contribution is proportional to the process cross-section. In case of the mul-
tijet process the contribution is derived from the multijet event fraction obtained in
Section 5.2.
To validate the trained NN, the training input dataset is split into a training sample
which accounts for 80% of the input events, and a test sample including the remain-
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ing 20%. For consistency the test sample is not used in the training stage. Figure 7.1
shows the loss entropy function as a function of the number of training iterations
for both the training sample and the test sample. The training is concluded when
the change of the entropy loss function w.r.t it’s value in the last iteration becomes
smaller that a predefined threshold, which occurs after eight training iterations, in
this case. The high similarity of both samples indicates that no over-training takes
place.
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Figure 7.1.: Entropy loss function as a function of the number of training iterations.
The training sample is shown in red, the test sample shown in blue.
7.5. Consolidation of Input Variable Set
While an NN could be formed using many input variables, a minimal set of input
variables is regarded optimal, if it maintains the sensitivity provided by a maximal set
of input variables. The sensitivity of the network can be approximated by the total
correlation-to-target quantity provided by the training procedure.
To overcome the limitations of the approximation of the sensitivity using the total
correlation-to-target, the expected total uncertainty of the cross-section measurement,
including all systematic uncertainties is repeated for each configuration. The precision
of this analysis is limited by systematic uncertainties, thus an optimization of the statist-
ical uncertainty is not performed. The considered systematic uncertainties correspond
to preliminary prescriptions in case of the JES uncertainty and the MC generator mod-
eling uncertainties.
A set of 17 observable distributions have been identified that display excellent data MC
agreement in both, the t t¯ VR and theW + jets VR, which serve as the maximum set of
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NN input variables under consideration. Table 7.1 gives the input variables that have
been considered.
In order to determine the minimal set of input variables, an iterative strategy is ap-
plied, in which the least significant input variable is removed and a new NN is trained
with the remaining variables. Finally, 17 NNs are obtained, each differing in the
number of input variables. Figure 7.2 shows the total correlation-to-target as a func-
tion of the number of NN input variables. The total correlation-to-target of the set
of input variables is increasingly degrading after retaining less than seven input vari-
ables.
Table 7.1.: Initial Neural Network input variables
n Variable Correlation Loss.
1 m ( jb ) 38.47
2 |η ( j ) | 22.89
3 m (`νb ) 18.11
4 mT (`ν ) 15.17
5 |∆η (`ν, b ) | 11.43
6 m (`b ) 9.22
7 cos θ∗(`, j ) 7.83
8 EmissT 4.71
9 |∆pT(`, j ) | 3.85
10 ∆η (`, j ) 3.56
11 cosΘ(`, j ) 2.48
12 η (`) 3.77
13 |∆pT(EmissT , b ) | 3.26
14 |∆pT(`ν, `) | 2.83
15 |∆pT(`νb, `) | 2.87
16 |∆pT(b, j ) | 2.82
17 |∆pT(`νb, EmissT ) | 2.03
Figure 7.3 shows the total systematic uncertainty for σfid(t q ), σfid( t¯ q ) and Rt , as a
function of number of NN input variables. The treatment of systematic uncertainties
is introduced in Section 8.2. The relative precision is 0.1 percentage points, which
corresponds to 106 pseudo experiments. The total uncertainty steeply increases after
removing 12 input variables for all three measured quantities. A minimal set of input
variables is chosen to contain the seven most significant input variables from Table 7.1.
This configuration retains the same total systematic uncertainties as any larger input-
variable set.
Another interesting feature can be seen from inspecting the slight decrease in total sys-
tematic uncertainty from eight to seven input variables. This decrease is mostly visible
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top antitop Rt
tchan top 1 8.7% tchan antitop 1 11.5% 38.5 38.5% tchan antitop 1 7.1% 1 100.0%
tchan top 2 9.2% tchan antitop 2 12.3% 44.8 44.8% tchan antitop 2 6.0% 14.1% 6.1%
tchan top 3 7.8% tchan antitop 3 10.5% 48.3 48.3% tchan antitop 3 5.6% 7.3% -18.7%
tchan top 4 7.9% tchan antitop 4 10.0% 50.6 50.6% tchan antitop 4 5.1% 4.6% 1.6%
tchan top 5 7.7% tchan antitop 5 9.1% 51.9 51.9% tchan antitop 5 4.3% 2.5% -3.3%
tchan top 6 7.0% tchan antitop 6 8.3% 52.7 52.7% tchan antitop 6 4.3% 1.5% -8.7%
tchan top 7 6.8% tchan antitop 7 8.3% 53.3 53.3% tchan antitop 7 4.1% 1.1% -3.1%
tchan top 8 7.0% tchan antitop 8 8.4% 53.5 53.5% tchan antitop 8 4.3% 0.4% 2.2%
tchan top 9 tchan antitop 9 53.6 53.6% tchan antitop 9 0.3% #DIV/0!
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tchan top 17 6.9% tchan antitop 17 8.6% 54.3 54.3% tchan antitop 17 3.9% 0.0% -1.8% #WERT!
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Figure 7.2.: The total correlation-to-target quantity as a function of the number of
NN input variables.
for the σfid( t¯ q ) and Rt quantities and hint to the fact that excluding EmissT from the
set of input variables is beneficial for the overall performance. As introduced in Sec-
tion 8.2, a shape uncertainty is assigned to EmissT which has non negligible influence on
the total systematic uncertainty. By removing the EmissT from the set of input variables,
the NN discriminant becomes independent of the individual shape uncertainty asso-
ciated to the EmissT . A similar effect is indicated between the networks containing two
and one input variables, as the |η ( j ) | is removed. Several systematic uncertainties, i.e.
JES η -calibration and NLO-matching method, introduce a strong shape uncertainty
at large |η ( j ) |, where the signal sensitivity reaches maximum. Especially in the case
of the |η ( j ) | input variable, which is a key feature of the signal, a removal is contra-
indicated.
This, however, also indicates an alternative optimisation of the NN input variables,
which has not been investigated in the scope of this thesis. One could estimate the
individual dependence of the total uncertainty for each input variable. Instead of sev-
eral input variables, only one input variable can be used for the NN training. In
case that an input variable is particularly sensitive to one systematic uncertainty, its
resulting total systematic uncertainty is higher compared to that of other input vari-
ables.
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Figure 7.3.: Total systematic uncertainties as a function of the number of NN input
variables. The total systematic uncertainty on the ﬁducial cross-section of top-quark
production, top-antiquark production and the cross-section ratio Rt is shown.
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Table 7.2.: The 7 variables which are used in the training of the neural network
ordered by their importance. The correlation loss of each variable is the loss of cor-
relation to the target by removing the n-th variable.
Variable Corr. loss Definition
m ( jb ) 38.4 % The invariant mass of the untagged jet ( j )
and the b -tagged jet (b ).
|η ( j ) | 22.9 % The absolute value of the pseudorapidity of the untagged jet.
m (`νb ) 18.6 % Top-quark mass reconstructed from the charged lepton,
the neutrino (ν ) and the b -quark jet.
mT(`EmissT ) 13.5 % Transverse mass of the reconstructedW boson.|∆η (`ν, b ) | 11.8 % The absolute value of ∆η of the reconstructedW boson
and the b -tagged jet.
m (`b ) 9.4 % The invariant mass of the charged lepton (` )
and the b -tagged jet.
cos θ∗(`, j ) 8.1 % The cosine of the angle θ∗ between the charged lepton and the
untagged jet in the rest frame of the reconstructed top quark.
7.6. Final NN Discriminant Characteristics
After we established the dedicated observable distributions that are used to perform the
NN training, the agreement of observed data and the MC simulated events need to be
validated in detail in the two validation regions.
Table 7.2 lists the observables which are used as input variables for the NN train-
ing. The variables are given in order of their importance determined by the NN
preprocessing procedure. The correlation loss and the definition of all variables is
provided.
Figure 7.4 illustrates the topology of the NN, where the edges are coloured correspond-
ing to their weight assigned by the NN training. In addition one can see that several
of the hidden nodes are not connected to the output node, since they were subject to
the pruning feature and were removed to improve the learning speed. This also shows
that even if the number of hidden nodes is chosen to be large, the NN training removes
unnecessary nodes itself.
Figures 7.5-7.7 show all input variables in the order of their importance for the NN
training for the `+ channel on the left and `− channel on the right. Figure 7.8 shows the
ONN distribution for the signal and background processes normalised to unit area.
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Figure 7.4.: Final network conﬁguration. The width of the lines correspond to the
weights between the nodes.
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Figure 7.5.: Distributions normalised to unit area of the discriminating variables
m ( jb ), |η ( j ) | and m (`νb ) for the `+ channel (left) and `− channel (right) in the SR.
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Figure 7.6.: Distributions normalised to unit area of the discriminating variables
mT(`EmissT ), |∆η (`ν, b ) | and m (`b ) for the `+ channel (left) and `− channel (right)
in the SR.
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Figure 7.7.: Distributions normalised to unit area of the discriminating variable
cos θ∗(`, j ) for the `+ channel (left) and `− channel (right) in the SR.
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Figure 7.8.: Signal and background ONN distributions normalised to unit area for the
`+ channel (top) and the `− channel (bottom).
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7.6.1. Neural Network Discriminant in the Validation Regions
In order to validate the modeling of the NN input variables of the main background
processes all input variables are inspected in both the W + jets VR and t t¯ VR. The
individual inspection in the W + jets VR and t t¯ VR, enables the modeling of the
W + jets and t t¯ backgrounds to be isolated. Distributions of all input variables in
the W + jets VR are shown in Figures 7.9-7.11 and in the t t¯ VR in Figures 7.12-
7.14.
The distributions are normalised to the number of expected events and compared to
the observed data in the respective distributions. The uncertainty bands represent the
uncertainty in the pre-fit process cross-sections and the bin-by-bin MC statistical un-
certainty, added in quadrature. The level of agreement between MC simulation and
observed data is very high for all of the NN input variables in both theW + jets VR
and t t¯ VR. In case of the m ( jb ) distribution in theW + jets VR, Figures 7.9(a) and
7.9(b), two bins at low m ( jb ) exhibit a discrepancy between MC simulation and data.
The deviation probably originates fromMC generator level cuts in theW + jets Sherpa
MC simulation. The discrepancy have been studied and am ( jb ) > 60GeV requirement
was tested, which had no significant impact on the ONN distribution. Therefore the
discrepancy is neglected.
Figure 7.15 shows theONN distributions in theW + jets VR (top) and t t¯ VR (bottom),
in the `+ channel (left) and `− channel (right). The agreement of MC simulation with
data is excellent.
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Figure 7.9.: Distributions normalised to the number of expected events of the discrim-
inating variables m ( jb ), |η ( j ) | and m (`νb ) for the `+ channel (left) and `− channel
(right) in theW + jets VR. The hatched uncertainty band represents the uncertainty in
the pre-ﬁt process cross-sections and the bin-by-bin MC statistical uncertainty, added
in quadrature. The ratio of observed to predicted (Pred.) number of events in each
bin is shown in the lower panel. Events beyond the axis range are included in the last
bin.
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Figure 7.10.: Distributions normalised to the number of expected events of the dis-
criminating variables mT(`EmissT ), |∆η (`ν, b ) | and m (`b ) for the `+ channel (left)
and `− channel (right) in theW + jets VR. The hatched uncertainty band represents
the uncertainty in the pre-ﬁt process cross-sections and the bin-by-bin MC statistical
uncertainty, added in quadrature. The ratio of observed to predicted (Pred.) number
of events in each bin is shown in the lower panel. Events beyond the axis range are
included in the last bin.
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Figure 7.11.: Distributions normalised to the number of expected events of the dis-
criminating variable cos θ∗(`, j ) for the `+ channel (left) and `− channel (right) in the
W + jets VR. The hatched uncertainty band represents the uncertainty in the pre-ﬁt
process cross-sections and the bin-by-bin MC statistical uncertainty, added in quadrat-
ure. The ratio of observed to predicted (Pred.) number of events in each bin is shown
in the lower panel.
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Figure 7.12.: Distributions normalised to the number of expected events of the dis-
criminating variables m ( jb ), |η ( j ) | and m (`νb ) for the `+ channel (left) and `−
channel (right) in the t t¯ VR. The hatched uncertainty band represents the uncertainty
in the pre-ﬁt process cross-sections and the bin-by-bin MC statistical uncertainty, ad-
ded in quadrature. The ratio of observed to predicted (Pred.) number of events in
each bin is shown in the lower panel. Events beyond the axis range are included in the
last bin.
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Figure 7.13.: Distributions normalised to the number of expected events of the dis-
criminating variables mT(`EmissT ), |∆η (`ν, b ) | and m (`b ) for the `+ channel (left)
and `− channel (right) in the t t¯ VR. The hatched uncertainty band represents the
uncertainty in the pre-ﬁt process cross-sections and the bin-by-bin MC statistical un-
certainty, added in quadrature. The ratio of observed to predicted (Pred.) number of
events in each bin is shown in the lower panel. Events beyond the axis range are in-
cluded in the last bin.
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Figure 7.14.: Distributions normalised to the number of expected events of the dis-
criminating variable cos θ∗(`, j ) for the `+ channel (left) and `− channel (right) in the
t t¯ VR. The hatched uncertainty band represents the uncertainty in the pre-ﬁt process
cross-sections and the bin-by-bin MC statistical uncertainty, added in quadrature. The
ratio of observed to predicted (Pred.) number of events in each bin is shown in the
lower panel.
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Figure 7.15.: Distributions of the neural network output: Distributions normalised to
the number of expected events of the discriminating variables for the `+ channel (left)
and `− channel (right) in theW +jets VR (top) and the t t¯ VR (bottom). The hatched
uncertainty band represents the uncertainty in the pre-ﬁt process cross-sections and
the bin-by-bin MC statistical uncertainty, added in quadrature. The ratio of observed
to predicted (Pred.) number of events in each bin is shown in the lower panel.
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Measurement of t -channel single top-quark
cross-sections
The cross-sections of the t -channel single top-quark and top anti-quark are extracted
by performing a maximum-likelihood fit to the ONN distributions in the `+ chan-
nel and `− channel simultaneously. By means of the ML-fit the quantities σfid( t q ),
σfid( t¯ q ) are obtained which refer to the fiducial phase space. The total cross-sections
are subsequently extrapolated to the full phase space, and their ratio Rt is determined.
The CKM-matrix element fLV · |Vt b | is extracted using the total combined cross-section
σtot( t q + t¯ q ), which is the sum of σtot( t q ) and σtot( t¯ q ).
Due to the optimised separation of signal and background events in the NN, the ONN
discriminant provides a high sensitivity in obtaining the signal yield as well as the back-
ground normalisation.
This Chapter introduces the formulation of the ML fit and the estimation of the sys-
tematic uncertainties on the measurement. A detailed discussion of the systematic un-
certainties, as well as the obtained results are part of this Chapter.
8.1. Statistical Methods
The likelihood function that is used in the ML as well as the uncertainty estimation are
introduced briefly in this Section.
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8.1.1. Binned Maximum-Likelihood Fit
The binned ML-fit that is employed to determine the signal and background contribu-
tions of the ONN discriminant distributions is constructed of a product of the Poisson
likelihood terms P and a Gaussian prior G, shown in Equation 8.1. The Poisson term
represents the number of events in each bin of the histogram and the Gaussian term en-
codes the uncertainty on the normalisation of the background processes. The Gaussian
term can be interpreted as a penalty term, which reduces the value of the likelihood
if the fit assumes normalisations of the background processes that deviate from the
theory predictions. The strength of the penalty is inverse proportional to the relative
uncertainty on the respective cross-section.
L
(
β st q, β
s
t¯ q, β
b
j
)
=
M∏
k=1
P (nk ; µk ) · B∏
j=1
G
(
βbj ; 1.0,∆ j
)
(8.1)
The likelihood function has five parameters that are modified by the fitting proced-
ure to maximise the likelihood function. The first two parameters, β st q and β st¯ q are
the scale factors of the signal processes, and βbj are the scale factors for all considered
background processes B , where j is the index of each individual background process.
The index k iterates over all bins of the ONN discriminant histogram M . The Poisson
function P (nk ; µk ) for bin k is given by
P (nk ; µk ) =
e−µk · µnkk
nk !
where nk denotes the number of observed events in collision data in bin k, and µk is
the sum of the number of expected events of signal and background processes in bin
k:
µk = µ
s
t q,k+µ
s
t¯ q,k+
B∑
j=1
µbjk , µ
s
t ( t¯ )q,k = β
s
t ( t¯ )q · ν˜
s
t ( t¯ )q · α
s
t ( t¯ )q,k , and µ
b
jk = β
b
j · ν˜ j · α jk .
Where ν˜ s is the number of signal events predicted in the selected data set, and ν˜ j cor-
responds to the predicted number of background events of background j . The tem-
plate fraction α jk refers to the value of the normalised predicted template of process
j in bin k. The normalisation condition of the template distributions is
∑M
i=0 α
s,b
k =
1.
The second product of the likelihood function is the Gaussian prior G, which is defined
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as follows
G(βbj ; 1.0,∆ j ) =
(
2pi ·∆2j
)− 12 · exp *...,
−
(
βbj − 1
)2
2∆2j
+///-
where ∆ j corresponds to the relative theoretical uncertainty on each background pro-
cess cross-section. Table 8.1 contains the cross-section uncertainties ∆ j , that are used in
the ML fit.
Table 8.1.: Relative uncertainties on the background cross sections as applied as Gaus-
sian constraints in the maximum likelihood ﬁt.
Background process ∆ j [%]
W + + jets 21
W − + jets 21
t t¯,W t, t b¯ 6.6
Z+jets, VV fixed
Multijet fixed
The computation of the maximisation of the likelihood function is performed by us-
ing the negative logarithm of it, which improves numerical stability of the procedure.
The minimisation is performed using the MINUIT minimisation package [149], by vari-
ation of the likelihood parameters. The fiducial cross-sections are calculated by using
the estimators of the signal scale factors, called βˆ st q and βˆ st¯ q . The estimated number
of signal events is therefore determined νˆ st q = βˆ st q · ν˜ st q and νˆ st¯ q = βˆ
s
t¯ q · ν˜
s
t¯ q . Finally,
the fiducial cross-sections are computed via Equation 6.4: σfid(t q ) =
Nfid
Nsel
·
νˆ st q
Lint and
σfid( t¯ q ) =
Nfid
Nsel
·
νˆ st¯ q
Lint .
Table 8.2 shows the result of the ML-fit for all processes and the `+ channel and `−
channel.
8.1.2. Uncertainty Estimation in the Frequentist Approach
The uncertainty on the measured quantities is of paramount importance of this thesis,
since it’s comprehensive determination enables a correct interpretation of the results as
well as an assessment of the achieved measurement precision.
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Table 8.2.: Event yields for the diﬀerent processes estimated with the ﬁt to the NN
distribution compared to the numbers of observed events. Only the statistical uncer-
tainties are quoted. The Z + jets and VV contributions and the multijet background
are ﬁxed in the ﬁt; therefore no uncertainty is quoted for these processes.
Process νˆ (`+) νˆ (`−)
t q 11 800± 200 17± 1
t¯ q 11± 1 6920± 170
t t¯,W t, t b¯/t¯ b 19 300± 740 18 900± 730
W ++ jets 18 800± 780 48± 2
W −+ jets 23± 1 13 100± 740
Z,VV + jets 1290 1190
Multijet 4520 4520
Total estimated 55 800± 1100 44 700± 1100
Data 55 800 44 687
The employed frequentist formulation of the uncertainty estimation relies on the gen-
eration of pseudo experiments which reflect all possible measurements. The key idea of
the generation of pseudo experiments is that only one realisation of the observed data
was collected with the ATLAS experiment, and an infinitely large set of measurements
would encompass all possible variations due to systematic uncertainties.
The pseudo experiments are generated to mimic many realisations of the observed data,
accounting for uncertainties on the measured quantities i.e. jet pT. For each pseudo
experiment, the ML-fit is repeated, obtaining a set of βˆ st q and βˆ st¯ q . The effect on νˆ is
decomposed into two orthogonal variations, the first is the relative acceptance-variation
∆νˆ/νˆ and the second is a variation of the template shape of the ONN distribution. The
relative variation of the template shape is given for bin k by αk . For each systematic
uncertainty a random number δi is introduced which is Gaussian-distributed, with
mean zero and width one. A pseudo experiment is created with the given strength δi
of systematic uncertainty i, which corresponds to its acceptance and template shape
component, resulting in a 100% correlated treatment of the individual uncertainty
components.
In addition a systematic uncertainty ∆ j on the cross-section prediction for all back-
ground processes is considered, c.f. Table 8.1. A variation of ν˜ j is introduced to all
pseudo experiments, where the variation corresponds to a log-normal distribution,
which ensures a physically valid, positive background prediction. The limited size of
the samples of MC simulated events is accounted for by variation of the template shape
αk according to a Gaussian distribution using the RMS of the statistical uncertainty in
each bin k.
8.1 Statistical Methods 131
)tq(β
0.8 1 1.2
P s
e u
d o
 e
x p
e r
i m
e n
t s
0
5000
10000
Mean:    1.00
RMS:     0.058
Figure 8.1.: Distribution of βˆ st q for 100000 pseudo experiments considering all
sources of systematic uncertainties. The RMS of the distribution corresponds to the
relative total systematic uncertainty of the σﬁd(t q) measurement.
More details can be found in Ref. [147, 150, 151].
Figure 8.1 shows the distribution of βˆ st q for all generated pseudo experiments. For
this analysis 100000 pseudo experiments have been generated, which corresponds to a
residual statistical uncertainty of 0.3%. The RMS refers to the relative total systematic-
uncertainty on σfid( t q ).
Figure 8.2 shows the correlation of the t t¯ +W t + t b¯ andW + jets processes for the `+
channel (a) and `− channel (b). A correlation coefficient of ρ = −0.91 is determined.
The high correlation of both processes in theONN discriminant distribution originates
in the similar contribution to the event yield. In the training process, both backgrounds
are considered of nearly equal importance to be distinguished from the signal, leading
to a similarONN shape for both background processes. There is no consequence for the
determination of the signal yield, but the individual estimates for either t t¯ +W t + t b¯
orW + jets processes are not reliable.
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Figure 8.2.: Correlation of theW + jets and t t¯ +W t + t b¯ background processes in
the `+ channel in (a) and the `− channel in (b).
8.1 Statistical Methods 133
8.1.3. Post-ﬁt Distributions
After the ML-fit to the ONN discriminant is performed, the observed ONN discrim-
inant distribution in collision data is compared to the compound model of signal and
background processes in Figure 8.3. The individual contributions are scaled to the fit
result, and the uncertainty is given by the post-fit acceptance uncertainty on all con-
sidered processes. In case of the Z + jets and multijet contributions, the pre-fit normal-
isation uncertainty is used, given in Table 8.7. The agreement of collision data and the
compound model is very good over the entire range of theONN distribution for the `+
channel and `− channel.
In addition, Figure 8.4 to 8.6 show the distributions of all input variables used in the
NN training, where the processes are scaled to the individual fit result.
A very good agreement of the MC prediction to collision data in all input variable dis-
tributions is observed in both the `+ channel and the `− channel, with the exception of
the high mT(`ν )-tail in Figures 8.5(a) and 8.5(b). The reason for this disagreement was
studied in detail and revealed a normalisation discrepancy of the t t¯ +W t + t b¯ processes.
The high mT(`ν )-tail is the most pure t t¯ +W t + t b¯ process region of all input variable
distribution, which therefore is highly sensitive to the accuracy of the normalisation of
the t t¯ +W t + t b¯ process in the fit. As stated in Section 8.1.2, the high correlation of
both t t¯ +W t + t b¯ andW + jets processes do not enable to extract the individual norm-
alisations reliable, which is demonstrated in the highmT(`ν )-tail. The discrepancy was
also removed, requiring mT(`ν ) < 120GeV, to study the impact on theONN distribu-
tion and subsequently the agreement of collision data and the compound model. The
impact of the additional mT(`ν ) requirement is found to be negligible, hence, events
with mT(`ν ) > 120GeV are included in the final event selection.
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Figure 8.3.: Distributions of the neural network output: The observed distribution
in the signal region of (a) the `+ channel channel and (b) the `− channel channel is
compared to the distribution of simulated signal and background events normalised to
the number of ﬁtted events. The ratio of observed and expected number of events in
each bin is shown in the lower panel. The uncertainty band contains the post-ﬁt rate
uncertainties for all processes and the MC statistical uncertainty.
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Figure 8.4.: The observed distribution of the three most discriminating input vari-
ables in the signal region of (left) the `+ channel channel and (right) the `− channel
channel is compared to the distribution of simulated signal and background events nor-
malised to the number of ﬁtted events. The uncertainty band represents the post-ﬁt
normalisation uncertainty and the uncertainty due to limited sample size. The ratio
between the observed and expected number of events in each bin is shown in the lower
panel.
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Figure 8.5.: The observed distribution of three input variables in the signal region of
(left) the `+ channel channel and (right) the `− channel channel is compared to the
distribution of simulated signal and background events normalised to the number of
ﬁtted events. The uncertainty band represents the post-ﬁt normalisation uncertainty
and the uncertainty due to limited sample size. The ratio between the observed and
expected number of events in each bin is shown in the lower panel.
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Figure 8.6.: The observed distribution of the cos θ∗(`, j ) input variable in the signal
region of (a) the `+ channel channel and (b) the `− channel channel is compared to
the distribution of simulated signal and background events normalised to the number
of ﬁtted events. The uncertainty band represents the post-ﬁt normalisation uncertainty
and the uncertainty due to limited sample size. The ratio between the observed and
expected number of events in each bin is shown in the lower panel.
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8.1.4. Post-ﬁt Distributions in a Highly Enriched Signal Region
In addition to the distributions of the NN input observables normalised to the fit result,
a closer inspection on the agreement of collision data and the simulated models of the
signal and background processes can be performed. Only events which satisfy ONN >
0.8 are selected, which is the value of the evaluation of the neural network discriminant.
TheONN requirement is applied on top of the selection.
Figure 8.7 shows the three most discriminating input observables of the NN, normal-
ised to the results of the ML fit. The uncertainty band represents the post-fit uncer-
tainty on the individual processes and the uncertainty due to the limited sample size. A
very good agreement of the simulated models to collision data is observed.
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Figure 8.7.: The observed distribution of the three most discriminating input variables
in the signal region+ONN > 0.8 of (left) the `+ channel channel and (right) the `−
channel channel is compared to the distribution of simulated signal and background
events normalised to the number of ﬁtted events. The uncertainty band represents the
post-ﬁt normalisation uncertainty and the uncertainty due to limited sample size. The
ratio between the observed and expected number of events in each bin is shown in the
lower panel.
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8.2. Estimation of Systematic Uncertainties
The cross-section measurements consider an extensive list of systematic uncertainties
which encompass several different categories.
The considered categories include detector-related uncertainties, theoretical modeling
and PDF uncertainties. In addition, the uncertainties due to the limited sample size,
theoretical cross-sections and luminosity are evaluated.
8.2.1. Object Energy Scale/Resolution and Eﬃciencies
The uncertainties on objects, defined in Chapter 4, are derived from the residual differ-
ence of the MC model description and the reconstructed objects from observed data.
The calibration of the energy of electrons, muons, jets and EmissT corrects the acceptance
difference of MC simulation to the observed spectra. The correction-factor uncertain-
ties are propagated to the event yields and observables.
Lepton reconstruction:
The mis-modeling of both electron and muon trigger, reconstruction and selection
efficiencies are corrected in simulated events by scale factors to the observed lepton
kinematics in collision data. The scale factors are mostly derived from leptonic Z bo-
son and J /Ψ decays as functions of the lepton kinematics, as are the corresponding
uncertainties on the scale factors, c.f. Section 4.
Lepton momentum scale and resolution:
The lepton momentum scale and resolution of simulated events are corrected to match
the observed kinematic distributions in collision data. The associated uncertainty on
the correction scale-factors correspond to variations in selection criteria, which are
propagated through the analysis. To estimate the effect of the lepton momentum resol-
ution uncertainty, the lepton momentum is smeared in simulation to match the resolu-
tion in data [152]. Table 8.3 shows the magnitude of the systematic uncertainties on the
fiducial cross-sections and Rt , related to the lepton reconstruction.
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Table 8.3.: Breakdown of the systematic uncertainties associated to the lepton recon-
struction on the observed values for the ﬁducial cross sections as well as for Rt .
Source ∆σfid(t )σfid(t ) [%]
∆σfid( t¯ )
σfid( t¯ )
[%] ∆Rt,fidRt,fid [%]
Muon momentum resolution (ID) ± 0.0 ± 0.2 ± 0.3
Muon momentum scale ± 0.1 ± 0.1 ± 0.2
Muon momentum resolution ± 0.1 ± 0.1 ± 0.3
Electron energy resolution ± 0.2 ± 0.1 ± 0.3
Electron energy scale ± 0.3 ± 0.2 ± 0.2
Lepton trigger scalefactor ± 1.4 ± 1.4 ± 0.1
Lepton ID scalefactor ± 1.3 ± 1.4 ± 0.2
Lepton Reco scalefactor ± 0.3 ± 0.1 ± 0.1
Electron Charge ID ± 0.1 ± 0.2 ± 0.2
Jet energy scale:
The jet energy scale ( JES) of reconstructed jets is obtained from collision data and sim-
ulation. The JES uncertainty comprises 22 components each corresponding to an or-
thogonal source. The uncertainty components originate from the calibration method,
the calorimeter response, the detector simulation, and the employed physics model in
simulation and are grouped into categories accordingly.
• Detector: Uncertainties related to the detector description, e.g. electron resolu-
tion and energy scale.
• Pile-up: Uncertainties associated to pile-up corrections as outlined in Ref. [153].
• Statistical: Uncertainties due to the limited size of samples of MC simulated
events and datasets.
• Physics modeling: Uncertainties associated to the choice of modeling techniques,
e.g. MC generator choice and radiation modeling.
• η inter-calibration modeling: Uncertainties associated to the calibration of for-
ward jets.
• Flavour: Uncertainty on the flavour composition.
• Mixed detector and modeling: Uncertainties that cannot be fully distinguished
between detector effect and physics modeling uncertainty.
• Single hadron response: Uncertainty due to high-pT objects are defined.
• Punch-through: Uncertainty on jets which are not fully contained by the calori-
meter system.
The full parametrisation of the uncertainty components is explained in Ref. [154].
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Figure 8.8 shows the fractional components of the JES as a function of pT (a) and η (b)
of the jet. For this comparison the jet flavour uncertainties are evaluated assuming 50%
gluon-initiated jets and 50% uncertainty on the fraction of gluon-initiated jets. This
assumption is alleviated as described in the following paragraph.
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Figure 8.8.: Total JES as a function of pT in (a) and η in (b). The individual contri-
butions are added in quadrature. The contribution of the jet-ﬂavour uncertainty cor-
responds to a gluon-jet fraction of 50% and an uncertainty in this fraction of 50%
[155].
Jet flavour uncertainties:
Two components of the JES uncertainty correspond to the uncertainty in the fraction
of gluon-initiated jets over quark-initiated jets. The JES flavour-composition and JES
flavour-response uncertainties rely on the fraction of gluon-initiated jets due to ambi-
guities in the calibration. The ATLAS calibration of the JES flavour-uncertainties is
parametrised in the two-dimensional plane of pT and η of the jets. Due to the fact that
a positive b -tag is strong evidence for a jet stemming from a quark, b -tagged jets are
excluded from the determination of the gluon-jet fraction.
The flavour of the jets is accessed via the MC record, where the quarks or gluons in the
event are associated to the jets using ∆R-matching.
The uncertainty on the gluon-jet fraction is estimated by comparing Powheg-Box +
Pythia 6 with Powheg-Box + Herwig, MadGraph 5_aMC@NLO + Herwig with
Powheg-Box +Herwig as well as scale variations using Powheg-Box + Pythia 6. The
combined uncertainty is calculated by adding the deviation to the nominal case of all
generators in quadrature.
Figure 8.9(a) shows the gluon-jet fraction in the η–pT plane, which is around 10% gluon
initiated jets in average. The uncertainty is around 10% to 20% absolute, displayed in
Figure 8.9(b)
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JES η inter-calibration modeling:
The η inter-calibration modeling component of the JES uncertainty reflects the rising
uncertainty on the JES calibration at high pseudorapidities. The JES calibration is
performed using the pT-balance technique [156], which essentially is a tag-and-probe
method to select dijet events, where one centrally produced jet is balanced against a
more forward jet. The probability of additional radiation being present in the event
rising with the pseudorapidity difference of the central and forward jet. Therefore
this technique is very sensitive to the modeling of radiation effects in the MC event
simulation, in particular for very forward jets.
The radiation modeling uncertainty is estimated by the comparison of Sherpa and
Powheg-Box+ Pythia 8. The differences of these MC generators contribute the largest
part of this JES uncertainty component, as seen in Figure 8.10, referred to as MC
modeling uncertainty. Figure 8.11 displays the corresponding effect on the template
distribution of the signal processes in the ONN distribution. The impact of the JES
η inter-calibration modeling enters via the high dependence of the NN on the |η ( j ) |
variable.
Table 8.4 shows the magnitude of the systematic uncertainties on the fiducial cross-
sections and Rt , related to the jet reconstruction.
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Figure 8.9.: Gluon fraction of non b -jets (a) and the corresponding uncertainty (b).
Jet energy resolution:
The finite detector resolution leads to a related uncertainty on the jet energy meas-
urement. The effect is estimated by smearing the jet energy in MC simulated events
according to previous measurements of the jet energy resolution.
Jet reconstruction efficiency:
The reconstruction efficiency of jets is estimated in minimum bias events. As shown
in Ref. [157], given the analysis jet pT threshold of 30GeV, no significant effect is
expected, since the jet reconstruction is fully efficient.
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Figure 8.11.: Template shape uncertainty of the JES η-inter-calibration uncertainty in
the `+ channel (a) and the `− channel (b).
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Table 8.4.: Breakdown of the JES related systematic uncertainties on the observed
values for the ﬁducial cross sections as well as for Rt .
Source ∆σfid(t )σfid(t ) [%]
∆σfid( t¯ )
σfid( t¯ )
[%] ∆Rt,fidRt,fid [%]
b -jet energyscale ± 0.1 ± 0.2 ± 0.1
JES single particle ± 0.1 ± 0.2 ± 0.1
JES punch through ± 0.1 ± 0.2 ± 0.1
JES pile-up µ ± 0.1 ± 0.1 ± 0.2
JES pile-up nvtx ± 0.1 ± 0.1 ± 0.0
JES pile-up pT ± 0.2 ± 0.1 ± 0.1
JES pile-up ρ ± 0.1 ± 0.3 ± 0.3
JES flavour composition ± 0.0 ± 0.1 ± 0.1
JES flavour response ± 0.1 ± 0.1 ± 0.1
Jet vertex fraction ± 0.0 ± 0.2 ± 0.1
JES η intercalibration model ± 2.7 ± 3.0 ± 0.3
JES η intercal. statistical ± 0.1 ± 0.1 ± 0.2
JES detector 1 ± 0.1 ± 0.2 ± 0.1
JES detector 2 ± 0.1 ± 0.1 ± 0.2
JES detector 3 ± 0.1 ± 0.1 ± 0.2
JES mixed detector and modeling 1 ± 0.1 ± 0.1 ± 0.2
JES mixed detector and modeling 2 ± 0.1 ± 0.2 ± 0.2
JES mixed detector and modeling 3 ± 0.1 ± 0.0 ± 0.2
JES mixed detector and modeling 4 ± 0.1 ± 0.2 ± 0.3
JES physics modeling 1 ± 1.3 ± 1.4 ± 0.1
JES physics modeling 2 ± 0.1 ± 0.2 ± 0.1
JES physics modeling 3 ± 0.1 ± 0.2 ± 0.1
JES physics modeling 4 ± 0.1 ± 0.1 ± 0.2
JES statistical 1 ± 0.1 ± 0.2 ± 0.2
JES statistical 2 ± 0.1 ± 0.1 ± 0.1
JES statistical 3 ± 0.2 ± 0.2 ± 0.1
JES statistical 4 ± 0.1 ± 0.2 ± 0.2
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Missing transverse energy:
Since the measurement of missing transverse energy directly depends on the precision
with which leptons and jets are determined, the scale and resolution uncertainty on
those objects are propagated to the uncertainty calculation on the EmissT . Two ad-
ditional uncertainties, that are inherent to the EmissT determination, are considered.
The contributions of calorimeter cells that are not associated to jets are considered
and called CellOut term. The other contribution which is taken into account are
soft jets with 7GeV < p jetT < 20GeV. These soft jets originate mainly from pile-
up.
Flavour-tagging efficiency:
The uncertainty on the b/c -tagging efficiency and the mis-tag rate are considered for
this analysis. The flavour-tagging performance for the specific MV1c b -tagging al-
gorithm in MC simulated events is corrected to match the performance in collision
data. The calibration results are obtained by a combination of two methods, system8
and t t¯ combinatorial-likelihood. One method (system8) is based on a sophisticated
tag-and-probe technique and the second method uses a combinatorial likelihood ap-
proach which is applied to dileptonic t t¯ events, as introduced in Section 4.1.6. The
uncertainties on the scale factors of b/c -tagged jets as well as mis-tagged jets are propag-
ated independently through the analysis.
The scale factors are obtained in bins of pT, which correspond to individual compon-
ents of each flavour-tagging uncertainty. Since the measured cross-sections are charge
exclusive the distinct difference in acceptance between b -quark and b¯ -quark initiated
jets needs to be taken into account. The b − b¯ acceptance uncertainty is determined
by comparing the b -tagging efficiency of t q and t¯ q MC simulated events. Table 8.5
contains the impact on each systematic variation on the measured cross-sections, and
their ratio Rt .
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Table 8.5.: Breakdown of the b -tagging related systematic uncertainties on the ob-
served values for the ﬁducial cross sections as well as for Rt .
Source ∆σfid(t )σfid(t ) [%]
∆σfid( t¯ )
σfid( t¯ )
[%] ∆Rt,fidRt,fid [%]
b -tag scalefactor C0 ± 0.1 ± 0.1 ± 0.2
b -tag scalefactor C1 ± 0.1 ± 0.0 ± 0.1
b -tag scalefactor C2 ± 0.1 ± 0.1 ± 0.2
b -tag scalefactor C3 ± 0.1 ± 0.2 ± 0.1
b -tag scalefactor C4 ± 0.1 ± 0.1 ± 0.2
b -tag scalefactor C5 ± 0.3 ± 0.2 ± 0.2
b -tag scalefactor C6 ± 0.4 ± 0.2 ± 0.1
b -tag scalefactor C7 ± 0.9 ± 0.9 ± 0.2
b -tag scalefactor C8 ± 0.1 ± 0.1 ± 0.2
c -tag scalefactor C0 ± 0.1 ± 0.2 ± 0.1
c -tag scalefactor C1 ± 0.1 ± 0.2 ± 0.2
c -tag scalefactor C2 ± 0.1 ± 0.1 ± 0.1
c -tag scalefactor C3 ± 0.1 ± 0.1 ± 0.2
mis-tag scalefactor C0 ± 0.1 ± 0.2 ± 0.3
mis-tag scalefactor C1 ± 0.1 ± 0.1 ± 0.1
mis-tag scalefactor C2 ± 0.0 ± 0.2 ± 0.2
mis-tag scalefactor C3 ± 0.1 ± 0.2 ± 0.3
mis-tag scalefactor C4 ± 0.1 ± 0.3 ± 0.3
mis-tag scalefactor C5 ± 0.1 ± 0.1 ± 0.2
mis-tag scalefactor C6 ± 0.1 ± 0.2 ± 0.2
mis-tag scalefactor C7 ± 0.1 ± 0.1 ± 0.2
mis-tag scalefactor C8 ± 0.0 ± 0.2 ± 0.1
mis-tag scalefactor C9 ± 0.1 ± 0.1 ± 0.1
mis-tag scalefactor C10 ± 0.0 ± 0.2 ± 0.1
mis-tag scalefactor C11 ± 0.1 ± 0.2 ± 0.2
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8.2.2. Monte Carlo Generators and Parton Densities
The uncertainties on the modeling of the MC simulated events are estimated by differ-
ent MC event generators introduced in Chapter 3. The employed models introduce cer-
tain parametrisations and methodology to which systematic uncertainties are assigned
to estimate the level of confidence in the modeling. As introduced in Section 1.3, sev-
eral PDF sets have been developed to provide the parton densities employed to perform
the MC simulation. In order to estimate the systematic uncertainty on the choice of
PDF set, the PDF4LHC15 prescriptions [158] of the authors of the main PDF sets are
being followed.
Choice of parton shower:
In order to estimate the level of uncertainty due to the choice of parton-shower simula-
tion, Powheg-Box+ Pythia 6 is compared with Powheg-Box+Herwig. The effects of
hadronisation and parton shower are compared. In case of the t b¯ process contribution,
no sample of MC events generated with Powheg-Box+Herwig is available. Therefore,
the choice of parton-shower systematic uncertainty only considers the t t¯ andW t pro-
cesses. Figures 8.12(a) and 8.12(b) show the impact of the parton-shower uncertainty
on the ONN distribution in the `+ channel for the t q and t t¯ +W t + t b¯ processes,
respectively and the `− channel in Figures 8.13(a) and 8.13(b).
Scale choice:
An uncertainty on the choice of factorisation and renormalisation scale in the matrix
element computation is assigned by variation of both µf and µr scales independently.
MC simulated events using the nominal MC event generator Powheg-Box+ Pythia 6,
are produced with varied µf and µr by a factor of 0.5 and 2.0 simultaneously. In ad-
dition, a corresponding shower MC tune of Pythia 6, with modified αs , is chosen to
match the scale variation in the ME, as explained in Section 3.3.1. A detailed list of
modified parameters of the shower tune is given in Ref. [101]. Figures 8.12(c) and
8.12(d) show the impact of the scale uncertainty on the ONN distribution in the `+
channel for the t q and t t¯ +W t + t b¯ processes, respectively and the `− channel in
Figures 8.13(c) and 8.13(d).
NLO-matching method:
The uncertainty due to the NLO-matching method is estimated by the comparison of
MC@NLO and Powheg-Box, interfaced withHerwig, in case of t t¯ production, t b¯ and
W t single top-quark production. In case of the signal processes t q and t¯ q production,
MadGraph 5_aMC@NLO + Herwig is compared to Powheg-Box + Herwig. The
difference in acceptance and ONN shape is extrapolated to cover the ±1σ uncertainty
around the nominal sample of simulated events using Powheg-Box + Pythia 6. Fig-
ures 8.12(e) and 8.12(f) show the impact of the NLO-matching method uncertainty on
theONN distribution in the `+ channel for the t q and t t¯ +W t + t b¯ processes, respect-
ively and the `− channel in Figures 8.13(e) and 8.13(f). The particularly large impact
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that can be observed at high values of ONN is emerging from the dependence on the
NN of the highly significant input variable |η ( j ) |. The uncertainty exploits specific
differences in the modeling of forward jets in the compared MC event generators. The
difference originates in the description of additional gluon radiation inMC@NLO and
Powheg-Box. The effect is enhanced in the selected phase-space leading to a 10-20%
deviation between the predictions of |η ( j ) |.
Figure 8.14 shows the |η ( j ) | distribution of the untagged jet for three different MC gen-
erators in the SR after applying a cut on theONN distribution, defined in Section 8.1.4.
By requiring ONN > 0.8 for the selection of the highly enriched signal region, the
impact of systematic uncertainties on the template shape can be studied in detail. In
Figure 8.14(a), the |η ( j ) | distribution is shown for three t -channel single top-quark
MC generators. The nominal Powheg-Box + Pythia 6 MC generator is compared to
Powheg-Box + Herwig and MadGraph 5_aMC@NLO + Herwig, which are used to
define the uncertainty in the NLO-matching method and choice of parton shower un-
certainties. The difference in the signal modeling at high values of |η ( j ) | is approaching
20%, and mainly leads to the final systematic uncertainty. Figure 8.14(b) also shows
the |η ( j ) | distribution but in case of the t t¯ +W t + t b¯ processes. The conclusion on the
final systematic uncertainties is similar as for the signal process, while the differences at
high values of |η ( j ) | are even larger.
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Figure 8.12.: The template shape components of the signal-modeling (left) and top-
background modeling (right) uncertainties in the `+ channel.
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Figure 8.13.: The template shape components of the signal-modeling (left) and top-
background modeling (right) uncertainties in the `− channel.
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Figure 8.14.: Distribution of |η ( j ) | in the SR+ONN > 0.8 region, for the signal
process in (a) and for the t t¯ +W t processes in (b). The nominal Powheg-Box
+ Pythia 6 MC generator is compared to Powheg-Box + Herwig and Mad-
Graph 5_aMC@NLO + Herwig.
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PDF sets:
The uncertainty on the PDF set is estimated by means of the PDF4LHC15 recom-
mendation. A special PDF set, called PDF4LHC15, has been devised by the PDF
groups, to provide the uncertainty estimate for the main PDF sets, CT14, MMHT14
andNNPDF 3.0. The PDF4LHC15 PDF set provides different modes, which are suited
for different analysis types. It is recommended to evaluate the mode that provides 30
eigenvectors (neig = 30), that are orthogonal components, for this type of analysis.
All eigenvectors are evaluated to extract the full coverage in terms of acceptance and
ONN-shape uncertainty. The eigenvectors comprise a so-called Hessian PDF-set, which
are combined following the Hessian approach, given in Equation 8.2, where F (S+k )
and F (S−k ) are the predictions for the k − th eigenvector of a PDF set. The term ∆F
corresponds to the total symmetric uncertainty.
∆F =
1
2
√√neig∑
k=0
[(
F (S+k ) − F (S−k )
)]2
(8.2)
Equation 8.2 is adapted to approximate the shift of NselNfid :
∆
Nsel
Nfid
=
1
2
√√√neig∑
k=0

*.,
N k,+sel
N k,+fid
− N
k,−
sel
N k,−fid
+/-

2
(8.3)
Figures 8.15(a) and 8.15(b) show the ratio NselNfid for all eigenvectors of the PDF4LHC
PDF set for t q production and t¯ q production, respectively. The acceptance uncer-
tainty considered on the fiducial cross-section corresponds to ∆NselNfid . The PDF uncer-
tainty on the fiducial acceptance is also obtained corresponding to the ∆Afid variations
for all eigenvector variations. The PDF uncertainty estimated on Afid are shown in
Figures 8.15(c) and 8.15(d). The estimation on the PDF uncertainty on the extra-
polated total cross-section is done correlated and summarised in Figures 8.15(e) and
8.15(f).
An additional uncertainty is assigned to the comparison of the central value of PDF4LHC15
andCT10, since theCT10 PDF-set is not included in the determination of the PDF4LHC15
PDF-set. The resulting uncertainty yields 0.2% in the `+ channel and 0.4% in the `−
channel.
Table 8.6 shows the relative contributions of the PDF uncertainties obtained on theW
+ jets and t t¯+W t+t b¯ background processes. The relative PDF uncertainty is weighted
with the individual template fraction. The PDF uncertainty on the t t¯ +W t + t b¯
processes is 1.5%, and 1.0% for theW + jets processes in the `+ channel, and 1.5% in
the `− channel.
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Figure 8.15.: Central value (solid line) and eigenvectors (triangles) as well as the cor-
responding uncertainty (hatched area) of the PDF4LHC PDF set for t q production
(left) and for t¯ q production (right). Figures (a) and (b) show the PDF uncertainty on
the ratio NselNﬁd , while Figures (c) and (d) show the PDF uncertainty on Aﬁd. Figures
(e) and (f) show the PDF uncertainty on the extrapolated total cross-section.
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Table 8.6.: PDF acceptance uncertainties obtained with the PDF4LHC15 PDF set.
Process Relative PDF uncertainty Template fraction Template
t b¯ 1.0% 3% t t¯,W t, t b¯
t t¯ 1.4% 85% t t¯,W t, t b¯
W t 2.4% 12% t t¯,W t, t b¯
W ++light jets 0.8% 6% W ++jets
W −+light jets 0.8% 7% W −+jets
W ++bb jets 0.6% 56% W ++jets
W −+bb jets 0.9% 49% W −+jets
W ++c (c ) jets 1.7% 38% W ++jets
W −+c (c ) jets 2.2% 44% W −+jets
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W+jets modeling:
In contrast to the top-quark processes, the modeling uncertainty on theW + jets pro-
cess is estimated entirely by intrinsic parameter variation of the SherpaMC event gen-
erator. As the appropriate parameter variations were not available with the Sherpa
version used to produce allW + jets MC simulated samples, a separate set of samples
of MC simulated events have been generated. The additional samples only provide MC-
generator-level information since it was not feasible to perform the full ATLAS detector
simulation for them. In Sherpa the FSFRSF parameter simultaneously modifies the µr,f
scales, resummation scale, underlying event activity as well as the CKKW matching
parameter. The FSFRSF parameter variations are separated in one up and one down
variation, which are treated individually. A detailed study on the impact on the various
parameters has been performed in Ref. [159], showing that mainly the variation of the
µr,f scales impact the predicted results.
In order to estimate the modeling uncertainty due to the FSFRSF parameter variations,
a loose selection is applied, requiring at least one jet in the event. The pT spectrum of
theW boson is reweighted to match the spectra obtained with the parameter variations
for the inclusiveW + jets MC sample. The pT spectrum of theW boson is chosen to be
reweighted, since it is sensitive to the recoil of theW boson against additional radiation
in the event. The two reweighting functions are subsequently applied on the nominal
W + jets MC sample such that the pT spectrum of theW boson matches either FSFRSF
parameter varied MC sample. Figure 8.16(a) shows the pT(W )-distribution for the
inclusiveW + jets MC sample as well as the FSFRSF up and FSFRSF down parameter
variations. Figure 8.16(b), 8.16(c) shows the weights assigned to each bin in the pT(W )-
distribution.
As apparent on inspection of Figures 8.16(d) and 8.16(e), the effective impact on the
shape of theONN is insignificant. Therefore theW + jets modeling uncertainty can be
dismissed in the statistical analysis.
Z+jets heavy-flavour normalisation:
An uncertainty on the Z + jets heavy-flavour normalisation is assigned to the Z + jets
process, due to the b -tagging requirement within the event selection. The b -tagging
requirement enriches the heavy-flavour fraction of the jets in selected Z + jets events.
Therefore, the uncertainty in the heavy-flavour fraction in Z + jets events is partic-
ularly important. A relative uncertainty of 50% on the Z + jets normalisation is
considered.
Multijet estimate:
A uncertainty assigned to the estimated number of multijet events, as well as the ONN
shape of the multijet process is taken into account. In order to estimate the multijet un-
certainty, the nominal assessment is compared to the Matrix Method normalisation and
ONN shape prediction. As a result, a normalisation uncertainty of 15% is considered
in the statistical analysis.
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Figure 8.16.: Figure (a) shows the pT(W )-distribution for all three MC samples. A
reweighting is derived by scaling the inclusiveW+jets MC sample to the FSFRSF up
and down variation. Figures (b) and (c) show the weights assigned to each bin in the
pT(W )-distribution. The reweighting is applied on the nominal SherpaW+jets MC
samples, yielding the shape uncertainty templates for the ONN distribution, see Fig-
ures (d) and (e).
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Cross section:
In order to propagate the theoretical uncertainty on the cross-sections that are used
as the nominal reference normalisation, a corresponding cross-section uncertainty is
considered in the statistical analysis for all background processes. Table 8.7 summarises
the considered cross-section uncertainties.
Table 8.7.: Uncertainties on the normalisation of all background processes.
Process `+-channel `−-channel
t t¯ /W t / t b¯ 6.6% 6.6%
W + + jets 21% 21%
W − + jets 21% 21%
Z+jets,VV 21% 21%
Multijet 15.7% 14.5%
Monte Carlo statistics:
To account for the uncertainty on the limited size of samples of MC simulated events,
a dedicated uncertainty is assigned.
Luminosity: The absolute luminosity scale is derived from beam-separation scans per-
formed inNovember 2012. The uncertainty in the integrated luminosity is 1.9% [160].
160 8 Measurement of t -channel single top-quark cross-sections
8.3. Evaluation of Systematic Uncertainties
The evaluation of the impact of the systematic uncertainties on the cross-section meas-
urement is determined from pseudo experiments, introduced in Section 8.1.2. An en-
semble of 100000 pseudo experiments is generated for each systematic uncertainty and
one ensemble corresponding to the envelope of all considered systematic uncertain-
ties.
As described in Section 8.1.2, systematic uncertainties are decomposed into an accept-
ance and a template shape component. While the acceptance uncertainty for all sources
of systematic uncertainties are considered, several shape template components are neg-
lected in the statistical analysis. Tables 8.8 and 8.9 contain a list of the considered
systematics and whether the respective template shape uncertainty is considered in the
statistical analysis. The decision if a shape uncertainty is not negligible is performed
as follows. A median filter is employed to dampen statistical fluctuations in the shape
template of a given process. The median filter uses a window of three neighboring
bins, where all bins are considered. The selected bin is in the middle of the window,
and its content is replaced by the median value of all three bins. The content of the
first and last bin of the template shape histogram remain unchanged. Finally, a bin-by-
bin comparison of the deviation between the nominal shape template distribution and
the systematic variation w.r.t. the magnitude of the statistical uncertainty is performed.
The statistical uncertainty refers to the uncertainty due to the limited size of the sample
of MC simulated events. A systematic shape template variation is considered signific-
ant, if any bin exceeds the statistical uncertainty in the given bin, after the median filter
is applied. The procedure is performed for all systematic variations and processes. If
at least one significant variation is found for a process, the systematic shape template is
considered for all processes.
Table 8.10 contains the impact of the considered systematic uncertainties on the σfid( t q )
and σfid( t¯ q ). The dominating uncertainties correspond to the jet energy scale, t q/t¯ q
scale variations and the NLOmatching of the t t¯+W t+t b¯ background processes.
The obtained relative total systematic uncertainty on σfid( t q ) is ±5.8% and in case of
σfid( t¯ q ) an uncertainty of ±7.8% is deduced. The systematic uncertainty on the cross-
section ratio is determined by correlating each uncertainty source for βˆ st q and βˆ st¯ q . The
relative total systematic-uncertainty on the cross-section ratio Rt is determined to be
±5.0%.
Table 8.11 contains the post-fit normalisation uncertainties on theW + jets and t t¯ +
W t + t b¯ processes, and the cross-section uncertainties on the Z + jets and multijet pro-
cesses. The post-fit normalisation uncertainties are obtained from pseudo experiments
and the correlation ofW + jets and t t¯ +W t + t b¯ processes in the fit is taken into
account.
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Appendix A contains a complete list of the acceptance uncertainties considered in the
statistical analysis.
Table 8.8.: Considered shape uncertainties for the statistical analysis.
Systematic Uncertainty Considered for statistical analysis
Flavour tagging No
b -jet energy scale No
JES single particle No
JES pile-up µ No
JES pile-up nvtx No
JES pile-up Pt No
JES pile-up ρ No
JES PunchThrough No
JES flavour composition No
JES flavour response No
Jet vertex fraction No
JES η intercal. statistical No
JES η intercalibration Yes
JES detector 1 No
JES detector 2 No
JES detector 3 No
JES mixed detector and modeling 1 No
JES mixed detector and modeling 2 No
JES mixed detector and modeling 3 No
JES mixed detector and modeling 4 No
JES physics modeling 1 Yes
JES physics modeling 2 No
JES physics modeling 3 No
JES physics modeling 4 No
JES statistical 1 No
JES statistical 2 No
JES statistical 3 No
JES statistical 4 No
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Table 8.9.: Considered shape uncertainties for the statistical analysis.
Systematic Uncertainty Considered for statistical analysis
JER Yes
Flavour-tagging efficiency No
Jet efficiency No
Muon momentum resolution (ID) No
Muon momentum scale No
Muon momentum resolution No
Electron energy resolution No
Electron energy scale No
Lepton trigger scalefactor No
Lepton ID scalefactor No
Lepton Reco scalefactor No
Electron Charge ID Yes
EmissT CellOut + SoftJet Resolution Yes
EmissT CellOut + SoftJet Scale Yes
Multijet model Yes
b b¯ tagging efficiency No
Z+jets heavy flavour norm. No
t q ( t¯ q ) NLO matching Yes
t q ( t¯ q ) parton shower Yes
t t¯ ,W t ,t b¯ NLO matching Yes
t t¯ ,W t parton shower Yes
µ variation of t t¯ ,W t ,t b¯ process Yes
µ variation of t q process Yes
PDF background Yes
PDF t q No
PDF t q CT10 to PDF4LHC15 No
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Table 8.10.: Detailed list of the contribution of each source of uncertainty to the total
uncertainty on the measured values of σﬁd(t q ) and σﬁd( t¯ q ). The evaluation of the
systematic uncertainties has a statistical uncertainty of 0.3%. Uncertainties contribut-
ing less than 0.5% are marked with `< 0.5'.
Source ∆σfid(t q ) / σfid(t q ) ∆σfid( t¯ q ) / σfid( t¯ q )
[%] [%]
Data statistics ± 1.7 ± 2.5
Monte Carlo statistics ± 1.0 ± 1.4
Background normalisation < 0.5 < 0.5
Background modelling ± 1.0 ± 1.6
Lepton reconstruction ± 2.1 ± 2.5
Jet reconstruction ± 1.2 ± 1.5
Jet energy scale ± 3.1 ± 3.6
Flavour tagging ± 1.5 ± 1.8
EmissT modelling ± 1.1 ± 1.6
b/b¯ tagging efficiency ± 0.9 ± 0.9
PDF ± 1.3 ± 2.2
t q ( t¯ q ) NLO matching ± 0.5 < 0.5
t q ( t¯ q ) parton shower ± 1.1 ± 0.8
t q ( t¯ q ) scale variations ± 2.0 ± 1.7
t t¯ NLO matching ± 2.1 ± 4.3
t t¯ parton shower ± 0.8 ± 2.5
t t¯ scale variations < 0.5 < 0.5
Luminosity ± 1.9 ± 1.9
Total systematic ± 5.6 ± 7.3
Total (stat. + syst.) ± 5.8 ± 7.8
Table 8.11.: Uncertainties in the normalisations of the diﬀerent backgrounds for all
processes, as derived from pseudo experiments, the correlation ofW + jets and t t¯ +
W t + t b¯ is taken into account.
Process ∆N /N
t t¯ +W t + t b¯ 7.5%
W + + jets 7.1%
W − + jets 7.3%
Z,VV + jets not fitted process
Multijet not fitted process
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8.4. Measurement Results
The main results are obtained by means of an ML fit to theONN discriminant distribu-
tions in the `+ channel and `− channel channels of the SR. The attained yields of νˆ (t q )
and νˆ ( t¯ q ) relate to the fiducial cross-sections via Equation 6.4.
8.4.1. Fiducial Cross-Section Measurements
The fiducial cross-sections are calculated via Equation 6.4 yielding:
σfid(t q ) = 9.78 ± 0.16 (stat.) ± 0.52 (syst.) ± 0.19 (lumi.) pb (8.4)
= 9.78 ± 0.57 pb
and
σfid( t¯ q ) = 5.77 ± 0.14 (stat.) ± 0.41 (syst.) ± 0.11 (lumi.) pb (8.5)
= 5.77 ± 0.45 pb.
The uncertainties are introduced in Section 8.2 and their effect on νˆ (t q ) and νˆ ( t¯ q )
is propagated to the measured fiducial cross-sections. The uncertainties are evalu-
ated using pseudo experiments for each systematic source, as well as the complete
set.
Two sources of uncertainties are generally differentiated, acceptance uncertainties and
ONN-shape uncertainties. The acceptance uncertainties hereby refer to the ratio Nsel/Nfid.
As described in Section 6.1, the impact of certain systematic uncertainties is reduced
w.r.t. the uncertainty on the respective total cross-section. The reduction of the PDF,
signal MC generator and PS uncertainties accounts for about 1 percentage point each.
In case of the scale choice of the signal generator and the NLO-matching method, this
reduction increases to about 2 percentage points each. The relative combined uncer-
tainties, including the statistical and systematic uncertainties, are ±5.8% for σfid(t q )
and ±7.8% for σfid( t¯ q ).
Table 8.10 shows the relative uncertainties on σfid(t q ) and σfid( t¯ q ), for each uncer-
tainty category and the total effect. The total uncertainty is dominated by the jet-
energy-scale calibration uncertainty and the uncertainty in the t q/t¯ q scale variations.
The t t¯ NLO-matching contribution is the largest background modelling uncertainty,
especially on σfid( t¯ q ). The difference in impact of the t t¯ NLO-matching uncertainty
between σfid(t q ) and σfid( t¯ q ), can be explained by the smaller S/B ratio in the `−
channel, which leads to a larger impact of the t t¯ modelling.
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Predictions on the fiducial cross-sections are derived by using the predicted total cross-
section of a given MC event generator and the corresponding fiducial acceptance Afid in
Equation 6.5. Figure 8.17 displays σfid(t q ) in (a) and σfid( t¯ q ) in (b). The predictions of
several combinations of ME event generators, PS generators and fixed-number-flavour-
schemes are included. The ME generators Powheg-Box andMadGraph 5_aMC@NLO
are combined with the PS programs Pythia 6, Pythia 8, Herwig and Herwig 7. The
four-flavour scheme (4 FS) and five-flavour scheme (5 FS) are compared, see also the
discussion in 1.5.2. All ME generators are using the CT10 PDF set, and the intra-
PDF uncertainties of CT10 are evaluated as PDF uncertainty. The scale uncertainties
are determined by the method of independent restricted scale-variations as introduced
in Section 3.3.1. The uncertainties on the measurement include the statistical, and
the squared-sum of statistical and systematic uncertainty in yellow and green, respect-
ively. The uncertainties on the predictions are distinguished for the PDF uncertainty
in orange and the squared-sum of PDF and scale uncertainty in grey. The correla-
tion of the PDF and scale uncertainties between the predicted total cross-section and
Afid is accounted for. The overall agreement of all predictions to the measured cross-
section is very good, and only slightly deviates for Powheg-Box + Herwig 7 in the
4 FS.
An interesting effect is visible in comparing the magnitude of the scale uncertain-
ties of all 4 FS predictions compared to the 5 FS ones, which are substantially larger
for the 4 FS predictions. This is due to the fact that, already at LO, an additional
term in αs is introduced to the 4 FS by including the initial gluon splitting in the
ME. This is explained in Ref. [56]. Due to the smaller scale uncertainty the 5 FS
results are generally considered to be more appropriate to estimate the total cross-
section.
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Figure 8.17.: Measured t -channel single top-quark (a) and top-antiquark (b) ﬁducial
cross-sections compared to predictions by the NLO MC generators Powheg-Box
and MadGraph 5_aMC@NLO in the four-ﬂavour scheme (4 FS) and ﬁve-ﬂavour
scheme (5 FS) combined with diﬀerent PS models. The uncertainties on the predic-
tions include the uncertainty on the scale choice using the method of independent re-
stricted scale variations and the intra-PDF uncertainty on the CT10 PDF set.
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8.4.2. Total Cross-Section Measurements
The total cross-sections, σtot(t q ) and σtot( t¯ q ) are extrapolated to the full phase-space
using the result on the fiducial cross-sections as well as the fiducial acceptance Afid. The
result of the total cross-section can be obtained by any given MC generator. Using Afid
obtained with Powheg-Box + Pythia 6 in the 4 FS yields:
σtot(t q ) = 56.7 ± 0.9 (stat.) ± 2.7 (exp.) +2.7−1.7 (scale) ± 0.4 (PDF) (8.6)
± 1.0 (NLO-matching method) ± 1.1 (PS) ± 1.1 (lumi.) pb
= 56.7+4.3−3.8 pb
and
σtot( t¯ q ) = 32.9 ± 0.8 (stat.) ± 2.3 (exp.) +1.4−0.8 (scale) ± 0.3 (PDF) (8.7)
+0.7
−0.6 (NLO-matching method) ± 0.6 (PS) ± 0.6 (lumi.) pb
= 32.9+3.0−2.7 pb .
The uncertainties on the fiducial cross-sections are treated as correlated to the respect-
ive ones on Afid. The ME generators are using CT10 as input PDF set. The PDF un-
certainty on Afid is estimated using the PDF4LHC15 recommendation and AcerMC
+ Pythia 6 as MC event generator. The scale uncertainty is estimated following the
restricted independent scale variation procedure. For cases where an evaluation of
the scale uncertainty was not possible the result of Powheg-Box + Pythia 6 is ad-
opted. Tables 6.3 and 6.4 contain the fiducial acceptances for the used MC generat-
ors.
Figure 8.18 displays the extrapolated total-cross sections using various MC generator
combinations. The ME generators Powheg-Box and MadGraph 5_aMC@NLO are
combined with the PS programs Pythia 6, Pythia 8,Herwig andHerwig 7. The upper
combinations are evaluated in the 4 FS and the lower ones in the 5 FS. Since MC gener-
ators are compared, the NLO-matching method and PS uncertainties are not included
in these figures. Three fixed-order calculations in perturbative QCD are included [141,
57, 161, 162]. The NLO, NLO+NNLL and NNLO calculation as well as their PDF
and scale⊕PDF uncertainties are shown. In case of the NNLO calculation no PDF un-
certainty estimate is available. Thus the PDF⊕αs uncertainty is taken from the NLO
calculation to improve the comparability of the calculations to the measurements and
the other predictions.
Table 8.12 and 8.13 show the impact on the cross-section extrapolation for both uncer-
tainties.
8.4 Measurement Results 169
Table 8.12.: Correlated uncertainty consideration on the cross-section extrapolation for
σ(t q ).
Uncertainty σfid(t q ) + ∆unc. Afid + ∆unc. σtot(t q ) ∆σ(t q )
∆σ(t q )
σ(t q )
[pb] [pb] [pb]
Nominal 9.79 0.1726 56.71 — —
scale unc. up 9.98 0.168 59.38 2.7 4.5%
scale unc. down 9.59 0.174 55.01 -1.7 -3.1%
NLO-matching unc. up 9.84 0.1704 57.71 1.0 1.7%
NLO-matching unc. down 9.84 0.1747 55.73 -1.0 -1.8%
PS unc. up 9.89 0.171 57.77 1.1 1.8%
PS unc. down 9.68 0.174 57.77 1.1 1.8%
Table 8.13.: Correlated uncertainty consideration on the cross-section extrapolation for
σ( t¯ q ) .
Uncertainty σfid( t¯ q ) + ∆unc. Afid + ∆unc. σtot( t¯ q ) ∆σ( t¯ q )
∆σ( t¯ q )
σ( t¯ q )
[pb] [pb] [pb]
Nominal 5.77 0.1752 32.93 — —
scale unc. up 5.87 0.1711 34.31 1.38 4.0%
scale unc. down 5.67 0.1763 32.17 -0.76 -2.4%
NLO-matching unc. up 5.79 0.1723 33.59 0.66 2.0%
NLO-matching unc. down 5.79 0.1782 32.29 -0.64 -2.0%
PS unc. up 5.82 0.1736 33.50 0.57 1.7%
PS unc. down 5.72 0.1769 33.50 0.57 1.7%
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Figure 8.18.: Extrapolated t -channel single top-quark (a) and top-antiquark (b) pro-
duction cross-sections for diﬀerent MC-generators compared to ﬁxed-order calcula-
tions. For the three calculations, the uncertainty on the µr and µf scales are indicated
in darker shading, and the total uncertainties, including the PDF+αs uncertainties, are
indicated in lighter shading. In case of the NNLO prediction, only the µr and µf scale
uncertainty is provided in Ref. [162]. For comparison, the PDF+αs uncertainties from
the NLO prediction [141] are added to the NNLO µr and µf scale uncertainty reﬂec-
ted in the lighter shaded uncertainty band. For this comparison, the uncertainty on the
extrapolation does not include the contribution from the NLO-matching method and
from the choice of the PS model.
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Table 8.14.: Extrapolated total t -channel single top-quark cross-sections for diﬀerent
MC generators.
ME Generator Shower MC method σtot(t q ) total unc. up total unc. down
[pb] [pb] [pb]
MG5_aMC@NLO Herwig 4FS(NLO) 57.9 +4.1 -3.7
MG5_aMC@NLO Herwig++ 4FS(NLO) 63.0 +4.5 -4.0
MG5_aMC@NLO Herwig 7 4FS(NLO) 53.2 +3.0 -3.0
Powheg-Box Pythia 6 4FS(NLO) 56.7 +4.1 -3.6
Powheg-Box Pythia 8 4FS(NLO) 57.0 +3.3 -3.8
Powheg-Box Herwig 4FS(NLO) 57.1 +4.1 -3.6
Powheg-Box Herwig++ 4FS(NLO) 62.5 +4.0 -3.9
Powheg-Box Herwig 7 4FS(NLO) 59.1 +3.6 -3.4
AcerMC Pythia 6 matched(LO) 62.4 +4.5 -4.0
MG5_aMC@NLO Herwig++ 5FS(NLO) 60.9 +3.4 -3.4
MG5_aMC@NLO Herwig 7 5FS(NLO) 60.3 +3.4 -3.4
Powheg-Box Pythia 6 5FS(NLO) 56.8 +5.0 -3.2
Powheg-Box Pythia 8 5FS(NLO) 56.7 +4.2 -3.2
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Table 8.15.: Extrapolated total t -channel single top-antiquark cross-sections for diﬀer-
ent MC generators.
ME Generator Shower MC method σtot( t¯ q ) total unc. up total unc. down
[pb] [pb] [pb]
MG5_aMC@NLO Herwig 4FS(NLO) 33.8 +2.9 -2.9
MG5_aMC@NLO Herwig++ 4FS(NLO) 35.5 +3.0 -3.0
MG5_aMC@NLO Herwig 7 4FS(NLO) 31.5 +2.5 -2.4
Powheg-Box Pythia 6 4FS(NLO) 32.9 +2.8 -2.8
Powheg-Box Pythia 8 4FS(NLO) 33.1 +2.6 -2.8
Powheg-Box Herwig 4FS(NLO) 33.2 +2.9 -2.8
Powheg-Box Herwig++ 4FS(NLO) 36.4 +3.2 -2.9
Powheg-Box Herwig 7 4FS(NLO) 36.4 +3.2 -2.9
AcerMC Pythia 6 matched(LO) 35.5 +3.1 -2.8
MG5_aMC@NLO Herwig++ 5FS(NLO) 35.5 +2.8 -2.7
MG5_aMC@NLO Herwig 7 5FS(NLO) 33.7 +2.9 -2.9
Powheg-Box Pythia 6 5FS(NLO) 32.0 +2.6 -2.7
Powheg-Box Pythia 8 5FS(NLO) 32.4 +2.6 -2.5
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8.4.3. Measurement of Cross-Section Ratio Rt
The cross-section ratio of the extrapolated total cross-sections σtot(t q ) and σtot( t¯ q ) is
determined to be
Rt =
σtot(t q )
σtot( t¯ q )
= 1.72 ± 0.05 (stat.) ± 0.07 (exp.) = 1.72 ± 0.09. (8.8)
The individual uncertainties on σtot(t q ) and σtot( t¯ q ) are treated as correlated in the
pseudo experiments, which leads to the cancellation of many uncertainties which are
similar in magnitude for both signal processes. Significant contributions to the un-
certainty on Rt are shown in Table 8.16, excluding those which account for less than
0.5%. The main sources of uncertainty are the t t¯ NLO matching and the statist-
ical uncertainties. The large dependence on the t t¯ modelling uncertainty, as men-
tioned, lies in the difference of the S/B ratios in the `+ channel and `− channel chan-
nels.
Table 8.16.: Signiﬁcant contributions to the total relative uncertainty on the meas-
ured value of Rt . The evaluation of the systematic uncertainties has a statistical un-
certainty of 0.3%. Uncertainties contributing less than 0.5% are not shown.
Source ∆Rt/Rt [%]
Data statistics ± 3.0
Monte Carlo statistics ± 1.8
Background modelling ± 0.7
Jet reconstruction ± 0.5
EmissT modelling ± 0.6
t q ( t¯ q ) NLO matching ± 0.5
t q ( t¯ q ) scale variations ± 0.7
t t¯ NLO matching ± 2.3
t t¯ PS ± 1.7
PDF ± 0.7
Total systematic ± 3.9
Total (stat. + syst.) ± 5.0
Figure 8.19 shows the measured cross-section ratio Rt compared to predictions of Rt
by several PDF sets. The uncertainty on the measured value of Rt does not contain
the PDF uncertainty since it is compared to other PDF set predictions. All cross-
sections and the corresponding ratios are evaluated in the 5 FS and the uncertainties
on renormalisation and factorisation scales as well as the intra-PDF and αs uncertain-
ties are considered. The agreement of the PDF set predictions to the measured Rt
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is on the level on 1σ, while all predictions are higher than the measured one. The
largest deviation of 2.5 σ is observed to the ABM PDF-set. The ABM PDF-set has
two main differences with regard to the other PDF sets, for one the αs (mZ ) is at a
value of 0.109, considerably smaller than that of NNPDF 3.0 at 0.118. The second
difference is the treatment of the b -quark PDF in contrast to the other compared PDF
sets [33].
tR
1.4 1.5 1.6 1.7 1.8 1.9 2
ABM (5 flav.)
ATLAS epWZ12
CT14
HERAPDF 2.0
JR14 (VF)
MMHT2014
NNPDF 3.0
  
-1
=8 TeV, 20.2 fbs                                                   ATLAS
Measurement result
Predictions calculated in 5FS:
 syst.⊕stat. stat.
 unc.sα PDF + ⊕scale 
Figure 8.19.: Predicted values of Rt = σtot(t q )/σtot( t¯ q ) calculated with
HATHOR [141] at NLO precision in QCD [57] in the 5 FS using diﬀerent NLO PDF
sets [33, 163, 31, 39, 32, 35, 37] compared to the measured value. The error bars on
the predictions include the uncertainty on the renormalisation and factorisation scales
and the combined internal PDF and αs uncertainty. The dashed black line indicates
the central value of the measured Rt value. The combined statistical and systematic
uncertainty of the measurement is shown in green, while the statistical uncertainty is
represented by the yellow error band. The uncertainty on the measured Rt value does
not include the PDF components for this comparison.
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8.4.4. Estimation of the Top-Quark Mass Dependence
The measurement of t -channel single top-quark cross-sections refer to a top-quark
mass of mt = 172.5GeV, whereas the uncertainty on the top-quark mass is not con-
sidered as an systematic uncertainty, but the dependence of the measurement is de-
termined. To assess the magnitude of the cross-section dependence on the top-quark
mass, the measurements are repeated with dedicated samples of MC simulated events
which are produced with a modified top-quark mass. The modified values of mt are
165, 167.5, 170, 175, 177.5 and 180GeV. As the measurement is repeated for a given
value of mt , the nominal acceptances and ONN shapes of t q , t¯ q and t t¯,W t, t b¯ are
substituted with the modified ones. The dependence of σfid(t q ), σfid( t¯ q ), σtot(t q ),
σtot( t¯ q ), σtot(t q + t¯ q ) and Rt are evaluated. The resulting cross-section values of all
quantities are separately fitted using the parametrisation:
σ(mt ) = σ(172.5GeV) + a ·∆m [GeV] , (8.9)
where ∆m = mt−172.5GeV is with respect to the nominal top-quarkmass.
Table 8.17 shows the results of the fit for the individual quantities. Figure 8.20 displays
the measured cross-section as a function of ∆m w.r.t. the nominal top-quark mass. A
detailed study of the top-quark mass dependence was conducted in Ref. [164], using
the same selection as this analysis. The study found that the sizable cross-section de-
pendence on the top-quark mass is mainly due to the pT requirement on the charged
lepton.
Table 8.17.: Parametrisation factor for the cross sections σfid(t q ), σfid( t¯ q ), σtot(t q ),
σtot( t¯ q ), σtot(t q + t¯ q ) and Rt .
Measurement a
[
pb
GeV
]
σfid(t q ) −0.06 ± 0.01
σfid( t¯ q ) −0.04 ± 0.01
σtot(t q ) −0.59 ± 0.08
σtot( t¯ q ) −0.37 ± 0.06
σtot(t q + t¯ q ) −0.96 ± 0.13
Rt +0.001 ± 0.002
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Figure 8.20.: Single top-quark t-channel cross-section dependence of the top-quark
mass.
8.4 Measurement Results 177
8.4.5. |Vt b | Extraction
The CKM matrix-element, |Vt b |, can be determined from the measured total cross-
section of t -channel single top-quark production due to the fact that the production pro-
ceeds via theW tb vertex and the production cross-section is proportional to f 2LV · |Vt b |2.
The value of |Vt b | indirectly predicted by the SM is approximately one and the value of
the left-handed form factor fLV is predicted to be exactly one. The form factor is used
to parametrise new-physics contributions to theW tb vertex.
Two assumptions that are required to perform the extraction of fLV · |Vt b |. The first
assumption is that |Vt b |  |Vt d |, |Vt s | and the second is that theW tb interaction is an
SM-like left-handed weak coupling.
In order to determine fLV · |Vt b |, the relation
fLV · |Vt b | =
√
σmeastot (t q + t¯ q )
σNLOtot (t q + t¯ q )
(8.10)
is calculated using the total combined cross-section defined as the sum of the individual
measured cross-sections σtot(t q + t¯ q ) = σtot(t q ) +σtot( t¯ q ). The total combined cross-
section yields:
σtot(t q + t¯ q ) = 89.6 ± 1.2 (stat.) ± 5.1 (exp.) +4.1−2.5 (scale) ± 0.7 (PDF)
+1.7
−1.6 (NLO-matching method) ± 1.6 (PS)
± 1.7 (lumi.) pb
(8.11)
= 89.6+7.1−6.3 pb
The individual systematic uncertainties are assumed to be 100% correlated between
σtot(t q ) and σtot( t¯ q ), except for the MC statistical uncertainty. Thus the linear ad-
dition of all uncertainty components individually yields the uncertainty on the total
combined cross-section. The statistical uncertainties on data and MC samples are ad-
ded in quadrature, as they are independent. The systematic uncertainty on the fidu-
cial cross-section measurement denoted (exp.) is reduced by the magnitude of the
scale, PDF, NLO-matching method and PS components, for they are given separ-
ately.
In addition to the cross-section uncertainty, the top-quark mass uncertainty, which was
determined in Section 8.4.4, and the theoretical uncertainty are added in quadrature.
The considered mt uncertainty corresponds to a ∆mt = ±1GeV. The determination
of fLV · |Vt b | yields:
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fLV · |Vt b | = 1.029 ± 0.007 (stat.) ± 0.029 (exp.) +0.023−0.014 (scale) ± 0.004 (PDF)
± 0.010 (NLO-matching method) ± 0.009 (PS) ± 0.010 (lumi.)
± 0.005 (mt ) ± 0.024 (theor.)
(8.12)
= 1.029 ± 0.048 .
The uncertainty components correspond to the ones provided for the total combined
cross-section as well as the mt and theoretical uncertainty on the cross-section calcu-
lation. The resulting value for fLV · |Vt b | is in full agreement with the SM prediction.
If the range of |Vt b | is restricted to the interval [0, 1] and assuming fLV = 1, accord-
ing to the SM a lower limit on |Vt b | is obtained: |Vt b | > 0.92 at 95% confidence
level.
Figure 8.21 indicates the posterior probability density function of |Vt b |2. The blue area
corresponds to the 95% confidence level.
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Figure 8.21.: Probability density function of the squared CKM matrix-element |Vt b |,
assuming |Vt b | < 1. A lower limit on the value of |Vt b |2 is extracted at 95% con-
ﬁdence level (blue area) to be |Vt b |2 > 0.85, which corresponds to a lower limit of
|Vt b | > 0.92.
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Conclusions
The measurement of the total and fiducial t -channel single top-quark cross-sections was
performed in the presented analysis using pp-collision data collected by the ATLAS ex-
periment at
√
s = 8TeV at the LHC. The analysed data set corresponds to an integrated
luminosity of 20.2 fb−1. The t -channel single top-quark production is characterised by
two jets and an isolated lepton in the detector. One of the jets is a b -jet, which ori-
ginates from the decay of the top quark. The b -jet can be identified in the detector
by b -tagging algorithms. The additional jet stems from an initial quark, which is typ-
ically scattered in the forward region of the detector. The isolated lepton in the final
state originates from the leptonic decay of theW boson, which itself stems from the
top-quark decay. The lepton can be either an electron or a muon, while decay modes
via the tau-lepton, e.g. W → τ → e− + ν¯e + ντ are also considered. While the W
boson can also decay via hadronic decay modes, in this analysis these decay modes
are not considered. The signal region is separated into positively charged leptons and
negatively charged leptons depending on the charge of the selected lepton, in order to
determine the t -channel single top-quark production for top quarks and top antiquarks
separately.
A neural network is employed to improve the sensitivity to the signal process and mit-
igate systematic uncertainties on the template shape compared to the use of a single
kinematic variable. A study on the required complexity of the neural network in terms
of number of input observables was performed and yielded seven highly sensitive input
observables which are combined to the neural network discriminant.
The cross-section measurement is performed with a binned maximum-likelihood fit in
the `+ channel and the `− channel simultaneously. The fit uses Gaussian constraints on
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Figure 9.1.: Summary of the t -channel single top-quark measurements performed at√
s = 8TeV with the ATLAS and CMS experiments in (a) and ATLAS measurements
for 7,8 and 13TeV center-of-mass energies [165] in (b).
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the expected normalisation of the background processes. The systematic uncertainties
are derived from an ensemble of pseudo experiments which probe the possible config-
urations of the uncertainty space. The systematic uncertainties that are considered in-
clude the prescriptions of the ATLAS collaboration and the TopLHC-working-group.
In total, 76 sources of systematic uncertainties are considered and their impact on the
measurement is evaluated. A criterion on the significance of shape template uncertain-
ties has been developed to reduce the statistical fluctuations in the uncertainty determ-
ination.
The fiducial cross-sections are measured to be
σfid(t q ) = 9.78 ± 0.57 pb
σfid( t¯ q ) = 5.77 ± 0.45 pb, (9.1)
which is in agreement with several MC event-generator predictions. The relative com-
bined uncertainties are ±5.8% for σfid(t q ) and ±7.8% for σfid( t¯ q ). The systematic
uncertainties on the fiducial cross-sections are dominated by the JES as well as signal-
and background modelling. The importance of the JES arises from the character-
istic forward jet of t -channel single top-quark events, which rely on a forward-jet JES
calibration. The calibration method involves a jet-balancing method which is sens-
itive to modelling differences of MC event generators. The signal modelling uncer-
tainties include the parton-shower MC, NLO-matching method and scale uncertain-
ties.
The total cross-sections, σtot(t q ) and σtot( t¯ q ) are extrapolated to the full phase space
using the result on the fiducial cross-sections, and the fiducial acceptance of the Powheg-
Box + Pythia 6MC generator.
σtot(t q ) = 56.7+4.3−3.8 pb
σtot( t¯ q ) = 32.9+3.0−2.7 pb
σtot(t q + t¯ q ) = 89.6+7.1−6.3 pb .
Both total cross-sections are consistent with three fixed-order perturbative QCD calcu-
lations, and have relative uncertainties of +7.6−6.7 % for σtot(t q ) and
+9.1
−8.2 % for σtot( t¯ q ).
These uncertainties are an improvement of about 50% compared to the uncertainty
on previous ATLAS analyses. The uncertainties on the total cross-sections are domin-
ated by the signal scale-choice, which enters in the cross-section extrapolation. The
extrapolation of the total cross-sections was performed for several MC generators,
which yield excellent agreement with the nominal Powheg-Box + Pythia 6 MC gen-
erator.
The measured total cross-section is compared to other measurements performed us-
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ing collision data at
√
s = 8TeV in Figure 9.1(a) at ATLAS and CMS. Figure 9.1(b)
shows only ATLAS measurements but includes the measurements performed at center-
of-mass energies of 7 TeV and 13TeV. All measurements are compared to a SM predic-
tion calculated at NLO perturbative QCD. Both figures show the excellent agreement
of the measurement results with the SM predictions and highlight the achieved preci-
sion of this analysis, which exceeds all other previous measurements, either ATLAS or
CMS.
The ratio of the measured total cross-sections of the t -channel single top-quark and
top-antiquark yields
Rt = 1.72 ± 0.09 .
The uncertainty consideration includes the correlation of σtot(t q ) and σtot( t¯ q ). The
dominating uncertainties are the t t¯ modelling and the statistical uncertainties. The Rt
measurement has a precision of 5.0%, which is the best result achieved so far.
The measured cross-section ratio Rt is compared to two Rt measurements at 7 TeV and
13TeV, in Figure 9.2, which exhibit good agreement to predictions obtained with sev-
eral PDF sets. The presented result of Rt exceeds the previous measurements in terms
of precision and shows a slight tendency to a lower value than predicted. While the
main PDF sets agree with the measured value of Rt within 1 σ, the comparison to the
ABM PDF-set exhibits a 2 σ disagreement. Different assumptions used in the ABM
PDF-set, e.g. the low value of αs (mZ ) and treatment of b -quark PDF, can account for
the observed deviation, but no definitive conclusion can be drawn.
Using the measurement of σtot(t q + t¯ q ), the CKM matrix-element |Vt b | is calculated
using fLV · |Vt b | =
√
σmeas
σNLO
. The resulting value of
fLV · |Vt b | = 1.029 ± 0.048
is in full agreement with the SM prediction. If the range of |Vt b | is constrained to the
interval [0, 1] and fLV = 1 is assumed, a lower limit on |Vt b | is obtained: |Vt b | > 0.92
at 95% confidence level.
In Figure 9 the comparison of measurements of |Vt b | are shown. All obtained values
of |Vt b | are in agreement with the SM and the most precise determination of a single
analysis is achieved with this result, while it is slightly exceeded by the 7+8TeV com-
bination performed by CMS [166].
In future measurements, the limitation of the sensitivity is driven by the systematic un-
certainties on the t -channel single top-quark process. In particular the signal modelling
by MC event generators is most important. An improved understanding of the effects
of hadronisation, shower and NLO-matching effects can significantly improve the pre-
cision. As the cross-section measurement using data at 13TeV center-of-mass energy,
has been performed recently, the signal modelling uncertainties are already limiting the
sensitivity. A more aggressive strategy towards the constraining of the signal modelling
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and JES uncertainties in additional selection regions can be adopted, which was not
pursued in this thesis. The strategy of optimising the number of input observables for
the NN training could be improved to account for individual observables which are
highly dependent on distinct systematic uncertainties.
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Figure 9.3.: Summary of measurements of the CKM matrix-element fLV · |Vt b | per-
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7,8 and 13TeV center-of-mass energies [165].
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A
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d
ix
Acceptance Uncertainties Considered in the
Statistical Analysis
In this appendix all acceptance uncertainties included in the statistical analysis are
presented.
A.1. Acceptance Uncertainties in the `+
channel
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