With the increasing permeability of photovoltaic (PV) power production, the uncertainties and randomness of PV power have played a critical role in the operation and dispatch of the power grid and amplified the abandon rate of PV power. Consequently, the accuracy of PV power forecast urgently needs to be improved. Based on the amplitude and fluctuation characteristics of the PV power forecast error, a short-term PV output forecast method that considers the error calibration is proposed. Firstly, typical climate categories are defined to classify the historical PV power data. On the one hand, due to the non-negligible diversity of error amplitudes in different categories, the probability density distributions of relative error (RE) are generated for each category. Distribution fitting is performed to simulate probability density function (PDF) curves, and the RE samples are drawn from the fitted curves to obtain the sampling values of the RE. On the other hand, based on the fluctuation characteristic of RE, the recent RE data are utilized to analyze the error fluctuation conditions of the forecast points so as to obtain the compensation values of the RE. The compensation values are adopted to sequence the sampling values by choosing the sampling values closest to the compensation ones to be the fitted values of the RE. On this basis, the fitted values of the RE are employed to correct the forecast values of PV power and improve the forecast accuracy.
Introduction
With the progressively prominent energy shortage and the deteriorating climate, the significance of renewable energy has reached new heights. Photovoltaic (PV) power generation, which is the renewable energy that is most suitable for developing universally due to its convenient installation and the illimitation of territorial factors, has drawn significant attention. Based on the relevant statistics, the newly installed capacity of PV power in China in 2015 was 15.13 MW, which was over a quarter of the global newly installed capacity. By the end of 2015, the accumulated installed capacity had reached 43.18 MW, and China attained the maximum PV capacity in the world. Furthermore, the PV market scale of China will keep expanding, and the preliminary target scale of PV installed capacity will reach approximately 150 MW in five years. Under the support of Chinese national policy, the Chinese PV industry has developed rapidly in recent years. Nevertheless, the randomness and intermittence of PV output are sensitive to variables such as climate factors and geology environments. These uncertainties in the PV output have inevitably aggravated the difficulties in power system dispatching, becoming one of the most significant obstacle for power grid to consume PV power. Furthermore, the high permeability of PV power production might not be beneficial to the economical, safe and reliable operation of the power grid. Due to the limited ability to consume PV power of power system, there appears to be a serious phenomenon of abandoning PV power in China. According to the statistical data of the National Energy Administration of China, the phenomenon of abandoning PV power in northwestern China is intensely severe, where the abandonment rates in Gansu Province and in Xinjiang Province were 31% and 26% in 2015, respectively, corresponding to an abandoned capacity of 1.897 MW and 1.0556 MW, respectively. Therefore, the precise forecast of PV power plays a vital role in reducing the impacts of uncertainties of PV output, achieving a reasonable power dispatch, decreasing power generation costs, raising the utilization rate of PV units, promoting the development of PV enterprises and finally obtaining higher general social benefits [1] [2] [3] [4] [5] [6] [7] .
Used for different prediction targets, the direct forecast and the indirect forecast are the two major methods for PV output forecasting. The direct forecast is used to predict the PV output in a straightforward manor, whereas the indirect forecast relies on the prediction of radiation intensity. The two major realization approaches for PV power forecast modeling are the statistical method and the physical method. Depending on the accuracy of the mathematical model for the photoelectric conversion process, the calculation of the physical method can be complex. The universally employed statistical methods include Markov chains, neural networks, autoregressive and moving average models, and support vector machines [8, 9] .
In the studies relevant to PV power forecasts, the influence of the climate variables has been investigated thoroughly. Zhu et al. [10] provided a distance analysis measure to analyze the correlations between the weather variables and the PV output and used SOM clustering to identify different sample types to develop a PV forecast model rooted in climate clustering recognition. Dai et al. [11] combined numerical weather prediction with ground-based cloud images and analyzed the effect of the power attenuation caused by the cloud cover of an electric station on the forecasted PV output. In [12] , a weather-based hybrid method for a one-day ahead hourly PV power forecast is presented to improve the real-time control performance and reduce the possible negative impacts on PV systems.
The investigations above consider the influence of the climate to improve the accuracy of the forecast; nevertheless, forecast error is inevitable. Gao et al. [13] constructed a probabilistic model for the photovoltaic forecast, and simulated the random errors caused by the prediction. Zhao et al. [14] presented a probabilistic density simulation of the PV power conditional prediction error on the foundation of Copula theory. However, establishing the model of the forecast error is unable to satisfy the need to elevate the forecast accuracy. To further increase the forecast accuracy of the PV power, error calibration is introduced in this paper. Liu et al. [15] applied error calibration to Chinese medium-and long-term power load forecasting by establishing a forecast model that combined general autoregressive conditional heteroscedasticity with regression. Song et al. [16] proposed a new error correcting approach for load forecasting in power systems by using trajectory tracking stability theory. To improve the accuracy of wind speed forecasting, a method based on a relevant vector machine and an auto-regressive moving average error correcting is proposed in [17] . Liu et al. [18] adopted a hidden Markov model to analyze the forecast error due to the price of electricity and the error distribution of the model in different states. In general, in the fields of load forecast, wind speed forecast, and electricity price forecast, error calibration could contribute to a reduction to the prediction error. Consequently, error calibration is introduced into PV power forecasting here to improve the prediction accuracy.
Due to the effect of meteorological factors on PV power, a short-term PV power forecast model based on error calibration under typical climate categories is developed, applied to the day-head PV power forecast. In the proposed model, the typical climate categories are defined, and according to which, the historical PV power data are divided. On this basis, the probability density function (PDF) curve of forecast data for each category is simulated using a mathematical distribution, and samplings are performed to achieve the sampling values of the error. In addition, sequencing the sampling values by the compensation values of the error from the fluctuation analysis, the fitted values of the error can Energies 2016, 9, 523 3 of 15 be obtained. Finally, the superposition of the forecasted PV power values and the fitted values of the error is conducted to improve the forecast accuracy.
Research Route of a Short-Term PV Power Forecast Based on Error Calibration
There exist two types of error calibration methods to date. One is to apply a statistical approach to simulating the PDF curves of the PV power forecast error by judging the probability density features of which the error of the next time point would be analyzed and estimated. The other is to predict the error value of the next time point directly using mathematical models to correct the PV power forecast values with the predictive values of the error.
In the application of the first method, it is universally assumed that the forecast error of PV power obeys a normal distribution [19, 20] . Nevertheless, simulations using normal distribution tend not to be of very high accuracy in the majority of the cases, and therefore, they are unable to describe the error distribution of the PV power forecast precisely. Furthermore, it would be difficult for the unordered simulated values of the error acquired by a statistical approach to correspond to the PV forecast power. The second method for error prediction mainly relies on the mathematical model chosen and analyzing future error based on the data characteristics of the historical error. However, the forecasting accuracy might be limited, especially in the case of strong error volatility.
Focusing on the two error forecasting approaches mentioned above, a two-step method that employs a statistical approach to build the probabilistic model of the short-term PV power forecast error and then adopts a fluctuation analysis to process the statistical results. The specific steps are as follows:
(1) The typical climate categories are defined to classify the historical data of the PV power. (2) Due to the noticeably different amplitude features of the forecast error of PV power, the probability density distributions of forecast error are generated for each category. The basic structure of the method proposed is shown in Figure 1 . 
Sampling Values Generation of the PV Power Forecast Error under Typical Climate Categories

Classification of Typical Climate Categories
PV power is closely related to climate conditions, which depend on a range of issues and can be described by many different approaches. To define the classification of climate categories using a harmonized standard, the China Meteorological Administration released "GB/T 22164-2008 Public Climate Service-Weather Graphic Symbols", on which 33 types of climate categories are defined [21] . On that basis, the weather conditions can be classified into four categories that represent the most vital characteristics of these climates, which include Sunny, Cloudy, Drizzle and Heavy rain [8] . However, the range of PV power for each category varies over the different seasons. For instance, the maximum PV output on sunny days in summer is apparently higher than it is in winter. Consequently, the classification of the typical climate categories is based on both the weather and the season, which generates a total of 16 categories, as shown in Figure 2 . 
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Distribution of the PV Power Forecast Error under Typical Climate Categories
In this paper, the relative error (RE) of the PV power forecast is employed to describe the forecast accuracy, and the definition of which is shown in Equation (1).
where δ i is the RE of the i-th forecasting node; and P f,i and P a,i are the forecast value and actual value of the i-th forecasting node, respectively. The probability density function (PDF) of the RE predicted by the wavelet neural network (WNN) [22] of the Polycrystalline Silicon Photovoltaic Array (10 kW) in the State Key Laboratory of New Energy Power System at the North China Electric Power University (Baoding, China) in spring is shown in Figure 3 . Regardless of the climate type, the PDF of the RE is unimodal and almost symmetric, and the peak time is when the RE value is approximately zero. Moreover, the values of the PDF tend to decline with an increase in the RE absolute values and ultimately reach zero.
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where δi is the RE of the i-th forecasting node; and Pf,i and Pa,i are the forecast value and actual value of the i-th forecasting node, respectively. The probability density function (PDF) of the RE predicted by the wavelet neural network (WNN) [22] of the Polycrystalline Silicon Photovoltaic Array (10 kW) in the State Key Laboratory of New Energy Power System at the North China Electric Power University (Baoding, China) in spring is shown in Figure 3 . Regardless of the climate type, the PDF of the RE is unimodal and almost symmetric, and the peak time is when the RE value is approximately zero. Moreover, the values of the PDF tend to decline with an increase in the RE absolute values and ultimately reach zero.
The variances of the PDFs corresponding to the four climate types are expressed as σ
and σ 2 A4 . The RE values in sunny weather are the most concentrated, that is when the minimum variance σ 2 A1 of the four curves is achieved, and illustrates a "tall and thin" characteristic. In comparison, when it rains heavily, the PDF curve would appear to be "short and fat", which indicates a smaller variance σ 2 A4 . Universally, the variances of the RE have tendency to be larger when the weather types vary from sunny to cloudy to drizzle to heavy rain, successively, and therefore, σ
This relationship between the variances exists in every season.
Based on the analysis above, distributions of the RE of the PV power forecast can be concluded to be approximately regular probability density distributions for each typical climate category. Consequently, an appropriate unimodal PDF would be adopted to simulate the distribution of the RE for each typical climate category. 
The PDF Generation of the PV Power Forecast Error Based on a Nonparametric Kernel Density Estimation
Basic Theory of Nonparametric Kernel Density Estimation
Based on data sample completely, nonparametric kernel density estimation (NKDE) is a method to study the data distribution with no prior knowledge. The application of NKDE is universal in multiple fields, such as load modeling, wind speed modeling, and reliable index calculation [23] . To simulate the RE of the PV power forecast, an NKDE is employed to fit the parameters of the PDF based on the typical climate categories.
The PDF fk(δ) of the RE δ can be obtained using Equation (2). The variances of the PDFs corresponding to the four climate types are expressed as σ 2 A1 , σ 2 A2 , σ 2 A3 and σ 2 A4 . The RE values in sunny weather are the most concentrated, that is when the minimum variance σ 2 A1 of the four curves is achieved, and illustrates a "tall and thin" characteristic. In comparison, when it rains heavily, the PDF curve would appear to be "short and fat", which indicates a smaller variance σ 2 A4 . Universally, the variances of the RE have tendency to be larger when the weather types vary from sunny to cloudy to drizzle to heavy rain, successively, and therefore,
. This relationship between the variances exists in every season. Based on the analysis above, distributions of the RE of the PV power forecast can be concluded to be approximately regular probability density distributions for each typical climate category. Consequently, an appropriate unimodal PDF would be adopted to simulate the distribution of the RE for each typical climate category.
The PDF Generation of the PV Power Forecast Error Based on a Nonparametric Kernel Density Estimation
Basic Theory of Nonparametric Kernel Density Estimation
The PDF f k (δ) of the RE δ can be obtained using Equation (2) .
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where h is the bandwidth; n is the sample number; δ i is the i-th sample of the PV power; and K is the kernel function. In order to guarantee the continuity of the PDFs, the kernel functions are usually smoothed unimodal PDFs, which satisfy the conditions in Equation (3).
where c is a positive constant.
The most commonly used kernel functions are the Epanechikov function and Gaussian function. In this paper, the Gaussian function, which is shown in Equation (4), is adopted.
Selection of the Optimal Bandwidth
The bandwidth h affects the accuracy of the NKDE greatly. According to the kernel density estimation theory [24, 25] , the probability density would be over scattered and the curve of f k (δ) would be over smooth if h is too large, which may neglect certain crucial structural features of the distribution. Otherwise, if h is too small, the density estimation tends to concentrate around the data given, and the wrong peak values would appear on the f k (δ) curve, which may then lack smoothness and become overfitted.
The definition of the asymptotic mean integrated square error (AMISE) is shown in Equation (5).
AMISEphq "
where σ k is the standard deviation of the kernel density function; and f is the actual probability density distribution of the sample. When nÑ8, hÑ0 and nhÑ8, then AMISE(h)Ñ0. By minimizing the AMISE, the optimal bandwidth h opt is obtained, as shown as Equation (6) .
Therefore, the optimal bandwidth relies on the probability density f, which is unknown. According to the rule of thumb [26] , f could be replaced by the standard normal density function with a standard deviation of σ k , as shown in Equation (7).
where σ is the standard deviation of the sample. Generally, the standard deviation σ of the sample could be expressed by a divergence variable named the interquartile range (IQR) that is a more robust measure. The optimal bandwidth can be expressed using Equation (8) .
where Φ is a standard normal cumulative distribution function.
Energies
Sampling of the PV Power Forecast Error Based on Latin Hypercube Sampling and a Multi-Scenario Technique
Latin hypercube sampling is a multi-dimensional stratified sampling method, which is able to effectively restore the random effect. Latin hypercube sampling is combined with a multi-scenario technique [27, 28] to perform the sampling of the fitted PDF of the RE in the classified categories. During sampling, the sampling size is assumed to be b, and the random variable number is assumed to be z. The variables can be represented as X = {x 1 , x 2 , . . . , x z }. After the sampling, the random variable number is reduced to N. The specific steps of the Latin hypercube sampling and the scenario reduction are illustrated in Figure 4 .
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Sampling of the PV Power Forecast Error Based on Latin Hypercube Sampling and a Multi-Scenario Technique
Latin hypercube sampling is a multi-dimensional stratified sampling method, which is able to effectively restore the random effect. Latin hypercube sampling is combined with a multi-scenario technique [27, 28] to perform the sampling of the fitted PDF of the RE in the classified categories. During sampling, the sampling size is assumed to be b, and the random variable number is assumed to be z. The variables can be represented as X = {x1, x2,…, xz}. After the sampling, the random variable number is reduced to N. The specific steps of the Latin hypercube sampling and the scenario reduction are illustrated in Figure 4 .
The i-th sample
Delete sample i with the minimum P i 
Compensation Values Generation of the PV Power Forecast Error Based on Fluctuation Analysis
The uncertainties of PV power and the prediction methodologies are the main sources of PV forecast error. Considering the regularity of the fluctuated direction of the RE in short-term predictions, the fluctuation analysis of the RE is a feasible scheme to prejudge the tendency of the RE and to produce the corresponding compensation values of the RE [29] . 
The uncertainties of PV power and the prediction methodologies are the main sources of PV forecast error. Considering the regularity of the fluctuated direction of the RE in short-term predictions, the fluctuation analysis of the RE is a feasible scheme to prejudge the tendency of the RE and to produce the corresponding compensation values of the RE [29] .
During the fluctuation analysis, n samples from the historical RE data are applied to develop the measuring standards for the short-term estimation. The long-term variance is presented as σ 2 l , and the critical value of the absolute slope of the straight-line fitting is presented as k l , as follows:
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where k 1 and k 2 are the up and down critical values of the one-sided probability interval determined by the simulated model and the probability level, respectively. Three RE values before the forecast time are chosen to be the short-term RE samples, and the calculation of the variance σ 2 s and the absolute slope k s of the straight-line fitting are performed. The calculation results of these two variables indicate the investigation methods for the RE fluctuation, as shown in Table 1 . On the basis of the estimated values of the RE from the investigation methods in Table 1 , the error compensation rule is formed. The threshold δ 0 is the boundary value that separates large errors from small errors. By comparing the RE estimated values δ i at the point i and δ i´1 at point i´1 to δ 0 , the compensation methods of estimated RE would be ascertained, as in Table 2 . Based on fluctuation analysis, the sampling results are sequenced using the compensation values. The sampling values closest to the compensation ones are elected to be the fitted values of the RE at the corresponding time points to correct the forecast values of the PV power, and moreover, to improve the forecast accuracy.
Short-Term PV Power Forecast Model Based on Error Calibration under Typical Climate Categories
The concept of error calibration is applied to short-term PV power forecasts. By generating the fitted value of the forecast error and overlaying it on the forecasted values of the PV power, PV power forecast values with error calibration can be achieved. The basic concept of error calibration is shown in Figure 5 .
Sampling values of the RE
Compensation values of the RE
Fitted values of the RE Forecast values of PV power
Forecast values of PV power with error calibration Figure 5 . Basic concept of error calibration.
The WNN with adaptive dynamic programming (ADP) is applied to forecast the PV power [30] . In the forecasting model, the wavelet function is employed to be the incentive function of the hidden layer in neural network, and the uniform approximation of the wavelet decomposition is conducted to combine the wavelet analysis and the neural network to achieve the output signal sequences. In addition, the concept of the predictor-corrector is introduced, according to which the actual measurement data are utilized to update the parameters of the WNN to improve the forecast accuracy. The basic theory is illustrated in Figure 6 . In Figure 6 , X1, X2,…,Xn are the inputs of the prediction model; Y1, Y2,…,Ym are the outputs of the prediction model; wij is the weight between the input layer and the hidden layer of the WNN; wjk is the weight between the hidden layer and the output layer of the WNN; bj is the expansion factor of the wavelet basis function; θj is the threshold; Pi1(t), Pi2(t),…, Pin(t) are the actual measurement data of the sampling period; wij * , w jk * , b j * , θ j * are the updated parameters after occupying the ADP corrector; and r(t) is the cost function.
The steps of the forecast model for a short-term PV power forecast based on error calibration under typical climate categories are demonstrated as follows:
(1) Define 16 typical climate categories according to the weather conditions and the seasons. (2) Classify the historical PV power data into the typical climate categories and generate the probability density distributions of the RE for each category. The WNN with adaptive dynamic programming (ADP) is applied to forecast the PV power [30] . In the forecasting model, the wavelet function is employed to be the incentive function of the hidden layer in neural network, and the uniform approximation of the wavelet decomposition is conducted to combine the wavelet analysis and the neural network to achieve the output signal sequences. In addition, the concept of the predictor-corrector is introduced, according to which the actual measurement data are utilized to update the parameters of the WNN to improve the forecast accuracy. The basic theory is illustrated in Figure 6 . The WNN with adaptive dynamic programming (ADP) is applied to forecast the PV power [30] . In the forecasting model, the wavelet function is employed to be the incentive function of the hidden layer in neural network, and the uniform approximation of the wavelet decomposition is conducted to combine the wavelet analysis and the neural network to achieve the output signal sequences. In addition, the concept of the predictor-corrector is introduced, according to which the actual measurement data are utilized to update the parameters of the WNN to improve the forecast accuracy. The basic theory is illustrated in Figure 6 . In Figure 6 , X1, X2,…,Xn are the inputs of the prediction model; Y1, Y2,…,Ym are the outputs of the prediction model; wij is the weight between the input layer and the hidden layer of the WNN; wjk is the weight between the hidden layer and the output layer of the WNN; bj is the expansion factor of the wavelet basis function; θj is the threshold; Pi1(t), Pi2(t),…, Pin(t) are the actual measurement data of the sampling period; wij * , w jk * , b j * , θ j * are the updated parameters after occupying the ADP corrector; and r(t) is the cost function.
(1) Define 16 typical climate categories according to the weather conditions and the seasons. (2) Classify the historical PV power data into the typical climate categories and generate the probability density distributions of the RE for each category. In Figure 6 , X 1 , X 2 , . . . ,X n are the inputs of the prediction model; Y 1 , Y 2 , . . . ,Y m are the outputs of the prediction model; w ij is the weight between the input layer and the hidden layer of the WNN; w jk is the weight between the hidden layer and the output layer of the WNN; b j is the expansion factor of the wavelet basis function; θ j is the threshold; P i1 (t), P i2 (t), . . . , P in (t) are the actual measurement data of the sampling period; w ij * , w jk * , b j * , θ j * are the updated parameters after occupying the ADP corrector; and r(t) is the cost function. The steps of the forecast model for a short-term PV power forecast based on error calibration under typical climate categories are demonstrated as follows:
(1) Define 16 typical climate categories according to the weather conditions and the seasons. (2) Classify the historical PV power data into the typical climate categories and generate the probability density distributions of the RE for each category. Step (4) with the fitted values of the RE in Step (7) to achieve PV power forecast values with error calibration.
Case Study
In this section, the method proposed has been tested using the normalized PV output data from Hebei Province, China in 2013 in a MATLAB simulation.
After the identification and processing of bad data as well as data normalization, the historical PV power data has been classified into 16 typical climate categories. The historical error data are provided by the WNN with ADP and the PDF curves of the RE in each category have been generated.
In comparison with a normal distribution, the simulation results of the fitted PDF curves of the RE in the spring by an NKDE are shown in Figure 7 . The results indicate that the normal distribution fitting has a larger discrepancy in comparison with those from the NKDE, which corresponded closely with the fluctuations in the original sample data. The simulation errors are measured by Mean absolute error (MAE) and root mean square error (RMSE), which are dimensionless because of the normalization of the PV output data. As shown in Table 3 , the simulation using the NKDE has an excellent fitting in contrast with the one using the normal distribution because the fitting error of the NKDE was two or three orders of magnitude less than that of the normal distribution. Step (7) to achieve PV power forecast values with error calibration.
In comparison with a normal distribution, the simulation results of the fitted PDF curves of the RE in the spring by an NKDE are shown in Figure 7 . The results indicate that the normal distribution fitting has a larger discrepancy in comparison with those from the NKDE, which corresponded closely with the fluctuations in the original sample data. The simulation errors are measured by Mean absolute error (MAE) and root mean square error (RMSE), which are dimensionless because of the normalization of the PV output data. As shown in Table 3 , the simulation using the NKDE has an excellent fitting in contrast with the one using the normal distribution because the fitting error of the NKDE was two or three orders of magnitude less than that of the normal distribution. In accordance with the theory mentioned above, the smoothness of the fitted curves would increase if the bandwidth of the NKDE increased; otherwise, peak values are more likely to appear. Concerning the PDF curves, the bounding areas with their abscissa are identical to 1. Accordingly, for the unimodal fitted PDF curves, larger bandwidths resulted in more concentrated distributions and smaller variances; correspondingly, when the bandwidths decreased, the distributions tend to be more divergent, which suggests larger variances of the PDF curves. The variances of the fitted PDF In accordance with the theory mentioned above, the smoothness of the fitted curves would increase if the bandwidth of the NKDE increased; otherwise, peak values are more likely to appear. Concerning the PDF curves, the bounding areas with their abscissa are identical to 1. Accordingly, for the unimodal fitted PDF curves, larger bandwidths resulted in more concentrated distributions and smaller variances; correspondingly, when the bandwidths decreased, the distributions tend to be more divergent, which suggests larger variances of the PDF curves. The variances of the fitted PDF curves from A1 to A4 are 0.0346, 0.0593, 0.0692 and 0.0738, respectively, which is consistent with the characteristics of the RE, namely that σ 2 A1 < σ 2 A2 < σ 2 A3 < σ 2 A4 . After finding the typical climate category that matches the forecast day, a PV power forecast is employed using a WNN with ADP. Mean absolute percent error (MAPE), MAE and RMSE are employed to measure the forecast errors. The forecast accuracies by the WNN with ADP of the categories from A1 to A4 are shown in Table 4 . The probability density curves of the RE under each category are sampled based on a Latin hypercube sampling and a multi-scenario technique. Due to the low probability of the occurrence of large errors, the sections with peak values at their center with a probability of 85% are chosen to be the actual sampling intervals, in order to avoid the overcompensation of errors phenomenon caused by excessive sampling results. The sampling results of the RE are sorted according to the fluctuation analysis. The compensation error results and the final fitted values of the RE for A1-A4 are shown in Figure 8 . The forecasted results by the WNN with ADP are corrected by the fitted values of the RE to obtain the forecasted PV power output with error calibration. The final forecasted results for A1-A4 are shown in Figure 9 , and the forecasted results under the drizzle weather condition in each season are shown in Figure 10 . It is obvious from the two figures that after combining with an error calibration, the forecasting accuracy of each category can be improved to a certain extent. 
Conclusions
In this paper, the function of a short-term PV power forecast based on the forecast error calibration and considering the typical climate categories is established. To begin with, the historical data of the PV power are sorted according to the typical climate categories. Then, the PDF curves for the RE of the PV power forecast are obtained for each category. An NKDE is utilized to develop the fitted PDF curves, and a Latin hypercube sampling along with a multi-scenario technique is used to obtain the sampling values of the RE. In addition, based upon a fluctuation analysis, the sampling values are sequenced by the compensation values of the RE, and the fitted values of the RE are generated. Finally, overly fit the values of the RE on the forecasted PV power values to improve the forecasting accuracy.
The results of the case study indicate the following.
(1) The RE data features of the PV power forecast noticeably vary between seasons and weather conditions. Based on the definition of the typical climate categories, the historical forecast error data were classified, which provides a good prerequisite for the establishment of probabilistic models and obtaining more accurate characteristics for the forecasting error. (2) An NKDE with an optimal bandwidth could be applied to develop a probabilistic model in every typical climate category. An NKDE simulation fits better than a normal distribution simulation. (3) By a fluctuation analysis, the rough compensation values for the RE of the PV power forecast are achieved, and according to which, the sampling values of the RE were consistent with the forecasted PV power. In contrast, the sampling values provide boundaries to the compensation values to avoid the overcompensation and divergence of error. The results of the case study demonstrated that by the means of simulating the forecast error of PV power based on its amplitude and fluctuation characteristics and then employing the fitted values of the RE to correct the PV forecast power, the prediction error can be reduced and the accuracy of the PV power forecast can be effectively improved. 
(1) The RE data features of the PV power forecast noticeably vary between seasons and weather conditions. Based on the definition of the typical climate categories, the historical forecast error data were classified, which provides a good prerequisite for the establishment of probabilistic models and obtaining more accurate characteristics for the forecasting error. (2) An NKDE with an optimal bandwidth could be applied to develop a probabilistic model in every typical climate category. An NKDE simulation fits better than a normal distribution simulation. (3) By a fluctuation analysis, the rough compensation values for the RE of the PV power forecast are achieved, and according to which, the sampling values of the RE were consistent with the forecasted PV power. In contrast, the sampling values provide boundaries to the compensation values to avoid the overcompensation and divergence of error. The results of the case study demonstrated that by the means of simulating the forecast error of PV power based on its amplitude and fluctuation characteristics and then employing the fitted values of the RE to correct the PV forecast power, the prediction error can be reduced and the accuracy of the PV power forecast can be effectively improved.
