Introduction
Robot path planning has proven to be a hard problem (Reif 1979) . There is strong evidence that its solution requires exponential time in the number of dimensions of the configuration space, i.e., the number of degrees of freedom (DOF) of the robot. This result is remarkably stable: it still holds for rather specific robots, e.g., planar linkages consisting of links serially connected by revolute joints (Joseph and Plantiga 1985) , and sets of rectangles executing axis-parallel translations in a rectangular workspace (Hopcroft, Schwartz, and Sharir 1984; Hopcroft and Wilfong 1986) . Though general and complete algorithms have been proposed (Canny 1988; Schwartz and Sharir 1983) , their high complexity precludes any useful application. This negative result has led some researchers to seek heuristic algorithms. While several such planners solve difficult problems, they also often fail or take prohibitive time on seemingly simpler ones. The fact that their behavior is not well characterized is a major drawback: they cannot be used as black boxes in larger robot control systems.
The number of degrees of freedom beyond which existing complete algorithms become practically useless is low-somewhere between 3 and 5. This means that they cannot be used to compute paths for rigid objects translating and rotating in three dimensions, nor for 6-DOF manipulator arms, which are two important cases in practice. On the other hand, robot applications tend to involve more degrees of freedom than ever before. For example, an increasing number of manufacturing work cells use several cooperating robots to augment throughput and flexibility. Cells with more than 20 DOF are no longer exceptions. As costs and time for designing and deploying them become more critical, path planners integrated with CAD systems will be in higher demand to facilitate robot programming. Eventually, planners will run on-line to allow for nondeterministic sequences of goals and events (Li and Latombe 1995) . Robots in domains other than manufacturing (e.g., medical surgery, space exploration) will also require efficient and reliable path planners. Some nonrobotics domains raise a similar need as well. In computer graphics, animation of synthetic actors to produce digital movies or video games requires dealing with several dozen degrees of freedom. Here, motion planning may drastically reduce the work of human animators who currently input large numbers of key frames. In molecular biology, motion planning can help compute plausible docking motions of molecules modeled as spatial linkages with many degrees of freedom.
Collision-free path planning, which assumes perfect knowledge of the world and stationary obstacles, is only the most basic motion-planning problem in robotics. Clearly, we would ultimately like robot planners to deal with issues such as uncertainties, moving obstacles, movable objects, and dynamic constraints (Latombe 1991 (Latombe , 1995 . But every extension of the basic problem adds to computational complexity. For instance, allowing moving obstacles makes the problem exponential in the number of moving obstacles (Canny 1988; Reif and Sharir 1985) ; uncertainties in control and sensing make the problem exponential in the complexity of the robot environment (Canny 1988 ). Before we can effectively investigate such extensions in large configuration spaces, it seems that we must better understand how to practically solve basic path planning.
Path-planning applications are so diverse that it is infeasible to design a tailor-made algorithm for every possible robot,.' Instead, we need general path-planning algorithms not bound to the specifics of any particular robot. We believe that between the two extreme types of planners suggested above--complete and heuristicthere is a place for practically efficient (1991) ; Barraquand, Langlois, and Latombe ( 1992) ; Latombe (1991) , is a potential-fieldbased planner that escapes local minima by performing random walks; in the following, we will refer to it as the potential-field planner. Another planner, presented in Kavraki (1995) ; Kavraki and Latombe ( 1994a, 1994b) ; , precomputes a &dquo;roadmap&dquo; (network) (Chang and Li 1995) ; here, paths are generated in configuration spaces having only six dimensions, but the parts have especially complex geometry.
These two planners achieve probabilistic completeness. For the potential-field planner, this property remains qualitative: if there exists a path, the probability that the planner finds one tends toward one as the running time increases, but the convergence speed is unknown. However, for the roadmap planner, we have proven stronger results that relate the probability that it finds a path, when one exists, to its running time (Kavraki 1995; Kavraki, Kolountzakis, and Latombe 1996; Kavraki et al. 1994;  1. In any case, very few tailor-made planners have been successfully designed for specific robots with more than 4 DOF. Kavraki et al. 1995 Kavraki (1995) ; Kavraki and Latombe (1994a, 1994b) ; and in papers by other authors (Challou and Gini 1995; Graux et al. 1992; Zhu and Gupta 1993 It seems likely that no strong property can be proven for any given planner, if we do not make some assumption about C free. Moreover, no single planner is likely to be the most efficient for all possible problems. This suggests that planners should be analyzed under some well-specified assumptions. In Section 4, we will study the work carried out by a two-phase planner under two distinct assumptions. In one, the visibility volume assumption, C free is such that every free configuration &dquo;sees&dquo; a subset of C fr~e whose volume is at least an E fraction of the total volume of C free (we then say that C fTee is E-good). In the second assumption, the path clearance assumption, there exists a collision-free path between qinit and qgoal that has some given clearance ~. Assumptions must be carefully crafted. Indeed, if these are too specific or unrealistic, the analysis will not yield useful results; on 4. Checking the sample configurations for adjacency is an instance of the orthogonal range-searching problem (Arya and Mount 1995; Preparata and Shamos 1985) . Using the range-tree technique, the pairs of adjacent configurations can be computed in O ( f log n &mdash;1 f ) time, or slightly faster. This is better than O ( f 2 ) when f is large enough. the other hand, if they are too general, the results will be too weak.
Specific Planners
We now present two planners that make use of the above scheme with different sampling strategies. Let us choose g = log(2/~) at step 2 of Query-Processing, where q E (0, 1 is the failure probability we are willing to tolerate during a query. We can show the following performance guarantee for the query-processing phase: THEOREM 2. If the set of milestones chosen during preprocessing is adequate, then the probability that the query-processing algorithm outputs FAILURE is at most q.
In fact, our analysis (in the Appendix, Section A2) implies that the expected number of executions of step 1 (b)i in the query-processing algorithm is at most 2.
Theorems 1 and 2 give performance guarantees for the preprocessing phase and the query-processing phase, respectively. This is appropriate, since many queries will be made using the same roadmap. However, we can easily blend the two theorems to bound the probability that the planner returns FAILURE for a single query by (I -(3)&dquo;( + ¡3 (this is obtained by bounding by one the probability that the planner returns FAILURE when the set of milestones is not adequate). Then, let a E (0, 1 be the probability of a FAILURE outcome that we are willing to tolerate. Neither the number s of milestones, nor the number g of trials at step 2 of Query-Processing grows faster than 10g(1 /0:), when 0: ~ 0.
Number of Calls to Complex Planner
We now turn to the description of Permeation and its analysis. Our goal is to evaluate how many times the complex planner must be invoked at step 4 for the preprocessing algorithm.
consisting of k disjoint cliques. The goal is to determine this clique partition of N. The graph is presented as an adjacency matrix, and the cost of an algorithm is measured by the number of entries it examines in the adjacency matrix of N. This is the edge probe model used in the study of evasive graph properties (Lovisz and Young 1991). 
The nondeterministic complexity of the problem is clearly a lower bound on its deterministic and even randomized complexity.
We now characterize the worst-case deterministic complexity of this problem, denoted T(p, k). By the preceding discussion, we have:
THEOREM 4. Deterministic-Permeation correctly solves the permeation problem using O(pk) probes.
The following lower bound establishes that Deterministic-Permeation is optimal. The proof uses a nontrivial adversary argument .
THEOREM 5. For 1 < k < p, T(p, k) = SZ(pk).
We now give a randomized algorithm that beats the lower bound of Theorem 5 when the sizes of the k cliques differ significantly, which is often the case in practice (when k > 1 ). Randomized-Permeat ion labels the vertices in a random order, and then invokes Deterministic-Permeation. Randomized-Permeation(V): 1. Permute the vertices randomly. Rename the nodes by 1, ... , n, in the order of the generated list. 2. Invoke Deterministic-Permeation(V). Using the inequality 1 -~ < e-', for ~ >_ 0, we get the following easier-to-use relations: Relation 3 implies that the number of milestones that the planner must generate to output YES with probability at least 1 -0: is polynomial in 1 /~~n f, and logarithmic in L.
Remark that ç(f) 2:: ( 1 /2p) CLEARANCE(r(~)), where p is the constant introduced in Section 2. Indeed, for any q E C free, let q' be the configuration in the free-space boundary that achieves minimum distance with q, and let ~(q) be this distance. We have: ~(q) > maxi Iqiqf By the definition of p, all configurations q' such that maxi qi -q~1 ::; CLEARANCE(q)/2p are in the free space. Hence, CLEARANCE(q)/2p < maXi Iqi -q2 ~ < (q). Therefore, the bounds given above remain valid if we choose to define ~(f) as ( 1 /2p) c~,~ARb~·tc~(T(P)), rather than as the distance between 7(~) and the freespace boundary. The bound given by (4) leads to choosing (Kavraki, Kolountzakis, and Latombe 1996): 4.3.4. Comparison Note that to answer queries with high probability, it is necessary and sufficient in this example to pick a bounded number of milestones in the box, which happens with probability = w2. Hence, a tight estimate of s is -_ The estimates of (5), (6), and (7) can be seen as the unavoidable quantity 1 ~w2 times some factor. By exploiting the fact that ~(f) is small only briefly, we get a smaller factor in (7) than in (6). Therefore, for either query configuration qi (i E linit, goal}), the probability that a random configuration chosen from S(qi) is not visible from any milestone is at most 1/2. The probability that query-processing fails to connect qi to a milestone on log(2/-y) trials at step 1(b)i is thus less than ~/2. Since step 1(b)i is performed for both query configurations, the overall failure probability is at most q. For any two points pi E Bn /2(qj) and PHI E ~/2(~), the straight-line segment connecting pi and PH lies entirely in Cf,,ee; indeed, the above relation implies that PH also lies in Z3~(q2). So, a sufficient condition for the query-processing algorithm to find a path is that each ball Bç¡2(Qi)' i = 1, . , . , k -1, contains at least one milestone.
The probability that a ball of radius r lying entirely in the free space contains none of the s milestones is (1 -/~(~r)I~(CfreeOs. In mn we have ,u(Z3r) = r'~~C(,t3~). Therefore, the probability that the planner does not find a path is at most: which is itself no greater than: Hence, choosing s such that the above quantity is at most c~ E (0,1 guarantees that the planner will find a path with probability at least 1 -a.
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