Abstract: By an eigenvalue comparison-technique [20] , the expected return probability of the delayed random walk on critical Bernoulli bond percolation clusters on the twodimensional Euclidean lattice is estimated. The results are generalised to invariant percolations on unimodular graphs with almost surely finite clusters. The approach involves using the special property of cartesian products of finite graphs with cycles of a certain minimal size being Hamiltonian [3] .
1 Introduction
Statement of the problem
What is the qualitative decay of the cumulative spectral measure (Integrated density of states) of the 2-D Bernoulli bond percolation cluster at criticality? This question has remained open in the discussion of graph Laplacians of percolation clusters under different boundary conditions [15, 16] : Up to a scaling factor, the ordinary combinatorial Laplacian (∼ 'Neumann Laplacian') is the generator of the delayed random walk (see for example [14] ). Since the annealed return probability is the Laplace transform of the cumulative spectral measure (for a proof on Euclidean lattices see [21] , where the delayed random walk is called 'regularised random walk'), we may equivalently ask for the largetime asymptotics of the annealed return probability of the delayed random walk on the cluster containing the origin.
Critical 2D-Bernoulli percolation is known to have almost surely finite cluster sizes. The results of [21] address the expected return probability of invariant percolation on any unimodular transitive graph as long as the clusters are a.s. finite. So they are applicable, in this case. The statements made there about Bernoulli percolation (independence of open-/closedness of the edges) require the finiteness of the cluster-size' first moment (χ p = E p [|C o |], where C o is the cluster of the vertex o). However, no integral moment of the cluster size exists in critical percolation. In spite of this, it is shown here that a similar methodology (involving comparison of eigenvalues) can be used to obtain bounds for the expected return probability of the delayed random walk under the more restrictive conditions of allowing only for the existence of small fractional moments of the cluster size. This concerns critical Bernoulli bond-percolation on the Euclidean lattice. More generally, results for invariant percolation on a unimodular, transitive graph are presented if the existence of the ν-th moment of the cluster size is assumed, where ν ∈ [0, 1].
A quite different subject is delayed random walk on the incipient infinite cluster, which has been shown to display subdiffusive behaviour by Kesten [11] (see section 3.1).
Critical percolation, Delayed Random Walk, Interlacing
Let us introduce the definitions and terminology of the random walk on the percolation graph: At first, the two-dimensional Euclidean lattice will play the role of the underlying transitive graph G = Z 2 , E = N.N. , with an unoriented edge set given by nearest neighbours. Employing the probability space of the two-valued functions on the edges Ω = 2 E with the usual product sigma-algebra F ( = ⊗ e F o where F o = {∅, {0}, {1}, {0, 1}}), we will call H(ω) ≤ G for ω ∈ Ω the partial graph resulting from deleting the set of edges E ′ (ω) := ω −1 ({0}), i.e. those e, for which ω(e) = 0 ('e is closed'). The remaining edges, i.e. those of H(ω) = Z 2 , E H (ω) with E H (ω) = E \ E ′ (ω) are called open. We will be interested in Bernoulli percolation, which is the product-law µ = ⊗ e µ o : F → [0, 1], making the open-/closedness of the edges independently and identically distributed, where µ(e is open ) = p, for all e ∈ E, and p ∈ [0, 1].
It is well known for two-dimensional Bernoulli bond percolation, that at the critical value for p = p c = 0.5, dividing the unit-interval into the regime with θ(p) = µ( there is an open path to infinity ) = 0 (sub-critical) and the one with θ(p) > 0 (super-critical), the percolation probability θ(p c ) is zero. This implies the almost sure finiteness of the percolation cluster containing any preassigned vertex.
In this note, we will stick to p = p c = 1/2. One of the open questions in [16] is the nature of the cumulative spectral measure (integrated density of states) of the graph Laplacian
For a finite graph H(ω) with degree δ, such as a finite percolation cluster C o of 2D-critical Bernoulli bond percolation (i.e. the induced subgraph H = H(ω)|C o with δ = 4), the graph Laplacian is a symmetric matrix
, where deg(v) denotes the degree of the vertex v in the graph H(ω), and A = A(ω) is its adjacency matrix. While the simple random walk on H has the transition matrix D −1 A [22] , the delayed random walk (X n ) : N → Z 2 , has transition probability rules assigned by
Correspondingly, its transition matrix P = (1/δ)(A + δI − D) and its generator I − P is a scaled version of the graph Laplacian L, scaled by the factor of 1/δ = 1/4.
It is well known (see e.g. [19] ), that the removal of edges corresponds to an additive perturbation of P by a positive semi-definite matrix. Moreover, due to the well-known interlacing theorem (see e.g. [10] ), the eigenvalues of the perturbed transition matrix are not increased by more than one spacing between unperturbed eigenvalues. Furthermore, removal of edges doesn't change the vertex-set, such that the change from the unperturbed P o to the perturbed P is a change between matrices of the same dimension, such that this can be written in the form P = P o + S with a perturbation S ≥ 0 corresponding to the removal of K distinct edges. If σ(P ) = { β j } N j=1 is the spectrum of P enumerated in a decreasing way ( 
is the unperturbed transition matrix of an order N graph of largest degree δ, interlacing implies that
We refer to [9, 20, 5] for an overview of interlacing methods, to [21] for its application to comparison theorems of random walks on finite percolation clusters.
Result
On any infinite, connected locally finite graph the (quenched) return probability P o (n) of the simple random walk is bounded by a constant times n
, chap. 18). Moreover, while the return probability of reversible random walks on finite clusters is well-known to be exponentially decreasing, the annealed return probability (=expected return probabability) takes into account the mean over all such clusters. Since this exponential decay is weaker for larger clusters, and since arbitrarily large clusters are possible with finite probability, a downscaling of the return-probability decay is expected when passing from the quenched estimates to the annealed ones. In the case of exponentially decaying cluster-size distributions, this downscaling yields sub-exponential decay of the upper bounds with leading constants which are some moment functional of the cluster size [21] .
In the situation of critical percolation, no integral moment exists. We show that in spite of this, the decay of the annealed upper bound for 2D-Bernoulli bond percolation is stronger than t −1/2 . Furthermore, we find a lower bound with asymptotic type given by t −3/2 .
the mean number of clusters per site [8] , and let α > 0
continuous-time delayed random walk on the finite clusters of 2-dimensional critical Bernoulli bond percolation satisfies for
A number α with this property exists by Theorem 11.89 of [8] . This immediately has the following consequence for the integrated density of states (cumulative spectral measure) 
For transitive graphs, and invariant percolations (including correlations) we conclude with the following estimate if finite moments exist:
the expected return probability of the continuous-time delayed random walk on the finite clusters of invariant percolation on a unimodular graph. If
2 Proofs
The expected return probability on unimodular graphs
We start with observing the following relationship between the expected return-probability of a random walk starting at a single given vertex o ∈ V and starting at a vertex, which is picked uniformly at random from the finite state space: Let P o [X t = o] denote the return-probability of a continuous time random walk X t in the former, and P − [X t = X o ] in the latter case.
Lemma 2.1. If E µ refers to the integration over all partial graphs ω ∈ Ω,
Proof: (see [21] for more detail) Let C v be the connected component of H(ω) containing the vertex v ∈ V . Since the Euclidean lattice is a graph with a unimodular group of automorphisms, by the mass-transport-principle [4, 14] , the left-hand-side equals
Proof (Lower bound of Theorem 1.1 ): Compare this with [7] , Lemma 2.2 and [22] . By the easy part of Cheeger's inequality (see for example [18] , Lemma 3.3.7; 'variational bound'), there is an upper bound for the spectral gap λ := min{λ 2 , 2 − λ |Co| } of the delayed random walk: λ ≤ I, where I ≤ δ is the isoperimetric constant of the graph H(ω). 
The result follows from Lemma 2.1 since the maximal degree δ = 2d = 4.
Cartesian products of graphs with cycles
Before giving the second part of the proof, we prove a few further technical lemmas which will be useful for estimating the continuous time return probability of the delayed random walk on the Cartesian product of a finite graph with a circle:
ii.)
Proof: From cos πx ≤ 1 − 2x 2 if x ∈ [0, 1] we obtain by following [18] , (Ex. 2.1.1)
which proves (2). Moreover, we have
Applying this inequality to the right-hand-side of (4) with z = √ 2tk N gives (3). 
Proof: Let N = |V (G X )|, and M = |V (G Y )|. Let P X and P Y be the transition kernels of X t and Y t , respectively. For the delayed random walk on G, with equal transition weights across edges of type { x, v , y, v }, and { x, v , x, w } (where x, y ∈ V (G), and v, w ∈ V (H)), the transition kernel is given by 1 2 (P X ⊗ I + I ⊗ P Y ) (see [22] , chap. 18). Therefore,
Lemma 2.4. Let H be a simple, finite, and connected graph with N vertices and largest degree δ. Let X t be the delayed random walk on H, and β 2 the second-largest eigenvalue of its transition kernel. Then for k ∈ {1, ..., N − 2}
Proof: By the Theorem of [3] (see also the discussion in [6] ) the Cartesian product G := H C δ is Hamiltonian. Let Y t be the continuous time delayed random walk on C t with transition-kernel
and from Lemma 2.4 it follows
where X t is the continuous time delayed random walk. By Theorem 1 in [20] , the eigenvalues of the transition kernel P of X t can be compared with the eigenvalues of the delayed random walk on C δN ; namely,
where 1 = β 1 > β 2 ≥ β 3 ≥ β 4 ≥ ... ≥ β δN are the eigenvalues of P , and N = |V (H)|. The factor 2/(δ + 2) in front of 1 − β j results from the regularisation with loops, characteristic of the delayed random walk on a graph ( G) with maximal degree δ + 2, where the extra 2 comes from taking the Cartesian product with C δ (see [21] ). Note, the eigenvalues of P are β j,l = 1 2 (β j + cos(2π(l − 1)/δ), with j ∈ {1, ..., N } and l ∈ {1, ..., δ}. From (5), it follows
(1−cos 2π
(1−cos 2π j δN ) .
Then, using Lemma 2.2 i.) and ii.) for I(4t/(δ + 2), δN/2) yields the claim.
Remark: For 1−β 2 we have the standard lower bound given by assuming H to be a path. The delayed random walk has the same spectrum as the simple random walk on the path which is 'decorated' with loops to yield a regular graph of degree δ [21] . In particular,
(δ+2)δ 2 N 2 , or, equivalently k 2 ≥ δ(δ + 2)/8, then the first exponential term exp(−t(1 − β 2 )) has weaker decay than the second. We see this is the case for a number independent of N . Therefore, even if nothing else is known about β 2 , Lemma 2.4 is an improvement over the trivial bound (corresponding to the case k = N − 1 with a vanishing second exponential term), provided that N − 1 > δ(δ + 2)/8.
Proof: (Upper bound of Theorem 1.1) Let now µ be the measure of 2-dimensional Bernoulli bond percolation, i.e. H is the µ-a.s. finite subgraph of the infinite partial graph Z 2 , E(ω) for ω ∈ Ω with e(ω) = ω −1 ({1}), which is induced by the connected component C o of the origin o = 0, 0 , and for which δ = 2d = 4. By Lemma 2.1 and Lemma 2.4, ii.), (1 + α) and c = α/2 we find that b b < 1, c c < 1, and
Proof: (Theorem 1.2) Upper bound: The integrated density of states N (E) obeys [15, 16, 21 ] the relation
, such that by Theorem 1.1
Choosing t = ν/ǫ and thereby optimising the upper bound for N (ǫ) − N (0) leads to the result.
Lower bound: Again, by
, Lemma 2.1 and Theorem 1.1,
Therefore, N (E)
Proof:(Theorem 1.3) All arguments used in proving Theorem 1.1 can be used for an invariant percolation µ on a transitive carrying graph G with a unimodular automorphism group and µ-a.s. finite clusters. This applies particularly to critical Bernoulli percolation on non-amenable graphs [4] . If E µ [|C o | α ] = ∞ for all α > 0, the result of 1.1 still applies for α = 0. In particular, the arguments proving of the lower bound of Theorem 1.1 also prove the lower bound of Theorem 1.3, with the exception of a different power-law decay, a m −ν replacing 1 2 m −1/2 , the latter of which is valid in the case of critical Bernoulli percolation on the Euclidean lattice. The arguments apply to all transitive, unimodular graphs with invariant percolations µ with µ-a.s. finite clusters. Unimodularity is only used in Lemma 2.1.
For the upper bound choose k in Lemma 2.4, i.), such that with N = |C o |,
This is accomplished if we set k = N √ aλ+1, where a = 32/(δ 2 (δ +2)): Setting c = π/a,
From e −x ≤ y y /x y for y ≥ 0, we get, since b >
Now using λ ≥ δ/(4N 2 ), the estimate
. Taking the expectation of both sides of the inequality yields the result. The final statement about the case with existing first moment follows from this by setting b = 1.
Remark: This shows that the assumption of finite geometry (δ < ∞) is essential for the upper and lower bounds to be obtained in this way.
Discussion

Critical percolation on the binary tree
It is well known [4] , that for critical percolation on non-amenable unimodular graphs, the connected component containing a specific vertex is almost surely finite. As an example, to illustrate how the upper estimate given by Theorem 1.3 compares to the estimate derived from conventional methods, we discuss bond percolation on the binary tree. In this case, the critical exponents are known to exist. Let T, o be the homogeneous binary rooted tree, i.e. o ∈ V (T ), and δ = deg T (v) = 3 for all v ∈ V (T ). It is easy to show that the same critical exponent applies to the 'real' rooted binary tree of which the root has degree equal to two. The cluster-size distribution φ(m)
2 ) obeys (see [8] , chapter 10.1)
for all m ∈ N, and some C > 0 independent of m.
If we apply the standard technique to estimate the convergence of the finite Markov chain given by the delayed random walk, in which all eigenvalues of the transition matrix P smaller than one are compared with the second largest eigenvalue, then (see [21] , eq. (14))
Conditioning on
the optimal choice B = 2t log t yields, by using Lemma 2.1
. On the other hand, due to (6), the upper bound of Theorem 1.3 allows us to set b = 3 4 − ǫ, for every ǫ > 0. This gives (with δ = 3), due to c(δ) < 6, and
a downscaling of the order of t − 1 2 + ǫ . By (6), the lower bound of Theorem 1.
We remark (with a glance at the Alexander-Orbach conjecture [1] ) that these estimates prove that the anneald return proabbility on the finite clusters in the critical case decays stronger than on an incipient infinite cluster of the homogeneous tree (see [2] , Theorem 1.4]). This illustrates the distinct difference between the 'finite graph setting' (introduction in [12] ; [17] ) -such as E.R.-random graphs -and the finite subgraphs of transitive graphs. It supports the observation that usually there is a further downscaling of the annealed return probability if a transitive 'carrying graph' of an invariant percolation is generating the finite graphs. This has been shown in [21] for the case of unimodular carrying graphs.
Polynomial bounds in the subcritical case
The upper bound of Theorem 1.3 derived for the case of finite first moment is an improvement over the conventional technique as described above in that there is a downscaling of the corresponding polynomial bounds: We have, (inequality (7) refers to the special case for homogeneous trees with δ = 3),
with β 1 = 1, and ≤ β 2 ≤ β j , for j > 2. This follows from i.) the upper bound of (1), which implies that edge-removal of a connected graph, on which the delayed random walk is defined, shifts the eigenvalues β i , with i ≥ 2 upwards, and ii.) that if the number of connected components of the graph remains one, then among all spanning trees the spanning path has the smallest spectral gap equal to (1/δ)(1 − cos(π/|C o |)) ≥ 4t/(δ|C o | 2 ).
The improvement gained here (by Theorem 1.3) is mainly due to being able to compare all eigenvalues β i with i ≥ 2 with corresponding counterparts β o i instead of β o 2 . Due to Hamiltonicity, the eigenvalues β o i are known, namely those of the spanning circle, which are given by 1 − (1/δ)(1 − cos(πj/|C o |)), with j ∈ {1, 2, ..., |C o |}.
If the situation is given, in which polynomial bounds are asked for, inequality (8) implies by exp(−x) ≤ 1/x
On the other hand, the result given at the end of Theorem 1.3 implies a bound with the same rate of convergence (∼ t −1 ) only under the assumption of the existence of the first moment of the cluster size. Similar bounds can easily be obtained for higher moments and larger rates of convergence from the proof of the upper bound of Theorem 1.3 by setting b accordingly.
