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In this paper we are concerned with quasilinear elliptic equations, that is (9) 
Au+F(u,Vu)=T in QciR”, UE WkJ’(Q)n L”(Q); where A is an operator of 
Leray-Lions type which is defined on IVkp(Q) n L”(Q) (1~ p < +co), F is a non- 
linear map having a suitable growth, and T is a distribution of W-r,‘(Q), 
r > N/(p - 1) and r 2 p/(p - 1). Using the techniques of the relative rearrangement 
(Ann. Scuola Norm. Sup. Pisa Cl. Sci (4), in press), we give a precise a priori 
estimate of the solution u of (9) in L”-norm. These estimates allow us to prove an 
existence theorem for (9) and to get the Holder continuity of the solution u. 
0 1987 Academic Press, Inc. 
0. INTRODUCTION 
Soit Q un ouvert bornt de RN (Nz l), de front&e r= ~22 et soit 
p E ] 1, + 00 [. On veut ttudier le problbme 
{ 
Au+F(u,Vu)= T, 
u E W$P(Q) n L”(Q); (0.1) 
oti A est un opkateur de type Leray-Lions [13] de W$p(Q) nL”(f2) 
dans W-‘,p’(i2) avec l/p + l/p’ = 1. 
L’application non linhaire F de 52 x R x RN dans R est A croissance 
d’ordre p au plus par rapport A Vu et vkrifie une “condition d’un seul c&k” 
que nous prkciserons ultkrieurement. 
Le second membre T est une distribution de W- ‘y’(Q) avec r > N/(p - 1) 
et r 2 p’. Plus prCcisCment, on suppose que l’opkrateur A s’kcrit: Au = 
- xy= I (a/&xi) Ui(X, u(X), VU(x)) pour u E Wbp(f2) n L”O(Q), 0d les ai sont 
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des fonctions de Cara theodory de 0 x R x RN dans R, c’est-a-dire qu’elles 
satisfont aux deux conditions suivantes: 
V(&S)E~X’e x -+ a,(~, q, r) est mesurable; (0.2) 
p.p. en x E Q, (q, 5) + ai(X, ‘I, 5) est continue. (0.3) 
I1 existe deux fonctions continues v1 > 0 et v2 2 0 definies sur R + , une 
fonction positive k E L”“‘(Q) et une constante c0 2 0, tels que p.p. en 
XEQ, VVER, V5EW, 
avec 
et oti 
Cdlrll )Ip”p 5 v(lrll) + co 
v(l+=J’“’ [vl(t)]p”w. 
0 
On suppose que v( + co) = + co. 
Remarque. Le terme vZ(lnl) k(x)““’ /<I sert a tenir compte des termes 
“non coercifs” de I’operateur. Prenons un cas simple: 
Au = -Au - f 2 (b;(x) u), 
j=l axi 
bi E P(Q); 
alors pour presque tout x E Q, Vn E R, t/t E RN, 
jt, ai(x, YIP 5) tic I</‘+ q ( 2 hi(X) 5,). 
i= I 
Posons b(x) = xi”=, hi(x)*, on obtient via I’inigalite de Cauchy-Schwartz: 
Ainsi 
i= 1 
’ On notera que le cas le plus intkressant est quand lim,, +-v, =O. 
6QUATIONS ELLIPTIQUES QUASI-LINbAIRES 393 
On suppose que les ai verilient l’hypothbe de croissance suivante: 
11 existe une fonction croissante a: !R + + R + et un element a, 2 0 
de LP’(Q) tels que p.p. en x E 52, Vrl E OX, Vt E RN, 
l&G ?9 <)I s4111)CI~IP-1 +%(x)1. (0.5) 
p.p. en x E 52, Vrj e R, V(& t’) E RN x RN, 4 # t’, 
5 C”i(xv rl, 5)-“i(x, V2 t’)ll.ti-t:il>“’ 
i= 1 
(0.6) 
La fonction F est une fonction de Caratheodory de Sz x R x RN 
dans R! verifiant la “condition dun seul c&C (one-sided condition) 
suivante: p.p. en x E 52, Vq e R, Vc E RN, 
Mx, v, 5) 2 0. (0.7) 
De plus, F admet la croissance suivante: il existe une fonction croissante f
de R, dans R, et une fonction positive f0 de L’(B) telles que p.p. en 
XEQ, VqelR, V5ERN, 
IJ’k rl, 81 if(IrlIM(~) + 151”). 
Comme l’ont fait remarquer Boccardo-Murat-Puel [3], le fait de 
supposer f croissante nest pas une restriction car on peut toujours la 
remplacer par As) = SUP, s, Is f(t): 
TE W-‘.r(Q) avec rzp’et r>N/(p- 1). (0.8) 
La condition r > N/(p - 1) semble &tre une condition critique pour avoir 
une solution born&e. En effet, Boccardo, Murat, et Puel [S] ont montre 
que si p=2, TEH-‘(~), Ns 2, et ~~(1~1) = v,>O (constante), alors les 
solutions de (0.1) existent et sont non bornees. L’un des principaux 
theorbmes que nous allons demontrer est le suivant: 
THJ?OR&ME. Sous les hypothtses (0.2)-(0.8), le probEme (0.1) udmet au 
moins une solution. De plus si r > p’, f. E L”“‘(Q), et a, E L’(Q), ulors la 
solution u est a-hiildkrienne ti Pinttrieur de 52 pour un certain a > 0. 
La rtgularite a-holderienne a CtC demontree dans le cas liniaire par 
De Giorgi [S] (voir aussi [12]). Pour les cas non lineaires voir [7, 111. 
Notre risultat ameliore ceux don&es anttrieurement (cf. [3,4,6,9]) par 
plusieurs des propriitis suivantes: 
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l L’operateur A (voir (0.4)) peut degenerer avec la solution, i.e., on 
peut avoir lim,, +a v,(q) = 0 alors que les travaux precedents upposent 
v,(v]) = v0 = constante. On peut tenir compte des “termes non coercifs” dans 
le terme contenant v2, 
l Notons aussi que les travaux les plus recents ([4,9]) supposent 
I’existence d’une sous- et sur-solutions, ce qui n’est pas ntcessaire ici. 
l Par ailleurs, dans le Theo&me 2, nous donnons une demonstration 
directe de la regularitb L”(Q) des equations du type (9). Les majorations 
que nous apportons sont explicites. Nos conditions sur TE W-‘-‘(Cl), r 2 
p/(p - 1 ), r > N/(p - 1) coincident dans le cas lineaire avec la condition 
necessaire t suffrsante due a Stampacchia [21], pour avoir des solutions 
bornees. Signalons enfin un rtsultat recent [2] dans le cas p = 2 sur des 
problemes quasi-lineaires, qui donne aussi la mCme condition avec une 
methode differente de la nStre mais toujours dans le cas ou v,(q) est 
constante. 
Le plan de ce travail sera le suivant: La premiere section sera consacree a 
une estimation a priori de la norme de la solution (eventuelle) de (0.1) 
dans L”(Q) et de son gradient dans LP(Q). Nous-donnerons alors une 
precision sur la dependance des majorants en fonction des donntes. Ces 
precisions nous permettront de dtfmir de facon convenable un problbme 
equivalent de (0.1). 
Dans la seconde section, nous commencons par une troncature des coef- 
ficients ai analogue a celle donnte par Hess [9]. On introduit alors un 
probleme (0.1’) equivalent au probleme (0.1). On perturbe ensuite la 
fonction Fen une fonction Fe et l’on regarde un probleme approxime (0.1:) 
de (0.1’). On montre alors que l’operateur A, ainsi introduit dans (0.1:) est 
un operateur de type calcul de variation. La solution de (0.1:) est alors 
donnee par un theoreme dans [14]. On montre, gdce aux estimations de 
la Section 1 que la solution u, de (0.1:) reste dans un borne de Wkp(Q) n 
L”(Q) lorsque E varie. On dtmontre que cette suite de solutions u, 
converge dans Wip(Q) vers un element u solution de (0.1’). 
Enfin, nous terminons par une etude de regularite en montrant que toute 
solution de (0.1) est cr-hiilderienne a l’interieur de Q pour un certain 
exposant CI > 0. Dans la suite, on designe par I/.11 V la norme dans un 
Banach V. En particulier, on notera quelquefois (I.(1 ~= (I*(ILm(Q). 
Un travail recent de Boccardo et Giachetti [2] prouve la regularitt de 
L”(Q) des solutions u dans W,$P(sZ) des equations du type (0.1) lorsque 
I’operateur est un laplacien (cas p = 2). 
La mtthode de la premiere section utilise largement la notion de 
rearrangement relatif dont nous rappelons brievement les lignes essentielles 
pour notre travail. De plus amples details sont donnts dans [15, 16,203. 
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Rappels. Soit 52 un ensemble borne mesurable* de RN. Pour tout sous- 
ensemble E mesurable de 0, on designe par IEl sa mesure. Soit U: Q + [w 
une fonction mesurable, on appelle rearrangement decroissant de u la 
fonction dtfinie sur [0, IQ1 J par 
u,(s)=Inf{B~lR\~~>~~ ss}, 
u,(O) = Sup ess 24. 
sa 
Soit maintenant u E L’(Q) et u une fonction mesurable, on leur associe la 
fonction w delinie sur [0, IQ1 ] par 
‘4s) = j u(x) dx si lu=u,(s)l =O, 
u > U*(l) 
4s) = j u(x) dx+ j’-‘u”(S)’ (ulPCsJ* (a) do sinon, 
u > u*(s) 0 
ou (u,&* est le rearrangement d&croissant de la restriction de u a P(s) = 
{u = u,(s)}. Le th Coreme suivant a ett demontre dans [16]. 
THBOR~ME 0. Soit u E Lp(Q), 1< p < +a~, u une fonction mesurable de 
Q duns [w, alors 
(i) w E Wp(Q*) avec .Q* = 10, IOI[, 
(ii) IIdwldsllu,~*, < l141u)co, 
La definition suivante a tte introduite dans [ 171. 
DEFINITION 0. On appelle rearrangement relatif de u par rapport a U, la 
fonction dwfds et l’on note 
Ce type de rearrangement jouit de la propritte suivante (cf. [ 161). 
PROPRIBTB 1. Si u 2 0 p.p. dans a, alors u*, 2 0 p-p. dans a*. 
Remarque 2. Considtrons 0 un ouvert borne de RN, u E F@‘(Q), u 2 0, 
et fE L’(Q). On pose p(t)= 10 > tl, alors pour presque tout 
E E (0, Sup ess u), nous avons 
d 
;i; VP, I 
f(x) dx=/W).fJAN. (R.1) 
2 On n’utilise que la mesure de Lebesgue. 
50516613-7 
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Et si f est une fonction positive, localement integrable dans Q* alors: 
V(s, s’) e Q* x I?*, s 5 s’, on a 
i,:T:: fww~ -PT(@) de 5 ‘h, do. (R.2) 
* s 
La demonstration de cette remarque sera faite en appendice, a la fin de 
cet article. 
Voici une propriete classique des distributions dont nous nous servirons 
constamment dans la suite: 
CaractPrisation dun PlPment T de Wpl,‘(sZ) (cf: [lo]). 
Soit Q un ouvert borne de IWN. Un Clement T appartient A W-‘~r(Q) si et 
seulement si, il existe N fonctions g,,..., g, de L’(Q) telles que 
N agi 
T-C- 
[==I axi 
(au sens de 9’( 52)) 
et 
L’infinimum &ant pris sur tous les N-uplets satisfaisant (R.3). 
Le calcul classique de minimisation de fonctionelles montre que 
l’infinimum est atteint. Dans la suite, on considerera (gi)i= ,,.,.,N tel que 
T=-f!!!! et 
ix 1 axi 
II TII w-~J(D) = f II giII L’(o). 
i= 1 
1. REARRANGEMENT RELATIF DANS LES EQUATIONS ELLIPTIQLJES 
QUASILIN~AIRES: ESTIMATIONS A PRIORI 
Cette section sera vouee en grande partie a une estimation a priori de la 
solution (0.1). Pour ce faire, nous allons considtrer une fonction reelle 
lipchitzienne SO,h associee a deux nombres 13 > 0, h > 0 et dtf’mie de la facon 
suivante: 
si z 29-k h, 
si B6z6B+h, 
si IrI 50, 
-e-hsts -8, 
si ~5 -0-h. 
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On se donne u E W$J’(sZ), on note 0 = S&U)~. D’aprts Stampacchia [21], 
VE W’*P(s2) et verifie presque partout dans 52: 
sinon. 
De plus, V E L”(Q). On suppose que u satisfait a 
WE]O, Supess lul[, Vh E 10, Sup ess Iu( - 0[, 
on a4 
f, s, 4x9 4x1, Vu(x)). $ dxI 
+ 1 F(x, u(x), Vu(x). 0 dx = (T, 6) 
( ) designant un crochet de dualite entre W-‘vp’(12) et W,$p(Q). 
Remarque 3. ( 1) Toute solution eventuelle du problbme (0.1) vkifie 
Tequation ( 1.1). 
(2) Le produit de dualite entre T et U a un sens puisque r 2 p’ done 
w- ‘y2) c w- ‘, “‘(a). 
L’un des principaux resultats de notre etude concerne la regularit 
L”(Q) des solutions u de l’equation (1.1). 
THBOR~ME 1. On suppose (0.2)-(OS), (0.7), et (0.8) et Pon considkre 
u E W$p(sZ) satisfaisant ci PPquation (1.1); alors 
(i) UE L”(Q) et la norme u duns L”(Q) est telle que 
V(ll4,)5W,~,~ Il4I, sv-‘&~,M=M5 
4, = Y(G, IWII $cn, + II TII $%.r&, 
4 = exp(hWl~&~p.(n$~ 
1 
1- l/(p- 1)r 
Y= 
o((l/W I)((P- lb/(P- I)r- 1) do 
3 Dans les dtmonstrations qui vont suivre, on suppose que u est non nulle. Les rksultats 
sont triviaux dans le cas contraire. 
4 L’hypothise (0.7) assure que F(x, u(x), u(x)) I? 2 0 p.p. 
5 Cette estimation est optimale (voir [24]). 
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auec 52* = 10, IQ1 [ (notons que y < +co cur r > N/(p - I), 
A2 = ~*/Nc$/,~ avec 2* = 2(P’lP- ‘I+, 
u N = mesure de la boule unit6 de RN, v - ’ Aant l’inverse de la fonction v de 
R, dansR+. 
On note a=Min,l,.,~,(8)P”P>0, P=Max,S,S,v,(B)P’~P. MPtant le - - 
majorant de I( u/J a, don& ci-dessus, alors nous auons Pestimation du gradient 
dans Lp(sZ): 
(ii) IIW LpcoI 2 2*MPll~ll 37n, + IQl(r-p’)‘pr. II TII $!,~,cn,) = MO. 
On considbre UE WiJ’(CI) satisfaisant a l’equation (1.1) et soit (g,)i=l,...,v 
des elements de L’(Q) tels que T= -C;“_, ag,/i?x, et lITI/ w~,,,CnI =
ci”= 1 II gilI L’(R). On note u = IuI et g = CC;“= , gf)p”2. On definit les fonctions 
suivantes: 
K( t, s) = exp I, jS u(“~)- ‘k&)“P da 
l > 
pour (t, s) E Q* x a*, 
b(s) = S(UN) - 1 (c* ~*uWP + g*&)““~ 
A2 = 2*/Na,!JN avec 2* = 2UP’lP)- I)+, 
Nous avons alors le lemme suivant qui nous servira de base pour ces 
estimations: 
LEMMA 1. On suppose (0.2~(OS), (0.7), et (0.8) ont lieu. Alors VsE52*, 
u*(s)5v-’ I, ( 1 
IQ1 
K(s, CI) b(a) da . 
> 
(1.2). 
s 
Remarque 4. Les termes K et b ont un sens. Plus precisement, 
KE Lm(Q* x Q*) et b E L’(Q*). En effet, par la propriete 1 (voir Rappels), 
on a b 2 0 et quand on applique l’inegalite de Holder: 
Oii 
[i 1 
l-(l/(p- I)?) 
Y= 
aU’lN)- )((P- I)~/(P- I)r- “da 
62’ 
En utilisant le Theorime 0 (voir Rappels): 
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or, 
Ainsi 
ll4l L’(n*) 5 r(d~ll $,) + II w$.r(,)) = &I. (1.3) 
Pour des raisons analogues, on a: 
IIKII Lm(n+xR*) S ew(J4ll~ll~%~~,,) = 4. (1.4) 
On notera que les lj ne dependent que de cO, p, r, N, Q, k, et T. 
L’hypothbe (0.6) est inutile danscette 
Dbmonstration du Lemme 1. Pour 
poserons: 
section. 
des raisons de commoditt, nous 
ait% U(X), VU(X)) = ai, 
/N \ 89’12 g= Cgf’. t ) i=l 
Puisque u veritie ( 1.1) nous avons 
10, sup ess u - t!I[: 
1 r N P au 
Fk u(x), Wx)) = F, 
et u= IUI. 
done pour OE 10, sup ess u[, he 
dx + 1 F&,(u) dx 
(1.5) 
Puisque s,,(O) = 0, nous avons jsa R&(U) dx = fufO u. F- S,,(u)/u dx. La 
fonction SO,h ttant croissante et s’annulant en 0, on a done ,!&(u)/u 2 0. 
En vertu de l’hypothese (0.7), uF2 0, on obtient ainsi fn FSB,h(u) dx 2 0. 
Compte tenu de l’hypothese (0.4) sur aj, la relation (1.5) entraine alors 
1 
h f 
v,(o)lVulp dx 
B<vjB+h 
dx+;j c g&dx. (1.6) 
f?<ucI3+h i=l I 
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Puisque les fonctions vi sont born&es sur [e, 8 
obtenons 
t h] (voir (0.4)), now 
et 
s v*(u) k(x)“~‘jVul dx e<v$e+h 
(1.8) - 
En utilisant l’intgalitt de Hiilder, il vient 
s I/P ~(x)“~‘IVU( dx 5 lVulp dx B<a6O+h 
et 
g(x) dx 
> 
UP 
lVu[ p dx 
(1.10) 
Quand h tend vers z&o, les relations (1.6t(1.10) entrainent que pour 
presque tout 8 E 10, sup ess u[, 
--$-,, lWp+[G’)( -$jj 
IIP’ 
k(x) dx 
v>o 
Soit en simplifiant et en tenant compte de la relation (R.l) de la remar- 
que 2: 
UP’ 
\Vul p dx 
i cbw u4eP’ + g,,w)P’i( -,wwp’. (1.11) 
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Elevons le tout $ la puissance p’/p = l/(p - 1). Deux cas sont A 
distinguer: Si p 2 2, alors p’/p 5 1, en utilisant le fait que (Q + ~)J”‘J’ 5 
aP’IP + bP’Ip pour a 2 0, b 2 0. Nous obtenons que 
1 
UP 
lVulp dx 
On a utilid en passant le fait que k,, et g,, sont des fonctions positives 
(voir propriCtC: 1). Si 1 < p < 2, alors on utilise l’inkgalitk (a + b)p@’ 5 
2’P/P”- +P/P’ + bP/P’) provenant de la convexit& de la fonction t -+ PIP’. 
On observe alors que dans tous les cas, on obtient, pour presque tout 
8 E 10, supp ess u[, 
1 
UP 
lVulp dx 
5 2*[v2(e)p’p’k,u(~(e))l/p + g*v(j.i(e))llp’]( -pye)pp’. (1.12) 
oti 2* = 2((p”P)-1)+. En utilisant l’intgalitt: de HGlder au niveau des 
primitives avant de passer Ala limite (h + 0), on trouve: 
d 
I 
IVul dx 5 [-/L’(e)]““’ 1 
l/P -zv>e lVulp dx . (1.13) 
Par la formule de Flemming et Rishel (cf. [15]) nous avons: 
d -- 
de s 
[Vu1 dx= P, (0 > e), 
ure 
oti P, (u > 0) est le ptrimktre suivant 52 de {u > fJ>. Par I’inCgalitC 
isopkimktrique de De Giorgi (cf. [ 15]), on diduit: 
d -- 
de 5 
lvul dx = P, (U > e) 2 Nay(p(e))l --(l/N), (1.14) 
v>e 
oti a, = mesure de la boule unitC de IWN. 
Sachant que O=u,(p(tl)), la relation (1.12) jointe ti (1.13) et (1.14) 
donne l’ink.quation. Pour presque tout 0 E 10, Sup ess u[, 
w)) (l/N)- 1 
’ “2 v,(O,(p(e))y~p’ Cv2(~(e))p’p’k,,(lr(e))l/p + g*mwi( -mv), 
oii A2 = 2*/NaxN. 
(1.15) 
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Puisque les fonctions v, > 0 et v2 sont continues (voir (0.4)) et que les 
fonctions kyff et g,” r/p sont integrables (voir Theo&me 0), on deduit que 
l’application: 
fJE,cP-, 
a(‘lN)- I 
vl(u*mP”p Cvz(u,(a))““pk,v(a)l’p + g,,(4”“1 
est localement integrable. 
Par application de larelation (R.2) de la remarque 2 on obtient pour 
O<S<S+E< Jsz(: 
u*(s) - u*(s + El 
& 
51’ 
I 
S+& J’/N)- 1 
E E w*(w”p 
[v,(o.&))p”pk&)l’p + g,,(a)““] da. 
Quand E tend vers 0, on obtient pour presque tout s dans Q*, 
[v~(~,(~))“““k,~(~)‘” + g,Adl’pl. (1.16) 
Par definition de v (voir (0.4)), nous avons v(u,(s))=~~(~) [~,(1)]p”Pdt. 
Comme u* E W;$(sZ*), il en est de mCme de v(u.,.(s)) et l’on a presque par- 
tout en S: 
f v@*(s)) = V,(U*(S))~~.Y~. (1.17) 
Par hypothese sur v2 (voir (0.4)), 
v~(u*(s))p”p 5 v(u*(s)) + c(). (1.18) 
En posant V(s)= v(u*(s)), les relations (1.16)-(1.18) montrent que V 
satisfait a une inegalite de type Gronwall: 
-$S Azs(‘lN)- lk&)lIP V(s) + ~ZS(*‘N)-‘(cOk*V(S)l’P + g,,(s)““). (1.19) 
En definissant 
K(t, s) = exp A, JS o(“~)- lk.&)l’P do 
> 
pour (t, s)~52* x sZ* 
, 
et 
b@) = S(‘/N) - 1 (c&&P + g,,(s)““), 
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la relation (1.19) est alors kquivalente g 
-; cw, s) %)I 5 uw, f) 4s). 
Ainsi par intkgration, nous obtenons que 
V(s) 5 1, I’“’ K(s, a) b(a) da. 
s 
403 
(1.20) 
(1.21) 
(On remarquera que K(O;)* V(.)E W:;!(Q*) et que V(lQl)=O car 
u,(lsZI) = inf ess 12.41 = 0.) 
Comme la fonction v est continue et est strictement croissante de [w, 
dans Iw,, elle est done inversible. La relation (1.21) implique pour tout 
SESZ*, 
DPmonstration du ThPoreme 1. Puisque KE L”(Q* x a*) et b E L’(Q*) 
(voir Remarque 4), on dtduit 
s 
WI 
K(s, a) b(a) da 5 II4 L=(CP x~*~. llbll LQP). 
5 
De (1.3) et (1.4), on a 
s 
If4 
K(s, a) b(a) da 5 &II. 
s 
Ainsi, t/s E 8*: u*(s) 5 v-‘(&A,&) = hf, i.e., IIuII, 5 M. Pour montrer la 
relation (ii), posons 
oh A4 est le nombre ttabli ci-dessus; on remarquera que a 
est continue. En reprenant la relation (1.12), on obtient 
1 
VP 
[Pulp dx 
l O car v,>O et 
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On eleve la relation (1.22) a la puissance p, il vient 
d -- 
d% s 
lVulp dx 
v>e 
(1.23) 
Psuique la fonction 0 + jU, B lVulp dx est absolument continue, une 
integration de la relation (1.23) donne, via la remarque 2 (voir (R.2)) 
Par le Theoreme 0, 
II&q: + gZll fP(R.) 5 Bllkll Y&2) + II Al s2). 
Par l’inegalite de Holder, 
II gll L’(Q) 5 IQ1 ’ - p’lr II gll L’iP’(fJ) . 
Comme 
( 
N 
llgll L’h’(R) 5 c II gill L’(R) > 
p’ = IIU~-qn,. 
i=l 
Ainsi, de (1.24), on aboutit 
2. APPLICATION A UN THBOR~ME D'EXISTJXNCE ET DE REGULARITY 
D'~NE BQUATI~N ELLIP~QUE QUASILIN~AIRE 
Le but de cette section sera de montrer le 
(1.24) 
THI?OR~ME 2. (i.1) On suppose que (0.2k(O.8) onr lieu, alors il existe une 
solution u E Wip(Q) n L”(Q) du probkme (0.1). 
(i.2) Une estimation de la norme de la solution u dans W,$P(Q)n 
L”(G) est dot&e par le Thtort?me 1. 
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(i.3) De plus si r > p’, f,,~ L”J”(sZ) (uoir (0.7)) et a,~ L’(R) (uoir 
(0.4)) alors toute solution u est une fonction a-hiild&ienne b PintPrieur de d 
pour un certain exposant a > 0. 
L’estimation L”O(Q) de la premiere section jouera un role preponderant 
au cow-s de cette section. La demonstration se fera en plusieurs &tapes. 
2.1. Troncature du Probl2me (0.1) 
Comme dans Hess [8], on introduit une troncature des coefficients ai 
detkie par p.p. en x E Q, Vq E R, V< E RN, 
ai(x9 II, 5) si lrll SM 
aXx, ?, 4) = ai(x, M, 5) si q>M, 
ai(x, -M3 5) si q<--M 
(M etant le nombre donne dans le Theoreme 1). 
On d&nit aussi une troncature de v, , v2 par 
tJ? E R 
Vi(M) 
vXlrll)= v,(M) 
r I 
si Id SK 
si lrtl ZM, 
On virifie sans peine que si 
v’(lql)= j-;” [v;(t)]P”Pdt, alors [v~(I~I)I~“~~ ‘(1~1) + co 
p.p. en xE8, VEER, V<elRN, 
igI aXxv ?9 t) ~iLV~(I~I)ISIP-v~(l?l)k(X)l’P’l~l~ 
On considke maintenant le probleme 
-i$l $4(x, u(x), Vu(x)) + F(u, Vu) = T 1 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(0.1’) 
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LEMME 1. Toute solution de (0.1’) est solution de (0.1) et rkiproquement. 
Preuve. Si u est solution de (0.1’) alors u satisfait a l’equation ( 1.1). On 
applique le Theoreme 1 en remplacant v par v’ alors 
v’(llull,)~l,~,~,=v(M). (2.5) 
Par definition de v’, on remarque que v(M) = v’(M) et comme v’ est 
inversible, on deduit de la relation (2.5) que I/uJI o. 5 M. Ainsi, Vu’ E 
w~~pw, 
a;(~, u(x), Vu(x)) g dx 
I 
= I IUI c J+f a,(~, u(x), Vu(x)) .g dx I 
= 
s R 
a,(~, u(x), Vu(x)) ?j$ dx. 
I 
La reciproque se demontre de facon analogue. 
2.2. Un probkme approcht de (0.1’) 
Soit E > 0, on d&it FE par p.p. en x E Q, Vq E R, Vt E RN: 
FAX, rl, l) = 
4x, rl, 5) 
1 + 4F(x, v, 511 
On remarque alors que 
IFAx, rl, 01 S l/c et IFA 5 IFI. 
Considerons I’operateur 
A,u = - f 2 a;(x, u(x), Vu(x)) + ,F,(x, u(x), Vu(x)) 
i=, axi 
pour u E Wh*P(O) n L”(Q). On cherche a rtsoudre le probleme 
AEue = T, 
24, E W$P(Q) n L”(Q). 
Nous avons le 
V-6) 
(0.1:) 
LEMME 2. (i) Pour tout E > 0, il existe une solution u, de (0.1:). 
(ii) De plus, u, reste dans un bornP de W,$P(Q)n L”(Q) lorsque E 
varie. 
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Demonstration. La partie (i) est un des cas concrets de thtoreme 
d’existence concernant les operateurs de calcul de variations (cf. [ 14, 
pp. 182-183, Theoreme 2.81). Pour verifier que les hypotheses de ce 
theoreme sont satisfaites, il s&it de voir que les fonctions ai et Fe sont de 
Caractheodory et satisfont (2.3) et que p.p. en XESZ, Vq E IR, Vg E RN: 
14(x, v, [)I 5 a(W(ltlPp’ + so(x)) (voir (0.6)), et we 
i= I 
oh aI = Mino,,s, v’,(q) et ;, = Max,S,,, v;(q). On notera aussi (2.6). 
La partie (ii) dtcoule immediatement du Theoreme 1: u = ,&M et 
Ilhll u(R) = CM,,. On supposera dans la suite que U, tend vers u dans 
W$P(Q)-faible, dans L”-faible * et simplement quand E tend vers 0. 
2.3. Passage ri la limite 
Nous avons la convergence forte suivante: 
LEMME 3. u,: tend vet-s u dans W,$P(Q), quand E tend vers 0. 
Puisque IIu,,jI r 5 M, nous pouvons utiliser dans la suite a, g la place de 
a:. Pour alleger l’ecriture, on note F,:(x, u(x), Vu(x)) = Fp, J(u, VU) le vec- 
teur de RN de composante a,(.u, U(X), VU(X)) ainsi, 
j, 0,(x, u(x),Vu(x)).~=a(u,Vu).Vu. 
I 
Dkmonstration. L’idte de la demonstration repose sur la propriete (S, ) 
du thtoreme de Browder [6, p. 271. Pour prouver le Lemme 3, il suffit 
alors de montrer que 
lim sup 
i 
[J(u,, VU,) - A”(u, VU)] .V(u, - U) dx 5 0. 
c-0 Q 
La demonstration qui suit s’inspire de [ 191. On detinit la fonction reelle 
h,(t) = teir2 ou i > 0 est choisi de sorte que 
alhL.(t)-f(M) Ihi.(t)l 2 taii2) tvtE R). (2.8) 
Ainsi, ,I ne depend que de c!, et de c =f(M). On remarque alors que 
lim c-ro h,(u - u,) = 0 simplement et done dans Ly(sZ) pour tout q, 
1 s q < SCO. Considtrons E et 6 deux nombres strictement positifs et 
destines a tendre vers 0, U, et ug satisfont a 
As, = T, #,E W$P(Q) L”(Q) (0.1,) 
A8ug = T, UgE W(p(i-2) L”(sz). (0.1,) 
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En faisant le difference entre les equations (0.1,) et (0.1,) et en mul- 
tipliant par la fonction test cr,hj,(u, - u,:), il vient 
al s mh, Vu,) - A”(% VU,))~V(% - u,) h.(% - u,:) R 
+g, c (F,u,, - F,:uJ(h;(u,> - u,:) &=O. (2.9) R 
Par l’hypothese (0.7) sur la croissance de F, on deduit (en posant 
c =f(M)): 
+c j lVu,l’ Ihj.(ua - Uc)I dx + 2c ?s,.f~(X) Ihi(u, - Ue)l & (2.10) l2 
Par l’hypothese (0.4), sachant que fl, = Max, II d M vz(v) on obtient 
pour U, (resp. pour ZQ) que, presque partout dans a: 
A”(u,,, Vu,) vu,: + p,k(x)‘l”’ lVu,l 2 ct, IVu,I”. (2.11) 
De par cette relation (2.11), on majore alors les gradients dans le second 
membre de (2.10) pour obtenir 
ci, (Fnuii - F,:u,)h,(u,- u,:)dx 
<c = s d(u,, VU~).VU, (h,(u,-u,)l dx R 
+ CPI s, 4x) I”’ IVU,,I (h,(u, - u,)I dX 
‘lp’ [Vu,1 I~;,(u~ -u&l dx 
+ 2~~1 s fo(-~)l hj.(u<> - u,:)[ d,Y. 
(2.12) 
R 
Remargue. Dans la suite, on va faire tendre E et 6 vers 0. Par le 
theoreme de la convergence dominee on note alors que 
s R h(X) Ihj.(ua - uz)I dx 0 0. 
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De mCme, puisque IVu,l (resp. IVu,l) est dans un born& de Lp(sZ), on 
dtduit alors 
s 4#‘P’ IVUA Ihi(k5 - %)I dx w 0 
(resp. pour ~4,). 
R 
Pour alltger la dkmonstration, nous pouvons supposer dans la suite que 
,fo(x) = k(x) = 0. 
Compte tenu de cette remarque, la relation (2.9) avec la relation (2.12) 
entrainent: 
%I (A(~,,Vu,j)-Al(u,,,Vu,,)).V(u,~-u,:)h;(u,~-~,,)d,~ 1 
SC [J a&, Vu,).Vu, lh,(us - u,)l dx R 
+ s &u,:, Vu,) Vu, Ih,(u, - u,)l dx . R 1 (2.13) 
Ecrivons alors 
A(u,,,Vu,j)~Vu,=d(u,~,Vu,j)‘V(u,j-u,:)+A”(u,j,Vu,i)~Vu,, 
A(u,,, vu, 1. vu,: = -A(#,:, Vu,,) .V(U<j - u,,) + A(#,,, Vu,,). VU<j. 
(2.14) 
Ainsi le second membre de la relation (2.13) s’kcrit 
c A”@,, VU~).VU, (hi(u6-u,)I dx+ j A”(u,, Vu,).Vu,Ih,(u,-u,)) dx 
R 1 
=C s [A”(u~, VU,)-AS(U,,VU,)].V(U,-U,) I~>.(U~-U,)I dX s-2 
+C I $u,, Vu,) .Vu, Ih;.(u, - u,)l dx. (2.15) R 
Compte tenu du choix de I. (voir la relation (2.8)), la relation (2.13) 
jointe g (2.15) entrainent que 
7 j (A@,, F&)-A@,, Vu,))*V(u, -u,) dx 
R 
~C i ~(u~,VUR).VU, Ihj.(U6-u,)I dX R 
(2.16) 
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Now avons A(u,~, Vu,) qui est dans un borne de (L”(L2))‘. Quitte a 
extraire une sous-suite, on peut supposer alors que 
A(u,5 3 VU,> 1n 5 dans (L”‘(SZ))“-faible. 
Par le theoreme de la convergence dominee et la definition de la con- 
vergence faible, le passage a la limite superieure quand 6 tend vers 0 (pour 
E fixe), conduit a 
?iiiiij A(u,,Vu,).Vu,dx-~~~~.Vu,:dx 
R 
aI --j A(u,.Vu,)Vudx+a’j. d(u,,Vu,)Vu,,d,x 
2n 2 52 
(2.17) 
Faisons tendre E vers 0 dans (2.17), pour obtenir 
: lim sup 
s 
J( u,:, Vu,). Vu, dx + % lim sup 
s 
A( u,:, Vu,) . Vu, d.x 
6-o R r:-0 R 
(2.18) 
(On remarquera que les termes du second membre de (2.17) tendent vers 0 
quand E tend vers 0.) 
Ainsi, 
lim sup s 
d(u,:, Vu,:).Vu,, dxl 
s 
[.Vu.d.x. (2.19) 
c-0 R R 
Sachant que lim,,,, A(u,, Vu) = A(u, Vu) dans (LP’(R))N-fort (par le 
thtoreme de la convergence dominee), on deduit 
litr,s;pj [>(u,,,Vu,,)-d(u,Vu)].V(u,,-u)dx 
R 
5 lim sup 
s 
A”( u,, , Vu,.) . Vu,: dx 
c-o Q 
-j” t.Vudx-j. A(u,Vu)Vudx+/ A”(u,Vu)Vudx. (2.20) 
R R R 
Par la relation (2.19), le second membre de cette intgalite est negatif, ce qui 
conduit a 
lim sup 
s 
[A”(u,, Vu,,) - A”(u, Vu)] .V(u, - u) dx 5 0. (2.21) 
c-0 R 
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Puisque u, tend vers 0 faiblement dans W$p(sZ), le Lemme 3 resulte alors 
de (2.21). 
DPmonstration de la partie (i.1) et (i.2) du Thtortme 2. Grace au 
Lemme 3, on peut passer a la limite (quand E 10) dans (0, 1 i) d’od (i, 1). La 
partie (i.2) rtsulte immediatement du Theo&me 1. 
2.4. Continuitt hijldkrienne des solutions du ProblGme (0.1) 
Dans cette sous-section, nous demontrons la partie (i.3) du Thtoreme 2. 
Auparavant, remarquons que si r = p’ et r > N/(p - 1) alors p > N, dans ce 
cas le thtoreme reste valable puisque W$J’(Q) c C’T~(~) pour c1= 1 - N/p. 
Dans la suite, nous supposerons que p I N et N 2 2. L’outil essentiel 
pour la demonstration est l’ensemble 98JQ, M’, y’, 6, l/q) introduit par 
Ladyzen’skaja et Ural’ceva ([ 12, Chap. II, p. 761). Dans le rappel qui suit, 
nous utiliserons leurs notations. 
DEFINITION (Ensemble gJ!S, M’, y’, 6, l/q)). Etant donnts M’, y’, 6, q 
quatre nombres strictement positifs avec q > N, on dtfinit l’ensemble X= 
B&Q, M’, y’, 6, l/q) par u E X si et seulement si: 
(a) UE W1,p(f2) n L”(Q) et llull oc 5 M’. 
(b) u v&tie: pour toute boule K, de rayon p contenue dans Q et 
pour tout (i E IO, 1 [, on a 
IA,,,- ~vu~ndx~y’[~~p~~~-N,~) At,~ Sup ess [u(x) - klP + 1 (mes Ak,p)‘--(P’Y), > “0 1 
(2.22) 
lorsque k 2 sup ess,,, u - 6, oh A,.+ = {x E K, tel que u(x) > k} et Kp- up est 
une boule concentrrque a la boule K,. 
(c ) La fonction - u verifie la meme hypothese (b) que la fonction u. 
Une condition suftisante pour obtenir la relation (2.22) est 
LEMME 4. Soit u E W’*p(Q) n L”(Q) vtrijiiant: I1 existe y” > 0 tel que 
II/E~(Q) avec Support $cK,, OS$Sl, on ait 
1 lVulpt,bpdxgy” 1 
[ 
(u(x)-k)P(V$JPdx+(mesA 
4,~ 4!J 
k,p)1-(p/4$ (2.23) 
pour k 2 sup ess,,, u - 6; alors u satisfait b la relation (2.22). 
DPmonstration. Comme a la remarque faite dans [ 12, p. 76771, il suffit 
de bien choisir $. I1 est loisible de construire une fonction II/ E Q(Q) telle 
que 
505/66/3-g 
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- $= 1 sur KPPOP, 
- 0 s $5 1 dans 52, support $ c K,, 
- WI 5 / P c a ou la constante c ne depend que de N. 
Pour un exemple de construction de $, on peut consulter, par exemple [23, 
p. 1951. [ 
On montre alors (voir [ 12, Theoreme 6.1, p. 831) que si u E X alors 1.4 est 
a-hiilderienne a l’interieur de D pour un certain exposant c( > 0 (CL ne 
dependant que de M’, y’, 6, q). 
Le lemme suivant nous conduit alors au resultat voulu: 
LEMME 5. V6 > 0, il existe une constante y’ > 0 ne d&pendant que de 6 et 
des don&es sur ai, F, et T, telle que toute solution u de (0.1) appartient a 
~p(Q, M Yl, 4 l/q) = x ot.2 q = (p - 1) r et A4 le nombre don& au 
ThPorPme 1. 
La partie (a) de la definition de X est satisfaite par la fonction U. Pour 
montrer la partie (b) de la definition, il sufftt de verifier le 
LEMME 6. Soit 6 > 0 alors il existe une constante c, > 0 ne dependant que 
de 6 et des don&es sur ai, F, et T et telle que V$ Ed avec support 
IC/CK,, Osll/sl, on ait 
j 
4.p 
(U(x)--)PIV~IPdx+(mesA,.,)‘-‘P”” . 1 
Remarque 5. Dans la suite, ci et cjC dbigneront des constantes ne 
dipendant que de 6, des donnees sur ai, F, T, et tventuellement d’un 
parambtre E que l’on precisera ulterieurement. Souvent, on fera usage de 
l’inegalitt de Young sous la forme suivante: Vs > 0, il existe c, > 0 tel que si 
a 2 0, b 2 0 alors 
ab 5 cap + c,bP’. 
On omettra les signes de sommation et l’on Ccrira: ai(u, Vu) =a;, 
F(u, VU) = F, Ii/(x) = II/ ,.... 
Demonstration du Lemme 6. 
support $ c K, et l’on considere 
Soit 6 >O (fix&), II/ E.C@~), O$ $5 1, et 
une fonction reelle lj.(t) = t + e”““‘, oti 1 
est choisi positif et de telle sorte que 
hUt)-f(W li.(t)2 (~42) xjr,o) (Vt z O), (2.25) 
avec c(r = Min o s s s ,+, v,(s) et xi I> o i la fonction caractkistique de R’ + \ { 0 }. 
Le reel A ne depend que de a1 et de f(M). 
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Pour k 2 sup essKO u- 6, on d&nit 
Uk(X) = l,(U - k)(x) 
et 
&(x) = Ii/“(x) up(x) pour x E 52. 
11 existe deux constantes c2, c3 strictement positives t.q. Vk 2 - A4 - 6, 
05u,(x)~c2.(u-k), 
et 
p.p. dans Q. (2.26) 
En effet, puisque k 2 -M- 6, on obtient (u-k), S 2M+ 6 d’ou la 
relation (2.26). Puisque t,kk E W$J’(SZ)nL”(Q), de l’equation (O.l), nous 
obtenons 
(4 $k) + (E Iclk)= CT, +k). (2.27) 
( ) designant un produit de dualite entre un Clement de Wp ‘x”‘(sZ) et d’un 
Clement de Wkp(Q) n L”(Q). 
Introduisons trois lemmes concernant chacun des termes de l’egalite 
de (2.27). 
LEMME 7. V/E > 0, il existe c~,~ >0 tel que 
+ c3.e (i’ (u(x) - k)PJVt,kIPdx + (mes Ak.p)‘--(P”‘) . 4.0 
Demonstration du Lemme 7. Ecrivons T= -xi”=, ag@xi avec 
II TII w-qa~ = ig, II gill L’(R) et posons go(x) = (!, gq2. 
Alors 
CT> tik)= Y, + Y2, (2.28) 
414 JEAN-MICHEL RAKOTOSON 
Majorons chacun des termes Yi, puisque 0 5 Ic/ 5 1 et que li%,,~x,l 5 
c,Iau/axjl (voir (2.26)), on dtduit: 
Par l’intgalitt de Young, 
c2 g,(x)lVul $5 EIVUIP$P + cc& go(x)“‘. -
Ainsi 
I y,I 5 E s,,, IVul Vpdx + co& I,,. go(xY’ dx. (2.29) 
Par l’inegalite de HGlder, 
s 0 
P’lr 
go(x)p’dx 5 
An.,, 
Ak,,, go(x)‘dx (mes Ak,p)l--(P”‘) 
5 11 TII $-I.r(n) (mes Ak,p)’ - (p”r). 
11 existe done clc > 0, t.q. 
IY,I~E{ lV~lP~Pdx+c,~(mesA,,,)‘-‘P”“. 
Ak.” 
(2.30) 
Pour majorer Yz, on constate que 
Pg,g$p-kuk ~c4go(xDvl~(~-~)+ (voir (2.26)). 
I 
Par l’idgalite de Young 
c,g,(x)lV~I(u--k)+ Igo(x)~‘+C~lV~IP(U--k)P+~ 
Ainsi 
I Y2l s ~5 I 
4i.p 
IWIp(u -kIPdx + .r,,,, goWprdx. 
On conclut comme ci-dessus avec l’inegalite de HGlder, 
lY21 gc,j IV+lP(U-k)Pdx+c,(mesAk,,)l~‘P”“. 
4.p 
(2.31) 
(2.32) 
Le Lemme 7 decoule des relations (2.28), (2.30), et (2.32). 1 
LEMME 8. I1 existe une constante cg > 0, t.q, 
I(& t,bk)( SJ(M)j IVulPII/PI~(U--)dx+c,(mesA,,,)l-’P””. 
A.0 
Dkmonstration du Lemme 8. Par l’hypothese (0.7) sur F, nous avons 
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+fW) j,,, h(x) tipdx) dx. (2.33) 
Puisque (2.4 - k) + < 2M + 6 alors uk 5 (2M + 6) f~‘(*~ +‘)‘, il existe alors 
cs > 0 telle que 
f(M) I,,,, h(x) Ic/‘u,c dx 5 cs I,,, fob) dx. 
Par hypothese, f0 E L”p’(Q), l’inegalite de Hijlder conduit a 
(2.34) 
i Ak,pfb(x) dx 5 llfoll Lr~p~(R) + @es &,J’ -cp”r). 
Les relations (2.33) (2.34), et (2.35) entrainent le Lemme 8. 
(2.35) 
LEMME 9. V’E > 0, il existe cg, > 0 tel que 
W,+,Uj” $plVulpf;(u-k)dx-~~Ak,,,~VulpgFdx 
44 
- cs, 
(r 
(u-k)PIV$IPdx+ (mes A,,,)‘-‘J”“’ , 
4k.o > 
oh al=Min,,,l,v,(v)>O. 
Demonstration du Lemme 9. On a 
(Au, $,c) =X, +X,, (2.36) 
Oti 
x, = I 44 
ajt+bpz dx, 
1 
X2 = P IA,,,, ai g tip- ‘uk dx. 
I 
On va minorer chacun des termes Xi (i= 1,2). On note PI = 
Max ,, S ~ S M v2( q) alors en Ccrivant auk/ax, = (au/ax,) Z;,(U - k), l’hypothbe 
(0.4) implique 
Xl la, I ~,G~lVul~Z;.(u - k) dx -PI j k(x)l’P’JVuJ tipf;,(u- k) dx. (2.37) 
Ak,o 4.P 
Par (2.26), il existe c,,>O tel que 
Par l’intgalite de Young, on trouve c.,~ > 0 t.q. 
c,,,k(~)“~‘lVul $5 (~/2)lV~l~@‘+ c,,k(x) p.p. 
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Puisque k E L”@(Q) (voir (0.4)), l’inegalite de Holder conduit a 
i k(x) dx 2 IlkllL,SpCQ,(mes A,,,)’ -(p”‘). Al.0 
Ainsi 
-PI c,,, W)“p’lW V’l;(u -k) dx 
2 -E 
2 s 
IVul pt,bpdx - csE(mes A,+)’ - (p”r). 
Ak.p 
(2.38) 
Pour minorer le terme X,, utilisons l’hypothese (0.5) et la relation (2.26) 
pour obtenir 
0l.l 
pai$*p-‘u, 5.7, +z, p.p., (2.39) 
I 
Z, =c,,IVulP-‘IC/P-‘(V~I(U-k)+, 
Z,=c,,ICIP-‘IVIC/I(U--k)+a, P.P. 
Par l’inegalite de Young, le terme Z, se majore par 
Z,I~lVul~~P+~~~lV~lP(U-k)P+ 
et le terme Z, par 
Z2 5 c,~u;’ + c,,lVt,bIp(u - k)p, p.p. 
Par hypothese a, E L’(Q), l’intgalite de Holder entraine 
5 a,~’ dx 5 (laOll&(mes Ak,p)‘-(p”r). 4.” 
Finalement, aprbs integration de la relation (2.39) et compte tenu des 
majorations de Z, et de Z2: 
X2>= -;j IVulp$pdx-c7E 
Ak.p 
X 
0 
IVll/Ip(u- k)Pdx+ (mes Ak+ 
Ak.,’ )’ ~ 9 
(2.40) 
La relation (2.40) jointe aux relations (2.36), (2.37), et (2.38) impliquent le 
Lemme 9. 
Fin de la dkmonstration du Lemme 6. De (2.27), on obtient 
(Au, $k) I IF, $,c)l+ ICC $k)l. (2.41) 
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Compte tenu des Lemmes 7, 8,9, il existe c9, > 0 tel que 
Ca,I;(u-k)-f(M)I,(u-k)] I,G~IVU[ dx
5 2E 
s 
IVuIpJ/pdx+c9, 
*k.p 0 
IVtjlp(U-k)Pdx+ (mes Ak,p)‘-(p”r) . 
4p > 
Par le choix de ,I (voir (2,25)): 
I,,, [all”(u--)-f(M) ll(u-k)] $pIVuIpdxZ~~Ak IVulptipdx. 
4J 
Ainsi, tl.s > 0, 
( )J 
:-Ze lVu\ ptjpdx 
*k.o 
5 c9, 
0 
IV$lp(U-k)Pdx+ (mes FI~,~)‘-‘~““) . 
At.0 > 
En choisissant E = a,,&, cette derniere relation entrame le Lemme 6. m 
Pour terminer la demonstration du Lemme 5, il s&it de prouver que - u 
satisfait la m&me proprittt que u a savoir le 
LEMME 6 BIS. Soit 6 > 0 alors il existe we constante c,, > 0 telle que 
V$E~(Q), avec Support $cK,, Ostjsl, on ait 
I. IVul”t,k”dx I cl, (-u-k)PjV+(Pdx+ (mes A;,,)‘- p”r , 4.p 1 
oti A& = (xEK~, -u(x)>k}, kzSupess,J-u)-6. 
DPmonstration. On remplace tik par $k definie par 1+5,(x) = -1+5”(x) 
I,( - u - k). Des considerations analogues a celles don&es ci-dessus 
conduisent au Lemme 6 bis. 1 
APPENDICE 
Dtmonstration de la remarque 2. Puisque v E W$‘(Q), v 2 0, alors 
v.+ E W’,‘(a, [a() pour tout a >O (cf. [lS]). Aiinsi on deduit que 
(i) t = v*(p(t)) Vt l [0, sup ess v]; 
(ii) v, est absolument continue sur tout intervalle [a, lL21], avec 
a > 0. 
Les relations (i) et (ii) assurent que pour tout sous ensemble ntgligeable 
E de Q*, on a 
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(iii) v,(E) est de mesure nulle (on rapelle qu’une fonction 
absolument continue envoie un ensemble nkgligeable en un ensemble 
ntgligeable). 
(iv) L’ensemble {t 2 0 t.q. p(t) E E} est inclus dans u,(E) et done lui- 
m&me est de mesure nulle. 
Par ailleurs, pour presque tout t, nous avons 0 = (u = tj = (u = u*(p(t))[. 
Ainsi, en utilisant la fonction w dChie au d&but des rappels (associet ZI f 
et u), nous obtenons que pour presque tout t: 
I ~>,f(x)dx=~Md). (R.3) 
Les fonctions IV,, f(x) dx, w, et ,U sont presque partout diffkrentiables. 
L’assertion (iv) et la relation (R.3) impliquent alors que pour presque 
tout t: 
d 
dt “>, s 
f(x)dx=/4)$h~))=/Wf&(~))- 
Quant g la relation (R.2), si f est continue alors c’est une conskquence 
immtdiatement de I’intgalitit classique (cf. [ 15 ou 223): 
Sifest seulement localement inttgrable, alors pour 0 <s s s’ < 1521, il existe 
une suite de fonctions continuesfn 2 0 telle quef,,(o) z.5) p.p. en CT E [s, s’] 
et f,, tend vers f dans L’(s, s’). L’assertion (iv) assure alors que pour pres- 
que tout 0 dans [u,(s’), u&)1, lim,,.f,,f,(p(@) =f(p(Q). 
Par le Lemme de Fatou et la remarque ci-dessus pour f,, continue, on 
dkduit que 
et 
lim inf 
” 
js;i(4 do= j”f(o) da. (R.4) s 
Si s - 0 (ou (s’ = lOI), la relation reste valable par passage $ la limite dans 
R.4), i.e., s + 0 (resp. s’ -+ [al), 
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