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Fast Non-Monotone Submodular Maximisation
Subject to a Matroid Constraint
Pau Segui-Gasco ∗† Hyo-Sang Shin †
Abstract
In this work we present the first practical
(
1
e − ǫ
)
-approximation algorithm to maximise a general
non-negative submodular function subject to a matroid constraint. Our algorithm is based on
combining the decreasing-threshold procedure of Badanidiyuru and Vondrak (SODA 2014) with a
smoother version of the measured continuous greedy algorithm of Feldman et al. (FOCS 2011).
This enables us to obtain an algorithm that requires O(nr
2
ǫ4
( d¯+
¯
d
d¯
)2
log2(nǫ )) value oracle calls, where
n is the cardinality of the ground set, r is the matroid rank, and
¯
d, d¯ ∈ R+ are the absolute values
of the minimum and maximum marginal values that the function f can take i.e.: −
¯
d ≤ fS(i) ≤ d¯,
for all i ∈ E and S ⊆ E, where E is the ground set. The additional value oracle calls with respect
to the work of Badanidiyuru and Vondrak come from the greater spread in the sampling of the
multilinear extension that the possibility of negative marginal values introduce.
1 Introduction
Submodular maximisation problems have drawn a lot of attention recently [1]. This interest is due
to a good confluence of theoretical results and practical applicability. Intuitively, a submodular
set function is said to be so because it exhibits diminishing marginal returns, i.e.: the marginal
value that an element adds to a set decreases as the size of the set increases. This simple property
arises naturally in many applications and is what enables good theoretical tractability. It has been
used in a variety of application domains, to name but a few: markets [2, 3], influence in networks
[4], document summarisation [5], and sensor placement [6, 7]. In particular, this paper focuses on
matroid-constrained submodular maximization of a general non-negative submodular function.
Matroids are an incredibly powerful abstraction of independence. They capture seemingly
disconnected notions such as linear independence, forests in graphs, traversals, among many others.
Interestingly, with linear sum objectives (modular function), they are inextricably linked with the
greedy algorithm. If the greedy algorithm is optimal, then there is an implicit matroid; if there is a
matroid then the greedy algorithm is optimal [8]. They provide a flexible framework to characterise
a variety of relevant constraints such as: partitions, schedules, cardinality, or even rigidity.
∗p.seguigasco@cranfield.ac.uk
†Centre for Autonomous and Cyber-Physical Systems, Institute of Aerospace Sciences, School of
Aerospace Transport and Manufacturing, Cranfield University, Bedfordshire, UK.
1
1 Introduction 2
Importantly, the combination of a submodular function and a matroid constraint plays a uni-
fying role for many well-known combinatorial optimisation problems such as: Submodular Welfare
(also known as Submodular Task Allocation), Max k-Cover, Max Generalised Assignment, Max
Facility Location, and Constrained Max Cut (e.g. Max Bisection) among others.
However, maximising a submodular function subject to a matroid constraint is NP-Hard. Hence
much of the research effort has focused on obtaining good approximation algorithms. A classic re-
sult by Nemhauser, Wolsey, and Fisher [9] shows that the Greedy Algorithm is a 12 -approximation
for non-negative monotone submodular functions. More recently, a fruitful avenue of research was
spurred by Vondrak [10, 11] by showing that solving a relaxation of the problem based on the
multilinear extension using the Continuous Greedy Algorithm and then rounding the result yields
good approximation algorithms. They present their result in the context of non-negative monotone
submodular functions to yield a (1− 1e )-approximation. Shortly after, Feldman et al. [12] modified
Vondrak’s algorithm to develop the Measured Continuous Greedy Algorithm which supported both
non-negative non-monotone and monotone submodular functions. Their algorithm was the first
to achieve a 1e -approximation for general non-negative submodular functions subject to a matroid
constraint. Both continuous greedy algorithms can find the aforementioned approximation bounds
for solving relaxation problems subject to the more general constraint class of down-closed solvable
polytopes. An important breakthrough in this field are Contention Resolution Schemes, a rounding
framework proposed in [13], because they provide a paradigm for developing rounding schemes for a
combination of useful constraints including matroids and knapsacks. Thus the combination of con-
tinuous greedy relaxations and Contention Resolution schemes enabled approximation algorithms
for many important submodular maximization problems.
However, continuous greedy algorithms are impractically slow. Vondrak’s algorithm required
Θ(n8) value oracle calls, while Feldman’s Measured Continuous Greedy requires O(n6) assuming
oracle access to the multilinear extension, which needs to be sampled in general, creating additional
overhead, possibly around O(n3) or O(n2).
To remedy this, Badanidiyuru and Vondrak [14] proposed an efficient
(
1− 1e − ǫ
)
-approximation
algorithm that uses O
(
nr
ǫ4 log
2 n
ǫ
)
value oracle calls, for non-negative monotone submodular function
maximisation subject to a matroid constraint. Where n is the cardinality of the ground set, and
r is the rank of the matroid. They achieve this by using a Decreasing-Threshold procedure that
enables a reduction of both the number of steps and the number of samples needed at each step of
the continuous greedy process.
In the inapproximability front, for matroid constrained non-negative monotone submodular
maximisation Feige [15] showed that improving over the 1 − 1e threshold is NP-Hard, and so the
continuous greedy guarantees are tight. In the non-monotone case, [16] showed that no polynomial
time algorithm can achieve an approximation better than 0.478. Closing the gap between 1e and
0.478 remains an important open problem where recent advances have been made: Ene and Nguyen
in [17] give a 0.372-approximation, while Feldman et al in [18] improve it to a 0.385-approximation.
This improvements are relatively small, recall that 1e ≈ 0.368, but show that there is room for future
improvement. Both algorithms are based on the measured continuous greedy, and would therefore
benefit from the techniques presented here.
Our contribution in this work is the first
(
1
e − ǫ
)
-approximation algorithm to maximise a general
non-negative submodular function subject to a matroid constraint with a practical time complexity.
Our algorithm is based on combining the Decreasing-Threshold procedure of [14] with a smoother
version of the measured continuous greedy algorithm of [12]. This allows us to obtain an algorithm
that requires O(nr
2
ǫ4
( d¯+
¯
d
d¯
)2
log2(nǫ )) value oracle calls, where ¯
d, d¯ ∈ R+ are the absolute values of
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the minimum and maximum marginal values that the function f can take, i.e. −
¯
d ≤ fS(i) ≤ d¯,
for all i ∈ E and S ⊆ E. The additional oracle calls with respect to [14] come from the additional
spread in the sampling of the multilinear extension that the possibility of negative marginal values
introduces.
Definitions Let us now introduce the definitions of a matroid and a submodular function. A
function f : 2E → R+ on a set E is said to be submodular if:
f(A) + f(B) ≥ f(A ∪B) + f(A ∩B), for all A,B ⊆ E. (1)
A more intuitive, but equivalent, definition can be formulated in terms of the marginal value added
by an element: given Y,X ⊆ E satisfying X ⊆ Y and x ∈ E \ Y , then f(X + x) − f(X) ≥
f(Y + x) − f(Y ). Herein we overload the symbol + (−) to use it as shorthand notation for the
addition (subtraction) of an element to a set, i.e. S + i = S ∪ {i} (S − i = S \ {i}). A matroid
can be defined as follows [8]: a pair M = (E, I) is called a matroid if E is a finite set and I is a
nonempty collection of subsets of E satisfying: ∅ ∈ I; if A ∈ I and B ⊆ A, then B ∈ I; and if
A,B ∈ I and |A| < |B|, then A+ z ∈ I for some z ∈ B \A.
A matroid base B ⊆ E is a maximally independent set B ∈ I, that becomes dependent by
adding an additional element e ∈ E \ B, i.e. B + e /∈ I. A key property of matroids is that we
can exchange elements between bases, let B denote the set of all bases of a matroid M, then the
exchange property can be is formalised as follows:
Lemma 1.1. (Corollary 39.12A in [8]) Let M = (N, I) be a matroid, and B1, B2 ∈ B be two bases.
Then there is a bijection φ : B1 → B2 such that for every b ∈ B1 we have B1 − b+ φ(b) ∈ B.
Now we can formally define our target problem:
Given a ground set E, a matroid defined upon itM = (E, I), and a general non-negative submodular
function f : 2E → R+, find:
max
S∈I
f(S). (2)
A common approach to solve combinatorial optimisation problems is by using relaxation and
rounding. This involves solving a continuous problem, in which we allow fractional solutions, and
a rounding procedure which transforms the fractional output back to a discrete solution. Now let
us explain the relaxation that is used in continuous greedy algorithms. There are two key elements
needed to define the relaxation: the domain that contains fractional solutions, and a function to
evaluate fractional solutions. In our problem, the most natural representation for the domain is the
matroid polytope P (M), which is the convex hull of the incidence vectors of the independent sets in
the matroid, i.e.: P (M) = Conv({1S : ∀S ∈ I}) [8]. Here 1S denotes the incidence vector of a set
S ⊆ E, which contains a 1 for each element in S and 0 elsewhere, thus 1S ∈ [0, 1]E. The function
for evaluation of fractional solutions is the multilinear extension: given a set E and a submodular
set function f : 2E → R+, its multilinear extension F : [0, 1]E → R+ is defined as:
F (y) , E[f(R(y))] =
∑
S⊆E
f(S)
∏
i∈S
yi
∏
j /∈S
(1 − yj), (3)
where R(y) is a random set containing each element i ∈ E with probability yi. Additionally, F can
be lower bounded in terms of f :
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Lemma 1.2. (from [12]) Let f : 2E → R+ be a submodular function; let F : [0, 1]E → R+ be the
multilinear extension of f ; and let y ∈ [0, 1]E be a vector whose components are bounded by a, i.e.
yi ≤ a, ∀i ∈ E. Then, for every S ⊆ E, we have that
F (y ∨ 1S) ≥ (1− a)f(S). (4)
A key magnitude used in the Measured Continuous Greedy Algorithm is the marginal value
of an element e ∈ E given a fractional solution y ∈ P (M), we refer to it by ∆Fe(y), defined as
follows:
∆Fe(y) , E[fR(y)(e)] = F (y ∨ 1e)− F (y). (5)
In other words, it is the value that would be created by adding the full element i to the fractional
solution y. Here we have used the common shorthand notation for the marginal value of an element
fS(e) = f(S + e)− f(S).
In general, given an arbitrary non-negative submodular function there is no closed form of
multilinear extension that enables us to evaluate it efficiently. The usual way to deal with this is
to sample it, and so we need the following concentration inequality that enables us to bound the
sampling error:
Lemma 1.3. (Hoeffding Bound, Theorem 2 in [19]) Let X1, ..., Xm be independent random variables
such that for each i, a ≤ Xi ≤ b, with a, b ∈ R. Let X˜ =
1
m
∑m
i=1Xi. Then
Pr[|X˜ − E(X)| > t] ≤ 2e
− 2t
2
(b−a)2
m
.
In this work we shall not dwell on the rounding step. Suffice it to say that there exist algorithms,
such as Contention Resolution Schemes [20], Pipage-Rounding [21, 11, 22], or Swap-Rounding [13],
that given a general non-negative submodular function f , its multilinear extension F , and a point
y ∈ P (M), find a set S ∈ I, such that f(S) ≥ F (y). The most efficient technique is Swap-Rounding,
and its results are used in [14]. However, the swap-rounding results in [13] hinge around Chernoff-like
concentration bounds for monotone submodular functions, but in light of the concentration bounds
for non-monotone submodular functions in [23], we believe that this technique can be adapted to
work with non-monotone submodular functions.
2 Algorithm
The algorithm we present here is based on the Decreasing-Threshold procedure that enabled Badani-
diyuru and Vondrak [14] to achieve a very efficient algorithm, O(nrǫ4 log
2 n
ǫ ), for maximising a non-
negative monotone submodular function subject to a matroid constraint. The continuous greedy
algorithm finds an approximate solution to the relaxation, y ∈ P (M), by integrating between t = 0
to t = 1 the differential equation dydt = argmaxv∈P (M)
∑
i∈E ∆Fi(y)vi. The algorithm in [14] is
basically the standard continuous greedy algorithm, but uses a much more efficient Decreasing-
Threshold procedure to find the maximum marginal improvement direction, i.e. vi ∀i ∈ E in the
equation above, in each iteration. To enable an approximation algorithm for the non-monotone
case Feldman [12] proposed the measured continuous greedy algorithm, which similarly integrates
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Algorithm 1: Accelerated Measured Continuous Greedy
Input : f : 2E → R+, ǫ ∈ [0, 1], I ⊆ 2E .
Output: A point y ∈ P (M), such that F (y) ≥ (1
e
− 2ǫ)f(OPT ).
// Initialisation
y(0)← 0
δ ← ǫ
// Main Loop
for t = {0, δ, 2δ, 3δ, . . . , 1− δ} do
B(t)← Decreasing-Threshold(f,y(t), ǫ, δ,I)
for i ∈ E do
if i ∈ B(t) then
yi(t+ δ)← 1 + e
−δ(yi(t)− 1)
else
yi(t+ δ)← yi(t)
Return: y(1)
Algorithm 2: Decreasing-Threshold
Input : f : 2E → R+, y ∈ [0, 1]E , ǫ ∈ [0, 1], δ ∈ [0, 1], I ⊆ 2E .
Output: A set B ⊆ E, such that B ∈ I.
// Initialisation
B ← ∅;
d¯← maxi∈E f(i);
y¯′ ← maxi∈E(1 + e
−δ(yi − 1));
// Main Loop
for (w = d; w ≥ ǫ d¯
r
(1− y¯′); w ← w(1 − ǫ)) do
for e ∈ E do
we(B,y)← ∆Fe(y(B, δ)),
// averaging O
(
r2
ǫ2
( d¯+
¯
d
d¯
)2
log(|E|)
)
iid random samples.
if we(B,y) ≥ w and B + e ∈ I then
B ← B + e
Return: B
*Note that the notation y(B, δ) means yi(B, δ) = yi(t) for i /∈ B, and
yi(B, δ) = 1 + e
−δ(yi − 1) for i ∈ B.
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dy(t)
dt = (1−y(t))⊙argmaxv∈P (M)
∑
i∈E ∆Fi(y)vi (⊙ represents element by element multiplication
here).
The advantage of the Decreasing-Threshold procedure is that it requires a smaller number
of integration steps and a smaller number of samples per step. Here we apply its key idea to
the measured continuous greedy. However, we need to perform two crucial modifications. The
first modification is a smoother version of the integration rule in the measured continuous greedy
algorithm of Feldman et al. [12]. We use an update step that makes the algorithm more continuous-
like. Instead of using the integration step y(t + δ) = y(t) + δ(1 − y(t)) as proposed by [12], we
increment the solution at a rate of dy(t)dt = 1 − y(t) by using the integration rule: y(t + δ) =
1+e−δ(y(t)−1), see Algorithm 1. This allows us to smooth the tradeoff between error and running
time. The second modification is in the sampling error up to which we estimate the marginal values
of the multilinear extension in the Decreasing-Threshold procedure. Badanidiyuru and Vondrak
[14] used an additive and multiplicative error bound which enabled them to use only O( 1ǫ2 r log(n))
samples. However, since our algorithm is meant to work with non-monotone functions, we may
have negative marginal values, this increases the number of samples required for two reasons: first,
it prevents us from using a multiplicative-additive error bound; and second the marginal values,
when sampled, have inherently more spread. To quantify our error we use Hoeffding’s concentration
inequality, which forces us to use O
(
r2
ǫ2
( d¯+
¯
d
d¯
)2
log(n)
)
, where
¯
d, d¯ ∈ R+ are the absolute values of
the minimum and maximum marginal values that the function f can take, i.e. −
¯
d ≤ fS(i) ≤ d¯, for
all i ∈ E and S ⊆ E. (Recall that if f were to be monotone we would have
¯
d = 0.) The resulting
Decreasing-Threshold procedure is presented in Algorithm 2, and it takes an additional O(r
( d¯+
¯
d
d¯
)2
)
value oracle calls. Using only an additive bound instead of an additive and multiplicative introduces
an extra O(r) factor in the number of samples required per evaluation of the multilinear extension.
While we also incur the additional O
(( d¯+
¯
d
d¯
)2)
term to cope with the larger spread that is introduced
by the possibility of negative marginal values. This results in an algorithm that finds an 1e − ǫ
approximation with a number of value oracle calls of O(nr
2
ǫ4
( d¯+
¯
d
d¯
)2
log2(nǫ )). It is not as efficient
as the algorithm for the monotone case, but to the best of our knowledge, this constitutes the first
practical 1e − ǫ approximation algorithm for general non-negative submodular function subject to a
matroid constraint.
3 Algorithm Analysis
We split the analysis of the accelerated measured continuous greedy algorithm in three parts:
first we show that the solution produced is feasible, i.e. y(1) ∈ P (M); then we prove the 1e − ǫ
approximation; and finally we study its running time.
Feasibility
Theorem 3.1. The accelerated measured continuous greedy algorithm produces a feasible fractional
solution, i.e., y(1) ∈ P (M).
Proof. We follow the approach used by [12]. We first define a vector x that coordinate wise upper-
bounds y(1). Then, given that P (M) is down-monotone, we only need to show that x is in P (M)
to show that y(1) ∈ P (M). Consider the vector x = δ
∑ 1
δ
−1
l=0 1B(y(lδ)). This is a coordinate-wise
upper bound of y(1) because when i ∈ B, we have that yi(t+δ)−yi(t) = 1+e−δ(yi(t)−1)−yi(t) =
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(1− e−δ)(1− yi(t)) ≤ 1 − e−δ ≤ δ, for all δ ∈ [0, 1]; and when i /∈ B yi(t+ δ)− yi(t) = 0. We now
show that x is in P (M). First, note that by definition 1B ∈ P (M). Then, observe that x/δ is the
sum of 1δ points in P (M), thus (x/δ)/(1/δ) = x is a convex combination of points in P (M), hence
x ∈ P (M), and consequently y(1) ∈ P (M).
In fact, it is possible to find a point that still lies in P (M) even with a t > 1, specifically
stopping at a value depending on a magnitude called the density of the matroid. This yields tighter
approximation bounds that match those found for particular matroids, such as partition matroids.
Asymptotically, however, these bounds are the same as those presented here. Therefore, in the aim
of simplicity, the analysis is carried out with a stopping time of 1. The interested reader is referred
to [12].
Now let us establish a bound to the coordinates of y(t) that will become useful later in the
analysis of the approximation ratio.
Lemma 3.2. At time 0 ≤ t ≤ 1, we have that:
yi(t) ≤ 1− e
−t, ∀i ∈ E. (6)
Proof. Consider the recurrence g(n+1) = 1+e−δ(1−g(n)), with g(0) = 0. This recurrence has the
following solution: g(n) = 1− e−nδ. Now, in our algorithm t is incremented linearly, so the number
of iteration, n, and t are related by t = nδ. At t, all the coordinates of y either, they stay constant,
i.e. yi(t+ δ) = yi(t), when i /∈ B, or increase, i.e. yi(t+ δ) = 1+ e−δ(yi(t)− 1), when i ∈ B. Hence,
given that g(n) is non-decreasing, the recurrence g is an upper bound because it corresponds to
incrementing in each and every iteration. Consequently, at t, y(t) ≤ g( tδ ) = 1− e
−t.
Approximation Ratio First we show the gain that the algorithm makes in a single step, and then
use this to build a recurrence relation that yields the approximation ratio. But before we do that,
we bound the error introduced by sampling:
Corollary 3.3. Given a non-negative submodular function f : 2E → R+, and a point y ∈ [0, 1]E;
let
¯
d, d¯ ∈ R+ be the minimum and maximum marginal values of f , such that −
¯
d ≤ fS(j) ≤ d¯ for all
S ⊆ E and j ∈ E; let R1, R2, ..., Rm be iid samples drawn from R(y), let wj(y) =
1
m
∑m
i=1 fRi(j);
and let f(OPT ) = maxS∈I f(S). Then,
Pr(|wj(y)−∆Fj(y)| ≥ βf(OPT )) ≤ 2e
−2mβ2
(
d¯
d¯+
¯
d
)2
.
Proof. Immediate application from the Hoeffding bound in Lemma 1.3, noting that f(OPT ) =
maxS∈I f(S) ≥ maxe∈E f({e}) = d¯.
Now we can present the improvement made by the algorithm in a single step:
Lemma 3.4. Let OPT be an optimal solution. Given a fractional solution y, the Decreasing-
Threshold produces a set B such that, with y′ = 1+ e−1Bδ ⊙ (y − 1), we have:
F (y′)− F (y) ≥ (1− e−δ)
(
(1− 4ǫ)(1− y¯′)f(OPT )− F (y′)
)
(7)
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Proof. This proof follows closely the proof of Claim 4.1 in [14] but with several modifications to
avoid assuming monotonicity, namely: the stopping threshold, the sampling error, and the increment
bound. Assume that the Decreasing-Threshold procedure returns a sequence of r elements B =
{b1, b2, . . . , br}, indexed in the order in which they were chosen. Let O = {o1, o2, . . . , or} be an
optimal solution indexed as per the exchange property of the matroids in Lemma 1.1 such that
φ(bi) = oi. Additionally, let Bi and Oi denote the first i elements of B and O respectively, i.e. Bi
is the sequence in which the elements have been added to B in algorithm 2 up until the ith element
was added. If the procedure returns fewer than r elements or the optimal solution contained fewer
than r elements, formally we just add dummy elements with value 0, so that |B| = r and |O| = r.
Now let us bound the marginal values of the elements selected by the Decreasing-Threshold
procedure with respect to those in the optimal solution. Recall that y(S, δ) is the notation that we
use to refer to the point such that yk(S, δ) = yk if k /∈ S and yk(S, δ) = 1 + e−δ(yk − 1) if k ∈ S.
When bi is selected, let w be the current threshold, hence wbi(y(Bi−1, δ)) ≥ w. At this point oi is
a candidate element, thus we have one of two situations depending on whether the procedure has
finished: if the threshold has not dropped below ǫrd(1 − y¯
′), the value of woi(y(Bi−1, δ)) must be
below the threshold in the previous iteration, i.e. woi(y(Bi−1, δ)) ≤
w
(1−ǫ) (otherwise it would have
been chosen already); conversely, if the procedure has terminated, bi is a dummy element with value
0, and the value of woi(y(Bi−1, δ)) is below the stopping threshold, i.e. woi(y(Bi−1, δ)) ≤ ǫ
d¯
r (1−y¯
′).
Consequently, we can relate the marginal value estimate of bi to that of oi:
wbi(y(Bi−1, δ)) ≥ (1− ǫ)woi(y(Bi−1, δ))− ǫ
d¯
r
(1− y¯′).
Note that when bi is selected we have that Bi−1 + bi ∈ I, and by the definition of oi (i.e. the
matroid exchange property) Bi−1 + oi ∈ I.
Now we need to bound the error incurred by sampling. From Lemma 3.3 we can sample
the marginal values up to an additive error of β = ǫrf(OPT )(1 − y¯
′) by taking the average of
O
(
r2
ǫ2
( d¯+
¯
d
d¯
)2
log(|E|)
)
samples with high probability (i.e. with a bad estimate probability decreas-
ing with 1|E|). (We do not have a term O(
1
1−y¯′ ) in the number of samples because our stopping
time, t = 1, and the update rule enforce (see Lemma 3.2) that (1 − y¯′) ≥ 1e ). Thus, we can write:
wbi(y(Bi−1, δ)) ≤ ∆Fbi(y(Bi−1, δ)) +
ǫ
r
f(OPT )(1− y¯′)
woi(y(Bi−1, δ)) ≥ ∆Foi(y(Bi−1, δ))−
ǫ
r
f(OPT )(1− y¯′)
which, with d¯ ≤ f(OPT ), can be combined with the prior bound to yield:
∆Fbi(y(Bi−1, δ)) ≥ (1 − ǫ)∆Foi(y(Bi−1, δ))− 3
ǫ
r
f(OPT )(1− y¯′). (8)
Then, we can bound the improvement that the Decreasing-Threshold procedure obtains:
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F (y′)− F (y)
=
r∑
i=1
(F (y(Bi, δ))− F (y(Bi−1, δ))
=
r∑
i=1
(y′bi − ybi)
∂F
∂ybi
∣∣∣∣
y=y(Bi−1,δ)
=
r∑
i=1
(1− e−δ)(1 − ybi)
∂F
∂ybi
∣∣∣∣
y=y(Bi−1,δ)
= (1− e−δ)
r∑
i=1
∆Fbi(y(Bi−1, δ))
≥ (1− e−δ)
r∑
i=1
(
(1− ǫ)∆Foi(y(Bi−1, δ))− 3
ǫ
r
f(OPT )(1− y¯′)
)
= (1− e−δ)
(
(1− ǫ)
r∑
i=1
(
∆Foi(y(Bi−1, δ))
)
− 3ǫf(OPT )(1− y¯′)
)
≥ (1− e−δ)
(
(1− ǫ)
(
F (y′ ∨ 1OPT)− F (y
′)
)
− 3ǫf(OPT )(1− y¯′)
)
≥ (1− e−δ)
(
(1− 4ǫ)(1− y¯′)f(OPT )− F (y′)
)
.
The second equality comes from the the multilinearity of F . With the update step y′ =
1 + e−δ(y − 1), we have that the increment is y′ − y = (1 − e−δ)(1 − y), which gives the third
inequality. The fourth equality is by definition of ∆Fe. The fifth inequality is by the bound in
equation 8, the sixth by submodularity, and the last one by Lemma 1.2.
Finally, we can use the above result to build a recurrence relation that yields the 1e − ǫ approx-
imation ratio.
Theorem 3.5. The accelerated measured continuous greedy algorithm returns a point y∗ ∈ P (M),
such that:
F (y∗) ≥
(
1
e
− 2ǫ
)
f(OPT ). (9)
Proof. From Lemma 3.4 we have that:
F (y(t + δ))− F (y(t)) ≥ (1 − e−δ)
(
(1− 4ǫ)(1− y¯(t+ δ))f(OPT )− F (y(t + δ))
)
We can now use the bound on the value of the coordinates of y in Lemma 3.2, we have that
yi(t) ≤ 1− e−t ∀i ∈ E, hence we can write:
F (y(t + δ))− F (y(t)) ≥ (1− e−δ)
(
(1− 4ǫ)e−(δ+t)f(OPT )− F (y(t+ δ))
)
. (10)
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Consider the recurrence relation a(n + 1) − a(n) = k1(k2 exp(−(n + 1)ǫ) − a(n + 1)), which,
with a(0) = a0, has the following solution
a(n) =
( 1k1+1 )
n(a0(−k1 + eǫ − 1) + k1k2)− k1k2e−nǫ
−k1 + eǫ − 1
. (11)
This recurrence is equivalent to equation 3 if we set k1 = (1− e−δ), k2 = (1− 4ǫ), n =
t
δ , and δ = ǫ.
Thus, substituting and simplifying assuming that F (0) ≥ 0 (due to the non-negativity of f), we
have the following lower bound on the value of the solution y(t) for any time t ∈ [0, 1]:
F (y(t)) ≥
(1− e−ǫ)(1 − 4ǫ)eǫ(−(
t
ǫ
+1))(eǫ(
t
ǫ
+1)( 12−e−ǫ )
t/ǫ − eǫ)
e−ǫ + eǫ − 2
f(OPT ).
So, when the algorithm ends at t = 1, we have:
F (y(1)) ≥
(1− e−ǫ)(1 − 4ǫ)eǫ(−(
1
ǫ
+1))(eǫ(
1
ǫ
+1)( 12−e−ǫ )
1/ǫ − eǫ)
e−ǫ + eǫ − 2
f(OPT ).
We can find a more intuitive version of this bound by observing that, clearly, for 0 ≤ ǫ ≤ 1:
1
e
−
(1− e−ǫ)(1− 4ǫ)eǫ(−(
1
ǫ
+1))(eǫ(
1
ǫ
+1)( 12−e−ǫ )
1/ǫ − eǫ)
e−ǫ + eǫ − 2
≤
5
e
ǫ ≤ 2ǫ (12)
Hence:
F (y(1)) ≥
(
1
e
− 2ǫ
)
f(OPT ). (13)
Finally, from Lemma 3.2 we have that y(1) ∈ P (M).
Running Time As it is common in the submodular maximisation literature, we quantify the
running time in terms of value oracle calls to the submodular function and matroid independence
oracle calls. We analyse the running time of the algorithm in two steps: first we study the running
time of the Decreasing-Threshold procedure, and then that of the the continuous greedy.
Lemma 3.6. The Decreasing-Threshold procedure makes
O
(
|E|r2
ǫ3 log(|E|) log(
r
ǫ )
(
d¯+
¯
d
d¯
)2)
value oracle calls, and O
( |E|
ǫ log
r
ǫ
)
independence oracle calls.
Proof. First, the number of values that the threshold takes in the Decreasing-Threshold procedure
to reach the stopping threshold is, considering that the term (1 − y¯) ≥ 1e due to Lemma 3.2,
O(
log ǫ
r
log (1−ǫ) ). Second, for each threshold value, the algorithm performs O(|E|) estimates of ∆Fe,
and O(|E|) calls to the independence oracle. Therefore, the number of independence oracle calls is
the number of calls per threshold step multiplied by the number of threshold steps, i.e.:
O
(
|E|
ǫ
log
r
ǫ
)
, (14)
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which has been simplified noting that
log ǫ
r
log 1−ǫ ≤
1
ǫ log(
r
ǫ ).
Now, each estimate of ∆Fe requires O
(
r2
ǫ2
( d¯+
¯
d
d¯
)2
log(|E|)
)
samples. Hence, we can conclude that
the number of value oracle calls is
O
(
|E|r2
ǫ3
log(|E|) log
(r
ǫ
)( d¯+
¯
d
d¯
)2)
.
We can now quantify the running time of the whole algorithm.
Theorem 3.7. The accelerated measured continuous greedy algorithm makes
O
(
|E|r2
ǫ4 log(|E|) log(
r
ǫ )
(
d¯+
¯
d
d¯
)2)
value oracle calls, and O
( |E|
ǫ2 log
r
ǫ
)
independence oracle calls.
Proof. Considering that the number of steps of the procedure, with δ = ǫ, is 1ǫ . The number of calls
to boths oracles is simply the number of calls by the Decreasing-Threshold procedure (Algorithm
2) in Lemma 3.6 multiplied by the number of steps in the continuous greedy algorithm (Algorithm
1).
4 Discussion and Future Work
In this paper we have presented a 1e−ǫ-approximation algorithm for general non-negative submodu-
lar function maximisation that requires O(nr
2
ǫ4
( d¯+
¯
d
d¯
)2
log2(nǫ )) value oracle calls. This is the fastest
1
e -approximation algorithm currently available, which enables the use of general (non-monotone)
matroid-constrained submodular maximisation for many applications for which existing algorithms
were implausibly slow. We think this is of great significance because there has been a recent
surge of interest for applying submodular maximisation in fields where large problem instances are
paramount, such as Machine Learning [24, 25, 5], particularly in the field of summarisation where
non-monotone submodular functions are natural [26, 27]. Our algorithm is slower than the one
presented for the monotone case in [14] by O
(
r
( d¯+
¯
d
d¯
)2)
due to the inability to sample the marginal
values of the multilinear extension up to an additive and multiplicative bound. If we could, then
we would reduce the additional value oracle calls required to achieve an algorithm with the same
running time, we believe this might be possible.
A future avenue of research would be to combine our work with the very interesting results in
[28], where an efficient algorithm is proposed to allow the trade-off of value oracle calls and
matroid independence calls for non-negative monotone submodular functions, to enable query
trade-off for general non-negative submodular functions. Another interesting path is to combine
the more continuous-like measured continuous greedy update step that we present here with the
acceleration techniques for strong submodular functions presented in [29] to produce an adaptive
step algorithm. This way, in each step we could use a large δ that extended to the boundary of
the region of validity of the set B, instead of taking a δ that is small enough to satisfy the worst
case. Another obvious improvement on the algorithms presented here would be to combine the
ideas from the Lazy Greedy Algorithm [30] to adaptively change the decrement of the threshold in
the Decreasing-Threshold procedure.
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