Sensitivity analyses of exposure or risk models can help identify the most significant factors to aid in risk management or to prioritize additional research to reduce uncertainty in the estimates. However, sensitivity analysis is challenged by non-linearity, interactions between inputs, and multiple days or time scales. Selected sensitivity analysis methods are evaluated with respect to their applicability to human exposure models with such features using a testbed. The testbed is a simplified version of a US Environmental Protection Agency's Stochastic Human Exposure and Dose Simulation (SHEDS) model. The methods evaluated include the Pearson and Spearman correlation, sample and rank regression, analysis of variance, Fourier amplitude sensitivity test (FAST), and Sobol's method. The first five methods are known as ''sampling-based'' techniques, wheras the latter two methods are known as ''variancebased'' techniques. The main objective of the test cases was to identify the main and total contributions of individual inputs to the output variance. Sobol's method and FAST directly quantified these measures of sensitivity. Results show that sensitivity of an input typically changed when evaluated under different time scales (e.g., daily versus monthly). All methods provided similar insights regarding less important inputs; however, Sobol's method and FAST provided more robust insights with respect to sensitivity of important inputs compared to the sampling-based techniques. Thus, the samplingbased methods can be used in a screening step to identify unimportant inputs, followed by application of more computationally intensive refined methods to a smaller set of inputs. The implications of time variation in sensitivity results for risk management are briefly discussed.
Introduction
The purpose of this paper is to identify, evaluate, and recommend methods for sensitivity analysis applicable to human exposure models with multiple time scales (e.g., predictions over multiple days, months, etc.), such as the US Environmental Protection Agency's Stochastic Human Exposure and Dose Simulation (SHEDS) models. The specific objectives are to: (1) evaluate the applicability of selected sensitivity analysis methods to the SHEDS models to apportion the output variance among the inputs; (2) evaluate temporal trends in sensitivity of individual inputs; and (3) provide recommendations for performing sensitivity analysis of models that have typical characteristics of the SHEDS models, such as multiple time scales, interactions, and non-linearity.
The SHEDS models are multipathway, probabilistic and physically based human exposure models that simulate variability and uncertainty in cumulative human exposure and dose (EPA, 2000; Zartarian et al., 2000 Zartarian et al., , 2005 Xue et al., 2005) . Sensitivity analysis is useful for identifying key sources of variability and uncertainty. Knowledge of key sources of variability can guide the identification of significant subpopulations that merit more focused study or the targeting of risk management strategies to controllable sources of variation in exposures. In contrast, knowledge of key sources of uncertainty can aid in determining where additional research can be focused in order to reduce uncertainty (Cullen and Frey, 1999) . Thus, there is a need to identify reliable sensitivity analysis methods that can provide useful policy and research insights.
There are many sensitivity analysis methods applied in various scientific fields, including engineering, economics, physics, social sciences, medical decision making, and others (e.g., Baniotopoulos, 1991; Cheng, 1991; Helton and Breeding, 1993; McCarthy et al., 1995; Agro et al., 1997; Beck et al., 1997; Helton, 1997; Kewley et al., 2000; Oh and Yang, 2000) . Given the myriad of sensitivity analysis methods, there is a need for insight regarding which methods to choose and regarding how to apply preferred methods to models.
Approximately a dozen available commonly used as well as advanced sensitivity analysis methods were identified and reviewed, including their advantages and disadvantages (Mokhtari and Frey, 2005a) . The review provided a decision framework for selecting sensitivity analysis methods based on the objectives of the analysis and the characteristics of the model. Based upon the review, a set of seven sensitivity analysis methods was selected for more detailed and quantitative evaluation for application to SHEDS models. These methods include the Pearson and Spearman correlation, sample and rank regression, analysis of variance (ANOVA), Fourier amplitude sensitivity test (FAST), and Sobol's method. The first five methods are known as ''sampling-based'' techniques for sensitivity analysis (Helton and Davis, 2002) and are commonly used in practice (e.g., Chan, 1996; Gwo et al., 1996; Hofer, 1999; Mokhtari and Frey, 2005d) . The latter two techniques are more advanced and are known as ''variance-based'' methods .
A key focus of sensitivity analysis of the SHEDS models is to quantify the contribution of individual inputs to the variance in the selected model output, with a focus on factors affecting interindividual variability in exposure. Among the selected techniques, FAST and Sobol's method provide quantitative measures for contributions of inputs to the output variance . The sampling-based methods do not directly measure the contribution of inputs to the output variance; however, they provide an indication of the relationship between the variation in an input and the corresponding effect on the output values. Comparison of the results based on these methods and the two variance-based techniques provides insights regarding trade-offs between application of the commonly used sensitivity analysis methods and more sophisticated techniques.
A brief overview of the SHEDS models is given. The simplified model developed as a testbed is explained. An approach for evaluation of selected sensitivity analysis methods is discussed. Results from application of the selected sensitivity analysis methods to the testbed model are presented and compared. Finally, recommendations for application of sensitivity analysis methods to the SHEDS and other similar aggregate exposure models are given and suggestions for future work are provided.
Materials and methods

The SHEDS Models
The term ''SHEDS'' refers generically to a series of models that include SHEDS-Pesticides, SHEDS-Wood, SHEDS-Air Toxics, and SHEDS-PM (EPA, 2000; Zartarian et al., 2000 Zartarian et al., , 2005 Xue et al., 2005) . SHEDS-Pesticides has typical computational characteristics of all of the SHEDS models and thus is used here for discussion purposes. The SHEDSPesticides model focuses on exposure and dose evaluations resulting from pesticide applications in residential settings. For user-specified cohorts, aggregate exposures and doses incurred via ingestion, inhalation, and dermal contact are estimated by selecting daily sequential time/location/activity diaries from surveys contained in EPA's Consolidated Human Activity Database (CHAD) for a residential use pesticide (McCurdy et al., 2000) .
Simplified Version of SHEDS-Pesticides Model
For the purpose of evaluating sensitivity analysis methods, which requires many case studies and iterations, a testbed was desired that had the key computational features of a SHEDS model without the full computational burden of running the entire model, including the time required for each simulation. The simplified testbed model has key characteristics such as non-linearity, interaction between inputs, inputs with multiple time scales (e.g., monthly versus daily), and carry-over effect of exposures from one day to another. Nonlinearity is a relationship between two variables in which the change in one variable is not simply proportional to the change in the other variable. Interaction is a case in which the effect of an input to the model output depends on the value of other inputs. Inputs with a monthly time scale are sampled only once for each individual within a month. Inputs with a daily time scale are sampled every day for each individual within the time horizon of the model simulation. The rationale for assigning a specific time scale to an input is based on the input characteristic. For example, body weight has a monthly time scale as it is assumed that for a selected individual this input does not change within the simulation period. In contrast, inhalation exposure duration has a daily time scale as each individual may have different exposure times on different days. The carry-over effect is a situation in which the exposure for an individual in each day has a residual dependency on exposure from the prior day.
The simplified testbed model is based on the following key scenario assumptions: (1) one-stage Monte Carlo simulation is considered with a focus on interindividual variability; (2) exposure duration is 1 month; (3) one application of pesticides occurs at the beginning of the month; and (4) daily exposures from multiple exposure pathways (i.e., inhalation, dermal, and ingestion) are calculated based upon randomly generated exposure times corresponding to pathways, rather than directly based upon human time-activity diary data (i.e., CHAD). For example, for the inhalation pathway a normal distribution truncated between 0 and 1440 min is used for the inhalation exposure duration during a day for each individual. Exposure times are randomly sampled from the distribution. For the dermal exposure, different distributions are assumed for the time that each individual spends in a target versus non-target area (Table 1) . The target area is that to which pesticide is directly applied, while the non-target areas are influenced by the dispersion or transport of pesticide from target area. Those distributions for daily exposure time are specified based upon summary of human-activity diary data. Figure 1 shows a schematic diagram of the simplified model. The final exposure is an aggregate of the three pathways. As an example of the structure of the model, the dermal pathway is briefly explained. Probability distributions of all model inputs and their time scales along with their definitions and units are given in Table 1 .
Dermal exposures include chemical contact with the hand and other parts of the body, referred to as non-hand. Some non-dietary ingestion is assumed based on residue on the hand that enters the mouth on a given ith day. This nondietary ingestion exposure is subtracted from the dermal exposure via hands. Total dermal exposure (E Dermal,i, ) in mg/ kg is estimated considering dermal exposure via body adjusted for washing effect (E Body,i,w ) and dermal exposure via hands adjusted for washing effect (E Hand,i,w ) as:
If body washing (e.g., shower) takes place, E Body,i,w is estimated as:
The washing effect leads to a fraction reduction in body exposure and is estimated based on the body washing removal efficiency (BW i ). An upper limit for dermal exposure via body (E max ) is estimated as:
For estimating E max factors such as maximum dermal load via body (LB i ), total body surface area in cm 2 (SA Total ), fraction of body surface area associated with hands (SA Hand ), fraction of body that is unclothed (F BU ), and body weight The index is calculated as the sum of the average daily energy expenditures of all activities. Individuals are classified as: X3.0 kcal/kg/day or more ¼ physically active; 1.5-2.9 kcal/kg/day ¼ moderately active; less than 1.5 kcal/kg/day ¼ inactive. e The target area refers to the area to which the pesticide is directly applied. The non-target areas are influenced by the dispersion or transport of pesticide from target area.
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(W B ) are taken into account. SA Total is a function of body height (H) and weight (W B ) and is defined as:
The carry-over effect is estimated assuming a fraction of exposure from previous day (E f ) carried over to the current day. If body washing does not take place, a zero value is assumed for BW i . Dermal exposure via body on a given ith day (E Body,i ) is estimated as:
Equations used for estimation of E Hand,i,w are similar to those given for E Body,i,w . The results from the simplified model are intended and found to be reasonable with respect to magnitude of exposures, comparisons among pathways, temporal trends, and ranges of interindividual variability for use as a basis to evaluate the selected sensitivity analysis methods.
Sensitivity Analysis Methods
Details for the selected seven sensitivity analysis methods are given by Mokhtari and Frey (2005b) . In particular, the commonly used methods of the Pearson and Spearman correlation, and sample and rank regression, are well described in the literature (Gibbons, 1985 , Siegel and Castellan, 1988 , Kendall and Gibbons, 1990 Sen and Srivastava, 1990; Neter et al., 1996) and such details are not repeated here. Although ANOVA (Edwards, 1979; Krishnaiah, 1981 , Neter et al., 1996 is less commonly used for sensitivity analysis of risk models, evaluations of ANOVA for this purpose have been reported elsewhere (e.g., Carlucci et al., 1999; Mokhtari and Frey, 2005d) . Thus, of the seven selected methods, only FAST (Cukier et al., 1973 (Cukier et al., , 1975 (Cukier et al., , 1978 Saltelli et al., 2000 ) and Sobol's (Sobol, 1993; Saltelli et al., 2000) are considered to be novel in terms of application to risk models.
Of the two variance-based methods, Sobol's is the most promising for application to the testbed model. Thus, the main focus in this section is on Sobol's method. FAST has a limitation with respect to applicability to models with large numbers of inputs. In particular, because FAST involves use of Fourier transformations, a set of incommensurate ''frequencies'' must be specified, with one such frequency per probabilistic input. The FAST algorithm can only be applied to 50 or fewer independent inputs because of a limited set of available incommensurate frequencies. Details about the limitations of FAST are given elsewhere (Cukier et al., 1973 (Cukier et al., , 1975 (Cukier et al., , 1978 Saltelli et al., 2000) . In this work, there is a need for far more than 50 independent inputs (i.e. 14 daily inputs Â 30 days ¼ 420 sets of independent samples). As a simplification, a set of non-repeating, rather than strictly incommensurate, frequencies are used here. Although this approach violates the strict requirements for FAST, it provides insight regarding the robustness of FAST results in this circumstance. Using a set of frequencies that are not incommensurate can cause the problem of interference in which information provided by the frequencies is mixed, and hence, could lead to overestimating all sensitivity indices .
Sobol's method apportions the output variance among individual inputs and their interactions (Sobol, 1993; Saltelli et al., 2000 ). Sobol's method can cope with both non-linear and non-monotonic models, and provides a quantitative ranking of inputs ). Sobol's method provides insight with respect to the main effect, interaction effect, and total effect of each input with respect to the output of interest. The main effect of each input represents the fractional unique linear contribution of the input to the output variance. The interaction effect between two inputs represents part of the output variance due to x i and x j that cannot be explained by the sum of the individual main effects of the two inputs . The total effect is the sum of all the sensitivity indices involving that input including main and interaction effects (Sobol 1993; Homma and Saltelli, 1996) . For a model of k inputs as y ¼ f(x 1 , x 2 ,y, x k ), sensitivity indices for the main and total effects are given as:
where E(y) is the expected value of y, V(y) is the variance of the model output (y), V(E(y|x j ))is the variance of the expected value of y conditional on values of input x j , and V(E(y|x Àj )) is the variance of the expected value of y conditional on values of all inputs except x j . In order to estimate the parameters of above equations (i.e., U j and U Àj ), two sets of input samples are generated using the Monte Carlo simulation as:
where n is the sample size for the Monte Carlo simulation and k is the number of inputs. U j , and U Àj are estimated as: Inputs are typically ranked based on the relative magnitude of their total sensitivity indices, which are considered to be more useful than only using the main effect indices (Saltelli, 2002) . Total sensitivity indices not only consider main effects of inputs but also take into account interaction effects. Thus, for non-linear models with interaction effects between inputs, total sensitivity indices provide better representation of sensitivity. For Sobol's method, there is not a readily available method for estimating confidence intervals for sensitivity indices. Instead, the standard error of the main and total sensitivity indices are estimated based on the numerical method of bootstrap simulation (Efron and Tibshirani, 1993; Archer et al., 1997; Saltelli, 2002) based on resampling of the output values.
Case Study Scenario
Scenarios are identified that are the highest priority for evaluation of the selected sensitivity analysis methods. A scenario is a set of assumptions about the problem to be analyzed (Cullen and Frey, 1999) . A typical scenario includes: (1) probabilistic dimensions; (2) subpopulations; (3) pathways; and (4) time scales.
The focus of the probabilistic dimension is on interindividual variability in exposures. Children between 5 and 10 years are the subpopulation of interest because of the substantial time they spend outdoors and the opportunities for dermal contact with pesticide residue. All three exposure pathways are considered and reported as a total exposure. Three temporal scenarios are defined in order to evaluate the implications of different time scales, including the daily total exposures (Scenario I); the rate of change of exposures from one day to the next (Scenario II), and cumulative exposures (Scenario III). Figure 2 shows the change in total daily exposure with respect to these three temporal scales for four randomly selected individuals.
Model Application
Each of the seven selected sensitivity analysis methods were applied to each time step (day) of the model simulation. Sampling-based methods were applied using SAS s . For FAST and Sobol's method, algorithms were developed and coded in Matlab. For all methods except FAST, probability distributions representing interindividual variability in inputs were sampled according to their time scale (e.g., once per month or once per day) and were propagated through the testbed model using Monte Carlo simulation based on a random sample of 10,000 individuals. The sampling method for FAST is unique and the minimum sample size is determined according to criteria described elsewhere (Cukier et al., 1973 (Cukier et al., , 1975 (Cukier et al., , 1978 Saltelli et al., 2000) .
Sensitivity analysis was repeated n times to arrive at timedependent sensitivity rankings for inputs, where n refers to the total number of time steps (i.e., 30 days). A ranking represents the comparative order of importance of each input on a given day when the inputs are sorted according to their sensitivity indices. A rank of one is assigned to an input with the highest sensitivity index, and the largest numerical value of rank was assigned to the input with the least importance (i.e., lowest sensitivity index). Rankings for different time steps for a given input are compared to assess whether the importance of an input has a temporal dependence. Furthermore, a comparison of temporal sensitivity trends is made between inputs that have daily versus monthly time scales.
In order to estimate the uncertainty range of sensitivity indices based on Sobol's method, a bootstrap simulation with a sample size of 500 was used at each time step. At each bootstrap simulation, two samples of size 10,000 were drawn with replacement from output values estimated based on sample and resample input matrices given in Eq. (8) (i.e., M 1 and M 2 ). Main and total effect sensitivity indices were then estimated using Eqs. (6) and (7). This process was repeated 500 times, and hence, 500 main effect and total effect sensitivity indices were estimated for each input at each time step. An uncertainty range of 7 one standard error around the mean values is reported for each sensitivity index.
Results
Results for Sobol's method are presented in detail, whereas results from the other six methods are briefly summarized.
Details regarding results from the other six methods are available elsewhere (Mokhtari and Frey, 2005c) .
Contribution of Inputs to the Output Variance
The contributions of inputs to the output variance changed over the simulation period. Typically, only a few inputs contributed substantially to the output variance on any given day of the simulation. For example, Figure 3 summarizes the contribution to variance for Scenario I for Day 1, Day 15, and Day 30. For Day 30, results are also given for Scenario III for comparison. The main effects of five inputs that tend to be of importance at particular points in time, including fraction of chemicals available for transfer (F TR ), residue decay rate (D R ), body weight (W B ), body washing efficiency (BW), and amount of chemical applied (A M ), are shown. Also shown is the sum of the main effects of all other inputs, and the sum of the interaction effects among all inputs. On a given day, the main effects of all inputs were estimated using Eq. (6). Because the sum of main effects and the combinatory interaction effects between all inputs should equal one, the sum of the interaction effects among all inputs can be easily estimated if the sum of main effects is known on a given day.
On Day 1, F TR is the input to which total exposure is most sensitive, accounting for 25% of the variance. This is nearly a three-fold greater contribution than the next most important input, BW. BW has comparable importance to W B and A M . Table 1 .
These three inputs had secondary importance and accounted for 6% to 8% of the variance individually and 20% of the variance in combination. The other 21 inputs, including D R , contribute a combined main effect of only 31% to the variance of the output. The interaction effects among all inputs account for 24% of the variance in the output. It is possible to use Sobol's method to identify the various interaction effects more specifically, with a trade-off of increased computational effort. On Day 15, the importance of F TR wanes and D R emerges as the dominant source of variability in daily exposures. These two inputs account for 40% of the variance. The other three inputs identified specifically account for only 6% of the variance, and thus are of less importance as a group than F TR is on an individual basis. The other 20 inputs contribute 24% of the variance, which is less than on Day 1, but the contribution of interactions increases to 30%. Thus, there is a clear temporal shift among the inputs and with regard to interaction effects.
On Day 30 and Scenario I, D R is the only individual input that can be clearly distinguished from any other, contributing 40% to the variance via its main effect. The next most important input contributed only 1% to the variance. The 20 inputs not explicitly identified contributed only 3% to the variance. However, the interaction effect had become the single most important source of variance in the output, accounting for just over half of the total variance. Of course, by Day 30, the magnitude of the total exposures is small compared to the early part of the month. Thus, the relatively high sensitivity of the output to D R on Day 30 may be of little practical significance, whereas the rankings among the inputs on Days 1 and 15 are of greater significance because the exposures are higher on those days.
For Scenario III, D R has a larger contribution to variance than other inputs. However, compared to its impact on daily exposure on Day 30, its contribution to variance is less. Similar to the Scenario I results, the interaction effects in Scenario III are the single most important source of variation in the output.
Temporal Variation of Sensitivity Indices and Comparison of Temporal Scenarios
Typically, sensitivity indices varied in time in the three temporal scenarios. Inputs with a monthly time scale typically had monotonically increasing or constant sensitivity indices. In contrast, inputs with a daily time scale had monotonically decreasing indices. Two examples are provided to illustrate these trends.
Figure 4(a) shows the temporal variation in average main and total effects for D R , which has a monthly time scale, including uncertainty ranges of 7 one standard deviation in Scenario I. The main effect increases especially in the first 15 days, and then appears to increase only slowly, if at all, later in the month. The total effect, which includes interactions and non-linearities continues to increase substantially until approximately the 20th day. However, the magnitude of the exposure decreases with time. Thus, a high ranking for daily exposures late in the month does not necessarily imply importance with respect to cumulative exposure. Increase in the sensitivity of D R in later time steps of the model simulation can be attributed to the functional form of the testbed model (see Eq. (3)). Because the effect of D R is raised to the power i, D R will have a larger contribution to variation of the model output later in the month.
Figure 4(b) shows the results for Scenario II for D R . The main effect of D R tends to be either insignificant or negligible. However, the interaction effect, although small early in the month, becomes large by the end of the month. The interindividual variability in residual decay rate does not contribute directly to the incremental change in daily exposures, but later in the month the interaction of D R with other inputs has a dominant impact on incremental changes.
Figure 4(c) shows the results for Scenario III. Although the magnitudes of the main and total sensitivity indices increase slightly with time, the relatively low magnitude of these indices, in comparison to those of Scenario I, imply that D R had a relatively small contribution to the variance of the cumulative exposure. D R had a small contribution to the variance of the daily exposures early in the month, when the magnitude of the daily exposures is typically the largest. Thus, the impact on cumulative exposure is also modest. The marginal increase in cumulative exposure becomes smaller, on average, on a daily basis later in the month. Thus, although D R contributes substantially to the daily exposure variance late in the month, there is little impact on the variance of the cumulative exposure.
For all three temporal exposure scenarios, the uncertainty associated with the main and total effect sensitivity indices of D R was found to be quite small, with a coefficient of variation between 5% and 15% on different days of the simulation. Figure 5 shows results for F TR , which has a daily time scale. The variance of the daily exposure is not strongly sensitive to either the main or total effect of F TR on any day of the month, and tends to decrease from the first few days and then remain approximately constant late in the month. The main and total effect of F TR on the cumulative exposure decreases during the first two weeks and reaches an approximately constant small level in the latter portion of the month. However, F TR has a more pronounced effect on the variance of incremental changes in daily exposure. Although the main effect of F TR for Scenario II tends to decrease to small levels by the end of the month, the total effect tends to increase through the first half of the month, with a more random pattern of typically high values in the second half of the month.
Unlike the inputs that are sampled only once per month, the value of F TR changes each day, which in turn causes incremental changes in the daily exposures. Thus, an input can be highly important with respect to incremental changes, but of less importance to interindividual variation in the magnitude of the daily exposure. On a given day and perhaps because of the influence of inputs with a monthly time scale, some of the variation in the magnitude of daily exposures may be approximately unchanged from one day to the next. Typically, it is expected that inputs that vary within a shorter time scale are more important with respect to short-term incremental changes but would not necessarily have a strong impact on cumulative exposures.
The relative uncertainty for sensitivity indices of F TR was generally comparable to that for D R with the exception of Scenario II, for which the coefficient was as high as 35% on some days.
A detailed examination of the temporal profile of sensitivity results for selected inputs illustrates the complexity of the temporal dynamic of sensitivity, the competition among inputs, and the changing response of the model as different components or aspects (e.g., non-linearity) of the model become more dominant.
Temporal Changes in the Ranking of Selected Inputs
At each time step, inputs were ranked based on the relative magnitude of mean total effects. Each mean value represents the arithmetic average of 500 bootstrap estimates for the sensitivity index. The rank for each input typically changed with respect to time. Some inputs had higher ranks in earlier time steps of the model simulation, whereas their sensitivity declined later in time. In contrast, other inputs were typically unimportant in earlier time steps, while their sensitivity increased later in time. An example for each case is provided in Figure 6 .
The most significant findings are that D R initially was of only moderate importance in all three temporal scenarios early in the month, but became more important later in the month. Of course, the magnitude of exposure decreases later in the month, and thus the daily exposures become less of a factor in terms of influence on the cumulative exposure. The rankings for cumulative exposure at the end of the month are likely to be the most indicative of the overall importance of various inputs with respect to cumulative exposure. The distinction between a rank in the top five versus a rank of approximately 10 is more pronounced than that between a rank of 10 versus 20.
Early in the month, F TR was among the top two most sensitive inputs for all scenarios. This input tended to remain sensitive for Scenario II throughout the month, and tended to decrease in sensitivity for Scenarios I and III at about the sixth or seventh day. If one is concerned with very short-term acute exposures, the fact that this input is among the top two important inputs within the first few days, when exposures tend to be high, would be of significance. However, if one is concerned with average or cumulative exposures over many days, then this input is not likely to be of much importance.
Comparison of Mean Ranks
The mean rank represents the arithmetic average of ranks for each input over 30 days of model simulation. A rank of 1 on day 1 might be more significant than a rank of 1 on day 30, because the daily exposure on day 1 is typically higher than on day 30, and the effect on the cumulative exposure is more pronounced early in the month than later in the month. Despite this limitation, the use of a mean rank was deemed to be a useful way to provide a semiquantitative comparison of the overall significance of inputs during the course of the 30-day simulation period. A comparison is made in Figure 7 between the mean ranks based on each of the main effects and total effects. This comparison provides insight regarding the differences in implications of the two sensitivity indices.
There were two key differences between the mean rankings based on the two sensitivity indices: (1) the mean ranks were typically different for the most sensitive inputs; and (2) the range of ranks associated with each input based on the main effects was wider compared to those based on the total effects. For example, probability of washing body (P WB ) had a mean rank of 12 with a range of ranks between 2 and 23 in Scenario II based on the relative magnitude of the main effects. However, P WB had a mean rank of 3 with a range of ranks between 1 and 9 based on the relative magnitude of the total effects. In Scenario II, non-linear and interaction effects are important. Therefore, rankings based on total effect are more meaningful, whereas rankings based only on the main effect can be misleading. However, there are some exceptions. For example, F TR relatively had similar mean and range of ranks in Scenario II based on the two sensitivity indices. Although F TR had substantial contribution to the output variance via its interactions with other inputs, it had relatively high main effect through out the month compared to other inputs. Thus, the choice of the sensitivity index for this input did not matter substantially. The rankings of inputs in the other two temporal scenarios were not as sensitive to the choice of the sensitivity index, because interaction effects were of relatively less importance. In general, for a linear model, the main effects would be an adequate measure of sensitivity, but as the model response is influenced more heavily by non-linearities and interactions, the total effect becomes a preferred measure of sensitivity.
Summary of Results based on Sobol's Method
Sensitivity of monthly inputs can either increase or decrease over time with respect to exposures. However, they tend to be unimportant, except perhaps in the first few days, with regard to incremental changes in exposures. Monthly inputs typically did not contribute significantly to marginal changes in exposures for a given individual from one day to the next.
Sensitivity indices for daily inputs typically declined monotonically with respect to time for both Scenarios I and III. A key reason for this is because of the independence assumption in the case study (including independence between inputs as well as no autocorrelation for any given input), leading to random fluctuations in daily values of such inputs for each individual. For a linear model in particular, the fluctuations tend to ''average out,'' with the net effect being that the influence of the input is really based on the sampling distribution of its mean, rather than on variability in individual sample values. Daily inputs can be important for Scenario II throughout the month. This is because such inputs can significantly influence day-to-day changes in the magnitude of daily exposures, even though they may not significantly influence interindividual variability in exposures because of the averaging effect discussed above.
Sensitivity indices based on the total effects quantified overall sensitivity of the inputs rigorously. Ranks based on the total effects of inputs were more robust and had less variation within the time scale of model simulation for the most sensitive inputs.
Comparison of Results for Selected Sensitivity Analysis Methods
One key question is how reliable are the rankings based on sampling-based techniques compared to the variance-based methods. A concern is that if one uses sensitivity analysis methods whose theoretical basis differs from the key characteristics of the model, then the accuracy and robustness of the results may not be assured. The selected samplingbased methods are based either on linearity (e.g., Pearson's correlation, sample regression) or monotonic relationships between the output and inputs (e.g., Spearman's correlation, rank regression). ANOVA does not impose any specific model structure assumptions; however, here only the main effects of inputs were considered and possible interaction effects were not considered. Among the three temporal scenarios, Scenario II provided the most non-linear response in the model and thus poses the greatest challenge for sensitivity analysis. Thus, Scenario II is selected as the focus of comparisons for the selected sensitivity analysis methods. Figure 8 compares the 30-day mean ranks of all model inputs based on different sensitivity analysis methods for Scenario II. Mean ranks are shown separately for inputs that have a monthly time scale versus those that have a daily time scale. There are two key differences between the results based on the sampling-based and variance-based methods: (1) typically, the variance-based methods provided lower mean ranks for the most sensitive inputs, particularly those with a monthly time scale (e.g., P WB , D R , W B , LB); and (2) the range of ranks for each input based on the variance-based methods was typically narrower compared to that based on the sampling-based methods. There is also a key similarity. Typically all methods provided similar ranks for inputs that are unimportant such as C air , C b , D inh , and PAI. Unimportant inputs are those that are not statistically significant at 5% level. These inputs typically had a rank of 15 and higher on each day based on the sampling-based methods.
Sobol's method and FAST typically produced sensitivity rankings that were similar to each other especially for important inputs but often different from those of other methods for many inputs (e.g., P WB , D R , W B , R N/T , F TR , LB, BW). With only minor differences, the two correlationbased methods provided rankings similar to each other, as did the two regression-based methods. The mean ranks from the correlation and regression-based methods often agreed with each other, although there are a few exceptions (e.g., HW, TC Hand , LH) particularly for some of the inputs with a daily time scale. In most cases, the mean ranks from ANOVA were comparable to those from the correlation and sampling based methods, but ANOVA appeared to be somewhat more deferential to the most sensitive inputs that had a monthly time scale (e.g., P WB , D R , W B ). For inputs that had a daily time scale, the results from ANOVA tended to be more similar to those for correlation than regression (e.g., HW, TC Hand , D inh ). Sobol's method and FAST imply that several of the inputs (i.e. P WB , D R , W B , LB) are important, whereas the other methods imply that these inputs are of only secondary or tertiary importance. For example, LB was ranked typically between 10 and 15 and was statistically significant between 19 and 25 days according to the sampling-based methods, but on average was ranked higher between 5 and 6 by the variance-based methods. Based on Sobol's method, LB contributed only 5% to the output variance, and thus is not of primary importance. A sampling-based method could be used to screen out unimportant inputs before application of a more refined variance-based method, such as Sobol's, to a smaller number of inputs. Although this would reduce the overall computational burden, there is some risk that an input of secondary importance (such as LB) might be mistakenly omitted in the refined analysis, if too many inputs are ''screened out.'' However, inputs identified as statistically insignificant via sampling-based methods were also unimportant according to the variance-based methods.
Similarities between the two variance-based methods indicate that FAST may be robust, at least in these case studies, to violation of the requirement for distinct frequencies used in Fourier transformation functions of inputs.
Discussion and Recommendations
Selected sensitivity analysis methods are compared based on some criteria. The key criteria for the comparison are that the methods should: be able to consider simultaneous variation in inputs; be computationally efficient; have quantitative measures for ranking key inputs; be able to apportion the output variance to different model inputs; be model independent; and be robust in practice. A method is computationally efficient if: (1) software packages are available for implementation of the method; and (2) the number of model inputs does not affect the required computational resource. Model independence is based on the extent to which non-linearities or interactions influence the correctness of the results. Robustness refers to reliability of results when key assumptions of the method are not met.
All methods evaluated in this work were able to consider simultaneous variation in inputs. Typically, sampling-based methods are computationally efficient. Most of these methods are readily available in software packages such as @Risk, Crystal Ball TM and SAS s . For ANOVA, the need to define multiple levels (ranges) for continuous inputs and sensitivity of results to the definition of levels can impose some computational burden for models with many inputs ( Kleijnen and Helton, 1999; Frey et al., 2004; Mokhtari and Frey, 2005d) . There are few software packages for implementation of FAST and Sobol's methods, such as Simlab (Saltelli et al., 2004) . Although these are powerful methods that offer advantages over commonly used techniques, their widespread practical application is limited until software becomes available by which these methods can be easily incorporated into an exposure or a risk model. Sobol's method is not computationally efficient for models with many inputs. If sensitivity indices for other effects such as two-way and three-way interactions between inputs are to be estimated, the computational cost will increase substantially. Additional computational cost is required for bootstrap simulation. FAST is less computationally intensive than Sobol's method, but more than the sampling-based methods. The latter require only one model simulation.
All the selected methods for sensitivity analysis provide quantitative measures for ranking inputs. The ability to evaluate the statistical significance of the rankings for all methods except FAST is useful to identify the relative importance of inputs and the confidence that should be imputed to the rankings.
Sobol's method and FAST are intended to quantify the contribution of the inputs to variance in the output. Correlation-based methods provide insight regarding the individual contribution of an input to variance, but they do not consider shared or interaction effects.
The evaluated sampling-based methods are not typically model-independent. For example, the Pearson correlation and sample linear regression are based upon the assumption of a linear model. The Spearman correlation and rank regression are based upon the assumption of a monotonic model. In contrast, ANOVA and the two variance-based methods do not impose any assumptions regarding the functional form of the model. If a sensitivity analysis method based upon an assumed functional form of a model is applied to a model with different characteristics, then the results of the sensitivity analysis may not be valid. For example, if the Pearson correlation analysis is applied to a non-linear model, then the insights regarding sensitivity could be inaccurate or invalid.
Results based on the methods that are model dependent are typically perceived, on a theoretical basis, not to be robust. The case study results imply that correlation and regression methods can be used to classify inputs that are clearly unimportant to variation in the output; however, they tend to provide different rankings of the sensitive inputs when compared to Sobol's method and FAST, especially for inputs with longer time scales.
Sobol's method and FAST are attractive methods for sensitivity analysis if the objective is to apportion the variance in a model output among the main and total effects of the model inputs. These methods are judged to provide more accurate results than commonly used sampling-based methods, and thus, are recommended for further evaluations and applications. However, these methods are computationally intensive.
Where the computational burden is impractical, a tiered approach to sensitivity analysis is recommended. In the tiered approach, a less computationally intensive and more readily available method, such as correlation, regression, or ANOVA could be applied for the purpose of determining which inputs are not important. Such inputs could be set to point estimates and, subsequently, a more computationally intensive but also more accurate method, such as Sobol's method or FAST, could be applied to distinguish among the remaining inputs. By reducing the number of inputs to be evaluated in the second tier, the overall computational burden can be reduced.
Sobol's method produced the best overall performance for application to the SHEDS models with respect to addressing most of the criteria introduced above. FAST is also a promising method but the current limitations pertaining to the number of inputs require additional research before this method can be recommended for routine application to the SHEDS models. The other sampling-based methods are capable of providing useful results for models that are approximately linear. However, they do not directly quantify contribution to variance in the manner that Sobol's method does. For example, the pie charts shown in Figure 3 are a simple yet powerful way to convey information regarding sensitivity and they are an accurate, not approximate, summary of output from Sobol's method.
The simplified SHEDS-Pesticides model assumes that independent marginal parametric distributions for inputs, with no autocorrelation, are the only sources of variability in the model, and hence, the whole output variance can be apportioned to inputs. However, some models (e.g., the SHEDS models) may sample from joint empirical distributions, such as a database for several covariates (e.g., human activity data). In the latter case, dependencies among inputs can be captured, such as auto-correlation as well as correlations between two or more inputs. However, there is need for adaptation of existing sensitivity analysis methods to take into account this type of sampling scheme, as well as situations in which correlation or auto-correlation among inputs may be significant to an analysis.
An additional consideration for future application of these sensitivity analysis methods is to incorporate both variability and uncertainty, such as in a two-dimensional probabilistic simulation by SHEDS, and to evaluate the computational burden and other measures of feasibility for these methods.
A key aspect of this work is the comparison of different time scales. Clearly, the importance of an input can vary over time. It is important to clearly identify the assessment objective of the exposure assessment and whether there is interest in acute exposures, long-term cumulative exposures, or some combination of the two. The assessment objective will motivate the focus of sensitivity analysis in terms of time scales. In turn, the rankings of key inputs can differ depending on the time scale selected, which has implications for development of risk management strategies to reduce controllable sources of variability.
