The Zinc-function excited codecs of References 13, 7 1 were further developed by including a novel wavelet-based pitch-detector, by reducing its complexity and by eliminating the need for transmitting the Zinc-function positions. The bit allocation of 
INTRODUCTION
The well-established low bit rate speech compression technique of waveform interpolation (WI) was pioneered by Kleijn 
WI techniques can be sub-divided into time-
and bequency-domain interpolation. In waveform interpolation a characteristic waveform, which is also referred to as a prototype waveform, is periodically located in the original speech signal. Between these selected prototype segments interpolation is employed in order to reproduce the continuous synthesized speech signal. The interpolation can be performed in either the frequency or time domain, distinguishing the above-mentioued two subclasses. The fundamental aim of interpolation-based coders is, hence, to represent a smaU portion of the waveform, namely the prototype segment accurately, and then perform interpolation between these segments to reproduce the synthesized speech signal. Since only the prototype segments have to be encoded, the required bit rate is low, while maintaining good perceptual speech quality.
Most WI systems rely on frequency domain coding [1,2], although there are schemes, such as the proposed one, which employ time-domain coding [3, 4] . A complication with any WI scheme is the need for interpolation between two prototype segments which have different lengths. This paper uses a parametric excitation, which permits simple time-domain interpolation. The outline of the paper is as follows. In Section 2 we provide an overview of the coding algorithm, followed by the portrayal of the Zinc function excitation (ZFE) [7] for representing voiced speech segments in Section 3. Particular GLOBECOM'9.3, Sydney, Australia attention is paid to the optimization of the ZFE excitation and to the associated complexity. This is followed by a discursion on further WI operations, such as the selection of the most suitable prototype segment, the signiscance of the voiced-unvoiced transition point and the implementation of interpolation at the decoder. Finally, the performance of the described codec is considered in Section 4, before concluding in Section 5.
CODING ALGORITHM
Our WI codec of Figure 1 operates on 20ms speech frames, for which LPC analysis is performed. The LPC CO&-cients are transformed t o line spectrum frequencies (LSFs) and vector quantized to Ilbits/frame using an LSF coding scheme similar to that of the G.729 ITU codec [5] . Following LPC analysis, pitch detection and a voiced-unvoiced (V/U) decision are performed, where the pitch-detection algorithm is based on a novel technique employing the wavelet transform [6] . For this pitch detector the pitch period is the distance between two located glottal dosure instants (GCIs).
For an unvoiced frame the Root-Mean-Square (RMS) value of the LPC residual is determined, allowing random Gaussian noise to be scaled appropriately and used as unvoiced excitation. Due t o the human ear's increased sensitivity to voiced speech, these segments are more comprehensively defined, as it will be detailed below. For a voiced speech frame a prototype segment is selected, representing a ful1 cycle of the pitch period. Subsequently the prototype segment is passed to an analysis-by-synthesis loop, as portrayed in Figure 1 , in order to select the best voiced excitation. Explicitly, we opted fox using orthogonal Zic basis functions in order to model the prototype segments, which, owing to their specsc shapes were shown by SukkK, Cicero and Picone 171 to outperform the Fourier-transform in analysisby-synthesis coding of speech. These Zinc basis functions aTe passed t o the analysis-by-synthesis loop, in order to determine the best Zinc function excitation (ZFE) for each prototype segment of voiced speech, a technique proposed by Hiotakakos and Xydeas [3] . They are then quantized and the corresponding parameters are passed to the decoder. At the decoder the excitation for each prototype Segment is determined by interpolating between the adjacent segments and subsequently the excitation recovered by interpolation is passed through the LPC synthesis filter in order to reproduce the synthesized speech signal. Following the above rudimentary overview of the speech coder, in the next Section a more detailed discussion is offered on the optimum choice of the ZFE.
ZINC FUNCTION EXCITATION
As mentioned above, the voiced excitations of our codec were derived from the orthogonal Zinc basis functions [7] , which have previously been advocated by Hiotakakos and Xydeas [3] for a sophisticated higher bit rate interpolation scheme. The Zinc function z(t) w defined by Sukkar et al [7] as:
and (3)
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For the discrete time case with a speech bandwidth of fc = 4kHz and a sampling frequency of f. = 8 k H z we have [3]: be superior at modelling the LPC residual, which is due to their pulse-like shape being able to mimic the periodicity of voiced speech that remains after LPC analysis. Furthermore, the presence of energy spread further away from the dominant pulse decrease the synthetic perceptual quality of the speech s i & .
Excitation Optimization
From Figure 1 the error signal ew(n) can be described by ~31:
where m(n) is the memory of the LPC synthesis filter due to previous exatation segments, while h(n) is the impulse response of the synthesis filter. Thus, the optimization of the excitation signal involves comparing the error signal The use of prototype segments results in a ZFE detennination process that is a discontinuous task, thus the actual filter memory, m(n), is not explicitly available for the ZFE optimization process. Hence, the filter's memory is assumed to be identical to that due to the previous ZFE [3] . Figure 3 shows two consecutive speech frames, where the previous pitch prototype segment has its last p samples highlighted as LPC synthesis a t e r memory values. For the current pitch prototype segment these p samples have become virtual filter memory. Thus, for the error minimization procedure the speech between the prototype segments has been removed. 
Complexity Reduction
The complexity of the error minimization process described in Section 3.1 is critical in terms of determining the practicality of the codec. The associated comple*ty for the optimization is evaluated as follows. The ZFE optimization has a computational complexity dominated by the convolution between the sinc and COSC functions and the impulse response h(n), which is necessary according to the schematic of Figure 1 in order to compute the synthesized speech. This complexity is dependent on the pitch period, or length of the prototype segment. The complexity dependence on the pitch period is created by the prototype segment length, over which the convolution is performed, which may m y from 20 to 147 samples or 50Hz to 400Hz fundamental &e-quency. The dashed line curve of Figure 4 demonstrates the relationship between the complexity and pitch period, when no restrictions are imposed on this optimization process. This curve indicates that if every location X within the prototype segment were examined, the complexity of ZFE o p timization would be prohibitive for real-time implementations. The complexity increase is exponential, as shown by Figure 4 , where it can be seen that any pitch period greater than 90 samples in duration will exceed a complexity of 20 MFLOPS in terms of the Ditch-search. Simplification of this process can be achieved exploiting the knowledge of the Glottal Closure Instants (GCI) located by the wavelet based pitch detector [6] used. The GCI indicates the commencement of tbe voiced speech cycle and hence it is a likely position for the location of the optimum ZFE. The ZFE optimization Complexity can be reduced by constraining the number of ZFE positions X to the vicinity of these instants, ensuring that the computational complexity remains at a reahtic level. A suitable constraint is to have the ZFE located within 10 samples of the instant of glottal closure situated within the pitch prototype segment. The solid line of Figure 4 displays the computational complexity for a restricted search procedure in locating the ZFE. The maximum associated complexity, for a 147 sample pitch period is 10 MFLOPS Observing Table 1 for a totally unconstrained search, the SEGSNR achieved by the ZFE optimization loop is 3.36dB. The process of either implementing the above-mentioned phase restriction or constraining the permitted ZFE locations to the vidnity of the GCIs reduces the voiced segments' SEGSNR after ZFE optimization by 0.87dB and 0.68dB, respectively. Restricting both the phase and the ZFE locations reduces the SEGSNR by 2dB. However, iu perceptual terms the ZFE interpolation procedure imple--mented actually improves the subjective quality of the decoded speech due to the smooth speech waveform evolu-. tion it facilitates, despite the degradation of about 0.87dB caused by imposing phase restrictions. Similarly, the extra degradation of about 1.13dB caused by constraining the location of the ZFEs also improves the perceived decoded speech quality due to smoother waveform interpolation.
Interpolation Example
Following the spirit of Reference [3] by Hiotakakos and Xyd e s , an example of the ZFE excitation based reconstruction of a 60 ms speech segment is demonstrated in Figure ii for a female speaker. Initially a pitch prototype segment is selected for each of the 20 ms segments and at the encoder the specific ZFE position and A and B parameters minimizing the perceptually weighted err01 are selected to represent this prototype segment. At the decoder, the ZFE segments between those corresponding t o the prototype segments are regenerated by interpolation in order to produce a smoothly evolving excitation waveform. Subsequently this interpolated excitation pattern is passed through the LPC STP synthesis Gtter to reconstruct the original speech. When constructing the excitation waveform, every ZFE is permitted to extend over three interpolation regions, namely its allotted region together with the previous and future regions.
This allows ZFEs near the interpolation region boundaries
to be fully represented ~T L the excitation waveform, ensuring that every ZFE will have a low energy value when it is curtailed. During our forthcoming discourse it is beneficial The major drawback of the constrained search is the posto refer &equentcy to Figure 5 synthesized speech, the pitch prototype and its Zinc-model as well as interpolated excitation for a voiced utterance by a female speaker.
Pitch Prototype Segment
The determination of the ftst prototype segment in a voiced sequence of speech frames is demonstrated by Figure 6 131.
If P is the pitch of the voiced frame, which was determined by our wavelet-based pitch-detector [SI, then P samples in the centre of the frame are selected as the initial prototype, which is shown at the top of Figure 6 . Following the a p p r o d proposed by Hiotakakos and Xydeas [3], the actual pitch prototype segment is then deemed to commence at the zero-crossing immediately to the left of the maximum point in the initial prototype selection, as shown in the bottom two graphs of Figure 6 . The duration of the pitch prototype segment is P samples.
Locating the start of the ftst pitch prototype segment near a zero crossing helps to reduce discontinuities in the speech encoding process, resulting in a seamless speech waveform. The other prototypes within the voiced sequence are found by employing Kleijn's aoss-correlation based technique [l] where the position of maximum a o s s correlation between the current speech frame and the previous prototype segment determines the current prototype segment. Then an interpolation process is invoked at the decoder between the consecutive prototype segments, in order to insert the pitch- Table 2 .
Interpolation
The simple parametric representation of the voiced excitation by the Zinc basis functions guarantees a low bit rate contribution by the excitation encoding. At the decoder seamless interpolation is used between the prototype excitation segments in order to reinsert the Zinc-pulses, which were not transmitted. These issues are detailed b e low with reference to Figure 5 . Specifically, the Zinc function amplitude parameters A and B are linearly interpolated between the corresponding values of the prototype segments, as it is demonstrated in the Figure. The process of aoss-correlation based prototype selection technique of Section 3.4 and the choice of restricted locations in the vicinity of the GCk ensures that the consecutive X values are similar in adjacent proto-e ftames. For the sake of smooth speech waveform evolution the Zinc-pulse locations X are kept constant throughout a voiced speech spurt with respect to the prototype segments.
Recall that the optimum Zinc-pulse position X was determined relative to the GCIs at the encoder on the basis of finding the location, where the optimum A and B parameters minimized the perceptually weighted error over the duration of the prototype segment of P samples. However, once the optimum A and B parameters are determined, the decoder can reconstruct the synthetic speech without Similarly to the X parameter, the absolute location of the pitch prototype segment is only important at the encoder, again, for the ZFE optimization process. The interpolation process at the decoder assumes that the prototype segments are 2Oms apart, but never considers their absolute timedomain location. Having characterized the basic features of our codec, let us now consider its performance and bit allocation scheme in the next Section. 
CODEC PERFORMANCE AND CONCLUSIONS
The speech segment displayed in Figure 7 wa5 recorded for an American female speaker, creating time and frequency domain waveforms that are typically voiced. Following the passage of the speech frame through the codec, in the time domain the overall shape of the original waveform is more or less preserved. However, the decay rate of the time dc+ main signal resonances is quicker in the synthesized speech compared to the original waveform, most notably as regards to the second and third resonances. It has been suggested that this type of decaying signal benefits from adaptive post atering [9] . In the frequency domain the overall spectral match is good, preserving both the spectral envelope and the iine structure shape. Observing the ZFE waveform of the centre-trace, a flat excitation frequency domain euvelope is produced, while its spectral hestructure rdects the pitch-dependent needle-like behaviour. Informal listening teste showed that the repreduced speech contained only slight "buzziness", but it was less transparent than the orig- 
