An Embarrassingly Simple Baseline for eXtreme Multi-label Prediction by Verma, Yashaswi
Noname manuscript No.
(will be inserted by the editor)
An Embarrassingly Simple Baseline for eXtreme Multi-label
Prediction
Yashaswi Verma
Received: date / Accepted: date
Abstract The goal of eXtreme Multi-label Learning (XML) is to design and learn
a model that can automatically annotate a given data point with the most relevant
subset of labels from an extremely large label set. Recently, many techniques have
been proposed for XML that achieve reasonable performance on benchmark datasets.
Motivated by the complexities of these methods and their subsequent training require-
ments, in this paper we propose a simple baseline technique for this task. Precisely,
we present a global feature embedding technique for XML that can easily scale to
very large datasets containing millions of data points in very high-dimensional fea-
ture space, irrespective of number of samples and labels. Next we show how an en-
semble of such global embeddings can be used to achieve further boost in prediction
accuracies with only linear increase in training and prediction time. During testing,
we assign the labels using a weighted k-nearest neighbour classifier in the embedding
space. Experiments reveal that though conceptually simple, this technique achieves
quite competitive results, and has training time of less than one minute using a single
CPU core with 15.6 GB RAM even for large-scale datasets such as Amazon-3M.
Keywords Extreme multi-label learning · Features embedding · Label propagation ·
k-nearest neighbours
1 Introduction
eXtreme Multi-label Learning (XML) is the problem of learning a classification
model that can automatically assign a subset of relevant labels to a data point from
an extremely large set of labels. With a rapid increase in the digital content on the
Web, such techniques can be useful in several applications such as indexing, tagging,
ranking and recommendation, and thus their requirement is becoming more and more
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critical. E.g., Wikipedia contains more than a million labels and one might be inter-
ested in learning a model using Wikipedia articles and corresponding labels, so that it
can be used to automatically annotate a new article with a subset of the most relevant
labels. Another example can be to display a subset of advertisements to online users
based on their browsing history. It is important to note that multi-label prediction is
different from multi-class classification that aims at assigning a single label to a data
point from a set of labels.
While XML has several practical applications, it is a challenging problem as it
involves learning using very large number (hundreds of thousands, or even millions)
of labels, features and data points. As a result, recently this has been approached using
several interesting techniques such as [4,22,11,16,3,21,20,17,15], most of which
try to capture the relationships between features and labels. Moreover, these also
attempt to address the scalability aspect that is particularly critical in the XML task,
and is usually achieved by making (efficient) use of large amount of computational
resources. While some of these techniques have shown impressive performance, one
thing that is missing in the XML literature is comparison with a conceptually simple
and computationally light technique that can justify the need for complex models and
resource-intensive training.
In this paper, our goal is to present a simple baseline technique for the XML
task. Further, the proposed technique is shown to have little requirement in terms of
computational resources at the time of training, and thus can effectively serve this
purpose. Surprisingly, it is observed that this baseline even outperforms many of the
more complex state-of-the-art XML methods on benchmark datasets.
We pose XML as a retrieval task where given a new data point, we retrieve its
k-nearest neighbours (computed in some feature space using some pre-defined sim-
ilarity measure) from the training set, and then perform a weighted propagation of
the labels from the nearest points to the input point based on their degree of simi-
larity. Though simple, using this idea directly is practically difficult since computing
the nearest neighbours in very high-dimensional feature space is computationally ex-
pensive. To address this, we use a global linear embedding technique that allows to
project high dimensional data into a low dimensional space, and then we compute the
nearest neighbours in that space. This embedding technique is embarrassingly simple:
we use a randomly initialized matrix for projecting the features into a lower dimen-
sional space. Even though there is no learning involved in this process, it is observed
that the prediction accuracies achieved using this embedding are quite competitive,
particularly to the state-of-the-art embedding and feature learning based XML meth-
ods such as [4,24,14].
Next, since this embedding is inherrently “random”, we make use of an ensemble
of such global embeddings. To do so, we simply predict the relevance scores of all
the labels using each embedding separately, and then take the average of these scores
over all the embeddings in the ensemble. Compared to using one embedding, an
ensemble of embeddings provides further (and significantly large) boost in prediction
accuracies with only linear increase in training and prediction time.
To summarize, the main contributions of this work are:
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1. We present an extremely simple technique for XML that can be used as a baseline
for comparing other XML algorithms.
2. To demonstrate the feasibility of the proposed baseline technique, we conduct all
the experiments (both training as well as testing) on a single CPU core of a stan-
dard eight-core desktop machine (Intel i7-7700 3.60GHz × 8 processor and 15.6
GB RAM). While kNN is known to be slow at prediction and there can be several
(both computational as well as algorithmic) ways to speed-up, the experiments
demonstrate what is achievable using minimal computational resources.
3. We supplement the study with exhaustive experimental analyses and compar-
isons with several state-of-the-art XML methods on four large-scale and bench-
mark XML datasets (Delicious-200K, WikiLSHTC-325K, Amazon-670K and
Amazon-3M).
2 Related Work
Extreme multi-label learning has been approached from multiple perspectives,
such as embedding based approaches [4,22,19,17], linear classification based ap-
proaches [3,21,20], and tree based approaches [18,16,11]. Among these, embedding
based approaches are directly relevant to this paper, however we will discuss and
compare with other approaches as well.
The embedding based approaches focus on reducing the effective number of ei-
ther features or labels or both by projecting them into a lower dimensional space. E.g.,
LEML [22] and REML [19] project label-matrix into a low-rank structure, and do a
projection back into the label space during prediction. Among the embedding based
methods, SLEEC [4] is the most representative method. It consists of three steps:
grouping the samples based on their features, learning a non-linear low-dimensional
embedding for each group in the feature space, and kNN classification. During train-
ing, the low-dimensional embedding is learned such that it preserves pairwise dis-
tances between closest label vectors, thus capturing label correlations. The grouping
of the samples helps in speeding-up the testing process, as the neighbours of a test
samples are computed only in the group to which it belongs. SLEEC further uses
an ensemble of such models by learning different clusterings, since clustering high-
dimensional features is usually unstable. The predictions from all the models in an en-
semble are averaged to get the final prediction. Another recent method AnnexML [17]
tries to address some of the limitations of SLEEC. The key idea of AnnexML is to
learn an embedding such that the k-nearest neighbour graph of the samples is repro-
duced in the embedding space. It uses a graph embedding based method that parti-
tions samples into groups using label information. Next, the problem of learning an
embedding (for each group) is posed as that of a ranking problem. Lastly, it uses an
approximate k-nearest neighbour search technique instead of exact search. Other than
these, recently there have also been a few attempts such as [24,14] on using deep-
learning for XML. These techniques focus on learning better features/embeddings
using layers of non-linear transformations, and thus any progress in this direction can
be seamlessly incorporated into existing XML approaches.
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Linear classification based approaches such as [3,21,20] learn a linear classifier
per label. While this helps in achieving high prediction accuracies, their training and
prediction times increase significantly. PD-Sparse [21] and PPD-Sparse [20] try to re-
duce training time by doing negative-sampling through sparsity preserving optimiza-
tion, and reduce prediction time by adopting feature sampling heuristics. However,
even after these speedups, it would take weeks to train these models on large datasets
containing millions of labels.
The third direction is based on tree based approaches [12,2,18,16,11] that per-
form hierarchical feature/label based paritioning for fast training and prediction.
However, due to the cascading effect, an error made at a top level propagates to lower
levels. Among these, FastXML [16] and PfastreXML [11] are benchmark tree-based
methods, that aim at optimizing label ranking by recursively partitioning the feature
space. Instead of learning weak classifiers at each node in a tree, a recent method
Parabel [15] learns strong classifiers at each node and was shown to achieve results
comparable to DiSMEC [3] with much less training time and memory requirements.
While the embedding based techniques are most relevant to the proposed baseline,
there are some crucial differences. First, the representative embedding based methods
partition the training samples into multiple groups as an intial step and then learn an
embedding for each group. This helps them to scale to large datasets containing mil-
lions of samples, and also learn multiple local models (embeddings) that better cap-
ture the diversity in samples compared to a single model. In the presented baseline,
we compute a global feature embedding which in turn helps in analyzing and com-
paring the empirical and computational utilities of using a single global embedding
over multiple local embeddings. Next, we perform weighted kNN based prediction
during testing using all the (training) samples in an exhaustive manner, which helps
in better appreciating the computational gains achieved by more advanced techniques
such as SLEEC that perform local and/or non-exhaustive search.
3 Baseline Method
In this section, we will present the proposed baseline. Let D =
{(x1,y1), . . . , (xn,yn)} be the training set, where xi ∈ X ⊆ Rd is a d-dimensional
L2-normalized feature vector and yi ∈ Y ⊆ {0, 1}L is the corresponding binary label
vector that denotes the labels assigned to xi. Let X = [x1; . . . ;xn] ∈ Rd×n be the
data matrix whose each column is a feature vector, and Y = [y1; . . . ;yn] ∈ RL×n
be the label matrix whose each column is a label vector.
One of the simplest learning based technique that can be employed to project
high-dimensional features into lower dimensional space is Principal Component
Analysis (PCA) [10]. Though simple, the operations involved in PCA (such as eigen-
value decomposition) are quite expensive (in terms of both computation and mem-
ory), and can scale to only few tens of thousands of dimensions [9,23]. Due to this,
it is not trivial to use PCA for dimensionality reduction when the dimensionality of
input features is in several hundreds of thousands or even millions (c.f. column-4 in
Table 1).
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On the other hand, Johnson and Lindenstrauss [13] showed that the structure of
high-dimensional data is well preserved in a lower dimensional space projected using
random linear projections. As a result, random projections have been proven to be
useful in a variety of applications such as dimensionality reduction, clustering [7],
denstiy estimation [6], etc. Below, we first present the JL-lemma, and then present
the proposed approach.
3.1 Background: Johnson-Lindenstrauss lemma (or JL-lemma)
When we seek a dimensionality reduction where the goal is to preserve pairwise dis-
tances between the data points, we can make use of a randomly initialized projection
matrix. This is also known as the random projection method, and is analyzed under
the JL-lemma [1].
Suppose we are given n data points x1, . . . ,xn ∈ Rd. We would like to project
these points into a lower dimensional space and find n points a1, . . . ,an ∈ Rr, where
r << d, such that
||aj || ≈ ||xj || ∀j,
||ai − aj || ≈ ||xi − xj || ∀i, j.
where ||x|| denotes the Euclidean norm of the vector x. Then, the JL-lemma says
that:
Theorem 1 Let x1, . . . ,xn ∈ Rd be arbitrary. Pick any  = (0, 1). Then for some
r = O(log(n)/2) there exist points a1, . . . ,an ∈ Rr such that
(1− )||xj || ≤ ||aj || ≤ (1 + )||xj || ∀j
(1− )||xi − xj || ≤ ||ai − aj || ≤ (1 + )||xi − xj || ∀i, j.
Moreover, in polynomial time we can compute a linear transformation F : Rd → Rr
such that, defining aj = F(xj), the inequalities in the above equation are satisfied
with probability at least 1− 2/n.
It is worth noting PCA is useful only when the original data points {x, . . . ,xn}
are inherently low dimensional, however this assumption is not required by the JL-
lemma. Another important thing to note is that the projected points {a1, . . . ,an} have
no dependence on the dimensionality of the input samples (i.e., d), which implies
that the original data could be in an arbitrarily high dimensional space. In practice,
the linear transformation matrix F is simply a matrix whose entries are independent
Gaussian random variables [1].
3.2 Proposed Embedding
As the goal of this work is to investigate a baseline method, our proposed embedding
is based on the JL-lemma, and is embarrassingly simple: we compute a matrix of
random numbers generated from a Gaussian distribution with zero mean and unit
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Algorithm 1: Obtaining a single embedding using random projection (“RP”)
Require:
(1) Training feature matrix: X = [x1; . . . ;xn] ∈ Rd×n
(2) Embedding dimension: r (r ≤ d)
Method:
Step-1: Compute a random matrix: F = normrnd(0, 1, r, d) // in MATLAB
Post-processing:
Step-1: Normalize training features X using L2-normalization
Step-2: X← (XT × F)T
Step-3: Re-normalize training features in X using L2-normalization
Algorithm 2: Label prediction using a single embedding
Require:
(1) Test point xt ∈ Rd
(2) Number of nearest neighbours: k
(3) Projected and normalized training features X
(4) Feature embedding matrix: F
Pre-processing:
Step-1: Normalize xt using L2-normalization
Method:
Step-1: xt ← (xTt × F)T
Step-2: Normalize xt using L2-normalization
Step-3: Compute the k-nearest neighbours of xt from X using dot-product
Step-4: Propagate the labels from the neighbours by weighting them with the corresponding similarity
scores
variance, and use this to perform a linear projection of high (d) dimensional input
features into a low (r) dimensional embedding space, keeping r << d. We call this
as “Random Projection” (or “RP”). It is easy to note that this embedding does not
involve any learning based on the given training data points. Algorithm 1 summarizes
the steps of obtaining a single global embedding using random projection. Later, in
Section 4.1, we will discuss the error bounds of the pairwise distance for different
datasets and using different projection matrices.
3.3 Ensemble of Multiple Embeddings
Since it is possible to obtain different feature embeddings with different random ini-
tializations, we learn an ensemble of embeddings using RP, and call it as an “Ensem-
ble of RPs” (or “En-RP”). In practice, we do this by using different “seed” values
for initializing random matrices. Note that similar idea of using an ensemble of fea-
ture embedding matrices has also been used by the representative and state-of-the-art
embedding based method SLEEC [4].
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3.4 Label Prediction
3.4.1 Using a single embedding
For label prediction, we use a weighted k-nearest neighbour based approach to prop-
agate labels to a new sample from its neighbours in the training set. For each label,
we use Bernoulli models, considering either presence or absence of labels [8].
Let xt denote a test sample, N kt denote the set of its k nearest neighbours from
the training set (with similarity being computed using dot-product), and yw ∈ {0, 1}
denote the presence/absence of the label corresponding to index w for a sample x.
Then, the label presence prediction for xt is defined as a weighted sum over the
training samples in N kt :
p(ywt = 1|xt) ∝
∑
xi∈Nkt
piit p(y
w
i = 1|xi), (1)
p(ywi = 1|xi) =
{
1 for ywi = 1,
0 otherwise, (2)
where piit denotes the importance of the training sample xi in predicting the labels of
the test sample xt. This weight is defined as the dot-product between the two samples
in a given embedding space (since we assume the samples to be L2-normalized, this
is equivalent to cosine similarity score between them):
piit =
{
xTi xt if x
T
i xt ≥ 0,
0 otherwise. (3)
Using Eq 1, we get prediction scores for all the labels and pick the top few (e.g., 1,
3 or 5) for assignment and performance evaluation. It is important to note that while
we do not explicitly model the dependencies between the labels in the training data,
these are implicitly exploited in our model. This is because the labels that co-occur in
a given training sample get the same weight depending on the degree of similarity of
that sample with the test sample (Eq. 3). Algorithm 2 summarizes the steps of label
prediction using a single embedding.
3.4.2 Using an ensemble of embeddings
Given a test sample xt, we use Eq 1 to get the prediction scores for all the labels using
each embedding. Then we average the prediction scores over all the embeddings in an
ensemble, and pick the top few for assignment and performance evaluation analogous
to [4].
4 Experimental Evaluation
4.1 Datasets
We use four large-scale XML datasets in our experiments: Delicious-200K,
WikiLSHTC-325K, Amazon-670K and Amazon-3M. These can be accessed from
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Dataset
# Training # Test
# Features # Labels ASpL ALpS
Samples Samples
Delicious-200K 196,606 100,095 782,585 205,443 72.29 75.54
WikiLSHTC-325K 1,778,351 587,084 1,617,899 325,056 17.46 3.19
Amazon-670K 490,449 153,025 135,909 670,091 3.99 5.45
Amazon-3M 1,717,899 742,507 337,067 2,812,281 31.64 36.17
Table 1 Multi-label datasets taken from the eXtreme Classification Repository [5]. ASpL and ALpS de-
note average number of samples per label and average number of labels per sample respectively.
Dataset
# Training Input Ftr. Output Ftr.
 1−  1+ 
Samples (n) Dimension (d) Dimension (r)
Delicious-200K 196,606 782,585 200 0.1627 0.8373 1.1627
WikiLSHTC-325K 1,778,351 1,617,899 200 0.1768 0.8232 1.1768
Amazon-670K 490,449 135,909 200 0.1687 0.8313 1.1687
Amazon-3M 1,717,899 337,607 200 0.1766 0.8234 1.1766
Table 2 Error bounds of the pairwise distance for different datasets (Eq. 1) by considering the dimension-
ality of the projection space as 200.
Output Ftr. Dimension 50 100 150 200 250 300 350 400
 0.3254 0.2301 0.1879 0.1627 0.1455 0.1328 0.1230 0.1150
1−  0.6746 0.7699 0.8121 0.8373 0.8545 0.8672 0.8770 0.8850
1+  1.3254 1.2301 1.1879 1.1627 1.1455 1.1328 1.1230 1.1150
Table 3 Error bounds of the pairwise distance for the Delicious-200K dataset by varying the dimension-
ality of the projection space in {50, 100, . . . , 400}.
the Extreme Classification Repository [5], and are the top-four largest publicly avail-
able datasets which have their results published on this repository for comparisons.
We use the same training and test partitions as given in the repository, and do not use
any additional meta-data. The statistics of these datasets are summarized in Table 1.
In Table 2, we present the error bounds of the pairwise distance for different
datasets by using  =
√
log(n)/d (for simplicity, we omit the O(·) notation), where
n is the number of data points (training samples) and d is the dimensionality of the
input feature space. We consider the dimensionality of the (output) projection space
as r = 200, which is what we use to evaluate and compare the performance of RP
and En-RP. Here, we observe that the error bounds (1 −  and 1 + ) are compa-
rable for all the datasets, and quite reasonable even when the dimensionality of the
projection space is just 200. To further investigate this, we vary the dimensionality
of the projection space in r = {50, 100, . . . , 400} for the Delicious-200K dataset in
Table 3. We observe that as we increase r, the value of  reduces and becomes half
as we move from r = 50 to r = 200 (from 0.3254 to 0.1627), however the rate of
reduction slows down after that. As we will see later in our experiments, we observe
similar trends in accuracies (Figure 1) where they increase steeply in the beginning
on increasing r and then start levelling-out. Because of this, we fix the dimensional-
ity of the output/projection space as r = 200 in all the reported results, which also
provides a reasonable prediction time for all the datasets.
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4.2 Evaluation Metrics
Following earlier methods [4,16,11,3,21,22] and the evaluation metrics published
on the XML repository [5], we use four metrics in our evaluations: Precision at
K (Prec@K), nDCG at K (nDCG@K), Propensity scored Precision at K (PS-
Prec@K) and Propensity scored nDCG at K (PS-nDCG@K), for K ∈ {1, 3, 5}.
Propensity scored variants of Prec@K and nDCG@K were proposed in [11] and
balance the correct prediction of rare and frequent labels.
Prec@K and PS-Prec@K metrics count the percentage of correct predictions in
the top K scoring labels, without considering the rank of correct labels among the
predictions. nDCG@K and PS-nDCG@K are ranking based measures and also take
into account the position of correct labels among the topK labels, with correct labels
towards the top being considered better than those predicted towards the bottom of
the top K predictions. To compute all these metrics, we use the scripts available at
the XML repository [5].
Delicious-200K
@K
RP En-RP
Prec. nDCG PS-Prec. PS-nDCG Prec. nDCG PS-Prec. PS-nDCG
@1 36.89±0.11 36.89±0.11 5.83±0.02 5.83±0.02 40.54 40.54 6.37 6.37
@3 30.86±0.04 32.28±0.05 6.26±0.01 6.14±0.01 34.25 35.74 6.91 6.76
@5 27.79±0.02 29.91±0.03 6.62±0.01 6.39±0.01 30.97 33.22 7.33 7.05
WikiLSHTC-325K
@K
RP En-RP
Prec. nDCG PS-Prec. PS-nDCG Prec. nDCG PS-Prec. PS-nDCG
@1 46.97±0.11 46.97±0.11 20.93±0.04 20.93±0.04 53.50 53.50 23.61 23.61
@3 28.04±0.05 40.74±0.07 23.01±0.04 22.36±0.04 32.84 46.78 26.66 25.71
@5 19.90±0.04 40.07±0.07 24.48±0.04 23.19±0.04 23.56 46.08 28.64 26.83
Amazon-670K
@K
RP En-RP
Prec. nDCG PS-Prec. PS-nDCG Prec. nDCG PS-Prec. PS-nDCG
@1 35.21±0.06 35.21±0.06 21.84±0.06 21.84±0.06 37.45 37.45 23.05 23.05
@3 31.98±0.02 33.77±0.02 24.89±0.04 24.09±0.03 33.67 35.64 26.19 25.37
@5 29.73±0.03 33.00±0.03 28.05±0.03 26.21±0.03 31.12 34.68 29.42 27.54
Amazon-3M
@K
RP En-RP
Prec. nDCG PS-Prec. PS-nDCG Prec. nDCG PS-Prec. PS-nDCG
@1 36.31±0.04 36.31±0.04 12.06±0.02 12.06±0.02 40.57 40.57 12.87 12.87
@3 34.15±0.01 34.99±0.01 14.22±0.01 13.67±0.01 37.95 38.96 15.24 14.63
@5 32.58±0.01 34.12±0.01 15.87±0.00 14.83±0.01 36.10 37.91 17.04 15.90
Table 4 Results using percentage Precision@K, nDCG@K, Propensity scored Precision@K, and
Propensity scored nDCG@K (K=1,3,5). For RP, the results are averaged over five random initializations.
For En-RP, an ensemble of five random embeddings is considered.
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%Prec %nDCG
%PS-Prec %PS-nDCG
Fig. 1 Performance of “RP” on varying the dimensionality of the embedding space in
{50, 100, 150, 200, 250, 300, 350, 400} (on the horizontal axis) for the Delicious-200K dataset.
4.3 Hyper-parameters
In RP, there are two hyper-parameters: dimension of the feature embedding space (r)
and the value of k (number of nearest neighbours) in kNN. En-RP has an additional
hyper-parameter over RP: the number of ensembles. In all the main results and com-
parisons, we use the embedding dimension as 200 in RP, the number of ensembles in
En-RP as 5, and the number of nearest neighbours as 5.
4.4 Results and Discussion
4.4.1 Performance of the baseline
Table 4 shows the performance of the proposed baseline RP and its ensemble-based
variant En-RP using both non-propensity scored and propensity scored measures.
Here we can make the following observations: (1) Even though RP does not involve
any learning from the data, it achieves reasonable results on all the datasets. This
demonstrates the promise of the JL-lemma on the challenging XML task, which is
also the motivation of this paper. (2) En-RP always performs better than (single) RP,
that confirms the gains (up to around 7% absolute in some cases) achieved using an
ensemble of multiple randomly initialized projections. (3) The performance trends
are simiar across all the metrics, which demonstrate a consistent behaviour by both
RP and En-RP.
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%Prec %nDCG
%PS-Prec %PS-nDCG
Fig. 2 Performance of “En-RP” on varying the number of ensembles in {1, 2,. . . ,10} (on the horizontal
axis) for the Delicious-200K dataset.
In Figure 1, we study the influence of the dimensional of feature embedding using
the Delicious-200K dataset. To do so, we vary the embedding dimension for RP in
{50, 100, . . . , 400}. Here, we observe that the accuracies using all the metrics con-
sistently improve as we increase the embedding dimension, which is expected since
the loss in information reduces as we increase the dimension. However, we see that
the improvements are steeper in the beginning and then gradually plateau out. It is
worth noting that higher dimensional features also require more computation while
computing the nearest neighbours. Based on these results, we set the embedding di-
mension as 200 in all our experiments to manage the trade-off between accuracies
and computation time.
In Figure 2, we study the influence of the number of ensembles using the
Delicious-200K dataset by varying them in {1, 2, . . . , 10}. Here also, we observe that
the accuracies improve steeply in the beginning and then start levelling-out. Also, the
computation time (for both training as well as testing) linearly increases as we in-
crease the number of ensembles. Hence, based on these results, we set the number of
ensembles in En-RP as 5 for all the datasets.
4.4.2 Comparison with the state-of-the-art
Now we compare the results of some of the popular and state-of-the-art XML meth-
ods with the “En-RP” baseline. For comparisons, we consider the methods whose
results are published on the XML repository [5]1. These include embedding based
1 Retrieved on February 11, 2019.
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@1 40.57 – – 43.83 44.24 – 47.48 – – –
@3 37.95 – – 41.81 40.83 – 44.65 – – –
@5 36.10 – – 40.09 38.59 – 42.53 – – –
Table 5 Comparison of Prec@K (K=1,3,5) (blue: our results; red: results less than ours).
approaches (SLEEC [4] and LEML [22]), tree based approaches (PfastreXML [11],
FastXML [16], and LPSR-NB [18]), and other approaches (Parabel [15], DiS-
MEC [3], PD-Sparse [21], PPD-Sparse [20]). For ease of comparison, we highlight
the results of the proposed En-RP in blue, and of those methods that are outperformed
by En-RP in red. The instances where the results for some methods are not available
(either that method could not scale to some dataset, or the results are not mentioned
on the XML repository) are denoted by ‘-’.
Table 5, Table 6, Table 7 and Table 8 compare the results using Prec@K,
nDCG@K, PS-Prec@K and PS-nDCG@K respectively. We can make the follow-
ing observations from these results: (1) Despite its simplicity, the proposed En-RP
achieves quite competitive results compared to other methods, specially the embed-
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@1 40.54 47.85 40.73 41.72 43.07 18.59 46.97 45.50 34.37 –
@3 35.74 43.52 38.44 38.76 39.70 16.17 41.72 40.90 30.60 –
@5 33.22 41.37 37.01 37.08 37.83 15.13 39.07 37.80 28.65 –
WikiLSHTC-325K
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@1 53.50 54.83 19.82 56.05 49.75 27.44 65.04 64.40 61.26 –
@3 46.78 47.25 14.52 50.59 45.23 23.04 59.15 58.50 55.08 –
@5 46.08 46.16 13.73 50.13 44.75 22.55 58.93 58.40 54.67 –
Amazon-670K
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@1 37.45 34.77 8.13 39.46 36.99 28.65 44.89 44.70 – –
@3 35.64 32.74 7.30 37.78 35.11 26.40 42.14 42.10 – –
@5 34.68 31.53 6.85 36.69 33.86 25.03 40.36 40.50 – –
Amazon-3M
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@1 40.57 – – 43.83 44.24 – 47.48 – – –
@3 38.96 – – 42.68 41.92 – 45.73 – – –
@5 37.91 – – 41.75 40.47 – 44.53 – – –
Table 6 Comparison of nDCG@K (K=1,3,5) (blue: our results; red: results less than ours).
ding based methods SLEEC and LEML that are algorithmically much more com-
plex compared to En-RP. (2) Using propensity scored measures, En-RP outperforms
tree-based approaches FastXML and LPSR-NB, and embedding based approaches
SLEEC and LEML on large-scale WikiLSHTC-325K and Amazon-670K datasets.
(3) Similarly, using non-propensity scored measures, En-RP outperforms tree-based
approaches FastXML and LPSR-NB, and embedding based approach LEML on both
WikiLSHTC-325K and Amazon-670K datasets. Compared to SLEEC, its perfor-
mance is comparable on the WikiLSHTC dataset and superior on the Amazon-670K
dataset. (4) Compared to other approaches such as DiSMEC, PD-Sparse and PPD-
Sparse, the performance of En-RP is usually less (En-RP outperforms PPD-Sparse
on the Delicious-200K dataset). This can be attributed to the fact that these are para-
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@1 6.37 7.17 6.06 3.15 6.48 3.24 7.25 6.50 5.29 –
@3 6.91 8.16 7.24 3.87 7.52 3.42 7.94 7.60 5.80 –
@5 7.33 8.96 8.10 4.43 8.31 3.64 8.52 8.40 6.24 –
WikiLSHTC-325K
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@1 23.61 20.27 3.48 30.66 16.35 6.93 26.76 29.10 28.34 27.47
@3 26.66 23.18 3.79 31.55 20.99 7.21 33.27 35.60 33.50 33.00
@5 28.64 25.08 4.27 33.12 23.56 7.86 37.36 39.50 36.62 36.29
Amazon-670K
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@1 23.05 20.62 2.07 29.30 19.37 16.68 25.43 27.80 – 26.64
@3 26.19 23.32 2.26 30.80 23.26 18.07 29.43 30.60 – 30.65
@5 29.42 25.98 2.47 32.43 26.85 19.43 32.85 34.20 – 34.65
Amazon-3M
Embedding based methods Tree based methods Other methods
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@1 12.87 – – 21.38 9.77 – 12.82 – – –
@3 15.24 – – 23.22 11.69 – 15.61 – – –
@5 17.04 – – 24.52 13.25 – 17.73 – – –
Table 7 Comparison of Propensity Scored Prec@K (K=1,3,5) (blue: our results; red: results less than
ours).
metric models and learn very large number (up to several hundreds or thousands of
millions) of parameters in a distributed manner using few hundreds of CPU cores
and few hundreds of GBs of RAM. (4) For the largest Amazon-3M dataset, embed-
ding based (SLEEC and LEML) and linear (DiSMEC, PD-Sparse and PPD-Sparse)
approaches, being computationally intensive, find it difficult to scale. As a result,
only tree based approaches (FastXML, PfastreXML and Parabel) have been shown
to scale to this dataset. On the other hand, En-RP easily scales to this dataset, and
is able to generate an ensemble of five embeddings in just few seconds (c.f. Table 9)
using one CPU core and 15.6 GB RAM. (5) On the most challenging Amazon-3M
dataset, the performance of En-RP is quite reasonable. In terms of Precision@K and
nDCG@K, it is competitive to FastXML and PfastreXML. In terms of Propensity-
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@1 6.37 7.17 6.06 3.15 6.51 3.24 7.25 6.50 5.29 –
@3 6.76 7.89 6.93 3.68 7.26 3.37 7.75 7.50 5.66 –
@5 7.05 8.44 7.52 4.06 7.79 3.52 8.15 7.90 5.96 –
WikiLSHTC-325K
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@1 23.61 20.27 3.48 30.66 16.35 6.93 26.76 29.10 28.34 –
@3 25.71 22.27 3.68 31.24 19.56 7.11 31.26 35.90 31.92 –
@5 26.83 23.35 3.94 32.09 21.02 7.46 33.57 39.40 33.68 –
Amazon-670K
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@1 23.05 20.62 2.07 29.30 19.37 16.68 25.43 27.80 – –
@3 25.37 22.63 2.21 30.40 22.25 17.70 28.38 28.80 – –
@5 27.54 24.43 2.35 31.49 24.69 18.63 30.71 30.70 – –
Amazon-3M
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@1 12.87 – – 21.38 9.77 – 12.82 – – –
@3 14.63 – – 22.75 11.20 – 14.89 – – –
@5 15.90 – – 23.68 12.29 – 16.38 – – –
Table 8 Comparison of Propensity Scored nDCG@K (K=1,3,5) (blue: our results; red: results less than
ours).
scored Precision@K and nDCG@K, it outperforms FastXML and is almost as good
as Parabel.
4.5 Computation time and Model details
For both RP and En-RP, Table 9 shows their training and prediction times, and Ta-
ble 10 shows the number of parameters (which is also the size of the feature em-
bedding matrix F), the number of learned parameters and the number of hyper-
parameters. Here, the training and prediction time denote the time taken for process-
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Dataset
Training time (sec.)
Prediction time(sec.)
per sample (sec.)
RP En-RP RP En-RP
Delicious-200K 2.46 12.30 0.48 2.43
WikiLSHTC-325K 4.89 24.43 1.11 5.55
Amazon-670K 0.54 2.73 0.48 2.42
Amazon-3M 1.14 5.68 2.63 13.15
Table 9 Computation time of the proposed baseline methods. Note that both training and prediction times
are using a single CPU core with 15.6 GB RAM.
Dataset
# Parameters # Learned Feature embedding # HP
Parameters matrix size
Delicious-200K
RP 782585× 200 0 782585× 200 2
En-RP 5× (782585× 200) 0 5× (782585× 200) 3
WikiLSHTC-325K
RP 1617899× 200 0 1617899× 200 2
En-RP 5× (1617899× 200) 0 5× (1617899× 200) 3
Amazon-670K
RP 135909× 200 0 135909× 200 2
En-RP 5× (135909× 200) 0 5× (135909× 200) 3
Amazon-3M
RP 337067× 200 0 337067× 200 2
En-RP 5× (337067× 200) 0 5× (337067× 200) 3
Table 10 Details of the proposed baseline methods. (# HP: Number of Hyper-parameters)
ing the step under “Method” in the corresponding algorithm (c.f. Algorithm-1 for RP
and Algorithm-2 for label prediction). The column “# Parameters” denotes the num-
ber of parameters involved in the corresponding method (RP/En-RP) that are used
for projecting input features (there is one randomly initialized matrix in RP, and an
ensemble of five randomly initialized matrices in En-RP). The column “# Learned Pa-
rameters” denotes the number of parameters in the embedding matrix that are learned
using the training data, which is essentially zero for both RP and En-RP. The signif-
icance of this column is to highlight that these baselines do not require training data
to obtain the projection matrix, but only the dimensionality of the input feature space
and the output embedding space.
As we can notice, the proposed baselines have small training time (just few sec-
onds), no learned parameters, and very few hyper-parameters. The only limitation
is the prediction time per-sample (which is of order of few seconds). It is worth
noting that the prediction time depends primarily on two factors: search of nearest
neighbours from the entire training set (increases as the number of training sam-
ples increases), and propagation of labels from the identified neighbours (increases
as the vocabulary size increases). Unlike other embedding based methods such as
SLEEC [4] and LEML [22], we do not perform any approximation in either of these
steps, and thus these prediction times should be acceptable. Further, these can be eas-
ily improved by either algorithmic measures (e.g., using KD-trees while searching
nearest neighbours), or computational measures (e.g., computing nearest neighbours
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Dataset Training time in hr (sec.) Model size in GB
Amazon-670K
Parabel 0.69 (2,484) 3.58
PfastreXML 3.32 (11,952) 9.80
PPDSparse 1.71 (6,156) 6.00
SLEEC 11.33 (40,788) 7.08
DiSMEC 372.66 (1,341,576) 3.75
En-RP 0.001 (2.73) 1.01
Amazon-3M
Parabel 10.37 (37,332) 65.95
PfastreXML 15.74 (56,664) 36.79
DiSMEC 4,955.24 (17,838,864) 39.71
En-RP 0.002 (5.68) 2.50
Table 11 Comparison of the proposed baselines with state-of-the-art XML methods in terms of training
time (using single CPU core) and model size. For all the compared methods (except ours), the numbers
are adopted from [15].
Delicious-200K
LSH En-LSH RP En-RP
Training time (sec) 35.03 175.14 2.46 12.30
Prediction time/sample (sec) 0.13 0.63 0.48 2.43
Table 12 Comparison with LSH in terms of training and testing time on the Delicious-200K dataset.
in a parallel and distributed manner), or both. While having fast prediction time is
crucial, in this paper our focus has been to demonstrate what is achievable using the
standard weighted kNN based search and prediction with minimal computational re-
sources on large-scale and real-world XML datasets (to validate this further, we will
compare with Locality Sensitive Hashing in Section 4.6).
In Table 11, we compare the training time and model size of some of the state-of-
the-art XML methods with the proposed En-RP on Amazon-670K and Amazon-3M
datasets, which are two of the largest publicly available XML datasets. For all the
compared methods except ours, we adopt the numbers from [15]. We can observe
that specifically on the Amazon-3M dataset on which only three existing XML meth-
ods (Parabel, PfastreXML and DiSMEC) have been able to scale till now, En-RP
is around 6,572 times faster than the second fastest method Parabel at training, and
around 3.14 million times faster than the slowest DiSMEC. Also, En-RP is the only
embedding based method that can scale to this dataset. In terms of model size, En-RP
is around 26x, 15x and 16x lighter than Parabel, PfastreXML and DiSMEC respec-
tively.
4.6 Comparison with Locality Sensitive Hashing
Locality Sensitive Hashing (LSH) is a popular algorithm for fast and approximate
search of nearest neighbours, and has been used in a variety of applications. As we
perform brute-force kNN search in the proposed baselines (RP/En-RP), we compare
these with LSH to analyze the advantages as well as limitations of adopting a sim-
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@1 32.01±0.70 38.90 36.89±0.11 40.54 32.01±0.70 38.90 36.89±0.11 40.54
@3 27.13±0.53 33.02 30.86±0.04 34.25 28.28±0.57 34.40 32.28±0.05 35.74
@5 24.57±0.43 30.07 27.79±0.02 30.97 26.30±0.50 32.12 29.91±0.03 33.22
@K
PS-Precision PS-nDCG
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@1 5.00±0.12 6.04 5.83±0.02 6.37 5.00±0.12 6.04 5.83±0.02 6.37
@3 5.46±0.11 6.60 6.26±0.01 6.91 5.33±0.11 6.45 6.14±0.01 6.76
@5 5.81±0.11 7.07 6.62±0.01 7.33 5.58±0.11 6.77 6.39±0.01 7.05
Table 13 Comparison with LSH using percentage Precision@K, nDCG@K and their propensity scored
variants (K=1,3,5) on the Delicious-200K dataset.
ple technique. For comparisons, we use the features obtained after random projection
(RP) to learn the hash tables. This leads to two variants of LSH analogous to RP and
En-RP respectively:
(a) (Standard) LSH where we learn the hash-table using a single feature embedding,
and average the accuracies over the five hash-tables learned using five feature embed-
dings (analogous to RP).
(b) En-LSH (or Ensemble-LSH) where first we get the prediction scores for all the
labels using individual hash tables, and then average the prediction scores over all the
hash tables (analogous to En-RP).
In Table-12, we compare the training and testing time of LSH/En-LSH and
RP/En-RP on the Delicious-200K dataset. As we can observe, while the training time
of RP/En-RP is less than that of LSH/En-LSH, the prediction time is a bit higher.
This is expected because unlike LSH, RP does an exhaustive search of nearest neigh-
bours. However, for most of the practical purposes, the time requirements of both are
reasonably low and acceptable.
In Table-13, we compare the accuracies of LSH/En-LSH and RP/En-RP. Here,
we observe that RP/En-RP usually provide around 3− 5% of relative improvements
(and sometimes up to 15%) compared to LSH/En-LSH. This is because RP uses
the exact nearest neighbours whereas LSH uses approximate nearest neighbours for
label propagation. As the prediction time required by RP is of the same order as that
of LSH, we may prefer RP to achieve higher accuracies for real-world applications.
4.7 Comparison with deep learning based methods
In Table 14, we compare RP and En-RP with two state-of-the-art deep learning based
methods XML-CNN [14] and DeepXML [24] using Precision@K and nDCG@K
on the Amazon-670k dataset (this is the largest XML dataset in terms of number
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@1 35.39 37.67 35.21±0.06 37.45 35.39 37.67 35.21±0.06 37.45
@3 31.93 33.72 31.98±0.02 33.67 33.74 33.93 33.77±0.02 35.64
@5 29.32 29.86 29.73±0.03 31.12 32.64 32.47 33.00±0.03 34.68
Table 14 Comparison with deep learning based methods using percentage Precision@K and nDCG@K
(K=1,3,5) on the Amazon-670K dataset. For RP, the results are averaged over five random initializations.
of labels to which these methods could scale). For both the methods, the results are
adopted from the respective papers. As we can see, the proposed approach “RP” (that
uses a single random projection matrix) itself achieves results that are competitive
to both XML-CNN and DeepXML. On using an ensemble of five such random pro-
jections, “En-RP” consistently outperforms XML-CNN; and performs comparable
to DeepXML with respect to Precicion@1, Precision@3 and nDCG@1, and outper-
forms otherwise. These results indicate that for large and high-dimensional data, the
inherrently non-linear yet distance preserving embeddings obtained using random
projections can be quite competitive to those learned using advanced deep learning
based techniques.
5 Summary and Conclusion
It is well acknowledged that XML is an open and challenging problem. As a re-
sult, most of the state-of-the-art methods have suggested the requirement of elabo-
rate modelling and training efforts. In this work, rather than coming-up with a new
method, our objective was to present and validate a simple baseline for XML. We ob-
serve that comparing the existing XML methods with the proposed baselines helps us
in better understanding and appreciating the benefits of the sophisticated modelling
and training procedures used by the existing methods.
Our proposed baseline methods primiarily comprise of simple embedding tech-
niques that make use of only the input and output feature dimensions without any
learning from the training data. In the embedding space, the k-nearest neighbours
of an input point are computed from all the training points and are used in doing
a weighted propagation of their labels to the input point based on their degree of
similarity. Our experimental evaluation reveals that these baselines can outperform
a number of existing XML techniques. Furthermore, due to the simplicity of these
techniques, their training procedure is remarkably fast and easily scales to very large
datasets such as Amazon-3M even on a single CPU core with 15.6 GB RAM, with
the time required for generating an ensemble of five embeddings being less than one
minute. These somewhat surprising results and little training time make a strong case
for revisiting some of the state-of-the-art methods and understanding how these can
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be improved to achieve (computational and empirical) performance at the level of
these simple baselines. As evident from the general performance level of the existing
XML methods as well as our proposed baselines, there is a lot of scope for improve-
ment in the state-of-the-art.
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