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Abstract. Transfer learning is gaining increasing attention due to its ability to 
leverage previously acquired knowledge (a source domain with a large amount 
of labeled data) to assist in completing a prediction task in a related domain (a 
target domain with little labeled data). Many transfer learning methods have 
been proposed, and especially the fuzzy transfer learning method, which is 
based on fuzzy systems, has been developed because of its capability to deal 
with the uncertainty. However, there is one issue with fuzzy transfer learning 
that has not yet resolved: the domain adaptation methods for regression tasks in 
heterogeneous space are still scarce, and the relation of features in two domains 
have not been explored to assist the construction of target model. In this work, 
we proposed a new fuzzy transfer learning method, which constructs the trans-
formed mappings for the domain-independent and domain-dependent features, 
separately. The existing fuzzy rules of the source domain are transferred to the 
target domain through modifying the input space using the mappings, and the 
parameters of the mappings are optimized by the few labeled target data. The 
experiments on real-world datasets validate the effectiveness of the proposed 
method and discuss the impact of some important parameters to the perfor-
mance of the constructed target model.  
Keywords: Transfer Learning, Fuzzy Rules, Domain Adaptation, Machine 
Learning 
1 Introduction 
Transfer Learning [1], as a branch of machine learning, has gained growing attention 
due to its ability of transferring knowledge between the domains with different data 
distributions or features. Transfer learning addresses the problem of how to leverage 
the knowledge acquired previously (the source domain with a large amount of labeled 
data) to improve the efficiency and accuracy of learning in one domain (the target 
domain with few labeled data) that in some way relates to the original domain. 
The techniques of transfer learning are applied mainly in two scenarios. In the first 
scenario, a well-performed model is built based on the historical data, but because of 
the rapidly changing environment, the existing model is outdated and cannot fit the 
new data [2]. In the second scenario, which usually happens in the new emerging 
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area, few labeled or no labeled data is available, but there exists a related domain 
where a lot of labeled data is accessible [3]. Some examples of successful applications 
for the transfer learning methods include: classifying the French files leveraging the 
already-categorized English documents [4], predicting the status of the Australian 
banks, fail or survive, using the data of banks in America [5], and detecting the loca-
tion of a user based on the previously collected WiFi data [6].  
Since transfer learning belongs to a branch of machine learning, many methods in 
transfer learning are developed based on different prediction models, such as SVM 
[7], and neural networks [8]. There have been many survey papers that summarizes 
the techniques in transfer learning, especially in some specific areas, such as activity 
cognition [9], reinforcement learning [10], collaborative recommendation [11], and 
computational intelligence [12].   
The methods of fuzzy transfer learning have been proposed to deal with the phe-
nomenon of uncertainty in transfer learning problems. The integration of fuzzy logic 
with transfer learning has drawn considerable attention in the literatures. The re-
searchers have applied fuzzy sets to represent linguistic variables when feature values 
cannot be precisely described in numerical values, and to describe fuzzy distance for 
the retrieval of similar cases. Transferring implicit and explicit knowledge from simi-
lar domains is hidden and uncertain by nature, thus using fuzzy logic and fuzzy rule 
theory to handle the associated vagueness and uncertainty is apt and can improve 
transfer accuracy. Thus, many scholars have turned to fuzzy systems as a solution for 
transfer learning problems with promising results. Deng et al. [13] proposed a series 
of transfer learning methods, using a Takagi-Sugeno-Kang (TSK) fuzzy model, and 
developed novel fuzzy logic systems algorithms by defining two new objective func-
tions. Further, their methods were applied to deal with the insufficient scenarios, for 
example, recognizing electroencephalogram signals in environments with a data 
shortage. Behbood et al. [14] proposed a fuzzy-based transfer learning approach to 
long-term bank failure prediction models with source and target domains that have 
different data distributions. Liu et al. [15] focus on the unsupervised heterogeneous 
domain adaptation problem, and presented a novel transfer learning model via n-
dimensional fuzzy geometry and fuzzy equivalence relations. A metric based on n- 
dimensional fuzzy geometry is defined to measure the features’ similarity of a do-
main. Then the shared fuzzy equivalence relations are proposed and used to make the 
numbers of clustering categories the same under the same value of α, and knowledge 
can be transferred from the source domain to the target domain on heterogeneous 
space through the clustering categories. 
Some work has been done to develop the domain adaptation ability of fuzzy rule-
based models in regression tasks [16]. A set of algorithms are proposed for two dif-
ferent scenarios, where the datasets from the source domain and target domain are in 
homogeneous [17] and heterogeneous space [18], separately. In this paper, based on 
these works, we will explore the relation of features in two domains and apply it to 
assist the knowledge transfer process. The contribution of this work is using the the 
relation of the features between domains to assist the construction of target model. 
The reminder of this paper is structured as followed. Section 2 presents some defi-
nitions of transfer learning, and the Takagi-Sugeno fuzzy model. Section 3 details the 
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procedures of the proposed domain adaptation method in heterogeneous space. Exper-
iments in Section 4 validate the effectiveness of the presented transfer learning meth-
od and discuss the impact of some important parameters in the model. The final sec-
tion concludes the paper and outlines further work. 
2 Preliminaries 
In this section, some important definitions in transfer learning, and the Takagi-Sugeno 
fuzzy model are introduced to make the readers have a clear cognition of the back-
ground knowledge of this work. 
 
2.1 Definitions of Transfer Learning 
A domain [1] is denoted by 𝐷𝐷 = {𝐹𝐹,𝑃𝑃(𝑋𝑋)}, where 𝐹𝐹 is a feature space, and 𝑃𝑃(𝑋𝑋), 
𝑋𝑋 = {𝑥𝑥1,⋯ , 𝑥𝑥𝑛𝑛}, is the probability distribution of the instances. 
A task [1] is denoted by 𝑇𝑇 = {𝑌𝑌, 𝑓𝑓(∙)}, where 𝑌𝑌 ∈ 𝑅𝑅 is the label, and 𝑓𝑓(∙) is an ob-
jective predictive function. 
Definition 1 (Transfer Learning) [1]: Given a source domain 𝐷𝐷𝑠𝑠, a learning task 𝑇𝑇𝑠𝑠, a 
target domain 𝐷𝐷𝑡𝑡  , and a learning task 𝑇𝑇𝑡𝑡, transfer learning aims to improve learning 
of the target predictive function 𝑓𝑓𝑡𝑡(∙) in 𝐷𝐷𝑡𝑡  using the knowledge in 𝐷𝐷𝑠𝑠  and 𝑇𝑇𝑠𝑠 where 
𝐷𝐷𝑠𝑠 ≠ 𝐷𝐷𝑡𝑡  or 𝑇𝑇𝑠𝑠 ≠ 𝑇𝑇𝑡𝑡. 
The process of transfer learning is illustrated in Fig.1. 
 
 
Fig. 1. The process of transfer learning 
 
In Brief, transfer learning aims to utilize the previously acquired knowledge (or da-




2.2 Takagi-Sugeno Fuzzy Model 
The prediction model is a commonly used regression model in the fuzzy system area, 
the Takagi-Sugeno (TS) fuzzy model, which is consist of fuzzy rules in a nonlinear 
way [19]. A Takagi-Sugeno fuzzy model, which contains 𝑐𝑐 fuzzy rules, is represented 
as:  
 If 𝒙𝒙 is 𝐴𝐴𝑖𝑖(𝒙𝒙,𝒗𝒗𝑖𝑖), then 𝑦𝑦 is 𝐿𝐿𝑖𝑖(𝒙𝒙,𝒂𝒂𝑖𝑖)       𝑖𝑖 = 1, … , 𝑐𝑐 (1) 
The TS fuzzy model could also be rewritten in the form of a neural network with 
the structure in Fig. 2. The first layer represents the input data, each neuron in the 
second layer represents a cluster, which also represents the condition of a fuzzy rule, 
and the third layer is the corresponding consequences of the fuzzy rules. 
The construction of the TS model, a set of fuzzy rules, is based on a labeled dataset 
{(𝒙𝒙1,𝑦𝑦1), (𝒙𝒙2,𝑦𝑦2), … , (𝒙𝒙𝑁𝑁 ,𝑦𝑦𝑁𝑁)} using two procedures. In the first procedure, fuzzy C-
means (FCM) [20] is applied to divide the data in an unsupervised learning process, 
so that clusters are learned, and the centers of the clusters are obtained. After getting 
the clusters, the coefficients of the linear functions, which are defined in each cluster, 




Fig. 2. TS model with the neural network structure 
3 Knowledge Transfer between Domains in Heterogeneous 
Space 
This section presents the method of transferring fuzzy rules from the source domain to 
a target domain in heterogeneous space. In order to facilitate elaborating the proposed 
method, the heterogeneous domain adaptation problem is stated with formula, and the 
description of the used variables and datasets is given. 
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3.1 Problem Statement 
Consider there are one source domain with a large amount of labeled data, and a tar-
get domain with very few labeled data. Suppose the dataset in the source domain is 𝑺𝑺 
and denoted as:  
 𝑺𝑺 = {(𝒙𝒙1𝑠𝑠,𝑦𝑦1𝑠𝑠),⋯ , �𝒙𝒙𝑁𝑁𝑠𝑠
𝑠𝑠 ,𝑦𝑦𝑁𝑁𝑠𝑠
𝑠𝑠 �} (2) 
where (𝒙𝒙𝑘𝑘𝑠𝑠 ,𝑦𝑦𝑘𝑘𝑠𝑠) is the 𝑘𝑘th input-output data pair in the source domain. 𝒙𝒙𝑘𝑘𝑠𝑠 ∈ 𝑅𝑅𝑛𝑛  is an 
input variable with 𝑛𝑛-dimension, the label 𝑦𝑦k𝑠𝑠 ∈ 𝑅𝑅 is the corresponding output, a con-
tinuous variable in a regression task, and 𝑁𝑁𝑠𝑠 indicates the number of labeled data pairs 
in the source domain. 
The target domain contains two subsets: 𝑻𝑻𝑈𝑈, the one with labels, and 𝑻𝑻𝐿𝐿, the one 
without labels:   




𝑡𝑡 �} (3) 
where �(𝒙𝒙1𝑡𝑡 ,𝑦𝑦1𝑡𝑡),⋯ , �𝒙𝒙𝑁𝑁𝑡𝑡1
𝑡𝑡 ,𝑦𝑦𝑁𝑁𝑡𝑡1
𝑡𝑡 �� are the labeled data pairs in 𝑻𝑻𝐿𝐿, and �𝒙𝒙𝑁𝑁𝑡𝑡1+1
𝑡𝑡 ,⋯ ,𝒙𝒙𝑁𝑁𝑡𝑡
𝑡𝑡 � 
are the unlabeled data in 𝑻𝑻𝑈𝑈. The numbers of instances in 𝑻𝑻𝐿𝐿 and 𝑻𝑻𝑈𝑈 are 𝑁𝑁𝑡𝑡1 and 𝑁𝑁𝑡𝑡 −
𝑁𝑁𝑡𝑡1 respectively, and satisfy 𝑁𝑁𝑡𝑡1 ≪ 𝑁𝑁𝑡𝑡, 𝑁𝑁𝑡𝑡1 ≪ 𝑁𝑁𝑠𝑠. 
Different with the homogeneous situation, in the heterogeneous domain adaptation 
problem, the feature space in the source and target domain are different. Here, we 
consider a special case, where dimensions of the feature space in two domains are the 
same, but the meanings of the features are not identical. 
Suppose the feature spaces in the source and target domains are 𝐹𝐹𝑠𝑠 and 𝐹𝐹𝑡𝑡:  
 𝐹𝐹𝑠𝑠 = (𝑥𝑥1𝐶𝐶 , 𝑥𝑥2𝐶𝐶 , 𝑥𝑥1𝑠𝑠, … , 𝑥𝑥𝑛𝑛−2𝑠𝑠 ) (4) 
 𝐹𝐹𝑡𝑡 = (𝑥𝑥1𝐶𝐶 , 𝑥𝑥2𝐶𝐶 , 𝑥𝑥1𝑡𝑡 , … , 𝑥𝑥𝑛𝑛−2𝑡𝑡 ) (5) 
where 𝑥𝑥1𝐶𝐶 and 𝑥𝑥2𝐶𝐶 are the two common features, which can be regarded as the domain-
independent features, and the distributions of them are not identical in both source 
and target domains. (𝑥𝑥1𝑠𝑠, … ,𝑥𝑥𝑛𝑛−2𝑠𝑠 ), …, and (𝑥𝑥1𝑡𝑡 , … , 𝑥𝑥𝑛𝑛−2𝑡𝑡 ) are the domain-dependent 
features, which own different meaning in two domains. Here, we set the number of 
domain-independent features as two as an example, and it could be any number that 
doesn’t exceed the dimension of the feature space. 
Since the number of labeled data is sufficient in 𝑺𝑺, a well-performed model could 
be built for the source domain. Due to the different meanings of the features, howev-
er, the models for the source domain cannot be used directly to solve the regression 
tasks in the target domain. But the common features in the feature spaces of two do-
mains provide the bridge that could transfer the shared knowledge between domains. 
 
3.2 Knowledge Transfer in Heterogeneous Space across Domains 
The method of transferring knowledge from the source domain to the target domain in 
heterogeneous space could be summarized into three steps: 
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 Step 1: Construct a TS model for the source domain. 
 Based on the labeled data in 𝑺𝑺, a TS fuzzy model 𝑀𝑀𝑠𝑠 is built, and a set of fuzzy 
rules are obtained.  
 If 𝒙𝒙𝑘𝑘𝑠𝑠  is 𝐴𝐴𝑖𝑖(𝒙𝒙𝑘𝑘𝑠𝑠 ,𝒗𝒗𝑖𝑖𝑠𝑠), then 𝑦𝑦𝑘𝑘𝑠𝑠 is 𝐿𝐿𝑖𝑖(𝒙𝒙𝑘𝑘𝑠𝑠 ,𝒂𝒂𝑖𝑖𝑠𝑠)       𝑖𝑖 = 1, … , 𝑐𝑐𝑐𝑐 (6) 
Each rule, actually, is represented by the centers of the clusters 𝒗𝒗𝑖𝑖𝑠𝑠 and the coeffi-
cients of the linear functions 𝒂𝒂𝑖𝑖𝑠𝑠. After the construction of the model 𝑀𝑀𝑠𝑠, a set of 𝒗𝒗𝑖𝑖𝑠𝑠 
and 𝒂𝒂𝑖𝑖𝑠𝑠 are obtained, and the source data won’t be used anymore, which could keep 
the privacy of the data, especially in some sensitive areas, for example the medical 
data.  
The fuzzy rules in (6) have a high prediction accuracy on source data 𝑺𝑺, but a poor 
performance on target data 𝑻𝑻. 
Step 2: Modify the existing rules in 𝑀𝑀𝑠𝑠 to fit the target data. 
The input space of the target data is changed through mappings to make the modi-
fied rules become compatible with target data. Since there are two types of features, 
domain-independent and domain-dependent, two different strategies are applied to 
change the features in the input space. The structures of mappings are shown in Fig. 
3. 
For the domain-independent features, which are shared between the source and tar-
get domains, each input variable is changed using a three layers network. Although 
these features have the same meanings between domains, their distributions are quite 
different. Each domain-independent variable is assumed to be governed by some hid-
den features, so the different hidden features or the different weights of the features 
will lead to the difference of the distributions in two domains. Therefore, the idea of 
applying the mapping in Fig. 3 aims to adjust the hidden features in number or weight 





Fig. 3. Modification of input space for heterogeneous domain adaptation 
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For the domain-dependent features, since there is no clear relation between the fea-
tures in two domains, a method of fully connection with a hidden is applied to change 
the distributions of the domain-dependent features. 
Step 3: Optimize the parameters of mappings using target data 
The parameters in the mappings are obtained through a supervised learning way. 
The labeld target data set 𝑻𝑻𝐿𝐿 is fed to the model and optimize the model to fit the 
target data. Denote �Φ(𝑥𝑥1𝑐𝑐 , 𝑥𝑥2𝑐𝑐),𝜙𝜙(𝑥𝑥1𝑡𝑡 , … , 𝑥𝑥𝑛𝑛−2𝑡𝑡 )� ≡ Ψ(𝒙𝒙𝑡𝑡). 
The following objective function is minimized:  
 𝑄𝑄 = � 1𝑁𝑁𝑡𝑡1  
∑ (∑ 𝐴𝐴𝑖𝑖(Ψ(𝒙𝒙𝑘𝑘𝑡𝑡 ),Ψ(𝒗𝒗𝑖𝑖𝑠𝑠)𝐿𝐿𝑖𝑖(Ψ(𝒙𝒙𝑘𝑘𝑡𝑡 ),𝒂𝒂𝑖𝑖𝑠𝑠) −𝑐𝑐𝑠𝑠𝑖𝑖=1 𝑦𝑦𝑘𝑘𝑡𝑡)2
𝑁𝑁𝑡𝑡1
𝑘𝑘=1  +  
𝜆𝜆
2
 𝑤𝑤𝑇𝑇𝑤𝑤 (7) 
The first term in (7) is the approximation error that aims to minimize the gap be-
tween the output of the modified model and the target data’s real output. The second 
term introduces a structural risk term into the objective function. The parameter 𝜆𝜆 
indicates the tradeoff between the quality of an approximation and the complexity of 
the approximation function; 𝑤𝑤 is the vector of all the parameters optimized. 
4 Experiments 
The experiments using real-world datasets are implemented to validate the effec-
tiveness of the proposed method in dealing with heterogeneous domain adaptation 
problem, and explore the impact of some important parameters in the transferring 
model. 
Since the studies on regression problems of domain adaptation are scarce, especial-
ly in the heterogeneous space, there is no public datasets in these scenarios. In the 
work, therefore, two datasets from UCI Machine Learning Repository are used and 
modified to simulate the heterogeneous domain adaptation problems. A detailed de-
scription of modifying the datasets is provided to illustrate the datasets clearly. Fur-
ther, all the models’ construction apply the five-fold cross validation, the results are 
shown in the form of “mean±variance”. All the models are tested on the unlabeled 
target data to compare the ability of solving the regression tasks in target domain. 
The first dataset concerns “Airfoil self-noise dataset”. The dataset was split based 
on the “frequency” value. Five attributes, “frequency”, “angle of attack”, “chord 
length”, “free-stream velocity”, and “suction side displacement thickness”, are used to 
predict the “scaled sound pressure level”. Data with a “frequency” of greater than 800 
hertzs formed the source domain, with 1000 instances, the remaining data, 450 in-
stances, was used for the target domain. Further, the attributes “chord length”, “free-
stream velocity”, and “suction side displacement thickness” in the source domain 
were perturbed with random numbers to simulate the domain-dependent features. All 
the instances in the source domain are labeled, but only 10 instances in the target 
domain are labeled. 
The number of clusters, i.e. the amount of the fuzzy rules, is a crucial parameter 
that determines the structure of the model. Although some techniques, for example 
the infinite Gaussian mixture model and the heuristic algorithm, have been applied to 
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explore the number of clusters, it is still not easy to determine in the high-dimension 
datasets. Therefore, the number of clusters is set as a hyper-parameter in the following 
experiments to explore the impact of it to the performance of transfer learning in 
fuzzy models. 
With different number of clusters, the heterogeneous domain adaptation method is 
implemented, and the results are shown in Table 1. The first column in Table 1 indi-
cates the number of clusters applied in the experiment. The results shown in the sec-
ond to the fourth columns are the accuracies of three models on the unlabeled data in 
the target domain. The three models are: the source model built using source data, the 
target model built using only labeled target data, and the target data constructed using 
our proposed method. The results with the best performance are in bold. 
Table 1. Results with different values of c in “Airfoil self-noise dataset” 
Number of 
clusters 
Performance of models on unlabeled target data 
Source model Target model us-ing target data 
Model using new 
method 
2 0.5407±0.0002 0.4279±0.0088 0.2013±0.0010 
3 0.5524±0.0001 0.2805±0.0009 0.1921±0.0009 
4 0.5682±0.0001 0.2550±0.0052 0.2184±0.0007 
5 0.5672±0.0001 0.2260±0.0015 0.1721±0.0001 
6 0.5744±0.0001 0.2175±0.0008 0.2165±0.0007 
7 0.5806±0.0001 0.2067±0.0009 0.1802±0.0011 
 
Analyzing the results in Table 1, the high values in the first column indicate that 
the model built for the source domain does not fit to the target data, and the not small 
values in the third column manifest the poor performance of the target model only 
using the labeled target data, which also verify that the labeled target data is not suffi-
cient to construct a well prediction model. Additionally, comparing the results in the 
second, third, and fourth columns, we can see that in each experiment with different 
number of clusters, the accuracies of the model applied the presented new method is 
higher than the accuracies of the other models, which indicates that our method is 
superior than other methods.  
In the presented method, the number of neurons used to construct the mappings is 
an important parameter that determines the performance of the constructed target 
model. Since the input features are changed through two different ways, two parame-
ters, p and q, are discussed here to explore the impact of them to the performance of 
the constructed model. The target model using the new method is built with different 
values of p and q. For comparison, the performance of the source model and target 
model using only labeled target data are shown in Table 2. 
The performance of the target model using the proposed method is shown in Table 
3. Both the values of p and q are changing from two to six, so twenty-five experi-
ments are run to compare the results. 
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Table 2. Results of two compared models 
Source model 0.5684±0.0001 
Target model using 
target data 0.2463±0.0019 
 
Table 3. Results with different values of p and q 
q                
p 2 3 4 5 6 














































First, all the mean values in Table 3 is smaller than the mean values in Table 2, 
which validates the effectiveness of our method in deal with transfer learning in het-
erogeneous space. There is no obvious trend of the results with the change of p and q, 
and the best result appears when the p is equal to five and q is two. 
In the second dataset, “Combined cycle power plant dataset (CCPP)”, four attrib-
utes “temperature”, “ambient pressure”, “relative humidity”, and “exhaust vacuum” 
were used to predict the “net hourly electrical energy output. The dataset was split 
into two source domains and a target domain using the attribute “temperature”; in-
stances with a temperature of not greater than 25 degree were treated as source data, 
with 5000 instances, the remainder 2000 instances fell into the target domain. Also, 
the features “relative humidity”, and “exhaust vacuum” in the source domain were 
perturbed with random numbers to simulate the domain-dependent features. All the 
instances in the source domain are labeled, but only 10 instances in the target domain 
are labeled. 
Similarly, a set of experiments are designed to find out the impact of the changing 
number of clusters to the presented method. The results are shown in Table 4. In the 
first five experiments shown in Table 4, the performance of the model using the pre-
sented method is superior than the other two models. However, in the last experiment, 
where the number of clusters is equal to seven, the performance of the model applying 
only the target labeled target data is better than the proposed method, and the reason 
might derive from the quality of the labeled target data. Comparing the results in the 
third and fourth columns, although the new method shows better capability in dealing 
with the heterogeneous domain adaptation problem, it does not show a significant 
advantage. Although the labeled target data has small amount, they cover most of the 
clusters of target data, which lead to the good quality of the model using only target 
data. 
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Table 4. Results with different values of c in “CCPP” 
Number of 
clusters 
Performance of models on unlabeled target data 
Source model Target model using target data 
Model using new 
method 
2 0.5444±0.0000 0.1021±0.0006 0.0720±0.0000 
3 0.5422±0.0000 0.0854±0.0003 0.0738±0.0001 
4 0.5483±0.0000 0.0857±0.0001 0.0728±0.0000 
5 0.5511±0.0000 0.0868±0.0001 0.0686±0.0000 
6 0.5487±0.0000 0.0817±0.0000 0.0803±0.0002 
7 0.5492±0.0000 0.0815±0.0000 0.0872±0.0002 
 
The experimental results with varying values of p and q are shown in Tables 5 and 
6. In the twenty-five experiments, the number of clusters is set to five, and the values 
of p and q go through the integers between two and six. Similarly, the proposed meth-
od shows its superiority in these experiments when comparing with the source model 
and the model built using target data only. The best result appears when the values of 
p and q are equal to six and four, separately. Additionally, the low variance of the 
results in all the experiments show the good generalization ability of the model con-
structed using the presented method. 
Table 5. Results of two compared models 
Source model 0.5492±0.0001 
Target model using 
target data 0.0803±0.0001 
 
Table 6. Results with different values of p and q 
q                
p 2 3 4 5 6 














































5 Conclusion and Further Study 
This work explores the transfer learning problems in heterogeneous space. The fea-
tures in the source and target domains are identified by domain-independent features, 
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which are shared between domains, and domain-dependent features, which only exist 
in an individual domain. Mappings with different structures are constructed for the 
two types of features, separately. For the domain-independent features, a shallow 
network is built for each feature to change the input distribution, and for the domain-
dependent features, all the domain-dependent features are used to construct the trans-
formation mapping. The parameters of the mappings are obtained through an optimi-
zation process based on the labeled target data. The experiments show that the accu-
racy of the model using our method is superior than the source model, and the model 
built with insufficient target labeled data. And an appropriate number of clusters is 
important to the performance of the target model. The change of values of p and q has 
slight impact to the final results. 
The method presented in this paper focuses on the situation, where the dimensions 
of the feature space in two domains are the same, a special case in heterogeneous 
transfer learning. More general and challenging case, that the dimensions of the input 
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