I. INTRODUCTION
The use of a moving-bank multiple model adaptive estimator and controller (MMAE/MMAC) to dampen oscillations in a simulated large flexible space structure is presented. The primary goals are to identify the uncertain undamped natural frequencies of the bending modes of the structure accurately, and to quell the unwanted vibrations induced in the structure. Schiller [20, 21] showed that the MMAE/MMAC design method effectively quelled vibrations in the Space Integrated Controls Experiment (SPICE) structure; however, in that case, the undamped natural frequencies of the bending modes all varied in concert with each other. For this effort, the undamped natural frequencies of the bending modes of the structure are partitioned into three groups which are then allowed to vary independently of each other. Stated in other terms, for an appropriately chosen input/output transfer function, the location of the peaks in the Bode plot can vary independently of each other. The first group consists of the three modes corresponding to the lowest frequency modes in each of three directions: two translational and one torsional, and has one multiplicative constant. The second group of three modes has another scalar multiplier, and the rest of the modes have yet another multiplier. Thus, there are a total of three uncertain parameters.
In the following sections, a brief overview of the SPICE structure and its corresponding system model developed by Schiller [20, 21] is presented. Next, the fundamental ideas and concepts of a moving-bank MMAE/MMAC are explained. Finally, results from the Monte Carlo simulation analysis are presented to show that the MMAE/MMAC design method can adapt to uncertain parameter variation and provide consistently excellent control of a structure that exhibits unstable closed loop operation with nonadaptive controllers in the face of 2% variation of the same parameters [1, 7, 8, 13, 14, 20, 21] . It was this extreme sensitivity, combined with a rather large range of physically meaningful parameter values, that caused the authors and research sponsor to choose to pursue an adaptive, rather than robust [5] , controller for this application.
II. STRUCTURE MODEL
The SPICE structure is composed of three major sections, as illustrated in Fig. 1 . The hexagonal base, or bulkhead, is 6.19 m in diameter. The bulkhead provides support for the entire structure and also contains the primary mirror assembly mounted on its top. Three tripod legs connect the bulkhead to the secondary mirror assembly, which is 1.32 m in diameter. The overall height of the structure is 8.14 m. The Z-axis corresponds to the line-of-sight (LOS) axis and the Y-axis points out tripod leg number three.
Alignment of the two mirror assemblies is the primary concern of this research, and so reduction of the linear and angular displacement between the two assemblies is the primary purpose of the control system. Note that a purely torsional displacement about the Z-axis does not affect the alignment of the two mirror assemblies.
Proof mass actuators (PMAs) [4] are used to provide the control force [26] necessary to quell the structural vibrations, based on various sensor measurements. The PMA can be thought of as a simple spring-mass system. The mass is electromagnetically moved to inhibit any bending of the structure at the location of the PMA. A total of 18 PMAs are mounted on the structure. The bulkhead contains 6 PMAs which are pointed in the Z direction. The other 12 PMAs are mounted one-third and two-thirds up the length of the tripod legs.
Three different types of sensors are used to provide measurement information to the control system. First, there are a total of 54 accelerometers located on the structure. These are separated into 18 sets of 3 (one set per PMA) which measure the bending motion of the structure [15] . Each set contains two high frequency Wilcoxin accelerometers and one low frequency Sundestrand accelerometer. A high frequency accelerometer is physically mounted on each PMA proof mass, while the remaining two accelerometers are located on the physical structure at the point of attachment of the PMAs. The second type of sensor is the linear variable differential transformer (LVDT), which provides a differential position measurement of the PMA proof mass with respect to the structure. The third types of sensors are the elements of the optical scoring system (OSS) which uses lasers to provide LOS measurements between the two mirror assemblies. 
III. MATHEMATICAL MODELS
The overall block diagram of the system model is shown in Fig. 2 . The disturbances, control inputs and measurement devices blocks all contain shaping filters [16] and state-space models for their respective functions. The structure block contains the structural bending dynamics, as well as the PMA states. The PMA fcmd (force command) refers to the control inputs to the PMAs from the feedback loops. In the feedback loops, the MMAC block represents the entire moving-bank multiple model algorithm for providing active control of the SPICE structure. The PMA LAC (low authority control) damping refers to simple rate feedback for the structure, and the PMA local damping refers to localized damping for the PMAs.
The full-order system model of over 1000 states was determined by finite element analysis and modal test data. This complexity prohibits its use as a "truth" model for system analysis. Thus, the total number of states in the truth model must be reduced while maintaining a true representation of the physical structure. The following paragraphs address the original system model, and the assumptions and justifications that result in the final truth model selection. This modeling was originally performed by Gustafson [7, 8] and Schiller [20, 21] .
The structural disturbances are modeled as entering the structure at six points: at the top and bottom of each tripod leg. These are modeled as shaped noise over the 5 to 10 Hz frequency range by using 6 white noise inputs of equivalent strength. The shaping filter that forms these disturbances is composed of a fourth-order bandpass model. The noise strengths are such that the structure achieves a 100 micro-radian open-loop rms LOS error. The complete model was maintained and contributes 24 states to the truth model.
The PMAs are modeled as second-order systems since they are essentially spring-mass systems. Each has a damping ratio of approximately 0.01 and a natural frequency of 5 Hz. These 36 states are included in the truth model.
The flexible structure dynamics are represented by a first-order vector stochastic differential equation in modal coordinate form [25] . The flexible dynamics thus provide 2n states to the system, where n is the number of bending modes. The full-order flexible body is composed of 194 modes with natural frequencies that range from 7 to 150 Hz. Assuming that higher frequency modes are instantaneously quelled [10] and have no significant effect on the system, the system model is truncated at 100 Hz. (See [1, 7, 8, 13, 14] for a more thorough validation of the adequacy of this truncation, relative to both the original model and alternate order reduction methods.) This eliminates 86 flexible body modes, and results in 216 structural body states in the truth model.
In the original system model, an extremely large number of states are contributed by sensor and sensor noise models. A thorough description of these models can be found in [6] . Elimination of these models based on several assumptions decreases the number of states drastically. The MMAC feedback loop utilizes three types of sensors: the Sundestrand accelerometer, the Wilcoxin accelerometer, and the OSS. The Sundestrand low pass accelerometer model is a low pass filter with a break frequency greater than 100 Hz (outside the frequency range of interest). The Wilcoxin model is essentially a high pass filter with a break frequency less than 5 Hz (also outside the frequency range of interest). Therefore, the accelerometers can be thought of as providing "perfect" dynamics-free measurements since there is no attenuation in the frequency range of interest. Furthermore, this same justification is made in eliminating the dynamics models of the other feedback loop measurement devices [6] .
The states for the colored noise added to each of the sensors are eliminated in the same manner. Replacement by white noise is justified since any rolloff in the power spectral densities (PSDs) of the noises occurs well outside the frequency range of interest, and the strength of the white noise is determined by an average PSD value over the frequency range of interest [16] .
In the physical system, acceleration and position measurements are taken. These measurements must be integrated and differentiated to obtain the required rate feedback. However, in a mathematical representation, there is no need for integrators or differentiators in the truth model since direct "velocity measurements" are possible for each sensor output [20, 21] .
Finally, a first-order low pass filter is necessary on the feedback outputs from the MMAC. This filter is needed for stability robustness and provides a 10 Hz rolloff on the MMAC loop. This filter contributes 18 additional states to the truth model. Thus, the final version of the truth model consists of 294 states: disturbances contribute 24 states, the PMAs contribute 36 states, the structure bending modes consist of 216 states, and the output filter contributes 18 states.
The reduced-order design model used in this effort was developed by Gustafson [7, 8] and Schiller [20, 21] . State reduction was performed simply by truncating the higher frequency modes. (See [10] ; alternative approaches, such as those based on modal cost analysis [24] or balanced realizations [5] , were investigated in [7, 8] , but yielded no enhancement and some degradation in model adequacy.) The 26 lowest frequency bending modes were retained along with all disturbance, PMA, and output filter states. Thus the resulting reduced-order design model consists of 130 states.
IV. MULTIPLE MODEL ADAPTIVE ESTIMATION AND CONTROL
An adaptive control system is necessary because of the physical uncertainties in a flexible space structure. Namely, the undamped natural frequencies ! n of the flexible bending modes of the structure are uncertain and may take on a range of values due to changing temperatures, material stress and fatigue, or structural failure. This variation and uncertainty is well beyond the robustness of a single Kalman filter/LQG (linear system, quadratic cost, Gaussian noise) controller [16, 18] . Instabilities can be caused in a nonadaptive controller by small percentage changes in the undamped natural frequency parameters from assumed design values. Previous research has shown that control is not affected significantly by uncertainty in the damping ratios ³ [7, 8] .
MMAE/MMAC [17, 18] is an adaptive technique that can overcome the robustness problems of a single filter/controller. In this method a separate Kalman filter/LQG controller is developed based on each different assumed value of the uncertain parameters. This set of Kalman filters forms a "bank," each filter based on a different system model and each outputting a state estimate and a residual as shown in Fig. 3 . The state estimate from the filter based on the assumed parameter value closest to the true parameter value should be the most correct. The magnitude of the residual for this filter should be relatively small compared with the magnitudes of the residuals from the other filters. The residuals are used to compute a hypothesis conditional probability that each filter (and associated controller gain) is the one based on the correct parameter value, and a weighting factor is determined for the corresponding controller output. The hypothesis conditional probability is the probability that the parameter used in the system model for that filter is closest to the true parameter, conditioned on the entire measurement history observed up to that time. Thus, the highest probability should be assigned to the most correct filter, and lower probabilities assigned to other filters [6, 17] .
Since the range of undamped natural frequencies is continuous, the uncertain parameters can take on an infinite number of different values. The parameter space must be discretized to keep the number of filters realizable. The discretized parameter space is composed of representative point values that define the elemental Kalman filters and LQG controller gains. As stated above, the three groups of natural frequencies of the bending modes will be allowed to vary independently, i.e., there are three discrete parameters, and thus the parameter space is three dimensional. Originally, the parameter space was discretized using a sensitivity analysis [11, 12, 22, 23] . However, some problems occurred that resulted in a modification to this approach [6] . The final parameter space was chosen as a 7 £ 3 £ 7 array of points. The middle dimension was limited to only three levels due to the insensitivity of the controller to the less dominant second group of bending modes. The range of the parameter uncertainty was between minus 4 to plus 8 percent of nominal for each of the three parameters.
In MMAC, the state estimate of each filter is cascaded with an LQ controller gain designed for that specific parameter value. Each control input is then multiplied by its corresponding conditional probability to form a probabilistic weighted average final control input. Four control input methods were investigated in this research: MMAC (as in Fig. 3 ), modified MMAC (as in Fig. 3 , except that before the rightmost sum is formed, p k (t i ) values below a preselected threshold are disregarded and the remaining p k (t i )s rescaled to add to one; this lowers the chance that an inappropriate u k (t i ) value is used to compose the control input u(t i ); the inner workings of the "hypothesis conditional probability computation" block are not modified), maximum a posteriori probability (MAP) (as in Fig. 3  except that u(t i ) is simply equated to the u k (t i ) with the highest p k (t i ) versus the probability-weighted average), and modified single changeable gain (actually an MMAE feeding its computedx(t + i ) into a controller gain [¡G ¤ c (â)] evaluated as a function of the corresponding parameter estimateâ) [6] . The modified single changeable gain method occasionally produced poor state estimates and was subsequently abandoned. The other three methods produced excellent results with negligible differences, thus only the modified MMAC method (the best of the four) is shown here.
The conditional hypothesis probability as discussed above is recursively defined as [17, p. 131]:
where a k is the parameter value for each k = 1, 2, :::, K, and K is the total number of elemental filters; z(t i ) is the measurement at time t i , and Z(t i¡1 ) is the measurement history through time t i¡1 , made up of the components z(t 1 ), z(t 2 ), :::, z(t i¡1 ). The first term in the numerator is the conditional probability density function of the current measurement, conditioned on the assumed parameter value and on the previous measurement history. This density function is evaluated as [17, p. 132]:
where the residual r k (t i ) and the filter-computed covariance matrix A k (t i ) are defined as
and
Here H k (t i ) is the measurement matrix, P k (t ¡ i ) is the estimation error covariance matrix before the measurement update at time t i , and R k (t i ) is the measurement noise covariance matrix, within the kth filter.
The denominator of (1) is simply a scaling factor which ensures that the sum of the p k (t i ) values is one. Since this is a recursive equation, if any p k (t i ) value ever goes to zero, it will stay at zero thereafter, even if the true parameter does change to a k . This condition is called "lockout." To prevent this, an artificial lower bound is added to the probability calculation, thus preventing the probability from ever reaching zero [17, p. 135] . The remaining probabilities must be rescaled to sum to one. There is a tradeoff that must be considered in setting this lower limit. Too high a limit will result in erroneous weights given to the incorrect filters/controllers. Too low a limit results in the inability of the probability to change in a timely manner in response to real parameter changes. By trial and error, the lower probability limit was determined to be 0.001.
From a Bayesian point of view, it is desirable to describe a joint density function of the variables to be estimated, x(t i ) and a, conditioned on measurements Z(t i ):
This form of the density function is useful since the two terms on the right of (5) are readily known. The first term on the right is the Gaussian density defined by the Kalman filter based on the assumption that a assumes the value ®, with meanx(t + i ) and covariance P(t + i ) [17, p. 129] . The second density function is formed by considering the probability of a taking on the value ® at time t i . The density function is then described by [17, p. 130]:
From this formulation a conditional mean and covariance are generated, both of which are conditioned on the past measurement history. The conditional mean is formed by [17, p. 131]: 
The LQG controller development assumes a steady-state constant-gain control law. These assumptions are justifiable since the initial transients in the Kalman filters and the final transients in the optimal controller gains are negligible. Each controller algorithm uses a quadratic cost function defined as [18, p. 73]:
This cost function is minimized by the controller defined by u
which is obtained using certainty equivalence with the deterministic case [18, p. 70] . Weighting matrices X, U, S, and X f are chosen to provide the rapid quelling of structural vibration without saturating the actuators. This then yields a controller gain G ¤ c tuned for optimal performance. In this case, X f is disregarded since constant-gain steady state controller gains and Kalman filters are used for final implementation. Also, previous research indicated that the cross weighting matrix S is of very small magnitude, thus can be ignored [7, 8, 20, 21] .
Implementing a full bank of Kalman filter/controllers can be computationally burdensome. The moving-bank MMAE/MMAC [9, 19] implements a subset of the filter/controllers in the original parameter space, centered on the estimated value of the true parameter. This small subset moves within the entire parameter space in response to a changing true parameter value, and thus the term "moving bank." Whenever the true parameter moves, the bank is moved by dynamically redeclaring which filter/controllers are currently "active." Initializing the new filters involves redistributing the probability values from the deactivated filters equally among the newly activated filters. An example of bank movement in two dimensions is illustrated in Fig. 4 . In the case where the true parameter makes a large jump or during an initial acquisition, the moving bank needs to be expanded so that the parameter value is encompassed within the bank. This is accomplished by activating the filters at the coarsest discretization: at the center and at the widest possible locations along the edges of the parameter space. Once a good estimate is obtained, the bank is then contracted down to its compact size. The size of the moving bank implemented in this research was a 3 £ 3 £ 3 cube of 27 filter/controllers moving in 2 directions of a 3-dimensional parameter space.
There are four techniques [9, 19] used in the decision to move, expand, or contract the bank. These methods are parameter position estimate monitoring, probability monitoring, residual monitoring, and parameter estimation covariance monitoring. Probability monitoring is similar to parameter position estimate monitoring, thus is not presented here. Its complete development and results are found in [6] .
The parameter position estimate monitoring technique attempts to keep the moving-bank centered over the parameter estimate positionâ from (8) . The parameter estimate is compared with the location of the bank center. If the difference is above a set threshold, the bank is moved to recenter the bank over the currently estimated position. This technique is based on the parameter estimate which is a function of the entire measurement history; thus it does not suffer from erratic behavior due to large noise samples.
The residual monitoring method can be used either to move or to expand the bank. This method uses a likelihood quotient which has the same form as the quadratic within the exponential in (4), and is a function of the residual in each filter. If the true parameter lies outside the moving bank, large residual values will result for all active filters. This results in large likelihood quotients for these filters. If some of the filters' quotients are above a given move threshold value, it indicates that the bank no longer surrounds the true parameter value. The bank is then moved in the direction of the filter with the smallest likelihood quotient. The likelihood quotient is also used to expand the bank. If the quotients of all the filters are above the expansion threshold value, it indicates that the true parameter value is not in the vicinity of the bank, and the bank must be expanded. The expansion threshold must be larger than the bank move threshold.
Past research has shown that determining the move threshold is critical to acceptable performance [2, 3, 7, 8, 20, 21] . A threshold value that is too high results in slow bank response to true parameter changes. A threshold value that is too low results in erratic movement of the bank, thus failing to maintain a proper estimate. Since the likelihood quotient is only a function of the most recent measurement, a single large measurement noise sample can adversely affect performance by causing unnecessary movement of the bank.
The parameter estimation covariance monitoring method is used for contracting the bank. Contraction is based on the "goodness" of the parameter estimate. When the diagonal elements of the covariance matrix of the parameter estimate fall below a set threshold, the bank is contracted from a coarse to a fine discretization, centered on the parameter estimate. The elements of the covariance matrix are individually compared with the threshold value, thus contraction in the different directions of the parameter space can occur independently. This results in banks that are rectangular in shape as well as square. It is desirable to have the contraction occur quickly to enhance estimation, thus the threshold value is set relatively high.
V. RESULTS
This section presents results obtained from simulations of the moving-bank MMAC analysis. A 10-run Monte Carlo analysis was performed. The duration of the simulations was 10 s with closed-loop control being applied at 0.5 s into the simulation. Two types of simulations were run: slowly varying parameters and parameter jumps. Simulations of each move method with many different parameter move combinations and directions are presented in [6] . Only three simulations are presented here. In each of the following plots, the true parameter position is indicated by straight lines while the 10-run mean parameter position estimate is indicated by the wavering lines. Mean §1¾ plots are not included since the standard deviations are consistently negligible compared with the mean.
The first simulation, shown in Fig. 5 , has parameters that are slowly moving. Notice that the groups are moving independently of each other. The bank is initially centered on the true parameter value, and the true parameter value changes with small discrete jumps every 2 s over the length of the run. This situation might simulate temperature or aging effects in the structure. The move method used in this simulation is the parameter position estimate monitoring method. As can be seen, this method is very effective in tracking the parameter position consistently during stationary periods, yet it was also fairly quick in responding to parameter movement. Fig. 6 presents the same simulation run with the residual monitoring move technique. As can be seen, the parameter estimate in this simulation is much more noisy due to its susceptibility to single large noise samples. However, the estimate is still accurate enough so that acceptable control was imparted to the structure. Fig. 7 presents a scenario in which the parameters undergo a large discrete jump. This could occur during a structural failure in the spacecraft or a sudden mass change at some point on the structure. Again, notice the independent variation of the three groups of structural bending modes. This simulation shows the effectiveness of the bank expansion and contraction logic. Fig. 9 shows the mean §1¾ X and Y axis LOS regulation errors, the latter being the most important performance indicators. These figures both have a "white" quality which is to be expected. In each of the simulations, the estimation error plots are essentially identical, thus Fig. 8 is given as a representative sample. The LOS errors depicted in Fig. 9 correspond to the simulation of Fig. 7 . Notice in Fig. 9 the effect of turning on closed loop control at the 0.5 s point. The specified value of the rms LOS errors was given to be one ¹rad. The temporally averaged rms LOS errors in each of the parameter movement simulations was approximately 0:7 ¹rad in the X-axis and 1.05 ¹rad in the Y-axis. These values were slightly higher for simulations when a parameter underwent a large jump. These results are consistent with those achieved by Schiller [20, 21] when considering only one uncertain parameter rather than three. The difference between the two axes is due to the physical differences due to the tripod leg configuration.
In general, the algorithm had no trouble estimating the second and third groups of frequencies, but showed some minor sluggishness estimating the first group of frequencies, especially when that group was decreasing. The second group is easy to track due to the extreme levels of discretization in that direction of the parameter space. Ease in tracking the third group of frequencies is due to the multitude of information contained in the large group of modes at various frequencies. The difficulty with the first group is due to the small number of frequencies in that group and the tight level of discretization in that direction. Although the lowest frequency modes effect the most control on the structure, these minor tracking deficiencies do not have a debilitating effect on stability and control. When the estimator overestimates the true parameter value, the controller can quell bending oscillations very well. However, when the estimator underestimates the parameter value, the LOS deviations show degraded structural control. For example, the errors shown in Fig. 9 (corresponding to the estimation results of Fig. 7 ) increased by over 100% just after 6 seconds into the simulation. The larger errors were quickly quelled as a better parameter estimate was provided.
VI. SUMMARY
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