Abstract -The capacity distribution plays a crucial role to determine the traffic performance. In this paper, we use a flow model to study the optimal capacity distribution, with the consideration of the uneven nature of traffic generation rates at different nodes. The problem is mathematically modelled by an optimization problem, which adjusts the flow rate and capacity distribution to maximize the system utility and the utilization ratio of capacity. An iteration algorithm is proposed to find the solution of this optimization problem. We show that using this algorithm, the node capacity can be optimally assigned. By comparison, we also indicate that considering the uneven nature of traffic generation rate, the network structural characteristics, such as the betweenness and degree, do not give the best estimation of real traffic load. This study is helpful for the planning of real traffic networks.
Introduction. -Many real-world complex networks face similar flow dynamics. Examples include the traffic flows on the Internet [1, 2] , vehicle transportation in highway and road networks [3] , and electricity transmission in power systems [4, 5] . In order to improve the transport efficiency, traffic dynamics on complex networks has been studied. Previous research in this area mainly focuses on effects of the network structure and routing strategies on the traffic efficiency. Recently, it has been shown that another issue -resource distribution, also plays a crucial role to determine the traffic performance [6] [7] [8] . Since one bottleneck node can degrade the traffic performance of the whole network, how to optimally assign capacity on each node is a significant issue to determine the traffic efficiency.
The optimal capacity distribution is actually related to the traffic load distribution, and therefore is related to the traffic generation rate at different nodes. Gong et al. [8] found that the optimal capacity allocation depends on the distribution of the betweenness. However, this conclusion is drawn based on the assumption that the traffic generation rate at each node is identical. In most real-world networks, this assumption does not hold. For example, in the air transportation network, hubs generate much more traffic than small airports. With uneven traffic generation rates, it is difficult to model the traffic load on different nodes. One attempt to model this inequality (a) E-mail: xiayx@ieee.org was made in [6] , where the authors assume that the traffic generation rate is proportional to the degree. However, this assumption is still too strong to show the real situations in most real-world networks. Therefore, how to model the uneven nature of the traffic generation rate at different nodes is a problem to solve before we can study the optimal capacity distribution.
In any network, traffic is generated by sources so that some benefit can be achieved from the transport process. Obviously, more traffic load results in higher benefit. However, higher cost has to be paid at the same time. Thus, there must be an optimal traffic generation rate where the net payoff (benefit minus cost) is the highest [9] . This optimal rate is related to the network structure and traffic demand, and usually is different at different nodes. It must be considered when we assign the capacity to the nodes.
In this paper, we will use a traffic flow model to study the optimal capacity distribution problem in the more general situation described above. In this model, the traffic is considered as continuous flows rather than in forms of each individual particle (e.g., a car in a road network or a packet in the Internet). This macroscopic model can help us do analytical studies of the traffic performance on complex networks, with different capacity assignments. Due to this advantage, similar methods have been used in the study of road traffic [3] and communication networks [9] [10] [11] .
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We model the optimal capacity distribution as an optimization problem. The first optimization objective is to maximize the aggregate utility. This objective reflects the origin of the uneven nature of traffic generation rate. The second objective of this optimization problem is to maximize the utilization ratio of capacity, which shows our final aim. To solve this optimization problem, an algorithm will be proposed based on the flow model.
Traffic model. -Consider a complex transport network with N nodes, L links and S flows. In this network, any node can be the source or destination. The shortest-path routing strategy is used for each flow. A natural constraint to the traffic is that the aggregate traffic load at each node cannot be greater than the node capacity, otherwise congestion will happen [12] .
The traffic load on a node may not use up all the node capacity. That is to say, a proportion of resource is wasted. From an economical point of view, we want this kind of waste to be as little as possible 1 , or the utilization ratios of system resources to be as high as possible. The utilization ratio of capacity can be defined as
where n i A ni x i is the amount of occupied capacity and n C n is the total provided capacity.
We assign a utility function, U i (x i ), for flow i. The following optimization problem is considered to maximize the traffic performance, in both the system utility and utilization ratio:
where w is the aggregate utility
and A is the routing matrix with the entry A ni = 1, if flow i goes through node n and A ni = 0, otherwise. C = (C n , 1 n N ) gives the capacity constraints of nodes.
1 The unoccupied capacity may provide redundancy to protect the network from cascading spread of damage [13, 14] . However, it is true only when all nodes have some redundancy to accommodate reallocated traffic load. Therefore, providing too much unoccupied capacity at some nodes may not guarantee higher robustness of the whole network [7] . More importantly, as will be demonstrated, if congestion occurs at a node, the optimization problem (2) automatically adjusts flow rates so that the aggregate traffic load on this node turns to be smaller than the node capacity. In this way, it can efficiently avoid cascading failure. Therefore, in this paper we do not consider the robustness problem. The performance is only measured by two indicators, the aggregate system utility and the utilization ratio of capacity. x = (x i , 1 i S) is the flow rate vector. It should be noted that a flow specifies a source-destination pair and one node could be the source of several flows. Therefore, x i should be understood as the traffic generation rate of a flow, rather than a node. The traffic generation rate of a node is equal to the sum of rates of all flows which originate from this node.
In order to achieve the maximal utility subject to the capacity constraints, the traffic generation rate x is adjusted. At the solution of this optimization problem, the traffic generation rates of different flows can be different. Furthermore, as we mentioned before, one node could generate more than one flow, based on the real traffic demand. Based on the above two facts, the traffic generation rates of different nodes can be different. And this uneven generation rate reflects the traffic demand and system benefit.
Since there are two optimization objectives in (2), we decompose the optimization problem into two parts. In the first part, we assume the node capacity is fixed. The aim is to adjust the flow rates to achieve the maximal system utility w. Actually, this can be done by using a classical algorithm such as those in [9] [10] [11] . In the second part, the node capacity is adjusted to increase the utilization ratio u. We will use a heuristic method to achieve this aim.
Accordingly, the algorithm does not stop until both of the following two conditions are satisfied. One is that the flow rate is fixed. This can be done by comparing the change of flow rate between two iterations to a threshold. The other is to make sure that the capacity is also fixed, i.e., the capacity adjustment is finished. The algorithm is as follows.
-Initial condition:
Node price: p n (0) 0;
Node capacity: C n > 0; Flow rate:
where [m i , M i ] defines the feasible range of x i .
-Node n's algorithm: At time t = 1, 2, · · ·, node n:
1) gets rates of flows which go through node n;
2) computes the Lagrange multiplier related to node i based on the aggregate rate through this node
where β is the step size, x n (t) is the aggregate flow rate through node n, and [a] + = max{a, 0};
3) communicates the new multiplier p n (t + 1) to all flows which go through node n.
-Flow i's algorithm: At time t = 1, 2, · · ·, flow i:
1) receives Lagrange multipliers related to the nodes which flow i goes through;
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Optimal capacity distribution on complex networks 2) computes its new traffic generation rate based on the multipliers
where p i (t) is the aggregate Lagrange multiplier related to the nodes on flow i's route, U −1 i is the inverse of U i , and [a] M m = min{max{a, m}, M}; 3) communicates the new rate x i (t + 1) to nodes on its route.
-Capacity reallocation: At time t = 1, 2, · · ·, find a node which has the largest unoccupied capability. If the unoccupied capability is greater than 1 unit, then reallocate 1 unit of capability from this node to another one whose capability is fully occupied.
As we mentioned above, the algorithm decomposes the optimization problem into two parts, corresponding to two optimization objectives. More specifically, the optimization of system utility is fulfilled by the node algorithm and flow algorithm, and the optimization of utilization ratio of capacity is fulfilled by the capacity reallocation process.
The idea of the algorithm is quite straightforward: In the first part, the flow rate is adjusted. To do that, each flow has its traffic generation rate, and each node is assigned a Lagrange multiplier, which can be interpreted as the "price" for each unit of traffic passing through this node. As the algorithm works, if a node is too busy, it raises its price. Then the flows passing through it have to decrease the traffic generation rates. In this way, the price and flow rate evolve [15] . In order to guarantee the convergence of the algorithm, the utility function U i (x i ) is assumed to be increasing, strictly concave, and continuously differentiable [10] .
In the second part, the capacity distribution is adjusted. We assume the values of capacities are all integer. Therefore, the minimum amount of capacity reallocation is 1 unit. Here we only reallocate the unoccupied capacity of one node to another node which uses up all the capacity. In this way, we can guarantee that the reallocation of capacity does not make the traffic generation rate of any flow smaller. This is because the capacity being taken is not used by any flow. Moreover, the reallocation of capacity helps the bottleneck node (or one of them) accommodate higher traffic load. As a result, it may benefit some flows and consequently increase the aggregate utility. In this way, our algorithm performs better, or at least as good as, previous algorithms with a fixed capacity distribution.
The first part of the algorithm is motivated by the work of Low and Lapsley [10] . In their work, they assume the capacity distribution is given and unchangeable. Thus, they did not provide a method to achieve the optimal capacity distribution (which is the second part of our algorithm). Furthermore, In their model, even if the capacity distribution is set to be optimal for the current traffic condition, it is not optimal any more if the network structure is changed (e.g., one node is added or removed) or the traffic condition is changed (e.g., one traffic flow is added or removed). In our algorithm, the capacity can be reallocated. This reallocation guarantees that our algorithm can find an optimal capacity distribution automatically. Even if the network structure or the traffic condition changes, the algorithm can still evolve to the new optimal capacity distribution.
We discuss the optimization performance of the algorithm. First, the convergence of the first part of the algorithm has been proven [10] . It can be guaranteed that our algorithm can achieve a globally optimal flow rate. In the second part, our algorithm uses a heuristic way to adjust the capacity. When the algorithm terminates, we can guarantee that there is no node with an unoccupied capacity greater than 1 unit. So an optimal capacity distribution is achieved. It is possible that the resulting capacity distribution is not globally optimal. Nevertheless, we can calculate the lower bound of the final utilization ratio for our algorithm. At the end of our algorithm, each node has only an unoccupied capacity at most one 2 . The total wasted capacity is less than N . So the lower bound of the utilization ratio at the optimization solution is
Obviously this lower bound increases when the total capacity n C n increases. When n C n is large enough comparing to the value of N , u approaches 1. In summary, our algorithm can achieve a local optimal capacity distribution, and under this capacity distribution, our algorithm can achieve a globally optimal flow rate. It should be noted that in most real-world networks, the node capacity does not change once the network is built. However, this algorithm is still meaningful as it can help us in the network planning process. Moreover, in some special networks, the node capacity can be modified. For example, in a wireless sensor network, a node can change its transmission capacity by changing the power limit it can consume [16] . In such kind of networks, this algorithm may find further applications.
Effect of different capacity distributions. -We investigate network models consisting of N = 500 nodes, L = 1000 links and S = 2000 flows. Two network models are considered. One is the BA scale-free network [17] and the other is the ER random graph [18] .
The optimization problem (2) has two objective functions. Therefore, the traffic performance can be measured by two indicators -the aggregate system utility w and the utilization ratio of capacity u. We define follows our commonsense that: i) the utility should be greater than or equal to zero; ii) the utility should be an increasing function of flow rate x i ; iii) when x i is very large, further increasing it can hardly increase the utility any more; iv) the utility should be related to the path length d i , which shows the fact that sending a flow to a remote destination brings more utility than to a close one. The performance of our algorithm is compared with that of three fixed capacity distributions. The first capacity distribution assumes that the capacity of a node n is proportional to its betweenness B n (i.e., C n ∼ B n ). In the second case, we set the capacity to be proportional to the node degree k n (i.e., C n ∼ k n ). The third capacity allocation rule is that each node has identical capacity, i.e., C m = C n , 1 m, n N . For these fixed capacity distributions, the optimization problem becomes max x w subject to Ax C (6) over x 0. Figures 1 and 2 give the simulation results. First, it shows how the performance indicators change as the total capacity n C n changes. Figure 1 indicates that the aggregate utility increases with the total capacity. This result agrees with our commonsense that providing more powerful nodes (with larger capacities) benefits the traffic on the network. On the other hand, as shown in fig. 2 , the utilization ratio of capacity changes in a quite different way. When the total capacity increases, the utilization ratios with fixed capacity distributions decrease, which means a larger proportion of capacity is wasted. Only when our algorithm is applied, the utilization ratio of capacity increases with the total capacity and Our algorithm can achieve higher performance than the fixed capacity distributions. Figure 1 indicates that our algorithm helps the network to achieve a higher aggregate utility. Comparing to the case where capacity is proportional to the betweenness, the improvement of utility shown here is not very significant. This is because the utility function is in a logarithm form (5) . When the flow rate is relatively large, the increase of utility becomes much slower as the rate increases. However, fig. 2(b) illustrates how the utilization ratio of capacity is improved significantly as our algorithm is applied. Indeed, as eq. (4) indicates, using our algorithm, the utilization ratio increases as the total capacity increases. As the total capacity is sufficiently large, the utilization ratio approaches 100%.
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Comparing the results of the three fixed capacity distributions, the network achieves the best performance (both the aggregate utility and the utilization ratio of capacity) when the capacity is proportional to the betweenness. This is because the betweenness of node n is defined as the number of shortest paths between any pair of nodes which go through node n [19] . Since any node can be the source or destination, for this example, we randomly choose the sources and destinations and use the shortest-path routing strategy. The node betweenness is a relatively good measurement of the node's traffic load [20] . When the capacity is set to be proportional to the betweenness, most of the capacity is utilized, as previously discussed in packet level traffic [8] . Therefore, the network achieves relatively good traffic performance. On the contrary, because the traffic loads of different nodes are quite different, if we assign identical capacity to each node, the hubs become the traffic bottleneck [21] . Consequently, the utility and utilization ratio of capacity become much worse. As the node degree can show the popularity of a node in some sense, it performs better than the identical-capacity case. However, since it only gives a less accurate estimation of traffic load than the betweenness can do, assigning capacity according to the degree performs worse than the one based on betweenness.
Nevertheless, fig. 2 also indicates that using betweenness as the measurement of load is not the optimal choice. For example, when the capacity is proportional to the node betweenness and the total utility n C n = 10000, the utilization ratio is 94.11% in the BA scale-free network and 97.49% in the ER random graph. If the total utility increases, the utilization ratio is even worse. Indeed, comparing the definition of betweenness with the traffic dynamics in our case, only when each node generates an identical number of flows and each flow has identical rate, then the betweenness can be considered as an ideal measurement of traffic load. However, these conditions are too difficult to be satisfied in practice. First, in the traffic model, the source-destination pairs are randomly determined. Only when the number of flows is sufficiently large, we can say that each node generates a roughly identical number of flows. Second, even if the first condition is satisfied, at the solution of optimization problem (6), it is almost impossible for different flows to achieve identical rate. Figure 3 gives an example of flow rate distribution. Here the rates of most flows concentrate around two. But still, some flows have rates much greater than two, and some flows have rates much lower than two. Because of the different flow rates, the betweenness and the real traffic load are not strictly proportional. Consequently, it is not optimal to use betweenness to represent traffic load.
Comparing two network topologies, the performance of the ER random graph is better than that of BA scale-free network. The ER random graph has a higher utility because it has a longer average path length. In our simulations, the average path length is around 4.65 (vs. 3.72) for the ER random graph (vs. the BA scale-free network). As the utility function (5) is proportional to the path length, a flow with a longer path has a higher utility. Another possible reason is that the random graph is a homogeneous network so that the traffic is well distributed among the whole network. This is especially the case when the capacity is identically distributed, where the traffic in a BA scale-free network is mainly constrained by those nodes with a large number of connections. The second reason can also explain why the ER random graph has a higher utilization ratio of capacity. We compare the optimal node capacity with the node betweenness. The correlation coefficient of them is plotted in fig. 4 . The correlation is very high, indicating that the capacity proportional to the betweenness is quite close to the optimal value. However, as shown in fig. 2 , the small difference on capacity distribution turns the trend of utilization ratio of capacity from decreasing to increasing, as the total capacity increases. This could have significant economic consequences in practice.
We analyze the effect of initial capacity distribution. We compare three different distributions. For each of them, we simulate 10 times and get the average running time. The results indicates that the running time is quite dependant on the initial condition. If the initial capacity is proportional to the node betweenness, the algorithm terminates after 1568 iterations. For comparison, if the initial capacity is proportional to the node degree, the algorithm runs 3522 iterations; if the initial capacity is identical for all nodes, then the running time is the longest, 27256 iterations. Indeed, if the initial capacity distribution is quite similar to the optimal one, the reallocation task is easy to be fulfilled and the algorithm converges fast. Figure 4 suggests that the distribution proportional to the betweenness is quite close to the optimal capacity distribution. In our simulation, we actually prefer this setting. Of course, this conclusion is drawn based on the fact that the sources and destinations are randomly selected. In some specific cases where the sources and destinations are not randomly assigned, it is better to assign the initial capacity distribution according to the specific condition. However, in all cases, our algorithm can adjust the capacity optimally and thus can perform better than the previous algorithms with a fixed capacity distribution.
The time complexity of our algorithm is higher than previous ones with a fixed capacity distribution, since we consider both the system utility and utilization ratio of capacity as the optimization objectives. First, our algorithm needs more iterations to adjust the capacity distribution. With the above simulation settings, our algorithm needs around 1568 iterations. For comparison, the previous one with a fixed capacity distribution [10] needs only 910 iterations (also averaged over 10 simulations). Furthermore, our algorithm needs a little more time in each iteration to adjust the capacity distribution. But the time consumed for this purpose is much less than the time needed to compute the flow rates and Lagrange multipliers. Considering the above two influences, the actual running time for our algorithm is still less than twice of the time for the previous fixed capacity algorithm.
It is possible to reallocate more than one unit of capacity in each iteration. The risk of this greedy strategy is that it may make the system change so much that the system needs longer time to adapt. For example, the capacity is used to compute the Lagrange multipliers. If the capacity distribution changes severely, it may influence the convergence rate of the computation. Simulations prove this risk. It costs around 1862 iterations before the algorithm terminates. It is longer than 1568 iterations if only 1 unit of capacity is adjusted in each iteration.
Conclusions. -In summary, we study how the capacity distribution affects the traffic dynamics. It is obvious that the capacity of a node should fit the traffic load at this node. To this end the capacity was previously suggested to be proportional to the betweenness because the latter was often used as a measurement of traffic load. However, our study shows that the betweenness may not be an accurate measurement, given that traffic generation rate can be different at different nodes. To achieve better performance, we propose an iteration algorithm with capacity optimization. At the solution of this algorithm, not only the aggregate utility but also the utilization ratio of capacity reaches the maximum. * * * YX would like to thank Dr J. Fan for useful discussions. We thank the anonymous reviewers for their valuable comments and suggestions. This work was supported by the Australian Research Council's Discovery Projects Scheme (Project number DP0774156).
