This paper is concerned with numerical analysis of the transient elastodynamic problems by the dual reciprocity BEM (DRBEM) in space combined with the differential quadrature method (DQM) in time. Emphasis is placed on a comparative study of various time-marching schemes. Three numerical examples considered are for the longitudinal forced vibration of plates and the transverse free vibration of membranes. To authorsÕ best knowledge, this is the first attempt to apply the DQM to the second-order time derivative in the DRBEM elastodynamic formulations. A recent approach using boundary conditions in the DQM was here extended to handle the initial conditions of elastodynamic problems. The resulting algebraic formulation is a Lyapunov matrix equation, which can be very efficiently solved by the Bartels-Stewart algorithm. It is revealed that the DQM is an unconditionally stable algorithm and gives much better accuracy than the standard finite difference schemes such as the Wilson θ, Newmark and Houbolt methods, for the same time step size for the cases considered.
Introduction
Recently, the introduction of the dual reciprocity boundary element method (DRBEM) [1-3] has been bringing a major breakthrough in the BEM analysis of time-dependent problems. The DRBEM has been widely recognized as a technique which can retain the boundary-only merit in the BEM analysis of general nonlinear and linear time-dependent problems [3] . Nowadays, the application of the DRBEM to various transient problems has been a subject of growing interest. The boundary integral equations for the DRBEM are dependent only on geometrical data and free of interior cells. The resulting DRBEM formulation of initial-boundary value problems is therefore expressed in the standard form of ordinary differential equations of initial value problems, which can easily be solved by the mature time integrators.
In conjunction with the DRBEM discretization in space, the predominant numerical procedures currently used for time integration in analysis of elastodynamic problems are finite difference approximations such as the Newmark, Houbolt and Wilson methods, which is similar to the situation in the FEM. In compound sources of errors due to approximate representations of spatial and time derivatives, it is seen that the accuracy and computing efficiency of the resulting solutions depend greatly on the proper choice of time-marching schemes.
Some pioneer works on the DRBEM analysis of elastodynamics are due to Nardini and Brebbia [1], Loeffler and Mansur [4] . They have concluded that the Houbolt method is preferred in the DRBEM since the artificial damping inherent with this method can effectively depresses influence of higher modes in the response. Kontoni and Beskos [5] also followed this idea to choose the Houbolt method in the DRBEM analysis of dynamic elastoplastic problems. However, this conclusion is not in agreement with the common sense in the FEM dynamics analysis that the Newmark method is normally preferred to other methods [6] . There exist some definite shortcomings in the Houbolt method; it is recognized that high numerical damping in the Houbolt method often impairs the accuracy of the solutions due to undesirable amplitude attenuation if large time step is used, especially for structural dynamic problems in which the response is often dominated by the low-frequency components of the system [7] . Furthermore, Hilber and Hughes [8] have pointed out that the self-starting is one of essentially desirable properties of a competitive numerical integrator for most elastodynamic problems, while the Houbolt method necessarily requires a distinct starting procedure and fails to satisfy this condition. The time integrators of such type not only increase the programming labor but also may cause some complexity of computing. Numerical experiment which preferred to the Houbolt method in [3, 4] was an elastic wave propagation problem in which the contribution of high frequency structural modes to the response is important. However, in the cases of such type, the explicit algorithms are very efficient and rather frequently used in practice [7] . In addition, the time step size used in [3, 4] was very small, and therefore, those experiments can not adequately provide an explicit comparison among a variety of integrators. It is clear from the preceding discussions that there is still a strong need to further investigate various numerical integrators in the DRBEM elastodynamic analysis.
On the other hand, Singh and Kalra [9] presented a comprehensive comparative study on the time integrators in the context of the DRBEM formulation of transient diffusion problems involving only the first-order time derivative. They concluded that the one step least squares algorithm was the most accurate and efficient numerical integrators among all the ones assessed. However, for the problems involving the Dirichlet boundary condition, all time integration methods used in [9] encountered a sharp drop in accuracy and efficiency of computation. Very recently, the present authors [10] employed the differential quadrature method (DQM) to approximate the first-order time derivative in the DRBEM analysis of the same transient diffusion problems investigated in [9] . It was found that the obtained solutions of the Dirichlet problems are very accurate with comparatively much less computing effort than the other existing methods. This work has also revealed that the inefficiency of the DRBEM analysis of the Dirichlet problems reported in [9] are due to the numerical integrator in time rather than the DRBEM discretization in space.
The success in applying the DQM for the diffusion problems has been encouraging the present authors to further extend the method along with the DRBEM to the elastodynamic problems with the second-order time derivatives. This paper also places emphasis on a comprehensive comparative study of various standard time-marching schemes in the context of the DRBEM formulation of elastodynamic problems. The inplane forced vibration of plates and the transverse free vibration of membranes are taken as numerical examples because their analytical solutions are easily obtainable.
The DQM [11, 12] may not be well known in computational community due to its recent origin. The method can be regarded as the Òdirect approachÓ of the traditional collocation method in the sense that the governing equations are analogized in terms of physical variables instead of usually fictitious expansion coefficients. Some details on this method are presented. It has been well known that the DQM as well as the collocation method shows the exponential rate of convergence. The weakness of this method is its flexibility for irregular geometry. Since the time domain has no such difficulty, the strengths of higher-order accuracy of the DQM can be fully exploited in approximating the time derivatives. In addition, the DQM also holds the unconditionally stable feature for accuracy of order more than two. This is due to the fact that the method is not a traditional time step scheme and circumvents the rigorous limitation of accuracy for unconditionally stable algorithms due to Dahlquist theorem [13] . On the other hand, the DQM advances progressively in time domain elementÐwisely from the initial state, and thus keeps the simplicity and flexibility of the standard time step methods. The resulting set of algebraic equations is in fact the Lyapunov matrix equation and can be very efficiently solved by the well-established Bartels-Stewart algorithm [14] . The total computing effort required in the DQM is comparable to the common implicit step methods. Following the ideas of recent work by Wang and Bert [15] for boundary value problems, this paper also develops a simple technique to exactly satisfy all the initial conditions in the DQM analogue of the dynamic systems with the second-order time derivatives.
Vibration of plates and membranes
The governing differential equation for the longitudinal vibration of plates and the transverse vibration of membranes can be expressed as
subject to the initial conditions:
and the displacement and traction boundary conditions:
where T u n = ∂ ∂ , in which n is the unit outward normal. It is assumed that the domain
Ω ∈R
2 is bounded by a piece-wise smooth boundary Γ=Γ u +Γ T .
In this study, the three typical vibration problems of plates and membranes with analytical solutions available in the literature are considered to evaluate the performances of the DQM, Newmark, Houbolt and Wilson methods in conjunction with the DRBEM spatial discretizations. The spatial variable domains of the test problems are square. It is noted that the analytical solutions of the longitudinal vibration of square plates considered are in agreement with those of one-dimensional rod cases [3, 23] .
Vibration of plate subjected to periodic in-plane force
The initial conditions of this case are assumed as
,
and the boundary conditions are specified as 
When a periodic in-plane force
is applied at the left side of plate as shown in Fig. 1 , we can derive the analytical solution [16, 17] :
where a denotes the length of the plate edges; A is area of cross section; E is the Young modulus and p the density of the plate material. The traction can be obtained by
Free vibration of membranes
It is assumed that a square membrane of a×b is released from rest in an initial position and velocity, i.e., ( 1 1 )
By using formulas given in [18] , the analytical solution for this case is given by
where
, T and S are tension and density, respectively.
Vibration of plate subjected to Heaviside-type impact load
In this case, the initial and boundary conditions are the same as Eqs. (5a,b) and (6a,b) of example 1. An impact load of Heaviside type
is enforced at the left side of plate as shown in Fig. 1 . The analytical solution is given by
The traction can be evaluated by Eq. (9).
DRBEM discretization in space
The governing equation (1) can be weighted by the fundamental solution u * of Laplace operator as follows:
Applying Green's second identity to Eq. (15) yields 
where the superimposed dot represents the time derivative, the j are unknown functions of time, and N and L are the numbers of the boundary and selected internal nodes, respectively. The coordinate functions used in this paper were presented by Wrobel and Brebbia [2] . These functions are also linked with S
Therefore, we have
Eq. (15) can finally be reduced to
where η ∂ψ ∂ j j n = . Note that j and f j are known functions. The resulting DRBEM formulation for the present transient elastodynamic problems is given by
where 
where u and T are divided into two parts corresponding to Γ u and Γ T parts of the boundary, we can in general havê˙˙M u Hu Mu Hu G T 
In particular, we havê˙˙M
for forced vibrations when only external traction is applied, which is the case for examples 1 and 3 in this study. Note that all excitation sources are placed in the righthand side of Eq. (24) . All the coefficient matrices of these equations are dependent only on the geometric data of the problem. The remaining solution procedure is the same as the treatment of the standard initial value problems. The desired traction can be easily calculated after the solutions of the above differential system are accomplished.
The linear element (∆ =0.1) was employed in the present DRBEM discretization as shown Figs. 1 and 2. For examples 1 and 3, one internal point is placed in the center of domain, as shown in Fig. 1 . For example 2, 33 internal points are used due to the fact that a homogeneous boundary condition u=0 is applied at all the boundary (Fig. 2) .
DQM approximation in time
The DQM is in fact a variant of the standard collocation methods. The advantages of the DQM over the latter were well established in [11, 19] . First, the practical physical values are directly computed in the DQM, whereas the collocation methods use the indirect expansion (spectral) variables. This greatly simplifies implementations and manifests the DQM in easy-to-choose starting solutions of nonlinear iterations. It is noted that the fictitious expansion variables in the collocation methods usually have not physical meanings and are therefore difficult to choose initial iterative solutions for nonlinear problems [20] . Second, the DQM provides more flexibility to choose grid points to enhance the rate of convergence [19] . For more details of the method see Bert and Malik [11] and references cited therein.
The DQM analogue of the first-and second-order derivatives of function f(t) can be expressed as
where t j Õs are the discrete points in the temporal variable domain. f(t j ) is the function values at these points, A ij and B ij are the related DQM weighting coefficients for the first and second order derivatives, respectively. In the present study, the Chebyshev-GaussLobatto collocation points are used in each time element of the DQM, namely,
where s denotes the length of DQM time element. N is the number of grid points.
The DRBEM formulations (23) and (24) can be expressed as the standard forṁu
is stiffness matrix. By using simple algebraic transformation
where t 0 is the initial instance of each DQM time element, Eq. (27) is restated aṡż
where F=f−Ku 0 −Kv 0 t+Kv 0 t 0 , and the respective two initial conditions (2a, b) are set zero, namely,
The above transformation is a key step to apply initial conditions exactly in the DQM approximation of the second-order time derivative. The DQM analogue of the first-order time derivative can be stated as
according to the initial condition (30a), and value problems presented by Wang and Bert [15] .
In terms of approximate formula (32), Eq. (29) can be analogized as 
Solver of Lyapunov matrix equations
It is easy to transform the resulting algebraic formulation of the Lyapunov equation (33) into a standard form of simultaneous algebraic equations applicable to being solved by the LU decomposition method. However, such procedure will fail to fully utilize the special structure inherent with the Lyapunov equation so that the computing effort is not necessarily high. In the present study, the so-called Bartels-Stewart algorithm [14] was utilized to solve the Lyapunov algebraic matrix equation (33). The performances of this method are very efficient, stable and accurate. The solution procedures include the following four steps:
Step 1: Reduce K and B T of equation (34) into certain simple form via the similarity transformations G=P -1 K P and R= V -1 B T V.
Step 2: Q=P -1 FV for the solution of Q.
Step 3: Solve the transformed equation GY+YR=Q for Y.
Step Therefore, the present DQM scheme is comparable in computing effort to that of the normal step implicit methods.
A-Stability
It is centrally important whether or not an algorithm is stable in the integration solution of ordinary differential equations. It is known that the collocation method is A-stable [20] which is, in the terminology of computational structural dynamics, unconditionally stable.
Therefore, the DQM is also unconditionally stable due to the actual equivalence to the collocation method.
Error estimation and accuracy
The accuracy of the algorithms is of vital importance in computing efficiency and closely related to the truncation error. The error estimator of the DQM approximation of the second order derivative of function f(t) is given by [12] According to formula (34), the accuracy of the DQM is O(∆t N-1 ), for example, ten order of accuracy when N=11. Due to Dahlquist [13] , there is no third-order accurate unconditionally stable linear multistep method, and the maximum order of accuracy in the step methods up to two in order to preserve the A-stability. The DQM is not a traditional multistep algorithm and therefore circumvents this rigorous limitation of solution accuracy. The DQM can produce accurate solutions by using larger time step, while still attaining the desirable A-stability merits.
Results and discussions
In this section, the numerical results of three examples in section 2 are provided and In particular, undesirable high numerical damping of the Houbolt method is also observed from Fig. 8 .
In conclusion of the above two examples, there are essential differences in the accuracy, amplitude attenuation and phase shift behaviors between the DQM and the standard difference schemes if large time step is chosen for computing economy. This is easily explained by the fact that the DQM is characterized as high accuracy and rate of convergence we referred to in the previous section 4. It is commonly known that for periodic system analysis, the major factors affecting accuracy of a given method should be truncation error, numerical damping, and frequency distortion. 11 shows that the Newmark, Houbolt and Wilson methods confront an obvious fall in solution accuracy when using large ∆t=0.5. Also, an evident amplitude attenuation and phase shift is observed in the Houbolt method. The DQM remains the exact solutions for ∆t=0.5 and behaves very well over any other methods.
High order modes have a strong effect on the traction response behavior of example 3.
This fact is easily observed from Figs. 12-14. It is seen from Fig. 12 that the solutions of all methods have oscillations when very small step size ∆t=0.05 is employed. Among them, the Houbolt method gave the best solutions with the smallest fluctuations. The high artificial damping of the Houbolt method becomes beneficial in this case. This is one of the major reasons in [3, 4] to conclude that the Houbolt method is preferred over the other finite difference schemes. However, as was mentioned previously, it was in generally recommended that the explicit method is more efficient for this type of problems in which the high and intermediate frequency components have important affect on the response [7] . The explicit methods are much cheaper and simpler than the implicit algorithms. The weakness in the explicit methods lies in that the numerical stability requires employing the very small time steps. In such case, the explicit methods are much more advantageous in applying the small time step size than the implicit Houbolt method. We confine our attentions in this paper within the implicit methods. For more details on explicit methods see Dokainish and Subbaraj [22] .
To investigate the affect of step size on the oscillations of the traction solutions, Figs Figs. 12-14, it is concluded that for the Houbolt method, the time step should necessarily be small enough to produce adequately accurate solutions. In contrast, the DQM method can smooth the solutions and alleviate the oscillation effect of high order modes by using the larger time step. From the viewpoint of computational economy using coarse time step, the DQM appears the method of choice for this case.
The foregoing discussions indicate that, for the cases where response is primarily How to satisfy all initial conditions exactly is a key step to successfully implement the DQM to analogize the second order derivatives in time. There exist two competitive approaches employing multiple boundary conditions in the DQM solution of high-order boundary problems [11, 12, 15, 25] . This paper follows the basic idea in Wang and Bert [15] to incorporate initial conditions into the modified DQM coefficient matrix. It is still possible to develop a different approach by analogy with the strategy in [12, 25] . In addition, the choice of grid spacing in each DQM time element should have some effect on the solution accuracy as in the DQM solution of boundary value problems. The study of the above these problems are now under way. 
