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Abstract
It is shown, that by means of a special projection operator, the
Liouville equation for an N-particle distribution function of classical
particles, driven from an equilibrium state by an external field,
can be exactly converted into a closed linear homogeneous
Generalized Master Equations (GMEs) for an s-particle (s < N)
distribution function. The obtained linear time-convolution and
time-convolutionless GMEs define a subdynamics in the s-particle
phase space and contains no inhomogeneous initial correlations terms
as compared to the conventional GMEs. No approximation like
”molecular chaos” or Bogoliubov’s principle of weakening of initial
correlations is needed. The initial correlations are ”hidden” in the
projection operator and thus they are accounted for in the obtained
equations. For the weak interparticle interaction and weak external
field, these equations are rewritten in the second order of the
perturbation theory. Essentially, that they contain the contribution of
initial correlations in the kernel governing the evolution of an s-particle
distribution function. In particular, the evolution equation for a
one-particle distribution function is obtained and its connection to the
nonlinear Landau and the Fokker-Planck equations is discussed. The
obtained results are related to the general issues of statistical physics
and to the physical applications (plasma physics).
1 Introduction
One of the basic tasks of the nonequilibrium statistical physics remains the deriv-
ing of the appropriate evolution equations for the measurable values (statistical
expectations) characterizing a nonequilibrium state of a many-particle system.
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It is expected that these equations should generally be evolution equations con-
verting into kinetic (or other irreversible) equations after taking some scaling
limits. The principal question is: How to derive such equations rigorously from
underlying microscopic reversible classical or quantum dynamical equations?
Several approaches are usually used to address this problem commonly starting
with the Liouville equation for a distribution function (classical mechanics) or
the von-Neumann equation for a statistical operator (quantum mechanics) for
the N -particle (N ≫ 1) system under consideration. The problem is that it
is impossible to resolve these equations due to a huge number of variables on
which a distribution function (statistical operator) depends. Fortunately, we do
not need such an excessive information, and a distribution function (statisti-
cal operator) for a much smaller s << N number of particles is necessary for
calculation of the measurable values of interest. But due to the interparticle
interaction, the strict derivation of the completely closed equations for these
reduced distribution functions (marginals) is still a challenging problem. The
approximations allowing to obtain closed evolution equations for marginals, such
as the Bogoliubov principle of weakening of initial correlations [1] or RPA, actu-
ally imply selecting the specific uncorrelated (factorized) distribution function
(statistical operator) as an initial state of the system, and then the problem of
the ”propagation of chaos” with time should be resolved. Strict justification of
the propagation of ”molecular chaos” turned out to be not an easy task. It was
supposed to be true in the so-called ”Boltzmann-Grad limit” [2, 3]. It is also
worth noting that the nonlinearity of the kinetic equations, derived from the lin-
ear Liouville (or von-Neumann) equation, comes from the nonlinear (factorized)
initial state ([4]), which is not a realistic one [5].
In the approach leading to the so called generalizedmaster equations (GMEs),
an N -particle distribution function FN (x1, . . . , xN ; t) (we will focus on the clas-
sical physics case when xi = (xi,pi) is the coordinate of the i−th particle in the
phase space) is divided into the essential (relevant) ρr(x1, . . . , xN ; t) and inessen-
tial (irrelevant) ρi(x1, . . . , xN ; t) parts by using some projection operators P and
Q = 1 − P . Applying the projectors P and Q to the Liouville equation, one
can obtain the time-convolution (non-Markovian) GME (TC-GME) [6], [7], [8]
and time-convolutionless (time-local) GME (TCL-GME) [9], [10], which are the
exact equations for the relevant part of a distribution function usually selected
as a part of a distribution function with no correlations between the selected
(by P ) subsystem and remaining part of the system. However, these equations
are the inhomogeneous ones, i.e., include a source (irrelevant part) containing
all many-particle correlations at the initial instant t0. In general, these initial
correlations pose a problem to deal with, and Bogoliubov’s principle of weaken-
ing of initial correlations or simply the factorized initial conditions (RPA) are
commonly used to exclude initial many-particle correlations (a source). These
approximations result in an approximate closed linear homogeneous GMEs for
the relevant part of the distribution function.
The GMEs approach is standard for the important case of a subsystem S of
the total system interacting with the remaining part B of a full system in an
equilibrium state (a thermal bath). In this case, the factorizing initial condition
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for the distribution function FN (t) of the whole N -particle system
FN (t0) = FS(t0)F
eq
B (1)
is conveniently used (FS(t) =
∫
dxBFN (t) is a subsystem distribution function
defined as the integrated over the thermal bath states the full N -particle dis-
tribution function, F eqB is the bath equilibrium distribution function), and the
standard projection operator for this case is defined as
P (...) = F eqB
∫
dxB(...). (2)
On the other hand, the Prigogine school was developing an approach (see,
e.g., [11]) based on the introducing of the projection operator selecting the ki-
netic part of a distribution function (statistical operator) of a many-particle
system. The projector is defined in such a way that the evolution of this ki-
netic component is described by the closed homogeneous kinetic equation (with
no irrelevant initial moment source term) and this process is termed as subdy-
namics. Such an approach is rather complicated, depends on several unproved
conditions, and no specific projection operator of this type was identified. More-
over, the factorized initial state of the whole system was again used in order to
obtain the nonlinear kinetic equation [11].
In this paper, we apply the GME approach to considering an evolution in
time of a classical many-particle system driven by an external force from an
initial equilibrium state of the whole system. We show, that there is a specific
projection operator selecting the relevant part of the N -particle distribution
function which is governed by the exact homogeneous closed linear GMEs. The
initial correlations are comprised into the projection operator. These equa-
tions are equivalent to the closed evolution equations for the reduced s-particle
(s < N) distribution function. For a small interparticle interaction, the projec-
tion operator can be expanded in the interaction series, and thus the corrections,
given by initial correlations, can be found. Therefore, we provide the example of
the existence of the operator exactly projecting the N -particle dynamics on the
s-particle one and suggest the method of accounting for initial correlation. We
apply this approach to the weakly interacting system of classical particles. In
particular, the evolution equation for the one-particle distribution function ac-
counting for initial correlations is obtained in the second order approximation in
the interparticle interaction and for a weak external field. The connection of this
equation to the nonlinear Landau equation and to the Fokker-Planck equation
for the weakly interacting gas of classical particles in the space-homogeneous
case is discussed. The obtained results seems important for the general prob-
lems of the statistical physics as well as for the physical applications, e.g., for
the plasma physics.
3
2 General formalism
Let us consider the Liouville equation for a distribution function FN (t, t0) of N
interacting classical particles
∂
∂t
FN (t, t0) = −L(t)FN (t, t0),∫
...
∫
dxNFN (t, t0) = 1, dx
N = dx1...dxN , (3)
where FN (t, t0) = FN (x1, ..., xN ; t, t0) is a function of N variables xi = (ri,pi)
(i = 1, ..., N) representing the coordinates and momentum of the particles, L(t)
is the Liouville operator acting on FN (t, t0) as
L(t)FN (t, t0) = {H(t), FN (t, t0)}P =
N∑
i=1
{
∂FN(t, t0)
∂ri
∂H(t)
∂pi
−
∂FN (t, t0)
∂pi
H(t)
∂ri
}.
(4)
Here, {H,FN (t, t0)}P is the Poisson bracket and H(t) is the Hamilton function
for the system under consideration generally dependent on time.
The formal solution to Eq. (3) is
FN (t, t0) = U(t, t0)FN (t0, t0), (5)
where the evolution operator U(t, t0) is defined as
U(t, t0) = exp[−
t∫
t0
dξL(ξ)],
U(t0, t0) = 1. (6)
It is practically impossible to solve Eq. (3) for a many-particle system. For-
tunately, however, in order to calculate the measurable values (statistical ex-
pectations) of interest, one usually only needs to know the reduced distribution
functions (marginals) Fs(t, t0) = Fs(x1, ..., xs; t, t0) dependent on much smaller
number of variables s << N . In general, the s-particle (s ≤ N) distribution
function is defined as [1]
Fs(t, t0) = V
s
∫
· · ·
∫
dxN−sFN (t.t0), dx
N−s = dxs+1...dxN , (7)
where V is the volume of a system. From (3), we have the normalization con-
dition for the reduced distribution functions Fs∫
· · ·
∫
dxsFs(t.t0) = V
s, dxs = dx1...dxs. (8)
Thus, an average value of a function of the dynamic variables of the group of s
particle is defined by the reduced distribution function Fs as
< As >t,t0=
∫
...
∫
dxNAsFN (t, t0) =
∫
...
∫
dxsAs
1
V s
Fs(t, t0). (9)
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In order to obtain equations for the reduced distribution functions, it is
convenient to employ the standard projection operator technique [6], [7], [8]
and to break FN (t, t0) into the relevant ρ
s
r(t, t0) and irrelevant ρi(t, t0) parts
FN (t, t0) = ρ
s
r(t, t0) + ρi(t, t0),
ρsr(t, t0) = PFN (t, t0), ρi(t, t0) = QFN (t, t0) = FN (t, t0)− ρ
s
r(t, t0) (10)
with the help of some projection operators P and Q = 1 − P (P 2 = P , Q2 =
Q, P + Q = 1, PQ = 0). We note, that the relevant and irrelevant parts
depend on coordinates and momenta of all N particles in contrast to the reduced
distribution functions (like Fs(t, t0)). The relevant part ρ
s
r(t, t0) is conveniently
defined in such a way that it is related to the reduced distribution function of
interest Fs(t, t0), i.e., the projection operator selects a relevant (”vacuum”) part
of FN (t, t0), which contains no correlation between a subsystem (a group of s
particles) and an environment (remainingN−s particles), and actually describes
the evolution of Fs(t, t0). Then, the irrelevant part of the distribution function
ρi(t, t0) contains all correlations between a subsystem and an environment.
Applying the projection operators P and Q to Eq. (3), it is easy to obtain
the equations for the relevant and irrelevant parts of FN (t)
∂
∂t
ρsr(t) = −PL(t)[ρ
s
r(t) + ρi(t)],
∂
∂t
ρi(t) = −QL(t)[ρ
s
r(t) + ρi(t)] (11)
(from now on we put t0 = 0). A formal solution to the second Eq. (11) has the
form
ρi(t) = −
t∫
0
UQ(t, τ)QL(τ)ρ
s
r(τ)dτ + UQ(t, 0)ρi(0),
UQ(t, τ) = exp[−
t∫
τ
dξQL(ξ)Q],
ρi(0) = FN (0)− PFN (0), FN (0) = FN (0, 0). (12)
Inserting this solution into the first Eq. (11), we obtain the conventional
exact time-convolution generalized master equation (TC-GME) known as the
Nakajima-Zwanzig equation for the relevant part of the distribution function
∂
∂t
ρsr(t) = −PL(t)ρ
s
r(t) +
t∫
0
PL(t)UQ(t, τ)QL(τ)ρ
s
r(τ)dτ
− PL(t)UQ(t, 0)ρi(0). (13)
This equation is quite general and valid for any initial distribution function
FN (0). Serving as a basis for many applications, Eq. (13), nevertheless, contains
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the undesirable and in general non-negligible inhomogeneous term (the last term
in the right hand side of (13)), which depends via ρi (0) on the same large
number of variables as the distribution function at the initial instant FN (0)
and includes all initial correlations. Therefore, Eq. (13) does not provide for a
complete reduced description of a multiparticle system in terms of the relevant
(reduced) distribution function. Applying Bogoliubov’s principle of weakening
of initial correlations (allowing to eliminate the influence of ρi(0) on the large
enough time scale t≫ tcor) or using a factorized initial condition (see (1)),when
ρi (0) = QFN (0) = 0 (i.e., e.g., FN (0) = ρ
s
r(0)), one can achieve the above-
mentioned goal and obtain the homogeneous GME for ρsr(t), i.e. Eq. (13) with
no initial condition term. However, obtained in such a way homogeneous GME
is either approximate and valid only on a large enough time scale (when all initial
correlations vanish) or applicable only for a rather artificial (actually unreal, as
pointed in [5]) initial conditions (no correlations at an initial instant of time).
In addition, Eq. (13) poses the problem to deal with due to its time-nonlocality.
However, it is possible to obtain the time-local equation for the relevant part of
the subsystem distribution function [12, 9, 10] (see also below).
Then, the interesting question arises: Is it possible to obtain exact and
completely closed (homogeneous) GME, i.e. the equation with no inhomoge-
nous initial correlations term? It means that the initial correlations would be
contained in the kernel governing the evolution of the relevant part of the dis-
tribution function. As we already mentioned in the Introduction, there are the
ways to include initial correlations into consideration on an equal footing with
collisions (see [13, 14, 15, 16].
The initial equilibrium state for the whole system provides the new opportu-
nities for obtaining the homogeneous GMEs. It was demonstrated in the recent
works [17, 18]), where the quantum case of the subsystem (like an electron)
interacting with a heat bath (like the equilibrium boson field) was considered
and the projection operator P is of a standard form (the quantum version of
(2)) was employed.
3 Completely closed (homogeneous) equations
for a reduced distribution function
One can consider the following problem: Is it possible to introduce such a pro-
jection operator which allows for converting the Liouville equation (3) into a
completely closed (homogeneous) GME? If so, then this projection operator
should comprise in some way the initial correlations. This idea is reminiscent
of an approach, which had been developing by Prigogine with coworkers (see,
e.g. [11]). They assert that it is possible to formally introduce some projec-
tion operator Π allowing for the exact dividing of the N -particle distribution
function into the kinetic fk(t) and nonkinetic parts (both include ”vacuum”
and correlated terms), and the ”vacuum” part of the kinetic part V fk(t) (the
projection operator V selects the ”vacuum” part of fk(t) with no correlations)
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satisfies the completely closed (homogeneous) kinetic (irreversible) equation like
Eq. (13) but with no source term (the third term on the r.h.s. of (13)) and the
infinite (∞) upper limit of the integration over τ . Such an evolution of V fk(t)
was termed subdynamics. However, this approach is very formal, includes some
not generally proven conditions, and contains no explicit form of the projection
operators Π and V for an arbitrary N -particle system.
Now we will show for the N -particle classical system driven from an initial
equilibrium state ρeq by an external force that there is an explicit projection
operator enabling one to obtain homogeneous closed time-convolution and time-
convolutionless (time local) generalized master equations for a relevant part of
N -particle distribution function.
Thus, we now suppose that up to the moment of time t = 0 the system is in
an equilibrium state with the Gibbs distribution function
FN (t ≤ 0) = ρeq = Z
−1 exp(−βH), β = 1/kBT, Z =
∫
...
∫
dxN exp(−βH),
(14)
but just after t = 0 (at t > 0) an external force is applied to a system. For what
follows, it is convenient to present the system’s Hamilton function as
H(t) = Hs +HΣ + H˜sΣ +H
F (t),
HF (t) = 0, t ≤ 0. (15)
Here, we selected the group of s particles (described by Hs), which interacts
(through H˜sΣ) with an environment Σ of other N − s particles (described by
HΣ), and H
F defines the influence of an external field.
Then, we the Liouville equation (3) can be written as
∂
∂t
FN (t) = −L(t)FN (t), t > 0,
∂
∂t
FN (t) = 0, t ≤ 0, (16)
and the Liouville operator L(t) = Ls + LΣ + L˜sΣ + L
F (t). The formal solution
to Eq. (16) is
FN (t) = U(t)ρeq, t ≥ 0,
FN (0) = ρeq, (17)
where the evolution operator U(t) is defined by (6) (at t0 = 0).
Conventionally, a natural choice for a projection operator in Eq. (13) is
the operator of the type given by (2). For a system of classical particles under
consideration, such projection operator can be defined as
P (...) = ρΣ
∫
...
∫
dxN−s(...), Q(...) = 1− P (...),
ρΣ =
1
ZΣ
exp(−βHΣ), ZΣ =
∫
...
∫
dxN−s exp(−βHΣ), dx
N−s = dxs+1...dxN ,
(18)
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and the relevant and irrelevant parts of FN (t) are
ρsr(t) = ρΣ
1
V s
FS(t),
ρi(t) = FN (t)− ρΣ
1
V s
FS(t). (19)
We see from Eqs. (13) (14), that for such a choice of the projector, ρi(0) =
ρeq − ρΣ
1
V s
FS(0) 6= 0. It is also worth noting, that formal introducing of the
distribution function ρΣ in (18) does not generally mean that the environment
of N − s particles is in the equilibrium state.
Let us now introduce the following projection operators Ps and Qs
Ps(...) = ρ
s
Σ
∫
...
∫
dxN−s(...), Qs(...) = 1− Ps(...),
ρsΣ =
1
ZsΣ
exp[−β(HΣ + H˜sΣ)],
ZsΣ =
∫
...
∫
dxN−s exp[−β(HΣ + H˜sΣ)]. (20)
It is not difficult to see that P 2s = Ps, Q
2
s = Qs, PsQs = 0. Then, we can divide
FN (t) into the relevant f
s
r (t) and irrelevant fi(t) components as (compare with
(19))
FN (t) = f
s
r (t) + fi(t)
f sr (t) = PsFN (t) = ρ
s
Σ
1
V s
FS(t),
fi(t) = QsFN (t) = FN (t)− ρ
s
Σ
1
V s
FS(t) (21)
Note, that in the case of the projector (20), we use the notations f sr (t) and
fi(t) for the relevant and irrelevant components, correspondingly, while for the
conventional projector P (18) we leave the notations ρsr(t), ρi(t) and Eq. (13).
It is not difficult to see that the dynamics of the average value (9) is completely
defined by the relevant part f sr (t) of FN (t), i.e.,
< AS >t=
∫
...
∫
dxsAs
1
V s
FS(t) =
∫
...
∫
dxNAsf
s
r (t). (22)
The projection operator Ps (20) has an interesting property, namely,
Psρeq = ρeq, QsFN (0) = 0. (23)
3.1 Time-convolution homogeneous GME
Thus, by applying the introduced projection operators Ps andQs to the Liouville
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equation (16), we arrive at the following homogeneous time-convolution GME
(compare with (13))
∂
∂t
f sr (t) = −PsL(t)f
s
r (t) +
t∫
0
PsL(t)UQs(t, τ)QsL(τ)f
s
r (τ)dτ,
UQs(t, τ) = exp[−
t∫
τ
dξQsL(ξ)]. (24)
Equation (24) shows, that in the considered case, the dynamics of the N -particle
distribution function can be exactly projected on the dynamics within its rele-
vant part subspace. It follows, that the evolution of the selected complex of s
particles can be described by the linear equation in the subspace of the cor-
responding coordinates xi = (ri,pi) (i = 1, ..., s) if we rewrite Eq. (24) as the
equation for an s-particle distribution function
∂
∂t
FS(t) = −
[∫
...
∫
dxN−sL(t)ρsΣ
]
FS(t)+

∫ ...∫ dxN−sL(t)
t∫
0
dτUQs(t, τ)QsL(τ)ρ
s
Σ

FS(τ).
(25)
3.2 Time-convolutionless homogeneous GME
Generally, the evolution equation (24) poses some problem to deal with due to
its time-nonlocality. It is possible, however, to obtain the exact homogeneous
time-local equation for the relevant part of the distribution function. The idea
is to take advantage of the evolution of the distribution function, defined by
(17), which leads to the relation
FN (τ) = U
−1(t, τ)FN (t),
U−1(t, τ) = exp[
t∫
τ
dξL(ξ)], (26)
Using (26) and the conventional projection operator (18), the well known time-
convolutionless equation for a relevant distribution function ρsr(t), which con-
tains the undesirable inhomogeneous term ρi(0) comprising the initial correla-
tions, can be obtained.(see [12, 9, 10]). We will show now, that the use of the
projector (20) instead of (18) leads to the completely closed homogeneous time-
convolutionless GME for the relevant part of the distribution function. We will
briefly conduct the derivation which is a rather standard one. First, we apply
the projector (20) to (26) and obtain
f sr (τ) = PsU
−1(t, τ)[f sr (t) + fi(t)]. (27)
9
We also have the equation for the irrelevant part fi(t) (see (12) and (23))
fi(t) = −
t∫
0
UQs(t, τ)QsL(τ)f
s
r (τ)dτ, (28)
where UQs(t, τ) is given by (24). From two equations (27) and (28) one finds
that
fi(t) = [1− α(t)]
−1α(t)f sr (t),
α(t) = −
t∫
0
UQs(t, τ)QsL(τ)PsU
−1(t, τ)dτ. (29)
Substituting fi(t) (29) into the projected by Ps equation (16)
∂
∂t
f sr (t) = −PsL(t)[f
s
r (t) + fi(t)], (30)
we finally obtain
∂
∂t
f sr (t) = −PsL(t)[1− α(t)]
−1f sr (t). (31)
If it is possible to expand the operator [1− α(t)]−1 into the series in α(t),
then the first two terms of this expansion results in the following time-local
equation (compare with (24))
∂
∂t
f sr (t) = −PsL(t)f
s
r (t) + PsL(t)
t∫
0
dτUQs(t, τ)QsL(τ)PsU
−1(t, τ)f sr (t). (32)
Equations (24) and (31) present the main result of this section. They show
that the projector (20) allows for selecting the relevant part f sr (t) of the multi-
particle distribution function FN (t) which satisfies the completely closed linear
time-convolution and time-convolutionless equations when a system is driven
from an initial equilibrium state (14) by an external force. They, in fact, describe
the evolution of the s-particles marginals on the arbitrary timescale. Thus, one
remains in the scope of the linear evolution given by the Liouville equation
(3) but should pay for this simplification by accounting for initial correlations,
which are conveniently ignored. It is also worth noting that the developed for-
malism only works in the framework of classical physics (when the terms of
the Hamilton function (15) commutes with each other). For quantum physics a
different approach is needed (see [17, 18]).
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4 Simplified homogeneous GMEs
Let us specify the Hamilton function H(t) (15) for the case of the identical
particles with the two-body interparticle interaction Vij as
H(t) = HS +HΣ + H˜sΣ +H
F (t),
Hs =
s∑
i=1
p2i
2m
+
∑
1≤i<j≤s
Vij(|ri − rj |)+ < HsΣ >Σ,
HΣ =
N∑
i=s+1
p2i
2m
+
∑
s+1≤i<j≤N
Vij(|ri − rj |),
H˜sΣ = HsΣ− < HsΣ >Σ, HsΣ =
s∑
i=1
N∑
j=s+1
Vij(|ri − rj |),
HF (t) =
N∑
i=i
Vi(ri, t), t > t0, H
F (t) = 0, t ≤ t0. (33)
.
Here, for simplicity, we take an external force HF (t) dependent only on ri, and,
for convenience, introduce the energy of the mean field < HsΣ >Σacting on the
s-complex by the ”equilibrium” environment
< HsΣ >Σ=
∫
...
∫
dxN−sρΣHsΣ, (34)
where ρΣ is given by (18). Note, that < HsΣ >Σdepends only on the coordinates
of s selected particles ri (i = 1, ..., s). For a space-homogeneous case, this mean
field does not depend on ri (i = 1, ..., s).
The corresponding to (33) Liouville operator L(t) is
L(t) = Ls + LΣ + L˜sΣ + L
F (t),
Ls =
s∑
i=1
[vi∇i − (∇i < HsΣ >Σ)
∂
∂pi
]−
∑
1≤i<j≤s
(∇iVij) · (
∂
∂pi
−
∂
∂pj
),
LΣ =
N∑
i=s+1
vi∇i −
∑
s+1≤i<j≤N
(∇iVij) · (
∂
∂pi
−
∂
∂pj
),
L˜sΣ = −
s∑
i=1
N∑
j=s+1
(∇iVij) · (
∂
∂pi
−
∂
∂pj
) +
s∑
i=1
(∇i < HsΣ >Σ)
∂
∂pi
,
LF (t) =
N∑
i=1
LFi (t), L
F
i (t) = −[∇iVi(ri, t)]
∂
∂pi
,
vi = pi/m,∇i =
∂
∂ri
, Vij = Vij(|ri − rj |). (35)
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Equation (24) and (31) can be rewritten and simplified if we take into account
the following operator properties
PsL
F (t) = PsL
F (t)Ps =
s∑
i=1
LFi (t)Ps,
PsL
F (t)Qs = 0, QsL
F (t)Ps =
N∑
i=s+1
LFi (t)Ps,
PsLs = PsLsPs = ρ
s
ΣLs
∫
...
∫
dxN−s, PsLsQs = 0,
QsLsPs = LsPs − ρ
s
ΣLs
∫
...
∫
dxN−s,
PsLΣ = 0, PsLΣQs = 0, QsLΣPs = LΣPs,
PsL˜sΣPs =
s∑
i=1
[< Fi >
s
Σ − < Fi >Σ]
∂
∂pi
Ps, (36)
where
Fi = −
N∑
j=s+1
(∇iVij), < ... >
s
Σ=
∫
...
∫
dxN−s(...ρsΣ), (37)
i.e., Fi is the force acting on the i-particle (i = 1, ..., s) from the the ”environ-
ment” ofN−s particles. Here and further on, we use, as usual, that all functions
Φ(x1, . . . , xN ; t), defined on the phase space, and their derivatives vanish at the
boundaries of the configurational space and at pi = ±∞.
It is evident, that initial correlations are ”hidden” in the projection operators
Ps, Qs = 1 − Ps. In the case of a small inter-particle interaction Vij , we can
expand Ps into series in the corresponding small parameter. Thus, if we suppose
that
< p2i /2m >∽ kBT >> Vij , (38)
i.e., the interparticle interaction is small as compared to the average particle
kinetic energy. In particular, we assume, that βH˜sΣ is proportional to a small
parameter. Then, approximately, in the linear approximation in βH˜sΣ,
Ps = P
1
s =
e−βHΣ(1− βH˜sΣ)∫
...
∫
dxN−se−βHΣ(1− βH˜sΣ)
∫
...
∫
dxN−s
= (1 − βH˜sΣ)ρΣ
∫
...
∫
dxN−s
= P − βH˜sΣP,
Qs = Q
1
s = Q+ βH˜sΣP, (39)
where P is the conventional projection operator (18). It is not difficult to verify
that the operator P 1s (39) is the projector also. The relevant function (21) is
now given by
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f sr (t) = (1− βH˜sΣ)ρΣ
1
V s
Fs(t)
= (1− βH˜sΣ)ρ
s
r(t), (40)
where ρsr(t) is defined by (19). In this approximation, Eqs. (36) look like
P 1s L
F (t) = P 1s L
F (t)P 1s = (1− βH˜sΣ)
s∑
i=1
LFi (t)P,
P 1s L
F (t)Q1s = 0, Q
1
sL
F (t)P 1s = (1− βH˜sΣ)
N∑
i=s+1
LFi (t)P,
P 1s Ls = P
1
s LsP
1
s = (1 − βH˜sΣ)LsP, P
1
s LsQ
1
s = 0, Q
1
sLsP
1
s = β[H˜sΣ, Ls]P,
P 1s LΣ = 0, P
1
sLΣQ
1
s = 0, Q
1
sLΣP
1
s = LΣP
1
s = −βLΣH˜sΣP,
P 1s L˜sΣP
1
s = −(1− βH˜sΣ)
s∑
i=1
< FiβH˜sΣ >Σ
∂
∂pi
P. (41)
Now, we are going to simplify Eq. (24) using the relations (41) and restricting
ourselves up to the second order approximation in the interparticle interaction.
The left-hand-side of Eq. (24) for projection operator P 1s (39) turns to
∂
∂t
f sr (t) = (1− βH˜sΣ)
∂
∂t
ρsr(t). (42)
For Ps = P
1
s , the first term on the right-hand-side of (24) is as following
−P 1sL(t)f
s
r (t) = −(1− βH˜sΣ)[
s∑
i=1
LFi (t)
+Ls −
s∑
i=1
< FiβH˜sΣ >Σ
∂
∂pi
]ρsr(t). (43)
Taking into account that the factor (1− βH˜sΣ) can be cancelled as the mutual
one for (42), (43) and for the collision (the second on the r.h.s.) term in (24),
we can see that the first two terms on the r.h.s. of (43) are the conventional
terms which result from the term −PL(t)ρsr(t) of Eq. (13), and the third term
on the r.h.s. of (43) represents the correction due to initial correlations (i.e.,to
the deviation of the projector P 1s from the conventional one P ).
Employing Eqs. (41), the second on the r.h.s. of (24) collision term can be
rewritten as
C(t) =
t∫
0
PsL(t)UQs(t, τ)QsL(τ)f
s
r (τ)dτ =
t∫
0
P 1s L˜sΣUQ1s(t, τ)Q
1
s[L˜sΣ + L
F (τ)
+ Ls + LΣ]P
1
s f
s
r (τ)dτ. (44)
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As we will see later, the third and fourth terms in the r.h.s. of (44) appear due
to initial correlations, while the first and the second ones are the same as for
Eq. (13) with ρi(0) = 0.
For simplicity, from now on, we will consider the case of a weak external field
(linear response regime), i.e., only the terms of the order (Vij)
mVi (m = 0, 1)
will be accounted for. Then, in the second order approximation for the collision
integral in the weak interaction and for a weak external field, UQ1
s
(t, τ) could
be taken in the zero order approximation in Vij
U0Q1
s
(t, τ) = exp[−(L0s + L
0
Σ)(t− τ)],
L0s =
s∑
i=1
vi∇i, L
0
Σ =
N∑
i=s+1
vi∇i (45)
taking into account that the other factors under the integral in (44) are already
of the second order in the interaction. Then, for any function of the particles
coordinates Φ(r1, .., rN )
exp[−(L0s + L
0
Σ)τ ]Φ(r1, .., rN )
= Φ(r1 − v1τ, ..., rN − vN τ). (46)
To remain within the adopted accuracy, the distribution ρΣ in (43) and (44)
should be taken in the zero approximation in the interaction
ρ0Σ =
exp(−β
N∑
i=s+1
p
2
i
2m )
N∏
i=s+1
∫
dpidri exp(−β
N∑
i=s+1
p
2
i
2m )
=
N∏
i=s+1
exp(−β
p
2
i
2m )
V N−s
N∏
i=s+1
[
∫
dpi exp(−β
p
2
i
2m )]
. (47)
The non-Markovian Eq. (24) can be turned to a time-local form if we take
f sr (τ) in (44) in the zero order approximation
f sr (τ) = e
L0
s
(t−τ)f sr (t) (48)
in order to remain in the adopted second order in interaction approximation.
Now, after changing the variable t− τ → τ under the integral, the approximate
collision term is
C(t) =
t∫
0
P 1s L˜sΣe
−(L0
s
+L0
Σ
)τQ1s[L˜sΣ+L
F (t−τ)+Ls+LΣ]P
1
s e
L0
s
τf sr (t)dτ. (49)
In the same way we can simplify Eq. (32) in the case of a small interparticle
interaction (see (38)) and a small external field by using the approximate value
P 1s (39) for the the projection operator Ps and restricting ourselves to the second
order in the interaction and to the terms of the order (Vij)
mVi (m = 0, 1). Using
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(41), we see that the l.h.s. and the first term on the r.h.s. of (32) are given by
(42) and (43). From relations (41), (45) and (47), in the adopted approximation,
the collision term (the second on the r.h.s. of (32)) reads as
C(t) =
t∫
0
dτP 1s L˜sΣe
−(L0
s
+L0
Σ
)τQ1s[L˜sΣ+L
F (t− τ)+Ls+LΣ]P
1
s e
(L0
s
+L0
Σ
)τf sr (t).
(50)
where f sr (t) should be approximated as f
s
r (t) = ρ
0
Σ
1
V s
Fs(t). Now one can see
that eL
0
Σ
τf sr (t) = f
s
r (t), and (50) coincides with (49).
5 Equation for a one-particle distribution func-
tion
A one-particle distribution function F1(x1, t) is often mainly of interest. This
case is less involved, although the developed formalism can also be specified for
two-, three-, and more-particle distribution functions. Let us write down the
terms of Eq. (32), given by (42), (43) and (49) for s = 1. Omitting the common
factor (1 − βH˜1Σ)ρΣ/V and using Eqs. (33) - (35), (39), and (45) - (47), we
obtain
LF1 (t)ρ
1
r(x1, t) = −[∇1V1(r1, t)]
∂
∂p1
F1(x1, t),
L1ρ
1
r(x1, t) = [v1∇1 − (∇1 < H1Σ >Σ)
∂
∂p1
]F1(x1, t),
< F1βH˜1Σ >Σ
∂
∂p1
ρ1r(x1, t) = −βn
∫
dr2(∇1V12)V12
∂
∂p1
F1(x1, t),
(51)
where n = N/V (here, as usual, the limiting procedure, N →∞, V →∞ with
n remaining fixed is assumed). Here we also used that in the first approximation
in Vij
< H1Σ >Σ=
N∏
i=2
∫
dri
∫
dpiρ
0
Σ
N∑
j=2
V1j
= n
∫
dr2V12. (52)
The first term in the collision integral (50) for the case under consideration
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(s = 1) is as following
CL(x1, t) =
t∫
0
dτP 1s L˜sΣUQ1s(τ)Q
1
sL˜sΣP
1
s e
L0
s
τf1r (t)
= n
t∫
0
dτ
∫
dp2∂1GL(x1,g12;τ)(∂12 +
τ
m
∇1)ρ
(2)
Σ F1(x1, t), (53)
where
GL(x1,g12;τ) =
∫
dr2F12(0)F12(τ),
F12(τ) = −∇1V (r1 − r2 − g12τ),g12= v1 − v2,
ρ
(2)
Σ =
exp(−β
p2
2
2m )∫
dp2 exp(−β
p2
2
2m )
, ∂1 =
∂
∂p1
, ∂12 =
∂
∂p1
−
∂
∂p2
. (54)
The second term in (50), related to the external field which acts on the
particles of a reservoir and due to the interparticle interaction influences the
targeted particle, looks as
CF (x1, t) = n
t∫
0
dτ
∫
dp2GF (r1,v2; τ)∂2ρ
(2)
Σ ∂1F1(x1, t),
GF (r1,v2; τ) =
∫
dr2F12(0)F
F
2 (τ),
FF2 (τ) = −∇2V2(r2 − v2τ, t− τ), ∂2 =
∂
∂p2
. (55)
It is not difficult to see, that in the case of a homogeneous external force
(e.g.,Vi(ri, t) = −eE(t)ri), F
F
2 (τ) does not depend on v2 and, therefore, CF (x1, t) =
0 (see definition for ρ
(2)
Σ (54)).
The third term in (50), related to Ls (s = 1), looks like
C1(x1, t) = nβ
∫
dp2∂1v1G1(x1,g12; t)ρ
(2)
Σ F1(x1, t),
G1(x1,g12; t) = −
t∫
0
dτ
∫
dr2F12(0)[∇1, V (r1 − r2 − g12τ)]. (56)
In the space-homogeneous case, when F1(x1, t) = ϕ(p1, t), G1(x1,g12; t) =
t∫
0
dτGL(x1,g12;τ) (the second term of the commutator in (47) V (r1 − r2 −
g12τ)∇1ϕ(p1, t) = 0).
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And the last term in the collision integral (50), stipulated by LΣ, at s = 1 is
C2(x1, t) = −nβ
t∫
0
dτ
∫
dp2∂1v2GL(x1,g12; τ)ρ
(2)
Σ F1(x1, t), (57)
where we used that ∇2V12 = −∇1V12.
Collecting all above obtained results, we finally obtain from (50) the follow-
ing equation for a one-particle distribution function in the second order approx-
imation in the inter-particle interaction
∂
∂t
F1(x1, t) = {[∇1U1(r1, t)] + n(∇1
∫
dr2V12)− βn
∫
dr2(∇1V12)V12}
∂
∂p1
F1(x1, t)
− v1∇1F1(x1, t) + [CL(x1, t) + CF (x1, t) + C1(x1, t) + C2(x1, t)]
(58)
Equation (58) is the main result of this section. We stress again that it is a
linear equation strictly obtained in the second order approximation in Vij and
is valid for all timescales. The collision integral CL(x1, t) coincides with the
corresponding collision integral in the nonlinear equation for inhomogeneous
system of classical particles (see [11]) if in the latter, the distribution function
for the particle, with which the targeted particle collides, is replaced by the
equilibrium distribution function for this particle ρ
(2)
Σ . However, for such a
coincidence, the integral over dτ should be extended to infinity. It can be done,
if the interaction is rather a short-range one and if for a timescale
t > tcor ∼ rcor/v (59)
the force acting on the particle vanishes (F12(t) = 0), where rcor is a radius of
the inter-particle interaction Vij and v is the average particle velocity. The third
term in the first line of (58) (proportional to β), as well as the collision integrals
C1(x1, t) and C2(x1, t), appear due to the initial correlation contribution.
Equation (58) acquires more simple form in the space-homogeneous case
when an external force is a coordinate-independent one and F1(x1, t) = ϕ(p1, t).
In this case Eq. (58) reads as follows
∂
∂t
ϕ(p1, t) = [∇1U1(r1, t)
∂
∂p1
+ n
∫
dp2∂1GL(g12,t)∂12ρ
(2)
Σ ]ϕ(p1, t)
+ nβ
∫
dp2∂1g12GL(g12,t)ρ
(2)
Σ ϕ(p1, t),
GL(g12,t) =
t∫
0
dτ
∫
dr[∇1V (r)][∇1V (r− g12τ)]. (60)
Note, that Eqs. (58) and (60) are the reversible in time ones. They become
irreversible in the scale limit t→∞ (when the latter exists), e.g., in the case of
the rapid vanishing of the interparticle interaction.
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It is interesting to compare Eq. (60) with the Landau irreversible in time
nonlinear equation for a homogeneous gas of classical particles, which can be
derived from the the Boltzmann equation for the weak inter-particle interaction
(see, e.g. [11]). The collision integral in the linear Eq. (60) will coincide with
the Landau collision integral only if we disregard the contribution of initial cor-
relations (the third term on the r.h.s. of Eq. (60)) and in the Landau equation
replace the distribution function for the second targeted particle ϕ(p2, t) by the
equilibrium distribution function ρ
(2)
Σ . However, this coincidence will be valid
only on the timescale (59), when the integral in GL(g12,t) can be extended to
infinity. At the same time, the linear collision integral of Eq. (60) at t→∞ can
be rewritten in the form coincided with that of the Fokker-Planck equation (see
[11]). We would like to stress again, that linear Eqs. (58) and (60) are obtained
strictly in the second order of the perturbation theory from the homogeneous
exact GMEs (24) and (31), and that they are valid on the arbitrary timescale.
6 Conclusion
For a system of N (N >> 1) classical particles driven from the initial equi-
librium state by an external field, the exact new time-convolution and time-
convolutionless homogeneous (completely closed) linear GMEs for an s-particle
(s < N) distribution functions valid on the arbitrary timescale have been ob-
tained. It has become possible due to the special projection operator (20) which
accounts for initial correlations in the initial equilibrium distribution function
of the whole system. No assumption like ”molecular chaos” (factorized initial
state) or Bogoliubov’s principle of weakening of initial correlations, which results
in converting the linear Liouville equation into the nonlinear evolution equation,
has been used. By expanding the kernels of the obtained equations in the per-
turbation series in the interparticle interaction, the corresponding equation in
the second order approximation for a weak interaction and small external field
is obtained. This equation is specified for a one-particle distribution function in
the space-inhomogeneous (Eq. (58)) and space-homogeneous (Eq. (60)) cases.
Both these equations contain contribution of initial correlations which have not
been conveniently disregarded. The collision integral in (60) is the linear Landau
(Fokker-Planck) collision integral on the large timescale.
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