The determination of intracellular concentrations with experiments in situ or by endogenous reading mechanisms suffers the same type of physical limitations. In this paper we study the accuracy of concentration estimates obtained with Fluorescence Correlation Spectroscopy and draw conclusions on the the way in which effector concentrations are "read" by target molecules in cells. PACS numbers: 87.16.dj, 87.15.Vv,The transmission of information in cells usually involves changes in concentration that are read by target molecules. This occurs in a fluctuating environment. Yet cells respond quite reliably to various changes [1, 2] . The accuracy of the reading mechanism is key in the case of morphogens since it determines the precision and reproducibility of the biological patterning [3] . Concentration estimates improve by averaging over time, but this time can be exceedingly long for low concentrations. Fluctuations affect the experimental quantification of biophysical parameters in situ but are also used to estimate transport rates and concentrations. The basic limits that physics imposes on the accuracy of intracellular sensing mechanisms also act on the techniques that use fluctuations to derive parameters. The analysis of the latter can then shed light on the former. In this paper we analyze the accuracy of the concentration estimates derived with Fluorescence Correlation Spectroscopy (FCS) [4] [5] [6] and then draw conclusions on the effects of fluctuations on endogenous reading mechanisms. We determine that the interaction of the observed species with immobile binding sites introduces correlations that reduce the variance of the observed molecules number with respect to the non-interacting case, a feature that alters the relationship between experimentally available parameters and concentrations. A smaller variance implies smaller errors in the concentration estimates. The time during which the system must be probed to obtain the estimates with a given accuracy, on the other hand, depends on a relatively fast timescale. In the presence of slowly moving binding sites this observation time can be very long and much larger than the time it takes to infer transport rates in FCS with the same accuracy. The very slow transport timescales, however, can go undetected in the experiment in which case "transient concentrations" are inferred. This transient detection also occurs in signaling whereby the rapid sensing of concentration changes can expand the dynamic range of the detection process in the presence of saturating ligand concentrations [7] .
The determination of intracellular concentrations with experiments in situ or by endogenous reading mechanisms suffers the same type of physical limitations. In this paper we study the accuracy of concentration estimates obtained with Fluorescence Correlation Spectroscopy and draw conclusions on the the way in which effector concentrations are "read" by target molecules in cells.
PACS numbers: 87. 16 .dj, 87.64.-t, 87.15.Vv, 87.15.R-
The transmission of information in cells usually involves changes in concentration that are read by target molecules. This occurs in a fluctuating environment. Yet cells respond quite reliably to various changes [1, 2] . The accuracy of the reading mechanism is key in the case of morphogens since it determines the precision and reproducibility of the biological patterning [3] . Concentration estimates improve by averaging over time, but this time can be exceedingly long for low concentrations. Fluctuations affect the experimental quantification of biophysical parameters in situ but are also used to estimate transport rates and concentrations. The basic limits that physics imposes on the accuracy of intracellular sensing mechanisms also act on the techniques that use fluctuations to derive parameters. The analysis of the latter can then shed light on the former. In this paper we analyze the accuracy of the concentration estimates derived with Fluorescence Correlation Spectroscopy (FCS) [4] [5] [6] and then draw conclusions on the effects of fluctuations on endogenous reading mechanisms. We determine that the interaction of the observed species with immobile binding sites introduces correlations that reduce the variance of the observed molecules number with respect to the non-interacting case, a feature that alters the relationship between experimentally available parameters and concentrations. A smaller variance implies smaller errors in the concentration estimates. The time during which the system must be probed to obtain the estimates with a given accuracy, on the other hand, depends on a relatively fast timescale. In the presence of slowly moving binding sites this observation time can be very long and much larger than the time it takes to infer transport rates in FCS with the same accuracy. The very slow transport timescales, however, can go undetected in the experiment in which case "transient concentrations" are inferred. This transient detection also occurs in signaling whereby the rapid sensing of concentration changes can expand the dynamic range of the detection process in the presence of saturating ligand concentrations [7] .
In FCS the fluorescence, F (t), in an observation volume, V obs , emitted by fluorescently tagged molecules of interest is monitored for a time, T obs [4, 5] . V obs 1f l and the key concentrations are approximately uniform and in equilibrium inside it. The auto-correlation function (ACF) of the fluorescence fluctuations, δF ≡ F (t) − F , is computed as G(τ ) = δF (t)δF (t + τ ) / F 2 [6] . The total weight, G o ≡ G(τ = 0), in principle, satisfies:
var(F ) depends on two types of fluctuations: those in the number of fluorescent molecules in V obs and those in the number of detected photons per sampling time. The former are the basis of the "signal" (the ACF). The latter correspond to "noise" since the number of counted photons at different times are uncorrelated [6] . Here we are interested in molecule number fluctuations because they also limit the precision of the endogenous read-out mechanisms. We discuss later how photon counting fluctuations affect our results. For now, we work as if they did not exist. In such a case, if the fluorescent molecules obey Poisson statistics, the total weight of the ACF satisfies:
with N t the mean number of fluorescent molecules in V obs . Using this equality, N t is typically estimated from G o in experiments. Regarding time, the ACF is often the sum of components, G i (τ ), each one associated to a branch of eigenvalues of a linear dynamical system [6] . In the case of a single freely diffusing species there is only one component of the form:
where
4Di with D i the diffusion coefficient and w r and w z ≡ ww r the width of V obs on the focal plane and along the optical axis, respectively. For simplicity, in what follows we will assume w = 1.
In cells most species diffuse and bind/unbind to sites in which case there is not an algebraic expression for the ACF. There are two limits in which its components recover the form (2) [8] , the fast diffusion and the fast reaction limits, where the correlation times are determined, respectively, by the free diffusion coefficients of the observed species and by effective coefficients that depend on concentrations and reaction rates [9, 10] . Here we focus on the latter because it has an analytic ACF with reactions playing a role [11] , but our main results still apply outside this limit. To be specific, we consider a system of particles (protein molecules), P f , that react with one type of binding sites, S, according to [8] [9] [10] :
We assume that the mass of S is much larger than that of P f so that the free diffusion coefficients of P f , S and P b , are D f , D S and D S , respectively, with D S ≪ D f . To be realistic, we assume that there are fluorescent, P 
with K D ≡ k of f /k on and f constant) and 5 branches of eigenvalues. Only 3 eigenvalues are relevant in the fast reaction limit [8, 10] : one associated to D S and the other to the effective coefficients, [12] . It is often assumed that the stochastic variables are Poissonian [6] . As we show now the sitemediated interaction can invalidate this assumption.
If the binding sites are immobile (i.e.,
In this case the total weight is [12] :
with 
which is independent of D S . Thus the total weights G o for D S = 0 and D S = 0 differ by a finite amount because of the correlations that the reaction introduces. This is illustrated in Fig. 1 (a) where we show the ACF of two numerically generated fluorescence time-series (symbols) and the corresponding analytic expressions (lines). To generate the series we performed stochastic simulations of fluorescent and non-fluorescent particles that diffuse with coefficient D f = 20µm 2 /s and react according to Eq. (3) (K D = 0.25µM , k of f = 400/s) using a Gillespielike scheme [8, 13] . The parameters are the same in both simulations except for D S which is 0 (squares and solid curve) or D S = 10µm 2 /s (crosses and dashed curve). G o is different in each case although N t is the same. Thus, a blind fit of the data assuming Poisson statistics in both cases would result in two very different concentrations. Even if the sites, S, diffuse, the Poisson statistics fails if V obs is large compared to V T . When P f and S diffuse N ST and the total number of particles in V obs , N P T , are stochastic variables. The total number of particles and of binding sites in V T remain approximately constant during the experiment. Thus, N P T and N ST are binomial and become Poissonian if V obs /V T ≪ 1. Otherwise the weights differ from the Poissonian case in that they are multiplied by (1 − V obs /V T ) as illustrated in Fig. 1 (b) .
The D S = 0 case corresponds to a singular limit. We now analyze if, for D S /D f small enough, there is a range of T obs values for which the ACF can be approximated by an expression with G oS = 0. To this end, we first consider the situation in which there are 2 types of equally fluorescent molecules (f and S) that only diffuse with D f and D S ≪ D f . This situation holds for the reactiondiffusion system if V obs is small enough (in the fast diffusion limit [8] ). In this case, if D S = 0, all fluctuations are due to the f particles diffusion and the ACF has one component with correlation time, τ f = w 
with i = f, S and where s 
where we have used (∆X) 2 = var(X) for each random variable, X. We then see that obtaining an estimate of the weight depends on the ability to have good estimators, s ) is independent of this number. Thus, there is a limit to the accuracy with which the fluctuation variances and, thus, the weight of the ACF can be computed after a time T obs which is determined by the correlation times, τ f and τ S . Furthermore, this limit dominates the relative error ofG o if N t is large enough ( 5). In view of Eq. (8) and considering the slowest correlation time, τ S , we conclude that T obs > τ S /α 2 ≫ τ S to estimate G o with relative error α. Although τ S ≫ τ f , the relative ordering between T α (s = 0) ). Otherwise, the lack of convergence of the ACF computed with T obs < τ S would be noticeable (e.g., by becoming negative for certain lag times). This behavior is confirmed by the stochastic numerical simulations of Fig. 2 (a) where we plot the ACFs obtained using T obs that satisfy: T α (s 2 f ) = 0.01s < T obs = 0.027s ≪ τ S = 2.65s (squares), T obs = 0.87s ∼ τ S /3 (triangles) and T obs = 350s ∼ 130τ S (circles) for α = 0.1. The ACFs obtained for T obs up to ∼ 0.1τ S are similar to the one displayed with circles. As may be observed, the correlation time, τ S , is unobservable for T obs ≪ τ S and becomes apparent for T obs τ S . The total weight depends on N ST (t = 0) for T obs ≪ τ S and converges to its actual value, from which a reliable estimate of the total concentration of fluorescent particles can be derived, for T obs ≫ τ S . For D S = 0 the timescale, τ S , is absent from the ACF and the variance of N t is reduced both for the system of Fig. 2 (a) and for the reaction-diffusion system. These two features imply that ∆G o /G o is reduced and that the expected value ofG o may be achieved on a shorter timescale if D S = 0. This is equivalent to the transient situation of Fig. 2 (a) for T obs ≪ τ S , but withG o converging to its actual value. This is illustrated in Fig. 2 (b) where we show the ACF derived from the same data as in Fig. 1 (a) (D S = 0) but for values of T obs that, when compared with the slowest time of the ACF (τ sm ), satisfy T obs /τ sm ∼ 3 (crosses), 43 (squares), 681 (circles) and 5450 (triangles). The relative errors ofG o in Fig. 2 (b) agree fairly well with the ST N t b ) over the square of the mean total number of fluorescent particles in V obs , N t . This calculation gives good error estimates as shown in Fig. 3 where we plot the component and total weights obtained from stochastic simulations as functions of T obs (symbols), the theoretical values given by Eqs. (5)- (6) (solid lines) and the error of the weights computed as just explained (shaded area). This implies that, as in the case of Fig. 2 (a) , when particles diffuse and react there is also a basic limit to the convergence time of the weights that is determined by the correlation times (i.e., by the diffusion coefficients and the volume size) and is independent of the mean number of particles in V obs . This is a consequence of having ∆ var(
) in that it does not depend on the mean number of particles in the observation volume. In a real experiment, G o is also affected by the noise of the photon counting process. This error, which can be decreased by a proper choice of experimental parameters [6, 14, 15] , should be added to the uncertainties introduced by the finite T obs .
In the simulations of reaction-diffusion systems discussed in this Letter the relative error of the total weight of the ACF after a time, T obs , is dominated by that of the variance. The same correlation times that enter this relative error are also involved in that of the concentrations. The accuracy with which concentrations are sensed is relevant for the processing of information in cells. For this problem the distinction between fluorescent and nonfluorescent particles is unnecessary, in which case, the two correlation times involved in the accuracy of the concentration estimate are the one of the binding sites if the sites are mobile, τ S , and the one associated to the free, τ f , or the collective diffusion coefficient, τ coll (see Eqs. (5)- (6) for f = 1) in the fast diffusion and the fast reaction limits, respectively [8] . If the sites are immobile only one correlation time remains: τ coll , which can be much shorter than τ sm [9] , or τ f . This implies that a relatively good estimate of the total concentration of particles can be achieved faster than in the D s = 0 case. Furthermore, the variance of the number of bound particles, N b , decreases with respect to the mobile case. The relative error of the estimated N b can then be smaller than that of N f . If we consider that binding is key to decode changes in [P f ], e.g., if Eq. (3) corresponds to the first step of a Michaelis-Menten scheme the second step of which involves the transformation of P b into a product or messenger, having a reduced relative error in N b might imply that relatively large errors in N f could be filtered out. This property might be the cause for the bursting-like activity observed for high particle concentrations in [16] . The reduced variance of N b could also imply an accuracy improvement in the case of cooperative production schemes in which more than one particle has to be bound to generate the product. This is particularly relevant to understand how errors in the concentration of the protein Bicoid estimates translate into the accuracy of production of the protein Hunchback in Drosophila embryos [3] . This "improvement" in concentration estimates could persist for D S = 0 if D S ≪ D f and the rate of production generation be determined by some transient concentration [7] as in the case of Fig. 2 (a) . Further studies are necessary to draw more definitive conclusions regarding the accuracy of endogenous concentration read-out mechanisms. The studies presented in this Letter highlight the processes that should be studied in more detail in this case showing the ways in which they may be analyzed. Component and total weights of the ACF computed from stochastic simulations of particles that diffuse and react (symbols), corresponding theoretical values (curves) and expected errors around them after an observation time, T obs , computed as explained in the text (shaded areas). For simulation parameters, please see [12] .
