Stochastic variance reduced methods have gained a lot of interest recently for empirical risk minimization due to its appealing run time complexity. When the data size is large and disjointly stored on different machines, it becomes imperative to distribute the implementation of such variance reduced methods. In this paper, we consider a general framework that directly distributes popular stochastic variance reduced methods, by assigning outer loops to the parameter server, and inner loops to worker machines. This framework is natural as it does not require sampling extra data and is friendly to implement, but its theoretical convergence is not well understood. We obtain a unified understanding of the convergence for algorithms under this framework by measuring the smoothness of the discrepancy between the local and global loss functions. We establish the linear convergence of distributed versions of a family of stochastic variance reduced algorithms, including those using accelerated and recursive gradient updates, for minimizing strongly convex losses. Our theory captures how the convergence of distributed algorithms behaves as the number of machines and the size of local data vary. Furthermore, we show that when the smoothness discrepancy between local and global loss functions is large, regularization can be used to ensure convergence. Our analysis can be further extended to handle nonsmooth and nonconvex loss functions.
Introduction
Empirical risk minimization arises frequently in machine learning applications, where the objective function is the average of losses computed at different data points. Due to the increasing size of data, distributed computing architectures are in great need to meet the scalability requirement in terms of both computation power and storage space by distributing the learning task over multiple computing nodes. In addition, distributed frameworks are suitable for problems where there are privacy concerns to transmit and store all the data in a central location, a scenario related to the nascent field of federated learning [11] . It is, therefore, necessary to develop distributed optimization frameworks that are tailored to solving large-scale empirical risk minimization problems with desirable communication-computation trade-offs, where the data are stored disjointly over different machines.
Due to the low per-iteration cost, a popular solution is distributed stochastic gradient descent (SGD) [19] , where the parameter server aggregates gradients from each worker and does minibatch gradient updates. However, distributed SGD is not communication-efficient and requires input data points, n is the number of worker machines and κ is the condition number of the global loss function f . Compared to the time complexity of the original central SVRG and SARAH (resp. MiG), O((N + κ) log(1/ǫ)) (resp. O((N + √ κN ) log(1/ǫ)), this leads to a speed up in N by the number of machines, if the local data size is sufficiently large. Furthermore, our bounds capture the phenomenon that the convergence rate improves as the local loss functions become more similar to the global loss function, by reducing the distributed smoothness parameter.
• When local data are highly unbalanced, the distributed smoothness parameter becomes large which might lead to algorithm divergence. We suggests regularization as an effective way to handle this situation, and show that by adding larger regularization to machines that are less smooth, one can still ensure linear convergence in a regularized version of D-SVRG, called D-RSVRG, though at a slower rate of convergence.
• More generally, the notion of distributed smoothness can also be used to establish the convergence under possibly nonsmooth and nonconvex losses. Under mild conditions, we show that D-SARAH achieves ǫ-accuracy in a time complexity of O(N/n + log(N/n)N/n/ǫ) with O(log(1/ǫ)) rounds of communication.
Related Work
Many algorithms have been proposed for distributed (stochastic) optimization. For conciseness, Table 1 summarizes the most relevant ones to the current paper. Note that previous works considering variance reduction are all on distributed SVRG and its variants. The general framework of distributed variance-reduced methods covering SARAH and MiG and various loss settings in this paper has not been studied before.
Algorithm Rounds Runtime Assumptions DSVRG [12] (1 + κ/(N/n)) log(1/ǫ) (N/n + κ) log(1/ǫ) sampling extra data DASVRG [12] (1 + κ/(N/n)) log(1/ǫ) (N/n + κN/n) log(1/ǫ) sampling extra data Dist. Acc. Grad √ κ log(1/ǫ) (N/n) √ κ log(1/ǫ) none ADMM κ log(1/ǫ) (N/n)κ log(1/ǫ) none SCOPE [37] κ log(1/ǫ) (N/n + κ 2 )κ log(1/ǫ) uniform reg. pSCOPE [36] log(1/ǫ) (N/n + κ 2 ) log(1/ǫ) good partition D-SVRG* log(1/ǫ) (N/n + κ) log(1/ǫ) dist. smoothness D-SARAH* log(1/ǫ) (N/n + κ) log(1/ǫ) dist. smoothness D-MiG* (1 + κ/(N/n)) log(1/ǫ) (N/n + κN/n) log(1/ǫ) dist. smoothness D-RSVRG* κ log(1/ǫ) (N/n)κ log(1/ǫ) large regularization D-RSVRG* log(1/ǫ) (N/n + κ) log(1/ǫ) small regularization Table 1 : Rounds and runtime of the proposed and existing algorithms for strongly convex losses (ignoring logarithmic factors in κ). Algorithms with an asterisk are proposed/analyzed in this paper.
The D-SVRG algorithm, presented in Alg. 2, has been empirically studied before in [20, 11] without a theoretical convergence analysis. The pSCOPE algorithm [36] is also a variant of distributed SVRG, and its convergence is studied under an assumption called good data partition in [36] . The SCOPE algorithm [37] is similar to the regularized algorithm D-RSVRG under large regularization, however our analysis is much more refined by adding different regularizations to different local workers, characterizes the amount of regularization necessary to ensure convergence with respect to the distributed smoothness of local data, and gracefully degenerates to the unregularized case when distributed smoothness is benign.
There are also a lot of recent efforts on reducing the communication cost of distributed GD/SGD by gradient quantization [1, 4, 22, 32] , gradient compression and sparsification [2, 13, 15, 31, 27] . In comparison, we communicate the exact gradient, and it might be an interesting future direction to combine gradient compression schemes in distributed variance reduced stochastic gradient methods.
Paper Organization. The rest of this paper is organized as follows. Section 2 presents the problem setup and a general framework of distributed stochastic optimization. Section 3 presents the convergence guarantees of D-SVRG, D-SARAH and D-MiG under appropriate distributed smoothness assumptions. Section 4 introduces regularization to D-SVRG to handle unbalanced data when distributed smoothness does not hold. Section 5 presents extensions to nonsmooth and nonconvex losses. Section 6 presents numerical experiments for validation. Finally, we conclude in Section 7.
Problem Setup
Suppose we have a data set M = {z 1 , · · · , z N }, where z j ∈ R p for j = 1, ..., N , that contains N data points. In particular, we do not make any assumptions on their statistical distribution. We consider the following empirical risk minimization problem
where x ∈ R d is the parameter to be optimized and ℓ : R d × R p → R is the sample loss function. For brevity, we use ℓ z (x) to denote ℓ(x; z) throughout the paper. In a distributed setting, where the data are distributed to n machines or workers, we define a partition of the data set M as M = n k=1 M k , where M i M k = ∅, ∀i = k. The kth worker, correspondingly, is in possession of the data subset M k , 1 ≤ k ≤ n. We assume there is a parameter server (PS), that coordinates the parameter sharing among the workers. The sizes of data held by each worker machine is N k = |M k |. When the data is split equally, we have N k = N/n. The original problem (1) can be rewritten as minimizing the following objective function:
where
is the local loss function at the kth worker machine. 1 Alg. 1 presents a general framework for distributed stochastic variance reduced methods, which assigns the outer loops to PS and the inner loops to local workers. By using different variance reduction schemes at the worker machines (i.e. LocalUpdate), we obtain distributed variants of different algorithms, as described in later sections.
Throughout, we invoke one or several of the following standard assumptions of loss functions.
Assumption 2. The sample loss function ℓ z (·) is convex for all z ∈ M .
Assumption 3. The empirical risk f (·) is σ-strongly convex. PS: randomly selectx t+1 from all y t+ k and pushx t+1 to all workers;
9:
for workers 1 ≤ k ≤ n in parallel do 10: compute ∇f k (x t+1 ) and send it to PS;
11:
end for
12:
PS: average ∇f (x t+1 ) = 1 n n k=1 ∇f k (x t+1 ) and push ∇f (x t+1 ) to all workers. 13: end for 14: returnx t+1
When f is strongly convex, the condition number of f is defined as κ := L/σ. Denote the minimizer of f (x) as x * := arg min x∈R d f (x) and the corresponding optimal value as f * := f (x * ).
As it turns out, the smoothness of the deviation f k −f between the local loss function f k and the global loss function f plays a key role in the convergence analysis, as it measures the balancedness between local data in a simple and intuitive manner. We refer to this as the "distributed smoothness", which is central in our analysis. In some cases, a weaker notion called restricted smoothness is sufficient, which is defined below.
The restricted smoothness, compared to standard smoothness, fixes one of the arguments to x * , and is therefore a much weaker requirement. The following assumption quantifies the distributed smoothness using either restricted smoothness or standard smoothness. Assumption 4.a. The deviation f − f k is c k -restricted smooth with regard to x * (c.f. Definition 1) for all 1 ≤ k ≤ n.
Convergence in the Strongly Convex Case
In this section, we describe and analyze three variance-reduced routines for LocalUpdate in Alg. 1, namely SVRG [10] , SARAH with recursive gradient updates [17, 18] , and MiG with accelerated gradient updates [38] when f (·) is strongly convex. We establish the convergence guarantee for each algorithm, respectively.
Distributed SVRG (D-SVRG)
The LocalUpdate of D-SVRG is described in Alg. 2. Theorem 1 provides the convergence guarantee of D-SVRG as long as the distributed smoothness parameter is small enough. Sample z from M k uniformly at random; 
and the time complexity of finding an ǫ-optimal solution is O (N/n + ζ −2 κ)ζ −1 log(1/ǫ) , where ζ = 1−4c/σ. If Assumption 2 does not hold, the time complexity degenerates to O (N/n + ζ −2 κ 2 )ζ −1 log(1/ǫ) . 2(σ−3c) . From the time complexity and the rate expressions, we can see that the smaller c, the faster D-SVRG converges. When c is set such that c/σ is bounded above by a constant smaller than 1/4, the time complexity becomes O ((N/n + κ) log(1/ǫ)), which improves the convergence rate O ((N + κ) log(1/ǫ)) of SVRG in the centralized setting. Remark 1. The algorithm and theorem above corresponds to Option II (w.r.t. setting y t+ k ) specified in [10] . Under similar assumptions, we also establish the convergence of D-SVRG using Option I, which is deferred to the supplementary material in Appendix B.4.
Distributed SARAH (D-SARAH)
The LocalUpdate of D-SARAH is also described in Alg. 2, which is different from SVRG in the update of stochastic gradient v t,s k , by using a recursive formula. Theorem 2 provides the convergence guarantee of D-SARAH. 
The time complexity of finding an ǫ-optimal solution is O (N/n + ζ −2 κ)ζ −1 log(1/ǫ) , where
Theorem 2 establishes the linear convergence of the gradient norm in expectation for D-SARAH, as long as the parameter c is small enough. With proper m and η, the rate can be set as ν := Sample z from M k uniformly at random; v
10: Remark 2. Theorem 3 continues to hold for regularized empirical risk minimization, where the loss function is F (x) = f (x) + g(x), with a convex and non-smooth regularizer g(x). In this case, line 10 in Alg. 3 is changed to x t,s+1 k
Adding Regularization Helps Unbalanced Data
So far, we have established the convergence when the distributed smoothness is not too large. Under i.i.d. and balanced data, this requirement can be justified for large enough data size, see Appendix E. However, when such conditions are violated, the algorithms might diverge. In this situation, adding a regularization term might ensure the convergence, at the cost of possibly slowing down the convergence rate. We consider regularizing the local gradient update of SVRG in Alg. 2 as v
where the last regularization term penalizes the proximity between the current iterates y t,s+1 k and the reference pointx t . We have the following theorem. 
and the time complexity of finding an ǫ-optimal solution is no worse than
Compared with Theorem 1, Theorem 4 relaxes the assumption c k < σ/4 to c k < (σ + µ k )/4, which means that by inserting a larger regularization µ k to local workers that are not distributed smooth, i.e. those with large c k , one can still guarantee the convergence of D-RSVRG. However, increasing µ leads to a slower convergence rate: a large µ = 8L leads to an iteration complexity O(κ log(1/ǫ)), similar to gradient descent. Compared with SCOPE [37] which requires a uniform regularization µ > L−σ, our analysis applies tailored regularization to local workers, and potentially allows much smaller regularization to guarantee the convergence, since c k 's can be much smaller than the smoothness parameter L.
Convergence in the Nonconvex Case
In this section, we extend the convergence analysis of distributed SARAH to nonconvex loss functions, since SARAH-type algorithms are recently shown to achieve near-optimal performances for nonconvex problems [30, 18, 7] . Our result is summarized in the theorem below.
Theorem 5 (D-SARAH for non-convex losses). Suppose that Assumption 1 and Assumption 4.b hold with
where k(t) is the agent index selected in the t th round for parameter update, i.e.x t+1 = y t+ k(t) (c.f. line 8 of Alg. 1). The time complexity of finding an ǫ-optimal solution is no worse than
Theorem 5 suggests that D-SARAH converges as long as the step size is small enough. Furthermore, a smaller c allows a larger step size η, and hence faster convergence. To gain further insights, assuming i.i.d. data, by concentration inequalities c/L = O( log(N/n)/(N/n)) under mild conditions [16] , and consequently, the iteration complexity of finding an ǫ-accurate solution using D-SARAH is O(N/n + log(N/n)N/n/ǫ). This is comparable to the best known result O(N + √ N /ǫ) for the centralized SARAH-type algorithms [18, 7, 30] .
2 In non-convex case, we make every agent return y 
Numerical Experiments
Though our focus in this paper is on the convergence analysis, we illustrate the performance of the proposed distributed variance reduced algorithms in various settings as a proof-of-concept.
Logistic regression. Consider the ℓ 2 -regularized logistic regression, where the sample loss is defined as ℓ(x; z i ) = log (1
We evaluate the performance on the gisette dataset [8] , by splitting the data equally to all workers. We scale the data according to max i∈[N ] a i 2 = 1, so that the smoothness is estimated as L = 1/4 + λ.
We choose λ = N −0.5 , N −0.75 and N −1 to illustrate the performance under different condition numbers. We use the optimality gap, defined as f (x t ) − f * , to illustrate convergence. For D-SVRG and D-SARAH, the step size is set as η = 1/2L. For D-MiG, although the choice of w in the theory requires knowledge of c, we simply ignore it and set w = 1 + ησ, θ = 1/2 and the step size η = 1/3θL to reflect the robustness of the practical performance to parameters. We further usex t+1 = 1 n n k=1 y t+ k at the PS for better empirical performance. For D-AGD, the step size is set as η = 1/L and the momentum parameter is set as
. Following [10] , which sets the iterations of inner loops as m = 2N , we set m ≈ 2N/n to ensure the same number of total inner iterations. We note that such parameters can be further tuned to achieve better trade-off between communication cost and computation cost in practice. Optimality Gap Dealing with Unbalanced data. We justify the benefit of regularization by evaluating the proposed algorithms under unbalanced data allocation. We assign 50%, 30%, 19.9%, 0.1% percent of data to four workers, respectively, and set λ = 0 in the logistic regression loss. To deal with unbalanced data, we perform the regularized update, given in (3), on the worker with the least amount of data, and keep the update on the rest of the workers unchanged. A similar regularized update can be conceived for D-SARAH and D-MiG, resulting into regularized variants, D-RSARAH and D-RMiG. While our theory does not cover them, we still evaluate their numerical performance. We properly set µ according to the amount of data on this worker as µ = 0.1/(0.1% · N ) 0.75 . We set the number of iterations at workers m to N on all agents. For D-AGD we set the momentum parameter to t/(t + 3), which is a common choice in the convex setting. Fig. 3 shows the optimality gap with respect to the number of communication rounds for all algorithms. It can be seen that unregularized D-SVRG and D-SARAH fail to converge, and the regularized algorithms still converge, verifying the role of regularization in addressing unbalanced data. It is interesting to note that D-MiG still manages to converge even with highly unbalanced data, a phenomenon not fully covered by the current theory and worth further investigation. In this case, the regularization slightly slows down the converge speed. It is also worth-mentioning that the regularization can be flexibly imposed depending on the local data size, rather than homogeneously across all workers.
Conclusions
In this paper, we have developed a convergence theory for a family of distributed stochastic variance reduced methods without sampling extra data, under a mild distributed smoothness assumption that measures the discrepancy between the local and global loss functions. Convergence guarantees are obtained for distributed stochastic variance reduced methods using accelerations and recursive gradient updates, and for minimizing both strongly convex and nonconvex losses. We also suggest regularization as a means of ensuring convergence when the local data are less balanced. We believe the analysis framework is useful for studying distributed variants of other stochastic variancereduced methods such as Katyusha [3] , and proximal variants such as [33] .
[ 
A Useful Lemma
We first establish the following Lemma which will be useful in the proof of D-SVRG and D-MiG. 
where z is randomly selected from M k , where
Proof. Given f is L-smooth and convex, the Bregman divergence D f (x 1 , x 2 ) is L-smooth and convex as a function of x 1 . When Assumption 1 and 2 hold, we have
Averaging the inequality over z ∈ M k gives
Assumption 4.a allows us to compare D f and D f k :
Following similar arguments, using Assumption 4.b we obtain a tighter bound:
Combining the estimate in equation (4) proves the lemma.
B Proof for distributed SVRG and its regularized variant
In this section, we outline the convergence of D-SVRG and D-RSVRG in various setups. We adopt the dissipativity theory in [9] to the analysis of D-SVRG, which is briefly reviewd in Section B.1.
B.1 Dissipativity Theory for First-Order Methods
Consider the following linear time-invariant system:
where ξ k ∈ R n ξ is the state and w k ∈ R nw is the input. Dissipativity theory characterizes how the input forces w j , j = 0, 1, 2, · · · drive the internal energy stored in the states ξ j , j = 0, 1, 2, · · · via an energy function V : R n ξ → R + and a supply rate S : R n ξ × R nw → R. The theory aims to build the following exponential dissipation inequality:
where ρ ∈ (0, 1). The inequality indicates that at least a fraction (1 − ρ 2 ) of the internal energy will dissipate at every iteration. With an energy function V (ξ) = ξ ⊤ P ξ and supply rates S j (ξ, w) = ξ w ⊤ X j ξ w , we have
as long as there exists a positive semidefinite matrix P an non-negative scalars λ j such that
In fact, by left multiplying [ξ ⊤ k , w ⊤ k ] and right multiplying [ξ ⊤ k , w ⊤ k ] ⊤ to (6), we recover (5). In the following analysis, we simplify the notation y t,s k by dropping the t superscript and the k subscript when the meaning is clear, since it is sufficient to analyze the convergence of a specific agent k during a single round. Set ξ s = y s − x * and we can write the distributed SVRG update as the following linear time-invariant system [9] :
where z s is selected uniformly at random from local data points M k and
Recall that the supply rate is defined as
Since ξ ∈ R d and w ∈ R 2d , we will write X j as X j =X j ⊗ I d , whereX j ∈ R 3×3 .
B.2 Proof of Theorem 1
Following [9] , we consider the following three supply rates:
We have the following lemma and corollary which are proved in Appendix B.6 and B.7, respectively.
Lemma 2. Suppose that Assumption 1, 2, 3 and 4.a hold. For the supply rates defined in (8), we have
Corollary 1. Suppose that Assumption 1, 2, 3 and 4.a hold. If there exist non-negative scalars λ j , j = 1, 2, 3, such that λ 3 − Lλ 1 − (2Lλ 1 + 3λ 3 )c/σ > 0 and
then distributed SVRG satisfies
where the final output y + is selected from y 0 , · · · , y m−1 uniformly at random.
By choosing λ 1 = λ 2 = 2η 2 , λ 3 = η and η < σ − 3c L(2σ + 4c)
, (9) becomes
which clearly holds. Then (10) can be written as
As a theoretical evaluation of time complexity, when c < σ/4, by choosing η = (1−4c/σ)(40L) −1 , m = 160κ(1 − 4c/σ) −2 , a convergence rate no more than ν := 1 − 
So we need O((1 − 4c/σ) −1 log(1/ǫ)) communication rounds to obtain an ǫ-optimal solution. Note that in the distributed setting, calculating the full-batch gradient ∇f (x) only needs O(N/n) time instead of O(N ) time due to parallelized computation, so the overall time complexity to find an ǫ-optimal solution is
where ζ = 1 − 4c/σ.
B.3 Convergence of D-SVRG without Assumption 2
When Assumption 2 does not hold, we can still use similar arguments as Appendix B.2 and establish convergence, though at a slower rate. Using the same supply rates (8), Lemma 2 can be modified as below.
Lemma 3. Suppose that Assumption 1, 3 and 4.a hold. For the supply rates defined in (8), we have
Proof. With L-smoothness of ℓ we have the following estimate:
So we have
The estimate of E S 3 is identical to that in Lemma 2.
Following the same process in the proof of Corollary 1 in B.7, we have the following inequality with proper choices of λ 1 , λ 2 and λ 3 :
By summing the inequality and letting λ 1 = λ 2 = 2η 2 , λ 3 = η, we have
Therefore, with 1 − 2L 2 σ −1 η − 3cσ −1 > 0 the following convergence result can be established:
we get a convergence rate no more than 1 −
. Hence the overall time complexity to find an ǫ-optimal solution is
B.4 Convergence of D-SVRG with Option I
Another option for the output of the inner loops of SVRG, or the output of the local workers, is to output the last iterates, i.e. y t+ k = y t,m k , which is called "Option 1" in [10] . Here, we establish the convergence of D-SVRG using Option I in the following theorem.
Theorem 6 (D-SVRG with Option I). Suppose that Assumptions 1, 2 and 3 hold, and Assumption 4.a holds with c < σ/2. With sufficiently large m and sufficiently small step size η, there exists 0 ≤ ν < 1 such that
Theorem 6 indicates that the iteratesx t of D-SVRG with Option I converge to the minimizer x * linearly in expectation as long as c is sufficiently small. The proof is outlined in Section B. By taking m → ∞ and η → 0, the rate approaches ν := c 2σ−3c , which suggests the algorithm admits faster convergence with the decrease of c, as expected.
Following [9] , we consider the following four supply rates:
We have the following lemma which is proved at the end of this subsection.
Lemma 4. Suppose that Assumptions 1, 2, 3 and 4.a hold. For the supply rates defined in (11),
Therefore, by choosing
, the condition (6) holds:
This immediately leads to the inequality (5) which reads as:
Letρ 2 = (1 − (2σ − 3c)(η − Lη 2 ) + cLη 2 ). Telescoping the inequality over t = 0, 1, · · · , m − 1 leads to
Note that when m → ∞ and η → 0, the rate becomes ν := c 2σ−3c , hence we need c < σ/2 to get a rate ν smaller than 1. When RSC holds for every 1 ≤ k ≤ n, we have
Proof of Lemma 4. The following inequalities can be viewed as combinations of standard inequalities in convex optimization (co-coercivity, etc) and the characterization of restricted smoothness.
B.5 Convergence of D-RSVRG (Proof of Theorem 4)
Proof. Consider the auxiliary loss functions at the tth round, at the kth worker,
and
We have
So we can estimate the time complexity of finding an ǫ-optimal solution to be
B.6 Proof of Lemma 2
Proof. For E S 1 , we can apply the Lemma 1 directly:
For E S 2 , we have
where the last step uses the result from Lemma 1 again. For E S 3 , we have
B.7 Proof of Corollary 1
Proof. Setting P = I d and ρ = 1, we have
Since f is σ-strongly convex, we have
By summing the above inequality we have
The choice of y + implies
We obtain the final result by substituting E y 0 − x * 2 ≤ 2 σ E f y 0 − f * into the inequality.
C Proof for Distributed SARAH 
Lemma 6.
[17] Suppose that Assumption 1 and 2 hold, then we have
We also present a new lemma below with the proof given in Appendix C.5.
Lemma 7. The update rule of distributed SARAH satisfies
By combining the lemmas we prove the following theorem, whose proof can be found in Appendix C.2. 
When c < √ 2 4 σ, we can choose η = 2(1 − 8c 2 /σ 2 ) (9 − 8c 2 /σ 2 )L and m = 2κ 9 − 8c 2 /σ 2 (1 − 8c 2 /σ 2 ) 2 , leading to the following convergence rate
Consequently, the time complexity of finding an ǫ-optimal solution is
C.2 Proof of Theorem 7
Proof. By combining Lemmas 6 and 7, we have
Note that when f − f k is c-restricted smooth with regard to x * , we have
So the following inequality can be established:
Substituting it into Lemma 5 gives
Since f is σ-strongly convex, we have 4c
Denote by y + the returned result, which is selected from y 0 , · · · , y m−1 uniformly at random and we have
Sincex t+1 is randomly chosen from the returned results {y
C.3 The Nonconvex Case (Proof of Theorem 5)
In this section, we outline the convergence proof of Theorem 5 for D-SARAH in the nonconvex case based on the smoothness assumption. Again we simplify the notations y 
The proof can be found in Appendix C.4. By choosingx t+1 = y m we have
and hence with t outer loops, we have
where k(t) is the agent index selected in the tth round for parameter update.
the total iteration complexity to achieve an ǫ-accurate solution is
By choosing m = O(N/n), we achieve the time complexity
C.4 Proof of Theorem 8
Proof. Recall Lemma 5:
We would like to determine the conditions under which
The L-smoothness implies that
C.5 Proof of Lemma 7
Proof. Let F s denote the sigma-algebra generated by all random sample selections in sub-iteration 0, · · · , s − 1. Note that
so we have
Taking expectation over F s gives
D Proof for Distributed MiG (Theorem 3)
As earlier, we simplify the notations y t,s k , x t,s k and v t,s k by dropping the t superscript and the k subscript. In this section we deal with the non-smooth target function F (x) = f (x) + g(x), where g is a convex and non-smooth function known to all agents. We impose the following constraint on the step size η:
We have the following inequality from [38] 3 , where we follow the notation by setting∇ = ∇ℓ z (y s−1 )− ∇ℓ z (x) + ∇f (x), with z randomly selected from M k .
We further split the term E ∇f (y s−1 ) −∇, x s − u as This implies O(log(1/ǫ)) rounds of communication is sufficient to find an ǫ-accurate solution, and that the time complexity is O(N/n log(1/ǫ)).
E Further Discussions on Distributed Smoothness
In this paper, we have established that distributed variance reduced methods admit simple convergence analysis under the distributed smoothness for all worker machines, as long as the parameter c is smaller than a constant fraction of σ, the strong convexity parameter of the global loss function f . In this section, we will show that the distributed smoothness can be guaranteed for many practical loss functions as long as the local data size is sufficiently large and homogeneous across machines. This is as expected, since SVRG and SARAH rely heavily on exploiting data similarities to reduce the variance. Since the distributed smoothness only examines the gradient information of f k − f , it can be applied to loss functions with non-smooth gradients, e.g. Huber loss. However, for simplicity of exposition, we limit our focus to the case when the sample loss ℓ z (·) is second-order differentiable and demonstrate the smoothness of f − f k via uniform concentration of Hessian matrices.
For simplicity, we consider the quadratic loss case, which allows us to compare with existing result for the DANE algorithm [25] , which is a communication-efficient approximate Newton-type algorithm. Assume ℓ(·, z) is quadratic for all z. Recall the following result on the concentration of Hessian matrices from [25] .
L holds for all z, then with probability at least 1 − δ over the samples, for all x,
Moreover, the iteration complexity of DANE is given by the theorem below.
Theorem 9.
[25] If 0 ∇ 2 ℓ z (x) L holds for all z and σ ∇ 2 f (x) L, then with probability exceeding 1 − δ, DANE needs O κ 2 N/n log dn δ log L x 0 − x * 2 ǫ iterations to find an ǫ-optimal solution.
By Theorem 9, [25] claims that when the local data size of every machine is sufficiently large, namely N/n = Ω κ 2 log(dn) , DANE can find a desired ǫ-optimal with O(log(1/ǫ)) iterations and thus communication-efficient. Note that at this local data size, according to Lemma 8, it is sufficient to establish c = O(σ), which satisfies the convergence requirement of D-SVRG and D-SARAH. Consequently, the proposed D-SVRG and D-SARAH converges at the same iteration complexity as DANE, that is O(log(1/ǫ)). Recall that DANE requires its local routines to be solved exactly. In contrast, our results formally justifies that SVRG and SARAH can be safely used as an inexact local solver for DANE without losing its performance guarantees, thus answering an open question in [20] .
