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In this paper we prove the existence of invariant tori and thus the boundedness of
all solutions and the existence of quasiperiodic solutions for a class of Duffing-type
equations
d 2x
dt2
+x2n+1+ :
2n
j=0
pj (t) x j=0, n1,
where pj (t) ( j=0, 1, ..., n) are 1-periodic C (1) functions and where pj (t) ( j=n+1, ..., 2n)
are 1-periodic C (2) functions.  1998 Academic Press
1. INTRODUCTION AND THE RESULTS
We consider Duffing-type equation
d 2x
dt
+x2n+1+ :
2n
j=0
pj (t) x j=0, n1, (1.1)
where pj (t)( j=0, 1, ..., 2n) are 1-periodic functions. Dieckerhoff and Zehnder
[1] showed that Eq. (1.1) possesses invariant tori in the (x, x* , t)-space
arbitrarily far from the t-axis when the p$j s are sufficiently smooth functions,
thus proving the boundedness of all solutions for all time and the existence of
quasiperiodic solutions. Laederich and Levi [4] relaxed the differentiability
requirement of the p$j s to C (5+=) with =>0, which answered the question
posed by Dieckerhoff and Zehnder [1] as to whether the required degree
of differentiability of the p$js has to increase together with the degree of the
polynomial of Eq. (1.1) (the answer is no). Liu [3] obtained the same
results as Dieckerhoff and Zehnder for a special case of Eq. (1.1)
d 2x
dt2
+x2n+1+a(t) x= p(t), n1, (1.2)
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where a(t) and p(t) are 1-periodic continuous functions. Liu’s results gave
a positive answer to the question posed by Moser [2] on the boundedness
of all solutions for the equation
d 2x
dt2
+:x+;x3= p(t), :0, ;>0, (1.3)
where p(t+1)= p(t) is continuous.
It should be pointed out that Liu’s results hold with no smoothness
assumptions on a(t) and p(t). Maybe higher smoothness in t for Eq. (1.1)
is necessary, since it affects the proximity of the Poincare map of Eq. (1.1)
to an integrable map. Naturally, we want to know the mildest smoothness
requirement in t for Eq. (1.1). In this paper, we make some attempts in
that direction. Using the methods developed by Levi [5] (with a minor
modification), we relaxed the smoothness requirement of the p$j s to C (2).
More exactly, we obtain the following theorem.
Theorem. Assume that pj (t)( j=0, 1, ..., n) are 1-periodic C (1) functions
and pj (t)( j=n+1, ..., 2n) are 1-periodic C (2) functions, then the Poincare ’s
map P : (x, x* )t=0 [ (x, x* )t=1 of Eq. (1.1) possesses countably many invariant
curves whose radiuses tend infinity.
Corollary 1. Under the assumption of the theorem, every solution x(t)
of Eq. (1.1) is bounded; i.e., x(t) exists for all t # R and
sup( |x(t)|+|x* (t)| )<+.
Corollary 2. Under the assumption of the theorem, there is a large
constant |*>0 such that for every irrational number |>|* satisfying
}|&pq }
1
2
|q|&52
for all integers p and q{0, there is a quasiperiodic solution of Eq. (1.1)
having frequencies (|, 1), i.e., there is a smooth function F(%1 , %2) of period
1 with respect to %1 and %2 such that
x(t)=F(%1+|t, %2+t)
is a solution of Eq. (1.1).
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2. ACTION-ANGLE VARIABLES
In this section, we carry out the standard reduction to the action-angle
variables by the method of Levi [5]. We assume that pj (t) ( j=0, 1, ..., 2n)
satisfy the conditions of the theorem. Let
V(x, t)=
1
2n+2
x2n+2+ :
2n
j=n+1
1
j+1
pj (t) x j+1, (2.1)
then Eq. (1.1) has its Hamiltonian function
H*(x, y, t)= 12 y
2+V(x, t). (2.2)
For sufficiently large h>0 and fixed t # S1, H*(x, y, t)=h denotes a simple
closed curve in the (x, y)-plane. To construct the map (x, y) [ (%, I), we
let H0(I, t) be the value of H*= 12 y
2+V(x, t) on the closed curve which
encloses area I in the (x, y)-plane, i.e., we define H0(I, t) by

H*(x, y, t)=H0(I, t)
y dx=I. (2.3)
with time t as a parameter. We define now a generating function S(x, I, t)
as
S(x, I, t)={
- 2 |
x
x&
- H0(I, t)&V(!, t) d!,
I&- 2 |
x
x&
- H0(I, t)&V(!, t) d!,
y0,
y<0,
(2.4)
where x&=x&(I, t)<0 is given by V(x&, t)=H0(I, t). We define the map
0 : (%, I, t) [ (x, y, t) via
Sx(x, I, t)= y, SI (x, I, t)=% ; (2.5)
it is well known to be symplectic:
dx 7 dy=dx 7 (Sxx dx+SxI dI )=SxI dx 7 dI,
d% 7dI=(SIx dx+SII dI ) 7 dI=SIx dx 7 dI.
We note that % is defined mod. 1. Eq. (1.1) in the new variable (%, I, t)
retains its Hamiltonian character with the new Hamiltonian
H(%, I, t)=H0(I, t)+H1(%, I, t)+H2(%, I, t), (2.6)
233DUFFING-TYPE EQUATIONS
File: DISTIL 335604 . By:DS . Date:19:01:98 . Time:07:11 LOP8M. V8.B. Page 01:01
Codes: 2132 Signs: 860 . Length: 45 pic 0 pts, 190 mm
where
H1(%, I, t)={
- 2
2 |
x
x&
t H0(I, t)&Vt(!, t)
- H0(I, t)&V(!, t)
d!,
&
- 2
2 |
x
x&
t H0(I, t)&Vt(!, t)
- H0(I, t)&V(!, t)
d!,
y0,
y<0,
(2.7)
H2(%, I, t)= :
n
j=0
1
j+1
pj (t) x j, (2.8)
with x=x(%, I, t) defined by (2.5). Since SI (x, I, t)=% and (2.4), we obtain
that
%={\
- 2
2 |
x
x&
d!
- H0(I, t)&V(!, t)+ IH0(I, t),
1&\- 22 |
x
x&
d!
- H0(I, t)&V(!, t)+ IH0(I, t),
y0,
y<0.
(2.9)
We define a function
I0(H, t)=2 - 2 |
x+
x&
- H&V(!, t) d!, (2.10)
where x&(H, t)<x+(H, t) are given by V(x\, t)=H.
In view of (2.3), we conclude that H0(I, t) is the inverse function (in I )
of I0(H, t) with fixed t as a parameter. Therefore
I0(H0(I, t), t)=I. (2.11)
3. ESTIMATES OF I0(H, T ) AND H0(I, T)
In this paper, we denote different positive constants by C in different
positions.
Lemma 3.0. Let V(x, t) be defined by (2.1). Then there exist some
positive constants C, C1 , a and A such that for |x|A and t # S 1, V(x, t)
satisfies the following conditions:
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|kxV(x, t)|C |x|
&k V, 0k10; (3.1)
0<Wxa<
1
2
, where W=
V
Vx
; (3.2)
|kxW |C1 |x|
1&k, 0k10. (3.3)
Proof. This lemma is easy to be checked since V(x, t) is a polynomial
on x and its coefficients pj (t)( j=n+1, ..., 2n) are 1-periodic functions, thus
being bounded. K
Lemma 3.1. Let I0(H, t) be defined by (2.10). When H is large enough
and t # S1, we have
C1H (12)+(12n+2)I0(H, t)C2H (12)+(12n+2) (3.4)
Proof. By (2.10), it suffices to prove that
C1H (12)+(12n+2)|
x+
A
- H&V(!, t) d!C1H (12)+(12n+2), (3.5)
where x+>0 is given by V(x+, t)=H and A is the constant in Lemma 3.0.
Letting V(!, t)=H’, we have
|
x+
A
- H&V(!, t) d!=H32 |
1
V(A, t)H
- 1&’
1
V!(!, t)
d’, (3.6)
where !=!(H, ’, t) on the right of (3.6) is given by V(!, t)=H’. By (3.1),
it is easy to check the inequalities
C3(H’)(12n+2)&1
1
V!(!, t)
C4(H’)(12n+2)&1, (3.7)
and therefore
C3H (12)+(12n+2) |
1
V(A, t)H
- 1&’ ’(12n+2)&1 d’
|
x+
A
- H&V(!, t) d!
C4H (12)+(12n+2) |
1
V(A, t)H
- 1&’ ’(12n+2)&1 d’. (3.8)
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For H large enough, we have
0
V(A, t)
H

1
2
, (3.9)
and therefore
C 3 :=|
1
12
- 1&’ ’(12n+2)&1 d’
|
1
V(A, t)H
- 1&’ ’(12n+2)&1 d’
|
1
0
- 1&’ ’(12n+2)&1 d’ :=C 4 .
By (3.8) and (3.10), the proof is completed. K
Lemma 3.2. When H is large enough and t # S 1, we have
|kH I0(H, t)|CH
&kI0(H, t), 0k10, (3.10)
H I0(H, t)CH &1I0(H, t)>0, (3.11)
2H I0(H, t)&CH
&2I0(H, t)<0. (3.12)
Proof. There is no essential loss of generality in assuming that V(A, t)
=Vx(A, t)=0 and
I0(H, t)=|
x+
A
- H&V(!, t) d!.
Choosing V(!, t)H=_ # [0, 1] as the new variable of integration, we have
I0(H, t)=H - H |
1
0
- 1&_
1
Vx(!(_, H, t), t)
d_;
differentiating by H, observing that (H) !(_, H, t)=_Vx , and simpli-
fying we obtain
H I0(H, t)=H &1 |
x+
A
( 12+W!) - H&V(!, t) d!. (3.13)
We introduce an operator H (see [5]):
H(K)=
1
2H
K+KH+
1
H
(KW )x ,
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so that
H I0(H, t)=H &1 |
x+
A
H(1) - H&V d!,
and therefore
kH I0(H, t)=H
&k |
x+
A
Hk (1) - H&V d!.
Using Lemma 6.2.1 in [5] and (3.3), we complete the proof of (3.10).
By (3.2),
H I0(H, t)=H &1 |
x+
A
( 12+W!) - H&V d!
 12H
&1 |
x+
A
- H&V d!= 12H&1I0(H, t),
which completes (3.11).
Differentiating (3.13) with respect to H, we have
2H I0(H, t)=
H &1
2 |
x+
A \
1
2
+W!+ 1- H&V d!
&
1
H2 |
x+
A \
1
2
+W!+ - H&V d!
=
1
2H |
x+
A \
1
2
+W!+ 1- H&V d!&
1
H
HI0(H, t)
=
1
2
H |
x+
A \
1
2
+W!+ d!- H&V&
1
H |
x+
A
d!
2 - H&V
=
1
2 |
x+
A \&
1
2
+W!+ d!- H&V

1
H \&
1
2
+a+ |
x+
A
d!
- H&V
&CH&1 H I0(H, t)&CH&2 I0(H, t).
This finishes the proof of (3.12). K
Lemma 3.3. For H large enough and t # S 1, we have
| lHt I0(H, t)|CH
&lH12, 0l9; (3.14)
| lH 
2
t I0(H, t)|CH
&lH12, 0l9. (3.15)
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Proof. By (2.1) and (3.12), we have
&t I0(H, t)=|
x+
A
tV
- H&V
d!
= :
2n
i=n+1
1
i+1
p$i (t) |
x+
A
!i+1 - H&V(!, t) d!, (3.16)
therefore
& lHt I0(H, t)= :
2n
i=n+1
1
i+1
p$i (t)  lH |
x+
A
!i+1
- H&V(t)
d!
=2 :
2n
i=n+1
1
i+1
p$i (t)  l+1H |
x+
A
!i+1 - H&V(!, t) d!.
(3.17)
We note that
|
x+
A
!i+1 - H&V(!, t) d!=
1
i+2 |
x+
1
- H&V(!, t) d!i+2. (3.18)
Let ’=!i+2, y+=(x+) i+2, so that
|
x+
A
!i+1 - H&V(!, t) d!=
1
i+2 |
y+
A
- H&V(’, t) d’, (3.19)
where
V(’, t)=
1
2n+2
’2n+2i+2+ :
2n
j=n+1
pj (t)
j+1
’ j+1i+2. (3.20)
It is easy to check that V(’, t) obeys the conditions (3.1), (3.2), and (3.3).
Using the arguments of Lemmas 3.1 and 3.2, we have
}(i+2)  l+1H |
x+
A
!i+1 - H&V(!, t) d! }
= }  l+1H |
x+
A
- H&V(’, t) d’ }
CH&(l+1)H (12)+(i+22n+2)CH&lH12. (3.21)
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This completes the proof of (3.14). Differentiating (3.17) with respect to t,
we obtain
&
1
2
 lH 
2
t I0(H, t)= :
2n
i=n+1
1
i+1
p$i (t)  l+1H t |
x+
A
!i+1 - H&V(!, t) d!
+ :
2n
i=n+1
1
i+1
p"i (t)  l+1H |
x+
A
!i+1 - H&V(!, t) d!.
(3.22)
By (3.19) and (3.21), it suffices to prove
} l+1H t |
x+
A
!i+1 - H&V(!, t) d! }CH&l+12. (3.23)
Since we can show easily that
t |
x+
A
!i+1 - H&V(!, t) d!
=&
1
2
:
2n
j=n+1
p$j (t)
j+1
H |
x+
A
!i+ j+2 - H&V(!, t) d!, (3.24)
it remains to prove
} l+2H |
x+
A
!i+ j+2 - H&V(!, t) d! }CH&l+12. (3.25)
Using the argument of (3.21), we have
}  l+2H |
x+
A
!i+ j+2 - H&V(!, t) d! }
CH&(l+2)H (12)+(i+ j+32n+2)CH&l+12. (3.26)
Thus the inequality (3.25) holds. K
Lemma 3.4. If a real function ,(x) satisfies |,(m)(x)|cx&m,, 1mk,
and ,$(x)x&1, for all x large enough, then the inverse function =,&1
satisfies |(m)( y)|cy&m( y) for 1mk. If, moreover, |,"(x)|cx&2,(x),
then |"( y)|cy&2( y).
Proof. See Lemma 5.2 in [5]. K
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For convenience we introduce two function spaces P (k)0 (r) and P
(k)
1 (r)
respectively. The two function spaces are similar to those in [1].
Definition 3.1. For given constant r and nonnegative integer k, we
call f (*, t) # P (k)0 (r) if for (*, t) # R
+_S 1 and for all nonnegative integers
lk, we have
sup
**l , t # S
1
( |Dl* f (*, t)| )C*
&l+r,
where *$l s and C are some positive constants and where f is Ck in * and
is C in t.
By Lemmas 3.1 and 3.2, I0(H, t) # P (10)2 (12+12n+2).
Definition 3.2. For given constant r and nonnegative integer k, we
call f (%, *, t) # P (k)1 (r) if for (%, *, t) # S
1_R+_S 1 and for all nonnegative
integers j and l with j+lk, we have
sup
**jl , (%, t) # T
2
( |(D j*)(D
l
%) f (%, *, t)| )C*
& j+r,
where *$jls and C are some positive constants and where f is Ck in (%, *)
and is C in t.
We summarize some properties readily verified from the definitions:
Lemma 3.5. (1) If f # P (k)i (r1) and g # P
(k)
i (r2) then fg # P
(k)
i (r1+r2),
(i=0, 1);
(2) if f # P (k)0 (r) satisfies f (*, } )C*
r in *>*0 for some *0>0 then
1f # P (k)0 (&r);
(3) if f # P(k)0 (r1) and g # P
(k)
0 (r2) and g(*, } )C*
r2 for **0 and
r2>0 then f b g # P (k)0 (r1r2) where ( f b g)(*, t) :=f (g(*, t), t);
(3$) if f # P (k)0 (r1), and g # P
(k)
1 (r2) and g( } , *, } )C*
r2 for **0 and
r2>0 then f b g # P (k)1 (r1r2), where ( f b g)(%, *, t)= f (g(%, *, t), t);
(4) if f # P (k)i (r) and j<k, then f # P
( j)
i (r), (i=0, 1);
(5) if f # P (k)i (r) then (D
j
*) f # P
(k& j)
i (r& j) with 0 jk, (i=0, 1);
(6) if r1<r2 then P (k)i (r1)/P
(k)
i (r2);
(7) P(k)0 (r)/P
(k)
1 (r);
(8) if f # P (k)0 (r) and r>0 and |* f (*, } )|C*
r&1 for **0 , then
f &1 # P (k)0 (1r), where f
&1(\, t) is given by f (*, t)=\. K
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Lemma 3.6. For t # S 1 and I large enough, we have
C1 I 2n+2n+2H0(I, t)C2 I2n+2n+2; (3.27)
IH0(I, t)CI&1H0(I, t)C1 I nn+2; (3.28)
2I H0(I, t)CI
&2+(2n+2n+2) ; (3.29)
H0(I, t) # P100 \2n+2n+2 + ; (3.30)
t H0(I, t) # P (9)0 \2n+1n+2 + ; (3.31)
2t H0(I, t) # P
(9)
0 \2n+1n+2 + . (3.32)
Proof. Since H0(I, t) is the inverse function (in I ) of I0(H, t), we
conclude that (3.27) holds by substituting H=H0(I, t) into (3.4). In view
of (3.11) and Lemma 3.4, we obtain (3.28). By (3.12) and Lemma 3.4, we
have
|2I H0(I, t)|CI
&2+(2n+2n+2). (3.33)
Applying 2I to I0(H0(I, t), t)=I, we obtain
2H I0(H, t)(IH0(I, t))
2+H I0(H, t) 2I H0(I, t)=0, (3.34)
where H=H0(I, t). Since 2H I0(H, t)<0 and H I0(H, t)>0, we obtain
2I H0(I, t)>0. Therefore, (3.29) holds. (3.30) follows by Lemma 3.5 (8).
Differentiating I0(H0(I, t), t)=I with respect to t, we have
t H0(I, t)=&
t I0(H, t)
HI0(H, t)
, (3.35)
where H=H0(I, t). By (3.14), we have
t I0(H, t) # P (9)0 (
1
2). (3.36)
Using Lemmas 3.2 and 3.5 (5) and (2), we have
1
H I0(H, t)
# P (9)0 \12&
1
2n+2+ . (3.37)
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Combining (3.36) and (3.37) and using Lemma 3.5 (1) and (3), we conclude
that (3.31) holds. Differentiating (3.35) with respect to t and using Lemma 3.5
and (3.15), we obtain (3.32). Now the proof is completed. K
4. SOME ESTIMATES OF H1 AND H2
In order to obtain the estimates of H1(%, I, t) and H2(%, I, t), we first give
the estimates of x=x(%, I, t) which is defined by (2.5).
Lemma 4.1. For I large enough and (%, t) # T 2, we have
|k% 
l
I x(%, I, t)|CI
&l+(1n+2), k+l6, (4.1)
i.e., x(%, I, t) # P(6)1 \ 1n+2+ . (4.1$)
Proof. Case 1. k=0 and 0l6. It is easy to check |x(%, I, t)|CI1n+2.
Let H0=H0(I, t), h=IH0 H0 and d !=d!- H0&V(!, t), so that we have
the two identities:
I |
x
A
d !=h |
x
A \W!&
1
2+ d !+
I x
- H0&V(x, t)
&
W(x, t) h
- H0&V(x, t)
; (4.2)
I |
&A
x&
d !=h |
&A
x& \W!&
1
2+ d !+
W(&A, t)
- H0&V(&A, t)
; (4.3)
where A is the constant in Lemma 3.0.
In fact, choosing V(!, t)H0=’ as the new variable of integration, we
have
|
x
A
d !=|
V(x, t)H0
V(A, t)H0
- H0
- 1&’
1
Vx(!(’, t, H0), t)
d’;
differentiating by I, observing that (t) !(’, t, H0)=(IH0 Vx) ’, and
simplifying we obtain (4.2). (4.3) is proven similarly.
Differentiating (2.9) with respect to I, we have
0=(2I H0) |
x
x&
d !+(IH0) \I |
&A
x&
+I |
A
&A
+I |
x
A + d !, (4.4)
where we have assumed that y in (2.9) is positive. Substituting (4.2) and
(4.3) into (4.4), we have
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&Ix=
2I H0
IH0
- H0&V |
x
x&
d !+h - H0&V |
&A
x& \W!&
1
2+ d !
+h - H0&V |
x
A \W!&
1
2+ d !
+h - H0&V
W(A, t)
- H0&V(A, t)
&W(x, t) h, (4.5)
where V=V(x, t) and W=VVx .
Applying the argument of Lemma A.4.1 in [5] to (4.5), we obtain
| lIx|CI
&l+(1n+2), 0l6. (4.6)
Meanwhile, we obtain
|lI - H0&V|CI &l - H0&VCI &l+(n+1n+2), 0l6, (4.7)
where C is independent of %.
Case 2. k1, k+l6.
Differentiating (2.9) with respect to %, we have
x
%
=
- H0&V
IH0
. (4.8)
Since the constant C in (4.7) is independent of %, for any fixed % we have
- H0&V # P (6)0 \n+1n+2+ . (4.9)
By (3.30) and Lemma 3.5 (5), we have
IH0 # P (9)0 \2n+2n+2 &1+/P (6)0 \
n
n+2+ .
Using Lemma 3.5 (1) and (2), for any fixed % we have
x
%
# P (6)0 \ 1n+2+/P (5)0 \
1
n+2+ .
Therefore, there exists a constant C such that for (%, t) # T 2, we have
| lI %X(%, I, t)|CI
&l+(1n+2), l5.
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By differentiating (4.8) with respect to % and by the induction, the proof
is completed. K
Lemma 4.2.
t x(%, I, t) # P (6)1 \ 1n+2+ . (4.11)
Proof. Let
N(x, I, t)=
1
2
t H0
H0
(Wx&1)+
Vxx Vt
(Vx)2
&
Vxt
Vx
, (4.12)
where W=VVx and xA. We claim that the following identities hold:
t |
x
A
d !=|
x
A
N d !+
1
- H0&V
tx+
1
- H0&V
1
Vx \Vt&
tH0
H0
V+
+
t H0
H0
W(A, t)
- H0&V(A, t)
&
1
- H0&V
Vt(A, t)
Vx(A, t)
; (4.13)
t |
&A
x&
d !=|
&A
x&
N d !+
1
- H0&V(&A, t)
Vt(&A, t)
Vx(&A, t)
&
t H0
H0
W(&A, t)
- H0&V(&A, t)
. (4.14)
In fact, choosing V(!, t)H0=_ # [0, 1] as the new variable of integration,
we obtain
|
x
A
d !=|
V(x, t)H0
V(A, t)H0
1
- 1&_
H 120
V!(!, t)
d_ (4.15)
and
|
&A
x&
d !=|
V(&A, t)H0
1
1
- 1&_
H 120
V!(!, t)
d_, (4.16)
where !=!(I, _, t) is given by V(!, t)=H0_. Applying t to (4.15) and
(4.16), respectively, we obtain (4.13) and (4.14). Differentiating (2.9) with
respect to t and using (4.13) and (4.14), we obtain that
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&t x(%, I, t)=
I tH0
IH0
- H0&V |
x
x&
d !
+- H0&V |
&A
x&
N d !+|
x
A
N d !+|
A
&A
Vt&tH0
H0&V
d !
+
Vt
Vx
&
tH0
H0
W+
tH0
H0
W(A, t)
- H0&V(A, t)
&
W(A, t)
- H0&V(A, t)
+
1
- H0&V(A, t)
Vt(&A, t)
Vx(&A, t)
&
tH0
H0
W(&A, t)
- H0&V(&A, t)
. (4.17)
Estimating each term of (4.17) by argument similar to that of Lemma 4.1,
we complete the proof. Here we omit the tedious details. K
Lemma 4.3. For I large enough and (%, t) # T 2, we have
|k% 
l
IH1(%, I, t)|CI
&1+(n+1n+2) k+l6, (4.18)
i.e., H1(%, I, t) # P (6)1 \n+1n+2+ . (4.18$)
Proof. Let 4&<4+ be given by V(4\ , t)= 12H(I, t). It is easy to
check that 4\(I, t) # P (6)0 (1n+2). We assume that x=x(%, I, t)4+
CI (1n+2) and y= y(%, I, t)0 without loss of generality.
Case 1. k=l=0.
For I large enough and ! # [x& , x+], we have that
|t V(!, t)|C |!| 2n+1C(x+)2n+1CI2n+1n+2;
by (3.13), |t H0 |CI 2n+1n+2. Consequently,
|H1(%, I, t)|= }- 22 |
x+
x&
tH0&t V
- H0&V
d! }CI2n+1n+2 |
x+
x&
d!
- H0&V
.
Let H=H0(I, t), so that
|
x+
x&
d!
- H0&V
=2 H |
x+
x&
- H&V d!=
1
- 2
H I0(H, t)CI &nn+2.
(4.19)
Therefore |H1(%, I, t)|CI 2n+1n+2I&nn+2CIn+1n+2.
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Case 2. k=0, 1l6.
In view of (2.7) and (2.9), we have that
H1(%, I, t)=
tH0
I H0
} %&
- 2
2 |
x
x&
t V(!, t) d !. (4.20)
It suffices to prove that for I large enough and (%, t) # T 2,
} lI |
x
x&
tV(!, t) d ! }CI&l+(n+1n+2), 1l6. (4.21)
Let H=H0(I, t) so that
}  lH |
0
x&
t V(!, t) d ! }= lH \ :
2n
i=n+1
p$i (t) |
0
x&
!i+1 d !+
 :
2n
i=n+1
Ci }  l+1H |
0
x&
!i+1 - h&V(!, t) d! }
CH&l+12, (4.22)
where the last inequality follows by the argument of (3.21). Therefore
\|
0
x&
Vt(!, t) d!+ (H, t) # P (6)0 ( 12). (4.23)
Since (3.30), H=H0(I, t) # P (10)0 (2n+2n+2). Using Lemma 3.5 (3), we
have that
\|
0
x&
Vt(!, t) d !+ (I, t) # P (6)0 \n+1n+2+ . (4.24)
By V(4+ , t)= 12H0 and H0&V(!, t){0 for ! # [0, 4+], we have that
I |
4+
0
Vt d !=&
1
2 |
4+
0
IH0 } Vt
(H0&V)32
d!+
- 2 Vt(4+ , t) I 4+
- H0
. (4.25)
Applying  l&1I to (4.25) and observing that 4+(I, t) # P
(6)
0 (1n+2), we have
that
} lI |
4+
0
Vt d ! }CI &l+(n+1n+2), 0l6. (4.26)
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Now, it remains to prove that
} lI |
x
4+
Vt d ! }CI &l+(n+1n+2) 0l6. (4.27)
Using integration by part, we have that
|
x
4+
Vt d !=K1+2 |
x
4+
(!U1) - H0&V d!, (4.28)
where
U1 =U1(x, t)=
Vt(x, t)
Vx(x, t)
,
K1=K1(%, I, t)=- 2H0 U1(4+ , t)&2U1(x, t) - H0&V(x, t).
Since the constant C in (4.1) is independent of %, we have that x(%, I, t) #
P(6)0 (n+1n+2) for any fixed %. Differentiating (4.28) with respect to I, we
have that
I |
x
4+
Vt d !=I K1+K 1+(I H0) |
x
4+
!U1 d !, (4.29)
where K 1(%, I, t)=(xU1)(Ix) - H0&V&(- 2H02) xU1(4+, t) I4+.
Using (4.1), we have that K 1(%, I, t) # P (5)0 ((n+1n+2)&1) for any fixed %.
Now, by (4.29), it remains to prove that
lI \(I H0) |
x
4+
! U1 d !+CI &l&1+(n+1n+2), 0l5. (4.30)
Since IH0 # P (5)0 (nn+2), it remains to prove that
} lI |
x
4+
!U1 d ! }CI&l+(n+1n+2)&(1&(nn+2)), 0l5. (4.31)
By six successive applications of the above way, it remains to prove that
} |
x
4+
!U6 d ! }CI ((n+1n+2)&6(1+(nn+2))), (4.32)
where
U6(x, t)=
x U5
Vx
.
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In fact, since (2.1), U1 # P (6)0 (0). By the induction, we have that U6 #
P(1)0 (&5(2n+2)). Therefore
} |
x
4+
!U6 d ! }C |
x
4+
|!|&5(2n+2) d !C(4+)&5(2n+2) |
x+
x&
d !.
Since (4.19) and 4+CI1n+2, we have that
} |
x
4+
!U6 d ! }CI (n+1n+2)&6(1+(nn+2)).
This finishes the proof of Case 2.
Case 3. k1, k+l6.
Differentiating (2.7) with respect to %, we have that
% H1(%, I, t)=
- 2
2
t H0(I, t)&Vt(x, t)
IH0(I, t)
. (4.33)
Using Lemmas 3.5, 3.6, and 4.1, we obtain that %H1(%, I, t) # P(5)1 (1n+2),
which completes the proof of Case 3. K
Lemma 4.4.
t H1(%, I, t) # P (6)1 \n+1n+2+ . (4.34)
Proof. Assume that x=x(%, I, t)4+ and y= y(%, I, t)0. Differen-
tiating (4.20) with respect to t, we have that
t H1(%, I, t)=%

t \
t H0
I H0+&
- 2
2
t |
x
x&
Vt d !. (4.35)
Using Lemmas 3.5 and 3.6, we have that
%

t \
t H0
IH0+ # P (6)0 \
n+1
n+2+ .
So it remains to prove that
}k%  lIt |
x
x&
Vt d ! }CI&l+(n+1n+2) k+l6, (4.36)
which follows by the arguments similar to those of Lemma 4.3. K
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Lemma 4.5. For H2(%, I, t) defined by (2.8), we have that
H2(%, I, t) # P (6)1 \n+1n+2+ , (4.37)
t H2(%, I, t) # P (6)1 \n+1n+2+ . (4.38)
Proof. By Lemmas 4.1 and 4.2, the proof is easily completed. K
5. PROOF OF THE THEOREM
For *0>0, we let A*0 /S
1_R+_S 1 denote the domain
A*0=[(%, *, t)*0 and (%, t # T
2)].
Lemma 5.1. Assume that pj (t)( j=0, 1, ..., 2n) satisfy the conditions of
the theorem in the first section. Then there is a symplectic transformations 1
periodically depending on t of the form
1: {I=++u(,, +, t)%=,+v(,, +, t) (5.1)
with u # P (5)1 (1n+2) and v # P
(5)
1 ((1n+2)&1) such that A++/1(A+0)/
A+& for some large +&<+0<++. Moreover the Hamiltonian function H
defined by (2.6) is transformed into a new Hamiltonian function of the form
H (,, +, t)=H0(+, t)+R0(+, t)+R(,, +, t), (5.2)
where R0 # P (6)0 (n+1n+2) and R # P
(5)
1 (1n+2).
Proof. Let
H3(%, I, t)=H1(%, I, t)+H2(%, I, t), (5.3)
then (2.6) becomes
H(%, I, t)=H0(I, t)+H3(%, I, t). (5.4)
By Lemmas 4.3, 4.4, and 4.5, we have that
H3(%, I, t), tH3(%, I, t) # P(6)1 \n+1n+2+ . (5.5)
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The further argument is similar to that of Proposition 1 in [1]. However
we should note the loss of the differentiability with respect to time t. For
completeness we give the proof.
We shall prove that the required transformation 1 : (%, I ) [ (,, +) is
implicitly defined by
1 : {
I=++

%
S(%, +, t)
,=%+

+
S(%, +, t)
(5.6)
with
S(%, +, t) :=|
%
0
&(%, +, t) d%, (5.7)
&=&(%, +, t) :=
[H3](+, t)&H3(%, +, t)
+H0(+, t)
, (5.8)
[H3](+, t) :=|
1
0
H3(%, +, t) d%. (5.9)
By (5.6), (5.7), and (5.8) we have I=++&. So the transformed Hamiltonian
function H is expressed in the variable (%, +, t) instead of (,, +, t):
H (%, +, t)=H0(++&, t)+H3(%, ++&, t)+

t
S(%, +, t). (5.10)
Remark. It follows from (3.31), (5.5), (5.8), and (5.7) that S(%, +, t) is
continuously differentiable in time t. Hence (t) S(%, +, t) is continuous
and not necessary to be differentiable in time t. Therefore, application of
this lemma will lead the loss of differentiability in time t. This is why we
assume that pj (t)$s possess differentiability with some degrees.
By Taylor’s formula we have
H (%, +, t)=H0(+, t)++H0(+, t) &+H3(%, +, t)+R(%, +, t), (5.11)
where
R(%, +, t)=

t
S(%, +, t)+|
1
0
(1&{) 2*H0(*, t) &
2 d{
+|
1
0
*H3(%, *, t) & d{ (5.12)
with *=++{& and &=&(%, +, t).
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By (5.8) we rewrite (5.11):
H (%, +, t)=H0(+, t)+[H3](+, t)+R(%, +, t). (5.13)
Now the proof will follow from the following claims.
Claim 1. Let S be defined by (5.7) and (5.8), then the formula (5.6)
defines a symplectic diffeomorphism 1 depending on time t of the form
1: {I=++u(,, +, t)%=,+v(,, +, t) (5.14)
with u # P (5)1 (1n+2) and v # P
(5)
1 ((1n+2)&1).
Proof. We first prove
S(%, +, t) # P (6)1 \ 1n+2+ . (5.15)
Indeed, since (3.30) and (4), (5), and (7) of Lemma 3.5,
+H0(+, t) # P (9)0 \2n+2n+1 &1+/P (6)1 \
n
n+2+ . (5.16)
By (3.28) and Lemma 3.5 (2) we have
1
+ H0(+, t)
# P (6)1 \& nn+2+ . (5.17)
It follows from (5.5) that
([H3](+, t)&H3(%, +, t)) # P (6)1 \n+1n+2+ . (5.18)
Using Lemma 3.5 (1) we conclude that
&=&(%, +, t)=
[H3](+, t)&H3(%, +, t)
+H0(+, t)
# P (6)1 \ 1n+2+ .
Moreover,
S(%, +, t)=|
%
0
&(%, +, t) d% # P(6)1 \ 1n+2+ .
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This completes the proof of (5.15). Next we solve the second equation of
(5.6) for % and write
,=%+

+
S(%, +, t)=%+ g(%, +, t). (5.19)
By (5.14) and Lemma 3.5 (5) we have g # P (5)1 ((1n+2)&1). For the
inverse we set %=,+v(,, +, t). In view of (5.19) we find for v the equation
v=&g(,+v, +, t). (5.20)
Since g # P (5)1 ((1n+2)&1) and (1n+2)&1<0, |D%g(%, +, t)|
1
2 . There-
fore v is uniquely determined by the contradiction principle and (5.20).
Moreover, by the implicit function theorem for some +0 sufficiently large,
v is C5 with respect to (,, +). Now we are in position to prove
v(,, +, t) # P (5)1 \ 1n+2&1+ . (5.21)
Indeed, for 1m5, apply (D+)m to Eq. (5.20). The right-hand side is a
sum of terms:
(Ds% D
k
+g) } D
j1
+ v } D
j2
+ v } } } D
js
+ v (5.22)
with 1s+km and j1+ j2+ } } } + js=m&k. The highest order term is
the one with s=1 and k=0, namely (D%g)(D+)m v, which we put to the left
side of the equation. Inductively assuming that for jm&1 the estimates
|D j+v|c1 +
((1n+2)&1& j) hold true with some constant c1>0; we conclude
the same estimate for j=m, since g # P (5)1 ((1n+2)&1) and therefore
|Ds%D
k
+g|c2+
(1n+2)&1&k, thus
|Dm+ v|2 |D
m
+ v+(D%g)(D
m
+ v)|=|(D
s
% D
k
+g) } D
j1
+ v } D
j2
+ v } } } D
js
v|
c3 +((1n+2)&1&k)+(s((1n+2)&1)&( j1+ } } } + js))
c3 +(s+1)((1n+2)&1)&mc3+(1n+2)&1&m. (5.23)
The estimates of Dl,D
k
+ v(,, +, t) with l+k5 can be proven similarly. This
completes the proof of (5.21).
We next insert %=,+v into the first equation of (5.6) and define u to
be
I=++&(,+v, +, t) :=++u(,, +, t). (5.24)
In view of & # P (6)1 (1n+2) and v # P
(5)
1 ((1n+2)&1) we conclude that
u # P (5)1 (1n+2). To finish the proof of Claim 1 we verify easily that the
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map 1 has a right inverse of the same type as 1 defined on A+& for some
large +& and that is injective on A+0 for +0 large enough. Therefore 1 is
diffeomorphism. By (5.6),
dI 7 d%=\1+ 
2
% +
S(%, +, t)+ d+ 7 d%=d+ 7d,.
This implies 1 is symplectic. Claim 1 is now completed.
For the transformed Hamiltonian function H , now expressed in the
variables + and , we have in view of (5.13), (5.12), and (5.24),
H (,, +, t)=H0(+, t)+[H3](+, t)+R, (5.25)
where R=R1+R2+R3 with
R1=R1(,, +, t)=\St + (,+v, +, t),
R2=R2(,, +, t)=|
1
0
(1&{) 2*H0(*, t) u
2 d{,
R3=R3(,, +, t)=|
1
0
* H3(,+v, *, t) u d{,
and where *=++{u and u is defined by (5.24).
Claim 2.
(i) R1 # P (5)1 \ 1n+2+ ; (ii) R2 # P (5)1 (0); (iii) R3 # P (5)1 (0).
Here we give only the proof of (i), since the remaining proof is similar
to that of (i). In view of (5.7), (5.8), and (5.15) we have (t) S(%, +, t) #
P(6)1 (1n+2). For 1m5, applying (D+)
m to R1 , we have (D+)m R is a
sum of terms:
(V)=\Ds%Dk+ \ t S(%, +, t)++ } D j1+ v } D j2+ v } } } d js+v
with 1s+km and j1+ } } } + js=m&k and %=,+v. Since ((t)
S(%, +, t)) # P (6)1 (1n+2),
}Ds%Dk+ \ t S(%, +, t)+}c+(1n+2)&k. (5.26)
253DUFFING-TYPE EQUATIONS
File: DISTIL 335624 . By:DS . Date:19:01:98 . Time:07:11 LOP8M. V8.B. Page 01:01
Codes: 1811 Signs: 679 . Length: 45 pic 0 pts, 190 mm
And by (5.21),
|D jp+ v|c+
(1n+2)&1& jp, for jp=1, ..., s. (5.27)
Therefore
|(V)|c+(1n+2)&k } +s((1n+2)&1)&(m&k)c+(1n+2)&m. (5.28)
We conclude from this that R1 # P (5)1 (1n+2).
In view of Claim 1 and Claim 2 and in view of (5.25), the proof of
Lemma 1 is finished by setting R0=[H3]. K
Now under the transform 1 , the Hamiltonian equations are
HH : {
d+
dt
=&

,
R,
d,
dt
=

+
(H0(+, t)+R0(+, t))+

+
R.
(5.29)
Let
h0(+, t)=

+
H0(+, t)+

+
R0(+, t), (5.30)
[h0](+)=|
1
0
h0(+, t) dt. (5.31)
Define a map 2 : (,, +, t) [ ({, +, t) as follows:
2 : {
+=+,
{=,+|
t
0
([h0](+)&h0(+, s)) ds.
(5.32)
Obviously, 2 is symplectic and 1-periodic in t.
Equations (5.29) are transformed into
{
d+
dt
=F({, +, t),
d{
dt
=[h0](+)+G({, +, t),
(5.33)
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where
F({, +, t)=

,
R(,, +, t),
(5.34)
G({, +, t)=

+
R(,, +, t)
+|
t
0

+
([h0](+)&h0(+, s)) ds }

,
R(,, +, t),
,=,({, +, t)={&|
t
0
([h0](+)&h0(+, s)) ds. K
Lemma 5.2.
|Dl{D
k
+F({, +, t)|c+
(1n+2)&(2kn+2), 0l+k4, (5.35)
|Dl{D
k
+G({, +, t)|c+
(&1n+2)&(2kn+2), 0l+k4. (5.36)
Proof. Since H0(+, t) # P (10)0 (2n+2n+2) by (3.30) and R0(+, t) #
P(6)0 (n+1n+2) by Lemma 5.1, we conclude that
h0(+, t)=

+
(H0(+, t)+R0(+, t)) # P (6)0 \ nn+2+ . (5.37)
By the second equation of (5.32),
,={&|
t
0
([h0](+)&h0(+, s)) dt. (5.38)
Applying Dl{D
k
+ to , we have
Dl{D
k
+,({, +, t)={
1, as l=1, k=0,
(5.39)
&|
t
0
Dk+([h0](+)&h0(+, s)) ds,
as l=0, 1k6,
0, as 1l6.
Since |Dk+h0(+, s)|c+
(nn+2)&k by (5.37),
|Dk+,({, +, t)|c+
(nn+2)&k, 1k6 (5.40)
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with + large enough. We claim now that if f (,, +, t) # P(4)1 (|) and ,=,({, +, t)
is defined by (5.38), then
|Dl{D
k
+ f (,, +, t)|c+
|&(2kn+2), 0l+k4. (5.41)
Step 1. When l=k=0, |Dl{D
k
+ f |=| f (,, +, t)|c+
| by f # P (4)1 (|).
Step 2. When 1l4 and k=0, Dl{ f (,, +, t) is a sum of terms (For
convenience, we let D0{ ,=1):
(Ds, f (,, +, t)) } (D
k1
{ ,) } } } (D
ks
{ ,) (5.42)
with 1sl and k1+ } } } +ks=l. Since |Ds, f (,, +, t)|c+
| by f # P(4)1 (|)
and since Dl{,=0 or 1 by (5.39), the terms in the form of (5.42) are
bounded by c1+|; consequently,
|Dl{ f (,, +, t)|c1+
|, 1l4. (5.43)
Step 3. When l=0 and 1k4, Dk+ f (,, +, t) is a sum of terms,
(Dr1 D
s
2 f (,, +, t)) } (D
j1
+ ,) } } } (D
jr
+ ,)(D
i1
+ +) } } } (D
is
++), (5.44)
where j1+ } } } + jr=k&s and i1+ } } } +is=k&r and 1r+sk.
Noticing that |Di++|c+
1&i and using (5.40) and in view of f # P (4)1 (|) we
conclude that the terms of (5.44) are bounded by
c+|&s } (+(nn+2)& j1 } } } +(nn+2)& jr) } (+1&i1 } } } +1&is)
=c+|&s+r(nn+2)&(k&s)+s&(k&r)c1+|&(2kn+2).
Consequently,
|Dk+ f (,({, +, t), +, t)|c+
|&(2kn+2), 1k4. (5.45)
Step 4. When 1l and 1k and k+l4, by (5.44) we have that
Dl{D
k
+ f (,, +, t) is a sum of terms:
[Dl{((D
r
1 D
s
2 f ) } (D
j1
+ ,) } } } (D
jr
+ ,))] } (D
i1
+ +) } } } (D
is
++). (5.46)
Using (5.40) and f # P (4)1 (|) and observing that D{D
k
+,=0 with 1k6
by (5.39) we verify easily that
|Dl{D
k
+ f (,, +, t)|c+
|&(2kn+2), 1l, 1k, l+k4. (5.47)
By Steps 14 we complete claim (5.41).
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We are now in position to prove (5.35) and (5.36).
Since R(,, +, t) # P (5)1 (1n+2), (,) R(,, +, t) # P
(4)
1 (1n+2). Setting
f =(,) R and |=1n+2 and using Eq. (5.41) we have
|Dl{D
k
+F({, +, t)|=|D
l
{D
k
+ f (,({, +, t), +, t)|
c+(1n+2)&(2kn+2), l+k4.
This completes (3.53).
Setting f =(+) R(,, +, t) and using Eq. (5.41) we have
}Dl{Dk+ + R(,, +, t)}c+(1n+2)&1&(2kn+2)c+&(1n+2)&(2kn+2). (5.48)
Since h0(+, t) # P (6)0 (nn+2), we have, for t # S
1 and + large enough,
}D j+ \|
t
0

+
([h0](+)&h0(+, s)) ds+}c+(nn+2)&1& j=c+&(2n+2)& j.
(5.49)
Consequently,
}Dl{Dk+ \|
t
0

+
([h0](+)&h0(+, s)) ds+ } , R(,, +, t)}
= } |
t
0
:
k
m=0 \
k
m+ Dm+ \

+
([h0](+)&h0(+, s))+ ds } Dk&m+ Dl{F({, +, t) }
(5.50)
(by (5.49), (5.35)) :
k
m=0
cm +&(2n+2)&m } +(1n+2)&(2(k&m)n+2)
C+&(1n+2)&(2kn+2). (5.51)
Using (5.48) and (5.51) and in view of the second equation of (5.34), we
finish the proof of (5.36). K
Lemma 5.3. For + large enough, we have that
|Dl+[h0](+)|C+
&l+(nn+2), 0l5, (5.52)
0<C1+nn+2[h0](+)C2+nn+2 (5.53)
d
d+
[h0](+)C+&(2n+2)>0. (5.54)
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Proof. (5.52) and (5.53) are easily proven by (3.28) and (3.30) and
R0 # P (6)0 (n+1n+2). Since Lemma 3.6,
d
d+
[h0](+)=|
1
0
2+(H0(+, t)+R0(+, t)) dt
|
1
0
2+ H0(+, t) dt&|
1
0
|2+R0(+, t)| dt
C1 +&2n+2&C2+&n&3n+2C+
&2
n+2
>0.
This finishes the proof. K
By Lemma 5.3, we now define a diffeomorphism:
3 : {*=[h0](+),{={. (5.55)
Equations (5.33) are transformed into
{
d*
dt
= f ({, *, t),
d{
dt
=*+ g({, *, t),
(5.56)
where
{f ({, *, t)=F({, +, t)
d
d+
[h0](+),
g({, *, t)=G({, +, t),
(5.57)
and where +=+(*) :=[h0]&1 (*) is implicitly given by [h0](+)=*.
Lemma 5.4.
|Dkl{D
k
* f ({, *, t)|c*
&(1n), l+k4, (5.58)
|Dl{D
k
* g({, *, t)|c*
&(1n), l+k4, (5.59)
where c is some positive constant and * is large enough.
Proof. Putting +=+(*) :=[h0]&1 (*) which is defined by [h0](+)=*
into (5.53) we have
c3*n+2n+(*)c4*n+2n. (5.60)
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Letting .(+)=[h0](+) and using Lemmas 5.3 and 3.4, we conclude
|Dm* +(*)|c*
(n+2n)&m, 0m5. (5.61)
We are now in position to prove (5.58). Let
F ({, +, t)=F({, +, t)
d
d+
[h0](+).
|Dl{D
k
+F ({, +, t)|= } :
k
m=0 \
k
m+\Dm+ \
d
d+
[h0](+)++ } Dk&m+ Dl{F({, +, t)}
(by (5.52) and (5.35)) :
k
m=0
cm+ (nn+2)&1&m+ (1n+2)&(2(k&m)n+2)
c+&(2k+1n+2). (5.62)
Observing that Dl{D
k
* f ({, *, t)=D
l
{D
k
* F ({, +, t) is a sum of terms,
(Ds+D
l
{ F ({, +, t)) } (D
j1
* +) } } } (D
js
* +), (5.63)
with 1sk and j1+ } } } + js=k. Using (5.61) and (5.62) we conclude
that the terms in the form of (5.63) are bounded by
c+&(2s+1n+2)*((n+2n)& j1)+ } } } +((n+2n)& js)
(by (5.60))c1*(&(2s+1n+2)) } (n+2n) } *s(n+2n)&kc1*&(1n).
This completes the proof of (5.58). By similar arguments we finish the
proof of (5.59). K
Lemma 5.5. The time 1 mapping of the flow 8t of (5.56) is of the form
81 : {{1={+*+f ({, *),*1=*+ g^({, *). (5.64)
Moreover, for every pair (r, s) of nonnegative integers with r+s4, we have
that
|Dr{D
s
* f ({, *)|, |D
r
{D
s
* g^({, *)|*
&(1n), (5.65)
for sufficiently large * and some positive constant c.
Proof. By using the theorem of continuation of solutions and Lemma 5.4
we verify easily that the solutions of Eq. (5.56) do exist for 0t1 if the
initial value *(0)=* is sufficiently large. Let (*(t), {(t)) be solutions of
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Eq. (5.56) with (*(0), {(0))=(*, {), then Eq. (5.56) is equivalent to the
following integral equation:
{
*(t)=*+|
t
0
f ({(s), *(s), s) ds,
{(t)={+|
t
0
g({(s), *(s), s) ds.
(5.66)
Set
{*(t)=*+B({, *, t),{(t)={+*t+A({, *, t). (5.67)
Putting (5.67) into (5.66) we conclude that Eq. (5.66) is equivalent to the
following equations for A and B:
{
A({, *, t)=|
t
0
B ds+|
t
0
g({+s*+A, *+B, s) ds
B({, *, t)=|
t
0
f ({+s*+A, *+B, s) ds
. (5.68)
We verify easily that for **0 large enough these equations have a unique
solution in the domain [(A, B)|A|, |B|1] using the contraction principle.
Moreover A and B are C4 with respective to ({, *). Setting f ({, *)=B({, *, 1)
and g^({, *)=A({, *, 1), the required estimates can then inductively be verified
from (5.68) in view of Lemma 5.4. K
Lemma 5.6. The map 81 has the intersection property on the domain
0=[({, *){ # S1, *1**2]
for *1 and *2 large enough.
Proof. See Lemma 5 in [1] and Lemma 3 [3]. K
We shall prove the theorem mentioned in the first section by using Moser’s
twist theorem. To formulate Moser’s theorem we introduce for a function
h # Cl (0) the norm
|h| l= sup
i+ jl, 0
|Di{D
j
*h({, *)|.
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Lemma 5.7 (Moser’s theorem [2, 6]). Let f ({, *), g({, *) # C4(R_[a, b])
be 1-periodic functions with respect to { and let the mapping P0 : S 1_[a, b] 
S1_R1 be given by
P0 : {{1={+*+ f ({, *),*1=*+ g({, *). (5.69)
Assume for the mapping P0 that (1) b&a1; (2) P0 has the intersection
property on S 1_[a, b]; (3) for an =>0 there exists a $=$(=)>0 such that
| f | 4+| g| 4$. Then the mapping P0 possesses an invariant curve of the form
*=|+u(!), {=!+v(!)
in S1_[a, b], where u, v are continuously differentiable, of period 1 and satisfies
|u| 1+|v| 1<= and | is an irrational number in [a+=, b&=] satisfying
}|&pq }=q&52
for all nonnegative integers p and q{0. Moreover, the induced mapping of
the curve is given by
!  !+|. K
We are now in position to prove the theorem mentioned the first section.
Let
0m=[({, *){ # S 1, m*m+1]
and let 81m be the restriction of 8
1 in 0m . By (5.65) we have | f | 4+| g^| 4<
m&(1n)<$ for m large enough. And 81m has intersection property on 0m in
view of Lemma 5.6. Therefore 81m satisfies the conditions (1), (2), and (3)
of Lemma 5.7. Applying Lemma 5.7 to 81m we conclude that 8
1 has at least
an invariant curve 1m in 0 for m large enough. Let Cm=&10 b 
&1
1 b 
&1
2 b
&13 (1m), where 1 , 2 , 3 are defined in this section and 0 is defined by
(2.5). Thus the Poincare map P : (x, x* )t=0 [ (x, x* )t=1 has countably many
invariant curves Cm with mm0 . This completes the theorem mentioned in
the first section. It is well known that the theorem implies Corollary 1 and
2 (see also [1]).
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