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A LOWER BOUND FOR |{a + b: a ∈ A, b ∈ B, P (a, b) 6= 0}|
Hao Pan and Zhi-Wei Sun
Abstract. Let A and B be two finite subsets of a field F. In this paper we provide
a nontrivial lower bound for |{a + b: a ∈ A, b ∈ B, and P (a, b) 6= 0}| where
P (x, y) ∈ F[x, y].
1. Introduction
Let F be a field and let F× be the multiplicative group F \ {0}. The additive
order of the (multiplicative) identity of F is either infinite or a prime, we call it the
characteristic of F.
Let A and B be finite subsets of the field F. Set
A+B = {a+ b: a ∈ A and b ∈ B}
and
A∔B = {a+ b: a ∈ A, b ∈ B, and a 6= b}.
The theorem of Cauchy and Davenport (see, e.g., [N, Theorem 2.2]) asserts that if
F is the field of residues modulo a prime p, then
|A+B| ≥ min{p, |A|+ |B| − 1}.
In 1964 Erdo˝s and Heilbronn (cf. [EH] and [G]) conjectured that in this case
|A∔ A| ≥ min{p, 2|A| − 3},
this was confirmed by Dias da Silva and Hamidoune [DH] in 1994. In 1995–1996
Alon, Nathanson and Ruzsa [ANR1, ANR2] proposed a polynomial method to
handle similar problems, they showed that if |A| > |B| > 0 then
|A∔B| ≥ min{p, |A|+ |B| − 2}
where p is the characteristic of the field F. The method usually yields a nontrivial
conclusion provided that certain coefficient of a polynomial, related in some special
way to the additive problem under considerations, does not vanish.
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What can we say about the cardinality of the restricted sumset
(1) C = {a+ b: a ∈ A, b ∈ B, and P (a, b) 6= 0}
where P (x, y) ∈ F[x, y]? We will make progress in this direction by relaxing (to
some extent) the limitations of the polynomial method. Our approach allows one
to draw conclusions even if no coefficients in question are known explicitly.
Throughout this paper, for k, l ∈ Z each of the intervals (k, l), [k, l), (k, l], [k, l]
will represent the set of integers in it. For a polynomial P (x1, . . . , xn) over a field,
we let Pˆ (i1, . . . , in) stand for the coefficient of x
i1
1 · · ·x
in
n in P (x1, . . . , xn).
Let E be an algebraically closed field and P (x) be a polynomial over E. For
α ∈ E, if (x− α)m | P (x) but (x− α)m+1 ∤ P (x), then we call m the multiplicity of
α with respect to P (x) and denote it by mP (α). For any positive integer q, we set
(2) Nq(P ) = q|{α ∈ E
×: mP (α) ≥ q}| −
∑
α∈E×
{mP (α)}q
where {m}q denotes the least nonnegative residue of m ∈ Z modulo q. Note that
N1(P ) is the number of distinct roots in E
× of the equation P (x) = 0. Let p be
the characteristic of E, and
P(p) =
{
{1, p, p2, . . .} if p <∞,
{1} otherwise.
We also define
(3) N(P ) = max
q∈P(p)
q|{α ∈ E× \ {−1}: mP (α) ≥ q}|.
Clearly N(P ) ≤
∑
α∈E×\{−1}mP (α) ≤ degP (x).
Let F be a field of characteristic p, and let E be the algebraic closure of F. Any
P (x) ∈ F[x] can be viewed as a polynomial over E so that Nq(P ) (q = 1, 2, 3, . . . )
and N(P ) are well defined. If P (x) ∈ F[x] is irreducible and it has a repeated zero
in E, then p <∞ and P (x) = f(xp) for some irreducible f(x) ∈ F[x] (see, e.g. [W,
Theorem 9.7]); as xp − αp = (x− α)p for all α ∈ E, by induction we find that the
multiplicity of any zero of P (x) belongs to P(p).
The key lemma of this paper is the following new result.
Lemma 1. Let P (x) be a polynomial over the field F of characteristic p. Suppose
that there exist nonnegative integers k < l such that Pˆ (i) = 0 for all i ∈ (k, l).
Then either xl | P (x), or deg P (x) ≤ k, or Nq(P ) ≥ l − k for some q ∈ P(p).
With helps of Lemma 1 and the polynomial method, we are able to obtain the
following main result.
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Theorem 1. Let F be a field of characteristic p, and let A and B be two finite
nonempty subsets of F. Furthermore, let P (x, y) be a polynomial over F of degree
d = degP (x, y) such that for some i ∈ [0, |A| − 1] and j ∈ [0, |B| − 1] we have
Pˆ (i, d−i) 6= 0 and Pˆ (d−j, j) 6= 0. Define P0(x, y) to be the homogeneous polynomial
of degree d such that P (x, y) = P0(x, y) + R(x, y) for some R(x, y) ∈ F[x, y] with
degR(x, y) < d, and put P ∗(x) = P0(x, 1). Then, for the set C given by (1), we
have
(4) |C| ≥ min{p−mP ∗(−1), |A|+ |B| − 1− d−N(P
∗)}.
Remark 1. In the case d = degP (x, y) = 0, Theorem 1 yields the Cauchy-Davenport
theorem.
Lemma 1 and Theorem 1 will be proved in the next section.
Now we give some consequences of Theorem 1.
Corollary 1. Let F be a field of characteristic p, and let A and B be finite subsets
of F. Let k,m, n be nonnegative integers and Q(x, y) ∈ F[x, y] have degree less than
k +m+ n. If |A| > k and |B| > m, then
(5)
|{a+ b: a ∈ A, b ∈ B, and akbm(a+ b)n 6= Q(a, b)}|
≥ min{p− n, |A|+ |B| − k −m− n− 1}.
Proof. For P (x, y) = xkym(x+y)n−Q(x, y), clearly Pˆ (k,m+n) = Pˆ (k+n,m) = 1
and P ∗(x) = xk(x+1)n. Since N(P ∗) = 0, the desired result follows from Theorem
1. 
Remark 2. When k = m = 1, n = 0 and Q(x, y) = 1, our Corollary 1 yields [ANR1,
Theorem 4] which is also [ANR2, Proposition 4.1].
Corollary 2. Let F be a field of characteristic p 6= 2, and let A,B and S be finite
nonempty subsets of F. Then
(6) |{a+ b: a ∈ A, b ∈ B, and a− b 6∈ S}| ≥ min{p, |A|+ |B| − |S| − q − 1}
where q is the largest element of P(p) not exceeding |S|.
Proof. Let C = {a+ b: a ∈ A, b ∈ B, and a− b 6∈ S}. By applying Theorem 1 with
P (x, y) =
∏
s∈S(x− y − s), we obtain the desired lower bound for |C|. 
Remark 3. In the case S = {0}, Corollary 2 was first obtained by Alon, Nathanson
and Ruzsa [ANR1, ANR2]. When |A| = |B| = k, 2 | |S| and |S| < p, the lower
bound in (6) can be replaced by min{p, 2k−|S|−1} as pointed out by Hou and Sun
[HS]. For a field F with |F| = 2n > 2, if A, S ⊆ F, |A| > 2n−1 + 1 and |S| = 2n − 1,
then |{a + b: a ∈ A, b ∈ F, and a − b 6∈ S}| = |(A + F) \ S| = |F \ S| = 1 <
min{2, |A| + |F| − |S| − 2n−1 − 1}. So we cannot omit the condition p 6= 2 from
Corollary 2.
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Corollary 3. Let F be a field of characteristic p, and let A and B be finite
nonempty subsets of F. Let ∅ 6= S ⊆ F× × F and |S| <∞. Then
(7)
|{a+ b: a ∈ A, b ∈ B, and a+ ub 6= v if 〈u, v〉 ∈ S}|
≥min{p− |{v ∈ F: 〈1, v〉 ∈ S}|, |A|+ |B| − 2|S| − 1}.
Proof. Just apply Theorem 1 with P (x, y) =
∏
〈u,v〉∈S(x + uy − v) and note that
N(P ∗) ≤ degP ∗ = |S|. 
Remark 4. When p = ∞, Corollary 3 is essentially [S, Theorem 1.1] in the case
n = 2.
2. Proofs of Lemma 1 and Theorem 1
Proof of Lemma 1. We use induction on degP (x). When P (x) is a constant, we
need do nothing. So we let degP (x) > 0 and proceed to the induction step.
Write P (x) = xhQ(x) where h = mP (0) and Q(x) ∈ F[x]. If h < l, then h ≤ k
since Pˆ (i) = 0 for any i ∈ (k, l), therefore Qˆ(j) = 0 for all j ∈ (k − h, l − h). So,
without loss of generality, it can be assumed that P (0) 6= 0 and that P (x) is monic.
Let E be the algebraic closure of the field F. Write P (x) =
∏n
j=1(x − αj)
mj
where α1, . . . , αn are distinct elements of E
× and m1, . . . , mn are positive integers.
For j = 1, . . . , n let Pj(x) = P (x)/(x− αj). As P (x) = Pj(x)(x− αj), Pˆ (i+ 1) =
Pˆj(i) − αjPˆj(i + 1) for i = 0, 1, 2, . . . . Note that Pˆj(i) = αjPˆj(i + 1) for every
i ∈ [k, l − 1). Therefore
(8) Pˆj(i) = α
l−1−i
j Pˆj(l − 1) for all i ∈ [k, l).
Since P ′(x) =
∑n
j=1mjPj(x), we have
(9)
n∑
j=1
mj Pˆj(i) = 0 for any i ∈ [k, l − 1).
Combining (8) and (9) we find that
(10)
n∑
j=1
mjα
l−1−i
j Pˆj(l − 1) = 0 for each i ∈ [k, l − 1).
Suppose that Nq(P ) < l − k for any q ∈ P(p). Then n = N1(P ) ≤ l − 1 − k,
hence by (10) we have
n∑
j=1
αsj(mjPˆj(l − 1)) = 0 for every s = 1, . . . , n.
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Since the Vandermonde determinant ‖αsj‖1≤s,j≤n does not vanish, by Cramer’s rule
we have mjPˆj(l − 1) = 0 for all j = 1, . . . , n. Thus, in light of (8), mjPˆj(i) = 0 for
any i ∈ [k, l) and j ∈ [1, n].
Case 1. p =∞, or p ∤ mj for some j ∈ [1, n].
In this case there is a j ∈ [1, n] such that Pˆj(i) = 0 for all i ∈ (k − 1, l). Clearly
k > 0 since Pˆj(0) = Pj(0) 6= 0. Also N1(Pj) ≤ n = N1(P ), and Nq(Pj) = Nq(P )+1
if p < ∞ and q ∈ P(p) \ {1}. Thus Nq(Pj) ≤ Nq(P )+ 1 ≤ l− k < l− (k− 1) for all
q ∈ P(p). In view of the induction hypothesis, we should have degPj ≤ k − 1 and
hence degP (x) ≤ k.
Case 2. p <∞, and p | mj for all j ∈ [1, n].
In this case, T (x) =
∏n
j=1(x − αj)
mj/p ∈ E[x] and therefore P (x) = T (x)p =
(
∑
i≥0 Tˆ (i)x
i)p =
∑
i≥0 Tˆ (i)
pxip. For any real number r let ⌊r⌋ denote the greatest
integer not exceeding r. Then ⌊k/p⌋ ≤ ⌊(l − 1)/p⌋ since k ≤ l − 1. Whenever
i ∈ (⌊k/p⌋, ⌊(l − 1)/p⌋], we have k < ip < l and hence Tˆ (i)p = Pˆ (ip) = 0.
If q ∈ P(p) then
Nq(T ) =
Npq(P )
p
≤
l − k − 1
p
<
(
1 +
⌊
l − 1
p
⌋)
−
⌊
k
p
⌋
.
By the induction hypothesis, deg T ≤ ⌊k/p⌋ and hence degP = p deg T ≤ k.
So far we have completed the induction proof. .
Proof of Theorem 1. Set k1 = |A| − 1 and k2 = |B| − 1. Clearly (4) holds if
|C| ≥ k1+k2−d+1. So we assume that |C| ≤ k1+k2−d and let δ = k1+k2−d−|C|.
Since Pˆ (d − j, j) 6= 0 for some j ∈ [0, k2], Q(x, y) = P (x, y)/
∏
b∈B(y − b) 6∈
F[x, y] (otherwise Pˆ (d − j, j) is zero because it equals the coefficient of xd−jyj
in y|B|Q(x, y)). Thus there exists a b0 ∈ B such that P (x, b0) does not vanish
identically, hence P (a, b0) = 0 for at most d elements a ∈ F. Therefore
|C| ≥ |{a+ b0: a ∈ A and P (a, b0) 6= 0}| ≥ |A| − d
and so δ < k2. Similarly we have δ < k1.
Put
f(x, y) = P (x, y)
∏
c∈C
(x+ y − c) and f0(x, y) = P0(x, y)(x+ y)
|C|.
Clearly deg f(x, y) = deg f0(x, y) = d + |C| = k1 + k2 − δ. Let κ1 ∈ [k1 − δ, k1].
Then κ2 = k1 + k2 − δ− κ1 ∈ (0, k2]. As κ1 + κ2 = deg f(x, y) and f(x, y) vanishes
over the Cartesian product A×B, fˆ(κ1, κ2) = 0 by [A, Theorem 1.2].
Since P̂ ∗(i) = Pˆ0(i, d−i) = Pˆ (i, d−i) 6= 0 for some i ∈ [0, k1], we have mP ∗(0) ≤
k1. Similarly P̂ ∗(d− j) 6= 0 for some j ∈ [0, k2] and hence degP
∗(x) ≥ d− k2.
Set f∗(x) = f0(x, 1) = P
∗(x)(x+1)|C|. Recall that f̂∗(κ) = fˆ(κ, k1+k2−δ−κ) =
0 for all κ ∈ [k1 − δ, k1]. Since x
k1+1 ∤ f∗(x) and deg f∗(x) = |C| + degP ∗(x) ≥
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|C| + d − k2 = k1 − δ, by Lemma 1 there exists a q ∈ P(p) such that Nq(f
∗) ≥
(k1 + 1)− (k1 − δ − 1) = δ + 2.
If mf∗(−1) = mP ∗(−1) + |C| < p, then N(P
∗) = N(f∗) ≥ Nq(f
∗) − 1 ≥
k1 + k2 − d− |C|+ 1, therefore
|C| ≥ k1 + k2 + 1− d−N(P
∗) = |A|+ |B| − 1− d−N(P ∗).
This concludes our proof. 
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