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ON KATO-PONCE AND FRACTIONAL LEIBNIZ
DONG LI
Abstract. We show that in the Kato-Ponce inequality ‖J s( f g) − f J sg‖p . ‖∂ f ‖∞‖J s−1g‖p + ‖J s f ‖p‖g‖∞,
the J s f term on the RHS can be replaced by J s−1∂ f . This solves a question raised in Kato-Ponce [14].
We propose a new fractional Leibniz rule for Ds = (−∆)s/2 and similar operators, generalizing the Kenig-
Ponce-Vega estimate [15] to all s > 0. We also prove a family of generalized and refined Kato-Ponce type
inequalities which include many commutator estimates as special cases. To showcase the sharpness of the
estimates at various endpoint cases, we construct several counterexamples. In particular, we show that in
the original Kato-Ponce inequality, the L∞-norm on the RHS cannot be replaced by the weaker BMO norm.
Some divergence-free counterexamples are also included.
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1. Introduction
Let Js = (1 − ∆)s/2, s ∈ R. In [14], Kato and Ponce proved the following fundamental commutator
estimate:
‖Js( f g) − f Jsg‖p .s,p,d ‖Js f ‖p‖g‖∞ + ‖∂ f ‖∞‖Js−1g‖p,(1.1)
where s > 0, 1 < p < ∞, ∂ = (∂1, · · · , ∂d) (occasionally we also denote it as ∇) and f , g ∈ S(Rd).
On page 892 of [14] (see Remark 1.1(c) therein), they conjectured that the Js f term on the RHS can be
replaced by Js−1∂ f . The first purpose of this paper is to confirm that this is indeed the case.
Theorem 1.1. Let s > 0, 1 < p < ∞. Then for any f , g ∈ S(Rd),
‖Js( f g) − f Jsg‖p .s,p,d ‖Js−1∂ f ‖p‖g‖∞ + ‖∂ f ‖∞‖Js−1g‖p.(1.2)
Furthermore for 0 < s ≤ 1,
‖Js( f g) − f Jsg‖p .s,p,d ‖Js−1∂ f ‖p‖g‖∞.
Key words and phrases. Kato-Ponce, Fractional Leibniz.
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More general results are available. See Theorem 1.9 in the later part of this introduction.
Denote Ds = (−∆)s/2. In [15], Kenig, Ponce and Vega (KPV) proved the fundamental estimate:
‖Ds( f g) − f Dsg − gDs f ‖p .s,s1,s2,p,p1,p2,d ‖Ds1 f ‖p1‖Ds2g‖p2 ,(1.3)
where s = s1 + s2, 0 < s, s1, s2 < 1,
1
p
= 1
p1
+ 1
p2
and 1 < p, p1, p2 < ∞. A natural question is to
investigate what is the natural formulation/generalisation of the KPV estimate when s ≥ 1. The second
purpose of this paper is to solve this problem. Our theorem below establishes a new fractional Leibniz
rule for any Ds, s > 0. It includes various end-point situations.
Theorem 1.2. Case 1: 1 < p < ∞.
Let s > 0 and 1 < p < ∞. Then for any s1, s2 ≥ 0 with s1+ s2 = s, and any f , g ∈ S(Rd), the following
hold:
(1) If 1 < p1, p2 < ∞ with 1p = 1p1 +
1
p2
, then
‖Ds( f g) −
∑
|α|≤s1
1
α!
∂α f Ds,αg −
∑
|β|≤s2
1
β!
∂βgDs,β f ‖p
.s,s1,s2,p,p1,p2,d ‖Ds1 f ‖p1‖Ds2g‖p2 .(1.4)
(2) If p1 = p, p2 = ∞, then
‖Ds( f g)−
∑
|α|<s1
1
α!
∂α f Ds,αg −
∑
|β|≤s2
1
β!
∂βgDs,β f ‖p
.s,s1,s2,p,d ‖Ds1 f ‖p‖Ds2g‖BMO.(1.5)
(3) If p1 = ∞, p2 = p, then
‖Ds( f g) −
∑
|α|≤s1
1
α!
∂α f Ds,αg −
∑
|β|<s2
1
β!
∂βgDs,β f ‖p
.s,s1,s2,p,d ‖Ds1 f ‖BMO‖Ds2g‖p.(1.6)
In the above we adopt the usual multi-index notation, namely α = (α1, · · · , αd), ∂α = ∂αx = ∂α1x1 · · · ∂αdxd ,
|α| = ∑d
j=1 α j and α! = α1! · · ·αd!. The operator Ds,α is defined via Fourier transform1 as
D̂s,αg(ξ) = D̂s,α(ξ)gˆ(ξ),
D̂s,α(ξ) = i−|α|∂αξ (|ξ|s).
Case 2: 1
2
< p ≤ 1.
If 1
2
< p ≤ 1, s > d
p
− d or s ∈ 2N, then for any 1 < p1, p2 < ∞ with 1p = 1p1 +
1
p2
, any s1, s2 ≥ 0 with
s1 + s2 = s,
‖Ds( f g) −
∑
|α|≤s1
1
α!
∂α f Ds,αg −
∑
|β|≤s2
1
β!
∂βgDs,β f ‖p
.s,s1,s2,p,p1,p2,d ‖Ds1 f ‖p1‖Ds2g‖p2 .
Remark 1.3. As usual empty summation (such as
∑
0≤|α|<0) is defined as zero. Let 0 < s, s1, s2 < 1 in
(1.4), then
‖Ds( f g) − f Dsg − gDs f ‖p .s,s1,s2,p1,p2,d ‖Ds1 f ‖p1‖Ds2g‖p2 ,
i.e. we recover the estimate (1.3). Let s1 = 0, s2 = s, 0 < s < 1 in (1.5), then we get
‖Ds( f g) − gDs f ‖p . ‖ f ‖p‖Dsg‖BMO . ‖ f ‖p‖Dsg‖∞, 1 < p < ∞.
1 The precise form of Fourier transform does not matter. But see (2.1) for the definition used in this paper.
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Similarly let s1 = s, 0 < s ≤ 1 in (1.5), then we get
‖Ds( f g) − f Dsg − gDs f ‖p .s,p,d ‖Ds f ‖p‖g‖BMO.(1.7)
Thus for 0 < s ≤ 1, 1 < p < ∞,
‖Ds( f g) − f Dsg‖p .s,p,d ‖Ds f ‖p‖g‖∞.(1.8)
The inequality (1.8) for 0 < s < 1, 1 < p < ∞ was proved in [15] (see also Problem 2.7, Problem 2.8 on
page 77 of [19]). Let us also point it out that the estimate (1.7) suggests that, due to the presence of the
term gDs f , the L∞ norm on the RHS of (1.8) is sharp and cannot be replaced by the weaker BMO norm
in general. See Corollary 7.4 for more definitive and precise statements.
Remark. If we slightly abuse our notation and denote Ds,α as a fractional differentiation operator D˜s−|α|
(i.e. of order s − |α|), then Theorem 1.2 roughly says that (suppressing constant coefficients)
Ds( f g) ∼ f Dsg + ∂ f D˜s−1g + · · · + ∂[s1] f D˜s−[s1]g
+ gDs f + ∂gD˜s−1 f + · · · + ∂[s2]gD˜s−[s2] f
+ O(‖Ds1 f ‖p1 · ‖Ds2g‖p2 ).
In yet other words, neglecting error terms, the nonlocal operator Ds can be effectively regarded as a local
operator obeying a generalized Leibniz rule.
Theorem 1.2 actually holds for more general differential (and also pseudo-differential) operators. For
example, for s > 0 suppose As is a differential operator such that its symbol Âs(ξ) is a homogeneous
function of degree s and Âs(ξ) ∈ C∞(Sd−1) (for example: Âs(ξ) = i|ξ|s−1ξ1). Then we have the following
corollary. We shall omit the proof since it will be essentially a repetition of the proof of Theorem 1.2.
Corollary 1.4. Let 1 < p < ∞ and s > 0. Then for any s1, s2 ≥ 0 with s1 + s2 = s, and any f , g ∈ S(Rd),
the following hold:
(1) If 1 < p1, p2 < ∞ with 1p = 1p1 +
1
p2
, then
‖As( f g) −
∑
|α|≤s1
1
α!
∂α f As,αg −
∑
|β|≤s2
1
β!
∂βgAs,β f ‖p
.As,s,s1,s2,p,p1,p2,d ‖Ds1 f ‖p1‖Ds2g‖p2 .(1.9)
(2) If p1 = p, p2 = ∞, then
‖As( f g)−
∑
|α|<s1
1
α!
∂α f As,αg −
∑
|β|≤s2
1
β!
∂βgAs,β f ‖p
.As,s,s1,s2,p,d ‖Ds1 f ‖p‖Ds2g‖BMO.(1.10)
(3) If p1 = ∞, p2 = p, then
‖As( f g) −
∑
|α|≤s1
1
α!
∂α f As,αg −
∑
|β|<s2
1
β!
∂βgAs,β f ‖p
.As,s,s1,s2,p,d ‖Ds1 f ‖BMO‖Ds2g‖p.
In the above the operator As,α is defined via Fourier transform as
Âs,αg(ξ) = i−|α|∂αξ
(
Âs(ξ)
)
gˆ(ξ).
Remark. A further interesting problem is to identify the explicit dependence on the operators As in the
implied constants. This is useful in some problems connected with a family of operators rather than a
single operator.
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Remark. One should note that the error terms on the RHS of the above inequalities involve Ds rather
than As. In particular for 0 < s < 1, we have the following commonly used ones:
‖As( f g) − f Asg − gAs f ‖p . ‖ f ‖p1‖Dsg‖p2 , 1 < p1, p2 < ∞,
1
p1
+
1
p2
=
1
p
;
‖As( f g) − gAs f ‖p . ‖ f ‖p‖Dsg‖BMO, 1 < p < ∞;
‖As( f g) − f Asg − gAs f ‖p . ‖ f ‖BMO‖Dsg‖p, 1 < p < ∞.
Also for 1 ≤ s < 2,
‖As( f g) − f Asg − gAs f − ∇g · As,∇ f ‖p . ‖ f ‖p1‖Dsg‖p2 , 1 < p1, p2, p < ∞,
1
p1
+
1
p2
=
1
p
;
‖As( f g) − gAs f − ∇g · As,∇ f ‖p . ‖ f ‖p‖Dsg‖BMO, 1 < p < ∞;
‖As( f g) − f Asg − gAs f − ∇g · As,∇ f ‖p . ‖ f ‖BMO‖Dsg‖p, 1 < p < ∞.
where Âs,∇(ξ) = −i∇ξ(Âs(ξ)).
Remark. At this point it is useful to point out the explicit connection with the classical Leibniz rule and
do a sanity check of our formulae. Let γ = (γ1, · · · , γd) be a multi-index. Recall that the classic Leibniz
formula for a differential operator ∂γ takes the form
∂γ( f g) =
∑
α≤γ
γ!
α!(γ − α)!∂
α f∂γ−αg.(1.11)
Set s = |γ| and denote As = ∂γ. Then easy to check that (in our notation)
Âs,α(ξ) = i−|α|∂αξ (i
|γ|ξγ)
= i|γ|−|α|
γ!
(γ − α)!ξ
γ−α =
γ!
(γ − α)! i
|γ−α|ξγ−α.
Thus As,α =
γ!
(γ−α)!∂
γ−α. Clearly (1.9) then takes the form
‖∂γ( f g) −
∑
|α|≤s1
γ!
α!(γ − α)!∂
α f∂γ−αg −
∑
|β|≤s2
γ!
β!(γ − β)!∂
βg∂γ−β f ‖p
. ‖Ds1 f ‖p1‖Ds2g‖p2 .(1.12)
Note that (1.12) captures essentially the main terms in (1.11). In this sense the formula (1.12) provides a
“natural” generalization of the classical Leibniz formula (1.11) to the fractional setting.
Remark. One need not worry about the possibility that ∂α f∂γ−αg may coincide with the terms ∂βg∂γ−β f .
This is because due to the constraint |α| ≤ s1, |β| ≤ s2, such two terms possibly coincide only when
|α| = s1, |β| = s2 and s1, s2 are both integers. But in this case ∂α f∂γ−αg can be easily bounded by
‖Ds1 f ‖p1‖Ds2g‖p2 and thus can be included in the error term on the RHS.
Remark. One may wonder what is the origin for the appearance of the operators Ds,α, As,α in the new
Leibniz rule. To see this, consider the symbol σ(ξ, η) = |ξ + η|s corresponding to the operator Ds which
on the Fourier side reads:
σD( f , g) =
1
(2π)2d
∫
σ(ξ, η) fˆ (ξ)gˆ(η)eix·(ξ+η)dξdη.
Our new fractional Leibniz rule amounts to the justification of a Taylor expansion:
σ(ξ, η) =
∑
|α|≤s1
(∂α
ξ
σ)(0, η)
α!
ξα +
∑
|β|≤s2
(∂
β
ησ)(ξ, 0)
β!
ηβ + σerr,
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where (in the non-endpoint situation 1 < p1, p2 < ∞)
‖σerr( f , g)‖p . ‖Ds1 f ‖p1‖Ds2g‖p2 .
One may further write
(∂αξσ)(0, η)ξ
α = i−α(∂αξσ)(0, η) · (iξ)α
and clearly the first factor accords with the Ds,α operator mentioned earlier. In short summary our new
Leibniz rule is simply a separable Taylor expansion of the symbol σ(ξ, η) up to O(Ds1 f Ds2g) in an
appropriate sense!
In the following remarks, we discuss a few applications of the new Leibniz rule.
Remark 1.5. Let m ≥ 1 be an integer and recall ∂ = (∂1, · · · , ∂d) on Rd. For any integer n ≥ 1 denote
‖∂n f ‖p =
∑
|α|=n
‖∂α f ‖p.
The classical Kato-Ponce inequality for the usual differential operator ∂m (WLOG one may assume
m ≥ 3) is: ∑
|γ|=m
‖∂γ( f g) − f∂γg‖p .p,d ‖∂m f ‖p‖g‖∞ + ‖∂ f ‖∞‖∂m−1g‖p, 1 < p < ∞.
The proof of the above inequality, roughly speaking, is a two-step procedure. Step 1: Leibniz. One
writes
∂γ( f g) − f∂γg = g∂γ f +
∑
|α|=1
(
γ
α
)
∂α f∂γ−αg +
∑
2≤|α|≤m−1,α+β=γ
(
γ
α
)
∂α f∂βg.
Step 2: (Gagliardo-Nirenberg) Interpolation. For 2 ≤ |α| ≤ m − 1, by using2
‖∂α f ‖ p(m−1)
|α|−1
. ‖∂m f ‖
|α|−1
m−1
p ‖∂ f ‖
m−|α|
m−1∞ ,
‖∂βg‖ p(m−1)
|β|
. ‖∂m−1g‖
|β|
m−1
p ‖g‖1−
|β|
m−1∞ ,
we get
‖∂α f∂βg‖p . ‖∂α f ‖ p(m−1)
|α|−1
‖∂βg‖ p(m−1)
|β|
. ‖∂m f ‖p‖g‖∞ + ‖∂ f ‖∞‖∂m−1g‖p.
Thanks to the new Leibniz rule, we can effectively regard the nonlocal operator Ds as the local one
and “revive” the above classical proof of Kato-Ponce to work for the nonlocal case. Indeed consider the
case s > 1 and 1 < p < ∞, by using Theorem 1.2 with s1 = s, s2 = 0, we get
‖Ds( f g) −
∑
|α|<s
1
α!
∂α f Ds,αg − gDs f ‖p . ‖g‖BMO‖Ds f ‖p.
We then have
‖Ds( f g) − f Dsg‖p . ‖∂ f ‖∞‖Ds−1g‖p + ‖g‖∞‖Ds f ‖p +
∑
2≤|α|<s
‖∂α f Ds,αg‖p.
Now observe that if 1 < s ≤ 2 the above summation in α is not present. For s > 2, by using
‖∂α f ‖ p(s−1)
|α|−1
. ‖Ds f ‖
|α|−1
s−1
p ‖∂ f ‖
s−|α|
s−1∞ ;
‖Ds,αg‖ p(s−1)
s−|α|
. ‖Ds−1g‖
s−|α|
s−1
p ‖g‖
|α|
s−1∞ ,
2See Lemma 2.10 for a general proof of the interpolation inequalities.
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we get the desired inequality:
‖Ds( f g) − f Dsg‖p . ‖∂ f ‖∞‖Ds−1g‖p + ‖g‖∞‖Ds f ‖p.
Remark 1.6. In recent [23], Ye considered the 2D incompressible Be´nard equation in which the main
unknowns are the velocity u : R2 → R2 and the temperature θ : R2 → R. Define R1 = (−∆)− 12 ∂x1 . Ye
proved the commutator estimate
‖[R1, u · ∇]θ‖Lp(R2) .p,p1,p2 ‖∇u‖Lp1 (R2)‖θ‖Lp2 (R2), if ∇ · u = 0,(1.13)
where 1 < p, p1, p2 < ∞ with 1p = 1p1 +
1
p2
. We now explain how to deduce (1.13) from Corollary 1.4.
For j = 1, 2, define A j = R1∂ j. Set s = s1 = 1, s2 = 0 in (1.9) and we get
‖A j(u jθ) − u jA jθ −
∑
|α|=1
∂αu jA
α
j θ − θA ju j‖p .p,p1,p2 ‖Du j‖p1‖θ‖p2 ,
where
Âα
j
(ξ) = −i∂αξ (|ξ|−1 · (iξ1) · (iξ j)).
Easy to check that ‖Aα
j
θ‖p2 .p2 ‖θ‖p2 , and we get
‖
2∑
j=1
(A j(u jθ) − u jA jθ)‖p .p,p1,p2 ‖Du‖p1‖θ‖p2
.p,p1,p2 ‖∇u‖p1‖θ‖p2 .
The estimate (1.13) then easily follows. Note that one actually does not need to use the divergence-free
condition ∇ · u = 0 since
‖(−∆)− 12 ∂x1 ((∇ · u)θ)‖p .p,p1,p2 ‖∇u‖p1‖θ‖p2 .
Remark 1.7. In recent [9], Fefferman, McCormick, Robinson and Rodrigo (FMRR) considered a class
of non-resistive MHD equations and proved a new Kato-Ponce type inequality
‖Ds((u · ∇)B) − (u · ∇)(DsB)‖L2(Rd) .s,d ‖∇u‖Hs(Rd)‖B‖Hs(Rd),(1.14)
where s > d/2, u = (u1, · · · , ud), B = (B1, · · · , Bd), ∇u, B ∈ Hs(Rd). The condition s > d/2 is critical for
L∞-embedding. For dimension d = 2, s = d/2 = 1, they exhibited a pair of divergence-free u ∈ H2(R2),
B ∈ H1(R2), such that
∂k((u · ∇)B) − (u · ∇)(∂kB) = ((∂ku) · ∇)B < L2(R2).
In this paper, Corollary 1.4 can be used to generalize the FMRR inequality (1.14) to all 1 < p < ∞,
s > d/p. It is also possible to give some refined inequalities for the borderline case s = d/p and construct
divergence-free counterexamples for the nonlocal operator Dd/p for all 1 < p < ∞. See Corollary 5.4,
Remark 5.5 and Remark 5.6 in Section 5 for more details.
Remark 1.8. In [6], Chae, Constantin, Cordoba, Gancedo and Wu considered several generalized surface
quasi-geostrophic models with singular velocities. One of the models considered therein is the following:
∂tθ + v · ∇θ = 0, (t, x) ∈ (0,∞) × R2;
v = D−1+γ∇⊥θ = (−D−1+γ∂2θ,D−1+γ∂1θ), 0 < γ < 1;
θ(0, x) = θ0(x).
Note that v scales as Dγθ which is quite singular for 0 < γ < 1 and this renders the local wellposedness a
very nontrivial problem. For θ0 ∈ Hm(R2) with m ≥ 4 being an integer, they proved local wellposedness
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by using skew-symmetry of the operator D−1+γ∇⊥ (to rewrite the nonlinear term in terms of a commuta-
tor) and a commutator estimate of the form (see Proposition 2.1 therein)
2∑
j=1
‖Ds∂ j(g f ) − gDs∂ j f ‖L2(R2) .s ‖Ds f ‖2‖D̂g(η)‖L1η + ‖ f ‖2‖D̂1+sg(η)‖L1η
.s,ǫ ‖Ds f ‖2‖g‖H2+ǫ + ‖ f ‖2‖g‖H2+s+ǫ ,
where s ∈ R and ǫ > 0. We now show how to use our new Leibniz rule to obtain a more refined result,
namely sharp local wellposedness in Hs for any s > 2 + γ. Indeed by taking f = Dγ−1∇⊥θ, g = ∇θ,
s1 = 1, s2 = s − 1, p = p2 = 2, p1 = ∞ in Theorem 1.2, we get
‖Ds( f g) −
∑
|α|≤1
1
α!
∂α f Ds,αg −
∑
|β|<s−1
1
β!
∂βgDs,β f ‖2
. ‖D f ‖BMO‖Ds−1g‖2 . ‖θ‖2Hs .
Now consider the contribution of each summand (in either α or β) separately.
• α = 0. Obviously f Dsg = Dγ−1∇⊥θ · ∇Dsθ and∫
R2
(Dγ−1∇⊥θ · ∇Dsθ)Dsθdx = 0
by using integration by parts.
• |α| = 1. In this case
‖∂α f Ds,αg‖2 = ‖∂αDγ−1∇⊥θ · Ds,α∇θ‖2
. ‖∂αDγ−1∇⊥θ‖∞ · ‖Ds,α∇θ‖2 . ‖θ‖Hs · ‖θ‖Hs .
• β = 0. Observe that gDs f = ∇θ · Dγ−1∇⊥Dsθ∫
(∇θ · Dγ−1∇⊥Dsθ)Dsθdx = −
∫
Dγ−1∇⊥ · (Dsθ∇θ)Dsθdx.
We then write (this is the elegant trick used in [6])∫
(∇θ · Dγ−1∇⊥Dsθ)Dsθdx = −1
2
∫
Dsθ(Dγ−1∇⊥ · (Dsθ∇θ)
− ∇θ · Dγ−1∇⊥Dsθ)dx.
By Corollary 1.4 with Aγ = Dγ−1∇⊥, f = Dsθ, g = ∇θ, p = p1 = 2, p2 = ∞, we get
‖Dγ−1∇⊥ · (Dsθ∇θ) − ∇θ · Dγ−1∇⊥Dsθ‖2 . ‖Dsθ‖2‖Dγ∇θ‖BMO . ‖θ‖2Hs .
• 1 ≤ |β| ≤ s − 2. If 1 ≤ |β| < s − 2, then clearly by Sobolev embedding
‖∂βgDs,β f ‖2 . ‖∂β∇θ‖∞‖Ds,βDγ−1∇⊥θ‖2 . ‖θ‖2Hs .
Similarly if |β| = s − 2 (in this case s will be an integer),
‖∂βgDs,β f ‖2 . ‖∂s−1θ‖∞−‖Ds,βDγ−1∇⊥θ‖2+ . ‖θ‖2Hs .
• s − 2 < |β| < s − 1. We have
‖∂βgDs,β f ‖2 . ‖∂β∇θ‖( 1
2
− s−(|β|+1)
2
)−1‖Ds,βDγ−1∇⊥θ‖( s−(|β|+1)
2
)−1 . ‖θ‖2Hs .
Collecting the above estimates, we get for s > γ + 2,
d
dt
(‖θ‖2Hs ) . ‖θ‖3Hs
which (together with standard mollification/regularisation arguments) easily yields the desired local well-
posedness in Hs.
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In Section 5 Theorem 5.1, we state and prove a family of refined Kato-Ponce inequalities for the
operator Ds = (−∆)s/2. Those inequalities are proved with the help of Theorem 1.2. On the other
hand, for the inhomogeneous operator Js, we have the following generalised inequalities. Note that
in the following inequality, some of the endpoint cases can be further improved along similar lines as
in Theorem 5.1. For simplicity of presentation (and practical considerations), here we only state the
simplest version.
Theorem 1.9. Let 1 < p < ∞. Let 1 < p1, p2, p3, p4 ≤ ∞ satisfy 1p1 +
1
p2
= 1
p3
+ 1
p4
= 1
p
. Then for any
f , g ∈ S(Rd), the following hold:
• If 0 < s ≤ 1, then
‖Js( f g) − f Jsg‖p .s,p1,p2,p,d ‖Js−1∂ f ‖p1‖g‖p2 .
• If s > 1, then
‖Js( f g) − f Jsg‖p .s,p1,p2,p3,p4,p,d ‖Js−1∂ f ‖p1‖g‖p2 + ‖∂ f ‖p3‖Js−2∂g‖p4 .
There are also many other reformulations and generalisations of the Kato-Ponce commutator inequal-
ities (cf. [1] and the references therein). One popular variant is the following fractional Leibniz rule
which holds for any s > 0, f , g ∈ S(Rd):
‖Ds( f g)‖r ≤ Cs,d,p1,p2,q1,q2 · (‖Ds f ‖p1‖g‖q1 + ‖Dsg‖p2‖ f ‖q2 ),(1.15)
where 1
r
= 1
p1
+ 1
q1
= 1
p2
+ 1
q2
, 1 < r < ∞, 1 < p1, p2, q1, q2 ≤ ∞, and Cs,d,p1,p2,q1,q2 > 0 is a constant
depending only on (s, d, p1, p2, q1, q2). One should note that the same inequality also holds for the
inhomogeneous operator Js. Recently Grafakos, Oh [11] and Muscalu, Schlag [19] have extended the
inequality (1.15) to the wider range 1/2 < r < ∞ under the assumption that s > max(0, d
r
− d) or s ∈ 2N.
The end-point case r = ∞ was conjectured in Grafakos, Maldonado and Naibo [12] and solved in recent
[4].
The rest of this paper is organized as follows. In Section 2 we collect some notation used in this paper
and also some preliminary lemmas. In Section 3 we prove an important paraproduct estimate and some
auxiliary lemmas. Section 4 is devoted to the proof of Theorem 1.2. In Section 5 we prove several refined
inequalities for the operator Ds. In Section 6 we prove refined Kato-Ponce inequalities for the operator
Js. Section 7 contains several counterexamples for the operator Js. Section 8 is devoted to the proof of
Theorem 1.9. Section 9 contains further divergence-free counterexamples.
2. Notation and preliminaries
In this section we introduce some notation and collect some preliminaries used in this paper.
We adopt the following convention for the Fourier transform pair:
(F f )(ξ) = fˆ (ξ) =
∫
Rd
f (x)e−ix·ξdx,
f (x) =
1
(2π)d
∫
Rn
fˆ (ξ)eix·ξdξ.(2.1)
The inverse Fourier transform is sometimes denoted as F −1 so that
f (x) = (F −1( fˆ ))(x).
For any x ∈ Rd, we denote 〈x〉 = (1 + |x|2)1/2. Similarly for any s ∈ R we define 〈∇〉s via its Fourier
transform 〈̂∇〉s(ξ) = (1 + |ξ|2)s/2. In this notation Js = (I − ∆)s/2 = 〈∇〉s.
For any real number a ∈ R, we denote by a+ the quantity a + ǫ for sufficiently small ǫ > 0. The
numerical value of ǫ is unimportant and the needed smallness of ǫ is usually clear from the context. The
notation a− is similarly defined.
We denote by S(Rd) the space of Schwartz functions and S′(Rd) the space of tempered distributions.
For any integer k ≥ 0 and open set U ⊂ Rd, we shall denote by Ck
loc
(U) the space of k-times continuously
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differentiable functions in U. For any function f : Rd → R, we use ‖ f ‖Lp(Rd), ‖ f ‖Lp or sometimes ‖ f ‖p
to denote the usual Lebesgue Lp norm for 0 < p ≤ ∞. For a sequence of real numbers (a j)∞j=−∞, we
denote
(a j)lp
j
= ‖(a j) j∈Z‖lp =
(
∑
j∈Z |a j|p)
1
p , if 0 < p < ∞,
sup j |a j |, if j = ∞.
We shall often use mixed-norm notation. For example, for a sequence of functions f j : R
d → R, we will
denote (below 0 < q < ∞)
‖( f j)lq
j
‖p = ‖(
∑
j
| f j(x)|q)
1
q ‖Lpx (Rd),
with obvious modification for q = ∞.
For any two operators A, B, we shall denote by
[A, B] = AB − BA
the usual commutator.
For any two quantities X and Y , we denote X . Y if X ≤ CY for some constant C > 0. Similarly
X & Y if X ≥ CY for some C > 0. We denote X ∼ Y if X . Y and Y . X. The dependence of the
constant C on other parameters or constants are usually clear from the context and we will often suppress
this dependence. We shall denote X .Z1,Z2,··· ,Zk Y if X ≤ CY and the constant C depends on the quantities
Z1, · · · , Zk.
For any two quantities X and Y , we shall denote X ≪ Y if X ≤ cY for some sufficiently small constant
c. The smallness of the constant c is usually clear from the context. The notation X ≫ Y is similarly
defined. Note that our use of ≪ and ≫ here is different from the usual Vinogradov notation in number
theory or asymptotic analysis.
We will need to use the Littlewood–Paley (LP) frequency projection operators. To fix the notation, let
φ0 be a radial function in C
∞
c (R
n) and satisfy
0 ≤ φ0 ≤ 1, φ0(ξ) = 1 for |ξ| ≤ 1, φ0(ξ) = 0 for |ξ| ≥ 7/6.
Let φ(ξ) := φ0(ξ) − φ0(2ξ) which is supported in 12 ≤ |ξ| ≤ 76 . For any f ∈ S(Rn), j ∈ Z, define
P̂≤ j f (ξ) = φ0(2− jξ) fˆ (ξ),
P̂ j f (ξ) = φ(2
− jξ) fˆ (ξ), ξ ∈ Rn.
We will denote P> j = I−P≤ j (I is the identity operator). Sometimes for simplicity of notation (and when
there is no obvious confusion) we will write f j = P j f , f≤ j = P≤ j f and fa≤·≤b =
∑b
j=a f j. By using the
support property of φ, we have P jP j′ = 0 whenever | j − j′| > 1. This property will be useful in product
decompositions. For example the Bony paraproduct for a pair of functions f , g take the form
f g =
∑
i∈Z
fig˜i +
∑
i∈Z
fig≤i−2 +
∑
i∈Z
gi f≤i−2,
where g˜i = gi−1 + gi + gi+1.
The fattened operators P˜ j are defined by
P˜ j =
n2∑
l=−n1
P j+l,
where n1 ≥ 0, n2 ≥ 0 are some finite integers whose values play no role in the argument.
Note that the Littlewood-Paley projection operators P j defined above depend on the function φ. Some-
times it is desirable to use a different function φ˜ ∈ S(Rd). In that case to stress the dependence on φ˜ we
10 D. LI
shall denote
P̂
φ˜
j
f (ξ) = φ˜(ξ/2 j) fˆ (ξ).
We recall the Bernstein estimates/inequalities: for 1 ≤ p ≤ q ≤ ∞,
‖DsP j f ‖p ∼ 2 js‖ f ‖p, s ∈ R;
‖P≤ j f ‖q + ‖P j f ‖q . 2 jd(
1
p
− 1
q
)‖ f ‖p.
In the above Ds = (−∆)s/2.
For s ∈ R, 1 ≤ p ≤ ∞, the homogeneous Besov B˙sp,∞ (semi-)norm is given by
‖ f ‖B˙sp,∞ = sup
j∈Z
(
2 js‖P j f ‖p
)
.
For any f ∈ L1
loc
(Rd), the BMO norm is given by
‖u‖BMO = sup
Q
1
|Q|
∫
Q
|u(y) − uQ|dy,
where uQ is the average of u on Q, and the supreme is taken over all cubes Q in R
d.
It is well-known that the Besov B˙0∞,∞ norm is weaker than the BMO norm. The following proposition
records this fact. We omit the (standard) proof. For any λ > 0, x0 ∈ Rd, denote
f λ,x0 (y) = f (x0 + λy), y ∈ Rd.
Proposition 2.1. For any f ∈ L1
loc
(Rd), we have
‖ f ‖B˙0∞,∞ .d sup
λ>0,x0∈Rd
∫
Rd
| f λ,x0 (y) − ( f λ,x0 )Q1 |
(1 + |y|)d+1 dy .d ‖ f ‖BMO,
where Q1 = [−1, 1]d.
We recall the definition of Hardy space H1 = { f ∈ L1(Rd) : R j f ∈ L1, ∀ 1 ≤ j ≤ d} with the norm
‖ f ‖H1 = ‖ f ‖1 + ‖R f ‖1,
where R f = |∇|−1∇ f =: (R1, · · · ,Rd f ). Let ϕ ∈ S(Rd) with
∫
ϕ = 1. Define ϕt(x) = t
−dϕ(x/t). An
equivalent norm onH1 is given by (see [10])
‖ f ‖H1 = ‖ sup
t>0
|ϕt ⋆ f | ‖1.
Similarly for 0 < p ≤ 1
‖ f ‖H p = ‖ sup
t>0
|ϕt ⋆ f |‖p.(2.2)
Alternatively one can use the following characterization (cf. [13])
‖ f ‖H p ∼ ‖(P j f )l2
j
‖p.
We will often use this latter characterisation without explicit mentioning.
We will sometimes use (cf. (3.5) in the proof of Lemma 3.1) the following useful fact: if f ∈ L1
loc
(Rd)
satisfies ‖ f ‖BMO < ∞, g ∈ H1(Rd), and ∫
Rd
| f (x)g(x)|dx < ∞,
then
|
∫
Rd
f (x)g(x)dx| . ‖ f ‖BMO‖g‖H1 .(2.3)
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Of course without absolute convergence the H1-BMO pairing is defined through a careful limiting pro-
cess.
For any f ∈ L1
loc
(Rd), we shall denote by M f : Rd → [0,∞] the usual Hardy-Littlewood maximal
function defined as:
(M f )(x) = sup
r>0
1
|Br|
∫
Br
| f (x − y)|dy,
where Br = B(0, r) is the Euclidean open ball of radius r centered at the origin.
We will often use the following Fefferman-Stein inequality without explicit mentioning.
Lemma 2.2 ([8]). Let f = ( f j)
∞
j=1
be a sequence of locally integrable functions in Rd. Let 1 < p < ∞
and 1 < r ≤ ∞. Then
‖(M f j)lr
j
‖p .r,p,d ‖( f j)lr
j
‖p,
whereM f is the usual Hardy-Littlewood maximal function.
Proof. See [8]. Note that the inequality therein was stated for 1 < r < ∞. But for r = ∞ the inequality
also holds trivially. 
Lemma 2.3. Suppose u ∈ S′(Rd) with supp(uˆ) ⊂ {ξ : |ξ| < t} for some t > 0. Then for any 0 < r < ∞,
sup
z∈Rd
|u(x − z)|
(1 + t|z|) dr
.d,r
(
M(|u|r)(x)
) 1
r
, ∀ x ∈ Rd.
In the aboveM f denotes the usual Hardy-Littlewood maximal function.
Remark 2.4. For textbook proofs under slightly stronger conditions, see [22] or [13]. For example in
[13], the proof therein assumes the growth condition
sup
x∈Rd
|u(x)|
(1 + |x|) dr
< ∞.(2.4)
Here we show that this condition can be removed. The removal of such conditions is particularly inter-
esting for 0 < r < 1.
Proof. First note that u ∈ C∞(Rd) since uˆ is compactly supported. By Paley-Wiener (for distributions),
the function u grows at most polynomially at the spatially infinity. More precisely, there exists an integer
N0 ≥ 0 and a constant A0 > 0, such that
|u(y)| ≤ A0|y|N0 , ∀ |y| ≥ 2.(2.5)
This estimate will be used below. Note that both constants (A0 and N0) may depend on u.
By scaling one can assume t = 1. Also by translation it suffices to prove the case x = 0. Since
u = P<2u, we have
u(z) =
∫
Rd
ψ(z − y)u(y)dy,
where ψ ∈ S(Rd) corresponds to P<2. The convergence of the integral is not an issue thanks to the
estimate (2.5).
Consider first the case r ≥ 1. Clearly
|u(z)| .d,r
∫
|y−z|≤1+|z|
|u(y)|dy +
∞∑
i=1
(2i(1 + |z|))−10d
∫
|y−z|∼2i(1+|z|)
|u(y)|dy
.d,r (M(|u|r)(0))
1
r · (1 + |z|) dr .
Thus this case is OK.
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Next consider the case 0 < r < 1. We first assume the growth condition (2.4) and complete the
estimate. We have
|u(z)| .d,r
∫
|ψ(z − y)| · |u(y)|r · |u(y)|1−rdy
.d,r
∫
|ψ(z − y)||u(y)|r(1 + |y|) d(1−r)r dy
(
sup
y˜∈Rd
|u(y˜)|
(1 + |y˜|) dr
)1−r
.d,r (1 + |z|)
d
r · M(|u|r)(0) ·
(
sup
y˜∈Rd
|u(y˜)|
(1 + |y˜|) dr
)1−r
.
The desired inequality then follows.
Finally we show how to prove (2.4) for the case 0 < r < 1. For any |z| = R ≥ 2, by using (2.5), it is
easy to check that
|u(z)| .d,r,u
∫
|y−z|> 23R
〈z − y〉−10d−N0 |u(y)|dy +
∫
|y−z|≤ 23R
|u(y)|dy
.d,r,u 1 +M(|u|r)(0) · Rd max|y˜|≤2R |u(y˜)|
1−r .
Define for R ≥ 2,
UR = 1 +max|y|≤R
|u(y)|.
Note that we may assume M(|u|r)(0) < ∞. Otherwise there is nothing to prove. It follows that for some
positive constant B = B(u, d, r) ≥ 2,
UR ≤ B · Rd · U1−r2R , ∀R ≥ 2.
We inductively assume
UR ≤ AkRNk , ∀R ≥ 2.
The base case k = 0 certainly holds in view of (2.5). Then
UR ≤ B · A1−rk 2Nk(1−r) · Rd+(1−r)Nk .
Set Nk+1 = d + (1 − r)Nk. Clearly Nk → dr as k → ∞ and Nk ≤ M (for some M > 0) for all k. Set
Ak+1 = B · 2M(1−r)A1−rk .
It is easy to check that Ak converges to some constant A = B
1
r 2
M(1−r)
r as k → ∞. Thus (2.4) is proved. 
Lemma 2.5. Suppose ( f j) j∈Z is a sequence of functions satisfying
supp( f̂ j) ⊂ {ξ : |ξ| ≤ B12 j}, ∀ j,
where B1 > 0 is a constant. Then for any 0 < p, q < ∞, we have
‖(P j f j)lq
j
‖p . ‖( f j)lq
j
‖p.
In the above P j can be replaced by P˜ j or P˜≤ j.
On the other hand, if 1 < p, q < ∞, and (g j) j∈Z is a sequence of functions, then
‖(P jg j)lq
j
‖p . ‖(g j)lq
j
‖p.(2.6)
Proof of Lemma 2.5. The inequality (2.6) follows easily from the simple fact that |P jg j| .Mg j. There-
fore we only need to prove the first inequality.
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By Lemma 2.3,
|(P j f j)(x)| .
∫
2 jd |ψ(2 jy)| · (1 + 2 j|y|) dr · | f j(x − y)|
(1 + 2 j|y|) dr
dy
. (M(| f j |r)(x))
1
r .
Now choose 0 < r < min{p, q} and use Lemma 2.2. We get
‖(P j f j)lq
j
‖p . ‖(M(| f j|r))
1
r
l
q
r
j
‖p = ‖(M(| f j |r))
l
q
r
j
‖
1
r
p
r
. ‖(| f j|r)
l
q
r
j
‖
1
r
p
r
= ‖( f j)lq
j
‖p.

The following lemma is more or less trivial. But it is certainly relieving for some intermediate com-
putations.
Lemma 2.6. Let L ≥ 2 be an integer. Suppose f j ∈ S(Rd), j = −L,−L + 1, · · · , L − 1, L , is a (finite)
sequence of functions satisfying
supp( f̂ j) ⊂ {ξ : |ξ| < B12 j}, ∀ j,
for some constant B1 > 0. Let ψ ∈ C∞c (Rd) be such that ψ ≡ 0 in a neighborhood of the origin. Then for
all 1 < p < ∞,
‖
L∑
j=−L
P
ψ
j
f j‖p .p,ψ,B1,d ‖( f j)l2
j
‖p;
and for 0 < p ≤ 1,
‖
L∑
j=−L
P
ψ
j
f j‖H p .p,ψ,B1,d ‖( f j)l2
j
‖p.
Proof of Lemma 2.6. Assume supp(ψ) ⊂ {ξ : 2−n0 < |ξ| < 2n0 } for some integer n0 > 0. Then clearly for
all 0 < p < ∞,
‖(Pk(
L∑
j=−L
P
ψ
j
f j))l2
k
‖p .
∑
|a|≤n0+10
‖(PkPψk+a fk+a)l2k ‖p
. ‖( f j)l2
j
‖p,
where the last inequality follows from Lemma 2.5. 
Lemma 2.7. Let (a j) j∈Z be a sequence of real numbers. Then for any 0 < θ < 1, 0 < p ≤ ∞, s1 , s2,
s = θs1 + (1 − θ)s2, we have
(2 jsa j)lp
j
.θ,p,s1,s2
∣∣∣∣(2 js1a j)l∞
j
∣∣∣∣θ · ∣∣∣∣(2 js2a j)l∞
j
∣∣∣∣1−θ;
(2 jsa j)lp
j
.θ,p,s1,s2
∣∣∣∣(2 js1a j)lp
j
∣∣∣∣θ · ∣∣∣∣(2 js2a j)l∞
j
∣∣∣∣1−θ.
Remark 2.8. The condition s1 , s2 is crucial. For s = s1 = s2 the above inequalities are obviously false
(unless p = ∞).
Proof of Lemma 2.7. The case p = ∞ is trivial. For 0 < p < ∞ since (2 jsa j)p
l
p
j
= (2 jps|a j |p)l1
j
, it suffices
to prove the case p = 1, and we may assume a j ≥ 0. It is clear that the second inequality follows from
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the first inequality by using the the fact that l1
j
֒→ l∞
j
. Consider first the case s1 < s2. Let J0 be chosen
later. Then ∑
j
2 j(θs1+(1−θ)s2)a j =
∑
j≤J0
2 js1a j · 2 j(1−θ)(s2−s1) +
∑
j>J0
2 js2a j · 2− j(1−θ)(s2−s1)
. (2 js1a j)l∞
j
· 2J0(1−θ)(s2−s1) + (2 js2a j)l∞
j
· 2−J0(1−θ)(s2−s1).
Optimizing in J0 then yields the result. The argument for s1 > s2 is similar. 
Remark 2.9. Other proofs are available. For example (for the second inequality) if s > 0, s1 = s, s2 = 0,
θ = 1
2
, p = 1, then
(2 j
1
2
sa j)
2
l1
j
.
∑
j1≤ j2
2 j1
1
2
s2 j2
1
2
s|a j1 ||a j2 |
. (a j)l∞
j
∑
j2
2 j2 s|a j2 | . (a j)l∞j (2 jsa j)l1j .
One should recognise this as the usual “squaring trick” with low to high re-ordering. See Remark 2.12
below.
Lemma 2.10. Let 1 < r ≤ ∞, 0 < θ < 1 and recall D = (−∆) 12 . Then for any f ∈ S(Rd), we have
‖Dθs f ‖r . ‖Ds f ‖θp · ‖ f ‖1−θq , if s ≥ 0, 1 < p, q < ∞, and
1
r
=
θ
p
+
1 − θ
q
;
‖Dθs f ‖r . ‖Ds f ‖θB˙0∞,∞ · ‖ f ‖
1−θ
r(1−θ), if s > 0
(this corresponds to p = ∞, q = r(1 − θ));
‖Dθs f ‖r . ‖Ds f ‖θrθ · ‖ f ‖1−θB˙0∞,∞ , if s > 0 (correspondingly p = rθ, q = ∞).
Remark. The second and third inequalities are false for s = 0.
Remark 2.11. By the same proof of lemma 2.10 below, one can show that more generally for 0 < θ < 1,
s = s1θ + s2(1 − θ) with s1 , s2, 1/θ < r ≤ ∞,
‖Ds f ‖r . ‖Ds1 f ‖θrθ‖Ds2 f ‖1−θB˙0∞,∞ ,
provided (of course) that these quantities are well-defined (especially when dealing with Ds operators
with s < 0).
Proof of Lemma 2.10. The inequalities are trivial for r = ∞. Also the first inequality is trivial if s = 0.
Thus we may assume s > 0 and 1 < r < ∞. By Lemma 2.7, we have
‖Dθs f ‖r ∼ ‖(2 jθs f j)l2
j
‖r
. ‖(2 js f j)θl2
j
( f j)
1−θ
l∞
j
‖r
. ‖(2 js f j)l2
j
‖θp · ‖( f j)l∞j ‖1−θq
. ‖Ds f ‖θp · ‖ f ‖1−θq , if p, q < ∞.
The argument for the second and third inequalities are similar. We omit details. 
Remark 2.12. By using Remark 2.11 and taking r = 2d/(d − 2), θ = (d − 2)/d, s = 0, s1 = 1, s2 =
−(d − 2)/2, we obtain for d ≥ 3 and f ∈ S(Rd):
‖ f ‖ 2d
d−2
. ‖∇ f ‖
d−2
d
2
‖ f ‖
2
d
B˙
− d−2
2∞,∞
.(2.7)
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By the obvious embedding B˙02d
d−2 ,∞
֒→ B˙−
d−2
2∞,∞ , we obtain
‖ f ‖ 2d
d−2
. ‖∇ f ‖
d−2
d
2
‖ f ‖
2
d
B˙0
2d
d−2 ,∞
.
This refined inequality plays an important role3 in the theory of linear profile decomposition for nonlinear
Schro¨dinger equations (cf. Proposition 4.8 on page 36 of [20]). Note that the proof therein uses a squaring
trick and a low to high ordering of the dyadic sum, in a way that is similar to the idea in Remark 2.9. Our
treatment here seems much simpler.
We shall often use the following simple lemma, sometimes without explicit mentioning.
Lemma 2.13. The following hold.
• If s > 0, 1 < p < ∞, then
‖(2− jsDsP≤ j f )l2
j
‖p + ‖(2− jsDsP≤ j f )l∞
j
‖p .s,p,d ‖ f ‖p.
• If s > 0, p = ∞, then
‖(2− jsDsP≤ j f )l∞
j
‖∞ . ‖ f ‖B˙0∞,∞ .
Proof of Lemma 2.13. We have
|2− js(DsP≤ j f )(x)| = 2− js |
∑
k≤ j
(DsP˜kPk f )(x)|
. 2− js
∑
k≤ j
2ksM(Pk f )(x).
Since s > 0, we have (
2− js
∑
k≤ j
2ksM(Pk f )
)
l2
j
. (M(Pk f ))l2
k
.
Thus
‖(2− jsDsP≤ j f )l2
j
‖p . ‖(M(Pk f ))l2
k
‖p . ‖ f ‖p.
Since the sequence l2 norm controls l∞ norm, the inequality for l∞
j
follows. Finally
‖(2− jsDsP≤ j f )l∞
j
‖∞ . (2− js‖DsP≤ j f ‖∞)l∞
j
. (2− js
∑
k≤ j
2ks‖ f ‖B˙0∞,∞ )l∞j . ‖ f ‖B˙0∞,∞ .

The following lemma collects some useful properties of Js and Ds operators. We will often use it
without explicit mentioning in later computations.
3In fact the first inequality (2.7) already provides a quick route to the extraction of “bubbles” in linear profile decomposition.
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Lemma 2.14 (Properties of Js, Ds operators). Let s > 0 and recall Ds = (−∆)s/2, Js = (1 − ∆)s/2. Let a
be any given real number. Then the following inequalities hold for any f ∈ S(Rd):
‖P>aDs f ‖p .a,p,d,s ‖Js−1∂ f ‖p, ∀ 1 < p < ∞,(2.8)
‖P j f ‖p .d,s
2
− j‖Js−1∂ f ‖p, if j ≤ 0, 1 ≤ p ≤ ∞
2− js‖Js−1∂ f ‖p, if j > 0, 1 ≤ p ≤ ∞;
(2.9)
‖Js f − f ‖p .p,d,s ‖Js−1∂ f ‖p, ∀ 1 < p < ∞,(2.10)
‖J−1∂ f ‖BMO .d ‖ f ‖BMO,(2.11)
‖JsP>a f ‖BMO .a,d,s ‖Js−1∂ f ‖BMO.(2.12)
Proof of Lemma 2.14. For (2.8), we write
P>aD
s f = P>aD
s−2(−∂ · ∂) f
= −P>aDs−2J−(s−1)∂ · (Js−1∂ f ).
Easy to check that −P>aDs−2J−(s−1)∂ maps Lp to Lp for 1 < p < ∞. Thus (2.8) holds.
For (2.9), consider first j ≤ 0. Clearly
‖P j f ‖p = ‖P jD−2∂J1−s · Js−1∂ f ‖p
.d 2
− j‖P<10J1−s · Js−1∂ f ‖p
.s,d 2
− j‖Js−1∂ f ‖p.
For j > 0, one can easily verify that the kernel K j = D
−2J1−s∂P jδ0 satisfies the point-wise bound
|K j(x)| .d,m,s 2 j(−s+d)(1 + 2 j|x|)−m, ∀m ≥ 1.
Thus the inequality for j > 0 also holds.
For (2.10), we first bound the low frequency piece. By using Lemma 6.1, we have
‖(Js − 1)P≤1 f ‖p .s,p,d
∑
j≤1
22 j‖P j f ‖p
.s,p,d
∑
j≤1
2 j‖Js−1∂ f ‖p . ‖Js−1∂ f ‖p,
where in the second inequality we have used (2.9). For the high frequency piece, we first note that
‖P>1 f ‖p .s,p,d
∑
j>1
2− js‖Js−1∂ f ‖p . ‖Js−1∂ f ‖p.
On the other hand, by writing P>1J
s f = −P>1D−2J∂ · Js−1∂ f , it is clear that
‖P>1Js f ‖p .s,p,d ‖Js−1∂ f ‖p, ∀ 1 < p < ∞.
The inequality (2.11) follows easily from the fact that J−1∂ is a standard singular integral operator.
The last inequality (2.12) is similarly proved by writing
JsP>a f = −P>aD−2J∂ · Js−1∂ f .

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3. Paraproduct estimates
Lemma 3.1. Let φ ∈ C∞c (Rd), ψ ∈ C∞c (Rd), and ψ ≡ 0 in a neighborhood of the origin. Define
P̂
φ
j
f (ξ) = φ(ξ/2 j) fˆ (ξ),
P̂
ψ
j
f (ξ) = ψ(ξ/2 j) fˆ (ξ), ξ ∈ Rd.
Then for any 1 < p < ∞, f ∈ Lp(Rd), g ∈ L1
loc
(Rd) with ‖g‖BMO < ∞, the series∑
j∈Z
P
φ
j
f · Pψ
j
g
converges in Lp, and satisfies
‖
∑
j∈Z
P
φ
j
f · Pψ
j
g‖p .p,d,φ,ψ ‖ f ‖p‖g‖BMO.(3.1)
In particular, for the usual Littlewood-Paley projector P j, we have
‖
∑
j
P≤ j f · P jg‖p .p,d ‖ f ‖p · ‖g‖BMO.
If ‖D−1 f ‖p < ∞, ‖Dg‖BMO < ∞, then
‖
∑
j
P≤ j f · P jg‖p .p,d ‖D−1 f ‖p‖Dg‖BMO.(3.2)
More generally if s > 0, f ∈ Lp, g ∈ L1
loc
(Rd) with ‖g‖BMO < ∞, then
‖
∑
j
DsP≤ j f D−sP jg‖p .p,d,s ‖ f ‖p‖g‖BMO.(3.3)
Remark 3.2. The estimate (3.1) actually holds under the weaker assumption that ψ(0) = 0. But the
argument is slightly more involved.
Proof of Lemma 3.1. For simplicity of notation we shall write .p,d,φ,ψ as ..
Step 1: We first show for any integer L1 ≥ 2, L2 ≥ 2,
‖
∑
−L1≤ j≤L2
P
φ
j
f · Pψ
j
g
︸                 ︷︷                 ︸
=:S
‖p . ‖ f ‖p‖g‖BMO.(3.4)
Note that the summand is well-defined in Lp since ‖Pψ
j
g‖∞ . ‖g‖BMO. We shall write
∑
−L1≤ j≤L2 simply
as
∑
j and keep in mind that the summation in j is finite. By a density argument we only need to prove
(3.4) for f ∈ C∞c (Rd).
It suffices to prove for any h ∈ C∞c (Rd),
|〈S , h〉| . ‖ f ‖p‖g‖BMO‖h‖p′ ,
where p′ = p/(p − 1), and 〈·, ·〉 denotes the usual L2 pairing.
Now observe
|〈S , h〉| = |〈g,
∑
j
P
ψ
j
(hP
φ
j
f )〉|
. ‖g‖BMO‖
∑
j
P
ψ
j
(hP
φ
j
f )‖H1 ,(3.5)
where we used (2.3).
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Thus we only need to show
‖
∑
j
P
ψ
j
(hP
φ
j
f )‖H1 . ‖h‖p′‖ f ‖p.
WLOG we assume P
φ
j
= P≤ j, P
ψ
j
= P j the usual Littlewood-Paley projectors. The argument can be
easily modified for the general case.
By frequency localization,∑
j
P j(P≤ j f h) =
∑
j
P j(P≤ j−3 f P j−2<·< j+2h) +
∑
j
P j(P j−2≤·≤ j f P≤ j+3h)
=:
∑
j
P j( f≤ j−3h˜ j) +
∑
j
P j( f˜ jh≤ j+3).
Clearly by Lemma 2.6,
‖
∑
j
P j( f≤ j−3h˜ j)‖H1 . ‖( f≤ j−3h˜ j)l2
j
‖1
. ‖( f≤ j−3)l∞
j
(h˜ j)l2
j
‖1 . ‖ f ‖p‖h‖p′ .
The other piece is estimated similarly. Thus (3.4) holds.
Step 2: Convergence of the series in Lp. First observe that for any M1 > L1 ≥ 2,
‖
∑
−M1< j<−L1
P
φ
j
f P
ψ
j
g‖p . ‖P˜<−L1+10 f ‖p‖g‖BMO → 0, as L1 → ∞,
where P˜<−L1+10 denotes a fattened frequency projection. We only need to show for any M2 > L2 ≥ 2,
‖
∑
L2< j<M2
P
φ
j
f P
ψ
j
g‖p → 0, as L2 → ∞.
By a density argument we may assume f ∈ C∞c (Rd). Easy to check that
‖φ(0) f − Pφ
j
f ‖p . 2− j‖∇ f ‖p.
Thus
‖
∑
L2< j<M2
(φ(0) f − Pφ
j
f )P
ψ
j
g‖p
.
∑
L2< j<M2
2− j‖∇ f ‖p‖g‖BMO → 0, as L2 → ∞.
It remains for us to show
‖ f
∑
L2< j<M2
P
ψ
j
g‖p → 0, as L2 → ∞.(3.6)
Assume supp( f ) ⊂ B(0,R0) for some R0 ≥ 2. Let χ ∈ C∞c be such that χ(x) = 1 for |x| ≤ 2R0 and
χ(x) = 0 for |x| > 3R0. Denote the average of g on B(0, 1) as gB1 . Then it is not difficult to check that∑
L2< j<M2
‖ f Pψ
j
(
(1 − χ)(g − gB1)
)
)‖p
.
∑
L2< j<M2
‖ f ‖p(2 jR0)−1‖(1 + |y|)−(1+d) |g(y) − gB1 |‖L1y (Rd)
.
∑
L2< j<M2
‖ f ‖p2− j‖g‖BMO → 0, as L2 → ∞.
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On the other hand, note that χ · (g − gB1) ∈ Lq for any 1 ≤ q < ∞. Assuming supp(ψ) ⊂ {ξ : 2−n0 < |ξ| <
2n0 } for some integer n0, then
‖ f
∑
L2< j<M2
P
ψ
j
(
χ(g − gB1)
)‖p
. ‖ f ‖2p‖P>L2−n0−10
(
χ(g − gB1)
)‖2p → 0, as L2 → ∞.
Thus (3.6) is proved and the series converges in Lp.
Step 3: Proof of (3.2). In this case, one just observes that f = −∇ · (−∆)−1∇ f , and
∑
j
P≤ j f P jg = −
d∑
l=1
∑
j
(
2− j∂lP≤ j · (−∆)−1∂l f
)(
2 jD−1P jDg
)
.
Note that for each l one can write 2− j∂lP≤ j = P
φl
j
, and 2 jD−1P j = P
ψ
j
, for some functions φl ∈ S(Rd),
ψ ∈ S(Rd) with ψ vanishing near the origin. The desired inequality then easily follow from (3.1).
Step 4: Proof of (3.3). This is similar to the argument in Step 1. By duality and density, it suffices to
prove for any f , h ∈ C∞c (Rd),
‖(D−sP j(hDsP≤ j f ))l2
j
‖1 . ‖ f ‖p‖h‖p′ .
One can then split h as h< j−2 and h˜ j = h[ j−2, j+2] and proceed to estimate
‖(D−sP j(hDsP≤ j f ))l2
j
‖1 . ‖(h< j−2 f˜ j)l2
j
‖1 + ‖(h˜ j2− jsDs f≤ j)l2
j
‖1
. ‖ f ‖p‖h‖p′ .

Remark 3.3. The BMO norm on the RHS of (3.1) cannot be replaced by a weaker norm such as ‖ · ‖B˙0∞,∞ .
For a counterexample one can take p = 2, d = 1, g = f , and we shall disprove
‖
∑
j
(P j f )
2‖2 . ‖ f ‖2 · ‖ f ‖B˙0∞,∞ .
To this end, take φ̂0 ∈ C∞c (R) such that 0 ≤ φ̂0(ξ) ≤ 1 for all ξ, φ̂0(ξ) = 1 for |ξ| < 1/10, and φ̂0(ξ) = 0
for |ξ| > 1/5. Then for some ρ0 > 0, we have
|φ0(x)| & 1, for all |x| < ρ0.
Now take
f =
∑
j≥10
a jλ
1
2
j
φ0(λ jx)e
i2 j x =:
∑
j≥10
a j f j,
where a j = j
−( 1
2
+δ), λ j = j
ǫ , with 1
10
> ǫ ≥ 4δ > 0. Easy to check that∑
j
a2j < ∞ ⇒ ‖ f ‖2 < ∞,
sup
j
|a j|λ
1
2
j
< ∞ ⇒ ‖ f ‖B˙0∞,∞ < ∞.
On the other hand, for
ρ0
λl+1
< |x| < ρ0
λl
, we have∑
j
|P j f (x)|2 =
∑
j
|a j|2 · λ j · |φ0(λ jx)|2
&
∑
j<l
|a j|2 · λ j.
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Thus ∫
(
∑
j
|(P j f )(x)|2)2dx &
∑
l
(
∑
j<l
a2jλ j)
2 · (ρ0
λl
− ρ0
λl+1
)
&
∑
l
(
∑
j<l
j−1−2δ jǫ)2 · 1
l1+ǫ
&
∑
l
l2(ǫ−2δ) · 1
l1+ǫ
= ∞.
Finally we should point it out that by considering real and imaginary parts, one can also make the
above counterexample real-valued.
Remark 3.4. For the periodic domain T = R/2πZ, it is much easier to construct counterexamples to the
estimate
‖
∑
j
(P j f )
2‖L2(T) . ‖ f ‖L2(T)‖ f ‖B˙0∞,∞(T).
Indeed if the above estimate were true, then by Ho¨lder, one gets for any periodic function f with mean
zero,
‖ f ‖L4(T) . ‖ f ‖B˙0∞,∞(T).
Now take λ j = 4
j, c j = 1/
√
j and consider f in the form of a lacunary series,
f =
∑
j≥1
c je
iλ j x.
Clearly
‖ f ‖B˙0∞,∞(T) . sup
j
|c j| < ∞;
‖ f ‖L2(T) ∼ (
∑
j
|c j|2)
1
2 = ∞
which is an obvious contradiction.
Remark 3.5. The first part of the statements of Lemma 3.1 can also be deduced from the following
proposition due to Coifman-Meyer (see [5], Chapter V. Proposition 2): let σ = σ(ξ, η) ∈ C∞(Rd × Rd \
(0, 0)) satisfy
• |∂αξ ∂βησ(ξ, η)| .α,β (|ξ| + |η|)−(|α|+|β|), ∀α, β,∀ (ξ, η) , (0, 0),(3.7)
• σ(ξ, 0) = 0.(3.8)
Define
σ(D)( f , g)(x) =
∫
eix·(ξ+η)σ(ξ, η) fˆ (ξ)gˆ(η)dξdη.
Then for any 1 < p < ∞,
‖σ(D)( f , g)‖p .σ,p,d ‖ f ‖p‖g‖BMO.(3.9)
In our setting
σ(ξ, η) =
∑
j
φ(2− jξ)ψ(2− jη)
and it is easy to check that it satisfies the conditions (3.7)–(3.8). See also Theorem 3.11 and Theorem
3.14 for more refined results.
KATO-PONCE AND LEIBNIZ 21
Remark 3.6. Take f = g and use the Littlewood-Paley projection P j in Lemma 3.1, and we get
‖
∑
j
f 2j ‖p . ‖ f ‖p‖ f ‖BMO.
Fix any 0 < p0 < p. Then
‖ f ‖22p . ‖ f ‖p‖ f ‖BMO . ‖ f ‖θp0‖ f ‖1−θ2p ‖ f ‖BMO,
where θ ∈ (0, 1) satisfies 1
p
= θ
p0
+ 1−θ
2p
. This in turn yields
‖ f ‖2p . ‖ f ‖
p0
2p
p0 ‖ f ‖
1− p0
2p
BMO
.
By another interpolation if necessary, one can then get for any q > p0,
‖ f ‖q . ‖ f ‖
p0
q
p0 ‖ f ‖
1− p0
p
BMO
which is the usual BMO refinement of Ho¨lder interpolation inequality (albeit with no explicit constants).
Similarly by writing
f g =
∑
j
f≤ j+2g j +
∑
j
f> j+2g j
=
∑
j
f≤ j+2g j +
∑
j
f jg< j−2
and applying Lemma 3.1, we get for any 1 < p < ∞,
‖ f g‖p . ‖ f ‖p‖g‖BMO + ‖g‖p‖ f ‖BMO.
These (and more) bilinear BMO type inequalities were derived by Kozono and Taniuchi [16] and have
important applications in Navier-Stokes and Euler equations.
The idea of duality used in Lemma 3.1 is quite useful. For example the following well-known com-
mutator estimate can be proved along similar lines as in the proof of Lemma 3.1.
Proposition 3.7. Let the dimension d ≥ 2 and Ri j = ∆−1∂i∂ j, 1 ≤ i, j ≤ d be the usual Riesz transform
on Rd. Then for any 1 < p < ∞, a ∈ L1
loc
(Rd) with ‖a‖BMO < ∞, we have
‖[Ri j, a] f ‖p .p,d ‖a‖BMO‖ f ‖p, ∀ f ∈ S(Rd).
Proof. WLOG we prove the inequality for R11 = ∆−1∂11. By duality, it suffices to prove for any g ∈
C∞c (R
d),
‖ fR11g − gR11 f ‖H1 . ‖ f ‖p‖g‖p′ .
Write
fR11g =
∑
j
f< j−2R11g j +
∑
j
f jR11g< j−2 +
∑
j
f jR11g˜ j,
(R11 f )g =
∑
j
(R11 f )< j−2g j +
∑
j
(R11 f ) jg< j−2 +
∑
j
(R11 f ) jg˜ j.
Easy to check that
‖
∑
j
f< j−2R11g j‖H1 . ‖( f< j−2R11g j)l2
j
‖1 . ‖ f ‖p‖g‖p′ ,
‖
∑
j
( f jR11g< j−2 + (R11 f )< j−2g j + (R11 f ) jg< j−2)‖H1 . ‖ f ‖p‖g‖p′ .
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For the diagonal piece, denote A = ∆−1 f j, B = ∆−1g˜ j, and observe
f jR11g˜ j − (R11 f j)g˜ j
=
d∑
k=1
(
∂kkA∂11B − ∂11A∂kkB
)
.
In terms of the frequency variables (η, ξ − η) (i.e. Aˆ(η), Bˆ(ξ − η)), note that
η2k(ξ1 − η1)2 − η21(ξk − ηk)2
= η2kξ
2
1 − 2η2kη1ξ1 − η21ξ2k + 2η21ηkξk.
Therefore we can write
d∑
k=1
(
∂kkA∂11B − ∂11A∂kkB
)
= O
(
∂2(∂2A · B))
)
+ O
(
∂(∂3A · B)
)
.
Clearly then
‖
∑
j
(
f jR11g˜ j − R11 f jg˜ j
)
‖H1
.
∑
k
22k
∑
j≥k−4
‖P˜ j f · 2−2 jP˜ jg‖1 +
∑
k
2k
∑
j≥k−4
2− j‖ P˜ j f P˜ jg ‖1
.‖(P˜ j f · P˜ jg)l1
j
‖1 . ‖ f ‖p‖g‖p′ .
The desired inequality then follows. 
Proposition 3.8. Denote by H the usual Hilbert transform on R. Then for any 1 < p < ∞, and any
integers l, m ≥ 0, we have
‖∂lx[H, a]∂mx f ‖p .l,m,p ‖∂l+mx a‖BMO‖ f ‖p.
Remark 3.9. In [7], Dawson, McGahagan and Ponce proved
‖∂lx[H, a]∂mx f ‖p .l,m,p ‖∂l+mx a‖∞‖ f ‖p.
Here Proposition 3.8 gives a slight improvement replacing the L∞-norm by BMO-norm.
Proof of Proposition 3.8. Write
(∂lx[H, a]∂
m
x f )(x) =
1
(2π)2
∫
σ(ξ, η)aˆ(ξ) fˆ (η)ei(ξ+η)·xdξdη,
where
σ(ξ, η) = il+m(ξ + η)lηm · (−i) · (sgn(ξ + η) − sgn(η)).
By a slight abuse of notation, we shall denote
σ(a, f ) = ∂lx[H, a]∂
m
x f .
Now note that neglecting the measure zero sets such as ξ + η = 0 or η = 0, the factor sgn(ξ + η) − sgn(η)
in σ(ξ, η) does not vanish only when ξ + η > 0, η < 0 or ξ + η < 0, η > 0. In either cases easy to check
that |η| < |ξ|. Then clearly
σ(a, f ) =
∑
j
σ(P ja, P< j−2 f ) +
∑
j
σ(P ja, P˜ j f ),
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where P˜ j = P[ j−2, j+2]. For the first piece, write∑
j
σ(P ja, P< j−2 f ) = H(
∑
j
∂lx(P ja∂
m
x P< j−2 f )) −
∑
j
∂lx(P ja∂
m
x HP< j−2 f )
= H(
∑
j
∂lx((D
−(l+m)P jDl+ma)∂mx P< j−2 f ))
−
∑
j
∂lx((D
−(l+m)P jDl+ma)∂mx P< j−2H f )
= H(σ1(D
l+ma, f )) + σ2(D
l+ma,H f ),
where the symbols σ1, σ2 satisfy the conditions (3.7)–(3.8) (with ξ and η swapped therein). Thus
‖
∑
j
σ(P ja, P< j−2 f )‖p . ‖Dl+ma‖BMO‖ f ‖p . ‖∂l+mx a‖BMO‖ f ‖p.
For the second piece, write∑
j
σ(P ja, P˜ j f ) = H(
∑
j
∂lx(P ja∂
m
x P˜ j f )) −
∑
j
∂lx(P ja∂
m
x P˜ jH f )
= H(
∑
j
∂lx(D
−(l+m)P jDl+ma∂mx P˜ j f ))
−
l∑
l˜=0
(
l
l˜
)∑
j
∂l˜x(D
−(l+m)P jDl+ma)∂m+l−l˜x P˜ jH f ).
Easy to check that the associated symbols again satisfy (3.7)–(3.8), and we have
‖
∑
j
σ(P ja, P˜ j f )‖p . ‖∂l+mx a‖BMO‖ f ‖p.

In [7], Dawson, McGahagan and Ponce also proved the following inequality: let 0 ≤ α < 1, 0 < β < 1,
0 < α + β ≤ 1, 1 < p, q < ∞, δ > 1/q, then
‖Dα[Dβ, a]D1−(α+β) f ‖Lp(R) .α,β,p,q,δ ‖Jδ∂xa‖Lq(R)‖ f ‖Lp(R),
where D = (−∂xx)1/2 and Jδ = (1 − ∂xx)δ/2. Note that
Dα[Dβ, a]D1−(α+β) f = Dα+β(aD1−(α+β) f ) − Dα(aD1−α f ).
The next proposition gives a sharp version of the above estimate. Moreover it holds on any Rd, d ≥ 1.
Proposition 3.10. For any 0 ≤ α < 1, 0 < β ≤ 1 − α, 1 < p < ∞, we have
‖Dα+β(aD1−(α+β) f ) − Dα(aD1−α f ) + β∇a · D−1∇ f ‖Lp(Rd)
.α,β,p,d ‖Da‖BMO‖ f ‖Lp(Rd).
Consequently
‖Dα+β(aD1−(α+β) f ) − Dα(aD1−α f )‖Lp(Rd) .α,β,p,d ‖∇a‖L∞(Rd)‖ f ‖Lp(Rd).
Remark. Clearly for dimension d = 1, by using Sobolev embedding Wδ,q ֒→ L∞(R) for δ > 1/q, we
recover the Dawon-McGahagan-Ponce estimate.
Proof of Proposition 3.10. First we denote
σ(a, f ) = Dα+β(aD1−(α+β) f ) − Dα(aD1−α f )
with the symbol (by a slight abuse of notation)
σ(ξ, η) = |ξ + η|α+β|η|1−(α+β) − |ξ + η|α|η|1−α.
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We then have
σ(a, f ) =
∑
j
σ(a j, f< j−2) +
∑
j
σ(a< j−2, f j) +
∑
j
σ(a j, f˜ j).
For the high-low piece, we observe∑
j
Dα(a jD
1−α f< j−2) =
∑
j
P˜ j(P˜ j(Da)2
− j(1−α)D1−α f< j−2),
where by an abuse of notation we use P˜ j to denote generic smooth frequency projection operators with
frequency |ξ| ∼ 2 j. Noting that 0 ≤ α < 1, we have
‖
∑
j
P˜ j(P˜ j(Da)2
− j(1−α)D1−α f< j−2)‖p . ‖Da‖B˙0∞,∞‖ f ‖p . ‖Da‖BMO‖ f ‖p.
Similar estimate holds for the piece corresponding to the operator Dα+β if α + β < 1. For α + β = 1, one
can use the duality argument as in the proof of Lemma 3.1, it is easy to check that
‖
∑
j
P˜ j(P˜ j(Da) f< j−2)‖p . ‖Da‖BMO‖ f ‖p.
Thus
‖
∑
j
σ(a j, f< j−2)‖p . ‖Da‖BMO‖ f ‖p.
The argument for the diagonal piece is similar, and we have
‖
∑
j
σ(a j, f˜ j)‖p . ‖Da‖BMO‖ f ‖p.
Now we focus on the low-high piece where a correction term is needed for the final estimate. Note that
on this piece |ξ| ≪ |η|, and we shall write
σ(ξ, η) = |ξ + η|α+β|η|1−(α+β) − |ξ + η|α|η|1−α
=(|ξ + η|α+β − |η|α+β)|η|1−(α+β) − (|ξ + η|α − |η|α)|η|1−α
=:σ2(ξ, η) − σ3(ξ, η).
We now consider the piece corresponding to σ3 (the estimate for σ2 will be similar). Observe
|η + ξ|α − |η|α = α
∫ 1
0
|η + θξ|α−2(η + θξ)dθ · ξ
= α|η|α−2η · ξ +
d∑
i, j=1
σ˜i j(ξ, η)ξiξ j,
where σ˜i j(ξ, η) is of order |η|α−2 when |ξ| ≪ |η|. It is also easy to check that the mth derivatives of
σ˜i j decays as O(|η|α−2−m) when |ξ| ≪ |η|. To simplify notation we shall write
∑d
i, j=1 σ˜i jξiξ j simply as
σ˜(ξ, η)ξ2. Now we can write∑
j
σ3(a< j−2, f j) = −
∑
j
α∇a< j−2 · D−1∇ f j +
∑
j
b j,
where
b j(x) =
1
(2π)2d
∫
σ˜(ξ, η)ξ2|η|1−αâ< j−2(ξ) f̂ j(η)ei(ξ+η)·xdξdη.
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It is not difficult to check that
‖
∑
j
b j‖p . ‖(2− jM(∂2a< j−2)M( f j))l2
j
‖p
. ‖∂a‖B˙0∞,∞‖ f ‖p.
On the other hand, observe
‖
∑
j
∇a≥ j−2 · D−1∇ f j‖p . ‖∇a‖BMO‖ f ‖p.
The desired result then easily follows.

Theorem 3.11. Let n0 = 2d + 2 and σ = σ(ξ, η) ∈ Cn0loc(Rd × Rd \ (0, 0)) satisfy
• σ(ξ, 0) = 0, for any ξ ;
• |∂α
ξ
∂
β
ησ(ξ, η)| .α,β,d (|ξ| + |η|)−(|α|+|β|) , for any (ξ, η) , (0, 0), and any |α| + |β| ≤ n0.
For f , g ∈ S(Rd) define
σ(D)( f , g)(x) =
∫
σ(ξ, η) fˆ (ξ)gˆ(η)eix·(ξ+η)dξdη.
Then for any 1 < p < ∞, we have
‖σ(D)( f , g)‖p .p,d ‖σ‖⋆‖ f ‖p‖g‖BMO,
where
‖σ‖⋆ = sup
(ξ,η),(0,0)
|α|+|β|≤n0
|(|ξ| + |η|)|α|+|β|(∂αξ ∂βησ)(ξ, η)|.
Proof of Theorem 3.11. In this proof we shall ignore the dependence on (p, d) and write .p,d simply as
.. It suffices to show for any h ∈ C∞c (Rd),
〈σ(D)( f , g), h〉 . ‖σ‖⋆‖ f ‖p‖g‖BMO‖h‖p′ ,
where p′ = p/(p − 1).
We then only need to show for any f ∈ S(Rd), h ∈ C∞c (Rd),
‖σ˜(D)( f , h)‖H1 . ‖σ‖⋆‖ f ‖p‖h‖p′ ,
where
σ˜(D)( f , h)(x) =
∫
σ(ξ,−ξ − η) fˆ (ξ)hˆ(η)ei(ξ+η)·xdξdη.
Now write
σ˜(D)( f , h) =
∑
j
σ˜(D)( f≤ j−2, h j) +
∑
j
σ˜(D)( f j, h≤ j−2) +
∑
j
σ˜(D)( f j, h˜ j),
where h˜ j = h j−1+h j+h j+1. We refer to these three summands as low-high, high-low and diagonal pieces
respectively.
Low-high piece. Note that |ξ| ≪ |η| and |ξ + η| ∼ |η| ∼ 2 j. Thus
‖
∑
j
σ˜(D)( f≤ j−2, h j)‖H1 . ‖(σ˜(D)( f≤ j−2, h j))l2
j
‖L1x .
Now we need a simple lemma.
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Lemma 3.12. Suppose χ1, χ2 ∈ C∞c (Rd) such that χ1 or χ2 is supported on an annulus. Then∣∣∣∣∣
∫
σ(ξ,−ξ − η)χ1(
ξ
2 j
)χ2(
η
2 j
)eiξ·(x−y)eiη·(x−z)dξdη
∣∣∣∣∣
. sup
|α|+|β|≤2d+1
(ξ,η),(0,0)
|(|ξ| + |η|)|α|+|β|∂αξ ∂βησ(ξ, η)| ·
22 jd
(1 + 2 j|x − y| + 2 j|x − z|)2d+1 .
Proof of Lemma 3.12. WLOG we can assume |x − y| ≥ |x − z|. If |x − y| ≤ 2− j, then the bound is trivial.
Now assume |x − y| > 2− j, then just integrate by parts in the variable ξ up to (2d + 1)-times and note
that |ξ| + |ξ + η| ∼ |ξ| + |η|. More precisely if one denotes ξ˜ = 2− jξ and η˜ = 2− jη, then by the support
assumption on χ1 and χ2, one has |ξ˜|+ |ξ˜ + η˜| ∼ 1. It follows that for |ξ˜| . 1, |η˜| ∼ 1 or |ξ˜| ∼ 1, |η˜| . 1, we
have
max
|α|+|β|=2d+1
|∂α
ξ˜
∂
β
η˜
(σ(2 jξ˜,−2 j(ξ˜ + η˜)))|
. 2 j(2d+1) max
|α|+|β|=2d+1
(|ξ˜| + |ξ˜ + η˜|)|(∂αξ ∂βησ)(2 jξ˜,−2 j(ξ˜ + η˜))| . ‖σ‖⋆.

By using Lemma 3.12, it is easy to check that
|σ˜(D)( f≤ j−2, h j)(x)|
. ‖σ‖⋆ · 2 jd
∫ | f≤ j−2(y)|
(1 + 2 j|x − y|)d+ 12
dy · 2 jd
∫ |h j(z)|
(1 + 2 j|x − z|)d+ 12
dz
. ‖σ‖⋆ · M f≤ j−2(x) · Mh j(x).
Therefore
‖(σ˜(D)( f≤ j−2, h j))l2
j
‖1 . ‖σ‖⋆ · ‖(M f≤ j−2)l∞
j
‖p · ‖(Mh j)l2
j
‖p′
. ‖σ‖⋆ · ‖ f ‖p · ‖h‖p′ .
This finishes the estimate of the low-high piece. The estimate for the high-low piece is similar.
Diagonal-piece. In this case we need to consider the integral
σ˜(D)( f j, h˜ j)(x)
=
∫
σ(ξ,−ξ − η)χ1(
ξ
2 j
)χ2(
η
2 j
) fˆ j(ξ)
̂˜h j(η)ei(ξ+η)·xdξdη,
where χ1, χ2 are smooth cut-off functions with support in the annulus {z ∈ Rd : 2−m0 ≤ |z| ≤ 2m0 } for
some integer m0 > 0.
We now consider two subcases.
Subcase 1: |ξ + η| ≥ 2 j−m0−10. Note that in this case |ξ + η| ∼ 2 j. By using frequency localization and
Lemma 3.12, we have
‖
∑
j
P> j−m0−10(σ˜(D)( f j, h˜ j))‖H1
∼‖
∑
j
P j−m0−10<·< j+m0+100(σ˜(D)( f j, h˜ j))‖H1
.‖(M f j · Mh˜ j)l2
j
‖1
.‖ f ‖p‖h‖p′ .
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Subcase 2: |ξ + η| < 2 j−m0−10. In yet other words, |ξ + η| ≪ min{|ξ|, |η|}. Then since σ(ξ, 0) = 0 by
assumption, we just need to consider∫
χ|ξ+η|<2 j−m0−10(σ(ξ,−ξ − η) − σ(ξ, 0)) · χ1(
ξ
2 j
)χ2(
η
2 j
) fˆ j(ξ)
ˆ˜h j(η)e
i(ξ+η)·xdξdη,
where χ is a smooth cut-off function.
Now we need another simple lemma.
Lemma 3.13. For all 0 ≤ θ ≤ 1, we have∣∣∣∣∣
∫
χ|ξ+η|<2 j−m0−10(∂ησ)(ξ,−θ(ξ + η))χ1(
ξ
2 j
)χ2(
η
2 j
)eiξ·(x−y)eiη·(x−z)dξdη
∣∣∣∣∣
. sup
|α|+|β|≤2d+2
(ξ,η),(0,0)
|(|ξ| + |η|)|α|+|β|(∂αξ ∂βησ)(ξ, η)|
· 22 jd− j · (1 + 2 j|x − y| + 2 j|x − z|)−(2d+1).
The proof of Lemma 3.13 is similar to Lemma 3.12 and therefore we omit it.
By Lemma 3.13, we then have
‖
∑
j
σ˜(D)( f j, h˜ j)‖B˙0
1,1
.
∑
k
2k
∑
j≥k+m0+10
2− j‖M f j · Mh˜ j‖1
.
∑
j
‖M f j · Mh˜ j‖1
.‖(M f j)l2
j
‖p · ‖(Mh˜ j)l2
j
‖p′
.‖ f ‖p‖h‖p′ .
This concludes the proof of Theorem 3.11.
Remark. A close inspection shows that the diagonal piece in fact belongs to B˙0
1,1
which embeds intoH1.

It is possible to refine Theorem 3.11 further. The following only requires 2d + 1 derivatives on the
symbol σ.
Theorem 3.14. Let n0 = 2d + 1 and σ = σ(ξ, η) ∈ Cn0loc(Rd × Rd \ (0, 0)) satisfy
• σ(ξ, 0) = 0, for any ξ ;
• |∂α
ξ
∂
β
ησ(ξ, η)| .α,β,d (|ξ| + |η|)−(|α|+|β|) , for any (ξ, η) , (0, 0), and any |α| + |β| ≤ n0.
For f , g ∈ S(Rd) define
σ(D)( f , g)(x) =
∫
σ(ξ, η) fˆ (ξ)gˆ(η)eix·(ξ+η)dξdη.
Then for any 1 < p < ∞, we have
‖σ(D)( f , g)‖p .p,d ‖σ‖⋆‖ f ‖p‖g‖BMO,
where
‖σ‖⋆ = sup
(ξ,η),(0,0)
|α|+|β|≤n0
|(|ξ| + |η|)|α|+|β|(∂αξ ∂βησ)(ξ, η)|.
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Proof of Theorem 3.14. We shall use the same notation as in the proof of Theorem 3.11 and sketch the
needed modifications. It suffices to show∑
k
∑
j≥k+m0+10
‖Pk(σ˜(D)( f j, h˜ j))‖L1x . ‖ f ‖p‖h‖p′ .
Clearly
‖Pk(σ˜(D)( f j, h˜ j))‖L1x
.‖
∫
χ(
ξ + η
2k
)χ(2− jξ)χ(2− jη)σ(ξ,−ξ − η)ei(ξ·(x−y)+η·(x−z))
dξdη f j(y)h˜ j(z)dydz‖L1x ,(3.10)
where we have slightly abused the notation and denote all smooth cutoff functions by the same symbol
χ (whose support is on the annulus {z : |z| ∼ 1}). Now set ξ˜ = ξ + η, η˜ = η. Then
|
∫
χ(
ξ + η
2k
)χ(2− jξ)χ(2− jη)σ(ξ,−ξ − η)ei(ξ·(x−y)+η·(x−z))dξdη|
=|
∫
χ(2−k ξ˜)χ(2− j(ξ˜ − η˜))χ(2− jη˜)σ(ξ˜ − η˜,−ξ˜)ei(ξ˜·(x−y)+η˜·(y−z))dξ˜dη˜|.(3.11)
Case 1: |y − z| ≥ 1
10
|x − y| or |y − z| ≥ 1
10
|x − z|. In this case easy to check that |z − x| + |y − x| . |y − z|.
Integrating by parts in η˜ up to 2d + 1 times, we obtain
(3.11) . (1 + 2 j|y − z|)−(2d+1) · 2 jd · 2kd
. (1 + 2 j|x − y|)−(d+ 12 )(1 + 2 j|x − z|)−(d+ 12 ) · 22 jd · 2(k− j)d .
It follows easily that in this case
(3.10) . 2(k− j)d‖M f jMh˜ j‖L1x .
Summing in k and j then easily yields the desired inequality.
Case 2: |y − z| < 1
10
min{|x − y|, |x − z|}. In this case |x − y| ∼ |x − z|. We estimate (3.11) in several
different ways. First integrating by parts in ξ˜ up to d + 1 times and then in η˜ up to d times, we get
(3.11) . (1 + 2k |x − y|)−(d+1)(1 + 2 j|y − z|)−d2 jd2kd.
Then integrating by parts in ξ˜ up to d times and then in η˜ up to d + 1 times, we get
(3.11) . (1 + 2k |x − y|)−d(1 + 2 j|y − z|)−(d+1)2 jd2kd.
Interpolating these two estimates gives us
(3.11) . (1 + 2k |x − y|)−(d+ 12 )(1 + 2 j|y − z|)−(d+ 12 )2 jd2kd .(3.12)
Since σ(ξ, 0) = 0 for any ξ, we have
σ(ξ˜ − η˜,−ξ˜) = −ξ˜ ·
∫ 1
0
(∂ησ)(ξ˜ − η˜,−θξ˜)dθ.
It is then not difficult to check that
(3.11) . 2k− j(1 + 2k |x − y|)−d(1 + 2 j|y − z|)−d2 jd2kd .
Interpolating this estimate with (3.12) yields
(3.11) . 2
1
2
(k− j)(1 + 2k |x − y|)−(d+ 14 )(1 + 2 j|y − z|)−(d+ 14 )2 jd2kd .
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We then get
(3.10) . 2kd2
1
2
(k− j)
∫
(1 + 2k |x − y|)−(d+ 14 )| f j(y)|(Mh˜ j)(y)dydx
. 2
1
2
(k− j)
∫
| f j(y)|(Mh˜ j)(y)dy.
Summing in k and j then easily implies the desired result. 
The next two simple lemmas will be needed in Section 5. It is interesting that one can obtain some
BMO (or Besov) refinements of some terms in Kato-Ponce inequalities.
Lemma 3.15. Let s > 1 be an integer and let 1 < p < ∞. Let R be the usual Riesz-type operator. Then
for any f , g ∈ S(Rd), we have
‖∂s f · Rg‖p .s,p,d,r1,r2 ‖Ds f ‖BMO‖g‖p + ‖∂ f ‖r1‖Ds−1g‖r2 ,
where 1
p
= 1
r1
+ 1
r2
, and 1 < r1, r2 < ∞. The notation ∂s denotes any differentiation operator ∂α1x1 · · · ∂αdxd
with |α| = s. If r1 = ∞, r2 = p, then
‖∂s f · Rg‖p .s,p,d ‖Ds f ‖BMO‖g‖p + ‖∂ f ‖B˙0∞,∞‖D
s−1g‖p.
And if r1 = p, r2 = ∞, then
‖∂s f · Rg‖p .s,p,d ‖Ds f ‖BMO‖g‖p + ‖∂ f ‖p‖Ds−1g‖B˙0∞,∞ .
Remark 3.16. The same estimates also hold for ‖∂s f · g‖p.
Proof of Lemma 3.15. Write
∂s f · Rg =
∑
j
∂s f< j−2Rg j +
∑
j
∂s f≥ j−2Rg j
=
∑
j
∂s f< j−2Rg j +
∑
j
∂s f jRg≤ j+2.
First note that by Lemma 3.1, we have
‖
∑
j
∂s f j · Rg≤ j+2‖p . ‖∂s f ‖BMO‖Rg‖p . ‖Ds f ‖BMO‖g‖p.
Thus we only need to estimate the piece
∑
j ∂
s f< j−2Rg j. Consider first the case r2 < ∞, then
‖
∑
j
∂s f< j−2Rg j‖p . ‖(∂s f< j−2 · Rg j)l2
j
‖p
. ‖(2− j(s−1)∂s f< j−2)l∞
j
(2 j(s−1)Rg j)l2
j
‖p
.
‖∂ f ‖r1‖D
s−1g‖r2 , if r1 < ∞,
‖∂ f ‖B˙0∞,∞‖Ds−1g‖p, if r1 = ∞.
If r2 = ∞, then r1 = p and
‖
∑
j
∂s f< j−2Rg j‖p . ‖(2− j(s−1)∂s f< j−2)l2
j
· (2 j(s−1)Rg j)l∞
j
‖p
. ‖(2− j(s−1)∂s f< j−2)l2
j
‖p · ‖Ds−1g‖B˙0∞,∞
. ‖∂ f ‖p‖Ds−1g‖B˙0∞,∞ .

30 D. LI
Lemma 3.17. Let s > 1 and 1 < p < ∞. Let 1 < p1, p2 ≤ ∞ satisfy 1p1 +
1
p2
= 1
p
. Then for any
f , g ∈ S(Rd), we have
‖∂ f · Ds−2∂g‖p . ‖∂ f ‖p1‖Ds−1g‖p2 , if 1 < p1 ≤ ∞, 1 < p2 < ∞,(3.13)
‖∂ f · Ds−2∂g‖p . ‖Ds f ‖p1‖g‖p2 + ‖∂ f ‖p‖Ds−1g‖BMO,(3.14)
if 1 < p1 < ∞, 1 < p2 < ∞,
‖∂ f · Ds−2∂g‖p . ‖Ds f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖p‖D
s−1g‖BMO,(3.15)
‖∂ f · Ds−2∂g‖p . ‖Ds f ‖B˙0∞,∞‖g‖p + ‖∂ f ‖p‖D
s−1g‖BMO.(3.16)
Proof of Lemma 3.17. The first inequality is trivial. For (3.14), by using frequency localization and
Lemma 3.1, we have
‖∂ f · Ds−2∂g‖p
. ‖
∑
j
∂ f j · Ds−2∂g< j−2‖p + ‖
∑
j
∂ f≤ j+2 · Ds−2∂g j‖p
. ‖(2 j(s−1)∂ f j)l2
j
(2− j(s−1)Ds−2∂g< j−2)l∞
j
‖p + ‖∂ f ‖p‖Ds−1g‖BMO
. ‖Ds f ‖p1‖g‖p2 + ‖∂ f ‖p‖Ds−1g‖BMO.
For (3.15), just observe
‖(2− j(s−1)Ds−2∂g< j−2)l∞
j
‖∞ . ‖g‖B˙0∞,∞ .
For (3.16), we have
‖
∑
j
∂ f j · Ds−2∂g< j−2‖p . ‖(2 j(s−1)∂ f j)l∞
j
‖∞‖(2− j(s−1)Ds−2∂g< j−2)l2
j
‖p
. ‖Ds f ‖B˙0∞,∞‖g‖p.

4. Proof of Theorem 1.2
In the first subsection, we shall give the proof of Theorem 1.2 for the case 1 < p < ∞. In the second
subsection, we sketch the needed modification for the case 1
2
< p ≤ 1.
4.1. The case 1 < p < ∞. To prove Theorem 1.2 for the case 1 < p < ∞, we first prove the following
proposition.
Proposition 4.1. Let s > 0 and 1 < p < ∞. Let s1, s2 ≥ 0 and s1 + s2 = s. Then for any f , g ∈ S(Rd),
we have
∥∥∥∥Ds( f g) −∑
j
(∑
|α|≤s1
1
α!
∂α f≤ j−2Ds,αg j +
∑
|β|≤s2
1
β!
∂βg≤ j−2Ds,β f j
)∥∥∥∥
p
.

‖Ds1 f ‖p1 · ‖Ds2g‖p2 , if 1 < p1, p2 < ∞, 1p = 1p1 +
1
p2
;
‖Ds1 f ‖p‖Ds2g‖B˙0∞,∞ , if p1 = p, p2 = ∞;
‖Ds1 f ‖B˙0∞,∞ · ‖Ds2g‖p, if p1 = ∞, p2 = p.
(4.1)
Proof of Proposition 4.1. We write
f g =
∑
j∈Z
f jg˜ j +
∑
j∈Z
f≤ j−2g j +
∑
j∈Z
g≤ j−2 f j,
where g˜ j = g j−1 + g j + g j+1.
We shall analyze each term separately.
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1) The diagonal piece. Denote h =
∑
j f jg˜ j. Then
‖Dsh‖p . ‖(2ksPkh)l2
k
‖p
= ‖(2ksPk(
∑
j≥k−10
f jg˜ j))l2
k
‖p
.
∑
l≥−10
‖(2ks fk+lg˜k+l)l2
k
‖p
.
∑
l≥−10
2−ls‖(2ks fkg˜k)l2
k
‖p . ‖(2ks fkg˜k)l2
k
‖p.
Now discuss three cases.
If p1 < ∞ and p2 < ∞, then
‖(2ks fkg˜k)l2
k
‖p . ‖(2ks1 fk)l2
k
‖p1 · ‖(2ks2 g˜k)l∞k ‖p2
. ‖Ds1 f ‖p1 · ‖Ds2g‖p2 .
If p1 = p and p2 = ∞, then
‖(2ks fkg˜k)l2
k
‖p . ‖Ds1 f ‖p · ‖Ds2g‖B˙0∞,∞ .
Similarly if p1 = ∞ and p2 = p, then
‖(2ks fkg˜k)l2
k
‖p . ‖Ds1 f ‖B˙0∞,∞‖D
s2g‖p.
Thus the diagonal piece is OK.
2) The low-high piece. For each j, write
Ds( f≤ j−2g j) = [Ds, f≤ j−2]g j + f≤ j−2Dsg j.(4.2)
We shall simplify further the commutator piece [Ds, f≤ j−2]g j. To write out its explicit form, we need
to use a fattened frequency cut-off P˜ j such that P˜ jP j = P j. More precisely let φ˜ ∈ C∞c (Rd) be such that
φ˜(ξ) = 1, ∀ ξ ∈ supp(φ),
where we recall P̂ jδ0(ξ) = φ(2
− jξ). Define ̂˜P jδ0(ξ) = φ˜(2− jξ). Clearly
(DsP˜ jδ0)(y) = 2
j(d+s)ψ1(2
jy)
where ψ̂1(ξ) = |ξ|sφ˜(ξ). Then
([Ds, f≤ j−2]g j)(x)
=2 j(d+s)
∫
Rd
ψ1(2
jy)( f≤ j−2(x − y) − f≤ j−2(x))g j(x − y)dy.(4.3)
Denote
h(θ) = f≤ j−2(x − θy).
Set m0 = [s1]. We then Taylor expand h(θ) up to m
th
0
term:
h(1) − h(0) = h′(0) + · · · + h
(m0)(0)
m0!
+
∫ 1
0
(1 − θ)m0
m0!
h(m0+1)(θ)dθ︸                           ︷︷                           ︸
error
.(4.4)
Contribution of the “error” term.
We first show that the contribution of the “error term” in (4.4) to (4.3) can be bounded by ‖Ds1 f ‖p1‖Ds2 f ‖p2
(after summation in j).
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Easy to check that
h(m0+1)(θ) =
∑
|α|=m0+1
Cα(∂
α f≤ j−2)(x − θy) · yα,
where Cα are constant coefficients whose value do not matter in our estimates.
By Lemma 2.3, we have
|(∂m0+1 f≤ j−2)(x − θy)| . (1 + 2 j|y|)dM(|∂m0+1 f≤ j−2|)(x).
Then
2 j(d+s)
∫
Rd
|ψ1(2 jy)| · |y|m0+1 · |∂m0+1 f≤ j−2(x − θy)| · |g j(x − y)|dy
. 2− j(m0+1−s1)M(|∂m0+1 f≤ j−2|)(x) · (Mg j)(x) · 2 js2 .
Now discuss two cases.
Case 1: p1 ≤ ∞, p2 < ∞. Then
∥∥∥∥(2 j(d+s) ∫ ψ1(2 jy) · ∫ 1
0
(1 − θ)m0
m0!
h(m0+1)(θ)dθ · g j(x − y)dy)l2
j
∥∥∥∥
p
. ‖(2− j(m0+1−s1)M(|∂m0+1 f≤ j−2|))l∞
j
· (Mg j · 2 js2 )l2
j
‖p
.‖M(sup
j
2− j(m0+1−s1)|∂m0+1 f≤ j−2|)‖p1 · ‖(M(2 js2g j))l2
j
‖p2
.
‖D
s1 f ‖p1 · ‖Ds2g‖p2 , if p1 < ∞, p2 < ∞
‖Ds1 f ‖B˙0∞,∞ · ‖Ds2g‖p, if p1 = ∞, p2 < ∞.
Case 2: p1 = p, p2 = ∞. Then
∥∥∥∥(2 j(d+s) ∫ ψ1(2 jy) · ∫ 1
0
(1 − θ)m0
m0!
h(m0+1)(θ)dθ · g j(x − y)dy)l2
j
∥∥∥∥
p
. ‖(2− j(m0+1−s1)M(|∂m0+1 f≤ j−2|))l2
j
· (Mg j · 2 js2 )l∞
j
‖p
. ‖(M(2− j(m0+1−s1)|∂m0+1 f≤ j−2|))l2
j
‖p · ‖Ds2g‖B˙0∞,∞
. ‖Ds1 f ‖p · ‖Ds2g‖B˙0∞,∞ .
Thus the contribution of the “error” term to (4.3) is OK for us.
The form of the other terms in (4.4) .
Easy to check that
h′(0) + · · · + h
(m0)(0)
m0!
=
∑
0<|α|≤m0
1
α!
(∂α f≤ j−2)(x) · (−1)|α|yα.
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Therefore in (4.3), we have
2 j(d+s)
∫
Rd
ψ1(2
jy) · (
m0∑
l=1
h(l)(0)
l!
)g j(x − y)dy
=
∑
0<|α|≤m0
2 j(d+s)
∫
Rd
ψ1(2
jy) · 1
α!
(∂α f≤ j−2)(x) · (−1)|α| · yα · g j(x − y)dy
=
∑
0<|α|≤m0
1
α!
· (−1)|α| · 2 js · F −1
(
iα∂αξ (ψ̂1(ξ/2
j))ĝ j(ξ)
)
(x) · (∂α f≤ j−2)(x)
=
∑
0<|α|≤m0
1
α!
F −1
(
i−|α|∂αξ (|ξ|s)ĝ j(ξ)
)
(x) · (∂α f≤ j−2)(x)
=
∑
0<|α|≤m0
1
α!
Ds,αg j · ∂α f≤ j−2.
Note that the second term in (4.2) corresponds to α = 0. Thus the low-high piece can be written as(∑
j
∑
0≤|α|≤[s1]
1
α!
∂α f≤ j−2Ds,αg j
)
+ E1,
where
‖E1‖p .

‖Ds1 f ‖p1 · ‖Ds2g‖p2 , if 1 < p1, p2 < ∞;
‖Ds1 f ‖p‖Ds2g‖B˙0∞,∞ , if p1 = p, p2 = ∞;
‖Ds1 f ‖B˙0∞,∞ · ‖Ds2g‖p, if p1 = ∞, p2 = p.
(4.5)
3)The high-low piece. This is similar to the low-high piece. One can get the results by symmetry.
Collecting all the estimates, we obtain
Ds( f g) =
∑
j
( ∑
|α|≤s1
1
α!
∂α f≤ j−2Ds,αg j +
∑
|β|≤s2
1
β!
∂βg≤ j−2Ds,β f j
)
+ error,(4.6)
where “error” term satisfies the same bound as in (4.5).

We are now ready to complete the proof of Theorem 1.2 for the case 1 < p < ∞.
Proof of Theorem 1.2, case 1 < p < ∞. By Proposition 4.1, we just need to simplify the expression in
(4.6). For this we have to discuss several cases.
Case a): 1 < p1 < ∞ and 1 < p2 < ∞.
Note that ∑
j
f≤ j−2Dsg j = f Dsg −
∑
j
f> j−2Dsg j
= f Dsg −
∑
j
f jD
sg< j+2
= f Dsg −
∑
j
f jD
sg j−2≤·< j+2 −
∑
j
f jD
sg< j−2.
Clearly
‖
∑
j
f jD
sg j−2≤·< j+2‖p . ‖(2 js1 f j)l2
j
(2− js1Dsg j−2≤·< j+2)l2
j
‖p
. ‖Ds1 f ‖p1 · ‖Ds2g‖p2 ;
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and by frequency localization,
‖
∑
j
f jD
sg< j−2‖p . ‖(2 js1 f j)l2
j
· (2− js1Dsg< j−2)l∞
j
‖p
. ‖Ds1 f ‖p1 · ‖Ds2g‖p2 .
Similarly for each 0 < |α| ≤ [s1], 0 ≤ |β| ≤ [s2], it holds that
‖
∑
j
∂α f> j−2Ds,αg j‖p = ‖
∑
j
∂α f jD
s,αg< j+2‖p . ‖Ds1 f ‖p1‖Ds2g‖p2 ;
‖
∑
j
∂βg> j−2Ds,β f j‖p = ‖
∑
j
∂βg jD
s,β f< j+2‖ . ‖Ds1 f ‖p1 · ‖Ds2g‖p2 .
Thus for 1 < p1, p2 < ∞, s1 ≥ 0, s2 ≥ 0, s1 + s2 = s,
‖Ds( f g) −
∑
|α|≤s1
1
α!
∂α f Ds,αg −
∑
|β|≤s2
1
β!
∂βgDs,β f ‖p . ‖Ds1 f ‖p1‖Ds2g‖p2 .
Case 2): p1 = p, p2 = ∞. If |α| = s1 (in this case s1 has to be an integer), then
‖
∑
j
∂α f≤ j−2Ds,αg j‖p . ‖Ds1 f ‖p‖Ds2g‖BMO.
If |α| < s1, then rewrite
∑
j
∂α f> j−2Ds,αg j =
∑
j
∂α f jD
s,αg< j+2
=
∑
j
∂α f jD
s,αg< j−2 +
∑
j
∂α f jD
s,αg j−2≤·< j+2.
Clearly then
‖
∑
j
∂α f> j−2Ds,αg j‖p
. ‖(∂α f j · 2 j(s1−|α|))l2
j
· (2− j(s1−|α|)Ds,αg< j−2)l∞
j
‖p + ‖Ds1 f ‖p · ‖Ds2g‖BMO
. ‖Ds1 f ‖p‖Ds2g‖B˙0∞,∞ + ‖D
s1 f ‖p‖Ds2g‖BMO
.‖Ds1 f ‖p‖Ds2g‖BMO.
On the other hand, for each |β| = s2, we have
‖
∑
j
∂βg> j−2Ds,β f j‖p = ‖
∑
j
∂βg jD
s,β f< j+2‖p
. ‖∂βg‖BMO‖Ds,β f ‖p
. ‖Ds1 f ‖p · ‖Ds2g‖BMO.
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Similarly for each 0 ≤ |β| < s2, we have
‖
∑
j
∂βg> j−2Ds,β f j‖p
= ‖
∑
j
∂βg jD
s,β f< j+2‖p
. ‖
∑
j
∂βg jD
s,β f< j−2‖p + ‖
∑
j
∂βg jD
s,β f j−2≤·< j+2‖p
. ‖(∂βg jDs,β f< j−2)l2
j
‖p + ‖Ds1 f ‖p · ‖Ds2g‖BMO
. ‖(2(s2−|β|) j∂βg j)l∞
j
(2−(s2−|β|) jDs,β f< j−2)l2
j
‖p + ‖Ds1 f ‖p · ‖Ds2g‖BMO
. ‖Ds2g‖B˙0∞,∞‖D
s1 f ‖p + ‖Ds1 f ‖p · ‖Ds2g‖BMO
. ‖Ds1 f ‖p · ‖Ds2g‖BMO.
Collecting the estimates, we have the following:
If s1 is not an integer, then
‖Ds( f g) −
∑
|α|≤[s1]
1
α!
∂α f Ds,αg −
∑
|β|≤[s2]
1
β!
∂βgDs,β f ‖p . ‖Ds1 f ‖p‖Ds2g‖BMO.
If s1 ≥ 0 is an integer, then
‖Ds( f g) −
∑
|α|<s1
1
α!
∂α f Ds,αg −
∑
|β|≤[s2]
1
β!
∂βgDs,β f ‖p . ‖Ds1 f ‖p‖Ds2g‖BMO.
Then clearly for all s1 ≥ 0, we have
‖Ds( f g) −
∑
|α|<s1
1
α!
∂α f Ds,αg −
∑
|β|≤s2
1
β!
∂βgDs,β f ‖p . ‖Ds1 f ‖p‖Ds2g‖BMO.
Case 3): p1 = ∞, p2 = p. This is similar to Case 2 (with f and g swapped). Clearly
‖Ds( f g) −
∑
|α|≤s1
1
α!
∂α f Ds,αg −
∑
|β|<s2
1
β!
∂βgDs,β f ‖p . ‖Ds1 f ‖BMO‖Ds2g‖p.

4.2. Proof of Theorem 1.2, case 1
2
< p ≤ 1. Here we shall use the condition s > d
p
− d or s ∈ 2N. A
close inspection of the proof for the case 1 < p < ∞ shows that we only need to modify the estimate
for the diagonal piece ‖∑ j Ds( f jg˜ j)‖p. For the low-high and high-low pieces, the estimate works for the
whole range 1
2
< p < ∞, s > 0 (note that when 1
2
< p ≤ 1 we require 1 < p1, p2 < ∞). The constraint
s > d
p
− d or s ∈ 2N for 1
2
< p ≤ 1 is only needed for the diagonal piece. To deal with this situation, we
shall use the approach in Grafakos-Oh [11] and write(
Ds( f jg˜ j)
)
(x)
=
1
(2π)2d
∫
2 js · |2− j(ξ + η)|sχ(2− jξ)χ(2− jη) f̂ j(ξ)̂˜g j(η)ei(ξ+η)·xdξdη,
where χ is a smooth cut-off function with support in {ξ : 2−m0 < |ξ| < 2m0 } for some integer m0 ≥ 1. Let
χ1 ∈ C∞c (Rd) be such that χ1(z) = 1 for |z| ≤ 2m0+1 and χ1(z) = 0 for |z| ≥ 2m0+1.5. By using Fourier
series, easy to check that for |z| ≤ 2m0+2,
|z|sχ1(z) =
∑
m∈Zd
Csme
2πiz·m
L ,
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where L = 2m0+2 and Csm = O((1+ |m|)−d−s). If s ∈ 2N, then Csm = O((1+ |m|)−C) for any C > 0. We then
have ∑
j
Ds( f jg˜ j) =
∑
m∈Zd
Csm
∑
j
2 jsPmj f jP
m
j g˜ j,
where P̂m
j
f (ξ) = φ1(2
− jξ) fˆ (ξ), and φ1(ξ) = χ(ξ)e2πim·ξ/L. It follows that
‖
∑
j
Ds( f jg˜ j)‖pp .
∑
m∈Zd
|Csm|p ‖
∑
j
2 jsPmj f jP
m
j g˜ j‖pp
.
∑
m∈Zd
|Csm|p (‖(2 js1Pmj f j)l2j ‖p1‖(2
js2Pmj g˜ j)l2j
‖p2 )p
. (‖Ds1 f ‖p1‖Ds2g‖p2 )p,
where in the last inequality above, we have used p(d + s) > d (for s ∈ 2N we just use the fast decay of
Csm) and the fact that the operator norm of P
m
j
on Lr(Rd, l2) (1 < r < ∞) is bounded by Cr,d · log(10+ |m|)
(Cr,d depends only on r and d).
5. Refined Kato-Ponce inequalities
Theorem 5.1. Let s > 0, 1 < p < ∞, 1 < p1, p2, p3, p4 ≤ ∞ and 1p1 +
1
p2
= 1
p3
+ 1
p4
= 1
p
. Then the
following hold for any f , g ∈ S(Rd):
• If 0 < s < 1, then
‖Ds( f g) − f Dsg − gDs f ‖p .
‖D
s f ‖p1‖g‖p2 , if 1 < p1, p2 < ∞;
‖Ds f ‖p‖g‖BMO, if p1 = p, p2 = ∞.
‖Ds( f g) − f Dsg‖p . ‖Ds f ‖BMO‖g‖p, if p1 = ∞, p2 = p.
• If s = 1, then
‖D( f g) − f Dg − gD f + ∂ f · D−1∂g‖p . ‖D f ‖p1‖g‖p2 , if 1 < p1, p2 < ∞;
‖D( f g) − f Dg − gD f ‖p . ‖D f ‖p‖g‖BMO, if p1 = p, p2 = ∞;
‖D( f g) − f Dg + ∂ f · D−1∂g‖p . ‖D f ‖BMO‖g‖p, if p1 = ∞, p2 = p.
• If 1 < s < 2, then
‖Ds( f g) − f Dsg − gDs f + s∂ f · Ds−2∂g‖p . ‖Ds f ‖p1‖g‖p2 ,
if 1 < p1, p2 < ∞;
‖Ds( f g) − f Dsg − gDs f + s∂ f · Ds−2∂g‖p . ‖Ds f ‖p‖g‖BMO,
if p1 = p, p2 = ∞;
‖Ds( f g) − f Dsg + s∂ f · Ds−2∂g‖p . ‖Ds f ‖BMO‖g‖p, if p1 = ∞, p2 = p.
• If s ≥ 2 and 1 < p1 < ∞, then
‖Ds( f g) − f Dsg − gDs f + s∂ f · Ds−2∂g‖p . A + B,
where
A =
‖D
s f ‖p1‖g‖p2 , if 1 < p1, p2 < ∞;
‖Ds f ‖p‖g‖BMO, if p1 = p, p2 = ∞;
B =

‖∂ f ‖p3 · ‖Ds−1g‖p4 , if 1 < p3, p4 < ∞;
‖∂ f ‖B˙0∞,∞‖Ds−1g‖p, if p3 = ∞, p4 = p;
‖∂ f ‖p‖Ds−1g‖B˙0∞,∞ , if p3 = p, p4 = ∞.
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• If s ≥ 2 and p1 = ∞, p2 = p, then
‖Ds( f g) − f Dsg + s∂ f · Ds−2∂g‖p . ‖Ds f ‖BMO‖g‖p + B,
where B is defined the same as above.
Proof of Theorem 5.1. We have to discuss several cases. The following discussions are a little bit tedious
and duly long.
• The case 0 < s < 1.
Taking s1 = s, s2 = 0 in (1.4), we get
‖Ds( f g) − f Dsg − gDs f ‖p . ‖Ds f ‖p1‖g‖p2 , if 1 < p1, p2 < ∞.
Similarly from (1.5)–(1.6), we get
‖Ds( f g) − f Dsg − gDs f ‖p . ‖Ds f ‖p‖g‖BMO, if p1 = p, p2 = ∞,
‖Ds( f g) − f Dsg‖p . ‖Ds f ‖BMO‖g‖p, if p1 = ∞, p2 = p.
• The case 1 ≤ s < 2.
Subcase 1 < p1, p2 < ∞:
Again taking s1 = s, s2 = 0 in the inequalities (1.4), we get
‖Ds( f g) − f Dsg −
∑
|α|=1
∂α f Ds,αg − gDs f ‖p . ‖Ds f ‖p1‖g‖p2 ,
if 1 < p1, p2 < ∞.
Note that (recall ∂ = (∂1, · · · , ∂d))∑
|α|=1
∂α f Ds,αg = −s∂ f · Ds−2∂g.
Thus for 1 ≤ s < 2 and 1 < p1, p2 < ∞, we get
‖Ds( f g) − f Dsg − gDs f + s∂ f · Ds−2∂g‖p . ‖Ds f ‖p1‖g‖p2 .
Subcase p1 = p, p2 = ∞:
Consider first s = 1. By using (1.5), we have
‖Ds( f g) − f Dsg − gDs f ‖p . ‖Ds f ‖p‖g‖BMO.
Next if 1 < s < 2, then by (1.5) (note that the terms |α| = 1 are now included),
‖Ds( f g) − f Dsg − gDs f + s∂ f · Ds−2∂g‖p . ‖Ds f ‖p‖g‖BMO.
Subcase p1 = ∞, p2 = p:
By using (1.6), obviously we have
‖Ds( f g) − f Dsg + s∂ f · Ds−2∂g‖p . ‖Ds f ‖BMO‖g‖p.
• The case s = 2.
In this case since D2 = −∆, we can directly use the formula
∆( f g) − f∆g − g∆ f = 2∂ f · ∂g.
Thus
Ds( f g) − f Dsg − gDs f + s∂ f · Ds−2∂g = 0
and no estimate is needed.
• The case s > 2.
Subcase 1: 1 < p1, p2 < ∞.
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By (1.4), we have
‖Ds( f g) − f Dsg − gDs f + s∂ f · Ds−2∂g‖p
.‖Ds f ‖p1‖g‖p2 +
∑
2≤|α|≤s
‖∂α f · Ds,αg‖p.
Then for each 2 ≤ |α| < s, by Lemma 2.10,
‖D|α| f ‖
( 1p1
· |α|−1s−1 + 1p3 ·
s−|α|
s−1 )
−1 .

‖Ds f ‖
|α|−1
s−1
p1 ‖D f ‖
s−|α|
s−1
p3 , if 1 < p3 < ∞;
‖Ds f ‖
|α|−1
s−1
p1 ‖D f ‖
s−|α|
s−1
B˙0∞,∞
, if p3 = ∞;
‖Ds−|α|g‖
( 1
p2
· |α|−1
s−1 +
1
p4
· s−|α|
s−1 )
−1 .

‖g‖
|α|−1
s−1
p2 ‖Ds−1g‖
s−|α|
s−1
p4 , if p4 < ∞;
‖g‖
|α|−1
s−1
p2 ‖Ds−1g‖
s−|α|
s−1
B˙0∞,∞
, if p4 = ∞.
Note that p ≤ ( 1
p1
· |α|−1
s−1 +
1
p3
· s−|α|
s−1 )
−1 < ∞ and p ≤ ( 1
p2
· |α|−1
s−1 +
1
p4
· s−|α|
s−1 )
−1 < ∞. Clearly
‖∂α f ‖
( 1p1
· |α|−1s−1 + 1p3 ·
s−|α|
s−1 )
−1 . ‖D|α| f ‖( 1p1 · |α|−1s−1 + 1p3 · s−|α|s−1 )−1 ;
‖Ds,αg‖
( 1
p2
· |α|−1
s−1 +
1
p4
· s−|α|
s−1 )
−1 . ‖Ds−|α|g‖( 1
p2
· |α|−1
s−1 +
1
p4
· s−|α|
s−1 )
−1 .
If |α| = s, then obviously ∑
|α|=s
‖∂α f · Ds,αg‖p . ‖Ds f ‖p1‖g‖p2 .
Thus ∑
2≤|α|≤s
‖∂α f · Ds,αg‖p
.‖Ds f ‖p1‖g‖p2 +

‖∂ f ‖p3‖Ds−1g‖p4 , if 1 < p3, p4 < ∞;
‖∂ f ‖B˙0∞,∞‖Ds−1g‖p, if p3 = ∞, p4 = p;
‖∂ f ‖p‖Ds−1g‖B˙0∞,∞ , if p3 = p, p4 = ∞.
Subcase 2: p1 = ∞ and p2 = p. By (1.6),
‖Ds( f g) − f Dsg + s∂ f · Ds−2∂g‖p
.‖Ds f ‖BMO‖g‖p +
∑
2≤|α|≤s
‖∂α f · Ds,αg‖p.
For each 2 ≤ |α| < s, by Lemma 2.10,
‖D|α| f ‖
( 1
p3
· s−|α|
s−1 )
−1 . ‖Ds f ‖
|α|−1
s−1
B˙0∞,∞
‖D f ‖
s−|α|
s−1
p3 , if 1 < p3 < ∞;
‖D|α| f ‖B˙0∞,1 . ‖D
s f ‖
|α|−1
s−1
B˙0∞,∞
‖D f ‖
s−|α|
s−1
B˙0∞,∞
, if p3 = ∞;
‖Ds−|α|g‖
( 1
p
· |α|−1
s−1 +
1
p4
· s−|α|
s−1 )
−1 . ‖g‖
|α|−1
s−1
p ‖Ds−1g‖
s−|α|
s−1
p4 , if 1 < p4 < ∞;
‖Ds−|α|g‖
( 1
p
· |α|−1
s−1 )
−1 . ‖g‖
|α|−1
s−1
p ‖Ds−1g‖
s−|α|
s−1
B˙0∞,∞
, if p4 = ∞.
The second inequality above can be easily proved by splitting into low and high frequencies.
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For |α| = s (in this case s is an integer), by Lemma 3.15, we have∑
|α|=s
‖∂α f · Ds,αg‖p
.‖Ds f ‖BMO‖g‖p +

‖∂ f ‖p3‖Ds−1g‖p4 , if 1 < p3, p4 < ∞;
‖∂ f ‖B˙0∞,∞‖Ds−1g‖p, if p3 = ∞, p4 = p;
‖∂ f ‖p‖Ds−1g‖B˙0∞,∞ , if p3 = p, p4 = ∞.
Thus ∑
2≤|α|≤s
‖∂α f · Ds,αg‖p
.‖Ds f ‖BMO‖g‖p +

‖∂ f ‖p3‖Ds−1g‖p4 , if 1 < p3, p4 < ∞;
‖∂ f ‖B˙0∞,∞‖Ds−1g‖p, if p3 = ∞, p4 = p;
‖∂ f ‖p‖Ds−1g‖B˙0∞,∞ , if p3 = p, p4 = ∞.
Subcase 3: p1 = p, p2 = ∞. By (1.5), we have
‖Ds( f g) − f Dsg − gDs f + s∂ f · Ds−2∂g‖p
.‖Ds f ‖p‖g‖BMO +
∑
2≤|α|<s
‖∂α f · Ds,αg‖p.
For each 2 ≤ |α < s, by Lemma 2.10,
‖D|α| f ‖
( 1
p
· |α|−1
s−1 +
1
p3
· s−|α|
s−1 )
−1 .

‖Ds f ‖
|α|−1
s−1
p ‖D f ‖
s−|α|
s−1
p3 , if 1 < p3 < ∞;
‖Ds f ‖
|α|−1
s−1
p ‖D f ‖
s−|α|
s−1
B˙0∞,∞
, if p3 = ∞;
‖Ds−|α|g‖
( 1
p4
· s−|α|
s−1 )
−1 . ‖g‖
|α|−1
s−1
B˙0∞,∞
‖Ds−1g‖
s−|α|
s−1
p4 , if 1 < p4 < ∞;
‖Ds−|α|g‖B˙0∞,1 . ‖g‖
|α|−1
s−1
B˙0∞,∞
‖Ds−1g‖
s−|α|
s−1
B˙0∞,∞
, if p4 = ∞.
Thus ∑
2≤|α|<s
‖∂α f · Ds,αg‖p
.‖Ds f ‖p‖g‖BMO +

‖∂ f ‖p3‖Ds−1g‖p4 , if 1 < p3, p4 < ∞;
‖∂ f ‖B˙0∞,∞‖Ds−1g‖p, if p3 = ∞, p4 = p;
‖∂ f ‖p‖Ds−1g‖B˙0∞,∞ , if p3 = p, p4 = ∞.

Corollary 5.2. Let s > 0 and 1 < p < ∞. Then for any f , g ∈ S(Rd),
‖Ds( f g) − f Dsg‖p . ‖Ds f ‖p1‖g‖p2 + ‖∂ f ‖p3‖Ds−1g‖p4 ,(5.1)
where 1 < p1, p2, p3, p4 ≤ ∞, and 1p1 +
1
p2
= 1
p3
+ 1
p4
= 1
p
.
For 0 < s < 1 and 1 < p < ∞, the following inequality hold:
‖Ds( f g) − f Dsg‖p . ‖Ds f ‖p1‖g‖p2 ,(5.2)
where 1
p1
+ 1
p2
= 1
p
, and 1 < p1, p2 ≤ ∞.
For s = 1 and 1 < p < ∞,
‖D( f g) − f Dg‖p . ‖∂ f ‖p1‖g‖p2 ,(5.3)
where 1
p1
+ 1
p2
= 1
p
, and 1 < p1, p2 ≤ ∞.
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For p1 = ∞, p2 = p and 1 < p < ∞, we have the following BMO-refinements:
• If 0 < s < 1, then
‖Ds( f g) − f Dsg‖p . ‖Ds f ‖BMO‖g‖p.(5.4)
• If s ≥ 1, then
‖Ds( f g) − f Dsg‖p . ‖∂ f ‖p3‖Ds−1g‖p4 + ‖Ds f ‖BMO‖g‖p,(5.5)
where 1
p3
+ 1
p4
= 1
p
, 1 < p3 ≤ ∞, 1 < p4 < ∞.
• Also for s ≥ 1,
‖Ds( f g) − f Dsg‖p . ‖∂ f ‖p‖Ds−1g‖BMO + ‖Ds f ‖BMO‖g‖p.(5.6)
Proof of Corollary 5.2. We shall follow the same order as in the statement of Theorem 5.1 and discuss
the regimes 0 < s < 1, s = 1 and s > 1 respectively.
• The case 0 < s < 1.
Clearly by Theorem 5.1,
‖Ds( f g) − f Dsg‖p .
‖D
s f ‖p1‖g‖p2 , if 1 < p1 < ∞, 1 < p2 ≤ ∞,
‖Ds f ‖BMO‖g‖p, if p1 = ∞, p2 = p.
Thus (5.2) and (5.4) hold.
• The case s = 1.
If 1 < p1 < ∞, 1 < p2 < ∞, then
‖D( f g) − f Dg‖p . ‖D f ‖p1‖g‖p2 + ‖∂ f · D−1∂g‖p
. ‖∂ f ‖p1‖g‖p2 .
If p1 = p, p2 = ∞, then recall
‖D( f g) − f Dg − gD f ‖p . ‖D f ‖p‖g‖BMO.
Thus
‖D( f g) − f Dg‖p . ‖∂ f ‖p‖g‖∞.
So (5.3) holds except the case p1 = ∞.
If p1 = ∞, p2 = p, then
‖D( f g) − f Dg‖p . ‖D f ‖BMO‖g‖p + ‖∂ f · D−1∂g‖p
Clearly if 1 < p3 ≤ ∞, 1 < p4 < ∞ with 1p3 +
1
p4
= 1
p
, then
‖∂ f · D−1∂g‖p . ‖∂ f ‖p3‖g‖p4 .
Thus (5.5) holds for s = 1, and also (5.3) holds.
On the other hand if p3 = p, p4 = ∞, then
‖∂ f · D−1∂g‖p . ‖
∑
j
∂ f≤ j+2 · D−1∂g j‖p + ‖
∑
j
∂ f j · D−1∂g< j−2‖p
. ‖∂ f ‖p‖g‖BMO + ‖D f ‖BMO‖g‖p.
Clearly (5.6) holds for s = 1.
• The case s > 1.
Consider first 1 < p1, p2 < ∞. By Theorem 5.1 and Lemma 3.17, we have
‖Ds( f g) − f Dsg‖p . ‖Ds f ‖p1‖g‖p2 + ‖∂ f · Ds−2∂g‖p + ‖∂ f ‖p3‖Ds−1g‖p4
. ‖Ds f ‖p1‖g‖p2 + ‖∂ f ‖p3‖Ds−1g‖p4 ,
for any 1 < p3, p4 ≤ ∞. Thus (5.1) holds. Similarly one can easily check that (5.5) and (5.6) holds.

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Corollary 5.3. Let 1 < p < ∞. Let 1 < p1, p2, p3, p4 ≤ ∞ satisfy 1p1 +
1
p2
= 1
p3
+ 1
p4
= 1
p
. Then for any
f , g ∈ S(Rd), the following hold:
• If 0 < s ≤ 1, then
‖Ds( f g) − f Dsg‖p . ‖Ds−1∂ f ‖p1‖g‖p2 .
• If s > 1, then
‖Ds( f g) − f Dsg‖p . ‖Ds−1∂ f ‖p1‖g‖p2 + ‖∂ f ‖p3‖Ds−1g‖p4 .
Proof. This directly follows from Corollary 5.2 and the identity Ds f = −D−1∂ · Ds−1∂ f . The only
difference is for the case p1 = ∞, p2 = p. In that case since we have BMO-refinements the inequality is
obvious. 
For s > 0, let As be a differential operator such that its symbol Âs(ξ) is a homogeneous function of
degree s and Âs(ξ) ∈ C∞(Sd−1). Then the following corollary can be proved in much the same way as
for the operator Ds.
Corollary 5.4. Let s > 0 and 1 < p < ∞. Then the following hold for any f , g ∈ S(Rd):
• If 0 < s ≤ 1, then
‖As( f g) − f Asg − gAs f ‖p .As,s,p,d ‖Ds f ‖p‖g‖BMO.
• If s > 1, then
‖As( f g) − f Asg − gAs f − ∂ f · As,∂g‖p
.As,s,p,d ‖Ds f ‖p‖g‖BMO + ‖∂ f ‖B˙0∞,∞‖D
s−1g‖p,(5.7)
where
Âs,∂(ξ) =
1
i
∂ξ(Âs(ξ)).
In fact a stronger inequality holds for s > 1,
‖As( f g) − f Asg − gAs f − ∂ f · As,∂g‖p
.As,s,p,d ‖Ds f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞‖D
s−1g‖p,(5.8)
• For all s > 0,
‖As( f g) − f Asg‖p .As,s,p,d ‖Ds f ‖p‖g‖∞ + ‖∂ f ‖∞‖Ds−1g‖p.(5.9)
Proof of Corollary 5.4. All the statements except (5.8) follow by mimicking the proof for the operator
Ds. The argument proceeds by using Corollary 1.4 together with further interpolation inequalities. We
omit the details.
On the other hand, it is possible to give a more “direct” proof of the above inequalities. We illustrate
this by sketching a proof for (5.9) which is most useful in practice. To this end, we first decompose
f g =
∑
j
f< j−2g j +
∑
j
f jg< j−2 +
∑
j
f jg˜ j.
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Then
‖[As, f< j−2]g j‖p . ‖(2 jsM(∂ f< j−2)2− jMg j)l2
j
‖p
. ‖Ds−1g‖p‖∂ f ‖∞;
‖[As, g< j−2] f j‖p . ‖(2 jsM(∂g< j−2)2− jM f j)l2
j
‖p
. ‖Ds f ‖p‖g‖B˙0∞,∞ ,
‖As( f jg˜ j)‖p . ‖(2ksPk(
∑
j>k−10
f jg˜ j)l2
k
‖p
. ‖(2 js f jg˜ j)l2
j
‖p . ‖Ds f ‖p‖g‖B˙0∞,∞ .
On the other hand, ∑
j
f< j−2Asg j = f Asg −
∑
j
f jA
sg≤ j+2,
∑
j
g< j−2As f j = gAs f −
∑
j
g jA
s f≤ j+2.
By Lemma 3.1, we have
‖
∑
j
f jA
sg≤ j+2‖p . ‖D f ‖BMO‖AsD−1g‖p . ‖∂ f ‖∞‖Ds−1g‖p;
‖
∑
j
g jA
s f≤ j+2‖p . ‖g‖BMO‖As f ‖p . ‖g‖∞‖Ds f ‖p.
Thus the inequality (5.9) follows. A close inspection of the above shows that we actually proved
‖As( f g) − f Asg − gAs f ‖p .s,p,d ‖Ds f ‖p‖g‖BMO + ‖∂ f ‖∞‖Ds−1g‖p.
We now show how to prove (5.8). For this we just need to modify the estimate of the pieces
∑
j f jA
sg≤ j+2,∑
j g jA
s f≤ j+2 and
∑
j[A
s, f< j−2]g j in the preceding argument. We first explain how to estimate the first
two pieces. In the following computation we shall avoid using Lemma 3.1 since this is where BMO-norm
comes in. Now split ∑
j
f jA
sg≤ j+2 =
∑
j
f jA
sg< j−2 +
∑
j
f jA
sg j−2≤· j+2.
By frequency localization,
‖
∑
j
f jA
sg< j−2‖p . ‖( f jAsg< j−2)l2
j
‖p
. ‖(2 js f j)l2
j
‖p‖(2− jsAsg< j−2)l∞
j
‖∞
. ‖Ds f ‖p‖g‖B˙0∞,∞ .
Denote g˜ j = g j−2≤·≤ j+2. Then
‖
∑
j
f jA
sg˜ j‖p . ‖(2 j
s+1
2 f j)l2
j
(2− j
s+1
2 Asg˜ j)l2
j
‖p
. ‖D s+12 f ‖2p‖D
s−1
2 g‖2p.(5.10)
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For s > 0 and s , 1, we have4
‖D s+12 f ‖2p . ‖Ds f ‖
1
2
p‖∂ f ‖
1
2
B˙0∞,∞
,
‖D s−12 g‖2p . ‖Ds−1g‖
1
2
p ‖g‖
1
2
B˙0∞,∞
.
Thus for s > 0 and s , 1,
‖
∑
j
f jA
sg≤ j+2‖p . ‖Ds f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞‖D
s−1g‖p.
On the other hand for the piece
∑
j g jA
s f≤ j+2 we only need to handle the part
∑
j g jA
s f< j−2 since the
other part is treated the same way as in (5.10). Now for s > 1, by using Lemma 2.13,
‖
∑
j
g jA
s f< j−2‖p . ‖(g jAs f< j−2)l2
j
‖p
. ‖(2 j(s−1)g j)l2
j
‖p‖(2− j(s−1)As f< j−2)l∞
j
‖∞
. ‖Ds−1g‖p‖∂ f ‖B˙0∞,∞ .
Next for the commutator piece [As, f< j−2]g j, we denote
K j =
10∑
a=−10
AsP j+aδ0,
and write
([As, f< j−2]g j)(x)
=
∫
K j(y)
(
f< j−2(x − y) − f< j−2(x) − (∂ f< j−2)(x) · (−y)
)
g j(x − y)dy(5.11)
+ ∂ f< j−2(x)
∫
K j(y)(−y)g j(x − y)dy.(5.12)
For (5.11), easy to check that
‖
∑
j
(5.11)‖p . ‖(M(∂2 f< j−2) · 2 j(s−2)Mg j)l2
j
‖p
. ‖Ds−1g‖p‖∂ f ‖B˙0∞,∞ .
On the other hand, ∑
j
(5.12) = ∂ f · As,∂g −
∑
j
∂ f j · As,∂g≤ j+2.
Clearly
‖
∑
j
∂ f j · As,∂g< j−2‖p . ‖(2 j(s−1)∂ f j · 2− j(s−1)As,∂g< j−2)l2
j
‖p
. ‖Ds f ‖p‖g‖B˙0∞,∞ .
The piece
∑
j ∂ f j · As,∂g j−2≤·≤ j+2 can be estimated in the same way as in (5.10):
‖
∑
j
∂ f j · As,∂g j−2≤·≤ j+2‖p . ‖Ds f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞‖D
s−1g‖p.
Thus (5.8) holds.

4These interpolation inequalities can be proved in the same way as in Lemma 2.10.
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Remark 5.5. As was already mentioned in the introduction, Corollary 5.4 can be used to prove (1.14)
and its Lp-versions. Indeed set As+1
j
= Ds∂ j, f = u j, g = B, then
‖Ds∂ j(u jB) − u jDs∂ jB‖p .s,p,d ‖Ds+1u‖p‖B‖∞ + ‖∂u‖∞‖DsB‖p,
or upon summing in j (and using ∇ · u = 0)
‖Ds((u · ∇)B) − (u · ∇)(DsB)‖p .s,p,d ‖Ds+1u‖p‖B‖∞ + ‖∂u‖∞‖DsB‖p.
Now if s > d/p, we can use Sobolev embedding to get
‖Ds((u · ∇)B) − (u · ∇)DsB‖p .s,p,d ‖Js∇u‖p‖JsB‖p.(5.13)
Remark 5.6. One can construct divergence-free counterexamples to the estimate (5.13) for the borderline
case s = d/p. The key is to use the estimate (5.7) (for the operator As+1
j
= Ds∂ j). Easy to check that (by
using ∇ · u = 0)
‖Ds∂ j(u jB) − u jDs∂ jB + ∂u j · sDs−2∂∂ jB‖p
.s,p,d ‖Ds+1u‖p‖B‖BMO + ‖∂u‖B˙0∞,∞‖D
sB‖p.
Upon summing in j and using s = d/p, we get
‖Ds((u · ∇)B) − (u · Ds∇)B + s
d∑
j=1
(∂u j · Ds−2∂)∂ jB‖p
.s,p,d ‖Ds+1u‖p‖DsB‖p.
Now to finish the construction it suffices for us to exhibit a pair of divergence-free u, B with the property
‖J1+ dp u‖p + ‖J
d
p B‖p ≤ 1,
such that
‖
d∑
j=1
(∂u j · Ds−2∂)∂ jB‖p ≫ 1.
For a construction of such examples, see Remark 1.17 in [4]. Alternatively one can use the idea in
Section 9 of this paper.
6. Refined Kato-Ponce inequalities for the operator Js
Lemma 6.1. Let s > 0 and J˜s = Js − I (i.e. ̂˜Js(ξ) = (1 + |ξ|2)s/2 − 1). For any φ ∈ C∞c (Rd) with
supp(φ) ⊂ {ξ : 0 < c1 < |ξ| < c2 < ∞}, define Pφj as
P̂
φ
j
f (ξ) = φ(
ξ
2 j
) fˆ (ξ), j ∈ Z.
Define K j = J˜
sP
φ
j
δ0 where δ0 is the usual Dirac delta function. Then for any integer m ≥ 1, and any
x ∈ Rd,
|K j(x)| .m,φ,d,s 2 j(2+d)(1 + 2 j|x|)−m, if j ≤ 0,
|K j(x)| .m,φ,d,s 2 j(s+d)(1 + 2 j|x|)−m, if j > 0.
Proof. Consider first j ≤ 0. Clearly
K j(x) =
1
(2π)d
∫
Rd
((1 + |ξ|2) s2 − 1)φ( ξ
2 j
)eiξ·xdξ
=
1
(2π)d
· 2 jd
∫
Rd
((1 + |2 jξ˜|2) s2 − 1)φ(ξ˜)eiξ˜·2 jxdξ˜.
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If |2 jx| ≤ 1, then since |(1 + |2 jξ˜|2) s2 − 1| . 22 j for |ξ˜| ∼ 1, j ≤ 0, we get
|K j(x)| . 2 jd · 22 j = 2 j(d+2).
If |2 jx| > 1, then we can integrate by parts m-times and get
|K j(x)| . 2 jd(2 j |x|)−m · 22 j.
The case for j > 0 is similar. We omit details. 
Theorem 6.2. Let s > 0 and 1 < p < ∞. Then the following hold for any f , g ∈ S(Rd):
• If 0 < s ≤ 1, then
‖Js( f g) − f Jsg − g(Js f − f )‖p .s,d,p ‖Js−1∂ f ‖p‖g‖BMO.
• If s > 1, then
‖Js( f g) − f Jsg − g(Js f − f ) + s∂ f · Js−2∂g‖p
.s,p,d ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞‖J
s−2∂g‖p.
Proof. Define J˜s = Js − I. On the Fourier side, we have ̂˜Js(ξ) = (1 + |ξ|2)s/2 − 1. Note that for |ξ| ≪ 1,̂˜Js(ξ) ∼ |ξ|2. This property will be useful for controlling low frequencies in later computations.
Now
Js( f g) − f Jsg = J˜s( f g) − f J˜sg
=
∑
j
(J˜s( f< j−2g j) − f< j−2 J˜sg j)(6.1)
+
∑
j
(J˜s( f jg< j−2) − f j J˜sg< j−2)(6.2)
+
∑
j
(J˜s( f jg˜ j) − f j J˜sg˜ j),(6.3)
where g˜ j =
∑2
a=−2 g j+a.
Estimate of (6.1).
Let P˜ j =
∑10
l=−10 P j+l and K j = J˜
sP˜ jδ0. Then
J˜s( f< j−2g j) − f< j−2 J˜sg j
=
∫
Rd
K j(y)( f< j−2(x − y) − f< j−2(x))g j(x − y)dy
=
∫
Rd
K j(y)( f< j−2(x − y) − f< j−2(x) + ∂ f< j−2(x) · y)g j(x − y)dy(6.4)
−
∫
Rd
K j(y)∂ f< j−2(x) · yg j(x − y)dy.(6.5)
Estimate of (6.4).
By Fundamental Theorem of calculus and Lemma 2.3, we have
| f< j−2(x − y) − f< j−2(x) − ∂ f< j−2(x) · (−y)|
.
∫ 1
0
|(∂2 f< j−2)(x − θy)|dθ · |y|2
.M(∂2 f< j−2)(x) · (1 + 2 j|y|)d · |y|2.
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Therefore by Lemma 6.1,
‖
∑
j≤0
(6.4)‖p .
∑
j≤0
‖∂2 f< j−2‖p · ‖g j‖∞ . ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ .
‖
∑
j>0
(6.4)‖p . ‖(2 jsM(∂2 f< j−2) · 2−2 j · Mg j)l2
j
( j>0)‖p.
If 0 < s ≤ 1, then
‖(2−2 j2 jsM(∂2 f< j−2))l2
j
( j>0)‖p . ‖(2 j(s−2) |∂2 f< j−2|)l2
j
( j>0)‖p
. ‖∂2 f<−4‖p + ‖(2 j(s−2) |∂2 f−4≤·< j−2 |)l2
j
( j>0)‖p
. ‖Js−1∂ f ‖p + ‖Ds f≥−4‖p
. ‖Js−1∂ f ‖p.
If s > 1, then
‖(2−2 jM(∂2 f< j−2) · 2 js · Mg j)l2
j
( j>0)‖p
. ‖(‖∂ f ‖B˙0∞,∞ · 2
j(s−1)Mg j)l2
j
( j>0)‖p
. ‖∂ f ‖B˙0∞,∞‖J
s−2∂g‖p.
Thus
‖
∑
j
(6.4)‖p .
‖J
s−1∂ f ‖p‖g‖B˙0∞,∞ , if 0 < s ≤ 1,
‖Js−1∂ f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞ · ‖Js−2∂g‖p, if s > 1.
Estimate of (6.5).
Note that ∫
Rd
K j(y)yg j(x − y)dy
= F −1( 1−i∂ξ(K̂ j(ξ))ĝ j(ξ))
= F −1( 1−i∂ξ(((1 + |ξ|
2)
s
2 − 1)ψ˜( ξ
2 j
))ψ(
ξ
2 j
)gˆ(ξ))
= F −1( 1−i∂ξ((1 + |ξ|
2)
s
2 )ψ(
ξ
2 j
)gˆ(ξ))
= sJs−2∂g j.
So ∑
j
(6.5) = −s
∑
j
∂ f< j−2 · Js−2∂g j.
If 0 < s < 1, then
‖
∑
j
∂ f< j−2 · Js−2∂g j‖p
.
∑
j≤0
‖∂ f<0‖p‖g j‖∞ · 2 j + ‖(|∂ f< j−2 | · |Js−2∂g j|)l2
j
( j>0)‖p
. ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ + ‖(|∂ f< j−2| · 2
j(s−1))l2
j
( j>0)‖p · ‖g‖B˙0∞,∞
. ‖Js−1∂ f ‖p · ‖g‖B˙0∞,∞ .
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If s = 1, then by Lemma 3.1,
‖
∑
j
∂ f< j−2 · J−1∂g j‖p . ‖∂ f ‖p‖g‖BMO.
If s > 1, then we write∑
j
∂ f< j−2 · Js−2∂g j = ∂ f · Js−2∂g −
∑
j
∂ f≥ j−2 · Js−2∂g j
= ∂ f · Js−2∂g −
∑
j
∂ f j · Js−2∂g≤ j+2.
Note that by using Lemma 3.1, we have
‖
∑
j
∂ f j · Js−2∂g≤ j+2‖p . ‖∂ f ‖BMO · ‖Js−2∂g‖p.
This bound can be improved as we show below.
First we deal with the low frequency piece:
‖
∑
j≤10
∂ f j · Js−2∂P≤ j+2g‖p .
∑
j≤10
‖∂ f ‖p‖g‖B˙0∞,∞ · 2
j
. ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ .
For non-low frequencies, we first decompose g = g≤1 + g>1 and bound the piece containing g≤1 as:
‖
∑
j>10
∂ f j · Js−2∂P≤ j+2(g≤1)‖p .
∑
j>10
‖∂ f j‖p‖g‖B˙0∞,∞ . ‖J
s−1∂ f ‖p‖g‖B˙0∞,∞ .
For the piece containing g>1, we further write∑
j>10
∂ f j · Js−2∂P≤ j+2(g>1)
=
∑
j>10
∂ f j · Js−2∂P≤ j−2(g>1) +
∑
j>10
∂ f j · Js−2∂P j−2<·≤ j+2(g>1)
=
∑
j>10
∂ f j · Js−2∂P>1P≤ j−2g +
∑
j>10
∂ f j · Js−2∂g˜ j.
Firstly thanks to frequency localisation,
‖
∑
j>10
∂ f j · Js−2∂P>1P≤ j−2g‖p
.‖(∂ f j · Js−2∂P>1P≤ j−2g)l2
j
( j>10)‖p
.‖(2 j(s−1)∂ f j)l2
j
( j>10)‖p‖(2− j(s−1)Js−2∂P>1P≤ j−2g)l∞j ( j>10)‖∞
.‖Js−1∂ f ‖p · ‖g‖B˙0∞,∞ .
Then recalling s > 1,
‖
∑
j>10
∂ f j · Js−2∂P j−2<·≤ j+2(g>1)‖p
. ‖(2 j s−12 ∂ f j)l2
j
( j>10)‖2p‖(2− j
s−1
2 Js−2∂P j−2<·≤ j+2(g>1))l2
j
( j>10)‖2p
.‖Js−1∂ f ‖
1
2
p‖∂ f ‖
1
2
B˙0∞,∞
· ‖g‖
1
2
B˙0∞,∞
· ‖Js−2∂g‖
1
2
p
.‖Js−1∂ f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞‖J
s−2∂g‖p,
where in the second inequality above we have used (a version of) Lemma 2.10.
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Thus for 0 < s < 1,
‖
∑
j
(6.5)‖p . ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ ;
for s = 1,
‖
∑
j
(6.5)‖p . ‖Js−1∂ f ‖p‖g‖BMO;
for s > 1,
‖(
∑
j
(6.5)) − s∂ f · Js−2∂g‖p . ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞‖J
s−2∂g‖p.
Estimate of (6.2).
We first estimate the piece
∑
j f j J˜
sg< j−2.
Clearly by frequency localization,
‖
∑
j
f j J˜
sg< j−2‖p . ‖( f j J˜sg< j−2)l2
j
‖p.
For j ≤ 0, by Lemma 6.1,
‖J˜sg< j−2‖∞ .
∑
k< j
22k‖gk‖∞ . 22 j‖g‖B˙0∞,∞ .
For j > 0,
‖J˜sg< j−2‖∞ . ‖J˜sg<0‖∞ +
∑
0≤k< j−2
2ks‖gk‖∞
. ‖g‖B˙0∞,∞ · 2
js.
Thus
‖( f j J˜sg< j−2)l2
j
‖p . (‖( f j · 22 j)l2
j
( j≤0)‖p + ‖( f j · 2 js)l2
j
( j>0)‖p) · ‖g‖B˙0∞,∞
. ‖Js−1∂ f ‖p · ‖g‖B˙0∞,∞ .
Next we estimate the piece
∑
j J˜
s( f jg< j−2). Write∑
j
J˜s( f jg< j−2)
=
∑
j
[J˜s, g< j−2] f j +
∑
j
g< j−2 J˜s f j
=
∑
j
[J˜s, g< j−2] f j + gJ˜s f −
∑
j
g≥ j−2 J˜s f j
=
∑
j
[J˜s, g< j−2] f j −
∑
j
g j J˜
s f≤ j+2 + gJ˜s f .
By Lemma 6.1,
|([J˜s, g< j−2] f j)(x)| .
∫
Rd
|K j(y)| · |g< j−2(x − y) − g< j−2(x)| · | f j(x − y)|dy
. ‖∂g< j−2‖∞ ·
∫
Rd
|K j(y)| · |y| · | f j(x − y)|dy
. ‖∂g< j−2‖∞ ·
2
jM f j(x), if j ≤ 0,
2 j(s−1)M f j(x), if j > 0.
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Thus by frequency localization,
‖
∑
j
[J˜s, g< j−2] f j‖p . ‖([J˜s, g< j−2] f j)l2
j
‖p
. ‖g‖B˙0∞,∞ · (‖(2
2 jM f j)l2
j
( j≤0)‖p + ‖(2 jsM f j)l2
j
( j>0)‖p)
. ‖g‖B˙0∞,∞ · ‖J
s−1∂ f ‖p.
By Lemma 3.1, it is easy to see that for s > 0:
‖
∑
j
g j J˜
s f≤ j+2‖p . ‖g‖BMO‖J˜s f ‖p . ‖g‖BMO‖Js−1∂ f ‖p.
However we shall improve this bound below in the case s > 1. Write f≤ j+2 = f< j−2 + f˜ j with f˜ j :=
f j−2≤·≤ j+2. Then
‖
∑
j
g j J˜
s f< j−2‖p
. ‖(g j J˜s f< j−2)l2
j
‖p
. ‖(g j2 j)l2
j
( j≤0)‖p · ‖∂ f ‖B˙0∞,∞ + ‖(g j · 2
j(s−1))l2
j
( j>0)‖p · ‖∂ f ‖B˙0∞,∞
. ‖Js−2∂g‖p‖∂ f ‖B˙0∞,∞ .
For f˜ j, we bound the low frequency piece as
‖
∑
j≤10
g j J˜
s f˜ j‖p .
∑
j≤10
‖g j‖∞ · ‖ f˜ j‖p · 22 j
. ‖g‖B˙0∞,∞ · ‖J
s−1∂ f ‖p.
For the non-low frequency piece, we have
‖
∑
j>10
g j J˜
s f˜ j‖p . ‖(2− j(
s−1
2
) J˜s f˜ j)l2
j
( j>10)‖2p‖(2 j(
s−1
2
)g j)l2
j
( j>10)‖2p
. ‖Js−1∂ f ‖
1
2
p‖∂ f ‖
1
2
B˙0∞,∞
‖g‖
1
2
B˙0∞,∞
‖Js−2∂g‖
1
2
p
. ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞‖J
s−2∂g‖p.(6.6)
Estimate of (6.3).
Clearly by Lemma 6.1,
‖
∑
j≤0
J˜s( f jg˜ j)‖p .
∑
j≤0
22 j‖ f j‖p‖g˜ j‖∞
. ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ .
Also
‖
∑
j>0
J˜sP≤0( f jg˜ j)‖p .
∑
j>0
‖ f j‖p‖g j‖∞
. ‖Js−1∂ f ‖p · ‖g‖B˙0∞,∞ .
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On the other hand,
‖
∑
j>0
J˜sP>0( f jg˜ j)‖p . ‖(2ksPk(
∑
j>k−4
( f>−10) jg˜ j))l2
k
‖p
. ‖(2ks
∑
j>k−4
|( f>−10) jg˜ j|)l2
k
‖p
. ‖(2 js( f>−10) jg˜ j)l2
j
‖p
. ‖(2 js( f>−10) j)l2
j
‖p · ‖g‖B˙0∞,∞
. ‖Js−1∂ f ‖p · ‖g‖B˙0∞,∞ .
Similarly
‖
∑
j≤0
f j J˜
sg˜ j‖p .
∑
j≤0
22 j‖ f j‖p‖g˜ j‖∞
. ‖Js−1∂ f ‖p · ‖g‖B˙0∞,∞ .
Also
‖
∑
j>0
f j J˜
sg˜ j‖p . ‖Ds f>−4‖p‖g‖BMO
. ‖Js−1∂ f ‖p‖g‖BMO.
For the case s > 1, by an estimate similar to (6.6), we have
‖
∑
j>0
f j J˜
sg˜ j‖p . ‖Js−1∂ f ‖p‖g‖B˙0∞,∞ + ‖∂ f ‖B˙0∞,∞‖J
s−2∂g‖p.
This ends the estimate of the diagonal piece. 
7. Counterexamples
In the previous section, we have proved several refined Kato-Ponce type inequalities for the operator
Js. In particular, we recall that for 1 < p < ∞, 0 < s ≤ 1:
‖Js( f g) − f Jsg‖p . ‖Js−1∂ f ‖p‖g‖∞ . ‖Js f ‖p‖g‖∞;
and for s > 1,
‖Js( f g) − f Jsg‖p . ‖Js−1∂ f ‖p‖g‖∞ + ‖∂ f ‖∞‖Js−2∂g‖p.
In this section we collect several counterexamples which amounts to showing that in the above inequali-
ties, the L∞-norms on the RHS cannot be replaced by the weaker BMO norm, not even partially. Roughly
speaking, Proposition 7.3 shows that for 0 < s ≤ 1, one cannot hope any quantitative bound of the form
‖Js( f g) − f Jsg‖p ≤ F(‖Js f ‖p, ‖g‖BMO),
where F is some function; Similarly for 1 < s ≤ 1 + d
p
, one cannot have (see Proposition 7.5)
‖Js( f g) − f Jsg‖p ≤ F(‖Js f ‖p, ‖g‖BMO, ‖∂ f ‖∞, ‖Js−1g‖p),
or (Proposition 7.7)
‖Js( f g) − f Jsg‖p ≤ F(‖Js f ‖p, ‖g‖∞, ‖∂ f ‖BMO, ‖Js−1g‖p).
For s > 1 + d
p
, Proposition 7.8 and Proposition 7.9 show that (note below “”!)
‖Js( f g) − f Jsg‖p  ‖Js f ‖p‖g‖∞ + ‖Js−1g‖p‖∂ f ‖BMO,
‖Js( f g) − f Jsg‖p  ‖Js f ‖p‖g‖BMO + ‖Js−1g‖p‖∂ f ‖∞.
In yet other works L∞ norms cannot be replaced by BMO norms even partially.
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Lemma 7.1. Let s > 0 and 1 < p < ∞. Then for any φ ∈ S(Rd) and k ≥ 1, we have
‖Js(φ(x)eikx1 ) − 〈k〉sφ(x)eikx1 ‖p .φ,d,s ks−1,
‖Js−1∂1(φ(x)eikx1 ) − 〈k〉s−1(ik)φ(x)eikx1 ‖p .φ,d,s ks−1,
‖Ds(φ(x)eikx1 ) − ksφ(x)eikx1 ‖p .φ,d,s ks−1.
Also
‖Js(φ(x)eikx1 ) − ksφ(x)eikx1 ‖p .φ,d,s ks−1,
‖Js−1∂1(φ(x)eikx1 ) − iksφ(x)eik1‖p .φ,d,s ks−1.
Moreover, if φ is not identically zero, then there is a constant C1 = C1(φ, p, d) > 0, k0 = k0(φ, p, d) > 0,
such that if k > k0, then
‖φ(x) cos(kx1)‖p ≥ C1.(7.1)
Proof of Lemma 7.1. Denote e1 = (1, 0, · · · , 0). By definition, we have
Js(φ(x)eikx1 )
=
1
(2π)d
∫
Rd
〈ξ〉sφˆ(ξ − ke1)eiξ·xdξ
=
1
(2π)d
eikx1
∫
Rd
〈ξ + ke1〉sφˆ(ξ)eiξ·xdξ
=
1
(2π)d
eikx1 〈k〉s
∫
Rd
φˆ(ξ)eiξ·xdξ
+
1
(2π)d
eikx1 〈k〉s
∫
Rd
φˆ(ξ)(
〈ξ + ke1〉s
〈k〉s − 1)e
iξ·xdξ
= 〈k〉sφ(x)eikx1 + 1
(2π)d
eikx1 〈k〉s
∫
Rd
φˆ(ξ)(
〈ξ + ke1〉s
〈k〉s − 1)e
iξ·xdξ.
Rewrite ∫
Rd
φˆ(ξ)(
〈ξ + ke1〉s
〈k〉s − 1)e
iξ·xdξ
=
∫
Rd
φˆ(ξ)χ|ξ|≪k(
〈ξ + ke1〉s
〈k〉s − 1)e
iξ·xdξ
+
∫
Rd
φˆ(ξ)χ|ξ|&k(
〈ξ + ke1〉s
〈k〉s − 1)e
iξ·xdξ,
where χ|ξ|≪k is a smooth cut-off function localized to the regime |ξ| ≪ k, and χ|ξ|&k = 1−χ|ξ|≪k . Consider
first |x| . 1. In the regime |ξ| ≪ k, one can use the factor (〈ξ + ke1〉s〈k〉−s − 1) to get 1/k decay. In the
regime |ξ| & k, one can use the decay of φˆ(ξ) to get 1/k decay. For |x| & 1, one can just do repeated
integration by parts. It is then easy to check that∣∣∣∣∣
∫
Rd
φˆ(ξ)(
〈ξ + ke1〉s
〈k〉s − 1)e
iξ·xdξ
∣∣∣∣∣ . 〈x〉−10d〈k〉−1.
From this the desired result follows.
Now for the estimates of the operator Ds, we denote by P|ξ|∼k the frequency projection to the block
{ξ : ck < |ξ| < 1
c
k} where c > 0 is a small constant. It is easy to check that
‖Ds((P|ξ|∼kφ) · eikx1 )‖p . ks‖P|ξ|∼kφ‖p . 1;
‖ks(P|ξ|∼kφ)eikx1‖p . 1.
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Thus one only needs to consider the regime |ξ| ≪ k and |ξ| ≫ k for which the factor |ξ + ke1|s will cause
no trouble when integrating by parts in ξ. This part of the argument is then similar to the Js case. The
estimates for Js−1∂1 is also similar. Thus we omit details.
We now prove (7.1). Note that if p = 2, then
‖φ(x) cos kx1‖22 =
∫
Rd
|φ(x)|2 1 + cos(2kx1)
2
dx.
Easy to check that for any integer m ≥ 1,∣∣∣∣∣
∫
Rd
|φ(x)|2 cos(2kx1)dx
∣∣∣∣∣ .m (k2 + 1)−m.
Thus if k is sufficiently large, we have
‖φ(x) cos(kx1)‖22 & 1.
Next if 1 < p < 2, then
‖φ(x) cos kx1‖2 . ‖φ(x) cos kx1‖
p
2
p ‖φ(x) cos kx1‖1−
p
2∞
. ‖φ‖1−
p
2∞ ‖φ(x) cos kx1‖
p
2
p .
Thus
‖φ(x) cos kx1‖p & 1.
Similarly the inequality also holds for 2 < p < ∞.

Lemma 7.2. Assume 1 < p < ∞. For any M > 0, there exists g ∈ S(Rd), such that
‖〈∇〉 dp g‖p ≤ 1, ‖g‖BMO ≤ 1,
but
‖g‖∞ > M.
Proof of Lemma 7.2. Since ‖g‖BMO .p,d ‖|∇|
d
pg‖p, we only need to show the existence of g ∈ S(Rd),
such that ‖〈∇〉 dp g‖p ≪ 1, and ‖g‖∞ ≫ 1.
To this end, let φ ∈ S(Rd) be such that supp(φˆ) ⊂ {ξ : 1
2
< |ξ| < 2}, and φ(0) = 1
(2π)d
∫
Rd
φˆ(ξ)dξ , 0.
Define
g(x) =
N∑
j=1
1
j
φ(2 jx).
Clearly
‖g‖∞ ≥ |g(0)| > O(logN)|φ(0)| > M,
if N is taken sufficiently large.
On the other hand, if 1 < p ≤ 2, then
‖〈∇〉 dp g‖p .‖(
1
j
· 2
jd
p φ(2 jx))l2
j
( j: 1≤ j≤N)‖p
.‖(1
j
2
jd
p φ(2 jx))lp
j
( j: 1≤ j≤N)‖p
.(
1
j
)lp
j
( j: 1≤ j≤N) · ‖φ‖p
.‖φ‖p . 1.
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If 2 < p < ∞, then
‖(1
j
· 2
jd
p φ(2 jx))l2
j
( j: 1≤ j≤N)‖p
.
(1
j
‖2
jd
p φ(2 jx)‖p
)
l2
j
( j: 1≤ j≤N)
. (
1
j
)l2
j
( j: 1≤ j≤N)‖φ‖p . ‖φ‖p . 1.
Thus multiplying g by a small constant if necessary, we can easily achieve ‖〈∇〉 dp g‖p ≤ 1 with ‖g‖∞ >
M.

Proposition 7.3. Assume 0 < s ≤ 1 and 1 < p < ∞. For any M > 0, there exist f , g ∈ S(Rd) such that
‖Js f ‖p + ‖g‖BMO ≤ 1,
but
‖Js( f g) − f Jsg‖p > M.
Proof of Proposition 7.3. By Theorem 6.2, and noting ‖Js−1∂ f ‖p . ‖Js f ‖p, we only need to choose f ,
g ∈ S(Rd) such that
‖Js f ‖p + ‖g‖BMO ≤ 1,
but
‖g(Js f − f )‖p > M.
By Lemma 7.2, we can choose g ∈ S(Rd), such that
‖g‖BMO ≤ 1
2
,
and for some x0 ∈ Rd, δ0 > 0,
|g(x)| > N ≫ 1, ∀ |x − x0| ≤ δ0.
Then we choose φ ∈ C∞c (B(x0, δ02 )), such that ‖φ‖p = 1. Define
f (x) =
1
ks
φ(x) cos(kx1).
By Lemma 7.1, it is easy to check that
‖Js f − φ(x) cos kx1‖p .φ,d,s k−1.
On the other hand, by Lemma 7.1,
‖g(x)φ(x) cos kx1‖p & N‖φ(x) cos kx1‖p & N.
Clearly we then have
‖g(Js f − f )‖p & N − O(
1
k
) − O( 1
ks
) > M,
if N and k are sufficiently large. 
The same construction used in Proposition 7.3 can be used to obtain the following corollary. In
particular, it shows that the estimate
‖Ds( f g) − f Dsg‖p .s,p,d ‖Ds f ‖p‖g‖∞,
for 0 < s ≤ 1, 1 < p < ∞ is sharp.
54 D. LI
Corollary 7.4. Assume 1 < p < ∞ and 0 < s ≤ 1. Then for any M > 0, there exist f , g ∈ S(Rd), such
that
‖Js f ‖p + ‖g‖BMO ≤ 1,
but
‖Ds( f g) − f Dsg‖p > M.
Proposition 7.5. Assume 1 < p < ∞ and 1 < s ≤ 1 + d
p
. Then for any M > 0, there exist f , g ∈ S(Rd)
such that
‖Js f ‖p + ‖g‖BMO + ‖∂ f ‖∞ + ‖Js−1g‖p ≤ 1,
but
‖Js( f g) − f Jsg‖p > M.
Proof of Proposition 7.5. By Theorem 6.2, we only need to choose f , g ∈ S(Rd) such that
‖Js f ‖p + ‖g‖BMO + ‖∂ f ‖∞ + ‖Js−1g‖p ≤ 1,
but
‖g · (Js f − f )‖p > M.
By Lemma 7.2, we can find g ∈ S(Rd) such that
‖J dp g‖p ≤ 1, but ‖g‖∞ > N ≫ 1.
Note that ‖g‖BMO . ‖J
d
p g‖p . 1, and for 1 < s ≤ 1 + dp ,
‖Js−1g‖p . ‖J
d
p g‖p . 1.
Since ‖g‖∞ > N ≫ 1, we may assume for some B(x0, δ0),
|g(x)| > N, for all x ∈ B(x0, δ0).
We then choose φ ∈ C∞c (B(x0, δ02 )) with ‖φ‖p = 1, and define
f (x) =
1
ks
φ(x) cos kx1.
Since s > 1, it is easy to check that ‖∂ f ‖∞ . k−(s−1) ≪ 1 if k is large. Also by Lemma 7.1,
‖Js f − φ(x) cos kx1‖p + ‖ f ‖p .φ,d,s,p k−1,
‖g(x)φ(x) cos kx1‖p ≥ N‖φ(x) cos kx1‖p & N.
Clearly we get
‖g(Js f − f )‖p > N − O(1
k
)≫ M,
if N and k are taken sufficiently large.

Lemma 7.6. Assume 1 < p < ∞. For any M > 0, there exists f ∈ S(Rd) such that
‖〈∇〉1+ dp f ‖p ≤ 1,
but
‖∂ f ‖∞ > M.
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Proof of Lemma 7.6. This is similar to Lemma 7.2. Let φ ∈ S(Rd) be such that supp(φˆ) ⊂ {ξ : 1
2
< |ξ| <
2} and ∫
Rd
φˆ(ξ)
ξ2
1
|ξ|2 dξ > 0.
Define
f (x) =
N∑
j=1
1
j
(∆−1∂1φ)(2 jx) · 2− j.
Then
|(∂1 f )(0)| ≥ (
N∑
j=1
1
j
) · |(∆−1∂1∂1φ)(0)|
≥ O(logN) ≫ M,
if N is taken sufficiently large. The rest of the argument now is similar to that in Lemma 7.2. We omit
details.

Proposition 7.7. Assume 1 < p < ∞ and 1 < s ≤ 1 + d
p
. Then for any M > 0, there exist f , g ∈ S(Rd),
such that
‖Js f ‖p + ‖g‖∞ + ‖Js−1g‖p + ‖∂ f ‖BMO ≤ 1,
but
‖Js( f g) − f Jsg‖p > M.
Proof of Proposition 7.7. Thanks to Theorem 6.2, we only need to choose f , g ∈ S(Rd) such that
‖Js f ‖p + ‖g‖∞ + ‖Js−1g‖p + ‖∂ f ‖BMO ≤ 1,
but
‖∂ f · Js−2∂g‖p > M.
Now by Lemma 7.6, we can choose f ∈ S(Rd), such that
‖Js f ‖p ≤ 1, but ‖∂1 f ‖∞ > N ≫ 1.
Thus for some B(x0, δ0),
|(∂1 f )(x)| > N ≫ 1, for all x ∈ B(x0, δ0).
Now choose φ ∈ C∞c (B(x0, 12δ0)) such that ‖φ‖p = 1. Define
g(x) =
1
ks−1
φ(x) sin(kx1).
By Lemma 7.1, we have (note s − 1 > 0 so the hypothesis of Lemma 7.1 is valid for s˜ = s − 1),
‖Js−2∂1g − φ(x) cos kx1‖p . k−1,
d∑
j=2
‖Js−2∂ jg‖p . k−1.
From these we get
‖∂ f · Js−2∂g‖p & ‖(φ(x) cos kx1)∂1 f ‖p − O(k−1)
& N − O(k−1) > M,
if N and k are sufficiently large.
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
Proposition 7.8. Assume 1 < p < ∞ and s > 1 + d
p
. Then for any M > 0, there exist f , g ∈ S(Rd), such
that
‖Js( f g) − f Jsg‖p > M
(
‖Js f ‖p‖g‖∞ + ‖Js−1g‖p‖∂ f ‖BMO
)
.
Proof of Proposition 7.8. By Theorem 6.2, we only need to find f , g such that
‖∂ f · Js−2∂g‖p > M
(
‖Js f ‖p‖g‖∞ + ‖Js−1g‖p‖∂ f ‖BMO
)
.(7.2)
To this end, we first choose f ∈ S(Rd) such that
‖∂ f ‖BMO ≤ 1,
but
‖∂ f ‖∞ > M2 ≫ 1.
Without loss of generality we may assume that for some B(x0, δ0),
|(∂1 f )(x)| > M2, ∀ x ∈ B(x0, δ0).
Let φ ∈ C∞c (B(x0, 12δ0)) be such that ‖φ‖p = 1 and define
g(x) =
1
ks−1
φ(x) sin(kx1).
Then by Lemma 7.1, we have
‖Js−2∂1g − φ(x) cos kx1‖p .φ,d,s,p k−1,
d∑
j=2
‖Js−2∂ jg‖p .φ,d,s,p k−1.
Thus
‖∂ f · Js−2∂g‖p & ‖φ(x) cos kx1 · ∂1 f (x)‖p − O(k−1)
& M2 − O(k−1).
On the other hand
‖Js f ‖p‖g‖∞ .
1
ks−1
‖φ‖∞‖Js f ‖p,
‖Js−1g‖p‖∂ f ‖BMO . 1 + O(1
k
).
Clearly if k is sufficiently large, then (7.2) follows. 
Proposition 7.9. Assume 1 < p < ∞ and s > 1 + d
p
. Then for any M > 0, there exist f , g ∈ S(Rd), such
that
‖Js( f g) − f Jsg‖p > M(‖Js f ‖p‖g‖BMO + ‖Js−1g‖p‖∂ f ‖∞).
Proof of Proposition 7.9. Again by Theorem 6.2, we only need to find f and g ∈ S(Rd), such that
‖g(Js f − f )‖p > M(‖Js f ‖p‖g‖BMO + ‖Js−1g‖p‖∂ f ‖∞).(7.3)
Choose g ∈ S(Rd) such that
‖g‖BMO ≤ 1,
and for some x0 ∈ Rd, δ0 > 0,
|g(x)| > M2, ∀ |x − x0| ≤ δ0.
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Let φ ∈ C∞c (B(x0, δ02 )) be such that ‖φ‖p = 1. Define
f (x) =
1
ks
φ(x) cos(kx1).
Then by Lemma 7.1,
‖Js f − f − φ(x) cos kx1‖p .φ,d,s,p k−1.
Then
‖g(Js f − f )‖p & ‖g(x)φ(x) cos kx1‖p − O(k−1)
& M2 − O(k−1).
On the other hand,
‖Js f ‖p‖g‖BMO . 1 + O(k−1),
‖Js−1g‖p‖∂ f ‖∞ . ‖Js−1g‖p ·
1
ks−1
(‖φ‖∞ + ‖∂φ‖∞).
Thus (7.3) follows easily.

8. Proof of Theorem 1.9
Denote J˜s = Js − I and write
J˜s( f g) =
∑
j
J˜s( f< j−2g j) +
∑
j
J˜s(g< j−2 f j) +
∑
j
J˜s( f jg˜ j),
where g˜ j =
∑2
a=−2 g j+a.
The diagonal piece. By Lemma 6.1, we have
‖
∑
j≤0
J˜s( f jg˜ j)‖p .
∑
j≤0
22 j‖ f jg˜ j‖p
. ‖Js−1∂ f ‖B˙0p1,∞‖g‖p2 .
Next
‖
∑
j>0
J˜sP≤0( f jg˜ j)‖p .
∑
j>0
‖ f j‖p1‖g˜ j‖p2 . ‖Js−1∂ f ‖B˙0p1,∞‖g‖p2 .
Then
‖
∑
j>0
J˜sP>0( f jg˜ j)‖p . ‖(Pk J˜s(
∑
j≥k−4
f jg˜ j)l2
k
(k>0)‖p
. ‖(2ks(
∑
j≥k−4
f jg˜ j))l2
k
(k>0)‖p
. ‖(2 js f jg˜ j)l2
j
( j>−10)‖p.
Now consider two cases.
If p1 < ∞ and p2 ≤ ∞, then
‖(2 js f jg˜ j)l2
j
( j>−10)‖p . ‖(2 js f j)l2
j
( j>−10)‖p1‖g‖p2
. ‖Js−1∂ f ‖p1‖g‖p2 .
If p1 = ∞, p2 = p, then
‖(2 js f jg˜ j)l2
j
( j>−10)‖p . ‖(2 js f j)l∞j ( j>−10)‖∞‖(g˜ j)l2j ‖p
. ‖Js−1∂ f ‖B˙0∞,∞‖g‖p.
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Collecting the estimates, we get
‖
∑
j
J˜s( f jg˜ j)‖p .
‖J
s−1∂ f ‖p1‖g‖p2 , if p1 < ∞;
‖Js−1∂ f ‖B˙0∞,∞‖g‖p, if p1 = ∞.
The low-high piece. We first write
J˜s( f< j−2g j) = [J˜s, f< j−2]g j + f< j−2 J˜sg j.
Clearly
‖
∑
j≤0
[J˜s, f< j−2]g j‖p .
∑
j≤0
2 j‖∂ f<0‖p1‖g‖p2 . ‖Js−1∂ f ‖p1‖g‖p2 .
Let P˜ j =
∑10
l=−10 P j+l and denote K j = J˜
sP˜ jδ0. Then in the same way as in (6.4)–(6.5), we have
J˜s( f< j−2g j) − f< j−2 J˜sg j
=
∫
Rd
K j(y)( f< j−2(x − y) − f< j−2(x) + ∂ f< j−2(x) · y)g j(x − y)dy(8.1)
−
∫
Rd
K j(y)∂ f< j−2(x) · yg j(x − y)dy.(8.2)
Estimate of (8.1). First
| f< j−2(x − y) − f< j−2(x) + ∂ f< j−2(x) · y|
.M(∂2 f< j−2)(x) · (1 + 2 j|y|)d · |y|2.
So
‖
∑
j>0
(8.1)‖p . ‖(2 js · 2−2 j · M(∂2 f< j−2) · Mg j)l2
j
( j>0)‖p.
If 0 < s ≤ 1, p1 < ∞, and p2 ≤ ∞, then
‖(2 j(s−2) · M(∂2 f< j−2) · Mg j)l2
j
( j>0)‖p
. ‖(2 j(s−2) · M(∂2 f< j−2))l2
j
( j>0)‖p1 · ‖(Mg j)l∞j ‖p2
. ‖Js−1∂ f ‖p1‖g‖p2 .
If 0 < s ≤ 1, p1 = ∞, p2 = p, then
‖(2 j(s−2) · M(∂2 f< j−2) · Mg j)l2
j
( j>0)‖p
. ‖(2 j(s−2) · M(∂2 f< j−2))l∞
j
( j>0)‖∞ · ‖(Mg j)l2
j
‖p
. ‖Js−1∂ f ‖∞‖g‖p.
If s > 1, p3 ≤ ∞ and p4 < ∞, we first note
|∂2 f< j−2| .
∑
k< j−2
2k |P˜k(∂ f )| . 2 jM(∂ f ).
Then
‖(2 j(s−2) · M(∂2 f< j−2) · Mg j)l2
j
( j>0)‖p . ‖M(∂ f )‖p3 · ‖(2 j(s−1)g j)l2
j
( j>0)‖p4
. ‖∂ f ‖p3‖Js−2∂g‖p4 .
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If s > 1, p3 = p and p4 = ∞, then
‖(2 j(s−2) · M(∂2 f< j−2) · Mg j)l2
j
( j>0)‖p
. ‖(2− jM(∂2 f< j−2))l2
j
( j>0)‖p · ‖(2 j(s−1)Mg j)l∞j ( j>0)‖∞
. ‖∂ f ‖p‖Js−2∂g‖∞.
Thus (8.1) is OK for us.
Estimate of (8.2).
In the same way as in (6.5), we have∑
j>0
(8.2) = −s
∑
j>0
∂ f< j−2 · Js−2∂g j.
If 0 < s < 1, then
‖(∂ f< j−2 · Js−2∂g j)l2
j
( j>0)‖p
.‖∂ f≤0‖p1 · ‖(Js−2∂g j)l2
j
( j>0)‖p2 + ‖(∂ f0<·< j−2 · Js−2∂g j)l2
j
( j>0)‖p.
If p2 < ∞, then
‖∂ f≤0‖p1‖(Js−2∂g j)l2
j
( j>0)‖p2 . ‖Js−1∂ f ‖p1‖g‖p2 ;
and also
‖(∂ f0<·< j−2 · Js−2∂g j)l2
j
( j>0)‖p
. ‖(2 j(s−1)∂ f0<·< j−2)l∞
j
‖p1‖(2 j(1−s)Js−2∂g j)l2
j
( j>0)‖p2
. ‖Js−1∂ f ‖p1‖g‖p2 .
If p2 = ∞, then p1 = p, and
‖∂ f≤0‖p‖(Js−2∂g j)l2
j
( j>0)‖∞ . ‖Js−1∂ f ‖p‖g‖∞;
and also
‖(∂ f0<·< j−2 · Js−2∂g j)l2
j
( j>0)‖p
. ‖(2 j(s−1)∂ f0<·< j−2)l2
j
‖p‖(2 j(1−s)Js−2∂g j)l∞
j
( j>0)‖∞
.‖Js−1∂ f ‖p‖g‖∞.
Next consider s = 1.
If p2 = ∞, then by Lemma 3.1,
‖
∑
j>0
∂ f< j−2 · J−1∂g j‖p . ‖∂ f ‖p‖J−1∂g‖BMO
. ‖∂ f ‖p‖g‖BMO.
If p2 < ∞, then
‖
∑
j>0
∂ f< j−2 · J−1∂g j‖p . ‖(∂ f< j−2 · J−1∂g j)l2
j
‖p
. ‖∂ f ‖p1‖J−1∂g‖p2 . ‖∂ f ‖p1‖g‖p2 .
Next consider s > 1.
If p4 = ∞, then again by Lemma 3.1,
‖
∑
j>0
∂ f< j−2 · Js−2∂g j‖p . ‖∂ f ‖p · ‖Js−2∂g‖BMO.
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If p4 < ∞, then clearly
‖
∑
j>0
∂ f< j−2Js−2∂g j‖p . ‖∂ f ‖p3‖Js−2∂g‖p4 .
This ends the estimate of (8.2). We have finished the estimate of the commutator piece [J˜s, f< j−2]g j.
To finish the estimate of the low-high piece, we still need to estimate the contribution of the piece∑
j f< j−2 J˜sg j. Write ∑
j
f< j−2 J˜sg j = f J˜sg −
∑
j
f≥ j−2 J˜sg j
= f J˜sg −
∑
j
f j J˜
sg≤ j+2.
Clearly
‖
∑
j≤10
f j J˜
sg≤ j+2‖p .
∑
j≤10
‖ f j‖p1 · 22 j‖g‖p2 . ‖Js−1∂ f ‖p1‖g‖p2 .
On the other hand, ∑
j>10
f j J˜
sg≤ j+2 =
∑
j>10
f j J˜
sg< j−2 +
∑
j>10
f j J˜
sg˜ j,
where g˜ j = g j−2≤·≤ j+2.
By frequency localization, for p1 < ∞, p2 ≤ ∞, we have
‖
∑
j>10
f j J˜
sg< j−2‖p
. ‖(2 js f j · 2− js J˜sg< j−2)l2
j
( j>10)‖p
. ‖(2 js f j)l2
j
( j>10)‖p1‖(2− js J˜sg< j−2)l∞j ( j>10)‖p2
. ‖Js−1∂ f ‖p1‖g‖p2 .
If p1 = ∞, p2 = p, then
‖
∑
j>10
f j J˜
sg< j−2‖p
. ‖(2 js f j)l∞
j
( j>10)‖∞‖(2− js J˜sg< j−2)l2
j
( j>10)‖p
. ‖Js−1∂ f ‖B˙0∞,∞‖g‖p.
For the piece
∑
j>10 f j J˜
sg˜ j, if p1 < ∞ and p2 < ∞, then
‖
∑
j>10
f j J˜
sg˜ j‖p . ‖(2 js f j)l2
j
( j>10)‖p1‖(2− js J˜sg˜ j)l2
j
( j>10)‖p2
. ‖Js−1∂ f ‖p1‖g‖p2 .
If p1 = p, p2 = ∞, then by Lemma 3.1,
‖
∑
j>10
f j J˜
sg˜ j‖p . ‖Ds f>0‖p‖D−s J˜sg>0‖BMO . ‖Js−1∂ f ‖p‖g‖BMO.
Similarly if p1 = ∞, p2 = p, then
‖
∑
j>10
f j J˜
sg˜ j‖p . ‖Js−1∂ f ‖BMO‖g‖p.
The high-low piece.
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First
‖
∑
j≤0
J˜s(g< j−2 f j)‖p .
∑
j≤0
22 j‖g‖p2‖ f j‖p1 . ‖Js−1∂ f ‖p1‖g‖p2 .
If p1 < ∞, then
‖
∑
j>0
J˜s(g< j−2 f j)‖p . ‖(2 js f jg< j−2)l2
j
( j>0)‖p . ‖Js−1∂ f ‖p1‖g‖p2 .
If p1 = ∞, then p2 = p. In this case we write
J˜s(g< j−2 f j) = [J˜s, g< j−2] f j + g< j−2 J˜s f j.
We first estimate the commutator as
‖
∑
j>0
[J˜s, g< j−2] f j‖p
. ‖(2 jsM(∂g< j−2) · 2− j · M f j)l2
j
( j>0)‖p
. ‖(2 jsM f j)l∞
j
( j>0)‖∞‖(2− jM(∂g< j−2))l2
j
( j>0)‖p
. ‖Js−1∂ f ‖B˙0∞,∞‖g‖p.
Finally by Lemma 3.1,
‖
∑
j>0
g< j−2 J˜s f j‖p . ‖J˜s f>0‖BMO‖g‖p
. ‖Js−1∂ f ‖BMO‖g‖p.
This concludes the proof of Theorem 1.9.
9. Further counterexamples
In this section we collect further counterexamples for the operator Js on divergence-free velocity fields
which are deeply connected with the investigation of norm estimates of incompressible Euler equations
in Sobolev spaces (see [2, 3, 17] and the references therein). In typical energy-type estimates for Euler
equations, we have for s > 0, 1 < p < ∞, and divergence free u:
‖Js((u · ∇)u) − (u · ∇)Jsu‖p .s,p,d ‖∂u‖∞‖Jsu‖p.
A natural question5 is whether ‖∂u‖∞ can be replaced by ‖∂u‖BMO. If this is the case it would yield
single exponential in time growth of Sobolev norms of two-dimensional Euler thanks to conservation of
vorticity. Proposition 9.3 and Proposition 9.4 disprove any such possibility. In particular, we show that
for 1 < p < ∞, s > 1 + d
p
and any Schwartz u with ∇ · u = 0, one cannot hope any quantitative bound of
the form
‖Js((u · ∇)u) − (u · ∇)(Jsu)‖p ≤ F(‖∂u‖BMO) · ‖Jsu‖p,
and also for 0 < s ≤ 1 + d
p
, one cannot have
‖Js((u · ∇)u) − (u · ∇)(Jsu)‖p ≤ F(‖Jsu‖p, ‖∂u‖BMO).
An enlightening feature of our construction is the incorporation of the divergence-free constraint.
Theorem 9.1. Let s > 0 and 1 < p < ∞. Fix an integer l ∈ {1, · · · , d}. Then the following hold for any
f , g ∈ S(Rd):
‖Js∂l( f g) − f Js∂lg − gJs∂l f − ∂ f · J∂g
− ∂g · J∂ f ‖p .s,p,d ‖Js f ‖p‖∂g‖BMO + ‖∂ f ‖BMO‖Jsg‖p,
5We thank Zhuan Ye for raising this question.
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where
Ĵ∂g(ξ) = Ĵ∂(ξ)gˆ(ξ),
Ĵ∂(ξ) = −i∂ξ((〈ξ〉s − 1) · iξl).
Proof of Theorem 9.1. We shall only sketch the proof since it is similar to the proof of Theorem 6.2.
Define B = (Js − 1)∂l. Then
B( f g) − f Bg =
∑
j
(B( f< j−2g j) − f< j−2Bg j)(9.1)
+
∑
j
(B( f jg< j−2) − f jBg< j−2)(9.2)
+
∑
j
(B( f jg˜ j) − f jBg˜ j),(9.3)
where g˜ j =
∑2
a=−2 g j+a.
Estimate of (9.3). Clearly
‖
∑
j≤0
B( f jg˜ j)‖p .
∑
j≤0
23 j‖ f j‖p‖g˜ j‖∞ . ‖Js f ‖p‖∂g‖B˙0∞,∞ ,
‖
∑
j>0
P≤0B( f jg˜ j)‖p .
∑
j>0
‖ f j‖p‖g˜ j‖∞ . ‖Js f ‖p‖∂g‖B˙0∞,∞ ;
‖
∑
j>0
P>0B( f jg˜ j)‖p . ‖(2k(1+s)P˜k(
∑
j>k−4
f jg˜ j))l2
k
(k>0)‖p
. ‖(2 j(1+s) f jg˜ j)l2
j
( j>−10)‖p . ‖Js f ‖p‖∂g‖B˙0∞,∞ .
Similarly
‖
∑
j≤0
f jBg˜ j‖p . ‖Js f ‖p‖∂g‖B˙0∞,∞ ,
and by Lemma 3.1,
‖
∑
j>0
f jBg˜ j‖p = ‖
∑
j
2− jsP˜ jDs f>02 jsP˜ j((Js − 1)∂lD−sg>−4)‖p
. ‖Ds f ‖p‖D−s(Js − 1)∂g>−4‖BMO
. ‖Js f ‖p‖∂g‖BMO.
Thus (9.3) is OK for us.
Estimate of (9.1).
Let K j =
∑10
a=−10 BP j+aδ0. Then
B( f< j−2g j) − f< j−2Bg j
=
∫
K j(y)( f< j−2(x − y) − f< j−2(x) − ∂ f< j−2(x) · (−y))g j(x − y)dy(9.4)
+
∫
K j(y)∂ f< j−2(x) · (−y)g j(x − y)dy.(9.5)
Estimate of (9.4).
By using
| f< j−2(x − y) − f< j−2(x) − ∂ f< j−2(x) · (−y)|
.M(∂2 f< j−2)(x) · (1 + 2 j|y|)d · |y|2,
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we get
|(9.4)| .M(∂2 f< j−2)(x) · (Mg j)(x) ·
2
j, if j ≤ 0,
2 j(s−1), if j > 0.
Therefore by frequency localization,
‖
∑
j
(9.4)‖p
. ‖(M(∂2 f< j−2)Mg j2 j)l2
j
( j≤0)‖p + ‖(M(∂2 f< j−2)Mg j2 j(s−1))l2
j
( j>0)‖p
. ‖∂ f ‖B˙0∞,∞‖J
sg‖p.
Estimate of (9.5).
Easy to check that ∫
K j(y)(−y)g j(x − y)dy
=
1
i
F −1(∂ξ(K̂ j(ξ)ĝ j(ξ)) = J∂g j,
where we recall
Ĵ∂(ξ) =
1
i
∂ξ(Bˆ(ξ)) = −i∂ξ((〈ξ〉s − 1)iξl).
Then ∑
j
(9.5) =
∑
j
∂ f< j−2 · J∂g j
= J∂g · ∂ f −
∑
j
J∂g≤ j+2 · ∂ f j.
Clearly by Lemma 3.1,
‖
∑
j
J∂g≤ j+2 · ∂ f j‖p . ‖J∂g‖p‖∂ f ‖BMO
. ‖Js f ‖p‖∂ f ‖BMO.
Thus ∑
j
(9.5) = J∂g · ∂ f + OK,
where
‖OK ‖p . ‖Js f ‖p‖∂g‖BMO + ‖Jsg‖p‖∂ f ‖BMO.
Estimate of (9.2).
First note that by swapping f and g, and using the previous estimates, we have∑
j
(B( f jg< j−2) − g< j−2B f j) = J∂ f · ∂g + OK .
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On the other hand, ∑
j
g< j−2B f j = gB f −
∑
j
g jB f≤ j+2,
‖
∑
j≤0
g jB f≤ j+2‖p .
∑
j≤0
23 j‖g j‖∞‖ f ‖p . ‖Js f ‖p‖∂g‖B˙0∞,∞ ,
‖
∑
j>0
g jB f≤ j+2‖p . ‖∂g‖BMO‖Js f ‖p.
Also similarly
‖
∑
j
f jBg< j−2‖p . ‖∂ f ‖BMO‖Jsg‖p.
Thus
(9.2) = J∂ f · ∂g + gB f + OK .
The desired estimates then follow from the simple identity that
B( f g) − f Bg − gB f = Js∂l( f g) − f Js∂lg − gJs∂l f .

An immediate corollary of Theorem 9.1 is the following estimate.
Corollary 9.2. Let s > 0 and 1 < p < ∞. Then for any u ∈ S(Rd) with ∇ · u = 0, we have
‖Js((u · ∇)u) − (u · ∇)Jsu‖p .s,p,d ‖∂u‖∞‖Jsu‖p.
Proof. Obvious. 
Proposition 9.3. Let 1 < p < ∞ and s > 1 + d
p
. Then for any M > 0, there exists u ∈ S(Rd) with
∇ · u = 0, such that
‖∂u‖BMO ≤ 1,
but
‖Js((u · ∇)u) − (u · ∇)(Jsu)‖p > M‖Jsu‖p.
Proof of Proposition 9.3. We shall choose u in the form
u = (u1, u2, 0, · · · , 0).
Then we only need to show6
‖
2∑
l=1
Js∂l(ulu2) −
2∑
l=1
ul∂lJ
su2‖p > M‖Jsu‖p.
By Theorem 9.1, we have
‖
2∑
l=1
Js∂l(ulu2) −
2∑
l=1
ulJ
s∂lu2 −
2∑
l=1
(Js∂lul)u2 −
2∑
l=1
∂ul · ((Js − 1)∂l)∂u2
−
2∑
l=1
((Js − 1)∂l)∂ul · ∂u2‖p . ‖Jsu‖p‖∂u‖BMO,
6Here we choose u2 for convenience only. One can of course choose u1 as well.
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where
F (((Js − 1)∂l)∂)(ξ) = − i∂ξ((〈ξ〉s − 1)iξl)
= s〈ξ〉s−2ξξl + (〈ξ〉s − 1)el, el = (0, · · · , 0, 1︸      ︷︷      ︸
l
, 0 · · · , 0),
((Js − 1)∂l)∂ = −sJs−2∂∂l + el(Js − 1).
Clearly by using ∇ · u = 0, we get
2∑
l=1
∂ul · ((Js − 1)∂l)∂u2 = −s
2∑
l=1
∂ul · Js−2∂∂lu2,
2∑
l=1
((Js − 1)∂l)∂ul · ∂u2 =
2∑
l=1
((Js − 1)ul)∂lu2.
Thus it suffices to show
‖s
2∑
l=1
∂ul · Js−2∂∂lu2 −
2∑
l=1
∂lu2(J
s − 1)ul‖p > M‖Jsu‖p.
For convenience of notation, for f = ( f1, f2), g = (g1, g2), denote
B( f , g) = s
2∑
l=1
∂ fl · Js−2∂∂lg2 −
2∑
l=1
∂l f2(J
s − 1)gl.
Now choose φ˜ ∈ S(Rd), such that supp(̂φ˜) ⊂ {ξ : 2/3 < |ξ| < 1}, and∫
Rd
̂˜φ(ξ)ξ1ξ2dξ > 0.
The last condition is to ensure that |(∂12φ˜)(0)| , 0. Now define
φ(x) =
m∑
l˜=1
φ˜(23l˜x)2−6l˜ · 1
l˜
,
where m is chosen sufficiently large such that
√
logm ≫ M. Easy to check that
|(∂12φ)(0)| ∼ logm,
d∑
i, j=1
‖∂i∂ jφ‖BMO .
d∑
i, j=1
‖D d2 ∂i∂ jφ‖2 . 1.
Set uo = (uo
1
, uo
2
, 0, · · · , 0), and
uo1 = −∂2φ, uo2 = ∂1φ.
Note that (∂1u
o
1
)(0) = −(∂2uo2)(0) = −(∂12φ)(0) ∼ logm. Now discuss two cases.
Case 1: ‖B(uo, uo)‖p ≥
√
logm‖Jsuo‖p. In this case we set u = uo and no work is needed.
Case 2: ‖B(uo, uo)‖p <
√
logm‖Jsuo‖p. In this case we shall do a further perturbation argument.
First by continuity, we can find δ0 > 0 such that
|(∂12φ)(x)| > 1
2
|(∂12φ)(0)| ∼ logm, ∀ |x| < δ0.
Now choose b ∈ C∞c (B(0, δ02 )) such that
‖b‖p =
1
100
‖Jsuo‖p.
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For k ≫ 1, define
φn =
1
k1+s
(sin kx1)b(x),
un = (−∂2φn, ∂1φn, 0, · · · , 0),
u = uo + un.
Then by taking k large, it is easy to check that ‖Jsun‖p . ‖Jsu‖p, and
‖B(un, un)‖p .b,d,s,p 1
ks−1
≪ 1,
‖B(un, uo)‖p = ‖s
2∑
l=1
∂unl · Js−2∂∂luo2 −
2∑
l=1
∂lu
n
2 · (Js − 1)uol ‖p
.b,d,s,p,φ
1
ks−1
≪ 1,
B(uo, un) = s
2∑
l=1
∂uol · Js−2∂∂lun2 −
2∑
l=1
∂lu
o
2 · (Js − 1)unl
= s∂1u
o
1J
s−2∂1∂1un2 − ∂2uo2Jsun2 + error,
where
‖ error ‖p .φ˜,d,s,p 1.
On the other hand,
‖Js−2∂1∂1un2 − (−1) cos(kx1)b(x)‖p .b,d,s,p
1
k
,
‖Jsun2 − cos(kx1)b(x)‖p .b,d,s,p
1
k
.
Thus
‖B(uo, un)‖p &d,s,p (s − 1) logm‖b‖p,
and it follows easily that
‖B(u, u)‖p &d,s,p ((s − 1) logm −
√
logm)‖Jsuo‖p > M‖Jsu‖p.

Proposition 9.4. Let 1 < p < ∞ and 0 < s ≤ 1 + d
p
. Then for any M > 0, there exists u ∈ S(Rd) with
∇ · u = 0 such that
‖Jsu‖p + ‖∂u‖BMO ≤ 1,
but
‖Js((u · ∇)u) − (u · ∇)(Jsu)‖p > M.
Proof of Proposition 9.4. We only need to alter slightly the construction in the proof of Proposition 9.3.
We use the same notation as therein and define
φ(x) =
m∑
l=1
φ˜(23lx)2−6l · 1
l
,
uo = (uo1, u
o
2, 0, · · · , 0),
uo1 = −∂2φ, uo2 = ∂1φ.
Easy to check that ‖J1+ dp uo‖p . 1.
Case 1: ‖B(uo, uo)‖p ≥
√
logm. No work is needed and we can take u = uo.
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Case 2: ‖B(uo, uo)‖p <
√
logm. In this case we just choose b ∈ C∞c (B(0, δ02 )) such that ‖b‖p = 1. The
rest of the argument is then similar to that in the proof of Proposition 9.3. We omit details.

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