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Geodesic acoustic modes (GAMs) are studied, for the first time, including all poloidal
mode (m) couplings using drift reduced fluid equations. The nearest neighbor cou-
pling pattern, due to geodesic curvature, leads to a semi-infinite chain model of the
GAM with the mode-mode coupling matrix elements proportional to the radial wave
number kr. The infinite chain can be reduced to a renormalized bi-nodal chain with
a matrix continued fractions. Convergence study of linear GAM dispersion with re-
spect to kr and the m-spectra confirms that high m couplings become increasingly
important with kr. The radially sorted roots overlap with experimentally measured
GAM frequency profile in low collisionality shots in Tore Supra thus explaining the
reduced frequency of GAM in Tore Supra.
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I. INTRODUCTION
Control of turbulent transport is one of the key requirements for the improvement of the
confinement time necessary for achieving controlled thermonuclear fusion. Large scale flow
structures such as zonal flows1 that are self-generated by, and that suppress the underlying
micro turbulence and hence the turbulent transport in tokamaks by shearing the turbulent
eddies2, provide an important potentiality to this end. Geodesic acoustic modes (or GAMs),
first predicted by Winsor et al3, are oscillating zonal flows, which also have a regulating
effect on turbulence. While zonal flows are mostly stationary, GAM oscillations are sus-
tained by geodesic curvature of the equilibrium magnetic field, which also allows them to
be observed4–8. GAMs are linearly damped via Landau damping9, and thus exist mainly
near the edge region, in a standard tokamak. They may be excited by non-linear Reynolds
stresses10–16, poloidally asymmetric particle flux10 and heat fluxes17 and linearly by energetic
particles18–24.
Despite many progress in understanding of GAMs and their interaction with the underlying
turbulence, even the linear structure of the GAM is still not perfectly understood. It is
usually argued that the electrostatic GAM is made of toroidal mode n = 0, and poloidal
mode number m = 0 of potential δφ and n = 0, m = 1 of density δn, temperature δT
and parallel velocity δv‖ perturbations with sin θ parity of δn, δT and cos θ parity of δv‖ in
the poloidal direction. But it is well known in the study of toroidal drift waves that the
magnetic curvature couples the poloidal mode numbers to their nearest neighbors making
m a bad quantum number25. GAM is no exception to this. These couplings are dropped
usually beyond m = 1 or sometimes at m = 214,26.
This paper revisits the theory of GAM with poloidal mode couplings ad-infinitum. For
simplicity and to bring out the novel effects, linear theory of GAMs are studied in a simple
Ion temperature gradient driven (ITG) turbulence with adiabatic electron response using
the drift reduced Braginskii equations27,28, which may be suitable for the edge region of a
modern day tokamak. The toroidal coupling of different poloidal modes that constitute the
GAM appear as a nearest neighbor coupling of an infinite set of equations with appropriate
parities in θ. A vector recurrence relation with appropriately defined orbitals leads to an
elegant semi-infinite chain model of GAM, which can be reduced to a renormalized bi-nodal
chain using a matrix continued fraction (MCF) approach29. GAM dispersion at different
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chain lengths shows that the high m couplings become more important with increasing kr.
Recently it was observed that the GAM frequency in Tore Supra is 50% smaller than the
theoretical predictions from gyrokinetic model30 and fluid models with effects of finite beta
and collisionality and keeping only the poloidal mode numbers up to m = 131. Our theoreti-
cal model is compared with the experimental GAM frequencies observed in Tore Supra shots
and it is found that the experimental values of frequencies overlap with the radially sorted
theoretical values of GAM frequencies when high poloidal mode couplings are retained.
The rest of the paper is organized as follows. In SectionII the drift reduced Braginskii equa-
tions are briefly discussed. Fully nonlinear electrostatic GAM equations are derived from
drift reduced Braginskii equations in the SectionIII. Experimenal comparisons are presented
in SectionIV and the conclusions are drawn in SectionV.
II. DRIFT REDUCED BRAGINSKII EQUATIONS
We start with the electrostatic subset of the drift reduced fluid equations derived in Refs27,31
which were obtained from Braginskii equations28. The space time scales are normalized as
r = r/ρs, ∇‖ ≡ Ln∇‖, t = tcs/Ln. The perturbed field quantities are normalized to their
mixing length levels: φ = (eδφ/Te0)(Ln/ρs), ni = (δni/n0)(Ln/ρs), v = (δv‖i/cs)(Ln/ρs),
pi = (δpi/Pe0)(Ln/ρs). The remaining dimensionless parameters are : ηi = Lni0/LTi0 , εn =
2Ln/R, K = τi(1 + ηi), τi = Ti0/Te0, ρs = cs/ωci is ion Larmor radius, and cs =
√
Te0/mi
is ion sound speed where mi is ion mass. The nonlinearities in the following equations
originates mainly from E × B drift nonlinearity i.e., ~vE×B · ~∇f = [φ, f ], and polarization
drift nonlinearity ~vE×B · ~∇∇2⊥f = [φ,∇2⊥f ] .
A. Electron response
In the collisionless limit the electron temperature perturbations are washed out Te = 0.
Then assuming the limit ω << k||cs the parallel electron momentum equation yields the
adiabatic electron response
ne = φ (1)
3
B. Ion response
The perturbed ion density equation is given by
∂ni
∂t
+
1
r
∂φ
∂θ
− εn
(
cos θ
1
r
∂
∂θ
+ sin θ
∂
∂r
)
(φ+ τini + τiTi)−
(
∂
∂t
−K 1
r
∂
∂θ
)
∇2⊥φ
+∇||v|| = − [φ, ni] + ~∇ ·
[
φ+ pi, ~∇⊥φ
]
(2)
Here the second term on the left hand side is the E×B convection of equilibrium density, the
third term comes from divergence of the E ×B velocity plus the divergence of diamagnetic
particle flux, the fourth term comes from the divergence of the polarization drift and the fifth
term simply represents the parallel compression. On the right hand side, the first term is the
E × B nonlinearity and the second term is polarization nonlinearity. The Poisson brackets
are defined as [a, b] = ∂a
∂r
1
r
∂b
∂θ
− 1
r
∂a
∂θ
∂b
∂r
. Here r, θ, ϕ represent the radial, poloidal and toroidal
coordinates in tokamak and circular flux surfaces are assumed for the equilibrium. The
equilibrium magnetic field is given by ~B = Bϕ(~eϕ +
r
qR
~eθ) where the toroidal magnetic
field is Bϕ =
B0
1+(r/R0) cos θ
. Adding the electron momentum equation to the ion momentum
equation and then using the electron temperature equation, the parallel ion velocity equation
becomes:
∂v‖
∂t
− 2τiεn
(
cos θ
1
r
∂
∂θ
+ sin θ
∂
∂r
)
v|| +∇|| [τini + τiTi + φ]
= − [φ, v||]+ ni∇||pi (3)
The second term on the left hand side originates in parts from the divergence of ion stress
tensor after the gyroviscous cancellation. The third term represents the sum of parallel
pressure and electric force. The first term on the right hand side is the E × B nonlinearity
and second term is the parallel pressure force nonlinearity. The ion temperature equation
reads
∂
∂t
(
Ti − 2
3
ni
)
− 5
3
εn
(
cos θ
1
r
∂
∂θ
+ sin θ
∂
∂r
)
Ti +
(
ηi − 2
3
)
1
r
∂φ
∂θ
= −√2τi|∇‖|Ti −
[
φ, Ti − 2
3
ni
]
(4)
The second term on the left hand side originates from the divergence of diamagnetic heat
flux after cancellation in parts with diamagnetic convection of heat. The first term on the
right hand side represents Landau damping a` la Hammet and Perkins32. The second term on
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the right represents nonlinear E×B convection of heat. Finally the quasineutrality ne = ni
is used for the perturbations in the form of the vorticity equation(
∂
∂t
−K 1
r
∂
∂θ
)
∇2⊥φ+ εn
(
cos θ
1
r
∂
∂θ
+ sin θ
∂
∂r
)
[τini + τiTi + ne]
= −~∇ ·
[
φ+ pi, ~∇⊥φ
]
(5)
The first term on the left hand side is the divergence of polarization current and the second
term is the divergence of diamagnetic current. The term on the right hand side is the
polarization nonlinearity.
III. ELECTROSTATIC COLLISIONLESS GEODESIC ACOUSTIC MODES
In the minimal description, the GAM is said to be made of poloidally smooth potential
and sin θ parity of density perturbations. However here we wish to derive the equations for
GAM with all poloidal mode couplings. Hence we start by taking the flux surface average
of the vorticity equation.
∂
∂t
∇2r 〈φ〉+ εn∇r [(1 + τi) 〈n sin θ〉+ τi 〈Ti sin θ〉] = −
〈
~∇ ·
[
φ+ pi, ~∇⊥φ
]〉
(6)
The angular bracket represents flux surface averaging defined by 〈(...)〉 = ´ rdθdϕ(...)/ ´ rdθdϕ.
The nonlinear term on the right hand side represents the divergence of vorticity flux and
is attributed to turbulent excitation of GAM11. This shows the need for an equation for
〈n sin θ〉 which is obtained by multiplying the ion continiuity equation by sin θ followed by
flux surface average. In the following a general equation for poloidal mode number m for
〈n sinmθ〉 is obtained.
∂
∂t
〈n sinmθ〉 − ∂
∂t
∇2r 〈φ sinmθ〉 −
εn
2
∇r [〈φ cos(m− 1)θ〉+ τi 〈n cos(m− 1)θ〉
+τi 〈Ti cos(m− 1)θ〉 − 〈φ cos(m+ 1)θ〉 − τi 〈n cos(m+ 1)θ〉 − τi 〈Ti cos(m+ 1)θ〉]
−εn
2q
m
〈
v|| cosmθ
〉
= −
〈
~∇ ·
[
φ+ pi, ~∇⊥φ
]
sinmθ
〉
+ 〈Sn sinmθ〉 (7)
The first term on the right hand side is the sinmθ weighted flux surface averaged divergence
of vorticity flux. The second term represents θ antisymmetric part of the particle source Sn.
This then shows the need for the equation for
〈
v|| cosmθ
〉
, which is obtained by multiplying
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the parallel ion velocity equation (3) by cosmθ followed by flux surface average
∂
∂t
〈
v|| cosmθ
〉− τiεn∇r [〈v‖ sin(m+ 1)θ〉− 〈v‖ sin(m− 1)θ〉]
+
εn
2q
m [(1 + τi) 〈n sinmθ〉+ τi 〈Ti sinmθ〉] = −
〈[
φ, v||
]
cosmθ
〉
+
〈(
n∇|| (pi + n)
)
cosmθ
〉
+ 〈Sv cosmθ〉 (8)
The various nonlinear terms on the right hand side of the above equation can be identified
as follows: The first term coming from the E × B convective nonlinearity is the cosmθ
weighted, flux surface averaged, divergence of the parallel velocity flux. The second term is
the flux surface average of the turbulent parallel acceleration weighted by cosmθ. This term
survives only when there is a k‖ symmetry breaking mechanism present
33, which breaks
the dipolar structure of acceleration in θ. The last term is the θ symmetric part of the
external velocity/ momentum source Sv. Similarly the equation for 〈Ti sinmθ〉 is obtained
by multiplying the ion temperature equation by sinmθ followed by flux surface average
∂
∂t
(
〈Ti sinmθ〉 − 2
3
〈n sinmθ〉
)
− 5
3
εn
2
∇r [〈Ti cos(m− 1)θ〉 − 〈Ti cos(m+ 1)θ〉]
= −√2τi εn
2q
m 〈Ti sinmθ〉 −
〈[
φ, Ti − 2
3
n
]
sinmθ
〉
+ 〈ST sinmθ〉 (9)
where the first term on the right hand side represents Landau damping a´ la Hammet-
Perkins32, the second term is the sinmθ weighted flux surface averaged divergence of heat
flux which has been shown to excite GAM for m = 117. And the third term represents the
θ antisymmetric part of the heat source ST . The above equations are supplemented by the
adiabatic electron response, which can be written as:
〈n sinmθ〉 = 〈φ sinmθ〉 (10)
These equations show that the perturbations with sine/cosine parity and the poloidal mode
number m are coupled to those with the poloidal mode numbers m+1, m−1 and cosine/sine
parity. Hence we write the equations for m+ 1 (flipping the parity):
∂
∂t
〈n cos(m+ 1)θ〉 − ∂
∂t
∇2r 〈φ cos(m+ 1)θ〉 −
εn
2
∇r [〈φ sin(m+ 2)θ〉+ τi 〈n sin(m+ 2)θ〉
+τi 〈Ti sin(m+ 2)θ〉 − 〈φ sinmθ〉 − τi 〈n sinmθ〉 − τi 〈Ti sinmθ〉] + εn
2q
(m+ 1)
〈
v|| sin(m+ 1)θ
〉
= −
〈
~∇ ·
[
φ+ pi, ~∇⊥φ
]
cos(m+ 1)θ
〉
+ 〈Sn cos(m+ 1)θ〉 (11)
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∂∂t
〈
v|| sin(m+ 1)θ
〉− τiεn∇r [〈v‖ cosmθ〉− 〈v‖ cos(m+ 2)θ〉]
−εn
2q
(m+ 1) [(1 + τi) 〈n cos(m+ 1)θ〉+ τi 〈Ti cos(m+ 1)θ〉]
= − 〈[φ, v||] sin(m+ 1)θ〉 + 〈(n∇|| (pi + n)) sin(m+ 1)θ〉+ 〈Sv sin(m+ 1)θ〉 (12)
∂
∂t
(
〈Ti cos(m+ 1)θ〉 − 2
3
〈n cos(m+ 1)θ〉
)
− 5
3
εn
2
∇r [〈Ti sin(m+ 2)θ〉 − 〈Ti sinmθ〉]
= −√2τi εn
2q
(m+ 1) 〈Ti cos(m+ 1)θ〉 −
〈[
φ, Ti − 2
3
n
]
cos(m+ 1)θ
〉
(13)
+ 〈ST cos(m+ 1)θ〉
∂
∂t
〈Ti〉 − 5εn
3
∇r 〈Ti sin θ〉 = −〈[φ, Ti]〉+ 〈STi〉 (14)
〈n cos(m+ 1)θ〉 = 〈φ cos(m+ 1)θ〉 (15)
In the above equations Sn, ST and Sv represents particle, heat and momentum sources
respectively. For m = 1, 3, 5, ... etc., the above set of equations yield an infinite set of equa-
tions that describe a GAM in its full glory with all the nonlinearities and external sources.
Hence the GAM oscillations in general appear as a result of the linear coupling of 〈(φ, T )〉,
〈(n, φ, T ) sinmθ〉, 〈(n, φ, T ) cos(m+ 1)θ〉, 〈v|| cosmθ〉, 〈v|| sin(m+ 1)θ〉. It is apparent from
the above set of equations that not just the poloidal Reynolds stress and sin θ component
of heat flux but all poloidal harmonics of poloidal Reynolds stress, parallel Reynolds stess,
parallel acceleration, heat flux and all poloidal harmonics of particle, momentum and heat
sources act as source/sink of GAM excitation/damping. A detailed investigation of the role
of different poloidal harmonics of turbulent particle, momentum and heat fluxes; and differ-
ent poloidal harmonics of external sources of particle, momentum and heat sources will be
presented elsewhere. In this paper we proceed to present the linear dynamics with poloidal
mode coupling ad infinitum.
Compact representation:- These equations in general can be written as a nonlinear matrix
equation of infinite dimension in the following form
∂G
∂t
=MG +N + S (16)
where
G = (G0, G1, G2, G3, · · · )† (17)
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N is the vector of nonlinear terms and S is the vector of external source terms. The vectors
in the above equation are of infinite dimensions. G is made of the sub-vectors (or orbitals)
G0 = (〈φ〉, 〈T 〉)
G1 = (〈φ sin θ〉, 〈T sin θ〉, 〈v|| cos θ〉)
G2 = (〈φ cos 2θ〉, 〈T cos 2θ〉, 〈v|| sin 2θ〉)
G3 = (〈φ sin 3θ〉, 〈T sin 3θ〉, 〈v|| cos 3θ〉)
· · · · · · etc.
By defining a = i(1 + τi)εn/kr, b = iτiεn/kr, c = i5εnkr/3, d = i(εn/2)kr/(1 + k
2
r), e =
(εn/2q)/(1 + k
2
r), f = iτiεnkr, g = εn/(2q) and
α =

 a b 0
0 c 0

 , β =


d τid
2
3
d 2
3
τid+
c
2
0 0

 (18)
and
A± =


0 0 ±e
0 −√2τig ±23e
∓(1 + τi)g ∓τig 0


B =


−(1 + τi)d −τid 0
−2
3
(1 + τi)d −23τid− c2 0
0 0 f


(19)
the interaction matrix M becomes a block tridiagonal matrix
M =


0 α
β A+ B
B 2A− −B
−B 3A+ B
B 4A− −B
. . .
. . .
. . .


(20)
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Taking G ∝ eλt, the equations of the orbitals become
αG1 = λG0 (21)
βG0 + A1G1 +BG2 = λG1 (22)
−(−1)m−1BGm−1 +mAmGm
+(−1)m+1BGm+1 = λGm (23)
where m = 2, 3, 4...etc., and Am =


A+ ;m = 1, 3, 5, ...
A− ;m = 2, 4, 6, ...
. A graphical representation of
the above equations shows that these orbitals form a semi-infinite chain as shown in Fig.
(1), where the orbitals are represented by vertices(nodes) and the couplings are represented
by the edges connecting the vertices. More detailed couplings are shown in Fig. (2) where
the edges in red color represents the self-coupling due to Landau damping.
Matrix Continued Fraction (MCF): Equations (22) onwards can be reduced to a single
equation relating G0 and G1 via a matrix continued fraction(MCF) equation as follows:
βG0 =
{(
λ−A+)− B [λ− 2A− − B [λ− 3A+ − B [λ− 4A− − · · · ]−1B]−1B]−1B
}
G1
= κ(λ)G1 (24)
This amounts to renormalization of coupling matrix β to κ−1β. Now the equations (21)and
(24) can be combined to get a reduced matrix equation:

 λ −α
−β κ(λ)



G0
G1

 = 0 (25)
for which the eigenvalues λ can be obtained from the condition:∣∣∣∣∣∣
λ −α
−β κ(λ)
∣∣∣∣∣∣ = 0
The existence of κ means that the infinite chain can be reduced to a renormalized binodal
chain as shown in figure(1). In this picture the minimal description of GAM is obtained
when the infinite chain is terminated atm = 1 i.e., the binodal chain. This binodal chain has
9
Figure 1. 1d chain model of GAM
Figure 2. Zoom-in of FIG.1
5 roots. In general a chain terminated at the mth node has 3m+ 2 roots. So the infinitely
extended chain has infinite number of roots. But the fact that the infinite chain can be
reduced to a renormalized binodal chain which again has only 5 roots means that only 5
roots are physical out of the infinite number of roots of the infinitely extended chain.
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IV. NUMERICAL SOLUTIONS AND COMPARISON WITH
EXPERIMENTS
A. Eigenvalues and amplitude spectra
In the absence of an analytical form for the MCF κ, the matrix M is solved numerically
for its eigenvalues and eigenvectors by terminating the chain at differnt orbitals or m values.
Root sorting algorithm: For kr = 0 the intermodal coupling matrix B becomes a null matrix
and the intermodal coupling beyond m > 1 vanishes. This means for closure at any m the
physical roots are the ones which has the same values as the roots for kr = 0 at m = 1
closure i.e., λ(kr = 0, m = 1) = λi(kr = 0, m = m). Then the correct physical dispersion
branch is followed by minimizing λ in kr i.e., minimizing |λi(kr)− λj(kr +∆kr)|.
Frequency: FIG.(3) shows the radial wave number dispersion of GAM frequency, with and
without Landau damping, when the chain is terminated at different nodes for the parameters
τi = 1 and q = 4. The dispersion curve converges atm ≥ 2 towards low kr and and atm ≥ 14
towards high kr. This clearly means that the number of orbitals needed for convergence
increases with kr. It is also clearly seen that Landau damping has strong effect on the
converged GAM dispersion at and beyond moderately high kr values which drammatically
changes the radial group propagation properties of GAM.
Figure 3. GAM dispersion convergence with increasing m. Left: GAM frequency without Landau
damping. Right: GAM frequency with Landau damping. Parameters: τi = 1, q = 4.
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Figure 4. Left: GAM Landau damping. Right: GAM spectra of φ in (m,kr). Color coding: Blue
to red kr = [0 : 0.01 : 1]. Dotted lines represent amplitude spectra without Landau damping.
The radial group velocity can be positive, zero or negative depending on the value of kr
and Landau damping effect.
Damping and amplitude spectra: The damping and amplitude spectra also confirms the
same features. The left side of figure (4) shows that the converged damping curve is very
much different from the damping at closure m = 1. The amplitude spectra inm is plotted for
different values of kr in figure(4). The amplitude spectra shows that the amplitude increases
with kr at any poloidal mode number m. At any kr the amplitude decreases rapidly with m.
Also the amplitude without Landau damping effect is slightly higher than that with Landau
damping. All this conveys the same consistent lesson that poloidal mode coupling becomes
important with kr.
B. Experimental comparison
Equilibrium profiles: The equilibrium profiles for the two different collisionality shots of
Tore Supra34 are shown in the figure(5). The shot number #45511 is a low temperature
high collisionality shot and the shot number #45494 is a high temperature low collisionality
shot where densities and the safety factors are almost same in both shots.
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Figure 5. Equilibrium profiles of Tore Supra
Root sorting and experiment-theory comparison: For the given equilibrium profiles the
roots can be sorted either in radial wave number kr at each radial location r as described in
the previous subsection or it can be sorted in r at each kr. Radial sorting is done by first
obtaining the roots at r = 0 by kr sorting. Then |λi(r) − λj(r + ∆r)| is minimized with
respect to r to follow the roots smoothly in radius. The kr sorted roots display discontinuous
jumps in radial profile for kr > 0.1 as can be seen in the top panels of figures(6) and (7).
The experimentally measured frequencies are however almost 50% below the theoretically
obtained kr sorted roots. The radially sorted roots on the other hand, jumps in the kr space
as can be seen in the bottom panels of the figures (6) and (7). The experimental GAM
frequencies overlap with the theoretical r sorted frequencies for the low collisionality shot
in the range 0.1 < kr < 0.15 as shown in the bottom pannel of figure(6). However for the
high collisionality shot, the experimental values fail to overlap with the theoretical r sorted
roots and falls in the spectral gap, see bottom panel of figure(7). This may be a reflection
of the fact that the effects of collision are not correctly captured by our theoretical model.
V. CONCLUSIONS
In conclusions we presented the most general picture of GAMs in tokamak in the fluid
theoretical framework starting from the Braginskii equations applied to ITG turbulence.
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Figure 6. Experiment theory comparison of GAM frequency for low collisionality shot. Top: kr
sorted roots. Bottom: Radially sorted roots. Color coding: blue to red kr = [0 : 0.01 : 0.3].
Closure at m = 15 is used for all calculations. The stars are the experimentally measured GAM
frequencies.
The unique feature of the model is that it retains poloidal mode couplings ad infinitum
which allows to study the effects of higher poloidal mode couplings in a systematic manner.
Because of geodesic curvature each poloidal mode m is coupled to its nearest neighbors
m + 1 and m − 1 and hence infinite number of equations are required to describe a GAM.
With appropriately defined sub-vectors of pertubations for poloidal mode m, dubbed here as
orbitals, the infinite set of scalar equations become infinite set of vector equations with mth
orbital coupled to m± 1 orbitals. This leads to a semi-infinite 1d chain model of GAM with
each node represented by an orbital. This infinite chain is reduced to a bi-nodal chain with
renormalized coupling coefficients by use of a matrix continued fraction. Since an analytical
14
Figure 7. Experiment theory comparison of GAM frequency for high collisionality shot. Top: kr
sorted roots. Bottom: Radially sorted roots. Color coding: blue to red kr = [0 : 0.01 : 0.3].
Closure at m = 15 is used for all calculations. The diamonds are the experimentally measured
GAM frequencies.
form of the matrix continued fraction is not available, numerical methods are adopted to the
dispersion, damping and mode amplitude properties by terminating the chain at different
lengths. The main results of this paper are outlined below.
The GAM dispersion, damping at different chain lengths show that they converge with
increasing chain lengths, the rate of convergence being faster at low kr and slower at high kr
meaning that poloidal mode couplings are increasingly important with increasing kr. The
poloidal coupling beyond m = 1 vanishes at kr = 0. These results are also supported from
the linear amplitude spectra of potential in m with kr as a parameter. The amplitudes of
15
perturbations beyond m > 1 increases with kr showing that high m mode couplings become
more important with kr.
The theoretical results are compared with experimental observations of GAM frequency
in Tore Supra. The frequencies sorted in kr show discontinuous jumps in the radial profile
of frequencies and the frequencies sorted in radial coordinate show discontinuous jumps in
kr. It is seen that radially sorted theoretical frequencies overlap well with the experimental
frequencies in the low collisionality shot.
Though this is the most general theory for the description of GAM in a fluid theoretical
framework, it is not free of weaknesses and assumptions and hence has further scope for
improvements. For example it does not consider the diamagnetic and normal curvature
effects which is justified for very low m closures only. For high m closure these effects
become important. Such a work is in progress and will be presented elsewhere. Hammet-
Perkins closure has been used to mimic the Landau damping in fluid model which is strictly
valid for high m perturbations only. A gyrokinetic formulation of infinite poloidal mode
coupling in GAM is desirable and is left as a future work.
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