In this paper we describe an improvement of an entropy-based diversity preservation approach for evolutionary algorithms. This approach exploits the information contained not only in the parts that compose an individual, but also in their position and relative order. We executed a set of preliminary experiments in order to test the new approach, using two different problems in which diversity preservation plays a major role in obtaining good solutions.
INTRODUCTION
Diversity preservation is one of the main open issues of Evolutionary Computation. Since new individuals of each generation are usually created by applying genetic operators to those already present in the population, it is important to avoid that all the population is filled with identical or nearly identical copies of the same individual. Simplistic approaches propose to avoid individuals with equal fitness. However, these techniques are inadequate where widely different individuals may have a similar fitness value. In the literature, different strategies have been developed to preserve diversity even in these circumstances, such as the island model genetic algorithm, the lattice genetic algorithm and the entropy driven approach.
The island model genetic algorithm, as other coarse-grained mechanisms, is based on considerations from theories of natural evolution and from the efficiencies of parallel computer architectures. Instead of having a single large population, this algorithm uses several distinct subpopulations, which alternate extensive periods of isolated evolution (computation) with occasionally episodes of migration (communication) . Since different populations are likely to explore different portions of the solution space, the migration between subpopulations may help mixing genetic information and preserving diversity. This approach, however, leaves some open issues such as dimensioning the subpopulations (which is strongly problemdependant) and the optimal parameters of the migration. Also, while most empirical results show that island evolutionary algorithms are more efficient than evolutionary algorithms with just one population, this approach seems to be more suitable for separable problems and problems with multiple solution paths.
A different kind of approach is the lattice (or cellular) model, where each individual occupies a cell in a regular lattice (or a more general graph). All interactions, like mating and selection, are local and limited to a neighborhood. Size and shape of the neighborhood are closely related to selection pressure [4] . Since each individual can interact only with its neighbors, this approach allows the survival of individuals with unusual genotypes. Choosing the appropriate neighborhood size and shape is thus critical, and could be problem-related.
In [3] we proposed an alternative approach. While the two latter models focus on limiting the interaction between individuals, the diversity preservation was implemented by conserving individuals with peculiar genotypes despite their fitness values. By considering the population as a message, and each allele appearing in an individual as a symbol, we can compute a measure of the entropy of the message, based on the number of symbols and their occurrences, as in the Shannon entropy formula [6] .
We defined delta-entropy as the difference between the total entropy of the population and the entropy of the population without the symbols appearing in an individual. Individuals with an unusual genotype would contribute to the message with a large number of unusual symbols, and would thus have great values of delta-entropy. Once those individuals are identified, they could be selected as parents to generate new individuals, thus preserving part of their genotype in the new generations. In this approach, individuals are represented by a directed non-cyclic graph, where each node is an allele of a certain gene. Thus, two individuals (with dissimilar fitness value and structure) could have the same node values (thus the same allele), just in a different order, and both would contribute with the same quality and amount of information to the message. The idea proposed in this paper is to modify the definition of "symbols" connected with an individual, in order to preserve "unique structures" present in the population without altering the entropy computation.
A NEW CONCEPT OF ENTROPY
We propose to modify the concept of symbols of a single individual, considering the presence of n-uples of nodes and the position of a certain allele in a graph as atomic element.
A possibly useful information is the order of the nodes of a single individual. Since two distinct positions of the same allele in an individual could have a completely different meaning, we chose to ignore the information related to the allele, focusing instead on both the allele and its position inside the directed graph which describes the individual in μGP3. Instead of considering an allele as a symbol, we coded the information of the value of the instance and its position in a single symbol. By doing so, individuals with recurring alleles of the same gene in a different order have now higher values of delta-entropy. In Figure 3 , two different individuals which would contribute to the message with the same symbols, have now only one symbol in common using the new entropy computation.
We also consider valuable to search for n-grams (defined here as n consecutive node values) occurrences in each individual, adding this data to the contribution given to the message by the individual itself. [2] N-grams in the population are coded as symbols, thus letting us discriminate individuals with unusual patterns very easily, without changing the overall entropy-driven approach of the algorithm: even individuals with an atypical order of diffused values of single nodes possess now a high value of delta-entropy, which is an interesting result with regards to preserve diversity in the population. In Figure 2 , two different individuals which would contribute to the message with the same symbols using the old entropy computation have only two identical symbols using the new entropy computation.
EXPERIMENTAL EVALUATION
In order to verify the new entropy approach described in the previous section, we executed a series of preliminary experiments, comparing the results obtained using the new approach with results obtained using the old entropy computation and using no entropy computation at all.
The first benchmark was evolving assembly code in order to obtain a function capable of discerning between prime and nonprime numbers ranging from 1 to 20. The second benchmark was evolving the code used by a simple program to draw a path into a virtual arena, in order to reach a given goal in the least possible number of instructions.
In all the experiments described in the following subsections we used various versions of the evolutionary algorithm known as μGP3 [3] . The version with the new entropy computation, was implemented in order to consider occurrences of n-grams of order 2 and 3.
Prime Numbers Function
In this benchmark, our goal is finding an assembly function which returns 1 whenever it has a prime number passed as an argument, and 0 otherwise. Each individual is a block of assembly code, of arbitrary length. Only a subset of all possible assembly x86 instructions can appear in the code (addl, subl, movl, andl, orl, xorl, test, cmp, ja, jz, jnz, je, jne, jc, jnc, jo, jno) while the operands of each instruction can only be four registers (ax, bx, cx, dx) and integers (with values between 0 and 255). "Jump" instruction can only point to labels after the jump instruction itself, thus preventing endless loops. In this experiment we tested each individual with numbers ranging from 1 to 20.
The evaluation is performed by a script that compiles an individual and then executes a simple C program which invokes the individual as a function multiple times, each time passing a number as an argument and expecting a return value of either 0 or 1. In all the experiments, we used a (μ, λ) strategy with μ = 1000 and λ = 33, and a generational approach with an elitist strategy that preserves the best 3 individuals. Please note that, in μGP3, λ is in fact the number of genetic operators applied to the population at each step, thus the offspring size may be different. In order to select the individuals to pass to the genetic operators, we used a tournament selection (with tournament size of 3). The algorithm was set to stop when the maximum possible fitness value or a given number of generations was reached.
In the preliminary experiments, we compared the performance of three different tournament selection strategies: -a selection based only on the fitness values of the chosen individuals -a selection based on entropy values (with the old entropy computation) -a selection based on entropy values (with the improved entropy computation we described in section 2).
In all the experiments we found out that the latter approach is the most efficient, obtaining the desired function in 600-700 generations, while the old entropy approach and an experiment carried out with a tournament selection based only on fitness values did not manage to converge even after 2000 generations.
In these experiments we tested only the two extreme cases of tournament selection based either only on the fitness value or on entropy values.
Finding the Right Path
In this experiment, our goal is to obtain an individual which can arrive to a certain point on the opposite side of an arena without intersecting an obstacle, and doing so in the least possible number of instructions. Each individual is a block of code, between 8 and 50 instructions. There are only two possible instructions: MOVE (which accepts a real parameter ranging from 0.0 to 40.0) and ROTATE (which accepts a rotation expressed in radiant, thus ranging from -π to π ).
The evaluation takes the individual and follows its instructions by "moving" into an arena of 250 x 100 units of length, with two obstacles. If the individual intersects an obstacle, its position is not updated and further instructions are not executed.
We have two fitness parameters: one dependent on the distance from the objective, and one dependent on the number of instructions of the individual. Note that each obstacle is a local optimum with regards to the first fitness value: since there is only a small vertical space of 10 units of length where an individual could pass without intersecting an obstacle, it is relatively difficult for an individual to escape the two local optima.
We used a (μ, λ) strategy with μ = λ and population sizes (of 10, 20, 30, and 50 individuals), and a generational approach with an elitist strategy that preserves the best 4 individuals. We executed different runs with the same stopping condition: evaluation of 2 M individuals, in order to compare the best individuals emerged after each run. We used a tournament selection to choose the individuals to pass to the genetic operators: -in the first case, the selection was based only on the fitness values of the individuals -in the second, the selection was based on entropy values instead -a third experiment is running, with an old entropy computation, in order to evaluate the improvement of the new approach
In the preliminary experiments we always obtained an improvement in the fitness values of the best individual using the new entropy approach, for the same population sizes. Again, we used only two kinds of tournament selection, but we are running more tests with various fitness holes and greater population sizes, in order to have a better comparison of the performance of the new entropy computation under different conditions.
CONCLUSIONS
In this paper we presented a way to improve the approach to preserve diversity in the population used by the evolutionary algorithm μGP. This approach views the population as a message: each individual of the population contributes to the message with a series of symbols. By computing a difference between total entropy of the message and the entropy of the message without the symbols added by an individual, we can obtain a delta-entropy which measures the diversity of the individual itself with regards to the population.
We modified the approach by including as symbols the information on the occurrences of n-grams of values in the nodes composing an individual and on the order of the occurrences of alleles in an individual.
Preliminary experiments demonstrated that the new approach is promising, as it performed more efficiently than the old one in the totality of the tests executed, and much more efficiently when compared to the same tests carried out without any mean to preserve diversity.
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