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Kurzzusammenfassung
Der ∆E-Eﬀekt magnetoelastischer Materialien beschreibt die Veränderung des Elastizi-
tätsmoduls E in einem Magnetfeld und kann somit als Eingangsgröße zur Messung von
Magnetfeldern genutzt werden. Mit dem Ziel eines möglichst leistungsfähigen Magnet-
feldsensors werden in dieser Arbeit die einzelnen Prozesse innerhalb des Sensorsystems
untersucht. Zunächst wird dazu der ∆E-Eﬀekt selbst und seine Abhängigkeit von Mate-
rialeigenschaften genauer betrachtet. Zur Messung der veränderten mechanischen Eigen-
schaften werden verschiedene mikromechanische Systeme auf Basis von Resonatoren und
Oberﬂächenwellen erprobt. Deren Auslegung bestimmt die Umsetzung des ∆E-Eﬀekts ei-
nes amorphen Dünnﬁlms in ein elektrisches Signal. Das erste Prinzip beruht dabei auf der
Verstimmung von elektromechanischen Resonatoren in Form von piezoelektrisch angereg-
ten Biegebalken. Die technische Ausführung der Resonatoren und die sich daraus erge-
benen elektromechanischen Eigenschaften werden theoretisch und praktisch untersucht.
In dem zweiten Ansatz werden Oberﬂächenwellen auf einer Seite des Sensors erzeugt
und nach dem Durchqueren einer magnetisch beschichteten Verzögerungsstrecke wieder
aufgezeichnet. Dabei führt die magnetoelastische Veränderung des Schermoduls zu einer
veränderten Laufzeit. Das Verhalten beider Sensortypen wird in Teilmodellen beschrieben
und schließlich zu einem Gesamtsystem inklusive der elektronischen Betriebskomponen-
ten zusammengefügt. Beide Bauformen erreichen äquivalente magnetische Rauschgrenzen
von ca. 100 pT√
Hz
bei Frequenzen oberhalb von 10Hz.
iii

Abstract
The ∆E-eﬀect in magnetoelastic materials describes the change in elastic modulus E in a
magnetic ﬁeld and can therefore be utilized for the measurement of magnetic ﬁelds. With
the aim of developing a high-performance magnetic ﬁeld sensor, the separate subprocesses
within the sensor system are examined. Starting with the ∆E-eﬀect itself, its mechanism
and dependencies on material properties are investigated. To measure the changes in
the mechanical properties of the magnetic material, diﬀerent micromechanical systems
based on resonators and surface waves are tested. Their technical designs determine the
conversion of changes in the mechanical properties of a magnetic thin ﬁlm to an electrical
signal. The ﬁrst principle is based on the detuning of electromechanical resonators in
the form of piezoelectrically driven cantilevers. Their design is elaborated on, and the
resulting electromechanical properties are tested. In the second approach, surface waves
are created at one end of the sensor and detected at the other end after passing through
a magnetically covered delay line. Here, the magnetoelastic coupling alters the shear
modulus that leads to a change of the wave velocity. The behavior of both sensor types is
described in submodules and ﬁnally combined with electronics to form a complete sensor
system. Both approaches achieve an equivalent magnetic noise level of about 100 pT√
Hz
for
frequencies above 10Hz.
v
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1 Einführung
1.1 Magnetische Sensoren und ihre Anwendung
Die Verwendung von magnetischen Sensoren reicht zurück in die Antike, als die ersten
Kompasse zur Orientierung auf See Verwendung fanden [Lud+99]. Eine Richtungsbe-
stimmung anhand des Erdmagnetfeldes ist weiterhin aktuell und jedes Navigationsgerät
oder Smartphone enthält miniaturisierte Magnetfeldsensoren. Hochauﬂösende Messungen
der Variation des Erdmagnetfeldes werden in Geologie und Geophysik genutzt um z.B.
Eisenerzlagerstädten zu ﬁnden oder im militärischen Bereich um U-Boote aufzuspüren.
Neben dem Erdmagnetfeld werden Sensoren zur Messung auch zur Positionierung z. B. als
Endschalter in der Automatisierungstechnik eingesetzt. Des Weiteren werden sie zur gal-
vanisch getrennten Messungen von elektrischen Strömen verwendet. Deutlich kleiner als in
den technischen Anwendungen sind die elektrischen Ströme biologischen Ursprungs, wie
sie z. B. in Hirn, Herz und Nerven auftreten. Die elektrische Ableitung mit Elektroenzo-
phalograﬁe (Hirn) und Elektrokardiographie (Herz) wird in der medizinischen Diagnostik
vielfältig verwendet. Von einer magnetischen Messung verspricht man sich durch die kon-
taktlose Messung Vorteile in der Anwendung und eine bessere räumliche Zuordnung der
Signale, da der menschliche Körper gegenüber magnetischen Signale deutlich homogener
ist [Kwo+13]. Die Messung dieser biomagnetischen Signale mit räumlicher Auﬂösung er-
fordert von den Sensoren sehr geringe Rauschgrenzen von deutlich unter einem Picotesla.
Entsprechend dieser unterschiedlichen Anforderungen über 15 Größenordnungen (siehe
Abb. 1.1) gibt es Sensoren auf Basis einer Vielzahl Funktionsprinzipien. Eine Abhand-
lung der wichtigsten Sensortechnologien ﬁndet sich im Anhang A. Ob Magnetfeldsensoren
auf Basis des ∆E-Eﬀekts dazu eine Ergänzung beitragen können, wird in dieser Arbeit
untersucht.
1.2 Ansatz und Aufbau dieser Arbeit
Der ∆E-Eﬀekt beschreibt die Eigenschaft bestimmter Materialien ihre mechanische Ei-
genschaft in Form des Elastizitätsmoduls E in Magnetfeldern zu verändern. Ziel dieser
Arbeit ist es auf Grundlage dieses Eﬀekts ein möglichst leistungsfähiges Sensorsystem
zur Bestimmung von Magnetfeldern zu entwickeln. Obwohl der Eﬀekt bereits seit Jahr-
zehnten bekannt ist, und bereits einige wenige Sensoren entwickelt wurden, fehlt bislang
eine systematische Untersuchung zum Potential des Eﬀekts. Die Untersuchung beginnt in
Kap. 2 mit den grundlegenden Eigenschaften des ∆E-Eﬀekts. Von besonderem Interesse
sind dabei Materialeigenschaften und externe Einﬂussgrößen auf die Eﬀektgröße und die
Eignung als Sensor. In Kap. 3 wird ein Konzept zum Einsatz des ∆E-Eﬀekts in einem Sen-
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Abb. 1.1: Vergleich vom Messbereich verschiedener Typen von Magnetfeldsensoren mit typi-
schen Feldgrößen diverser Anwendungen. Details zu den Sensoren ﬁnden sich im An-
hang A
sor erarbeitet. Die Bestimmung des Elastizitätsmoduls erfolgt darin hochfrequent durch
Verstimmung eines kleinen Resonators und umgeht somit das bei geringen Frequenzen
stärker auftretende Rauschen aller Systemkomponenten. Der Resonator wird als mikro-
elektromechanisches System (engl. microelectromechanical system, MEMS) ausgeführt.
Die Eigenschaften und entsprechende Auslegung der MEMS-Sensoren werden in Kap. 4
grundlegend betrachtet und die technische Umsetzung in einer Reihe von unterschiedli-
chen technischen Umsetzungen untersucht. In Kap. 5 folgen detaillierte Untersuchungen
zu Sensorleistung, insbesondere dem Rauschen. Als zweite technische Umsetzung werden
in Kap. 6 Sensoren auf Basis von Oberﬂächenwellen untersucht und auch hier das Ge-
samtsystem aus Material, Sensoraufbau und Betriebselektronik untersucht. Abschließend
werden in Kap. 7 die Ergebnisse zusammengefasst und noch eine mal auf die Chancen
und grundlegenden Probleme des Prinzips eingegangen.
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2 Magnetische Schicht und ∆E-Eﬀekt
Die im Rahmen dieser Arbeit thematisierten Sensoren basieren auf magnetoelastischen
Dünnschichten. Deren Eigenschaften werden zunächst anschaulich und qualitativ einge-
führt und später in allgemeinerer, quantitativer Form dargestellt und daraus die Kriterien
für empﬁndliche magnetische Schichten in abgeleitet. Anhand magnetischer Simulation
wird der magnetische Verlauf des Eﬀektes für verschiedene Verteilungen magnetischer Ei-
genschaften untersucht, die eine Erklärung für das später bei den Sensoren beobachtete
Verhalten bieten. Abschließend werden exemplarisch einige geeignete Materialien vergli-
chen.
2.1 Magnetische Eigenschaften
Empirisch wurden bei einigen magnetischen Materialien Eﬀekte festgestellt, die sich unter
der Überbegriﬀ magnetoelastische Eﬀekte zusammenfassen lassen. Das bekannteste Phä-
nomen ist eine Längenänderung des Materials in einem äußeren Magnetfeld. Dies wird als
Joule-Magnetostriktion bezeichnet und ist z. B. ursächlich für das Brummen von Trans-
formatorblechen und damit allgegenwärtig. Die Bleche dehnen sich mit jeder Halbwelle
des Transformatorstroms aus und erzeugen dabei ein akustisches Brummen mit der dop-
pelten Frequenz des Wechselstromes. Es besteht also ein quadratischer Zusammenhang
zwischen Längenänderung und Magnetisierung. Dieser Vorgang lässt sich auch invertieren
und durch eine mechanische Spannung kann die Magnetisierung einer Probe beeinﬂusst
werden. Dies wird als inverse Magnetostriktion oder Villari-Eﬀekt bezeichnet. Des Weite-
ren ist bei diesen Materialien eine Abhängigkeit des Elastizitätsmoduls E, auch bekannt
als Youngscher Modul, von externen Magnetfeldern festzustellen. Entsprechend wird diese
Eigenschaft als ∆E-Eﬀekt bezeichnet. Ursächlich für diese drei Eﬀekte ist jedoch in allen
Fällen eine magnetoelastische (ME) Kopplung zwischen Magnetisierung und mechanischer
Spannung. Bei Magnetostriktion bewirkt ein Magnetfeld eine Änderung der Magnetisier-
ung. Aufgrund der ME-Kopplung führt dies zu einer magnetoelastischen Spannung, die
zu einer Ausdehnung des Materials führt. Die absolute Längenänderung ist dabei davon
abhängig, ob die Probe sich frei ausdehnen kann, oder z. B. durch ein Substrat geklemmt
wird. Der magnetostriktive Eﬀekt ähnelt damit dem elektrostriktiven Eﬀekt. Davon un-
terscheiden sich piezoelektrische und piezomagnetische Materialien durch einen linearen
Zusammenhang zwischen Eingangs- und Ausgangsgrößen. Beim ∆E-Eﬀekt entsteht bei
einer mechanischen Spannung neben der normalen elastischen Dehnung des Materials eine
zusätzliche magnetoelastische Dehnung durch die inverse Magnetostriktion unter Ände-
rung der Magnetisierung. Als Folge gibt das Material bei einer mechanischen Spannung
stärker nach, hat also einen geringeres E-Modul.
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Die absolute Stärke der ME-Kopplung ist durch die Sättigungsmagnetostriktion λs be-
stimmt. Der Wert bestimmt sich aus dem Verhältnis der Längenänderung einer Probe im
durch ein Magnetfeld komplett ausgerichteten Zustand Ls, im Verhältnis zur Länge im
magnetisch gänzlich ungeordneten Zustand L0
λs =
(Ls − L0)
L0
. (2.1)
Bei positiver Magnetostriktion wird die Probe in Feldrichtung länger und senkrecht dazu
schmaler. Die Magnetisierung ~M ist ein Vektor mit dem Betrag Ms und ergibt sich aus
der Ausrichtung der Elementarmagnete und der Dichte ihrer magnetischen Momente. Der
Anteil entlang einer bestimmten Richtung, z. B. eines angelegten Magnetfeldes ~H beträgt
dann
MH = ~H · ~M = HMs cos(ϕH) (2.2)
mit dem Winkel ϕH zwischen Magnetisierung und Magnetfeld. Im einfachsten Fall einer
magnetostriktive Dehnung λH in Richtung eines Feldes ~H ist die Magnetostriktion
λH =
3
2
λs
(
cos2(ϕh)− 1
3
)
. (2.3)
in guter Näherung proportional zum Quadrat der Magnetisierung und der absoluten Stär-
ke der ME-Kopplung. Die relative ME-Kopplung lässt sich nun entsprechend der beiden
Eingangsgrößen Spannung σ und Magnetfeld H mit zwei Kopplungskoeﬃzienten quanti-
ﬁzieren.
dσME =
∂λ
∂σ
∣∣∣∣
H
dHME =
∂λ
∂H
∣∣∣∣
σ
(2.4)
Der Koeﬃzient dσME gibt Längenänderung λ pro mechanischer Spannung σ bei konstan-
tem angelegtem Magnetfeld H an. Mit dHME wird die Längenänderung pro Magnetfeld
angegeben. Letzter wird oft auch als piezomagnetischer Koeﬃzient bezeichnet, jedoch ist
dies nur im Falle eines linearen Zusammenhangs zulässig [159] und lässt sich damit bei
den verwendeten magnetostriktiven Materialien nur in erster Näherung so bezeichnen.
Oﬀen ist nun noch die Frage, warum es überhaupt zu einer ME-Kopplung kommt. Die
magnetischen Eigenschaften werden durch die Spins ungepaarter Elektronen in den Ato-
men des Materials hervorgerufen. Die Spins sind verbunden mit einem intrinsischen mag-
netischen Moment und koppeln daher ihre Ausrichtung an externe Magnetfelder und
führen damit zu einer Magnetisierung. Allerdings besteht auch eine Kopplung zwischen
den durch die Elektronen besetzten Orbitalen, welche in gewisser Weise die Ausdehnung
des Atoms bestimmen (Spin-Bahn-Kopplung). In Summe ergibt sich so eine Kopplung
zwischen externen Magnetfeldern und der Ausrichtung der Atomorbitale. Haben die Or-
bitale eine nicht-sphärische Struktur, führt die Drehung der Orbitale zu einem veränderten
Orbitalüberlapp mit den Nachbaratomen. Je nachdem ob dies zu einer höheren oder nied-
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rigeren Gesamtenergie führt, verändert sich der Abstand der Atome entsprechend und
damit die Abmessungen der Probe.
2.2 Ferromagnetismus und Domänen
Je nach Element unterscheidet sich die magnetische Ordnung. Bei positiver Austausch-
energie J liegt ein Ferromagnet vor und die Spins der ungepaarten Elektronen richten
sich parallel aus, bei negativer antiparallel (Antiferromagnet). Anschaulich beschreibt die
Austauschwechselwirkung die Abstoßung aufgrund der Überlappung identischer Atomor-
bitale aufgrund des Pauli-Prinzips nach dem Elektronen im gleichen Zustand nicht am
gleichen Ort sein können. Die Bethe-Slayter-Kurve (Abb. 2.1) bildet die Austauschener-
gie für verschiedene Übergangsmetalle über das Verhältnis des Bindungsabstands db zum
Durchmesser r3d des 3d-Orbitals ab. Lediglich α-Eisen, Kobalt, Nickel und Gadolinium
haben einen deutlich positiven Wert und damit ausgeprägte ferromagnetische Kopplung,
welche vielfach auch als magnetische Steiﬁgkeit bezeichnet wird. Die Steiﬁgkeit ist jedoch
nicht der Wert des Austauschintegrals, sondern eine empirisch bestimmte Materialkon-
stante. Je höher die Steiﬁgkeit, desto höher liegt auch die Curietemperatur, die angibt
oberhalb welcher Temperatur die magnetische Ordnung verloren geht. Entsprechend der
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Abb. 2.1: Bethe-Slayter-Kurve
Stärke der Austauschsteiﬁgkeit A lässt sich anhand des Magnetisierungsgradienten ∇M
eine Austauschenergie
Uaus = A
∫
(∇M(~r))2dV (2.5)
deﬁnieren. Die Ausrichtung der magnetischen Momente ergibt sich also weiterhin durch
Minimierung der Gesamtenergie. Abb. 2.2 a) zeigt einen Fall, bei dem alle magnetischen
Momente parallel untereinander und parallel zu einer Vorzugsachse EA ausgerichtet sind.
Die gestrichelten Linien zeigen dabei das ausgedehnte externe magnetische Streufeld, das
zu einer deutlichen Erhöhung der Gesamtenergie beiträgt. Eine Möglichkeit das Streufeld
zu reduzieren, ist die Aufspaltung der Magnetisierung in mehrere Bereiche, so genannte
Domänen [Kit49]. Wie Abb. 2.2 a) und b) zeigen, kann eine Aufteilung in antiparallele
Domänen das Streufeld durch magnetischen Kurzschluss reduzieren. Dadurch verändert
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sich auch die von außen betrachtete mittlere Magnetisierung. Noch weiter verringern lässt
es sich durch das in c gezeigte Ausbilden von Abschlussdomänen, die den magnetischen
Fluss komplett schließen. Allerdings ist jede Ausbildung von Domänen der Austauschstei-
ﬁgkeit entgegengesetzt. Treten wie in Abb. 2.2 c) auch Domänen auf, die nicht parallel zur
EA ausgerichtet sind, kommt ebenfalls Anisotropieenergie hinzu. Je nachdem wie groß die
einzelnen Beiträge sind, ergibt sich also ein unterschiedlicher Magnetisierungszustand. Ei-
ne Änderung der Magnetisierung ist nicht nur durch Rotation der Domänen, sondern auch
wie in Abb. 2.2 d) gezeigt durch die Verschiebung der Domänenwände möglich. In den
Domänenwänden ändert sich die Magnetisierung nicht schlagartig, sondern kontinuierlich
über eine gewisse Breite. Abhängig von den Rahmenbedingungen treten unterschiedliche
Typen von Domänenwänden auf. In Proben, die deutlich dicker als die Domänenwand
sind, treten meist Bloch-Wände auf, in denen die Magnetisierung innerhalb der Wande-
bene rotiert. In sehr dünnen Filmen rotiert die Magnetisierung jedoch innerhalb einer
Néel-Wand in der Filmebene, da eine Magnetisierung senkrecht dazu aufgrund des Dema-
gnetisierungsfaktors sehr unvorteilhaft ist. Die Breite einer Domänenwand ergibt sich aus
der Anisotropieenergie und der Austauschwechselwirkung. Eine starke Austauschwechsel-
wirkung führt zu geringen Magnetisierungsgradienten und breiten Wänden. Eine starke
Anisotropiekonstante verringert die Gradienten und damit die Anzahl der Momente mit
großem Anteil entlang der schweren Achse. Eine Ummagnetisierung über Domänenwand-
verschiebung ist oft leichter als über Rotation, jedoch können Inhomogenitäten im Ma-
terial wie Einschlüsse von Fremdmaterial, ähnlich wie bei kristallinen Versetzungen, die
Bewegung der Domänenwände behindern. Zur vollständigen Beschreibung des magnet-
a) b) c)
EA
d)
H
Abb. 2.2: Verringerung des magnetischen Streufeldes durch Ausbildung von Domänen.
ischen Verhaltens einer Probe ist eine genaue Untersuchung der magnetischen Domänen
notwendig. Die im Rahmen dieser Arbeit verwendeten Messungen ergeben immer nur
stark räumlich gemittelte magnetische Informationen. Deutlich genauere Informationen
mit hoher räumlicher Auﬂösung zur genauen Bestimmung der Domänenkonﬁguration und
Magnetisierungsdynamik sind zum Beispiel mit Hilfe optischer Mikrokopie auf Basis des
Kerr-Eﬀektes und Faraday-Eﬀektes [McC15], aber auch durch Streuung und Transmission
von Elektronen, Neutronen und Röntgenstrahlen möglich [Sch+09].
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2.3 Magnetische Energiebeiträge
Die magnetischen Eigenschaften einer Probe lassen sich am einfachsten durch die einzelnen
Energiebeiträge verdeutlichen. Es stellt sich immer der Magnetisierungszustand in dem
lokalen Minimum mit der geringst möglichen Gibbs-Energie G = H−TS ein. Nimmt man
an, dass es in den Vorgängen nicht zu einer nennenswerten Änderung von Temperatur T
und Entropie S kommt, vereinfacht sich der relevante Energiebetrag auf die Enthalpie
H = Uint −
∫
σij(~r)εij(~r)dV, (2.6)
die sich aus der inneren Energie Uint und Volumenänderungsarbeit zusammensetzt. Da in
diesem Fall nicht der Absolutbetrag der Energie, sondern die Energieunterschiede je nach
Ausrichtung der Magnetisierung entscheidend sind, müssen nur Anteile berechnet werden,
die sich mit der Ausrichtung der Magnetisierung ändern. Daraus ergeben sich eine Reihe
richtungsabhängiger (anisotroper) magnetischer Eigenschaften. Die Magnetisierung ferro-
magnetischer Materialien hat in der Regel Vorzugsrichtungen, die so genannten leichten
Achsen (EA), in der die richtungsabhängigen Energiebeiträge minimal sind. Die Achse,
bei der die Beträge maximal sind, wird als schwere Achse (HA) bezeichnet.
M
EA
ex
ey
𝐻
Ԧ𝜎𝜃𝐻
𝜃𝜎
𝜃𝑀
𝜃𝐸𝐴
M
EA
ex
ey
𝐻
Ԧ𝜎
𝜑𝐻
𝜑𝜎
𝜑𝐸𝐴
Abb. 2.3: Deﬁnition der Vektoren von leichter Achse ~EA, Magnetisierung ~M , Magnetfeld ~H,
mechanischer Spannung ~σ in einem kartesischen Koordinatensystem mit den Ein-
heitsvektoren ~ex, ~ey. Links in Winkeln Θ zur Koordinatenachse ~ex, rechts relativ zur
Magnetisierung ~M .
Zeemann-Energie Die Zeemann-Energie UZ ist die potenzielle Energie eines magnet-
ischen Moments in einem externen Magnetfeld. Sie ergibt sich anschaulich aus den Dreh-
momenten der Magnetisierung ~M in einem Magnetfeld ~H
UZ = −µ0
∫
~M(~r) ~H(~r)dV. (2.7)
Dabei ist µ0 = 4pi · 10−7Vs/Am die magnetische Feldkonstante. Für ein Volumen V mit
homogener Magnetisierung und konstantem Magnetfeld vereinfacht sich dies zu
UZ = −µ0MH cos(ϕH)V. (2.8)
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Anisotropie Intrinsische Anisotropiernergie fasst materialspeziﬁsche Ansisotropiebei-
träge mit den empirisch zu ermittelnden Anisotropiekonstanten K0 und K1 zusammen.
Dazu zählt beispielsweise die kristalline Anisotropie, die vornehmlich auf einer Kopp-
lung zwischen Kristallgitter und Atomorbitalen beruht (Spin-Orbit- und Orbit-Gitter-
Kopplung). Anschaulich lässt sich dies durch benachbarte Atome mit nicht-sphärischen
Orbitalen erklären. Je nach Magnetisierungsrichtung überlappen sich die Orbitale un-
terschiedlich stark und der Wert des Austauschintegrals verändert sich entsprechend. In
kristallinen Materialien stellt dieser Eﬀekt den dominierenden Anisotropiebeitrag dar und
bestimmt damit maßgeblich die Magnetisierung.
Ein weiterer intrinsischer Beitrag kann durch das Anlegen von Magnetfeldern während
der Herstellung erzielt werden und wird als induzierte Anisotropie bezeichnet. Dieses
Prinzip ist nur bei inhomogenen Materialien wie zum Beispiel Legierungen möglich und
beruht auf der Ausbildung einer Nahordnung wie sie in Abb. 2.4 beispielhaft für eine
zwei-einelementige Legierung dargestellt ist. Das Induzieren einer Anisotropie ist auch
noch nach der Abscheidung möglich. Dazu wird die Probe in einem Magnetfeld in ent-
sprechender Richtung gesättigt und die Temperatur soweit erhöht, dass eine signiﬁkante
Diﬀusion auftritt, jedoch unterhalb der Curie-Temperatur, damit die ferromagnetischen
Eigenschaften noch erhalten bleiben.
Abb. 2.4: Beispielhafte Darstellung einer induzierten Anisotropie durch eine gerichtete Nahord-
nung. Aus [Goj12] nach [Cul+11]
.
Für den häuﬁgen Fall einer uniaxialen Symmetrie lässt sich die intrinsische Anisotropie-
energiedichte uK durch eine Reihenentwicklung mit dem Winkel ϕEA zwischen Symme-
trieachse und Magnetisierung beschreiben [Cul+11, S.203].
uK = K0 +
M∑
m=1
Kmsin
2m(ϕEA) (2.9)
Die Terme höherer Ordnung werden in der Regel vernachlässigt, da sie sich durch die
thermische Fluktuation im Mittel ausgleichen. Der Term nullter Ordnung K0 ist konstant
und hat keine Richtungsabhängigkeit. Daher ist er für die Bestimmung der Minima irre-
levant und wird auch selten angegeben. Somit bleibt als relevanter, anisotroper Beitrag
K1 und ergibt damit die relevante Anisotropieenergiedichte
∆uK = K1sin
2(ϕEA). (2.10)
Dieser Wert ist rein phänomenologisch und muss aus Messungen ermittelt werden.
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Streufeld Jeder magnetische Dipol erzeugt ein Streufeld, dass sich mit einem angelegten
externen Magnetfeld überlagert. Das interne Streufeld
~HD = −B ~M (2.11)
ist innerhalb der Probe der Magnetisierung entgegen gerichtet, es wird als Demagnetisie-
rungsfeld bezeichnet und durch einen Demagnetisierungstensor B beschrieben. Ähnlich
der Zeemann-Energie ergibt sich ein weiterer Energiebeitrag
UD =
µ0
2
∫
~HD(~r) ~M(~r)dV (2.12)
durch das interne magnetische Streufeld ~HD. Für nicht ellipsoide Proben ist das Streufeld
innerhalb der Probe nicht konstant und muss aufwendig berechnet werden. Für einfa-
che Geometrien wie Quader ist das zum Beispiel im Sättigungsfall analytisch möglich
[Aha+00]. Für komplexere Geometrien muss das Streufeld nummerisch z. B. mit ﬁniten
Elementen berechnet werden, wie z.B in Kap. 4.2.2. Für exakte Berechnungen ist die Sät-
tigungsnäherung nicht mehr ausreichend und der Einﬂuss magnetischer Domänen muss
in die Modellierung mit einbezogen werden.
Exchange Bias Als Exchange Bias (EB) bezeichnet man einen Eﬀekt, der an der Grenz-
ﬂäche zweier unterschiedlich geordneter magnetischer Schichten auftritt [Ber+99]. Im Spe-
ziellen ist hier ein unidirektionales Bias interessant, das durch die Kopplung eines ferro-
magnetischen und eines antiferromagnetischen Films entsteht. In der Wirkung lässt sich
die Austauschwechselwirkung zwischen den beiden Filmen mit einem externen Magnetfeld
vergleichen, das ausschließlich auf den ferromagnetischen Film wirkt. Dem entsprechend
wird ein Exchange Bias durch ein äquivalentes Magnetfeld ~HEB charakterisiert. Dessen
Stärke und Richtung wird durch die Materialkombination an der Grenzﬂäche, die Dicke
der Schichten und die Ausrichtung des Antiferromagneten bestimmt [Lag+14].
Magnetoelastische Energie Die magnetoelastische Energie ume ergibt sich aus dem
magnetoelastischen Spannungstensor bσ und dem Dehnungstensor ε. Für ein isotropes
Material beträgt dieser
ume = bσε = bσ
θ
′2
Mx − 13 θ′MxθMy θ′Mxθ′Mz
θ′Myθ
′
Mx θ
′2
My − 13 θ′Myθ′Mz
θ′Mzθ
′
Mx θ
′
Mzθ
′
My θ
′2
Mz − 13
⊗
εxx εxy εxzεyx εyy εyz
εzx εzy εzz
 . (2.13)
Der magnetoelastische Kopplungskoeﬃzient bσ entspricht der maximal erzielbaren Span-
nung in Sättigung und muss experimentell bestimmt werden. Der Zusammenhang zwi-
schen Magnetisierung und Spannung in den einzelnen Raumrichtungen wird durch die
Richtungskosinusse θ′ = cos(θ) berücksichtigt. Im vereinfachten Fall eines isotropen Ma-
terials und einer Dehnung ausschließlich parallel zur Spannung reduziert sich dies auf
ume = −3
2
λsσ cos
2 ϕσ. (2.14)
9
2.4 ∆C-Eﬀekt
Aufgrund der magnetoelastischen Kopplung kommt es nun zu veränderten mechanischen
Eigenschaften durch zusätzliche magnetoelastische Dehnungskomponenten. Wie stark sich
ein Material einer mechanischen Spannung widersetzt, wird durch seine Steiﬁgkeit C be-
stimmt. Entlang allen drei Raumrichtungen sind eine Dehnungs- und zwei Scherkompo-
nenten möglich. Somit ergeben sich je neun Komponenten für die Spannungsmatrix σ als
auch für die Verzerrungsmatrix
ε =
εxx εxy εxzεyx εyy εyz
εzx εzy εzz
 =
 εxx εxy εxzεyy εyz
symm. εzz
 . (2.15)
Die Diagonalelemente beschreiben die Dehnungen, die restlichen Elemente Scherungen.
Der Steiﬁgkeitstensor, der im Hook'schen Gesetz den Zusammenhang zwischen Spannung
und Verzerrung beschreibt, ist demnach ein vierwertiger Tensor mit 92 = 81 Komponen-
ten. Durch das Ausnutzen von Symmetrien im Spannungs- und Verzerrungstensor lässt
er sich jedoch auf 62 = 36 Komponenten reduzieren und kompakt mit nur zwei Indizes
als Matrix in der Voigt-Notation
ε1
ε2
ε3
ε4
ε5
ε6

V
:=

ε11
ε22
ε33
2ε23
2ε13
2ε12

(2.16)
darstellen. Damit ergibt sich das allgemeine Hook'sche Gesetz:
σ =

σ1
σ2
σ3
σ4
σ5
σ6

V
=

C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56
C61 C62 C63 C64 C65 C66

V
·

ε1
ε2
ε3
ε4
ε5
ε6

V
= Cε (2.17)
Die inverse Größe zur Steiﬁgkeit C ist die Nachgiebigkeit S und es gilt
ε = Sσ. (2.18)
Die Gesamtdehnung ε ergibt sich aus Hook'scher Dehnung und der magnetoelastischen
Dehnung (Magnetostriktion). Um diese zu bestimmen, muss die Gesamtenthalpiedichte
h =
uint − σε
V
(vgl. Gl. 2.6) (2.19)
nach der Dehnung minimiert werden. Der dehnungsabhängige Teil von u summiert sich
aus der elastischen Energiedichte uel = 12εCε und dem magnetoelastischen Anteil ume =
10
σε. Somit ergibt sich
∂h
∂ε
=
∂
∂ε
(
1
2
εCε+ bσε− σε
)
= 0 (2.20)
⇔ εC + bσ − σ = 0 (2.21)
und mit Umstellen nach ε die Gesamtdehnung als Summe aus Hook'scher und magneto-
striktiver Dehnung.
ε = Sσ − Sbσ := εHook + λ (2.22)
2.4.1 ∆E-Eﬀekt
Zunächst wird jedoch der übersichtliche Fall einer einfachen Dehnung ε11 entlang einer
Spannung σ11 betrachtet. Die S11 Komponente beschreibt diese Abhängigkeit, ihr Kehr-
wert ist der E-Modul. Die Spannung führt aber auch zu einer magnetoelastischen Dehnung
λ11 und verringert über
S11(H, σ, ε) =
1
E
=
∂ε11
∂σ11
=
∂(e11 + λ11)
∂σ11
=
1
Es
+
∂λ11
∂σ11
(2.23)
somit das E-Modul verglichen mit dessen Wert in Sättigung Es. Dieser Zusammenhang
macht die Abhängigkeit des Youngschen Moduls von spannungsinduzierten Änderungen
der Magnetisierung deutlich. In den folgenden Rechnungen vereinfachen wir die Schreib-
weise mit λ11 = λ, ε11 = ε, σ11 = σ. Um die Abhängigkeit des Moduls vom Magnetfeld zu
beschreiben, kann ein um die magnetoelastische Kopplung erweitertes StonerWohlfarth-
Modell verwendet werden. Dieses Modell ist ursprünglich dazu gedacht die Magnetisierung
eines eindomänigen, ferromagnetischen Partikels mit uniaxialer Anisotropie zu beschrei-
ben [Sto+48]. Der Winkel ΘH der Magnetisierung mit Betrag Ms ergibt sich durch Mini-
mierung der Anisotropieenergiedichte
u =uK + uZ + ume (2.24)
=Ku sin
2(ΘM −ΘEA) + µ0MsH cos(ΘH −ΘM)− 3
2
λsσ cos
2(ΘM −Θσ). (2.25)
Der erste Term uK gibt den Beitrag der uniaxialen Anisotropieenergie aufgrund der leich-
ten Achse in Richtung ΘEA mit einer Anisotropiekonstante Ku > 0 an. Der zweite Term
berücksichtigt die Zeemann-Energie des magnetischen Moments im Magnetfeld H. Der
dritte Term ume ist der uniaxiale Beitrag durch die magnetoelastische Kopplung und ei-
ner Spannung σ im Winkel von Θσ. Der Winkel der Magnetisierung θM stellt sich so ein,
dass er auf einem lokalen Energieminimum liegt. Für den Fall, dass Magnetfeld und Span-
nung rechtwinklig zur leichten Achse (ΘEA = pi/2) anliegen, lässt sich das lokale Minimum
analytisch lösen.
∂u
∂ΘM
= (2Ku cos(ΘM) + µ0MsH − 3λsσ) sin(ΘM) = 0 (2.26)
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Für ΘEA = 0, pi ist die Bedingung erfüllt und es ergibt sich mit
H = ±2Ku − 3λs
µ0Msσ
= HK,σ =
2Keﬀ
µ0Ms
(2.27)
ein Ausdruck für Anisotropiefeld HK,σ und eﬀektive Anisotropiekonstante Keﬀ in Abhän-
gigkeit der Spannung. Für alle anderen Magnetisierungswinkel ist die Bedingung erfüllt,
wenn
2Ku cos(ΘM) + µ0MsH − 3λsσ = 0. (2.28)
Durch Einsetzen von Gl. 2.2 ergibt sich daraus die Magnetisierungskurve
MH(H) =
HMsHK,σ falls H ≤ HK,σMs falls H > HK,σ . (2.29)
Unterhalb einer Feldstärke von Hk,σ nimmt die Magnetisierung linear zu und geht dann
oberhalb in Sättigung. An diesem Punkt überkommt die Zeemann-Energie die eﬀektive
Anisotropieenergie aus der Summe von intrinsischer- und magnetoelastischer Anisotropie-
energie und die Magnetisierung bleibt konstant bei ΘM = 0.
Durch Einsetzen von Gl. 2.2 in Gl. 2.3 erhält man einen Ausdruck für die Magnetostriktion
in Abhängigkeit der Magnetisierung, die wiederum durch Gl. 2.29 in Abhängigkeit des
externen Feldes H angegeben werden kann.
λ =
3
2
λs
M2
M2s
=
3
2
λs
H2
H2k,σ
=
3
2
λs
(Hµ0Ms)
2
(2K − 3λsσ)2 mit Gl. 2.27 (2.30)
Nun kann die Änderung der Magnetostriktion mit der mechanischen Spannung, in Ab-
hängigkeit eines externen Magnetfelds H berechnet werden.
∂λ
∂σ
(H) = dσME(H) =
3
2
(Hµ0Ms)
2(−2)(2K − 3λs)−3(−3λs) = 9(Hµ0Msλs)
2
(2K − 3λsσ)3 (2.31)
=
9H2λ2s
µ0MsH3kσ
mit Gl. 2.27 (2.32)
Einsetzt in Gl. 2.23 ergibt sich damit für den E-Modul
E(H, σ) = S−111 (H, σ) =
(
9λ2sH
2
H3Kσµ0Ms
+
1
Es
)−1
. (2.33)
Der maximale ∆E-Eﬀekt tritt beim eﬀektiven Anisotropiefeld Hkσ auf
∆Emax =
Es
Emin
=
E(∞)
E(Hkσ)
= Es ·
(
9λ2s
Keﬀ
+
1
Es
)−1
. (2.34)
Vergleichbare Rechnungen mit einem erweiterten Stoner-Wohlfahrt Modell ﬁnden sich in
[Squ+95].
Für die Verwendung in Sensoren ist allerdings nicht der absolute Eﬀekt entscheidend,
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sondern die relative Änderung des E-Moduls mit dem Magnetfeld
Smag =
∂E(H, σ)
∂H
= − 18λ
2
sE
2
sµ0MsK
3
eﬀH
(9λsH2Es + µ0MsK3eﬀ)
2
, (2.35)
die im Folgenden als magnetische Empﬁndlichkeit bezeichnet wird. Deren Maximum un-
terhalb der Sättigung beträgt
Smag,max = ±3
5/2µ0MsλsE
3/2
s
8K
3/2
eﬀ
∝ MsλsE
3/2
s
K
3/2
eﬀ
(2.36)
Zur Interpretation der Ergebnisse werden diese in Form des Verlaufs von Magnetisierung,
E-Modul und Empﬁndlichkeit für drei exemplarische Fälle gemäß den vorangegangenen
Gleichungen berechnet und sind in Abb. 2.5 dargestellt. Ebenso ﬁnden sich dort die Ma-
terialparameter, wie sie für amorphe magnetoelastische Materialien typisch sind.
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Fall 1 2 3
Keﬀ/kJm−3 1 0.5 1
HKσ/kAm−1 1.4 0.7 1.4
λs/ppm 11 11 11
µ0Ms/T 1.5 1.5 1.5
Es/GPa 150 150 150
σ/Pa 0 0 0
Abb. 2.5: Analytisches Modell auf Basis einer eindomänigen Probe mit einer Ausrichtung von
leichter Achse ~EA, Magnetisierung ~M , Magnetfeld ~H und Spannung ~σ wie in der
Skizze gezeigt. Untersucht werden die drei in der Tabelle angegebenen Fälle in Bezug
auf Magnetisierung E-Modul und magnetischer Empﬁndlichkeit Smag in Abhängigkeit
eines Magnetfeldes ~H.
Verglichen mit Fall 1 ist in Fall 2 die eﬀektive Anisotropie halb so groß; in Fall 3 die Kopp-
lungskonstante doppelt so groß. Die Magnetisierungskurve ist nur von der eﬀektiven Ani-
sotropiekonstante Keﬀ beeinﬂusst, da die Spannung in allen Fällen Null ist. Daher sind die
Magnetisierungskurven in den Fällen 1 und 2 identisch. Die Abszisse ist normiert auf das
Anisotropiefeld des ersten Falls Hkσ1 = 2Hkσ2. Die Verläufe von M(H), E(H), Smag(H)
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sind punktsymmetrisch um den Ursprung und es tritt keine Hysterese auf. Im Nullfeld
und in Sättigung (|H| > Hkσ) sind die E-Module identisch mit Es. Dazwischen nimmt der
E-Modul mit steigender Feldstärke in allen Fällen stetig ab und ist an der Unstetigkeit
bei |H| = Hkσ minimal. Die Minima unterscheiden sich, wie gemäß Gl. 2.34 zu erwarten,
deutlich, da die Kopplung quadratisch eingeht. Bei H = 0 sind die Empﬁndlichkeiten
Null und steigen dann bis zu einem Maximum an. Sowohl Empﬁndlichkeiten als auch die
entsprechenden Feldstärken unterscheiden sich, wobei hier besonders die eﬀektive Aniso-
tropiekonstante Keﬀ entscheidend ist. Am Übergang in die Sättigung zeigt sich auch hier
eine deutliche Unstetigkeit. Vergleichbare Ergebnisse ﬁnden sich bei Sarkozi [Sar+00]. In
diesem Bereich zeigt das Modell deutliche Abweichungen, da zum einen die Dämpfung
von Magnetisierungsprozessen fehlt und vor allem bei realen Proben die Anisotropie eher
durch eine Verteilung beschrieben werden muss.
2.4.2 Simulationen für verteilte Anisotropien
In der im Rahmen dieser Arbeit durch den Autor betreuten Masterarbeit von Benjamin
Spetzler entstand ein erweitertes numerisches magnetisches Modell [Spe17]. Es berücksich-
tigt sowohl Anisotropieverteilung als auch beliebige Konﬁgurationen von leichter Achse
~EA, Magnetisierung ~M , Magnetfeld ~H und Spannung ~σ. Möglich wird dies durch ein Mean
Field Model und eine komplett tensorielle Berechnung der mechanischen und magnetisch-
en Eigenschaften. Der iterative Berechnungsprozess ist schematisch in Abb. 2.6 gezeigt.
Im Modell wird die Probe in NT Teilstücke mit jeweils einer eigenen Anisotropie (Betrag
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Abb. 2.6: Skizze des Iterationsprozesses zur Berechnung von Spannung, Dehnung und Mag-
netisierung in einer magnetoelastischen Schicht. Um Verteilungen der magnetischen
Eigenschaften zu berücksichtigen, wird die Schicht in NT Teile aufgeteilt.
und Winkel) unterteilt. In einem iterativen Prozess wird nun ausgehend von Startwerten
für Spannung, Dehnung und Magnetisierung für jedes Teilchen die Magnetisierung mit der
geringsten Gesamtenergie gemäß Kap. 2.3 bestimmt. Aus der gemittelten Magnetisierung
ergibt sich eine Magnetostriktion, die entsprechend der mechanischen Randbedingungen
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der Probe zu einer Spannung und Dehnung der Gesamtprobe führen. Diese globalen Werte
gehen nun erneut für alle Teilchen der Verteilung in die Berechnung der Magnetisierung
aufgrund der Energieminimierung ein. Neben der globalen Kopplung durch die Spannung
wird das Streufeld aller Teilchen in die Berechnung der Magnetisierung eines Einzelteil-
chens berücksichtigt. Unterscheiden sich die Ergebnisse zweier Iterationsschritte um we-
niger als einen festgelegten Grenzwert, wird die Iteration an diesem Schritt abgebrochen
und die aktuellen Werte als Ergebnis festgelegt. Abb. 2.7 zeigt die Ergebnisse des Mo-
dells in Form von Magnetisierung und E-Modul für verschiedene Anisotropieverteilung
bei konstanter Kopplung von λs = 11ppm.
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Abb. 2.7: Simulierter Einﬂuss von Anisotropieverteilungen auf der Verlauf von Magnetisierung
und ∆E-Eﬀekt für steigende Magnetfelder.
Auf der linken Seite sind ein konstanter Wert und Verteilungen der Anisotropiekonstante
Keﬀ = 1 kJ/m3 mit einer Standardabweichung von 5% bzw. 20% angenommen. Im Fall
1 (ohne Verteilung) wiederholt sich das Ergebnis der analytischen Rechnung mit einem
w-förmigen Verlauf des E-Moduls und einer Sprungstelle beim Anisotropiefeld. Mit zu-
nehmender Streuung von Keﬀ in Verteilung 2 weicht der Sprung an der äußeren Flanke
deutlich auf und das Minimum des E-Moduls liegt deutlich höher und tritt bereits bei
geringeren Magnetfeldern auf. Die Feldstärke mit dem minimalen E-Modul wird im Fol-
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genden als eﬀektives Anisotropiefeld HA,eﬀ bezeichnet. Die Steigung ist zunächst auf den
äußeren Flanken deutlich größer, bei stärkerer Streuung in Verteilung 3 auf den inneren
Flanken. Eine Hysterese tritt nicht auf. Mit breiter Verteilung runden sich auch die Über-
gänge in der Magnetisierungskurve zunehmend ab und der Verlauf wird s-förmig. In den
Fällen 4  6 kommt zusätzlich zu der Verteilung in der Anisotropiestärke wie in Fall 3 zu
eine zirkulare Normalverteilung des Winkels der EA hinzu. Bereits eine kleine Streuung
des Winkels um wenige Grad in Verteilung 4 führt zu einer Hysterese (Symmetrie um
den Ursprung), die an den unterschiedlich geringen Minima im E-Modul gut zu erkennen
ist. In Verteilung 5 ist die EA um −15◦ verkippt und führt zu einer deutlichen Hysterese
im Verlauf der Magnetisierung. Davon ist auch das E-Modul betroﬀen, dessen mittleres
Maximum leicht verringert und zu positiven Feldstärken verkippt ist. Aus der negativen
Sättigung kommend ist das erste Minimum weniger ausgeprägt und seine beiden Flanken
deutlich ﬂacher. Die Verteilung 6 ist zur Hälfte identisch mit Verteilung 5, die andere
Hälfte hat dagegen eine um +15◦ verkippte EA. Als Resultat ergibt das einen um den Ur-
sprung symmetrischen Verlauf des E-Moduls, der mit abgesenktem mittleren Maximum
und angehobenen Minima deutlich ﬂacher ist.
Ein mechanisch simpleres Modell, dass auf die Berechnung des ∆E-Eﬀekts parallel zum
Magnetfeld ohne Hysterese beschränkt ist, wurde von P.T. Squire vorgestellt [Squ95]. Es
berücksichtigt dafür allerdings zusätzlich auch die Bewegung von Domänenwänden (siehe
Kap. 2.2), wie in Abb. 2.8 links skizziert. Die EA ist in einem Winkel Θ zu Spannung σ
und Magnetfeld ~H ausgerichtet. Die Magnetisierung der Domänen 1 und 2 kann um die
Winkel ϕH1 und ϕH2 rotieren. Zusätzlich ist aber auch die Bewegung der Domänenwand
um eine Strecke dM möglich.
Abb. 2.8: Modell des ∆E-Eﬀekts von P.T. Squire unter Einbeziehung von Domänenwandver-
schiebungen. Verteilungen der Anisotropiestärke- (Mitte) und Winkel (rechts) führen
grundsätzlich zu gleichem Verhalten wie das Mean-Field-Modell. Nach [Squ95] mit
Genehmigung von Elsevier.
Im Ergebnis führt auch hier eine breitere Verteilung der Anisotropiestärke zu einem Auf-
weichen der äußeren Flanke und Verschiebung des Minimums zu geringeren Feldstärken.
Für eine Winkelverteilung der Anisotropie ergibt sich ein ähnliches Verhalten und zusätz-
lich tritt eine Absenkung des E-Moduls im Nullfeld auf. Die Ergebnisse der beiden Modelle
zeigen einheitlich, dass neben den Mittelwerten von EA und Keﬀ auch deren Verteilun-
gen einen großen Einﬂuss auf den Verlauf des E-Moduls haben und sich immer negativ
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auf die Empﬁndlichkeit auswirken. Anhand der verschiedenen Verteilungen lassen sich im
späteren Verlauf der Arbeit Rückschlüsse auf die Eigenschaften der magnetischen Schich-
ten der Sensoren ziehen. Zukünftig wäre eine Verbindung der beiden diskutierten Modelle
vorteilhaft. Zusätzlich könnten komplexere hysteretische Domäneneﬀekte [Urs+14] in die
Berechnung mit einbezogen werden, um die Übereinstimmung mit Messungen zu verbes-
sern.
∆G-Eﬀekt Neben dem E-Modul ist besonders eine Änderung der C66-Komponente des
Steiﬁgkeitstensors, auch bekannt als Schermodul G = C66, interessant. In Abb. 2.9 ist der
berechnete E-Modul für eine feste Anisotropieverteilung im Vergleich zum Schermodul
dargestellt. Dabei werden zwei unterschiedliche Winkel zwischen EA und Scherung be-
rücksichtigt. Das Magnetfeld ist in allen Fällen entlang der schweren Achse angelegt.
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Abb. 2.9: Relative Änderung des Youngschen Moduls E im Vergleich zur Änderung des Scher-
moduls G für zwei unterschiedliche Orientierungen von ~EA und ~H. Berechnet für
steigende Magnetfelder mit einer Verteilung von Keﬀ = 1.2±0.2 kJ/m3, ϕ = 90◦±2◦.
Der E-Modul zeigt den bereits bekannten w-förmigen Verlauf mit steigendem Magnetfeld
und den Minima in der Nähe des mittleren Anisotropiefeldes von ca. 1.5mT. Für den Fall
einer Scherspannung senkrecht zur EA und parallel zum Magnetfeld, weist der Verlauf
von G sein Minimum im Nullfeld auf. Zum eﬀektiven Anisotropiefeld steigt es quadra-
tisch an, fällt dann nochmals leicht ab und nähert sich asymptotisch dem Sättigungswert
an. Im Falle einer Scherung parallel zur EA ist die Veränderung des Schermoduls deutlich
größer als die des Youngschen Moduls und der Verlauf zeigt fünf anstatt von drei lokalen
Extrema. Im Nullfeld ist es leicht unterhalb des Sättigungswerts von Gm = 50GPa, steigt
darauf bis zum eﬀektiven Anisotropiefeld HK,σ quadratisch an und fällt dann steil bis auf
ein Viertel des Sättigungswertes bei H = 2.5mT ab. Anschließend steigt der Schermodul
wieder an, nähert sich dem Sättigungswert jedoch nur asymptotisch und ist auch noch
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bei H = 5mT deutlich geringer, während der E-Modul bereits konstant ist. Dieses Ver-
halten des Schermoduls lässt sich dadurch erklären, dass das Material zwar entlang des
Magnetfeldes in Sättigung ist, die Scherspannungen jedoch nie exakt parallel dazu sind
und daher weiterhin zu einer Änderung der Magnetisierung führen. Im Vergleich bleiben
die relativen Änderungen und die magnetische Empﬁndlichkeit des Schermoduls für eine
EA parallel zu den Spannungen hinter denen des E-Moduls zurück. Für eine senkrechte
Ausrichtung zueinander sind sowohl Änderung als auch Änderungsrate um einen Fak-
tor 3 höher als für den E-Modul. Vergleichbare Verläufe von G und G′ auf Basis von
analytischen Berechnungen und experimentellen Messungen ﬁnden sich in [Sar+00] und
[Zho+13].
2.5 Materialwahl
Die Wahl des magnetischen Materials beeinﬂusst maßgeblich die Leistung des Sensor-
systems. Für die Empﬁndlichkeit haben die vorausgegangenen Berechnungen (Gl. 2.36)
folgende Abhängigkeit von grundlegenden Materialparametern ergeben
Smag,max ∝ MsλsE
3/2
s
K
3/2
eﬀ
. (2.37)
Gesucht wird demnach ein Material mit hoher Sättigungsmagnetisierung, großer Kopp-
lung, hohem Elastizitätsmodul und geringer Anisotropiekonstante. Hohe Magnetisierung
haben alle ferromagnetischen Materialien mit großem Anteil der Übergangsmetalle α-
Eisen, Cobalt, Nickel, sowie Gadolinium (vergl. Abb. 2.1). Für eine hohe magnetoelas-
tische Kopplung ist eine starke Spin-Bahn-Wechselwirkung notwendig. Deren Auftreten
ist jedoch nicht auf einfache Zusammenhänge zurückzuführen, so dass in jedem Einzelfall
eine experimentelle Bestimmung notwendig ist.
Besonders hohe Kopplung von nahezu 1% tritt bei seltenen Erden wie Terbium (Tb),
Dysprosium (Dy) oder Samarium (Sm) auf. Dies lässt sich auf die Orbitale der unge-
paarten Elektronen zurückführen. Im Gegensatz zu den Übergangsmetallen treten diese
nicht in den 3d-Orbitalen, sondern in den 4f-Orbitalen auf. Diese liegen deutlich näher
am Kern und führen damit zu einer stärkeren Spin-Bahn-Kopplung. Im Gegenzug sind
allerdings auch die Austauschwechselwirkungen zwischen den 4f-Orbitalen der einzelnen
Atome geringer und führen zu geringen Curie-Temperaturen deutlich unterhalb der Raum-
temperatur und damit zu einem starken Abfall der Kopplung mit steigender Temperatur.
In Legierung mit Eisen z. B. in der unter dem Namen Terfenol-D bekannten Kombination
Tb0,3Dy0,7Fe1,92 lässt sich der Abfall kompensieren und es kann eine Kopplung von über
0.1% bei Raumtemperatur erreicht werden. Anwendung ﬁndet Terfenol-D als Aktuator,
der verglichen mit Piezoelektrika stärker belastet werden kann. [May99]. Die Anisotropie
wird besonders bei kristallinen Materialien durch die kristalline Anisotropie bestimmt und
begrenzt damit die Eignung von Terfenol-D für Sensoranwendungen durch typische Werte
18
von Keﬀ ≈ 400 kJ/m3.
Durch die Verwendung von amorphen Materialien ohne Fernordnung kann der kristalline
Beitrag zu Anisotropiekonstante vermieden werden. Amorphe Metalle, auch metallische
Gläser genannt, werden in großen Volumen für die Verwendung als Warensicherungseti-
ketten und Transformatorblechen hergestellt. Die Kristallisation der Legierung wird durch
sehr schnelles Abkühlen von bis zu einer Million Grad pro Sekunde aus der Schmelze auf
einem schnell rotieren Kupferzylinder erreicht. Neben den magnetischen Bestandteilen aus
Eisen und Kupfer werden den Legierungen Elemente wie Silizium (Si) oder Bohr (B) zu-
gesetzt, die zu einer komplexeren Kristallstruktur führen. Durch das schnelle Abschrecken
aus der amorphen Schmelze haben die Atome keine Möglichkeit sich komplex umzuordnen
und die amorphe Struktur bleibt erhalten.
In dünnen Schichten lassen sich die amorphen Metalle auch durch physikalische Gaspha-
senabscheidung herstellen, wenn die freie Energie der Atome beim Auftreﬀen auf das Sub-
strat sehr gering ist. Auch wenn die Kopplung dieser Materialien mit 10  50 ppm deutlich
geringer ist, weisen sie aufgrund der sehr geringen Anisotropieenergie von Keﬀ ≈ 1 kJ/m3
dennoch einen großen ∆E-Eﬀekt von ∆E = −0.3Es auf [Lud+02]. In amorphen FeSiB
wurde bei einer sehr geringen Anisotropieenergie vonKeﬀ ≈ 0.1 kJ/m3 ein maximaler ∆E-
Eﬀekt ∆E = −0.75Es gemessen [Atk+93]. Im Vergleich dazu zeigt Terfenol-D in [Kel+04]
ebenfalls ein ∆E-Eﬀekt von ∆E = −0.75Es, jedoch wird dies erst bei einer mit einer mit-
tels mechanischer Vorspannung herabgesetzten Anisotropieenergie von Keﬀ ≈ 100 kJ/m3
erreicht.
Bei den in der Literatur genannten Werten, werden allerdings keine Angaben zur Vertei-
lung der Anisotropie gemacht, die gemäß Kap. 2.4.2 großen Einﬂuss auf den Eﬀekt haben.
Des Weiteren wird in der Regel das äußerlich angelegte und nicht das innere Magnetfeld
unter Berücksichtigung des von der Geometrie der Probe abhängigen Demagnetisierungs-
feldes angegeben. Auch die Bestimmung der magnetostriktiven Kopplung dünner Filme
auf Substraten ist problematisch [Gue+04]. Die Eigenschaften der in dieser Arbeit vor-
rangig untersuchten Schichten aus amorphem FeCoSiB lassen sich daher nur abschätzen.
Bedingt durch die Messmethode, bei der eine dünne magnetische Schicht einen Silizium-
balken verbiegt, lässt sich nur auf die magnetostriktiv verursachte mechanische Spannung
(magnetoelastischer Kopplungskoeﬃzient bσ) schließen. Die magnetostriktive Dehnung λs
berechnet sich dann aus dem Produkt aus Elastizitätsmodul in Sättigung und dem Kopp-
lungskoeﬃzienten.
Je nach Quelle unterscheiden sich die Werte deutlich:
bσ = −9.4MPa; E = 100GPa ν = 0.3 [Gre+10]
bσ = −6.0MPa; E = 150GPa [Lud+02]
Der endgültig nutzbare und messbare Eﬀekt ist immer eine Produkteigenschaft aus den
grundsätzlichen Materialeigenschaften und den allgemeinen Rahmenbedingungen.
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3 Sensorkonzept und Betrieb
In diesem Kapitel wird zunächst das verwendete Sensorprinzip vorgestellt und die zu
Grunde liegenden Eﬀekte näher ausgeführt. Anschließend wird das Sensorprinzip in ein-
zelne Prozesse aufgetrennt und entsprechende Empﬁndlichkeiten für die Prozesse deﬁniert.
Nach Einführung der Kenngrößen zur Charakterisierung eines Sensorsystems folgen dann
die Grundlagen zur verwendeten Methode der Signalmodulation. Anschließend werden
die Grundlagen piezoelektrischer Resonatoren und deren Verwendung zur Messung der
Resonanzfrequenz und vorgestellt. In Messungen an einem Testsystem werden die vor-
angegangenen Verfahren angewandt und die Eigenschaften des Sensorsystems bestimmt.
3.1 Grundlegendes Sensorprinzip Resonator
Das Sensorprinzip beruht auf Basis eines mechanischen Resonators, der mit einer mag-
netoelastischen Schicht bedeckt ist und aufgrund deren ∆E-Eﬀekt in seiner Resonanzfre-
quenz verstimmt wird1. Im Falle eines einseitig geklemmten Biegebalkens gilt nach der
analytischen Euler-Bernoulli-Balkentheorie (siehe Kap. 4.1.1) der Zusammenhang
fR ∝
√
E (3.1)
zwischen Elastizitätsmodul E und Resonanzfrequenz fR. Das Sensorprinzip nutzt diese
Abhängigkeit und übersetzt die Änderung der Resonanzfrequenz mit einer piezoelektri-
schen Schicht auf dem Resonator in eine elektrisch messbare Größe. Abb. 3.1 a) zeigt
ein Fotos eines solchen MEMS-Resonators, der mit dem magnetostriktiven Material Fe-
CoSiB und dem piezoelektrischen Material Aluminium Nitrid (AlN) beschichtet ist. Die
Systemskizze in Abb. 3.2 gibt eine vereinfachte Übersicht über das Sensorprinzip und das
verwendete Betriebsverfahren.
1Andere Eﬀekte auf die Änderung der Resonanzfrequenz wie der Poleﬀekt haben einen zu vernachlässi-
genden Einﬂuss [Hon+08].
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Abb. 3.1: Foto und Skizze eines typischen Sensors bestehend aus einer schwingenden Struktur in
Form eines Biegebalkens der mit einem magnetostriktiven und einer piezoelektrischen
Material beschichtet ist.
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Abb. 3.2: Systemskizze des Sensorkonzepts eines magnetisch verstimmten elektromechanischen
Oszillators.
Am Anfang steht das zu messende Signal in Form eines zeitlich veränderlichen Magnet-
feldes H(t). Zusätzlich zu diesem wird ein statisches Magnetfeld (Biasfeld) HAP angelegt,
um den magnetischen Arbeitspunkt auf maximale Empﬁndlichkeit einzustellen. Durch
den ∆E-Eﬀekt wird das magnetische Signal H(t) in ein veränderliches E-Modul E(t)
umgesetzt. Abhängig von der Geometrie des Sensors führt dies zu einer zeitlichen Verän-
derung der Resonanzfrequenz fR(t). Durch eine piezoelektrische Schicht auf dem Sensor
tritt eine elektromechanische Resonanz auf, die starke Änderungen des komplexen Wi-
derstandes (Impedanz) ~Z verursacht. Je nach Frequenz der Anregungsspannung sind die
Änderung des Betrages |~Z|(t) oder des Phasenwinkels Φ(t) maximal. Mit einer Anregungs-
spannung U(t) der Frequenz fAP wird zum einen die piezoelektrische Schicht als Aktuator
genutzt, um den Resonator anzutreiben, zum anderen lässt sich aus dem Strom die Impe-
danz bestimmen. Je nach Betriebsfrequenz innerhalb der elektromechanischen Resonanz
ergibt sich so eine Modulation in der Phase oder der Amplitude des Stromes. Durch die
Modulation wird das magnetische Signal in das Seitenband des hochfrequenten Trägersi-
gnals gemischt. Die höhere Frequenz bietet den Vorteil eines geringeren Rauschens aller
Systemkomponenten und das Signal kann rauscharm weiterverarbeitet werden. Ein La-
dungsverstärker setzt den Strom des elektromechanischen Resonators in eine Spannung
um, die anschließend digitalisiert wird. Mittels digitaler Signalverarbeitung wird das Sig-
nal demoduliert und anhand der Empﬁndlichkeit skaliert und entzerrt.
3.2 Empﬁndlichkeit
Um die Gesamtempﬁndlichkeit Sges des Sensor auf ein Magnetfeld zu bestimmen, ist es
praktisch sie als Produkt aus Faktoren, welche die einzelnen physikalischen Vorgänge ab-
bilden, zu beschreiben. Dabei wird an dieser Stelle zur besseren Übersicht, die vereinfache
Annahme getroﬀen, dass mechanische Spannung und Magnetfeld in die gleiche Richtung
zeigen. Auch werden die Kennlinien der Prozesse linear approximiert, was nur für kleine
Signalamplituden oder eine aktive Regelung des Arbeitspunktes zulässig ist.
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Am Anfang steht die Änderung der Magnetisierung des Sensors
Smat,M =
∂M
∂H
∣∣∣∣
σAP
= χ (3.2)
in einem externen Magnetfeld unter der Annahme konstanter externer mechanischer Span-
nung σAP am Arbeitspunkt. Sie entspricht damit der magnetischen Suszeptibilität χ. Als
nächstes folgt die Änderung des E-Moduls
Smat,E =
∂E
∂M
, S ′mat,E =
Smat,E
E(MAP)
(3.3)
mit der Magnetisierung. Neben der absoluten Empﬁndlichkeit sind auch die relativen
Veränderungen interessant und durch einen Apostroph gekennzeichnet. Aus den beiden
Teilprodukten des Materials ergibt sich die Empﬁndlichkeit Smat des magnetischen Mate-
rials
Smat,M · Smat,E = Smat = ∂E
∂H
∣∣∣∣
MAP
, S ′mat =
Smat,M
E(MAP)
, (3.4)
die beschreibt wie stark sich der E-Modul durch ein magnetisches Feld H ändert. Be-
stimmt wird diese Größe am magnetischen Arbeitspunkt mit der Magnetisierung MAP.
Der geometrische Aufbau des Sensors und der mechanische Einﬂuss der magnetischen
Schicht auf die Schwingung des Resonators werden durch eine geometrische Empﬁndlich-
keit Sgeom beschrieben. Je nach verwendeter Schwingungsmode ändert sich deren Reso-
nanzfrequenz fR(Mode) mit
Sgeom =
∂fR
∂E
∣∣∣∣
fR(Mode)
, S ′geom =
Sgeom
fR
(3.5)
Aus dem Produkt von Smat und Sgeom ergibt sich die relative magnetische Verstimmung
Smag des Sensors mit dem Magnetfeld zu
Smag =
∂fR
∂H
∣∣∣∣
MAP,fR(Mode)
= Smat · Sgeom , S ′mag =
Smag
fR
(3.6)
Die elektrische Empﬁndlichkeit Sel gibt die Änderung einer elektrischen Ausgangsgröße,
z. B. der Admittanz Y bei der Betriebsfrequenz fAP für eine relative Verstimmung des
Resonators an.
Sel,AM =
∂Y
∂fR
∣∣∣∣
fAP
, S ′el,AM =
Sel,AM
Y (fAP)
(3.7)
Sel,PM =
∂ϕ
∂fR
∣∣∣∣
fAP
= S ′el,PM (3.8)
Insgesamt ergibt sich damit für eine Eingangsspannung Uein eine Gesamtempﬁndlichkeit
von
Sges = Uein · Sel · Smag = ∂Uaus
∂H
∣∣∣∣
fAP,fR(Mode),MAP
, S ′ges =
Sges
Uein
. (3.9)
Die Empﬁndlichkeit ist also abhängig von der Wahl des Arbeitspunktes, der sich aus der
Magnetisierung, Schwingungsmode und der entsprechenden Betriebsfrequenz ergibt.
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Die Übertragungsfunktion des Gesamtsystems setzt sich dann aus der Gesamtempﬁnd-
lichkeit, der Betriebsspannung Uein, der Verstärkung des Ladungsverstärkers GLV und dem
Frequenzgang Sfreq zusammen. Für ein magnetisches Signal H(t) mit kleiner Amplitude
Hˆmag und Frequenz fmag beträgt dann die Ausgangsspannung
Uaus(H(t)) = HˆmagSges(HAP, fAP)UeinGLVSfreq(fmag). (3.10)
3.3 Sensor Charakteristika
Grundsätzlich ist ein Sensor ein Instrument, dass eine physikalische Größe in eine andere
Größe umwandelt. Die Zielgröße ist dabei möglichst eine elektrische Spannung, um sie
elektronisch weiterverarbeiten und speichern zu können. Einige Sensoren nutzen direkte
Eﬀekte, die die zu messende Größe direkt in eine elektrische Spannung umwandeln. Die
meisten allerdings benötigen zusätzliche Komponenten, die dann das gesamte Sensorsys-
tem formen. Charakteristiken, die angeben wie gut das System funktioniert, werden in
diesem Abschnitt behandelt. Das Sensorsystem wird dabei durch eine Übertragungsfunk-
tion
F(x(t)) = y(t) (3.11)
beschrieben, welche die physikalische Eingangsgröße x in die Ausgangsgröße y zum Zeit-
punkt t umwandelt. Für einen idealen Sensor besteht die Übertragungsfunktion nur aus
einer Multiplikation
F(x(t)) = Sx(t) (3.12)
mit einer konstanten Empﬁndlichkeit S. Der Begriﬀ Empﬁndlichkeit ist nicht einheitlich
deﬁniert und wird oft auch für die minimal nachweisbare Größe von x(t) verwendet. In-
nerhalb dieser Arbeit wird der Begriﬀ ausschließlich dafür verwendet, wie stark der Sensor
mit der Ausgangsgröße y auf eine Eingangsgröße x reagiert. Im Folgenden kommen in den
einzelnen Abschnitten weitere Abhängigkeiten hinzu, jedoch werden der Übersichtlichkeit
halber immer nur die für die entsprechende Eigenschaft relevanten Faktoren angegeben.
Im nächsten Abschnitt z.B. die zeitliche Abhängigkeit der Messgrößen.
Querempﬁndlichkeit Praktisch alle Sensorsysteme sind nicht nur empﬁndlich gegen-
über einer bestimmten physikalischen Größe x1, sondern zeigen auch Querempﬁndlichkei-
ten Sn gegenüber anderen Größen ~x = (x1, x2, ..., xN)
F(~x) = S1x1 +
N∑
n=2
Snxn mit N ∈ N. (3.13)
Diese Querempﬁndlichkeiten, z. B. gegenüber der Umgebungstemperatur, sind nachteilig,
da die Zuordnung zwischen y und x1 nicht mehr eindeutig ist. Eine mögliche Gegenmaß-
nahme ist die Abschirmung gegen entsprechende Größen. Alternativ können mit weiteren
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Sensoren für die speziﬁschen Größen xn ebenfalls gemessen, und in der Nachverarbeitung
gemäß ihrer Empﬁndlichkeiten Sn vom Ausgangssignal abgezogen werden. Veränderungen
im Messsignal y aufgrund von Querempﬁndlichkeiten werden als Störungen bezeichnet.
Rauschen Rauschen beschreibt ein stochastisches Ausgangssignal yr, welches von ver-
schiedenen, schwer zu trennenden Rauschquellen innerhalb des Sensorsystems stammt
und sich am Sensorausgang mit dem Nutzsignal überlagert. Rauschen hat keine Auto-
korrelation außerhalb von Null und weist je nach physikalischem Ursprung verschiedene
spektrale Leistungsdichteverteilungen auf. In Anlehnung an optischen Spektren werden
diese durch Farben charakterisiert. Rosa Rauschen fällt mit f−1 und Rotes Rauschen
nimmt mit f−2 ab, wobei f die Frequenz beschreibt. Eine konstante Verteilung wird als
Weißes Rauschen bezeichnet. Die gemessene Rauschleistung ist also abhängig von der
Messfrequenz f und der Messbandbreite fb. Dem entsprechend werden Rauschmessungen
immer auf Messbandbreiten bezogen, üblich ist dabei die Normierung auf eine Band-
breite von fb = 1Hz. In der Übertragungsfunktion lässt sich das Rauschen über seinen
Eﬀektivwert veranschaulichen.
F(x, fb) = Sx± yˆr(fb) (3.14)
Signal-Rausch-Verhältnis (SNR) Der Quotient aus Signalleistung und gesamter Rausch-
leistung ergibt das Signal-Rausch-Verhältnis (engl. Signal to Noise Ratio SNR):
SNR(x) =
(
Sxˆ
yˆr
)2
(3.15)
Die Eﬀektivwert des Signals xˆ, bei der das Verhältnis gleich 1 ist, bezeichnet dabei die
Detektionsgrenze.
Richtungsabhängigkeit Einige Sensoren können vektoriell messen, das heißt die Senso-
rantwort ist abhängig von Ausrichtung ~α = (αu, αv, αw) zu den Raumachsen u, v, w. Die
Empﬁndlichkeit gegenüber der Messgröße wird dann ein Vektor ~S und die Sensorantwort
berechnet sich anhand des Skalarprodukts
F(x, ~α) = ~S~x = (Suxu) + (Svxv) + (Swxw) (3.16)
mit dem Messgrößenvektor ~x. Grundsätzlich ist diese Eigenschaft vorteilhaft, da da-
durch vektorielle Größen komplett bestimmt werden können. Allerdings führt dies be-
sonders in Gegenwart eines statischen Magnetfeldes wie z. B. dem Erdmagnetfeld zur ei-
ner Querempﬁndlichkeit gegenüber leichten Änderungen der Sensorausrichtung, beispiels-
weise durch Vibrationen. Somit sind in bestimmten Anwendungen skalare Sensoren mit
F(x, ~θ) = |S||x| vorteilhaft.
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Frequenzgang Der Frequenzgang beschreibt die Frequenzabhängigkeit der Empﬁnd-
lichkeit
F(x, f) = S(f)x. (3.17)
Viele Sensorsysteme haben ein konstantes Ansprechverhalten von 0Hz bis zu einer Grenz-
frequenz bei der die Empﬁndlichkeit um 3dB abgefallen ist, weil der Sensor nicht mehr
schnell genug reagieren kann. In diesem Fall entspricht die Grenzfrequenz der Frequenz-
bandbreite ∆fb.
Verzerrung, Messbereich und Dynamik Ein reales Sensorsystem hat kein perfekt li-
neares Ansprechverhalten, sondern beginnt abhängig von der Amplitude xˆ das Signal zu
verzerren.
F(x, ~S(xˆ)) =
N∑
n=1
Sn(xˆ)x
n mit N ∈ N (3.18)
Im Frequenzbereich führt dies zur Erzeugung höherer Harmonischer eines Signals.
F(x, f, ~S(xˆ)) =
N∑
n=1
Sn(xˆ)x1(fn) (3.19)
Die gesamte harmonische Verzerrung V berechnet sich für eine gegebene Amplitude xˆ aus
V(xˆ) =
√∑N
n=2 S
2
n(xˆ)
S1
(3.20)
Je nach Strenge der Anforderungen gegenüber diesen Verzerrungen, bestimmt sich die
maximal sinnvoll messbare Amplitude. Da Sensoren in der Regel so ausgelegt werden,
dass sie bei kleinen Amplituden möglichst geringe Verzerrungen aufweisen, ergibt sich
der nutzbare Messbereich (Dynamik) aus dem Abstand vom Detektionslimit zur maximal
messbaren Amplitude.
Präzision, Richtigkeit und Genauigkeit Die Präzision beschreibt die Schwankung des
Ausgangswertes bei konstanten äußeren Bedingungen und enthält damit Einﬂüsse wie
Rauschen oder Drift. Die Richtigkeit gibt die mittlere Abweichung gegenüber dem tat-
sächlichen Eingangssignal an und bestimmt sich unter anderem durch eine genaue Kali-
brierung. Hat ein Messsystem eine hohe Präzision und eine hohe Richtigkeit, ergibt sich
daraus insgesamt eine hohe Genauigkeit.
3.4 Signalmodulation
Signalmodulation ist ein allgemeines Konzept, dass weite Verbreitung in der Telekommu-
nikation und Sensortechnologie ﬁndet. Dabei wird ein hochfrequentes Trägersignal mit
einem niederfrequenten Signal moduliert. Eine Amplitudenmodulation (AM) nutzt dabei
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die Amplitude AT des Trägersignals, um ein niederfrequentes Signal der Amplitude AM,
Kreisfrequenz ωM und Phase φ in den hochfrequenten Bereich des Trägersignales ωT zu
mischen. Im Zeitbereich berechnet sich die Amplitude x(t) des modulierten Signals wie
folgt:
x(t) = (AT + AM cos(ωMt)) · cos(ωTt+ φ) (3.21)
= AT cos(ωTt+ φ) +
AM
2
cos((ωT + ωM)t+ φ)− AM
2
cos((ωT − ωM)t+ φ).
(3.22)
Beispielhaft wird in Abb. 3.3 die Amplitudenmodulation im Zeitbereich und die Mischung
im Frequenzbereich demonstriert. Der Modulationsfaktor ist mit M = AM
AT
= 0.4 relativ
groß gewählt und zeigt dabei im Zeitbereich in a) deutlich das niederfrequente Signal als
Einhüllende des hochfrequenten Trägers. Das niederfrequente Signal mit fM = 1Hz und
AM = 0.4 wird durch Multiplikation mit dem hochfrequenten Signal in dessen Frequenz-
bereich gemischt. In der spektralen Darstellung in Abb. 3.3 b) tritt es dann symmetrisch
rechts und links des Trägersignals im Abstand von fM mit einer Amplitude von AM/2
in den so genannten Seitenbändern auf. Diese Eigenschaft wird immer dann genutzt,
wenn niederfrequente Signale gemessen, verarbeitet oder übertragen werden sollen, je-
doch in dem Bereich z. B. das 1/f -Rauschen oder die notwendigen Antennendimensionen
unvorteilhaft groß wären. Das Beispiel zeigt wie ein Signal, dass eigentlich unter dem
1/f -Eingangsrauschen des Messgerätes verborgen ist durch Modulation gemessen werden
kann. Zunächst wird das niederfrequente Signal in einen Bereich gemischt, in dem das
Eingangsrauschen geringer ist und dort digitalisiert. Anschließend wird das AM-Signal
durch eine digital ausgeführte Multiplikation mit dem Trägersignal demoduliert, wie in
Abb. 3.3 c) gezeigt. Durch Anwendung eines Tiefpassﬁlters in 3.3 d) erhält man das nieder-
frequente Signal mit halber Amplitude, jedoch deutlich geringerem Rauschen und damit
deutlich größerem Signal-Rausch-Verhältnis als ohne Modulation.
Eine Modulation der Phase des Trägersignals φ = sin(ωTt+ φM(t)) ist ebenfalls möglich.
Für kleine Modulationsgrade lässt sich der Ausdruck über die Kleinwinkelnäherung
|sin(φ)
φ
− 1| < 0.01, | cos(φ)− 1| < 0.01, wenn φ < pi
22
rad ≈ 8◦ (3.23)
vereinfachen und ergibt
AT sin(ωTt+ φM(t)) = AT(sin(ωTt) cos(φM(t)) + AT cos(ωTt) sin(φM(t)) (3.24)
= AT(sin(ωTt) + cos(ωTt)φM(t)) (3.25)
= AT(sin(ωTt) + cos(ωTt)AM sin(ωMt)) (3.26)
= AT/
√
2 sin(ωTt+ pi/4)(1 + AM sin(ωMt)) (3.27)
einen Ausdruck mit gleicher Struktur wie die Amplitudenmodulation in Gl. 3.22. Eine
Phasenmodulation kann also für kleine Modulationsgrade AM durch eine Amplitudenmo-
dulation angenähert werden. Dabei entspricht die Änderung der Amplitude in der AM,
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Abb. 3.3: Ein 20Hz Trägersignal wird durch ein Signal mit 2Hz in der Amplitude moduliert. a)
Zeigt das modulierte Signal im Zeitbereich b) im Frequenzbereich. Durch die Modula-
tion wird das niederfrequente Signal in einen hochfrequenten Bereich mit geringerem
Rauschen gemischt und kann dort digitalisiert werden. Anschließende digitale Demo-
dulation und Filterung in c) erzeugen ein aufbereitetes Messsignal in d), das ohne
Modulaktionstechnik nicht nachweisbar wäre.
der Phasenänderung in der PM.
Mischung an nichtlinearen Kennlinien Das Mischen von elektrischen Signalen, wie
es beispielhaft für die Demodulation erforderlich ist, erfolgt im einfachsten Fall digital
durch Multiplikation mit dem Trägersignal. Bei sehr hohen Frequenzen ist eine digitale
Verarbeitung jedoch eventuell zu langsam, so dass eine Mischung mit Hardwarekomponen-
ten erzielt werden muss. Bauteile mit einem nichtlinearem Übertragungsverhalten führen
ebenfalls zu einer Mischung der durch sie übertragenen Signale. Ist keine Mischung beab-
sichtigt, versucht man Nichtlinearitäten möglichst zu vermeiden.
Angenommen ein Signal
x(t) = sin(ω0t) + sin(ω1t) (3.28)
bestehe aus zwei Frequenzen ω0 und ω1 und werde durch ein Bauteil mit einer Kennlinie
y(x) = ax1 + bx2 (3.29)
mit linearem und quadratischem Anteil übertragen, so ergibt sich neben einem Anteil
proportional zu a auch ein quadratischer Anteil abhängig von b. Eingesetzt ergibt sich
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daraus mit
sin(α) sin(β) = (cos(α + β)− cos(α− β))/2 und (3.30)
sin2(α) = (1− cos(2α))/2 (3.31)
für das Ausgangssignal y(t)
y(t) =a · [sin(ω0t) + sin(ω1t)]1 + b · [sin(ω0t) + sin(ω1t)]2 (3.32)
=y1(t) + b · [sin2(ω0t) + 2 · sin(ω0t) sin(ω1t) + sin2(ω1t)] (3.33)
=y1(t) + b · [(sin2(ω0t) + cos((ω0 − ω1)t)
− cos((ω0 + ω1)t) + sin2(ω1t)] (3.34)
=y1(t) + b · [(cos((ω0 − ω1)t)− cos((ω0 + ω1)t)]
− (cos(2ω1t) + cos(2ω0t))/2 + 1 (3.35)
Zusätzlich zum linearen Anteil y1(t) kommt es durch den quadratischen Anteil b in der
Kennlinie aufgrund von Gl. 3.31 zu einer Frequenzverdopplung der beiden Eingangsfre-
quenzen. Aufgrund von Gl. 3.30 kommt es zu Mischprodukten bei ω+ = |ω0 +ω1| und bei
ω− = |ω0 − ω1| (bei reellwertigen Signalen sind positive und negative Frequenzen gleich
und es kann der Betrag gebildet werden).
3.5 Elektromechanischer Resonator
Der elektromechanische Resonator ist für das Sensorsystem von zentraler Bedeutung, da
durch seine mechanische Kopplung mit der magnetischen Schicht die magnetisch induzier-
ten Veränderungen der elastischen Eigenschaften in elektrisch messbare Größen überführt
werden. Ein elektromechanischer Resonator besteht aus einer piezoelektrischen Schicht,
die mit einem mechanischen Resonator wechselwirkt und ihn bei elektrischer Anregung
in Schwingung versetzt. Dabei ändert das Piezoelektrikum seine elektrischen Eigenschaf-
ten abhängig vom Zustand des mechanischen Resonators. Um dieses System genauer zu
verstehen, werden die Phänomene Piezoelektrizität und Resonanz zunächst einzeln und
dann in Kombination betrachtet.
3.5.1 Piezoelektrischer Eﬀekt
Der piezoelektrische Eﬀekt beschreibt das Auftreten einer Ladungstrennung bei einer elas-
tischen Verformung des Materials. Analog dazu existiert auch der inverse piezoelektrische
Eﬀekt, bei dem durch das Zuführen einer elektrischen Ladung eine Verformung erfolgt.
Der Eﬀekt tritt intrinsisch besonders bei kristallinen Materialien mit asymmetrischer La-
dungsverteilung innerhalb der Einheitszelle wie z.B Quartz (SiO2) oder Aluminiumnitrid
(AlN) auf. Bei ferroelektrischen Materialien wie z.B Blei-Zirkonat-Titanat (PZT) oder Po-
lyvinylidenﬂourid (PVDF) ist hingegen zuerst eine Polarisierung durch Ausrichtung der
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elektrischen Momente oberhalb der Curie-Temperatur in einem elektrischen Feld notwen-
dig. Bedingt durch die kristalline Struktur ist die Piezoelektrizität stark richtungsabhän-
gig, jedoch in allen Raumrichtungen über Querkontraktion verbunden. Die Beschreibung
der Eigenschaften erfolgt demnach durch Tensoren. Die Achsen x,y und z werden mit der
Voigt-Notation durch die Indizes 1, 2 und 3, Scherungen um diese Achsen entsprechend
4, 5 und 6 benannt. Zur besseren Unterscheidung sind in diesem Abschnitt die elektrische
Permittivität el und die mechanische Dehnung εm leicht verändert bezeichnet. Formal
können sowohl der direkte als auch der inverse Eﬀekt über folgende gekoppelte Gleichung
beschrieben werden [Top+13].
Zunächst seien die bekannten Ausdrücke für die Dehnung des Materials mit der Nachgie-
bigkeit S unter einer mechanischen Spannung σ. Ebenso eingeführt wird die elektrische
Flussdichte Del anhand von Permittivität ~r und elektrischer Feldstärke ~Eel.
εm = σS (3.36)
Del = 0~r ~Eel (3.37)
Der piezoelektrische Koeﬃzient d beschreibt im Aktuatorfall die Dehnung in Abhängigkeit
der elektrischen Feldstärke. In der Funktion als passiver Sensor gibt d die elektrische
Flussdichte in Abhängigkeit von der mechanischen Spannung an.
εm = d ~Eel Aktuator (3.38)
Del = dσ Sensor (3.39)
Durch Kombination von Gl. 3.37 und Gl. 3.39 ergeben sich die allgemeinen piezoelektri-
schen Gleichungen:
εm = d ~Eel + σS Aktuator (3.40)
Del = dσ + 0~r ~Eel Sensor (3.41)
Die Stärke des Eﬀekts wird dabei über den piezoelektrischen Koeﬃzienten dik angegeben.
Die Indizes i und k bezeichnen dabei die Richtung der Verformung bzw. der Feldstärke.
Ein typisches Beispiel ist der transversale piezoelektrische Eﬀekt
ε1m = σ
11S11 + d13E
3
el, (3.42)
bei dem die mechanische Kraft quer zum angelegten Feld wirkt. Ebenso der longitudinale
piezoelektrische Eﬀekt
ε3m = σ
33S33 + d33E
3
el, (3.43)
bei dem die mechanischen Kraft parallel zum angelegten Feld wirkt. Der piezoelektrische
Koeﬃzient dik wird in Volt pro Meter angegeben, wobei gilt V/m = C/N. Die Ladung
wird über metallische Elektroden übertragen. Anhand deren Fläche Ap und Abstand xp
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ergibt sich die Kapazität
Ckp =
A0
k
r
xkp
. (3.44)
Eine weitere wichtige Kenngröße eines piezoelektrischen Materials ist die elektromecha-
nische Kopplung k2, die angibt zu welchem Anteil zugeführte elektrische Energie Eel =
1
2
0rE
2
el in mechanische Emech =
1
2
ε2mS
−1 umgewandelt wird.
k2ik =
Eimech
Eiel
=
εim(S
i)−2
0k(Ekel)
2
=
d2i,k
Si0k
mit εim = di,kE
k
el (3.45)
Eine hohe elektromechanische Kopplung führt sowohl zu eﬃzienter Anregung einer mecha-
nischen Schwingung mit einer elektrischen Spannung als auch zu einer starken Änderung
der elektrischen mit den mechanischen Eigenschaften.
3.5.2 Harmonischer Oszillator
Ein schwingendes System mit linearer Rückstellkraft wird als harmonischer Oszillator
bezeichnet und kann im gedämpften Fall mit folgender mechanischer Bewegungsgleichung
beschrieben werden
mx¨(t) + kFx(t) = 0. (3.46)
Dabei bezeichnet x(t) die Auslenkung zum Zeitpunkt t, m die Masse und kF die Federkon-
stante. Die zeitlichen Ableitungen sind mit Punkten gekennzeichnet. Mit dem Ansatz einer
periodischen Schwingung x(t) = xˆ cos(ω0t) erhält man die Eigenkreisfrequenz (natürliche
Frequenz) ω0 =
√
k
m
. Im Falle einer gedämpften Schwingung kommt mit
mx¨(t) + bDx˙(t) + kFx(t) = 0 (3.47)
eine Dämpfungskonstante bD hinzu. Als Folge ergibt sich eine Diﬀerenz zwischen Eigen-
kreisfrequenz ω0 und der Resonanzkreisfrequenz
ωR =
√
ω20 −
b2D
2m2
, (3.48)
die mit der Dämpfung zunimmt. Im Falle einer erzwungenen, gedämpften Schwingung
wird die Diﬀerentialgleichung um eine externe, periodische Kraft F (t) ergänzt.
mx¨(t) + bDx˙(t) + kFx = Fˆ · sin(ωet+ φ) (3.49)
Als Lösung ergibt sich nun eine Schwingung mit der Kreisfrequenz ωe der externen Kraft
und einer von der Kreisfrequenz abhängigen Amplitude A(ω) und Phase φ(ω) [Inm13,
S.131].
x(t) = A(ω) · cos(ωet+ φ(ω)) mit (3.50)
A(ω) =
F
m2(ω0 − ωe)2 + b2D + ω2e
, φ(ω) = arctan(− bDωe
m(ω20 − ω2e)
) (3.51)
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Abb. 3.4: Amplitude und Phase von Resonatoren mit unterschiedlich starker Dämpfung aufge-
tragen über die auf die Eigenfrequenz normierte Frequenz.
Der Frequenzverlauf von Amplitude und Phase sind in Abb. 3.4 in Einheiten der Reso-
nanzfrequenz für verschieden starke Dämpfungen D dargestellt. Weit unterhalb der Reso-
nanzfrequenz folgt die Antwort des Systems der Anregung ohne Phasenverschiebung. Bei
der Resonanzfrequenz eilt die anregende Kraft der Amplitude des Resonators eine viertel
Periode voraus und ist damit in Phase mit der Geschwindigkeit des Resonators. Dessen
Amplitude erreicht so ihren Höchststand. Zu höheren Frequenzen nimmt die Phasenver-
schiebung bis auf eine halbe Periode zu und die Amplitude nimmt stetig ab. Je geringer
die Dämpfung D, desto ausgeprägter die Amplitudenerhöhung bei der Resonanzfrequenz
und desto schärfer der Phasenübergang von 0 auf pi. Gut zu erkennen ist auch die Ver-
schiebung der maximalen Amplitude zu niedrigeren Frequenzen bei stärkerer Dämpfung
entsprechend Gl. 3.48. Bei der Beschreibung von Resonatoren wird meist neben der Re-
sonanzfrequenz ω die Güte Q und die Halbwertbreite ∆ω verwendet. Die Güte beschreibt
dabei das Verhältnis von zu Beginn einer Periode im Resonator gespeicherter Eges zur
innerhalb der Periode durch Dämpfung thermalisierten Energie Etherm.
Q = 2pi
Eges
Etherm
(3.52)
Sie lässt sich z.B abhängig zum Dämpfungsgrad D des schwingenden Systems berechnen.
Q =
1
2D
mit D =
bD
2
√
km
(3.53)
Im Resonanzfall schwingt ein Resonator sich also über viele Perioden auf, bis die Verluste
pro Periode der durch die Anregung zugeführten Energie entsprechen. Demnach beschreibt
der Gütefaktor auch die Amplitudenverstärkung im Resonanzfall.
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Abb. 3.5: a) Ersatzschaltbild eines elektromechanischen Resonators nach Butterworth van Dyke
(BVD-Model), b) Erweiterungen um piezoelektrische Verluste und elektromechani-
sche Kopplung, c) Erweiterung um eine zweite Resonanzmode.
3.5.3 Piezoelektrischer Resonator
Zur Beschreibung der elektrischen Eigenschaften eines piezoelektrischen Aktuators kann
ein Ersatzschaltbild aus einfachen idealisierten Bauelementen verwendet werden. Die bei-
den Elektroden bilden mit dem dielektrischen Piezoelektrikum einen Kondensator mit der
Kapazität Cp gemäß Gl. 3.44. Ein Widerstand Riso parallel zu Cp beschreibt die begrenzte
Isolation, und ein Widerstand RESR in Reihe die Umpolungsverluste.
Ein Reihenschwingkreis aus Kondensator Cm, Spule Lm und Widerstand Rm kann mit der
Diﬀerentialgleichung für den Strom I(t) und die Spannung U(t)
LmI˙(t) +RmI(t) + 1/Cm
∫
I(t)dt = U(t) (3.54)
beschrieben werden. Ein Vergleich mit Gleichung 3.47 zeigt eine analoge Struktur, so dass
eine mechanische Resonanz durch einen Reihenschwingkreis beschrieben werden kann.
Dabei entspricht der elektrische Widerstand der mechanischen Dämpfung, die Indukti-
vität der Spule der trägen Masse und die Kapazität der inversen Federkonstante. Dieses
Ersatzschaltbild ist nach seinen Erﬁndern Butterworth und van Dyke [Dyk28] als BVD-
Model benannt und in Abb. 3.5 a) dargestellt. Die eﬀektive elektromechanische Kopplung
k2eﬀ berücksichtigt neben der elektromechanischen Kopplung k
2 auch die Geometrie des
Resonators und der Schwingungsmode. Sie lässt sich, wie in Abb. 3.5 b) gezeigt, durch
einen Transformator mit einem Windungsverhältnis von 1 : (1− k2eﬀ) im Ersatzschaltbild
berücksichtigen [W.48]. Im Falle mehrerer Resonanzen einer Struktur, wie in Abb. 3.5
c), lässt sich dies durch eine Parallelschaltung von mehreren Schwingkreisen erreichen.
Die veränderte elektromechanische Kopplung wird durch einen entsprechenden weiteren
Transformator abgebildet. Anhand elektrischer Messdaten können dann mit Hilfe des Er-
satzschaltbildes die mechanischen Resonatoreigenschaften direkt abgeleitet werden. So gilt
für die Resonanzfrequenz fR des Reihenschwingkreises
fR =
1
2pi
1√
LmCm
. (3.55)
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Gleichzeitig ergibt sich durch aus der zu Cm parallel geschaltete Kapazität des Piezoelek-
trikums Cp ein Parallelschwingkreis, der eine Antiresonanz mit der Frequenz
fa =
1
2pi
√
Cm + Cp
LmCmCp
(3.56)
hervorruft. Zur Berechnung der Güte erfolgt anhand der Deﬁnition in Gl. 3.52 durch
Einsetzen der entsprechenden elektrischen Größen
Etherm =
I2R
fR
und Eges =
LI2
2
. (3.57)
Zusammen mit Gl. 3.55 ergibt sich:
Q = 2pi
Eges
Etherm
= 2pi
LfR
R
=
1
R
√
Lm
Cm
(3.58)
Um die Zusammenhänge von mechanischer Resonanz und elektrischer Impedanz zu ver-
deutlichen, sind in Abb. 3.6 beispielhaft die mechanischen und elektrischen Eigenschaf-
ten eines getriebenen Resonators mit einer Güte Q = 10 gezeigt. Auf der linken Seite
sind die mechanische Resonatoramplitude und die Phase zwischen anregender Kraft und
Amplitude aufgetragen. Die Frequenz wird normiert auf die Resonanzfrequenz des Rei-
henschwingkreises dargestellt. Für den statischen Fall ist die Phasenverschiebung Null
und die Amplitude Eins. Sie ergibt sich aus dem Verhältnis von Anregungskraft und Fe-
derkonstante, die der Einfachheit halber hier beide zu Eins gewählt sind. Mit steigender
Frequenz nimmt die Amplitude bis zur Resonanzfrequenz auf die maximale Amplitude
zu und nähert sich darüber asymptotisch Null an. Die Phasenverschiebung nimmt dabei
von 0 auf pi zu. In Resonanz beträgt die Phasenverschiebung gerade pi/2, die Anregung
eilt also der Auslenkung um eine viertel Periode voraus. Auf der rechten Seite ist im
Vergleich die elektrische Impedanz durch Betrag und Phase für unterschiedlich gute eﬀek-
tive elektromechanische Kopplungen k2eﬀ gezeigt. Im Fall einer nicht existenten Kopplung
(k2eﬀ = 0) entspricht der Verlauf dem eines Kondensators mit einer konstanten Phasen-
verschiebung von Φ = pi/2 und einer gemäß Z = −iωCp abnehmenden Impedanz. Mit
zunehmender Kopplung weicht das Verhalten deutlich ab. Es wird geprägt durch den Rei-
henschwingkreis von Rm, Lm, Cm und den Parallelschwingkreis aus Rm, Lm, Cm +Cp. Der
Reihenschwingkreis sperrt außerhalb der Resonanz, der Parallelschwingkreis zeigt genau
gegensätzliches Verhalten. Unterhalb der Resonanzfrequenz sperrt der Reihenschwing-
kreis, der Strom kann aber durch Cp ﬂießen. Strom und Spannung sind entsprechend um
−pi/2 verschoben. In Resonanz wird der Reihenschwingkreis durchlässig und durch Rm be-
grenzt. Durch die geringere Impedanz im Schwingkreis, verglichen mit dem der Kapazität
Cp, ﬂießt der Strom nun vor allem durch diesen und die Phasenverschiebung verschwindet.
Je größer dabei der Strom durch Rm, desto mehr elektrische Leistung geht in das mecha-
nische System über. Oberhalb sperrt der Parallelschwingkreis in dessen Resonanzfrequenz
und die Impedanz steigt an. Darüber fällt die Impedanz zunächst wieder etwas ab und
steigt dann wieder proportional mit Frequenz und Cp. Mit zunehmender eﬀektiver elek-
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tromechanischer Kopplung nimmt der Abstand der Resonanzfrequenzen von Reihen- und
Parallelschwingkreis zu und ermöglicht gemäß [Yar+03] eine Bestimmung der Kopplung
mit
k2eﬀ = 1−
(
fR
fa
)2
. (3.59)
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Abb. 3.6: Amplitude und Phase eines getriebenen mechanischen Resonators im Vergleich mit
dessen Impedanzverlauf für unterschiedlich starke eﬀektive elektromechanische Kopp-
lungen.
3.6 Elektromechanisches Auslesen
Dieses Verfahren ermöglicht sowohl die Anregung als auch die Auslesung des Sensors über
nur eine piezoelektrische Schicht ohne weitere externe Bauteile und ermöglicht daher eine
sehr kompakte Integration des Sensors. In diesem Unterkapitel werden die grundlegenden
Eigenschaften am Beispiel eines Systems aus einem Dünnschichtsensor (siehe Kap. 4.3.6),
einer Audiokarte zur A/D-Wandlung und einem Ladungsverstärker untersucht.
Im Abschnitt 3.5.3 zum elektromechanischen Resonator wurde gezeigt, dass sich die elek-
trische Phase und die Impedanz um die Resonanzfrequenz stark ändern. Somit kann man
durch Beobachten von Impedanz und Phase bei fester Frequenz eine Veränderung der Re-
sonanzfrequenz messen. Der Resonator wird mit einer Wechselspannung der Frequenz fAP
und der Spannungsamplitude Uein angeregt. Die Impedanz und Phase lassen sich dann
durch Messung des Stroms bestimmen. Die Änderung der Impedanz führt dabei zu einer
Amplitudenmodulation, die Phasenänderung zu einer Phasenmodulation des Anregungs-
signals. Die Wahl der Anregungsfrequenz fAP bestimmt dabei die Empﬁndlichkeiten der
beiden Modulationsarten. In Abb. 3.7 sind der Admittanzbetrag |Y | und die Phase φ
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eines typischen elektromechanischen Resonators, sowie deren Ableitung über die auf die
Resonanzfrequenz normierte Frequenz aufgetragen. Der optimale Arbeitspunkt für Am-
plitudenmodulation ist dabei durch einen blauen Kreis markiert, die zwei Arbeitspunkte
für Phasenmodulation durch rote Quadrate. Je nachdem welche Modulationsart gewählt
wird, ergibt sich also eine andere Arbeitsfrequenz. Im Falle der Amplitudenmodulation
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Abb. 3.7: Admittanz und Phase eines elektromechanischen Resonators und deren Änderungen
mit der Frequenz. Die Polstellen der Ableitungen entsprechen den Punkten mit ma-
ximaler Empﬁndlichkeit für Amplituden- (AM) und Phasenmodulation (PM).
lässt sich die elektrische Empﬁndlichkeit Sel direkt aus der Admittanzänderung berech-
nen, wenn diese wie in Abb. 3.7 auf die Admittanz am Arbeitspunkt normiert berechnet
ist. Verschiebt sich die Resonanzfrequenz um 1% ändert sich die Leitfähigkeit um 40 dB.
Da die Amplitude der Anregungsspannung Uein konstant ist, lässt sich direkt der Aus-
gangsstrom Iaus berechnen, wenn man die magnetische Verstimmung des Resonators über
eine konstante Empﬁndlichkeit Smag ausdrückt.
Sges = SmagSel =
∂fR
∂H
∣∣∣∣
HAP
∂Y
∂f
∣∣∣∣
fAP
Y (fAP)
−1 (3.60)
Iaus(t) = Uein
[
Y (fAP) + Sges(HAP, fAP)Bsig(t)µ
−1
0
]
(3.61)
3.6.1 Ladungsverstärker
In der Praxis ist eine Messung des Stromes durch die Spannung über einem Messwi-
derstand (wie z.B dem Eingangswiderstand eines A/D-Wandlers) möglich. Aufgrund der
geringen Kapazität der Sensoren empﬁehlt sich jedoch für geringes Rauschen ein Betrieb
mit einem Ladungsverstärker. Dieser wandelt einen Strom I(t) in eine Spannung U(t) um,
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wobei die Rückkoppelkapazität Cr den Verstärkungsfaktor bestimmt
Uaus(t) = −q(t)
Cr
= −
∫
Iaus(t)dt
Cr
. (3.62)
In dieser Arbeit werden selbst aufgebaute Ladungsverstärker auf Basis des rauscharmen
Operationsverstärkers AD745 von Analog Devices verwendet. Aufgrund der teilweise sehr
geringen Sensorkapazitäten von ca. 20 pF wird gemäß Empfehlung des Herstellers eine Ba-
lancierung der Eingangsimpedanz verwendet, um das Verstärkerrauschen zu reduzieren.
Um Gleichspannungsanteile zu begrenzen, ist im Rückkoppelnetzwerk ein Widerstand Rr
enthalten, der die Rückkoppelkapazität Cr langsam entlädt. Durch diese Entladung wird
der nutzbare Frequenzbereich der Schaltung nach unten begrenzt. Die obere Grenzfre-
quenz fo ergibt sich aus der Verstärkung GLV = Cp/Cr und dem Verstärkungsbandbrei-
teprodukt (VBP)√
1
2piRrCr
= fu < fAP < fo =
VBP
GLV
(3.63)
Aufgrund der geringen Kapazitäten sind Verstärkungen von G > 10 unpraktisch, womit
sich ein VBP= 20MHz eine obere Grenzfrequenz von fo = 2MHz ergibt. Bereits ein
Widerstand Rr = 1MΩ senkt die untere Grenzfrequenz auf eine für diese Anwendungen
vollkommen ausreichende untere Grenzfrequenz von fu ≈ 100Hz.
3.6.2 Spektrum
Die Auswahl der Betriebsfrequenz fAP hat Auswirkung auf das sich ergebende Ausgangs-
spektrum. In Abb. 3.8 sind oben die Empﬁndlichkeiten von Amplitudenmodulation (AM)
und Phasenmodulation (PM) relativ zum Frequenzverlauf der Resonanzkurve dargestellt.
Darunter sind die auf das Trägersignal normierten Spektren des Sensorausgangs für ein
magnetisches Testsignal von 5Hz und 10µT aufgetragen. Für eine Betriebsfrequenz von
fAP = fR ergibt sich ein um das Trägersignal symmetrisches Spektrum mit zwei gleich
großen Peaks in den Seitenbändern im Abstand von 5Hz, die dem magnetischen Sig-
nal entsprechen. Für eine 4Hz höhere Betriebsfrequenz ergibt sich ein asymmetrisches
Spektrum, bei dem der Peak näher an der Resonanz größer ist. Durch die überlager-
te Resonanzkurve ist ersichtlich, dass die Seitenbänder entsprechend der Resonanzkurve
gedämpft werden. Daneben wird die Höhe der Peaks durch die Empﬁndlichkeit des Ar-
beitspunkts bestimmt. Bei fAP = fR + 4Hz ist die AM maximal und die PM komplett
vernachlässigbar. Bei fAP = fR ist die Empﬁndlichkeit der AM um 10dB geringer, jedoch
die Empﬁndlichkeit der PM maximal, so dass in Summe von AM und PM, und unter
Berücksichtigung der Resonanz, die Seitenbänder nur 4 dB geringer ausfallen.
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Abb. 3.8: Der Frequenzverlauf von Resonanzamplitude, AM- und PM-Empﬁndlichkeit führt je
nach Betriebsfrequenz fAP in den auf das Trägersignal normierten Ausgangsspektren
zu unterschiedlich starken Seitenbändern. Das magnetische Signal hat eine Frequenz
von 5Hz und eine Amplitude von 10 µT.
3.6.3 Bandbreite
Die Übertragungsbandbreite fB des Sensors ergibt sich aus Resonanzfrequenz fR und Güte
Q des Resonators. In Abb. 3.9 werden die Eingangsspektren für verschiedene magnetische
Signale von 0.1  100Hz ausgewertet und mit der entsprechenden Resonanzkurve ver-
glichen. Die Anregungsfrequenz ist am Arbeitspunkt mit maximaler Empﬁndlichkeit in
der Amplitudenmodulation leicht oberhalb der mechanischen Resonanzfrequenz gewählt.
Dementsprechend sind die Leistungen im Spektrum nicht symmetrisch um die Trägerfre-
quenz, da sie der Resonanzkurve folgend gedämpft werden. Summiert man die Anteile
links und rechts des Trägers erhält man den in Abb. 3.9 rechts dargestellten Frequenz-
verlauf. Die Abweichungen der gemessenen Daten gegenüber der idealen Resonanzkurve
(Lorentz) ergeben sich aus frequenzabhängigen Amplitudenfehlern aufgrund der verwen-
deten Frequenzauﬂösung bei der Berechnung des Spektrums. Die Begrenzung des Über-
tragungsbereichs, und damit die frequenzabhängige Empﬁndlichkeit des Sensors Sfreq
Sfreq(f) =
f 2g
(f 2g + f)
2
(3.64)
entspricht einem Bessel-Tiefpass erster Ordnung mit einer Grenzfrequenz fg = fR/2Q =
3.8Hz und einem Abfall von 20 dB pro Dekade.
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Abb. 3.9: Links: Bestimmung der Übertragungsbandbreite durch Messung von magnetischen
Signalen steigender Frequenz. Rechts: Das Übertragungsverhalten aus demMittelwert
der beiden Seitenbänder entspricht der rechten Hälfte der Resonanzkurve und damit
einem Tiefpass 1. Ordnung.
3.6.4 Verzerrung
Um die auftretenden Verzerrungen experimentell zu bestimmen wird der Sensor in einer
höheren Resonanzmode mit einer höheren Grenzfrequenz fg = 600 kHz/(2 · 500) = 600Hz
betrieben. Verzerrungen zeigen sich im Spektrum durch das Auftreten von höheren Har-
monischen des Testsignals, das hier auf 20Hz festgelegt wird. In Abb. 3.10 sind die ersten
fünf Harmonischen des Testsignals über dessen Amplitude aufgetragen. Bis zu einer Am-
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Abb. 3.10: Harmonische des magnetischen Testsingals am Sensorausgang in Abhängigkeit der
Signalamplitude.
plitude von 0.1mT steigt die erste Harmonische linear an, jedoch nehmen die Höheren
bis dahin so stark zu, dass die Gesamte harmonische Verzerrung (Gl. 3.20) bis auf ca.
25% zunimmt und die Signalqualität damit deutlich verringert ist. Das Erdmagnetfeld
ist mit 30  50µT noch deutlich geringer als der sinnvolle Einsatzbereich des Sensors und
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ermöglicht damit Messungen ohne Abschirmung gegen das Erdmagnetfeld. Als Quelle
für die Verzerrungen ergeben sich die magnetische und elektrische Empﬁndlichkeit. Beide
könnten durch aktive Regelung auf den Arbeitspunkt linearisiert werden. Im Fall der elek-
trischen Empﬁndlichkeit ist dies durch Nachfahren der Frequenz möglich, z. B. mit einer
Phasenregelschleife (engl. Phase Locked Loop, PLL). Zur Stabilisierung des magnetischen
Arbeitspunktes wäre es möglich, das Ausgangssignal des Sensorsystems als Eingangsgrö-
ße für eine Abschirmspule zu verwenden. Eine solche Flussregelschleife ist bei anderen
hochempﬁndlichen Magnetfeldsensoren wie z. B. SQUIDs üblich [Wei96]. Magnetfelder
bedeuten jedoch grundsätzlich einen höheren Energieverbrauch des Sensorsystems. Ener-
getisch sparsamer wäre eine Lösung bei welcher der magnetische Arbeitspunkt durch eine
mechanische Spannung, beispielsweise durch eine zweite piezoelektrische Schicht, kontrol-
liert wird.
3.6.5 Trägerkompensation
Elektronische Systeme haben immer einen begrenzten Arbeitsbereich zwischen dem kleins-
ten und größten Signal, die gleichzeitig verarbeitet werden können. Oftmals lässt sich
dieser Bereich beispielsweise durch Vorwiderstände noch verschieben, das Verhältnis zwi-
schen größten Signal und Rauschniveau bleibt jedoch konstant und wird als Dynamik
bezeichnet. Gute elektronische Messinstrumente haben einen Dynamikumfang von mehr
als 120 dB was über 6 Größenordnungen entspricht. Dies ist zwar sehr eindrucksvoll, jedoch
haben die modulierten Signale der Sensoren teilweise vergleichbare Dynamiken. Analog-
Digital-Wandler arbeiten meist bei sehr hohen Abtastfrequenzen und erreichen mittels
Überabtastung und Σ∆-Modulation ein geringeres Rauschen und damit eine größere Dy-
namik für niederfrequente Signale [Azi+96]. Um auch bei höheren Frequenzen noch kleine
Modulationen auﬂösen zu können, kann die Dynamik eines modulierten Signals durch teil-
weise Auslöschung des Trägers verringert werden. Die Abschwächung des Trägers sollte
dabei so nah wie möglich hinter dem Modulationsschritt, also in diesem Fall dem Sensor,
erfolgen um auch eventuell nachgeschaltete Verstärker, die ebenfalls nur begrenzte Dyna-
mik aufweisen, zu entlasten. Grundsätzlich wäre ein Bandpassﬁlter dazu geeignet, jedoch
lassen sich diese analog nicht in ausreichend schmalen Bandbreiten herstellen, um nicht
auch die niederfrequenten modulierten Signale im Seitenband abzuschwächen. Alternativ
ist eine destruktive Überlagerung mit einem zweiten monofrequenten Signal möglich. Wird
dieses Signal wie in Abb. 3.11 digital erzeugt und angepasst, kann eine nahezu vollständi-
ge Unterdrückung des Trägersignals erreicht werden. In der hier gezeigten Schaltung wird
hinter Sensor und Ladungsverstärker zusätzlich ein Spannungsverstärker verwendet um
den A/D-Wandler komplett auszusteuern. Das Kompensationssignal wird digital erzeugt
und mit einem Kondensator kapazitiv an den Eingang des Ladungsverstärkers gekoppelt.
Dieses Verfahren stellt hohe Anforderungen an die Qualität des Kompensationssignals, da
dessen Rauschen sich direkt zum Gesamtrauschen des Sensors addiert.
40
A
D
+
- A
D
A
D
D
ig
it
al
e 
Si
gn
al
ve
ra
rb
e
it
u
n
g
q(t)
B(t)
CK
UT(t)
UTK(t)
CR
Sensor
Uaus(t)
a) b)
klassisch
kompensiert
Normierte Frequenz f/fR
Sp
ek
tr
al
e 
Le
is
tu
n
gs
d
ic
h
e
/
d
B
Abb. 3.11: Aktive Unterdrückung des Trägersignals zur Reduzierung der Signaldynamik bereits
vor den Verstärkerstufen. Nach [Ree+16], ©2016 IEEE.
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4 Auslegung resonanter Sensoren
Im vorherigen Kapitel wurde das Sensorprinzip auf Basis der einzelnen Empﬁndlichkeiten
vorgestellt, anhand derer nun die Auslegung von einseitig geklemmten Balken diskutiert
werden soll. Zuerst werden dafür die geometrische Empﬁndlichkeit und die dynamischen
Spannungen für verschiedene Schwingungstypen untersucht. Aus den Spannungsverteilun-
gen werden dann an die Moden angepasste Elektroden abgeleitet und deren Einﬂuss auf
die elektrische Empﬁndlichkeit untersucht. Eine Untersuchung der dominanten Verlustme-
chanismen komplettiert die wichtigsten Parameter des elektromechanischen Resonators.
Als nächstes werden geometrische Einﬂüsse auf das magnetische Streufeld untersucht.
Anhand dieser Erkenntnisse werden fünf unterschiedlich konzeptionierte Sensortypen ex-
perimentell auf ihre die elektromechanischen und magnetischen Eigenschaften untersucht.
4.1 Resonator
Der mechanische Resonator stellt die Grundlage der Sensoren dar. Behandelt werden im
Folgenden die Möglichkeiten zur Verstimmung durch die magnetische Schicht, sowie die
Anregung und Detektion der Schwingung durch piezoelektrische Schichten. Die verschie-
denen Dämpfungsprozesse werden vorgestellt und exemplarisch an einem Sensor experi-
mentell bestimmt. Grundlage für die Resonatoren bildet ein Balken der Länge LB, Breite
bB und Höhe hB (Abb. 4.1), der im Ursprung der x-Achse geklemmt ist.
4.1.1 Resonanzmoden und geometrische Empﬁndlichkeit
Grundsätzlich können sehr unterschiedliche geometrische Körper als mechanisch schwin-
gende Resonatoren funktionieren. Allerdings ergeben sich Einschränkungen z. B. durch die
mikromechanische Herstellung, mit der vor allem dünne Schichten erzeugt werden kön-
nen. Eine typische Resonatorstruktur stellen einseitig geklemmte Biegebalken dar, deren
Resonanzen für Biegeschwingungen sehr gut mir der klassischen Balkentheorie von Euler
und Bernoulli berechnet werden können [Inm13, S.533]. Sie ergibt als Lösung für die n-te
LB
bB
hB
x
y
z
fest
frei
Abb. 4.1: Typische Resonatorgeometrie in Form eines einseitig geklemmten Balkens.
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Schwingungsmode die Resonanzfrequenz
fRn =
α2n
2piL2B
√
κeﬀ
ρ
, (4.1)
mit der Dichte ρ, der Biegesteiﬁgkeit κeﬀ und der nummerisch zu berechnenden Konstante
αn. Für die ersten 4 Biegemoden mit α1 = 0.597, α2 = 1.494, α3 = 2.500, α4 = 3.500 sind
die entsprechenden Auslenkungen in Abb. 4.4 abgebildet. In der klassischen Balkentheorie
werden nur das Biegemoment und die seitliche Auslenkung des Balkens betrachtet. Eine
vollständige, aber auch deutlich aufwendigere Theorie unter Berücksichtigung von Sche-
rung und Rotationsträgheit ﬁndet sich bei Timoshenko [Tim21].
Die eﬀektive Biegesteiﬁgkeit eines Balkens aus N ∈ N dünnen Schichten ergibt sich sich
aus deren Elastizitätsmoduli En und den Flächenträgheitsmomenten Iy,n entlang der Bie-
geachse (hier y) der n-ten Schicht
κeﬀ =
N∑
n=1
EnIy,n. (4.2)
Das Flächenträgheitsmoment für eine einzelne Schicht mit rechteckigem Querschnitt be-
trägt
Iy,n =
h3B,nbB,n
12
. (4.3)
Abhängig vom Abstand dn = hB − hB,n/2 des Flächenschwerpunktes der Schicht n von
dem des Balkens bestimmt sich das eﬀektive Flächenträgheitsmoment mit Hilfe des Satzes
von Steiner und der Querschnittsﬂäche An
Iy,n(hB,n) = Iy,0 + d
2
nAn =
h3B,nbB,n
12
+ d2n(hB,ndn). (4.4)
Anhand dieser Gleichung ist eine elementare Eigenschaft der Biegemoden von Balken
sehr gut erkennbar: Die äußeren Schichten haben einen deutlich größeren Einﬂuss auf
die Biegesteiﬁgkeit und damit die Resonanzfrequenz. Durch Normierung auf das maxi-
male Flächenträgheitsmoment für hB,n = hB ergibt sich ein allgemeiner geometrischer
Skalierungsfaktor
Sn =
Iy,n(hB,n)
Iy,n(hB)
= 4x3 − 6x2 + 3x (4.5)
der den Einﬂuss einer Schicht mit der relativen Schichtdicke x = hB,n/hB angibt. Unter
der Annahme, dass der Elastizitätsmodul der einzelnen Schichten nicht stark variiert, ist
Sn proportional zur geometrischen Empﬁndlichkeit Sgeom.
Die Resonanzfrequenz der Longitudinalschwingungen berechnet sich mittels
fRn =
1
2piLB
√
Eeﬀ
ρ
, mit Eeﬀ =
N∑
n=1
EnAn. (4.6)
In diesem Fall bestimmt sich mit der Näherung Eeﬀ = En der geometrische Skalierungs-
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Abb. 4.2: Vergleich des Einﬂusses dünner Schichten auf die Resonanzfrequenz in Biege und Lon-
gitudinalschwingungen. Links der absolute Einﬂuss der funktionalen Schicht, rechts
der relative Einﬂuss pro Schichtdicke, jeweils aufgetragen über den relativen Anteil
an der Gesamtdicke des Balkens.
faktor aus dem Verhältnis der Schichtdicken zu
Sn =
An(hB,n)
An(h)
=
hB,n
hB
= x (4.7)
Im Vergleich der beiden Schwingungstypen in Abb. 4.2 zeigt sich, dass bis zu einer rela-
tiven Schichtdicke von ca. 1/10 der Skalierungsfaktor für die Biegemoden dreimal größer
ist als bei den longitudinalen Schwingungen. Mit steigendem Anteil nimmt der relati-
ve Einﬂuss der funktionalen Schicht in der Biegemode ab, bis ab einem Verhältnis von
1/2 die Longitudinalmoden bevorteilt sind. Um im Folgenden das Zusammenwirken von
Schwingungsmechanik und piezoelektrischer Anregung genauer zu untersuchen, wird der
Resonator in dem Finite-Elementen-Programm COMSOL Multiphysics® nachgebildet.
In Abb. 4.3 ist die Nachbildung anhand von Bildschirmfotos aus der Software dargestellt.
Da der Sensor entlang der Breite keine veränderliche Geometrie aufweist und in dieser
Richtung nicht untersucht werden soll, kann mit einer zweidimensionalen Simulation die
Berechnung deutlich beschleunigt werden. Als Randbedingung werden die grün markier-
ten Bereiche der Einklemmung als fest deﬁniert. Die piezoelektrische Schicht aus Alu-
miniumnitrid (AlN) wird mit einer lokal feineren Aufteilung in Elemente entsprechend
der Schichtdicke berücksichtigt. Außer einer isotropen Dämpfung von Diso = 0.001 und
dielektrischen Verlusten Dp = 0.03 im Piezoelektrikum werden alle weiteren Eigenschaf-
ten als linear und verlustfrei idealisiert. Die elektrische Kontaktierung des Piezoelektri-
kums erfolgt idealisiert durch entsprechende Deﬁnition der Randbereiche. Um parasitäre
Kapazitäten der Zuleitungen nachzubilden, sind die Elektroden auf den Klemmbereich
(x < 200µm) ausgedehnt. Die Berechnungen erfolgen im Frequenzbereich bei einer An-
regungsamplitude von 100mVRMS für ausgewählte Frequenzen um die Resonanzen, die
vorher durch ein spezielles Eigenfrequenzmodul in dem Programm ermittelt worden sind.
In Abb. 4.4 zeigen die auf diese Weise berechneten normierten Auslenkungen für die ersten
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Abb. 4.3: Bildschirmfoto aus der FEM-Software COMSOL Multiphysics® einer 2D Simulation
des elektromechanischen Resonators. Oben ist die Elektrodenﬂäche blau hervorgeho-
ben, sie bedeckt einen Teil des eingeklemmten Bereichs sowie das erste Fünftel des
Balkens. Unten ist die Aufteilung in ﬁnite Elemente dargestellt, rechts wird in einer
Vergrößerung die dünne piezoelektrische Schicht (rot) auf der Oberseite sichtbar.
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Abb. 4.4: Auslenkung der ersten vier Biegemoden eines einseitig geklemmten Biegebalkens an-
hand der Balkentheorie von Bernoulli im Vergleich mit einem FEM-Model.
vier Biegemoden eine sehr gute Übereinstimmung mit der klassischen Balkentheorie.
Da sowohl die piezoelektrische als auch die magnetische Schicht über mechanische Span-
nungen mit dem Resonator gekoppelt sind, lohnt sich eine Untersuchung des Zusammen-
hangs von Resonatoramplitude und den dabei auftretenden mechanischen Spannungen in
den unterschiedlichen Schwingungsmoden. Aus den Berechnungen der Flächenträgheits-
momente geht bereits hervor, dass bei der Biegeschwingung die größten Spannungen auf
der Ober- und Unterseite des Balkens zu erwarten sind. Abb. 4.5 zeigt die Auslenkung
des Balkens sowie die mechanische Spannung entlang der Balkenachse in einer Tiefe von
einem Mikrometer in dem 50µm dicken und 3mm langen Balken. Verglichen werden da-
bei jeweils die ersten zwei Moden für Longitudinal- und Biegeschwingung für realistische
Betriebsbedingungen des Resonators mit einer piezoelektrischen Anregung von 100mV.
Die Auslenkung dient hier mehr illustrativen Zwecken, entscheidend für die Funktions-
schichten sind jedoch die Spannungen. Diese konzentrieren sich für die erste Mode beider
Typen auf den vorderen Bereich, fallen jedoch bei der Biegung schneller ab. In der zweiten
Mode kommt es zu einem Vorzeichenwechsel der Spannung bei einem Fünftel bzw. einem
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Abb. 4.5: Mit FEM 2D simulierte Auslenkung der ersten zwei Biege- und Longitudinalmoden
eines einseitig geklemmten Balkens. Die mechanische Spannung ist in 1 µm Tiefe auf
der Unterseite gemessen, auf der Oberseite wird der Balken durch 2µm AlN auf dem
ersten Fünftel mit 100mVRMS getrieben.
Drittel der Balkenlänge. Im vorderen Bereich wird der Balken auf der Oberseite also kom-
primiert und im hinteren Bereich gedehnt. Die Spannungen auf der Unterseite werden
hier nicht gezeigt, verhalten sich aber spiegelsymmetrisch. Um auch die Querspannungen
im Balken zu ermitteln, wird das Modell auf die dritte Dimension erweitert. In Abb. 4.6
a) ist anhand der Querschnitte durch den Balken bei unterschiedlichen Abständen zu der
Klemmung eine Wölbung des Balkens sichtbar. Die Wölbung nimmt mit Abstand zur
Klemmung zu und führt, neben der in Abb. 4.5 gezeigten Spannung σx in Längsrichtung
auch zu einer Querspannung σy. Das Verhältnis der beiden Spannungen über die Balken-
länge ist in Abb. 4.6 b) für unterschiedlich breite Balken berechnet. Bei dem Balken mit
dem kleineren Aspektverhältnis reichen die Querspannungen und damit der Einﬂuss der
Klemmung deutlich weiter in den Balken hinein. Von einer idealen Biegung kann also nur
bei großen Aspektverhältnissen ausgegangen werden.
4.1.2 Elektroden
Neben dem oﬀensichtlichen Vorteil einer höheren Gesamtempﬁndlichkeit Sel wird in Ab-
schnitt 3.6 gezeigt, dass eine hohe elektrische Empﬁndlichkeit Sel auch die Dynamikan-
forderungen reduziert. Eine gute Kopplung zwischen der mechanischen Schwingung und
den elektrischen Signalen ist dafür notwendig. Diese wird wie in Kap. 3.5 beschrieben
durch die Qualität des Piezoelektrikums, aber auch durch dessen Anordnung auf dem
Resonator bestimmt. Analog zur Position der magnetischen Schicht, ist bei Biegeschwin-
gungen auch eine Positionierung der piezoelektrischen Schicht mit maximalem Abstand
zum Balkenmittelpunkt sinnvoll, da dort die Spannungen maximal sind. Abb. 4.5 zeigt
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Abb. 4.6: a) Im Querschnitt zeigt ein Balken von 3x1mm in der ersten Biegemode eine Wölbung
von bis zu 0.3% seiner Dicke von 50µm. b) Verhältnis der Spannungen entlang der
Balkenrichtung x und quer dazu wächst mit dem Seitenverhältnis des Balkens.
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1. Biegemode
2. Biegemode
Abb. 4.7: a) Skizze der Elektrodenabmessungen b) Elektrische Empﬁndlichkeit Sel in der ersten
und zweiten Biegemode anhand von FEM Simulationen für eine unterschiedlich lange
erste Elektrode.
aber auch eine Verteilung der Spannung über die Balkenlänge. Dies führt bei der ersten
Biegemode z. B. dazu, dass eine Elektrode im hinteren Teil des Balkens kaum noch zur
elektromechanischen Kopplung beiträgt. Durch eine elektrische Kontaktierung des Piezos
mit einer leitenden Elektrode mitteln sich die elektrischen Eigenschaften in diesem Be-
reich. Durch ihre elektrische Kapazität vergrößert sie jedoch weiterhin die Kapazität CME.
Insgesamt führt dies zu einem schnell nachlassenden Anstieg von Sel mit der Elektroden-
länge (siehe Abb. 4.7 a). In der zweiten Biegemode führt eine längere Elektrode aufgrund
des Vorzeichenwechsels der Spannung zu einer verringerten Empﬁndlichkeit bis zur Aus-
löschung bei halber Balkenlänge. Danach steigt Sel zwar wieder stark an, bleibt jedoch
absolut unterhalb der Werte für die erste Mode. Um die Auslöschung zu verhindern, wird
in Abb. 4.8 die Elektrode zweigeteilt. Der vordere Teil El1 reicht dabei von der Klemmung
bis zu 20% der Balkenlänge, da dort das Vorzeichen der Spannung wechselt. Der Abstand
der zweiten Elektrode wird unter der Rahmenbedingung einer Länge von 37% der Bal-
kenlänge optimiert und zeigt ein relativ breites Maximum bei 15%LB. Verglichen mit
dem Ergebnis aus Abb. 4.7 für die zweite Mode ist die strukturierte Elektrode nur 10 dB
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Abb. 4.8: Elektrische Empﬁndlichkeit Sel in der zweiten Biegemode anhand von FEM Simula-
tionen für unterschiedlich großen Abstand zwischen erster und zweiter Elektrode.
besser als eine Elektrode über die volle Länge. Werden die vordere und hintere Elektrode
mit umgedrehter Polarität parallel geschaltet, erhöht sich die Empﬁndlichkeit um weitere
10 dB. Ein Vergleich zwischen Simulation und Messung1 der elektrischen Eigenschaften
ist in Abb. 4.9 für drei verschiedene Elektrodengeometrien gezeigt. Eine Elektrode El0, die
das erste Drittel des Balkens abdeckt und ein geteiltes Elektrodenpaar El1 El2, das für die
zweite Mode entsprechend Abb. 4.8 optimiert ist. Abweichend von der zweidimensiona-
len Simulation ist die Probe durch die 50 µm breite Zuleitung der hinteren Elektrode El2
verändert. Für eine bessere Vergleichbarkeit mit den Proben wird in der Simulation der
zweiten Mode die Güte von 1000 auf 800 angepasst. Im Vergleich zwischen Simulation und
Messung zeigt sich eine gute Übereinstimmung der relativen Veränderungen zwischen den
Elektroden. Wie Tab. 4.1 zeigt, werden entsprechenden Empﬁndlichkeiten in der ersten
Mode um 11  35%, in der zweite Mode um 30% unterschätzt. Eine Ausnahme bildet
dabei die Kombination 2. Mode + El2, bei der die Simulation eine 10% höhere Empﬁnd-
lichkeit angibt. Die Tatsache, dass die Elektroden El0 und El1 in beiden Moden jeweils
gleiche relative Abweichungen zeigen, deutet eher auf einen systematische Ungenauigkeit
in der Simulation hin, als auf eine Streuung von Materialparametern zwischen den Pro-
ben. Insgesamt ist die Übereinstimmung für eine qualitative Bestätigung des Konzepts der
strukturierten Elektroden jedoch ausreichend. In einem analytischen Modell auf Basis der
Euler-Bernoulli-Balkentheorie [Zab+16] wird durch Fitten der Materialparameter an die
Messungen eine noch bessere Übereinstimmung erreicht. Eine Optimierung der Abmes-
sungen von El1 und El2 führt jedoch zu mit dem hier gezeigten Design übereinstimmenden
Ergebnis.
Dicke der piezoelektrischen Schicht Die Dicke der piezoelektrischen Schicht dP hat
ebenfalls starken Einﬂuss auf die elektrischen und elektromechanischen Eigenschaften des
Sensors. Die mechanische Anregung bei einer festen Spannungsamplitude ist dabei unab-
hängig von der Dicke, solange die Feldstärke innerhalb des Dielektrikums unterhalb des
1Herstellung der Proben durch Christine Kirchhof im Kieler Nanolabor
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Abb. 4.9: Vergleich von drei verschiedenen Elektrodenkonﬁgurationen in Simulation und Mes-
sung. Eine Aufteilung in Elektroden El1 und El2 ermöglicht einen eﬃzienten Betrieb
von erster und zweiter Biegemode.
Durchbruchswertes bleibt. In Abb. 4.10 sind die simulierten Impedanzverläufe und sich
daraus ergebende elektrische Empﬁndlichkeiten für verschiedene Dicken der AlN-Schicht
für die erste Biegemode mit einer Elektrode E0 dargestellt. Mit steigender Schichtdicke
nimmt die Resonanzfrequenz aufgrund der höheren Biegesteiﬁgkeit des dickeren Balkens
zu. Da die Kapazität (siehe Gl. 3.44) sich reziprok zur Dicke verhält und sich stärker
ändert als die Resonanzfrequenz, nimmt die mittlere Impedanz Z = 1/(2pifRC) dabei
zu. Die elektrischen Empﬁndlichkeiten für AM und PM steigen zunächst beide mit der
Dicke an. Für die AM ist das Optimum bereits bei einer Dicke dp = 1µm erreicht und
darüber nimmt die Empﬁndlichkeit wieder ab. Bei der PM nimmt die Empﬁndlichkeit
Tab. 4.1: Elektrische Empﬁndlichkeit für die ersten zwei Biegemoden aus der Simulation im
Vergleich mit gemessenen Werten. In der 1. Mode unterschätzt die Simulation die
Empﬁndlichkeit, in der 2. Mode wird sie überschätzt.
Mode Elektrode sim.Sel/dB gem.Sel/dB Abweichung %
1 El0 117.1 131.1 -11
1 El1 92.8 103.4 -11
1 El2 39.3 60 -34
2 El0 8.8 12.5 -30
2 El1 19.2 26.9 -29
2 El2 74.6 67.11 +11
1 El1+El2 12.0 - -
2 El1+El2 119.0 - -
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Abb. 4.10: Mit FEM simulierte Impedanzen und elektrische Empﬁndlichkeiten Sel eines Bal-
kenresonators in der ersten Biegemode für unterschiedlich dicke piezoelektrische
Schichten aus AlN.
bis dp ≈ 2 µm zu und bleibt dann konstant. Des Weiteren ist für die im Rahmen dieser
Arbeit verwendeten AlN-Schichten bekannt, dass sich deren piezoelektrischen Eigenschaf-
ten aufgrund höherer Kristallinität in dickeren Filmen (dp ≥ 500nm) deutlich verbessern
[Yar+16a].
4.1.3 Resonatorgüte
Die mechanische Güte Q hat bedeutenden Einﬂuss auf die elektrische Empﬁndlichkeit
des Sensors. In Abb. 4.11 wird der Zusammenhang anhand von Berechnungen auf Ba-
sis des Ersatzschaltbildes gemäß Abb. 3.5 veranschaulicht. Die Werte der Komponenten
entsprechen bis auf den Serienwiderstand Rm im Schwingkreis denen, des in Abb. 4.13
verwendeten Sensors mit Q = 530. Rm wird variiert und damit eine Veränderung der
Verluste in Resonanz beschrieben (siehe Gl. 3.58). Mit steigender Güte tritt eine deutliche
Trennung von Resonanz und Antiresonanz auf und die Phase vollzieht zwei vollständige
Durchläufe der Phasenänderungen um ±180◦. Die zwei Arbeitspunkte der PM werden
deutlich steiler, bleiben jedoch trotz der Änderung der Güte konstant bei den Frequenzen
von Resonanz bzw. Antiresonanz. Der bei geringer Güte beste Arbeitspunkt der AM in
der Mitte zwischen fR und fA spaltet sich mit steigender Güte in zwei Arbeitspunkte an
den inneren Flanken der beiden Resonanzen auf. An den Außenseiten ﬁnden sich ebenfalls
geringfügig weniger empﬁndliche Arbeitspunkte. Für 100 ≤ Q ≤ 700 nimmt die Empﬁnd-
lichkeit quadratisch mit der Güte zu. Im Bereich um Q = 1000 ﬂacht sich dieser Trend
zu Sel ∝ Q ab. Bei der AM ist die Zunahme im Übergangsbereich sogar etwas geringer,
so dass sich bei sehr hoher Güte ein Vorteil der PM um ca. einen Faktor 3 ergibt. Ins-
gesamt zeigt sich für diesen Sensor, dass eine Verringerung der Verluste auf Q ≈ 1000
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Abb. 4.11: Berechneter Einﬂuss der Resonatorgüte auf die elektrische Empﬁndlichkeit in AM
und PM. Basierend auf den Werten des Ersatzschaltbildes wie in Abb. 4.13
eine deutliche Verbesserung der Empﬁndlichkeit mit sich bringt. Bei welcher Güte dieser
Übergangsbereich stattﬁndet, hängt von den anderen Komponenten des Ersatzschaltbil-
des, wie z. B. der Sensorkapazität Cp ab.
Die Güte ist über den Zusammenhang Q = 1/2D mit der Dämpfungskonstante D ver-
bunden. Sie bestimmt sich aus der Summe von einzelnen Dämpfungsmechanismen durch
Gasdämpfung, Klemmung, intrinsische Verluste des Materials und magnetische Verluste.
1
Q
=
1
Qgas
+
1
Qklemm
+
1
Qintr
+
1
Qmag
(4.8)
Messtechnisch zugänglich sind in der Regel nicht die einzelnen Summanden, sondern nur
die Gesamtgüte Q. Durch Messungen im Vakuum lassen sich zumindest die Verluste durch
Gasdämpfung stark reduzieren. Klemmverluste lassen sich z. B. vermeiden, wenn die Probe
freischwebend gelagert untersucht werden kann.
Die Dämpfung durch Gase ist ein Eﬀekt, welcher mit der in Schwingungsrichtung projizier-
ten Oberﬂäche skaliert. Die im Resonator gespeicherte Energie nimmt bei Skalierung mit
konstanter Geometrie jedoch proportional zum Volumen schneller ab als die Oberﬂäche.
Dies führt dazu, dass dieser Dämpfungsmechanismus bei kleineren Resonatoren deutlich
stärker ins Gewicht fällt. Anhand der Knudsen Zahl Kn lässt sich die Gasdämpfung in
zwei Bereiche aufteilen. Die Zahl errechnet sich aus der charakteristischen Länge Lc im
Verhältnis zur freien Weglänge der Gaspartikel λf , die sich aus der Boltzmann-Konstante
kB, der Temperatur T , dem Gaspartikeldurchmesser dgas und dem Druck p bestimmt
Kn =
λf
Lc
=
kBT√
2pid2gasLrp
. (4.9)
Die charakteristische Länge bezeichnet in der Strömungslehre eine allgemeine Dimensio-
nierung, die je nach Problemstellung deﬁniert werden muss. Bei der Widerstandsberech-
nung bietet sich die kleinste Ausdehnung senkrecht zur Bewegungsrichtung, also z. B. bei
einer Biegeschwingung die Breite bB des Balkens an.
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Bei Atmosphärendruck beträgt λf = 70nm und für alle in dieser Arbeit relevanten Struk-
turen ist Kn < 1. Demnach wird das Gas als Kontinuum behandelt und Energie durch
viskosen Fluss des Gases um den Resonator dissipiert. Dabei gibt es abhängig vom Ab-
stand der den Resonator umgebenden Struktur zwei verschiedene Bereiche. Schwingt ein
vergleichsweise breiter Balken beispielsweise nahe einer Oberﬂäche, so kommt es zu Ver-
lusten durch Kompression. Schwingt der Resonator jedoch wie in dieser Arbeit in einem
großen freien Volumen, so lassen sich die Verluste besser mit einem Widerstandsmodell
beschreiben und es gilt nach [Sch+16] bei der Kreisfrequenz ω für einen Balken mit der
Dichte ρ und Dicke hB
1
Qgas,wid
=
8η
ρbBhBω
. (4.10)
Es gibt also keine direkte Abhängigkeit vom Umgebungsdruck, sondern nur indirekt über
die Viskosität η. Unterhalb des Atmosphärendrucks bleibt diese, und damit die viskosen
Verluste durch Gasdämpfung, bis ca. 100mbar konstant und nimmt dann linear mit dem
Druck ab [Blo+92]. Bei kleinen Knudsenzahlen wird eine reduzierte eﬀektive Viskosität
verwendet und dadurch auch die Verluste mit sinkendem Druck reduziert [Bao05]. Zu-
nächst nimmt die Güte mit der Kreisfrequenz zu, bis aufgrund abnehmender akustischer
Wellenlänge auch bei freien Strukturen die Verluste durch Kompression zunehmen und
Energie in Form von Schallwellen abgestrahlt wird [VE+09].
Für einseitig geklemmte Balken in der ersten Biegemode zeigt sich in [Yum+04] mit
1
Qgas,wid
∝ ηL
2
h2b
(4.11)
eine sehr gute experimentelle Übereinstimmung.
Unterhalb eines Drucks von p = 0.1mbar ist freien Weglänge λf größer als 1mm und damit
im Bereich der in dieser Arbeit relevanten Strukturen. Unterhalb von p = 0.1mbar ist
demnach bei Kn > 1 mit molekularer Dämpfung durch ballistische Stöße des Resonators
mit einzelnen Gasmolekülen zu rechnen [Sch+16; Li+07] und es gilt
1
Qgas,mol
=
4p
ρhω
√
2mgas
piRgasT
. (4.12)
Dabei bezeichnet mgas die molare Masse der Gasmoleküle, Rgas die Gaskonstante und T
die Temperatur. In diesem Druckbereich ist die Güte direkt reziprok zum Druck.
Insgesamt lässt sich zusammenfassen, dass es keine eindeutigen analytischen Zusammen-
hänge für die Gasdämpfung von schwingenden Strukturen gibt. Dennoch zeichnen sich un-
abhängig vom Druck die bereits eingangs erwähnten geometrischen Abhängigkeiten vom
Verhältnis aus projizierter Oberﬂäche in Schwingungsrichtungsrichtung und der Masse
(MR = ρ · h) des Resonators ab. Eine höhere Kreisfrequenz führt zunächst zu einem
Anstieg der Güte, bis durch die Abstrahlung von Schallwellen, bzw. im molekularen Re-
gime durch Stöße mit Gasmolekülen die Güte abnimmt. Entgegen der Intuition nehmen
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die viskosen Verluste erst bei deutlicher Druckreduktion auf weniger als ein Zehntel des
Normaldrucks ab.
Klemmverluste beschreiben den Energieverlust des Resonators über seine Einklemmung.
Mechanische Wellen breiten sich in die umgebende Struktur aus und dissipieren dort,
anstatt in den Resonator zurück reﬂektiert zu werden. Wie groß diese Verluste sind,
hängt stark von der Konstruktion der Aufhängung ab und müssen im Detail mit FEM
berechnet werden [Sch+16]. Qualitative Zusammenhänge lassen sich jedoch bereits aus
analytischen Modellen ableiten. So ergibt sich für Biegebalken mit, verglichen mit der
Wellenlänge, dünnen Aufhängungen der Dicke hA der Zusammenhang
Q−1klemm ≈ 0.95
bBh
2
B
LBh2A
, (4.13)
während bei deutlich dickerer Aufhängung
Q−1klemm ≈ 0.31
bB
LB
(
hB
LB
)4
(4.14)
bessere Übereinstimmung zeigt [Jud+07]. Daraus lässt sich der allgemeine Trend erken-
nen, dass lange schlanke Balken an dicken Ankerstrukturen die geringsten Klemmverluste
zeigen. Dies deckt sich mit den Erfahrungen, dass die Saiten von Musikinstrumenten sehr
lange Abklingzeiten und damit Güten im Bereich einiger Tausend haben [Pat+14]. An-
schaulich ist dies dadurch nachzuvollziehen, dass die Wellenlänge deutlich größer als die
Abmessungen des Klemmbereichs sind und daher die Welle kaum durch die Klemmung
dissipieren kann.
Zusätzlich treten noch eine Reihe interner Verluste auf. Für die meisten Materialien do-
minieren hier die intrinsischen anelastischen Verluste. Bei Metallen beruhen diese auf
Versetzungen oder Phasenumwandlungen. Bei Materialien mit vielen Defekten wird z. B.
durch Reibung an Rissen Energie dissipiert. Dichte Keramiken und Gläser ohne Defek-
te sind stark kovalent gebunden und weisen mit Güten im Bereich von Q ≈ 10000 nur
sehr geringe Verluste durch interne Reibung auf. Als Folge wird bei diesen Materialien
ein anderer Verlustmechanismus, thermolastische Verluste, dominant [Ash89]. Diese Ver-
luste entstehen durch den bekannten thermischen Ausdehnungskoeﬃzienten, der jedoch
auch eine umgekehrte Kopplung von Dehnung und Temperatur beschreibt. Die Auslen-
kung eines Resonators erzeugt einen Dehnungsgradienten und einen damit verbundenen
lokalen Gradienten in der Temperatur, in Folge dessen ein irreversibler Fluss von Wär-
me gemäß der Wärmeleitfähigkeit für einen Ausgleich sorgt. Je nach Resonatorgeometrie
und Schwingungsmode ergeben sich unterschiedlich große Abstände zwischen warmen und
kalten Bereichen, die zusammen mit der thermischen Diﬀusivität unterschiedliche lange
Relaxationszeiten für das Abklingen der Temperaturunterschiede bedeuten. Entspricht
die Periodendauer der Relaxationszeit, ist die Dämpfung maximal [Lif+99].
Bei magnetoelastischen Materialien spielen auch magnetische Verluste eine bedeutende
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Abb. 4.12: Vergleich von Biege und Longitudinalmode anhand gemessener Resonanzen ei-
nes einseitig geklemmten MEMS-Balkens mit den Dimensionen LB=1.5mm,
bB=0.2mm, hB=15µm. Messdaten als Punkte, Fit mit Ersatzschaltbild als Linie.
Rolle, welche in Kap. 4.2.1 genauer diskutiert werden.
4.1.4 Experimentelle Bestimmung der Verluste
Eine experimentelle Untersuchung der Verluste ist immer schwierig, da nur die Summe
aller Verluste gemessen werden kann. In Abb. 4.12 ist die elektromechanische Resonanz
eines Sensors2 in den ersten drei Biege- und zwei Longitudinalmoden dargestellt und die
Güte anhand des Ersatzschaltbildes bestimmt. Der Resonator ist ein einseitig geklemmter
Balken mit den Dimensionen LB=1.5mm, bB=0.2mm, hB=15 µm. Von der ersten Biege-
mode mit Q = 280 steigt die Güte zur zweiten und dritten Biegemode um einen Faktor
vier an. In der ersten Longitudinalmode nimmt die Güte auf Q = 2498 zu, fällt dann
aber in der zweiten Mode wieder auf Q = 713 ab. Da keine weiteren Messdaten im Vaku-
um vorliegen, ist keine eindeutige Schlussfolgerung möglich. Dennoch bestätigen sich die
grundlegenden Tendenzen. In den Biegemoden dominieren wahrscheinlich zunächst die
Verluste durch viskose Gasdämpfung, welche sich mit steigender Frequenz zur 2. Mode
zunächst verringern, dann aber aufgrund akustischer Abstrahlung nicht weiter abneh-
men. In der longitudinalen Schwingung kann aufgrund der geringen Querschnittsﬂäche
die Gasdämpfung vernachlässigt werden und die Klemmverluste dominieren die Güte. In
der zweite Longitudinalmode bei der dreifachen Frequenz der 1. Mode sinkt die Güte auf
ein Drittel. Eine mögliche Erklärung dafür wären stärkere Klemmverluste aufgrund einer
stärkeren Annäherung der Wellenlänge die Abmessungen des Klemmbereichs.
Der Einﬂuss der Gasdämpfung auf einen 25 µm dicken, 1mm breiten und 3mm langen
Dünnschichtresonator3 (siehe. Kap. 4.3.6) lässt sich anhand von zwei Messungen bei At-
mosphärendruck und im Vakuum in Abb. 4.13 nachvollziehen. Um magnetische Verluste
2Hergestellt am Fraunhofer ISIT durch Dr. Fabian Lohﬁnk
3Herstellt von Christine Kirchhof im Kieler Nanolabor
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Abb. 4.13: Veränderung der Impedanz eines Resonators beim Wegfall der viskosen Dämpfung
im Vakuum. Aus dem Ersatzschaltbild ergibt sich eine Erhöhung der Güte von
Q = 550 auf Q = 3530.
zu unterdrücken, wird die Probe während der Messung magnetisch gesättigt. Bei einem
Restdruck im Vakuum von 50µbar ist die Gasdämpfung deutlich reduziert und die Reso-
nanzfrequenz zu höheren Frequenzen verschoben, wie gemäß Gl. 3.48 zu erwarten ist. Im
Impedanzverlauf wird die Trennung in Resonanz und Antiresonanz deutlich schärfer, die
eﬀektive Kopplung bleibt jedoch, wie zu erwarten, konstant bei Keﬀ = 0.22%. Das Ersatz-
schaltbild ergibt einen Anstieg der Güte vonQ = 550 bei Atmosphärendruck aufQ = 3530
im Vakuum. Als Folge erhöhen sich die elektrischen Empﬁndlichkeiten deutlich um einen
Faktor 5 für die Amplitudenmodulation und einen Faktor 10 für die Phasenmodulation.
Für diesen Resonator sind unter Normaldruck die Verluste durch Gasdämpfung also domi-
nant. Wird die gleiche Messung anstatt in Sättigung am Anisotropiefeld µ0Heﬀ = 0.8mT
durchgeführt (siehe Abb. 4.14), so lassen sich anhand der Unterschiede zum Sättigungsfall
die magnetischen Verluste bestimmen:
1
Qmag
=
1
Q
−
(
1
Q
− 1
Qmag
)
=
1
Q(5mT)
− 1
Q(0.8mT)
. (4.15)
Damit ergibt sich für die maximale Güte aufgrund der magnetischen Schicht Qmag anhand
der Messungen im Vakuum und bei Normaldruck:
Qmag(50 µbar) =
(
1
1450
− 1
3530
)−1
= 2461, (4.16)
Qmag(1Bar) =
(
1
449
− 1
552
)−1
= 2406. (4.17)
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Abb. 4.14: Elektromechanischer Impedanzverlauf am Anisotropiefeld von µ0H = 0.8mT bei
Normaldruck und bei 50µbar. Verglichen mit Abb. 4.13 ist die Güte mit Q = 449
bzw. Q = 1450 aufgrund magnetischer Verluste deutlich reduziert.
Die beiden Werte im Vakuum und bei Normaldruck zeigen, wie zu erwarten, gute Überein-
stimmung ihr Mittelwert bestimmt eine maximale Güte aufgrund der magnetische Schicht
von Qmag = 2433 am Anisotropiefeld.
Die maximale Güte aufgrund der Gasdämpfung berechnet sich analog mit
1
Qgas
=
1
Q
−
(
1
Q
− 1
Qgas
)
=
1
Q(1Bar)
− 1
Q(50 µbar)
. (4.18)
Anhand der Messungen in Sättigung und beim Anisotropiefeld
Qgas(5mT) =
(
1
552
− 1
3530
)−1
= 654, (4.19)
Qgas(0.8mT) =
(
1
449
− 1
1450
)−1
= 650 (4.20)
ergibt sich, wie zu erwarten, eine große Übereinstimmung und anhand des Mittelwertes
ergibt sich eine maximale Güte aufgrund der Gasdämpfung von Qgas = 652. Eine weitere
Aufteilung in Klemmverluste und intrinsische Dämpfung lässt sich ohne weitere Experi-
mente, wie z. B. eine Variation der Geometrie nicht trennen, zusammen ergeben sie aber
1
Qklemm
+
1
Qintr
=
1
Q(50 µbar, 5mT)
=
1
3530
. (4.21)
Insgesamt wird dieser Resonator bei Betrieb in der ersten Biegemode also besonders durch
die Umgebungsluft gedämpft. In der Nähe des Anisotropiefeldes führen jedoch auch ma-
gnetische Verluste zu einer ausgeprägten Dämpfung.
4.2 Magnetische Schicht
In diesen Kapitel werden einzelne Aspekte der magnetischen Schicht genauer diskutiert.
Zunächst geht es um die Mechanismen magnetischer Verluste und entsprechende Mög-
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Abb. 4.15: Zusammenhang von magnetischen Verlusten (Dmag) und Resonanzfrequenzverstim-
mung ∆fR für steigende Magnetfelder.
lichkeiten diese zu verringern, anschließend wird die Verringerung des internen Streufel-
des durch die Formgebung angesprochen. Abschließend wird noch auf die Möglichkeiten
zur Kontrolle des magnetischen Arbeitspunktes mit Exchange-Bias-Schichtsystemen ein-
gegangen.
4.2.1 Verluste
Im vorherigen Kapitel zeigte sich am untersuchten Sensor ein Verlustprozess mit magne-
tischer Abhängigkeit. In Abb. 4.15 sind sowohl die Resonanzfrequenz als auch die Güte
für Messungen im Vakuum und bei Normaldruck in Abhängigkeit vom Magnetfeld dar-
gestellt. Der Verlauf der Resonanzfrequenz folgt dabei dem des Elastizitätsmoduls (siehe
Abb. 2.7). Die Güte zeigt einen ähnlichen Verlauf. In der normierten Darstellung ist eine
identische relative Verstimmung zu erkennen. Lediglich um das Anisotropiefeld ist die
relative Verstimmung im Vakuum geringfügig größer als bei Normaldruck. Dies lässt sich
durch eine größere relative Verringerung der Güte aufgrund der im Vakuum dominan-
ten magnetischen Verluste erklären, die gemäß Gl. 3.48 ebenfalls zu einer zusätzlichen
Absenkung der Resonanzfrequenz führen. Im Vergleich mit der normierten Verstimmung
zeigt die magnetische Dämpfung einen nahezu identischen Verlauf. Abweichungen treten
nur im Nullfeld und knapp oberhalb des positiven Anisotropiefeldes auf, die auf einen
Zusammenhang mit hysteretischen Eﬀekten aufgrund einer verkippten Anisotropie hin-
deuten. Insgesamt ist die die Übereinstimmung der Verläufe jedoch sehr hoch und deutet
damit auf eine gemeinsame magnetische Ursache hin. In magnetoelastischen Materialien
kommt es zu spannungsinduzierten Ummagnetisierungen und damit ebenfalls zu Magne-
tisierungsverlusten. Vergleichbares ist zum Beispiel auch von durch Magnetfelder indu-
zierten Ummagnetisierungen in Transformatorkernen allgemein bekannt. Je nach Art der
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Ummagnetisierung durch Rotation oder Domänenwandverschiebung und Geschwindigkeit
der Änderung ist der Verlustprozess unter unterschiedlichen Bezeichnungen bekannt.
Hysteretische Verluste Bei Magnetisierung durch ein Magnetfeld entlang der schwe-
ren Achse erfolgt die Änderung vorrangig durch Rotation, bei der Anisotropieenergie
in Zeeman-Energie umgewandelt wird. Unter der Annahme einer geringen Änderungsra-
te ist dieser Vorgang quasi reversibel. Wird die Magnetisierung durch eine mechanische
Spannung verändert, wird ein Teil der Anisotropieenergie in Federenergie umgewandelt.
Entlang der leichten Achse erfolgt die Ummagnetisierung vorrangig durch Domänenwand-
verschiebung. An Störstellen innerhalb der Materials verringert sich der Energiebeitrag
durch die Domänenwand und diese wird dort festgehalten bis die Diﬀerenz groß genug
ist, dass sich die Wand löst und schlagartig verschiebt. Diese sprunghafte Magnetisier-
ungsänderung ist unter dem Begriﬀ Barkhausenrauschen bekannt, und proportional zur
Defektdichte sowie Domänenwandlänge und damit deren Größe. Jedoch muss hier die
Domänenkonﬁguration am magnetischen Arbeitspunkt Hop betrachtet werden. Eine Be-
stimmung der hysteretischen Verlustleistung phy ist grundsätzlich durch quasistatische
Messung der Magnetisierungskurve und Integration der durch Hysterese eingeschlosse-
nen Fläche möglich, lässt sich aber für den Fall einer Magnetisierungsänderung um den
Nullpunkt anhand der Koerzitivfeldstärke Hc, der Dichte γ, sowie der Magnetisierungs-
amplitude Mˆ mit
phy =
4fopHcMˆµ0µr
γ
(4.22)
abschätzen [RH13].
Wirbelströme Wirbelströme Iind entstehen gemäß dem Induktionsgesetz von Faraday in
leitfähigen Materialien mit Widerstand R durch eine Änderung des magnetischen Flusses
ΦB mit der Zeit t.
Iind =
Uind
R
= −dΦB
dt
1
R
(4.23)
Das dadurch entstehende Magnetfeld ist gemäß der Lenzschen Regel der Magnetisierungs-
änderung entgegengesetzt und dämpft diese dadurch ab. Durch die endliche Leitfähigkeit
des Materials dissipiert die entsprechende Energie thermisch.
Für ein Material mit der Dichte ρ und der Leitfähigkeit γ beträgt laut [RH13] die Ver-
lustleistungsdichte pwir aufgrund von Wirbelströmen
pwir =
(pifop∆Mµ0µrdm)
2
6γρ
. (4.24)
Geteilt durch die Frequenz fop ergeben sich die Verluste pro Schwingungsperiode und mit
der Näherung Mˆ ∝ Aˆ (Aˆ ist die Schwingungsamplitude) damit für die Güte
Qmag,wir ∝ fopd
2
m
γ
(4.25)
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Dabei geht die minimale Abmessung der Schicht senkrecht zur Magnetisierungsänderung
dm quadratisch ein. Daher können die Wirbelströme besonders eﬃzient durch eine Struk-
turierung des magnetischen Materials, z. B. eine Abfolge von elektrisch isolierten magnet-
ischen Schichten, eingeschränkt werden [Ino+88]. Eine weitere Möglichkeit die Verluste
zu begrenzen, besteht darin die Leitfähigkeit γ des magnetischen Materials zu verringern
und dadurch den Stromﬂuss zu begrenzen. Amorphe Metalle, wie z. B. das verwendete
METGLAS® 2605SA1, weisen mit γ ≈ 1 µΩm [MET] bereits eine um eine Größenord-
nung verringerte Leitfähigkeit auf als die kristalline Form des Hauptbestandteils Eisen
mit γ ≈ 0.1 µΩm.
Anormale Wirbelströme Im Falle von Ummagnetisierung durch Domänenwandver-
schiebungen fallen die Verluste durch Wirbelströme größer aus als in Gl. 4.24 beschrieben.
Dies lässt sich mit der sprunghaften Magnetisierungsänderung erklären, die lokal zur einer
schnelleren Flussänderung dΦ/dt führt. Da die Dämpfung durch Wirbelströme mit der
Frequenz ansteigt, führen die Sprünge zu größerer Dämpfung als bei kontinuierlicher Mag-
netisierungsänderung [Ber86]. Die anormalen Wirbelstromverluste lassen sich mit einem
Anormalitätsfaktor η ≥ 1 und pawir = pwirη beschreiben. Dabei nimmt η mit den Dichten
von Defekten und beteiligten Domänenwänden zu. Letztere nimmt mit der Magnetisier-
ungsamplitude zu und steigt mit der Wurzel der Frequenz fop [Flo07]. In vergleichbaren
amorphen, magnetostriktiven Schichten konnte so z. B. bei fop = 50 kHz mit einer Ver-
größerung der Domänenbreite von 10 µm auf 150 µm die Güte von Q = 25 auf Q = 100
verbessert werden [Her02]. Im Idealfall einer eindomänigen Schicht ist η = 1.
Insgesamt haben magnetoelastische Verluste also einen wichtigen Anteil an den Gesamt-
verlusten von magnetoelastisch verstimmten Resonatoren. Da die Verluste in guter Nä-
herung direkt proportional zur Verstimmung sind, wird dieser Verlustmechanismus mit
dickeren magnetischen Schichten sogar zum dominanten Verlustmechanismus und sollte
durch Unterdrückung von Wirbelströmen und sprunghaften Domänenwandverschiebun-
gen begrenzt werden.
4.2.2 Formeﬀekte
Die Form der magnetischen Schicht hat deutlichen Einﬂuss auf ihre Eigenschaften. Das
interne Streufeld reduziert ein externes Magnetfeld abhängig von der Magnetisierung.
Für einfache Geometrien wie beispielsweise quaderförmige Proben existieren gute analy-
tische Näherungsformeln [Aha+00], für beliebige Geometrien ist jedoch eine numerische
Lösung notwendig. Unter der vereinfachenden Annahme, dass die Magnetisierung nicht
in Domänen zerfällt, kann das eﬀektive Magnetfeld innerhalb einer beliebig geformten
Probe numerisch aus ﬁniten Elementen berechnet werden. In der Simulation wird in der
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Abb. 4.16: Links: Die normierte Flussdichte in 2µm dicken magnetischen Schichten in un-
terschiedlichen Seitenverhältnissen (Länge:Breite:Dicke) anhand einer 3D FEM-
Simulation. Rechts: Die entsprechenden eﬀektiven Feldstärken zeigen den Einﬂuss
des internen Streufelds.
FEM-Software COMSOL Multiphysics® in einem zylinderförmigen (Radius 5mm, Länge
30mm) mit Luft gefüllten Volumen eine konstante Flussdichte durch die beiden Zylin-
derenden angenommen. Die Probe mit einer Permeabilität von µr = 1000 wird in der
Zylindermitte angeordnet und das eﬀektive Magnetfeld berechnet. In Abb. 4.16 sind die
vertikal gemittelten Flussdichten für drei Geometrien mit unterschiedlichen Seitenverhält-
nissen dargestellt. Die magnetischen Schichten haben eine Dicke von 2µm, 1mm Breite
und Längen von 1,3 und 10mm. Mit steigender Länge entlang der Feldrichtung vergrößert
sich die Flussdichte innerhalb der Proben deutlich. An beiden Enden zeigt sich bei allen
Proben ein deutlicher Abfall, der durch das interne Streufeld zu erklären ist. In Abb. 4.16
sind ebenfalls die eﬀektiven Feldstärken in Feldrichtung entlang der Balkenmitte neben
2 µm auch in 20 µm Dicke gezeigt. Die eﬀektive Feldstärke ist umso höher und homo-
gener, desto größer das Seitenverhältnis in Feldrichtung ist. Die sich daraus ergebenden
Anforderungen an die Geometrie des Sensors stehen eventuell im Widerspruch zu anderen
Anforderungen.
Dennoch kann das Streufeld durch externe magnetische Strukturen erweitert werden.
Abb. 4.17 zeigt ein Experiment bei dem ein Sensor in Form eines 2mm x 3mm großen
Biegebalkens mit einer vergleichsweise großen magnetischen Struktur aus 20µm dicker,
hochpermeabler Metallfolie (Vacuumschmelze Vitroperm 800) versehen wird. In der FEM-
Simulation zeigt sich besonders in Richtung der Sensorspitze ein deutlicher Anstieg der
eﬀektiven Feldstärke um bis zu einem Faktor 3. In den Messungen der magnetischen Re-
sonanzfrequenzverschiebung reduzieren sich die Biasfelder in der ersten Mode um einen
Faktor 3.5 und in der zweiten Mode um einen Faktor 4. Die Empﬁndlichkeit auf der inne-
ren Flanke steigt dabei in der ersten Mode um 2.5, in der zweiten um 3.5. Die Faktoren
sind nur qualitativ vergleichbar, da neben der Feldstärke auch deren Verteilung deutlich
verändert wird. Hinzu kommt eine gewisse Unsicherheit in der Probenpräparation, da die
Erweiterung nur aufgeklebt wird und kleinste Änderungen im Luftspalt zwischen Sensor
und Erweiterung bereits zu deutlichen Abweichungen führen. Die Unterschiede zwischen
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Abb. 4.17: Einﬂuss einer externen magnetischen Erweiterung zur Reduktion des Streufeldes
anhand eines 2mm x 3mm großen Biegebalkens mit einer 2µm dicken magnetischen
Schicht. Links FEM-Simulation, rechts experimentelle Daten für die erste und zweite
Biegemode.
den Moden lassen sich mit den Verteilungen von dynamischer Spannung (Abb. 4.5) und
eﬀektiver Feldstärke (Abb. 4.17) nachvollziehen. In der zweiten Mode ist der hintere Teil
des Balkens deutlich empﬁndlicher als in der ersten und reagiert demnach stärker auf die
dort erhöhte Feldstärke. Weitere Skalierungseﬀekte ergeben sich aufgrund des veränder-
ten Verhältnisses von Volumen zu Kantenlänge. An Kanten bilden sich zur Verringerung
des Streufeldes, aber auch aufgrund der dort häuﬁg auftretenden Spannungen, verstärkt
magnetische Domänen aus [McC04].
4.2.3 Exchange Bias
Um den Betrieb der Sensoren zu vereinfachen, kann das magnetische Biasfeld zum Er-
reichen der maximalen magnetischen Empﬁndlichkeit durch einen Exchange Bias (EB)
mit einem Antiferromagneten erreicht werden. Anschaulich lässt sich der Eﬀekt durch
eine starke Kopplung der ersten Atomlagen des Ferromagneten in unmittelbarer Nähe der
Grenzﬂäche zum Antiferromagneten erklären. Die entsprechende Austauschenergie erhöht
sich mit zunehmenden Schichtdicken oberhalb einiger Nanometer nicht, jedoch ändern sich
die kristallinen Eigenschaften etwas, so dass für Mangan-Iridium (MnIr) ein Maximum
bei etwa 10 nm und in der (111) Orientierung erreicht wird [Suz+04]. Da die atomaren
Momente im Ferromagneten untereinander gekoppelt sind, verteilt sich diese Austausch-
energie des EB über die gesamte Schichte und die Stärke vonHEB nimmt mit der Dicke des
Films ab [Lag+14]. Die Trennschicht aus Tantal (Ta) verhindert eine Austauschkopplung
zur darunterliegenden Schicht. Eine dünne Schicht Kupfer (Cu) dient als Saatschicht für
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Abb. 4.18: Zehn Wiederholungen einer Exchange Bias Schichtfolge auf einem Dünnschichtsen-
sor ergeben eine starke Verstimmung im Nullfeld. EA und EB können nicht separat
eingestellt werden, ein gemeinsamer Winkel von 45◦ zur Balkenachse ergibt jedoch
in Übereinstimmung mit der Simulation eine gute Empﬁndlichkeit im Nullfeld.
den Antiferromagneten (Mn70Ir30) [Lag+12]. Werden größere Schichtdicken beabsichtigt,
müssen mehrere Abfolgen von Antiferromagnet, Ferromagnet und Trennschicht überein-
ander, wie in Abb. 4.18 gezeigt, erfolgen. Die Richtung des EB wird durch Ausrichtung
des Antiferromagneten eingeprägt. Dazu wird die Probe in einem entsprechend ausgerich-
teten Magnetfeld auf 250◦C erhitzt und abgekühlt. Diese Temperatur liegt unterhalb der
Curie-Temperatur des Ferromagneten und oberhalb der Néel-Temperatur TN des Antifer-
romagneten und führt so zu einem EB entlang des angelegten Magnetfelds. Allerdings wird
durch diese Behandlung auch eine uniaxiale Anisotropie im amorphen Ferromagneten in-
duziert, so dass die EA nicht frei gewählt werden kann und in einer parallelen Ausrichtung
zum EB in 45◦ zur Balkenachse steht. Die Sensoren4, wie in Kap. 4.3.6 beschrieben, zeigen
ein ausgeprägtes Minimum in der Resonanzfrequenz bei einer Feldstärke µ0H ≈ 0.5mT.
Je nach Probe variiert wahrscheinlich die Anisotropieverteilung und führt zu unterschied-
licher maximaler Verstimmung. Die größte magnetische Empﬁndlichkeit wird aufgrund
der durch den EB verschobenen Kurve nahe dem Nullfeld erreicht. Zeigt ein EB antei-
lig in Richtung der EA, so hat dies Auswirkung auf die Empﬁndlichkeit. In Abb. 4.19
sind dazu eine Simulation und eine Messung des ∆E-Eﬀekts für unterschiedlich starke
EB-Felder entlang der schweren Achse gezeigt. Der EB wird in beiden Fällen durch ein
externes Magnetfeld umgesetzt. In beiden Fällen verschwindet zunächst die Hysterese und
die Steigung verringert sich vor allem auf den äußeren Flanken und das eﬀektive Aniso-
tropiefeld nimmt zu. In der Messung ist der Eﬀekt durch das EB-Feld deutlich geringer
als in der Simulation was auf eine niedrigere Feldstärke innerhalb des gemessenen Sensors
zurückzuführen ist. Auslöser dafür ist die deutlich geringere Abmessung der Schicht in
Richtung des externen EB-Feldes.
4Hergestellt von Anne Kittmann im Kieler Nanolabor
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Abb. 4.19: Simulation (links) und Messung (rechts) des ∆E-Eﬀekts für unterschiedlich starke
EB-Felder entlang der schweren Achse, die mit einem externes Magnetfeld umgesetzt
werden.
4.3 Sensorkonzepte
In den vorherigen Abschnitten wurden die wichtigsten Einﬂussfaktoren auf die Empﬁnd-
lichkeit der Sensoren dargestellt. Im Folgenden werden fünf verschiedene Sensortypen
untersucht. Zunächst wird allerdings deren Herstellung und die beteiligten Methoden bei-
spielhaft an einem Sensor in den wichtigsten Schritten gezeigt.
4.3.1 MEMS Herstellung
Kathodenzerstäubung Die Herstellung der funktionalen Schichten der Sensoren erfolgt
durch die Deposition von Dünnschichten mit der physikalischen Beschichtungstechnik Ka-
thodenzerstäubung, besser bekannt unter dem Begriﬀ Sputtern in Anlehnung an den eng-
lischen Begriﬀ für Zerstäuben (sputtering). Bei diesem Prozess wird bei geringem Druck
mit einem internen Prozessgas, z. B. Argon, ein Plasma gezündet. Dessen Ionen tragen
von der Kathode Material auf atomarer Ebene ab, dass anschließend auf der zu beschich-
tenden Oberﬂäche kondensiert. Je nach Prozessdruck und Leistungsdichte des Plasmas
bestimmt sich die kinetische Energie der Atome an der Filmoberﬂäche und damit deren
Möglichkeit sich in einer Kristallstruktur anzuordnen. Ist eine bestimmte Kristallstruktur
gewünscht, kann dies z. B. auch durch eine dünne, so genannte Saatschicht mit entspre-
chender Struktur erreicht und durch eine zusätzliches Heizung des Substrates begünstigt
werden. Ist die Energie gering, bleibt eine Kristallisation aus und der abgeschiedene Film
bleibt amorph. Durch das Plasma entsteht auch ein großer Wärmeeintrag in die Kathode,
so dass Materialien mit guter Wärmeleitung wie z. B. Metalle größere Leistungsdichten
und damit Abscheideraten zulassen. Viele Isolatoren können jedoch auch mit hohen Raten
von rein metallischen Kathoden und entsprechenden reaktiven Prozessgasen aufgebracht
werden. Komplizierte Zusammensetzungen wie die FeCoSiB Legierung der magnetischen
Schichten können von einer Kathode entsprechender Zusammensetzung direkt abgeschie-
den werden. Nach einiger Brenndauer gleichen sich die unterschiedlichen Zerstäubungsra-
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Abb. 4.20: Übersicht der wichtigsten Schritte der Herstellung eines Dünnschichtsensors. Aus
[Zab+15] mit Genehmigung von AIP Publishing
ten der einzelnen Bestandteile an und es stellt sich eine konstante Zusammensetzung des
abgeschiedenen Films ein. Alternativ ist auch eine gleichzeitige Deposition mit mehreren
Kathoden möglich.
Strukturierung Die Strukturierung der Proben beginnt mit dem Aufbringen von Mas-
ken durch Fotolithograﬁe. Die Masken dienen in den anschließenden Schritten im Fall von
Materialabtrag als Schutzschicht oder im Fall von Materialauftrag als Abdeckmaske. In
einigen Fällen ist ein polymerbasierter Fotolack kein ausreichender Schutz und es wird
eine metallische oder keramische Hartmaske aufgebracht, die wiederum fotolithograﬁsch
strukturiert wurde. In Abb. 4.20 sind exemplarisch die wichtigsten Schritte der Herstel-
lung eines Sensors auf Basis eines Silizium-auf-Isolator-Wafers (Silicon on Insulator, SOI)
dargestellt. Der SOI-Wafer besteht aus 700 µm dickem monokristallinen Silizium in (100)-
Orientierung und ist beidseitig von einer dünnen Schicht Siliziumdioxid (SiO2) bedeckt.
Auf der Oberseite ist mit chemischer Gasphasenabscheidung eine 50µm dicke Schicht
polykristallinen Siliziums abgeschieden und ebenfalls mit einer dünnen Oxidschicht pas-
siviert. Ziel dieser Methode ist es, einen sehr dünnen einseitig geklemmten Balken aus
Poly-Silizium mit je einer funktionalen Schicht auf der Ober- und Unterseite herzustellen.
Die dicke monokristalline Siliziumschicht sorgt während der Bearbeitung für mechanische
Stabilität und wird später unterhalb des Balkens entfernt. Als Vorbereitung dazu wird in
(2) als erster Schritt auf der Unterseite teilweise die Oxidschicht mit einem plasmaunter-
stützten Ätzverfahren mit Schwefelhexaﬂourid entfernt.
In (3) wird die piezoelektrische Schicht aus Aluminiumnitrid (AlN) mit reaktiver Sput-
tertechnik auf einer Saatschicht aus Tantal (Ta) und Platin (Pt) deponiert. Die Struktu-
rierung des AlN erfolgt durch eine Hartmaske aus 10 nm Chrom und 100 nm Gold. Die
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Chromschicht dient als Haftvermittler für die Goldschicht. Der anschließende Ätzvorgang
(4) erfolgt mit heißer Phosphorsäure. Ein Teil der Chrom-Gold-Schicht wird stehen ge-
lassen und bildet die obere Elektrode. Die untere Elektrode aus Pt und Ta wird mittels
Ionenstrahlätzen strukturiert.
Das Ausdünnen des Balkens erfolgt durch einseitiges Ätzen des monokristallinen Siliziums
mit Kaliumhydroxid (KOH). In 44 prozentiger Lösung bei 85◦C ätzt KOH Silizium selektiv
100-mal schneller als SiO2 [Gmb13]. Zusätzlich ist die Ätzgeschwindigkeit anisotrop und
läuft entlang der kristallograﬁschen (100)-Achse 300-mal schneller ab als entlang der (111)-
Achse. Zusammen ergibt sich damit an den Rändern ein fester Winkel von 54.74◦ und ein
deﬁnierter Stopp bei Erreichen der Oxidschicht.
Die magnetische Schicht wird durch Sputterdeposition auf der Unterseite aufgetragen und
aus den nicht durch Maskierung mit einem Fotolack geschützten Bereichen mit einer Mi-
schung aus Perchlorsäure und Ammoniumcer(IV)-nitrat entfernt. Alternativ ist auch ein
Lift-oﬀ-Verfahren möglich, bei dem zuerst mit Fotolack maskiert, dann beschichtet und
abschließend der Fotolack geätzt und so mitsamt der auf ihm beﬁndlichen Metallschicht
entfernt wird. Als letzter Schritt wird der Balken mit reaktivem Ionen-Tiefenätzen freige-
stellt, das aufgrund einer alternierenden Abfolge von Ätz- und Passivierungsschritten ein
hoch anisotropen Materialabtrag ermöglicht.
4.3.2 Quarz Substrate
Die verwendete Probe5 aus 300 µm dickem Quarz im X-cut hat eine Länge von 30 mm
und ist 2.5 mm breit. Auf der Ober- und Unterseite ist jeweils eine Schichtfolge von 10 nm
Tantal, 2µm FeCoSiB und 5 nm Tantal aufgebracht. Bei dem gewählten Kristallschnitt
des Quarzsubstrates führt eine elektrische Spannung entlang der x-Achse zu einer Kon-
traktion entlang der y-Achse, so dass die magnetischen Schichten als Elektroden genutzt
werden können. Abb. 4.21 a) zeigt die Aufhängung des Balkens durch eine Federklemme
mit runden Kontaktﬂächen, die genau in der Mitte des Balkens greifen. Mit dieser Mon-
tage können in bestimmten Bulkmoden Klemmverluste vermieden werden, bei denen an
diesem Punkt keine Auslenkung stattﬁndet. Dies ist sowohl in der longitudinalen Grund-
schwingung als auch bei allen ungeraden höheren Harmonischen davon der Fall, wie die
FEM-Simulation für die ersten fünf Harmonischen in Abb. 4.21 b) zeigt.
Die elektrischen Messungen in Abb. 4.22 zeigen mit diesen Ergebnissen übereinstimmend
die Resonanzen in den ersten sechs ungeraden Harmonischen der Grundmode. In den hö-
heren Moden geht die eﬀektive Kopplung jedoch zurück, da die elektrische Kontaktierung
über die ganze Balkenlänge ausgedehnt ist. Somit heben sich die Beiträge der einzelnen
Schwingungsbäuche entgegengesetzter Krümmung auf. Der Vergleich der Grundmode mit
5Hergestellt im Kieler Nanolabor durch René Milies und Patrick Hayes
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Abb. 4.21: a) Skizze eines mittig geklemmter Quarzbalken mit 2x20µm FeCoSiB. b) Ungera-
de Harmonische der longitudinalen Bulkschwingung zeigen in der FEM-Simulation
(rechts) keine Auslenkung im Bereich der Klemmung und damit geringe Klemmver-
luste.
einem Ersatzschaltbild nach dem BVD-Model zeigt sehr gute Übereinstimmung in Im-
pedanz und Phase. Deutlich ist die Auftrennung in Resonanz und Antiresonanz sichtbar
und die Phase vollzieht zwei komplette Durchläufe von -90 bis +90 Grad. Dies ist zum
einen durch die sehr gute Kopplung von Quarz, aber auch durch die sehr hohe Güte von
Q = 12900 zu erklären. Experimentell zeigt sich eine starke Abhängigkeit der Resonator-
güte von Klemmposition- und Druck, die schwer konstant zu halten sind. Dadurch kommt
es zwischen den einzelnen Messungen zu Abweichungen. Dies führt dazu, dass bei den mag-
netischen Messungen die Aufhängung verändert wird und keine magnetischen Messungen
mit hoher Güte möglich sind. Die Ergebnisse in Abb. 4.23 zeigen einen typischen Verlauf
der Resonanzfrequenz für eine Messung mit dynamischer Spannung und Messfeld entlang
der schweren Achse. Allerdings sind die benötigten Feldstärken trotz des günstigen Seiten-
verhältnisses deutlich größer als bei vergleichbaren Proben auf Silizium und die absolute
Verstimmung und magnetische Empﬁndlichkeit bleiben mit 0.03% fR und 0.01% fR/mT
relativ gering. Die Problematik der magnetischen Schichten auf Quarzsubstraten wird in
Kap. 7.1.1 eingehender behandelt.
4.3.3 Silizium Substrate
Auf Basis von 300µm dicken, beidseitig polierten Siliziumwafern hat Erdem Yarar einen
Sensor mit um das Substrat spiegelsymmetrischer Schichtfolge auf Ober- und Untersei-
te entwickelt [Yar+16b]. Die beiden piezoelektrischen Schichten aus AlN sind in Reihe
verschaltet, so dass eine Kopplung an Biegemoden verhindert wird. Im Impedanzgang in
Abb. 4.24 tritt nur bei 800 kHz und knapp daneben in geringerem Umfang bei 807 kHz
eine deutliche Kopplung an eine mechanische Resonanz auf. Mit einer Parallelschaltung
von zwei BVD-Resonatoren lässt sich das Verhalten sehr gut beschreiben und ergibt eine
mechanische Güte von Q = 3028. Zu welcher Schwingungsmode diese Resonanz gehört,
ist nicht eindeutig zuzuordnen. Aufgrund der Frequenz wäre bei einer Bulkmode von ei-
ner Wellenlänge von ungefähr 2,5mm auszugehen, was noch am ehesten der Breite des
Balkens entspricht. Der Verlauf der Resonanzfrequenz mit dem Magnetfeld entlang der
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Abb. 4.22: a) Spektrum des mittig aufgehängten Quarz Resonators in Vielfachen der Grund-
mode von fr=135 kHz. b) Die Grundmode zeigt gute Übereinstimmung mit dem
elektrischen BVD-Ersatzschaltbild, das eine Güte von Q=12900 ergibt.
langen Achse des Balkens in Abb. 4.25 deutet auf eine dynamische Spannung senkrecht zur
langen Achse und damit entlang des Balkens hin. Die absolute magnetische Verstimmung
ist wie bei dem geringen Volumenanteil von 1.3% zu erwarten mit 0.15%fR relativ gering.
Jedoch führt das durch die längliche Form sehr weichmagnetische Verhalten mit einem
Anisotropiefeld von HKeﬀ=0.2  0.3mT je nach Probe zu einer relativ großen magnetisch-
en Empﬁndlichkeit. Die Verteilung der Anisotropie ist aber wahrscheinlich relativ groß,
da oberhalb des eﬀektiven Anisotropiefeldes die Resonanzfrequenz nur langsam ansteigt.
Da im Nullfeld die Resonanzfrequenz geringer ist als in Sättigung und besonders bei der
zweiten Probe eine deutliche Hysterese erkennbar ist, ist zudem von eine Verkippung der
EA wahrscheinlich.
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Abb. 4.23: Magnetische Verstimmung der Resonanzfrequenz eines Quarz basierten Resonators.
Aufgrund des geringen Anteils der magnetischen Schicht, der hohen magnetischen
Anisotropie und geringen geometrischen Empﬁndlichkeit der Bulkmode fällt die
Verstimmung gering aus.
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Abb. 4.24: Aufbau und gemessener Impedanzgang eines auf Siliziumsubstrat aufgebauten sym-
metrischen Resonators. Die Resonanzmode kann ohne weitere Messungen nicht zwei-
felsfrei zugeordnet werden, zeichnet sich jedoch durch eine gute Kopplung trotz
geklebter Aufhängung hoher Güte von Q=3028 aus.
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Abb. 4.25: Verstimmung, magnetische Empﬁndlichkeit und mechanische Güte zweier makro-
skopischer Siliziumresonatoren. Durch den geringen Volumenanteil ist die absolute
Verstimmung gering, die magnetische Empﬁndlichkeit jedoch aufgrund des geringen
Anisotropiefeldes hoch.
70
4.3.4 Amorphe Metallbänder
Basierend auf den Arbeiten von Amit Kulkarni und Kerstin Meurisch [Kul+14] entstanden
im Rahmen der Bachelorarbeit von Igor Barg Proben mit außerordentlich hohem Anteil
an magnetostriktiven Material. Dazu werden Streifen aus einem Band amorphen Metalls
(Metglas® 2605SA1) [MET] geschnitten und bei 280◦C in einem Magnetfeld entlang der
kurzen Achse für 30 Minuten eine EA eingeprägt. Anschießend wird ein 2 µm dicker Film
des piezoelektrischen Polymers Polyvinylidenﬂuorid (PVDF) per Rotationsbeschichtung
aufgebracht. Das metallische Band bildet dabei die untere Elektrode, als obere Elek-
trode wird eine 100 nm dicke Aluminiumschicht aufgedampft. Die Streifen werden mit
einem Ende auf eine Platine geklebt und bilden so einen 25mm langen Biegebalken mit
einer Resonanzfrequenz von 45Hz in der 1. Biegemode. Diese wird durch mechanische
Anregung der Platine mit einem externen piezoelektrischen Aktuator angeregt und die
Schwingungsamplitude des Balkens durch Messung der elektrischen Spannung über dem
Piezopolymer bestimmt. Die Verschiebung der Resonanzfrequenz durch ein Magnetfeld
entlang der induzierten schweren Achse ist in Abb. 4.26 gezeigt. Mit einer absoluten Än-
4
 m
m
27 µm
25 µm Metglas
2 µm PVDF
25 mm
100 nm Al
80
85
90
95
100
f R
 
/ %
 
 
Messung
Spline Interpolation
0
5
10
15
S m
a
g 
/ %
f R
m
T−
1
Magnetfeld µ0H / mT
0 0.5 1 1.5 2 2.5 3 3.5 425
30
35
40
Magnetfeld µ0H / mT
G
üt
e 
Q
Abb. 4.26: Aufbau eines Sensors auf Basis eines Streifens amorphen Metalls mit piezoelektri-
scher Polymerschicht. Die Messung zeigt eine sehr hohe absolute Verstimmung, bei
jedoch großen Verlusten und somit schlechten Resonatoreigenschaften.
derung der Resonanzfrequenz von ∆fR = 20% und einer magnetischen Empﬁndlichkeit
von Smag=20%fR/mT zeigt dieser Resonator eine sehr hohe Verstimmbarkeit. Der Elas-
tizitätsmodul des Polymeres ist mit 1GPa zwei Größenordnungen geringer als bei der
Metallfolie, die damit die mechanischen Eigenschaften dominiert. Somit ist in guter Nä-
herung mit Gl. 4.6 die relative Änderung im E-Modul direkt proportional zum Quadrat
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der Resonanzfrequenzänderung:
Emin
Emax
=
(
fr,min
fr,max
)2
≈ 0.82 = 0.64 (4.26)
Der Verlauf der Resonanzfrequenz mit der ausgeprägten Absenkung im Nullfeld deutet auf
eine stark verkippte EA hin, die zu einer deutlichen Verringerung der Verstimmung, aber
vor allem der magnetischen Empﬁndlichkeit führt. Der Resonator hat nur eine geringe
Güte von Q = 39 in Sättigung, die sich mit stärker Verstimmung weiter auf Q = 26 redu-
ziert. Ein Teil der Verluste lässt sich sicherlich durch die Luftdämpfung und eine schlechte
Klemmung an der Klebestelle erklären. Die maximale Güte aufgrund der magnetoelast-
ischen Verluste beträgt gemäß Gl. 4.15 Qmag = 99. Derart hohe magnetoelastische Verluste
werden in vergleichbaren Systemen auch von P.T. Squire et. al. berichtet [Squ+95].
4.3.5 Nahezu substratfreie Sensoren
Am Fraunhofer Institut für Siliziumtechnik (ISIT) in Itzehoe ist durch Stefan Maraus-
ka ein Prozess zur Herstellung von sehr kleinen nahezu substratfreien magnetoelektri-
schen Sensoren entwickelt worden [Mar+12]. Mit einer Vakuumverkapselung auf Wafer-
basis konnten die Resonatoreigenschaften verbessert werden [Mar+13]. Eine besondere
Herausforderung bestand dabei in der dichten Verbindung von Sensor- und Kapselwafer
(siehe Abb. 4.28). Eine Kombination aus Gold- und Zinnschichten ergibt eine metallische
Dichtung, die bereits bei 260◦C schmilzt und damit eine Kristallisation der magnetischen
Schicht verhindert. Mit einem Gettermaterial aus Titan wird das Vakuum im eingeschlos-
senen Volumen durch Adsorption von Restgas noch weiter verbessert. In einem Kapsel-
element, wie in Abb. 4.27 gezeigt, sind fünf unterschiedlich lange Balkenstrukturen mit
einer Breite von je 200 µm angeordnet. Diese bestehen aus einer Schichtfolge aus 0.65 µm
amorphem Siliziumoxid, 3µm Aluminiumnitrid auf einer Platin Saatschicht und 2µm Fe-
CoSiB. Der längste Balken hat eine Resonanzfrequenz von 6.6 kHz in der erste Biegemode.
Durch die mittige Anordnung der AlN-Schicht liegt die neutrale Ebene, an welcher die
mechanischen Spannungen die Vorzeichen wechseln, innerhalb des Piezoelektrikums und
die eﬀektive elektromechanische Kopplung verringert sich. Auﬀällig ist auch die elektri-
sche Phase von -85◦ außerhalb der Resonanz, die auf eine schlechte Qualität des AlN oder
der dazugehörigen Zuleitungen aus Gold hindeutet. Um eine Übereinstimmung mit dem
BVD-Model zu erhalten, muss dies um einen Widerstand Rp = 24MΩ parallel zur Kapa-
zität des Piezoelektrikums erweitert werden [Jah+14]. Damit ergibt sich eine mechanische
Güte von Q = 271. Die magnetische Verstimmung der Resonanzfrequenz in Abb. 4.28 ist
mit einem absoluten Wert von 3% und einer magnetischen Empﬁndlichkeit von 1.5 bis
3%fR/mT geringer als bei dem großen Volumenanteil der magnetische Schicht von 35%
zu erwarten wäre. Eine Erklärung dafür bietet der Verlauf der Resonanzfrequenz deren
Absenkung bei 0mT im Vergleich mit Abb. 2.7 auf eine mehrfache Verkippung, bzw. brei-
te Winkelverteilung der EA hindeuten. Das eﬀektive Anisotropiefeld ist mit knapp 3mT
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Abb. 4.27: Nahezu substratfreier Resonator und dessen elektromechanischer Frequenzgang in
der ersten Biegemode mit einer Güte Q=271. Die elektrische Empﬁndlichkeit bleibt
aufgrund des nahe der Balkenmitte positionierten Piezoelektrikums gering. Foto aus
[Mar+13] mit Genehmigung von Elsevier.
deutlich erhöht, was sich durch Spannungen quer zum Balken erklären ließe. Weitere nega-
tive Einﬂussgrößen sind der erhöhte Entmagnetisierungsfaktor aufgrund der vergleichbar
dicken magnetischen Schicht und der vermehrte Einﬂuss von Kanteneﬀekten.
4.3.6 Dünnschichtsubstrate
Ursprünglich von Christine Kirchhof am Kieler Nanolabor als magnetisch modellierte
magnetoelektrische Sensoren entwickelt, zeigt dieses Sensordesign (Abb. 4.29) mit guten
Resonatoreigenschaften und vergleichsweise geringer Abweichung der magnetischen Ani-
sotropie gute Eignung als ∆E-Sensor. Die Herstellung dieses Sensortyps ist in Abb. 4.20
ausführlich erläutert. Um neben der ersten auch die zweite Biegemode eﬃzient zu be-
treiben, sind, wie in Kap. 4.1.2 diskutiert, strukturierte Elektroden entwickelt worden.
Im Vergleich verschiedener Proben in Abb. 4.30 wird ein deutlicher Unterschied in der
magnetischen Verstimmung zwischen den ersten beiden Biegemoden ersichtlich. Vergli-
chen mit der ersten Mode ist in der zweiten Mode die Verstimmung im Nullfeld etwas
geringer. Die absolute Verstimmung ist deutlich größer und das mittlere Anisotropiefeld
etwas kleiner. Beide Flanken, vor allem aber die äußere Flanke sind einen Faktor 2  3
steiler. Wie in Abb. 4.5 gezeigt, treten die dynamischen Spannungen in der ersten Mode
nahe der Klemmung auf. In der zweiten sind dort weiterhin Spannungen vorhanden, je-
doch tritt ein größerer Teil in der Mitte des Balkens auf. Demnach wird die erste Mode
besonders von den magnetischen Eigenschaften nahe der Klemmung und die zweite von
denen in der Mitte des Balkens beeinﬂusst. Im Bereich der Einklemmung sind statische
Spannungen aus dem Produktionsprozess und daher eine Störung der Anisotropie beson-
ders wahrscheinlich.
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Abb. 4.29: Skizze der Dünnschichtsensoren mit unterschiedlichem Seitenverhältnis und Elektro-
denkonﬁgurationen. Die Elektroden 2 und 3 auf dem breiteren Balken ermöglichen
eine Kopplung an Torsionsmoden ohne Symmetrie entlang der Balkenachse.
In Abb. 4.31 sind die Verläufe von Resonanzfrequenz und mechanischer Güte mit dem
Magnetfeld für eine Vielzahl an Schwingungsmoden gezeigt. Um auch Torsionsschwin-
gungen abzudecken, wird eine der äußeren Elektroden (vgl. Abb. 4.29) auf einem breiten
Dünnschichtsensor verwendet. Je geringer die Frequenz, desto eindeutiger ist eine Identi-
ﬁkation der Schwingungsmode möglich. So sind die ersten drei Moden auf der linken Seite
eindeutig als die ersten drei Biegemoden und die ersten zwei Moden auf der rechten Seite
eindeutig als die ersten zwei Torsionsmoden zu identiﬁzieren. Aufgrund des geringen Sei-
tenverhältnisses der schwingenden Struktur von 2:3:0.05, tritt in FEM-Simulationen eine
Vielzahl an Resonanzmoden ähnlicher Frequenz auf. Dennoch lässt sich aufgrund des Ver-
laufs der Resonanzfrequenz eine Einteilung vornehmen. Die Verläufe auf der linken Seite
folgen dem Verlauf des E-Moduls, auf dessen Änderung besonders Biege- und Bulkmoden
empﬁndlich reagieren. Gemäß Abb. 4.2 wäre für die Bulkmoden eine geringere geometri-
sche Empﬁndlichkeit und damit eine geringere Verstimmung zu erwarten. Die Verläufe
sind jedoch sehr ähnlich, so dass wahrscheinlich keine Bulkmoden dabei sind. Unterschie-
de treten im Nullfeld und an den äußeren Flanken auf, die auf eine Winkelverteilung
der leichten Achse bzw. eine Verteilung der Anisotropiestärke innerhalb des Balkens zu-
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Abb. 4.30: Die Verstimmungen in der ersten Mode weisen auf eine stärker gestörte magnetische
Anisotropie als die zweite Mode, deren geometrische Empﬁndlichkeit im mittleren
Bereich des Balkens größer ist. Dies deutet auf mechanische Spannungen im Bereich
der Einklemmung hin.
rückzuführen sind. Die Steigung auf den inneren Flanken ist mit Smag=1%fR/mT nahezu
konstant, auf den äußeren Flanken etwas und in der zweiten Mode mit Smag=2%fR/mT
deutlich höher. Der Verlauf der mechanischen Güte des Resonators ist nur näherungsweise
bestimmt, zeigt aber in Sättigung keine direkte Abhängigkeit von der Frequenz. Um die
eﬀektive Anisotropiefeldstärke Hkeﬀ ≈ 1.5mT ist bei den Moden hoher Güte (Q ≥ 1000)
ein deutlicher Abfall erkennbar, der magnetische Verluste nahelegt. Trotz deutlich höherer
Frequenz nehmen die Verluste aber kaum zu und die Güte reduziert sich lediglich auf ca.
800. Eine mögliche Erklärung für dieses Verhalten wäre ein Abhängigkeit der Verluste
von der mechanischen Amplitude, die aufgrund unterschiedlich starker eﬀektiver elektro-
mechanischer Kopplung der Moden nicht konstant ist. Die Verläufe auf der rechten Seite
lassen sich nicht eindeutig einer einzigen Komponente des Steiﬁgkeitstensors zuordnen.
Zum Vergleich ist ebenfalls der simulierte prozentuale Verlauf einer Kombination aus E-
und G-Modul im Verhältnis 1:3 aus Kap. 2.9 eingezeichnet. Aufgrund der guten Überein-
stimmung ist davon auszugehen, dass alle Moden hauptsächlich durch den Schermodul G
beeinﬂusst werden. Die theoretische größere Änderung des Schermoduls G′ tritt in dieser
Konﬁguration aus Schwingungsmode und EA scheinbar nicht auf. Dennoch ist in der ers-
ten Torsionsmode die absolute Verstimmung größer als beim reinen ∆E-Eﬀekt und die
innerste Flanke hat eine große Steilheit von Smag=2%fR/mT. Auf der gegenüberliegenden
Flanke ist die Steigung bei allen Schermoden deutlich geringer und damit eine deutliche
Hysterese vorhanden. Somit scheint die Empﬁndlichkeit des Schermoduls stärker durch
Anisotropieverteilung beeinﬂusst zu sein.
Die mechanische Güte beginnt in den ersten zwei Torsionsmoden mit Q1=1700 bzw.
Q2=1400 in Sättigung relativ hoch, nimmt dann aber besonders in der ersten Mode bis
auf Q1=700 ab. Der Verlauf ähnelt dabei dem der Biegemoden, jedoch liegt das Minimum
zusammen mit den Nebenmaximum der Resonanzfrequenz bei geringeren Feldstärken von
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Abb. 4.31: Vergleich verschiedener Resonanzmoden eines breiten Dünnsichtsensors für zuneh-
mende Magnetfelder. Die Moden auf der linken Seite zeigen einen Resonanzfrequenz-
verlauf in Abhängigkeit des E-Moduls rechts ist auch der Schermodul beteiligt. E-G-
Komb. ist der simulierten Verlauf von G+1/3E-Modul.
ca. µ0H=0.8mT. Dies deutet darauf hin, dass die Verstimmung durch den G-Modul mit
deutlich geringeren Verlusten verläuft als durch den E-Modul.
Insgesamt zeigen die Messungen, dass der ∆C-Eﬀekt auch bei sehr hohen Frequenzen bis in
den MHz-Bereich erhalten bleibt und somit Sensoren mit größerer Bandbreite und gerin-
ger akustischer Querempﬁndlichkeit ermöglicht. Die magnetischen Verluste sind komplex
und können nicht allein durch Wirbelströme erklärt werden, da deren Verluste deutlich
stärker mit der Frequenz ansteigen müssten. Eventuell ist ein Teil der Verluste auch auf
eine statische Veränderung in der schwingenden Struktur durch die statischen magneto-
striktiven Spannungen zurückzuführen, welche die Klemmverluste beeinﬂussen. Oder die
veränderte Steiﬁgkeit in der magnetischen Schicht wirkt sich auf die Form der Schwingung
aus. Um diese Thematik genauer zu untersuchen, müssten vergleichbare Messungen mit,
aufgrund eines hohen Aspektverhältnisses, klarer deﬁnierten Resonatoren durchgeführt
werden. Deren Moden können eindeutig zugeordnet werden und werden nur durch eine
Steiﬁgkeitskomponente beeinﬂusst. Ein weiterer interessanter Punkt bei höheren Moden
ist, dass die Spannung auf immer kürzeren Abständen das Vorzeichen wechselt. Sind diese
Abstände nun in der gleichen Größenordnung wie die magnetischen Domänen, müssten
sich zyklisch an den Knotenpunkten des Resonators Domänenwände ausbilden, bzw. die
Magnetisierung innerhalb der Domäne rotieren.
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4.4 Zusammenfassung,Vergleich, Ausblick
Bei verglichen mit dem Substrat dünnen magnetischen Schichten, haben Biegemoden ei-
ne dreimal so hohe geometrische Empﬁndlichkeit wie Longitudinalschwingungen. Lange
schmale Biegebalken erzeugen dabei unidirektionale mechanische Spannungen und mini-
mieren den Einﬂuss durch Aufhängung und reduzieren so ebenfalls Aufhängungsverluste.
In der zweiten Biegemode fallen die gestörten Eigenschaften nahe der Aufhängung weni-
ger stark ins Gewicht und verringern so deren Einﬂuss. Bei höheren Biegemoden ermög-
lichen strukturierte Elektroden eine deutlich höhere elektrische Empﬁndlichkeit. Diese
kann ebenfalls durch eine hohe Resonatorgüte gesteigert werden. Bei den experimentell
untersuchten Dünnschichtsensoren sind die Dämpfung durch Gas und Wirbelströme die
dominanten Beiträge. Letztere nehmen mit einem größeren Anteil magnetischen Materi-
als zu, lassen sich aber voraussichtlich durch Unterteilung in elektrisch isolierte, dünnere
Schichtfolgen reduzieren. Lange schmale Balken haben ebenfalls den Vorteil, durch Ver-
ringerung des internen Streufeldes die eﬀektive Feldstärke innerhalb der magnetischen
Schicht zu erhöhen. Magnetische Schichtsysteme mit Exchange Bias ermöglichen die Ein-
stellung des magnetischen Arbeitspunktes, schränken aber auch die Wahl der EA ein.
In der technischen Umsetzung zeigen sich vor allem Probleme in der Kontrolle der Aniso-
tropie der magnetischen Schicht, die vermutlich durch mechanische Spannungen gestört
wird. Bedeutender Faktor ist an dieser Stelle die Dicke des Substrates. Dicke Substrate
lassen sich leichter prozessieren und klemmen die einzelnen Schichten, so dass es nur zu
geringer Verspannung der magnetischen Schicht kommt. Andererseits verdünnt ein dickes
Substrat auch den ∆E-Eﬀekt der magnetischen Schicht und führt somit nur zu geringer
Verstimmung. Die Sensoren auf Basis amorpher Metallbänder haben zwar eine sehr hohe
Verstimmung, jedoch ist die Herstellung nicht miniaturisierbar und die elektrische Emp-
ﬁndlichkeit aufgrund der hohen magnetischen Verluste sehr gering. Den konzeptionellen
Gegenentwurf dazu stellt der Sensor auf Quarzbasis mit exzellenten elektromechanischen
Eigenschaften und geringer magnetischer Verstimmung dar. Zur notwendigen Miniaturi-
sierung von Sensoren mit diesem Aufbau, sollte auf bewährte Methoden aus der Herstel-
lung von Quarzoszillatoren zurückgegriﬀen werden.
Wenn es gelingt die mechanischen Spannungen in den Schichten besser zu kontrollieren,
sollten sich mit nahezu substratfreien Sensoren in Longitudinalschwingungen ebenfalls
hohe Verstimmungen und gute elektromechanische Eigenschaften erzielen lassen.
Bei der bisher möglichen Spannungskontrolle stellen die Dünnschichtsensoren einen guten
Kompromiss dar. In Torsionsmoden lässt sich mit diesem Sensortyp auch die Verände-
rung des Schermoduls nachweisen. Für eine eindeutige Trennung von Elastizitäts- und
Schermodul ist jedoch eine Änderung der Balkengeometrie notwendig.
In Tab. 4.2 sind die Eigenschaften der vorgestellten Sensoren aufgeführt. Ergänzt wer-
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Tab. 4.2: Vergleich verschiedener Sensortypen im Nutzsignalbereich von 10Hz.
Sensor Smag/%fR/mT Sel/ dB/%fR Sel/◦/%fR keﬀ Rsch. / T/
√
Hz
Quarz 0.01 1.37k 10.6k 0.76 -
Silizium 0.5 183 4.0k 0.033 1e-9
Metglas 20 12 77 - -
Substratfrei 3 11 50 0.092 1.2e-8
Dünnschicht 2 362 3.50k 0.22 1e-10
NEMS [Nan+13] 0.5 73 760 1.5 1e-8
RKM [Goj+11] - - - - 9e-7
Makro [Sta+17] 8 - - - 5.5e-8
SAW 3 - 757 - 3e-10
den sie durch drei weitere Konzepte aus der Literatur und die SAW-Sensoren, wie sie in
Kap. 6 behandelt werden. Darin zeigt sich auch, dass die eﬀektive elektromechanische
Kopplungskonstante keﬀ mit Ausnahme des Quarzresonators relativ gering ist.
Vergleich Im Folgenden werden einige Beispiele ähnlicher Resonatoren, die durch den
∆E-Eﬀekt verstimmt werden, aufgeführt. Da nicht alle explizit als Sensor getestet sind
und die Betriebselektronik sich stark unterscheidet, sind sie nur eingeschränkt vergleich-
bar.
In [Gib+96] wird ein Siliziumbalken (800µm lang, 70µm breit, 3µm dick) mit einer 400 nm
dicken Schicht aus 50 Multilagen aus 2 nm Ag und 6 nm FeCo um 0.3%fR/mT verstimmt.
Der Resonator wird optisch-thermisch angeregt und optisch ausgelesen. Eine Verwendung
als Magnetfeldsensor wird angesprochen, aber nicht weiter diskutiert.
Die Messspitze eines Rasterkraftmikroskops (RKM) wird in [Goj+11] mit einer 500 nm
dicken Schicht aus FeCoSiB beschichtet. Mit dem optischen Aufbau des Mikroskops wird
die Verstimmung des 125µm langen und 4µm dicken RKM-Balkens bei 324 kHz in der
ersten Biegemode gemessen und eine Detektionsgrenze von 900 nT√
Hz
und eine Bandbreite
über 1 kHz erreicht.
In [Nan+13] wird ein Sensor auf Basis eines mit 200µm Länge und 100µm Breite sehr
kompakten MEMS-Resonators vorgestellt. Die Struktur besteht nahezu ausschließlich aus
einer 250 nm AlN-Schicht und einer 250 nm dicken Schicht aus amorphem FeGaB. Der
Betrieb erfolgt mit einer PLL in der dritten Longitudinalmode bei 215MHz. In späteren
Entwicklungsschritten wird dies bis auf 800 pT√
Hz
für DC-Felder verbessert. Die Verläufe
der Resonanzfrequenz sind nicht symmetrisch um Null gemessen, zeigen jedoch auch so
bereits eine Absenkung im Nullfeld, die auf eine deutliche Winkelverteilung der Anisotro-
pie hindeutet. Die Güte verläuft parallel zur Resonanzfrequenz und variiert von 700 im
Nullfeld auf 1400 in Sättigung.
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In [Sta+17] wird ein makroskopischer Sensor aus einem Piezostreifen und zwei amorphen
magnetischen Bändern zu einem Sandwich zusammengeklebt. Zu den Resonatoreigen-
schaften werden außer der Resonanzfrequenzen von 170Hz in der ersten Biegemode und
29.3 kHz in der Longitudinalmode keine weiteren Angaben gemacht. Die Verstimmung ist
mit ca. 8%fR/mT in beiden Moden ähnlich. Ausgelesen über eine PLL ergeben sich bei
einem Biasfeld von HAP=0.2mT ein äquivalentes magnetisches Rauschen von 428 nT√Hz in
der Biegemode und 55 nT√
Hz
in der Longitudinalmode.
Insgesamt ist die erzielte Detektionsgrenze bei den Dünnschichtsensoren am geringsten,
jedoch zeigt sich, dass eine reine Betrachtung der Empﬁndlichkeiten nicht ausreicht und
auch das Rauschen näher betrachtet werden muss. Im folgenden Kapitel werden dazu
exemplarisch Sensoren auf Dünnschichtbasis dahingehend näher untersucht.
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5 System mit Dünnschichtsensor
In diesem Kapitel werden Sensoren vom Dünnschichttyp aus Kap. 4.3.6 gemäß den elek-
tromechanischen Sensorprinzipien aus Kap. 3.6 betrieben und die Detektionsgrenze näher
untersucht. Anhand eines Rauschmodells werden dazu der Einﬂuss der Anregungsampli-
tude und der Elektrodenkonﬁguration betrachtet und ein magnetischer Einﬂuss auf das
Rauschen diskutiert. Des Weiteren werden der Ursprung und die Auswirkung von nichtli-
nearem Verhalten des Resonators bei hohen Amplituden untersucht. Abschließend werden
erweiterte Betriebsverfahren zur Verbesserung der Detektionsgrenze vorgestellt.
5.1 Nichtmagnetische Rauschbeiträge
Gemäß den Ausführungen in Kap. 3.3 werden alle mit dem Sensoreingang unkorrelierten
Signale am Sensorausgang als Rauschen bezeichnet. Dieses Rauschen setzt sich aus den
verschiedenen Rauschbeiträgen der einzelnen Komponenten im gesamten Sensorsystem
bestehend aus Sensor und Betriebselektronik zusammen. Eine Untersuchung der einzel-
nen Beiträge erfolgt nun am Beispiel eines in Kap. 4.3.6 vorstellten Dünnschichtsensors.
Die Untersuchungen sind zusammen mit Jens Reermann und Phillip Durdaut durchge-
führt worden, die insbesondere für das elektrische Ersatzschaltbild verantwortlich sind.
In Abb. 5.1 sind alle untersuchten elektrischen Rauschbeiträge aufgeführt. Die einzelnen
Komponenten werden dabei durch äquivalente Schaltbilder der parasitären Eigenschaften
dargestellt. Ein Koaxialkabel wird so z. B. durch eine Kapazität und einen Widerstand
beschrieben. Die Impedanzen aller passiven Komponenten werden gemessen und damit
die Werte im Ersatzschaltbild ermittelt. Die entsprechenden Rauschbeiträge ergeben sich
dann aus dem thermisch-elektrischen Spannungsrauschen UR entsprechend der Widerstän-
de im Ersatzschaltbild bei einer Temperatur von T = 290◦K und der Boltzmannkonstante
kB mit
UR =
√
4kBTR. (5.1)
Zusätzlich zu den passiven Komponenten werden auch das Stromrauschen IsOP-, IsOP+
und das Spannungsrauschen UnOP des Ladungsverstärkers berücksichtigt [Jah+11]. Des
Weiteren kommen das Rauschen der Anregungsquelle UVex, sowie das Quantisierungs-
rauschen UAD des A/D-Wandlers hinzu. Der Sensor selbst wird, wie in Kap. 3.5.3 be-
schrieben, durch eine Kapazität mit einem Verlustwiderstand parallel zu einem Reihen-
schwingkreis zur Beschreibung der Resonanz nachgebildet. Der Widerstand Rr in dem
Schwingkreis beschreibt hier das thermisch-mechanische Rauschen des Resonators, wobei
dessen Amplitude nur mit der Wurzel des Qualitätsfaktors Q ansteigt [Dur+17a]. Der
parallele Widerstand beschreibt die elektrischen Verluste im Piezoelektrikum und führt
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Abb. 5.1: Übersicht über das Sensorsystem und die entsprechenden Ersatzschaltbilder der Kom-
ponenten. Nach [Dur+17b], ©2017 IEEE.
zu einem zusätzlichen thermisch-elektrischen Spannungsrauschen. In Abb. 5.2 sind eine
Rauschmessung und alle berechneten Rauschbeiträge im Frequenzbereich um die Reso-
nanz dargestellt. Alle Rauschbeiträge, die durch den Ladungsverstärker verstärkt werden,
sind zusätzlich mit dem Index LA versehen. Die Skalierung der Ordinate ist so gewählt,
dass die relevanten Beiträge gut unterscheidbar sind, der vernachlässigbar kleine Bei-
trag ULA,K1 des ersten Kabels zwischen Sensor und Verstärker ist dadurch nicht sichtbar.
Ebenso wird dadurch der größte Teil des Trägersignals abgeschnitten, da es fünf Grö-
ßenordnungen höher liegt. Die gemessene Rauschspannungsdichte zeigt einen konstanten
Verlauf von 100 nV√
Hz
und einen Anstieg um die Resonanzfrequenz bei 7450Hz. Bei dieser
Frequenz ist auch das Anregungssignal mit Vˆex = 100mV zu erkennen. Die anhand des
Modells berechnete Gesamtrauschdichte ULA zeigt eine sehr gute Übereinstimmung mit
dem Messergebnis. Der ﬂachere und frühere Anstieg des Rauschen unterhalb des Trägers
ﬁndet sich auch in der Simulation wieder und bestätigt damit die Abhängigkeit vieler
Rauschquellen von der Sensoradmittanz. Innerhalb von 20Hz um die Resonanz ist das
thermisch-mechanische Rauschen dominant und führt zu einem bis zu fünﬀach erhöh-
ten Rauschniveau. Dieses ließe sich nur durch eine deutlich niedrigere Temperatur oder
eine geringere Güte verringern. Letzteres verschlechtert allerdings auch die Empﬁndlich-
keit, so dass hier ein Kompromiss gefunden werden muss. Außerhalb nimmt der Beitrag
stark ab und das Rauschen der Anregungsspannung sowie des Operationsverstärkers stel-
len den größten Anteil dar. In Abb. 5.3 a) sind das Eingangsrauschen des A/D-Wandlers
und des Ausgangsrauschen des D/A-Wandlers für unterschiedlich große Amplituden des
Trägersignals gezeigt. Bis zu einer Amplitude von 200mV bleibt das Rauschen der An-
regung konstant bei 20 nV√
Hz
, steigt oberhalb davon aber proportional an. Das Rauschen
der A/D-Wandlung ist von der Ausgangsamplitude, wie zu erwarten, unabhängig. Die
Rauschbeiträge des Operationsverstärkers lassen sich durch die verwendete Balancierung
deutlich verringern, wie in Abb. 5.3 b) außerhalb der Resonanz sichtbar ist.
82
Abb. 5.2: Vergleich der gemessenen Rauschspannungsdichte mit dem berechneten Ergebnis des
elektrischen Rauschmodels für einen Dünnschichtresonator bei einer Anregungsspan-
nung von vex = 100mV ohne Magnetfelder. Die einzelnen Rauschkomponenten gemäß
dem Ersatzschaltbild in Abb. 5.1 ergeben in Summe eine sehr gute Übereinstimmung
mit der Messung.Nach [Dur+17b], ©2017 IEEE.
5.2 Trägeramplitude
In Kap. 3.4 ist gezeigt, dass bei einer Signalmodulation die Seitenbänder mit der Am-
plitude des Modulationssignals zunehmen. Aus diesem Grund sollte eine höhere Anre-
gungsamplitude vex zu einem größeren Signal und damit auch zu einem besseren Signal-
Rauschverhältnis führen, sofern das Rauschen nicht ebenso schnell bzw. noch schneller
ansteigt. Um dies zu überprüfen werden Messungen von Signal und Rauschlevel für ver-
schiedene Anregungsamplituden und als Vergleich auch ohne magnetisches Biasfeld und in
magnetischer Sättigung entlang der schweren Achse durchgeführt. Die Ergebnisse sind in
Anregungsamplitude / V
Abb. 5.3: a) Das Rauschen der Anregungsquelle steigt oberhalb von 200mV linear an.
b) Frequenzabhängigkeit des Rauschniveaus am Ausgang des Ladungsverstärkers ULA
ohne Anregungssignal mit und ohne Balancierung des Operationsverstärkers.Nach
[Dur+17b], ©2017 IEEE.
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Abb. 5.4: Veränderung der Detektionsgrenze des Sensorsystems mit steigender Anregungsam-
plitude. Das Modell im Vergleich mit einer experimentellen Messung zeigt oberhalb
einer Amplitude von 50mV deutliche Abweichungen. Nach [Dur+17b],©2017 IEEE.
Abb. 5.4 dargestellt. Im Teil a) sind dabei die Anregungsamplitude, die Signalstärke bei ei-
nem Biasfeld von BAP = 0.65mT, sowie die Rauschlevel für BAP = 0mT, BAP = 0.65mT
und für den Sättigungsfall bei BAP = 10mT dargestellt. Die Messwerte stammen aus
entsprechenden Spektren, wie sie für einige Anregungsamplituden in c) am magnetischen
Arbeitspunkt dargestellt sind. Für jede Anregung ist jeweils ein Spektrum mit und ohne
magnetischem Signal abgebildet. Zum Vergleich ist in b) ebenfalls die anhand des Modells
zu erwartende Rauschspannungsdichte eingezeichnet. Die Anregungsamplitude steigt wie
erwartet linear an. Die Signalamplitude zeigt eine lineare Zunahme bis 100mV, darüber
ist die Zunahme etwas geringer, was vermutlich auf eine verminderte elektrische Emp-
ﬁndlichkeit zurückzuführen ist (vgl. Abb. 5.7). Das berechnete Rauschniveau bleibt bis zu
einer Anregungsamplitude von 200mV konstant bei 100 nV√
Hz
und nimmt dann aufgrund
des Rauschens der Anregungsquelle auf 400 nV√
Hz
zu. Die Messung in magnetischer Sätti-
gung bestätigt dieses Ergebnis und weicht erst oberhalb von 600mV um einen Faktor 2
ab. Diese Abweichung zu höheren Rauschdichten tritt in der Messung im Nullfeld bereits
bei einer Anregungsamplitude von 200mV auf und nimmt dann auf bis zu 300 nV√
Hz
zu.
Am magnetischen Arbeitspunkt höchster Empﬁndlichkeit bei BAP = 0.65mT zeigt sich
eine erhöhte Rauschdichte bereits ab 50mV und nimmt dann näherungsweise linear bis
auf 800 nV√
Hz
zu. In Abb. 5.4 b) ist die Abweichung von der Resonanzfrequenz bei kleiner
Amplitude über die Anregungsamplitude aufgetragen. Die Resonanzfrequenz wird dabei
dadurch bestimmt, dass beide Seitenbänder des magnetischen Testsignals bei 10Hz gleich
groß sind. In Sättigung ist diese Methode nicht anwendbar, jedoch zeigt der entsprechende
Impedanzverlauf keine Veränderung (vgl. Abb. 5.7). Ohne Biasfeld verschiebt sich ober-
halb von 400mV die Resonanzfrequenz um bis zu 3Hz. Am magnetischen Arbeitspunkt
beginnt die Resonanzverschiebung bereits bei 100mV und steigert sich auf 7.5Hz. Um
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die Veränderung der Resonanzfrequenz und die vom Modell abweichende Zunahme des
Rauschens bei größeren Anregungsamplituden erklären zu können, werden im nun die
Nichtlinearitäten im Resonator betrachtet.
5.3 Mechanische Nichtlinearität
Verglichen mit einem linearen Resonator gemäß Gl. 3.49 hat ein nichtlinearer Oszilla-
tor eine Rückstellkraft, die nicht allein mit Termen erster Ordnung beschrieben werden
kann. Besondere Bedeutung hat dabei der nach Georg Duﬃng benannte Duﬃngresona-
tor [Duf18], der neben einem linearen auch einen kubischen Anteil β der Rückstellkraft
besitzt, und beispielsweise durch doppelseitige Einklemmung eines schwingenden Balkens
hervorgerufen wird. Je nach Vorzeichen des kubischen Terms β in der Bewegungsgleichung
mx¨+ bx˙+ kx+ βx3 = F · sin(ωet+ φ) (5.2)
wird das Material entweder steifer (positiv) oder weicher (negativ) und der Resonanz-
peak kippt nach rechts, bzw. links, wie in Abb. 5.5 gezeigt [Bre+08]. Ab einer kritischen
Nichtlinearität kippt der Resonanzpeak so stark zur Seite, dass das Frequenzverhalten
hysteretisch wird. In der Abbildung sind die hysteretisch übersprungenen Bereiche gestri-
chelt gezeichnet. Im Beispiel mit β = 0.04 sind die Sprungstellen für steigende Frequenzen
(nach unten) und für sinkende Frequenzen (nach oben) mit roten Pfeile dargestellt. Bei
Abb. 5.5: Die Resonanzkurve eines Resonators kippt entsprechend des Vorzeichens des kubi-
schen Terms β der Rückstellkraft. Im Frequenzgang tritt dann eine Hysterese auf,
der gestrichelte Bereich ist unzugänglich. Nach [Wik16] lizenziert unter CC BY-SA
4.0.
magnetoelastischen Materialien kommt es aufgrund des ∆C-Eﬀekts zu einer nichtlinearen
Rückstellkraft. Abb. 5.6 zeigt die Ergebnisse einer magnetoelastischen Simulation1 für eine
Anisotropieverteilung eines typischen Dünnschichtsensors. Für ausgewählte Magnetfelder
sind Magnetostriktion über Spannung und Spannung über Dehnung dargestellt. Nahe vom
Nullfeld (a) und der Sättigung (h) ist für kleine Spannungsänderungen von σ = 0±5MPa
1In Zusammenarbeit mit Benjamin Spetzler
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Abb. 5.6: Magnetoelastische Simulation für eine typische Anisotropieverteilung. Die Nichtlinea-
rität in der magnetoelastischen Kopplung überträgt sich auf den ∆E-Eﬀekt, so dass
dieser für größere Spannungen grundsätzlich nichtlinear ist.
die Magnetostriktion nahezu konstant und kann mit einem piezomagnetischen Koeﬃzient
dσME ≈ 0 beschrieben werden. Durch diesen ergibt sich gemäß Gl. 2.23 aus der Summe
zweier linearer Komponenten ein linearer Zusammenhang zwischen Spannung und Deh-
nung. Aufgrund der induzierten magnetischen Anisotropie tritt bereits im Nullfeld eine
magnetostriktive Dehnung auf, der eine elastische Spannung entgegen gerichtet ist.
Beim mittleren Anisotropiefeld (d) ist der piezomagnetische Koeﬃzient dσME maximal,
jedoch weiterhin für kleine Spannungen konstant. In Summe ergibt dies eine deutlich
verringerte, aber für kleine Spannungen weiterhin lineare, Rückstellkraft. Nahe dem typi-
schen magnetischen Arbeitspunkt auf der inneren Flanke bei (c) ist der Zusammenhang
von Magnetostriktion und Spannung komplexer und auch für kleine Spannungen nicht
mehr linear. Für negative Spannungen nimmt die Steigung ab und wird zunehmend line-
ar. Für positive Spannungen nimmt die Steigung deutlich zu und führt zu einem konvexen
Verlauf der Spannungs-Dehnungs-Kurve. Auf der äußeren Flanke des E-Modulverlaufs bei
(f) ist das Verhalten genau entgegengesetzt. Abb. 5.7 zeigt Messungen der Resonatoreigen-
schaften für die ersten zwei Biegemoden in den entsprechenden magnetischen Zuständen.
Der Frequenzverlauf von Phase und Impedanz ist dabei für steigende Anregungsamplitu-
den gezeigt. Für kleine Amplituden zeigt sich in beiden Moden und für alle Magnetfelder
der typische Frequenzverlauf von Phasenwinkel und Impedanz, wie er für einen linearen
elektromechanischen Resonator typisch ist. Einzig die Resonanzfrequenz ist bekannter
Maßen wie in Abb. 4.30 (Probe 4) verschoben. In Sättigung ändern sich Impedanz und
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Abb. 5.7: Gemessene Impedanzspektren in der zweiten Mode des Resonators (mit zunehmender
Frequenz) für verschiedene Magnetfelder und Anregungsamplituden.
Phase nur minimal in Richtung einer geringeren Steiﬁgkeit und Güte. Am magnetischen
Arbeitspunkt auf der inneren Flanke bei (c) in der Simulation bzw. 0.6mT in der Mes-
sung kippt mit steigender Amplitude der Peak stark nach links und zeigt bei der größten
Anregung in beiden Moden einen Sprung und damit hysteretisches Verhalten. Dies Ver-
halten passt zum Ergebnis der Simulation, die für diesen magnetischen Zustand eine mit
der Amplitude stärker werdende magnetoelastische Dehnung und damit einen stärkeren
negativen Beitrag zur Steiﬁgkeit ergibt. Ebenfalls erklärt sich damit auch die in Abb. 5.2
beobachtete negative Verschiebung der Resonanzfrequenz. Am zweiten Arbeitspunkt auf
der Außenﬂanke bei (f), bzw. 1.3mT kippt der Peak in beiden Moden ebenfalls, jedoch
nach rechts wie auch von der Simulation erwartet. Dazwischen bei ca. 1mT kippt der
Peak mit steigender Anregung zunächst nach links und dann nach rechts, jedoch deutlich
schwächer als an den Arbeitspunkten und damit passend zur Simulation. Diese zeigt deut-
lich, dass die mechanische Nichtlinearität der Resonatoren auf den ∆C-Eﬀekt zurück geht
und an den Zuständen maximaler magnetischer Empﬁndlichkeit am stärksten ausgeprägt
ist. Vergleichbare experimentelle Nachweise der Nichtlinearität ﬁnden sich in [Kel+04].
Solange keine Hysterese auftritt, führt die Nichtlinearität zu einer höheren Steigung von
Phase und Impedanz und damit zu einer höheren elektrischen Empﬁndlichkeit, jedoch
auch sehr instabilen Arbeitspunkten.
Eine weitere Folge der Nichtlinearität ist das Auftreten höherer Harmonischer der Anre-
gungsfrequenz im elektrischen Signal des Sensors, wie in Abb. 5.8 c gezeigt und Kap. 3.4
beschrieben. In Abb. 5.8 a ist bei 10Hz ein hundertfach höheres Rauschniveau als bei
7.4 kHz präsent. Um zu überprüfen, ob dieses Rauschen bei niedrigen Frequenzen durch
die Nichtlinearität hoch gemischt wird, wird ein zweites elektrisches Signal von 0.5mV bei
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Abb. 5.8: Sensorausgangsspektrum mit künstlichem 15Hz Störsignal und kleinem magnetischen
Signal mit 10Hz für verschieden große Trägeramplituden. a) Frequenzbereich des
Störsignals, b) Bereich um den Träger, c) zweite Harmonische der Anregung. Nach
[Dur+17b], ©2017 IEEE.
15Hz zum Anregungssignal hinzugefügt. Auch bei einer Anregungsamplitude von 300mV
ist das zusätzliche Störungssignal nicht in den Seitenbändern des Trägers sichtbar. Dar-
aus folgt, dass der Rauschanstieg nicht auf Mischprozesse aufgrund der Nichtlinearität
zurückzuführen ist.
Insgesamt führt die Nichtlinearität im magnetischen Material also zu einer Begrenzung
der sinnvoll nutzbaren Resonatoramplitude, wobei dabei vor allem die Veränderungen des
Resonatorarbeitspunktes ausschlaggebend ist.
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5.4 Magnetisches Rauschen
Als weitere Rauschquelle kommen unstetige Magnetisierungsprozesse innerhalb der mag-
netischen Schicht in Frage. Dieser Eﬀekt ist z. B. unter dem Namen Barkhausen-Rauschen
bekannt und auf das sprunghafte Verschieben von Domänenwänden zurückzuführen. Im
Fall der hier verwendeten Sensoren erzeugt die mechanische Spannung während der Oszil-
lation durch die Magnetostriktion eine Veränderung der magnetischen Anisotropie. Über-
steigt diese einen für jede magnetische Domäne speziﬁschen Wert, führt dies zu einer
sprunghaften Änderung in der Magnetisierung. Mit steigender elektrischer, und damit
auch mechanischer Amplitude, nehmen die zyklischen Änderungen in der Anisotropie
und damit auch die Anzahl der beteiligten Domänen zu. Jeder Magnetisierungssprung
erzeugt breitbandiges mechanisches Rauschen, welches durch die Resonanz verstärkt wird
und sich schließlich im elektrischen Ausgangssignal wiederﬁndet. Um diesen Eﬀekt zu
verringern, müsste im entsprechenden Magnetisierungsbereich die Anzahl an aktiven Do-
mänenwänden reduziert werden. Eine Möglichkeit dies zu erreichen ist ein externes Ma-
gnetfeld entlang der EA, z.B mit einem Exchange Bias [Lag+14]. Allerdings führt dies
auch zu einer geringeren Empﬁndlichkeit, da sich induzierte Anisotropie und Exchange
Bias überlagern [Röb+15].
Der Anstieg der Signalstärke mit der Trägeramplitude führt somit insgesamt zunächst
zu einer deutlichen Verbesserung der Detektionsgrenze. Wie Abb. 5.9 jedoch zeigt, wird
dieser lineare Trend ab einer Anregungsamplitude von ca. 50mV durch ein ebenso schnell
steigendes Rauschniveau beendet. Da ab einer Amplitude von ca. 100mV zusätzlich auch
noch das Anregungssignal stärker rauscht [Dur+17b], steigt die Detektionsgrenze sogar. In
der Messung bleibt der verwendete Sensor aufgrund seiner magnetischen Rauschbeiträge
noch hinter den durch das Modell vorhergesagten Möglichkeiten. Der im folgenden Ab-
schnitt verwendete Sensor hat vom Aufbau her die gleiche magnetische Schicht und nahezu
identische elektromechanische Eigenschaften, wie der mit dem Rauschmodell untersuchte
Sensor. Mit einer Detektionsgrenze bei 10Hz von ca. 100  200 pT√
Hz
(siehe Abb. 5.10),
entspricht dies der Modellprognose bei der entsprechenden Anregungsamplitude. Dies be-
stätigt zum einen das Modell, zeigt zum anderen allerdings auch die große Schwankung
der magnetischen Eigenschaften innerhalb einer Produktionscharge.
5.5 Elektrische Empﬁndlichkeit
Welchen Einﬂuss die elektrische Empﬁndlichkeit auf die Detektionsgrenze hat, wird im
Folgenden untersucht. Dazu werden zwei verschiedenen Sensoren des Dünnschichttyps mit
unterschiedlichen Elektroden (siehe Kap. 4.1.2) in den ersten zwei Biegemoden anhand
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Abb. 5.9: Gemessene Detektionsgrenze in Abhängigkeit von der Anregungsamplitude im Ver-
gleich mit der Berechnung anhand des Rauschmodels aus Abb. 5.1. Nach [Dur+17b],
©2017 IEEE.
ihres Rauschspektrums bei konstanter Anregung von 100mV verglichen. Da die magnet-
ischen Eigenschaften der Sensoren zwar ähnlich, jedoch nicht gleich sind, muss hierbei auch
mit einer Streuung des magnetischen Rauschbetrages gerechnet werden. Ein in dieser Be-
trachtung wichtiger Eﬀekt ist das Tiefpassverhalten der Empﬁndlichkeit (vgl. Kap. 3.6.3).
Außerdem führen die Elektroden aufgrund der unterschiedlich eﬃzienten Anregung der
Moden zu unterschiedlich großen mechanischen Amplituden. In Abb. 5.10 zeigt sich in der
ersten Mode für den ersten Sensor mit der Elektrode El0 in der ersten Dekade ein nahe-
zu eine Größenordnung höheres Rauschen als im zweiten Sensor mit den Elektroden El1
und El2. In diesem Bereich folgt der Verlauf des Rauschens der Resonanzkurve und deu-
tet damit auf einen magnetischen Ursprung hin, der beim ersten Sensor demnach deutlich
ausgeprägter ist. Das thermisch-mechanische Rauschen hat den gleichen Verlauf, sollte bei
beiden Sensoren jedoch ähnlich groß sein. Gemäß Abb. 5.1 ist der Rauschbeitrag durch die
Anregung oberhalb von 10Hz konstant, die Empﬁndlichkeit nimmt jedoch aufgrund des
Tiefpasses (vgl. Kap. 3.6.3) stetig ab und führt zu einem Anstieg der Detektionsgrenze.
Sofern das Rauschen der Anregung oder des Ladungsverstärkers der dominante Beitrag
ist, kommt der Vorteil einer höheren elektrischen Empﬁndlichkeit zu tragen. In der ersten
Mode ist der Empﬁndlichkeitsunterschied der Elektroden gemäß Tab. 4.1 relativ gering,
dennoch zeigt sich bei 100Hz eine entsprechende Abstufung in der Detektionsgrenze. In
der zweiten Mode sind die magnetischen Rauschbeiträge im ersten Sensor kleiner, die
Unterschiede der elektrischen Empﬁndlichkeiten deutlich größer und führen zu einem gut
sichtbaren Eﬀekt der angepassten Elektroden. Bei 100Hz ist die Detektionsgrenze reziprok
proportional zur elektrischen Empﬁndlichkeit, wie Abb. 5.11 zeigt.
90
Abb. 5.10: Der Einﬂuss der elektrischen Empﬁndlichkeit auf die Detektionsgrenze der Dünn-
schichtsensoren mit unterschiedlichen Elektroden wird in den ersten zwei Biegemo-
den deutlich. Nach [Zab+16] mit Genehmigung von AIP Publishing.
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Abb. 5.11: Der Mittelwert der Detektionsgrenze zwischen 90Hz und 100Hz ist reziprok propor-
tional zur elektrischen Empﬁndlichkeit. In diesem Frequenzbereich dominieren die
elektrischen Rauschbeiträge und eine höhere elektrische Empﬁndlichkeit der Elek-
troden führt direkt zu einer Verbesserung der Detektionsgrenze. Die Fehlerbalken
zeigen die Standardabweichung der Detektionsgrenze.
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Abb. 5.12: Sensoradmittanz um die erste und zweite Biegemode. Die Position der Träger für
den Multi-Moden-Betrieb (MM) sind in Rot eingezeichnet, die beiden zusätzlichen
Träger für den Mulit-Träger-Betrieb (MT) in Blau. Nach [Ree+16],©2016 IEEE.
5.6 Erweiterte Betriebsmodi
Erweiterte Betriebsmodi der Sensoren entstanden in Zusammenarbeit mit Jens Reermann,
weitere Details zur technischen Umsetzung ﬁnden sich in [Ree+16]. Motivation ist hier
den Sensor parallel mit mehreren Trägern auszulesen und aus der Kombination der Kanä-
le ein besseres SNR zu gewinnen. Um die Anzahl der Träger zu vergrößern, ist es möglich
den Resonator in der ersten und zweiten Biegemode zu betreiben, ohne dass es zu einer
Kopplung der beiden Moden kommt. Für diesen Multi-Moden-Betrieb (MM) sind in Kap.
4.1.2 Elektroden entwickelt worden, die eine ähnliche Empﬁndlichkeit in der ersten und
zweiten Biegemode aufweisen. Da die zweite Mode eine größere Bandbreite hat, ist es
möglich in dieser zwei zusätzliche Träger unterzubringen, wie in Abb. 5.12 eingezeichnet.
Der Abstand der Träger muss bei diesem Multi-Träger-Betrieb (MT) mindestens doppelt
so groß sein wie die beabsichtigte Bandbreite des Gesamtsystems (hier 40Hz). Damit
steigt die Anzahl der gleichzeitig verwertbaren Träger auf NT = 4 und ermöglicht theo-
retisch eine Verbesserung um
√
NT = 2, wenn das SNR in allen Kanälen gleich gut ist.
Als zweite Bedingung sollten die Träger innerhalb einer Mode in einem festen Abstand
zueinander angeordnet werden, da so die Intermodulationsprodukte der Träger wieder auf
Trägerfrequenzen landen. Ursächlich für die Modulation sind dabei Nichtlinearitäten im
Sensor und der Elektronik (vgl. Kap. 3.4 und Kap 5.3). In Abb. 5.14 a) wird dies anhand
eines Vergleichs von zwei MT-Szenarien mit der MM-Konﬁguration bei einem magnet-
ischen Testsignal von 10Hz und 100 nT deutlich. Im ersten Spektrum ist der Träger auf
der linken Seite in einem Abstand von -100Hz und der Rechte bei +80Hz, zum mittleren
angeordnet. Es entsteht eine Vielzahl von Intermodulationsprodukten der Träger samt
Seitenbändern mit dem magnetischen Signal. Um den Eﬀekt zu verdeutlichen, hat der
rechte Träger eine um 20 dB größere Amplitude. Der mittlere Träger ist gemäß Kap. 3.6.5
kompensiert. Sind die Träger dagegen wie in 5.13 b) in einem festen Raster von 100Hz,
entstehen im relevanten Bereich zwischen den Trägern keine Intermodulationsprodukte.
In den Seitenbändern der äußeren Träger ist das magnetische Testsignal zu erkennen, je-
doch noch deutlich kleiner als beim mittleren, wie aufgrund der geringeren elektrischen
Empﬁndlichkeit der Arbeitspunkte auch zu erwarten ist.
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a) b)
Abb. 5.13: Ausgangsspektrum des Sensors für eine unterschiedliche Staﬀelung der Träger. Bei
gleichmäßigem Abstand der Träger von 100Hz liegen alle Intermodulationsprodukte
der Träger wieder auf den Trägerfrequenzen. Nach [Ree+16], ©2016 IEEE.
Der maximale Kombinationsgewinn wird erzielt, wenn alle Kanäle ein ähnlich gutes SNR
haben. Um dies zu erreichen, wird die Amplitude der äußeren Träger um 20 dB angehoben.
Dies macht eine Kompensation der äußeren Trägersignale notwendig, um die Dynamik
des Systems nicht zu überschreiten. Eine höhere Anregungsamplitude führt in diesem
Fall nicht gleich zu dem in Kap. 5.3 diskutierten Rauschanstieg, da die Träger weiter
außerhalb auf der Resonanzkurve liegen und damit die mechanische Amplitude deut-
lich kleiner ist. Mit angehobenen Anregungsamplituden haben nun alle vier Kanäle nach
AM-Demodulation und Skalierung auf das Testsignal eine nahezu identische Rauschleis-
tungsdichte (Abb. 5.14). Die Skalierung erfolgt dabei im Zeitbereich, um Amplitudenfehler
durch Fenstereﬀekte zu6 vermeiden. Prinzipiell stehen sogar doppelt so viele Kanäle zur
Verfügung, da alle Träger auch in der Phase moduliert werden. Die Arbeitspunkte sind
jedoch auf Amplitudenmodulation optimiert und das SNR der PM entsprechend deutlich
schlechter. Daher kommt es kaum zu einer Verbesserung des Kombinationsergebnisses,
wenn diese Signale mit integriert werden. In Abb. 5.14 sind diese dennoch in der Kombi-
nation enthalten. Die Kombination erfolgt dabei nach einer Gewichtung gemäß des SNR
der einzelnen Kanäle. Unterschieden wird hierbei noch in der Art, wie diese Gewichte be-
rechnet werden. In der Voll-Band-Methode (VB) wird das Rauschen in einem festen Band
von 20  50Hz berechnet. Bei der Unter-Band-Methode (UB) erfolgt dies separat für jedes
kleinste sinnvolle Unterband. Die Breite des Unterbandes bestimmt sich aus der Abta-
strate und der FFT-Ordnung, sie beträgt in diesem Fall ca. 2 Hz. Beide Kombinationen
zeigen eine deutliche Verbesserung des Rauschniveaus über den gesamten Frequenzbe-
reich. Die UB-Methode ist dabei der VB-Methode um bis zu 2.5 dB überlegen, da sie die
Frequenzabhängigkeit des Rauschens, besonders auﬀällig in der ersten Mode, berücksich-
tigt. Insgesamt verbessert sich das Rauschniveau durch die Kombinationsgewinn um ca.
6 dB was dem theoretisch Möglichen bei vier Kanälen entspricht.
Die Kombination mehrerer Moden bietet den Vorteil, das Rauschniveau trotz externer
Störungsquellen niedrig zu halten, wenn die Störung nur im Frequenzbereich einer Mo-
de auftritt. In Abb. 5.15 ist dies für den Betrieb in erster und zweiter Biegemode und
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Abb. 5.14: Vergleich der Ausgangsspektren von vier AM-demodulierten Trägersignalen und de-
ren Kombination im Unterband (UB) bzw. Vollband (VB). Nach [Ree+16],©2016
IEEE.
zwei kurzfristigen Störungen in der zweiten Mode anhand einer Messung demonstriert.
Zunächst ist die zweite Mode gestört und wird entsprechend schwächer gewichtet. Nach
einer halben Sekunde stoppt die Störung und die zweite Mode ist überlegen, so dass sie
stärker gewichtet wird. Das kombinierte Signal ist nun besser als beide Einzelsignale.
Nach anderthalb Sekunden setzt die Störung wieder ein und die Gewichte werden er-
neut zugunsten der ersten Mode verteilt. Insgesamt ist das adaptiv kombinierte Signal
nie schlechter als das beste Einzelsignal und führt damit zu einem robusteren Verhal-
ten des Gesamtsystems. Die Geschwindigkeit, mit der die Regelung auf die veränderten
Umstände reagiert, ist dabei abhängig von der Schätzung des Rauschniveaus, bei der ein
Kompromiss zwischen Genauigkeit und Geschwindigkeit gewählt werden muss.
5.7 Zusammenfassung und Ausblick
Die Untersuchungen in diesem Kapitel zeigen als wichtigstes Ergebnis einen dominan-
ten Rauschbeitrag, der auf die magnetoelastische Funktionsschicht zurückzuführen ist.
Da diese Schicht auch maßgeblich für die Empﬁndlichkeit ist, bestimmt die Qualität der
Schicht auch das Signal-Rausch-Verhältnis. Die Qualität der Schicht bestimmt sich dabei
wahrscheinlich durch die magnetische Konﬁguration am Arbeitspunkt. Die magnetoelast-
ischen Ummagnetisierungen sollten dort möglichst durch Rotation der magnetischen Mo-
mente und nicht durch Domänenwandverschiebungen erfolgen. Um diesen Zusammenhang
zu veriﬁzieren, sollte die Magnetisierungsdynamik in der Schwingung z. B. mit MOKE-
Mikroskopie mit zur mechanischen Schwingung synchron gepulster Lichtquelle phasenbe-
zogen untersucht werden. Zur Vermeidung von aktiven Domänenwänden existieren ver-
schiedene Verfahren, deren Einsatz ebenfalls mit der angesprochenen Technik überprüft
und angepasst werden kann. Die Herausforderung wird darin bestehen dies durchzuführen,
ohne die Empﬁndlichkeit der Schicht in gleichem Maße herabzusetzen. Da das magneti-
94
10-9
10-10
Störung M2
AM2
SB
ideal
AM1
F
lu
ss
d
ic
h
t 
/ 
n
T
G
ew
ic
h
t
R
au
sc
h
le
ve
l /
 
T H
z
Zeit / s
21.81.61.41.21.00.80.60.40.20
0.5
0
1
0
-20
-40
20
40
Abb. 5.15: Adaptive Gewichtung der Signale beider Moden über die Zeit ergibt in der Kombi-
nation trotz einer Störung in der zweiten Moden ein optimales Ausgangssignal mit
minimalem Detektionslimit. Nach [Ree+16], ©2016 IEEE.
sche Rauschen mit
√
Q ansteigt, dämpft dies den Eﬀekt einer höheren Güte, die über
Kompromisse in anderen Bereichen erkauft werden müsste.
Erst sobald die magnetische Schicht nicht mehr der dominante Beitrag zum Sensorrau-
schen ist, ist eine größere geometrische Empﬁndlichkeit z.B. durch mehr magnetisches
Material sinnvoll. Je größer der Einﬂuss der Magnetischen Schicht auf die mechanischen
Eigenschaften des Resonators wird, desto wichtiger wird auch die Betrachtung von deren
mechanischer Nichtlinearität, die sich als direkte Folge des genutzten ∆E-Eﬀekts ergibt.
Eine hohe elektrische Empﬁndlichkeit verringert die Anforderungen an die Anregungsquel-
le und kann somit unter bestimmten Bedingungen die Detektionsgrenze senken. Mit einer
digital angepassten Trägerunterdrückung kann mit größerem elektronischen Aufwand ein
ähnlicher Eﬀekt erzielt werden. Dies ermöglicht beim Betrieb mit mehreren Trägern je-
weils ein gleich gutes SNR trotz unterschiedlich hoher elektrischer Empﬁndlichkeiten der
Arbeitspunkte. Eine Kombination der Träger verbessert das SNR mit der Wurzel der
Trägeranzahl und durch Nutzung verschiedener Resonanzmoden wird die Robustheit des
Systems erhöht. Je höher die Betriebsfrequenz des Resonators, desto mehr Träger lassen
sich einsetzen.
Mit einem alternativen Ansatz werden im folgenden Kapitel Sensoren mit einem anderen
mechanischen Prinzip bei deutlich höheren Betriebsfrequenzen im MHz-Bereich verwen-
det. Aufgrund ihrer Bauart zeichnen sie sich ebenfalls durch eine starke Kopplung an die
magnetische Schicht durch eine hohe magnetische Empﬁndlichkeit aus.
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6 Magnetoelastische SAW-Sensoren
Resonante Sensoren lassen sich eﬀektiv zur Magnetfeldmessung auf Basis des ∆E-Eﬀekts
nutzen. Es ergeben sich jedoch grundlegende Kompromisse zwischen hoher magnetischer
und elektrischer Empﬁndlichkeit. Der gemäß Kap. 2.4.2 theoretisch stärkere ∆G-Eﬀekt
ließ sich in Kap. 4.3.6 zwar erahnen, ist jedoch mit Biegebalken schlecht umsetzbar. Um
diesen Eﬀekt isoliert zu betrachten, werden im Folgenden Sensoren auf Basis von Ober-
ﬂächenwellen untersucht. In der speziellen hier vorgestellten Form sind sie empﬁndlich
auf die Änderung des Schermoduls und sind aufgrund der Fokussierung der Wellen auf
die Oberﬂäche besonders empﬁndlich auf Änderungen in der magnetischen Schicht an der
Oberﬂäche.
6.1 SAW Sensoren
In diesem Abschnitt wird zunächst das Sensorkonzept näher ausgeführt. Anschließend wer-
den verschiedene Typen von Oberﬂächenwellen betrachtet und auf magneto-mechanische
Kopplung mit einer dünnen magnetischen Schicht untersucht. Ausgehend davon ergeben
sich der Aufbau und die Herstellung der Sensoren.
6.1.1 Sensorkonzept
Die grundlegende Funktionsweise der Sensoren besteht in der Messung der magnetisch
veränderten Materialeigenschaften. Wie empﬁndlich sie dabei sind, wird nun anhand der
Zerlegung in die einzelnen daran beteiligten Prozesse hergeleitet und ist als Übersicht in
Abb. 6.1 zusammengefasst. Am Anfang steht ein magnetoelastisches Material mit hoher
Empﬁndlichkeit
Smat =
∂G
∂H
, (6.1)
das eine besonders hohe Änderung des Schermoduls G in einem Magnetfeld H aufweist.
Ein überlagertes Biasfeld HAP bestimmt dabei den Arbeitspunkt. Wie stark sich die Wel-
Anregungssignal 
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Abb. 6.1: Grundlegendes Sensorkonzept zur Messung der magnetisch Veränderung der mecha-
nischen Eigenschaften.
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lengeschwindigkeit v der Oberﬂächenwelle mit dem Schermodul ändert, wird mit einer
strukturellen Empﬁndlichkeit
Sstr =
∂v
∂G
(6.2)
beschrieben. Diese Änderung der Wellengeschwindigkeit muss dann durch den Sensor in
ein elektrisches Signal umgesetzt werden. Der Sensor besteht aus einem piezoelektrischen
Substrat und einem Paar metallischer Elektroden an jedem Ende. Diese sind als Inter-
digitaltransducer (IDT) ausgeführt und wandeln auf der Eingangsseite das elektrische
Anregungssignal in eine mechanische Oberﬂächenwelle bzw. auf der Ausgangsseite die
mechanische Welle in eine Spannung. Die Wellenlänge der Welle bestimmt sich aus der
Anregungsfrequenz und der Wellengeschwindigkeit des Substrats mit λ1 = v/f . In einem
Bereich der Länge Lm zwischen den IDTs ist das magnetische Material aufgebracht. Ändert
sich dessen Wellengeschwindigkeit durch ein Magnetfeld so ergibt sich bei fester Frequenz
eine veränderte Wellenlänge λ(H) und damit an dem Ausgangs-IDT eine Veränderung
der Phase ϕ(H). Die Phasenänderung durch die magnetische Schicht bestimmt sich aus
der Anzahl an Perioden innerhalb der Schicht Np = Lm/λ. Wie stark sich die Phase mit
der Wellengeschwindigkeit ändert, beschreibt eine geometrische Empﬁndlichkeit
Sgeo =
∂ϕ
∂v
=
∂
∂v
Lm
v
· f · 2pi = −Lm
v2
· f · 2pi (6.3)
die sich direkt durch Ableiten nach der Wellengeschwindigkeit ergibt. Zusammen ergeben
die bisherigen Empﬁndlichkeiten die magnetische Empﬁndlichkeit
Smag =
∂ϕ
∂H
=
∂G
∂H
· ∂v
∂G
· ∂ϕ
∂v
= Smag · Sstr · Sgeo, (6.4)
die den magnetischen Modulationsgrad der Phase des Trägersignals bestimmt. Das pha-
senmodulierte Anregungssignal wird abschließend mit dem Anregungssignal demoduliert,
um das magnetische Signal zu erhalten. Je nach Betriebsmodus geschieht dies unterschied-
lich und wird im Abschnitt. 6.2.3 genauer beschrieben.
6.1.2 Oberﬂächenwellen
Zum besseren Verständnis der strukturellen Empﬁndlichkeit werden zunächst einige Grund-
lagen von Oberﬂächenwellen betrachtet. Die bekanntesten Oberﬂächenwellen sind trans-
versale Scherwellen, bei denen die Deformation größten Teils senkrecht zur Oberﬂäche
erfolgt und die damit stark den Wellen auf der Oberﬂäche eine Flüssigkeit ähneln. Sie
sind vor allem aus der Geologie als dominante Wellenform bei Erdbeben bekannt und
sind nach ihrem Entdecker Lord Rayleigh benannt und in Abb. 6.2 a) skizziert. Die Am-
plitude dieses Wellentyps nimmt exponentiell mit der Eindringtiefe ab. In einer der Wel-
lenlänge entsprechenden Tiefe ist die Amplitude auf 1/e = 36.8% abgefallen. Bei Quarz
ergibt sich mit einer Wellengeschwindigkeit von je nach Richtung ca. 4 km/s und einer
Frequenz von 150MHz eine Wellenlänge von 26.6 µm. Ebenfalls möglich sind Scherwel-
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Love-WelleRayleigh-Welle
Abb. 6.2: Deformation von Oberﬂächenwellen des Rayleigh- und Love-Typs. Bild Copyright
2000-2010 Lawrence Braile, mit Genehmigung verwendet.
len mit einer 90◦ gedrehten Deformationsachse bei denen die Auslenkung im gesamten
Volumen primär parallel zur Oberﬂäche erfolgt. Besteht zudem ein Gradient in den me-
chanischen Eigenschaften und damit der Ausbreitungsgeschwindigkeit, z. B. durch eine
zweite Schicht, kommt es zu einer Fokussierung der Wellenleitung auf den Bereich mit
der geringsten Ausbreitungsgeschwindigkeit. Ist diese Schicht an der Oberﬂäche, so bildet
sich eine horizontale Scherwelle an der Oberﬂäche wie in Abb. 6.2 skizziert. Diese Oberﬂä-
chenwellen treten ebenfalls bei Erdbeben auf und werden entsprechend ihres Entdeckers
Augustus Edward Hough Love als Love-Wellen bezeichnet.
Für maximale magneto-mechanische Kopplung zwischen Oberﬂächenwelle und magneti-
scher Schicht, sollten die zyklischen mechanischen Spannungen in der Ebene des mag-
netischen Dünnﬁlms liegen. Demnach sind für diesen Zweck horizontale Scherwellen be-
sonders gut geeignet. Da aus technologischen Gründen die piezoelektrischen Substrate
drei Größenordnungen dicker sind als die funktionalen magnetischen Schichten, ist bei
diesem Wellentyp die eﬀektive Wellengeschwindigkeit jedoch kaum durch die magnetische
Schicht beeinﬂusst. An diesem Punkt bieten Love-Wellen den entscheidenden Vorteil auf
die Oberﬂäche konzentriert zu sein.
Entscheidend für das Entstehen von Love-Wellen ist ein Gradient in der Schallgeschwindig-
keit mit geringeren Geschwindigkeiten in Richtung der Oberﬂäche [Jak+97]. Für Scher-
wellen berechnet sie sich mit dem Schermodul, das über die Poisson Zahl ν mit dem
Tab. 6.1: Mechanische Eigenschaften der SAW-Materialien.
Material ρ / kg
m3
E / GPa ν G / GPa v / m
s
ST-Quarz(ST-Cut) 2650 - - 49.2 4311
SiO2 2200 77.6 0.16 41.7 3553
FeCoSiB 7250 150 0.38 54.3 2738
FeCoSiB(∆G) 7250 50 (0.38) 18.1 1580
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Abb. 6.3: a) Skizziertes Tiefenproﬁl der Auslenkung einer Love-Well im Vergleich zu einer ho-
rizontalen Scherwelle. b) Simulierte strukturelle Empﬁndlichkeit des Sensors in Ab-
hängigkeit der Dicke des Führungsschicht. Das Quadrat markiert die Schichtdicke der
untersuchten Sensoren.
E-Modul verknüpft ist.
c =
√
E
ρ2 · (1 + ν) =
√
G
ρ
(6.5)
Für die Hauptbestandteile der im Sensor verwendeten Materialien sind die mechanischen
Eigenschaften und die sich daraus ergebenen Schallgeschwindigkeiten in Tab. 6.1 aufge-
führt. Amorphes SiO2 hat eine deutlich geringere Schallgeschwindigkeit als der kristal-
line Quarz, so dass es sich als Material für eine Führungsschicht für Love-Wellen auf
einem Quarzsubstrat eignet. Abb. 6.3 a) zeigt die in den Sensoren verwendet Schicht-
folge und den skizziert den Amplitudenverlauf eine Love-Welle im Vergleich mit einer
horizontalen Scherwelle. Als Maß für die Empﬁndlichkeit der Welle auf Änderungen der
mechanischen Eigenschaften der magnetischen Schicht wurde die strukturelle Empﬁnd-
lichkeit eingeführt. In Abb. 6.3 b) ist Sstr in absoluter und normierter Form über die
Dicke der Führungsschicht als Ergebnis einer FEM-Simulation dargestellt1. Die Empﬁnd-
lichkeit steigt bis 10 µm linear an, nimmt dann langsamer zu und erreicht ihr Maximum
Sstr = 1.33
m/s
GPa
bei einer Schichtdicke von 10µm und nimmt dann wieder ab. Für den Sen-
sor wird eine Schichtdicke von 5 µm eingesetzt. Dieser Wert bietet das beste Verhältnis aus
struktureller Empﬁndlichkeit und benötigter Führungsschichtdicke und begrenzt so den
Aufwand bei der Herstellung. Da die magnetische Schicht mit einer Wellengeschwindig-
keit von 2738m/s ebenfalls als Führungsschicht agiert, treten bereits deshalb Love-Wellen
auf, die SiO2-Schicht verstärkt den Konzentrationseﬀekt nochmals um einen Faktor 2.5.
Als weiteres Ergebnis der FEM-Simulation ergibt sich die eﬀektive Schallgeschwindigkeit
veﬀ = 4220m/s.
1FEM Simulation von Julius Schmalz
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6.1.3 Sensoraufbau
Der Aufbau der Sensoren2 ist in Abb. 6.4 dargestellt. Auf einem Quarz Substrat im ST-Cut
werden durch Lithographie Elektroden aus Gold (Au) mit Chrom (Cr) als Haftvermittler
aufgebracht. Anschließend folgt die Führungsschicht aus amorphen Siliziumdioxid, die mit
einer durch Plasma unterstützten chemischen Gasphasenabscheidung hergestellt wird. Im
Bereich der Verzögerungsleitung ist bei einigen Sensoren eine zusätzliche Folge aus Chrom
und Gold aufgebracht, welche die elektrische Abschirmung verbessert. Als magnetische
Schicht wird amorphes FeCoSiB durch Sputtern aufgebracht. Ein Sensorkanal besteht je-
weils aus einer Eingangs- und einer Ausgangs-IDT-Elektrode mit je 25 Doppelﬁngern und
einer Periodenlänge von dP=28 µm, was eine Länge von 0.7mm ergibt. Ein gesamter Kanal
mit Anschlüssen misst 8 x 19mm. In der Länge entfallen davon allerdings nur dL=3.8mm
auf die Verzögerungsstrecke und 1.4mm auf die IDT, der Rest auf großzügig herausge-
führte Kontakte. Die der Verzögerungsstrecke abgewandten Enden der Führungsschicht
sind, wie in Abb.6.4 b) hellblau gekennzeichnet, angewinkelt um Reﬂexionen innerhalb
des Kanals zu verhindern.
FeCoSiB (200 µm)
Kontakte
IDT 1 
IDT 2
dL=3.8mm
SiO2 (4.5 µm) 
ST-Quarz (300 µm )
IDT 2IDT 1
Au (100 nm)
a) b) c)
Abb. 6.4: a) Nicht maßstabsgerechter Querschnitt der verwendeten SAW-Sensoren, b) passend
farbig markiertes Foto eines Doppelsensors mit einem unbeschichteten und einem
magnetisch beschichteten Kanal, c) auf einer Sensorplatine.
Elektrodenstruktur Die Ausführung der Elektroden als Doppelﬁnger lässt sich wie folgt
begründen. Jede Elektrode führt zu Reﬂexionen aufgrund der mechanischen Diskontinui-
tät durch das zusätzliche metallische Material auf der Oberﬂäche. Außerdem erzeugt eine
Welle im Falle einer angeschlossenen Impedanz ungleich Null eine Spannung an allen
anderen verbundenen Elektrodenﬁngern und löst dort ebenfalls Wellen in beiden Rich-
tungen aus. Dies führt zu Signalen, die mehrfach die Verzögerungsstrecke durchlaufen.
Da mit jeder weiteren Reﬂexion und jedem Durchlauf die Amplitude weiter abnimmt,
ist besonders das dreifache transiente Signal S3 relevant (Abb. 6.5 a). Diese reﬂektierten
Signale verursachen eine starke Welligkeit im Phasen- und Amplitudengang und müssen
daher vermieden werden [Mor01, S.9f]. Bei Elektroden mit einem Fingerabstand p = λ0/2
überlagern sich die reﬂektierten Signale konstruktiv, wie in Abb. 6.5 b) gezeigt. Um dies
zu verhindern, können Doppelﬁngerelektroden mit einem Fingerabstand p = λ0/4 ver-
2Hergestellt im Kieler Nanolabor von Anne Kittmann und Erdem Yarar
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Abb. 6.5: a) Durch Streuung an den Elektroden wird neben dem Signal S1 wird auch das
zweifach reﬂektierte Signal S3 übertragen. b) Beträgt der Fingerabstand p = λ0/2, so
überlagern sich die reﬂektierten Signale zweier benachbarter Elektroden konstruktiv.
c) Durch Doppelﬁngerelektroden mit p = λ0/2 wird durch destruktive Interferenz die
Reﬂexion verhindert.
wendet werden. Wie in Abb. 6.5 c) gezeigt, führt dies zur destruktiven Überlagerung der
Reﬂexionen benachbarter Finger.
6.2 Messmethoden
6.2.1 Elektromechanische Eigenschaften
Die elektrische Transmission zwischen zwei IDTWandlern durch mechanische Wellen lässt
sich in eine Kopplungskonstante, einen Geometriefaktor, einen Dämpfungsterm und das
Frequenzverhalten aufteilen.
Tges = Tkop ·Tgeo ·Tver ·Tfre (6.6)
Das Frequenzverhalten des Bauteils bestimmt sich aus der Periodenlänge dP und der
Anzahl der IDT-Finger NP. Bei der so genannten Synchronfrequenz f0 der IDT, entspricht
die Wellenlänge im Substrat mit der Schallgeschwindigkeit v genau der Periodenlänge.
λ0 = v/f0 = dP (6.7)
In [Mor01, S.12-17] wird der komplette Frequenzverlauf auf Basis von durch δ-Funktionen
idealisierten Elektroden ohne Streuung und Dämpfung hergeleitet. Analog zur Streuung
an einem optischen Gitter ergibt das Modell ein Frequenzverhalten Tfre IDT(f) eines einzeln
IDT-Wandlers. Das Verhalten eines Sensors aus dem Produkt der beiden, in diesem Fall
identischen, Wandlern beträgt dann
Tfre(f) =
(
Tfre IDT(f)
)2
=
(
sin(x)
x
)2
mit x = NP(f − f0)/f0. (6.8)
Im Vergleich mit den gemessenen Daten in Abb. 6.6 zeigt das Modell eine gute Überein-
stimmung, wenn im Modell die Anzahl der Perioden um Vier auf NP = 29 erhöht wird.
Das Hauptmaximum um die Synchronfrequenz f0 wird im Folgenden als Durchlassbereich
bezeichnet. Aus dem analytischen Modell ergibt sich für die Bandbreite des Durchlassbe-
reiches B−4 dB = f0/NP. Auf die in der Messung besonders bei den unteren Nebenmaxima
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Abb. 6.6: Vergleich der gemessenen Transmission mit der mit dem δ-Modell berechneten Wer-
ten. Mit im Modell leicht erhöhter Anzahl der IDT-Perioden NP ergibt sich eine gute
Übereinstimmung.
sichtbare Welligkeit wird in Abs. 6.2.2 gesondert eingegangen.
Die Kopplung Tkop des Sensors an externe Geräte kann durch eine Impedanzanpassung
der IDT-Elektroden auf 50Ω mit externen Bauteile wie in Abb. 6.7 a) deutlich verbessert
werden. Elektrisch ist der Sensor ein Zweitor und kann durch seine Streuparameter für
die beiden Tore 1 und 2 beschrieben werden. Da das Bauteil symmetrisch aufgebaut
ist, kann jeder Anschluss sowohl als Eingang, als auch als Ausgang verwendet werden.
Die in Abb. 6.7 b) oben gezeigten Streuparameter S11 und S22 geben die Reﬂexion an
Tor 1 und 2 für ein Eingangssignal an. Ohne Impedanzanpassung wird das Signal mit
S11(f0) = S22(f0) = −0.3 dB nahezu vollständig reﬂektiert. Mit Anpassung lässt sich die
Reﬂexion an beiden Toren auf S11(f0) = S22(f0) = −10dB verbessern. Dies entspricht
wie in Abb. 6.7 a) mit farbigen Pfeilen gekennzeichnet der Einkopplung von ca. 2/3 der
Eingangsamplitude und somit ergibt sich für die Kopplung einer IDT an 50Ω
Tkop,IDT = 20 · log10(2/3) ≈ −3.5 dB. (6.9)
Die IDT-Elektrode wandelt das Eingangssignal eine mechanische Welle, die allerdings zu
gleichen Anteilen auf beiden Seiten der IDT-Öﬀnung austritt. Der der Empfänger-IDT
abgewandte Teil der Welle wird an den abgeschrägten Außenseiten der Führungsschicht
zur Seite reﬂektiert, um Überlagerungen zu vermeiden und geht verloren. Somit ergibt
sich für den Geometriefaktor
Tgeo = 20 · log10(1/2) ≈ −6 dB. (6.10)
Die gemessene Transmission zwischen Tor 1 und Tor 2 in Abb. 6.7 b) steigt durch die
Anpassung auf S12(f0) = S21(f0) ≈ −22dB ≈ 8%. Verglichen mit dem Produkt der
bisher ermittelten Faktoren ergeben sich die sonstigen Verluste
Tver =
(Tkop,IDT)
2 ·Tgeo ·Tfre
Tges
= [(2 · −3.5 dB)− 6 dB + 0 dB]− (−22dB) (6.11)
= −9 dB ≈ 35% (6.12)
Diese Verluste entstehen bei der Ausbreitung der Welle von der Sender zur Empfänger-
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Abb. 6.7: Anpassung der Sensorimpedanz an den 50Ω Innenwiderstand des Messgerätes in a)
verringert in der Messung in b) die Reﬂexion und erhöht dadurch die Transmission.
IDT. Aufgrund der endlichen Apertur divergiert die Abstrahlung und ein Teil verfehlt
die Empfänger-IDT seitlich [Mor01, S.20]. Ein Teil koppelt mit Bulkmoden [Mor01, S.80].
Weitere Anteile werden durch akustische Dämpfung dissipiert oder gehen durch Streuung
an Verunreinigungen verloren.
In Abb. 6.7 b) ist ebenfalls die kumulierte Phasenänderung von S12 dargestellt und zeigt
im erweiterten Durchlassbereich einen lineare Abhängigkeit von der Frequenz mit einer
Steigung von 515◦/MHz.
Mit der Synchronfrequenz f0 = 148MHz, lässt sich nun auch die geometrische Empﬁnd-
lichkeit aus Gl. 6.3 berechnen
Sgeo = 5.2
Grad
m/s
. (6.13)
6.2.2 Phasenlinearisierung
Zur Charakterisierung magnetischer Schichten und dem Betrieb als Sensor ist ein lineare
Änderung der Phase mit der Frequenz bzw. der Wellengeschwindigkeit notwendig. Wie
die Messungen an unbeschichteten Sensoren in Abb. 6.7 zeigt, ist dies bei den verwendeten
Sensoren innerhalb des Durchlassbereiches des Sensors erfüllt. Bei der Verwendung dicker
magnetischer Schichten oder Schichten mit starker interner Dämpfung kommt es jedoch
zu starken Nichtlinearitäten im Phasengang, wie in der Messung in Abb. 6.8 links darge-
stellt. Der Ursprung dieser Welligkeit kann nicht ohne Weiteres direkt bestimmt werden,
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Abb. 6.8: Die Zunahme der relativen Welligkeit in Transmission und Phase lassen sich durch
verringerte akustische Transmission und eine konstante elektrische Transmission er-
klären. Zur besseren Sichtbarkeit sind die Phasengänge entsprechend der Legende auf
der Frequenzachse verschoben.
jedoch erscheint ein elektrisches Übersprechen von der Eingangs- auf die Ausgangselektro-
de denkbar. Mit einem angenommenen Übersprechen von -45 dB ergibt die Simulation in
Abb. 6.8 rechts eine sehr gute qualitative und quantitative Übereinstimmung der Wellig-
keit. Als Eingangsgrößen dienen dem Modell die gemessene Phasenänderung als proportio-
nale Größe zur Wellengeschwindigkeit und die mittlere Transmission im Durchlassbereich
als Maß für die Dämpfung. Die akustische Transmission wird gemäß Gl. 6.8 approximiert.
Es wird für jede Frequenz eine Welle mit entsprechender Wellengeschwindigkeit generiert.
Die Amplitude wird gemäß der gemessenen Dämpfung und der idealisierten Transmis-
sion berechnet. Nach einer Laufstrecke Ld = 5.4mm wird dieses akustisch übertragene
Signal mit elektrisch übertragenen überlagert und die Summe ausgewertet. Abb. 6.9 zeigt
einen Sensor, bei dem das SAW Signal sehr stark gedämpft ist und das Übertragungsver-
halten aufgrund der Überlagerung mit elektrischem Übersprechen stark wellig ist. Beim
Anisotropiefeld von 3.5mT ist dies so stark ausgeprägt, dass die Phase sich nur noch
um wenige Grad ändert und somit eine sinnvolle Charakterisierung der magnetischen
Phasenverschiebung des Sensors nicht mehr möglich ist. Mit einem Kompensationssignal
gleicher Frequenz lässt sich durch Anpassen von Phase und Amplitude die Welligkeit
deutlich reduzieren. Die Kompensation ist nur in einem begrenzten Frequenzbereich von
ca. 1MHz wirksam, was auf eine frequenzabhängige Phase des Übersprechsignals hin-
deutet. In dem abgebildeten Beispiel wurde das Kompensationssignal auf die Mitte des
Durchlassbereiches von 149-150MHz angepasst. Diese Lösung ermöglicht im Laborbetrieb
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Abb. 6.9: Durch Addition eines invertierten Eingangssignals auf den Sensorausgang, kann
die Welligkeit im Amplituden- und Phasengang um eine Arbeitsfrequenz (hier
149.5MHz) deutlich verringert werden.
bei überschaubarem Aufwand die Charakterisierung von Sensoren mit stark gedämpfter
Oberﬂächenwelle. Als universelle Lösung des Problems sollte das elektrische Überspre-
chen möglichst komplett unterbunden werden. Dies ist mit einer geerdeten elektrischen
Abschirmung zwischen den IDT-Paaren möglich, erfordert jedoch eine entsprechende Ver-
änderung des Sensors. In Abb. 6.10 sind die Streuparameter für einen Sensor mit und ohne
Erdung (GND) der Abschirmung gezeigt. Das elektrische Übersprechen ist stark verrin-
gert, wobei die Abschirmung von ca. 30 dB bei 130MHz bis auf ca. 45 dB bei 162MHz
zunimmt. Die ersten drei Nebenmaxima werden somit auch eindeutig sichtbar und führen
zu einer größeren kumulierten Phasenverschiebung. Die Welligkeit im Durchlassbereich
verschwindet komplett.
6.2.3 Sensorbetrieb
Um die Änderung der Wellengeschwindigkeit mit den verwendeten SAW-Sensoren zu mes-
sen, werden nun zwei verschiedene Grundprinzipien vorgestellt.
Heterodyne Prinzip Wird, wie in Abb. 6.11 a) abgebildet, mit einem externen Oszillator
ein Trägersignal erzeugt, so erfährt dieses beim Passieren des Sensors eine Phasenände-
rung. Das hochfrequente Trägersignal der Frequenz fHF erfährt eine Phasenmodulation
abhängig von der Laufzeit im Sensor. Ein magnetisches Signal der Frequenz fB führt
im Rahmen der Kleinwinkelnäherung zu einem um den Träger symmetrischen Spektrum
mit Linien im Abstand von fB oberhalb und unterhalb des Trägers. Jeder Oszillator hat
ein Phasenrauschen, das im schematischen Spektrum des Trägersignals als breite Schürze
sichtbar wird. Dieses Phasenrauschen überlagert sich mit dem magnetischen Signal im
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Abb. 6.10: Eine geerdete elektrische Schirmung zwischen den IDT-Paaren, kann das Überspre-
chen und damit die Welligkeit im Amplituden- und Phasengang breitbandig deutlich
verringern.
Seitenband und führt somit zu einem schlechteren Signal-Rausch-Abstand.
Eine Lösung zur Verringerung dieses Rauschens stellt das Heterodyne-Prinzip dar, das
die Mischung eines hochqualitativen niederfrequenten Trägers mit einem hochfrequenten
Träger an einem nichtlinearen Bauteil beschreibt. Aufgrund der geringeren Frequenz lässt
sich der niederfrequente Träger mit einem numerisch kontrollierten Oszillator mit sehr
geringem Phasenrauschen erzeugen. Dieser Träger wird nun mit einem hochfrequenten
Signal in den benötigten Frequenzbereich, hier 147MHz, gemischt, durch den Sensor ge-
führt und anschließend wieder mit dem gleichen hochfrequenten Signal herunter gemischt.
Beim Heraufmischen überträgt sich das Phasenrauschen des hochfrequenten Signals auf
das Niederfrequente, beim Herabmischen verschwindet es jedoch wieder, so dass an die
Qualität des hochfrequenten Signals nur geringe Anforderungen bestehen. Bedingung da-
für ist eine Laufzeit, die deutlich unterhalb der Periodendauer der Frequenz des Phasen-
rauschens liegt. Bei einer Laufzeit T = 1 µs ist dies bis in den kHz-Bereich der Fall und
das Phasenrauschen stark korreliert. Es werden zwei niederfrequente Signale digital er-
zeugt, analog in den Aufwärtsmischer gegeben, und so in Phase und Amplitude angepasst,
dass das untere Seitenband unterdrückt wird. Dies verhindert eine durch den SAW in der
Phase verschobene Überlagerung der Träger beim Herabmischen. Der digitale Anteil am
Phasenrauschen des niederfrequenten Signals entfällt, da es ebenfalls zur Demodulation
verwendet wird. Weitere Details zur technischen Umsetzung der Methode ﬁnden sich in
[Kit+18]. Wie die Messung von Phillip Durdaut und Jens Reermann in Abb. 6.12 a) zeigt,
ist das Phasenrauschen in einem Abstand von 10 Hz zur Trägerfrequenz (fNF = 50 kHz)
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Abb. 6.11: Betriebsmodus Phasenmodulation in der einfachen Ausführung a) und der erweiter-
ten Ausführung b) nach dem Heterodyne-Prinzip zur Unterdrückung des Phasen-
rauschens des Trägers.
Abb. 6.12: Rauschdichten eines typischen SAW Sensors im Heterodyne-Betrieb. a) Phasen-
rauschen des Sensors liegt oberhalb dessen der Betriebselektronik, b) äquivalentes
magnetisches Rauschen relativ zum Träger. Nach [Kit+18], lizenziert unter CC BY.
ca. -127 dB kleiner und damit deutlich geringer als das Phasenrauschen des Sensors mit
-115 dB. Mit einer Empﬁndlichkeit von Smag = 264◦/mT führt dies in Abb. 6.12 b) für
diesen Sensor zu einem äquivalenten magnetischen Rauschen, das von 1 nT√
Hz
bei 1Hz auf
50 pT√
Hz
bei 1 kHz abfällt. In allen Messungen sind Harmonische der Netzfrequenz sichtbar.
Abgebildet ist der Messbereich bis 1 kHz, die nutzbare Bandbreite entspricht jedoch der
Zwischenfrequenz bei fNF = 50 kHz.
Ringoszillator Eine weitere Methode, die Phasenänderung innerhalb eines SAW-Sensors
auszulesen, ist die Beschaltung als Oszillator. Der Sensor ist dabei durch seine linea-
re Abhängigkeit von Phase und Frequenz bestimmendes Bauteil für die Frequenz eines
Ringoszillators. Der Oszillator schwingt sich bei der Frequenz auf, die im Durchlassbe-
reich des SAW-Sensors ist, und deren Phasenverschiebung bei einem Umlauf eine ganz-
zahlige Periode beträgt. Gemäß Abb. 6.7 b) beträgt die Phasenänderung pro Frequenz
∂φ
∂f
= 515◦/MHz und somit die Verstimmung des Oszillators ∂f
∂φ
= 699 kHz/360◦. Eine
weitere Bedingung für das Aufschwingen des Oszillators ist, dass innerhalb eines Durch-
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laufs die Verstärkung größer als die Dämpfung sein muss. In Abb. 6.13 ist eine zweikanalige
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Abb. 6.13: Betrieb eines SAW-Sensor als frequenzbestimmende Komponente in einer Oszilla-
torschaltung. Reduktion der Querempﬁndlichkeit durch Abwärtsmischen mit einem
zweiten Oszillator, dessen Frequenz durch einen unbeschichteten Referenzkanal be-
stimmt wird.
Schaltung mit einem Sensor- und einem Referenzoszillator dargestellt. Im Sensorkanal be-
trägt die Dämpfung -23 dB durch den SAW und -1 dB durch einen Koppler, die durch den
Verstärker wieder ausgeglichen werden muss, damit das System zu schwingen beginnt.
Die Amplitude im Schwingkreis steigt dabei entsprechend dem Verstärkungsüberschuss
von 1 dB mit 1 dB pro Periode an. Die maximale Ausgangsleistung von 5 dBm des Ver-
stärkers wirkt als Begrenzung. Im Referenzkanal ist die SAW-Dämpfung etwas geringer
und der Verstärkungsüberschuss entsprechend größer. Der Verstärkungsüberschuss sollte
möglichst gering sein, um ein Aufschwingen bei mehreren Frequenzen bei entsprechenden
ganzzahligen Vielfachen der Phase zu verhindern. Andererseits ändert sich die Dämpfung
im Sensorkanal abhängig vom Magnetfeld, so dass ein gewisser Überschuss notwendig
ist, um die Oszillation auch bei schwankender Dämpfung stabil zu halten. Über einen
Phasendreher mit einem Phasenhub ∆φ = 0 − 200◦ lässt sich die Schwingfrequenz im
Referenzkanal um bis zu 388 kHz verschieben. Über induktive Koppler mit einem Kop-
pelfaktor von -9 dB wird jeweils ein Teil der Energie aus den Oszillatoren entnommen
und anschließend gemischt. Da ein Mischer nur dann funktioniert, wenn auf einem der
Eingänge eine gewisse Mindestleistung (hier 10 dBm) anliegt, wird das Signal aus dem
Sensorkanal um 20 dB auf 16 dBm verstärkt.
Die Grundidee des Aufbaus mit einem Referenzkanal lässt sich anhand der sich ergeben-
den Frequenzen nachvollziehen. Der Sensorkanal schwingt auf einer Frequenz f1, die durch
die Messgröße Magnetfeld H, aber aufgrund von Querempﬁndlichkeiten auch z. B. durch
die Temperatur T bestimmt wird. Der Referenzkanal erfährt die gleiche Temperaturände-
rung und kann zusätzlich noch durch den Phasenschieber in seiner Frequenz f2 beeinﬂusst
werden. Im Mischer bilden sich entsprechend Kap. 3.4 Mischprodukte der beiden Kanal-
frequenzen. Die Mischfrequenz f12 = |f1 − f2| ist dann nur noch von der Einstellung
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Abb. 6.14: Frequenzverschiebung von Sensor- und Referenzkanal a) im Magnetfeld, b) bei stei-
gender Temperatur.
des Phasenschiebers und dem Magnetfeld abhängig. Mit dem Phasenschieber wird die
Frequenz f2 so gewählt, dass f12 etwas größer als die benötigte Bandbreite ist. Sie sollte
jedoch noch oberhalb von einigen kHz liegen, um das Quantisierungsrauschen bei niedri-
gen Frequenzen minimal zu halten. Mit einem Bandpass werden das obere Mischprodukt
|f1 + f2| und niederfrequentes Rauschen unterdrückt.
Im statischen Fall ist die Zusammensetzung des Spektrums sehr einfach, da lediglich das
Trägersignal verschoben wird. Beeinﬂussen jedoch dynamische Magnetfelder die Oszilla-
torfrequenz, so ergibt sich als Ausgangssignal das Spektrum einer Frequenzmodulation
(FM). Das Spektrum unterscheidet sich abhängig vom Modulationsindex
ηFM =
∆f1(Aˆ)
fmod
, (6.14)
der sich aus der Modulationsfrequenz fmod und dem Frequenzhub ∆f1(Aˆ) der Trägerfre-
quenz f1 bei der Amplitude Aˆ berechnet. In Abb. 6.15 a) sind die gemessenen Ausgangs-
spektren nach Herabmischen durch die Referenz für magnetische Signale mit steigender
Frequenz dargestellt. Die Frequenz ist auf die Trägerfrequenz f12 verschoben und auf
die Frequenz des modulierenden magnetischen Signals fmod normiert. FM-Spektren zeich-
nen sich durch eine Abfolge höherer Harmonischer der Modulationsfrequenz aus, deren
Amplitude sich anhand des Modulationsindex aus den Besselfunktionen ersten Grades be-
stimmen lässt. In Abb. 6.15 b) ist der Betrag der ersten acht Besselfunktionen über dem
Modulationsindex aufgetragen. Durch Variation des Modulationsgrades wurden iterativ
Spektren berechnet und mit den Messwerten verglichen. Das Ergebnis ist beispielhaft in
Abb. 6.15 a) zu sehen und stimmt sehr gut mit den Messungen überein. Der Frequenz-
hub ∆f ≈ 415Hz und damit die Empﬁndlichkeit des Sensors ist bei den vier gezeigten
Frequenzen zwischen 204 Hz und 38.6 kHz konstant. Jedoch ändert sich der Modulati-
onsindex und damit die Zusammensetzung des Spektrums deutlich. Bei fmod = 200Hz
sind bei einem Modulationsindex ηmod = 2.05 in dem Spektrum die ersten sechs Harmo-
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Abb. 6.15: a) Veränderung der Harmonischen des magnetische Modulationssignals im FM-
Spektrum für verschiedene Frequenzen fmod und sich daraus ergebende Modula-
tionsindizes ηmod. Vergleich von Messung und Fit(Symbole). b) Die Amplitude der
N -ten Harmonischen bestimmt sich aus dem Betrag der entsprechenden Besselfunk-
tionen erster Gattung JN. c) Die erste Harmonische nimmt von 0.35 kHz bis 90 kHz
linear mit der Frequenz ab.
nischen gut zu erkennen, die siebte geht im Rauschen unter. Erwähnenswert ist auch die
Absenkung des Trägers bei 0Hz um 15 dB. Mit steigender Modulationsfrequenz nimmt
ηmod linear ab und entsprechend Abb. 6.15 b) reduzieren sich damit die höheren Harmo-
nischen oberhalb des Rauschlevels bei -100 dB. Bei fmod = 38.6 kHz hat sich der relevante
Teil des Spektrums auf den Träger und die erste Harmonische reduziert. Abb. 6.15 c)
zeigt das positive Seitenband für Signale bis fmod = 90 kHz. Die Amplitude der ersten
Harmonischen nimmt linear ab, so dass weiterhin von einem konstanten Frequenzhub
und damit Sensorempﬁndlichkeit ausgegangen werden kann. Oberhalb von 1 kHz ist die
Rauschdichte konstant bei ca. 125 dBV/
√
Hz. Unterhalb kann es in der Messung nicht
beurteilt werden, da der gemessene Anstieg auf den Träger und Leckeﬀekte des Hann-
Fensters bei einer FFT-Auﬂösung von 26.7Hz zurückgeführt werden kann. Dennoch wird
deutlich, dass es aufgrund der Eigenart der Frequenzmodulation bei steigender Frequenz
zu einer Verschlechterung des SNR kommt. In anderen Anwendungen wie beispielsweise
FM-Radio wird dieses Problem durch entsprechende Verzerrung vor der Modulation beim
Sender und nach der Demodulation beim Empfänger kompensiert. Beim dem Sensor ist
diese Technik jedoch nicht anwendbar, er kann nur unverzerrt modulieren.
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6.3 Magnetische Ergebnisse
Zur Bestimmung der magnetischen Eigenschaften werden die Änderung von Phase und
Amplitude bei einer festen Frequenz für unterschiedliche Magnetfelder gemessen. Die Pha-
se ist dabei in erster Näherung proportional zur Wurzel des Schermoduls, wenn man die
strukturelle Empﬁndlichkeit als konstant voraussetzt. Die Darstellung der Phase erfolgt
immer relativ zur Phase in magnetischer Sättigung. Der Verlauf der Amplitude lässt Rück-
schlüsse auf die magnetoelastischen Verluste zu, wenn man annimmt, dass alle weiteren
Verluste nicht durch die veränderten mechanischen Eigenschaften beeinﬂusst werden.
6.3.1 Messrichtung und Magnetisierung
Bei den Sensoren auf Basis von Biegebalken sind die dynamischen mechanischen Span-
nungen relativ eindeutig, bei den hier verwendeten Scherwellen treten jedoch Spannungen
in verschiedene Richtungen gleichzeitig auf. Dem entsprechend werden zwei verschiedene
Kombinationen aus Wellenvektor und leichter Achse untersucht. Beispielhaft für die Wel-
lenausbreitung parallel zur EA wird zunächst ein Sensor mit einer 200 nm dicken Schicht
FeCoSiB untersucht. Die magnetischen Eigenschaften der Schicht werden dazu anhand
des magnetooptischen Kerr-Eﬀektes (MOKE) mit einem speziellen Mikroskop mit großem
Blickfeld [McC15] untersucht. Bei dieser Technik wird monochromatisches, polarisiertes
Licht auf die Probe gerichtet, welche bei der Reﬂexion des Lichts abhängig von der Mag-
netisierung die Polarisationsebene dreht. Das reﬂektierte Licht triﬀt über einen zweiten
Polﬁlter auf eine Kamera. Die unterschiedlich magnetisierten Bereiche der Probe werden
entsprechend hell abgebildet und weisen einen Kontrast auf. Je nach Ausrichtung der
Polﬁlter kann dabei die Empﬁndlichkeit der Methode für verschiedene Magnetisierungs-
richtungen angepasst werden. In Abb. 6.16 sind einige exemplarische Domänenbilder des
Magnetisierungsvorgangs, sowie die numerische Auswertung in Form von Magnetisierungs-
kurven abgebildet. Die Messrichtungen beziehen sich dabei auf die beabsichtigte Richtung
der induzierten EA. Die Bilder sind für eine einfachere Darstellung entlang der EA um
einen Faktor 0.8 gestaucht.
Wird das Magnetfeld entlang der EA angelegt, ändert sich die Magnetisierung aus der
negativen Sättigung kommend bis -0.5mT nur sehr langsam und ohne Ausbilden von Do-
mänen. Ab -0.2mT entstehen erste stachelförmige Abschlussdomänen mit 180◦ gedrehter
Ausrichtung. Mit abnehmendem Feld wachsen diese sehr schnell in der Mitte zusammen
und führen zu dem für diese Messrichtung typischen steilen Anstieg in der Magnetisier-
ungskurve. Auﬀällig ist hier, dass die antiparallelen Domänen um das Nullfeld nicht exakt
parallel zur beabsichtigten EA verlaufen, so dass die tatsächliche EA wahrscheinlich um
wenige Grad verkippt ist. Auf der positiven Seite verläuft der Vorgang gespiegelt, aber
mit leichter Hysterese ab, so dass bei +0.5mT noch kleine Stacheldomänen vorhanden
sind. Bei der Messung entlang der schweren Achse (HA) liegt die Empﬁndlichkeit senk-
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Abb. 6.16: Magnetisierung eines Sensors mit einer 200 nm dicken Schicht FeCoSiB entlang der
leichten und schweren Achse anhand von MOKE-Aufnahmen.
recht zum Magnetfeld, so dass der Kontrastverlauf in den Bildern nicht so intuitiv zu
deuten ist. Dreht die Magnetisierung, wird weniger bzw. mehr Licht blockiert und die
Darstellung wird dunkler, bzw. heller. Ab -1.5mT sind wieder kleine stachelförmige Ab-
schlussdomänen an den Außenseiten der EA zu erkennen, die das Streufeld verringern.
Die Magnetisierungsänderung erfolgt aber kaum durch Domänenwandverschiebung, son-
dern nahezu ausschließlich über Rotation, was auch an dem quasi linearen Anstieg der
Magnetisierung in der Messkurve zu erkennen ist. Bei positiven Feldern entstehen weiter-
hin mehr Domänen, die in der Mitte zu Streifen zusammenwachsen, bevor sie oberhalb
von +1.5mT langsam verschwinden. Diese Hysterese in der Dichte von Domänenwänden
macht sich allerdings nicht im Verlauf der Magnetisierungskurve bemerkbar. Dass die
Magnetisierung auch innerhalb der Domänen rotiert, ist gut am abnehmenden Kontrast
von +0.27mT bis 1.5mT zu erkennen.
Diese MOKE-Aufnahmen geben einen Einblick in die Veränderung der magnetischen Do-
mänen in einem statischen Magnetfeld. Für die Eigenschaften des Sensors sind jedoch vor
allem die dynamischen Veränderungen unter den zyklischen mechanischen Spannungen
der Welle entscheidend.
In den Messungen der Phasenverschiebung wird die Ausrichtung des Messfeldes variiert,
um die Richtungsabhängigkeit der Empﬁndlichkeit zu untersuchen. Für einen Messwinkel
α = 90◦ zwischen Magnetfeld ~H und leichter Achse ~EA entspricht der Verlauf der Phase in
Abb. 6.17 dem Schermodul G der Simulation in Abb. 2.9. Diese Ausrichtung von EA und
Wellenvektor nutzt also nur den schwachen ∆G-Eﬀekt, der hinter dem ∆E-Eﬀekt zurück-
bleibt. Im Nullfeld ist die Phasenverschiebung ∆ϕ = −320◦ maximal, was gemäß Gl.6.13
einer Änderung der Schallgeschwindigkeit von ∆v=64.5m/s bzw. 1.46% entspricht. Ober-
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und unterhalb von null nimmt die Phase bis auf ∆ϕ = 20◦ bei µ0|H| = 1.5mT zu und
geht mit steigender Feldstärke langsam auf Null zurück. Bei geringerem Messwinkel ver-
schwinden die zwei Maxima und der Phasenverlauf wird ﬂacher und im Nullfeld entsteht
ein kleines lokales Maximum. Dem entsprechend ergibt sich eine Winkelabhängigkeit der
Empﬁndlichkeit, die wie Abb. 6.18 zeigt, auch von der Wahl des Arbeitspunktes abhängig
ist. Die maximale Empﬁndlichkeit mit Sges ≈ 550 ◦/mT wird demnach bei α = 90◦ und ei-
nem Biasfeld µ0H = 0.3mT erreicht. Bei Magnetisierung entlang der EA (α = 0◦) ändert
sich die Phase nahezu unabhängig vom Arbeitspunkt konstant mit einer Empﬁndlichkeit
von Sges ≈ 90 ◦/mT. Eine Phasenänderung kann demnach bei jedem Arbeitspunkt nicht
eindeutig einem Magnetfeld zugeordnet werden und der Sensor ist nur begrenzt vektorfä-
hig.
Die magnetoelastische Dämpfung folgt für kleine Magnetfelder weitestgehend der abso-
luten Phasenänderung. Je näher das Magnetfeld dem magnetischen Sättigungsfeld der
Schicht von µ0H ≈ 3mT kommt, desto geringer werden die Verluste und oberhalb des-
sen ist keine magnetische Dämpfung mehr messbar. Bei Magnetisierung entlang der HA
treten Domänen in einem größeren Bereich um das Nullfeld auf als entlang der EA, in
gleichem Maße verteilt sich auch die Dämpfung. Dies deutet stark darauf hin, dass die
magnetischen Verluste im Zusammenhang mit der Bewegung von Domänenwänden ste-
hen. Eine Phasenänderung tritt auch in Sättigung noch auf, da der Film zwar eindomänig
ist, die mechanische Spannung der Welle aber nicht parallel zum Magnetfeld ist und die
Magnetisierung somit dennoch rotieren kann. Sowohl Phase als auch Dämpfung haben
einen um Null nahezu gespiegelten Verlauf und somit kaum Hysterese.
Ein Sensor mit der EA senkrecht zur Wellenausbreitungsrichtung wird im folgenden Ab-
schnitt näher untersucht.
6.3.2 Empﬁndlichkeit und Dämpfung
Neben der Veränderung der Phase mit dem Magnetfeld, bestimmt auch die magnetoelas-
tische Dämpfung maßgeblich die Gesamtempﬁndlichkeit. Dies wird besonders bei dem
folgenden Sensor mit hoher Dämpfung deutlich. Die Eigenschaften eines Sensors mit einer
200 nm dicke FeGaB Schicht3 und induzierter EA entlang der Wellenausbreitungsrichtung
ist in Abb. 6.19 abgebildet. Die gegenüber der vorherigen Probe um 90◦ gedrehte EA führt
zu einem deutlich anderen Phasengang mit sehr geringen Verstimmungen um Null und
einem starken Abfall von µ0|H| = 1.5mT bis 3.5mT um bis zu ∆ϕ = 800◦, was gemäß
Gl.6.13 einer Änderung der Schallgeschwindigkeit von ∆v=154m/s bzw. 3.5% entspricht.
Oberhalb von µ0|H| = 3.5mT steigt die Phase zunächst recht steil, oberhalb der Sätti-
gung bei ca. µ0|H| = 4mT nur noch langsam an. Grundsätzlich stimmt dieser Verlauf
mit dem des simulierten Schermoduls in Abb. 2.9 überein. Diese Ausrichtung von EA und
Wellenvektor nutzt also den stärkeren ∆G′-Eﬀekt. Analog zur vorherigen Probe zeigt sich
3Hergestellt in der Arbeitsgruppe von Prof. Nian Sun an der Northeastern University Michigan
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Abb. 6.17: Phasengang und magnetoelastische Dämpfung eines SAW Sensors mit 200 nm Fe-
CoSiB mit einer induzierten leichten Achse senkrecht zum Wellenvektor. Messungen
im unterschiedlichen Winkel zwischen leichter Achse und angelegtem Magnetfeld.
auch hier in den Verlusten ein qualitativ ähnlicher Verlauf wie bei der Phase, jedoch sind
die Verluste mit bis zu 30 dB deutlich größer. Oberhalb der Sättigung zeigt sich ebenfalls
ein deutlicher Rückgang der Verluste, obwohl sich die Phase ab da an noch um weitere
400◦ ändert. Somit bestätigt sich hier die Vermutung, dass die Verluste mit der Präsenz
von magnetischen Domänen zusammenhängen. Bei dieser Probe ist auch eine ausgeprägte
Hysterese im Phasen- und Dämpfungsverlauf erkennbar, die absoluten Änderungen sind
jeweils auf der gegenüberliegenden Seite der letzten Sättigung am größten. Analog zu den
Ergebnissen der Simulation des Elastizitätsmoduls in Abb. 2.7 deutet dies auf eine Win-
kelverteilung der EA hin.
Die magnetische Empﬁndlichkeit erreicht auf den inneren Flanken mit bis zu 1.7 ◦/µT bei
3.5mT dreimal so große Werte wie die gleich dicke Schicht aus FeCoSiB. Ein direkter
Vergleich ist jedoch schwierig, da die genaue magnetische Kopplung der Schichten nicht
bekannt ist. Ebenfalls hat die Verteilung der EA einen großen Einﬂuss auf die Empﬁnd-
lichkeit, so dass für die höhere Empﬁndlichkeit größten Teils die andere Ausrichtung der
EA zur Wellenausbreitung ausschlaggebend ist. Ein deutlicher Unterschied ist vor allem
in der Skalierung zwischen Phasenänderung und Dämpfung festzustellen, so dass eine ge-
naue Untersuchung der FeGaB-Schicht äußerst interessant wäre. Die Einfügedämpfung
wirkt sich stark auf die Amplitude des Ausgangssignals aus. Im Rahmen der Gültigkeit
der Kleinwinkelnäherung (∆ϕ < 8◦) kann gemäß Kap. 3.4 die Phasenmodulation mit un-
ter 1% Fehler in eine Amplitudenmodulation umgerechnet werden und es ergibt sich eine
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Abb. 6.18: a) Details um den Arbeitspunkt des Phasengangs aus Abb. 6.17
b) Winkelabhängigkeit der Empﬁndlichkeit für verschiedene Arbeitspunkte.
elektrische Empﬁndlichkeit
Sel =
∂U
∂HUin
=
∂ϕ
∂H
für ∆ϕ < 8◦. (6.15)
Die absolute Amplitude des Ausgangssignals Uaus bei einem Eingangssignal Uein kann
dann mit der elektrischen Empﬁndlichkeit und der Transmission durch
Uaus(f0) = UinSelS12(f0) (6.16)
bestimmt werden. Zusammen mit der magnetischen Empﬁndlichkeit ergibt sich damit die
Gesamtempﬁndlichkeit
Sges = Sel · Smag = ∂ϕ
∂H
∣∣∣∣
λ0
Uin · S12(f0). (6.17)
In Abb. 6.19 sind Smag und Sges für verschiedene Biasmagnetfelder aufgetragen. Aufgrund
der Dämpfung weichen die Biasfelder der absolut größten Seitenbänder von denen mit
relativ zum Träger größten Seitenbändern bei maximaler magnetischer Empﬁndlichkeit
ab.
6.4 Zusammenfassung und Vergleich
In dem vorangegangenen Kapitel wurde ein Sensorkonzept auf Basis magnetoelastischer
Kopplung von Oberﬂächenwellen mit magnetostriktiven Schichten erarbeitet. Die Zerle-
gung in einzelne Prozesse ermöglicht dabei eine bessere Übersicht und zeigt die möglichen
Bereiche zu Verbesserung auf. Durch die Verwendung von Oberﬂächenwellen mit horizon-
taler Scherung kann die Änderung des Schermoduls für unterschiedliche Konﬁgurationen
der EA genutzt werden und ermöglicht so eine deutlich größere Änderung der Materialei-
genschaften als beim ∆E-Eﬀekt. Eine zusätzliche Führungsschicht zwischen piezoelektri-
schem Substrat und magnetischer Schicht verbessert deren Kopplung an die mechanische
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Abb. 6.19: Gemessene Phase und Einfügedämpfung eines SAW-Sensors mit einem 200 nm Fe-
GaB Film mit induzierter leichter Achse parallel zur Wellausbreitung. Die Empﬁnd-
lichkeiten bestimmen sich aus der Phasenänderung pro Magnetfeld und der Dämp-
fung.
Welle, indem diese an der Oberﬂäche konzentriert wird. Zur Auftrennung in Einzelprozesse
ist ein gutes Verständnis der Vorgänge hilfreich, um diese z. B. wie im Fall des elektrischen
Übersprechens zu reduzieren. Das Betriebsverfahren zur Unterdrückung Phasenrauschens
der Betriebselektronik isoliert den Sensor selbst als dominante Rauschquelle.
Ausblick Um das SNR zu verbessern, müssten die einzelnen Empﬁndlichkeiten erhöht,
oder das Phasenrauschen des Sensors reduziert werden. Letzteres ist noch nicht genauer
untersucht, jedoch erscheint eine proportionale Abhängigkeit zur Länge der Verzögerungs-
leitung naheliegend. Eine größere Messstrecke geht linear in die geometrische Empﬁndlich-
keit mit ein, aber auch die magnetoelastische Dämpfung. Ein Zusammenhang zwischen
Dämpfung und Rauschen ist naheliegend, jedoch bislang noch nicht messtechnisch belegt.
Da mit größerer Messstrecke wahrscheinlich Signal und Rauschen zunehmen, ist an dieser
Stelle keine große Verbesserung des SNR zu erwarten.
Bei der magnetischen Empﬁndlichkeit gilt analog zu den resonanten Balken, dass eine bes-
sere Kontrolle der magnetischen Anisotropie die Empﬁndlichkeit erhöht und Steigerungen
im Bereich von einem Faktor 2  7 möglich sind [Kit+18].
Die strukturelle Empﬁndlichkeit ließe sich durch einen größeren Anteil der mechanischen
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Welle in der magnetischen Schicht erreichen, was durch eine geringere Wellenlänge oder
dickere magnetische Schichten möglich wäre. Ein Veränderung der Führungsschicht hätte
nur geringen Einﬂuss. Beides würde zu höherer Dämpfung führen, könnte aber mit einer
Unterteilung in elektrisch isolierte Schichten kompensiert werden. Eine Reduktion der
Wellenlänge um einen Faktor 2.8 auf λ=10µm würde die strukturelle Empﬁndlichkeit um
einen Faktor 20, und die geometrische um einen Faktor 2.8 erhöhen [Kit+18].
In Kap. 5.6 wurde gezeigt, dass bei ausreichender Bandbreite eine Kombination mehre-
rer Trägersignale das SNR verbessern kann. Aufgrund der großen Bandbreite der SAW-
Sensoren ist hier je nach beabsichtigter Übertragungsbandbreite eine deutlich höhere An-
zahl an Trägern und damit eine stärkere Verbesserung des SNR mit der Wurzel der Trä-
geranzahl möglich.
Vergleich mit anderen magnetisch empﬁndlichen SAW-Bauteilen Magnetostriktive
Materialien werden seit ca. 40 Jahren in Kombination mit Oberﬂächenwellen eingesetzt.
Grundsätzlich unterscheiden sie sich in zwei Typen, zum einen SAW Verzögerungslei-
tungen und zum anderen SAW Resonatoren. Die meisten davon basieren auf Rayleigh-
Wellen und nur wenige nutzen horizontale Scherwellen bzw. Love-Wellen. Die Frequenzen,
Dimensionen und magnetischen Materialien unterscheiden sich deutlich, so dass kein ein-
heitlicher Vergleich anhand einer Eigenschaft möglich ist. Die relative Veränderung der
Schallgeschwindigkeit ∆v ist jedoch ein gutes Maß für die Kopplung zwischen magneti-
scher Schicht und mechanischer Welle.
In der Bauform als Resonator, wird über eine zentrale IDT eine Oberﬂächenwelle angeregt
und auf beiden Seiten durch kurzgeschlossene IDT-Strukturen reﬂektiert. Entsprechend
des IDT-Abstandes und proportional zur Schallgeschwindigkeit bestimmt sich die Reso-
nanzfrequenz des Bauteils. In Kombination mit magnetoelastischen Schichten führt dies
zu Änderungen der Resonanz und kann z. B. für verstimmbare Filter eingesetzt werden.
In [Smo+03] wurde mit Rayleigh-Wellen und amorphem FeCoSiB bei fR = 1.6GHz und
BAP = 3.5mT eine Verstimmung um ca. ∆fR = 1% erreicht. Da mit der Verstimmung
auch die Güte auf bis Q = 100 abnimmt, sind die Bauteile für Filteranwendungen jedoch
schlecht geeignet.
In einer magnetisch veränderbaren Verzögerungsleitung wird in [Yam+80] eine Verände-
rung der Schallgeschwindigkeit der Rayleigh-Welle um ∆v = 0.27% erreicht. Da jedoch
das magnetische Material Fe2Tb aufgrund seiner polykristallinen Struktur sehr hartma-
gnetisch ist, wird dazu jedoch ein Magnetfeld von 0.4T benötigt.
Bei vergleichbarer Geometrie wird mit 300 nm FeGa bei 0.1T und einer Frequenz 158MHz
eine Veränderung der Schallgeschwindigkeit von ∆v = 0.6% erzielt [Li+12].
In [Wie+89] wird trotz einer relativ geringen Veränderung der Schallgeschwindigkeit von
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∆v = 0.07% aufgrund der hohen Frequenz von 600MHz eine absolute Phasenänderung
von 1520◦/cm erreicht. Optimierungsziel der 20 nm dicken Nickelschichten ist in diesem
Fall jedoch eine möglichst große magnetische Dämpfung, die mit einem Magnetfeld von
2mT um 60dB/cm geändert werden kann.
Ebenfalls als Verzögerungsleitung ausgelegt, werden in [Zho+14], mit einer 200 nm dicken
Schicht aus FeCo und TbCo2 Multilagen mit Rayleigh- und horizontalen Scherwellen
untersucht. Die gemessene Steigerung von ∆v = 0.2% auf ∆v = 0.6% durch Betrieb bei
der 3. Harmonischen der Scherwelle deutet darauf hin, dass auch hier eine Love-Welle
vorliegt. Bei einer Bulk-Scherwelle würde sich die Geschwindigkeit nicht verändern. Die
EA ist parallel zum Wellenvektor ausgerichtet und zeigt einen Verlauf in Abhängigkeit
von G, das eﬀektive Anisotopiefeld liegt bei ca. 10mT. Die Rayleigh-Welle ändert ihre
Geschwindigkeit nur um 0.03%, ihr Verlauf folgt dem des E-Moduls.
Die Kombination von Love-Wellen mit magnetoelastischen Schichten wird in [Ino90] theo-
retisch betrachtet und in Simulation der Einsatz isolierenden Zwischenschichten zur Ver-
ringerung der Dämpfung durch Wirbelströme untersucht. In darauf aufbauenden Expe-
rimenten [Yok+92] wird die magnetische Verzögerung von Love-Wellen bei 72MHz mit
Rayleigh-Wellen bei 65MHz durch eine 1.5µm dicke Schicht FeB verglichen. Mit einer
Unterteilung durch acht isolierende Zwischenschichten wird für die Love-Wellen eine Ver-
änderung von ∆v = 2.3% und eine Dämpfung von 20 dB bei HK = 2.7mT erreicht. Bei
Rayleigh-Wellen sind Verluste einen Faktor 3, und die Änderung der Schallgeschwindigkeit
einen Faktor 10 geringer.
Mit Änderungen der Schallgeschwindigkeit von ∆v = 1.5−3.5% bei einer Schichtdicke von
nur 200 nm ist die Kopplungen zwischen Oberﬂächenwelle und magnetischer Schicht in
dieser Arbeit höher als bei den vergleichbaren Arbeiten. Zusätzlich sind die Anisotropie-
feldstärken von HK = 2− 4mT sehr gering und ermöglichen so eine leichte Verstimmung
bzw. eine hohe Empﬁndlichkeit.
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7 Abschluss
7.1 Spannungen in magnetoelastische Dünnﬁlmen
Da es von weitreichender Konsequenz für den Einsatz magnetoelastischer Materialien
ist, soll im Folgenden das für diese Schichten besonders relevante Thema mechanischer
Spannungen näher betrachtet werden.
Gemäß GL. 2.13 führt aufgrund der magnetoelastischen Kopplung eine mechanische Span-
nung zu einer magnetoelastischen Energie. Für eine isotrope Spannung hat dies keine
Auswirkungen auf die magnetischen Eigenschaften. Bei einer anisotropen Spannung führt
dies jedoch zu einer Veränderung der eﬀektiven magnetische Anisotropieenergie. Bei ei-
ner typischen amorphen Schicht mit λs = 20ppm entspricht bereits einer anisotropen
Spannung von σ = 33MPa der induzierten Anisotropieenergiedichte von Kind = 1 kJm−3.
Je nach Richtung der Spannung führt dies im günstigsten Fall nur zu einer Verstärkung
der bestehenden Anisotropie, oder im schlechtesten Fall zu deren kompletter Aufhebung.
Demnach ist für empﬁndliche magnetische Schichten eine sehr gute Kontrolle mechani-
scher Spannungen in dem Sensor notwendig. Die Ursachen für die Spannungen werden
nun am Beispiel der Sensoren auf Quarzsubstraten näher untersucht.
7.1.1 Thermische Ausdehnung
Magnetische Schichten auf Quarz zeigen in Kap. 4.3.2 deutlich erhöhte Anisotropiefeld-
stärke als auf Silizium in Kap. 4.3.3. Auch bei einigen SAW-Sensoren, wie z. B. in Abb.
6.14, tritt vergleichsweise hartmagnetisches Verhalten auf. Externe mechanische Span-
nungen sind unwahrscheinlich, da die Quarzresonatoren nur an einem Punkt eingeklemmt
sind und die SAW-Sensoren nur mit einem ﬂexiblen Klebeﬁlm auf die Platine geheftet
sind.
Eine mögliche Ursache ist die thermische Ausdehnung der einzelnen Bestandteile der Sen-
soren. Quarz zeigt mit thermischen Ausdehnungskoeﬃzienten α11 = 13.71ppm/K und
α337.48ppm/K ein anisotropes Verhalten [Kos+91]. Bei den Resonatoren liegt die Nor-
male der Schnittebene parallel zur X-Achse des Kristalls und weist daher den maximalen
Unterschied von ∆α = α11− α33 = 6.23ppm/K innerhalb der Schnittebene auf. Die Nor-
male des Y-Schnitts für die SAW-Sensoren ist um 42.75◦ in Richtung der Z-Achse verkippt.
Entsprechend ergibt sich innerhalb der Schnittebene ein Unterschied im Ausdehnungsko-
eﬃzienten von ∆α = (α11 − α33) cos(42.75◦) = 4.57ppm/K. Da die magnetische Schicht
amorph ist, dehnt sie sich bei Erwärmung isotrop aus.
Zu deutlichen Temperaturunterschieden verglichen mit dem Betrieb bei Raumtemperatur
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kommt es zu zwei Zeitpunkten während des Herstellungsprozesses. Zum einen während
der Abscheidung der Schichten mit physikalischen Beschichtungsverfahren. Die dabei auf-
tretende Heizleistung hängt stark von den verwendeten Beschichtungsparametern ab, die
aber nur begrenzt verändert werden können, ohne die Vergleichbarkeit mit den erprob-
ten magnetischen Schichten zu verlieren. Daneben ist vor allem die Beschichtungsdauer
relevant, da Quarz mit einer Wärmeleitfähigkeit von 1.2-1.4Wm−1K−1 ein sehr guter
thermischer Isolator ist. Aufgrund des geringen Gasdrucks von 1µbar ﬁndet auch kaum
Konvektion statt, so dass die Probe schnell aufheizt und nur langsam abkühlt. Zum an-
deren werden im Anschluss an die Beschichtung die Sensoren teilweise im Magnetfeld
auf T ≈ 250◦C aufgeheizt, um, wie in Abschnitt 2.3 beschrieben, durch Diﬀusion eine
induzierte magnetische Anisotropie zu erzeugen. Der anisotrope Ausdehnungskoeﬃzient
im Substrat mit dem Youngschen Modul E = 49.2GPa erzeugt dabei eine anisotrope
mechanische Spannung im magnetischen Film von
σ = ∆T ·∆α · E = 67.4MPa (Resonator) bzw. 49.5MPa (SAW). (7.1)
Mit der Zeit reduziert sich die mechanische Spannung in der magnetischen Schicht durch
atomare Diﬀusion entlang der Spannung [Meh07, S.180]. Sobald die Probe abkühlt, zieht
sich das Substrat wieder anisotrop zusammen, die magnetische Schicht jedoch hat sich
an die Dimension bei der erhöhten Temperatur angepasst und kann aufgrund der nun
geringeren Temperatur die Spannungen nicht wieder durch Diﬀusion abbauen.
Die Phasenverläufe einer entsprechend behandelten SAW-Probe1 mit 200 nm Schichtdicke
sind in Abb. 7.1 für verschiedene Temperaturen gezeigt. Mit steigender Temperatur sinkt
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Abb. 7.1: Die Phasenänderung eine SAW-Sensors im Magnetfeld zeigt deutlichen Einﬂuss durch
die Umgebungstemperatur. Grund dafür ist eine verringerte interne mechanische
Spannung aufgrund unterschiedlicher thermischer Ausdehnungskoeﬃzienten und da-
mit verringerter magnetischer Anisotropie.
das Anisotropiefeld deutlich, höchstwahrscheinlich da sich der Quarz bei erhöhter Tem-
1Hergestellt durch Erdem Yarar am Kieler Nanolabor.
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peratur wieder mehr der Ausdehnung während des Feldglühprozesses annähert. Um die
hohe Anisotropieenergie durch thermische Spannungen bei Raumtemperatur zu reduzie-
ren, muss also eine Erwärmung des Sensors während der Herstellung möglichst vermieden
werden. Erreicht werden kann dies durch kurze Depositions- und lange Abkühlzeiten. Eine
Abscheidung im Magnetfeld macht ein Feldglühen überﬂüssig, setzt jedoch aufwendige-
re Beschichtungsanlagen voraus. Die magnetische Schicht des Sensors in Abb. 6.17 als
Vergleich wurde mit längeren Abkühlphasen und im Magnetfeld beschichtet. Sie unter-
scheidet sich von dem hier gezeigten Sensor durch ein deutlich geringeres Anisotropiefeld,
was auf die Verringerung von anisotropen thermischen Spannungen zurückgeführt werden
kann.
Die Dünnschichtsensoren in Kap. 4.3.6 zeigen nach der gleichen thermischen Behandlung
eine recht gut kontrollierte magnetische Anisotropie. In diesem Fall führt die thermische
Behandlung scheinbar kaum zu anisotropen Spannungen. Das verwendete Piezoelektrikum
AlN dehnt sich innerhalb der Filmebene gleichmäßig mit αa = 5.3 ppm/K und entlang
der c-Achse schwächer mit αa = 4.2 ppm/K [Yim+74] aus. Silizium hat einen isotropen
Wert von α = 2.3 ppm/K [Bec+82]. Dennoch ist bei vielen Sensoren die magnetische
Anisotropie gestört. Ein möglicher Mechanismus um dies zu erklären, wird im nächsten
Abschnitt behandelt.
7.1.2 Klemmung
Anisotrope Spannungen können auch dann entstehen, wenn aufgrund der geometrischen
Randbedingungen diese anisotrop relaxieren können. Ein Beispiel dafür ist in Abb.7.2
gegeben. In a) ist auf einem spannungsfreien Substrat eine dünne Schicht mit intrinsi-
scher Spannung aufgebracht. Das Substrat ist deutlich dicker, so dass man vereinfachend
annehmen kann, dass es an allen Seiten geklemmt ist und die Spannung in der dünnen
Schicht also nicht durch Ausdehnung abgebaut werden kann. Der zweite Teil b) zeigt
die gleiche Konﬁguration nachdem ein Teil des Substrates entfernt und so unterhalb der
dünnen Schicht ein Balken freigestellt wurde. An der Spitze des Balkens ist das Substrat
nun nicht mehr geklemmt und kann sich mit der dünnen Schicht in beiden Richtungen
ausdehnen und so die Spannungen entlang x- und y-Richtung gleichmäßig abbauen. Am
anderen Ende des Balkens, am Übergang zum weiterhin geklemmten Substrat, ist eine
Ausdehnung in y-Richtung verhindert. In x-Richtung ist sie jedoch möglich, da der Bal-
ken sich in y-Richtung frei ausdehnen kann. Somit relaxieren am festen Ende des Balkens
die Spannungen in der dünnen Schicht nur anisotrop. Dies zeigt beispielhaft, wie durch die
geometrischen Rahmenbedingungen isotrope zu anisotropen Spannungen führen können.
Intrinsische Eigenspannungen entstehen zum Beispiel während der Deposition und lassen
sich unter anderem durch Anpassung der Abscheideparameter wie z. B. dem Gasdruck
auf ∆σ ≈ 100MPa genau einstellen [Fic+15]. Um über den gesamten Wafer homogene
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Abb. 7.2: a) Isotrop vorgespannte Schicht (blau) auf einem geklemmten Substrat (grau).
b) Nach Freistellung eines Balkens relaxieren die Spannungen (weiß) anisotrop.
Eigenschaften zu erreichen, ist es üblich diesen zu rotieren. Die in dieser Arbeit verwen-
deten Sensoren sind in einer statischen Geometrie beschichtet worden und weisen daher
Schwankungen je nach Position auf dem Wafer auf, die die Unterschiede innerhalb einer
Charge erklären können. Prinzipiell ist es möglich innere Spannungen durch thermische
Behandlung nach der Deposition zu verringern, allerdings entstehen dabei in Verbindung
mit anderen Materialien durch die unterschiedliche thermische Ausdehnung nach dem
Abkühlen wieder mechanische Spannungen. In der MEMS-Herstellung folgt bei den Sen-
soren meist als letzter Schritt die Freistellung der schwingenden Struktur. Erst in diesem
Schritt relaxieren die Spannungen in den Einzelschichten teilweise durch Deformation der
Gesamtstruktur und die Spannungen übertragen sich in alle Schichten. Der Spannungs-
austausch zwischen verschiedenen Schichten lässt sich durch Klemmung an einem dicken
Substrat verringern, allerdings steht dies im Widerspruch zu der Anforderung eines großen
Einﬂusses der magnetischen Schicht auf die mechanischen Eigenschaften.
Magnetoelastisches Paradoxon Paradoxerweise hat in der Summe ihrer Auswirkungen
die Stärke der magnetoelastischen Kopplung wenig Einﬂuss auf die Empﬁndlichkeit der
Sensoren. Einerseits führt eine hohe Kopplung zu hohen piezomagnetischen Spannungs-
koeﬃzienten. Andererseits sind diese unter realen Bedingungen kaum zu erreichen, da
praktisch unvermeidbare mechanische Spannungen über die magnetoelastische Kopplung
die magnetische Anisotropie stören.
Bei hochempﬁndlichen Magnetfeldsensoren, die auf Basis anderer physikalischer Eﬀekte
die Magnetisierung in magnetischem Material bestimmen, versucht man daher gezielt den
Einﬂuss von mechanischen Spannungen durch Verwendung von Materialien mit möglichst
geringer Kopplung, wie z. B. Permalloy zu minimieren [Len+06].
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7.2 Zusammenfassung
Leistungsfähige Sensorsysteme auf Basis magnetoelastischer Materialien unter Ausnut-
zung des ∆E-Eﬀekts sind möglich. Da auch alle anderen Steiﬁgkeitskomponenten be-
einﬂusst werden, lässt sich der Eﬀekt auch allgemeiner als ∆C-Eﬀekt beschreiben. Für
Sensoranwendungen ist dabei eine große Eﬀektänderung notwendig, die neben einer aus-
geprägten magneto-elastischen Kopplung eine geringe magnetische Anisotropie mit enger
Verteilung voraussetzt. Die Übersetzung der magnetisch veränderten mechanischen Ei-
genschaften kann mit miniaturisierten elektromechanischen Systemen als Balkenresonator
oder Verzögerungsleitung für Oberﬂächenwellen erfolgen. Eine Aufteilung des Sensorsys-
tems in die einzelnen Prozesse erleichtert dabei das Systemverständnis und ermöglicht
eine Vergleichbarkeit zwischen verschiedenen Ansätzen in der technischen Ausführung.
Die magnetische Änderung der Materialeigenschaften wird entsprechend dem Sensorde-
sign in eine Veränderung der mechanischen Sensoreigenschaften übertragen und führt
ebenfalls abhängig vom Design zu einer Änderung des elektrischen Trägersignals. Eine
Variation der Betriebsparameter gibt dabei Hinweise auf die einzelnen Rauschquellen im
System. Insgesamt sind die Eigenschaften der magnetischen Schicht von zentraler Bedeu-
tung, da diese in Wechselwirkung mit den mechanischen Sensorsystemen zu Verlusten und
Rauschanstieg führt.
Im Vergleich der Ausführungen als Resonator oder Verzögerungsleitung für Oberﬂächen-
wellen wird mit beiden Verfahren eine ähnliche Leistung erreicht. Die Unterschiede in der
nutzbaren Bandbreite sind auf die Bauart bedingten unterschiedlichen Betriebsfrequen-
zen zurückzuführen und ließen sich bei den Resonatoren (wie in [Nan+13]) auch bis in
den MHz-Bereich steigern. Die magnetischen Schichten auf den Resonatoren sind einen
Faktor 10 dicker, das Gesamtvolumen des magnetischen Materials pro Sensor ist jedoch
sehr ähnlich.
Neben den Vergleichen des Rauschens pro Sensor, ist für die Bewertung einer Sensor-
technologie das Rauschen pro Volumen hilfreich. Durch Robbes [Rob06] wird dafür das
Volumen angenommen, in dem durch den Sensor die magnetischen Feldlinien deutlich
verändert werden. Diese Betrachtungsweise ist besonders dann hilfreich, wenn die räum-
liche Auﬂösung von Interesse ist. Andernfalls ist auch eine Deﬁnition des Volumens über
die physikalischen Abmessungen des Sensors hilfreich, da statt eines großen Sensors auch
eine Vielzahl kleinerer Sensoren parallel betrieben und gemäß Kap. 5.6 kombiniert werden
kann.
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7.3 Ausblick
Insgesamt ist in beiden technischen Umsetzungen als resonant schwingende Struktur und
als verzögerte Oberﬂächenwelle noch Verbesserungspotential vorhanden. Beiden Verfah-
ren ist gemein, dass für die weitere Entwicklung ein messtechnischer Abgleich zwischen
den Sensoreigenschaften und den dynamischen Vorgängen in der magnetischen Schicht
erfolgen sollte. Wichtige Themen sind dabei besonders die aus der magnetoelastischen
Kopplung hervorgehenden Verluste und Rauschbeiträge. Hohe Empﬁndlichkeit und kon-
stante Eigenschaften ließen sich erreichen, wenn Sensoraufbauten und Produktionsver-
fahren entwickelt würden, die keine anisotropen Spannungen in die magnetische Schicht
leiten, bzw. diese gar nicht erst entstehen lassen. Sobald diese Probleme gelöst sind, ist eine
weitere Steigerung der Empﬁndlichkeit durch eine größere geometrische Empﬁndlichkeit
bei den Resonatoren bzw. strukturelle Empﬁndlichkeit bei den SAW-Sensoren möglich.
Optimistisch gerechnet, sind sowohl bei der Empﬁndlichkeit als auch im Rauschen Ver-
besserungen um je eine Größenordnung denkbar, so dass ein äquivalentes Rauschlevel von
ca. 1 pT√
Hz
erreichbar erscheint. Nachdem die Einzelprozesse des Sensorsystems verstanden
sind, sollte die Weiterentwicklung bezüglich eines bestimmten Anwendungsbereichs und
seinen Voraussetzungen erfolgen. Im aktuellen Entwicklungsstand erreichen die hier vor-
gestellten Systeme bereits Leistungen, die mit denen magnetoresistiver Sensoren (siehe.
Anhang A) vergleichbar sind. Für einen eventuellen kommerziellen Einsatz sind dann
vor allem Konzepte zur Verringerung von Querempﬁndlichkeiten, besonders gegenüber
Temperaturschwankungen notwendig. Mit dem Einsatz mehrerer Sensoren ist auch eine
Verschaltung als Gradiometer möglich, bei der eine lokale magnetische Quelle trotz Stör-
signalen größerer Amplitude gemessen werden kann. Möglich wird dies durch Subtraktion
weit entfernter und dadurch vergleichsweise räumlich konstanter Störquellen. Vorausset-
zung dafür bleibt aber, dass sowohl Signal als auch Störung innerhalb des Messbereichs
sind. Für Messungen ohne magnetische Abschirmung ist also ein Messbereich bis oberhalb
des Erdmagnetfeldes notwendig. Im Falle einer deutlichen Verbesserung der Detektions-
grenze wäre aufgrund des großen Messbereichs zwischen Rauschgrenze und Erdmagnet-
feld eine magnetische Abschirmung oder ein Betrieb mit einer rauscharmen magnetischen
Rückkopplung notwendig.
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A Andere magnetische Sensorprinzipien
Induktion Das Faraday'sche Induktionsgesetz beschreibt die Erzeugung (Induktion) ei-
ner elektrischen Spannung an den Enden einer Leiterschleife mit der Fläche A, wenn sich
der magnetische Fluss Φmag zeitlich variiert.
Uind = −dΦmagdt = −µ0µrA
dH
dt
(A.1)
Zur Steigerung der induzierten Spannung wird die Fläche der Leiterschleife vergrößert und
mit mehreren Windungen umschlossen. Hochpermable Kernmaterialien (mit hohem µr)
erhöhen die Empﬁndlichkeit weiter und ermöglichen somit Messungen mit einer Rausch-
grenze von 300 pT√
Hz
bei 10Hz und 50 fT√
Hz
oberhalb von 1 kHz [Pra+00]. Mit steigender
Frequenz nimmt die Empﬁndlichkeit zu, wird aber durch die parasitäre Kapazität und
die Induktivität der Spule, die einen Bandpass bilden, begrenzt. Demnach werden für
hohe Frequenzen Spulen mit weniger Windungen und weniger Fläche verwendet, als für
niedrige Frequenzen. Für sehr geringe Frequenzen oder DC-Messungen ist auch ein Mo-
dulationsverfahren, z. B. durch Bewegen der Spule möglich. Entscheidende Vorteile von
Spulen als Magnetfeldsensor sind der simple, leicht anpassbare Aufbau und die geringe
Querempﬁndlichkeit aufgrund geringer Abhängigkeiten von Materialeigenschaften. Eine
weiterer Vorteil ist der einfache Aufbau von Gradiometern mit einer oder mehreren Refe-
renzspulen mit entgegengesetztem Wicklungssinn zur Kompensation von weit entfernten
magnetischen Störquellen.
Hall-Eﬀekt Der Hall-Eﬀekt beruht auf der Ablenkung von Ladungsträgern mit der La-
dung q in einem Leiter durch die Lorentzkraft FLor = q · ~v × ~B in einem Magnetfeld ~B.
Er führt senkrecht zum Stromﬂuss zu einem elektrischen Potential, dessen Stärke von
der materialspeziﬁschen Hall-Konstante und der Stärke des Magnetfelds abhängt. Hall-
Sensoren auf Basis von Halbleitern mit hoher Ladungsträgermobilität sind sehr robust,
günstig und können Flussdichten vom Erdmagnetfeld bis zu mehreren Tesla von DC bis
zu hohen Frequenzen im MHz-Bereich messen [Len+06].
Mikromechanisch Eine weitere Gruppe von Sensoren basiert ebenfalls auf der Lorentz-
kraft und nutzt diese zur Anregung mikromechanischer Resonatoren. Der Schwingkörper
wird dabei von einem Strom entsprechend seiner Resonanzfrequenz durchﬂossen und er-
fährt proportional zum Magnetfeld eine entsprechende periodische Kraft, die das System
mechanisch aufschwingen lässt. Die Anwendung reicht von komplett integrierten dreiach-
sigen Kompassen [Son+15] zu hochempﬁndlichen optischen Systemen mit Rauschgrenzen
unterhalb von 1 nT√
Hz
bei einer Frequenz von f = 1Hz [Cra+11].
In einem weiteren Ansatz wird ein magnetisch beschichteter Biegebalken mechanisch an-
geregt und aufgrund des Poleﬀekts verstimmt [Hon+08]. Der Poleﬀekt beschreibt das
I
Drehmoment eines externen Magnetfelds auf einen Biegebalken mit einem magnetischen
Moment und führt zu einer Erhöhung der Resonanzfrequenz. Vornehmlich wird er zur
Bestimmung des magnetischen Moments einer Probe in einem konstanten sehr starken
Testfeld verwendet [Sti+01].
Fluxgate In einem Fluxgate Magnetometer wird ein hochpermeabler Kern mit einem
Anregungsfeld in Dreieckform wechselnd positiv und negativ in Sättigung gebracht. Eine
zweite Spule misst die Magnetisierung des Kerns. Durch Überlagerung des Anregungsfel-
des mit dem zu messenden Magnetfeld tritt die Sättigung in dessen Richtung entsprechend
früher ein. Das zu messende Magnetfeld tritt als Seitenband in der zweiten Harmonischen
des Anregungssignals von typischer Weise einigen kHz auf und kann dort bei geringem
elektrischen Rauschen gemessen werden. Aufgrund der Ausrichtung der Spulen misst ein
Fluxgate nur die Komponente eines Magnetfelds parallel zum Anregungsfeld und ermög-
licht somit mit mehreren Elementen vektorielle Messungen. Mit einem antiparallelen Auf-
bau aus zwei Kernen mit entgegensetzten Anregungsfeldern in einer gemeinsamen Aus-
lesespule wird die Dynamik im Auslesekanal reduziert. Klassische Fluxgates haben meist
Abmessungen von mehreren Zentimetern, aufgrund der Betriebsart relativ hohen Ener-
gieverbrauch und eine begrenzte Bandbreite von wenigen kHz. Im Gegenzug erreichen sie
dafür aber geringes Rauschen von bis zu 1 pT√
Hz
bei 1Hz [Koc+01]. In orthogonalen Fluxga-
tes wird die Anregungsspule durch einen Strom im Kern ersetzt und reduziert damit die
Abmessungen. Werden diese in der Grundmode mit einem DC-Oﬀset betrieben erreichen
sie ein Rauschniveau von 1 pT√
Hz
bei 1Hz [But+14]. Ganz ohne Spule kommen Fluxgates
auf Basis verdrillter Drähte mit helikaler Anisotropie aus [But+08], deren Rauschniveau
jedoch noch drei Größenordnung höher liegt. Ebenfalls in diesem Bereich liegen Fluxgates
die mit MEMS-Techniken hergestellt wurden [Lei+12].
Optisch gepumpte atomare Magnetometer Diese Klasse von Magnetometern nutzt
die Aufspaltung atomarer Energieniveaus im Magnetfeld durch den Zeemann-Efekt. Ge-
messen werden Energieniveaus anhand von optischen Übergängen zwischen den Energie-
niveaus des freien Außenelektrons von Alkalimetallen in einer Gaszelle. Die verwendeten
Zustände haben eine begrenzte Halbwertszeit und müssen daher regelmäßig neu mit ei-
nem Laser angeregt werden. Nach dem Pumpzyklus wird das zu messende Magnetfeld
über die veränderte Transmission das Gases bestimmt. Heizen, erhöhter Gasdruck und
geringe Magnetfelder (B ≤ 1 µT) verringern den Spinaustausch über Stößen zwischen den
Atomen und begrenzen dadurch das Schrot-Rauschen [Kom+03]. Die Detektionsgrenze
nimmt durch Mittlung mit der Anzahl der Atome und somit proportional zur Wurzel
des Volumen ab, kann aber auch durch mehrmaliges Passieren erhöht werden [She+13].
Bei einer Sensorzelle von 0,3 cm2 wurde in Laboraufbauten ein Detektionslimit von unter
1 fT√
Hz
und in integrierten Messköpfen von unter 20 fT√
Hz
im Bereich von 0  100Hz, jedoch
nur unter Abschirmung des Erdmagnetfeldes, erreicht [Kim+16].
II
Eine neue Bauform optische Magnetometer nutzt Fehlstellen in Diamant bei an denen an-
statt eines Kohlenstoﬀatoms ein Stickstoﬀatom im Kristall gebunden ist. In dieser Konstel-
lation treten besondere Zustände für die Bindungselektronen auf, deren Abstand aufgrund
der Zeemann-Aufspaltung linear mit dem Magnetfeld variiert. Mit einem Pumplaser wer-
den diese Zustände angeregt und anhand der Wellenlänge der ﬂuoreszierenden Relaxation
kann auf das Magnetfeld geschlossen werden. Die Besonderheit an der Methode ist, dass
die räumliche Auﬂösung des Verfahrens allein durch das optische Auslesen auf ca. 1µm
beschränkt ist [Pha+11]. Das Rauschniveau kann dabei durch das gleichzeitige Ausnutzen
mehrerer eng beieinander liegender Fehlstellen auf bis zu 1 pT√
Hz
reduziert werden [Wol+15].
Magnetoresistiv Magnetoresistive Elemente, deren elektrischer Widerstand abhängig
von deren Magnetisierung ist, teilen sich in mehrere Untergruppen. Im einfachsten Fall
des anisotropen magnetoresistiven Eﬀekts (AMR) ändert sich der den Widerstand der
magnetischen Schicht abhängig vom Winkel zwischen der Magnetisierung (abhängig von
dem zu messenden Magnetfeld) und dem Stromﬂuss. Eine größere Widerstandsänderung
(engl. Giant Magneto Resistance GMR) ist möglich, wenn zwei ferromagnetische Schich-
ten durch einen ca. 1 nm dicken Isolator getrennt werden. Je nach externem Magnetfeld
ordnen sich die Spins in den beiden Schichten parallel oder antiparallel an und verändern
dadurch den Widerstand des Systems.
Beim magnetoresistiven Tunneleﬀekt (TMR) wird eine vergleichbare Schichtfolge genutzt,
die Widerstandsmessung jedoch senkrecht durch die Isolationsschicht durchgeführt. Sind
die Magnetisierungen der ferromagnetischen Schichten parallel, kommt es aufgrund von
Spinpolarisation zu einer erhöhten Zustandsdichte von Elektronen mit Spin parallel zur
Magnetisierung. Somit fällt es Elektronen besonders leicht die Barriere zu durchtunneln
und der Widerstand ist geringer als bei antiparalleler Magnetisierung. Da sie sich stär-
ker miniaturisieren lassen, wurden GMR-Sensoren mittlerweile durch TMR-Sensoren als
Leseköpfe magnetischer Festplatten verdrängt. Die erwähnten Verfahren zeichnen sich al-
lesamt durch eine hohe Messgeschwindigkeit und geringe Detektionsgrenzen unterhalb von
1 nT√
Hz
aus [Stu+05]. Rückkoppelschleifen mit Spulen erweitern den linearen Einsatzbereich,
reduzieren jedoch die mögliche Bandbreite auf den MHz-Bereich.
Magnetoimpedanz Bei hohen Frequenzen werden die Ladungsträger durch das sie
selbst hervorgerufene Magnetfeld an den Außenrand des Leiters gedrängt und der Wi-
derstand erhöht sich aufgrund des geringeren eﬀektiven Querschnitts. Während die Quer-
schnitte bei üblichen Leitermaterialien wie Kupfer erst im GHz-Bereich um einige µm
sinken, ist dies bei Materialien hoher Permeabilität bereits im MHz-Bereich der Fall. Mit
einem dünnen Draht hoher Permeabilität können so kleinste Änderungen der Magneti-
sierung in einem externen Feld als Änderung der Impedanz gemessen werden. Je nach
Auslegung von Drahtgeometrie und Betriebselektronik sind dabei geringe Rauschgrenzen
bis zu 1 pT√
Hz
möglich [Uch+09].
III
Magenetoelektrische Komposite Durch mechanische Kopplung überträgt sich die me-
chanische Spannung von einem magnetostriktiven auf ein piezoelektronisches Material und
führt dort zu einer messbaren Ladungsverschiebung. In Dünnﬁlmtechnik hergestellte Kom-
posite sind durch die prozesstechnisch notwendigen Substrate geklemmt, erreichen aber in
dessen mechanischer Resonanz niedrige Rauschdichten von ca. 1 pT√
Hz
. Über Modulations-
verfahren lassen sich schmalbandig ca. 100 pT√
Hz
auch außerhalb der Resonanz erreichen,
erfordern aber die Erzeugung von entsprechend hochfrequenten Magnetfeldern [Röb+17].
SQUID SQUID steht für die englische Bezeichnung Superconduction Quantum Interfe-
rence Device, auf Deutsch supraleitende Quanteninterferenzeinheit. Der Sensortyp nutzt
das quantenmechanische Phänomen der Flussquantisierung in einem supraleitenden Ring,
der auf eine magnetische Flussänderung mit einer gequantelten Stromänderung im Ring
reagiert. Um diese kleinen Ströme zu detektieren wird der Ring an zwei Stellen durch Jo-
sephson Kontakte unterbrochen, ein kleiner Teststrom hindurch geleitet und die Spannung
über den Kontakten gemessen. Ein Josephson Kontakt ist eine wenige nm dicke Isolations-
schicht in einem Supraleiter, der aufgrund quantenmechanischer Eﬀekte eine sehr steile
Strom-Spannungs-Kennlinie aufweist und damit bei kleinsten Stromänderungen zu einer
deutlichen Potentialdiﬀerenz führt. Supraleitung erfordert in den meisten Materialien eine
Temperatur im Bereich weniger Kelvin, welche sich nur mit relativ teurer und aufwendiger
Kühlung mit ﬂüssigem Helium erreichen lässt. Mit Rauschgrenzen von bis zu 0.3 fT√
Hz
ist
die Aufwand jedoch gerechtfertigt [Sch+11]. SQUID-Sensoren mit Betriebstemperaturen
oberhalb von der Temperatur von ﬂüssigem Stickstoﬀ sind sind mit speziellen Materi-
alien möglich, haben auch unter anderem auch deshalb ein höheres Rauschen, weil die
Betriebselektronik nur entsprechend geringer gekühlt wird [Len+06].
IV
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