Abstract-Wireless Local Area Network (WLAN) location is the perfect complement to Global Positioning System (GPS) receivers for providing users with location information. WLAN operates in many areas in which GPS receivers cannot establish a lock, such as in indoor environments and metropolitan (obstruction by tall buildings) areas. There are many references to WLAN location in scientific literature. Most of this literature concentrates on signal-strength-based approaches. The advantage of signal strength approaches is that they are easy to implement, usually only requiring software modifications. In this paper, we discuss a novel Time of Arrival (TOA) approach that Intel research has developed. Although this approach typically requires minor silicon or firmware modifications to implement, it can deliver significant performance improvements over signal-strength-based measurements, as shown in this paper. Currently, Intel is introducing this method as an approach to add fine-accuracy location into the IEEE WLAN standard, 802.11v.
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INTRODUCTION
M
OST business owners agree that the three most important issues for a successful business are "Location, Location, and Location." The importance of integration of location capabilities into today's electronics is also widely accepted. This is illustrated by the multibillion dollar Global Positioning System (GPS) industry.
GPS is an extremely useful tool that provides location capabilities used in a number of applications, such as navigation and emergency (E911) services. However, GPS does have a number of shortcomings. Specifically, GPS receivers typically do not work indoors due to sensitivity levels. That is, the building structure blocks the weak signals that are transmitted from geostationary satellites. Second, GPS receivers do not work in many metropolitan (urban canyon) environments due to high-rise buildings obstructing the view between the GPS receiver and the GPS satellite. Third, there are a number of applications that require higher accuracy in small local regions than what typical GPS receivers can provide. A WLAN location provides the perfect complement for adding GPS-type location capabilities to a variety of consumer electronic devices to overcome these critical GPS deficiencies. An active area of research [1] is improving GPS receivers to work indoors.
Applications for indoor location are numerous. Applications include indoor navigation, printer finding, locationbased file sharing and access, buddy finding, security, asset management, and location-based games.
Location-based security can tie electronic file access to a physical location. For example, when an individual enters a corporate building, that person can be allowed certain file privileges. Upon entering the building, the visitor is given access to top-level introductory documents describing the corporate building. Now, if that individual is then allowed to enter a secured laboratory in that building, this person may also gain access to other documents that describe the technology of that particular laboratory. Similarly, the corporation might only allow access to top-secret documents if the user is located in certain areas. For example, the company might not give WLAN intranet access to any individuals in the parking lot. Asset management is another key attribute that WLAN location can enable. Not only can asset management be used to determine whether a desktop computer has been moved, but it can also determine where the WLAN-enabled medical device is located in a hospital.
Another exciting application is combining WLAN location with a Radio Frequency Identification (RFID) reader. Such a device knows the location and can scan RFID tags. In this manner, the device can infer the location of an RFID tag and report that information back to the network. This can be the basis for automated inventory systems. The wireless device (RFID and WLAN location) automatically knows the location and records it into the database for any tag that it scans.
WLAN location has a place in the digital home as well. For example, a location-aware laptop can automatically know the room that it is located in so it can autonomously select the room's large screen television and/or stereo system to project its media (home videos, recorded music, etc.).
Finally, the location aware tag market offers exciting possibilities. For this application, a small WLAN tag powered by a watch battery can be used to tag a person or object to determine its position. One such application would be to attach such a tag to a child in an amusement park so that parents can always locate their kids. Similarly, embedded devices, such as medical equipment, can be retrofitted to be location-aware by sticking this type of location device onto it. Inventory systems can benefit by tracking a pallet of goods throughout the warehouse.
When choosing the right technology for a location system, one has a number of possible choices. In the past, individuals have used a number of different technologies, including ultrasound [2] , infrared [3] , [4] , and, recently, Ultra-Wideband (UWB) [5] . There has also been a great deal of interest in custom waveforms and protocols, such as the approach used by Pinpoint-ID [6] . In [6] , Werb and Lanzi discuss a method where the response is sent back in a different frequency band than the transmission. The waveform bandwidth is chosen to be large to reduce multipath effects. The key issue with all of these technologies is the coverage areas. These technologies are all geared toward a very small region, commonly referred to as the Personal Area Network. One can expand these technologies to larger areas, but that would require a huge infrastructure cost of adding many closely spaced infrastructure type nodes. In this paper, we are more concerned with how one would get the best possible location performance with minor modifications (software and/or hardware) to existing WLAN communication systems. Of course, WLAN is becoming very popular in the larger Local Area Network (LAN) environment that service enterprises and urban environments.
There are many references to WLAN location in scientific literature [7] , [8] , [9] . Most of this literature concentrates on signal-strength-based approaches. The advantage of signal strength approaches is that they are easy to implement, usually only requiring software modifications. In this paper, we discuss a novel Time of Arrival (TOA) approach that Intel research has developed. Although this approach typically requires minor silicon or firmware modifications to implement, it can deliver significant performance improvements over signalstrength-based measurements, as shown in this paper. Currently, Intel is introducing this method as an approach to add fine-accuracy location into the IEEE WLAN standard, 802.11v. The IEEE 802.11v draft has an allocation for timestamp differences within the Presence Request/ Response mechanism, which is used to satisfy the 802.11v location requirement.
IMPLEMENTING LOCATION
AP Database Integrity
With any WLAN location solution, one needs reference points for the WLAN devices to a local or global coordinate system, such as GPS. That is, the access points need to know their location. In a typical operation, these access points do not move very frequently. Thus, under the assumption that they never move, one can simply record their location and use the recorded location as absolute truth.
However, one should not neglect the occasional usage model of someone unplugging an access point and moving it to a different location without updating the AP location database. Under this circumstance, a mobile that is communicating with this AP can transfer the incorrect location and determine a faulty location for its own position. For some services, an incorrect location may be a minor inconvenience; however, for a life-saving (E911) type service, the cost of having an incorrect location could be disastrous. For example, the ambulance may be dispatched for the rescue to a different part of the city or state.
In order to help alleviate this issue, we suggest that a validity metric be maintained with the AP location. The validity metric is a parameter that is updated periodically (e.g., once per day and at startup). The validity of the AP location is checked by performing ranging to other APs. If the ranges to other APs are consistent with the expected ranges to the other APs, then the AP reports a high degree of validity. This validity may also be determined by an onboard GPS or other device that validates its own location. If the AP does not have any means to validate its own location, then it still reports its location but gives a validity parameter that indicates a low level of certainty.
With validity metrics from different APs, the mobile can determine its location based upon APs that have valid locations. Further, the mobile can report its own location with a validity metric that is based upon the validity metrics of the APs that it used to compute its location. In this way, location services that have a high cost of invalid data (such as E911) can be assured that the location has been substantiated.
Control Mechanism for Measurement Rate
For any location scheme, the issue arises as to how often the device should get a new location or, more precisely, new location measurements that can be used to create a new location or updated location. If the mobile location device is completely passive (such as a GPS receiver-listens but never transmits), then the mobile can simply make the trade-offs itself based upon its own application needs versus power consumption. However, if the mobile device needs to transmit to create a new location measurement, then the system loses bandwidth for each location measurement. This may or may not be an important issue based upon the number of mobiles getting location measurements and the frequency at which the measurements are taken.
One approach for controlling the measurement update rate is to utilize standard channel access methods. Each mobile determines for itself when a location measurement is needed. If a measurement is needed, then the mobile utilizes the channel if the channel is available.
A second approach would be to have a network management entity command mobiles when they can or cannot perform a measurement update. For example, a mobile might request a certain number of location measurements at a particular rate (e.g., 100 measurement updates at 10 times/second). The network management entity would need to determine if this additional load is acceptable and grants or denies the request for the mobile to make the measurements. Similarly, the request could be initiated from the infrastructure side and the management entity still grants or denies access and commands the mobile to make the appropriate measurements.
A third approach would be to have a client-based management entity that determines for itself if the channel is overutilized and decides if measurement updates are acceptable. For example, the client-based management entity might not perform measurement updates unless the channel's utilization factor is below a threshold or the application is for emergency services.
System Accuracy
With any location scheme, you need to quantify the performance of such a system. Our experience shows that people desire a single number to state the accuracy of the system. For example, the system has an accuracy of 1 meter or 7 meters. Here, we quantify what that single number means from both an analytical measurement point of view and a user's perspective.
From the analytical measurement perspective, a logical metric for the system accuracy of a location system is the root mean-square error (RMSE). The root mean square error is defined as the square root of the mean of the squared error between the estimate and its true value. Mathematically, we express this quantity as
whereX i is the ith estimate of location X and X 0 is the true location.
Note that the RMSE is, in general, not the standard deviation of the estimate. The standard deviation differs from the RMSE in that the true location is replaced with its mean. The RMSE is a combination of the standard deviation of the estimate and the bias of the estimate. The bias is defined as the error between the mean of the estimates and the true location. It is straight-forward to show that the relationship between the mean-squared error is equal to the sum of the standard deviation squared and the bias squared. Fig. 1 illustrates the size of the circles corresponding to a 95 percent confidence interval that the estimate is in fact valid for the examples of a location estimate having a RMSE ¼ 1 m and a RMSE ¼ 7 m. Note that, for the 1 m case, the circle can cover as many as six different cubes. That is, for an asset management application, the user may have to search as many as six cubes even when the RMSE equals one meter. This should be compared to a poorer location estimate, say, one with RMSE ¼ 7 m. For this case, the circle has a diameter of 28 meters and covers a large proportion of the building. In our investigations of application usage models, the accuracy desire is typically based on the basic element of the setup of the building. For example, in the enterprise environment with office cubes, the cube size is a basic element.
LOCATION TECHNIQUES
The location system architecture has certain key building blocks, as shown in Fig. 2 . The lowest level block is the WiFi Real-Time Flow (RTF). This block performs both the physical and Media Access Control (MAC) layers of the communication protocol. The next higher layer captures the sensor data for the location measurement. In the case of the Receiver Signal Strength Indicator (RSSI), this would be capturing the signal strength. For TOA ranging, this would compute the best estimate of the distance to the access point using time-of-arrival estimation. The next higher block is the "Location Calculation" block. This block fuses the lower-level sensor data into a location estimate. The highest level block, "Location-Aware Applications," utilizes the location estimate from the "Location Calculation" block. The "Location Calculation" block can improve its estimate by using its history or previous state information. It may also use floor plan data, such as not allowing the person being tracked to walk through a wall. Or, the "Location Calculation" block might utilize a desired navigation path. That is, if the system knows the initial starting point and ending point, then the location-aware system can direct the user along the known path. The system only needs to determine where the user is located along the known path or if the user has left the known path. This is an easier problem than the full-scale location determination.
WLAN Location Sensor Measurements
In this section, we concentrate on a discussion of the sensor data blocks focusing on four different types of sensor measurements that are relevant to WLAN. The sensor measurements are Signal Strength (SS), Time Difference of Arrival (TDOA), Time of Arrival (TOA), and Angle of Arrival (AOA). SS measures distance by the power loss between the transmitter and receiver. Since SS can operate with only two nodes (transmitter and receiver), SS can be considered to be a distance measurement. That is, you can use SS to determine an estimate for distance without any additional nodes. This is different than TDOA, which requires a minimum of three nodes for its most basic operation.
TDOA systems can be grouped into two different categories. Category 1 has many synchronized transmitters and one receiver. GPS uses this approach. All the satellites (transmitters) send signals to a single GPS receiver. The receiver then determines its own location. However, this approach does not work well for WLAN because a basic premise of WLAN is that only one unit talks at a time. That is, all of the access points do not transmit on the same channel simultaneously. Category 2 is the inverse problem. In this case, there are many synchronized receivers but only a single transmitter. Here, the client transmits a signal and the access points all listen and then collaborate to determine the location of the client's transmitter. Although this approach can be applied to WLAN, it does have shortcomings. First, either the access points must all be located on the same channel or the access points must change to the transmitter's channel. Typically, access points do not change channels. If the access points do not change channels, then the listening access points are likely to be far away for a standard access point topology.
As shown in Fig. 3 , a classical AP assignment for 11 b/g shows that all of the access points on the same channel are much farther apart than the closest access points. For 11a networks, the access points are even farther apart because of the increase in the number of nonoverlapping channels.
TOA systems are different than TDOA systems. Specifically, we refer to a TOA system as one where two nodes can be synchronized or the missynchronization between the two nodes can be measured and removed. Note that TOA systems have the desired distance measurement property. That is, one can determine the distance between two nodes without involving other nodes.
AOA systems [10] are becoming more attractive as WLAN moves to Multi-Input Multi-Output (MIMO) capabilities. Angle information combined with a distance measurement can enable client location with only a single access point. Although MIMO is currently motivated to increase throughput and range, it can easily be modified to accentuate the direct-path and attenuate other paths.
Signal Strength
SS is based upon knowing the power of the transmitted signal from one node (AP or client) and then measuring the amount of received power at the other node. It is common practice to report the power received in units of decibels relative to milliwatts or dBm. You can use a channel model to convert the power loss between the transmit and receive antennas of the two nodes to estimate the distance between those antennas. The classical channel model used for this application is free space path loss. This model imposes that the received power drops off as the square of the distance. In fact, SS measurements were recently proposed in the 802.11k standard.
There are a number of published data sources that show the SS measurement as a function of distance. Dr. Laitinen provided us one such plot that is shown in Fig. 4 . To validate our data collection and measurement capability, we captured a similar amount of data and presented our results in Fig. 5 . Fig. 5 shows a plot with a logarithmic trend that is similar to Fig. 4 . It also shows that the variation in each measurement is about 5 dB, which is comparable to the published results. Another useful plot for illustrating SS location performance is Fig. 6 . It shows the cumulative mean of the received signal power as the number of measurements increase along the x-axis. In this way, the cumulative mean should converge as the number of measurements increases. To understand this plot, consider the case when the receiver was placed 5 meters away from the access point. This case is shown using the dark line at the top of the plot. One observes that, by averaging over 50 to 100 measurements, the mean has converged to a fairly constant value. For the first few curves, 5 to 11 meters, one observes that the curves are in the right order and probably only off by a few meters. However, due to the logarithmic nature of the RSSI measurement, the curves become increasingly mixed up as the separation distance from the client and access point increases. For example, the curves representing the measurements taken at 25 and 39 meter separation from the access point are almost indistinguishable. That is, this plot clearly illustrates the decreasing utility of RSSI measurements as the separation distance between client and access point increases.
The measurements in Fig. 5 and Fig. 6 were performed in a San Diego office building that is depicted in the floorplan of Fig. 7 . Fig. 7 shows the location of the access point by a dot and the mobile was moved to various positions along the line.
Time of Arrival
The TOA system that we describe can best be understood by drawing an analogy to classical Radio Detection and Ranging (RADAR). The basic concept of RADAR is that the RADAR device has a transmitter that sends a pulse to the object to measure the distance. The pulse bounces off of that object and the receiver, physically located within the RADAR device, receives the pulse reflection. The RADAR device measures the time difference from the time it sent the pulse to the time it received the pulse. This timedifference is related linearly to the distance to the object. Thus, the distance can be easily determined. To relate this approach to an implementation in WLAN, consider a client sending a probe request to an access point and the access point responding with an acknowledgment. If the access point had a deterministic delay, then the analogy to the RADAR problem would be that the client measures the time-difference of when the probe response was sent and when the acknowledgment was received. However, the access point does not have a deterministic delay; the delay variation can be on the order of 5 microseconds. A 5 microsecond variation corresponds to a 1.5 km error in the distance measurement. To rectify this situation, the access point also measures the time-difference from when it hears the probe response to the time that it sends the probe acknowledgment. If this time difference is sent back to the client, then the client can subtract the access point time difference from its own time difference to calculate the true travel time to and from the access point. The distance is then obtained by dividing the travel time to and from the access point by two times the speed of light. A similar type of approach was created independently in [12] . In [12] , Gü nther and Hoene concentrated on not making physical layer modifications but on getting a coarse time delay estimate by only modifying the MAC layer.
In Fig. 8 , we show an example of how TOA ranging could be implemented within the WLAN standard protocols. The ranging signal and reply are part of the probe request and acknowledgment. The time-difference that is sent back from the access point is embedded into data that is sent with the probe response. This procedure can be repeated for each AP that the client can communicate with. This communication with multiple APs is illustrated in Fig. 9 . Note that the client scans the different frequency channels and communicates with each AP at its designated frequency channel.
The TOA timing diagram is illustrated in Fig. 10 . The probe is sent at some arbitrary time of the client's clock; we let that time be t 1 . The AP receives the probe after the travel time of Á time units. Thus, the AP receives the probe when its clock reads t 3 ¼ Á þ t ms þ t 1 , where t ms is the missynchronization between the two units. After some arbitrary delay, d AP , the AP sends the acknowledgment at time t 4 .
The acknowledgment arrives back at the client at time t 2 . Now, as we have stated, each unit (client or AP) measures the time-difference between the probe and the acknowledgment. The client's time-difference is
while the AP's time-difference is
So, the propagation delay can be calculated as
Note that, since t 3 and t 1 are related by the propagation delay and the missynchronization time difference, we can calculate the missynchronization time difference as
Time Difference of Arrival
TDOA techniques are particularly useful when one or more additional observers are listening to the packet exchange. The case we consider is when these observers are in known locations. That is, an observer might be an AP that can hear the conversation happening between a client and an AP. An observer might also be a fixed location WLAN device that is not an AP, such as a wireless media adapter. Also, in certain applications, it is beneficial if the client does not participate (send back its time-difference). We give two such examples where it may be more beneficial to have extra observers rather than getting the information from the client. The first is when the infrastructure is trying to determine the location of the client for security reasons. For example, suppose the system is set up to allow certain clients access to secured data if the client is located in a certain geographical boundary. A good example of this method is not letting a client get access to secured data if they are located in the parking lot of the building. For this case, the infrastructure may not trust the client. That is, the infrastructure does not believe the client's time-difference information. The second example, where it may be beneficial to not have the client participate, is when the client is a low-power sensor tag. For this case, it may be advantageous for the client not to perform the timedifference because this consumes power. Further, it also requires that the client receives a packet, while a very lowcost low-power sensor might only be a transmitter.
A system diagram of how TDOA can be implemented in WLAN is shown in Fig. 11 . Note that multiple APs need to listen to the same client. This requirement can be very restrictive since the APs around a specified client are typically set to different frequency channels and can only listen to their designated frequency channel.
The timing diagram of a probe response being sent by a client with a response by an AP and observed by a second AP is shown in Fig. 12 . In Fig. 12 , Á A0 is the time delay between the AP and observer (typically known), Á OC is the time delay between the observer and the client, and Á AC is the time delay between the AP and the client.
Determination of the Time of Transmission
For both TOA and TDOA methods, it is useful to determine a timestamp for the transmitted signal. In this section, we address this issue. Determining the precise timestamp of a received waveform is performed by capturing a segment of the waveform and performing a matched filter with that waveform. The time at the peak of the matched filter (neglecting multipath for simplicity) is used as the timestamp of the received waveform.
One can determine the precise timestamp of a transmitted waveform by two different approaches. First, one can simply use a calibrated radio that transmits a waveform at a specified time after receiving a trigger. The timestamp is then simply the time that the trigger is initiated plus the known (calibrated) delay.
An alternative method of determining the timestamp of a transmitted waveform is to place the radio in such a mode that one receives the transmitted waveform and then uses the same method that is used to determine the timestamp for the received waveform as the transmitted waveform. To consider how one would configure the radio in this form, we consider a simplified direct conversion radio example as shown in Fig. 13 .
Many WLAN radios with transmit and receive capabilities are configured as transceivers that operate in either transmit or receive mode at any given moment. The inactive portion of the radio is disabled to prevent interference with the active portion and to conserve power. Fig. 14 illustrates a simplified original transmit mode. The transmitter chain, including the transmitter, filters, up conversion, and power amplifiers are enabled, and the transmit/receive switch is in the transmit position. All components of the receiver chain are disabled. The arrow indicates the path the RF signal takes as it is transmitted.
In Fig. 15 , we show how the tranceiver can receive its own transmitted signal. Since the transmitted signal is allowed to travel through the entire transmitter and receiver chain, the receiver receives its own transmitted signal. This received data can then be processed in a manner similar to the processing of receiving someone else's transmitted waveform. Specifically, the data is then captured and matched filtered to determine the precise measure of the timestamp.
Test Setup
To analyze performance, we created a test setup to evaluate the new proposed approach. The test setup was based upon Intel's Pro/Wireless Network Connection card 2915ABG [13] . We used a noncommercially available version of this card that has a debug connector on the board. With special firmware, we could command the baseband chip to send I/Q samples to the debug connector rather than doing conventional processing within the baseband chip. The high speed portion of the TOA algorithm was done in an FPGA. That is, the FPGA captured the relevant samples of the exchange into the memory buffer while recording the relevant sample numbers of when the recording began and ended. In this way, the relevant data has been parsed and can be easily manipulated in the host processor.
To emulate notebook and AP interaction, we created prototype notebooks and APs that support this functionality. The AP used a commercially available Xscale Single Board Computer (SBC) with two miniPCI slots. One slot was populated with a debug version of the 2915ABG and the other slot was populated with an FPGA on the miniPCI card. A cable connected the two miniPCI cards (see Fig. 16 ). The notebook functionality was created in a similar fashion. A debug version of the 2915ABG was placed into the miniPCI slot of a commercially available notebook. A PCMCIA-based FPGA card was placed into the external slot of the notebook. A cable ran through the notebook to connect the two cards.
COMBATING MULTIPATH 4.1 Diversity to Combat Multipath
For the cabled environment, a single exchange is sufficient because the environment has little multipath. However, in the indoor wireless environment, multipath does have significant effects and diversity techniques can be used to mitigate the undesired multipath. A number of other methods have been used such as modeling the non-Line-OfSight path as in [14] .
In the case of a moving object, diversity can be accomplished by using a motion model to track the object. The advantage of a moving object is that the non-Line-OfSight paths are changing dramatically and can be averaged out, while the direct path is only changing based upon the motion of the object. Thus, averaging over time with a motion tracking model is very effective.
In the case of a static object, multipath compensation is very different than the moving object because averaging over time does not affect the multipath profile. In one aspect, this makes the problem more challenging, but one can perform multiple switching techniques to gain that diversity over a longer period of time. Since, by assumption, the object is static, one typically has long time intervals (e.g., seconds) to determine the distance/location of the object. For this static option case, one can introduce diversity in several ways. First, one can introduce diversity by antenna switching. For a link with two diversity antennas on each side, utilizing all antenna pairs creates four independent multipath profiles. These four multipath profiles can be averaged for significant multipath diversity. Second, the two devices can perform exchange(s) on different frequency channels. Moving to a different frequency channel introduces significant multipath diversity as well.
Path Decomposition to Combat Multipath
In the indoor environment, one of the most significant sources of degradation to location sensor measurements is due to multipath. In WLAN communications, multipath often improves the reliability of the communication. Specifically, if the receiver receives multiple delayed versions of the same signal within a certain time window, then the combined signal may be stronger than a single direct-path communication. Thus, the receiver has a smaller probability of error in determining which transmitted symbol was sent. However, for location, signal paths that come from different directions degrade the ability to determine the length of the travel time of the direct path. Thus, it makes sense to perform additional signal processing to determine the best estimate of the direct path.
It is well-accepted and substantiated by our own measurements that the indoor received Wi-Fi signal can be modeled by a small number of delayed and scaled replicas of the transmitted signal. That is, the observation is of the form
where sðtÞ is the transmitted signal, wðtÞ is additive noise, A i is the complex amplitude of the ith path, and i is the delay of the ith path. The multipath estimation problem is to find the best choice for amplitudes, phases, and time delays such that a sum of delayed and scaled replicas of the transmitted signal approximates the observed data. If the number of paths, M, is taken to be a known constant, then the number of real unknown parameters is 3 Ã M (M amplitudes, M phases, and M time delays). To reduce the dimensionality of the optimization problem, one can note that the estimates for the amplitudes and phases can be solved for analytically as a function of the time delays. By making this substitution, the number of unknowns reduces to M time delays. The number of unknowns is M Ã 1 if you consider the parameter M to be unknown as well.
To eliminate the complex amplitude (equivalently, signal magnitude and phase) in (1), we first place (1) into matrix form. This gives
where Y ¼ yð1Þ yð2Þ
Any ML formulation of estimating the delay parameters involves computing an objective function of (2) efficiently for different possible choices of delay parameters. To evaluate (2) efficiently, note that N, the number of observations, is much larger than M, the number of hypothesized paths. With the N ) M assumption, one considers
. . . The advantage of using these correlation functions is that the autocorrelation function R ss ðÞ is only a function of the transmitted waveform; thus, it can be stored in a lookup table prior to capturing data. The correlation function between the observation and the transmitted signal (also known as the matched filter), R ys ðÞ, is a function of the data. However, it only needs to be computed once regardless of the number of candidate times the objective function is evaluated. The search algorithm, which searches multiple choices for the delay parameters, should access the stored matched filter response and the stored autocorrelation function to best decide the correct delay parameters.
Thus, from an implementation perspective, we can divide the processing into three modules: memory buffer, matched filter, and multipath decomposition, as shown in Fig. 17 .
The objective of the memory buffer is to capture a segment of the packet so it can be analyzed in more detail. The data collected from the memory buffer is then sent to a module that does matched filtering. The matched filter knows the waveform that was sent (e.g., the preamble of the packet), but unknowns include the amplitude, the initial phase offset, and the time delay. The time delay, of course, is the key parameter that we desire while all other parameters are "nuisance" parameters. A "nuisance" parameter is a parameter one may want to estimate for the sole-purpose of improving the estimate of the desired parameter.
The matched filtering block also does not take into account the multipath. If there is only a direct path, then the output of the matched filter is a single sinc (sine(x) over x) function. If multiple paths are present, then the output of the matched filter is the sum of sinc functions where the amplitudes and phases reflect the relative strengths of the different paths. Intuitively, one can think of the output of the matched filter block as multiple impulses where each impulse represents a different path. However, one should resist the desire to choose the time delay of the first path as the direct path timestamp. The reason for this is that the sinc functions corresponding to the nondirect paths may have side lobes that shift the location of the main peak of the sinc function that corresponds to the direct path. An example is shown in Fig. 18 . In this figure, note that the algorithm selected the first main peak, but it chose the peak shifted by a small amount rather than the center of the peak.
The multipath decomposition block attempts to find the best choices for amplitudes, phases, and time delays such that the sum of sinc functions approximates the matched filter output. This block performs the multipath decomposition of the delay estimates by a two-step process. First, an initialization algorithm is used to determine a reasonable selection for the delay parameters, and then these initial estimates are fed to an iterative algorithm that fine-tunes these estimates.
The iterative algorithm can iterate on finding the Maximum Likelihood solution with its current estimate. This can be accomplished with a Gauss-Newton iterative algorithm that is optimizing the objective function in (2) .
The initialization algorithm might use the Espirit algorithm as suggested by Yang et al. [15] . Or, one can simply find the best estimate with one delay parameter and then use this estimate to determine the best estimate for two delay parameters, then three delay parameters, and so forth. In our experiments, we have taken M, the number of delay parameters, to vary dynamically between one and eight paths. The selection of M is critical to the performance of the algorithm. If a value of M is too small, then the direct path may be missed altogether or the direct path may be shifted due to an unmodeled sinc function. A value of M that is too large can also impact performance since one may classify a nonpath that is modeling noise as the direct path.
Processing cost is directly tied to the amount of information being processed. As shown in Fig. 17 , Note that the memory buffer captures 1 kByte of data and the matched filtering block can be thought of as a compression algorithm that transforms the 1 kByte data capture by a factor of 10 to 100 Bytes of data. The multipath decomposition block analyzes the matched filter response to find the line-of-sight path. This module can also be thought of as a compression algorithm that compresses the data by another factor of 10, giving a mere 10 bytes of data. Thus, one may want to place the memory buffer, matched filter, and multipath decomposition in hardware such that the software only needs to concern itself with 10 bytes of data for every packet exchange.
PERFORMANCE CHARACTERIZATION
One of the advantages of distance measurement location (SS or TOA) versus a nondistance measurement technique (TDOA or AOA) is that the distance measurement technique can be tested easily in a controlled environment. That is, a distance measurement only requires two nodes that can be directly connected to each other, such as through a cable or directional antennas. This is extremely useful in debugging the system without dealing with external environmental conditions such as multipath, diffraction, etc.
In Fig. 19 , we show raw measurements from a cable experiment. We connected two nodes together with one to 12 equal length cables. The length of each cable was physically 1.8 meters long, but since electromagnetic waves travel slower through the cable than in free space, the effective length of each cable can be compared with a 2.8 meter length in free space. In Fig. 20 , we show the cumulative average of these measurements. That is, we are plotting the mean of the estimate as a function of using N measurements, where N is the parameter on the x-axis. The result showed that the RMSE ¼ 0:4 meters in a cabled environment. Here, we consider the wireless performance for a scenario that has more multipath than a cabled environment but less multipath than the classical approach of having omni-directional antennas on both sides of the link. Specifically, we use a directional antenna at the access point and omni-directional antennas on the laptop. The performance is illustrated in Fig. 21 . The average RMSE ¼ 0:6 meters for this case. We can then compare this to the case when the access point has an omni-directional antenna in Fig. 22 .
In Fig. 23 , we show the performance between different access points and a laptop client. The laptop was moved to fixed points down the hallway, which is represented by the line. Five different access points were each analyzed by computing the range from each of these fixed access points to the laptop client at many different points along the hallway. Note that this analysis does not use a motion model. That is, a single range is calculated for each fixed access point and each fixed location of the laptop. Since motion was not used for each range calculation, we used diversity techniques to combat multipath. That is, each range was computed by performing a number of different exchanges. Specifically, at each frequency, we performed four exchanges because the client and the access point each had two antennas, giving four distinct combinations. We then repeated this four exchange procedure at different frequency channels. Specifically, we used eight different frequency channels in the 802.11a (5.2 GHz) frequency band. Fig. 23 shows that performance varied depending upon the location of the access point and client. The performance with node 165 had an average RMSE of 1.1 meters. This AP node to the client as shown on the floor plan in Fig. 23 was very close to an Line-Of-Sight type operation. Nodes in other locations had performances of 1.7, 2.4, 2.6, and 5.5 meters as shown in Table 1 . Also shown in Table 1 is how the performance degrades if one did not perform multipath compensation or if one were just to use a signal strength method. Fig. 24 does a similar type of analysis as in Fig. 23 , except the range estimates are measured using signal strength rather than TOA. The figures clearly show a superior performance with TOA ranging over signal strength. This measured result is substantiated in [16].
CONCLUSION
In this paper, we have presented a novel approach for implementing both time-of-arrival and time-difference-ofarrival methods on top of WLAN communications. We have shown that, with only a small modification to the WLAN physical layer, one can provide an accurate location to the WLAN system. The techniques that were shown are applicable to other communications besides WLAN, but WLAN is a communication system that is quickly gaining ubiquitous coverage within many corporate environments that can benefit by having a location capability.
We have made experimental comparisons with the TOA location scheme that were presented in this paper (with and without multipath mitigation) to a signal strength method. We showed that the performance of the TOA measurements was significantly better than the signal strength measurements. We believe that these approaches show significant promise in achieving high accuracy location throughout the indoor environment. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
