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ABSTRACT 
Cyclones find wide applications in industry as drying apparatus or as chemical 
reactors. For these applications it is necessary to know and predict the residence 
time of the particles in the reactor for product quality control. In the present study 
the residence time of granular particles (210 J.!m < dp < 850 j.!m) was measured by 
the stimuli-response technique using a moving impactor method. The experimental 
data was analysed by the moments, Laplace transform and the least squares 
methods. The axially dispersed plug flow model was found to be a valid 
representation of flow of these particles in the cyclone. The parameters of this 
diffusion model were the mean particle residence time and the particle Peclet 
number. 
A simple mathematical model based on the particle momentum equation was 
developed to model the flow of a single particle in the cyclone by the experimentally 
observed mechanism of bouncing and sliding on the walls. This is the first known 
bouncing particle model for modelling passage of granular particles through process 
equipment. The coefficient of restitution and friction for input into the model were 
obtained from simple bouncing tests. The model was used to predict the residence 
time of the particles in the cyclone. The experimental results were compared with 
the model-predicted results. Good agreement between model and experimental 
results was obtained with regard to trends of residence time with cone angle. 
However there was deviation with regard to particle size and density, where the 
model gave opposite trends compared to the experimental results. 
The phenomenon of roping was studied with the aid of a high frame rate camera. 
The incidence of roping was found to increase with increase in cone angle. When 
the total included cone angle was large > 36° the solids in the rope behaved 
independently of the gas flow and discharged at a rate controlled by the feed into the 
cyclone. The discharge of a rope was found to be transient in nature. 
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V tangential velocity (ms-I) 
W axial velocity (ms-I) 
U radial velocity (ms-I) 
Vq> gas tangential velocity in cylindrical coordinates (ms-I) 
Vz gas axial velocity in cylindrical coordinates (ms-I) 
Vr gas radial velocity in cylindrical coordinates (ms-I ) 
Wq> particle tangential velocity in cylindrical coordinates (ms-I) 
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Wr particle radial velocity in cylindrical coordinates (ms-I) 
H height of cyclone (m) 
h height of cylindrical section (m) 
Dc diameter of cylindrical section (m) 
De diameter of vortex finder (m) 
r radius of cyclone (m) 
a width of entrance section (m) 
b height of entrance section (m) 
dp diameter of particle (m) 
g gravitational acceleration (ms-2) 
t time (s) 
f coefficient of friction ( ) 
M mass (kg) 
Mr mass flow rate (kgs-I) 
m mass (kg) 
Ve volume of cyclone (m3) 
Q gas volumetric flowrate (m3s-l) 
Rep Reynolds number ( ) 
Pe Peelet number ( - ) 
F D drag force (N) 
Ff frictional force (N) 
Fg gravitational force (N) 
F m Magnus force (N) 
Fs buoyancy force (N) 
FE electrostatic force (N) 
Fe inter-particle contact force (N) 
CD drag coefficient ( - ) 
A surface area (m2) 
xi 
Greek symbols 
v 
ex, 
P 
Il 
E 
1: 
Subscripts 
g gas 
gas kinematic viscosity (m2s· l) 
cone half angle (degrees) 
density (kg m-3) 
kg solids/ kg gas (-) 
coefficient of restitution 
particle relaxation time (s) 
p particle 
w wall 
t tangential 
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Introduction 
1.1. General Background of Cyclones 
The first cyclone was patented about a century ago. Although its basic design has 
remained largely unchanged a number of design variations have emerged to meet 
new performance targets in specific applications. A return-flow cyclone in its 
simplest form consists of a cylindrical section with a concentric vortex finder 
extending to just below the tangential inlet duct. The cylindrical section is connected 
to a conical section. A tangential rectangular inlet tube is attached at the top of the 
cylindrical tube. A schematic diagram is shown in Figure 1-1. 
The separation power of cyclones relies on the effect of centrifugal forces. The feed 
stream is pumped through the tangential inlet pipe creating a rotating flow when it 
enters the cyclone. This creates a vortex about the centre and this vortex action 
causes the solids or dense phases to migrate to the wall. Secondary wall flows cause 
these solids material to move in spirals where they are eventually collected and the 
gas exits through the central vortex finder tube. 
Cyclones have no moving parts and therefore have very low maintenance costs. 
Because of their simple design, low capital cost and simplicity of operation these 
devices have proved to be very attractive for dust cleaning operations. Cyclones 
have high operational efficiency especially at high throughput. Another advantage is 
their ability to operate at high temperature. When lined with special refractories, 
operating temperatures can exceed 800°C and can be limited only by the integrity of 
the refractories. This is desirable for high temperature applications like power 
generation where they are useful in collecting boiler fly ash and in other 
pyrometallurgical process industries. Cyclones are the only devices of technical 
relevance for separation of particles at high temperature (Mothes and L6ffler, 
1985). Patterson and Munz (1996) reported that particle collection efficiencies were 
lower for high temperature applications of cyclones. Cyclones are capable of 
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handling particle sizes ranging from 5 to 2000 J..tm although their efficiency 
decreases in the lower particle size ranges. 
Given their versatility, a variety of industrial processes utilise the separation ability 
of cyclones at various stages. Generally, cyclones are utilised in most process 
stages were dust is generated or particulate material is handled, where the primary 
purpose is air cleaning and product recovery. Cyclones are an integral part of 
pneumatic conveying systems where they are preferred units for separation of the 
solids from the conveying gas. 
The field of application of cyclones is ever expanding. General applications include 
pulp and paper, mineral and metallurgical processes, power generation, oil industry, 
cement and food industries. The mineral industry can actually be regarded as one of 
the traditional fields of application of cyclones after gas cleaning where cyclones 
were first used and for which the first patent was registered. In the mineral 
industry, cyclones are used primarily for classification, separation of dense material 
from materials of lighter density and dewatering. When used in wet streams 
cyclones are referred to as hydrocyclones. Hydrocyclones are extensively used in 
the pulp and paper industry and are capable of classifying pulp suspensions 
according to fibre size for specialty papers. The other type of cyclone is the gas 
cyclone and it is this one which has the widest range of applications. Of this type 
the reverse flow cyclone with tangential inlet is the most common. 
The design of cyclones is mostly characterised by dimensions expressed as a number 
of diameters of the cylindrical barrel. Although a number of commercial 
proprietary designs exist nevertheless the design procedure is III most cases 
empirical in nature. The lack of a fundamental approach has lead to diverse claims 
and generalisations cannot be made. Nevertheless the design objective has been 
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primarily to limit pressure drop and increase collection efficiency at a given 
throughput. 
In spite of the simplicity of operation of cyclones the fluid dynamics in these 
chambers is extremely complex. One of the main disadvantages of cyclones is their 
high pressure drops and low collection efficiency especially for particle sizes lower 
than 5J.tm. The collection efficiency is mostly expressed in terms of a cut diameter 
dso, the particle size for which collection efficiency is 50 per cent. 
In fact the major operating expense for cyclones is energy cost due to pressure drop. 
The pressure drop impacts directly on the pumping requirements as the pressure 
drop is a measure of the back pressure which the blower has to overcome. Indeed 
the performance of cyclones is primarily evaluated in terms of pressure drop and 
collection efficiency. Most research effort has therefore of necessity been directed 
at understanding the fundamentals of the flow field and various parameters and 
factors which impact on pressure drop and collection efficiency. 
Literature on the investigation of pressure drop in cyclones is vast. As the focus of 
this study is not on these aspects, it will not be possible in this context to cover it all 
but notable pioneers are Sheppard and Lapple (1939) and tel' Linden (1949). 
Sheppard and Lapple (1939) conducted an experimental study of flow pattern and 
pressure drop in a model cyclone constructed partly from glass to enable flow 
visualisation. They used an adjustable inlet vane and varied the vortex diameter and 
height in the cyclone. From their results Sheppard and Lapple (1939) found that 
the pressure losses were proportional to the square of the inlet velocity. The 
relationship between pressure loss and the inlet velocity is given by the following 
equation 
1-4 
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M= 
(1-1) 
where C is an empirical coefficient of pressure drop sometimes also referred to as 
the Euler number (Eu), Pg is density of fluid medium and Vg is the inlet velocity. 
The coefficient of pressure drop C is constant for a given cyclone design and is not 
dependent on the size of the cyclone. 
Clean 
gas 
Figure 1-1 Schematic diagram of a return-flow cyclone (Liang-Shih et al., 1997) 
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The pressure drop in a cyclone is usually expressed as the number of gas inlet 
velocity heads, i1H, which is equivalent to Eu and is a constant for any cyclone 
configuration with similar geometric proportions and same gas entrance velocity. 
The expression for i1H by Sheppard and Lapp1e (1940) is: 
!J.H = 16ab 
D2 
e (1-2) 
where De is diameter of vortex finder, a is the height and b is width of the 
rectangular entrance section. 
The pressure loss falls as the square of the diameter of vortex finder for a given air 
flow. However the efficiency of the cyclones drops with increase in diameter of 
vortex finder. It is said there is a general rule of cyclones (Gregory, 1984) which 
says, " .... every measure which increases resistance to flow improves separation 
efficiency and vice versa". The lengthening of the cyclone however decreases 
pressure drop without loss of efficiency as shown below in Equation 1.3. 
Numerous other expressions for i1H exist in literature. First (1950) proposed an 
expression as discussed by Kang et al. (1989) which considered the effects of the 
dimensions such as overall height H, or diameter of cylinder Dc: 
(1-3) 
where h is the height of the cylinder 
Bohnet (1983) resolved the pressure drop into two components. The first 
component represented inlet losses and the second component losses through the 
outlet pipe. The pressure drop was said to occur across the gas outlet tube, in 
which the gas must be accelerated to very high axial velocities (Bohnet, 1983). 
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Straightening vanes inserted in the exit duct were found to reduce the pressure drop 
by as much as 50% (Sheppard and Lapple, 1939). However as these devices have 
the effect of reducing the vortex, the pressure drop reduction is accompanied by a 
loss in collection efficiency as the vortex is essential for the mechanism of dust 
collection. These findings were supported by ter Linden (1949) who observed that 
damping of the rotating gases had an unfavourable effect on the collection 
efficiency. 
The presence of dust was also found to reduce pressure drop (Sheppard and Lapple). 
Yuu et al. (1978) reported that the reduction of pressure drop in the presence of dust 
was a result of a reduction in the tangential velocity. Beeckmans and Morin (1987) 
supported these findings in a separate study. 
ter Linden (1949) measured the efficiency of a number of cyclone models with 
varying dimensions and recommended a gradual entry of the gas into the cyclone to 
achieve reasonable collection efficiency. Dietz (1981) divided the cyclone into three 
regions. Region 1 being the outer annulus region around the exhaust tube (inlet 
region) and region 2 the region below it (down flow region), and region 3 the core 
of the cyclone where the gas is essentially moving upwards (up flow region). Dietz 
solved the equations of conservation of particles in each of the three regions. 
However Dietz's model did not account for particle bouncing and re-entrainment 
which adversely affects collection efficiency. For further details on the model the 
reference can be consulted (Dietz, 1981). Numerous other workers have carried out 
investigations on collection efficiency. Beeckmans and Kim (1977), Kim and Lee 
(1997), Mori et al. (1968) are amongst some of the workers in this field. It is worth 
mentioning that most of these studies are dealing with very dilute systems and these 
models will generally be invalid for heavy loaded flows. 
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Sheppard and Lapple (1952) reported the double vortex theory. They observed that 
the primary flow pattern consisted of an outer downward spiral and an inner upward 
spiral. The average angle with the horizontal for the outer spiral was found to be 
about 10°. Kelsall (1952) also measured the particle track angle at the wall in a 
hydrocyclone at different radial positions for given operating conditions. From 
these results the angle was also a constant and about 15°. Kelsall reported a slight 
decrease in particle track angle with decreases in feed pressure for particles initially 
having higher axial velocity components. However these changes could not be 
quantified because of accuracy limitations of his equipment. The spirals in the 
central vortex were also found to prescribe a fixed angle. In the outer vortex flow, 
the gas has a radially inward velocity component. These observations were 
supported by measurements by ter Linden (1949), which revealed a highly turbulent 
low-pressure core extending over the entire length of the cyclone. 
ter Linden (1949) experimentally measured the three gas velocity components, axial 
(W), radial (U) and tangential (V). Of the three components, the tangential velocity 
component was found to be predominant, with the total velocity almost equal to the 
tangential velocity. The tangential velocity was also found to deviate slightly from 
the tangential inlet velocity. The tangential velocity was found to increase from the 
wall attaining a maximum at a radial distance of 65 per cent from the wall and given 
by the following expression (ter Linden, 1949) 
(1-4) 
where Vw is the tangential velocity at the wall, r is radius of the cyclone, n is current 
radius and n is an exponent (n = 0.52). The exponent n considers the friction 
losses. Typical values of n lie between 0.5 and 0.8 (Bohnet et al., 1996). 
Kelsall (1952) also measured tangential velocities Vg in a hydro cyclone and 
calculated the axial velocity Wg from the measured tangential velocity and track 
angle 8 by the following equation 
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(1-5) 
The axial component of the velocity (Wg) is directed downwards along the wall (in 
the barrel) and vertically upwards towards the centre while the radial velocity 
component of the gas (Ug) is directed radially inwards at the walL 
Kelsall observed that tangential velocity was the same at a given radial distance from 
the axis of the cyclone, independent of axial position. Loci of constant tangential 
velocities could be drawn in this "free vortex" region. 
For purposes of understanding and hence application of a fundamental method to 
cyclone design or performance assessment, considerable theoretical work has been 
undertaken at modelling the internal flow field in cyclones. Given the turbulent 
nature of flow in cyclones and presence of recirculation, momentum and mass 
conservation principles are used in the formulation of these problems. The fluid 
flow is then represented by the Navier-Stokes and continuity equations. A major 
constraint of this approach is the accurate determination of the appropriate Reynolds 
stresses. 
Most of this theoretical work has been geared towards pressure drop prediction and 
collection efficiency and ultimately a fundamentally based design method. Given the 
geometry of the cyclone the preferred coordinate systems have been spherical polar 
coordinates R, e, ~ or cylindrical polar coordinates rand e. The work of Bloor 
and Ingham (1973) was one of the first theoretical investigations on the fluid 
dynamics of cyclones. Bloor and Ingham's theoretical predictions agreed with the 
experimental results of Kelsall (1952). Boysan et al. (1982) presented a mathematic 
model of the gas flow patterns in a cyclone. In their analysis Boysan et al. (1982) 
considered the momentum coupling between gas and solid to be absent. As the 
work of Bloor and Ingham (1973) and Boysan et aL (1982) was concerned with 
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collection efficiency, the particle trajectories were only considered up to the point 
the particle reached the wall. For the simple efficiency models a particle was 
considered collected once it struck the wall. The slip velocity between the gas and 
solid was assumed to be negligible. This assumption was not umeasonable 
considering the fact the size of the particles considered was no larger than 50 11m. 
The strong momentum coupling between gas and solid phases in cyclone flow was 
reported by Parida and Chand (1980). Parida and Chand (1980) used the two-phase 
N avier Stokes equations to evaluate the tangential velocity components of the gas 
and solid phases. The governing equations in cylindrical coordinates are presented 
below 
Continuity equation 
(1-6) 
For the radial, tangential and axial components of the gas phase respectively 
P U --g +W [ 
V2 
g g Br r g Bz 
r aVg UgVg p U +--W g. g Br r g az 
" (1-8) 
p U --g +W --g -p g p ( BW BV J [W -W J g gar gaz P 1: 
(1-9) 
For the particle phase 
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P p 3r r P 3z (1-10) 
(1-11) 
(1-12) 
where U, W, V are the radial, axial and tangential velocity components respectively 
and 1: is the particle relaxation time, assuming a laminar type drag interaction. 
Parida and Chand (1980) assumed the particle concentration in the cyclone to be 
uniformly distributed. This assumption is an over simplification as particles are 
immediately thrown to the wall region of the cyclone on entry. Particle-particle 
interactions and the interactions between particle and wall are also assumed 
negligible. The particles considered by Parida and Chand are also of the order of a 
few microns. Their results (Parida and Chand) showed that the tangential velocity 
was significantly affected even by particles of this size. 
In their study of pressure drop reduction in a cyclone due to the presence of solids, 
Yuu et al. (1978) reported that the character of the gas flow was influenced by the 
concentration of the solid phase. They observed that some of the particles moved as 
a thin layer on the wall of the cyclone. These particles on the wall were said to 
increase the friction factor and in turn lowered the tangential velocity. They 
experimentally observed that the amount of particles travelling on the wall increased 
with increase in inlet velocity up to a maximum of 10 ms· l . In their investigations 
on the aerodynamics of two-phase streams in cyclones Kiselnikov et al. (1971) 
reported that when particles travel through a cyclone they can travel in a ordered 
manner or in chaotic fashion. The ordered nature of the particle flow was called 
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roping and any non-rope travel was said to be chaotic. The experiments were 
carried out in a cyclone with a cone half angle of ISO. According to Kiselnikov et 
al. (1971) the particles moving in ropes have mutual interactions while the particles 
moving freely or in the dispersed phase have little interactions with each other with 
only the interactions between particles and wall being of significance. Kiselnikov et 
aI. (1971) suggested that the formation of these ropes was influenced by particle 
rotations and was dependent on material properties as they found silica gel to move 
in a chaotic manner for concentration below 2 kg/kg air compared to the resin SG-l 
which formed ropes. The velocities for these conditions are however not specified. 
In their paper Kiselnikov et al. investigated the nature and conditions leading to the 
formation of these ropes. The trajectory of the particles were said to be influenced 
by a number of factors, which are listed below: 
Gas velocity (Vg) 
Velocity of the particles (Vp ) 
Particle and gas densities (pp and pg) 
Viscosity of the gas (D) 
Diameter of particles (dp) 
Weight concentration of the particles (f.t) 
Gravitational acceleration (g) 
Cyclone dimensions, diameter (Dc), height (H) and angle of cone. 
Kiselnikov et aL (1971) introduced dimensionless quantities to empirically describe 
the length of the rope through the cyclone as shown below 
(1-13) 
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where _1 is the ratio of length of particle trajectory to height of apparatus, 
H 
Ar, Frc and Re are the dimensionless numbers Archemedes, Froude and Reynolds 
numbers respectively. 
The trajectory length of the particles was found to decrease with increase in the 
mass flow ratio ~ (solids/gas) as shown in Figure 1-2 by moving directly to the 
discharge side. 
100 kg/h 
Figure 1-2 Function !.-
H 
190kg/h 
145 kglh 
ltJ5 
f (~) for granulated urea at different feedrates 
Diameter = 1 mm, 1. 190 kg/h; 2. 145 kg/h; 3. 100 kg/h (Kiselnikov et al. 
(1971) 
The points of inflection on the graph were said to indicate the onset of roping. The 
region before the point of inflection (lower ~) was said to be the region of unstable 
rope formation while stable ropes formed after the point of inflection. This would 
suggest that for a given solid feed rate (e.g. 190 kg/h) a stable rope forms when the 
airflow is decreased (ie. the region of higher solid concentration) and vice versa 
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unstable ropes would form for high airflows (low solid concentration). This would 
seem to contradict the observations of Yuu et al. (1978) where the proportion of 
particles on the wall would increase with increase in airflow. Although the feed is 
increased at regular intervals, there seems to be a discrepancy, which is not 
explained in the point of inflection in moving from the high feed ratio to the low 
feed ratio. Kiselnikov et al. (1971) suggested two empirical equations for the flow 
in the region of stable rope formation and the unstable rope region. 
The equation describing the rope path for the stable rope region is: 
(1-14) 
and for the unstable region is: 
(1-15) 
The separated particles in the cyclone form strands (ropes) on the cyclone wall and 
these boundary layer strands were found to decelerate in their descent towards the 
dust hopper (Muschelknautz and Trefz, 1993). The existence of dust strands (ropes) 
at high particle concentration was also reported by Rajendra & Abrahamson (1994) 
who experimented with sand particles of size range 150-210 J-Lm in a 225 mm 
diameter Stairmand (1951) design cyclone. In their paper Rajendra & Abrahamson 
(1994) stated that particles moved in rope fashion and some of the particles in the 
dispersed phase. The movement of the ropes is reported by Kiselnikov et al. 
(1971) to be continuous. However this fact is at variance with the observations of 
Rajendra and Abrahamson who observed that the ropes where in some cases 
intermittent i.e. discharged at irregular intervals. In their interpretation of this 
intermittent phenomenon, Rajendra and Abrahamson suggested that the cyclone held 
a permanent inventory of solids at equilibrium and that rope discharges were a result 
of imbalances or disturbances in the feed stream. In their model (Rajendra and 
Abrahamson) the discharge of a rope represented the excess solids probably 
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triggered by disturbances in the feed rate. From their observations of flow patterns 
of particles they reported that a proportion of dust particles travelled in thin strands 
and a smaller proportion travelled freely in a dispersed phase. Rajendra and 
Abrahamson (1994) measured the residence time of the sand particles in their 
cyclone and from their results they reported two characteristic residence times, short 
and long. They attributed and associated the short residence time to a discharge of a 
rope and the long residence time to particles travelling in dispersed phase. 
1.2. Application of Cyclones as Chemical Reactors 
Gas flow in a cyclone is highly turbulent and there is good contact between gas and 
solids. It is common knowledge that turbulent flows enhance heat and mass transfer. 
Given these favourable gas-particle hydrodynamics the use of cyclones is being 
extended beyond their conventional use as dust separators as reviewed previously (§ 
1.1). Cyclones are now being used in a variety of chemical processes. Examples 
are as drying chambers for granular materials, combustion of solid fuel and in 
pyrometallurgical processes like "flash smelting". L6d6 et a1. (1996) presented an 
experimental and theoretical study on fast sublimation of solid particles in a cyclone. 
The experiments were carried out with isocynanic acid, which reached 99% 
efficiency of phase change in less than I s under their experimental conditions. In a 
separate study Lede et al (1986) reported the continuous flash pyrolysis of wood 
sawdust in a cyclone reactor with wall temperatures between 893 and 1330K. In 
their study (Lede et a1.) they reported the wood particles to be mainly heated by 
radiation and solid convection and reacted in less that 1 s. In their set-up the gas 
was found to be only weakly heated by the wall and had a residence time of the 
order of 0.05 s. The cyclone was found to be very efficient for carrying out 
reactions of the solid ~ fluid type. Although the results were satisfactory they 
(Lede et a1.) emphasized the need for a more accurate determination of process 
parameters such as gas and solid residence times and heat transfer efficiencies for a 
better understanding of this novel reactor. 
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Lebedev et al. (1971) reported the application of cyclone chambers for drying of 
dispersed material. From their results the cyclone proved to be effective in drying, 
especially for removal of surface water. Because of the short residence times of the 
material in the cyclone the process must be carried out at higher temperatures and 
relatively fast. A significant advantage of the cyclone is its ability to carry out two 
processes in a single stage, ie. drying of the wet material and product separation 
from the process gas. The residence time is an important parameter for control of 
any chemical process. It is therefore important to measure or predict the material 
residence time in a cyclone reactor. 
1.3. Particle Residence Time Measurements 
There are few studies in the literature on measurement of residence time of 
particulate materials in a cyclone chamber. The work of Szekely and Carr (1966) 
was one of the first experimental measurements of particle residence time in 
cyclones. In their technique Szekely and Carr measured the solids mass flow rate 
and the solids hold-up in a cyclone chamber with an overall height of 330 mm. 
The solids hold up was measured by simultaneously isolating the cyclone from the 
inlet and exit ducts and weighing the amount of solids trapped. A mean particle 
residence time was obtained by dividing the solids hold-up by the solids flow rate 
= 
(3-1) 
In their cyclone (Szekely & Carr, 1966) the values of the solids residence time 
ranged from 0.86 to 1.05 s. 
Ud6 et al. (1989) used different methods to measure the solids residence time in a 
cyclone considered as a high temperature chemical reactor. In the first method they 
used a photosensitive particle with detectors at the inlet and outlet. The residence 
time was calculated by the time difference between the inlet and outlet signals. By 
repeat of this action they deduced a residence time distribution by statistical means. 
In the second method they utilised the piezo electric properties of the particles also 
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with detectors at the inlet and outlet. The third method was based on high-speed 
photography. 
Lede et al. (1989) made an attempt to model the solids residence time as a function 
of the Reynolds number with a free fall terminal settling velocity as a parameter, 
ignoring the centrifugal forces and contact forces between particles and wall. It is 
known that the centrifugal acceleration can be many times that of gravity and 
therefore it is questionable whether centrifugal acceleration can be ignored and 
consideration given only to gravity. The model of Lede et al. suggested the 
following empirical equation 
(3-2) 
(400 < Reo < 250000) 
where tp is the particle residence time and tro is the residence time calculated from 
the terminal velocity of the particle and Reo is the particle Reynolds number, based 
on the terminal velocity. 
The fourth method was based on solid hold-up as was done by Szekely and Carr 
(1966). In the first method the mean solid residence time was determined by 
timing by hand when the particles passed through the entrance section to the time it 
exited. There are a lot of uncertainties with this technique and given the order of 
the magnitude of particle residence in the cyclone a large error will be involved in 
timing. 
As for the hold up method, the results cannot be generalised, as it can be applicable 
only to particular process equipment. It does not account for change in particle 
trajectories when certain parameters are changed. It is doubtful whether the 
residence time obtained by this method can be representative as different material 
properties will result in different hold ups in the cyclone in addition to change in 
trajectories. Economies of use dictate that concentrated solid streams will of 
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necessity be encountered in cyclone chambers used in drying or in general as a 
chemical reactor. 
Kang et al. (1989) also carried out measurements of solids residence time in a 
cyclone using KCI coated tracer particles. Kang et al. used charcoal and glass of 
size range 141-211 11m with a range of gas inlet velocities from 6-17 m S-I. In their 
set-up they replaced the solids collection hopper at the dust outlet with a sampling 
tube of ID 10 mm. The column of sampled solids was then sectioned into small 
slices. The tracer particles in each slice were then dissolved in water for an hour 
and the tracer concentration determined by measuring the electrical conductivity of 
the solution. In this way, a time trace of concentration was obtained. The 
replacement of the normal collection hopper with a narrow collection tube will 
likely give a non-representative residence time and in addition the method is 
cumbersome. From the results of Kang et al. the average solid residence time was 
found to increase with increase in gas inlet velocity but decreased with particle size. 
Kang et al. also reported decrease of particle residence time with increase in density 
of particles. Kang et al. proposed a correlation for calculating particle residence 
time 
(3-3) 
where Rep is the particle Reynolds number, tg is the average gas residence time, H is 
the height of cyclone and h is the height of the cylindrical section. 
The average gas residence time given is 
Q (3-4) 
where Q is volumetric flow rate of gas, Vc is effective volume of the cyclone. 
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Kang et al. used the Peclet number to represent the backmixing in the cyclone. The 
solids Peclet number was found to decrease with increase in gas velocity indicating 
an increase in dispersion. 
Godoy et al. (1993) also did some measurements using the technique used by 
Szekely and Carr where the cyclone volume was isolated and the contents weighed. 
Godoy et al. (1993) used particles of size range 0.8-2.6 mm with gas inlet velocity 
from 6.2 to 11.5 mls. Because of the large size difference between the particles 
used by Godoy et al. compared to Kang et at., a meaningful comparison of their 
results is not possible. Godoy et al. reported a decrease in solids residence time 
with increase in solids concentration. From their results the residence time 
decreased with increase in air velocity. A strong correlation of residence time with 
particle diameter and density was reported. 
Pasley and Kemp (1993), using a photographic method also reported a decrease in 
particle residence time with increase in solids concentration. The particles used 
were silica gel and glass ballotini of size range 0.1-0.8 mm. The residence time of 
glass ballotini with a density about 5 times that of silica gel was higher than that of 
silica gel. An increase in residence time with increase in gas velocity was reported. 
Rajendra and Abrahamson (1994) described a tracer technique to measure particle 
residence time in a cyclone by the moving impactor method. In their method 
Rajendra and Abrahamson (1994) introduced the pulse input by superposition on a 
steady feed stream. The introduction of the pulse input by this superposition on the 
steady feed introduced some unwanted disturbance to the flow. Another difficulty 
encountered was that sharp tracer changes could not be attained because of mixing 
upstream of the detection point. This mixing arose along the channel of a vibratory 
feeder used to feed the solids. As the residence times were evaluated by time 
difference between the peaks the task was made difficult when the tracer 
concentration curves were spread over long time intervals. 
Saruchera and Abrahamson (1997) reported that they obtained sharp tracer inputs by 
replacement of the vibratory feed mechanism with a conveyor belt. Quantitative 
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techniques were also used to analyse the results from the moving impactor method. 
Two parameters, the mean residence time and the Peclet number were obtained 
from which the residence time distribution was deduced. The full paper is appended 
(Appendix 9A). The measurement of particle residence time in this PhD study is as 
described by Saruchera and Abrahamson and is based on the method of Rajendra 
and Abrahamson. A complete description of this method is given in the 
experimental section of this thesis (§ 2) and the Appendices 9E, 9F, and 9G can also 
be consulted. 
In the present study the residence time of granular materials in a cyclone was 
measured by the stimulus-response technique. The influence of operating 
parameters, design variables, material properties and size distribution on the 
residence time of these particles in the cyclone are identified. The data from the 
experimentally measured particle residence times are analysed by various techniques 
to yield a mean residence time and the merits and demerits of the different methods 
of analysis are discussed (Saruchera and Abrahmson, 1997). A likely flow model to 
represent the flow of these particles in the cyclone is proposed and the validity of 
the model is checked with the experimental data. A theoretical approach to model 
the flow of these particles in the cyclone is also adopted. Several correlations are 
reported in literature with conflicting experimental results. These correlations are in 
most cases of little use besides applying to the particular set of results and 
experimental conditions. A more fundamental approach will therefore permit 
generalisations. 
1.4. Dynamics of Gas-Solid Flows 
1.4.1. Gas-Particle Interactions 
The hydrodynamics of multi-particle systems are of interest in many fields of 
engineering. Most process engineering operations involve gas-solid interactions. 
The mutual interactions between the gas and solid phases govern the nature of flow 
in these systems. Common examples are drying, calcination, fluidised bed 
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systems, flows in cyclones and pneumatic conveying. The importance of gas-solid 
systems has led to extensive research, especially in pneumatic conveying. A lot of 
progress has been made over the years and the accumulated knowledge in this area 
will be utilised for our understanding of the flow of particles in cyclones bearing in 
mind the centrifugal force effects. 
In two phase flows there are two general classifications based on particle size; fine 
particles and course particles (Tsuji et al., 1982). Particles with diameters above 
100 microns are regarded as course particles and those below as fine particles 
(Cabrejos and Klinzing, 1994, Matsumoto et al., 1970). For very fine particles 
Stokes law is generally applicable but for course particles the flow condition lies 
beyond the Stokes region (Tsuji et aL, 1981). 
Gas-solid flows are characterised by the coupling between the solid and the gas 
phases. Coupling can be two way or one way. In two way coupling the gas flow 
field affects the particle motion and at the same time the particle phase has an effect 
on the gas flow field. This coupling comprises strong mutual interactions, which 
have the effect of modulating the turbulent structure of the gas flow field and 
altering particle trajectories. In one way coupling the particle phase is assumed to 
not have any effect on the gas flow field and this is generally valid for very lean 
phase suspensions. This coupling can in general either restrict or promote the flow 
of particles. Coupling can be expressed in terms of mass, momentum and thermal 
energy. Mass coupling is encountered in drying where the particle loses mass by 
for example evaporation to the gas phase. In momentum coupling, the interaction is 
by aerodynamic drag forces while in thermal coupling there is transfer of heat 
resulting in temperature changes in the phases. 
In pneumatic conveying or cyclone flow, gas particle flows are normally 
characterised by the mass loading ratio (SGL) which is defined as the ratio of the 
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mass flow of the dispersed phase to the mass flow of the conveying gas. Crowe 
(1982) distinguished two types of flow regimes, dilute and dense phase flow. Dilute 
gas-particle flow is defined as flow in which the particle motion is controlled by 
local aerodynamic forces while in dense phase flow particle motion is governed by 
particle-particle interactions. For dilute systems the fluid dynamic force on a 
suspended particle can be assumed to be the same as that on a single particle without 
the interaction (Tsuji et. at, 1981). A quantitative distinction between these flow 
regimes is made by a ratio of aerodynamic response time or particle relaxation time 
'ta to the time between collisions 'te. For a ratio of 1:a l1:c < 1, a particle has enough 
time to respond to the gas flow field before a collision and therefore the motion of 
the particle is said to be dominated by aerodynamic forces and the flow is referred 
to as dilute flow. On the other hand for 'ta l1:c > 1 the particle will not have 
sufficient time to respond to the aerodynamic forces before collision with another 
particle and therefore the particle motion is collision controlled and the flow is 
described as dense phase. The loading ratio, particle size distribution and gas 
velocity gradient governs the nature of the flow (Tsuji et al., 1981). 
The phenomenon of fluid resistance is extremely complex, and measurements of 
fluid drag, or particle motion have often been confusing and sometimes even 
contradictory (Clift and Gauvin, 1971). Given the complexity of these systems the 
general approach has been to start with the dynamics of single spherical particle and 
extend the theory to multi-particle systems. Because of the experimental approach 
in the study of these systems the results are generally in form of empirical 
correlations. The variety of random geometric structures and surface characteristics 
adds the complexity of these systems (Torobin and Gauvin, 1960a). 
Two types of flow regimes are normally encountered. They are flows in which 
viscous forces predominate and flows in which inertial forces are predominant. A 
dimensionless criterion is universally used to differentiate these flow regimes. The 
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dimensionless criterion is the Reynolds number (Rep) defined by the following 
expression for the particle Reynolds number: 
(4-1) 
where Pg is the fluid density and Vg is gas velocity, Vp is particle velocity, dp is 
particle diameter and Jl is viscosity of the conveying fluid (gas). 
For low Reynolds numbers (Rep < 1) viscous forces are predominant and for higher 
Reynolds numbers (1 < Rep < 100) inertia effects increase. These limits are 
temperature dependent and decrease with an increase in temperature. The flow 
regimes encountered in the process industry are generally restricted to Reynolds 
numbers Rep s 105 (Molerus, 1993). The force exerted by the fluid on a particle is 
referred to as the drag force. Stoke's law gives the drag force in the viscous flow 
regime: 
(4-2) 
where FD is drag force, dp is particle diameter, p is kinematic viscosity, Vg is gas 
velocity and vP is particle velocity. 
In general drag force is given by 
(4-3) 
h C · d ff' . d A ( rcd
2 
C h' I . I ) . . d were D IS a rag coe lClent an = - lor a sp enca par tIc e IS proJecte 
4 
area normal to flow. In the viscous flow regime CD is 
(4-4) 
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CDco denotes the drag coefficient for a single particle in an unbounded fluid with a 
voidage of 1. The drag coefficient is a function of the Reynolds number. 
The relationship between the drag coefficient and Reynolds number under these 
ideal conditions is the standard drag curve (Figure 1-3) 
1 
t: 
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Figure 1-3 Standard Drag Curve (Crowe et al. 1998) 
The standard drag curve can be divided into four regions namely 
Stokes law regime with Rep < 2 where C />YJ = 
Intermediate region 0.5 < Rep < 500 where CDw = 18.5Rep -o.
6 
Fully developed turbulence regime (Newton's law region) 500 < Rep < 2 x 105 
where GDoo = 0.44 
Turbulent boundary layer region Rep > 2 x 105 where CDco Ri 0.1 
Reynolds numbers outside this range shown in Figure 1-3 are normally not 
encountered when considering flow in cyclones. 
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There are a lot of other factors which increase the complexity of these systems. 
Conditions of non-ideality alter the flow pattern. However, ideal conditions are 
rarely if ever encountered in practical situations. In situations of practical interest 
particles have irregular shapes and the surfaces are not smooth. The resistance to 
motion of a particle or its drag coefficient was found to decrease with surface 
roughness. This reduction in drag coefficient has been attributed to an early 
transition of the boundary layer flow so that it was turbulent at relatively lower 
Reynolds numbers (Torobin and Gauvin, 1960). The effect of surface irregularities 
is reported to be dependent on the turbulence intensity of the fluid with high relative 
intensities causing the roughness effects to become effective at lower Reynolds 
numbers. Torobin and Gauvin (1960) point out the difficulty of quantitatively 
describing the roughness effect in the absence of an adequate system to define 
roughness. A particle is generally assumed to be smooth if the irregularities are 
confined to within the boundary layer. A more practical approach would be to 
consider particle shape rather than particle roughness. The shape characteristics of 
a particle can exert a profound influence on its ability to absorb momentum from a 
moving fluid (Torobin and Gauvin, 1960). Non-spherical particles can be 
characterised by a shape factor. A common shape factor used is the sphericity \jf 
defined by: 
where \jf 
particle. 
<'rliVl,H'O with same volume as 
surface area of particle 
(4-5) 
1 for a spherical particle and 0 < \jf < 1 for a non spherical 
Some data on sphericity of certain particulate materials are taken from Klinzing et 
al. (1997) and are shown in Tab Ie 4.1-1. 
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Table 4.1 Data on Sphericity (Klinzing et a1. 1997) 
Material 
An alternative measure used to characterise shape of a particle is the circularity Celr' 
The circularity is defined by the ratio of square of perimeter to projected area: 
Circularity 
(4-6) 
where D is the diameter of an equivalent sphere 
The drag force on a particle is affected by a number of factors including surface 
roughness, proximity of a wall, particle shape and rotation, particle - particle 
interactions and in some cases electrostatic effects. The main effect of roughness is 
a decrease of the critical Reynolds number (Clift and Gauvin, 1971). The degree 
of particle-particle interactions is a function of the voidage. Void fraction t g , is 
defined as the Jraction of volume between the particles in a given volume element. 
(4-7) 
where Pdf is density of dispersed phase (mass of particles per unit volume) and Pp is density 
of particle. If the density of the gas is ignored then Pdf = Pbllik (bulk density). 
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The relationship between the voidage 8g and the volume occupied by the solids 88 is 
the following equation 
(4-8) 
Clift, Grace and Weber (1978) defined a measure of the effect of bounding wall on 
drag. A drag factor can be defined for the same particle at the same fluid velocity 
and is given by 
drag in bounded fluid 
drag in infinite fluid 
The factor IV can be determined experimentally. 
(4-9) 
In a cyclone there are two distinct flow regions, the central core region in which 8 ~ 
1 and the periphery region in which 8 < 1. The width of this periphery region is 
dependent on particle properties and gas velocity. 
In the periphery reg1On, where many particles exist, the drag coefficient on a 
particle is influenced by the presence of other particles. The drag force for 
interacting particles at high Reynolds number cannot be determined analytically. 
The only multiparticle system for which the drag force can be rigorously determined 
analytically is a two-particle system (Zhu, et al. 1994). An empirical equation 
relating the drag force of an interactive particle with the drag force on a single 
particle was given by Zhu et al. (1994). 
(4-10) 
where FD is the drag force for an interactive particle, FDO is the drag force for a 
single particle, I is the distance between the particles and dp is particle diameter. 
Coefficients A and B are functions of the Reynolds number. 
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The drag coefficient can be assumed to depend only on voidage yielding a new drag 
coefficient CDs where (Wen and Galli, 1985) 
C C -4.7 Ds = DooS 
(4-11) 
There are numerous empirical relationships in literature relating the drag coefficient 
to the Reynolds number (Haider and Levenspiel, 1989). The modified drag 
coefficient CDs can be related to the Reynolds number by (Rowe and Henwood, 
1961) 
for Rep < 1000 
24 (1 + 0.15 Reo.687 ) 
Rep (4-12) 
The drag force FD per unit volume of particles between the gas and particles in the 
laminar regime is given by 
(4-13) 
Vg and Vp are the gas and particle tangential (swirl) velocity components, 
Wg and Wp are the gas and particle axial velocity components 
Ug and Up are the gas and particle radial velocity components 
lJI is a shape factor, Pg is density and p is viscosity 
The motion of a solid particle in a cyclone is almost entirely due to the gas drag 
force and the particle trajectory is approximately in the direction of gas flow. The 
velocity of the gas consists of a mean and fluctuating component. Particle presence 
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in the flow stream will result in a damping effect on the fluctuating component of 
the velocity. This strong interaction between the solid particle and the gas has 
important implications on both the solid particle and gas residence time inside the 
cyclone. 
Inertial effects are important for large diameter and dense particles (where pp > > 
PI) and for low viscosity fluids. Inertia is generally used to describe the reduction 
in the fluctuating component of the particle velocity. A common term used in 
dynamics of gas particle flows to characterise inertial effects is the particle 
relaxation time or response r. The particle relaxation time is defined as the rate of 
response of particle acceleration to the relative velocity between the particle and the 
carrier fluid (Shirolkar et al., 1996). It characterizes the time it takes for a particle 
to return to steady motion after a disturbance. The mathematical formulation of the 
relaxation time is: 
r = 
(4-14) 
A large dense particle with a higher relaxation time will on average be influenced 
less by the gas flow. 
1.4.2. Particle-Particle Interactions 
Two modes of transport for the hydrodynamic flow of granular materials can be 
distinguished. The first one is one in which the concentration of the particles is low 
and the particles behave more or less independently. In this regime the particle-wall 
interactions are more important. Collisions between particles are possible but they 
are likely to be infrequent. The second one is obtained at higher particle 
concentrations. In this regime particle-particle interactions increase. Particle-
particle contacts can be subdivided into two classes according to the duration of 
contact, long and short. The long contacts can be treated as semi-permanent 
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frictional contacts and the short contacts can be treated as inelastic collisions of short 
duration. With the long class, contacts between particles are semi-permanent with 
the normal reaction forces and associated tangential frictional forces at these sliding 
contacts more dominant (Johnson and Jackson 1987). Lun, Savage and Jeffrey 
(1984) and other workers have used statistical methods analogous to those used in 
the kinetic theory of gases to model particle-particle interactions in pneumatic 
conveying systems. In the kinetic theory of gases collisions are assumed to be 
elastic. However this idealised situation is unlikely to be representative of actual 
flow situations as the collisions are likely to be damped in most cases and therefore 
highly inelastic. For flow in cyclones at high particle concentrations a layer of 
particles will form on the wall of the cyclone (Trefz and Muschelknautz, 1993). 
Particles in contact with the wall are no longer free to escape and incident particles 
are more likely to strike at an existing particle layer on the walls. For particles 
further away from the wall it is possible for them to escape and be re-entrained. 
When particles enter a cyclone their inertia is regarded as a centrifugal force. This 
force induces a radial migration of the particles to the wall of the cyclone (Schmidt, 
1993). The time a particle takes to reach the wall boundary layer is referred to as 
the migration time. This is the time normally used in collection efficiency models 
where a particle is assumed collected when it reaches the wall. The migration time 
of solid particles in a cyclone is very small compared to the residence time in the 
cyclone and can be estimated by a balance of forces in the radial direction (Hsieh 
and Rajamani, 1991). For practical purposes all the particles are assumed collected 
on the wall immediately on entering the wall boundary layer. This pattern of flow 
results in a locally high concentration of particles on the wall. Particle-particle 
interactions are strong and increase with increase in solids loading (Soo, 1989). The 
motion of a particle in a stream of other particles is thus constrained by the 
movement of its neighbouring particles. Therefore a particle undergoes a series of 
random collisions with other particles as it travels through the cyclone. The random 
velocity fluctuations in the gas flow field also induce analogous flow behaviour in 
the particle phase ie. velocity fluctuations. Thus the interactions between particles 
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can be largely due to velocity differences. The inter-particle collisions can be a 
means of transfer of kinetic energy from the faster moving particles to the slower 
moving particles. Particle-particle collisions are a mechanism by which particle 
fluctuating kinetic energy associated with one direction is redistributed in all 
directions and dissipated by inelastic collisions (Senior and Grace, 1998). It is 
expected a velocity gradient would exist in the particle boundary layer on the wall 
with particles further away from the wall influenced more by the gas drag and 
particles closer to the wall retarded by wall friction. 
Arastoopuor (1986) proposed that particle-particle interaction forces are a 
combination of collision and drag effects. For purely drag related interaction force 
the density of the particle is not a factor and on the other hand for the collision type, 
particle-particle interactions are a function of the density of the particles. Drag 
related interactions are likely to be important at higher relative velocity for particles 
with low relaxation time. Under these circumstances a particle is driven by the gas 
phase to strike at another particle. When the relative velocity is low the momentum 
of the gas is not enough to drive the particles and particle density and gravity effects 
will cause the collisions. In cyclones the particle-particle interactions are likely to 
be a mixture of the drag related and collision type particle-particle interactions. 
Although the collisions are multiple, for dispersed phases only binary collisions are 
normally considered for simplicity and the results can be generalised for multiple 
collisions by summation of all the contact forces. For dense layers the assumption 
of only binary collisions is no longer valid. Under these conditions collisions are 
more frequent and semi-permanent. In the extreme case of close packing shear flow 
will result. 
There are generally two approaches to the modelling of inter-particle collisions, the 
hard sphere model and the soft sphere model. The physical model shown in Figure 
1-4 can represent the hard sphere binary particle-particle interactions (Tsuji et aI., 
1998). 
1-31 
Introduction 
Figure 1-4. Particle-Particle Interactions 
The two particles are of mass ml and 1112. The velocities before collision are Vl and 
vl while the velocities after collision are Vi and Vz respectively. 
The hard particle approach assumes that the interaction forces are impulsive and that 
momentum exchange is achieved only during these collisions. Assuming particle 
rotations are absent and particles do not undergo any deformation, the conservation 
of linear momentum for a frictionless contact can be expressed by the impulse 
equations 
(4-15) 
(4-16) 
The relationship between the normal initial velocity difference and final velocity 
difference is the coefficient of restitution ep for binary particle collisions. For 
elastic collisions the coefficient ep = 1 andep = 0 for plastic collisions. 
1-32 
Introduction 
The coefficient of restitution generally decreases with increase in impact velocity. 
The kinetic energy of the colliding particles is transformed into vibrations of the 
particles and in some case breakage. 
The kinetic theory of gases can be extended to model the inter-particle collisions in 
mUlti-particle systems. In this model it is assumed that the collision of particles is 
the only mechanism by which mass, momentum and energy are transported (Tsuji et 
al., 1998). 
1.4.3. Particle Rotations 
A phenomenon that is associated with particle rotation is the Magnus effect and is 
due to velocity gradients in shear flow or the result of collision with other particles 
or a wall boundary (Liang-Shih Fan and Chao Zhu, 1997). The Magnus effect is 
insignificant generally for particles below the size of 100 f.lm. The Magnus force is 
small when the particle diameter is small compared to the characteristic length of the 
turbulent eddies of the gas (Soo and Tien, 1960). The effect of the Magnus force is 
to cause a lift force on the particle in the direction of higher gas velocity. Torobin 
and Gauvin (1960) made a detailed review of the effect of particle rotations on the 
motion of particles in gas-solid suspensions. Particle rotation was attributed to 
velocity gradients in the flow and collisions with solid boundaries. Fluid 
entrainment effectively adds velocity to the side of the sphere where the rotation and 
fluid velocity direction are the same, and conversely retards the fluid velocity on the 
opposite side (White, 1986). The Magnus effect can thus be associated with energy 
dissipation around the rotating particle. Torobin and Gauvin noted that particle 
rotation appeared to have little effect on the drag coefficient at low Reynolds 
numbers but was found to influence the linearity of the motion of the particles. 
Thus a consequence of this phenomena is that rotation due to shape irregularity of a 
particle could influences particle trajectories and hence residence time in a reactor. 
Spin rates up to the order of thousands of revolutions per second have been reported 
for particles in high-speed compressible flows. The spinning of the particles is also 
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associated with a vortex behind the particle where the air velocity in the vortex is 
relatively low. 
1.4.4. Particle-Wall Interactions 
Experimental studies by Soo and Tien (1960) revealed that the presence of a wall 
and the distribution of the turbulent intensity of the stream near the wall affected the 
motion of large solid particles in gas-solid suspensions. In some cases the turbulent 
intensity of particle motion was found to exceed the fluid intensity by a factor as 
much as three. Soo and Tien (1960) attributed this to the increase of stream 
intensity toward the walL These findings would seem to contradict the theory that 
particles are carried through by gas drag and their energy can therefore not exceed 
that of the carrier gas. In addition the stream intensity is moderated by the 
presence of the walL Torobin and Gauvin (1961) sought to interpret these particle 
velocity fluctuations as reported by Soo and Tien (1960) in terms of electrostatic 
forces or some unsymmetrical drag force over and above the Stokesian drag force. 
Puzzled by Soo's findings Min (1967) conducted experimental tests and found that 
the electrostatic charge did not have any effect on the particle flow and therefore 
Soo and Tien's results could not be explained in terms of electrostatic charges. 
Although evidence from Min (1967) suggested the effect of electrostatic forces to be 
insignificant, it should be pointed out however that the effect of electrostatic forces 
is complex and can depend on a lot of factors including humidity, particle properties 
and confining wall properties. Torobin and Gauvin (1961) examined particle 
trajectories photographically and found that particle velocities differed considerably 
from one particle to another and came to the conclusion that Soo and Tien erred in 
their interpretation. They suggested that what Soo and Tien (1960) interpreted as 
turbulent intensity was instead the variation of particle velocity from the general 
flow and this deviation in velocities from the general was due to particle-wall 
collisions. The effect of particle wall collisions especially for large particles is 
therefore significant. 
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Louge, Mastorakos and Kenkins (1991) supported the explanations of Min (1967) 
that although the drag force exerted by the mean gas flow suspended particles, 
particle velocity fluctuations are the result of inter-particle collisions and collisions 
with the wall. 
As was mentioned previously in the treatment of particle-particle interactions (§ 1.4-
2), particles often travel on the walls or in close proximity to the walls of the 
cyclone. In view of the above findings, particle-wall interactions have to be 
considered in any modelling of flow of particles in a cyclone. Particle-wall 
interactions can be of two forms, particle bouncing from a wall and sliding of 
particles along the wall. In pneumatic conveying, irregular particle bounce has long 
been considered as the mechanism of suspension of particles (Matsumoto and Saito, 
1970). Mori et a1. (1986) observed that for large particles the irregularity of 
bouncing is one of the main mechanisms of particle back-mixing against 
gravitational or the centrifugal separating force in ducts. This back mixing due to 
irregular bouncing of particles was said to affect the collection efficiency of large 
particles in cyclone separators. Such irregular bounces can be due to particle shape 
irregularities and wall surface imperfections. The collision of a single particle with 
a surface randomly composed of similar particles is highly inelastic (White, 1986). 
In cyclones particles entering the chamber quickly migrate to the walls. When 
solids loading is high the probability of an incident particle striking at another 
particle on the wall is high. 
In their work on mechanics of particle bounce from a surface Ranz et a1. (1960) 
reported that when particles strike at a surface they bounce at an angle with a 
probabilistic distribution about the average angle of reflection. In addition to the 
energy interchange between the particle and the wall there is also interchange 
between the rotational and translational energies of the particle. Ranz et al (1960) 
used irregularly shaped ping-pong balls to demonstrate the bounce characteristics of 
irregularly shaped particles. They impacted five representative shapes of ping-pong 
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balls at a constant incidence angle and measured the distribution of the angle of 
reflection. The angle of incidence and reflections were measured from the normal 
to the particle velocity vector before and after collision respectively. Later the 
incident angles were varied and the process repeated. Their results revealed that 
there was a probability of a particle striking at a low angle and bouncing off at a 
high angle. For an angle of incidence of a', the reflected angle was a". The 
velocity after impact is a function of the elasticity of the bounce, the irregularity of 
the particle, and the friction encountered with the wall (Ranz et. aI, 1960). 
A simple diagram can represent the collisions of the particles with the walls of the 
cyclone in 2D as shown in Figure 1-5. In practice the wall has a curvature but for 
a point contact it can be assumed to be linear. Although the wall appears as plane 
and smooth in reality the wall has surface imperfections and for high dust loadings a 
layer of particles can compose the wall surface. 
v' 
" V 
e e+a 
'", 
Figure 1-5 Particle Collision with Cyclone Wall 
The plane of particle travel (assumed to be in the same plane after the collision) is 
the plane of the paper. Thus the axis of the cyclone (z coordinate in cylindrical 
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coordinates) is almost perpendicular to the paper. The coefficient of restitution is 
given by 
(4-17) 
where Wr' is the velocity component in the radial direction and Wip is in the 
tangential direction. a,' and a," are the incident and reflected angles respectively. 
As shown in Equation 4-17 above, Wr" is directly proportional to the coefficient of 
restitution and will increase with an increase in the coefficient of restitution. In a 
cyclone the magnitude of the radial component of the particle velocity is related to 
the magnitude of its centrifugal force or acceleration. The magnitude of Wr" affects 
the trajectory of the particle. If that component of the particle velocity is high there 
will be a loss of gas momentum in the tangential direction, as the particle will have 
to be reaccelerated by the gas drag. 
The incident and reflected angles can be expressed as 
and a" -l(Wrll] tan --
W" 
'I' 
The incident angle a,' is small where the component of velocity in the radial 
direction is small relative to the tangential direction. In this case the particle 
trajectory will be dominated by the gas drag and therefore the approach angle to the 
wall will be narrow. A decrease in the magnitude of Wr' will result in a slight 
increase in the coefficient of restitution (Senior and Grace, 1998). For a particle 
whose collision with the wall is highly inelastic the reflected velocity in the radial 
direction will be reduced. A low reflected angle would also result and the particle 
would stay close to the walL This can also be extended to multiple of particles and 
two cases can be considered. The first case is for elastic collision where the 
coefficient of restitution is close to one. In this case the particles will be scattered 
away from the wall where they are acted on by the gas drag. In the second case the 
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particle-wall collisions are inelastic. Under this situation the particles are reflected 
with a low angle of reflection and tend to stay close to the wall. As the wall bounds 
the particles, the particles will tend to interact with each other even more and are 
likely to form strands. It is important to note that the incident and reflected angles 
are also influenced by the particle shape factor. On the point of contact of the 
particle with the wall a frictional force will also act in the tangential direction. 
1.4.5. Electrostatic Interactions 
Electrostatics is the term given to the study of the interactions between electrically 
charged bodies (Cross, 1987). The force between two equally charged bodies can be 
described by the following equation 
(4-1) 
where q is the charge on each body and r is the distance separating them. 
When two particles come in contact and are quickly separated charge transfer can 
occur. After the separation of the contact area the electric charge is conserved on 
the particle and its value is determined by the electric strength of the gaseous 
environment (Kuczynski et al., 1981). For non-conducting particles this particle-
particle interaction can result in a redistribution of surface charge and an 
electrostatic charge build up. In process industries handling granular material this 
charge build-up may be undesirable and has been linked to dust explosions. 
However, in some case charge build up may be desirable and aid in agglomeration 
processes as illustrated below (Figure 1-6) 
Electrostatic forces can produce particle clusters and thus alter the drag force acting 
on these particles. Electrostatic effects should therefore be considered not only for 
safety but maybe helpful in interpreting flow phenomenon of particulate material 
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Figure 1-6 Agglomerating charged spherical particles 
5. Modelling in Gas-Particle Systems 
The principles of momentum, mass and energy balances are applied to the dynamics 
of gas-solid flows. There are two basic approaches in modelling of multiphase 
flows, the Lagrangian trajectory tracking and the Eulerian continuum approach. 
1.5.1. Lagrangian Approach 
The Lagrangian coordinate reference is the most convenient and straightforward 
approach for modelling dilute systems where interactions between particles are 
negligible. In this approach the trajectory of a single particle is described. The 
Lagrangian model can be broken down into two basic models - the deterministic 
trajectory model and the stochastic trajectory model. The deterministic trajectory 
model is applicable for steady and dilute flow while the stochastic trajectory model 
is applicable for unsteady or dense flows. In the deterministic model the averaged 
momentum equation of the particles is solved using a previously determined average 
fluid velocity field. The instantaneous position of the particle can thus be 
considered as a function of the location from where the particle originated and the 
time elapsed (Shirolkar et aI, 1996). Therefore the problem reduces to the solution 
of the particle momentum equation. The stochastic approach involves the so-called 
Monte Carlo method where the particle behaviour is determined by solving the 
instantaneous momentum equation in Lagrangian coordinates. The Monte Carlo 
approach requires considerable amount of computing power as a large number of 
particle trajectories have to be calculated to yield statistical averages with reasonable 
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accuracy. Particles with similar properties e.g. particle size and velocity are 
grouped into "parcels". The trajectories of these representative parcels are then 
tracked by the Lagrangian approach. The stochastic approach is sometimes knows 
as the discrete element model (DEM) (Cundal et aL, 1979). A special technique for 
modelling particle motion with inter-particle collisions is the direct simulation 
Monte Carlo method (DSMC) (Tsuji, et aL 1998). A disadvantage of the 
Lagrangian approach is that particles also experience a dispersion effect, which 
cannot easily be handled by this method. 
1.5.2. Eulerian Continuum Approach 
The Eulerian approach treats the gas and solid phases as an interpenetrating 
continuous phase with a fixed reference frame (Shirolkar et aI, 1996). Solution of 
the continuity equation and the set of Navier-Stokes equations in an appropriate 
coordinate system obtains the flow field. The effect of the particle phase is taken 
into account by the introduction of appropriate source terms in the gas conservation 
equations. 
Careful consideration must be given on the choice of the two methods. Generally 
the Eulerian approach is suitable for mono-sized uniformly distributed heavily 
loaded suspensions. The complication of this approach is that since the particles are 
treated as a pseudo-fluid the rheological behaviour is in most cases unknown which 
compounds the problem of satisfactorily describing the stress components. On the 
other hand the Lagrangian model is most suitable for low solid loadings with the 
assumption that the coupling between the phases is one way gas to particle. Given 
the fairly course nature of the particles considered for cyclone processing, the solids 
and gas phases can hardly be considered as a continuum and particle inertia effects 
will be strong after particle-particle and particle-wall interactions. 
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1.5.3. Equations of Motion 
The Lagrangian approach is the most appropriate for modelling of particle phases in 
the cyclone where large particles are involved. Applying the law of conservation of 
momentum per unit volume which states that for a particle for phase i, 
[rate of momentum accumulation]i [rate in of momentum by convection]i - [rate 
out of momentum by convection]i + [sum of external forces]i + [sum of internal 
forces]I 
In the above equation viscous forces are ignored if the particle phase is treated as a 
discrete phase. Although the possible interaction forces (fluid-particle, particle-
particle and particle-wall) can be qualitatively described it is not feasible to 
accurately quantify these forces, as they are not only dependent on immediate 
neighbours but also particles in the vicinity due to propagation of force disturbances. 
The general equation of motion is expressed by 
dt (5-1) 
where '[Pi is the summation of all external forces acting on the particle assuming 
they are additive, mp is the mass of particle and Vp is the velocity. 
The various external forces of significance, which can be acting on a particle, are 
FD - gas aerodynamic drag force 
FM Magnus force 
Fg - gravity force 
FB - buoyancy force 
Ff wall friction force 
Fp - inter-particle contact force 
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FE - electrostatic force 
In dilute flows the aerodynamic drag force and the gravitational force are the most 
important forces. The Magnus force is negligible where no shear flow exists and 
the buoyancy force is neglected where particle density is much greater than the 
carrier gas density ie. pp > > pg. In particular cases electrostatic forces can be 
neglected. 
The generalised equation of motion (Equation 5.1) reduces to 
(5-2) 
1.6. Modelling of Particle Flow in a Cyclone 
There have been few attempts to model particle residence time in a cyclone. Most 
of the models were empirical (Szekely & Carr, 1966, Kang et aI, 1989, Lede et aI., 
1989). The disadvantage of empirical models is that they are valid for a limited 
range of parameters and in most cases cannot be extended to other experimental 
conditions. The results cannot be generalised or independently verified. A few 
empirical models are reviewed in Section 1.3. 
The external forces influencing the trajectory of a particle in a cyclone were 
qualitatively described by Kiselnikov et ai. (1971). Lebedev et al. (1979) analysed 
the aerodynamics of two-phase streams on the wall in a two-stage combined cyclone 
drier by application of the conservation laws. This work (Lebedev et aL 1979) 
constitutes the earliest known attempt at application of the momentum balance to the 
modelling of particle trajectories in a cyclone. A force balance diagram shown in 
Figure 1-7 can represent the model of forces acting on a particle in contact with the 
wall. A complete representation of all the various forces is not possible owing to 
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inadequate knowledge and understanding and only those forces which can easily be 
described are considered to be significant and are shown (Lebedev et aI., 1979) 
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FD 
wall 
Figure 1-7 Force balance on a particle in contact with a cyclone wall (Lebedev et 
aI., 1979) 
The equations of motion in polar cylindrical coordinates for a particle on the wall of 
a cyclone are (Lebedev et aI., 1979) 
(6-1) 
dWr = W'I'2 _ [( p g 1Jg . Sina + WRrp2 Cosa ]cosa _ 
dt R Pp 
f[( Pg 1J S· c] w" 3 ljIvPg (V -- g. ma + osa +--- r Pp R ~w,2+Wz2+W: 4d~pp (6-2) 
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(6-3) 
where Vr, Vip and Vz are the radial, tangential and axial velocity components of the 
gas. Wr, Wip and Wz are the radial, tangential and axial velocity components of the 
particles. dp is the particle diameter and Pg and pp are the gas and particle densities 
respectively. f is the frictional coefficient between particle and wall, \If is the drag 
coefficient, v is the gas kinematic viscosity, R is the current radius, g is the 
gravitational constant and a is the angle of the cone, which has an axis aligned with 
g. 
For drying purposes the energy exchange between the gas and particle controls the 
process. A complete knowledge of the gas velocity flow field is also necessary for 
the drying process to be accurately modelled. The gas can be treated as a 
continuum and the velocity flow field can be modelled by the solution of the Navier 
Stokes equations. Major drawbacks with the procedure are that the Reynolds 
stresses cannot be obtained analytically and therefore have to be determined 
empirically. 
The double vortex theory in cyclones is well documented. There exists a "free 
vortex" in the outer regions and a forced central vortex. The central vortex behaves 
like a solid body rotating at a constant angular velocity (m) 
(6-4) 
The free vortex gas tangential velocity can be modelled by the following equation 
(ter Linden, 1949) 
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(6-5) 
where V<pa is the gas tangential velocity at the wall (neglecting the boundary layer), 
R is the current radius at which V<p(R) is evaluated and n < 1 for gas cyclones. 
The tangential velocity at the circumference does not deviate much from the gas 
tangential velocity at the entrance into the cyclone (ter Linden, 1949). The presence 
of solids in the air streams was found to reduce the intensity of the swirl velocity 
(Sheppard and Lapple, 1949, Yuu et aI., 1978, Smirnovet al. 1991). According to 
kg solids h Smimov et al. (1991) when the solid-gas flow ratio is less the 0.004 t e 
kg air 
influence of the solids phase can be considered negligible. Such low solid loading 
ratios are encountered in air cleaning using cyclones. 
Zhou and Soo (1990) modelled the radial distribution of the gas tangential velocity 
by the following equation 
(6-6) 
where K is the maximum vorticity, Rc is the radius of the central vortex and r is 
current radius at which the velocity is evaluated. 
The mean gas axial velocity can be modelled by the following equation (Smimov et 
aI., 1991) 
(6-7) 
where Q is the gas volumetric flow rate into the cyclone, Ra is the outer radius and 
Re is the radius of the central vortex. Smirnov et al., (1991) assumed this radius to 
be conical and coincided with the radius of the vortex finder (exit tube) at the top. 
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Equation 6-7 does not however take into account the radial inflow of gas into the 
inner vortex with increase in distance along the cyclone height to the bottom exit. 
The radial profile of the axial velocity was modelled (Smirnov et al., 1991) by a 
second order polynomial 
(6-8) 
where Ra = Ra(z) and Rc = Rc(z) are current radii of the apparatus and of the inner 
vortex respectively. 
Vz,r and Vz,p are the current peak axial velocities in the free vortex and forced vortex 
as illustrated in Figure 1-8 
~ Re--
I i 
+ve ; i Area of zero axial velocity 
Figure 1-8 Radial variation of gas axial velocity, as assumed by Smirnov et al. 
1991 
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A simplified model of the radial gas velocity is obtained by assuming that the radial 
flow is constant over the boundary between the inner vortex and the outer vortex 
(Smirnov et al., 1991) 
(6-9) 
where Vr(Rc} is gas radial velocity over boundary Rc and 11 is the fraction of total gas 
flow recirculating through the bin, He is the height of the cone. 
The variation of the forces acting on a 300 11m and 100 Jlm particle down the wall 
of the cyclone and the Reynolds number and drag coefficient were given by Smirnov 
et al. (1991). Of the forces considered, the Archimedes force is the lowest and is 
about 0.1 per cent for the 300-l1m particle compared to the aerodynamic drag force, 
centrifugal force and gravitational force. 
Silva and Nebra (1994) modelled the particle flow in the cyclone as a continuum. 
An effective eddy viscosity allowed for changing mean particle concentration. The 
Navier-Stokes equations were written in cylindrical coordinates with the discretized 
equations solved by the SIMPLE algorithm (Patankar, 1980). Their numerical 
results when compared to experimental results demonstrated the difficulty of 
determining the effective eddy viscosity. Nevertheless the influence of the particle 
phase viscosity was clearly evident. From their results (Silva and Nebra, 1994) it 
appears the discrepancy between the numerical and experimental results of the 
tangential velocity profile increased as the radial distance was decreased. There is 
close agreement close to the wall. Close to the wall at a solid gas loading of as high 
as 0.04 solids both the experimental and numerical results of Silva and Nebra 
kg air 
(1994) suggested insignificant changes in the tangential gas velocity profile because 
of the presence of solids. Smirmov et aL (1991) suggested the influence of the 
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solids on the gas velocity profile is significant about solid gas loadings of 0.004 
solids . 
-"'---. -, one tenth of the value reported by Sliva and Nebra (1994). 
kg aIr 
Cremasco et al. (1996) presented a model for the flow of air and particles in a 
cyclone. In their model Cremasco et al. divided the cyclone into two regions, a 
central region with no particles and a peripheral region where the particles are 
concentrated. The friction between the air and the particles on the wall was 
modelled by the following equation 
(6-10) 
for Rep> 103 
The approach of Cremasco et at is based on the work of Lebedev et al. (1979). 
Lebedev et al. (1979) assumed the particles travelled in ropes on the wall of the 
cyclone. 
In the periphery region the air velocity was obtained by the following equations 
assuming steady state conditions (Cremasco, et aL 1996). 
The continuity equation in the axial direction 
In the tangential direction 
In the axial direction 
d 
-(SWz ) = 0 dz (6-11) 
(6-12) 
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~(sw W ) = !~(srv . awz ) + sg _ F(V _ w) sf Ilvllwz _ 1 ap 
az Z Z r ar ej ar Z Z 2D( z) p 
(6-13) 
where \jf = r V, f is the friction coefficient between gas and particles and 8 is the 
porosity or voidage fraction, of the particle stream (rope) and Vef is the effective 
kinematic viscosity of the gas (Cremasco et aI., 1996) 
(6-14) 
Cremasco et a1. (1996) reported an excellent fit for the gas tangential velocity 
profile between the experimental and numerical results. The results for the axial 
velocity were good in the periphery region. The residence time of glass and plastic 
particles was modelled by adjustment of the porosity function to match the model 
results with the experimental results. 
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Equipment and Procedure 
Experimental 
2.1. Equipment 
2.1.1. Cyclones used 
Six different conical geometrical shapes were used. The barrel of the cyclone was 
kept constant and had a diameter of 225 mm with a height of 230 mm. The cyclone 
construction was modular and therefore the conical sections could be interchanged. 
Letters as shown in Table 2.1 denoted the combination of each conical section with 
the barrel of fixed dimensions. 
Table 2-1 Cyclone Dimensions 
Cyclone Cone Angle (deg) Cone Height (m) Total Height (m) 
(Total included) 
A 10 0.790 1.020 
B 14 0.560 0.790 
C 20 0.397 0.627 
D 28 0.280 0.510 
E 35 0.222 0.452 
F 42 0.190 0.420 
The cyclones were fabricated from a mild steel sheet metal material. 
A photograph showing the relative sizes of some of the conical sections used is 
shown in Figure 2.1. Drawings are shown in Appendix 9D. 
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Figure 2-1 Photograph of Conical sections showing relative heights of cones 
There are distortions in Figure 2-1 caused by shadows when the photographs were 
taken. 
Figure 2.2 shows a picture of the cyclone with the 36-degree cone attached. 
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Figure 2-2 Photo of cyclone with the 36-degree conical section (cyclone E). 
A schematic diagram of the cyclone is given in Figure 2-3 showing relative 
dimensions and impactor position. 
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Figure 2-3 Schematic diagram of cyclone 
Both conical sections and the barrel had glass openings to enable flow visualisations. 
In addition the top end of the barrel had glass windows along the circumference of 
the cyclone barrel on either side of the vortex finder with widths of about 50 mm. 
The particle collection hopper was made of perspex material. The base of the 
particle collection hopper was modified as shown in Figure 2-4 to enable 
photographing the particle discharge end of the cyclone. An opening, which could 
be plugged, was also made for easy emptying of the hopper. A 300 W projector 
lamp was fitted inside the cyclone, positioned at the end of the vortex finder. 
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2.1.2. Solids Conveyor Belt and Tracer Input 
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12.5mm gauge perspex 
Dimensions in mm 
Experimental 
The solids feed to the cyclone was via a 0.55 m conveyor belt. The conveyor belt 
was driven by a 1370 RPM, 0.18 kW electric motor through a gear with a reduction 
ratio of 40: 1. A variable speed controller with short ramp acceleration time 
controlled the motor. For extended run periods with a single colour feed the 
conveyor belt was fed by a vibratory feeder. The solids from the conveyor belt then 
dropped through a funnel into an air ejector driven by compressed air at about 5 bar 
gauge in the centre of the main PVC air duct to the cyclone. 
For the stimUlus-response experiments the feed arrangement was as shown in Figure 
2.5 and Figure 2.6 for the pulse and step input respectively. The black band 
illustrates the tracer particles and was about 25 mm long. The tracer particles were 
coloured by black ink and dried in an oven at a temperature of 100°C. Silica gel 
and sand particles were used for the feed material. The particles were sieved into 
close size ranges. 
THE LIBRARY 
UNIVERSITY OF CANTERBURY 
CHRISTCHUHGH, N.Z. 
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Conveyor belt 
Figure 2-5 Pulse input 
Figure 2-6 Step input 
The particle piles illustrated in Figures 2-5 and 2-6 had a cross-sectional area of 
about 8 mm by 25 mm and a cut out piece of wood with the said dimensions was 
used to place the particles on the conveyor belt. 
Air Supply 
An 8 kW rotary lobe Rootes blower drove air into the cyclone via a 107 mm 
diameter PVC tube. The gas flow rate into the cyclone was controlled by a gate 
valve and measured by a Pitot tube with an MP Series 4 Neotronics Digital 
Micromanometer. 
2.1.4. Photography and Video 
For still photography 150 W halogen floodlights were used where continuous 
lighting was required. A Pulse Photonics Argon Jet Stabilised Spark equipped with 
a triple flash timer was used when flash photography was necessary. 
A JC Lab HSC 250 high frame rate video camera capable of recording up to 200 
frames per second with an HSR high speed recording VCR were used for analysis 
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of solids flow in the cyclones. The video recordings were time coded and played 
via a personal computer using the Optimus® image grabbing software. 
2.2. The Moving Impactor Method 
The moving impactor method as described and used by Rajendra (1995) was used in 
this study. An aluminium impactor of overall dimensions 155 mm x 4 mm as 
shown in Figure 2-7 was coated with a very thin film of grease. The thin film 
prevented particles from rebounding from the impactor surface. Hexane was used as 
the solvent for the VaselineM grease. The impactor had cells machined 2.5 mm in 
length with chamfered partitioning walls of 1mm thickness and 2 mm in height. 
Thus the effective impact area was divided into pockets of 2.5x4 mm, with one 
pocket every 2.5-mm of the length. 
Inlet impactor 
/ Outlet impactor Tracer 
Figure 2-7 Aluminium impactors showing the cells 
The impactors were mounted inside brass protective tubes with sampling nozzles 
onto two synchronised constant velocity hydraulically driven moving shuttles driven 
by hydraulic rams. One was placed at the entrance to measure the disturbance and 
the other positioned at the discharge end to measure the response. The velocity of 
the moving shuttles was controlled by needle valves on the air and oil lines. The 
movement of the shuttles was recorded on a chart recorder via a spring-loaded 
thread and pulley on a multi-turn potentiometer transducer. Under test conditions 
the hydraulic ram and therefore the moving impactor travelled a distance of 181 
2-8 
Experimental 
nun. The velocity of the impactor was calculated by the time taken to travel this 
distance (8 s). 
181 _ 
V = - = 22.62 mms I 
8 
A moving shuttle is shown in Figure 2-8. 
Nozzle 
Figure 2-8 Moving shuttle 
(2-1) 
A schematic diagram of the moving shuttle with the impactor is shown in Figure 2-
8. The moving shuttle has a sampling nozzle and as the moving impactor travels 
past this nozzle succeeding cells of moving surface are exposed to the flowing 
suspension flow. The air/hydraulic line and circuit diagrams are shown in Appendix 
9E. Installing a pressure gauge for the airline modified this circuit used by 
Rajendra (1995). The pressure gauge was necessary to eliminate the pressure 
variations in the airline and was maintained at a pressure of 5 bar. 
The particles collected in each cell were counted (both tracer and non-tracer) and the 
tracer expressed as a fraction of the total in each cell. The methods of data 
reduction are outlined in Chapter 3. 
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3.1. Residence Time Distributions 
The residence time of a particle in a reactor is the amount of time the particle spends 
in that reactor. The trajectories of particles in a cyclone or any reactor are different 
because of the different particle properties or reactor geometry, which impacts on 
the fluid flow field. The different trajectories of particles give rise to a distribution 
of residence times for the particles flowing through the reactor. Danckwerts (1953) 
first introduced the concept of residence time distributions (RTD) to predict the non-
ideal behaviour of reactors. Ideal flow in a reactor can either be plug flow or 
perfect mixing. In practice flow in reactors is non-ideal. In the analysis of reactors 
or performance prediction, in most cases it is sufficient to know only the residence 
time distributions (RTD) and thus the degree of mixing. For first order reactions, 
the mean residence time only can be used in predicting conversion of reactants to 
products. 
Residence time distribution is commonly measured by the stimulus-response 
technique. In this method tracer is injected at time t= 0 in the feed stream and its 
response or concentration with time in the exit stream is measured. The tracer 
should be indistinguishable in its flow or physical properties compared to the normal 
flow, other than being identifiable as tracer. For particulate flow analysis a tracer 
particle is marked with a distinct colour or coated with a radioactive material or any 
other material with properties that can easily be detected. Kang et al. (1989) used 
KCI coated particles and used titration methods to measure tracer concentration. 
Radioactive tracer coating was precluded in favour of colour coating because of the 
inherent generation of dust in cyclones. 
The most common and simplest of tracer injection techniques are pulse or step 
input. Any periodic function can also be used for input. In pulse input a finite 
amount of tracer is injected in a short time interval. Typical concentration curves 
are given in Figure 3. 1-1. For a step input at time t = 0, the feed material is 
switched to the tracer feed. Typical concentration curves are also shown in Figure 
3.1-1 
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E(t) 
o o 
t 
(a) Pulse input and response 
1 1 
F(t 
o o t 
(b) Step input and response 
3.1-1 Ideal pulse and step input and response curves 
When the responses are normalised the response curve for the pulse input is E (t) -
the residence time distribution function and for the step input is F(t) 
The residence time distribution function is given by 
E(t)=-oo~­
fC(t)dt 
o 
where e(t) is concentration of the tracer particles at time t or in a cell 
(3.1-1) 
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e(t) = number of tracer particles in cell i 
total number of partices in cell i (3.1-2) 
The total number of particles in each cell will be different. However the residence 
time distribution will not change when there is uniform particle concentration 
distributions in the particle streams 
The relationship between F(t) and E(t) is 
I 
F(t) = JE(t)dt 
0 (3.1-3) 
and 
'" 
JE(t)dt = I 
0 (3.1-4) 
In practice it is impossible to achieve perfect tracer inputs as shown in Figure 3.1-1. 
3.2. General Imperfect Input 
Aris (1959) stated that no great effort needed to be expended on devising an 
injection system if the concentration, as a function of time was measured at two 
points. The imperfect tracer pulse is a powerful technique for experimental analysis 
of chemical engineering flow systems (Ostergaard and Michelsen, 1969). An 
imperfect pulse is injected at the upstream of the first measurement point and the 
response is measured at the second measuring point. Ostergaard and Michelsen 
(1969) used the imperfect pulse technique to analyse hold-up and mixing in gas-
liquid fluidised beds. The methods of data reduction from these experiments are 
discussed. Saruchera and Abrahamson (1997) used both the imperfect pulse and 
step input to analyse particle residence times in a cyclone (Appendix 9A). With the 
imperfect trace input, the residence time is given by the difference in means between 
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the two measuring points and the difference in variance is a measure of the effective 
diffusion coefficient. The imperfect tracer input data can be analysed by the simple 
method of moments or a diffusion model can be used. 
3.3. Moments Analysis 
The moment analysis is the simplest method of analysis of data reduction from these 
experiments. When tracer measurements are made at two measuring points (1 and 
2) at the inlet and outlet, the first moment for the first measuring point is ~l 
and the first moment for the second point ~2 is given by 
N 
"C,t L _11 
(3.3-1) 
(3.3-2) 
The mean residence time is the difference between the first moments at the two 
measuring points (1 and 2) 
(3.3-3) 
The second moment for the first measuring point is the variance for the distribution 
(3.3-4) 
The second moment for the second measuring point crl is 
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cr; = - ~; 
e2i (3.3-5) 
i=1 
The difference between the second moments for the measuring points is 
(3.3-6) 
The particle Peclet number is a dimensionless quantity, which is the ratio of 
transport by convection to transport by diffusion 
Pe = 
P D 
P (3.3-7) 
where L is the path length between the measuring points, Up is mean particle velocity 
and Dp is the particle dispersion coefficient in the path direction. 
The variance from the measured experimental curve is used to calculate the Peclet 
number when a diffusion model is assumed. For fairly large values of Pe and when 
end effects are ignored the Peclet number is given by 
(3.3-8) 
In equation 3.3-8, the Peclet number Pe characterizes the dispersion in the stream 
direction of particle flow. A significant drawback of the moments method is that the 
variances at the two measuring points can be quite large. Tailing of data is often 
accompanied by a lot of uncertainty in measurements. Since the "tail" of a tracer 
response curve is the least precisely-recorded portion, due to the small values of c 
involved, the computed moments can be seriously in error (Clements, 1969). The 
Peclet numbers calculated by this procedure are likely to be unreliable because of 
the large uncertainties in the variances. In their measurement of hold-up and axial 
mixing, Ostergaard and Michelsen (1969) concluded that the straightforward 
moments method was unreliable for determination of liquid phase Peclet numbers. 
When the moments method was used to calculate particle Peclet numbers is a 
cyclone (Saruchera and Abrahamson, 1997) the Peclet numbers were found to vary 
3-6 
Analysis of Residence Time Measurements 
by as much as 465 per cent. To overcome the tailing problem a modified moments 
method was proposed (Ostergaard and Michelsen, 1969 and Anderssen and White, 
1971). The modified moments method gives a lesser emphasis to the tail of the 
signal by a weighting factor s 
(3.3-9) 
where k = 0, 1 and 2 for the zeroth moment, first moment and second moment 
respectively. 
3.4. Solids Axial Diffusion Model 
The hydrodynamic diffusion model, based on Fickian molecular diffusion is the 
most widely used general model for non-ideal flow in many industrial flow systems. 
The simplest case is the one-dimensional model, which has been found useful even 
in many cases where the flow is not strictly one-dimensional (Clements, 1969). 
However, where warranted, consideration has been given to the three-dimensional 
diffusion model. Ostergaard and Michelsen (1969) used the axially dispersed plug 
flow model for flow analysis in gas-liquid fluidized beds. Maybe because the 
hydrodynamic diffusion model was based on the molecular scale Fickian diffusion, 
most of the original work was based on gas-liquid or liquid-liquid or gas systems 
(Birschoff and Levenspiel, (1962), Parimi, and Harris, (1975), Keey and Pham, 
(1977), Kehinde et al. (1983». There was reluctance or maybe scepticism towards 
application of this hydrodynamic dispersion model beyond these traditionally 
established systems to gas-solid suspensions. Yang and Kojima (1995) investigated 
the lateral mixing of coarse particles in fluidized beds. From their results they 
concluded that the one-dimensional dispersion model could represent the lateral flow 
and mixing of particles in these systems. The axially dispersed plug flow model 
was found to be valid for representation of flow of particles through a cyclone 
(Saruchera and Abrahamson, 1997). Werther and Hirschberg, 1997, reported that 
the axial dispersion model was a simple way to represent the measured profiles of 
solids residence time distributions (RTD) in circulating fluidized beds (CFB). 
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The plug flow model with axial dispersion can be represented by the following one 
dimensional partial differential equation of conservation of mass species as a 
function of concentration c 
with boundary conditions 
ae ae 
"C-+ 
at ax 
c = c(t) at x = 0, t ~ ° and c= 0, 0< x < CI) at t = ° 
(3.4-1) 
where "C is the mean residence time, Pe is the particle Peclet number, c is the 
concentration of tracer particles. The Peclet number is a measure of the dispersion 
in the direction of flow. A constant velocity across the section of flow, and with 
advance along the path, is assumed. 
3.4.1. Transfer Function 
This method based on the Laplace transform of the concentration was proposed by 
Ostergaard and Michelsen (1969). In general any linear system can be represented 
by a transfer function. In the stimuli-response technique the relationship between 
the input and the response functions in the Laplace transform domain is the transfer 
function. 
(3.4-2) 
where Cl(S) and C2(S) are the tracer particle concentrations for the input and 
response in the Laplace transform domain respectively. F(s) is the system transfer 
function. 
The system transfer function is therefore by definition a linear operator, which 
transforms the input function to yield a response function. When the tracer particle 
concentration for the input and output are known at discrete time intervals, the 
system transfer function is 
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(3.4-3) 
When the Laplace transform of Equation 3.4-1 with the appropriate boundary 
conditions is taken the transfer functions is given by 
(3.4-4) 
Equation 3.4-4 can be algebraically manipulated to yield the equation of the form 
I 
Pe (3.4-5) 
Equation 3.4-5 IS the general equation of a straight line with gradient m and 
intercept c 
y mx+c (3.4-6) 
The validity of the one-dimensional axially dispersed plug flow model is checked by 
plotting the left-hand side of Equation 3.4-5, tn(_l_J-l against S[ln(_l_)J-l. If 
FCs) FCs) 
the graph is linear, the model is a valid representation of the flow and the mean 
residence time l' is the slope and the intercept is _ 1 
Pe 
3.4.2. Least Squares 
The least squares method is one of the most common data smoothing techniques. 
Associated with any physical measurements are random errors, which are generally 
regarded as unwanted noise. The basis of this method is fitting a function to a set 
of measured data points, for example fitting a function I(x) to data points yi for 
conditions of Xi 
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(3.4-7) 
The constants ai's are selected so that the sum of squares of residuals is a minimum. 
The sum of squares of residuals or deviations is a form of global error. 
The residuals is given by 
N 2 
~]f(X)i - Yi] 
Error = -'.:i=:.!.,l ___ _ 
N-n (3.4-8) 
where f(X)i is obtained by substitution of the independent variable (time) for each 
point and yi is the experimental measured quantity, n is the number of parameters at 
in Equation 3.4-7 
The convolution theorem of the Laplace transform is a theorem of significant 
practical importance. In its general form the convolution theorem can be expressed 
by the following equation 
t 
rl {j(s)g(s)} IF(u)G(t u)du 
o (3.4-9) 
where Ll is the inverse Laplace transform and f(s) and g(s) have inverses F(t) and 
G(t) and u is time. 
Equation 3.4-4 can be expressed into the following form 
(3.4-10) 
where a = Pe and b = 41' 
2 Pe 
If Equation 3.4-10 is inverted by the means of the convolution theorem of the 
Laplace transform (Appendix 9H), the output tracer concentration in the time 
domain C2(t) is given by 
C ( ) = tfc ( )_l_~~e1' (Pe(1' - t + UY)d 2 t I U C ( )3 exp ( \... u 
o 2'\/1t t-u 4t-UJk (3.4-11) 
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When the tracer particle concentration distribution for the input and response are 
known then parameters Pe and 1:' can be estimated by the least squares method using 
the Solver tool in Excel. 
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4.1. Error Types 
Every measured quantity has some uncertainties or errors associated with it. Error 
is the difference between the measurement and the true value (Dieck, 1995). Quite 
often the true value of the measured quantity is not known. Nevertheless the 
uncertainties in the measured quantity should be quantified systematically for a 
proper understanding and interpretation of the results. 
Errors fall into two main categories, random or precision errors and systematic or 
bias errors. Each of these errors at every stage affects the final result. Random 
errors are usually not correlated and are for example due to some imprecision in 
estimating a fraction of a division in a scale. These errors can either be positive or 
negative with equal probability. Systematic errors arise from causes, which act 
consistently for the duration of the experiment thereby giving a bias in the results. 
Systematic errors can either be positive or negative for a given set of experimental 
conditions. As a general rule if an error source causes scatter in the test result, it is 
a precision (or random) error. All other error sources are bias (or systematic) 
errors (Dieck, 1995). Analysis of errors can be either deterministic or based on 
statistical means. The deterministic approach is not robust but simpler and quite 
often focuses on the worst scenario case. 
4.2. Mean 
The mean of sample of n data measurements Xi is defined by 
/I I: Xi 
X=~ 
n 
(4.2-1) 
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4.3. Standard Deviation 
For a sample of n data points the standard deviation is characterized by the 
following equation 
;=1 (4.3-1) 
where Xi is the ith value in the sample, X is the mean and (n-1) is the degrees of 
freedom 
When the degrees of freedom are> 30, the multiplier is usually taken as u, the 
Normal distribution variate, ie. US1C. When the degrees of freedom are less than 30 
a multiplier is used on the standard deviation for the confidence intervals, the 
multiplier is the Student's t statistic, ego tSx 
4. Standard Deviation of the 
The Central Limit Theorem can be used to characterise the scatter in the calculated 
average 
(4.4-1) 
where N is number of Xi , and the distribution of X tends to Normal as N 
increases, whatever the distribution of X. 
4.5. Error Propagation 
Error propagation is the combined effect of the individual error contributions in the 
final calculated result. In other words the errors in the final result are inherited 
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from the individual error sources. One of the methods of error propagation is 
Taylor's series approximation. 
If a function y is defined by 
(4.5-1) 
It is assumed that the error sources in Xl and X2 are independent. 
The Taylor series approximation normally used for systematic error is 
(4.5-2) 
where 
Ay = is the error in y which can be either systematic or random 
= is the error in the measured quantity XI (systematic or random) 
= is the error in the measured quantity yl (systematic or random) 
= is the influence coefficient which expresses the influence of a change in 
XI 
on the y at the defined interval, or the sensitivity of y at Xi 
The following approximation is normally used for random error 
(4.5-3) 
where AXI = tSX[ etc 
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Results 
5.1. Observations 
Two rectangular slots measuring about 80 mm by 100 mm were cut from the front 
and back of the rectangular entrance duct and replaced by glass. These windows 
enabled flow visualisation and measurement of particle velocity in the entrance duct. 
For observation of flow inside the cyclone the top of the cylindrical section also had 
two glass windows on opposite sides of the vortex finder. In addition glass windows 
measuring about 50 mm by 100 mm were also cut in the conical and cylindrical 
sections of the cyclone. A physically small 300W projector bulb (diameter ~ 15 
mm) was also positioned at the end of the vortex finder to illuminate the inside of the 
cyclone. The positioning was chosen in such a manner as to minimise flow 
disturbance. The glass windows were also fitted flush with the wall to have minimal 
effect on the flow field. A stroboscope was used to observe the particles through the 
entrance tube window. The particles were observed to enter the cyclone in a 
dispersed state from the ejector with no settling at the bottom of the pipe. In 
industrial practice however, particle velocities are usually lower and settling at the 
bottom of the pipe usually occurs. The velocity of the particles was made 
deliberately high to minimise mixing upstream of the first measurement point in the 
stimulus-response experiments. 
A video camera connected to a TV monitor was also used for observation and 
recording of the particle flow field inside the cyclone through the glass windows. 
Still photography was also used to capture some images of particle flow. Less than 1 
per cent. of the total solids into the cyclone was converted to fines through attrition 
and subsequently lost with the gas through the vortex finder. 
5.2. Particle Characteristics 
The particles used in this investigation were silica gel and sand particles. The 
density of the silica gel was 1200 kgm,3 while that for the sand used was 2600 kgm·3• 
Results 
The existence of a wide particle size range increases the complexity of the system 
and makes it difficult to observe trends in measured quantities, as each particle size 
will act as a different phase. To mitigate this constraint, the material in the case of 
silica gel was crushed and sieved into narrow particle size ranges. The sand used 
was crushed quartz and it was also sieved into different size ranges. Seven different 
size ranges were used and these are tabulated in Table 5.2-1. 
Table 5.2-1 Material size ranges used in investigation 
Size Range(llm) Silica Gel Sand 
150-210 v 
"" 
210-295 
"" "" 
212-425 
"" 
X 
250-500 
"" "" 
295-500 
"" "" 
500-700 
"" 
X 
700-850 
"" 
X 
Residence time measurements with glass ballotini were also performed at 
SPS. 
Silica gel and sand represent an array of different properties. By observation silica 
gel particles were more angular in shape compared to the sand particles which were 
more rounded. The circularity was used to characterise the shape factor of these 
particles. The circularity (for a sphere) of a particle is defined as the ratio of square 
of perimeter to projected area 
Circularity = (TIDY [ n~2J (5.2-1) 
Results 
The circularity has a value of 4rr (ie. 12.6) for a circle. The circularity of the 
particles used was determined using the image analysis package Optimas" version 5. 
The average circularity for a sample of sand particles was about 19.4 while that for 
silica gel was 26.2. Figure 5.2-1 shows a photograph of sand particles. 
Figure 5.2-1 Sand particles [scale xl0] 
A photograph of silica gel particles is shown in Figure 5 .2-2 and glass particles are 
shown in Figure 4.2-3. 
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Figure 5.2-2 Silica gel particles [scale xIO] 
Figure 5.2-3 Glass particles [scale xIO] 
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5.3. Particle Velocity into Cyclone 
Particle entrance velocity into the cyclone was measured through a glass window 350 
rnrn upstream from the cyclone entrance by photography. The particles were ejected 
from an 11 rnrn-diameter ejector tube 270 rnrn upstream from the particle velocity 
measurement point. All particle velocity measurements were at a gas velocity of 20 
ms-I in the rectangular entrance section. The velocity of gas in the ejector tube was 
about 25 ms- I . Under these conditions the velocity of both sand and silica gel 
particles was found to be about 15 ms- I . When the ejector gas velocity was increased 
to about 75 ms- I the velocity of silica gel particles of size range 700-850 flm was 
found to be about 49 ms-I. Thus when the gas velocity was increased three fold the 
particle velocity also increased by the same factor. 
5.4. Gas Inlet Velocity 
An 8kW rotary lobe Rootes blower with a maximum throughput of 0.315 m3s-1 drove 
air through the cyclone via a 107 rnrn diameter PVC pipe. A gate valve controlled 
the flow of the gas into the cyclone. A Pitot tube with a digital micromanometer as 
detailed before measured the gas flow into the cyclone. The gas velocity profile in 
the round entrance tube to the cyclone as a function of the radial pipe distance is 
shown in Figure 5 A-I. 
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Figure 5.4-1 Air velocity profile in round entrance tube 
As the gas velocity profile (Figure 5.4-1) was fairly flat, the gas velocity was 
measured at a point in the centre of the round entrance tube and the gas flow rate 
was calculated from this average velocity value. To cross check these measurements 
gas velocity was also measured in the rectangular entrance section and the calculated 
gas flow rate was in agreement with the measurement in the round entrance tube. 
Making independent measurements with an inclined liquid manometer checked the 
reliability of the digital instrument. The two independent pressure or velocity 
measurements agreed to within 4 % . 
5.5. Solids Hold Up 
The total mass of solids or material held up in the reactor under steady feed 
conditions can be obtained by simultaneously cutting off the feed and outlet streams 
and measuring the mass of material trapped. The present set up of the equipment did 
not permit this procedure. Instead, solids hold up in the present sense refers to the 
amount of solids circulating in the cyclone after feed is stopped but airflow 
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maintained. In general this hold up is a tran..<;ient quantity as losses are expected 
gradually due to abrasion and leakage into the dust collection hopper. 
In general the amount of hold up was found to increase with an increase in the 
particle size fractions. For instance the hold up for silica gel particles of size range 
+850 /-tm in cyclone B (14° cone angle) was found to be about 2.0 g while that for 
particles of size range 295-500 /-tm was 1.5 g. The particles were observed to be 
largely circulating in the cylindrical barrel of the cyclone. These amounts are 
insignificant compared to solids feed rate of about 13 g S·l prior to cutting off the 
feed. The hold up was also observed to increase with increase in the cone angle of 
the cyclone. When the feed of sand particles was stopped but air flow maintained, 
large amounts of solids in ropes were observed circulating in the conical section of 
cyclones with cone angles larger than 28°. However for cyclones tested with cone 
angles of 20° and below no solids were observed circulating in the conical section. 
With silica get. particles no solids were observed circulating in the conical section 
with cyclones with cone angles of 28° and larger after solids feed had been stopped. 
According to Trefz and Muschelknautz (1993) "when the carrying capacity of the 
gas is exceeded" solids settle out to form ropes. This concept appears to originate 
from air conveying experience. Silica gel has a lower density than that of sand so 
the carrying capacity of air for silica gel, according to the theory of Trefz and 
Muschelknaut is much higher compared to that for sand. The fact that no ropes were 
observed where ropes formed with sand for similar conditions seems to support this 
theory of Trefz and Muschelknautz. However, density alone will be a part 
explanation as sand and silica gel have different frictional and coefficient of 
restitution properties. 
The wide-angle conical sections have higher gas tangential velocity components 
because of the decreased radius with axial height. From pneumatic conveying 
experience this therefore should result in an increase in the carrying capacity of the 
gas for given solids feed rate as the radius considered on the cone is decreased. It 
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therefore appears the formation of ropes cannot be explained simply by the gas 
carrying capacity theory of Trefz and Muschelknautz. The phenomenon of roping 
is discussed in more detail (§ 6.1). 
The amount of hold up for silica gel particles of size range 700-850 Ilm was 
measured by doing a series of runs whereby the mass fed over 2 minutes was 
gradually increased while maintaining the air flow at 0.099 m3 S-l. For each run 
when the solids had all been fed into the cyclone the bin was drained while keeping 
the airflow going. After that the airflow was stopped and the solids circulating were 
collected. The mass of material initially collected in the dust collection hopper and 
also that circulating in the cyclone was measured. The results are shown in Table 
5.5-1. The hold up in Table 5.5-1 is the hold up after stopping solids flow. 
Table Hold up in Cyclone B(14° cone angle) for run time of 2 minutes 
Mass fed in (g) Mass collected in hopper (g) Hold up in cyclone 
3 0.9 1.1 
10 7 2 
20 17.2 1.9 
40 37.3 1.9 
There isa finite amount of solids of about 2g held up in a cyclone as shown in Table 
5.5-1 above. Any solids in excess of this amount are drained into the dust collection 
hopper. The amount of solids could be said to be the carrying capacity of the gas for 
these silica gel particles. The total "hold up" during particle feed will be the 2g in 
addition to the particles flowing through. For the highest mass of solids feed in (40 
g in Table 5.5-1) the hold up was only about 5 per cent of the total feed. 
A band of white particles was fed into the cyclone followed by a step change from 
white to black particles as shown in Figure 5.5-1. 
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Black particles (- 60 g) 
White particles (~ 80 g) 
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Figure White and black particles on conveyor belt 
The percentage of black particles in the hold-up was 70 percent while the balance of 
30 percent were white particles. This suggests a significant amount of mixing and 
recirculation in the cyclone. 
5.6. Collection Efficiency 
The collection efficiency is defined as the amount of solids recovered in the 
underflow expressed as a percentage of the total feed into the cyclone. Studies on 
collection efficiency were mainly confined to the fine particle size ranges 
(Beeckmans and Kim, 1977, Dietz, 1981). The collection efficiency of coarse 
particles was studied by Mori et al. (1968). The fine particles used by Mori et al. 
(1968) were in th~ interval 150-200 on the Tyler mesh screen size, which means the 
largest particle in micrometers, were less than 75 j.lm. The smallest particles used in 
this study were in the size interval of 150-210 j.lill. Mori et al. (1968) found the 
collection efficiency of sand particles in the size interval 20-40 mesh in a 0.24m 
diameter cyclone to be about 99 % . The collection efficiency of particles used in this 
study was found to be about 99 % . Losses were incurred mainly through attrition 
especially in the case of silica gel particles. When particles stayed long in the 
cyclone they became rounder and smaller. For practical purposes the losses are 
negligible and collection efficiency will not be dealt with in this study. 
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7. Gas Residence Time 
The residence time of gas in the different cyclone geometries was calculated by the 
following equation 
V 
t =-
g Q (5.7-1) 
where V is the total volume of the cyclone between the ceiling and the cone 
discharge, including the vortex finder and Q is the volumetric flow rate of gas into 
the cyclone. The calculated gas residence times in the different cyclone geometries 
for a gas volumetric flow rate of 0.099 m3s·1 are tabulated in Table 5,7-1 
Table Gas residence times in different cyclones for Q = 0.099 m3 S·l 
Cone angle (degrees) Cyclone Gas residence time (s) tg 
10 A 0.30 
14 B 0.26 
20 C 0.22 
28 D 0.20 
26 E 0.18 
42 F 0.17 
As the volumetric capacity of the cyclone is decreased there is a corresponding 
decrease in the gas residence time. 
5.8. Particle Distributions and Flow Model 
The stimulus-response technique is a powerful experimental technique used to 
analyse non-ideal flow behaviour in reactors. The stimulus could be a pulse, step or 
any other periodic input into the system and the response is measured at the outlet. 
In practice it is difficult to achieve a perfect of pulse or step input. Recognising the 
difficulty of achieving perfect pulse or step input, Aris (1959) proposed the 
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imperfect pulse method that was later used by Ostergaard & Michelsen (1969). 
Ostergaard & Michelsen (1969) analysed the mixing in gas-liquid fluidised beds. 
Rajendra & Abrahamson (1994) used the same experimental technique as used in this 
PhD to measure residence time of granular material in a cyclone. Saruchera & 
Abrahamson (1997) analysed the experimental data on flow of these materials by the 
method of Ostergaard & Michelsen. A detailed background of the stimulus-response 
technique is provided by Levenspiel (1972) and also by Fogler (1992). A review of 
the technique and data analysis from these experiments is given in this work in 
Chapter 3. 
Tracer particles were coated by black ink and dried in an oven at 100°C. Sample 
particles (both tracer and non-tracer) were collected in cells on impactors placed at 
the inlet and outlet of the cyclone. The number of tracer and non-tracer particles in 
each cell for the inlet and outlet impactors were counted using a travelling 
microscope with a camera mounted on it and connected to a video monitor. 
Representative number distributions of white and black (tracer) particles on the inlet 
impactor as a function of distance along the impactor is shown in Figure 5.8-1 for a 
pulse input. Each point on the graph represents the numbers counted on the 
impactor in each celL The particles were sand particles of range 250-500 ).Lm. 
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Figure 5.8-1 Number distribution for sand particles on the inlet impactor [run 96] 
Gas inlet velocity: 20 ms· l ; cyclone B; particle size range; 250-500 Jlm 
The number distribution of particles on the (outlet) bin impactor is shown in Figure 
5.8-2. 
The number distributions of particles for the inlet shuttle do not fluctuate appreciably 
compared to those on the bin impactor. The total number of particles fluctuates up 
to about 40 percent for the inlet impactor and up to over 100 for the bin impactor. 
The particles are uniformly distributed over the entrance section. Therefore any 
random fluctuation in the particles collected is mostly due to the probability of a 
particle going through the sampling nozzle. The probability of a particle rebounding 
after impactor is almost zero. This latter conclusion was arrived at after examination 
under the microscope of the thin layer of grease in each the cells which showed 
absence of any marks which would have been left by a rebounding particle. The 
high local concentrations of particles, which appear as peaks in Figure 5.8-2 as will 
be shown later, are caused by the phenomenon of roping. Roping is the collection of 
particles flowing down on the wall of the cyclone, and more or less particles are 
sampled as the rope moves over and away from the sampling position. The rope(s) 
itself is/are also transitory. 
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Figure 5.8-2 Number distribution of sand particles in the bin impactor 
[run96] 
It can be assumed that the fraction of tracer particles in each cell can be used to 
represent the fraction over the whole stream, i.e., uniform distribution. The 
concentration of tracer particles in each cell is given by the following expression 
number of tracer particles 
C - -------'-------'----
i-total number of particles (5.8-1) 
concentration of tracer as a function of time is plotted in Figure 5.8-3. This 
concentration is a number concentration, within the solid phase. Most runs were 
done with particles of similar size, so the concentration is also approximately a 
volume concentration within the solid phase. Although the number distribution of 
particles (Figure 8-2) is erratic, when expressed as a concentration (Figure 5.8-3) 
instead of number of particles the curves are fairly smooth. This is evidence of good 
mixing across the stream in the cyclone, as although the numbers of particles 
fluctuate, the fraction or distribution of tracer particles is uniform in the various 
streams. The bimodal nature of the outlet concentration curve towards the tail end is 
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probably due to the erratic nature of the flow resulting in only a few particles being 
collected. 
121-~-'~~~~"~-~""~-~--'--'~-'~""~~~~~~'~-~~~"~~-~~~ 
1+'······,··, , , ... , ... , ..... <) ............. '~--,~~~~~~-- ............................. ---... ~ 
0.8 4-----------------------------·-------------1 
• 
0.4 
02 ~ • 0 
0 0.5 1 1.5 2 2.5 3 3.5 
Time(s) 
Figure 5.8-3 Fraction of sand tracer on inlet and bin impactors [run 96] 
One measurement of particle residence time is given by the time difference between 
the inlet and outlet concentration peaks. 
Similar number distributions can also be obtained for the step-input experiment. In 
this case the feed is instantaneously switched from the regular to the coloured tracer 
particles. The numbers of tracer and non-tracer particles in each cell are also 
counted. A representative numbers distribution of particles for a step input 
experiment for the inlet is shown in Figure 5.8-4 and for the outlet in Figure 5.8-5. 
The fraction of tracer for the inlet and outlet impactors for step input is shown in 
Figure 5.8-6. A mean residence time can also be evaluated using the time difference 
for a 50 percent change in tracer concentration for the inlet and outlet impactors. 
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Figure 5.8-5 Number distribution of sand particles for a step input for bin impactor 
[run 86] 
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Figure 5.8-6 Fraction of sand tracer for a step input for inlet and out 
impactors [run 86] 
The method of moments, transfer function and least squares methods was used to 
analyse the stimuli-response experimental data (Saruchera and Abrahamson, 1997). 
When the concentration C is known at discrete time intervals the mean for the input 
'lor for the output tracer curves t2 is given by 
(5.8-2) 
The spread in variance for the input and output curves are 0"12 and Ci22 respectively, 
where is given by 
11 
LCJi2 
2 i=1 -2 
0'1 =-'---"-I1--- t l 
LCi (5.8-3) 
1=1 
The Peelet number for large Pe can then be obtained by the following expression 
(Levenspiel, 1972) 
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Pe 
(5.8-4) 
The axially dispersed plug flow model was found to be valid for representation of the 
flow of granular particles in a cyclone (Saruchera and Abrahamson, 1997). The 
mathematical representation of the model is the following partial differential equation 
-oe oe 
t-+ 
ot ox o ( 5.8-5) 
where c is tracer concentration, t is the mean residence time and Peclet nnmber 
(5.8-6) 
where Dp is the particle hydrodynamic dispersion coefficient, u is the particle 
velocity in the direction of particle flow, and L is the axial path length of solids 
through the vessel or reactor. 
In this model there is bulk flow of particles in the particle streamline direction. 
Superimposed on this bulk flow is a spread of particle velocities in the direction of 
the bulk flow. This distribution in particle velocities can be due to particle size 
distribution, particle-particle interactions, particle-wall friction and particle bouncing 
on the wall. 
In the method of Ostergaard and Michelsen (1969) the transfer function analysis was 
used to obtain t and Pe. The transfer function is by definition the ratio of the 
Laplace transform of the output over the Laplace transform of the input tracer 
concentration 
(5.8-7) 
Equation 3.4-4 can be algebraically manipulated to yield the following equation 
(Ostergaard and Michelsen (1969) 
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(In F;sJ ~ IsHF;S)Jr ;e 
(5.8-8) 
A graph of Equation 5.8-8 with (In( F;S) J r against {In( F;S) J r is linear with 
slope of t and intercept __ 1_ . 
Pe 
A sample plot is shown in Figure 5.8-7. From Figure 5.8-7 the particle residence 
time is 0.99 s and the Peclet number is 63.3. 
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Figure 5.8-7 Evaluation of parameters [run 86] 
The output tracer response curve can be given by the following equation (Appendix 
9H) ( A [pe(t_t+u)2] 
. 1 Pet 
C2 (t) = fO(u) 2.r;; _ 3 exp (_)_ du 
o (t-u) 4 t-u t (5.8-9) 
The calculated values of t and Pe can be substituted into Equation 5.8-9 and Pe 
adjusted accordingly to match the model response curve to the experimental output 
curve. 
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The Solver tool in Excel was used to evaluate t and Pe by minimisation of the sum 
of square of residuals (Saruchera and Abrahamson, 1997). This method was found 
to be more stable especially for calculation of Peclet numbers. The following results 
were calculated by this procedure. A typical result of this procedure is shown in 
Figure 5.8-8. Figure 5.8-8 shows a good fit between the model and experimental 
curve. 
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Figure 5.8-8 Experimental tracer distribution and model fitting [run 88] 
9. Particle Residence Times 
For applications of cyclones as chemical reactors, e.g. for drying, the residence time 
of the particle is an important parameter in the design of these equipment. A 
distribution of particle sizes is expected in feed streams. This distribution of size of 
particles will result in a distribution of residence times and consequently a difference 
in residual moisture contents for the different particles. For close product control it 
is imperative to control this distribution in residence times. 
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In the present study a series of experiments were carried out to determine the effect 
of several variables on the residence time of particles in a cyclone. The effect of the 
following variables was investigated 
l. Air flow into cyclone 
2. Particle inlet velocity 
3. Particle diameter 
4. Particle type (initially attributed to density) 
5. Solids-gas mass flow ratio (SGL) 
6. Geometry of conical section of cyclone 
7. Cyclone size 
8. Moisture content of particles 
The average residence times of these particles in different cyclones was determined 
from the response curves using the Solver Tool in the Excel spreadsheet package by 
minimisation of the sum of square of residuals (Saruchera and Abrahamson, 1997). 
The results of these measurements are presented in graphical form. 
9. Effect of SGL 
The solids gas loading (SGL) is defined by the following equation 
SGL ;::::: kg solids per unit time 
kg gas per unit time (5.9-1) 
The variation of particle residence time with increase in SGL is shown in Figure 5.9-
1. It is evident that for the range of SGL investigated (0.04 to about 0.12) there is a 
slight decrease in the particle residence time as the SGL is increased. 
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Figure 5.9-1 Effect of SGL on residence time of silica gel particles 
Cyclone B; Gas inlet velocity: 20ms· 1 
Particle size ranges: 295-500 /-Lm and 500-700 ~Lm 
9.2. Effect of particle size 
The effect of particle size on particle residence time is shown in Figure 5.9-1 and 
Figure 9-3. Particle residence time decreases with decrease in particle size. Also 
when counting the number of particles collected on the impactor it was found that 
very fine tracer particles were leading one or two cells ahead of the general particle 
flow (Figure 5.9-2). This supports the finding that smaller particles have lower 
residence times under the same conditions in a cyclone. 
Leading fine particles 
• Tracer particle o White particle 
Figure 5.9-2 Fine tracer particles lead the larger tracer particles 
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5.9-3 Effect of particle size on residence time of silica gel particles 
Cyclone: B; Gas inlet velocity: 20ms-1 
The scatter in mean particle residence times could in part be due to the range in 
particle sizes 
9. Effect of particle density (and other properties of the particles) 
The residence time of silica gel and sand particles is shown in Figure 5.9-4. Silica 
gel has a density of 1200 kgm-3 and the type of sand used has a density of 2600 kgm-
3. The particles size range of these particles was 250-500 /-Lm. The residence time 
of the silica gel particles was about twice that for the sand particles. 
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In a separate study Kemp et al. (1998) using identical impactors to those in this study 
measured the residence time of silica gel and glass particles. The density of glass is 
two fold that of silica gel. The residence time of glass was found to be about twice 
that for silica gel particles of the same size (Figure 5.9-5). The effect of particle 
is also shown in Figure 5.9-5. Silica gel particles of size range 212-425 J,lm are 
compared to particles of size range > 425 J,lm. The measured mean particle 
residence times in Figure 5.9-5 are almost double those shown in Figure 5.9-4. The 
diameter of cyclone B was 225 mm and this can be compared to the SPS cyclone of 
diameter of 350 mm. An increase in the diameter of the cyclone by a factor of two 
also increased the mean particle residence time by the same factor. The total 
included cone angle of cyclone B was 14 degrees compared to that of Kemp et al. 
(1998) which had an angle of 10.7 degrees. 
The weak dependence of mean particle residence time on SGL as exhibited in Figure 
5.9-1 are in agreement with those obtained by Kemp et al. (Figure 5.9-5). 
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Figure 5.9-5 Effects of particle size and density on residence time 
(Kemp et al., 1998) 
Silica: Silica gel 
The upper bounds of the particle sizes in Figure are not specified, but must be 
smaller than the sampling nozzle diameter of 3 mm. Therefore in addition to the 
variability in density, Figure 5.9-5 is also likely to exhibit the effect of a range of 
particle size especially for silica gel since glass particles normally come in close size 
ranges. 
5.9.4. Effect of gas inlet velocity 
The mean residence time of silica gel particles was measured for a range of gas inlet 
velocity from 10 to 30 ms-I at an SGL of 0.08 as shown in Figure 5.9-6. The mean 
residence time significantly decreases with increase in gas tangential velocity and can 
be modelled by a third order polynomial of the form 
(5.9-2) 
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where tp is the mean particle residence time (s) , V is gas tangential inlet velocity 
(mJs) 
For cyclone B the constants a, b, c and d take the following values 
a = 0.00010 
b = -0.00540 
c = 0.03640 
d = 1.69820 
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Figure 5.9-6 Effect of gas inlet velocity on residence time of silica gel 
particles 
Size range: 700-850 ~lm SGL 0.08 Cyclone B 
The gas inlet velocity IS a very important variable in controlling the particle 
residence time. 
5.9.5. Interaction of gas inlet velocity and SGL 
The residence times of silica gel particles of size range 500-700 Ilm in cyclone B is 
shown in Figure 5.9-7 with both inlet velocity and SGL varied. The measurements 
were at gas inlet velocities of 15 and 20 m S-I. There is a gradual decrease in 
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particle residence time with increase in SGL with the residence time higher for a gas 
inlet velocity of 15 m S·I, The rate of decrease of particle residence time with 
increase in SGL is also lower for gas entrance velocity of 15 m S·I, 
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5.9-7 Effect of gas inlet velocity on residence time of silica gel 
particles 
Cyclone B, Particle size range 500-700 11m 
Kemp et al. (1998) made similar measurements in their cyclone but over a narrower 
range of gas tangential inlet velocity from 10 to 18 m S·I, Their results also show a 
general decrease in particle residence time with increase in gas tangential inlet 
velocity, 
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Figure 5.9-8 Effect of inlet velocity on particle residence time (Kemp, 1998) 
9.6. Effect of particle inlet velocity 
When the gas velocity in the ejector tube was at a flow rate of 0.00236 m3s·1 (5 
SCFM) particle velocity was measured at about 15 m3 S·I. However when the gas 
flow rate was increased three fold to 0.007 m3 S·1 (15 SCFM) measured particle 
velocity was about 49 m S·I. The residence time of silica gel particles of size range 
295-500 )..Lm was measured when the gas flow rate in the ejector tube was set at 
0.00236, 0.00330 and 0.007 m3 S·I, The results are shown in Figure 5.9-9. It 
appears the particle inlet velocity does not influence the residence time of the particle 
in the cyclone. This suggests that equilibrium between the conveying gas and the 
particle from the ejector is attained early in its path through the cyclone, The particle 
probably loses most of its initial energy when it first interacts with the wall. The gas 
then resuspends the particle and subsequently its trajectory is dependent only on the 
gas velocity flow field and not the velocity at which it comes out of the ejector. In 
industrial practice particle velocities will be much lower. The important result is 
that these measured mean particle residence time results when particles are ejected at 
high velocity from the ejector are not expected to deviate from results under 
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conditions of normal industrial practice. The ejector velocity was made deliberately 
high to achieve sharp tracer changes for the stimuli-response experiments. 
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Figure 5.9~9 Effect of particle inlet velocity* on residence time 
*Ejector gas flow rate (SCFM: standard cubic per minute) 
5.9.7. Interaction of gas velocity and particle size 
-7scfm . 
lA15SCfmi 
Experiments were done with cyclone A where the residence time of smaller particles 
was measured at lower velocity and compared to the residence time of larger 
particles at higher velocity. Figure 5.9-3 showed that the residence time of particles 
increased with increase in particle size at a given gas tangential inlet velocity. 
Figure 5.9-10 shows that the interaction of the gas is more dominant than the particle 
size in determining the flow of these particles. From the results shown in Figure 
5.9-to when the gas tangential inlet velocity is held constant, silica gel particles of 
the smaller size range (212-425 tlm) are expected to have a lower residence time 
compared to the larger size range particles. However as shown in Figure 5.9-10, the 
influence of gas velocity change is much stronger than the effect of the small change 
5-29 
Results 
in size. These results illustrate the strong influence of the gas velocity on particle 
residence time. 
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Figure 5.9-10 Effect of gas velocity, particle size and solids feedrate on 
residence time 
Silica gel 
Cyclone: A 
9.8. Effect of cone angle 
Six different conical geometrical shapes were used and the properties are shown in 
Table 5.9-1. All these conical sections are connected to a cylindrical barrel of inside 
diameter 225 mm and of height 230 mm. All discharge openings at the bottom of 
the cones were the same size ( 85 rom). 
Table 5.9-1 Geometrical properties of conical sections used 
Cone Total angle (degrees) Height of cone (mm) Total Height of Cyclone (mm) 
A 10 790 1020 
B 14 560 790 
C 20 397 627 
D 28 280 510 
E 36 222 452 
F 42 190 420 
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The total height of the cyclone increases by about 143 percent from cyclone F to 
cyclone A. This same trend is not reflected in the mean residence time of particles 
in these different cyclones as shown in Figure 5.9-11. 
Figure 5.9-11 .L..IAA ..... '.,. of cone angle on residence time 
Sand particles: 250-500 ~m,; inlet gas velocity 20 mJs 
The dimensionless residence time ts/tg is plotted as a function of the dimensionless 
quantity SGL in Figure 5.9-12. 
A coefficient of slip ( ) can be estimated from Figure 5.9-12 and is equal to about 
tg 
0.11 for particles in cyclone F and 0.33 for particles in cyclone A. The "total 
velocity" of particles can be expressed in terms of the coefficient of slip and total gas 
velocity 
Vs = O.l1Vg (cyclone F) 
V, O.33Vg (cyclone A) 
on the basis that the paths are identical for gas and particles. 
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Figure 5.9-12 Dimensionless residence time as function of SGL for different 
cone geometrises 
The gas tangential velocity is approximately equal to the total velocity (ter Linden, 
1949, Kelsal, 1952). For a gas tangential velocity of 20 m S·l the total velocity of 
the particle could be estimated from this coefficient of slip. In cyclone F the particle 
velocity was approximately equal to 2.2 m S·l and about 6.6 m S·l in cyclone A. The 
velocity of particles in cyclone F was approximately 30 % that of particles in cyclone 
A. These results suggest a general and gradual decrease in particle velocity with 
increase in cone angle (Figure 5.9-11). The difference in mean particle residence 
time with cone angle for the same inlet conditions indicate different flow 
phenomenon in the different cyclones. 
5.9.9. Effect of humidity on residence time of silica gel particles 
Silica gel is hygroscopic and a substance for studies on drying of particulate 
materials. The impact of relative humidity and hence moisture content in the 
particles on residence time was investigated. Silica gel particles were exposed on a 
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screen to an atmosphere with a relative humidity (%RM) of about 85 per cent for a 
period of about 1 hour. The residence time of these particles in a cyclone was then 
measured. For these particles a mean value of residence time of 1.05 s was obtained 
compared to a mean value of 1.13 s for particles exposed to a normal environment 
with a relative humidity of about 24 per cent. 
5.10. Peelet Numbers 
The Peclet number is a dimensionless quantity obtained by the following expression 
Pe = transport rate convection = uL 
transport rate by diffusion D (5.10-1) 
where u is convection velocity, L is a characteristic dimension of the apparatus and 
D is the hydrodynamic dispersion coefficient D. 
The inverse of the Peclet number (lIPe) is plotted against the feed rate as shown in 
Figure 5.10-1. Figure 5.10-1 shows an increase in Peclet number with increase in 
feed rate. In this interpretation the outlying data point (Run 39) was ignored because 
of few particles collected (sometimes only two in each cell). These few number of 
particles would thus lead to erroneous number concentration of particles. 
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The effect of gas inlet velocity on the Peclet number is shown in Figure 5.10-2. In 
Figure 5.10-2 the inverse of the Peclet number is plotted against the gas inlet 
velocity. Peclet number decreases with increase in the gas inlet velocity. 
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A plot of the inverse of the Peclet numbers for different cone geometries is shown in 
Figure 5.10-3. The Peclet number increases with increase in the total included angle 
of the cone. The incidence of roping was found to increase with increase in cone 
angle. The increase in particle-wall interactions appears to result in a strong 
increase in the effective dispersion coefficient. 
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5.11. Effect of surface roughness on Particle Peclet number 
The conical section of a 20-degree cyclone (cyclone C) was coated with a 
monolayer of sand particles of size range 250-500 /lm. The residence time and 
Peclet numbers of sand particles were measured in this cyclone. The Peclet number 
of sand particles in a plain steel cyclone and a sand-coated cyclone are shown in 
Figure 5. 11-1. The Peclet number is higher for a plane mild steel wall compared to 
that for sand coated surface. It was also observed that ropes disappeared when the 
wall was coated with the sand. 
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Roping is characterised as flow in which particles travel collectively in thin strands 
in the wall region. The presence of roping was found to be a combination of various 
factors and variables. The variables, which were observed in the present study to be 
necessary for the formation of these ropes, are listed below 
(a) air inlet velocity 
(b) particle characteristics (size and mechanical properties) 
(c) cone angle 
(d) feed rate or solids-gas mass flow ratio (SGL) 
(e) coefficient of friction with the wall 
Detailed analysis of the phenomenon of roping is given elsewhere (§ 6-1). In the 
present section the general principles thought to be underlying the formation of these 
ropes and qualitative observations are presented. 
Wall flows of particles at high particle concentrations were experimentally observed 
to consist of ropes together with some particles travelling in dispersed state. There 
was no observed rope formation in the cylindrical section of the cyclone under all 
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experimental conditions of the present study. Observations through windows 
inserted in the conical sections by high speed video revealed that there was a particle 
concentration variation along the circumference of the cone. There was a high 
concentration of particles forming a rope, followed by very dispersed particles. This 
particle concentration profile is illustrated in Figure 5.12-1. 
Dispersed particles 
rope 
Figure 5. Particle concentration profile in cyclone conical section 
The high concentration particle phase constitutes the rope and the light concentration 
regions are the particles travelling in the dispersed state. The direction of gas flow is 
from left to right. 
In cyclones A to C particles travelled predominantly in a dispersed state although 
cyclone C with the 20 degree cone angle appeared to mark the boundary for roping-
non roping flow. In these cyclones faint ropes formed only at or towards the 
discharge end where particle concentrations became higher. Where ropes were quite 
distinct, especially for cyclones with cone angels above 20 degrees (cyclones D, E 
and F) when the air velocity was less than 10-m S-l the ropes were disrupted. It 
should be pointed out that the reduction in air velocity corresponded to reduction in 
the volumetric flow rate of the gas. For a given mass flow of solids, the net effect 
5-37 
Results 
was an increase in the solids-gas mass flow ratio (SGL). These observations were 
with sand particles of size range 150-210 and 250-500 !lm. No roping was observed 
with silica gel particles under the same experimental conditions. 
The gas inlet velocity controlled both the formation and flow of the rope. In cyclone 
E (36 degree cone angle) the rope could be observed through a window under 
continuous feeding conditions. However, when the feed into the cyclone was 
stopped the rope disappeared from the window. The rope was made to reappear 
against the window by increasing the gas inlet velocity to about 23-m S-I. Thus the 
gas velocity controlled the movement of the rope up and down the cyclone conical 
wall. 
Particles travelling in cyclone F formed ropes while there was absence of roping in 
cyclone A with a flow transition in between. Given the strong interaction between 
the particles in the rope it is likely that the velocity of a rope could be less than the 
velocity of particles travelling independently in a dispersed state. However the paths 
could be different in the two states, as discussed later. 
A qualitative flow mapping of rope-no rope flows is given in Figure 5.12-2. The 
region of no roping is extended to the right past 200 for silica gel particles and larger 
size sand particles in general. Conversely there would be a movement of the roping 
region to the left for small particle sizes for a given material. An increase in the 
SGL would also shift the roping region to the left. 
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Figure 5.12-2 Qualitative flow mapping of roping with change in cone angle 
and gas velocity; sand: size range 250-500 mIn; feed rate 9 g S-l 
5.13. Particle IILIII1IO"" • .,.-, Phenomena 
The nature of interaction of a particle with a wall is a function of the mechanical and 
surface properties of both the particle and the wall. These interactions govern the 
post collision transport processes of these particles in the gas phase. The collision 
forces at impact thus affect the motion of the particles. 
The behaviour of particles when they bounce off from a plain mild steel surface or a 
rough wall was investigated in this study. The particulate materials used in this case 
were sand, glass and silica gel particles. Particles were dropped freely from a height 
of about 40 cm to strike a 1.5 mm thick smooth plane mild steel plate inclined at an 
angle of about 35° to the horizontal. The material was the same as that used in the 
construction of the cyclones. The action was recorded by a Sony Hi-8 camcorder at 
1 
a shutter speed of -s. At this shutter speed the particles appeared as streaks 
215 
enabling the velocities to be determined. Later the recording was replayed and 
images captured using the Optimas" image grabbing software. Figure 5.13-1 shows 
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the bouncing of silica gel particles of size range 700-850 ~lm and illustration of this 
phenomenon is shown in Figure 5.13-2. The average velocity of a particle just 
before impact was about 2.15 m S·l. These particles are reflected with an average 
velocity of 1.13 m S·l. Although all the particles impact from a vertical plane with a 
uniform velocity and angle of incidence there is a wide scatter in the reflected angle. 
The angles of the reflected particles range from 87° to about 17° with an average of 
47° measured from the normal to the plate. The incident angle of the particles is at 
an angle of about 35° from the normal. The scatter in velocity is probably due to 
irregularity of shape of particles and surface roughness on the steel plate. 
Figure 5.13-1 Silica gel particles bouncing from a mild steel plate inclined at 
35° Size range: 850-1000 J.!m 
Using the average values for the angles and velocities the coefficient of restitution 
between the silica gel and the steel surface is given by: 
e = 
1. 13Cos(47) = 0.44 
2.1SCos(3S) (5.13-1) 
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The definition of the coefficient of restitution used here is that of the ratio of the post 
and pre-collision normal velocity components. The range of values for the reflected 
angles represents a range of values of coefficient of restitution from 0.03 to 0.61. A 
corresponding range in particle reflected total velocity is from 0.56 to 1.36 m S·l for 
the low and high values for the coefficient of restitution respectively. 
y 
x 
Figure 5.13-2 Bouncing of Silica gel particles from a mild steel surface 
The bouncing of silica gel particles of size range 700-850 Ilm on a mild steel plate 
inclined at an angle of 30° is shown in Figure 5.l3-3. In Figure 5.l3-4 sand 
particles of size range 250-500 Ilm are shown bouncing from the same steel plate are 
as well and in Figure 5-13-5 glass beads are shown. Glass beads have a very highly 
regular spherical shape compared to silica gel but when they bounce from a similar 
surface they show the same scatter compared to silica gel particles. This would 
therefore suggest that the scatter in the angle of reflection is more likely to be caused 
by a surface irregularity on the steel surface or particle. Although the mild steel 
plate appeared smooth and rust free surface microscopic imperfections are likely to 
be present. 
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Figure 5.13-3 Silica gel bouncing from a mild steel plate 
Size range: 700~850 ~lm 
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Figure 5.13-4 Sand particles bouncing from mild steel plate inclined at 30° 
Size range: 250-500 fllTI 
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Figure 5.13-5 Glass beads bouncing from mild steel plate 
Size: 500 ~m 
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Collisions between glass or silica gel and a mild steel plate are more elastic 
compared to collisions between a sand particle and the same steel plate. This is 
shown by the higher post-collision velocity components perpendicular to the plate 
compared to sand particles that have a very low post-collision velocity component 
perpendicular to the plate . The coefficient of restitution for sand with a mild steel 
surface is lower compared to that for silica gel and is about 0.3 compared to 0.7-0.8 
for silica gel and glass. This implies the collision of sand with a steel surface is 
highly inelastic and damped . 
The case of particles bouncing on a clear mild steel plate is an ideal one . In reality 
when particles are travelling in the cyclone a layer of particles can cover the wall 
and therefore when a particle strikes the wall region it may impact on a particle at 
the wall. As a simplification this surface layer of particles is a rough surface. 
To create this rough surface layer a mild steel plate was coated with a thin layer of 
glue, and sand particles of size range 250-500 ~m were sprinkled to create a 
monolayer of sand particles. Particles were again dropped from a height of 40 cm as 
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described above. The highly regular pattern of the reflected paths of silica gel 
particles when bouncing off from a plain surface as shown in Figure 5.13-1 and 
Figure 5.13-3 can be compared to the irregular pattern as shown in Figure 5-13-6 for 
a rough sand coated surface. Figure 5-13 -7 shows the bouncing of sand particles on 
a rough sand coated surface. Comparison of Figure 5-13-7 with Figure 5-13-6 for 
silica gel shows that for the same surface roughness sand particles bounce off in a 
more ordered pattern. The highest angle at which the particles reflect from the 
surface as measured from the steel surface counter clockwise is about 130° for silica 
gel and 55° for sand. The silica gel collision highlights the possibility of coefficient 
of restitution greater than one as reported by Matsumoto and Saito (1970). 
Figure 5.13-6 Silica gel bouncing on sand coated mild steel plate 
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Figure 5.13-7 Sand particles bouncing off from rough sand coated surface 
Size range: 250-500 .)..lm 
The collisions of these particles with the wall are accompanied by a loss in kinetic 
energy. This loss in energy is related to the coefficient of restitution and coefficient 
of friction for the collision process. The coefficient of restitution and coefficient of 
friction are necessary to describe the flow of particles in the cyclone (§ 6). 
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6.1. Roping Phenomenon along a Wall 
Roping is described as particle flow in which the particles are concentrated in thin 
rope-like suspensions. This phenomenon has been observed usually close to the wall 
in gas-solids suspensions along pipe bends and in cyclones. The other type of flow 
in which solids are not concentrated into ropes and behave more or less 
independently of each other will be referred to as the dispersed state. Experimental 
evidence suggests particles flow in a cyclone by either roping or in a dispersed state. 
To investigate these roping phenomena six conical sections with the following total 
included angles 10, 14, 20, 28, 35 and 42° were fabricated. The dimensions and 
drawings are given in the Appendix 9C. Letters A to F will identify the different 
cones respectively. Glass windows were fitted on the sides of the conical sections to 
enable visual observation. 
It was observed that there is a change in flow behaviour as the cone angle was 
increased. Four variables were found to influence this flow behaviour and these 
variables were particle concentration, particle characteristics, cone angle and 
airflow. In order to minimise the variable levels one set of observations were made 
with sand of size range 250-500 Jlm flowing at 11 g S·I and air flowing at 0.099 m3 
S-I. Under this set of conditions no roping was observed in cyclones A to C, 
although close to the apex (discharge end) particle concentration increased resulting 
in formation of some ropes. With cyclones D and E roping appeared in the main 
conical section. In cyclones A to C, particles that were moving in the conical 
section were immediately drained into the dust collection hopper when feed was 
stopped but gas flow continued. However, with cyclones D and E when feed was 
discontinued the ropes did not drain into the dust collection hopper but moved up 
about 70 to 100 mm from the apex. This roping persisted without continuous solids 
feed for run times of up to 10 minutes after which the airflow was stopped. Ranz 
(1985) observed that when dust feed was stopped abruptly the spiral patterns or 
ropes persisted briefly on the cone, fading away in a few seconds. The observations 
mentioned in this study are not at variance with those of Ranz (1985) but emphasise 
the change in flow pattern with change in the cone geometry. In all the cyclones 
there was no roping observed in the cylindrical section of the cyclone. 
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With cyclone F when the solids feed was stopped and the airflow maintained for a 
period of about 10 minutes, the ropes were also maintained in the main conical 
section. Later when the airflow was stopped and the solids drained into the dust 
collection hopper a particle boundary layer remained in the cone. This particle layer 
marked the original path of the rope. Figure 6-1 shows the existence of a fine layer 
of particles (white spiral) remaining on the wall for the 42-degree cone. 
Figure 6-1 Sand particle layer remaining in cyclone F after air flow was stopped 
The image was taken from the top of the cyclone looking down into the conical 
section when the feed and airflow had been stopped. Solids feed to the cyclone had 
been maintained at a rate of about 11 g S-l of sand particles of size range 250-500 
j.lm. The gas tangential inlet velocity was 20 m S-l. After a continuous run of 
about 10 minutes both solid and gas flows into the cyclone were stopped. The wall 
particle layer marks the rope path in the cyclone. At first it was suspected that this 
particle boundary layer could be attributed to effects of electrostatic forces. If this 
was the case then the roping phenomena could also be due to electrostatic forces. In 
order to isolate the effects of electrostatic forces, the cyclone was well earthed and a 
similar run was repeated. It was observed that after earthing of the cyclone there 
was no change in the solids flow pattern. The same roping phenomenon was 
observed with the earthed cyclone. On shutting down the flow to the cyclone the 
particle layer was stil1 observed. A particular run was also carried out whereby the 
earthed cyclone was fed with metal filings. Metal particles have a high conductivity 
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and therefore would prevent any charge build up in the system. The roping pattern 
was also observed in this case. This evidence therefore suggested that the formation 
of the particle boundary layer could not be attributed to the effects of electrostatic 
forces in this particular case. This remainder particle layer was not observed in 
runs with conical angles of less than 42°. This existence of the particle layer 
coupled with the fact that the incidence of roping increased with increase in cone 
angle, would suggest that roping phenomena could be due to the effect of wall 
friction and higher centrifugal forces. 
The coefficient of sliding friction for these sand particles was found by tilting a mild 
steel plate and recording the angle at which the particles began to slide. The onset 
of sliding was found at an angle of 20° from the horizontal. The coefficient of 
sliding friction was therefore determined to be 0.36, from 
This figure would suggest that the particle layer remaining on the cyclone wall could 
not exist purely on the basis of friction alone. The existence of this layer could be 
attributed to surface imperfections or cohesive molecular forces (van der Waal's) 
since the particles in the boundary layer are very fine. 
As stated before, for a given set of operating conditions the incidence of roping 
increased with increase in cone angle. With the tangential air inlet velocity at about 
20 m S-l no roping was observed in cyclones A to C. Figure 6-2 shows flow of 
sand particles of size range 250-500 !lm in cyclone B at a feed rate of about IIgs-I, 
It is apparent there is little evidence of roping. The blanket white background on 
the wall is the sand particles reflecting light. This type of flow is what will be 
referred to as dispersed flow. A similar photograph is shown in Figure 6-3 for flow 
in cyclone C. 
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Figure 6-2 Flow of sand particles in cyclone B (cone angle 14°) 
Figure 6-3 Flow of sand particles in cyclone C (cone angk 20°) 
As shown in Figure 6-3 there is some evidence of roping in cyclone C especially 
towards the bottom discharge of the cyclone. Under the same operating conditions 
the incidence of roping can be more pronounced when the cone angle is increased. 
Figure 6-4 and Figure 6-5 show very clearly defined ropes in cyclones D and E that 
have 28° and 36° cone angles respectively. Thus Figures 6- ] to 6-5 progressively 
show the occurrence of roping when the cone angle is increased while other 
parameters like air flow, feed rate and particle characteristics are held constant. 
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Figure 6-4 Flow of sand particles in cyclone D (cone angle 28°) 
Figure 6-5 Flow of sand particles in cyclone E (cone angle 36°) 
Although cyclone B shows no roping under the given conditions it was found that 
roping could also be triggered by increasing the airflow for the given solids feed 
rate. While high airflows promoted the onset of roping it was also found that where 
ropes existed when gas tangential inlet velocity was at 20 m S-l, the ropes were 
found to disappear when the tangential inlet velocity was dropped to below 10 m S-l. 
An increase in the centrifugal force would result in both an increase in normal 
contact force on the wall and an increase in the component of force acting up the 
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wall. There is therefore an increase in the frictional force acting on the particle. 
One possibility is that the centrifugal force alters the flow pattern by increasing the 
particle interaction with the wall. The other is that the particle motion down the 
wall is opposed by the centrifugal component. If we suppose that with different 
cones, for a given radius the gas velocity Vg close to the wall remains constant 
(albeit a small fraction of the former), then the centrifugal force on a particle will be 
constant. The different cone angles will then alter the components of this acting 
normal and along the wall. The net result of this increase in the component of the 
centrifugal force up the wall is that the particle is pushed up the wall or hindered in 
its travel down the wall. This action may cause an accumulation of particles and 
result in formation of particle clusters or ropes. 
This phenomenon was observed with the 14° cone where no roping occurred at all 
when the gas inlet velocity was below 10 m S-l but ropes formed in the upper cone 
when the gas velocity was above 30 m S-l. 
A grid was marked on the inside wall in the 36°-angle cone in order to understand 
this roping behaviour. The following observations were for a non-continuous feed 
run and therefore were only made on the inventory of solids held in the cyclone 
after stopping the feed. When air inlet velocity was decreased to values below 10 
m S·l ropes were found to disappear and the particles where dispersed on the walls 
of the cyclone. However when air velocity was increased above 10 m S·l up to 35 m 
S·l the particles were found to move up against the grid to form a rope. To preclude 
the possibility of solids elutriation from the bin the bin was emptied whilst the solids 
were circulating in the cyclone. During this period there was no observed change in 
flow pattern when the discharge end was at atmospheric pressure. When the bin 
was reinstalled there was no accumulation of the solids whilst the airflow was 
maintained. When feed to the cyclone was resumed the length of the rope was 
rebuilt and observed to stretch to the apex of the cone before discharging into the 
dust collection hopper. Using the horizontal grid as reference it was also found that 
the angle the ropes makes with the horizontal decreases to almost zero close to the 
apex (in 36 degree cone). This can be explained by the increase in the upward 
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directed component of the centrifugal force parallel to the wall as the radius is 
decreased. 
While the above observations are applicable to sand, the same solids flow behaviour 
was found not to be applicable to the flow of silica gel. Silica gel showed no 
tendency for any roping. When the cyclone was operated with sand, a large 
inventory of solids was retained in the cyclone to the extent of maintaining the rope 
formation. However with silica gel, when solids feed was stopped all the particles 
in the conical section were drained into the dust collection hopper. 
The density of silica gel is about 1200 kgm-3 and is about half that of sand which is 
approximately 2600 kgm-3. The centrifugal force is given by the following 
expression 
The component of the centrifugal force acting up parallel to the wall is 
Fesina, where a is half the total included angle of the cyclone cone. 
(6-1-1) 
For particles with the same velocity the centrifugal force acting on a sand particle 
would therefore be about twice that acting on a silica gel particle. Therefore the 
normal component of the centrifugal force and the component of the gravitational 
force for a sand particle will also be twice that acting on a silica gel particle. Silica 
gel will also have a relatively shorter response time to the gas drag. The response 
time is given by the following expression (Stock, 1996) 
(6-1-2) 
where K, ;:::: f(Re) and K = 1 for the Stokes regime and Re is the Particle Reynolds 
number. 
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The response time of sand is therefore approximately twice that of silica gel for the 
same particle size and particle velocity. 
The properties of sand and silica gel particles are different. Silica gel particles 
have a higher coefficient of restitution compared with sand (ref. § 5.13). Given 
their higher coefficient of restitution, the collisions of silica gel particle with a wall 
will result in higher rebound velocities and lower energy losses compared to sand 
particles. Sand particles stay closer to the wall and provide an inelastic collision 
surface for more incoming particles. 
The trajectory of a particle is also a function of the ratio C of the centrifugal force 
component up the wall and the component of aerodynamic gas drag force acting in 
the opposite direction down the wall, where C is given by 
c a 
(6-1-3) 
where Vg , vP" Wg and Wp are the gas tangential velocity, particle tangential velocity, 
gas axial velocity and particle axial velocity respectively. a is half the total included 
angle of cone. 
The ratio of the centrifugal force to the drag force up/down the wall can be reduced 
to the following equation when all other factors except particle density, cone angle 
and radius are taken as constant 
c = K _P,-P ta_n_CI.. 
R (6-1-4) 
The ratio C increases with increase in cone angle and decrease in radius R. 
Equation 6-1-4 is a better representation compared to Equation 6-1-2 as it shows the 
dependency on the cone angle as well as radius. 
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Thus while sand particles form well-defined ropes in a 42° cone cyclone, silica gel 
particles in the same cyclone travel in a dispersed state as shown in Figure 6-6. It 
is interesting to note that although the particle trajectories are oriented in random 
directions the average angle of the trajectories is very small. 
The inside conical section of cyclone 0 was covered with a thin layer of glue. Sand 
particles of size range 250-500 flill were sprinkled over the glued surface to form a 
rough monolayer of sand particles. 
Figure 6-6 Silica ge1 particles in a 42°-cone cyclone, viewed through a window in 
the cone wall. Exposure time (1/215)s , Gas inlet velocity 20 ms-I , Scale 1: 1 
Size range: 250-500 flm 
When sand particles of the same size range as the coating material was fed into the 
cyclone at 9 g S-I no roping was observed. This can be contrasted with the case 
when roping was observed in the same cyclone before the walls were coated with 
sand . It appears that the rough sand coated surface did inhibit or rather did not 
promote the occurrence of roping implying that friction by itself is not the cause of 
roping in flow of these particles. 
Observations of the rope by eye were extremely difficult, as the ropes appeared to 
be spirals moving up and down. To aid in the observation of the rope a high frame 
rate JC Lab HSC- 250x2 video camera with an HSR-200s high-speed recording 
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video recorder capable of recording at speeds of up to 200 frames/s was used. It 
was found that the rope is not continuous but rather it breaks down as it moves 
along the wall of the cone, forming a lead and taiL This is contrary to what is 
reported by Kiselnikov et aL (1971) who found the rope to be continuous. It is not 
strange therefore to come to this conclusion without probably the aid of a high-speed 
camera. The discontinuous nature of the rope is chronicled by a series of time 
coded photographs shown from Figure 6-7 to Figure 6-15 for cyclone D. The time 
interval between successive frames is 0.017 s. Figure 6-7 is taken as the base with 
time = Os. The lighter regions show the existence of sand. As time progresses the 
movement of the sand can be followed. Distinct tails of the rope can be seen in 
these figures. The rope shown in Figure 6-7 completely discharges into the dustbin 
after a time of 0.13 s (Figure 6-14). As the first rope completely discharges 
another one is following its wake (Figure 6-15). 
A time plot of concentration of particles at the solids discharge end of the cyclone 
can also show the intermittent nature of the rope. The particles are collected at the 
discharge end of the cyclone by a sampling nozzle as described in the experimental 
section (Chapter 2). Figure 6-16 shows the distribution of particles for cyclones B 
and E. For cyclone E where ropes occur there is a wide variation in the number of 
particles collected compared to cyclone B that shows little or no roping where the 
particle distribution is fairly uniform. 
6-11 
Modelling of Particle Flow 
Figure 6-7 Flow of sand in cyclone D; time = Os 
Figure 6-8 Flow of sand in cyclone D; time = O. 02s 
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Figure 6-9 Flow of sand particles in cyclone D; time = O.OSs 
Figure 6-10 Flow of sand particles in cyclone D; time = O.07s 
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Figure 6-11 Flow of sand particles in cyclone 0; time = O. 08s 
Figure 6-12 Flow of sand particles in cyclone D; time = 0.1 s 
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Figure 6-13 Flow of sand particles in cyclone D; time = O.12s 
Figure 6-14 Flow of sand particles in cyclone D; time = O.Bs 
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Figure 6-15 Flow of sand particles in cyclone D; time = 0.15s 
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These observations were at a gas inlet velocity of 20 m sol with sand of size range 
250-500 )..tm and flow rate of about 11 g sol. For the six different conical sections 
investigated with a range of total included angle from 100 to 42° the mechanism of 
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particle travel was found to change from bouncing where the particles were 
seemingly well dispersed, to flow where the particles formed strands moving along 
the walL Particles in the strands maintaining contact with the wall can be treated as 
sliding and this is the phenomenon of roping as discussed and illustrated (Figures 
6-7 to 6-15). For a given gas flow rate an increase in cone angle is also 
accompanied by an increase in the centrifugal force acting on a particle at a 
particular radial distance. The 20° cone was found to be transitional for non-roping 
(ie. dispersed) to roping. Fully developed ropes with diameters of about 15mm 
were observed with the 36°-angle cone. The non-rope phase can be said to travel in 
the cyclone by bouncing on the walls as the particles are spread on the walls. This 
is in contrast to roping where the particles are concentrated in narrow bands with 
significant inter-particle interactions and particle-wall interactions. However, when 
the cyclone was fitted with a conical section with an included angle lower than 20° 
roping was also observed to occur by increasing the gas inlet velocity. This was 
observed with the 14° cone where no roping occurred when the gas inlet velocity 
was below 10 ms-I . 
It is important to understand these two different mechanisms, as the nature of the 
flow would impact on heat transfer between wall and particles. the particles are 
sliding on the wall there is good heat transfer between the wall and the particle and 
this situation is obtained in roping travel where a significant proportion of the 
particles will always be in contact with the wall. However if the particle is 
repeatedly bouncing on the walls the mechanism of heat transfer will be different as 
the contacts between the wall and the particle are expected to be of short duration. 
Although particle-particle interactions also occur it is highly unlikely a significant 
amount of heat will be exchanged by this mechanism. On the other hand transfer 
between air and the particles is likely to be higher for cases in which particles travel 
in a dispersed state as compared to the roping mechanism. 
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6.3.1. Velocity of rope 
Photographs taken with the high-speed camera were used to estimate the total 
velocity of the rope for a continuous feed of about 9 g S-I at a vertical position about 
one-third the height of the conical section from the apex (discharge end of cone) in 
cyclones D to F . It was not possible to obtain the complete velocity flow field 
because of the limited field of view. Analysis of the high-speed video recordings in 
the case of cyclone F (42°- cone) showed that particles closer to the wall travelled at 
lower velocity and particles on the wall had zero velocity. The average velocity of a 
particle can be assumed to be equal to the velocity of the rope. Figure 6-17 to 
Figure 6-20 show the pairs of photographs with a time difference of 0.0167s . The 
rope tail at time = Os is identified by position A and after time = 0.0167s the new 
position is identified by B. The distance (L) the rope travels in this time interval is 
measured and the velocity V is calculated from 
L 
V = ms- I 
0.0167 (6 .1-5) 
L is the projected distances of the rope on the waH. 
A: time = 0 B: time = 0.017s 
Figure 6-17 Rope in cyclone D 
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A: time = Os B: time = 0.0167s 
Figure 6-18 Rope in cyclone E 
A: time = Os B: time = 0.0167s 
Figure 6-19 Rope in cyclone F (sand 250-500-jJm) 
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A: time = Os B: time = 0.0167s 
Figure 6-20 Rope in cyclone F (sand 150-21O-,~lm) 
The Motion Analysis tool of the Optimas'" (ver. 5) image analysis software evaluated 
the velocity of the rope. The velocity of the rope was also evaluated manually from 
Figure 6-17 to Figure 6-20. The results of velocity calculations are shown in Table 
6-1. 
Table 6-1 Total velocity of sand particles in ropes in different cyclone geometries 
Size range: 250-500 ~m 
Gas tangential inlet velocity = 20 m S·l 
Angle of Cone Velocity (ms· l ) 
(degrees) Optimas "' Calculated 
20 4.6 -
28 4.2 3.5 
36 4 .2 3 
42 3.2 2.5 
The velocity of the sand particles of size range 150-210 Ilm in the 42 degree cone 
cyclone under the same conditions as above was 5.1 ms· l . As shown in Table 6.1 as 
the cone angle is increased there is a corresponding decrease in the particle velocity 
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in the cyclone. When the cone angle is increased by 50 % from 28° to 42° the 
velocity decreases by approximately 25 % . When the average particle size is 
decreased by almost half from a size range of 250- 500 11m to 150- 210 /lm the 
average particle velocity is increased by the same factor. The angle of the rope with 
the horizontal is estimated at no more than 5° from the horizontal in the 42-degree 
cone. 
The above velocities for sand particles of size range 250-500 11m are estimated for a 
rope. The velocities of individual silica gel particles of size range 250-500 /lm in a 
42° cyclone were measured from Figure 6-6, which showed the streaks of individual 
particles. An average particle velocity was estimated to be about 2 ms-1 and 
inclined at an average angle of about 7,5° from the horizontal. Figure 6-6 shows 
wide variation in angle, some moving up, and some moving down resulting in 
dispersion. 
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6.2. Sliding Particle Model (SPM) 
The work of Lebedev et al. (1979) is a pioneering work on the modelling of 
particulate flow in a cyclone. In his model Lebedev (1979) considered a particle 
sliding on the wall of the cyclone. As flow in a cyclone is chaotic in nature any 
modelling of particulate flow in these systems has to be based on assumptions which 
can only be postulated through experimental observations. In an earlier paper 
Kiselnikov et al. (1971) provide an experimentally based concise description of the 
movement of particles in a cyclone and the forces influencing the behaviour of these 
particles. The main forces influencing the trajectory of the particles in the cyclone 
were taken to be the aerodynamic gas drag force FD, centrifugal force Fc, 
gravitational force Fg, frictional force Ff and the normal reaction force FN. In this 
work, Lebedev et al. did not consider the mutual interactions between particles. 
Each particle was therefore assumed to behave independently of its neighbours. 
Fc 
Figure 6-21 Force acting on a particle, as used by Lebedev et al. (1979). 
A physical model showing the forces acting on a particle on the wall of the cyclone 
is given in Figure 6.21. In Figure 6-21, a is the angle the cone makes with the 
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verticaL In their treatment Lebedev et al. (1979), Lebedev et al. (1987) and 
Smirnov et al. (1990) also consider the buoyancy force acting on a particle. 
However, for this work the Archimedes force will be neglected as it constitutes only 
about 0.1 % of the force of gravity for silica gel which has the lowest density. 
Where particles are travelling in a rope a force balance can also be made on an 
element of the rope as shown in Figure 6-22. 
Fn 
Ff 
Figure 6-22 Force balance on rope 
S is the shear stress due to (a) particles landing from the free stream and (b) gas 
drag force, Fn is the normal reaction force on the wall of the cyclone cone, Ff is the 
frictional force, g is the gravitational force and Fe is the centrifugal force. 
Under steady state conditions a force balance can be made on the rope as shown in 
Figure 6-22. If we consider a differential element of the rope of plan area 8A and 
thickness 8L, then the volume of this element is 8A8L. A force balance can be 
made on this element. It can be assumed that a dynamic equilibrium also exists due 
to the simultaneous lift off and deposition of particles on the rope. 
The state of eqUilibrium can be described parallel to the wall along the line of the 
conical generator by the following equation, for a generalized steady state flow, 
equating the downward gravity force with the forces acting upwards; 
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(6.2-1) 
where cg is the voidage, pp is the particle density, and FN is force per unit mass 
The forces in Figure 6.21 can be given by the following expressions based on unit 
mass: 
Now if we assume a single particle then S8A = FD (if the impaction of incoming 
particles is ignored). 
Aerodynamic drag force (for a sphere): 
(6.2-2) 
CD is the drag coefficient, dp is the particle diameter, pp is the particle density and pg 
is the density of air, Vrel is a relative velocity vector quantity and is given by 
Vrel = V - Vp 
Gravitational force: f~ = g 
Centrifugal force: 
V 2 F =_P-
C R 
2 
Normal reaction force: FN = gsina + cosa 
R 
Frictional force: 
The equations of motion can be written in polar cylindrical coordinates 
z, r, cpo 
In the axial direction: 
In the tangential direction 
(6.2-3) 
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with W=dz 
dt' 
v = Rd<p 
dt 
and U dR 
dt 
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(6.2-4) 
(6.2-5) 
Vg, Wg and Ug are the gas velocity components in the tangential, axial and radial 
directions respectively while Vp, Wp and Up are the particle velocity components in 
the tangential, axial and radial directions respectively. 
The system of equations was solved numerically and the experimental data was 
stated to be in good agreement with the mathematical model (Lebedev et al. 1979) 
although detailed results were not presented. 
In their solution Lebedev et al. (1979) did not consider the effect of solid particles 
on the gas velocity profile. The strong coupling between the particulate and gas 
phases in cyclone two phase flow is well documented in literature (Yuu et al. 1978; 
Parida and Chand, 1980). This exchange of energy between the two phases results 
in a decrease in the tangential velocity of the gas. Smirnov et. al (1990) in their 
analytical study correct for this exchange in kinetic energy in their calculation of 
tangential velocity. 
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Cremasco et al. (1996) using a model based on Lebedev (1979), present a model for 
the flow of particles in a cyclone reactor, In their model Cremasco et aL (1996) 
consider the effect of particles on the friction coefficient between the solid particles 
and gas phases by introduction of the porosity function. The gas friction coefficient 
on the wall is given by an empirical correlation valid for gas Reynolds numbers 
greater than 1000. This model assumes that the particle velocity vector is in the 
same direction as the gas velocity vector. Experimental evidence in this work 
suggested that the particle flow pattern was a function of the angle of the cone. It is 
therefore important to incorporate the necessary boundary conditions to take account 
of this change in flow. 
Cremasco et al (1996) also assume, as did Lebedev (1979) that the particles travel 
on the wall of the cyclone. Silva and Nebra (1994) use the experimental evidence of 
Ranz (1985) to justify this approach. Ranz (1985) in his study of wall flows in 
cyclones observed and documented a photograph of the spiral pattern of particles 
flowing on the wall of the cyclone. Similar observations were made in this study, 
and several other authors (Lebedev et aL 1971; Yuu et al. 1978; Rajendra and 
Abrahamson 1994) also report this phenomena. Figure 
patterns otherwise known as ropes. 
shows the spiral 
6-26 
Modelling of Particle Flow 
Figure 6-23 Spiral patterns in Cyclone 
The photograph in Figure 6-23 was taken from the top of the cyclone as was the 
case with Ranz (1985) and clearly shows the spiral patterns on the wall of the 
cyclone. Examination of the photography from a macroscopic point of view will 
seem to lend credibility to the theory that particles slide on the wall of the cyclone. 
However closer photographs identifying the individual particles were taken from the 
bin of the cyclone. The experimental set-up for this facility is shown in Figure 6.24. 
These photographs clearly show that at the discharge end of the cone, the majority 
of particles do not slide on the wall but actually travel by bouncing from the wall 
when the angle of the cone is less than 20°. Figures 6.25 and 6.26 show the sand 
and silica particles just before their exit from the cyclone into the dust collection 
hopper. 
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Figure 6-24 Set-up for photographs taken at apex of cyclone 
Figure 6-25 shows that for the cyclone with a cone angle of 14°, sand particles of 
size range 150-210 11m are confined to a radial distance of about 10 mm from the 
wall boundary. Figure 6-26 shows the result for silica gel where the particles are 
within a radial distance of about 16 mm from the wall boundary. 
This scatter of particles depends on the interaction between the particles and the 
wall. Silica gel particles are more scattered due to their high bounce when 
compared to the sand particles. 
As the centrifugal force is directly proportional to the density for a given particle 
size and particle velocity, the centrifugal force acting on a sand particle is about 
twice that acting on a silica gel particle of similar size. In the presence of a few 
particles on the wall the particles bounce off from the wall of the cyclone at a large 
angle. 
Observations of particles in the cyclone also where made from the top of the vortex 
finder through a glass window. The trajectories of silica gel particles, especially in 
the size range 700-850 11m were observed to cross as far in as the inner vortex of 
the cyclone. However when the number of particles is increased inter-particle 
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interactions are expected to influence the angles at which the particles can bounce 
off from the wan, decrease them and thus influence the particle trajectories. The 
tangential inlet velocity for the images shown in Figures 6.25 and 6.26 was 20 m S·I. 
It is expected that as the tangential velocity is further increased, the resultant 
increase in the centrifugal force will cause particles to stay close to the wall 
approaching sliding motion. However the practical limit for the gas inlet velocity 
into cyclones in normal operation is below 20 m S-1. 
Figure 6-25 Sand particles at the apex of cyclone viewed from the dust collection 
hopper, for a gas inlet velocity of 20 m S·1 and sand loading of 12 g S-l; 
Cone angle 14° 
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Figure 6-26 Silica gel particles viewed from the dust collection hopper 
When particles are acted upon by a centrifugal force there is an opposing drag force 
due to the radial gas drag. In the radial direction the motion of the particle in free 
flight after a contact with the wall is governed by the following equation 
dU V 2 
-p =-P--lC ~V (U - U ) dt R 4 J) d rei g P 
P p p 
(6 .2-6) 
While the work of Lebedev (1979) is a milestone in modelling particle flow in a 
cyclone, the limitation of the model (Lebedev, 1979) is clearly obvious . It has been 
shown that during passage of particles through a cyclone there is significant 
mechanical interaction between the particle and the wall. As the particles interact 
with the wall in the form of bouncing they will have a path and velocity quite 
different from that of constant contact with the wall . Instead of experiencing 
constant friction with the wall, they lose kinetic energy at each interaction . This 
different mode of travel will therefore influence the particle residence time. 
Therefore any model which attempts to physically represent the actual flow of 
granular material in the cyclone should consider the phenomenon of particle 
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bouncing on the walls. There is a need therefore to find a model that will 
complement the work of Lebedev (1979). 
As a preliminary to development of a model that takes account of the bouncing 
behaviour of particles it was necessary to look at simple cases of the bouncing 
phenomena itself. To investigate this bouncing phenomenon, simple bouncing tests 
were performed 'by dropping the particles on to an inclined steel plate (§ 5-13). 
Information gained from these simple bouncing tests could also provide answers to 
trends in experimentally measured particle residence times in the cyclone and supply 
parameters for a numerical model. 
When a stream of sand particles strike a surface they remain close to the surface on 
reflection. These inelastic collisions between the wall and the sand particles have the 
effect of maintaining a layer of particles on the wall. Subsequently more particles 
coming from the free stream have their kinetic energy absorbed by this initial layer 
resulting in an accumulation of particles, The collision of a particle with a surface 
randomly composed of similar particles is highly inelastic (White, 1986). The 
collision with a fixed layer will also be different with a loose layer, as the latter will 
tend to move after a collision and therefore absorb more energy. 
For the particles sliding on the wall, frictional force between particles is significant 
and should result in a slowing down of the particles. In addition to the mechanical 
interactions between the particle and wall there is also an alteration of 
hydrodynamic forces when the particle stays in the wall region (Figure 6-27). Drag 
force acting on particles in the wall boundary layer is lower compared to that acting 
on particles in the free stream. Hence particles travelling close to the wall are likely 
to be travelling slower compared to the dispersed phase. 
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Particle -----1 ........ IIIII'"-__ A. 
Hydrodynamic 
Boundary layer 
Figure 6-27 Mechanical and hydrodynamic particle and wall interactions for a 
bouncing particle 
White (1986) developed simple empirical expressions for the relationship between 
the impact and lift-off velocities and angles respectively for the bouncing of sand 
particles on a surface of like fixed particles. The relationships are 
)] (6.2-7) 
(6.2-8) 
where Vw is in cms-l and Vimp is in cms-1, a IMP and CiLo are in degrees. 
The impact and lift-off velocities and angles as defined by White (1986) are shown 
in Figure 6.28. 
Vimp 
Vw 
Figure 6-28 Impact and lift-off velocities and angles terminology used by White 
(1986) 
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The velocity at impact Vimp (ref. § 5.13, Figure 5.13-7) could not be determined 
from our experiments. However simple calculation was made for free fall from rest 
400 rnrn above neglecting drag force, to give an impact velocity of 2.8 ms-1 from 
V = ~2 gh. The impact angle airnp was measured from Figure 5.13-7 and found to 
be 50°. Equation 6.2-8 was applied to determine the lift of angle aLO and yielded a 
value of 75° for the lift off angle. Although Figure 5.13-7 is not very clear a limit 
can be drawn for the largest angle possible and this is about 60°. For sand particles 
on a steel surface (Figure 6.13-4) the maximum measured lift off angle is about 50° 
which can also be compared to the calculated angle from Equation 6.2-8 which yield 
a value of 75°. There is discrepancy between the correlations of White (1986) for 
the lift-off angles and velocities and the experimental quantities found here. 
The lift-off or reflected velocity and lift-off angle of a particle is dependent on the 
coefficient of restitution between the particle and wall. The velocity change of the 
particle in the direction of flow is a function of the coefficient of friction and the 
velocity change perpendicular to the direction of particle flow. Silica gel particles 
on account of their high coefficient of restitution will bounce off at a large angle and 
therefore the momentum change in the direction normal to the impact plane is large. 
The momentum change in the direction of flow (parallel to plate) is a product of the 
momentum change in a direction normal to the plate and the coefficient of friction. 
The coefficient of friction between silica gel particles and mild steel is lower 
compared to that between sand particles and mild steel (ref. § 5.13). From the 
simple bouncing tests as illustrated in Figures 5.13-3 and 5.13-4 it can be deduced 
that the momentum change perpendicular to the plate is higher for silica gel 
compared to sand. Therefore the momentum change parallel to the plate will be 
higher for sand compared to that for silica gel because of the higher coefficient of 
friction and y-momentum change for sand. Therefore when sand and silica gel 
particles are travelling in a cyclone, sand particles will lose a larger proportion of 
their initial energy at each impact. Sand particles are therefore expected to travel at 
a lower velocity compared to silica gel particles. 
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Generally the collision of a particle with a surface can be treated by consideration of 
linear and angular momentum conservation laws as illustrated in Figure 6-29. 
pre 
F 
post 
Figure 6-29 Impact of a spherical particle on a plane surface 
N and F represent the normal and frictional force respectively and co is the angular 
velocity of the particle. If the particle is approaching at a velocity of Va then the x 
and y components are Vat and VOy respectively and the reflected velocity and its 
components are Vl, VLx and Vly respectively. coo and COl are the angular velocities 
before and after collision. 
Linear momentum change (Crowe et al., 1998) gives 
(6.2-9) 
where P is the impUlsive force vector, with components F and N 
Angular momentum change 
(6.2-10) 
where I is the moment of inertia and r is the radius of a spherical particle. For 
particles with large values of circularity (see Chapter 5), the existence of a velocity 
gradient in the gas will also result in a torque acting on the particle causing a 
spinning action, but that is not considered here. 
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Assuming there is slip between the contact surfaces, the momentum change in the x 
direction is given by 
(6.2-11) 
and the momentum change in the y direction is given by 
(6.2-12) 
while the change in angular momentum is given by 
I] 
fWl -fwo = fFrdt 
10 (6.2-13) 
F ~ (6.2-14) 
The coefficient of friction for the collision of silica gel with a mild steel surface can 
be obtained from Figure 5.13.3 by momentum change considerations. From 
Equations 6.2-11 to 6.2-12 the relationship between the momentum change in the y 
direction and the x direction is given by 
(6.2-15) 
where .d Vy and .d Vx are the velocity changes per unit mass in the y direction and x 
direction respectively and I-l is the coefficient of friction between the particle and the 
steel surface. 
6-35 
Modelling of Particle Flow 
Table 6-2 Post and pre-collision velocities and momentum consideration for silica 
gel 
VO 
x 
Vi 
x Ll17. VO y Vi y LlVy 
2. 15cos55 1.24cos75 1.23-0.32 -2. 15sin55 1. 24sin75 1.20 ( -
=1.23 = 0.32 0.91 = -1.76 = 1.20 1.76) 
= 2.96 
therefore 
0.91 = 2.9611 
The coefficient of kinetic friction is therefore approximately equal to 0.30. 
The coefficient of restitution for silica gel e = 1.2 
1.76 
= 0.7 
The parameters for glass beads are calculated from Figure 6-30 
Table 6-3 Post and pre-collision velocities and momentum consideration for glass 
17.0 ~I LlVx VO y Vi y LlV;, 
2. 15cos55 1.24cos76 1.23-0.30 -2. 15sin55 1. 24sin76 1.20 (-
=1.23 = 0.30 = 0.93 -1.76 1.20 1.76) 
= 2.96 
Therefore from Equation 6-18 
0.91 = 2.9611 
The coefficient of friction for contact between glass beads and the steel plate is 
similar to that for silica gel and is equal to 0.31. 
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The coefficient of restitution for glass beads is also equal to 0.7. 
The parameters for sand particles are calculated from Figure 5.13-4. 
Table 6-4 Post and pre-collision velocities and momentum consideration for sand 
v.~O VI x llV.y ~~ Vi y llVy 
2. 15cos55 0.79cos35 1.23-0.65 -2. 15sin55 0.79sin55 0.45 - (-
1.23 = 0.65 = 0.58 -1.76 0.45 1.76) 
= 2.21 
llVy = 0.45 - (-1.76) = 2.21 
The coefficient of friction for sand particles and the steel plate is 0.26 and the 
coefficient of restitution is also equal to 0.26. 
The change in velocity when a particle impacts with the mild steel plate represents 
loss in energy. The loss in energy per unit mass neglecting the rotational 
component can be expressed by the following relationship 
(6. 16) 
For this particular case the silica gel and glass particles on average lose 33 percent 
of their original kinetic energy on impact compared to sand particles which lose 43 
percent. In gas solid suspensions the energy to resuspend the particle is provided by 
the conveying gas. This loss in energy on collision can be represented by two 
overall parameters, which are the coefficient of restitution e and coefficient of 
friction f..t for collision between particle and wall. 
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When the coefficient of restitution, coefficient of friction and the initial velocity 
components are known the velocity components after the collision are fixed and are 
given by (from Equation 6.2-15 and the definition of e) 
(6.2-17) 
and 
(6.2-18) 
The reflected angle or lift-off angle aLO from the horizontal is given by 
_1(Vy1 ] a w :: tan -~tl (6.2-19) 
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6.3. Bouncing Particle Model (BPM) 
6.3.1. Single Particle Approach 
A complete description of the system is almost impossible and therefore several 
assumptions are made as a first approximation to simply the problem. The following 
assumptions are made: 
Particle is spherical. 
Absence of particle-particle interactions. 
Post collision velocity and angle determined by coefficient of restitution, 
Coulombic friction and impact velocity. 
The particle travels in close proximity to the wall in a near curved path 
The curvature in the trajectory of the particle is a result of the force perpendicular to 
the direction of particle travel and directed towards the confining wall. If this 
trajectory is maintained the particle will impact the wall and be reflected and re-
entrained by gas in the general direction of gas flow. The force maintaining this 
particle motion is the gas drag force and this force is in the direction of the free 
stream velocity. The force acting perpendicular to the direction of travel of particle 
is the centrifugal force pushing the particle towards the wall and an opposing small 
opposing radial drag force. 
The total gas drag force acting on the particle is given by (not per unit mass) 
(6.3-1) 
and the centrifugal force is given by 
(6.3-2) 
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The centrifugal and radial drag forces are perpendicular to the axial line of 
symmetry. A momentum balance per unit mass in the radial direction is: 
dUp = v/ _ 3 
dt R 4 (6.3-3) 
Large and dense particles have a higher radial acceleration and quickly reach the 
retaining wall boundary. 
The drag coefficient CD used in this work is that given by (Tsuji et al. 1993) 
for Re < 1000 
Re is the Reynolds number given by 
Re = PgllVre,lldp 
J-! 
dp is the diameter of the particle. 
Initial Conditions at entry into cyclone 
(6.3-4) 
(6.3-5) 
The velocity of the particles was measured about 0.30 m upstream of the cyclone in 
the tangential entrance tube. The distance from this point to where a collision with 
the wall initially takes place is about 0.35 m for a representative particle on the 
centre line. The horizontal movement of the particle in this region was assumed 
governed by the following equation 
=~CDPav(v_v) 
dt 4p d r g p 
p p (6.3-6) 
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V and Ware velocity components parallel and perpendicular to the axis of entrance 
tube respectively. 
Equation 6.3-6 is solved by the following algorithm (Figure 6.30) to evaluate the 
final velocity of the particle at initial impact with the cyclone wall. 
/Q,VP,PP, 7 
Subroutine 
Vp, x x + 11 
Impact 
VpO 
Figure 6-30 Algorithm for calculating particle initial velocity 
In Figure 6-30 h is the step size (m) and x is the incremental distance (m). The 
velocity just before impact with the cyclone wall is V pO. 
From the geometry of the cyclone a representative particle at the centre of the 
tangential entrance tube strikes the wall at an angle of 40 degrees as shown in Figure 
6-31. 
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Vo 
VI 
Figure 6-31 Initial impact of particle with wall at entrance 
In general after impact with the wall of the cyclone the post collision velocity 
components normal and along the wall are calculated by the following equations 
respectively 
(6.3-7) 
(6.3-8) 
where f is the coefficient of friction and e is the coefficient of restitution and 
allowing some slip at point of contact. 
Upo and Up] are the impact and rebound normal velocity components and Vpo and VP] 
are the impact and rebound tangential velocity components. 
It is assumed that during contact with the wall only the mechanical interactions with 
the wall are considered important. These are of short duration, and significantly 
larger than the gas particle interaction. The hydrodynamic effect of the gas is 
considered only after the particle leaves the wall. The next particle-wall collision is 
then determined by this hydrodynamic interaction. 
Equations 6.3-7 and 6.3-8 describe the general case in which the velocity 
components have been resolved into components perpendicular to the wall and 
parallel to the wall. In the cylindrical section the radial velocity acts perpendicular 
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to the wall and is derived from the centrifugal force. The radial velocity thus has no 
component along the wall. In the conical section however. the particle radial 
velocity is not perpendicular to the wall. The impact-rebound relationships in the 
cylindrical and conical sections of the cyclone are thus treated separately, while still 
using the above two equations. 
The following subscripts and nomenclature will be used 
b before collision 
a after collision 
~ Perpendicular to wall 
= parallel to wall 
U.Lb particle radial velocity perpendicular to the wall before collision 
U.La particle radial velocity perpendicular to the wall after collision 
Wb particle axial velocity before collision 
Wa particle axial velocity after collision 
V =b particle velocity parallel to wall before collision 
V =a particle velocity parallel to wall after collision 
Vb particle tangential velocity before collision 
Va particle tangential velocity after collision 
COb particle velocity down along wall (along conical generator) before collision 
COa particle velocity down along the wall (along conical generator) after collision 
a half angle of cone (degrees) 
e angle along wall of total particle velocity from the horizontal, measured in 
the plane of the wall 
yb impact angle of particle to wall in plane of collision 
ya lift-off angle of particle from cyclone wall in plane of collision 
Impact Relationships: 
Cylindrical section 
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The impact-rebound velocity relationships for a particle in the cylindrical section of 
the cyclone are shown in Figure 6-32 and Figure 6-33. 
Va 
Figure 6-32 Impact-rebound velocity relationships (plan view i.e. looking from 
the top down cylinder wall) Using cylindrical coordinates. 
rob~ro. 
i I V""" I i , , 
, 
I ! 
(a) rdUMl v lCW I 
1 
, 
Va 
(b) projected view in plane of collision 
Figure 6-33 Impact-rebound velocity components in cylindrical section (a) radial 
view and (b) projected view. Using also wall related velocities. 
Where V =h and V =a are the particles' velocity vectors along the wall before impact 
and on rebound. It is assumed that the angle of the particle velocity vector to the 
horizontal before and after impact is the same and equal to e. The radial velocity 
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component before and after impact acts towards and away in a direction 
perpendicular to the plane of the paper. The impact-rebound along the wall 
velocities are described by the following equations 
(6.3-9) 
In the cylindrical section Wb = COb and Wa = COa 
The angle of the total velocity from the horizontal 8 is given by 
8 = arctan( ~ J 
(6.3-10) 
The post collision velocity along wall is given by the following equation 
(6.3-11) 
The post collision tangential velocity is given by 
Va = P:acos8 
(6.3-12) 
The post collision axial velocity is given by 
(6.3-13) 
The post collision radial velocity is given by Equation 6.3-8, rewritten in the new 
nomenclature: 
(6.3-14) 
Conical section 
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In the conical section the particle radial velocity component is not perpendicular to 
the wall. It has components that can be resolved perpendicular and parallel to the 
wall. In addition the axial velocity component also has a component acting parallel 
and perpendicularly to the wall. A general diagram is shown in Figure 6-34. 
(a) 
/ 
"" I +ve''''' g ~'I 
Ua I 
~ Iw,1)1 
rY wall 
!y 
';{ 
(b) 
Figure 6-34 Particle axial and radial velocity components in conical section (side 
view) (a) before collision and (b) after collision 
The pre-collision velocity components acting perpendicular to the wall are given by 
the following equation 
U.lb = Ub cosa + Wb sin a 
(6.3-15) 
The post collision velocity component perpendicular to the wall is 
(6.3-16) 
Pre collision velocity component parallel to the wall along the conical generator, rob 
is given by 
rob :=: Wb cosa Ub sina 
(6.3-17) 
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The pre-collision ("before") total velocity component parallel to the wall as shown 
in Figure 6-35 is then given by the following equation 
(6.3-18) 
COb Va 
COa 
Figure 6-35 Impact and rebound velocities in conical section (looking down on 
plane to cone wall) 
Conical wall 
COb 
COa 
~a / 
i/ 
V 
Figure 6-36 Impact and rebound velocities in conical section (side view sectioned 
along conical generator) 
The post-collision total velocity component parallel to the wall is given by 
(6.3-19) 
The angle of the total velocity vector from the horizontal e (measured within the 
plane of the wall at the impact point) is given by 
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(
0) '] (W cosa - U sina) 8 = arctan _b I arctan b b 
Vb J Vb (6.3-20) 
After collision, the velocity component down the cone generator parallel to the wall 
is given by (refer to Figure 6-34 (b» 
O)a Wa cosa + Ua sin a (6.3-21) 
Also, assuming that the angle of the particle total velocity is at the same angle of 8 
before and after collision, 0) a = tan 8 
Va 
thus, 
Wa cosa + Ua sin a Va tan8 
Also (refer to Figure 6-35) 
Equation 6.3-22 is expressed in terms of Wa 
cosa 
Substitution for Vpa in Equation 6.3-24 from Equation 6.3-23 
W = V:a sin8 - Ua sin a 
a 
cosa 
(6.3-22) 
(6.3-23) 
(6.3-24) 
(6.3-25) 
The post collision velocity component perpendicular to the wall is given by the 
following equation (refer to Figure 6-34 (b» 
U 10 = Wa sina - Ua cosa 
(6.3-26) 
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Equation 6.3-26 is rearranged, expressed in terms of the particle radial velocity Ua 
U = Wa sin a U 10 
pa cosa (6.3-27) 
Substitution for Wa from Equation 6.3-25 and rearranging to find Ua, 
U a = -IV=a sin 8 sin a U 10 cos al 
(6.3-28) 
The velocity components expressed in Equation 6.3-28 are illustrated in Figure 6-37 
(a) and (b) below 
V =asin9sina 
U .laCosa 
(a) Sectioned through wall in radial plane 
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V=asin8 
(b) Looking perpendicular to wall at point of collision 
Figure 
28 
Diagrammatic representation of velocity components in Equation 6.3-
Now V=a and U.la can be obtained from pre-collision velocities through the collision 
model equations 6.3-16 and 6.3-19, so that all components of the particle velocity in 
cylindrical coordinates, Ua and Wa (from rearranging 6.3-26) and Va from Equation 
6.3-23, can be calculated. 
Free flight relationships: 
A tangential momentum balance on the particle between bounces can be represented 
by the following equation 
dVp 
V-
p dx (6.3-29) 
The radial momentum balance (Equation 6.3-3) can be simplified further by 
consideration of the fact that for particles where pp > > pg the centrifugal force is 
much greater than the radial drag force i.e. Fe> > Equation 6.3-3 can then be 
reduced to the following expression where the radial acceleration of the particle is 
dominated by the centrifugal force 
dUp Vp
2 
--=-
dt R (6.3-30) 
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For small time increments Equation 6.3-30 can be expressed as a finite difference 
equation for radial velocity Up. 
(6.3-31) 
The tangential velocity component Vp is in the direction of particle motion and the 
radial component Up is positive radially outwards. 
As the particle is transported the radius of the centre of mass of the particle R from 
the cyclone axis changes. For small time intervals the radial position is expressed by 
the following equation 
(6.3-32) 
t1R is evaluated by the following expression 
(6.3-33) 
where ilt is obtained by 
(6.3-34) 
where h is the chosen step size (m) in the tangential direction. 
The resultant equation for the evaluation of ~R is 
(6.3-35) 
Equation 6.3-31 can now be replaced by the following equation 
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Up; = Up(H) + Th 
f 
Equation 6.3-32 is now expressed by the following equation 
Upi R =R 1 +-h 
I 1- V. 
pi 
Criterion/or a particle-wall collision (bounce) 
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(6.3-36) 
(6.3-37) 
The schematic diagram of the trajectory of a particle is shown in Figure 6-39. The 
radius of the cyclone is Rc and R is the current radius of the center of mass of the 
particle from the axis of the cyclone. It is assumed that when a particle-wall 
collision occurs the particle does not undergo any deformation. When a particle of 
diameter dp impacts with the wall the following condition is satisfied 
dp R -R=-
C I 2 
(6.3-38) 
2 
Figure 6-38 Schematic diagram shown bouncing phenomena in cyclone 
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When the condition in Equation 6.3-38 is satisfied the particle is assumed to have 
made contact with the wall and post collision velocity components Upl, Wpl and Vpl 
are calculated from Equations 6.3-7 and 6.3-8 (via Equations 6.3-28, 6.3-26 and 
6.3-23). 
No particle collision with the wall will occur in the interval if the following 
condition is satisfied 
(6.3-39) 
<XLO 
Up2 is +ve 
IS -ve 
wall boundary 
Figure Particle trajectory 
The particles are thrown to the wall and they rebound with a finite radial velocity 
away from the wall. As the particle travels, the direction of the radial velocity is 
changed due to the centrifugal acceleration towards the wall (Equation 6.3-3) and is 
gradually redirected towards the wall. 
After the evaluation of the radial velocity of the particle after rebound, the distance 
travelled by the particle in a small time interval M = ~ is calculated. h (m) is the 
Vp 
chosen step interval in the direction of the tangential velocity and Vp the particle 
velocity in the tangential direction. If the distance travelled from the wall in the 
d 
radial direction in the interval after a collision was not greater than ~ then the 
2 
particle does not possess enough momentum to leave the wall and then continues its 
motion along the wall by sliding. 
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For the case of sliding on the wall the tangential velocity of the particle is based on 
the particle tangential momentum equation (Cremasco et al. 1996) and given by the 
following equation 
dV 3 Pi) V W _P - -c -g- V V - V - P 
P dz - 4 D P d II re,llt g p IJFN R (V2 W2 y's 
P P x P + P 
(6.3-40) 
The tangential momentum balance (Equation 6.3-6) for the particle in free flight in 
between bounces was solved by the fourth order'Runge-Kutta method. When the 
conditions for particle sliding on the wall (ie. zero particle radial velocity) were 
satisfied then Equation 6.3-40 was solved. At each interval when the tangential 
velocity was evaluated the equations for the particle radial and axial velocities were 
solved simultaneously. The parameters in the model - coefficient of restitution and 
coefficient of friction were obtained from the simple plate bouncing experiments. 
At each impact with the wall the absolute value of radial velocity of the particle is 
reduced by a factor equal to the coefficient of restitution, and the velocity reversed. 
The particle is resuspended with this new velocity and is accelerated until it impacts 
again on the wall. 
Particle flight after bounce with wall 
The angle at which the particle will leave the wall after a collision, is obtained by 
Equation 6,3-41 after substituting for values of post collision velocities in the radial 
and total velocity along the wall 
(6.3-41) 
Equation 6.3-41 shows that the angle at which a particle will bounce off from the 
wall is greatly influenced by the coefficient of restitution or the elasticity of the 
impact. The normal component of the velocity after impact U J..O is very low for 
collisions that are highly plastic or where the coefficient of restitution is close to 
zero. In that case when UJ..o ~ 0, then Aa ~ O. Therefore when the particle 
radial velocity is close to zero then the condition of particle sliding on the wall is 
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attained. If the number of particles is large enough this may trigger roping. The 
particle under these circumstances does not possess enough momentum to drift from 
the wall because of the large influence of the centrifugal force especially in the 
conical section. The free flight particle momentum equations and the particle-wall 
collision equations are no longer applicable. Instead the momentum equations 
(Equations 6.2-3 and Equation 6.2-4) are used. 
General motion of particles in cyclone - angle of gas and particles 
The gas tangential inlet velocity was calculated by the following equation 
v =K 
g ab (6.3-42) 
where Q is the gas volumetric flow rate and a and b are the rectangular inlet 
dimensions. 
The tangential gas velocity was assumed to be independent of the axial coordinate 
and a function of only the radial coordinate (Kelsall, 1952; Mothes and Loff1er, 
1988; ter Linden, 1949). The tangential velocity near the wall does not deviate 
much from the velocity of the gas in the rectangular inlet duct. Of the three velocity 
components, Vg, Wg and Ug, the tangential velocity component predominates and is 
almost equal to the total velocity (ter Linden, 1949). Although the presence of 
solids is known to affect the gas flow field, as a first approximation this influence 
was not considered but could be incorporated as a refinement to the model. The 
bouncing of particles in the cyclone and the effect on collection efficiency by 
particles bouncing into the inner vortex has long been recognised (Stairmand, 1952). 
However no quantitative work is reported in literature with regard to this bouncing 
phenomenon. 
The following gas velocities were used close to the wall. The axial velocity of the 
gas was estimated by the following equation, based on the remaining flow at height 
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hx being averaged over the cross sectional area outside an imaginary cylinder 
extending below the vortex finder. 
(6.3-43) 
where hx is the incremental axial height from the top to the bottom and he is the total 
height of the cyclone. Rt is the current radius to the wall boundary and Rex is the 
radius of the gas exit tube. It was assumed the gas recirculation in the dust hopper 
was 10 per cent. 
The gas radial velocity close to the wall is effectively zero. However, as one moves 
towards Rex the following equation can be used 
Relevant dimensions used are shown in Figure 6-40 below . 
.. 
hx 
a 
Figure 6-40 Schematic representation of cyclone 
hel 
1 i h, 
h, 1 
1 ...................  
(6.3-44) 
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Algorithm and Computer Program 
An algorithm for the process is shown in Figures 6-41 and 6-42. Figure 6-41 is for 
the motion of the particle in the barrel of the cyclone and Figure 6-42 is for the 
motion in the cylindrical part of the cyclone. 
The computer program is listed in Appendix 9C. The program was written using 
Visual Basic (1997 version). The design variables for a given cyclone were initially 
assigned and also the viscosity of the carrier gas. The programs accepts the 
following operation variables as input: the gas volumetric flow rate, the entrance 
velocity of the particle, the diameter of the particle, the density of the particle, the 
coefficient of restitution for particle wall collision, the coefficient of friction and the 
step size (0.5 mm). The small step will ensure that changes in properties are small 
in that interval so that errors in finite difference calculations are small. The velocity 
components of the particle are calculated and written to a file to enable retrieval and 
analysis. The program gives as output the particle residence time. 
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Q, Vp, e, f, Pp, 
dp,h 
Vp VpCos8, Up = VpSin8 
Vp Vp - f(l + e)Up, Up -eUp 
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Free flight 
No collision 
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Figure 6-41 Algorithm for the Bouncing Particle Model (a) 6-58 
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no collision 
Sliding model 
[ Continued 
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Subroutine 
Rx 
Subroutine 
Vp, Up, Vz, Rc-R, hx, t 
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~ Exit into bin 
END 1 
Figure 6-42 Algorithm for the Bouncing Particle Model (b) 
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Angle of particle total velocity vector 
In the following, the single particle model will be used to discuss the motion of 
particles on the wall, despite the formation of a rope. It was observed 
experimentally that the angle of the rope was not constant down the axis of the 
cyclone. The angle was at its maximum in the cylindrical section of the cyclone and 
gradually decreased to almost zero at the apex of the cyclone. This change in angle 
was a result of the component of the centrifugal force acting on the particle and 
directed up along the wall, which increased as the radius decreased down the cone. 
The increase in the force component up the wall is a function of the included half 
angle of the cone for a given geometry. When the tangential inlet velocity was 
increased the angle of the particles with the horizontal decreased and the ropes 
became more concentric. e was estimated from observations at between 2.5 and 7° 
in the conical section for cyclone D when the tangential inlet velocity was 20 m S·l, 
At a tangential inlet velocity of 20 m S-l a jet of ink was injected through a hole in 
the cylindrical section of cyclone B. After stopping the airflow the angle the streak 
made with the horizontal was measured and found to be about 200 • This is 
interpreted as the angle of the gas to the horizontal. The track angle of fine 
aluminium particles in a hydrocyclone was estimated from the work of Kelsall 
(1952) and estimated at about 17-18°. These measurements were made in a cone 
with an included angle of 20°. 
In the present model the angle of the velocity vector of the particles parallel to the 
horizontal was calculated by Equation 6.3-10. 
Wakelin (1993) measured tangential (Vg) and axial velocity (Wg) components of the 
gas at different ports in a standard Staimand (1951) high efficiency design cyclone 
of diameter 750 rom and at a radial distance of 2 rom from the wall. The tangential 
inlet gas velocity for this data was 15 m S·l. The data was subsequently scaled for a 
gas tangential inlet velocity of 20 m S-l. From these measurements the angle of the 
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W 
gas velocity vector was calculated from 8 = tan-1 (-g ). The average values of the 
Vg 
angles from measurements at diametrically opposite points on the cyclone are shown 
as a function of axial height of cyclone in Figure 6-43. 
20 
barrel cone 
10 
• 5 
0 
0 500 1000 
Axial height of 
Figure 6-43 Angle of total gas velocity vector at different ports down a Stairmand 
high efficiency cyclone (Wakelin, 1993) 
The angle of the total gas velocity vector from the horizontal decreased with 
increase in axial distance, from the top of the barrel down to the cone. In the barrel 
section of the cyclone the tangential velocity component was almost constant while 
the axial velocity decreased which resulted in a corresponding decrease in the angle. 
In the conical section the tangential velocity component at the wall was higher 
compared to that in the barrel section on the wall, this also resulted in a gradual 
decrease in the angle. However the angle as measured by Wake lin (1993) appears 
to increase towards the dust exit after the downward trend. The data from Wakelin 
(1993) was with a dust free environment. 
The angle of the gas was also measured in this work in the conical section of the 36-
degree cyclone (D) at height of 80 mm from the dust exist (Figure 6-44), The 
measurements were made without the dust collection hopper fitted which would 
have made a major difference. 
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Figure 6-44 Angle of total gas velocity vector as a function of normalised radial 
distance at height of 80 mm from dust exist cyclone D. 
As the angle of the cone is increased the direction of the net force acting on the 
particle and the drag force of the gas will act in different directions. The effective 
force acting on the particle is a resultant of the gas drag force and the centrifugal 
force component acting up the wall of the cyclone and the gravity component acting 
down the wall. Evidence of this phenomenon is discussed in Section 6.1 where 
ropes persisted in the conical section of cyclones D and E when the solids feed to 
the cyclone was stopped but the air flow maintained. A force diagram showing the 
net drag force acting on the particle and the gas drag force is shown in Figure 6-45 
(a) and (b). Fp is the net drag force acting on the particle and FD is the gas force. 
Note that the direction of is close to that of the gas, because Vp is much less than 
V g, and not largely different in direction. 
Fgcosa 
(a) section perpendicular to wall 
, 
I 
a' I , 
Fcsina 
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Particle path 
Fesina - Fgcosa 
Fesinacoso - Fgcosacoso 
Gas path 
(b) forces in plane of wall at particle position (at steady state, the direction of net 
force on the particle and the direction of the particle coincide) 
6-45 Force diagrams showing resultant force acting on particle and gas drag 
Fcsina is the component of the centrifugal force acting up the walL The influence 
of the centrifugal force and cone angle on the direction of the net force is shown in 
Equation 6.3-45. The angle <3 (the deviation of the particle from gas path) can be 
continually adjusted by the following relationship as the particle progresses down the 
cyclone 
Fe sin a cosa 
tan<3 = -----"'------
FD (6.3-45) 
where Fe is the centrifugal force, Fg is the gravitational force and FD is the gas drag 
force and a is the total included half angle of the cone. 
The influence of the cone angle a on the angle <3 in Equation 6.3-45 is very strong. 
For constant Fe and FD an increase in the cone half angle from 5 degrees for the 10-
degree cyclone (A) to 21degrees for the 42-degree cyclone (cyclone F) will result in 
an increase of about 300 per cent in magnitude of angle <3. There is therefore a 
phenomenal increase in slip velocity as the cyclone cone angle is increased. 
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6.3.2. Model Results 
The model was used to predict the mean residence time of single silica gel particles 
with representative sizes 300 to 500 Jlm. The average inlet velocity of these particles 
into the cyclone was 15 m S-1. The gas volumetric flow rate into the cyclone was 
0.099 m3 S-1, giving a gas inlet velocity of 20 m S-1. The density of the silica gel 
particles was 1200 kg m-3 and the step size for the iterations used was less than 
O.OOlm. Larger time steps resulted in some instability in the solution. The mean 
values of the coefficient of restitution and friction (§ 5.13) were used. The 
coefficient of restitution was also generated using the random number generator in 
Visual Basic subject to constraints of a maximum value of 0.9 and minimum of 0.1 
at each collision with the walL It was found that there was no significant difference 
between the two calculated results « 0.2 % ). 
The residence times from the model were compared with the experimental results 
(Figure 6-46). The model predicted residence times in Figure 6-46 do not represent 
change in residence time with change in SGL but rather different particle sizes. 
Experimentally it was shown that within the range of SGL shown in Figure 6-46 the 
particle residence time was not sensitive to changes in SGL 
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Figure 6-46 Experimental and model predicted residence time for silica gel 
particles. Cyclone B; particle size range 300-500 !lm; Gas inlet velocity 20 m 
The model predicted residence times are consistently higher than the experimentally 
measured values but falls within the bounds of experimental error of 20 per cent 
(Appendix K). 
The variation of mean particle residence time with gas tangential inlet velocity for 
silica gel particles of size range 699-850 !lm is shown in Figure 6-47. For the range 
of gas tangential velocity the model was used to calculate the residence time of a 
silica gel particle with a diameter of 750 !lm as shown in Figure 6-47. 
6-65 
1.8 
1.6 
1,4 
1.2 
0.8 
0.6 
0.4 
0.2 
o 
_ ...... 
o 
A 
IIIIl 
... 
5 10 
Modelling of Particle Flow 
~ 
(', 
III III <> III IIiIII 
'" 
~ 
-
j 
15 20 25 35 
Gas inlet velocity (m'S) 
Figure 6-47 Experimental and Model predicted residence time with increase in 
gas inlet velocity, SGL = 0.08, silica gel particles of size range 699-850 J.lm 
The model-calculated residence times of sand and silica gel in different cyclones are 
shown in Figure 6-48. The residence time of both sand and silica gel show two 
distinct trends. The residence time of both materials decreases with increase in the 
total included angle of the cone reaching a minimum at an angle of about 25 
degrees. Thereafter the particle residence time increases. Also shown in Figure 6-
48 are the average values of the experimentally measured residence times for sand 
particles. In Figure 6-48 it was assumed that SGL has no effect on residence time 
and therefore the values were averaged to give a mean value for each cyclone. 
Experimental results indicated an increase in residence time with increase in density. 
Thus from experimental measurements sand with higher density (2600 kgm-3) had a 
residence time about twice that of silica gel (1200 kgm-3). These trends reversed in 
the predictions of Figure 6-48. However, an analogy can be drawn between this 
minimum in residence shown in Figure 6-48 and the change in flow pattern 
discussed in § 6.1. It was observed experimentally that as the cone angle was 
increased there was an early transition (in the conical section) of particle travel from 
bouncing sliding on the wall. 
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6.3.3. Multiple Particle Approach 
The single particle approach is the simplest model in which there is no interaction 
between particles and the isolated particle is surrounded by gas. When dealing with 
multiple particles especially near the cyclone wall several additional factors 
compound the problem. For the case of a single particle the free stream drag FD is 
considered. Where FD is given by 
(6.3-46) 
When clusters exist, such as occurs in roping, the fluid drag within these interstices 
is much less compared to the free stream drag. The drag on an individual particle 
will depend, amongst other things, on the closeness and geometrical arrangement of 
neighbouring particles for this will determine the local flow pattern (Rowe and 
Henwood, 1961). Free stream drag force is higher compared to the drag in the 
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interstices, and because of this, difference in forces shearing motion can result. It is 
possible discontinuity of ropes as documented in § 6.1 could be the result of this 
shearing action. This action increases the frequency of particle-particle interactions 
(Figure 6-47). 
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Figure 6-49 Flow regime in multi-particle system 
In addition a modified drag coefficient CDrn is used (Hoomans et al., 1996) where 
-4.7 
(6.3-47) 
where CD is the drag coefficient for a single particle in a gas with no boundary 
effects and CDm is the drag coefficient for a single particle in the presence of other 
particles with a voidage of E. 
In this treatment it is assumed that the coupling between gas and particles is one 
way, with the particles having no influence on the gas flow field. It is also assumed 
that the interactions between particles and wall are only mechanical with the 
hydrodynamic interactions due to presence of the wall not considered at this stage. 
As the voidage is decreased the mean free path of a particle before collision with 
another particle is decreased. Particles moving faster lose momentum on collision 
and the slow moving particles gain momentum after a collision. The net result is 
that the velocity of the particles approaches a mean velocity, which is the velocity at 
which the assembly is moving. 
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The frequency of particle-particle interactions is a function of the rate of solids feed 
into the cyclone M and the average maximum distance LlR attained by particles from 
the wall after bouncing. In effect these two variables control the void fraction Bg 
Volg B =--
g Vol (6.3-48) 
where Volg is the volume occupied by the gas and Vol is the total volume of interest. 
The region of interest is the annular volume covering the radial distance LiR. 
The volume fraction occupied by the solids is Cs 
(6.3-49) 
Under steady state conditions the solids mass flow rate is 
(6.3-50) 
where v is the mean particle axial velocity, pp particle density and A is area and is 
given by 
(6.3-51) 
For a given solids feed rate into the cyclone the voidage increases with an increase 
in i1R because the proportion of particles bouncing higher increases. At a given 
V2 
radius Rx, with a given Vin, then Vg will be constant and --.!L will be constant. The 
Rx 
centrifugal force is fixed. LiR is a function only of three variables if density of the 
particle is constant 
(6.3-52) 
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where e is the coefficient of restitution. 
There is a high probability when ilR is small that this coefficient of restitution is for 
the contact of a particle with a wall consisting of a layer of similar particles. 
The diameter of particle is an important parameter because for larger particles the 
inertia is dominant and therefore the maximum value of ilR for a larger particle is 
greater than that for a smaller particle (Figure 6-48). 
~R 1 ~~:'\ Gas velocity 
~ ..... \ profile 
~~Wall 
Figure 6-50 Relationship between ilR and diameter of particle 
When a free particle bounces off from a surface the maximum height it will attain is 
dependent on the coefficient of restitution. However if the particle is surrounded by 
other particles there is a probability that its path will be impeded by another particle. 
The probability of impediment is a function of the concentration of the particles. 
The net result is that the height at which the particle will bounce will be reduced. 
collision factor fp can be introduced to represent the loss in momentum as result of 
these particle-particle interactions. The effective coefficient of restitution ep is given 
by 
(6.3-53) 
wherefp < 1 
The collision factor represents the collision of a particle with another particle. The 
likely result of a particle colliding with another particle is a decrease in ilR 
The total solids volume fraction can be expressed by the following equation 
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M 
(6.3-54) 
The solids volume fraction increases with a decrease in the Rx with all other factors 
are held constant. This explains the formation of ropes towards the discharge end of 
the cyclone. 
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Discussion 
7.1. Measurement uncertainties 
It is well appreciated that any measurement is associated with some uncertainties. 
The two most common error sources are systematic (bias) and precision (random) 
although errors which can be classified as "blunders" are sometimes encountered 
but will not be considered here. 
Central to the moving impactor technique was 
(a) the accurate specification of the velocity of the impactors and 
(b) collection of representative samples of particles for counting. 
The movement of the impactors was monitored on a chart recorder via a 
potentiometer. The velocity of one of the impactors was determined by timing the 
time it took the impactor to travel a distance of 181 mm. The velocity of the other 
impactor was thus matched to the known velocity by adjusting the oil control needle 
valve and monitoring the movement on the chart recorder. The velocity was 
checked before and during each run. The uncertainty in the determination of the 
velocity of the impactors was estimated at 6 % . This uncertainty was mainly 
associated with timing errors. 
From the previous set-up of Rajendra (1995) it was noticed that the line pressure to 
the hydraulic system fluctuated depending on secondary air requirements on the 
main line. A lot of effort was thus required to readjust the oil needle valves 
depending on available pressure. To control this a regulator was installed to 
maintain the driving pressure at 5 bar. Another source of error was friction in the 
hydraulic ram. Friction decreased the velocity of the ram and was attributed mainly 
to dust deposits and bends in the shaft. To minimise the effects of friction the 
hydraulic ram was kept well oiled and straightened when required especially the 
lower impactor which was not well supported. Leakage of oil through the couplings 
was detected on a couple of occasions and the problem was immediately fixed and 
the results of the affected runs discarded. Oil leakage resulted in hydraulic pressure 
fluctuations and consequently affected impactor velocity. 
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It was also noticed that during the movement of the hydraulic ram the impactor 
could have a free displacement of a maximum of 2mm. Allowing for the maximum 
displacement gave an additional uncertainty in residence time of 0.1 s. 
In addition to the uncertainty in the velocity of the impactors in the moving impactor 
method, another source of error was in the collection and counting of particles to 
yield concentration time curves. In fact no sophistication in data reduction 
technique could make up for any shortcomings at this stage and yield a reasonable 
result. The collection and counting of well-mixed sample particles from the flow 
stream was therefore also of critical importance to the moving impactor method. 
The particles, the tracer and non-tracer particles should be adequately mixed. This 
was very important considering that, for example, for the inlet impactor with a 3 
rum diameter nozzle the sampling area was about 0.14 per cent of the total area of 
particle flow and about 0.27 per cent for the bin impactor with silica gel particles. 
The tail of the concentration curve, with the lowest concentrations had the most 
uncertainty. To minimize this effect the sampling position was changed to achieve 
higher numbers and therefore more uniform number distribution of tracer particles 
in the flow. This need was recognised from the beginning of this study. 
To increase the number of particles collected, the impactor was removed from a 
position part way down the bin wall and positioned at the exit from the cyclone 
where particle flux was higher. This improved reliability in the number of particles 
collected, especially for the dispersed non-roping particles. It was unlikely that this 
arrangement altered the flow pattern of the particles in the cyclone. This was 
supported by finding no change in the residence time of the particles as a result of 
the replacement of this probe. The number of particles collected was also controlled 
by the diameter of the sampling nozzle. For the lowest particle size range of 150-
210 )lm a 2-mm diameter nozzle was used and the largest nozzle used was 3 mm in 
diameter. The number of particles that could be collected by the inlet impactor for a 
given particle size, solids mass flux and sampling nozzle diameter could be 
estimated from the following calculation. It was assumed that the solids were 
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distributed uniformly in the entrance duct after leaving the ejector. This assumption 
was validated by visual observation through a glass window with the aid of a 
stroboscope. 
Solids mass flow rate into cyclone (M) = 10.5 g S·l 
Gas volumetric flow rate = 0.099 m3 S·1 
Cross sectional inlet area of cyclone (Ain) 0.045xO.11O = 0.00495 m2 
S Z'd fl M -_ 10.5 -_ 2121 o 1 s mass ux = 
Ain 0.00495 
Cross sectional area ofa 3 rnrn sampling nozzle (An) = 1t (0.003)2 7.069 X 10-6 m2 
4 
Mass of solids collected per second = Mass flux x An 
= 0.015g S·l 
Mass collected sec ond Mass of solids collected per rnrn of impactor (N) = -------=------
Where Vs is the velocity of the shuttle (mm S·l) 
N= 0.015 
22.6 
v. 
= O.00065634glmm 
For sand particles of mean diameter 350 f-lm and density 2.6 g/cm3 the mass of a 
particle Il1p is given by 
Number of particles per mm of impactor surface = 
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0.00065634 
0.0000584 
= 11 particles per rnm of impactor surface ----mm 
Total number of particles that could be collected over the entire surface in one cell 
= llx2.5 = 28. 
The calculated number compares well with the experimental average of 25 per cell 
for sand particles of size range 250-500 !-tm particles on the inlet impactor as shown 
in Figure 5.8-1. 
Collection of too few particles introduced errors. The bimodal nature of the curve 
in Figure 5.8.3 was likely to be caused by an insufficient and unrepresentative 
number of particles collected. In the time intervals of the tail of the bin response a 
very low number of particles were counted. The particles sampled in this period 
appeared to be not travelling in a rope, there was a corresponding decrease in the 
average number of particles, and therefore the flux was lower compared to that for a 
rope. For instance, if only two particles are collected, one trace and the other non-
tracer, this would give a tracer concentration of 0.5 at that point. The net result 
would be high weighting for this measurement point, which will give an 
uncharacteristic high residence time. On the other hand if the number of particles 
collected is too high resulting in several particle layers this will hinder the counting. 
However when handled properly the effect on residence time will be minimal 
compared to the case when not enough particles are collected. The ideal case was to 
have particles that were monolayered and amenable to counting. Particle flux in the 
inlet duct was steady and well distributed reSUlting in a steady number of particles 
on the inlet impactor. The position of the bin impactor at the cyclone discharge 
improved the number of particles collected for non-rope particles ie. particles 
travelling in the dispersed phase. 
The major types of errors encountered in this measurement technique are random 
errors, and could be the cause of scatter in the data. If the residence times of the 
particles were dependent on the particle size the distribution of particle sizes within 
an interval would cause some scatter in the results. From Figure 5.9-3 the mean 
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residence time of silica gel particles in the size interval 210-295 /lm ranged from 
about 0.55 to 0.65 s. In the size interval of 295-500 /lm the range was from about 
0.65- 0.85 s. For the narrow size ranges used, there is a general scatter in the 
mean measured particle residence time of about 0.2 s. This scatter cannot solely be 
attributed to a range in particle sizes, as there are also other sources of error like 
variation in impactor velocity and error in collection of particles. Although these 
undesirable random errors could not be totally eliminated the data is nevertheless 
valuable as significant trends are revealed. 
Bias or systematic errors are usually easy to handle when detected. The results for 
the first 27 runs had to be adjusted to rectify a systematic error. It was found that 
the alignment of the impactors was offset by about 6.5 mm. This necessitated the 
adjustment of the residence times by adding 0.28 s to the evaluated result. 
7.2. Imperfect Technique 
With the imperfect tracer technique the need to achieve perfect tracer changes was 
not necessary. However, this technique should be used with care especially when 
dealing with particulate solids. The radial or axial dispersion of a tracer gas in a gas 
or liquid stream is much higher compared to solids dispersion within the whole 
solids stream. Thus where dispersion of the tracer is not sufficient, the sampling of 
a representative number of particles could therefore pause a challenge. 
Nevertheless, results obtained by the imperfect pulse technique were consistent 
when sufficient and well-mixed particle samples were collected on the impactor. 
Both pulse and step input changes were used. The introduction of the tracer by the 
methods illustrated in Figure 2-5 and Figure 2-6 with the aid of a conveyor belt for 
both pulse and step input meant no flow disturbance was brought about by the 
introduction of the tracer. This can be compared with that reported by Rajendra 
(1995) with his technique of blowing a high peak in over a small time. Therefore 
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the residence times obtained by this method were representative of normal flow 
conditions and not transient flow regimes. 
7.3. Axially Dispersed Plug Flow Model 
The axially dispersed plug flow model was found to be a valid representation of the 
flow of particles in a cyclone. Using this model the mixing process was interpreted 
as a diffusion phenomena. As explained in Saruchera and Abrahamson (1997) 
(Appendix 9A) the transfer function method was found not suitable for evaluation of 
particle Peclet numbers. The residence times and Peelet numbers in this study were 
thus evaluated by the least squares method using the Solver tool in Excel. This 
method improved considerably the quality of information obtained from otherwise 
erratic data. As shown in Figure 5.8-8 there was a very good fit between the model 
predicted and the experimental curve. The usefulness of the parameters from this 
fitting technique is solely dependent on the quality of experimental data obtained and 
how representative it is of the full stream. 
7.4. Particle Residence Times 
The particle residence times were measured as a function of both operational and 
design variables. The influences of each of the variables on the particle residence 
time are discussed separately in the following subsections. 
7.4.1. Effect of moisture content on residence time 
Ideally cyclones are very effective at removing surface moisture of materials in the 
drying chamber. The residence times of silica gel particles exposed to highly 
humid atmospheres (up 80 per cent relative humidity) was found to be within 
normal bounds of experimental error when compared to that of normal silica gel 
particles in ambient air. This implied there was no change in trajectories of these 
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particles as a result of the change in moisture content with the corresponding change 
in mechanical properties. 
7.4.2. Particle size 
Solids handling systems usually generate some fines. Moreover, rarely are 
monosized particulate solids encountered in normal processing streams. The sizes 
are instead reported in terms of particular size intervals as per cent size passing or 
retained on a particular screen mesh size. Different particle sizes are usually 
accompanied by changes in hydrodynamics in the gas solid suspensions. This 
change in hydrodynamics can give rise to a distribution of residence times of these 
different particle sizes. 
The concentration-time distribution curves for unsieved silica gel particles (the batch 
obtained from SPS, Harwell, UK) covering a size interval from about 100 ~m to 
850 ~m is shown in Figure 7-1. This can be compared to the distribution for silica 
gel particles for a size interval of 500-700 11m shown in Figure 7-2. 
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Comparing Figures 7-1 and 7-2, a wider distribution is obtained from a wide size 
distribution. The mean particle residence time of unseived silica gel was larger 
compared to the mean particle residence time of silica gel in a specified narrow size 
interval. Although a full size distribution of the unsieved particles was not noted 
these results suggest that there where a smaller proportion of fines. 
The experimental results of this study showed clearly that the residence time of 
particles increased with increase in particle size. The trends are shown in Figure 
5.9-3. The significance of these results is that for small particles with high drying 
rates the exposure time would be limited while larger particles with significantly 
lower drying would be exposed for longer periods. 
The range of particle sizes investigated was 21O-295/lm, 295-500 /lm, 500-700 /lm 
and 700-850 /lm. Comparison with literature is complicated by the different 
experimental and operating conditions resulting in diverse claims. The results of 
Kang et al. (1989) showed an increase in particle residence time with decrease in 
particle size at a gas inlet velocity of 6 m S-I, which conflicts with the findings of 
this experimental study. The results shown in Figure 5.9-3 are for a gas inlet 
velocity of 20 m S-1 in a standard Stairmand cyclone with overall height of 0.845 m 
(cyclone B) compared to that of Kang et aL with an overall height of 1.50 m. The 
cyclone of Kang et al. (1989) had a total included cone angle of 18 degrees while 
cyclone B (this study) had a total included cone angle of 14 degrees. This therefore 
implies that these results apply to different regions of the ratio of the centrifugal 
acceleration to gravity ( V2 / R). The mean particles sizes used by Kang et al. were 
g 
141/lm, 178 /lm and 211 /lm. The trends shown in Figure 5.9-3 are in agreement 
with the result of Kemp et aL (1998). If true the trends of larger residence times 
with decrease in particle size (Kang et al) could pause operational problems for 
operation of cyclone driers as the fine material will be over exposed. 
7-10 
Discussion 
The particles used by Kang et al. were char particles with density of 1700-kg m-3 
compared to silica gel with a density of 1200-kg m-3 • A possible explanation by 
Kang et al. is that the small char particles are drawn into the central vortex by a 
radial gas flow, rise up and are later thrown onto the wall by centrifugal force 
action. Similar flow behaviour would have been expected of silica gel particles used 
in this study as they have a lower density than char particles and therefore particle 
inertia forces will be less significant. Also the low velocities used by Kang et al. 
would mean that the centrifugal force effect.would be much smaller. 
Particle density 
The experimental results showed an almost two fold increase in particle residence 
time for a two fold increase in particle density when the particle size range was kept 
constant (Figure 5.9-4 and Figure 5.9-5). The materials compared were silica gel 
and sand, which had different densities, 1200 and 2600 kg m-3 respectively. As 
shown in Figures 5.2-1 and 5.2-2, in addition to the differences in density these 
particles have different shape characteristics with sand particles being more circular 
compared to silica gel particles which were more angular. The coefficient of 
restitution of the particles was also different, as determined from bouncing tests (§ 
5.13). The average coefficient of restitution for silica gel was about 0.7 compared 
to that of sand, which had an average of about 0.25. Collisions between silica gel 
particles and the wall were more elastic and therefore after contact with the wall a 
silica gel particle leaves the wall boundary layer, moving into the main gas stream 
where the aerodynamic gas drag force is higher. In contrast sand particles stay 
closer to the wall in the region of lower drag force because the collisions are 
relatively more inelastic. The drag force close to the wall region is lower because 
of the boundary layer effects leading to lower particle velocities. Where the 
boundary layer is thin a higher density and hence higher centrifugal force will result 
in higher frictional force with the wall t hereby retarding the particle. 
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7.4.4. Solid Gas Loading (SGL) 
Figure 7-3 shows the region in which there is little change in the particle residence 
time with increase in SGL and region in which particle residence time decreases 
with increase in SGL for different cyclones. Cyclones C, D and F have total 
included cone angles of 20, 28 and 42 degrees respectively. There is a change 
(decrease) in residence time of about 50 per cent for cyclone D and about 20 per 
cent for cyclone C when the SGL is increased from about 0.07 to 0.11. Therefore 
while solids residence time is weakly dependent on SGL (Kemp et al., 1998) for 
cyclones with cone angles less than 20 degrees this result cannot be extended to 
large cone angle (> 28 degree) cyclones. 
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Figure 7-3 Change in residence time with SGL for cyclones C, D and F 
Sand particles: size range 250-500 f.lm 
The variation of particle residence time with SGL as shown in Figure 7-3 can be 
attributed to different flow patterns. The two main flow regions are illustrated in 
Figure 7-3 and were corroborated by observations of particle flows inside the 
cyclone. The first region shows little or no change in particle residence time with 
increase in SGL up to an SGL of about 0.08. However this upper limit of SGL is 
also a function of the total included cone angle of the cyclone and particle 
characteristics. In the region where the residence time of the particles shows little 
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or no dependency on SGL the particles move in a chaotic manner by bouncing 
repeatedly on the walls of the cyclone with long inter-particle distances. Therefore 
in this region the mode of transport of particles is predominantly by bouncing. The 
existence of different flow regimes could account for the diverse claims of trends or 
particle residence time with SGL reported in literature. 
The second region where there is a sharp decrease in residence time with increase in 
SGL is characterized by roping, where particles form locally high concentration 
streams flowing on the wall. 
The solids flowing in the cyclone obtain their energy from the gas. A light loading 
of solids would be expected to result in shorter residence times as a lot of energy is 
available to the solids and they travel with the gas with lower slip velocity. Thus 
coupling is one way with the solids not affecting the gas flow field. This is on the 
assumption that particles move along with the gas and that only the gas influences 
the free flight of the particles. The slight decrease in residence time with increase in 
solid gas loading (Figure 5.9-3) would point to a possible change in flow pattern. 
For larger particles the change in residence time with SGL appears to be greater 
compared with smaller particles. When there is a local high concentration of 
particles as happens in ropes, it is likely that the particles away from the surface and 
close to the wall have low velocity. The whole vortex will be slowed down by the 
presence of these particles. The effect of the reduction of the vortex is a reduction in 
the tangential velocity. Momentum is transferred from particles impacting on the 
surface and propagated to particles deep in the layer. Because of the low velocity, 
the centrifugal force of these particles will therefore be very low. Under these 
circumstances it is probable that with increase in SGL the effect of gravity will be 
greater and the particles settle out and slide down the wall, independent of the gas 
flow. This flow pattern changes when the gas velocity is increased which results in 
an increase in centrifugal force and its component up the wall. 
Therefore for the lower cone angles the bouncing model can be applied where the 
free flight of the particles is dependent on the gas drag. However, with the higher 
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cone angles (cyclones C, D and F) wall flows are more significant. The residence 
time of particles in these cyclones appears to be more sensitive to changes in the 
SGL (Figure 7-3). 
When wall flows are predominant, the flow of the particles can be described by the 
following relationships. 
If the rate of solids flow is give by M (kg/s) 
Then 
(7-4-1) 
where v is the mean velocity of the rope and E is the voidage, A is the cross 
sectional area of the rope (assuming solids travel exclusively in a rope) and pp is the 
density of the particles. 
If Land 1:r are the equivalent trajectory length of the particles in the rope and the 
mean residence time of the particles travelling in a rope in the cyclone respectively, 
the mean velocity of the particles travelling in a rope is given by the following 
equation 
(7-4-2) 
From Equation 7-4-1, rearranging in terms of Vr 
Ur = (7-4-3) 
Equating Equation to Equation 7-4-3 
1: =~p A(l-s ) M p g (7-4-4) 
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Experimentally it was observed that L decreased with an increase in solids flow rate 
(M). For a given material and cyclone design the particle density pp in Equation 7-
4-4 is a constant. 
The relationship between the particle residence time for the rope and the inverse of 
the solids feed rate is plotted in Figure 7-4. The mass flow rate of the solids is 
based on an inlet velocity of 20 m S-1 and gas density of 1200 kg m-3• In the interval 
of solids mass flow rates shown in Figure 7-4 there is no change in particle 
residence time for cyclone C. Figure 7-4 shows that if the mass feed rate is 
increased the particle residence time is decreased. The slope of the graphs is given 
by the following equation 
(7-4-5) 
for constant pp 
2 
.§ 1.5 
.... 
(\) 1 ~ (\) 
'i:::1 . 
....... 
I;;f) 0.5 ~ 
0 
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(1/ M) (kg-1) 
Figure 7-4 Particle residence time as a function of inverse of mass flow rate 
Noting that experimentally L decreased with increase in M, then A must increase 
strongly with M at high angles if 6g is assumed constant. 
For cyclone C the following relationship is valid 
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(7-4-6) 
The validity of Equation 7-4-6 can probably be extended to cyclone A and B as 
well, where particles travel independently with no change in particle residence time 
with increase in SGL. 
7.4.5. Gas Inlet Velocity 
Over the range of gas inlet velocities of 10 to 30 ms-1 the mean residence time of 
silica gel particles at an SGL of 0.08 in cyclone B decreased with increase in the gas 
inlet velocity (Figure 5.9-6). Results of Lede et a1. (1989) showed an increase in 
the mean particle residence time with increase in gas inlet velocity, ie. contradicting 
the trend in this work. The size of particles used by Lede et a1. (1989) was about of 
the same order of magnitude as used here. The discrepancies in the results could 
possibly lie in different experimental conditions. Lede et a1. measured the mean 
residence time of single particles. As mentioned in the previous subsection (§ 
7.4.4), there is a change in flow pattern for few particles with little or no 
interactions to multi-particle phases where wall particle boundary layers form 
presenting a highly inelastic collision surface. Kang et a1. (1989) also reported an 
increase in particle residence time with increase in inlet velocity. The solid gas 
loading for the results reported by Kang et a1. (1989) is not specified and therefore 
makes comparison impractical. 
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7.4.6. Particle Inlet Velocity 
The velocity of particles into the cyclone was controlled by a change in the velocity 
of gas in the ejector. The results of measurement of mean solids residence time 
under these conditions are shown in Figure 5.9-9. For two similar particles 
travelling at velocities of 40 and 10 ms-1 respectively the particle Reynolds numbers 
are 670 and 330 respectively. The particle relaxation times for these particles are 
0.14 and 0.22 s respectively corresponding to travel distances of (40)*(0.14) = 0.5 
m and (10)*(0.22) = 0.2 m respectively. Therefore the low velocity particle would 
be almost up to gas velocity at the first impact with the wall whilst the fast moving 
particle would be above the gas velocity. However, from the results it appears that 
equilibrium for both particles is attained after only a few bounces and hence no 
differences in residence times. In practice only minimal acceleration of the solids is 
necessary in the ejector with the main objective being to reach steady state 
conveying velocity. Once the particle enters the cyclone steady state conditions with 
respect to gas flow are attained quickly. The results obtained under these conditions 
will therefore unlikely deviate from the case when normal ejector feed operating 
conditions are used. The gas flow rate can be used as a means of controlling 
particle residence times by varying the drive motor speed. 
7.4.7. Cyclone Diameter 
The results in this study where obtained with cyclones all with the same barrel 
diameter. The results of this study were combined with those of SPS for larger 
cyclone by Kemp et al. (1998). The residence time of the particles was reported to 
be proportional to cyclone diameter through an empirical correlation (Kemp et al., 
1998). 
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7.4.8. Total Height, and Proportion of Cone Height 
The total height ranged from 420 mm to 1020 mm with a constant length of barrel 
of 230 mm and varying cone lengths. The particle residence time did not increase 
with increase in total height of the cyclone, but rather increased with increase in 
cone angle. 
The range of ratios of cone height to total height investigated was from 0.45 
(cyclone F) to 0.775 (cyclone A). This range of ratios represented a range in the 
total included cone angle from 42 degrees to 10 degrees. It appeared that there was 
a perceptible decrease in residence time with increase in SGL, especially for cyclone 
C, D and cyclone F where runs were performed at different values of SGL (Figure 
5.9-11) compared to cyclone B were similar data is also available. The increase in 
the ratio of cone height to total height by a factor of about 1.7 (cyclone F to A) was 
not matched by an increase in residence time of the particles. Instead it appeared 
that within bounds of experimental error of 16% that particles residence time 
actually increased with a decrease of this ratio. Table 7.1 shows the residence 
times for different cyclone geometrises. 
Table 7-1 Residence times of sand particles in different cyclones 
(size range 250-500 !-tm) 
Cyclone Cone angle (total) 
A 10 
B 14 
C 20 
D 28 
E 36 
F 42 
Height of cone 
* Ratio = -"--"---
Total Height 
Total Height (m) Ratio' 
1.02 0.775 
0.79 0.709 
0.627 0.633 
0.510 0.549 
0.452 0.491 
0.420 0.450 
Residence Time (s) 
0.7-1.2 
1-1.3 
1 
1.4 
0.9-1.4 
1.3-1. 7 
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Particle residence time was reported to increase monotonically (Kang et al. 1989) 
with increase in height as the total distance travelled by the particle increased. Kang 
et al. increased the total height by increasing the height of the barrel. The results in 
this study cannot be compared to those of Kang et al. (1989) as they kept the cone 
angle constant. However, when the geometry is kept constant an increase in total 
height should result in an increase in residence time as reported by Kang et al. and 
also by Kemp et al. (1998). When the cone angle is not constant there is no 
increasing relationship between height of cone and mean particle residence time. At 
a given SGL the particle residence time appeared to increase with increase in cone 
angle or rather does not decrease with decrease in overall height of the apparatus. 
This change in the residence time for similar operating conditions can thus be 
explained by a change in solids flow pattern on the cone surface when the cone 
angle is increased. 
If envelopes (or bands) are to be drawn in Figure 5.9-11 for ranges in residence 
times with SGL for cyclones B, C, D and F these surface envelopes becomes 
steeper in moving from cyclone B to F. The rate of decrease of residence times 
with SGL increases with increase in cone angle. Earlier in this section (§ 7.4) it 
was pointed out that for a given cyclone geometry when the solids feed rate was 
increased the degree of particle-particle interactions increased while a wall particle 
boundary layer formed. This flow pattern appears to be associated with lower 
particle residence times. It can thus be inferred that for a given geometry the 
increase in SGL results in a more ordered flow pattern and thus shorter residence 
times. More discussion on these flow patterns is treated in § 7.6 and § 6.1. 
It can be noted that gas residence times in cyclones A to F decreased as shown in 
Table 5.6-1. Although gas residence time decreased there was no corresponding 
decrease in particle residence times in these cyclones. The solids therefore appear 
to be less influenced by the gas flow resulting in large slip velocities. The solids 
inventory or hold-up and also the residence times increase with decrease in the ratio 
of cone height to total height. 
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7.5. Partiele Peelet Numbers 
Particle Peclet numbers are a measure of the back mixing of the solids in the 
cyclone. The mechanism of dispersion in particulate systems is by displacement of 
particles into void spaces in the suspension and is normally associated with shear 
action. Therefore suspensions with high voidage are characterised by high particle 
dispersion coefficients and low dispersion coefficients are associated with systems 
with low voidage. 
Effect of Feed Rate on Peelet Number 
It is convenient to think in terms of inverse Peclet numbers. High inverse Peclet 
numbers· and therefore high dispersion coefficients were obtained at low feed rates 
(Figure 5.10-1). The particle Peclet numbers shown in Figure 5.10-1 are for silica 
gel particles for which no roping was observed. There was a gradual decrease in 
inverse Peclet number or decrease in solids dispersion when the solids feed rate was 
increased. At low solids feed rates the void fraction was high and therefore inter-
particles distances were also high. The particles had higher dispersion lengths or 
mean free paths. Particle-wall interactions are then more significant than particle-
particle interactions, as the particles bounce off from their collisions with the wall at 
high angles analogous to the kinetic theory of gases. However as the particle 
numbers increase the void fraction is reduced and with it the mean free paths of the 
particles. Particle-particle interactions also become significant where ropes or 
clusters are formed. Although these interactions increase, the collisions are 
localised. The mean free path of each particle under these flow conditions is 
reduced. Instead the masses of particles move as an assemblage with high inter-
particle interactions with low dispersion or back mixing as particles push on each 
other. Therefore the effect of an increase in particle concentration is a decrease in 
solids dispersion. 
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Effect of Gas Inlet Velocity on Peclet Number 
The effect of an increase in gas inlet velocity on Peclet number of silica gel particles 
is shown in Figure 5.10-2. The size range of these particles was 700-850 !-Lm and 
the SGL was 0.08. The inverse Peclet number increased with increase in the gas 
inlet velocity indicating a very high dispersion of these solids. Higher gas inlet 
velocities result in higher centrifugal force acceleration and increased particle wall 
interactions and in some case formation of ropes. However, no roping was 
observed in the flow of these large silica gel particles. Where ropes are formed 
there is an expected decrease in particle dispersion within the rope itself as the void 
fraction in this wall region will be reduced. Rather the dispersion of these large 
silica gel particles could be attributed to the random trajectory paths of the particles 
as they bounce on and off the walls. 
The silica gel particles under consideration were large and therefore would possess 
very large momentum. For these large particles, particle inertia is more important 
so the movement of the particles is less influenced by the gas flow turbulence. The 
particles were observed to be bouncing randomly in the cyclone, with particle 
trajectories even crossing the inner vortex. The results of Kang et aI. (1989) also 
show a decrease in the Peclet number with increase in gas inlet velocity. However 
the particles used by Kang et al. were small and ranged in size from 141-211 !-Lm. 
In this study the Peclet number of silica gel particles of size range 500-700 !-Lm at an 
SGL of about 0.08 (10 g/s) was 40 (Figure 5.10-1). From Figure 5.10-2 the Peclet 
number of silica gel particles of size range 700-850 !-Lm was also about 40. Also a 
275 per cent increase in solids feed rate (Figure 5.10-1) resulted in a 900 per cent 
increase in Peclet number. Kang et al. (1989) did not specify the solids 
concentration but it appears the solids concentration or void fraction influences the 
dispersion of solids more than the particle size when the gas inlet velocity is held 
constant. 
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Effect of Cone Angle on Peelet Number 
Flow in high cone angle cyclones was found to be associated with formation of 
ropes or clusters. This kind of flow was described as highly ordered flow. When 
the Peclet number of these cyclones was plotted (Figure 5.10-3) it was found that 
the highest values of inverse Peclet number or highest dispersion was associated 
with the cyclone possessing the highest cone angle. The highest particle dispersion 
coefficient was associated with cyclone F that had a total included cone angle of 42°. 
Analysis of flow of particles in this cyclone showed that particles formed ropes in 
this cyclone. Similar observations were made as the angle of the cone was 
decreased, but to a lesser degree. Although particle-particle interactions are strong 
for particles within the rope the mean particle distance are also small. Therefore 
effective dispersion coefficient for particles within the rope is small. On the other 
hand shear forces acting on the surface of the strand due to the gas drag force are 
likely to be higher. It has been established that dispersion within the rope itself will 
be low and therefore the low Peclet numbers obtained for the cyclones in which 
roping was predominant can be attributed to shear induced dispersion or mixing. 
The residence time of particles in the high angle cyclone in which roping was 
predominant was found to be higher. This would imply that the axial velocity of the 
rope down the wall was low. Therefore a lot of mixing would take place in the 
lateral direction due to the removal by shear action and subsequent deposition of 
particles on the surface of the rope as illustrated in Figure 5. 1. Thus the high 
dispersion is likely due to be induced by the gas and not as a result of the 
independent behaviour of the particles. 
High-speed video analysis showed that the particles close to the wall were almost 
stationary. This stationary boundary layer would result in less wear on the cyclone 
walls. The evidence of this layer was also shown by a stationary boundary layer 
which remained after feed and air flow to the cyclone had been stopped (Figure 
6.1). The void fraction in this particular case is very low and therefore gas drag 
force in these voids would be very low. The increases in dispersion, hence high 
inverse Peclet number of these particles can likely be explained by a shear by the 
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fluid drag and saltation effects. Particles close to the surface could be picked up by 
gas shear force and deposited a small distance downstream by the saltation effect. 
The point that the gas sweeps over the particle layer can be supported by 
experimental observation, which showed that there were dispersed particles bounded 
by a rope in the direction of gas flow. For the wide angle cyclones when solids feed 
rate was stopped but airflow continued the particles in the ropes were not swept out 
but continued to circulate in spite of the continuous airflow. 
It is therefore most likely that the dispersion in this case was gas induced as 
compared to the case where the dispersion was a result of the particle interactions 
(Figure 5.10-1). Although the Peclet number can be compared at the same SGL in 
Figure 5.10-3, in actual fact the relative local concentration of the particles increases 
with increase in cone angle. For the lower cone angle cyclones (eg. Cyclone A) the 
particles are more influenced by the gas flow and therefore can move along with the 
gas. As the local particle concentration increases with increase in cone angle the 
velocity of the particles is decreased. This results in a lowering of centrifugal force 
and gravity becoming more important. Subsequently there is settling out of solids 
from the gas forming a boundary layer. This boundary layer wall flow travels at a 
lower velocity compared to the lean phase particles and this therefore accounts for 
the increase in the particle residence time. 
Effect of Wall Roughness on Peelet Number 
The effect of the wall roughness on the dispersion or effective mixing of particles in 
the cyclone was investigated. Cyclone C with a cone angle of 20 degrees appeared 
to be the transition from the dispersed flow to flow in which roping was 
predominant as cone angle was increased. Cyclone C was coated with a monolayer 
of sand particles with a roughness equivalent to the particle diameter of the sand 
particles used as feed material. It was observed that the very faint ropes that were 
observed with a smooth wall cyclone disappeared in the rough sand coated cyclone. 
Therefore the rough surface disrupted the near ordered flow observed when the 
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cyclone walls were smooth. The disappearance of these ropes in the rough wall 
cyclone was accompanied by an increase in dispersion of the solids hence higher 
inverse Peclet numbers (Figure 5.10-1). Attention can also be drawn to Figures 
5.13-3 and 5.13-6 where silica gel particles bounce off from a mild steel plate and 
sand coated mild steel plate. The effect of the surface roughness causes a lot of 
scatter of these particles both on the plane sand coated plate and in the sand coated 
cyclone. Therefore where roping is not desirable it could be destroyed or disrupted 
by a rough surface wall. Comparison of measured particle residence times in a 
normal cyclone and sand coated cyclone showed that the differences in the measured 
residence times were within bounds of experimental error. 
7.6. Roping 
The flow of particulate material in a cyclone can be described by two phenomena, 
roping and non-roping (dispersed phase) flow. ter Linden (1949) reported the 
phenomenon of roping with fine dusts. observed that even though the dust 
entering .the cyclone was uniformly distributed after entering the cyclone chamber. 
the dust formed narrow bands. The formation of these strands or ropes appears to 
be controlled by several parameters. When other conditions are held constant the 
formation of these ropes requires a threshold of dust concentration at the entry into 
the cyclone. Ropes are a result of the wall deposition of particles by the action of 
the centrifugal force, particle concentration and property of coefficient of restitution 
of the particles. In the present study, the gas inlet velocity was found to be critical 
to the formation of these ropes. Of the different cyclones tested, when fed with 
sand at a flow rate of at least 10 g S-1 and gas tangential inlet velocity below 10 m S-1 
no ropes formed in the different cyclones. The ropes could re-appear or disappear 
when the gas inlet velocity was above or below 10 m S-1 respectively. The 
formation of these ropes appears to be a result of the centrifugal force component 
acting up the wall against the gravitational force component acting down the wall. 
When the gas inlet velocity was increased to about 30 m S-1 it was observed that the 
ropes became more concentric and the angle of the rope to the horizontal also 
decreased. This is a net result of the increase in the centrifugal force component up 
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the wall, which would tend to dominate the flow. As shown in Figure 6-6 the angle 
of streaks of silica gel particles in cyclone F is almost zero in the conical section. 
This means that the axial velocity of these particles is close to zero. At steady state 
the discharge of solids is equal to the new feed. Conversely when the velocity was 
decreased the angle of the rope to the horizontal increased as the rope stretched to 
the apex with continuous solids feed. The relative movement of the rope is a result 
of the component of the centrifugal force up on the wall. 
The existence of the ropes is a result of the interaction of the particles and the wall. 
The mechanics of particle and wall interactions was found to be critical to the 
presence or absence of these ropes. If the solids enter well dispersed, the manner of 
their bouncing will determine whether they will concentrate sufficiently close to the 
wall to form a rope. Thus in this instance, property of coefficient of restitution of 
the particle appears to be the criterion for presence or absence or ropes. Silica gel 
particles, whose coefficient of restitution was determined to be about 0.7 did not 
form ropes compared to sand which had a coefficient of restitution of about 0.3. 
Silica gel particles did not form ropes while ropes were observed with sand for 
similar conditions. Silica gel particles would move more or less independently by 
repeated bouncing on the walls. For sand particles accumulation of the particles on 
the wall would result in strong particle-particle interactions where immediate 
neighbours influence particles. 
The clustering of particles into ropes in the wall region has implications on the flow 
pattern. Particles with high coefficient of restitution rebounding further from the 
wall are subjected to the free stream gas aerodynamic drag force. However, for 
particles in a rope the drag force acting on a particle in the centre of the rope is no 
longer the free stream drag force and the gas within the interstices is almost 
stationary. The result of the low drag force acting on the particles within the ropes 
is a significant decrease in slip velocity between the gas phase and the particles in 
the ropes. At extremely high solid loadings in the gas the velocity vector of the 
particles will exceed that of the gas because the gravitational weight of the solids 
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will be large compared to the component of force acting up the wall when the solids 
loadings are low. Moreover where fairly thick particle boundary layers exist, the 
velocity at the bottom of the particle boundary layer would be almost zero. 
Therefore, for these particles in this layer there is no centrifugal force component 
and the gravitation force component acts downward with the shear force on adjacent 
particle layers resisting this downward flow. There will therefore be a change in 
flow pattern of the solids. At low loadings the centrifugal force field controls the 
solids flow and at extremely high concentrations gravity becomes more important. 
For the higher angle cyclones ropes persisted when the solids feed to the cyclone 
was stopped. Only additional solids feed into the cyclone could trigger solids 
discharge from the cyclone. This observation indicates that the sand particles being 
fed into the rope make physical contact with the ones below, either passing on some 
axial momentum by collision, or more likely acting by gravity force. This contact 
from above could explain the sharp decrease in residence time with increases in the 
SGL in the higher angle cyclones. For cyclones A and B where data on particle 
residence time with change in SGL was available there was very little change in 
residence time with increase in SGL (Figures 5.9-3 and 5.9-4). In the absence of 
roping the particles more or less act independently of each other. In these systems 
at constant gas flow an increase in the will not affect the flow pattern and 
therefore particle residence time. The particles act independently of each other and 
only respond to the gas aerodynamic drag force. The flow pattern changes at the 
onset of roping. 
Once ropes have been formed the solids forming the ropes stay close to the wall 
albeit with some change in flow patterns, like discontinuity in the ropes. This could 
explain the bimodal nature shown in Figure 5.8-3. It would appear as though 
another rope came by, and with its collection of tracer, so the double concentration 
peaks correspond to separate ropes. It is probable that the discontinuity is brought 
about by stresses in the solids generated by the gas flow. 
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Particles travelling in the rope have aggregate properties. Thus although within the 
rope itself there exists particle velocity distributions, we can describe a mean rope 
velocity, which is the velocity at which the rope front moves. For these particles in 
the rope the ratio of effective drag to gravity is much lower compared to that for a 
single particle. The gravitational weight cannot easily be sustained by the normal 
gas flow. The rope must therefore be at a higher angle from the horizontal 
compared to the gas velocity vector (Figure 7-5). The behaviour of the aggregate 
solids in the rope is analogous to the flow of solids in pneumatic conveying, which 
is referred to as stratified flow, as illustrated in Figure 7-6. 
Drag important 
Particle and gas 
in same direction 
o ~ .... " ......... A.. 0 0---.. 
000 
o ~ 00 0 0 00-0---. 
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Gravity 
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Centrifugal force 
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7-5 Relative importance of drag and gravitational force 
Figure 7-6 Particle deposition in stratified flow 
It appears the rope concentration profile as illustrated in Figure 5.12-1 was caused 
by the gas drag force, which picked up some particles from the surface of the rope 
and dragged them off. These particles would pick up momentum from the gas 
phase and therefore travel faster than the particles (but in the direction of the gas 
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flow) in the rope. When the particles made one complete revolution in their travel 
they impacted on the slow moving particles and lost their energy. In the process 
other particles could be ejected and picked up by the gas drag and the process is 
repeated. Under steady state conditions the rope is therefore self sustaining if it 
crosses the path of the gas, ie. is at a different angle of travel. 
It was suggested in § 7-4 that frictional contact with the wall was necessary for rope 
formation. As depicted in Figure 5.12-1, the rope is free to move axially down the 
wall and could also rotate on its axis. However if the wall is rough consisting of a 
layer of other particles the coefficient of friction is almost equal to the coefficient of 
static friction J..Ls. The movement of the rope is then restrained because the particles 
in contact with the wall are stationary. A shear force is thus generated between the 
stationary particles in contact with the wall and adjacent moving particles. This 
shear force results in a spread of particles, which are subsequently picked up by the 
gas drag and therefore breaks down any rope approaching a rough surface. 
Experimentally it was observed that in cyclones E and F once ropes formed they 
persisted even with no fresh feed into the cyclone. This existence of the layer of 
particles in the rope and the rope maintaining a constant angle with the horizontal 
for given gas flow conditions would imply that the rope is not in line with the gas 
flow as mentioned above. Therefore where the rope is fully formed, because of its 
gravitational weight the angle of the rope from the horizontal is likely to be higher 
compared to that of gas. For particles in the rope the gravitational force is more 
important compared to the centrifugal force. 
In the direction of the gas drag force there is also a dynamic eqUilibrium about the 
rope with particles being picked up by the gas and striking on the other side of the 
rope. 
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The equilibrium of forces on a rope element could be upset by new feed. During 
continuous feed the rope extends to the apex and subsequently discharges into bin. 
When feed is stopped the rope initially becomes unstable, moves up the cone and 
subsequently establishes the equilibrium discussed above. The weight of the new 
feed causes a disturbance of this equilibrium of forces, and then causes net 
downward movement of the rope presumably due to gravitational force and the rope 
is stretched. When the centrifugal force is increased by an increase in the gas 
tangential velocity the net force acting up the wall is increased and the rope moves 
up. The inventory of solids held up on the wall can be reduced by change in 
geometry of the cone angle. A decrease in the cone angle of the cyclone would 
result in a smaller component of the centrifugal force acting up along the wall and a 
higher component of the gravitational force acting down parallel to the wall. 
It is probable that the discontinuity in the rope causing a lead and tail could be the 
result of the shear stress exceeding the strength of the solids deposit resulting in 
flow. When the rope structure is weakened as a result of this shear, the gas drag 
force lifts off individual particles. 
Discharge patterns of the ropes were observed from the underside of the discharge 
end of the cyclone through the perspex hopper with the aid of a high-speed camera. 
It was observed that the rope had a tangential velocity profile with the faster moving 
particles associated with the dispersed particles (as shown in Figure 5.12-1) and the 
slow moving particles with the particles in the rope. The mean velocity of the rope 
is therefore smaller than the velocity of particles travelling outside of the rope. The 
discharge of solids from the cyclone is shown photographically in Figure 7-7. The 
outer white ring is the edge of the part of the perspex hopper. The white cloud on 
the edge of the inner circle shows a rope discharging. Examination of photographs 
of a discharging rope showed that a velocity profile of these particles discharging 
into the bin could be deduced. A rope velocity profile is illustrated schematically 
in Figures 7-8. 
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Cloud of particles 
Figure 7-7 Cloud of particles discharging into the bin, viewed from the bin. 
Cyclone F; Sand 250-500 flm; feed rate 9.85 g S·l 
ottom 
Lip of 
cone 
The discontinuity in the flow of particles in the rope was also confirmed by video 
observations from the bottom of the cyclone. The rope could be characterised by 
finite discharge times and periods in which there was no discharge of solids. 
Analysis was made for the discharge of sand particles at a feed rate of 9.85 gS·1 in a 
36-degree cyclone (cyclone E). Typical times in which the rope was discharging 
and times for which the rope was not discharging are shown in Table 7-2. The time 
was evaluated based on the frame rate. 
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I 
Gas direction 
Figure 7-8 Schematic diagram illustrating solids velocity profile in rope at discharge 
end (projected) 
Table 7-2 Periods of rope discharge and no discharge from cyclone E 
Discharge/No Discharge Time (s) 
No Discharge 1.1 
Discharge 0.2 
No Discharge 0.27 
Discharge 0.23 
No Discharge 0.80 
Discharge 0.23 
No Discharge 0.03 
• Discharge 0.1 
No Discharge 0.93 
I Discharge 0.1 
No Discharge 0.63 
Of the total period for non-rope discharge and rope discharge in Table the rope 
discharged for a period of about 20 per cent of the total and for the rest there was no 
rope discharge. During the period of discharge of the rope particle mass flux was 
high. Measurement of particle distributions on the impactor in these cyclones were 
thus characterised by high particle fluxes and very few or no particles in between. 
These particle measurement distributions can be compared with the near uniform 
number distributions for flows not characterised by roping (Figure 6-16). These 
discharge times of the ropes highlight the transient nature of the flow. The highly 
transient flow probably marks the boundary for the limit of application of the 
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moving impactor method, as it is most suitable for flows not characterised by 
roping. 
7.7. Modelling 
Observation of particles in the cyclones showed two main mechanisms of transport 
of particles. For single particles the bouncing of particles was predominant in 
cyclones with lower included cone angles « 28 degrees) ie the narrow and long 
conical sections. Particles in this flow regime did not have a zero radial velocity 
component as assumed by Lebedev et al. (1979) and later also by Cremasco et al. 
(1996). Centrifugal force is important for vortex flow in cyclones. The centrifugal 
acceleration, as given by Equation 7.7-1 was therefore higher where radius was 
smaller 
(7.7-1) 
With increase in the total included angle of the cone there was a resultant increase in 
centrifugal force as the radial distances at the same axial position in the cyclone was 
smaller. The particle stayed close to the wall maintaining contact and therefore 
travelled by sliding along the wall. The radial distance was smaller because the 
increase in cone angle was achieved whilst maintaining the same ratio of the barrel 
diameter to the bottom discharge diameter. The higher centrifugal forces caused 
higher particle concentrations and therefore increased particle-particle interactions. 
Influence of cone angle on particle residence time 
The experimentally measured and model calculated particle residence times in a 
cyclone with different cone angles are shown in Figures 5.9-11 and 6-46 
respectively. The bouncing particle model (BPM) also showed the strong influence 
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of the cone angle on the particle residence time as revealed by the experimental 
results (Figure 6-46 and Figure 5.9-11). There was a gradual decrease in 
experimental residence time as the included angle of the cone was increased from 10 
to 20 degrees. This increase in angle corresponded with a decrease in the overall 
height ofthe cyclone from 1.02 m to 0.63 m. Further decrease in the overall height 
of the cyclone accompanied by a corresponding increase in the included cone angle 
from 28 degrees to 42 degrees resulted in a reversal of the earlier trend of decrease 
to an increase in the particle residence time. There is therefore no simple 
relationship between the height of the cyclone with residence time of the particles 
when the cone angle is not constant. 
However the model calculated results for change of residence time with cone angle 
(Figure 6.46) deviate from the experimental trends of increase in particle residence 
time with increase in particle type. Here it is mentioned particle type as it was noted 
that in addition to the density differences silica gel and sand particles also had 
different shape characteristics. The model predicted a consistently higher residence 
time for silica gel particles which had a density about half that of sand particles. 
Effect of gas inlet velocity 
There was good agreement between the model predicted residence times and 
experimentally measured times for gas inlet velocities over 20 m S-l. However, 
there was a significant discrepancy between the model prediction of particle 
residence time with change in gas inlet velocity when the gas inlet velocity was 
lower than 20 ms'! as shown in Figure 6.45. While the experimental results showed 
an increase in particle residence when the gas velocity was low, the model predicted 
result was lower than the experimental values although it also showed an increasing 
trend. 
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Effect of particle size 
The model predicted an increase in particle residence time with decrease in particle 
size (Figure 6-44). The increase in residence time with increase in particle type 
coupled with the increase in residence time with decrease in particles size might 
suggest that for the model the effect of gravitational force is more important. 
A probable explanation for this discrepancy, in addition to the consistently low 
values given by the model could be the effect of the wall boundary layer, giving a 
reduced gas velocity in this boundary layer.Wakelin (1992) estimated the boundary 
layer thickness on the cone from tangential and axial velocity profiles. The 
boundary layer thickness was approximately 3 rom for a 140 rom diameter cyclone 
and 15 rom for a 750 rom diameter cyclone. Bohnet et al. (1997) proposed an 
expression for calculation of the boundary layer thickness on the roof of the cyclone 
given by the following equation 
• • * -0.2113 oAr; ) = oAr; ) 'l"a . Red (7.7-2) 
where the Reynolds number is given by Red = uarap , ra is the radius, 11 is gas 
11 
viscosity, P is gas density and Ua is gas tangential velocity at the wall (just outside 
the boundary layer). 
We can use the following relationship to estimate the thickness of the boundary 
layer as a function of radius, from Equation 7.7-3 and the reported figure of 15 rom 
by Wakelin (1992) for the 375 rom radius cyclone. 
(7.7-3) 
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In the barrel of the cyclone used in this study with a radius of 112.5mm, the 
boundary layer would be about 5.8 mm as illustrated in Figure 7.8. From the 
model, in the barrel of the cyclone, silica gel particles bounced to radial distances as 
high as 20 mm from the wall, which is outside the boundary layer. For a particle 
outside this boundary layer the velocity would actually be higher. For multi-
particles, when a particle bounces off after a collision with the wall, there is a 
probability that it might collide with another incoming particle and therefore remain 
in the boundary layer. If this thickness of boundary layer were maintained in the 
conical section then a particle sliding on the wall would be moving in this boundary 
layer. When this boundary layer was taken into account in the case of sand which 
had a higher density and lower coefficient of restitution similar trends as those 
obtained with silica gel were also found. 
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gas velocity 
In the model, the presence of other particles was represented only by the coefficient 
of restitution, which was assigned random values. A single particle was assumed in 
the model. With a single particle, coupling between the gas and particles is one way 
with the gas supplying momentum to the particle and the particle on the other hand 
not having any effect on the turbulent structure of the gas phase. It is therefore 
possible that the higher experimental residence time results were obtained on 
account of the two way coupling between the gas and the particles. In reality 
where this two way coupling exists, the result is a reduction in the gas tangential 
velocity by exchange of energy between gas and particles. This would imply 
reduction in momentum available to the particles and a corresponding increase in 
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particle residence time as the particles would be moving slower. This coupling was 
not accounted for in the model where the gas tangential velocity close to the wall 
was assumed to be equal to the gas tangential inlet velocity. 
At low loadings the presence of particles does not change the velocity field of the 
conveying gas (Crowe, 1982). When the particle concentration is not high, fluid 
dynamic force on a suspended particle can be assumed to be the same as that on a 
single particle without interaction (Tsuji et aI., 1982). The model did not account 
for the interactions between the particles. In multiphase flows the trajectories of a 
given particle is affected by collision with other particles which is accompanied by a 
loss in momentum by the faster moving particle and gain for the slow moving 
particle. Agreement between the model predicted residence times and experimental 
values at higher gas inlet velocities could be due to change in flow pattern at higher 
velocities to rope flow part way down in the cone. 
At low gas velocity the centrifugal acceleration is lower and therefore there is a low 
concentration of particles on the walL Under these conditions when the particles 
strike on the wall it is likely they impact and rebound with little loss in energy. 
These particles, because of inertia effects behave almost independently of the gas 
flow. It is therefore likely that the model accounts for the presence of more 
particles on the wall by lower coefficient of restitution than there actually is. 
Distribution of Particle Residence Times 
The distribution of particle residence times could be simulated using the model by 
considering that for particles entering the cyclone there is a velocity distribution. 
Different particle sizes and inter-particle collisions cause these velocity differences. 
These velocity distributions would result in different particle trajectories. For the 
model, a representative particle was chosen with a mean size and travelling at the 
centre the pipe. A distribution of residence times could also be obtained if the 
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different entry positions were considered. In moving across a grid on the entrance 
tube, along the width of the entrance pipe there would be a range in the impact 
angle of the particle with the cyclone wall as illustrated in Figure 7-9. Particles 
close to the wall are also slowed down by collisions with the wall boundary. 
o 
Figure 7-10 Different entrance paths for particles into the cyclone 
There is also a distribution in the total height travelled by the particles from 0.78 m 
for a particle at the base of the entrance tube to 0.89 m for a particle travelling at 
the roof of the entrance tube. 
The angle to the tangent at the point of impact ranges from a very low angle to 
almost 90 degrees for the particle at the other end of the grid (left to right). 
Distribution of residence times is also due to the random change in the coefficient of 
restitution because of different surface properties. However when the random 
values of the coefficient of restitution were used the predicted mean particle 
residence time was not sensitive to the changes. 
The distribution of particle residence times predicted by the model for a silica gel 
particle with change in the approach angle of the particle on the first collision with 
the wall is shown in Figure 7-10. The mean particle diameter was 350 )..Lm and the 
particle inlet velocity was 15 ms-I . As shown in Figure 7-10 the distribution in 
particle residence time was not sensitive to the change in the approach angle of the 
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particle before collision. This implied that the flow of the particles as represented 
by the model was not influenced by the initial conditions but dominated by the 
general flow conditions inside the cyclone, especially the drag force and the random 
change in the coefficient of restitution. 
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Figure 7-11 Predicted particle residence times with change in approach angle, for 
the single bouncing particle model 
Similarly the variation of particle residence time caused by a distribution of particle 
inlet velocities was simulated using the model. The residence time of a 350 !lm 
silica gel particle with inlet velocity ranging from 3 to 18 ms-1 was predicted using 
the model and the results are shown in Figure 7-11 below. 
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As shown in Figure 1 the model gave a slight increase in residence time with 
increase in particle inlet velocity although the differences were small, and not 
significant compared to experimental error. Examination of the particle radial 
velocity profiles showed that the particle radial velocity away from the wall 
increased with increase in the initial particle entrance velocity. Particles entering 
with low velocity stayed close to the wall and moved in with the gas resulting in 
slightly shorter residence times. The trend of a slight increase in particle residence 
time with increase in particle entrance velocity can be contrasted with the slight 
increase in particle residence time with decrease in gas inlet velocity (Figure 6.5-4). 
The model calculations also showed that particle axial velocity in the bottom one 
third of the cone decreased to almost zero with the result that for a one particle 
model the particle spends a lot of time spinning in this region. Measurements on 
7-39 
Discussion 
hold-up also showed that there was a minimum inventory of particles in the cyclone 
(§ 5-5). 
The major assumption was that the gas tangential velocity was not affected by the 
particles and that the tangential velocity close to the wall was equal to the gas inlet 
velocity. 
Limitations and Suggested Improvements of the Model 
The model in its present form does not directly account for the presence of other 
particles in the flow. It was assumed in the model that when other particles were 
present they were confined to the wall region. Thus no particle-particle collisions 
outside the wall boundary layer were accounted for. The probability of an inbound 
particle striking on to other particle was assigned through a randomly generated 
coefficient of restitution. For very high particle flows the solids cover nearly most 
of the wall (Trefz and Muschelknautz, 1993). Under those flow conditions it might 
appear reasonable to assume a constant coefficient of restitution, that with a layer of 
other particles and not with a plane wall material. However this assumption can be 
far from the truth as the layer of particles also presence a highly irregular surface 
for which collision CalIDOt be described by a constant coefficient of restitution. 
Nevertheless the coefficient of restitution would be low under these circumstances of 
particle wall flows. Similarly when the randomly generated coefficient of restitution 
was high the particle would have impacted on a mild steel wall. The collisions of 
particles in free flight are not accounted for in the model in its present form. Such 
collisions dominate the flow especially at higher feed rates were particle numbers 
are large. 
The local spin component of the particle momentum was also not taken into 
consideration in the single particle model. The rotation of particles due to local 
velocity gradient which is referred to as the Magnus effect has been reported to 
sometimes affect the linearity of motion of particles (Torobin et al., 1960). 
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For more accurate results the effect of the particles on the gas tangential velocity has 
to be taken into consideration in the modelling. 
The dynamics of the flow of granular solids in cyclones is very complex. A number 
of simplifying assumptions were made to simplify the problem whilst retaining the 
key aspects of the flow based on experimental observations and basic laws of 
physics. Whilst this theoretical model will not be an exhaustive solution to the flow 
of particles in the cyclone it will nevertheless serve to highlight important trends 
based on experimental measurements. 
Some of the major assumptions are discussed. A single spherical particle was 
assumed and therefore there was no correction for the shape factor. A verage values 
. of the coefficient of restitution e and the coefficient of friction !l were used and 
obtained from the simple bouncing experiments. The coefficient of restitution for 
silica gel was 0.7 and the coefficient of friction 0.3. For sand particles the 
coefficient of restitution was 0.26 and the coefficient of friction 0.25. Although the 
average value of the coefficient of restitution for sand is low it ranged up to a high 
of about. 0.7. For both materials the coefficient of restitution did not vary with 
change in the approach angle of the particle. Molerus (1993) reported a friction 
coefficient of sand of about 0.4. This difference in value could reflect difference in 
surface conditions on the steel plate and different properties of the sand used. In 
reality the coefficient of restitution for irregular particles of the same material is not 
uniform but covers a range of values. Matsumoto and Saito (1970) reported that 
when particles bounced on a rough wall the probability of the coefficient of 
restitution greater than 1 was large ie. P (e > 1). Therefore the presence of other 
particles and shape characteristics of the incoming particle influences the bouncing 
characteristics. In practice no unique value of the coefficient of restitution can be 
assigned because of the random change in the surface brought about by the 
movement of particles. At first constant values of coefficient of restitution and 
friction were used. Later a random number generator was used to assign a value to 
the coefficient of restitution at each collision instant. A rebounding particle can also 
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collide with an incoming particle. As the concentration of solids is increased and 
voidage decreases inter-particle distances are reduced restricting the free movement 
of these particles. The flow properties of these particles are then described better by 
averaged properties of the assemblage of particles. The Magnus rotational force 
was neglected but where particles shape is irregular shear forces can cause rotational 
motion especially where considering course particles. 
The experimental observed phenomenon of bouncing of particles was corroborated 
in this model where particles had non-zero radial velocity values at certain axial 
distances dependent on the angle of the cone. From the model the radial velocity 
reduced to zero in the conical section at an axial height dependent on the angle of 
the cone. The particle radial velocity reduced to zero much earlier in the wide-
angle conical sections. However photographic evidence (Figures 6-24 and Figure 6-
25) shows that particles still possess non-zero radial velocities as they are not 
confined to the wall region. A possible explanation for this anomaly between 
experimental evidence and model behaviour was that the gas tangential velocity used 
in the wall region was higher than would be the case, given the modulation of the 
gas velocity by the presence of particles (Parida and Chand, 1980). 
This model predicted the experimentally observed trend of decreasing angle of the 
total particle velocity vector from the horizontal. For the very wide conical sections 
(cyclone F) the experimental axial velocity was almost zero resulting in an almost 
zero angle. Zero vertical velocity implies no discharge. Experimentally it was 
observed that there was no discharge of particles without continuous feed into the 
cyclone for the wide-angle cyclones (cyclones E and F). Therefore the rate of 
discharge of particles was proportional to the rate of fresh feed coming in. This 
flow was close to plug flow. 
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In this study the residence time of granular particles was measured by the stimulus-
response technique using an imperfect tracer signal. A band of tracer particles was 
sandwiched between regular feed particles for pulse input, or changed from tracer to 
non-tracer particles for step input. The particles, both tracer and non-tracer were 
fed into the gas stream using a small conveyor belt up stream of the cyclone. The 
responses at the inlet and outlet were measured by capturing samples of particles 
onto sticky aluminium impactors by the moving impactor method. The numbers of 
both tracer and non-tracer particles in each cell on the moving impactors were 
counted using a travelling microscope with an image grabbing software. Three data 
reduction methods were used to yield a characteristic mean particle residence time 
and a particle Peclet number. The data reduction methods used were: moments 
analysis, Laplace transform and the least squares methods. The least squares 
method was found to be the most suitable for analysis of this data, especially for 
evaluation of particle Peclet numbers. The axially dispersed plug flow model was 
found to valid for representation of flow of these particles in the cyclones tested. 
The residence time of silica gel and sand particles in the cyclone was measured as a 
function of several operating variables and different cyclone designs. The particle 
size intervals used were 210-295 J.!m, 250-500 J.!m, 500-700 J.!m and 700-850 J.!m. 
Particle residence time was found to; 
(a) decrease with increase in airflow into the cyclone 
(b) increase with increase in density of the particle 
(c) increase with increase in particle size 
(d) increase with increase in cyclone diameter and length for a given cone geometry 
(e) be independent of SGL at low SGL « 0.08) and decreased with SGL at higher 
SGL (> 0.08) 
(f) be strongly influenced by the total included angle of the cone 
Within a range of SGL up to about 0.08 the particle residence time was found to be 
independent of the SGL and beyond that SGL the particle residence time was found 
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to decrease monotonically with solids feed into the cyclone. The flow of particles in 
this lower SGL range was found to be predominantly by bouncing. In this flow 
regime the interaction between wall and particles by bouncing was predominant. 
Further increase in solids flow or increase in conical angle changed the flow pattern 
of the solids in the cyclone, where wall flows become more important. This flow 
was characterized by the phenomenon of roping, where particle-particle interactions 
were strong. For this flow, gravity was found to become more important compared 
to the centrifugal force component and therefore the particles were little affected by 
the gas flow field. Thus the rate of discharge of the particles in the rope was 
controlled by the rate of solids feed and not by gas flow. Particle Peclet numbers 
calculated using the axially dispersed plug flow model were used for interpreting the 
flow of the particles in the different cyclones. 
In order to understand and explain the flow of particles in a cyclone by particle-wall 
bouncing interactions, the bouncing characteristics of different particles were 
investigated with different surface properties. The coefficient of restitution and the 
surface characteristics were found to influence the occurrence or absence or roping 
in flow of particles. Particles with low coefficient of restitution were found more 
likely to travel by roping in a cyclone compared to particles with a high coefficient 
of restitution. Roping was interpreted as a kind of ordered flow and bouncing as 
chaotic flow. The bouncing of particles on a rough wall consisting of a layer of 
particles was found to be random and chaotic. Roping in the cyclone was disrupted 
when the cyclone wall was made rough by coating with a layer of particles. 
The phenomenon of roping was studied using a high frame rate camera (up to 200 
frames per second) with a high-speed video recorder. The rope was found be 
discontinuous and discharged intermittently into the bin. A characteristic rope 
velocity was estimated from these high-frame rate video recordings. 
Experimental evidence suggested that the bouncing of particles on cyclone walls was 
important and should be incorporated in any modelling work on the flow of particles 
in cyclones. 
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The residence time of particles in the cyclone was modelled using the bouncing 
particle model assuming a single particle. This model accounted for the travel of 
the particle by both bouncing and sliding depending on particle characteristics and 
cone angle. For all the cyclones, travel of the single particle in the barrel was 
purely by bouncing. The proportion of the distance travelled by the particle in the 
cone by the sliding mechanism increased from less than 30 percent for cyclone A to 
over 90 percent for cyclone E. 
The model results agreed with the experimentally observed strong influence of the 
cone angle on the residence time of particles in the cyclone. In the model, the 
progression of the single particle down into the bin of the cyclone was also slowed 
in the conical section by the action of the centrifugal force component acting up the 
wall. The model predicted results however gave lower residence times of particles 
with increase in particle size and density compared to the experimental results. 
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- Chemeca 97 Paper 
Residence Time of Granular Particles Through a 
Cyclone - Analysis Using Moments, Laplace 
Transform and Least Squares Methods 
SUMMARY 
Thomas Saruchera and John Abrahamson 
Department of Chemical and Process Engineering 
University of Canterbury, New Zealand 
The residence time of sand particles in a cyclone was measured by the stimulus-response 
teclmique and the results analyzed by moments, least squares fitting and Laplace transform in the time 
domain. All methods proved to be adequate for evaluation of residence time but only the least squares 
method adequately evaluated Peclet numbers. The axially dispersed plug flow model was found to be 
valid for representation of flow of these particles through a conventional long cone cyclone. For the 
particular geometry and conditions studied (Stairmand high efficiency cyclone diameter 225 mm, and 
gas inlet velocity 20 m S·I), the mean residence time was 1.12 ± 0.16 s and the Peclet number 40.1 ± 
12. Using these parameters, the residence time distribution (RTD) of these particles in the cyclone is 
given. 
Keywords: cyclone, residence time, transform, moments, least squares, p/ugjlow, diffusion 
INTRODUCTION 
Fluid and particle flow in a cyclone is strongly swirling and turbulent. Highly turbulent flows 
enhance heat and mass transfer rates. Given these very important attributes, cyclone reactors are 
receiving considerable attention for application in many industrial processes characterized by high heat 
and mass transfer rates and short reaction times of the order of a few seconds. Examples of these 
reactions are gas-solid pyrometallurgical processes and drying of granular materials. However, 
because of the high transfer rates, product degradation can also occur through overexposure, especially 
when drying heat-sensitive materials. Particle residence times and appropriate kinetic transfer 
coefficients are required for equipment design and product quality controL The average particle 
residence time is therefore an important parameter, but also the upper and lower extremes of the 
residence time are important. Two attempts to measure the distribution of particle residence time are 
known to the authors (1,2). However, Lede et al. (1) uses single particle methods, and Kang et aL (2) 
use a narrow collection tube to replace the bin, both giving an artificial condition which cannot strictly 
be related to industrial practice. This paper reports a measurement of particle residence time 
distribution under normal bin/cone geometry and solids loading. 
The experimental method of measuring particle residence time in a cyclone used in this work 
was described by Abrahamson and Rajendra (3). They used synchronised travelling sticky impaction 
surfaces at both the inlet and in the bin of the cyclone, sampling at a point in the suspension flow. The 
moving impactor surface travels perpendicular to the flow, past a stationary nozzle, exposing 
succeeding elements (cells) of its surface at succeeding times. Each moving surface (shuttle) was 
contained in a protecting tube which spanned the duct or bin. Abrahamson and Rajendra (3) used a 
pulse of tracer (coloured) particles blown into the otherwise steady feed of non-tracer particles. This 
pulse may have disturbed the regular flow, providing non-representative residence times, so later 
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efforts have been directed towards introducing tracer signals without disturbing solids flow. Also a 
vibrating channel was used in the earlier work to feed the solids into the gas flow (via an air ejector). 
This was found to cause appreciable mixing, making sharp tracer changes at the inlet impossible, so 
reducing precision in residence times. In this work, a small belt conveyor replaced the vibrating 
channel, almost eliminating the mixing before the solids reached the inlet sampling point. 
Particles found on the impactor surfaces were connted after the experiments, both tracer and 
non-tracer, and the fraction of tracer particles recorded as a function of distance. In Abrahamson and 
Rajendra's (3) analysis, a characteristic particle residence time was calculated from the time difference 
between the peaks ofthe input and output signals. The objective of the present study is to measure the 
distribution of residence times of granular particles in a cyclone by both the pulse and step response 
technique. Quantitative methods of analysis are applied for data reduction. The Laplace transform, 
moment analysis and least squares methods (4) will be considered and the results compared. 
Theory 
The mean residence time and the Peclet number are evaluated using the moment analysis 
method. For each measuring point (5,6,7), 
i=l 
... ' .... ,", ..... ', ...................................................... (1) 
N 
""C.t 2 L.... I I 
i=l 2 Jl ..................................................... (2) 
The mean residence time and the variance are calculated by the difference between the mean and 
variance at the two measuring points 1 (inlet) and 2 (bin): 
r flJ. J4 .................................................................... (3) 
LlO' 2 2 = 0'2 2 a 1 ........................................................... (4) 
Pe 
2r2 
Lla 2 
, for large Pe .......................................................... (5) 
Use is also made of Laplace transforms, applied to a likely flow model. The plug flow model 
with axial dispersion has been used to model many industrial flow systems (8,9,10). The 
mathematical representation of the plug flow model with axial dispersion, and constant cross-sectional 
area is based on Fickian type of diffussion (11) and is the following partial differential equation: 
ae ae 1 a2e 
-r- + 
at ax o ................................ (6) 
The model accounts for hydrodynamic mixing effects represented by an effective dispersion coefficient 
causing distribution of residence times. Only the solids flow cross-section is relevant, rather than the 
vessel cross-section. With constant solids flow and velocity, the solids cross-section will be constant. 
In our case of a cyclone, changes in direction are also found, so the label "axial" for diffusion should 
rather be "streamline", or in the direction of solids flow. 
For a linear system, the relationship between the output and input signal is the transfer function F(s): 
F(s) C2 (s) C
1 
(s) ............................................................. (7) 
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The transfer function can be derived for the model by taking the Laplace transform of equation (6) with 
the following boundary conditions 
C Cl(t) at x= 0, t 20 and C = 0, ° < x <Ci), at t = 0. 
F(s) ~ exp {~1 (1 + ~:):)} ......................... (8) 
For the experimental traces Cli (input) and C2i (output) at times ti, 
N N LC2i e-S1i At / Lc2i At 
F(s) .......................................... (9) 
where ti is the mean time for interval i. 
F(s) is computed for arbitrary values of s, where s is the weighting factor. 
Equation (8) is algebraically manipulated to obtain: 
1 
Pe 
............................ (10) 
The validity of the model can be checked by graphical technique. Using the experimental F(s), if a plot 
of (In _1_) -I versus S (In _(1 ) -2 yields a straight line the model is adequate. The slope is T 
F(s) F s) 
1 
and the intercept is - -. If equation (8) is inverted by means of the convolution theorem of the 
Pe 
Laplace transform, the output tracer fraction C2(t) can be given by: 
Pe'C [Pe(r t + u) 2] 
3 exp ('..) du ...... ........... (11) 
4 t - u r 
The generalized response to an ideal pulse can be given by solution of equation (6) to give (12): 
C(8) = ---,==l==exp[ _ Pe(!B B) 2] .................................... (12) 
t 
where () = 
The estimated residence time distribution E(t) is then given by: 
E(t) -:-;---'-"-'-- ............................................................................ ( 13) 
1=1 
EXPERIMENTAL 
The cyclone used is ofthe Stairmand high efficiency design (13) with a diameter of225 mm. 
The experimental set-up is as described by Abrahamson and Rajendra (3) but with some modifications. 
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In the present set-up the outlet impactor is placed just below the cone, at the discharge from the cone 
into the bin, instead of further down into the bin against the bin wall. By placing the second impactor 
just below the cone, the total particle count is increased, thereby minimising signal noise due to short 
term fluctuations in particle flux. Air was driven through the cyelone by an 8kW rotary lobe Rootes 
blower at a flow of about 0.099 m3 S"I (giving a velocity of about 20 m S"l in the rectangular entrance 
section). A small conveyor belt moving at a linear velocity of 26.6 mm S"l was used to feed the sand 
into the ejector. Sand was placed with uniform depth onto a 550 mm length of the conveyor belt with a 
15 mm band (~5g) of 100 % tracer (black) particles for the pulse experiments and a sharp transition to 
100 % tracer particles for the step change tests. A schematic diagram of the apparatus is shown in 
Figure 1. 
The size r of the sand used was +250 - 500 /lm with a density of 2610 kg m"3. The solids feed rate 
was 9.6 g s" giving a solids loading of about 97 g m"3 (kg solids/leg gas = 0.08) for all the tests. The 
particle velocity determined by flash photography in the rectangular entrance was about 15 m S"l. 
RESULTS 
The distributions of particles with time on the inlet and bin impactors for a typical pulse run 
are shown in Figure 2 and Figure 3 respectively. Figure 4 shows a plot of the fraction of tracer 
particles to total particles for both the inlet and bin impactors. The fraction of tracer for both inlet and 
bin impactors for a step change experiment is shown in Figure 5. With the second impactor positioned 
at the bottom of the cone the average number of particles collected per cell was 25. This can be 
compared to earlier work by Abrahamson and Rajendra (3) when the second impactor was positioned 
on the wall of the bin, where the average number of particles collected under otherwise the same 
conditions was about 4. The conveyor belt feed assembly is capable of achieving uniform feeds and 
there is absence of particle mixing prior to discharge into the ejector. Thus fairly sharp tracer signals 
were obtained. 
The applicability of the dispersion model to describe particle flow in the cyclone is verified by 
plotting the relationship in equation (10). The mean residence time and Peclet number are evaluated 
from the slope and negative reciprocal of the y-ordinate intercept and the result is shown in Figure 6. 
The mean particle residence times and Peelet numbers are also calculated by moments analysis. 
Particle residence times and Peelet numbers computed by the transfer function and moments analysis 
methods are shown in Tables 1 and 2 respectively. The proposed mathematical model as expressed by 
the response equation (11) was also matched to the experimental data and evaluated. Using the Solver 
function in the Excel spreadsheet package the sum of squares of the residuals was minimized with 
respect to the values of the mean residence time and Peelet number. The results of this procedure are 
tabulated in Table 3. The standard deviations of the residuals are also shown in Table 3. To smooth out 
the data, especially in the tails where counts were low, the mean fraction of tracer at each time interval 
(input and output) for the six pulse experimental runs was also calculated. Again by minimizing the 
sum of squares of residuals the values of the mean residence time and the Peclet number were 1.12 s 
and 40.1 respectively. Figure 7 shows the result of this procedure. 
A summary of averaged mean residence times calculated by transfer function, moments and 
model fitting methods for both pulse input and step change experiments is given in Table 4. Also 
included are peale to peak and median to median measurements. The particle residence time 
distribution (RTD) (ie that for an idealised perfect pulse) using the T and Pe from averaged inlet and 
bin traces is given in Figure 8. 
It was observed there is a permanent and finite inventory of solids circulating in the 
cylindrical part of the cyclone when gas flow continues but the feed is stopped. This inventory of 
solids was collected and weighed after stopping the air flow. It was about 2 g and therefore small but 
not insignificant compared to the normal inventory during solids feed, of about FT = (9.6)(1.2) 12g 
DISCUSSION 
The numbers of particles measured are those collected in cells or pockets of a constant size on 
the impactor surface, and these are proportional to the flux of particles flowing past the probes. The 
variations in particle distribution in Figures 2 and 3 can be ascribed to two different phenomena. 
Particle flux fluctuations in Figure 2 (entrance) are random, less than 50 % and short term in nature. 
They derive from fluctuations in feedrate and distribution across the inlet duct. In contrast fluctuations 
in Figure 3 (bin) are larger (up to 100 %) and show some broader peaks. These must in part derive 
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from flow variation within the cyclone, and this can be attributed to "roping". Roping is the collection 
of particles locally onto a path down the cyclone wall, yielding a measured higher particle flux if 
sampled by the sampling probe. Figure 3 appears to show the occurrence of roping in the time interval 
of 0.5 s to 0.9 s It is evident there is less scatter on the bin impactor in the absence of a rope. It is 
notable that the short term peaks have been eliminated in Figure 4 which uses the ratio of tracer 
particles to total particles. 
Duncan's mUltiple range test (14) was carried out on the mean values of the residence times in 
Table 4. It was concluded that there is no significant differences among the different methods of 
analysis for pulse experiments (to 0.05 level), but the transfer function and least squares methods were 
significantly different from each other for the step experiments (see Table 5). We can therefore 
conclude that for purposes of calculating mean residence time, the transfer function method, moment 
and model fitting methods are equivalent for pulse input, but not for step change. Although the 
moments method is generally regarded as "less robust" (4), however in this case it produced reliable 
mean residence time results and this appears to be mostly due to the absence of a significant amount of 
"tailing" of the tracer response. When calculating the transfer function F(s), the range of values of the 
weighting factor s (1,2,3,4 and 5) were judiciously chosen to give the maximum weighting at the peaks 
of the input and response curves in the case of the pulse experiments and at about 50% change for the 
step change experiments. 
The least squares technique of matching the model to the experimental data gives the smallest 
ranges of both mean residence times and Peclet numbers. The Peclet numbers calculated range from 
24 to 50. This can be compared to the direct transfer function method which gives a range of 14 to 163 
and the moments methods with a range of32 to 120. 
The suitability of the axially dispersed plug flow model to model the flow in our cyclone is 
attested by the linear plot as shown in Figure 6. The fit of the modelled bin trace (equation 11) to the 
experimental traces was assessed by X2 methods. A typical run yielded X2 9.4 with mean particle 
number 25 per cell with 23 cells. This did not show significant difference (cf. X2 = 32 at 0.05 level). 
The fit of the averaged traces shown in Figure 7 was even better (X2 2.0), but this may have been 
influenced by the tendency to fmd a Normal distribution on averaging (Central Limit Theorem). In 
most ofthe mns, a second minor peak was observed in the tail of the bin trace (see Figure 4). This may 
be related to the hold-up of 2g in 12g mentioned above. This hold-up indicates some recycle, and 
longer residence times, which do not fit the plug flow dispersion model. Averaging the trace as in 
Figure 7 has removed the separate peaks but shows a larger effective diffusion (lower Pe) for the 
model. 
The particle residence time distribution (RTD) curve (Figure 8) shows that approximately 95 
% of the particles have a residence time between 0.6 and 1.6 s with a mean of 1.12 s and a Peelet 
number of 40.1. As the Peclet numbers and residence times have a narrow range the RTD shows little 
sensitivity within the range of these parameters 
The time difference between peaks and at 50% step change (median to median) is similar to 
the model mean residence time. These methods, relying on specific positions on both inlet and bin 
traces, are not necessarily equal to the mean, and are more prone to variation. 
The moving impactor method is versatile. The experimenter has the ability to control the 
number of particles/cell by the size of the nozzle. For our configuration with a 9 mm OD tube the 
maximum particle size conveniently studied was 850 11m with a 3.5mm nozzle. Optimum results for 
150 Jlm particle were obtained with a 2 mm size nozzle. The objective is to obtain a monolayer of 
particles amenable to counting. 
CONCLUSIONS 
To give a more precise description of dispersion within the cyclone it is advantageous to 
prevent mixing oftracer particles before reaching the. This was achieved with a belt conveyor feed. 
2 Positioning of the sampler in the bin is important. The particle flux at the discharge end of the 
cone is higher and less variable than further down into the bin, and therefore the positioning of the 
second impactor at the bottom of the cone improves the quality of data compared with that obtained 
when placed down in the bin. 
3 It can be concluded that tracer is uniformly distributed across the flow (good lateral mixing). 
When sufficient particles are captured, fluctuations observed in particle flux do not show in tracer 
fraction plots for the collected particles. 
4 The particle flow in the Stairmand high efficiency cyclone is well described by an axially 
dispersed plug flow model, with parameters mean residence time and Peclet number. Three methods 
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were used to derive these parameters. It was found that the Laplace transfer function and analysis of 
moments methods were reliable for calculating residence time, but neither were capable of accurately 
determining the Peelet number. Both Peclet number and mean residence time can best be determined 
together by least squares fitting the model response in the time domain to the experimental data points. 
5 The residence times for the cyclone studied covered a ratio of about 3 times; from 0.5 to 1.5 of 
the mean residence time. 
LIST OF SYMBOLS USED AND DEFINITIONS 
time (s) 
1: mean residence time (s) 
J1 mean time at each measuring point (s) 
IT standard deviation (s) 
ul 
Pe Peelet number where 11 = area weighted mean velocity, 1 distance between measuring 
D 
points I (m), D is a dispersion coefficient (m2 S·l) 
x dimensionless distance between measuring points, x = 
crt) fraction oftracer particles to total particles 
Ci(S) Laplace transform ofthe tracer fraction 
E(t) residence Time Distribution Function 
F rate of solid feed g S·l 
X2 Chi squared 
subscripts 
1 first measuring point (inlet) 
2 second measuring point (bin) 
t 
I 
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Table1: Particle Residence Times Calculated By Transfer Function and Moments Technique (all 
runs were done under the same conditions and settings) 
Run # Transfer Function Moments 
Pulse 77 1.35 1.35 
78 1.13 1.13 
79 1.14 1.14 
80 1.21 1.21 
81 1.28 1.29 
82 1.13 1.13 
Step 83 1.29 
-
84 1.31 -
85 1.12 -
86 0.99 -
Table 2: Peclet Numbers Calculated by Transfer Function and Moments Technique (all runs were 
done under the same conditions and settings) 
Run # Transfer Function Moments 
Pulse 77 78.74 104.26 
78 28.41 26.43 
79 84.03 69.49 
80 52.91 62.49 
81 163.93 120.86 
82 36.23 31.73 
Step 83 14.56 -
84 128.21 -
85 47.39 -
86 63.29 -
Table 3: Peclet Numbers and Mean Residence Times Calculated by Model-Data Fitting 
(all runs were done under the same conditions and settings) 
Run C2 Residuals Peclet Number Mean Residence Time (s) 
Standard Deviation 
Pulse 77 0.0658 38.52 1.09 
78 0.0847 34.72 1.06 
79 0.0762 50.08 1.08 
80 0.0816 36.67 l.20 
81 0.0648 45.33 l.23 
82 0.0670 35.07 1.04 
Average 0.0230 40.10 , 1.12 
I Step 83 0.0796 29.30 1.26 
84 0.0830 28.16 1.30 
85 0.0803 29.35 1.23 
86 0.0800 23.93 1.30 
Average 0.0807 27.69 l.30 
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Table 4: Statistical Summary of Residence Times Evaluated by Different Methods 
Condition Method Averaged Mean Standard Deviation (s) 
Residence Time (s) 
Pulse input Transfer function 1.21 0,09 
" Moments 1.21 0,09 
" Least squares 1.12 0.08 
" Peak to Peak 1.20 0.12 
Step change ~ction 1.18 0.01 
" Least squares 1.27 0.03 
" Median-Median 1.21 0.13 
Table 5: Duncan's Multirange Test Insignificant Ranges (to 0.05 probability) 
J.J181176 1.209 1.210 1.270 
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SOLIDS RESIDENCE TIME AND DRYING IN CYCLONES 
Ian C. Kemp 1 , David P. Frankum 1, John Abrahamson2 and Thomas Saruchera2 
1. SPS (Separation Processes Service), AEA Technology pIc, 404 Harwell, Didcot, U.K. 
2. Department of Chemical and Process Engineering, University of Canterbury, Christchurch, 
New Zealand 
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ABSTRACT 
Significant drying can take place in the cyclone which follows pneumatic 
conveying and spray dryers. At SPS, solids residence time and drying in cyclones 
have been measured experimentally and a theoretical model has been developed. 
Experiments were perfornled in three industrial-scale cyclones of 225 mm, 350 
mm and 450 mm diameter. Residence time was measured by introducing coloured 
particles into the gas flow and sampling the particles using a novel sticky 
impactor developed at the University of Canterbury. Variations with gas velocity, 
solids-gas loading, cyclone diameter, particle diameter and particle density were 
measured. The residence time depended on particle and cyclone diameter but was 
surprisingly insensitive to changes in operating conditions. Heat transfer and 
drying rates were also measured and a qualitative model for the cyclone was 
developed. Implications for dryer design and performance are discussed. The 
predicted performance of a flash dryer changes considerably when the overall 
system including the cyclone is considered, especially when scaling up from pilot 
plant data or considering the effect of altering gas velocity during operation. 
INTRODUCTION 
Cyclones are extensively used for gas cleaning and product collection from the exhaust gas from 
dryers, especially for entrainment-type dryers such as pneumatic conveying (flash) and spray dryers. 
The effectiveness of fines collection has been extensively studied. The additional residence time of the 
solids (believed to be of the order of2-5 seconds) is also significant, especially for a flash dryer where 
duct residence time is of the order of 1 second; it can allow some internal moisture to be removed. 
However, solids residence time and the drying attained in cyclones has been little studied in the past. 
The practical effect of the cyclone was demonstrated in a troubleshooting study performed by SPS on a 
pneumatic conveying dryer. In this plant, the cyclone had been removed due to blockage problems and 
replaced by a bag filter. The exit moisture content immediately rose from 0.3% to 1% due to the loss 
of the residence time in the cyclone. This could not be overcome by changing dryer operating 
conditions and eventually a second-stage dryer had to be installed. 
In the study of particle transport through a cyclone, the main mechanisms to consider are particle 
motion, heat transfer and internal mass transfer and drying rates. Each of these has to be considered 
separately, both in experiments and in the theoretical model. A similar breakdown was used in the 
extensive set of SPS experiments on pneumatic conveying dryers which led to a complete theoretical 
model for design, performance and scale-up (Kemp et aI, 1994). 
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EXPERlMENTAL STUDY OF SOLIDS RESIDENCE TIME 
Earlier work 
Initially, qualitative flow visualisation studies were performed using a small glass-walled cyclone. It 
could be seen that the particles stayed close to the wall throughout. If the solids feed is turned off, 
there is a minimum inventory of solids which stay in the cyclone and do not emerge as long as gas flow 
is maintained. However, the studies showed that, with a continuous solids flow, this material was 
continuously swept out and replaced, and there was no "dead zone" of particles. The studies also 
confIrmed the observations of Abrahamson (1981) that for high gas velocities and solids concentration, 
"roping" occurs, where streams of palticles cluster together and travel quickly through the cyclone, 
giving reduced solids residence times. 
Residence times have also been previously recorded in a 450mm diameter cyclone, using high-speed 
cine photography, as reported by Pasley and Kemp (1993). The technique was labour intensive, such 
that only a few runs were completed. Video was tried as an alternative, but the picture resolution was 
too poor to distinguish the tracer particles. The trends indicated that the residence time increased with 
the gas velocity, particle density and particle diameter, whereas it decreased for an increased solids-gas 
loading. 
Experimental method 
The main set of experiments for particle motion, heat transfer and drying were all performed in a 350 
mm diameter cyclone belonging to the SPS Gas Cleaning Section. The cyclone dimensions and the 
associated flowsheet are shown in Figure 1. 
Gas heater 
'\71-' !~ ... L 170 
75 
All dimensions mm 130 
Vent to 
atmosphere 
Orifice plate 
Filter bank 
,--_L---, 
Fan 
Figure 1. Arrangement of experimental apparatus and geometry of cyclone 
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Early studies showed that one of the most difficult problems was to find a way of determining particle 
residence time without affecting the flow through the cyclone. Tracer methods seemed the most natural 
answer, but two further problems arise; getting the tracer into the flow of solids without disturbing it, 
and detecting the tracer at the beginning and end of the cyclone. 
For the first problem, using a solids injector altered the solids-gas loading, disturbed the local flow 
patterns in the cyclone and gave unrepresentative results. Injecting particles into an empty cyclone was 
also unsuccessful, as the cyclone had to "load up" to its minimum solids inventory and the particles 
never emerged at all! (They could be heard circulating inside the cyclone). Various methods involving 
mass-flow hoppers with localised layers of coloured solids were tried, but backmixing was always too 
great. In the end, a simple belt feeder was found to be best. On the belt were arranged a set of white 
particles to load up the cyclone, a block of coloured particles to act as tracer, and a further set of white 
particles. This was found to give a sharp pulse of tracer at the entrance to the cyclone, and the 
distribution of coloured particles at the exit showed how much backmixing took place at the beginning 
and end of the tracer pUlse. On entering the duct, the solids are accelerated by a small paddle wheel to 
quickly approach the velocity of the gas. The arrangement is shown in Figure 2 (left-hand side). 
For detection, bombarding particles with ultra-violet light to make them fluoresce was considered, but 
it was found that the effect did not last long enough for the particles to be detected at the end of the 
cyclone. As mentioned above, photographic methods were tried, but failed to give sufficient 
resolution. The eventual solution was to use the "sticky impactor" developed by John Abrahamson and 
co-workers at the University of Canterbury, New Zealand (Rajendra and Abrahamson 1994) and 
illustrated in Figure 2 (right-hand side). 
The impactor consists of a brass tube with a small hole in one side enclosing a "U" shaped aluminium 
channel (shuttle) divided into a series of small compartments. The entrance hole is mounted facing the 
gas stream. A hydraulic actuator moves the impactor shuttle through the tube and past the entrance 
hole, and a potentiometer is used to record the speed of the shuttle, from which the time may be 
calculated. Solid particles pass through the hole and are captured by the shuttle which is covered in 
petroleum jelly. The shuttle is then removed and the number of both white and coloured particles in 
each segment is counted using a travelling microscope. Using two Sticky Impactors, one placed before 
the cyclone and one in the collection bin, the difference in the particle distribution trace allows the 
residence time to be determined. 
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Figure 2. Solids feed arrangement and travelling impactor design for residence time tests 
Figure3 shows a typical set of results from an impactor; the total number of particles collected in each 
slot is shown on the left and the proportion of black particles is on the right. It can be seen that the 
objective, of introducing a sharp trace but maintaining a steady flow, had been achieved. The 
difference between the times when the tracer passed the inlet and outlet gave the solids residence time 
in the cyclone. 
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Figure 3. Results from sticky impactor for typical run 
Since the outlet pulse is more diffuse than the inlet, two different methods could be proposed to define 
the solids residence time: peak-to-peak and integrating the distribution using the formula 
't' = fCtdt / fCdt. 
The integration method was used to generate the results reported below. Analysis methods are covered 
in more detail by Saruchera and Abrahamson (1997). 
A-19 
Appendices 
EXPERIMENTAL RESULTS FOR SOLIDS RESIDENCE TIME 
Initial experiments with 200-1000 /lm silica gel gave the surprising result that there appeared to be no 
dependence of residence time on gas velocity or solids-gas loading (SGL). With a tighter size range of 
200-425 /lm, a slight fall in residence time with gas velocity was apparent (Figure 4, left-hand side). 
Note also that the residence times for a solids-gas loading of 0.05 are slightly greater than those for 
both lower (0.025) and higher (0.1) values. It is difficult to account for this peak, although it could be 
due to the onset of roping. However, the effect of both gas velocity and solids-gas loading appears to 
be very weak. 
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Figure 3. Observed variations of solids residence time with gas velocity and material in 350 mm 
cyclone 
The right-hand part of Figure 4 shows the effect of material properties. Increasing particle size caused a 
slight increase in residence time, but doubling particle density roughly doubled residence time. The 
most likely explanation is that for the same solids-gas loading, the particles are clustered closer to the 
wall and wall friction effects are therefore comparatively greater. The effect might be less at higher 
solids flowrates. 
Comparison with earlier experiments performed at SPS on the 450mm cyclone and Canterbury on two 
225 mm units showed a sharp increase in solids residence time with cyclone diameter D, approximately 
proportional to D2. Silica gel was used in all the experiments; size distributions were not identical but 
mean particle diameter was generally 300-350 /lm. Since three of the cyclones were of similar 
geometry (cone angles 10-11 0), the dependence could actually be on DL, where L is cyclone height. 
For the Stairmand High Efficiency cyclone, the higher cone angle (14.7°) gives a gentler slope and 
recent measurements at Canterbury show that this outweighs the shorter length and increases the 
residence time, but a higher inlet velocity was used and this could reduce it; the net effect is small. The 
results were: 
Canterbury, 225 mm diameter Stairmand HE cyclone 
Canterbury, 225 mm diameter cyclone, cone angle 10° 
SPS, 350 mm diameter cyclone, cone angle 10.7° 
SPS, 450 mm diameter cyclone 
Residence time 0.8 - 1.25 seconds 
Residence time 0.7 - 1.2 seconds 
Residence time 1.4 - 2.4 seconds 
Residence time 2.5 - 5.0 seconds 
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Overall, the main factors affecting solids residence time appear to be the cyclone geometry and particle 
properties. Little change can be made by varying the operating conditions (gas and solids flowrates). 
INTERPRETATION AND COMPARISON OF RESIDENCE TIME RESULTS 
It is interesting to compare the results from this study with those previously published in the 
literature: 
Table 1. Effects of changes in parameters on solids residence time observed by different 
workers 
Effect of increasing: Observed effect on solids residence time t 
Lede et at. Kang et aL 1989 Silva and Nebra, Pasley and Kemp, This work 
1989 1990 1993 
Solids-gas loading 
-
Decrease Decrease Decrease Small 
(SGL) decrease 
Gas velocity or flowrate Increase Increase Increase Increase Small 
decrease 
Particle diameter Decrease Decrease Decrease Increase Small 
increase 
Particle density -
-
Large increase Large 
increase 
Cyclone diameter 
- - - -
Large 
increase 
Some of the differences in Table 1 can be explained by the different particle sizes used; the three 
earlier studies used smaller particles (below 100 micron) for which roping is likely to occur at lower 
velocities and the smallest particles may become entrained in the recirculating gas stream. Pasley and 
Kemp used three different particle sizes in the range 0.1-0.8 mm. The sticky impactor technique is also 
likely to give more detailed and accurate results than many of the techniques previously used. It has 
been suggested that the dependence on gas velocity may change above about 15 mls. 
The following correlation for solids residence time correlation is an approximate best fit to the new 
results; 
This gives a calculated residence time 1: of 1.5 seconds for 300 11m silica gel particles of density 
pp=1200 kg/m3 in the 350 mm diameter, 1400 mm high cyclone at an inlet gas velocity UG of 15 mls. 
There is no guarantee that this correlation can be extrapolated to significantly different situations; for 
example, other workers' results suggest that a completely different trend applies for particle diameters 
below 100 micron. 
Also it does not allow for changes in geometry, particularly cone angle. 
EXPERIMENTAL RESULTS FOR HEAT TRANSFER AND DRYING 
For these experiments, the apparatus was modified by installing a propane gas burner to heat the 
inlet air to the cyclone and substituting a screw feeder capable of much higher solids tlowrates than the 
belt. 
Firstly, an attempt was made to investigate heat transfer by entraining dry particles in the hot gas 
stream. Only five runs were made as it was difficult to get a high enough solids flowrate to give a 
significant reduction in gas temperature. The results were reasonably consistent, but inconclusive. 
Drying experiments were then performed with small (212-425Ilm) and large (425-1000Ilm) silica gel 
using a feed moisture content of 25% dry basis. The inlet and outlet gas temperatures were recorded, 
and initial and final moisture contents were measured by oven test. Some drying unavoidably took 
place between the solids feedpoint and the entry to the cyclone; it was not possible to sample the local 
moisture content at the cyclone entry, but the local gas temperature was recorded. The results were: 
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Table 2. Conditions and results for drying experiments 
Parameter I RunNo. I (base case) 2 3 4 5 6 
Particle size range Small Small Small Small Small Large 
Inlet gas temperature TGI I50aC I50aC I50aC 120aC 200°C I50aC 
Inlet gas velocity I L ~mlS lOmls lOmis 15m1s 15m1s I5m1s 
Solids-gas loading SGL kgJkg 0.05 0.1 0.05 0.05 0.05 
AT across cyclone 26.0°C 25.1 oC 35.8°C 20.1°C 36.1°C 19.5°C 
AT from feedpoint to exit 37.0°C 33.6°C 46.5°C 28.7°C 52.7°C 34.0°C 
AX from feedpoint to exit 0.177 kg/kg 0.171 0.135 0.117 0.198 0.116 
The results can be interpreted as follows: 
(a) Increasing gas velocity seems to give little or no increase in specific drying rate (-dX/dt) if the same 
solids-gas loading is maintained (comparing runs 1 and 2). If gas flow is increased without increasing 
solids flowrate, then drying does seem to increase, due to a heat balance effect; gas temperature stays 
higher and so do temperature driving forces. 
(b) If solids-gas loading is increased, there is a significant fall in drying due to a heat balance effect 
gas temperature falls faster and temperature driving forces decrease (Runs 2 and 3). 
(c) Increasing gas inlet temperature increases drying rates. The effect seemed to be more marked at 
moderate temperature than at high ones (comparing runs 4 and 5 with the base case 1); possibly there is 
a threshold temperature at which drying is fast enough to remove all the reasonably accessible 
moisture. The only effect on solids residence time should be a weak secondary effect due to changes in 
gas density. 
(d) Particle size has a weak effect on residence time but a strong one on drying (Runs 1 and 6), 
especially at high drying rates. The dominant effect seems to be the slower moisture movement from 
the centre of large particles. 
(e) The effect of particle density was not measured but the increased residence time would be expected 
to give increased drying. A weak effect could also arise from the change in surface-to-mass ratio. 
THE OVERALL SYSTEM: PNEUMATIC CONVEYING DRYER AND CYCLONE 
Table 3 shows how changes in operating conditions affect the residence time and drying rate in a 
pneumatic conveying dryer (vertical duct) and a cyclone. In some cases, the change in drying in the 
cyclone opposes that in the pneumatic conveying dryer. 
Table 3. Effect of changing design and operating parameters on drying duct and cyclone 
Pneumatic conveying dryer Cyclone 
Parameter altered Residence time Drying (AX) Residence time Drying (AX) 
Increase in diameter D Falls slightly Falls Increases greatly Increases 
moderately ~reatly 
Increase in SGL Increases slightly Falls Falls slightly Falls 
Increase in temperature T GI Falls slightly Increases Unchanged Increases 
Increase in gas velocity Uo Falls Usually falls Falls slightly Increases 
The interactions can be quite complex. For example, in the pneumatic conveying dryer, increasing the 
solids-gas loading increases the evaporation load, alters the heat balance and reduces the outlet gas 
temperature; this gives a slight increase in the gas density and reduction in the gas velocity, which in 
tum reduces the particle velocity slightly and increases the solids residence time. The overall drying, in 
terms of moisture content reduction AX, falls because of the change in heat balance, which reduces the 
temperature driving forces in the latter part of the dryer and the cyclone. The effects of increasing 
solids-gas loading on the dryer and the cyclone are additive; the same is true for changes in gas 
temperature. However there are two important cases where the trends in the dryer duct and the cyclone 
are conflicting: 
(a) An increase in solids throughput requires a corresponding increase in gas mass flow rate to 
maintain the heat balance. The cross-sectional area of the main drying duct will have to increase, and it 
has been found that this decreases wall friction and reduces residence time for a given length of duct 
(Kemp and Oakley 1997). However, the cyclone diameter generally has to be increased to keep 
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pressure drop down to an acceptable level, and the solids residence time will rise sharply. 
Alternatively, if multiple cyclones in parallel are used, there will be less increase in residence time and 
AX compared with enlarging a single cyclone. These results have very important implications for scale-
up from pilot plants to full-scale dryers, in determining the drying which will take place in the overall 
system. 
(b) An increase in gas velocity improves driving forces but increases the particle velocity, cutting 
down the solids residence time in the main drying duct. Simulation has shown that the latter effect 
usually outweighs the former, so that increasing gas flow actually worsens the drying in the main duct 
(Kemp and Oakley 1997). However, the driving forces in the cyclone will increase and so more drying 
can occur there to compensate. This effect will be reinforced if the effect observed by other workers, 
that higher gas velocities increase solids residence time in the cyclone for small particles, is correct. 
This has important implications when attempting to change dryer operating conditions for 
debottlenecking purposes. Obviously, better drying rates can also be achieved by lowering inlet 
moisture or increasing inlet gas temperature, but these have usually been pushed to their limit already. 
CONCLUSIONS 
The travelling impactor was a successful method for measuring solids residence time. The results 
were surprising in that residence time appears to be much more sensitive to solids properties and 
cyclone dimensions than to operating conditions. Increasing cyclone diameter, particle density or 
particle diameter gives an increase in residence time for the 300 or 500 !lm silica gel used in these tests. 
Drying rates were also successfully measured, and the results generally match those that would be 
expected from consideration of the heat balance and the solids residence time. Specific drying rates 
increase as gas inlet temperature and velocity increase, and as particle size and solids-gas loading falL 
The new findings on dryer residence time and evaporation rate in the cyclone cause significant changes 
to the predicted performance of a pneumatic conveying dryer when the overall system including the 
cyclone is considered. The greatest changes occur when considering scale-up from pilot-plant data (in 
design mode) or the effect of altering gas velocity during operation (in performance calculations). 
SPS are now developing a theoretical model for the residence time and drying rates, based on the 
experiments and similar to the existing SPS incremental model for pneumatic conveying dryers (Kemp 
and Oakley 1997). The results will be incorporated into the DRYCON software package. 
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NOTATION 
C fraction of coloured particles X moisture content kg/kg 
dp particle diameter m A difference operator 
D cyclone diameter m Pr particle density kg/m3 
L cyclone lengthlheight m t solids residence s 
time 
SGL solids-gas loading kg/kg 
t time s Subscripts 
T temperature °c G for gas 
U velocity mls I at inlet conditions 
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Appendix 9C -- Visual Basic Program for BPM 
, Bouncing Particle Model (BPM) 
I Program calculates particle velocity components and evaluates the particle 
'residence time in the cyclone 
'Using Runge Kutta Algorithm 
Option Explicit 
Dim x As Single, xO As Single 
Dim e As Single ' coefficient of restitution 
Dim f As Single ' coefficient of friction 
Dim p_diameter As Double 'em) 
Dim Q As Single '(m3/s) 
Dim Rep As Double 'particle Reynolds number 
Dim CD As Double 'Drag coefficient 
Dim p_density As Single '(kg/m3) 
Dim hx As Double 'incremental height of cyclone from top to bottom 
Dim ht As Double 'total height of cyclone 
Dim h As Double' step size (m) 
Dim Rx As Double ' current radius in conical section 
Dim R As Single '(m) Radius R = Rc -dp/2 
Dim delta R As Double 'radial distance from wall to particle centre of mass 
Dim Vp, VO As Double' particle tangential velocity 
Dim UO, Up As Double 'particle radial velocity 
Dim Vz As Double 'particle axial velocity 
Dim tp As Double 'particle residence time 
Dim Vg As Double 'gas entrance velocity (m/s) 
Dim Ug As Double 'gas radial velocity (m/s) 
Dim Wp, Wg As Double 'particle axial velocity (m/s) 
Dim Upw, UOw, Vpw, VOw, Beta As Single 
Dim Fn As Double 'Particle normal force 
Dim Ff As Double 'Frictional force 
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Dim kO, k1, k2, k3, k4 As Double 
Const PI As Single = 3.141592654 
Const Alpha As Double = 1 'angle of particle velocity vector from horizontal 
Const Angle As Double = 7 'cone half angle(degrees) 
Const hc As Double = 0.73 'height of cyclone(m) 
Const hcl As Double = 0.23 ' height of cylinder (m) 
Const Rc As Double = 0.1125 ' radius of cylindrical section of cyclone (m) 
Const Rex As Double = 0.0425 ' radius at apex (exit) (m) 
Const viscosity As Double 0.000018' gas viscosity (Pas) 
Const a As Double = 0.11 I rectangular entrance height (m) 
Const b As Double = 0.045 'rectangular entrance width (m) 
'Procedure for ca1culatating tangential velocity 
Sub Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
Dim Rep As Double, W As Single, t As Single 
Dim CD As Double 
V g = Q / (a * b) 'gas tangential inlet velocity 
Rep 1.2 * «Vg Vp) A 2 + (Wg Wp) A 2 + (-Ug - Up) A 2) A 0.5 * 
p diameter / viscosity 'Particle Reynolds number 
CD = (24/ Rep) * (1 + 0.15 * Rep A 0.687) 'Drag coefficient 
kO = h * (1 / Vp) * 0.75 * CD * 1.2 * «Vg - Vp) A 2 + (Wg - Wp) A 2 + (Ug 
Up) A 2) A 0.5 * (Vg - Vp) * (1 / (p density * p diameter» 
- -
Exit Sub 
End Sub 
'Fourth Order Runge Kutta Algorithm 
Public Sub RungeKuttaO 
Dim kO As Single, xO As Single, VO As Single, s As Single 
Dim n As Integer, h As Single 
Dim k As Integer 
A-26 
Appendices 
Open "c:\thomas\bounce.xls" For Output As #1 'output file 
Open "c:\thomas\delta R.xls" For Output As #2 'output file 
Q = InputBox("Please enter gas volumetric flow rate m3/s") 
Vp = InputBox("Please enter initial particle velocity - m/s") 
p _diameter = InputBox("Please enter particle diameter/m") 
p_density = InputBox("Please enter particle density") 
e = InputBox(IIPlease enter coefficient of restitution") 
f = InputBox("Please enter coefficient of friction") 
h = InputBox("Please enter step size") 'step size 5 rom in tangential direction 
'When delta R < P _diameter particle collides with wall 
'post collision velocities found using coefficients of 
'of restitution and friction (e and t) 
'Particle at centre of entrance tube assumed to initially 
'strike cyclone wall at angle 40 deg for this particular entrance geometry 
Write #1, "height", "tangential velocity", "radial velocity", "axial velocity" 
Write #2, "height", "radial distance" 
'initial particle axial velocity 
Wp = Vp * Tan(Alpha * PI / 180) 'initial angle of particle to horizontal close to 
zero 
'radial velocity perpendicular and towards wall 
DO Vp * Sin(PI * 40 / 180) 'pre-collision particle radial velocity 
VO = Vp * Cos (PI * 40 / 180) I pre-collision particle tangential velocity 
'radial velocity perpendicular and away from wall 
Dp = -e * DO 'post-collision particle radial velocity 
Vp = VO - f * (1 + e) * DO 'post-collision particle tangential velocity 
hx 0 
tp = 0 
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Write #1, hx, Vp, Up, Wp 
R = Rc - (p diameter / 2) 
'0.083 is distance from centre of entrance tube to end of vortex finder 
Wg = Q / (PI * (Rc A 2 - Rex A 2)) 'gas axial velocity 
Call Radial1(Q, hel, Ug) 
Cylinder: 
Do Until hx > hel 
xO = 0 
Do 
x xO 
Call Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
k1 =: kO 
x = xO + 0.5 * h 
Vp VO + 0.5 * k1 
Call Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
k2 kO 
Vp = va + 0.5 * k2 
Call Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
k3 = kO 
x = xO + h 
Appendices 
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Vp = VO + k3 
Call Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
k4 = kO 
xO=xO+h 
VO = VO + (kl + 2 * k2 + 2 * k3 + k4) / 6 
Rep = 1.2 * «Vg VO) A 2 + (-Ug - Up) A 2 + (Wg - Wp) A 2) A 0.5 * 
p _diameter / viscosity 'particle Reynolds Number 
CD = (24/ Rep) * (1 + 0.15 * Rep A 0.687) 
Up = Up + h * VO / Rc - 0.75 * CD * 1 * «Vg - VO) A 2 + (Wg Wp) A 
2 + (-Ug - Up) A 2) A 0 * (-Ug - UO) * h / (YO * p_diameter * p_density) 
R = R + h * Up / VO 
delta R = Rc R 
Vp = Vo 
Wp = Wp + 9.8 * h / VO + 0.75 * CD * 1.2 * «Yg - VO) A 2 + (Wg - Wp) 
A 2 + (-Ug - Up) A 2) A 0.5 * (Wg - Wp) * h / (p_diameter * p_density * VO) 
'Call RK_Axial(hx, Wp, Yp, Ug, Up, h, Angle) 
hx = hx + h * (Wp / Vp) I axial height 
'Debug. Print hx, Wp 
tp = tp + h / V P 'particle residence time 
Write #2, hx, delta _ R 
Write #1, hx, Vp, Up, Wp 
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Loop While delta R > P _diameter / 2 
'Approach velocity paralle to wall 
Beta = Atn(Wp / Vp) 
Randomize 
e = (0.1 + Rnd) 
'Total particle velocity parallel to wall 
Vpw = VOw - f * (1 + e) * Up 'post collision total velocity 
Up = -e * Up 
R = Rc - (p _diameter / 2) 
, Post collision particle axial velocity 
Wp = Vpw * Sin(Beta) 
'Post collision particle tangential velocitt 
VO == Vpw * Cos(Beta) 
Appendices 
If hx > 0.083 Then' '0.083 is distance from centre of entrance tube to end of 
vortex finder 
Wg Q * (0.1 + 0.9 * (l «hx 0.083) / (hc - 0.083»» / (PI * (Rc A 2 
Rex A 2» 'gas axial velocity 
Else 
Wg Q / (PI * (Rc A 2 - Rex A 2» 
End If 
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Loop 
'transition from cylinder to conical section 
Call Conical(hx, Rx, Rc) 
R = Rx - (p diameter / 2) 
Vp =VO 
Debug.Print hx, tp 
Do Until hx > hc 'calculate until h > height of cyclone 
xO = 0 
Do 
x xO 
Call Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
kl = kO 
x = xO + 0.5 * h 
Vp = VO + 0.5 * kl 
Call Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
k2 = kO 
Vp = VO + 0.5 * k2 
Call Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
k3 = kO 
Appendices 
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x xO + h 
vp va + k3 
Call Tangential(Vp, Wg, Wp, Ug, Up, h, kO) 
k4 = kO 
xO = xO + h 
va = va + (kl + 2 * k2 + 2 * k3 + k4) / 6 
Call RadiaI2(Q, hcl, Ug) 
Rep = 1.2 * (V g - Va) * p _diameter / viscosity 'particle Reynolds Number 
CD = (24/ Rep) * (1 + 0.15 * Rep A 0.687) 
Up = Up + h * va / Rx 0.75 * CD * 1.2 * «Vg - va) A 2 + (Wg - Wp) A 
2 + (-Ug - Up) A 2) A 0.5 * (-Ug Up) * h / (va * p_diameter * p_density) 
R = R + h * Up / va 
delta R = Rx - R 
Vp = va 
Wp = Wp + 9.8 * h / Vp + 0.75 * CD * 1.2 * «Vg - va) A 2 + (Wg Wp) 
A 2 + (-Ug - Up) A 2) A 0.5 * (Wg - Wp) * h / (p_diameter * p_density * va) 
'Call RK_Axial(hx, Wp, Vp, Ug, Up, h, Angle) 
hx = hx + h * (Wp / Vp) 'axial height 
'Debug.Print hx, Vp, Wp, Up 
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'If hx < hcl And Wp < 0 Then GoTo Cylinder 
tp = tp + hi Vp 'particle residence time 
Debug.Print hx, tp, Wp 
If delta R < 0 Then 
delta _ R = P _ diameter I 2 
End If 
Write #2, hx, delta R 
Write #1, hx, Vp, Up, Wp 
Call Conical(hx, Rx, Rc) 
Appendices 
Wg = Q * (0.1 + 0.9 * (1 - «hx - 0.083) I (hc 0.083»» I (PI * (Rc A 2 -
Rex A 2» 'gas axial velocity 
Loop While delta R > P _diameter I 2 
'Particle approach velocity perpendicular to the wall 
UOw Up * Cos(Angle * PI / 180) + Wp * Sin(Angle * PI / 180) 
'Rebound perpendicular velocity away from the wall 
Upw -e * UOw 
'Approach velocity parallel to the wall 
VOw = (Wp * Cos(Angle * PI / 180) - Up * Sin(Angle * PI I 180» A 2 + 
Vp A 2) A 0.5 
'Angle for approach velocity relative horizontal 
Beta = Atn«(Wp * Cos(Angle * PI / 180) - Up * Sin(Angle * PI 1180» / Vp) 
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'Rebound velocity parallel to the wall 
Vpw = VOw f * (1 + e) * UOw 
'Post collision radial velocity 
Appendices 
Up = -Vpw * Sin(Beta) * Sin(Angle * PI / 180) + Upw * Cos(Angle * PI / 
180) 
'Post collision axial velocity 
Wp = (Up * Sin(Angle * PI / 180) + Vpw * Sin(Beta» / Cos(Angle * PI / 
180) 
Loop 
'Post collision tangential velocity 
Vp = Vpw * Cos(Beta) 
R = R + h * Up / Vp 
delta R = Rx - R 
If delta _ R < P _diameter / 2 Then 
GoTo Sliding 
End If 
VO = Vp 
, Debug.Print Wp 
R = Rx - (p _diameter / 2) , contact with wall 
Call Conical(hx, Rx, Rc) 
Sliding: 
Do Until hx > hc 'calculate until h > height of cyclone 
Fn = 9.8 * Sin(Angle * PI/ 180) + Vp A 2 * Cos (Angle * PI / 180) / Rx 
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Wg = Q * (0.1 + 0.9 * (1 - «hx - 0.083) / (hc - 0.083»» / (PI * (Rc A 2 - Rex A 
2» 'gas axial velocity 
Rep = 1.2 * «Vg - Vp) A 2 + (Wg Wp) A 2) A 0.5 * P _diameter I viscosity 
'particle Reynolds Number 
CD = (24/ Rep) * (1 + 0.15 * Rep A 0.687) 
Wp = Wp + 9.8 * h / Vp + 0.75 * CD * 1.2 * «Vg - Vp) A 2 + (Wg Wp) A 2 
+ (-Ug - Up) A 2) A 0.5 * (Wg - Wp) * h / (p_diameter * p_density * Vp) - Fn * 
Sin(Angle * PI / 180) * h / Vp - f * Fn * Wp * h / «Vp A 2 + Wp A 2) A 0.5 * Vp) 
hx = hx + h * (Wp / Vp) 'axial height 
tp = tp + h / Vp 
xO = 0 
x = xO 
VO= Vp 
Call Wall Tangential(Vp, Wg, Wp, Ug, Up, Rx, h, kO) 
kl = kO 
x = xO + 0.5 * h 
Vp = VO + 0.5 * kl 
Call Wall_Tangential(Vp, Wg, Wp, Ug, Up, Rx, h, kO) 
k2 = kO 
Vp = VO + 0.5 * k2 
Call Wall_Tangential(Vp, Wg, Wp, Ug, Up, Rx, h, kO) 
k3 = kO 
x = xO + h 
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Vp = VO + k3 
Call Wall_ Tangential(Vp, Wg, Wp, Ug, Up, Rx, h, kO) 
k4 = kO 
xO = xO + h 
Vp = VO + (kl + 2 * k2 + 2 * k3 + k4) / 6 
Write #1, hx, Vp, Up, Wp 
Call Conical(hx, Rx, Rc) 
Debug.Print hx, tp, Wp 
Loop 
Debug.Print "residence time = "; tp 
Close #1 
Close #2 
End Sub 
Public Sub Conical(hx, Rx, Rc) 
Dim Re As Double, t As Single 
Dim Theta As Double 
Theta = Angle 'half angle of cone 
Theta = Theta * PI / 180 
ht = Rc * Tan(PI I 2 - Theta) 'total height of cone 
Rx = (ht - (hx hel)) I Tan(PI I 2 Theta)' current radius 
Exit Sub 
End Sub 
Appendices 
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Sub Axial(hx, Wp, Vp, Ug, Up, h, Angle, z) 
Dim Rep As Double, Wg As Single, t As Single 
Dim CD As Double 
ht Re * Tan(PI / 2 - (Angle * PI / 180)) 'total height of cone to vertex 
Vg Q / (a * b) 
If hx > 0.083 Then 
Wg = Q * (0.1 + 0.9 * (1 - «hx - 0.083) / he))) / (PI * (Re A 2 - Rex A 2)) 
Else 
Wg = Q / (PI * (Rc A 2 - Rex A 2)) 
End If 
Rep = 1 * «Vg - Vp) A 2 + (Wg Wp) A 2) A 0.5 * p_diameter / viscosity 
CD = 24/ Rep * (1 + 0.15 * Rep A 0.687) 
z = h * 1.2 * 0.75 * CD * «Vg - Vp) A 2 + (Wg - Wp) A 2 + (-Ug Up) A 2) A 
0.5 * 0l'/g Wp) / (p_diameter * p_density) + h * 9.8 
If hx > hel Then 
t = hx - hel 
Wg = Q * «0.1 + 0.9) * (1 - (hx - 0.083) / hc)) / (PI * «ht - t) * Tan«Angle * PI 
/ 180))) A 2 _ Rex A 2) 
Rep = 1.2 * «Vg Vp) A 2 + (Wg - Wp) A 2) A 0.5 * p_diameter / viscosity 
CD = 24/ Rep * (1 + 0.15 * Rep A 0.687) 
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z = h * 1.2 * 0.75 * CD * «Vg - Vp) A 2 + (Wg Wp) A 2 + (-Ug - Up) A 2) A 
0.5 * (Wg - Wp) I (p_diameter * p_density) + h * 9.8 I - (h I Wp) * (Vp A 2 * 
Cos«Angle * PI I 180» * Sin«Angle * PI I 180» I «ht t) * Tan(Angle * PI I 
180» - (h I Wp) * 9.8 * Sin(Angle * PI I 180) * Sin(Angle * PI I 180) - f * h * 9.8 
* Sin(Angle * PI 1180) I (Vp A 2 + Wp A 2) A 0.5 - f * h * Vp A 2 * Cos(Angle * 
PI 1180) I «ht - t) * Tan«Angle * PI 1180») * (Vp A 2 + Wp A 2) A 0.5) 
End If 
Exit Sub 
End Sub 
Public Sub RK _Axial(hx, Wp, Vp, Ug, Up, h, Angle) I calculate particle axial 
velocity 
Dim z As Single, to As Single, WpO As Single 
to 0 
WpO = Wp 
Call Axial(hx, Wp, Vp, Ug, Up, h, Angle, z) 
kl z 
to = to + 0.5 * h 
Wp = WpO + 0.5 * kl 
Call Axial(hx, Wp, Vp, Ug, Up, h, Angle, z) 
k2 = z 
Wp = WpO + 0.5 * k2 
Call Axial(hx, Wp, Vp, Ug, Up, h, Angle, z) 
k3 = z 
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to=tO+h 
Wp WpO + k3 
Call Axial(hx, Wp, Vp, Ug, Up, h, Angle, z) 
k4 = Z 
to=tO+h 
Wp = WpO + (kl + 2 * k2 + 2 * k3 + k4) / 6 
Exit Sub 
End Sub 
Public Sub Radial1(Q, hel, Ug) 
Dim R As Single 
'Procedure to calculate average gas radial velocity in the cylindrical section 
R = 0.055 ' radius of vortex finder 
U g := Q / (2 * PI * R * hel) 
End Sub 
Public Sub Radia12(Q, Rex, Ug) 
'Procedure to calculate average gas radial velocity in conical section 
Ug = Q / (2 * PI * Rex * 0.7 * (hc hel» 
End Sub 
Public Sub Wall_Tangential(Vp, Wg, Wp, Ug, Up, Rx, h, kO) 
Dim Rep As Double 
Dim CD As Double 
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Up = 0 'particle radial velocity is zero 
Fn = 9.8 * Sin(Angle * PI / 180) + Vp A 2 * Cos(Angle * PI / 180) / Rx 
V g = Q / (a * b) 'gas tangential inlet velocity 
Rep = 1.2 * «Vg - Vp) A 2 + (Wg Wp) A 2 + (-Ug - Up) A 2) A 0.5 * 
P diameter / viscosity 'Particle Reynolds number 
CD = (24/ Rep) * (1 + 0.15 * Rep A 0.687) 'Drag coefficient 
kO = h * (l / Wp) * 0.75 * CD * 1.2 * «Vg Vp) A 2 + (Wg - Wp) A 2 + (Ug 
Up) A 2) A 0.5 * (Vg - Vp) * (1 / (p density * p diameter» - f * Fn * h * Vp / (Rx 
- -
* Wp * (Vp A 2 + Wp A 2) A 0.5) 
Exit Sub 
End Sub 
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Appendix 9 D - Conical Sections 
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Appendix 9E Air-Hydraulic Circuit for Moving Shuttles 
AIR 
UPPER CYLINDER 
LOWER CYLINDER 
WORKING STROKE 
.!( ,. 
RETURN STROKE 
AIRIN 
OIL 
./ /' /' /' ./ .' /' 
/ /' / j' / i' j' 
/////i'/ 
/ " / " / " / 
/' / " " / ./ i' 
" I' / -' / / j' 
./ /' ./ / /' ". 
/ j' i' /' ,I / j' 
Vi , .. 
WORKING ; 
, 
, 
OIL FILL 
VALVE 
........... ~ V4 
RETURN 
FLOW OIL FLOW 
CONTROL 
[2J SOLENOID VALVE 
=!l. NEEDLE VALVE 
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9 F Electric Circuit Solenoid Controller 
NEUTRAL~-
SINGLE POLE 
0----,---<r--<r--<r-;----- POSITION 
ROTARY SWITCH 
Vi V2 V3 
SOLENOID CONTROLLER 
Vi V2 
til WORKING FLOW 
V3 V4 
([) • ""- RETURN FLOW TRIP RET V5 V6 
• OIL 
V8 
• AIR 
FRONT PANEL 
Vi V2 V3 V4 
t[ [1J [1J 
V5 V6 [1J r~ · I i 
REAR PANEL 
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endix 9G - Timin Dia ram 
V1 
V2 
V3 
V4 
V5 
V6 
V7 
va 
EVENT 
VVHAT 
HAPPENS 
OPEN 
! CLOSE 
l-
I 
J 
I 
I 
.. - l-
I 
[~RON PISTONS 
MOVE OUT 
(RETURN 
STROKE) 
PRESS. IN 
OIL VESSEL 
AIR 
SUPPLY ON AIR VESSEL 
TOATM 
V3,V4, V6, VB 
I OPEN 
RETURN 
I 
i 
I 
• 
I 
OIL VESSEL 
TOATM 
PRESSURE 
INAIR 
VESSEL 
NO PISTON 
MOVEMENT 
(V1 & V2 
CLOSED) 
V5&V? 
OPEN 
SET 
I i 
I 
\ 
I 
I 
I 
I 
PISTONS 
MOVE IN 
(WORKING 
STROKE) 
OIL FLOWS 
THRU CONTROl 
VALVES 
V1 &V2 
OPEN 
TRIP RETURN 
V1 
V2 
V3 
V4 
V5 
V6 
V? 
va 
Appendices 
]
V1&2 CONTROL 
THE VVORKING 
FLOW 
'] 
] 
D 
V3&4 CONTROL 
THE RETURN 
FLOW 
V5&6 CONTROL 
THE OIL 
PRESSURE 
117&8 CONTROL 
THE AIR 
PRESSURE 
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•••• .11.1,.-'11. 9 H - Convolution Theorem 
The governing equation is 
BC BC 1 B2C 1'-+-- =0 
Bt Bz Pe 
Laplace transformation of the above equation yields 
F(s) = C2(s) = exp[pe [1- (I + 4s't JJ 
C,(s) 2 Pe 
Where pes) is the transfer function 
4,; 
Letk = -
Pe 
Pe 
and a=-
2 
C2(s) = C1 (s)expla~ (I + ks)h)J 
= C/s)exp(a)expla(1 + ks)h J 
Numerical Convolution of above equation 
(1) If F(s) = where A > 0 
a2 
then inverse f(t) = .b- e 41 
2 rrt 3 
(2) Shift Theorem 
L[e al f(t)] = F(s - a) 
Appendices 
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t dt let u = - and du = -
k' k 
the subst. 
GO 
fe-(Sk)lI f(u)kdu 
o 
k fe-(kS)U f(u)du = kF(kr;) 
Using (2) and (3) 
F(l + ks) e-a,jl+ks has inverse 
substitution for a and k 
from (1) and by the Convolution Theorem 
t 
r 1{f(s)g(s)} = fF(u)G(t-u)du 
o 
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Therefore the output tracer concentration is given by the following equation 
where u is a dummy time variable. 
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Run Date 
91 -
Solids Flowrate 
gis 
9.7 
9.7 
6.83 
6.83 
11.2 
11.2 
4.5 
4.5 
12.54 
12.54 
12.54 
12.54 
12.54 
12.54 
8.475 
5.72 
14.7 
14.7 
10.15 
9.38 
5.39 
6.2125 
14.1 
11.28 
9.63 
10.07 
9.52 
10.11 
4.64 
6.54 
9.04 
11.04 
11.575 
10.737 
7.97 
8.3365 
6.8618 
7.8059 
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Results 
range Material Air velocity SGL Cyclon Time Peclet 
!-1m 
500-700 Sand 
500-700 Sand 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 Silica gel 
500-700 
500-700 
500-700 
500-700 
295-500 
295-500 
295-500 
295-500 
295-500 
295-500 
295-500 
295-500 
295-500 
699-850 
699-850 
699-850 
699-850 
295-500 
295-500 
295-500 
Silica gel 
Silica gel 
Silica gel 
Silica gel 
Silica gel 
Silica gel 
Silica gel 
Silica gel 
Silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
sand 
sand 
sand 
sand 
210-295 silica gel 
210-295 silica gel 
210-295 silica gel 
m/s 
20 
20 
15 
15 
15 
15 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
10 
15 
20 
25 
20 
20 
20 
20 
20 
20 
0.0816 
0.0816 
0.0767 
0.0767 
0.1257 
0.1257 
0.0379 
0.0379 
0.1056 
0.1056 
0.1056 
0.1056 
0.1056 
0.1056 
0.0713 
0.0713 
0.0842 
0.0481 
0.0481 
0.1237 
0.1237 
0.0854 
0.079 
0.0454 
0.0523 
0.1187 
0.0949 
0.0811 
0.0848 
0.0801 
0.0851 
0.0781 
0.0734 
0.0761 
0.0743 
0.0974 
0.0904 
0.0671 
#DIV/O! 
0.0702 
0.0578 
0.0657 
e Number 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
B 
s 
0.658 
0.67 
1.061 
1.199 
0.93 
0.883 
1.07 
1.025 
0.819 
0.943 
0.942 
0.77 
0.869 
0.955 
1.172 
1.01 
1.096 
1.136 
1.296 
1.32 
0.893 
1.052 
0.691 
0.738 
0.69 
0.714 
0.693 
0.875 
0.71 
0.845 
0.812 
1.609 
1.455 
1.026 
0.96 
1.296 
1.197 
0.909 
0.611 
0.641 
0.53 
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12.74 
54.07 
63.14 
24.38 
74.8 
47.75 
6.91 
8.82 
11.99 
14.15 
13.88 
34.53 
42.58 
10.34 
18.06 
39.06 
68.72 
12.99 
97.97 
37 
62.46 
26.24 
16.23 
14.04 
32.01 
12.35 
39.67 
33.5 
22.1 
88.75 
79.4 
84.71 
36.16 
20.3 
161.96 
101.87 
74.61 
62.56 
42.73 
58.93 
.Run Date 
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Solids Plowrate Size range Material Air velocity SGL Cyclol1 Time Pedet 
g/s 
5,6474 
6.5212 
7:5936 
10 .. 657 
9.5739 
9.5739 
9.5739 
9.5739 
9.5739 
9.5739 
9.6 
9.6 
9.6 
9.6 
9.6 
9.6 
9.6 
10.08 
10.04 
10.04 
10.04 
10.04 
8.861 
11.633 
12.9446 
7.992 
10.5169 
10.5 
10.857 
8.9 
8 
8 
8.9 
11.4 
12.9 
12.9 
10.5 
Ilm m/s 
295-500 ; silica gel 20 
295-500 silica gel 20 
295-500 : silica gel • 20 
250-500 
250-500 
250-501 
250-502 
250-503 
250-504 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
250-500 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
silica gel 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand 
sand, 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
20 
0.0475 
0.0549 
0;0639 
0;0897 
0.0806 
0.0806 
0.0806 
0.0806 
0.0806 
0.0806 
0.0806 
0.0808 
0.0808 
0.0808 
0.0808 
0.0808 
0.0808 
0.0808 
0.0848 
0.0845 
0.0845 
0.0845 
0.0845 
0.0746 
0,0979 
0.109 
0.0673 
0.0885 
0.0884 
0.0914 
0.0749 
0.0673 
0.0673 
0.0749 
0.096 
0.1086 
0.1086 
0.0884 
e Number 
B 
B 
B 
B 
s 
0.954 
0.905 
0.769 
1.312 
1.232 
1.152 
1.286 
1 .. 311 
1.119 
0.99 
0.707 
0.796 
0.933 
0.974 
1.192 
1.087 
1.269 
1.327 
1.231 
0.949 
1.144 
1.288 
1.051 
0.957 
0.783 
1.015 
1.116 
1.071 
1.379 
1.821 
1.668 
1.449 
1.402 
0.81 
0.869 
0.996 
1.178 
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64.39 
146.35 
62.86 
117.18 
55.86 
45.83 
42.46 
14.56 
128.21 
47.39 
6.3.29 
22.17 
50.55 
55.38 
77.98 
93 
29.19 
32.17 
19.14 
28.57 
25.54 
31.29 
26.95 
53.41 
37.44 
55.37 
27.69 
54.358 
2.675 
9.12 
4.353 
4.589 
15.7 
19.11 
7.55 
21.51 
16.01 
7.27 
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15 0.1127 A 1.068 57.88 
11.33 15 0.1272 A 0.811 55.31 
12.44 15 0.1396 A 1.05 82.9 
13.63 15 0.153 A 1.08 156.2 
11.33 212-425 silica gel 15 0.1272 A 0.89 85.78 
25.16 212-425 silica gel 15 0.2824 A 1.03 153.6 
11.33 250-500 silica gel 25 0.0763 A 0.81 23 
12.44 250-500 silica gel 25 0.0838 A 0.71 24.4 
8.04 250-500 silica gel 25 0.0541 A 0.74 42.03 
10.04 250-500 silica gel 25 0.0676 A 0.82 23 
21.3 250-500 silica gel 25 0.1434 A 0.77 63.2 
8.04 250-500 silica gel 25 0.0541 A 0.87 23.9 
17.12 250-500 silica gel 25 0.1153 A 0.79 15.8 
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Available in Department of Chemical and Process Engineering, University of 
Canterbury 
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116.0".".". 9K Error 
In this section errors due· to· the-inherentvariabilityof theproc€ss will· bec9mpared 
with errors due to the curve fitting method and sampling errors. 
(a)Replication Errors 
Let x be the sample mean 
Confidence limits for true value of a quantity = 
x ± ts x 
where s s- = -J;; x 
n 
where (J r::::3 S = (~)Xi - x)J 
pop n-l 
Where tis from statistical tables and depends on number of data points (degrees of 
freedom) and degree of confidence required. 
Assume population is normally distributed 
5 replicate measurements of particle Peelet number and mean residence time for 
sand particles of size range 250-500 ~m in cyclone B with a gas inlet velocity of 20 
m S-I. 
Run Peclet Number 
87 22.l7 
88 50.55 
89 55.38 
.90 78 
91 93 
Mean t = 0.92 
Standard deviation s = 0.19 
Standard error in mean s-, = 0.083 
Mean Residence Time (s) 
0.707 
0.796 
0.933 
0.974 
1.192 
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For the 90 % confidence interval 
Degrees of freedom v = 4 
From t table 
t4 (0.95) = 2.13 
Therefore confidence interval (90%) is 
0.9204 ± 2.13 x 0.083 = 0.92 ± 0.18 
Mean Peelet number = 60 
Standard deviation 27.178 
Standard error in mean = 12 
Confidence interval (90 %) for Peelet Number 60± 26 
(b) Curve Fitting errors - Bootstrapping Methods and 
Tibshirani, 1993) 
The bootstrap method was introduced in 1979 and is based on the method of 
resampling from a given data set to calculate the standard error in a statistical 
variable. Using this procedure the sampling variations of statistical estimates is 
obtained. 
Let x = (Xl, X2, X3, ...... ,Xn) be a population sample of size n 
A bootstrap sample xb is derived from x such that 
b (b b b b) h b' d If' 1 x = Xl, X2 ,X3 , ...... , Xn-l were x IS a ran om samp e 0 SIze n-
)Gb are randomly chosen with replacement from x 
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For example where x has 20 data points, for each bootstrap sample xb 19 data points 
are selected. With this data set the mean residence time and Peclet number are 
calculated. Repeat samples xb result in "replications" of mean residence time and 
Peelet number. 
For different experimental runs there is variability in the mean residence time or the 
Peelet number introduced due to 
1. random physical process variation 
2. curve fitting method 
3. sampling error 
2 and 3 above are described by variation among bootstrap replications. 
By applying the bootstrap method i.e. re-sampling the data for a particular 
experimental run, the random physical process variations are held constant. The 
parameters are then evaluated and the procedure repeated with another re-sampled 
data set. 
Sand Particles 
Run 91 
Size range: 250-500 !-lm in cyelone B with a gas inlet velocity of 20 m S-1 
60 
til 
Q> 50 (j 
:e 40 ¢II 
Q. 
.... 30 0 
20 
10 
0 
0 
Particle distribution on bin impactor 
• 
••• 
.. 
20 40 60 
Distance along shuttle (mm) 
80 
• White 
IiIi! Black 
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Tracer distribution on bin impactor 
0.8 . __ .. " .. 
~ 0.7 •• .... 
(.) 0.6 (1S 
:t3 0.5 
A 
s::: 0.4 
0 0.3 t; 0.2 ~ 
LL 0.1 
a 
+."11' 
~~ 
• 
+ •• • ••• • 
a 10 20 30 40 50 60 70 
Distance along bin shuttle (mm) 
Peclet Number and Mean Residence Time Calculated from Bootstrap 
Samples 
Peclet Number (Pe) Mean time (s) 
93.53 1.1924 
94.10 1.1926 
97.77 1.1947 
102.11 1.2041 
97.33 1.2553 
56.15 1.2743 
33.82 1.2466 
38.54 1.1829 
84.13 1.1587 
132.83 1.1572 
142.08 1.1662 
98.35 1.1887 
94.01 1.1917 
93.56 1.1921 
93.19 1.1923 
Mean residence time = 1.20 s 
Standard deviation = 0.034 
Standard error = 0.0088 
Confidence interval (90 % ) 1.20 ± 0.02 s 
Similarly 
Mean Peelet number = 90.1 
-
80 
A-58 
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Standard deviation = 29.2 
Standard error = 7.5 
Confidence interval (90 % ) 90 ± 13 
Sand particles 
Run 96 
Size range: 250-500).lm in cyclone E with a gas inlet velocity of 20 m S-l. 
Particle distribution on bin impactor 
70~~----------------------~ 
~ 60+-----------------------------~--~--~ u A A .~ 50+_---------e~T------------~~-?--------~ 
I E -- -
~40+---------=-------------~~~--------~ 
~ 30+_.~~--------~--~~~--~~------__ ~ 
i w • Z 10+---~-~~--~~~~--_=_r~~~~----~ 
o -·~~~Em~~--~ftJ-~~ba~· 
+ White I 
I!lBlack j 
o 5 10 15 20 25 30 35 
"-------_________________ D_is_ta_llc_e_al_oll_g_b_ill_shli_tt_le _______________ -~ 
Tracer Distribution on Bin Impactor 
! ~:; :-=~=~-'=~-_'~~'=~_ -'=' -=~-="'-=' '=-' =-~-~~_-'-_~-=-~-=--.~._-_._--,,'_'."--··-=-~T--=-~-=-~~-_-·-·_-'--=-~-=-~-=---=-~-=---·-~_--"--~----'-l--!' 
§ 0.3~---------------~~~------------------------!1 ~ 0.2 A.. • ;. ~ 0.1 +--------------~.~.---.------~~~.~---------------!. 
0+4!'4.~.~.~.~ ... "... ~.~.~·-~i----~-~ •. ~~.~.~.~1----4 
o 5 10 15 20 25 30 35 
Distance along bin shuttle 
The fraction black is then Bootstrap sampled. 
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Peelet Number and Mean Residence Time Calculated from 18 Bootstrap Samples 
Peelet Number (pe) 
32.39 
33.73 
35.98 
39.9 
33.78 
23.03 
15 
14.54 
14.34 
15.98 
25.44 
33.31 
34.94 
37.78 
32.88 
36.77 
34.5 
32.56 
Mean residence time = 1.07 s 
Standard deviation = 0.0427 
Standard error = 0.0101 
Confidence interval = 1.07 ± 0.02 s 
Similarly, 
Mean Peelet number = 29 
Standard deviation = 8.78 
Standard error = 2.07 
Confidence interval = 29 ± 4 
Silica gel particles 
Run 53 
Mean time (s) 
1.0544 
1.056 
1.0615 
1.0812 
1.176 
1.1577 
1.1066 
1.1066 
1.0561 
l.0084 
1.0382 
1.0408 
1.0362 
1.0799 
1.0527 
1.0431 
1.049 
1.0539 
Size range: 699-850 nun in cyelone B with gas inlet velocity of 20 ms-1 
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9 
~ 8 (37 
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n1 0..5 
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1 
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o 
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Particle distribution on bin impactor 
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-
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Fraction of tracer 
• • 
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,. AT'" .~. 
A 
.................... ..... A. .... A 
'" 
20 40 60 80 
Distance along shuttle 
Peelet Number and Mean Rresidence Time Calculated from 9 Bootstrap 
Samples 
Pee let Number (Pe) Mean time (s) 
49.48 1.2851 
76.27 1.3099 
53.85 1.2978 
53.21 1.3350 
34.72 1.3428 
26.08 1.3218 
188.37 1.3056 
31.63 1.2597 
37.80 1.2132 
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Mean residence time 1.30 s 
Standard deviation = 0.040 
Standard error 0.013 
Confidence interval (90 % ) 1.30 ± 0.02 
Similarly 
Mean Peelet number = 42 
Standard deviation = 17.63 
Standard error 5.88 
Confidence interval (90 %) = 42 11 
Silica gel particles 
Run 126 
Size range: 250-500).!m in cyclone A with a gas inlet velocity of 15 m S-I. 
~ 25T--~~·~-~-~~~~"·~-"--~--·-·-~--~-~~----·~-~~-·-----·~I 
'0 t 20+-----------------------------------------~ 
[ 15 ±---..---.~----------------------------------I 
.... 
0 10 ... CD, 
.c 5 E 
:::s 
z 0 
0 20 40 60 80 
Distance along impactor (mm) 
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Tracer Distribution on Bin Impactor 
1 '-~------------------~-----~~---~---~----~~---~-~---~I 
0.8---------. -
0.6 -1-------.................... -------'+'------"+'--------------------1 
+. 0.4 +-----------~--------------~ 
• 
0.2 +----.............. ----------~~.-------------I 
• o ~~~A~~.A~~~ __ ~ ____ ~--4-~~~~A~~~-~ 
o 10 20 30 40 50 60 70 80 
Distance along shuttle (mm) 
Peelet Number and Mean Residence Time Calculated from Bootstrap 17 Samples 
Peclet Number (Pe) Mean time (s) 
19.08 104177 
16.56 1.3705 
12.03 1.3794 
23.12 1.2886 
22.21 1.2692 
25.03 1.2455 
30.00 1.2230 
• 
26.95 1.2879 
28040 1.2736 
27.87 1.2803 
27.55 1.2836 
27.27 1.2856 
26.95 1.2879 
28.51 1.2931 
29.67 1.3031 
31.62 1.3370 
26.57 1.3264 
Mean residence time = 1.30 s 
Standard deviation = 0.049 
Standard error = 0.012 
Confidence interval (90 % ) = 1.30 ± 0.02 s 
Mean Peclet number = 25 
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Standard deviation = 5.18 
Standard error = 1.26 
Confidence interval (90 % ) = 25 ± 2 
F-Test Two-Sample for Variances of Mean residence time (from Bootstrap) 
250-500f.1m 699-850 f.1m 
Mean 1.30 1.30 
Variance 0.0024326 0.001619 
Observations 17 9 
df 16 8 
F 1.5025 
P(F < = f) one-tail 0.2858 
F Critical one-tail 3.2016 
No significant difference in mean residence times (a = 0.05) 
F-Test Two-Sample for Variances of Peclet Number (from Bootstrap 
250-500f.1m 699-850f.1m 
Mean 25.26 42.38 
Variance 26.8226 310.6471 
Observations 17 9 
Df 16 8 
F 11.58 
P(F < = f) one-tail 2.4E-05 
F Critical one-tail 2.59 
There is a significant difference in Peclet numbers for different particle sizes 
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(c) Time Resolution 
Estimated shuttle velocity 
Velocity v = ~ 
t 
Where s is measured total distance travelled by shuttle in t seconds 
s 181 ± 0.5 nun 
Measured time 
t 8 ± 1 s 
Where e is error in a given quantity 
ov 1 1 0.125 = - = 
8s t 8 
ov s 181 
-2.828 = = 
at 82 
2.87 
Velocity of shuttle = 22.6 ± 2.9 mm S·l 
Time 
time t d 
v 
Appendices 
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where d is the length to each segment 
el = 
at 
8v 
at 
= 
ad 
( ~ )' e' + ( ~ r e2 8v v ad d 
d 
v 
1 
v 
(2.9Y + (_1_)2 (o.sy 
22.6 
0.03 s 
(e2 ) + fe 2 ) 
t out ~ I in 
where (et)rel is the relative error in time 
Therefore maximum uncertainty in cell resolution = 0.04 s 
Sum of Variances 
Appendices 
The variance for the replications can be expressed as the sum of variances due to the 
physical process, bootstrap and time 
2 2 2 2 
Srep/icalion = Svarialioil + Sboofslrap + Sirel 
where S2replicaliol1 is variance for the replication measurements 
~varialiol1 is the variance due to random physical process errors 
S2BooISIrap is the variance due to curve fitting 
S21 rei is the variance due to time resolution in each cell. 
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Using the variance from replications in Part (a) and the variance for the bootstrap of 
Run 91 
S;'ep/icaIiOI1S = 0.034453 
df 4 
siaatstrap + St
2
rel = 0.001157 + 0.0016 
= 0.002757 
df = 14 
S~ariatiOI1 = 0.034453 - 0.002757 
0.031696 
F test 
Ho .<:f2varialioll = S Buu/strap + Sf rei 
F 0,05 (4,15) 3,06 
For replications and process variation 
F (4,15) 0.031696 
0.002757 
11.5 
It therefore can be concluded that the major source of error is attributed to variation 
in the random physical process errors and not to sampling or curve fitting errors. 
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