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Abstract
If X is a locally convex topological vector space over a scalar field F = R or C and if E is a subset
of X, then we define E to be n-weakly dense in X if for every onto continuous linear operator F : X → Fn
we have that F(E) is dense in Fn. If X is a Hilbert space, this is equivalent to requiring that E have
a dense orthogonal projection onto every subspace of dimension n. We then consider continuous linear
operators on X that have orbits or scaled orbits that are n-weakly dense in X. We show that on a separable
Hilbert space there are non-trivial examples of such operators and establish many of their basic properties.
A fundamental tool is Ball’s solution of the complex plank problem which implies that certain sets are
1-weakly closed.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Suppose that T is a continuous linear operator on a topological vector space X over a field F
where F will denote either the field of real numbers R or the field of complex numbers C. For
an element x ∈ X, the orbit of x under T is Orb(x, T ) = {T nx}∞n=0 = {x,T x,T 2x, . . .}. The
operator T is called hypercyclic if it has a dense orbit, that is, if there is a vector x ∈ X such that
Orb(x, T ) is dense in X. Likewise T is called supercyclic if it has a scaled orbit that is dense
in X; meaning, there exists a vector x ∈ X such that F · Orb(x, T ) is dense in X.
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2256 N.S. Feldman / Journal of Functional Analysis 263 (2012) 2255–2299In 1969 Rolewicz [21] gave the first example of a hypercyclic operator on a Banach space;
namely twice the backward shift on 2(N). Later in 1974, Hilden and Wallen [18] introduced
supercyclic operators and proved that every backward unilateral weighted shift is supercyclic.
Since that time there has been a large amount of research devoted to hypercyclic and supercyclic
operators. See, for instance, the two recent books on hypercyclicity [5] and [17], as well as their
references.
If E is a subset of X, then we say that E is n-weakly dense in X if F(E) is dense in Fn for
every onto continuous linear operator F : X → Fn. An important example of an n-weakly dense
set in 2(N) is the set of all vectors with at most n non-zero coordinates (see Corollary 2.10 and
Proposition 6.8).
If n is a positive integer, then we say that the operator T is n-weakly hypercyclic if there is a
vector x ∈ X such that Orb(x, T ) is n-weakly dense in X. Similarly, we say that T is n-weakly
supercyclic if there is a vector x ∈ X such that F · Orb(x, T ) is n-weakly dense in X.
In this paper we will show that there are non-trivial examples of n-weakly hypercyclic and
n-weakly supercyclic operators on Hilbert space and establish some basic properties of these
operators.
Two important criteria for constructing n-weakly hypercyclic/supercyclic operators are in
Theorems 6.3 and 10.5. These allow us to construct vectors the closure of whose orbits contains a
prescribed set. We use these to provide a general method (see Theorem 6.10) for constructing n-
weakly hypercyclic operators by simply taking direct sums of hypercyclic operators that satisfy
a strong form of the hypercyclicity criterion. In particular, if T1, T2, . . . , Tp are each hypercyclic
operators satisfying the strong hypercyclicity criterion (see Definition 6.6) and if the direct sum
of any n (1 n < p) of the operators {T1, . . . , Tp} is hypercyclic, then the direct sum of all the
operators,
⊕p
k=1 Tk , is n-weakly hypercyclic. This allows us to show that for every positive in-
teger n, there exist Hilbert space operators that are n-weakly hypercyclic but not (n+ 1)-weakly
hypercyclic (see Theorem 6.13).
We also give similar conditions for the direct sum of operators to be n-weakly supercyclic.
It is shown that there are Hilbert space operators T (of the form T1 ⊕ I1 where T1 is n-weakly
hypercyclic and I1 is the identity operator on a one-dimensional space) such that T is n-weakly
supercyclic but not (n+ 2)-weakly supercyclic (see Corollary 7.7). Another example shows that
the direct sum of certain bilateral weighted shifts is n-weakly supercyclic, but not (2n + 2)-
weakly supercyclic (see Corollary 10.9). Many other structural properties are established.
We show that a 1-weakly hypercyclic operator must have each component of its spectrum
intersecting the unit circle (see Proposition 3.3). An n-weakly hypercyclic operator T cannot
have a finite set of non-zero vectors with cardinality at most n whose orbit under T ∗ is jointly
bounded (see Proposition 3.6). In Section 4 we summarize the results of Feldman [15] describing
which matrices are n-weakly supercyclic. In Theorem 5.8 we present an example which provides
a step towards formulating the proper version of Ansari’s Theorem for n-weakly hypercyclic
operators. This example also shows how to construct orbits for twice the backward shift that are
n-weakly dense but not dense.
In Proposition 7.1 we establish the simple fact that an operator is 1-weakly supercyclic if and
only if it is cyclic. We also show that pure subnormal operators cannot be 2-weakly supercyclic
(see Corollary 7.3 and Corollary 7.15) and that a 2-weakly supercyclic bilateral weighted shift
must be supercyclic (see Corollary 7.5).
In Theorem 7.8 we present the n-weak angle criterion which implies that certain operators
cannot be (2n)-weakly supercyclic. This generalizes the weak angle criterion (Shkarin [24])
which says certain operators cannot be weakly supercyclic.
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supercyclic. However, it was shown in Bayart and Matheron [4] that certain singular unitary
operators are weakly supercyclic. In Theorem 9.6 it is shown how to construct sequences of
operators that are n-weakly universal. In Theorem 10.3 and Theorem 10.5 we present criteria
for showing that certain operators are n-weakly supercyclic. These are then applied to show that
certain direct sums of bilateral weighted shifts are n-weakly supercyclic.
A nice generalization of the well-known fact that the weak closure of a convex set is the same
as its norm closure states that the 1-weak closure of a convex set is the same as its norm closure
(see Proposition 2.3).
A beautiful and useful theorem due to Ball states that if a sequence {xn}∞n=1 of vectors in
a Banach space satisfies
∑∞
n=1 1‖xn‖ < ∞, then the set {xn}∞n=1 is 1-weakly closed in X (see
Theorem 3.1 and Definition 2.1). This deep theorem will be used repeatedly. We close with a list
open questions and conjectures.
2. Preliminaries
In what follows X and Y will generally denote locally convex topological vector spaces over
either the field R of real numbers or the field C of complex numbers. We will let F denote either
the set of real or complex numbers. The dual space X∗ denotes the set of all continuous linear
functionals on X. Also, B(X) will denote the set of all continuous linear operators on X and
B(X,Y ) will denote the set of all continuous linear operators from X to Y .
If X is a locally convex space and if x0 ∈ X, then a basis for the weak topology on X at the
point x0 is given as follows:
For F = {f1, . . . , fn} ⊆ X∗ and ε > 0, let
N(x0,F, ε) = N(x0, f1, . . . , fn, ε) =
{
x ∈ X: ∣∣f (x)− f (x0)∣∣< ε for all f ∈F}.
If we let F : X → Fn be given by F(x) = (f1(x), . . . , fn(x)) and let ‖ · ‖∞ be the ∞-norm
on Fn, then notice that
N(x0, f1, . . . , fn, ε) = N(x0,F, ε) :=
{
x ∈ X: ∥∥F(x)− F(x0)∥∥∞ < ε}.
A set E ⊆ X is said to be weakly open if for every x0 ∈ E, there is a finite set F ⊆ X∗, and an
ε > 0, such that N(x0,F, ε) ⊆ E.
We now introduce the idea of an n-weakly open set where we limit the size of the set F . If A
is a set, then we will use |A| to denote the cardinality of A.
Definition 2.1. Let n be a positive integer, X a locally convex space and E ⊆ X. Then we have
the following definitions.
(1) The set E is n-weakly open if for every x0 ∈ E there is an ε > 0 and a set F ⊆ X∗ with
|F | n such that N(x0,F, ε) ⊆ E.
(2) The set E is n-weakly closed if the complement of E is n-weakly open.
(3) The set E is n-weakly dense in X if E ∩ N 
= ∅ for every non-empty n-weakly open set N
in X.
(4) A point x0 ∈ X is in the n-weak closure of a set E if for every n-weakly open set N contain-
ing x0, we have N ∩E 
= ∅.
2258 N.S. Feldman / Journal of Functional Analysis 263 (2012) 2255–2299Notice that the sets of the form N(x0,F, ε) are n-weakly open sets if the cardinality of F is at
most n. In fact, we will call them the basic n-weakly open sets; since every n-weakly open set is
a union of basic n-weakly open sets. Notice that the n-weakly open sets do not form a topology,
since they are not closed under finite intersections and n-weakly closed sets are not closed under
finite unions. The following proposition elaborates more on this point.
Proposition 2.2 (n-Weak “pseudo-topological” properties). If X is a locally convex space, then
the following hold:
(1) If U is an m-weakly open set in X and V is an n-weakly open set in X, and k = max{m,n},
then U ∪ V is a k-weakly open set in X.
(2) If U is an m-weakly open set in X and V is an n-weakly open set in X, then U ∩ V is an
(m+ n)-weakly open set in X.
(3) If F1 is an m-weakly closed set in X and F2 is an n-weakly closed set in X, then F1 ∪ F2 is
an (m+ n)-weakly closed set in X.
(4) If F1 is an m-weakly closed set in X and F2 is an n-weakly closed set in X, and k =
max{m,n}, then F1 ∩ F2 is a k-weakly closed set in X.
Proposition 2.3 (Hahn–Banach separation). If C is a convex set in a locally convex space X,
then the 1-weak closure of C in X is equal to the closure of C in X.
Proof. The proof of this result is exactly the same as the proof that the weak closure of a convex
set is equal to its closure (see Conway [11]). Simply notice that the classic proof only uses one
linear functional to establish the result. 
The following proposition gives various ways to think about and work with n-weakly dense
sets. We leave the proof to the reader.
Proposition 2.4. If X is a locally convex space over F = R or C, E ⊆ X, and n is a positive
integer, then the following are equivalent:
(1) E is n-weakly dense in X.
(2) F(E) is dense in Fn for every onto continuous linear map F : X → Fn.
(3) {(f1(x), . . . , fn(x)): x ∈ E} is dense in Fn for every linearly independent set of functionals
{f1, . . . , fn} ⊆ X∗.
(4) F(E) is dense in F(X) for every continuous linear map F : X → Y with dim(F (X)) n.
(5) π(E) is dense in X/M for every closed linear subspace M of X satisfying dim(X/M) n,
where π : X → X/M is the natural quotient map.
(6) For every subspace N ⊆ X of codimension n, there is a complementary subspace M for N
for which the projection of E onto M along N is dense in M.
(7) For every subspace N ⊆ X of codimension n and for every complementary subspace M
for N , the projection of E onto M along N is dense in M.
(8) If X is a Hilbert space, then the above conditions are also equivalent to: For every subspace
M of X with dim(M) = n, the orthogonal projection of E onto M is dense in M.
The following propositions will be used repeatedly; their proofs are elementary and will be
left to the reader.
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(1) If {f1, . . . , fn} ⊆ X∗ and we define a linear operator F : X → Fn by F(x) = (f1(x), f2(x),
. . . , fn(x)), then F is onto if and only if the set {f1, . . . , fn} of functionals is linearly inde-
pendent.
(2) If dim(X) n, then a set E ⊆ X is n-weakly dense in X if and only if E is dense in X.
Proposition 2.6. Suppose that X is a locally convex space over the scalar field F, that E ⊆ X,
x0 ∈ X, and n  1. Then x0 belongs to the n-weak closure of E if and only if F(x0) is in the
closure of F(E) for every continuous linear map F : X → Fn.
One should think geometrically of a basic n-weakly open set N as an ε-neighborhood of an
affine subspace L of codimension n. All n-weakly open sets are unions of such basic n-weakly
open sets. Thus a basic 1-weakly open set in R2 is an ε-neighborhood of a line, hence a thin
strip, meaning the region between two parallel lines. A basic 2-weakly open set in R2 is an ε-
neighborhood of a point. A basic 1-weakly open set in R3 is an ε-neighborhood of a plane, like a
board or a plank, and a basic 2-weakly open set in R3 is an ε-neighborhood of a line; like a long
thin rod.
With these images in mind, it is easy to verify the following elementary examples.
Example 2.7 (Some simple n-weakly dense sets in Rn).
(1) The union of the x and y axes form a 1-weakly dense set in R2.
(2) The union of the x, y, and z axes in R3 form a 1-weakly dense set in R3, that is not 2-weakly
dense in R3.
(3) The union of the three coordinate planes in R3 forms a 2-weakly dense set in R3 that is not
3-weakly dense (= dense) in R3.
(4) A union of n independent one-dimensional subspaces of Rn (or Cn) is 1-weakly dense, but
not 2-weakly dense, in Rn (respectively Cn).
Item (4) above follows from the next proposition.
Proposition 2.8. If E ⊆ X is a subset of a locally convex space X that is closed under scalar
multiplication, then E is 1-weakly dense in X if and only if E has dense linear span in X.
Proof. Notice that by Proposition 2.4, E is 1-weakly dense in X if and only if f (E) is dense
in F for every non-zero continuous linear functional f : X → F. On the other hand, by the
Hahn–Banach Theorem, E has dense linear span in X if and only if f (E) 
= {0} for every non-
zero continuous linear functional f on X. However, since E is closed under scalar multiplication
we have that f (E) 
= {0} holds if and only if f (E) is dense. Thus, E is 1-weakly dense in X if
and only if E has dense linear span in X. 
Notice that the following proposition is a direct generalization of items (1), (2), and (3) in
Example 2.7.
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Xn =
{
x ∈ Fd : x has at most n non-zero coordinates}
then Xn is n-weakly dense in Fd but not (n+ 1)-weakly dense in Fd .
Proof. Let F : Fd → Fn be an onto continuous linear operator, then we must show that F(Xn)
is dense in Fn; in fact we will show that F(Xn) = Fn. Since F is linear and continuous, there
is an n × d matrix M such that F(x) = Mx for all x ∈ Fd . Since F maps onto Fn, then M
must have rank equal to n, thus M must have n linearly independent columns. Suppose that the
columns of M in positions k1, . . . , kn are linearly independent. Since Xn contains all vectors x
that have arbitrary values in coordinates k1, . . . , kn and are zero elsewhere, it follows easily that
F(Xn) = M(Xn) = Fn. Thus, Xn is n-weakly dense in Fd .
To see that Xn is not (n + 1)-weakly dense in Fd , consider the subspace M spanned by
{e1, . . . , en, en+1}, which consists of all vectors whose first (n+ 1) coordinates are arbitrary and
whose other coordinates are all zero. We claim that the orthogonal projection of Xn onto M is
not dense in M. This is simply because any (n + 1) consecutive coordinates of a vector in Xn
will contain a zero. Thus the orthogonal projection of Xn onto M will consist of vectors each of
which will have at least one coordinate equal to zero. Thus the projection of Xn is contained in
the union of (n+1) hyperplanes inM and hence not dense inM. Thus, Xn is not (n+1)-weakly
dense in Fd . 
The Hilbert space of square summable sequences in F will be denoted by 2
F
and the vectors
{ek} will denote the standard basis vectors; that is, ek is the sequence that is one in the kth position
and zero elsewhere.
Corollary 2.10. If n 1 and
Xn =
{
x ∈ 2
F
: xk 
= 0 for at most n coordinates
}
then Xn is n-weakly dense in 2F but not (n+ 1)-weakly dense in 2F.
Proof. Suppose that F : 2
F
→ Fn is an onto continuous linear map. We will show that F(Xn) is
dense in Fn. Let p ∈ Fn and ε > 0. Since F is onto and since vectors with finite support are dense
in 2
F
, choose a vector v ∈ 2
F
with finite support such that F(v) is within ε/2 of p. Next choose a
d > n large enough so that v ∈M := span{e1, . . . , ed}. By Proposition 2.9, the set Xn ∩M is n-
weakly dense in M. In particular, by Proposition 2.4 (item (4)), F(Xn ∩M) is dense in F(M).
So we can choose a vector w ∈ Xn ∩M so that F(w) is within ε/2 of F(v). Thus, w ∈ Xn and
F(w) is within ε of p. It follows that F(Xn) is dense in Fn. Thus, Xn is n-weakly dense in 2F.
To see that Xn is not (n+ 1)-weakly dense in 2F, simply notice, as in Proposition 2.9, that the
orthogonal projection of Xn onto M= span{e1, e2, . . . , en, en+1} is not dense in M. Thus Xn is
not (n+ 1)-weakly dense in 2
F
. 
3. Components of the spectrum and jointly bounded orbits
In this section we will use the deep theorem of K. Ball (see [2] and [3]) to prove that every
component of the spectrum of a 1-weakly hypercyclic operator must intersect the unit circle.
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n-weakly hypercyclic operator cannot have a set with cardinality at most n that has a jointly
bounded orbit.
The following version of Ball’s Theorem is proved in Shkarin [24, p. 62, Proposition 5.2] and
in the book by Bayart and Matheron [5, p. 232]. Their statements do not use the term “1-weakly
closed”, but their proofs give the desired results.
Theorem 3.1 (Ball’s Theorem). Let S = {xn}∞n=1 be a sequence of non-zero vectors in a Banach
space X.
(1) If ∑∞n=0 1‖xn‖ < ∞, then S is 1-weakly closed in X.
(2) If X is a Hilbert space and ∑∞n=0 1‖xn‖2 < ∞, then the following hold:(a) If X is a complex Hilbert space, then S is 1-weakly closed in X.
(b) If X is a real Hilbert space, then S is 2-weakly closed in X.
The following useful proposition will be used repeatedly, its proof is left to the reader.
Proposition 3.2.
(1) If P : X → Y is a continuous linear operator with dense range and if E is n-weakly dense
in X, then P(E) is n-weakly dense in Y .
(2) If T is n-weakly hypercyclic (respectively n-weakly supercyclic) on a Hilbert space, then the
compression of T to every coinvariant subspace is also n-weakly hypercyclic (respectively
n-weakly supercyclic).
(3) If T1 ∈ B(X), T2 ∈ B(Y ), T1 is n-weakly hypercyclic (respectively, n-weakly supercyclic),
P :X → Y has dense range and PT1 = T2P , then T2 is also n-weakly hypercyclic (respec-
tively n-weakly supercyclic).
The following proposition is elementary and uses routine arguments except that item (3) below
makes use of Ball’s Theorem above.
Proposition 3.3. If T is 1-weakly hypercyclic, then
(1) T ∗ does not have any non-zero bounded orbits.
(2) T ∗ does not have any eigenvectors.
(3) Every component of the spectrum of T must intersect the unit circle.
(4) If x is an n-weakly hypercyclic vector for T and p(z) is a non-constant polynomial, then
p(T )x is also an n-weakly hypercyclic vector for T .
Proof. Items (1) and (2) are elementary and hold for real and complex spaces. For item (3) if T
acts on a complex space, then basic operator theory techniques, including Proposition 3.2, reduce
the problem to showing that if either σ(T ) ⊆ D or σ(T ) ⊆ {z ∈ C: |z| > 1}, then T cannot be
1-weakly hypercyclic. In the first case, all orbits of T converge to zero and hence T cannot be
1-weakly hypercyclic. In the second case where the spectrum of T lies in the exterior of the unit
disk, then there is an r > 1 such that σ(T ) ⊆ {z ∈ C: |z| > r}. Then again basic operator theory
implies that there is a constant c > 0 such that ‖T nx‖  c‖x‖rn for all n  0. In particular it
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n=0 1‖T nx‖ < ∞. Thus by Ball’s Theorem (Theorem 3.1) the set {T nx}∞n=0 is 1-
weakly closed in X and hence cannot be 1-weakly dense in X (otherwise the orbit would equal X,
but X is uncountable and the orbit is countable). Thus the result follows. Item (4) is an analogue
of Bourdon’s Theorem [8] for hypercyclic operators and it follows from (2). 
Corollary 3.4. A normal operator cannot be 1-weakly hypercyclic.
Proof. If N is a normal operator that is 1-weakly hypercyclic, then by Proposition 3.3 every
component of the spectrum of N must intersect the unit circle. Hence the spectrum of N must
be contained in the unit circle. However, then all orbits of N are bounded and thus N could not
be 1-weakly hypercyclic, a contradiction. Thus a normal operator cannot be 1-weakly hyper-
cyclic. 
Next we will prove a more general version of item (1) above, in Proposition 3.3, that will be
useful later on. But first we need a definition.
Definition 3.5. If T is an operator on a Banach space X and {x1, x2, . . . , xp} ⊆ X, then we will
say that the set {xk}pk=1 has a jointly bounded orbit under T if the following holds:
sup
n0
[
min
{∥∥T nx1∥∥,∥∥T nx2∥∥, . . . ,∥∥T nxp∥∥}]< ∞.
If one of the vectors xk has a bounded orbit under T (in particular, if one of the vectors is
zero), then clearly, the set {xk}pk=1 has a jointly bounded orbit. However, it may happen that the
set {xk}pk=1 has a jointly bounded orbit even when each individual vector has an unbounded orbit.
This would happen if the orbit of each of the vectors xk is unbounded and yet there is an M > 0
such that for each n 0, there is a k such that ‖T nxk‖M . One can easily construct a pair of
vectors x1, x2 ∈ 2(N) each of which has an unbounded orbit under twice the backward shift,
and yet the pair {x1, x2} has a jointly bounded orbit. One may also consider, not only finite sets,
but also arbitrary sets with jointly bounded orbits. In this case one should replace the minimum
in the definition above with an infimum.
See Proposition 6.12 for further examples and an application of the following result.
Proposition 3.6. If n 1 and T is an n-weakly hypercyclic operator on a Banach space X, then
there does not exist a set of non-zero vectors with a jointly bounded orbit under T ∗ that has
cardinality less than or equal to n.
Proof. Suppose that T is n-weakly hypercyclic on X and, by way of contradiction, suppose
that S = {f1, . . . , fm} ⊆ X∗ is a set of non-zero vectors with a jointly bounded orbit under T ∗,
where m n. Let v be an n-weakly hypercyclic vector for T and define F : X → Fm by F(x) =
(f1(x), f2(x), . . . , fm(x)). Since Orb(v, T ) is n-weakly dense in X, then we must have that
F(Orb(v, T )) is dense in F(X) (see Proposition 2.4, item (4)). However, since S has a jointly
bounded orbit under T ∗, say with bound M , then every vector in F(Orb(v, T )) has at least one
of its coordinates bounded by M‖v‖. However, one can easily see, since each fk is non-zero,
that the subspace F(X) contains vectors all of whose coordinates have absolute value larger than
M‖v‖. To see this, simply choose a vector x ∈ X \⋃mk=1 ker(fk), then each coordinate of F(x)
is non-zero, hence if c > 0 and large enough, then each coordinate of F(cx) will have absolute
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the fact that Orb(v, T ) is n-weakly dense in X. 
4. n-Weakly hypercyclic/supercyclic matrices
It is well known that a 2 × 2 irrational rotation matrix on R2 is supercyclic and hence 2-
weakly supercyclic. It is also known that there are no supercyclic matrices on Cn when n  2
and no supercyclic matrices on Rn when n  3. In [15] Feldman proves the following results,
which surprisingly shows that there is some weak dynamics of matrices that exists in higher
(even) dimensions!
Theorem 4.1 (Non-existence results).
(1) There are no 1-weakly hypercyclic operators on Rn or Cn for n 1.
(2) There are no 2-weakly supercyclic operators on Cn for n 2.
(3) There are no 3-weakly supercyclic operators on Rn for n 3.
(4) There are 2-weakly supercyclic operators on Rn if and only if n is even.
Let J1(r, θ) =
[
r cos(θ) −r sin(θ)
r sin(θ) r cos(θ)
]
be the matrix that rotates by an angle of θ and dilates by
r > 0.
Theorem 4.2 (Existence in even dimensions). If T =⊕pk=1 J1(r, θk), r > 0, acting on R2p and
if the set {π, θ1, θ2, . . . , θp} is linearly independent over the field Q of rational numbers, then T
is 2-weakly supercyclic on R2p .
See Feldman [15] for these proofs.
5. Towards an n-weak Ansari Theorem
In this section we will show that there are some natural and simple ways for producing a
vector whose orbit under twice the backward shift is n-weakly dense but not (n + 1)-weakly
dense. We will then use this to show that the union of two orbits for twice the backward shift
may be 1-weakly dense with out either orbit being 1-weakly dense. Also, we will show that if T
is twice the backward shift, then T and T 2 do not have the same 1-weakly hypercyclic vectors.
We will also show that the natural form of Ansari’s Theorem is not true in the n-weak setting.
Ansari’s Theorem says that if x is a hypercyclic vector for T , then x is also a hypercyclic vector
for T p . We will show the surprising result that there exist a vector x and an operator T such that
x is an n-weakly hypercyclic vector for T , but x is an n-weakly hypercyclic vector for T p if and
only if p and (n + 1) are relatively prime. More generally in Theorem 5.8 we will show that for
this x and T , the orbit of x under T is n-weakly dense, however the orbit of x under T p is only
( n+1
d
− 1)-weakly dense where d = gcd(p,n+ 1). This suggests a more appropriate form for an
n-weak Ansari Theorem.
In this section B will denote the (unweighted) unilateral backward shift on 2(N). Also for
an operator T , HC(T ) will denote the set of all hypercyclic vectors for T and WHCn(T ) will
denote the set of all n-weakly hypercyclic vectors for T .
2264 N.S. Feldman / Journal of Functional Analysis 263 (2012) 2255–2299Proposition 5.1. Let D : 2(N) → 2(N) be the doubling map defined by
Dx = (x0, x0, x1, x1, x2, x2, . . .) where x = (xn)∞n=0 ∈ 2(N).
Then D is a multiple of an isometry and Range(D)∪Range(BD) is 1-weakly dense in 2(N) but
not 2-weakly dense in 2(N) where B is the backward shift on 2(N).
Proof. Notice that the (doubling) map D : 2(N) → 2(N) described above that “repeats each
coordinate twice” is a continuous linear map that satisfies ‖Dx‖2 = 2‖x‖2 for every x ∈ 2(N).
Thus, 1√
2
D is an isometry.
Let X = Range(D) = D(2(N)) and Y = Range(BD) = BD(2(N)). We will show that the
set X ∪ Y is 1-weakly dense in 2(N) but not 2-weakly dense in 2(N). Notice that X and Y are
both subspaces of 2(N).
Claim. X + Y is norm dense in 2(N).
To verify this claim, let {en}∞n=0 be the standard unit basis vectors for 2(N) and notice that
for every n 0, we have
xn = (e2n + e2n+1) ∈ X and yn = (e2n+1 + e2n+2) ∈ Y.
Thus,
xn − yn = (e2n − e2n+2) ∈ X + Y and xn+1 − yn = (e2n+3 − e2n+1) ∈ X + Y.
Thus if g = {gˆ(n)}∞n=0 ∈ 2 is a non-zero linear functional that annihilates the subspace X + Y ,
then we must have that g(e2n)− g(e2n+2) = 0 and g(e2n+3)− g(e2n+1) = 0 for all n 0. Thus,
gˆ(2n) = gˆ(2n + 2) for all n 0 and gˆ(2n + 1) = gˆ(2n + 3) for all n 0. Since g ∈ 2(N) this
implies that g = 0. Thus X + Y is dense in 2(N).
Now since X and Y are subspaces of 2(N) and X + Y is dense in 2(N), then we have
that X ∪ Y is closed under scalar multiplication and has dense linear span, thus it follows from
Proposition 2.8 that X ∪ Y is 1-weakly dense in 2(N).
Claim. X ∪ Y is not 2-weakly dense in 2(N).
Let f = e0 − e1 = (1,−1,0,0, . . .) and let g = e1 − e2 = (0,1,−1,0,0, . . .). Since f and g
are independent, then F : 2(N) →C2 given by F(z) =
[
f (z)
g(z)
]
is onto. However, since f (X) =
{0} and g(Y ) = {0}, it follows that F(X∪Y) lies in the union of two proper subspaces of C2 and
hence is not dense in C2. Thus, X ∪ Y is not 2-weakly dense in 2(N). 
Proposition 5.2. If D is the doubling map on 2(N) and v is a hypercyclic vector for 4B , then
Dv is a 1-weakly hypercyclic vector for 2B that is not a 2-weakly hypercyclic vector for 2B .
It follows that the doubling map D naturally induces a map from HC(4B) → WHC1(2B).
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(xn)
∞
n=0 ∈ 2(N). It follows that
DB = B2D.
Thus,
D(4B) = (2B)2D.
So, if T = 2B , then
D(4B) = T 2D.
Let v be a hypercyclic vector for 4B , then the previous intertwining relation implies that
cl
[
Orb
(
Dv,T 2
)]= D(cl[Orb(v,4B)])= D(2(N)). (1)
Since {T nDv}∞n=0 = {T 2nDv}∞n=0 ∪ {T (T 2nDv)}∞n=0 we get
cl Orb(Dv,T ) = D(2(N))∪ T (D(2(N)))= X ∪ Y (2)
where X = Range(D) and Y = Range(BD). It now follows by Proposition 5.1, X ∪ Y is 1-
weakly dense in 2(N) but not 2-weakly dense in 2(N).
Thus if v ∈ HC(4B), then Dv is a 1-weakly hypercyclic vector for T = 2B that is not a
2-weakly hypercyclic vector. 
Ansari [1] proved that an operator T is hypercyclic if and only if T n is hypercyclic and that
T and T n have the same set of hypercyclic vectors for any positive integer n. Bourdon and
Feldman’s [9] Somewhere Dense Theorem applies to operators on locally convex spaces and
thus applies to operators on Banach spaces with the weak topology. Thus it follows that T and
T n have the same set of weakly hypercyclic vectors. However, below we shall see that T and T n
need not have the same set of 1-weakly hypercyclic vectors. In particular, T and T 2 do not have
the same set of 1-weakly hypercyclic vectors.
Theorem 5.3. If T is twice the backward shift, T = 2B , v ∈ HC(4B), and x = Dv where D
is the doubling map, then x is a 1-weakly hypercyclic vector for T n if and only if n is an odd
positive integer.
Proof. Let v ∈ HC(4B) and let x = Dv where D is the doubling map. Then by Proposition 5.2
we have that cl Orb(x, T 2) = D(2(N)). Suppose now that n is even. Then cl Orb(x, T n) ⊆
cl Orb(x, T 2) = D(2(N)). Since D(2(N)) is a proper closed subspace of 2(N), then it is not
1-weakly dense in 2(N), thus x is not a 1-weakly hypercyclic vector for T n when n is even.
On the other hand, suppose that n is odd. Since v ∈ HC(4B), then by Ansari’s Theorem
v ∈ HC((4B)n). Also, since
D(4B) = (2B)2D
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D(4B)n = (2B)2nD.
Thus since T = 2B and since D is a multiple of an isometry, we have
cl Orb
(
Dv,T 2n
)= cl Orb(Dv, (2B)2n)= clD(Orb(v, (4B)n))
= D(cl Orb(v, (4B)n))= D(2(N)).
It follows that
cl Orb
(
x,T 2n
)= D(2(N)).
Since
Orb
(
x,T n
)= Orb(x,T 2n)∪ T n(Orb(x,T 2n))
by taking closures of the above identity, and since D is a multiple of an isometry, and using the
fact that T p(D(2(N))) = D(2(N)) when p is even and T p(D(2(N))) = T (D(2(N))) when
p is odd we get (since n is odd) that
cl Orb
(
x,T n
)= D(2(N))∪ T n(D(2(N)))= D(2(N))∪ T (D(2(N)))
= Range(D)∪ Range(T D) = Range(D)∪ Range(BD).
It now follows from Proposition 5.1 that Orb(x, T n) is 1-weakly dense in 2(N), hence x is a
1-weakly hypercyclic vector for T n when n is odd. 
Recall that an operator T on a space X is multi-hypercyclic if there is a finite number vectors
x1, . . . , xn in X such that
⋃n
k=1 Orb(xk, T ) is dense in X. It has been shown independently by
Costakis [13], Peris [20], and Bourdon and Feldman [9] that multi-hypercyclic operators are in
fact hypercyclic. In fact, if
⋃n
k=1 Orb(xk, T ) is dense in X, then Orb(xk, T ) is dense in X for
some k. In [9] it is also shown that the same result holds for the weak topology. However, below
we shall see that the latter result does not hold for the n-weak “pseudo-topology”.
Corollary 5.4. If T = 2B , then there exist vectors x1, x2 ∈ 2(N) such that
Orb
(
x1, T
2)∪ Orb(x2, T 2)
is 1-weakly dense in 2(N), but neither Orb(x1, T 2) nor Orb(x2, T 2) is 1-weakly dense in 2(N).
Proof. As in the proof of Proposition 5.2, let v ∈ HC(4B) and let x1 = Dv and x2 = BDv.
Then by Eqs. (1) and (2) from Proposition 5.2 and also using Proposition 5.1 that Range(D) ∪
Range(BD) is 1-weakly dense in 2 we see that Orb(x1, T 2) ∪ Orb(x2, T 2) is 1-weakly dense
in 2, but cl Orb(x1, T 2) = Range(D) and cl Orb(x2, T 2) = Range(BD) are both proper closed
subspaces, hence not 1-weakly dense in 2(N). 
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ward shift that are not (n + 1)-weakly hypercyclic and also consider a version of Ansari’s
Theorem for these particular vectors. First we state a simple but useful lemma.
Lemma 5.5. If T is an operator on a space X and x ∈ X and n is a positive integer, then
Orb(x, T ) =
n−1⋃
r=0
T r
(
Orb
(
x,T n
))
.
Proof. Note that Orb(x, T ) = {T kx}∞k=0. Since n is given and fixed, every non-negative integer
k may be written as k = nq + r where q  0 and 0 r  (n−1) where q and r are also integers.
Thus we have
Orb(x, T ) = {T kx}∞
k=0 =
{
T nq+rx
}∞,n−1
q=0,r=0
= {T nqx}∞
q=0 ∪
{
T
(
T nqx
)}∞
q=0 ∪
{
T 2
(
T nqx
)}∞
q=0 ∪ · · · ∪
{
T n−1
(
T nqx
)}∞
q=0
= Orb(x,T n)∪ T (Orb(x,T n))∪ T 2(Orb(x,T n))∪ · · · ∪ T n−1(Orb(x,T n))
=
n−1⋃
r=0
T r
(
Orb
(
x,T n
))
. 
Proposition 5.6. If n 1, and if v = (vk)∞k=0 is a hypercyclic vector for 2n+1Bn and we let
Znv = (0, v0, v1, . . . , vn−1,0, vn, vn+1, . . . , v2n−1,0, v2n, . . . , v3n−1,0, v3n, . . .)
then Orb(Znv,2B) is n-weakly dense but not (n + 1)-weakly dense in 2(N). In particular, if
v ∈ HC(2n+1Bn), then Znv ∈ WHCn(2B).
Proof. For any x ∈ 2(N), let Znx be obtained by inserting zeros into the vector x having n
terms of x between consecutive zeros, as above and the initial term being zero. Thus,
(Znx)k(n+1) = 0 for all k  0 and (Znx)k(n+1)+j+1 = xkn+j for k  0, 0 j  n− 1.
It is easy to see that T n+1Znx also has zeros in coordinates with positions k(n + 1), k  0.
Notice that Zn is an (into) isometry from 2(N) → 2(N) and satisfies
Zn
(
Bnx
)= (0, xn, xn+1, . . . , x2n−1,0, x2n, . . .) = Bn+1(Znx) for all x ∈ 2(N).
It follows that
Zn
(
2n+1Bnx
)= (2B)n+1(Znx) for all x ∈ 2(N).
Thus if T = 2B , then Zn(2n+1Bnx) = T n+1(Znx) for all x ∈ 2(N). So if v is a hypercyclic
vector for 2n+1Bn, then since Zn is an isometry we will have that
cl
[
Orb
(
Znv,T
n+1)]= Zn(2(N)).
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zeros in the “correct” positions k(n+ 1), k  0:
cl Orb
(
Znv,T
n+1)= Zn(2(N))= {x = (xk)∞k=0 ∈ 2(N): xk(n+1) = 0 for all k  0}.
Thus by Lemma 5.5 we have
cl Orb(Znv,T ) =
n⋃
k=0
T kZn
(
2(N)
)
.
In particular, cl[Orb(Znv,T )] contains the set
Xn =
{
x = (xk)∞k=0 ∈ 2(N): xk = 0 for all but at most n coordinates
}
.
It follows from Corollary 2.10 that Xn, and hence Orb(Znv,T ), is n-weakly dense in 2(N).
Claim. Orb(Znv,T ) is not (n+ 1)-weakly dense in 2(N).
Consider the subspaceM spanned by {e0, e1, . . . , en}. We claim that the orthogonal projection
of Orb(Znv,T ) onto M is not dense in M. This is simply because any (n + 1) consecutive
coordinates of the vector Znv will contain a zero. Thus the orthogonal projection of the orbit of
Znv onto M will consist of vectors each of which will have at least one coordinate equal to zero.
Thus the projection of Orb(Znv,T ) is contained in the union of (n + 1) hyperplanes in M and
hence not dense in M. Thus, Orb(Znv,T ) is not (n+ 1)-weakly dense in 2(N). 
Lemma 5.7. If a and b are positive integers and d is the greatest common divisor of a and b,
d = gcd(a, b), then there exist positive integers x, y such that ax − by = d . Furthermore, d =
min{k ∈N: k = ax − by for some x, y ∈N}.
Proof. It is well known that if d = gcd(a, b), then there exist integers n, k (positive or negative)
such that an+bk = d and that d = min{k ∈N: k = ax+by for some x, y ∈ Z}. However, notice
that we also have
a(n+ bj)+ b(k − aj) = d
where j is any integer. Thus if we choose j large enough and let x = n + bj and y = aj − k,
then both x and y will be positive integers and we will have d = ax − by. 
It is easy to check that if c > 1 and B is the backward shift and n is a positive integer, then
cBn is a hypercyclic operator (it satisfies the hypercyclicity criterion).
Theorem 5.8. Let T = 2B be twice the backward shift. Also let n and p be positive integers,
d = gcd(n+ 1,p), v = (vk)∞k=0 a hypercyclic vector for 2n+1Bn and let
x = Znv = (0, v0, v1, . . . , vn−1,0, vn, vn+1, . . . , v2n−1,0, v2n, . . . , v3n−1,0, v3n, . . .),
then the following hold:
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(ii) Orb(x, T p) is ( n+1
d
− 1)-weakly dense in 2(N) but not n+1
d
-weakly dense.
(iii) Orb(x, T p) is n-weakly dense in 2(N) if and only if gcd(p,n+ 1) = 1.
Proof. (i) This follows from Proposition 5.6.
(ii) We know from the proof of Proposition 5.6 that
Zn
(
2n+1Bn
)= (2B)n+1Zn (1)
and since x is a hypercyclic vector for 2n+1Bn, then we get
cl Orb
(
x,T n+1
)= Zn(2(N)). (2)
If p is also a positive integer, then from Eq. (1) we get
Zn
(
2n+1Bn
)p = (2B)(n+1)pZn. (3)
Since x ∈ HC(2n+1Bn), then by Ansari’s Theorem, x ∈ HC((2n+1Bn)p). Thus it follows
from (3) that
cl Orb
(
x,T (n+1)p
)= Zn(2(N)).
Since Orb(x, T p) = {T pkx}∞k=0 ⊇ {T p(n+1)k}∞k=0 = Orb(x, T p(n+1)), we have
cl Orb
(
x,T p
)⊇ Zn(2(N)). (4)
Now by applying Proposition 5.6 to T p and with (n+ 1) in place of n we get
cl Orb
(
x,T p
)= n⋃
k=0
T pk cl Orb
(
x,T p(n+1)
)= n⋃
k=0
T pkZn
(
2(N)
)
=
n⋃
k=0
BpkZn
(
2(N)
)= ∞⋃
k=0
BpkZn
(
2(N)
)
. (5)
The last equality follows from the fact that Bn+1Zn(2(N)) = Zn(2(N)), which in turn fol-
lows from the description below of Zn(2(N)).
Recall that Zn(2(N)) is the subspace of 2(N) of all vectors that have zeros in positions
(n + 1)j where j  0. Notice that BkZn(2(N)) is the subspace obtained from Zn(2(N)) by
shifting all the vectors in Zn(2(N)) k positions to the left. Thus the subspace BkZn(2(N))
consists of all vectors in 2(N) that have zeros in positions (n+ 1)j − k where j  0. Thus from
Eq. (5) we have that cl Orb(x, T p) consists of all vectors x in 2(N) such that there exists an
integer k  0 so that x has zeros in positions {(n+ 1)j − pk: j  0}. So,
cl Orb
(
x,T p
)= {x ∈ 2(N): ∃k  0 s.t. x(n+1)j−pk = 0 ∀j  0}
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d = min{(n + 1)j − pk: j, k  0 and (n + 1)j − pk > 0}, then by Lemma 5.7 we know
that d = gcd(a, b). We also know that all integer multiples of d generate the subgroup
{(n + 1)j − pk: j, k ∈ Z}; thus all positive multiples of d are equal to the positive numbers
in {(n+ 1)j − pk: j, k  0}. Thus we have
cl Orb
(
x,T p
)= {x ∈ 2(N): ∃k  0 s.t. xkd+(n+1)j = 0 ∀j ∈ Z}. (6)
In order to show that Orb(x, T p) is ( n+1
d
− 1)-weakly dense in 2(N), we will show that
cl Orb(x, T p) contains the set X
(n+1
d
−1) consisting of all vectors in 
2(N) with at most ( n+1
d
− 1)
non-zero coordinates. Since Corollary 2.10 tells us that X
(n+1
d
−1) is (
n+1
d
− 1)-weakly dense
in 2(N), then cl Orb(x, T p) will also be ( n+1
d
− 1)-weakly dense in 2(N).
Let y = (yj )∞j=0 ∈ X(n+1
d
−1). So, y has at most (
n+1
d
−1) of its coordinates non-zero. Say that
yj1, . . . , yjm are the non-zero coordinates of y where m ( n+1d −1). Consider the residue classes
modulo (n+ 1) of the positions of these coordinates: [j1]n+1, [j2]n+1, . . . , [jm]n+1. There are at
most m distinct residue classes in this list and m n+1
d
− 1. Furthermore, there are n+1
d
distinct
residue classes (mod (n+ 1)) of the numbers {kd: k  0} (since n+1
d
is the order of the quotient
group Zn+1/〈d〉). That is, {[kd](n+1): k  0} has cardinality n+1d . Thus, there exists a k0 ∈ N
such that [k0d](n+1) 
= [jk](n+1) for any k ∈ {1, . . . ,m}. Then by the definition of the positions
{j1, . . . , jm} we have that yj = 0 for all j ∈ [k0d](n+1). Or, in other words, yk0d+(n+1)j = 0 for all
j ∈ Z. Thus by (6) we have that y ∈ cl Orb(x, T p). It now follows that X
(n+1
d
−1) ⊆ cl Orb(x, T p).
Thus, cl Orb(x, T p) is ( n+1
d
− 1)-weakly dense in 2(N).
To see that cl Orb(x, T p) is not ( n+1
d
)-weakly dense in 2(N) we will find a subspace of 2(N)
with dimension n+1
d
so that the orthogonal projection of cl Orb(x, T p) onto this subspace does
not have dense range.
Let q = n+1
d
. As mentioned above there are q residue classes mod (n + 1) of the multi-
ples of d . In fact, they are as follows: {[d]n+1, [2d]n+1, [3d]n+1, . . . , [qd]n+1}. Thus if M is
the subspace of 2(N) spanned by the basis vectors {ekd : 1  k  q}, then M has dimension
equal to q = n+1
d
, but the projection of cl Orb(x, T p) onto M is not onto. This follows because
Eq. (6) above implies that every vector in cl Orb(x, T p) must have a zero in at least one of the
positions {kd: 1 k  q}. Since cl Orb(x, T p) does not have a dense projection onto M, then
cl Orb(x, T p) is not n+1
d
-weakly dense. The theorem now follows. 
Based on the previous theorem, it is natural to ask if T is an operator on a space X and
Orb(x, T ) is n-weakly dense in X, then is Orb(x, T p) (n+1
d
− 1)-weakly dense in X where
d = gcd(p,n + 1)? Or is the special case where d = 1 true? That is if Orb(x, T ) is n-weakly
dense in X and p is relatively prime with (n+ 1), then is Orb(x, T p) also n-weakly dense in X?
6. Constructing n-weakly hypercyclic operators
A natural area to look for some weak forms of hypercyclicity to exist is the direct sum of
a collection of hypercyclic operators. The direct sum may be hypercyclic, but it may not be.
Even when it is not hypercyclic, we will show that it can be n-weakly hypercyclic for some n.
For backward unilateral weighted shifts we can characterize precisely when the direct sum of
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very simple and natural operators that are n-weakly hypercyclic but not (n + 1)-weakly hyper-
cyclic.
More generally, in this section we will show that if T1, . . . , Tp are operators that each satisfies
a strong form of the hypercyclicity criterion, and if 1  n < p and if the direct sum of any n
of the given operators is hypercyclic, then the direct sum of all of the operators is n-weakly
hypercyclic.
To begin we need the following simple variation on the well-known concept of transitivity.
Lemma 6.1. If {fn}∞n=1 is a sequence of continuous functions on a complete separable metric
space X, fn : X → X, and K ⊆ X is a set and if for any two non-empty open sets U and V in X
with V ∩ K 
= ∅, there exists an n  1 such that fn(U) ∩ V 
= ∅, then there is a dense Gδ set
Ω ⊆ X such that for every x ∈ Ω , K ⊆ cl{fn(x)}∞n=1.
Proof. Let V be a countable basis of open sets for X and let {Vj }∞j=1 be an enumeration of all
the elements of V that have a non-empty intersection with K . Our hypothesis guarantees that for
each j  1,
⋃∞
n=1(fn)−1(Vj ) is a dense open set in X. Hence, Ω :=
⋂∞
j=1
⋃∞
n=1(fn)−1(Vj ) is
a dense Gδ set in X with the required property. 
The following is the well-known hypercyclicity criterion; it was shown by Bes and Peris [7]
that an operator T satisfies the hypercyclicity criterion if and only if T ⊕ T is hypercyclic.
Definition 6.2. An operator T on a separable Banach space X is said to satisfy the hypercyclicity
criterion if there exist a strictly increasing sequence {nk}∞k=1 of positive integers, two dense sets
D1,D2 ⊆ X, and functions Snk : D2 → X satisfying the following conditions:
(1) T nkx → 0 as k → ∞ for all x ∈ D1.
(2) Snky → 0 as k → ∞ for all y ∈ D2.
(3) T nkSnky → y as k → ∞ for all y ∈ D2.
More accurately, we say that T satisfies the hypercyclicity criterion with respect to the sequence
{nk} if the above conditions hold.
It is easy to show (see the proof below) that if T satisfies the hypercyclicity criterion, then
there exists a dense Gδ set Ω ⊆ X such that for each x ∈ Ω , cl[Orb(x, T )] = X.
We now establish a generalization of the hypercyclicity criterion, which we call the contain-
ment criterion. When D2 is dense in X (or somewhere dense), the containment criterion becomes
a hypercyclicity criterion. In fact, if D2 is required to be dense, then it is equivalent to the hy-
percyclicity criterion (via the 3-open set condition, see [5, p. 81 and p. 27]). However in what
follows it is important that D2 need not be dense.
Theorem 6.3 (Containment criterion). If T is an operator on a separable Banach space X and
if there exist a strictly increasing sequence {nk}∞k=1 of positive integers, a dense set D1 ⊆ X, and
another (not necessarily dense) set D2 ⊆ X and functions Snk : D2 → X satisfying the following
conditions:
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(2) for each y ∈ D2, there exists a subsequence {nkj }∞j=1 of {nk}∞k=1 such that Snkj y → 0 and
T
nkj Snkj
y → y as j → ∞,
then there exists a dense Gδ set Ω ⊆ X such that for each x ∈ Ω , D2 ⊆ cl[Orb(x, T )].
Proof. We will apply Lemma 6.1. If U and V are any two open sets with V ∩ D2 
= ∅, then
let y ∈ V ∩ D2 and since D1 is dense, we have U ∩ D1 
= ∅, so choose an x ∈ U ∩ D1. By
property (2), there is a subsequence {nkj } with the stated properties. Then for large j , (x+Snkj y)
belongs to U and T nkj (x + Snkj y) = T
nkj x + T nkj Snkj y will belong to V . The theorem now
follows by Lemma 6.1. 
If the set D2 above is n-weakly dense in X, then the above theorem implies that T would
be n-weakly hypercyclic with a dense Gδ set of n-weakly hypercyclic vectors. We illustrate this
with an example.
If T1 is a unilateral backward weighted shift on 2(N): T1en = wnen−1 for n 1 and T1e0 = 0,
then T1 is hypercyclic if and only if supn pn = ∞ where pn = w1w2 · · ·wn. If T2 is another
unilateral backward weighted shift with weights {ωn}, then T1 ⊕ T2 is hypercyclic if and only if
supn min{pn, qn} = ∞ where pn is as above and qn = ω1ω2 · · ·ωn. Thus it is easy to construct
two weighted shifts, both of which are hypercyclic, but so that their direct sum is not hypercyclic.
Example 6.4. If T1 and T2 are both hypercyclic unilateral backward weighted shifts on 2(N),
then T = T1 ⊕ T2 is 1-weakly hypercyclic on 2(N)⊕ 2(N).
Proof. Let F be the set of all vectors in 2(N) with finite support, that is, vectors with at most
finitely many non-zero coordinates and let H= 2(N)⊕ 2(N). Also let
D1 =F ⊕F =
{
(x, y) ∈H: x, y ∈F}
and
D2 =
(F ⊕ {0})∪ ({0} ⊕F).
Clearly, then D1 is dense in H and T nv → 0 as n → ∞ for all v ∈ D1 (in fact if v ∈ D1, then
T nv = 0 for all large n). Since T1 is a hypercyclic backward unilateral weighted shift it satisfies
the hypercyclicity criterion and thus there is a sequence {nk,1}∞k=1 and functions Sk,1 : F →
2(N) such that
Sk,1y → 0 as k → ∞ for each y ∈F and
T
nk,1
1 Sk,1y = y for each y ∈F .
Also since T2 is hypercyclic, it also satisfies the hypercyclicity criterion so there is another
sequence {nk,2}∞ and functions Sk,2 :F → 2(N) such thatk=1
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T
nk,2
2 Sk,2y = y for each y ∈F .
By passing to subsequences if necessary, we may suppose that the two sequences {nk,1}∞k=1
and {nk,2}∞k=1 are disjoint. Let {nk} be an increasing enumeration of {nk,1}∞k=1 ∪ {nk,2}∞k=1 and
define Sk := Sk,1 ⊕ Sk,2 : D2 →H. Then one can easily check that T nkSkv = v for all v ∈ D2
and if v = (x, y) ∈ D2, then there is a subsequence of {nk}, namely {nk,1} or {nk,2} depending
on whether x = 0 or y = 0, so that Snk,j v → 0 as k → ∞ (where j = 1 or 2 depending on v). It
now follows from Theorem 6.3 that there is a dense Gδ set Ω ⊆H such that D2 ⊆ cl[Orb(v, T )]
for each v ∈ Ω . Now since D2 has dense linear span in H and is closed under scalar multipli-
cation, then by Proposition 2.8 the set D2 is 1-weakly dense in H. It follows that T is 1-weakly
hypercyclic, as desired. 
The proof above can clearly be adapted to prove the following.
Corollary 6.5. If {Tn}n∈J is any finite or infinite sequence of (uniformly bounded) hypercyclic
backward unilateral weighted shifts, and if T =⊕n∈J Tn, then T is 1-weakly hypercyclic.
The techniques above can also be applied to many more hypercyclic operators than just back-
ward unilateral weighted shifts as we will now see and as one can see from the proof of the
previous example. One of the key properties of these shifts is that T nx → 0 for a dense set
of x’s. We now introduce a stronger form of the hypercyclicity criterion; namely it has a stronger
hypothesis, from which we will get a stronger conclusion (namely Theorem 6.10).
Definition 6.6. An operator T on a separable Banach space X is said to satisfy the strong hyper-
cyclicity criterion if there exist a strictly increasing sequence {nk}∞k=1 of positive integers, two
dense sets D1,D2 ⊆ X, and functions Snk : D2 → X satisfying the following conditions:
(1) T nx → 0 as n → ∞ for all x ∈ D1.
(2) Snky → 0 as k → ∞ for all y ∈ D2.
(3) T nkSnky → y as k → ∞ for all y ∈ D2.
More accurately, we say that T satisfies the strong hypercyclicity criterion with respect to the
sequence {nk} if the above conditions hold.
Remark. Notice that the only difference between the strong hypercyclicity criterion and the
hypercyclicity criterion (see Definition 6.2) is in condition (1). For the hypercyclicity criterion,
condition (1) would be replaced with T nkx → 0 as k → ∞ for all x ∈ D1. However, for the
strong hypercyclicity criterion we require the stronger result that the full orbit goes to zero on a
dense set.
Lemma 6.7. If T1, T2, . . . , Tn are operators each satisfying the strong hypercyclicity criterion
and if their direct sum T = T1 ⊕ T2 ⊕ · · · ⊕ Tn is hypercyclic, then T also satisfies the strong
hypercyclicity criterion.
In other words, if the direct sum is hypercyclic, then there is a common sequence {nk} such
that each of the operators T1, . . . , Tn satisfies the strong hypercyclicity criterion with respect to
the sequence {nk}.
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follows that T satisfies the hypercyclicity criterion with respect to some sequence {nk} (see [6,
Corollary 3.2]). Since the only difference between the hypercyclicity criterion and the strong
hypercyclicity criterion is having a dense set on which orbits converge to zero (and T has such a
dense set), it follows that T also satisfies the strong hypercyclicity criterion. 
Let us set some notation for the following result. Let X1,X2, . . . ,Xp be locally convex spaces,
X = (⊕pj=1 Xj), and let πj : X → Xj be the natural coordinate projection map. Also, if J ⊆
{1,2, . . . , p}, then define πJ : X →⊕j∈J Xj to be the natural coordinatewise projection map.
For convenience, let XJ =⊕j∈J Xj . Notice that XJ is not actually a subset of X, but let XˆJ be
that subspace of X such that πJ (XˆJ ) = XJ and πJC (XˆJ ) = {0}, where JC = {1, . . . , p} \ J . In
other words,
XˆJ = {x ∈ X: xj = 0 for all j /∈ J }.
So if 1  n < p and J ⊆ {1,2, . . . , p} with |J | = n, then vectors in XˆJ have at most n non-
zero coordinates and the “J -coordinates” of vectors in XˆJ can be arbitrarily prescribed and the
“J c-coordinates” of vectors in XˆJ are all zero. Now define
Kn =
⋃{
XˆJ : J ⊆ {1, . . . , n} with |J | = n
}
.
The set Kn is like a union of “coordinate planes”. The following proposition is a natural
generalization of Proposition 2.9 and Corollary 2.10.
Proposition 6.8. Let {Xj }pj=1 be locally convex spaces and let X = (
⊕p
j=1 Xj). If 1  n < p
and Kn is the subset of X consisting of all vectors in X with at most n non-zero coordinates, that
is,
Kn =
{
(xj )
p
j=1 ∈ X:
∣∣{j : xj 
= 0}∣∣ n}
then Kn is n-weakly dense in X.
Proof. Suppose that F : X → Fn is an onto linear operator. Then we must show that F(Kn)
is dense in Fn. In fact, we will show that F(Kn) = Fn. Define linear maps Fj : Xj → Fn as
follows: Fj (x) = F(0,0, . . . ,0, x,0, . . . ,0) where the x is in the j th coordinate. Clearly, then
Fj : Xj → Fn is a linear operator such that if x = (x1, . . . , xp) ∈ X, then F(x) =∑pj=1 Fj (xj ).
In particular, F(X) =∑pj=1 Fj (Xj ), where the latter sum is the usual sum of subspaces. Since
F maps X onto Fn, we have that
Fn = F(X) =
p∑
j=1
Fj (Xj ).
Thus the collection of subspaces {Fj (Xj )}pj=1 of Fn form a spanning set for Fn, and hence there
is a subcollection of n of these subspaces that will span Fn. Say, {Fj (Xj ): j ∈ {j1, . . . , jn}}
span Fn. If we let J = {j1, j2, . . . , jn}, then |J | = n and XˆJ as defined above, consists of all
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all zero. It then follows that, F(XˆJ ) =∑j∈J Fj (Xj ) = span{Fj (Xj )}j∈J = Fn. Since XˆJ ⊆Kn
we have that Fn = F(XˆJ ) ⊆ F(Kn). Thus, F(Kn) = Fn as desired. 
The proof of the following corollary uses the previous proposition and is almost identical to
the proof of Corollary 2.10, we leave the details to the reader.
Corollary 6.9. Let {Xj }∞j=1 be locally convex spaces and let X = (
⊕∞
j=1 Xj). Suppose that X is
given as a topology such that X becomes a locally convex space where the coordinate projection
maps are all continuous and the set of vectors with at most finitely many non-zero coordinates
form a dense set in X. If 1 n < ∞ and Kn is the subset of X consisting of all vectors in X with
at most n non-zero coordinates, that is,
Kn =
{
(xj )
∞
j=1 ∈ X:
∣∣{j : xj 
= 0}∣∣ n}
then Kn is n-weakly dense in X.
The following theorem is a generalization of Example 6.4.
Theorem 6.10 (Direct sums are n-weakly hypercyclic). Suppose that Tj ∈ B(Xj ), 1 j  p, are
bounded linear operators on separable Banach spaces each satisfying the strong hypercyclicity
criterion. Suppose that 1  n < p and that the direct sum of any n of the operators {Tj }pj=1 is
hypercyclic, then the direct sum T =⊕pj=1 Tj is n-weakly hypercyclic.
Proof. Let X = (⊕pj=1 Xj) and T =⊕pj=1 Tj and let 1 n < p. We will show that T satisfies
the hypothesis of Theorem 6.3 where D2 is an n-weakly dense set of the form of Kn as described
in Proposition 6.8.
Since each operator Tj , 1  j  p, satisfies the strong hypercyclicity criterion, there is a
dense set D1,j in Xj such that T nj x → 0 as n → ∞ for all x ∈ D1,j . Let D1 =
⊕p
j=1 D1,j . Then
D1 is dense in X and T nx → 0 as n → ∞ for all x ∈ D1. Now we need a set D2 for T .
If J ⊆ {1,2, . . . , p} is a set of cardinality n, |J | = n, then let XJ = ⊕j∈J Xj and TJ =⊕
j∈J Tj . Also let πJ : X → XJ be the natural coordinate projection map. For each set
J ⊆ {1, . . . , p} with |J | = n, the operator TJ is hypercyclic, by hypothesis. Thus by Lemma 6.7,
TJ satisfies the strong hypercyclicity criterion, and so there are dense sets D1,J ,D2,J ⊆ XJ ,
a sequence {nk,J }∞k=1, and maps Snk,J : D2,J → XJ satisfying the conditions of the strong hyper-
cyclicity criterion. We will not need the D1,J sets as we already have D1 defined as needed.
Define Dˆ2,J ⊆ X so that πJ (Dˆ2,J ) = D2,J and πJC (Dˆ2,J ) = {0} where JC = {1, . . . , p} \ J .
Thus Dˆ2,J is the set in X whose J -coordinates belong to D2,J and whose non-J -coordinates are
zero. Now define
D2 =
⋃{
Dˆ2,J : J ⊆ {1, . . . , p} with |J | = n
}
.
Notice that the closure of D2 is the set Kn described in Proposition 6.8, and hence by Proposi-
tion 6.8, D2 is n-weakly dense in X.
Now let us determine the sequence {nk} and the approximate right inverses. Consider all the
sequences {{nk,J }∞ : J ⊆ {1,2, . . . , p}, |J | = n}, by possibly considering subsequences ofk=1
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enumeration of ⋃{{nk,J }∞k=1: J ⊆ {1,2, . . . , p}, |J | = n}.
Now, define Snk . Since nk ∈
⋃{{nk,J }∞k=1: J ⊆ {1,2, . . . , p}, |J | = n}, there exist a unique
i  1 and J with |J | = n such that nk = ni,J . In this case, we use the map Sni,J : D2,J ⊆ XJ →
XJ to define Snk : D2 ⊆ X → X as
Snky = (πJ |XˆJ )−1 ◦ Sni,J
(
πJ (y)
)
for y ∈ Dˆ2,J and Snky = 0 if y /∈ Dˆ2,J .
In other words, apply Sni,J to the J -coordinates of y and keep the other coordinates zero.
We can now check the conditions of Theorem 6.3. Clearly condition (1) of that theorem is
satisfied, since in fact, T nx → 0 as n → ∞ for each x ∈ D1. For the second condition, if
y ∈ D2, then y ∈ Dˆ2,J for some J ⊆ {1, . . . , p} with |J | = n. Then the sequence {nk,J }∞k=1
is a subsequence of {nk} and since Snk,J is an approximate right inverse for TJ we have that
T nk,J Snk,J y → y as nk,J → ∞ and Snk,J y → 0 as nk,J → ∞.
It follows that the conditions of Theorem 6.3 are satisfied, thus, there exists a dense Gδ set
Ω ⊆ X such that for each x ∈ Ω , D2 ⊆ cl[Orb(x, T )]. Since D2 is n-weakly dense in X, it fol-
lows that Orb(x, T ) is also n-weakly dense in X, and thus T is n-weakly hypercyclic on X. 
Remark. Notice that the proof gives a stronger result than what the theorem actually states. In
particular, the operators Tj need not have a dense set of vectors whose full orbits tend to zero;
it suffices to have a sequence {nk} with the following property: The direct sum of any n of the
operators {Tj }pj=1 satisfies the hypercyclicity criterion with respect to some subsequence of {nk}
and there are dense sets Dj ⊆ Xj such that T nkj x → 0 as k → ∞ for each x ∈ Dj . Given this,
the above proof shows that T =⊕pj=1 Tj is n-weakly hypercyclic.
Using a similar argument as that above and by applying Corollary 6.9 we get the following
result as well.
Theorem 6.11. Suppose that Tj ∈ B(Xj ), 1  j < ∞, are a uniformly bounded sequence of
bounded linear operators on separable Banach spaces each satisfying the strong hypercyclicity
criterion. Suppose that 1 n < ∞ and that the direct sum of any n of the operators {Tj }∞j=1 is
hypercyclic, then the direct sum T =⊕∞j=1 Tj is n-weakly hypercyclic.
The following result shows that weak forms of hypercyclicity imply hypercyclicity for direct
sums of unilateral backward weighted shifts. Recall the definition of a jointly bounded orbit
given in Definition 3.5.
Proposition 6.12. Suppose that B1, . . . ,Bn are unilateral backward weighted shifts on 2(N) and
let T =⊕nk=1 Bk which acts on (2(N))n =⊕nk=1 2(N). Then the following are equivalent:
(1) T is n-weakly hypercyclic.
(2) T ∗ does not have a set S of non-zero vectors with a jointly bounded orbit where |S| n.
(3) T is hypercyclic.
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that (2) implies (3). So, assume that (2) holds.
Suppose that the weighted shift Bj has weight sequence wj = {wj,i}∞i=0, so that Bj (en) =
wj,nen−1 for all n 1 and Bj (e0) = 0. For each k ∈ {1, . . . , n}, let fk = (0,0, . . . ,0, e0,0, . . . ,0)
where e0 is in the kth coordinate and where e0 = (1,0,0,0, . . .). Then by (2) the set S =
{f1, . . . , fn} cannot have a jointly bounded orbit under T ∗. Thus it follows that
sup
m0
[
min
{∥∥T ∗mf1∥∥,∥∥T ∗mf2∥∥, . . . ,∥∥T ∗mfn∥∥}]= ∞.
Notice that
∥∥T ∗mfk∥∥= ∥∥B∗mk e0∥∥=
∥∥∥∥∥
(
m−1∏
i=0
wk,i
)
em
∥∥∥∥∥=
m−1∏
i=0
wk,i .
It follows that there is a sequence mj → ∞ such that
mj−1∏
i=0
wk,i → ∞ for all 1 k  n. (∗)
However, this is precisely the condition established by Salas [22] for T to be hypercyclic. Thus
the result follows. 
We are now prepared to give a nice class of examples of operators that are n-weakly hyper-
cyclic, but not (n+ 1)-weakly hypercyclic.
Theorem 6.13. Suppose that {B1, . . . ,Bp} are unilateral backward weighted shifts and T =⊕p
k=1 Bk . For 1 n p, we have that T is n-weakly hypercyclic if and only if the direct sum of
any n of the operators {B1, . . . ,Bp} is hypercyclic.
Proof. Since a hypercyclic unilateral backward weighted shift satisfies the strong hypercyclicity
criterion, if the direct sum of any n of the operators {Bk}pk=1 is hypercyclic, then Theorem 6.10
implies that T is n-weakly hypercyclic. Conversely, if T is n-weakly hypercyclic, then it follows
immediately that the direct sum of any n of the shifts will be n-weakly hypercyclic, and hence
hypercyclic by Proposition 6.12. 
Corollary 6.14. For every positive integer n, there exist Hilbert space operators that are n-
weakly hypercyclic but not (n+ 1)-weakly hypercyclic.
Proof. If B1,B2, . . . ,Bp is a finite number of unilateral backward weighted shifts where Bk has
weight sequence {wk,i}∞i=0, then
⊕p
k=1 Bk is hypercyclic if and only if there is a sequence of pos-
itive integers mj → ∞ such that Pk,mj :=
∏mj−1
i=0 wk,i → ∞ as j → ∞ for all 1 k  n. Now
simply choose wk,i ∈ {1,2, 12 } such that for each m  0, Pk,m = 1 for all but at most n values
of k and that for each finite set I ⊆ {1, . . . , p} with |I| = n, there is a sequence mj → ∞ such
that Pk,mj → ∞ as j → ∞ for all k ∈ I . So, if we choose p = n+ 1, and the {wk,i} as described
above, then the direct sum of any n of the operators {B1, . . . ,Bn,Bn+1} is hypercyclic, but the
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hypercyclic by Theorem 6.13, but by Proposition 6.12, T is not (n+ 1)-weakly hypercyclic. 
The following special case of Theorem 6.13 is simple and nice with its two exclusive possi-
bilities.
Corollary 6.15. If B1 and B2 are any two hypercyclic backward unilateral weighted shifts, then
exactly one of the following conditions holds:
(1) B1 ⊕B2 is hypercyclic; or
(2) B1 ⊕B2 is 1-weakly hypercyclic but not 2-weakly hypercyclic.
The following result follows as above only uses Theorem 6.11.
Theorem 6.16. Suppose that {Bk}∞k=1 is a uniformly bounded sequence of unilateral backward
weighted shifts and T =⊕∞k=1 Bk . For 1  n < ∞, we have that T is n-weakly hypercyclic if
and only if the direct sum of any n of the operators {Bk}∞k=1 is hypercyclic.
7. n-Weakly supercyclic operators: basic properties
Proposition 7.1. Suppose that T is a continuous linear operator on a locally convex space X,
then a vector x ∈ X is a 1-weakly supercyclic vector for T if and only if x is a cyclic vector
for T . In particular, T is 1-weakly supercyclic if and only if T is cyclic.
Proof. If x ∈ X, then x is a 1-weakly supercyclic vector for T if and only if F · Orb(x, T )
is 1-weakly dense in X. Furthermore, x is a cyclic vector for T if and only if F · Orb(x, T )
has dense linear span in X. However, since F · Orb(x, T ) is closed under scalar multiplication,
Proposition 2.8 implies that F · Orb(x, T ) is 1-weakly dense if and only if it has dense linear
span. Thus the result follows. 
Proposition 7.2. Suppose that T is a continuous linear operator on a locally convex space. If T
is 2-weakly supercyclic, then
(1) T ∗ cannot have two linearly independent eigenvectors;
(2) T has dense range.
Proof. (1) Suppose, by way of contradiction, that f1 and f2 are two linearly independent eigen-
vectors for T ∗ with eigenvalues λ1 and λ2 and that T is 2-weakly supercyclic with the vector x
as a 2-weakly supercyclic vector for T . Then we have the following:[
c〈T nx,f1〉
c〈T nx,f2〉
]
=
[
c〈x,T ∗nf1〉
c〈x,T ∗nf2〉
]
=
[
c〈x,λn1f1〉
c〈x,λn2f2〉
]
= c
[
λ1
λ2
]n [ 〈x,f1〉
〈x,f2〉
]
=
[
cλn1〈x,f1〉
cλn2〈x,f2〉
]
.
Since x is a 2-weakly supercyclic vector for T and since f1 and f2 are independent, the vectors
on the left hand side of the equation above must be dense in F2 as c ∈ F and n  0 vary. Thus
it follows that {
[
cλn1〈x,f1〉
cλn2〈x,f2〉
]
: c ∈ F, n  0} is dense in F2. Thus quotients of the coordinates of
these vectors must be dense in F. So we have that
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λn2〈x,f2〉
λn1〈x,f1〉
: n 0
}
must be dense in F, but clearly it is not since it has the form {anb: n 0} and such sets are not
dense in F.
(2) Let M be equal to the closure of the range of T and suppose that M 
= X. If x0 is a
2-weakly supercyclic vector for T , then T nx0 ∈ Range(T ) ⊆ M for all n  1, so Orb(x0, T ) \
{x0} ⊆ M . Since x0 is a cyclic vector for T , by Proposition 7.1, Orb(x0, T ) has dense linear span
in X and since M 
= X, we must have that x0 /∈ M . By the Hahn–Banach Theorem, there is an
f ∈ X∗ such that f (x0) 
= 0 and f (M) = {0}. Similarly, there is a g ∈ X∗ such that g(x0) = 0
but g 
= 0. Then the map F : X → F2 given by F(x) = (f (x), g(x)) is an onto (since f and g
are linearly independent) continuous linear map, however F(F · Orb(x0, T )) is not dense in F2
since F(T nx0) is zero in at least one of its coordinates for every n 0. It follows that x0 is not a
2-weakly supercyclic vector, a contradiction. Hence T has dense range. 
Corollary 7.3. If S is a pure subnormal operator, then S cannot be 2-weakly supercyclic.
Proof. Suppose that S is a pure subnormal operator that is 2-weakly supercyclic, then S is
1-weakly supercyclic, and so by Proposition 7.1, S must be cyclic. However, according to
Thomson’s Theorem (see [26] or [12]) the adjoint of every pure cyclic subnormal operator has a
non-trivial open set of eigenvalues. Thus S∗ has more than two independent eigenvectors contra-
dicting Proposition 7.2. 
Also see Corollary 7.15 for another proof of the previous result that does not rely on the deep
theorem of Thomson.
Theorem 7.4. If n  1 and T is an n-weakly supercyclic operator on a locally convex space,
then T k is cyclic for all 1 k  n. In fact, if x is an n-weakly supercyclic vector for T , then x is
also a cyclic vector for T k for all 1 k  n.
Proof. Fix a k satisfying 1 k  n and let x be an n-weakly supercyclic vector for T . By way of
contradiction, suppose that x is not a cyclic vector for T k . Then for each j satisfying 0 j  k
we have that T jx is not a cyclic vector for T k . Thus the linear span of {(T k)p(T jx): p  0} is
not dense, so by the Hahn–Banach Theorem there exists a non-zero continuous linear functional
fj such that 〈(
T k
)p(
T jx
)
, fj
〉= 0 for all integers p  0.
Thus 〈
T kp+j x, fj
〉= 0 for all p  0 and 0 j  k. (∗)
If we set F =
[
f1
···
fk
]
, then F : X → Fk is linear and non-zero, but we will show that
F(F ·Orb(x, T )) is not dense in F(X). To see this, notice that by Eq. (∗), for every m 0 and for
any c ∈ F, at least one coordinate of F(cT mx) will be equal to zero. On the other hand, since each
fj is non-zero, then the kernel of fj , ker(fj ) is a closed nowhere dense subspace of X. Since a
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It follows that the range of F , F(X), will contain vectors in which all coordinates are non-zero.
Thus, F(F · Orb(x, T )) is not dense in F(X). So T is not n-weakly supercyclic, a contradiction.
Therefore we must have that x is a cyclic vector for T k . 
In [25], Shkarin proved the surprising result that a bilateral weighted shift operator T on 2(Z)
is supercyclic if and only if T 2 is cyclic! Using this fact together with Theorem 7.4 we get the
following result.
Corollary 7.5. If T is a bilateral weighted shift operator on 2(Z) and if T is 2-weakly super-
cyclic, then T is supercyclic.
It is known that if T is an operator on a space X and I denotes the identity operator on the
scalar field F, then T ⊕ I is supercyclic on X ⊕F if and only if T is hypercyclic. The next result
gives an n-weak version of this fact.
Theorem 7.6. If T is a continuous linear operator on a locally convex space X over F, I denotes
the identity operator on F, and n 1, then each of the following statements implies the next one:
(1) T ⊕ I is (n+ 1)-weakly supercyclic on X ⊕ F.
(2) T has a vector that is both an n-weakly hypercyclic vector and an (n+1)-weakly supercyclic
vector.
(3) T is n-weakly hypercyclic on X.
(4) T ⊕ I is n-weakly supercyclic on X ⊕ F.
The following implications hold: (1) ⇒ (2) ⇒ (3) ⇒ (4).
Proof. (1) ⇒ (2). Suppose that T ⊕ I is (n + 1)-weakly supercyclic on X ⊕ F and let (v,α) ∈
X ⊕ F be an (n + 1)-weakly supercyclic vector for T ⊕ I . Then we claim that v is both an
n-weakly hypercyclic vector for T and an (n + 1)-weakly supercyclic vector for T . It follows
by Proposition 3.2 that since (v,α) is an (n + 1)-weakly supercyclic vector for T ⊕ I , then v
must be an (n + 1)-weakly supercyclic vector for T . So, it remains to show that v is also an
n-weakly hypercyclic for T . That is, Orb(v, T ) is n-weakly dense in X. So, let F : X → Fn
be an onto continuous linear map and we must show that F(Orb(v, T )) is dense in Fn. Let
w ∈ Fn and we will show that w belongs to the closure of F(Orb(v, T )). To see this, define
G : X ⊕ F → Fn × F = Fn+1 by G(x,y) = (F (x), y). Then G : X ⊕ F → Fn+1 is an onto
continuous linear map. Since (v,α) is an (n + 1)-weakly supercyclic vector for T ⊕ I , then
G(F · Orb((v,α), T ⊕ I )) is dense in Fn+1, so there exist a sequence of scalars {ck}∞k=1 and a
sequence of positive integers {nk}∞k=1 such that G(ck(T ⊕I )nk (v,α)) → (w,α) as k → ∞. Thus,
F(ckT
nkv) → w and ckα → α. Since (v,α) is an (n + 1)-supercyclic vector for T ⊕ I , then α
must be non-zero, thus ck → 1, which implies that F(T nkv) → w. Thus w is in the closure of
F(Orb(v, T )), as desired. Since w ∈ Fn was arbitrary, then F(Orb(v, T )) is dense in Fn, and
thus v is an n-weakly hypercyclic vector for T .
(2) ⇒ (3). This is obvious.
(3) ⇒ (4). Suppose that v ∈ X is an n-weakly hypercyclic vector for T and we will show that
(v,1) ∈ X ⊕ F is an n-weakly supercyclic vector for T ⊕ I . Let F : X ⊕ F → Fn be an onto
N.S. Feldman / Journal of Functional Analysis 263 (2012) 2255–2299 2281continuous linear map and we will show that F(F · Orb((v,1), T ⊕ I )) is dense in Fn; we will
consider two cases.
First, define the map Fˆ : X → Fn as follows: Fˆ (x) = F(x,0) for x ∈ X.
Case 1. F(0,1) = 0.
Since F : X ⊕ F → Fn is onto and since we are assuming that F(0,1) = 0, then it follows
that Fˆ : X → Fn is onto. Since v is an n-weakly hypercyclic vector for T and Fˆ is an onto, then
it follows that
Fˆ
(
Orb(v, T )
)
is dense in Fn. (∗)
Since F(T nv,1) = F(T nv,0)+ F(0,1) = F(T nv,0)+ 0 = Fˆ (T nv), it follows easily from (∗)
above that F(Orb((v,1), T ⊕ I )) is dense in Fn. Thus this case is established.
Case 2. F(0,1) 
= 0.
In this case we may suppose that F(0,1) = en = (0,0, . . . ,0,1), otherwise, since F(0,1) 
= 0,
we may choose an invertible matrix M : Fn → Fn such that MF(0,1) = en and then consider
the map MF instead of F . Thus we will assume that F(0,1) = en. We must show that F(F ·
Orb((v,1), T ⊕ I )) is dense in Fn.
Let w = (w1,w2, . . . ,wn) ∈ Fn and assume that wn 
= 0; such vectors are dense in Fn. We
will show that w is in the closure of F(F ·Orb((v,1), T ⊕I )), thus showing that F(F ·Orb((v,1),
T ⊕ I )) is dense in Fn.
Let wˆ = 1
wn
(w1,w2, . . . ,wn−1,0) and consider Fˆ : X → Fn as defined above. Since Fˆ is
an onto continuous linear map and wˆ ∈ Fn, and since v is an n-weakly hypercyclic vector
for T , then there exists a sequence of positive integers {nk}∞k=1 such that Fˆ (T nkv) → wˆ =
1
wn
(w1,w2, . . . ,wn−1,0) as k → ∞.
Thus
F
(
(T ⊕ I )nk (v,1)) = F (T nkv,1)= F (T nkv,0)+ F(0,1) = Fˆ (T nkv)+ en
→ 1
wn
(w1,w2, . . . ,wn−1,0)+ (0, . . . ,0,1) = 1
wn
(w1,w2, . . . ,wn).
Thus, F(wn(T ⊕ I )nk (v,1)) → (w1, . . . ,wn). Thus, F(F · Orb((v,1), T ⊕ I )) is dense in Fn.
This case is now established.
It now follows that (v,1) is an n-weakly supercyclic vector for T . Thus we have established
that (3) implies (4). 
Corollary 7.7. For every n 1, there exists a bounded linear operator T on a Hilbert space that
is n-weakly supercyclic but not (n+ 2)-weakly supercyclic.
Proof. If n = 1, then the bilateral (unweighted) shift B on 2(Z) is a 1-weakly supercyclic op-
erator (= a cyclic operator) that is not 2-weakly supercyclic. For if B was 2-weakly supercyclic,
then by Theorem 7.4, B2 would be cyclic, which it is not.
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sum of backward unilateral weighted shifts on 2(N), such that T is n-weakly hypercyclic, but
not (n + 1)-weakly hypercyclic. Thus, by Theorem 7.6, if I is the identity operator on a one-
dimensional space, then T ⊕ I is n-weakly supercyclic. However, since T is not (n+ 1)-weakly
hypercyclic, then again by Theorem 7.6, T ⊕ I cannot be (n+ 2)-weakly supercyclic. 
The previous example begs the question of whether there are operators that are n-weakly
supercyclic but not (n + 1)-weakly supercyclic. Perhaps a necessary and sufficient version of
Theorem 7.6 would do the trick. However, the previous example does show that non-trivial n-
weakly supercyclic operators do exist.
Shkarin [24] proved a weak angle criterion to show that a vector with certain properties is not a
weakly supercyclic vector (also see [5, p. 240]). We will show that Shkarin’s weak angle criterion
actually guarantees that the vector is not a 2-weakly supercyclic vector (see Theorem 7.10).
Montes-Rodriguez and Shkarin [19] also proved a result similar to Theorem 7.8 below, however
their condition required an auxiliary Hilbert–Schmidt operator and relied on facts about Gaussian
measures in Hilbert spaces. Our result relies on Ball’s Theorem (see Theorem 3.1).
Theorem 7.8 (n-Weak angle criterion). Suppose that T is a bounded linear operator on a Banach
space X and that x ∈ X. If there is a set of n non-zero continuous linear functionals {f1, . . . , fn}
on X such that
∞∑
k=0
(
min{|f1(T kx)|, |f2(T kx)|, . . . , |fn(T kx)|}
‖T kx‖
)p
< ∞ (3)
then x is not a (2n)-weakly supercyclic vector for T provided that either one of the following
holds: (i) p = 1, or (ii) p = 2 and X is a Hilbert space.
The following proposition is needed for the proof of the previous theorem. Its statement and
proof are generalized and adapted from that found in [24] or [5, p. 241] to the n-weak setting.
In what follows, for a Banach space (X,‖ · ‖), Xn will denote a Banach space that is the
direct sum of n copies of X endowed with a norm where each of the coordinate projection
maps is continuous. It is easy to check that any two such norms on Xn are equivalent. In fact,
let Xn∞ denote the Banach space obtained by endowing Xn with the ∞ norm as follows: If
x = (x1, . . . , xn) ∈ Xn, then ‖x‖∞ = max{‖x1‖, . . . ,‖xn‖}. Then if ‖·‖∗ is any norm on Xn such
that the coordinate projection maps are continuous, then the identity map i : (Xn,‖ · ‖∗) → Xn∞
is continuous. Since i is clearly a bijection, then the Open Mapping Theorem implies that i is an
isomorphism, hence the two norms are equivalent. We will let Xn
2
denote the 2-direct sum of n
copies of X, so if x = (x1, . . . , xn) ∈ Xn, then ‖x‖2Xn
2
= ‖x‖22 =
∑n
k=1 ‖xk‖2. If X is a Hilbert
space, then Xn
2
is also a Hilbert space.
Proposition 7.9. Suppose that {xk}∞k=1 is a sequence in a Banach space X over F, z ∈ X, and
n ∈ N. If z belongs to the 2n-weak closure of F · {xk: k  1} and {f1, f2, . . . , fn} ⊆ X∗ satisfy
fk(z) 
= 0 for all 1 k  n, then(
z
,
z
, . . . ,
z
)
∈ Xn
f1(z) f2(z) fn(z)
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E =
{(
xk
f1(xk)
,
xk
f2(xk)
, . . . ,
xk
fn(xk)
)
: k  1 & fj (xk) 
= 0 ∀1 j  n
}
in Xn.
Proof. Let z(n) = ( z
f1(z)
, z
f2(z)
, . . . , z
fn(z)
). Let g ∈ (Xn)∗, then by Proposition 2.6, in order to
show that z(n) belongs to the 1-weak closure of E we must show that g(z(n)) belongs to the
closure of g(E). Since g ∈ (Xn)∗, then there exists {g1, . . . , gn} ⊆ X∗ such that for any v =
(v1, v2, . . . , vn) ∈ Xn, g(v) =∑nj=1 gj (vj ).
Define F : X → F2n by F(x) = (f1(x), . . . , fn(x), g1(x), . . . , gn(x)). Since z belongs to the
2n-weak closure of F · {xk: k  1}, then there exist ck ∈ F and nk ∈N such that F(ckxnk ) → F(z)
as k → ∞. Thus we have
F(ckxnk ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
f1(ckxnk )
...
fn(ckxnk )
g1(ckxnk )
...
gn(ckxnk )
⎤⎥⎥⎥⎥⎥⎥⎥⎦
→ F(z) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
f1(z)
...
fn(z)
g1(z)
...
gn(z)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
as k → ∞.
Since fj (z) 
= 0 for all j ∈ {1, . . . , n}, then fj (ckxnk ) 
= 0 for all j ∈ {1, . . . , n} and for all
large k, thus we may divide by these quantities and obtain the following:⎡⎢⎣
g1(
xnk
f1(xnk )
)
...
gn(
xnk
fn(xnk )
)
⎤⎥⎦=
⎡⎢⎣
g1(
ckxnk
f1(ckxnk )
)
...
gn(
ckxnk
fn(ckxnk )
)
⎤⎥⎦=
⎡⎢⎢⎣
g1(ckxnk )
f1(ckxnk )
...
gn(ckxnk )
fn(ckxnk )
⎤⎥⎥⎦→
⎡⎢⎣ g1(
z
f1(z)
)
...
gn(
z
fn(z)
)
⎤⎥⎦ . (∗)
Now let
vk = (vk,1, vk,2, . . . , vk,n) =
(
xnk
f1(xnk )
,
xnk
f2(xnk )
, . . . ,
xnk
fn(xnk )
)
so that vk,j = xnkfj (xnk ) for 1 j  n. Then vk ∈ E and by looking at the two ends of equation (∗)
above we see that
g(vk) =
n∑
j=1
gj (vk,j ) =
n∑
j=1
gj
(
xnk
fj (xnk )
)
→
n∑
j=1
gj
(
z
fj (z)
)
= g(z(n)).
Thus, z(n) belongs to the 1-weak closure of E in Xn. 
Proof of Theorem 7.8. By way of contradiction, assume that the vector x, in the statement of
the theorem, is a 2n-weakly supercyclic vector for T , then F · Orb(x, T ) is 2n-weakly dense
in X. Note that our hypothesis implies that dim(X) 2.
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⋂n
j=1{v: fj (v) 
= 0} 
= ∅, otherwise
we would have X =⋃nj=1{v: fj (v) = 0} and then since X is represented as a finite union of
closed sets, then one of the closed sets must have non-empty interior, implying that fj equals
zero for some j , contradicting our hypothesis. So,
⋂n
j=1{v: fj (v) 
= 0} 
= ∅.
Since
⋂n
j=1{v: fj (v) 
= 0} is a non-empty open set in X, it has dimension at least two,
whereas F · Orb(x, T ) is a countable union of one-dimensional subspaces, so the Baire Cate-
gory Theorem implies that
⋂n
j=1{v: fj (v) 
= 0} is not a subset of F · Orb(x, T ). So, [
⋂n
j=1{v:
fj (v) 
= 0}] \ (F · Orb(x, T )) 
= ∅. Let z ∈ [⋂nj=1{v: fj (v) 
= 0}] \ (F · Orb(x, T )). Then
fj (z) 
= 0 for all j ∈ {1, . . . , n} and z /∈ F · Orb(x, T ).
Now since x is a 2n-weakly supercyclic vector for T , then z belongs to the 2n-weak closure
of F · {T kx}∞k=0, thus by Proposition 7.9,
z(n) :=
(
z
f1(z)
,
z
f2(z)
, . . . ,
z
fn(z)
)
∈ Xn
2
will belong to the 1-weak closure of
E =
{(
T kx
f1(T kx)
,
T kx
f2(T kx)
, . . . ,
T kx
fn(T kx)
)
: k ∈ J
}
in Xn
2
where J = {k ∈N: fj (T kx) 
= 0 ∀1 j  n}.
Recall that Xnp denotes the p-direct sum of n copies of X. Notice that z(n) /∈ E since z ∈
X \ (F · Orb(x, T )). Since z(n) belongs to the 1-weak closure of E, then E must not be 1-weakly
closed. However, we will now show that E is 1-weakly closed, and thus obtain a contradiction.
To see this we will simply apply Ball’s Theorem (Theorem 3.1). Notice that if
vk =
(
T kx
f1(T kx)
,
T kx
f2(T kx)
, . . . ,
T kx
fn(T kx)
)
∈ E
then
‖vk‖2  ‖vk‖∞ = max
1jn
‖T kx‖
|fj (T kx)| =
‖T kx‖
min1jn |fj (T kx)| .
Thus, letting p = 2 if X is a Hilbert space and p = 1 otherwise, then
∑
k∈J
1
‖vk‖p2

∑
k∈J
(
min1jn |fj (T kx)|
‖T kx‖
)p

∞∑
k=1
(
min1jn |fj (T kx)|
‖T kx‖
)p
< ∞.
Where the last sum above converges by hypothesis. Now since Xn
2
is a Hilbert space whenever
X is a Hilbert space and is otherwise a Banach space, then according to Ball’s Theorem E =
{vk: k ∈ J } is 1-weakly closed in Xn2 . Thus we have a contradiction. So, it follows that x cannot
be a 2n-weakly supercyclic vector for T . 
The following 1-weak angle criterion was used to prove some of the results about the 2-weak
supercyclicity of matrices stated in Section 4. It is an immediate corollary of the n-weak angle
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although he did not use the 2-weakly dense terminology, but concluded that x is not a weakly
supercyclic vector (also see [5, p. 240]).
Theorem 7.10 (1-Weak angle criterion). Suppose that T is a bounded linear operator on a
Banach space X and that x ∈ X. If there is a non-zero continuous linear functional f on X such
that
∞∑
n=0
( |f (T nx)|
‖T nx‖
)p
< ∞
then x is not a 2-weakly supercyclic vector for T provided that either one of the following holds:
(i) p = 1, or (ii) p = 2 and X is a Hilbert space.
The following result is a nice easy consequence of the 1-weak angle criterion and is easy to
apply in various situations.
Corollary 7.11 (Weak ratio criterion). If T is a bounded linear operator on a Banach space X
and T has two invariant subspaces M and N that are complementary in X and such that for
every x ∈M and for every non-zero y ∈N we have that
∞∑
n=0
(‖T nx‖
‖T ny‖
)a
< ∞
then T is not 2-weakly supercyclic on X; provided that a = 1 or a = 2 and X is a Hilbert space.
Proof. Suppose, by way of contradiction, that T is 2-weakly supercyclic and that v ∈ X is a
2-weakly supercyclic vector for T . Also suppose that v = x + y where x ∈M and y ∈N . Then
both x and y must be non-zero, otherwise v will belong to one of the two invariant subspaces, in
which case v is not even a cyclic vector (= a 1-weakly supercyclic vector), let alone a 2-weakly
supercyclic vector for T (see Theorem 7.4). Since T is 2-weakly supercyclic, T will have dense
range (see Proposition 7.2), thus T nv will also be a 2-weakly supercyclic vector for T , thus using
similar reasoning as above we have that T nx and T ny are both non-zero for every n 0. Next
choose f ∈ X∗ \ {0} such that f (N ) = {0}. Then we have that f (T nv) = f (T nx) + f (T ny) =
f (T nx) since y ∈N and N is invariant for T . Also there is a c > 0 such that ‖T nv‖ c‖T ny‖.
To see this notice that if P : X →N is the idempotent mapping onto N having M as its kernel,
then P(T nv) = T ny and thus ‖T ny‖ = ‖P(T nv)‖ ‖P‖‖T nv‖, thus we may take c = 1/‖P‖.
Thus we have
∞∑
n=0
( |f (T nv)|
‖T nv‖
)a
=
∞∑
n=0
( |f (T nx)|
‖T nv‖
)a

∞∑
n=0
( |f (T nx)|
c‖T ny‖
)a
 ‖f ‖
a
ca
∞∑
n=0
( |‖T nx‖
‖T ny‖
)a
.
Since by assumption the sum on the right hand side converges, then so does the sum on the
left hand side, thus by the weak angle criterion (Theorem 7.10), v is not a 2-weakly supercyclic
vector for T , a contradiction. Thus T is not 2-weakly supercyclic. 
2286 N.S. Feldman / Journal of Functional Analysis 263 (2012) 2255–2299The weak ratio criterion was used to obtain some of the results in Section 4 to show that
certain matrices are not 2-weakly supercyclic and will now be used to obtain a result that 2-
weakly supercyclic operators have a “supercyclicity circle” just like supercyclic operators; see
Feldman, Miller, and Miller [16] or [5, p. 12].
Lemma 7.12. If T1 and T2 are two bounded linear operators on Banach spaces X1 and X2 re-
spectively and there is an r > 0 such that σ(T1) ⊆ {z ∈C: |z| < r} and σ(T2) ⊆ {z ∈C: |z| > r},
then T = T1 ⊕ T2 is not 2-weakly supercyclic.
Proof. We will simply apply the weak ratio criterion with M = X1 ⊕ {0} and N = {0} ⊕ X2,
which are complementary subspaces of X1 ⊕ X2 and invariant for T . Choose r1, r2 such that
0 < r1 < r < r2 and such that σ(T1) ⊆ {z ∈ C: |z| < r1} and σ(T2) ⊆ {z ∈ C: |z| > r2}, then
using standard estimates on the growth of orbits it follows that there are constants c1, c2 > 0
such that ‖T n1 x‖ c1rn1 ‖x‖ for all n 0 and all x ∈ X1. Also, ‖T n2 y‖ c2rn2 ‖y‖ for all n 0
and for all y ∈ X2. Thus,
∞∑
n=0
(‖T n(x ⊕ 0)‖
‖T n(0 ⊕ y)‖
)
=
∞∑
n=0
(‖T n1 x‖
‖T n2 y‖
)

∞∑
n=0
(
c1r
n
1 ‖x‖
c2r
n
2 ‖y‖
)
= C
∞∑
n=0
(
r1
r2
)n
< ∞
since r1 < r2. Thus by the weak ratio criterion (Corollary 7.11) (with a = 1) we have that T is
not 2-weakly supercyclic. 
The proof of the following result is identical to the proof of Theorem 6.2 in [16] except that it
makes use of Lemma 7.12 above instead of Lemmas 6.3 and 6.4 in [16].
Theorem 7.13. Suppose that T is a bounded linear operator on a separable Banach space X.
If T is 2-weakly supercyclic, then there is a (possibly degenerate) circle Cr = {z ∈ C: |z| = r},
r  0, such that σ(T ∗|M)∩Cr 
= ∅ for every weak∗-closed T ∗ invariant subspace M⊆ X∗. In
particular, every component of σ(T ) intersects the (possibly degenerate) circle Cr .
One immediate consequence of the previous theorem is the following result.
Example 7.14. If a normal operator T on a Hilbert space is 2-weakly supercyclic, then T must
be a multiple of a unitary operator.
It was shown by Bayart and Matheron [4], also see [5, p. 254], that the unitary operator
Nμ = Mz on L2(μ) is weakly supercyclic if μ is supported on a Kronecker set (a thin type of
Cantor set) on the unit circle. In the same paper, Bayart and Matheron also proved the very nice
result that a weakly supercyclic hyponormal operator must be a multiple of a unitary. Below we
see that this follows easily for subnormal operators since it is true for normal operators.
Corollary 7.15. If S is a subnormal operator that is 2-weakly supercyclic, then S must be a
multiple of a singular unitary operator.
Proof. In [14] (also see [10, Theorems 4.3 and 4.4]) it is shown that if S is a subnormal op-
erator on a Hilbert space H with spectral measure μ, then there exists a bounded linear map
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of multiplication by z on L2(μ). If S is 2-weakly supercyclic, then by Proposition 3.2, N is also
2-weakly supercyclic. However, then by Theorem 7.13 it follows that the spectrum of N must be
contained in a circle. Hence it follows that N is a multiple of a unitary operator. It now follows
easily from Theorem 8.1 that the unitary operator must be singular. 
Shkarin [24] proved that for 1 p  2 a weakly supercyclic bilateral weighted shift on p(Z)
must be supercyclic. Using the 1-weak angle criterion (Theorem 7.10) and following Shkarin’s
proof in [24] or [5, p. 242] one can obtain the following result.
Example 7.16. If T is a 2-weakly supercyclic bilateral weighted shift on p(Z) for 1 p  2,
then T is supercyclic on p(Z).
Example 7.17. The Volterra operator (Vf )(x) = ∫ x0 f (t) dt on Lp[0,1] is not 2-weakly super-
cyclic. The proof by Montes and Shkarin [19, Theorem 2.4, p. 43], which shows that V is not
weakly supercyclic, actually shows that V is not 2-weakly supercyclic; since the open set U at
the end of their proof is a 2-weakly open set.
Example 7.18 (Linear fractional composition operators). Following Montes and Shkarin in [19],
define the weighted Dirichlet spaces Sν to be the set of all analytic functions f (z) =∑∞n=0 anzn
on the unit disk such that ‖f ‖2Sν =
∑∞
n=0(n+1)2ν |an|2 is finite. In [19] it is shown that if a linear
fractional composition operator on Sν is weakly supercyclic, then it is supercyclic. In fact, using
results of this paper, their method of proof actually shows that if a linear fractional composition
operator on Sν is 2-weakly supercyclic, then it is supercyclic. To prove this one only needs to use
Proposition 7.2 and Theorem 7.13 in this paper along with the arguments in [19].
8. Cohyponormal operators
In [24], Shkarin proves that there exists a continuous Borel measure μ on the unit circle such
that Nμ = Mz on L2(μ) is weakly supercyclic, but the Fourier coefficients μˆ(n) =
∫
zn dμ → 0
as |n| → ∞. This latter condition implies that every scaled orbit of Nμ is weakly sequentially
closed. Hence Nμ is not weakly sequentially supercyclic. If we assume the stronger condition on
the Fourier coefficients that
∑∞
n=0 |φ̂μ(n)|2 < ∞ for all φ ∈ L2(μ), then μ = ψ dm where m is
Lebesgue measure on the unit circle and ψ ∈ L∞(m) (thanks to the referee for that observation)
which we now show prevents Nμ from being 2-weakly supercyclic.
Theorem 8.1. If T = Mz on L2(μ) where μ = ψ dm, where m is Lebesgue measure on the unit
circle, ψ  0, and ψ ∈ L∞(m), then T is not 2-weakly supercyclic.
Proof. Suppose that T is 2-weakly supercyclic and that φ ∈ L2(μ) is a 2-weakly supercyclic
vector for T . We may assume that ‖φ‖L2(μ) = 1. Let f = 1 and let us apply the weak angle
criterion (Theorem 7.10). Notice that
∞∑( |〈T nφ,f 〉|
‖T nφ‖
)2
=
∞∑∣∣〈T nφ,1〉∣∣2 = ∞∑∣∣∣∣ ∫ znφ ·ψ dm∣∣∣∣2 = ∞∑∣∣(̂φψ)(n)∣∣2 < ∞
n=0 n=0 n=0 n=0
2288 N.S. Feldman / Journal of Functional Analysis 263 (2012) 2255–2299where in the first equality we used the fact that T is an isometry and thus ‖T nφ‖ = ‖φ‖ = 1 and
in the last inequality we use the fact that ψ ∈ L∞(m) and thus φψ ∈ L2(m) (thus its Fourier
coefficients are square summable). It now follows from Theorem 7.10 that φ is not a 2-weakly
supercyclic vector for T , a contradiction. Thus, T is not 2-weakly supercyclic. 
An operator T on a Hilbert space H is said to be hyponormal if ‖T ∗x‖ ‖T x‖ for all x ∈H.
An operator is cohyponormal if its adjoint is hyponormal. In [16] it was shown that if T is
hyponormal, then T ∗ is hypercyclic if and only if every part of the spectrum of T intersects both
sides of the unit circle. That is, T ∗ is hypercyclic if and only if for every hyperinvariant subspace
M of T we have σ(T |M)∩ {z ∈C: |z| < 1} 
= ∅ and σ(T |M)∩ {z ∈C: |z| > 1} 
= ∅.
In [16] it was also shown that if T is hyponormal, then T ∗ is supercyclic if and only if there
exists an r  0 such that one of the following holds:
(1) for every hyperinvariant subspace M of T we have σ(T |M) ∩ {z ∈ C: |z| = r} 
= ∅ and
σ(T |M)∩ {z ∈C: |z| < r} 
= ∅;
or
(2) for every hyperinvariant subspace M of T we have σ(T |M) ∩ {z ∈ C: |z| = r} 
= ∅ and
σ(T |M)∩ {z ∈C: |z| < r} 
= ∅.
If (1) holds we say that T is an inner supercyclic operator with supercyclicity radius r and if (2)
holds we say that T is outer supercyclic operator with supercyclicity radius r . The circle itself is
called a supercyclicity circle for T and its radius is a supercyclicity radius for T . Notice that the
supercyclicity circle and the supercyclicity radius of a supercyclic operator are not necessarily
unique. For instance, if B is the backward unilateral shift, then every circle centered at the origin
with radius 0  r  1 is a supercyclicity circle for B . Notice that B is inner with respect to
{z: |z| = 1} and B is outer with respect to {z: |z| = 0} and B is both inner and outer with respect
to {z: |z| = r} when 0 < r < 1.
However, if r  0 and Tb = ⊕∞n=1(rI + 1nB), Ti = ⊕∞n=1((r − 1n )I + 1nB), and To =⊕∞
n=1((r + 1n )I + 1nB), then Ti, To, and Tb are all supercyclic, they all have unique supercyclic-
ity circles (with radius r) and Ti is inner (if r > 0), To is outer, and Tb is both inner and outer
with respect to their supercyclicity circles.
Proposition 8.2. If T is a hyponormal operator such that T ∗ is 1-weakly hypercyclic, then T ∗ is
an outer supercyclic operator with supercyclicity radius 1.
Proof. If T is hyponormal and T ∗ is 1-weakly hypercyclic, then by Corollary 3.4 T must be a
pure hyponormal operator. Also, if M is an invariant subspace for T , then since T ∗ is 1-weakly
hypercyclic we know from Proposition 3.2 that (T |M)∗ is also 1-weakly hypercyclic. Thus
by Proposition 3.3 σ((T |M)∗) must intersect the unit circle, but this implies that σ(T |M) also
intersects the unit circle. Also, it must be the case that σ(T |M)∩{z ∈C: |z| > 1} 
= ∅, otherwise
σ(T |M) ⊆ clD, which implies that all the orbits of (T |M)∗ are bounded, contradicting the fact
that (T |M)∗ is 1-weakly hypercyclic. It now follows from Feldman, Miller and Miller [16,
Theorem 7.5] that T ∗ is outer supercyclic with the unit circle being its supercyclicity circle. 
9. Universal families
In this section we extend the idea of an n-weakly hypercyclic operator to sequences of op-
erators instead of just powers of a single operator. A commuting sequence {Tn}∞ of operatorsn=1
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Orb(x, {Tn}∞n=1) = {Tnx: n 1} is dense in X. If Orb(x, {Tk}∞k=1) is n-weakly dense in X, then
we will say that {Tk}∞k=1 is n-weakly universal or an n-weakly hypercyclic sequence.
Definition 9.1. A commuting sequence of operators {Tn}∞n=1 on a separable Banach space X
is said to satisfy the universality criterion if there exist a strictly increasing sequence {nk}∞k=1
of positive integers, two dense sets D1,D2 ⊆ X, and functions Snk : D2 → X satisfying the
following conditions:
(1) Tnkx → 0 as k → ∞ for all x ∈ D1.
(2) Snky → 0 as k → ∞ for all y ∈ D2.
(3) TnkSnky → y as k → ∞ for all y ∈ D2.
More accurately, we say that T satisfies the universality criterion with respect to the sequence
{nk} if the above conditions hold.
It is easy to show (see Theorem 9.2 below) that if {Tn}∞n=1 satisfies the universality criterion,
then there exists a dense Gδ set Ω ⊆ X such that for each x ∈ Ω , cl[Orb(x, {Tn}∞n=1)] = X.
Bermúdez, Bonilla, and Peris [6] have shown that a commuting sequence T = {Tk}∞k=1 satisfies
the universality criterion if and only if T ⊕ T := {Tk ⊕ Tk}∞k=1 is a universal sequence.
The following result is a simple generalization of the universality criterion given above where
the set D2 is not required to be dense; it is a “universality” version of Theorem 6.3, its proof is
the same as the proof of Theorem 6.3 except one replaces T nk with Tnk .
Theorem 9.2. If {Tn}∞n=1 is a commuting sequence of operators on a separable Banach space X
and there exist a strictly increasing sequence {nk}∞k=1 of positive integers, a dense set D1 ⊆ X,
and another (not necessarily dense) set D2 ⊆ X and functions Snk : D2 → X satisfying the
following conditions:
(1) Tnkx → 0 as k → ∞ for all x ∈ D1;
(2) for each y ∈ D2, there exists a subsequence {nkj }∞j=1 of {nk}∞k=1 such that Snkj y → 0 and
Tnkj
Snkj
y → y as j → ∞,
then there exists a dense Gδ set Ω ⊆ X such that for each x ∈ Ω , we have D2 ⊆
cl[Orb(x, {Tn}∞n=1)].
Proof. We will apply Lemma 6.1. If U and V are any two open sets with V ∩ D2 
= ∅, then
let y ∈ V ∩ D2 and since D1 is dense, we have U ∩ D1 
= ∅, so choose an x ∈ U ∩ D1. By
property (2), there is a subsequence {nkj } with the stated properties. Then for large j , (x+Snkj y)
belongs to U and Tnkj (x + Snkj y) = Tnkj x + Tnkj Snkj y will belong to V . The theorem now
follows by Lemma 6.1. 
Definition 9.3. A commuting sequence of operators {Tn}∞n=1 on a separable Banach space X
is said to satisfy the strong universality criterion if there exist a strictly increasing sequence
{nk}∞k=1 of positive integers, two dense sets D1,D2 ⊆ X, and functions Snk : D2 → X satisfying
the following conditions:
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(2) Snky → 0 as k → ∞ for all y ∈ D2.
(3) TnkSnky → y as k → ∞ for all y ∈ D2.
More accurately, we say that T satisfies the strong universality criterion with respect to the se-
quence {nk} if the above conditions hold.
In [6] Bermúdez, Bonilla, and Peris prove the following result which we need, but first a
definition is needed. If {Tn}∞n=1 is a commuting sequence of operators on X and y ∈ X, then a
backward orbit for y (if it exists) is a sequence {xn}∞n=1 ⊆ X such that Tnxn = y for all n  1.
Recall that a precompact set is one whose closure is compact.
Theorem 9.4. If {Tn}∞n=1 is a universal sequence of commuting operators on a separable Banach
space X such that either
(1) there is a dense set of vectors whose orbit is precompact, or
(2) there is a dense set of vectors that admit precompact backward orbits,
then {Tn}∞n=1 satisfies the universality criterion.
We will be interested in direct sums of universal sequences. If T1 = {T1,n}∞n=1 and T2 ={T2,n}∞n=1 are two sequences of commuting operators, then define the direct sum of T1 and T2 to
be the commuting sequence T1 ⊕ T2 = {T1,n ⊕ T2,n}∞n=1. A similar definition applies to finite or
infinite direct sums of sequences of operators.
Lemma 9.5. If T1 = {T1,n}∞n=1, T2 = {T2,n}∞n=1, . . . , Tp = {Tp,n}∞n=1 are each commuting se-
quences of operators satisfying the strong universality criterion and if their direct sum T =
T1 ⊕T2 ⊕· · ·⊕Tn is a universal sequence, then T also satisfies the strong universality criterion.
Proof. Since each sequence Tk = {Tk,n}∞n=1 satisfies the strong universality criterion, it has a
dense set of vectors whose (full) orbits converge to zero, hence the same is true for their direct
sum T . Since T is assumed to be universal, then Proposition 9.4 tells us that T satisfies the
universality criterion. And since T has a dense set of vectors whose orbits converge to zero, it
follows that T actually satisfies the strong universality criterion. 
Theorem 9.6. Suppose that for each 1  j  p, Tj = {Tj,k}∞k=1 is a commuting sequence of
bounded linear operators on a separable Banach space Xj that satisfies the strong universality
criterion. Suppose that 1 n < p and that the direct sum of any n of the sequences {Tj }pj=1 is
universal, then the direct sum T =⊕pj=1 Tj is n-weakly universal.
The proof of this theorem is almost identical to that of Theorem 6.10, simply replace T nj by
Tj,n and use Lemma 9.5 instead of Lemma 6.7. We leave the details to the reader.
10. Criteria for n-weakly supercyclic operators
In this section we will give some criteria for the direct sum of a collection of supercyclic
operators to be n-weakly supercyclic, similar to that done in Section 6 for n-weakly hypercyclic
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certain class of bilateral weighted shifts to be n-weakly supercyclic and this will allow us to pro-
duce easy examples of operators that are n-weakly supercyclic but not (2n)-weakly supercyclic.
There are a few different criteria for an operator to be supercyclic. In [6] it was shown that
several of these criteria are all equivalent to the supercyclicity criterion that is stated below. It
was also shown in [6] that T satisfies the supercyclicity criterion (below) if and only if T ⊕ T is
supercyclic.
Definition 10.1. An operator T on a separable F -space X is said to satisfy the supercyclicity
criterion if there exist a strictly increasing sequence {nk}∞k=1 of positive integers, a sequence of
non-zero scalars {cnk }∞n=1, two dense sets D1,D2 ⊆ X, and functions Snk : D2 → X satisfying
the following conditions:
(1) cnkT nkx → 0 as k → ∞ for all x ∈ D1.
(2) (1/cnk )Snky → 0 as k → ∞ for all y ∈ D2.
(3) T nkSnky → y as k → ∞ for all y ∈ D2.
More accurately, we say that T satisfies the supercyclicity criterion with respect to the sequences
{nk}∞k=1 and {cnk }∞k=1 if the above conditions hold.
Notice that T satisfies the supercyclicity criterion if and only if there is an increasing sequence
{nk}∞k=1 of positive integers, and a sequence of non-zero scalars {cnk }∞k=1 such that the sequence{cnkT nk }∞k=1 satisfies the universality criterion.
Definition 10.2. An operator T on a separable Banach space X is said to satisfy the strong
supercyclicity criterion if there exist a strictly increasing sequence {nk}∞k=1 of positive integers,
a sequence of non-zero scalars {cn}∞n=1, two dense sets D1,D2 ⊆ X, and functions Snk : D2 → X
satisfying the following conditions:
(1) cnT nx → 0 as n → ∞ for all x ∈ D1.
(2) (1/cnk )Snky → 0 as k → ∞ for all y ∈ D2.
(3) T nkSnky → y as k → ∞ for all y ∈ D2.
Notice that T satisfies the strong supercyclicity criterion if and only if there exists a sequence
{cn}∞n=1 of non-zero scalars such that {cnT n}∞n=1 satisfies the strong universality criterion.
Thus we get the following result immediately from Theorem 9.6.
Theorem 10.3 (Direct sums are n-weakly supercyclic). Suppose that for each 1 j  p, Tj is
a continuous linear operator on a separable Banach space Xj . Suppose also that there exists a
sequence of non-zero scalars {ck}∞k=1 such that each Tj satisfies the strong supercyclicity crite-
rion with respect to the sequence {ck}∞k=1. Suppose also that 1 n < p and that the direct sum of
any n of the operators {Tj }pj=1 satisfies the supercyclicity criterion with respect to the sequence
{ck}∞k=1, then T =
⊕p
j=1 Tj is n-weakly supercyclic.
Proof. Simply apply Theorem 9.6 to the sequences Tj = {ckT kj }∞k=1, 1 j  p. The hypothesis
that the direct sum of any n of the operators satisfies the supercyclicity criterion with respect
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universality criterion and hence is universal. Thus Theorem 9.6 applies. 
The following criterion was given by Salas [23] for an operator to be supercyclic and was
the first “supercyclicity criterion”. Salas’ criterion (below) is equivalent to the criterion in Defi-
nition 10.1. Both of these criteria for an operator T to be supercyclic are actually equivalent to
T ⊕ T being supercyclic (see [6]). Salas’ criterion is often easier to apply.
Definition 10.4 (Salas’ supercyclicity criterion). An operator T on a separable Banach space X
satisfies the supercyclicity criterion if there exist a strictly increasing sequence {nk}∞k=1 of pos-
itive integers, two dense sets D1,D2 ⊆ X and functions Snk : D2 → X satisfying the following
conditions:
(1) ‖T nkx‖‖Snky‖ → 0 as k → ∞ for all x ∈ D1 and for all y ∈ D2.
(2) T nkSnky → y as k → ∞ for all y ∈ D2.
We say that T satisfies the (Salas) supercyclicity criterion with respect to the sequence {nk}∞k=1
if T satisfies the above conditions. In which case, there exists a dense Gδ set Ω ⊆ X such that
cl[F · Orb(x, T )] = X for each x ∈ Ω . This is actually a special case of the following more
general criterion where D2 is not required to be dense.
Theorem 10.5 (Supercyclic containment criterion). If T is an operator on a separable Banach
space X and there exist a strictly increasing sequence {nk}∞k=1 of positive integers, a dense set
D1 in X, and a (not necessarily dense) set D2 ⊆ X and functions Snk : D2 → X satisfying the
following conditions:
(1) for each y ∈ D2, there exists a subsequence {nkj }∞j=1 of {nk}∞k=1 such that
(a) ‖T nkj x‖‖Snkj y‖ → 0 as j → ∞ for all x ∈ D1 and
(b) T nkj Snkj y → y as j → ∞,
then there exists a dense Gδ set Ω ⊆ X such that D2 ⊆ cl[F · Orb(x, T )] for each x ∈ Ω .
Proof. We will apply Lemma 6.1. If U and V are any two open sets with V ∩ D2 
= ∅, then
let y ∈ V ∩ D2. Since D1 is dense we may choose an x ∈ U ∩ D1. Since property (a) holds, an
elementary argument (see [5, p. 9]) shows that we can find scalars {cj } such that cjT nkj x → 0
and 1
cj
Snkj
y → 0 as j → ∞. Then for large j , (x + 1
cj
Snkj
y) belongs to U and cjT nkj (x +
1
cj
Snkj
y) = cjT nkj x + T nkj Snkj y will belong to V . The theorem now follows by a version of
Lemma 6.1. 
For the next example you may want to see Section 11 for some basic background on hyper-
cyclicity and supercyclicity of weighted shifts.
Example 10.6 (Direct sums of bilateral weighted shifts). Suppose that {Ti}pi=1 are backward
bilateral weighted shifts on 2(Z) with weight sequences {wi,k}∞k=−∞, 1 i  p. Let 1 n < p
and suppose that the following hold:
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ε,M > 0 such that 0 < ε 
∏−1
k=−m wi,k M < ∞ for all m> 0 and 1 i  p.
(2) The direct sum of any n of the operators {Ti}pi=1 is supercyclic.
Then T =⊕pi=1 Ti is n-weakly supercyclic.
Notice that condition (1) holds if, for example, wi,k = 1 for all k  0 and all 1 i  p.
Proof of Example 10.6. We will verify the conditions of Theorem 10.5. Let F be the set of
all vectors in 2(N) with finite support, that is, vectors with at most finitely many non-zero
coordinates and let H= 2(Z)p =⊕pi=1 2(Z). Now define
D1 =Fp =
p⊕
i=1
F = {(xi)pi=1 ∈H: xi ∈F for 1 i  p}.
Notice by assumption (1) in our hypothesis, we have that
(i) 0 < inf
n0
∥∥T nx∥∥ sup
n0
∥∥T nx∥∥< ∞ for all x ∈ D1 \ {0}.
For any J ⊆ {1, . . . , p} with |J | n, define
HJ =
{
(xi)
p
i=1 ∈H: xi = 0 if i /∈ J
}
.
Also define HˆJ =⊕i∈J 2(Z). Clearly HJ and HˆJ are naturally isomorphic. If TJ =⊕i∈J Ti ,
then we may naturally consider TJ as an operator on HJ or HˆJ .
Let Si be the right inverse of Ti (so Si is a forward weighted shift with weight sequence
{1/wi,k}∞k=1, although Si may not be bounded) and let S =
⊕p
i=1 Si , then T S = I . Let Sk = Sk
for all k  1.
By assumption, if |J |  n, then TJ is supercyclic on HJ and so by Salas’ Theorem (Theo-
rem 11.2) TJ satisfies the (Salas) supercyclicity criterion (see Definition 10.4). Thus there exist
dense sets D1,J , D2,J in H and a strictly increasing sequence of integers {nk,J }∞k=1 satisfying
the conditions of Salas’ supercyclicity criterion. In fact Theorem 11.2 implies that we can choose
D1,J = D2,J =FJ :=Fp ∩HJ . Thus for the sequence {nk,J }∞k=1 and for any x, y ∈FJ we have
(ii) ∥∥T nk,J x∥∥‖Snk,J y‖ → 0 as k → ∞.
By (i) above we know that {‖T nnk,J x‖} is bounded away from zero and thus we must have that
for any y ∈FJ ,
(iii) ‖Snk,J y‖ → 0 as k → ∞.
Now we have already defined D1 =Fp , a dense set in H, and let us define D2 as follows:
D2 =
{
(xi)
p ∈Fp: ∣∣{i: xi 
= 0}∣∣ n}=⋃{FJ : J ⊆ {1, . . . , p} & |J | n}.i=1
2294 N.S. Feldman / Journal of Functional Analysis 263 (2012) 2255–2299By passing to subsequences if necessary, we may assume that the sequences {nk,J }∞k=1 are
disjoint for different sets J . Then let {nk}∞k=1 be an increasing enumeration of
⋃{nk,J : J ⊆
{1, . . . , p}, |J | n}.
We may now check condition (1)(a) of Theorem 10.5. Let y ∈ D2, then there exists a J ⊆
{1, . . . , p} with |J | n such that y ∈FJ . Then {nk,J }∞k=1 is a subsequence of {nk}∞k=1 and by (iii)
we know that Snk,J y → 0 as k → ∞. This together with the fact from (i) that {‖T nk,J x‖} is
bounded for any x ∈ D1, gives
(iv) ∥∥T nk,J x∥∥‖Snk,J y‖ → 0 as k → ∞ for all x ∈ D1 and y ∈ D2.
Thus condition (1)(a) holds. Notice that the difference between (ii) and (iv) is that in (ii) we must
have x ∈FJ = D1,J where as in (iv) x may be in the larger set D1 =F .
Also, since S is a right inverse of T condition (1)(b) of Theorem 10.5 holds trivially.
Since (1)(a) and (1)(b) of Theorem 10.5 both hold, it follows that there is a dense Gδ set
Ω ⊆H such that for any x ∈ Ω we have D2 ⊆ cl[F · Orb(x, T )]. Now by Proposition 6.8 the set
D2 is n-weakly dense in H. It follows that T is n-weakly supercyclic, as desired. 
The previous theorem may be combined with the following theorem to show that certain direct
sums of bilateral weighted shifts are n-weakly supercyclic but not weakly supercyclic. See the
corollary afterward.
Theorem 10.7 (Direct sums of bilateral weighted shifts). Suppose that {Ti}ni=1 are backward
bilateral weighted shifts on 2(Z). If T =⊕ni=1 Ti is (2n)-weakly supercyclic, then T must be
supercyclic.
The proof of this theorem is essentially due to Shkarin [24] (also see [5, p. 242]), except that
we need to use the “n-weak angle criterion” (Theorem 7.8) and the following simple lemma.
Lemma 10.8. If {a1, a2, . . . , ap} and {b1, b2, . . . , bp} are finite sets of non-negative real numbers,
then
min{a1b1, a2b2, . . . , apbp}min{a1, a2, . . . , ap} · max{b1, b2, . . . , bp},
and
max{a1b1, a2b2, . . . , apbp}max{a1, a2, . . . , ap} · min{b1, b2, . . . , bp}.
Proof. Let M = max{b1, b2, . . . , bp}, then since the ak’s are non-negative we have that for every
1 k  p
akbk  akM.
Then since M  0,
min{a1b1, a2b2, . . . , apbp}min{a1M,a2M, . . . , apM} = M min{a1, a2, . . . , ap}
= min{a1, a2, . . . , ap} · max{b1, b2, . . . , bp}.
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for every 1 k  p
akbk  akm.
Then since m 0,
max{a1b1, a2b2, . . . , apbp}max{a1m,a2m, . . . , apm} = mmax{a1, a2, . . . , ap}
= max{a1, a2, . . . , ap} · min{b1, b2, . . . , bp}. 
Proof of Theorem 10.7. Suppose that {Ti}ni=1 are backward bilateral weighted shifts on
2(Z) with weight sequences {wi,k}∞k=−∞, 1  i  n. Let T =
⊕n
i=1 Ti which acts on H =⊕n
j=1 2(Z).
Suppose that T is (2n)-weakly supercyclic and by way of contradiction, suppose that T is not
supercyclic. We will apply the “n-weak angle criterion” (Theorem 7.8).
Since T is not supercyclic, then by Theorem 11.2 we may find a q  1 and a δ > 0 such that
max
1i,jn
{
wi,q−k+1 · · ·wi,q
wj,q+1 · · ·wj,q+k
}
 δ for every k  1.
Thus by taking reciprocals we get
min
1i,jn
{
wj,q+1 · · ·wj,q+k
wi,q−k+1 · · ·wi,q
}
= 1
max1i,jn{ wi,q−k+1···wi,qwj,q+1···wj,q+k }
 1
δ
for every k  1. (4)
Let eq = (. . . ,0,0,0,1,0,0,0, . . .) ∈ 2(Z) where the 1 is in the qth position and for 1 j  n,
let fj = (0,0, . . . , eq,0, . . . ,0) ∈H =⊕nj=1 2(Z) where eq is in the j th position of fj . Since
T is (2n)-weakly supercyclic, the set of (2n)-weakly supercyclic vectors forms a (2n)-weakly
dense set in H, and hence we can choose a (2n)-weakly supercyclic vector x = (x1, . . . , xn) ∈H
for T such that
xj,q := 〈xj , eq〉 = 〈x,fj 〉 
= 0 for all 1 j  n. (5)
This follows since every vector in the scaled orbit of a (2n)-weakly supercyclic vector is also a
(2n)-weakly supercyclic vector and that the set V = {x ∈H: 〈x,fj 〉 
= 0 for all 1 j  n} is an
n-weakly open set in H.
Now since ∥∥T kj xj∥∥ ∣∣〈T kj xj , eq−k 〉∣∣= wj,qwj,q−1 · · ·wj,q−k+1|xj,q | > 0
for all k  1 and all 1 j  n, we get from Lemma 10.8∥∥T kx∥∥ max
1jn
∥∥T kj xj∥∥ max1jn(wj,qwj,q−1 · · ·wj,q−k+1|xj,q |)
 max {wj,qwj,q−1 · · ·wj,q−k+1} min
{|xj,q |}>0.1jn 1jn
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fj
(
T kx
) := 〈T kx,fj 〉= 〈T kj xj , eq 〉= wj,q+1wj,q+2 · · ·wj,q+k · xj,q+k.
Thus using this and Lemma 10.8 we have the following:
∞∑
k=0
(
min{|f1(T kx)|, |f2(T kx)|, . . . , |fn(T kx)|}
‖T kx‖
)2
=
∞∑
k=0
(
min1jn{wj,q+1wj,q+2 · · ·wj,q+k · |xj,q+k|}
‖T kx‖
)2

∞∑
k=0
(
min1jn{wj,q+1wj,q+2 · · ·wj,q+k}max1jn{|xj,q+k|}
max1jn{wj,qwj,q−1 · · ·wj,q−k+1}min1jn{|xj,q |}
)2
= 1
min1jn{|xj,q |2}
∞∑
k=0
(
min
1i,jn
{
wj,q+1wj,q+2 · · ·wj,q+k
wi,qwi,q−1 · · ·wi,q−k+1
}
· max
1jn
|xj,q+k|
)2
 1
δ2 min1jn{|xj,q |2}
∞∑
k=0
max
1jn
|xj,q+k|2  ‖x‖
2
δ2 min1jn{|xj,q |2} < ∞.
Since the above sum is convergent, then according to the n-weak angle criterion (Theorem 7.8),
the vector x is not a (2n)-weakly supercyclic vector for T . However, this contradicts our choice
of x. Thus it must be true that T is supercyclic. 
Corollary 10.9. For any positive integer n, there exist bilateral weighted shifts T1, T2, . . . , Tn+1
such that T =⊕n+1k=1 Tk is n-weakly supercyclic, but not (2n+ 2)-weakly supercyclic.
Proof. Define wi,k = 1 for all k  0 and for all 1  i  (n + 1) (we will define the posi-
tive weights shortly). Then if Ti is the bilateral weighted shift on 2(Z) with weight sequence
{wi,k}∞k=−∞, then Ti will be supercyclic precisely when the backward unilateral weighted shift
Tˆi with weight sequence {wi,k}∞k=1 is hypercyclic on 2(N) (see Theorem 11.1). Now simply
choose the positive weights (as in Corollary 6.14) so that the direct sum of any n of the oper-
ators {Tˆ1, Tˆ2, . . . , Tˆn+1} is hypercyclic, but the direct sum of all (n + 1) of the operators is not
hypercyclic. 
11. Hypercyclicity and supercyclicity of weighted shifts
This section is for the convenience and easy reference for the reader. If {ek}∞k=−∞ is the
standard basis for 2(Z), then a backward bilateral weighted shift T on 2(Z) acts as follows:
T ek = wkek−1 for all k ∈ Z. The shift T has a unique right inverse (although it may not be
bounded): Sek = 1wk+1 ek+1 for all k ∈ Z. Clearly T S = I . The following also hold:
∥∥T mek∥∥= (wk−m+1 · · ·wk) and ∥∥Smek∥∥= 1 .
wk+1 · · ·wk+m
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characterizing hypercyclicity and supercyclicity of weighted shifts.
Theorem 11.1.
(a) If T is a bilateral backward weighted shift on 2(Z) with weight sequence {wn}n∈Z, then
(1) T is hypercyclic if and only if
for every k  1, lim inf
m→∞ max
{
1
wk+1 · · ·wk+m , (wk−m+1 · · ·wk)
}
= 0,
(2) T is supercyclic if and only if
for every k  1, lim inf
m→∞
wk−m+1 · · ·wk
wk+1 · · ·wk+m = 0.
(b) If T is a unilateral backward weighted shift on 2(N) with weight sequence {wn}∞n=1, then
T is hypercyclic if and only if there exists a sequence {nk}∞k=1 of positive integers such that
(w1w2 · · ·wnk ) → ∞ as k → ∞.
The following result is a combination of Salas’ criterion for direct sums to be supercyclic and
the above characterization of supercyclicity for shifts.
Theorem 11.2 (Salas/Shkarin). If Tj is a bilateral weighted shift on 2(Z) with weight sequence
{wj,k}∞k=−∞ for each 1 j  n, then T =
⊕n
j=1 Tj is supercyclic if and only if
for every k  1, lim inf
m→∞ max
{
wi,k−m+1 · · ·wi,k
wj,k+1 · · ·wj,k+m : 1 i, j  n
}
= 0.
The previous condition can be restated as
for every k  1, lim inf
m→∞ max
{∥∥T mi ek∥∥∥∥Smj ek∥∥: 1 i, j, n}= 0.
12. Questions
(1) For which symbols f ∈ H∞(D) is the coanalytic Toeplitz operator T ∗f 1-weakly hyper-
cyclic on H 2(D)?
(2) Conjecture: If G is a region bounded by a smooth Jordan curve Γ such that G is in the
exterior of the open unit disk but Γ intersects the unit circle in a non-trivial arc, then M∗z
on H 2(G) is a 1-weakly hypercyclic operator.
(3) Conjecture: T = 2I + B is not 1-weakly hypercyclic where B is the backward shift on
2(N).
(4) Conjecture: For every n 1, there are Hilbert space operators that are n-weakly supercyclic
but not (n+ 1)-weakly supercyclic.
(5) Is there an n-weakly somewhere dense theorem? In particular, if the n-weak closure of
Orb(x, T ) contains an n-weakly open set, then must Orb(x, T ) be n-weakly dense?
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by Theorem 5.8 T and T p need not have the same n-weak hypercyclic vectors.
(7) (An n-weak version of Ansari’s Theorem.) If Orb(x, T ) is n-weakly dense in X and if (n+
1) and p are relatively prime, then is Orb(x, T p) n-weakly dense in X? See Theorem 5.8.
(8) (A general n-weak version of Ansari’s Theorem.) If Orb(x, T ) is n-weakly dense in X and
if d = gcd(n+ 1,p), then is Orb(x, T p) (n+1
d
− 1)-weakly dense in X? See Theorem 5.8.
(9) Can a hyponormal operator be 2-weakly supercyclic?
(10) If an operator has a dense set of vectors whose forward orbits converge to zero weakly and
if every vector has a backward orbit that converges to zero in norm, then must the operator
be 1-weakly hypercyclic (or actually weakly hypercyclic)?
(11) Is there a 1-weakly hypercyclic operator that is not norm supercyclic?
(12) For n 1, is there an operator that is n-weakly hypercyclic, but not (n + 1)-weakly super-
cyclic?
(13) Is there an operator that is n-weakly hypercyclic for every n, but not weakly hypercyclic?
(14) If I is the identity operator on a one-dimensional space, then when is T ⊕I n-weakly super-
cyclic? In particular, are any of the implications in Theorem 7.6 necessary and sufficient?
(15) If T1 and T2 both satisfy the strong hypercyclicity criterion (Definition 6.6) and T1 ⊕ T2 is
2-weakly hypercyclic, then must T1 ⊕ T2 be hypercyclic?
(16) An operator T on a space X is N -supercyclic if there is an N -dimensional subspace whose
orbit under T is dense in X. What are some examples of operators that are n-weakly N -
supercyclic? That is, operators that have N -dimensional subspaces whose orbits are n-
weakly dense.
(17) Is a weakly sequentially hypercyclic operator necessarily hypercyclic?
(18) If an orbit is weakly sequentially dense is it necessarily dense?
(19) If an operator is weakly hypercyclic and there is a dense set of vectors whose orbits con-
verge to zero in norm, then is the operator hypercyclic?
(20) If T is weakly hypercyclic, then does the unit ball have dense orbit?
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