Introduction
Microsatellites are simple sequence repeats in DNA, for example the motif AT repeated twenty-five times in a row. Microsatellites mutate by changing the number of their repeats, for example the (AT) 25 mentioned in the previous sentence might become an (AT) 24 or (AT) 26 in that individual's offspring. These length-changing mutations occur at rates several orders of magnitude higher than point mutations. The reason for microsatellite's popularity as genetic markers is that their high mutation rates make them highly polymorphic, and they are relatively dense in the genomes of many organisms. For a review see the article by Ellegren [16] , and for a collection of articles see the book edited by Goldstein and Schlötterer [23] . Ellegren [16] succinctly wrote, "simple repeats do not evolve simply." In this chapter, then, we will discuss many different models for microsatellite evolution.
Researchers have exploited microsatellites for many purposes. They are commonly used in the construction of genome-wide maps, in the search for disease-causing genes, and in identification for both forensics applications and paternity tests. As an example, the controversy over whether Thomas Jefferson fathered a child with his slave Sally Hemings was rekindled by a microsatellite study [19] . In these applications, two individuals are considered closely related if a large percentage of the microsatellite markers studied have the same number of repeats. However, microsatellites in different individuals are not just the same or different, they can differ by just a few repeat units or by many repeat units. Because pedigree experiments have shown that most mutations are a change in one repeat unit (85% in [54] , 78% in [50] ), some researchers have used microsatellites as molecular clocks. By studying the average number of repeat differences in many microsatellite loci, one can infer the time to the most recent common ancestor of two individuals. Microsatellites have been used to estimate the age of non-microsatellite mutations, for example, the CCR5 − ∆32 AIDS-resistance allele [46] . In cancer research, hyper-mutable microsatellites with deficient DNA mismatch repair systems have been used to reconstruct tumor progression [48] . Microsatellites have been used to infer selective sweeps (for a recent review see e.g. [41] ), demographic history ( [22] , [12] , [37] , [2] ), and population structure ( [38] , [17] ).
The vast majority of microsatellites in higher organisms are believed to evolve neutrally, i.e., there is no selection pressure on the number of repeats. Nonetheless, some microsatellites exist in promoter regions and may be sites for protein binding, or near such sites. In this case, the number of repeats in these microsatellites has an effect on transcription and the degree of protein binding [29] . Further, other microsatellites play a direct role in such human diseases as Fragile X syndrome, myotonic dystrophy, and Huntington's disease; these diseases are caused by trinucleotide microsatellites at specific locations expanding beyond a disease-specific threshold [39] .
The predominant mechanism by which microsatellites mutate is believed to be replication slippage [15] . When DNA replicates, the two strands sometimes disassociate. In non-repetitive DNA, the strands reassociate the same way they were before the slippage event, with matching base pairs on the opposing strands. But in repetitive DNA, since there are so many possible matching base pair alignments, sometimes the strands realign differently, forming an unmatched loop on one of the strands. Then when the two strands completely disassociate and begin replication anew the strand which had the loop will contain a longer microsatellite than the opposing strand. The microsatellite on the template strand will always have the same length before and after the slippage event. If the loop is on the template strand, then the microsatellite on the replicating strand will be shorter; and if the loop is on the replicating strand, then the microsatellite on its side will be longer. For a figure of this process see [15] , p. 38. These primary mutations, which depend exclusively on the DNA replication machinery, occur at rates several orders of magnitude higher than the observed mutation rate and are countered by the DNA mismatch repair machinery (for a recent review see [42] ). Thus the observed mutations are those replication slippage events that have escaped repair.
Since longer microsatellites present more opportunity for slippage, we would expect mutation rates to increase as a function of microsatellite length; this prediction is experimentally supported [53] . Some microsatellites are interrupted, for example (AT ) 12 GT (AT ) 7 . Since these interruptions allow fewer realignments after a possible slippage event, we would expect interrupted microsatellites to have lower mutation rates; and this is also experimentally supported [36] .
Several other factors are also known to be associated with the heterogeneity in mutation rates across microsatellite loci. Dinucleotides have a lower mutation rate than tetranucleotides (see Table 1 of [16] ). Moreover, different dinucleotide motifs have a strikingly different length distribution in the human genome [8] , possibly due to motif-specific differences in the efficacy of mismatch-repair [25] . A significant number of uninterrupted compound repeats (> 30, 000) such as (TG) m -(TA) n , with both m and n ≥ 5 repeat units, occur in the human genome (Sainudiin and Durrett unpublished re-sults); their evolutionary dynamics are complex [5] and not well understood. A further complication to measuring microsatellite variability is that insertions/deletions in the flanking regions can also affect the PCR fragment length (see e.g. [24] ).
Models
The oldest model for microsatellite evolution is the stepwise mutation model originally proposed by Ohta and Kimura [35] for electrophoretic alleles. In this model the number of repeat units is equally likely to increase or decrease by one at a rate independent of the microsatellite's length, subject to the constraint that the number of repeat units cannot become smaller than one. Let X be the length of the microsatellite, then X → X + 1 at rate γ, and
This is a symmetric random walk with a lower boundary condition. Numerous complications to this basic model have been introduced. The first complication we will discuss is allowing the mutation rate to depend on the microsatellite's length. For example, Kruglyak et al. [30] proposed a proportional slippage model where the mutation rate increases linearly with the microsatellite's length X → X + 1 at rate b(X − 1), and
Sibly, Whittaker, and Talbot [44] proposed a model with an additional constant term X → X + 1 at rate b 0 + b 1 (X − 1), and
This constant term is analogous to the "indel slippage" term in [10] . Calabrese, Durrett, and Aquadro [7] further extended this model to prevent microsatellites shorter than a threshold κ from mutating
(where (X − κ) + = max(X − κ, 0)). The symmetric random walk models do not have a stationary distribution on their countable state space [32] . Nauta and Weissing [34] proposed a finite alleles version of the stepwise mutation model by imposing range constraints with reflecting boundaries to assure a uniform stationary distribution (also see [18] ).
Most, but not all, observed microsatellite mutations are by one repeat unit. Therefore Di Rienzo et al. [11] proposed a model which allows for larger mutations. With probability p a mutation is one repeat unit, and with probability 1 − p the mutation could be larger. In their formulation, the one-step mutations followed the stepwise mutation model and the larger mutations were equally likely to be contractions or expansions, with the magnitude of these mutations following a truncated geometric distribution.
Another complication is to allow the mutation rates to be asymmetric. Walsh [49] proposed a linear birth death chain, i.e., a proportional slippage model where the mutation rate increases linearly with the microsatellite's length in the presence of biased contractions
for X ∈ {2, 3, · · · , ∞} and 1 → 2 at a much smaller birth rate ν. He showed that a stationary distribution exists for this model when d/b > 1 (see also [47] ). Fu and Chakraborty [20] proposed a model which allows larger mutations according to a geometric distribution in the presence of a constant mutational bias. Calabrese and Durrett [8] generalized the models described earlier to asymmetric linear and quadratic models: for the linear model
and for the quadratic model
The expansion and contraction rates can take the same parametric form with distinct parameters as above, or take different parametric forms as well. Xu et al. [54] suggested that the expansion rate be independent of microsatellite length, while the contraction rate increase exponentially with microsatellite length. Using an approximation to the Ornstein-Uhlenbeck process, Garza, Slatkin, and Freimer [21] proposed that microsatellites have a focal length in the sense that microsatellites shorter than this length have a bias upwards whereas longer microsatellites have a bias downwards (also see [57] ). These models can also allow larger mutations by specifying the expectation and variance of the size of mutations and thus nest the stepwise mutation model and the model due to Di Rienzo et al. [11] within them. While most of the previously described asymmetric models do not stipulate this focal property a priori, when these models are fit to data, generally their parameter estimates do satisfy this property. Two recent studies attempt to capture several features of microsatellite evolution just described. Whittaker et al. [52] proposed a class of models with the following transition rates from microsatellite length X = i to length j
Sainudiin [40] proposed another class of models
In equation (9), the notation means
Both classes of models allow the mutation rates to increase with microsatellite length, the bias to change as a function of microsatellite length, and larger mutations to have a geometrical distribution. However, the parametric forms of these models differ.
The final model complication we will consider is point mutations. Point mutations can interrupt a microsatellite, for example transforming (AT ) 20 into (AT ) 12 GT (AT ) 7 . Since most researchers measure the length of microsatellites without sequencing they would not detect this transformation. Bell and Jurka [3] proposed that such point mutations constrain the growth of microsatellites. Kruglyak et al. [30] proposed a model with two processes 1. single-step proportional slippage (described above): X → X + 1 at rate b(X − 1) and X → X − 1 at rate b(X − 1), and 2. point mutations: X → j where j < X at rate a.
Thus a point mutation is uniformly likely to affect any of the repeat units. Durrett and Kruglyak [14] showed that this model has a stationary distribution. Sibly, Whittaker, and Talbot [44] and Calabrese and Durrett [8] followed this paradigm of considering a slippage process and a point mutation process, but they considered more general slippage processes. (Now that we are considering interrupted microsatellites the state space is more complicated. The studies referenced above chose counting schemes to limit the state space to one dimension, but they all chose to do this in different ways and this has been the source of some confusion. For every point in the genome, [30] and [14] counted all uninterrupted repeats to the left. The other studies did not consider every point in the genome. [44] counted only the left half of an interrupted repeat, and [8] counted only uninterrupted repeats.)
One final caveat is in order, many microsatellite models have been proposed. We believe this summary captures most of the important concepts, but we do not claim to be exhaustive.
Experiments and Analysis
One of the statistical tools used in this section is the Akaike Information Criterion (AIC) [1] . The formula for computing the AIC score for a model is simple AIC = −2 log(maximum likelihood) + 2(number parameters) (11) Given a list of models, we compute the AIC score for each model and choose the models with the lowest scores. This scheme has the advantage over the likelihood ratio test and parametric bootstrap (see, e.g., [4] and [28] ) of being able to select from a large set of models without considering all pairwise comparisons. The AIC score is intuitive because the best models should have high likelihoods and models are penalized for having a large number of parameters. But this scoring system also has a firm statistical foundation. The book by Burnham and Anderson [6] discusses the model selection problem in general and also presents a heuristic justification for the AIC scoring system, p. 239-247.
There are several types of data sets to consider when studying microsatellites. The first is pedigree data. Two of the largest such data sets (both in humans) were by Xu et al. [54] and Huang et al. [26] . Xu et al. [54] observed that the rate of expansions is independent of microsatellite "length" but that the rate of contractions increases exponentially as a function of microsatellite "length". Huang et al. [26] found a statistically significant negative relationship between the magnitude and direction of mutation and "length". In the two preceding sentences we have put the word length in quotations, because both groups of researchers did not measure the actual length of a microsatellite but rather the total length of the polymerase chain reaction (PCR) product that consists of the microsatellite and a variable amount of flanking sequence. They then applied the inverse of the distribution function of the observed lengths to obtain a number in [0, 1] which they called the "length". This near universal practice of measuring the PCR product length rather than the actual number of repeat units has complicated modeling efforts.
In another large human pedigree study, Whittaker et al. [52] has taken the further step of using the human genome sequence and the primer sequence to infer the number of repeat units from the PCR product length. While this method cannot tell whether an individual microsatellite has been interrupted by point mutations, it is an important advance over simply using PCR product length. They measured 118,866 parent-offspring transmissions of AC repeats and observed 53 mutations, for a mutation rate of 4.5 × 10 −4 per generation. Approximately 72% of the mutations were of one repeat unit. The mutation rate clearly increased super-linearly with the repeat length (see Figure  2 in [52] ). They used the AIC scoring system to compare models of the class in equation (8) . The cases where mutation rate increases with microsatellite length (α > 0) were significant improvements over the cases where mutation rate was independent of microsatellite length (α = 0). The best model in this class had asymmetric γ and α terms (γ u = γ d and α u = α d ) implying a mutation rate bias, but a symmetric λ term implying the distribution of the size of the larger mutations was symmetric. The estimated parameters implied that microsatellites shorter than twenty repeat units had a bias towards ex-pansions and longer microsatellites had a bias towards contractions. However, there were large confidence intervals for all of the parameter estimates.
Another type of data set is in vitro experiments. During PCR, microsatellites are duplicated and there are opportunities for slippage just as in in vivo cell division. In single-molecule PCR experiments, Shinde et al. [43] found that slippage rates increase linearly with microsatellite length and there is a threshold of eight basepairs below which microsatellites do not appear to slip. For all microsatellite lengths they found a higher rate for contractions than expansions (fourteen times greater for AC microsatellites and five times greater for poly-A microsatellites). There are thermodynamic reasons to expect this asymmetry in vitro (see references in [43] ). Clearly there are differences, however, between these in vitro experiments with Taq DNA polymerase and no mismatch repair system and in vivo cell division. Another set of related experiments studies microsatellite mutations in vivo but in organisms whose mismatch repair system has been knocked out. For an example in mice see [55] and in yeast see [36] . There are many more microsatellite mutations in individuals with deficient mismatch repair systems, and this is informative for studying microsatellite models, but in addition to the rate the pattern of mutations also appears to be different in these individuals.
In population data, many unrelated individuals are typed at numerous microsatellite loci. Nielsen [33] suggested using such data sets and likelihood ideas for model selection. The problem with this approach is that assumptions must be made about the genealogies of individuals. These assumptions will in turn affect the evaluation of the models.
Another type of data set is genome data. There are now complete (or nearly complete) genome sequences available for many species. For each such species, we thus have the length distribution of all microsatellites in one idealized individual. If we assume this distribution is at equilibrium and we consider models that have a stationary distribution then we can fit these models to genome data. All the references we will discuss assume that microsatellites are "born" at some minimum length. Kruglyak et al. [30] fit the proportional slippage (equation (2)) with point mutation model to the then available genome sequence of humans, mice, fruit fly, and yeast. They later fit this model to the complete genome sequence of yeast [31] . Assuming different microsatellites evolve independently, Sibly, Whittaker, and Talbot [44] then used likelihood ideas to compare different models of microsatellite evolution. They considered symmetric slippage models of the form in equation (3) with a point mutation process and found support for the parameters b 0 = 0 and b 1 = 0.
Calabrese and Durrett [8] used genomic data and the AIC scoring system to consider many different slippage models, including most of those then in the literature. They considered general slippage processes with a uniform point mutation process as described in the previous section. The data they considered was moderately-spaced dinucleotide microsatellites uninterrupted by point mutations. They found the asymmetric models explained the genome data significantly better than the symmetric models. One of the best models had asymmetric quadratic slippage (equation (7)), where the parameters were such that dinucleotide microsatellites with length longer than twenty-five repeat units had a bias toward contractions. Moreover, for humans (but not Drosophila), they found that the different dinucleotide motifs had strikingly different distributions, as shown in Figure 1 . Calabrese and Durrett [8] exploited a connection with queueing theory in order to calculate the stationary distribution. In the language of continuous time Markov chains, each model was specified by a set of exponential holding times µ(j) for microsatellites of length j, and the probabilities p(j, i) a microsatellite of length j will next mutate to length i. The total number of microsatellites in the genome was modeled as a network of queues (specifically M/M/∞ queues, where in the usual queueing theory terminology microsatellites correspond to customers, microsatellite lengths correspond to stations, and at each length or station there are an infinite number of servers); when a microsatellite is interrupted by a point mutation it exits the network. Since all microsatellites have a positive probability of leaving the network, there exists a stationary distribution. Define arrival rates
where λ is a scaling parameter that is the rate microsatellites are born at the minimum considered length κ. Then the stationary distribution is for all j the number of microsatellites with length j are independent and Poisson distributed with mean r(j)/µ(j) (see e.g. [13] , p.192). Let l(j) be the number of microsatellites of length j in the genome, and define the normalizing constant Z = j r(j)/µ(j). Since they assumed moderately-spaced microsatellites evolve independently, conditioning on the number of microsatellites, the likelihood of the data is
For each model, they numerically solved the linear system of equations (12), (13) to determine the arrival rates r(j), numerically maximized the likelihood of the genome (14) over the space of model parameters, and computed the AIC score. The final type of data set we will consider collects microsatellites from two closely-related populations or species. Since longer microsatellites are more mutable and hence more useful to experimentalists, when microsatellites are selected in one species and then compared in another species there is an ascertainment bias. Two studies that avoid this problem are Cooper, Rubinsztein, and Amos [9] and Webster, Smith, and Ellegren [51] . Despite accounting for this ascertainment bias, Cooper, Rubinsztein, and Amos [9] found that human dinucleotide microsatellites are significantly longer than their chimpanzee orthologues. Webster, Smith, and Ellegren [51] considered many more microsatellites and concurred with [9] 's findings. They also found that human mononucleotide microsatellites are more likely to be shorter than their chimpanzee counterparts. Webster, Smith, and Ellegren [51] selected an unbiased sample of AC dinucleotide microsatellites from a region of genomic DNA and compared the orthologues in humans and chimpanzees. Sainudiin [40] followed this strategy and used the AIC scoring system to compare slippage models of the form in equation (9) . They initially assumed that the same microsatellite model and parameters applied both to the human and chimpanzee lineages. They concluded s = 0, so longer microsatellites are more mutable, and v = 0, so there is a bias term that depends linearly on the microsatellite's length. The estimated parameters imply microsatellites shorter than eighteen repeat units have a bias towards expansions, while longer microsatellites have a bias towards contractions. When they relaxed the assumption that the same model parameters applied in both the human and chimpanzee lineages, they found that this focal length increased to twentyone repeats in humans while remaining at eighteen repeats in chimpanzees, further confirming the findings in [9] and [51] .
Sainudiin [40] considered three Markov chains, one each on the ancestral, human, and chimpanzee lineages. These three Markov chains had rate matrices Q (a) , Q (h) , and Q (c) , specified by equation (9), possibly with different parameters. Let λ h and λ c be the branch lengths of the human and chimpanzee lineages respectively. Then the transition probability matrices P (h) (λ h ) and P (c) (λ c ), were obtained by matrix exponentiating the product of the corresponding rate matrix and branch length, e.g.,
The stationary distribution of the ancestral Markov chain X (a) was denoted by π (a) . The data considered was N homologous microsatellite lengths (H i , C i ) in the human and chimpanzee genomes. Then the likelihood of the data is
Since the ancestral state is unknown, the likelihood can be thought of as a weighted sum over all possible ancestral states, where the weights come from the stationary distribution of the ancestral chain. The product term comes from the assumption of independence among the N loci. For each model, Sainudiin [40] numerically optimized the likelihood (15) over the space of model parameters, and computed the AIC score.
Discussion
We have discussed numerous microsatellite models. There is evidence from a number of different sources that the best models have the following properties 1. long microsatellites are more likely to mutate, and 2. long microsatellites have a bias towards contractions, while 3. short microsatellites have a bias towards expansions.
For dinucleotide repeats in humans this focal length apppears to be around twenty repeat units. Moreover all the model parameters depend on both the length and composition of the repeat motif. In our opinion, it is still unclear what the parametric form of the "best" model is.
We believe that the best type of data set to determine this model is pedigree data where the actual number of repeat units has been inferred (rather than just using the PCR fragment length) as in Whittaker et al. [52] . It would be interesting to infer the number of repeat units and re-analyze the data sets in Xu et al. [54] and Huang et al. [26] . The main advantage of using genome data is that it is plentiful. The disadvantage is that we do not observe mutations, but rather the stationary distibution; and distinct models may have very similar stationary distributions. For example, this makes it difficult to determine the percentage of large mutations using genome data. Further, Sibly et al. [45] specifically investigated the distribution of interrupted repeats and found the existing slippage/point mutation models inadequate to explain the data.
One question is whether the choice of model matters. For example, let us consider using the statistic (δµ) 2 to measure the time to the most recent common ancestor of two individuals. Let X i and Y i be the microsatellite lengths at the ith locus in the two individuals; define the statistic
as the average over I loci. Goldstein et al. [22] showed that for the stepwise mutation model E(δµ) 2 (t) = 2γt, where t is the time to the most recent common ancestor and γ is the mutation rate. For the more complicated models that we have discussed it is unlikely that there is such a simple formula, but we can simulate these models.
Let us compare the mutation model in equation (8) and the stepwise mutation model. One difficulty with length dependent mutation models, that we do not encounter with the stepwise mutation model, is that we have to make additional assumptions about the length of the ancestor. Since the model in equation (8) has a stationary distribution, let us assume that the common ancestor has a length chosen randomly from this stationary distribution. Further we can use this stationary distribution to find the average mutation rate for a microsatellite chosen randomly from this distribution. In order to fairly compare models, let us set the mutation parameter in the stepwise mutation model equal to this average. For the model parameters estimated in [52] , this average mutation rate is γ 1 = 1 × 10 −4 . This rate is smaller than both the observed rate in [52] (4.5 × 10 −4 ) and in other dinucleotide studies (e.g. 5.6 × 10 −4 in [22] ). Consequently we also consider the model in equation (8) where the γ parameters have been increased to match the average mutation rate γ 2 = 5 × 10 −4 . When we increase the γ parameters, we preserve the estimated ratio γ u /γ d , and the α and λ parameters; these new γ parameters are still well within the confidence intervals estimated from the data. Likewise we consider the stepwise mutation model with elevated rate γ 2 = 5 × 10 −4 . Figure 2 shows the mean of (δµ) 2 for these two models as a function of time. The left-hand plot has average mutation rate γ 1 = 1 × 10 −4 , and the right-hand plot is a re-scaling with average mutation rate γ 2 = 5 × 10 −4 . For the left-hand plot at times less than twenty-five thousand generations, the two models are in good agreement. For greater times the two models diverge; this is because under the stepwise mutation model the (δµ) 2 statistic continues to grow linearly while for the models with a stationary distribution this statistic eventually plateaus. For the right-hand plot since the mutation rate is five times greater, the two models start to diverge about five times earlier at around five thousand generations. If we are interested in short divergence times then the stepwise mutation model seems a reasonable approximation. If we are interested in divergence times that are too long and we believe the true microsatellite mutation model has a stationary distribution, then microsatellites will not be useful because any divergence statistic will eventually plateau due to this stationarity. The linear curve is for the stepwise mutation model, the nonlinear curve is for the slippage model in equation (8) . The left-hand plot has average mutation rate γ1 = 1 × 10 −4 , and the right-hand plot is a re-scaling with average mutation rate γ2 = 5 × 10 −4 . Since the right-hand plot has mutation rate five times greater, the two models start to diverge five times earlier.
The times for which the models diverge are germane to the study of human populations. If we model the genealogy of unrelated individuals with the neutral coalescent (see e.g. [27] ), and assume the commonly used estimate of ten thousand for the effective population size of humans, then the average time to the most recent common ancestor of two individuals is twenty thousand generations, and the average time to the most recent common ancestor of a large sample is forty thousand generations. Assuming the stepwise muta-tion model, various statistics of microsatellite lengths have been used to infer aspects of demographic history (for e.g. [56] , [12] , [37] , [58] ). We have simulated the coalescent process with effective population size ten thousand and sample size fifty, and alternately used the stepwise mutation model and the model in equation (8) with the two parameter sets discussed in the previous paragraphs. In Table 1 , we show the median (5% quantile, 95% quantile) for several summary statistics. We can see that such statistics and related tests will be dependent on the mutation model used. Table 1 . The median (5% quantile, 95% quantile) of the sample variance, homozygosity, and number alleles for the stepwise mutation model (SMM) and the model in equation (8) (WHB) at two average mutation rates. These values were simulated using the coalescent with effective population size ten thousand, and sample size fifty. 
