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Abstrat
Sheduling has been sine the very beginning a entral issue in omputer siene. Sheduling
questions arise naturally in many dierent areas among whih operating system design, ompiling,
memory management, ommuniation network, parallel mahines, lusters management,... In real life
systems, the harateristis of the jobs (suh as release time, proessing time,...) are usually unknown
and/or unpreditable beforehand. In partiular, the system is typially unaware of the remaining work
in eah job or of the ability of the job to take advantage of more resoures. Following these observations,
we adopt the job model by Edmonds et al (2000, 2003) in whih the jobs go through a sequene of
dierent phases. Eah phase onsists of a ertain quantity of work with a dierent speed-up funtion
that models how it takes advantage of the number of proessors it reeives. In this paper, we onsider
non-lairvoyant online setting where a olletion of jobs arrives at time 0. Non-lairvoyant means that
the algorithm is unaware of the phases eah job goes through and is only aware that a job ompletes
at the time of its ompletion. We onsider the metris setowtime that was introdued by Robert et
al (2007). The goal is to minimize the sum of the ompletion time of the sets, where a set is ompleted
when all of its jobs are done. If the input onsists of a single set of jobs, the setowtime is simply
the makespan of the jobs; and if the input onsists of a olletion of singleton sets, the setowtime is
simply the owtime of the jobs. The setowtime overs thus a ontinuous range of objetive funtions
from makespan to owtime. We show that the non-lairvoyant strategy Equi◦Equi that evenly splits
the available proessors among the still unserved sets and then evenly splits these proessors among
the still unompleted jobs of eah unserved set, ahieves a ompetitive ratio (2 +
√
3 + o(1)) lnn
ln lnn
for the setowtime minimization and that this ompetitive ratio is asymptotially optimal (up to a
onstant fator), where n is the size of the largest set. In the speial ase of a single set, we show that
the non-lairvoyant strategy Equi ahieves a ompetitive ratio of (1 + o(1)) lnn
ln lnn
for the makespan
minimization problem, whih is again asymptotially optimal (up to a onstant fator). This result
shows in partiular that as opposed to what previous studies on malleable jobs may let believe, the
assertion Equi never starves a job is at the same time true and false: false, beause we show that it
an delay some jobs up to a fator
lnn
ln lnn
, and true, beause we show that no algorithm (deterministi
or randomized) an ahieve a better streth than
lnn
4 ln lnn
.
Keywords: Online sheduling, Non-lairvoyant algorithm, Bath sheduling, Fairness, Equi-
partition, Makespan and Set Flowtime minimization.
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1 Introdution
Sheduling has been sine the very beginning a entral issue in omputer siene. Sheduling questions
arise naturally in many dierent areas among whih operating system design, ompiling, memory man-
agement, ommuniation network, parallel mahines, lusters management,... Main ontributions to the
eld go bak as far as to the 1950's (e.g., [17℄). It is usually assumed that all the harateristis of the
jobs are known at time 0. It turns out that in real life systems, the harateristis of the jobs (suh as
release time, proessing time,...) are usually unknown and/or unpreditable beforehand. In partiular,
the system is typially unaware of the remaining work in eah job or of the ability of the job to take
advantage of more resoures. A rst step towards a more realisti model was to design algorithms that
are unaware of the existene of a given job before its release time [16, 10℄. This gave rise to the eld of
online algorithms. The ost of the solution omputed by an online algorithm is measured with respet to
an optimal solution whih is aware of the release dates; the maximum value of the ratio of these two osts
is alled the ompetitive ratio of the algorithm. Later on, [12℄ introdued the onept of non-lairvoyant
algorithm in the sense that the algorithm is unaware of the proessing time of the jobs at the time they
are released. They show that for owtime minimization, the ompetitive ratio of any non-lairvoyant
deterministi algorithm is at least Ω(n1/3) and that a randomized non-lairvoyant algorithm ahieves a
ompetitive ratio of Ω(log n). Remarking that lower bounds on ompetitive ratio relied on overloading the
system, [14℄ proposes to ompare the algorithm to an optimum solution with restrited resoures. This
analysis tehnique, known as resoure augmentation, allows [9℄ to show that given (1+ ǫ) more proessing
power, a simple deterministi algorithm ahieves a onstant ompetitive ratio. Conerning makespan
minimization in this setting, earlier work by [7, 8℄ already onformed to these restritions and show that
the ompetitive ratio of non-lairvoyant list sheduling is essentially 2 whih is optimal; [5℄ proposes as
well an optimal algorithm when there exists preedene onstraints, with ompetitive ratio 2.6180. Ex-
tensive experimental studies (e.g., [11, 2℄) have been onduted on various sheduling heuristis. It turns
out that real jobs are not fully parallelizable and thus the models above are not adequate in pratie. To
rene the model, [4, 3℄ introdue a very general setting for non-lairvoyane in whih the jobs go through
a sequene of dierent phases. Eah phase onsists of a ertain quantity of work with a speed-up funtion
that models how it takes advantage of the number of proessors it reeives. For example, during a fully
parallel phase, the speed-up funtion inreases linearly with the number of proessors reeived. They
prove that even if the sheduler is unaware of the harateristis of eah phase, some poliies ahieve
onstant fator approximation of the optimal owtime. More preisely, in [4℄, the authors show that
the Equi poliy, introdued in the 1980's by [18℄ and implemented in a lot of real systems, ahieves a
ompetitive ratio of (2+
√
3) for owtime minimization when all the jobs arrive at time 0. [3℄ shows that
in this setting no non-lairvoyant sheduler an ahieve a ompetitive ratio better than Ω(
√
n) when jobs
arrive at arbitrary time and shows that Equi ahieves a onstant fator approximation of the optimal
owtime if it reeives slightly more than twie as muh resoures as the optimal lairvoyant shedule it is
ompared to. We refer the reader to the survey [1℄ for a urrent state of the eld. It turns out that in real
life systems, the harateristis of the jobs (suh as release time, proessing time,...) are usually unknown
and/or unpreditable beforehand. In partiular, the system is typially unaware of the remaining work
in eah job or of the ability of the job to take advantage of more resoures.
In this paper, we adopt the job model of [4, 3℄ and onsider the metris setowtime that was introdued
by [15℄ in the ontext of data broadast sheduling with dependenies. We onsider the ase where a
olletion of sets of jobs arrive at time 0. The goal is to minimize the sum of the ompletion time of the
sets, where a set is ompleted when all of its jobs are done. If the input onsists of a single set of jobs,
the setowtime is simply the makespan of the jobs; and if the input onsists of a olletion of singleton
sets, the setowtime is simply the owtime of the jobs. The setowtime overs thus a ontinuous range of
objetive funtions from makespan to owtime. This metris introdues a minimal form of dependenies
1
between jobs of a given set. In the speial ase where jobs onsist of a single sequential phase followed
by a fully parallel phase (with arbitrary release dates), [15℄ shows that the ompetitive ratio of the non-
lairvoyant strategy Equi◦A, that splits evenly the proessors among the unompleted set of jobs and
shedules the unompleted jobs of the set within these proessors aording to some algorithm A, is O(1)
with onstant resoure augmentation.
As in [4℄, we fous in this artile on the ase where all the sets of jobs are released at time 0, a typial
situation of a high performane luster that reeives all the jobs from dierent members of an institution
at the time the institution is granted the aess to the luster. We show that the non-lairvoyant strategy
Equi◦Equi that evenly splits the available proessors among the still unserved lients and then evenly
splits these proessors among the still unompleted jobs of eah unserved lient, ahieves a ompetitive
ratio (2 +
√
3 + o(1)) lnnln lnn for the setowtime minimization and that it is asymptotially optimal (up
to a onstant fator), where n is the size of the largest set (Theorem 2). In the speial ase of a single
set, we show that the non-lairvoyant strategy Equi ahieves a ompetitive ratio of (1 + o(1)) lnnln lnn for
the makespan minimization problem, whih is again asymptotially optimal (up to a onstant fator)
(Theorem 1). This result shows that as opposed to what previous studies on malleable jobs may let
believe, the assertion Equi never starves a job is at the same time true and false: false, beause we
show that it an delay some jobs up to a fator
lnn
ln lnn , and true, beause we show that no algorithm
(deterministi or randomized) an ahieve a better streth than
lnn
4 ln lnn .
As a byprodut of our analysis, we extend the redution shown by Edmonds in [3, Lemma 1℄. We
show that in order to analyze the ompetitiveness of a non-lairvoyant sheduler in the general job phase
model, one only needs to onsider jobs onsisting of sequential or parallel work whatever the objetive
funtion is (owtime, makespan, setowtime, streth, energy onsumption,...) (Proposition 4). This last
result demonstrates that these two regimes are of the highest interest for the analysis of non-lairvoyant
shedulers sine they are muh easier to handle and allows to treat the very wide range of non-dereasing
sublinear speed-up funtions all at one.
The next setion introdues the model and the notations. Setion 3 extends the redution to jobs
with sequential or parallel phases, originally proved by [3℄. Setion 4 shows that Equi ahieves an
asymptotially optimal ompetitive ratio for non-lairvoyant makespan minimization, and introdues the
tools that will be used in the last setion to obtain the ompetitiveness of Equi◦Equi for non-lairvoyant
setowtime minimization.
2 Non-lairvoyant Bath Sets Sheduling
The problem. We onsider a olletion S = {S1, . . . , Sm} of sets Si = {Ji,1, . . . , Ji,ni} of ni jobs, eah
of them arriving at time zero. A shedule Sp on p proessors is a set of pieewise onstant funtions
1
ρij : t 7→ ρtij where ρtij is the amount of proessors allotted to job Jij at time t; (ρtij) are arbitrary non-
negative real numbers, suh that at any time:
∑
i,j ρ
t
ij 6 p. Following the denition introdued by [4℄,
eah job Jij goes through a series of phases J
1
ij , . . . , J
qij
ij with dierent degree of parallelism; the amount
of work in eah phase Jkij is w
k
ij ; at time t, during its k-th phase, job Jij progresses at a rate given by a
speed-up funtion Γkij(ρ
t
ij) of the amount ρ
t
ij of proessors allotted to Jij , that is to say that the amount
of work aomplished between t and t+ dt during phase Jkij is Γ
k
ij(ρ
t
ij)dt. Let t
k
ij denote the ompletion
time of the k-th phase of Jij , i.e. t
k
ij is the rst time t
′
suh that
∫ t′
tk−1ij
Γkij(ρ
t
ij) dt = w
k
ij (with t
0
ij = 0).
Job Jij is ompleted at time cij = t
qij
ij . A shedule is valid if all jobs eventually omplete, i.e., cij < ∞
1
Requiring the funtions (ρij) to be pieewise onstant is not restritive sine any nite set of reasonable (i.e., Rie-
mann integrable) funtions an be uniformly approximated from below within an arbitrary preision by pieewise onstant
funtions. In partiular, all of our results hold if ρij are pieewise ontinuous funtions.
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for all i, j. Set Si is ompleted at time ci = maxj=1..ni cij . The owtime of the jobs in a shedule Sp is:
Flowtime(Sp) =
∑
i,j cij . The makespan of the jobs in Sp is: Makespan(Sp) = maxi,j cij . The setowtime
of the sets in Sp is: Setflowtime(Sp) =
∑m
i=1 ci. Note that: if the input olletion S onsists of a single
set S1, the setowtime of a shedule Sp is simply the makespan for the jobs in S1; and if S is a olletion
of singleton sets Si = {Ji 1}, the setowtime of Sp is simply the owtime of the jobs. The setowtime
allows then to measure a ontinuous range of objetive funtions from makespan to owtime. Our goal is
to minimize the setowtime of a olletion of sets of jobs arriving at time 0.
We denote by OPTp(S) (or simply OPTp or OPT if the ontext is lear) the optimal setowtime of
a valid shedule on p proessors for olletion S: OPTp = inf
all shedules Sp Setflowtime(Sp).
Speed-up funtions. We make the following reasonable assumptions on the speed-up funtions. In
the following, we onsider that eah speed-up funtion is non-dereasing and sub-linear (i.e., suh that
for all i, j, k, ρ < ρ′ ⇒ Γ
k
ij(ρ)
ρ >
Γkij(ρ
′)
ρ′ ). These assumptions are usually veried (at least desirable...) in
pratie: non-dereasing means that giving more proessors annot deteriorate the performanes; sub-
linear means that a job make a better use of fewer proessors: this is typially true when parallelism
does not take too muh advantage of loal ahes. As shown in [3℄, two types of speed-up funtions will
be of partiular interest here: the sequential phase where Γ(ρ) = 1 for all ρ > 0 (the job progresses at
onstant speed even if no proessor is allotted to it, similarly to an idle period); and the fully parallel
phase where Γ(ρ) = ρ for all ρ > 0. Two lasses of instanes will be useful in the following. We denote by
(Par-Seq)∗ the lass of all instanes in whih eah phase of eah job is either sequential or fully parallel,
and by Par-Seq the lass of all instanes in whih eah job onsists of a fully parallel phase followed by
a sequential phase. Given a (Par-Seq)∗ job J , we denote by par(J) (resp., seq(J)) the sum of the fully
parallel (resp., sequential) works over all the phases of J . Given a set Si = {Ji,1, . . . , Ji,ni} of (Par-Seq)∗
jobs, we denote by par(Si) =
∑n
j=1 par(Jij) and seq(Si) = maxj=1,...,ni seq(Jij).
Non-lairvoyant sheduling. In a real life system, the sheduler is typially not aware of the speedup
funtions of the jobs, neither of the amount of work that remains for eah job. Following the denition
in [4, 3℄, we onsider the non-lairvoyant setting of the problem. In this setting, the sheduler knows
nothing about the progress of eah job and is only informed that a job is ompleted at the time of its
ompletion. In partiular, it is not aware of the dierent phases that the job goes through (neither of the
amount of work nor of the speed-up funtion). It follows that even if all the job sets arrive at time 0, the
sheduler has to design an online strategy to adapt its alloation on-the-y to the overall progress of the
jobs. We say that a given sheduler Ap is c-ompetitive if it omputes a shedule Ap(S) whose setowtime
is at most c times the optimal lairvoyant setowtime (that is aware of the harateristis of the phases of
eah job), i.e., suh that Setflowtime(Ap(S)) 6 c ·OPTp(S) for all instanes S. Due to the overwhelming
advantage granted to the optimum whih knows all the hidden harateristis of the jobs, it is sometimes
neessary for obtaining relevant informations on an non-lairvoyant algorithm to limit the power of the
optimum by reduing its resoures. We say that a sheduler Ap is s-speed c-ompetitive if it omputes
a shedule Asp(S) on sp proessors whose setowtime is at most c times the optimal setowtime on p
proessors only, i.e., suh that Setflowtime(Asp(S)) 6 c ·OPTp(S) for all instanes S.
We analyse two non-lairvoyant shedulers, namely Equi and Equi ◦Equi, and show that they have
an optimal ompetitive ratio up to onstant multipliative fators. The following two theorems are our
main results and are proved in Propositions 7, 8 and 12.
Theorem 1 (Makespan minimization) Equi is a
(1+o(1)) lnn
ln lnn -ompetitive non-lairvoyant algorithm
for the makespan minimization of a set of n jobs arriving at time t = 0. Furthermore, no non-lairvoyant
3
deterministi (resp. randomized) algorithm is s-speed c-ompetitive for any s = o( lnnln lnn) and c <
lnn
2 ln lnn
(resp. c < lnn4 ln lnn).
Theorem 2 (Main result) Equi◦Equi is a (2+
√
3+o(1)) lnn
ln lnn -ompetitive non-lairvoyant algorithm for
the setowtime minimization of a olletion of sets of jobs arriving at time t = 0, where n is the maximum
ardinality of the sets. (Clearly the lower bound on ompetitive ratio given above holds as well for this
problem).
3 Non-lairvoyant sheduling redues to (Par-Seq)∗ instanes
In [3℄, Edmonds shows that for the owtime objetive funtion, one an redue the analysis of the ompet-
itiveness of non-lairvoyants algorithm to the instanes omposed of a sequene of innitesimal sequential
or parallel work. It turns out that as shown in Proposition 4 below, his redution is far more general and
applies to any reasonable objetive funtion (inluding makespan, setowtime, streth, energy onsump-
tion,...), and furthermore redues the analysis to instanes where jobs are omposed of a nite sequene
of positive sequential or fully parallel work, i.e., to true (Par-Seq)∗ instanes.
Consider a olletion
2
of n jobs J1, . . . , Jn where Ji onsists of a sequene of phases J
1
i , . . . , J
qi
i of
work w1i , . . . , w
qi
i with speed-up funtions Γ
1
i , . . . ,Γ
qi
i . Consider a speed s > 0. Let Asp be a arbitrary
non-lairvoyant sheduler on sp proessors, and Op a valid shedule of J1, . . . , Jn on p proessors.
Lemma 3 (Redution to (Par-Seq)∗ instanes) There exists a olletion of (Par-Seq)∗ jobs J ′1, . . . , J
′
n
suh that Op[J
′/J ] is a valid shedule of J ′1, . . . , J
′
n and Asp(J
′) = Asp(J)[J ′/J ], where S[J ′/J ] denotes
the shedule obtained by sheduling job J ′i instead of Ji in a shedule S.
Proof. The present proof only simplies the proof originally given in [3℄ in the following ways: the jobs
J ′1, . . . , J
′
n onsist of a nite number of phases (and are thus a valid nitely desribed instane), and the
shedules omputed by algorithm Asp on instanes J
′
1, . . . , J
′
n and J1, . . . , Jn are idential, whih avoids
to onsider innitely many shedules to onstrut J ′ from J .
Consider the two shedules Asp(J) and Op. Consider job J1 (the onstrution of J
′
i is idential for
Ji, i > 2). Let ρA(t) and ρO(t) be the number of proessors allotted overtime to J1 by Asp(J) and Op
respetively. Let ϕ(t) be the time t′ at whih the portion of work of J1 exeuted in Op at time t, is
exeuted in Asp(J). Let Γt′ be the speed-up funtion of the portion of work of J1 exeuted in Asp(J) at
time t′. By onstrution, for all t, the same portion of work dw of J1 is exeuted between t and t + dt
in Op and between ϕ(t) and ϕ(t + dt) = ϕ(t) + dϕ(t) in Asp(J) with the same speed-up funtion Γϕ(t),
thus: dw = Γϕ(t)(ρO(t)) dt = Γϕ(t)(ρA(ϕ(t))) dϕ(t); it follows that ϕ's derivative is ϕ
′(t) = Γϕ(t)(ρO(t))Γϕ(t)(ρA(ϕ(t)))
(> 0, ϕ is an inreasing funtion). ρA(ϕ(t)) and ρO(t) are (by denition) pieewise onstant funtions.
Let t1 = 0 < t2 < · · · < tℓ suh that ρA(ϕ(t)) and ρO(t) are onstant on eah time interval [tk, tk+1) and
zero beyond tℓ; let t
′
k = ϕ(tk), ρA(t
′) is onstant on eah time interval (t′k, t
′
k+1); let ρ
k
A = ρA(t
′
k) and
ρk
O
= ρO(tk). By onstrution, the portion of work of J1 exeuted by Asp(J) between times t
′
k and t
′
k+1,
is exeuted by Op between times tk and tk+1. J
′
1 onsists of a sequene of (ℓ − 1) phases, sequential or
fully parallel depending on the relative amount of proessors ρk
O
and ρkA alloted by Op and Asp(J) to J1
during time intervals [tk, tk+1] and [t
′
k, t
′
k+1] respetively. The k-th phase of J
′
1 is dened as follows:
• If ρk
O
6 ρkA, the k-th phase of J
′
1 is a sequential work of wk = t
′
k+1 − t′k.
2
Note that the redution to (Par-Seq)∗ instanes applies as well to jobs with release dates, preedenes onstraints, or
any other type of onstraints, sine Lemma 3 simply onsists in remapping the phases of the jobs within two valid shedules
that naturally satisfy these additional onstraints.
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• If ρk
O
> ρkA, the k-th phase of J
′
1 is a fully parallel work of wk = ρ
k
A · (t′k+1 − t′k).
The k-th phase of J ′1 is designed to t exatly in the overall amount of proessors allotted by Asp to J1
during [t′k, t
′
k+1]; thus, sine Asp is non-lairvoyant, Asp(J
′) = Asp(J)[J ′/J ]. Let now verify that the k-th
phase of J ′1 ts in the overall amount of proessors allotted by Op to J1 during [tk, tk+1].
• If ρk
O
6 ρkA, wk =
∫ t′k+1
t′k
dt′ =
∫ tk+1
tk
ϕ′(t)dt =
∫ tk+1
tk
Γϕ(t)(ρ
k
O
)
Γϕ(t)(ρ
k
A)
dt 6
∫ tk+1
tk
dt = tk+1 − tk sine the
Γϕ(t) are non-dereasing funtions.
• If ρk
O
> ρkA, wk = ρ
k
A
∫ t′k+1
t′
k
dt′ = ρkA
∫ tk+1
tk
Γϕ(t)(ρ
k
O
)
Γϕ(t)(ρ
k
A)
dt 6 ρkA
∫ tk+1
tk
ρk
O
ρkA
dt = ρk
O
· (tk+1 − tk), sine the
Γϕ(t) are sub-linear funtions.
It follows that in both ases, the k-th phase of J ′1 an be ompleted in the spae allotted to J1 in Op
during [tk, tk+1]. 
Consider an arbitrary non-lairvoyant sheduling problem where the goal is to minimize an objetive
funtion F over the set of all valid shedules of an instane of jobs J1, . . . , Jn. Assume that F is monotoni
in the sense that F (S) 6 F (S′) if S and S′ are two valid shedules of J1, . . . , Jn suh that for all i, Ji reeives
at any time less proessors in S than in S
′
(note that sine a ompleted job do not reeive proessors, this
implies that for all i, Ji annot omplete in S
′
before it ompletes in S). Note that all standard objetive
funtions are monotoni: owtime, makespan, setowtime, streth, energy onsumption, et. Then,
Proposition 4 Any non-lairvoyant algorithm AF for a monotoni objetive funtion F that is s-speed c-
ompetitive over (Par-Seq)∗ instanes, is also s-speed c-ompetitive over all instanes of jobs going through
phases with arbitrary non-dereasing sublinear speed-up funtions.
Proof. Consider a non-(Par-Seq)∗ instane J = {J1, . . . , Jn}. Denote by OPTFp (J) the optimal ost for
J , i.e., OPTFp (J) = inf{F (S) : S is a valid shedule of J on p proessors}. Consider an arbitrary small
ǫ > 0 and O a valid shedule of J suh that F (O) 6 OPTFp (J) + ǫ (note that we do not need that
an optimal shedule exists). Let J ′ be the (Par-Seq)∗ instane given by Lemma 3 from J , AFsp, and O.
Sine AFsp(J
′) = AFsp(J)[J ′/J ], F (AFsp(J)) = F (AFsp(J ′)). But AFsp is s-speed c-ompetitive for J ′, so:
F (AFsp(J)) 6 c ·OPTFp (J ′) 6 c · F (O[J ′/J ]) 6 c · F (O) 6 cOPTFp (J) + c ǫ, as O[J ′/J ] is a valid shedule
of J ′ and F is monotoni. Dereasing ǫ to zero ompletes the proof. 
It follows that for any non-lairvoyant sheduling problem, it is enough to analyse the ompetitiveness
of a non-lairvoyant algorithm on (Par-Seq)∗ instanes. Sequential and parallel phases are both unrealisti
(sequential phases that progress at a onstant rate even if they reeive no proessors are not less legitimate
than fully parallel phases whih do not exist for real either). Nevertheless, these are muh easier to
handle in ompetitive analysis, and Proposition 4 guarantees that these two extreme(ly simple) regimes
are suiently general to over the range of all possible non-dereasing sublinear funtions. We shall from
now on onsider only (Par-Seq)∗ instanes.
4 The single set ase
In this setion, we fous on the ase where the olletion S onsists of a unique set S1 = {J1, . . . , Jn}.
The problem onsists thus in minimizing the makespan of the set of jobs S1. This problem is interesting
on its own and, as far as we know, no ompetitive non-lairvoyant algorithm was known. Furthermore,
the analysis that follows is one of the keys to the main result of the next setion.
5
4.1 Equi Algorithm
Equi is the lassi operating system approah to non-lairvoyant sheduling. It onsists in giving a
equal amount of proessors to eah unompleted job (operating systems approximate this strategy by a
preemptive round robin poliy). Formally, given p proessors, if N(t) denotes the number of unompleted
jobs at time t, Equi allots ρti = p/N(t) proessors to eah unompleted job Ji at time t.
In [4, Theorem 3.1℄, the authors show that Equi is (2 +
√
3)-ompetitive for the owtime of the
jobs when all the jobs arrive at time t = 0. As pointed out in [3℄, the key of the analysis is that the
ontribution to the owtime of the sequential phases is independent of the sheduling poliy, and thus the
performane of the sheduler is measured by its ability to give a suiently large amount of proessors
to the parallel phases. When parallel work is delayed by sequential work with respet to the optimum
strategy, the number of unompleted jobs in a parallel phase inreases and Equi allots more and more
proessing power to parallel work. It follows that Equi self-adjusts naturally whih yields that it has a
onstant ompetitive ratio for owtime minimization.
When the objetive is to minimize the makespan, the times at whih the sequential phases are shed-
uled matter beause they an be arbitrarily delayed by parallel phases as shown in the following example.
Example 1 Consider n = ℓℓ jobs arriving at time 0 on one proessor. Between time t = 0 and t = 1, a
fration 1− 1/ℓ of the ℓℓ jobs are in a sequential phase of work 1 and all of them omplete at time 1; the
other 1/ℓ fration of the jobs is in a parallel phase of work 1/ℓℓ eah; Equi allots to eah job an equal
proessing power 1/ℓℓ during this time interval and at time 1 only remains the ℓℓ/ℓ = ℓℓ−1 jobs that just
nish their rst parallel phase. We ontinue reursively as follows until time t = ℓ as illustrated on Fig. 1:
at integer time t = i < ℓ, ℓℓ−i jobs are still unompleted; between time t = i and t = i + 1, a fration
1 − 1/ℓ of the ℓℓ−i jobs are in a sequential phase of work 1 and all of them omplete at time i + 1; the
other 1/ℓ fration of the jobs is in a parallel phase of work 1/ℓℓ−i eah; Equi allots to eah job an equal
proessing power 1/ℓℓ−i during this time interval and at time i+1 only remains the ℓℓ−i/ℓ = ℓℓ−(i+1) jobs
that just nish their i-th parallel phase. At time t = ℓ, there only remains one job whih ompletes at
time ℓ+ 1 after a sequential phase of work 1.
.
.
.
.
.
.
.
.
.
.
.
.
A fraction 1/l of the Jobs are
in a parallel phase
A fraction 1-1/l of the Jobs are
in a sequential phase
and  completes afterwards
t=0 t=1 t=2 t=l. . .
n jobs
are alive
n/l jobs
are alive
n/l 2 jobs
are alive
l  jobs
are alive
. . .
t=3
1 job
is alive
t=l+1
represents a parallel phase
represents a sequential phase
Figure 1: An ineient exeution of Equi.
It follows that for this instane, Equi ahieves a makespan of ℓ+1. But, the amount of parallel work
exeuted within eah time interval [i, i + 1] for i = 0, ..., ℓ − 1, equals to 1/ℓ. It follows that an optimal
(lairvoyant) sheduler an omplete all the parallel work in one time unit and then nish the remaining
sequential work before time 2. Sine n = ℓℓ and ℓ > lnnln lnn , we onlude:
Fat 5 Equi is not c-ompetitive for the makespan minimization problem, for any c 6 lnn2 ln lnn .
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It follows that as opposed to the owtime minimization, we need to take into aount the delay
introdued by parallel phases over sequential phases. (Note that for the instane above, the owtime
ahieved by Equi is
1−1/ℓℓ−1
1−1/ℓ = 1 + 1/ℓ+ o(1/ℓ) whih is asymptotially optimal.)
4.2 Analysis of Equi for makespan minimization
Thanks to Proposition 4, we fous on a (Par-Seq)∗ instane S = {J1, . . . , Jm}. By resaling the parallel
work in eah job, we an assume w.l.o.g. that p = 1. We show that the behavior exhibited in the
example of setion 4.1 is indeed the worst ase behavior of Equi. Let us dene the Par-Seq instane
S′ = {J ′1, ..., J ′n} where eah J ′i onsists of a fully parallel phase of work par(Ji) followed by a sequential
phase of work seq(Ji). Observe that:
Lemma 6 Makespan(Equi(S)) 6 Makespan(Equi(S′)).
Proof. Sine all the jobs arrive at time 0, the number of unompleted jobs is a non-inreasing funtion
of time. It follows that the amount of proessors alloted by Equi to a given job is a non-dereasing
funtion of time. Thus, moving all the parallel work to the front, an only delay the ompletion of the
jobs sine less proessors will then be alloated to eah given piee of parallel work. 
Proposition 7 Equi is (1 + o(1)) lnnln lnn -ompetitive for the makespan minimization problem.
Proof. Consider the shedule Equi(S′) and let T = Makespan(Equi(S′)). We write [0, T ] as the
disjoint union of two sets A and A¯. Set α = (ln lnn)
2
lnn . Reall that N(t) is the number of unompleted jobs
at time t. Let st be the number of unompleted jobs in a sequential phase at time t. Set A is the set of all
the instants where the fration of jobs in a sequential phase is larger than α, and A¯ is its omplementary
set: i.e., A = {0 6 t 6 T : st > (1 − α)N(t)} and A¯ = {0 6 t 6 T : st < (1 − α)N(t)}. Clearly,
T = |A|+ |A¯|, with |X| = ∫X dt. We now bound |A| and |A¯| independently.
At any time t in A¯, the total amount of parallel work ompleted between t and t+ dt is at least αdt.
Sine the total amount of parallel work is par(S′), we get
∫
A¯ α dt 6 par(S
′). Thus, |A¯| 6 par(S′)/α.
Now, let t1 < · · · < tq with tk ∈ A for all k, suh that the time intervals I1 = [t1, t1+seq(S′)), . . . , Iq =
[tq, tq + seq(S
′)) form a olletion of non-overlapping intervals of length seq(S′) that overs A. One the
sequential phase of a Par-Seq job has begun at or before time t, the job ompletes before time t+ seq(S′).
Sine at time tk, at least (1 − α) · N(tk) jobs are in a sequential phase, at time tk+1 > tk + seq(S′), we
have thus: N(tk+1) 6 αN(tk). It follows that N(tk) 6 α
k · n. Sine N(tq) > 1, q 6 lnnln(1/α) . But A is
overed by q time intervals of length seq(S′), so: |A| 6 lnnln(1/α) seq(S′). Finally,
Makespan(Equi(S)) 6 Makespan(Equi(S′)) = T
6 1α par(S
′) + lnnln(1/α) seq(S
′)
6 (1 + o(1)) lnnln lnn max(par(S
′), seq(S′))
= (1 + o(1)) lnnln lnn max(par(S), seq(S))
6 (1 + o(1)) lnnln lnnOPT(S).

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4.3 Equi is asymptotially optimal up to a fator 2
The following lemma generalizes the example given in setion 4.1 and shows that Equi is asymptotially
optimal in the worst ase. Note that inreasing the number of proessors by a fator s does not improve
the ompetitive ratio of any deterministi or randomized algorithm as long as s = o( lnln lnn), i.e., the
ompetitive ratio does not improve even if the number of proessors inreases (not too fast) with the
number of jobs.
Proposition 8 (Lower bound on the ompetitive ratio of any non-lairvoyant algorithm)
No non-lairvoyant algorithm A has a ompetitive ratio less than γD =
lnn
2 ln lnn if A is deterministi, and
γR =
lnn
4 ln lnn if A is randomized.
Furthermore, no non-lairvoyant algorithm A is s-speed c-ompetitive for any speed s = o( lnln lnn) if
c < γD and A is deterministi, or c < γR if A is randomized.
Proof. We rst extend Example 1 to over all deterministi algorithms. Consider the exeution of an
algorithm As given s proessors on the following instane. At time 0, n = (sℓ)
ℓ
jobs are given. Sine the
algorithm is non-lairvoyant, we set the phase afterwards. At time 1, we renumber the jobs J1, . . . , Jn
by non-dereasing proessing power reeived between t = 0 and t = 1 in As. Between time t = 0 and
t = 1, we set the jobs J(sℓ)ℓ−1+1, . . . , Jn (i.e., the last fration 1 − 1/(sℓ) of the (sℓ)ℓ jobs) to be in a
sequential phase of work 1 and say that all of them omplete at time 1; eah Jj of the J1, . . . , J(sℓ)ℓ−1 are
set in a parallel phase of work
∫ 1
0 ρ
t
j dt eah between time 0 and 1, where ρ
t
j is the amount of proessors
alloted to Ji at time t. The proessing power reeived by the last 1 − 1/(sℓ) fration of jobs between
t = 0 and t = 1 is at least s− 1/ℓ and thus, the total parallel work assigned to the jobs between 0 and 1
is at most 1/ℓ. At time 1 only remains the jobs J1, . . . , J(sℓ)ℓ−1 that just have nished their rst parallel
phase. We ontinue reursively as follows until time t = ℓ: at integer time t = i < ℓ, (sℓ)ℓ−i jobs are still
unompleted; between time t = i and t = i + 1, the fration 1 − 1/(sℓ) of the (sℓ)ℓ−i jobs that reeived
the most proessing power are set in a sequential phase of work 1 and all of them omplete at time i+1;
eah job Jj of the other 1/(sℓ) fration is set in a parallel phase of work
∫ i+1
i ρ
t
j dt eah; At time i+1 only
remains the (sℓ)ℓ−i/(sℓ) = (sℓ)ℓ−(i+1) jobs that just have nished their i-th parallel phase. At time t = ℓ,
there only remains one job whih ompletes at time ℓ + 1 after a sequential phase of work 1. It follows
that for this instane, As ahieves a makespan of ℓ+1. But, the amount of parallel work exeuted within
eah time interval [i, i + 1] for i = 0, ..., ℓ − 1, is at most 1/ℓ. It follows that an optimal (lairvoyant)
sheduler on 1 proessor an omplete all the parallel work in one time unit and then nish the remaining
sequential work before time 2. But n = (sℓ)ℓ, ℓ > lnnln lnn , whih onludes the proof.
We use the Yao's priniple (see [19, 13℄) to extend the result to randomized algorithms. Due to spae
onstraint, we just sketh the proof. Take an arbitrary deterministi sheduler A, we will show that A
ahieves expeted makespan of at least
lnn
4 ln lnn on the random instane obtained by: 1) making n opies
of eah job in the instane of Example 1; 2) dividing the parallel work of eah job by n; and 3) taking a
random permutation of the n2 resulting jobs. Take ǫ > 0, at time 1, at most n
2
1+ǫ jobs have reeived at least
1+ǫ
n2
. Sine A is non-lairvoyant and sine the jobs are randomly permuted, the expeted number of jobs
starting with a parallel phase (
n2
ℓ in total) that have reeived between time 0 and 1 at most
1+ǫ
n2 proessors
is at least
n2
(1+ǫ)ℓ . Sine the hypergeometri distribution (the distribution given by a permutation, see [6℄)
is more onentrated than the binomial, the Cherno bound tells that the omplementary probability
that at most
n2
2(1+ǫ)ℓ jobs did not omplete their parallel phase between time 0 and 1 is exponentially
small. Reasoning reursively up to time ℓ, onditionnally to the fat that at least n
2
2i(1+ǫ)iℓ
jobs are still
alive at time i, we onlude that with onstant probability a job will survive up to time ℓ > lnn
2
4 ln lnn2 . 
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5 Non-Clairvoyant Bath Set Sheduling
We now go bak to the general problem. Consider a olletion S = {S1, . . . , Sm} of m sets Si =
{Ji,1, . . . , Ji,ni} of ni (Par-Seq)∗ jobs, eah of them arriving at time zero. The goal is to minimize the
setowtime of the sets.
5.1 Equi◦Equi Algorithm
In the ontext of the data broadast with dependenies and for the purpose of proving the ompetitiveness
of their broadast sheduler, the authors of [15℄ develop a strategy, namely Equi◦A, for Seq-Par instanes
(i.e., where eah job onsists of a sequential phase followed by a fully parallel phase). The Equi◦A
strategy onsists in allotting an equal amount ρ of proessors to eah unompleted set of jobs and to split
arbitrarily (aording to some algorithm A) this amount ρ of proessors among the unompleted jobs
within eah set. This strategy is shown to be O(1)-speed O(1)-ompetitive independently of the hoie of
algorithm A, as long as A does not leave some proessors unoupied. It turns out that if the instane is
not Seq-Par, the hoie of A matters to obtain ompetitiveness. Consider for instane a set of n Par-Seq
jobs onsisting of a parallel work ǫ followed by a sequential work 1 arriving at time 0 on one proessor; if
A shedules the jobs one after the other within the set, the makespan will be (1+ ǫ)n whereas the optimal
makespan is nǫ+ 1.
We thus onsider the Equi◦Equi strategy whih splits evenly the amount of proessors given to eah
set among the unompleted jobs within that set. Formally, let N(t) be the number of unompleted sets
at time t, and Ni(t) the number of unompleted jobs in eah unompleted set Si at time t. At time t,
Equi◦Equi on p proessors allots to eah unompleted job Jij an amount of proessors ρtij = pN(t)·Ni(t) .
Note that in the example above, the makespan of Equi◦Equi is optimal, 1 + nǫ. The following setion
shows that indeed the ompetitive ratio of this strategy is asymptotially optimal (up to a onstant
multipliative fator).
5.2 Competitiveness of Equi◦Equi
Saling by a fator p eah sequential work, again we assume w.l.o.g. that p = 1. Consider the Par-Seq
instane S′ = {S′1, . . . , S′m} where S′i = {J ′i,1, . . . , J ′i,ni} and eah job J ′ij onsists of a fully parallel phase
of work par(Jij) followed by a sequential phase of work seq(Jij). Following the proof of Lemma 6, we get:
Lemma 9 Setflowtime(Equi ◦Equi(S)) 6 Setflowtime(Equi ◦Equi(S′)).
The next lemmas are the keys to the result. They redue the analysis of Equi◦Equi to the analysis
of the owtime of Equi for a olletion of jobs, whih is known from [4℄ to be (2+
√
3)-ompetitive when
all the jobs arrive at time 0. Let n = maxi=1,...,m ni be the maximum size of a set Si, and let α =
(ln lnn)2
lnn .
Lemma 10 There exists a (Par-Seq)∗ instane J = {J1, . . . , Jm} of Non-Clairvoyant Bath Job Shedul-
ing, suh that: Equi(J) = Equi ◦Equi(S′)[J/S′], par(Ji) 6 1α par(S′i), and seq(Ji) 6 lnnln(1/α) seq(S′i),
where S[J/S′] denotes the shedule where Ji reeives at any time the total amount of proessors alloted to
the jobs J ′ij of S
′
i in shedule S.
Proof. Let E = Equi ◦Equi(S′). Let us onstrut J1 (the onstrution of Ji, i > 2, is idential).
Consider the jobs J ′1,1, . . . , J
′
1,n1
of S′1 in the shedule E. Let t1 = 0 < · · · < tq = c′1 (where c′1 denotes
the ompletion time of S′1 in E), suh that during eah time interval [tk, tk+1), eah job J
′
1,j remains in
the same phase; during [tk, tk+1), the number of jobs of S
′
1 in a sequential (resp. fully parallel) phase is
onstant, say sk (resp. N1(tk)− sk). J1 has (q − 1) phases:
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• if sk > (1− α)N1(tk), the k-th phase of J1 is sequential of work wk = tk+1 − tk.
• if sk < (1− α)N1(tk), the k-th phase of J1 is fully parallel of work wk =
∫ tk+1
tk
1
N(t)dt.
J1 is designed to t exatly in the spae alloted to S
′
1 in E, thus Equi(J) = E[J/S
′]. We now have
to bound the total parallel and total sequential works in J1. Let K = {k : sk > (1 − α)N1(tk)} and
K¯ = {1, . . . , q − 1} r K; by onstrution, seq(J1) =
∑
k∈K wk and par(J1) =
∑
k∈K¯ wk. For eah
t ∈ [tk, tk+1) with k ∈ K¯, the amount of parallel work of jobs in S′1 between t and t + dt is at least
αN1(t)
N(t)·N1(t) dt =
α
N(t) dt. It follows that the amount of parallel work of jobs in S
′
1 sheduled in E during
[tk, tk+1) is at least α
∫ tk+1
tk
1
N(t)dt = αwk. Thus, par(S
′
1) >
∑
k∈K¯ αwk = α par(J1), whih is the laimed
bound. Now, let A = ∪k∈K[tk, tk+1), we have |A| = seq(J1). Sine the bound on the size of A in proof
of Proposition 7 relies on a ounting argument (and is thus independent of the amount of proessors
given to the set) and the jobs in S′1 are Par-Seq, the same argument applies and |A| 6 lnn1ln(1/α) seq(S′1) 6
lnn
ln(1/α) seq(S
′
1), whih onlude the proof. 
Let J ′ = {J ′1, . . . , J ′m} be the Par-Seq instane of Bath Job Sheduling where eah job J ′i onsists of a
fully parallel work of par(Ji) followed by a sequential work of seq(Ji). Again, as the amount of proessors
alloted by Equi to eah job is a non-dereasing funtion of time, pushing parallel work upfront an only
make it worse, thus:
Lemma 11 Equi(J) 6 Equi(J ′).
We an now onlude on the ompetitiveness of Equi ◦Equi.
Proposition 12 Equi◦Equi is (2+
√
3+o(1)) lnn
ln lnn -ompetitive for the setowtime minimization problem.
Proof. Putting everything together with the analysis of Equi in [4℄:
Setflowtime(Equi ◦Equi(S)) 6 Setflowtime(Equi ◦Equi(S′)) (Lemma 9)
= Flowtime(Equi(J)) (Lemma 10)
6 Flowtime(Equi(J ′)) (Lemma 11)
6 (2 +
√
3)OPT(J ′). ([4, Theorem 3.1℄)
Sine J ′ is Par-Seq, one an shedule rst all the parallel work in J ′ followed by all the sequential phases
together. The owtime of the resulting shedule is par(J ′) + seq(J ′), thus OPT(J ′) 6 par(J ′) + seq(J ′).
Finally,
Setflowtime(Equi ◦Equi(S)) 6 (2 +
√
3)(par(J ′) + seq(J ′))
6 (2 +
√
3)( 1α par(S
′) + lnnln(1/α) seq(S
′)) (Lemma 10)
6 (2 +
√
3)( 1α +
lnn
ln(1/α) ) ·max(par(S), seq(S))
6 (2 +
√
3 + o(1)) lnnln lnn ·OPT(S).

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