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REVERSIBLE-EQUIVARIANT SYSTEMS AND MATRICIAL
EQUATIONS
RICARDO MIRANDA MARTINS AND MARCO ANTONIO TEIXEIRA
Abstrat. This paper uses tools in group theory and symboli omputing to
give a lassiation of the representations of nite groups with order lower than
9 that an be derived from the study of loal reversible-equivariant vetor elds
in R
4
. The results are obtained by solving algebraially matriial equations.
In partiular, we exhibit the involutions used in a loal study of reversible-
equivariant vetor elds. Based on suh approah we present, for eah element
in this lass, a simplied Belitiskii normal form.
1. Introdution
The presene of involutory symmetries and involutory reversing symmetries is
very ommon in physial systems, for example, in lassial mehanis, quantum me-
hanis and thermodynami (see [1℄). The theory of ordinary dierential equations
with symmetry dates bak from 1915 with the work of Birkho ([2℄). Birkho real-
ized a speial property of its model: the existene of a involutive map R suh that
the system was symmetri with respet to the set of xed points of R. Sine then,
the work on dierential equations with symmetries stay restrited to hamiltonian
equations. Only in 1976, Devaney developed a theory for reversible dynamial
systems ([3℄).
In this paper, involutory symmetries and involutory reversing symmetries are
onsidered within a unied approah. We study some possible linearizations for
symmetries and reversing symmetries, around a xed point, and employ this to
simplify normal forms for a lass of vetor elds.
In partiular, using tools from group theory and symboli omputing, we exhibit
the involutions used in a loal study of reversible-equivariant vetor elds. Based
on suh approah we present, for eah element in this lass, a simplied Belitiskii
normal form.
An important point to mention is that any map possessing an involutory revers-
ing symmetry is the omposition of two involutions, as was found by Birkho. It
is worth to point out that properties of reversing symmetry groups are a powerful
tool to study loal bifuration theory in presene of symmetries. Refer to [4℄, where
many useful informations on involutions are provided.
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2. Statement of main results
Let X0(R
4) denote the set of all germs of C∞ vetor elds in R4 with a isolated
singularity at origin. Dene
(1) A(α, β) =

0 −α 0 0
α 0 0 0
0 0 0 −β
0 0 β 0
 , α, β ∈ R, αβ 6= 0
and
X
(α,β)
0 (R
4) = {X ∈ X0(R4); DX(0) = A(α, β)}.
Given a group G of involutive dieomorphisms R4, 0 → R4, 0 and a group ho-
momorphism ρ : G→ {−1, 1}, we say that X ∈ X0(R4) is G-reversible-equivariant
if, for eah φ ∈ G,
Dφ(x)X(x) = ρ(φ)X(φ(x)).
If K ⊆ G is suh that ρ(K) = 1 we say that X is K-equivariant. If K ⊂ G is
suh that ρ(K) = −1, we say that X is K-reversible. It is lear that if X is φ1-
reversible and φ2-reversible, then X is also φ1φ2-equivariant. It is usual to denote
G+ = {φ ∈ G; ρ(φ) = 1} and G− = {φ ∈ G; ρ(φ) = −1}. Note that G+ is a
subgroup of G, but G− is not.
If X ∈ X0(R4) is ϕ-reversible (resp. φ-equivariant) and γ(t) is a solution of
(2) x˙ = X(x)
with γ(0) = x0, then ϕγ(−t) (resp. φγ(t)) is also a solution for (2). In partiular,
if X is a φ-reversible (or φ-equivariant) vetor eld, the phase portrait of X is
symmetri with respet to the subspae Fix(φ).
A ompendium ontaining work for reversible-equivariant vetor elds is de-
sribed in [5℄, [1℄, [3℄ and referenes therein.
In this paper, we shall restrit our study to the aseG nite and generated by two
involutions, G = 〈ϕ, ψ〉, in suh a way that when X is a G-reversible-equivariant
vetor eld, then X is reversible with respet to both ϕ and ψ. In this ase, by a
basi group theory argument, one an prove that there is n ≥ 2 suh that G ∼= Dn.
Our aim is to provide an analogous form of the theorem below to the G-reversible-
equivariant ase:
Theorem 1. Let X ∈ X0(R2n) be a ϕ-reversible vetor eld, where ϕ : R2n, 0 →
R2n, 0 is a C∞ involution with dimFix(ϕ) = n as a loal submanifold, and let
R0 : R
2n → R2n be any linear involution with dimFix(R0) = n. Then there exists
a hange of oordinates h : R2n, 0 → R2n, 0 (depending on R0) suh that h∗X is
R0-reversible.
The proof of Theorem 1 is straightforward: ϕ is loally onjugated to Dϕ(0) by
the hange of oordinates Id+ dϕ(0)ϕ; now, Dϕ(0) and R0 are linearly onjugated
(by P , say), as they are linear involutions with dimFix(Dϕ(0)) = dimFix(R0).
Now take h = P ◦ (Id+ dϕ(0)ϕ).
Theorem 1 is very useful when when one works loally with reversible vetor
elds. See for example in [6℄ and [7℄, as it allowed to always x the involution as
the following:
(3) R0(x1, . . . , x2n) = (x1,−x2, . . . , x2n−1,−x2n).
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Denition 2. Given a nitely generated group G = 〈g1, . . . , gl〉, a representation
ρ : G→Mn×n(R) and a vetor eld X ∈ X0(Rn), we say that the representation ρ
is (X,G)-ompatible if ρ(gj)X(x) = −X(ρ(gj)), for all j = 1, . . . , l.
We prove the following:
TheoremA:GivenX ∈ X(α,β)0 (R4), we present all theXDn -ompatible 4-dimensional
representations of X , for n = 2, 3, 4.
As an appliation of Theorem A, we obtain the following result.
Theorem B: The Belitskii normal form for Dn-reversible-equivariant vetor elds
(n = 2, 3, 4) in X
(α,β)
0 (R
4) is exhibited.
For further details on normal form theory, see [8℄ and [9℄.
This paper is organized as follows. In Setion 3 we set the problem and we
redue it to a system of matriial equations. In Setion 4 we prove Theorem A and
in Setion 5, we prove Theorem B.
3. Setting the problem
Consider X ∈ X(α,β)0 (R4) for αβ 6= 0. Denote A = DX(0). Let ϕ, ψ : R4, 0→ R4
be involutions with dimFix(ϕ) = dimFix(ψ) = 2 and suppose that X is 〈ϕ, ψ〉-
reversible-equivariant.
Next result will be useful in the sequel.
Theorem 3 (Montgomery-Bohner, [10℄,[11℄,[12℄). Let G be a ompat group of Ck
dieomorphisms dened on a Ck≥1 manifold M. Suppose that all dieomorphisms
in G have a ommon xed point, say x0. Then, there exists a C
k
oordinate system
h around x0 suh that all dieomorphisms in G are linear with respet to h.
Putting G = 〈ϕ, ψ〉, as ϕ(0) = 0 and ψ(0) = 0, Theorem 3 says that there exists
a oordinate system h around 0 suh that ϕ˜ = h−1ϕh and ψ˜ = h−1ψh are linear
involutions. Now onsider X˜ as X is this new system of oordinates. Then X˜ is
〈ϕ˜, ψ˜〉-reversible-equivariant.
Now hoose any involution R0 : R
4 → R4 with dimFix(R0) = 2. As R0 and ϕ˜
are linearly onjugated, we an pass to a new system of oordinates suh that X˜ is
〈R0, ψ˜0〉-reversible-equivariant for some ψ˜0. However, it is not possible to hoose a
priori a good (linear) representative for the seond involution, ψ˜0.
In other words, it is not possible to produe a analog version of Theorem 1
for reversible-equivariant vetor elds. We shall take into aount all the possible
hoies for the seond involution.
Problem A: Let G = 〈ϕ, ψ〉 be a group generated by involutive dieomorphisms,
and X ∈ X0(R2n) be a G-reversible-equivariant vetor eld. Find all of the (X,G)-
ompatible representations ρ with ρ(ϕ) = R0, R0 given by (3).
To solve Problem A, we have to determine all the linear involutions S suh that
〈R0, S〉 ∼= G and SDX(0) + DX(0)S = 0 (this last relation is the ompatibility
ondition for the linear part of X).
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4. Proof of Theorem A
In this setion we prove Theorem A. Reall that the list of groups to be onsidered
is: (a) Z2 × Z2, (b) D3 and () D4.
4.1. Case Z2 × Z2. Fix the matrix
(4) R0 =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 .
Note that R20 = Id and R0A = −AR0. We need to determine all possible
involutive matries S ∈ R4×4 suh that
SA = −AS
and
〈R0, S〉 ∼= Z2 × Z2.
Note that the relation 〈R0, S〉 ∼= Z2 × Z2 is equivalent to R0S = SR0 and
S2 = Id.
Put
(5) S =

a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3
a4 b4 c4 d4
 .
The relations SA = −AS, S2 = Id and R0S = SR0 are represented by the
following systems of polynomial equations:
(6)

a21 − 1 + c1a3 = 0
a1c1 + c1c3 = 0
b2d2 + d2d4 = 0
a3a1 + c3a3 = 0
b4b2 + d4b4 = 0
b22 + d2b4 − 1 = 0
c1a3 + c
2
3 − 1 = 0
d2b4 + d
2
4 − 1 = 0

−a1α− b2α = 0
−c1β − αd2 = 0
b2α+ a1α = 0
d2β + αc1 = 0
−a3α− βb4 = 0
−c3β − d4β = 0
b4α+ βa3 = 0
d4β + c3β = 0
Lemma 4. System (6) has 4 solutions:
S1 =

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
 , S2 =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

S3 =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 , S4 =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

Proof. This an be done in Maple 12 by means of the Redue funtion from the
Groebner pakage and the usual Maple's solve funtion. We remark that the
solution S4 is degenerate, i.e., S4 = R0. Moreover, we remark that the above
representations of Z2 × Z2 are not equivalent. 
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Now we state the main result for Z2 × Z2-reversible vetor elds. With the
notation of Setion (3), it assures that the linear involutions Sj are the unique
possibilities for ψ˜0.
Theorem 5. Let ΩZ2×Z2 ⊂ X(α,β)0 (R4) be the set of Z2 × Z2-reversible-equivariant
vetor elds X ∈ X(α,β)0 (R4). Then Ω = Ω1 ∪ Ω2 ∪ Ω3, where X ∈ Ωj if X is
(R0, Sj)-reversible-equivariant in some oordinate system around the origin.
Proof. The proof is straightforward and it will be omitted. 
Now let us give a haraterization of the vetor elds whih are (R0, Sj)-reversible.
Let us x
(7) X(x) = A(α, β)x + (f1(x), f2(x), f3(x), f4(x))
T ,
with x ≡ (x1, x2, y1, y2). The proof of next results will be omitted.
Corollary 6. The vetor eld (7) is (R0, S1)-reversible if and only if the funtions
fj satises
f1(x) = −f1(x1,−x2, y1,−y2) = f1(−x1, x2,−y1, y2)
f2(x) = f2(x1,−x2, y1,−y2) = −f2(−x1, x2,−y1, y2)
f3(x) = −f3(x1,−x2, y1,−y2) = f3(−x1, x2,−y1, y2)
f4(x) = f4(x1,−x2, y1,−y2) = −f4(−x1, x2,−y1, y2).
In partiular, f1,3(x1, 0, y1, 0) ≡ 0 and f2,4(0, x2, 0, y2) ≡ 0.
Corollary 7. The vetor eld (7) is (R0, S2)-reversible if and only if the funtions
fj satisfy
(8)

f1(x) = −f1(x1,−x2, y1,−y2) = f1(−x1, x2, y1,−y2)
f2(x) = f2(x1,−x2, y1,−y2) = −f2(−x1, x2, y1,−y2)
f3(x) = −f3(x1,−x2, y1,−y2) = −f3(−x1, x2, y1,−y2)
f4(x) = f4(x1,−x2, y1,−y2) = f4(−x1, x2, y1,−y2).
In partiular, f1,3(x1, 0, y1, 0) ≡ 0 and f2,3(0, x2, y1, 0) ≡ 0.
Corollary 8. The vetor eld (7) is (R0, S3)-reversible if and only if the funtions
fj satisfy
(9)

f1(x) = −f1(x1,−x2, y1,−y2) = −f1(x1,−x2,−y1, y2)
f2(x) = f2(x1,−x2, y1,−y2) = f2(x1,−x2,−y1, y2)
f3(x) = −f3(x1,−x2, y1,−y2) = f3(x1,−x2,−y1, y2)
f4(x) = f4(x1,−x2, y1,−y2) = −f4(x1,−x2,−y1, y2).
In partiular, f1,3(x1, 0, y1, 0) ≡ 0 and f1,4(x1, 0, 0, y2) ≡ 0.
4.2. Case D3. As above we x the matrix
(10) R0 =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 .
Now we need to determine all possible involutive matries S ∈ R4×4 suh that
SA = −AS
and
〈R0, S〉 ∼= D3.
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Considering again
(11) S =

a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3
a4 b4 c4 d4
 ,
the equations SA+AS = 0, S2 − Id = 0 and (R0S)3 − Id = 0 are equivalent to a
huge system of equations. Its expression will be not presented.
Lemma 9. The system generated by the above onditions has the following non
degenerate solutions:
S1 =

−1
2
√
3
2
0 0√
3
2
1
2
0 0
0 0 −1
2
√
3
2
0 0
√
3
2
1
2

, S2 =

−1
2
√
3
2
0 0√
3
2
1
2
0 0
0 0 1 0
0 0 0 −1
 , S3 =

1 0 0 0
0 −1 0 0
0 0 −1
2
√
3
2
0 0
√
3
2
1
2
 .
Proof. Again, the proof an be done in Maple 12 using the Redue funtion from
the Groebner pakage and the usual Maple's solve funtion. 
At this point, we an state the following:
Theorem 10. Let ΩD3 ⊂ X(α,β)0 (R4) be the set of D3-reversible-equivariant vetor
elds X ∈ X(α,β)0 (R4). Then Ω = Ω1 ∪ Ω2 ∪ Ω3, where X ∈ Ωj if X is (R0, Sj)-
reversible-equivariant in some oordinate system around the origin.
Proof. This proof is very similar to that of Theorem 5. 
The next setion deals with the haraterization of the D4-reversible vetor elds.
The analysis of the D3-reversible ase will be omitted sine it is very similar to the
D4-reversible ase and this last ase is more interesting (there are more representa-
tions).
4.3. Case D4. Fix the matrix
(12) R0 =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 .
Again, our aim is to determine all of the possible involutive matries S ∈ R4×4
suh that
SA = −AS
and
〈R0, S〉 ∼= D4.
Considering again
(13) S =

a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3
a4 b4 c4 d4
 ,
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the equations SA+ AS = 0, S2 − Id = 0 and (R0S)4 − Id = 0 are represented by
a huge system (see the Appendix) having 12 non degenerate solutions, arranged in
the following way:
Ξ1 =
8><
>:
0
B@
0 −1 0 0
−1 0 0 0
0 0 1 0
0 0 0 −1
1
CA ,
0
B@
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 −1
1
CA
9>=
>;
, Ξ2 =
8><
>:
0
B@
−1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
1
CA ,
0
B@
−1 0 0 0
0 1 0 0
0 0 0 −1
0 0 −1 0
1
CA
9>=
>;
Ξ3 =
8><
>:
0
B@
1 0 0 0
0 −1 0 0
0 0 0 1
0 0 1 0
1
CA ,
0
B@
1 0 0 0
0 −1 0 0
0 0 0 −1
0 0 −1 0
1
CA
9>=
>;
, Ξ4 =
8><
>:
0
B@
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
1
CA ,
0
B@
0 −1 0 0
−1 0 0 0
0 0 0 −1
0 0 −1 0
1
CA
9>=
>;
Ξ5 =
8><
>:
0
B@
0 1 0 0
1 0 0 0
0 0 −1 0
0 0 0 1
1
CA ,
0
B@
0 −1 0 0
−1 0 0 0
0 0 −1 0
0 0 0 1
1
CA
9>=
>;
, Ξ6 =
8><
>:
0
B@
0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
1
CA ,
0
B@
0 −1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0
1
CA
9>=
>;
Reall that the above arrangement has obeyed the rule:
Lemma 11. Si, Sj ∈ Ξk ⇔ 〈R0, Si〉 = 〈R0, Sj〉.
For eah i ∈ {1, . . . , 6}, denote by Si one of the elements of Ξi. The proof of the
next result follows immediately from the above lemmas.
Theorem 12. Let ΩD4 ⊂ X(α,β)0 (R4) be the set of D4-reversible-equivariant vetor
elds X ∈ X(α,β)0 (R4). Then Ω = Ω1 ∪ Ω2 ∪ . . . ∪ Ω6, where X ∈ Ωj if X is
(R0, Sj)-reversible-equivariant in some oordinate system around the origin.
Proof. This proof is very similar to that of Theorem 5. It will be omitted. 
Now we present some results in the sense of Corollary 6 applied to D4-reversible
vetor elds. We will just work with some linearized groups; the other ases are
similar.
Let us x again
(14) X(x) = A(α, β)x + (g1(x), g2(x), g3(x), g4(x))
T ,
with x ≡ (x1, x2, y1, y2). Keeping the same notation of Setion 4.1, we have now
〈R0, Sj〉 ∼= D4.
Corollary 13. The vetor eld (14) is (R0, S1)-reversible if and only if the fun-
tions gj satisfy
(15)

g1(x) = −g1(x1,−x2, y1,−y2) = −g2(x2, x1, y1,−y2)
g2(x) = g2(x1,−x2, y1,−y2) = −g1(x2, x1, y1,−y2)
g3(x) = −g3(x1,−x2, y1,−y2) = −g3(x2, x1, y1,−y2)
g4(x) = g4(x1,−x2, y1,−y2) = g4(x2, x1, y1,−y2)
In partiular g1,3(x1, 0, y1, 0) ≡ 0 and g2,4(0, x2, 0, y2) ≡ 0.
5. Appliations to normal forms (Proof of Theorem B)
Let X ∈ X(α,β)0 (R4) be a D4-reversible vetor eld and XN be its reversible-
equivariant Belitskii normal form.
To ompute the expression of XN , we have to onsider the following possibilities
of the parameter λ = αβ−1:
(i) λ /∈ Q,
(ii) λ = 1,
(iii) λ = pq−1, with p, q integers with (p, q) = 1.
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In the ase (i), one an show that the normal forms for the reversible and
reversible-equivariant ases are essenially the same. This means that any reversible
eld with suh linear approximation is automatially reversible-equivariant. In view
of this, ase (i) is not interesting, and its analysis will be omitted. We just observe
that ase (ii) will not be disussed here beause of its deep degeneray, as the range
of its homologial operator
LA(α,α) : H
k → Hk
is a very low dimensional subspae of Hk.
Our goal is to fous on the ase (iii). Put α = p and β = q, with p, q ∈ Z and
(p, q) = 1. How to ompute a normal form whih applies for all D4-reversible vetor
elds, without hoosing spei involutions?
Aording to the results in the last setion, it sues to show that XN satises
R0(X
N(x)) = −XN(R0(x))
and
Sj(X
N (x)) = −XN(Sj(x)), j = 1, . . . , 6,
with Sj given on Lemma 11, as the xed hoie for the representative of Ξi.
First of all, we onsider omplex oordinates (z1, z2) ∈ C2 instead of (x1, x2, y1, y2) ∈
R4:
(16)
{
z1 = x1 + ix2
z2 = y1 + iy2
We will write ℜ(z) for the real part of the omplex number z and ℑ(z) for its
imaginary part.
Dene 
∆1 = z1z1 (= x
2
1 + x
2
2)
∆2 = z2z2 (= y
2
1 + y
2
2)
∆3 = z
q
1z
p
2
∆4 = ∆3
Note that eah ∆j orresponds to a relation represented by
Γ11λ1 + Γ
1
2λ2 + Γ
2
1λ1 + Γ
2
2λ2 = 0, where Γ
j
i ∈ N.
It is not hard to see that the omplex Belitskii normal form for X in this ase is
expressed by
(17)
{
z˙1 = piz1 + z1f1(∆1,∆2,∆3,∆4) + z
q−1
1 z
p
2f2(∆1,∆2,∆3,∆4)
z˙2 = qiz2 + z2g1(∆1,∆2,∆3,∆4) + z
q
1z
p−1
2 g2(∆1,∆2,∆3,∆4),
with fj, gj without linear and onstant terms.
Now we onsider the eets of D4-reversibility on the system (17). Writing our
involutions in omplex oordinates, we derive immediately that
Lemma 14. Let
ϕ0(z1, z2) = −(z1, z2)
ϕ1(z1, z2) = (iz1, z2) ϕ2(z1, z2) = −(z1, iz2)
ϕ3(z1, z2) = (z1,−iz2) ϕ4(z1, z2) = −(iz1, iz2)
ϕ5(z1, z2) = −(iz1, z2) ϕ6(z1, z2) = (−iz1, iz2)
Then eah group 〈ϕ0, ϕj〉 orresponds to 〈R0, Sj〉, j = 1, . . . , 6.
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To ompute a D4-reversible normal form for a vetor eld, one has rst to dene
whih of the groups in Lemma 14 an be used to do the alulations. Now we estab-
lish a normal form of a D4-reversible and p : q-resonant vetor eld X , depending
only on p, q and not on the involutions generating D4:
Theorem 15. Let p, q be odd numbers with pq > 1 and X ∈ X(p,q)0 (R4) be a D4-
reversible vetor eld. Then X is formally onjugated to the following system:
(18)

x˙1 = −px2 − x2
∑∞
i+j=1 aij∆
i
1∆
j
2
x˙2 = px1 + x1
∑∞
i+j=1 aij∆
i
1∆
j
2
y˙1 = −qy2 − y2
∑∞
i+j=1 bij∆
i
1∆
j
2
y˙2 = qy1 + y1
∑∞
i+j=1 bij∆
i
1∆
j
2,
with aij , bij ∈ R depending on jkX(0), for k = i+ j.
Remark 16. The hypothesis on p, q given in Theorem 15 an be relaxed. In fat,
if p, q satises the following onditions
q ≡4 1 or q ≡4 3 or (q ≡4 0 and p+ q = 2k + 1) or (q ≡4 2 and p+ q = 2k)
p ≡4 1 or p ≡4 2 or p ≡4 3
p ≡4 1 or p ≡4 3 or (p ≡4 0 and q = 2k + 1) or (p ≡4 2 and q = 2k)
then the onlusions of Theorem 15 are also valid (see [13℄).
Remark 17. The normal form (18) oinides (in the nonlinear terms) with the
normal form of a reversible vetor eld X ∈ X(α,β)0 (R4) with αβ−1 /∈ Q. Remember
that this fat allowed us to disard the ase αβ−1 /∈ Q in page 8.
The proof of Theorem 15 (even with the hypothesis of Remark 16) is based on a
sequene of lemmas. The idea is just to show that with some hypothesis on p and
q, all the oeients of ∆3 and ∆4 in the reversible-equivariant analogous of (17)
must zero.
First let us fous on the monomials that are never killed by the reversible-
equivariant struture.
Lemma 18. Let v = azj∆
m
1 ∆
n
2
∂
∂zj
, a ∈ C. So, for any j ∈ {1, . . . , 6}, the ϕj-
reversibility implies a = −a (or ℜ(a) = 0). In partiular, these terms are always
present (generially) in the normal form.
Proof. From
ϕ0
(
az1∆
m
1 ∆
n
2
∂
∂z1
)
= −a z1∆m1 ∆n2
∂
∂z1
and
az1∆
m
1 ∆
n
2
∂
∂z1
∣∣∣∣
(−z1,−z2)
= −az1∆m1 ∆n2
∂
∂z1
follows that −a = a. 
Now let us see what happens with the monomials of type (z1)
q−1zp2
∂
∂z1
. We
mention that only for suh monomials a omplete proof will be presented. The
other ases are similar. Moreover, we will give the statement and the proof in the
diretion of Remark 16.
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Lemma 19. Let v = bz1
q−1zp2
∂
∂z1
, b ∈ C. So, we establish the following tables:
reversibility hypothesis on p, q conditions on b
ϕ0 p+ q even ℜ(b) = 0
p+ q odd ℑ(b) = 0
ϕ1 q ≡4 0 ℜ(b) = 0
q ≡4 1 ℜ(b) = −ℑ(b)
q ≡4 2 ℑ(b) = 0
q ≡4 3 ℜ(b) = ℑ(b)
ϕ2 p ≡4 0, q even ℜ(b) = 0
p ≡4 0, q odd ℑ(b) = 0
q ≡4 1, q even ℜ(b) = ℑ(b)
q ≡4 1, q odd ℜ(b) = −ℑ(b)
q ≡4 2, q even ℑ(b) = 0
q ≡4 2, q odd ℜ(b) = 0
q ≡4 3, q even ℜ(b) = −ℑ(b)
q ≡4 3, q odd ℜ(b) = ℑ(b)
ϕ3 p ≡4 0 ℜ(b) = 0
p ≡4 1 ℜ(b) = ℑ(b)
p ≡4 2 ℑ(b) = 0
p ≡4 3 ℜ(b) = −ℑ(b)
reversibility hypothesis on p, q conditions on b
ϕ4 p+ q ≡4 0, q even ℜ(b) = 0
p+ q ≡4 0, q odd ℑ(b) = 0
p+ q ≡4 1, q even ℜ(b) = ℑ(b)
p+ q ≡4 1, q odd ℜ(b) = −ℑ(b)
p+ q ≡4 2, q even ℑ(b) = 0
p+ q ≡4 2, q odd ℜ(b) = 0
p+ q ≡4 3, q even ℜ(b) = −ℑ(b)
p+ q ≡4 3, q odd ℑ(b) = ℑ(b)
ϕ5 q ≡4 0, p+ q even ℜ(b) = 0
q ≡4 0, p+ q odd ℑ(b) = 0
q ≡4 1, p+ q even ℜ(b) = ℑ(b)
q ≡4 1, p+ q odd ℜ(b) = −ℑ(b)
q ≡4 2, p+ q even ℑ(b) = 0
q ≡4 2, p+ q odd ℜ(b) = 0
q ≡4 3, p+ q even ℜ(b) = −ℑ(b)
q ≡4 3, p+ q odd ℜ(b) = ℑ(b)
ϕ6 p+ q ≡4 0 ℜ(b) = 0
p+ q ≡4 1 ℜ(b) = −ℑ(b)
p+ q ≡4 2 ℑ(b) = 0
p+ q ≡4 3 ℜ(b) = ℑ(b)
Proof. Let us give the proof for ϕ2-reversibility. The proof of any other ase is
similar. Note that {
ϕ2(v(z1, z2)) = −bzq−11 z2p ∂∂z1
v(ϕ2(z1, z2)) = b(−1)q−1ipzq−11 z2p
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Then, from ϕ2(v(z)) = −v(ϕ2(z)) we have b = (−1)q−1ipb. Now we apply the
hypotheses on p, q and the proof follows in a straightforward way. 
Next orollary is the rst of a sequene of results establishing that some monomial
does not appear in the normal form:
Corollary 20. Let X ∈ X(p,q)0 (R4) be a 〈ϕ0, ϕj〉-reversible vetor eld. Then if
• q ≡ 1 mod 4 or
• q ≡ 3 mod 4 or
• q ≡ 0 mod 4 and p+ q odd or
• q ≡ 2 mod 4 and p+ q even,
then the normal form of X does not ontain monomials of the form
(19) a1z1
nq−1zn2 p
∂
∂z1
, a2z
mq
1 z
mp−1
2
∂
∂z2
, a1, a2 ∈ C.
Proof. Observe that the ϕ0, ϕj-reversibility implies that the oeients in (19)
satisfy
ℜ(aj) = ℑ(aj) = 0.

Remark 21. Note that if p, q are odd with pq > 1, then they satisfy the hypothesis
of Corollary 20.
The following results an be proved in a similar way as we have done in Lemma
19 and Corollary 20.
Proposition 22. Let X ∈ X(p,q)0 (R4) be a 〈ϕ0, ϕj〉-reversible vetor eld. If one of
the following onditions is satised:
(i) q ≡ 1 mod 4,
(ii) q ≡ 3 mod 4,
(iii) q ≡ 0 mod 4 and p+ q
(iv) q ≡ 2 mod 4 and p+ q even,
then the normal form of X, given in (17), does not have monomials of type
z1(z
q
1z
p
2)
m ∂
∂z1
, z2(z
q
1z
p
2)
m ∂
∂z2
, m ≥ 1.
Proposition 23. Let X ∈ X(p,q)0 (R4) be a 〈ϕ0, ϕj〉-reversible vetor eld. If one of
the following onditions is satised
(i) q ≡ 1 mod 4,
(ii) q ≡ 3 mod 4,
(iii) q ≡ 0 mod 4 and p+ q odd,
(iv) q ≡ 2 mod 4 and p+ q even,
then the normal form of X, given in (17), does not have monomials of type
z1(z
q
1z
p
2)
m ∂
∂z1
, z2(z
q
1z
p
2)
m ∂
∂z2
, m ≥ 1.
Remark 24. In fat, the onditions imposed on λ in the last results are needed just
to assure the 〈ϕ0, ϕj〉-reversibility of the vetor eld X with j = 1. For 2 ≤ j ≤ 6,
the normal form only ontains monomials of type zj∆
m
1 ∆
n
2
∂
∂zj
.
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Now, to prove Theorem 15, we have just to ombine all lemmas, orollaries and
propositions given above.
Proof. (of Theorem 15) Note that the onditions imposed on λ in Theorem 15 t
into the hypothesis of Corollary 20 and Propositions 22 and 23. So, if p, q are odd
numbers with pq > 1, then the normal form just have monomials of type
zj∆
m
1 ∆
n
2
∂
∂zj
, j = 1, 2, m, n > 1.

6. Conlusions
We have lassied all involutions that make a vetor eld X ∈ X(p,q)0 (R4) 〈ϕ, ψ〉-
reversible when the order of the group 〈ϕ, ψ〉 is smaller than 9.
As a onsequene of the results obtained in Theorem A, we nd a normal form
for D4-reversible vetor elds in R
4
, aording to their resonanes. In this part we
have used some results from Normal Form Theory.
We remark that the same approah an be made to the disrete version of the
problem, or when the singularity is not ellipti (see for example [14℄).
One an easily generalize the results presented here mainly in two diretions:
for vetor elds on higher dimensional spaes and for groups with higher order. In
both ases the hard missions are to fae the normal form alulations and to solve
some very ompliate system of algebrai equations.
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Appendix
Here we will show the polynomial system omitted in Setion 4.3, orresponding
to the equations SA+AS = 0, S2 − Id = 0 and SR0 − (R0S)3 = 0, as in the page
7.
The system is:
d1b4 + c1b3 + b1b2 + a1b1 = 0, d1c4 + c1c3 + b1c2 + a1c1 = 0, d1d4 + c1d3 + b1d2 + a1d1 =
0, d2a4 + c2a3 + a2b2 + a1a2 = 0
d2c4 + c2c3 + b2c2 + c1a2 = 0, d2d4 + c2d3 + b2d2 + d1a2 = 0, d3a4 + a3c3 + a2b3 + a1a3 =
0, d3b4 + b3c3 + b2b3 + b1a3 = 0
d3d4 + c3d3 + d2b3 + d1a3 = 0, a4d4 + a3c4 + a2b4 + a1a4 = 0, b4d4 + b3c4 + b2b4 + b1a4 =
0, c4d4 + c3c4 + c2b4 + c1a4 = 0
−αa2+αb1 = 0, −αb2−αa1 = 0, −αc2+βd1 = 0, −αd2−βc1 = 0, αb2+αa1 = 0, βd2+αc1 =
0, −βc2 + αd1 = 0
−βa4+αb3 = 0, −βb4−αa3 = 0, −βc4+βd3 = 0, −βd4−βc3 = 0, αb4+βa3 = 0, −αa4+βb3 =
0, βd4 + βc3 = 0
d1a4 + c1a3 + b1a2 + a1
2
= 1, d2b4 + c2b3 + b2
2
+ b1a2 = 1, d3c4 + c3
2
+ c2b3 + c1a3 =
1, d4
2
+ d3c4 + d2b4 + d1a4 = 1
a1−d1a4d4 +d1a3c4−d1a2b4 + c1d3a4− c1a3c3 + c1a2b3− b1d2a4 + b1c2a3− b1a2b2 +2a1d1a4−2a1c1a3 +
2a1b1a2 − a1
3
= 0
− b1 − d1b4d4 + d1b3c4 − d1b2b4 + c1d3b4 − c1b3c3 + c1b2b3 − b1d2b4 + b1c2b3 − b1b2
2
+ b1d1a4 − b1c1a3 +
b1
2a2 + a1d1b4 − a1c1b3 + a1b1b2 − a1
2b1 = 0
c1 − d1c4d4 + d1c3c4 − d1c2b4 + c1d3c4 − c1c3
2
+ c1c2b3 + c1d1a4 − c1
2a3 − b1d2c4 + b1c2c3 − b1b2c2 +
b1c1a2 + a1d1c4 − a1c1c3 + a1b1c2 − a1
2c1 = 0
− d1 − d1d4
2 + d1d3c4 − d1d2b4 + d1
2a4 + c1d3d4 − c1c3d3 + c1d2b3 − c1d1a3 − b1d2d4 + b1c2d3 − b1b2d2 +
b1d1a2 + a1d1d4 − a1c1d3 + a1b1d2 − a1
2d1 = 0
a2 + d2a4d4 − d2a3c4 − c2d3a4 + c2a3c3 + b2d2a4 − b2c2a3 + a2d2b4 − a2c2b3 + a2b2
2
− d1a2a4 + c1a2a3 −
b1a2
2
− a1d2a4 + a1c2a3 − a1a2b2 + a1
2a2 = 0
− b2 + d2b4d4 − d2b3c4 − c2d3b4 + c2b3c3 + 2b2d2b4 − 2b2c2b3 + b2
3
− d1a2b4 + c1a2b3 − b1d2a4 + b1c2a3 −
2b1a2b2 + a1b1a2 = 0
c2+d2c4d4−d2c3c4−c2d3c4+c2c3
2
+c2d2b4−c2
2b3 +b2d2c4−b2c2c3+b2
2c2−d1a2c4−c1d2a4+c1c2a3+
c1a2c3 − c1a2b2 − b1a2c2 + a1c1a2 = 0
− d2 + d2d4
2
− d2d3c4 + d2
2b4 − c2d3d4 + c2c3d3 − c2d2b3 + b2d2d4 − b2c2d3 + b2
2d2 − d1d2a4 + d1c2a3 −
d1a2d4 − d1a2b2 + c1a2d3 − b1a2d2 + a1d1a2 = 0
a3 − d3a4d4 + c3d3a4 + a3d3c4 − a3c3
2
− d2b3a4 + c2a3b3 − a2d3b4 + a2b3c3 − a2b2b3 + d1a3a4 − c1a3
2
+
b1a2a3 + a1d3a4 − a1a3c3 + a1a2b3 − a1
2a3 = 0
− b3 − d3b4d4 + c3d3b4 + b3d3c4 − b3c3
2
− d2b3b4 + c2b3
2
− b2d3b4 + b2b3c3 − b2
2b3 + d1a3b4 − c1a3b3 +
b1d3a4 − b1a3c3 + b1b2a3 + b1a2b3 − a1b1a3 = 0
c3 − d3c4d4 + 2c3d3c4 − c3
3
− d2b3c4 − c2d3b4 + 2c2b3c3 − b2c2b3 + d1a3c4 + c1d3a4 − 2c1a3c3 + c1a2b3 +
b1c2a3 − a1c1a3 = 0
− d3 − d3d4
2 + d3
2c4 + c3d3d4 − c3
2d3 − d2d3b4 − d2b3d4 + d2b3c3 + c2b3d3 − b2d2b3 + d1d3a4 + d1a3d4 −
d1a3c3 + d1a2b3 − c1a3d3 + b1d2a3 − a1d1a3 = 0
a4 + a4d4
2
− d3a4c4 − a3c4d4 + a3c3c4 + d2a4b4 − c2a3b4 + a2b4d4 − a2b3c4 + a2b2b4 − d1a4
2
+ c1a3a4 −
b1a2a4 − a1a4d4 + a1a3c4 − a1a2b4 + a1
2a4 = 0
− b4 + b4d4
2
− d3b4c4 − b3c4d4 + b3c3c4 + d2b4
2
− c2b3b4 + b2b4d4 − b2b3c4 + b2
2b4 − d1a4b4 + c1b3a4 −
b1a4d4 + b1a3c4 − b1b2a4 − b1a2b4 + a1b1a4 = 0
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c4+c4d4
2
−d3c4
2
−c3c4d4 +c3
2c4 +d2b4c4 +c2b4d4−c2c3b4−c2b3c4 +b2c2b4−d1a4c4−c1a4d4 +c1c3a4 +
c1a3c4 − c1a2b4 − b1c2a4 + a1c1a4 = 0
− d4 + d4
3
− 2d3c4d4 + c3d3c4 +2d2b4d4 − d2b3c4− c2d3b4 + b2d2b4 − 2d1a4d4 +d1a3c4− d1a2b4 + c1d3a4−
b1d2a4 + a1d1a4 = 0
a1−d1a4d4 +d1a3c4−d1a2b4 + c1d3a4− c1a3c3 + c1a2b3− b1d2a4 + b1c2a3− b1a2b2 +2a1d1a4−2a1c1a3 +
2a1b1a2 − a1
3
= 0
− b1 − d1b4d4 + d1b3c4 − d1b2b4 + c1d3b4 − c1b3c3 + c1b2b3 − b1d2b4 + b1c2b3 − b1b2
2
+ b1d1a4 − b1c1a3 +
b1
2a2 + a1d1b4 − a1c1b3 + a1b1b2 − a1
2b1 = 0
The solutions of the system above were given in the Lemma 9.
Department of Mathematis, Institute of Mathematis, Statistis and Sientifi
Computing. P.O. Box 6065, University of Campinas - UNICAMP. Campinas, Brazil.
E-mail address, R.M. Martins: rmirandaime.uniamp.br
E-mail address, M.A. Teixeira: teixeiraime.uniamp.br
