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Abstract—Deep neural networks (DNNs) have been applied
to address various wireless tasks, which usually need a large
number of samples for training. Considering that wireless
networks are highly dynamic and gathering data is expensive,
it is paramount to reduce the sample complexity. Incorporating
domain knowledge into learning is a promising way of decreas-
ing training samples. Yet how to invoke priori knowledge of
wireless tasks for efficient data representation remains largely
unexplored. In this article, we first briefly summarize several
approaches to address training complexity. Then, we show that
a symmetric property, permutation equivariance, widely exists
in wireless tasks. We introduce a simple method to compress the
training set by exploiting such a generic prior, which is to jointly
sort the input and output of the DNNs. We use interference
coordination and caching policy optimization to illustrate how to
apply this method of data representation, i.e., ranking, and how
much the sample complexity can be reduced. Simulation results
demonstrate that the training samples required to achieve the
same performance as the traditional data representation can be
reduced by 10 ∼ 200 folds by ranking.
I. INTRODUCTION
Deep learning has been applied for a variety of wireless
tasks [1–5]. Early research efforts adopt data-driven method-
ology, which incurs high sample complexity. For example,
to learn an interference coordination policy for 10 users,
100 000 samples are required for training [1]. Given that
wireless systems are highly dynamic, such a large number
of samples need to be obtained frequently for re-training.
While the availability of vast amount of data is one of
the main driver for the success of deep learning, gathering
data in wireless networks, especially the labels for super-
vised learning, is expensive. To facilitate training with much
fewer samples, an effective approach is to integrate priori
knowledge, say domain knowledge or mathematical models,
into the learning process. Different techniques have been
developed, e.g., structure design for deep neural networks
(DNNs) [6–8], transfer learning [9, 10], learning optimal
policy without labels for supervision [11], and data repre-
sentation for easy learning [12, 13].
• DNN structure design leverages the priori knowledge of
the input-output mapping underlying a task to reduce
the hypothesis space of the functions. By constructing
the DNN that satisfies a desired property, the family
of functions without the property are excluded, which
yields low training complexity. Convolutional neural
network (CNN) and recurrent neural network are two
notable examples, which respectively exploit the knowl-
edge of spatial and temporal translational invariance [6].
Recently, a class of symmetric DNNs, which include
CNN as a special case, were proposed in [7], where
the weights are shared among the connections between
neurons to exploit the symmetry in equivariant func-
tions. How to incorporate the well-established models
in wireless communications into the DNNs for learning
transceivers has also drawn significant attention [8].
• Transfer learning can exploit specific domain knowledge
in designing a policy, which strives to transfer the
knowledge for a task in a scenario (say stored in a well
trained DNN) to learn a different but related task or
the same task in a different scenario. This technique
has been used to address the issue of designing with
inaccurate models, where an assumed model is used to
train a DNN and then the measured data is used to
refine the DNN [9]. Another example is to learn the
complex mixed integer problem, where a pruning policy
learned with a pre-trained DNN is used to accelerate
the searching process of finding the solution with a few
samples gathered in a new environment [10].
• Learning optimal policies without the labels for supervi-
sion leverages the knowledge in optimization theory. In
many wireless applications, labels are hard to obtain or
obtained at high cost. One approach to circumvent this
difficulty is resorting to reinforcement learning, which
employs some undirected searching algorithms, say ε-
greedy. In the unsupervised learning framework [11],
the Lagrangian is taken as the loss function. When
the mathematic models of the objective and constraint
functions are available, the gradient of the loss function
with respect to (w.r.t.) the output of DNNs can be
derived. Then, gradient based searching algorithms can
be applied to accelerate the training process.
• Data representation (also referred to as feature engineer-
ing) mines the latent relationship between the data and
the target variables of a task or among the observed
data. Feature can be set as or transformed from raw data,
which is the input of machine learning, say DNN. Data
representation is to find a mapping from the observation
space to a feature space for easy learning [12], which
has been widely used for traditional machine learning.
For instance, to learn a policy whose output variable
is sensitive to the small value of input variable but
insensitive to the large input variable, the feature can
be set as the logarithm function of the input data. A
well-known example of harnessing the data correlation
is to transform the observed data into a low dimensional
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feature space with principle components analysis (PCA)
or autoencoder (AE) [13].
Among the four techniques, data representation has rarely
been investigated in the literature of wireless communica-
tions, except PCA and AE [12]. This may be owing to the
fact that deep learning can jointly learn a policy and the
informative features to the policy. Yet this does not mean that
data pre-processing is not beneficial for deep learning. Data
representation can be cast into a function searching problem,
which is sample-hungry because the mapping from observa-
tion space to feature space has vast possibilities [13]. Task-
oriented data representation is challenging. This is because it
is difficult to determine which set of features are relevant to
a task, and the connection between the desired features and
the task strongly relies on the domain knowledge.
In this work, we strive to reduce sample complexity,
defined as the minimal number of training samples to achieve
a given performance of learning, by incorporating priori
knowledge into data representation.
In particular, we identify a type of priori knowledge that
can be leveraged for learning many wireless tasks [1–5, 9–
11,14]: permutation equivariance (PE) [7]. The property has
been harnessed by designing graphic NNs (GNNs). Nonethe-
less, we exploit the knowledge for training set compression
by jointly sorting the observed data and target variables of
a task. We provide case study to illustrate how to invoke
the knowledge for representing data, which shows that the
required training samples can be reduced in the orders of
magnitude by ranking.
II. A GENERIC PRIORI KNOWLEDGE IN WIRELESS
TASKS: PERMUTATION EQUIVARIANCE
In this section, we first show what kind of wireless
tasks are permutation equivariant. Then, we provide several
concrete examples.
A. What Wireless Tasks are Permutation Equivariant?
A function on a set of objects is permutation equivariant
w.r.t. the objects, if the function does not change with the
order of these objects [15].
Many problems in wireless communications, say interfer-
ence coordination among transmitter-receiver (Tx-Rx) pairs
with power allocation [1] or with beam coordination [3],
transceiver design [9], pilot [4] or resource allocation for
multiple users [2,11,14], caching policy for multiple contents
[5], essentially find a multivariate function. The learning task
for these problems is to find a policy that yields a solution
for each possible impacting parameter to achieve a desired
metric, which amounts to find the mapping from multiple
input variables to multiple output variables. In the sequel,
we call a function as a policy interchangeably.
The input variables of such a multivariate function usually
span a vector space, and the output range of the function
is either a continuous space for regression and a discrete
space for classification. Nonetheless, if we divide the input
variables and output variables into groups, where each group
corresponds to an object, then the function becomes acting
on a set.
Now let us re-examine the essence of a wireless policy,
which is usually designed for a set of objects, e.g., users or
files, as illustrated in Fig. 1. The input variables of such a
function reflect the states of the objects relevant to the policy,
say the channel gains of the users and the popularity of the
files. The output variables of the function reflect the actions
taken on these objects, say the transmit powers allocated to
the users and the caching probabilities for the files, which
are the target variables of a task. These objects compose a
set (e.g., a user set or a files set), where each object is an
element of the set.
Considering that the elements in a set are without order,
if the states of different objects are equally important for the
policy, then the multivariate function must be permutation
equivariant to the objects [15]. Intuitively, the indexes of these
objects are only used to distinguish the states and actions of
different objects, without containing any useful information
for finding the policy. For this reason, the function does not
rely on the order of the objects, i.e., the policy is permutation
equivariant to the objects.
Objects States Policy Actions
Input variables Output variables
Fig. 1. Relation of states to input variables and relation of actions to output
variables of a policy.
For wireless tasks, the state or the action of every object
can be expressed as a vector, where a scalar is a special case
of a vector and a matrix can also be expressed as a vector.
The states of all objects compose the input variables of the
function, and the actions for all objects compose the output
variables, which can be expressed as the state vector and
action vector of the policy, respectively.
Despite that such a property widely exists in wireless
tasks, it has rarely been recognized as a priori knowledge
for machine learning in wireless communications. This may
be owing to the overlooking of the “latent variables”: objects,
over which the actions are taken.
B. Several Example Tasks
In what follows, we provide several kind of wireless tasks
whose policies satisfy the PE property, and identify the
corresponding objects and their states.
1) Radio Resource Management: In cellular networks,
radio resources such as transmit power need to be allocated
among subcarriers of a user or among users in one or more
cells to maximize a utility and possibly with some constraints.
To ease of understanding, we first consider a classical
water-filling power allocation policy in a single user multi-
carrier system, where the transmit power is allocated among
subcarriers. In this example, a subcarrier is an object, the
effective noise power at the receiver that is proportional to
the channel inverse is the state of the object, and the transmit
power allocated to a subcarrier is an action. As illustrated in
Fig. 2 with four objects, when the orders of the first, second
and third objects change into the second, third and first, the
state vector of the policy changes from h to hΠ, and the
action vector of the policy changes from x to xΠ.
𝑓𝑓Policy
States
(Input variables)
𝐡𝐡 ℎ2 ℎ4ℎ1 ℎ3
Power of noise at 
the receiver
Feature 𝐡𝐡Π ℎ2 ℎ4ℎ1ℎ3
Rank according 
to noise power
𝐱𝐱Π 𝑥𝑥2 𝑥𝑥4𝑥𝑥1𝑥𝑥3
Results of
water filling
Actions
(Output variables)
𝐱𝐱 𝑥𝑥2 𝑥𝑥4𝑥𝑥1 𝑥𝑥3
Transmit power 
allocation
Objects 1 2 3 4 Indexes of subchannels
Total power
Fig. 2. Permutation equivariance of a water-filling power allocation policy
w.r.t. the subcarriers, i.e., subchannels.
Another typical example is interference management,
where all base stations (BSs) communicate with the users
associated to them over the same frequency band. For easy
exposition, consider a scenario in [1], where each single-
antenna BS serves one single-antenna user, and the inter-cell
interference is coordinated by optimizing the transmit power
of each BS to maximize weighted sum data rate according to
the instantaneous channel coefficients between the BSs and
the users. In this example, a BS-user pair can be regarded
as an object, since the weighted data rate provided by each
BS to its associated user contributes equally to the objective.
The transmit power at an BS is the action of an object. As
shown in Fig. 3, the action relies on the channels between
a BS to all users and between all BSs to a user as well
as the weight on the achieved data rate, and hence these
channel coefficients and the weight can be set as the state
of the object. By defining the object and state in this way,
the power allocation policy is permutation equivariant w.r.t.
the BS-user pairs. It is noteworthy that the function to be
learned for this task will not satisfy the PE property if the
state does not contain the weight when the weights are not
equal. This suggests that it is critical to appropriately define
the object and state in order to leverage the PE property in
a task, which deserves further investigation.
2) Precoding: In wireless systems where a multi-antenna
BS transmits to a multi-antenna user or a multi-antenna BS
transmits to multiple users each with a single antenna, mul-
tiple data streams can be transmitted in parallel. For a given
receiver, the precoding policy can be optimized to maximize
data rate or sum rate according to instantaneous channel
coefficients between transmit antennas and receive antennas.
A precoder consists of the weight on each data stream to
be transmitted by each antenna. Since the objective function
and the resource constraints depend on the overall impact
of all transmit antennas, we do not need to differentiate the
contribution of a specific antenna. Therefore, the optimized
policy is permutation equivariant to the antennas.
In this example, a transmit antenna is an object. The vector
comprising the channel coefficients between the transmit
antenna to all receive antennas is the state of the object, and
the vector of weights on the data streams transmitted by the
antenna to all receive antennas is the action of the object.
3) Caching as Wireless Edge: In cache-enabled cellular
networks, files are selectively cached at BSs or users, accord-
ing to the states of the files such as their probabilities being
requested (i.e., file popularity). By optimizing the caching
policy (say probabilistic caching policy), the network perfor-
mance such as successful offloading probability (SOP) can
be improved [5]. Since the metric is the overall performance
achieved by all selected files and the cache size constraint is
not imposed on a specific file, if the order of files changes,
the order of the caching probabilities changes in the same
way whereas the caching policy does not vary. Therefore,
the optimized caching policy is permutation equivariant to
the files. In this example, a file is an object, the popularity of
the file is the state of the object, and the caching probability
for a file is the action.
When a policy is permutation equivariant, the training
complexity for finding the policy with deep learning can be
reduced by exploiting the symmetric property of the function.
The PE property has drawn much attention in designing
GNN, considering that the vertexes of a graph compose a
set. Yet, such a priori knowledge has never been leveraged
for data representation to assist in learning wireless tasks.
III. A DATA REPRESENTATION WITH PRIORI
KNOWLEDGE OF PE: RANKING
In this section, we first introduce the basic idea of reducing
training samples by incorporating priori knowledge into data
representation. Then, we propose an approach to compress
Objects Communication network Input variables Output variables
ℎ1,1
ℎ2,2
ℎ1,2ℎ1,3
ℎ2,1
ℎ2,3
ℎ3,1
ℎ3,2
ℎ3,3
BS-user 1 BS 1 user 1 ℎ1,1 ℎ1,3ℎ1,2 𝑃𝑃1
BS-user 2 BS 2 user 2 ℎ2,1 ℎ2,3ℎ2,2 𝑃𝑃2
BS-user 3 BS 3 user 3 ℎ3,1 ℎ3,3ℎ3,2 𝑃𝑃3
BS-user 3 BS 3 user 3 ℎ3,2 ℎ3,3ℎ3,1 𝑃𝑃3
BS-user 2 BS 2 user 2 ℎ2,2 ℎ2,3ℎ2,1 𝑃𝑃2
BS-user 1 BS 1 user 1 ℎ1,2 ℎ1,3ℎ1,1 𝑃𝑃1
ℎ2,2
ℎ1,1
ℎ2,1ℎ2,3
ℎ1,2
ℎ1,3
ℎ3,2
ℎ3,1
ℎ3,3
𝛼𝛼1
𝛼𝛼2
𝛼𝛼3
𝛼𝛼3
𝛼𝛼2
𝛼𝛼1
State 1
State 2
State 2
State 1
Channels Weights Power
Policy
Permute BS-user 1 with BS-user 2 Feature
Action 1
Action 2
Action 2
Action 1
Fig. 3. Permutation equivariance of an interference coordination policy w.r.t. the BS-user pairs.
the training set for learning the policies with PE property
(called PE policies for short) by ranking.
A. Basic Idea of Reducing Sample Complexity with Priori
Knowledge
To find a policy for a task, one can train a DNN with the
observed samples of data. For supervised learning, a training
sample consists of a realization of the random states and the
corresponding actions of the policy (i.e., the labels), where
the information for determining the function is embedded.
The knowledge for a task also provides useful information
to learn a policy, which can be used to reduce the hypothesis
space of the relevant function, i.e., design the DNN structure
[6, 7]. Since both the priori knowledge and the observation
data provide the information for learning, there could be an
overlap between the two types of information. With the priori
knowledge, the overlapped information in the observations
is no longer necessary thereby can be removed. This sug-
gests another way of leveraging the priori knowledge: data
representation, which can reduce the sample complexity by
mapping the observation space where the data is gathered to
the feature space where the samples are used.
A common approach of data representation is to directly
take the observed data as the feature. To reduce sample
complexity by data representation, the feature space should
not provide overlapped information with the knowledge.
Meanwhile, in order not to degrade the learning performance,
the overall information provided by the knowledge and the
features should not be reduced from that provided by the
knowledge and the observations. In other words, an efficient
data representation should preserve useful information for
learning a task but not provide redundant information w.r.t.
the knowledge. Finding such a data representation is in
general not easy, which will fortunately become possible if
a function has some sort of symmetric property.
To help understand how to represent data with priori
knowledge, we provide a toy example in the sequel.
Consider a task of learning an axial symmetric function,
say f(h) = h2, with a set of labeled training samples
{(h, f(h)) | h = −2,−1, 0, 1, 2}. The symmetric property,
f(h) = f(−h), is the priori knowledge, with which f(h)
can be determined by only given the observations of f(h)
on h> 0 (or h< 0). For example, from the training sample
(1, 1), we not only know that f(1) = 1, but can also infer
that f(−1)=1 according to the function property without the
need of the sample (−1, 1). In other words, the two samples
(1, 1) and (−1, 1) provide overlapped information with the
priori knowledge. Therefore, the sign of h is uninformative
for learning with the knowledge of the symmetry. This
makes training set compression possible by harnessing the
property without sacrificing the learning performance. In this
example, we can take the absolute value |h| as the data
representation for h. Then, by training with the reduced
training set {(h, f(h)) | h=0, 1, 2}, f(h) can be learnt with
the aid of the symmetry.
B. Training Set Compression with Ranking
Let us consider a PE policy w.r.t. n objects with indexes
{1, · · ·, n}. For easy visualization, the state of every object is
a scalar. The policy for the objects f(h1, · · ·, hn) is obtained
according to their states h= [h1, · · ·, hn]∈H and yields the
solution x=[x1, · · ·, xn], aiming to maximize a utility. Here,
H is the state space spanned by the state vector of the policy
h, which is the same as the observation space. Then, the ith
training sample for supervised learning can be expressed as
[hi,xi], where hi is the ith realization of the state vector of
the policy and xi is the corresponding action vector.
  
  
 
  
        
         
  
 
Fig. 4. Illustration of the training set compression. h1 and h2 are states,
h , [h1, h2] and h′ , [h′1, h′2] = [h2, h1] are state vectors.
By training with the data sampled from the entire ob-
servation space without any priori knowledge, the policy is
learnt with high sampling complexity when n is large. For
a PE policy, the order information of the objects implicitly
embedded in the training samples is useless for seeking the
function f(h1, · · ·, hn). Such a priori knowledge for the task
indicates that the training samples required to achieve a given
learning performance can be decreased by removing the order
information. This can be accomplished by jointly sorting
the states and labels in each training sample according to
a specific order of the objects. For instance, the states can
be sorted in a descending order with classical fast algorithms
(say Quicksort algorithm) such that hipi1> · · ·>hipin , and the
actions in xi are sorted accordingly. Then, the state vectors
composed of the same set of states arranged in different
orders are mapped into a single feature vector, i.e., the useless
information of the order is discarded. After such a mapping,
the state space (i.e., observation space) is compressed into
the feature space O. Then, we only need to learn a small
segment of f(·) in O⊂H.
As illustrated in Fig. 4 with n = 2 and 0 ≤ h1, h2 ≤ 1,
the samples for the states satisfying h1>h2 represented with
state vector h fall in the shadowed region O, which halves
the original observation space H. Other samples satisfying
h1 < h2 represented with a state vector h′ fall in the non-
shadowed region O¯, which can find its symmetric point h in
O by permutating h1 and h2. Denote Π as the permutation
operation, which changes the order of indexes from (1, 2) to
(2, 1). Then, with the PE property, the function in the non-
shadowed region can be determined from the function on the
shadowed region as f(h′) = f(Π h) = Π f(h). Therefore,
the function only needs to be found in the feature space O.
When n increases, the region O shrinks quickly, which
becomes much smaller than the original observation space H
(e.g., 1/6 for n=3 and 1/24 for n=4). Since only the samples
generated in feature space O are necessary, the policy can be
found in a very small region in the observation space. As a
consequence, the training set can be compressed remarkably.
It is worthy to note that ranking allows to learn a function
in a much smaller region of the observation space, without
reducing the dimension of the observation space.
IV. CASE STUDY
In this section, we use two examples to illustrate how to
use the property and quantify the gain in reducing sample
complexity from the data representation by ranking.
A. Interference Coordination
Consider the Gaussian interference channel model with
equal weights in [1], and a DNN is used to learn the optimal
transmit powers of K BSs that maximize the sum rate with
supervision. The input of the DNN is the instantaneous
channels between the BSs and users, and the labels used for
training the DNN are obtained with the weighted minimum
mean square error (WMMSE) algorithm. A sample used for
training or test consists of the input of the DNN and the
corresponding label. Except that the numbers of nodes in each
of three hidden layers are 300, 200 and 100, respectively, the
simulation setup and all hyper-parameters of the DNN are
the same as in [1].
As shown in Section II-B, this power allocation policy is
permutation equivariant, where a BS-user pair is an object.
The instantaneous channels between the BSs and the users
can be expressed as a matrix. Both column and row indexes
of this channel matrix are related to the BS-user pairs. When
the order of the pairs permutes (e.g., the order of BS-user 1
and BS-user 2 swaps), the matrix should permute in the same
manner in both column and row directions (e.g., permute the
first and second columns and permute the first and second
rows at the same time), as shown in Fig. 3. To compress the
training set, we rank each training sample (where the input
part is randomly generated and the label is obtained with the
WMMSE algorithm) according to the instantaneous channel
coefficients between the BSs and their served users (i.e., the
channels of the desired links) in the descending order.
We compare the sample complexity of the DNN trained
and tested by the samples with ranking (with legend “Rank”)
and without ranking (with legend “No-rank”), which is
obtained as the minimal number of samples required for the
learned policy with “Rank” and “No-rank” to achieve iden-
tical sum rate loss from the rate achieved by the WMMSE
algorithm. When K = 10, 20 or 30, the sample complexity
of “No-rank” is 100 000, 200 000 or 800 000, and that of
“Rank” is 9 000, 8 000 or 9 000, i.e., the compression ratio
of the training set is 11.11, 25 or 88.89.
B. Caching Policy
Consider the probabilistic caching policy in [5], where the
BSs and users are located following independent Poisson
point processes. Each BS is equipped with cache, and each
user requests files from a library with F files. The policy
is optimized according to the file popularity to maximize the
SOP, i.e., the probability that the data rate exceeds a threshold
for a requested file cached at BSs. A DNN is used to learn
the optimal caching policy as a function of file popularity
with supervision. The input of the DNN is the popularity of
the F files. The labels are the optimized caching probabilities
from the water-filling algorithm in [5].
The simulation setup is the same as in [5], where popu-
larity is generated from Zipf distribution with the skewness
parameter δ = 0.6, except that here we consider homoge-
neous network and the library size differs. The fine tuned
DNN has three hidden layers, each has 300, 200 and 100
nodes, respectively. The learning rate in the ith iteration is
0.01/(1 + 0.001i), the batch size is 32, and the number of
epochs is 100. The activation function for hidden layers and
output layer are ReLU and Sigmoid function, respectively.
Again, we compare the sample complexity of the DNNs
trained and tested by the training samples with and without
ranking, which is obtained as the minimal number of samples
required for the learned policy with “Rank” and “No-rank” to
achieve identical SOP loss from the water-filling algorithm.
When F = 10, 20 or 30, the sample complexity of “No-rank”
is 9000, 20 000 or 35 000, and that of “Rank” is 70, 100 or
1500, i.e., the compression ratio of the training set is 128.6,
200 or 233.3.
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Fig. 5. Caching probability as a function of the popularity of each file.
To explain why the sample complexity can be reduced,
we show the optimal caching policy for the DNN to learn.
Considering that the policy is a multivariate function and is
hard to visualize, while the optimal caching probability of
a file mainly depends on the popularity of the file [5], we
provide the optimal caching probability for each file as the
function of the file’s popularity in Fig. 5. To this end, we
generate 2 000 realizations of popularity for 10 files from
the Zip distribution, and obtain the corresponding caching
probabilities for these files with the water-filling algorithm.
To show the impact of ranking on the function shape, we
provide the caching probabilities obtained with the ranked
and not-ranked popularity. Since the functions of different
files are almost identical when the popularity of 10 files are
not ranked, we only show the function of file 1 in Fig. 5(a). To
obtain the functions of the 10 files with ranked popularity,
for every realization, we first sort the popularity of the 10
files in descending order and then obtain the corresponding
caching probabilities. Thereby, the files with the same rank in
different realizations may not be the same file. We use legend
“Rank k” (k = 1, .., 10) to denote the relation between the
caching probabilities and the popularity of the files with rank
k in in Fig. 5(b). From the two subfigures, we can deduce
that the DNN trained with the non-ranked samples learns the
caching policy over all possible popularity for all files (i.e.,
[0.04,0.25]). By contrast, the DNN trained with the ranked
samples only learns a segment of the function in a small
region of the feature space (e.g., [0.2, 0.25] for “Rank 1”).
This validates the analysis in section III-B.
V. CONCLUDING REMARKS
In this paper we made an attempt to reduce sample com-
plexity of DNN with data representation by leveraging the
permutation equivariance property, which is inherent in many
wireless tasks. We identified several representative wireless
problems that are permutation equivariant. We also provided
a hint to the efficient incorporation of priori knowledge
into data representation. We introduced a simply method to
compress the training set for permutation equivariant policies,
which sorts the input of a DNN and then the output of
the DNN should be ranked accordingly. We focused on
training the DNNs with supervision, yet the method is also
applicable for the DNNs trained without supervision and for
other machine learning techniques. Despite of the promising
gain, much work remain to be done, say how to identify the
implicit permutation equivariance property in a wireless task
and how to find an object and the state of the object for an
efficient representation.
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