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Identifying Hamiltonian of a quantum system is of vital importance for quantum information
processing. In this Letter, we realized and benchmarked a quantum Hamiltonian identification
algorithm recently proposed [Phys. Rev. Lett. 113, 080401 (2014)]. we realized the algorithm on
liquid nuclear magnetic resonance quantum information processor using two different working media
with different forms of Hamiltonian. Our experiment realized the quantum identification algorithm
based on free induction decay signals. We also showed how to process data obtained in practical
experiment. We studied the influence of decoherence by numerical simulations. Our experiments
and simulations demonstrate that the algorithm is effective and robust.
PACS numbers: 03.65.Wj, 03.67.-a, 76.60.-k
Introduction.-One critical task is to characterize a
quantum system so that it can be used for quantum infor-
mation processing tasks, such as quantum teleportation
[1], quantum cryptography [2, 3], quantum computation
[4, 5] and quantum metrology [6]. One way of fully char-
acterizing a quantum system is doing quantum process-
ing tomography (QPT). The QPT approach requires an
exponential number of experiments, which makes it diffi-
cult to be realized for even a small sized quantum system
[7–10].
For general quantum systems, various methods based
on measurement time traces for Hamiltonian identifica-
tion are proposed. Fourier transformation (FT) of only
one measurement observable is used for a single qubit
Hamiltonian identification [11]. Temporal evolution of
concurrence measure of entanglement is employed to
identify arbitrary two-qubit Hamiltonian [12]. Schemes
of estimating the coupling parameters of a complex quan-
tum network based on measurements on a small part
of the network is proposed [13, 14]. A basic and gen-
eral framework for quantum system identification on how
much knowledge about the quantum system is attain-
able in principle for a given experimental setup is estab-
lished [15]. Recently, Zhang and Sarovar proposed an
approach (ZS approach) for identifying arbitrary Hamil-
tonian quantum dynamics that takes advantage of avail-
able prior knowledge of the system [16].
One typical quantum system is the nuclear magnetic
resonance (NMR) system, which is well described by
quantum mechanics. Moreover, control technology has
been well developed during the 50 years since the birth
NMR. These factors make the NMR system an appealing
quantum system for sophisticated manipulation. There-
fore NMR systems are widely used for quantum informa-
tion processing [17, 18]. To obtain the information of an
NMR system, modern NMR spectrometers acquire the
free induction decay (FID) signals, which are the mea-
surement time traces for certain observables. Schemes
based on FT (e.g. FT-NMR) of the FID signals, which
is one of the most robust way of processing FID, are
developed [19, 20]. Since ZS approach is also based on
measurement time traces and can be applied to arbitrary
quantum system, the NMR spectrometer provides a prac-
tical and well controlled system for benchmarking ZS ap-
proach.
In this Letter, we experimentally demonstrated the ZS
algorithm in NMR. We first perform the ZS approach in
an NMR quantum information processor and compared
the result with that of FT. The experiment is performed
with two kinds of work media with different Hamiltonian
forms, due to which, we can show the different experi-
mental setups. Unlike NMR quantum computing exper-
iment, the ZS algorithm starts from mixed state and di-
rectly processes the FID signals. Numerical simulations
are also performed to analyse the effects of imperfect ex-
periment conditions and decoherence.
Algorithm.-Here we briefly introduce ZS approach [21].
For an n−qubit system, all Hermitian operators could be
decomposed into the summation of the tensor product of
2× 2 identity matrix I2 and Pauli matrices, thus we can
choose a set of basis
S = {Xˆk|Xˆk = σ
1
α ⊗ σ
2
β ⊗ · · · ⊗ σ
n
γ }, (1)
where σα, σβ and σγ are the Pauli matrices σx, σy and
σz and I2. The number of the elements in S is 4
n. Then
we can decompose the Hamiltonian as
Hˆ =
M∑
m=1
amXm, (2)
with Xm ∈ S and am being the corresponding parame-
ter. Then one needs to obtain the dynamics of observ-
ables and simplify the dynamics according to the appro-
priately chosen observable. Since all the elements in S
are Hermitian operators, they could be considered as ob-
servables. The expectation value xk for observable Xˆk in
2state ρ, written as xk = Tr{ρXˆk}, its time derivative is
x˙k =
4n∑
l=1
(
M∑
m=1
Cmklam
)
xl, (3)
where Cmkl = Tr{iXˆl[Xm, Xˆk]}. Typically, for a prac-
tical quantum system, only the expectation values of
certain observables are accessible in experiments. Sup-
pose the observable we can access in experiment is O =∑
j ojXˆj. Collect all the Xˆj’s presented in the expan-
sion of O in the set M = {Mν1 ,Mν2 , ...,Mνp}, with
ν = [ν1, ν2, ..., νp]
T
being a vector of p components. Let
∆ = {Xm}
M
m=1, and define an iterative procedure as
G0 =M, Gi = [Gi−1,∆]
⋃
Gi−1, (4)
where [Gi−1,∆] ≡ {Xˆj : Tr(X
†
j [g, h]) 6= 0, where g ∈
Gi−1, and h ∈ ∆}, finally we will reach at a maximal set
G¯ after finite steps, which is called accessible set. Writing
all the xk with Xˆk ∈ G¯ in a vector xa, the dynamics of
this vector is
x˙a = A˜xa, (5)
where A˜ is a K × K matrix with K being the num-
ber of elements in G¯. For a time-independent Hamil-
tonian, Eq. (5) can be solved as xa = exp(A˜t)xa(0).
In experiments, data points are obtained with time in-
tervals ∆t. With xa(j) denoting xa(j∆t), we have
xa(j) = exp(A˜j∆t)xa(0). Let y denote the expectation
value of observable O. We can find that y = Cxa. With
Ad = exp(A˜∆t), we have
y(j) = CA˜jdxa(0). (6)
Here, [C, A˜,xa(0)] is called a realization for {y(j)}.
At last, calculate the transfer function and obtain the
parameters in the Hamiltonian of Eq. (2). With {y(j)}
measured from experiments, we can obtain a realization
using eigenstate realization algorithm (ERA). Through
ERA, we can obtain a new realization [Cˆ, Aˆ, xˆ(0)], such
that
y(j) = CˆAˆjdxˆ(0), (7)
where Aˆd = exp(Aˆ∆t). For different realizations, an
invariant function called transfer function exist, which is
T (s) = C(sI− A˜)−1xa(0) = Cˆ(sI− Aˆ)
−1
xˆ(0), (8)
where s is called a Laplace variable [22]. By comparing
the coefficients of s, several polynomial equations can be
obtained. Solving these equations leads to the identifica-
tion of am.
Experiments setup and results.-ZS approach was tested
in a two-qubit and a three-qubit NMR systems, which
were implemented with 13C-labelled trichloroethylene
FIG. 1. (Coloronline) Molecule structure and spectrum for
ALA and TCE. The gray balls represent 13C. Both of the
spectrum are obtained with hydrogen decoupled. Note the
difference of the height of the peaks of TCE spectra of one of
the two carbons, which are caused by strong coupling.
(TCE) and 13C-labelled L-alanine (ALA) as the work-
ing media, respectively. The molecular structures and
the thermal spectra of ALA and TCE are shown in FIG.
1.
The Hamiltonian of a liquid NMR system is (~ = 1)
HˆNMR =
N∑
j=1
piνjσ
z
j +
N∑
j>i=1
piJij
2
σi · σj , (9)
where 2piνi is the Larmor frequency for the i−th nuclei,
Jij is the indirect spin-spin coupling constant between
the i−th and j−th nuclei. For weak coupling, i.e. |νi −
νj | ≫ |Jij |, only the secular component of the scalar
coupling is retained, i.e. σi · σj ≈ σ
z
i σ
z
j . The weak
coupling approximation is not valid for TCE, but valid
for ALA.
In this Letter, I,X, Y , and Z are used to denote the
2 × 2 identity matrix,σx, σy , and σz , respectively. Let’s
write the Hamiltonian in the parametrized form following
Eq. (2). For TCE, the Hamiltonian is
HˆTCE = a
T
1 ZI + a
T
2 IZ + a
T
3 (XX + Y Y + ZZ), (10)
and for ALA, the Hamiltonian is
HˆALA = a
A
1 ZII + a
A
2 IZI + a
A
3 IIZ (11)
+ aA4 ZZI + a
A
5 ZIZ + a
A
6 IZZ.
Once the Hamiltonian is parametrized, we choose the
observable. For TCE with strong coupling, OT = IX is
chosen andMT = {IX}, i.e., due to the strong coupling,
only by the spectrum of only one qubit can the whole
Hamiltonian be determined. But for ALA with weak
coupling, OA = XII+IIX+XII has to be chosen as the
observable, hence MA = {XII, IXI, IIX}. Following
3Eq. (4), G¯ can be obtained. Once the observable is
chosen, A˜ can be decided according to Eq. (5).
Then we obtain the dynamics of the observable. Differ-
ent from NMR quantum computing, where experiments
start from preparing a pseudo-pure state [17], Hamil-
tonian parameter characterization starts directly states
that can be easily prepared without knowing the details
of the Hamiltonian, e.g., state ρ(0) =
∑
j σ
j
x can be eas-
ily prepared. It should be noted is that multiple initial
states instead of one initial state, which results in a com-
plicated xa2(0), are chosen for ALA. For TCE, choosing
IX is enough. But for ALA, three initial states with
density matrices XII, IXI, and IIX were chosen. Three
initial states implies the experiment should be repeated
for three times with ALA. Here, we can see that differ-
ent forms of Hamiltonian lead to different experimental
setups.
After the initial state ρ(0) is prepared, it starts to
evolve under the system Hamiltonian (and some decoher-
ence mechanisms, which will be discussed later), hence
the macroscopic magnetization rotates. The rotation
of the magnetization induces an electromagnetic wave
which can be received by a coil. Due to the relaxation
mechanisms, the magnitudes of the signals decays. The
voltage signal induced in the coil at time t can be de-
scribed as
V (t) = αTr{F−ρ(t)}, (12)
where α is a coefficient related to the static magnetic
field, the species of the nuclei, and the electromagnetic
properties of the receiving coil, F− = Fx − iFy is the
observable, and ρ(t) is the density matrix of the system
at time t. Fx =
∑
j σ
o(j)
x and Fy =
∑
j σ
o(j)
y , o(j) is the
number of the j−th nuclei being observed. Fx and Fy
are both Hermitian operators and thus have real eigen-
values and an imginary unit i was multiplied before Fy.
Therefore, the FID has both real and imaginary parts.
The real part of the FID is
VR(t) = αTr{Fxρ(t)}. (13)
For TCE, only the second qubit is observed and for ALA,
all three qubit are observed. Thus the observable for
TCE is FTx = IX and for ALA is F
A
x = XII + IXI +
IIX , which are exactly the observables we chose for ZS
approach. The state ρ(t) evolves as ρ(t) = Uρ(0)U † with
U = exp(−iHˆNMRt). Here, the decoherence mechanism
is neglected. Detailed discussion about the influence of
decoherence (described by T2) will be carried out through
numerical simulations. From this discussion, we can see
that the FID is the measurement time traces required by
ZS approach.
After the FID signals is acquired, theoretically, one
can obtain a realization through ERA. However, data
processing is not that simple due to the imperfections of
a spectrometer. One critical thing is the dead time of
the receiver, that is, the difference between the time the
initial state is prepared, and the time the receiver actu-
ally records the electromagnetic signals. This could be
corrected by doing phase correction on the spectrome-
ter. The other problem is the coefficient α, which can be
solved by scaling the FID properly. Detailed discussion
about processing the experimental data before ERA is
shown in the Supplementary Material.
Then ERA is performed to obtain a realization of the
system on the processed FID signal. In our experiments
and numerical simulations, 1,600 points are used in ERA.
Compared to the number of points FT-NMR utilized, the
number of the points ERA used is quite small. Once the
realization is obtained, the transfer function can be cal-
culated. By comparing the transfer functions, the pa-
rameters of the Hamiltonian are obtained. The results
are shown in Table. I and Table. II.
From Table. I and II, we can see that the parameters
obtained from FT and that from ZS approach agree well
with each other. The absolute difference between the ex-
perimental values and theoretical values of the chemical
shifts for TCE is about 1 Hz (note there is a multiplica-
tion of pi between the chemical shift and the parameters
aj), which is only slightly larger than the resolution of
a modern FT-NMR spectrometer which is around 0.5
Hz. The relative errors for the parameters related to
the chemical shifts of ALA (aA1 ∼ a
A
3 ) are smaller than
that of TCE (aT1 , a
T
2 ), while at the same time, the rel-
ative errors for the parameters related to the spin-spin
couplings of ALA (aA4 , a
A
6 ) are larger than that of TCE
(aT3 ). From these comparisons, we can say that the larger
the value of a parameter, the more robust of the result.
Despite the small relative error, the absolute differences
of the chemical shifts of ALA is about 2 ∼ 4 Hz, which
is tiny but can be identified on modern NMR spectrom-
eter. The extremely weak coupling can not be identified
through looking at the whole spectrum (which means the
observable is XII + IXI + IIX), both by using FT and
ZS approach. This is caused by the low resolution of a
spectrum with a large spectral width (SW) and the deco-
herence time T2. SW is a parameter that decided before
acquisition. Since the difference between the chemical
shifts of C1 and C3 of alanine is large, to obtain the whole
spectrum, the spectral width in Hz (SWH) has to be very
large. The FID resolution in Hertz FIDRES=SWH/TD
[23]. As FIDRES is proportional to SWH, large SWH
means large FIDRES, hence low resolution. Combined
with the line broadening caused by decoherence, on the
spectrum of FT-NMR, the weak coupling can not be iden-
tified, which means the information of J13 is lost during
the acquisition. Thus, the extreme weak coupling can
not be identified. To identify weak couplings, a small
SWH (For ALA, it can be set to less than 100 Hz) can
be chosen and the transmitter frequency can be set to
the frequency of C1 or C3.
It is worth noting that only the absolute value of the
4Parameter am a1 a2 a3
Hermitian Operator Xm ZI IZ ZZ
Result from FT |aTi | 1180.6 1081.2 161.9
Result from ZS approach |aEi | 1179.4 1082.5 162.6
Relative Error (
∣
∣|aEi | − |a
T
i |
∣
∣)/|aTi | 1.05× 10
−3 1.25× 10−3 4.24× 10−3
TABLE I. Experimental Result for TCE.
Parameter am a1 a2 a3 a4 a5 a6
Hermitian Operator Xm ZII IZI IIZ ZZI ZIZ IZZ
Result from FT |aTi | 25723.3 13876.7 24745.6 84.8 N/A
a 54.8
Result from ZS approach |aEi | 25721.2 13881.5 24749.9 84.3 N/A
b 55.7
Relative Error (
∣
∣|aEi | − |a
T
i |
∣
∣)/|aTi | 7.98× 10
−6 3.44× 10−4 1.71× 10−4 5.5× 10−3 1.59× 10−2
a The value is 1.9, which can be obtained by setting the transmitter frequency to C1 and SWH to 100 Hz. With the spectrum of all
three carbons, this value can not be obtained due to the low resolution caused by large SWH and the line broadening caused by T2.
b No reasonable result is available through ZS approach, which agrees well with that of FT-NMR.
TABLE II. Experimental Result for ALA.
parameters is provided in the Tables I and II. For a sig-
nal V (t) = cos(ωt), the result of FT will give frequencies
ω and −ω. Therefore, to identify the sign of chemical
shifts, modern NMR spectrometers use quadrature de-
tection [20]. From the perspective of observables, the
quadrature detection utilizes Fy to assist identifying the
frequencies, while during our experiments with ZS ap-
proach, only Fx is observed. The signs of the spin-spin
couplings can not be identified by just obtaining the 1D
spectrum. To identify these signs, additional experiments
such as COSY-45 or spin polarization transfer is required.
From the above discussion, we can see that ZS approach
gives almost the same amount of information as that of
FT.
FT is not the only method utilized in data processing
of NMR data. Other methods, such as maximum en-
tropy method [24, 25], linear prediction [26, 27] are also
in common use. None of these methods is as robust as
FT. However, they have advantages in certain cases such
as when there are only a few data points. Our exper-
iments show that ZS approach is also available in such
case.
Decoherence.-Then, what we want is to benchmark ZS
approach with the presence of decoherence, since deco-
herence is a common feature for all quantum systems.
One common value used to characterize decoherence is
T2 [28]. Numerical simulations are performed to bench-
mark the influence of T2. Using the T2 model presented
in Ref. [19], the output FID reads
Vd(t) = α
∑
rs
F−rsρsr(0)e
(iωrs−λrs)t, (14)
where F−rs (ρsr(0)) denotes the r- and s-th (s- and r-
th) entry of the corresponding matrix, ωrs denote the
frequency between energy level r ans s and λrs is the
relaxation rate, i.e., ωrs = 〈r|HˆNMR|r〉 − 〈s|HˆNMR|s〉
and λrs = 1/T
rs
2 . For simplicity and without loss of
generosity, let all the spins relax at the same rate, so
T rs2 = T2 and Vd(t) = V (t) exp{−t/T2}. Our simulations
show that, the magnitudes of the absolute value of the
parameters in Hamiltonian decide the sensitivity to T2.
The parameters with smaller values are more sensitive to
that with larger values, as shown in FIG. 2.
In our simulations, the T2’s are chosen to be from 0.01
s to 0.1 s, which are shorter than T2 of the systems. The
couplings of ALA’s are much smaller than that of TCE’s,
which makes that the errors brought by T2 to the cou-
plings of ALA’s are much larger than that of TCE’s, while
on the contrary, the value of the chemical shifts of ALA’s
are much larger than that of TCE’s, so the relative errors
for the chemical shifts are smaller for ALA than that for
TCE. It is reasonable to find out that the longer T2 is,
the smaller the relative errors are. Here, the coupling
J13 is not plotted, since for short T2, it can not be iden-
tified. In classical FT-NMR, T2 broadens the peak width
by 1/(piT2), which is about 3 Hz when T2 = 0.1 s. The
extreme weak coupling is about 1.8 Hz, thus the infor-
mation of J13 is lost during the acquisition due to short
T2. According to our simulation, if the T2 time is greater
than 1.5 s, J13 can be obtained with relative error smaller
than 0.02 using ZS approach.
Conclusion.-In summary, we realized ZS approach us-
ing NMR quantum information processor with different
work media. We showed the difference in choosing initial
states and observables with different forms of couplings.
Our experiment shows that ZS approach simplifies when
facing the strong coupling systems and thus this approach
can be used to assist identifying the Hamiltonian systems
with strong couplings, such as solid-state and liquid crys-
tal NMR systems, the Hamiltonian of which is difficult
to identify. We simultated the influence of T2 on the re-
sult of ZS approach, and show the influence of T2 on the
result.
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FIG. 2. (coloronline)Relative Error against T2. Subfigure a shows the three parameters for TCE, subfigure b shows the three
parameters related to Larmor frequency of ALA, and subfigure e shows the two parameters related to the two largest coupling
of ALA.
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