This paper deals with the exact calibration of semidiscretized stochastic local volatility (SLV) models to their underlying semidiscretized local volatility (LV) models. Under an SLV model, it is common to approximate the fair value of European-style options by semidiscretizing the backward Kolmogorov equation using finite differences. In the present paper we introduce an adjoint semidiscretization of the corresponding forward Kolmogorov equation. This adjoint semidiscretization is used to obtain an expression for the leverage function in the pertinent SLV model such that the approximated fair values defined by the LV and SLV models are identical for non-path-dependent European-style options. In order to employ this expression, a large non-linear system of ODEs needs to be solved. The actual numerical calibration is performed by combining ADI time stepping with an inner iteration to handle the non-linearity. Ample numerical experiments are presented that illustrate the effectiveness of the calibration procedure.
Introduction
In contemporary financial mathematics, stochastic local volatility (SLV) models are state-of-the-art for describing asset price processes, notably foreign exchange (FX) rates, see e.g. [19, 27] . They constitute a natural combination of local volatility (LV) and stochastic volatility (SV) models. Denote by S τ > 0 the FX rate at time τ ≥ 0 and consider the standard transformed variable X τ = log(S τ /S 0 ). We deal in this paper with general SLV models of the type
with ψ(v) a non-negative function, α a non-negative parameter, κ, η, ξ strictly positive parameters, dW
(2) τ = ρdτ , −1 ≤ ρ ≤ 1, and given spot values S 0 , V 0 . The function σ SLV (x, τ ) is often called the leverage function and r d , respectively r f , denotes the risk-free interest rate in the domestic currency, respectively foreign currency. The SLV model (1.1) can be viewed as obtained from a mixture of the LV model dX LV,τ = (r d − r f − 1 2 σ 2 LV (X LV,τ , τ ))dτ + σ LV (X LV,τ , τ )dW τ ,
with LV function σ LV (x, τ ), and the SV model
τ .
(1.3)
Clearly, if σ SLV (x, τ ) is identically equal to one, then the SLV model reduces to a SV model. Next, if the stochastic volatility parameter ξ is equal to zero, then the SLV model reduces to a LV model. The choice ψ(v) = √ v, α = 1/2 corresponds to the well-known Heston-based S(L)V model, the choice ψ(v) = v, α = 1 to the S(L)V model considered in [27] and the choice ψ(v) = exp(v), α = 0 corresponds to the S(L)V model based on the exponential Ornstein-Uhlenbeck model described in [25] .
If α is strictly positive, we assume that ψ(0) = 0 and the processes V τ , V SV,τ are non-negative. For 0 < α < 1/2 it holds that V τ = 0 is attainable, for α > 1/2 it holds that V τ = 0 is unattainable, and for α = 1/2 one has that V τ = 0 is attainable if 2κη < ξ 2 , see e.g. [1] . The analogous result is true for the pure SV model (1.3) .
In financial practice, σ LV (x, τ ) is determined such that the LV model (1.2) yields the exact market prices for vanilla options, see e.g. [3, 6] , and the parameters κ, η, ξ SV are chosen such that the SV model (1. 3) reflects the market dynamics of the underlying asset, see e.g. [27] . For the calibration of the SLV model (1.1) it is customary to start from the parameters of the SV model under consideration, and to define ξ = µξ SV with mixing parameter 0 ≤ µ ≤ 1. The mixing parameter tunes between the local volatility and stochastic volatility features. Next, the leverage function σ SLV is calibrated such that the SLV model yields the exact market prices for European call and put options. In the literature, no closed-form analytical relationship appears to be available between the leverage function and the fair value of vanilla options within the SLV model. Accordingly, in financial practice the leverage function is calibrated by making use of a relationship between the SLV model and the LV model. It is well-known, see e.g. [9, 26] , that these models yield the same marginal distribution for the exchange rate S τ , and hence always define the same fair value for vanilla options, if the leverage function σ SLV (x, τ ) satisfies
for all x ∈ R, τ ≥ 0. The latter conditional expectation can be written as
where p(x, v, τ ; X 0 , V 0 ) denotes the joint density of (X τ , V τ ) given by the SLV model. Since the LV function is determined such that the LV model yields exactly the observed market prices for vanilla options, the SLV model will also exactly define the same fair value whenever one is able to determine the conditional expectation above and defines the leverage function by (1.4) . This conditional expectation itself depends on σ SLV (x, τ ), however, and determining it is a highly non-trivial task. Recently, a variety of numerical techniques, see e.g. [4, 8, 11, 23, 29] , has been proposed in order to approximate this conditional expectation and to approximate the appropriate leverage function. The numerical techniques presented in the references above do not take into account explicitly that, even if the LV function is known analytically, it is often not possible to determine exactly the corresponding fair value of vanilla options. Even within the LV model one relies on numerical methods in order to approximate the fair option values. A common approach consists of numerically solving the corresponding backward partial differential equation (PDE) by for example finite difference or finite volume methods, see e.g. [28] . When calibrating the SLV model to the LV model, the best result one can thus aim for is that the numerical approximation of the fair value of vanilla options is the same for both models whenever similar numerical valuation methods are used.
In this paper we assume that the fair option value (within the LV model, resp. SLV model) is approximated through numerically solving the backward PDE (corresponding to the LV model, resp. SLV model) by standard finite difference or finite volume methods. Given such a spatial discretization for the backward PDE, an adjoint spatial discretization will be introduced for the corresponding forward PDE. This adjoint spatial discretization has the important property that it always defines exactly the same approximation for the fair value of non-path-dependent European options as the approximation given by the discretization of the backward equation. Moreover, if similar spatial discretizations are used for the backward PDE associated with the LV model and the backward PDE associated with the SLV model, then their adjoint spatial discretizations can be employed to create an exact match between the approximations for the fair value of vanilla options within the LV model and the SLV model.
The main contributions of this article can be visualized in the following scheme:
Here relationship ( ) can only be achieved if similar discretizations are used for the backward PDEs stemming from the LV and SLV models.
An outline of the rest of our paper is as follows.
In Section 2 a relationship between the forward PDE and backward PDE is introduced, both for the case of the SLV model as for the case of the LV model.
In Section 3 this relationship is preserved at the semidiscrete level: given a spatial discretization of the backward PDE, an adjoint spatial discretization for the forward PDE is defined such that both discretizations yield identical approximations for the fair value of non-path-dependent European options.
In Section 4 an actual spatial discretization, using second-order central finite difference schemes, is constructed for the backward PDE stemming from the SLV model and subsequently the corresponding adjoint spatial discretization is stated.
The main result of the paper is derived in Section 5. It is shown that, under some assumptions, the adjoint spatial discretization can be employed to obtain an expression for the leverage function such that the approximation of the fair value of vanilla options is the same for the LV and SLV models. In order to effectively use this expression, one has to solve a large system of non-linear ordinary differential equations (ODEs).
In Section 6 an Alternating Direction Implicit (ADI) temporal discretization scheme is applied to increase the computational efficiency in the numerical solution of this ODE system and in Section 7 an iteration procedure is described for handling the non-linearity.
In Section 8 ample numerical experiments are presented to illustrate the performance of the obtained SLV calibration procedure.
The final Section 9 gives concluding remarks.
Relationship between the forward and the backward Kolmogorov equation
Consider a European-style option with maturity T and payoff u 0 . Denote by u(x, v, t) the nondiscounted fair value of the option under the SLV model (1.1) at time to maturity t, that is at
It is well-known, see e.g. [4] , that the function u satisfies the backward Kolmogorov equation
At maturity, i.e. at time level τ = T , the initial condition u(x, v, 0) is defined by the payoff u 0 of the option. By solving PDE (2.1), the fair value e −r d T u(X 0 , V 0 , T ) of the option under the SLV model can be determined at the spot, i.e. at τ = 0. For strictly positive values of the parameter α, the process V τ is non-negative and the spatial domain in the v-direction reduces to v ≥ 0. If the option under consideration is non-path-dependent, then the payoff u 0 is only a function of (X T , V T ), the initial condition is given by u(x, v, 0) = u 0 (x, v) and the non-discounted fair value u(x, v, t) of the option can be written as
for 0 ≤ t ≤ T . By making use of the tower property for conditional expectations it readily follows that
for 0 ≤ t ≤ T . Recall that p(x, v, τ ; X 0 , V 0 ) denotes the joint density of (X τ , V τ ) under the SLV model (1.1). If the parameter α is chosen strictly positive, then the integral with respect to v can be taken from v = 0. In particular, the fair value of non-path-dependent European options at the spot can also be computed by evaluating the integral
where u(x, v, 0) is defined by the payoff of the option. It can be shown, see e.g. [24] , that the joint density p(x, v, τ ; X 0 , V 0 ) satisfies the forward Kolmogorov equation
where δ denotes the Dirac delta function. For ease of presentation, the dependency of σ SLV on (x, τ ) and the dependency of p on (x, v, τ ; X 0 , V 0 ) is omitted in (2.4) . Recall that the process V τ is non-negative whenever α is strictly positive. In this case the spatial domain of the PDE in the v-direction is naturally restricted to v ≥ 0. The integrals in (1.5), (2.2), (2.3) with respect to the v-variable can then be taken from 0 to infinity. Equation (2.2) establishes a fundamental relationship between the forward and backward Kolmogorov equation. It states that the fair value of non-path-dependent European options under the SLV model can be seen as the combination of the solution of two different PDEs. By considering the extreme time value τ = 0 (t = T ), or τ = T (t = 0), only one PDE has to be solved. In the forthcoming sections relationship (2.2) will be employed to define an adjoint spatial discretization for the forward equation.
Even if the functions u and p are known exactly, the integrals in (2.2) can often not be calculated analytically and one relies on numerical integration methods in order to approximate them. In this article we assume that the integrand is known on a Cartesian grid. Denote by m 1 , respectively m 2 , the number of spatial grid points in the x-direction, respectively v-direction. The Cartesian grid is given by
and put ∆x 1 = ∆x m1+1 = ∆v 1 = ∆v m2+1 = 0. When working with Cartesian grids, most numerical integration methods approximate the expression (2.2) by
for certain weights w x,i , w v,j . If the numerical integration is performed with the trapezoidal rule, then the weights are given by
The values X min , V min , X max , V max have to lie sufficiently far away from (X 0 , V 0 ) such that the truncation error is negligible. If α is strictly positive, the value V min can be set equal to zero. In order for (2.6) to be exact if t = T (τ = 0), it is assumed that there exist indices i 0 , j 0 such that (x i0 , v j0 ) = (X 0 , V 0 ) and the approximation p(x, v, 0;
Analogously as above, consider within the LV model a European-style option with payoff u LV,0 at maturity T and denote by u LV (x, t) the non-discounted fair value of the option under the LV model (1.2) 
for x ∈ R, 0 < t ≤ T and with initial condition u LV (x, 0) defined by the payoff u LV,0 of the option. The non-discounted fair value of the option at the spot (τ = 0) is then given by u LV (X 0 , T ). For non-path-dependent options this fair value can also be formulated as
for 0 ≤ t ≤ T , where p LV (x, τ ; X 0 ) denotes the density of the process X LV,τ in the LV model (1.2). It can be shown, see e.g. [4] , that this density function satisfies the forward Kolmogorov equation
for x ∈ R, τ > 0, and with initial condition p LV (x, 0; X 0 ) = δ(x − X 0 ). Hence, the expression (2.8) establishes a fundamental relationship between the forward and backward Kolmogorov equation which is similar to (2.2). By applying the same numerical integration technique as above, the fair value from (2.8) can be approximated by
Recall that the SLV model is calibrated perfectly to the LV model if the leverage function is defined by (1.4) . It was shown by Gyöngy [9] that under this assumption both processes X τ and X LV,τ have the same marginal densities, i.e. that
From now on, for the ease of presentation, the dependency of p and p LV on the spot values X 0 , V 0 is omitted.
Adjoint spatial discretization
In general the values p(x i , v j , τ ) and u(x i , v j , t) are not known exactly if τ > 0 and t > 0, respectively, and one relies on numerical methods to approximate them. Extensive literature is available on numerical techniques to solve backward Kolmogorov equations, see e.g. [28] . A common approach in financial mathematics in order to approximate the fair value of options is by numerically solving the pertinent PDE using the general method of lines (MOL), cf. [17] . In this approach, the PDE is first discretized in the spatial variables x and v, yielding a large system of stiff ordinary differential equations (ODEs). This, so-called, semidiscrete system is subsequently solved by applying a suitable implicit time stepping method. Spatial discretization by finite difference or finite volume methods of the backward Kolmogorov equation (2.1) on a Cartesian grid (2.5) yields approximations U i,j (t) of the exact non-discounted option value u(x i , v j , t). Denote by U (t) the m 1 × m 2 matrix with entries U i,j (t) and denote by P (τ ) a matrix with entries P i,j (τ ) that represent approximations to the exact density values p(x i , v j , τ ). In this section, for a general spatial discretization of the backward Kolmogorov equation, an adjoint spatial discretization of the corresponding forward equation is defined such that
is constant for 0 ≤ t ≤ T . This can be viewed as a discrete version of relationship (2.2). Let the vector
where vec[·] denotes the operator that turns any given matrix into a vector by putting its successive columns below each other. Spatial discretization of (2.1) leads to a large system of ODEs of the form
for 0 < t ≤ T , with given matrix A (B) (t) and with given vector U (0) that is defined by the payoff of the option. Let the vector
where the matrix P (0) is defined by the function p 0 from Section 2. Note that it has only one non-zero entry. Denote by M the diagonal matrix with diagonal entries
where i, j are the indices such that element U k (t), respectively P k (τ ), corresponds to U i,j (t), respectively P i,j (τ ). The semidiscrete analogue (3.1) of (2.6) can then be compactly written as
where T denotes taking the transpose. If k 0 is the index that corresponds to (i 0 , j 0 ), then for t = T the right-hand side of (3.3) is equal to U k0 (T ) = U i0,j0 (T ). Now, consider the fair value of any given non-path-dependent European option with maturity T . It is readily seen that semidiscretization of the forward equation 
for all 0 ≤ t, τ ≤ T . This requirement is satisfied whenever
holds for all 0 ≤ τ ≤ T . Accordingly, we define the adjoint spatial discretization of the forward Kolmogorov equation (2.4) as
5)
In this paper we always employ the adjoint spatial discretization (3.5) of the forward equation. Thus, given any semidisretization of the backward equation, the obtained approximated option value for non-path-dependent European options satisfy (3.4) .
Denote by P (τ ) the matrix corresponding to the vector P (τ ). The elements P i,j (τ ) can be viewed as approximations of
and hence, as an approximation of the probability that
].
Clearly,
The approximation (3.3) of the non-discounted fair value of a non-path-dependent European option at the spot can then also be represented as
Spatial discretization by finite differences
In this section, a spatial discretization of the backward equation (2.1) by finite differences will be performed on a non-uniform Cartesian grid (2.5). This semidiscretization then defines the adjoint spatial discretization of the forward equation (2.4).
Spatial discretization of the backward equation
To construct a spatial grid and a semidiscretization for (2.1), the spatial domain needs to be truncated to a bounded set [X min ,
The boundaries have to lie sufficiently far away from (X 0 , V 0 ) such that the truncation error incurred is negligible. If the parameter α is strictly positive, the process V τ is non-negative and V min is naturally set equal to zero. For non-path-dependent European options the following boundary conditions are imposed:
(4.1)
The above conditions at x = X min and x = X max correspond to linear boundary conditions in the s-variable, where s = S 0 exp(x), cf. Section 1. If α = 0, the process V τ can take negative values and it is additionally assumed that
Thus at v = V min a linear boundary condition is taken. The condition at v = V max corresponds with a linear boundary condition in the variable exp(v). For values of α that are strictly positive, the process V τ is non-negative. Moreover, V τ = 0 can be attained if 0 < α ≤ 1/2. In these cases the boundary v = 0 of the PDE requires special attention. It has recently been proved in [7] that setting v = 0 in the PDE (2.1) at this boundary then yields the correct condition here. At the boundary v = V max it is then additionally assumed that
For this truncated domain, non-uniform meshes are applied in both the x-and v-direction such that relatively many mesh points lie in the neighbourhood of x = X 0 and v = V 0 . The application of such non-uniform meshes improves the accuracy of the finite difference discretization compared to using uniform meshes. The type of non-uniform meshes that is employed is similar to the ones considered in e.g. [10, 12, 28] , which make use of a transformation with the sinh function of an underlying uniform mesh. Akin to [10] we opt to have here a fine, locally uniform mesh around the point (x, v) = (X 0 , V 0 ). Further, the choice m 1 = 2m 2 is considered. Denote by ∆ξ the mesh width of the underlying uniform mesh in the x-direction. Then the mesh under consideration in the x-direction is smooth in the sense that there exist real constants C 0 , C 1 , C 2 > 0 such that the mesh widths ∆x
uniformly in i and m 1 . Analogously, the mesh in the v-direction is smooth. As an illustration, the left plot in Figure 1 displays the spatial grid for the (small) sample values m 1 = 30, m 2 = 15, in the case α > 0, X min = − log(30), X max = log(30), V min = 0, V max = 15 and (X 0 , V 0 ) = (0, 0.2). The right plot in Figure 1 displays a part of the spatial grid to show the local uniformity of the grid around (X 0 , V 0 ). Semidiscretization on the spatial grid is performed by finite differences. Let f : R → R be any given function. To approximate the first derivative f (x i ) we consider two finite difference schemes:
with coefficients given by
To approximate the second derivative f (x i ), we apply the finite difference scheme
The finite difference schemes in the v-direction are defined completely analogously. For a function of two variables f : R 2 → R, the mixed derivative is approximated by application of (4.2a) successively in the two directions. The finite difference schemes above are all well-known. Formula (4.2a), respectively (4.2b), is called the second-order central, respectively second-order forward, formula for the first derivative. Finite difference scheme (4.3) is called the second-order central formula for the second derivative. Through Taylor expansion it can be verified that each of the finite difference approximations above has a second-order truncation error, provided that the function f is sufficiently often continuously differentiable and the mesh is smooth, cf. above.
The actual semidiscretization of the backward PDE (2.1) is defined as follows. At all spatial grid points that do not lie on the boundary of the truncated domain, each spatial derivative appearing in (2.1) is replaced by its corresponding second-order central finite difference scheme described above.
Concerning the boundaries in the x-direction, it is assumed that the pertinent conditions from (4.1) are valid for every x smaller than x 2 or larger than x m1−1 . Thus for these extreme values x we assume that u(·, v, t) is an exponential function. For instance, considering the upper boundary
for some constants C b,1 , C b,2 . Based on the function values u at x m1−1 and x m1 the constants C b,1 , C b,2 can be determined and this leads to the approximation for both the first and second derivatives in the x-direction at x m1 given by
The first and second derivatives in the x-direction at the lower boundary are approximated analogously.
If the parameter α is strictly positive, a linear boundary condition is applied at v = V max , i.e. the second derivative in the v-direction is equal to zero. The first derivative in the v-direction at this boundary is approximated by using the central scheme (4.2a) with the virtual point V max + ∆v m2 , where the value at this point is defined by extrapolation using the linear boundary condition. This discretization reduces to the first-order backward finite difference formula for the first derivative. Moreover, at the boundary V min = 0 all the second derivatives vanish and the first derivative ∂u/∂v is then approximated by using the forward scheme (4.2b). If α equals zero, a linear boundary condition is imposed at V min and discretization of the spatial derivatives in the v-direction is performed as above. The discretization of the boundary condition at V max is then performed analogously as the discretization of the boundary conditions in the x-direction.
Denote by D x , respectively D xx , the matrices corresponding with the first, respectively second, derivatives in the x-direction. Analogously, denote by D v , D vv the matrices corresponding with spatial derivatives in the v-direction. For example, given that α > 0, D v is the matrix with entries
where i ∈ {2, . . . , m 2 − 1}. Denote by L(τ ) the m 1 × m 1 diagonal matrix with entries σ SLV (x i , τ ), let Λ be the m 2 ×m 2 diagonal matrix with entries v j , and define for an arbitrary function f : R → R the matrix f (Λ) as the diagonal matrix with entries f (v j ). Further, denote by I x , respectively I v , the identity matrix of size m 1 × m 1 , respectively m 2 × m 2 . Then semidiscretization of (2.1) yields a system of differential equations given by
for 0 < t ≤ T . This can be written in the form (3.2),
for 0 < t ≤ T where, using a well-known property of the Kronecker product ⊗,
The initial vector U (0) is defined by the payoff of the option.
Spatial discretization of the forward equation
As indicated in Section 3, semidiscretization of the forward equation (2.4) is performed by the adjoint spatial discretization (3.5). Since the transpose of the Kronecker product of two matrices is equal to the Kronecker product of the transposed matrices, and recalling that t = T − τ , it follows that P (τ ) defined by (3.6) is given by the system of ODEs
for τ > 0, with
and given initial vector P (0). This in turn corresponds to the system of differential equations
for τ > 0. The expression (4.6) shall be employed to calibrate the SLV model to the LV model. The total integral of a density function is equal to one. For a natural adjoint spatial discretization (4.5) one would expect that the total numerical integral of P , corresponding with P , is close to one. Let e x and e v denote the vectors consisting of all ones with lengths m 1 and m 2 , respectively. By construction of the finite difference discretization and the chosen boundary conditions for the SLV model and it directly follows that e T x P (τ )e v = 0 for all τ > 0. Since further e T x P (0)e v = 1, this yields
for all τ ≥ 0. It can be concluded that the adjoint spatial discretization of the forward Kolmogorov equation keeps the total numerical integral of the density identically equal to one, which is a favourable property.
Matching the semidiscrete LV and SLV models
In this section the main result of the article is presented. It is shown that, under some assumptions, one can calibrate the semidiscrete SLV model exactly to the corresponding semidiscrete LV model. A priori the leverage function σ SLV , and hence the matrix function L, are unknown and one wishes to determine them in such a way that the LV model and the SLV model define identical values for European call and put options. In practice, however, even the LV function σ LV is not known analytically in general and one relies on numerical methods to approximate the option value defined by the LV model. Accordingly, it is unrealistic to require an algorithm to produce a leverage function σ SLV such that the SLV model yields the same exact European call and put values as the LV model. One rather wants to construct the leverage function in such a way that the two models yield identical approximate values for European call and put options whenever similar semidiscretizations of these models are used.
A common approach to approximate the fair value of a European-style option under the LV model is by discretizing the backward PDE (2.7) with finite differences. Since the region of interest in the x-direction in the LV model is the same as that in the SLV model, the same spatial mesh can be used in this spatial direction. Denote by U LV (t) the vector with approximations U LV,i (t) to u LV (x i , t) for 1 ≤ i ≤ m 1 such that the component U LV,i0 (T ) is the approximation of the nondiscounted fair value at the spot. Semidiscretization by finite differences then leads to a system of ODEs
for 0 < t ≤ T , with initial vector U LV (0) defined by the payoff u LV,0 . Since the spatial derivatives ∂/∂x and ∂ 2 /∂x 2 in (2.7) also occur in the backward equation (2.1), and since also the same boundary conditions from Section 4 can be applied for non-path-dependent European options, the same finite difference matrices D x and D xx can be used to perform semidiscretization, and hence A (B)
where L LV (τ ) is the m 1 × m 1 diagonal matrix with entries σ LV (x i , τ ). Denote by P LV (τ ) a vector with approximations P LV,i (τ ) of p LV (x i , τ ), where p LV is given by the forward equation (2.9), and define
Analogously to Section 3, we define an adjoint forward discretization by
for τ > 0, with A (F )
for all 0 ≤ t ≤ T . Especially, for non-path-dependent European options one can just solve the forward problem and approximate the non-discounted fair value at the spot by P LV (T ) T U LV (0). Now, consider a non-path-dependent option whose payoff is only dependent on the exchange rate S T . Then
It is readily verified that the semidiscretizations of the LV model and the SLV model define the same value at the spot, i.e. U LV,i0 (T ) = U i0,j0 (T ), if
This property is desirable for every possible maturity. Hence, one would like to have
which can be viewed as a semidiscrete analogue of (2.10). Since P (0)e v = P LV (0), the condition
for all τ > 0. From (4.6), (4.7) we directly obtain
If the (initially unspecified) diagonal matrix L(τ ) is now defined through
then
Hence, it follows that (5.4) holds whenever equation (5.2) has a unique solution.
Remark that in the definition (5.5) for the semidiscrete leverage function it is tacitly assumed that both vectors P (τ )ψ 2 (Λ)e v and P (τ )e v only contain strictly positive values. By performing a spatial discretization with finite differences it is possible that some of the values P i,j become negative. In our experiments, both vectors remained strictly positive, however, for natural values of m 1 , m 2 . Notice that the derivation above is not restricted to the choice of finite difference formulas. If the second-order central formulas from Subsection 4.1 are replaced by alternative finite difference formulas for which (4.7) holds, and if these formulas are also applied for a similar semidiscretization in the LV model, then the SLV model is calibrated exactly to the LV model by employing (5.5) .
We arrive at the following main result. 
where k 0 corresponds to the index (i 0 , j 0 ) such that (x i0 , v j0 ) = (X 0 , V 0 ). Hence, the two semidiscretizations define the same approximation for the fair value of non-path-dependent European options.
Next, assume semidiscretization of the backward and forward equations (2.7) and (2.9) under the LV model is performed in complete correspondence to that of (2.1) and (2.4), respectively, under the SLV model by using the same grid and finite difference formulas in the x-direction. If (4.7) holds and equation (5.2) has a unique solution and if the leverage function σ SLV is defined on the grid in the x-direction by
,
In particular, if the payoff depends only on the exchange rate S T , then the semidiscretizations of the LV model and the SLV model define the same approximation for the fair value of non-pathdependent European options:
The second part of Theorem 5.1 can be regarded as the semidiscrete analogue of (1.4). Indeed, if σ SLV is defined on the spatial grid in the x-direction by (5.6) , then by the definition of P it is directly seen that this is equivalent to applying (1.4), where the conditional expectation is approximated by
6 Time discretization
In this section we consider a suitable time stepping method for the numerical solution of semidiscrete systems of the type (4.4) and (4.5) assuming that the matrix-valued function L is known. In general, semidiscretization by means of finite difference or finite volume methods of initialboundary value problems for two-dimensional time-dependent convection-diffusion equations leads to large systems of stiff ODEs,
with given vector-valued function F : [0, T ] × R m → R m and given vector W 0 ∈ R m where m ≥ 1 is the number of spatial grid points. For the effective time discretization of these semidiscrete systems, operator splitting schemes of the Alternating Direction Implicit (ADI) type are widely used in practice. Several ADI schemes have been developed and analyzed in the literature for the situation where mixed spatial derivative terms are present in the convection-diffusion equation.
Mixed derivative terms are ubiquitous in the field of financial option valuation; they arise due to correlations between the underlying stochastic processes. Notably, this holds for the general SLV model (1.1) under consideration.
In this paper we employ the Modified Craig-Sneyd (MCS) scheme, which is a modern scheme of the ADI-type suitable to deal with mixed derivative terms. Let the vector-valued function F be decomposed as
where F 0 represents the mixed spatial derivative term and F 1 , respectively F 2 , represents all spatial derivative terms in the first, respectively second, spatial direction. Let θ > 0 be a given parameter, N ≥ 1 the number of time steps and t n = n∆t with ∆t = T /N . Then the MCS scheme defines approximations W n to W (t n ) successively for n = 1, 2, 3, . . . , N through
The MCS scheme (6.1) has been introduced by in 't Hout & Welfert [15] . It starts with an explicit Euler predictor stage, which is followed by two implicit but unidirectional corrector stages. Then a second explicit stage is performed, followed again by two implicit unidirectional corrector stages.
In the special case where θ = 1 2 one obtains the Craig-Sneyd (CS) scheme, proposed in [5] . Observe the favourable feature that the F 0 part, representing the mixed derivative term, is always treated in an explicit manner.
In the past years various positive stability results have been derived for the MCS scheme relevant to multidimensional convection-diffusion equations with mixed derivative terms, see e.g. [13, 14, 15, 20] . Subsequently, in 't Hout & Wyns [16] proved that, under natural stability and smoothness assumptions, the MCS scheme is second-order convergent with respect to the time step whenever it is applied to semidiscrete two-dimensional convection-diffusion equations with mixed derivative term. The temporal convergence bound from [16] has the key property that it holds uniformly in the spatial mesh width.
In the present application, both vectors U (0) and P (0) are stemming from initial functions that are nonsmooth. It is well-known in the literature that the convergence behaviour of time discretization methods can be seriously impaired for nonsmooth initial data, compare [21, 30] . To alleviate this, Rannacher time stepping will be applied, that is, the first few time steps of the MCS scheme are replaced by twice as many half time steps using the implicit Euler scheme [22] . We opt to replace here the first two MCS time steps by four half time steps of the implicit Euler scheme. Based on the recent results in [30] , the MCS scheme is then expected to maintain second-order convergence in time, uniformly in the number of spatial grid points.
As seen in Section 2, the fair values of non-path-dependent European options can be determined by solving either the backward equation (2.1) or the forward equation (2.4) . In Section 4 spatial discretization of these two PDEs led to the semidiscrete systems (4.4) and (4.5), respectively. Application of the MCS scheme to (4.4) yields approximations U n of U (t n ) and the non-discounted fair option value at the spot is then approximated by U k0,N = P T 0 U N . Alternatively, take ∆τ = ∆t = T /N and let temporal grid points τ n = n∆τ = T − t N −n . Application of the MCS scheme to (4.5) yields approximations P n of P (τ n ) and the non-discounted fair option value at the spot is then approximated by P T N U 0 . It is possible, see Itkin [18] , to construct a new ADI discretization for (4.5) such that there is an exact match between the fully discretized backward equation and the fully discretized forward equation, that is, P T 0 U N = P T N U 0 = P T N −n U n for all 0 ≤ n ≤ N . In this paper we prefer to employ the MCS scheme for the numerical solution of both ODE systems (4.4) and (4.5). A main reason is that ample positive results are already available in the literature on the stability and convergence of the MCS scheme. The alternative scheme from [18] ends with an explicit stage and numerical experiments indicate that computing (5.7) with the corresponding P n can lead to undesirable (erratic) behaviour of the numerical conditional expectation. In addition, practical experience shows that the temporal discretization error of the MCS scheme is often much smaller than the spatial discretization error.
Calibration of the SLV model to the LV model
In Section 5 we derived the expression (5.6) for the discrete leverage function σ SLV that exactly calibrates the semidiscrete SLV model to the semidiscrete LV model. This expression involves the matrix function P . Combining (5.6) with the semidiscrete forward equation (4.5) for P = vec[P ], one arrives at a large, non-linear system of ODEs. In the present section numerical time-stepping is applied together with an inner iteration so as to numerically solve this system of ODEs and acquire the discrete leverage function that satisfies (5.6) .
Suppose an approximation P n to P (τ n ) at time level τ n is known. Let P n denote the m 1 × m 2 matrix such that P n = vec[P n ].
Then the discrete leverage function is determined by
where the quantity
forms an approximation to the conditional expectation E[ψ 2 (V τn )|X τn = x i ], see (5.7) . In order to arrive at the actual calibration procedure, we need to consider three practical issues concerning formula (7.2).
• Due to the spatial and temporal discretizations, it may happen that either the numerator or denominator of (7.2) becomes negative. In this case we assume that the conditional expectation is locally constant in time and set E n,i = E n−1,i . In our experiments, however, both parts of the quotient remained strictly positive for common values of m 1 , m 2 , ∆τ .
• Since P n,i,j is an approximation of the probability of the event that
it can happen that the numerator and denominator of (7.2) become very small, which can lead to unrealistic values of the leverage function. To resolve this, a regularized approximation of the conditional expectation is used (cf. [8] ),
for given small value . In this paper = 10 −8 is taken. By using the regularized version (7.3), the approximated conditional expectation is shifted towards ψ 2 (η) where η is the mean-reversion level of the process V τ .
• At the spot τ = 0, the matrix P (0) has (i 0 , j 0 )-th entry equal to one and all its other entries are equal to zero. Consequently, if n = 0, then the expression (7.2) is only defined if i = i 0 . To render the calibration procedure feasible, we extend this definition to all indices i and thus put
Notice that this agrees with (7.3) for n = 0 whenever η = V 0 , which often holds in practice.
Let Q ≥ 1 be a given integer. For calibrating the SLV model to the LV model, we employ the following numerical procedure. It consists of numerical time stepping combined with an inner iteration, cf. [27] .
for n is 1 to N do let P n = P n−1 be an initial approximation to P (τ n );
for q is 1 to Q do (a) approximate the conditional expectations E[ψ 2 (V τn )|X τn = x i ] by (7.3);
(b) approximate σ SLV (·, τ n ) on the grid in the x-direction by formula (7.1);
(c) update P n by performing a numerical time step for (4.5) from τ n−1 to τ n ; end end Whenever a time step from τ n−1 to τ n with the MCS scheme is replaced by two half-time steps of the implicit Euler scheme, the inner iteration above is first performed for the substep from τ n−1 to τ n−1/2 = τ n−1 + ∆τ /2, yielding an approximation of P (τ n−1/2 ) and σ SLV (·, τ n−1/2 ). Next, the inner iteration is performed for the substep from τ n−1/2 to τ n , yielding an approximation of P (τ n ) and σ SLV (·, τ n ).
Upon completion of the time stepping and iteration procedure above, the original approximation for σ SLV (·, 0) is replaced on the grid in the x-direction by
j=1 P i,j,1 + for 1 ≤ i ≤ m 1 . This appears more realistic as the original approximation was actually only valid for the index i = i 0 .
Numerical experiments
In this section, numerical experiments are presented to illustrate the effectiveness of the calibration procedure. Here, we opt to consider the popular and challenging Heston-based SLV model, i.e. SLV model (1.1) with ψ(v) = √ v and α = 1/2, to describe the evolution of the EUR/USD exchange rate.
As stated in the introduction, for the calibration of the SLV model it is customary to start from the parameters κ, η, ξ SV , ρ of the underlying (Heston) SV model such that this model reflects the market dynamics of the exchange rate. Next a mixing parameter 0 ≤ µ ≤ 1 is used to define ξ = µξ SV and thus to tune between the underlying LV and SV models. In this article we consider the following four sets of parameters: The first and third parameter set are taken from [4] . They correspond to the EUR/USD exchange rate for the pertinent maturities (market data as of 16 September 2008) . The second and fourth parameter set are essentially the same and taken from [2] . The latter two sets are challenging for the calibration procedure as the Feller condition is strongly violated, i.e. 2κη σ 2 , so that the probability mass is stacked up near v = 0. For the spot value V 0 of the process V τ in the SLV model we assume that it is equal to the long-term mean η of this process.
The aim is to construct the leverage function in such a way that the discretized LV model and the discretized SLV model yield identical approximate values for any given vanilla option whenever similar discretizations are employed. In our experiments, the semidiscretization of the backward Kolmogorov equation (2.1) is performed as described in Subsection 4.1 and the semidiscretization of the forward equation (2.4) is defined by the pertinent adjoint spatial discretization. The backward and forward PDEs (2.7) and (2.9) are semidiscretized analogously and by using the same finite difference schemes as described in Section 5. For the first numerical experiment we consider
The main Theorem 5.1 yields that if the leverage function is defined on the grid in the x-direction by (5.6), then the approximations obtained from the four semidiscrete systems (4.4), (4.5), (5.1), (5.2) of the fair value of any given non-path-dependent European option are identical. The exact solution (5.6) is approximated by applying the calibration procedure described in Section 7. We choose to perform the temporal discretization in this procedure with values ∆τ = 1/200, θ = 1/3, Q = 2.
In Figure 3 the obtained discrete leverage function is shown for Case 4. If the SV model with parameters from Case 4 would fit the market prices for European call and put options exactly, then the leverage function would be identically equal to one and the SLV model reduces to the SV model. Clearly, Figure 3 indicates that the pure SV model with parameters from Case 4 doesn't match the market data very well. This outcome was to be expected, as the SV parameters from [2] do not correspond to a EUR/USD exchange rate. With the obtained discrete leverage function, the performance of the calibration procedure is first tested by comparing the fully discrete approximations of the fair value of European call options which are acquired by numerically solving the systems of ODEs (4.4), (4.5), (5.1), (5.2) . To this purpose we consider a range of strikes, given by
Temporal discretization of (5.1) and (5.2) is performed by the classical Crank-Nicolson scheme. The systems (4.4) and (4.5), which are stemming from a two-dimensional PDE, are discretized in time by the MCS scheme (6.1) with parameter θ given above. For both methods we consider ∆τ = 1/200 and Rannacher time stepping is applied to handle the nonsmoothness of the initial functions. In Table 1 the obtained fully discrete approximations (F V m ), m ∈ {LV B, LV F, SLV B, SLV F }, of the fair value (FV) are presented in Case 1. Here m = LV B, respectively m = LV F, SLV B, SLV F , corresponds with the approximated fair value obtained via (5.1), respectively (5.2), (4.4), (4.5).
In Table 1 one observes that the approximated option values are almost identical. To express in more detail the quality of the approximations, we present relative errors
Here the option values given by solving (5.1), indicated by F V LV B , are considered as the reference values. This is motivated by the fact that in practice one starts from the underlying LV model and within the LV model it is common to solve the backward equation (2.7). Table 1 reveals the favourable result that all relative errors are smaller than 0.1%. Numerical experiments for the other SV parameter sets, i.e. for Cases 2, 3, 4, yield the same observation. It can be concluded that the different approximations are almost identical in each of the four cases and the calibration procedure from Section 7 performs well.
When the strike increases relative to S 0 , the fair value of European call options tends to zero and it is difficult to adequately compare approximations. In financial practice, European call and put options are often quoted in terms of implied volatility. Let σ imp,m denote the implied volatility (in %) corresponding to F V m . In the following we test the performance of the calibration procedure by calculating the absolute implied volatility errors m = |σ imp,m − σ imp,LV B |.
In Table 2 these errors are presented for the four different SV parameter sets, taking the same values of m 1 , m 2 , ∆τ, θ, Q as above. Since semidiscretization of (2.9) is performed by the adjoint spatial discretization, the only source of error in LV F is the temporal discretization error. Table 2 shows that these errors are small. The somewhat larger values LV F for T = 6M compared to T = 2Y can be explained from the fact that the implied volatility is more sensitive to changes in the fair value when the maturity is low. Table 2 subsequently reveals that in all numerical experiments the (small) errors SLV B and SLV F are of the same order of magnitude as LV F . This indicates that the size of the error due to the calibration (with the iteration to handle the non-linearity) is not larger than the size of the temporal discretization error. As the calibration procedure includes numerical time stepping, this is the best result one can aim for. In order to verify the assertion above, we repeat the numerical experiments with a smaller step size. In Table 3 the absolute implied volatility errors are given for the same parameters as above but where the calibration and pricing is performed with ∆τ = 1/400. Tables 2 and 3 , it is clearly seen that the temporal error decreases if ∆τ decreases. Moreover, the absolute implied volatility errors SLV B , SLV F are again of the same size as LV F . It can be concluded that for realistic values of ∆τ the error introduced by the calibration procedure is of the same order of magnitude as the temporal discretization error.
Comparing LV F in
Observe that by decreasing the step size, the reference values σ imp,LV B have slightly changed. This is a consequence of the fact that more points from the LV surface are used and the fully discrete solution F V LV B converges to the semidiscrete solution U LV,i0 (T ). We note that the approximated option values F V LV B acquired with ∆τ = 1/400 are identical to those in Table 1 up to the number of digits presented in that table. This confirms again that the temporal discretization error is small.
As stated in Theorem 5.1, the condition (5.6) facilitates an exact match between the semidiscrete LV model and the semidiscrete SLV model whenever similar discretizations are used. This match is valid for any number of spatial grid points m 1 , m 2 . In order to test this property of the calibration procedure, we repeat the numerical experiments with the number of spatial grid points replaced by m 1 = 200, m 2 = 100, and with step size ∆τ = 1/200. The obtained implied volatilities σ LV B are presented in Table 4 as well as the absolute implied volatility errors LV F , SLV B , SLV F . One observes that the size of the LV F is similar in Tables 2 and 4 . Hence, the experiments indicate that the performance of the calibration procedure is independent of the number of spatial grid points. The difference between the approximations of the fair value by discretizing either (5.1), (5.2), (4.4) or (4.5) is always of the size of the temporal discretization error, which is small.
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Conclusion
In financial practice, SLV models are calibrated to market data for European call and put options by calibrating them to their underlying LV models. Since there is often no closed-form analytical formula available for the fair value of vanilla options under an LV model, the best one can aim for is that the approximations of the fair value given by the two models are identical whenever similar numerical valuation methods are used. Here, we choose to perform the numerical option valuation by semidiscretizing the respective backward Kolmogorov equations with finite differences. By making use of an adjoint semidiscretization of the corresponding forward Kolmogorov equations, we derived an expression for the leverage function such that the semidiscretized SLV model is calibrated exactly to the semidiscretized LV model. In order to employ this expression, one has to solve a large non-linear system of ODEs. For the actual numerical calibration, temporal discretization of this system by a suitable ADI method is combined with an inner iteration to deal with the non-linearity. Our numerical experiments reveal that the fully discrete approximations of the fair value of European call options under the LV and SLV models are always the same up to the size of the temporal discretization error. Since the spatial discretization error is typically much larger than the temporal discretization error, one can control the former one by defining an appropriate semidiscretization of the LV model and then calibrate the fully discrete SLV model de facto exactly to the fully discrete LV model.
