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potente,  que sale  muy bien parado (no pocas  veces  victorioso)  al  compararlo  con  las  versiones 
comerciales para sistemas de mayor envergadura y por tanto teóricamente superiores.
• Llamada al sistema: función que ofrece el sistema operativo a los programas, que junto con otras 
forman la API,  y que sirven de  interfaz para  la comunicación entre  los programas y el sistema 
operativo.
• PowerPC:   familia   de   microprocesadores   fruto   del   acuerdo   de   fabricación,   implementación   y 
comercialización   establecido   entre   IBM,  Apple   y  Motorola.  Los   tres   integrantes   del   consorcio 
pretenden estandarizar los ordenadores de todo tipo y tamaño ­desde portátiles a mainframes­ en 
base a este procesador.
• SimpleScalar:   simulador   desarrollado   conjuntamente  por   las  Universidades  de  Massachusetts   y 
Texas, que permite emular la ejecución de programas reales para las arquitecturas de computadores 
actuales sin necesidad de disponer de las mismas.
• SPEC  (Standard  Performance  Evaluation  Corporation):   es   un   consorcio   sin   fines  de   lucro  que 




• Unix:   es   una   familia   de   sistemas   operativos   tanto   para   ordenadores   personales   como   para 
mainframes. Soporta gran número de usuarios y posibilita la ejecución de distintas tareas de forma 
simultánea   (multiusuario   y  multitarea).   Su   facilidad   de   adaptación   a   distintas   plataformas   y   la 











Es una arquitectura  de  gran  relevancia  que,  en   la  actualidad,  podemos encontrar  en numerosos 





Por su uso en muchos de  los  ámbitos  antes descritos.  La extensión del   sistema Linux en estos 
ámbitos se debe a que es fácil de actualizar y automatizar, poniendo gran énfasis en el trabajo en red, la 
























Para   realizar  nuestro   trabajo disponíamos de un  servidor  Linux­Intel,   en el  que  se  ejecutaba el 
simulador, y de un servidor Linux­PowerPC (un MiniMac: Figura 1.2) en el que realizábamos el enlace 




















Los procesadores  modernos son  maravillas  de   la   ingeniería  increíblemente  complejas  que están 
siendo más y más difíciles de evaluar cada día. El paquete de herramientas SimpleScalar implementa una 
simulación   rápida,   flexible   y   precisa   de   los   procesadores   modernos.   La   herramienta   toma   binarios 
compilados para la arquitectura de SimpleScalar y simula su ejecución en varios simuladores dados. Usamos 
paquetes  de  binarios  precompilados  más  una  versión  modificada  de  GNU GCC que  permite   compilar 
nuestros propios test de prueba en código C.
Las ventajas  de  la  herramientas  SimpleScalar   [1]  son   la  alta   flexibilidad,  portabilidad  y que es 
fácilmente  ampliable.  La  herramienta  es   totalmente  portable,  haciendo uso  únicamente  de  herramientas 
GNU. Este paquete de herramientas ha sido probado ampliamente en numerosas plataformas. El paquete de 
herramientas es fácilmente ampliable. Esta creado para la fácil escritura de instrucciones sin tener que volver 







Incluye  mejor  documentación,   compatibilidad   con  más  plataformas,   interfaces  más   claros,   paquetes  de 
manejo estadístico, un depurador y una herramienta para trazar la ejecución en el simulador fuera de orden.






PISA.  Por   ejemplo,   la   arquitectura  Alpha   tiene   215   instrucciones   con   4   formatos   de   instrucción   y   la 
arquitectura  PISA tiene 135 instrucciones con 4 formatos de  instrucción.  Por otra parte,   la  arquitectura 
PowerPC   tiene   224   instrucciones   con   15   formatos   de   instrucción.  No   todas   estas   instrucciones   están 







































































machine.def.  Este archivo contiene el código para  la emulación de las instrucciones (en C) así  como el 
registro y dependencias funcionales de la instrucción. La corrección de las dependencias en una instrucción 













La  mayoría   de   las   instrucciones   de   cómputo   en   punto   flotante  modifican   un   gran   número   de 
flags/campos en el registro FPSCR. Las instrucciones de cómputo son aquellas que realizan suma, resta, 


































consecuencia   fallos  de  página  y  errores  de  cache   simulados.  Cada  escritura  de  palabra  no  alineada  en 
memoria tiene como resultado dos lecturas de memoria para leer las dos palabras alineadas en los límites 


























2. Generar   en  memoria   la   imagen   del   programa.  Asignar   referencias   en   el   segmento   de 
programa   a   posiciones   de  memoria.  Dichas   referencias   son   objetos   cuya   dirección   de 
memoria se determina en tiempo de ejecución por el cargador.
Las   llamadas   al   sistema   están   presentes   como   referencias   en   el   segmento   del   cargador.   Este, 
determina las direcciones de estas llamadas y escribe sus valores en memoria cuando el programa se carga. 














































• loader.[c,h]   :  carga   el   programa   objeto   en   la   memoria.   Define   el   tamaño   de   segmento   y   las 

















• resource.[c,h]   :  contiene   código  para  manejar   las   unidades   funcionales,   divididas   en   clases.  Las 







• syscall.[c,h]   :   contiene   el   código   que   funciona   como   interfaz   entre   las   llamadas   al   sistema   de 
SimpleScalar y las llamadas al sistema del host en el que se ejecute la herramienta.











Los programas se  comunican con el  Sistema Operativo por  medio de  llamadas al   sistema.  Una 
llamada al sistema es normalmente una demanda al sistema operativo (núcleo) para que haga una operación 










del  procesador.  El  procesador  debe  pasar  de  modo usuario   (acceso   restringido  a   los   recursos)   a  modo 
supervisor o privilegiado.
Las   llamadas   al   sistema   implican   un   cierto   coste.  Mientras   que   una   llamada   a   una   función   o 
procedimiento puede ser   llevada a  cabo con unas  pocas   instrucciones  máquina,  una  llamada al   sistema 
requiere salvar el estado completo de la máquina, permitir al Sistema Operativo tomar el control de la CPU 








• Depende   directamente   del   hardware   sobre   el   que   se   está   ejecutando   el   S.O.   (Registros   del 
procesador, cómo se cambia de modo y se salta del código de usuario al código del núcleo etc.)
Por otro lado nos encontramos con la interfaz ofrecida al programador o usuario (API)























































































$ objdump –D syscall
080481e0 <main>:
80481e0: 55 push %ebp
80481e1: 89 e5 mov %esp,%ebp
80481e3: 83 ec 08 sub $0x8,%esp
80481e6: 83 ec 0c sub $0xc,%esp
80481e9: 68 a8 e2 08 08 push $0x808e2a8
80481ee: e8 85 04 00 00 call 8048678 <_IO_printf>
80481f3: 83 c4 10 add $0x10,%esp
80481f6: 83 ec 0c sub $0xc,%esp
80481f9: 6a 00 push $0x0





8060e20: 53 push %ebx
8060e21: 8b 54 24 10 mov 0x10(%esp,1),%edx
8060e25: 8b 4c 24 0c mov 0xc(%esp,1),%ecx
8060e29: 8b 5c 24 08 mov 0x8(%esp,1),%ebx
8060e2d: b8 04 00 00 00 mov $0x4,%eax
8060e32: cd 80 int $0x80
8060e34: 5b pop %ebx
8060e35: 3d 01 f0 ff ff cmp $0xfffff001,%eax
8060e3a: 0f 83 e0 33 ff ff jae 8054220 <__syscall_error>
8060e40: c3 ret
8060e41: eb 0d jmp 8060e50 <__libc_lseek>
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3.5.­ Llamadas al sistema a nivel de núcleo

















7 * (C) 1992, 1993 Linus Torvalds, (C) 1997 Ingo Molnar
8 *
9 * moved some of the old arch/i386/kernel/irq.h to here. VY
10 *









20 * IDT vectors usable for external interrupt sources start
21 * at 0x20:
22 */
23 #define FIRST_EXTERNAL_VECTOR 0x20
24
25 #define SYSCALL_VECTOR 0x80
26
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4 * Copyright (C) 1991, 1992 Linus Torvalds
5 *
6 * Pentium III FXSR, SSE support




11 * 'Traps.c' handles hardware traps and faults after we have saved
some






























990 * default LDT is a single-entry callgate to lcall7 for iBCS














#define copy_16byte(dst,src) memcpy((dst), (src), 16)
83
84 static inline void _set_gate(void *adr, unsigned type, unsigned
long func, unsigned dpl, unsigned ist)
85 {
86 struct gate_struct s;
87 s.offset_low = PTR_LOW(func);
88 s.segment = __KERNEL_CS;
89 s.ist = ist;
90 s.p = 1;
91 s.dpl = dpl;
92 s.zero0 = 0;
93 s.zero1 = 0;
94 s.type = type;
95 s.offset_middle = PTR_MIDDLE(func);





110 static inline void set_system_gate(int nr, void *func)
111 {












8 * entry.S contains the system-call and fault low-level handling
routines.
9 * This also contains the timer-interrupt handler, as well as all
interrupts





89 pushl %es; \
90 pushl %ds; \
91 pushl %eax; \
92 pushl %ebp; \
93 pushl %edi; \
94 pushl %esi; \
95 pushl %edx; \
96 pushl %ecx; \
97 pushl %ebx; \
98 movl $(__KERNEL_DS),%edx; \
99 movl %edx,%ds; \
100 movl %edx,%es;
101
102 #define RESTORE_ALL \
103 popl %ebx; \
104 popl %ecx; \
105 popl %edx; \
106 popl %esi; \
107 popl %edi; \
108 popl %ebp; \
109 popl %eax; \
110 1: popl %ds; \
111 2: popl %es; \
112 addl $4,%esp; \
113 3: iret; \
. . .
202 ENTRY(system_call)
203 pushl %eax # save orig_eax
204 SAVE_ALL
205 GET_CURRENT(%ebx)





































































IBM y usado en las versiones de PowerPC/AIX, mientras que el formato  ELF  (Executable and Linkable  





Evidentemente   ambos   formatos   contienen   todos   los   datos   necesarios   para   cargar   debidamente 
programas   en  memoria   y   poder   ejecutarlos   correctamente.  Aunque   el   contenido   (instrucciones,   datos, 
punteros, etc) referente a los programas que ambos formatos almacenan sea prácticamente el mismo, la 
forma de almacenarlos y de acceder a ellos es significativamente diferente. Este hecho obligó a implementar 
desde   cero   el   cargador   de   archivos   de   nuestra   herramienta   SimpleScalar   (loader.c)   para   la   versión 
PowerPC/AIX.
Para la implementación de nuestro cargador de binarios ELF dispusimos no obstante de ayuda, la 
herramienta  SimpleScalar   contiene  entre   los  procesadores  que  es  capaz  de  emular  una  versión para   la 
arquitectura ARM para ejecutar binarios ELF. Además como el problema del cargador de archivos no estaba 




Nuestro problema se  redujó   entonces  a  llevar  acabo una adaptación de  la  versión dinámica del 























































































    int fd;          /* filedescriptor of elf file */
    Elf32_Ehdr head; /* elf header */
  int pt_len;      /* sections */
  Elf32_Phdr *pt;  /* section table */
} elf_t;


































El objetivo de  la estructura  executable  es desglosar  la  información contenida en nuestro fichero 
binario a partir de la estructura elf_t para facilitarnos en la medida de lo posible nuestro trabajo. Nos permite 
llevar acabo la identificación de aquellas secciones cuyo contenido son comunes (instrucciones, datos, datos 
















Mencionar  que  la  dirección virtual  de comienzo de nuestro programa,  la  cual  es  cargada como 
dirección inicial en el registro contador de programa, no tiene porque coincidir con la dirección virtual de 
comienzo   de   la   región   de   instrucciones.  Generalmente   los   programas   están   diseñados  modularmente, 
sirviéndose de funciones y procedimientos para su funcionamiento. El código máquina de estass funciones se 
encuentra ubicado antes que las instrucciones asociadas a la función principal main () del programa.
Otro  problema  que   surgió   durante   el   desarrollo   es   la   diferencia   existente   entre   la   arquitectura 
PowerPC/AIX y la arquitectura Intel (plataformas Unix sobre las que trabajamos) a la hora de almacenar 
información en memoria. Mientras PowerPC utiliza un formato  big­endian,  Intel utiliza  little­endian.  La 
diferencia radica en que con big­endian el byte de mayor peso se almacena en la dirección de memoria más 
























































serie   de   operaciones   previas   que   denominamos   operaciones   de   preparación.   En   nuestro   caso,   estas 







{        
dosyscall(&regs, mem, mem_access);                          
}
DEFINST(SC, 0x11, "sc", "",
FUClass_NA,  F_TRAP,
      DNA, DNA, DNA, DNA, DNA, 
DNA, DNA,DNA, DNA, DNA)
La   instrucción   asociada   a   las   llamadas   al   sistema   se   denota   por   SC   (syscall)   y   su   código   de 
opercación asociado es 0x11 (notación hexadecimal). La emulación de dicha instrucción se realiza llamando 








nuestro   sistema   opetativo  Linux   que   la   de   nuestra   herramienta   simuladora   SimpleScalar.   Este   hecho, 
conlleva   que   en  muchas   ocasiones   deberemos   de   hacer   uso   de   las  macros   y   funciones   definidas   en 
SimpleScalar para modificar los registros o memoria, o bien implementar nuestras propias funciones.
Una vez se llama a la función  dosyscall( ), esta examina el contenido del registro regs_R[0] y en 















2. Modificaciones   en   los   sistemas   de   emulación:   muchas   llamadas   requieren   llevar   acabo 
modificaciones   en   los   sistemas   de   simulación   de   nuestra   herramienta   SimpleScalar   (registros, 
memoria, ficheros, señales, etc).
3. Llamada   al   sistema  Linux:   emulación   de   la   llamada   al   sistema   sirviéndonos   del   repertorio   de 
llamadas de Linux. Estas llamadas pueden consultadas en el  manual 2 de Linux  para conocer su 
funcionamiento (parámetros de entrada, valor devuelto, etc).









fácilmente   utilizables   en   nuestra   versión   sin   más   que  modificarlas   ligeramente   o   bien   incluyéndolas 
directamente   en   nuestra   implementación.   Todos   estos   tipos,   estructuras   y   macros   han   sido   incluidos 
directamente por comodidad en  syscall.h.  En el caso de  las funciones asociadas a operaciones han sido 
incluidas en syscall.c y memory.c (las asociadas con operaciones en memoria).







• syscall_nombre(   ):   captura  del   estado   arquitectónico.  Llamada   a   la   función  universal_   syscall_  
name( ) mediante el uso de la macro DOSYSCALL  (syscall.h) que se encarga de registrar posibles 
errores e informar de ellos al usuario.
• universal_syscall(   ):   realiza   las  modificaciones  necesarias  en   los  diferentes   sistemas  de  nuestro 
simular. Llamada a host_syscall( ). Llamada a sys_return( )  (syscall.c): se encarga de modificar el 


























kernel   del   sistema.   Hace   uso   de   la   estructura   universal  UniversalUnam.   Llama   a 
universal_syscall_uname( )  que a su vez llama  a host_uname( )  la cual hace uso de la llamada al 








• Syscall   getgidx  (16):   obtiene   el   identificador   de   grupo   del   proceso.   Llama   a  universal  
_syscall_getgidx( ) la cual llama a host_getgidx( ) que hace uso de la llamada al sistema de Linux 
getgid. Su única función es la de mostrar por pantalla dicho identificador a modo informativo.
• Syscall   getuidx  (17):   obtiene   el   identificador   real   de   usuario   del   proceso.   Llama   a  universal  
_syscall_getuidx( ) la cual llama a  host_getuid( ) que hace uso de la llamada al sistema de Linux 
getuid. Su única función es la de mostrar por pantalla dicho identificador a modo informativo.
• Syscall   geteuid  (49):   obtiene   el   identificador   efectivo   de   usuario   del   proceso.   Llama   a 
universal_syscall_geteuid( ) la cual llama a host_geteuid( ) que hace uso de la llamada al sistema de 
Linux  geteuid.   Su   única   función   es   la   de   mostrar   por   pantalla   dicho   identificador   a   modo 
informativo.
• Syscall   getuid  (24):   obtiene   el   identificador   real   de   usuario   del   proceso.   Llama   a  universal  
_syscall_getuid( ) la cual llama a  host_getuid( ) que hace uso de la llamada al sistema de Linux 
getuid. Su única función es la de mostrar por pantalla dicho identificador a modo informativo.





• Syscall   getgid  (47):   obtiene   el   identificadorde   grupo   del   proceso.   Llama   a  universal  
_syscall_getgid( ) la cual llama a  host_getgid( ) que hace uso de la llamada al sistema de Linux 
getgid. Su única función es la de mostrar por pantalla dicho identificador a modo informativo.















Llama a la función  universal_syscall_open( )  que se sirve de las funciones  ofd_map_name( )  y  






Llama   a   la   función  universal_syscall_close(   )   que   se   sirve   de   las   funciones  ofd_close(   )   y  







Llama a la función  universal_syscall_creat( )  que se sirve de las funciones  ofd_map_name( )  y  
ofd_open( ) de nuestro sistema de ficheros simulado. La función ofd_map_name( ) asigna un prefijo 








Llama a   la  función  host_readlink(   )  que copia  el  contenido del  fichero enlazado en un buffer.  
Finalmente se copia el buffer en memoria para crear la imagen del enlace.
• Syscall unlink (10): elimina un enlace simbólico.
- Regs_R[3]:  dirección virtual  de  memoria  donde   se   encuentra   el  nombre  del   enlace 
simbólico.
Llama a la función  universal_syscall_unlink( ) que se sirve de la función  ofd_map_name( ) para  
obtener el prefijo asignado al fichero y llamar a host_unlik( ). Esta función hace uso de  la llamada al 












- Regs_R[4]:   dirección  de  memoria  virtual   donde   se   encuentra   el   nuevo  nombre  del 
fichero.








   time_t  tv_sec;        /* seconds */
               suseconds_t  tv_usec;  /* microseconds */
};
struct timezone {
                 int  tz_minuteswest;  /* minutes W of Greenwich */
int  tz_dsttime;      /* type of dst correction */
   };
Llama a la función universal_gettimerofday( ) y haciendo uso de las estructuras UniversalTimeval y 
UniversalTimezone llama a la función host_gettimerofday( ). Esta función hace uso de la llamada al 









    sword_t  tv_sec;  /* 32bit time_t value */
    sword_t  tv_nsec;
};
struct itimerstruc_t {
        struct  sc_timeval  it_interval;  /* timer interval */
        struct  sc_timeval  it_value;     /* current value */
};
struct itimerstruc_t timerinfo;
En   el   momento   de   producirse   la   llamada   al   sistema  incinterval  en   el   registro  
regs_R[MD_REG_A1] se encuentran todos los datos que necesitamos.
it_value.tv_sec = regs_R[MD_REG_A1]
it_value.tv_nsec = regs_R[MD_REG_A1] + 4
it_interval.tv_sec = regs_R[MD_REG_A1] + 8
it_interval.tv_nsec = regs_R[MD_REG_A1] + 12
La   función  syscall_incinterval(   )   llama   a   la   función  universal_syscall_incinterval(   )   cuyo  
función es   imprimir  por  pantalla  dichos  valores  a  modo de   información en  el  caso  de  que   la  
constante DEBUG_PRINT_SYSCALLS este definida.
• Syscall   setitimer  (104):   permite   la  medición  de  un   intervalo  de   tiempo.  Su   funcionamiento   es 











- Regs_R[5]:  dirección virtual  de  memoria  en  donde   se  encuentra  ubicada   la  antigua 
señal.
Se   hace   uso   de   la   estructura  UniversalSigaction  para   la   lectura   de  memoria   de   la   nueva   y  










































































Llamada   a  universal_syscall_mmap(   ).   Esta   función   se   sirve   de   la   funcióm  mem_mmap(   )  
(memory.c)   que   se   encarga   de   reservar   e   inicializar   las   páginas   de   memoria   necesarias.  
Posteriormente se llama a host_lseek( ), para posicionar debidamente el puntero de lectura en nuestro 













char  *iov_base;  /* Base address. */





Lectura de memoria de la estructura  iovec.  Si el  tamaño de lo que deseamos escribir supera el  


































- Regs_R[4]:   dirección   virtual   de  memoria   en   la   que   se   copiarán   los   resultados   del 
análisis.
Llama   a   la   función  universal_syscall_stat64(   )   que   se   sirve   de   la   estructura  UniversalStat64  
















Llama   a   la   función  universal_syscall_fstat64(   )   que   se   sirve   de   la   estructura  UniversalStat64 











- Regs_R[3]:  dirección virtual  de memoria en donde se  copia el  directorio  de  trabajo 
actual.
- Regs_R[4]: tamaño del buffer de escritura.
Llama a  universal_syscall_getcwd( ) la cual llama a  host_getcwd( ). Esta función hace uso de la  




























int active;         /* bit de activo */
  char filename[256]; /* Nombre del fichero */
  int true_handle;    /* Descriptor de fichero asociado */
  int flags;          /* flags del fichero */
mode_t mode;        /* Modo en el que se ha abierto el fichero */
  double checksum;    /* Información de corrección checksum */


































e   incorporada   a   nuestra   herramienta   SimpleScalar   para   la   correcta   implementación   de   todas   aquellas 
llamadas al sistema que tenían relación con el sistema de señales.























  UniversalSiginfo  *signal;
  md_addr_t  saved_pointer;     /* SP of previous frame */
  md_addr_t  saved_frame_top;   /* SP of this frame */
  struct regs_queue  *old_regs; /* old registers' queue */


























$ tar -zxvf ss3-ppc.tgz
• Acceder al directorio del proyecto y compilar el simulador sim­safe para la arquitectura PowerPC:
$ make clean config-ppc sim-safe
La opción clean para la compilación solamente es necesaria cuando queramos borrar cualquier rastro 










































$ gcc-3.4 -static -O2 nombredeltest.c -o test-nombredeltest
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La depuración  de  un  programa de  este   tipo  puede   llegar   a   ser   algo  complicada,   sobre 
teniendo   en   cuenta   que   la   versión  de  SimpleScalar  PowerPC  de   la   que  hemos  partido  puede 
contener errores, ya que se trata de un software que está en continua actualización y mejora.
Para  la  depuración de muchos de  los programas nos  hemos basado en  la  ejecución del 
































































$ tar -zxvf SPEC2000.tgz
$ cd SPEC2000
$ ./install





























Antes   de   compilar   ningún   programa   es   necesario   modificar   el   fichero   de   configuración   de 
compilación   de   nuestra   arquitectura   para   adaptarlo   a   las   necesidades   de   nuestro   simulador.   Para   ello 
accedemos al directorio SPEC2000/config y editamos el fichero ppc32_linux.cfg. Definimos las variables de 
entorno  CC  (compilador de C),   CXX  (compilador de C++) y  FC  (compilador de Fortran) del siguiente 
modo:
CC = gcc-3.4 -static
CXX = g++ -static
FC = g77 -static
64
Sistemas Informáticos                           Emulador de llamadas al sistema de Linux bajo arquitectura PowerPC





$ runspec --config=ppc32_linux --action=build gzip











• speccmds.cmd:   ejecutando  more speccmds.cmd  se   nos  proporcionar   la   información  necesaria 
sobre como hay que ejecutar el programa (ficheros de entrada, opciones del programa, salida, etc).
Recordar que todos los ficheros de entrada necesarios para ejecutar el programa se encuentran en el 




ppc/qstat/gzip  se encuentra   la  SPEC  gzip.  El  procedimiento de compilación y prueba que acabamos de 
explicar es análogo para cualquier programa que compone las SPEC 2000.
Los programas que componen las SPEC 2000 son programas complejos cuya ejecución puede durar 










que  hay  que hacer  es  crear  un  fichero  de  texto cuyo único  contenido debe de  ser   la   línea  con  la  que 
ejecutamos nuestro programa en un terminal de Linux, teniendo siempre cuidado de pasar la ruta completa 
de todos los fichero tomando como punto de partida nuestro $HOME. 
Todos   los  scripts  de   los   programas  SPEC  2000  se   encuentran   ubicados   por   comodidad   en   el 
directorio raiz del proyecto con el nombre nombredelprograma.sh. Mientras que la salida producida por la 



































































































como   objetivo   disponer   de   un   emulador   capaz   de   ejecutar   programas   compilados   en  máquinas   con 
arquitectura  PowerPC  sin  disponer  necesariamente  de  una  máquina   con  dicha   arquitectura.  Las  únicas 
condiciones que se requerirán a partir de ahora serán las de disponer de una máquina con sistema operativo 
Linux  y  nuestro   simulador,   con   esto,   e   independientemente  de   las   características   arquitectónicas  de   la 
máquina, seremos capaces de ejecutar programas PowerPC­Linux.
Este   tipo  de   simuladores  no  solamente  es  capaz de  verificar   el   correcto   funcionamiento  de   los 
programas para un amplio número de arquitecturas, sino que además es capaz de medir el rendimiento de los 
mismos sobre dichas arquitecturas, proporcionándonos una idea muy cercana sobre el comportamiento de los 
mismo   en   situaciones   reales   y   trabajando   sobre   las   arquitecturas   para   las   que   fueron   diseñados   e 
implementados.
SimpleScalar  es  el   simulador  arquitectónico  más  ampliamente  extendido,   tanto  en   investigación 
como en docencia. Su portabilidad y potencia le sirven como punto de partida para el análisis te nuevas 
arquitecturas, así como para modificaciones de las ya existentes.
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