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Abstract— In this paper, we examine discrete memoryless Multiple 
Access Channels (MACs) with two-sided feedback in the presence 
of two correlated channel states that are correlated in the sense of 
Slepian-Wolf (SW). We find achievable rate region for this channel 
when the states are provided non-causally to the transmitters and 
show that our achievable rate region subsumes Cover-Leung’s 
achievable rate for the discrete memoryless MAC with two-sided 
feedback as its special case. We also find the capacity region of 
discrete memoryless MAC with two-sided feedback and with SW-
type correlated states available causally or strictly causally to the 
transmitters. We also study discrete memoryless MAC with partial 
feedback in the presence of two SW-type correlated channel states 
that are provided non-causally, causally, or strictly causally to the 
transmitters. An achievable rate region is found when channel 
states are non-causally provided to the transmitters whereas 
capacity regions are characterized when channel states are 
causally, or strictly causally available at the transmitters. 
Keywords-Block Markov Encoding; Causal Side Information; 
Correlated Side Information; Multiple Access Channel with 
Feedback; Strictly Causal Side Information 
I.  INTRODUCTION 
MAC is one of the most scrutinized multi-user channels and 
consists of two transmitters and a receiver. The two transmitters 
try to reliably send their own private messages to the receiver. 
MAC was first studied in [1] and [2] where the capacity region 
of the MAC with independent sources was found. Slepian and 
Wolf [3] found the capacity region of the discrete memoryless 
two-user MAC with correlated sources. Cover, El Gamal, and 
Salehi [4] discussed MAC with arbitrarily correlated sources and 
provided an achievable rate region which contained those of [1], 
[2], and [3] as its special cases. Gaarder and Wolf [5] have 
shown through the use of a binary example that the capacity 
region of MAC can be increased using noiseless feedback from 
the receiver to both the transmitters. Cover and Leung [6] later 
found an achievable rate region for the MAC with feedback 
using the notion of lexicographical indexing and list decoding. 
Willems [7] later proved the optimality of [6] in a special case 
where at least one of the inputs is a function of the output and 
the other input. Willems and Van Der Meulen [8] proved that 
the achievable rate region provided in [6] is also achievable for 
the MAC with partial feedback. Channels with SI were first 
studied by Shannon [9] where he found the capacity of the 
single-user channel with SI causally available at the transmitter. 
The capacity of the single-user channel with SI available non-
causally at the transmitter was determined by Gelf’and and 
Pinsker [10]. Multiple access channels with SI have been studied 
in [11]-[17]. 
In this paper,  
1. We first study discrete memoryless MAC with two-sided 
noiseless feedback with two correlated channel states in 
the sense of Slepian-Wolf. We provide an achievable rate 
region for this channel when channel states are provided 
non-causally to the transmitters and we show that our 
achievable rate region for this channel subsumes Cover-
Leung’s achievable rate. We also characterize the 
capacity region of this channel in two cases, i.e. when the 
channel states are provided causally and when the 
channel states are provide strictly causally to the 
transmitters. 
2. We then scrutinize the discrete memoryless MAC with 
one-sided (partial) feedback with two channel states that 
are correlated in the sense of Slepian-Wolf. We derive an 
achievable rate region for this channel when channel 
states are provided non-causally at the transmitters. We 
also provide the capacity region of this channel when 
states are provided causally or strictly causally to the 
senders. 
By SW-type correlated SI available at the transmitters of a 
discrete memoryless MAC we mean that if, for instance, the two 
correlated states available at senders 1 and 2 
are ?̃?𝑆1 and ?̃?𝑆2, respectively, we can model these states with three 
pair-wise independent states  𝑆𝑆0, 𝑆𝑆1, and  𝑆𝑆2 where ?̃?𝑆1 =(𝑆𝑆0, 𝑆𝑆1), and ?̃?𝑆1 = (𝑆𝑆0, 𝑆𝑆1), and  𝑆𝑆0 is available to both the 
transmitters and 𝑆𝑆𝑘𝑘  is only available at transmitter 𝑘𝑘, 𝑘𝑘 = 1,2. 
The rest of the paper is organized as follows. In section II, 
definitions are given. In section III, the main results of the paper 
are provided while section IV is devoted to the conclusion. 
 
II. DEFINITIONS 
A discrete Memoryless MAC with feedback with correlated 
SI non-causally available at the transmitter is depicted in Fig.1. 
Definition 1: The discrete memoryless MAC with SW-type 
correlated SI non-causally available at the transmitters and with 
feedback denoted by 
�𝒳𝒳1,𝒳𝒳2,𝒴𝒴,𝒮𝒮0,𝒮𝒮1,𝒮𝒮2, 𝑝𝑝(𝑦𝑦|𝑥𝑥1, 𝑥𝑥2, 𝑠𝑠0, 𝑠𝑠1, 𝑠𝑠2)� consists of three 
finite sets  𝒳𝒳1,𝒳𝒳2, and  𝒴𝒴 and a collection of probability mass 
functions  𝑝𝑝(𝑦𝑦|𝑥𝑥1, 𝑥𝑥2, 𝑠𝑠0, 𝑠𝑠1, 𝑠𝑠2) on  𝒴𝒴, one for each (𝑥𝑥1, 𝑥𝑥2, 𝑠𝑠0, 𝑠𝑠1, 𝑠𝑠2) ∈ 𝒳𝒳1 × 𝒳𝒳2 × 𝒮𝒮0 × 𝒮𝒮1 × 𝒮𝒮2. The channel is 
memoryless, therefore: 
𝑝𝑝(𝑦𝑦𝑛𝑛 |𝑥𝑥1𝑛𝑛 , 𝑥𝑥2𝑛𝑛 , 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛 , 𝑠𝑠2𝑛𝑛) = �𝑝𝑝(𝑦𝑦𝑖𝑖 |𝑥𝑥1𝑖𝑖 , 𝑥𝑥2𝑖𝑖 , 𝑠𝑠0𝑖𝑖 , 𝑠𝑠1𝑖𝑖 , 𝑠𝑠2𝑖𝑖)𝑛𝑛
𝑖𝑖=1  
A �(2𝑛𝑛𝑅𝑅1 , 2𝑛𝑛𝑅𝑅2 ),𝑛𝑛� code for the discrete memoryless MAC 
with SI non-causally available at the transmitters and with 
feedback consists of two collections of 𝑛𝑛 encoder mappings 
𝑥𝑥1𝑖𝑖 :   {1,2, … ,𝑀𝑀1} × 𝒴𝒴𝑖𝑖−1 × 𝒮𝒮0𝑛𝑛 × 𝒮𝒮1𝑛𝑛 → 𝒳𝒳1  , 𝑖𝑖 = 1,2, … ,𝑛𝑛 
𝑥𝑥2𝑖𝑖 :   {1,2, … ,𝑀𝑀2} × 𝒴𝒴𝑖𝑖−1 × 𝒮𝒮0𝑛𝑛 × 𝒮𝒮2𝑛𝑛 → 𝒳𝒳2  , 𝑖𝑖 = 1,2, … ,𝑛𝑛 
and a decoding function 
𝑔𝑔 ∶  𝒴𝒴𝑛𝑛 → {1,2, … ,𝑀𝑀1} × {1,2, … ,𝑀𝑀2} 
Therefore each sender makes use of the message 𝑚𝑚𝑘𝑘 , the past 
symbols of the output  𝑦𝑦1,𝑦𝑦2, … ,𝑦𝑦𝑖𝑖−1, and the whole sequence 
of 𝑠𝑠0𝑛𝑛 , and 𝑠𝑠𝑘𝑘𝑛𝑛  to produce 𝑥𝑥𝑘𝑘 ,𝑖𝑖  , i.e. the ith component of 𝑥𝑥𝑘𝑘𝑛𝑛 , 𝑘𝑘 =1,2. 
Assuming that each message is distributed uniformly and 
independently on its respective set, we have 
𝑃𝑃𝑒𝑒
(𝑛𝑛) = Pr{𝑔𝑔(𝑌𝑌𝑛𝑛) ≠ (𝑀𝑀1,𝑀𝑀2)} = 1
𝑀𝑀1𝑀𝑀2 � 𝑝𝑝(
𝑚𝑚1,𝑚𝑚2 𝑔𝑔(𝑦𝑦𝑛𝑛) ≠ (𝑚𝑚1,𝑚𝑚2)|𝑚𝑚1,𝑚𝑚2 𝑠𝑠𝑒𝑒𝑛𝑛𝑠𝑠) 
A rate pair (𝑅𝑅1,𝑅𝑅2) is achievable for the channel in Fig. 1 if 
there exists a  �(2𝑛𝑛𝑅𝑅1 , 2𝑛𝑛𝑅𝑅2 ),𝑛𝑛� code with  𝑃𝑃𝑒𝑒(𝑛𝑛) → 0 as  𝑛𝑛 → 0.  
The capacity region is the closure of the convex hull of the set of 
all achievable rates. 
 
Figure 1. Multiple Access Channel with Correlated Side Information non-
causally available at the transmitters and with feedback. 
 
Definition 2: The discrete memoryless MAC with correlated 
SI causally available at the transmitters and with feedback, 
depicted in Fig. 2, has the same channel and achievable rate 
definitions as that of Fig. 1 except a slight difference in the code 
used. In this case, there are two collections of  𝑛𝑛 encoder 
mappings 
𝑥𝑥1𝑖𝑖 :   {1,2, … ,𝑀𝑀1} × 𝒴𝒴𝑖𝑖−1 × 𝒮𝒮0𝑖𝑖 × 𝒮𝒮1𝑖𝑖 → 𝒳𝒳1  , 𝑖𝑖 = 1,2, … ,𝑛𝑛 
𝑥𝑥2𝑖𝑖 :   {1,2, … ,𝑀𝑀2} × 𝒴𝒴𝑖𝑖−1 × 𝒮𝒮0𝑖𝑖 × 𝒮𝒮2𝑖𝑖 → 𝒳𝒳2  , 𝑖𝑖 = 1,2, … ,𝑛𝑛 
Definition 3: A discrete memoryless MAC with feedback and 
with correlated SI strictly causally available at the transmitters, 
depicted in Fig. 3, is defined just as its counterpart with causal SI 
except that the code definition is slightly different, i.e. there 
exists an integer 0 < 𝑟𝑟 ≤ 𝑖𝑖 such that 
𝑥𝑥1𝑖𝑖 :   {1,2, … ,𝑀𝑀1} × 𝒴𝒴𝑖𝑖−1 × 𝒮𝒮0𝑖𝑖−𝑟𝑟 × 𝒮𝒮1𝑖𝑖−𝑟𝑟 → 𝒳𝒳1  , 𝑖𝑖 = 1,2, … ,𝑛𝑛 
𝑥𝑥2𝑖𝑖 :   {1,2, … ,𝑀𝑀2} × 𝒴𝒴𝑖𝑖−1 × 𝒮𝒮0𝑖𝑖−𝑟𝑟 × 𝒮𝒮2𝑖𝑖−𝑟𝑟 → 𝒳𝒳2  , 𝑖𝑖 = 1,2, … ,𝑛𝑛 
Definition 4: The discrete memoryless MAC with partial 
feedback and with correlated SI non-causally available at the 
transmitters is depicted in Fig. 4. The channel, the achievable rate 
region definitions, and part of the code remain the same as those 
of definition 1. The encoder mappings for the second transmitter, 
though, alter so that it reflects the difference between partial and 
full feedback, i.e. we have two sets of encoding functions as 
follows 
𝑥𝑥1𝑖𝑖 :   {1,2, … ,𝑀𝑀1} × 𝒴𝒴𝑖𝑖−1 × 𝒮𝒮0𝑛𝑛 × 𝒮𝒮1𝑛𝑛 → 𝒳𝒳1  , 𝑖𝑖 = 1,2, … ,𝑛𝑛 
𝑥𝑥2𝑖𝑖 :   {1,2, … ,𝑀𝑀2} × 𝒮𝒮0𝑛𝑛 × 𝒮𝒮2𝑛𝑛 → 𝒳𝒳2  , 𝑖𝑖 = 1,2, … ,𝑛𝑛 
Notice that the discrete memoryless MAC with partial 
feedback and with correlated SI causally or strictly causally 
available at the transmitters is defined with the negligible 
variations in the definition of the code. 
III. MAIN RESULTS 
Define 𝒫𝒫1∗ as the set of all distributions on the collection of all 
random variables (𝑆𝑆0, 𝑆𝑆1, 𝑆𝑆2,𝑈𝑈,𝑉𝑉1,𝑉𝑉2,𝑋𝑋1,𝑋𝑋2,𝑌𝑌) with finite 
alphabets such that 
𝑝𝑝(𝑠𝑠0, 𝑠𝑠1, 𝑠𝑠2,𝑢𝑢, 𝑣𝑣1, 𝑣𝑣2, 𝑥𝑥1, 𝑥𝑥2,𝑦𝑦) = 
𝑝𝑝(𝑠𝑠0)𝑝𝑝(𝑠𝑠1)𝑝𝑝(𝑠𝑠2)𝑝𝑝(𝑢𝑢)𝑝𝑝(𝑣𝑣1|𝑢𝑢, 𝑠𝑠0, 𝑠𝑠1)𝑝𝑝(𝑣𝑣2|𝑢𝑢, 𝑠𝑠0, 𝑠𝑠2) × 
𝑝𝑝(𝑥𝑥1|𝑢𝑢, 𝑣𝑣1, 𝑠𝑠0, 𝑠𝑠1)𝑝𝑝(𝑥𝑥2|𝑢𝑢, 𝑣𝑣2, 𝑠𝑠0, 𝑠𝑠2)𝑝𝑝(𝑦𝑦|𝑥𝑥1, 𝑥𝑥2, 𝑠𝑠0, 𝑠𝑠1, 𝑠𝑠2)         (1) 
where 
𝑝𝑝(𝑥𝑥𝑘𝑘 |𝑢𝑢, 𝑣𝑣𝑘𝑘 , 𝑠𝑠0, 𝑠𝑠𝑘𝑘) ∈ {0,1} , 𝑘𝑘 = 1,2 
Define  ℛ𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝) as the set of all rate 
pairs(𝑅𝑅1,𝑅𝑅2)satisfying 
 
 
Figure 2. Multiple Access Channel with Correlated Side Information Causally 
available at the transmitters and with feedback. 
 
 
Figure 3. Multiple Access Channel with Correlated Side Information strictly 
causally available at the transmitters and with feedback. 
 
 
Figure 4. Multiple Access Channel with partial feedback and with Correlated 
Side Information. 
          𝑅𝑅1  ≤  min{𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2}, 𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2𝑆𝑆0𝑆𝑆2)}                       −𝑁𝑁(𝑉𝑉1; 𝑆𝑆0𝑆𝑆1|𝑈𝑈)           𝑅𝑅2  ≤  min{𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1}, 𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1𝑆𝑆0𝑆𝑆1)}                        −𝑁𝑁(𝑉𝑉2; 𝑆𝑆0𝑆𝑆2|𝑈𝑈) 
𝑅𝑅1 + 𝑅𝑅2  ≤  𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌) − 𝑁𝑁(𝑉𝑉1;𝑆𝑆0𝑆𝑆1|𝑈𝑈) − 𝑁𝑁(𝑉𝑉2; 𝑆𝑆0𝑆𝑆2|𝑈𝑈) 
 
 (2) 
for some 𝑝𝑝 ∈ 𝒫𝒫1∗. 
Theorem 1: The set  ℛ𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁∗  is achievable for the 
discrete memoryless MAC with two-sided feedback and with SI 
non-causally available at the transmitters 
       ℛ𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁∗ = 𝑐𝑐𝑐𝑐 �𝑐𝑐𝑐𝑐 �� ℛ𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝)
𝑝𝑝∈𝒫𝒫1∗ ��     (3) 
where 𝑐𝑐𝑐𝑐�𝑐𝑐𝑐𝑐(. )� is the closure of the convex hull operation. 
Remark 1.1: If we set  𝑆𝑆0 ≡ 𝑆𝑆1 ≡ 𝑆𝑆2 ≡ ∅ in  (2) we derive 
Cover-Leung achievable rate region [6] for MAC with feedback. 
Proof: The proof uses the notions of superposition block 
Markov, and Gelf’and-Pinsker encoding. We use a large 
number  𝐵𝐵 of blocks to convey  𝐵𝐵 − 1 messages (𝑚𝑚𝑘𝑘1,𝑚𝑚𝑘𝑘2, … ,𝑚𝑚𝑘𝑘𝐵𝐵−1), 𝑘𝑘 = 1,2, to the receiver with arbitrarily 
small probability of error. In each block 𝑏𝑏, the transmitters send 
two types of information. They first cooperate through the 
noiseless feedback links to decode each other’s messages sent to 
the receiver in the previous block, i.e. block 𝑏𝑏 − 1, and choose 
the right index to send to the receiver so that the receiver is able 
to resolve its remaining uncertainty about the messages left over 
from the previous block. Notice that at the end of each block, the 
receiver can only partially decode that block’s messages, i.e. the 
messages sent at the beginning of block 𝑏𝑏 are partially decoded 
at the end of block  𝑏𝑏 and completely decoded at the end of 
block 𝑏𝑏 + 1. The transmitters also superimpose new information 
on the index chosen at the end of each block. This plan leads to a 
steady-state infusion of new information and resolution of the 
remaining uncertainty. We now stick to the coding: 
Codebook Generation: Assume that 
𝑝𝑝(𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛 , 𝑠𝑠2𝑛𝑛) = �𝑝𝑝(𝑠𝑠0𝑖𝑖)𝑛𝑛
𝑖𝑖=1 𝑝𝑝(𝑠𝑠1𝑖𝑖)𝑝𝑝(𝑠𝑠2𝑖𝑖) 
Fix a joint distribution 𝑝𝑝(𝑢𝑢)𝑝𝑝(𝑣𝑣1|𝑢𝑢, 𝑠𝑠0, 𝑠𝑠1)𝑝𝑝(𝑣𝑣2|𝑢𝑢, 𝑠𝑠0, 𝑠𝑠2).  
Randomly and independently generate 2𝑛𝑛𝑅𝑅0  n-sequences 
of  𝑢𝑢𝑛𝑛(𝑚𝑚0) each one i.i.d according to  ∏ 𝑝𝑝(𝑢𝑢𝑖𝑖)𝑛𝑛𝑖𝑖=1 .  For 
each 𝑢𝑢𝑛𝑛(𝑚𝑚0), randomly and conditionally independently 
generate  2𝑛𝑛(𝑅𝑅1′ +𝑅𝑅1) n-sequences 𝑣𝑣1𝑛𝑛 (𝑚𝑚0,𝑚𝑚1′ ,𝑚𝑚1) each one i.i.d 
according to  ∏ 𝑝𝑝�𝑣𝑣1𝑖𝑖(𝑚𝑚0,𝑚𝑚1′ ,𝑚𝑚1)|𝑢𝑢𝑖𝑖(𝑚𝑚0)�𝑛𝑛𝑖𝑖=1  and randomly 
pour them into  2𝑛𝑛𝑅𝑅1  bins. For each  𝑢𝑢𝑛𝑛(𝑚𝑚0), randomly and 
conditionally independently generate  2𝑛𝑛(𝑅𝑅2′ +𝑅𝑅2) n-sequences 
𝑣𝑣2𝑛𝑛 (𝑚𝑚0,𝑚𝑚2′ ,𝑚𝑚2) each one i.i.d according to  ∏ 𝑝𝑝�𝑣𝑣2𝑖𝑖(𝑚𝑚0,𝑚𝑚2′ ,𝑚𝑚2)|𝑢𝑢𝑖𝑖(𝑚𝑚0)�𝑛𝑛𝑖𝑖=1  and randomly pour them 
into 2𝑛𝑛𝑅𝑅2  bins. Reveal the codebook to both the transmitters and 
the receiver. As it is described in the coding scheme, the receiver 
can decode the cloud center 𝑢𝑢𝑛𝑛(𝑚𝑚0) at the end of each block in 
which the cloud is sent. While the satellite indices, i.e. the 
messages 𝑚𝑚1 and 𝑚𝑚2, are completely decoded by senders 2 and 
1, respectively, the receiver can only partially decode them at 
the end of the block in which they are sent. Notice that in the 
first block we have no helping index  𝑚𝑚0, therefore we 
superimpose the messages intended for the receiver in the first 
block on a randomly chosen index. In the last block, though, the 
receiver receives enough information to resolve its remaining 
uncertainty about the messages sent in the penultimate block. 
Encoding: Assume that the helping index we wish to send to 
the receiver in block 𝑏𝑏 to resolve its remaining uncertainty about 
the messages in block 𝑏𝑏 − 1 is 𝑚𝑚0𝑏𝑏 . Also suppose that the new 
messages we would like to send to the receiver in block  𝑏𝑏  
are 𝑚𝑚1𝑏𝑏  and 𝑚𝑚2𝑏𝑏 . Both senders choose 𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏).  Then, the first 
transmitter searches in bin 𝑚𝑚1𝑏𝑏  and look for some 𝑚𝑚1𝑏𝑏′  such that (𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣1𝑛𝑛 (𝑚𝑚0𝑏𝑏 ,𝑚𝑚1𝑏𝑏′ ,𝑚𝑚1𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
where 𝑀𝑀𝜖𝜖(𝑛𝑛) is the set of 𝜖𝜖-typical sequences. 
The second transmitter, meanwhile, searches the bin 𝑚𝑚2𝑏𝑏  and 
looks for some 𝑚𝑚2𝑏𝑏′  such that (𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣2𝑛𝑛 (𝑚𝑚0𝑏𝑏 ,𝑚𝑚2𝑏𝑏′ ,𝑚𝑚2𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠2𝑛𝑛) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
Suppose that the true binning indices chosen are 𝑚𝑚𝑘𝑘𝑏𝑏′ = 𝑀𝑀𝑘𝑘𝑏𝑏′  , 𝑘𝑘 = 1,2. Then the sequences 𝑥𝑥1𝑛𝑛  and 𝑥𝑥2𝑛𝑛  where 
𝑥𝑥𝑘𝑘𝑖𝑖 = 𝑓𝑓𝑘𝑘(𝑢𝑢𝑖𝑖(𝑚𝑚0), 𝑣𝑣𝑘𝑘𝑖𝑖 (𝑚𝑚0𝑏𝑏 ,𝑀𝑀𝑘𝑘𝑏𝑏′ ,𝑚𝑚𝑘𝑘𝑏𝑏 ), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠𝑘𝑘𝑛𝑛)  𝑘𝑘 = 1,2 
are sent through the channel. 
Decoding: The decoder receives  𝑦𝑦𝑛𝑛(𝑏𝑏) at the end of 
block 𝑏𝑏 and declares 𝑚𝑚�0𝑏𝑏 = 𝑚𝑚0𝑏𝑏  as the index sent iff there is a 
unique 𝑚𝑚0𝑏𝑏  such that 
�𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏),𝑦𝑦𝑛𝑛(𝑏𝑏)� ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
Transmitter 1 declares  𝑚𝑚�2𝑏𝑏 = 𝑚𝑚2𝑏𝑏  iff there exists a unique 
𝑚𝑚2𝑏𝑏  such that (𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣1𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑀𝑀1𝑏𝑏′ ,𝑚𝑚1𝑏𝑏), 𝑣𝑣2𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑀𝑀2𝑏𝑏′ ,𝑚𝑚2𝑏𝑏) ,𝑦𝑦𝑛𝑛(𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
Transmitter 2 declares  𝑚𝑚�1𝑏𝑏 = 𝑚𝑚1𝑏𝑏  iff there exists a unique 
𝑚𝑚1𝑏𝑏  such that (𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣1𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑀𝑀1𝑏𝑏′ ,𝑚𝑚1𝑏𝑏), 𝑣𝑣2𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑀𝑀2𝑏𝑏′ ,𝑚𝑚2𝑏𝑏) ,𝑦𝑦𝑛𝑛(𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠2𝑛𝑛) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
Now consider the set  𝒯𝒯𝑦𝑦𝑛𝑛  of all codewords that are jointly 
typical with 𝑦𝑦𝑛𝑛 . Define 𝜉𝜉𝑚𝑚1𝑚𝑚2 (𝑦𝑦𝑛𝑛) to equal 1 if (𝑢𝑢𝑛𝑛(𝑚𝑚0), 𝑣𝑣1𝑛𝑛 (𝑚𝑚0,𝑀𝑀1′ ,𝑚𝑚1),𝑣𝑣2𝑛𝑛(𝑚𝑚0,𝑀𝑀2′ ,𝑚𝑚2),𝑦𝑦𝑛𝑛) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
and equal 0 otherwise. Now we bound the cardinality of the 
set 𝒯𝒯𝑦𝑦𝑛𝑛 , we have                               ∥ 𝒯𝒯𝑦𝑦𝑛𝑛 ∥= � 𝜉𝜉𝑚𝑚1𝑚𝑚2 (𝑦𝑦𝑛𝑛)
𝑚𝑚1,𝑚𝑚2                             (4) 
Taking expectation from both sides of the above equation we 
have 
𝐸𝐸 ∥ 𝒯𝒯𝑦𝑦𝑛𝑛 ∥= � 𝐸𝐸�𝜉𝜉𝑚𝑚1𝑚𝑚2 (𝑦𝑦𝑛𝑛)�
𝑚𝑚1,𝑚𝑚2 = 𝐸𝐸 �𝜉𝜉𝑚𝑚1𝑏𝑏𝑚𝑚2𝑏𝑏 (𝑦𝑦𝑛𝑛)� + � 𝐸𝐸�𝜉𝜉𝑚𝑚1𝑚𝑚2 (𝑦𝑦𝑛𝑛)�
𝑚𝑚1≠𝑚𝑚1𝑏𝑏
𝑚𝑚1𝑏𝑏′ ≠𝑀𝑀1𝑏𝑏′
+ � 𝐸𝐸�𝜉𝜉𝑚𝑚1𝑚𝑚2 (𝑦𝑦𝑛𝑛)�
𝑚𝑚2≠𝑚𝑚2𝑏𝑏
𝑚𝑚2𝑏𝑏′ ≠𝑀𝑀2𝑏𝑏′
 
+ � 𝐸𝐸�𝜉𝜉𝑚𝑚1𝑚𝑚2 (𝑦𝑦𝑛𝑛)�
𝑚𝑚1≠𝑚𝑚1𝑏𝑏
𝑚𝑚1𝑏𝑏′ ≠𝑀𝑀1𝑏𝑏′  ,   𝑚𝑚2≠𝑚𝑚2𝑏𝑏𝑚𝑚2𝑏𝑏′ ≠𝑀𝑀2𝑏𝑏′
 
≤ 1 + �2𝑛𝑛�𝑅𝑅1′ +𝑅𝑅1� − 1�2−𝑛𝑛(𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2)−𝜖𝜖) +�2𝑛𝑛�𝑅𝑅2′ +𝑅𝑅2� − 1�2−𝑛𝑛(𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1)−𝜖𝜖) +�2𝑛𝑛�𝑅𝑅1′ +𝑅𝑅1� − 1��2𝑛𝑛�𝑅𝑅2′ +𝑅𝑅2� − 1�2−𝑛𝑛(𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌|𝑈𝑈)−𝜖𝜖)                  (5) 
Now if 
𝑅𝑅1′ + 𝑅𝑅1  ≤  𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2) − 𝜖𝜖                                                         (6) 
𝑅𝑅2′ + 𝑅𝑅2  ≤  𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1) − 𝜖𝜖                                                         (7) 
then we have 
𝐸𝐸 ∥ 𝒯𝒯𝑦𝑦𝑛𝑛 ∥ ≤ 1 + 𝜖𝜖 + 2𝑛𝑛(Ψ+𝜖𝜖) ≤ 2𝑛𝑛�Ψ+𝜖𝜖′ �                                     (8) 
where Ψ ≜ 𝑅𝑅1′ + 𝑅𝑅1 + 𝑅𝑅2′ + 𝑅𝑅2 − 𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌|𝑈𝑈) and 𝜖𝜖′ > 0. 
Now using Markov’s inequality we have 
𝑝𝑝𝑟𝑟�∥ 𝒯𝒯𝑦𝑦𝑛𝑛 ∥≥ 2𝑛𝑛𝜖𝜖′′ 2𝑛𝑛�Ψ+𝜖𝜖′ �� ≤ 𝐸𝐸 ∥ 𝒯𝒯𝑦𝑦𝑛𝑛 ∥2𝑛𝑛𝜖𝜖′′ 2𝑛𝑛(Ψ+𝜖𝜖′ ) ≤ 2−𝑛𝑛𝜖𝜖′′ ≤ 𝜖𝜖     (9) 
where  𝜖𝜖′′ > 0 and in the penultimate inequality we have 
used (8). 
Analysis of the error probability: The potential error events 
in the encoding or decoding stages during block b are as follows 
𝐸𝐸1𝑒𝑒𝑛𝑛 = {(𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣1𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑚𝑚1𝑏𝑏′ ,𝑚𝑚1𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛) ∉ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
𝑓𝑓𝑐𝑐𝑟𝑟 𝑎𝑎𝑐𝑐𝑐𝑐 𝑚𝑚1𝑏𝑏′ ∈ �1,2, … , 2𝑛𝑛𝑅𝑅1′ �} 
𝐸𝐸2𝑒𝑒𝑛𝑛 = {(𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣2𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑚𝑚2𝑏𝑏′ ,𝑚𝑚2𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠2𝑛𝑛) ∉ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
𝑓𝑓𝑐𝑐𝑟𝑟 𝑎𝑎𝑐𝑐𝑐𝑐 𝑚𝑚2𝑏𝑏′ ∈ �1,2, … , 2𝑛𝑛𝑅𝑅2′ �} 
𝐸𝐸11𝑑𝑑𝑒𝑒𝑐𝑐 = ��𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏),𝑦𝑦𝑛𝑛(𝑏𝑏)� ∉ 𝑀𝑀𝜖𝜖(𝑛𝑛)� 
𝐸𝐸12𝑑𝑑𝑒𝑒𝑐𝑐 = ��𝑢𝑢𝑛𝑛(𝑚𝑚�0𝑏𝑏),𝑦𝑦𝑛𝑛(𝑏𝑏)� ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛)  𝑓𝑓𝑐𝑐𝑟𝑟 𝑠𝑠𝑐𝑐𝑚𝑚𝑒𝑒 𝑚𝑚�0𝑏𝑏 ≠ 𝑚𝑚0𝑏𝑏� 
𝐸𝐸21𝑑𝑑𝑒𝑒𝑐𝑐 = {(𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣1𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑀𝑀1𝑏𝑏′ ,𝑚𝑚1𝑏𝑏), 𝑣𝑣2𝑛𝑛 (𝑚𝑚0𝑏𝑏 ,𝑀𝑀2𝑏𝑏′ ,𝑚𝑚2𝑏𝑏) ,𝑦𝑦𝑛𝑛(𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛) ∉ 𝑀𝑀𝜖𝜖(𝑛𝑛)} 
𝐸𝐸22𝑑𝑑𝑒𝑒𝑐𝑐 = {(𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣1𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑚𝑚�1𝑏𝑏′ ,𝑚𝑚�1𝑏𝑏), 𝑣𝑣2𝑛𝑛 (𝑚𝑚0𝑏𝑏 ,𝑀𝑀2𝑏𝑏′ ,𝑚𝑚2𝑏𝑏) ,𝑦𝑦𝑛𝑛(𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 𝑓𝑓𝑐𝑐𝑟𝑟 𝑠𝑠𝑐𝑐𝑚𝑚𝑒𝑒 𝑚𝑚�1𝑏𝑏′ ≠ 𝑀𝑀1𝑏𝑏′  𝑎𝑎𝑛𝑛𝑑𝑑 𝑚𝑚�1𝑏𝑏                ≠ 𝑚𝑚1𝑏𝑏} 
𝐸𝐸31𝑑𝑑𝑒𝑒𝑐𝑐 = {(𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣1𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑀𝑀1𝑏𝑏′ ,𝑚𝑚1𝑏𝑏), 𝑣𝑣2𝑛𝑛 (𝑚𝑚0𝑏𝑏 ,𝑀𝑀2𝑏𝑏′ ,𝑚𝑚2𝑏𝑏) ,𝑦𝑦𝑛𝑛(𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠2𝑛𝑛) ∉ 𝑀𝑀𝜖𝜖(𝑛𝑛)} 
𝐸𝐸32𝑑𝑑𝑒𝑒𝑐𝑐 = {(𝑢𝑢𝑛𝑛(𝑚𝑚0𝑏𝑏), 𝑣𝑣1𝑛𝑛(𝑚𝑚0𝑏𝑏 ,𝑀𝑀1𝑏𝑏′ ,𝑚𝑚1𝑏𝑏), 𝑣𝑣2𝑛𝑛 (𝑚𝑚0𝑏𝑏 ,𝑚𝑚�2𝑏𝑏′ ,𝑚𝑚�2𝑏𝑏) ,𝑦𝑦𝑛𝑛(𝑏𝑏), 𝑠𝑠0𝑛𝑛 , 𝑠𝑠2𝑛𝑛) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 𝑓𝑓𝑐𝑐𝑟𝑟 𝑠𝑠𝑐𝑐𝑚𝑚𝑒𝑒 𝑚𝑚�2𝑏𝑏′ ≠ 𝑀𝑀2𝑏𝑏′  𝑎𝑎𝑛𝑛𝑑𝑑 𝑚𝑚�2𝑏𝑏                ≠ 𝑚𝑚2𝑏𝑏} 
Now using the standard error probability calculation methods 
we see that the error probability in block 𝑏𝑏 is small provided that 
𝑅𝑅1′  ≥  𝑁𝑁(𝑉𝑉1; 𝑆𝑆0𝑆𝑆1|𝑈𝑈)                                                                       (10) 
𝑅𝑅2′  ≥  𝑁𝑁(𝑉𝑉2; 𝑆𝑆0𝑆𝑆2|𝑈𝑈)                                                                       (11) 
𝑅𝑅0  ≤  𝑁𝑁(𝑈𝑈;𝑌𝑌)                                                                                  (12) 
𝑅𝑅1′ + 𝑅𝑅1  ≤  𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2𝑆𝑆0𝑆𝑆2)                                                      (13) 
𝑅𝑅2′ + 𝑅𝑅2  ≤  𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1𝑆𝑆0𝑆𝑆1)                                                      (14) 
Finally due to  (9) the helping index takes on no more than 2𝑛𝑛�Ψ+𝜖𝜖′ � values, therefore using (12) we have 
𝑅𝑅1′ + 𝑅𝑅1 + 𝑅𝑅2′ + 𝑅𝑅2 − 𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌|𝑈𝑈) + 𝜖𝜖′  ≤  𝑁𝑁(𝑈𝑈;𝑌𝑌) 
Thus 
𝑅𝑅1′ + 𝑅𝑅1 + 𝑅𝑅2′ + 𝑅𝑅2  ≤  𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌) − 𝜖𝜖′                                       (15) 
Now combining  (6), (7), (13), (14), (15) with  (10) and  (11),  
the rates in  (2) are derived and therefore the proof of the 
Theorem is complete                                                                            ∎ 
Remark 1.2: If we remove the feedback links, then each 
transmitter cannot decode the other transmitter’s private 
message and therefore rate splitting is not needed and we can set 
in (2), 𝑀𝑀0𝑘𝑘 ≡ ∅ and  𝑀𝑀𝑘𝑘 ≡ 𝑀𝑀𝑘𝑘𝑘𝑘 , 𝑘𝑘 = 1,2, and  𝑈𝑈 ≡ ∅. Therefore 
we have the following rate region 
⎩
⎪⎪
⎨
⎪⎪
⎧
𝑅𝑅1 ≤ 𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑉𝑉2) − 𝑁𝑁(𝑉𝑉1; 𝑆𝑆0𝑆𝑆1)
𝑅𝑅1 ≤ 𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑉𝑉1) − 𝑁𝑁(𝑉𝑉2; 𝑆𝑆0𝑆𝑆2)
𝑅𝑅1 + 𝑅𝑅2 ≤ 𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌) − 𝑁𝑁(𝑉𝑉1; 𝑆𝑆0𝑆𝑆1) − 𝑁𝑁(𝑉𝑉2; 𝑆𝑆0𝑆𝑆2)
𝑓𝑓𝑐𝑐𝑟𝑟 𝑠𝑠𝑐𝑐𝑚𝑚𝑒𝑒 𝑝𝑝(𝑠𝑠0, 𝑠𝑠1, 𝑠𝑠2, 𝑣𝑣1, 𝑣𝑣2, 𝑥𝑥1, 𝑥𝑥2,𝑦𝑦) =
𝑝𝑝(𝑠𝑠0)𝑝𝑝(𝑠𝑠1)𝑝𝑝(𝑠𝑠2)𝑝𝑝(𝑣𝑣1, 𝑥𝑥1|𝑠𝑠0, 𝑠𝑠1)𝑝𝑝(𝑣𝑣2, 𝑥𝑥2|𝑠𝑠0, 𝑠𝑠2) ×
𝑝𝑝(𝑦𝑦|𝑥𝑥1, 𝑥𝑥2, 𝑠𝑠0, 𝑠𝑠1, 𝑠𝑠2) ⎭⎪⎪⎬
⎪⎪
⎫
 
Now if we set 𝑆𝑆0 ≡ 𝑆𝑆1 ≡ 𝑆𝑆2 ≡ 𝑆𝑆 in the above region, we derive 
the achievable rate region for the state-dependent MAC with 
independent sources, i.e. the state-dependent version of [2]. 
Define  𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝) as the set of all rate 
pairs (𝑅𝑅1,𝑅𝑅2) satisfying           𝑅𝑅1  ≤  min{𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2), 𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2𝑆𝑆0𝑆𝑆2)}           𝑅𝑅2  ≤  min{𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1), 𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1𝑆𝑆0𝑆𝑆1)} 
𝑅𝑅1 + 𝑅𝑅2  ≤  𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌) 
    (16) 
for some 𝑝𝑝 ∈ 𝒫𝒫1∗. 
Theorem 2: The set 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑀𝑀𝑆𝑆𝑁𝑁∗  is the capacity region of the 
discrete memoryless MAC with two-sided feedback and with 
SW-type correlated SI causally available at the transmitters 
       𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑀𝑀𝑆𝑆𝑁𝑁∗ = 𝑐𝑐𝑐𝑐 �𝑐𝑐𝑐𝑐 �� 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝)
𝑝𝑝∈𝒫𝒫1∗ ��             (17) 
Remark 2.1: If we set 𝑆𝑆0 ≡ 𝑆𝑆1 ≡ 𝑆𝑆2 ≡ ∅ in (16), we derive 
Cover-Leung achievable rate region [6] for MAC with feedback. 
Achievability: The proof follows the same lines as that of 
Theorem 1 except that in this case we have no encoding error. 
Therefore by negligibly altering the codebook generated we can 
easily derive the expressions in (16). In fact, if the senders want 
to send (𝑚𝑚1𝑏𝑏 ,𝑚𝑚2𝑏𝑏) to the receiver, upon choosing the helping 
index  𝑚𝑚0𝑏𝑏 , they find the suitable  𝑢𝑢𝑛𝑛 , 𝑣𝑣1𝑛𝑛  and  𝑣𝑣2𝑛𝑛  sequences 
directly and then send 𝑥𝑥1𝑛𝑛  and 𝑥𝑥2𝑛𝑛  where 
𝑥𝑥𝑘𝑘𝑖𝑖 = 𝑓𝑓𝑘𝑘�𝑢𝑢𝑖𝑖(𝑚𝑚0), 𝑣𝑣𝑘𝑘𝑖𝑖 (𝑚𝑚0𝑏𝑏 ,𝑚𝑚𝑘𝑘𝑏𝑏 ), 𝑠𝑠0𝑖𝑖 , 𝑠𝑠𝑘𝑘𝑖𝑖 �, 𝑘𝑘 = 1,2 
Notice that during the codebook generation process, instead of 
generating 2𝑛𝑛(𝑅𝑅𝑘𝑘+𝑅𝑅𝑘𝑘′ ), 𝑘𝑘 = 1,2, n-sequences  𝑣𝑣𝑘𝑘𝑛𝑛 , we only 
generate 2𝑛𝑛𝑅𝑅𝑘𝑘  such sequences. We omit the details for brevity. 
Converse: Suppose that there exists a code 
�(2𝑛𝑛𝑅𝑅1 , 2𝑛𝑛𝑅𝑅2 ),𝑛𝑛� with  𝑃𝑃𝑒𝑒(𝑛𝑛) → 0 as  𝑛𝑛 → ∞ for the discrete 
memoryless MAC with two-sided feedback and with SW-type 
correlated SI causally available at the transmitters. According to 
Fano’s inequality we have: 
𝑛𝑛𝑅𝑅1 = 𝐻𝐻(𝑀𝑀1) = 𝐻𝐻(𝑀𝑀1|𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛) = 𝐻𝐻(𝑀𝑀1|𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑛𝑛) + 𝑁𝑁(𝑀𝑀1;𝑌𝑌𝑛𝑛 |𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛) 
≤ 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑀𝑀1;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1    = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  −�𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1    ≤ 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1                   −�𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1  (𝑎𝑎)= 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1                  −�𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖)𝑛𝑛
𝑖𝑖=1  (𝑏𝑏)= 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1                  −�𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖 𝑌𝑌𝑖𝑖−1𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖�𝑛𝑛
𝑖𝑖=1  (𝑐𝑐)= 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1                  −�𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖 𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1    = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1                   −�𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖 𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑉𝑉1𝑖𝑖 ;𝑌𝑌𝑖𝑖|𝑈𝑈𝑖𝑖𝑉𝑉2𝑖𝑖)𝑛𝑛
𝑖𝑖=1 ,                                                      (18) 
where 
𝑈𝑈𝑖𝑖 ≜ �𝑆𝑆0𝑖𝑖 ,𝑌𝑌𝑖𝑖−1� 
𝑉𝑉1𝑖𝑖 = �𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1� 
𝑉𝑉2𝑖𝑖 = �𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1� 
Now (𝑎𝑎) and (𝑐𝑐) follow from 
𝑥𝑥1𝑖𝑖 = 𝑓𝑓1�𝑢𝑢𝑖𝑖(𝑀𝑀0), 𝑣𝑣1𝑖𝑖(𝑀𝑀0,𝑀𝑀1), 𝑠𝑠0𝑖𝑖 , 𝑠𝑠1𝑖𝑖 � = 𝑓𝑓1�𝑀𝑀0𝑀𝑀1𝑠𝑠0𝑖𝑖 𝑠𝑠1𝑖𝑖 � 
𝑥𝑥2𝑖𝑖 = 𝑓𝑓2�𝑢𝑢𝑖𝑖(𝑀𝑀0), 𝑣𝑣2𝑖𝑖(𝑀𝑀0,𝑀𝑀2), 𝑠𝑠0𝑖𝑖 , 𝑠𝑠2𝑖𝑖 � = 𝑓𝑓2�𝑀𝑀0𝑀𝑀2𝑠𝑠0𝑖𝑖 𝑠𝑠2𝑖𝑖 �  (19) 
and (𝑏𝑏) follows from the memorylessness of the channel, i.e. the 
following Markov chain 
�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖−1𝑆𝑆0,𝑖𝑖+1𝑛𝑛 𝑆𝑆1𝑖𝑖−1𝑆𝑆1,𝑖𝑖+1𝑛𝑛 𝑆𝑆2𝑖𝑖−1𝑆𝑆2,𝑖𝑖+1𝑛𝑛 𝑌𝑌𝑖𝑖−1� →                                                            (𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖𝑆𝑆0𝑖𝑖𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖) → 𝑌𝑌𝑖𝑖  
Notice that according to the variables defined 
for 𝑈𝑈𝑖𝑖 ,𝑉𝑉1𝑖𝑖 , and 𝑉𝑉2𝑖𝑖 , (18) can also be written as 
𝑛𝑛𝑅𝑅1 = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑉𝑉1𝑖𝑖 ;𝑌𝑌𝑖𝑖 |𝑈𝑈𝑖𝑖𝑉𝑉2𝑖𝑖𝑆𝑆0𝑖𝑖𝑆𝑆2𝑖𝑖)𝑛𝑛
𝑖𝑖=1 . 
Bound on 𝑅𝑅2 is derived exactly the same as that of 𝑅𝑅1. 
𝑛𝑛(𝑅𝑅1 + 𝑅𝑅2) = 𝐻𝐻(𝑀𝑀1𝑀𝑀2|𝑌𝑌𝑛𝑛) + 𝑁𝑁(𝑀𝑀1𝑀𝑀2;𝑌𝑌𝑛𝑛) 
    (20) 
 
≤ 𝑛𝑛𝜖𝜖12𝑛𝑛 + �𝑁𝑁(𝑀𝑀1𝑀𝑀2;𝑌𝑌𝑖𝑖�𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1  
≤ 𝑛𝑛𝜖𝜖12𝑛𝑛 + �𝑁𝑁�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖 𝑌𝑌𝑖𝑖−1;𝑌𝑌𝑖𝑖�𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖12𝑛𝑛 + �𝑁𝑁(𝑉𝑉1𝑖𝑖𝑉𝑉2𝑖𝑖 ;𝑌𝑌𝑖𝑖)𝑛𝑛
𝑖𝑖=1 .                                                               ∎ 
Define 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑆𝑆𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝) as the set of all rate pairs (𝑅𝑅1,𝑅𝑅2)  
such that           𝑅𝑅1  ≤  𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2)           𝑅𝑅1  ≤  𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2) 
𝑅𝑅1 + 𝑅𝑅2  ≤  𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌) 
      (21) 
for some 𝑝𝑝 ∈ 𝒫𝒫1∗. 
Theorem 3: The set 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑆𝑆𝑀𝑀𝑆𝑆𝑁𝑁∗  is the capacity region of the 
discrete memoryless MAC with two-sided feedback and with 
correlated SI strictly causally available at the transmitters 
       𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑆𝑆𝑀𝑀𝑆𝑆𝑁𝑁∗ = 𝑐𝑐𝑐𝑐 �𝑐𝑐𝑐𝑐 �� 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑆𝑆𝑀𝑀−𝑆𝑆𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝)
𝑝𝑝∈𝒫𝒫1∗ ��          (22) 
Achievability: The proof follows the same lines as those of 
Theorem 2 with a negligible variation, i.e. here we have 
𝑥𝑥𝑘𝑘𝑖𝑖 = 𝑓𝑓𝑘𝑘�𝑢𝑢𝑖𝑖(𝑚𝑚0), 𝑣𝑣𝑘𝑘𝑖𝑖 (𝑚𝑚0𝑏𝑏 ,𝑚𝑚𝑘𝑘𝑏𝑏 ), 𝑠𝑠0𝑖𝑖−𝑟𝑟 , 𝑠𝑠𝑘𝑘𝑖𝑖−𝑟𝑟�  𝑘𝑘 = 1,2 
Notice that in this case, the encoders do not have non-causal 
access to the n-sequence of their state information at the end of 
each block. 
Converse: Suppose that there exists a code �(2𝑛𝑛𝑅𝑅1 , 2𝑛𝑛𝑅𝑅2),𝑛𝑛� 
with 𝑃𝑃𝑒𝑒(𝑛𝑛) → 0 as 𝑛𝑛 → ∞ for the discrete memoryless MAC with 
two-sided feedback and with SW-type correlated SI strictly 
causally available at the transmitters. According to Fano’s 
inequality for some0 < 𝑟𝑟 < 𝑖𝑖 we have  
𝑛𝑛𝑅𝑅1 = 𝐻𝐻(𝑀𝑀1|𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑛𝑛) + 𝑁𝑁(𝑀𝑀1;𝑌𝑌𝑛𝑛 |𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛)   ≤ 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑀𝑀1;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1    = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                  −�𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1    ≤ 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆2𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1                  −�𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖)𝑛𝑛
𝑖𝑖=1  (𝑎𝑎)= 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆2𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1               −�𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆1𝑖𝑖−𝑟𝑟𝑆𝑆2𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖�𝑛𝑛
𝑖𝑖=1  (𝑏𝑏)
≤
𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆2𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1            −�𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆1𝑖𝑖−𝑟𝑟𝑆𝑆2𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1 = 𝑛𝑛𝜖𝜖1𝑛𝑛  +�𝑁𝑁�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆1𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆2𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑉𝑉1𝑖𝑖 ;𝑌𝑌𝑖𝑖|𝑈𝑈𝑖𝑖𝑉𝑉2𝑖𝑖)𝑛𝑛
𝑖𝑖=1 , 
where  (𝑎𝑎) follows from Markov chain  (20) and  (𝑏𝑏) follows 
from the strict causal version of (19), i.e. 
𝑥𝑥1𝑖𝑖 = 𝑓𝑓1�𝑀𝑀0𝑀𝑀1𝑠𝑠0𝑖𝑖−𝑟𝑟𝑠𝑠1𝑖𝑖−𝑟𝑟� 
𝑥𝑥2𝑖𝑖 = 𝑓𝑓2�𝑀𝑀0𝑀𝑀2𝑠𝑠0𝑖𝑖−𝑟𝑟𝑠𝑠2𝑖𝑖−𝑟𝑟�   
and 
𝑈𝑈𝑖𝑖 ≜ �𝑆𝑆0𝑖𝑖−𝑟𝑟 , 𝑆𝑆0𝑖𝑖 ,𝑌𝑌𝑖𝑖−1� 
𝑉𝑉1𝑖𝑖 ≜ �𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆1𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1� 
𝑉𝑉2𝑖𝑖 ≜ �𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖−𝑟𝑟𝑆𝑆2𝑖𝑖−𝑟𝑟𝑆𝑆0𝑖𝑖𝑆𝑆2𝑖𝑖𝑌𝑌𝑖𝑖−1� 
Bounds on  𝑅𝑅2 is the same and bound on  𝑅𝑅1 + 𝑅𝑅2 is 
straightforward and is omitted for brevity.                                      ∎ 
Now consider the MAC with partial feedback and with 
correlated SI non-causally available at the transmitters depicted 
in Fig. 4. We provide an achievable rate region for this type of 
channel. For this case, we use the notions of superposition, 
Gelf’and-Pinsker, and block Markov encoding and deterministic 
partitioning, and restricted decoding. 
Define  ℛ𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝) as the set of all rate pairs  (𝑅𝑅1,𝑅𝑅2) 
satisfying 
𝑅𝑅1 ≤ 𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2) − 𝑁𝑁(𝑉𝑉1; 𝑆𝑆0𝑆𝑆1|𝑈𝑈) 
𝑅𝑅2  ≤  min{𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1) + 𝑁𝑁(𝑈𝑈;𝑌𝑌), 𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1𝑆𝑆0𝑆𝑆1)} 
−𝑁𝑁(𝑉𝑉2; 𝑆𝑆0𝑆𝑆2|𝑈𝑈) 
𝑅𝑅1 + 𝑅𝑅2 ≤ 𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌) − 𝑁𝑁(𝑉𝑉2; 𝑆𝑆0𝑆𝑆2|𝑈𝑈) − 𝑁𝑁(𝑉𝑉1; 𝑆𝑆0𝑆𝑆1|𝑈𝑈) 
for some 𝑝𝑝 ∈ 𝒫𝒫1∗. 
 (23) 
Theorem 4: The set  ℛ𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁∗  is achievable for the 
discrete memoryless MAC with partial feedback and with 
correlated SI non-causally available at the transmitters 
        ℛ𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁∗ = 𝑐𝑐𝑐𝑐 �𝑐𝑐𝑐𝑐 �� ℛ𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝)
𝑝𝑝∈𝒫𝒫1∗ ��         (24) 
Codebook Generation: Assume that 
𝑝𝑝(𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛 , 𝑠𝑠2𝑛𝑛) = �𝑝𝑝(𝑠𝑠0𝑖𝑖)𝑛𝑛
𝑖𝑖=1 𝑝𝑝(𝑠𝑠1𝑖𝑖)𝑝𝑝(𝑠𝑠2𝑖𝑖) 
Fix a joint distribution as 𝑝𝑝(𝑢𝑢)𝑝𝑝(𝑣𝑣1|𝑢𝑢, 𝑠𝑠0, 𝑠𝑠1)𝑝𝑝(𝑣𝑣2|𝑢𝑢, 𝑠𝑠0, 𝑠𝑠2). 
Randomly and independently generate 2𝑛𝑛𝑅𝑅0  sequences 
𝑢𝑢𝑛𝑛(𝑚𝑚0), and conditionally independently superimpose 2𝑛𝑛�𝑅𝑅1′ +𝑅𝑅1�, and  2𝑛𝑛�𝑅𝑅2′ +𝑅𝑅2� n-sequences of  𝑣𝑣1𝑛𝑛(𝑚𝑚0,𝑚𝑚1′ ,𝑚𝑚1) and 
𝑣𝑣2𝑛𝑛 (𝑚𝑚0,𝑚𝑚2′ ,𝑚𝑚2) as in Theorem 1 and randomly pour them 
into  2𝑛𝑛𝑅𝑅1  and  2𝑛𝑛𝑅𝑅2  bins, respectively. Call these bins the 
Gelf’and-Pinsker (GP) bins. Now partition the  2𝑛𝑛𝑅𝑅2  GP-bins 
into  𝑀𝑀0 = 2𝑛𝑛𝑅𝑅0  partitions in a deterministic way and call the 
latter partitions D-partitions. Set 𝑐𝑐𝑚𝑚2  as the number of the cell 
inside which 𝑚𝑚2 is located with 𝑐𝑐𝑚𝑚2 ∈ {1,2, … ,𝑀𝑀0}. 
Encoding: In here, just like Theorem 1, 𝐵𝐵  blocks of 
communication each of length 𝑛𝑛 are used. 
Now assume that the messages 𝑚𝑚1,𝑏𝑏  and 𝑚𝑚2,𝑏𝑏  are to be sent to 
the receiver in block 𝑏𝑏 and also suppose that the receiver has 
knowledge of ��𝑚𝑚�1,1,𝑚𝑚�2,1�, �𝑚𝑚�1,2,𝑚𝑚�2,2�, … , �𝑚𝑚�1,𝑏𝑏−2,𝑚𝑚�2,𝑏𝑏−2�� 
and the first transmitter has knowledge 
of �𝑚𝑚��2,1,𝑚𝑚��2,2, … ,𝑚𝑚��2,𝑏𝑏−1� at the beginning of block 𝑏𝑏. We want 
to make sure that the receiver can estimate �𝑚𝑚�1,𝑏𝑏−1,𝑚𝑚�2,𝑏𝑏−1� and 
the first sender can estimate 𝑚𝑚��2,𝑏𝑏  with low probability of error at 
the end of block 𝑏𝑏. 
Assume that the transmitters desire to send �𝑚𝑚1,𝑏𝑏 ,𝑚𝑚2,𝑏𝑏� at the 
beginning of block 𝑏𝑏. The first sender searches in GP bin 𝑚𝑚1,𝑏𝑏  
and looks for some 𝑚𝑚1,𝑏𝑏′  such that 
�𝑢𝑢𝑛𝑛�𝑚𝑚��0,𝑏𝑏�, 𝑣𝑣1𝑛𝑛 �𝑚𝑚��0,𝑏𝑏 ,𝑚𝑚1,𝑏𝑏′ ,𝑚𝑚1,𝑏𝑏�, 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛� ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
where 𝑐𝑐𝑚𝑚��2,𝑏𝑏−1 = 𝑚𝑚��0,𝑏𝑏 . The index is reliably found if                                      𝑅𝑅1′ ≥ 𝑁𝑁(𝑉𝑉1; 𝑆𝑆0𝑆𝑆1|𝑈𝑈)                                    (25) 
Let the index chosen be 𝑚𝑚1,𝑏𝑏′ = 𝑀𝑀1,𝑏𝑏′ . 
The second sender searches in GP bin 𝑚𝑚2,𝑏𝑏  and looks for some 
𝑚𝑚2,𝑏𝑏′  such that 
�𝑢𝑢𝑛𝑛�𝑚𝑚0,𝑏𝑏�, 𝑣𝑣2𝑛𝑛 �𝑚𝑚0,𝑏𝑏 ,𝑚𝑚2,𝑏𝑏′ ,𝑚𝑚2,𝑏𝑏�, 𝑠𝑠0𝑛𝑛 , 𝑠𝑠2𝑛𝑛� ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
where 𝑐𝑐𝑚𝑚2,𝑏𝑏−1 = 𝑚𝑚0,𝑏𝑏 . The index 𝑚𝑚2,𝑏𝑏′  is found with negligible 
error probability if                                     𝑅𝑅2′ ≥ 𝑁𝑁(𝑉𝑉2; 𝑆𝑆0𝑆𝑆2|𝑈𝑈)                                     (26) 
Let the index chosen be 𝑚𝑚2,𝑏𝑏′ = 𝑀𝑀2,𝑏𝑏′ . 
The transmitters send 𝑥𝑥1𝑛𝑛(𝑏𝑏) and 𝑥𝑥2𝑛𝑛(𝑏𝑏) where 
𝑥𝑥1𝑖𝑖(𝑏𝑏) = 𝑓𝑓1�𝑢𝑢𝑖𝑖�𝑚𝑚��0,𝑏𝑏�, 𝑣𝑣1𝑖𝑖 �𝑚𝑚��0,𝑏𝑏 ,𝑀𝑀1,𝑏𝑏′ ,𝑚𝑚1,𝑏𝑏�, 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛� 
𝑥𝑥2𝑖𝑖(𝑏𝑏) = 𝑓𝑓2�𝑢𝑢𝑖𝑖�𝑚𝑚0,𝑏𝑏�, 𝑣𝑣2𝑖𝑖 �𝑚𝑚0,𝑏𝑏 ,𝑀𝑀2,𝑏𝑏′ ,𝑚𝑚2,𝑏𝑏�, 𝑠𝑠0𝑛𝑛 , 𝑠𝑠2𝑛𝑛� 
The receiver receives 𝑦𝑦𝑛𝑛(𝑏𝑏) and declares 𝑚𝑚�0,𝑏𝑏 = 𝑚𝑚0,𝑏𝑏  to be the 
index sent if 
�𝑢𝑢𝑛𝑛�𝑚𝑚0,𝑏𝑏�,𝑦𝑦𝑛𝑛(𝑏𝑏)� ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛) 
This stage is accomplished if                                            𝑅𝑅0 ≤ 𝑁𝑁(𝑈𝑈;𝑌𝑌)                                         (27) 
The first sender, meanwhile, receives  𝑦𝑦𝑛𝑛(𝑏𝑏) through the 
feedback link and declares 𝑚𝑚��2,𝑏𝑏 = 𝑚𝑚2,𝑏𝑏  as the message sent by 
the second transmitter in block 𝑏𝑏 if (𝑢𝑢𝑛𝑛�𝑚𝑚��0,𝑏𝑏�, 𝑣𝑣1𝑛𝑛 �𝑚𝑚��0,𝑏𝑏 ,𝑀𝑀1,𝑏𝑏′ ,𝑚𝑚1,𝑏𝑏�, 𝑣𝑣2𝑛𝑛 �𝑚𝑚0,𝑏𝑏 ,𝑀𝑀��2,𝑏𝑏′ ,𝑚𝑚��2,𝑏𝑏� , 𝑠𝑠0𝑛𝑛 , 𝑠𝑠1𝑛𝑛 ,𝑦𝑦𝑛𝑛(𝑏𝑏)) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛)) 
This stage is accomplished with small probability of error if                             𝑅𝑅2 + 𝑅𝑅2′ ≤ 𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1𝑆𝑆0𝑆𝑆1)                        (28) 
Now the decoder declares �𝑚𝑚�1,𝑏𝑏−1,𝑚𝑚�2,𝑏𝑏−1� as the messages 
sent in block 𝑏𝑏 − 1 if (𝑢𝑢𝑛𝑛�𝑚𝑚�0,𝑏𝑏−1�, 𝑣𝑣1𝑛𝑛�𝑚𝑚�0,𝑏𝑏−1,𝑚𝑚�1,𝑏𝑏−1′ ,𝑚𝑚�1,𝑏𝑏−1� , 𝑣𝑣2𝑛𝑛 �𝑚𝑚�0,𝑏𝑏−1,𝑚𝑚�2,𝑏𝑏−1′ ,𝑚𝑚�2,𝑏𝑏−1�,𝑦𝑦𝑛𝑛(𝑏𝑏 − 1)) ∈ 𝑀𝑀𝜖𝜖(𝑛𝑛)) 
where  𝑐𝑐𝑚𝑚�2,𝑏𝑏−2 = 𝑚𝑚�0,𝑏𝑏−1  with 𝑚𝑚�0,𝑏𝑏−1  previously known to the 
receiver in a stage like (27). Here we see that the message 𝑚𝑚02  
is restricted to stay in a specific cell thus limiting the number of 
possible messages. 
The messages are reliably decoded provided that 
𝑅𝑅1 + 𝑅𝑅1′ + 𝑅𝑅2 + 𝑅𝑅2′ − 𝑅𝑅0  ≤  𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌|𝑈𝑈)                              (29)                     𝑅𝑅2 + 𝑅𝑅2′ − 𝑅𝑅0  ≤  𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1)                              (30)                                  𝑅𝑅1 + 𝑅𝑅1′  ≤  𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2)                              (31) 
Combining  (28), (29), (30), and  (31) with  (25), (26),  and (27) we derive (23).                                                                            ∎ 
We now give an achievable rate region for the capacity of the 
discrete memoryless MAC with partial feedback and with 
correlated SI causally available at the transmitters. 
Define  𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝) as the set of all rate pairs  (𝑅𝑅1,𝑅𝑅2) 
satisfying 
𝑅𝑅1 ≤ 𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2) 
𝑅𝑅2 ≤ min{𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1) + 𝑁𝑁(𝑈𝑈;𝑌𝑌), 𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1𝑆𝑆0𝑆𝑆1)} 
𝑅𝑅1 + 𝑅𝑅2 ≤ 𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌) 
for some 𝑝𝑝 ∈ 𝒫𝒫1∗. 
 (32) 
Theorem 5: The set 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑀𝑀𝑆𝑆𝑁𝑁∗  is the capacity region of the 
discrete memoryless MAC with partial feedback and with SW-
type correlated SI causally available at the transmitters 
           𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑀𝑀𝑆𝑆𝑁𝑁∗ = 𝑐𝑐𝑐𝑐 �𝑐𝑐𝑐𝑐 �� 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝)
𝑝𝑝∈𝒫𝒫1∗ ��       (33) 
Achievability: The proof of achievability follows the same 
lines as those of Theorem 4 except that in here we do not have 
any encoding error and the codebook is generated with a slight 
variation than to Theorem 4. 
Converse: Suppose that there exists a code 
�(2𝑛𝑛𝑅𝑅1 , 2𝑛𝑛𝑅𝑅2 ),𝑛𝑛� with  𝑃𝑃𝑒𝑒(𝑛𝑛) → 0 and  𝑛𝑛 → ∞ for the discrete 
memoryless MAC with partial feedback and with SW-type 
correlated SI causally available at the transmitters. According to 
Fano’s inequality we have 
𝑛𝑛𝑅𝑅1  ≤ 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑀𝑀1;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖|𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                   −�𝐻𝐻(𝑌𝑌𝑖𝑖 |𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1    ≤ 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖|𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 )𝑛𝑛
𝑖𝑖=1                   −�𝐻𝐻(𝑌𝑌𝑖𝑖 |𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑆𝑆2𝑛𝑛𝑌𝑌𝑖𝑖−1𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖)𝑛𝑛
𝑖𝑖=1  (𝑎𝑎)= 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖 |𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 )𝑛𝑛
𝑖𝑖=1  
                 −�𝐻𝐻(𝑌𝑌𝑖𝑖 |𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖 𝑌𝑌𝑖𝑖−1𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖)𝑛𝑛
𝑖𝑖=1  (𝑏𝑏)= 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖 |𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 )𝑛𝑛
𝑖𝑖=1                   −�𝐻𝐻(𝑌𝑌𝑖𝑖 |𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑆𝑆2𝑖𝑖 )𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑛𝑛
𝑖𝑖=1 ;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 � 
≤ 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑛𝑛
𝑖𝑖=1 𝑌𝑌𝑖𝑖−1;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 � = 𝑛𝑛𝜖𝜖1𝑛𝑛 + �𝑁𝑁(𝑉𝑉1𝑖𝑖 ;𝑌𝑌𝑖𝑖|𝑈𝑈𝑖𝑖𝑉𝑉2𝑖𝑖)𝑛𝑛
𝑖𝑖=1 , 
where  (𝑎𝑎) follows from Markov chain  (23) and  (𝑏𝑏) follows 
from (22) and 
𝑈𝑈𝑖𝑖 ≜ �𝑀𝑀0, 𝑆𝑆0𝑖𝑖 � 
𝑉𝑉1𝑖𝑖 ≜ �𝑀𝑀0,𝑀𝑀1, 𝑆𝑆0𝑖𝑖 , 𝑆𝑆1𝑖𝑖 ,𝑌𝑌𝑖𝑖−1� 
𝑉𝑉2𝑖𝑖 ≜ �𝑀𝑀0,𝑀𝑀2, 𝑆𝑆0𝑖𝑖 , 𝑆𝑆2𝑖𝑖 � 
For the bound on 𝑅𝑅2 we have 
𝑛𝑛𝑅𝑅2  ≤ 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝑁𝑁(𝑀𝑀2;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                −�𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1  (𝑎𝑎)= 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                −�𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑌𝑌𝑖𝑖−1𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖)𝑛𝑛
𝑖𝑖=1  (𝑏𝑏)= 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝐻𝐻(𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑛𝑛𝑆𝑆1𝑛𝑛𝑌𝑌𝑖𝑖−1)𝑛𝑛
𝑖𝑖=1                −�𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1𝑋𝑋1𝑖𝑖𝑋𝑋2𝑖𝑖�𝑛𝑛
𝑖𝑖=1  (𝑐𝑐)
≤
𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1                −�𝐻𝐻�𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1  
= 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝑁𝑁(𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 ;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1  
≤ 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝑁𝑁(𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 ;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝑁𝑁(𝑉𝑉2𝑖𝑖 ;𝑌𝑌𝑖𝑖|𝑈𝑈𝑖𝑖𝑉𝑉1𝑖𝑖)𝑛𝑛
𝑖𝑖=1  
≤ 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝑁𝑁(𝑉𝑉2𝑖𝑖 ;𝑌𝑌𝑖𝑖|𝑈𝑈𝑖𝑖𝑉𝑉1𝑖𝑖)𝑛𝑛
𝑖𝑖=1 + 𝑁𝑁�𝑀𝑀0𝑆𝑆0𝑖𝑖 ;𝑌𝑌𝑖𝑖� = 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝑁𝑁(𝑉𝑉2𝑖𝑖 ;𝑌𝑌𝑖𝑖|𝑈𝑈𝑖𝑖𝑉𝑉1𝑖𝑖)𝑛𝑛
𝑖𝑖=1 + 𝑁𝑁(𝑈𝑈𝑖𝑖 ;𝑌𝑌𝑖𝑖), 
where  (𝑎𝑎) follows from  (19), (𝑏𝑏) follows from  (20), and (𝑐𝑐) follows from (19) and the fact that removing conditioning 
increases the entropy. 
The other bound on 𝑛𝑛𝑅𝑅2 is 
𝑛𝑛𝑅𝑅2  ≤ 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝑁𝑁(𝑀𝑀0𝑀𝑀2𝑆𝑆0𝑖𝑖 𝑆𝑆2𝑖𝑖 ;𝑌𝑌𝑖𝑖�𝑀𝑀0𝑀𝑀1𝑆𝑆0𝑖𝑖 𝑆𝑆1𝑖𝑖𝑌𝑌𝑖𝑖−1�𝑛𝑛
𝑖𝑖=1  = 𝑛𝑛𝜖𝜖2𝑛𝑛 + �𝑁𝑁(𝑉𝑉2𝑖𝑖 ;𝑌𝑌𝑖𝑖|𝑈𝑈𝑖𝑖𝑉𝑉1𝑖𝑖𝑆𝑆0𝑖𝑖𝑆𝑆1𝑖𝑖)𝑛𝑛
𝑖𝑖=1  
Bound on 𝑛𝑛(𝑅𝑅1 + 𝑅𝑅2) is straightforward and is omitted.             ∎ 
Remark: Notice that in this converse proof, the definition of 
the auxiliary random variables is such that we see 𝑌𝑌𝑖𝑖−1 in 𝑉𝑉1𝑖𝑖  but 
there is no  𝑌𝑌𝑖𝑖−1 in  𝑉𝑉2𝑖𝑖  and that is because only the first 
transmitter is fed back from the output of the channel and 
therefore only the first transmitter uses the feedback information 
in constructing the auxiliary random variable. 
Define  𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑆𝑆𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝) as the set of all rate pairs  (𝑅𝑅1,𝑅𝑅2) 
satisfying           𝑅𝑅1  ≤  𝑁𝑁(𝑉𝑉1;𝑌𝑌|𝑈𝑈𝑉𝑉2)           𝑅𝑅2  ≤  𝑁𝑁(𝑉𝑉2;𝑌𝑌|𝑈𝑈𝑉𝑉1) 
𝑅𝑅1 + 𝑅𝑅2  ≤  𝑁𝑁(𝑉𝑉1𝑉𝑉2;𝑌𝑌) 
for some 𝑝𝑝 ∈ 𝒫𝒫1∗. 
       (34) 
Theorem 6: The set 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑆𝑆𝑀𝑀𝑆𝑆𝑁𝑁∗  is achievable for the discrete 
memoryless MAC with partial feedback and with correlated SI 
strictly causally available at the transmitters 
         𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑆𝑆𝑀𝑀𝑆𝑆𝑁𝑁∗ = 𝑐𝑐𝑐𝑐 �𝑐𝑐𝑐𝑐 �� 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃𝑀𝑀−𝑆𝑆𝑀𝑀𝑆𝑆𝑁𝑁(𝑝𝑝)
𝑝𝑝∈𝒫𝒫1∗ ��           (35) 
Proof: The proof follows approximately the same lines as that 
of Theorem 5 and is omitted.                                                             ∎ 
CONCLUSION 
Achievable rate and capacity regions for the Multiple Access 
Channel with full and partial feedback with SW-type correlated 
side information available non-causally, causally, and strictly 
causally at the transmitters were provided. Cover-Leung’s 
achievable rate was shown to be a special case of our region for 
discrete memoryless MAC with full feedback and with 
correlated SI. 
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