We present Free-MESSAGE p , the first zeroth-order algorithm for convex mean-semideviationbased risk-aware learning, which is also the first three-level zeroth-order compositional stochastic optimization algorithm, whatsoever. Using a non-trivial extension of Nesterov's classical results on Gaussian smoothing, we develop the Free-MESSAGE p algorithm from first principles, and show that it essentially solves a smoothed surrogate to the original problem, the former being a uniform approximation of the latter, in a useful, convenient sense. We then present a complete analysis of the Free-MESSAGE p algorithm, which establishes convergence in a user-tunable neighborhood of the optimal solutions of the original problem, as well as explicit convergence rates for both convex and strongly convex costs. Orderwise, and for fixed problem parameters, our results demonstrate no sacrifice in convergence speed compared to existing first-order methods, while striking a certain balance among the condition of the problem, its dimensionality, as well as the accuracy of the obtained results, naturally extending previous results in zeroth-order risk-neutral learning.
Introduction
Statistical machine learning traditionally deals with the determination and characterization of optimal decision rules minimizing an expected cost criterion, quantifying, for instance, regression or misclassification error in relevant applications, on the basis of available training data [16, 19, 42] . Still, the expected cost paradigm is not appropriate, say, in applications involving highly dispersive disturbances, such as heavy tailed, skewed or multimodal noise, or in applications whose purpose is to imitate uncertain human behavior. In the first case, merely optimizing the expected cost is often statistically meaningless, since the resulting optimal prediction errors might exhibit unstable or erratic behavior, even with a small expected value. In the second case, as aptly put in [7] , the fact is that human decision makers are inherently risk-averse, because they prefer consistent sequences of predictions instead of highly variable ones, even if the latter contain slightly better predictions.
Such situations motivate developments in the area of risk-aware statistical learning, in which expectation in the learning objective is replaced by more general functionals, called risk measures [38] , whose purpose is to effectively quantify the statistical variability of the cost function considered, in addition to mean performance. Indeed, risk-awareness in learning and optimization has already been explored under various problem settings [1, 5, 7, 17, 20, 21, 22, 26, 29, 36, 40, 43, 46, 48] , and has proved useful in many important applications, as well [5, 6, 23, 25, 32, 37] .
In this paper, we study risk-aware learning problems in which expectation is generalized to the class of mean-semideviation risk measures developed in [22] . Specifically, given any complete rates for both convex and strongly convex costs. Orderwise, and for fixed problem parameters, our results demonstrate no sacrifice in convergence speed as compared to the fully gradient-based MESSAGE p algorithm [22] , and explicitly quantify the benefits of strong convexity on problem conditioning, reflected on the derived rates. Further, we develop explicit sample complexity bounds which quantify the inherent dependence of the performance of Free-MESSAGE p on both the size of the limiting neighborhood and the decision dimension, N , and naturally extend fundamental prior work on zeroth-order risk-neutral optimization [28] .
Basic Properties of the Base Problem
First, it will be convenient to express φ in compositional (or nested) form, as in [22] . By defining expectation functions ̺ : (2) respectively, and provided that the involved quantities are well-defined, φ may be reexpressed as φ (x) ≡ s (x) + c̺ (g (h (x))) , ∀x ∈ X .
(
Further, under appropriate conditions, differentiability of φ on X may be guaranteed as follows.
Lemma 1. (Differentiability of φ [22] ) Let s and g be differentiable on X and Graph X (s), respectively, and let R :
for all x ∈ X . Then φ is differentiable on X , and its gradient ∇φ : R N → R N may be expressed as ∇φ (x) ≡ ∇s (x) + c∇h (x) ∇g (h (x)) ∇̺ (g (h (x))) , ∀x ∈ X .
Lemma 1 states carefully the obvious: It verifies the composition rule for deriving the gradient of φ, properly handling the root ̺. Also, Lemma 1 is not concerned with actually determining ∇h and ∇g; it just establishes the existence and intrinsically compositional structure of ∇φ.
Gaussian Smoothing and Its Properties
Let f : R N → R be Borel. Also, for any R N -valued random element U ∼ N (0, I N ), and for µ ≥ 0, consider another Borel function f µ : R N → R, defined as f µ (·) E {f ((·) + µU )}, provided that the involved integral is well-defined and finite for all x ∈ R N . In many cases, the smoothed function f µ may be shown to be differentiable on R N , even if f is not. A wide class of functions satisfying such a property (under some qualification) is that of Shift-Lipschitz functions, or SLipschitz functions, for short, which are associated with two additional types of functions, which we call divergences and normal remainders, as introduced below. 
Apparently, every (real-valued) L-Lipschitz function on R N , with respect to some norm · * : R N → R + , is (L, · * , 0)-SLipschitz on R N . Similarly, every L-smooth function f on R N is L/2, · 2 2 , (∇f (•)) T (·) -SLipschitz on R N ; indeed, f has L-Lipschitz gradient if and only if
But there are many non-Lipschitz or non-smooth functions, which can be shown to be SLipschitz, at least on some proper subset F ⊂ R N , but where still u ∈ R N (see Definition 3) . This is the main reason for working with the SLipschitz class and its extensions, as it provides substantially increased degrees of freedom regarding the choice of the cost function in (1) . For two concrete toy examples of non-Lipschitz, non-smooth, but SLipschitz functions, see Appendix A.
We now formulate the next central result, providing several useful properties of f µ . Simpler versions of this result have been presented earlier in the seminal paper [28] , however under more restrictive conditions on f . 
Then, for any subset F ⊆ R N , the following statements are true:
• For every µ ≥ 0, f µ is well-defined and finite on F. Further, if, for some divergence D : R N → R and normal remainder T :
• If f is convex on R N , so is f µ , and f µ overestimates f everywhere on F.
• For every µ > 0, f µ is differentiable on F, and its gradient ∇f µ : R N → R N may be written as
where integration is in the sense of Lebesgue.
Proof of Lemma 2. See Appendix B.
Driven by Lemma 2, we also introduce a notion of effectiveness of a divergence-remainder pair, or D, T -pair, for short, which quantifies the accuracy of Gaussian smoothing, in general terms. 
where
In any case of the above, if ε > 0, then D is called an efficient divergence.
In the context of Lemma 2, effectiveness of a D, T -pair implies that E {D (µU )} in (8) decreases at least linearly in µ as µ → 0, whereas stability implies that the right of (10) stays bounded in µ as µ → 0. If the D, T -pair is uniformly 2-stable, then the right-hand side of (9) is also bounded in x. Further, if D is an efficient divergence, then E {D (µU )} decreases superlinearly in µ as µ → 0. The additional conditions imposed by Definition 4 will be relevant shortly.
Typical examples of effective/stable D, T -pairs are the one where D (·) ≡ · 2 and T ≡ 0, associated with the Lipschitz class on R N , and that where D (·) ≡ · 2 2 and T ([•, ⋆], ·) ≡ T (•, ·) ≡ (∇f (•)) T (·) (see above), associated with the smooth class on R N . For a slightly more elaborate example, see Appendix C.
The Free-MESSAGE p Algorithm
The basic idea behind the Free-MESSAGE p algorithm is to carefully exploit Lemma 2, and replace the gradients involved in expression (4) of Lemma 1 by appropriate smoothed versions, which may be evaluated by exploiting only zeroth-order information. To this end, for µ ≥ 0, define functions
where U T U T ∼ N (0, I N +1 ), U T U T and W are mutually independent, and where, temporarily, we implicitly and arbitrarily assume that the involved expectations are well-defined and finite. Then, for µ > 0, we may consider the µ-smoothed quasi-gradient of φ
again provided that everything is well-defined and finite. If, further, the conditions of Lemma 2 are fulfilled, and with Fubini's permission, it must be true that, for every x ∈ X ,
3:
Update (First SA Level):
5:
Update (Second SA Level):
6:
Evaluate F x n , W n+1 1 and F x n , W n+1 2 .
7:
Define auxiliary variables:
8:
Update (Third SA Level):
x n+1 = Π X x n − α n ∆ 1 U n+1 1 + c∆ 9: end for and, for every (x, y) ∈ Graph X (s µ ),
The quasi-gradient ∇ µ φ suggests a compositional (nested) Stochastic Approximation (SA) scheme for approximating a stochastic gradient for φ. Similarly to [22, 44, 45] , this scheme consists of three SA levels and presumes the existence of two mutually independent, Independent and Identically Distributed (IID) information streams, {W n 1 } n , {W n 2 } n , accessible by a Zeroth-Order Sampling Oracle (ZOSO) for F . We also assume the existence of a Gaussian sampler, generating independent standard Gaussian elements on R N +1 , mutually independently of {W n 1 } n and {W n 2 } n . The Free-MESSAGE p algorithm is presented in Algorithm 1, where the updates of the first and second SA levels are clearly specified. For the third SA level, given F x n , W n+1 Lemma 3. (Smoothed Convex Surrogates) Suppose that Assumption 1 is in effect. Then, for every 0 ≤ µ ≤ µ o , φ µ is convex and differentiable everywhere on X , ∇φ µ ≡ ∇ µ φ, where h µ and g µ are well-defined, the gradients ∇h µ and ∇g µ are given by (15) and (16) , respectively, and
with
Additionally, if X o µ = ∅, then, for every
Lemma 3 suggests that φ µ should be useful as a proxy for studying Free-MESSAGE p as a method to solve (1) . Specifically, inequality (24) is of key importance to the convergence analysis of the Free-MESSAGE p algorithm, discussed later in Section 6. Lemma 3 will be proved in several stages, as follows.
Proof of Lemma 3
First, an immediate but very useful consequence of Assumption 1 is the following proposition. The proof is elementary and is omitted. 
In other words, E {F (·,W )} is (G, D, T)-SLipschitz on X , and more. If, additionally, condition C2 is in effect, it is true that
for every (x, u) ∈ X × R N .
For the rest of this section, and by condition C3, define the set
Note that, later in Section 4, we actually set Y ≡ Y ′ . Then, leveraging Proposition 1 and Assumption 1, as well as Lemma 2, we have the following result. Then, for some ε ≥ 0 and µ o ∈ (0, ∞] according to Definition 4, the following statements are true:
• For every 0 ≤ µ ≤ µ o , s µ is well-defined, finite, convex on X , and
Further, s µ (x) ≥ s (x), for every x ∈ X .
• For every 0 < µ ≤ µ o , s µ is differentiable everywhere on X , and
for every x ∈ X . Further,
• For every 0 ≤ µ, g µ is well-defined, finite, convex on X × Y ′ , and g µ (x, y) ≥ g (x, y), for
• For every 0 < µ ≤ µ o , g µ is differentiable everywhere on X × Y and, for every (x, y) ∈ X × Y ′ ,
Proof of Lemma 4. For the first part of the result, we know from Proposition 1 that the function
Then, for 0 ≤ µ ≤ µ o , we may call the first part of Lemma 2, which implies that the function E {s ((·) + µU )} s ′ µ (·) is well-defined and finite on X , and sup
Additionally, since s is convex on X , so is E {s ((·) + µU )}, and the latter overestimates the former. Observe, though, that s ′ µ is by definition constructed as an iterated expectation, first relative to the distribution of W , and then relative to that of U , and not as an expectation relative to their product measure. Nevertheless, from Proposition 1 and condition C3 we know that, for every (x, u) ∈ X × R N ,
which in turn implies that, for every x ∈ X ,
Then, by Fubini's Theorem (Corollary 2.6.5 and Theorem 2.6.6 in [3] ), it follows that the function E {F ((·) + µU , W )} ≡ s µ (·) is finite on X , and that
and we are done. When p ∈ (1, 2], we will exploit another uniform estimate
everywhere on X × Y ′ . Then, for every (x, y 1 ,
we may write (recall Assumption 1)
Finally, the last part of Lemma 4 may be verified by another application of Fubini's Theorem, as in the first and second part discussed above, or the tower property, and another application of Lemma 2. Enough said.
We now prove Lemma 3 for p ∈ (1, 2] ; the case where p ≡ 1 is similar, albeit simpler. To start, for 0 ≤ µ ≤ µ o , convexity of φ µ on X follows from convexity of F ((·) + µU , W ) − µU on X , which may be shown trivially, based on the convexity of F (·, W ). Next, to verify differentiability of φ µ , it suffices to check the sufficient conditions of Lemma 1. Indeed, since, by condition C4, inf x∈R R (x) ≥ η > 0, it is true that κ R ≡ −∞ and, thus, for every x ∈ X ,
Then, Lemma 1 implies that φ µ is differentiable everywhere on X , and also that ∇φ
for all x ∈ X , which may easily shown by application of the composition rule to φ µ , for which it is true that
Now, because of the fact that (see, for instance, Lemma 4)
we may invoke Lemma 4, yielding, for every x ∈ X ,
Additionally, it is also true that
Therefore, for every x ∈ X , (47) may be further bounded from above as
and we are done. Finally, if X o µ = ∅ and x o ∈ X o µ , and for every (
where we have used the fact that φ µ (x o ) ≤ φ µ (x), for all x ∈ X .
Convergence Analysis
By Lemma 3, it follows that the compositional quasi-gradient ∇ µ φ (see (14) ) is actually the gradient of the function φ µ . Therefore, the Free-MESSAGE p algorithm may be legitimately seen as a zerothorder method to solve exactly the convex mean-semideviation problem
where µ > 0 (if µ ≡ 0, then φ 0 ≡ φ, and the situation is trivial). Lemma 3 explicitly quantifies the quality of the approximation of φ by φ µ , as well. Consequently, it makes sense to first study the Free-MESSAGE p algorithm as a method for solving the surrogate (51), and then attempt to relate the obtained results to the original problem, using Lemma 3. Our results follow this path. The behavior of the Free-MESSAGE p algorithm will be characterized under the following conditions, extending Assumption 1 of the previous section.
Assumption 2. Assumption 1 is in effect and conditions C1-C3 are strengthened as follows:
C1 There is G < ∞, and a D, T -pair, as in condition C1, such that
C3 The associated D, T -pair is uniformly (4 − 21 {p≡1} )-stable on X .
Additionally:
C5 The sets Y and Z are chosen as
C6 There is L < ∞, such that g µ satisfies the marginal smoothness condition
Note that condition C5 of Assumption 2 can be satisfied under various common circumstances, in particular when g is L-smooth globally on R N × R. Note, though, that condition C5 is significantly weaker than demanding L-smoothness of g.
Main Implications of Assumption 2
As in the case of Assumption 1, an immediate consequence of Assumption 2 is the following proposition. The proof is omitted. Proposition 2. (Implied Properties of F (·,W ) II) Suppose that conditions C1 and C2 of Assumption 2 are in effect. Then, it is true that
The main purpose of Assumption 2 is to guarantee boundedness of the gradients appearing in the Free-MESSAGE p algorithm in a certain sense, uniformly on the respective feasible sets. In this respect, we have the next result.
and (54)
Consequently, it follows that sup x∈X ∇s µ (x) 2 2 ≤ B 1 and sup (x,y)∈X ×Y ∇g µ (x, y) 2 2 ≤ B 2 , implying that both s µ and g µ are Lipschitz in the usual sense on X and X × Y, respectively.
Proof of Lemma 5. We work assuming that p ∈ (1, 2]. If p ≡ 1, the proof follows accordingly. Since (54) follows trivially from Lemma 4, we focus exclusively on showing (55). First, for every pair (x, y) ∈ X × Y, we may carefully write
Therefore, the tower property implies that
for all x ∈ X . The proof is now complete, but let us consider the two expectations on the right-hand side of (57) separately, as a (in)sanity check. For the first one, we may write
For the second one, the situation is similar. Enough said.
Recursions
We follow the approach taken previously in ( [22] , Section 4.4), but with appropriate technical modifications in the proofs of the corresponding results, reflecting the problem setting and assumptions considered herein. Because the proof ideas are similar to ([22] , Section 4.4), we postpone all proofs of this section to Appendix E. Still, we emphasize that the results presented below crucially exploit gradient boundedness ensured by Lemma 5, which follows as a result of Assumption 2.
Hereafter, let {D n ⊆ F } n∈N be the filtration generated from all data observed so far, by both the user and the ZOSO,
Our first basic result follows. Lemma 6. (Iterate Increment Growth) Suppose that Assumption 2 is in effect. Then, for every 0 < µ ≤ µ o , there exists a problem dependent constant Σ 1 p < ∞, increasing and bounded in µ, such that the process {x n } n∈N generated by the Free-MESSAGE p algorithm satisfies the inequality
for all n ∈ N, almost everywhere relative to P.
Proof of Lemma 6. See Appendix E.1.
Using Lemma 6, we have the next result on the growth of the difference |y n − s µ (x n )| 2 .
Lemma 7. (First Zeroth-order SA Level: Error Growth) Suppose that Assumption 2 is in effect. Also, let β n ∈ (0, 1], for all n ∈ N. Then, for every 0 < µ ≤ µ o , there exists a problem dependent constant Σ 2 p < ∞, increasing and bounded in µ, such that the process {(x n , y n )} n∈N generated by the Free-MESSAGE p algorithm satisfies the inequality
Similarly, when p > 1, the growth of z n − g µ (x n , y n ) may be characterized as follows.
Lemma 8. (Second Zeroth-order SA Level: Error Growth) Suppose that Assumption 2 is in effect. Also, choose p > 1, and let β n ∈ (0, 1], γ n ∈ (0, 1], for all n ∈ N. Then, for every 0 < µ ≤ µ o , there exists a problem dependent constant Σ 3 p < ∞, increasing and bounded in µ, such that the process {(x n , y n , z n )} n∈N generated by the Free-MESSAGE p algorithm satisfies the inequality
Proof of Lemma 8. See Appendix E.3.
Next, let us define a Borel function g ′ µ : R N → R as
Also note that, as in the original MESSAGE p algorithm [22] , it is true that, for every (n, x) ∈ N + ×X ,
implying that ∇ n+1 µ φ constitutes an unbiased estimator of ∇ µ φ, that is, a valid stochastic gradient associated with the latter. Using this fact, we now characterize the evolution of x n+1 −x o 2 2 , where x o ∈ X is an optimal solution of problem (51), provided such solution exists. Lemma 9. (Third Zeroth-order SA Level: Optimality Error Growth) Suppose that Assumption 2 is in effect, and let β n ∈ (0, 1], γ n ∈ (0, 1], for all n ∈ N. Also, suppose that X o µ ≡ arg min x∈X φ µ (x) = ∅ and consider any x o ∈ X o µ . Then, for every 0 < µ ≤ µ o , there exists another problem dependent constant Σ 4 p < ∞, also increasing and bounded in µ, such that the process {(x n , y n , z n )} n∈N generated by the Free-MESSAGE p algorithm satisfies
At this point, it is important to observe that Lemmata 6, 7, 8 and 9 share exactly the same structure with the corresponding results used in the analysis of the original MESSAGE p algorithm of [22] ; see, in particular, ( [22] , Section 4.4). Therefore, the behavior of the Free-MESSAGE p algorithm as a method to solve the surrogate problem (51) can be analyzed almost automatically, by calling the respective convergence results developed in [22] , which are based exclusively on the counterparts of Lemmata 6, 7, 8 and 9, presented therein. Then, the obtained results can be nicely related to the base problem (1), via Lemma 3. This is the path taken for proving our main results, as discussed below.
Also note that all constants Σ 1 p , Σ 2 p , Σ 3 p and Σ 4 p involved in Lemmata 6, 7, 8 and 9, respectively, are all increasing and bounded in the smoothing parameter µ ∈ (0, µ o ]. Therefore, when deriving convergence rates of the expected value type, based exclusively on Lemmata 6, 7, 8 and 9, similarly to ( [22] , Section 4.4, and Lemmata 3, 5, 6 and 7) and, as we will see, under appropriate stepsize initialization, all resulting constants will also be increasing and bounded functions of µ ∈ (0, µ o ].
Path Convergence
The path behavior of the Free-MESSAGE p algorithm may be characterized via the following result. 
Then, for 0 < µ ≤ µ o , and if X o µ = ∅, there exists an event Ω ′ ⊆ Ω with P(Ω ′ ) ≡ 1, such that, for every ω ∈ Ω ′ , the process {x n (ω)} n∈N generated by the Free-MESSAGE p algorithm converges as
also implying that
In other words, almost everywhere relative to P, {x n } n∈N converges to a point in the set of optimal solutions of (51), and {φ (x n )} n∈N converges to a linearly shrinking µ-neighborhood of φ * .
Proof of Theorem 1. The proof of (66) follows directly from ( [22] , Section 4.4, Theorem 3), based on an application of the T -level almost-supermartingale convergence lemma [45] . To prove (67), note that, for every ω ∈ Ω ′ , continuity of φ on X implies that
and we are done.
Convergence Rates

Convex Cost
For the general case of a convex cost F (·, W ), we have the following result on the rate of convergence of the Free-MESSAGE p algorithm, concerning smoothened iterates of the form [44, 45] x n 1 ⌈n/2⌉ i∈N n−⌈n/2⌉ n
Theorem 2. (Rate | Convex Cost | Subharmonic Stepsizes) Let Assumption 2 be in effect, set α 0 ≡ β 0 ≡ γ 0 ≡ 1, and for n ∈ N + , choose α n ≡ n −τ 1 , β n ≡ n −τ 2 and γ n ≡ n −τ 3 , where, for fixed ǫ ∈ [0, 1), δ ∈ (0, 1) and ζ ∈ (0, 1) such that δ ≥ ζ,
Then, for every n ∈ N + , the Free-MESSAGE p algorithm satisfies
where K E µ p ∈ (0, ∞) is increasing and bounded in µ, whenever E µ is in fact independent of µ.
Proof of Theorem 2. As in the proof of Theorem 1, the result follows in part from ( [22] , Section 4.4, Theorem 4 and its proof), which applied to our setting yields
where K E µ p ∈ (0, ∞) is increasing and bounded in µ, whenever E µ is in fact not dependent on µ (for instance, whenever X is compact). Then, for any choice of
everywhere on Ω. Taking expectations completes the proof.
Strongly Convex Cost
Next, we assume that F (·, W ) is σ-strongly convex on R N . If subharmonic stepsizes are used, we have the next result, significantly improving Theorem 2. Hereafter, let x * arg min x∈X φ (x). 
Also define the quantity n o (τ 2 )
Then, for 0 < µ ≤ µ o and for every n ∈ N n o (τ 2 ) , the Free-MESSAGE p algorithm satisfies
where Σ σ p ∈ (0, ∞) is increasing and bounded in µ,
Proof of Theorem 3. We focus on the case where p ∈ (1, 2]; when p ≡ 1, the steps to the proof of the theorem are similar. First, we discuss the implications of assuming σ-strong convexity of F (·, W ) on R N , which is equivalent to the condition
being true for all (x, y, w) ∈ R N × R N × R M and for all α ∈ [0, 1]. Indeed, for F ((·) + µU , W ) we have
for all (x, y, u, w) ∈ R N × R N × R N × R M and for all α ∈ [0, 1]. This demonstrates that, for every µ ≥ 0, F ((·) + µU , W ) and thus F ((·) + µU , W ) − µU are both strongly convex on R N with the same parameter σ, independent of µ. Therefore, ( [22] , Proposition 5) implies that φ µ is σ-strongly convex on R N , which is equivalent to the alternative condition
being true for all (x, y) ∈ R N × R N . Additionally, since φ µ is σ-strongly convex on R N , its infimum over X is attained for some unique x o ∈ X (depending on µ). As a result, it is true that
But by ( [35] , Theorem 3.33), and with the multifunction N X : X ⇒ R N being the normal cone to X defined as
it follows that
This last fact also implies that
Similarly,
Next, observe that, by our assumptions (in particular, Condition C5), in addition to the constants Σ 2 p , Σ 3 p and Σ 4 p involved in Lemmata 7, 8 and 9 being bounded and increasing in µ ∈ (0, µ o ], the average errors E |y n − s µ (x n )| 2 and E |z n − g µ (x n , y n )| 2 are both uniformly bounded relative to n ∈ N and σ > 0 and µ ∈ (0, µ o ], and increasing relative to the latter, as well. Additionally, let us show that E x n − x o 2 2 is also uniformly bounded relative to n ∈ N + and increasing and bounded in µ ∈ (0, µ o ], given our particular choice of α 0 ≡ σ −1 . First, we exploit (84), and taking expectations on both sides of (199) (see proof of Lemma 9), we get
being true for all n ∈ N. Second, by (207) (once more, from the proof of Lemma 9), it is true that
almost everywhere relative to P. Again, taking expectations on both sides, we obviously have
for all n ∈ N. Consequently, there is another constant Σ 5 p < ∞, increasing and bounded in µ and independent of σ, such that
for all n ∈ N. By using the same inductive argument as in ( [22] , Section 4.4, last part of proof of Lemma 9), and by noting that
where the right-hand side is increasing and bounded in µ, it easily follows that
This is all the "extras" we need. Now, by another closer inspection of ( [22] , Section 4.4, Lemma 9, Theorem 5 and the respective proofs), it follows that for µ ∈ (0, µ o ] and for every n ∈ N n o (τ 2 ) ⊆ N 3 ,
for a problem dependent constant Σ σ p < ∞, which, in case σ ≥ 1, may be bounded as Σ σ p ≤ Σ p /σ 2 , for some other constant Σ p (independent of σ). The constant Σ σ p is also increasing and bounded in µ, since it is dependent only on Σ 1 p , Σ 2 p , Σ 3 p and Σ 4 p , as well as the uniform bounds of E |y n − s µ (x n )| 2 , E |z n − g µ (x n , y n )| 2 , and E x n − x o 2 2 , as discussed above. Finally, we may exploit Lemma 3, and (85), to obtain
being true for all n ∈ N n o (τ 2 ) , where Σ σ p 2Σ σ p .
We also provide a rate result for the case of constant stepsizes, very popular in practical considerations. This is useful in particular when the distribution of W changes during the operation of the algorithm, and the goal is to make the Free-MESSAGE p algorithm adaptive to such changes. Also, let x o arg min x∈X φ µ (x).
Theorem 4. (Rate | Strongly Convex Cost | Constant
Stepsizes) Let Assumption 2 be in effect, and suppose that F (·, W ) is σ-strongly convex on R N . For n ∈ N + , choose the stepsizes as α n ≡ ασ −1 , α ∈ (0, 1), β n ≡ β ∈ (0, 1] and γ n ≡ γ ∈ (0, 1], such that α < min{β, γ}. Then, for 0 < µ ≤ µ o and for every n ∈ N + , the Free-MESSAGE p algorithm satisfies
where 
Then, by our assumptions, and from ( [22] , Section 4.4, Lemma 9), it follows that {H n s } n∈N and {H n g } n∈N may be chosen in a way such that, for every n ∈ N + ,
where 0 < Σ σ p < ∞ is increasing and bounded in µ. Proceeding inductively, we have
Now, again from ( [22] , Section 4.4, Lemma 9 and its proof), and as in Theorem 3, it follows that, whenever σ ≥ 1, Σ σ p ≤ Σ 0 p /σ 2 , for some Σ 0 p < ∞, and the same type of argument holds for H 0 s and H 0 g , as well, but for all σ > 0. Therefore, it is true that
where 0 < Σ 1 p < ∞ is independent of σ, and increasing and bounded in µ. As a result, we get
being true for all n ∈ N + . Finally, using the same argument as in (93), it follows that,
for every n ∈ N + , where Σ 1
The proof is now complete.
Discussion
First, let us comment on the role of ǫ ∈ [0, 1) on the rates of Theorems 2 and 3, which, for ǫ ≡ 0, are of the orders of O(n −1/(41 {p∈(1,2]} +4) + µ) (roughly) and O(n −1/2 + µ), as µ → 0, respectively, the latter when p ∈ (1, 2] . However, if ǫ ≡ 0, the resulting stepsizes do not satisfy the conditions of Theorem 1, and path convergence of the Free-MESSAGE p algorithm is not guaranteed (see also [22] ). Nevertheless, if ǫ ∈ (0, 1), rates arbitrarily close to the ones above can be achieved, while path convergence is simultaneously guaranteed, ensuring better algorithmic stability.
We would also like to emphasize the explicit dependence on σ on both terms appearing on the right of (77) and (94), implying that strong convexity benefits both algorithmic and smoothing stability. Of course, all rate bounds in (73), (77) and (94) present certain tradeoffs among µ, σ and N . In particular, the dependence on N appears of both terms on the right of (73), (77) and (94), and varies significantly relative to the associated D, T -pair. This issue is discussed in detail in the next section.
Sample Complexity Bounds and Dependence on µ and N
In this section, we derive explicit sample complexity bounds for the Free-MESSAGE p algorithm, which reveal its dependence on the decision dimension, N , which is not due to intrinsic problem structure, but due to the lack of gradient information. To do this, we restrict our attention to two common and very important cost function classes discussed in Appendix D, that is, the Lipschitz class and the smooth class.
Our results will be based on the detailed characterization of the quantities B 1 and B 2 of Lemma 5 relative to µ and N , which are the basis for defining the constants Σ 1 p , Σ 2 p , Σ 3 p and Σ 4 p involved in Lemmata 6, 7, 8 and 9, respectively. In Section 6.1 (and Appendix E) we have already discussed and used the fact that all aforementioned constants are increasing and bounded in µ, despite the lack of specific assumptions on the involved D, T -pair. Now, by focusing either on Lipschitz or smooth functions, which are recovered by specific choices of associated D, T -pairs, and by appropriately choosing µ, it will be possible to fully characterize the dependence of our convergence rates on N , effectively quantifying their effect on the behavior of the Free-MESSAGE p algorithm.
For simplicity, in the following we assume a strongly convex cost, since this is a case of paramount importance in practice. However, similar results hold for the the general case of a convex cost. Also, in both of the subsections that follow, we prefer to develop our arguments in a discussion format, rather than presenting formal proofs to previously stated results. However, at the end each subsection, we will summarize our findings in the form of formal results.
Case Study #1: Lipschitz Class
As in Appendix D.1, we consider then class of functions satisfying the Lipschitz-like condition
with D (·) ≡ d (·) ≡ · 2 and T ≡ t 2 ≡ t 4 ≡ 0, that is, the associated D, T -pair is both uniformly 4-stable and 2-effective (actually stable), where the latter follows from the former. As described above, we start with the quantities B 1 and B 2 of Lemma 5. For B 1 , we may write
For B 2 , the situation is similar, but we take cases for p ∈ [1, 2] . If p ∈ (1, 2], then
Because it will be useful later on, we also define the quantity
In case, however, p ≡ 1, it is true that 
However, a closer look to the proof of Lemma 6 reveals that a better estimate of Σ 1 p , namely,
For Σ 2 p , the proof of Lemma 7 implies that
Let us proceed with Σ 3 p , which is relevant only when p ∈ (1, 2] . Indeed, from the proof of Lemma 8, in particular, by (190)-(195), it is easy to see that
Lastly, from the proof of Lemma 9, it is true that
Next, we may observe that
and
Now, we have all the required information in order to calculate the dependence on N of the constant Σ σ p , present in Theorem 3. To do this, we perform a very careful backtracking procedure in the proof of Theorem 3 (see Section 6.4.2), bookkeeping the complexity of the constants involved in the respective recursions, plus the complexity of initial conditions. Then, by closely reexamining ( [22] , Section 4.4, Lemma 9, Theorem 5 and the respective proofs), we may deduce that
The next result summarizes our discussion above, providing a complexity estimate of the Free-MESSAGE p algorithm, explicitly showing the dependence on N , for the case of the Lipschitz class.
Theorem 5. (Rate | Lipschitz & Strongly Convex Cost | Subharmonic Stepsizes) Let
Assumption 2 be in effect, and suppose that F (·, W ) is σ-strongly convex on R N . Set α 0 ≡ σ −1 and β 0 ≡ γ 0 ≡ 1, and for n ∈ N + , choose α n ≡ (σn) −1 , β n ≡ n −τ 2 and γ n ≡ n −τ 3 , where, if p ≡ 1, τ 2 ≡ 2/3, whereas if p > 1, and for fixed ǫ ∈ [0, 1), and δ ∈ (0, 1),
where, for the particular choice of µ,
Then, as long as
the Free-MESSAGE p algorithm satisfies E x n+1 − x * 2 2 ≤ δ. In comparison with the risk-neutral setup, where c ≡ 0, the constant corresponding to Σ σ p is of the order of O(N 2 ), since only B 1 is involved in the respective calculations [28] . Also, the resulting rate climbs to the order of O(N 2 )/n, with a complexity estimate of the order of O(N 2 /δ) iterations.
We would like to emphasize that the increased orderwise dependence on N in Theorem 5 may be justified first by the increased difficulty of the risk-aware learning task, and second by the fact that nothing more than mere Lipschitz continuity has been imposed on the cost function F (·, W ) (in addition to strong convexity). Most probably, the dependence on N can be improved by designing more sophisticated versions of Free-MESSAGE p , possibly using ideas such as averaging, minibatching, or multi-point finite differences for gradient approximation.
The respective version of Theorem 4 (rate with constant stepsizes) may be formulated by following almost the same procedure as above, and is therefore omitted in our discussion.
Case Study #2: Smooth Class
We now consider the class consisting of functions obeying the smoothness-like condition
for all (x 1 , x 2 ) ∈ R N × R N . In Appendix D.2, we associated this class with the D, T -pair where D (·) ≡ · 2 2 and T([•, ⋆], ·) ≡ (∇F (•,⋆)) T (·), and we showed that the associated D, T -pair is uniformly 2-effective on X whenever
and with the choices
and (119)
for all (x, u) ∈ X × R N . Let us show that, if (118) is true, the D, T -pair under consideration is uniformly 2-stable, as well. Indeed, one the one hand we have
while, on the other, it is true that
which is equivalent to t q (·, U ) U 2 being uniformly in Z 2 , where (124) is due to (167) (Section C). Further, we now show that the involved D, T -pair is uniformly 4-stable under the natural condition sup
which, of course, implies (118). Uniform 4-stability will be extremely crucial in our subsequent complexity analysis, as we will shortly see. The situation regarding d is as before, that is,
The difficulty here comes from the function t 4 , which is naturally defined as
for all (x, u) ∈ X × R N . First, we are interested in an efficient estimate for t 4 (·, U ) L 4 . For every (x, u) ∈ X × R N , we have
where, for brevity, we have defined ∇ W
and where all involved expectations are legitimate (for instance, by Cauchy-Schwarz). Therefore, we may integrate one more time and carefully write (again, all integrals exist)
for all x ∈ X . As a result, we get that
What is more, the previous inequality shows that, in fact, sup x∈X t 4 (x, U ) L 4 ≡ O(1) (independent of N ). Second, using the fact that then, for every q ∈ [2, 4] , it holds that
which implies that sup
This is probably a suboptimal estimate, but it will serve our purposes well. Note, though, that when q ≡ 2, (131) provides the improved estimate
So far, we have shown that the D, T -pair associated to the smooth class (those functions satisfying (117)) is uniformly 4-stable, and we have provided appropriate estimates for the quantities involved. Next, we proceed with our complexity estimates. As we did in the Lipschitz case above (Section 7.1), we start with the quantities B 1 and B 2 of Lemma 5. Note that, in what follows, we use the fact that the involved D, T -pair is both uniformly 2-stable and uniformly 4-stable, as previously discussed. For B 1 , we have
For B 2 , and if p ∈ (1, 2], then
As before, we also define the quantity
When p ≡ 1, though, we get
and similarly, B h 2 ≡ µ 2 O(N 2 ) + O(1), as well. Again, the case when p ≡ 1 provides guidance for choosing µ. In particular, if we set µ ≡ M/N 3/2 , which is assumed hereafter, for some constant M > 0, we obtain the bounds B 1 ≡ O(N ) ,
. Again, as in Section 7.1, these bounds are uniform relative to p. These improved complexity estimates on B 1 , B 2 , and B h 2 have substantial effects on constants Σ 1 p , Σ 2 p , Σ 3 p and Σ 4 p of Lemmata 6, 7, 8 and 9. To reveal those effects, we follow the same procedure as in Section 7.1. Specifically, it is true that
Then, we may again calculate the dependence of the constant Σ σ p on N , resulting in the estimate
As before, if σ ≥ 1, it is also true that Σ σ p ≤ Σ p /σ 2 ≡ O(N 2+31 {p∈(1,2]} )/σ 2 , and we have the following result providing a complexity estimate of the Free-MESSAGE p algorithm for the case of the smooth function class under study. 
Pick any δ > 0 and choose
where, for the particular choice of µ, Σ o * (M) sup N ≥1 Σ o /N 3/2 . Then, as long as
the Free-MESSAGE p algorithm satisfies E x n+1 − x * 2 2 ≤ δ.
Again, the respective version of Theorem 4 is omitted in our discussion, for brevity. In comparison with the risk-neutral setup, where c ≡ 0, the respective constant corresponding to Σ σ p is of the order of O(N ). This gives a rate of the order of O(N )/n, with a complexity estimate of the order of O(N/δ) iterations. In comparison with the Lipschitz class, as studied in Section 7.1, we observe a very significant improvement in the case of smooth functions. Specifically, when p ≡ 1, smooth functions require an order of O(N 3 ) less iterations in order to reach the same expected solution accuracy, whereas, when p ∈ (1, 2] , this gap increases to an order of O(N 12/(1−ǫ) ) (!). Therefore, smooth cost functions result in much more well-conditioned risk-aware problems of the form of (1), at least in regard to the efficiency of the Free-MESSAGE p algorithm.
Of course, at this point there is no indication that any of our complexity estimates achieve some form of optimality; in fact, it is most probable that the dependence on N can be improved, even in the smooth case. However, this remains an open problem, subject to future investigation.
As a final comment, we would like to emphasize that, although the dependence on N is somewhat large in the results for both the Lipschitz and smooth function classes, in practice we expect a much better scalability of the Free-MESSAGE p algorithm since, in most cases, the cost function and the risk regularizer would be chosen such that the conditioning of the problem is appropriate. Yet, our complexity bounds indeed reveal that risk-aware learning is fundamentally more complex than ordinary, risk-neutral leaning; in our work, this is clearly due to the compositional nature of the base problem (1) .
for all u ∈ R, where, for U ∼ N (0, 1), and for every x ∈ R, it is true that E 4x 3 U +4xU 3 ≡ 0. Thus, although f is not Lipschitz and not smooth on R, it is still L F , D, 4(·) 3 (•) + 4(·)(•) 3 -SLipschitz on F. Also note that, although f is indeed Lipschitz and has a Lipschitz gradient on F in the usual sense, these properties are not enough for our purposes; the fact that u ∈ R (and u ∈ R N , in Definition 3) plays a key role in our analysis.
For an additional example of a SLipschitz function globally on R which is non-Lipschitz and non-smooth, even on compact subsets of R, let f (·) ≡ |·|. Of course, f is neither Lipschitz nor smooth on any subset F ⊆ R containing the origin, compact or not. Still, for every x ∈ F, the fact is that
for all u ∈ R. Therefore, although f is not Lipschitz and not smooth on F, it is still 1, |·|, 0 -SLipschitz on F. In this example, it is interesting to note that the function itself and the respective divergence actually coincide, that is, f (·) ≡ |·| ≡ D (·).
B Proof of Lemma 2
If µ ≡ 0, the situation is trivial. So, for the rest of the proof, we assume that µ > 0. Let N : R N → R be the standard Gaussian density on R N , that is,
From condition (7), we have that
which implies that
Consequently,
from where it follows that the function f (x + µU (·)) is well-defined and in Z 1 , for all x ∈ R N . Equivalently, we have shown that the function f µ (·) ≡ E {f ((·) + µU )} is well-defined and finite, everywhere on R N . The rest of the first part, and the second part of Lemma 2 may be developed along the lines of [28] , where we explicitly use the identity E {T (x, U )} ≡ 0, for all x ∈ F, since T is a normal remainder on F.
For the third part, the result on the existence and representation of ∇f µ will follow by a careful application of the Dominated Convergence Theorem, which provides an extension of the standard Leibniz rule of Riemann integration, and permits interchangeability of differentiation and integration. Specifically, we will exploit a multidimensional version of ( [12] , Theorem 2.27). To this end, for µ > 0, define for brevity
By our construction, ϕ (x, ·) is Lebesgue integrable on R N for every x ∈ R N , and ϕ (·, u) is differentiable everywhere on R N for every u ∈ R N , with
Now, consider any compact box B ⊆ R N . We may write
Note that, in the above, the use of the ℓ 2 -norm is arbitrary; any (equivalent) vector norm works. Then, with B sup x∈B x 2 /µ 2 , and via a simple change of variables, as in the beginning of the proof, it may be readily shown that ψ B has a finite Lebesgue integral on R N and thus it is true that, for every u ∈ R N , sup
where λ : B R M → R + denotes the corresponding Lebesgue measure. Then, it follows that the function f µ (·) ≡ ϕ (·, u) du is differentiable everywhere on B, and that
for every x ∈ B (Theorem 2.27 in [12] ). But the box B is arbitrary, and any x ∈ R N is contained in a compact box. For the rest of the third part of Lemma 2, if f is (L, D, T)-SLipschitz on F, we may first write
for all x ∈ F. Enough said.
Remark 1. Note that the conclusions of Lemma 2 regarding the gradient of f µ cannot follow simply by the Leibniz rule, and this is due to the unbounded support of the Gaussian density, which makes the region of integration in the definition of f µ the whole Euclidean space R N (that is, infinite).
C Another Example of an Effective/Stable D, T -pair
To illustrate an additional case of an (uniformly) effective/stable D, T -pair and an efficient divergence, as well as its consequences on the conclusions of Lemma 2, let us consider the quadratic fit cost f (·) ≡ y − A (·) 2 2 , for fixed and compatible y ∈ R N ′ and A ∈ R N ′ ×N . Of course, f is smooth on R N and therefore, we know already that it is SLipschitz on R N , as well. Still, at least for illustration, an associated D, T -pair may constructed in a more elaborate way for this example. First, for every pair (x, u) ∈ R N × R N , it is true that
In other words,
for all (x, u) ∈ R N × R N . We may then naturally define
where it is easy to see that E {T (x, µU )} ≡ 0, for all x ∈ R N and µ ≥ 0; thus, f is (L, D, T)-SLipschitz on R N . Then, with µ o ≡ 1 (say), we may define, for every (x, u) ∈ R N × R N ,
Also observe that both E d (U ) 2 and E d (U ) 2 U 2 2 are finite. Additionally, we have
for all x ∈ R N , where we have used the facts that
respectively, and where the last expression in (166) is due to the additional fact that
A similar procedure may be used to verify boundedness of E t (·, U ) 2 . We thus see that the involved D, T -pair is 2-stable with t ≡ t 2 (2-effective, as well), and that D is efficient with ε ≡ 1. Now, observe that f satisfies the moment condition (7) of Lemma 2. Consequently, this implies that sup
which of course means that the accuracy of the approximation increases superlinearly as µ decreases. Additionally, it follows that,
for all x ∈ R N . If, instead of R N , we consider any compact subset F ⊆ R N , then our D, T -pair is uniformly 2-stable on F, as well, by using the implication that sup x∈X ∇f (x) 2 2 < ∞.
D Specialization of Lemma 3 for Common Function Classes
It is possible to obtain more detailed and informative bounds than those in Lemma 3 by restricting our attention on classes of random cost functions satisfying Assumption 1 but where, additionally, the associated D, T -pair is known explicitly.
D.1 Lipschitz Class on R N
The first class we would like to discuss is that consisting of functions satisfying the global Lipschitzlike condition
Of course, (171) implies that the expected cost E{F (·,W )} is (globally) G-Lipschitz on R N . By setting u ≡ x 1 − x 2 ∈ R N , it easily follows that the choices D (·) ≡ · 2 and T ≡ 0 are valid, and that the particular D, T -pair is trivially uniformly 2-effective on X , with d (·) ≡ · 2 and t 2 ≡ 0. Then, the following corollary to Lemma 3 may be formulated. The proof is omitted. The second class under the microscope consists of functions obeying the global smoothness-like condition
for all (x 1 , x 2 ) ∈ R N × R N . Again, (174) implies that the expected cost E{F (·,W )} is (globally) 2G-smooth on R N . In this case, setting u ≡ x 1 − x 2 ∈ R N yields
It is then natural to choose D (·) ≡ · 2 2 and T([•, ⋆], ·) ≡ (∇F (•,⋆)) T (·) as the associated D, Tpair. Additionally, as it might be evident at this point it is true that the previously defined D, Tpair is uniformly 2-effective on X , whenever X is a compact subset of R N . Indeed, we may choose d (·) ≡ · 2 2 and t 2 (•, ·) ≡ (∇F (•, W )) T (·) L 2 , where we have, for every (x, u) ∈ X × R N ,
Therefore, it us true that, for every x ∈ X ,
and, as a result, T 2 < ∞, under our assumptions. Note that, in this case, ε ≡ 1, as in Appendix C. Given the discussion above, we may formulate another corollary to Lemma 3, regarding the case of the smooth class. The main arguments of the proof have already been presented.
Corollary 2. (Smoothed Convex Surrogates | Smooth Class)
Suppose that condition (174) is true. Then, condition C1 is satisfied automatically and, whenever sup x∈X ∇F (x,W ) 2 L 2 < ∞, C3 is satisfied, as well. If, moreover, the rest of Assumption 1 is in effect, then Lemma 3 implies that sup x∈X |φ µ (x) − φ (x)| ≤ µ 2 GN + cC (µ) 6µ 2 GN + µ(T 2 + 1) ,
where C (µ) ≤ 1 {p≡1} + η −p/2 R (0) + 2V + 6µ 2 GN + µ(T 2 + 1) p/2 1 {p∈(1,2]} ,
with T 2 being an intrinsic feature of F . Specifically, we have T 2 ≡ sup x∈X ∇F (x,W ) 2 L 2 .
E Recursions: Proofs
E.1 Proof of Lemma 6
Fix n ∈ N and let p > 1; if p ≡ 1 the derivation is similar. Under Assumption 2, by nonexpansiveness of the projection operator onto the closed and convex set X , and by the triangle inequality,
x n+1 − x n 2 ≤ α n ∇ n+1 µ φ (x n , y n , z n ) 2 ≤ α n ∆ n+1 1,µ (x n ) U n+1 1 2 + α n c ∆ n+1 µ,p (x n , y n , z n ) 2 ,
where ∆ n+1 µ,p may be further expanded as ∆ n+1 µ,p (x n , y n , z n ) 2 ≡ B 2
x n+1 − x n 2 2 + |y n+1 − y n | 2 ≤ B 2 x n+1 − x n 2 + |y n+1 − y n | ≤ B 2 x n+1 − x n 2 + β n F x n + µU n+1
yielding, by (say) Proposition 2 (and condition C4)
almost everywhere relative to P. Combining (195), (193) and (190), we end up with the desired inequality, being valid almost everywhere relative to P. But N is countable.
E.4 Proof of Lemma 9
Let us focus on the residual term E D n U n+1 . By construction, we have, for every (x, y) ∈ X ×Y,
