We compute explicitly the irreducible polynomial corresponding to the bifurcation point B 4 of the logistic map. This settles in the positive two recent conjectures by Bailey and Broadhurst.
Explicit computation of bifurcation points of the logistic map
The determination of the bifurcation points of the logistic map:
x n+1 = f (x n ) = µx n (1 − x n ), µ ∈ (0, 4] is specified by the following system of equations:
x 2 = µ x 1 (1 − x 1 ) x 3 = µ x 2 (1 − x 2 ) . . . x n = µ x n−1 (1 − x n−1 ) x 1 = µ x n (1 − x n ) .
( 1) together with the condition
expressing the fact that the bifurcation point is the right endpoint of the interval for µ for which the period n solution is stable. Equation (2) can in turn be replaced by the two equations:
Equations (1) together with one of equations (3) constitute a system of nonlinear polynomial equations specifying fully the successive bifurcation points of the logistic map.
Gröbner Bases
The theory of Gröbner bases has been the cornerstone of a reformulation of parts of Commutative Algebra and Algebraic Geometry from a computational point of view. The theory was developed by B.
Buchberger, see [Becker & Weispfenning, 1993 ] for a systematic exposition. Historically, one of the early applications of Gröbner bases was a new method for solving systems of polynomial equations. In the case of systems of linear equations, the Gröbner method or resolution is equivalent to the classical Gauss triangulation of the system. The Gröbner method applies to non-linear systems of equations as well. The starting point of the theory is to define an order of the unknowns which induces an order of the monomials. A Gröbner basis is computed with respect to this order. A particularly useful order is the lexicographical order. A Gröbner basis computed with respect to a lexicographical order of the unknowns is called a lexicographical Gröbner basis. When the system of polynomial equations has a finite number of solutions, the lexicographical Gröbner basis computation provides us with a concise and useful form of the solutions of the system. In particular, it is guaranteed that the lexicographical Gröbner basis will contain a polynomial in one of the unknowns alone. This univariate polynomial is then used to find all the solutions of the system. The existence of this univariate polynomial is not accidental and can be explained in terms of the Elimination Theorem. To make precise this part of the theory of Gröbner bases theory that we use in the rest of the paper we give an outline of the Elimination Theorem following [Cox et al. 1997] .
Given an ideal I generated by a finite set of polynomials f 1 , . . . , f m in the polynomials ring in n variables K[x 1 , . . . , x n ], the kth elimination ideal denoted by I k is the ideal of the polynomial ring in n − k variables
The ideal I k contains all consequences of the equations f 1 = . . . = f m = 0 which eliminate the first k variables x 1 , . . . , x k . In the above definition k ranges from 0 to n − 1 with I 0 being equal to the original ideal I. Constructing the sequence of ideals I 1 , . . . , I n−1 is a systematic way of eliminating variables. The last ideal in this sequence, namely I n−1 , encodes all consequences of the equations f 1 = . . . = f m = 0 which eliminate all variables except the last variable, namely x n . The Elimination Theorem says that a lexicographical Gröbner basis computation gives automatically a basis of all the ideals I 1 , . . . , I n−1 .
Elimination Theorem Let G be a Gröbner basis of an ideal I with respect to a lexicographical ordering with the x n being the smallest variable. Then for every 0 ≤ k ≤ n − 1 the set
is a Gröbner basis of the kth elimination ideal I k .
When the system of polynomial equations corresponding to the ideal I has only a finite number of solutions, the lexicographical Gröbner basis computation gives a way to compute a basis of the last ideal I n−1 , which will be comprised by a polynomial in one variable, namely x n . Algorithms for computing Gröbner bases have been implemented in many commercial, academic and stand-alone programs. We performed all Gröbner computations in this paper using Magma, a very efficient symbolic algebra program developed by a team led by J. J. Cannon at the University of Sydney, Australia. Magma provides a mathematically rigorous environment for computations in algebra, number theory, geometry and combinatorics. See [Cannon & Playoust, 1996] for an introduction to Magma.
3 The 3rd bifurcation point of the logistic map
We start with the following system:
The reduced lexicographical Gröbner basis of this system has 7 elements and is computed in Magma in less than 2 seconds. The univariate polynomial in µ is of degree 24 and factorizes in 4 factors: . Using the first interval we compute the value of the constant B 3 (third bifurcation point of the logistic map) with 50 digits of accuracy:
This degree 12 polynomial has also been computed in [Bailey & Broadhurst, 2001 ] using integer relations detection algorithms.
4 The 4th bifurcation point of the logistic map, first Bailey-Broadhurst conjecture
In [Bailey & Broadhurst, 2001 ] the authors conjecture that B 4 might satisfy a 240−degree polynomial. In this section we prove this conjecture using the technique of the previous paragraph. We start with the following system:
The reduced lexicographical Gröbner basis of this system has 12 elements and is computed in Magma in approximately 5 where P 240 (µ) denotes a polynomial with integer coefficients given in Appendix 1. As before, a rigorous symbolic real root isolation analysis shows that the first four polynomials do not have any real roots and that the degree 240 polynomial has 32 real roots contained in the intervals [ Using the first interval the value of the constant B 4 (fourth bifurcation point of the logistic map) can be computed as before with as many digits of accuracy as desired. In particular, we have, with 50 digits of accuracy:
B 4 = 3.564407266095432597773557586528982450657734738379.
The 4th bifurcation point of the logistic map, second Bailey-Broadhurst conjecture
In [Bailey & Broadhurst, 2001 ] the authors also conjecture that −B 4 (B 4 − 2) might satisfy a 120−degree polynomial. The exact computation of the minimal polynomial P 240 (µ) for B 4 in the previous paragraph renders the verification of this conjecture possible. The first minus sign is unimportant, therefore we put α = B 4 (B 4 − 2) and proceed to compute an integer relation between the powers 1, α, α 2 , . . . , α 120 . The approach we use here bares some similarities with the elegant application of the LLL algorithm in the exact evaluation of a difficult definite integral, illustrated in [Borwein & Corless, 1999] . First we normalize each of the powers 1, α, α 2 , . . . , α 120 in the field defined by the algebraic number B 4 . We view these normalized expressions as univariate polynomials in B 4 . Then we form a square 121 × 121 matrix M whose columns represent the coefficients of the monomials from 0 up to 120 of each expression. This matrix exhibits an interesting structure as can be seen in the figure below produced with the matrix browser of Maple 7 (white space represents zero elements).
Structure of the matrix M in the second Bailey-Broadhurst conjecture
The nullspace of the matrix M is of dimension one and the elements of the (integer) nullvector are the coefficients of the sought integer relation between the powers 1, α, α 2 , . . . , α 120 . This is the degree 120 polynomial predicted by the second Bailey-Broadhurst conjecture and is given in Appendix 2. It has exactly 16 real solutions, the smallest of which is in the interval [4, 6] which corresponds to the root B 4 (B 4 − 2). 
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