Abstract. The α-modulation transform is a time-frequency transform generated by square-integrable representations of the affine Weyl-Heisenberg group modulo suitable subgroups. In this paper we prove new conditions that guarantee the admissibility of a given window function. We also show that the generalized coorbit theory can be applied to this setting, assuming specific regularity of the windows. This then yields canonical constructions of Banach frames and atomic decompositions in α-modulation spaces. In particular, we prove the existence of compactly supported (in time domain) vectors that are admissible and satisfy all conditions within the coorbit machinery, which considerably go beyond known results.
Introduction
The main purpose of time-frequency analysis is to decompose given signals and functions such that their significant characteristics are revealed. In audio applications for example one seeks to unveil the time evolution of the frequency components of a piece of music. In many acoustical signals both tonal as well as impact sound components appear. For example, the solution of the acoustic scattering problem can contain harmonic as well as non-smooth components, depending on the geometry of the scatterer. Harmonic components are well represented by Gabor systems [18] , transient components by wavelet systems [13] . So it seems natural to use a representation, which is in some sense intermediate between the Gabor and wavelet setting, combining the strengths of both worlds.
In a first approach to construct such a transform, one can consider representations of the affine Weyl-Heisenberg group G aW H which contains both the affine group (wavelets) and the Weyl-Heisenberg group (Gabor). However, Torrésani [34, 35] showed that the representations of G aW H are not square integrable. Thus, quotients of G aW H have to be considered. The α-modulation transform is a particular choice of this construction. It depends on the parameter α ∈ [0, 1), where α = 0 corresponds to the Gabor setting and the limiting case α → 1 corresponds to a wavelet-like transform, see [8, 32] .
For specific problems in signal analysis, a discretized version of this transform, α-modulation frames have already been applied quite successfully [12] . We are convinced that in the long run α-modulation frames will also provide excellent tools for numerical purposes such as, e.g., scattering problems or the numerical solution of partial differential equations and integral equations on domains and manifolds. Indeed, very often the solutions to these equations contain periodic components as well as singularities on lower dimensional manifolds, so that neither Gabor frames nor wavelet bases can give rise to sparse representations. However, a sparse representation using α-modulation frames might be possible. This would pave the way to very efficient (adaptive) numerical algorithms in the spirit of [5, 6, 33] .
Frames, i.e., generalizations of orthonormal bases [4] that allow for redundant representation of functions, can also be used for the discretization of operators [2] , for example in a boundary element approach [23] . Frame methods have been used successfully in this context [27] , in particular in an adaptive approach [7, 33] . Choosing good frames can lead to a better compressibility of the involved matrices. Also here we think that α-modulation frames are a promising option.
To make the long-term goal of using α-modulation frames in a boundary element discretization reachable, it is absolutely necessary to construct them to be compactly supported. Otherwise it would be highly complicated or maybe even impossible to treat bounded domains and the efficiency of numerical solution might be hard to judge. This is the main intention of the paper at hand. In particular, we will make use of generalized coorbit theory and improve the results of [8] where it is shown that band-limited windows can be used to construct α-modulation frames.
Feichtinger and Gröchenig introduced coorbit theory in the late 1980's in a series of papers [15, 16, 17] . Their construction works as follows: starting from a (square) integrable group representation one can introduce the (generalized) voice transform and define the coorbit space to be the space of distributions whose voice transform is contained in some solid Banach space. A remarkable asset of coorbit theory is that a suitable discretization of the underlying group yields Banach frames on all coorbit spaces all at once. In order to be able to also work with groups that are not square integrable, generalized coorbit theory was introduced in [8, 9, 11] . In particular, the discretization machinery still works for this setting.
Although the analysis presented in this paper is sometimes quite technical, we finally end up with very natural and simple conditions on the decay of the Fourier transform. These conditions allows for a plethora of compactly supported admissible functions. In particular, cardinal Bsplines fit into this context. It would even be possible to use B-spline wavelets that possess vanishing moments and therefore can give rise to efficient compression strategies, a very important step towards efficient numerical schemes [5, 6, 33] .
The paper is organized as follows. In Section 2 we review basic facts about generalized representation theory modulo subgroups. In Section 3, we state the main result on the admissibility for the α-modulation transform of functions with certain decay of their Fourier transform. After briefly recalling the basics of generalized coorbit theory in Section 4 we show in Section 5 that coorbit theory is applicable to the α-modulation transform using again windows with particular regularity in Fourier domain.
Preliminaries
2.1. Representation theory modulo subgroups. We first give a short outline of the theory of square-integrable group representations introduced in [25] , see also [19] or [36] . Let G be a locally compact Hausdorff topological group. It is well known that for such groups there always exists a nonzero Radon measure µ, unique up to a constant factor, that is invariant under left translation. This measure is the so-called (left) Haar measure of G. If the left Haar measure is simultaneously a right Haar measure as well (i.e. it is invariant under right translations), we call the group unimodular. Let H be a separable complex Hilbert space with inner product ·, · and norm · . Denote by U(H) the group of unitary operators on H. A unitary representation of G on H is a strongly continuous group homomorphism π : G → U(H), i.e. a mapping π : G → U(H) such that (i) π(gh) = π(g)π(h) for all g, h ∈ G, and (ii) for every ψ ∈ H, the mapping G → H, g → π(g)ψ is continuous.
The group representation π is said to be irreducible if the only invariant subspaces under π are {0} and H, i.e. the only closed subspaces M ⊆ H such that π(g)(M ) ⊆ M for every g ∈ G are M = {0} and M = H. The group representation is said to be square-integrable if it is irreducible and there exists a vector ψ = 0 in H such that
Such a vector ψ with ψ = 1 is called an admissible wavelet. Its associated wavelet constant is c ψ . For an admissible wavelet ψ and f ∈ H, the voice transform or generalized wavelet transform
to be understood in weak sense as
is square-integrable, and ψ ∈ H is admissible, then we have the following resolution of the identity which holds weakly: for all f ∈ H,
that means the reproducing formula
holds for all f, h ∈ H. One may interpret the family {π(g)ψ : g ∈ G} as a continuous frame, with V ψ the analysis operator, V * ψ the synthesis operator and A ψ := V * ψ (V ψ ) the frame operator. For further reading on continuous frames, see [1, 31] .
From here, one proceeds to build classical coorbit theory, as explained in [16, 17] .
In many cases, however, representations of a group are not squareintegrable. The usual informal interpretation of this fact is that the group is, in a certain sense, too large. Following [8] , the subsequent technique may be used to make the group smaller: choose a suitable closed subgroup H and factor out, forming the quotient G/H. In general, H need not be a normal subgroup, so that G/H will, in general, not carry a group structure; it is a homogeneous space, though, i.e. the group G acts on G/H continuously and transitively by left translation. The quotient can always be equipped, in a natural way, with a measure µ that is quasi-invariant under left translations, i.e. µ and all its left-translates have the same null sets. In many examples the measure µ will be translation-invariant in the first place. In order to transfer the representation from the group to the quotient, one then introduces a measurable section σ : G/H → G which assigns a group element to each coset. We can then generalize admissibility and square-integrability for representations modulo subgroups in the following definition. Definition 2.1. Let G be a locally compact group, π : G → U(H) a unitary representation, H a closed subgroup of G, and X = G/H, equipped with a (quasi-)invariant measure µ. Let σ : X → G be a section and ψ ∈ H \ {0}. Define the operator A σ on H (weakly) by
(1)
If A σ is bounded and boundedly invertible, then ψ is called admissible, and the unitary representation π is called square-integrable modulo (H, σ).
There is also a generalization of the voice transform in this setting.
Definition 2.2. Let ψ be admissible. Then the voice transform of f ∈ H is defined by
We further define a second transform
We have then the following version of the reproducing formula (see formula (2.4) in [8] ). THEOREM 2.3. Let ψ be admissible for the representation π modulo (H, σ). Then, for all f 1 , f 2 ∈ H,
2.2.
The Setting for the α-transform. It turns out that the α-modulation transform can be constructed in the setting of generalized representation theory modulo subgroups for a particular group, the affine Weyl-Heisenberg group.
Denote by R + the set of positive real numbers. Throughout this paper we use the following convention for the Fourier transform
The affine Weyl-Heisenberg group is the set
Equipped with the usual product topology of the respective Euclidean topologies on R and R + , this becomes a (non-abelian) locally compact Hausdorff topological group. The neutral element is (0, 0, 1, 0), and the inverse to (x, ω, a, τ ) is (x, ω, a, τ )
, −ωa,
. The Haar measure is given by
This is in fact both a left and right Haar measure on G aW H , thus the group is unimodular.
We define the "basic three" operators of time-frequency analysis, translation:
) (with x, ω ∈ R and a ∈ R + ). These are unitary operators on L 2 (R). Using them, we define the Stone-von Neumann representation, given by
This constitutes a unitary representation of G aW H , but unfortunately not a square-integrable one, see [34] .
The subset
is a closed subgroup of the affine Weyl-Heisenberg group, although not a normal subgroup. Define the quotient
This is not a group but a homogeneous space. It carries the measure dxdω which is in fact a truly invariant measure under left translations on X.
For 0 ≤ α < 1, choose the section (or lifting)
One can then show [8, 32] that, for ψ ∈ L 2 (R), the operator from Definition 2.1 is in this case a Fourier multiplier, in general unbounded, but densely defined:
Thus the admissibility of ψ ∈ L 2 (R) is equivalent to boundedness and invertibility of the Fourier multiplier A σ , which is in turn equivalent to the existence of constants A, B such that
for almost all ξ ∈ R. (Compare to the more general setting of continuous nonstationary Gabor frames, see [32] .)
Admissibility
We prove a new admissibility condition for the α-modulation transform. This generalizes results previously obtained by Dahlke et al. [8] .
More precisely, whereas in [8] it was shown that band-limited functions, that is functions with compactly supported Fourier transform, are admissible, we prove that it suffices to demand just a certain decay of the Fourier transform. In particular, we find admissible functions that are compactly supported in time.
Two simple properties of β, that we will often use without further comment in the sequel, are
The main result in this section is the following.
for all ξ ∈ R, with
then ψ is admissible.
Remark 3.2. Note that, for α → 1, the exponent r becomes larger and larger: r → ∞. That means that the closer α is to 1, the stronger decay of the Fourier transform we need to achieve admissibility.
Proof. We have to show that there exist positive constants A, B > 0 such that
for almost all ξ ∈ R, where
For simplicity of notation, set
First consider α = 0. In this case, β(ω) ≡ 1, thus
independent of ξ, so (6) is satisfied with A = B = ψ 2 . We do not even need the assumptions of Theorem 3.1 here; in fact every ψ ∈ L 2 (R)\{0} is admissible in the case α = 0, which is a well-known consequence of the orthogonality relation for the short-time Fourier transform. Now assume 0 < α < 1. We will first prove three lemmata that yield some simplifications. Lemma 3.3. We have
(where ψ(x) = ψ(x) denotes the complex conjugate function to ψ).
Proof. We have
Withψ(−η) =ψ(η), we conclude
It is clear that if ψ ∈ L 2 (R) satisfies the assumptions of Theorem 3.1, then ψ does so, as well. Thus, it suffices to show (6) only for ξ ≥ 0. Proof. It is clear that m ψ (ξ) ≥ 0 for all ξ. Suppose there is a ξ ∈ R such that m ψ (ξ) = 0. Since the map ω → |ψ(r ξ (ω))| 2 β(ω) is continuous and greater or equal to zero,
thus the range of r ξ is all of R and soψ(η) = 0 for all η ∈ R. But this is equivalent to ψ = 0, a contradiction. Proof. Let ξ ∈ R be fixed. Let ξ ∈ R with |ξ − ξ| ≤ . Then
We want to use the Dominated Convergence Theorem on this last integral. To this end, consider the integrand I(ω). If ψ satisfies |ψ(ξ)| ≤ C(1 + |ξ|) −r , we can estimate
for all ω ∈ R; since, trivially, also
we get
, which is independent of ξ for |ξ − ξ | ≤ 1/2. But this last expression is integrable, since, for large |ω|, it behaves asymptotically like
and with r > 1 the exponent satisfies
It is further clear that for ξ → ξ, we have r ξ (ω) → r ξ (ω) and, sincê ψ is continuous,ψ(r ξ (ω)) →ψ(r ξ (ω)), pointwise for all ω ∈ R. Thus the integrand satisfies I(ω) → 0 for ξ → ξ, pointwise for all ω ∈ R, so Dominated Convergence finally yields
The last two lemmata show that it suffices to prove (6) only for sufficiently large ξ, say ξ ≥ K; in this case, on the compact interval [0, K], m ψ satisfies (6) as well, since it is continuous and strictly positive there, so (6) will hold for all ξ ≥ 0. We will in fact be able to show an even stronger statement: we will prove that lim ξ→∞ m ψ (ξ) = L > 0 exists and is positive. From this, the above follows.
Without loss of generality, assume from now on that ξ > 2 α . Then, obviously, αξ > 2 and ξ > 2.
Before we proceed any further, we will discuss the function r ξ (ω) in more detail.
Lemma 3.6. The derivative of r ξ (ω) for ω = 0 is given by
For ω < 0, we have r ξ (ω) =
In summary,
At the local maximum 0, we have r ξ (0) = ξ > 0.
so r ξ (ω) is strictly decreasing for ω > 0. Our final lemma will help to compute and estimate several integrals in the following.
Lemma 3.8. Let I ⊆ R be an interval such that r ξ is monotonous on I. Then
Proof. We necessarily have 0 ∈ int(I), the interior of I, since, by Lemma 3.7, r ξ has a local maximum in 0, so r ξ is not monotonous if 0 ∈ int(I).
Observe that, by Lemma 3.6,
the statement follows from this by the substitution z = r ξ (ω), dz = −β(ω)h ξ (ω) dω.
We are now ready to finish the proof of Theorem 3.1.
We split the integral defining m ψ (ξ) into four parts,
. . . , and treat each part separately. The four intervals are
, 0 , and
Observe that
. Thus I 2 ⊂ (−∞, 0], and I 3 is well defined.
Note that r ξ is monotonous on I 1 , I 3 and I 4 .
•
: On I 2 , r ξ has a local minimum at ω * ξ . Thus
By Lemma 3.7, we asymptotically have
, we have α − 2r(1 − α) < 0, thus
: We use Lemma 3.8 to write
where in this case
By (7), we have h ξ (ω) > 0 on the interval (−∞, ω * ξ [, by Lemma 3.7. Furthermore,
on (−∞, 0], so h ξ is a monotone decreasing function on I 1 , and hence h ξ assumes its infimum at the rightmost point of
. The infimum is given by
which behaves asymptotically like |ξ| α−1 . We conclude
for ω ∈ I 1 . For the transformed interval, we find r ξ (I 1 ) = [z 1 (ξ), +∞) with
which also behaves like |ξ| 1−α . Putting it all together, we find
that is asymptotically equivalent to |ξ| 1−α |ξ| (1−α)(−2r+1) = |ξ| 2(1−α)(1−r) . Since 2(1 − α)(1 − r) < 0, we finally conclude as r > 1
, 0 : This is very similar to the previous case I 1 . We have
with h ξ as above, and
This yields
and this goes to 0 for ξ → ∞ because 2(1 − α)(1 − r) < 0.
Since r ξ (0) = ξ and lim ω→∞ r ξ (ω) = −∞, we have r ξ (I 4 ) = (−∞, ξ]. Let ε > 0 be given. Choose A > 0 such that
. . . .
The second integral can be estimated as follows: first observe that
For the first integral, we use that for every fixed A > 0, . . .
for ξ sufficiently big. Since ε was arbitrary, we conclude
All in all, we have thus shown
. . . + Remark 3.9. As already stated in the introductory part, it is a major objective of this paper to prove the existence of compactly supported admissible windows for the α-modulation transform. The assumptions of Theorem 3.1 are in particular satisfied for ψ ∈ S(R) ⊆ L 2 (R), the Schwartz class of infinitely differentiable rapidly decaying functions (their Fourier transforms are again of the same class, thus decay faster than any given polynomial). Since there exist Schwartz functions with compact support, the existence of compactly supported admissible functions is guaranteed by Theorem 3.1.
Generalized coorbit theory
In this section we briefly introduce the concept of generalized coorbit theory. We will, however, only present the bare necessities from [8] and [22] to grasp the underlying idea and motivate the calculations in Section 5. For further reading on coorbit theory we refer the interested reader to [15, 16, 17] (classical coorbit theory) and [8, 20, 22] (generalized coorbit theory).
Construction of generalized coorbit spaces.
The fundamental idea behind coorbit theory is that features of a function, like smoothness or decay, manifest in the behavior of its voice transform. Hence, one constructs coorbit spaces as those functions/distributions whose voice transform belongs to a certain Banach space. In the present paper we will focus on weighted Lebesgue spaces [8] . However, more general Banach spaces may be used with some modifications, see [22] .
In this section we consider the same general setting as in Section 2, i.e. let X be a homogeneous space, σ a section from X to G and π a unitary group representation. Let v ≥ 1 be measurable and 1 ≤ p ≤ ∞ and define 
Moreover, we define the weight function
The following condition is fundamental for establishing generalized coorbit theory.
ρ := ess sup y∈X X |R(x, y)|w(x, y)dµ(x) < ∞
Throughout the rest of this section we will assume that (11) holds.
We define the reservoir spaces H 1,v and K 1,v by
The fundamental condition (11) guarantees that π(σ(x))ψ ∈ H 1,v and A −1 σ π(σ(x)) ∈ K 1,v , ∀x ∈ X. Consequently, both H 1,v and K 1,v are dense in H and the embedding is continuous. Moreover, the spaces are complete, i.e. Banach spaces. Now, introduce the anti dual spaces H 1,v and K 1,v (the space of all bounded and conjugate linear functionals on H 1,v and K 1,v respectively), then
It can be shown that H 1,v is norm dense in H and weak- * dense in H 1,v . The operators V ψ and W ψ can be extended to H 1,v and K 1,v , respectively, by setting
For 1 ≤ p ≤ ∞, the generalized coorbit spaces H p,v and H p,v may be defined as
THEOREM 4.1. Let ψ ∈ H be admissible, such that (11) is satisfied, then both H p,v and K p,v are Banach spaces and the reproducing formulas (9) and (10) extend to H p,v and K p,v .
The treatment of two spaces H p,v and K p,v is somewhat cumbersome. However, one can show that they coincide if the frame {π(σ(x))ψ} x∈X is intrinsically localized, (see [21, 22] ):
and ess sup then H p,v does not depend on whether it is generated by ψ or by ϕ.
Observe that the fundamental condition (11) amounts to a statement of the integrability of K 1 ψ .
Discretization in generalized coorbit spaces.
Throughout this section we mainly present the results from [22] with a minor but crucial modification in the definition of the local oscillations kernel introduced in [28] .
Definition 4.2. Let I be a countable index set. A family U = {U i } i∈I of relatively compact subsets of X with non-empty interior is called an admissible covering of X if the following conditions are satisfied:
(i) Covering property: X = i∈I U i ,
(ii) Finite overlap:
If, moreover, µ(U i ) ≥ A > 0 for all i ∈ I and there exists a constant 
(with unconditional convergence in some suitable topology) and there exists m > 0 such that
A family {h i } i∈I ⊂ B * is called a Banach frame if there exists a BK-space B , · B and a bounded linear reconstruction operator Ω : B → B such that (i) If f ∈ B, then {h i (f )} i∈I ∈ B and there exists m, M > 0 such that
The generalized local oscillations kernel with respect to the moderate admissible covering U is defined as in [28] by
where Γ : X × X → C is measurable and satisfies |Γ| ≡ 1, Q y := i∈I(y) U i and I(y) := {i ∈ I : y ∈ U i }.
Define γ = max{γ 1 , γ 2 }, with
and
Moreover, we need the following technical condition
w(x, y) < ∞.
We are now able to formulate the following discretization result given in [28] :
THEOREM 4.4. Let U be a moderate admissible covering, such that
then π(σ(x i ))ψ i∈I is a Banach frame and an atomic decomposition for H p,v where x i ∈ U i for all i ∈ I can be chosen arbitrarily. Remark 4.6. Observe that this discretization scheme is very powerful as, once the technical condition (17) is checked, it ensures that π(σ(x i ))ψ i∈I is a Banach frame and an atomic decomposition for all coorbit spaces H p,v simultaneously. Typically, the strategy to ensure (17) is to construct a sequence of moderate admissible coverings U n , such that γ n → 0 and C w,U n is uniformly bounded.
Generalized coorbit theory for the α-transform
The generalized coorbit spaces for the α-modulation transform can be identified with α-modulation spaces, see [8] . These spaces were introduced independently by Gröbner [14, 24] and Päivärinta/Somersalo [30] as an "intermediate" family of Banach spaces between modulation spaces and homogeneous Besov spaces, the smoothness spaces associated to the short-time Fourier transform and the continuous wavelet transform respectively. For further reading on α-modulation spaces, see for example [3, 20, 26, 29] .
5.1. Integrability of the kernels K κ ψ,ϕ . In this section we will apply the results from Section 4.1 to the α-modulation transform. In particular, we will prove that, for a certain class of window functions, (a) the fundamental condition (11) is satisfied and (b) the coorbit spaces H p,v and K p,v are equal and independent of the particular choice of the window.
We consider polynomial weight functions in the frequency variable
and, consequently,
The kernel K κ ψ,ϕ is of the following shape
−r , for l = 0, 1, 2 (and the same decay requirements are also imposed on ϕ), where the parameter r is chosen such that r > 2 + 2s + 7α − 4α
Then, for κ = 0, 1, 2,
In the course of proving this theorem, we need several auxiliary results. Therefore, we give a short sketch of the proof first to motivate the lemmata.
Idea of the Proof of Theorem 5.1. Roughly speaking, the proof depends on two main ideas. First, one rearranges the kernel K ψ,ϕ and observes that (after a change of variables) the integral with respect to x may be rewritten as
for some function G ω,ω * depending on ω and ω * . Then basic Fourier theory yields that, given certain regularity, the following estimates hold pointwise
Consequently,
ω,ω * 1 min 1,
which guarantees integrability with respect to x if the L 1 -norms are finite. Second, the auxiliary results Lemma 5.2 to Lemma 5.5 provide pointwise estimates of the weight m s (after substitution in ω) and G
ω,ω * 1 with respect to ω is finite (independently of ω * ).
We will use the following results:
(For the proof, see [8, Lemma 5.8] .)
We now show that the derivatives of the symbol m ψ , corresponding to the Fourier multiplier A σ defined in (5), are polynomially decaying.
−r , for all l = 0, 1, ..., k and r > max 1,
Proof. The case l = 0 follows from the fact that a function with the mentioned properties is admissible.
We present a detailed proof for the case l = 1.
By the Mean Value Theorem, we have, for some η between ξ and ξ + ε,
It is not difficult to see that
is an integrable majorant as it asymptotically behaves like ∼ |ω| −2r(1−α)−2α . The Dominated Convergence Theorem thus yields
Let us first assume that ξ ≥ 0 in the sequel.
Since 2α(r −1) ≥ 0, it follows that (1+ |ω|)
The second last inequality follows if we observe that the second integral is just the symbol m φ , where the function φ is defined via its Fourier transform byφ(ξ) = (1 + |ξ|) −r ∈ C(R). Theorem 3.1 then yields that this term is bounded. As 2(1 − α)r + 2α − 1 > α whenever r > 1/2 it follows that
Now if ξ ≤ 0 we observe that (1 + |ω|) 2α(r−1) ≤ (1 + |ξ − ω|) 2α(r−1) , for ω ∈ [ξ/2, ∞), and use the same arguments as above.
For higher derivatives one proceeds iteratively and obtains the condition 2(1 − α)r + (l + 1)α − 1 > lα which is again satisfied whenever r > 1/2.
−r , for all l = 0, 1, 2, and r > max 1,
. Define
Then h ω,κ ∈ C 2 (R) and
for l = 0, 1, 2.
Proof. We have
as well as
Lemma 5.3, together with m ψ (ξ) ≥ A, for a.e. ξ, therefore yield the result.
Next, define the function
for ξ, ω ∈ R.
Lemma 5.5. The function Λ is bounded from above, precisely
Proof. Since Λ(−ξ, ω) = Λ(ξ, −ω), we may assume that ξ ≥ 0. Moreover, observe that if ω ≥ 0 we have Λ(ξ, ω) ≤ Λ(ξ, −ω), for all ξ ≥ 0. Hence, let ω ≤ 0.
and if 0 < ξ < −ωβ(ω), we get
Since ∂Λ ∂ξ (ξ, ω) < 0 for all ξ > −β(ω)ω and all ω ≤ 0, it follows that for ω fixed, Λ( · , ω) takes its maximum in one of the points ξ 1 = 0,
It holds Λ(ξ 1 , ω) = 1 for all ω ∈ R, and
So it remains to check ξ 3 . We find
This concludes the proof.
Remark 5.6. Note that for the case α = 0, this result is a simple consequence of the submultiplicativity of polynomial weight
For α > 0 we get in some sense a "twisted" submultiplicativity
Lemma 5.7. For r > 1 and θ > 0, the following estimate holds:
(For the proof, see [10, Lemma 3.1].)
We are now able to complete proof of Theorem 5.1.
Proof of Theorem 5.1. First, the conditions imposed on r imply that r > max 1,
, i.e. ψ, ϕ are admissible and Lemma 5.3 is applicable.
We rewrite the kernel K κ ψ,ϕ as follows:
If we plug this in (19) and use the substitutions ( 
G ω,ω * is twice continuously differentiable asψ,φ ∈ C 2 (R) by assumption and h ω * ,κ ∈ C 2 (R) by Corollary 5.4. Hence, as already explained in (20) , F(G ω,ω * ) can be estimated pointwise by
For n ∈ {0, 2} and n 1 , n 2 , n 3 ∈ {0, 1, 2} one gets
where the sum is taken over all triples {n 1 , n 2 , n 3 } with n 1 +n 2 +n 3 = n. In order to estimate this term we split it and observe that θ(ω, ω
Hence
The second part may be estimated using Corollary 5.4 and Lemma 5.5; this yields
Consequently, summarizing our previous considerations, we get
. Now, it is possible to apply Lemma 5.7, as r−2α/(1−α) > 1. Together with θ −1 (ω, ω * ) ≤ (1 + |ω|) α (and thus θ(ω, ω * ) ≥ (1 + |ω|) −α ) and (23), it follows
where we have used that
and that the condition on r ensures that
Hence, by Lemma 5.2
which is finite whenever (1 − α)r − 9α−4α 2 +2s 2(1−α) > 1, or equivalently
Finally,
5.3.
The integrability of the local oscillations kernel.
THEOREM 5.9. Let U ε be the admissible covering for the α-modulation transform defined above, osc U ε ,Γ be the local oscillations kernel as defined in (14) with Γ : X × X → C, |Γ| ≡ 1, appropriately chosen, s ≥ 0 and ψ ∈ L 2 (R), such thatψ ∈ C 3 (R) fulfills |ψ (n) (ξ)| ≤ C(1 + |ξ|) −r , for n = 0, 1, 2, 3, with parameter r satisfying r > 2 + 2s + 7α − 4α
Then, using the notation of (15) and (16), it holds
where
Remark 5.10. Theorem 5.9 together with the considerations of Section 5.2 therefore show that the assumptions of Theorem 4.4 are met, i.e. discretization is possible.
We need the following Lemma.
Lemma 5.11. Let U ε be the admissible covering defined in Section 5.2. There exist two constants C 1 , C 2 > 0, independent of x, ω ∈ R and 0 < ε < ε 0 , such that
Proof. Let N be the constant from the finite overlap property (Definition 4.2 (ii)). Observe that,
As the sampling points are symmetrically distributed we may assume w.l.o.g. that ω ≥ 0. Let (y, η) ∈ Q x,ω and j * > 0 be the smallest index such that ω j * > ω. Then, 0 ≤ ω j * −1 ≤ ω < ω j * . Using the Mean Value Every point x ∈ R is contained in at most two of the intervals Ω ε j,k := εβ(ω j )(k − 1, k + 1) if j ∈ Z is fixed. Hence, (y, η) ∈ U ε j,k ⊂ Q x,ω implies that |y − x| ≤ 2εβ(ω j ). As (x j,k , ω j ) ∈ Q x,ω it follows by previous calculations that |ω − ω j | ≤ C 2 εβ(ω) −1 .
Assuming that ω ≥ 1 and C 2 ε < 1/2 yields |ω j | ≥ |ω| − C 2 εβ(ω) −1 ≥ 0.
As β is monotonically decreasing we therefore get |y − x| ≤ 2εβ(ω j * ) ≤ 2εβ |ω| − C 2 εβ(ω) By Lemma 5.11, there exist constants C 1 , C 2 independent of x * , ω * ∈ R and ε > 0 such that (x * , ω * )−Q x * ,ω * ⊆ (−C 1 εβ(ω * ), C 1 εβ(ω * ))×(−C 2 εβ(ω * ) −1 , C 2 εβ(ω * ) −1 )
Hence, |y − x * |/β(ω * ) ≤ C 1 ε and |η − ω * |β(ω * ) ≤ C 2 ε for all (y, η) ∈ Q x * ,ω * . Moreover, It remains to estimate the first term. By the triangle inequality one has
.
Ad (I):
Recall that, for 0 < |x| < 1/2, |1−e 2πix | = |1−e 2πi|x| | is strictly increasing in |x|. We split the real line into the parts |ξ| < |µ| −1/2 and |ξ| ≥ |µ| 
