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Abstract
Lusztig defined certain involutions on the equivariant K-theory of Slodowy varieties and gave
a characterization of certain bases called canonical bases. In this paper, we give a conjectural
generalization of these involutions and K-theoretic canonical bases to conical symplectic resolutions
which have good Hamiltonian torus actions and state several conjectures related to them which we
check for toric hyper-Ka¨hler manifolds. We also propose an elliptic analogue of these bar involutions.
As a verification of our proposal, we explicitly construct elliptic lifts of K-theoretic canonical bases
and prove that they are invariant under elliptic bar involutions for toric hyper-Ka¨hler manifolds.
1 Introduction
Lusztig [20, 21] defined certain modules of affine Hecke algebras called periodic modules and defined
the notion of canonical bases in them. In [22, 23], Lusztig gave a geometric construction of these
modules in terms of equivariant K-theory of Springer resolutions or Slodowy varieties, and gave a
geometric characterization of (signed) canonical bases using certain involution called bar involution.
Basic properties of canonical bases including their existence and relation to modular representation
theory of semisimple Lie algebras in large enough characteristic were also conjectured by Lusztig and
proved by Bezrukavnikov-Mirkovic´ [6].
1.1 K-theoretic canonical bases
One of the aim of this paper is to give an analogue of the notion of bar involutions and canonical bases
to equivariant K-theory of conical symplectic resolutions which have Hamiltonian torus actions with
finitely many fixed points. For ADE type quiver varieties, analogous bar involutions and canonical bases
were proposed by Lusztig in [24], and constructed by Varagnolo-Vasserot in [42]. In all the previous
works, bar involutions are defined by composing several automorphisms and it seems complicated at
least to the author. Our main observation in this paper is that the bar involution for Springer resolutions
(and conjecturally for other known cases satifying our assumptions) have a very simple characterization
by using the K-theoretic analogue of the stable bases introduced by Maulik-Okounkov [25].
In this introduction, we give a rough definition of the K-theoretic bar involution and the K-theoretic
canonical bases. Let X be a conical symplectic resolution with conical action of S := C×. Throughout
this paper, we always assume that the symplectic form has weight 2 and there exists a Hamiltonian
torus action H y X commuting with the S-action such that the fixed point set XH is finite.
TheK-theoretic stable basis (see e.g. [32, 34]) depends on some data called chamber C ⊂ X∗(H)⊗ZR,
polarization T 1/2 ∈ KH×S(X), and slope s ∈ Pic(X) ⊗Z R. Associated with these data, one can give
a characterization of certain element StabKC,T 1/2,s(p) ∈ KH×S(X) in the equivariant K-theory of X
corresponding to each fixed point p ∈ XH . These elements form a basis in the localized equivariant
K-theory KH×S(X)loc := KH×S(X)⊗KH×S(pt) Frac(KH×S(pt)).
Let v ∈ KS(pt) ∼= Z[v, v−1] be the element corresponding to the natural representation of S. We
want to define KH(pt)-linear and KS(pt)-antilinear (i.e. βK(v · −) = v−1βK(−)) map βKX,T 1/2,s = βK :
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KH×S(X)loc → KH×S(X)loc by the formula
βK(StabKC,T 1/2,s(p)) = ±v? StabK−C,T 1/2,s(p) (1)
for any p ∈ XH . For a more precise formula about the normalization, we refer to the main body of the
paper. We only note here that in order to write down the formula, one needs the information about the
tangent bundle of the symplectic dual X ! of X in the sense of Braden-Licata-Proudfoot-Webster [8].
One of the drawback of this approach is that it is not clear if βK is actually an involution, and
it preserves the integral form KH×S(X) ⊂ KH×S(X)loc. In fact, these requirements give a strong
restriction on the normalization in (1). One of the main conjecture in this paper is that in the explicitly
specified normalization, these properties for β hold.
Conjecture 1.1. The above βK is an involution and preserves KH×S(X) ⊂ KH×S(X)loc. Moreover,
this does not depend on the choice of C.
We note that the K-theoretic bar involution does depend on the choice of polarization and slope.
When X is a Springer resolution, we will check that this bar involution essentially coincides with the
bar involution defined by Lusztig for a specific choice of polarization and slope.
Once we have defined the bar involution, we can give a characterization of the (signed) canonical
basis following Lusztig [22, 23]. Let DX : KH×S(X) → KH×S(X) be the Serre duality. We define an
inner product (− : −) : KH×S(X)×KH×S(X)→ Frac(KH×S(pt)) by
(F : G) := [RΓ(X,F ⊗LX G)], (2)
and another inner product (−||−) : KH×S(X)×KH×S(X)→ Frac(KH×S(pt)) by
(F||G) := (F : DXβKG). (3)
Using this, we define
B±
X,T 1/2,s
:=
{
m ∈ KH×S(X)
∣∣βK(m) = m, (m||m) ∈ 1 + v−1KH(pt)[[v−1]]} . (4)
We note that for any λ ∈ X∗(H) and m ∈ B±
X,T 1/2,s
, we have ±λm ∈ B±
X,T 1/2,s
. In Proposition 3.21, we
give a conjectural Kazhdan-Lusztig type algorithm to compute B±
X,T 1/2,s
, and in particular, fix the sign
in it which gives a subset BX,T 1/2,s ⊂ B±X,T 1/2,s such that B±X,T 1/2,s = BX,T 1/2,s unionsq −BX,T 1/2,s. Another
main conjecture in this paper is the following.
Conjecture 1.2. There exists an H × S-equivariant tilting bundle TT 1/2,s on X such that BX,T 1/2,s
coincides with the set of K-theory classes of indecomposable summands of TT 1/2,s up to shifts by X∗(H).
In particular, BX,T 1/2,s is a basis of KH×S(X) as a Z[v, v−1]-module.
When X is a Springer resolution and for the specific choice of the data as above, this conjecture
follows from a result of Bezrukavnikov-Mirkovic´ [6] combined with our comparison result Proposition 2.3.
In this paper, we also check it for toric hyper-Ka¨hler manifolds, see Corollary 5.36. We remark that this
tilting bundle essentially coincides with the one constructed by McBreen-Webster [28] and Sˇpenko-Van
den Bergh [40].
We remark that by the definition of K-theoretic canonical basis, the endomorphism ring AT 1/2,s :=
End(TT 1/2,s) of the conjectural tilting bundle has nonnegative grading with respect to S. In particular,
this is Koszul by the Kaledin’s argument in [6]. We will formulate a conjecture on the highest weight
category structure on the equivariant module category of the Koszul dual ofAT 1/2,s, see Conjecture 3.40.
A natural duality functor on it should lift the K-theoretic bar involution to an involution on the derived
category DbCoh
H×S
(X) of H × S-equivariant coherent sheaves on X, see Conjecture 3.44.
We also note that by varying the slope parameters, we would obtain a family of tilting bundles and
hence t-structures on DbCoh
H×S
(X). This should be a part of the data defining the real variations of
stability conditions in the sense of Anno-Bezrukavnikov-Mirkovic´ [2], see Conjecture 3.47. We will give a
conjecture on the wall-crossing of K-theoretic canonical bases, which is also given by a Kazhdan-Lusztig
type algorithm, see Conjecture 3.49.
2
1.2 Elliptic bar involutions
The second and the main aim of this paper is to give an elliptic analogue of the K-theoretic bar
involution. Since Aganagic-Okounkov [1] defined the elliptic analogue of the stable basis, it seems
natural to consider the elliptic analogue of (1) replacing K-theoretic stable bases by elliptic stable
bases.
Let StabAOC,T 1/2(p) be the elliptic stable basis associated with p ∈ XH in the sense of Aganagic-
Okounkov [1]. This is a section of some line bundle on equivariant elliptic cohomology of X extended
by adding Ka¨hler parameters. In order to obtain an involution, it seems natural to shift the Ka¨hler
parameters by vdetT
1/2
and then multiply it by Θ(N !p!,−), the Thom class of the negative part of the
tangent bundle of X ! at the fixed point p! ∈ (X !)H! corresponding to p ∈ XH under symplectic duality.
In order to consider its K-theory limits, we also twist it by v? ·
√
detT 1/2 · detT 1/2,!
p!
−1
. Let us denote
by SX,C(p) the resulting renormalized elliptic stable basis. Here, we omit the polarization from the
notation but they depends on the choice.
We want to define the elliptic bar involution βellX = β
ell by the formula
βell(SX,C(p)) = (−1) dimX2 SX,−C(p)
for any p ∈ XH . Here, βell should be considered as an involution on some space of meromorphic
functions on Spec (KH×S(X)⊗Z C[Pic(X)∨]). We also conjecture that βell does not depend on the
choice of C, and hence it is an involution. We will check this for toric hyper-Ka¨hler manifolds in
Corollary 6.10.
We remark that in the above normalization, following symmetry under the symplectic duality is
expected (cf. [36, 37]):
SX,C(p1)|p2 = ±SX!,C!(p!2)|p!1 .
Here, we identified the equivariant parameters for X and Ka¨hler parameters for X ! and vice versa, as
predicted by symplectic duality. In some sense, this symmetry explains the naturality of the above
normalization. By taking the K-theory limits, this also explains the appearance of symplectic duality
in the normalization of our K-theoretic bar involutions. For more detail, see section 4.3.
The main problem toward a definition of the notion of elliptic canonical basis is to generalize other
conditions such as asymptotic norm one property or triangular property of K-theoretic canonical bases
to the elliptic case. Although we do not know how to deal with this problem in general, we give a
candidate for the elliptic canonical bases for toric hyper-Ka¨hler manifolds by explicitly constructing an
elliptic lift of K-theoretic canonical bases which are invariant under the elliptic bar involution.
1.3 Elliptic canonical bases for toric hyper-Ka¨hler manifolds
Let us explain the main result of this paper briefly. Let 1→ S → T → H → 1 be an exact sequence of
algebraic tori. We will identify the character lattice X∗(T ) ∼= Zn with its dual by taking the standard
pairing (−,−) on Zn. The toric hyper-Ka¨hler manifold X := µ−1(0)ss/S is defined by the Hamiltonian
reduction of T ∗Cn by S. Here, µ is the moment map for the S-action and the GIT stability parameter
is taken generically. We assume that X is smooth.
By considering the induced line bundles on the quotient, we obtain a natural homomorphism L :
X∗(T ) → PicH×S(X). By considering X∗(S) ⊂ X∗(T ) as a subset of X∗(T ) by using the pairing, we
define the provisional elliptic canonical basis by the following formula.
Definition 1.3. For each λ ∈ X∗(T ), we set
ΘX(λ) := (q; q)
− rkS
∞
∑
β∈X∗(S)
(−1)(κ,β)q 12 (β,β)+(λ+ 12κ,β)L(λ+ β)zβ . (5)
Here, (q; q)∞ :=
∏
m≥1(1 − qm), κ = (1, 1, . . . , 1) ∈ Zn, and zβ is the Ka¨hler parameter corresponding
to β.
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One can easily check that for β ∈ X∗(S) and α ∈ X∗(H) ⊂ X∗(T ), we have
ΘX(λ+ β) = (−1)(κ,β)q− 12 (β,β)−(λ+ 12κ,β)z−βΘX(λ),
ΘX(λ+ α) = a
αΘX(λ).
Here, aα is the equivariant parameter corresponding to α ∈ X∗(H). Therefore, the number of indepen-
dent elements in {ΘX(λ)}λ∈X∗(T ) is at most the number of elements of Ξ := X∗(T )/(X∗(S) +X∗(H)) ∼=
X∗(S)/X∗(S) ∼= X∗(H)/X∗(H), which turns out to be equal to the rank of K(X). We also remark that
the formula (5) has the form of the theta function associated with the lattice X∗(S), where the pairing
is induced from X∗(T ). We point out that if we specialize all the equivariant parameters to 1 in (5),
we get the character of irreducible module corresponding to λ ∈ X∗(S)/X∗(S) for the lattice vertex
operator superalgebra VX∗(S) associated with X∗(S) for certain choice of conformal vector.
One can also define the elliptic canonical basis ΘX!(λ) for the symplectic dual X
!, which is defined
analogously by the dual exact sequence of algebraic tori 1 → H∨ → T∨ → S∨ → 1. We note that we
identify X∗(T ) ∼= X∗(T∨) by using the pairing. We also remark that the choice of GIT parameter for X !
is given by the choice of chamber for X. The main result of this paper is the following, see Theorem 6.9
and Corollary 6.10.
Theorem 1.4. In the above setting, we have βellX (ΘX(λ)) = ΘX(λ) and β
ell
X!(ΘX!(λ)) = ΘX!(λ) for any
λ ∈ X∗(T ). We also have the following expansion of the elliptic stable bases into the elliptic canonical
bases.
±SX,C(p) =
∑
λ∈Ξ
(−1)(λ,κ)q 12 (λ,λ+κ)ΘX!(λ)|p! ·ΘX(λ). (6)
We note that in the sum of (6), each term does not depend on the choice of representatives for
λ. We remark that this formula resembles the irreducible decomposition of the lattice vertex operator
superalgebra VZn as a module for the commuting action of vertex operator subalgebras VX∗(S) and
VX∗(H), which forms a dual pair in the sense that they are commutant to each other in VZn . The author
is not sure if this kind of phenomenon happens in general or not, but we hope that the results of this
paper would give some hints for the investigation of elliptic canonical bases for other conical symplectic
resolutions.
The plan of this paper is as follows. In section 2, we check that our definition of K-theoretic
bar involution essentially coincides with Lusztig’s definition for Springer resolutions. In section 3,
we propose the definition of K-theoretic bar involutions and state several conjectures related to K-
theoretic canonical bases. In section 4, we propose the definition of elliptic bar involutions. In section
5, we specialize to the case of toric hyper-Ka¨hler manifolds and calculate K-theoretic canonical bases.
We also prove all the conjectures stated in section 3 in these cases. In section 6, we prove our main
result on the elliptic canonical bases for toric hyper-Ka¨hler manifolds.
1.4 Acknowledgment
The author thanks Tomoyuki Arakawa, Akishi Ikeda, Hiroshi Iritani, Syu Kato, Hitoshi Konno, Toshiro
Kuwabara, Michael McBreen, Takahiro Nagaoka and Andrei Okounkov for valuable discussions related
to this work. Especially, the author thanks Andrei Okounkov for his suggestion to consider the elliptic
stable envelope. This work was supported by JSPS KAKENHI Grant Number 17K14163.
2 Reformulation
In this section, we reformulate Lusztig’s definition of the bar involution on the equivariant K-theory
of Springer resolutions. We should remark that the Lusztig’s definition works for Slodowy varieties
associated with any nilpotent element. If the nilpotent element is regular in some Levi algebras, then
we can use our approach to define K-theoretic bar involutions. The results of this section are included
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for motivational purposes and will not be used elsewhere in this paper. Hence we restrict ourselves to
the case of Springer resolutions for simplicity. Comparison of our definition with Lusztig’s definition for
other Slodowy varieties should be straight-forward once some formulas for the K-theoretic stable bases
analogous to Proposition 2.2 are available.
We first list some standard notations used in this section. Let G be a semisimple algebraic group
over C of adjoint type. We fix B ⊂ G a Borel subgroup and H ⊂ B a Cartan subgroup. We will
denote by g, b, h their Lie algebras. We use the convention that the nonzero H-weights appearing in b is
negative. We denote by X∗(H) (resp. X∗(H)) the character lattice (resp. cocharacter lattice) of H. We
set h∗R := X∗(H)⊗ZR and hR := X∗(H)⊗ZR. Let {αi}i∈I be the set of simple roots and {α∨i }i∈I be the
set of simple coroots. Let W be the Weyl group of G and si ∈W be the simple reflection corresponding
to i ∈ I. For w ∈W , we denote by l(w) the length of w. Let w0 ∈W be the longest element and e ∈W
be the identity element. We denote by R+ (resp. R
∨
+) the set of positive roots (resp. positive coroots)
and ρ = 12
∑
α∈R+ α ∈ h∗R the half sum of positive roots.
2.1 Lusztig’s bar involution
We briefly recall Lusztig’s bar involution on the equivariant K-theory of Springer resolutions. For more
details, we refer to [22, 23].
Let B := G/B be the flag variety and X := T ∗B ∼= {(gB, y) ∈ B × g∗ | Ad(g)−1(y) ∈ (g/b)∗} be the
Springer resolution. The torus T := H × S acts naturally on X by (h, σ) · (gB, y) = (hgB, σ−2 Ad(h)y)
and this action preserves the subvariety B. By the pushforward along zero section, we obtain an inclusion
KT(B) ⊂ KT(X). Let pr : X → B be the natural projection.
LetH be the affine Hecke algebra associated with the Langlands dual of G. I.e., H is the Z[v, v−1]-
algebra generated by Tw (w ∈W ) and θλ (λ ∈ X∗(H)) with the following relations:
• (Tsi − v)(Tsi + v−1) = 0 (∀i ∈ I),
• TwTw′ = Tww′ if l(ww′) = l(w) + l(w′) (w,w′ ∈W ),
• θλTsi − Tsiθsi(λ) = (v − v−1)θ [λ]−[si(λ)]
1−[−αi]
(∀i ∈ I, λ ∈ X∗(H)),
• θλθλ′ = θλ+λ′ (∀λ, λ′ ∈ X∗(H)),
• θ0 = 1.
Here, for λ ∈ X∗(H), we denote by [λ] ∈ Z[X∗(H)] ∼= KH(pt) the corresponding element and for
c =
∑
λ∈X∗(H) cλ[λ] ∈ KH(pt), we set θc =
∑
λ∈X∗(H) cλθλ. It is known (see e.g. [9, 22]) that H acts
on KT(B) and KT(X), and the inclusion KT(B) ⊂ KT(X) is compatible with the H -actions. We do
not recall its construction, but in order to fix the convention, we write down its action on the fixed
point basis. Our convention mainly follows that of [22].
The fixed points of B and X with respect to the H-action are parametrized by W . For each w ∈W ,
we also denote by w := wB ∈ B the corresponding fixed point. We denote by Ow ∈ KT(B) ⊂ KT(X)
the K-theory class of the structure sheaf of the fixed point w. The H -action on the fixed point basis
is given by
• TsiOw = v−v
−1
1−[−w(αi)]Ow +
v−1[−w(αi)]−v
1−[−w(αi)] Owsi (∀i ∈ I)
• θλOw = [w(λ)] · Ow (∀λ ∈ X∗(H))
We note that the action of θλ is given by tensor product of an equivariant line bundle Lλ := (G×Cλ)/B
on B (or its pullback to X), where the action of B is given by b · (g, x) = (gb−1, λ(b)x).
We fix a Lie algebra automorphism $ : g→ g such that $(h) = −h for any h ∈ h. This induces an
automorphism of B and X, which is denoted by the same letter. Lusztig’s bar involution βL : KT(X)→
KT(X) is then defined by
βL := (−v)l(w0)T−1w0 $∗DX .
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One can define an inner product (−||−)L : KT(X) × KT(X) → Frac(KT(pt)) in the same way as (3)
replacing βK by βL. In order to compute the image of K-theoretic stable bases by βL, the following
lemma proved in [23] is useful.
Lemma 2.1 ([23], Lemma 8.13). Let Z1 := pr
−1(e) ⊂ X. Then for any f, f ′ ∈ X∗(H) and w,w′ ∈ W ,
we have
(fT−1w OZ1 ||f ′T−1w′ OZ1)L = v−2l(w0)ff ′−1δw,w′ .
We remark that in [23], this formula is proved more generally for Slodowy varieties associated with
nilpotent elements which are regular in some Levi subalgebras.
2.2 Stable bases
Next we recall a result of Su-Zhao-Zhong [41] describing the K-theoretic stable bases for Springer
resolutions. For the definition and basic properties of K-theoretic stable bases used in this paper, we
refer to section 3.2. In particular, the sign convention is slightly different from [32, 34].
We first fix the data defining the K-theoretic stable basis. For the chamber, we take the negative
Weyl chamber C = {x ∈ hR | ∀i ∈ I, 〈x, αi〉 < 0}. For the polarization T 1/2, we take the pullback of
the tangent bundle of B by X → B. For the slope, we take s ∈ ρ − A+0 ⊂ Pic(X) ⊗Z R ∼= h∗R, where
A+0 = {x ∈ h∗R | ∀α∨ ∈ R∨+, 0 < 〈x, α∨〉 < 1} is the fundamental alcove. We note that ρ corresponds
to an actual (nonequivariant) line bundle on X and we take an T-equivariant lift Lρ. The following
description of the K-theoretic stable basis is essentially proved in type A by Rima´nyi-Tarasov-Varchenko
[38] and in general by Su-Zhao-Zhong [41].
Proposition 2.2 ([41], Theorem 0.1). For any w ∈W , we have
StabKC,T 1/2,s(w) = (−1)l(w)[ρ− wρ] · T−1w OZ1
Proof. We only need to compare the convention in [41] with ours. First, we note that the choice of the
Borel subgroup in [41] is opposite to ours, hence the fixed point corresponding to w in [41] is ww0 in
our notation. We also note that the line bundle corresponding to λ ∈ X∗(H) is Lw0λ in our notation.
Hence the chamber is the same and the slope in [41] is taken in −A+0 . Moreover, the polarization is
opposite to ours. Finally, one can check that the affine Hecke algebra action denoted by Tw in [41] is
given by vl(w)LρTw0ww0L−ρ in our notation. This does not depend on the choice of Lρ.
One can easily check that
(−1)l(w0) StabK
C,T
1/2
opp ,−ρ+s(e) = (−v)
l(w0)[2ρ] · OZ1 .
Therefore, Theorem 0.1 of [41] is
(−1)l(w0)−l(w) StabK
C,T
1/2
opp ,−ρ+s(w) = LρT
−1
w L−ρ · (−v)l(w0)[2ρ] · OZ1
in our notation. Here, the sign in the left hand side comes from our convention on the sign of K-theoretic
stable basis. By using Lemma 3.7 and Lemma 3.8, we obtain
StabKC,T 1/2,s(w) = v
−l(w0)(detT 1/2w )
−1i∗wLρ · L−ρ ⊗ StabKC,T 1/2opp ,−ρ+s(w)
= (−1)l(w)[ρ− wρ] · T−1w OZ1
as required.
2.3 Comparison
We now prove the following formula which was our starting point of this work.
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Proposition 2.3. For any w ∈W , we have
βL(StabKC,T 1/2,s(w)) = (−v)3l(w0) StabK−C,T 1/2,s(w). (7)
Proof. By Lemma 2.1 and Proposition 2.2, we obtain
(StabKC,T 1/2,s(w) : DXβ
L StabKC,T 1/2,s(w
′)) = v−2l(w0)δw,w′
for any w,w′ ∈W . On the other hand, Lemma 3.9 and Lemma 3.10 imply that
(StabKC,T 1/2,s(w) : DX Stab
K
−C,T 1/2,s(w
′)) = (−v)l(w0)δw,w′ .
By comparing the two formulas, the proposition follows since the pairing (− : −) is perfect after
localization and {StabKC,T 1/2,s(w)}w∈W forms a basis of localized equivariant K-theory.
Our main observation in this paper is that except for the normalization, an analogue of the formula
(7) makes sense if one can define K-theoretic stable basis in order to characterize certain antilinear
map. Therefore, we try to make this kind of formula into a definition of K-theoretic bar involution.
Our remaining task is to fix the normalization in some way, which turns out to be related to the notion
of symplectic duality introduced by Braden-Licata-Proudfoot-Webster in [8].
3 Main conjectures
In this section, we propose a general definition of K-theoretic canonical bases for conical symplectic
resolutions which have good Hamiltonian torus actions. We also formulate several conjectures about
them which will be proved for toric hyper-Ka¨hler manifolds in section 5.
3.1 Symplectic duality
First we briefly recall basic definitions on symplectic resolution and symplectic duality in the form we
need later. In this paper, we mainly follow the setting of [8] for symplectic resolution. For symplectic
duality, we partly follow the definition of 3d mirror symmetry in [37]. This is designed to give certain
symmetry of elliptic stable bases under the duality, see Conjecture 4.4.
Let X be a connected smooth algebraic variety over C with algebraic symplectic form ω and an
S-action. We assume that the S-weight of ω is 2 and the S-action is conical, which means that S-weights
appearing in the coordinate ring C[X] are nonnegative and the weight 0 part consists only of constant
functions. If the natural morphism pi : X → Spec(C[X]) is a resolution of singularity, X = (X,ω, S)
is called conical symplectic resolution. We denote by o ∈ Spec(C[X]) the unique S-fixed point and
L := pi−1(o) the central fiber of pi.
In this paper, we always assume for simplicity that there does not exist another conical symplectic
resolution X ′ and symplectic vector space V 6= 0 such that X ∼= X ′ × V . We also assume that there
exists an effective action of another algebraic torus H on X which is Hamiltonian and commute with
the S-action such that the fixed point set XH is finite. We always take maximal H among such torus
actions. For p ∈ XH , we will denote by ip : {p} ↪→ X the natural inclusion. We set T := H × S.
For any p ∈ XH , we denote by Φ(p) the multiset of H-weights appearing in the tangent space TpX at
p. We call it the multiset of equivariant roots at p. We also simply call an element in the union (as a set)
Φ := ∪p∈XHΦ(p) equivariant root for X. An equivariant root α define a hyperplane in hR = X∗(H)⊗ZR
by Hα := {ξ ∈ hR | 〈ξ, α〉 = 0}. A connected component C in the complement hR \ ∪α∈ΦHα is called
chamber, and it gives a decomposition of the tangent space TpX = Np,+ ⊕ Np,− into attracting and
repelling parts. We denote by AttrC(p) := {x ∈ X | limt→0 ξ(t) · x = p} the attracting set of p with
respect to C, where ξ ∈ X∗(H) is a one parameter subgroup of H contained in C. We note that this
does not depend on the choice of ξ in C. The choice of chamber also gives a partial order C on XH
generated by p ∈ AttrC(p′) =⇒ p C p′.
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We set P := Pic(X) and P∨ := HomZ(P,Z) its dual. We denote by PR := P ⊗Z R and A ⊂ PR the
ample cone of X. We will also need the notion of Ka¨hler roots at each fixed point, but unfortunately,
we do not know intrinsic definition of this notion. Our temporary definition is to take the equivariant
roots at the corresponding fixed point for dual conical symplectic resolution. In this paper, we consider
them as additional data and take a multiset Ψ(p) of elements in P∨ for each p ∈ XH . As a condition
they should satisfy, we assume that the walls in the slope parameters where the K-theoretic stable basis
StabKC,T 1/2,s(p) recalled in the next section jump are contained in the walls of the form {s ∈ PR | 〈s, β〉 ∈
Z} for some β ∈ Ψ(p)1. We also assume that A is a connected component of the complement of linear
hyperplanes in PR defined by the Ka¨hler roots in the union Ψ := ∪p∈XHΨ(p).
Remark 3.1. For quiver varieties, one can read off the information about Ψ(p) without using symplectic
duality by a conjecture of Dinkins-Smirnov [14]. However, this does depend on the presentation of X
as a GIT quotient. Hence we need to allow some factor of symplectic vector spaces and modify the
statement of symplectic duality to include some information about how to present the conical symplectic
resolutions.
Since these differences only affect the overall constants in the K-theoretic bar involutions and canon-
ical bases, we do not pursue this point further here. We only note that this freedom on the normalization
is important for example when one try to compare our definition to the notion of global crystal bases of
level 0 extremal weight modules of quantum affine algebras defined by Kashiwara [19]. For the canonical
bases in equivariant K-theory of ADE type quiver varieties defined by Varagnolo-Vasserot [42], this
kind of comparison is given by Nakajima [31].
We also take an equivariant lift L : P → PicT(X), i.e., a section of the natural homomorphism
PicT(X)→ P given by forgetting the equivariant structures. In this paper, when we consider symplectic
resolutions, they are always equipped with the above additional data such as C, Ψ(p), and L. We now
formulate a notion of dual pair between conical symplectic resolutions X = (X,C,A,Φ,Ψ,L) and
X ! = (X !,C!,A!,Φ!,Ψ!,L!) as follows.
Definition 3.2. We say that a pair of conical symplectic resolutions X and X ! forms a dual pair if
• There exists an order reversing bijection (XH ,C) ∼= ((X !)H! ,C!). We denote by p! ∈ (X !)H!
the fixed point corresponding to p ∈ XH ;
• There exist isomorphisms X∗(H) ∼= P ! and P ∼= X∗(H !) such that under this identification, we
have C = A!, A = C!, Φ(p) = Ψ(p!), and Ψ(p) = Φ(p!);
• For any λ ∈ P , λ! ∈ P !, and p ∈ XH , we have
〈wtH i∗pL(λ), λ!〉 = −〈wtH! i∗p!L!(λ!), λ〉, (8)
wtS i
∗
pL(λ) = −〈wtH! detN !p!,−, λ〉, (9)
wtS! i
∗
p!L
!(λ!) = −〈wtH detNp,−, λ!〉; (10)
• For any p ∈ XH , we have
wtS detNp,− +
1
2
dimX = −
(
wtS! detN
!
p!,− +
1
2
dimX !
)
. (11)
Let {a1, . . . , ae} be a basis of X∗(H) considered as elements of KH(pt) and {c1, . . . , ce} be the dual
basis of X∗(H) ∼= P !. Similarly, let {z1, . . . , zr} be a basis of P∨ ∼= X∗(H !) considered as elements of
1In this paper, the notations for the bar involutions are always equipped with some upper index, and simple β is used
to denote a Ka¨hler root. We hope this notation does not cause any confusions.
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KH!(pt) and {l1, . . . , lr} be the dual basis of P . We also identify S! = S and their equivariant parameters
by v! = v. In these notations, the third condition in Definition 3.2 is equivalent to the following:
i∗pL(λ) =
e∏
i=1
a
−〈i∗
p!
L!(ci),λ〉
i · v−〈detN
!
p!,−,λ〉, (12)
i∗p!L
!(λ!) =
r∏
i=1
z
−〈i∗pL(li),λ!〉
i · v−〈detNp,−,λ
!〉. (13)
Example 3.3. Let X = T ∗(G/B) be the Springer resolution as in section 2. We recall that G is of
adjoint type. Let G∨ be the adjoint type semisimple algebraic group whose Lie algebra is the Langlands
dual of g. We claim that the pair X and X ! = T ∗(G∨/B∨) with certain choice of data forms a dual
pair in the above sense. Here, we take a Borel subgroup B∨ ⊂ G∨ as in section 2.
In this case, it is well-known that the Picard group P of X is given by the weight lattice and the
ample cone is given by the positive Weyl chamber in our convention. For example, we take the chamber
C to be the negative Weyl chamber as in section 2.2. Since the ample cone of X ! is the positive Weyl
chamber, we twist the isomorphism P ! ∼= X∗(H) by −1 so that C and A! corresponds to each other.
We take C! to be the positive Weyl chamber and the isomorphism P ∼= X∗(H !) to be the natural one.
We take Ψ(w) to be the set of all coroots for any w ∈ W . The data Ψ! is chosen similarly. For
L : P → PicT(X), we take L(λ) = v〈2ρ∨,λ〉[−λ] · Lλ for any λ ∈ P , where Lλ is defined as in section 2.1
and 2ρ∨ ∈ P∨ is the sum of all positive coroots. We note that the shift [−λ] is needed to make them
H-equivariant. Similarly, we take L!(λ!) = v〈2ρ,λ
!〉[−λ!] · L!λ! . Here, we consider 2ρ as an element of
(P !)∨.
We identify XH ∼= W and (X !)H! ∼= W by w ↔ w−1. One can check that the partial order on XH
given by C is the Bruhat order and the partial order on (X !)H
!
given by C! is the opposite Bruhat order.
Therefore, this gives an order reversing bijection. The second condition in Definition 3.2 is obvious
from our choice. We note that detNw,− = v−2l(w)[2ρ] and detN !w−1,− = v
−2l(w0)+2l(w)[−2ρ∨]. This
easily implies (9), (10), and (11). Here, we note that 2ρ ∈ X∗(H) is identified with −2ρ ∈ (P !)∨. We
note that wtH i
∗
wL(λ) = wλ − λ ∈ X∗(H) and wtH! i∗w−1L!(λ!) = w−1λ! − λ! ∈ X∗(H !) for any λ ∈ P
and λ! ∈ P !. Since λ! ∈ P ! is identified with −λ! ∈ X∗(H), (8) follows from the obvious equation
〈wλ− λ,−λ!〉 = −〈w−1λ! − λ!, λ〉.
We conjecture that if X and X ! are symplectic dual in the sense of Braden-Licata-Proudfoot-Webster
[8], then they form a dual pair in the sense of Definition 3.2. We will check this for toric hyper-Ka¨hler
manifolds in Proposition 5.6. In this paper, we always assume that a symplectic resolution considered
in this paper is equipped with a dual symplectic resolution in the above sense.
Assumption 3.4. For any choice of C, the conical symplectic resolution X = (X,C,A, . . .) has a dual
conical symplectic resolution X ! = (X !,C!,A!, . . .) such that X and X ! forms a dual pair in the sense
of Definition 3.2.
We note that if L ∈ PicT(X) is a T-equivariant line bundle and l ∈ P is its underlying line bundle,
then L ⊗ L(l)−1 is a trivial as a non-equivariant line bundle on X. The Assumption 3.4 implies that
w(L) := wtS i∗pL −
∑
β∈Ψ+(p)
〈β, l〉
does not depend on the choice of p ∈ XH . Here, Ψ+(p) is the sub-multiset of Ψ(p) consisting of Ka¨hler
roots at p which are positive with respect to the ample cone A. We note that w : PicT(X)→ Z gives a
homomorphism and the image of L lands in the kernel of w.
3.2 K-theoretic standard bases
In this section, we recall the definition of K-theoretic stable basis introduced in [32, 34]. In or-
der to define this, we need to choose further data. For an element F ∈ KT(X), we denote by
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F∨ := [RHom(F ,OX)] ∈ KT(X) its dual. For a T-equivariant vector bundle V, we set
∧•
− V :=∑
i≥0(−1)i
∧i V ∈ KT(X), where ∧i V is the i-th exterior product of V. We take an element T 1/2 ∈
KT(X) called polarization satisfying T 1/2+v−2(T 1/2)∨ = TX , where TX is the K-theory class of the tan-
gent bundle of X. We note that for any G ∈ KT(X), T 1/2G := T 1/2−G+ v−2G∨ and T 1/2opp := v−2(T 1/2)∨
are also polarization for X.
We also take a generic element s ∈ PR \ ∪β∈Ψ{s ∈ PR | 〈s, β〉 ∈ Z} called slope. The map L
naturally extends to give a fractional line bundle L(s) ∈ PicT(X) ⊗Z R and each restriction at a fixed
point i∗pL(s) gives an element of X∗(T)⊗Z R. For an element of the form m =
∑
µ∈h∗R mµµ, we denote
by degH(m) ⊂ h∗R the convex hull of {µ ∈ h∗R | mµ 6= 0}.
Definition 3.5 ([32, 34]). A set of elements {StabKC,T 1/2,s(p)}p∈XH of KT(X) is called stable basis if it
satisfies the following conditions:
• Supp(StabKC,T 1/2,s(p)) ⊂ unionsqp′Cp AttrC(p′);
• i∗p StabKC,T 1/2,s(p) =
√
detNp,−
detT
1/2
p
·∧•−N∨p,−;2
• degH
(
i∗p′ Stab
K
C,T 1/2,s(p) · i∗pL(s)
)
⊂ degH
(
i∗p′ Stab
K
C,T 1/2,s(p
′) · i∗p′L(s)
)
for any p′ C p ∈ XH .
Here, the square root appearing in the normalization is well-defined by [32, 34]. We note that our
normalization is different from [32, 34] by
√
detT
1/2
p,=0 where T
1/2
p,=0 is the H-invariant part of T
1/2
p :=
i∗pT
1/2. The existence of
√
detT
1/2
p,=0 follows from the equation T
1/2
p,=0 +v
−2(T 1/2p,=0)
∨ = 0. If the slope s is
sufficiently generic so that wtH i
∗
pL(s)−wtH i∗p′L(s) /∈ X∗(H) for any p 6= p′ ∈ XH , then the K-theoretic
stable basis is unique if it exists by [32, Proposition 9.2.2]. The existence is claimed in some generality
in [33] and proved for example when X is a toric hyper-Ka¨hler manifold, quiver variety [1], or Springer
resolution [41]. In this paper, we assume that the K-theoretic stable bases exist uniquely for any X
and the additional data we consider.
Assumption 3.6. The slope s ∈ PR satisfies wtH i∗pL(s)− wtH i∗p′L(s) /∈ X∗(H) for any p 6= p′ ∈ XH .
Moreover, StabKC,T 1/2,s(p) exists for any p ∈ XH .
We next collect some basic results on the K-theoretic stable bases for our reference since we have
changed the convention slightly.
Lemma 3.7 ([32], Exercise 9.1.2). For any G ∈ KT(X) and p ∈ XH , we have
StabK
C,T
1/2
G ,s
(p) = vrkG det i∗pG · StabKC,T 1/2,s+detG(p).
Lemma 3.8. For any l ∈ P and p ∈ XH , we have
StabKC,T 1/2,s+l(p) = (i
∗
pL(l))
−1 · L(l)⊗ StabKC,T 1/2,s(p).
Lemma 3.9 ([34]). For any p ∈ XH , we have
StabKC,T 1/2,s(p)
∨ = (−v)− 12 dimX StabK
C,T
1/2
opp ,−s(p).
These formulas easily follow from the definition and the uniqueness of K-theoretic stable basis.
Recall the inner product (− : −) defined in (2). The K-theoretic stable bases have the following
orthogonality property with respect to (− : −).
2We changed the sign and normalization from [32, 34]. We note that this only depends on the determinant of T 1/2.
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Lemma 3.10 ([34], Proposition 1). For any p, p′ ∈ XH , we have(
StabKC,T 1/2,s(p) : Stab
K
−C,T 1/2opp ,−s(p
′)
)
= δp,p′ .
In order to define K-theoretic bar involutions, we further renormalize the K-theoretic stable bases.
For each p ∈ XH , we set
ap(T
1/2, s) :=
∑
β∈Ψ+(p)
(
b〈s, β〉c+ 1
2
)
− 1
4
dimX +
1
2
w(detT 1/2) ∈ 1
2
Z.
By numerical experiments, we expect that ap(T
1/2, s) ∈ Z. This is equivalent to the following assump-
tion which is also assumed in this paper.
Assumption 3.11. There exists a polarization T 1/2 on X such that
w(detT 1/2) ≡ 1
2
dimX +
1
2
dimX ! mod 2.
We note that if T 1/2 satisfies the above condition, then T
1/2
G also satisfies the condition for any
G ∈ KT(X). We set
F := {(λ, p) | λ ∈ X∗(H), p ∈ XH}. (14)
This set will label the K-theoretic standard bases and K-theoretic canonical bases.
Definition 3.12. For any (λ, p) ∈ F, we set
SC,T 1/2,s(λ, p) := (−1)
1
2 dimXvap(T
1/2,s)[λ] · StabKC,T 1/2,s(p).
We call the set Bstd
C,T 1/2,s
:= {SC,T 1/2,s(λ, p)}(λ,p)∈F ⊂ KT(X) K-theoretic standard basis for X.
We will simply write SC,T 1/2,s(p) := SC,T 1/2,s(0, p). The standard basis should be considered as a
Z[v, v−1]-basis for the equivariant K-theory of the full attracting set unionsqp∈XH AttrC(p). One explanation
of the seemingly strange normalization in this definition will be given in section 4.3 by considering its
elliptic analogue. Here, we list some basic properties of the K-theoretic standard bases for our reference.
Lemma 3.13. For any G ∈ KT(X) and (λ, p) ∈ F, we have
S
C,T
1/2
G ,s
(λ, p) = SC,T 1/2,s+detG(λ+ wtH det i∗pG, p).
Proof. This follows from Lemma 3.7 and ap(T
1/2
G , s) = ap(T
1/2, s+ detG)− rkG − wtS det i∗pG.
Lemma 3.14. For any l ∈ P and (λ, p) ∈ F, we have
SC,T 1/2,s+l(λ, p) = L(l)⊗ SC,T 1/2,s(λ− wtH i∗pL(l), p).
Proof. This follows from Lemma 3.8 and ap(T
1/2, s+ l) = ap(T
1/2, s) + wtS det i∗pL(l).
Lemma 3.15. For any (λ, p) ∈ F, we have
SC,T 1/2,s(λ, p)∨ = (−v)
1
2 dimXS
C,T
1/2
opp ,−s(−λ, p).
Proof. This follows from Lemma 3.9 and ap(T
1/2
opp ,−s) = −ap(T 1/2, s)− dimX.
Lemma 3.16. For any p, p′ ∈ XH , we have(
SC,T 1/2,s(p) : S−C,T 1/2opp ,−s(p
′)
)
= v− dimXδp,p′ .
Proof. This follows from Lemma 3.10 and ap(T
1/2
opp ,−s) = −ap(T 1/2, s)− dimX.
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3.3 K-theoretic bar involution
Now we define the K-theoretic bar involution. Since {SC,T 1/2,s(p)}p∈XH forms a basis of KT(X)loc
over Frac(KT(pt)), we can define a KH(pt)-linear map βK = βKC,T 1/2,s : KT(X)loc → KT(X)loc by the
following conditions:
• βK(vm) = v−1βK(m) for any m ∈ KT(X)loc;
• βK (SC,T 1/2,s(p)) = (−v) dimX2 S−C,T 1/2,s(p) for any p ∈ XH .
We note that βK−C,T 1/2,s ◦βKC,T 1/2,s = id. The following conjecture implies that βK is an involution, and
hence we call it K-theoretic bar involution associated with the data C, T 1/2, and s.
Conjecture 3.17. The K-theoretic bar involution βK
C,T 1/2,s
does not depend on the choice of C.
For toric hyper-Ka¨hler manifolds, this conjecture is proved in Corollary 5.16. Assuming this conjec-
ture, we will sometimes omit C from the notation and write βK
T 1/2,s
= βK
C,T 1/2,s
. In this section, we prove
certain triangular properties of βK with respect to the K-theoretic standard bases. We first define a
partial order on the labeling set F.
Definition 3.18. For (λ, p), (λ′, p′) ∈ F, we write (λ, p) ≤C,s (λ′, p′) if we have 〈λ − wtH i∗pL(s), ξ〉 ≤
〈λ′ − wtH i∗p′L(s), ξ〉 for any ξ ∈ C.
Lemma 3.19. The relation ≤C,s defines a partial order on F. Moreover, the number of elements
(λ, p) ∈ F satisfying (λ′, p′) ≤C,s (λ, p) ≤C,s (λ′′, p′′) is finite for any (λ′, p′), (λ′′, p′′) ∈ F, i.e., the
partial order ≤C,s is interval finite.
Proof. If (λ, p) ≤C,s (λ′, p′) and (λ′, p′) ≤C,s (λ, p), then we have λ − wtH i∗pL(s) = λ′ − wtH i∗p′L(s).
This implies that wtH i
∗
pL(s)−wtH i∗p′L(s) ∈ X∗(H) and hence p = p′ by Assumption 3.6. This proves
the antisymmetry. The other properties are trivial to check.
The second claim follows from the compactness of the set
⋂
ξ∈C{µ ∈ h∗R | 〈µ′, ξ〉 ≤ 〈µ, ξ〉 ≤ 〈µ′′, ξ〉}
for any µ′, µ′′ ∈ h∗R.
Using this partial order, we define a Z[v, v−1]-module of formal sums
MC,s :=
 ∑
(λ,p)∈F
fλ,p(v)Sλ,p
∣∣∣∣∣∣ fλ,p(v) ∈ Z[v, v
−1],∃(λ1, p1), . . . , (λm, pm) ∈ F
s.t. if fλ,p 6= 0, then (λ, p) ≥C,s (λi, pi) for some i
 .
For any F ∈ KT(X), we have F =
∑
p∈XH v
dimX
(
F : S−C,T 1/2opp ,−s(p)
)
· SC,T 1/2,s(p) by Lemma 3.16
and the possible denominators appearing in the inner product are of the form
∧•
−(T
∗
pX) for some
p ∈ XH . Therefore, by sending SC,T 1/2,s(λ, p) to Sλ,p and expanding the rational function appearing
in the coefficients into formal series in the positive or negative direction with respect to C, we obtain
two natural embeddings ι±
C,T 1/2,s
: KT(X) ↪→ M±C,s. The following lemma together with Lemma 3.19
implies that one can extend the K-theoretic bar involution to M±C,s.
Lemma 3.20. For each (λ, p) ∈ F, we have
ι±
C,T 1/2,s
((−v)∓ dimX2 S−C,T 1/2,s(λ, p)) ∈ Sλ,p +
∑
(λ′,p′)>±C,s(λ,p)
Z[v, v−1] · Sλ′,p′ .
Proof. We first note that
vdimX
(
S−C,T 1/2,s(p) : S−C,T 1/2opp ,−s(p
′)
)
=
∑
p′′∈XH
i∗p′′ Stab
K
−C,T 1/2,s(p) · i∗p′′ StabK−C,T 1/2opp ,−s(p
′)∧•
−(N
∨
p′′,+) ·
∧•
−(N
∨
p′′,−)
(15)
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If we write Np′′,+ =
∑
i wi, wi ∈ X∗(T), then we have
i∗p′′ Stab
K
−C,T 1/2,s(p
′′) · i∗p′′ StabK−C,T 1/2opp ,−s(p
′′)∧•
−(N
∨
p′′,+) ·
∧•
−(N
∨
p′′,−)
= v
dimX
2 detNp′′,+ ·
∧•
−(N
∨
p′′,+)∧•
−(N
∨
p′′,−)
= (−v) dimX2
∏
i
1− wi
1− v2wi .
If we expand this in positive (resp. negative) direction with respect to C, then the expansion start from
(−v) dimX2 (resp. (−v)− dimX2 ). This formula also implies that if we set ρp′′ := wtH detNp′′,+, then for
any ξ ∈ C, we have〈
ξ,degH
(
i∗p′′ Stab
K
−C,T 1/2,s(p
′′) · i∗p′′ StabK−C,T 1/2opp ,−s(p
′′)
)〉
= [−〈ξ, ρp′′〉, 〈ξ, ρp′′〉]
On the other hand, by the definition of K-theoretic stable basis, we have
degH
(
i∗p′′ Stab
K
−C,T 1/2,s(p)
)
⊂ degH
(
i∗p′′ Stab
K
−C,T 1/2,s(p
′′) · i
∗
p′′L(s)
i∗pL(s)
)
, (16)
degH
(
i∗p′′ Stab
K
−C,T 1/2opp ,−s(p
′)
)
⊂ degH
(
i∗p′′ Stab
K
−C,T 1/2opp ,−s(p
′′) · i
∗
p′′L(−s)
i∗p′L(−s)
)
. (17)
Therefore, we obtain〈
ξ,degH
(
i∗p′′ Stab
K
−C,T 1/2,s(p) · i∗p′′ StabK−C,T 1/2opp ,−s(p
′)
)〉
⊂
[〈
ξ,−ρp′′ + wtH
i∗p′L(s)
i∗pL(s)
〉
,
〈
ξ, ρp′′ + wtH
i∗p′L(s)
i∗pL(s)
〉]
This implies that if Sλ′,p′ appears in the expansion of ι
±
C,T 1/2,s
((−v)∓ dimX2 S−C,T 1/2,s(λ, p)), then we
have 〈ξ, λ′ − λ〉 ≥ 〈ξ,wtH i∗p′L(s)− wtH i∗pL(s)〉 for any ξ ∈ ±C, which means (λ, p) ≤±C,s (λ′, p′).
For the coefficient of Sλ,p, we note that when p
′′ 6= p = p′, the fractional shift appearing in (16) and
(17) are opposite and not integral. Hence we have〈
ξ,degH
(
i∗p′′ Stab
K
−C,T 1/2,s(p) · i∗p′′ StabK−C,T 1/2opp ,−s(p)
)〉
⊂ (−〈ξ, ρp′′〉, 〈ξ, ρp′′〉) .
This implies that only p′′ = p = p′ part in (15) contribute to the coefficient of Sλ,p.
3.4 K-theoretic canonical basis
Once we have defined the bar involution, we can follow Lusztig [22, 23] to define the notion of signed
canonical basis by imposing bar invariance and asymptotic norm one property. Recall the inner product
(−||−) : KT(X) ×KT(X) → Frac(KT(pt)) defined in (3). We note that this depends on the choice of
C, T 1/2, and s through βK
C,T 1/2,s
, but we simply omit the dependence from the notation if there is no
chance of confusion. Recall that L ⊂ X is the central fiber. We set
B±
L,T 1/2,s
:=
{
m ∈ KT(L)
∣∣∣βKT 1/2,s(m) = vdimXm, (m||m) ∈ 1 + v−1KH(pt)[v−1]} ,
B±
X,T 1/2,s
:=
{
m ∈ KT(X)
∣∣∣βKT 1/2,s(m) = m, (m||m) ∈ 1 + v−1KH(pt)[[v−1]]} ,
where we expand the rational function in Laurent series of v−1 with coefficients in Frac(KH(pt)).
We note that for any λ ∈ X∗(H) and m ∈ B±
X,T 1/2,s
, we have ±[λ] · m ∈ B±
X,T 1/2,s
. If we assume
Conjecture 3.17, then this definition does not depend on the choice of C. We call B±
L,T 1/2,s
and B±
X,T 1/2,s
signed K-theoretic canonical bases for L and X.
If we assume that βK is an involution, we can formally construct a family of bar invariant and
asymptotic norm one elements by Kazhdan-Lusztig type algorithm. More precisely, we can prove the
following, whose proof provides such an algorithm.
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Proposition 3.21. Assume that βK
C,T 1/2,s
is an involution.
1. For any (λ, p) ∈ F, there exists unique CT 1/2,sλ,p ∈ Sλ,p +
∑
(λ′,p′)>C,s(λ,p) v
−1Z[v−1] · Sλ′,p′ ⊂MC,s
such that v− dimX · βK
C,T 1/2,s
(CT
1/2,s
λ,p ) = C
T 1/2,s
λ,p .
2. For any (λ, p) ∈ F, there exists unique ET 1/2,sλ,p ∈ Sλ,p+
∑
(λ′,p′)<C,s(λ,p) v
−1Z[v−1] ·Sλ′,p′ ⊂M−C,s
such that βK
C,T 1/2,s
(ET
1/2,s
λ,p ) = E
T 1/2,s
λ,p .
Proof. We only prove the first statement since the second statement can be proved similarly. We first
prove the existence. We take any total order on F refining ≤C,s and prove inductively that for any
(λ′, p′) ≥C,s (λ, p), there exists an element of the form
C
≤(λ′,p′)
λ,p =
∑
(λ,p)≤C,s(λ′′,p′′)≤C,s(λ′,p′)
fλ
′′,p′′
λ,p (v)Sλ′′,p′′
with fλ,pλ,p (v) = 1 and f
λ′′,p′′
λ,p (v) ∈ v−1Z[v−1] for any (λ′′, p′′) 6= (λ, p) such that
v− dimX · βKC,T 1/2,s
(
C
≤(λ′,p′)
λ,p
)
− C≤(λ′,p′)λ,p ∈
∑
(λ′′,p′′)>C,s(λ′,p′)
Z[v, v−1] · Sλ′′,p′′ .
For (λ′, p′) = (λ, p), we can take Cλ,pλ,p = Sλ,p by Lemma 3.20. Assume that we have constructed
C
<(λ′,p′)
λ,p and write
v− dimX · βKC,T 1/2,s
(
C
<(λ′,p′)
λ,p
)
− C<(λ′,p′)λ,p ∈ g(v)Sλ′,p′ +
∑
(λ′′,p′′)>C,s(λ′,p′)
Z[v, v−1] · Sλ′′,p′′ .
for some g(v) ∈ Z[v, v−1]. Since βK
C,T 1/2,s
is an involution, we also obtain
v− dimX · βKC,T 1/2,s
(
C
<(λ′,p′)
λ,p
)
− C<(λ′,p′)λ,p ∈ −g(v−1)Sλ′,p′ +
∑
(λ′′,p′′)>C,s(λ′,p′)
Z[v, v−1] · Sλ′′,p′′ .
by Lemma 3.20. By comparing the coefficient, we obtain g(v) = −g(v−1). Hence there exists an element
fλ
′,p′
λ,p (v) ∈ v−1Z[v−1] such that g(v) = fλ
′,p′
λ,p (v) − fλ
′,p′
λ,p (v
−1). Then it suffices to take C≤(λ
′,p′)
λ,p =
C
<(λ′,p′)
λ,p + f
λ′,p′
λ,p (v)Sλ′,p′ . This proves the existence of C
T 1/2,s
λ,p .
For the uniqueness, we assume that there is another C ′λ,p satisfying the above conditions. Then we
can expand
C ′λ,p = C
T 1/2,s
λ,p +
∑
(λ′,p′)>C,s(λ,p)
gλ
′,p′
λ,p (v)C
T 1/2,s
λ′,p′
with gλ
′,p′
λ,p (v) ∈ v−1Z[v−1]. By v− dimX · βKC,T 1/2,s(C ′λ,p) = C ′λ,p, we also obtain
C ′λ,p = C
T 1/2,s
λ,p +
∑
(λ′,p′)>C,s(λ,p)
gλ
′,p′
λ,p (v
−1)CT
1/2,s
λ′,p′ .
Hence we have gλ
′,p′
λ,p (v) = g
λ′,p′
λ,p (v
−1) ∈ v−1Z[v−1] ∩ vZ[v] = {0}. This proves C ′λ,p = CT
1/2,s
λ,p .
Conjecture 3.22. The K-theoretic bar involution βK
C,T 1/2,s
is an involution. For any (λ, p) ∈ F, there
exists CC,T 1/2,s(λ, p) ∈ KT(L) (resp. EC,T 1/2,s(λ, p) ∈ KT(X)) such that ι+C,T 1/2,s(CC,T 1/2,s(λ, p)) =
CT
1/2,s
λ,p (resp. ι
−
C,T 1/2,s
(EC,T 1/2,s(λ, p)) = ET
1/2,s
λ,p ). Moreover, BL,T 1/2,s := {CC,T 1/2,s(λ, p)}(λ,p)∈F (resp.
BX,T 1/2,s := {EC,T 1/2,s(λ, p)}(λ,p)∈F) forms a basis of KT(L) (resp. KT(X)) as a Z[v, v−1]-module.
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For toric hyper-Ka¨hler manifolds, this conjecture is proved in Proposition 5.15, Lemma 5.17, and
Corollary 5.37. We note that CC,T 1/2,s(λ, p) = [λ] · CC,T 1/2,s(p) and EC,T 1/2,s(λ, p) = [λ] · EC,T 1/2,s(p) for
any (λ, p) ∈ F, where we set CC,T 1/2,s(p) := CC,T 1/2,s(0, p) and EC,T 1/2,s(p) := EC,T 1/2,s(0, p). We call
BL,T 1/2,s and BX,T 1/2,s K-theoretic canonical bases for L and X associated with the data T 1/2 and s.
Conjecture 3.22 implies that the K-theoretic bar involutions preserve KT(L) and KT(X), which are
already quite nontrivial from our definition. We should remark that CC,T 1/2,s(λ, p) and EC,T 1/2,s(λ, p)
does depend on the choice of C, but as we will show, the sets BL,T 1/2,s and BX,T 1/2,s will not depend
on it (possibly up to sign). If we change C, then the parametrization of the canonical basis by the fixed
points will change.
We also note that since L is contained in the full attracting sets, the conjecture implies that the
sum in the definition of CT
1/2,s
λ,p is actually a finite sum. In particular, the above Kazhdan-Lusztig type
algorithm gives a way to calculate K-theoretic canonical bases for L if we know some formula for the
K-theoretic stable bases. The sum in the definition of ET
1/2,s
λ,p is always an infinite sum except for
the trivial cases, but as Proposition 3.31 shows, BL,T 1/2,s and BX,T 1/2,s are dual basis with respect to
(−||−), hence one can also calculate BX,T 1/2,s if we know BL,T 1/2,s.
We also conjecture the following positivity property for the expansion of the K-theoretic canonical
bases in terms of the K-theoretic standard bases. This is an analogue of the positivity of the Kazhdan-
Lusztig polynomials.
Conjecture 3.23. For any (λ, p) ∈ F, we have
CT
1/2,s
λ,p ∈
∑
(λ′.p′)≥C,s(λ,p)
Z≥0[(−v)−1] · Sλ′,p′ ,
ET
1/2,s
λ,p ∈
∑
(λ′.p′)≤C,s(λ,p)
Z≥0[v−1] · Sλ′,p′ .
For toric hyper-Ka¨hler manifolds, this conjecture is proved in Corollary 5.44.
3.5 Basic properties
In this section, we prove some basic properties of the K-theoretic canonical bases assuming Conjec-
ture 3.22. We first check that B±
L,T 1/2,s
= BL,T 1/2,sunionsq−BL,T 1/2,s and B±X,T 1/2,s = BX,T 1/2,sunionsq−BX,T 1/2,s.
The asymptotic norm one property follows from the following lemma.
Lemma 3.24. For any p, p′ ∈ XH , we have(SC,T 1/2,s(p)||SC,T 1/2,s(p′)) = δp,p′ .
Proof. By Lemma 3.15 and Lemma 3.16, we have(SC,T 1/2,s(p)||SC,T 1/2,s(p′)) = (SC,T 1/2,s(p) : DXβKC,T 1/2,s(SC,T 1/2,s(p′)))
= (−v) dimX2 (SC,T 1/2,s(p) : S−C,T 1/2,s(p′)∨)
= vdimX ·
(
SC,T 1/2,s(p) : S−C,T 1/2opp ,−s(p
′)
)
= δp,p′ .
We denote by † : KT(pt)→ KT(pt) the involution induced from the inverse for H.
Corollary 3.25. Assume Conjecture 3.22. For any p, p′ ∈ XH , we have
(CC,T 1/2,s(p)||CC,T 1/2,s(p′)) ∈ δp,p′ + v−1KH(pt)[v−1],
(EC,T 1/2,s(p)||EC,T 1/2,s(p′)) ∈ δp,p′ + v−1KH(pt)[[v−1]].
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Proof. For the first statement, this follows from Lemma 3.24 since the expansion of CC,T 1/2,s(p) in
terms of the standard basis is a finite sum. For the second statement, let us write
EC,T 1/2,s(p) =
∑
p′′∈XH
fp,p′′ · SC,T 1/2,s(p′′)
for some fp,p′′ ∈ Frac(KT(pt)). The formal construction of ET
1/2,s
0,p implies that if we expand fp,p′′ in
v−1, we have fp,p′′ ∈ δp,p′′ + v−1 Frac(KH(pt))[[v−1]]. On the other hand, since XS = LS is smooth and
proper, we have fp,p′′ ∈ KH(pt)((v−1)). Hence we obtain fp,p′′ ∈ δp,p′′ + v−1KH(pt)[[v−1]] and
(EC,T 1/2,s(p)||EC,T 1/2,s(p′)) =
∑
p′′
fp,p′′ · f†p′,p′′ ∈ δp,p′ + v−1KH(pt)[[v−1]]
by Lemma 3.24.
We denote by (−) : KT(pt)→ KT(pt) the involution induced from the inverse map for S
Corollary 3.26. Assume Conjecture 3.22. We have
B±
L,T 1/2,s
= BL,T 1/2,s unionsq −BL,T 1/2,s,
B±
X,T 1/2,s
= BX,T 1/2,s unionsq −BX,T 1/2,s.
Proof. We only prove the second statement since the proof is the same for the first. By Corollary 3.25,
we have BX,T 1/2,s unionsq −BX,T 1/2,s ⊂ B±X,T 1/2,s. Hence we only need to prove the other inclusion.
Let E ∈ B±
X,T 1/2,s
. Since BX,T 1/2,s is a basis of KT(X), one can write E =
∑
p∈XH fpEC,T 1/2,s(p) for
some fp ∈ KT(pt). By βC,T 1/2,s-invariance, we obtain fp = fp. Let N be the maximal degree in v of
fp, p ∈ XH , and write fp =
∑N
i=−N fp,iv
i for some fp,i ∈ KH(pt). By Corollary 3.25, we obtain
(E||E) =
∑
p∈XH
fp,Nf
†
p,Nv
2N + · · · .
By the asymptotic norm one property of E , we have N = 0 and ∑p∈XH fp,0f†p,0 = 1. This implies that
fp = ±[λ] · δp,p′ for some λ ∈ X∗(H) and p′ ∈ XH , hence E ∈ BX,T 1/2,s unionsq −BX,T 1/2,s.
We note that Corollary 3.26 together with Conjecture 3.17 implies that the K-theoretic canonical
bases BL,T 1/2,s and BX,T 1/2,s does not depend on the choice of C up to sign. Recall that under the as-
sumption of Conjecture 3.22, we have βK
C,T 1/2,s
= βK−C,T 1/2,s and hence the signed K-theoretic canonical
bases are the same for C and −C. In particular, for each (λ, p) ∈ F, there exists (λ−, p−) ∈ F such that
CC,T 1/2,s(λ, p) = ±C−C,T 1/2,s(λ−, p−). This implies that
CC,T 1/2,s(λ, p) ∈ ±S−C,T 1/2,s(λ−, p−) +
∑
(λ′,p′)<C,s(λ−,p−)
v−1Z[v−1] · S−C,T 1/2,s(λ′, p′).
By the bar invariance, we also obtain
CC,T 1/2,s(λ, p) ∈ ±(−v)−
dimX
2 SC,T 1/2,s(λ−, p−) +
∑
(λ′,p′)<C,s(λ−,p−)
v−
dimX
2 +1Z[v] · SC,T 1/2,s(λ′, p′).
If we further assume Conjecture 3.23, then the sign above must be positive. This proves the following
statement.
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Proposition 3.27. Assume Conjecture 3.22. For each (λ, p) ∈ F, there exists (λ−, p−) ∈ F such that
CC,T 1/2,s(λ, p) =
∑
(λ,p)≤C,s(λ′,p′)≤C,s(λ−,p−)
Pλ
′,p′
λ,p (v) · SC,T 1/2,s(λ′, p′),
where Pλ,pλ,p (v) = 1, P
λ−,p−
λ,p (v) = ±(−v)−
dimX
2 , and
Pλ
′,p′
λ,p (v) ∈ v−1Z[v−1] ∩ v−
dimX
2 +1Z[v]
for (λ, p) <C,s (λ
′, p′) <C,s (λ−, p−). If we further assume Conjecture 3.23, then we have P
λ−,p−
λ,p (v) =
(−v)− dimX2 .
Using this, one can also give a characterization of BL,T 1/2,s which is similar to Kashiwara’s theory
of global crystal bases.
Corollary 3.28. Assume Conjecture 3.22. We have
KT(L) ∩
SC,T 1/2,s(λ, p) + ∑
(λ′,p′)∈F
(
v−1Z[v−1] ∩ v− dimX2 Z[v]
)
· SC,T 1/2,s(λ′, p′)
 = {CC,T 1/2,s(λ, p)} .
Proof. Let C be an element of the LHS. Since BL,T 1/2,s is a Z[v, v−1]-basis of KT(L), we can write
C =
∑
(λ′,p′)∈F
fλ′,p′(v) · CC,T 1/2,s(λ′, p′)
for some fλ′,p′(v) ∈ Z[v, v−1]. By Proposition 3.27, the maximal and minimal degree of fλ′,p′(v) must be
0. By comparing the constant term of the coefficient of SC,T 1/2,s(λ′, p′), we obtain fλ′,p′(v) = δ(λ,p),(λ′,p′)
and hence C = CC,T 1/2,s(p).
We next compute the pairing of BL,T 1/2,s and BX,T 1/2,s. We first list some basic properties of
the pairing. Recall that † : KT(pt) → KT(pt) is the involution induced from the inverse for H and
(−) : KT(pt)→ KT(pt) is the involution induced from the inverse for S.
Lemma 3.29. For any F ,G ∈ KT(X)loc, we have (G||F) = (F||G)†. If we denote by (−||−)opp the
inner product defined by βK
C,T
1/2
opp ,−s
, then we have (F∨||G∨)opp = vdimX · (F||G)∨
Proof. We only need to check the formulas for F = SC,T 1/2,s(p) and G = SC,T 1/2,s(p′). By Lemma 3.24,
this is obvious for the first one and the second one follows from Lemma 3.15.
Lemma 3.30. Assume that βK
C,T 1/2,s
is an involution. For any F ,G ∈ KT(X)loc, we have (βK(F)||βK(G)) =
vdimX(F||G).
Proof. We only need to check the formula for F = SC,T 1/2,s(p) and G = SC,T 1/2,s(p′). By the assump-
tion and Lemma 3.24 applied to the opposite chamber, we obtain (S−C,T 1/2,s(p)||S−C,T 1/2,s(p′)) = δp,p′ .
Then the statement follows from the definition of βK .
Proposition 3.31. Assume Conjecture 3.22. We have (CC,T 1/2,s(p)||EC,T 1/2,s(p′)) = δp,p′ for any p, p′ ∈
XH .
Proof. By Conjecture 3.22, (CC,T 1/2,s(p)||EC,T 1/2,s(p′)) ∈ KT(pt) since the support of CC,T 1/2,s(p)
is proper. By Proposition 3.21 and Lemma 3.24, we obtain (CC,T 1/2,s(p)||EC,T 1/2,s(p′)) ∈ δp,p′ +
v−1KH(pt)[v−1]. By Lemma 3.30, we also obtain (CC,T 1/2,s(p)||EC,T 1/2,s(p′)) = (CC,T 1/2,s(p)||EC,T 1/2,s(p′)),
hence we need to have (CC,T 1/2,s(p)||EC,T 1/2,s(p′)) = δp,p′ .
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If we define the map ∂ : KT(pt)→ Z[v, v−1] by ∂(
∑
µ∈X∗(H) fµ(v)·[µ]) = f0(v), then Proposition 3.31
implies that BL,T 1/2,s and BX,T 1/2,s forms a dual basis with respect to ∂(−||−). As a corollary, we also
obtain the following result on the expansion of Bstd
C,T 1/2,s
in terms of BX,T 1/2,s.
Corollary 3.32. Assume Conjecture 3.22. For any (λ′, p′) ∈ F, we have
SC,T 1/2,s(λ′, p′) =
∑
(λ,p)≤C,s(λ′,p′)
Pλ
′,p′
λ,p (v) · EC,T 1/2,s(λ, p),
where Pλ
′,p′
λ,p (v) is the same as Proposition 3.27 and P
λ′,p′
λ,p (v) = 0 if (λ
′, p′) C,s (λ−, p−).
Proof. This follows from Proposition 3.27 and Proposition 3.31.
If we change the polarization or shift the slope, then the K-theoretic canonical bases change as
follows.
Lemma 3.33. Assume Conjecture 3.22. We have C
C,T
1/2
G ,s
(λ, p) = CC,T 1/2,s+detG(λ + wtH det i∗pG, p)
and E
C,T
1/2
G ,s
(λ, p) = EC,T 1/2,s+detG(λ+wtH det i∗pG, p) for any G ∈ KT(X) and (λ, p) ∈ F. In particular,
we have B
L,T
1/2
G ,s
= BL,T 1/2,s+detG and BX,T 1/2G ,s = BX,T 1/2,s+detG .
Proof. By Lemma 3.13, we obtain βK
C,T
1/2
G ,s
= βK
C,T 1/2,s+detG . Since (λ
′, p′) >C,s (λ, p) is equivalent to
(λ′ + wtH det i∗p′G, p′) >C,s+detG (λ+ wtH det i∗pG, p) and
C
C,T
1/2
G ,s
(λ, p) ∈ S
C,T
1/2
G ,s
(λ, p) +
∑
(λ′,p′)>C,s(λ,p)
v−1Z[v−1] · S
C,T
1/2
G ,s
(λ′, p′)
= SC,T 1/2,s+detG(λ+ wtH det i∗pG, p) +
∑
(λ′,p′)>C,s(λ,p)
v−1Z[v−1] · SC,T 1/2,s+detG(λ′ + wtH det i∗p′G, p′),
C
C,T
1/2
G ,s
(λ, p) also satisfies the characterizing properties of CC,T 1/2,s+detG(λ+wtH det i∗pG, p). The proof
of E
C,T
1/2
G ,s
(λ, p) = EC,T 1/2,s+detG(λ+ wtH det i∗pG, p) is similar.
Lemma 3.34. Assume Conjecture 3.22. For any l ∈ P and (λ, p) ∈ F, we have CC,T 1/2,s+l(λ, p) =
L(l)⊗CC,T 1/2,s(λ−wtH i∗pL(l), p) and EC,T 1/2,s+l(λ, p) = L(l)⊗EC,T 1/2,s(λ−wtH i∗pL(l), p). In particular,
we have BL,T 1/2,s+l = L(l)⊗ BL,T 1/2,s and BX,T 1/2,s+l = L(l)⊗ BX,T 1/2,s.
Proof. By Lemma 3.14, we obtain βK
C,T 1/2,s+l
= L(l)◦βK
C,T 1/2,s
◦L(l)−1, where L(l) is identified with the
automorphism of KT(X) given by the tensor product of L(l). Since (λ′, p′) >C,s+l (λ, p) is equivalent
to (λ′ − wtH i∗p′L(l), p′) >C,s (λ− wtH i∗pL(l), p) and
CC,T 1/2,s+l(λ, p) ∈ SC,T 1/2,s+l(λ, p) +
∑
(λ′,p′)>C,s+l(λ,p)
v−1Z[v−1] · SC,T 1/2,s+l(λ′, p′)
= L(l)⊗
SC,T 1/2,s(λ− wtH i∗pL(l), p) + ∑
(λ′,p′)>C,s+l(λ,p)
v−1Z[v−1] · SC,T 1/2,s(λ′ − wtH i∗p′L(l), p′)
 ,
L(l)−1 ⊗CC,T 1/2,s+l(λ, p) also satisfies the characterizing properties of CC,T 1/2,s(λ−wtH i∗pL(l), p). The
proof of EC,T 1/2,s+l(λ, p) = L(l)⊗ EC,T 1/2,s(λ− wtH i∗pL(l), p) is similar.
For the behavior of K-theoretic canonical bases under the duality, we have the following.
Lemma 3.35. Assume Conjecture 3.22 and Conjecture 3.23. For any (λ, p) ∈ F, we have v− dimXCC,T 1/2,s(λ, p)∨ =
C
C,T
1/2
opp ,−s(−λ
−, p−) and EC,T 1/2,s(λ, p)∨ = EC,T 1/2opp ,−s(−λ
−, p−). Here, (λ−, p−) is as in Proposition 3.27.
In particular, we have v− dimX · B∨
L,T 1/2,s
= B
L,T
1/2
opp ,−s and B
∨
X,T 1/2,s
= B
X,T
1/2
opp ,−s.
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Proof. By Lemma 3.15 and Proposition 3.27, one can check that v− dimXCC,T 1/2,s(λ, p)∨ ∈ KT(L)
is contained in S
C,T
1/2
opp ,−s(−λ
−, p−) +
∑
(λ′,p′)∈F
(
v−
dimX
2 +1Z[v] ∩ v−1Z[v−1]
)
· S
C,T
1/2
opp ,−s(λ
′, p′). By
Corollary 3.28, this implies v− dimXCC,T 1/2,s(λ, p)∨ = CC,T 1/2opp ,−s(−λ
−, p−). The second statement fol-
lows from the first by Lemma 3.29 and Proposition 3.31.
Since the fixed point basis often has some representation theoretic and combinatorial meaning, we
also give a formula for the transition matrix between the fixed point basis and BL,T 1/2,s. For each
p ∈ XH , we denote by Op ∈ KT(X) the K-theory class of the skyscraper sheaf at p.
Proposition 3.36. Assume Conjecture 3.22. For any p ∈ XH , we have
Op = vdimX ·
∑
p′∈XH
(
i∗pEC,T 1/2,s(p′)
)∨ · CC,T 1/2,s(p′).
Proof. This follows from Proposition 3.31 and
(Op||EC,T 1/2,s(p′)) = (Op : DXEC,T 1/2,s(p′)) = vdimX ·
(
i∗pEC,T 1/2,s(p′)
)∨
.
Remark 3.37. For example, when X is the Hilbert scheme of points in the affine plane and the slope
is sufficiently close to 1, it turns out that EC,T 1/2,s(p)’s are given by the indecomposable summands
of the Procesi bundle. If we identify KT(L) and the space of symmetric functions as in [17], then
CC,T 1/2,s(p)’s corresponds to the Schur functions and Op’s corresponds to the modified Macdonald
polynomials. Transition matrix of these bases are given by the q, t-Kostka polynomials which are given
by the characters of fibers of indecomposable summands of the Procesi bundle.
3.6 Categorical lifts
In this section, we state several conjectures about the categorical meaning of canonical and standard
bases. We assume all the conjectures and assumptions stated in the previous sections without any
comment.
We first recall the notion of tilting bundle on X. Let T be a vector bundle on X. We say that T is
a tilting bundle on X if it satisfies
• T is a weak generator forD(QCoh(X)), i.e., RHom(T ,F) = 0 implies F ∼= 0 for F ∈ D(QCoh(X)).
• Exti(T , T ) = 0 for i 6= 0.
When X is a Slodowy variety, Bezrukavnikov-Mirkovic´ [6] proved that there exists an T-equivariant
tilting bundle on X such that Lusztig’s K-theoretic canonical basis for X consists of indecomposable
summands of the tilting bundle up to equivariant shifts. Moreover, the structure sheaf of X is contained
in the canonical basis. We also expect in general that BX,T 1/2,s is given by the classes of indecomposable
summands of some tilting bundle on X.
Conjecture 3.38. For each p ∈ XH , there exists an T-equivariant vector bundle lifting EC,T 1/2,s(p)
(denoted by the same letter) such that TC,T 1/2,s := ⊕p∈XHEC,T 1/2,s(p) is a tilting bundle onX. Moreover,
at least one of EC,T 1/2,s(p) is a line bundle.
For toric hyper-Ka¨hler manifolds, this conjecture is proved in Corollary 5.36. In particular, this
conjecture implies that BX,T 1/2,s consists of K-theory classes of actual vector bundles on X and hence
our choice of the sign is geometrically natural.
Corollary 3.39. If we assume Conjecture 3.38, then the ring AC,T 1/2,s := End(TC,T 1/2,s)opp is non-
negatively graded with respect to the S-action and its degree 0 part is semisimple.
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Proof. By the definition of tilting bundle, we have
(EC,T 1/2,s(p)||EC,T 1/2,s(p′)) = [RΓ(EC,T 1/2,s(p)⊗L DXEC,T 1/2,s(p′))]
= [RΓ(DXRHom(EC,T 1/2,s(p), EC,T 1/2,s(p′)))]
= [Hom(EC,T 1/2,s(p), EC,T 1/2,s(p′))∨]
as rational functions in equivariant parameters. Since the last term is also contained in KH(pt)((v
−1)),
we obtain [Hom(EC,T 1/2,s(p), EC,T 1/2,s(p′))] ∈ δp,p′ + vKH(pt)[[v]] by Lemma 3.25. This implies that it
is non-negatively graded with respect to S and the degree zero part is semisimple.
By Kaledin’s argument in [6] section 5.5, this also implies that AC,T 1/2,s is Koszul. We denote
by BC,T 1/2,s its Koszul dual. We note that AC,T 1/2,s and BC,T 1/2,s has a natural H-action. By the
independence of BX,T 1/2,s on C, AC,T 1/2,s and BC,T 1/2,s does not depend on the choice of C if we forget
the H-actions. Since X is smooth, AC,T 1/2,s has finite global dimension and hence BC,T 1/2,s is finite
dimensional.
By the standard properties of tilting bundle, there is a derived equivalence
ψC,T 1/2,s : D
bCohT(X) ∼= Db(AC,T 1/2,s-gmodH) (18)
given by the functor RHom(TC,T 1/2,s,−). Here, we denote by AC,T 1/2,s-gmodH the category of finitely
generated graded H-equivariant modules of AC,T 1/2,s. We denote the t-structure on DbCohT(X) cor-
responding to the standard t-structure on Db(AC,T 1/2,s-gmodH) by τT 1/2,s. By construction, F ∈
DbCohT(X) is contained in the heart if and only if R 6=0Hom(TC,T 1/2,s,F) = 0.
For (λ, p) ∈ F, we will write EC,T 1/2,s(λ, p) := [λ] · EC,T 1/2,s(p) as in the K-theoretic one. Each
ψC,T 1/2,s(EC,T 1/2,s(λ, p)) defines a graded H-equivariant indecomposable projective module of AC,T 1/2,s
denoted by PA
C,T 1/2,s
(λ, p). It has a unique one-dimensional simple quotient denoted by LA
C,T 1/2,s
(λ, p).
We have
∂(ψ−1
C,T 1/2,s
(LAC,T 1/2,s(λ, p))||EC,T 1/2,s(λ′, p′)) =
[
RHom(EC,T 1/2,s(λ′, p′), vdimXψ−1C,T 1/2,s(LAC,T 1/2,s(λ, p))[dimX])H
]
= vdimX · δ(λ,p),(λ′,p′).
Hence the K-theory class of v− dimX · ψ−1
C,T 1/2,s
(LA
C,T 1/2,s
(λ, p)) coincides with CC,T 1/2,s(λ, p) by Propo-
sition 3.31. Using this lift, we sometimes regard K-theoretic canonical bases of KT(L) as objects in
DbCohT(X).
By the Koszul duality (cf. [4, 26]), we also obtain the following derived equivalence
K : Db(AC,T 1/2,s-gmodH) ∼= Db(BC,T 1/2,s-gmodH). (19)
We note that since BC,T 1/2,s is finite dimensional, the Koszul duality equivalence preserves the bound-
edness by [4, Theorem 2.12.6]. The standard t-structure on Db(BC,T 1/2,s-gmodH) induces a t-structure
on Db(AC,T 1/2,s-gmodH) and its heart consists of linear complex of projective modules, that is, object
quasi-isomorphic to a complex of the form
0→ vNPN → vN−1PN−1 → · · · → vMPM → 0,
where each Pi sits in the (−i)-th term and it is a direct sum of projective modules of the form
PA
C,T 1/2,s
(λ, p). By the construction of K , we have K ◦ v[1] = v−1 ◦ K and LB
C,T 1/2,s
(λ, p) :=
K (PA
C,T 1/2,s
(λ, p)) is a graded H-equivariant one-dimensional simple module of BC,T 1/2,s. We note that
any simple object in BC,T 1/2,s-gmodH is of the form vmLBC,T 1/2,s(λ, p) for some m ∈ Z and (λ, p) ∈ F.
Since AC,T 1/2,s is Koszul, LAC,T 1/2,s(λ, p) is quasi-isomorphic to a linear complex of projective modules
and hence we have IB
C,T 1/2,s
(λ, p) := K (LA
C,T 1/2,s
(λ, p)) ∈ BC,T 1/2,s-gmodH . This is the injective hull of
LB
C,T 1/2,s
(λ, p).
For a categorical lift of standard basis, we conjecture the following.
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Conjecture 3.40. For each (λ, p) ∈ XH , there exists an object ∇B
C,T 1/2,s
(λ, p) ∈ BC,T 1/2,s-gmodH such
that ∆A
C,T 1/2,s
(λ, p) := K −1(∇B
C,T 1/2,s
(λ, p)) is contained in the standard heart of Db(AC,T 1/2,s-gmodH)
and the K-theory class of ∇C,T 1/2,s(λ, p) := ψ−1C,T 1/2,s(∆AC,T 1/2,s(λ, p)) ∈ DbCohT(X) coincides with
βK
C,T 1/2,s
(SC,T 1/2,s(λ, p)). If we set ∆C,T 1/2,s(λ, p) := v− dimX2 ∇−C,T 1/2,s(λ, p)[−dimX2 ] ∈ DbCohT(X),
then we have
HomDbCohT(X)
(
vj∆C,T 1/2,s(λ, p),∇C,T 1/2,s(λ′, p′)[i]
)
=
{
C if i = j = 0 and (λ, p) = (λ′, p′),
0 otherwise.
(20)
For toric hyper-Ka¨hler manifolds, this conjecture is proved in Theorem 5.45. We note that the K-
theory class of ∆C,T 1/2,s(λ, p) coincides with SC,T 1/2,s(λ, p) and the equation (20) lifts the orthonormality
of K-theoretic standard bases in Lemma 3.24. We expect that ∇C,T 1/2,s(λ, p) and ∆C,T 1/2,s(λ, p) are
essentially given by the theory of categorical stable envelope (c.f. [33]). Since ∆A
C,T 1/2,s
(λ, p) is a Koszul
module of AC,T 1/2,s, we have a resolution of the form
0→ v dimX2 P dimX
2
→ · · · → vP1 → PAC,T 1/2,s(λ, p)→ ∆AC,T 1/2,s(λ, p)→ 0 (21)
in AC,T 1/2,s-gmodH by Corollary 3.32, where each Pi (i = 1, . . . , dimX2 ) is a direct sum of projective
modules of the form PA
C,T 1/2,s
(λ′, p′) satisfying (λ′, p′) <C,s (λ, p). By the construction of K , it follows
that ∇B
C,T 1/2,s
(λ, p) is non-positively graded and we have an inclusion LB
C,T 1/2,s
(λ, p) ↪→ ∇B
C,T 1/2,s
(λ, p)
such that any composition factor vjLB
C,T 1/2,s
(λ′, p′) of the quotient ∇B
C,T 1/2,s
(λ, p)/LB
C,T 1/2,s
(λ, p) satis-
fies j < 0 and (λ′, p′) <C,s (λ, p).
Since the shift v[1] preserves the linear complex of projective modules, ψC,T 1/2,s(∆C,T 1/2,s(λ, p)) is
quasi-isomorphic to a complex of the form
0→ PAC,T 1/2,s(λ, p)→ v−1P1 → · · · → v−
dimX
2 P dimX
2
→ 0
where PA
C,T 1/2,s
(λ, p) sits in degree 0 and each Pi is the same as (21). If we write ∆
B
C,T 1/2,s
(λ, p) :=
K (ψC,T 1/2,s(∆C,T 1/2,s(λ, p))) ∈ BC,T 1/2,s-gmodH , then this is non-negatively graded and we have a
projection ∆B
C,T 1/2,s
(λ, p)  LB
C,T 1/2,s
(λ, p) such that any composition factor vjLB
C,T 1/2,s
(λ′, p′) of the
kernel satisfies j > 0 and (λ′, p′) <C,s (λ, p). By (20), we obtain
ExtiB
C,T1/2,s
-gmodH
(
vj∆BC,T 1/2,s(λ, p),∇BC,T 1/2,s(λ′, p′)
)
=
{
C if i = j = 0 and (λ, p) = (λ′, p′)
0 otherwise.
(22)
Next we show that BC,T 1/2,s-gmodH has a structure of graded highest weight category assuming
Conjecture 3.40. We first recall the definition of graded highest weight category following [10, 11].
Let C be a C-linear abelian category with a free Z-action which is locally Artinian, contains enough
injectives, and satisfies Grothendieck’s condition AB5. The action of j ∈ Z on an object M ∈ C
is denoted by M 7→ M〈j〉. For each M,N ∈ C, we set homC(M,N) := ⊕j∈Z HomC(M〈j〉, N) and
extiC(M,N) := ⊕j∈Z ExtiC(M〈j〉, N). For a simple object L, we denote by [M : L] the multiplicity of
L in the composition series of M .
Definition 3.41 ([10, 11]). A category C as above is called graded highest weight category if there
exists an interval finite poset Λ satisfying the following conditions:
• For each λ ∈ Λ, we have a simple object L(λ) such that {L(λ)〈j〉}j∈Z,λ∈Λ is a complete set of
non-isomorphic simple objects of C.
• For each λ ∈ Λ, there is an object ∇(λ) (called costandard object) with an inclusion L(λ) ↪→ ∇(λ)
such that any composition factor L(µ)〈j〉 of the quotient ∇(λ)/L(λ) satisfies j < 0 and µ < λ.
Moreover, for each λ, µ ∈ Λ, dimC homC(∇(λ),∇(µ)) and
∑
j∈Z[∇(λ) : L(µ)〈j〉] are finite.
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• For each λ ∈ Λ, injective hull I(λ) of L(λ) has an increasing filtration 0 = F0(λ) ⊂ F1(λ) ⊂ · · ·
with ∪iFi(λ) = I(λ) such that F1(λ) ∼= ∇(λ) and Fi(λ)/Fi−1(λ) ∼= ∇(µi)〈j〉 for some j < 0 and
µi > λ if i > 1. Moreover, the set {i | µi = µ} is finite for any µ ∈ Λ.
Proposition 3.42. Assume Conjecture 3.40. Then the category BC,T 1/2,s-gmodH has a structure
of graded highest weight category with poset (F,≤C,s) and the costandard object parametrized by
(λ, p) ∈ F is given by ∇B
C,T 1/2,s
(λ, p).
Proof. Since BC,T 1/2,s is finite dimensional over C, the category BC,T 1/2,s-gmodH is Artinian. The free
Z-action on BC,T 1/2,s-gmodH is given by the grading shifts M〈j〉 := vjM . The poset F is interval finite
by Lemma 3.19. For each (λ, p) ∈ F, we associate the simple module LB
C,T 1/2,s
(λ, p). Then the first two
condition in Definition 3.41 has been already checked above.
On the level of K-theory, we have
[IBC,T 1/2,s(λ, p)] =
∑
(λ,p)≤C,s(λ′,p′)
Pλ
′,p′
λ,p (−v) · [∇BC,T 1/2,s(λ′, p′)]
by Proposition 3.27. Since Pλ,pλ,p (−v) = 1 and Pλ
′,p′
λ,p (−v) ∈ v−1Z[v−1] if (λ′, p′) 6= (λ, p), it is enough to
prove that IB
C,T 1/2,s
(λ, p) has a costandard filtration with F1(λ, p) = ∇BC,T 1/2,s(λ, p). This follows from
the following lemma and its proof.
Lemma 3.43. An object M ∈ BC,T 1/2,s-gmodH has a costandard filtration if and only if
ext1B
C,T1/2,s
-gmodH
(
∆BC,T 1/2,s(λ, p),M
)
= 0 (23)
for any (λ, p) ∈ F.
Proof. The only if part follows from (22). Let M be an object satisfying (23). Since M has finite
length, we may prove the statement by induction on the length of M . If M 6= 0, then one can take
a minimal (λ, p) ∈ F such that hom
(
LB
C,T 1/2,s
(λ, p),M
)
6= 0. For any (λ′, p′) <C,s (λ, p), let K be
the kernel of ∆B
C,T 1/2,s
(λ′, p′)  LB
C,T 1/2,s
(λ′, p′). By the discussion above, any composition factor
vjLB
C,T 1/2,s
(λ′′, p′′) of K satisfies (λ′′, p′′) <C,s (λ′, p′) <C,s (λ, p) and hence we have hom(K,M) = 0.
By the exact sequence
hom(K,M)→ ext1
(
LBC,T 1/2,s(λ
′, p′),M
)
→ ext1
(
∆BC,T 1/2,s(λ
′, p′),M
)
we obtain ext1
(
LB
C,T 1/2,s
(λ′, p′),M
)
= 0 for any (λ′, p′) <C,s (λ, p). Since the composition factors
of ∇B
C,T 1/2,s
(λ, p)/LB
C,T 1/2,s
(λ, p) are of the form vjLB
C,T 1/2,s
(λ′, p′) for (λ′, p′) <C,s (λ, p), we obtain
ext1
(
∇B
C,T 1/2,s
(λ, p)/LB
C,T 1/2,s
(λ, p),M
)
= 0 and hom
(
∇B
C,T 1/2,s
(λ, p)/LB
C,T 1/2,s
(λ, p),M
)
= 0. This
implies that hom
(
∇B
C,T 1/2,s
(λ, p),M
) ∼= hom(LBC,T 1/2,s(λ, p),M), hence we can lift the inclusion
LB
C,T 1/2,s
(λ, p) ↪→M to a homomorphism f : ∇B
C,T 1/2,s
(λ, p)→M .
We claim that f is injective. Otherwise, there is a simple submodule vjLB
C,T 1/2,s
(λ′, p′) in Ker(f) ⊂
∇B
C,T 1/2,s
(λ, p). Then there is a nontrivial homomorphism between vj∆B
C,T 1/2,s
(λ′, p′) and∇B
C,T 1/2,s
(λ, p),
hence we must have j = 0 and (λ′, p′) = (λ, p) by (22). This implies f(LB
C,T 1/2,s
(λ, p)) = 0 which con-
tradicts the choice of f .
Therefore, we obtain an inclusion ∇B
C,T 1/2,s
(λ, p) ↪→ M . Let N be the cokernel of this inclusion.
Then N also satisfies the condition (23) by (22) and the length of N is smaller than M . By induction
hypothesis, N has a costandard filtration and hence M does.
Finally, we also conjecture the following statement which lifts the K-theoretic bar involutions to the
derived category. Let BC,T 1/2,s = ⊕λ∈X∗(H)BλC,T 1/2,s be the H-weight space decomposition.
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Conjecture 3.44. There exists an anti-involution ι on BC,T 1/2,s which is identity on degree 0 part,
compatible with the grading, and satisfies ι(Bλ
C,T 1/2,s
) = B−λ
C,T 1/2,s
for any λ ∈ X∗(H).
For toric hyper-Ka¨hler manifolds, this conjecture is proved in Corollary 5.40. LetM = ⊕i∈Z,λ∈X∗(H)Mλi
be a graded H-equivariant module of BC,T 1/2,s, where Mλi has degree i and H-weight λ. We de-
fine DM = ⊕i∈Z,λ∈X∗(H)(DM)λi ∈ BC,T 1/2,s-gmodH by setting (DM)λi := HomC(Mλ−i,C) equipped
with a left BC,T 1/2,s-module structure through ι. The properties of ι in Conjecture 3.44 implies that
DLB
C,T 1/2,s
(λ, p) ∼= LBC,T 1/2,s(λ, p). In particular, D induces an involution on DbCohT(X) which lifts the
K-theoretic bar involution.
3.7 Wall-crossings
By varying the slope parameter, we obtain a family of t-structures τT 1/2,s on D := D
bCohL(X), the
derived category of coherent sheaves on X set-theoretically supported in L. It may be natural to
expect that this is part of a data defining real variations of stability condition in the sense of Anno-
Bezrukavnikov-Mirkovic´ [2]. We first recall the definition of real variations of stability conditions in our
situation.
Let AlcK be the set of connected components of PR \∪β∈Ψ{s ∈ PR | 〈s, β〉 ∈ Z}. We call an element
of AlcK Ka¨hler alcove. For two Ka¨hler alcoves A− 6= A+ ∈ AlcK sharing a codimension one face
contained in wβ,n := {s ∈ PR | 〈s, β〉 = m} for some m ∈ Z and β ∈ Ψ which is positive with respect
to A, we say that A+ is above A− if A− ⊂ {s ∈ PR | 〈s, β〉 < m} and A+ ⊂ {s ∈ PR | 〈s, β〉 > m}.
Let Z : PR → HomZ(K(D),R) be a polynomial map and τ be a map from Alc to the set of bounded
t-structures on D . For A ∈ AlcK , let CA be the heart of the t-structure τ(A) on D . For a hyperplane
w ⊂ PR and n ∈ Z≥0, let C nA,w ⊂ CA be the full subcategory consisting of objects M ∈ CA such that
the polynomial function on PR defined by s 7→ 〈Z (s), [M ]〉 has zero of order at least n on w. This is
a Serre subcategory of CA and let DnA,w := {F ∈ D | ∀j,Hjτ(A)(F) ∈ C nA,w} be a thick subcategory
of D . Here, Hjτ(A) is the j-th cohomology functor with respect to the t-structure τ(A). We set
grnA,w(D) := D
n
A,w/D
n+1
A,w and gr
n
w(CA) := C
n
A,w/C
n+1
A,w .
Definition 3.45 ([2]). A data (Z , τ) as above is called real variation of stability conditions on D if it
satisfies the following conditions:
• For any A ∈ AlcK and nonzero M ∈ CA, we have 〈Z (s), [M ]〉 > 0 for any s ∈ A.
• For any A− 6= A+ ∈ AlcK sharing a codimension one face contained in a hyperplane w with
A+ being above A−, we have DnA−,w = D
n
A+,w
and grnw(CA−) = gr
n
w(CA+)[n] in gr
n
A−,w(D) =
grnA+,w(D) for any n ∈ Z≥0.3
The polynomial function Z is called central charge for the real variation of stability conditions.
Remark 3.46. A part of the conjecture of Bezrukavnikov-Okounkov stated in [2] claims that there
exists a real variation of stability conditions on D as above (we do not need to assume that the fixed point
set XH is finite). Moreover, the t-structures τ are given by quantization of X in positive characteristic.
Let ` be a prime number and consider our conical symplectic resolutions over an algebraically closed
field of characteristic ` temporarily. For λ ∈ P , one can consider Frobenius constant quantization of OX
with quantization parameter λ which gives a sheaf of Azumaya algebras Aλ on the Frobenius twist X(1)
of X. Then the conjecture says that when ` is sufficiently large and −λ` ∈ A, the Azumaya algebra Aλ
splits on the formal neighborhood of L(1) and if the splitting bundles are chosen in a compatible way,
their S-equivariant lifts to X ∼= X(1) gives a tilting bundle and its dual gives a t-structure compatible
with τ(A) under base change to positive characteristic. See also [43] for another approach to this tilting
bundle.
3We change the sign here from [2] since we mainly use the slope parameters, which are essentially opposite to the
quantization parameters.
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As an analogue of Lusztig’s conjecture on modular representation theory, we expect that the set of
vector bundles {EC,T 1/2,s(p)}p∈XH (considered in positive characteristic) give the set of indecomposable
summands of the dual of a splitting bundle of Aλ up to equivariant parameter twists when s = −λ` and
` is sufficiently large. We note that if we change the polarization T 1/2 by T
1/2
G for some G ∈ KT(X),
then the K-theoretic canonical bases will change by tensor product of some line bundle by Lemma 3.33
and Lemma 3.34. Since a line bundle twist of a splitting bundle is also a splitting bundle, this change
can be absorbed into the choice of splitting bundles.
Let P be a vector bundle on X and ZP : PR → HomZ(K(D),R) be a polynomial function satisfying
〈ZP(L),F〉 = 1
rkP · χ(X,F ⊗ P ⊗ L
−1)
for any line bundle L ∈ P and F ∈ D . We note that ZP⊕n = ZP for any n ∈ Z>0. In this paper, we
only conjecture the following weaker statement. We will check this for toric hyper-Ka¨hler manifolds in
Corollary 5.49.
Conjecture 3.47. There exists a vector bundle P on X such that (ZP , τ) gives a real variation of
stability conditions on D , where τ is given by τ(A) = τT 1/2,s for s ∈ A.
Remark 3.48. The vector bundle P should be a line bundle when X is a Slodowy variety by the result
of [2], but it should be a vector bundle of higher rank in general. This vector bundle is expected to
be given by looking at the asymptotic behavior under ` → ∞ of the multiplicity of indecomposable
summands of the splitting bundle above for a fixed λ. More precisely, fix a generic λ and let mp(`)
be the multiplicity of EC,T 1/2,−λ` (p)
∨ in the splitting bundle of Aλ (as non-equivariant vector bundles).
We set mp := lim`→∞ 1`dimX/2mp(`) and take m ∈ Z>0 such that m ·mp is an integer for any p ∈ XH .
Let A ∈ AlcK be the alcove containing −λ` for any sufficiently large ` and take s ∈ A. Then we expect
that one can take
P =
∑
p∈XH
m ·mp · EC,T 1/2,s(p)∨.
We note that the central charge ZP does not depend on the choice of m. We also expect that this does
not depend on the choice of λ if we forget the equivariant structures.
We now describe the behavior of K-theoretic canonical bases under the wall-crossing of the slope
parameters. As in the previous section, we expect that the information on the equivariant parameter v
has some information on the cohomological shifts appearing in Definition 3.45. The following conjecture
comes from numerical experiments.
Conjecture 3.49. Let A− 6= A+ ∈ AlcK be two Ka¨hler alcoves sharing a codimension one face
contained in a hyperplane w with A+ being above A−. For s− ∈ A− and s+ ∈ A+, there exists
a sequence of integers 0 ≤ n0 < n1 < · · · < nl and decompositions BX,T 1/2,s− = unionsqli=0Bis−,w and
BX,T 1/2,s+ = unionsqli=0Bis+,w stable under equivariant parameter shifts for H such that for any E ′ ∈ Bis+,w,
there exists E ∈ Bis−,w satisfying
E ′ = (−1)ni−n0−ivniE +
∑
j<i
F∈Bjs−,H
fE,F (v) · F ,
where fE,F (v) ∈ vnj+1Z[v] ∩ vni−1Z[v−1] for any F ∈ Bjs−,H. Moreover, if we assume Conjecture 3.47
and let C ∈ BL,T 1/2,s be the element dual to E , then ni − n0 − i is the order of vanishing at w of the
polynomial function s 7→ 〈ZP(s), C〉.
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For toric hyper-Ka¨hler manifolds, this conjecture follows from Proposition 5.20, Lemma 5.21, and
Corollary 5.48. This conjecture implies that if one can calculate the behavior of K-theoretic canonical
bases under wall-crossing, one can find the order of zero at various hyperplanes for the central charge
of every elements in BL,T 1/2,s. This information is usually enough to determine P in practice.
One can also use this conjecture to compute BX,T 1/2,s+ from the knowledge of BX,T 1/2,s− since this
implies that βK
T 1/2,s+
is triangular with respect to BX,T 1/2,s− and the degree condition on v enables
us to calculate each fE,F (v) by Kazhdan-Lusztig type algorithm as in the proof of Proposition 3.21.
For example, when X is the Hilbert scheme of n-points in the affine plane, then BX,T 1/2,s is given
by the indecomposable summands of the Procesi bundle up to equivariant parameter shifts when s is
sufficiently close to 1. Using this algorithm, one can calculate BX,T 1/2,s for any s in principle. We have
checked the first part of Conjecture 3.49 (together with Conjecture 3.22) in this case when n ≤ 8 by
using computer.
4 Elliptic bar involutions
In this section, we discuss an elliptic analogue of the K-theoretic bar involutions. Since our definition of
the K-theoretic bar involution only involves K-theoretic stable bases, it seems natural to define elliptic
bar involution using elliptic stable bases defined by Aganagic-Okounkov [1]. We conjecture that under
certain natural normalization (contrary to the seemingly ad hoc normalization in the K-theory case),
this will give us an involution on a certain analytic completion of the localized (extended) equivariant
K-theory.
In order to define an elliptic analogue of the K-theoretic canonical bases, we need to find an elliptic
version of some conditions characterizing canonical bases other than bar invariance. In this paper, we
do not investigate this direction further. Instead, we will construct a family of elliptic bar invariant
elements which are “as simple as possible” and have some nice properties to be called elliptic canonical
bases in the case of toric hyper-Ka¨hler manifolds in section 6. We leave the problem of finding a
characterization of these elements which makes sense in general for a future direction of research.
4.1 Elliptic standard bases
We first briefly recall the definition of elliptic stable basis defined by Aganagic-Okounkov. For more
details, we refer to the original paper [1]. We follow the notations and assumptions of section 3.
We fix an elliptic curve E := C×/qZ over C, where q is a complex number satisfying 0 < |q| < 1.
Let EllT(X) be the T-equivariant elliptic cohomology of X associated with E. Since odd cohomology
of X vanishes, this is a scheme which is affine over the abelian variety ET := X∗(T) ⊗Z E = EllT(pt).
For a construction of equivariant elliptic cohomology, see for example [15]. We also set EP := P ⊗Z E
and ETP := Pic
T(X)⊗Z E. We note that there is an exact sequence
0→ E∨T → ETP → EP → 0,
where E∨T = X∗(T) ⊗Z E. We define the extended equivariant elliptic cohomology for X by E(X) :=
EllT(X) × EP , which is affine over BX := ET × EP . We note that since we have X∗(H) ∼= P ! and
P ∼= X∗(H !), we can identify BX ∼= BX! by simply exchanging the equivariant and Ka¨hler parameters.
We also set E˜(X) := EllT(X) × ETP , B˜X := ET × ETP . The structure morphism E˜(X) → B˜X will be
denoted by pi.
Let
ϑ(x) := (x1/2 − x−1/2)
∞∏
m=1
(1− qmx)(1− qmx−1)
be a theta function. This is a multivalued holomorphic function on C× which satisfies ϑ(e2piix) = −ϑ(x)
and ϑ(qx) = −x−1q−1/2ϑ(x) and can be seen as a section of degree 1 line bundle on E. Using this line
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bundle, we identify E and its dual abelian variety E∨. Then the Poincare´ line bundle on E×E∨ ∼= E×E
can be defined by the quasi-periods of the function
(x, y) 7→ ψ(x, y) := ϑ(xy)
ϑ(x)ϑ(y)
,
i.e., it is single valued on C× × C× and satisfies ψ(qx, y) = y−1ψ(x, y) and ψ(x, qy) = x−1ψ(x, y). For
r ∈ Z>0, we define a line bundle O(D) on SrE, the r-th symmetric product of E, by the factors of
automorphy of the symmetric function (x1, . . . , xr) 7→
∏r
i=1 ϑ(xi).
Let V be a T-equivariant vector bundle on X. Its characteristic classes give us a morphism
cV : EllT(X) → SrE and Θ(V ) := c∗VO(D) ∈ Pic(EllT(X)) is called the Thoms class of V . In
particular, by considering the characteristic classes of line bundles, we obtain a morphism EllT(X) →
HomZ(Pic
T(X), E) ∼= (ETP )∨ and hence E˜(X) → ETP × (ETP )∨. We denote by UX the line bundle on
E˜(X) defined by pulling back the Poincare´ line bundle on ETP × (ETP )∨.
For λ ∈ PicT(X) ∼= Hom(E,ETP ) and µ ∈ X∗(T) ∼= Hom(ET, E), let τ(λ, µ) : B˜X → B˜X be the shift
of Ka¨hler parameters (t, z) 7→ (t, z + λ(µ(t))), where t ∈ ET and z ∈ ETP . We denote by the same letter
for the shift of Ka¨hler parameters on E˜(X).
For each fixed point p ∈ XH , we obtain a natural morphism ip : B˜X ∼= EllT(p)×ETP → E˜(X) coming
from the inclusion ip : {p} ↪→ X and the functoriality of elliptic cohomology. We set Up := i∗pUX . Recall
that we take a chamber C and a polarization T 1/2. Take a sufficiently generic ξ ∈ C and decompose
T
1/2
p = indp+ind
−
p +T
1/2
p,=0 into attracting, repelling, and fixed parts with respect to ξ, where we assume
that T
1/2
p,=0 coincides with the H-fixed part of T
1/2
p . We note that this decomposition might depends on
the choice of ξ, but the definition of elliptic stable basis does not depend on this choice.
Definition 4.1 ([1]). For each p ∈ XH , the elliptic stable basis StabAOC,T 1/2(p) is a section of some line
bundle on E˜(X) characterized by the following conditions:
• StabAOC,T 1/2(p) is a section of UX ⊗Θ(T 1/2)⊗ pi∗(τ(det indp, v−2)∗U−1p ⊗Θ(T 1/2p,=0)−1)⊗ . . ., where
. . . is a certain line bundle pulled back from B˜X/EH and the section is allowed to be meromorphic
on this factor. Here, EH acts on B˜X by the translation on the factor ET.
• The support of StabAOC,T 1/2(p) is contained in unionsqp′Cp AttrC(p′).
• We have i∗p StabAOC,T 1/2(p) = ϑ(Np,−) ∈ Γ(B˜X ,Θ(Np,−)), where ϑ(Np,−) =
∏
i ϑ(wi) if we write
Np,− =
∑
i[wi] ∈ KT(p), wi ∈ X∗(T).
By [1], this is unique if it exists and the existence is proved for the case where X is a toric hyper-
Ka¨hler manifold or a quiver variety. We assume the existence for the conical symplectic resolutions we
consider in this paper. Moreover, this is constant on the E∨T -orbits, hence defines a section of some line
bundle on E(X) which is also denoted by StabAOC,T 1/2(p).
As in the case of K-theory, it might be better to change the normalization of the elliptic stable
bases slightly for our purpose. Recall that we always assume the existence of dual conical symplectic
resolution X ! = (X !,C!,A!, . . .) for X = (X,C,A, . . .).
Definition 4.2. For each p ∈ XH , we define the elliptic standard basis StabellX (p) by
StabellX (p) = ϑ(N
!
p!,−) · τ(detT 1/2, v)∗(StabAOC,T 1/2(p)).
Next we describe the line bundle of which StabellC (p) defines a section. More precisely, we give
a formula for the factors of automorphy of the restriction SX,p′,p = Sp′,p := i
∗
p′ Stab
ell
X (p) for every
p, p′ ∈ XH . We will consider Sp′,p as a multivalued meromorphic function on BKX := (X∗(T)×P )⊗ZC×.
As in section 3.1, we take a basis {a1, . . . , ae, v} of X∗(T) which will be considered as a system of
coordinates on X∗(T) ⊗Z C×. Similarly, we take a basis {z1, . . . , zr} of P∨ which will be considered
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as a system of coordinates on P ⊗Z C×. For each γ ∈ X∗(T) × P , we denote by θX,p(γ) the factor
of automorphy of the function ϑ(Np,−) under the translation by qγ := γ ⊗ q ∈ BKX . We also set
θX,p′,p(γ) = θp′,p(γ) := θX,p′(γ) · θX!,p!(γ). Assuming the existence of the dual pair in the sense of
Definition 3.2, we prove the following.
Proposition 4.3. In the above situation, Sp′,p satisfies the following:
• For each c ∈ X∗(H), we have
Sp′,p(a 7→ qca) = i∗p!L!(c)−1 · i∗p′!L!(c) · θp′,p(c) · Sp′,p. (24)
• For each l ∈ P , we have
Sp′,p(z 7→ qlz) = i∗pL(l) · i∗p′L(l)−1 · θp′,p(l) · Sp′,p. (25)
• For δ ∈ X∗(S) satisfying 〈δ, v〉 = 1, we have
Sp′,p(v 7→ qv) = detNp,−
detNp′,−
detN !p′!,−
detN !
p!,−
· qwtS
detNp,−
detN
p′,− · θp′,p(δ) · Sp′,p. (26)
•
√
detNp′,− · detN !p!,−
−1
· Sp′,p is single valued on BKX .
Proof. By Proposition 3.1 in [1] and T
1/2
p′ = Np′,− + indp′ − v−2ind∨p′ + T 1/2p′,=0, Sp′,p is a meromorphic
section of the line bundle
τ(detT 1/2, v)∗Up′
τ(detT 1/2 · det ind−2p , v)∗Up
· Θ(indp′)Θ(v
2)rk indp′
Θ(v−2 · ind∨p′)
· Θ(T
1/2
p′,=0)Θ(v
2)− rk indp′
Θ(T
1/2
p,=0)Θ(v
2)− rk indp
·Θ(Np′,−)Θ(N !p!,−).
(27)
In particular, this implies the single valuedness of
√
detNp′,− · detN !p!,−
−1
·Sp′,p. We now describe the
factors of automorphy for each factors in (27).
Let {l1, . . . , lr} ⊂ P be the dual basis of {z1, . . . , zr}. We set Li := L(li) ∈ PicT(X). Then
{L1, . . . ,Lr, a1, . . . , ae, v} is a basis of PicT(X). Let {z1, . . . , zr, za1 , . . . , zae , zv} ⊂ PicT(X)∨ be its dual
basis. By definition, the line bundle Up on B˜X is characterized by the factors of automorphy of the
function
r∏
i=1
ψ(i∗pLi, zi) ·
e∏
i=1
ψ(ai, zai) · ψ(v, zv)
for each p ∈ XH . Therefore, for L = ∏i Lnii ·∏i anaii · vnv ∈ PicT(X), the line bundle τ(L, v)∗Up is
characterized by the factor of automorphy of the function
r∏
i=1
ψ(i∗pLi, ziv
ni) ·
e∏
i=1
ψ(ai, zaiv
nai ) · ψ(v, zvvnv ).
By using the formula
ψ(qmx, qny) = q−mnx−ny−mψ(x, y),
one can check that the factors of automorphy for τ(L, v)∗Up are given as follows:
• For a 7→ qca, it is given by
r∏
i=1
z
−〈i∗pLi,c〉
i ·
e∏
i=1
z−〈ai,c〉ai · v−〈i
∗
pL,c〉;
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• For z 7→ qlz, it is given by i∗pL(l)−1;
• For v 7→ qv, it is given by
z−1v
r∏
i=1
z
−wtS i∗pLi
i · (qv)−wtS i
∗
pL · i∗pL−1.
Hence the factors of automorphy for the first factor in (27) is given as follows:
• For a 7→ qca, it is given by
r∏
i=1
z
〈i∗pLi,c〉−〈i∗p′Li,c〉
i · v〈detT
1/2
p ,c〉−〈detT 1/2p′ ,c〉−2〈det indp,c〉;
• For z 7→ qlz, it is given by i∗pL(l) · i∗p′L(l)−1;
• For v 7→ qv, it is given by
r∏
i=1
z
wtS i∗pLi−wtS i∗p′Li
i · (qv)wtS detT
1/2
p −wtS detT 1/2p′ −2 wtS det indp · detT
1/2
p
detT
1/2
p′
· (det indp)−2.
Since the second and the third factor in (27) does not depend on the Ka¨hler parameters, the equation
(25) follows.
One can also check that the factor of automorphy for the second factor in (27) is given as follows:
• For a 7→ qca, it is given by v2〈det indp′ ,c〉;
• For v 7→ qv, it is given by (qv)2 wtS det indp′ · (det indp′)2.
Since we have
detNp,− = v−2 rk indp · detT 1/2p · (det indp)−2 · (detT 1/2p,=0)−1 (28)
and the third factor in (27) does not depend on the equivariant parameters, the factor of automorphy
of Sp′,p under a 7→ qca is given by
r∏
i=1
z
〈i∗pLi,c〉−〈i∗p′Li,c〉
i · v〈detNp,−,c〉−〈detNp′,−,c〉 · θp′,p(c).
This and (13) imply (24).
Since T
1/2
p,=0 + v
−2(T 1/2p,=0)
∨ = 0, we have T 1/2p,=0 =
∑
i(v
mi − v−2−mi) for some mi ∈ Z. Using this,
one can check that the factor of automorphy for the line bundle Θ(T
1/2
p,=0) under v 7→ qv is given by
(qv2)wtS detT
1/2
p,=0 and hence the factor of automorphy of the third factor in (27) under v 7→ qv is given
by
(qv2)
wtS detT
1/2
p′,=0+2 rk indp′−wtS detT
1/2
p,=0−2 rk indp
After some simplification using (28), one can check that the factor of automorphy of Sp′,p under v 7→ qv
is given by
r∏
i=1
z
wtS i∗pLi−wtS i∗p′Li
i · (qv)
wtS
detNp,−
detN
p′,− · detNp,−
detNp′,−
· θp′,p(δ).
By (11), we obtain wtS detNp,−−wtS detNp′,− = wtS detN !p′!,−−wtS detN !p!,− and hence (12) implies
r∏
i=1
z
wtS i∗pLi−wtS i∗p′Li
i · v
wtS
detNp,−
detN
p′,− =
detN !p′!,−
detN !
p!,−
.
This proves (26).
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In particular, if we set S!p!,p′! := i
∗
p! Stab
ell
X!(p
′!), then the line bundle on BX defined by the factors
of automorphy of Sp′.p is the same as the line bundle on BX! defined by S
!
p!,p′! under the identification
BX ∼= BX! . Following [1, 36, 37], we conjecture that elliptic standard bases have certain symmetry
under the symplectic duality.
Conjecture 4.4 ([1, 36, 37]). For any p, p′ ∈ XH , Sp′.p is holomorphic and Sp′.p = ±S!p!,p′! .
For toric hyper-Ka¨hler manifolds, this conjecture is proved in Corollary 6.3.
4.2 Flops
Before considering an elliptic analogue of the bar involution, we state some conjectures about the
elliptic stable bases for the maximal flop of X. Recall that our conical symplectic resolution is always
equipped with some additional data as in section 3.1. For X = (X,C,A,Φ,Ψ,L), we define −X :=
(X,−C,A,Φ,Ψ,L). We also assume that −X ! has a dual conical symplectic resolution in the sense of
Definition 3.2, which is denoted by Xflop = (Xflop,Cflop,Aflop,Φflop,Ψflop,Lflop) and called a maximal
flop of X. By definition, we have an identification X∗(H) ∼= P ! ∼= X∗(Hflop), P ∼= X∗(H !) ∼= Pflop, and
(XH ,C) ∼= (XHflopflop ,Cflop). We simply denote by p ∈ XHflop the fixed point corresponding to p ∈ XH .
Under this identification, we also have Cflop = C, Aflop = −A, Φflop(p) = Φ(p), and Ψflop(p) = Ψ(p).
By (12), we also obtain i∗pLflop(λ) = i∗pL(λ) for any λ ∈ P . The relation Φflop(p) = Φ(p) implies that
the tangent spaces TpXflop and TpX have the same multiset of H-weights, and in particular, we have
dimXflop = dimX. For the S-weights, we expect the following.
Conjecture 4.5. For any p ∈ XH , we have TpXflop = v−2 · TpX as T-modules.
For toric hyper-Ka¨hler manifolds, this conjecture is checked in Corollary 5.7. In particular, this
conjecture implies Nflopp,− = v
−2 ·Np,−, where Nflopp,− is the repelling part of TpXflop. This is compatible
with the relation wtS detN
flop
p,− = −wtS detNp,−−dimX which comes from (11). We note that from our
definition, the relation detNflopp,− = v
− dimX · detNp,− always holds without assuming Conjecture 4.5.
Let M˜X be the field of multivalued meromorphic functions on BKX . We set SX := (SX,p,p′)p,p′∈XH .
This is a matrix whose entries are elements in M˜X . By the triangular property of elliptic stable bases,
SX is invertible. As in K-theory, the inverse for S induces an involution (−) : M˜X → M˜X . We
conjeture the following formula expressing SX geometrically.
Conjecture 4.6. SX = (−1) dimX2 + dimX
!
2 · S−Xflop .
For toric hyper-Ka¨hler manifolds, this conjecture is proved in Corollary 6.4. If we assume Conjec-
ture 4.5, then we have Np,− = v2 ·Nflopp,− = (Nflopp,+ )∨ and hence for the diagonal entries, we obtain
SX,p,p = ϑ(Np,−)ϑ(N
!
p!,−) = (−1)
dimX
2 +
dimX!
2 · ϑ(Nflopp,+ )ϑ(N !,flopp!,+ ) = (−1)
dimX
2 +
dimX!
2 · S−Xflop,p,p.
As another evidence for Conjecture 4.6, one can also check that each corresponding entry has the same
factors of automorphy.
Proposition 4.7. Assume Conjecture 4.5. For any p, p′ ∈ XH , both SX,p′,p and S−Xflop,p′,p can be
considered as a section of the same line bundle on BX ∼= B−Xflop .
Proof. As above, one can check θX,p′,p(γ) = θ−Xflop,p′,p(γ) for any γ ∈ X∗(H) × P and θX,p′,p(−δ) =
θ−Xflop,p′,p(δ) for δ ∈ X∗(S). By Proposition 4.3, the coincidence of factors of automorphy under a 7→ qca
and z 7→ qlz follows from i∗pL!flop(c) = i∗pL!(c) and i∗pLflop(l) = i∗pL(l).
For v 7→ qv, we note that by (11) and (26), we have
SX,p′,p(v 7→ qv) = SX,p′,p(v 7→ q−1v) = detNp
′,−
detNp,−
detN
!
p!,−
detN
!
p′!,−
· qwtS
detNp,−
detN
p′,− · θX,p′,p(−δ) · SX,p′,p.
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Therefore, the coincidence of the factor of automorphy under v 7→ qv together with the coincidence of
monodromies follows from Np,− = (N
flop
p,+ )
∨.
We now state the main conjecture in this section. This conjecture together with Conjecture 4.6 will
imply that the elliptic bar involution defined in the next section is actually an involution.
Conjecture 4.8. The matrix MX := SXflop · S−1X does not depend on the choice of the chamber C.
For toric hyper-Ka¨hler manifolds, this conjecture is proved in Corollary 6.12. As another evidence
for this conjecture, we prove that each entry of MX can be considered as a section of some line bundle
on BX which does not depend on the choice of C. We write Up,p′ and S
flop
p,p′ the (p, p
′)-entry of S−1X and
SXflop respectively. We first calculate the factors of automorphy for Up,p′ .
Lemma 4.9. Up,p′ satisfies the following:
• For each c ∈ X∗(H), we have
Up,p′(a 7→ qca) = i∗p!L!(c) · i∗p′!L!(c)−1 · θp′,p(c)−1 ·Up,p′ ;
• For each l ∈ P , we have
Up,p′(z 7→ qlz) = i∗pL(l)−1 · i∗p′L(l) · θp′,p(l)−1 ·Up,p′ ;
• For δ ∈ X∗(S) satisfying 〈δ, v〉 = 1, we have
Up,p′(v 7→ qv) = detNp
′,−
detNp,−
detN !p!,−
detN !
p′!,−
· qwtS
detN
p′,−
detNp,− · θp′,p(δ)−1 ·Up,p′ ;
•
√
detNp′,− · detN !p!,− ·Up,p′ is single valued on BKX .
Proof. Since Sp,p′ = Up,p′ = 0 unless p C p′, we prove the statements by induction on the number of
p′′ ∈ XH satisfying p C p′′ C p′. We note that by Proposition 4.3, the factor of automorphy of Sp′,p
under the translation by qγ is of the form fp(γ)fp′(γ)
−1θp′,p(γ) for any γ ∈ X∗(T )×P . It is enough to
check that the factor of automorphy for Up,p′ is given by fp(γ)
−1fp′(γ)θp′,p(γ)−1. If p = p′, then we
have Up,p = (Sp,p)
−1 and the claim follows immediately.
If p ≺C p′, then we have
Up,p′ = −(Sp′,p′)−1 ·
∑
pCp′′≺Cp′
Up,p′′ · Sp′′,p′ .
By the induction hypothesis, the factor of automorphy of each term in the RHS is given by
θp′,p′(γ)
−1 · fp(γ)−1fp′′(γ)θp′′,p(γ)−1 · fp′(γ)fp′′(γ)−1θp′′,p′(γ) = fp(γ)−1fp′(γ)θp′,p(γ)−1.
This proves the first three statements. The fourth statement can be proved similarly.
Proposition 4.10. Each entry of MX is a section of a line bundle on BX which does not depend on
the choice of C.
Proof. By Proposition 4.3 and Lemma 4.9, the factors of automorphy of Sflopp,p′′ ·Up′′,p′ for p C p′′ C p′
are given as follows:
• For a 7→ qca, it is given by
i∗p!L
!(c) · θXflop,p(c)
i∗
p′!L
!(c) · θX,p′(c) ; (29)
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• For z 7→ qlz, it is given by
i∗p′L(l)
i∗pLflop(l)
· i
∗
p′′Lflop(l)
i∗p′′L(l)
· θ−X!,p′′!(l)
θX!,p′′!(l)
; (30)
• For v 7→ qv, it is given by
detNp′,−
detNflopp,−
·
detN !p!,+
detN !
p′!,−
· q
wtS
detN
p′,−
detN
flop
p,− · θXflop,p(δ)
θX,p′(δ)
· detN
flop
p′′,−
detNp′′,−
·
detN !p′′!,−
detN !
p′′!,+
· qwtS
detN
flop
p′′,−
detN
p′′,− · θ−X!,p′′!(δ)
θX!,p′′!(δ)
.
(31)
We first consider the case of a 7→ qca. Since (29) does not depend on p′′, MX,p,p′ =
∑
p′′ S
flop
p,p′′ ·Up′′,p′
has (29) as the factor of automorphy. In order to check the independence on C, it is sufficient to check
that i∗p!L
!(c) · θX,p(c) does not depend on the choice of C. By (13), the H-weight of i∗p!L!(c) does not
depend on the choice of C and the S-weight is given by −〈detNp,−, c〉. If we write Np,− =
∑
i wiv
mi
for some wi ∈ X∗(H) and mi ∈ Z, then it is enough to check the independence of
v−〈detNp,−,c〉 · θX,p(c) =
∏
i
(−1)〈wi,c〉q− 〈wi,c〉
2
2 w
−〈wi,c〉
i v
−(mi+1)〈wi,c〉
on the choice of C. If we change C, then for some i, wi is replaced by w
−1
i and mi is replaced by
−mi − 2 in the formula of Np,−. Since this replacement does not change each factor of the RHS, the
independence follows.
We next consider the case of z 7→ qlz. By (12), we have
i∗p′′Lflop(l)
i∗p′′L(l)
· θ−X!,p′′!(l)
θX!,p′′!(l)
= v
2〈detN !
p′′!,−,l〉 · v−2〈detN !p′′!,−,l〉 = 1.
Therefore, (30) does not depend on p′′ and hence it is the factor of automorphy of MX,p,p′ . Its
independence on C is clear.
Now we consider the case of v 7→ qv. We first check that (31) does not depend on p′′. One can check
that
θ−X!,p′′!(δ)
θX!,p′′!(δ)
= (qv)
−2 wtS detN !p′′!,−−dimX
! · v− dimX! · (detN !p′′!,−)−2.
On the other hand, we have
detNflopp′′,−
detNp′′,−
= v− dimX−2 wtS detNp′′,− = vdimX
!+2 wtS detN !p′′!,−
by (11) and
detN !p′′!,−
detN !
p′′!,+
= vdimX
! · (detN !p′′!,−)2.
These equations imply that (31) does not depend on p′′. In order to prove the independence of (31) on
the choice of C, it is enough to check that
detN !p!,−
detNp,−
· q−wtS detNp,− · θX,p(δ)
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does not depend on C. We note that the H !-weight of detN !p!,− does not depend on C and the S-weight
is −dimX!2 − dimX2 − wtS detNp,− by (11). If we write Np,− =
∑
i wiv
mi for some wi ∈ X∗(H) and
mi ∈ Z, then we have
v
wtS detN !p!,−
detNp,−
· q−wtS detNp,− · θX,p(δ) = v− dimX
!
2 − dimX2 ·
∏
i
(−1)mi(qv2)−mi(mi+2)2 w−mi−1i .
Since each factor in the RHS does not change under wi 7→ w−1i and mi 7→ −mi − 2, the independence
on C follows.
Finally, independence of monodromies of
√
detNp,− on C easily implies the independence of mon-
odromies of MX,p,p′ .
Remark 4.11. We note that the matrix MX is closely related to the monodromy operator appearing
in [1, Proposition 6.5] which intertwines the vertex function for X and Xflop. We expect that the
dependence on C in [1, Proposition 6.5] is eliminated by our choice of the normalization on the elliptic
standard bases. Since the vertex functions do not depend on the choice of C, one may hope that these
kind of relations would imply Conjecture 4.8. We plan to investigate this approach in the future.
4.3 Elliptic bar involutions
In this section, we give a proposal for a definition of elliptic bar involution. Since our approach gives
involution only after localization, we set K(X)loc := ⊕p∈XHMX , where MX is the field of (single-
valued) meromorphic functions on BKX , and we will only work on K(X)loc in this paper. By restriction
to the fixed points, we obtain a natural map KT(X)⊗ZZ[P∨]→ K(X)loc. In order to consider StabellX (p)
as an element of K(X)loc similarly, we need to kill the multi-valuedness. We use the data of polarization
to fix this modification.
We choose a splitting PicH(X) ∼= P ⊕ X∗(H) by using the data L : P → PicT(X) and take a
polarization T 1/2 satisfying Assumption 3.11. Let κ ∈ P ⊕ X∗(H) be the element corresponding to
detT 1/2 ∈ PicH(X). We also denote by L : P ⊕X∗(H)→ PicT(X) the natural extension of L. We note
that L(κ) = v−w(detT
1/2) · detT 1/2. We also take similar data T 1/2,! and κ! ∈ P ! ⊕ X∗(H !) on the dual
conical symplectic resolution X !.
Definition 4.12. For any p ∈ XH , we set
Sκ,κ
!
X (p) :=
√
L(κ) · i∗
p!
L!(κ!)
−1
· StabellX (p).
Lemma 4.13. We have
(
i∗p′S
κ,κ!
X (p)
)
p′∈XH
∈ K(X)loc.
Proof. By Assumption 3.11 for T 1/2 and T 1/2,!, we obtain w(detT 1/2) ≡ w(detT 1/2,!) mod 2. Since
we have
√
i∗p′L(κ) · i∗p!L!(κ!) = v−
w(detT1/2)
2 −w(detT
1/2,!)
2
√
detT
1/2
p′ · detT 1/2,!p! , the statement follows from
Proposition 4.3.
We will identify Sκ,κ
!
X (p) and
(
i∗p′S
κ,κ!
X (p)
)
p′∈XH
∈ K(X)loc. By the triangular property of the
elliptic stable bases, {Sκ,κ!X (p)}p∈XH forms a basis of K(X)loc over MX .
Definition 4.14. We define the MX -semilinear map βellX = βellX,κ : K(X)loc → K(X)loc by
βellX (S
κ,κ!
X (p)) = (−1)
dimX
2 Sκ,κ
!
−X (p) (32)
for any p ∈ XH . Here,MX -semilinear means βellX (f ·m) = f¯ ·βellX (m) for any f ∈MX and m ∈ K(X)loc.
We also identified P !flop ⊕ X∗(H !flop) and P ! ⊕ X∗(H) in order to take κ! for X !flop in the RHS.
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We note that βellX does not depend on the choice of κ
! because of the relation L!flop(κ
!) = L!(κ!). We
also conjecture that βellX does not depend on the data C. As an evidence for this conjecture, we check
it by assuming Conjecture 4.6 and Conjecture 4.8.
Proposition 4.15. Assume Conjecture 4.6 and Conjecture 4.8. The map βellX does not depend on the
choice of C.
Proof. In this proof, we denote by βC := β
ell
X . We take another chamber C
′ and define βC′ similarly
by using this chamber. We also set SC := SX and define SC′ similarly by using C
′ instead of C. Let us
define the matrix SC := (i
∗
pS
κ,κ!
X (p
′))p,p′∈XH and SC′ similarly. If we identify L(κ) and the diagonal
matrix diag((i∗pL(κ))p∈XH ), then we have
SC = L(κ)
− 12 · SC · L!C(κ!)−
1
2 .
Here, L!C(κ
!) is the diagonal matrix defined similarly as L(κ) by using L!(κ), but since it depends on
the choice of C, we put the index to indicate the dependence. We note that L!−C(κ
!) = L!C(κ
!). By
definition, we have
βC(SC) = (−1) dimX2 ·S−C,
where we understand that βC is applied column by column. Since
βC′(SC) = βC′(SC′ ·S−1C′ SC) = (−1)
dimX
2 ·S−C′ ·S−1C′ SC,
the statement is equivalent to
SC ·S−1−C = SC′ ·S−1−C′ .
By (13) and Conjecture 4.6, we have
SC ·S−1−C = L(κ)
− 12 · SC · L!C(κ!)
− 12 · L!−C(κ!)
1
2 · S−1−C · L(κ)
1
2
= (−1) dimX2 + dimX
!
2 · Lflop(κ)− 12 · Sflop−C · S−1−C · L(κ)
1
2 ,
where we set Sflop−C = S−Xflop . Therefore, the statement follows from Conjecture 4.8.
We now explain the relation between elliptic and K-theoretic bar involutions. Take a generic slope
s ∈ PR. By [1, Proposition 3.6], elliptic stable bases and K-theoretic stable bases are related by certain
limit under q → 0. More precisely, we have
lim
q→0
(√
detT 1/2
−1
· StabAOC,T 1/2(p)|z=q−s
)
= StabKC,T 1/2,s(p), (33)
where z = q−s means we specialize the Ka¨hler parameter at q−s ∈ P ⊗Z C×. We note that (32) is
equivalent to
βellX
(√
detT 1/2
−1
· StabAOC,T 1/2(p)′
)
= (−1) dimX2 vw(detT 1/2) ·
ϑ(N !,flop
p!,− )
ϑ(N
!
p!,−)
·
√
detT 1/2
−1
· StabAO−C,T 1/2(p)′,
where we set StabAOC,T 1/2(p)
′ := τ(detT 1/2, v)∗ StabAOC,T 1/2(p). By using Conjecture 4.6 and
lim
q→0
ϑ(qαx)
ϑ(qα)
= x−bαc−
1
2
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for α ∈ R \ Z, we obtain
lim
q→0
(
ϑ(N !,flop
p!,− )|z=q−s
ϑ(N
!
p!,−)|z=q−s
)
=
∏
β∈Ψ+(p)
v2b〈s,β〉c+1.
Since the limit in (33) does not change if we replace StabAOC,T 1/2(p) by Stab
AO
C,T 1/2(p)
′, the K-theory limit
βK
T 1/2,s
of βellX satisfies
βKT 1/2,s(Stab
K
C,T 1/2,s(p)) = (−v)
dimX
2 · v2ap(T 1/2,s) · StabK−C,T 1/2,s(p).
This is equivalent to our definition of K-theoretic bar involution and explains seemingly ad hoc nor-
malizations in our definition of the K-theoretic standard bases.
5 Toric hyper-Ka¨hler manifolds
As an evidence for the main conjectures, we check all the conjectures stated in section 3 for the toric
hyper-Ka¨hler manifolds in this section. The conjectures stated in section 4 will be proved in the next
section.
5.1 Preliminaries
In this section, we briefly recall basic facts about toric hyper-Ka¨hler manifolds introduced by Bielawski-
Dancer [7]. For more detail, see for example [7, 18, 30, 35]. We first prepare some notations used in the
following sections. We fix an integer n ∈ Z≥1 and set T := (C×)n. We consider an exact sequence of
algebraic tori of the form
1→ S → T → H → 1, (34)
where S ∼= (C×)r and H ∼= (C×)d for some r, d ∈ Z≥0 with r + d = n. Let
0→ X∗(S)
tb−→ X∗(T ) a−→ X∗(H)→ 0 (35)
be the associated exact sequence. We fix an identification X∗(T ) ∼= Zn and take the standard basis
{εi}ni=1. We set ai := a(εi) and assume that ai 6= 0 for any i = 1, . . . , n. We also assume that a is
unimodular, i.e., if {ai1 , . . . , aid} is linearly independent, then they always generate X∗(H) over Z. We
set
B := {I ⊂ {1, . . . , n} | {ai}i∈I is a basis of X∗(H)} .
We also consider the dual of the above exact sequence
0→ X∗(H)
ta−→ X∗(T ) b−→ X∗(S)→ 0. (36)
Let {ε∗i }ni=1 ⊂ X∗(T ) be the dual basis of {εi}ni=1 and set bi := b(ε∗i ). We also assume that bi 6= 0
for any i = 1, . . . , n. We note that the unimodularity of a is equivalent to the unimodularity of b and
{bj}j∈J is a basis of X∗(S) if and only if Jc := {1, . . . , n} \ J ∈ B.
A subset equipped with a decomposition C = C+unionsqC− ⊂ {1, . . . , n} is called signed circuit if {ai}i∈C
is a minimal linearly dependent subset of {a1, . . . , an} and
∑
i∈C+ ai −
∑
i∈C− ai = 0. We note that by
the unimodularity assumption, any minimal linear relations between ai’s can be written in this form up
to scalar multiplication. For a signed circuit C, we denote by βC = (β1, . . . , βn) ∈ X∗(T ) the element
defined by
βi =

0 if i /∈ C
1 if i ∈ C+
−1 if i ∈ C−.
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By definition, we have βC ∈ Ker(a) = X∗(S). We similarly define the notion of signed cocircuit using
bi instead of ai. For a signed cocircuit C
∨, we define αC∨ ∈ X∗(H) in the same way as βC .
We consider the natural T -action on T ∗Cn given by
(t1, . . . , tn) · (x1, . . . , xn, y1, . . . , yn) = (t1x1, . . . , tnxn, t−11 y1, . . . , t−1n yn),
where (t1, . . . , tn) ∈ T , (x1, . . . , xn) is a point in Cn, and (y1, . . . , yn) is a point in the cotangent fiber.
This action is Hamiltonian with respect to the standard symplectic structure on T ∗Cn and its moment
map is given by µn(x, y) =
∑n
i=1 xiyi. Let µ(x, y) :=
∑n
i=1 xiyibi ∈ s∗ be the moment map for the
S-action given by restriction, where s is the Lie algebra of S. We note that in the coordinate ring
C[T ∗Cn] = C[x1, . . . , xn, y1, . . . , yn], the S-weights of xi and yi are given by −bi and bi respectively.
We fix a generic element η ∈ X∗(S), where generic means for any circuit C, we have 〈η, βC〉 6= 0.
A point (x, y) ∈ T ∗Cn is called η-semistable if there exists a positive integer m and a polynomial
f ∈ C[T ∗Cn] such that f has S-weight −mη and f(p) 6= 0. Associated with these data, the toric
hyper-Ka¨hler manifold X is defined by X := µ−1(0)η−ss/S, where the superscript means the subset
consisting of η-semistable points. We also define the Lawrence toric variety by X := (T ∗Cn)η−ss/S.
By the unimodularity assumption, these varieties are smooth and it is known that X is the universal
Poisson deformation of X in the sense of Namikawa, see [30].
For I ∈ B and j ∈ Ic, we denote by CIj the unique signed circuit contained in I ∪ {j} and j ∈ CIj,+
and we set βIj := βCIj ∈ X∗(S). We similarly define αIi ∈ X∗(H) for I ∈ B and i ∈ I using signed
cocircuit contained in Ic ∪ {i}. We note the following identity for any i ∈ I and j ∈ Ic:
〈αIi , aj〉 = −〈βIj , bi〉. (37)
We decompose I = I+ unionsq I− and Ic = Ic+ unionsq Ic−, where we set I± := {i ∈ I | ±〈ξ, αIi 〉 > 0} and
Ic± := {j ∈ Ic | ±〈η, βIj 〉 > 0}. We note that these decompositions depend on the choice of ξ and η, but
we omit the dependence from the notation.
Lemma 5.1. A point (x, y) ∈ T ∗Cn is η-semistable if and only if there exists I ∈ B such that xj 6= 0
(∀j ∈ Ic+) and yj 6= 0 (∀j ∈ Ic−).
Proof. Let p = (x, y) be a η-semistable point and f ∈ C[x, y] be a polynomial with S-weight −mη
and f(p) 6= 0 for some m ∈ Z>0. We may assume that f =
∏
i x
mi
i y
ni
i is a monomial. Then we have∑
i(mi − ni)bi = mη and Lemma 5.2 implies that there exists I ∈ B such that ±(mj − nj) > 0 for any
j ∈ Ic±. This implies that xj 6= 0 for any j ∈ Ic+ and yj 6= 0 for any j ∈ Ic−. Conversely, if p ∈ T ∗Cn
satisfies the latter condition, then f =
∏
j∈Ic+ x
〈η,βIj 〉
j ·
∏
j∈Ic− y
−〈η,βIj 〉
j has S-weight −η and f(p) 6= 0.
Lemma 5.2. If we have
∑
imibi = η for some mi ∈ R, then there exists an I ∈ B such that ±mj > 0
for any j ∈ Ic±.
Proof. We set I0 := {i | mi = 0}. If {ai}i∈I0 is linearly dependent, then there exists a circuit C ⊂ I0
and we obtain 〈η, βC〉 = 0, which contradicts the genericity of η. Hence {ai}i∈I0 is linearly independent.
If I0 ∈ B, then we have mj = 〈η, βI0j 〉 and the statement follows. If I0 /∈ B, then there exists nonzero
λ ∈ h∗R such that 〈λ, ai〉 = 0 for any i ∈ I0. Since we have
∑
i〈λ, ai〉bi = 0, we may replace mi by
mtj := mi + t〈λ, ai〉 for sufficiently small t ∈ R without changing the sign of mj for j ∈ Ic0 . By taking a
minimal t such that some mtj becomes 0, we obtain t
′ ∈ R such that ±mt′j ≥ 0 for any j with ±mj > 0
and I1 := {i | mt′i = 0} ) I0. By continuing this process, we obtain I ∈ B such that I ⊃ I0 and
±mj > 0 for any j ∈ Ic±.
For I ∈ B, we set U˜I := {(x, y) ∈ T ∗Cn | xj 6= 0 (∀j ∈ Ic+), yj 6= 0 (∀j ∈ Ic−)}, UI := U˜I/S ⊂ X , and
UI := (µ
−1(0) ∩ U˜I)/S ⊂ X. By Lemma 5.1, {UI}I∈B and {UI}I∈B are Zariski open affine coverings of
X and X respectively. For i ∈ I, we set
xIi := xi
∏
j∈Ic+
x
〈αIi ,aj〉
j
∏
j∈Ic−
y
−〈αIi ,aj〉
j , y
I
i := yi
∏
j∈Ic+
x
−〈αIi ,aj〉
j
∏
j∈Ic−
y
〈αIi ,aj〉
j .
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These are elements of C[UI ] = C[U˜I ]S . It is easy to see that C[UI ] = C[xjyj (j ∈ Ic), xIi , yIi (i ∈ I)]
and C[UI ] = C[xIi , yIi (i ∈ I)]. In particular, we have UI ∼= C2d and dimX = 2d. Let µX : X → s∗ be
the morphism induced from the moment map µ. This is well-defined since µ is S-invariant. The above
description of open coverings gives the following.
Lemma 5.3. The morphism µX is flat and X ∼= µ−1X (0) as schemes.
Since H-weights of xIi and y
I
i (as functions on UI) are −αIi and αIi respectively, UI has a unique
H-fixed point which is denoted by pI . In particular, we obtain a one-to-one correspondence between B
and XH given by I 7→ pI .
We consider the action of S := C× on X or X induced by σ · (x, y) = (σ−1x, σ−1y), (σ ∈ S,
(x, y) ∈ T ∗Cn). With this S-action, it is known that X is a conical symplectic resolution. As in
previous sections, we set T := H × S. We denote by L the central fiber of X → Spec(C[X]).
We regard λ ∈ X∗(T ) as a 1-dimensional representation of T × S with trivial S-action and write
the associated T-equivariant line bundle on the quotients X or X as L(λ) or L˜(λ). We note that
if λ ∈ X∗(H), then L(λ) is a trivial line bundle if we forget H-equivariant structure and the H-
action is given by λ. This map gives an isomorphism Pic(X) ∼= X∗(S) under our assumption that
bi 6= 0. We also fix a splitting ι : X∗(S) → X∗(T ) of the natural surjection X∗(T )  X∗(S) and set
L(l) := L(ι(l)) ∈ PicT(X) for any l ∈ X∗(S). We note that L(η) is an ample line bundle relative to the
projective morphism X → Spec(C[X]). For any λ ∈ X∗(H), we write aλ ∈ KH(pt) the K-theory class
corresponding to λ. The following result can be checked easily.
Lemma 5.4. For any λ ∈ X∗(T ) and I ∈ B, we have the following identity in KT(pI):
i∗pIL(λ) = v
∑
j∈Ic
+
〈λ,βIj 〉−
∑
j∈Ic−
〈λ,βIj 〉 · aλ−
∑
j∈Ic 〈λ,βIj 〉ε∗j ,
where λ−∑j∈Ic〈λ, βIj 〉ε∗j is considered as an element of Ker(b) ∼= X∗(H).
By using (37), we obtain the following corollary of Lemma 5.4.
Corollary 5.5. For j ∈ Ic±, we have
i∗pIL(ε∗j ) = v±1.
For i ∈ I, we have
i∗pIL(ε∗i ) = v
−〈αIi ,
∑
j∈Ic
+
aj−
∑
j∈Ic−
aj〉
aα
I
i .
The equivariant K-theory class of the tangent bundle TX of X is given by the following formula.
TX =
n∑
i=1
v−1L(ε∗i ) +
n∑
i=1
v−1L(−ε∗i )− r · OX − rv−2 · OX .
By using Corollary 5.5, we obtain
i∗pITX =
∑
i∈I
v
−1−〈αIi ,
∑
j∈Ic
+
aj−
∑
j∈Ic−
aj〉 · aαIi +
∑
i∈I
v
−1+〈αIi ,
∑
j∈Ic
+
aj−
∑
j∈Ic−
aj〉 · a−αIi . (38)
This implies that in the notation of section 3, the multiset of equivariant roots at pI is given by Φ(pI) =
{±αIi }i∈I and Φ = {αC∨ | C∨ : signed cocircuit}. We fix ξ ∈ X∗(H) satisfying 〈ξ, αC∨〉 6= 0 for any
cocircuit C∨ and take the chamber C to be the connected component of hR \ ∪α∈Φ{x ∈ hR | 〈x, α〉 = 0}
containing ξ. With respect to this choice of chamber, we obtain
NpI ,− =
∑
i∈I−
v
−1−〈αIi ,
∑
j∈Ic
+
aj−
∑
j∈Ic−
aj〉 · aαIi +
∑
i∈I+
v
−1+〈αIi ,
∑
j∈Ic
+
aj−
∑
j∈Ic−
aj〉 · a−αIi . (39)
For the multiset of Ka¨hler roots, we take Ψ(pI) := {±βIj }j∈Ic . We have Ψ = {βC | C : signed circuit}.
It is known (see for example [30]) that the ample cone A ⊂ Pic(X)⊗ZR ∼= s∗R is given by the connected
component of s∗R\∪β∈Ψ{x ∈ s∗R | 〈x, β〉 = 0} containing η. As in previous sections, X is always equipped
with these additional data (X,C,A,Φ,Ψ,L).
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5.2 Dual pairs
In this section, we give a dual pair (X !,C!,A!,Φ!,Ψ!,L!) for (X,C,A,Φ,Ψ,L). For X !, this is given by
a symplectic dual of (X,C) in the sense of Braden-Licata-Proudfoot-Webster [8]. I.e., X ! is the toric
hyper-Ka¨hler manifolds defined by the exact sequence of algebraic tori which is dual to (34):
1→ H∨ → T∨ → S∨ → 1. (40)
Here, the GIT parameter η! ∈ X∗(H∨) ∼= X∗(H) for X ! is taken to be ξ. We note that the exact
sequence of cocharacter lattices associated with (40)
0→ X∗(H∨)
ta−→ X∗(T∨) b−→ X∗(S∨)→ 0.
is naturally isomorphic to the exact sequence (36) and the exact sequence of character lattices
0→ X∗(S∨)
tb−→ X∗(T∨) a−→ X∗(H∨)→ 0.
is isomorphic to (35). In particular, the roles of ai and bi are exchanged. Hence the set parametrizing
the H ! := S∨-fixed points of X ! is given by
B! := {J ⊂ {1, . . . , n} | {bj}j∈J is a basis of X∗(S)} .
The map I 7→ Ic gives a natural bijection B ∼= B! and hence gives a bijection XH ∼= (X !)H! . We denote
by p!I the fixed point of X
! corresponding to Ic ∈ B! for any I ∈ B. Under the natural identification
X∗(H !) ∼= X∗(S), we obtain Φ!(p!I) = {±βIj }j∈Ic . For the chamber C! ⊂ s∗R, we take C! := A. For the
Ka¨hler roots, we take Ψ!(p!I) := {±αIi }i∈I . By our choice of GIT parameter, the ample cone A! ⊂ hR is
given by C. Therefore, the second condition of Definition 3.2 is satisfied. The order reversing property
of the bijection XH ∼= (X !)H! will be checked in the next section, see Corollary 5.10.
As in the case of X, we have a natural map L! : X∗(T∨) → PicT!(X !). In order to define the lift
L!, we need to take a splitting ι! : Pic(X !) ∼= X∗(H) → X∗(T ) which is compatible with the splitting
ι : X∗(S)→ X∗(T ). Here, the compatibility means that for any λ ∈ X∗(S) and λ! ∈ X∗(H), we have
〈ι(λ), ι!(λ!)〉 = 0. (41)
Existence of such a splitting is clear. We define L! : X∗(H)→ PicT
!
(X !) by L!(λ!) = L!(ι!(λ!)).
Proposition 5.6. The pair (X,C,A,Φ,Ψ,L) and (X !,C!,A!,Φ!,Ψ!,L!) forms a dual pair in the sense
of Definition 3.2.
Proof. We need to check (8), (9), (10), and (11) in our situation. By (39), we obtain
detNpI ,− = v
−d+〈∑i∈I+ αIi−∑i∈I− αIi ,∑j∈Ic+ aj−∑j∈Ic− aj〉 · a−∑i∈I+ αIi+∑i∈I− αIi .
In particular, we have
wtS detNpI ,− +
dimX
2
= 〈
∑
i∈I+
αIi −
∑
i∈I−
αIi ,
∑
j∈Ic+
aj −
∑
j∈Ic−
aj〉.
Similarly, we obtain
wtS detN
!
p!I ,− +
dimX !
2
= 〈
∑
j∈Ic+
βIj −
∑
j∈Ic−
βIj ,
∑
i∈I+
bi −
∑
i∈I−
bi〉.
Hence the equation (11) follows from (37).
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Since we have
wtH! detN
!
p!I ,− = −
∑
j∈Ic+
βIj +
∑
j∈Ic−
βIj ,
the equation (9) follows from Lemma 5.4. The equation (10) can be proved similarly. Now we check
(8). By Lemma 5.4 applied for both X and X !, we have to check
〈ι(λ)−
∑
j∈Ic
〈λ, βIj 〉ε∗j , λ!〉 = −〈ι!(λ!)−
∑
i∈I
〈λ!, αIi 〉εi, λ〉 (42)
for any λ ∈ X∗(S), λ! ∈ X∗(H), and I ∈ B. Since {ai}i∈I is a basis of X∗(H), it suffices to check (42)
for any λ! = ai, i ∈ I. Since we have ι(λ)−
∑
j∈Ic〈λ, βIj 〉ε∗j ∈ X∗(H), we can calculate LHS of (42) by
using any lift of ai to X∗(T ). Therefore, we obtain
〈ι(λ)−
∑
j∈Ic
〈λ, βIj 〉ε∗j , ai〉 = 〈ι(λ)−
∑
j∈Ic
〈λ, βIj 〉ε∗j , εi〉 = 〈ι(λ), εi〉.
On the other hand, we may replace λ by ι(λ) in the RHS of (42) since ι!(λ!)−∑i∈I〈λ!, αIi 〉εi ∈ X∗(S).
Therefore, we obtain
−〈ι!(ai)−
∑
i′∈I
〈ai, αIi′〉εi′ , λ〉 = −〈ι!(ai), ι(λ)〉+ 〈εi, ι(λ)〉.
Hence the equation (42) follows from (41). This proves (12). The proof of (13) is similar.
Proposition 5.6 implies that a maximal flop Xflop in the sense of section 4.2 is obtained in the same
way as X by replacing η by −η. Since this exchanges Ic+ and Ic−, the formula (38) implies Conjecture 4.5.
Corollary 5.7. Conjecture 4.5 holds for toric hyper-Ka¨hler manifolds.
5.3 K-theoretic standard bases
In this section, we recall the description of K-theoretic stable bases for toric hyper-Ka¨hler manifolds.
In this paper, we always take the following polarization for the toric hyper-Ka¨hler manifold X:
T 1/2 :=
n∑
i=1
v−1L(ε∗i )− r · OX . (43)
In particular, we have detT 1/2 = v−nL(ε∗1 +· · ·+ε∗n) and hence we obtain w(detT 1/2) = −n. Therefore,
Assumption 3.11 is satisfied. Since we will not use other polarization below, we will omit T 1/2 from the
notations. We set
s∗reg := {x ∈ s∗R | 〈x, βC〉 /∈ Z, ∀C: circuit}
and we take a slope parameter s ∈ s∗reg. As in section 3.2, we consider the fractional line bundle L(s).
By Lemma 5.4, we obtain
wtH i
∗
pIL(s)− wtH i∗pJL(s) =
∑
i∈Jc
〈s, βJi 〉ε∗i −
∑
j∈Ic
〈s, βIj 〉ε∗j = −
∑
j∈Ic∩J
〈s, βIj 〉αJj (44)
for any I, J ∈ B. Here, we have used βJi =
∑
j∈Ic〈βJi , bj〉βIj and αJj = ε∗j −
∑
i∈Ic〈βJi , bj〉ε∗i in the
second equality. In particular, this is not contained in X∗(H) if I 6= J . This implies the first part of
Assumption 3.6 and hence the uniqueness of K-theoretic stable bases. The existence of K-theoretic
stable bases is proved in Proposition 5.11.
We note that the coordinate function xi (resp. yi) can be considered as a section of v
−1L(ε∗i ) (resp.
v−1L(−ε∗i )) on X. For I ∈ B, let LI be the subvariety of X defined by the equations xi = 0 (i ∈ I−)
and yi = 0 (i ∈ I+). One can check that these defining equations form a regular sequence and the
Koszul resolution gives the following.
38
Lemma 5.8. Let VI :=
⊕
i∈I− v
−1L(ε∗i ) ⊕
⊕
i∈I+ v
−1L(−ε∗i ) be a vector bundle on X. We have the
following exact sequence
0→ ∧dV∨I → . . .→ ∧2V∨I → V∨I → OX → OLI → 0.
In particular, we have
OLI =
∏
i∈I−
(1− vL(−ε∗i ))
∏
i∈I+
(1− vL(ε∗i )) (45)
in the equivariant K-theory of X. Moreover, one can easily check the following.
Lemma 5.9. For any I ∈ B, we have LI = AttrC(pI). In particular, pJ ∈ AttrC(pI) is equivalent to
I+ ∩ Jc− = I− ∩ Jc+ = ∅ for any I, J ∈ B.
Corollary 5.10. For any I, J ∈ B, pJ C pI is equivalent to p!I C! p!J .
Proof. Lemma 5.9 implies that pJ ∈ AttrC(pI) is equivalent to p!I ∈ AttrC!(p!J).
Now we give an explicit formula for the K-theoretic stable bases for X. This is an explicit version
of Exercise 9.1.15 in [32].
Proposition 5.11. For any I ∈ B, we have
StabKC,s(pI) = v
∑
j∈Ic−
d〈s,βIj 〉e−
∑
j∈Ic
+
b〈s,βIj 〉c · L
−∑
i∈I+
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j
⊗OLI . (46)
Proof. Let us denote by StabI the RHS of (46). We check the three conditions in Definition 3.5 for
StabI . Since we have Supp(StabI) = LI = AttrC(pI) by Lemma 5.9, the first condition in Definition 3.5
is satisfied.
We note that by Corollary 5.5, we have
T 1/2pI =
∑
i∈I
v
−1−〈αIi ,
∑
j∈Ic
+
aj−
∑
j∈Ic−
aj〉 · aαIi + |Ic−|(v−2 − 1).
Hence by (39) and Corollary 5.5, we obtain√
detNpI ,−
detT
1/2
pI
= v|I
c
−| ·
∏
i∈I+
v
〈αIi ,
∑
j∈Ic
+
aj−
∑
j∈Ic−
aj〉 · a−αIi = v|Ic−| · i∗pIL
−∑
i∈I+
ε∗i
 .
On the other hand, we have
∧•
−(N
∨
−,pI ) = i
∗
pIOLI by (45). Therefore, the second condition in Defini-
tion 3.5 follows from Corollary 5.5.
Finally, we check the third condition of Definition 3.5. For I, J ∈ B, let us assume that i∗pJ StabI 6= 0.
By Lemma 5.9, we have I+ ∩ Jc− = I− ∩ Jc+ = ∅. Hence up to the factor of v and sign, we obtain
i∗pJ StabI = ±v?(1− v2)|I±∩J
c
±|
∏
j∈Ic∩J
ab〈s,β
I
j 〉cαJj ·
∏
i∈I±∩J
(
1− v∓1+〈α
J
i ,
∑
j∈Jc
+
aj−
∑
j∈Jc−
aj〉 · a−αJi
)
.
By (44), we obtain
degH
(
i∗pJ StabI · i∗pIL(s) · i∗pJL(s)−1
)
=
∑
j∈Ic∩J
(b〈s, βIj 〉c − 〈s, βIj 〉) · αJj +
∑
i∈I∩J
degH(1− a−α
J
i ).
Here, the sum means the Minkowski sum. On the other hand, we have
degH
(
i∗pJ StabJ
)
=
∑
i∈J
degH(1− a−α
J
i ).
Therefore, the third condition in Definition 3.5 follows from (b〈s, βIj 〉c − 〈s, βIj 〉) · αJj ∈ degH(1− a−α
J
j )
for each j ∈ Ic ∩ J .
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We next determine the K-theoretic standard bases. We note that in the notation of section 3.1, we
have Ψ+(pI) = {βIj }j∈Ic+ ∪ {−βIj }j∈Ic− . Since we have w(detT 1/2) = −n = −r − d, we obtain
apI (s) =
∑
j∈Ic+
b〈s, βIj 〉c −
∑
j∈Ic−
d〈s, βIj 〉e − d.
Hence we obtain the following corollary of Proposition 5.11.
Corollary 5.12. For any I ∈ B, the standard basis SC,s(pI) is given by
SC,s(pI) = (−v)−d · L
−∑
i∈I+
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j
⊗OLI .
By using (45), we also obtain
SC,s(pI) =
∑
K⊂I
(−v)−|K| · L
− ∑
i∈I+∩K
ε∗i −
∑
i∈I−∩Kc
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j
 . (47)
Here, the sum runs over all subsets of I. By exchanging I+ and I−, we also obtain
S−C,s(pI) =
∑
K⊂I
(−v)−|K| · L
− ∑
i∈I−∩K
ε∗i −
∑
i∈I+∩Kc
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j
 . (48)
We note that these formulas depend only on the Ka¨hler alcove containing the slope s.
5.4 Alcove model
In this section, we reformulate Corollary 5.12 by using certain combinatorics of alcoves in h∗R and
determine the K-theoretic canonical bases for toric hyper-Ka¨hler manifolds.
We write ι(s) = (s1, . . . , sn) ∈ X∗(T )⊗ZR ∼= Rn. Using this data, we consider a periodic hyperplane
arrangement in h∗R defined by Hsi,m = Hi,m := {x ∈ h∗R | 〈x, ai〉 + si = m} for any i = 1, . . . , n and
m ∈ Z. We note that if we use a different choice of the lift ι, then the resulting hyperplane arrangement
is given by a translation of the original one. We also remark that by the condition s ∈ s∗reg, we have
∩i∈CHi,mi = ∅ for any circuit C and any choice of mi ∈ Z. We denote by Alcs the set of connected
components of h∗R \ ∪i,mHi,m. We simply call an element of Alcs alcove.
By using the data C, one can give a bijection between Alcs and F, where F is defined in (14). For any
A ∈ Alcs, the closure A is a polytope and the linear form ξ : h∗R → R restricted to A takes its minimum
at a vertex xA by the genericity of ξ. We set Hs,±i,m = H±i,m := {x ∈ h∗R | ±(〈x, ai〉+ si −m) > 0}. If we
write {xA} = ∩i∈IHi,mi for some mi ∈ Z, then we have I ∈ B and A ⊂
⋂
i∈I+ H+i,mi ∩
⋂
i∈I− H−i,mi . We
define a map ϕC,s : Alcs → F by ϕC,s(A) := (
∑
i∈I miα
I
i , pI). We note that this does not depend on
the choice of ξ ∈ C. It is easy to check that ϕC,s is a bijection by the genericity of s. We denote by ≤C
the partial order on Alcs induced from the partial order ≤C,s on F via ϕC,s. By using Lemma 5.4, we
obtain ∑
i∈I
miα
I
i − wtH i∗pIL(s) = xA. (49)
This implies the following lemma.
Lemma 5.13. For any A,B ∈ Alcs, A ≤C B if and only if 〈xA, ξ〉 ≤ 〈xB , ξ〉 for any ξ ∈ C.
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For any A ∈ Alcs, we set
µA :=
n∑
i=1
b〈x, ai〉+ sicε∗i ∈ X∗(T ) (50)
for some x ∈ A and consider the T-equivariant line bundle E(A) := L (µA). Note that this definition does
not depend on the choice of x ∈ A and also the choice of chamber C. If ϕC,s(A) = (
∑
i∈I miα
I
i , pI), then
we haveA ⊂ ⋂i∈I+ H+i,mi∩⋂i∈I− H−i,mi . Hence, we obtain E(A) = L(−∑i∈I− ε∗i +∑nj=1b〈xA, aj〉+ sjcε∗j).
Since 〈xA, ai〉+ si = mi ∈ Z for any i ∈ I and aj = −
∑
i∈I〈βIj , bi〉ai for any j ∈ Ic, we have
b〈xA, aj〉+ sjc = b−
∑
i∈I
〈xA, ai〉〈βIj , bi〉+ sjc
= b−
∑
i∈I
mi〈βIj , bi〉+ sj +
∑
i∈I
si〈βIj , bi〉c
=
∑
i∈I
mi〈αIi , aj〉+ b〈s, βIj 〉c.
Therefore, we obtain
E(A) =
∏
i∈I
amiα
I
i · L
−∑
i∈I−
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j
 . (51)
We set EC,s(pI) := L
(
−∑i∈I− ε∗i +∑j∈Icb〈s, βIj 〉cε∗j). Moreover, if B ∈ Alcs is an alcove such that
xA ∈ B and K ⊂ I is a subset such that {Hk,mk}k∈K is the set of hyperplanes separating A and B,
then we have
E(B) =
∏
i∈I
amiα
I
i · L
− ∑
i∈I+∩K
ε∗i −
∑
i∈I−∩Kc
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j
 . (52)
In particular, the RHS of (52) is of the form EC,s(pI′) for some I ′ ∈ B up to some H-equivariant
parameter shift.
For any A,B ∈ Alcs, we write `(A,B) the number of hyperplanes separating A and B. We set
N(A) := {B ∈ Alcs | xA ∈ B} and define S(A) ∈ KT(X) by the following formula:
S(A) :=
∑
B∈N(A)
(−v)−`(A,B)E(B). (53)
We note that by Lemma 5.13, we have B ≤C A for any B ∈ N(A). By (47) and (52), we obtain the
following formula expressing SC,s(ϕC,s(A)) defined in Definition 3.12.
Lemma 5.14. For any A ∈ Alcs, we have S(A) = SC,s(ϕC,s(A)).
We now prove E(A) = EC,s(ϕC,s(A)) in the notation of Conjecture 3.22. By (53), we obtain
E(A) ∈ S(A) +
∑
B<CA
v−1Z[v−1] · S(B) (54)
under certain completion as in section 3.3. Therefore, it is enough to check the following.
Proposition 5.15. For any A ∈ Alcs, we have βKC,s(E(A)) = E(A).
Proof. Since {SC,s(pI)}I∈B is a basis of KT(X)loc over Frac(KT(pt)), {EC,s(pI)}I∈B is also a basis of
KT(X)loc over Frac(KT(pt)) by (51) and (53). We define Frac(KH(pt))-linear involution β′ on KT(X)loc
by
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• β′(vm) = v−1β′(m) for any m ∈ KT(X)loc,
• β′(EC,s(pI)) = EC,s(pI) for any I ∈ B.
By (51), we have β′(E(A)) = E(A) for any A ∈ Alcs and hence
β′(SC,s(pI)) =
∑
K⊂I
(−v)|K|L
− ∑
i∈I−∩Kc
ε∗i −
∑
i∈I+∩K
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j

= (−v)d
∑
K⊂I
(−v)−|K|L
− ∑
i∈I−∩K
ε∗i −
∑
i∈I+∩Kc
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j

= (−v)dS−C,s(pI)
for any I ∈ B by (47), (48), and (52). This implies that β′ = βKC,s and hence E(A) is bar invariant.
Since the set {E(A)}A∈Alcs does not depend on the choice of C, we obtain Conjecture 3.17 for toric
hyper-Ka¨hler manifolds.
Corollary 5.16. The K-theoretic bar involution βKC,s does not depend on the choice of C.
Next, we determine CC,s(ϕC,s(A)) for any A ∈ Alcs. Recall the map ∂ : KT(pt)→ Z[v, v−1] defined
in section 3.5. By Lemma 3.24 and Lemma 5.14, we have ∂(S(A)||S(B)) = δA,B for any A,B ∈ Alcs.
By induction, this and (54) implies that for any A ∈ Alcs, there exists a unique element
C(A) ∈ S(A) +
∑
B>CA
v−1Z[v−1] · S(B)
such that ∂(C(A)||E(B)) = δA,B for any A,B ∈ Alcs. Since we have
∂(C(A)||S(B)) =
∑
C∈N(B)
(−v)`(C,B)∂(C(A)||E(C))
=
{
(−v)`(A,B) if A ∈ N(B)
0 otherwise,
we obtain
C(A) =
∑
B∈N−(A)
(−v)−`(A,B)S(B) (55)
where we set N−(A) := {B ∈ Alcs | A ∈ N(B)}. We note that N−(A) is a finite set.
Lemma 5.17. For any A ∈ Alcs, we have βKC,s(C(A)) = vdimX · C(A).
Proof. By Lemma 3.30 and Proposition 5.15, we have
∂(v− dimX · βKC,s(C(A))||E(B)) = v− dimX∂(βKC,s(C(A))||βKC,s(E(B)))
= ∂(C(A)||E(B))
= δA,B
for any A,B ∈ Alcs. Hence we obtain βKC,s(C(A)) = vdimX · C(A).
Following the notation in section 3.4, we set BX,s := {E(A)}A∈Alcs and BL,s := {C(A)}A∈Alcs and
call them K-theoretic canonical bases for KT(X) and KT(L). We will prove later (Corollary 5.37) that
BX,s (resp. BL,s) is actually a basis of KT(X) (resp. KT(L)).
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5.5 Wall-crossings
In this section, we study the behavior of K-theoretic canonical bases under the variation of s ∈ s∗reg.
We fix a signed circuit C = C+ unionsq C− satisfying 〈η, βC〉 > 0 and consider a union of hyperplanes
wC := {x ∈ s∗R | 〈x, βC〉 ∈ Z}. We take a generic element s0 ∈ wC such that s0 does not lie in any wC′
for some circuit C ′ 6= C. We consider two slopes s−, s+ ∈ s∗reg sufficiently close to s0 such that they lie in
the same connected component of s∗R \ ∪C′ 6=CwC′ as s0 and satisfy 〈s−, βC〉 < 〈s0, βC〉 < 〈s+, βC〉. We
study the difference between K-theoretic canonical bases BX,s− and BX,s+ . We fix a path γ connecting
s− and s+ in a neighborhood of s0 and passing through s0.
For (λ, pI) ∈ F, we consider the vertex xλ,I(s) corresponding to ϕ−1C,s(λ, pI) ∈ Alcs as in the pre-
vious section. By (49), we have xλ,I(s) = λ − wtH i∗pIL(s). If s goes to s0, then it can happen
that lims→s0 xλ,I(s) = lims→s0 xµ,J(s) for some (µ, pJ) 6= (λ, pI) ∈ F. If this does not happen, then
hyperplanes other than Hsi,mi for i ∈ I will be away from xλ,I(s) along s ∈ γ. Hence we obtainEC,s−(λ, pI) = EC,s+(λ, pI).
Lemma 5.18. For I 6= J ∈ B, lims→s0 xλ,I(s) = lims→s0 xµ,J(s) for some λ, µ ∈ X∗(H) if and only if
|Ic ∩ C| = |Jc ∩ C| = 1 and I ∩ Cc = J ∩ Cc.
Proof. Assume that lims→s0 xλ,I(s) = lims→s0 xµ,J(s) for some (µ, pJ) 6= (λ, pI) ∈ F. By (44), this
implies that
∑
j∈Ic∩J〈s0, βIj 〉αJj ∈ X∗(H) and hence 〈s0, βIj 〉 ∈ Z for any j ∈ Ic ∩ J . By the choice of
s0, we must have |Ic ∩ J | = 1 and βIj = ±βC for j ∈ Ic ∩ J . In particular, we have j ∈ C ⊂ I ∪ {j} and
hence we obtain |Ic ∩ C| = 1. By exchanging the role of I and J , we also obtain I ∩ Jc = {i} for some
i and i ∈ C ⊂ J ∩ {i}. This implies that I ∩ Cc = (I \ {i}) ∩ Cc = (J \ {j}) ∩ Cc = J ∩ Cc.
Conversely, we assume that I 6= J ∈ B satisfy |Ic ∩C| = |Jc ∩C| = 1 and I ∩Cc = J ∩Cc =: K. If
we set Ic∩C = {j} and Jc∩C = {i}, then we obtain I = (C \{j})∪K and J = (C \{i})∪K and hence
Ic∩J = {j} and I ∩Jc = {i}. Since we have j ∈ C ⊂ I ∪{j} and i ∈ C ⊂ J ∪{i}, we obtain βIj = ±βC
and βJi = ±βC . By (44), we obtain lims→s0 xλ,I(s) = lims→s0 xµ,J(s) for some λ, µ ∈ X∗(H).
Now we study the behavior of EC,s(λ, pI) under the wall-crossing, where I satisfies |Ic ∩ C| = 1
and I ∩ Cc = K for a fixed subset K ⊂ Cc. We may assume that {ai}i∈K is linearly independent
and {ai}i∈C∪K spans X∗(H). In this case, the number of such I ∈ B is given by |C|. We fix mi ∈ Z
for each i ∈ C ∪ K such that ∩i∈C∪KHs0i,mi =: {x0} is not empty. We note that this implies that∑
i∈C+ mi −
∑
i∈C− mi = 〈s0, βC〉. We consider all (λ, pI) ∈ F such that lims→s0 xλ,I(s) = x0. The
number of such (λ, pI) ∈ F is also given by |C|. By choosing s+, s− sufficiently close to s0, we may
assume that there exists a convex neighborhood U of x0 ∈ h∗R containing all xλ,I(s) such that any
hyperplane of the form Hsi,m does not intersect U unless i ∈ C ∪K and m = mi for any s ∈ γ. It is
enough to consider the alcoves which intersect with U . We note that such an alcove A is characterized
by the sign  : C ∪K → {±} such that A ⊂ ∩i∈C∪KHs,(i)i,mi .
Let hC be the R-span of {ai}i∈C and hK be the R-span of {ai}i∈K . By the choice of K, we obtain
a decomposition hR ∼= hC × hK and this induces a decomposition h∗R ∼= h∗C × h∗K such that 〈hC , h∗K〉 = 0
and 〈hK , h∗C〉 = 0. We may also assume that U ∼= UC ×UK for some convex open subsets UC ⊂ h∗C and
UK ⊂ h∗K . Since we have Hsi,mi = (Hsi,mi ∩ h∗C)× h∗K for each i ∈ C and Hsi,mi = h∗C × (Hsi,mi ∩ h∗K) for
each i ∈ K, they induce hyperplane arrangements on h∗C and h∗K . For each alcove A with A ∩ U 6= ∅,
there is an alcove AC in h
∗
C and an alcove AK in h
∗
K such that A ∩ U ∼= (AC ∩ UC) × (AK ∩ UK). In
particular, we can consider alcoves for h∗C and h
∗
K separately in U .
Since {ai}i∈K is linearly independent, ∩i∈KHs,(i)i,mi ∩ UK is not empty and its volume is away from
0 along s ∈ γ for any sign  : K → {±}. For each sign  : C → {±}, we set ∆(s) := ∩i∈CHs,(i)i,mi ∩ h∗C .
We define ± : C → {±} by (i) = ± for any i ∈ C+ and (i) = ∓ for any i ∈ C−.
Lemma 5.19. If ±〈s−s0, βC〉 > 0, then ∆(s) 6= ∅ unless  = ∓. Moreover, the volume of ∆(s)∩UC is
away from 0 along s ∈ γ unless  = ± and the volume of ∆±(s)∩UC is proportional to |〈s−s0, βC〉||C|−1.
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Proof. By definition, x ∈ ∆(s) if and only if (i) · (〈x, ai〉+ si −mi) > 0 for any i ∈ C. Since we have∑
i∈C+
(〈x, ai〉+ si −mi)−
∑
i∈C−
(〈x, ai〉+ si −mi) = 〈s− s0, βC〉,
such an x does not exist for  = ∓. If  6= ± and  6= ∓, then ∆(s0) is also not empty and the volume
of ∆(s0) ∩ UC is positive. This implies the second statement.
If  = ±, then ∆±(s) is a (|C| − 1)-dimensional simplex. By our choice of U , every vertex of
∆±(s) is contained in UC and hence ∆±(s) ⊂ UC . Since each edge of ∆±(s) has length proportional
to |〈s− s0, βC〉|, its volume is proportional to |〈s− s0, βC〉||C|−1.
For each sign  : C ∪ K → {±} satisfying ∩i∈C∪KHs,(i)i,mi 6= ∅, we denote by A,x0(s) ∈ Alcs the
unique alcove which is contained in ∩i∈C∪KHs,(i)i,mi and intersect with U . By definition, we obtain
E(A,x0(s)) = L
− ∑
i∈−1(−)
ε∗i
⊗ Lx0
for any s ∈ γ, where we set
Lx0 := L
( ∑
i∈C∪K
miε
∗
i +
∑
i/∈C∪K
b〈x0, ai〉+ ι(s0)icε∗i
)
.
Lemma 5.19 implies that for any subset C ′ ⊂ C and K ′ ⊂ K, L(−∑i∈C′∪K′ ε∗i )⊗ Lx0 is contained in
BX,s± if and only if C ′ 6= C±. In particular, L(−
∑
i∈C−∪K′ ε
∗
i )⊗Lx0 is contained in BX,s+ but not in
BX,s− , and L(−
∑
i∈C+∪K′ ε
∗
i )⊗Lx0 is contained in BX,s− but not in BX,s+ . In summary, we obtained
the following.
Proposition 5.20. For any element E ∈ BX,s+ , E is not contained in BX,s− if and only if the volume
Vol(A(s)) of A(s) vanishes under the limit s→ s0, where A(s) ∈ Alcs is the alcove satisfying E(A(s)) = E
for any s ∈ s∗R,reg contained in the same Ka¨hler alcove as s+. If this holds, then the order of vanishing
of Vol(A(s)) at s = s0 is given by |C| − 1 and L
(∑
i∈C− ε
∗
i −
∑
i∈C+ ε
∗
i
)
⊗E is contained in BX,s− but
not in BX,s+ . Moreover, L
(∑
i∈C′∩C− ε
∗
i −
∑
i∈C′∩C+ ε
∗
i
)
⊗ E is contained in both BX,s+ and BX,s−
for any subset ∅ 6= C ′ ( C.
Now the wall-crossing formula relating BX,s+ and BX,s− follows from the following lemma.
Lemma 5.21. For any signed circuit C satisfying 〈η, βC〉 > 0, there exists an exact sequence
0→W|C| → · · · → W1 →W0 → 0 (56)
of vector bundles on X, where
Wk :=
⊕
C′⊂C
|C′|=k
vkL
 ∑
i∈C′∩C−
ε∗i −
∑
i∈C′∩C+
ε∗i
 .
Proof. Since we have 〈η, βC〉 =
∑
j∈C∩Ic〈η, βIj 〉〈bj , βC〉 > 0, we must have C+∩Ic+ 6= ∅ or C−∩Ic− 6= ∅
for any I ∈ B. This implies that the subvariety of X defined by xi = 0 for any i ∈ C+ and yi = 0
for any i ∈ C− is empty. By considering the Koszul complex for these equations, we obtain an exact
sequence of the form (56).
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In particular, Proposition 5.20 and Lemma 5.21 imply the first part of Conjecture 3.49 by taking
l = 1, n0 = 0, n1 = |C|, B0s±,w = BX,s− ∩ BX,s+ , and B1s±,w = BX,s± \ B0s±,w. In section 5.11, we will
show that the central charge of C(A(s)) is given by Vol(A(s)) for any A(s) ∈ Alcs. This implies the
second part of Conjecture 3.49.
As another application of these results, we obtain the following.
Corollary 5.22. For any s ∈ s∗reg, the vector bundle TC,s := ⊕I∈BEC,s(pI) weakly generateD(QCoh(X)).
Proof. We note that any line bundle of the form L(λ) for λ ∈ X∗(T ) is contained in BX,s′ for some
s′ ∈ s∗reg by Lemma 3.34. By connecting s and s′ by a generic path and applying Proposition 5.20
and Lemma 5.21 each time when the path crosses a wall, we obtain that L(λ) is contained in the full
triangulated subcategory of DbCoh(X) generated by {EC,s(pI)}I∈B for any λ ∈ X∗(T ). In particular,
RHom(TC,s,F) = 0 implies that RΓ(F ⊗L) = 0 for any sufficiently ample line bundles L. This implies
F ∼= 0.
5.6 Linear programming
In this section, we collect some results about linear programming which will be used in the proof of
Conjecture 3.38 and Conjecture 3.40 for toric hyper-Ka¨hler manifolds. Our reference for the theory of
linear programming is [3].
We first prepare some notations about sign vectors. For x ∈ R, we set
σ(x) :=

+ if x > 0
− if x < 0
0 if x = 0
and for x = (x1, . . . , xn) ∈ Rn, we set σ(x) := (σ(x1), . . . , σ(xn)) ∈ {+,−, 0}n. We will be interested in
the sign patterns σ(V ) := {σ(x) | x ∈ V } ⊂ {+,−, 0}n for a vector subspace V ⊂ Rn.
We set E := {1, . . . , n}. For a sign vector Y ∈ {+,−, 0}E , we define Y + := {i ∈ E | Yi = +},
Y − := {i ∈ E | Yi = −}, and Y 0 := {i ∈ E | Yi = 0}. We define its support by Supp(Y ) := Y + ∪ Y −.
For a subset I ⊂ E, we write YI ≥ 0 if Yi ∈ {+, 0}, YI ≤ 0 if Yi ∈ {−, 0}, and YI = 0 if Yi = 0 for any
i ∈ I.
Definition 5.23. Two sign vectors Y,Z ∈ {+,−, 0}E are called orthogonal if
(Y + ∩ Z+) ∪ (Y − ∩ Z−) 6= ∅ ⇔ (Y + ∩ Z−) ∪ (Y − ∩ Z+) 6= ∅.
This is denoted by Y ⊥ Z. For a subset F ∈ {+,−, 0}E , the set
F⊥ := {Y ∈ {+,−, 0}E | Y ⊥ Z for any Z ∈ F}
is called the orthogonal complement of F .
For a vector subspace V ⊂ Rn, we denote by V ⊥ ⊂ Rn the orthogonal complement of V ⊂ Rn with
respect to the standard inner product on Rn.
Proposition 5.24. For any vector subspace V ⊂ Rn, we have σ(V )⊥ = σ(V ⊥).
Proof. See Corollary 5.42 in [3].
Definition 5.25. For a subset F ⊂ {+,−, 0}E and disjoint subsets I, J ⊂ E, we set
F \ I/J := {Y ∈ {+,−, 0}E\(I∪J) | ∃Z ∈ F s.t. Zi = 0 for i ∈ I and Ze = Ye for e ∈ E \ (I ∪ J)}.
This is called the minor of F obtained by deleting I and contracting J .
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Lemma 5.26. For any vector subspace V ⊂ Rn and disjoint subsets I, J ⊂ E, we have
(σ(V ) \ I/J)⊥ = σ(V )⊥ \ J/I.
Proof. This follows from Proposition 5.24. See also Lemma 5.51 and Lemma 5.52 in [3].
Definition 5.27. For a subset F ⊂ {+,−, 0}E , nonzero Y ∈ F is called elementary sign vector of F
if ∅ 6= Supp(Z) ⊂ Supp(Y ) implies Supp(Z) = Supp(Y ) for any Z ∈ F . The set of all elementary sign
vectors of F is denoted by elem(F).
Proposition 5.28. For any vector subspace V ⊂ Rn, we have elem(σ(V ))⊥ = σ(V )⊥.
Proof. See Corollary 5.37 in [3].
Definition 5.29. For Y,Z ∈ {+,−, 0}E , we write Y  Z and say that Y conforms to Z if Y + ⊂ Z+
and Y − ⊂ Z−. This relation defines a partial order  on {+,−, 0}E .
Lemma 5.30. For any vector subspace V ⊂ Rn, elem(σ(V )) coincides with the set of minimal nonzero
elements of σ(V ) with respect to the partial order .
Proof. See Lemma 5.30 in [3].
Proposition 5.31 (Minty’s Lemma). For any vector subspace V ⊂ Rn and every partition E =
R unionsqG unionsqB unionsqW with e ∈ R unionsqG, exactly one of the following holds:
• There exists Y ∈ σ(V ) such that e ∈ Supp(Y ), YR ≥ 0, YG ≤ 0, and YW = 0.
• There exists Z ∈ σ(V ⊥) such that e ∈ Supp(Z), ZR ≥ 0, ZG ≤ 0, and ZB = 0.
Proof. See Proposition 5.12 in [3].
In the below, we will consider the case V = Ker(b)⊗ZR ⊂ X∗(T )⊗ZR ∼= Rn, where the identification
X∗(T ) ⊗Z R ∼= Rn is given by the fixed basis {ε∗1, . . . , ε∗n}. We note that the sign vectors σ(V ) does
not change without tensoring R. In this case, we have V ⊥ = Ker(a) ⊗Z R and hence elem(σ(V ⊥)) =
{σ(βC) | C = C+ unionsq C− : signed circuit}.
5.7 Toric varieties
In this section, we recall a description of cohomology of line bundles on toric varieties. Since we only
consider semi-projective toric varieties in this paper, we restrict our attention to these cases. Let
0 ≤ r ≤ N be nonnegative integers and consider an exact sequence of tori
1→ T r → Tm → Tm−r → 1,
where T k := (C×)k for k ∈ Z≥0. Let
0→ X∗(T r)
tB−→ X∗(Tm) A−→ X∗(Tm−r)→ 0
0→ X∗(Tm−r)
tA−→ X∗(Tm) B−→ X∗(T r)→ 0
be the associated exact sequence of cocharacter and character lattices. We set ai := A(εi) and bi :=
B(ε∗i ) for a fixed basis {ε1, . . . , εm} of X∗(Tm) and its dual basis {ε∗1, . . . , ε∗m} of X∗(Tm). We fix a
generic element η ∈∑mi=1 Z≥0bi such that if η is contained in a cone of the form R≥0bi1 + · · ·R≥0bil
for {i1, . . . , il} ⊂ {1, . . . ,m}, then {bi1 , . . . ,bil} generates X∗(T r)⊗Z R. We set
Ωη := {I ⊂ {1, . . . ,m} | η ∈
∑
i∈I
R≥0bi}
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and define a fan Σ in X∗(Tm−r) ⊗Z R by Σ := {σI | I ∈ Ωη}, where σI :=
∑
j∈Ic R≥0aj . Let X (Σ)
be the toric variety associated with the fan Σ. By Theorem 2.4 in [18], X (Σ) is isomorphic to the
GIT quotient (Cm)η−ss//T r. For simplicity, we assume that X (Σ) is smooth, i.e., {aj}j∈Ic generates
X∗(Tm−r) over Z for any I ∈ Ωη such that |I| = r. In this case, the action of T r on (Cm)η−ss is free and
hence one can define a Tm−r-equivariant line bundle L(λ) associated with each character λ ∈ X∗(Tm).
We set R(Σ) := C[x1, . . . , xm] with an X∗(Tm)-grading given by deg(xi) = ε∗i . Let B(Σ) =(∏
i∈I xi | I ∈ Ωη
)
be a monomial ideal of R(Σ). Since B(Σ) is generated by homogeneous elements,
the local cohomology HiB(Σ)(R(Σ)) of R(Σ) with supports in B(Σ) is also X
∗(Tm)-graded. We denote
by R(Σ)λ and H
i
B(Σ)(R(Σ))λ the weight λ parts of R(Σ) and H
i
B(Σ)(R(Σ)) for any λ ∈ X∗(Tm). One
can relate them and the cohomology of the line bundle L(λ) as follows.
Lemma 5.32. For any λ ∈ X∗(Tm) and i ≥ 1, we have Hi(X (Σ),L(λ))Tm ∼= Hi+1B(Σ)(R(Σ))λ.
Proof. See for example Theorem 9.5.7 in [13].
Next we recall a description of HiB(Σ)(R(Σ))λ in terms of simplicial cohomology due to Mustat¸aˇ
[29]. For each i = 1, . . . ,m, let ∆i := {I ⊂ Ωη | i /∈ ∪I∈II} be a simplicial complex on Ωη. For
a subset M ⊂ {1, . . . ,m}, we set ∆M := ∪i∈M∆i. Here, we understand that if M = ∅, then ∆M
is the void complex which has trivial reduced cohomology. For λ = (λ1, . . . , λm) ∈ Zm, we define
neg(λ) := {i ∈ {1, . . . ,m} | λi < 0}. For a simplicial complex ∆, we denote by H˜i(∆) the i-th reduced
cohomology group of ∆.
Lemma 5.33 ([29]). For each λ ∈ Zm and i ∈ Z≥0, we have HiB(Σ)(R(Σ))λ ∼= H˜i−2(∆neg(λ)).
Proof. See Theorem 2.1 in [29].
We will also need the following special case of Demazure vanishing theorem.
Lemma 5.34. We have H>0(X (Σ),O) = 0.
Proof. Since |Σ| = ∑ni=1R≥0ai is convex, this follows from Demazure vanishing theorem, see for
example Theorem 9.2.3 in [13].
For example, we may apply the above results for Lawrence toric varieties. For this, we take m = 2n
and change the index set {1, . . . ,m} by En := {±1, . . . ,±n}. We take b±i = ±bi for i = 1, . . . , n. In
this case, we can take ai = (ai, ei) ∈ Zd ⊕Zn and a−i = (0, ei) ∈ Zd ⊕Zn, where {e1, . . . , en} is a basis
of Zn. We also take the same η. By definition, the toric variety X (Σ) associated with these data is the
Lawrence toric variety X . By our assumption that ai 6= 0 for any i = 1, . . . , n, we have En\{e} ∈ Ωη for
any e ∈ En. In particular, the set of one dimensional cones Σ(1) in Σ is given by Σ(1) = {R≥0ae}e∈E
and hence the ring R(Σ) = C[x1, . . . , xn, y1, . . . , yn] coincides with the Cox’s homogeneous coordinate
ring [12] for the Lawrence toric variety X , where we write yi for the variable corresponding to −i ∈ En.
Therefore, we obtain a ring isomorphism
R(Σ) ∼= ⊕λ∈X∗(T 2n)Γ(X , L˜(λ))T
2n
(57)
by Proposition 1.1 in [12]. If we restrict the torus action of T 2n on R(Σ) to T via T → T 2n given
by t 7→ (t, t−1), then the weight µ ∈ X∗(T ) part of R(Σ) is given by C[u1, . . . , un] · xµ, where we set
ui := xiyi and x
µ :=
∏
i,µi>0
xµii
∏
i,µi<0
y−µii . Combined with (57), we obtain
Γ(X , L˜(µ))T ∼= C[u1, . . . , un] · xµ. (58)
We note that the degree of xµ with respect to S-action is given by
∑
i |µi|. For each i = 1, . . . , n,
the section xi ∈ Γ(X , L˜(ε∗i ))T gives a C[u1, . . . , un]-module homomorphism xi· : Γ(X , L˜(µ − ε∗i ))T →
Γ(X , L˜(µ))T of degree 1. In terms of the isomorphism (58), we have
xi · xµ−ε∗i =
{
xµ if µi > 0,
ui · xµ if µi ≤ 0.
(59)
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Similarly, the section yi ∈ Γ(X , L˜(−ε∗i ))T gives a C[u1, . . . , un]-module homomorphism yi· : Γ(X , L˜(µ+
ε∗i ))
T → Γ(X , L˜(µ))T given by
yi · xµ+ε∗i =
{
xµ if µi < 0,
ui · xµ if µi ≥ 0.
(60)
5.8 Tilting bundles
In this section, we check Conjecture 3.38 for toric hyper-Ka¨hler manifolds, i.e., TC,s := ⊕I∈BEC,s(pI) is a
tilting bundle on X. The main result of this section is proved via different methods by McBreen-Webster
[28] and Sˇpenko-Van den Bergh [40] independently. We give still another direct proof of it.
We note that for any t, t′ ∈ R, we have
btc+ bt′c ≤ bt+ t′c ≤ btc+ bt′c+ 1,
btc − bt′c − 1 ≤ bt− t′c ≤ btc − bt′c.
These inequalities easily imply that for any A ∈ Alcs and signed circuit C, we have
b〈s, βC〉c − |C+|+ 1 ≤ 〈µA, βC〉 ≤ b〈s, βC〉c+ |C−|,
where µA is defined as in (50). In particular, we have
−|C|+ 1 ≤ 〈µA − µA′ , βC〉 ≤ |C| − 1 (61)
for any A,A′ ∈ Alcs.
Recall that one can associate a T-equivariant line bundle L˜ (λ) on the Lawrence toric variety X for
each λ ∈ X∗(T ). We define pi : X∗(T 2n) → X∗(T ) by pi(λ1, . . . , λn, λ−1, . . . , λ−n) =
∑n
i=1(λi − λ−i)ε∗i .
By Lemma 5.32 and Lemma 5.33, we obtain
H>0(X , L˜(λ))T ∼= ⊕λ˜∈pi−1(λ)H˜≥0(∆neg(λ˜)). (62)
We first prove the vanishing of higher extensions on the level of Lawrence toric variety.
Proposition 5.35. For any A,A′ ∈ Alcs, we have H>0(X , L˜(µA − µA′)) = 0.
Proof. It is enough to prove H>0(X , L˜(µA − µA′))T = 0 since we have
H>0(X , L˜(µA − µA′)) ∼= ⊕α∈X∗(H)H>0(X , L˜(µA+α − µA′))T
We set µ := µA − µA′ ∈ X∗(T ) and Y := σ(µ) ∈ {+,−, 0}n. We note that if λ ∈ X∗(T ) satisfies
b(λ) = 0, then Lemma 5.34 and (62) imply that H˜≥0(∆neg(λ˜)) = 0 for any lift λ˜ ∈ pi−1(λ). Therefore,
it is enough to prove that for any lift µ˜ ∈ pi−1(µ), there exists λ ∈ Ker(b) and λ˜ ∈ pi−1(λ) such that
neg(µ˜) = neg(λ˜). If ±µi > 0, then the possibilities for the set neg(µ˜i, µ˜−i) is ∅, {∓i}, or {i,−i}. If
µi = 0, then the possibilities for the set neg(µ˜i, µ˜−i) is ∅ or {i,−i}, which is contained in the possibilities
for µi 6= 0. This implies that it is enough to prove the existence of λ ∈ Ker(b) such that σ(µi) = σ(λi)
if µi 6= 0, i.e., Y |Supp(Y ) ∈ σ(Ker(b))/Y 0. By Proposition 5.24, Lemma 5.26, and Proposition 5.28, we
have
σ(Ker(b))/Y 0 = elem(σ(Ker(a)) \ Y 0)⊥.
Since elem(σ(Ker(a)) \Y 0) = {σ(βC) | C : signed circuit, C ⊂ Supp(Y )}, if Y |Supp(Y ) /∈ σ(Ker(b))/Y 0,
then there exists a signed circuit C ⊂ Supp(Y ) such that Y is not orthogonal to σ(βC). We may assume
that (Y + ∩C−)∪ (Y − ∩C+) = ∅. This and C ⊂ Supp(Y ) imply that for each i ∈ C±, we have ±µi ≥ 1
and hence 〈µ, βC〉 ≥ |C| which contradicts (61).
Corollary 5.36. The vector bundle TC,s is a tilting bundle on X.
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Proof. By Corollary 5.22, it is enough to prove Ext>0(TC,s, TC,s) = 0, i.e., H>0(X,L(µA − µA′)) = 0
for any A,A′ ∈ Alcs. Let i : {0} ↪→ s∗ be the inclusion and recall the morphism µX : X → s∗ defined
before Lemma 5.3. Since µX is flat, i and µX are Tor independent and hence the base change formula
implies
RΓ(X,L(µA − µA′)) ∼= Li∗RµX∗L˜(µA − µA′). (63)
Since RµX∗L˜(µA − µA′) is concentrated on cohomological degree 0 by Proposition 5.35, the RHS of
(63) has vanishing cohomology at positive degree. This proves H>0(X,L(µA − µA′)) = 0.
Combined with Proposition 5.15 and Lemma 5.17, we obtain Conjecture 3.22 for toric hyper-Ka¨hler
manifolds.
Corollary 5.37. BX,s (resp. BL,s) is a Z[v, v−1]-basis of KT(X) (resp. KT(L)).
Proof. Corollary 5.36 implies that BX,s generates KT(X) over Z[v, v−1] and hence it is a basis. Since
the pairing (− : −) defined in (2) induces a perfect pairing between KT(X) and KT(L), the pairing
(−||−) also gives a perfect pairing between KT(X) and KT(L). Therefore, the dual basis BL,s of BX,s
is a Z[v, v−1]-basis of KT(L).
As a module over C[u1, . . . , un] ∼= C[t∗], we have R(Σ) ∼= ⊕µ∈X∗(T )C[t∗] · xµ and the C[s∗]-module
structure coming from the morphism µX : X → s∗ is the one induced from the natural inclusion
C[s∗] ↪→ C[t∗]. We also denote by xµ ∈ Γ(X,L(µ))H the section coming from xµ ∈ Γ(X , L˜(µ))T . As a
corollary of (63), we obtain the following.
Lemma 5.38. If H>0(X , L˜(µ)) = 0 for µ ∈ X∗(T ), then we have Γ(X,L(µ))H ∼= C[h∗] · xµ.
As in section 3.6, we set AC,s := End(TC,s)opp. By Corollary 5.36, we obtain a derived equivalence
ψC,s : D
bCohT(X) ∼= Db(AC,s-gmodH) (64)
given by ψC,s(F) = RHom(TC,s,F) for F ∈ DbCohT(X).
We next give a presentation of the ring AC,s. We set
µI := −
∑
i∈I−
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j (65)
so that TC,s = ⊕I∈BL(µI) for any I ∈ B. Let eI ∈ AC,s be the idempotent corresponding to the identity
map in Hom(L(µI),L(µI)). For I, J ∈ B, the H-weight space of eIAC,seJ of weight α ∈ X∗(H) is given
by Hom(L(µI +α),L(µJ))H ∼= C[h∗] · xµJ−µI−α by Lemma 5.38. We set mαIJ := xµJ−µI−α ∈ eIAC,seJ .
We note that eI = m
0
II and C[h∗] = C[X]H is contained in the center of AC,s. For I, J, J ′,K ∈ B and
α, α′ ∈ X∗(H), we obtain
mαIJ ·mα
′
J′K = δJ,J ′
∏
i:µiµ′i<0
u
min{|µi|,|µ′i|}
i ·mα+α
′
IK , (66)
where we set µ = µJ − µI − α and µ′ = µK − µJ′ − α′. In summary, we obtained the following.
Lemma 5.39. The C[h∗]-algebra AC,s is isomorphic to⊕
I,J∈B
α∈X∗(H)
C[h∗] ·mαIJ ,
where the multiplication rule is given by (66). Moreover, h ⊂ C[h∗] have H-weight 0 and degree 2, and
mαIJ has H-weight α and degree
∑
i |µi|, where µ = µJ − µI − α.
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For another presentation of the algebra AC,s which is apparently quadratic and a presentation of its
Koszul dual BC,s, see [28]. This presentation is enough to check Conjecture 3.44.
Corollary 5.40. The algebra AC,s and BC,s has an anti-involution which is identity on degree 0 part,
compatible with the grading, and reversing the H-weights.
Proof. For the algebra AC,s, we define the C[h∗]-algebra anti-involution by sending mαIJ to m−αJI . It
is easy to check that this preserves the relation (66) and satisfies the required conditions. It is also
easy to check that this anti-involution induces a similar anti-involution on its quadratic dual which is
isomorphic to BC,s.
5.9 Positivity
In this section, we prove Conjecture 3.23 and the first part of Conjecture 3.40 for toric hyper-Ka¨hler
manifolds. For A ∈ Alcs with ϕC,s(A) = (λ, pI), we define a categorical lift ∆C,s(A) ∈ DbCohT(X) of
S(A) by the formula
∆C,s(A) := v
−daλ · L
−∑
i∈I+
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j
⊗OLI [−d].
We set ∇C,s(A) := vd∆−C,s(A)[d]. By definition and (51), we have
∇C,s(A) = E(A)⊗OL−I ,
where L−I is the subvariety of X defined by xi = 0 (i ∈ I+) and yi = 0 (i ∈ I−). For any subset K ⊂ I,
we set µA,K := µA −
∑
j∈K∩I+ ε
∗
j +
∑
j∈K∩I− ε
∗
j . We note that by (52), we have L(µA,K) ∈ BX,s for
any K ⊂ I. By Lemma 5.8, we have the following exact sequence:
0→ vdL(µA,I)→
⊕
K⊂I
|K|=d−1
vd−1L(µA,K)→ · · · →
⊕
i∈I
vL(µA,{i})→ L(µA)→ ∇C,s(A)→ 0. (67)
We recall that this is given by Koszul resolution.
Proposition 5.41. For any A,B ∈ Alcs, we have R 6=0Hom(E(B),∇C,s(A)) = 0 and
Hom(E(B),∇C,s(A))T =
{
C · xµ if ± µi ≤ 0 for any i ∈ I±,
0 otherwise,
(68)
where µ = µA − µB and xµ is the image of xµ ∈ Γ(X,L(µ))T under the natural map Γ(X,L(µ))T →
Γ(X,∇C,s(pI)⊗ L(−µB))T coming from (67).
Proof. By Proposition 5.35, we have H>0(X , L˜(µA,K−µB)) = 0 for any K ⊂ I. Therefore, Lemma 5.38
and (67) imply that RHom(E(B),∇C,s(A))T is given by
0→ C[h∗] · xµA,I−µB → · · · →
⊕
i∈I+
C[h∗] · xµ−ε∗i ⊕
⊕
i∈I−
C[h∗] · xµ+ε∗i → C[h∗] · xµ → 0,
where the complex is given by Koszul type complex for xi (i ∈ I+) and yi (i ∈ I−). If ±µi ≤ 0 for
any i ∈ I±, then by (59) and (60), this complex is isomorphic to the Koszul complex of C[h∗] with
respect to the regular sequence {ui}i∈I . This implies that its 0-th cohomology is one dimensional and
other cohomologies vanish. If ±µi > 0 for some i ∈ I±, then this complex is isomorphic to the Koszul
complex of C[h∗] with respect to a sequence containing 1. Therefore, all the cohomologies vanish in this
case.
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Corollary 5.42. For any A ∈ Alcs, ψC,s(∇C,s(A)) ∈ Db(AC,s-gmodH) is a Koszul module of AC,s.
Proof. Proposition 5.41 implies that ψC,s(∇C,s(A)) is contained in the standard heart ofDb(AC,s-gmodH).
The exact sequence (67) implies that ψC,s(∇C,s(A)) is a Koszul module of AC,s.
Next we give a formula expressing S(A) (resp. E(A)) in terms of {C(B)}B∈Alcs (resp. {S(B)}B∈Alcs).
For A ∈ Alcs, let M(A) be the set of alcove B such that for any hyperplane Hi,m passing through xA,
A and B are on the same side with respect to Hi,m. We note that B ∈ M(A) implies B ≥C A. We
also set M−(A) := {B ∈ Alcs | A ∈ M(B)}. In terms of the combinatorics of alcoves, the condition
appearing in (68) can be written as B ∈M(A) or not. Moreover, the degree of xµ is given by `(A,B).
Corollary 5.43. For any A ∈ Alcs, we have
S(A) =
∑
B∈M(A)
v−`(A,B)C(B), (69)
E(A) =
∑
B∈M−(A)
v−`(A,B)S(B). (70)
Proof. As in the proof of Corollary 3.39, Proposition 5.41 implies that
∂(E(B)||S(A)) = [Hom(E(B),∇C,s(A))T ]∨
=
{
v−`(A,B) if B ∈M(A)
0 if B /∈M(A).
This implies (69) and (70).
Corollary 5.44. Conjecture 3.23 holds for toric hyper-Ka¨hler manifolds.
Proof. This follows from (55) and (70).
5.10 Ext-orthogonality
In this section, we prove the second half of Conjecture 3.40.
Theorem 5.45. For any A,B ∈ Alcs, we have
RHom(∆C,s(B),∇C,s(A))T ∼=
{
C if A = B
0 if A 6= B
as S-modules, where C is considered as a trivial S-module sitting in cohomological degree 0. In particular,
Conjecture 3.40 holds for toric hyper-Ka¨hler manifolds.
Proof. Let A,B ∈ Alcs be two alcoves with ϕC,s(A) = (λA, pI) and ϕC,s(B) = (λB , pJ). We recall
that µA = λA −
∑
i∈I− ε
∗
i +
∑
j∈Icb〈s, βIj 〉cε∗j and µB = λB −
∑
i∈J− ε
∗
i +
∑
j∈Jcb〈s, βJj 〉cε∗j . We set
µ := µA − µB and K := {k ∈ I ∩ J | xA, xB ∈ Hk,mk for some mk ∈ Z}. We note that we have
µk =

1 if k ∈ K ∩ I+ ∩ J−,
−1 if k ∈ K ∩ I− ∩ J+,
0 if k ∈ K ∩ ((I+ ∩ J+) ∪ (I− ∩ J−)).
By Lemma 5.8, ∆C,s(B) is quasi-isomorphic to
0→ E(B)→
⊕
B′∈N(B)
`(B,B′)=1
v−1E(B′)→
⊕
B′∈N(B)
`(B,B′)=2
v−2E(B′)→ · · · ,
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where E(B) sits in cohomological degree 0. If Hom(E(B′),∇C,s(A))T 6= 0 for B′ ∈ N(B), then we have
B′ ∈M(A) by Proposition 5.41. If ±µi > 0 for some i ∈ I± ∩Kc, then we have M(A)∩N(B) = ∅ and
hence RHom(∆C,s(B),∇C,s(A))T = 0. Therefore, we may assume ±µi ≤ 0 for any i ∈ I± ∩Kc.
LetK ′ ⊂ J be the subset satisfying µB′ = µB−
∑
j∈K′∩J+ ε
∗
j+
∑
j∈K′∩J− ε
∗
j . We set µK′ := µA−µB′ .
The condition B′ ∈ M(A) implies that we must have K ′ ⊃ K0 := K ∩ ((I− ∩ J+) ∪ (I+ ∩ J−)) and
K ′ ∩ K ∩ ((I+ ∩ J+) ∪ (I− ∩ J−)) = ∅, i.e., K ′ ⊂ K1 := (J ∩ Kc) ∪ K0. Conversely, the condition
K0 ⊂ K ′ ⊂ K1 implies B′ ∈ M(A) by the assumption that ±µi ≤ 0 for any i ∈ I± ∩Kc. Therefore,
RHom(∆C,s(B),∇C,s(A))T is quasi-isomorphic to a Koszul type complex
0→ C · xµK1 → · · · →
⊕
j∈K1∩Kc0
C · xµK0∪{j} → C · xµK0 → 0. (71)
Here, each map is induced from xj · : C[h∗] · xµK′−ε∗j → C[h∗] · xµK′ for j ∈ J− ∩ Kc and yj · :
C[h∗] · xµK′+ε∗j → C[h∗] · xµK′ for j ∈ J+ ∩Kc. By (59) and (60), the map xj · : C · xµ′−ε∗j → C · xµ′ is
given by
xj · xµ′−ε∗j =
{
xµ
′
if µ′j > 0
0 if µ′j ≤ 0
and yj · : C · xµ′+ε∗j → C · xµ′ is given by
yj · xµ′+ε∗j =
{
xµ
′
if µ′j < 0
0 if µ′j ≥ 0
We set ν := µK0 . If νj > 0 for some j ∈ J− ∩Kc or νj < 0 for some j ∈ J+ ∩Kc, then the complex (71)
is isomorphic to a Koszul complex of C with respect to a sequence containing 1 and hence it is acyclic.
Therefore, if RHom(∆C,s(B),∇C,s(A))T  0, then we must have ±νj ≥ 0 for any j ∈ J± ∩Kc. We also
note that νk = 0 for any k ∈ K and ±νi ≤ 0 for any i ∈ I± ∩Kc. We claim that these conditions imply
I = J . If I = J , then we have νi = 0 for any i ∈ I and K0 = ∅. This implies that µi = νi = 0 for any
i ∈ I and hence A = B. In this case, K1 = ∅ and the complex (71) is isomorphic to C which sits in
cohomological degree 0.
Now we assume I 6= J . We first refine the inequalities (61). We note that
ν = λA − λB −
∑
i∈I−
ε∗i +
∑
i∈J−
ε∗i +
∑
i∈K0∩J+
ε∗i −
∑
i∈K0∩J−
ε∗i +
∑
j∈Ic
b〈s, βIj 〉cε∗j −
∑
j∈Jc
b〈s, βJj 〉cε∗j
Since K0 ∩ J+ = K ∩ I− ∩ J+ and K0 ∩ J− = K ∩ I+ ∩ J−, we have
−
∑
i∈I−
ε∗i +
∑
i∈J−
ε∗i +
∑
i∈K0∩J+
ε∗i −
∑
i∈K0∩J−
ε∗i = −
∑
i∈I−∩(J+unionsqJc)∩Kc
ε∗i +
∑
J−∩(I+unionsqIc)∩Kc
ε∗i
For any signed circuit C = C+ unionsq C−, we have βC =
∑
j∈C+∩Ic β
I
j −
∑
j∈C−∩Ic β
I
j . This implies as in
(61) that
−|C+ ∩ Ic|+ 1 + b〈s, βC〉c ≤
∑
j∈C+∩Ic
b〈s, βIj 〉c −
∑
j∈C−∩Ic
b〈s, βIj 〉c ≤ |C− ∩ Ic|+ b〈s, βC〉c.
Therefore, we obtain
〈ν, βC〉 ≤ −|C+ ∩ I− ∩ (J+ unionsq Jc) ∩Kc|+ |C− ∩ I− ∩ (J+ unionsq Jc) ∩Kc|+ |C− ∩ Ic|
+ |C+ ∩ J− ∩ (I+ unionsq Ic) ∩Kc| − |C− ∩ J− ∩ (I+ unionsq Ic) ∩Kc|+ |C+ ∩ Jc| − 1
≤ −|C+ ∩ I− ∩ Jc|+ |C− ∩ I− ∩ J+|+ |C− ∩ I− ∩ Jc|+ |C− ∩ Ic|
+ |C+ ∩ J− ∩ I+|+ |C+ ∩ J− ∩ Ic| − |C− ∩ J− ∩ Ic|+ |C+ ∩ Jc| − 1
= |C− ∩ (I− \ J−)|+ |C− \ (I ∪ J−)|+ |C+ ∩ (J− \ I−)|+ |C+ \ (J ∪ I−)| − 1.
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In particular, if we assume the existence of a signed circuit C such that C+ ⊂ I−∪J+ and C− ⊂ I+∪J−,
then the above inequality implies 〈ν, βC〉 ≤ −1. On the other hand, we have νi ≥ 0 for any i ∈ I− ∪ J+
and νi ≤ 0 for any i ∈ I+ ∪ J−. This implies that 〈ν, βC〉 ≥ 0 which gives a contradiction.
Therefore, it is enough to prove the existence of a signed circuit as above. We set V = Ker(b)⊗ R
and E = {1, . . . , n} as in section 5.6. We also define a partition E = R unionsq G unionsq B unionsq W by W =
(I− ∪ J+) ∩ (I+ ∪ J−) = (I+ ∩ J+) ∪ (I− ∩ J−), R = (I− ∪ J+) \W = (I− \ J−) ∪ (J+ \ I+), G =
(I+ ∪ J−) \W = (I+ \ J+) ∪ (J− \ I−), and B = Ic ∩ Jc. We note that the assumption I 6= J implies
R unionsq G 6= ∅. By Lemma 5.30, it is enough to prove the existence of nonzero Z ∈ σ(V ⊥) such that
ZR ≥ 0, ZG ≤ 0, and ZB = 0. If we assume that such Z does not exists, then Proposition 5.31 implies
that there exists a nonzero Y ∈ σ(V ) such that YR ≥ 0, YG ≤ 0, and YW = 0. By Lemma 5.30 again,
there exists signed cocircuit C∨ = C∨+ unionsq C∨− such that C∨+ ⊂ R unionsq B and C∨− ⊂ G unionsq B. Since we have
I ∩ C∨+ ⊂ I−, I ∩ C∨− ⊂ I+, and I ∩ C∨ 6= ∅, we obtain
〈ξ, αC∨〉 =
∑
i∈I∩C∨+
〈ξ, αIi 〉 −
∑
i∈I∩C∨−
〈ξ, αIi 〉 < 0.
On the other hand, J ∩ C∨+ ⊂ J+, J ∩ C∨− ⊂ J−, and J ∩ C∨ 6= ∅ imply that
〈ξ, αC∨〉 =
∑
i∈J∩C∨+
〈ξ, αJi 〉 −
∑
i∈J∩C∨−
〈ξ, αJi 〉 > 0.
This is a contradiction and hence the required circuit exists. This completes the proof of Theorem 5.45
and hence Conjecture 3.40 for toric hyper-Ka¨hler manifolds.
5.11 Central charges
In this section, we prove Conjecture 3.47 and the second part of Conjecture 3.49. In order to prove
them, we need to construct the central charge Z : s∗R → HomZ(K(L),R). We claim that for a Ka¨hler
alcove A and s ∈ A, the central charge of canonical bases C(A(s)) corresponding to A(s) ∈ Alcs is
given by the volume of the polytope A(s) which is a polynomial function in s. In order to check that
these polynomial functions do not depend on the choice of A, we consider their equivariant lifts.
Recall that we write ι(s) = (s1, . . . , sn) for s ∈ s∗R. For I ∈ B, we set
I(s) := {x ∈ h∗R | 0 ≤ 〈x, ai〉+ si ≤ 1 for any i ∈ I}.
Take a generic c ∈ h such that 〈c, α〉 /∈ Z for any equivariant root α ∈ X∗(H). We consider C as
a module over KH(pt) by a
λ 7→ e2pi
√−1〈c,λ〉 and define a map Zc : s∗R → HomKH(pt)(KH(L),C) by
assigning
〈Zc(s),OpI 〉 =
∫
I(s)
e2pi
√−1〈c,x〉dx =
∏
i∈I
e2pi
√−1〈c,αIi 〉 − 1
2pi
√−1〈c, αIi 〉
· e−2pi
√−1si〈c,αIi 〉
for each I ∈ B. Here, OpI is the skyscraper sheaf at pI ∈ XH . Since {OpI}I∈B is a basis of KH(L) after
localization, the genericity of c implies that this extends to a KH(pt)-linear map Zc(s) : KH(L)→ C.
We note that these functions are analytic in s.
Lemma 5.46. For any s ∈ s∗reg and A(s) ∈ Alcs, we have
〈Zc(s), C(A(s))〉 =
∫
A(s)
e2pi
√−1〈c,x〉dx. (72)
Proof. We note that if we change A(s) by A(s) + α for some α ∈ X∗(H), then both sides of (72) are
multiplied by e2pi
√−1〈c,α〉. For any A(s) ∈ Alcs, there exists unique α ∈ X∗(H) such that A(s)+α ⊂ I
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since {αIi }i∈I is a basis of X∗(H). If A(s) ⊂ I(s), then we have wtH i∗pIE(A(s)) = 0 by Corollary 5.5.
By Proposition 3.36, we obtain
OpI =
∑
A(s)∈Alcs
A(s)⊂I(s)
C(A(s)) (73)
as elements in KH(L) for any I ∈ B, i.e., after specializing v = 1. On the other hand, we obviously
have
〈Zc(s),OpI 〉 =
∑
A(s)∈Alcs
A(s)⊂I(s)
∫
A(s)
e2pi
√−1〈c,x〉dx (74)
for any I ∈ B. One can solve (73) to express C(A(s)) in terms of OpI . Since c is generic, one can
also solve (74) to express
∫
A(s)
e2pi
√−1〈c,x〉dx in terms of 〈Zc(s),OpI 〉 in the same way. Therefore,
〈Zc(s), C(A(s))〉 and
∫
A(s)
e2pi
√−1〈c,x〉dx should coincide for any A(s) ⊂ I(s). This proves (72).
Remark 5.47. One can also consider an equivariant lift of Z to KT(L) by replacing the integral
(72) by certain Euler type integrals [16] appearing in the theory of Gelfand-Kapranov-Zelevinsky’s
hypergeometric differential equations. We note that these differential equations come from quantum
differential equations of toric hyper-Ka¨hler manifolds by [27]. We do not pursue this direction further
here since we do not need it.
Corollary 5.48. There exists a polynomial mapZ : s∗R → HomZ(K(L),R) such that 〈Z (s), C(A(s))〉 =
Vol(A(s)) for any s ∈ s∗reg and A(s) ∈ Alcs. Moreover, there exists a vector bundle P such thatZ = ZP .
Proof. Since the RHS of (72) is holomorphic in c and {C(A(s))}A(s)∈Alcs forms a basis of KH(L),
〈Zc(s), C〉 is holomorphic in c for any C ∈ KH(L). Therefore, one can substitute c = 0 to obtain a
map Z := Zc=0 : s∗R → HomZ(K(L),R). Lemma 5.46 implies that for any A(s) ∈ Alcs, we have
〈Z (s), C(A(s))〉 = Vol(A(s)). Since this is a polynomial function in s, Z is also a polynomial function.
We next consider the value of the central charges at s = 0. We take so ∈ s∗reg in a neighborhood
of 0 and consider P := m∑A(so)∈Alcso/X∗(H) Vol(A(0)) · E(A(so))∨, where A(0) is the limit of A(so)
as so → 0 and m ∈ Z>0 is taken so that mVol(A(0)) ∈ Z for any A(so) ∈ Alcso . We note that
this does not depend on the choice of so by Proposition 5.20. We note that rkP = m since we have∑
A(s)∈Alcs/X∗(H) Vol(A(s)) = Vol(I(s)) = 1.
We note that by Proposition 3.31, we have χ(X, C(A)⊗E(A′)∨) = δA,A′ for any A,A′ ∈ Alcs/X∗(H).
This implies 〈ZP(0), C(A(so))〉 = Vol(A(0)) = 〈Z (0), C(A(so))〉 for any A(so) ∈ Alcso and hence
ZP(0) = Z (0). For any l ∈ Pic(X) ∼= X∗(S), the periodic hyperplane arrangements in h∗R defined in
section 5.4 does not change if we change s by s+ l. This and Lemma 3.34 imply that for any A(so) ∈
Alcso , there exists A(so + l) ∈ Alcso+l such that Vol(A(so)) = Vol(A(so + l)) and C(A(so + l)) = L(l)⊗
C(A(so)). Therefore, we obtain 〈ZP(l), C(A(so + l))〉 = Vol(A(0)) = Vol(A(l)) = 〈Z (l), C(A(so + l))〉
for any A(so + l) ∈ Alcso+l. This implies that ZP(l) = Z (l) for any l ∈ Pic(X). Since both of them
are polynomial functions in s, we obtain ZP(s) = Z (s) for any s ∈ s∗R.
We now prove Conjecture 3.47 for toric hyper-Ka¨hler manifolds. Recall that for any A ∈ AlcK , we
associate a t-structure τ(A) on D := DbCohL(X) ⊂ DbCoh(X) defined by the tilting bundle TC,s for
s ∈ A.
Corollary 5.49. The pair (Z , τ) gives a real variation of stability conditions on D .
Proof. The first condition in Definition 3.45 follows from Corollary 5.48 since the volume of a full
dimensional polytope is positive. Hence it is enough to check the second condition in Definition 3.45.
For any s ∈ A ∈ AlcK and a wall w = {x ∈ s∗R | 〈x, βC〉 = m} of A, we set Alc0s,w := {A(s) ∈ Alcs |
Vol(A(s)) does not vanish on w} and Alc1s,w := Alcs \ Alc0s,w. By Proposition 5.20 and Corollary 5.48,
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the Serre subcategories C nA of the heart CA of τ(A) defined in section 3.7 are given by CA if n = 0,
generated by objects {C(A) | A ∈ Alc1s,w} if 0 < n < |C|, and 0 if n ≥ |C|. Here, we identified
C(A) ∈ KT(X) as an object of D as in section 3.6 by forgetting equivariant structures. We note that
we have C 1A = C
|C|−1
A = {F ∈ CA | Hom(E(A),F) = 0 for any A ∈ Alc0s,w}. This easily implies that
D1A,w = D
|C|−1
A,w = {F ∈ D | RHom(E(A),F) = 0 for any A ∈ Alc0s,w}.
Let A+ 6= A− ∈ AlcK be two Ka¨hler alcove sharing the same wall w such that A+ is above
A−. We take s± ∈ A±. Since {E(A) | A ∈ Alc0s+,w} = {E(A) | A ∈ Alc0s−,w} by Proposition 5.20,
we obtain DnA+,w = D
n
A−,w for any n ∈ Z≥0. By the definition of τ(A±), we have C
|C|−1
A±,w = {F ∈
D
|C|−1
A±,w | RHom 6=0(E(A),F) = 0 for any A ∈ Alc1s±,w}. By Proposition 5.20 and Lemma 5.21, we
have RHom(E(A+),F) ∼= RHom(E(A−)[|C| − 1],F) for any F ∈ D |C|−1A±,w and A± ∈ Alcs± such that
E(A−) ∼= L
(∑
i∈C− ε
∗
i −
∑
i∈C+ ε
∗
i
)
⊗ E(A+). This implies that gr|C|−1w (CA−) = gr|C|−1w (CA+)[|C| − 1]
in gr
|C|−1
A±,w D . Similarly, we have gr
0
w(CA±) = {F ∈ gr0A±,w(D) | RHom 6=0(E(A),F) = 0 for any A ∈
Alc0s±,w} and hence gr0w(CA−) = gr0w(CA+) in gr0A±,w D . This proves the second condition in Defni-
tion 3.45 and hence (Z , τ) gives a real variation of stability conditions.
6 Elliptic canonical bases for toric hyper-Ka¨hler manifolds
In this final section, we define what we call elliptic canonical bases for toric hyper-Ka¨hler manifolds and
prove some basic properties of them. As a corollary, we prove Conjecture 4.8 for toric hyper-Ka¨hler
manifolds. We will follow the notations of section 4 and 5.
6.1 Elliptic standard bases
First we recall the description of elliptic stable bases for toric hyper-Ka¨hler manifolds given in [1, 39].
Recall that we fix the polarization T 1/2 in (43) which satisfies detT 1/2 = v−nL(κ), where we set
κ := ε∗1 + · · ·+ ε∗n ∈ X∗(T ). We also take similar polarization for X ! and κ! := ε1 + · · ·+ εn ∈ X∗(T ).
Proposition 6.1 ([1, 39]). For any I ∈ B, we have
StabAOC,T 1/2(pI) =
∏
i∈I+
ϑ(v−1L(−ε∗i )) ·
∏
i∈I−
ϑ(v−1L(ε∗i )) ·
∏
j∈Ic+
ϑ(vlj−1zβ
I
jL(ε∗j ))
ϑ(vljzβ
I
j )
·
∏
j∈Ic−
ϑ(v−li−1z−β
I
jL(−ε∗j ))
ϑ(v−liz−β
I
j )
,
where lj := −〈βIj , κ+
∑
i∈I+ bi −
∑
i∈I− bi〉 ± 1 for any j ∈ Ic±.
Proof. By Theorem 5 in [39], we have
StabAOC,T 1/2(pI) =
∏
i∈I+
ϑ(v−1L(−ε∗i )) ·
∏
i∈I−
ϑ(v−1L(ε∗i )) ·
∏
j∈Ic+
ϑ(vlj−1zβjL(ε∗j ))
ϑ(vljzβj )
·
∏
j∈Ic−
ϑ(v−li−1z−βjL(−ε∗j ))
ϑ(v−liz−βj )
(75)
for some βj ∈ X∗(S) and lj ∈ Z for j ∈ Ic. We only need to determine βj and lj . For any l ∈ X∗(S), the
factor of automorphy of i∗pJ Stab
AO
C,T 1/2(pI) under z 7→ qlz is given by i∗pIL(l) · i∗pJL(l)−1 by (25). On the
other hand, the factor of automorphy of the RHS of (75) is given by
∏
j∈Ic i
∗
pIL(ε∗j )〈l,βj〉 · i∗pJL(ε∗j )−〈l,βj〉
by Corollary 5.5. This implies that
∑
j∈Ic〈l, βj〉bj = l =
∑
j∈Ic〈l, βIj 〉bj for any l ∈ P . Hence we have
βj = β
I
j for any j ∈ Ic.
We next consider the factor of automorphy of τ(detT 1/2, v)∗(i∗pJ Stab
AO
C,T 1/2(pI)) under a 7→ qca for
c ∈ X∗(H). By (24) and Corollary 5.5, this is given by
v
−∑i∈I+ 〈c,αIi 〉+∑i∈I− 〈c,αIi 〉 · z−∑j∈J 〈c,αJj 〉εj+∑i∈I〈c,αIi 〉εi · i∗pJL
−∑
j∈J
〈c, αJj 〉ε∗j
 .
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On the other hand, (75) implies that this should be equal to
v
−〈c,∑i∈I+ αJi 〉+〈c,∑i∈I− αJi 〉−〈c,∑j∈Ic+ (l′j−1)αJj 〉−〈c,∑j∈Ic− (l′j+1)αJj 〉 · z−∑j∈Ic 〈c,αJj 〉βIj · i∗pJL
−∑
j∈J
〈c, αJj 〉ε∗j

for any J ∈ B, where we set l′j = lj + 〈βIj , κ〉. By comparing the exponent of v, we obtain
−
∑
i∈I+
αJi +
∑
i∈I−
αJi −
∑
j∈Ic+
(l′j − 1)αJj −
∑
j∈Ic−
(l′j + 1)α
J
j = −
∑
i∈I+
αIi +
∑
i∈I−
αIi
for any J ∈ B. For each j ∈ Ic±, by taking J ∈ B such that j ∈ J and considering the pairing with aj ,
we obtain l′j = 〈
∑
i∈I+ α
I
i −
∑
i∈I− α
I
i , aj〉 ± 1. This implies lj = −〈βIj , κ+
∑
i∈I+ bi−
∑
i∈I− bi〉 ± 1 by
(37).
Corollary 6.2. For any I ∈ B, we have
StabellX (pI) = (−1)|I+|+|I
c
+| ·
n∏
i=1
ϑ(L(ε∗i ) · i∗p!IL
!(εi)).
Proof. We note that by Corollary 5.5 applied for X !, we have i∗
p!I
L!(εj) = v−〈β
I
j ,
∑
i∈I+ bi−
∑
i∈I− bi〉zβ
I
j
for any j ∈ Ic and i∗
p!I
L!(εi) = v±1 for i ∈ I±. This and Proposition 6.1 imply that
τ(detT 1/2, v)∗ StabAOC,T 1/2(pI) = (−1)|I+|
n∏
i=1
ϑ(L(ε∗i ) · i∗p!IL
!(εi)) ·
∏
j∈Ic+
ϑ(v · i∗p!IL
!(εi))
−1 ·
∏
i∈Ic−
ϑ(v−1i∗p!IL
!(εi))
−1.
Now the statement of the corollary follows from
ϑ(N !p!I ,−) =
∏
i∈Ic+
ϑ(v−1i∗p!IL
!(−εi)) ·
∏
i∈Ic−
ϑ(v−1i∗p!IL
!(εi))
obtained by applying (39) to X !.
In particular, this implies Conjecture 4.4 for toric hyper-Ka¨hler manifolds. Recall that we wrote
SX,pJ ,pI := i
∗
pJ Stab
ell
X (pI).
Corollary 6.3. For any I, J ∈ B, we have (−1)|I+|+|Ic+| · SX,pJ ,pI = (−1)|J
c
+|+|J+|SX!,p!I ,p!J and they
are holomorphic sections of the line bundle on BX ∼= BX! described in Proposition 4.3.
Moreover, Corollary 6.2 also implies Conjecture 4.6 for toric hyper-Ka¨hler manifolds.
Corollary 6.4. For any I, J ∈ B, we have SX,pJ ,pI = (−1)n · S−Xflop,pJ ,pI .
Proof. Let Lflop(λ) be the T-equivariant line bundle on Xflop associated with λ ∈ X∗(T ). By Corol-
lary 6.2 and i∗pILflop(λ) = i∗pIL(λ), we obtain
(−1)|I−|+|Ic−| · S−Xflop,pJ ,pI =
n∏
i=1
ϑ(i∗pJLflop(ε∗i ) · i∗p!IL
!
flop(εi))
=
n∏
i=1
ϑ(i∗pJL(ε∗i ) · i∗p!IL
!(εi))
= (−1)|I+|+|Ic+| · SX,pJ ,pI .
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6.2 Elliptic canonical bases
Now we construct the elliptic canonical bases for toric hyper-Ka¨hler manifolds. From now on, we
identify X∗(T ) ∼= Zn and X∗(T ) ∼= Zn by using the standard inner product (−,−) : Zn × Zn → Z
given by ((λ1, . . . , λn), (µ1, . . . , µn)) =
∑n
i=1 λiµi. We note that under this identification, we have
κ! = κ. Using this identification, we may consider X∗(S) ⊂ X∗(T ) and X∗(H) ⊂ X∗(T ). We recall that
(q; q)∞ =
∏
m≥1(1− qm).
Definition 6.5. For any λ ∈ Zn, we define
ΘX(λ) := (q; q)
−r
∞
∑
β∈X∗(S)
(−1)(κ,β)q 12 (β,β+κ)+(λ,β)L(λ+ β)zβ ,
ΘX!(λ) := (q; q)
−d
∞
∑
α∈X∗(H)
(−1)(κ!,α)q 12 (α,α+κ!)+(λ,α)L!(λ+ α)aα.
We can consider {ΘX(λ)}λ∈Zn and {ΘX!(λ)}λ∈Zn as elements of K(X)loc ∼= K(X !)loc and call them
elliptic canonical bases for X and X ! respectively.
We note that for any α ∈ X∗(H) and β ∈ X∗(S), we have (α, β) = 0. Using this, one can easily
check the following relations.
Lemma 6.6. For any α ∈ X∗(H) and β ∈ X∗(S), we have
ΘX(λ+ α) = a
αΘX(λ),
ΘX(λ+ β) = (−1)(κ,β)q− 12 (β,β+κ)−(λ,β)z−βΘX(λ).
In particular, the number of linearly independent elements in {ΘX(λ)}λ∈Zn overMX is less that or
equal to the number of elements of Ξ := Zn/(X∗(H) + X∗(S)) ∼= X∗(S)/X∗(S) ∼= X∗(H)/X∗(H). The
unimodularity of a and b implies the following.
Lemma 6.7. We have |Ξ| = |B|.
Proof. By taking a basis of X∗(H), we consider each ai ∈ X∗(H) as a column vector and a = (a1, . . . , an)
as a (d × n)-matrix. We note that |X∗(H)/X∗(H)| = |det(a ·ta)|. For each subset I = {i1, . . . , id} ⊂
{1, . . . , n} with |I| = d, we denote by aI = (ai1 , . . . , aid) the (d×d)-matrix obtained by removing certain
columns from a. By the unimodularity of a, we have det(aI) = ±1 if I ∈ B and det(aI) = 0 otherwise.
Therefore, we obtain
det(a ·ta) =
∑
I⊂{1,...,n}
|I|=d
det(aI ·taI) =
∑
I∈B
det(aI)
2 = |B|.
Corollary 6.8. For any data C and s ∈ s∗reg, the map I 7→ µI gives a bijection B ∼= Ξ, where µI is
defined as in (65).
Proof. It is enough to prove that the map is injective. If there exists α ∈ X∗(H), β ∈ X∗(S) and
I 6= J ∈ B such that µJ = µI + α + β, then (61) implies that (β, βC) ≤ |C| − 1 for any signed circuit
C. Since {L(µI)}I∈B forms a basis of KT(X) over KT(pt), we must have β 6= 0. By Lemma 5.30, there
exists a signed circuit C = C+ unionsqC− such that ±βi > 0 for any i ∈ C±. This implies that (β, βC) ≥ |C|
and hence gives a contradiction.
Now we prove the main result of this paper. Recall the Jacobi triple product formula:
(q; q)∞ϑ(x) =
∑
m∈Z
(−1)mqm(m+1)2 xm+ 12 . (76)
We also recall that SX(pI) :=
√
L(κ) · i∗
p!I
L!(κ!)−1 · StabellX (pI).
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Theorem 6.9. For any I ∈ B, we have
(−1)|I+|+|Ic+| ·SX(pI) =
∑
λ∈Ξ
(−1)(κ,λ)q 12 (λ,λ+κ)i∗p!IΘX!(λ) ·ΘX(λ). (77)
Here, we fix a lift Ξ→ Zn and consider λ ∈ Ξ as an element of Zn.
Proof. We first note that by Lemma 6.6, each term in the RHS of (77) does not depend on the choice
of a lift of λ ∈ Ξ to Zn. By Corollary 6.2 and (76), we have
(−1)|I+|+|Ic+| · (q; q)n∞ StabellX (pI) =
n∏
i=1
(q; q)∞ϑ(L(ε∗i ) · i∗p!IL
!(εi))
=
∑
µ∈Zn
(−1)(µ,κ)q 12 (µ,µ+κ)i∗p!IL
!(µ+
1
2
κ!) · L(µ+ 1
2
κ)
We note that any element of Zn can be uniquely written as λ + α + β for λ ∈ Ξ, α ∈ X∗(H), and
β ∈ X∗(S). By using L(α) = aα, L!(β) = zβ , and (α, β) = 0 for α ∈ X∗(H) and β ∈ X∗(S), we obtain
(−1)|I+|+|Ic+| ·SX(pI) = (q; q)−n∞
∑
λ∈Ξ
α∈X∗(H)
β∈X∗(S)
(−1)(λ+α+β,κ)q 12 (λ+α+β,λ+α+β+κ)i∗p!IL
!(λ+ α+ β) · L(λ+ α+ β)
=
∑
λ∈Ξ
(−1)(κ,λ)q 12 (λ,λ+κ) · (q; q)−d∞
∑
α∈X∗(H)
(−1)(κ!,α)q 12 (α,α+κ!)+(λ,α)i∗p!IL
!(λ+ α)aα
× (q; q)−r∞
∑
β∈X∗(S)
(−1)(κ,β)q 12 (β,β+κ)+(λ,β)L(λ+ β)zβ
=
∑
λ∈Ξ
(−1)(κ,λ)q 12 (λ,λ+κ)i∗p!IΘX!(λ) ·ΘX(λ).
Since {SX(pI)}I∈B is a basis of K(X)loc over MX , Lemma 6.7 and Theorem 6.9 implies that
{ΘX(λ)}λ∈Ξ is also a a basis of K(X)loc over MX . By applying Theorem 6.9 for −X, we obtain
(−1)|I−|+|Ic+| ·S−X(pI) =
∑
λ∈Ξ
(−1)(κ,λ)q 12 (λ,λ+κ)i∗p!IΘX!flop(λ) ·Θ−X(λ)
=
∑
λ∈Ξ
(−1)(κ,λ)q 12 (λ,λ+κ)i∗
p!I
ΘX!(λ) ·ΘX(λ).
This and (77) implies that if we define MX -semilinear map β′X : K(X)loc → K(X)loc by
β′X(ΘX(λ)) = ΘX(λ) (78)
for any λ ∈ Ξ, then we have β′X(SX(pI)) = (−1)dS−X(pI) for any I ∈ B i.e., β′X = βellX . This proves
the following result which is the main observation in this paper and partly justify our definition of
elliptic canonical bases for toric hyper-Ka¨hler manifolds.
Corollary 6.10. For each λ ∈ Zn, we have βellX (ΘX(λ)) = ΘX(λ) and βellX!(ΘX!(λ)) = ΘX!(λ). More-
over, the elliptic bar involution βellX does not depend on the choice of chamber C.
Proof. For the independence on C, it is enough to note that ΘX(λ) does not depend on the choice of
C and (78) uniquely characterize the map βellX .
Remark 6.11. If one try to prove βellX (ΘX(λ)) = ΘX(λ) directly from the definition of β
ell
X , then certain
nontrivial identities of various theta functions will be needed. Our proof mimics that of Proposition 5.15
and does not involve any nontrivial calculations. In fact, our definition of elliptic canonical bases is
designed so that this kind of proof works nicely.
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Corollary 6.12. Conjecture 4.8 holds for toric hyper-Ka¨hler manifolds.
Proof. This follows from Corollary 6.10 by reversing the argument of the proof of Proposition 4.15.
This completes the proof of all the conjectures stated in section 3 and 4 in the case of toric hyper-
Ka¨hler manifolds.
6.3 K-theory limits
In this section, we check that the elliptic canonical bases for toric hyper-Ka¨hler manifolds lift K-
theoretic canonical bases for any slopes. This result gives another justification of our definition of
elliptic canonical bases.
Let λ ∈ Zn and s ∈ s∗reg. Since ΘX(λ)|z=q−s might not have well-definded limit under q → 0,
we consider its leading term LTs(ΘX(λ)) := LT(ΘX(λ)|z=q−s). Here, we write LT(f) := ft0 for f =∑
t∈R ftq
t and t0 := min{t | ft 6= 0} if it exists. In order to calculate LTs(ΘX(λ)), we need to
know when the function 12 (β, β + κ) + (λ − s, β) on β ∈ X∗(S) takes its minimum. We note that
LTs(ΘX(λ + α)) = a
α · LTs(ΘX(λ)) and LTs(ΘX(λ + β)) = (−1)(κ,β)LTs(ΘX(λ)) for any α ∈ X∗(H)
and β ∈ X∗(S). In particular, we only need to consider LTs(ΘX(λ)) for λ ∈ Ξ. We will identify
Ξ = {µI}I∈B by using Corollary 6.8.
We note that for any t ∈ R, the function from Z to R defined by 12m(m+ 1)− tm for m ∈ Z takes
its minimum at m = btc if t /∈ Z and m = t, t− 1 if t ∈ Z. Therefore, the function from Zn to R given
by
1
2
(µ, µ+ κ)− (s,wtH! i∗p!IL
!(µ)) =
n∑
i=1
1
2
µi(µi + 1)−
∑
j∈Ic
µj〈s, βIj 〉 (79)
for µ ∈ Zn takes its minimum when µj = b〈s, βIj 〉c for any j ∈ Ic and µi = 0,−1 for any i ∈ I. We
remark that for any such µ, we have L(µ) ∈ BX,s by (52). In particular, (79) takes its minimum when
µ = µI . Therefore, we have
1
2
(µI , µI + κ)− (s,wtH! i∗p!IL
!(µI)) ≤ 1
2
(µI + β, µI + β + κ)− (s, β + wtH! i∗p!IL
!(µI))
=
1
2
(µI , µI + κ)− (s,wtH! i∗p!IL
!(µI)) +
1
2
(β, β + κ) + (µI − s, β)
for any β ∈ X∗(S). I.e., the function 12 (β, β + κ) + (µI − s, β) on X∗(S) takes its minimum at β = 0.
On the other hand, if this function takes its minimum at 0 6= β ∈ X∗(S), then the function (79) takes
its minimum at µI + β and hence we obtain L(µI),L(µI + β) ∈ BX,s. This contradicts the inequality
(61) as in the proof of Corollary 6.8. Therefore, we obtain LTs(ΘX(µI)) = L(µI) ∈ BX,s. In summary,
we obtained the following formula.
Proposition 6.13. For any λ ∈ Zn, there exists unique A ∈ Alcs and β ∈ X∗(S) such that λ = µA+β,
where µA is defined as in (50). Moreover, we have LTs(ΘX(λ)) = (−1)(κ,β)E(A).
Let us take s+, s− ∈ s∗reg as in section 5.5 which are separated by a wall w = {x ∈ s∗R | 〈x, βC〉 = m}
for some signed circuit C and m ∈ Z with 〈η, βC〉 > 0. For any λ ∈ Zn, there exists unique A± ∈ Alcs±
and β± ∈ X∗(S) such that λ = µA± + β± by Proposition 6.13. If L(µA+) ∈ BX,s− , then the uniqueness
implies µA− = µA+ and β− = β+. Therefore, we obtain LTs+(ΘX(λ)) = LTs−(ΘX(λ)) ∈ B0s±,w =
BX,s+ ∩ BX,s− . On the other hand, if L(µA+) ∈ B1s+,w = BX,s+ \ B0s+,w, then the uniqueness and
Proposition 5.20 implies that we have µA− = µA+ − βC and β− = β+ + βC . Therefore, Lemma 5.21
implies that LTs+(ΘX(λ)) = −v|C| · LTs−(ΘX(λ)) modulo lower terms spanned by B0s±,w. In some
sense, the elliptic canonical bases organize part of wall-crossing phenomenon of K-theoretic canonical
bases in Conjecture 3.49 in a beautiful way.
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