This paper explores the role of business cycle proxies, measured by the output gap at the global, regional and local levels, as potential predictors of stock market volatility in the emerging BRICS nations. We observe that the emerging BRICS nations display a rather heterogeneous pattern when it comes to the relative role of idiosyncratic factors as a predictor of stock market volatility. While domestic output gap is found to capture significant predictive information for India and China particularly, the business cycles associated with emerging economies and the world in general are strongly important for the BRIC countries and weakly for South Africa, especially in the post-global financial crisis era.
Introduction
Return volatility is a key component of asset valuation, hedging as well as portfolio optimization models. Inaccurate forecasts of volatility may lead to mis-pricing in financial markets, over/under-hedged business risks and incorrect capital budgeting decisions, with significant implications on earnings and cash flows. To that end, monitoring and modeling stock market volatility is crucial not only for investors and corporate decision makers, but also for policy makers in their assessment of financial fundamentals and investor sentiment. In one of the pioneering studies, building on the stock pricing models of Shiller (1981a,b) implying that stock market volatility is driven by the uncertainty factors that relate to the volatility of cash flows and the discount factor, Schwert (1981) suggests that business cycle fluctuations affect both future cash flow projections and the discount factor, and hence, stock market volatility.
This argument has been recently empirically supported for the United States (US) and other developed stock markets (Canada, Japan and the United Kingdom (UK)) by Choudhry et al. (2016) and Demirer et al. (2019) based on tests of causality. In the case of emerging markets, however, several recent studies including Nier et al. (2014) and Miranda-Agrippino and Rey (2019) argue the presence of a global financial cycle to drive asset prices in global markets, partially driven by the monetary policy decisions by the U.S. Fed (Bruno and Shin (2018) , Passari and Rey (2015) , Rey (2018) ), while Anaya et al. (2017) argues that the U.S Fed monetary policy serves as a significant driver of financial and economic conditions in emerging economies.
Given the emerging evidence in the literature that a global financial cycle serves as a significant driver of price fluctuations in emerging financial markets, this paper adopts a broader approach and explores the predictive power of domestic, regional and global business cycles on the (realized) volatility of emerging stock markets, with a focus on the major emerging nations in the BRICS group, i.e. Brazil, Russia, India, China, and South Africa. To do so, we build on the recent evidence by Atanasov (2018) that world output gap serves as a global business cycle indicator, capturing significant predictive information for aggregate stock market returns, both in-sample and out-of-sample. Extending this line of reasoning to the global, regional and local contexts, we explore the relative roles of local and global business cycle proxies as potential predictors of stock market volatility in emerging nations. We then compare our results with those for the US, given its importance in the global financial system as well as the evidence of a significant U.S. monetary policy effect on emerging financial market valuations (Anaya et al. (2017) ). Finally, considering that the ultimate test of any predictive model (in terms of econometric frameworks and predictors) is in its out-of-sample performance (Campbell, 2008) , we conduct a full-fledged forecasting exercise. By doing so, this paper extends the emerging literature on the effect of a global financial cycle on emerging economies and the role of output gap as a business cycle proxy in the context of stock market volatility forecasting.
Our empirical analysis of emerging markets focuses specifically on the BRICS nations, given the emergence of this bloc as a powerful economic force, already contributing to more than a quarter of global output, which in turn, is expected to surpass that of the G7 countries by 2050 (Naik et al., 2018; Plakandaras et al., 2019) . In addition, trade by these economies with the rest of the world has been growing at a fast rate, with the strong economic performance of these countries linked to the high level of foreign direct investment in the private sector (Mensi et al., 2014; Ruzima and Boachie, 2018) . Naturally, volatility in these key emerging stock markets is likely to contribute to uncertainty in global equity markets through the trade channel (Balli et al., 2019) , and hence, accurate prediction of financial market volatility in this bloc is of high importance considering the growth trends mentioned above.
To the best of our knowledge, while the role of local and global business cycles have been emphasized for stock returns of the BRICS (Nitschka, 2014; Sousa et al., 2016) , 1 this is the first paper to relate stock market volatility of these countries to business cycles. 2 We observe that the emerging BRICS nations display a rather heterogeneous pattern when it comes to the rela-1 For a detailed review of the impact of business cycles on stock returns of advanced economies primarily, see Atanasov (2018) .
2 Note that, as additional analysis, we also forecasted stock returns using our various measures of business cycles augmented in a benchmark model with dividend yield, short-term interest rate and inflation rate as controls. In general, our results are in line with Sousa et al. (2016) , where we found important predictive role for global measures of output gaps rather than domestic versions of the same. These results have been suppressed to save space as the focus of the paper is volatility, however, complete details are available upon request from the authors. tive role of idiosyncratic factors as a predictor of stock market volatility. Our results show that while domestic output gap captures significant predictive information, particularly for India, Brazil and China, the business cycle proxies associated with emerging and world economies are important for all the members of the BRICS bloc barring South Africa, particularly in the post global financial crisis period. The findings overall suggest that economic agents looking to invest in the BRICS equity markets can utilize regional and global business cycle proxies to improve the predictive accuracy of stock market volatility models, while emerging economies can still bear significant exposures to idiosyncratic risk factors despite the increase in the financial integration of world capital markets.
The remainder of the paper is organized as follows: Section 2 describes the data, Section 3 presents the econometric model and the results, while Section 4 presents the robustness checks.
Finally, Section 5 concludes the paper.
Data description
As mentioned earlier, we focus our attention on five major emerging economies -Brazil, Russia, India, China, and South Africa -comprising as the BRICS bloc. The sample period ends in July 2018, but starts at different months in 1990s for the six countries. Specifically, based on data availability, the sample period begins in August 1994 for Brazil, February 1998 for Russia, June 1994 for China, and February 1990 for India and South Africa. The data set includes monthly metrics of overall realized volatility, its good and bad components (i.e. good/bad volatility), and various (domestic, regional and global) output gap measures as business cycle proxies as per Atanasov (2018) .
Using daily MSCI stock market index data for the BRICS in US dollars, we compute the monthly realized volatility (RV) as the sum of squared log-returns (SR) over a specific month (Andersen and Bollerslev, 1998) . Similarly, we compute good and bad volatility (RV) values on a monthly basis, however, based on only positive and negative log-returns respectively.
The daily stock market data is derived from the Datastream database maintained by Thomson
Reuters.
The output gap measure is computed in a similar fashion as in Atanasov (2018) . However, as our goal is to examine the relative roles of local as well as regional and global proxies for output gap as predictors of realized stock market volatility, we construct output gap measures using domestic industrial production data for each country and five measures of regional or global industrial production (i.e. world excluding US, advanced economies excluding US, emerging markets, US, and OECD plus six major non-OECD countries, i.e. Brazil, China, India, Indonesia, Russia, and South Africa) by removing a quadratic time trend from the natural log of each industrial production measure. More specifically, we regress the natural log of each industrial production measure against a time trend t and its squared term t 2 : 
Forecasting realized volatility with output gap measures
To forecast the realized volatility, we utilize the Heterogeneous Autoregressive model of Realized Volatility (HAR-RV) of Corsi (2009) . The HAR-RV model has been shown to be quite successful in capturing important features, e.g. long memory, fat tails, and self-similarity, of volatility in financial market returns. We consider the HAR-RV model with the quarterly average of monthly realized volatilities, 5 i.e.,
where the quarterly average of monthly realized volatilities is defined as
We refer to Equation (2) as the augmented model and set the coefficient of output gap, γ, to zero in the benchmark model as a comparison. As mentioned earlier, our primary focus is to examine whether business cycle proxies at the local, regional and global levels predict realized volatilities.
We split the entire sample with T observations into two subsamples, one with the first T 0 observations for estimation and the other for forecast evaluation. Conditional on available information at time T 0 , we construct the output gap measure by removing a quadratic trend from the natural log of industrial output, as shown in Equation (1), and then estimate the coefficients in the forecasting model (2) to generate the h-month ahead forecast of realized volatility as
We use the recursive sampling method by adding one observation to the estimation sample at a time and re-estimating both the output gap and the coefficients in the forecasting model.
We generate a sequence of out-of-sample RV forecasts and assess the out-of-sample predictability using the mean squared error (MSE), i.e.,
for both the augmented model and the benchmark model.
To evaluate the out-of-sample performance of the augmented model relative to the benchmark model, we utilize the out-of-sample R 2 OS statistic of Campbell and Thompson (2008) computed as
The ticularly, and Brazil and China to some lesser degree at the one-year-ahead horizon. This is in contrast with the finding by Atanasov (2018) that world output gap captures a larger fraction of return variation than the national output gap in a sample of sixteen developed countries, highlighting the role of idiosyncratic factors in the case of emerging nations.
Given that China and India are the two largest emerging economies growing at relatively higher rates compared to the other three countries in the bloc, the dominant predictive role of domestic output gap over stock market volatility for these nations is perhaps not unexpected.
In the case of Brazil, however, Roubini (2009) notes that economic growth in China may be of more significance to Brazil than that of the overall global economy. This argument is further supported recently by the evidence in Balcilar et al. (2018) of volatility spillover effects of geopolitical risks in the Brazilian stock market via channels of export trades and foreign direct investments from China. Nevertheless, despite the increase in the financial integration of world capital markets, it is interesting to observe that the largest economies in the BRICS group are still exposed to significant idiosyncratic risk factors, driving volatility in their stock markets.
Further examining the findings in the tables, we observe that output gap measures for the emerging markets and the world are also consistently important for Brazil, Russia, India and China, with the exception of South Africa. In general, the gains in accurately predicting volatility from these measures of output gaps are more concentrated in the post-crisis periods. This is understandable, given that the world economy was in deep recession on a prolonged basis during the global financial crisis, and hence, much information could not be deduced from business cycle proxies, either due to unusual market conditions or the state of investor sentiment. Interestingly, the role of the US output gap and the output gap of advanced economies excluding the US, and to a lesser extent, the output of world excluding the US, is rather weak and limited to Russia only, probably due to its role as a major oil exporter. This is in contrast with the common perception of the importance of US business cycles as a driver of global equity market movements, further suggesting that idiosyncratic factors may still be at play in the case of emerging economies, despite the increase in the financial integration of global economies. 7
Finally, as shown in Tables A2 to A7 in the Appendix, we observe that output gap measures, once again primarily of the emerging and world economies, have stronger predictive power over good realized volatility than its bad counterpart for the BRICS group. This suggests that business cycle movements are associated more closely with the underlying positive returns rather than negative returns that are used to compute realized volatilities. From this result, one can be argue that commonality in emerging market business cycles are particularly strong during economic recoveries than slowdowns, perhaps due to heterogeneities in the way each emerging economy reacts to bad news. Interestingly, however, at the one-year-ahead horizon, predictability of good realized volatility is observed for South Africa originating from the business cycles of the emerging countries, perhaps due to volatility spillover effects from major emerging economies.
Robustness checks
As a robustness check, we consider two alternative detrending methods proposed by Hodrick and Prescott (1997) (HP) and Hamilton (2018) for the construction of output gap measures.
We use the one-sided version of the HP filter to make sure that the information we use to compute the forecasts is available at time t. Hamilton (2018) shows that a regression of the variable at date t on the four most recent values as of date t − h achieves all the objectives sought by users of the Hodrick and Prescott (1997) filter with none of its drawbacks. For monthly data, the author suggests using h = 24. Following this, we replicate the analysis in Section 3 by applying the one-sided HP and the Hamilton (2018) filters to the natural log of industrial production instead of removing a quadratic time trend.
The results presented in Tables A8 to A13 in essence yields a similar story to the quadratic trend filter. When the one-sided HP filter is used, the forecasting error is consistently reduced particularly for Brazil, Russia, India, and to a lesser extent China and even South Africa (at the longest horizon), irrespective of the output gap measure used to augment the benchmark model, especially for the post crisis out-of-samples. However, given the strong concerns raised by Hamilton (2018) , one must be cautious about the strong results derived under the HP-filter.
Given this in mind, examining the results from the Hamilton (2018) filter, we see that while the results are relatively weaker for Brazil, the forecastability of Chinese stock market volatility is now observed for the short-and medium-terms even for the long-sample that includes the financial crisis. The results for Russia, India and South Africa do tend to carry over from the HP filter to the Hamilton (2018) filter case. In sum, the additional results show that stronger forecasting gains can be derived from the HP and Hamilton (2018) filters, when compared to the quadratic trend filter used in the literature to derive measures of local, regional and global business cycles. 8
Finally, for comparison purposes, we report in Table A14 the results for the U.S. stock market realized volatility under the quadratic trend, HP and Hamilton (2018) filters. 9 We observe that the findings for the U.S. stock market are quite similar to those of the BRICS, with forecastability observed primarily in the post crises sub-sample due to business cycles in emerging economies and the overall world economy. In the case of the U.S. however, in terms of forecasting gains, the quadratic trend filter tends to outperform the other two, at medium-and long-runs, with the HP filter performing the worst.
Conclusion
This paper extends the emerging literature on the presence of a global financial cycle as a driver of financial conditions in emerging markets by exploring the role of business cycle proxies at the global, regional and local levels as potential predictors of stock market volatility in emerging nations. Building on the recent evidence that output gap serves as a business cycle indicator, we compute output gap measures at the domestic, regional and global levels for the major emerging nations in the BRICS and explore the out-of-sample predictive power of these business cycle proxies for stock market volatility in these countries. Our results show that while domestic output gap is important for India, Brazil and China, the business cycles associated with emerging and world economies are important for all the members of the bloc barring South Africa, particularly in the post global financial crisis period. The results are robust to whether we consider good or bad realized volatilities and the alternative filters to construct the measure of output gaps. While our findings imply that economic agents looking to invest in the BRICS equity markets can utilize regional and global business cycle proxies to improve the predictive accuracy of stock market volatility models, we also observe that these emerging nations display rather heterogeneous behavior in the relative role of idiosyncratic factors as a predictor of stock market volatility. Nevertheless, the findings suggest that despite the increase in the financial integration of world capital markets, emerging economies can still bear significant exposures to idiosyncratic risk factors, an issue of high importance for the profitability of global diversification strategies. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The output gap is measured as the one-sided HP filtered natural log of industrial production. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The output gap is measured as the one-sided HP filtered natural log of industrial production. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The output gap is measured as the one-sided HP filtered natural log of industrial production. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The output gap is measured as the Hamilton filtered natural log of industrial production. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The output gap is measured as the Hamilton filtered natural log of industrial production. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The output gap is measured as the Hamilton filtered natural log of industrial production. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively. The R 2 OS statistics (in percent) capture the proportional reduction in the mean squared error of the forecasting model augmented with alternative output gap measures relative to the benchmark model. * , * * and * * * indicate statistical significance at 10%, 5% and 1% levels, respectively.
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