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Abstract
Estimation of the large Q-matrix in Cognitive Diagnosis Models (CDMs) with many items
and latent attributes from observational data has been a huge challenge due to its high com-
putational cost. Borrowing ideas from deep learning literature, we propose to learn the large
Q-matrix by Restricted Boltzmann Machines (RBMs) to overcome the computational difficul-
ties. In this paper, key relationships between RBMs and CDMs are identified. Consistent and
robust learning of the Q-matrix in various CDMs is shown to be valid under certain conditions.
Our simulation studies under different CDM settings show that RBMs not only outperform the
existing methods in terms of learning speed, but also maintain good recovery accuracy of the
Q-matrix. In the end, we illustrate the applicability and effectiveness of our method through a
real data analysis on the Cattell’s 16 personality test data set.
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1 Introduction
Cognitive Diagnosis Models (CDMs) are popular statistical tools widely applied to educational
assessments and psychological diagnoses, which have been receiving increasingly more attention in
the past two decades. In many modern assessment situations, examiners are concerned with specific
attributes that the test recipients possess, and thus a simple overall score is no longer sufficient
to depict the whole picture of the candidates. As a result, a finer evaluation of the examinees’
attributes is desired. CDMs are such tools. They model the relationship between the test items and
the examinees’ latent skills, which is helpful in assessment design and post-assessment analysis of
the test recipients’ latent attribute patterns. CDMs have seen vast applications in multiple scientific
disciplines, including educational assessments (Junker and Sijtsma, 2001; von Davier, 2008; Garc´ıa
et al., 2014), psychiatric diagnosis of mental disorders (Templin and Henson, 2006; de la Torre et al.,
2018), epidemiological and medical measurement studies (Wu et al., 2016).
Many CDMs can be viewed as restricted latent class models that directly model the response
probabilities as functions of discrete latent attributes. A common goal of cognitive diagnoses is to
learn the test recipients’ latent attributes, such as personalities or skills, based on their responses
to a combination of specially designed test items. The Q-matrix plays a critical role in CDMs.
It specifies the dependency structure between the test items and the latent attributes. Knowing
the Q-matrix accurately is important because it is indispensable to cognitive diagnoses. Besides,
the Q-matrix itself can be used to categorize the test items and enable efficient design of future
assessments. However, in reality, many existing assessments do not even have theQ-matrix explicitly
specified. Even the assessment providers specify the Q-matrix when designing the assessment, the
specification may still be inaccurate. In many cases, one test item may potentially be linked to
multiple attributes, but usually only the most direct and apparent ones are identified in the pre-
designed Q-matrix. Therefore, it is of paramount importance to develop methodologies to efficiently
learn the Q-matrix from the observational responses.
Various approaches have been proposed in the literature to learn the Q-matrix. Those methods
can be generally classified into two categories, validation of the existing Q-matrix (de la Torre, 2008;
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DeCarlo, 2012; Chiu, 2013; de la Torre and Chiu, 2016) and direct estimation of the Q-matrix from
the observational data (Liu et al., 2012; Chen et al., 2015; Xu and Shang, 2018; Chung and Johnson,
2018; Chen et al., 2018; Culpepper, 2019). However, most of the existing estimation methods for
the whole Q-matrix in general suffer from huge computational cost and are not scalable with the
size of the Q-matrix; they either break down or are extremely computationally expensive even
when the Q-matrix is moderately large. The high computational cost stems from the large number
of configurations of the Q-matrix. If we view each binary element of the Q-matrix as a unique
parameter, then the number of different configurations would grow exponentially with the size of
the Q-matrix. In many applications, the number of latent attributes being tested is large, leading
to a high-dimensional space for all possible latent attribute patterns. It is not uncommon that
the number of potential attribute patterns is large, sometimes even larger than the sample size,
making the estimation even more difficult. Such examples can be found in many applications, such
as educational assessments (Lee et al., 2011; Choi et al., 2015) and the medical diagnosis of disease
etiology (Wu et al., 2016). As far as we know, there is no existing algorithm in the literature that
is scalable with the size of the Q-matrix. Therefore, it remains an open and challenging problem to
learn the large Q-matrix from the observational data.
Borrowing the idea from the deep learning literature, we propose to use the restricted Bolzmann
machines (RBMs) to learn the large Q-matrix. An RBM is a generative two-layer neural network
that can learn a probability distribution over a collection of inputs (Smolensky, 1986). Amongst
these inputs, some are observed variables while the others are latent variables that we do not
observe, which matches the restricted latent class CDM setting. The weight matrix W in RBMs
determines the relationship between the observed variables and the latent variables. By learning
this weight matrix W under the framework of RBMs, we show that the structure of the Q-matrix
in CDMs can be inferred accordingly. Although this is similar to the maximum likelihood learning
approach, by tapping on RBMs, fast learning of the large Q-matrix can be achieved.
Our main contributions are that we identified the relationships between CDMs and RBMs, and
proposed a new way of learning the large Q-matrix efficiently. As far as we know, our proposed
method is among the first ones in the literature that is scalable with the size of the Q-matrix (with
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computational cost of O(J × K)) while at the same time retains high estimation accuracy. For
example, comparing to Xu and Shang (2018) which achieves an estimation accuracy of 71.2% for
the Q-matrix in the GDINA setting with five independent latent attributes using 2000 observations,
our method achieves more than 86% overall accuracy and much faster computational speed. Another
interesting finding is that consistent learning of the Q-matrix is achievable by RBMs. Specifically,
learning of the Q-matrix by RBMs is robust to different CDMs, including the DINA, the ACDM
and the GDINA models. We provide theoretical guarantees under certain conditions and conduct
simulation studies to support our findings. Besides, because of the unsupervised learning nature
of RBMs, the traditional cross-validation (CV) procedure are not directly applicable. As such, we
also present a new CV procedure specifically to the Q-matrix learning setting.
The remaining parts of the paper are organized as follows. Section 2 gives reviews on CDMs and
RBMs, and discussion of their relationships and why consistent learning of the Q-matrix by RBMs
is achieveable. Section 3 introduces our proposed estimation method and the new CV procedure.
Section 4 consists of simulation studies on data generated from three typical CDMs. Section 5
demonstrates the performance of our proposed method through a real data analysis on the Cattell’s
16 personality test data set. Section 6 concludes with discussions and potential future directions.
All the proofs of the theorems can be found in the Appendix Section A.
2 Estimation of Q-matrix Using RBMs
2.1 Review of CDMs
Many CDMs have been developed in recent decades, among which the Deterministic Input Noisy
output “And” gate model (DINA, Haertel, 1989; Junker and Sijtsma, 2001) is one of the most
popular and simple models and serves as the foundation for many complex CDMs. Other popularly
used CDMs include the Noisy Input Deterministic “And” gate model (NIDA, Junker and Sijtsma,
2001), the Reduced Reparametrized Unified Model (R-RUM, Hartz, 2002), the General Diagnostic
Model (GDM, von Davier, 2005), the Deterministic Input Noisy “Or” gate (DINO, Templin and
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Henson, 2006), the Log linear CDM (LCDM, Henson et al., 2008), the Additive CDM (ACDM,
de la Torre, 2011) and the Generalized DINA model (GDINA, de la Torre, 2011).
Consider a CDM with J items and K latent attributes. There are two types of variables for
each subject: the observed responses for J items R = (R1, ..., RJ) and the latent attribute pattern
α = (α1, ..., αK), which are both assumed to be binary. Rj ∈ {1, 0} denotes whether the test
recipient answers item j correctly and αk ∈ {1, 0} denotes possession or non-possession of the
attribute k. The Q-matrix, Q = (qj,k) ∈ {0, 1}J×K , specifies the dependence structure between the
items and the latent attributes; qj,k ∈ {1, 0} denotes whether a correct response to item j requires
the latent attribute k. If we denote the jth row of the Q-matrix to be qj , then qj reflects the
full attribute requirements of item j. For a latent attribute pattern α, we say α possesses all the
required attributes of item j if α  qj , where α  qj means αk ≥ qj,k for all k = 1, ...,K. Different
CDMs model the item response functions P (Rj = 1 | α) differently with the item parameters
constrained by the Q-matrix and specific cognitive diagnostic assumptions. Below we introduce
three popular CDMs that will be considered in later discussions.
Example 1 (DINA model). Let Ri,j ∈ {1, 0} denote whether the subject i answers the item j
correctly. Under the DINA model (Haertel, 1989; Junker and Sijtsma, 2001), for the jth item and
the ith subject with the latent attribute pattern αi = (αi,1, . . . , αi,K), the ideal response variable is
defined as ξi,j =
∏
k:qj,k=1
αi,k =
∏K
k=1 α
qj,k
i,k . The ideal response ξi,j = 1 only if αi  qj, that is,
the subject i needs to possess all the latent attributes required by the item j to have a positive ideal
response. The uncertainty is further incorporated by two parameters: the slipping parameter sj and
the guessing parameter gj. Specifically, sj = P (Ri,j = 0 | ξi,j = 1) and gj = P (Ri,j = 1 | ξi,j = 0).
The slipping parameter and the guessing parameter further satisfy 1 − s > g, which indicates that
the capable subjects will have higher positive probability than the incapable ones. The DINA model
is one of the most restrictive and interpretable CDMs for dichotomously scored test items. It is
a parsimonious model that requires only two parameters for each item regardless of the number of
attributes required for the item. It is appropriate when the tasks call for the conjunction of several
equally important attributes, and lacking one required attribute for the item is the same as lacking
all the required attributes.
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Example 2 (ACDM). In the ACDM, mastering additional required attributes will increase the
positive response probability for the items. Specifically, if we take the identity link function in the
ACDM, then for the jth item and the ith subject with attribute pattern αi = (αi,1, . . . , αi,K), we
have
P (Ri,j = 1 | αi) = δj,0 +
K∑
k=1
δj,kαi,kqj,k, (1)
which implies that mastering the kth attribute increases the probability of success on the item j by
δj,k if the kth latent attribute is required by the item j. Since there are no interaction terms in (1),
the contribution of each latent attribute is independent from one another. If the subject i lacks all
the required attributes for the item j, the term
∑K
k=1 δj,kαi,kqj,k would be 0, and the intercept δj,0 is
the probability of correctly answering the item j based on pure guessing. Furthermore, even if the
ith subject has all the required latent attributes of the item j, δj,0+
∑K
k=1 δj,kαi,kqj,k may not sum to
1. In that case, 1− (δj,0 +∑Kk=1 δj,kαi,kqj,k) would be the probability of making a careless mistake.
The ACDM is more appropriate to use when the items call for independent latent attributes but with
different contributions to correct response to the items.
Besides the identity link function, other link functions are also proposed. One commonly used
link function is the logit link,
P (Ri,j = 1 | αi) = σ
(
δj,0 +
K∑
k=1
δj,kαi,kqj,k
)
. (2)
where σ(x) = (1 + exp(−x))−1. Equation (2) is also equivalent to logit(P (Ri,j = 1 | αi)) =
δj,0 +
∑K
k=1 δj,kαi,kqj,k, which is the log-odds of a positive response. The interpretation would then
become that each required latent attribute contributes independently to the log-odds of correcting
answering item j by δj,k in an additive fashion.
Example 3 (GDINA model). Both the DINA model and the ACDM are special cases of the more
general GDINA model (de la Torre, 2011). In addition to the intercept and the main effects in the
ACDMs, the GDINA model also allows interactions amongst the latent attributes. The equation (3)
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gives the item response function for the GDINA model with identity link.
P (Ri,j = 1 | αi) = δj,0 +
K∑
k=1
δj,kαi,kqj,k +
K−1∑
k=1
K∑
k′=k+1
δjkk′αi,kαi,k′qj,kqj,k′ + ...+ δj12...K
K∏
k=1
αi,kqj,k.
(3)
The parameters in equation (3) can be interpreted as follows: δ0 is the probability of a correct
response when none of the required attributes is present; δk is the change in the probability of a
correct response when only mastering a single attribute αk; δkk′, a first-order interaction effect, is
the change in the probability of a correct response due to the possessing of both αk and αk′ in addition
to the main effects of mastering the two individual attributes; and δ12...K represents the change in
the probability of a correct response due to the mastery of all the required attributes in addition
to the main effects and all the lower-order interaction effects. Similarly to the ACDM model,
P (Ri,j = 1 | αi) is not required to be 1 even when the subject i possesses all the required attribute
for the item j. In that case, 1 − P (Ri,j = 1 | αi) is the probability of making a careless mistake.
Moreover, the intercept δj,0 and the main effects are typically non-negative, but the interaction
effects can take on any values. Therefore, the GDINA model is appropriate if the mixed effects of
latent attributes on the probability of a correct response is of interest.
2.2 Review of Restricted Boltzmann Machines
RBMs are generative models that can learn probabilistic distributions over a collection of inputs.
RBMs were initially invented under the name Harmonium by Smolensky (1986) and gained currency
due to their fast learnability in the mid-2000. It has found vast applications in dimension reduc-
tion (Hinton and Salakhutdinov, 2006), classification (Larochelle and Bengio, 2008), collaborative
filtering (Salakhutdinov et al., 2007) and many other fields.
RBMs can also be viewed as a probabilistic bipartite graphical models, with observed (visible)
units in one part of the graph and latent (hidden) units in the other part. Typically all the hidden
units and the visible units are binary. In this work, we denote the visible units by R = {R1, ...RJ} ∈
{0, 1}J and hidden units by α = {α1, ...αK} ∈ {0, 1}K respectively. One key feature of RBMs is that
only interactions between hidden units and visible units are allowed. There are neither connections
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among the visible units, nor any connections among the hidden units, as shown in Figure 1.
Hidden	units
Visible	units
Figure 1: A graphical illustration of RBM.
RBMs are characterized by the energy functions with the joint probability distribution specified
as
P (R,α;θ) =
1
Z(θ)
exp
{− E(R,α;θ)}, (4)
where E(R,α;θ) is known as the energy function and Z(θ) is the partition function,
Z(θ) =
∑
R∈{0,1}J
∑
α∈{0,1}K
exp
{− E(R,α;θ)},
which has been proved to be intractable (Long and Servedio, 2010). In specific, the energy function
is given by
E(R,α;θ) = −bTR− cTα−RTWα
= −
J∑
j=1
Rjbj −
K∑
k=1
αkck −
J∑
j=1
K∑
k=1
Rjwj,kαk, (5)
where θ = {b, c,W } are the model parameters, b ∈ RJ are visible biases, c ∈ RK are hidden biases
and W ∈ RJ×K is the weight matrix describing the interactions between the visible and the hidden
units.
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Since no ‘R-R’ or ‘α-α’ interactions are allowed, the hidden and visible units are conditionally
independent given each other, and therefore the joint conditional probability mass functions can be
factored in to a product. This can be easily seen from Equation (4) and Equation (5). Specifically,
we have
P
(
R | α;θ) = J∏
j=1
P
(
Rj | α; b,W
)
, (6)
P
(
Rj = 1 | α; b,W
)
= σ
(
bj +
K∑
k=1
wj,kαk
)
, (7)
and
P
(
α | R;θ) = K∏
k=1
P
(
αk | R; c,W
)
, (8)
P
(
αk = 1 | R; c,W
)
= σ
(
ck +
J∑
j=1
wj,kRj
)
, (9)
where σ(x) = 1/(1 + exp{−x}) is the logistic sigmoid function.
RBMs and CDMs are in fact closely related. The binary observed item responses and the latent
attributes in CDMs can be viewed as counterparts to the visible units and the hidden units in
RBMs respectively. There is a direct connection between the two. If we fit an ACDM with the logit
link, where the conditional probability mass function (2) of the observed responses is modeled as
a sigmoid function of the latent attributes, then it takes exactly the same form as the conditional
probability function (7) of a visible unit given the hidden units in RBMs. Moreover, in a CDM,
qj,k = 0 indicates that there is no interaction between the item j and the latent attribute k, while
in the weight matrix of an RBM, wj,k = 0 also implies no interaction between the jth visible unit
and the kth hidden unit. Therefore we would expect that wj,k = 0 in an RBM whenever qj,k = 0 in
a CDM.
Using the previous example in Figure 1 for illustration, on the left of (10) is the weight matrix
W of an RBM, where wj,k 6= 0 indicates the presence of the interaction between the visible unit Rj
and the hidden unit αk. The corresponding Q-matrix in a CDM can be implied as shown on the
right. As we illustrate previously, the nonzero entries in the Q-matrix of an ACDM can be exactly
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inferred from the nonzero entries in the weight matrix W in an RBM. Interactions among the latent
attributes are allowed in the DINA and the GDINA models, which violates the assumptions of an
RBM. However, the Q-matrix is still estimable in these models. We give detailed arguments in the
next section 2.3.
W =

w11 0 w13 0
0 w22 0 w24
w31 0 w33 0
w41 0 0 w44
0 w52 w53 0

=⇒ Q =

1 0 1 0
0 1 0 1
1 0 1 0
1 0 0 1
0 1 1 0

(10)
2.3 Robust Estimation of Q-matrix
In the previous section, we have discussed that RBMs can be used to learn the Q-matrix for the
ACDM with logit link. A natural question to ask is whether we can generalize this result to other
CDMs such as the DINA model and the GDINA model. In this section, we will illustrate that
under certain conditions, consistent estimation of the Q-matrix by RBMs is indeed achievable for
common CDMs. In particular, we will demonstrate that the Q-matrix can be estimated correctly
under the DINA model and the GDINA model settings.
We focus on the learning of a particular row of the Q-matrix. It is in fact a variable selection
problem of the required latent variables for that particular item of interest. Conditional on α, we
have discussed that RBMs are equivalent to the ACDM with the logit link, while the latter exactly
corresponds to the logistic regression with canonical link and additive main effects linear predictor.
Therefore in essence, RBMs can also be treated as main effect models. Starting with the simplest
case, we shall first study the model selection consistency with linear additive models when the true
models are the DINA or the GDINA model. Since it is still an open and challenging problem to
establish consistent variable selection under complex latent variable models, here we consider the
ideal case by assuming {α1, ..., αK} are independent, that is, all the latent variables are independent.
Although this is a strong assumption and is rarely fully satisfied in real world scenarios, it can be
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relaxed in practice which is discussed in Remark 1.
Before giving formal statements, we first introduce some notations. Without loss of generality,
we focus on the analysis of the response to one single item. For a subject with α = {α1, ..., αK}, the
response to the considered item is denoted by R, where for clarity, we omit the item index in the
notation. Let K∗ to be the number of required attributes for the item. Without loss of generality,
we let the first K∗ attributes be the required attributes for this item, that is, the corresponding
row in the Q-matrix is q = (1, ..., 1, 0, ..., 0) with the first K∗ entries being 1 and all the remaining
K −K∗ entries being 0. For the response R generated from the DINA or the GDINA model, we
denote E∗[R | α] as the regression mean function for the mis-specified linear regression model of R
on α1, ..., αK . We show in the following theorems that the mis-specified mean function E∗[R | α]
can identify the required attributes from the non-required ones.
Theorem 2.1 (DINA model). Assume {α1, α2, ..., αK} are independent with αk ∼ Beroulli(pk)
where pk ∈ (0, 1), k = 1, 2, ...K. If R is generated from the above DINA model, then the mis-
specified linear additive model of R regressed on (α1, α2, ..., αK) has the mean function in the form
of E∗[R | α] = β0 + β1α1 + β2α2 + ... + βKαK with βl 6= 0 for l = 1, 2, ...,K∗ and βk = 0 for
k = K∗ + 1, ...,K.
Theorem 2.1 states that under the independence condition and if the data is generated from the
DINA model, the significant variables included in the true model can be selected correctly using a
mis-specified linear model with additive main effects only.
Theorem 2.2 (GDINA model). Assume {α1, α2, ..., αK} are independent with αk ∼ Bernoulli(pk)
where pk ∈ (0, 1), k = 1, 2, ...K. If R is generated from the above GDINA model satisfying the
monotonicity assumption (i.e. acquiring an additional required skill αk, k = 1, 2, ..,K
∗, will always
increase the probability of a correct response), then the mis-specified linear additive model has the
corresponding mean function in the form of E∗[R | α] = β0 + β1α1 + β2α2 + ...+ βKαK with βl 6= 0
for l = 1, 2, ...,K∗ and βk = 0 for k = K∗ + 1, ...,K.
Similar to Theorem 2.1, Theorem 2.2 states that under suitable conditions, the significant vari-
ables included in the true GDINA model can be selected correctly using a mis-specified linear model
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with additive main effects only. The detailed proofs for all the theorems can be found in appendix
Section A.
Theorems 2.1 and 2.2 demonstrate that the model selection consistency can be achieved using
a mis-specified linear main effect model. As we illustrated previously, the conditional probability
of a visible unit on the hidden units in RBMs can be regarded as a main effect logistic regression
model. Therefore we next give some intuition on why the main effect logistic regression model
will give a similar variable selection result to the linear models. Consider a main effect logistic
regression model with the canonical link function, that is, logit
(
P (R | α)) = β0 + β1α1 + ... +
βKαK . Let R = (Ri, i = 1, ..., N) denote the response vector for all the N subjects, and let
µ =
(
µi := P (Ri | αi
)
, i = 1, ..., N) denote the response probabilities for the subjects. We use
A =
(
αi
)N
i=1
∈ {0, 1}N×K to denote the latent attribute matrix for the N subjects and A∗ to
denote the N × (K + 1) matrix [1;A] with the first column all-one vector. In linear models, we
usually use the least square estimation to estimate the coefficients, while in logistic regression, the
iteratively re-weighted least square (IRLS) method is used. Next we will give some intuition why
these two estimation methods will produce similar variable selection results.
Conditional on αi’s, in the (t + 1)th step of IRLS, the updating rule for parameter θ :=
(β0, β1, ..., βK) is
θ(t+1) =
(
A∗TW (t)A∗
)−1
A∗TW (t)Z(t),
where Z(t) = A∗Tθ(t)+(W (t))−1(R−µ(t)) is the tth step working response andW (t) = diag(µ(t)1 (1−
µ
(t)
1 ), ..., µ
(t)
N (1 − µ(t)N )
)
is a diagonal weight matrix with diagonal elements being the variance esti-
mates for each Ri. Since there is no closed form of IRLS estimator and there is randomness in the
convergence process, it is very challenging to study the theoretical properties of the θ estimated by
IRLS. So we only consider a one-step update of IRLS starting from the ideal case of true parameter
θtrue for illustration. It is reasonable to study this ideal case because IRLS will converge close to
the θtrue given the correct model specification and a large sample size. If we start with the true
parameters, that is, we let θ(0) = θtrue, then,
θ(1) =
(
A∗TWtrueA∗
)−1
A∗TWtrueZtrue,
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where the working response, Ztrue = A
∗Tθtrue +W−1true(R − µtrue) is just a linear transformation
of observed response R. Note that this update takes the same form as the weighted least square
estimation of regressing Ztrue on A
∗. Hence, the variable selection result in the linear model would
be similar to that of the logistic regression. Combining Theorem 2.1 and Theorem 2.2, we have
justified that the learning of the Q-matrix by RBMs is achievable across the DINA model, the
ACDM and the GDINA model with both identity and logit links.
Remark 1. The assumption that all the latent variables {α1, ..., αK} are independent can be relaxed
to some extent in practice. This is supported by our simulation studies in section 4, in which we
considered dependent latent attributes under various CDM settings and still achieved high estimation
accuracy of the Q-matrix. Theoretical development for this part is left for future exploration.
Remark 2. In practice, it is not uncommon that some of the 2K latent attribute patterns do not exist
in the collected observations, especially when K is large. How negatively will this impact on the model
selection consistency? In the DINA model, we see from the proof of Theorem 2.1 (see Appendix
A) that to ensure the variable selection consistency for each required attribute αk, k = 1, ...,K
∗, we
need to observe data from subjects with
{
α | αk = 0, αi = 1, i = 1, . . . , k − 1, k + 1, . . . ,K∗
}
and{
α | αi = 1, i = 1, . . . ,K∗
}
. In the GDINA model, from the proof of Theorem 2.2, we can see
that to ensure the variable selection consistency for each αk, k = 1, ...,K
∗, we need to observe data
from subjects with
{
α | αk = 0
}
and
{
α | αk = 1
}
. Therefore, even though some of the latent
patterns may not exist in our observed data, the selection consistency is still achievable as long as
the required attribute patterns are present.
3 Proposed Estimation Method
In this section, we will introduce our proposed method in detail. As we have illustrated in Section
2, non-zero entries in the Q-matrix can be inferred from the corresponding non-zero entries in the
weight matrix of RBMs. Therefore, we are interested in a sparse solution of the weight matrix W .
It is well known that L1 penalty has the property of producing sparse solutions (Rosasco, 2009).
13
Hence, we propose the following L1 penalized likelihood as our objective function,
min
θ
− log {P (R;θ)}+ λ J∑
j=1
K∑
k=1
|wj,k|. (11)
where log{P (R;θ)} is the marginal log-likelihood of the observed responses R, θ = {b, c,W } are
the model parameters, and λ is a non-negative tuning parameter for the L1 penalty.
Gradient descent algorithm is a standard numerical method to solve problem (11). The likelihood
part, following the derivation by Schlueter (2014), can be shown that its gradient with respect to
the parameters has the following decomposition:
∂
∂θ
log
(
P (R;θ)
)
= −
∑
α∈{0,1}K
P
(
α|R;θ) ∂
∂θ
E
(
R,α;θ
)
+
∑
r∈{0,1}J
α∈{0,1}K
P
(
r,α;θ
) ∂
∂θ
E
(
r,α;θ
)
(12)
= EP (α|R;θ)
[
− ∂
∂θ
E
(
R,α;θ
)]− EP (r,α;θ)[− ∂∂θE(r,α;θ)]. (13)
In deep learning literature, this is a well-known decomposition into the positive phase and the
negative phase of learning, corresponding to the two expectations in (13) respectively. As the
two expectations do not have closed forms and are not directly tractable, researchers propose to
approximate the gradient by estimating these expectations through Monte Carlo sampling. In
particular, the positive phase corresponds to sampling the hidden units given the visible units,
while the negative phase corresponds to obtaining the joint hidden and visible samples from the
current model.
The bipartite graph structure of the RBM gives the special property of its conditional distribu-
tions P (α | R) and P (R | α) being factorial and simple to compute and sample from, as shown in
Section 2.2. Therefore, sampling for the positive phase is straightforward while obtaining samples
from the model for negative phase is not since it requires the joint hidden and visible samples. A
widely used algorithm to learn RBMs is known as the Contrastive Divergence (CD) algorithm, where
the negative phase is approximated by drawing samples from a short alternating Gibbs Markov chain
between visible units and hidden units starting from the observed training examples (Hinton, 2002).
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In this work, we use a CD-1 algorithm where Gibbs chains are run for 1 step to approximate the
gradient of the log-likelihood part. Specifically, given the original data R(0), we first sample α(0)
according to Equation (8) and Equation (9) to approximate the positive phase. Then given α(0),
we sample R(1) based on Equation (6) and Equation (7), and we use (R(1),α(0)) to approximate
the negative phase.
At (t+ 1)th iteration, based on the sampled data, the parameters’ updates take the same form
as gradient descent if we do not consider L1 penalty,
w′(t+1)j,k ← w(t)j,k + γ(t)
{ N∑
i=1
R
(0)
ij P
(
αik = 1 | R(0)i ;θ(t)
)− N∑
i=1
R
(1)
ij P
(
αik = 1 | R(1)i ;θ(t)
)}
, (14)
b
(t+1)
j ← b(t)j + γ(t)
{ N∑
i=1
R
(0)
i,j −
N∑
i=1
R
(1)
i,j
}
/N, (15)
c
(t+1)
k ← c(t)k + γ(t)
{ N∑
i=1
P
(
αik = 1 | R(0)i ;θ(t)
)− N∑
i=1
P
(
αik = 1 | R(1)i ;θ(t)
)}
/N, (16)
where R
(0)
i = (R
(0)
i1 , R
(0)
i2 , . . . , R
(0)
iJ ), R
(1)
i = (R
(1)
i1 , R
(1)
i2 , . . . , R
(1)
iJ ), and γ
(t) is the learning rate for the
tth iteration. Here we denote the updated weight matrix by W ′ =
(
W ′j,k
)
J×K , since we also need
to consider the gradient of the L1 penalty term later, and thus Equation (14) is an intermediate
update for the weight matrix. Detailed derivations can be found in the notes written by Schlueter
(2014). In this work, we use a linearly decreasing learning rate scheme, which is guaranteed to
converge as shown in Collins et al. (2008).
For the L1 penalty term, we adopt the implementation developed by Tsuruoka et al. (2009),
which can achieve more stable sparsity structures. As pointed out by Tsuruoka et al. (2009), the
traditional implementation of L1 penalty in gradient descent algorithm does not always lead to
sparse models because the approximate gradient used at each update is very noisy, which deviates
the updates away from zero.
The main idea of the implementation is to keep track of the total penalty and the penalty that
has been applied to each parameter, and then the L1 penalty is applied based on the difference
between these cumulative values. By doing so, it is argued that the effect of noisy gradient is
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smoothed away. To be more specific, at iteration t, let u(t) := λ
∑t
l=1 γ
(l) be the absolute value
of the total L1 penalty that each parameter could have received up to the point, where γ
(l) is the
learning rate at step l. Let c
(t−1)
j,k :=
∑t−1
l=1(w
(l+1)
j,k − w′(l+1)j,k ) be the total L1 penalty that wj,k
has actually received up to step t, where w′(l)j,k is the intermediate update at step l calculated by
Equation (14). Then at iteration (t+ 1), we update w
(t+1)
j,k by
w
(t+1)
j,k ← max
{
0, w′(t+1)j,k − (u(t) + c(t−1)j,k )
}
if w′(t+1)j,k > 0,
w
(t+1)
j,k ← min
{
0, w′(t+1)j,k + (u
(t) − c(t−1)j,k )
}
if w′(t+1)j,k ≤ 0.
Since the updates in Equation (14), (15) and (16) require summations over all the data samples,
it would be computationally expensive when the sample size is large. To reduce computational
burden, we implement a batch version of the CD-1 algorithm in practice, where we only use a small
batch of the whole data set in each iteration. Specifically, we randomly partition the whole data
set into B batches, and iterating through all the batches is known as one epoch in machine learning
literature. Here we use R =
{
R(1),R(2), . . . ,R(B)
}
to denote the partitions, NB to denote the
batch size, and Nepoch to denote the number of epoches. The resulting algorithm is summarized in
Algorithm 1.
In our proposed algorithm, there are two tuning parameters: λ for the L1 penalty and γ0 for
the learning rate. To get good estimates of our model, we need to select a suitable combination of
hyper-parameters λ and γ0. A popularly used tuning procedure is cross validation (CV). However,
as RBMs are unsupervised learning models, we cannot rely on the so-called “test error” of the
labels. Instead, since visible units are re-sampled at each iteration in the CD algorithm, we may
use the reconstruction error of the visible units to assess the goodness of fit. Nevertheless, the
visible reconstruction error will always increase as the penalty coefficient λ increases, because larger
penalty would introduce more bias. Therefore, the traditional CV procedures would not work here.
To solve this problem, given values of λ and γ0, instead of directly using the Wˆλ,γ0 obtained from
a penalized RBM to compute the reconstruction error, we propose to debias the nonzero entries
in Wˆλ,γ0 by training an RBM with no penalty but fixing the zero positions the same as those in
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Algorithm 1: CD-1 algorithm with L1 penalty
Input: Data R =
{
R(1),R(2), . . . ,R(B)
}
, λ, γ0, and Nepoch.
Output: Estimates Wˆ , bˆ, cˆ.
Initialize w
(0)
j,k , b
(0)
j , c
(0)
k ∼ N(0, 0.1), u(0) = 0, c(0)j,k = c(1)j,k = 0;
for e = 0, . . . , Nepoch − 1 do
for b = 0, . . . , B − 1 do
t = e×B + b (the number of iterations);
γ(t) = γ0t+1 ;
R(0) ← R(b+1);
Sample α(0) ∼ P (α | R(0); c(t),W (t));
Sample R(1) ∼ P (R | α(0); b(t),W (t));
u(t) ← u(t−1) + λγ(t);
for j = 1, . . . , J, k = 1, . . . ,K do
w′(t+1)j,k ← w(t)j,k + γ(t)
{∑NB
i=1R
(0)
ij P
(
αik = 1 | R(0)i
)−∑NBi=1R(1)ij P (αik = 1 | R(1)i )};
if t ≥ 2 then c(t−1)j,k ← c(t−2)j,k + w(t)jk − w′(t)j,k;
if w′(t+1)j,k > 0 then
w
(t+1)
j,k ← max
{
0, w′(t+1)j,k − (u(t) + c(t−1)j,k )
}
;
else
w
(t+1)
j,k ← min
{
0, w′(t+1)j,k + (u
(t) − c(t−1)j,k )
}
;
end
end
for j = 1, ..., J do
b
(t+1)
j ← b(t)j + γ(t)
{∑NB
i=1R
(0)
i,j −
∑NB
i=1R
(1)
i,j
}
/NB;
end
for k = 1, ...,K do
c
(t+1)
k ← c(t)k + γ(t)
{∑NB
i=1 P
(
αik = 1 | R(0)i
)−∑NBi=1 P (αik = 1 | R(1)i )}/NB;
end
end
Wˆλ,γ0 . The proposed CV producedure is summarized below.
1. Split the data into M partitions. Each time we use one partition as the validation set and the
remaining as the training set.
2. Apply the penalized CD Algorithm 1 to train the RBM on the training set with pre-specified
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λ and γ0, and obtain the estimates Wˆλ,γ0 and Qˆλ,γ0 .
3. Use the training set again to debias the non-zero entries of Wˆλ,γ0 . Specifically, we use Wˆλ,γ0
as the initial value and set λ = 0 in Algorithm 1 to train an unpenalized RBM, and only
update the non-zero entries of Wˆλ,γ0 while keeping the zero entries unchanged. Hidden bias
c and visible bias b are updated at each step as usual. This step give us the de-biased weight
matrix Wˇλ,γ0 .
4. Compute the reconstruction error on the validation set. In specific, at each iteration of the
CD algorithm, we fix W = Wˇλ,γ0 , and only update the hidden and visible biases. The
reconstruction error is computed as the mean batch squared error between the latest sampled
visible batches {R(1)1 , ...,R(1)m } and the observational batches {R(0)1 , ...,R(0)m } in the validation
set.
5. For each combination of λ and γ0 in the candidate set, we repeat Step 2-4 across all M
validation sets. The Qˆλ∗,γ∗0 corresponding to the smallest mean batch squared error (see
Section 4 for definition) is taken as the final estimate of the Q-matrix.
Another major difference from the traditional CV procedure is we select the Q-matrix corre-
sponding to the smallest validation error instead of taking average of the validation errors and then
training a new RBM with the best tuning parameters according to the smallest mean error. There
are two advantages. On one hand, the traditional way of averaging errors, though more stable, is
very time-consuming in this problem. On the other hand, the gradient descent steps in the CD
algorithm may only produce locally optimal results. To avoid being stuck in sub-optima, we run
the CD algorithm M times with different initializations and different training and validation sets
for each combination of λ and γ0, and select the estimated Q-matrix corresponding to the smallest
validation error. By doing so, the Q-matrix is expected to be more accurately estimated.
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4 Simulation Studies
In this section, we conducted simulations on three popular CDMs, the DINA model, the ACDM
and the GDINA model, to study the performance of our proposed method in learning the Q-matrix
under different CDM settings. In particular, we examined the scalability to the size of the Q-matrix
and the estimation accuracy of the proposed algorithm.
We first introduce some metrics that were used to evaluate the performance of the proposed
estimation method. To measure the convergence of the algorithm, we investigated the change in
the mean batch errors against time. The mean batch error is the reconstruction error between the
latest sampled visible batches
{
R
(1)
(1), ...,R
(1)
(B)
}
and the original observed batches
{
R
(0)
(1), ...,R
(0)
(B)
}
,
where
{
R
(0)
(1), ...,R
(0)
(B)
}
partitions the whole observed data set into B batches. Given the batch-size
NB, the mean batch error is defined as
1
BNB
B∑
b=1
NB∑
i=1
J∑
j=1
(
R
(1)
(b),i,j −R
(0)
(b),i,j
)2
.
To evaluate the estimation accuracy, we report entry-wise overall percentage error (OE), out of true
positives percentage error (OTP) and out of true negatives percentage error (OTN). Specifically,
OE :=
1
JK
J∑
j=1
K∑
k=1
1
{
qˆj,k 6= qj,k
}
,
which is the percentage of wrongly estimated entries out of the total number of entries in the
Q-matrix.
OTP :=
∑J
j=1
∑K
k=1 1
{
qˆj,k = 0, qj,k = 1
}∑J
j=1
∑K
k=1 1
{
qj,k = 1
} ,
which is defined as the percentage of wrongly estimated entries out of all true positive entries (i.e.
entries 1) in the Q-matrix.
OTN :=
∑J
j=1
∑K
k=1 1
{
qˆj,k = 1, qj,k = 0
}∑J
j=1
∑K
k=1 1
{
qj,k = 0
} ,
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which is defined as the percentage of wrongly estimated entries out of all true negatives (i.e. entries
0) in the Q-matrix. A challenge in computing these errors arises because the estimated Q-matrix
can only be identified up to column permutations. To resolve this problem, we apply the Hungarian
algorithm to match the columns of the estimated Qˆ to the true Q-matrix by jointly minimizing
the total column-wise matching errors. Details of the Hungarian algorithm can be found in Kuhn
(1955).
In all simulation studies, we considered different number of latent attributes K = 5, 10, 15, 20, 25.
To ensure the Q-matrix we used is identifiable so that it can be learned from the observational data,
we used a Q-matrix specified as follows:
Q =

IK
Q1
Q2
 , (17)
where IK is a K dimensional identity matrix; Q1 ∈ {0, 1}K×K with value 1 in the (i, i)th entries
for i = 1, ...,K and the (i, i+ 1)th entries for i = 1, ...,K − 1, and values 0 for all the other entries;
Q2 ∈ {0, 1}K×K with value 1 in entries (i, i) for i = 1, ...,K, (i, i− 1) for i = 2, ...,K and (i, i+ 1)
for i = 1, ...,K − 1, and value 0 for all the remaining entries. The above construction sets the
number of items to be J = 3K. This Q-matrix satisfies the identifiability conditions in Gu and Xu
(2019) and therefore is identifiable under the DINA setting in Simulation Study 4.1. Moreover, this
construction also ensures the (generic) identifiability of the ACDM and GDINA models considered
in Simulation Studies 4.2 and 4.3 (see Xu, 2017; Gu and Xu, 2020b,a).
In each simulation study, we considered three different sample sizes N = 2000, 5000 or 10000.
Both independent and dependent cases of latent attributes were explored. Denote the latent at-
tribute matrix by A =
(
αi
)N
i=1
∈ {0, 1}N×K , which depicts the latent attribute patterns of the N
test recipients. For the independent case, each entry of A was sampled uniformly from {0, 1} with
replacement. For the dependent case, we used two steps to simulate the latent patterns (Chen et al.,
2015). First we generated a Gaussian latent vector for each subject zi = (zi,1, ..., zi,K)
i.i.d.∼ N (0,Σ)
for i = 1, ..., N , where Σ = (1− ρ)1K + ρ1K1>K , 1K = (1, . . . , 1)>K , and ρ is the correlation between
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any two different latent attributes. Then αi,k was set to be 1 if zi,k ≥ 0 and 0 otherwise. We set
ρ = 0.25 in all our simulations.
For the tuning of hyper-parameters, we took the candidate sets as λ ∈ {0.003, 0.004, ..., 0.015}
and γ0 ∈ {0.5, 1, ..., 5.5}, and did 5-fold CV to select the best estimated Q-matrix as we introduced
in Section 3. For each setting, we did 10 repetitions. Entries of the weight matrix W , visible biases
b and hidden biases c were all randomly initialized from N(0, 0.1) independently. The batch size
and the number of epochs were fixed at 50 and 300 respectively.
4.1 Simulation Study 1. DINA Model
For the DINA test items, we considered two uncertainty levels, gj = sj = 0.1 or gj = sj = 0.2 for
all j = 1, ..., J . Figure 2 plots the mean batch errors against time for the independent case with
K = 5 (the first row) and K = 25 (the second row) across different sample sizes and different noise
levels. When K = 5, we can see that the CD-1 algorithm converged well after 10 seconds for all
different sample sizes under different noise levels. This suggests that with a small number of latent
attributes, the sample sizes and the uncertainty levels do not affect the convergence speed a lot.
By looking at the second row of Figure 2, we note that although the size of the Q-matrix increases
from 75 (K = 5) to 1875 (K = 25), the convergence time only increases by around 20 seconds, and
the CD-1 algorithm converges well after just 30 seconds even when K = 25, which is pretty fast.
This indicates that our proposed method is scalable well with the size of the Q-matrix. Dependent
settings have similar convergence rates, and hence the results are not presented here.
Figure 3 and 4 plot different estimation errors against the sizes of the Q-matrix for independent
and dependent settings respectively. Different noise levels and sample sizes were used to study their
potential effects on the estimation accuracy. For the independent case, from Figure 3, we can see
that the OE stays below 10% across all the settings. There is a decreasing trend in the OE as the
Q-matrix size increases due to the increasing sparsity of the true underlying Q-matrix. Comparing
to the baseline method predicting all the entries of the Q-matrix to be 0 (which would produce OE
of 36% for K = 5), our proposed method outperforms a lot. Furthermore, we note that increasing
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uncertainty level will deteriorate the OTP, making the estimation of positive entries harder. In-
creasing the sample size N would improve the estimation accuracy in all different cases and the
improvement is especially significant when the size of the Q-matrix is large. We also notice that
the existence of correlations compound the difficulty in estimation when the size of the Q-matrix
and noise level are increased, and larger sample sizes are needed to improve the estimation accuracy
in dependent settings. Overall, the simulation results suggest that our proposed method is robust
when moderate correlations amongst latent attributes exist.
Figure 2: Plots of mean batch errors against time for the DINA data.
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Figure 3: Plots of different performance metrics against the size of the Q-matrix for the DINA data
(independent case).
Figure 4: Plots of different performance metrics against the size of the Q-matrix for the DINA data
(dependent case).
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4.2 Simulation Study 2. ACDM Model
We did similar analysis using data generated from the ACDM to examine the convergence speed and
estimation accuracy of our proposed method. Define K∗j to be the number of required attributes for
the item j. Without loss of generality, we let the first K∗j attributes be the required attributes for
item j, i.e., the corresponding row in the Q-matrix is qj = (1, ..., 1, 0, ..., 0) with the first K
∗
j entries
being 1 and all the remaining K−K∗j entries being 0. For an ACDM with the identity link function
1, we have P (Rj = 1 | 1K) = δj,0 +
∑K∗j
k=1 δj,k := pj , the highest success probability achievable
for the most capable subjects. Similar to the DINA setting, two different uncertainty levels were
considered: δj,0 = 0.1, pj = 0.9 for all j = 1, ..., J and δj,0 = 0.2, pj = 0.8 for all j = 1, ..., J . For
k = 1, ...,K∗j , δj,k is set to be (pj − δj,0)/K∗j , that is, the contribution of each required attribute
to the success probability is equal. Both independent and dependent settings were considered. In
each simulation, a 5-fold CV was implemented across 10 simulated data sets.
Figure 5 explores the convergence speed of our proposed method in the ACDM case under the
independent setting. We observed similar patterns as in the DINA case: uncertainty levels and
samples sizes do not have significant impacts on the convergence speed. Our proposed algorithm
is scalable pretty well to the size of the Q-matrix in the ACDM setting. Figure 6 and 7 plot
different estimation metrics against the size of the Q-matrix for independent and dependent settings
respectively. We can see that the results are very similar to those of the DINA model, which
demonstrates that our proposed methods is effective in the ACDM setting. Furthermore, for the
dependent setting as shown in Figure 7, we can see that our method is also robust to small to
moderate correlations amongst latent attributes in the ACDM setting.
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Figure 5: Plots of mean batch errors against the time for the ACDM data.
Figure 6: Plots of different performance metrics against the size of the Q-matrix for the ACDM
data (independent case).
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Figure 7: Plots of different performance metrics against the size of the Q-matrix for the ACDM
data (dependent case).
4.3 Simulation Study 3. GDINA Model
Let the highest success probability achievable for the most capable subjects be P (Rj = 1 | 1K) := pj
from Equation (3). Similar to the ACDM setting, we considered two uncertainty levels: δj,0 = 0.1,
pj = 0.9 for all j = 1, ..., J and δj,0 = 0.2, pj = 0.8 for all j = 1, ..., J . Using the Q-matrix specified
at the beginning of this section, for each item j, we may have K∗j = 1, 2 or 3. When K
∗
j = 1,we
set δj,k = pj − δj,0. When K∗j = 2, we let δj,k = δjkk′ = (pj − δj,0)/3 and when K∗j = 3 we set
δj,k = δjkk′ = δjkk′k′′ = (pj − δj,0)/7. As such, the main effects and the interaction terms are all
assumed to have the same contribution to the probability of a positive response. Both independent
and dependent settings were considered.
Convergence rates under independent setting are summarized in Figure 8. Similar patterns to
the DINA and the ACDM settings can be observed, indicating that our algorithm is scalable to the
size of the Q-matrix in the GDINA model. As before, dependent settings have similar convergence
patterns, and hence the results are not presented here. Behaviors of different estimation metrics
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over the size of the Q-matrix for both the independent and dependent settings are summarized in
Figure 9 and 10 respectively. They are of similar patterns to the DINA and the ACDM settings.
This suggests our proposed methods is effective in the learning the Q-matrix from data generated
using the GDINA model.
One thing to emphasize is that our method is competitive amongst the existing algorithms in
the literature. For example, comparing to a similar simulation study done in Xu and Shang (2018)
for K = 5 independent attributes and N = 2000, our overall estimation accuracy of the Q-matrix
was around 86%, while their method only achieved an overall accuracy of 71.2%. Moreover, our
method is much faster than that in Xu and Shang (2018).
Figure 8: Plots of mean batch errors against the size of the Q-matrix for the GDINA data.
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Figure 9: Plots of different performance metrics against the size of the Q-matrix for the GDINA
data (independent case).
Figure 10: Plots of different performance metrics against the size of the Q-matrix for the GDINA
data (dependent case).
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5 Real Data Analysis
In this section, we applied our proposed method to the Cattell’s 16 Personality Factors Test (Cattell
and Mead, 2008) data set offered by Open Psychometrics. In our analysis, the 16 personality traits
are adapted International Personality Item Pool attributes from the original Cattell’s design. In
total there are 49159 observations in the data set. This test consists of 163 items, designed to test
16 latent personality traits, so the Q-matrix should be of dimension 163 × 16. For each item, the
responses are on a scale from 1 to 5: 1 for strongly disagree, 2 for slightly disagree, 3 for neither agree
nor disagree, 4 for slightly agree, 5 for strongly agree. Approximately 10 items are used to target
each of the 16 personality traits. Before applying our algorithm, items targeting the same trait
were grouped together for the ease of visualization and analysis. The resulting group information
is summarized in Table 1. To make it in line with the binary CDMs, we need to discretize each
observation into 0 or 1. According to the original design, there are positive items (items that are
positively correlated with the test attribute) and negative items (items that are negatively correlated
with the test attribute) within each group. In our analysis here, a positive item was discretized to
1 if we observed 3, 4 or 5 and to 0 if we observed 1 or 2. A negative item was discretized to 1 if we
observeed 1 or 2 and to 0 if we observe 3, 4 or 5.
Since we know that in this personality test, each item was designed to target a specific personality
trait, this prior knowledge may give us a good initialization of the weight matrix W . Therefore, we
applied our proposed method by initializing the weight matrix W with Q∗ based on the original
design Table 1, where Q∗ = (q∗j,k) with q
∗
j,k = 1 if the item j targets on the kth attribute and q
∗
j,k = 0
otherwise. A 5-fold CV on the whole data set was performed to choose tuning parameters following
the procedures described in Section 3.
Figure 11 shows the heat-plot of the estimated Q-matrix and Figure 12 is the cleaned version
where only the major related latent attributes which are required by more than 7 items in each
group of items are retained. In Figure 11 and 12, items belonging to the same group are those lying
in the same interval labeled by the blue lines. Looking at the the cleaned version as shown in Figure
12, we can see that almost all the diagonal blocks of the estimated Q-matrix are 1’s, suggesting that
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Warmth Intellect Emotional Stability Assertiveness
Q1-10 Q11-23 Q24-33 Q34-43
Gregariousness Dutifulness Friendliness Sensitivity
Q44-53 Q54-63 Q64-73 Q74-83
Distrust Imagination Reserve Anxiety
Q84-93 Q94-103 Q104-113 Q114-123
Complexity Introversion Orderliness Emotionality
Q124-133 Q134-143 Q144-153 Q154-163
Table 1: Clusters of items according to the underlying personality traits.
Figure 11: Heat-plot of the transpose of the estimated Q-matrix.
our method successfully captured the major attribute that each group of questions is targeting on in
the original design as in Table 1. Furthermore, we can also notice that besides the major attribute,
an item may be related to other attributes as well, which was ignored in the original design where
only one major attribute for each group was identified. For example, test recipients answering
“yes” to the item “I enjoy bringing people together” (the second item in the first group) tend to
be outgoing and welcomed by people, not only because they possess the warmth personality, but
they are also likely to have dutifulness, friendliness and sensitivity characters (so that they can feel
other people’s feelings easily). This was reflected by the second column of the estimated Q-matrix
in Figure 12. For those test recipients answering “yes” to the item “I get irritated easily” (the first
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Figure 12: Heat-plot of the transpose of the estimated Q-matrix with only major attributes for each
cluster of items.
item in the last group), besides possessing the emotionality trait, they are also likely to have the
anxiety trait, which is shown in the 154th column in the estimated Q-matrix.
To further assess the performance of our algorithm, we computed the within cluster distance
and between cluster distance to gauge the estimation accuracy of the Q-matrix. Specifically, we
used the L2 distance as the dissimilarity measure. Suppose we have n items (the first n items in the
Q-matrix without loss of generality) belonging to the same cluster, then the average within cluster
distance Dw is defined as
Dw :=
1
n(n− 1)/2
n−1∑
i=1
n∑
j=i+1
16∑
k=1
(qˆi,k − qˆj,k)2.
The between cluster distance Db, between one cluster of n items (the first n items in the Q-matrix)
and another cluster of m items (the (n+ 1)th to the (n+m)th items in the Q-matrix without loss
of generality) is defined as,
Db =
1
mn
n∑
i=1
n+m∑
j=n+1
16∑
k=1
(qˆi,k − qˆj,k)2.
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We computed the within and between cluster distances of all 16 clusters of items using Qˆ and
obtained a 16 × 16 dissimilarity matrix. This dissimilarity matrix is summarized in Figure 13,
where the diagonal entries represent the within cluster dissimilarities while the off-diagonal entries
represent the between cluster dissimilarities. We can see that the within cluster dissimilarities are
visibly smaller than the between cluster dissimilarities, which also indicates that our method has
effectively learned patterns in the Q-matrix.
Figure 13: Heat-plot of between cluster distances of estimated q vectors.
6 Discussions
In conclusion, our proposed method using RBMs with L1 penalty can achieve both fast and accurate
learning of the large Q-matrices in different types of CDMs. This is shown by both the theoretical
proofs developed in section 2.3 and the simulation studies carried out in section 4. Furthermore,
the real data analysis on Cattell’s 16 Personality Factors Test data set suggests that our method
can also work well in real world scenarios, and thus it would provide a powerful tool in large-scale
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exploratory cognitive diagnosis assessments.
Note that by initializing the RBM parameters W , b and c from N(0, 0.1), the proposed es-
timation method assumes no prior knowledge of the Q-matrix. In practice, we may have partial
knowledge of the Q-matrix, using which we could obtain a better initialization of the parameters.
For example, we may have a pre-specified Q-matrix design with possible mis-specifications of some
entries or cluster structure of the design items as in the real data analysis; in such cases, we can
initialize W based on our prior knowledge of the Q-matrix. This can have potentially significant
improvement in the estimation accuracies. For instance, we did a simulation for the DINA data in
the dependent case with ρ = 0.25 and s = g = 0.2, and found that initializing the parameters near
the truth improves accuracy metrics in all aspects comparing to its counterparts in Figure 4.
Our method does not take into account the interactions between the latent attributes due to
the assumptions imposed on RBMs. But in many real world scenarios, it is not uncommon that
the latent attributes interact with one another and have joint effects on the distribution of the
observed responses. One potential way to solve this problem is to apply deep Boltzmann machines
(DBMs) to model the distribution of the responses. Since DBMs allow interactions between the
latent attributes, it will capture the interactions between the latent attributes and take that into
account. In addition, from the simulation studies, we can see that our proposed CV procedure
works best when the size of the Q-matrix is large; it tends to control the OTP by selecting a smaller
value than the optimal penalties when the size of the Q-matrix is relatively small. It is interesting
to explore other data-driven or model-based procedures of selecting the tuning parameters in the
future.
A Appendix: Proofs of Lemmas and Theorems
Before proving our main theorems 2.1 and 2.2, we first give a lemma which would be used in the
proof of the main theorems.
Lemma 1. Assume α are independent and αk ∼ Ber(pk) for k = 1, ...,K. If true model with
response R satisfies either the GDINA model Equation (3) or the DINA model P (R = 1 | α) =
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g + (1 − s − g)α1α2...αK∗ for some s, g satisfying g < 1 − s, then the mis-specified linear additive
model of R regressed on (α1, α2, ..., αK) has the corresponding mean function in the form of E∗[R |
α] = β0 + β1α1 + β2α2 + ...+ βKαK with βk = 0 for k = K
∗ + 1, ...,K.
Proof of Lemma 1. By the independence assumption and the linear regression theory, we have for
k = 1, . . . ,K,
βk =
1
V ar(αk)
Cov
(
αk, R
)
=
1
pk(1− pk)Cov
(
αk, R
)
.
Denote α1,...,K∗ := {α1, ..., αK∗}, then by the Law of Total Covariance, we have for k = K∗+1, ...,K,
Cov
(
αk, R
)
= E
[
Cov
(
αk, R | α1,...,K∗
)]
+ Cov
(
E
[
αk | α1,...,K∗
]
,E
[
R | α1,...,K∗
])
. (18)
Applying the independence assumption again, we have
Cov
(
E
[
αk | α1,...,K∗
]
,E
[
R | α1,...,K∗
])
= Cov
(
pk,E[R | α1,...,K∗ ]
)
= 0.
Hence, we only need to consider the first term of (18). Referring to Figure 14, we know that in
both the DINA and the GDINA model setting, R ⊥⊥ αk | α1,...,K∗ for all k = K∗ + 1, ...,K.
E
[
Cov
(
αk, R | α1,...,K∗
)]
= 0.
Therefore,
βk =
0
pk(1− pk) = 0 ∀k = K
∗ + 1, ...,K.
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Figure 14: Illustration of the conditional independence relationship between R and αk given
α1, ..., αK∗ for all k = K
∗ + 1, ...,K
.
Next we give the proofs of our main theorems.
Proof of Theorem 2.1. First note that by Lemma 1, we have βk = 0 for k = K
∗ + 1, ...,K.
In the DINA setting, we have
P (R = 1 | α) =

1− s if α < 1K∗
g otherwise,
or,
R | α ∼

Ber(1− s) if α < 1K∗
Ber(g) otherwise.
(19)
Under the independence condition, for any k = 1, ...,K∗, we have
βk =
1
V ar(αk)
Cov
(
αk, R
)
=
1
pk(1− pk)Cov(αk, R).
Consider the following two events which partition the sample space of α,
E0,k :=
{
α1, ..., αk−1, αk+1, ..., αK∗ |
∏K∗
i=1,i 6=k αi = 0
}
and E1,k :=
{
α1, ..., αk−1, αk+1, ..., αK∗ |
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∏K∗
i=1,i 6=k αi = 1
}
. Denote α1,...,K∗\k :=
{
α1, ..., αk−1, αk+1, ..., αK∗
}
. By the Law of Total Covari-
ance, we have
Cov
(
αk, R
)
= E
[
Cov
(
αk, R | α1,...,K∗\k
)]
+ Cov
(
E
[
αk|α1,...,K∗\k
]
,E
[
R | α1,...,K∗\k
])
. (20)
Applying the independence condition,
Cov
(
E
[
αk | α1,...,K∗\k
]
,E
[
R | α1,...,K∗\k
])
= Cov
(
pk,E
[
R | α1,...,K∗\k
])
= 0.
Hence, we only need to consider the first term of (20),
E
[
Cov
(
αk, R | α1,...,K∗\k
)]
= E
[
E
[
αkR | α1,...,K∗\k
]− E [αk | α1,...,K∗\k] · E [R | α1,...,K∗\k]].
(21)
For a fixed k, define another two events: E2,k :=
{
α | αk = 0
}
and E3,k :=
{
α | αk = 1
}
. Then in
the event of E0,k,
(21) = E
[
E
[
αkR | E0,k
]− E [αk | E0]E [R | E0,k]]
= E
[
E
[
αkR | E0,k, E3,k
]
P (E3,k) + E
[
αkR | E0,k, E2,k
]
P (E2,k)− E
[
αk]E
[
R | E0,k
]]
= E
[
g · pk − pk · g
]
= 0.
In the event of E1,k,
(21) =E
[
E
[
αkR | E1,k
]− E [αk | E1,k]E [R | E1,k]]
=E
[
E
[
αkR | E1,k, E3,k]P (E3,k) + E
[
αkR | E1,k, E2,k]P (E2,k)
− E
[
αk
] · E [R | E1,k, E3,k] · P (E3,k)− E [αk] · E [R | E1,k, E2,k] · P (E2,k)]
=E
[
(1− s)pk + 0− pk(1− s)pk − pkg(1− pk)
]
=pk(1− pk)(1− s− g).
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Since the above reasoning works for any k = 1, 2, ...,K∗, we must have for each k = 1, 2, ...,K∗,
βk =
1
pk(1− pk)Cov
(
αk, R
)
=
1
pk(1− pk)
(
0 · P (E0,k) + pk(1− pk)(1− s− g) · P (E1,k)
)
= (1− s− g)
K∗∏
i=1,i 6=k
pi
6= 0.
Proof of Theorem 2.2. Note that by Lemma 1, we have βk = 0 for k = K
∗ + 1, ...,K.
Under the independence condition, for any k = 1, ...,K∗, we have
βk =
1
V ar(αk)
Cov
(
αk, R
)
=
1
pk(1− pk)Cov(αk, R). (22)
Denote S :=
{
1, 2, 3, ...,K∗
}
. We consider the following 2K
∗
events: E0 :=
{
α | αl = 0, ∀l ∈ S},
E1,i :=
{
α | αi = 1, αj = 0,∀j 6= i ∈ S
}
for some i ∈ S (i.e. events that only one of the required
variables taking value of 1 and all others being 0), E2,(i,j) :=
{
α | αi = αj = 1, αk = 0,∀k 6= i, j ∈ S
}
for some i 6= j ∈ S (i.e. events that any two of the required variables are 1 and all others being 0),
..., EK∗ :=
{
α | αl = 1, ∀l ∈ S
}
. Note that E0, E1,i for i ∈ S, E2,(i,j) for some i 6= j ∈ S, ..., EK∗
partition the sample space of α. The response R would have the following distribution.
R|α ∼

Ber(δ0) if E0
Ber(δ0 + δi) if E1,i
Ber(δ0 + δi + δj + δi,j) if E2,(i,j)
...
Ber
(
δ0 +
∑K∗
k=1 δk + ...+ δ12...K∗
)
if EK∗ .
(23)
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By the Law of Total Covariance, we have
Cov
(
αk, R
)
= E
[
Cov
(
αk, R | α1,...,K∗\k
)]
+ Cov
(
E
[
αk|α1,...,K∗\k
]
,E
[
R | α1,...,K∗\k
])
. (24)
Similar to the DINA case, we also have
Cov
(
E
[
αk | α1,...,K∗\k
]
,E
[
R | α1,...,K∗\k
])
= Cov
(
pk,E
[
R | α1,...,K∗\k
])
= 0.
Hence, we only need to consider the first term of (24),
E
[
Cov
(
αk, R | α1,...,K∗\k
)]
= E
[
E
[
αkR | α1,...,K∗\k
]− E [αk | α1,...,K∗\k] · E [R | α1,...,K∗\k]].
(25)
Fix a k ∈ S. Let S′ := {1, 2, ..., k − 1, k + 1, ...,K∗}. We can define new 2K∗−1 events: E∗0 :={
α1,...,K∗\k | αl = 0 ∀l ∈ S′}, E∗1,i :=
{
α1,...,K∗\k | αi = 1, αl = 0, ∀l 6= i ∈ S′
}
for some
i ∈ S′, E∗2,(i,j) :=
{
α1,...,K∗\k | αi = αj = 1, αl = 0, ∀l 6= i, j ∈ S′
}
for some i 6= j ∈ S′,...,
E∗K∗−1 :=
{
α1,...,K∗\k | αl = 1 ∀l ∈ S′
}
. And define E′0 :=
{
α | αk = 0
}
and E′1 :=
{
α | αk = 1
}
.
In the event of E∗0 ,
(25) =E
[
E
[
αkR | E∗0
]− E [αk | E∗0]E [R | E∗0]]
=E
[
E
[
αkR | E∗0 , E′1
]
P (E′1) + E
[
αkR | E∗0 , E′0
]
P (E′0)
− E
[
αk
]
E
[
R | E∗0 , E′1
]
P (E′1)− E
[
αk
]
E
[
R | E∗0 , E′0
]
P (E′0)
=E
[
(δ0 + δk)pk + (1− pk) · 0− (δ0 + δk)p2k − δ0(1− pk)pk
]
=pk(1− pk)δk.
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In the event of E∗1,i for some i ∈ S′,
(25) =E
[
E
[
αkR | E∗1,i
]− E [αk | E∗1,i]E [R | E∗1,i]]
=E
[
E
[
αkR | E∗1,i, E′1
]
P (E′1) + E
[
αkR | E∗1,i, E′0
]
P (E′0)
− E
[
αk
]
E
[
R | E∗1,i, E′1
]
P (E′1)− E
[
αk
]
E
[
R | E∗1,i, E′0
]
P (E′0)
]
=E
[
(δ0 + δi + δk + δik)pk + (1− pk) · 0− (δ0 + δi + δk + δik)p2k − (δ0 + δi)(1− pk)pk
]
=pk(1− pk)(δk + δik).
In the event of E∗2,(i,j) for some i 6= j ∈ S′,
(25) =E
[
E
[
αkR | E∗2,(i,j)
]− E [αk | E∗2,(i,j)]E [R | E∗2,(i,j)]]
=E
[
E
[
αkR | E∗2,(i,j), E′1
]
P (E′1) + E
[
αkR | E∗2,(i,j), E′0]P (E′0)
− E
[
αk
]
E
[
R | E∗2,(i,j), E′1
]
P (E′1)− E
[
αk
]
E
[
R | E∗2,(i,j), E′0
]
P (E′0)
]
=E
[
(δ0 + δi + δj + δk + δij + δik + δjk + δijk)pk + (1− pk) · 0
− (δ0 + δi + δj + δk + δij + δik + δjk + δijk)p2k − (δ0 + δi + δj + δij)(1− pk)pk
]
=pk(1− pk)(δk + δik + δjk + δijk).
Continuing this process and substitute the relevant values into Equation (22), we can show that
βk =

δk if E
∗
0
δk + δik if E
∗
1,i
δk + δik + δjk + δijk if E
∗
2,(i,j)
...
δk +
∑K∗
i=1,i 6=k δik + ...+ δ1...K∗ if E
∗
K∗−1.
(26)
39
Since the above holds for all k = 1, 2, 3, ...K∗, we have for each k = 1, 2, 3, ...K∗,
βk =δk · P (E∗0) +
∑
i∈S′
(δk + δik) · P (E∗1,i) +
∑
i,j∈S′,i 6=j
(δk + δik + δjk + δijk) · P (E∗2,(i,j)) + ...
+
(
δk +
K∗∑
i=1,i 6=k
δik + ...+ δ1...K∗
) · P (E∗K∗−1) (27)
Assuming monotonicity in acquiring an additional skill, we can show all the terms in (27) are greater
than 0. The first term is positive as both δk and P (E
∗
0) are positive. To see why the second term
is positive, consider two examinees, one with skill set α1 =
{
α | αi = 1, αl = 0, ∀l 6= i ∈ S
}
while
the other with skill set α2 =
{
α | αi = αk = 1, αl = 0, ∀l 6= i, k ∈ S
}
. Then we know according
to Equation (3), P (R = 1 | α1) = δ0 + δi and P (R = 1 | α2) = δ0 + δi + δk + δik. The monotonicity
assumption then implies P (R = 1 | α2) − P (R = 1 | α1) = δk + δik > 0. Hence the second term
is positive. We can use a similar strategy to show all the terms in (27) are positive and thus reach
the conclusion that βk 6= 0 for each k = 1, 2, 3, ...K∗.
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