Purpose: The AAPM Task Group 162 aimed to provide a standardized approach for the assessment of image quality in planar imaging systems. This report offers a description of the approach as well as the details of the resultant software bundle to measure detective quantum efficiency (DQE) as well as its basis components and derivatives. Methods: The methodology and the associated software include the characterization of the noise power spectrum (NPS) from planar images acquired under specific acquisition conditions, modulation transfer function (MTF) using an edge test object, the DQE, and effective DQE (eDQE). First, a methodological framework is provided to highlight the theoretical basis of the work. Then, a step-bystep guide is included to assist in proper execution of each component of the code. Lastly, an evaluation of the method is included to validate its accuracy against model-based and experimental data. Results: The code was built using a Macintosh OSX operating system. The software package contains all the source codes to permit an experienced user to build the suite on a Linux or other *nix type system. The package further includes manuals and sample images and scripts to demonstrate use of the software for new users. The results of the code are in close alignment with theoretical expectations and published results of experimental data. Conclusions: The methodology and the software package offered in AAPM TG162 can be used as baseline for characterization of inherent image quality attributes of planar imaging systems.
INTRODUCTION
Image quality is the prime attribute and expectation from an imaging system. Over years, methodologies have been devised and used to characterize the image quality attributes of planar (two-dimensional) x-ray imaging systems. While mature, the methods of such characterizations have been variable, leading to diversity in the results. This was the prime motivation for the AAPM Task Group 162 to develop a software solution to offer a standardized characterization of these attributes. Based on established techniques already in use in the scientific community, this charge was accomplished in the development of a suite of software (DQEss) for the assessment of the system modulation transfer function (MTF), the system noise power spectrum (NPS) at a specific input exposure, and the detective quantum efficiency (DQE). The software package includes additional placeholder multiplicative factors, which can be employed if additional extensions of the DQE, such as effective DQE (eDQE), are desired. The package also has additional provisions for utilizing images in DICOM format, taking multiple input images to output composite results, and rebinning the outputs into equal increments of frequency (e.g., 0.05 cycles/mm).
The software was tested extensively with various imaging systems. The package includes example images that can be used as templates to become familiar with the program. This Report constitutes the documentation for the first release of the program. What follows is the methodological framework of the program, its operational specifications, and a report of its evaluation through specific examples. The software package is intended for imaging researchers, developers, and clinical physicists with basic computational competencies interested to characterize the radiographic performance of digital x-ray systems, not taking into consideration the potential temporal, lag, or multi-dimensional aspects of digital imaging sensors.
METHODOLOGICAL FRAMEWORK 2.A. Pre-requisites
The performance of a digital radiographic detector is dependent on the x-ray beam quality (i.e., x-ray source/target, kVp and filtration) and quantity (i.e., exposure) used to form the image. Thus, the x-ray technique(s) at which a detector performance is sought should be decided at the outset. Ideally, the detector should be tested using techniques similar to those used for the intended application. For example, a chest radiographic system might be tested at 120 kVp, while a digital mammographic system might be tested in the 25-35 kVp range. Additional filtration is necessary to create an x-ray spectrum more closely emulating that impinging on the detector when imaging a patient, and to reduce the dependence of the measurements on the particularities of the x-ray source used. The filter is placed as close as possible to the focal spot to reduce the contribution of scattered radiation to the acquired images. Table I lists typical beam qualities used  for detector characterization. A second prerequisite for assessing the performance of a digital detector is its flat-field calibration. Digital detectors are susceptible to inherent nonuniformities, dead pixels, and pixel-to-pixel sensitivity differences, discussed further in the next chapter. To correct for such nonuniformities, most digital detectors employ nonuniformity (e.g., offset and gain) calibrations. Often these calibrations are done with an anti-scatter grid in place. Furthermore, sometimes the detector may have additional or protective covers or be integrated within a Bucky unit or table with a certain level of x-ray absorption. The presence of additional absorptive layers does impact the noise performance of the detector. Before initiating the evaluation, it is imperative that a detector be calibrated according to the manufacturer's guidelines for the imaging setup with which it will be evaluated (i.e., grid or no grid, specific covers used, etc.), and the setup be reported along with the evaluation results.
Finally, the system should be able to output image data in a linear and raw format; that is, the pixel values should be linearly proportional to exposure and no processing (other than nonuniformity and pixel defect calibrations) should have been applied to the image data. This format is often referred to as "for processing" format. If the linearity and processing requirements are not met, but the data can be converted to a linear format and the processing steps "undone," the data may still be used for the sharpness and noise assessments. If unaccounted for, the computations required for those assessments will violate the required underlying theoretical basis for the assessments. 
2.B. MTF
Assuming a band-limited or unaliased system, the modulation transfer function (MTF) is a measure of system resolution properties at an input frequency. [1] [2] [3] [4] [5] In radiographic systems, the MTF is typically evaluated using a slit or edge device. The former method requires high precision alignment of the slit, as well as high photon flux to achieve an adequate depiction of the tails of the line spread function. However, the edge technique presents a more practical alternative. Using an edge, the edge spread function (ESF) can be extracted, differentiated, and Fourier transformed to obtain the MTF. The MTF is generally measured using a radiopaque edge, and a relatively high exposure level at a targeted beam spectrum. Alternatively, where contrast and noise might impact the MTF (such as in images when processed with nonlinear image processing methods), it can be measured with a lowcontrast edge at a specific exposure level to capture the MTF relevant to a particular imaging task.
This package contains the tools to determine the MTF of a system using an edge device, ideally a highly or fully opaque edge. The device is recommended to be placed at the center of the field of view, angled by 2-3 degrees with respect to the detector pixel array, and at the closest distance to the detector array (for DQE measurements) or at the outer surface of the attenuating, scattering phantom (for the eDQE measurement, detailed below). 6 The object is imaged at one of the IECdefined beam qualities 7 at the IEC recommended exposure d 3.2 E nl , where E nl is the "normal level" of exposure to the image receptor during routine clinical operation, typically provided by the device manufacturer. E nl is the free-in-air exposure level (inverse-squared corrected to the exposure at the detector) that would approximately deliver the desired target exposure to the detector in the presence or absence of a phantom or the grid. Additional details about the experimental set up for MTF measurements may be found in a number of previous publications.
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2.C. NPS
The noise power spectrum (NPS) is a spectral measurement of the variance in signal amplitude at an input frequency, obtained from an ensemble average of several regions of interest (ROIs). Similarly, the NPS may be regarded as the variance or uncertainty associated with measuring each input frequency. Both interpretations are valid, as they both describe the noise power properties of an image. The normalized NPS (NNPS) further normalizes each ROI to the square of its mean signal. How appropriate the use of the NPS is versus the NNPS depends on the specific application. 13 The NNPS is computed at a given input exposure relevant to the beam impinging on the most accessible front cover of the detector, and at a targeted beam spectrum.
14 As in the case of MTF, the uniform images needed for the NPS measurements are acquired using the IEC-defined beam qualities 7 but at multiple recommended exposure levels of E nl / 3.2, E nl , and 3.2 E nl , with E nl as defined above. At each exposure, multiple images are acquired to ideally have 4 million pixels for the NPS assessment at a given exposure. 15 During image acquisitions, the actual exposure E to the detector is measured using a calibrated ionization chamber.
2.D. DQE and eDQE
The DQE can be thought of as the relative efficiency of the detector in utilizing the incident quanta to produce the image SNR. 13 DQE metrics are conventionally measured using the IEC methodology 15, 16 applying IEC-defined beam qualities 7 at the IEC recommended exposure intervals E nl / 3.2, E nl , and 3.2 E nl .
The expression for computation of the conventional DQE is
where MTF(f) and NNPS(f), as defined above, are measured in the plane of the image receptor, with the edge device for the MTF measurement placed immediately adjacent to the image receptor. 10, 11, 15 E is the free-in-air exposure measured approximately mid-way between the image receptor and xray source, algebraically extrapolated to the plane of the image receptor using the inverse square law, and q is the ideal or input signal to noise ratio squared (SNR 2 in ) per unit dose which is reported in IEC 62220-1 15 for the IEC-defined general digital radiography beam qualities, RQA1-RQA10 (RQA9 represents the equivalent of typical beam qualities for chest radiography, i.e., 120 kVp with 40 mm of Al filtration at the source.) The q-value for other beam qualities can be computed as necessary using spectral simulation algorithms for the spectrum used. Such simulations include software packages such as TASMIP and XSPECT. 17, 18 For convenience, Table I lists some typical beam qualities and q-values that may be used for the DQE estimation if the recommended beam quality is used.
The effective detective quantum efficiency (eDQE) is a relatively new metric, 6, 19 measured under approximate clinical imaging conditions so as to capture the effects of certain clinical system operating attributes that are not fully reflected in the conventional DQE measurement (performed under somewhat "idealized" conditions). The eDQE includes the effects of the antiscatter grid, the effects of focal spot blurring resulting from the finite focal spot size, and the effects of photon attenuation and scatter originating from the patient. These latter effects are simulated with an application-relevant geometric phantom that should be placed in the field per assumed patient positioning (e.g., the phantom as close as possible to the image receptor for standard projection imaging). 6 The inclusion of these effects yields a more comprehensive assessment of the system DQE, incorporating several stages of the imaging cascade. Therefore, the eDQE may provide a more clinically relevant assessment of system efficiency. The expression for eDQE is
In this expression, the performance metrics MTF(f') and NNPS(f') are computed as usual but in the object plane of interest corresponding to the approximate beam-entrance surface of the phantom accounting for focal spot blur and magnification. 6 Thus, f'=mf, where m (always greater than unity) is the magnification factor given by the ratio of the distance between the x-ray beam source and the image receptor (SID), and the distance between the source to the object plane. Both the NPS and the MTF (even when the edge device is located in a magnified location) are essentially measured in the image captured by (or at) the detector and then the frequency of the resultant image adjusted to correspond to the object plane. It should be noted that when the NNPS is ascribed to the object plane, there is a corresponding 1/m 2 change in the estimated noise that is incorporated in the above formulation.
SF is the Scatter Fraction, computed with a beam stop device, 6 also placed at the entrance surface of the phantom. The beam stop device is typically composed of an array of 20 + lead cylinders spaced 25 mm apart, each 6 mm in thickness and 3 mm in diameter, embedded in a sheet of polystyrene. Images of the device are captured at 3.2E nl . The mean pixel values are measured within a 10 pixel 9 10 pixel ROI positioned over each beam stop and ROIs on either side of the beam stop. The scatter fraction is then computed from the ratio of attenuated to average background counts averaged across the beam stops in the central portion of the image.
TF is the measured narrow-beam transmission fraction, which accounts for primary photon attenuation of the x-ray beam resulting from the presence of the phantom. TF is measured with the phantom positioned along the beam axis at approximately one-third of the SID (180 cm) from the x-ray source and the probe 5 cm behind the beam exit surface of the phantom to reflect the typical air gap in digital radiographic imaging systems. The x-ray beam collimated to the approximate size of the ionization probe with a margin for error to ensure the flux on the ionization probe is uniform. TF is measured as the ratio of the average exposure (across five repeats) with the phantom present, to that without, using a calibrated ionization chamber.
As formulated in this package, the above equation may also be written as
where A factor and B factor can reflect the terms (1-SF) 2 and (1/ TF), respectively. It should further be noted that eDQE can also be expressed as the composite metric of effective MTF and effective NNPS, each of which on its own reflects the resolution and noise of the system in the object domain accounting for the effects of focal spot, blur, scatter, grid, and magnification.
In characterizing eDQE, please note that the beam quality for eDQE measurements is that used clinically (i.e., 120 kVp for chest radiography). 20 As such, the use of IEC-specified beam qualities may not be appropriate since the intent of the eDQE measurement is to simulate the effects of the patient more directly with a relevant geometrical phantom. The q-values corresponding to the clinical beam quality conditions can be computed from a spectral simulation, the known tube voltage and the known composition of the phantom. In lieu of such calculations, the closest beam quality corresponding to the imaging application may be applied as an approximation (Table I) .
Furthermore, as with the conventional DQE, the exposure value E is measured "free-in-air", approximately halfway between the phantom and the x-ray source and then extrapolated to the plane of the image receptor using the inverse square law.
OPERATIONAL STEPS
3.A. Software installation and use
The software package is freely available for download.
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The package includes a ReadMe.txt file which details how to unpack, install, and run the software in the DQE software suite. The ReadMe.txt file is also included as a supplemental file associated with this paper. This software may be redistributed and/or modified under the terms of the GNU General Public License.
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The zip file unpacks into three components: the C++ source code, binary install files for the Macintosh OSX, and sample images and c-shell script files to provide examples for getting started. There are additional ReadMe files with the C++ source code and the SampleScript package with further instructions for building, installing, and using the software.
The binary install is simple and it is expected that a novice user should be able to install and run the programs on a Macintosh. The source files require a more experienced user to compile, link, and install the programs. Knowledge of the compiling programs with the make utility and linking with other packages is required. The software does not have a graphical user interface and requires some knowledge of the command-line-interface to the computer. Users are expected to be familiar with simple text editors to edit parameter input files and perhaps generate custom script files.
3.B. Software and processing parameters
The software package incorporates a number of required processes. These mathematical processes are governed by a set of associated input parameters, listed in Tables II-IV. Here, we offer a brief description of the parameters and their referential processes. For desired choice of best parameters, we further refer the users to articles that delineate the optimized choices for these parameters. 11, 12, 15, 16, 23 For the MTF processing, the user must select an ROI in the image which contains the edge. The ROI should be centered approximately over the length of the edge used for the calculation. Four parameters define the ROI size and location. A pixel size parameter further specifies the pixel pitch. The MTF processing applies a Hanning filter to the LSF to smooth the resultant MTF with negligible distortion of the MTF. 10 A parameter specifies the width of the Hanning window. Finally a length parameter specifies the length of the edge over which the data are processed.
Likewise, the NPS code invokes certain mathematical processes governed by a set of parameters. The parameters specifying the NPS analysis are listed in Table III . The NPS program divides up the image into multiple ROIs the results of which are averaged to obtain a composite NPS for the image. The parameters include the coordinates of the top-left pixel of the first top-left ROI, followed by pixel pitch, the number of ROIs in the horizontal (left-to-right) and vertical (top-to-bottom) directions, and the ROI size. The program has the provision to remove large-scale shadings within each ROI, a non-uniformity that is generally not considered noise. That is done by subtracting a linear or a (recommended) quadratic fit (specified by a fit parameter) from the pixel values of the ROIs. 10 The program further offers a recommended option for normalizing the individual ROI NPS results before averaging them into a single NPS (through parameter DCNorm). 23 In addition to computing the two-dimensional NPS, the program outputs one-dimensional NPS in the radial, horizontal, and vertical directions. The parameters lx and ly define the outer bounds of the horizontal and vertical frequency bands of the two-dimensional NPS that is summed together to form a low noise one-dimensional NPS in a given direction. In cases where the central axes (including the zero frequency axes in the horizontal and vertical directions) might include non-stochastic artifacts, the user may wish to exclude a certain inner band from the averaging, thus two additional parameters specifying the width of the excluded bands. These options offer flexibility in the way the horizontal and the vertical NPS results are generated.
The DQE program, likewise are governed by a set of parameters listed in Table IV . These include the q, A factor, and B factor defined in Eq. 3, along with the three exposure values corresponding to the uniform images acquired for the NPS characterization, which are incorporated in the DQE and eDQE calculations according to Eqs. 1 and 3. The program further has provisions for the use of multiple uniform images at a given exposure to obtain a smoother NPS and DQE. This enables the user to approach the ideal number of independent pixels (4 million) for the assessment of the NPS. 23 
EVALUATION
The package was evaluated in terms of the accuracy of its output compared to results expected from idealized images and from experimental data with prior published reports. The differences were measured and documented. 
4.A.1. NNPS
The noise power spectrum was computed using three test images of mean 10,000 and variance 100 of added noise with Gaussian distribution. The test images are included in this bundle. The images measured 512 9 512 pixels and consisted of 16-bit unsigned integers. The image was then divided into 16 non-overlapping ROIs measuring 128 9 128 pixels, with the location of top left-most ROI beginning at (x 0 , y 0 ) = (0, 0). Because the test image represents a projection radiograph, in order to produce results that are linear with photon exposure it is necessary to normalize to the mean signal and compute the NNPS. For validation, the predicted NNPS of pure white noise should be equal in magnitude at every spatial frequency, whose value may be determined from
where r 2 is the image variance l is the mean pixel value, du and dv are the respective horizontal and vertical Fourier space increments, NNPS n is the value of the NNPS at each frequency coordinate n. The values of du and dv may be calculated from the block size and Nyquist frequency. Assuming an equal NNPS magnitude at every n with a constant du = dv = 0.0391 mm À1 , the above equation may be simplified to
Thus, the predicted NNPS has a value of 3.99E À8 mm
À1
at every spatial frequency. The NNPS was also validated against data previously acquired for a digital radiography system and published previously. 23 
4.A.2. MTF
To produce the MTF, an edge with no noise was utilized. With the steps detailed in Section 2.A. of this paper, a radially averaged MTF was obtained and plotted to twice the Nyquist frequency. To compare the MTF to an idealized edge, a sinc function was created from an LSF that followed the shape of a rect function as
where x 0 is the pixel pitch, x is the position along the edge, and u is the spatial frequency with units of inverse length. The MTF of the edge is plotted alongside the sinc function in Fig. 2 . The MTF was also validated against data previously acquired for a digital radiography system and published previously. 4 
4.A.3. eDQE
After the MTF and NPS were obtained under idealized and experimental conditions, the eDQE was calculated using the parameters listed in Table V and the results compared against the expectations. Figure 1(a) was generated from the radially averaged NNPS of one exposure level. To verify that the NPS was computed correctly, the Figure provides a line indicating the extent to which Parseval's theorem is satisfied. The integral of the power spectrum can be computed manually from the rebinned results, and manually compared to the variance in the input image, or the coefficient of variation squared (if the NNPS was used). The relative variance expected from the synthetic image was 1.004 9 10 À6 , and the integral of the power spectrum was 1.008 9 10 À6 , a difference of <1%. The difference between the NPS of the image with added Gaussian noise and that of pure white noise would simply be the standard deviation of the Gaussian NPS itself. The code was also validated in the clinical images used in the previous publication, 4 and the results of the horizontal NNPS are presented in Fig. 2(a) . Excellent agreement was found between the two data sets. These data are included in the software package.
RESULTS
5.A. NPS
5.B. MTF
Because the creation of the ESF samples the pixels at 1/10 their binning, the MTF extends to 109 the Nyquist frequency. It is important for the user to determine how much of the Fourier data is relevant, i.e., only keeping data up to 19 or 29 the Nyquist frequency. Figure 1(b) shows the horizontal MTF of the perfect edge plotted against a predicted or idealized sinc function. Good agreement between the plots indicates a synthetic edge that is almost a perfect rect function. The package was also run on the clinical MTF previously published. 4 The results, shown in Fig. 2(b) , indicate strong correlation between the previous and current results. These data are included in the software package. Because the creation of the ESF samples the pixels at 1/10 their binning, the MTF extends to 10 9 the Nyquist frequency. It is important for the user to determine how much of the Fourier data is relevant, i.e., only keeping data up to 19 or 29 the Nyquist frequency.
5.C. eDQE
After the NPS, MTF, and necessary constants have been collected, the DQE and eDQE may be computed. In Table V . (c) The horizontal eDQE of the previous publication compared to results of the current script. Fig. 1(c) , the eDQE along the horizontal, vertical, and radial traces are plotted against spatial frequency. The horizontal and vertical traces include the axes. The synthetic data show good agreement with the predicted values. For Fig. 2(c) , the script was run on the same clinical images on which results were previously published. 5, 23 Good agreement was also found between the previous and current results. The differences were within expected variability associated with DQE measurements.
CONCLUSIONS
In this Report, we presented the software package developed by the TG to assess planar metrics of image quality and evaluated its efficacy. It has been demonstrated that the 1D and 2D NPS can easily be obtained from a medical image, and that several traces may be selected to more fully reflect the noise power spectrum. In addition, the presampled MTF can be produced beyond the Nyquist frequency and allow the user to qualify both the resolution and the potential aliasing attributes of the imaging system. Finally, the DQE and eDQE can be computed from the above elements to provide a robust assessment of the system efficiency. We believe that this software tool will be critical in evaluating, in a standard way, not only the various components of system response, but also efficiency of the imaging chain as a whole.
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