Multidegree for bifiltered D-modules by Arcadias, Rémi
ar
X
iv
:1
00
6.
22
98
v1
  [
ma
th.
RA
]  
11
 Ju
n 2
01
0
Multidegree for bifiltered D-modules
Re´mi Arcadias
arcadias@lab.twcu.ac.jp
Tokyo Woman’s Christian University,
2-6-1 Zempukuji, Suginami-ku, Tokyo 167-8585, Japan.
October 24, 2018
Abstract
In commutative algebra, E. Miller and B. Sturmfels defined the notion
of multidegree for multigraded modules over a multigraded polynomial
ring. We apply this theory to bifiltered modules over the Weyl alge-
bra D. The bifiltration is a combination of the standard filtration by
the order of differential operators and of the so-called V -filtration along
a coordinate subvariety of the ambient space defined by M. Kashiwara.
The multidegree we define provides a new invariant for D-modules. We
investigate its relation with the L-characteristic cycles considered by Y.
Laurent. We give examples from the theory of A-hypergeometric systems
MA(β) defined by I. M. Gelfand, M. M. Kapranov and A. V. Zelevinsky.
We consider the V -filtration along the origin. When the toric projective
variety defined from the matrix A is Cohen-Macaulay, we have an explicit
formula for the multidegree of MA(β) .
Introduction
We consider finite type modules over the Weyl algebra
D = C[x1, . . . , xn]〈∂1, . . . , ∂n〉.
It is classical to endow D with the filtration by the order in ∂1, . . . , ∂n, which
we call the F -filration, and to endow a D-module M with a good F -filtration.
For instance that leads to the notion of the characteristic variety, which is the
support of grF (M), and to the characteristic cycle. M. Kashiwara introduced
another kind of filtration, the V -filtration along a smooth subvariety Y of Cn.
Then one has the notion of a good (F, V )-bifiltration (c.f. [12]), and we can also
consider intermediate filtrations L between F and V as developed by Y. Laurent
in his theory of slopes (c.f. [11]). This leads to L-characteristic varieties (the
support of grL(M)) and L-characteristic cycles.
Exploring that theory with homological methods, M. Granger, T. Oaku
and N. Takayama considered (F, V )-bifiltered free resolutions of finite type D-
modules in [8], [15]. More precisely, dealing with local analytic D-modules, they
can define minimal bifiltered free resolutions. That provides invariants attached
to a bifiltered module: the ranks, also called Betti numbers, and the shifts ap-
pearing in the minimal resolution. In the category of modules over the global
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Weyl algebra, (F, V )-bifiltered free resolutions still can be considered, but the
minimality no longer makes sense.
Our main purpose in this paper is to introduce a new invariant, the mul-
tidegree, derived from the Betti numbers and shifts arising from any bifiltered
free resolution of a (F, V )-bifiltered D-module. It will be independent of the
good bifiltration, i.e. a chosen presentation of the module. We will relate this
invariant to the L-characteristic cycles.
To achieve this, we use the theory of K-polynomial and multidegree, as
was developed by E. Miller and B. Sturmfels in [13]. The multidegree is a
generalization of the usual degree in projective geometry; it is defined for finite
type multigraded modules over a polynomial ring. After reviewing this theory
in Section 1, we adapt it first to F -filtered D-modules in Section 2. We obtain
the notion of multidegree for a F -filtered D-module, which is independent of the
good filtration. This multidegree is a monomial mT d with m ∈ N; we interpret
m and d as a generic multiplicity and a generic codimension respectively.
Then we adapt the theory of multidegree to (F, V )-bifiltered D-modules in
section 3. The multidegree is an element of Z[T1, T2], denoted by CF,V (M ;T1, T2),
homogeneous in T1, T2. Its degree d has to be fixed because of the non-positivity
of the multigrading considered: if Y is the origin in Cn, d is the codimension
of the V -homogenization module RV (M). Using a proof in [12], we can show
that CF,V (M ;T1, T2) is an invariant attached to the module, indepedently of the
good bifiltration.
In section 4, we assume a strong regularity condition on the (F, V )-bifiltered
module, which we call a nicely bifiltered module. We prove that in the holonomic
case, this condition implies that the module has no slopes along Y . Then we
show that the multidegree of such a module almost only depends on the L-
characteristic cycle of the module, with L an intermediate filtration close to F
or close to V . Let us note here that we have to deal with some codimensions
which may alter the link between mutidegree and L-characteristic cycle: the
codimension of the module RV (M) may not be equal to that of gr
L(M).
Finally, we use the theory of hypergeometric systems to provide interesting
examples in section 5. We consider the hypergeometric module MA(β) intro-
duced by I. M. Gelfand, M. M. Kapranov and A. V. Zelevinsky in [5], in the
case where the semigroup generated by the columns a1, . . . , an of the matrix A is
pointed. We take Y to be the origin in Cn. In that case the problems about codi-
mensions described above does not remain, and the multidegree only depends
on the L-characteristic cycle if MA(β) is nicely bifiltered. Let vol(A) denotes
the normalized volume of the convex hull of the set {0, a1, . . . , an} in R
d. Let us
assume that the closure in Pn of the variety defined by IA is Cohen-Macaulay.
Then for generic parameters β (or for all parameters if IA is homogeneous),
niceness holds and we have:
CF,V (MA(β);T1, T2) = vol(A).
n∑
j=d
(
n− d
j − d
)
T j1T
n−j
2 .
We give examples, computed with the computer algebra systems Singular [10]
and Macaulay2 [9].
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1 Multidegree for modules over a commutative
polynomial ring
1.1 Review of the theory
Let us give a review of the theory of K-polynomials and multidegrees in the
commutative setting. Let S = k[x1, . . . , xn] with k a field. A multigrading on
S is given by a homomorphism of abelian groups deg : Zn → Zd with, denoting
by e1, . . . , en the canonical base of Z
n, deg(ei) = ai ∈ Z
d. Identifying the set of
monomials of S with Nn, we have deg(xα11 . . . x
αn
n ) =
∑
αiai, and S becomes a
multigraded ring over Zd.
Let M =
⊕
a∈Zd Ma be a multigraded S-module of finite type. For b ∈ Z
d,
let us denote by S[b] the module S endowed with the multigrading such that for
any a ∈ Zd, S[b]a = Sa−b. A multigraded free module is a module isomorphic
to
⊕r
j=1 S[bj], with b1, . . . , br ∈ Z
d.
Take a multigraded free resolution, i.e. a multigraded exact sequence
0→ Lδ → · · · → L1 → L0 →M → 0,
with Li a multigraded free module.
Definition 1.1. For b = (b1, . . . , bd) ∈ Z
d, the K-polynomial of S[b] is defined
by
K(S[b];T1, . . . , Td) = T
b1
1 . . . T
bd
d ∈ Z[T1, . . . , Td, T
−1
1 , . . . , T
−1
d ].
For b1, . . . , br ∈ Z
d, The K-polynomial of L =
⊕r
j=1 S[bj] is defined by
K(L;T1, . . . , Td) =
∑
j
K(S[bj];T1, . . . , Td) ∈ Z[T1, . . . , Td, T
−1
1 , . . . , T
−1
d ].
Then the K-polynomial of M is defined by
K(M ;T ) =
∑
i
(−1)iK(Li;T1, . . . , Td) ∈ Z[T1, . . . , Td, T
−1
1 , . . . , T
−1
d ].
Proposition 1.1 ([13], Theorem 8.34). The definition of K(M ;T1, . . . , Td) does
not depend on the multigraded free resolution.
If we substitute T1, . . . , Td by 1−T1, . . . , 1−Td in K(M ;T1, . . . , Td), we get
a well-defined power series in Z[[T1, . . . , Td]]. We then consider the total degree
in T1, . . . , Td.
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Definition 1.2. We denote by C(M ;T1, . . . , Td) ∈ Z[T1, . . . , Td] the sum of the
terms whose total degree equals codimM in K(M ; 1 − T1, . . . , 1 − Td). This is
called the multidegree of M .
Remind that the module M defines an algebraic cycle
∑
miZi, where Zi,
defined by ideals pi, are the irreducible components of rad(annM) and mi is
the multiplicity of Mpi . It turns out that the multidegree depends only on the
algebraic cycle.
Proposition 1.2 ([13], Theorem 8.53). If p1, . . . , pk are the maximal dimen-
sional associated primes of M , then
C(M ;T1, . . . , Td) =
∑
i
(multpiM)C(S/pk;T1, . . . , Td).
S is said to be positively multigraded if moreover for any b ∈ Zd, we have
dimkSb <∞. In that case we can consider the Hilbert series
H(M ;T1, . . . , Td) =
∑
b∈Zd
(dimkMb)T
b1
1 . . . T
bd
d ∈ Z[[T1, . . . , Td]].
If b = (b1, . . . , bd) ∈ Z
d, let us denote by T b the product T b11 . . . T
bd
d .
Proposition 1.3. Let S be positively multigraded. Then
1.
H(M ;T1, . . . , Td) =
K(M ;T1, . . . , Td)
Π(1 − T ai)
2. If M 6= 0, then C(M ;T1, . . . , Td) 6= 0, moreover C(M ;T1, . . . , Td) is the
sum of the non-zero terms of least total degree in K(M ; 1−T1, . . . , 1−Td).
The assertion 1 is [13], Theorem 8.20, and the assertion 2 follows from [13],
Claim 8.54 and Exercise 8.10.
1.2 Genericity
Let S = k[λ1, . . . , λp][x1, . . . , xn] be multigraded by deg xi = ai ∈ Z
d and
degλi = 0. We consider λ1, . . . , λp as parameters and study the behaviour of
the K-polynomial under the specialization.
Let K = Frac(k[λ1, . . . , λp]). Let M = S
r/N be a multigraded finite type
S-module. For c ∈ kp, let
M c =
S
〈λ1 − c1, . . . , λp − cp〉
⊗M,
considered as a multigraded k[x1, . . . , xn]-module. We are going to state that if
c is generic, then K(K ⊗M ;T ) = K(M c;T ). More precisely, we shall describe
the exceptional values of c in terms of Gro¨bner bases.
Let < be a well-ordering on Nn × {1, . . . , r}, such that for any α, β, δ ∈ Nn
and i, i′ ∈ {1, . . . , r}, we have
(α, i) < (β, i′)⇒ (α+ δ, i) < (β + δ, i′),
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and let <′ be the well-ordering on Np × Nn × {1, . . . , r} defined by
(α, β, i) <′ (α′, β′, i′) iff
{
(β, i) < (β′, i′)
or ((β, i) = (β′, i′) and α <lex α
′).
Let P1, . . . , Ps be a Gro¨bner base of N . For 1 ≤ i ≤ s, qi(λ) ∈ k[λ] denotes the
leading coefficient, with respect to <, of the image of Pi in K⊗S. For P ∈ k[x]
r
or P ∈ K[x]r, we denote by Exp<P ∈ N
n × {1, . . . , r} the leading exponent of
P with respect to <.
Proposition 1.4 ([14], Propositions 6 and 7). 1. P1, . . . , Ps is a Gro¨bner base
of K⊗N .
2. Let c ∈ kn such that c /∈
⋃
i(qi = 0). Then P1(c), . . . , Ps(c) is a Gro¨bner
base of N c and Exp<K⊗N = Exp<N
c.
Proposition 1.5. Let c ∈ kn such that c /∈
⋃
i(qi = 0). Then K(K ⊗M ;T ) =
K(M c;T ). Consequently C(K⊗M ;T ) = C(M c;T ).
This follows from Proposition 1.4 and from [13], Theorem 8.36 which asserts
that the K-polynomial remains the same when taking the initial module with
respect to any well-ordering.
2 Multidegree for F -filtered D-modules
Let D = C[x1, . . . , xn]〈∂1, . . . , ∂n〉 be the Weyl algebra. A vector (u,v) ∈
Zn × Zn is called an admissible weight vector for D if for all i, ui + vi ≥ 0. For
P =
∑
aα,β(x)x
α∂β ∈ D, we define
ord(u,v)(P ) = max(α,β)|aα,β 6=0(
∑
uiαi +
∑
viβi).
We then define an increasing filtration by F
(u,v)
d (D) = {P ∈ D, ord
F (P ) ≤ d}
with d ∈ Z.
In this section we consider only the weight vector (0,1); we will simply
denote the associated filtration by (Fd(D))d∈N, called the F -filtration. We have
grF (D) ≃ C[x1, . . . , xn, ξ1, . . . , ξn].
Let M be a D-module. An F -filtration of M is an exhausting increas-
ing filtration (Fd(M))d∈N compatible with the F -filtration of D. For n =
(n1, . . . , nr) ∈ Z
r , let us denote by Dr[n] the module Dr endowed with the
F -filtration such that Fd(D
r[n]) =
⊕r
i=1 Fd−ni(D). If N is a submodule of D
r,
we endow Dr[n]/N with the quotient filtration, i.e.
Fd
(
Dr[n]
N
)
=
Fd(D
r[n]) +N
N
.
We say that a filtration Fd(M) is good if M is isomorphic as an F -filtered
D-module to a module of the type Dr[n]/N .
Let us take a filtered free resolution
0→ Drδ [n(δ)]→ · · · → Dr1 [n(1)]→ Dr0 [n(0)]→M → 0.
Its existence can be proved in the same way as [8], Theorem 3.4, forgetting the
minimality.
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Definition 2.1. The K-polynomial of Dr[n] is defined by
KF (D
r[n];T ) =
∑
i
Tni ∈ Z[T ].
The K-polynomial of M is defined by
KF (M ;T ) =
∑
i
(−1)iKF (D
ri [n(i)];T ) ∈ Z[T ].
Proposition 2.1. The definition of KF (M ;T ) does not depend on the filtered
free resolution.
Proof. Let R = grF (D), and for n = (n1, . . . , nr), R
r[n] = ⊕ri=1R[ni]. By
grading the filtered free resolution we get a graded free resolution over the
commutative ring R:
0→ Rrδ [n(δ)]→ · · · → Rr1 [n(1)]→ Rr0 [n(0)]→ grF (M)→ 0.
The K-polynomial is unchanged. Then apply Proposition 1.1.
Definition 2.2. We denote by CF (M ;T ) the term of least degree in T in
KF (M ; 1− T ). This is the multidegree of M with respect to F .
Proposition 2.2. CF (M ;T ) does not depend on the good filtration.
Proof. Again we argue by grading. We have CF (M ;T ) = C(gr
F (M);T ). Let
K = Frac(C[x]). We have C(grF (M);T ) = C(K⊗ grF (M);T ). The graded ring
K⊗ grF (D) is a positively graded ring. Hence the K-polynomial is equal to the
numerator of the Hilbert series, by Proposition 1.3. The multidegree is of the
form mT d with d = codimK⊗grF (M) (unless it is 0), and m is the multiplicity
of K⊗ grF (M) along the maximal ideal ξ1, . . . , ξn. We can show that this data
is independent of the good filtration in the same way as [7], Remark 12 and
Proposition 25.
Let us give some interpretation. We have CF (M ;T ) = mT
d. For x0 ∈ C
n,
the graded C[ξ]-module (grF (M))x0 is defined as in the section 1.2.
Proposition 2.3. 1. m and d are equal respectively to the multiplicity and
the codimension of the graded C[ξ]-module grF (M)x0 for x0 generic. Let
us denote by π : T ∗Cn → Cn the canonical projection. d is equal to the
codimension of the variety charM ∩ π−1(x0) for x0 generic.
2. If moreover M is holonomic, then m = rankM = dimKK⊗ gr
F (M).
Proof. 1. This is Proposition 1.5.
2. In the holonomic case, K ⊗ grF (M) is finite dimensional over K, and we
have
dimKK⊗ gr
F (M) = H(K⊗ grF (M);T )|T=1.
The result follows, by using Proposition 1.3.
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3 Multidegree for (F, V )-bifiltered D-modules
Now set D = C[x1, . . . , xn, t1, . . . , tp]〈∂x1 , . . . , ∂xn , ∂t1 , . . . , ∂tp〉. We still endow
it with the F -filtration. We introduce the V -filtration along t1 = · · · = tp = 0.
This is the filtration defined by assigning the weight vector (0,−1,0,1) to the
set of variables (x, t, ∂x, ∂t). We denote this filtration by (Vk(D))k∈Z.
Then we have the (F, V )-bifiltration on D defined by Fd,k(D) = Fd(D) ∩
Vk(D) for d, k ∈ Z. For n,m ∈ Z
r, let us denote by Dr[n][m] the module Dr
endowed with the bifiltration such that
Fd,k(D
r[n][m]) =
r⊕
i=1
Fd−ni,k−mi(D).
A quotient Dr[n][m]/N is endowed with the bifiltration Fd,k(D
r[n][m]/N) =
(Fd,k(D
r[n][m]) +N)/N .
LetM be aD-module. A good bifiltration (Fd,k(M))d∈N,k∈Z is an exhaustive
increasing bifiltration, compatible with the bifiltration (Fd,k(D)), such that M
is isomorphic as a bifiltered module to a module of the type Dr[n][m]/N .
Proposition 3.1. M admits a bifiltered free resolution, i.e. a bifiltered exact
sequence
0→ Drδ [n(δ)][m(δ)]→ · · · → Dr1 [n(1)][m(1)]→ Dr0 [n(0)][m(0)]→M → 0.
We shall prove this proposition in a constructive way. For this purpose, let
us introduce some Rees algebras. First, we have the Rees algebra with respect
to the F -filtration (c.f. [3]):
RF (D) =
⊕
d
Fd(D)τ
d.
This is endowed with the V -filtration :
Vk(RF (D)) =
⊕
k∈Z
Fd,k(D)τ
d for d ∈ N.
RF (D) is isomorphic to the C-algebra generated by xi, ti, (∂xiτ), (∂tiτ), τ ,
subject to the relations [∂xiτ, xi] = τ and [∂tiτ, ti] = τ , the commutators in-
volving other pairs of generators being zero. This is a noetherian algebra. We
will replace respectively the generators xi, ti, ∂xiτ , ∂tiτ , τ by xi, ti, ∂xi , ∂ti , h,
thus we identify RF (D) with the C-algebra, denoted D
(h), generated by xi, ti,
∂xi , ∂ti , h, subject to the relations
[∂xi , xi] = h and [∂ti , ti] = h.
An admissible weight vector for D(h) is a vector (u,v, l) ∈ Zn+p × Zn+p × Z
such that for any i, ui + vi ≥ l. A filtration is associated with such a vector by
assigning it to the set of variables (x, t, ∂x, ∂t, h). The filtration associated with
(u,v, l) = (0,−1,0,1, 0) gives the V -filtration. The bigraded ring grV (D(h)) is
isomorphic to D(h) endowed with the following multigrading :
deg(xi) = (0, 0), deg(ti) = (0,−1), deg(h) = (1, 0),
deg(∂xi) = (1, 0), deg(∂ti) = (1, 1).
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Let us denote Fd(M) =
⋃
k Fd,k(M). We associate withM a RF (D)-module
RF (M) = ⊕dFd(M)τ
d, this is endowed with a V -filtration Vk(RF (M)) =
⊕dFd,k(M)τ
d.
Conversely, there exists a dehomogenizing functor ρF (see [8], where this
functor is denoted by ρ), from the category of V -filtered graded D(h)-modules
to the category of bifiltered D-modules. A D(h)-module is said to be h-saturated
if the action of h on this module is injective. [8], Proposition 3.6 states that the
functors ρF and RF give an equivalence of categories between the category of h-
saturated D(h)-modules with good V -filtrations and the category of D-modules
with good bifiltrations, and that moreover these functors are exact.
We have also the Rees algebra of D with respect to V :
RV (D) =
⊕
k∈Z
Vk(D)θ
k
This is endowed with the following filtration :
Fd(RV (D)) =
⊕
k∈Z
Fd,k(D)θ
k for d ∈ N
RV (D) is generated as a C-algebra by xiθ
0, ∂xiθ
0, tiθ
−1, ∂tiθ, θ. Let us denote
respectively those elements by x˜i, ∂˜xi , t˜i, ∂˜ti , θ. The following lemma is clear.
Lemma 3.1. RV (D) is isomorphic to the algebra C[x˜i, t˜i, θ]〈∂˜xi , ∂˜ti〉 subject to
the relations [∂˜xi , x˜i] = 1 and [∂˜ti , t˜i] = 1 for any i.
The F -filtration is then given by assigning the weight vector (0,0, 0,1,1) to the
set of variables (x˜, t˜, θ, ∂˜x, ∂˜t).
Then the bigraded ring grF (RV (D)) is isomorphic to the commutative poly-
nomial ring C[x˜i, t˜i, θ, ∂˜xi , ∂˜ti ] endowed with the following multigrading :
deg(x˜i) = (0, 0), deg(t˜i) = (0,−1), deg(θ) = (0, 1),
deg(∂˜xi) = (1, 0), deg(∂˜ti) = (1, 1).
Similarly, we define the Rees module associated with M with respect to V :
RV (M) =
⊕
k∈Z
Vk(M)θ
k
where Vk(M) =
⋃
d Fd,k(M). It admits an F -filtration
Fd(RV (M)) =
⊕
k∈Z
Fd,k(M)θ
k
such that grF (RV (M)) is isomorphic to⊕
d,k
Fd,k(M)
Fd−1,k(M)
θk.
Conversely, as it has been stated before, there exists a dehomogenizing functor
ρV , from the category of F -filtered graded RV (D)-modules to the category of
bifiltered D-modules. A RV (D)-module is said to be θ-saturated if the action
of θ on this module is injective. The functors ρV and RV give an equivalence
of categories between the category of θ-saturated RV (D)-modules with good
F -filtrations and the category of D-modules with good bifiltrations. Moreover
these functors are exact.
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Proof of Proposition 3.1. RF (M) is a finite type D
(h)-module isomorphic as a
V -filtered graded D(h)-module to a quotient of (D(h))r[m]. A presentation of
RF (M) can be obtained by means of F -adapted Gro¨bner bases. By replacing
D by D(h) in [16], section 3, we can construct a V -adapted free resolution of
RF (M). Dehomogenizing this resolution provides a bifiltered free resolution of
M .
We can use also the V -homogenization. Using [16], section 3, we construct
a presentation of RV (M). We take a bigraded free resolution of gr
FRV (M),
which can be lifted to a F -adapted resolution of RV (M), as in [8], Proposition
2.7. Taking ρV gives a bifiltered free resolution of M .
Definition 3.1. The K-polynomial of Dr[n][m] with respect to (F, V ) is defined
by
KF,V (D
r[n][m];T1, T2) =
∑
i
Tni1 T
mi
2 ∈ Z[T1, T2, T
−1
2 ].
The K-polynomial of M with respect to (F, V ) is defined by
KF,V (M ;T1, T2) =
∑
i
(−1)iKF,V (D
ri [n(i)][m(i)];T1, T2) ∈ Z[T1, T2, T
−1
2 ].
Proposition 3.2. The definition of KF,V (M ;T1, T2) does not depend on the
bifiltered free resolution.
Proof of Proposition 3.2. A bifiltered free resolution of M induces a bigraded
free resolution of grF (RV (M)). ThusKF,V (M ;T1, T2) = K(gr
F (RV (D));T1, T2)
and we can apply Proposition 1.1.
Let K = Frac(C[x1, . . . , xn]). Instead of D, we shall work with K⊗D. This
has no influence on the bifiltration.
Definition 3.2. We denote by CF,V (M ;T1, T2) the sum of the terms whose total
degree in T1, T2 equals codim (K⊗gr
F (RV (M))) in the expansion of KF,V (M ; 1−
T1, 1− T2). This is the multidegree of M with respect to (F, V ).
Theorem 3.1. CF,V (M ;T1, T2) does not depend on the good bifiltration.
Proof. As before we take the Rees algebra with respect to V . We get
RV (K⊗D) ≃ K[t˜i, θ]〈∂˜xi , ∂˜ti〉
and
A := grF (RV (K⊗D)) ≃ K[t˜i, θ, ∂˜xi , ∂˜ti ].
The ring A is bigraded as follows:
deg(t˜i) = (0,−1), deg(θ) = (0, 1), deg(∂˜xi) = (1, 0), deg(∂˜ti) = (1, 1).
This is not a positive grading since K[(t˜iθ)] = A0,0 is infinite over K. Let
M˜ = K⊗ grF (RV (M)).
A bifiltered free resolution of M induces a bigraded free resolution of M˜ , thus
KF,V (M ;T1, T2) = K(M˜ ;T1, T2).
Let us endow M with another good bifiltration (F
′
d,k(M))d,k. We denote by
M ′ the module M endowed with this bifiltration. In view of Proposition 1.2, it
is sufficient to prove
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• rad(annM˜) = rad(annM˜ ′)
• For any prime ideal p of A, multpM˜ = multpM˜ ′.
To prove these two assertions, we argue exactly in the same way as in the
proof of Proposition 1.3.2 of [12]. For the convenience of the reader, we give
here the details.
We shall also use the behaviour of dimensions and multiplicities in short
exact sequences.
Lemma 3.2 ([7], Proposition 24). Let
0→ E → F → G→ 0
be an exact sequence of finite type A-modules, and let p be a prime ideal of A.
Then
1. dimFp = max(dimEp, dimGp).
2. If dimEp = dimGp, then multpF = multpE +multpG.
If dimEp < dimGp, then multpF = multpG.
If dimEp > dimGp, then multpF = multpE.
We will follow the proof of [12] and indicate at each step how to prove :
Claim 1. rad(annM˜) ⊂ rad(annM˜ ′),
Claim 2. multpM˜ ≥ multpM˜ ′ if dimM˜p = dimM˜ ′p.
First, since Fd,k(M) and F
′
d,k(M) are good bifiltrations, there exist d0, k0 ∈
N such that for any d, k, Fd,k(M) ⊂ F
′
d+d0,k+k0
(M). Let us denote by M ′′
the module M endowed with the bifiltration (F ′d+d0,k+k0(M))d,k. The algebraic
cycle associated with M˜ ′ is equal to the algebraic cycle associated with M˜ ′′.
Thus we can suppose F ′d,k(M) ⊂ Fd,k(M).
Let us introduce the Rees algebra R(D) with respect to the bifiltration F, V ,
i.e.
R(D) =
⊕
d,k
Fd,k(D)τ
dθk.
This is isomorphic to the C-algebra generated by xi, tiθ
−1, ∂xiτ , ∂tiτθ, τ and θ,
subject to the relations [∂xiτ, xi] = τ and [∂tiτθ, tiθ
−1] = τ . This is a noetherian
algebra.
We define also the Rees module R(M) =
⊕
d,k Fd,k(M)τ
dθk. We have
grF (RV (M)) ≃
R(M)
τR(M)
.
Let us suppose moreover that there exists r ≥ 1 such that for any d, k,
F ′d,k(M) ⊂ Fd,k(M) ⊂ F
′
d+r,k(M). Let F
′′
d,k(M) = Fd,k(M) ∩ F
′
d+1,k(M). We
have
F ′d,k(M) ⊂ F
′′
d,k(M) ⊂ F
′
d+1,k(M) and Fd−r+1,k(M) ⊂ F
′′
d,k(M) ⊂ Fd,k(M).
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By induction on r we can suppose r = 1, i.e. τR(M) ⊂ R(M ′) ⊂ R(M). Then
we have the following exact sequences of grFRV (D)-modules of finite type:
0→
τR(M)
τR(M ′)
→
R(M ′)
τR(M ′)
→
R(M ′)
τR(M)
→ 0
0→
R(M ′)
τR(M)
→
R(M)
τR(M)
→
R(M)
R(M ′)
→ 0.
After tensorizing by K, we deduce rad(annM˜) = rad(annM˜ ′). Then using
Lemma 3.2, we get multpM˜ = multpM˜ ′.
Let F ′′d,k(M) = Fd,k(M) ∩ (∪iF
′
i,k(M)). We have :
R(M ′′) = R(M) ∩ (∪i≥0τ
−iR(M ′)).
Let Lj = R(M) ∩ (∪0≤i≤jτ
−iR(M ′)). This is an ascending chain of finite type
sub-modules of R(M). Hence it is stationary and there exists an integer r ≥ 0
such that
R(M ′′) = R(M) ∩ τ−rR(M ′).
In particular R(M ′′) is of finite type and F ′′d,k(M) is a good bifiltration.
We have τrR(M ′′) ⊂ R(M ′) ⊂ R(M ′′), i.e. we are in the situation of the
previous paragraph. This implies rad(annM˜ ′′) = rad(annM˜ ′) and multpM˜ ′′ =
multpM˜ ′.
On the other hand, we have a canonical injection
R(M ′′)
τR(M ′′)
→
R(M)
τR(M)
.
Then rad(annM˜ ′′) ⊂ rad(annM˜), and Claim 1 is proved. From this canonical
injection, we deduce Claim 2 by using Lemma 3.2.
4 Nicely bifiltered D-modules
In this section we consider a bifiltered D-module satisfying the following condi-
tion:
Definition 4.1. Let M be a D-module endowed with a good bifiltration. We
say that the bifiltration is nice if for any d, k,(⋃
d′
Fd′,k(M)
)⋂(⋃
k′
Fd,k′(M)
)
= Fd,k(M). (1)
In such a case, we say that M is nicely bifiltered.
Definition 4.2. Let N be a bigraded grV (D(h))-module. N is said to be h-
saturated if the map N → N sending m to hm is injective.
Let N be a bigraded grF (RV (D))-module. N is said to be θ-saturated if the
map N → N sending m to θm is injective.
Lemma 4.1. The following are equivalent :
1. M is nicely bifiltered,
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2. grV (RF (M)) is h-saturated,
3. grF (RV (M)) is θ-saturated.
Proof. By definition, 2) and 3) are equivalent to the following : ∀d, k, Fd+1,k(M)∩
Fd,k+1(M) ⊂ Fd,k(M). By [2], Lemma 1.1, this is equivalent to 1).
h-saturatedness and Gro¨bner bases. Let us give a criterion for h-saturatedness
using Gro¨bner bases. Using the preceding lemma, that leads to a criterion for the
niceness of a bifiltration. Let in this paragraphD(h) = C[x1, . . . , xn]〈∂1, . . . , ∂n, h〉.
It is graded by setting for any i, deg xi = 0, deg ∂i = 1 and deg h = 1.
Let <′′ be a well-order on N2n, compatible with sums. Then we define a
well-order <′ on N2n+1 by
(α, β, k) <′ (α′, β′, k′) iff

|β|+ k < |β′|+ k′
or |β|+ k = |β′|+ k′ and |β| < |β′|
or |β|+ k = |β′|+ k′, |β| = |β′| and (α, β) <′′ (α′, β′).
This is a well-order on the monomials of D(h) adapted to the F -filtration.
To deal with submodules of (D(h))r, we define a well-ordering < on N2n+1 ×
{1, . . . , r} by
(α, β, k, i) < (α′, β′, k′, i′) iff
{
(α, β, k) <′ (α′, β′, k′)
or (α, β, k) = (α′, β′, k′) and i < i′.
Note that if (α, β, k, i) ≥ (α′, β′, k′, i′) and |β| + k = |β′| + k′, then k ≤ k′. If
P ∈W r, we denote by in(P ) the leading monomial of P .
Definition 4.3. Let P1, . . . , Ps be a Gro¨bner base of a homogeneous submodule
N ⊂ (D(h))r. Such a base is called minimal if
∀i, ExpPi /∈
⋃
j 6=i
(
ExpPj + N
2n+1
)
.
Proposition 4.1. The following assertions are equivalent :
1. (D(h))r/N is h-saturated.
2. For any minimal homogeneous Gro¨bner base P1, . . . , Ps of N , for any i,
h does not divide inPi.
3. There exists a minimal homogeneous Gro¨bner base P1, . . . , Ps of N , such
that for any i, h does not divide inPi.
Proof. Let us prove 1)⇒ 2) Let P1, . . . , Ps be a minimal homogeneous Gro¨bner
base of N . Suppose that there exists i such that h divides inPi. Then h divides
Pi by the definition of <. By h-saturatedness, Pi/h ∈ N . Thus
Exp
Pi
h
∈
⋃
j 6=i
(
ExpPj + N
2n+1
)
,
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then
ExpPi = hExp
Pi
h
∈
⋃
j 6=i
(
ExpPj + N
2n+1
)
,
which contradicts the minimality.
2) ⇒ 3) is obvious. Let us show 3) ⇒ 1). Let P ∈ (D(h))r homogeneous
such that hP ∈ N . We shall show that P ∈ N . By division, hP =
∑
QiPi with
for any i, Qi ∈ D
(h) homogeneous, deg(QiPi) = deg(hP ), and ord
F (QiPi) ≤
ordF (hP ).
Let us suppose that there exists i such that h does not divide Qi. Then
ordFQi = degQi. Since h does not divide Pi, we have ord
FPi = degPi. Then
ordF (QiPi) = ord
F (Qi) + ord
F (Pi) = degQi + degPi = deg(hP ).
But
ordF (QiPi) ≤ ord
F (hP ) < deg(hP ),
a contradiction. Thus for any i, h divides Qi and P =
∑
(Qi/h)Pi ∈ N .
We shall make a link between the (F, V )-multidegree and the theory of slopes
of Y. Laurent, c.f. [11]. We consider intermediate filtrations L between F and
V , denoted by pF + qV with p > 0, q > 0, defined by
Lr(D) =
∑
dp+kq≤r
Fd,k(D).
Similarly we endowM with the L-filtration Lr(M) =
∑
dp+kq≤r Fd,k(M), which
is a good filtration since taking a bifiltered free presentation
Dr1 [n(1)][m(1)]→ Dr0 [n(0)][m(0)]→M → 0,
we see that grL(M) is isomorphic to a quotient of grL(Dr0 [pn(0) + qm(0)]).
On the other hand, since grV (M) is isomorphic to a quotient of grV (Dr0 [m(0)])[n(0)],
it is endowed with a natural F -filtration. Similarly, grF (M) is isomorphic to a
quotient of grF (Dr0 [n(0)])[m(0)], and it is endowed with a natural V -filtration.
In [2], we considered also the bigraded module
bigr(M) =
⊕
d,k
Fd,k(M)
Fd,k−1(M) + Fd−1,k(M)
over the ring bigr(D) ≃ grV (grF (D)) ≃ grF (grV (D)).
Lemma 4.2. If M is nicely bifiltered, we have
bigr(M) ≃ grV (grF (M)) ≃ grF (grV (M)).
Proof. For the sake of simplicity, we suppose that n(0) =m(0) = 0 and consider
M = Dr/N . We have
Fd,k(M) =
Fd,k(D
r) +N
N
, Fd(M) =
Fd(D
r) +N
N
, Vk(M) =
Vk(D
r) +N
N
.
The niceness assumption is equivalent to the following:
∀d, k, (Fd(D
r) +N) ∩ (Vk(D
r) +N) ⊂ Fd,k(D
r) +N. (2)
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We have grV (M) = grV (Dr)/grV (N) with
grV (N) =
⊕
k
Vk(D
r) ∩N + Vk−1(D
r)
Vk−1(Dr)
.
We naturally define
Fd(gr
V (N)) = Fd(gr
V (Dr)) ∩ grV (N)
=
⊕
k
Fd,k(D
r) + Vk−1(D
r)
Vk−1(Dr)
⋂ Vk(Dr) ∩N + Vk−1(Dr)
Vk−1(Dr)
.
Thus we have
grF grV (N) =
⊕
d,k
(Fd,k(D
r) + Vk−1(D
r)) ∩ (Vk(D
r) ∩N + Vk−1(D
r))
(Fd−1,k(Dr) + Vk−1(Dr)) ∩ (Vk(Dr) ∩N + Vk−1(Dr))
.
This is included in
grF grV (Dr) =
⊕
d,k
Fd,k(D
r)
Fd−1,k(Dr) + Fd,k−1(Dr)
via the map
(Fd,k(D
r)+Vk−1(D
r))∩(Vk(D
r)∩N+Vk−1(D
r))→ Fd,k(D
r)+Vk−1(D
r)→ Fd,k(D
r).
Hence
grF grV (M) = grF grV (D)/grF grV (N)
=
Fd,k(D
r)
Fd,k(Dr) ∩ (Vk(N) + Vk−1(Dr)) + Fd−1,k(Dr) + Fd,k−1(Dr)
.
On the other hand,
bigrd,k(M) =
Fd,k(M)
Fd−1,k(M) + Fd,k−1(M)
=
Fd,k(D
r) +N
Fd−1,k(Dr) + Fd,k−1(Dr) +N
=
Fd,k(D
r)
Fd,k(Dr) ∩ (Fd−1,k(Dr) + Fd,k−1(Dr) +N)
=
Fd,k(D
r)
Fd−1,k(Dr) + Fd,k−1(Dr) +N ∩ Fd,k(Dr)
.
We have to show
Fd−1,k(D
r) + Fd,k−1(D
r) +N ∩ Fd,k(D
r) = Fd,k(D
r) ∩ (Vk(N) + Vk−1(D
r))
+ Fd−1,k(D
r) + Fd,k−1(D
r). (3)
The inclusion ⊂ is obvious. On the other hand,
Fd,k(D
r) ∩ (Vk(N) + Vk−1(D
r)) = Fd,k(D
r) ∩ (N + Vk−1(D
r))
⊂ (Fd,k−1(D
r) +N) ∩ Fd,k(D
r) (using (2))
⊂ Fd,k−1(D
r) +N ∩ Fd,k(D
r),
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which proves (3).
We have showed that bigr(M) ≃ grF (grV (M)), and by exchanging the role
of F and V we show that bigr(M) ≃ grV (grF (M)).
Note also that under the niceness assumption, the module bigr(N) is identi-
fied with a submodule of bigr(Dr) such that bigr(M) ≃ bigr(Dr)/bigr(N).
Lemma 4.3 ([17], Lemma 2.1.6). For ǫ > 0 small enough,
grV (grF (M)) ≃ grL(M) with L = F + ǫV,
and
grF (grV (M)) ≃ grL(M) with L = V + ǫF.
It is known that for any L, grL(M) defines an algebraic cycle independent
of the good filtration (the proof is almost the same as for the F -filtration). The
variety defined by the annihilator of grL(M) is denoted by charL(M). Remem-
ber that K denotes the fraction field of C[x]. The module K ⊗ grL(M) also
defines an algebraic cycle independent of the good filtration.
Proposition 4.2. If M is nicely bifiltered, we have
KF,V (M ;T1, T2) = K(bigr(M);T1, T2) = K(gr
LM ;T1, T2)
with L = V + ǫF or L = F + ǫV with ǫ > 0 small enough. Here grLM is
considered as a bigraded module.
Proof. Under this assumption, any bifiltered free resolution of M induces a bi-
graded free resolution of bigrM (see [2], Theorem 1.1, forgetting the minimality).
Thus KF,V (M ;T1, T2) = K(bigrM ;T1, T2). But by Lemma 4.2 and Lemma 4.3,
bigrM ≃ grL(M).
Remark 4.1. The multidegree CF,V (M ;T1, T2) has total degree
d = codimK⊗ grF (RV (M)),
by definition. On the other hand, since the multigrading on K ⊗ bigrD is
positive, we know that the first non-zero terms in the expansion of KF,V (M ; 1−
T1, 1− T2) have total degree equal to
d′ = codim (K⊗ bigrM).
Thus d ≤ d′. If d < d′, then CF,V (M ;T1, T2) = 0. We will see in the next section
non trivial cases in which d = d′.
We then have, applying Proposition 1.2 :
Theorem 4.1. The multidegree CF,V (M ;T1, T2) only depends on codimK ⊗
grF (RV (M)) and on the algebraic cycle defined by K⊗gr
L(M) with L = V +ǫF
or L = F + ǫV with ǫ > 0 small enough.
Let us recall some geometric meaning related to the L-filtration. Let X =
Cn+p, Y = {t = 0} ⊂ X and Λ = T ∗YX the conormal bundle. We have
grL(D) ≃ O(T ∗Λ), c.f. [11]. Let π : T ∗Λ→ Y be the canonical projection.
By Proposition 1.5, CF,V (K ⊗ gr
L(M);T1, T2) = CF,V (gr
L(M)y;T1, T2) for
y ∈ Y generic. This depends only on the algebraic cycle on π−1(y) defined by
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grL(M)y for y generic. d′ is equal to the codimension of charL(M) ∩ π
−1(y) ⊂
π−1(y), for y generic.
For any L, we have grL(D) ≃ grF (grV (D)) thus grL(D) is a bigraded ring.
Following the theory of Y. Laurent, we say that M has no slopes along Y if for
any L, the ideal rad(ann grL(M)) (defining charL(M)) is bihomogeneous. The
following means that niceness of the bifiltration is a strong regularity condition.
Proposition 4.3. If M is a nicely bifiltered holonomic D-module, then M has
no slopes along Y .
Proof. As before, we identify RV (D) with D[θ]. Let us take a bifiltered free
presentation
Ds[n][m]
φ1
→ Dr
φ0
→M → 0, (4)
with φ1(ei) = P
(i) =
∑
j P
(i)
j ej , and let N = Imφ1. For the sake of simplicity,
we have assumed n(0) =m(0) = 0. This induces a bigraded free resolution
grF (D[θ])s[n][m]
φ
1→ grF (D[θ])r
φ
0→ grFRVM → 0.
Using the lifting ([8], Proposition 2.7), we can suppose that the presentation
(4) is minimal, in the sense that the elements φ1(ei) form a minimal set of
generators of Kerφ0.
Let us introduce some notations in order to determine φ1(ei).
If P =
∑
aν,µ(x, ∂x)t
ν∂µt ∈ Vk(D), we define
HVk (P ) =
∑
aν,µ(x, ∂x)t
ν∂µt θ
k−(|µ|−|ν|) ∈ D[θ],
and HV (P ) = HV
ordV (P )
(P ), the V -homogenization of P . Similarly if P =∑
Pjej ∈ ⊕Vmj (D), we define H
V
m
(P ) =
∑
HVmj (Pj)ej ∈ (D[θ])
r.
Now if P =
∑
aβ(x, t, ∂t, θ)∂
β
x ∈ Fd(D[θ]), we define
σFd (P ) =
∑
|β|=d
aβ(x, t, ∂t, θ)∂
β
x ∈ gr
F
d (D[θ]),
and σF (P ) = σF
ordF (P )
P . Similarly if P =
∑
Pjej ∈ ⊕Fnj (D[θ]), we define
σF
n
(P ) =
∑
σFnj (Pj)ej ∈ gr
F (D[θ])r .
We have
φ1(ei) = σ
F
n
(Hm(P )).
For P =
∑
ν,β,µ aν,β,µ(x)t
ν∂βx∂
µ
t , let us define the Newton polygon by
P(P ) =
⋃
(ν,β,µ)|aν,β,µ(x) 6=0
(|ν| − |µ|, |β|+ |µ|)− N2 ⊂ Z2.
We say that P(P ) is trivial if it is equal to a translate of (−N)× (−N).
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For 1 ≤ i ≤ s, let J(i) be the set of integers 1 ≤ j ≤ r such that
• ordFP
(i)
j = ni,
• ordV P
(i)
j = mi,
• P(P
(i)
j ) is trivial.
We claim that for any i, the set J(i) is non-empty. Otherwise, θ would di-
vide φ1(ei). By θ-saturatedness, φ1(ei)/θ would belong to gr
FRVN , thus the
presentation (4) would not be minimal.
Then bigrN is generated by the elements∑
j∈J(i)
σFσV (P
(i)
j )ej
for 1 ≤ i ≤ s. Let L be an intermediate filtration. We have
σL(P (i)) =
∑
j∈J(i)
σL(P
(i)
j )ej =
∑
j∈J(i)
σFσV (P
(i)
j )ej .
Thus for any L,
bigrN ⊂ grLN. (5)
IfM is a grL(D)-module, we denote by suppM the zero-set of the annihilator of
M. By [19], Theorem 1.1 and [17], Theorem 2.2.1 (valid for any L), charL(M) =
supp(grL(M)) is pure of dimension n+p for any L. Since bigrN = grF grV (N) =
grL(N) for L close to V , then supp(bigrM) is pure of dimension n+ p.
By (5), we have for any L, charLM ⊂ supp(bigrM), thus charLM is the
union of some irreducible components of supp(bigrM). The irreducible com-
ponents are bihomogeneous (a bihomogeneous module admits a bihomogeneous
primary decomposition), so charLM is bihomogeneous.
5 Examples from the theory of hypergeometric
systems
LetD = C[x1, . . . , xn]〈∂1, . . . , ∂n〉. We consider the A-hypergeometricD-module
MA(β) = D/HA(β). This is a holonomic system associated with a d×n integer
matrix A and β1, . . . , βd ∈ C as follows. We suppose that the abelian group
generated by the columns a1, . . . , an of A is equal to Z
d. Let IA be the ideal
of C[∂1, . . . , ∂n] generated by the elements ∂
u − ∂v with u, v ∈ Nn such that
A.u = A.v. The hypergeometric ideal HA(β) is the ideal of D generated by IA
and the elements
∑
j ai,jxj∂j−βi for i = 1, . . . , d. The hypergeometric modules
were introduced by I. M. Gelfand, M. M. Kapranov and A. V. Zelevinsky in [5];
their holonomicity (in the general case) was proved by A. Adolphson in [1].
We endow M with the quotient F -filtration and the quotient V -filtration
with respect to x1 = · · · = xn = 0.
Let us assume that the abelian group generated by the rows of A contains
a vector w = (w1, . . . , wn) ∈ Z
n
>0. That is equivalent to the fact that the
semigroup generated by the columns of A is pointed. By applying the weight
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vector W = (−w,w) to (x, ∂), we get a grading on D. The hypergeometric
module MA(β) is homogeneous w.r.t. to W .
Our first topic is to strenghten the correspondence between CF,V (MA(β);T1, T2)
and C(bigrMA(β);T1, T2), i.e. to prove that the modules bigrMA(β) and
grF (RV (MA(β))) have the same codimension if MA(β) is nicely bifiltered.
The codimension of a finite type D-module M is by definition the codimen-
sion of grF (M), that does not depend on the good F -filtration. In fact we can
make the weight vector vary as well.
Proposition 5.1 ([17], pp. 65-66). Let (u,v) ∈ N2n be a weight vector such
that for all i, ui + vi > 0. Endow M with a good (u,v)-filtration. Then
codim(gr(u,v)(M)) = codimM .
We have an analogous statement for D(h)-modules, proved in the same way.
Let (u,v, t) ∈ N2n+1 such that for all i, ui + vi > t. Then gr
(u,v,t)(D(h)) is
commutative.
Definition 5.1. Let M be a graded D(h)-module of finite type. Endow M with a
good (u,v, t)-filtration. We define codimM = codim(gr(u,v,t)M). This depends
neither on the good filtration nor on the weight vector (u,v, t).
Finally, since grV (D(h)) ≃ D(h), we define in the same way the codimension
of a grV (D(h))-module of finite type.
We adopt the following notation. If P =
∑
aβ(x)∂
β
x ∈ Fd(D), we de-
fine Hd(P ) =
∑
aβ(x)∂
β
xh
d−|β| ∈ D(h), and the F -homogenization H(P ) =
HordF (P )(P ). If I is an ideal of D, let H(I) be the ideal of D
(h) generated by
the elements H(P ) such that P ∈ I. We have RF (M) = D
(h)/H(I). Similarly
we define the V -homogenization, denoted by HV (P ) ∈ D[θ] and HV (I) ⊂ D[θ].
Proposition 5.2. Let M = D/I be a W -homogeneous nicely bifiltered D-
module. Then the modules M , grF (RV (M)), gr
V (RF (M)) and bigrM all have
the same codimension.
Proof. First, we prove that
codimRF (M) = codimM.
Let < be a well-order on N2n (the monomials of D) adapted to F , i.e. for
any α, α′, β, β′, |β| < |β′| ⇒ (α, β) < (α′, β′). We derive from it a well-order <′
on N2n+1 (the monomials of (D(h))) in the following way:
(α, β, k) <′ (α′, β′, k′) iff


|β|+ k < |β′|+ k′
or
{
|β|+ k = |β′|+ k′
and (α, β) < (α′, β′),
which is adapted to the F -filtration. Let P1, . . . , Ps be a Gro¨bner base of I with
respect to <. Then H(P1), . . . , H(Ps) is a Gro¨bner base of H(I) with respect
to <′ (use the Buchberger criterion). We have σF (H(Pi)) = σ
F (Pi) ∈ C[x, ξ],
thus codim(grF (RF (M))) = codim(gr
F (M)).
Now, we prove that
codim(grV (RF (M))) = codimM.
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The moduleRF (M) is bihomogeneous with respect to the weight vectors (−w,w, 0)
and (0,1, 1). Let µ = max(wi − 1) ∈ N and
Λ = (−1,1, 0)− (−w,w, 0) + µ.(0,1, 1) = (w − 1, (1 + µ)1−w, µ.1) ∈ N2n+1.
Using the bihomogeneity, a V -adapted base of H(N) is also adapted to Λ, so
grΛ(RF (M)) = gr
V (RF (M)). Then
codimgrV (RF (M)) = codimgr
(0,1,0)grV (RF (M)) (by definition)
= codimgr(0,1,0)grΛ(RF (M))
= codimgrΛ+ǫ.(0,1,0)(RF (M)) with ǫ > 0,
by [17], Lemma 2.1.6, which proves our assertion since Λ + ǫ.(0,1, 0) ∈ N2n+1.
Next, let us see that
codim(grF (RV (M))) = codimM.
We will slightly modify the problem using the niceness assumptiom. We can en-
dow grF (D) ≃ C[x, ξ] with a filtration with respect to the weight vector (−1,1),
which we still call the V -filtration. The module grF (M) ≃ grF (D)/grF (I) is
naturally endowed with the quotient V -filtration. In the same way as in the
proof of Lemma 4.2, we have
grF (RV (M)) = RV (gr
F (M)).
Thus we are reduced to show codim(RV (gr
F (M)) = codimM . As before, let
µ = max(wi − 1) and define Λ = V − (−w,w) +µ.(0,1) ∈ N
2n. We have a ring
isomorphism
RV (gr
F (D)) ≃ grF (D)[θ] ≃ RΛ(gr
F (D)),
and RV (gr
F (M)) ≃ RΛ(gr
F (M)) above this ring isomorphism. Next,
codimRΛ(gr
F (M)) = codimgrΛgrF (M)
= codimgrF+ǫΛ(M)
= codimM.
Finally, we show that
codim(bigrM) = codim(M).
We have bigrM ≃ grV grF (M), by Lemma 4.2. Taking again Λ = V −(−w,w)+
µ.(0,1), the assertion follows from grV grF (M) = grΛgrF (M) = grF+ǫΛ(M).
Remark 5.1. If MA(β) is nicely bifiltered, then we have
CF,V (MA(β);T1, T2)|T2=0 = (rankMA(β)).T
n
1 .
Indeed, a bifiltered free resolution induces a F -filtered free resolution, thus
KF (M ;T1) = KF,V (M ;T1, T2)|T2=1, so KF (M ; 1 − T1) = KF,V (M ; 1 − T1, 1 −
T2)|T2=0, and by the Proposition above, we have codimgr
F (RV (MA(β))) =
codimM = codimgrF (MA(β)) = n. We conclude by using Proposition 2.3.
Let us note for 1 ≤ i ≤ d, (Axξ)i =
∑
j ai,jxjξj ∈ gr
F (D).
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Lemma 5.1. If grF (C[∂]/IA) is Cohen-Macaulay, then (Axξ)1, . . . , (Ax∂)d is
a regular sequence in grF (D/DIA).
Proof. By [13], Proposition 7.5, dim(C[∂]/IA) = d. Using Proposition 5.1,
we get dim(grF (D/DIA)) = n + d. But dim(C[x, ξ]/(Axξ + gr
F (IA)) = n by
[18], proof of Proposition 3.8. The results follows from the Cohen-Macaulay
assumption.
5.1 The homogeneous case
We suppose moreover that the columns of A lie in a common hyperplane, i.e.
(1, . . . , 1) belongs to the Q-row span of A. Then IA is homogeneous for the
weight vector (1, . . . , 1) and MA(β) is V -homogeneous.
Lemma 5.2. MA(β) is nicely bifiltered.
Indeed,MA(β) is V -homogeneous, thus RF (MA(β)) is also V -homogeneous,
thus grVRF (MA(β)) ≃ RF (MA(β)) is h-saturated. Then apply Lemma 4.1.
Lemma 5.3. Let R = bigrD and M be a finite type bigraded R-module. Let
P ∈ R be bihomogeneous of degree (d, k). If P is a non zero-divisor on M then
1. KF,V (M/PM ;T1, T2) = (1− T
d
1 T
k
2 )KF,V (M ;T1, T2) and
2. CF,V (M/PM ;T1, T2) = (dT1 + kT2)CF,V (M ;T1, T2).
Proof. Let us prove 1). IfN is a bigraded R-module, let Sd,k(N) be the bigraded
module defined by (Sd,k(N))d′,k′ = Nd′−d,k′−k. In particular, Sd,k(D
r [n][m]) =
Dr[n+ d.1][m + k.1]. A bigraded free resolution
· · · → L1 → L0 →M → 0
of M induces a bigraded free resolution
· · · → Sd,k(L1)→ Sd,k(L0)→ Sd,k(M)→ 0
of Sd,k(M). We have a bigraded exact sequence
0→ Sd,k(M)
P.
→M →
M
PM
→ 0.
Then taking the cone of the morphism of resolutions Sd,k(L•)
P.
→ L• gives a
resolution
· · · → Sd,k(L1)⊕ L2 → Sd,k(L0)⊕ L1 → L0 →
M
PM
→ 0
of M/PM . Then 1) follows, and 2) follows from 1).
Let us denote by vol(A) the normalized volume of the convex hull in Rd of the
set {0, a1, . . . , an}. The normalization means that the set [0, 1]×· · ·× [0, 1] ⊂ R
d
has volume d!.
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Theorem 5.1. If C[∂]/IA is homogeneous and Cohen-Macaulay, then for any
β ∈ Cd we have
CF,V (MA(β);T1, T2) = vol(A).
n∑
j=d
(
n− d
j − d
)
T j1T
n−j
2 ,
Proof. By Proposition 4.2, Proposition 5.2 and Lemma 5.2, CF,V (MA(β);T1, T2)
is equal to the sum of the terms of least degree inKF,V (bigrMA(β); 1−T1, 1−T2),
and by Lemma 4.2 we have
bigrMA(β) ≃ gr
F grV (MA(β)) = gr
F (MA(β)).
When C[ξ]/IA is Cohen-Macaulay, (Axξ)1, . . . , (Axξ)d form a regular sequence
in C[x, ξ]/IA, and gr
F (HA(β)) is generated by IA and (Axξ)1, . . . , (Axξ)d, by
Lemma 5.1 and [17], Theorem 4.3.8. Using Lemma 5.3 repeatedly, we get
CF,V (gr
F (MA(β));T1, T2) = T
d
1 .CF,V (C[x, ξ]/IA;T1, T2).
But CF,V (C[x, ξ]/IA;T1, T2) = CF,F (C[ξ]/IA;T1, T2) since IA ⊂ C[ξ]. Let R =
C[ξ], P (T1, T2) = KF,F (R/IA;T1, T2) and Q(T ) = KF (R/IA;T ). Consider a
graded free resolution
0→ Rrδ [n(δ)]→ · · ·Rr0 [n(0)]→ R/IA → 0
of R/IA. Then we have a bigraded free resolution
0→ Rrδ [n(δ)][n(δ)]→ · · ·Rr0 [n(0)][n(0)]→ R/IA → 0
ofR/IA. We deduce that P (T1, T2) = Q(T1T2). We haveQ(1−T ) = bn−dT
n−d+
O(n−d+1), with bn−d = deg(R/IA) 6= 0, and O(n−d+1) denotes a polynomial
of valuation greater than n− d. By [6], Chapter 6, Theorem 2.3, deg(R/IA) =
vol(A). We have
P (1− T1, 1− T2) = Q((1− T1)(1 − T2))
= Q(1− (T1 + T2 − T1T2))
= bn−d(T1 + T2)
n−d +O(n − d+ 1)
= bn−d
(
n−d∑
i=0
(
n− d
i
)
T i1T
n−d−i
2
)
+O(n − d+ 1),
from which the statement follows.
To compute the multidegree in the following examples, we used the computer
algebra systems Singular [10] and Macaulay2 [9].
Example 1. Let A =
(
1 1 1
0 1 2
)
. Then IA is generated by ∂1∂3 − ∂
2
2 . For
all β, CF,V (MA(β);T1, T2) = 2T
3
1 + 2T
2
1 T2.
Example 2. Let A =
(
1 1 1 1
0 1 2 3
)
. Then IA is generated by ∂2∂4 −
∂23 , ∂1∂4−∂2∂3, ∂1∂3−∂
2
2 . For all β, CF,V (MA(β);T1, T2) = 3T
4
1+6T
3
1T2+3T
2
1 T
2
2 .
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Let us give homogeneous non-Cohen-Macaulay examples from the book [17].
Using Proposition 1.5 repeatedly, we can establish the existence of a stratifica-
tion of the space of the parameters β1, β2 by the multidegree. In the following
two examples, this stratification equals the stratification by the holonomic rank.
Example 3. Let A =
(
1 1 1 1
0 1 3 4
)
. Then IA is generated by ∂2∂
2
4 −
∂3, ∂1∂4 − ∂2∂3, ∂1∂
2
3 − ∂
2
2∂4, ∂
2
1∂3 − ∂
3
2 . For (β1, β2) 6= (1, 2), we have
CF,V (MA(β);T1, T2) = 4T
4
1 + 8T
3
1 T2 + 4T
2
1 T
2
2 .
For (β1, β2) = (1, 2), we have
CF,V (MA(β);T1, T2) = 5T
4
1 + 12T
3
1T2 + 10T
2
1 T
2
2 + 4T1T
3
2 + T
4
2 .
Example 4. Let A =
(
1 1 1 1 1
0 2 4 7 9
)
. Then IA is generated by ∂2∂4 −
∂23 , ∂
2
1 − ∂2∂3. Let E = {(2, 10), (2, 12), (3, 19)}. For (β1, β2) /∈ E, we have
CF,V (MA(β);T1, T2) = 9T
5
1 + 27T
4
1 T2 + 27T
3
1T
2
2 + 9T
2
1 T
3
2 .
For (β1, β2) ∈ E, we have
CF,V (MA(β);T1, T2) = 10T
5
1 + 32T
4
1T2 + 37T
3
1T
2
2 + 19T
2
1T
3
2 + 5T1T
4
2 + T
5
2 .
5.2 The inhomogeneous case
Following arguments in the book [17], we extend Theorem 5.1 in the inhomoge-
neous case, for generic parameters β.
Theorem 5.2. Assume that C[∂, h]/H(IA) is Cohen-Macaulay. Then for generic
β, the module MA(β) is nicely bifiltered and
CF,V (MA(β);T1, T2) = vol(A).
n∑
j=d
(
n− d
j − d
)
T j1T
n−j
2 .
Here, the assumption is that the closure of the variety defined by IA in the
projective space Pn is Cohen-Macaulay.
Proof. First, note that the C[∂, h]-module C[∂, h]/H(IA) and the gr
F (C[∂])-
module grF (C[∂])/grF (IA) have same codimension and same projective dimen-
sion. Thus by [4], Corollary 19.15, the Cohen-Macaulayness of the former is
equivalent to that of the latter.
Also,
C(grF (C[∂])/grF (IA);T ) = C(C[∂, h]/H(IA);T ) = deg(C[∂, h]/H(IA))T
n−d
and again by [6], Chapter 6, Theorem 2.3, deg(C[∂, h]/H(IA)) = vol(A).
For generic β, by [17], Theorem 3.1.3 (with w = (1, . . . , 1)), and [16], Theo-
rem 2.5,
HV (HA(β)) = D[θ]H
V (IA) +
∑
i
D[θ]((Ax∂)i − βi).
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By Lemma 5.1, because of the Cohen-Macaulay assumption, (Axξ)1, . . . , (Axξ)d
is a regular sequence in grF (D[θ])/grF (IA) = gr
F (D[θ])/grF (HV (IA)). That
implies thatHV (IA) and ((Ax∂)i−βi)i form an F -involutive base ofH
V (HA(β))
(see [17], Proposition 4.3.2). Then
grF (HV (HA(β))) = gr
F (D[θ])grF (HV (IA)) +
∑
i
grF (D[θ])(Ax∂)i.
= grF (D[θ])grF (IA) +
∑
i
grF (D[θ])(Ax∂)i.
Thus grF (HV (HA(β))) is generated by elements independent of θ; this implies
that grF (RV (MA(β))) is θ-saturated (consider the graduation given by the de-
gree in θ), which is equivalent to niceness by Lemma 4.1.
We have again bigrMA(β) ≃ gr
F grV (MA(β)). With same arguments as
above, we show that grF grV (HA(β)) is generated by gr
F (IA) and (Axξ)i for
generic β. We conclude the computation of the multidegree as in the proof of
Theorem 5.1.
To finish, let us give examples in the inhomogeneous case.
Example 5. Let A =
(
0 1 3
4 3 2
)
. Then IA is generated by ∂
7
1∂
4
3−∂
12
2 . The
ring C[∂, h]/H(IA) is Cohen-Macaulay. For any β, MA(β) is nicely bifiltered
and CF,V (MA(β);T1, T2) = 12T
3
1 + 12T
2
1 T2.
Example 6. Let A =
(
−2 −1 0 1
1 1 2 2
)
. Then IA is generated by ∂
2
2∂
2
4 −
∂33 , ∂1∂4 − ∂2∂3, ∂1∂
2
3 − ∂
3
2∂4, ∂
2
1∂3 − ∂
4
2 . The ring C[∂, h]/H(IA) is not Cohen-
Macaulay. For β generic, MA(β) is nicely bifiltered and
CF,V (MA(β);T1, T2) = 6T
4
1 + 12T
3
1T2 + 6T
2
1T
2
2 .
We could check that the couple β = (−1, 2) is exceptional. In that case MA(β)
is also nicely bifiltered and we have
CF,V (MA(β);T1, T2) = 7T
4
1 + 16T
3
1T2 + 12T
2
1 T
2
2 + 4T1T
3
2 + T
4
2 .
Let us remark that in Examples 1–6, the formula of Theorems 5.1 and 5.2
holds for generic β, sometimes without the Cohen-Macaulay assumption.
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