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1.視覚情報処理とニューロコンピュータ
正会員 岡 部 洋 一 †
1 1. ま え が さ
近年,ニューロコンピュータという言葉が流行りだ
している.およそ30年前から20年前に,努力的に研
究されたニューロンネットワークの再来である.この
20年間に何が起きたのだろうか.それはコンピュー
タの大幅な進歩である.当時仮設されたが実証の難し
かったモデルや新しい提案が,次々とシミュレーショ
ンにより検証されつつある.
このニューロコンピュータの研究結果は,いろいろ
な分野へ応用されつつある.特に,視覚情報系の研究
とは切っても切れない関係があり,最も大きな影響を
与えつつある.パターン認識のような情報処理は,人
間にとっては易しいが,機械にとっては極めて困難で
ある.20年前に神経回路的なパーセプトロンが発明
され,パターン認識に大きな影響を与えた.しかし,
その限界が明白になってからは,パターン認識は計算
機で論理的に解決しようという機運が高くなり,それ
がAI,つまり人工知能の分野の発展を促した.しか
し,純粋に計算機論理により攻めるのはやはり困難で
あるという認識が高まっており,それが今回のブーム
のひとつの要因になっている.
一方で,この20年の間,本質的な新原理は何も提
案されていないとの指摘もあり,さらに一方では,い
や新しいシミュレーション結果は,生理学や心理学に
も新しい知見を与えるのではないかといった賛否両論
がある.この際,両方の立場を正確に把擬しておく必
要があると思われる.
2.視覚情報処理系の形態
生物の視覚情報の処理系は,進化とともにその形を
大きく変えてきた.脊椎動物について,そのおよその
発達の様子を図1に示す.
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三
次視覚野,視覚連合野,と中枢に向かって中継されて
いく.また,ひたすら1対 1に投射されていくのでは
なく,例えば,第2次視覚野にはいくつかの核があ
り,第1次視覚野から複数に分岐し,それぞれの役割
を果たしていることが,生理学の研究から判明してい
る.
網膜や各中継核はそれぞれ異なる役割を果たしてい
るが,ミクロな構造は比較的似ている.典型的な構造
を図2に示すが,層構造をしていること.入力出力と
も並列に結合し,明らかに並列処理をしていることが
特徴である.しかし,各層が具体的にどういった情報
処理をしているかは,それほど正確には判明していな
い.
こうした構造を反映して,これまで提案されてきた
いくつかの視覚情報処理モデルは,いずれもなんらか
の層構造を持ち,また並列処理を基本としている.
神経細胞に電極を刺すことにより,各層のおよその
役割を生理学的に調べることができる.当然のことな
がら,目に近い層ほど簡単な処理をしている.例え
ば,網膜では図形の境界に対しよく応答する細胞が発
見できる.視床では図形境界の角度に応じて興奮する
細胞が存在する.大脳皮質の第1次視覚野では,図形
の部分的特徴,例えば,図形の端点などに反応する細
胞がある.第2次視覚野には,放射状に配列された線
分の集合,回転的に配列された線分の集合に興奮する
細胞なども見つかる.さらに視覚連合野になると,人
間の顔の呈示に反応する細胞があるというように,上
位ほど高級な情報処理をしている.
しかし,各層で行っている情報処理は,比較的簡単
なモデルで理解できる.例えば,網膜の視覚細胞は,
目に入ってきた視覚パターンそのものの空間的構造に
対応して,反応したりしなかったりする.こうした細
胞群から図形境界に反応する細胞を作ろうとすると,
空間のラプラシアンつまり2次微分をとればよいが,
図 2 皮質構造894 (10) それは視覚細胞の興奮の線形結合で
容易に実現でき
/る.このように各層の動作は,ほぼ線形
結合と,飽和型関数で理解できる.こうした事実が,
ニューロコンピュータの設計に大きく役
立っている.3.パ
ーセプ トロン視覚情報処理系の最も重要な機能は
パターン認識であろう.パターン認識とは,入力にパ
ターンを与えたとき,出力にそれに対応する適切な行
動が現れることである,実際の生物では,入力パター
ンも時々刻々変化し,出力もそれに応じ適切な時系列
パターンを生成していく.さらに,生物には明らかに
内部状態が存在し,同じ入力パターンの呈示に対して
も,そのときの応答はいろい
ろに変化する.こうした,ディジタル回路でいえば
順序機械のような仕事をする機械を設計するのは,比
較的困難であることから,まず入力パターンに対し,
即時に出力パターンを発生する内部状態のない回路
が研究されている.つまり図3に示すような,信号が
入力から出力へ一方向にしか進まないフィードフォ
ワード回路である.こうした回路を考える際,図4に示
すように,2つの大きな考え方の潮流がある.ひと
つは,教師有り学習と呼ばれるものである.生物は
成体になるにつれ,徐々に外界に適合するような行動
をするよこになってくるが,それは外界から絶えず修
正情報を与えられるからである.そこで入力パターン
に対し,外界の_===I_--:
∵ I=-:図 3 内部状態 を持
たない神経回路図 4 教師有り学習と
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図 5 2層パーセプトロン
要乎するパターンを出力しないと外界から修正信号を
与える形式の学習機械が考えられる.外界は教師とし
て働くから,これは教師有り学習と呼ばれる,教師は
回路に対し,単に誤っていることだけを示すモデルも
あるし,出力の1つ1つに対し,それぞれどれほど修
正すべきかを教えてくれるモデルもある.
一方,生体が生まれた直後でまだ具体的な出力を出
さないうちにも,回路が形成されていくらしいという
ことが観測されている.つまり,外界からの教師情報
がなくても回路が形成されていくというモデルが考え
られる.これが教師無し学習,あるいは,自己組織型
回路と呼ばれるものである.
教師有り学習の代表は,この分野に最初に大きなイ
ンパクトを与えたRosenblattのパーセプトロンであ
ろう.これは図5に示すように,出力細胞の層の1層
だけからなる学習機械である.そこに入力から可能な
限りの接続がなされている.入力と出力細胞の間の結
合には強弱があり,各出力細胞はあらゆる入力を重み
付きで加算することになる.生理学の結果,結合には
抑制的なものも観測されているので,重みは正も負も
連続的にかけられるものとする.この加重加算結果に
応じて,各出力細胞は自分の出力を決定する.出力は
加算結果の大きい方が大きく,小さい方が小さくなる
が,飽和型特性を示すものとする.また,出力細胞に
は興奮のし易さ,つまり飽和型特性の間借に自由度が
あるが,これは常時1の入力を仮定し,それとの結合
の重み W.で等価表現する.入力を送る感覚細胞も1
層と考え,これがいわゆる2層パーセプトロンと呼ば
れるものである.
教師は入力パターンをパーセプトロンに呈示し,そ
のつど出力パターンをチェックし,出力細胞のどれが
誤っていたかを教える.誤った出力を出した細胞は,
自分に入ってきた入力線の重みを変えることで正しい
出力を出すように努力する.例えば,出力が大きすぎ
た場合には各重みを減らせばよい.この場合,全重み
を一律に下げるのではなく,入力の大きさに比例して
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重みを下げる.こうした結果,誤ったレスポンスが大
きく訂正されるようになる.一方,正しいレスポンス
は比較的保持される.
オリジナルなパーセプトロンは各神経細胞の出力関
数を階段型のものとし,出力はすべて0または1とい
うディジタル型のものであったが,本質的にはここで
述べた原理と同じ動作を行う.ディジタル型モデル
で,ある特定な出力細胞の出力について考えよう.こ
の出力が1になるのは,感覚細胞からの入力の重み付
き線形結合が0以上の場合である.各入力を成分とす
る多次元空間のベクトルを考えると,重み付き線形結
合は1つの超平面を構成する.つまり,入力ベクトル
がこの超平面の片側にあると出力は1となり,反対側
にあると0となる.この性質を線形分離という.重み
付きが1層でしかなされない簡単なパーセプトロンで
は.結局,線形分離できるパターンの分類はできる
が,それ以上複雑な位相構造を持つパターンの分類は
できないことが理解できよう.
これ以上複雑なパターン分類をさせるには,少なく
とも2層以上の重み付け線形結合が必要となる.実際
の生物系では極めて多くの層で成り立っているが,こ
れは,層間の配線が1段ですべてを互いに結合できな
いことと,多層にすることでパターン分類を効率的に
している可能性もあるが.各段で両側のすべての細胞
が接続可能ならば,原理的には2層でどんなディジタ
ルパターンも分類可能である.このような考えで2層
構造にしたものが,感覚細胞層も含めたいわゆる3層
パーセプトロンである.しかし,このタイプは効果的
な教育法が見つからず,結局初段をランダムに結合す
ることにより擬似的に実現することで終わってしまっ
た.これが前回の神経回路ブームの終蔦であったとい
っても過言ではない.
4.バックプロパゲーション
前回のブームの最後の頃,甘利により提案され,ま
た,今回のブームでRummelhartらにより再提案さ
れたPDPモデルの教育法であるBackPropagation
法は,まさに多層パーセプトロンの具体的な教育法を
示したものである.これは図6に示すように,最終出
力層以外にHiddenU山tと呼ばれるる中間層の存在
が可能である.また,中間層はもっと沢山あってもよ
いし,必ずしも層構造を採っていなくてもよい.ただ
信号が入力から出力へ1方向に流れることだけが要請
されている.さらにこの教育法の場合.飽和型関数は
階段型ではなく,有限の傾きを持ったアナログ型の多
層神経回路である必要がある.
(ll)895
hiddenunit図 6 PDPモデル教
師有り学習で,教師が最終段の出力細胞に誤りの程度
を教えるのはパーセプトロンと同じである.しかし,
その誤りを回路的に補正する際,ヒドン層から最終層
への結合の重み付けを変えるだけではなく,さらに前
段からヒドン層への結合度も変えようというものであ
る.最終出力に対する中途の重み付け結合度の責任の
程度は,計算式を書き下し,それを各結合度で変微分
してみると簡単に求めることができる.その責任分
だけ系内のすべての結合を変えるという方法である.
非線形回路であるので一見大変そうであるが,後段から順に計算を行うことにより,簡
単に結合度の補正量を計算することができる.こ
の回路は等価的に,出力パターンと期待されるパター
ンのユークリッド距離を最小にするための,最大降下
法を採っているため,比較的よく収束するが,最大の
問題点は,実際の生物では計算できないような複雑な
計算を必要とすることである.さらに,結合度の作
る多次元空間にこのユークリッド距離を描いた場令,
それが局所的な極小点をとると,そこに結合度が収束
してしまい,いつまでたってもユークリッド距離が0
にならないという難点がある.しかし後者の問題は,
著者の個人的見解としては,どんな系でも大かれ少な
かれ発生するものであり,生物の模倣という点では問
題ではないと思う.現に,人間でも後から考えればも
っとうまい手があったのにと反省することが多いが,これは,まさに局所極小点に捕まっ
ていたのを後から悟っているのに違
いない.5.コグニトロン教
師無し学習機械,つまり自己組織型パターン認識機械は,福
島,中野,Kohonen,平井などにより提案され
ている.いずれにしてもHebbの学習法に基づく学
習機械である.福島の機械は多層パターン認識機械で
あり,中野のは高次中枢の連想のモデルであり,Koho
nenのはパターンの連合認識であり,平井のはそれを時系列化したものである.ここでは代表として
福島の提案したコグニト
ロンについて述べよう.896(12)
コグニ トロンはPDPのような多層神経回路である
.しかし,教師のような外界からの指示は-切なく,
機械は自分の判断でパターンを分類し,弁別できるよ
うになっていく.まず各重み付け結合度は,そこを通
過する信号と相手の細胞の興奮の積に比例して結合を
強めていくという仮設を採用する.これは,信号が通
るほど,種々の活動性が鍛えられるという生理学的知
見と,各種相関学習を説明するのに便利がよいという
2つの理由からHebbが提案した仮設である.ま
ず最初に,各重みがある程度ランダムに与えられてい
るものとしよう.そこへあるパターンを呈示すると,
たまたま次の層のある細胞が興奮したとしよう.す
るとそのパターンで同時に興奮している他の入力と,
その標的細胞の結合も強くなる.つまり,この標的細
胞は,このパターンに対し選択的に興奮するようにな
る.他の全く異なるパターンを呈示すると,恐らく次
の層の別の細胞が興奮するから,その細胞へ結合の収
束が起こり,この細胞は2番目のパターンに選択的に
興奮するようになる,いままで呈示したいずれかのパ
ターンに比較的近いパターンを呈示すると,同じ細胞
が興奮するであろう.すると,この新しいパターンは
前のいずれかのパターンと同じような興奮を引き起こ
す.つまり,近いパターンどうLは次層に同じような
興奮を作り出し,大きく異なるパターンは別の興奮を作り出すようになる.このように,空
間パターンの引き込み現象と分裂が発生する.こ
の標的細胞の振舞いが,生理学で大脳皮質に観測され
る ｢おばあさん細胞｣の振舞いに似ているところが極
めて興味深い.脳のある細胞を刺激すると,かつて経
験したある風景を思い出すとか,おばあさんの顔を思
い出すとかいったことが起きる.このことから脳の中
に,ある概念に対応する細胞があるのではないかと信じられている.こ
れを総称して,おばあさん細胞と呼んでいる.こ
のモデルは,パターンの弁別には大きな能力を発揮す
るが,行動パターンの生成が極めて困難なことに問題があ
る.Hebbの仮設は本来,回路を集束させること
しかせず,発散型の回路形成には適していないからで
ある.さらに,出力パターンの適不適が外界から全くフィードバックされないという,自己
組織型回路に特有な難点のあることであ
る.6.モデレーショ二ズム筆
者の全くの個人的見解であるが,いままで提案されて
きたいくつかのモデルのうち,バックプロパゲ-ション
法が最も興味が持てるといえよう.まず,自己テレビジョン学
組織型学習法は出力パターンの生成が全く制御できな
いこと,分類をパターンの呈示順とパターンのベクト
ル空間的な構造から決めてしまい,生体がもっと細か
い分類を必要としょうが荒い分類でも充分であろう
が,おかまいとしない点が気になる.パーセプトロン
は,バックプロパゲ-ション法に発展したので,いう
までもないであろう.
そこで,バックプロパゲ-シ.ヨン法であるが,ま
ず,生体にないような計算を利用すること,数が増え
ると計算量が絶望的になること,そして著者は気にし
ないと述べたが,やはり,局所極小点への落込みが気
になる点である.前二者は.実際の生物にありそうな
新しい計算法の提案を待つことにして,局所極小点の
問題は,各層での結合のファンインを小さくし,逆に
層数を多くするという福島のコグニトロン型の構造で
解決できるのではないかという感じを持っている.つ
まり,構造的な検討をさらにする必要があろう.
次の大きな問題は時系列パターンの生成である.時
系列パターンを生成するには,系内に内部フィードバ
ックが必要となる.しかし,バックプロパグーション
法はフィードバックがあるとうまく動作しない.ま
た,回路の安定性の検討が不可欠となる.近年,こう
した順序回路的研究もされつつあるようであるが,ま
だまだ解決にはほど遠いと思われる.
最後の問題として,実際の生物の場合には,ここで
仮設したような親切な教師はおらず,ただ行動を誤る
と,飯が食えないとか痛い目を見るとかいうことで,
自身の行動の是非を悟っているとしか思えない.こう
した現実的な学習系で,生物がいかに学習していくか
を理解する必要があろう.
生物がパターン認識をするのも,パターン認識を正
確にしないと痛い目にあったりするから,そうした誤
りをしないようなパターン認識が獲得されているとみ
ることができる.つまり,あらゆる生物の機能は,危
険回避反射などの反射活動の延長とみることもできよ
う.こうした立場から筆者は,反射の形成モデルをま
ず研究すべきではないかと主張している.
反射系はどのように形成されるのだろうか.それに
は生物がどのような反射系を獲得するのかを観察して
みればよい.まず,どんな生物も持っている反射は危
険回避反射である.これは生物が過大な入力を受けな
いように努力した結果であろう.また,摂食反射や好
奇心などの探求反射は,むしろ入力を受けようという
努力の結果である.筆者は,生物を構成している神経
細胞がすべて適切な大きさの入力を得,かつ適切な大
きさの出力を得ようと努力すれば,危険B]避反射のよ
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入力図 7 デモレショこズムにおける評価関数 (外
界で与えられる入出力関係を保ったまま最適
入出力点に近いところに落着く)うな大きすぎる刺激を
避ける反射も形成されるし,潔求反射のように小さす
ぎる刺激を避ける反射も形成されるというモデルを提
案し,モデレ-ショニズムと呼んでいる.モデレ
-ショこズムは入力が適切値からどれほどずれている
か,出力が適切値からどれほどずれているかを示す図
7のような評価関数を導入することにより,バックプ
ロパグーションのような最大降下法で解くことができ
る.反射系の場合,行動結果つまり出力により入力の
値を変えることができる.つまり,出力は入力にフィ
ードバックされている.この出力対入力の拘束条件を
保ちながら,入力に対する出力の出方を変えることが
,学習である.図7に示すような入力 1本,出力1本のような小さいシステムについては,よく収
束し,最終動作点は最適点に最も近い点になる.つま
り,危険な入力についてはそれを避け,入力が少ない
と自らそれを作り出すことが示されている.しかし
,大きなシステムでは収束が極めて困難となる.それ
は,結合度の変化方向が全く試行錯誤でしか決定でき
ないからである.結合度つまり入力に対する出力の出
方を大きくすべきか小さくすべきかは,全く外界のフィードバックが負帰還
か正帰還かで反転してしまうのである.そこで結合が
沢山あると,試行錯誤を順繰りに行う必要が生じ,こ
のことが本質的に収束を遅らせてしまう,100億もの神経細胞を持つ
脳が回路を作っていく過程を見ると,結合度をもっと早く決
7.む す び
以上,簡単に生物の視覚系と最近ニューロコンピュ
ータについて解説したが,この分野は恐らく人類に残
された最後の宝の山のひとつであり,魅力的なテーマ
が山積みである.しかし,下手な攻め方をすると,宝
の山自体を見失う危険を充分はらんでいる.さらに,
短期に宝を発見することばかりを夢みないで,充分な
時間と人をかけねばならないことはいうまでもないで
あろう. (昭和63年7月22日受付)
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