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HOCHSCHILD HOMOLOGY OF
ITERATE SKEW POLYNOMIAL RINGS
Jorge A. Guccione and Juan J. Guccione
Abstract.
We study the Hochschild homology of the iterated skew polynomial rings intro-
duced by D. Jordan in “A simple localization of the quantized Weyl algebra”. First,
we obtain a complex, smaller that the canonical one of Hochschild, given the homol-
ogy of such an algebra, and then, we study this complex in order to compute the
homology of some families of algebras. In particular we compute the homology of
some quantum groups, in the generic case.
Introduction
Let k be an arbitrary commutative ring, A a k-algebra, u an element of A
and γ an automorphism of A such that γ(u) = u and ua = γ(a)u, for all a ∈
A. Let α be an automorphism of A commuting with γ and let β = γ ◦ α−1.
Let S be the skew polynomial ring A[x, α]. Let p be an inversible element of k.
Extend β to S by setting β(x) = px. There exists a β-derivation δ of S such that
δ(A) = 0 and δ(x) = u − pα(u). In [J1] was introduced and studied the algebra
E = E(A, u, α, p) := S[y, β, δ]. It is easy to see that E has underlying abelian group
A[x, y] and it is the extension of A, generated by the variables x, y and the relations
xa = α(a)x, ya = β(a)y and yx = pxy+u−pα(u). The case A commutative, p = 1
and γ = id was previously introduced in [J2] and it was studied under the ring
theorist point of view in [J2], [J3], [J4] and [J5]. As this definition requires a
commutative base ring, it cannot be iterated. The above generalization was in part
introduced in order to repair this defect.
The main purpose of this paper is to study the Hochschild homology of these
algebras, under the hypothesis that A is k-flat. In Section 1 we obtain general
results about the homology of these algebras and, in Section 2, we apply these
results to compute the homology of several families of algebras. In particular we
obtain the homology of some quantum groups in the generic case. The homology
of these last algebras was also studied in [G-G1]. The results obtained for them
here, improvement and complete some results of our first paper. By example, now
we compute completely the homology of Oq2(sok
3) and Oq(M(2, k)), in the generic
case.
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Notations. Before begining, we fix some notations that we will use throughout
the paper.
(1) For each k-algebra B, we put B = B/k. Moreover, given b ∈ B we also let
b denote the class of b in B.
(2) For each k-module V we write V ⊗
r
= V ⊗ · · · ⊗ V (r times).
(3) Given a1 ⊗ · · · ⊗ ar ∈ A
⊗r
and 1 ≤ i < j ≤ r, we write aij = ai ⊗ · · · ⊗ aj .
Moreover, for each map φ : A→ A, we write φ(aij) = φ(ai)⊗ · · · ⊗ φ(aj).
(4) Given a = a0⊗ · · ·⊗ ar ∈M ⊗A
⊗r
, an automorphism φ of A, an invertible
element p ∈ k and 0 ≤ l ≤ r, we write
dφl (a) = a0 ⊗ · · · ⊗ al−1 ⊗ φ
−1(al)al+1 ⊗ al+2 ⊗ · · · ⊗ ar if l < r,
dφr (a) = φ
−1(ar)a0 ⊗ a1 ⊗ · · · ⊗ ar−1,
δx,pφ (a) = a0x⊗ φ
−1(a1)⊗ · · · ⊗ φ
−1(ar)− p
−1xa0 ⊗ a1 ⊗ · · · ⊗ ar
and
δp,yφ (a) = p
−1a0y ⊗ φ
−1(a1)⊗ · · · ⊗ φ
−1(ar)− ya0 ⊗ · · · ⊗ ar.
When φ = id we put dl instead of d
φ
l , and when p = 1 we put δ
x
φ instead of
δx,pφ and δ
y
φ instead of δ
p,y
φ .
(5) Given a = a0 ⊗ · · · ⊗ ar ∈M ⊗ A
⊗r
and b ∈ A, we write
b ⋆ a =
r∑
l=0
(−1)la0 ⊗ · · · ⊗ al ⊗ b⊗ γ
−1(al+1)⊗ · · · ⊗ γ
−1(ar).
1. Hochschild homology
Let E be as in the introduction and letM be an E-bimodule. Assume that A is k-
flat. In this section we obtain a chain complex, giving the Hochschild homology of E
with coefficients inM , which is simpler than the canonical one of Hochschild. Using
this result, we obtain: in Remark 1.2 a decomposition HH∗(E) =
⊕
r∈ZHH
(r)
∗ (E),
of the Hochschild homology of E; in Proposition 1.5 an spectral sequence converging
to HH(r)∗ (E); and finally, in Theorem 1.8, a very simple complex giving HH∗(E),
under suitable hypothesis.
Theorem 1.1. The Hochschild homology H∗(E,M), of E with coefficients in M ,
is the homology of the double complex
Y∗∗(M) :=
Y01(M)
ϕ0

Y11(M)
∂11oo
ϕ1

Y21(M)
∂21oo
ϕ2

· · ·
∂31oo
Y00(M) Y10(M)
∂10oo Y20(M)
∂20oo · · ·
∂30oo
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where
Yn0(M) = (M ⊗A
⊗n
)⊕ (M ⊗ A
⊗n−1
)e1,
Yn1(M) = (M ⊗A
⊗n
)e2 ⊕ (M ⊗A
⊗n−1
)e1e2,
∂n0(a) =
n∑
l=0
(−1)ldl(a),
∂n0(ae1) =
n−2∑
l=0
(−1)ldl(a)e1 + (−1)
n−1dαn−1(a)e1 + (−1)
n−1δxα(a),
∂n1(ae2) =
n−1∑
l=0
(−1)ldl(a)e2 + (−1)
ndβn(a)e2,
∂n1(ae1e2) =
n−2∑
l=0
(−1)ldl(a)e1e2 + (−1)
n−1dγn−1(a)e1e2 + (−1)
n−1δx,pα (a)e2,
ϕn(ae2) = (−1)
nδyβ(a),
ϕn(ae1e2) = (−1)
nδp,yβ (a)e1 + (p
−1
u− α(u)) ⋆ a.
Proof. Let E˜ := E⊗2, endowed with the E-bimodule structure given by c·(a⊗b)·d =
ad⊗ cb. Consider the complex Y∗∗(E˜). The enveloping algebra E
e acts on the left
over each Ynv(E˜) via
(a⊗b)·((c⊗d)⊗a1⊗· · ·⊗an−ue
u
1e
v
2) = (ac⊗db)⊗a1⊗· · ·⊗an−ue
u
1e
v
2 (u, v ∈ {0, 1}).
It is obvious that each Ynv(E˜) is projective relative to the family of all E
e-epimor-
phisms which split as k-module maps. Moreover, the boundary maps of Y∗∗(E˜)
commute with these actions and Y∗∗(M) = M ⊗Ee Y∗∗(E˜). Then, to prove the
theorem will be sufficient to check that Y∗∗(E˜) is a resolution of E as a left E
e-
module, since, in this case, we will have
H∗(Y∗∗(M)) = H∗(M ⊗Ee Y∗∗(E˜)) = Tor
Ee,k
∗ (M,E) = H∗(E,M).
But, by Proposition 1.2 of [G-G2], the total complex of the double complex
E ⊗ E
ψ′0

E ⊗ S ⊗ E
b′11oo
ψ′1

E ⊗ S
⊗2
⊗E
b′21oo
ψ′2

· · ·
b′31oo
E ⊗ E E ⊗ S ⊗ E
b′10oo
E ⊗ S
⊗2
⊗E
b′20oo · · · ,
b′30oo
where the vertical and horizontal arrows are the E-bimodule maps defined by
b′n0(s0,n+1) =
n∑
l=0
(−1)ls0,l−1 ⊗ slsl+1 ⊗ sl+2,n+1,
b′n1(s0,n+1) =
n−1∑
l=0
(−1)ls0,l−1 ⊗ slsl+1 ⊗ sl+1,n+1 + (−1)
ns0,n−1 ⊗ β
−1(sn)sn+1,
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ψ′n(s0,n+1) = (−1)
n
(
s0y ⊗ β
−1(s1)⊗ . . .⊗ β
−1(sn)⊗ sn+1 − s0n ⊗ ysn+1
−
n∑
j=1
s0,j−1 ⊗ δ ◦ β
−1(sj)⊗ β
−1(sj+1)⊗ . . .⊗ β
−1(sn)⊗ sn+1
)
.
is an Ee-projective resolution of E. Moreover, by Proposition 1.3 of [G-G2], we
know that the maps
θ∗v : Y∗v(E˜) −→ (E ⊗ S
⊗∗
⊗ E, b′∗v) (v=0,1),
given by
θnv(a0 ⊗ an+1 ⊗ a1ne
v
2) = a0,n+1,
θnv(a0 ⊗ an ⊗ a1,n−1e1e
v
2) =
n−1∑
l=0
(−1)n−l−1a0l ⊗ x⊗ α
−1(al+1,n−1)⊗ an,
are quasi-isomorphisms. To finish the proof it suffices to chek that ψ′n ◦ θn1 =
θn0 ◦ ϕn, which is easy. 
Remark 1.2. For each r ∈ Z, we write
Y
(r)
n0 (E) =
⊕
i,j≥0
j−i=r
Axiyj ⊗ A
⊗n
⊕
⊕
i,j≥0
j−i=r+1
(Axiyj ⊗ A
⊗n−1
)e1,
Y
(r)
n1 (E) =
⊕
i,j≥0
j−i=r−1
(Axiyj ⊗ A
⊗n
)e2 ⊕
⊕
i,j≥0
j−i=r
(Axiyj ⊗ A
⊗n−1
)e1e2,
It is easy to see that each Y
(r)
∗∗ (E) is a subcomplex of Y∗∗(E) and that Y∗∗(E) =⊕
r∈Z Y
(r)
∗∗ (E). Hence,
HH∗(E) =
⊕
r∈Z
HH(r)∗ (E),
where HH(r)∗ (E) denotes the homology of Y
(r)
∗∗ (E).
Lemma 1.3. The following equalities are valid in E for all a ∈ A and all i, j ≥ 0:
(1) xiyja = γj(αi−j(a))xiyj,
(2) axiyjx = pjaxi+1yj − a(pjαi+1(u)− αi−j+1(u))xiyj−1,
(3) yaxiyj = piγ(α−1(a))xiyj+1 − γ(α−1(a))(piαi(u)− u)xi−1yj.
Proof. It is easy to check the first equality, the second one when j = 0, and the third
one when i = 0. Assume that j ≥ 1. Let z = yx− u = p(xy−α(u)) be the Casimir
element of E. It is easy to check that zx = pxz, zy = p−1yz and za = γ(a)z for
all a ∈ A. Using these facts, which were established in [J, Subsection 2.4], the fact
that that γ commutes with α and γ(u) = u and item 1), we obtain
axiyjx = axiyj−1(z + u)
= pj−1axizyj−1 + aαi−j+1(u)xiyj−1
= pjaxi+1yj − pjaxiα(u)yj−1 + aαi−j+1(u)xiyj−1
= pjaxi+1yj − pjaαi+1(u)xiyj−1 + aαi−j+1(u)xiyj−1.
This prove the second equality. The third one can be proved in a similar way. 
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Theorem 1.4. The boundary maps of Y
(r)
∗∗ (E) are given by
∂n0(ax
iyj ⊗ a) = aγj
(
α−r(a1)
)
xiyj ⊗ a2n +
n∑
l=1
(−1)ldl(ax
iyj ⊗ a),
∂n0(ax
iyj ⊗ a′e1) =
(
aγj
(
α−r−1(a′1)
)
xiyj ⊗ a′2,n−1 +
n−2∑
l=1
(−1)ldl(ax
iyj ⊗ a′)
+ (−1)n−1α−1(a′n−1)ax
iyj ⊗ a′1,n−2
)
e1
+ (−1)n−1pjaxi+1yj ⊗ α−1(a′) + (−1)nα(a)xi+1yj ⊗ a′
+ (−1)na
(
pjαi+1(u)− α−r(u)
)
xiyj−1 ⊗ α−1(a′),
∂n1(ax
iyj ⊗ ae2) =
(
aγj
(
α1−r(a1)
)
xiyj ⊗ a2n +
n−1∑
l=1
(−1)ldl(ax
iyj ⊗ a)
+ (−1)nγ−1
(
α(an)
)
axiyj ⊗ a1,n−1
)
e2,
∂n1(ax
iyj ⊗ a′e1e2) =
(
aγj
(
α−r(a′1)
)
xiyj ⊗ a′2,n−1 +
n−2∑
l=1
(−1)ldl(ax
iyj ⊗ a′)
+ (−1)n−1γ−1(a′n−1)ax
iyj ⊗ a′1,n−2
)
e1e2
+ (−1)n−1
(
pjaxi+1yj ⊗ α−1(a′)− p−1α(a)xi+1yj ⊗ a′
− a
(
pjαi+1(u)− α−r+1(u)
)
xiyj−1 ⊗ α−1(a′)
)
e2,
ϕn(ax
iyj ⊗ ae2) = (−1)
n
(
axiyj+1 ⊗ γ−1
(
α(a)
)
− piγ
(
α−1(a)
)
xiyj+1 ⊗ a
+ γ
(
α−1(a)
)(
piαi(u)− u
)
xi−1yj ⊗ a
)
,
ϕn(ax
iyj ⊗ a′e1e2) = (−1)
n−1
(
piγ
(
α−1(a)
)
xiyj+1⊗ a′ − p−1axiyj+1⊗ γ−1
(
α(a′)
)
− γ
(
α−1(a)
)(
piαi(u)− u
)
xi−1yj ⊗ a′
)
e1
+
n−1∑
l=0
(−1)laxiyj ⊗ a′1l ⊗
(
p−1u− α(u)
)
⊗ γ−1(a′l+1,n−1),
where a = a0 ⊗ · · · ⊗ an ∈ A
⊗n
and a′ = a′0 ⊗ · · · ⊗ a
′
n−1 ∈ A
⊗n−1
are elementary
tensors.
Proof. All the formulas can be obtained from Theorem 1.1, applying Lemma 1.3.
For instance, we have
∂n0(ax
iyj ⊗ a′e1) =
(
axiyja′1 ⊗ a
′
2,n−1 +
n−2∑
l=1
(−1)ldl(ax
iyj ⊗ a′)
+ (−1)n−1α−1(a′n−1)ax
iyj ⊗ a′1,n−2
)
e1
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+ (−1)n−1axiyjx⊗ α−1(a′) + (−1)nxaxiyj ⊗ a′
=
(
aγ−j
(
α−r−1(a′1)
)
xiyj ⊗ a′2,n−1 +
n−2∑
l=1
(−1)ldl(ax
iyj ⊗ a′)
+ (−1)n−1α−1(a′n−1)ax
iyj ⊗ a′1,n−2
)
e1
+ (−1)n−1pjaxi+1yj ⊗ α−1(a′) + (−1)nα(a)xi+1yj ⊗ a′
+ (−1)na(pjαi+1
(
u)− α−r(u)
)
xiyj−1 ⊗ α−1(a′),
as we want. 
Given algebra maps f, g : A → A, we let Agf denote A endowed with the A-
bimodule structure given by a · x · b := g(a)xf(b). To simplify notations we write
Af instead of A
id
f and A
g instead of Agid.
Proposition 1.5. There is a convergent spectral sequence E1nv ⇒ H
(r)
n+v(E), where
E1n0 =
⊕
j≥max(0,r)
Hn(A,Aγj◦α−r),
E1n1 =
⊕
j≥max(0,r+1)
Hn(A,A
α−1
γj◦α−1−r)⊕
⊕
j≥max(0,r−1)
Hn(A,A
γ−1◦α
γj◦α1−r
),
E1n2 =
⊕
j≥max(0,r)
Hn(A,A
γ−1
γj◦α−r),
E1nv = 0, for all v > 2.
Proof. Let Y
(r)
∗ (E) be the total complex of Y
(r)
∗∗ (E). Let us consider the filtration
0 ⊆ F 0∗ ⊆ F
1
∗ ⊆ F
2
∗ = Y
(r)
∗ (E) of Y
(r)
∗ (E), given by
F 0n =
⊕
i,j≥0
j−i=r
Axiyj ⊗A
⊗n
,
F 1n = F
0
n ⊕
⊕
i,j≥0
j−i=r+1
(Axiyj ⊗ A
⊗n−1
)e1 ⊕
⊕
i,j≥0
j−i=r−1
(Axiyj ⊗A
⊗n−1
)e2,
F 2n = F
1
n ⊕
⊕
i,j≥0
j−i=r
(Axiyj ⊗ A
⊗n−2
)e1e2.
It is easy to check that the spectral sequence associate with this filtration has the
required properties. 
Lemma 1.6. If there exists n0 > 0 such that, for all i ≥ 0 and all n ≥ n0,
p−i(γ−1 ◦ α)⊗n+1 − id
A⊗A
⊗n : A⊗ A
⊗n
→ A⊗A
⊗n
is a bijective map, then HH(r)∗ (E) is the homology of the subcomplex Y
(r)
∗∗ (E)|n0 of
Y
(r)
∗∗ (E), defined by
Y (r)nv (E)|n0 :=
{
Y
(r)
nv (E) if n ≤ n0,
0 if n > n0.
HOCHSCHILD HOMOLOGY OF ITERATE SKEW POLYNOMIAL RINGS 7
Proof. Let n > n0. Let us consider the filtration F
0
nv ⊆ F
1
nv ⊆ F
2
nv ⊆ F
3
nv ⊆ · · ·
(v = 0, 1) of Y
(r)
nv (E), given by
F ln0 :=
⊕
0≤i≤l
i≥−r
Axiyr+i ⊗ A
⊗n
⊕
⊕
0≤i≤l−1
i≥−r−1
(Axiyr+i+1 ⊗A
⊗n−1
)e1
and
F ln1 :=
⊕
0≤i≤l
i≥−r+1
(Axiyr+i−1 ⊗ A
⊗n
)e2 ⊕
⊕
0≤i≤l−1
i≥−r
(Axiyr+i ⊗ A
⊗n−1
)e1e2.
Let Gr(Y
(r)
nv ) be the graded module associated with this filtration and let
ϕ˜n : Gr(Y
(r)
n1 )→ Gr(Y
(r)
n0 )
be the map induced by ϕn : Y
(r)
n1 (E)→ Y
(r)
n0 (E). By the hypothesis, ϕ˜n is bijective.
Then, ϕn is also bijective. The proposition follows immediately from this fact. 
Theorem 1.7. If there is a two sides ideal I of A, such that:
(1) A = k ⊕ I,
(2) α(I) = I and γ(I) = I,
(3) p−i(γ−1 ◦ α)⊗n − idI⊗n is a bijective map for all i ≥ 0 and all n ≥ 1,
then HH(r)∗ (E) is the homology of the double complex⊕
i,j≥0
j−i=r−1
k xiyje2
ϕ0

⊕
i,j≥0
j−i=r
k xiyje1e2
∂1oo
ϕ0
⊕
i,j≥0
j−i=r
k xiyj
, ⊕
i,j≥0
j−i=r+1
k xiyje1
∂0oo
whose boundary maps are defined by
∂0(x
iyje1) = (p
j − 1)xi+1yj − (pj − 1)uxiyj−1,
∂1(x
iyje1e2) = (p
j − p−1)xi+1yje2 − (p
j − 1)uxiyj−1e2,
ϕ0(x
iyje2) = (1− p
i)xiyj+1 + (pi − 1)uxi−1yj ,
ϕ1(x
iyje1e2) = (p
i − p−1)xiyj+1e1 − (p
i − 1)uxi−1yje1,
where u denotes the class of u in k ≃ A/I.
Proof. Condition 3) implies that the hypothesis of Lemma 1.6 is satisfied, with
n0 = 1. Hence, HH
(r)
∗ (E) = H∗
(
Y
(r)
∗∗ (E)|1
)
. By condition 2), Y
(r)
∗∗ (E)|1 has a
subcomplex Z∗∗, defined by
Z00 =
⊕
i,j≥0
j−i=r
I xiyj , Z10 =
⊕
i,j≥0
j−i=r
Axiyj ⊗ A⊕
⊕
i,j≥0
j−i=r+1
I xiyje1,
Z01 =
⊕
i,j≥0
j−i=r−1
I xiyje2, Z11 =
⊕
i,j≥0
j−i=r
(Axiyj ⊗ A)e2 ⊕
⊕
i,j≥0
j−i=r
I xiyje1e2.
The argument used to prove Lemma 1.6, shows that Z∗∗ is an exact complex. So,
HH(r)∗ (E) is the homology of
Y (r)∗∗ (E)|1
Z∗∗
, which is the complex of the statement. 
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Corollary 1.8. Assume that p = 1. If the hypothesis of Theorem 1.7 are verified,
then
HH0(E) = k[x, y],
HH1(E) = k[x, y]e1 ⊕ k[x, y]e2,
HH2(E) = k[x, y]e1e2,
HHn(E) = 0, for all n > 2.
Proof. It follows immediately from Remark 1.2 and Theorem 1.7. 
2. Same examples
In this section we use the results obtained in Section 1 in order to compute the
Hochschild homology of some families of algebras, that appear as iterated skew
polynomial rings. In all these examples γ = id and p = 1. The main results are
enounced in Theorems 2.1.1 and 2.2.8 and Corollary 2.2.9.
Let Q = {qij : 1 ≤ i, j ≤ v} be a set of elements of k, verifying qijqji = qii = 1
for all 1 ≤ i, j ≤ lv. The v-dimensional multiparametric quantum affine space
kQ[t1, . . . , tv], with parameters Q, is the k algebra generated by variables t1, . . . , tv
subject to the relations tjti = qijtitj .
2.1. Case A = kQ[t1, . . . , tv] an arbitrary multiparametric quantum affine
space, u ∈ A and α(ti) = qti, with q ∈ k \ {0} a non root of unity
In this case E is the algebra generated over k by the variables t1, . . . tv, x, y and
the relations tjti = qijtitj , xti = qtix, yti = q
−1tiy and yx = xy+u−u(qt1, . . . , qtv).
Theorem 2.1.1. The Hochschild homology of E is given by:
HH0(E) = k[x, y],
HH1(E) = k[x, y]e1 ⊕ k[x, y]e2,
HH2(E) = k[x, y]e1e2,
HHn(E) = 0, for all n > 2.
Proof. It is an immediate consequence of Corollary 1.8. 
Theorem 2.1.1 applies to the quantum algebras Oq2(sok
3) and Oq(M(2, k)) (see
[J2] and [S1] for the definitions).
2.2. Case A = k[t] with k a characteristic 0 field, u ∈ A and α(t) = t+ λ,
with λ ∈ k \ {0}
Note that in this case E is the algebra generated over k by the variables t, x, y
and the relations xt = (t+ λ)x, yt = (t− λ)y and yx = xy + u− u(t+ λ).
It is well known that the A-bimodule complex X ′∗(A) := A⊗A
d′1←− A⊗A, where
d′1(1⊗ 1) = 1⊗ t − t ⊗ 1, is an A
e-projective resolution of A. Moreover, there are
chain complexes maps
θ′∗ : X
′
∗(A)→ (A⊗ A
⊗∗
⊗ A, b′∗) and ϑ
′
∗ : (A⊗ A
⊗∗
⊗A, b′∗)→ X
′
∗(A),
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given by θ′0 = ϑ
′
0 = idA⊗A, θ
′
1(1⊗1) = 1⊗t⊗1 and ϑ
′
1(1⊗t
n⊗1) =
∑n−1
i=0 t
i⊗tn−i−1.
Let f, g : A → A be automorphisms and let Agf be as in Proposition 1.5. By
tensoring Agf on the left over A
e with X ′∗(A), we obtain the complex
X∗(A
g
f ) := A
g
f
d1←− Agf , where d1(P ) = (f(t)− g(t))P ,
which gives the Hochschild homology of A with coefficients in Agf . The maps θ
′
∗
and ϑ′∗ induce quasi-isomorphisms
θfg∗ : X∗(A
g
f )→ (A
g
f ⊗ A
⊗∗
, b∗) and ϑ
fg
∗ : (A
g
f ⊗ A
⊗∗
, b∗)→ X∗(A
g
f ).
Explicitly, we have
θfg0 = ϑ
fg
0 = idAgf , θ
fg
1 (P ) = P ⊗ t and ϑ
fg
1 (P ⊗ t
n) =
n−1∑
i=0
g(t)n−i−1Pf(t)i.
It is easy to check that X∗(A
g
f ) is exact in the following cases:
a) f = α−r with r 6= 0 and g = id,
b) f = α−r−1 with r 6= 0 and g = α−1,
c) f = α1−r with r 6= 0 and g = α.
Using this fact, Proposition 1.5 and Remark 1.2, we get that HH∗(E) = HH
(0)
∗ (E).
As usual, we let u′ denote the derivative of u respect to t. Moreover, given a
polynomial P ∈ k[t], we put Tλ(P ) := P (t+ λ)− P (t). Let W∗∗(E) be the double
complex
W01(E)
φ0

W11(E)
δ11oo
φ1

W21(E)
δ21oo
φ2

W00(E) W10(E)
δ10oo W20(E),
δ20oo
where
W00(E) =
⊕
i≥0
Axiyi, W01(E) =
⊕
i≥0
Axi+1yie2,
W20(E) =
⊕
i≥0
Axiyi+1e1, W21(E) =
⊕
i≥0
Axiyie1e2,
W10(E) =W00(E)⊕W20(E), W11(E) =W01(E)⊕W21(E),
and
δ10(Px
iyi +Qxjyj+1e1) = −Tλ(Q)x
j+1yj+1 −QT(j+1)λ(u)x
jyj,
δ20(Px
iyi+1e1) = Tλ(P )x
i+1yi+1 + P T(i+1)λ(u)x
iyi,
δ11(Px
i+1yie2 +Qx
jyje1e2) = −Tλ(Q)x
j+1yje2 −QTjλ(u)(t+ λ)x
jyj−1e2,
δ21(Px
iyie1e2) = Tλ(P )x
i+1yie2 + P Tiλ(u)(t+ λ)x
iyi−1e2,
φ0(Px
i+1yie2) = −T−λ(P )x
i+1yi+1 + P (t− λ) Tiλ(u)x
iyi,
φ1(Px
i+1yie2) = T−λ(P )x
i+1yi+1 − P (t− λ) Tiλ(u)x
iyi,
φ1(Px
iyie1e2) = T−λ(P )x
iyi+1e1 − P (t− λ) Tiλ(u)x
i−1yie1 − P Tλ(u
′)xiyi,
φ2(Px
iyie1e2) = −T−λ(P )x
iyi+1e1 + P (t− λ) Tiλ(u)x
i−1yie1.
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For all 0 ≤ i ≤ 2, let φi : Hi(W∗1(E))→ Hi(W∗0(E)) be the map induced by φi.
We have following proposition:
Proposition 2.2.1. The Hochschild homology of E is given by
HH0(E) = coker(φ0),
HH1(E) = ker(φ0)⊕ coker(φ1),
HH2(E) = ker(φ1)⊕ coker(φ2),
HH3(E) = ker(φ2),
HHn(E) = 0, for all n ≥ 4.
Proof. Let ϑ∗∗ : Y
(0)
∗∗ (E)→W∗∗(E) be the map defined by:
ϑ00(Px
iyi) = Pxiyi,
ϑ10(Px
iyi+1e1 +Qx
jyj ⊗ tn) = Pxiyi+1e1 + nt
n−1Qxjyj,
ϑ20(Px
iyi+1 ⊗ tne1 +Qx
jyj ⊗ tn1 ⊗ tn2) = n(t− λ)n−1Pxiyi+1e1,
ϑ01(Px
i+1yie2) = Px
i+1yie2,
ϑ11(Px
iyie1e2 +Qx
j+1yj ⊗ tne2) = Px
iyie1e2 + n(t+ λ)
n−1Qxjyje2,
ϑ21(Px
iyi ⊗ tne1e2 +Qx
jyj ⊗ tn1 ⊗ tn2e2) = nt
n−1Pxiyie1e2.
A direct computation shows that ϑ∗∗ is a map of double complexes. We assert that
it is a quasi-isomorphism. To prove this assertion, it suffices to show that ϑ∗0 and
ϑ∗1 are quasi-isomorphisms. It is easy to check that there is a map of short exact
sequences
0 //
⊕
i≥0
(A⊗ A
⊗∗
, b∗)wi //
ϑid id∗

Y
(0)
∗0 (E)
//
ϑ∗0

⊕
i≥0
(Aα
−1
α−1 ⊗ A
⊗∗−1
, b∗−1)wi //
ϑα
−1α−1
∗−1

0
0 //
⊕
i≥0
X∗(A)wi // W∗0(E) //
⊕
i≥0
X∗−1(A
α−1
α−1)wi // 0,
where ϑid id∗ and ϑ
α−1α−1
∗−1 are instances of the quasi-isomorphism ϑ
fg
∗ introduced
above. From this fact follows immediately that ϑ∗0 is a quasi-isomorphism. To
prove that ϑ∗1 also is, we can proceed in a similar way. Hence, HH∗(E) =
HH(0)∗ (E) = H∗(W∗∗(E)). Now, the proposition follows from the spectral sequence
of a double complex. 
Next, we use Proposition 2.2.1 to compute HH∗(E). We consider separately the
cases u ∈ k and u /∈ k.
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Proposition 2.2.2. Assume that u ∈ k. Then
HH0(E) = Ax
0y0,
HH1(E) = Ax
0y0 ⊕
⊕
i≥0
kxiyi+1e1,
HH2(E) =
⊕
i≥0
kxiyi+1e1 ⊕
⊕
i≥0
kxiyie1e2,
HH3(E) =
⊕
i≥0
kxiyie1e2,
HHn(E) = 0 for all n ≥ 4.
Proof. It suffices to prove that
H0(W∗0(E)) = Ax
0y0, H0(W∗1(E)) = 0,
H1(W∗0(E)) = Ax
0y0 ⊕
⊕
i≥0
kxiyi+1e1, H1(W∗1(E)) =
⊕
i≥0
kxiyie1e2,
H2(W∗0(E)) =
⊕
i≥0
kxiyi+1e1, H2(W∗1(E)) =
⊕
i≥0
kxiyie1e2,
and that the maps φi, defined above Proposition 2.2.1 are null. We left the details
to the reader. 
In the rest of this subsection we assume that u /∈ k.
For all n ≥ 0 and −1 ≤ j ≤ n− 1, let
U
n
j (t) := (−1)
n−j
∑
0≤i1≤···≤in−j≤j+1
u(t+ i1λ) · · ·u(t+ in−jλ).
Lemma 2.2.3. Its holds that
δ10
(
xnyn+1e1 +
n−1∑
j=0
U
n
j (t)x
jyj+1e1
)
= (−1)n+1 Tλ(u
n+1)(t)x0y0.
Proof. By definition
δ10
(
xnyn+1e1 +
n−1∑
j=0
U
n
j (t)x
jyj+1e1
)
= −T(n+1)λ(u)(t)x
nyn
−
n−1∑
j=0
Tλ(U
n
j )(t)x
j+1yj+1
−
n−1∑
j=0
U
n
j (t) T(j+1)λ(u)(t)x
jyj .
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Since, Tλ(U
n
n−1)(t) = −T(n+1)λ(u)(t) and Tλ(U
n
j )(t) = −T(j+2)λ(u)(t)U
n−1
j (t) for
all 0 ≤ j < n− 1, we obtain
δ10
(
xnyn+1e1 +
n−1∑
j=0
U
n
j (t)x
jyj+1e1
)
=
n−1∑
j=1
u(t+ (j + 1)λ)
(
U
n−1
j−1 (t)− U
n
j (t)
)
xjyj
−
n−1∑
j=1
u(t)
(
U
n
j (t)− U
n−1
j−1 (t)
)
xjyj − Un0 (t) Tλ(u)(t)x
0y0.
Since Un−1j−1 (t)−U
n
j (t) = u(t)U
n−1
j (t) and U
n
j (t)−U
n−1
j−1 (t) = u(t+ (j+1)λ)U
n−1
j (t),
the right side of the above equality equals to
−Un0 (t) Tλ(u)(t)x
0y0 = (−1)n+1 Tλ(u
n+1)(t)x0y0,
as desired. 
Lemma 2.2.4. We have:
H0(W∗0(E)) = H1(W∗0(E)) =
Ax0y0∑
n≥1
kTλ(u
n)(t)x0y0
and H2(W∗0(E)) = 0.
Proof. First, we compute H0(W∗0(E)). From the fact that T(i+1)λ(u) 6= 0 for
all i ≥ 0 and that the map P 7→ Tλ(P ) is surjective and has kernel k, it fol-
lows easily that, for each L =
∑n
i=1 Pix
iyi, there exists a unique element L˜ =∑n
i=1 P˜ix
i−1yie1, such that L− δ10(L˜) ∈ Ax
0y0 and t divides P˜i, for all 1 ≤ i ≤ n.
Consider the map Φ: W00(E)→ Ax
0y0, given by Φ(L) = L− δ10(L˜). It is easy to
check that Φ induce an isomorphism from H0(W∗0(E)) = W00(E)/δ10(W10(E)) to
Ax0y0/(Ax0y0 ∩ δ10(W10(E))). Hence, to finish the computation of H0(W∗0(E)),
we only need to prove that
Ax0y0 ∩ δ10(W10(E)) =
∑
n≥1
kTλ(u
n)(t)x0y0.
By Lemma 2.2.3,
∑
n≥1 kTλ(u
n)(t)x0y0 ⊆ Ax0y0 ∩ δ10(W10(E)). Consider an
element L =
∑m
j=0 Pjx
jyj+1e1 ∈W10(E), with Pm 6= 0. To prove that the converse
inclusion holds it suffices to show that if δ10(L) ∈ Ax
0y0, then
(*) δ10(L) ∈
∑
n≥1
kTλ(u
n)(t)x0y0.
We proceed by induction on m. Since δ10(L) ∈ Ax
0y0, we have that Pm ∈ k. So,
by Lemma 2.2.3 and the inductive hypothesis
δ10
(
L− Pmx
mym+1e1 − Pm
m−1∑
j=0
U
m
j (t)x
jyj+1e1
)
∈
∑
n≥1
kTλ(u
n)(t)x0y0.
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Applying again Lemma 2.2.3, we obtain (∗), which concludes the computation of
H0(W∗0(E)). Now, we compute ker(δ10). Let L =
∑i1
i=i0
Pix
iyi+1e1 be a non-null
element of
⊕
i≥0Ax
iyi+1e1. Assume that Pi0 6= 0. Then,
δ10(L) = −Pi0 T(i0+1)λ(u)x
i0yi0 + L1x
i0+1yi0+1,
where L1 ∈
⊕
i≥0Ax
iyi. Consequently δ10(L) 6= 0, since Pi0 T(i0+1)λ(u) 6= 0.
Hence, ker(δ10) =
⊕
i≥0Ax
iyi. To finish the proof, we must check that δ20 is
injective and its image is
∑
n≥1 kTλ(u
n)(t)x0y0, but theses facts follow immediately
from the above computations, since δ20(Px
iyi+1e1) = −δ10(Px
iyi+1e1). 
Next, we compute the homology of the second row W∗1(E) of W∗∗(E). We will
need the following lemma.
Lemma 2.2.5. Let n ≥ 0. It holds that
Vn := x
nyne1e2 +
n−1∑
j=0
U
n−1
j−1 (t+ λ)x
jyje1e2
belongs to the kernel of δ11.
Proof. It is similar to the proof of Lemma 2.2.3. 
Lemma 2.2.6. We have:
H0(W∗1(E)) = 0 and H1(W∗1(E)) = H2(W∗1(E)) =
⊕
n≥0
kVn.
Proof. First we compute H0(W∗1(E)). From the fact that the map P 7→ Tλ(P )
is surjective, it follows easily that δ11 also is. Hence, H0(W∗1(E)) = 0. We assert
that
ker(δ11) =W01(E)⊕
⊕
n≥0
kVn.
By Lemma 2.2.5, the right side of this equality is contained in the left side. To show
the converse inclusion, it suffices to prove that if L =
∑m
j=0 Pjx
jyje1e2 ∈ ker(δ11),
then L ∈
⊕
n≥0 kVn. We assume that Pm 6= 0, and we proceed by induction
on m. It is immediate that Pm ∈ k. Thus, by Lemma 2.2.5 and the inductive
hypothesis, L − PmVm ∈
⊕
n≥0 kVn, which implies that L ∈
⊕
n≥0 kVn. To
finish the proof, we must check that ker(δ21) =
⊕
n≥0 kVn and that Im(δ21) =
W01(E), but theses facts follow immediately from the above computations, since
δ21(Px
iyie1e2) = −δ11(Px
iyie1e2). 
Lemma 2.2.7. For n ≥ 1 let
Wn = −
(
u
′(t)− u′(λ)
)
xn−1yne1 −
n−1∑
j=1
U
n−1
j−1 (t)
(
u
′(t)− u′(λ)
)
xj−1yje1.
It holds that
δ20(Wn) = −Tλ(u
′)(t)xnyn −
n−1∑
j=1
U
n−1
j−1 (t+ λ) Tλ(u
′)(t)xjyj
− Un−10 (t)
(
u
′(t)− u′(λ)
)
Tλ(u)(t)x
0y0.
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Proof. To abbreviate the expressions in the proof we write u˜′(t) = u′(t)−u′(λ) and
u˜′(t+ λ) = u′(t+ λ)− u′(λ). Since,
−Tλ
(
u˜
′(t)Un−1n−2(t)
)
= −Tnλ(u)(t)u
′(λ) + Tλ(u
′)(t)
n−1∑
i=1
u(t+ iλ)
− u(t)u′(t) + u(t+ nλ)u′(t+ λ),
we have
δ20(Wn) = −Tλ(u
′)(t)xnyn − u˜′(t) Tnλ(u)(t)x
n−1yn−1
−
n−1∑
j=1
U
n−1
j−1 (t+ λ)u˜
′(t+ λ)xjyj +
n−1∑
j=1
U
n−1
j−1 (t)u˜
′(t)xjyj
−
n−1∑
j=1
U
n−1
j−1 (t)u˜
′(t) Tjλ(u)(t)x
j−1yj−1
= −Tλ(u
′)(t)xnyn +
n∑
i=1
u(t+ iλ) Tλ(u
′)(t)xn−1yn−1
−
n−2∑
j=1
U
n−1
j−1 (t+ λ)u˜
′(t+ λ)xjyj +
n−2∑
j=1
U
n−1
j−1 (t)u˜
′(t)xjyj
−
n−2∑
j=0
U
n−1
j (t)u˜
′(t) T(j+1)λ(u)(t)x
jyj.
Since Un−1j−1 (t)−u(t+(j+1)λ)U
n−1
j (t) = U
n
j (t) and U
n
j (t)+u(t)U
n−1
j (t) = U
n−1
j−1 (t+λ),
we obtain
δ20(Wn) = −Tλ(u
′)(t)xnyn +
n∑
i=1
u(t+ iλ) Tλ(u
′)(t)xn−1yn−1
−
n−2∑
j=1
U
n−1
j−1 (t+ λ)u˜
′(t+ λ)xjyj +
n−2∑
j=1
U
n
j (t)u˜
′(t)xjyj
+
n−2∑
j=0
u(t)Un−1j (t)u˜
′(t)xjyj − Un−10 (t)u˜
′(t)u(t+ λ)x0y0
= −Tλ(u
′)(t)xnyn +
n∑
i=1
u(t+ iλ) Tλ(u
′)(t)xn−1yn−1
−
n−2∑
j=1
U
n−1
j−1 (t+ λ)u˜
′(t+ λ)xjyj +
n−2∑
j=1
U
n−1
j−1 (t+ λ)u˜
′(t)xjyj
− Un−10 (t)u˜
′(t) Tλ(u)(t)x
0y0
= −Tλ(u
′)(t)xnyn −
n−1∑
j=1
U
n−1
j−1 (t+ λ) Tλ(u
′)(t)xjyj
− Un−10 (t)u˜
′(t) Tλ(u)(t)x
0y0,
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as desired. 
Let Vn be as in Lemma 2.2.5 and let
Ψ:
⊕
n≥0
kVn →
Ax0y0∑
n≥1
kTλ(u
n)(t)x0y0
be the map given by Ψ(Vn) = (−1)
nTλ(unu′)(t)x0y0, where ax0y0 denotes the
class of ax0y0 in Ax
0y0∑
n≥1 kTλ(u
n)(t)x0y0 , for each a ∈ A.
Theorem 2.2.8. The Hochschild homology of E is given by:
HH0(E) =
Ax0y0∑
n≥1
kTλ(u
n)(t)x0y0
,
HH1(E) = coker(Ψ),
HH2(E) = ker(Ψ),
HH3(E) =
⊕
n≥0
kVn,
HHn(E) = 0 for all n ≥ 4.
Proof. By Lemmas 2.2.4 and 2.2.6, the maps φ0 and φ2, defined above Proposi-
tion 2.2.1, are null. We assert that φ1 can be identified with Ψ. In the proof of
Lemma 2.2.4 was show that ker(δ10) =
⊕
i≥0Ax
iyi. Since φ1(Vn) ∈ ker(δ10), we
have
φ1(Vn) = −Tλ(u
′)xnyn −
n−1∑
j=0
U
n−1
j−1 (t+ λ) Tλ(u
′)xjyj.
Recall that, by the proof of Lemma 2.2.4, there is an isomorphism
Φ: ker(δ10)/ Im(δ20)→
Ax0y0∑
n≥1
kTλ(u
n)(t)x0y0
.
This isomorphism can be described as follows: Given L =
∑n
i=1 Pix
iyi ∈ ker(δ10),
we pick up the unique element L˜ =
∑n
i=1 P˜ix
i−1yie1, such that L−δ20(L˜) ∈ Ax
0y0
and t divides P˜i for all 1 ≤ i ≤ n, and we put Φ(L) = L− δ20(L˜), where L denotes
the class of L in H1(W∗0(E)) and L− δ20(L˜) denotes the class of L − δ20(L˜) in
Ax0y0∑
n≥1 kTλ(u
n)(t)x0y0 . By Lemma 2.2.7, we know that if L = φ1(Vn), then L˜ = Wn
and
L− δ20(L˜) = U
n−1
−1 (t+ λ) Tλ(u
′)x0y0
+ Un−10 (t)
(
u
′(t)− u′(λ)
)
Tλ(u)(t)x
0y0
= (−1)nun(t+ λ)
(
u
′(t+ λ)− u′(λ)
)
− (−1)nun(t)
(
u
′(t)− u′(λ)
)
= (−1)n Tλ(u
n
u
′)(t)x0y0 − (−1)nTλ(u
n)(t)u′(λ)x0y0.
The assertion follows immediately from this fact. Now, to finish the proof it suffices
to apply Proposition 2.2.1. 
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Corollary 2.2.9. The following facts holds:
(1) If u has degree 1, then HH2(E) and HH3(E) are vector spaces with numer-
able basis and HH0(E) = HH1(E) = 0.
(2) If u has degree 2, then HH0(E) and HH3(E) are vector spaces with numer-
able basis and HH1(E) = HH2(E) = 0.
(3) If u has degree greater than 2, then HH0(E), HH1(E) and HH3(E) are
vector spaces with numerable basis and HH2(E) = 0.
In all the cases HHn(E) = 0, for n > 3.
Proof. It follows easily from Theorem 2.2.8, using that dg
(
Tλ(u
n)(t)
)
= n dg(u)−1
and dg
(
Tλ(u
nu′)(t)
)
= (n+ 1) dg(u)− 2, where dg denotes the degree. 
The paradigm of the algebras considered in this subsection is the enveloping
algebra U(sl(2, k) of the simple Lie algebra sl(2, k), obtained taken λ = 2 and
u = −(t−1)2/4. In this case applies item (2) of Corollary 2.2.9. The result obtained
is coherent with the celebrate Whitehead’s first and second lemmas. Corollary 2.2.9
also applies to the algebras considered in [S2].
2.3. Case A = k[t, t−1], u ∈ A and α(t) = qt, with q ∈ k \ {0}
Note that in this case E is the algebra generated over k by the variables t, t−1, x, y
and the relations tt−1 = t−1t = 1, xt = qtx, yt = q−1ty and yx = xy + u− u(qt).
Given a polynomial P ∈ k[t], we put
T˜ ji (P ) := P (q
it)− P (qjt),
T ′q−1(P ) := P (q
−1t)− qP (t),
T ′q(P ) := P (qt)− q
−1P (t).
For r ∈ Z, let W˜
(r)
∗∗ (E) be the double complex
W˜
(r)
01 (E)
φ˜
(r)
0

W˜
(r)
11 (E)
δ˜
(r)
11oo
φ˜
(r)
1

W˜
(r)
21 (E)
δ˜
(r)
21oo
φ˜
(r)
2

W˜
(r)
00 (E) W˜
(r)
10 (E)
δ˜
(r)
10oo W˜
(r)
20 (E),
δ˜
(r)
20oo
where
W˜
(r)
00 (E) =
⊕
i,j≥0
j−i=r
Axiyj, W˜
(r)
01 (E) =
⊕
i,j≥0
j−i=r−1
Axiyje2,
W˜
(r)
20 (E) =
⊕
i,j≥0
j−i=r+1
Axiyje1, W˜
(r)
21 (E) =
⊕
i,j≥0
j−i=r
Axiyje1e2,
W˜
(r)
10 (E) = W˜
(r)
00 (E)⊕ W˜
(r)
20 (E), W˜
(r)
11 (E) = W˜
(r)
01 (E)⊕ W˜
(r)
21 (E),
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and
δ˜
(r)
10 (Px
iyj +Qxhyle1) = −T˜
0
1 (Q)x
h+1yl −QT˜−rh+1(u)x
hyl−1 + (q−r − 1)tPxiyj ,
δ˜
(r)
20 (Px
iyje1) = T
′
q(P )x
i+1yj + q−1P T˜−ri+1(u)x
iyj−1 + (q−r−1 − q−1)tPxiyje1,
δ˜
(r)
11 (Px
iyje2 +Qx
hyle1e2) = −T˜
0
1 (Q)x
h+1yle2 −QT˜
−r+1
i+1 (u)x
hyl−1e2
+ (q−r+1 − q)tPxixje2,
δ˜
(r)
21 (Px
iyje1e2) = T
′
q(P )x
i+1yje2 + q
−1P T˜−r+1i+1 (u)x
iyj−1e2 + (q
−r − 1)tPxiyje1,
φ˜
(r)
0 (Px
iyje2) = −T˜
0
−1(P )x
iyj+1 + P (q−1t)T˜ 0i (u)x
i−1yj,
φ˜
(r)
1 (Px
iyje2) = T
′
q−1(P )x
iyj+1 − P (q−1t)T˜ 0i (u)x
i−1yj ,
φ˜
(r)
1 (Px
iyje1e2) = T˜
0
−1(P )x
iyj+1e1 − P (q
−1t)T˜ 0i (u)x
i−1yje1 − Pδq−r(T˜
0
1 (u))x
iyj ,
φ˜
(r)
2 (Px
iyje1e2) = −T
′
q−1(P )x
iyj+1e1 + P (q
−1t)T˜ 0i (u)x
i−1yje1,
where (n)q−r =
q−rn−1
q−r−1 , for all n ∈ Z, and δq−r is the linear map defined by
δq−r(t
n) = (n)q−rt
n−1.
Proposition 2.3.1. The map ϑ˜
(r)
∗∗ : Y
(r)
∗∗ (E)→ W˜
(r)
∗∗ (E), defined by
ϑ˜
(r)
00 (Px
iyj) = Pxiyj,
ϑ˜
(r)
10 (Px
iyje1 +Qx
hyl ⊗ tn) = Pxiyje1 + (n)q−rt
n−1Qxhyl,
ϑ˜
(r)
20 (Px
iyj ⊗ tne1 +Qx
hyl ⊗ tn1 ⊗ tn2) = (n)q−rq
−n+1tn−1Pxiyje1,
ϑ˜
(r)
01 (Px
iyje2) = Px
iyje2,
ϑ˜
(r)
11 (Px
iyje1e2 +Qx
hyl ⊗ tne2) = Px
iyje1e2 + (n)q−rq
n−1tn−1Qxhyle2,
ϑ˜
(r)
21 (Px
iyi ⊗ tne1e2 +Qx
hyl ⊗ tn1 ⊗ tn2e2) = (n)q−rt
n−1Pxiyje1e2,
is a quasi-isomorphism.
Proof. Mimic the proof of Proposition 2.1.2. 
Corollary 2.3.2. Its holds that HH∗(E) =
⊕
r∈ZH∗(W˜
(r)
∗∗ (E)).
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