Network slicing is a crucial part of the 5G networks that communication service providers (CSPs) seek to deploy. By exploiting three main enabling technologies, namely, software-defined networking (SDN), network function virtualization (NFV), and network slicing, communication services can be served to the end-users in an efficient, scalable, and flexible manner. To adopt these technologies, what is highly important is how to allocate the resources and admit the customers of the CSPs based on the predefined criteria and available resources. In this regard, we propose a novel joint resource and admission management algorithm for slice-enabled networks. In the proposed algorithm, our target is to minimize the network cost of the CSP subject to the slice requests received from the tenants corresponding to the virtual machines and virtual links constraints. Our performance evaluation of the proposed method shows its efficiency in managing CSP's resources.
I. INTRODUCTION
With the rise of the fourth industrial revolution in recent years, telecommunication industry leaders e.g. international telecommunication union (ITU) among some tier 1 service providers have tried to open the room for vertical industries by innovations in defining new services through the fifth generation of mobile networks (5G) paradigm. ITU has defined some stringent contradicting requirements on reliability, latency, and throughput for 5G [1] .
To satisfy the aforementioned diverse requirements of IMT-2020 [1] , the next generation mobile networks alliance (NGMN) has come up with the network slicing concept in which multiple logical networks could be deployed on a single physical network [2] , [3] . The main target of network slicing for a communication service providers (CSPs) is to prepare an intelligent and flexible network which can support three (or more) conflicting types of services such as enhanced mobile broadband (eMBB), massive machine-type communications (mMTC), and ultra-reliable low-latency communications (URLLC) [1] . The main goal of this paper is allocating the resources of each CSP to the received slice requests of its tenants by leveraging network function virtualization (NFV) and software-defined networking (SDN).
A. Related Works
Herein, we divide the related works into two major categories in terms of network architecture and resource allocation in network slicing.
1) Network Architecture: In [4] , the authors introduce a network slicing architecture towards 5G. In [5] , the network store framework is introduced, in which tenants can provide virtual network functions (VNFs) for their slice and the CSP can manage all slices using it. The authors in [6] , discuss the evolution of the network sharing concept towards an architecture of network slicing. They propose a slice broker architecture to manage the CSPs slices which belong to different tenants. In [7] - [10] , SDN, NFV, and orchestration are introduced as the most relevant technologies to elevate the architecture of network slicing. In this paper, the high-level architecture is inspired by the infrastructure sharing aspect of network slicing with an eye on QoS of different tenants [7] , [10] . Moreover, the multi-tenancy framework in this paper is inspired by [10] .
2) Resource Allocation in Network Slicing: [11] is a comprehensive survey about resource allocation in network slicing. In [12] , the problem of network slice broker is formulated in order to provide a joint internet of things (IoT)/slice broker orchestration scheme. This approach, known as "Slice as a Service" (SlaaS) [12] , inherently improves the resource utilization rate. An admission and allocation problem of slice requests in order to maximize the revenue of CSP and satisfy the tenants' service requirements is discussed in [13] . In [14] , the authors take the SlaaS approach and develop an online genetic-based optimizer that approaches toward the ideal slicing strategy with the maximized long-term network utility.
In [15] , the authors introduce a resource allocation problem by adapting a matching game for a mobile virtual network operator, who buys physical resources from the CSP and bundle them into virtual resources called slices. [16] formulates a mixed-integer linear programming (MILP) for optimal allocation of a slice in 5G core networks. An integer linear program for offline mobile network slice embedding, focusing on resource allocation and virtual node and link mapping is proposed in [17] , to maximize the weighted sum of all embedded slices in the physical network. In [18] , the authors study the network slice dimensioning problem with resource pricing policy by exploring the relationship of the CSP (which is the slice provider) and the tenants (which are slice customers). A dynamic resource adjustment algorithm based on a reinforcement learning approach from each tenant's perspective is discussed in [19] aiming to maximize the profit of CSP. Moreover, a network slicing framework, including admission control, resource allocation, and user dropping is presented in [20] , which use a game-theoretic approach to solve the problem.
Although there are some works in the literature about resource allocation in network slicing, there are still many challenges in this area that are not completely solved. For example, Resource pricing, working on end-to-end latency, examining the roles of the new players, and providing admission control mechanisms are some important challenges about resource allocation for network slicing. Resource allocation frameworks for network slicing have mostly failed to consider the relationship of the CSP with its tenants, e.g., thirdparties, and vertical industries thoroughly. Moreover, despite envisioning slice request-based architectures in [14] and [18] , they do not propose any admission control mechanisms to ensure the feasibility of their problems.
B. Contributions
In this paper, we propose a new SlaaS framework for a CSP which intends to allocate its own resources to the slice requests received from its tenants with formulating a novel MILP problem. The main contributions of this paper are presented as follows:
• Our proposed joint resource allocation (JRA) method minimizes the power consumption cost of the cloud nodes alongside the bandwidth consumption cost of links. This way, our proposed method prefers less turned-on cloud nodes. • Our system model is more realistic than the related works, because tenants' slice requests affect the CSP's network and normally this impact is neglected in the literature. This framework allows the tenants to orchestrate their own slice and serve their own customers 1 .
• To solve the proposed optimization problem, we devise two different methods and analyze them from different aspects. Moreover, to overcome the infeasibility of these methods, which is because of the limited amount of physical resources, we propose a novel admission control mechanism. Our proposed joint admission control mechanism (AC-JRA) gains about 46% on average in comparison to the disjoint admission control mechanism (AC-DRA).
C. Organization
The rest of this paper is organized as follows. Section II introduces the system model and categorizes the constraints of the problem. In Section III, we first describe the formulation of the proposed joint optimization problem, and then linearize one of its constraints. Later on Section III, we propose an admission control mechanism. Moreover, a disjoint formulation of the problem is presented at the end of Section III.
The simulation results are presented in Section IV. Finally, we conclude the paper in Section V.
II. SYSTEM MODEL
In this paper, we suppose a single CSP and multiple tenants, where the CSP serves the slice requests of these tenants. A typical illustration of the considered system model is depicted in Fig. 1 . The details of our system model are as follows.
A. CSP's Network
We consider the CSP's network as a graph G(N , L), where N is the set of cloud nodes (physical servers/forwarding devices) 2 and L = [l u,u ] is the set of physical links, in which l u,u = 1, if cloud nodes u and u are connected, otherwise is 0. We also assume that the CSP's cloud nodes are all NFV-enabled and the connectivity of all these cloud nodes is controlled by a logically-centralized SDN controller ( Fig. 1) .
We indicate the total resource capacity of cloud node n ∈ N as r n = [r Com n r Mem n r Sto n ], where r Com n , r Mem n , and r Sto n indicate the computational, memory, and storage capacities of n, respectively. Each physical link l n,n ∈ L has the limited bandwidth of BW l n,n . Moreover, since the cloud nodes are distributed geographically, there is a considerable propagation delay between them denoted by τ l n,n . Slice Requests Fig. 1 : Network architecture of the CSP in our system model.
B. Slice Requests
We consider T = {1, . . . , T } as the set of all tenants and K t = {1, . . . , K t } as the set of tenant t's slices in CSP's network. K t is the number of slice requests of tenant t. Each tenant t requests its k th specific slice denoted by s t,k ∈ S (S is the set all slice requests) with a specified set of virtual machines (VMs) and virtual links (VLs) indicated by s t,k = (M t,k , E t,k ) where M t,k and E t,k are the set of s t,k 's requested VMs and VLs, respectively. We denote
as the vector of the requested computing, memory and storage resources for the m th VM in s t,k .
Hereafter, we drop subscript t, k from m and m for the sake of readability and convenience in the rest of this paper. We denote χ e m,m = [ e m,m , τ e m,m max ], ∀m, m ∈ M t,k as the vector of requested VLs between VM m and m , where e m,m is the requested data rate between m and m in s t,k and τ e m,m max is the maximum tolerable delay between its two connected VMs m and m .
After s t,k arrives at the CSP's E2E orchestrator, if there were enough resources left in the network, it creates the slice templates and then calculates the cost based on the required resources. Then, the CSP creates s t,k by utilizing the specific cloud nodes and physical links that establish connections between those nodes 3 . This relationship between the CSP and its tenants is similar to the business model introduced by 5GPPP [21].
C. Allocating Resources of the Cloud Nodes to Virtual Machines
The CSP creates VM m by utilizing existing cloud node resources. We define the decision variable ξ n m , which is set to 1 if VM m is created on n by hypervisor for slice s t,k , otherwise is 0. To ensure that the sum of allocated VM resources in a cloud node do not exceed its resources, we have the following constraint:
D. Power Usage of the Cloud Nodes
We define the variable γ n which is set to 1 if node n is on, otherwise is 0. To verify which nodes are turned on, we have the following constraint as [22] :
We define the power consumed by node n inspired by [23] - [25] :
where P idle n and P max n are the average power values when node n is idle and is fully utilized, respectively. Moreover, we define the CPU utilization of node n as follows [23] , [24] :
E. Determining the Physical Path for Virtual Links
There may be multiple physical paths between two cloud nodes. Therefore, we should choose the best physical path for each virtual link. We denote B n,n = {1, · · · , b, · · · , B n,n } as the set of total possible physical paths, where B n,n is the total number of physical paths between cloud nodes n and n .
We also denote the b th physical path between cloud nodes n and n as p b n,n . We define the decision variable π e m,m p b n,n , m = m where it is set to 1 if VL e m,m is sent over path p b n,n , otherwise is set to 0. To determine whether physical link l u,u contributes in physical path p b n,n , the binary indicator I l u,u p b n,n is defined. Moreover, the set of all physical links that contribute in a
To ensure that the path between nodes n and n is established for the connectivity of VMs m and m , we introduce the following constraints:
Constraint (6) ensures that the right physical path is chosen between cloud nodes n and n , which are the hosts of VMs m and m .
F. Bandwidth Limitations
The aggregated rates of all VLs belonging to all of the slices that pass a physical link should not exceed its bandwidth. This can be ensured if t∈T k∈Kt e m,m ∈E t,k n∈N n ∈N b∈B nn
holds. We calculate the overall traffic of all VLs belonging to all the slices that pass through these physical links and determine the cost of passing this traffic. The overall cost of bandwidth consumption is calculated as
where ψ l u,u is the cost of transmitting 1bps traffic on l u,u .
Remark 1. For the scenario in which m and m are mapped to the same cloud node (n = n ), we assume that we have the physical connection between these VMs with much higher data rate and negligible delay.
G. Maximum Tolerable Delay of Virtual Links
To ensure that we can guarantee tenant's maximum tolerable propagation delay (τ e m,m max ) between its VLs, we have the following constraint: It is noteworthy that because the CSP does not have information on the applications running on top of tenants' VMs and how much data will arrive at each VM, we cannot calculate the execution delay in this case. Also, since the amount of data passing the physical links is unknown and the CSP only guarantees the requested data rates of the tenants, the transmission delay (neither on the radio nor the network side) cannot be computed either.
To make the paper more readable, Table I provides the main notation used in this paper. The vector of requested virtual resource capacities for m t,k rn
The vector of physical resource capacities of cloud node n χ In this section, we first formulate the joint resource allocation problem (JRA) and then linearize one of its constraints. Then, in order to make sure the aforementioned problem would not be infeasible, we propose an admission control mechanism for the received slice requests which is solved before the proposed JRA. Moreover, we introduce disjoint VM allocation (DMA) and disjoint VL allocation (DLA) problems, i.e., DRA with their corresponding admission control mechanisms to evaluate our JRA method at the end of this section.
A. The Proposed Joint Resource Allocation Problem
In this subsection, we formulate the proposed joint VM and VL placement. Aiming to minimize the total network cost for the CSP, we define the total cost function based on the minimization of active cloud nodes and reducing the cost of bandwidth consumption. The overall cost of resource allocation consists of two components: 1) bandwidth consumption cost, which relates to the power consumption of forwarding devices as well as the specific operational expenditure (OPEX) on diverse physical links, 2) the cost of consumed power of all turned-on cloud nodes. Therefore, the overall cost function can be stated as
where π, γ, ξ are the sets of all π e m,m p b n,n , γ n , ξ n m , respectively. Moreover, ζ and Υ are scaling factors for translating bandwidth and power consumption into cost. Hence, the joint VM and VL placement optimization problem for the management of the requested slices by the CSP can be written as 
Constraint C1 makes sure that all VMs are hosted by their corresponding cloud nodes without violation in computational, memory, and storage capacities of the cloud nodes, respectively. Constraint C2 guarantees that each VM will be placed only in one cloud node. Constraint C3 ensures that we host VMs on turned-on cloud nodes. C4 and C5 make sure that each VL is only traversing one physical path and its path is between the cloud nodes hosting its corresponding VMs. Moreover, constraints C6 and C7 are related to bandwidth and delay limitations, respectively. Finally, constraints C8-C10 assure that decision variables of the problem are binary.
B. Solution to the JRA problem
The introduced joint problem (11) is an integer non-linear programming problem due to the constraint C5. Since there are effective integer linear programming (ILP) solvers i.e., MOSEK, we should linearize C5 first. Influenced by [26] , we replace the ξ n m ξ n m with an auxiliary variable θ n,n m,m . Furthermore, to ensure that the equality θ n,n m,m = ξ n m ξ n m holds, we replace C5 in problem (11) with inequalities below: 
By applying these constraints to (11) instead of C5, we make sure that both ξ n m and ξ n m are not zero when π e m,m p b n,n is set to 1.
C. Admission Control Mechanism for the Proposed Joint Resource Allocation
In this paper, we apply a novel admission control mechanism in order to determine which slice requests are making the joint cloud nodes and links infeasible. Since resources in the cloud nodes and the links between them are limited (constraints (1), (7) , (9) ), if the virtual resources demanded by the slice requests are more than the whole network's capacity, the problem would be infeasible and no slice request can be served by the network. Whenever the admission control problem is solved and the sum of all elastic variables (defined in Table II ) of the problem is more than zero, we figure out that the original problem (i.e., (11) ) would be infeasible. In each round of our heuristic method (i.e., Alg. 1), if the sum of elastic variables (i.e., the objective function of (13)) is not zero, we will find out which slice request is demanding more resources and reject it. We repeat this until the problem (11) becomes feasible and then we solve it using ILP solvers. Maximum tolerable latency of VLs (9) In order to find the slice requests which cause infeasibility, we use the elasticization approach in which, the corresponding constraints are elasticized by defining some elastic variables that extend the bounds on constraints [27] , [28] . The problem of AC-JRA can be written as (13) In (13) , the value of σ V M n represents the difference of the sum of allocated computing, memory, and storage resources from a feasible fulfilled set of these resources in node n. The value of σ BW l u,u represents the deviation of the sum of all requested data rates of VLs from the actual bandwidth of the physical link l u,u . Also, the value of σ τ s t,k shows the difference of one (or more) VL(s) of the slice request s t,k from the actual propagation delay(s) of physical links. Alg. 1 provides broader information about our admission control mechanism.
D. Summary of the Proposed Joint Method
Herein, we summarize our proposed joint method which consists of AC-JRA and JRA for our network slicing framework. The proposed method can be illustrated in Fig. 2 . 
E. Disjoint Resource Allocation of Cloud Nodes and Links
In order to evaluate the proposed JRA problem (Fig. 2) , we advise a disjoint resource allocation (DRA) algorithm as a baseline of comparison. In this method, we divide both problems of admission control and resource allocation into nodes and links subproblems. The summary of the DRA method is shown in Fig. 3 . The proposed AC-DMA can be written as
subject to C1-a, C2, C3, C8, C9.
Also, the DMA subproblem can be stated as
subject to C1, C2, C3, C8, C9.
After solving DMA subproblem, we solve the proposed AC-DLA knowing γ and ξ from (15):
subject to C4, C5, C6-a, C7-a, C10.
After the proposed AC-DLA, the last phase is to allocate linkrelated resources (also known as DLA subproblem) (e.g., BW and τ ) which can be stated as:
subject to C4, C5, C6, C7, C10.
It is worth mentioning that the admission control mechanisms used in (14) (i.e., AC-DMA) and (16) (i.e., AC-DLA) are alike Alg. 1.
Initialization of physical resources
All slice requests arrive to the CSP Solve AC-DMA subproblem (i.e., (14) ) Is sum of all elastic variables zero?
Solve DMA subproblem (i.e., (15 
IV. EXPERIMENTAL ANALYSIS
In this section, we evaluate the performance of the proposed joint (i.e., JRA) and disjoint (i.e., DMA and DLA) methods alongside their admission control mechanisms (i.e., AC-JRA vs. AC-DMA and AC-DLA). 
A. Simulation Environment
Herein, we explain the simulation environment used for the results in Section VI. Using a random topology with 4 cloud nodes, we initialize the CSP's physical network. The values of the parameters related to the cloud nodes (e.g., computational, memory, and storage resources) are presented in the left part of Table III . Moreover, the left-hand side of Table IV displays the values of the parameters related to the CSP's physical links (e.g., propagation delay and bandwidth of links). Moreover, the weights of node and link parts of the objective function (10) are set to Υ = 1 and ζ = 9 × 10 −5 experimentally in order to balance the effects of these parts to each other.
For evaluating the effect of the number of slice requests on CSP's network, we increase the number of tenants from 1 to 16, keeping k t = 1 in all circumstances (all tenants have only one slice request). We also keep the number of VMs in all slice requests the same (|M | = 3). All VM requested resources of each slice request are shown in the right-hand side of Table III . The values of the parameters related to the VL requests of each slice request is shown in the left part of Table IV . Note that the parameters that do not have the same max and min value presented in Table IV are set randomly between the aforementioned values. It is worth mentioning that we use MOSEK solver in order to solve problems (11), (13), (14) , (15) , (16) , and (17) [29] , [30] . Moreover, all simulation steps (including initialization, admission control mechanisms, and solving ILP problems with MOSEK toolbox) have been implemented in MATLAB software [31] which is widely used to solve resource allocation problems [16] , [32] .
B. Simulation Results
The overall cost (according to (10) ) of the CSP for serving the slice requests is shown in Fig. 4 . The JRA method (i.e., Fig.  2) is winning the race because the cost is growing smoothly using this method. To analyze the performance of the admission control mecha- nisms (problem (13) (i.e., AC-JRA) vs. (14) (i.e., AC-DMA) and (16) (i.e., AC-DLA)), Fig. 5 displays the acceptance ratio of the two methods. Hereby, the average difference between the acceptance ratio of JRA vs. DRA is 0.46, indicating the advantage of the JRA method. It is worth noting that the DRA (i.e., Fig. 3 ) method, which is the intersection of AC-DMA and AC-DLA, cannot accept any slice request after the number of them reaches to 7. This is the reason that the overall cost in Fig. 4 decreases dramatically, only showing the cost of subproblem (15) . Moreover, Fig. 6 shows the number of the rejected slice requests in the two aforementioned methods. 7 shows the superiority of the JRA method against the DRA method (i.e., Fig. 3 ) in terms of the bandwidth consumption cost. The 0 value in the DRA method indicates that after the CSP gets 7 slice requests, the AC-DLA subproblem (i.e., (16) ) is getting infeasible anyway and there will be no bandwidth consumption cost in (17) . According to Fig. 5 , after No. of Rejected Slice Requests JRA DRA Fig. 6 : Comparison of the number of the rejected slice requests between the proposed methods.
getting 7 slice requests, computing resources are fulfilled and the CSP cannot accept any more slice requests, but in the DRA method, although after having 7 slice requests, some requests will be accepted in AC-DMA subproblem (i.e., (14) ), the acceptance ratio of the AC-DLA subproblem (i.e., (16) ) suddenly drops to 0%. The main reason of this drop-off is that the links and nodes resources are related to each other and when we solve them in different phases, after getting some requests, subproblem (16) will always be infeasible, thus leading to the cost of 0 according to Fig. 7 . slice requests of its different tenants. An SDN/NFV-enabled network with some cloud nodes was considered and allocating the computing and bandwidth resources to different slices of CSP's tenants was the main problem. Because of the limited amount of resources, we performed an admission control mechanism before solving the joint problem to reject the slice requests which make the joint problem infeasible. To evaluate the joint method (i.e., Fig. 2 ), we considered a new disjoint formulation (i.e., Fig. 3 ) of the original problem and the simulation results were all voted for our joint formulation. Incorporating the arrival time of each slice request into JRA and DRA can be regarded as a future line of research. Moreover, applying this system model in a discrete event simulator (e.g. NS3) will be done in our future work.
