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Zusammenfassung
Ressourcenbelegungsplanungsprobleme haben
fast immer exponentiell wachsende Lösungsräume.
Ausnahmen sind einfachste Ressourcenbele-
gungsplanungsprobleme die sich im wesentlichen
durch Sortierverfahren optimal lösen lassen.
Dadurch sind Ressourcenbelegungsplanungspro-
bleme NP-vollständig. Nach der Literatur haben
Lösungsräume von einigen NP-vollständigen
Optimierungsproblemen günstige Eigenschaften,
die Metaheuristiken, wie genetische Algorithmen
und lokale Suche, ausnutzen, um in vertretbarer
Rechenzeit gute Lösungen zu finden. Zu Ihrer
Erkennung gibt es in der Literatur etablierte
Analysemöglichkeiten. Sie werden in dieser Arbeit
auf die Ressourcenbelegungsplanung übertragen
und ihre Wirkung bzw. die auftretenden Schwie-




lyse eines Lösungsraums, Landschaft eines
Lösungsraums, Metaheuristiken.
1 Einleitung
Die Ressourcenbelegungsplanung ist Bestandteil
von Enterprise Ressource Planungssystemen (ERP-
System) wie dem SAP System, s. z.B. [22] oder [18].
Sie legt fest, wann welche Aufträge auf welchen Sta-
tionen eines Produktionssystems – wie beispielswei-
se einer Werkstattfertigung aus Bohr-, Fräß- und
Schleifstationen – zu bearbeiten sind; s. hierzu bei-
spielsweise [17] und [18].
Durch die Definition von benachbarten Lösungen
entsteht ein Lösungsraum. Die in der industriel-
len Praxis in der Regel auftretenden Lösungsräume
sind so groß, dass eine vollständige Enumeration
selbst mit den schnellsten heute verfügbaren Com-
putern Jahrzehnte dauern würde, s. z.B. [17] und
[18]. Dem wird durch Suchverfahren – in Form
von Metaheuristiken wie eine lokale Suche – begeg-
net, die wenig erfolgversprechende Teil-Räume von
der weiteren Suche ausschließen. Dazu müssen ge-
eignete Eigenschaften eines Lösungsraums bekannt
sein. Seitens der Literatur haben sich eine Reihe
von Analysen für viele NP-vollständige Probleme
bewährt. Sie werden im Folgenden im Detail vorge-
stellt und anhand von Fallstudien demonstriert.
Diese Publikation ist wie folgt strukturiert. Die Un-
tersuchung wird anhand von Fallstudien zur Res-
sourcenbelegungsplanung mit der Minimierung der
mittlere Verspätung als Zielkriterium erläutert, die
zunächst dargestellt werden. Über eine Metrik er-
gibt sich ein Lösungsraum, dessen mögliche Eigen-
schaften erläutert werden. Nachdem dies in zwei
Abschnitten erläutert wurde, werden in den fol-
genden drei Abschnitten verschiedene Kennzah-
len eingeführt und analysiert. Abschließend werden
die erzielten Ergebnisse zusammengefasst und wei-
terführende Arbeiten vorgeschlagen.
2 Fallstudien
Zur Demonstration der Überlegungen wird sich auf
eine Permutationslinienfertigung, die für manche
Untersuchungen noch weiter reduziert wird, be-
schränkt. Dadurch sind einige Analysen manuell
möglich. Damit eine gewisse Unregelmäßigkeit auf-
tritt, wurden drei Stationen verwendet. Zu jedem
Produkt existiert ein Auftrag und es gibt 5 Produk-
te. Die Bearbeitungszeiten der einzelnen Operatio-
nen für die einzelnen Produkte wurden so gewählt,
dass eine gewisse Schwankung an den Arbeitstatio-
nen einerseits und an der Gesamtbearbeitungszeit
der einzelnen Produkte (Summe der Bearbeitungs-
zeiten der einzelnen Operationen) andererseits auf-
tritt. Alle Aufträge haben den gleichen Endtermin.
Im Detail lauten die Daten dieser Permutations-
fließfertigung, die im Weiteren als Ausgangspro-
blem bezeichnet wird, wie folgt. Die Bearbeitungs-
zeiten der 5 Produkte auf den drei Stationen (S1,
S2 und S3) betragen:
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Produkte







S1 40 90 20 40 40
S2 50 50 50 90 10
S3 50 20 30 40 40
Tabelle 1: Ausgangsproblem: Bearbeitungszeiten
in Zeiteinheiten (ZE).
Die Aufträge (hier hat jedes Produkt der Einfach-
heit halber einen Auftrag) haben einen einheitli-
chen Freigabetermin von 0 Zeiteinheiten (ZE) und
einen einheitlichen Soll-Endtermin von 200 ZE.
Das resultierende Permutationslinienfertigungspro-
blem wird durch die Permutation (3, 1, 5, 4, 2) opti-
mal gelöst und ihre mittlere Verspätung beträgt 36
ZE (als Zielfunktionswert).
Da der Lösungsraum aus 120 Permutationen für ei-
ne vollständige Analyse recht groß ist, wurde ein
Auftrag, nämlich Produkt C, entfernt. Die resultie-
rende Permutationsfließfertigung besteht weiterhin
aus den drei Stationen (S1, S2 und S3) und die Be-
arbeitungszeiten der nunmehr 4 Produkte lauten
nun:
Produkte
A B C D
Station S1 40 90 40 40
Station S2 50 50 90 10
Station S3 50 20 40 40
Tabelle 2: Reduziertes Ausgangsproblem: Bearbei-
tungszeiten in Zeiteinheiten (ZE).
Auch hier haben die Aufträge (wiederum hat je-
des Produkt der Einfachheit halber einen Auftrag)
einen einheitlichen Freigabetermin von 0 ZE und
einen einheitlichen Soll-Endtermin von 200 ZE. Die
Stationen haben eine Verfügbarkeit und zwar S1
von 20 ZE, S2 von 70 ZE sowie S3 von 100 ZE.
Dieses Reduktion vom Ausgangsproblem wird
durch die Permutation (1, 4, 3, 2) optimal gelöst
und ihre mittlere Verspätung beträgt 45 ZE. Es
wird im Folgenden als Beispielproblem bezeichnet
und das zuerst genannte Problem als Ausgangspro-
blem. Bereits das Ausgangsproblem ist insofern ein-
fach, als die NEH-Heuristik, s. z.B. [34], bereits eine
optimale Lösung für die mittlere Verspätung be-
rechnet.
Schließlich ist es hilfreich, zum Vergleich ein Pro-
blem heranzuziehen, welches durch ein Sortierver-
fahren, und insbesondere bereits durch die Prio-
ritätsregel
”
Kürzeste Operationszeit“ – auf Prio-
ritätsregeln wird weiter unten näher eingegangen
–, optimal gelöst wird, weswegen es als günstiges
Problem bezeichnet wird. Es handelt sich um ein
Ein-Stationenproblem, bei dem sämtliche 4 Auf-
träge verspätet sind. Auch hier haben die Aufträge
unterschiedliche Produkte mit den folgenden Bear-
beitungszeiten:
Produkte
A B C D
Station S 20 40 10 30
Tabelle 3: Günstiges Problem: Bearbeitungszeiten
in Zeiteinheiten (ZE).
Die Freigabe- und Soll-Endtermine aller Aufträge
sind 0 ZE.
Zur Lösung wurden einerseits Prioritätsregeln ein-
gesetzt und andererseits wurde eine vollständige
Permutation erstellt. Prioritätsregeln arbeiten im
Kern wie folgt, im Detail ist ihre Arbeitsweise in
[18] und [20] beschrieben: Operationen, die start-
bereit sind – bei der ersten in einem linearen
Arbeitsplan eben ab dem Freigabtermin des da-
zugehörenden Aufrags und ansonsten, wenn sein
Vorgänger im Arbeitsplan beendet worden ist –
werden auf die Stationen zugeteilt, auf denen sie
bearbeitet werden können. In dem jedem vor einer
Station wartenden Auftrag eine Priorität zugewie-
sen wird, entsteht eine Warteschlange. Kann eine
Station belegt werden, so wird die erste Operati-
on seiner Warteschlange zugeteilt. Die im Folgen-
den verwendeten Prioritätsregeln sind im Detail in
[19] und in [37], [36], [18], [33], [9] sowie [12] be-
schrieben. Wie [1] und [42] zeigen, werden Prio-
ritätsregeln auch in neueren Forschungen verwen-
det.
Für das Beispielproblem sind die mittleren Ver-
spätungen sämtlicher Lösungen, die in der Tabelle
16 aufgelistet sind, in Abbildung 1 dargestellt. Die-
se Abbildung 1 enthält auch die Lösungen zu Prio-
ritätsregeln, die beispielsweise in [17], [18] und in
[21] erläutert sind. Die im Lösungsraum auftreten-
de mittlere Verspätung überstreckt einen Bereich
von 45 ZE bis 107.5 ZE, wobei mehrere mittlere
Verspätungen mehrfach auftreten und die mittle-
ren Verspätungen einen Mittelwert von 69.48 ZE
und eine Standardabweichung von 15.52 ZE besit-
zen.




























1SPT_T mit vielen Gewich-
tungsfaktoren
CR, CR+SPT, KPZ, 
S/OPT, S/OPN, SPT_T1, 
lokales Mi-
nimum (16)
Abbildung 1: Verteilung der mittleren Verspätung
beim Beispielproblem; für die Permu-
tationsnummern s. Tabelle 16.
Beim Ausgangsproblem liegt eine ähnliche Situati-
on vor, s. Abbildung 2, welches auch die Lösungen
zu Prioritätsregeln enthält: deutlich sind ebenfalls
viele Häufungspunkte erkennbar, der Mittelwert
von 67.67 ZE ist etwas niedriger, die Standardab-
weichung von 18.14 ZE ist etwas höher, das Mini-
mum von 36 ZE ist etwas niedriger und das Maxi-
mum von 116 ZE ist etwas höher; wegen der hohen
Anzahl an Permutationen wurde auf deren Angabe





































globales Minimum (36; 1)
lokales Minimum (46; 6)
lokales Mini-
mum (50; 19)
Abbildung 2: Verteilung der mittleren Verspätung
beim Ausgangsproblem.
3 Struktur eines Lösungsraums – Metrik,
lokale Optima und lokale Suche
Bei den hier betrachteten Permutationsfließferti-
gungen besteht der Lösungsraum aus allen Permu-
tationen der Aufträge. Über eine Metrik – und all-
gemein über topologische Räume s. z.B. [7] sowie [5]
– kann die Ähnlichkeit zwischen Lösungen durch
einen Abstand (Distanz) gemessen werden, was
zur Bildung von Nachbarschaftsstrukturen führt,
s. z.B. [6]. Mehrere Metriken werden in der Lite-
ratur verwendet, s. z.B. [43] oder [6]. Besonders
in binären Suchräumen der Dimension n wird die
Hamming-Metrik verwendet, s. z.B. [43] oder [6],
bei der die Anzahl der abweichenden (binären) Po-
sitionen gezählt wird. Dieses Vorgehen lässt sich
auf zwei Permutationen x = {x1, . . . , xn} und y =




zi mit zi =
{
1 , für xi = yi
0 , für xi = yi
ist der Hammingabstand zwischen x und y.
Eine weitere Metrik ist aus der Arbeitsweise der
NEH Heuristik, nämlich dem Einfügen eines Auf-
trags in einer Position in einer Permutation, s. [34],
ableitbar.
Ein (direkter) Nachbar zu einer Permutation (im
Allgemeinen einer Lösung) x – im Lösungsraum
– ist folglich jede andere Permutation – im
Lösungsraum –, die den kleinsten möglichen
Hamming-Abstand zu x hat. Da die Permutatio-
nen die gleiche Länge besitzen, ist 2 der kleinste
mögliche Hamming-Abstand zwischen zwei Permu-
tationen. Da alle Permutationen die gleichen Werte
enthalten, ergeben sich alle Nachbarn einer (belie-
bigen) Permutation x durch jede mögliche Vertau-
schung von zwei Positionen in x. Eine Folge von
solchen Vertauschungen w1, . . . , wn von einer (be-
liebigen) Permutation x ( = w1) bildet einen Weg
von w1 nach wn; dabei geht wi+1, mit 1 ≤ i < n, aus
wi durch eine Vertauschung von zwei Positionen in
wi hervor; wi und wi+1 sind direkte Nachbarn.
Durch einen Abstand zwischen Permutationen
können lokale Optima – bezogen auf diesen Anwen-
dungsfall der Ressourcenbelegungsplanung eben lo-
kale Minima – auftreten, wohingegen ein globa-
les Minimum (Optimum) stets vorliegt. Nach der
Definition von einem strikten lokalen Minimum in
der Analysis, ist ein lokales Minimum (x) umge-
ben von (echt) größeren Werten und zwar in einer
kleinen (ε-) Umgebung von x – bei einem Maximum
natürlich entsprechend von echt geringeren Werten.
Dies bedeutet, dass beim Entlanglaufen auf einer
(Ziel-) Funktion von einem lokalen Minimum zu ei-
nem lokalen (ggf. globalen) Minimum (mindestens)
ein höherer (Ziel-) Funktionswert als der vom lo-
kalen Minimum auftritt. Übertragen auf Permuta-
tionen bedeutet dies, dass für jeden Weg w1, . . . ,
wn von einem lokalen Minimum (x = w1) zu einem
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lokalen Minimum (x* = wn), ein wi, mit 1 < i < n,
existiert, dass schlechter als x = w1 ist; i.e. mit
schlechterem (Ziel-) Funktionswert. Um ein loka-
les Minimum nicht zu restriktiv zu definieren, wer-
den Nachbarn mit gleichen (Ziel-) Funktionswerten
zugelassen, wodurch ein so genanntes Plateau vor-
liegt. Dadurch ergibt sich die folgende Definition für
ein lokales Optimum x bei Permutationen: Kein (di-
rekter) Nachbar von x darf besser als x sein und für
alle Wege w1, . . . , wn von x = w1 zu einer besseren
Lösung als x, nämlich wn, ist ein wi, mit 1 < i < n,
dass schlechter als x ist. Diese Definition entspricht
der von Weicker in [49], der ein lokales Optimum
für eine etwas allgemeinere Nachbarschaft definiert
hat, wobei diese allgemeinere Nachbarschaft durch
einen Mutationsoperator bewirkt wird, der im Prin-
zip eine Lösung (hier eine Permutationen) an einer
Stelle ändert.
Bei einem Plateau-Punkt x ist jeder (direkte) Nach-
bar von x nicht besser als x und es existiert wenigs-
tens ein (direkter) Nachbar mit der gleichen Güte.
Am Rand eines Plateaus kann ein benachbarter
Punkt (außerhalb des Plateaus) mit einem besse-
ren Zielfunktionswert liegen. Dies wird in der Li-
teratur als Ausgang (des Plateaus) bezeichnet. Ein
solcher liegt nicht vor, sofern im Plateau ein lokales
Optimum liegt. Ist nicht bekannt, ob ein Plateau
einen Ausgang besitzt, so ist das Plateau eventuell
vollständig zu durchsuchen, um einen Ausgang zu
finden oder eben nicht. Schließlich sind zwei lokale
Minima x und y mit dem gleichen (Ziel-) Funktions-
wert nicht durch ein Plateau verbunden, sofern für
alle Wege w1, . . . , wn von x (= w1) nach y (= wn)
gilt: es gibt ein wi, mit 1 < i < n, dass schlech-
ter als x ist. Solche lokalen Minima werden als echt
unterschiedlich bezeichnet.
Das Ausgangsproblem hat zwei lokale Minima, das
eine ist die Permutation (3, 4, 2, 5, 1) mit der mitt-
leren Verspätung von 46 Zeiteinheiten (als Ziel-
funktionswert) und das andere ist die Permutati-
on (4, 2, 5, 3, 1) mit der mittleren Verspätung von
50 Zeiteinheiten. Seine Reduktion (also das Bei-
spielproblem) hat ein lokales Minimum und zwar
die Permutation (3, 2, 4, 1) mit der mittleren Ver-
spätung von 57,5 Zeiteinheiten. Der Hammingab-
stand zwischen dem globalen Minimum und dem
lokalen Minimum beträgt 4. Im Ausgangsproblem
beträgt der Hammingabstand zwischen jedem Paar
aus globalen und lokalen Minimum 4.
Durch eine Vertauschung von den Inhalten (hier
Auftragsnummern) in zwei Positionen i und j, mit
i = j, in einer Permutation P entsteht eine neue
Permutation Q; im Detail:
ist P = (n1, n2, ..., ni− 1, ni, ni+ 1, ..., nj − 1, nj,
nj + 1, ..., nm),
so führt diese Vertauschung von den Inhalten in
zwei Positionen i und j, mit i = j,
zu Q = (n1, n2, ..., ni− 1, nj, ni+ 1, ..., nj − 1, ni,
nj + 1, ..., nm).
Bei einem Hammingabstand von (n + 1) zwischen
zwei Permutationen P und Q gilt für eine Folge mit
der geringsten Anzahl N an Vertauschungen von
zwei Positionen, mit denen P in Q überführt wird,
dass N ≤ n ist. Häufig sind es genau n Vertauschun-
gen, wie z.B. zwischen den Permutationen (1,2,3,4)
und (4,1,2,3) mit einen Hammingabstand von 4 die
Vertauschungen von (1,2,3,4) zu (4,2,3,1), mit ei-
nem Hammingabstand von 3 zu (4,1,2,3), und dann
zu (4,1,3,2), mit einem Hammingabstand von 2 zu
(4,1,2,3), und schließlich zu (4,1,2,3). Aber, die Per-
mutationen (1,4,3,2) und (4,1,2,3) haben ebenfalls
einen Hammingabstand von 4 und werden durch 2
Vertauschungen in einander überführt, nämlich von
(1,4,3,2) zu (4,1,3,2), mit einem Hammingabstand
von 2 zu (4,1,2,3), und dann zu (4,1,2,3). Damit
existieren für jede Permutation P mit einem Ham-
mingabstand von (n + 1) zum globalen Minimum
maximal n Vertauschungen, die P in das globale
Minimum überführen. Dies motiviert eine Iteration
solcher Vertauschungen und ein solches Verfahren
wird als eine lokale Suche bezeichnet.
Eine lokale Suche benötigt ein Kriterium, nach dem
entschieden wird, ob eine Vertauschung weiterver-
folgt werden soll oder nicht. Für die numerische
Lösung eines nicht-linearen Optimierungsproblems
in der Analysis wird dies in dem allgemeinen Ab-
stiegsverfahren – bzw. dem Gradientenverfahren –
dadurch gelöst, indem die Richtung bevorzugt wird,
in welcher die (Ziel-) Funktion am stärksten verbes-
sert wird. Daher sollten nur Verbesserungen wei-
terverfolgt werden. Dabei werden in der Regel n
Vertauschungen durchgeführt, wodurch n Lösungen
entstehen und basierend auf deren Zielfunktions-
werten wird eine, oder sogar mehrere, ausgewählt,
mit der (oder denen) die lokale Suche fortgesetzt
wird. Über eine Abbruchbedingung terminiert das
Verfahren.
4 Mögliche Eigenschaften eines
Lösungsraums
Die Untersuchung von Lösungsräumen in der Lite-
ratur hat das Ziel, Eigenschaften im Lösungsraum
zu erkennen, mit denen einerseits die Güte von
Anwendungen und Konzepte der Wirtschaftsinformatik (ISSN: 2296-4592) http://akwi.hswlu.ch Nr. 11 (2020) Seite 18
Heuristiken erklärt werden können und mit denen
andererseits Heuristiken selbst entwickelt werden
können. Statt dem eigentlichen Optimierungskrite-
rium wird vielfach eine Ersatzfunktion verwendet,
die in der Literatur als Fitness (-funktion) bezeich-
net wird.
In der Literatur werden folgende Eigenschaften
bzw. Charakteristika analysiert (und damit defi-
niert) – für eine umfangreiche Behandlung sei auf
das Buch von Richter und Engelbrecht in 2014, s.
[44], verwiesen:
• Verteilung der Zielfunktionswerte (Mittelwert
und Varianz).
• Unebenheit (Rauheit bzw. Zerklüftung) des
Lösungsraums, definiert durch die Korrelation
zwischen dem Abstand von zwei Lösungen und
der Differenz ihrer Zielfunktionswerte.
• Die Zahl der lokalen Optima.
• Die Verteilung der lokalen Optima im gesamten
Lösungsraum.
• Die Anzahl der Schritte (hier Vertauschungen)
zu einem (globalen) Optimum.
• Struktur und Größe von sogenannten Anzie-
hungsbecken um lokale Optima. Ein Anzie-
hungsbecken ist ein Gebiet um ein loales Opti-
mum M, bei dem zwischen jedem Punkt P mit
Zielfunktionswert f(P ) und Abstand A(P ) von
M eine sehr signifikante (positive) Korrelation
zwischen f(P ) − f(M) und A(P ) vorliegt.
• Größe und Struktur von Plateaus (i.e. Gebiete
mit gleichen Zielfunktionswerten).
Es sei betont, dass die Ausprägungen dieser Eigen-
schaften stark von der Fitness-Funktion abhängt.
So diskutiert Weicker in [49] am Beispiel von Bit-
mustern lokale Optima und stellt generell fest, dass
lokale Optima ausschließlich von der gewählten Co-
dierung und dem Mutationsoperator abhängen –
beachte, dass, wie oben ausgeführt, Weicker in [49]
ein lokales Optimum für eine etwas allgemeinere
Nachbarschaft, die durch einen Mutationsoperator
erzeugt wird, definiert hat. Aufgrund der obigen
Überlegungen ist dies sehr relevant, da je weniger
lokale Optima existieren, desto bessere Ergebnisse
können durch eine (lokale) Suche erwartet werden.
Bei Optimierungsproblemen mögliche Eigenschaf-
ten eines Lösungsraums sind in den Abbildungen 3
bis 10 mit ihren Bezeichnungen und teilweise Hin-
weisen auf ihre Eignung für ein Suchverfahren an-
gegeben; ein Gradient zeigt nach dem Gradienten-
verfahren zur Optimierung partiell differenzierbarer
(Ziel-) Funktionen in die Richtung des steilsten Ab-
stiegs. Zur geführten Suche zeigen diese möglichen
Eigenschaften bereits die Wirkung von Informatio-
nen aus früheren Suchschritten für die Festlegung
eines nächsten Suchschrittes.
Exemplarisch werden nun folgende besonders
ungünstige Konstellationen analysiert. Liegen kei-
ne für eine geführte Suche verwendbaren Informa-
tionen vor, beispielsweise dann, wenn durch die
zufällige Erzeugung eines Nachfolgers ein Suchraum
gebildet wurde (ein Beispiel dazu ist in [43] ange-
geben), dann hat (im Mittel) jede geführte Suche
die gleiche Güte und deswegen hat die zufällige
Suche die gleiche Güte. Das gleiche gilt für das
Problem der Suche nach einer Nadel im Heuhau-
fen, s. Abbildung 7. Informationen können der-
art vorliegen, dass eine geführte Suche zwar in je-
dem Schritt einen besseren Zielfunktionswert er-
reicht, aber zugleich der Abstand zum Optimum
erhöht wird, wodurch das Optimum nie erreicht
wird (eine solche Situation, allerdings noch ex-
tremer, ist das in der Abbildung 6 als trügerisch
bezeichnete Problem und unter irreführend ist in
[43] ein Beispiel angegeben); somit bewegen sich
die Lösungen vom Optimum fort und dadurch ist
der Abstand zu der optimalen Lösung negativ kor-
reliert mit dem Zielfunktionswertunterschied zwi-
schen einer Lösung und der optimalen Lösung. Je-
de andere geführte Suche, die Informationen über
den Lösungsraum nutzt, findet ebenfalls das Op-
timum nicht. Effektiver ist dann ein Suchverfah-
ren, das keine Informationen über die Eigenschaf-
ten des Suchraums benutzt, sondern zufällig sucht.
Dies rechtfertigt die Verwendung einer zufälligen
Suche als Benchmark für Heuristiken; beim Sche-
duling wird häufiger eine geführte Suche von ei-
ner zufällig erzeugten Anfangslösung (oder meh-
rerer) gestartet; als ein Beispiel möge Vallada et
al. (in 2008, s. [48]) dienen. Diese möglichen Wir-
kungen von Informationen aus früheren Suchschrit-
ten für die Festlegung eines nächsten Suchschrittes
korreliert mit dem
”
no-free-lunch“ Theorem, s. [51]
und [52], nach dem effiziente und effektive Verfah-
ren problemspezifisch sein müssen und insbesonde-
re keine
”
black-box“ Optimierung möglich ist.

























































Abbildung 7: Beispielhafter Lösungsraum V.










Abbildung 8: Beispielhafter Lösungsraum VI.





















Abbildung 10: Beispielhafter Lösungsraum VIII.
5 Fitness-Abstandskorrelationskoeffizient
Angenommen, es liege ein idealer Suchraum vor, bei
dem jede Vertauschung zu einer Verbesserung führt
und ein globales Optimum sogar mit einer minima-
len Anzahl an Vertauschungen erreicht wird. Ist zu-
gleich die durch eine Vertauschung jeweils erzielte
Verbesserung gleich, so liegt eine maximale Korre-
lation zwischen dem Hamming-Abstand und dem
Zielfunktionswert vor. Ein solcher Suchraum ist im
Zusammenhang mit Permutationen nicht möglich.
Maximal möglich sind Permutationen wie die fol-
genden im Fall von dreistelligen Permutationen.
Wie im Folgenden noch dargestellt werden wird, lie-
fern bei dreistelligen Permutationen die folgenden
Zielfunktionswerte die besten Kennzahlen, weswe-




1 2 3 ZFW [ZE] HGM RN
1 2 3 2 0 1
2 1 3 6 2 2
1 3 2 6 2 3
3 2 1 6 2 4
2 3 1 8 3 5
3 1 2 8 3 6
Tabelle 4: Ideale Permutationen: Alle Permutatio-
nen (Spalte i für die i-te Stelle in der Per-
mutation) mit mittleren Verspätungen
in Zeiteinheiten (ZE) (Spalte ZFW),
Hammingabstand zum globalen Mini-
mum (Spalte HGM) sowie Referenznum-
mer (Spalte RN).
Eine eigene Analyse ergab, dass sich eine solche
Permutationslinienfertigung mit der Verspätung als
Zielkriterium nicht erreichen lässt. Es treten Per-
mutationen mit zu geringen Verspätungen auf. Dies
lässt sich durch reihenfolgeabhängige Rüstkosten
korrigieren.
Damit dürfte der – zu Beginn dieses Abschnitts
– genannte Suchraum, der ideal ist, nicht oder
nur marginal häufig existieren. Bei der Ressour-
cenbelegungsplanung wird die Problemklasse
mit dem im Mittel geringsten Rechenzeitbedarf
durch ein Sortierverfahren gelöst, s. dazu [17];
ein Beispiel dafür ist das günstige Problem, s.
Tabelle 3. Trotzdem begründet dieser ideale
Suchraum die Verwendung von der (ebendort)
genannten Korrelation als ein Maß für die Güte
einer (lokaler) Suchmethode zur Lösung eines
Optimierungsproblems. Als Präzisierung schlugen
Jones und Forrest (1995) (s. [24]) einen so ge-
nannten Fitness-Abstandskorrelationskoeffizienten
vor, dessen folgende Definition sich an Rothlauf
[43] orientiert; für Berechnungen zu einem solchen
Koeffizienten sei auf [8] verwiesen. Mit einer
optimalen Lösung xopt, dem Abstand di,opt einer
Permutation i zur optimalen Lösung (xopt), dem
Zielfunktionswert fi, die Mittelwerte von allen
Zielfunktionswerten E(f), die Mittelwerte von
allen Hammingabständen jeweils zur optimalen
Lösung (xopt) E(dopt), die Standardabweichungen
von allen Zielfunktionswerten σ(f) und die Stan-
dardabweichungen von allen Hammingabständen




der Fitness-Abstandskorrelationskoeffizient mit der







(fi − E(f)) · (di,opt − E(dopt)) .
Damit misst der Fitness-Abstandskorrelationsko-
effizient ρFDC ∈ [−1, 1] die lineare Korrelati-
on zwischen den Zielfunktionswerten von allen
Lösungen (Permutationen) und ihren Hammin-
gabständen zum globalen Minimum (xopt).
Nach Jones und Forrest (in 1995, s. [24]) korrelieren
bei ρFDC ≥ 0.15 Zielfunktionswerte und ihre Ham-
mingabstände (zum Optimum) gut. Dadurch neh-
men bei einem zunehmend geringeren Hammingab-
stand zum Optimum die Abstände der Zielfunkti-
onswerte zum optimalen Zielfunktionswert ab. Des-
wegen ist der Suchraum günstig für Suchverfahren.
Nach Jones und Forrest (s. [24]) bedeutet ein ρFDC
zwischen −0.15 und 0.15, dass die Zielfunktions-
werte der Nachbarschaftslösungen unkorreliert sind
und der Suchraum keine Informationen darüber
enthält, welcher Nachbar durch ein Suchverfahren
weiter verfolgt werden sollte. Die Informationen im
Suchraum dürften nach Jones und Forrest (s. [24])
im Fall von ρFDC ≤ −0.15 für ein Suchverfahren
sogar irreführend sein.
Wegen der maximalen Korrelation bei dem (zu Be-
ginn dieses Abschnitts genannten) idealen Such-
raum hat ρFDC den optimalen Wert von 1. Dieser
liegt auch bei der idealen Permutation, s. Tabelle 4,
vor. Allerdings bewirkt folgende kleine Änderungen
der Zielfunktionswerte, bei der der Zielfunktions-
wert von 6 Zeiteinheiten (ZE) durch 4 ZE ersetzt
wird – i.e. bei jedem der drei Vorkommen – und
der andere Zielfunktionswert von 8 ZE auf 9 ZE
erhöht wird – ebenfalls bei jedem der beiden Vor-
kommen – bereits eine Reduktion von ρFDC auf den
Wert 0.87. Verantwortlich für diese substantielle
Reduktion (von ρFDC) ist die Abweichung von der
maximalen Korrelation zwischen dem Hamming-
Abstand und dem Zielfunktionswert. Da die auftre-
tenden Hamming-Abstände 0, 2 und 3 sind, liegt ei-
ne ideale Situation vor, wenn die Zielfunktionswerte
zu den einzelnen Hamming-Abständen gleich sind
und, dann, derjenige zum Hamming-Abstand von 3
um 50% höher ist, als der zum Hamming-Abstand
von 2. Durch andere Abweichungen von diesem Zu-
sammenhang werden noch kleinere Werte für ρFDC
bewirkt. Ein beliebig kleiner Werte für ρFDC konn-
te nicht erzielt werden. Der kleinste gefundene Wer-
te für ρFDC von 0.45 bewirkt die Erhöhung von ei-
nem der beiden Vorkommen von dem Zielfunktions-
wert von 8 um eine sehr große Zahl, z.B. auf 1000.
Marginal kann der Wert noch verringert werden, in
dem der Zielfunktionswert von 6 maximal verrin-
gert wird, nämlich auf 3, und der Zielfunktionswert
von 8 ebenfalls maximal verringert wird, nämlich
auf 4 – das zweite Vorkommen von dem Zielfunkti-
onswert von 8 im Ausgangsproblem wird auf 1000
gesetzt –; dies bewirkt ρFDC = 0.448558732, ge-
genüber ρFDC = 0.451525763.
Die optimale Lösbarkeit durch die Prioritätsregel
KOZ beim günstigen Problem, und damit
durch ein Sortierverfahren, bewirkt einen
Fitness-Abstandskorrelationskoeffizient von
ρFDC = 0.577. Verantwortlich für eine solche
substantielle Abweichung vom idealen Fitness-
Abstandskorrelationskoeffizient von 1 (bei dem
die maximale Korrelation vorliegt,) sind für den
allgemeinen Fall mehrere Effekte. Drei besonders
relevante werden im Folgenden vorgestellt und
anhand des Beispielproblems bzw. des günstigen
Problems demonstriert.
Zum einen können auch hohe Zielfunktionswer-
te einen geringen (minimalen) Hamming-Abstand
zum globalen Minimum haben. Zwar haben im Bei-
spielproblem die beiden Permutationen mit den bei-
den höchsten Zielfunktionswerten von 107.5 Zeit-
einheiten (ZE) und 100 ZE jeweils den maximal
möglichen Hamming-Abstand von 4 zum globalen
Minimum. Aber bereits die nächst höheren Ziel-
funktionswerte von 95 ZE, 85 ZE und 80 ZE ha-
ben, in dieser Reihenfolge, die Hamming-Abstände
von 3, 3, und sogar 2, also den kleinsten möglichen;
es sei angemerkt, dass drei Permutationen einen
Zielfunktionswert von 80 ZE haben und zwei von
diesen haben den Hamming-Abstand von 2 und
einer hat den Hamming-Abstand von 4. Ein sol-
cher Effekt liegt auch beim günstigen Problem
vor. So haben von drei Permutationen mit dem
zweithöchsten Zielfunktionswert von 72.5 ZE –
75 ZE ist der höchste Zielfunktionswert – zwei
einen Hamming-Abstand von 4 und einer hat den
Hamming-Abstand von 2 zum globalen Minimum.
Zum anderen kann ein Plateau einen gerin-
gen Fitness-Abstandskorrelationskoeffizient bewir-
ken. Das Beispielproblem hat in der Permutati-
on (4,3,2,1) ein Plateau, da die beiden Permuta-
tionen (4,1,2,3) und (4,3,1,2) (direkte) Nachbarn
(von ihm) mit dem gleichen Zielfunktionswert von
57.5 Zeiteinheiten sind, und alle anderen (direkten)
Nachbarn von ihnen einen höheren Zielfunktions-
wert haben. Von der Permutation (4,3,1,2) führt ei-
ne Vertauschung (von Positionen) zu (4,1,3,2) und
danach eine weitere zu (1,4,3,2), dem globalen Mi-
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nimum. Im Fall der Permutation (4,3,2,1) ist min-
destens eine zusätzlich Vertauschung erforderlich –
z.B. eben zu (4,3,1,2). Folglich liegt keine Korre-
lation zwischen dem Hamming-Abstand und dem
Zielfunktionswert vor. Es sei angemerkt, dass beim
günstigen Problem kein Plateau vorliegt.
Schließlich dürfte ein lokales Minimum einen
noch gravierenderen Einfluss auf den Fitness-
Abstandskorrelationskoeffizienten haben. Da nach
der Definition von einem lokalen Minimum (LM)
ein globales Minimum (GM) ausschließlich durch
eine Folge von Vertauschungen mit einer Ver-
schlechterung erreicht werden kann, ist die Korre-
lation zwischen dem Hamming-Abstand und den
Zielfunktionswerten zwischen LM und GM klei-
ner als die maximal mögliche. Im Gegensatz zum
günstigsten Problem hat das Beispielproblem ein
lokales Minimum – das Ausgangsproblem hat zwei
lokale Minima.
Aufgrund dieser Eigenschaften ist der Fitness-
Abstandskorrelationskoeffizienten beim Beispiel-
problem nur noch 0.396. Dass das Ausgangspro-
blem ein lokales Minimum mehr hat und insgesamt
aufwendiger zu lösen ist, bewertet dieser Fitness-
Abstandskorrelationskoeffizient mit einer Redukti-
on um 13.64% – auf 0.342.
Die vorgestellten Überlegungen stellen bereits
Ansatzpunkte für Schwächen eines Fitness-
Abstandskorrelationskoeffizienten dar. Daher ist es
nach der Literatur wirkungsvoller, alle Lösungen
in einem kartesischen Koordinatensystem aus den
Zielfunktionswerten und den Hammingabständen
zum Optimum einzutragen. Konkretisierungen
finden sich bei Kauffman und Weinberger (1989,
s. [27]), Boesse (1995 für das Traveling Salesman
Problem, s. [3]), Reeves (1999 für die Ressour-
cenbelegungsplanung von Fließfertigungen, s. [39]
und Mendes et al. (2002 für die Ressourcenbele-
gungsplanung von Einzelstationen, s. [31]). Danach
treten noch stärker als beim Beispielproblem (und
auch beim günstigen Problem) bei realen Pro-
blemen Lösungen mit hohen Hammingabständen
zum Optimum und sehr geringen Abständen zum
optimalen Zielfunktionswert auf.
6 Glätte bzw. Unebenheit eines (Teil-)
Lösungsraums
Haben benachbarte Lösungen – i.e. hier Permu-
tationen – sehr unterschiedliche Lösungen, so lie-
gen keine nützlichen Informationen für das Finden
einen Minimums – auch nicht für ein lokales Mini-
mum, vor; ein Beispiel ist der Lösungsraum VI in
Abbildung 8. In diesem Sinne liegt ein zerklüfteter
Suchraum vor. Das Gegenteil ist eine hohe Kor-
relation benachbarter Lösungen. In der Literatur
wird ein Vorgehen vorgeschlagen, bei dem im Ide-
alfall – i.e. wenn der Suchraum vollständig betrach-
tet wird – die Mittelwerte der Abstände zwischen
dem Optimum und seinen Nachbarn mit einem fes-
ten Hammingabstand einschließlich der dabei auf-
tretenden Standardabweichungen ermittelt werden.
Für das Beispielproblem als auch für das günstige
Problem sind die entsprechenden Werte in Tabelle
5, für das Beispielproblem, und in Tabelle 6, für das
günstige Problem, angegeben. Um die Veränderung
der Mittelwerte bei der Veränderung des Hammin-
gabstands vergleichen zu können, wurden die ein-
zelnen Mittelwerte mit dem dazugehörenden Ham-
mingabstand gewichtet (Division durch den Ham-
mingabstand) und dadurch normiert. Wegen der
Abnahme dieses normierten Mittelwerts ist die Zu-
nahme des (tatsächlichen) Mittelwerts nur mode-
rat. Sie wird verursacht durch eine bereits sehr ho-
he Abdeckung aller Zielfunktionswerte mit einem
minimalen Hammingabstand (von 2) – es kommt
beim günstigen Problem der Zielfunktionswert von
72.5 Zeiteinheiten (ZE) vor und der höchste (ein-
mal) auftretende ist 75 ZE. Beim Beispielproblem
haben das lokale Minimum und einige Permutatio-
nen einen relativ günstigen Zielfunktionswert mit
einem hohen Hammingabstand zum globalen Mini-
mum. Dies bewirkt die Zunahme der Standardab-
weichung mit zunehmenden Hammingabstand und
eine generell höhere Standardabweichung als beim
günstigen Problem.
Hamming- Mittel- Mittelwert/ Standard-
abstand wert Hammingab- abwei-
[ZE] stand [ZE] chung [ZE]
2 65 32,5 9.43
3 70 23.33 12.56
4 75.72 18.68 17.42
Tabelle 5: Beispielproblem: Abstand zwischen Ziel-
funktionswert und globales Minimum für
Permutationen mit dem gleichen Ham-
mingabstand vom globalen Minimum;
Kennzahlen z.T. in Zeiteinheiten (ZE).
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Hamming- Mittel- Mittelwert/ Standard-
abstand wert Hammingab- abwei-
[ZE] stand [ZE] chung [ZE]
2 58.33 29.16 7.81
3 62.5 20.83 5
4 66.67 16.67 6.01
Tabelle 6: Günstiges Problem: Abstand zwischen
Zielfunktionswert und globales Mini-
mum für Permutationen mit dem glei-
chen Hammingabstand vom globalen Mi-
nimum; Kennzahlen z.T. in Zeiteinheiten
(ZE).
Zur Orientierung sind in der folgenden Tabel-
le 7 diese Kennzahlen für ideale Permutatio-
nen (aus dem Abschnitt 5 über den Fitness-
Abstandskorrelationskoeffizient) angegeben. Glei-
che Zielfunktionswerte beim gleichen Hammingab-
stand zum (globalen) Minimum führt zu einer
Standardabweichung von 0 Zeiteinheiten (ZE). We-
gen der Abnahme des normierten Mittelwerts ist
die Zunahme nicht proportional zum Hammingab-
stand; dies wäre der Fall, wenn der Zielfunktions-
wert von 8 ZE durch 9 ZE ersetzt werden würde –
dann wäre 9 ZE der Mittelwert zum Hammingab-
stand 3 und der gleichmäßige Anstieg von Mittel-
wert zum Hammingabstand zeigt sich im einheitli-
chen Quotienten aus Mittelwert und Hammingab-
stand.
Hamming- Mittel- Mittelwert/ Standard-
abstand wert Hammingab- abwei-
[ZE] stand [ZE] chung [ZE]
2 6 3 0
3 8 2.67 0
Tabelle 7: Ideale Permutationen: Abstand zwischen
Zielfunktionswert und globales Mini-
mum für Permutationen mit dem glei-
chen Hammingabstand vom globalen Mi-
nimum; Kennzahlen z.T. in Zeiteinheiten
(ZE).
Eine solche Zerklüftung liegt nicht nur im Hinblick
auf den Bezug zum Optimum vor, sondern gerade
bezogen auf alle Nachbarn mit einem festen Ham-
mingabstand. Deswegen wurden diese Kennzahlen
auch für alle Paare von Permutationen mit einem
bestimmten Hammingabstand erhoben und sind in
der Tabelle 8 für das Beispielproblem und in Ta-
belle 9 für das günstige Problem angegeben. Sie
sind strukturell ähnlich zu denjenigen bei einem
festen Hammingabstand zum globalen Minimum in
Tabelle 5, für das Beispielproblem, und in Tabelle
6, für das günstige Problem. Einziger strukturel-
ler Unterschied ist die Standardabweichung beim
Beispielproblem, die nun abnimmt. Verantwortlich
hierfür sind starke Schwankungen in den Zielfunkti-
onswerten benachbarter Permutationen (mit einem
Hammingsabstand von 2). Ferner wird die oben an-
gesprochene Vermutung über den Einfluss des loka-
len Minimums (und anderer Permutationen) auf die
Zunahme der Standardabweichung bestätigt. Die
um den Hammingabstand normierten Mittelwer-
te nehmen deutlich mit zunehmenden Hammingab-
stand ab. Relativ gesehen ist diese Abnahme beim
günstigen Problem ausgeprägter, auch im Vergleich
zur vorhergehenden Analyse. Aufgrund solcher Im-
plikationen wird mit diesen Analysen die Uneben-
heit bzw. Glätte der Lösungsraums, gerade in der
Umgebung eines (lokalen) Minimums, aufgezeigt –
und erfolgt in der Literatur unter einer dieser bei-
den Bezeichnungen.
Hamming- Mittel- Mittelwert/ Standard-
abstand wert Hammingab- abwei-
[ZE] stand [ZE] chung [ZE]
2 13.37 6.68 12.97
3 16.09 5.36 11.04
4 16.39 4.09 7.46
Tabelle 8: Beispielproblem: Kennzahlen ggf. in
Zeiteinheiten (ZE) zu Paaren von Per-
mutationen mit dem gleichen Hammin-
gabstand.
Hamming- Mittel- Mittelwert/ Standard-
abstand wert Hammingab- abwei-
[ZE] stand [ZE] chung [ZE]
2 6.74 3.37 3.86
3 6.87 2.29 4.96
4 7.22 1.81 3.99
Tabelle 9: Günstiges Problem: Kennzahlen ggf. in
Zeiteinheiten (ZE) zu Paaren von Per-
mutationen mit dem gleichen Hammin-
gabstand.
Zur Orientierung sind in der folgenden Tabel-
le 10 diese Kennzahlen für ideale Permutatio-
nen (aus dem Abschnitt 5 über den Fitness-
Abstandskorrelationskoeffizient) angegeben. Da
nun nicht mehr ausschließlich die Differenzen von
8 Zeiteinheiten (ZE) und 2 ZE sowie von 6 ZE und
2 ZE auftreten, sondern zusätzlich von 8 ZE und 6
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ZE, sind die Mittelwerte kleiner (bei beiden Ham-
mingabständen von 2 und 3). Beim Hammingab-
stand von drei treten noch Differenzen von 0 ZE
(zwischen 6 ZE bzw. 8 ZE und 6 ZE bzw. 8 ZE) auf.
Dies erklärt die Abnahme des Mittelwerts, auch des
normierten und die (deutliche) Zunahme der Stan-
dardabweichung. Im Fall der vielen Differenzen von
0 ZE, und zwar 4-mal von 6 ZE, enthält der Gradi-
ent keine nützlichen Informationen für das Finden
einen Minimums. In diesem Sinne liegt bei einem
Hammingabstand von 3 bei idealen Permutationen
eine Zerklüftung vor.
Hamming- Mittel- Mittelwert/ Standard-
abstand wert Hammingab- abwei-
[ZE] stand [ZE] chung [ZE]
2 2.67 1.33 0.94
3 2 0.67 2.83
Tabelle 10: Ideale Permutationen: Kennzahlen ggf.
in Zeiteinheiten (ZE) zu Paaren von
Permutationen mit dem gleichen Ham-
mingabstand.
Ein Suchraum ohne Zerklüftung wird erreicht, in
dem ein Teil der Permutationen gelöscht werden.
Die resultierende Permutationen wird im Folgenden
als
”
sehr einfache Permutationen“ bezeichnet und
ist in Tabelle 11 angegeben.
1 2 3 ZFW [ZE] HGM RN
1 2 3 2 0 1
1 3 2 6 2 2
2 3 1 8 3 3
Tabelle 11: Sehr einfache Permutationen: Alle Per-
mutationen (Spalte i für die i-te Stelle
in der Permutation) mit mittleren Ver-
spätungen in Zeiteinheiten (ZE) (Spal-
te ZFW), Hammingabstand zum globa-
len Minimum (Spalte HGM) sowie Re-
ferenznummer (Spalte RN).
Die Kennzahlen für den Abstand zwischen Zielfunk-
tionswert und globalem Minimum für Permutatio-
nen mit dem gleichen Hammingabstand vom globa-
len Minimum ändern sich nicht; s. Tabellen 7 und
12.
Der gewünschte Effekt zeigt sich bei den Kennzah-
len zu Paaren von Permutationen mit dem gleichen
Hammingabstand. Der Mittelwert und der um den
Hammingabstand gewichtete Mittelwert steigen an.
Verantwortlich für die geringe Standardabweichung
ist die sehr kleine Anzahl an Permutationen.
Hamming- Mittel- Mittelwert/ Standard-
abstand wert Hammingab- abwei-
[ZE] stand [ZE] chung [ZE]
2 6 3 0
3 8 2.67 0
Tabelle 12: Sehr einfache Permutationen: Abstand
zwischen Zielfunktionswert und globa-
les Minimum für Permutationen mit
dem gleichen Hammingabstand vom
globalen Minimum; Kennzahlen z.T. in
Zeiteinheiten (ZE).
Hamming- Mittel- Mittelwert/ Standard-
abstand wert Hammingab- abwei-
[ZE] stand [ZE] chung [ZE]
2 3 1.5 1
3 6 2 0
Tabelle 13: Sehr einfache Permutationen: Kennzah-
len ggf. in Zeiteinheiten (ZE) zu Paa-
ren von Permutationen mit dem glei-
chen Hammingabstand.
Problematisch bei diesem Vorgehen ist, dass ein
Lösungsraum im Allgemeinen nicht vollständig er-
zeugt werden kann. Seitens der Literatur erwies
sich die Betrachtung von Zufallsbewegungen sehr
häufig als wirkungsvoll; Zufallsbewegungen werden
weiter unten erläutert. Damit wird ein (Gesamt-)
Lösungsraum durch solche Zufallsbewegungen er-
setzt. Dazu werden Zielfunktionswerte als Zufalls-
variablen aufgefasst und können dann stochastisch
untersucht werden. Dieses Vorgehen wird zunächst
für alle Permutationen erläutert und verifiziert.
Wie die obigen Betrachtungen belegen, bedeutet ei-
ne hohe Glätte eine hohe Korrelation benachbarter
Lösungen, wodurch kein zerklüfteter Suchraum vor-
liegt. Deswegen wurde in der Literatur eine Korre-
lationsfunktion als Maß für die Zerklüftung eines
Suchraums vorgeschlagen (s. [26], [25] und [50]).
Als Beispiel diene die Autokorrelationsfunktion ei-
nes Suchraums mit einem bestimmten Hammingab-




sich an die in citeMerz.2004 orientiert; ohne Norma-
lisierungsfaktor, V ar(f) (= E(f2) − E(f)2), liegt
die Autokovarianzfunktion vor.
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Für einen festen Hammingsabstand d ist ρ(d) die
Korrelation zwischen den Zielfunktionswerten zu
allen Lösungen, die einen Hammingsabstand von
d aufweisen. Mit hoher Wahrscheinlichkeit liegt
die Autokorrelationsfunktion im Intervall [−1, 1];
ρ(d) = 1 bedeutet perfekt korreliert (positiv) –
so dass Zielfunktionswerte (i.e. f(x) und f(y))
ähnlicher Höhe vorliegen –, ρ(d) = −1 bedeutet
perfekt anti-korreliert (negativ) – so dass die Ziel-
funktionswerte sich stark unterscheiden (i.e. f(x)
ist hoch und f(y) ist niedrig – oder umgekehrt) –
und bei ρ(d) = 0 lässt sich kein Zusammenhang er-
kennen. Damit liegt bei (ρ(d) ≈ 1) eine sehr ho-
he Lokalität vor. Der Grad der Zerklüftung des
Suchraums steigt mit der Abnahme von ρ(d). Die
Werte zu dem Beispielproblem und zum günstigen
Problem befinden sich in Tabelle 14; es sei ange-
merkt, dass, wie bereits angesprochen wurde, ne-
gative Werte möglich sind. Zur Orientierung sind
diese Kennzahlen in der Tabelle 15 für ideale Per-
mutationen (aus dem Abschnitt 5 über den Fitness-
Abstandskorrelationskoeffizient) und für sehr einfa-
che Permutationen angegeben. Für ihre Analyse ist
zu beachten, dass nur wenige Werte vorliegen. So




2 -2.72 (-900.25) -1.33 (-83.15)
3 -0.65 (-205.89) 2.5 (156.25)
4 0.18 (42.19) 0 (0)
Tabelle 14: Autokorrelationsfunktion (Autokovari-
anzfunktion) eines Suchraums mit ei-
nem bestimmten Hammingabstand als
Sprungweite für das Beispielproblem
und das günstige Problem – bei
Berücksichtigung des kompletten Such-
raums.
Hamming- Ideale Sehr einfache
abstand Permutationen Permutationen
2 1.21 (7.56) 0.25 (1.56)
3 0.89 (5.55) - (12)
Tabelle 15: Autokorrelationsfunktion (Autokovari-
anzfunktion) eines Suchraums mit ei-
nem bestimmten Hammingabstand als
Sprungweite für die idealen Permuta-
tionen und für die sehr einfachen Per-
mutationen – bei Berücksichtigung des
kompletten Suchraums.
Die aus diesen Werten zu vermutende hohe Zer-
klüftung trifft aufgrund der bisherigen Analyse zu.
Sie zeigt sich auch in einer entsprechenden Ana-
lyse aller Permutationen zum Beispielproblem, die
in Tabelle 16 mit Hammingabständen zum globa-
len und lokalen Minimum angegeben sind, sowie
zum günstigen Problem, die in Tabelle 17 mit Ham-
mingabständen zum globalen Minimum angege-
ben sind. Nach Weinberger in [50] sind Suchräume
mit einer exponentiell abnehmenden Autokovari-
anzfunktion günstig für heuristische Suchmetho-
den.
1 2 3 4 ZFW [ZE] HGM HLM RN
1 2 3 4 80 2 3 1
1 2 4 3 60 3 2 2
1 3 2 4 62.5 3 4 3
1 3 4 2 62.5 2 3 4
1 4 2 3 60 2 4 5
1 4 3 2 45 0 4 6
2 1 3 4 95 3 4 7
2 1 4 3 80 4 3 8
2 3 1 4 107.5 4 4 9
2 3 4 1 100 4 2 10
2 4 1 3 70 3 4 11
2 4 3 1 80 2 3 12
3 1 2 4 65 4 3 13
3 1 4 2 70 3 2 14
3 2 1 4 72,5 4 2 15
3 2 4 1 57,5 4 0 16
3 4 1 2 60 2 3 17
3 4 2 1 60 3 2 18
4 1 2 3 57,5 4 4 19
4 1 3 2 47,5 2 4 20
4 2 1 3 75 4 3 21
4 2 3 1 85 3 2 22
4 3 1 2 57,5 3 4 23
4 3 2 1 57,5 4 3 24
Tabelle 16: Beispielproblem: Alle Permutationen
(Spalte i für die i-te Stelle in der Per-
mutation) mit mittleren Verspätungen
in Zeiteinheiten (Spalte ZFW), Ham-
mingabstand zum globalen Minimum
(Spalte HGM), Hammingabstand zum
lokalen Minimum (Spalte HLM) sowie
Referenznummer (Spalte RN).
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1 2 3 4 ZFW HGM RN
1 2 3 4 62,5 4 1
1 2 4 3 67,5 3 2
1 3 2 4 55 4 3
1 3 4 2 52,5 2 4
1 4 2 3 57,5 3 5
1 4 3 2 65 4 6
2 1 3 4 67,5 3 7
2 1 4 3 72,5 2 8
2 3 1 4 65 4 9
2 3 4 1 67,5 3 10
2 4 1 3 72,5 4 11
2 4 3 1 75 4 12
3 1 2 4 57,5 3 13
3 1 4 2 60 2 14
3 2 1 4 52,5 2 15
3 2 4 1 50 0 16
3 4 1 2 52,5 2 17
3 4 2 1 57,5 3 18
4 1 2 3 70 4 19
4 1 3 2 72,5 4 20
4 2 1 3 62,5 4 21
4 2 3 1 57,5 3 22
4 3 1 2 60 2 23
4 3 2 1 67,5 3 24
Tabelle 17: Günstiges Problem: Alle Permutatio-
nen (Spalte i für i-te Stelle in Per-
mutation) mit Zielfunktionswert (Spal-
te ZFW), Hammingabstand zum globa-
len Minimum (Spalte HGM) sowie Re-
ferenznummer (Spalte RN).
Eine Zufallsbewegung, auch als Irrfahrt oder als
Random Walk bezeichnet, ist ein stochastischer
Prozess in diskreter Zeit mit unabhängigen und
identisch verteilten Zuwächsen; sie geht auf Pear-
son (s. [35] in 1905) zurück. Formal, s. z.B. [14] oder
[28], handelt es sich bei einer d dimensionalen Zu-
fallsbewegung (d ∈ N) um den stochastischen Pro-
zess (Xn)n∈N0 mit Xn = X0 +
∑n
j=1 Zj (n ∈ N0),
wobei (Zn)n∈N eine Folge von unabhängigen Zu-
fallsvariablen mit Werten in Rd ist, die alle die glei-
che Verteilung besitzen. Eine Zufallsbewegung ist
also ein diskreter Prozess mit unabhängigen und
stationären Zuwächsen. Mit ihrer Hilfe können auch
die Wahrscheinlichkeitsverteilungen von Messwer-
ten physikalischer Größen verstanden werden.
Für die Ressourcenbelegungsplanung bietet sich als
Zufallsbewegung eine Folge von Vertauschungen an,
wodurch eine Folge von Permutationen (xi)i∈N ent-
steht. Da nach n Vertauschungen ein Hammingab-
stand von n entstehen kann (und häufig auch wird),
wird aus einer durch eine Zufallsbewegung erzeug-
ten Folge von Permutationen jede n-te Permutati-
on betrachtet, um die Autokorrelationsfunktion ei-
nes Suchraums mit dem Hammingabstand von n
als Sprungweite zu schätzen. Zu einer solchen Zu-
fallsbewegung der Länge T und der Sprungweite n
sei ft der Zielfunktionswert des besuchten Punktes
zur Zeit t und f̄ sei deren Mittelwert. Dann wird
die Autokorrelationsfunktion des Suchraums mit
Verzögerung n (da es sich um eine empirische Au-
tokorrelation handelt) durch die Zufallsbewegung-











Liegt eine Regelmäßigkeit in dem Suchraum so vor,
dass alle Elemente des Suchraums durch eine Zu-
fallsbewegung mit gleicher Wahrscheinlichkeit er-
reicht werden, dann ist r(n) für eine Zufallsbewe-
gung mit einer großen Anzahl an Schritten eine gute
Schätzung für ρ(n); s. [50] und [39].
Diese Zufallsbewegung-Autokorrelation-Schätzung
erlaubt folgende Aussage. Bei einem glatten
Lösungsraum sind (wegen der dadurch vorlie-
genden Korrelationen) die Zufallsbewegung-
Autokorrelation-Schätzungen für kleine
Verzögerungen ungefähr 1. Da bei zerklüfteten
Suchräumen unmittelbar benachbarte Punkte
völlig unabhängig voneinander sind, dürfte für
alle Verzögerungen (insbesondere kleine) die
Zufallsbewegung-Autokorrelation-Schätzung
nahe Null sein. Suchräume, bei denen die
Zufallsbewegung-Autokorrelation-Schätzungen
hohe negative Werte haben, sind prinzipiell
möglich, aber ziemlich selten (trotz der Werte
in Tabelle 14). (Wegen der geringen Anzahl
an Permutationen erfolgt keine Angabe der
Zufallsbewegung-Autokorrelation-Schätzung für
das Beispielproblem und zum günstigen Problem.)
Damit dürften bei einem glatten Lösungsraum
bei einer langen bzw. längeren Folge von Vertau-
schungen diese eine hohe Korrelation aufweisen.
Bei einem zerklüfteten Suchraum demgegenüber
nicht. Dieser Unterschied wird durch die Korre-
lationslänge (l∗) gemessen. Sie ist definiert durch
das größte l∗, bei dem im Intervall [1, l∗] (von
Verzögerungen) noch eine Korrelation auftritt. Zur
Berechnung wird zunächst r(n) für ein Intervall
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1 ≤ n ≤ l berechnet.
Der Standardfehler der Schätzung von r(n) ist
nach der klassischen Zeitreihenanalyse (z.B. nach
Box und Jenkins (s. [4])) in etwa 1√
T
. Da-
her ist nur mit circa 5 % Wahrscheinlichkeit
|r(n)| größer als 2√
T
. Deswegen schlägt Reeves
in [41] vor, Werte von r(n), die kleiner (als
2√
T
) sind, durch Null zu ersetzen. Damit setzt
er dann die Korrelationslänge l∗ auf das letzte













Als weitere Berechnung der Korrelationslänge (l∗)
schlägt Stadler in [47] und [45]
l∗ = − 1




Bei der hier untersuchten Anwendung ist der
kleinste mögliche Hammingabstand 2, so dass r(2)
tatsächlich r(1) ist bzw. ρ(2) ist ρ(1). Für das Bei-
spielproblem ergibt sich bei einer Länge der Zu-
fallsbewegung von 24 (eben der Betrachtung aller
möglichen Permutationen) eine Korrelationslänge
nach Reeves von 0 – da die Grenze nur leicht ver-
letzt wird, eher 1 – und eine nach Stadler von
1 sowie für das günstige Problem eine Korrelati-
onslänge nach Reeves von 1 – nach der obigen Argu-
mentation etwas über 1 – und eine nach Stadler von
1.57; bei beiden Problemen gibt es drei verschiedene
Hammingabstände, nämlich 2, 3 und 4. Dieses Er-
gebnis bestätigt die bisherigen Überlegungen, nach
der die Glätte beim günstigen Problem höher als
beim Beispielproblem ist, aber, nach diesen Kenn-
zahlen, ist der Unterschied (wohl) nicht zu ausge-
prägt. Bei der idealen Permutation wie auch bei
der sehr einfachen Permutation ist 2 die Korrela-
tionslänge nach Reeves und da nur die Hammin-
gabstände von 2 und 3 möglich sind, ist diese Kor-
relationslänge maximal – die Länge der Zufallsbe-
wegung ist wieder 24, bei 6 wäre die Kennzahl (in
beiden Fällen) nur 1. Die Korrelationslänge nach
Stadtler beträgt bei der idealen Permutation 1.47
und bei der sehr einfachen Permutation 1.63. Wird
bei der idealen Permutation der Zielfunktionswert
von 2 Zeiteinheiten (ZE) durch 5 ZE und der Ziel-
funktionswert von 8 ZE durch 7 ZE ersetzt, so ist
die Glätte noch ausgeprägter und beide Berechnun-
gen ermitteln eine Korrelationslänge von 2.
7 Maße für lokale Optima
Eine hohe Anzahl an lokalen Optima dürfte das
Finden eines globalen Optimums erschweren. Die-
ses Kriterium wird in der Literatur als noch rele-
vanter als die Korrelationsmaße angesehen. Für die
Schätzung der Anzahl an lokalen Optima N(o) mit
stochastischen Methoden machten Reeves und Ere-
meev (in 2004, s. [40]) und Eremeev und Reeves (in
2003, s. [13] einige erfolgversprechende Vorschläge.
Einen Einblick mögen folgende beide Überlegungen
geben. Eine geführte Suche wird n mal mit jeweils
verschiedenen Anfangslösungen durchgeführt, die
dann m lokale Optima erkennt. Die zeitliche Rei-
henfolge des Findens von lokalen Optima bildet ein
Wartezeitmodell. Übertrifft n m deutlich, so lässt
sich die Wahrscheinlichkeit, dass alle lokalen Op-
tima gefunden wurden abschätzen. Sind n und m
ungefähr gleich hoch, so dürften noch viele un-
erkannte Optima existieren. Für die Abschätzung
von N(o) könnten Methoden aus der Biologie zum
Abschätzen der Anzahl von Tieren einer Gattung
in der freien Wildbahn eingesetzt werden.
Empirische Untersuchungen lieferten Erkenntnisse,
die sinnvoll als Charakteristika von Lösungsräumen
interpretiert werden können. Zum einen wurde im-
mer wieder festgestellt, dass lokale Optima sehr
viel näher als zufällige Lösungen an einem globa-
len Optimum liegen und dass sie einen geringeren
Abstand untereinander haben als zufällige Punkte.
Das heißt, dass die Verteilung der lokalen Optima
nicht isotrop (also nach allen Richtungen hin gleiche
Eigenschaften aufweisend) ist, sondern die lokalen
Optima dazu neigen, sich zu gruppieren. Zum an-
deren korreliert die Größe eines Anziehungsbeckens
um ein lokales Optimum recht hoch mit der Güte
dieses lokalen Optimums. Diese Eigenschaften lie-
gen nicht bei jedem Problem vor, begründet aber
den Erfolg von Pertubationsmethoden, s. z.B. [23]
für das Travelling Salesman Problem. Diese Eigen-
schaften werden bei Suchmethoden wie dem simu-
lated annealing oder dem tabu search unterstellt.
Diese Verfahren verlören einen großen Teil ihres Po-
tentials, wenn lokale Optima isotrop verteilt wären.
Wenige Arbeiten zur Analyse von Lösungs- bzw.
Suchräumen für Ressourcenbelegungsplanungspro-
bleme wurden publiziert. Meines Wissens nach
enthält die Arbeit von Mattfeld et al. (in 1999, s.
[30]) die detaillierteste sowie umfangreichste Ana-
lyse. Untersucht wurden 10 Instanzen von Ressour-
cenbelegungsplanungsproblemen zur Werkstattfer-
tigung mit der Minimierung des maximales Fertig-
stellungstermins als Zielkriterium: 5 Instanzen sind
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sehr schwer und 5 relativ einfach zu lösen. Das Test-
bett besteht aus zwei Pools von Lösungen. In einem
befinden sich zufällig erzeugte Lösungen und im an-
deren befinden sich die lokalen Optima. Statisti-
sche Untersuchungen mit den folgenden Ergebnis-
sen wurden durchgeführt. Die lokalen Optima sind
gleichmäßig über den Lösungsraum verteilt. Daher
sind diese im Allgemeinen nicht sehr ähnlich. Die
Nachbarschaft im Lösungsraum weisen für beide
Typen von Probleminstanzen ähnliche Unebenhei-
ten auf. Deswegen lässt sich aus der Unebenheit ei-
nes Lösungsraums alleine nicht erklären, worin die
Schwierigkeit bei den schwer zu lösenden Ressour-
cenbelegungsplanungsproblemen liegt. Mattfeld et
al. (s. [30]) beobachteten eine große Korrelati-
onslänge im Lösungsraum bei schweren Problemen,
was auf eine plane Landschaft (Lösungsraum) hin-
weist. Demgegenüber weisen einfache Probleme ei-
ne höhere Spanne von Höhen in der Landschaft
(Lösungsraum) auf. Diese Ergebnisse erklären die
bei den Beispielen in dieser Publikation bereits be-
obachteten Schwierigkeiten bei der kennzahlenba-
sierten Analyse nach der Literatur.
8 Zusammenfassung
Durch die Definition von benachbarten Lösungen
haben zwei benachbarte Lösungen Gemeinsamkei-
ten und Unterschiede. Folgen von benachbarten
Lösungen bilden einen Weg von einer Lösung zu
einer anderen. Entlang dieses Weges von einer
schlechten Lösung (p) zu einer guten Lösung (q)
können die Zielfunktionswerte immer besser wer-
den, also perfekt korreliert mit der Verringerung des
Abstands zu q, oder nicht, bis hin zu perfekt nicht
korreliert. Da in der Regel solche Lösungsräume
viel zu groß sind, um diese konkret angeben zu
können, wurden zur Analyse Kennzahlen vorge-
schlagen. In einer umfangreichen Literaturrecher-
che wurden nach meiner Einschätzung nahezu alle
Publikationen zur Analyse von Suchräumen identi-
fiziert. Alle in diesen Arbeiten verwendeten Kenn-
zahlen wurden in diese Publikation aufgenommen.
Im weiteren Sinne handelt es sich um Korrelations-
kennzahlen. Diese Kennzahlen wurde auf mehrere
einfache Beispiele zur Ressourcenbelegungsplanung
angewandt, deren komplette Lösungsräume ange-
geben worden sind. Dadurch wird die Wirkung und
zugleich die strukturelle Schwäche dieser Kennzah-
len aufgezeigt. Dennoch belegt die Anwendung die-
ser Kennzahlen, dass mit ihnen die Lösungsräume
von Ressourcenbelegungsplanungsproblemen ana-
lysiert werden können. Allerdings gibt es nach der
Literatur Problemklassen, bei denen diese Analy-
sen deutlich bessere Ergebnisse liefern. Deswegen
– und auch durch Analysen in der Literatur –
haben viele Ressourcenbelegungsplanungsprobleme
Lösungsräume, bei denen häufig aus Unterschieden
zwischen Zielfunktionswerten kein Verfahren abge-
leitet werden kann, mit dem in der Regel bzw. we-
nigstens häufig eine optimale oder wenigstens sehr
gute Lösung gefunden wird.
Dies dürfte die Erfolgsaussichten von Metaheuristi-
ken (deutlich) reduzieren. Die Relevanz dieser Ver-
mutung zu analysieren, ist zukünftigen Untersu-
chungen vorbehalten.
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