INTRODUCTION
Statistical distributions are commonly applied to describe real world phenomena. In statistics, the normal distribution is the most popular model in applications to real data. When the number of observations is large, it can serve as an approximate distribution for other models. Nevertheless, if the data is asymmetric, normal distribution will not be a good choice. Therefore, the interest in developing more flexible statistical distributions remains strong in the statistics profession. Many generalised families of distributions have been developed and applied to describe various phenomena. A common feature of these generalised distributions is that they have more shape parameters. In various situations it is useful to deal with a generalised family which allows a "continuous" variation from normality to non-normality. Among the generalised families of distributions are Azzalini's skew normal distribution (due to Azzalini, 1985) , kum-normal distribution (due to Cordeiro and Castro, 2011) , stable-symmetric normal distribution (due to Barakat, 2015) and the full families (defined by Barakat and Khaled, 2017) . It is notable that the last mentioned families of distributions own the property of "strict inclusion" of the normal distribution and are considered to be mathematical tractable at the same time.
For the data modelling purpose, we note that the kurtosis and the skewness uniquely determine the type of many distribution functions (df's). Therefore, practically, any df should belong to one and only one of the following nine types: (1) symmetric and mesokurtic, denoted by 00, (2) symmetric and leptokurtic (positive excess kurtosis or the df has a more acute peak around the mean and fatter tails than normal df), denoted by 0+, (3) symmetric and platykurtic (negative excess kurtosis or the df has a lower, wider peak around the mean and thinner tails), denoted by 0-, (4) positive symmetric and mesokurtic, denoted by +0, (5) positive symmetric and leptokurtic, denoted by ++, (6) positive symmetric and platykurtic, denoted by +-, (7) negative symmetric and mesokurtic, denoted by -0, (8) negative symmetric and leptokurtic, denoted by -+, and (9) negative symmetric and platykurtic, denoted by --. Consequently, the number of possible types of df' is the crucial factor of the efficiency of any family in describing many different real data. In other words, we expect that the capability of any family for describing several real data of different statistical types increases as the number of possible types of the df's increases. Barakat and Khaled (2017) called the family which contains the nine possible types of df's a full family. On the other hand, since the normal df is the only known df, which is of 00 type, then it is naturally to take it as the base. Therefore, the following three properties are essential for any expanded family to be used in the modelling data:
1. The resulting family is mathematically tractable, i.e. we can derive its distributional characteristics, e.g., the moments, median, mode, skewness and kurtosis. Moreover, via the added parameters, we can control some of these characteristics.
2. Strict inclusion of the normal df has to be used.
3. The family should include the largest possible number of the types 00, 0+, ..., ++, +-of distributions.
4. The wide range of the indices of skewness and kurtosis has to be used (the Pearson coefficients of skewness, g 1 , and kurtosis, g 2 are -¥ £ £ +¥ g 1 and g 2 0 ³ ).
In the light of the above four features, the Azzalini's skewnormal distribution contains at most {00, 0+, +0, ++, -0, -+} types of df's. The two parameter Kum distribution was created by Kumaraswamy (1980) , in applications in hydrology. The two parameter Kum-normal distribution (denoted by KumN) is defined by
where a > 0 and b > 0 are the shape parameters, while m ÎÂ (the symbol Â for the real number line) is the location parameter (mean), s > 0 is the scale parameter (standard deviation) and F(. ) is the standard normal distribution. Michelle et al. (2012) presented a comparison of the Azzalini's skew normal distribution and the KumN distribution. The quality of the fit, the flexibility and the amount of asymmetry parameters were factors used for this comparison. The comparison revealed that the kumN distribution proved to be effective in adjusting asymmetric data as much as the Azzalini's skew normal distribution. As the level of asymmetry increases, the kumN distribution shows better fitting than the Azzalini's skew normal distribution. For the real data, both families had the same fitting quality. Moreover, this study showed that although the kumN distribution presents a better fit, there are limitations on the shape of both families. Barakat (2015) defined the stable symmetric family of df's as a family that contains the reverse of every df that belongs to it. The stable-symmetric normal distribution (SSN) is defined by SSN(x: Barakat (2015) showed that this family possesses a remarkable wide range of the indices of skewness and kurtosis. Besides, it contains all the possible types of df's, except 0+. Moreover, the SSN family is more tractable than the Azzalini's skew normal and the KumN distributions, since the SSN family is no more than being a linear combination of the normal df's. Therefore, this family has the same degree of complexity of the normal df itself. Barakat (2015) fitted the location-scale SS-normal
where m m s 1 = -c and m m+ s 2 = c , to a real data set (Example 3.1). Barakat (2015) compared the fitness with many other distributions. The obtained result indicated that the SSN fitted the best among all the distributions, which have been considered. Barakat and Khaled (2017) suggested a method for constructing tractable full families via the mixture of the SSN family and any tractable symmetric leptokurtic df, which is called complementary df. Actually, given three parameters 0 1 £ £ a b , and c Î Â the full family of df's, denoted by
where L(x) is a complementary df. Barakat and Khaled (2017) suggested that both the logistic and the Laplace df's are two complementary df's, which are defined respectively by
, . 
where a ba 1 = .; a ba 2 = ; a b 3 = ; m m ms 1 = -; m m ms 2 = -and m m 3 = . Barakat and Khaled (2017) confirmed the outperforming of the proposed full-families, by fitting the fam-ily FNi ( : , , ; , , ) x c a b m s L 1 , s >0, to a huge real data set, where the fitness was compared with the location-scale Azzalini family and the location-scale SSN family.
Clearly, each of the full families FN1 and FN2 has no theoretical advantage than the other (at least based on the aforesaid four essential properties). Thus, it seems that the only way to compare them is through carrying out a simulation study by generating data with increasing levels of asymmetry and choosing the best fit. Although both FN1 and FN2 outperform, the SSN family theoretically to a little extent, the full families have a greater number of shape parameters that earn the SSN some potential practical advantage. Actually, this advantage is based on the fact that any extra unknown parameter in the family will need to be estimated and this estimation is always accompanied with some random error. Therefore, we expect that as the number of the unknown parameters increases, the performance of the family becomes poor. Consequently, the main aim of this work was to verify the performance of SSN, FN1, FN2 and KumN families in modelling asymmetry, using criteria information on the quality of fit and likelihood ratio test (LRT).
For comparison, we used simulated data, generated from the distribution created by Tukey, called g and h, with increasing levels of asymmetry. All analyses were conducted using R. In this study we pursued the study implemented by Michelle et al. (2012) to compare the Azzalini's skew normal distribution and the KumN distribution. Since the study of Michelle et al. (2012) revealed that the performance of KumN family slightly surpasses the performance of the Azzalini's skew normal, we chose only the KumN family to be included in our study. Then, we present data from g and h distribution, tests for normality, information criteria and the LRT used to compare the four families. Finally, the four chosen families are compared in modelling two data sets of pollution of the drinking water in the El-Sharkia governorate in Egypt.
ASYMMETRY TESTS AND COMPARISON CRITERIA
Firstly, we generate several random samples with different levels of asymmetry from the g and h distribution, which has some facility in generating asymmetric data values. The g and h distribution was suggested by Tukey (1977) and discussed by Hoaglin and Peters (1979) and Hoaglin (1983) . This distribution is defined by transforming the standard normal variable, Z to T g,h (Z) = ( )
, where g is a real constant and h is a nonnegative real constant (where h Î Â, see Martinez and Iglewicz, 1984) . It can be shown that T 0,0 (Z) = Z (i.e. the distribution is symmetric when g = 0) and the distribution of T 0,h (Z) is symmetric with increasingly heavy tails as h increases. That is, the distribution of T g,h (Z) has heavier tails than the normal for h > 0. Moreover, T g,h (Z) = exp( ) gZ g -1 , which coincides with the location-scale log-normal distribution. The sign of g controls the direction of skewness but not its amount. Positive values of g skew the distribution to right tail while negative values of g skew the distribution to the left tail. In summary, T h,g (Z) introduces skewness through the factor involving g and elongation through the factor involving h. Finally, since the transformation T h,g (.) is one to one, the df of Tukey (g, h) random variable X can be written as
. Clearly, this distribution is not easily mathematically tractable, because it does not possess a simple expression for density.
We simulate eleven random samples from this distribution, each of size 100. Moreover, the generated values from the g and h distribution, which were split by the degree of asymmetry starting from the level -9.171929 (the corresponding sample called Scenario 1, and it is denoted by r1 (-1,1) , where this sample is generated for g = -1, h = 1) and ending by the level 9.147666 (also, the corresponding sample called Scenario 11 is denoted by r11(1,1) where this sample is generated for g = h = 1). To generate such data, we used the function rgh (random) for generating vectors containing 100 random values. Table 1 presents these scenarios, with the corresponding levels of asymmetry.
Secondly, a comparison was made between distributions through performing tests to verify the normality and symmetry to ensure that the simulated data from the g and h distribution was statistically asymmetric. For such verification and to confirm the data does not follow a normal distribution, we carried out the Shapiro-Wilk test (see, Ferreira, 2009) . Also, to verify that the asymmetry parameter does not equal zero, we used the D'Agostino test (D'Agostino, 1978) . Moreover, both the Shapiro-Wilk and the D'Agostino tests were implemented by using the R-package. Here the Shapiro-Wilk test (shapiro.test()) was a part of the basic package and the D'Agostinotest (agostino.test()) was a part of the package moments. To compare the fittings we used the LRT and to select the best fit we used Akaike information criterion (AIC) (Akaike, 1973) and Bayesian information criteria (BIC) (Schwarz, 1978) . These criteria are based on the likelihood value of the model, the number of T a b l e 1 Tables 2  and 3 , for all scenarios, confirms the equality of the fitting for the SSN and KumN. However, there is a favour for SSN with small AIC and BIC. In addition, we have the same result for the FN1 and FN2 families, as well as FN1 and KumN, with a favour for FN1. This is because FN1 has a smaller AIC and BIC. In all scenarios there are significant differences in fitting FN1 and SSN in favour of FN1. The same result holds for FN2 compared with the families SSN and kumN, except that in r2 , the LRT confirms the equality of the fitting for the FN2 and SSN with is a favouring of the SSN with small AIC and BIC. In summary, the performance of the FN1 family remarkably outperforms all other families in all considered scenarios, and in performance this family is followed by FN2, except in r2 where the family SSN surpasses the family FN2. The third family is SSN, while the last family is KumN.
RESULTS OF THE NORMALITY TESTS AND ESTIMATES OF ASYMMETRY OF THE DATA SIMULATED FROM THE

REAL DATA MODELLING
Water is indispensable to keep life. The availability of safe drinking water is a pivotal issue for all humans. If our bodies are not continuously supplied with water, they will become dehydrated, and the vital organs will deteriorate until death. Moreover, water acts as a purifier in our bodies. If enough water is not consumed, one would not be able to properly flush out the kidneys and/or the livers. In addition the colon would not be able to expel bowels properly and completely. This results in keeping unhealthy toxins in the body. However, according to medical experts, an individual needs to consume at least 2 liters of water daily for basic survival. Therefore, we should be able to find the best path of labour for protecting people against water-borne disease.
For all the aforementioned reasons, safe and clean drinking water is a human right. Therefore, the drinking water should be clear and free from bad tastes and smells. Above all it should be free from pathogens such as bacteria, viruses, protozoan parasites, and chemical pollutants to meet the biological and chemical standards. In Egypt, the geographic location and the population development of the El-Sharkia governorate make it vulnerable to the problems caused by water pollutants. Actually, about 77.4% of people of El-Sharkia live in rural areas and about 18.3% of the inhabitants still use untreated groundwater drawn from shallow aquifers, by means of hand pumps, for drinking and other household purposes. These shallow aquifers easily become polluted with hazardous constituents and toxic chemicals.
We focus in this study on two pollutants: chlorides and sulphates . A set of selected pollutants were measured to assess the quality of drinking water in the El-Sharkia governorate. The two data sets (each consisted of 202 measurements) for chlorides and sulphates concentration (mg/L) were collected by the Egyptian Water and Waste Water Regulatory Agency (EWRA) during two years (2009) (2010) .
The descriptive diagram and the summary statistics for these data sets for chlorides and sulphates concentration (mg/L) are given in Figures 1, 2 and Table 4 , respectively. The estimates of the unknown parameters of the families (1.1)-(1.3) were calculated by using maxLik package, where these estimates are summarised in Tables 5 and 6 . We compared the performances of the four families defined in (1.1)-(1.3) in fitting the data sets of the two pollutants by using AIC and BIC criteria and LRT. The results of these comparisons are presented in Tables 7 and 8 for the chlorides and sulphates concentration (mg/L), respectively. Based on LRT and then on the AIC and BIC criteria, Table 7 shows the performance of the family FN1 as the best, followed by FN2, and then followed by SSN and KumN, respectively. The same result is obtained in Table 8 , for the sulphates concentration. Finally, we checked the fitting of these families with the Kolmogorov-Smirnov (K-S) test, where we have four functions [H, P, KSSTAT, CV] . Namely, H is equal to 0 or 1, P is the p-value, KSSTAT is the maximum difference between the data and the fitting curve and CV is a critical value. Thus:
• We accept H 0 , if H = 0, KSSTAT £ CV and P > level of significant,
• We reject H 0 , if H = 1, KSSTAT > CV and P £ level of significant.
The results of the K-S test are summarised in Tables 9 and  10 for chlorides and sulphates concentration (mg/L), respectively. Table 9 shows that the family KumN failed to fit the data set while the other families fit the data. Tables 9 and 10 , we calculate the probabilities of exceeding the allowed upper limits for those pollutants in the light of the "Guidelines for Drinking Water, published by the World Health Organisation (Anonymous, 1995) . These allowed upper limits for the chlorides and sulphates concentration (mg/L) are 200 and 250, respectively. Therefore, the probabilities of exceeding the allowed upper limits for those pollutants are P 1 = 0.052 and P 1 = 2.4e-4. Evidently, on the one hand, the probability of exceeding of sulphates concentration (mg/L) is very small. Therefore, this pollutant does not represent any real danger to the public health. On the other hand, although the probability of the exceeding of the chlorides concentration (mg/L) is small, but if we bear in mind that for every 100 liters of drinking water there are 5 liters for which the level of the chlorides exceeds the allowed upper limits, we see that this pollutant represents a concrete danger to the public health. 
