Employing a combination of a sign-free Monte Carlo approach and nonequilibrium Green's function techniques, we study nonequilibrium charge transport in a model heterostructure, where a two-dimensional spin-less Falicov-Kimball system is coupled to two noninteracting leads. We show that the transport characteristic depends sensitively on the electrostatic potential in the system and exhibits different properties for different phases of the Falicov-Kimball model. In particular, pronounced step-like changes of the current and transmission are observed at the phase boundaries, evident even on a logarithmic scale. Analyzing finite size effects, we find that with the method used a relatively small system can be utilized to address specific thermodynamic limits.
I. INTRODUCTION
The study of strongly correlated electron systems (SCES) has been a field of intensive research for several decades. In recent years, the investigation of outof-equilibrium phenomena has received particular attention. Experimental studies in this context comprise a variety of different techniques and architectures including time dependent problems in quantum dots [1] [2] [3] [4] [5] [6] [7] [8] , molecular bridges and nano-wires [9] [10] [11] [12] [13] [14] , layered systems, junctions and hetero-structures [15] [16] [17] [18] as well as dynamics of quenched cold atoms in optical latices [19] [20] [21] [22] or ultrafast electronics [23] [24] [25] and pump-probe experiments on the charge density wave materials [26] [27] [28] . Theoretical investigations have focused on open questions related, e.g., to the formation of nonthermal steady state 29, 30 , dynamical phase-transitions and hidden metastable phases revealed by driving [31] [32] [33] [34] [35] as well as to the evolution of open quantum systems in general 36, 37 .
To study these open questions, a variety of theoretical methods have been employed. Some of them are rather versatile, e.g. methods based on nonequilibrium Green's functions 38, 39 , however, they often rely on significant approximations, which limit their validity to certain parameter regimes, such as, e.g. weak coupling [40] [41] [42] . Other methods, e.g. nonequilibrium dynamical mean-field theory (NE-DMFT) 43, 44 , require so called non-equilibrium impurity solvers [45] [46] [47] [48] [49] [50] [51] . Although there is rapid progress in the development of these solvers, their application is still numerically very demanding. Especially challenging is the study of long-time evolution including nonequilibrium steady state properties. It is, therefore, important to study special cases of SCES models, which can be addressed by less demanding, but still exact methods.
The results of such studies not only help us to gain a deeper understanding of nonequilibrium phenomena, but can also serve as testing tools for addressing more challenging systems. An example of such a model, which in the recent years played an important role in the studies of nonequilibrium SCES, is the Falicov-Kimball model (FKM).
The spin-less version of the FKM was initially intro-duced as a limiting case of the Hubbard model, where one electron species is localized 52 . Later, but independently and with spin degrees of freedom, the model was used for the metal-insulator transitions in rare-earth and transition-metal compounds 53 . The FKM has been used successfully for the description of numerous equilibrium phenomena (for overviews see Refs. [54] [55] [56] [57] , for different properties of layered systems [58] [59] [60] [61] and for problems related to transport, time evolution and nonequilibrium steady states 31, [62] [63] [64] [65] [66] [67] [68] [69] . From the conceptual point of view, the most profound advantage of the FKM is the fact that it is exactly solvable in the limit of infinite dimension (infinite coordination number) by the means of DMFT 70 and that for finite lattices it can be addressed by an exact, sign-problem-free Monte Carlo (MC) method [71] [72] [73] [74] . In addition, both these methods can be extended to nonequilibrium without the necessity to introduce any approximation 43, 44, 69, 75 .
In the present work, we introduce a combination of the sign-problem-free MC method with a nonequilibrium Green's function technique, which allows to address the nonequilibrium steady state of a composite structure consisting of a finite FKM system (or its various generalizations) and infinite leads. An important advantage of this method is that it can be applied to any lattice geometry and particle filling in finite dimension. The only limiting factor is the total size of the system. The method is therefore especially useful for lattices with only few atomic layers in one or two directions (layered systems) connected to semi-infinite leads 58, 76 . For such geometries, the method can describe large enough systems to approach the thermodynamic limit.
Inspired by the recent rapid progress in understanding the equilibrium and nonequilibrium properties of the two-dimensional (2D) FKM 64, 69, 77, 78 we primarily concentrate on charge transport through finite square FKM lattices driven by voltage differences of the lead potentials (for illustration see Fig. 1 ). Our focus is on how different phases of the FKM influence the transport characteristics, respectively, how the nonequilibrium steady state influences the typical phases of the FKM. Although, in the present work, we primarily concentrate on square lat- Figure 1 . a) Schematic picture of the heterostructure. The black part represents the FKM system with nearest neighbor hopping t. The red parts are noninteracting leads with hopping tL,R and the hybridization interaction with hopping γL,R is indicated in blue. b-c) Illustration of the introduced voltage bias with two limiting cases of the potentials taken into account in the present work. The elliptic DOSs of the leads are shifted by ǫL,R and the condition µL,R = ǫL,R is used to keep the bands half filled at any applied voltage. The system potential used is either b) flat ε flat = −U/2 or c) tilted ε tilt (see the text).
tices, we show that the results are also valid for a more general layered systems. The rest of the paper is organized as follows. In Sec. II, we introduce the model and outline the methodology. Sec. III starts with a discussion of the equilibrium properties of the FKM necessary for understanding the nonequilibrium steady state. In Secs. III B, III C transport properties of the FKM are analyzed for two different choices of the electrostatic potential in the system. We show that the potential has a crucial effect on the transport properties and that the current is very different in the ordered and disordered phase. Sec. IV concludes with a summary.
II. MODEL AND METHOD
We consider a composite structure consisting of a large but finite central system described by the spinless FKM and two infinite leads. The Hamiltonian of this heterostructure reads H = H S + l=L,R H l lead + H l hyb (for illustration see Fig. 1 (a)), where
represents the central system.
Here, the first term describes spin-less electrons moving on a lattice. The geometry of the lattice and the hopping amplitudes are defined by the hopping matrix t. In the present study, we focus on square lattices with a constant nearest-neighbor hopping amplitude t. We assume periodic boundary conditions at the edges perpendicular to the system-lead interface. This mitigates the finite size effects in the y-direction. Most of the results presented below have been obtained for lattice size L = L x × L y = 20 × 20. Nevertheless, the method can be used for any Hermitian matrix t. The second term represents a Coulomb-like local interaction between the localized f -particle and itinerant d-electron on the same lattice site. The last two terms describe the positiondependent potentials that act on both particle species. This potential can be, in principle, influenced by the leads and, depending on the interpretation of the FKM, can differ for f and d particles 79 . However, throughout this work we will assume that the f −particles are also spinless electrons and are, therefore, affected by the potential equally as d-electrons. Correspondingly, we set ε f i = ε d i . This choice is advantegeous with respect to the interpretation of the FKM as a limiting case of the Hubbard model 52 . Morevover, we fix the number of f −particles to N f = L/2. This reflects the fact, that only d-electrons are directly coupled to the leads, which act as an infinite reservoirs, and that the model does not contain a hybridization between the two particle species. The specific profiles of the potential are discussed in Sec. III.
The leads are taken to be noninteracting
where m, n is a sum over the nearest-neigbour sites, t l is the hopping for lead l = L, R and ǫ l represents an energy shift. Finally, the hybridization between lead l and the system is described by the term
with γ l being the corresponding hopping parameter. We assume that the hybridization is turned on adiabatically starting in the distant past with a decoupled state, where both leads and system had been in thermal equilibrium. Note, that the initial conditions play an important role because the FKM is an integrable model with the occupations of the f -particles being integrals of motion 80 . The importance of initial conditions was already demonstrated in nonequilibrium DMFT studies of the time evolution of FKM after a quench 30 . We partially address this problem by using two different system potentials. It is advantageous to rewrite the full model in a different basis using the fact that the f -particle occupation numbers f † i f i commute with the entire Hamiltonian and are thus good quantum numbers. This allows us to replace f † i f i by its eingenvalues w i = 0 or w i = 1 and write a partial Hamiltonian for a particular classical configuration w. This significantly simplifies the problem. The system Hamiltonian for a chosen configuration w reads
where h ij = (U w i + ε i ) δ ij − t ij and where we diagonalized the first term by formally applying a simple unitary transformation
withε α being the eigenvalues of matrix h and where matrix U consists of the related eigenvectors arranged in columns. The matrix U can be computed numerically for a finite system and it can be chosen to be real. We can formally apply an equivalent transformation also to lead terms
leading to
whereγ l,αk = −γ l i,n U † αi V l,nk keeps track of the actual geometry of the system-lead interface and therefore can not be taken constant.
The transformed Hamiltonian (4)-(6) describes a relatively simple noninteracting model where both the "level" energiesε α and the hybridization strengthγ l,αk are functions of the configuration w. The nonequilibrium transport in this kind of models is a well studied problem 81 and the exact form of the steady-state Green's functions is given by 38 G r,a (E) = g r,a (E) + g r,a (E) Σ r,a (E) G r,a (E) , (7)
Here, G r (a) is the retarded (advanced) Green's function of the whole structure, G < is the lesser Green function and g r (a) (ε) is the retarded (advance) Green's function of the bare system with components
The total tunneling self-energies Σ r,a,< = Σ r,a,< L +Σ r,a,< R have the components
where g r,a,< l (E) is the non-interacting Green's function of the isolated lead l. To simplify the analysis, we will assume that both leads have a smooth semi-elliptic density of states with band half-width B centered around ǫ l :
This choice is equivalent to a setup, where the hopping in the leads is nonzero only in the direction perpendicular to the system-lead interface. In other words, the lead actually consists of identical semi-infinite chains with hopping t l = B/2. This simplification leads to
where {s L,R } are the sets of system lattice positions at the left and right interfaces, f l (E) is the Fermi function and and µ l=L,R is the chemical potential of the leads. The tunneling current for fixed configuration w has a compact Landauer-Büttiker form, 38
with the transmission function
where the trace goes over the d-electron subsystem (indices's α). In the following we set µ L = ǫ L and µ R = ǫ R , which corresponds to half-filled lead bands and we introduce a finite voltage drop as V = ǫ L − ǫ R with antisymmetry condition ǫ L = −ǫ R . It is worth to note that the numerical solution of Eq. (7) , which represents a system of linear equations for complex matrices of the size L × L, together with the matrix multiplication in Eq. (12), present the bottleneck for the numerical evaluation. This is because, despite the broadening provided by the self-energy, the Green's functions can still contain sharp δ-function-like features, especially at low temperatures and for strong interaction U . This requires a dense mesh of energies E (see e.g. Fig. 7(h) ). Fortunately, this part can easily be parallelized.
So far, we have addressed only the problem for a fixed configuration w. The calculation of average values of any operatorÔ for the d-electrons requires a trace over the f -particles as well. Considering the above stated initial condition and assuming that the leads are not affected by the system, the trace over the classical degrees of freedom reduces to a simple formula
where
with Z = w e −βF (w) being the partition function and . d is the trace over the d-electron subsystem for fixed w 71 . Calculation of the averages of operators which reflect the real space distributions requires to retrace the unitary transformation. For example, the average delectron occupation on a particular site i of coupled system can be calculated using
(15) The power of this approach lies in the fact that the averaging in Eq. (13) can be performed by a simple signproblem-free Monte Carlo method [71] [72] [73] [74] . In this method, the classical configuration w is updated following the Metropolis algorithm, where the difference in the free energy, Eq. (14), for different w is used to build a Markov chain. To obtain the free energy a single-particle quantum problem is solved exactly in every Monte Carlo step by numerical diagonalization which can be done efficiently 82 . It is worth to note that this method is not limited to the equilibrium or steady-state as the timeevolution is accessible as well 69 .
Because of the broadening of the Green's functions, provided by the coupling to the leads, we can also calculate the zero temperature characteristics. In this case, the Monte Carlo averaging can be avoided. All that is needed, is the correct f -electron ground state configuration. We calculate the ground-states using a simple simulated annealing method 83 , which is similar to the Monte Carlo method presented here, with the difference that the ground state energy E GS (w) = N d α=1ε α + i ε f i w i for a particular configuration is used instead of F (w) to calculate the weights in the annealing process.
III. RESULTS
Because of the vastness of the parameter space we have restricted the present study to symmetric couplings of γ = γ L = γ R = 2t and γ = 4t. These values provide a sufficient broadening of the transmission function even for zero temperature (T = 0). We also use relatively broad DOSs for the leads with the half-width B = B L = B R = 10t or B = 20t, which are, however, still narrow enough to study the effects related to a finite band.
As already stated, the profiles of ε d and ε f can be influenced by the leads and should be, in general, calculated self-consistently. Following Ref. 84 we instead consider two limiting cases: a flat potential; where Fig. 1(b) ) for every lattice point i; and a tilted potential ε tilt Fig. 1(c) ), where n x numbers the layers from left to right. Note, that for the purpose of this paper we use the term layered for a single chain parallel to the interface (y-direction). Both potential profiles are centered around −U/2. This choice fixes the half-filling condition for the whole system but not in every particular layer. We assume that the realistic profile should be in between these two cases. These two choices can be also understood as two different initial conditions. This follows from the fact that the f -electrons are integrals of motion. Their distribution is fixed by the initial thermalization. The flat potential describes a situation where the system was initially completely isolated from the leads and for the tilted potential the voltage drop heavily influenced the system potential before the coupling was switched on.
A. Phase diagrams
Our primary goal is to address the question how the typical phases of the FKM influence the charge transport in the heterostructure. Therefore we start our analysis by discussing the phase diagrams of the spin-less FKM for both the flat and tilted potentials. The general phase diagram of the spin-less FKM is profoundly rich and includes stable exotic orderings such as stripes and various charge segregations 57, 73, 85, 86 . Moreover, the phase diagram is fairly complicated even at half-filling, where the FKM with flat potential is at low-temperature always in the charge-density-wave (CDW) phase for any bipartite lattice 72,87-90 . In Fig. 2(a) , a simplified version of the phase diagram is plotted for an isolated 2D FKM system. The three main regions that are important for our study of transport are the low temperature ordered phase (OP), the disordered phase for weak interaction (DPw) and the disordered phase for strong interaction (DPs). The equilibrium d-electron DOS in OP ( Fig. 2 (e)) contains a CDW gap with a width equal to U at zero temperature. The width of the CDW gap does not change with increasing temperature, but rather the gap is filled in by subgap states [91] [92] [93] . The gap is completely closed in DPw (Fig. 2(c) ) and a narrower Mott gap stays open between Hubbard-like bands in DPs ( Fig. 2(d) ). Nevertheless, a CDW pseudo gap can be present in the DOS even at high temperatures. The DPw was initially considered to be metallic in 2D 71, 72 , but a recent study on bigger clusters showed that despite the absence of the gap in the DOS (Fig. 2(c) ) the phase actually consists of the Anderson insulator phase and a weak localization phase 77 . It is worth to note that the phase diagram is actually even more complicated. For example, for some parameters it is possible to have a CDW gap in the DOS but a nonzero DOS at the Fermi level 91, 93, 94 . However, because the introduction of the tilted potential and/or the coupling to the leads further complicates the picture, we focus only on the above three main regions and how they are influenced by the coupling to the leads.
We first investigate the influence of the leads in equilibrium and for the flat potential ε flat . The phase boundary between OP and disordered phases is not affected by finite γ. This is because the phase transition is mostly driven by the ordering of f -particles and, as they occupations are integrals of motion, the full system always keeps the thermalized f -particle distribution of the decoupled system. This is, however, not necessarily true for the DPs-DPw phase boundary which mostly reflects the transition from finite to zero gap in the DOS of d−electrons.
We show a comparison of the DOS at the Fermi level (E = 0) for the isolated and connected system (with γ = 2t) in Fig. 2(b) . Here, the DOS of the isolated system is defined as ρ s (E) = Tr w α δ (E − ε α ) and the DOS of the coupled heterostructure as ρ h (E) = Tr w Tr d i (G r (E) − G a (E)) /2π, where Tr w is the trace over configurations w. It is evident, that the coupling closes the Mott-like gap otherwise clearly developed in the DPs. The absence of the gap in the DOS means that the simple gap-based criterion, usually used to draw a sharp boundary between DPw and DPs phases, cannot be applied for the coupled heterostructure. However, as will be shown in the next section, there is still a qualitative difference between the strong and weak interaction regions (as well as between DP and OP) reflected primarily in the properties of the transmission function.
The situation for the tilted potential is more complex. Because the tilt is introduced before the coupling is switched on, the f -particle distribution is thermalized already under the influence of the potential ε tilt . The interplay of tree different energy scales, namely the hopping term −t, potential ε tilt i and U leads to a rich ground state summarized in the simplified phase diagram in Fig. 3(a) . The ground state f -particle configurations are a mixture of segregated 86, 95 and checkerboard phase (see Fig. 3(bd) ). Note that the phase boundary between pure checkerboard phase (CheP) and mixed phase (MixP) is stable. We have observed only small changes (below 5%) with increasing system lattice size. On the other hand, the boundary between pure segregated phase (SegP) and MixP is relevant only for L = 20 × 20. This boundary shifts to higher V with increasing lattice size and for L x → ∞ and finite voltages the pure SegP might not exist at all.
It was shown before that the spin-less FKM at neutral filling (N f = N d ) and in the vicinity of the half-filling condition contains different ordered phases for the same parameters but at different temperatures. 73, 96 The potential tilt leads to a similar, although less pronounced situation. In Fig. 2(a) we show the estimated critical temperatures for the OP-DP transition (red filled circles) calculated for V = 5t and L = 20 × 20. The segregation starts to form well above these transition. This can be seen in Fig. 3(e,f) , where examples of the normalized f - particle occupation per layer parallel to the interfaces are plotted for a range of temperatures. The estimated critical temperatures in Fig. 2(a) are therefore related to the formation of the checkerboard pattern in the central region of the lattice. Consequently, the biggest difference between the phase boundaries for ε flat and ε tilt plotted in Fig. 2(a) is in the parameter regime where V U . In this regime, the checkerboard region is much smaller than the segregated one. Moreover, because for fixed parameters the total size of the checkerboard region increases with increasing L x the phase boundary in this region is not saturated yet for L = 20 × 20. We have observed that with increasing lattice size the boundary approaches the one for ε flat . Nevertheless, for a finite system and tilted potential, the finite voltage can influence the OP-DP transition even before the coupling is turned on.
Because of the segregation, the tilt has a dramatic effect on the system even at high temperatures. This can be seen in the dependence of the DOS on U for E = 0 plotted in Fig. 4(a) . A sufficiently tilted potential can close the well developed Mott gap even for a decoupled system and strong interaction (U = 10 in Fig. 4(a) ). The finite coupling closes the gap in the entire range of V but the increase of the DOS at the Fermi level as a consequence of increasing tilt is still visible. We have observed that introducing the tilt has often a similar effect on the DOS as has the reduction of U for the flat potential. It closes the pseudo gap and the typical sub-CDW gap structures, usually present for strong interactions even above critical temperature, are merging with the Hubbard-like satellites (compare Fig. 4(b-d) with Fig. 2(c,d) ). All this points to a significant influence of the potential tilt on the transport. 
B. Finite voltage and flat potential
We start our discussion of the transport properties by considering a finite L = 20 × 20 system and first explain its most important features. Only afterwards we discuss the effects of the system size on the transport in detail (Sec. III D).
The real-space distribution of the d-electrons of the decoupled system with the flat system potential is either homogeneous or forms a CDW pattern. In both cases the flat potential fixes the average d-electron occupancy to L y /2 for every layer. The nonequilibrium distributions of the coupled system shown in Fig. 5 is somewhat different. Following the respective chemical potential of the coupled leads, the distribution is elevated or lowered close to the interface for T = 0. In the central region, the distribution approaches L y /2. At high temperatures, the normalized occupations for high voltage have nearly a linear slope (see the open black circles in Fig. 5 ). Interestingly, despite this strong real space modulation, the related high temperature nonequlibrium DOS depends only weakly on V . This can be seen in Fig. 2(c) , where the red curve for V = 0 almost coincides with the green one for V = 10t. Fig. 6 shows examples of I − V characteristics of the FKM system for three values of U which, according to Fig. 2(a) , represent the weak (U = 2t), intermediate (U = 5t) and strong interaction (U = 10t) case. The results in Fig. 6 (a-c) have been calculated using the coupling γ = 2t and a band width of B = 10t. The current in Fig. 6(d) was obtained for the same ratio γ/B but a broader band, B = 20t. The two high temperature cases T = 1t and T = 0.2t illustrate how the decreasing temperature influences the transport in the disordered phases. Temperature T = 0.1t addresses the transport just below the phase boundary and T = 0t shows the system without thermal excitations. To understand the I − V characteristics, we also present in Fig. 7 the related transmission functions for selected voltages. The transmission functions are particularly useful as they contain the most detailed information about elastic transport. The nonequilibrium transmission for small V resembles the equilibrium DOS. Similarly to the DOS, the transmission function changes significantly with voltage only when V B (see, e.g., case V = 15t in Fig. 7(a,d,g) ). However, the most important features considering transport are much more pronounced in the transmission function than in DOS. This is particularly true for the pseudogap around E = 0, which is evident even for high temperature and weak interaction ( Fig. 7(a) ). A similar statement is true also for the typical sub-gap structures for intermediate and strong interaction ( Fig. 7(b,c) ).
Most of the features of the current can be understood by following the two windows confining the integration over the relevant part of the transmission function in Eq. (11) . The first one is the Fermi function window whose width is proportional (and at zero temperature identical) to V . The second one is the band window W = 2B − V (see Fig. 1(b) ), which restricts the width of the transmission function (Eq. (10)).
The basic profile of the current for T = 1t is quite similar for all values of U . The current increases up to V ∼ B and then decreases to zero. The increase of the current reflects the broadening of the Fermi function window. Around V = B the two windows change their roles because for V > B it holds W < V and the decrease of the current reflects the decrease of W . This is a typical effect of the finite band width of the leads. As expected, the maximal current decreases with increasing U because the d-electrons become less movable. However, whereas the current maximum is increasing with decreasing temperature for U = 2t and 5t, it seems to rapidly vanish for U = 10t in Fig. 6(c) . This is again a direct consequence of the finite band width of the leads. For U = 10t, V > 10t and B = 10t and regardless of the broad Fermi window, the transmission function fenced by W covers only the sub-CDW gap structures in Fig. 7(c,f) , which vanish with decreasing T . Therefore, the current drops rapidly with decreasing T and also for V > B. To analyze the influence of the Hubbard-like satellites on the current in the strong interaction regime, we have calculated the current also for broader bands B = 20t while keeping the ratio γ/B = 0.2 (see Fig. 6(d) ). The results confirm the trend of increasing the current maximum with decreasing temperature.
An opposite trend can be observed in the region where V < U (and V ∼ 2B). For U = 2t, T = 1t and small voltages, the current depends approximately linearly on V but decreases with both increasing U and decreasing T . The decrease is a consequence of the opening and deepening of the CDW pseudo gap with decreasing temperature and opening of the Mott pseudo gap with increasing U in the transmission function. This can be seen in Fig. 7(g) where the transmission function is almost negligible in the interval |E| < U/2 already for T = 0.1t and even at weak interaction. The increase of the Fermi window to V ∼ U leads to a sharp increase of the current in Fig. 6 (Zener effect) as now the window covers the states outside the CDW gap as well.
We illustrate the different trends in different voltage regions again in Fig. 8(a,b) , where we show the current as a function of the temperature for voltages V U and V ∼ B (close to optimal voltage with maximal current).
The opposite trends are clearly demonstrated for temperatures near and below the DP-OP transition. For V U , the current drops arround the critical temperature. This change is step-like for weak interaction (where the high temperature phase is DPw) and gradual on the logarithmic scale otherwise. On the other hand, the current increases dramatically just below the critical temperature for V ∼ B. Interestingly, this means that the current can signal the order-disorder phase transition of the system differently for low and optimal voltage. This result can be understood by focusing on three tendencies. Firstly, the Fermi window becomes sharper with decreasing temperature, which puts more "weight" on the transport through the central regions of the DOS. This subtle effect leads to an increase of the current around optimal voltage even for the non-interacting case as can be seen in Fig. 9(a) . The second tendency is that the Hubbard-like maxima in the transmission function are becoming narrower and higher with decreasing temperature (compare Fig. 7(c) and (h) ). The sharp Fermi window, therefore, ensures a sharp increase of the current in the interval of voltage that covers the Hubbard-like satellites. This is most profoundly seen in Fig. 6(d) . For zero temperature, the current sharply increases between U < V 13t, which covers exactly the Hubbard-like satellites in the transmission function (see the detail in Fig. 7(h) ). For higher voltages, the current decreases. This is initially caused by a small decrease of the transmission function shown in Fig. 7(h) but mostly by closing of the band window W . The third tendency is the rapid disappearing of the CDW in-gap states with decreasing temperature. For small voltages (V < U ) and low temperatures, this leads to a drop in the current. The difference in the temperature dependencies between the weak and strong intersection reflects the fact that for strong interaction there is already a Mott gap in the DOS even above the critical temperature.
We can therefore conclude that the three typical phases of the 2D FKM have a qualitatively different influence on the charge transport properties reflected in current characteristics. Moreover, the transition between the phases can be seen directly from the transmission function. We illustrate this in Fig. 8(c,d) where the transmission function at E = 0 is plotted as a function of temperature (c) and U (d). Note, that at equilibrium (V = 0) the transmission function is identical with the conductance and it is relatively insensitive to voltage at E = 0 (see the overlap of the curves in Fig. 8(c,d) ). Therefore, the sudden drop of the transmission over several magnitudes that signals the critical temperature in Fig. 8(c) points to a qualitative change in the character of transport between DPw and OP. Even more interesting is the exponential drop of the transmission with increasing U in Fig. 8(d) .
Although the nonequilibrium DOS plotted in Fig. 2(b) shows that the Mott gap in DPs is closed by coupling to the leads, the drop of the transmission function points to a similar critical U as the DOS of the decoupled system. The DPw-DPs phase boundary seems to be unaffected by the coupling to the leads and manifests itself in the transport properties.
C. Finite voltage and tilted potential
As already shown above, the tilt of the potential can have a profound effect on the electron distribution. A similar result was obtained for the Hubbard model by Okamoto 84 . However, in that particular study both potential profiles still gave a rather similar current-voltage characteristics. In the case considered here, the consequences of the tilted potential for the charge transport are significant. This can be seen already for the noninteracting case plotted in Fig. 9(a) , where we compare I − V characteristics of both potential profiles at high and zero temperature. The current for the tilted case is significantly smaller than for the flat potential. This is also signaled by a significant decrease of the transmission function ( Fig. 9(c) ) already for small voltages. Although a clear difference between tilted and flat geometry is evident for the interacting system as well (see Fig. 9 (b)), it is much less dramatic than for U = 0. This may partially explain the similarities in the currents in Okamotos work 84 , where U was rather large. The significant difference of the transport results for ε flat and ε tilt can be understood by comparing the transmission functions. Whereas the transmission functions for the flat potential in Fig. 7 do not change significantly with voltage unless V > B, the tilt of the potential has a profound effect already for small voltages (see Fig. 10 ). The transmission function changes rapidly with increasing voltage for U = 2t at both zero and high temperatures ( Fig. 10(a,b) ). First, the pseudo CDW gap closes. The equivalent pseudo gap in the equilibrium DOS is related to relatively high weights of the CDW f -particle configurations even at high temperature. The potential tilt breaks the symmetry for the f -particles in the x direction ( Fig. 3 ) and consequently the pseudo gap is filled. This again resembles the effect of lowering U . Besides filling the gap, the increasing voltage leads to narrowing of the transmission function. The combination of these two effects at high temperature leads initially to a significant increase of the transmission function around E = 0. Further increase of the voltage introduces the segregation in the f -particle subsystem and the transmission function drops down. Consequently, when we compare the I − V characteristics of the flat and tilted potential, plotted in Fig. 9(b) , the curves coincide only for V < U . The tilt shifts the maximum of the current to lower voltage (V ∼ 5.5t) and a rather steep decline follows for the voltages that are well below V ∼ B. Therefore, and in contrast to the flat potential, the drop of the current is a consequence of the vanishing transmission function and not of closing the band window W . The situation is more complicated for U = 5t. On one hand, the increasing voltage is closing the gap, but, on the other, it pushes the in-gap maxima and Hubbard-like satellites together. This makes the pseudo gap shallower but also effectively broader. As for the weak interaction, with increasing V the transmission function initially increases in the central region ( Fig. 10(c) ). The transmission function drops again at higher voltages where the segregation starts to form. The voltage dependence of the transmission function for U = 10t is similar to U = 5t ( Fig. 10(d) ) but the central region is suppressed.
The complicated dependences of the transmission function on the voltage for U = 5t and U = 10t is imprinted in the I − V characteristics plotted in Fig. 11(b,c) . The current for U = 5t and T = 1t has almost a plateau for 1 V < 5. This is because two opposite tendencies are active in this region. The increasing width of the Fermi window should increase the current, but it has to compete with the effective increase of the width of the pseudo-gap and the decreasing amplitude of the Hubbard-like satellites. The following maximum reflects the increase of the transmission function in the central region ( Fig. 10(c) ). This effect is even more pronounced for strong interaction, resulting in two tiny (see the scale) maxima in the current.
The kinks and sharp steps visible in the I − V characteristics at zero temperature in Fig. 11(a,b) reflect the changes in the ground-state f -particle distribution. The MixP does not change from CheP to SegP in a continuous way but rather step like. We have found that with increasing V the segregated phase always grows by filling and emptying a whole layer. Every such a change can lead to a sharp feature in the I − V characteristics.
The presence of the segregated regions significantly influences the temperature dependence of the current as illustrated for U = 5t in Fig. 11(d) . We have not observed any sharp increase of the current below critical temperature typical for high voltage dependencies for the flat potential. This is a consequences of the significant suppression of the Hubbard-like satellites for increasing voltage. A sharp exponential decrease of the current below the critical temperature can be observed for V = 5t. With further lowering of the voltage, the sharp step-like decrease changes into a smooth dependence typical for the DPs-OP transition.
D. System size effects
In this section, we consider the effect of the system size on the transport properties. In Fig. 12(a) , the current densities (I/L y ) are plotted as functions of the voltage for high temperature (T = 1t), flat potential, weak coupling U = 2t, and different L y , starting with a single chain (L y = 1). The current density rapidly saturates with increasing L y . This is a general feature as we show in Fig. 12(c) , where the current densities are plotted for weak (U = 2t) and strong interaction (U = 10t) at zero and high temperature as functions of 1/L y . The chosen voltages are close to their optimal values, where the biggest differences in current density for various L y are observed. All four curves are practically saturated at L y = 20. This means that the results obtained for L y = 20 are actually a good representation of a system in the limit L y → ∞.
We next focus on the other dimension, L x . Fig. 12(d) shows examples of the current densities for fixed L y = 20 but different L x starting with a single layer. For zero temperature, the current density rapidly saturates with increasing L x . This is because for the flat potential, the localized f -particles at zero temperature form a periodic (checkerboard) potential and there are no further sources of scattering. We conclude that the system L = 20 × 20 is sufficient for addressing transport through infinite 2D FKM layer at zero temperature. , U = 2t, U = 10t, optimal V , and zero temperature. The current density for U = 10t, T = 1t was multiplied by ten for the sake of clarity. d) as function of inverse linear size 1/Lx for a system with fixed Ly = 20, γ = 0.2B, U = 2t, U = 10t and optimal V , for high and zero temperature. e) for a system with Ly = 20 (green and red) and Ly = 30 (blue). The current densities in (e) are multiplied by Lx.
The situation is different for T = 1t where the current density decreases with the increasing L x (Fig. 12(d) ). Nevertheless, the size dependence is different for weak and strong interaction U . In (Fig. 12(e) ), we plot the same current densities multiplied by L x and as a function of L x . Whereas for strong interaction the current density drops much faster than linearly, for U = 2t the scaled current density initially increases and then seems to saturate with L x . Note, that there is actually a small decrease of IL x /L y for L x > 30; however, this is related to fixed value of L y . We confirmed the saturation by studying the dependence for L y = 30. Interestingly, this linear dependence of the current density on the system size together with almost a linear I − V characteristics for V 5t in DPw points to a metal-like behavior. This is somewhat surprising as it was recently shown that 2D FKM is an insulator in all its phases 77 .
The finite size dependence for the system with tilted potential is quite complicated. This is illustrated in Fig. 13 . As for the flat potential case, the current density converges rapidly with increasing L y and is practically saturated for L y = 20. The saturation is monotonous for high temperature, but it oscillates at T = 0t. Small oscillations are evident even above L y = 20. The potential tilt has a bigger influence on the scaling in the x-direction. The red filled circles in Fig. 13(d) show that this is true already for the noninteracting case, where the f -particles do not play a role. The current density seems to be converging to finite values for weakly and non-interacting cases at zero temperature. However, this convergence is slow and much larger lattices than for the flat potential are needed to confirm the plateau. For the same reason, it is not obvious from the numerical results that the weakly interacting case at high-temperature approaches zero for L x → ∞.
IV. CONCLUSIONS
We have studied charge transport in a model heterostructure, where the central system is described by a Falicov-Kimball model, which is coupled to metallic leads. The method used is based on a combination of a sign-problem-free MC approach and nonequilibrium Green's functions techniques. Due to its efficiency, this methodology allows to study large enough structures to approach the condensed phase limit.
We have specifically considered charge transport through a 2D FKM for two types of electrostatic potentials in the system, including a flat and a tilted form. In both cases, the transport characteristic is closely related to the phases of the FKM. For a flat potential, the current signals a DP-OP transition by a sharp step-like increase or decrease of the current depending on the bias voltage. Despite the closing of the Mott gap in the nonequilibrium DOS, the transition from DPw to DPs can be still seen in the properties of the transmission function. The tilted potential, on the other hand, introduces new phases including charge segregation. A significant tilt can close the Mott gap and fill in the CDW pseudo gap and therefore significantly affects the current-voltage characteristics.
We have, furthermore, analyzed the dependence of the transport properties on the size of the system and shown that a size of L x = 20 × 20 is sufficient for addressing the condensed phase limit. Moreover, we have found that the finite size scaling of the current is qualitatively different for weak and strong interaction.
In the present study, we have adopted several simplifications, the lifting of which could be interesting for future investigations. First, the leads were modeled by mutually disconnected semi-infinite chains. Second, it would be interesting to include part of the leads at the interfaces into the system, because the proximity to the system can change the electron distribution in these areas of the leads 59, 97 . Finally, we have assumed that in equilibrium the system and the leads have the same effective chemical potential and, therefore, there is no evident effect of electronic charge reconstruction at the interfaces 98 . This will typically not be the case in real materials. The extension of the work to include these aspects will the subject of future work.
