Abstract: The performance of precision mechatronic systems is restrained by the linearity, bandwidth and resolution of position sensors. Unfortunately, these parameters may not be available in a form that allows direct comparison between sensors or the prediction of closedloop performance. This article presents concise definitions for the linearity, drift, bandwidth and resolution of position sensors. These definitions allow position sensors to be readily compared and the performance of feedback systems to be accurately predicted.
INTRODUCTION
The sensor requirements of a nanopositioning system are among the most demanding of any control system. Applications include scanning probe microscopy (Salapaka and Salapaka (2008) ), nanofabrication (Mishra et al. (2007) ; Tseng et al. (2008) ) and data storage (Sebastian et al. (2008) ). The sensors must be compact, high-speed, immune to environmental variation, and be able to resolve position down to the atomic scale.
Before comparing individual sensor technologies, it is necessary to have strict definitions in place for the performance characteristics of interest. At present, terms such as 'accuracy', 'precision', 'nonlinearity' and 'resolution' are defined loosely and often vary between different manufacturers and researchers. The lack of a universal standard makes it extremely difficult to predict the performance of a particular sensor from a set of specifications.
The foremost goal of this article is to quantify the relevant error sources and to define bounds on the achievable accuracy. The error sources of interest are the calibration error, non-linearity, stability, dynamics, and noise. The noise is of particular interest since this defines the relationship between the sensor resolution and bandwidth.
The noise and resolution of a sensor is potentially one of the most misreported sensor characteristics. The resolution is commonly reported without mention of the bandwidth or the statistical definition and thus has little practical meaning. This has led to the reporting of incomplete or misleading information by some manufacturers and researchers.
Although there are presently no international standards for the measurement or reporting of position sensor performance, this article is aligned with the definitions and methods reported in the ISO/IEC 98:1993 Guide to the Expression of Uncertainty in Measurement (ISO (1994b) ), and the ISO 5723 Standard on Accuracy (Trueness and Precision) of Measurement Methods and Results (ISO (1994a) ).
The most common sensors used in nanopositioning systems are capacitive sensors (Baxter (1997) ; Hicks et al. (1997); ) and eddy-current sensors (Fraden (2004) ; Nyce (2004) ; Aridogan et al. (2009) ). These devices are relatively simple and can be designed with subnanometer resolution, albeit with small range and low bandwidth. The Linear Variable Displacement Transformer (LVDT) (Nyce (2004) ) is a similar technology that is intrinsically linear. However, this sensor can be larger than a capacitive sensor and due to the larger range, is not as sensitive. Other sensor types include piezoelectric sensors (Fleming et al. (2008) ), force sensors (Fleming (2010) ) and strain sensors (Fleming and Leang (2010) ; Schitter et al. (2002) ).
To achieve nanometer resolution and high accuracy over a large range, the reference standard is the laser heterodyne interferometer (Hariharan (2007); Sommargren (1986); Merry et al. (2009) ). Although bulky and costly, the interferometer has been the sensor of choice for critical applications such as IC wafer steppers since the 1970's. New fiber interferometers have also become available that are extremely compact and ideal for extreme environments (Karrai and Braun (2010) ). Optical position encoders are another absolute position sensor capable of nanometer resolution. These devices contain a read-head that is sensitive to a geometric pattern encoded on a reference scale. Reference scales operating on the optical interferencial principle can have signal periods of 128 nm and a resolution of a few nanometers.
CALIBRATION AND NONLINEARITY
Position sensors are designed to produce an output that is directly proportional to the measured position. However, in reality all position sensors have an unknown offset, sensitivity and nonlinearity. These effects must be measured and accounted for in order to minimize the uncertainty in position.
The typical output voltage curve for a capacitive position sensor is illustrated in Figure 1 . A nonlinear function f a (v) maps the output voltage v to the actual position x. The calibration process involves finding a curve f cal (v) that minimizes the mean-square error, known as the leastsquares fit, defined by
where v i and x i are the data points and θ * is the vector of optimal parameters for f cal (θ, v). The simplest calibration curve, as shown in Figure 1 , is a straight line of best fit,
(2) In the above equation, the sensor offset is θ 0 and the sensitivity is θ 1 µm/V. More complex mapping functions are also commonly used, including the higher order polynomials
Once the calibration function f cal (v) is determined, the actual position can be estimated from the measured sensor voltage. Since the calibration function does not perfectly describe the actual mapping function f a (v), a mapping error is introduced. The mapping error e m (v) is the residual of (1), that is
If e m (v) is positive, the true position is greater than the estimated value and vice-versa. Although the mapping error has previously been defined as the peak-to-peak variation of e m (v) (Hicks et al. (1997) 
Since there is no exact consensus on the reporting of nonlinearity, it is important to know how the mapping error is defined when evaluating the specifications of a position sensor. A less conservative definition than that stated above may exaggerate the accuracy of a sensor and lead to unexplainable position errors. It may also be necessary to consider other types of non-linearity such as hysteresis (Nyce (2004) ). However, sensors that exhibit hysteresis have poor repeatability and are generally not considered for precision sensing applications.
DRIFT AND STABILITY
In addition to the nonlinearity error discussed above, the accuracy of a positioning sensor can also be severely affected by changes in the mapping function f a (v). The parameters of f a (v) may drift over time, or be dependent on environmental conditions such as temperature, humidity, dust, and gas composition. Although, the actual parametric changes in f a (v) can be complicated, it is possible to bound the variations by an uncertainty in the sensitivity and offset. That is,
where k s is the sensitivity variation usually expressed as a percentage, k o is the offset variation, and f * a (v) is the nominal mapping function at the time of calibration. With the inclusion of sensitivity variation and offset drift, the mapping error is (7) and (8) If the nominal mapping error is assumed to be small, the expression for error can be simplified to
That is, the maximum error due to drift is
(10) Alternatively, if the nominal calibration can not be neglected or if the shape of the mapping function actually varies with time, the maximum error due to drift must be evaluated by finding the worst-case mapping error defined in (5).
BANDWIDTH
The bandwidth of a position sensor is the frequency at which the magnitude of the transfer function v(s)/x(s) drops by 3 dB. Although the bandwidth specification is useful for predicting the resolution of a sensor, it reveals very little about the measurement errors caused by sensor dynamics. For example, a sensor phase-lag of only 12 degrees causes a measurement error of 10% FSR. If the sensitivity and offset have been accounted for, the frequency domain position error is
which is equal to
where P (s) is the sensor transfer function and (1 − P (s)) is the multiplicative error. If the actual position is a sine wave of peak amplitude A, the maximum error is e bw = ±A |1 − P (s)| .
(13) The worst case error occurs when A = FSR/2, in this case,
The error resulting from a Butterworth response is plotted against normalized frequency in Figure 3 . Counter to intuition, the higher order filters produce more error, which is surprising because these filters have faster rolloff, however, they also contribute more phase-lag. If the poles of the filter are assumed to be equal to the cutoff frequency, the low-frequency magnitude of |1 − P (s)| is approximately
where n is the filter order and f c is the bandwidth. The resulting error is approximately
That is, the error is proportional to the magnitude of the signal, filter order, and normalized frequency. This is significant because the sensor bandwidth must be significantly higher than the operating frequency if dynamic errors are to be avoided. For example, if an accuracy of 10 nm is required when measuring a signal with an amplitude of 100 µm, the sensor bandwidth must be tenthousand times greater than the signal frequency.
In the above derivation, the position signal was assumed to be sinusoidal, for different trajectories, the maximum error must be found by simulating Equation (12). Although the RMS error can be found analytically by applying Parseval's equality, there is no straight-forward method for determining the peak error, aside from numerical simulation. In general, signals that contain high-frequency components, such as square and triangle waves will cause the greatest peak error.
NOISE
In addition to the actual position signal, all sensors produce some additive measurement noise. In many types of sensor, the majority of noise arises from the thermal noise in resistors and the voltage and current noise in conditioning circuit transistors. As these noise processes are well approximated by a Gaussian random processes, the total measurement noise will also be approximated by a Gaussian random process.
A Gaussian random process produces a signal with normally distributed values that are correlated between instances of time. We also assume that the noise process is zero-mean and that the statistical properties do not change with time, that is, the noise process is stationary. A Gaussian noise process can be described by either the autocorrelation function or the power spectral density. The autocorrelation function of a random process X is
where E is the expected value operator. The autocorrelation function describes the correlation between two samples separated in time by τ . Of special interest is R X (0) which is the variance of the process. The variance of a signal is the expected value of the varying part squared. That is,
Another term used to quantify the dispersion of a random process is the standard deviation σ which is the squareroot of variance,
The standard deviation is also the Root-Mean-Square (RMS) value of a zero-mean random process.
The power spectral density S X (f ) of a random process represents the distribution of power or variance across frequency f . For example, if the random process under consideration was measured in Volts, the power spectral density would have the units of V 2 /Hz. The power spectral density can be found by either the averaged periodogram technique, or from the autocorrelation function. The periodogram technique involves averaging a large number of Fourier transforms of a random process,
This approximation becomes more accurate as T becomes larger and more records are used to compute the expectation. In practice, S X (f ) is best measured using a Spectrum or Network Analyzer, these devices compute the approximation progressively so that large time records are not required. Practical techniques for the measurement of power spectral density are discussed in Fleming (2012) . The power spectral density can also be computed from the autocorrelation function. The relationship between the autocorrelation function and power spectral density is known as the Wiener-Khinchin relations, given by
If the power spectral density is known, the variance of the generating process can be found from the area under the curve, that is
Rather than plotting the frequency distribution of power or variance, it is often convenient to plot the frequency distribution of the standard deviation, which is referred to as the spectral density. It is related to the standard power spectral density function simply by a square-root, that is,
The units of S X (f ) are units/ √ Hz rather than units 2 /Hz. The spectral density is preferred in the electronics literature as the RMS value of a noise process can be determined directly from the noise density and effective bandwidth. For example, if the noise density is a constant c V / √ Hz and the process is perfectly band limited to f c Hz, the RMS value or standard deviation of the resulting signal is c √ f c . To distinguish between power spectral density and noise density, A will be used for power spectral density and √ A will be used for noise density. An advantage of the spectral density is that a gain k applied to a signal u(t) also scales the spectral density by k. This differs from the standard power spectral density function that must be scaled by k 2 .
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A S(f ) (dB) log f f nc Fig. 4 . A constant power spectral density that exhibits 1/f noise at low frequencies. The dashed lines indicate the asymptotes
Since the noise in position sensors is primarily due to thermal noise and 1/f (flicker) noise, the power spectral density can be adequately represented by
where A is power spectral density and f nc is the noise corner frequency illustrated in Figure 4 . The variance of this process can be found by evaluating Equation (23). That is,
where f l and f h define the bandwidth of interest. Extremely low-frequency noise components are considered to be drift. In positioning applications, f l is typically chosen between 0.01 Hz and 0.1 Hz. By solving Equation (26), the variance is
If the upper-frequency limit is due to a linear filter and f h >> f l , the variance can be modified to account for the finite roll-off of the filter, that is
where k e is a correction factor that accounts for the finite roll-off. For a first, second, third, and fourth order response k e is equal to 1.57, 1.11, 1.05, and 1.03 respectively (van Etten (2005)).
RESOLUTION
Although there are no ISO or ANSI definitions for the resolution of a position sensor, a common interpretation of resolution is the distance between two adjacent points that can be uniquely identified. Since position sensors are noisy with potentially large dispersion, it is impractically conservative to specify a resolution where adjacent points will never overlap. Instead, it is preferable to state the probability that the measured value is within a certain error bound. Consider the plot of three noisy measurements in Figure 5 where the quoted resolution δ y is shaded in gray. The majority of sample points in y 2 fall within the bound y 2 ± δ y /2, hence, δ y is the resolution and the minimum distance to the adjacent distinct points y 1 and y 3 . However, not all of the samples of y 2 lie within the resolution bound, as illustrated by the overlap of the probability Fig. 5 . The time-domain recording y(t) of a position sensor at three discrete positions y 1 , y 2 and y 3 . The large shaded area represents the resolution of the sensor and the approximate peak-to-peak noise of the sensor. The probability density function f y of each signal is shown on the right. density functions. It is necessary to state the acceptable probability of an overlap between adjacent points.
As the measurement noise is assumed to be Gaussian distributed, the resolution can be quantified by the standard deviation σ (RMS value) of the noise. The empirical rule (Brown and Hwang (1997) ) states that there is a 99.7% probability that one sample of a Gaussian random process will lie within ±3σ. Thus, if we define the resolution as δ = 6σ there is only a 0.3% probability that a sample will lie outside of the specified range. To be precise, this definition of resolution will be referred to as the 6σ-resolution. Beneficially, no in-depth statistical measurements are required to obtain the 6σ-resolution since it can be determined directly from a careful measurement of the RMS value. The RMS value or standard-deviation is also the ISO 5725 definition of precision, which is related to the 6σ-resolution by a factor of 6.
Another important parameter that must be specified when quoting resolution is the sensor bandwidth. In Equation (28), the variance of a noise process is shown to be approximately proportional to the bandwidth f h . By combining Equation (28) with the above definition of resolution, the 6σ-resolution can be found as a function of the bandwidth f h , noise density √ A, and 1/f corner frequency
From Equation (29), it can be observed that the resolution is approximately proportional to the square-root of bandwidth when f h >> f nc . It is also clear that the 1/f corner frequency limits the improvement that can be achieved by reducing the bandwidth.
The trade-off between resolution and bandwidth can be illustrated by considering a typical position sensor with a range of 100 µm, a noise density of 10 pm/ √ Hz, and a 1/f corner frequency of 10 Hz. The resolution is plotted against bandwidth in Figure 6 . When the bandwidth is below 100 Hz, the resolution is dominated by 1/f noise. For example, the resolution is only improved by a factor of two when the bandwidth is reduced by a factor of 100. Above 1 kHz, the resolution is dominated by the flat part of the power spectral density, thus a ten times increase in Many types of position sensors have a limited full-scalerange (FSR); examples include strain sensors, capacitive sensors, and inductive sensors. In this class of sensor, sensors of the same type and construction tend to have an approximately proportional relationship between the resolution and range. As a result, it is convenient to consider the ratio of resolution to the full-scale range, or equivalently, the dynamic range (DNR). This figure can be used to quickly estimate the resolution from a given range, or conversely, to determine the maximum range given a certain resolution. A convenient method for reporting this ratio is in parts-per-million (ppm), that is DNR ppm = 10 6 6σ-resolution Full scale range .
This measure is equivalent to the resolution in nanometers of a sensor with a range of 1 mm. In Figure 6 the resolution is reported in terms of both absolute distance and the dynamic range in ppm. The dynamic range can also be stated in decibels, DNR db = 20 log 10 Full scale range 6σ-resolution .
Due to the strong dependence of resolution and dynamic range on the bandwidth of interest, it is clear that these parameters cannot be reported without the frequency limits f l and f h , to do so would be meaningless. Even if the resolution is reported correctly, it is only relevant for a single operating condition. A better alternative is to report the noise density and the 1/f corner frequency, which allows the resolution and dynamic range to be calculated for any operating condition. These parameters are also sufficient to predict the closed-loop noise of a positioning system that incorporates the sensor.
COMBINING ERRORS
In Sections 2 to 6 the sources of position measurement errors were quantified. In many circumstances, it is not practical to consider the exact error as this is dependent on the position. Rather, it is more straight-forward to consider only the simplified worst-case error. An exception to the use of worst-case error is the drift-error e d . In this measurement is illustrated by the dashed box. The total uncertainty e t is due to both the static trueness error e s and the noise δ.
case, it may be unnecessarily conservative to consider the maximum error since the exact error is easily related to the sensor output by the uncertainty in sensitivity and offset.
To calculate the total measurement error e t , the individual errors are concatenated, that is e t = e m + e d + e bw + δ/2 (32) where e m , e d , e bw , δ/2 are the mapping error, the drift error, the error due to finite bandwidth, and the error due to noise whose maximum is half the resolution δ. The sum of the mapping and drift error can be referred to as the static trueness error e s which is the maximum error in a static position measurement when the noise is effectively eliminated by a slow averaging filter. The total error and the static trueness error are illustrated graphically in Figure 7 .
CONCLUSIONS
This article presents systematic methods for the measurement and reporting of position sensor performance. Concise definitions are proposed for linearity, drift, bandwidth and resolution. Where possible, these definitions are aligned with the methods and definitions provided by ISO standards.
Presently the most commonly misquoted figure is that of resolution. In this work, resolution is defined as the minimum distance between two uniquely identifiable points. A closed-form expression is presented that shows the dependency of this parameter on the noise spectral density, the 1/f corner frequency, the bandwidth, and the lower frequency bound.
It is hoped that future work involved with position sensors will adhere to the definitions presented here. This would allow different position sensors to be readily compared and the performance of feedback systems to be accurately predicted.
