Estimators for the price of a discrete barrier option based on conditional expectation and importance sampling variance reduction techniques are given. There are erroneous formulas for the conditional expectation estimator published in the literature: we derive the correct expression for the estimator. We use a simulated annealing algorithm to estimate the optimal parameters of exponential twisting in importance sampling, and compare it with a heuristic used in the literature. Randomized quasi-Monte Carlo methods are used to further increase the accuracy of the estimators.
Introduction
A barrier option is an option that becomes alive or is killed depending on whether the option crosses a barrier before expiry. In this paper, we will consider discrete down-and-in barrier options, and discuss Monte Carlo methods for pricing these options based on two variance reduction techniques: conditional expectation and importance sampling. Simple modifications of these methods can be used to price other types of barrier options. The application of the conditional expectation technique to barrier options was considered by Boyle, Broadie and Glasserman [2] and Ross and Shanthikumar [13] . The authors of these papers derived the conditional expectation estimator for the price of a barrier option. In Section 2, we will show that their formulas for the estimator contain errors, and we will derive the correct expression for the conditional expectation estimator.
The application of importance sampling in pricing barrier options was first described by Boyle et al. [2] . The resulting estimator involves two "twisting" parameters that need to be determined. A heuristic to compute these parameters was introduced in Boyle et al. [2] . In Section 7, we will use numerical results to compare the parameters obtained from this heuristic with the parameters obtained from a simulated annealing algorithm.
In Section 4 we will combine the conditional expectation and importance sampling estimators, as was done by Ross and Shanthikumar [13] . We point to another error in a formula in Ross and Shanthikumar [13] . We will then investigate the use of randomized quasi-Monte Carlo methods to obtain further error reduction.
Conditional expectation Monte Carlo
Consider a down-and-in European call option written on a stock S(t), whose prices are observed at discrete time steps 0 = t 0 < t 1 < · · · < t m = T . The barrier price will be denoted by H , the exercise price by K , and the expiry by T . The option becomes a vanilla European call option when the stock "crosses" the barrier, i.e. if S(t i ) < H for some t i < T . We will assume that S(0) > H . The time the stock crosses the barrier is t τ , where τ is a nonnegative random variable.
The payoff of the down-and-in European call option at time T is the product
where 1( · ) denotes the indicator function and (x, y) + denotes the maximum of x and y. The price of the option at time 0 is the discounted expected payoff
where r is the risk-free interest rate and the expectation is conditioned on the initial stock price S(0). The crude Monte Carlo estimates I by simulating N stock price paths, averaging over the values
and then discounting this average by multiplying by e −r T .
The conditional expectation Monte Carlo is based on the following observation: if it is possible to price the downand-in European call option analytically when it crosses the barrier, then one should use this analytical formula instead of simulating the price path until expiry. An example is the lognormal model for S(t), for which the Black-Scholes-Merton formula can be used to price the European call option, when the stock crosses the barrier. To proceed, we condition the expectation (2) on τ and S(t τ ), and consider the case when τ < m:
To compute the inner expectation, we assume the lognormal model for S(t), and obtain
where BSM(S(t k ), t k , T ) is the Black-Scholes-Merton formula for the price of a European call option at time t k , with expiry T , and initial stock price S(t k ):
Therefore, the inner expectation in (3) is
and (3) simplifies to
So, the conditional Monte Carlo estimator simulates N paths and averages over the values
Discounting this average by e −r T gives an unbiased estimate for the option value I . In other words, we estimate the option value by
where S (i) is the ith stock price path, and S (i) (t τ ) is the price observed at the time when the path crosses the barrier. If the barrier is not crossed by the expiry, the estimator value is zero. 1 
Importance sampling
The use of importance sampling in pricing down-and-in options was first introduced in Boyle et al. [2] . The idea is to change the probability distribution of the stock so that the probability that the stock crosses the barrier and the probability that the stock goes above the strike price are increased. In this way, we can gather useful information from more of the stock price paths.
Consider a general stock price model of the following form:
where L n = n i=1 X i and X 1 , X 2 , . . . are i.i.d. random variables with the common density f (x). We put L 0 = 0. Importance sampling uses two new density functions, say f 1 (x) and f 2 (x), to simulate the stock price. The random variables X 1 , . . . , X τ are simulated using f 1 (x), and X τ +1 , . . . , X m using f 2 (x). From the importance sampling identity, we havẽ
provided the independence of X i is preserved under f 1 and f 2 , and the expectation is finite. The expectation on the left-hand side of the equation is taken under the new probability measure imposed by the density functions f 1 and f 2 . A standard technique called exponential twisting (or, tilting) (see Glasserman [5] , Ross [12] ) chooses f 1 ≡ f t − and f 2 ≡ f t + where
and M(t) is the moment generating function of the density f (x). With these choices, the "likelihood ratio" in (5) simplifies to
The parameters t − and t + need to be determined in such a way that the probability of the "desired" events, i.e. the events that the stock crosses the barrier and the stock goes above the strike price, are increased. In Boyle et al. [2] , a heuristic is used to compute these parameters. Consider a uniform discretization of time so that t n = nh. If we specify our model as the lognormal model, and thus let f (x) be the normal density with mean (r − σ 2 /2)h and variance σ 2 h, then the heuristic of Boyle et al. [2] gives the following solution for t − and t + :
where b = log(S(0)/H ) and c = log(K /S(0)). In particular, these choices simplify the likelihood ratio (6) to
The importance sampling Monte Carlo estimator simulates N paths and averages over the values
Discounting this average by e −r T gives an unbiased estimate for the option value I.
Combination of conditional expectation and importance sampling
Ross and Shanthikumar [13] observe that the conditional expectation and importance sampling methods can be combined. Importance sampling can be applied to the stock price path until the path crosses the barrier, and when the barrier is crossed, the conditional expectation estimator can be used to compute the option price. Since we need to simulate the stock price path until it crosses the barrier, there is only one twisting parameter, t := t − , that needs to be determined. The likelihood ratio simplifies to
.
The estimate for the option price given by the combined estimator is
where S (i) is the ith stock price path. If we assume the lognormal model for the stock price process, i.e., let f be the normal density with mean (r − σ 2 /2)h and variance σ 2 h, then f t becomes the normal density with mean (r − σ 2 /2)h − b and variance σ 2 h, where b = −σ 2 ht. If t is obtained using the heuristic (7), then we get 2
Simulated annealing
It is possible to use simulated annealing to compute the twisting parameters needed by the importance sampling and combined estimators. We consider a particular simulated annealing algorithm designed for discrete stochastic optimization, introduced by Alrefaei and Andradóttir [1] . The algorithm computes
where Ω is a discrete set, h is a deterministic function, and Y w is a random variable that depends on the parameter w. The temperature in the simulated annealing algorithm is constant, and the expectation in (10) is estimated by the 
The algorithm constructs a Markov chain with state space Ω . If at step k, the Markov chain is in state w, then the next state is chosen from a set of predetermined "neighbours" of w in the following way: if a neighbour of w, say w , is a better state than w, i.e.h(w ) ≤h(w), then the next state of the Markov chain is chosen as w . Ifh(w ) >h(w), the Markov chain moves to state w (aptly called a hill-climbing move) with small probability exp(−(h(w ) −h(w), 0) + /T ); otherwise it stays in state w. The constant T is the fixed temperature of the algorithm. After running the algorithm for K steps, the final estimate of the global minimum (10) is chosen as the state with the lowest averageh(w).
In our option pricing problem, our objective is to find the twisting parameters that minimize the simulation error. The parameter w corresponds to the twisting parameters (t − , t + ) in importance sampling, and to the single twisting parameter t in the combined estimator. The function h computes the corresponding simulation error. In the numerical results of Section 7, we will consider a "test" problem where the price of the option can be computed very accurately by another method. We will use these "accurate" option prices as the "true" solutions, and let h be the relative square error of the option estimate for a fixed sample size. In other words, if Y w (1), . . . , Y w (L k ) are option estimates based on N paths (obtained from any of the estimators discussed in the paper) then
The simulated annealing algorithm searches for the best parameters that minimize the mean of the relative square errors of the option estimates.
Randomized quasi-Monte Carlo
Quasi-Monte Carlo (QMC) methods use the so-called low-discrepancy sequences (other names used in the literature are, uniformly distributed mod 1 sequences, (t, s)-sequences, and QMC sequences) in simulating the underlying model instead of the pseudorandom numbers used by Monte Carlo. The QMC convergence rate is faster than the Monte Carlo method. Therefore, in recent years, QMC methods have been used successfully in many applications, including option pricing.
There is, however, a drawback of the QMC method: using a low-discrepancy sequence one can obtain only a single estimate and there is no known practical way of measuring the actual error of the estimate. In Monte Carlo, in contrast, one can generate several independent and unbiased estimates and use statistics to analyse error. The randomized quasi-Monte Carlo (RQMC) methods are introduced to address this drawback. In a sense, they combine the best of two worlds: by appropriately "randomizing" a low-discrepancy sequence, they make it possible to obtain several independent unbiased estimates so that statistics can be used to assess estimation error. Moreover, since each randomized sequence is still a low-discrepancy sequence, the better accuracy of the QMC method continues to apply. A survey of RQMC methods and their use in option pricing is given byÖkten and Eastman [10] .
The Faure sequence is an example of a digital (t, s) sequence. The digital sequences comprise a big portion of lowdiscrepancy sequences used in practice. Consider an s-dimensional digital sequence q 1 , q 2 , . . . , in the s-dimensional unit hypercube [0, 1) s . To compute the nth term q n = (q (1) n , . . . , q (s) n ) of the sequence, we first write n in its base p expansion: n = a l p l−1 + · · · + a 2 p + a 1 . Here p is called the base of the digital sequence. In the case of the Faure sequence, the base is the smallest prime number greater than or equal to s. Let d n = (a 1 , . . . , a l ) T be the (column) vector of the digits of n. Similarly, let φ(q (k) n ) denote the (column) vector of the digits of the real number q (ã 1 , . . . ,ãl ) T . The kth component of the nth term q n is defined through its digit vector:
where C (k) is the kth generator matrix of the digital sequence, and the matrix-vector multiplication is done in modular arithmetic mod p. The generator matrix for the Faure sequence is
where P is the l × l Pascal matrix 3 mod p: this is an upper triangular matrix where the i jth entry is the binomial term Powers of the Pascal matrix can be computed without matrix multiplication as follows. Define P(a) as the upper triangular matrix with the i j th entry equal to a j−i j−1 i−1 . Then, we have the following useful identity: P k = P(k) (see Call and Velleman [4] ) for any integer k (adopting the convention 0 0 = 1, so that P 0 = P(0) = I). We now describe how to obtain randomly scrambled "copies" of the Faure sequence. Generate s lower triangular square matrices L (k)
and replacing (11) by
As before, all operations are done in mod p. This scrambling method is called linear scrambling by Matoušek [8] , who discusses this as well as other scrambling techniques. A detailed discussion of scrambled sequences and their implementation is also given by Hong and Hickernell [6] .
Numerical results
In this section our objective is to numerically compare the three Monte Carlo estimators discussed earlier. We will also investigate the potential benefits of the simulated annealing approach to compute the twisting parameters against the heuristic, and the RQMC implementation of the Monte Carlo algorithms against the traditional pseudorandom implementation. Our Monte Carlo algorithms are general-purpose algorithms that can be used in any model for the stock price, as long as the price of the option can be computed exactly when the underlying reaches the barrier. This assumption was used in deriving the conditional and combined estimators.
A commonly used approach to compare different Monte Carlo estimators is to apply them to a test problem where the exact solution is known, so that the actual error of the estimators can be compared. We will follow this approach, and concentrate on the lognormal model for the stock price, where an algorithm introduced by Tse, Li and Ng [14] can be used to compute the price of a discrete barrier option very accurately. In Exhibit 2 of Tse et al. [14] , the authors give the price of a down-and-out call option for a number of parameters. They report that these prices have accuracy of at least 10 decimal places. In the numerical results that will follow, we will consider the same option parameters used in Tse et al. [14] , and use their estimates as true solutions when we compare the accuracy of our Monte Carlo estimators in the lognormal setting.
Comparing the three estimators
Assuming the lognormal model for the stock price process, we consider two down-and-in call options. The options have the following common parameters: σ = 0.3, r = 0.1, S(0) = 100, K = 100, T = 0.2, and m = 50. In Table 1 , H = 95, and the option price is 1.4373238784. In Table 2 , H = 91, and the option price is 0.3670447223. These prices are computed from the down-and-out call prices given in Exhibit 2 of Tse et al. [14] . The twisting parameters used in importance sampling and combined estimators are computed using the heuristic (7) and (9) . The tables display the relative mean square error (MSE) of fifty option estimates computed using the conditional expectation (CondExp), importance sampling (ImpSamp-h), and combined (Combined-h) Monte Carlo estimators. (The letter "h" shows that the heuristic is used in computing the twisting parameters.) Three sample sizes are considered: N = 5000, 10, 000, and 50,000. The fifth row of the tables ("cross barrier") gives the percentage of price paths that cross the barrier, and the next row displays the percentage of paths that cross the exercise price among those that crossed the barrier. The pseudorandom number generator used in the simulations is tt800 (see Matsumoto and Kurita [9] ).
Conclusions
(1) The Combined-h estimator gives lower relative MSE for all cases considered.
(2) The CondExp estimator gives lower relative MSE than the ImpSamp-h estimator in Table 1 , where the barrier price is 95, and 61% of price paths reach the barrier. When the barrier price is lowered to 91 in Table 2 , and thus only 40% of paths reach the barrier, we observe that the ImpSamp-h estimator becomes better than the CondExp estimator. Note that 84% and 86% of paths reach the barrier when importance sampling is used in Tables 1 and 2 , respectively. The improvements given by CondExp over ImpSamp-h can be amplified by taking the barrier closer to the initial price, and conversely, ImpSamp-h can be made much better than CondExp by taking the barrier price farther from the initial price.
Comparing the heuristic with simulated annealing
In this section we investigate the quality of the twisting parameters obtained from the heuristic (7) and examine whether better results can be obtained by the use of simulated annealing to compute these parameters. We first introduce new variables, (d, u), which are related to the twisting parameters (t − , t + ) as follows:
We introduce these variables for their intuitive meaning: d and u are the means of the tilted densities f t − (x) and f t + (x), respectively. The quantity (r − σ 2 /2)h in (15) is the mean of the original density f (x). Clearly, one expects σ 2 ht − to be negative, so that the stock is "pulled down" to the barrier faster than before, and σ 2 ht + to be positive, so that the stock is "pushed up" to the barrier faster than before. For the option parameters of Table 1 , the heuristic gives the following parameters for the importance sampling estimator: u = 0.0021 and d = −u. We want to see how close (−0.0021, 0.0021) is to the point at which the mean Cross barrier 84% 95% 84% 98% Cross exercise 43% 79% n/a n/a square error (MSE) of the option estimate attains its minimum. This will be done numerically, using Monte Carlo simulation. Consider the grid, (d, u) ∈ [−0.008, 0] × [0, 0.008], with an increment size of 10 −4 . For each (d, u) of the grid, we run a Monte Carlo simulation using the importance sampling estimator, and compute the MSE of fifty option estimates where each estimate is based on 10,000 price paths. We use the option parameters of Table 1 , and use the option price obtained from Tse et al. [14] as the true value in the MSE calculations. Fig. 1 plots the surface of MSE values over this grid.
The point labelled by "h" on the surface has the MSE value of 4.67 × 10 −4 and it corresponds to the heuristic (−0.0021, 0.0021). Simulated annealing, on the other hand, gives (−0.004, 0.005) as the best parameters; the corresponding MSE is 3.18 × 10 −4 . This point is labelled by "SA" on the surface. The minimum MSE read from the surface is 0.5 × 10 −4 . Simulated annealing gives better parameters than the heuristic in this problem. We will next present additional numerical results to investigate potential benefits of simulated annealing.
In the next two tables, we compare the estimators Combined-h with Combined-SA, and ImpSamp-h with ImpSamp-SA, by the relative MSE of the fifty option estimates they produce. Tables 3 and 4 use the option parameters  of Tables 1 and 2 , respectively. The second row of the tables give the (d, u) parameters for the ImpSamp estimator, and the b parameter for the combined estimator, when they are computed using the heuristics (7) and (9), and the simulated annealing algorithm.
The simulated annealing based estimators give less error than the heuristic-based estimators when N = 5K , 10K . The opposite is true for N = 50K . The differences, however, are very small. Together with the simplicity of Cross barrier 86% 97% 86% 98% Cross exercise 42% 77% n/a n/a computing the heuristic parameters, these results suggest that the heuristic is an effective strategy to compute the twisting parameters.
Randomized quasi-Monte Carlo versus Monte Carlo
In our option pricing problem, we want to generate fifty unbiased estimates for the option price. One unbiased estimate is obtained by generating m (the number of time steps) random matrices and vectors (see (13) and (14)), and using the resulting scrambled Faure sequence in simulation. 4 Subsequent unbiased estimates are obtained by independently generating new sets of random matrices and vectors.
In numerical results below, we consider two options. The common parameters for the options are: r = 0.1, σ = 0.3, T = 0.2, K = 100, S(0) = 100. The first option is the one considered in Table 1 , and it has m = 50, H = 95, price = 1.4373238784. The second option has m = 5, H = 93, price = 0.3443581039. One important difference between these options is the number of time steps, m. This parameter determines the dimension of the underlying randomized QMC sequence. It is well known that the advantages of (randomized) QMC sequences over Monte Carlo diminish as the dimension grows (seeÖkten, Tuffin and Burago [11] ). We will examine the effects of increasing dimension in our problem by comparing these options.
We will also investigate the effects of different normal random variable generation methods on the accuracy of the option estimates. Joy, Boyle and Tan [7] stated that it was incorrect to use the Box-Muller method in transforming Faure vectors, and doing so could increase the estimation error. Numerical results contrary to this observation were obtained inÖkten and Eastman [10] who compared the Box-Muller and inverse transformation methods by the statistical accuracy of their estimates, and found that the Box-Muller method actually gave better results in selected problems from European and Asian option pricing. We will make a similar comparison here, using the first option problem where m = 50 is an even number. Note that the Box-Muller method uses two uniform variables to produce two normally distributed variables, whereas the inverse transformation method uses only one uniform variable to produce one normally distributed variable. Note also that if the dimension is even, then both methods use the same RQMC sequence. However, if the dimension m is odd, then the Box-Muller method requires the generation of an m + 1 dimensional RQMC sequence, which might result in higher error than the inverse transformation method that uses an m dimensional RQMC sequence. This would be a consequence of the increased dimension of the underlying RQMC sequence. Table 5 displays the relative MSE when scrambled Faure sequences are used in simulating the price paths. Details of the computations are similar to the previous tables. There are two numbers in each cell of Table 5 : the one in parenthesis is the relative MSE when the inverse transformation method is used in transforming the uniformly distributed numbers to numbers from the standard normal distribution. The particular inverse transformation method we used is by B. Moro, and it is described in Joy et al. [7] . The other number is the relative MSE when the Box-Muller method is used in the transformation. The Box-Muller method gives a lower relative MSE in all except for one case (50K for Combined-h). 4 The ith stock price path S (i) (t 1 ), . . . , S (i) (t m ) is generated using the components of the ith (m-dimensional) vector of the scrambled sequence,
i ), similar to the way m pseudorandom numbers are used to generate a path. See [10] for details. 
The parameters used in Table 5 are the same as the parameters of Table 1 , where the estimators were compared by their relative MSE values using Monte Carlo. Table 6 displays the ratio of Monte Carlo relative MSE values of Table 1 to RQMC-Box Muller relative MSE values of Table 5 . RQMC provides improvements between factors of 2 and 4.
We now consider the second option problem with lower dimension, m = 5. We use the inverse transformation method instead of Box-Muller, for reasons mentioned earlier. Tables 7-9 display the RQMC-relative MSE, MCrelative MSE, and their ratios. In this problem, we see improvements as high as factor of 72.
The accuracy of the (R)QMC implementation of the combined estimator for this low-dimensional problem (m = 5) fares very well when compared with the lattice methods. Broadie, Glasserman and Kou [3] used a trinomial procedure to compute the price of the down-and-out option that had the same parameters with the down-and-in option considered in Tables 7 and 8 . They obtained 6.000 for the price of the down-and-out option. The corresponding European call price is 6.3441134633, which implies 0.344 for the trinomial estimate for the price of the down-and-in option. Tse et al. [14] report a more accurate price of 5.9997553594 for the same down-and-out option, and thus 0.3443581039 for the price of the down-and-in option. The absolute error of the trinomial estimate, using 5.9997553594 as the exact value, is 2.45 × 10 −4 . In Table 10 , we use the Faure sequence (not scrambled) to compute the price of the down-andin option using the combined estimator, and display the absolute error of the estimates based on N samples, when N = 10K , 20K , . . . , 100K . The QMC absolute error stays much lower than the trinomial absolute error after N = 60K . It took about one minute to compute the estimates reported in Table 10 using Matlab (35 s up to N = 60K ) in a 2 GHz Pentium, 2 GB RAM, PC. In contrast, the trinomial procedure used by Broadie et al. [3] required 80,000 time steps, and was reported to be quite computationally intensive.
Conclusion
Our numerical results confirm that the combined estimator, which makes use of both the importance sampling and conditional expectation techniques, provides the best error reduction in all option problems considered. If there is no available analytical formula to price the option at the time it crosses the barrier, however, one is left with the importance sampling estimator.
The use of simulated annealing to compute the twisting parameters provided lower error than the heuristic for the majority of the cases considered, but the improvements were very small. The small improvements, together with the simplicity of computing the heuristic values, suggest the heuristic is an efficient strategy to compute the twisting parameters.
Significant error reduction is obtained by the use of (randomized) quasi-Monte Carlo methods, especially in small dimensions. Although we did not attempt to give a direct and detailed numerical comparison of the lattice methods with the quasi-Monte Carlo method in this paper, the numerical results presented in Section 7.3 suggest such a study might be of value.
