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Unconventional superconductors such as cuprates often host competing nodal superconductivity
and antiferromagnetism. These systems are typically modeled as a repulsive Hubbard model whose
unbiased simulation suffers from the fermion sign-problem at any non-zero doping. Here we will
exploit the fact that neither of these phases, the nodal d-wave superconductor or the antiferromagnet,
require any doping for their existence, and construct a sign-problem-free repulsive Hubbard model
with an additional bosonic field which hosts both of these phases. Using Quantum Monte Carlo
(QMC) simulations, supplemented with mean-field theory and continuum field-theory arguments,
we find that it hosts three distinct phases: a nodal d-wave phase, an antiferromagnet, and an
intervening phase which hosts coexisting antiferromagnetism and nodeless d-wave superconductivity.
The transition from the coexisting phase to the antiferromagnet is described by the 2+1-D XY
universality class, while the one from the coexisting phase to the nodal d-wave phase is described
by the chiral Gross-Neveu-Heisenberg theory.
Introduction — The interplay between unconventional
superconductivity and magnetism plays a crucial role in
a wide variety of strongly correlated systems [1] such
as cuprates [2, 3], heavy fermion materials [4–16], lay-
ered organic conductors [17–25], iron-based superconduc-
tors [26–30], Helium-3 [31] and even in recently stud-
ied twisted 2D materials [32]. Superconductors with
nodal quasiparticles are particularly interesting since the
fermionic quasiparticles cannot be neglected even for the
ground state properties of the superconductor, or for
understanding quantum phase transitions to proximate
phases. In this paper, we will introduce a model which
does not suffer from the fermion sign problem, and which
demonstrably hosts both a nodal d-wave superconductor,
and an antiferromagnetic insulator on a 2d square lattice,
with an intermediate phase with coexisting antiferromag-
netic and a gapped d-wave superconducting order param-
eter. We will study the phase diagram of the model using
Quantum Monte Carlo (QMC) simulations.
One route to obtain an unconventional superconductor
is to dope a Mott insulator [3, 33], as is experimentally
the case for cuprates where nodal d-wave superconductor
(dSC) arises upon doping. From a numerical perspective,
this is rather challenging to pursue: the combination of
‘Mottness’ and continuously varying filling leads to the
fermion sign problem. In fact, to date, there does not ex-
ist any model which has repulsive onsite electron-electron
interactions at a generic filling which does not suffer
from the fermion sign problem. However, one notes that
two of the most prominent symmetry breaking phases in
cuprates, namely the dSC or the AFM insulator in princi-
ple do not require doping for their existence: in the dSC,
the charge U(1) symmetry is spontaneously broken, and
therefore, there is no Luttinger theorem, while an AFM
insulator in fact requires one to be at a commensurate fill-
ing (such as zero doping). Furthermore, the dSC and the
AFM are ‘sign problem compatible’: both of these orders
are facilitated by an onsite repulsion. Finally, on a square
lattice at half-filling, the ordering wavevector Q = (pi, pi)
for the AFM matches the momentum difference between
the nodes of the dSC, and therefore the onset of AFM
will gap out the nodes in dSC. These observations sug-
gest that one should be able to find a model without
sign-problem which hosts these two competing phases.
From an experimental perspective, competing dSC and
AFM phases at half-filling are relevant to Mott insulators
such as layered organic conductors κ-ET2Cu[N(CN)2]Cl
and its derivatives [17–25] that undergo insulator to su-
perconductor transition under an applied pressure.
Our model is partially motivated by the ideas pre-
sented in Ref.[34] where the phase diagram of competing
dSC and AFM at a half-filling was studied using field-
theoretic arguments. Through state-of-the-art Determi-
nantal Quantum Monte Carlo (DQMC) simulations, we
find three different phases in our model only by tuning
a single parameter. In between the nodal dSC and the
AFM, we find an intermediate phase with the coexistence
of gapped dSC and AFM (dSCg+AFM). The phase tran-
sition between dSCg+AFM and AFM appears to be con-
tinuous and in the 3D XY universality class. The phase
transition between nodal dSC and dSCg+AFM also ap-
pears to be continuous, while having more interesting
critical behavior.
Model — Our model is defined on a square lattice and
consists of four parts, H = Ht + HV + HU + HXY.
Here Ht+HU = −t
∑
〈ij〉,σ(c
†
i,σcj,σ + h.c.) +
U
2
∑
i(ρi,↑+
ρi,↓ − 1)2 is the standard Hubbard model with near-
est neighbor hopping, with ρi,σ = c
†
i,σci,σ. HV is
the coupling between d-wave pairing and rotor type
bosonic fields θ living on the bonds of the square lat-
tice, HV = V
∑
〈ij〉(τi,je
iθij (c†i,↑c
†
j,↓−c†i,↓c†j,↑)+h.c.) with
τi,i±xˆ = 1, τi,i±yˆ = −1. HXY is a quantum rotor Hamil-
tonian, describing the dynamics and interactions of fields
θ: HXY = K
∑
〈ij〉 n
2
ij − J
∑
〈ij,kl〉 cos(θij − θkl), where
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FIG. 1. Phase diagram of our model. (a) Mean-field phase
diagram. dSC stands for the nodal dx2−y2 superconductor,
AFM for the antiferromagnetic insulator, and dSCg+AFM for
the coexisting gapped d-wave superconductor and antiferro-
magnetic insulator. (b) Quantum Monte Carlo phase diagram
for U/t = 4.0. α is the dSC order parameter, m is the AFM
order parameter.
[nij , e
±iθij ] = ±e±iθij . The model has the conventional
spin-rotation SU(2) symmetry and a charge U(1) sym-
metry given by ci,σ → ci,σeiϕ, θ → θ + 2ϕ. It also
has a particle-hole symmetry ci,σ → ic†i,σ, θ → −θ,
at half-filling, where i = (−)i. Perhaps most impor-
tantly, the model also hosts an anti-unitary symmetry
U : ci,↑ → ic†i,↓, ci,↓ → −ic†i,↑, i → −i and U2 = −1,
which makes the model sign problem-free [35], so that it
can be simulated with large-scale DQMC methods.
One may obtain some features of the global phase dia-
gram of our model without detailed calculations. Setting
U = 0, when K/J  1, the charge-U(1) symmetry will
be spontaneously broken, and therefore, the fermion-part
of the Hamiltonian reduces to the BCS mean-field theory
for a nodal dx2−y2 superconductor, which we denote as
dSC. The dSC phase is expected to be stable at small U
since weak interactions are irrelevant for the nodal Dirac
fermions. When K/J increases, eventually the charge-
U(1) symmetry is expected to get restored due to fluctu-
ations of the θ field. Since the unit-cell of H contains an
odd number of fermions, a gapped trivial paramagnet is
ruled out [36, 37], and energetically, we expect that the
phase at U/t  1 and K/J  1 to be a conventional
antiferromagnet. Furthermore, since the nodes in dSC
are separated by (pi, pi), which is the ordering wavevec-
tor for AFM, one may also expect a phase where AFM
coexists with a gapped d-wave superconductor. As well
we see, these expectations are born out by the DQMC
calculations, but first, we consider a mean-field theory.
Mean-field phase diagram — Defining αˆij ≡ −eiθij and
∆ˆij ≡ τi,j(c†i,↑c†j,↓ − c†i,↓c†j,↑), we are led to two coupled
mean-field Hamiltonians, one for the fermions, HMFf and
the other for the rotors, HMFθ :
HMFf = −t
∑
〈ij〉,σ
(
c†i,σcj,σ + h.c.
)
− Um
∑
i
(−)i(ρi,↑ − ρi,↓)
−V α
∑
〈ij〉
(
∆ˆij + h.c.
)
, (1)
HMFθ = K
∑
〈ij〉
n2ij − J
∑
〈ij,kl〉
cos(θij − θkl)
−V∆
∑
〈ij〉
(αˆij + h.c.) , (2)
where α = 〈αˆij〉, ∆ = 〈∆ˆij〉 and m = 〈(−)i(ρi,↑ − ρi,↓)〉,
and we have chosen the antiferromagnetic order param-
eter to point along the z-axis in the spin-space. We
can solve the two coupled mean-field Hamiltonian self-
consistently. The HMFθ part is still an interacting rotor
lattice problem which we solve using numerical exact di-
agonalization (ED) on a small cluster consisting of four
bonds of a square lattice. After we obtain the value of α,
we solve the fermion part HMFf , and find a self-consistent
solution. We set t = 1, J = 1, V/t = 0.5, and explore
the U/t−K/J phase diagram as shown in Fig. 1(a). At
small U/t, the (nodal) dSC is a stable phase, while at
larger U/t, we enter a phase with coexisting gapped d-
wave superconductivity (dSCg) and antiferromagnetism
(AFM). At still larger U/t, a pure AFM phase without
any superconductivity is stabilized. Tuning K/J changes
the relative sizes of these three phases. Overall, when
we increase K/J , the pure AFM region becomes larger,
while the coexistence phase region (dSCg+AFM) shrinks.
We note that a variational cluster perturbation theory
and cluster dynamical mean-field theory calculations on
doped repulsive Hubbard model also find a coexistence
phase similar to ours (dSCg+AFM) [38–43].
Quantum Monte Carlo phase diagram — The model
can be simulated with the DQMC method without sign
problem (See Refs. [44–46] for additional technical de-
tails of DQMC). In DQMC, the imaginary time evolu-
tion is Trotter decomposed into Lτ slices, βt = Lτ∆τ ,
where imaginary time step ∆τ = 0.1 is used in our sim-
ulations. For the repulsive Hubbard term, we employ
a SU(2) symmetric Hubbard-Stratonovich (HS) transfor-
mation to decouple it into fermion bilinears coupled to
auxiliary fields. To explore the ground state properties,
we scale the inverse temperature with the linear system
size L, in particular, we fix βt = 2L and perform simula-
tions up to L = 20. Motivated by the mean-field phase
diagram in the U/t-K/J plane, one only needs to tune
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FIG. 2. Single-particle and spin gaps and velocities. (a) The first Brillouin zone (BZ) of the square lattice. Four light points
are the location of nodes, and the lightness of the color denotes integrated spectral weight A(~k, ω) over a small energy window
near the Fermi level (0, 0.5t). (b) Single-particle gap at the nodal point (K) and the anti-nodal point (X) extrapolated to
thermodynamic limit. (c) Single-particle gap along the path K-Γ-X-M-K-X of BZ at L = 16. (d) Spin gap along the same path
of BZ at L = 16. (e) Fermi velocity, spin-wave velocity and pairing velocity extracted using two different fitting schemes.
one parameter to explore all three possible phases. We
fix parameters U/t = 4.0, V/t = 0.5, and explore possible
phases by tuning only K/J . We define the AFM order
parameter as ~m = 〈(−)i~Si〉, and dSC order parameter as
α = 〈αˆij〉. In the simulation we can extract these order
parameters from static correlation functions
m2 =
1
L4
∑
i,j
(−)i+j
〈
~Si · ~Sj
〉
, (3)
α2 =
1
4L4
∑
〈ij〉,〈kl〉
〈eiθijeiθkl〉 (4)
Fig. 1(b) shows these order parameters extrapolated to
the thermodynamic limit, see [44] for technical details.
For K/J < 1.92(5), only α 6= 0, which corresponds to the
nodal dSC phase. This is also evident from the spectral
function integrated over a small energy window, Fig.2(a),
which shows four distinct nodes. For 1.92(5) < K/J <
2.40(5), we have both α 6= 0 and m 6= 0, and therefore
this is the dSCg+AFM phase. For K/J > 2.40(5), we
enter the pure AFM phase where only m 6= 0.
The phase diagram is also consistent with the results
for the single-particle gap as well as the spin-gap, see
Figs. 2(b), (c), (d). As shown in Fig. 2(c), in the nodal
dSC region K/J < 1.92(5), we have nodes at the K
points, while the antinodal points X are gapped. The sin-
gle particle gaps open both in the dSCg+AFM and the
AFM regions. Similarly, the gap to spinful-excitations
remains zero at Γ and M points in the dSCg+AFM and
the AFM regions, due to the Goldstone modes resulting
from the spin-rotation symmetry breaking.
Phase transitions — The transitions from the dSC to
the dSCg+AFM and from the dSCg+AFM to the AFM
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FIG. 3. Data collapse to obtain critical exponents. (a) Charge
stiffness ρc for different system sizes near the second phase
transition from the coexistence phase to the AFM phase. (b)
Data collapse of the charge stiffness in (a) with Kc2 = 2.40(5)
leads to ν ≈ 0.67. (c) Squared AFM order parameter m2 near
the transition from the nodal dSC phase to the coexistence
phase. (d) Data collapse of m2 in (c) with Kc1 = 1.92(5)
leads to ν = 0.99(8) and η = 0.55(2).
both appear to be continuous. The transition from the
dSCg+AFM to the AFM is the conventional XY transi-
tion, and the data for the charge stiffness can be collapsed
quite well with 3D XY exponents, as shown in Fig. 3(a)
and (b). The transition from the dSC to the dSCg+AFM
is a more interesting one, which on theoretical ground we
4believe to be in the chiral Gross-Neveu-Heisenberg uni-
versality class (see below). Using data collapse, we ex-
tract the critical exponents for this transition, as shown
in Figs. 3(c) and (d). We estimate the correlation length
exponent ν = 0.99(8) and the anomalous dimension of
the AFM order-parameter ηm = 0.55(2).
We also measured the Fermi velocity υF , the dSC pair-
ing velocity υ∆ defined via the nodal dispersion Eg(~q
′) =√
υ2F q
′2
x + υ
2
∆q
′2
y + E
2
g(K), and the spin-wave velocity υs
defined via the dispersion of Goldstone modes at the
M point through Es(~q
′) =
√
υ2sq
′2 + E2s (M). To ex-
tract these velocities, we considered two different finite
size scaling schemes. In scheme 1, we fix δq = 2piLmax ,
and for system sizes less than Lmax = 20, Eg(K + ~dk1),
Eg(K + ~dk2) and Es(Γ + ~dk1) are obtained by interpo-
lation. After we obtain gap functions for each system
size, we perform an 1/L extrapolation of the gap, and
finally use the above formulas to obtain the velocities.
In scheme 2, we first calculate the velocities based on
the above formulas, and then perform the 1/L extrap-
olation of the velocities. The velocities obtained from
these schemes are shown in Fig. 2(e). Although our data
suffers from finite-size effects due to the curvature of the
dispersion [44], we see a tendency for the velocity dif-
ferences to decrease on approaching the transition from
dSC to dSCg+AFM. This is in line with the field the-
ory prediction that at long distances, all three velocities
become equal at this transition [34].
Low energy theory — The transition from the nodal
dSC to the dSCg+AFM is of particular interest since
it hosts gapless nodal fermions. The corresponding low
energy theory is already discussed in Ref. [34]. In the fol-
lowing we will show that it can be mapped to the chiral
Gross-Neveu-Heisenberg theory. The nodal dSC phase
has nodes located at (±pi2 ,±pi2 ), as shown in Fig. 2. These
four nodes are divided into two pairs, and form two four-
component Dirac fermions. At the transition from the
nodal dSC to the dSCg+AFM, in addition to the gapless
nodal Dirac fermions, we also have gapless AFM modes
~N , which couple linearly to the Dirac fermion bilinear
possessing the same symmetry. After several steps of ba-
sis transformations [34], while ignoring the difference be-
tween the three velocities υF , υ∆, υs, and rescaling them
to unity, one arrives at the following Lagrangian:
L = Ψ¯/∂Ψ+ 1
2
(∂µ ~N)
2 +u( ~N2)2 +g ~N ·(Ψ†τy~σσyΨ†+h.c.),
(5)
where /∂ = γµ∂µ, and the Pauli matrices ~τ act in the
particle-hole space of the original microscopic fermions
c. The 4 −  RG calculations predict that the dif-
ference between velocities eventually flows to zero, so
that the above isotropic description is valid for a con-
tinuous transition. The isotropic free Dirac fermions in
fact have an O(8) symmetry, which can be made man-
ifest by employing Majorana basis (Ψ = η1 + iη2). We
will now exploit this O(8) symmetry to transform the
critical theory into a well-known form. The coupling
term in the Majorana basis becomes g ~N · (ηT τy~Ση) with
~Σ = (σzρx, ρz,−σxρx), where the Pauli matrices ρx,y,z
act in the Majorana space (η1, η2). With an orthogo-
nal transformation O = i√
2
(σyρz − ρy) ∈ O(8), it can
be transformed into g ~N · (η′T τy~Σ′η′) with η′ = Oη and
~Σ′ = (σx,−σyρy, σz), which if written in terms of com-
plex fermions, is nothing but the standard Gross-Neveu-
Heisenberg coupling g ~N ·(Ψ′†τy~σΨ′) where Ψ′ = η′1+iη′2.
Therefore, the low energy theory is equivalent to the
chiral Gross-Neveu-Heisenberg model, and the transition
should also belong to the chiral Heisenberg universality
class with two four-component Dirac fermions [47–56].
The critical exponents we found, namely ν ≈ 0.99 and
ηm ≈ 0.55, are consistent with these previous works, al-
though it’s worth noting that the value of ηm reported
in previous numerical works differ from each other con-
siderably, and lies in a window ranging from 0.45 to 1.2,
which likely signals strong finite-size corrections for this
exponent.
Discussion and conclusion — Very broadly, our model
is in the similar spirit as Refs.[57–61], where a desired
ordered phase is obtained by coupling the corresponding
fermionic bilinear to a fluctuating bosonic field, and then
tuning the kinetic energy of the boson to obtain an order-
disorder quantum critical point.
The competition between d-wave superconductivity
and AFM is also explored in Monte Carlo studies of vari-
ous multiband models [62–65]. In contrast to our model,
where we obtain nodal superconductivity with repulsive
onsite Hubbard-U , in the models considered in Refs.[62–
65], the pairing order-parameter is in fact onsite, and
the superconductivity is generically not nodal. This is
related to the fact that the repulsive onsite Hubbard-U
would lead to sign problem in these models. The d-wave-
like form factor in these models resulted from a pairing of
the form c†i↑xc
†
i↓x−c†i↑yc†i↓y, where i denotes a lattice site,
and x, y denote two different bands, which have stronger
hopping along the x and y directions respectively. We
also note an interesting proposal for a model of compet-
ing AFM and nodal dSC phases, Ref.[66]. However, to
our knowledge, this model cannot be analytically argued
to host a dSC phase and furthermore, the value of the
d-wave order-parameter obtained on the largest system
size was rather small, making it unclear whether d-wave
correlations persist in the thermodynamic limit.
Our study motivates several new directions. Our
model allows for adding orbital and Zeeman magnetic
fields of arbitrary strength without introducing sign-
problem. It will be very interesting to study the destruc-
tion of dSC as either of these fields are ramped up. An-
other interesting question is to explore the possibility of
destroying the dSC phase by proliferating double vortices,
5while keeping a single vortex gapped. This will lead to a
fractionalized phase with topological order where nodal
spinons are coupled to a Z2 gauge field. In Ref.[34], such
a phase was proposed as a candidate for the pseudogap
phase in cuprates. One way to obtain such a phase is to
supplement the Hamiltonian with additional terms that
penalize single vortices, while allowing double vortices to
condense [67, 68]. These additional terms do not cause
sign-problem. Finally, it will be worthwhile to pursue an
analogous model which does not contain the Cooper-pair
field θ explicitly, and where the microscopic degrees of
freedom are purely electronic.
In summary, we constructed a sign-problem-free repul-
sive Hubbard model which hosts competing AFM and
nodal d-wave phases. We found three different phases by
tuning a single parameter K/J that controls the fluctu-
ations of the bosonic fields: a nodal dSC phase at small
K/J , an AFM phase at large K/J , and an intermediate
phase with coexisting gapped d-wave and AFM orders.
The phase transition between the coexistence phase and
the AFM phase is a conventional 3D XY transition, while
that between the coexistence phase and the nodal d-wave
also appears to be continuous, and belongs to the 2+1-D
Gross-Neveu-Heisenberg universality class. We studied
various universal quantities associated with these transi-
tions.
Note added: During the completion of this
manuscript, we became aware of a recent preprint
arXiv:2009.04685 [69], which studies a mean-field Hamil-
tonian of nodal dSC with repulsive Hubbard-U , i.e., a
model where the charge U(1) symmetry is explicitly bro-
ken (and thus, there is no analog of the fluctuating field
θ). Although this model doesn’t support a phase where
the superconductor results from spontaneous symmetry
breaking, or an AFM phase which preserves charge U(1),
it can still be thought of as an effective description of
the transition between the nodal dSC and the coexist-
ing dSCg+AFM phase in our model. This is because the
charge-U(1) doesn’t play an important role across this
transition.
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1Supplemental Material for ”Competing nodal d-wave superconductivity and antiferromagnetism: a
Quantum Monte Carlo study”
I. MEAN-FIELD THEORY
As discussed in the main text, the Hamiltonian of our model is: H = Ht +HU +HV +HXY with
Ht = −t
∑
〈ij〉,σ
(c†i,σcj,σ + h.c.) (S1)
HU = −U
2
∑
i
(ρi,↑ + ρi,↓ − 1)2 (S2)
HV = V
∑
〈ij〉
(τi,je
iθi,j (c†i,↑c
†
j,↓ − c†j,↑c†i,↓) + h.c.) (S3)
HXY = K
∑
〈ij〉
n2ij − J
∑
〈ij,kl〉
cos(θij − θkl), (S4)
Let’s define αˆij ≡ −eiθij , ∆ˆij ≡ τi,j(c†i,↑c†j,↓− c†i,↓c†j,↑). We consider mean-field order parameters α = 〈αˆij〉, ∆ = 〈∆ˆij〉
and m = (−)i〈(ρi,↑ − ρi,↓)〉, leading to two coupled mean-field Hamiltonians. For fermions c we have,
HMFf =− t
∑
〈ij〉,σ
(
c†i,σcj,σ + h.c.
)
− Um
∑
i
(−)i(ρi,↑ − ρi,↓)
− V α
∑
〈ij〉
(
∆ˆij + h.c.
)
(S5)
For rotors θ we have,
HMFθ =K
∑
〈ij〉
n2ij − J
∑
〈ij,kl〉
cos(θij − θkl)
− V∆
∑
〈ij〉
(αˆij + h.c.) (S6)
We solve the two coupled mean-field Hamiltonians self-consistently.
HMFθ part can be solved with numerical exact diagonalization (ED). We consider θ fields living on only four bonds of
a square plaquette, and solve the four-bond-problem with ED. Choosing an eigenbasis of nδ, nδ|l〉 = l|l〉, we truncate
|l| ≤ lc. (The results converge rather fast with lc and lc = 4 turned out to be sufficient). We first solve the following
eigenvalue problem
HMFθ |ψi(θ)〉 = Ei|ψi(θ)〉, (S7)
and obtain a self-consistent equation for α:
α =
∑
i〈ψi(θ)|αˆ|ψi(θ)〉e−βEi∑
i e
−βEi . (S8)
The fermion mean-field Hamiltonian HMFf is quadratic, and can be diagonalized in a straightforward manner. This
leads to self-consistent equations for m and ∆:
m =
U
N
∑
k
m
E(~k)
(
1
e−βE(~k) + 1
− 1
eβE(~k) + 1
)
(S9)
∆ =
2V α
N
∑
k
(cos kx − cos ky)2
E(~k)
(
1
e−βE(~k) + 1
− 1
eβE(~k) + 1
)
(S10)
2where E(~k) =
√
2(~k) + ∆2(~k) +m2U2 with kinetic energy (~k) = −2t (cos kx + cos ky), and the gap equation ∆(~k) =
−2V α (cos kx − cos ky). We solve the fermion and the rotor mean-field equations self-consistently to obtain the
eventual mean-field solution. In the calculation, we set t = 1, J = 1, V/t = 0.5, and explore the U/t −K/J ground
state phase diagram as shown in Fig. 1(a) of the main text.
II. DETERMINANTAL QUANTUM MONTE CARLO SIMULATION
In this section, we present the details of the Determinantal Quantum Monte Carlo (DQMC) algorithm. Let’s
consider a new basis, (c˜†i,↑, c˜
†
i,↓) ≡ (c†i,↑, ici,↓), then the Hamiltonian becomes H = Ht +HV +HU +HXY , with
Ht = −t
∑
〈ij〉,σ
(c˜†i,σ c˜j,σ + h.c.) (S11)
HV = −V
∑
〈ij〉
(τi,je
iθi,j i(c˜
†
i,↑c˜j,↓ − c˜†j,↑c˜i,↓) + h.c.) (S12)
HU = −U
2
∑
i
(ρ˜i,↑ + ρ˜i,↓ − 1)2 (S13)
HXY = K
∑
〈ij〉
n2ij − J
∑
〈ij,kl〉
cos(θij − θkl), (S14)
where ρ˜i,σ = c˜
†
i,σ c˜i,σ. We consider a square lattice with system size N = L × L. To simulate this model by DQMC,
we start with the partition function Z = Tr(e−βH), and perform the Trotter decomposition to divide the imaginary
time evolution into Lτ slices β = Lτ∆τ . Then we do further Trotter decomposition to separate the hopping part,
the coupling part and the Hubbard interaction part. To deal with the Hubbard interaction part, we introduce the
following Hubbard-Stratonovich (HS) transformation [72]:
e∆τ
U
2 (ρ˜i,↑+ρ˜i,↓−1)2 =
1
4
∑
{si}
γ(si)e
αη(si)(ρ˜i,↑+ρ˜i,↓−1) (S15)
with α =
√
∆τ
U
2 , γ(±1) = 1 +
√
6/3, γ(±2) = 1 −√6/3, η(±1) = ±
√
2(3−√6), η(±2) = ±
√
2(3 +
√
6). Then we
have the following fermion bilinear at time slice τ ,
Hτ =
∑
i
αη(si,τ ) (ρ˜i,↑ + ρ˜i,↓ − 1)
+ ∆τV
∑
〈ij〉
(
τi,jie
iθij(τ)
(
c˜†i↑c˜j↓ − c˜i↓c˜†j↑
)
+ h.c.
)
+ ∆τ t
∑
〈ij〉
(
c˜†i,αc˜j,α + h.c.
)
≡c˜†KU c˜ + c˜†V∆c˜ + c˜†Ktc˜ (S16)
where c˜ = (c˜1,↑, c˜1,↓, · · · , c˜N,↑, c˜N,↓)T , and KU , V∆ and Kt are the corresponding matrices of the three kinds of
fermion bilinears. Consider the antiunitary time reversal transformation: c˜i↑ → c˜i↓, c˜i↓ → −c˜i↑,
√−1 → −√−1. It
is easy to check that c˜†KU c˜, c˜†V∆c˜ and c˜†Ktc˜ are all invariant under this transformation. This proves that tracing
out fermions in the partition function does not lead to a sign problem [35]. Next, we will show that HXY contribution
to the partition function is also sign-problem-free, thereby proving that the full Hamiltonian is sign-problem-free.
Now let us consider HXY. It is convenient to work in a basis where θij is diagonal, θ|θ〉 = θ|θ〉. As [nij , e±iθij ] =
±e±iθij , nij behaves like nij = −i ∂∂θi,j . Denoting eigenbasis of nij as |nij〉, we have 〈θ|n〉 = eiθn. This implies
〈θ′|e−∆τKn2 |θ〉 ∼ e 12∆τK cos(θ−θ′) (S17)
3We can now evaluate the partition function
Z = Tr (e−βH)
= TrF
∑
{θ}
〈θτ=1|e−∆τH |θτ=Lτ 〉〈θτ=Lτ |e−∆τH |θτ=Lτ−1〉 · · · 〈θτ=2|e−∆τH |θτ=1〉
=
∑
{θ,s}
e
1
2∆τK
∑
〈ij〉,τ cos(θij,τ+1−θij,τ ))+∆τJ
∑
〈ij,kl〉,τ cos(θij,τ−θkl,τ )
∏
i,τ
γ(si,τ )e
−αη(si,τ )
det(1 +∏
τ
Bτ
)
(S18)
with Bτ = e
KU eV∆eKt The first part of the last equation corresponds to an anisotropic XY model. We denote the
configurations {θ, s} as C, and write their weight as ωC = ωICωIIC , with
ωIC = e
1
2∆τK
∑
〈ij〉,τ cos(θij,τ+1−θij,τ ))+∆τJ
∑
〈ij,kl〉,τ cos(θij,τ−θkl,τ )
∏
i,τ
γ(si,τ )e
−αη(si,τ )
 (S19)
ωIIC = det
(
1 +
∏
τ
Bτ
)
(S20)
It is obvious that ωIC is sign-problem-free, while ω
II
C was already shown to be sign-problem-free using antiunitary time
reversal symmetry. Thus, as promised, the model we simulate is sign problem free.
Monte Carlo updates: We update the auxiliary fields locally in DQMC. There are two kinds of auxiliary fields to
be updated. For si,τ , as it appears only along the diagonal of KU , a local change can be made as:
eK
′
U = (1 + ∆)eKU (S21)
where ∆ has only two nonzero elements ∆i↑,i↑ and ∆i↓,i↓. Let’s define B(τ ′, τ) ≡ Bτ ′ · · ·Bτ , and note that the
equal-time Green’s function G(τ, τ) = (1 + B(τ, 0)B(β, τ))−1. With a local update, we have
ωIIC′
ωIIC
= det[1 + ∆(1−G(τ, τ))] (S22)
and the ratio
ωIC′
ωIC
is straightforward to evaluate. If the local update is accepted, we update the equal-time Green’s
function as
G′(τ, τ) = G(τ, τ)[1 + ∆(1−G)] (S23)
Due to the sparse nature of ∆, the fast update algorithm using Sherman–Morrison–Woodbury formula applies. The
update for the θ fields are very similar, the only difference is that ∆ is different.
Measurements in Monte Carlo: Given equal-time Green’s functions, one can use Wick’s theorem to measure various
static quantities, such as the energy and correlation functions of spins, d-wave pairing order parameters, and so on. In
addition to static calculations, we also calculate dynamic properties, using imaginary time-displaced Green’s function,
again using Wick’s theorem. In particular, we measure the time-displaced single particle Green’s functions and the
time-displaced spin correlations. Further technical details about the updates and measurements in DQMC can be
found in Refs. [45, 46].
III. CHARGE STIFFNESS AT THE XY TRANSITION
As discussed in the main text, the transition from dSCg+AFM to AFM is a 3D XY transition, which predicts
universal behavior of charge stiffness with the tuning parameter. In the following, we derive the formula to measure
the charge stiffness following the method described in Ref. [70].
By definition, the stiffness measures the free-energy increment associated with twisting the direction of the order
parameter. For the transition from dSCg+AFM to AFM, the order parameter can be defined as 〈eiθij 〉. We consider
a twist θij → θij − ~q · ~rij , and the stiffness is calculated as the second derivative of the free-energy with respect to
4this twist:
ρ¯s =
1
N
∂2F (φ)
∂~q∂~q
∣∣∣∣
~q=0
(S24)
More explicitly, we expand the relevant part of the Hamiltonian in powers of i~q, so that we have
H ′XY = HXY + i~q · ~HXY,1 +
1
2
i~q · H¯XY,2 · i~q (S25)
where ~HXY,1 = iJ
∑
〈ij,kl〉 ~rij,kl sin(θij − θkl) can be thought of as a current operator and H¯XY,2 =
−J∑〈ij,kl〉 ~rij,kl~rij,kl cos(θij − θkl). The free energy increment due to ~q can be calculated using perturbation theory
δF =
1
2
i~q ·
{
〈H¯XY,2〉 −
∫ β
0
〈
~HXY,1(τ) ~HXY,1(0)
〉}
· i~q (S26)
Where we have used that 〈 ~HXY,1〉 = 0. Thus we obtain
ρ¯s = − 1
N
{
〈H¯XY,2〉 −
∫ β
0
〈
~HXY,1(τ) ~HXY,1(0)
〉}
(S27)
Due to the pi/2 rotation symmetry of the square lattice, ρ¯s = ρsI¯, and we can consider the twist along either direction.
Let us take x-direction as an example, and we obtain
ρs = − 1
N
{
〈HxXY,2〉 −
∫ β
0
〈
HxXY,1(τ)H
x
XY,1(0)
〉}
(S28)
where HxXY,1 = iJ
∑
〈ij,kl〉 xij,kl sin(θij − θkl), HxXY,2 = −J
∑
〈ij,kl〉
1
4 cos(θij − θkl).
A. Stiffness of the pure rotor model
To test above formula within our simulations, we first consider the pure rotor model described by the Hamiltonian
HXY . As is well-known, and we already showed above explicitly using Trotter decomposition, the (2+1)D pure rotor
model can be mapped to 3D XY model so that it has a 3D XY transition. Therefore we expect the associated universal
critical behavior of the stiffness with respect to the tuning parameter K/J . As shown in Fig. S1, our simulation of
this pure rotor model indeed finds that the data for stiffness can be collapsed with the 3D XY exponents.
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FIG. S1. Charge stiffness of the pure (2+1)D rotor model. Kc ≈ 2.13, ν ≈ 0.67.
5B. Stiffness of interacting model and finite temperature transition
The stiffness of our full, interacting model with βt = 2L is shown in Figs. 3(a) and (b), which is still well collapsed
with 3D XY exponents, indicating that the transition is continuous and belongs to the 3D XY universality. The charge
stiffness is also a good quantity to characterize finite temperature Berezinskii–Kosterlitz–Thouless (BKT) transition
phase boundary. Based on the free energy argument of a single vortex, the BKT transition is determined by ρc =
2Tc
pi ,
see Figs. S2(a)-(g). The BKT phase boundary is plotted in Fig. S2(h).
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FIG. S2. Using charge stiffness to determine BKT phase transition boundary. (a)-(g) Charge stiffness for K/J =
1.0, 1.2, 1.4, 1.6, 1.8, 2.0, 2.2. (h) BKT phase transition boundary.
IV. DETERMINING ZERO TEMPERATURE PHASE DIAGRAM
A. dSC order parameters
The dSC order parameter α defined as α = 〈αˆij〉 can be measured through the static correlation function
α2 =
1
4L4
∑
〈ij〉,〈kl〉
〈eiθijeiθkl〉. (S29)
We perform a finite size scaling of α2 to estimate its value in the thermodynamic limit, as shown in Fig. S3. We find
that the dSC order parameter vanishes for K/J ≥ 2.40(5).
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FIG. S3. Finite size scaling of α2.
6B. AFM order parameters
The AFM order parameter defined as ~m = 〈(−)i~Si〉 can be measured through static correlation function
m2 =
1
L4
∑
i,j
(−)i+j
〈
~Si · ~Sj
〉
. (S30)
Again, we perform a finite size scaling of m2 to estimate its value in the thermodynamic limit, as shown in Fig. S4.
The AFM order parameter vanishes for K/J ≤ 1.92(5).
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FIG. S4. Finite size scaling of m2.
C. Single-particle gap
The single-particle gap Eg(~k) can be measured by extracting the slope of the decay of the time-displaced single
particle Green’s functions, based on the equation
〈c(~k, τ)c†(~k, 0)〉 ∼ e−Eg(~k)τ , (S31)
where a sum over spin index is implicit. After we obtain the single-particle gap for each finite size L, we perform a
1/L extrapolation to obtain its value in the thermodynamic limit. In Fig. S5 we show the single particle gap at the K
point. The single-particle gap opens around K/J = 1.92(5) where the AFM order parameter starts to rise. Therefore,
between K/J = 1.92(5) and K/J = 2.40(5), we have a coexistence of gapped dSC and AFM, which is denoted as the
dSCg+AFM phase in the main text.
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FIG. S5. Finite size scaling of the single-particle gap at the K point.
On the other hand, we still need to confirm that the dSC phase with K/J less than 1.92(5) is nodal, and that a
full Fermi surface is absent. We explore the single-particle gap along different momentum paths, and confirm that
only the four K points are gapless, as shown in Fig. 2(c). We also perform a more rigorous finite size scaling of the
7single-particle gap at X point, the ‘anti-nodal’ point, to confirm that this point is indeed gapped in the nodal dSC
phase, as shown in Fig. S6.
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FIG. S6. Finite size scaling of single-particle gap at the X point.
Furthermore, based on the mean-field theory, the anti-nodal gap is predicted to be E(X) =
√
16V 2α2 +m2U2. As
we already extracted the value of both α2 and m2 using DQMC, we can compare the mean-field predicted anti-nodal
gap with the estimation from time-displaced Green’s functions. As shown in Fig. S7, the mean-field estimate and
the actual gap overall track each other rather well. The deviation is larger close to the XY transition, presumably
because of larger fluctuations.
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FIG. S7. Comparison of the the mean-field predicted anti-nodal gap with the estimation from time-displaced Green’s functions.
V. SPIN GAP
Similar to the single-particle gap, the spin-gap Es(~k) can be measured by extracting the slope of the decay of the
time-displaced spin correlation functions using
〈~S(~k, τ) · ~S(−~k, 0)〉 ∼ e−Es(~k)τ . (S32)
VI. EXTRACTING FERMI VELOCITY, PAIRING VELOCITY AND SPIN-WAVE VELOCITY
Based on the estimation of the single-particle gap Eg(~k) and the spin-gap Es(~k), we can extract the Fermi velocity
υF, the pairing velocity υ∆ and the spin-wave velocity υs. Denote ~dk1 as the smallest momentum along the K-
M direction, and ~dk2 the smallest momentum along the K-Y direction (see Fig.2(a) for the definition of various
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FIG. S8. The three velocities υF , υs, υ∆ obtained using the two schemes discussed in the main text (Fig. 2(e)).
points in the Brillouin zone). Based on the low energy theory, we have Eg(~q
′) =
√
υ2F q
′2
x + υ
2
∆q
′2
y + E
2
g(K) and
Es(~q
′) =
√
υ2sq
′2 + E2s (M). Therefore we can use following formulas to extract velocities:
υF =
√√√√E2g(K + ~dk1)− E2g(K)
| ~dk1|2
(S33)
υ∆ =
√√√√E2g(K + ~dk2)− E2g(K)
| ~dk2|2
(S34)
υs =
√
E2s (M +
~dk1)− E2s (M)
| ~dk1|2
(S35)
with ~dk1 = (δq, δq), ~dk2 = (−δq, δq) and δq = 2piL . We considered two schemes to perform the finite size scaling. In
scheme 1, we fix δq = 2piLmax , and for system sizes less than Lmax = 20, Eg(K +
~dk1), Eg(K + ~dk2) and Es(Γ + ~dk1) are
obtained by interpolation. After we obtain the gap functions for each system size, we perform an 1/L extrapolation of
the gap, and finally use the above formulas to obtain the velocities. In scheme 2, we first calculate the velocities based
on the above formulas for different system sizes L (that is δq = 2piL is not fixed), and then perform a 1/L extrapolation
of the velocities. The velocities we get from both schemes are shown in Fig. S8, which is a zoomed out version of
Fig. 2(e). In principle, in the large Lmax limit, both schemes should yield same value for the velocities. However, in
finite size calculations, as we can see that the scheme 1 comparatively yields smaller values. This may be understood
as follows: the Dirac cones have a rather large curvature near the nodes as sketched in Fig. S9. Consider expanding
the energy E to the second order in q′x near the node, E = υF q
′
x +
1
2cq
′2
x with curvature c < 0 and we have assumed
q′x ≥ 0 for concreteness. At this order, for scheme 1 we find υscheme 1F = υF + cpiLmax < υF . In contrast, for scheme 2 we
find υscheme 2F = υF +
cpi
L for each system size L, and it extrapolates to υF when 1/L is extrapolated to zero.
q׳x
E
FIG. S9. The curvature of the Dirac dispersion can lead to finite size effects in extracting the velocities, as discussed in the
accompanying text.
9VII. ANALYTICAL CONTINUATION TO GET SINGLE PARTICLE AND SPIN SPECTRUM
We use stochastic analytical continuation method [71] to extract the real frequency spectrum of both the single-
particle and the spin. The analytic continuation is based on solving an inverse problem: given the imaginary time
Green’s functions G(τ), the task is to obtain the real frequency spectrum ρ(ω). These quantities are related by
G(τ) =
∫
dω
2pi
ρ(ω)e−ωτ
e−βω ± 1 (S36)
where ± is for the fermionic and the bosonic case, respectively. In Fig. 2(a), we show the single-particle spectrum
integrated over a small energy window near the Fermi level to find the location of the Dirac nodes inside the nodal
dSC phase.
