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In various applications involving complex networks, network measures are employed to assess the
relative importance of network nodes. However, the robustness of such measures in the presence
of link inaccuracies has not been well characterized. Here we present two simple stochastic models
of false and missing links and study the effect of link errors on three commonly used node cen-
trality measures: degree centrality, betweenness centrality, and dynamical importance. We perform
numerical simulations to assess robustness of these three centrality measures. We also develop an
analytical theory, which we compare with our simulations, obtaining very good agreement.
PACS numbers: 89.75.Hc, 87.10.-e
I. INTRODUCTION
As applications of network science continue to grow
and the cost of large data sets decreases, complex net-
work models are increasingly moving from a useful means
for building insights [1] to a powerful tool for control and
prediction [2, 3]. However, the false and missing links
that often plague these data sets may pose a challenge to
the application of complex network models. For exam-
ple, networks based on mobile phone records [4] may miss
important highly connected hubs due to a lack of institu-
tional phone numbers, while social media-based networks
may show friendships between people where no face-to-
face friendship exists. Thus, characterizing the reliability
of network properties inferred from measured data with
link errors can be an important issue. This is a chal-
lenging problem as there is often no “true” network to
compare against and only an estimate of the link errors
can be made.
Biological networks, in particular, are often con-
structed from noisy data. For example, recent high-
throughput technologies such as yeast two-hybrid screen-
ing now make it possible to test potential interactions
between proteins in a organism; however, depending
the stringency of the screening, the number of reported
protein-protein interactions can vary dramatically [5].
When the number of reported interactions is on the high
end, many false links are likely to be included, and when
the number of reported interactions is on the low end,
many true links are likely missed. Further, interactions
can also be missed when they are conditioned on other
events in the cell. Link errors are also common in the
reconstruction of gene regulatory networks from gene ex-
pression microarray data; in particular, false links are
frequently inferred from non-causal correlations [6, 7].
∗ jplatig@jimmy.harvard.edu
While much attention has been devoted to improving
network reconstruction algorithms to limit the number of
false and missing links [6, 8–10], in this paper we aim to
provide a step toward understanding the effect of these
link errors on the conclusions we draw from network anal-
ysis.
II. APPROACH
We study the effects of false and missing links on three
different network measures of node importance: degree
centrality, betweenness centrality, and dynamical impor-
tance, which are described below. In general, our goal
is to understand the extent to which a node importance
measure calculated using a noisy network correlates with
its value in the true network. In particular, we wish
to determine how measures of node importance differ in
their robustness to false and missing links. In this section
we describe the different measures of node importance
considered, the different types of “truth” networks stud-
ied, and the different models for false and missing links
employed. We limit our considerations to unweighted,
undirected networks with no self-links.
A. Centrality Measures
The number of links connected to a node is its degree,
the most basic centrality measure. The use of degree
has been especially popular in identifying the function of
genes in genetic regulatory networks. Genes with many
links can play important roles in multiple biological func-
tions [11]. In social networks a node’s number of acquain-
tances or friends reflects the local influence of that node.
More global measures of node centrality account for a
node’s neighbors, neighbors of neighbors, and so on. Be-
tweenness centrality is such a measure. The betweenness
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2centrality of a node i is defined as [12]
g(i) =
∑
j 6=l
σjl(i)
σjl
, (1)
where σjl(i) is the number of shortest paths between
nodes j and l going through i, and σjl is the total number
of shortest paths between j and l. By summing over all
pairs j,l we have the fraction of shortest paths that run
through i.
One might consider a centrality measure that effec-
tively takes into account all paths instead of only short-
est paths. There are multiple eigenvalue metrics [13] that
account for such paths. We focus on the dynamical im-
portance. The dynamical importance of node i is defined
in terms of the decrease, −∆λi, of the largest eigenvalue,
λ, of the network’s adjacency matrix upon the removal
of node i [14]:
Ii ≡ ∆λi
λ
. (2)
The dynamical importance measure is motivated by the
observation that the largest eigenvalue of the adjacency
matrix plays an important role in various processes on
networks, including synchronization of oscillators [15]
and phase transitions in boolean models of gene regu-
latory networks [16].
B. Model Networks
In our investigations of the effects of network noise in
the form of link errors on the aforementioned centrality
measures, we two types of widely-studied networks as our
“truth” networks. The first type is an Erdos-Renyi (ER)
[17] random network. To construct an ER network with
M links we randomly choose M pairs of nodes and draw
an edge between each pair. This kind of network exhibits
a Poisson degree distribution if the number of nodes is
large. The other type of truth network we explore is the
scale-free (SF) network, which exhibits a power-law de-
gree distribution. To construct our SF networks, we start
with a directed variant of the Baraba´si-Albert preferen-
tial attachment model [18]. Our network begins with a
small random seed network to which a single new node is
added at every time step. When each new node is added,
two directed links originating from it are made to exist-
ing nodes in the network. These connections are formed
such that the probability of linking to an existing node
is proportional to its current in-degree. We then con-
vert this directed network to an undirected network.The
resultant network exhibits a degree distribution that is
power law in its tail with exponent γ = −2.5 (in contrast
to the γ = −3 exponent for the original Baraba´si-Albert
construction [18]).
C. Link Error Models
In order to explore how link errors affect centrality
measures, we consider two models for creating missing
and false links.
For both of our link error models, denoted Model 1
and Model 2, we create missing links by randomly select-
ing Mδ (0 ≤ δ ≤ 1) of the M true links and deleting
them. Models 1 and 2, however, differ in how false links
are created. In Model 1 we create false links by connect-
ing Mα node pairs randomly selected from among the
N2 − N −M node pairs not connected by a true link.
From the nodes’ point of view, the expected number of
its links that get deleted is proportional to its degree in
the truth network, while the expected number of links
added is independent of its degree. In our second model
of noisy networks (Model 2) , both the deletion and addi-
tion of links occur in proportion to node degree. Thus in
Model 2 false links are added between node pairs where
each node in the pair is randomly selected with proba-
bility proportional to the node’s true degree. That is,
we randomly choose two nodes with probability propor-
tional to their degree; if the two choices do not already
have a connecting link, we add a link between them. We
repeat this process until Mα links have been added.
In what follows we will vary the link deletion fraction δ
and the link addition fraction α to numerically (Sec. III)
and analytically (Sec. IV) explore the effects of missing
and false links. While 0 ≤ δ ≤ 1, note that α can be
larger than 1. Here we restrict ourselves to 0 ≤ α ≤ 1
and hence do not consider noisy networks for which the
number of false links exceeds the number of true links.
Because some centrality measures are not well-defined
when there are multiple disconnected components in a
network, only nodes in the giant connected component
(GCC) of both the true and noisy network are considered.
III. SIMULATION RESULTS
In this section, we report results of numerical simula-
tions investigating the robustness of network centrality
measures in the face of link errors for the two different
types of truth networks and the two link error models
considered. Using the methods described in Sec. II, we
generated Erdos-Renyi networks with with N = 2500
nodes and average degree 〈k〉 = 6 and scale free net-
works with 2500 nodes and average degree 〈k〉 = 4. Start-
ing with each of these truth networks, we then produced
noisy variants for different values of δ (the fraction of true
links deleted) and α (the fraction of false links added).
For all values of α and δ, results from the noisy networks
were averaged over 25 realizations.
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FIG. 1. Model 1: Contour map of correlation before and after
introduction of link errors where δ is the fraction of missing
links and α is the fraction of false links for Erdos-Renyi and
Scale-Free Networks. False links are added randomly (Model
1), missing links proportional to the original degree. True and
noisy network measures are perfectly correlated when ρ is 1
(blue) and not correlated when ρ is 0 (red).
A. Centrality Correlations
To assess the effect of link noise on a node’s central-
ity measure C, we calculated the Pearson correlation ρ
between the true measure CT and noisy measure CN [19]:
ρ(CT , CN ) =
〈CTCN 〉 − 〈CT 〉 〈CN 〉√
(〈C2T 〉 − 〈CT 〉2)(〈C2N 〉 − 〈CN 〉2)
, (3)
where C denotes either the node’s degree centrality, be-
tweenness centrality, or dynamical importance, and 〈...〉
indicates an average over nodes in the giant connected
component of the network. We used the standard defini-
tions of degree centrality and betweenness centrality from
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FIG. 2. Model 2: Contour map of correlation before and after
introduction of link errors where α is the fraction of missing
links and α is the fraction of false links for Erdos-Renyi and
Scale-Free Networks. False and missing links are proportional
to the original degree. True and noisy network measures are
perfectly correlated when ρ is 1 (blue) and not correlated
when ρ is 0 (red).
Section II when calculating the correlation ρ. In the case
of dynamical importance, we employed a perturbation-
based large-N approximation [14] of Eq. (2) using the
left and right eigenvectors, u and v, associated with the
largest eigenvalue of the network adjacency matrix:
Iˆi =
viui
vTu
. (4)
The computational feasibility of Eq. (4) makes it
amenable to application in very large networks (N ≈
50 000), and it extends naturally to directed networks
(only undirected networks are considered in this work).
Simulation results are shown in Figs. 1 to 3. Figures
1 and 2 show heat maps of the correlation ρ in α, δ-
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FIG. 3. The centrality correlation for the three measures stud-
ied: degree centrality (red), betweenness centrality (green),
and dynamical importance (blue). Squares correspond to re-
sults in which noise is added according to Model 1, circles
correspond to results in which noise is added according to
Model 2. Panels (a) and (b) are for Erdos-Reyni truth net-
works, and panels (c) and (d) are for scale-free truth networks.
In (a) and (c), the fraction of false edges is fixed at α = 0.5,
and the fraction of true edges deleted, δ is varied. In (b) and
(d), the fraction of true edges deleted is fixed at δ = 0.5 and
the fraction of false edges added, α, is varied.
space for the three node centrality measures and the two
types of network considered, with Fig. 1 showing the sys-
tem behavior for Model 1 link errors and Fig. 2 showing
the system behavior for Model 2 link errors. In order
to more quantitatively compare results from the various
cases, Fig. 3 shows plots of ρ versus δ with α held fixed
at α = 0.5 (Figs. 3(a) and 3(c)) and of ρ versus α with
δ held fixed at δ = 0.5 (Figs. 3(b) and 3(d)).
In Figs. 1(a,b,c), which show Model 1 results for our
ER network, we see that for low link deletions δ <∼ 0.5 all
of the centrality measure correlations decrease as α and
δ are increased, but that this decrease of correlation is
somewhat faster when δ is increases as compared to when
α is increased. At higher false deletion error, δ >∼ 0.5, the
betweenness, and especially the dynamical importance,
become even less sensitive to false link additions (α).
Results using Model 1 link errors on SF truth networks
(Figs. 1(d,e,f)), show that all three centrality measures
are significantly more robust to link errors as compared
to our results for the ER network, with very small error
for values of δ <∼ 0.7. In addition the insensitivity of ρ to
α for betweenness centrality and dynamical importance
found for the ER network still applies.
Looking at Fig. 2, which shows results for Model 2
link errors, we again see that the centrality measures for
the SF network (Figs. 2(d,e,f)) are very much more ro-
bust to link errors than is the case for the ER network
(Figs. 2(a,b,c)) with perceptible SF error only appear-
ing near (α, δ) ≈ (0, 1). Furthermore, particularly for
the ER network, we still see that the correlation between
the centrality measures of the true and noisy networks
decreases when links are deleted (δ is increased). In con-
trast, with false link additions (α increasing), we find
that the correlation actually increases. E.g., for the case
of degree (Fig. 2(a)), this occurs because Model 2 noise is
added in proportion to the signal we are measuring (the
true degree), and this effect can also be seen for the be-
tweenness centrality and dynamical importance measures
(Figs. 2(b,c)).
Figure 3 shows graphs of the correlation ρ along two
slices through α-δ space: (i) α = 0.5 with δ varying from
0 to 1 (Figs 3(a) and 3(c)), and (ii) δ = 0.5 with α varying
from 0 to 1 (Figs. 3(b) and 3(c)). Referring to Figs 3(a),
we see that for ER networks at α = 0.5, as true links are
deleted, the correlation decreases more slowly for Model 2
than for Model 1. As already seen in Fig. 2(a), Fig. 3(b)
shows a pronounced increase of the correlation for ER
networks with increase of Model 2 link error additions
(α) at fixed δ = 0.5. Figure 3(c) shows that for scale-
free networks at α = 0.5 the correlations are relatively
insensitive to link deletion for Model 2, while Model 1
shows significant decrease only for relatively large δ >∼ 0.6.
Finally, we see from Fig. 3(d) that at fixed δ = 0.5 the
scale-free network is largely unaffected by the addition of
false links for both Model 1 and Model 2.
B. Overlap of Highly Ranked Nodes
In addition to correlation robustness, we have also
characterized the effect of link errors on the overlap be-
tween the top 10% of nodes in the truth and noisy net-
works when ranked based on a given centrality measure.
This consideration of overlap is motivated by the fact
that node-ranking is often used to select nodes for fur-
ther study or experimental validation (e.g., see the gene
network study of human glioma in Ref. [20]).
With this motivation, we have studied the effects of
missing and false links on the ranking of the nodes based
on the three centrality measures from Section II. To do
this, we consider the overlap of the top 10% of the nodes
in the giant components of the true and noisy networks
and average over 25 network realizations. Results for
Model 1 and Model 2 link errors are shown in Figure 4
and 5.
While the correlation results, Figs. 1 to 3, show a
striking contrast between the ER and the SF networks,
with the SF networks being very much more robust to
link errors, this result is no longer true when we focus
5on overlap (Figs. 4 and 5) with the SF and ER networks
now both showing substantial dependence of the overlap
on α and δ. Similar to the correlation for ER networks
with Model 2 link errors, Figs 2(a,b,c), we now see from
Fig. 5 that the overlap with Model 2 link errors shows
substantial decrease with increasing δ, and increase with
increasing α, applying for both ER and SF networks.
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FIG. 4. Model 1: Contour map of the overlap between the top
10% (250) nodes in the true network and the top 10% in the
noisy network as ranked by each node’s centrality measure
before and after introduction of link errors where α is the
fraction of missing links and α is the fraction of false links for
Erdos-Renyi and Scale-Free Networks. False links are added
randomly, missing links proportional to the original degree.
C. Centrality Changes for Individual Nodes
In Sec. III A and III B we explored the robustness of
the three different centrality measures by assessing the
effect of link errors on centrality correlation (Eq. (3))
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FIG. 5. Model 2: Contour map of the overlap between the top
10% (250) nodes in the true network and the top 10% in the
noisy network as ranked by each node’s centrality measure
before and after introduction of link errors where α is the
fraction of missing links and α is the fraction of false links for
Erdos-Renyi and Scale-Free Networks. The number of false
and missing links for each node is proportional to the original
degree of that node.
and on overlap of highly ranked nodes, both of which are
population-wide characterizations. In some cases, how-
ever, we may be interested in how the centrality of a
specific node in the noisy network is related to its cen-
trality in the true network. In this section, we address
such situations.
To assess the effects of link errors on the centrality
of a specific node with true degree k, we consider the
set of nodes in the true network with degree k, and for
each node in that set, take the ratio of its centrality mea-
sure (e.g., betweenness) in the noisy network to the same
measure in true network. After repeating the process for
500 realizations of the noisy network (constructed from a
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FIG. 6. Model 1: The first (lower blue), second (red) and
third (upper blue) quartiles for the ratio of noisy/true degree
(D˜), betweenness (B˜), and dynamical importance (I˜) versus
degree (k) in ER (left column) and SF (right column) net-
works for α = δ = 0.3. The open circles are derived from
the theory described in IV. Results are averaged over 500
realizations of the noise model with the same underlying true
network.
single underlying truth network, randomly generated as
described in section II B), we obtain a distribution of the
noisy/true centrality ratios for a given value of k. We do
this for both ER and SF true networks. For both models,
we focus on an example in which the expected number of
false links added is equal to the expected number of true
links deleted (α = δ = 0.3). The first, second and third
quartiles of this distribution are plotted for the three cen-
trality measures with noise generated according to Model
1 in Fig. 6 and noise generated according to Model 2 in
Fig. 7.
For Model 1, in which false links are added indepen-
dent of node degree and true links are removed propor-
tional to node degree, we see that, in both ER and SF
networks, the median noisy/true ratio exhibits a general
downward trend as k increases. This trend occurs be-
cause low degree nodes are less likely to have links re-
moved than high degree nodes while being equally likely
to have links added. For the betweenness and dynamical
importance measures (Figs. 6(c, d, e, and f)), we see
that for large degrees the median ratios are very close
to 1. Since the first and third quartile boundaries are
also reasonably close to 1 at large k, this implies that
for higher degree nodes, the betweenness and dynamical
importance of a specific node in the noisy network are
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FIG. 7. Model 2: The first (lower blue), second (red) and
third (upper blue) quartiles for the ratio of noisy/true degree
(D˜), betweenness (B˜), and dynamical importance (I˜) versus
degree (k) in ER (left column) and SF (right column) net-
works for α = 0.3, δ = 0.3. The solid curves for the degree
are derived from the theory described in IV. Results are av-
eraged over 500 independent realizations of the noise model
with the same underlying true network.
good predictors of its corresponding measure in the true
network, in the case (α = δ) that the total number of
links in the noisy network is approximately equal to the
number of links in the true network.
For Model 2, in which both link additions and dele-
tions are proportional to the original degree, the median
noisy/true ratio approaches one at large degree for all
centrality measures, as shown in Fig. 7. For degree
and betweenness centrality, we see that the first and
third quartiles are roughly symmetric about the median,
whereas for dynamical importance, the third quartile is
significantly further from the median than the first, in-
dicating a right-skewed distribution of noisy/true ratios
for a given value of degree k. The scatter observed for
betweenness and dynamical importance ratios in SF net-
works (Figs. 7(d and f)) occurs because the noisy net-
works are built from a single random realization of the
true network.
IV. ANALYSIS OF DEGREE CENTRALITY
In this section, we derive analytic approximations for
the Pearson correlation ρ of degree centrality before and
after the addition of noise and for the probability dis-
7tribution function of the noisy node degree. We derive
our analytic approximations for both models of link er-
rors studied and show that the predictions of our analytic
approximations are consistent with the numerical results
presented in the preceding section.
As described in Sec. II C and employed in our numer-
ical simulations (Sec. III), for both Model 1 and Model
2 we use a micro-canonical procedure in which, for given
values of δ and α, the number of falsely deleted links is
precisely Mδ (or rather the integer nearest to Mδ) and
the number of falsely added links Mα. However, be-
cause this procedure is hard to analyze, to facilitate the
theory we employ a closely related canonical procedures
that should yield results that are good approximations
to the actual Model 1 and Model 2 results. Specifically,
for link deletion, each one of the M true links is deleted
with probability δ. Thus the average number of missing
links is Mδ with fluctuations whose ratio to the average
decreases as (Mδ)−1/2, and we expect a good approxi-
mation for link deletions when Mδ  1. Similarly for
Model 1 link addition, each of the N2 −N −M pairs of
truly unconnected node pairs is connected with probabil-
ity Mα
/
(N2 −N −M) , creating on average Mα false
links; while Model 2 addition of truly unconnected node
pairs is done with a probability that is proportional to
the product of the true degrees of the node pairs.
With the canonical framework assumed [21], we first
consider the creation of missing links. If we delete each
true link with a probability δ, then the probability that
s links are deleted from a node with true degree k is
pD(s|k) =
(
k
s
)
δs(1− δ)k−s. (5)
Next we consider Model 1 link addition. For large N , the
probability of adding r false links to a node is approxi-
mately given by a Poisson distribution,
pA(r) =
ur
r!
e−u, (6)
where u is the average number of false links per node,
u = 2Mα/N , while for Model 2 the probability that a
randomly chosen node has r false links is
pA(r|k) =
(
k
r
)
αr(1− α)k−r. (7)
From our knowledge of pA and pD, Eqs. (5,6,7), we
obtain the joint probability that a randomly chosen node
has true degree k and noisy degree n. Since n = k−s+r,
p(n|k) =
∑
r
pA(r)pD(s = k + r − n|k), (8)
p(n, k) = p0(k)p(n|k) (9)
where p0(k) is the probability that a randomly chosen
node has degree k. In particular for Model 1,
p(n|k) =
∑
r
ure−u
r!
(
k
k + r − n
)
δk+r−n(1− δ)n−r, (10)
while for Model 2,
p(n|k) =
∑
r
(
k
r
)
αr(1− α)k−r
(
k
k + r − n
)
δk+r−n(1− δ)n−r (11)
The Pearson correlation of ensemble averaged degree,
between the true and noisy networks is then:
ρ(k, n) =
〈kn〉 − 〈k〉 〈n〉√
(〈k2〉 − 〈k〉2)(〈n2〉 − 〈n〉2)
(12)
and we use our theory for p(n, k) along with
〈kxny〉 =
∑
k,n
kxnyp(n, k), (13)
to obtain an analytical prediction of ρ(k, n).
In order to compare our analysis to our numerical simu-
lations, we take as our p0(k) the specific numerically gen-
erated degree distributions obtained from building our
ER and SF networks. We then use the appropriate forms
for p(n, k) from Eq. (10) (for Model 1) and Eq. (11) (for
Model 2) to calculate the expected correlations for degree
centrality (Eq. (12)).
For Model 1, Fig. 8 shows comparisons between our
numerical simulations (plotted as symbols) and our the-
ory (plotted as lines). We see that the analytical results
are in good agreement with the numerical calculations.
In SF as compared to ER networks, the degree remains
strongly correlated in the presence of many false and
missing links, with the correlation being driven by the
resilient ‘hub’ nodes in the SF networks.
For Model 2, Fig. 9 shows the theory and simulation
of correlation for the degree centrality match well, with
a slight discrepancy when δ → 1.
The derived forms of p(n|k) for the two models (Eqs.
10 and 11) provide theoretical predictions for how the de-
gree centrality n of a specific node in the noisy network
relates to its degree centrality k in the true network. In
80.
1
0.
3
0.
5
0.
7
0.
9
(a)
 
ρ
 
ρ
 δ
 α
Degree, α = 0.1
Degree, α = 0.5
Degree, δ = 0.1
Degree, δ = 0.5
(b)
0.1 0.3 0.5 0.7 0.9
0.
1
0.
3
0.
5
0.
7
0.
9
Degree, α = 0.1
Degree, α = 0.5
(c)
0.1 0.3 0.5 0.7 0.9
Degree, δ = 0.1
Degree, δ = 0.5
(d)
FIG. 8. Model 1: Pearson correlation between the true degree
centrality k and the noisy degree n as a function of missing
link fraction, δ, and false link fraction, α. Markers reflect
simulation results and theoretical results are plotted as solid
lines.
order to compare the theory to the simulation results dis-
cussed in Sec III C, we used Eqs. (10) and (11) to find
the first, second, and third quartiles of the distribution
as a function of k, again taking p0(k) as the specific nu-
merically generated degree distributions obtained from
building the ER and SF networks. Figures 6(a,b) and
7(a,b) show that the theoretical predictions (plotted as
open circles) are in very good agreement with the numer-
ical results (plotted as solid diamonds).
V. DISCUSSION AND CONCLUSIONS
In this paper we have investigated the effect of two
types of link errors on three node centrality measures. We
propose two simple models of link error (labeled Model 1
and Model 2) and study their effect for two types of net-
work topology (Erdos-Renyi and scale-free). In Model
1, the probability that a link is deleted depends on the
original number of links to which that link is connected,
while false links do not depend on the structure of the
original network. Model 2 follows the same formulation
as Model 1 for deleting links, but in Model 2 the addition
of false links is performed with a probability that is pro-
portional to the product of the true degrees of the node
pairs.
We have developed methods for assessing the robust-
ness of node centrality to link errors by comparing the
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FIG. 9. Model 2: Pearson correlation between the true degree
centrality k and the degree noisy n as a function of missing
link fraction, δ, and false link fraction, α. Markers reflect
simulation results and theoretical results are plotted as solid
lines.
centrality measure for each node before and after link
error. We compare in two ways: (i) by calculating the
correlation between the nodes’ centrality measures in the
true and noisy network (Sec. III A and IV), and (ii) by
calculating the overlap between the top 10% of the nodes
as determined by their centrality measures in the true
and noisy networks (Sec III B). In the case of correla-
tion we have obtained analytical results (Sec IV) which
are in good agreement with our numerical simulation re-
sults. The analytical and numerical results for the cor-
relation suggest that degree centrality, betweenness cen-
trality, and dynamical importance are relatively robust to
the presence of false edges when the network is scale-free.
Our result for the relative insensitivity of SF networks to
δ is consistent with previous work showing that the size of
the giant component in SF networks has a high tolerance
to the random removal of nodes [22]. We note, however,
that when considering the overlap between top ranked
nodes in the true and noisy networks, the much larger
SF robustness as compared to the ER case no longer ap-
plies.
One common link error not addressed here is that of
false edges which complete triangles. This is a common
problem in network reconstruction using microarray data
for gene regulatory networks [7, 23]. In addition to af-
fecting node centrality, these false links may substantially
skew the enrichment for network motifs, which are often
of interest in biological networks [24, 25].
9VI. ACKNOWLEDGEMENT
We thank Shane Squires for his helpful input. This
work was supported by the Army Research Office un-
der Grant W911NF-12-1-0101 and by the University of
Maryland / National Cancer Institute (NIH) Partnership
for Cancer Technology.
VII. REFERENCES
[1] S. Strogatz, Nature 410, 268 (2001).
[2] Y. Liu, J. Slotine, and A. Baraba´si, Nature 473, 167
(2011).
[3] E. Schadt, S. Friend, and D. Shaywitz, Nature Reviews
Drug Discovery 8, 286 (2009).
[4] J.-P. Onnela, J. Saramki, J. Hyvnen, G. Szab, D. Lazer,
K. Kaski, J. Kertsz, and A.-L. Barabsi, Proceedings
of the National Academy of Sciences 104, 7332 (2007),
http://www.pnas.org/content/104/18/7332.full.pdf+html.
[5] H. Yu, P. Braun, M. A. Yıldırım, I. Lemmens,
K. Venkatesan, J. Sahalie, T. Hirozane-Kishikawa, F. Ge-
breab, N. Li, N. Simonis, et al., Science 322, 104 (2008).
[6] J. J. Faith, B. Hayete, J. T. Thaden, I. Mogno,
J. Wierzbowski, G. Cottarel, S. Kasif, J. J. Collins, and
T. S. Gardner, PLoS Biol 5, e8 (2007).
[7] W. L. Ku, G. Duggal, Y. Li, M. Girvan, and E. Ott,
PLoS ONE 7, e31969 (2012).
[8] R. Guimer and M. Sales-Pardo, Proceedings of the
National Academy of Sciences 106, 22073 (2009),
http://www.pnas.org/content/106/52/22073.full.pdf+html.
[9] K. Basso, A. Margolin, G. Stolovitzky, U. Klein, R. Dalla-
Favera, and A. Califano, Nature genetics 37, 382 (2005).
[10] T. Lezon, J. Banavar, M. Cieplak, A. Maritan, and
N. Fedoroff, Proceedings of the National Academy of Sci-
ences 103, 19033 (2006).
[11] M. M. Babu, N. M. Luscombe, L. Aravind, M. Gerstein,
and S. A. Teichmann, Current Opinion in Structural Bi-
ology 14, 283 (2004).
[12] S. Wasserman and K. Faust, Social network analysis:
methods and applications (Cambridge University Press,
Cambridge; New York, 1994).
[13] C. MacCluer, SIAM Review 42, 487 (2000),
http://epubs.siam.org/doi/pdf/10.1137/S0036144599359449.
[14] J. G. Restrepo, E. Ott, and B. R. Hunt, Phys. Rev. Lett.
97, 094102 (2006).
[15] J. Restrepo, E. Ott, and B. Hunt, Physica D: Nonlinear
Phenomena 224, 114 (2006).
[16] A. Pomerance, E. Ott, M. Girvan, and W. Losert, Pro-
ceedings of the National Academy of Sciences 106, 8209
(2009).
[17] P. Erdo˝s and A. Re´nyi, Magyar Tud. Akad. Mat. Kutato´
Int. Ko¨zl 5, 17 (1960).
[18] A. Baraba´si and R. Albert, science 286, 509 (1999).
[19] We only consider the correlation for each individual cen-
trality measure before and after link errors are added.
We do not study correlations between the different cen-
trality measures, since we regard the latter issue as being
more context-dependent. E.g., it may be more appropri-
ate to choose a centrality measure because its character
makes it more indicative of the particular processes that
the network is experiencing, than to choose it because it
is (by some criterion) more robust.
[20] M. Carro, W. Lim, M. Alvarez, R. Bollo, X. Zhao, E. Sny-
der, E. Sulman, S. Anne, F. Doetsch, H. Colman, et al.,
Nature 463, 318 (2009).
[21] While the canonical framework is more easily treated by
theory, the micro-canonical framework allows faster nu-
merics, and that is why it is used in III.
[22] R. Albert, H. Jeong, and A.-L. Barabsi, Nature 406, 200
(2000).
[23] A. Margolin, I. Nemenman, K. Basso, C. Wiggins,
G. Stolovitzky, R. Favera, and A. Califano, BMC bioin-
formatics 7, S7 (2006).
[24] M. Gerstein, A. Kundaje, M. Hariharan, S. Landt,
K. Yan, C. Cheng, X. Mu, E. Khurana, J. Rozowsky,
R. Alexander, et al., Nature 489, 91 (2012).
[25] R. Milo, S. Shen-Orr, S. Itzkovitz, N. Kashtan,
D. Chklovskii, and U. Alon, Science Signalling 298, 824
(2002).
