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Abstract
In this paper we investigate the one-dimensional harmonic oscillator with
a singular perturbation concentrated in one point. We describe all possible
selfadjoint realizations and we show that for certain conditions on the per-
turbation exactly one negative eigenvalues can arise. This eigenvalue tends
to −∞ as the perturbation becomes stronger.
1 Introduction
The one-dimensional harmonic oscillator is given by the formal differential
expression
Af(t) :=
(
−1
2
d2
dt2
+
1
2
t2
)
f(t).
The aim of this paper is to investigate several possible realisations of A as
a symmetric linear operator and determine all possible selfadjoint extensions.
By the Liouville-Green asymptotic formula [Eas89, Theorem 2.2.1], it is
known that there are solutions y± of Ay = λy with the following asymptotic
behaviour for |t| → ∞:
y±(t) ∼ 1
(t− 2λ) 12 exp
(
±
∫ t
a
√
s2 − 2λ+ 1
4
( s
s2 − 2λ
)2
ds
)
(1)
for |a| large enough. This shows immediately that A is in the limit point case
both at +∞ and −∞.
In order to assign an operator to the differential expression A, we need to
specify a domain of admissible functions. The minimal operator associated
with A is
Aminf = Af, D(Amin) = C∞c (R).
1
Since A is in the limit point case both at +∞ and −∞, the operator Amin
is essentially selfadjoint (see, e.g. [Tri92, 7.1.3]). Its closure is the so-called
maximal operator associated to A:
Af = Af, D(A) = {f : R→ C : f, f ′ abs. cont., f, Af ∈ L2(R)}. (2)
Note that
Amin ⊂ Amin = A = A∗.
It is well known thatA has a compact resolvent, and that its spectrum consists
of simple eigenvalues:
σ(A) = σp(A) =
{
n+
1
2
: n ∈ N0
}
. (3)
The corresponding eigenfunctions are
ψn(t) = e
−t2/2cnHn(t)
where Hn is the nth Hermite polynomial of order n,
Hn(t) = (−1)net
2 dn
dtn
e−t
2
,
and the normalisation factor cn := (pi
1
2 2nn!)−
1
2 is chosen such that 〈ψn, ψm〉 =
δnm.
Remark 1. A straightforward calculation shows that if u is a solution of
(A+λ)u = 0, then
(
t− ddt
)n
u is a solution of (A+λ−n)u = 0 and ( ddt + t)n u
is a solution of (A+ λ+ n)u = 0.
In particular, all eigenfunctions of A can be obtained by the recursion
ψ0(t) = pi
− 1
2 e−t
2/2, ψn(t) = cn
(
t− d
dt
)n
e−t
2/2. (4)
Note that
(
d
dt + t
)n
ψ0 = 0, in agreement with the fact that A has no negative
eigenvalues.
From the recursion formula (4) it is clear that ψn is an even function if n
is even, and that it is an odd function, if n is odd. In particular, we have for
n ∈ N0
ψ2n(−x) = ψ2n(x), ψ2n(0) 6= 0, ψ′2n(0) = 0,
ψ2n+1(−x) = −ψ2n+1(x), ψ2n+1(0) = 0, ψ′2n+1(0) 6= 0.
In Section 2 we consider the restriction of the harmonic oscillator to the
open half lines R±:
Amin± f(t) := Af(t), D(Amin± ) := C∞c (R±),
Amax± f(t) := Af(t), D(Amax± ) :=
{
f : R± → C :
f, f ′ abs. cont.,
Af |R± ∈ L2(R±)
}
.
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With them we define A0 = A
min
− ⊕ Amin+ . Clearly, D(A∗0) = D(Amax− ) ⊕
D(Amax+ ).
In sections 3 and 4 we will study several restrictions of the operator A by
imposing conditions at t = 0. We define the closed symmetric operators
Bf := Af, D(B) := {f ∈ D(A) : f(0) = 0},
Cf := Af, D(C) := {f ∈ D(A) : f(0) = f ′(0) = 0}.
So we have the following chain of operators
A0 ⊂ A0 = C ⊂ B ⊂ A = A∗ ⊂ B∗ ⊂ C∗ = A∗0.
With exception of the first one, all inclusions are one-dimensional. We will
classify all selfadjoint extensions of B and C in terms of conditions on the
behaviour at 0 of the functions in the corresponding domains. Slightly abus-
ing language, we will call these conditions boundary conditions at 0. We will
not use the von Neumann extension theory for symmetric operators, but will
identify selfadjoint extensions with maximal neutral subspaces of C2, C3 and
C4, respectively, equipped with an inner product induced by the condition
〈Af, g〉 = 〈f, Ag〉 for f, g in appropriate spaces. It turns out that the self-
adjoint extensions of B can be parametrised by one real parameter. Every
selfadjoint extension is of the form
D(Bθ) =
{
f ∈ D(A∗0) :
f cont. in 0,√
2 cos(θ) f(0) = sin(θ)
[
f ′(+0)− f ′(−0)]
}
for θ ∈ [0, pi). All functions in these domains are continuous at 0, but their
derivative has a jump proportional to its value in 0. There is a one-to-one
correspondence between the constant of proportionality and the particular
selfadjoint extension. The operators Bheta can also be interpreted as the
classical harmonic oscillator with a δ-interaction at 0 on a bigger Hilbert
space, see Section 5:
Bθf =
(
−1
2
d2
dt2
+
1
2
t2 + cδ
)
f(t),
with c = cot θ√
2
. Let G(ω) be as in (19). If c > − 1G(0) , then Bθ has only
positive eigenvalues. If c = 1G(0) , then 0 is an eigenvalue of Bθ, and if c <
− 1G(0) , then Bθ has exactly one negative eigenvalue. This eigenvalue decreases
monotonically to −∞ as c tends to −∞, or equivalently, θ tends to pi.
The free Schro¨dinger operator with singular potential at 0 was investi-
gated by Sˇeba in [Sˇeb86] and then later by Kurasov in [Kur96]. Both use
von Neumann’s extension theory to obtain selfadjoint extensions of a given
differential operator on R \ {0} and interpret their results in terms of δ-
and δ′-interactions at 0. The one-dimensional harmonic oscillator with δ-
interaction at the origin was considered for instance by Gadella, Glasser and
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Nieto in [GGN11] and Viana-Gomes and Peres in [VP11]. In both works
the eigenfuntions are calculated in terms of confluent hypergeometric func-
tions. Moreover, it is shown that the eigenvalues with odd eigenfunctions are
not changed, whereas the eigenvalues with even eigenfunctions increase (for
c > 0) or decrease (for c < 0) when compared with the eigenvalues of the
harmonic oscillator without singular perturbation.
The paper is organised as follows: In Section 2 we consider the harmonic
oscillator on the open half lines R+ and R− and we classify all selfadjoint
extensions of Amin± by parametrisation with one real parameter. In Section 3
we consider the operator B and show that all its selfadjoint extensions are
parametrised by one real parameter. Moreover, we show that there appear
arbitrarily small negative eigenvalues. In Section 4 we investigate the op-
erator C. The family of selfadjoint extensions is parametrised by four real
parameters (equivalently by the set of all unitary 2× 2 matrices). Finally, in
Section 5 we give an interpretation of the operators Bθ and CK as operators
with a δ- and δ′-interaction at 0 in a Hilbert space H− ⊃ L2(R).
In this paper, we use the following notations. We set R+ = (0,∞) and
R− := (−∞, 0) and for functions f : R → C we define their restrictions
f± := f |R± . The standard inner products on L2(R) and on Cn are both
denoted by 〈·, ·〉. There will never be danger of confusion.
Given a sesquilinear form [ · , · ] on Cn, we call a subspace L neutral if [u, v] =
0 for every u, v ∈ L. A subspace L is called maximal neutral if it is neutral
and not properly contained in any other neutral subspace.
2 The harmonic oscillator on the half line
First we restrict the harmonic oscillator to the half lines R±. The correspond-
ing minimal operators are
Amin± f(t) := Af(t) (t ∈ R±), D(Amin± ) := C∞c (R±).
These operators are in the limit point case at ±∞ and in the limit circle
case at 0, hence they are not essentially selfadjoint. Their adjoint operators
are
Amax± f(t) := Af(t) (t ∈ R±),
D(Amax± ) := {f : R± → C : f, f ′ abs. cont., Af |R± ∈ L2(R±)}.
Note that for f ∈ D(Amax+ ) the one-sided limits f(+0) := lim
t→0+
f(t) and
f ′(+0) := lim
t→0+
f ′(t) exist. Similarly, for f ∈ D(Amax− ) the one-sided limits
f(−0) := lim
t→0−
f(t) and f ′(−0) := lim
t→0−
f ′(t) exist.
All selfadjoint extensions of Amin± are given as restrictions of A
max
± by
appropriate boundary conditions at 0. In Lemma 3 we will show that exactly
one boundary condition is needed.
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Recall that the defect index of an operator T with respect to z ∈ ρ(T ) is
given by
n(T, z) := dim (ker(T ∗ − z)).
It is well known that the defect indices are constant in the complement of the
numerical range
W (T ) := {〈Tx, x〉 : x ∈ D(T ), ‖x‖ = 1},
see, e.g., [Kat66, Ch. V, Theorem 3.2]. It is easy to see that W (T ) ⊂ R for
a symmetric operator T . Hence its defect indices are constant in the upper
and lower complex plane. We will denote them by
n+(T ) = dim (ker(T
∗ − z+)), n−(T ) = dim (ker(T ∗ − z−)),
for any z± ∈ C with Im(z±) ∈ R±. By the von Neumann theory, a symmetric
operator has selfadjoint extensions if and only if its defect indices are equal
(see for instance [Wei80, Ch. 8.2]).
Lemma 2. The defect indices of Amin± are n+(A
min
± ) = n−(A
min
± ) = 1 and
W (Amin± ) ⊆ R+. (5)
Proof. We show the lemma only for Amin+ . For all f ∈ D(Amin+ ), integration
by parts yields
〈Amin+ f, f〉 = −f ′(x)f(x)
∣∣∣∞
0
+
∫ ∞
0
|f ′|2 + x2|f |2 dx
=
∫ ∞
0
|f ′|2 + x2|f |2 dx > 0
which shows (5). Hence the defect index of Amin+ is constant in C \ R+.
It can be easily verified that two pairs of independent solutions of (A +
1
2 )f = 0 are
φ1(t) = e
1
2
t2 , φ+(t) = e
1
2
t2
∫ ∞
t
e−s
2
ds, (6)
φ1(t) = e
1
2
t2 , φ−(t) = e
1
2
t2
∫ t
−∞
e−s
2
ds = φ+(−t). (7)
Observe that φ+ + φ− =
√
pi φ1. Clearly φ1|R+ /∈ L2(R+), but φ+|R+ ∈
L2(R+). Therefore ker(A
max
+ +
1
2 ) = span{φ+|R+} and n+(Amin+ ) = n−(Amin+ ) =
1.
Analogous calculations show that 〈Amin− f, f〉 ≥ 0 for all f ∈ D(Amin− ),
φ1|R− /∈ L2(R−), φ−|R− ∈ L2(R−), and therefore ker(Amax− + 12 ) = span{φ−|R−}
and n+(A
min
− ) = n−(A
min
− ) = 1.
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The following result on selfadjoint extensions of Amin± follows easily from
the general theory of Sturm-Liouville operators. For the convenience of the
reader, we present it here with a proof in order to illustrate the method of
indefinite inner product spaces for the description of selfadjoint extensions.
Lemma 3. All selfadjoint extensions of Amin± are one-dimensional; they are
restrictions of Amax± of the form
D(A±,θ) =
{
f ∈ D(Amax± ) : cos(θ)f±(+0) = sin(θ)f ′±(+0)
}
(8)
with θ ∈ [0, pi).
Proof. We show the claim only for Amin+ since the corresponding assertions
for Amin− follow analogously.
By Lemma 2, the defect index of Amin± is equal to 1 on C\R+. Two functions
f, g ∈ D(Amax+ ) belong to a particular selfadjoint extension of Amin+ if and only
if 〈Amax+ f, g〉 − 〈Amax+ f, g〉 = 0. Integration by parts leads to the condition
0 = 〈Amax+ f, g〉 − 〈Amax+ f, g〉 = f(+0)g′(+0)− f ′(+0)g(+0). (9)
On C2 let us define the Hermitian inner product[(
x1
x2
)
,
(
y1
y2
)]
=
〈(
0 −i
i 0
)(
x1
x2
)
,
(
y1
y2
)〉
= i(x2y1 − x1y2).
Then f, g belong to a particular selfadjoint extension of Amin+ if and only if
(f(+0), f ′(+0))t and (g(+0), g′(+0))t belong to a maximal neutral subspace
of (C2, [·, ·]). Clearly e+ = (1, i)t is a positive and e− = (−1, i)t is a negative
vector and ‖e+‖ = ‖e−‖. Hence all maximal neutral subspaces are given by
Lθ = span
{(
1− e−2iθ
i(1 + e−2iθ)
)}
=
(
span
{(
1 + e−2iθ
i(1 − e−2iθ)
)})⊥
, θ ∈ [0, pi).
Therefore all selfadjoint extensions of Amin+ are given by
D(A+,θ) =
{
f ∈ D(Amax+ ) :
(
f(+0)
f ′(+0)
)
∈ Lθ
}
=
{
f ∈ D(Amax+ ) : f(+0)(1 + e−2iθ) = −if ′(+0)(1− e−2iθ)
}
with θ ∈ [0, pi). The last description yields (8).
Remark 4. Let f ∈ L2(R+) and g ∈ L2(R−) such that g(x) = f(−x) for
x ∈ R−. From the formula (8) it is clear that f ∈ D(A+,θ) for some θ ∈ (0, pi)
if and only if g ∈ D(A−,pi−θ) and f ∈ D(A+,0) if and only if g ∈ D(A−,0).
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Recall that {ψn : n ∈ N}, the set of eigenfunctions of the harmonic
oscillator on R (see (4)), is an orthonormal basis of L2(R). Let us denote
ψn,+ = ψn|R+ , ψn,− = ψn|R− , n ∈ N0. (10)
Clearly both {ψ2n,± : n ∈ N0} and {ψ2n+1,± : n ∈ N0} form a complete
orthogonal systems on R±. With these observations we can calculate the
spectrum of the operators A±,θ for θ = 0 and θ = pi2 .
Corollary 5. Let A±,θ as in (8).
(i) σ(A±,0) = σp(A±,0) = {2n+ 32 : n ∈ N0} and the corresponding eigen-
functions are ψ2n+1,±, n ∈ N0.
(ii) σ(A±,pi
2
) = σp(A±,pi
2
) = {2n + 12 : n ∈ N0} and the corresponding
eigenfunctions are ψ2n,±, n ∈ N0.
Proof. We will prove the claim only for A+,0. All other statements are proved
analogously. Since all ψ2n+1 are odd functions, it follows that ψ2n+1(0) =
0 and therefore their restrictions ψ2n+1,+ belong to D(A+,0). Moreover,
A+,0ψ2n+1,+ = (2n +
3
2 )ψ2n+1,+, hence {2n + 32 : n ∈ N0} ⊂ σp(A±,0).
Now the claim follows from the completeness of the system {ψ2n+1,+} in
L2(R+).
From the asymptotic expansion (1) of solutions of the equation Ay = λy
it is clear that for every λ ∈ R there is exactly one solution yλ which is square
integrable onR+. It belongs to the domain of exactly one selfadjoint extension
A+,θ, namely the one with θ ∈ [0, pi) such that cos θ yλ(0) = sin θ y′λ(0). The
expansion (1) also shows that all eigenvalues are simple.
Since W (Amin± ) ⊆ (0,∞), the non-positive spectrum σ(Aθ) ∩ (−∞, 0] of
any selfadjoint extension Aθ consists of at most one eigenvalue of multiplicity
at most 1, see [Wei80, Ch. 8.4, Cor. 2]. The next lemma deals with these
eigenvalues.
Lemma 6. Let A±,θ as in (8) and let αA as in (21) below.
(i) A+,θ has the eigenvalue 0 if and only if θ = pi − αA. It has a negative
eigenvalue if and only if θ ∈ (pi − αA, pi). Moreover, for j = 1, 2, let λj
be eigenvalues of A+,θj . If λ2 < λ1 < 0, then pi − αA < θ1 < θ2 < pi.
(ii) A−,θ has the eigenvalue 0 if and only if θ = αA. It has a negative
eigenvalue if and only if θ ∈ (0, αA). Moreover, for j = 1, 2, let λj be
eigenvalues of A−,θj . If λ2 < λ1 < 0, then αA > θ1 > θ2 > 0.
Proof. We proof only (i). The claims in (ii) follow from (i) and Remark 4.
Let ω ≥ 0. On [0,∞) we consider the Cauchy problem(
−1
2
d2
dt2
+
1
2
t2
)
u(t, ω) = −ω2u(t, ω), (11)
u(0, ω) = 1, u′t(0, ω) = 0. (12)
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Let us write u(t, ω) as power series
u(t, ω) =
∞∑
n=0
an(ω)t
n. (13)
Replacing (13) in (11) we obtain a2n+1(ω) = 0 and
a0(ω) = 1, a2(ω) = ω
2
a2n+2(ω) =
1
(2n+ 2)(2n+ 1)
(2ω2a2n(ω) + a2n−2(ω)), n ≥ 1.
(14)
Let us show that the series converges for all t > 0. To this end we will show
that for every ω ≥ 0 there is a constant q(ω) such that
a2n(ω) ≤ q(ω)
n!
, n ∈ N. (15)
Let us assume that this inequality is true for numbers n − 1 and n. Then,
due to (14), we have
a2n+2 ≤ 1
(2n+ 2)(2n+ 1)
(
2ω2q(ω)
n!
+
q(ω)
(n− 1)!
)
=
q(ω)
(n+ 1)!
(
ω2
2n+ 1
+
n
2(2n+ 1)
)
.
Since ω
2
2n+1 +
n
2(2n+1) → 14 for n→∞, there is a natural number n0(ω) such
that ω
2
2n+1 +
n
2(2n+1) < 1 for every n ≥ n0(ω). Thus, (15) holds if we take
q(ω) = max{1, 2! · a2(ω), . . . , n0! · a2n0(ω)}.
Due to (15) the series (13) converges and u(t, ω) ≤ q(ω) et2 for ω ≥ 0, t > 0.
Note that all a2n(ω) are positive increasing functions of ω, so for every
t > 0, u(t, ω) is an increasing function with respect to ω and for every ω ≥ 0,
u(t, ω) is a positive increasing function with respect to t, so u(t, ω) /∈ L2(R+).
For the special case ω = 0 we obtain
u(t, 0) = 1 +
∞∑
n=1
t4n∏n
k=1 4k(4k − 1)
. (16)
Due to the inequalities
1
322n(2n− 1) <
1
4n(4n− 1) <
1
22 2n(2n− 1) , n ∈ N,
we have
cosh
(x2
3
)
< u(t, 0) < cosh
(x2
2
)
, t > 0. (17)
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Now let us define (compare with (6))
v(t, ω) := u(t, ω)
∫ ∞
t
(
u(s, ω)
)−2
ds (18)
and
G(ω) := v(0, ω) =
∫ ∞
0
(
u(s, ω)
)−2
ds. (19)
Since u(t, ω) is positive and increasing both in t and ω, it follows from (17)
that
v(t, ω) < u(t, ω)
∫ ∞
t
(
u(t, ω)
)−1(
u(s, ω)
)−1
ds =
∫ ∞
t
(
u(s, ω)
)−1
ds
≤
∫ ∞
t
(
u(s, 0)
)−1
ds <
∫ ∞
t
(
cosh(s2/3)
)−1
ds ∈ L2(R+).
It is easy to check that v(·, ω) satisfies (11) and
v′t(t, ω) = −
1
u(t, ω)
+ u′(t, ω)
∫ ∞
t
(
u(s, ω)
)−2
ds ,
therefore, by (12), v′t(0, ω) = −1. It follows from (19) that
v′t(0, ω) = −
v(0, ω)
G(ω)
(20)
which is equivalent to the boundary condition (8) with θ such that tan θ =
−G(ω), that is, θ = − arctan(G(ω)) ∈ (pi/2, pi). Observe that G(ω) is de-
creasing and continuous in ω and lim
ω→∞
G(ω) = 0. Hence θ is increasing in ω
and tends to pi for ω →∞. For the special case ω = 0 we obtain θ = pi/2−αA
where
αA = arctan(G(0)). (21)
3 One-dimensional restriction of the harmonic
oscillator and classification of all selfadjoint ex-
tensions
In this section we consider the harmonic oscillator on the real line with the
following restriction:
Bf := Af, D(B) := {f ∈ D(A) : f(0) = 0}. (22)
The operator B is closed and symmetric, but not selfadjoint. We also define
the symmetric operator
A0f := Af, D(A0) := {f ∈ C∞c (R) : 0 6∈ supp f}.
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Remark 7. The domain of A0 can be viewed as D(A0) = D(Amin− )⊕D(Amin+ ),
hence it is easy to see that its adjoint is given by
A∗0f(t) =
{
Amax+ f+(t), t > 0,
Amax− f−(t), t < 0,
D(A∗0) = {f ∈ L2(R) : f± ∈ D(Amax± )} = D(Amax− )⊕D(Amax+ ).
It should be noted that A∗0 and the selfadjoint extensions Bθ and CK of B
and C which we will calculate below are not differential operators on L2(R) in
the classical sense because functions in their domains need not be continuous
or differentiable in 0.
Lemma 8. We have the chain of extensions A0 ⊂ B ⊂ B∗ ⊂ A∗0 and
B∗f(t) = A∗0f(t),
D(B∗) = {f : R→ C : f± ∈ D(Amax± ), f(−0) = f(+0)}.
Proof. Note that A0 ⊂ B, hence B∗ ⊂ A∗0. Let f ∈ D(B) and g ∈ D(A∗0)
Then f and f ′ are continuous in 0, f(0) = 0 and g± ∈ D(Amax± ). Hence
integration by parts yields
〈Bf, g〉 − 〈f,A∗0g〉
= −
∫ 0
−∞
f ′′g dt−
∫ ∞
0
f ′′g dt+
∫ 0
−∞
fg′′ dt+
∫ ∞
0
fg′′ dt
= −f ′(t)g(t)
∣∣∣0
−∞
− f ′(t)g(t)
∣∣∣∞
0
+ f(t)g′(t)
∣∣∣0
−∞
+ f(t)g′(t)
∣∣∣∞
0
= −f ′(0)g(−0) + f ′(0)g(+0)
= f ′(0)
(
g(+0)− g(−0)).
Therefore g ∈ D(B∗) if and only if g is continuous in 0 and in this case
B∗g = A∗0g.
Note that functions in the domain of B∗ are continuous but their deriva-
tive may have a discontinuity in 0.
Analogously to Lemma 3 we now classify all selfadjoint extensions of B.
Proposition 9. The defect indices of B are n+(B) = n−(B) = 1. Hence all
selfadjoint extensions of B are one-dimensional restrictions of B∗. They are
of the form
D(Bθ) =
{
f ∈ D(B∗) :
√
2 cos θ f(0) = sin θ
[
f ′(+0)− f ′(−0)]}
for θ ∈ [0, pi).
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Proof. Observe that B is a restriction of A, hence for the numerical ranges
we have the inclusion W (B) ⊂ W (A) ⊂ [0,∞), so the defect index of B is
constant in C \ [0,∞) and it suffices to show that dim (ker(B∗ + 12 )) = 1.
From the proof of Lemma 2 it is clear that every L2-solution of (A +
1
2 )f = 0 must be of the form f = α+φ+χ(−∞,0) + α−φ−χ(0,∞) with α± ∈ C
and φ± as in (6) and (7). Clearly every such function belongs to D(A∗0)
and f(−0) = α−2
√
pi and f(−0) = α+2
√
pi. For f ∈ D(B∗) must have that
f(−0) = f(+0). Therefore
ker
(
B∗ +
1
2
)
= span{φ+χ(−∞,0) + φ−χ(0,∞)}
which shows that n(B,− 12 ) = 1.
Let us now determine all selfadjoint extensions of B. This is equivalent
to determine all selfadjoint restrictions of B∗. Let f, g ∈ D(B∗). Performing
integration by parts we find
〈f,B∗g〉 − 〈B∗f, g〉
=
∫ 0
−∞
f ′′gdt+
∫ ∞
0
f ′′gdt−
∫ 0
−∞
fg′′dt−
∫ ∞
0
fg′′dt
= f ′(t)g(t)
∣∣∣0
−∞
+ f ′(t)g(t)
∣∣∣∞
0
− f(t)g′(t)
∣∣∣0
−∞
− f(t)g′(t)
∣∣∣∞
0
= f ′(−0)g(−0)− f ′(+0)g(+0)− f(−0)g′(−0) + f(+0)g′(+0)
=
[
f ′(−0)− f ′(+0)]g(0)− [g′(−0)− g′(+0)]f(0).
Set
G =
 0 −i ii 0 0
−i 0 0
 .
Then f, g belong to a particular selfadjoint extension of B if and only if
(f(0), f ′(−0), f ′(+0))t and (g(0), g′(−0), g′(+0))t belong to a maximal neu-
tral subspace of (C3, [·, ·]) wherex1x2
x3
 ,
y1y2
y3
 := 〈G
x1x2
x3
 ,
y1y2
y3
〉 = i [x1(y3 − y2)+ y1(x2 − x3)] .
The eigenvalues of G are 0 and ±√2 with eigenspaces
kerG = span
{
(0, 1, 1)t
}
,
L+ := ker(G−
√
2) = span
{
(i
√
2, −1, 1)t
}
,
L− := ker(G+
√
2) = span
{
(−i
√
2, −1, 1)t
}
.
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Note that L± are maximal positive and maximal negative subspaces of C3
respectively. Hence any maximal neutral subspace of C3 has dimension 2.
They are of the form kerG ⊕ {v + Kv : v ∈ ker(G − √2)} where K is
an isometry from L+ to L−. Clearly all such isometries are of the form
v+ 7→ e−2iθv− where v± ∈ L±. In summary, all maximal neutral subspaces
are
Lθ = span

01
1
 ,
i√2−1
1
+ e2iθ
−i√2−1
1

 , θ ∈ [0, pi).
This can be rewritten as
Lθ = span

01
1
 ,
√2 sin(θ)− cos(θ)
cos(θ)
 =
span

√2 cos(θ)sin(θ)
− sin(θ)

⊥ .
It follows that f ∈ D(Bθ) if and only if f ∈ D(B∗) and
√
2 cos θ f(0) + sin θ
[
f ′(−0)− f ′(+0)] = 0. (23)
Remark 10. (i) Observe that functions f in D(B)∗ which satisfy
{(f(0), f ′(−0), f ′(+0)} ∈ kerG belong to D(B).
(ii) The selfadjoint extensions of B can be divided into the following cases:
(a) θ = pi2 . In this case the boundary condition (23) simplifies to
f ′(−0)− f ′(+0) = 0.
That is, f and f ′ are continuous and we obtain the classical har-
monic oscillator: Bpi/2 = A.
(b) θ = 0. In this case the boundary condition (23) simplifies to f(0) =
0.
(c) θ ∈ (0, pi) \ {pi/2}. The boundary condition (23) can be written as
f(0) =
tan(θ)√
2
[
f ′(+0)− f ′(−0)].
Hence any function in D(Bθ) is continuous but its derivative has
a jump in t = 0 which is proportional to the value of f in 0.
Two different selfadjoint extensions of B have different constants
of proportionality.
(iii) For every n ∈ N0, the function ψ2n+1 from (4) is an eigenfunction of
Bθ with eigenvalue 2n + 3/2. So the odd eigenvalues of the harmonic
oscillator are not affected by the boundary condition at 0.
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An interpretation of these operators as a differential operator with a δ-
interaction at 0 is given in Section 5.
Let λ ∈ C. By the asymptotic expansion (1) the equation Ay = λy
has square integrable solutions y± on R± which are unique up to a constant
factor. Let us define
y(x) =
{
y+(x), x ≥ 0,
y+(−x), x < 0.
(24)
Then clearly y ∈ D(B∗) and it is, up to a constant factor, the unique solution
of (B∗ − λ)y = 0. Moreover, y ∈ D(Bθ) where θ is the unique number in
[0, pi) such that
√
2 cos θ f(0) = sin θ [f ′(+0)− f ′(−0)].
This shows that, as in the case of selfadjoint extensions of A0, every λ ∈ R
appears as eigenvalue of exactly one selfadjoint extension of B and that every
eigenvalue is simple. Moreover, any given Bθ can have at most one negative
eigenvalue.
As in Lemma 6 we can identify all θ such thatBθ has a negative eigenvalue.
Lemma 11. Let Bθ as in Proposition 9 and let αB = arctan(
G(0)√
2
) with G
as in (19). Then Bθ has the eigenvalue 0 if and only if θ = pi − αB. It has
a negative eigenvalue if and only if θ ∈ (pi − αB , pi). Moreover, for j = 1, 2,
let λj be eigenvalues of Bθj . If λ2 < λ1 < 0, then pi − αB < θ1 < θ2 < pi.
Proof. Let λ = −ω2 < 0 and y as in (24) with y+ = v(·, ω) (cf. (18)). Then
y is an eigenfunction of Bθ with eigenvalue λ if and only if tan(θ) = −G(ω)√2 .
Hence negative eigenvalues occur if and only if θ ∈ (pi − arctan(G(0)√
2
), pi).
Since G is decreasing in ω with limω→∞G(ω) = 0, also the last claim follows.
For λ ∈ −(2N− 12 ) we can calculate the corresponding eigenfunctions by
a recursion formula.
Lemma 12. Let n ∈ N and φ± as in (6) and (7). Set φ±,n(t) :=
(
d
dt + t
)n
φ±(t)
for t ∈ R± and
un(t) :=
φ+,n(t), t > 0,
φ−,n(t), t < 0.
Then u2n ∈ D(B∗). That is, u2n defines a selfadjoint extension Bθ of B and
it is an eigenfunction of Bθ with eigenvalue −2n− 12 .
Proof. Clearly un ∈ D(Amax0 ). It is easy to check that φ+(t) = φ−(−t) for
t > 0. Moreover, a straightforward calculation shows(
A+ n+
1
2
)
φ±,n = 0.
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Hence φ+,n(t) = (−1)nφ−,n(−t) for t > 0. So u2n is continuous in 0, and
therefore it belongs to D(B∗). If in addition we had u′2n(−0) = u′2n(+0),
then u2n ∈ D(A), and −2n− 12 would be an eigenvalue of A, in contradiction
to (3).
4 Two-dimensional restriction of the harmonic
oscillator and classification of its selfadjoint ex-
tensions
Let us restrict the harmonic oscillator on the real line further. We consider
the following restriction C of the selfadjoint operator A:
Cf := Af, D(C) := {f ∈ D(A) : f(0) = f ′(0) = 0}.
The operator C is closed and symmetric, but not selfadjoint. It is easy to see
C∗ = A∗0.
The operator C is closely related to the harmonic oscillator on the half lines
R± because
C = (C∗)∗ = (A∗0)
∗ = A0 = Amin− ⊕Amin+ . (25)
Analogously to Lemma 3 and Proposition 9 we now classify all selfadjoint
extensions of C. Observe that the selfadjoint extensions of C are exactly
those of A0.
Recall that U(2) is the set of all unitary 2× 2 matrices.
Proposition 13. The defect indices of C are n+(C) = n−(C) = 2. Hence
all selfadjoint extensions of C are two-dimensional restrictions of C∗. There
is a bijection from U(2) to the set of all selfadjoint extensions of C given as
follows: For every K = (kjk)
2
j,k=1 ∈ U(2), the operator
CKf = Af,
D(CK) =

f ∈ D(C∗) :
0 = (1− k11)f(−0) + i(1 + k11)f ′(−0)
+ ik12f(+0)− k12f ′(+0),
0 = −k21f(−0) + ik21f ′(−0)
+ i(1 + k22)f(+0) + (1− k22)f ′(+0)

(26)
is a selfadjoint extension of C. There are no other selfadjoint extensions and
CK = CK˜ if and only if K = K˜.
For a parametrisation of the selfadjoint extensions with four real param-
eters, see the corollary after the proof of this proposition.
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Proof. From Lemma 3 we know that n+(A
min
± ) = n−(A
min
± ) = 1, so
dim (ker(Amax± − i)) = dim (ker(Amax± + i)) = 1.
Hence there are functions ψ± 6= 0 such that ker(Amax± − i) = span{ψ±}. From
Remark 7 it is clear that η ∈ ker(A∗0 − i) if and only if η|R± ∈ ker(Amax± − i).
Therefore
ker(A∗0 − i) = span{χR−ψ−, χR+ψ+}
and n+(A
∗
0) = 2. Analogously n−(A
∗
0) = 2 can be shown.
Now let us determine all selfadjoint extensions of A0 which is equivalent
to determine all selfadjoint restrictions of A∗0. Again we apply integration by
parts and find
〈f,A∗0g〉 − 〈A∗0f, g〉
= f(+0)g′(+0)− f ′(+0)g(+0)− f(−0)g′(−0) + f ′(−0)g(−0)
for all f, g ∈ D(A∗0).
Hence f, g belong to a particular selfadjoint extension of A0 if and only if
(f(−0), f ′(−0), f(+0), f ′(+0))t and (g(−0), g′(−0), g(+0), g′(+0))t belong
to a maximal neutral subspace of (C4, [·, ·]) where

x1
x2
x3
x4
 ,

y1
y2
y3
y4

 :=
〈
0 −i 0 0
i 0 0 0
0 0 0 i
0 0 −i 0


x1
x2
x3
x4
 ,

y1
y2
y3
y4

〉
= i(x1y2 − x2y1 − x3y4 + x4y3).
Every maximal neutral subspace has dimension 2. Let
v1 =
1√
2
(1, i, 0, 0)t, v2 =
1√
2
(0, 0, i, 1)t,
w1 =
1√
2
(1, −i, 0, 0)t, w2 = 1√
2
(0, 0, −i, 1)t.
Then L+ = span{v1, v2} is a maximal positive and L− = span{w1, w2} is a
maximal negative subspace of (C4, [·, ·]) and all maximal neutral subspaces
are of the form
LK = {v +Kv : v ∈ L+} = {w +K∗w : w ∈ L−}[⊥]
= {w −K∗w : w ∈ L−}⊥
where K is a unitary operator from L+ to L− and [⊥] denotes the orthogonal
complement with respect to the inner product [ · , · ]. With respect to the
basis vectors v1, v2, w1, w2, K can be written as quadratic matrix
K =
(
k11 k12
k21 k22
)
(27)
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with kjk ∈ C (for the form of these numbers see the corollary after this proof).
With respect to the standard unit vectors e1, e2, e3, e4 in C
4, the space LK
can be written as
LK = span


1 + k11
i(1− k11)
−ik21
k21
 ,

k12
−ik12
i(1− k22)
1 + k22


=
span


1− k11
−i(1 + k11)
−ik12
−k12
 ,

−k21
−ik21
−i(1 + k22)
1− k22



⊥
(28)
where K = (kij)
2
ij=1 as in (27). From (28) it follows that every selfadjoint
extension of C is of the form (26).
It is well-known that U(2) is parametrised by four real parameters φ, α, β1, β2 ∈
R: Every K ∈ U(2) is of the form
K = eiφ
(
eiβ1 sinα e−iβ2 cosα
eiβ2 cosα −e−iβ1 sinα
)
(29)
for fixed φ, α, β1, β2.
Therefore the boundary conditions in (26) can be rewritten as follows:
Corollary 14. Let K ∈ U(2) as in (29). Then f ∈ D(CK) if and only if
f ∈ D(C∗) and f satisfies the boundary conditions
0 = (1− eiφeiβ1 sinα) f(−0) + i(1 + eiφeiβ1 sinα) f ′(−0)
+ ieiφe−iβ2 cosα f(+0) − eiφe−iβ2 cosα f ′(+0),
0 = −eiφeiβ2 cosα f(−0) + ieiφeiβ2 cosα f ′(−0)
+i(1− eiφe−iβ1 sinα) f(+0) + (1 + eiφe−iβ1 sinα) f ′(+0).
(30)
In the following subsections we discuss particular choices of K.
4.1 Classical harmonic oscillator
Let K =
(
0 −1
−1 0
)
. For instance, we can choose α = β1 = β2 = 0, φ = pi.
Then the boundary conditions (26) reduce to
f(−0) = f(+0) and f ′(−0) = f ′(+0).
Hence CK = A is the classical harmonic oscillator.
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4.2 Boundary conditions such that CK = Bθ
Let β1 = β2 = 0, α ∈ (0, pi), φ = α+ pi/2. Then
K = ieiα
(
sinα cosα
cosα − sinα
)
.
and the boundary conditions (30) become
0 =
(
1− ieiα sinα) f(−0) + i (1 + ieiα sinα) f ′(−0)
− eiα cosα
(
f(+0) + if ′(+0)
)
,
0 = −ieiα cosα
(
f(−0)− if ′(−0)
)
+ i
(
1− ieiα sinα) f(+0) + (1 + ieiα sinα) f ′(+0),
(31)
which, for α 6= pi/2 is true if and only if
f(−0) = f(+0) =: f(0) and f ′(−0)− f ′(+0) = 2 tanα f(0). (32)
Choose θ ∈ [0, pi) such that cot θ = −√2 tanα. Then CK = Bθ with K as
above. For α = pi/2, the conditions (31) are equivalent to f(+0) = f(−0) = 0.
4.3 Boundary conditions with continuous derivative
Let α ∈ (0, pi) and let β1 = β2 = 0, φ = pi/2− α. Note that eiφ = ie−iα and
K = ie−iα
(
sinα cosα
cosα − sinα
)
.
Then the equations (30) become
0 = e−iα cosα f(−0) + i(1 + ie−iα sinα) f ′(−0)
− e−iα cosα
(
f(+0) + if ′(+0)
)
0 = −e−iα cosα
(
if(−0) + f ′(−0)
)
+ ie−iα cosα f(+0) + (1 + ie−iα sinα)f ′(+0).
(33)
If α 6= pi/2, then (33) is equivalent to
f ′(−0) = f ′(+0) =: f ′(0) and f(+0)− f(−0) = −2 tanαf ′(0). (34)
If α = pi/2, then (33) is equivalent to f ′(−0) = f ′(+0) = 0.
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5 Interpretation as δ- and δ′-potentials
Observe that the operator A from (2) is closed. Hence the set H+ := D(A)
becomes a Hilbert space with the norm
‖f‖+ := ‖f‖A :=
(‖f‖2 + ‖Af‖2) 12 , f ∈ H+.
Let H0 := L2(R). In addition to the usual norm on H , we define
‖f‖− := sup{|〈f, g〉| : g ∈ H+, ‖g‖+ ≤ 1}, f ∈ H0,
and we define H− to be the closure of H0 with respect to the norm ‖ · ‖−.
Then (H−, ‖ · ‖−) is a Hilbert space and it can be viewed as the dual space
of H+. Observe that we have the continuous inclusions
H+ ⊂ H0 ⊂ H−.
On says that H0 is rigged by H+ and H−, see, for instance, [BSU96], Chapter
14.
If T : H+ → H0 is a bounded linear operator, then we define its adjoint
operator T ∗ : H0 → H− as the unique bounded linear operator that satisfies
〈Tf, g〉 = 〈f, T ∗g〉, f ∈ H+, g ∈ H0,
where 〈· , ·〉 denotes the inner product on H0.
Let us define the functions
w1(t) =
{
v(t, 0), if t > 0,
v(−t, 0), if t < 0, w2(t) =
{
v(t, 0), if t > 0,
−v(−t, 0), if t < 0,
with v as in (18). Clearly w1, w2 ∈ H0 ⊂ H−. Observe that
w1(+0) = w1(−0) = w2(+0) = −w2(−0) = v(0, 0) = G(0) (35)
and w′1(+0) = −w′1(−0) = w′2(+0) = w′2(−0) = v′(0, 0) = −1. (36)
Lemma 15. The linear functionals
δ : H+ → C, δf = f(0),
δ′ : H+ → C, δ′f = f ′(0)
are bounded and
δf =
1
2
〈Af,w1〉, δ′f = 1
2G(0)
〈Af,w2〉, f ∈ H+.
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Proof. Note that for any f ∈ H+ = D(A) and j = 1, 2, we have, using
integration by parts twice,
〈Af,wj〉 =
∫ +∞
−∞
(Af)(t) · wj(t) dt
=
∫ 0
−∞
(−f ′′(t) + t2f(t))wj(t) dt +
∫ +∞
0
(−f ′′(t) + t2f(t))wj(t) dt
=
∫ 0
−∞
f(t)(−w′′j (t) + t2wj(t)) dt +
∫ +∞
0
f(t)(−w′′j (t) + t2wj(t)) dt
+ f ′(0){wj(+0)− wj(−0)}+ f(0){w′j(−0)− w′j(+0)}
= f ′(0){wj(+0)− wj(−0)}+ f(0){w′j(−0)− w′j(+0)},
so the second claim follows from (35). Now the boundedness of δ and δ′ is
clear, because |δf | = | 12 〈Af,w1〉| ≤ 12‖Af‖ ‖w1‖ ≤ 12‖f‖+‖w1‖, and analo-
gously |δ′f | ≤ 12G(0)‖f‖+‖w1‖.
Recall that in our case, H+ ⊂ D(A∗0) ⊂ H0 ⊂ H−. By definition of H+,
the operator
A˜ : H+ → H0, A˜f = Af
is bounded. Let us calculate how A˜∗ acts on elements g ∈ D(A∗0). As in the
proof of Lemma 15, integration by parts gives for f ∈ H+
〈Af, g〉 = {g(+0)− g(−0)} f ′(0) + {g′(−0)− g′(+0)} f(0) + 〈f,A∗0g〉
= {g(+0)− g(−0)} 1
2G(0)
〈Af,w2〉+ {g′(−0)− g′(−0)} 1
2
〈Af,w1〉
+ 〈f,A∗0g〉
= {g(+0)− g(−0)} 1
2G(0)
〈f, A˜∗w2〉+ {g′(−0)− g′(+0)} 1
2
〈f, A˜∗w1〉
+ 〈f,A∗0g〉.
So by Lemma 15, we obtain
A˜∗g =
g(+0)− g(−0)
2G(0)
A˜∗w2 +
g′(−0)− g′(+0)
2
A˜∗w1 +A∗0g,
or, if we identify H− and (H+)′,
A˜∗g = {g(+0)− g(−0)}δ′ − {g′(+0)− g′(−0)}δ +A∗0g ∈ (H+)′.
Hence A∗0 can be seen as a perturbation of A˜
∗:
A∗0g = A˜
∗g − {g(+0)− g(−0)}δ′ + {g′(+0)− g′(−0)}δ ∈ (H+)′ (37)
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for g ∈ D(A∗0). Recall that the operators Bθ from Section 3 and CK from
Section 4 satisfy B ⊂ Bθ ⊂ A∗0 and C ⊂ CK ⊂ A∗0. So we obtain the
following:
• Any function g ∈ D(CK) with K as in Subsection 4.1 satisfies g(−0) =
g(+0) and g′(−0) = g′(+0), hence
CKg = A˜
∗g = A∗0g.
• Any function g ∈ D(CK) with K as in Subsection 4.2 and α 6= pi/2
satisfies g(−0) = g(+0) and g′(−0)− g′(+0) = 2 tanα g(0), hence
CKg = A
∗
0g = A˜
∗g − 2 tanα g(0)δ.
If we take θ such that cot θ = −√2 tanα, we obtain
Bθg = CKg =
√
2 cot θ g(0)δ + A˜∗g.
Note that Bθ as exactly one negative eigenvalue if θ ∈ (pi/2 + αA, pi)
and this eigenvalue decreases monotonically to −∞ as θ → pi, that is√
2 cot(θ)→ −∞.
• Any function g ∈ D(CK) with K as in Subsection 4.3 satisfies g′(−0) =
g′(+0) and g(+0)− g(−0) = −2 tanα g′(0). Hence, for α 6= pi/2
CKg = A
∗
0g = A˜
∗g + 2 tanα g′(0)δ′.
Acknowledgment. We are grateful to the Fondo de Investigaciones de la
Facultad de Ciencias de la Universidad de los Andes, Convocatoria 2014-
1 para la Financiacio´n de proyectos de Investigacio´n Categor´ıa: Profesores
De Planta, proyecto “Operadores lineales en espacios con product interno
indefinido”, for its financial support.
References
[BSU96] Y. M. Berezansky, Z. G. Sheftel, and G. F. Us. Functional analysis.
Vol. II, volume 86 of Operator Theory: Advances and Applications.
Birkha¨user Verlag, Basel, 1996. Translated from the 1990 Russian
original by Peter V. Malyshev.
[Eas89] M.S.P. Eastham. The asymptotic solution of linear differential sys-
tems. Applications of the Levinson theorem. Oxford: Clarendon
Press, 1989.
[GGN11] M. Gadella, M. L. Glasser, and L. M. Nieto. One dimensional mod-
els with a singular potential of the type −αδ(x) + βδ′(x). Internat.
J. Theoret. Phys., 50(7):2144–2152, 2011.
20
[Kat66] T. Kato. Perturbation theory for linear operators. Die Grundlehren
der mathematischenWissenschaften, Band 132. Springer-Verlag New
York, Inc., New York, 1966.
[Kur96] P. Kurasov. Distribution theory for discontinuous test functions and
differential operators with generalized coefficients. J. Math. Anal.
Appl., 201(1):297–323, 1996.
[Sˇeb86] P. Sˇeba. The generalized point interaction in one dimension.
Czechoslovak J. Phys. B, 36(6):667–673, 1986.
[Tri92] H. Triebel. Higher analysis. Hochschulbu¨cher fu¨r Mathematik. [Uni-
versity Books for Mathematics]. Johann Ambrosius Barth Verlag
GmbH, Leipzig, 1992. Translated from the German by Bernhardt
Simon [Bernhard Simon] and revised by the author.
[VP11] J. Viana-Gomes and N.M.R. Peres. Solution of the quantum har-
monic oscillator plus a delta-function potential at the origin: the
oddness of its even-parity solutions. Eur. J. Phys., 32(5):1377–1384,
2011.
[Wei80] J. Weidmann. Linear operators in Hilbert spaces, volume 68 of Grad-
uate Texts in Mathematics. Springer-Verlag, New York-Berlin, 1980.
Translated from the German by Joseph Szu¨cs.
21
