ABSTRACT. In 1914, Ramanujan gave a list of 17 identities expressing 1/π as linear combinations of values of hypergeometric functions at certain rational numbers. Since then, identities of similar nature have been discovered by many authors. Nowadays, one of the standard approaches to this kind of identities uses the theory of modular curves. In this paper, we will consider the case of Shimura curves and obtain Ramanujan-type formulas involving special values of hypergeometric functions and products of Gamma values. These products of Gamma values are related to periods of elliptic curves with complex multiplication by Q( √ −3) and Q( √ −4).
INTRODUCTION
Among all the amazing formulas discovered by Ramanujan, the identity involving hypergeometric functions and π is perhaps one of the most well-known, where (a) n is the Pochhammer symbol (a) n = a(a + 1) . . . (a + n − 1). In [14] , he gave 17 such identities. Since then, number theorists [4, 5, 6, 7, 8, 9, 10, 11, 19] have produced many more identities of similar nature. (See [3] for a comprehensive survey on the history of Ramanujan-type series for 1/π.) Nowadays, it is well-understood that Ramanujan's 1/π-series are related to the CM-theory and the Hecke theory of modular curves. Since Shimura curves are generalizations of modular curves and there are analogues of CM points and Hecke operators in the setting of Shimura curves, one may wonder whether we have also Ramanujan-type formulas for Shimura curves. In this paper, we consider the AtkinLehner quotient X * 6 of the Shimura curve associated to a maximal order in the quaternion algebra of discriminant 6 over Q by all the Atkin-Lehner involutions. Using the method developed in our earlier work [18] for computing Hecke operators relative to the explicit bases of automorphic forms in terms of solutions of Schwarzian differential equations, we obtain Ramanujan-type identities for X * 6 . To state the results, let us recall the Chowla-Selberg formula [15] , which states that if E is an elliptic curve over Q with complex multiplication by an imaginary quadratic number field K of discriminant d, then, up to an algebraic factor, the period of E is where χ d is the Kronecker character associated to K, w d is the number of roots of unity in K, and h d is the class number of K. Then we have the following Ramanujan-type identities for the Shimura curve X * 6 .
Theorem 1. Let
A n = (1/12) n (1/4) n (5/12) n (1/2) n (3/4) n n! , A n = (7/12) n (3/4) n (11/12) n (3/2) n (5/4) n n! , B n = (1/12) n (1/3) n (7/12) n (2/3) n (5/6) n n! , B n = (5/12) n (2/3) n (11/12) n (4/3) n (7/6) n n! , hold for the following values of M , N , R 1 , R 2 , and R 3 .
−84 3
A n x n = The hypergeometric differential equation associated to 2 F 1 (1/24, 5/24; 3/4; x) is essentially the Schwarzian differential equation associated to the Hauptmodul of X * 6 that takes values 0, 1, and ∞ at the CM-points of discriminants −4, −24, and −3, respectively. Likewise, the power series n B n x n is the square of a 2 F 1 -hypergeometric function whose corresponding hypergeometric differential equation is essentially the Schwarzian differential equation associated to the Hauptmodul of X * 6 that has values 0, 1, and ∞ at the CM-points of discriminants −3, −24, and −4, respectively. Thus, if we let Ω ∞ = ∞ be the period of a generalized elliptic curve (which is natural in view of the well-known fact that the period of the elliptic curve y 2 = x(x − 1)(x − λ) is π 2 F 1 (1/2, 1/2; 1; λ)), the general form of the Ramanujan's identities and our identities is
n is the power series expansion of a meromorphic modular form of weight 2 with respect to a Hauptmodul x of a modular curve or a Shimura curve such that x takes value 0 at a CM-point of discriminant d (possibly ∞), and x 0 is the value of x at some CM-point of discriminant d = d.
Remark 1.
There are three more pairs (M, N ) of integers such that the first set of equalities hold for some R 1 , R 2 , and R 3 . However, a rigorous proof of these three cases will require the computation of Hecke operators T p on the spaces of automorphic forms of weight 8(p + 1), for p = 29, 31, and 41, respectively. Such a computation will take a Likewise, numerically, we find that the second set of identities holds with M = 2 16 ·5 6 ·11 6 , N = 7 4 · 31 4 · 43 4 , R 1 = 45769617921456000, R 2 = 1027334373120000, and R 3 = 2. This corresponds to the CM-point of discriminant −267. A rigorous proof of this case requires the computation of T 23 on the space of automorphic forms of weight 192 on X * 6 . Note that if we allow M/N to be irrational algebraic numbers, then there are infinitely many Ramanujan-type identities.
Remark 2.
Observe that when a prime p = 2, 3 divides M , the series in the theorem converges p-adically. One may wonder what kind of p-adic numbers they converge to. Quite interestingly and mysteriously, it appears that with C 1 and C 2 replaced by certain products of p-adic Gamma values and possibly R 3 by different rational numbers, the identities also hold p-adically.
Let Γ p (x) be the p-adic Gamma function defined by
for positive integers n and extended continuously to Z p . Let
Our numerical computation suggests that, for the second set of identities in Theorem 1, (There is a unique sixth root such that the equality holds.) The equalities are verified up to 100 5-adic digits. There also appears to be p-adic analogues for the first set of identities in Theorem 1 in which the limits are Γ p (3/4)/Γ p (1/4) times some algebraic numbers. We believe that the identities should be related to p-adic periods of elliptic curves with CM, but we do not have a proof of these identities yet.
The plan for the rest of the paper is as follow. In Sections 2.1-2.4, we set up our notations and review basic properties of the Shimura curve under consideration. In particular, in Section 2.2, we will give an explicit description of automorphic forms on the Shimura curve in terms of hypergeometric functions. The computation of Hecke operators relative to these automorphic forms is pivotal in the proof of the Ramanujan-type identities. In Section 2.5, we state several general identities, the specialization of which gives us the identities in Theorem 1. The proof of these general identities will be given in Section 3. In Section 4, we prove the identities in Theorem 1. The main task there is the evaluation of certain automorphic functions on Shimura curves associated to Eichler orders of the quaternion algebra of discriminant 6 over Q at CM-points. The evaluation relies on some auxiliary polynomials, which will be listed in the appendix. , i.e., the algebra generated by I and J over Q with the relations
Choose the embedding ι : B → M (2, R) to be 
where α and β denote the Galois conjugates of α and β, respectively. Let also
where N B (O) is the normalizer of O in B, and
Let X 6 = Γ\H and X * 6 = Γ * \H be the Shimura curves associated to O and N B (O), respectively. In particular, X (See [1, Figure 5 .1] and [17] .) Here the grey area represents a fundamental domain for X * 6 . The grey area, together with the three white areas, forms a fundamental domain for X 6 . The four marked points on the boundary of the grey area are
respectively. The points P 2 , P 4 , and P 6 are representatives of the elliptic points of orders 2, 4, and 6, respectively. They are CM-points of discriminants −24, −4, and −3, respectively. Their isotropy subgroups are generated by
and
2.2. Spaces of automorphic forms on X * 6 . In [18] , we showed that when a Shimura curve has genus 0, all automorphic forms can be expressed in terms of solutions of its Schwarzian differential equations. When a Shimura curve corresponds a triangle group, this Schwarzian differential equation is essentially a hypergeometric differential equation. In this section, we review the properties relevant to our consideration. Lemma 3. Let t(τ ) be the Hauptmodul of X * 6 that takes values 0, 1, and ∞ at the elliptic points of order 4, 2, and 6, respectively. Let
be two linearly independent solutions of
Then we have
Moreover, we have
valid for τ in the fundamental domain such that |t(τ )| < 1. Here t(τ ) 1/4 is defined in a way such that it becomes a holomorphic function near P 4 and takes positive real values along the boundary of the fundamental domain from
1/2 is defined in a way such that it is a holomorphic function near P 2 and takes positive values along the boundary from P 2 and P 6 .
Proof. The proof is similar to that of Lemma 14 in [18] , so we omit it. Here we just point out that the simplification of the constant C uses the Gauss multiplication formula
and the functional equation 
where c j = Γ(j/24).
Lemma 4 ([18, Theorem 9]). Let t(τ ) be the Hauptmodul of X *
6 that takes values 0, 1, and ∞ at the elliptic points of order 4, 2, and 6, respectively. For a positive even integer k, let
be the dimension of the space S k (X * 6 ) of automorphic forms of weight k on X * 
) denote the set of all optimal embeddings relative to
(In terms of moduli spaces, the endomorphism ring of the corresponding abelian surface has center
is a finite set. In the case when d is a fundamental discriminant, the cardinality is given by the formula 
Lemma 5. Let t be the Hauptmodul of X * 6 that takes values 0, 1, and ∞ at the elliptic points of orders 4, 2, and 6, respectively. Suppose that τ is a CM-point of discriminant d in the fundamental domain and write α τ as a 0 + a 1 I + a 2 J + a 3 IJ. If t(τ ) takes a value in the line segment [0, 1], then a 0 = a 2 = 0. If t(τ ) takes a value in [1, ∞), then a 1 = 3a 3 . If t(τ ) takes a negative value, then a 0 = 0 and a 2 = −a 3 .
Proof. It is clear that tr (α d ) = 0. Thus, a 0 = 0. Also, the fixed point of ι(a 1 I + a 2 J + a 3 IJ) in the upper half-plane is
where = sgn (a 1 + a 3 √ 3). Now if t(τ ) takes a value in [0, 1], then τ lies on the vertical line segment from P 4 to P 2 . Thus, Re τ = 0 and we must have a 2 = 0.
If t(τ ) takes a value in [1, ∞), then τ lies on the arc from P 6 to P 2 , which is part of the circle of |τ | 2 = 2 − √ 3. Thus,
Therefore, a 1 = 3a 3 . If t(τ ) takes a negative value, then τ lies on the arc from P 4 to P 6 , which is part of the circle (Re τ − 1)
2 + (Im τ ) 2 = 2. Therefore,
Simplifying, we find a 2 = −a 3 .
2.4.
Hecke operators on the spaces of automorphic forms on X * 6 . To define the Hecke operator T p on S k (X * 6 ) for a prime p relatively prime to 6, we pick an element α in O of norm p and consider the double coset
where γ 1 , γ 2 , γ 3 , γ 6 are defined by (2) , and
Here N(α) denotes the reduced norm of α. The group Γ * acts on the left of Γ * p by multiplication and the number of orbits is p + 1.
For an automorphic form G(τ ) of weight k in S k (X * 6 ) and an element γ = a b c d ∈ Γ * p , we define the slash operator by
It is easy to show that if γ 1 and γ 2 is in the same coset Γ * \Γ * p , then G| k γ 1 = G| k γ 2 and the function
is again an automorphic form of weight k on X * 6 . In other words, the mapping
). This linear transformation is called the pth Hecke operator of S k (X * 6 ). For general integers n relatively prime to 6, the nth Hecke operator T n is defined similarly, with Γ * p replaced by Γ * n = Γ n ∪ γ 2 Γ n ∪ γ 3 Γ n ∪ γ 6 Γ n , where Γ n = {α ∈ O : N(α) = n}.
Note that for an element γ ∈ γ e Γ n , e ∈ {1, 2, 3, 6}, the trace of √ eγ is an integer multiple of e. Let t = tr ( √ eγ)/e. If t satisfies (et) 2 < 4en, then the fixed point of γ is a CM-point of discriminant (e 2 t 2 − 4en)/f 2 for some integer f .
The main identities.
Here we shall state the main identities, from which the identities in Theorem 1 are derived. Let the notations B, O, and X * 6 be defined as in Section 2.1 and ι be the embedding B → M (2, R) given by (1) . Let the representatives P 2 , P 4 and P 6 of elliptic points of orders 2, 4, 6 be chosen as in (3) . Let t be the unique Hauptmodul of X * 6 that takes values 0, 1, and ∞ at P 4 , P 2 , and P 6 , respectively, and fix a nonzero automorphic form F (τ ) of weight 8 and a nonzero automorphic form G(τ ) of weight 12 on X * 
Changing φ to −φ if necessary, we assume that a 1 + a 3 √ 3 > 0. Set
where the slash operator is defined as in (7). Now with the settings given as above, our main identities state as follows.
Theorem 2. Set
If t 0 is real and satisfies 0 < t 0 < 1, then
∞ n=0 (7/12) n (3/4) n (11/12) n (3/2) n (5/4) n n! 8Rt
where
where R and S are defined in the same way as (10). If t 0 is real and satisfies |t 0 | > 1, we set s 0 = 1/t 0 . When 0 < s 0 < 1, we have
∞ n=0 (5/12) n (2/3) n (11/12) n (4/3) n (7/6) n n! 12R s
When −1 < s 0 < 0, we have
where R and S are defined as (15).
We will prove the main identities in the next section.
PROOF OF THE MAIN IDENTITIES (THEOREM 2)
Let D < 0 be the discriminant of an imaginary quadratic order R D such that an optimal embedding φ of relative to (O, R D ) exists. Let α = φ( √ D) and γ = ι(α) so that the fixed point τ 0 of γ is a CM-point of discriminant D on X * 6 . By conjugating by a suitable element of Γ * , we may assume that τ 0 lies in the fundamental domain described in Section 2.1. Write γ = a b c d . Changing φ to −φ if necessary, we assume that c > 0. Let t be the Hauptmodul of X * 6 that takes values 0, 1, and ∞ at the elliptic points of orders 4, 2, and 6, respectively. Let 
and evaluate the two sides at
We have
(Note that a + d = tr γ = 0.) Thus,
Set t 0 = t(τ 0 ) and assume that |t 0 | < 1. For the right-hand side of (19), we have, by (18) ,
Then, by Lemma 3, we have
Also, differentiating the two sides of (4) in Lemma 3 with respect to τ and then evaluating at τ 0 , we obtain 2i
That is, (22) into (20), we get
Substituting this and
By (5) in Lemma 3, we find
Plugging this into (24), we arrive at
For the left-hand side of (19), we have, by (3) in Lemma 3 again,
, which is a subgroup of finite index in Γ * . Therefore, F (τ )/ F (τ ) is an algebraic function of t, and so is
Then (27) becomes
Combining this with (19) and (26), we obtain
Write φ(
Now it is necessary to consider the two cases 0 < t 0 < 1 and −1 < t 0 < 0 separately. Assume first 0 < t 0 < 1. By Lemma 5, we have a 2 = 0 and
Thus, from (30) we get
. It follows that
Then we deduce from this and (29) that
where R and S are the numbers defined in (25) and (28), respectively. Furthermore, from (5) and (23), we have
.
From this, (22)
, and (32), it follows that
Equivalently, we have
Now from (21), (31), and the fact |D| = a 2 1 − 3a 2 3 , we have
Substituting this into (34), we get
Now we consider the cases −1 < t 0 < 0. By Lemma 5, we have a 2 = −a 3 so that
In this case, we have |D| = a 
Instead of (32), we now have
Likewise, instead of (33), we have
or equivalently,
and hence
Now by Clausen's identity [2] (39)
we may write
Substituting these two expressions into (32), we find that for the cases 0 < t 0 < 1,
This proves (8) . For the cases −1 < t 0 < 0, we note that, according to the description of t 1/4 given in Lemma 3, we have R = −e 2πi/8 |R|. In these cases, (36) becomes
This is (11) in the theorem. Likewise, by (39) again, we have 
Substituting these two into (35), we obtain, for the cases 0 < t 0 < 1,
This proves (9) . For the cases −1 < t 0 < 0, we have t 1/2 0 = e −2πi/4 |t 0 | and R = −e 2πi/8 |R|, and (38) yields
This is (12) in the theorem. The proof of the identities (13)- (17) is very similar to the proof of (8)- (12) and is skipped.
PROOF OF THEOREM 1
Let t(τ ) be the Hauptmodul of X * 6 that takes values 0, 1, and ∞ at the elliptic points of order 4, 2, and 6, respectively. There are finitely many discriminants D such that the number of CM-point of discriminant D on X * 6 is one. These discriminants are given in the first columns of the tables in Theorem 1 and Remark 1. The values of t at these CMpoints were determined numerically by Elkies [12] and later proved rigorously by Errthum [13] using Borcherds forms. These values are given by M/N , where M and N are the integers from the tables. Now according to Theorem 2, to prove the identity associated to the discriminant D, the main task is the evaluation of the constant S in (10) or S in (15) . Here we will work out two cases and omit the others.
Let D = −120 and choose the optimal embedding φ :
and τ 0 = (− √ 3 + √ −30)/(6 + √ 3) be the fixed point of γ in the upper half-plane. Then τ 0 is the representative of the CM-point of discriminant −120 in the fundamental domain described in Section 2.1. According to Theorem 2, we need to evaluate the function
at τ 0 , where F (τ ) is any nonzero automorphic form of weight 8 on X * 6 and F (τ ) = F (τ ) 8 γ. In order to do so, we note that g(τ ) is an automorphic function on the subgroup Γ * ∩(γ −1 Γ * γ) and hence t(τ ) and g(τ ) satisfy a polynomial relation P (t, f ) = 0 for some polynomial P (x, z). Then f (τ 0 ) will be a root of the polynomial P (t(τ 0 ), z) in z.
Here, to determine the polynomial P (x, y), we observe that the matrix γ 0 = γ/ √ 6 lies in Γ * 5 , where Γ * p is defined by (6) , and can be taken to be one of the coset representatives in Γ * \Γ * 5 defining the 5th Hecke operator T 5 on X * 6 . Let γ 1 , . . . , γ 5 be the other coset representative defining T 5 . Then any symmetric sum of F (τ ) 8 γ j will be an automorphic function on X * 6 and hence equal to a rational function in t. In particular, there is a polynomial Q(x, y) of degree 6 in y such that Q(t, F/ F ) = 0. Then we have
Eliminating the variable y from the two polynomials
we get the polynomial P (x, z) satisfying P (t, f ) = 0.
From the above discussion, we see that the problem of proving the identity for the discriminant −120 boils down to the determination of the polynomial Q(x, y) satisfying Q(t, F/ F ) = 0. This is where the method of computing Hecke operators developed in [18] comes in.
Let u = −540/t be the Hauptmodul of X * 6 that takes values 0, −540, and ∞ at P 6 , P 2 , and P 4 , respectively. By Equation (16) of [18] , for a positive even integer k, a basis for the space of automorphic forms of weight k on X * 6 is given by That is, we have
Now we choose the nonzero automorphic form F of weight 8 to be g 8, 0 . From the description of g k, , we find
for any weight k that is a multiple of 8. Then the table above gives us
By the definition of Hecke operators, we have
Then an application of Newton's identity yields Replacing t by x in the last expression, we get the polynomial Q(x, y). Computing the resultant of the two polynomials in (40) with respect to y, we find that the polynomial P (x, z) is
By [12, 13] , we know that t(τ 0 ) = −7 4 /15 3 and consequently, f (τ 0 ) is equal to one of the six zeros of the polynomial P (−7 4 /15 3 , z) in z. To determine which zero is f (τ 0 ), we note that the polynomial P (x, z) can actually be taken as a defining equation of the Shimura curve X 6 (5)/W 6 over Q, where X 6 (5) denotes the Shimura curve associated to the Eichler order O ∩ (γ −1 Oγ) of level 5 and X 6 (5)/W 6 denotes its quotient by the Atkin-Lehner involution w 2 and w 3 . Since τ 0 as a point on X * 6 (5) is the unique CM-point of discriminant −120, it is a rational point on X * 6 (5) over Q. In other words, the only rational zero 2250/6517 of the polynomial P (−7 4 /15 3 , z) must be the value of f (τ 0 ). (The other five zeros correspond to the CM-points of discriminant −5 2 · 120 on X * 6 (5).) Thus, the two numbers R and S in (10) This proves the identities for the discriminant −120. in (15) at τ 0 , where G(τ ) is any nonzero automorphic form of weight 12 on X * 6 , G = G 12 γ 0 , and s(τ ) = 1/t(τ ). By Lemma 4, we know that we can choose G = t 1/2 F 3/2 . Thus,
where F = F 8 γ 0 . Now observe that has determinant 5 and can be taken to be a coset representative for Γ * \Γ * 5 defining the Hecke operator T 5 . Therefore, letting F 1 (τ ) = F (τ ) 8 γ 1 and
we have P (t, f 1 ) = 0, where P (x, z) is the polynomial in (41). By [12, 13] , we have t(τ 0 ) = −3 7 /2 10 and f 1 (τ 0 ) is equal to one of the six zeros of the polynomial P (−3 7 /2 10 , z) in z. To see which zero is equal to f 1 (τ 0 ), we note that τ 0 , as a point on X * 6 (5), is one of two CM-points of discriminant −19 and the these two CM-points of discriminant −19 are rational over Q( √ −19). Therefore, f 1 (τ 0 ) is equal to one of 512(19 ± √ −19)/60021. Now d dτ log F (τ )
Evaluating at τ 0 , we get d dτ log F (τ )
Comparing with (19), we find
Since S is necessarily real, we conclude that
F (τ ) τ =τ0 = 10240 60021 .
