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This paper deals with the Leibowitz–Rubinow models of population dynamics
with general birth laws and zero minimum cycle length. We give generation results
in Lp-spaces and investigate the spectrum and the asymptotic behavior of the cor-
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1. INTRODUCTION
This paper deals with the mathematical analysis of a model of structured
population dynamics introduced by Leibowitz and Rubinow [11]. Typically,
it consists of a transport equation
∂ϕ
∂t
a l t + ∂ϕ
∂a
a l t + µa lϕa l t = 0 (1.1)
complemented by a non-local boundary condition
ϕ0 l t =
∫ l2
l1
kl l′ϕl′ l′ tdl′ + cϕl l t (1.2)
and an initial condition
ϕa l 0 = ϕ0a l (1.3)
where
a l ∈  = a l	 0 < a < l l1 < l < l2

and
0 ≤ l1 < l2 <∞
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This is a model of a proliferating cell population with inherited proper-
ties. The variable l denotes the cycle length of cells, that is to say, the time
between cell birth and cell division. It is a characteristic inherent to indi-
vidual cells and is assumed to be determined at birth. The variable a is the
age of the individual cell. At birth, the age of the cell is null, and at divi-
sion it is assumed to be equal to the cycle length l. The constants l1 and l2
represent, respectively, the minimum cycle length (eventually l1 = 0) and
the maximum one. The unknown ϕa l t denotes the density of the cell
population with age a, cycle length l at time t ≥ 0. The nonnegative func-
tion µ  is the rate of cell mortality, and the “boundary operator” (1.2)
describes the transition from mother cycle length to daughter cycle length.
In addition to the well-posedness of the initial boundary value problem (1.1),
(1.2), (1.3), the main concern is the asymptotic t → +∞ behavior of the
density of cells ϕ  t. To this end, it is convenient to regard (1.1), (1.2),
(1.3) as a Cauchy problem,
dϕ
dt
= AKϕ ϕ0 = ϕ0
where
AKϕ = −
∂ϕ
∂a
a l t − µa lϕa l t
with domain
DAK =
{
ϕ ∈ Lp	
∂ϕ
∂a
∈ Lp and ϕ0 l = Kϕ˜l
}

where ϕ˜l = ϕl l and
K ϕ˜→
∫ l2
l1
kl l′ϕ˜l′dl′ + cϕ˜l (1.4)
We point out that, for the physical models, this boundary operator is mul-
tiplicative (in particular, it is not a contraction). As we will see hereafter,
this makes the mathematical analysis quite technical and rich in spite of
the simple aspect of the transport equation (1.1). Several examples were
investigated in [11, 16, 17]. In particular, the spectrum of the operator AK
was investigated by G. F. Webb (see [16, 17]) in a framework of continuous
functions. Recently, Latrach and Mokhtar-Kharroubi [9] gave a detailed
spectral analysis of AK in Lp-spaces for very general transition operators
K covering, in particular, the usual models. Moreover, they showed that AK
generates a c0-semigroup in L1 if K is multiplicative, i.e., if Kϕ˜ ≥ ϕ˜
for ϕ˜ ∈ L1 and ϕ˜ ≥ 0. This very special generation result is peculiar to
L1 and relies on the theorem of Batty and Robinson [2]. More recently,
Boulanouar [3] showed, under the basic assumption
l1 > 0
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that AK generates a c0-semigroup in Lp 1 ≤ p < ∞ for an arbitrary
boundary operator K. He also proved that the semigroup is compact (for
large time) if K is a compact operator. Thus, if l1 > 0 and if the boundary
operator (1.2) reduces to the integral part (i.e., c = 0) then the asymptotic
analysis t → +∞ fails within the framework of the classical theory of
eventually compact semigroups (see Boulanouar [3] for more details). To
our knowledge, apart from the very special generation result given in [9]
(which holds in L1), there is no generation result when l1 = 0 and (of
course!) the asymptotic behavior of the corresponding Cauchy problem is
also an open mathematical problem. It is the main business of this paper
to ﬁll in this blank. Thus, we are mainly concerned with the case of zero
minimum cycle length,
l1 = 0
First we derive a general property of boundary operators implying a gener-
ation result in all Lp-spaces. This property (satisﬁed, for instance, by com-
pact boundary operators) relies on a “smallness” condition of the boundary
operator in the neighborhood of l = 0 regardless of its global size (i.e., its
norm) and is inspired by a technique used by one of the authors in the
context of transport theory [10]. A particular consequence of this result is
that AK generates a c0-semigroup in Lp if the boundary operator is of the
form (1.2) with 0 ≤ c < 1. We also show that the semigroup is compact (for
large time) if the boundary operator is. The proof is quite technical and is
based ﬁrst on a stability result showing that the semigroup depends continu-
ously (in the norm operator topology) on the boundary operator. We derive,
for ﬁnite rank boundary operators, a Dyson–Phillips expansion from which
we deduce the compactness result. We point out that this Dyson–Phillips
expansion is very involved and is not classical at all since we deal with
boundary perturbations, in contrast, for instance, to what happens in neu-
tron transport theory. We also treat the (much more difﬁcult) case of the
mixed boundary condition (1.2), where the boundary operator is not com-
pact because of c = 0. Under an assumption (stronger than compactness)
of Hille–Tamarkin on the kernel k  we obtain a Dyson–Phillips expan-
sion of the semigroup and derive an estimate of its essential type from which
the asymptotic behavior of the semigroup follows by standard arguments.
Moreover, a very precise spectral description of its generator is given. Open
problems and useful conjectures are also given.
2. PRELIMINARY RESULTS
We deﬁne
 = a l such that l1 < l < l2 0 < a < l

theory of a growing cell population 73
(where 0 ≤ l1 < l2 <∞) and
Xp = Lp dadl 1 ≤ p <∞
Let
1 = 0 l l ∈ l1 l2
 and 2 = l l l ∈ l1 l2

and
Xip = Lpi dl i = 1 2
We deﬁne the partial Sobolev space
Wp  = ϕ ∈ Xp such that, for a.e. l ∈ l1 l2 ϕ l is absolutely
continuous and
∂ϕ
∂a
∈ Xp

equipped with the norm
ϕWp =
(
ϕpXp +
∥∥∥∂ϕ
∂a
∥∥∥p
Xp
) 1
p
 ∀ϕ ∈ Wp (2.1)
Since any ψ ∈ Wp is by assumption absolutely continuous with respect to
the ﬁrst variable, one can deﬁne its trace on 1 and 2 as
ψ1l = lima→0ψa l and ψ2l = lima→l ψa l a.e. l ∈ l1 l2
We refer the reader to [12] for a complete description of the trace spaces
(Theorem 2.2) and the completeness of Wp (Proposition 2.1). We deﬁne
the unbounded operator
AK DAK ⊂ Xp → Xp
ψ→ AKψa l = −
∂ψ
∂a
a l − µa lψa l
DAK = ψ ∈ Wp such that ψi ∈ Xipi = 1 2 and Kψ2 = ψ1

where µ  ∈ L∞ and K ∈ X2pX1p. We note that the resolvent of
the operator A0 (corresponding to K = 0) is
λ−A0−1ϕa l =
∫ a
0
e−
∫ a
s λ+µτldτϕs lds λ > − ess inf

µ 
It is easy to check that A0 generates a positive c0-semigroup U0t	 t ≥ 0

in Xp,
U0tψa l = ψa− t lχt<ae−
∫ a
a−t µτldτ
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We conclude this section with the expression of the resolvent of AK we
shall need in the sequel. Deﬁne
λ X1p → X2p
λul l = u0 le−
∫ l
0λ+µslds
(2.2)
!λ X1p → Xp
!λua l = u0 le−
∫ a
0 λ+µslds
(2.3)
"λ Xp → X2p
"λul l =
∫ l
0 us le−
∫ l
s λ+µτldτ
(2.4)
We have the following (see [9, Theorem 3.1])
Proposition 2.1. We assume there exists a real λ0 such that
rσλK < 1 ∀Reλ > λ0 (2.5)
Then
λ−AK−1 =
∑
n≥0
!λKλKn"λ + λ−A0−1 ∀Reλ > λ0 (2.6)
Remark 2.1. When l1 > 0, any bounded transition operator K satisﬁes
condition (2.5). In that case, λ0 is proportional to 1/l1 [3]. On the other
hand, if l1 = 0 then condition (2.5) is satisﬁed by any operator K “small in
the neighborhood” of l = 0 (see Section 3). This is the case, for instance,
when K is of the shape
K ϕ→
∫ l2
l1
kl l′ϕl′ l′dl′ + cϕl l
with 0 < c < 1 and the kernel k  is of the Hille–Tamarkin type (see
Section 7.2).
Remark 2.2. As mentioned in [9, Theorem 4.1] (see also [12, Lemma
6.1]), solving the resolvent equation
λ−AKψ = ϕ ψ ∈ DAK ϕ ∈ Xp
is equivalent to solving the boundary Fredholm equation
ψ2 = λKψ2 +"λϕ (2.7)
Moreover, it is well known that a necessary and sufﬁcient condition for
solving (2.7) is rσλK < 1. Thus, condition (2.5) is optimal for AK to
have a positive resolvent. We point out that this does not ensure that AK
is a generator of a c0-semigroup in Xp [1].
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3. GENERATION RESULTS
We are interested in ﬁnding suitable conditions on the transition operator
K such that AK generates a c0-semigroup in Xp. As mentioned in the
Introduction, the case l1 > 0 is solved by Boulanouar (see [3, Theorem 3.2])
for arbitrary bounded transition operators K. In the present paper we deal
with the delicate case
l1 = 0
i.e., where the minimum cycle length is null. The mathematical difﬁculty
relies on the existence of an arbitrarily small “time of sojourn” a
v
≤ l
v
(v =
velocity = 1) in the vicinity of the cusp of the phase space. Our generation
results, inspired by transport theory [10], rely on a “smallness assumption”
of K in the neighborhood of l = 0, regardless of the global size of the
boundary operator K. We begin by recalling a well-known generation result
in the case of contractive transition operators (see [3] or [7, Chap. XI]), which
is a simple consequence of the theorem of Hille and Yosida.
Theorem 3.1. Assume that KX2pX1p < 1. Then AK generates a c0-
semigroup UKt	 t ≥ 0
 such that UKt ≤ e−µt , t ≥ 0.
Our general strategy when K ≥ 1 is the following. First, we make a
suitable change of unknown as in [7, Chap. XIII]. Second, we show, thanks
to our “smallness assumption” of K in the neighborhood of l = 0, that
the new equivalent problem involves a contractive boundary operator and,
as such, is governed by Theorem 3.1. Deﬁne the boundary multiplication
operator
Mq ϕ ∈ X2p → qlϕl l ∈ X2p
and the unbounded operator
TKq DTKq ⊂ Xp → Xp
ψ→ TKqψa l = −
∂ψ
∂a
a l − µa l + log qψa l
with DTKq = ψ ∈ Wp	ψi ∈ Xip i = 1 2 and KMqψ2 = ψ1
. Let
M˜q ψ ∈ Xp → qaψ ∈ Xp
The operators AK and TKq are related as follows.
Lemma 3.1. Let 0 < q < 1. Then M˜−1q DAK = DTKq and AK =
M˜qTKqM˜
−1
q .
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Proof. Let 0 < q < 1 be ﬁxed. It is easy to see that M˜q is a continuous
bijection from ψ ∈ Wp such that ψi ∈ Xip i = 1 2
 onto itself. Let
ϕ ∈ DAK and ψ = M˜−1q ϕ. Then
ψ1l = ψ0 l = ϕ1l = Kϕ2 and ψ2l = ψl l = q−1ϕ2l
Thus ψ1 = KMqψ2 and ψ ∈ DTKq. Conversely, if ψ ∈ DTKq, we
prove similarly that
ϕa l = M˜qψa l = q−aψa l ∈ DAK
so DTKq = M˜−1q DAK. Furthermore, for any ϕ ∈ DAK,
M˜qTKqM˜
−1
q ϕa l = qa
[
− ∂
∂a
− µa l + log q
]
q−aϕa l
= −∂ϕ
∂a
a l − µa lϕa l = AKϕ
Similarly, we have
Theorem 3.2. TKq generates a c0-semigroup VKq	 t ≥ 0
 in Xp, if and
only if AK is a generator of a c0-semigroup UKt	 t ≥ 0
 in Xp given by
UKt = M˜qVKqtM˜−1q 
Moreover, UKt ≤ q−l2VKqt, t ≥ 0 0 < q < 1.
Remark 3.3. (a) According to Theorem 3.2, we only have to ﬁnd a
real number 0 < q < 1 such that TKq generates a c0-semigroup in Xp.
A sufﬁcient condition is that KMq < 1. Thus, we are led to look for
conditions on K such that
lim sup
q→0
KMq < 1
(b) Note that if lim supq→0 KMq < 1 then
lim sup
q→0
rσMqK < 1
Setting λ = − log q leads to rσλK < 1 for large λ, i.e., condition (2.5)
in Proposition 2.1 is fulﬁlled.
Following [10], we deﬁne Kε = Kχε, where χε is the truncation operator
χε f ∈ X2p → fχ0 ε ∈ X2p
and χ0 ε denotes the characteristic function of the interval 0 ε.
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Theorem 3.3. Let K ∈ X2pX1p be such that lim supε→0 Kε < 1.
Then AK is a generator of a c0-semigroup in Xp 1 ≤ p <∞.
Proof. We note that
KMq ≤ Kε + KI − χεMq ε > 0 0 < q < 1
and
I − χεMq = supql l ∈ ε l2
 → 0 as q→ 0
Hence lim supq→0 KMq ≤ Kε, ε > 0, and the generation follows from
Remark 3.3 since lim supε→0 Kε < 1.
Remark 3.4. We point out that the assumption Ku ≥ u ∀u ∈ X21 ,
u ≥ 0 used in [9] to derive a generation theorem in X1 is not covered by
our result. It sufﬁces to consider the boundary operator
Ku2l = αχδ l2l
∫ l2
0
u2l′dl′ δ > 0 αl2 − δ ≥ 1
Then, by [9, Theorem 5.2], AK generates a c0-semigroup in X1, whereas K
does not satisfy the assumption of Theorem 3.3 since Kε = αl2 − δ ≥ 1
for any ε > 0.
Corollary 3.1. Let 1 < p < ∞. Assume that K = K1 + K2, where
K1 X2p → X1p is compact and K2 < 1. Then AK generates a c0-semigroup
in Xp.
Proof. According to Theorem 3.3, it sufﬁces to prove that lim supε→0
Kχε < 1. Note that
Kχε ≤ K1χε + K2 = χεK∗1 + K2 ∀ ε > 0
where K∗1 ∈ X1p′X2p′  denotes the dual operator of K1 1p + 1p′ = 1.
Since the truncation operator χε goes to zero as ε → 0 in the strong
operator topology (and consequently uniformly on compact subsets of X2p′)
it follows from the compactness of K∗1 that limε→0 χεK∗1X1p′ X2p′  = 0.
Hence
lim sup
ε→0
Kχε ≤ K2 < 1
Corollary 3.2. Let p = 1 and assume that K = K1 +K2, where K1 is
nonnegative and of the form
K1 ψ ∈ X21 → K1ψl =
∫ l2
0
kl l′ψ2l′dl′ ∈ X11 
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If
K2 + lim
ε→0
(
ess sup
l′∈0ε
∫ l2
0
kl l′dl
)
< 1
then AK generates a c0-semigroup in X1.
Proof. The proof follows from the fact that K1χεX21 X11  =
ess supl′∈0ε
∫ l2
0 kl l′dl.
4. A STABILITY RESULT
In this section we prove that the semigroup generated by AK depends
continuously on K. We begin with the case of a contractive transition oper-
ator. Let
TH  DTH ⊂ Xp → Xp
ψ→ THψa l = −
∂ψ
∂a
a l − µa lψa l
DTH = ψ ∈ Wp such that ψi ∈ Xipi = 1 2 and Hψ2 = ψ1

where µ  ∈ L∞ is positive. Let H ∈ X2pX1p with HX2pX1p
< 1. By Theorem 3.1, TH generates a c0-semigroup in Xp denoted by
VHt	 t ≥ 0
.
Proposition 4.2. Assume that H1X2pX1p < 1 and H2X2pX1p < 1.
Then
VH1t − VH2t ≤
H1 −H2
1− H11− H2
∀ t ≥ 0
The main idea of the proof is the following. Given ϕ0 ∈ Xp, if we set
φa l t = VH1tϕ0a l and ψa l t = VH2tϕ0a l, then the differ-
ence u = φ− ψ satisﬁes the equation
∂u
∂t
alt+ ∂u
∂a
alt+µalualt=0 ual0=0 al∈
complemented by the boundary condition
u0 l t = H1u2l t + H1 −H2ψ2 
Since H1 is contractive, such an equation can be solved by an appropriate
iterative process and the method of characteristics. Then, the result follows
by standard estimates of u in terms of Hi i = 1 2 and ϕ0. For a complete
proof we refer to [12, Theorem 4.4].
Now, we easily extend the previous result to general (non-contractive)
transition operators.
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Theorem 4.4. Let K ∈ X1pX2p be such that lim supq→0 KMq < 1,
and let Knn ⊂ X1pX2p be such that
lim
n→∞K −KnX1pX2p = 0
Then
lim
n→∞UKt −UKntXp = 0 ∀ t ≥ 0
where UKnt	 t ≥ 0
 denotes the c0-semigroup generated by AKn n ≥ 0.
Proof. Since lim supq→0 KMq < 1, there exists 0 < q < 1 such that the
unbounded operator TKq (described in the previous section) generates
a c0-semigroup VKqt	 t ≥ 0
 in Xp. Moreover, since limn→∞ K −
KnX1pX2p = 0, one can choose 0 < q < 1 such that, for any n > n0
TKnq involves a contractive boundary operator and is a generator of a
c0-semigroup VKnq	 t ≥ 0
 in Xp. According to Proposition 4.2,
lim
n→∞VKqt − VKnqt ≤
KMq −KnMq
1− KMq1− KnMq
→ 0 n→∞
and we conclude with Theorem 3.2.
5. SPECTRAL ANALYSIS FOR A SMOOTH
BOUNDARY OPERATOR
This section is devoted to the spectral analysis of UKt	 t ≥ 0
 for a
smooth (compact) boundary operator. At ﬁrst, we express this semigroup
as a Dyson–Phillips expansion series for a certain class of transition operator
K. Assume that K is of the form
K ϕ ∈ X2p → Kϕ0 l =
∫ l2
l1
kl l′ϕl′ l′dl′ ∈ X1p
and that AK generates a c0-semigroup UKt	 t ≥ 0
 in Xp. Then
Theorem 5.5. If K is nonnegative and if
rσλK < 1 for Reλ large enough (5.1)
then
UKt = U0t +
∞∑
n=0
Vnt t ≥ 0
where
V0tϕa l = e−
∫ a
0 µslds
∫ l2
l1
kl l′El′ l′ + a− tϕa+ l′ − t l′dl′
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and
Vntϕa l = e−
∫ a
0 µslds
∫ l2
l1
kl l′El′ 0dl′
∫ l2
l1
kl′ l′′El′′ 0dl′′
  
∫ l2
l1
kln−1 lnEln 0dln
×
∫ l2
l1
kln ln+1E
(
ln+1 a+
n+1∑
j=1
lj − t
)
×ϕ
(
a+
n+1∑
j=1
lj − t ln+1
)
dln+1 ϕ ∈ Xp n ≥ 1
with El x = χ0<x<l
e−
∫ l
x µslds l ∈ l1 l2.
Proof. We ﬁrst show that
λ−AK−1ϕ− λ−A0−1ϕ =
∫ ∞
0
e−λt
∑
n≥0
Vntϕdt (5.2)
for ϕ ∈ Xpϕ ≥ 0, and λ large enough. According to Proposition 2.1 and
assumption (5.1), there exists λ0 > 0 such that
λ−AK−1 =
∑
n≥0
!λKλKn"λ + λ−A0−1 ∀Reλ > λ0
Thus, it sufﬁces to show that, for any n ≥ 0,
!λKλKn"λϕ =
∫ ∞
0
e−λtVntϕdt Reλ > λ0
We consider ﬁrst n = 0,
"λϕl l =
∫ l
0
e−
∫ l
s µτl+λdτϕs lds
=
∫ ∞
0
e−λtEl l − tϕl − t ldt
By Fubini’s theorem
K"λϕ0 l =
∫ ∞
0
e−λt dt
∫ l2
l1
kl l′El′ l′ − tϕl′ − t l′dl′ (5.3)
Then
!λK"λϕa l = e−
∫ a
0 µslds
∫ ∞
0
e−λt+a dt
×
∫ l2
l1
kl l′El′ l′ − tϕl′ − t l′dl′
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We make the change of variables s = t + a and get
!λK"λϕa l = e−
∫ a
0 µτldτ
∫ ∞
0
e−λs ds
∫ l2
l1
kl l′
×El′ l′ + a− sϕl′ + a− s l′dl′
so !λK"λϕ =
∫∞
0 e
−λsV0sϕds. In the same way (for the details, see [12,
Theorem 5.6]) one can show by induction that
λKn"λϕal=El0
∫ ∞
0
e−λt dt
∫ l2
l1
kll′El′0dl′

∫ l2
l1
dln−1kln−2ln−1Eln−10
∫ l2
l1
kln−1ln
×E
(
lnl+
n∑
j=1
lj−t
)
ϕ
(
l+
n∑
j=1
lj−tln
)
dln (5.4)
Then, it appears that
!λKλKn"λϕa l = e−
∫ a
0 µslds
∫ ∞
0
e−λt+a dt
∫ l2
l1
kl l′El′ 0dl′
  
∫ l2
l1
kln−1 lnEln 0dln
×
∫ l2
l1
kln ln+1E
(
ln+1
n+1∑
j=1
lj − t
)
×ϕ
(
l′ +
n+1∑
j=2
lj − t ln+1
)
dln+1
Making the change of variables s = t + a yields
!λKλKn"λϕ =
∫ ∞
0
e−λtVntϕdt Reλ > λ0 ϕ ≥ 0
and this ends the proof of (5.2). Finally, since
λ−AK−1ϕ− λ−A0−1ϕ =
∫ ∞
0
e−λtUKtϕ−U0tϕdt
for large Reλ
it follows that
UKtϕ−U0tϕ =
∞∑
n=0
Vntϕ t ≥ 0
for ϕ ≥ 0 and consequently for any ϕ ∈ Xp since X+p −X−p = Xp.
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Remark 5.5. In the above theorem, the series
∑∞
n=0 Vnt converges in
the strong operator topology only.
We are now able to discuss the compactness properties of the semigroup
UKt	 t ≥ 0
.
Theorem 5.6. Let 1 < p <∞. We assume that K X2p → X1p is compact
and nonnegative. Then UKt is compact on Xp for any t > 2l2.
Proof. According to Corollary 3.1, lim supq→0 KMq < 1. Let 0 < q <
1 be such that KMq < 1. Then, by Theorem 3.2, TKq generates a c0-
semigroup Vqt	 t ≥ 0
 and
UKt = M˜qVqtM˜−1q  (5.5)
According to (5.5), it is sufﬁcient to prove the compactness of UKt when
the transition operator is contractive. Since K is compact, there exists a
sequence Kn
n of ﬁnite rank operators such that limn→∞ K − Kn = 0.
Moreover, we can assume that Kn is a nonnegative and contractive operator
for any integer n. According to Theorem 4.4, it sufﬁces to show that UKt
is compact for any t > 2l2 when K is a nonnegative ﬁnite-rank operator. In
that case
K ϕ ∈ X2p → Kϕ0 l =
∫ l2
l1
kl l′ϕl′ l′dl′ ∈ X1p
where kl l′ = ∑i∈I filgil′ with fi ∈ Lpl1 l2 gi ∈ Lp′ l1 l2 i ∈ I
ﬁnite,  1
p
+ 1
p′ = 1. Moreover, by density arguments, and thanks to Theo-
rem 4.4, we may assume that fi gi are continuous with compact supports
in l1 l2. According to Theorem 5.5,
UKt = U0t +
∞∑
n=0
Vnt =
∞∑
n=1
Vnt
becauseU0t = V0t = 0 for any t > 2l2.We ﬁrst prove that Vnt is compact
on Xp for any n ≥ 1 and any t > 0. One can check that Vnt is dominated
by Vnt where
Vntϕa l  = e−µt
∫ l2
l1
kl l′dl′
∫ l2
l1
kl′ l′′dl′′   
∫ l2
l1
kln−1 lndln
×
∫ l2
l1
kln ln+1χ{
a+∑nj=1 lj<t<a+∑n+1j=1 lj}
×ϕ
(
a+
n+1∑
j=1
lj − t ln+1
)
dln+1
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Using the change of variables
x = a+
n+1∑
j=1
lj − t dx = dln x ∈ 0 ln+1
one sees that Vnt is dominated by an integral operator V˜nt in Xp,
V˜ntϕa l = e−µt
∫ l2
l1
kl l′dl′
∫ l2
l1
kl′ l′′dl′′   
∫ l2
l1
dln+1
×
∫ ln+1
0
ϕx ln+1k
(
ln−1 x+ t − a−
n−1∑
j=1
lj − ln+1
)
×k
(
x+ t − a−
n−1∑
j=1
lj − ln+1 ln+1
)
dx
V˜nt has a bounded kernel and is therefore compact in Xp. We deduce by a
domination argument [4] that Vnt is a compact operator in Xp for any n ≥
1 t > 0. Moreover, there exists δ > 0 such that supp fi ⊂δ l2 ∀ i ∈ I,
since fi is compactly supported. It follows that Vnt = 0 for t > 2l2 and n
large enough (it sufﬁces to choose nδ > t), so the series reduces to ﬁnitely
many terms, and this ends the proof.
To deal with the case p = 1, we need some technical preliminaries.
Lemma 5.2. Let p = 1 and assume that K is a nonnegative, weakly com-
pact integral operator
K ϕ ∈ X21 → Kϕ0 l =
∫ l2
l1
kl l′ϕl′ l′dl′ ∈ X11  (5.6)
such that
lim sup
q→0
KMq < 1 (5.7)
Then Vnt ≤ e−µtKn+1 n ≥ 1 t ≥ 0, where Vnt is deﬁned in Theo-
rem 5.5.
Proof. Let ϕ ≥ 0 and let n ≥ 1 be ﬁxed. We have seen in the proof of
Theorem 5.6 that
Vntϕa l ≤ e−µt
∫ l2
l1
kl l′dl′
∫ l2
l1
kl′ l′′dl′′   
∫ l2
l1
kln−1 lndln
×
∫ l2
l1
kln ln+1χ{
a+∑nj=1 lj<t<a+∑n+1j=1 lj}
×ϕ
(
a+
n+1∑
j=1
lj − t ln+1
)
dln+1
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so
VntϕX1 ≤ e−µt
∫ l2
l1
dl
∫ l
0
da
∫ l2
l1
kl l′dl′   
∫ l2
l1
kln−1 lndln
×
∫ l2
l1
kln ln+1χ{
a+∑nj=1 lj<t<a+∑n+1j=1 lj}
×ϕ
(
a+
n+1∑
j=1
lj − t ln+1
)
dln+1
Let x = a+∑n+1j=1 lj − t dx = da x ∈ 0 ln+1, and so
VntϕX1 ≤ e−µt
∫ l2
l1
dln+1
∫ ln+1
0
ϕx ln+1dx
∫ l2
l1
kln ln+1dln
×
∫ l2
l1
kln−1 lndln−1   
∫ l2
l1
kl l′dl
Thus
VntϕX1 ≤ e−µt
(
ess sup
l′∈l1l2
∫ l2
l1
kl l′dl
)n+1 ∫ l2
l1
dln+1
∫ ln+1
0
ϕx ln+1dx
≤ Kn+1ϕX1
since K = ess supl′∈l1l2
∫ l2
l1
kl l′dl.
We recall the following approximation result about weakly compact oper-
ators in L1-spaces.
Proposition 5.3 [13]. Let 7dν be a measure space. Let
H ϕ ∈ L17dν → Hϕx =
∫
7
hx yϕydνy ∈ L17dν
Assume that H is a weakly compact nonnegative operator in L17dν.
Then, there exists Hn
n ⊂ L17dν such that 0 ≤ Hn ≤ H ∀n ≥
1 limn→∞ H −HnL17dν = 0, and, for each integer n, Hn is dominated
by a one-rank operator.
Theorem 5.7. Let p = 1 and assume that K satisﬁes assumptions (5.6)
and (5.7). Then UKt is compact in X1 for any t > 4l2, where UKt	 t ≥ 0

denotes the c0-semigroup generated by AK .
Proof. We ﬁrst prove that UKt is weakly compact for t > 2l2. The proof
is similar to that of Theorem 5.6, so we restrict ourselves to the main steps.
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Using assumption (5.7) together with Theorem 3.2, it sufﬁces to prove the
result in the case where K < 1. Then
UKt =
∞∑
n=1
Vnt t > 2l2
and, by Lemma 5.2,
∞∑
n=1
VntX1 <∞ ∀ t > 2l2
So the series
∑
n Vnt converges in the operator norm, and it sufﬁces to
prove that
Vnt is weakly compact on X1 n ≥ 1 t > 2l2 (5.8)
Moreover, according to Theorem 4.4 and Proposition 5.3, by using a dom-
ination argument [4], it sufﬁces to prove the result for a one-rank positive
operator. Thus we may assume that
Kϕ0 l =
∫ l2
l1
f lgl′ϕl′ l′dl′ ϕ ∈ X21 
where f ∈ L1l1 l2 and g ∈ L∞l1 l2. By again using Lemma 5.2, we may
assume that f is continuous with compact support in l1 l2. An argument
similar to the one used in Theorem 5.6 shows that the corresponding Vnt
is dominated by an integral operator in X1 with a bounded kernel, and (5.8)
follows by a domination argument. Finally, UKt2 = UK2t is compact as
a product of two weakly compact operators (see [4]).
Under the assumptions of Theorem 5.6 or Theorem 5.7, the c0-semigroup
UKt	 t ≥ 0
 is compact for t large enough, and consequently (see, for
instance, [6, Corollary 3.2, p. 330]) the following holds:
Corollary 5.3. Assume that K X2p → X1p is compact and positive 1 <
p <∞ or K satisﬁes assumptions (5.7) and (5.6) in the case p = 1. Then
• The spectrum σAK is countable and consists of, at most, isolated
eigenvalues with ﬁnite algebraic multiplicity. Therefore σAK = λ1 λ2   

with Reλn+1 ≤ Reλn for all integer n and Reλn →−∞ n→∞ if σAK
is not ﬁnite.
• We denote by kn the order of the pole λn of the resovent of AK and by
Pn the associated eigen-projection. Then, for any integer m,
UKt =
m∑
n=1
eλnt
kn−1∑
j=0
tj
j!
AK − λnjPn + Rmt t ≥ 0
and, for any ε > 0, there exists Mε > 0 such that Rmt ≤ Meε+Reλm+1t
∀ t ≥ 0.
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Remark 5.6. A description of σAK is given in [9, Theorem 3.1]. In
particular, λ1 is real.
6. THE PERFECT MEMORY RULE MODEL
This section is devoted to the spectral properties of a particular model
(with the perfect memory rule) in Xp 1 ≤ p <∞,

∂ϕ
∂t
a l t + ∂ϕ
∂a
a l t + µa lϕa l t = 0
ϕ0 l = cϕl l
ϕa l 0 = ϕ0a l
(6.1)
where µ  ∈ L∞ and 0 < c < 1. We study the general case l1 ≥ 0. We
deﬁne the unbounded operator
Ac DAc ⊂ Xp → Xp
ψ→ Acψa l = −
∂ψ
∂a
a l − µa lψa l
DAc = ψ ∈ Wp such that ψi ∈ Xip i = 1 2 and ψ1 = cψ2

We recall that the essential range of a measurable function F  l1 l2 → 
is deﬁned as
RessF = z ∈ 	 l ∈ l1 l2	 Fl − z < ε
 = 0 ∀ ε > 0

Here A denotes the Lebesgue measure of the set A. We are ready to
describe the spectrum of Ac .
Theorem 6.8. Let Fk be the measurable function
Fk l ∈ l1 l2 →
log c − ∫ l0 µτ ldτ
l
+ i2kπ
l
k ∈ 
and denote by RessFk its essential range. Then
σAc =
⋃
k∈
RessFk
In particular,
sAc = ess sup
l∈l1l2
log c − ∫ 10 µτ ldτ
l

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Proof. Let λ ∈ . Assume there exists k ∈  such that λ ∈ RessFk.
For any ε > 0, deﬁne the function
fεa l = ε
χIεl
lIε
1
p
eaFkl−
∫ a
0 µslds
λ− Fkl
 a l ∈ 
with Iε = l ∈ l1 l2	 λ − Fkl < ε
. One can prove that fε ∈ DAc
and
λ−Acfε → 0 ε→ 0
Moreover, one can check that there exists C > 0 such that
fε ≥ C > 0
which proves that λ ∈ σAc. The closedness of σAc implies⋃
k∈
RessFk ⊂ σAc
Conversely, assume that λ ∈ RessFk k ∈ . Then, for any k ∈ , there
exists αk > 0 such that∣∣∣∣−λ+ log c −
∫ 1
0 µτ ldτ − 2ikπ
l
∣∣∣∣ ≥ αk ae l ∈ l1 l2
Then, using the fact that
eu−1=ueu2
∞∏
n=1
(
1− u
2
4π2n2
)
u∈ and
∞∏
n=N
(
1− u
2
4π2n2
)
→1 N→∞
uniformly on any compact subset of , one can prove [12, Theorem 6.1] that
1 ∈ Ressmλ, where mλl = ce−
∫ l
0 λ+µslds. Now, deﬁne the multiplication
operator
Mλ ψ ∈ Lpl1 l2 dl → mλlψl ∈ Lpl1 l2 dl
It is well known (see, for instance, [6, p. 31]) that its spectrum is given by
σMλ = Ressmλ
Thus, 1 ∈ σMλ, and, with the notations introduced in Section 2, it appears
that λ ∈ ρAc and λ−Ac−1 = c!λI −Mλ−1"λ + λ−A0−1.
We complete the previous theorem with a description of the point spec-
trum and the residual spectrum of Ac . A proof of this result can be found
in [12, Proposition 6.1].
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Proposition 6.4. The point spectrum of Ac is given by
σpAc = λ ∈ 	 l ∈ l1 l2	λ = F0l
 = 0

while the residual spectrum of Ac is empty. Moreover, any eigenvalue of Ac
has inﬁnite geometric multiplicity. In particular, σessAc = σAc.
Remark 6.7. We point out that, if µa  is continuous for almost every
a, then Fk is continuous k ∈  and
σAc =
⋃
k∈
Fkl1 l2
i.e., σAc consists of a countable set of curves.
A more precise picture holds for constant µ  (see Fig. 1).
Corollary 6.4. If µa l = µ for any a l ∈ , then λ ∈ σAc if and
only if
Reλ ∈
(
log c
l1
− µ log c
l2
− µ
)
and Imλ = 2kπ
log c
Reλ+ µ k ∈ 
Moreover, σpAc =  and sAc = log c/l2 − µ.
FIG. 1. Spectrum of Ac .
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Proof. By Remark 6.7, the proof reduces to a simple consequence of
Theorem 6.8 and Proposition 6.4.
Proposition 6.5. Let 0 < c < 1 and let Uct	 t ≥ 0
 be the c0-
semigroup generated by Ac . Then
ωeUc = ω0Uc = sAc = ess sup
l∈l1l2
log c − ∫ l0 µτ ldτ
l

where ω0Uc and ωeUc denote, respectively, the type and the essential type
of Uct	 t ≥ 0
.
Proof. Since Uct	 t ≥ 0
 is a positive c0-semigroup in Lp, it is
well known (see, for instance, [6, Theorem 1.15, Chap. VI]) that ω0Uc =
sAc. Finally ωeUc = ω0Uc since the set of isolated eigenvalues of Ac
with ﬁnite algebraic multiplicity is empty.
We end this section with a plausible conjecture.
Conjecture 6.1.
σUct = etσAc t ≥ 0
7. MIXED BOUNDARY CONDITIONS
7.1. The Stationary Problem
In this section, we consider the spectral properties of a more general
operator AH in Xp 1 ≤ p < ∞, with a transition operator H = K + ,
where
 ϕ ∈ X2p → cϕ ∈ X1p 0 < c < 1
and
K ∈ X2pX1p is nonnegative and compact
We denote by Ac the operator deﬁned in the previous section (correspond-
ing to the case where K = 0). We note that λ < 1 ∀λ > sAc, so,
according to [9, Theorem 4.1], σAH ∩ λ	Reλ > sAc
 consists of, at
most, isolated eigenvalues with ﬁnite algebraic multiplities. Moreover, if
σAH ∩ λ	Reλ > sAc
 = , then there exists a real leading eigen-
value λ¯. We refer to [9, Theorem 4.2], for practical estimates of λ¯. We
improve the above results by
Theorem 7.9. The spectrum of AH consists of σAc and of, at most,
isolated eigenvalues with ﬁnite algebraic multiplicities.
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Proof. Using the notations introduced in Section 5, λ → 0 as
Reλ→∞ in the strong operator topology. The compactness of K implies
limReλ→∞ λKX2p = 0 and limReλ→∞ λHX2p < 1. By Proposi-
tion 2.1, there exists a real λ0 such that
λ−AH−1−λ−Ac−1=
∑
n≥0
!λKλHn"λ
+∑
n≥0
!λλHn−λn"λ Reλ>λ0
The compactness of K implies that of λHn − λn and
λ−AH−1 − λ−Ac−1 is compact for any Reλ > λ0
Thus, by [14, Theorem 4.7, p. 17] σessAH = σessAc = σAc. Now,
following Voigt [15], deﬁne
ρeAH = ρAH ∪ λ	λ isolated eigenvalue with
ﬁnite algebraic multiplicity

It is sufﬁcient to prove that
σAH ∩ ρAc ⊂ ρeAH
Let us ﬁx ξ such that Re ξ > λ0. Let λ ∈ σAH ∩ ρAc. λ is an iso-
lated eigenvalue of AH with ﬁnite algebraic multiplicity if and only if
1
ξ−λ
is an isolated eigenvalue of ξ −AH−1 with ﬁnite algebraic multiplicity.
Moreover,
1
ξ − λ ∈ σξ −AH
−1 ∩ 
where  =  1
ξ−λ 	λ ∈ ρAc
. We recall that (see Theorem 6.8)
σAc =
⋃
k∈
RessFk
One can note that
ess inf
l∈l1l2
Fkl − Fjl ≥
2π
l2
k j ∈  k = j (7.1)
Thus, σAc consists of a union of disjoints sets (see (7.1)), all lying in a
same half-plane. Hence ρAc is connected and  is a connected unbounded
component of ρξ −Ac−1. Since ξ −AH−1 − ξ −Ac−1 is compact,
we deduce from [15, Corollary 1.4] that  ⊂ ρeξ −AH−1 so σAH ∩
ρAc ⊂ ρeAH.
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Remark 7.8. We point out that if K is a one rank operator, then, fol-
lowing Webb [16, Proposition 4.2], there exists a suitable function  such
that
λ ∈ σAH ∩ ρAc if and only if  λ = 1
Moreover, the part of σAH lying in the half-plane Reλ > sAc
 is at
most ﬁnite (see [16, Proposition 4.3]). We refer to Webb [16] for a more
precise discussion of the spectrum of AH in that case.
7.2. Spectral Properties of the Semigroup
Throughout this section, we study the spectral properties of the semi-
group generated by AH , denoted by UHt	 t ≥ 0
, with transition opera-
tor H = K + , where
 ϕ ∈ X2p → cϕ ∈ X1p 0 < c < 1
and
K ϕ ∈ X2p →
∫ l2
l1
kl l′ϕl′ l′dl′ ∈ X1p
with a nonnegative kernel k . In the case 1 < p <∞, K is assumed to
be of the Hille–Tamarkin type, i.e.,
KHT =
( ∫ l2
l1
dl
( ∫ l2
l1
kl l′qdl′
) p
q
) 1
p
<∞
(
1
p
+ 1
q
= 1
)
 (7.2)
We recall that Hille–Tamarkin operators are compact (see, for instance,
[6, p. 158]), so AH generates a c0-semigroup in Xp 1 < p < ∞ (Corol-
lary 3.1). In the case p = 1, we assume that
lim
ε→0
(
ess sup
l′∈0ε
∫ l2
0
kl l′dl
)
= 0 (7.3)
so AH is a generator of a c0-semigroup in X1 (Corollary 3.2). First we
derive a Dyson–Phillips expansion.
Lemma 7.3. For almost every l ∈ l1 l2, deﬁne the positive Borel measure
dhl l′ = kl l′dl′ + cdδll′
where dδl is the Dirac mass at l ∈ l1 l2. Then
UHt = U0t +
∞∑
n=0
Vnt t ≥ 0
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where
V0tϕa l = e−
∫ a
0 µslds
∫ l2
l1
El′ l′ + a− t
× ϕa+ l′ − t l′dhl l′ ϕ ∈ Xp
and
Vntϕal =e−
∫ a
0 µslds
∫ l2
l1
El′0dhll′
∫ l2
l1
El′′0dhl′l′′

∫ l2
l1
Eln0dhln−1ln
∫ l2
l1
E
(
ln+1a+
n+1∑
j=1
lj−t
)
×ϕ
(
a+
n+1∑
j=1
lj−tln+1
)
dhlnln+1 ϕ∈Xp n≥1
with El x = χ0<x<l
e−
∫ l
0 µslds l ∈ l1 l2.
Proof. Since K is compact, as in Theorem 7.9, there exists λ0 such that
λ−AH−1 =
∑
n≥0
!λHλHn"λ + λ−A0−1 ∀Reλ > λ0 (7.4)
As in the proof of Theorem 5.5, it sufﬁces to prove that, for any integer n,
!λHλHn"λϕ =
∫ ∞
0
e−λtVntϕdt ϕ ∈ Xp Reλ > λ0 (7.5)
Since
H ψ ∈ X2p → Hψ0 l =
∫ l2
l1
ψl′ l′dhl l′ ∈ X1p
one proves (7.5) in the same way as in Theorem 5.5.
Theorem 7.10. We assume that the integral part K of the boundary oper-
ator H satisﬁes the Hille–Tamarkin condition (7.2) if 1 < p <∞. In the case
p = 1, we assume that K is compact and satisﬁes (7.3). Then
ωeUH ≤
log c
l2
− µ
where µ = ess infal∈ µa l and ωe UH is the essential type of the c0-
semigroup UHt	 t ≥ 0
.
theory of a growing cell population 93
Proof. According to Lemma 7.1,
UHt = U0t +
∞∑
n=0
Vnt
Since, for almost every l ∈ l1 l2, the positive Borel measure dhl  is the
sum of the positive measures
dh1l l′ = kl l′dl′ and dh2l l′ = c dδll′
one can expand Vnt as
Vntϕa l =
∑
dνj∈dh1dh2

e−
∫ a
0 µslds
∫ l2
l1
El′ 0dν1l l′
∫ l2
l1
El′′ 0
×dν2l′ l′′ · · ·
∫ l2
l1
Eln 0dνnln−1 ln
×
∫ l2
l1
E
(
ln+1 a+
n+1∑
j=1
lj − t
)
×ϕ
(
a+
n+1∑
j=1
lj − t ln+1
)
dνn+1ln ln+1 (7.6)
Then, decomposing the above sum according to j ∈ 1     n+ 1
	dνj =
dh1
 = 0 j ∈ 1     n + 1
	dνj = dh1
 = 1 and j ∈ 1     n +
1
	dνj = dh1
 ≥ 2 lead to
Vnt = Vc nt +
n∑
j=0
Pn jt + Rnt
where Rnt is composed of operators involving dh1l  at least twice,
Vc nt is the part of Vnt involving only dh2l , and Pn jt is an operator
where dh1l  appears only once. One can check that
Pn jtϕa l = cne−
∫ a
0 µslds+j
∫ l
0 µslds
∫ l2
l1
kl l′en−j
∫ l′
0 µsl′ds
×El′ a+ jl + n+ 1− jl′ − t
×ϕa+ jl + n+ 1− jl′ − t l′dl′ (7.7)
and U0t +
∑
n≥0 Vc nt = Uct t ≥ 0. Thus,
UHt = Uct +
∞∑
n=0
n∑
j=0
Pn jt +
∞∑
n=0
Rnt t ≥ 0 (7.8)
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One can prove (see Appendix A) that
∞∑
n=0
Rnt is compact in Xp
1 < p <∞ t ≥ 0 resp. weakly compact if p = 1
Hence by (7.8) and the stability of the essential spectral radius (see [8] for
the stability result in L1-spaces under weak compactness assumptions),
reUHt = re
(
Uct +
∞∑
n=0
n∑
j=0
Pn jt
)
t ≥ 0
≤ Uct +
∞∑
n=0
n∑
j=0
Pn jt t ≥ 0
We set
ω = log c
l2
− µ
By Proposition 6.5, ω0Uc ≤ ω (where ω0Uc denotes the type of
Uct	 t ≥ 0
). So, there exists M > 0 such that
reUHt ≤Meωt +
∞∑
n=0
n∑
j=0
Pn jt t ≥ 0 (7.9)
We only have to estimate this last expansion series. We ﬁrst note that, for
any t ≥ k+ 2l2,
Pn jt = 0 for any n ≤ k j = 0    n
Moreover, by making the change of variables in (7.7),
x = a+ jl + n+ 1− jl′ dx = da x ∈ 0 l′
we can prove that
Pn jt ≤ cne−µt K (7.10)
where
K =
{ KHT if 1 < p <∞,
KX21 X11  if p = 1.
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Let us ﬁx δ > 0 and deﬁne tk = k+ 2l2. By (7.10)
∞∑
n=0
n∑
j=0
e−ω+δtkPn jtk =
∞∑
n=k+1
n∑
j=0
e−ω+δtkPn jtk
≤ K
∞∑
n=k+1
n∑
j=0
e−ω+δ+µtkcn
≤ Ke−ω+δ+µtk
∞∑
n=k+1
n+ 1cn (7.11)
Moreover, ω+ µ = log c/l2 and
∞∑
n=k+1
n+ 1cn = k+ 2c
k+2
1− c +
ck+2
1− c2 
Thus, by Eq. (7.11),
lim
k→∞
∞∑
n=0
n∑
j=0
e−ω+δtkPn jtk ≤ K
for any δ > 0. Thus, according to (7.9), for any δ > 0 there exists Mδ > 0
such that
reUHtk ≤Mδeω+δtk  k ≥ 1
Since limk→∞ tk = +∞ we can deduce that ωeUH ≤ ω+ δ ∀ δ > 0, so
ωeUH ≤ ω.
Remark 7.9. The assumption (7.2) on the integral operator K seems to
be of a technical nature. The above result should be still valid for H =
K +  for an arbitrary compact operator K. Moreover, we point out that,
in the case where µ is constant, log c/l2 − µ = sAc.
This suggests the following conjecture.
Conjecture 7.2. Assume that H = K +  with K ∈ X1pX2p com-
pact 1 ≤ p <∞. Then
ωeUH ≤ sAc
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7.3. Appendix A
We are going to prove the compactness (resp. the weak compactness in
X1) of
RHt =
∞∑
n=0
Rnt t ≥ 0
which we admitted in the proof of Theorem 7.10. This proof is rather tech-
nical and will consist of several steps.
• Step 1. RHt depends continuously on K endowed with the norm
 · .
By Theorem 4.4, UHt depends continuously on K ∈ X2pX1p. Since
KX2pX1p ≤ K, one sees that UHt depends continuously on K
endowed with the norm  · . Moreover, by Eq. (7.10),
Pn jt ≤ cne−µt K
Since
∑
n≥0
∑n
j=0 c
n < ∞ and RHt = UHt − Uct −
∑∞
n=0
∑n
j=0 Pn jt,
we conclude that RHt depends continuously on K endowed with the norm
 · . Thus, we assume that K is a ﬁnite-rank operator with kernel kl l′ =∑
i∈I filgil′, where
fi ∈ Lpl1 l2 dl gi ∈ Lql1 l2 dl i ∈ I ﬁnite
We can also assume that, for any i ∈ I, fi is continuous with compact
support in l1 l2 and gi is bounded (gi can be chosen to be continuous
with compact support when p = 1).
• Step 2. For any integer nRnt is compact in Xp 1 < p < ∞
(resp. weakly compact in X1).
By construction, Rnt is the ﬁnite sum of all of the terms in the expansion
of Vnt (see (7.6)) involving the kernel k  at least twice. It sufﬁces
to prove the compactness (resp. the weak compactness) of such a term,
denoted R′nt. We recall that
R′ntϕa l = e−
∫ a
0 µslds
∫ l2
l1
El′ 0dν1l l′
∫ l2
l1
El′′ 0dν2l l′′
· · ·
∫ l2
l1
Eln 0dνnln−1 ln
∫ l2
l1
E
(
ln+1 a+
n+1∑
j=1
lj − t
)
×ϕ
(
a+
n+1∑
j=1
lj − t ln+1
)
dνn+1ln ln+1
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where j ∈ 1     n+ 1
	dνj  = dh1 
 ≥ 2. Thus, there exist i ∈
1     n+ 1
 and p ∈ i     n+ 1
 such that
R′ntϕa l = ci+n−pe−
∫ a
0 µslds
∫ l2
l1
El′ 0dδll′
∫ l2
l1
El′′ 0dδl′ l′′
· · ·
∫ l2
l1
Eli 0dδli−1 li
∫ l2
l1
Eli+1 0kli li+1dli+1
×
∫ l2
l1
Eli+2 0dνi+1li+1 li+2
· · ·
∫ l2
l1
Elp 0dνp−1lp−1 lp
∫ l2
l1
Elp+1 0
×klp lp+1dlp+1
∫ l2
l1
Elp+2 0dδlp+1 lp+2
· · ·
∫ l2
l1
E
(
ln+1 a+
n+1∑
j=1
lj − t
)
×ϕ
(
a+
n+1∑
j=1
lj − t ln+1
)
dδln ln+1
Set M = supll′∈l1l2 kl l′, which is ﬁnite since fi is continuous and gi is
bounded on l1 l2. We make the change of variables
x = a+
n+1∑
j=1
lj − t x ∈ 0 ln+1 dx = dli+1
and set lx = t − a−∑n+1j=1j =i+1 lj. Then, for any ϕ ≥ 0,
R′ntϕa l ≤M2e−µtcn−p+i
∫ l2
l1
dνi+1lx li+2
· · ·
∫ l2
l1
dνp−1lp−1 ln+1
∫ l2
l1
dln+1
∫ ln+1
0
ϕx ln+1dx
Thus,
R′ntϕa l ≤M2e−µtcn−p+iCp−1−i
∫ l2
l1
dln+1
∫ ln+1
0
ϕx ln+1dx
with C = supcMl2 − l1
. By a domination argument, R′nt is a com-
pact in Xp 1 < p <∞ (resp. weakly compact in X1).
Now, to conclude, it remains to prove that the series
∑
n Rnt converges
in Xp. It sufﬁces then to prove the convergence of
∑
n Vnt.
• Step 3.
∑∞
n=0 VntXp <∞ t ≥ 0.
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At ﬁrst, since fi is continuous with compact support in l1 l2 i ∈
I I ﬁnite, there exists δ > l1 such that kl l′ = 0 l ∈ l1 δ l′ ∈ l1 l2.
Let t ≥ 0 be ﬁxed. There exists an integer p0 such that t < p0δ. Now, by
(7.6),
Vnt =
n+1∑
i=0
Vn it
where
Vn itϕa l
= ∑
j	dνj=dh1
=i
e−
∫ a
0 µslds
∫ l2
l1
El′ 0dν1l l′
∫ l2
l1
dν2l′ l′′El′′ 0
· · ·
∫ l2
l1
Eln 0dνnln−1 ln
∫ l2
l1
E
(
ln+1 a+
n+1∑
j=1
lj − t
)
×ϕ
(
a+
n+1∑
j=1
lj − t ln+1
)
dνn+1ln ln+1 (7.12)
Moreover, Vn it = 0 ∀ i ≥ p0 + 1. Thus Vnt =
∑p0
i=0 Vn it. Now, one
can check by (7.12) that
Vn itXp ≤ e−µt
∑
j	dνj=dh1
=i
Kicn+1−i
≤ e−µtn+ 1Kicn+1−i
and so
VntXp ≤ e−µt sup
i∈0p0

Ki
p0∑
i=0
n+ 1cn+1−i
Since c < 1, we conclude that
∑
n VntXp <∞, which proves the com-
pactness (resp. the weak compactness) of RHt.
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