The objective of link prediction for social network is to estimate the likelihood that a link exists between two nodes x and y. There are some well-known local information-based link prediction algorithms (LILPAs) which have been proposed to handle this essential and crucial problem in the social network analysis. However, they can not adequately consider the so-called local information: the degrees of x and y, the number of common neighbors of nodes x and y, and the degrees of common neighbors of x and y. In other words, not any LILPA takes into account all the local information simultaneously. This limits the performances of LILPAs to a certain degree and leads to the high variability of LILPAs. Thus, in order to make full use of all the local information and obtain a LILPA with highly-predicted capability, an ordered weighted averaging (OWA) operator based link prediction ensemble algorithm (LPE OWA ) is proposed by integrating nine different LILPAs with aggregation weights which are determined with maximum entropy method. The final experimental results on benchmark social network datasets show that LPE OWA can obtain higher prediction accuracies which is measured by the area under the receiver operating characteristic curve (AUC) in comparison with nine individual LILPAs.
INTRODUCTION
With the development of information technology and big data mining (Lin and Ryaboy, 2013) , the social network analysis is attracting more and more attentions and becoming a research hot-spot of sociology and statistics. The social network analysis (Carrington et al., 2005; Knoke and Yang, 2008) refers to mine and discover the underlying knowledge from a social network diagram by using the mathematical and graphical techniques. The social network is represented as a graphic structure that made up of a set of nodes and links, where nodes represent the individuals within network and links denote the relationships between individuals. The main studies of social network analysis include the identification of local/global patterns, location of social units, and modeling of dynamic network, etc, where the link prediction (Al Hasan and Zaki, 2011; Cukierski et al., 2011; Dong et al., 2012; Fire et al., 2011; Lü and Zhou, 2011) as a branch of network pattern recognition is the most fundamental and essential problem for the social network analysis.
The link prediction for social network attempts to estimate the existence likelihood of a link between two nodes x and y in social network. The essence of link prediction algorithm is to assign a score for the non-existent link in social network (Lü and Zhou, 2011; Lü et al., 2009; Zhou et al., 2009) , where the score quantifies the existence likelihood of this non-existent link. So far, there are many link prediction strategies which have been proposed (Lü and Zhou, 2011) , e.g., similarity-based algorithms, maximum likelihood methods, probabilistic models and so on, where the similarity-based algorithms are most frequently-used and simplest ones. Moreover, according to the information used to design the measure indices of link existence likelihood, the similarity-based algorithms can be further classified into three categories: local, global and quasi-local ones. In consideration of its easier implementation and less computational complexity, our tour of studies in this paper starts with the local information-based link prediction algorithm (LILPA). There are nine representative LILPAs as follows: common neighbors (CN) (Lorrain and White, 1971) , Salton index (Chowdhury, 2010) , Jaccard index (Lü and Zhou, 2011) , Sφrensen in-dex (Lü and Zhou, 2011) , hub promoted index (HPI) (Ravasz et al., 2002) , hub depressed index (HDI) (Lü and Zhou, 2011 ), Leicht-Holme-Newman-I index (LHN-I) (Leicht et al., 2006) , Adamic-Adar index (AA) (Adamic and Adar, 2003) and resource allocation index (RA) . The comparative studies Zhao et al., 2012) have reported the merits of LILPAs, but we think there still exists a defect for the implementations of LILPAs, i.e., not any LILPA can adequately make use of the so-called local information (the degrees of x and y, the number of common neighbors of nodes x and y, and the degrees of common neighbors of x and y). This limits the performances (Measured by the area under the receiver operating characteristic curve (AUC)) of LILPAs to a certain degree and leads to the higher variability among LILPAs (Zhang and Ma, 2012) .
Inspired by the outlook in Lü and Zhao's work (Lü and Zhou, 2011) , i.e., "we can implement many individual prediction algorithms and then try to select and organize them in a proper way. This so-called ensemble learning method can obtain better prediction performance than could be obtained from any of the individual algorithms.", we try to use the ensemble learning strategy (Zhang and Ma, 2012; Zhou, 2012) to relieve this limitation of LILPAs and accordingly improve the prediction performance of LILPA. As stated in (Zhang and Ma, 2012) , ensemble learning is such a strategy which is known to reduce the classifiers' variance and improve the decision system's robustness and accuracy. The ensembles of some machine learning algorithms (e.g., decision tree (Banfield et al., 2007) , neural network (Zhou et al., 2002) , support vector machine (Kim et al., 2003) , etc.) are all well and sophisticatedly studied, while there isn't any study of ensemble of LILPAs in literatures.
The ordered weighted averaging (OWA) operator (Yager, 1988 ) is one of mostly used information aggregation techniques. In view of the effectiveness of OWA in preference rankings (Wang et al., 2007) , an OWA operator based link prediction ensemble algorithm (LPE OWA ) is proposed by integrating the nine above-mentioned LILPAs with aggregation weights which are determined with maximum entropy method (O'Hagan, 1988) . The experimental results on benchmark social networks (Pajek, 2007) demonstrate the feasibility of our proposed LPE OWA and show that LPE OWA can obtain higher prediction accuracies in comparison with nine individual LILPAs. The rest of this paper is organized as follows. In Section 2, the theoretical and empirical analysis to nine LILPAs are given. In Section 3, the new OWA operator based link prediction ensemble model (LPE OWA ) is presented. In Section 4, experimental comparisons are conducted to 
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The degree of node x illustrate the feasibility of proposed ensemble model. Finally, conclusions are given in Section 5.
LILPA ANALYSIS

Nine Basic LILPAs
For a nonexistent link xy ∈ E Predict , LILPAs calculate the score s xy for it to express the likelihood of its existence. There are nine frequently used LILPAs as follows. Without loss of generality, we assume there is no isolated node in G for the sake of simplicity. Our discussion is based on the notations in Table 1 .
• Common neighbors index (CN) (Lorrain and White, 1971 ) is the most direct and simplest likelihood measure and defined as s
It is obvious that s CN xy = A 2 xy . And, s CN xy represents the number of paths from x to y with two steps in G. Thus, the minimum of s CN xy is 0, i.e., there is no any path with two steps between x and y; the maximum of s CN xy is V − 2, i.e., all the residual nodes are served as the intermediate nodes from x and y. In summary, we get
• Salton index (Chowdhury, 2010) considers the degrees of nodes and is defined as
In Eq. (2), k
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• Jaccard index (Lü and Zhou, 2011 ) is defined as
• Sφrensen index (Lü and Zhou, 2011 ) is defined as
Because
• Hub promoted index (HPI) (Ravasz et al., 2002) is said to assign a higher score for link connecting to the nodes with high degrees (Zhao et al., 2012; Zhou et al., 2009 ) and defined as
• Hub depressed index (HDI) (Lü and Zhou, 2011) is opposite to HPI and assigns a lower score for link connecting to the nodes with high degrees. The definition of HDI is
• Leicht-Holme-Newman-I index (LHN-I) (Leicht et al., 2006 ) is similar to the Salton index and defined as
The main difference between Salton index and LHN-I index is the denominator of Eq. (2) and Eq. (7): the former is k x × k y and the latter
when k x ×k y = 1. That is to say, for a same link, Salton index always assigns a higher score compared with LHN-I index.
• Adamic-Adar index (AA) (Adamic and Adar, 2003 ) is defined as
• Resource allocation index (RA) ) is similar to AA index and defined as
AA and RA indices are all inclined to assign a low score for the link between x and y which have the comment neighbors with high degrees. By comparing Eq. (8) with Eq. (9), we can find
Performance Measure Index-AUC
AUC (Lü and Zhou, 2011; Zhao et al., 2012) is the prevalently used index to measure the performance of link prediction algorithm, which is defined as
where n is the number of independent comparisons including n 1 times the missing link having a higher score, n 2 times the missing link and nonexistent link having the same score, and n 3 times the missing link having a lower score, i.e., n = n 1 + n 2 + n 3 . 
Because AUC AlgoA > AUC AlgoB , we can get
As mentioned above, a better link prediction algorithm is assumed to assign a high score for the missing link in E Test more easily. Thus, we think that these two deductions, i.e, n 
High Variability of LILPAs
In this subsection, we study the prediction performances of these nine LILPAs. We select two benchmark social networks (Pajek, 2007) as shown in Fig. 1 and Fig. 2 for our experimental datasets: Food WebsChesLower and Graph Drawing Contests Data-B97.
The 10-fold cross-validation is used to test the AUCs of LILPAs. Firstly, the set E including all the existent links is randomly and averagely divided into 10 disjointed subsets (folds): E = E 1 ∪ E 2 ∪ · · · ∪ E 10 and E 1 ∩ E 2 ∩ · · · ∩ E 10 = Ø. Then, we select the subset E i (1 ≤ i ≤ 10) as testing set E test in sequence, the link in which is called missing link. Based on the E test =E i and U − E , AUC i in Eq. (10) is calculated for ith fold dataset. Finally, 10 AUCs on 10 folds are averaged as the evaluation result of link prediction algorithm. The detailed experimental results on these two networks are summarized in Table 2 and Table 3 respectively. By observing the experimental results, we can get the following conclusions:
• According to the prediction performance, we can divide the above-mentioned 9 LILPAs into three categories: AA and RA obtain the higher AUCs, CN the medium AUC and other 6 algorithms the lower AUCs. From Eqs. (1)- (9), we know that AA and RA consider the degrees of common neighbors of x and y, CN considers the number of common neighbors of x and y, and other algorithms consider the number of common neighbors of x and y and the degrees of x and y synchronously (The item Γ (x) ∪ Γ (y) in Jaccard index equals to k x + k y when there are no common neighbors for x and y). . E.g., from the experimental results in Tables 2 and 3 , we can find that under the situation of AUC AA > AUC CN , n AA 1 (ChesLower) = 6038 > n CN 1 (ChesLower) = 5424 and n AA 1 (B97) = 19998 > n CN 1 (B97) = 17399 hold for the employed two networks respectively. This empirical conclusion also reflects that increasing the number of missing links having higher scores is the key for improving the performance of LILPA from another perspective.
• The variability of LILPAs is high. We can find that the prediction performances of different LILPAs are varying dramatically for the same training and testing datasets. For example, n 1 =5110, 4083, 4254, 4254, 3263, 4444, 1846, 5620 and 5791 respectively on the Fold 5 of ChesLower and n 1 =16892, 16273, 15567, 15567, 17280, 15147, 14605, 19606 and 19977 respectively on the Fold 9 of B97.
From the foregoing analysis, we can find that no any link prediction algorithm mentioned in Subsection 2.1 can consider the degrees of x and y, the common neighbors of x and y, and the degrees of common neighbors of x and y simultaneously. This leads to the high variability of LILPAs and limits the prediction performances of LILPAs.
LPE OWA ALGORITHM
The n-dimensional OWA operator is a mapping F :
and
where b i is the ith largest value of a 1 , a 2 , · · · , a n . The important issue of applying OWA operator is determining the weight vector w of OWA operator. In order to determine the weight vector w, two important measures Disp( w) and orness( w) are defined, where Disp( w) measures the degree to which all 
where α ∈ [0, 1] is the optimism level factor, which controls the desired degree of orness. When α = 0, w = (0, · · · , 0, 1) and F (a 1 , a 2 , · · · , a n ) = b n = min {a i }; when α = 1, w = (1, 0, · · · , 0) and
LINGO software is used to find the optimized weight vector w for Eq. (16). In this study, because OWA operator will be used to aggregate 9 different LILPAs, we let n = 9 in the following implementation.
LPE OWA is such an ensemble algorithm which integrates 9 LILPAs with OWA operator to carry out the link prediction for social network. The likelihood score of a link existence calculated with LPE OWA is defined as follows:
where s (1)- (9), w i (i = 1, 2, · · · , 9) is the weight of OWA operator, which is determined with maximum entropy method. The role of normalization is to locate the likelihood scores in the interval [0, 1] and regards the likelihood score as a probability value. For the k x , k y > 2 and k x = k y , we can derive 
For any node z ∈ Γ (x) ∩ Γ (y) , when k z > 2, we can obtain
Considering (20) and (22) tell us that the individual algorithm only considers the number of common neighbors of two different nodes x and y, to obtain the highest weight in LPE OWA , because it is obvious and direct that a link will more likely exist between two nodes x and y if they have more common neighbors. This kind of local information plays a more crucial role in the link prediction compared with other two local information, i.e., the degrees of x and y and the degrees of common neighbors of x and y. 
EXPERIMENTATION
The prediction performance of LPE OWA is also tested on the social networks of ChesLower and B97. We compare LPE OWA with other 9 LILPAs on the same folds. 15 different values are assigned to the optimism level factor α. The detailed experimental results are summarized in Table 4 and Table 5 . Three advantages of LPE OWA can be found by observing these experimental results: (1) LPE OWA obtains higher prediction accuracies compared with any individual LILPA through increasing the numbers of individual missing links (i.e., n 1 s) having higher scores. For example, n 1 s on any fold in Table 4 and  Table 5 are larger than the corresponding ones in Table 2 and Table 3 . (2) LPE OWA reduces the possibility that user selects a weak LILPA and thus improve the high variability of LILPAs. (3) LPE OWA is more stable in comparison with individual LILPAs because of the lower prediction variances in Table 4 and Table 5 . In addition, the computational complexity of LPE OWA is O ( V ) which is same as the individual LILPAs. The selection of parameter α plays a positive impact on the performance of LPE OWA , i.e., the larger α gives rise to higher prediction accuracy by emphasizing the individual LILPA with higher probability.
We think the better performances of LPE OWA are derived from the adequate utilization of the local information. Besides the more direct number of common neighbors of x and y, LPE OWA also considers the degrees of x and y and the degrees of common neighbors of x and y.
CONCLUSIONS
This paper studies the ensemble problem of link prediction algorithm for the first time. An OWA operator based ensemble strategy LPE OWA for integrating nine local information-based link prediction algorithms is proposed. The feasibility and effectiveness of LPE OWA are demonstrated by the experimental results on benchmark social networks. A number of enhancements and future research can be summarized as follows: (1) testing the performance of LPE OWA on the social networks with millions of nodes collected from well-known social-networking sites, e.g., Flickr, Facebook, Weibo and etc; (2) developing the optimization mechanism for the selection of optimism level factor α; and (3) comparing LPE OWA with other aggregation/ensemble strategies.
