The initial-value problem of a fractional differential equation is studied, assuming that the initial values are given as values of the function and its integer-order derivatives. The problem of the equation with constant coefficients is investigated in terms of distribution theory. The description is given in the style of operational calculus.
Introduction
The fractional derivative and fractional differential equation have long been discussed; see e.g. [8, 12] . Recently its applicability is discussed, e.g. in the problem of viscoelastic behaviors of polymeric substances [5, 12, 16] .
In preceding papers [9] [10] [11] , one of the present authors discussed the initial-value problem of a fractional differential equation, when the initial values are given as values of the function and its integer-order derivatives. In [9, 11] , the equation with constant coefficients was treated with the aid of the Laplace transform.
The initial-value problem of an ordinary differential equation has been treated with the aid of operational calculus [6, 7] and of distribution theory [14, 15] , in addition to the Laplace transform. The purpose of the present paper is to investigate the initial-value problem of a fractional differential equation with constant coefficients, which was studied in [9, 11] , in the framework of distribution theory. Notation used is similar to the original operational calculus due to Heaviside [6] . In the book of Zemanian [15] , arguments are given to show how the Laplace transform can be expressed in terms of distribution theory. We present an equivalent but slightly different definition in this case.
In discussing the initial-value problem of a differential equation, we use right-sided distributions [15] . Right-sided distributions are the functionals in the space of D 0 R , that is conjugate to the space D R of functions which are infinitely differentiable and have a support bounded on the right. There exist two main reasons why we adopt this. One of them is that we can obtain a solution if the inhomogeneous part of the equation is locally integrable, even when it increases by a power of the real variable t or by an exponential function of t or t 2 . In the space of D R , the inverse of the differential operator D W satisfying D W gðtÞ ¼ À When we consider distributions, the basic set of spaces of distributions and infinitely differentiable functions are D 0 and D. When we study the Fourier transform, the spaces are S 0 and S. A function in D has a compact support, and a function gðtÞ in S decreases rapidly to 0 as t ! AE1. In both of these cases, when gðtÞ 2 D (or S), the simple integral D À1 W gðtÞ or J W gðtÞ defined above does not always belong to D (or S). In distribution theory, an operator F operated to a distribution in D 0 R is defined in terms of a corresponding operator F W which is to be operated to functions in D R . We use this type of correspondence between operators in D 0 R and in D R . In Section 2, basic facts on right-sided distributions, are reviewed as far as we need in the following discussions. In the formulation of operational calculus by Mikusiński [7] , operators of the form of convolution play important roles. In Subsection 2.3, operators which take this form in the space of D R are studied. In the present study, all the operators in D R are shown to be expressed by this type of operators and the differential operators D n W for positive integer n. In Subsection 2.4, it is shown that the inverse operator F À1 in the space D 
Here dxe for real number x denotes the least integer not less than x. We discuss the solution of the initial-value problem of a fractional differential equation (fDE) in Section 4, where the derivatives are assumed to be the most popular Riemann-Liouville fractional derivatives [8, 12] . We confirm that the solution is obtained in the formalism of operational calculus. Another popular derivative is the Caputo fractional derivative [8, 12] . Comments are given when we adopt this in Section 5. We present the solution of the initial-value problem of an ordinary differential equation (ODE) in Appendix A, in the framework of the present formalism. In Appendix B, an argument is given to show the existence and uniqueness of the solution of an ODE. The argument is used in Section 4 for the fDE. In Section 6, discussions are given of the formulation of the Laplace transform in terms of distribution theory.
We consider functions of real variable t in R ¼ ðÀ1; 1Þ. A function f ðtÞ is said to continuous and differentiable, when it is absolutely continuous on R [13] , so that f ðtÞ is continuous on R, d dt f ðtÞ ¼ f 0 ðtÞ is locally integrable in R, and
When there exists such a real number c for a function f ðtÞ that f ðtÞ ¼ 0 at t = c, we say that the support of f ðtÞ is bounded on the right. When there exists such a real number b for a function f ðtÞ that f ðtÞ ¼ 0 at t 5 b, we say that the support of f ðtÞ is bounded on the left. A product f ðtÞHðtÞ of a function f ðtÞ with HðtÞ is supposed to be equal to f ðtÞ at t > 0 and to 0 at t 5 0. When f ðtÞ is continuous on ð0; aÞ for 0 < a 2 R, f ð0þÞ is used to denote lim t!þ0 f ðtÞ.
We use notations Z, Z þ and N to denote the sets of all integers, all nonnegative integers and all positive integers, respectively. When a 2 Z and b 2 Z satisfy a 5 b, Z a;b is used for the set of all integers i satisfying a 5 i 5 b.
Differential, Integral and General Operators

Distributions, functions and operators
In the present paper, we are concerned with generalized functions of real variable t. We find a compact summary of basic concepts and theorems for generalized functions, in the Appendix of a book by Doetsch [3] . Generalized functions, which are called distributions there, are functionals in the space D 0 which is conjugate to the space D of functions which are infinitely differentiable and have a compact support in R. For a functional hðtÞ 2 D 0 , a number hh; gi is associated with every gðtÞ 2 D.
Definition 1.
When there exists such a number b 2 R for a functional hðtÞ 2 D 0 that hh; gi ¼ 0 for every gðtÞ 2 D satisfying gðtÞ ¼ 0 at t = b, we express it as hðtÞ ¼ 0 at t < b, and we say that the support of hðtÞ is bounded on the left. 
When n ¼ 0, both sides represent u Ã ðtÞHðtÞ.
Proof. We confirm (4), by using the fact that u ÃðkÞ ðtÞHðtÞ for k 2 Z 0;NÀ1 satisfies the condition in Lemma 1. Ã Example 1. Let a 2 R, 2 R and n 2 N satisfy > 0 and n < þ 1. Then
Lemma 4. Let uðtÞ satisfy Condition 2, and let a function u Ã ðtÞ be defined by
Then u Ã ðtÞ satisfies Condition 3. 
This lemma is a special case of item 20 in the Appendix of [3] .
Proof. (7) is obtained by substituting (6) into u Ã ðtÞ in (4), and using
When uðtÞ ¼ e at and n ¼ 1, (7) gives ðD À aÞ½e at HðtÞ ¼ ðtÞ. When ¼ n, (5) in Example 1 shows that 1 n! ðD À aÞ n ½t n e at HðtÞ ¼ e at HðtÞ. By applying ðD À aÞ to the latter and using the former, we obtain 1 n! ðD À aÞ nþ1 ½t n e at HðtÞ ¼ ðtÞ;
Operators expressed in terms of convolution
We now consider J W which has the form of convolution. In the notation of convolution, (9) and (10) The following lemmas follow from Lemma 6 and the fact that the order of two convolutions can be exchanged. 
Integral operators as inverse operators
We introduce the inverse operator F À1 for an operator F which satisfies the following condition. 
for which GðtÞ ¼ 0 at t < 0, and GðtÞ is a locally integrable function. GðtÞ is then called the Green's function for the operator F.
The uniqueness of the solution of (11), when it exists, is proved in Lemma 11. An example of the Green's function is found in Example 2.
Lemma 9. Lemma 6 is valid when Definition 3, J W , J, J R and Kðt À xÞ are replaced by Definition 4,
and Gðt À xÞ, respectively. À1 ðt À xÞ; gðtÞi ¼ hðt À xÞ; gðtÞi ¼ gðxÞ, where the second equality from the last is due to (13a) and (11) . (13c) is a consequence of (13b). Ã
The uniqueness of the solution of (11), when it exists, is guaranteed by the following lemma. (8), (15) or an equation used in the proof of Lemma 5. By Definition 4 and Lemma 9, F À1 W and F À1 for this case are defined as follows. 
for n 2 N, where
We can confirm that D The following lemma follows from Lemmas 10 and 11.
Lemma 15. Let F À1 be a rational function of D. The expression, which is obtained by writing it into the sum of partial fractions, is equal to F À1 .
Lemma 16. Let F be a polynomial of D. Then F satisfies Condition 4.
Proof. The Green's function GðtÞ is obtained by using Lemma 15 and (15) . 
Fractional integral and derivative of a distribution
We now define the fractional integral and differential operator D in D 0 R for 2 R. For this purpose, we present the following propositions, which are proved in the next subsection. 
are valid for every 2 R and every 2 R.
Proposition 3. Let 2 R and 2 R satisfy > À1 and > 0. Then 
for positive 2 R. By Proposition 2, for positive 2 R and n ¼ de, the following relation must be satisfied:
Now we have to accept the following definition or an equivalent one. 
Proofs of Propositions 1, 2 and 3
In the preceding subsection, it was argued that, if Propositions 1, 2 and 3 are accepted, the definition of fractional integral and derivative D hðtÞ must be given by Definition 6. From now on, we adopt Definition 6. In the present subsection, we show that the propositions are then satisfied. This justifies the definition and the propositions.
We now present three lemmas, which follow from Definition 6.
Lemma 17. Propositions 1 and 2 are valid.
Proof. D W given by (24) for < 0 and by (25) for > 0 takes the form given in Lemma 7. Thus we confirm Proposition 1. For < 0 and < 0, we confirm the first equation of (22) by using the expression (24). In order to confirm it for general and , we use (25) for > 0 and also the fact that the expression takes the form given in Lemma 7. The second equation of (22) follows from the first. Ã Lemma 18. Let 2 R satisfy > 0, and let f ðtÞ be locally integrable at t > 0. Then
Proof. (27) is obvious by Definition 6 for < 0 and (20), if we recall Fubini's theorem [13] ; this fact was pointed out by Debnath and Grum [1, 2] . Ã Lemma 19. Proposition 3 is valid.
Proof. In (20), we replace by , and we put b ¼ 0 and f ðtÞ ¼ 
Fractional derivatives of a function multiplied by HðtÞ
In Subsection 2.2, we presented Lemmas 3 and 5, which give the derivatives of a product of a function with HðtÞ. They are used in solving the initial-value problem of the ordinary differential equation in Appendix A. In the present subsection, we discuss the corresponding formulas for the fractional integral and derivative. They are used in the next section, in solving the initial-value problem of the fractional differential equation.
We now consider functions uðtÞ and u Ã ðtÞ satisfying the following conditions. 
Lemma 21. Let uðtÞ satisfy Condition 5, and let u Ã ðtÞ be defined by 
Now (30) and (31) are valid with u ÀNþk ¼ 0 for k < K.
Proof. By (30), we obtain
for < . In order that the righthand side is locally integrable for ¼ 1 , the coefficients u ÀNþk should be zero for À N þ k À 1 < À1 and hence for k < K. If this is the case, P NÀ1 k¼0 in this equation is replaced by P NÀ1 k¼K , and then this equation shows the assertions with the aid of Lemma 20. Ã Example 4. In the book [12] , the two-parameter Mittag-Leffler function E ; ðzÞ for > 0 and > 0 is defined by 
Fractional Differential Equation (fDE) in Terms of
where c l 2 R for l 2 Z 0;m are constants, and l 2 R for l 2 Z 1;m . Here we assume that f ðtÞ is locally integrable at t > 0-, 0 < 1 < 2 < Á Á Á < mÀ1 < m , and the coefficients c l for l 2 Z 1;m are not zero. If m ¼ 1, the sum on the lefthand side is missing.
Main results for the solution of the initial-value problem of the fDE in [10] and [9, 11] are the following theorems, although Condition 2 in those papers are different from the one in the present paper, in the space including the function uðtÞ. Proof of Theorem 1. uðtÞ is expressed as (6) . Substituting (6) into (37), we obtain the following equation for u Ã ðtÞ: . We see that the lefthand side of (38) is locally integrable with the aid of Lemma 20. Now the righthand side must be locally integrable. This requires the condition that u ðkÞ ð0Þ ¼ 0 for every k satisfying k < Ã À 1. Then v Ã ðtÞ becomes
In order to show the existence and uniqueness of solution, we apply D À m to (38) with (39), and then the obtained equation by using (29) is seen to be a Volterra equation. We then follow the arguments in Appendix B. 
by Lemma 21. Now we obtain (38) with
which is locally integrable. We then follow the proof for Theorem 1. 
When the conditions in Theorem 2 are satisfied, using Lemmas 22 and 23, we obtain (42) with
By Lemmas 11 and 24, the unique solution of (42) is given by
where vðtÞ is given by (43) or (44). If the righthand side is expressed by a sum of terms of the form of the lefthand side of (36), we can obtain the solution with the aid of (36). We now express the Green's function by GðtÞ ¼ ð P m l¼0 c l D l Þ À1 ðtÞ. When all l for l 2 Z 1;m are multiples of a number , we can obtain GðtÞ with the aid of (36). In terms of GðtÞ, the term involving f ðtÞHðtÞ in the solution (45) is expressed as R t 0 Gðt À xÞ f ðxÞdx. When Theorem 2 applies, the solution is given by this expression added by u m À1 GðtÞ.
Alternative method of solution of fDE
When the conditions in Theorem 1 are satisfied, we define u Ã ðtÞ by (6). Substituting (6) into (37), we obtain Eq. (38) with (39) for u Ã ðtÞ. When the conditions in Theorem 2 are satisfied, substituting (40) into (37), we obtain Eq. (38) with (41). Lemma 20 shows that the lefthand side of (38) is equal to P m l¼0 c l D l ½u Ã ðtÞHðtÞ, and hence we obtain
where v Ã ðtÞ is given by (39) or (41). The equivalence of one solution (45) with (43) and another (6) with (46) and (39) (or one solution (45) with (44) and another (40) with (46) and (41)) can be confirmed with the aid of (23) in Proposition 3.
General theorem on fDE
We now present a general theorem including Theorems 1 and 2 as special cases. A proof will be given after the following lemma, which follows from Lemmas 22 and 23. If m > 1 and À m is a nonnegative integer, then by using Lemma 25, we obtain (42) with
where n l ¼ d l e. When m 5 1 , we obtain (42) with vðtÞ :¼ 0.
Proof of Theorem 3. The first assertion is due to Lemma 23. We now define u Ã ðtÞ by (30) with and N replaced by m and N ¼ d m e. If m > 1 , and À m is a nonnegative integer, then by using this (30) in (37), we obtain (38) with the following expression for v Ã ðtÞ with the aid of Lemma 23:
This depends on u m ÀNþk for m À N þ k > 1 À 1. When m 5 1 , we obtain (38) with v Ã ðtÞ :¼ 0 since u ¼ 0 for 5 m À 1 5 1 À 1. The rest of proof follows the one for Theorem 1. Ã
Use of the Caputo Fractional Derivative
We studied the fractional differential equation (37) where the derivatives are the Riemann-Liouville fractional derivatives. Another typical fractional derivative is the one due to Caputo [8, 12] . We now study Eq. (37) 
Proof. By using (27) and (5), we obtain
:
By using Proposition 2 to the last expression, we obtain (50). Ã Substituting (50) into (37C), we obtain (42) with
Then the solution is given by (45). 
Laplace Transform and fDE
Lemma 29. Let 2 R be positive. Then
Lemma 30. Let , N and a function uðtÞ satisfy Condition 5. Then
Lemma 31. Let the conditions in Lemma 23 be satisfied. Then
and (57) is valid with u ÀNþk ¼ 0 for k < K.
Lemma 32. Let the conditions in Lemma 26 be satisfied. Then
Applying the Laplace transform to (8) and (35), we obtain
R , when a linear differential equation can be solved with the aid of the Laplace transform, it can be solved with the aid of distribution theory, but the converse is not always true.
Before concluding this section, a remark is given on the notation Pf; See p. 229 of [15] . When a function f ðtÞ belongs to D 
Appendix A: Ordinary Differential Equation (ODE) in Terms of Operational Calculus
We now consider the ODE given by P N n¼0 c n u ðnÞ ðtÞ ¼ f ðtÞ. We solve the initial-value problem of this equation, assuming that the coefficients c n 2 R for n 2 Z 0;N , the inhomogeneous term f ðtÞ, and the initial values u ðnÞ ð0Þ for n 2 Z 0;NÀ1 are known, where N 2 N, c N 6 ¼ 0 and u ð0Þ ðtÞ ¼ uðtÞ. We assume that f ðtÞ is locally integrable. This condition is required when the solution uðtÞ satisfies Condition 2. We write the above ODE as If f ðtÞHðtÞ on the righthand side is a linear combination of the terms which are of the form on the lefthand side of (15), we can express the righthand side of (A·3) in the form as ðtÞ multiplied by a rational function of D. Then we can write the rational function by a sum of partial fractions, and the solution is obtained with the aid of the formula (15) .
As stated in the proof of Lemma 16, the Green's function GðtÞ given by GðtÞ ¼ ð P N n¼0 c n D n Þ À1 ðtÞ can be evaluated by writing the first factor by a sum of partial fractions, and using (15) . When f ðtÞ is locally integrable, the solution (A·3) is expressed as In the preceding papers [9, 10] , an alternative method of solving the initial-value problem of (A·1) was presented. There the function u Ã ðtÞ was introduced by (6), satisfying Condition 3. By substituting (6) The equivalence of one solution (A·3) and another (6) combined with (A·7) can be confirmed with the aid of (5).
equal to f ðtÞ when t 2 ð0; TÞ and to 0 when t > T. Then the proof of Theorem 5 in [9] becomes a proof of the existence of a unique solution of the equation having the inhomogeneous part f ðtÞ, for the range t 2 ð0; TÞ. 
