Abstract The performance of ASK over DCDM for up to seven channels is reported. The aggregate bit rate of 70 Gb/s is achieved with only 160-GHz modulation bandwidth. The clock and data recovery are realized at 10-GHz clock rate, which is very economic and efficient. At 7 × 10 Gb/s, the worst receiver sensitivity of −10 dBm, OSNR of 41.5 dB and chromatic dispersion tolerance of ±17 ps/nm are achieved. Whereas, for the best channel, the receiver sensitivity, OSNR, and chromatic dispersion tolerance are −23.5 dBm, 29 dB, and ±36 ps/nm, respectively.
Introduction
Optical communication forms the backbone of modern telecommunication and internet networks around the world. Improving the spectral efficiency of optical network is very important in terms of expanding the transmission capacity with a limited bandwidth [1] . Shannon's law states that the highest obtainable error-free data speed is a function of the bandwidth and the signal-to-noise ratio [2] . In communication systems, medium impairment factors, coding schemes, architecture of modulation formats, and multiplexing techniques are the favorite targets of investigations toward achieving Shannon's limit [2] . In optical communication systems, however, inventions of wavelength division multiplexing (WDM) [3] contributes to high spectral efficiency, but still it is quite far to reach the electrical communication systems efficiency [4] . In WDM systems, a wavelength can only carry one channel per wavelength. Recently, different multiplexing and modulation schemes are developed to increase the transmission capacity of WDM systems [1, [5] [6] [7] [8] . Optical orthogonal frequency division multiplexing (OFDM) offers an alternative to improve spectral efficiency [6, 7, 9] . Transmission capacity of OFDM is doubled using polarization division multiplexing (PDM) [6, 7, [9] [10] [11] . Transmission experiments using PDM with OFDM for long-haul communications were reported, where spectral efficiency of 2 b/s/Hz was achieved [6] . Quadrature phase shift keying (QPSK) can also double the WDM transmission capacity, combining with PDM [10, 12, 13] , the capacity is quadrupled. To date, transmission capacity of more than 10 Tb/s were achieved using these advanced modulation formats and multiplexing techniques [5, 14] . However, most of these systems implement coherent detection, which increases the complexity of the receiver, therefore, increase the cost.
On the other hand, clock and data recovery are another issue in high-speed transceivers [15] [16] [17] [18] [19] [20] . Signal transition plays an important role in the clock and data recovery systems, which can be provided by return-to-zero (RZ) format. Due to this transition, the clock can be easily recovered from the received signals, which will be used in signal sampling process. The cost that the RZ coding technique pays for this transition is the increase in bandwidth. For example, conventional amplitude-shift-keying (ASK) RZ has a null-to-null optical modulation bandwidth of 160 GHz at 40 Gb/s [21] . Carrier suppression RZ (CS-RZ) reduced the modulation bandwidth requirement of RZ, in which, at the same bit rate, it has null-to-null modulation bandwidth of 120 GHz [21] . Both the techniques required a receiver operating at 40 GHz to recover the clock and perform the sampling [21] .
Duty-cycle division multiplexing (DCDM) for ASK in an optical communication system was introduced in [22] [23] [24] , which implements direct detection and able to support the transmission of multi-channel per WDM or OFDM channel. This technique is implemented based on the RZ duty cycle, in which different channels are assigned different RZ duty cycle values. This technique provides a transition at the beginning of each symbol in the multiplexed signal, which allows the receiver to operate at the single channel bit rate for clock and data recovery. Using this technique, the modulation bandwidth reduces significantly which improves the spectral efficiency of optical network by conjunction with OFDM and/or WDM. Performance of three 10-Gb/s ASK channels over DCDM was reported in [23] . In this article, we analyze the performance of four, five, and seven channels referring to back-to-back receiver sensitivity, OSNR, chromatic dispersion tolerance, and modulation bandwidth. We shown that, a receiver sensitivity, OSNR, and chromatic dispersion tolerance of −10 dBm, 41.5 dB, and ±17 ps/nm, respectively, is achieved for the worst channel of 7 × 10 Gb/s DCDM with modulation bandwidth of 160-and 10-GHz clock. Figure 1a shows the simulation setup for multiplexing n number of channels (in our case, n = 7). Data1 to Datan, each with 10-Gb/s pulse at PRBS 2 10 − 1, are carved using n number of RZ pulse generators, which generated different duty cycles (DCs). The ith RZ pulse generator has a DC of T i calculated from the following equation.
Simulation setup
where T s represents the multiplexed symbol duration. These RZ signals each with different DCs were synchronously multiplexed using an electrical adder. The output of the multiplexer was then modulated with a laser diode (LD) signal, which operated at 1550-nm wavelength using an amplitude modulator (AM). Output of AM is a step shape signal or multilevel signal whereby the amplitude of each level is uniformly distributed. Figure 1b shows a back-to-back eye diagram for the multiplexed seven channels measured at BER of 10 −9 . Figure 2 illustrates an example of the working principle of the multiplexing system in more detail for three channels. Figure 2b -d shows the output signals of the RZ signal generator numbers 1, 2, and 3 with 25, 50, and 75% DC, respectively. The generated signals are based on the bits represented in Fig. 2a . Figure 2e shows the multiplexed signals for the three channels. At the receiver side, the optical signal is detected by a PIN photodiode and passed through a low-pass filter (LPF) followed by a demultiplexer. The Gaussian electrical LPF is used to minimize additional dispersion and noises with a cut off frequency of 10× (n + 1) × 0.75 GHz. In the demultiplexer (Fig. 1c) , the clock recovery circuit has an external clock which oscillates at the frequency equal with the symbol rate (10 GHz) for any number of channels. The oscillator is resynchronized to each rising edge of the input signal as there is a rising edge transition per symbol which appears at the beginning of the symbol. The n numbers of sampling circuits are synchronized with the recovered clock. By putting an appropriate delay lines [25] for each of the sampler as shown in Fig. 1b , the 1st, 2nd, …, and nth sampler (S1, S2, …, and Sn) take samples at T s /(2n + 2), 3T s / (2n + 2), …, and (2n − 1)T s /(2n + 2) s per symbol, respectively. The frequency of all samplers is equal to the symbol rate. Outputs of the samplers are fed into the decision and regeneration unit. In this unit, the sampled values are compared against n threshold values, thr 1 , thr 2 , …, and thr n . Decision is made for U 1 based on the information taken from two consecutive sampling points, S1 and S2. If amplitudes of those two adjacent sampling points are equal, bit 0 is recovered (for example, for three-channel, cases 1, 3, 5, and 7 from Fig. 2e ). On the other hand, when the amplitude at S1 is one level greater than S2, bit 1 is regenerated (cases 2, 4, 6, and 8).
The same method is used for U 2 , which utilizes information extracted from S2 and S3. Only the last channel, U n , can be recovered by comparing amplitude of only Sn against thr n . Table 1 shows example of the rules designed for three-channel, U 1 , U 2 , and U 3 , in all cases given in Fig. 2 . Bit error rate (BER) in this article is calculated based on the probability of error method, which is elaborated in the following section.
Probability of error
Referring to binary signaling, the BER is calculated based on the probability of error for bit 0, (Pe 0 ), and the probability of error for bit 1, (Pe 1 ), as the following [26, 27] 
where, Pe 0 and Pe 1 are defined as
where μ b and σ b (b = 0, 1) represent the mean and standard deviation of binary b at sampling point, respectively, and thr is the threshold value. In a DCDM system, as explained above, the original signal can be recovered based on information from the two adjacent slots. Therefore, for example, BER of U 1 is directly related to the information extracted from the 1st and 2nd sampling points (S1 and S2, respectively). Considering these two sampling points and Eq. 2, probability of error for U 1 can be defined as
Probability of error for each element in Eq. 5 can be easily derived from the probability density function (PDF) of the normalized noise amplitude. Figure 3 shows the PDF combined with the ideal eye diagram of three-channel DCDM. In three-user DCDM, probability of error for U 1 and bit 0, Pe 0 (U 1 ), and for bit 1, Pe 1 (U 1 ), can be derived based on rules 1-3 for bit 0 and rules 4-6 for bit 1 from Table 1 and considering the Eq. 5 and Fig. 3 , as following
and
where P(i| j) is probability of receiving level i when level j was transmitted which i and j are the signal amplitude level represented by A, B, C, and D as levels 0, 1, 2, and 3, respectively. Also, the p j_Sk is the probability of level j at the We assumed here that, the terms such as P(C|A) and P(D|A) are not included in Eq. 3 since, for low values of error rate these terms will be negligible. From Fig. 3 , it is noted that the above-conditional probabilities correspond to the areas Au-Dd. The error probability of U 1 for bit 0 is
where Bd and Bu represent the small areas at lower and upper side of the big area B, respectively. Using Eqs. 3 and 4, the small area, for example, Bd S1 and Bu S1 is calculated as
where μ B_S1 and σ B_S1 represent the mean and standard deviation, respectively, of level B at sampling point S1. The other small areas can be derived similarly. The same method can be applied for U 2 and U 3 .
Results and discussions
DCDM provides a rising edge transition at the beginning of each multiplexed symbol, except for the case that bit 0 is transmitted by all channels which is not highly likely to occur, particularly as the number of channels increases. Figure 2e shows an example of the multiplexed signals for three-channel system. By detecting this rising edges, the beginning of each multiplexed symbol will be determined. Therefore, instead of having a receiver operating at the channel-aggregated speed, such as RZ or CS-RZ, a receiver with the same speed as the single channel bit rate is enough to recover the original signals as explained in the previous section. This results in a lower cost for DCDM in the data and clock recovery circuits as it requires lower-speed electronic components. In addition to that, DCDM offers great saving in the spectra bandwidth. Figure 4a-d shows the null-to-null modulation bandwidths of 3, 4, 5, and 7 ×, 10 Gb/s, respectively. Using DCDM technique, a maximum modulated bandwidth of 80, 100, 120, and 160 GHz is required for aggregated bit The worst users
The best users respectively. This saving in the modulation bandwidth increases as the number of channels increases. This is because DCDM requires a null-to-null modulated spectrum bandwidth of 2×, [(n + 1) ×, single channel bit rate], whereas RZ requires 2×, (2×, aggregated bit rate). This feature increases the spectral efficiency of WDM systems.
Back-to-back pre-amplified receiver sensitivity and OSNR of the proposed technique is measured for different number The worst users The best users Fig. 7 Chromatic dispersion for 3U, 4U, 5U , and 7U . a The worst users and b the best users of multiplexing channels, three channel (3U ), four channel (4U ), five channel (5U ), and seven channel (7U ), shown in Figs. 5 and 6. For simplicity in displaying the performance of the different channels, only the channels with the worst and the best performance are selected, which are the 1st and the last channels, respectively. This is due to the different number of eyes participating in the BER calculation for the different users. As explained in previous section, BER of 1st channel is calculated based on the 1st and the 2nd slots, which has the most number of eyes (Fig. 1b) . On the other hand, BER of the last channel is related to only one eye which appears at the last slot. Based on the results shown in Fig. 5a , a receiver sensitivity of around −22.8, −19.6, −16.4, and −10 dBm is required for the worst channel at 3, 4, 5, and 7 × 10 Gb/s, respectively, to achieve BER of 10 −9 . The results show that, receiver sensitivity linearly deteriorates by 3.2 dB as the number of channel is increased. Meanwhile, from Fig. 5b , the best receiver sensitivity of −30, −28, −26.5, and −23.5 dBm is measured for 3, 4, 5, and 7×10Gb/s, respectively, at the same BER. Figure 6a shows the OSNR of the worst channel for multiplexing three, four, five, and seven users. At the same BER, an OSNR of 29.5, 32.8, 36, and 41.5 dB is required for the system with 3, 4, 5, and 7 × 10 Gb/s, while Fig. 6b shows that the best channels have the OSNR of 22, 24, 25.8, and 29 dB, respectively. Figure 7a , b shows the effect of chromatic dispersion on the best and the worst performances, respectively, of 3, 4, 5, and 7 × 10Gb/s DCDM. In the proposed technique, from 3U , 4U , 5U , and 7U system, the worst channels can tolerate chromatic dispersion of ±95, ±52, ±32, and ±17 ps/nm and the best channels can support the dispersion of ±140, ±98, ±69, and ±36 ps/nm at BER of 10 −9 , respectively. At 40-Gb/s total bit rate, proposed technique offers comparatively better performance than that of conventional 40-Gb/s CS-RZ ASK which has ±50 ps/nm dispersion tolerance [28] .
Conclusion
DCDM technique with the capacity of 70 Gb/s at 160-GHz bandwidth has been reported. Performance of DCDM was assessed in terms of back-to-back receiver sensitivity, OSNR, and chromatic dispersion tolerance. Modulation bandwidth for the aggregated bit rate of 30, 40, 50, and 70 Gb/s has been presented. Using the same modulation bandwidth of 40-Gb/s RZ, DCDM can achieve the aggregate bit rate of 70 Gb/s. This can greatly improve the spectral efficiency of WDM channels. In addition to that, the aggregated capacity of 70 Gb/s can be recovered by an external clock and seven sampling circuits, which all running at 10 GHz, which resulted in a lower speed of electronic component thus reducing cost.
