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transmisión de imágenes 
de TVpor métodos · 
digitales 
las técnicas diferenciales 
En este tercer capítulo se consideran las técnicas diferenciales como alternativas a las de 
transformación, además de métodos duales e híbridos. Las técnicas diferenciales ofrecen las 
especiales ventajas de su notable sencillez y de su versatilidad, lo que las coloca, a nuestro 
juicio, en las mejores condiciones para su pronta aplicación. 
Se tratan también algunos problemas relacionados, como el importante de los efectos de los 
errores de transmisión. 
Aníbal R . Figueiras, José B. Mariño 
TV TRANSMISSION USING DIGITAL SYSTEMS. 
Differential Techniques 
In this third paper, we deal with differential techniques as 
alternative to transforms, besides dual and hybrid methods. 
Differential techniques offer special advantages: remarkable 
simplicity and f!exibility; these reasons allow us to conclude 
that they are in the best condítions for their inmediate 
application. 
We also deal with sorne related problems, as the effects of 
transmission errors, a very important factor in the overa/1 
quality evaluation. 
INTRODUCCION 
Habiendo expuesto previamente los resultados de la 
comparación entre técnicas de transformación y diferencia-
les, conviene insistir aquí en que las segundas son de 
instrumentación mucho más sencilla (sobre todo, porque su 
aplicación directa da lugar a un régimen binario constante), 
y, analítica y prácticamente, de fácil modificac ión y adapta-
ción a circunstancias particulares. Así, la actual tecnología 
posiblemente obligue al empleo de los procedimientos 
diferenciales (y sus variantes). en una primera época al 
menos, en los problemas específicos de transmisión comer -
cial de señal de video; dado que, en estos casos, es 
fundamental disponer de un receptor simple. Tan sólo las 
transformaciones de Walsh y Haar trabajando sobre subimá-
genes de dimensiones reducidas pueden tener alguna 
opción en este terreno . 
En otras aplicaciones (por ejemplo, exploración espacial, 
almacenamiento de información) en las que la complejidad 
del receptor puede negociarse frente a los problemas de 
calidad o volumen de memoria, las transformaciones más 
elaboradas cuentan con mayor ventaja. 
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La posibilidad de recurrir a técnicas auxiliares (submues-
treos, adaptación, etc.) ha facilitado el alcanzar cotas de 
calidad subjetivamente aceptables con ambas técnicas en la 
transmisión de video. Debe señalarse, además, que la 
digitización da lugar a degradaciones sensiblemente dife-
rentes, entre las que exiten compromisos; permitiendo las 
variantes de los sistemas trabajar con diversos balances entre 
tales degradaciones; por lo que no se puede establecer un 
orden de prioridad entre transformaciones y técnicas 
diferenciales en cuanto a calidad, salvo en un sentido muy 
general. 
Aprovechando el haber comentado la presencia de 
diversos problemas de calidad en una imagen digitizada, 
citaremos los más importantes [1]: 
- Granularidad: defecto mostrado cuando la digitización en 
un tramo de seguimiento «enganchado» resulta excesiva -
mente grosera (la figura 1 muestra un tramo de segui-
miento enganchado en un D.P.C.M . de 4 niveles) . Uno 
de los efectos subjetivos más notables es el de contorneo, 
o introducción de bordes artificiales en zonas de lumi-
nancia lentamente variable. 
ERROR GRANULAR 
Figura 1. Región de seguimiento enganchado, D.~.C.M. a 2 b its 
- Sobrecarga de pendiente: defecto mostrado en los tramos 
de pérdida de la digitización (véase la figura 2) . El efecto 
particular más importante se conoce como movimiento 
de bordes: desplazamiento de éstos entre imágenes 
consecutivas al aparecer sobrecargas de pendiente en 
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áreas correspondientes de maneras no exactamente 
idénticas. 
-- Escalonado de bordes: debido a la cuantificación en el 
tiempo. 
-- Rayado: debido a desacoplas entre codificador y decodi-
ficador o a errores de transmisión. El nombre traduce el 
efecto obtenido con D.P.C.M. de predictor basado en un 
elemento espacial previo, o D.M. espacial; en otros casos, 
las manifestaciones son figuras diferentes de simples 
rayas (normalmente, menos apreciables). 
ERROR DE 
PENDIENTE 
Figura 2. Dos regiones de pérdida, D.P.C.M. a 2 bits 
Como se ha dicho, existen compromisos entre estos 
defectos y con otras características de transmisión; por 
ejemplo, reducir el escalonado de bordes supondría mayor 
régimen binario; la reducción de granularidad y sobrecarga 
de pendiente son objetivos contrapuestos; etc. 
EL D.P.C.M. Y SUS VARIANTES 
Se sabe que el D. P.C. M . aventaja al P.C. M. en situaciones 
de muestras fuertemente correladas. En realidad, el problema 
puede plantearse con cierta generalidad: si la fuente de 
información tiene «memoria» (es decir, si las muestras no 
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Figura 3. Cuantificación D P.C. M . de tres bits. Y = predictor; Y = muestra. 
y-:y = va lor cuantificado; e = error de cuantificación ; 1, 2, ... 8 = niveles 
cuánticos. 
son independientes), se puede suponer que, cada vez que se 
va a obtener una muestra, dicha fuente se encuentra en un 
estado de entre varios posibles, si de {si}, y que el valor de la 
muestra que se obtiene depende estadísticamente de dicho 
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estado. Si se desea optimizar el sistema, el cuantificador 
debe diseñarse de acuerdo con los diversos estados. 
Esto es el fundamento del A.P.C.M. (P.C.M. adaptativo) . 
Pero la optimización genérica propuesta presenta varias 
dificultades: fundamentalmente, la caracterización de la 
fuente según sus diversos estados (los autores discrepan 
incluso con una simplificación markoviana [2]. [3]). y 
también la dificultad de construcción de un cuantificador 
adaptativo general. Por ello, sólo se emplea con notables 
simplificaciones; como una de ellas puede considerarse el 
D.P.C.M. [4]: en este caso, se centra el cuantificador sobre 
una predicción de Y(mT.) (figura 3). aprovechando así ade-
cuadamente el margen dinámico del cuantificador. 
Anteriormente (véase la fórmula (8) del primer artículo 
publicado en el N.0 78) se han analizado los predictores de 
tipo lineal (los no lineales presentan muchas dificultades 
para su aplicación práctica) . Los coeficientes {a;} obtenidos 
de este modo pueden criticarse por las siguientes razones: 
-- Si el proceso a cuantificar no es estacionario (tal como 
pasa con Y) no tiene sentido hablar de la función de 
autocorrelación 'I' yy(.). En tales casos, pueden utilizarse 
estimaciones locales de esta función, tal como han hecho 
Figura 4. Imagen de prueba del error de cuantificación en E.D.P.C.M. 
Nótese el mayor efecto en los bordes verticales 
Atal y Schroeder en el caso de voz [5] (lo que complica 
extraordinariamente el equipo). u otro tipo de predicto-
res, como el de Kalman [6]. Estos procedimientos 
«adaptan» el predictor a la señal, y de ahí que se conozcan 
como A.D.P.C.M. (el mismo nombre reciben los 
D.P.C.M. que adaptan características distintas del 
predictor). 
-- El criterio de error aplicado en los cálculos previos es el 
cuadrático medio, no subjetivo ([ 4]. [7]. [8], [9]. [1 0], 
[11]. [12], [13]. [14] ). Por ello, los coeficientes se 
escogen por razones de sencillez o tras pruebas de 
evaluación subjetiva. 
Puede comprobarse en gran cantidad de trabajos (por 
ejemplo, [2]. [3]. [4]. [8]. [16], [17]. [18]). como, en todo 
caso, dichos coeficientes se escogen como fracciones 
sencillas. Los predictores inicialmente utilizados recurrían a 
los elementos previos en la línea del que se cuantifica 
(predicción horizontal unidimensional, H1 O; se dice elemen-
tal si usa sólo el elemento adyacente). Estos esquemas son 
sencillos, pero distorsionan sensiblemente las áreas detalla-
das, especialmente, los bordes verticales (figura 4). Añadir 
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elementos de la línea superior del mismo cuadro (predicción 
espacial bidimensional, S2D) mejora sensiblemente la 
calidad. La predicción en el sentido temporal (de trama a 
trama) mejora la reproducción de las áreas móviles; además 
de ofrecer mayor ventaja si se pretende codificar por 
longitud variable (codificación de entropía), asignando 
palabras-código más breves a niveles cuánticos más 
probables (lo que requiere memoria para el «alisado» de 
datos antes de su transmisión). Los predictores tridimensio-
nales, 3D, los más eficientes, son de más complicada 
implementación. 
Conmutaciones y simplificaciones de los códigos para 
reducir el régimen binario son también posibles (hay varios 
en [16]; [19]. 
Como se ha comentado previamente, al introducir la 
designación A.D. P.C.M., además de la adaptación del 
predictor, o sustituyendo a ésta, para un mejor funciona-
miento en el caso de la señal de video (no estacionaria), es 
posible adaptar de modo sencillo el cuantificador; por 
ejemplo, normalizando la señal por su «potencia» medida 
localmente (cada determinado intervalo de tiempo) [20], 
(figura 5) o conmutando varios predictores fijos [4], 
utilizando para ello con preferencia procedimientos de 
control digital sobre los bits obtenidos de la cuantificación, 
lo que representa la especial ventaja de hacer innecesaria la 
transmisión de las señales de conmutación. 
Figura 5. A.D.P.C.M. con normalización por <<potencia» local (extremo 
de transmisión). A=amplificador de ganancia controlada; O= cuantificador: 
P=predictor; M+L=memoria y lógica de cálculo 
LA D.M. Y SUS VARIANTES 
Los sistemas D.M. no adaptativos pronto se revelaron 
insuficientes para la transmisión de imagen con la calidad 
deseable: el compromiso entre error granular y sobrecarga de 
pendiente limitaba sus posibilidades. De tal observación 
Winkler [21] dedujo la conveniencia de adaptar el nivel del 
escalón cuántico, proponiendo un primer sistema A.D.M. 
por control digital, ya descrito en el primero de nuestros 
artículos. Aunque existen procedimientos de adaptación con 
control no digital, son menos ventajosos (precisan la 
transmisión de la ley de adaptación); por lo que en la 
literatura han proliferado los procedimientos con caracterís-
ticas análogas a las del introducido por Winkler. 
De entre ellos, algunos realizan la adaptación recurriendo 
a una «biblioteca» de escalones cuánticos [22], [23], que se 
va recorriendo según los bits que se obtengan en la 
cuantificación . Otros emplean un algoritmo de adaptación; 
así, Jayant [24] propone multiplicar el nivel del escalón 
cuántico por P (1 < P < 2) cuando dos bits consecutivos 
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coinciden, y por O = 1 /P cuando no coinciden . Nótese que 
la coincidencia parece, intuitivamente, implicar rápida 
variación de la señal, y la discrepancia, una zona de 
planicidad; modificándose el escalón cuántico del modo 
adecuado para combatir el error predominante en cada caso 
1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
Figura 6. Mecanismo de adaptación de Jayant. Aproximación escalonada y 
señal transmitida 
(de pendiente o granular, respectivamente) . La figura 6 
aclara el proceso. 
La figura 7 indica una posible disposición del conversor 
D.M. de Jayant. Este autor optimiza los valores de P en 
diversos casos para conseguir error cuadrático medio 
mínimo. 
Se han propuesto otros algoritmos de adaptación (digital) 
para su aplicación a señal de video, como los de Tazaki [25] 
y de Song, Garodnick y Schilling [26]. Este último consiste 
en tomar: 
t(mT.)=sgn[Y(mTJ-E(m-1 T.)] (1) 
donde tes el bit transmitido, sgn la función signo ( + 1 ¡ -1 
para argumento positivo/negativo) y E la aproximación en 
escalera; con: 
!J.( m Ts) = 1 ~Em -1 T.) 1 [t(mT.) + t(m -1 T.) 1 2] (2) 
(siendo ~ el escalón cuántico), si 1 ~Em -1 T.) 1 supera un 
cierto nivel mínimo (en caso contrario, se emplea ésta para el 
nivel del escalón siguiente). Claramente: 
E(mTJ = E(m-1 TJ + ~EmT.F (3) 
Utilizando este esquema, Lei, Scheinberg y Schilling [26] 
introducen un método A.D.M. con «predicción bidimensio-
nal», proponiendo dos predictores: el elemento adyacente 
izquierdo y el adyacente superior (ambos cuantificados); 
recurriendo en cada momento al de predicción más aproxi-
Figura 7 . A.D.M. con control digital. :f = detector de signo; L1,L2 
lógicas de adaptación; A 1, A 2 = amplificadores controlados; 11 , 12 
integradores; 1' = interpolador. 
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mada. Así se plantea el problema de que se necesita un bit 
adicional para indicar cuál de los dos elementos se ha 
utilizado. Para evitarlo, los autores también proponen un 
predictor auxiliar, combinación lineal de los dos anteriores y 
el valor cuantificado del elemento adyacente diagonal 
izquierdo previo. Este predictor no puede utilizarse directa-
mente en la cuantificación, pero sirve para determinar 
automáticamente cuál de los dos primeros ofrece mejores 
resultados, y evitar así el bit adicional. 
El método de Lei, Scheinberg y Schilling puede incorporar 
predicción de trama a trama. 
Debe advertirse que los métodos D.M., a medida que se 
van haciendo más elaborados, van perdiendo parte de su 
principal ventaja sobre los D.P.C.M., la simplicidad; y se 
sensibilizan progresivamente a los errores de transmisión, 
como más adelante se discutirá; aunque el resto de sus 
prestaciones mejora sensiblemente. 
Por último, señalaremos que es posible una mejora de las 
características de la cuantificación delta (u otras) recurrien-
do a la codificación retardada: consiste ésta esencialmente 
en no transmitir los bits hasta que se compruebe que el 
escalonado consiguiente sigue correctamente a la señal en 
tiempos posteriores, de acuerdo con cualquier criterio; si el 
seguimiento es incorrecto, se cambian los bits a transmitir. El 
proceso se realiza comparando una «plantilla» del escalona-
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Figura 8. Plantilla para codificación retardada 
eligiendo el camino mejor en cada comparación [17]. Las 
limitaciones circuitales imponen que la longitud de la 
«plantilla» sea reducida, por lo que la ventaja de calidad no 
es elevada, pero sí se gana en estabilidad [27]. 
TECNICAS DUALES E HIBRIDAS 
Acostumbran a designarse como duales las técnicas que 
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emplean alternadamente D.P.C.M . y D.M. (nosotros lo 
extenderemos a los casos P.C.M . y D.P.C.M.); y por 
híbridas, las mixtas transformación-diferenciales. Es fácil 
comprender que sus posibilidades son considerables, 
aprovechando las mejores características de cada 
componente. 
Una completa descripción de un sistema dual se hace en 
[1]. El equipo emplea la D.M. sobre áreas poco variables, y el 
D.P.C.M . en áreas variables, conmutando por comparación 





Figura 9. Esquema básico de técnica híbrida de transformación unidimen-
sional más D.P.C.M. T1,T¡ h transformaciones directa e inversa, unidimensio-
nales; O, = cuantificadores; P, = predictores; C = codificador; R = receptor 
digital. 
práctica, se procede por control digital a partir de la señal 
codificada, para evitar la señalización de conmutaciones). 
Los bits delta se agrupan, con el fin de conseguir un régimen 
de señalización globalmente constante (de modo aproxima-
do), y usa codificación retardada . 
Entre otros análisis de métodos duales, podemos señalar 
el de Devereux [28], del tipo P.C.M.-D.P.C.M. 
Trabajos clásicos comentando las técnicas híbridas son 
los de Habibi y otros [18], [29], [30]. En estos artículos se 
examina una técnica intertramas consistente en realizar una 
transformación unidimensional sobre las filas: 
3, (u,y) = J(x,u) Y(x,y), (4) 
- - -
siendo I la matriz que define la transformación unidimen-
sional; y tras ello, en aplicar un D.P.C.M. para cada u, 
reduciendo así la redundancia según la coordenada y. La 
figura 9 esquematiza el sistema (se usan predictores de 
longitud unidad). El procedimiento disfruta de ventajas de la 
cuantificación D.P.C.M. y por transformación. 
Figura 1 O. Diagrama de bloques de técnica híbrida por serialización de sub-
bloques. D + S =divisor en sub-bloques y secuenciador; T.T - 1 =transforma-
dores bidimensionales; QDPCM = cuantificadores diferenciales de elemen-
tos correspondientes; L = lógica para eliminación de redundancia; R = 
receptor digital; Ll = lógica de identificación; DDPCM = demodulador 
DPCM; 1 = interpo lador 
En [29] se hace notar también que las técnicas híbrid{ls se 
pueden aplicar a digitización intertramas; por ejemplo, con 
transformación bidimensional en cada trama y posterior 
D.P.C.M. de trama a trama; aunque se obtiene peor calidad. 
Una variante de ésto es aquélla en la que las transformacio-
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nes bidimensionales se aplican sobre sub-bloques de 
imágenes presentados sucesivamente, y la D.P.C.M ., entre 
los sub-bloques transformados (figura 1 O). [31] recoge 
resultados de una interesante labor comparativa, tratando 
con las transformaciones de Walsh, Haar y Walsh-Haar 
sobre sub-bloques 16 x 16 de imágenes 256 x 256. Los 
autores comprueban mayor calidad que con los métodos 
bidimensionales directos con una compresión de valor 4, 
además de ahorrar tiempo de CPU en la simulación (lo que 
equ ivaldría a una más simple circuitería en una realización 
práctica). 
REDUCCIONES E INTERCAMBIOS DE 
RESOLUCION 
En una imagen digitalizada puede considerarse tres clases 
de resolución: 
- de detalle, proporcional al número de bits de la 
cuantificación; 
- espacial, proporcional al número de puntos por trama; 
- temporal, proporcional al número de tramas por unidad 
de tiempo. 
Como se ha discutido, hay efectos subjetivos que tienden 
a enmascarar la disminución de cada una de estas resolucio-
nes bajo determinadas circunstancias. Esto puede aprove-
charse para intercambiarlas de acuerdo con su importancia 
en cada instante, o bien para reducirlas directamente en los 
casos en que sea posible. 
La reducción de resolución puntual o de detalle consiste 
en limitar el número de bits por muestra. Las reducciones de 
resolución en tiempo y en espacio son técnicas sencillas, 
que, en su forma más elemental , consisten en prescindir de 
parte de las muestras de video, y repetir o interpolar otras de 
valores semejantes (en espacio o en tiempo) en el receptor . 
Así, en [17] y [32] se dan ejemplos de t ransmisión de 
puntos en cada trama de acuerdo con una agrupación previa 
(figura 11); repitiendo las subtramas para evitar el parpadeo 
1 4 1 4 1 4 
3 23 2 32 
4 4 
3 2 3 2 
Figura 11. Ejemplo de agrupación de puntos para relleno selectivo, y 
rea lización básica de transmisor y receptor. L, L' = lógicas de selección; 
D = digitalizador; R = reconst ructor de señal; T0 = retardo de trama . 
de la imagen. Esta técnica recibe la denominación de relleno 
selectivo; y presenta como principal problema que los 
perfiles de las agrupaciones de puntos se hacen visibles en 
casos de movimiento rápido . 
Tambi én en [17] se nos habla de repetición, promediado e 
interpolación de tramas. 
Las reducciones de resolución espacial y temporal que se 
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acaban de considerar pueden utilizarse de modo comple-
mentario: intercambiando una y otra según se encuentre el 
digitizador con sucesiones de imágenes sensiblemente 
«fijas» o rápidamente móviles. Un ejemplo de aplicación es el 
DRIDEC, básicamente un codificador D.P.C.M. con predic-
tor usando el elemento previo, que, en modo estacionario, 
interpola entre tramas, y, en modo móvil, interpola entre 
líneas, del modo que muestra la figu ra 12 (nótese que la 
presentación se hace en campos interlazados). 
(A) 
Fig ura 12. Modos de trabajo del CRIDEC. Las fl echas muestran los 
elementos para interpolaci ón en un caso; en los demás, se procede 
idénticamente. A = modo estacionario; B = modo móvil ; (.) = valores 
transmitidos; (x ) = valores interpolados. 
·Una importante técnica que se puede considerar incluída 
dentro de éstas (que son, esencialmente, procedimientos de 
submuestreo) y profusamente considerado (por ejemplo, 
[17], [33], [34]) es la conocida por relleno condicional: que 
consiste en transmitir únicamente los elementos que han 
variado sensiblemente entre tramas sucesivas. Se hace 
precisa una información que direccione los elementos 
transmitidos; y el procedimiento es, además, sesiblemente 
asíncrono; con lo cual se establece el típico compromiso 
entre capacidad del medio de transmisión y requerimientos 
de memoria . Una solución aceptable a este problema la 
proporciona el FRODEC, que reduce a la mitad la resolución 
espacial y eleva el umbral para la selección de elementos 
móviles cuando la memoria de alisado de datos se llena; si se 
rebasa la capacidad de dicha memoria, se repite una trama, y 
se pasa a transmitir una tira P.C.M. si la memoria se vacía 
[17]. 
CLASIFICACION (SEGMENTACION) PREVIA 
Otra manera de enfocar el problema de mantener las 
resoluciones espacial-de detalle (aquí agrupados) y tempo-
ral tan reducidas como lo permita la visión de las imágenes 
(para una «calidad subjetiva» dada) consiste en proceder a 
una clasificación (o segmentación) previa de los elementos 
de imagen en categorías según sus características de detalle 
o de movilidad; digitizando después cada categoría por 
separado, de acuerdo con sus especiales características. En 
realidad, puede considerarse el relleno condicional como 
una segmentación elemental. 
Analizaremos primero una forma de segmentación que 
trabaja según las coordenadas espaciales. Schreiber, Huang 
y Tretiak [35] manifiestan elegantemente cómo el hombre 
basa su observación visual fundamentalmente en los 
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contornos. Por ello, proponen considerar la señal como 
información de contornos, y utilizar ésta y el conocimiento 
del gradiente de la luminancia para la recuperación de la 
imagen (codificación de contorno). Aunque el proceso 
equivale teóricamente a transmitir contornos por un lado y 
valores medios de luminancia (señal de banda mucho más 
reducida) por otro, tal como propone Graham [36] (codifi-
cación por áreas), los autores anteriormente citados insisten 
en que hay diferencia subjetiva entre ambos métodos, y los 
resultados de diversas experimentaciones parecen darles la 
razón. 
El primer problema que se plantea consiste en la determi-
nación de los contornos. Para ello se han propuesto diversos 
algoritmos. Uno de ellos, debido a Limb [37], se basa en la 
comparación de los elementos de imagen en cada línea, 
Figura 13. Predicción por contorno. (-) =contorno previsto; v=elemento 
a cuantificar; X=predictores según contorno; (--- )=líneas del segundo 
campo. 
examinándolos de ocho en ocho. Existen otros métodos más 
depurados, como el de Wilkins y Wintz [38], consistente 
en un algortimo doble, con una primera parte para determi-
nar puntos iniciales en un contorno, y una segunda parte 
para seguir éste (lo que requiere un número máximo de bits 
igual a 3, designando los ocho elementos adyacentes; puede 
reducirse dicho número para mayor compresión). Este 
segundo tipo de algortitmos reviste cierta complejidad: se 
basan en un test de hipótesis apoyado en la estimación de 
valores estadísticos de sub-bloques de imagen para el 
agrupamiento, siendo los criterios de éste actualizables de 
acuerdo con los datos que suministre cada bloque clasifica-
do, de modo que el clasificador es adaptativo. Aunque se 
han realizado pruebas con este método y cuantificación 
bloque (simultánea de cierto número de muestras) [39], las 
dificultades tecnológicas seguramente limitarán su aplica-
ción práctica . 
Dentro de las técnicas de codificación por contorno, la 
transmisión de éste es un problema especial. Puede hacerse 
por codificación de desplazamiento, fijando cada punto 
respecto del anterior; o examinando en cada momento la 
dirección del contorno (precisos 3 bits como máximo) o 
acoplando curvas conocidas a un determinado contorno 
[35]. 
Un procedimiento íntimamente ligado al anterior es el de 
predicción por contorno, detallado por Zschunke [ 40]. En él, 
las diferencias entre los elementos de la misma línea sirven 
para ir marcando los contornos línea a línea, previendo así su 
trazado, y utilizando para una cuantificación D.P.C.M. los 
elementos según el contorno como bases para la predicción 
(figura 13). 
Existen otros modos de segmentación más elaborados, 
basados en análisis espectral, en comparaciones hasta en 
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tres dimensiones, en separac1on detalle-textura, o en 
modelos de efectos subjetivos [1 0], [17], [ 41], [ 42]. 
CONSIDERACION DE EFECTOS SUBJETIVOS 
En el diseño de cuantificadores se han tenido también en 
cuenta las características de la visión. Así, Netravali, 
Rubinstein y S harma [11] [12] consideran en función de la 
pendiente de luminancia, p, un umbral de percepción, T(p), 
de variaciones en dicha pendiente (magnitud fundamental 
en la cuantificación diferencial), y una función de visibili-
dad, introducida como dependiente del umbral de percep-
ción, f(T), tal que marca la correspondencia entre un cierto 
error en la pendiente de luminancia y un ruido blanco 
repartido sobre toda la imagen subjetivamente igual; 
habiéndose encontrado que los efectos del ruido son 
aditivos, y teniendo f( T) carácter de función de densidad, se 
determina en la forma: 
(5) 
donde P8 y PP indican las potencias de ruido blanco y de 
pendiente equivalente. Con T(p) y f(T) estos autores 
proponen varios diseños óptimos, sobre los que aplican 
como criterios de error: 
el cuadrático medio: 
~PiH 1 
MSE = ~ JP; (p -P;) 2g(p)dp (6) 
siendo g(.) la densidad de probabilidad de p, P; los niveles 
de decisión y P¡ los cuánticos; 
-el cuadrático medio sobre el umbral: 
MSTE = ~ J:i+l 
1 
- T(p)J g(p) dp; (7) 
(u es la función escalón); 
el «cuadrático medio subjetivo» 
1Pi + l MSSE = ~ JP¡ (p-PYf(p)dp; (8) 
idem sobre el umbral: 
MSSTE = ~ f:i+l [(p-?y-
- T2 (p)] u[lp-P¡ 1- T(p)]f(p)dp (9) 
Unos de los diseños propuestos son los resultados de 
minimizar estas medidas para un número de niveles o una 
antropía de salida prefijados. También se proponen cuantifi-
cadores que mantienen los errores por debajo del umbral de 
percepción. Encuentran que el cuarto criterio y las minimiza-
ciones según él son las subjetivamente más aceptables, 
como era de esperar. En otro trabajo [1 O] el mismo grupo de 
autores propone la consideración de funciones de visibilidad 
definidas no según p, sino según expresiones más elabora-
das que miden la «actividad» de la luminancia en un entorno 
de cada imagen: funciones de enmascaramiento; conside-
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randa ejemplos uni y bidimensionales, causales y no 
causales. Un ejemplo general de estas funciones es la 
máscara bidimensional 
donde d indica distancia euclídea, a ( < 1) es un factor 
ponderal, y pH, pv, significan pendiente horizontal y vertical. 
En este y otros trabajos [9], [11] se proponen otros varios 
diseños combinados con A.D.P.C.M. por clasificación ; 
diseñando los cuantificadores uniformes óptimos para cada 
clase, cuyos escalones para la clase i (compuesta por 
sectores de igual «visibilidad») serán de la forma: 
~i = constante x 1 i- 112 ( 11 ) 
siendo 1 i una aproximación segmentada a la función de 
visibilidad en el tramo correspondiente a la clase i. Otros 




Figura 14. Codificación de componentes de imagen de color. S, S' = señal 
de color y su reconstrucción; Y,C1 ,C2 ; YDI C~ . C~ = componentes y reconstruc-
ciones; CS, cs - 1 = separador de componentes e ' inverso ajustables; D 1, D2 , 
D3 = digitizadores; R1 , R2 , R3 = reconstructores. 
simplemente el cuadrático medio, sobre cada clase, traba-
jando con el error de predicción y clasificando las señales 
según valores de las funciones de enmascaramiento . 
Otros interesantes estudios sobre cuantificaciones subje-
tivamente óptimas corresponden a Thoma [13] y Kretz [14]. 
BREVE NOTA SOBRE LA DIGITIZACION DE 
IMAGENES EN COLOR 
Se brindan inicialmente dos opciones: actuar sobre la 
señal compuesta directamente, o sobre las tres componentes 
por separado (Y se escoge como una de ellas, para garantizar 
la compatibilidad). 
La codificación de señal compuesta no ha ofrecido 
buenos resultados prácticos salvo .en el caso de la señal PAL. 
Presenta problemas de intercambio entre sistemas; pero, en 
las redes mixtas A- O actuales, evita pasos de conversión que 
tienden a degradar la señal. 
Quizá el más completo trabajo sobre digitización de señal 
compuesta se deba a Thompson [8]. Recurre a D.P.C.M. 
sobre la señal compuesta, utilizando para los predictores 
elementos previos en los que la subportadora de luminancia 
esté en fase con respecto a la que tiene en el elemento a 
cuantificar. El problema adicional en PAL de la alternancia 
de la componente V se puede solucionar de tres modos 
distintos: conmutando adecuadamente el predictor, utilizan-
do elementos de predicción escogidos en la segunda línea 
previa, o recurriendo al predictor de crominancia corregida: 
usando la luminancia de elementos inmediatos y la cromi-
nancia de otros con la fase adecuada. 
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( A ) (B) 
Figura 15. Efectos de los errores de canal en cuantificación diferencial con 
predictor previo horizontal. A = señal original; B = señal recuperada. 
La codificación por componentes, mucho más versátil, 
solventa el problema de intercambio entre sistemas, y facilita 
las modificaciones del procedimiento. Las componentes se 
escogen como Y,C1 ,C2 (las dos últimas para color) (el 
esquema genérico sería el de la figura 14); y resulta 
teóricamente posible seleccionar el y c2 de modo que exista 
incorrelación entre las tres, con las típicas ventajas de una 
transformación de Hotelling; pero el resultado es muy 
semejante al Y, /, Q, por lo que suele acudirse a éstas [18]. 
Limb, Rubinstein y Walsh [19] realizan varias pruebas de 
cuantificación de Y, /, Q, encontrando como aceptables las 
diferenciales a 12, 6 y 4 niveles, y empleando técnicas de 
interpolación para la reducción del régimen binario. Propo-
nen también para el mismo fin el envío de una versión 
comprimida en tiempo de las señales de crominancia en los 
intervalos de borrado de línea . 
Un método adaptativo para la señal de color es la 
codificación de meseta: consistente en una clasificación en 
regiones de cromaticidad aproximadamente constante 
(cuyo valor medio se envía), y delimitación de bordes por 
variación de pendientes. Netravali y Rubinstein [9], [11] 
proponen también clasificaciones según funciones de 
visibilidad dependientes de la pendiente de luminancia o de 
las pendientes de las componentes de crominancia; recu-
rriendo a ellas pa ra cuantificaciones «subjetivas» (véase el 
apartado anterior) de las componentes por separado. 
EFECTOS DE LOS ERRORES DEL CANAL 
En los sistemas D.P.C.M. con predicción por elemento 
previo y en los D.M . con integración perfecta, los errores en 
los bits transmitidos por acción del ruido presente en el canal 
de comun icación tienden a mantenerse permanentemente 
en la señal reconstruída; manifestándose como «rayas» (que 
desaparecen entre líneas) en la imagen recibida . El efecto 
subjetivo no se tolera para tasas de error medianamente altas 
(figura 15). 
Para evitar el rayado, se utilizan predictores e integración 
con «pérdida», de modo que las rayas se atenúan en pocos 
elementos de imagen. Los predictores bidimensionales en 
espacio dan también formas más tolerables a los efectos del 
error en la imagen; lo mismo ocurre con la «predicción 20» 
(predictor auxiliar) en el caso de D.M. 
La acumulación de errores se combate también con 
diversos procedimientos; el más sencillo, una conmutación 
periódica a P.C.M . 
Los métodos adaptativos se hacen mucho más sensibles al 
error que los fijos; dado que los bits alterados en la 
transmisión modifican también la reconstrucción del algorit-
mo de adaptación en el receptor, aumentando la importancia 
de los errores. 
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En general, pese a que el tema de los errores de canal no 
ha sido, ni con mucho, exhaustivamente estudiado, puede 
decirse que las técnicas diferenciales presentan los errores 
de formas subjetivamente menos tolerables que las de 
transformación. En ello radica una de las especiales ventajas 
de los procedimientos híbridos, que simultanean cierta 
simplicidad de constitución con una «ocultación» de los 
errores semejante a las técnicas de transformación. 
CONCLUSION 
Las técnicas diferenciales (D.P.C.M. y D.M.), junto con 
sus variantes adaptativas y realizaciones «subjetivas», 
además de los métodos de reducción e intercambios de 
resoluciones, se han presentado de modo que quede 
manifiesta su simplicidad frente a las transformaciones. Los 
procesos de clasificación, que mejoran sensiblemente la 
calidad, han sido considerados también, así como las 
técnicas duales, encaminadas fundamentalmente a la reduc-
ción del ancho de banda, y las híbridas, para un balanceo 
sencillez-calidad. 
Se ha destinado un Apartado a una breve revisión de 
opciones para la digitización de señal de color, y otro a la 
consideración de efectos de errores de canal. 
Los procedimientos diferenciales o derivados serán, muy 
probablemente, los que ocupen las aplicaciones de comuni-
cación comercial de señal de video, al menos en los 
próximos años. • 
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