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Abstract
The dual iteration was introduced in a conference paper in 1997 by Iwasaki as
an iterative and heuristic procedure for the challenging and non-convex design of
static output-feedback controllers. We recall in detail its essential ingredients and go
beyond the work of Iwasaki by demonstrating that the framework of linear fractional
representations allows for a seamless extension the dual iteration to output-feedback
designs of tremendous practical relevance such as the design of robust or robust
gain-scheduled controllers.
In the paper of Iwasaki the dual iteration is solely based on, and motivated by
algebraic manipulations resulting from the elimination lemma. We provide a novel
control theoretic interpretation of the individual steps, which paves the way for
further generalizations of the powerful scheme to situations where the elimination
lemma is not applicable. Exemplary, we extend the dual iteration to the multi-
objective design of static output-feedback퐻∞-controllers, which guarantee that the
closed-loop poles are contained in an a priori specified generalized stability region.
We demonstrate the approach with numerous numerical examples inspired from the
literature.
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Static output-feedback synthesis; robust output-feedback synthesis; linear matrix inequalities
1 INTRODUCTION
The design of static output-feedback controllers is a conceptually simple and yet theoretically very challenging problem. It
is also a popular design approach of practical interest due to its straightforward implementation and the fact that, typically,
only some (and not all) states of the underlying dynamical system are available for control. Moreover, it is well-known that
the synthesis of dynamic (fixed-order) output-feedback can also be formulated as a static output-feedback problem based on a
suitable augmentation of the underlying system1. However, in contrast to, e.g., the design of static state-feedback or dynamic
full-order controller, the synthesis of static output-feedback controllers is intrinsically a challenging bilinear matrix inequality
(BMI) feasibility problem. Such problems are in general non-convex, non-smooth and NP-hard to solve2. The lack of convexity
and the typically rather complex optimization landscape challenge even dedicated algorithms as the one, e.g., of3, which tries
to solve the underlying optimization directly without relying on matrix inequalities. So far there are no techniques available to
directly synthesize static controllers bymeans of convex optimization and heuristic approaches are employed instead, which only
0Abbreviations: LMI, linear matrix inequality; BMI, bilinear matrix inequality; KYP, Kalman-Yakubovich-Popov; LFR, linear fractional representation; IQC integral
quadratic constraint
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yield sufficient conditions for the existence of such controllers. Next to providing only sufficient conditions, another downside
of such approaches is that they might get stuck in a local minimum of the underlying optimization problem that can be far away
from the global minimum of interest. Such approaches are nevertheless used and reported to work nicely on various practical
examples. Two surveys on static output-feedback design presenting several of such approaches are given in4,5. Essentially the
same difficulties arise for the synthesis of (static) robust output-feedback controllers, which is of tremendous relevance in practice
as employed models never match the real system to be controlled; hence, this calls for the design of controllers that are capable
to deal with the resulting discrepancies.
In this paper we present and extend the dual iteration which is one of such heuristic methods. It was introduced in6,7 and
developed for the design of stabilizing static output-feedback controllers for systems unaffected by uncertainties. We elaborate in
detail on the individual steps of this procedure for the design of static output-feedback퐻∞-controllers for linear time-invariant
systems. In particular, we demonstrate that those steps are algebraic consequences of a general version of the elimination lemma
as given, e.g., in8. As the latter lemma is very powerful and a flexible tool for controller design, which works perfectly well in
tandem with the framework of linear fractional representations9,10,11 (LFRs), it is natural that the dual iteration generalizes to
a variety of challenging non-convex synthesis problems beyond the design of static stabilizing controllers as considered in6,7.
As an illustration, we show that it is possible to seamlessly extend the dual iteration to static generalized퐻2-, robust퐻∞- and
robust gain-scheduled 퐻∞-design in the case that only output measurements are available for control; for the generalized 퐻2-
design we employ typical conditions to ensure that the direct feed-through vanishes, while for the robust designs we consider
arbitrarily time-varying parametric uncertainties and rely on integral quadratic constraints12 (IQCs) with constant multipliers.
Unfortunately, the elimination lemma does not apply for interesting design problems as such with multiple objectives where
it would as well be desirable to have procedure for static and/or robust design. To this end, we provide a control theoretic
interpretation of the individual steps of the dual iteration, which does not involve the elimination lemma builds on13. In13, we
developed a heuristic approach for robust output-feedback design that was motivated by the well-known separation principle.
The latter approach constitutes the consecutive solution of a full-information design problem and another design problem with a
structure that resembles robust estimation.We found that the latter is directly linked to the primal step of the dual iteration. Based
on this interpretation, the dual iteration is capable to deal with situations where elimination is not possible. As a demonstration,
we consider the multi-objective design of static output-feedback 퐻∞-controllers, which ensure that the closed-loop poles are
located in an a priori specified generalized stability region defined by a linear matrix inequality (LMI).
Outline. The remainder of the paper is organized as follows. After a short paragraph on notation, we recall in full detail the dual
iteration for static output-feedback퐻∞-design in Section 2. A novel control theoretic interpretation of the iterations ingredients
is provided in Section 2.2.4. We point out opportunities of the latter interpretation by extending the dual iteration to the static
output-feedback design of 퐻∞-controllers that ensure that the closed-loop poles are contained in an a priori specified stability
region in Section 3. In Section 4 we show that the dual iteration is not limited to precisely known systems by considering
the practically highly relevant synthesis of robust output-feedback controllers for systems affected by arbitrarily time-varying
uncertainties. Moreover, we comment in that section on further extensions of the iteration to deal, e.g., with the challenging
synthesis of robust gain-scheduling controllers. All of the previously mentioned design problems are demonstrated in terms of
numerous numerical examples inspired from the literature including a challenging missile autopilot design. Finally, several key
auxiliary results are given in the appendix.
Notation. For ◦ ∈ {<,≤,=,≥, >} we use ℂ◦ ∶= {푧 ∈ ℂ | Re(푧) ◦ 0}, 픻◦ ∶= {푧 ∈ ℂ | |푧|◦1}, ℝ◦ ∶= ℂ◦ ∩ ℝ, ℂ∞◦ ∶=
ℂ◦ ∪ {∞} and ℝ∞◦ ∶= ℝ◦ ∪ {∞}. Let 퐿푛2 ∶= {푥∈퐿푛2푒 ∶ ‖푥‖2퐿2 ∶= ∫ ∞0 푥(푡)푇푥(푡)<∞} where 퐿푛2푒 is the space of locally squareintegrable functions 푥 ∶ [0,∞) → ℝ푛. RL푚×푛∞ (RH푚×푛∞ ) is the space of real rational 푚 × 푛 matrices without poles in ℂ∞= (ℂ∞≥ )and equipped with the maximum norm ‖ ⋅ ‖∞. If 퐺(푠) = 퐷 + 퐶(푠퐼 −퐴)−1퐵, we write 퐺 = [퐴,퐵, 퐶,퐷], 퐺ss = ( 퐴 퐵퐶 퐷 ) and use
퐺∗ = [−퐴푇 , 퐶푇 ,−퐵푇 , 퐷푇 ] as well as −퐺∗ = [−퐴푇 ,−퐶푇 ,−퐵푇 ,−퐷푇 ]. For matrices 푋1,… , 푋푁 , 푋,푃 we further employ the
abbreviations
diag(푋1,… , 푋푁 ) ∶=
⎛⎜⎜⎝
푋1 0
⋱
0 푋푁
⎞⎟⎟⎠ and ℒ (푋,푃 ,퐺ss) ∶=
⎛⎜⎜⎜⎝
퐼 0
퐴 퐵
퐶 퐷
⎞⎟⎟⎟⎠
푇 (
푋 0
0 푃
)⎛⎜⎜⎜⎝
퐼 0
퐴 퐵
퐶 퐷
⎞⎟⎟⎟⎠ .
Finally, objects that can be inferred by symmetry or are not relevant are indicated by “∙”.
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2 STATIC OUTPUT-FEEDBACK퐻∞-DESIGN
In this section we recall the essential features of the dual iteration for static output-feedback design as proposed in6,7 in full
detail. In contrast to6,7 we directly include an퐻∞-performance criterion and also briefly consider generalized퐻2-performance
at the end of this section. Most importantly, we give control theoretic interpretations of the individual steps of the iteration. The
latter allow for very interesting extensions as exemplified in the next section.
We begin by very briefly recalling the underlying definitions and analysis results.
2.1 Analysis
For some real matrices of appropriate dimensions and initial conditions 푥(0) ∈ ℝ푛, we consider the system(
푥̇(푡)
푒(푡)
)
=
(
퐴 퐵
퐶 퐷
)(
푥(푡)
푑(푡)
)
, (1)
for 푡 ≥ 0; here, 푑 ∈ 퐿2 is a generalized disturbance and 푒 is the performance output desired to be small w.r.t. its 퐿2-norm.
The energy gain of the system (1), which coincides with the퐻∞-norm of (1), is defined in a standard fashion as follows.
Definition 1. The system (1) is said to admit an energy gain smaller than 훾 > 0 if퐴 is Hurwitz and there exists an 휀 > 0 such that‖푒‖2퐿2 ≤ (훾2 − 휀)‖푑‖2퐿2 for all 푑 ∈ 퐿2 and for 푥(0) = 0.
The energy gain of the system (1) is the infimal 훾 > 0 such that the above inequality is satisfied.
We have the following well-known analysis result which is often referred to as bounded real lemma (see, e.g.,14 Section 2.7.3)
and which is a special case of the celebrated KYP lemma15.
Lemma 1. Let 푃훾 ∶=
( 퐼 0
0 −훾2퐼
) and 퐺(푠) ∶= 퐶(푠퐼 − 퐴)−1퐵 +퐷 be the transfer matrix corresponding to (1). Then the system
(1) admits an energy gain smaller than 훾 if and only if there exists a symmetric matrix 푋 satisfying
푋 ≻ 0 and ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺
퐼
)
ss
)
=
⎛⎜⎜⎜⎜⎝
퐼 0
퐴 퐵
퐶 퐷
0 퐼
⎞⎟⎟⎟⎟⎠
푇 ⎛⎜⎜⎜⎝
0 푋 0
푋 0 0
0 0 푃훾
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
퐼 0
퐴 퐵
퐶 퐷
0 퐼
⎞⎟⎟⎟⎟⎠
≺ 0. (2)
Moreover, ‖퐺‖∞ = sup휔∈ℝ ‖퐺(푖휔)‖ equals the infimal 훾 > 0 such that the LMIs (2) are feasible.
In our opinion, the abbreviationℒ (⋅, ⋅, ⋅) in (2) is particularly well-suited for capturing the essential ingredients of inequalities
related to the KYP lemma. Thus we make use of it throughout this paper for brevity. The involved symmetric matrix푋 is usually
referred to as (KYP) certificate or as Lyapunov matrix.
Certainly, controller design is much more interesting than analysis and is discussed next.
2.2 Synthesis
2.2.1 Problem Description
For fixed real matrices of appropriate dimensions and initial conditions 푥(0) ∈ ℝ푛, we consider now the feedback interconnection
⎛⎜⎜⎜⎝
푥̇(푡)
푒(푡)
푦(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐴 퐵1 퐵2
퐶1 퐷11 퐷12
퐶2 퐷21 0
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥(푡)
푑(푡)
푢(푡)
⎞⎟⎟⎟⎠ (3)for 푡 ≥ 0; here, 푢 is the control input and 푦 is the measured output. Our main goal in this section is the design of a static
output-feedback controller with description
푢(푡) = 퐾푦(푡) (4)
for the system (3) such that the corresponding closed-loop energy gain is as small as possible. The latter closed-loop
interconnection is described by (
푥̇(푡)
푒(푡)
)
=
(  
)(
푥(푡)
푑(푡)
)
(5)
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FIGURE 1 Block diagram of the interconnection of the system (3) and the static controller (4).
with 푡 ≥ 0 and standard calligraphic closed-loop matrices given by(  
)
=
(
퐴 + 퐵2퐾퐶2 퐵1 + 퐵2퐾퐷21
퐶1 +퐷12퐾퐶2 퐷11 +퐷12퐾퐷21
)
=
(
퐴 퐵1
퐶1 퐷11
)
+
(
퐵2
퐷12
)
퐾
(
퐶2 퐷21
)
.
A block diagram of the interconnection (5) is depicted in Fig. 1. Note that the latter closed-loop system is of the same form as
(1) which allows for its analysis based on the bounded real lemma 1. As usual, trouble arises through the simultaneous search for
some certificate 푋 and a controller gain 퐾 which is a non-convex BMI problem. As argued in the introduction, such problems
are in general very difficult to solve numerically. A remedy for a multitude of controller synthesis problems is a convexifying
parameter transformation that has been proposed in16,17. Another option is given by the elimination lemma as developed in8,18.
The latter lemma is well-known in the LMI literature, but since we will apply it frequently, we provide the result as Lemma 16
together with a constructive proof in the appendix. In particular, by directly using the elimination lemma on the closed-loop
analysis LMIs, we immediately obtain the following well-known synthesis result.
Theorem 1. Let
(
퐺11 퐺12
퐺21 퐺22
)
(푠) =
(
퐷11 퐷12
퐷21 0
)
+
(
퐶1
퐶2
)
(푠퐼 − 퐴)−1 ( 퐵1 퐵2 ) be the transfer matrix corresponding to the system (3).
Further, let 푉 and 푈 be basis matrices of ker(퐶2, 퐷21) and ker(퐵푇2 , 퐷푇12), respectively. Then there exists a static controller (4)for the system (3) such that the analysis LMIs (2) are feasible for the corresponding closed-loop system if and only if there exists
a symmetric matrix 푋 satisfying
푋 ≻ 0, 푉 푇ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺11
퐼
)
ss
)
푉 ≺ 0 and 푈푇ℒ
((
0 푋−1
푋−1 0
)
, 푃 −1훾 ,
(
퐼
−퐺∗11
)
ss
)
푈 ≻ 0.
Moreover, we have
훾opt ∶= inf {훾 > 0 | There exists a static controller (4) s.th. the analysis LMIs (2) are feasible for (5)}
= inf {훾 > 0 | There exists some symmetric 푋 satisfying the above matrix inequalities} .
By the elimination lemma we are able to remove the controller gain퐾 from the analysis LMIs for the closed-loop system (5).
However, the variable 푋 now enters the above inequalities in a non-convex fashion and thus determining 훾opt or computing a
suitable static controller (4) are still very difficult tasks. Note that this underlying non-convexity is not limited to the employed
elimination based approach, but seems to be an intrinsic feature of the static controller synthesis problem. Thus the latter problem
is usually tackled by heuristic approaches and upper bounds on 훾opt are computed. In the sequel, we present the dual iteration
which is a heuristic procedure based on iteratively solving convex semi-definite programs. We will argue that this iteration is
especially useful if compared to other approaches such as the classical D-K iteration. Its essential features are discussed next.
2.2.2 Dual Iteration: Initialization
In order to initialize the dual iteration we propose a starting point that allows the computation of a lower bounds on 훾opt which can
be a valuable indicator of how conservative the upper bounds on 훾opt are that we generate later on. This lower bound is obtained
by the following observation. If there exists a static controller (4) for the system (3) achieving an closed-loop energy gain of
훾 then there also exists a dynamic controller achieving the same closed-loop energy gain. In general a (full-order) dynamic
controller is described by (
푥̇푐(푡)
푢(푡)
)
=
(
퐴푐 퐵푐
퐶푐 퐷푐
)(
푥푐(푡)
푦(푡)
)
(6)
for 푡 ≥ 0. Indeed, by simply choosing
퐴푐 = −퐼, 퐵푐 = 0, 퐶푐 = 0 and 퐷푐 = 퐾,
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we observe that the energy gain of (5) is identical to the one of the closed-loop interconnection of the system (3) and the dynamic
controller (6). Note that, the matrix −퐼 can be replaced by any other stable matrix. It is well-known that the problem of finding
a dynamic controller (6) for the system (3) is a convex optimization problem which has the following solution that is again
obtained by applying the elimination lemma 16. A proof can also be found, e.g., in18.
Theorem 2. Let 퐺푖푗 , 푈 and 푉 be as in Theorem 1. Then there exists a dynamic full-order controller (6) for the system (3) such
that the analysis LMIs (2) are feasible for the corresponding closed-loop system if and only if there exist symmetric matrices푋
and 푌 satisfying(
푋 퐼
퐼 푌
)
≻ 0, 푉 푇ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺11
퐼
)
ss
)
푉 ≺ 0 and 푈푇ℒ
((
0 푌
푌 0
)
, 푃 −1훾 ,
(
퐼
−퐺∗11
)
ss
)
푈 ≻ 0. (7a,b,c)
In particular, we have
훾dof ≤ 훾opt
for 훾dof being the infimal 훾 > 0 such that the above LMIs are feasible.
In a standard fashion and by using the Schur complement on the LMI (7c), it is possible to solve the LMIs (7) while simulta-
neously minimizing over 훾 in order to compute 훾dof . In particular, as the latter is a lower bound on 훾opt it is not possible to find
a static output-feedback controller with an energy gain smaller than 훾dof .
As an intermediate step, note that we can easily design a static full-information controller 푢 = 퐹 푦̃ = (퐹1, 퐹2)푦̃ for the system
(3) such that the analysis LMIs (2) are feasible for the corresponding closed-loop system if the LMIs (7) are feasible; here, the
output measurements 푦 are replaced by the virtual measurements
푦̃ = 퐶̃2푥 + 퐷̃21푑 where
(
퐶̃2 퐷̃21
)
= 퐼
and the latter closed-loop interconnection is explicitly given by(
푥̇(푡)
푒(푡)
)
=
(
퐴 + 퐵2퐹1 퐵1 + 퐵2퐹2
퐶1 +퐷12퐹1 퐷11 +퐷12퐹2
)(
푥(푡)
푑(푡)
)
=
((
퐴 퐵1
퐶1 퐷11
)
+
(
퐵2
퐷12
)
퐹
)(
푥(푡)
푑(푡)
)
. (8)
Indeed, by applying the elimination lemma 16 we immediately obtain the following convex synthesis result.
Lemma 2. There exists some full-information gain 퐹 such that the analysis LMIs (2) are feasible for the system (8) if and only
if there exists a symmetric matrix 푌 ≻ 0 satisfying (7c).
2.2.3 Dual Iteration
We are now in the position to discuss the core of the dual iteration and to provide the first key result. To this end, let us suppose
that we have designed a full-information controller 푢 = 퐹 푦̃ by Lemma 2. Then the following convex LMI conditions are sufficient
for static output-feedback design.
Theorem 3. Let 퐺푖푗 and 푉 be as in Theorem 1 and let 퐺퐹 be the transfer matrix corresponding to (8). Further, suppose that
퐴+퐵2퐹1 is stable. Then there exists a static controller (4) for the system (3) such that the analysis LMIs (2) are feasible for the
corresponding closed-loop system if there exists a symmetric matrix 푋 satisfying
푉 푇ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺11
퐼
)
ss
)
푉 ≺ 0 and ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺퐹
퐼
)
ss
)
≺ 0. (9a,b)
Moreover, we have
훾dof ≤ 훾opt ≤ 훾퐹
for 훾퐹 being the infimal 훾 > 0 such that the above LMIs are feasible.
The proof of Theorem 3 is as follows. The left upper block of (9b) reads as the Lyapunov inequality
(퐴 + 퐵2퐹1)푇푋 +푋(퐴 + 퐵2퐹1) + (퐶1 +퐷12퐹1)푇 (퐶1 +퐷12퐹1) ≺ 0.
Hence stability of 퐴 + 퐵2퐹1 implies 푋 ≻ 0. This enables us to apply the elimination lemma 16 in order to remove the full-
information controller gain 퐹 from the LMI (9b), which yields exactly the third of the inequalities is Theorem 1. Combined with
푋 ≻ 0 and (9a) this allows us to construct the desired static controller via Theorem 1.
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Observe that 퐴 + 퐵2퐹1 is stable by construction if the gain 퐹 is designed based on Lemma 2. Moreover, note that (9b) is
exactly the analysis LMI (2) for the closed-loop system interconnection (8) involving the full-information controller. Intuitively,
Theorem 3 links the static output-feedback and the full-information design problemwith a common Lyapunovmatrix푋. Further,
note that if we view the gain 퐹 as a decision variable in (9) then we would even have 훾opt = 훾퐹 . However, the computation of
훾퐹 would then be again as troublesome as the determination of 훾opt itself.
Remark 1. The LMIs (9) admit a rather particular structure which can potentially be exploited by dedicated LMI solvers such
as19 instead of relying on generic solvers for semi-definite programs as, e.g.,20,21,22. In particular, note that under the additional
assumption that
(
퐵1
퐷21
)
퐷푇21 =
(
0
퐼
), which is among others a standard assumption in Riccati based 퐻∞-control23, a possible
choice for the annihilator 푉 is
(
퐼
−퐷푇21퐶2
)
. Then the LMI (9a) even simplifies to a Lyapunov inequality of the form
퐴푇푋 +푋퐴 + (퐶1 −퐷11퐷푇21퐶2)
푇 (퐶1 −퐷11퐷푇21퐶2) − 훾
2퐶푇2 퐶2 ≺ 0.
Exploring this potential for numerical improvements is beyond the scope of this paper.
While Theorem 3 is already interesting on its own, the key idea of the dual iteration now is that improved upper bounds
on 훾opt can be obtained without difficulty. This is achieved by considering the so-called dual design problem corresponding to
the synthesis of full-information controllers as well. The latter problem consists of finding some (full-actuation) controller gain
퐸 = (퐸푇1 , 퐸
푇
2 )
푇 such that the analysis LMIs (2) are feasible for the system(
푥̇(푡)
푒(푡)
)
=
(
퐴 + 퐸1퐶2 퐵1 + 퐸1퐷21
퐶1 + 퐸2퐶2 퐷11 + 퐸2퐷21
)(
푥(푡)
푑(푡)
)
=
((
퐴 퐵1
퐶1 퐷11
)
+ 퐸
(
퐶2 퐷21
))(푥(푡)
푑(푡)
)
. (10)
As before a convex solution in terms of LMIs is immediately obtained by the elimination lemma 16 and reads as follows.
Lemma 3. There exists some full-actuation gain 퐸 such that the analysis LMIs (2) are feasible for the system (10) if and only
if there exists a symmetric matrix 푋 ≻ 0 satisfying (7b).
Based on a designed full-actuation gain 퐸 we can formulate another set of convex LMI conditions that are sufficient for static
output-feedback design. The proof is analogous to the one of Theorem 3 and thus omitted.
Theorem 4. Let 퐺푖푗 and 푈 be as in Theorem 1 and let 퐺퐸 be the transfer matrix corresponding to (10). Further, suppose that
퐴+퐸1퐶2 is stable. Then there exists a static controller (4) for the system (3) such that the analysis LMIs (2) are feasible for the
corresponding closed-loop system if there exists a symmetric matrix 푌 satisfying
ℒ
((
0 푌
푌 0
)
, 푃 −1훾 ,
(
퐼
−(퐺퐸)∗
)
ss
)
≻ 0 and 푈푇ℒ
((
0 푌
푌 0
)
, 푃 −1훾 ,
(
퐼
−퐺∗11
)
ss
)
푈 ≻ 0. (11a,b)
Moreover, we have
훾dof ≤ 훾opt ≤ 훾퐸
for 훾퐸 being the infimal 훾 > 0 such that the above LMIs are feasible.
In the sequel we refer to the LMIs (9) and (11) as primal and dual synthesis LMIs, respectively. Accordingly, we address
Theorems 3 and 4 as primal and dual design results, respectively. Observe that the primal and dual design results are nicely
intertwined as follows.
Theorem 5. The following two statements hold.
• If 퐴 + 퐵2퐹1 is stable and the primal synthesis LMIs (9) are feasible for some 훾 and some full-information gain 퐹 , then
there exists some full-actuation gain 퐸 such that 퐴 + 퐸1퐶2 is stable and the dual synthesis LMIs (11) are feasible for 훾 .
In particular, we have 훾퐸 ≤ 훾 .
• If 퐴+퐸1퐶2 is stable and the dual synthesis LMIs (11) are feasible for some 훾 and some full-actuation gain 퐸, then there
exists some full-information gain 퐹 such that 퐴 + 퐵2퐹1 is stable and the primal synthesis LMIs (9) are feasible for 훾 . In
particular, we have 훾퐹 ≤ 훾 .
Proof. We only show the first statement as the second one follows with analogous arguments. If 퐴 + 퐵2퐹1 is stable and the
primal synthesis LMIs (9) are feasible, we can infer 푋 ≻ 0 from (9b) as as in Theorem 3. Due to (9a) and Lemma 3, we can
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then infer the existence of a full-actuation gain 퐸 satisfying
ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺퐸
퐼
)
ss
)
≺ 0
with exactly the same Lyapunov matrix 푋 ≻ 0 as in (9). In particular, the left upper block of the above LMI is a standard
Lyapunov inequality which allows us to conclude that 퐴 + 퐸1퐶2 is stable. Moreover, an application of the dualization lemma
15 as given in the appendix allows us to infer that (11a) is satisfied for 푌 ∶= 푋−1 ≻ 0. Finally, by using the elimination lemma
16 on the LMI (9b) to remove the full-information gain 퐹 , we infer that (11b) is satisfied as well. This concludes the proof.
The dual iteration for static output-feedback design now essentially amounts to alternately applying the two statements in
Theorem 5 and is stated as follows.
Algorithm 1. Dual iteration for static output-feedback퐻∞-design.
1. Initialization: Compute the lower bound 훾dof based on solving the dynamic full-order synthesis LMIs (7) and set 푘 = 1.
Design an initial full-information gain 퐹 from Lemma 2.
2. Primal step: Compute 훾퐹 based on solving the primal synthesis LMIs (9) and set 훾푘 ∶= 훾퐹 . Design a corresponding
close-to-optimal full-actuation gain 퐸 from Lemma 3.
3. Dual step: Compute 훾퐸 based on solving the dual synthesis LMIs (11) and set 훾푘+1 ∶= 훾퐸 . Design a corresponding
close-to-optimal full-information gain 퐹 from Lemma 2.
4. Termination: If 푘 is too large or 훾푘 does not decrease any more, then stop and construct a close-to-optimal static output-
feedback controller (4) for the system (3) according to Theorem 4.
Otherwise set 푘 = 푘 + 2 and go to the primal step.
Remark 2.
(a) Theorem 5 ensures that Algorithm 1 is recursively feasible, i.e., it will not get stuck due to infeasibility of some LMIs, if
the primal synthesis LMIs (9) are feasible when performing the primal step for the first time. Additionally, the proof of
Theorem 5 demonstrates that we can even warm start the feasibility problems in the primal and dual steps by providing a
feasible initial guess for the involved variables. This reduces the computational burden.
Moreover, if we replace “close-to-optimal” with “optimal” in Algorithm 1, which is typically not advisable for numerical
reasons, then we are guaranteed to have
훾dof ≤ 훾opt ≤ 훾푘 ≤⋯ ≤ 훾2 ≤ 훾1 for all 푘 ∈ ℕ.
In general all the above inequalities are strict as Theorems 3 and 4 only provide sufficient conditions. Finally and as for other
approaches, there is no information on the size of the gaps and the sequence (훾푘)푘∈ℕ is not guaranteed to converge to the
optimal 훾opt . Nevertheless, the number of required iterations to obtain acceptable bounds on the energy gain is rather low
as will be demonstrated.
(b) As for any heuristic design it can be beneficial to perform an a posteriori closed-loop analysis via Lemma 1. The resulting
closed-loop energy gain is guaranteed to be not larger than the corresponding upper bound 훾푘.
(c) The achieved energy gain can potentially be improved by using the designed static controller as an initial guess, e.g., for a
D-K iteration or a non-smooth optimization technique. Such an initialization can be beneficial as the synthesized controller
is already robustly stabilizing by design and typically admits a quite acceptable energy gain. Similarly as in13 for robust
output-feedback design, we obtained only marginal improvements for several numerical examples by following this strategy.
Conversely, if a static controller퐾 achieving a closed-loop energy gain bounded by 훾 is taken for initialization, we can infer
feasibility of the primal synthesis LMIs (9) for the full-information controller 퐹 = (퐾퐶2, 퐾퐷21) and we have 훾퐹 ≤ 훾 due
to (9b). Analogously, we also infer feasibility of the dual synthesis LMIs (11) for 퐸 = ((퐵2퐾)푇 , (퐷12퐾)푇 )푇 and 훾퐸 ≤ 훾 .
(d) Suppose that 퐾 is a static controller achieving a closed-loop energy gain of exactly 훾̃ , i.e., the analysis LMIs (2) for the
closed-loop are feasible for 훾 = (1 + 휀)훾̃ and infeasible for 훾 = (1 − 휀)훾̃ for any 휀 > 0. Then the primal synthesis LMIs (9)
are feasible for 퐹 = (퐾퐶2, 퐾퐷21) and we have 훾̃ = 훾퐹 due to (9b). As a consequence, one should not construct an optimal
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controller 퐾 in the dual step and choose 퐹 = (퐾퐶2, 퐾퐷21) instead of employing Lemma 2 while iterating; such a strategy
is very likely to stop the algorithm from progressing in the primal steps.
(e) If one is only interested in stability as in the original publication6,7, one should replace the analysis LMIs (2) with
푋 ≻ 0 and 퐴푇푋 +푋퐴 ≺ 훾푋
and adapt the design results accordingly while still trying to minimize 훾 . Note that it is not easily possible in this case to
replace the term 훾푋 by 훾퐼 as dualization and elimination are involved. Hence all appearing design problems will no longer
be convex LMIs, but generalized eigenvalue problems. Such problems can be efficiently solved as well, e.g., with Matlab
and LMIlab24.
Remark 3. The selection of a suitable gain 퐹 during the initialization of Algorithm 1 can be crucial as feasibility of the primal
synthesis LMIs (9) is not guaranteed from the feasibility of dynamic full-order synthesis LMIs (7) and depends on the concrete
choice of the gain 퐹 . Similarly as in7, we propose to compute the lower bound 훾dof and then to reconsider the LMIs (7) for
훾 = (1 + 휀)훾dof and some fixed 휀 > 0 while minimizing trace(푋 + 푌 ). Due to (7a), this is a common heuristic that aims to push
푋 towards 푌 −1 and which promotes feasibility of the non-convex design LMIs in Theorem 1. Constructing a gain 퐹 based on
Lemma 2 and these modified LMIs promotes feasibility of the primal synthesis LMIs (9) as well.
In the next sections we show that the dual iteration as described by Algorithm 1 can be extended to a variety of other design
problems. For some of those we rely on a control theoretic interpretation of its individual steps as given next.
2.2.4 A Control Theoretic Interpretation
So far the entire dual iteration solely relies on algebraic manipulations by heavily exploiting the elimination lemma 16. This
turns an application of the iteration relatively simple but not very insightful and thus difficult to generalize. An control theoretic
interpretation of the individual steps can be provided based on our robust output-feedback design approach proposed in13 that was
motivated by the well-known separation principle. The classical separation principle states that one can synthesize a stabilizing
dynamic output-feedback controller by combining a state observer with a state-feedback controller, which can be designed
completely independently from each other. Instead, we proposed in13 to design a full-information controller and thereafter to
solve a particular robust design problem. The latter problem is briefly recalled next.
Suppose that we have synthesized a full-information controller 푢̃ = 퐹 푦̃ via Lemma 2. Then we can incorporate this controller
into the closed-loop interconnection in Fig. 1 with the to-be-designed static controller 퐾 and some parameter 훿 ∈ [0, 1] as
depicted on the left in Fig. 2. In this new configuration note that the control input 푢 satisfies
푢 = (1 − 훿)푢̃ + 훿푢̂,
i.e., it is a convex combination of the outputs of the full-information and of the to-be-designed static output-feedback controller.
In particular, for 훿 = 0, we retrieve (8) the interconnection of the system (3) with the full-information controller 푢 = 퐹 푦̃ for
the output 푦̃ = ( 푥푑 ) and, for 훿 = 1, we recover the original interconnection as depicted in Fig. 1. This motivates to view 훿 as a
homotopy parameter that continuously deforms the prior interconnection into the latter.
As in13 we treat the parameter 훿 as an uncertainty. A robust design of 퐾 turns the obtainable upper bounds on the closed-
loop energy gain rather conservative. To counteract this conservatism, we allow the to-be-designed controller to additionally
include measurements of the convex combination 푢 which results in the configuration on the right in Fig. 2. This is expected
to be beneficial as the controller knows its own output 푢̂ and, thus, it essentially means to measure the new uncertain signal as
well. Note that restricting 퐾̃ to admit the structure 퐾̃ = (퐾, 0) results again in the configuration on the left in Fig. 2.
Observe that disconnecting the controller 퐾̃ leads to the uncertain open-loop system
⎛⎜⎜⎜⎜⎝
푥̇(푡)
푒(푡)
푧̃(푡)
푦̂(푡)
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
퐴퐹 퐵퐹1 퐵2 0
퐶퐹1 퐷
퐹
11 퐷12 0
퐶퐹2 퐷
퐹
21 0 퐼
퐶퐹3 퐷
퐹
31 퐷
퐹
32 0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
푥(푡)
푑(푡)
푤̃(푡)
푢̂(푡)
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎝
퐴 + 퐵2퐹1 퐵1 + 퐵2퐹2 퐵2 0
퐶1 +퐷12퐹1 퐷11 +퐷12퐹2 퐷12 0
− 퐹1 −퐹2 0 퐼
퐶2 퐷21 0 0
퐹1 퐹2 퐼 0
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
푥(푡)
푑(푡)
푤̃(푡)
푢̂(푡)
⎞⎟⎟⎟⎟⎠
, 푤̃(푡) = 훿푧̃(푡) (12)
for 푡 ≥ 0 and with 푧̃ ∶= 푢̂− 푢̃ as well as 푦̂ ∶= ( 푦푢 ). Note that the structure of the system (12) is closely related to the one appearing
in estimation problems as considered, e.g., in25,26,27,28. In particular, we will see next that the problem of finding a robust static
Holicki and Scherer 9
System
K
F
δ + 1− δ
y
de
y˜ uˆ
u
u˜
System
K˜
F
δ + 1− δ
y
de
y˜ uˆ
u
u˜
FIGURE2Left: Incorporation of the full-information controller gain퐹 into the interconnection in Fig. 1with the to-be-designed
static controller 퐾 and some parameter 훿 ∈ [0, 1]. Right: Allowing the controller to take additional measurements of 푢.
controller 퐾̃ for (12) can be turned convex. To this end, note that reconnecting the controller 퐾̃ leads to an uncertain closed-loop
system with description⎛⎜⎜⎜⎝
푥̇(푡)
푒(푡)
푧̃(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐹 퐹1 퐹2퐹1 퐹11 퐹12퐹2 퐹21 퐹22
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥(푡)
푑(푡)
푤̃(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐴퐹 퐵퐹1 퐵2
퐶퐹1 퐷
퐹
11 퐷12
퐶퐹2 + 퐾̃퐶
퐹
3 퐷
퐹
21 + 퐾̃퐷
퐹
31 퐾̃퐷
퐹
32
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥(푡)
푑(푡)
푤̃(푡)
⎞⎟⎟⎟⎠ , 푤̃(푡) = 훿푧̃(푡). (13)
We analyze the latter system via static IQCs12 and employ the set of constant multipliers
퐏 ∶=
{(
0 퐻푇
퐻 −퐻 −퐻푇
) |||||퐻 +퐻푇 ≻ 0
}
in order to deal with the (uncertain) homotopy parameter 훿 ∈ [0, 1]; any multiplier 푃 ∈ 퐏 satisfies(
퐼
훿퐼
)푇
푃
(
퐼
훿퐼
)
= 훿(1 − 훿)(퐻 +퐻푇 ) ≽ 0 for all 훿 ∈ [0, 1]. (14)
This leads to the following robust analysis result which can also be viewed as a special case of the findings in29.
Lemma 4. Let 퐹푖푗 be the transfer matrix corresponding to the closed-loop system (13). Then the system (13) is well-posed, i.e.,
det(퐼 − 훿퐹22) ≠ 0 for all 훿 ∈ [0, 1], and admits an energy gain smaller than 훾 for all 훿 ∈ [0, 1] if there exist symmetric matrices
푋 and 푃 ∈ 퐏 satisfying
푋 ≻ 0 and ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃훾 0
0 푃
)
,
⎛⎜⎜⎜⎜⎝
퐹11 퐹12
퐼 0
퐹21 퐹22
0 퐼
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
≺ 0. (15)
Similarly as discussed in13, the specific structure of the system (12) and of the multipliers in 퐏 allow the design problem
corresponding to the right in Fig. 2 to be turned into a convex problem, e.g., by relying on the elimination lemma. This is the
first statement of the following result.
Theorem 6. Let 퐺퐹푖푗 denote the transfer matrices corresponding to (12) and let 푉퐹 be a basis matrix of ker
(
퐶2 퐷21 0
퐹1 퐹2 퐼
)
. Further,
suppose that 퐴퐹 = 퐴 + 퐵2퐹1 is stable. Then there exists a controller 퐾̃ for the system (12) such that the robust analysis LMIs
(15) are satisfied if and only if there exist symmetric matrices 푋 and 푃 ∈ 퐏 satisfying
푉 푇퐹 ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃훾 0
0 푃
)
,
⎛⎜⎜⎜⎜⎝
퐺퐹11 퐺
퐹
12
퐼 0
퐺퐹21 퐺
퐹
22
0 퐼
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
푉퐹 ≺ 0 and ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺퐹11
퐼
)
ss
)
≺ 0. (16a,b)
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Moreover, the above LMIs are feasible if and only if the primal synthesis LMIs (9) are feasible. In particular, there exists
a controller 퐾 for the original system (3) such that the analysis LMIs (2) are feasible for the corresponding closed-loop
interconnection.
In13 we gave a trajectory based proof of the second statement of Theorem 6 in the context of robust output-feedback design.
Here, we show solely based on algebraic manipulations and on the LFR framework that the above theorem actually recovers the
primal design result Theorem 3 while having a nice interpretation in terms of Fig. 2.
Proof. First statement: Suppose that there is a controller 퐾̃ such that the closed-loop robust analysis LMIs (15) are satisfied.
Further, note that 푈 = ( 퐼 0 00 퐼 0 )푇 is an annihilator for (0, 0, 퐼) and that 푃 −1 = ( ∙ ∙∙ 0 ) due to the structure of multipliers in 퐏.
Applying the elimination lemma leads then to the LMI (16a) and to
0 ≺ (∙)푇
⎛⎜⎜⎜⎜⎝
0 푋 0 0
푋 0 0 0
0 0 푃훾 0
0 0 0 푃
⎞⎟⎟⎟⎟⎠
−1
⎛⎜⎜⎜⎜⎜⎜⎜⎝
퐼 0 0
−(퐴퐹 )푇 −(퐶퐹1 )
푇 −(퐶퐹2 )
푇
0 퐼 0
−(퐵퐹1 )
푇 −(퐷퐹11)
푇 −(퐷퐹21)
푇
0 0 퐼
−퐵푇2 −퐷
푇
12 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
푈 = (∙)푇
⎛⎜⎜⎜⎜⎝
0 푋−1 0 0
푋−1 0 0 0
0 0 푃 −1훾 0
0 0 0 푃 −1
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎝
퐼 0
−(퐴퐹 )푇 −(퐶퐹1 )
푇
0 퐼
−(퐵퐹1 )
푇 −(퐷퐹11)
푇
0 0
−퐵푇2 −퐷
푇
12
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= (∙)푇
⎛⎜⎜⎜⎝
0 푋−1 0
푋−1 0 0
0 0 푃 −1훾
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
퐼 0
−(퐴퐹 )푇 −(퐶퐹1 )
푇
0 퐼
−(퐵퐹1 )
푇 −(퐷퐹11)
푇
⎞⎟⎟⎟⎟⎠
.
An application of the dualization lemma 15 yields (16b) and finishes the necessity part of the proof. The converse is obtained
by reversing the arguments.
Second statement: Observe that a valid annihilator 푉퐹 is given by the choice 푉퐹 =
(
퐼
−퐹
)
푉 with 푉 being a basis matrix of
ker(퐶2, 퐷21). Moreover, via elementary computations and by recalling (12), we have
⎛⎜⎜⎜⎜⎝
퐺퐹11 퐺
퐹
12
퐼 0
퐺퐹21 퐺
퐹
22
0 퐼
⎞⎟⎟⎟⎟⎠ss
(
퐼
−퐹
)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
퐼 0
퐴 퐵1
퐶1 퐷11
0 퐼
−퐹1 −퐹2
−퐹1 −퐹2
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
(
퐺11
퐼
)
ss
−
(
퐼
퐼
)
퐹
⎞⎟⎟⎟⎟⎠
.
In particular, the LMI (16a) reads as
0 ≻ 푉 푇ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺11
퐼
)
ss
)
푉 + 푉 푇퐹 푇
(
퐼
퐼
)푇
푃
(
퐼
퐼
)
퐹푉
which is actually identical to (9b) since ( 퐼퐼 )푇 푃 ( 퐼퐼 ) = 0 due to 푃 ∈ 퐏. This shows that feasibility of (16) implies validity of
(9). Conversely, if (9b) is satisfied, we can pick any 푃 ∈ 퐏 and infer that the above inequality is true which leads to (16).
The most important benefit of the above interpretation is that the design problem corresponding to Fig. 2 can also be solved,
e.g., via a convexifying parameter transformation instead of elimination and in various other important scenarios. In particular,
this allows for an extension the dual iteration to situations where elimination is not or only partly possible. To this end let us
show how to solve the design problem corresponding to Fig. 2 without elimination.
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Theorem 7. Suppose that 퐴퐹 = 퐴 + 퐵2퐹1 is stable. Then there exists a controller 퐾̃ for the system (12) such that the robust
analysis LMIs (15) are feasible if and only if there exists matrices퐻 ,푁 = (푁1, 푁2) and a symmetric matrix 푋 satisfying
퐻 +퐻푇 ≻ 0 and ℒ
⎛⎜⎜⎜⎜⎜⎜⎝
(
0 퐼
퐼 0
)
,
(
푃훾 0
0 퐇
)
,
⎛⎜⎜⎜⎜⎜⎜⎝
퐀 퐁1 퐁2
퐶퐹1 퐷
퐹
11 퐷12
0 퐼 0
퐂2 퐃21 퐃22
0 0 퐼
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
≺ 0 (17a,b)
where
퐇 ∶=
(
0 퐼
퐼 −퐻 −퐻푇
)
and
(
퐀 퐁1 퐁2
퐂2 퐃21 퐃22
)
=
(
푋퐴퐹 푋퐵퐹1 푋퐵2
퐻퐶퐹2 +푁퐶
퐹
3 퐻퐷
퐹
21 +푁퐷
퐹
31 푁퐷
퐹
32
)
.
If the above LMIs are feasible, a static controller 퐾 such that the analysis LMIs (2) are satisfied for the closed-loop system (5)
is given by
퐾 ∶= (퐻 −푁2)−1푁1.
Proof. We only prove the sufficiency part of the first statement and the second statement for brevity. Note at first that 푋 ≻ 0
follows from stability of 퐴퐹 and by considering the left upper block of (17b). Moreover, observe that 퐻 is nonsingular by
퐻 +퐻푇 ≻ 0. Then we have(
퐂2 퐃21 퐃22
)
= 퐻
(
퐶퐹2 +퐻
−1푁퐶퐹3 퐷
퐹
21 +퐻
−1푁퐷퐹31 퐻
−1푁퐷퐹32
)
=∶ 퐻
(
퐂̃2 퐃̃21 퐃̃22
)
and we can rewrite (17b) with 푃 ∶= ( 0 퐻푇퐻 −퐻−퐻푇 ) ∈ 퐏 as
ℒ
⎛⎜⎜⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃훾 0
0 푃
)
,
⎛⎜⎜⎜⎜⎜⎜⎝
퐴퐹 퐵퐹1 퐵2
퐶퐹1 퐷
퐹
11 퐷12
0 퐼 0
퐂̃2 퐃̃21 퐃̃22
0 0 퐼
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
≺ 0. (18)
In particular, 퐾̃ ∶= 퐻−1푁 is a controller for the system (12) as desired. Moreover, from the right lower block of (18) and the
structure of 푃 we infer (
퐃̃22
퐼
)푇
푃
(
퐃̃22
퐼
)
≺ 0 and
(
퐼
훿퐼
)푇
푃
(
퐼
훿퐼
)
≽ 0 for all 훿 ∈ [0, 1].
This implies det(퐼 − 훿퐃̃22) ≠ 0 for all 훿 ∈ [0, 1] and, in particular, that 퐼 − 퐃̃22 is nonsingular. Note that by the definition of the
bold-face matrices and by the structure in (12), we have 퐃̃22 = 퐻−1푁2 and hence
푊 ∶= (푊1,푊2) ∶= (퐼 − 퐃̃22)−1(퐂̃2, 퐃̃21) = −퐹 + (퐻 −푁2)−1푁1(퐶2, 퐷21) = −퐹 +퐾(퐶2, 퐷21).
Then we obtain via elementary computations⎛⎜⎜⎜⎜⎜⎜⎜⎝
퐼 0 0
퐴퐹 퐵퐹1 퐵2
퐶퐹1 퐷
퐹
11 퐷12
0 퐼 0
퐂̃2 퐃̃21 퐃̃22
0 0 퐼
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎝
퐼 0
0 퐼
푊1 푊2
⎞⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
퐼 0
퐴 + 퐵2퐾퐶2 퐵1 + 퐵2퐾퐷21
퐶1 +퐷12퐾퐶2 퐷11 +퐷12퐾퐷21
0 퐼
푊1 푊2
푊1 푊2
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
In particular, we can infer from (18) that
ℒ
⎛⎜⎜⎜⎝
(
0 푋
푋 0
)
, 푃훾 ,
⎛⎜⎜⎜⎝
퐴 + 퐵2퐾퐶2 퐵1 + 퐵2퐾퐷21
퐶1 +퐷12퐾퐶2 퐷11 +퐷12퐾퐷21
0 퐼
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ ≺ −푊
푇
(
퐼
퐼
)푇
푃
(
퐼
퐼
)
푊 = 0.
This yields the last claim.
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The dual design result Theorem 4 can be interpreted as the solution to the dual synthesis problem corresponding to Fig. 2
which is closely related to feedforward design. As for the primal design result Theorem 3, it can also be viewed as a separation-
like result since it involves the consecutive construction of a full-actuation controller and a corresponding feedforward-like
controller. For a given full-actuation gain퐸 = (퐸푇1 , 퐸푇2 )푇 the dual synthesis problem corresponding to Fig. 2 amounts to findinga static controller 퐾̃ such that the robust analysis LMIs (15) are feasible for the interconnection of the controller 퐾̃ and the
uncertain open-loop system⎛⎜⎜⎜⎜⎝
푥̇(푡)
푒(푡)
푧̃(푡)
푦̂(푡)
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
퐴퐸 퐵퐸1 퐵
퐸
2 퐵
퐸
3
퐶퐸1 퐷
퐸
11 퐷
퐸
12 퐷
퐸
13
퐶2 퐷21 0 퐷퐸23
0 0 퐼 0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
푥(푡)
푑(푡)
푤̃(푡)
푢̂(푡)
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
퐴 + 퐸1퐶2 퐵1 + 퐸1퐷21 −퐸1 퐵2 퐸1
퐶1 + 퐸2퐶2 퐷11 + 퐸2퐷21 −퐸2 퐷12 퐸2
퐶2 퐷21 0 0 퐼
0 0 퐼 0 0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
푥(푡)
푑(푡)
푤̃(푡)
푢̂(푡)
⎞⎟⎟⎟⎟⎠
, 푤̃(푡) = 훿푧̃(푡). (19)
Here, 훿 ∈ [0, 1] can be viewed as before as an homotopy parameter. We obtain the following convex solution which is, as for
Theorem 7, obtained without relying on the elimination lemma 16.
Theorem 8. Suppose that 퐴퐸 = 퐴 + 퐸1퐶2 is stable. Then there exists a controller 퐾̃ for the system (19) such that the LMIs
(15) are feasible for the resulting closed-loop system if and only if there exists matrices 퐻 , 푁 = (푁푇1 , 푁푇2 )푇 and a symmetricmatrix 푌 satisfying
퐻 +퐻푇 ≻ 0 and ℒ
⎛⎜⎜⎜⎜⎜⎜⎝
(
0 퐼
퐼 0
)
,
(
푃훾 0
0 퐇
)
,
⎛⎜⎜⎜⎜⎜⎜⎝
퐀 퐵퐸1 퐁2
퐂1 퐷퐸11 퐃12
0 퐼 0
퐂2 퐷21 퐃22
0 0 퐼
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
≺ 0 (20a,b)
where
퐇 ∶=
(
0 퐼
퐼 −퐻 −퐻푇
)
and
⎛⎜⎜⎝
퐀 퐁2
퐂1 퐃12
퐂2 퐃22
⎞⎟⎟⎠ =
⎛⎜⎜⎝
퐴퐸푌 퐵퐸2 퐻
푇 + 퐵퐸3 푁
퐶퐸1 푌 퐷
퐸
12퐻
푇 +퐷퐸13푁
퐶2푌 퐷퐸23푁
⎞⎟⎟⎠ .
If the above LMIs are feasible, a static controller 퐾 such that the analysis LMIs (2) are satisfied for the closed-loop system (5)
is given by
퐾 ∶= 푁1(퐻푇 −푁2)−1.
Proof. Observe at first that 퐻 is nonsingular. Right and left multiplication of (20b) with diag(푌 −1, 퐼,퐻−푇 ) and its transpose
leads then to
ℒ
⎛⎜⎜⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃훾 0
0 푃
)
,
⎛⎜⎜⎜⎜⎜⎜⎝
퐴퐸 퐵퐸1 퐁̃2
퐶퐸1 퐷
퐸
11 퐃̃12
0 퐼 0
퐶2 퐷21 퐃̃22
0 0 퐼
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
≺ 0
for푋 ∶= 푌 −1, 푃 ∶= ( 0 퐻−푇퐻−1 −퐻−1−퐻−푇 ) ∈ 퐏 as well as 퐁̃2 ∶= 퐵퐸2 +퐵퐸3 푁퐻−푇 , 퐃̃12 ∶= 퐷퐸12+퐷퐸13푁퐻−푇 and 퐃̃22 ∶= 퐷퐸23푁퐻−푇 .The remainder is done analogously as in Theorem 7.
Let us finally state another interesting fact. Due to the elimination lemma, feasibility of the primal synthesis LMIs (9) is
equivalent to the existence of a static output-feedback controller 퐾 and a common certificate 푋 satisfying
ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐺퐹11
퐼
)
ss
)
≺ 0 and ℒ
((
0 푋
푋 0
)
, 푃훾 ,
(
퐼
)
ss
)
≺ 0. (21)
for  = [,,,] being the transfer matrix corresponding to (5) the closed-loop interconnection of the system (3) and the
controller 퐾 . Thus, in each primal step, the dual iteration aims to find a static controller 퐾 , which is linked to the given full-
information controller 퐹 through the common certificate푋. This shows once more that the suggested initialization in Remark 3
makes sense for the dual iteration as well.
Due to Theorem 6, we also know that feasibility of the primal synthesis LMIs (9) is equivalent to the existence of a controller
퐾̃ such that the robust analysis LMIs (15) are satisfied for the closed-loop system (13). Let us provide some alternative arguments
that the existence of such a controller 퐾̃ is equivalent to feasibility of the LMIs (21):
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Let a suitable controller 퐾̃ = (퐾1, 퐾2) be given. Then note that the closed-loop system (13) can also be expressed as(
푥̇(푡)
푒(푡)
)
=
(
퐴 + 퐵2(퐼 −퐾2훿)−1
[
(1 − 훿)퐹1 + 훿퐾1퐶2
]
퐵1 + 퐵2(퐼 −퐾2훿)−1
[
(1 − 훿)퐹2 + 훿퐾1퐷21
]
퐶1 +퐷12(퐼 −퐾2훿)−1
[
(1 − 훿)퐹1 + 훿퐾1퐶2
]
퐷11 +퐷12(퐼 −퐾2훿)−1
[
(1 − 훿)퐹2 + 훿퐾2퐷21
])(푥(푡)
푑(푡)
)
;
in the sequel we abbreviate the above system matrices as 퐴(훿), 퐵(훿), 퐶(훿) and 퐷(훿), respectively. Since the robust analysis
LMIs (15) are satisfied, we infer, in particular, that
ℒ
⎛⎜⎜⎜⎝
(
0 푋
푋 0
)
, 푃훾 ,
⎛⎜⎜⎜⎝
퐴(훿) 퐵(훿)
퐶(훿) 퐷(훿)
0 퐼
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ ≺ 0 for all 훿 ∈ [0, 1]. (22)
This yields (21) for 퐾 ∶= (퐼 −퐾2)−1퐾1 by considering the special cases 훿 = 0 and 훿 = 1.
Conversely, suppose that (21) holds for some static gain 퐾 . Then we can apply the Schur complement twice to infer⎛⎜⎜⎝
(퐴퐹 )푇푋+푋퐴퐹 푋퐵퐹1 (∙)
푇
(∙)푇 −훾2퐼 (∙)푇
퐶퐹1 퐷
퐹
11 −퐼
⎞⎟⎟⎠ ≺ 0 as well as
⎛⎜⎜⎝
푇푋+푋 푋 (∙)푇
(∙)푇 −훾2퐼 (∙)푇  −퐼
⎞⎟⎟⎠ ≺ 0 and thus
⎛⎜⎜⎝
퐴(훿)푇푋+푋퐴(훿) 푋퐵(훿) (∙)푇
(∙)푇 −훾2퐼 (∙)푇
퐶(훿) 퐷(훿) −퐼
⎞⎟⎟⎠ ≺ 0
for all 훿 ∈ [0, 1] and for 퐾̃ = (퐾, 0) by convexity. Applying the Schur complement once more yields again (22). From the Full-
Block S-procedure30 we infer the existence of a symmetric matrix 푃̃ such that the LMIs (15) and ( 퐼훿퐼 )푇 푃̃ ( 퐼훿퐼 ) ≽ 0 hold for
all 훿 ∈ [0, 1]. As argued in31 it is then possible to find some 푃 ∈ 퐏 satisfying (15) as well.
We conjecture that it might even be possible to improve the dual iteration based on some of the above insights. So far we have
tried the following ideas without much success.
Remark 4. (a) We treat the parameter 훿 as an uncertainty. One could as well think of allowing the controller 퐾̃ to be scheduled
based on 훿. However, for the set of multipliers 퐏 it turns out that a gain-scheduled controller design leads to exactly the
same synthesis LMIs (16) as appearing for the robust design in Theorem 6. This means there is no benefit in allowing the
controller to measure 훿 directly.
(b) The analysis result Lemma 15 is in general rather conservative as we are using constant multipliers to describe the properties
of the constant parameter 훿 ∈ [0, 1]. An analysis based on dynamic multipliers can lead to less conservative results. We
used this strategy in the context of robust output-feedback design but were unable to achieve results that would justify the
increased numerical complexity for several numerical examples.
(c) One could as well think of employing parameter dependent Lyapunov functions instead of using the IQC based Lemma 15.
However, for such functions we were unable to obtain conditions that are convex in all decision variables.
2.3 Examples
In order to illustrate the dual iteration as described above, we consider the design of static output-feedback퐻∞-controllers for
several examples from COMPleib32. We compute the upper bounds 훾1, 훾5, 훾9 resulting from the dual iteration as described
in Algorithm 3 and compare those bounds to the ones obtained by the hinfstruct algorithm from33. The latter is available
in Matlab and we denote the resulting upper bounds as 훾his. Moreover, we consider a D-K iteration scheme that is based on
considering the analysis LMIs (2) for the closed-loop system (5). In particular, it relies on alternately performing the following
two steps:
1. For a given controller (4), solve the LMIs (2) for the closed-loop system (5) with decision variables 푋 and 훾 .
2. For a given certificate 푋, solve the LMIs (2) for the closed-loop system (5) with decision variables 퐾 and 훾 .
We denote the resulting upper bounds on 훾opt as 훾푘dk . We emphasize that this D-K iterations requires an initialization witha stabilizing controller, as otherwise the first considered LMI is infeasible. To this end we utilize here the static controller
as obtained from computing 훾1. Finally, we compute 훾dof , the optimal energy gain achievable by dynamic output-feedback
controllers which yields a lower bound on the gains for static output-feedback design. All computations are carried out with
Matlab/LMIlab24 on a general purpose desktop computer (Intel Core i7, 4.0 GHz, 8 GB of ram). Note that there are faster solvers
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TABLE 1 Optimal closed-loop 퐻∞-norms resulting from dynamic output-feedback design as well as upper bounds obtained
via the dual iteration for static output-feedback synthesis, a D-K iteration and hinfstruct for several examples from32.
Name 훾dof 훾1 훾5 훾9 훾9dk 훾21dk 훾his
AC3 2.97 4.53 3.67 3.47 4.03 3.82 3.64
AC4 0.56 1.74 1.05 0.97 1.19 1.18 0.96
AC6 3.43 4.31 4.12 4.12 4.22 4.21 4.11
AC8 1.62 2.03 2.01 2.01 2.03 2.03 2.01
AC16 14.86 18.51 14.98 14.98 16.00 15.84 14.90
AC18 5.39 14.08 10.72 10.71 11.95 11.56 10.70
HE2 2.42 5.11 4.26 4.25 4.94 4.91 4.25
HE4 22.84 31.18 24.90 23.13 30.56 29.89 23.60
REA1 0.86 1.06 0.88 0.88 1.02 1.01 0.87
DIS1 4.16 5.12 4.26 4.26 5.12 5.12 4.19
Name 훾dof 훾1 훾5 훾9 훾9dk 훾21dk 훾his
WEC2 3.60 6.15 5.03 4.34 5.94 5.94 4.25
BDT1 0.27 0.29 0.27 0.27 0.29 0.29 0.27
EB2 1.77 2.08 2.02 2.02 2.03 2.03 2.02
EB4 1.80 2.24 2.06 2.06 2.07 2.07 2.06
TF3 0.25 4.25 0.51 0.40 4.21 4.19 -
NN1 13.14 143.92 14.23 14.23 14.79 14.62 13.80
NN2 1.76 2.36 2.22 2.22 2.24 2.23 2.22
NN11 0.03 0.51 0.10 0.09 0.28 0.27 0.09
NN14 9.44 30.10 17.53 17.49 19.90 18.64 17.50
NN17 2.64 - - - - - 11.22
for semi-definite programs available such as Mosek21 or SeDuMi22, but from our experience LMIlab is the most reliable one
for LMI based controller design.
The numerical results are depicted in Table 1 and do not show dramatic differences between the dual iteration and hinfstruct
in terms of computed upper bounds for several examples. The D-K iteration is outperformed by both algorithms even if we
allow for many more iterations than used in the dual iteration. Similarly as in the original publication7, we also observe that few
iterations of the dual iteration are very often sufficient to obtain good upper bounds on the optimal 훾opt . Moreover, the lower
bound 훾dof is very close to 훾9 for several examples which implies that the upper bound 훾9 is (almost) nonconservative in those
situations. Finally, note that all three algorithms can fail to provide a stabilizing solution which is due to the difficulty of the
underlying non-convex synthesis problem.
Regarding the computation time we observe that our implementation of the dual iteration again outperforms the D-K iteration.
Moreover, it is faster than hinfstruct for systems with small McMillan degree 푛, but does not scale well for systems with larger
degrees. This is illustrated in Table 2 on a few examples. Here, 푇훾dof , 푇훾9 푇훾9dk and 푇훾his denote the average runtime within twentyruns in seconds required for the computation of 훾dof , 훾9, 훾9dk and 훾his, respectively. Note that the initialization of the dual iterationis the most time-consuming part; the actual iteration is relatively fast in comparison. The bad scaling is of course not surprising
as the dual iteration is based on solving LMIs and thus inherits all related computational aspects. In contrast, hinfstruct relies
on a more specialized nonsmooth optimization techniques that avoids solving LMIs.
Nevertheless, we demonstrate in the next sections that the dual iteration is very useful since it allows us to deal, within a
common framework, with various other interesting design scenarios where algorithms as hinfstruct do not work.
2.4 Static Output-Feedback Generalized퐻2-Design
In this subsection we briefly demonstrate that the dual iteration is also applicable for other interesting and challenging perfor-
mance criteria that differ from퐻∞-performance. To this endwe consider static generalized퐻2-design in the case that only output
measurements are available. This design is based on the following closed-loop analysis result with an algebraic characterization
that is essentially taken from34,35.
Lemma 5. The closed-loop system (5) admits an energy-to-peak gain (or generalized 퐻2-norm) smaller than 훾 > 0, i.e.,  is
stable and there exists an 휀 > 0 such that
‖푒‖2퐿∞ ∶= sup푡≥0 푒(푡)푇 푒(푡) ≤ (훾2 − 휀)‖푑‖2퐿2 for all 푑 ∈ 퐿2 and for 푥(0) = 0,
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TABLE 2Average runtime within twenty runs in seconds for the computation of 훾dof , 훾9, 훾9dk and 훾his, for a few examples from32.
Name HE2 AC3 HE4 WEC2 IH
푛 4 5 8 10 21
푇훾dof 0.02 0.04 0.35 1.54 41.91
푇훾9 0.07 0.10 0.58 2.03 57.51
푇훾9dk 0.10 0.15 0.97 3.66 100.26
푇훾his 0.10 0.16 0.35 0.23 2.65
if and only if  = 0 and there exists a symmetric matrix 푋 which satisfies(푇푋 +푋 푋푇푋 −퐼
)
≺ 0 and
(
푋 푇 훾2퐼
)
≻ 0. (23a,b)
In order to simplify the exposition and to guarantee that = 퐷+퐷12퐾퐷21 = 0 holds, we proceed under the assumption that
the system (3) satisfies
퐷 = 0 and 퐷12 = 0. (24)
Under these admittedly restrictive assumption, it is straightforward to modify the dual iteration as given in Algorithm 1 and
the underlying synthesis results for static output-feedback generalized퐻2-design. For convenience, we state the corresponding
primal and dual design results:
Theorem 9. Let 푉 be a basis matrix of ker(퐶2, 퐷21). Then there exists a static controller 퐾 for the system (3) such that the
closed-loop analysis LMIs (23) are satisfied if there exists a symmetric matrix 푋 satisfying
푉 푇
(
퐴푇푋 +푋퐴 푋퐵
퐵푇푋 −퐼
)
푉 ≺ 0,
(
퐴푇퐹푋 +푋퐴퐹 푋퐵퐹
퐵푇퐹푋 −퐼
)
≺ 0 and
(
푋 퐶푇
퐶 훾2퐼
)
≻ 0.
Theorem 10. Let 푈 be basis matrix of ker(퐵푇2 ). Then there exists a controller 퐾 for the system (3) such that the closed-loopanalysis LMIs (23) are satisfied if there exists a symmetric matrix 푌 satisfying(
퐴퐸푌 + 푌 퐴푇퐸 퐵퐸
퐵푇퐸 −퐼
)
≺ 0, 푈푇 (퐴푌 + 푌 퐴푇 + 퐵퐵푇 )푈 ≺ 0 and
(
푌 푌 퐶푇
퐶푌 훾2퐼
)
≻ 0.
We consider again several examples from COMPleib32 and compare the dual iteration in terms of computed upper bounds on
the optimal closed-loop energy-to-peak gain to a D-K iteration scheme. The examples are modified to satisfy assumption (24).
The considered D-K iteration very briefly described as follows. As initialization we choose 퐾 = 0 and 푋 as the certificate
obtained through minimizing the trace of 푌 + 푋 subject to the dynamic full-order generalized 퐻2-synthesis LMIs. Then the
algorithm tries to find a stabilizing static gain such that (23a) and 푋 ≻ 0 are satisfied for the resulting closed-loop system. This
is achieved by minimizing 푡 subject to
(
(∙)푇+푋(퐴+퐵2퐾퐶2) 푋(퐵+퐵2퐾퐷21)
(∙)푇 −퐼
)
≺ 푡퐼 and 푋 ≻ 0 while alternately fixing 푋 and 퐾 . After
finding such a stabilizing gain, we minimize 훾 subject to the analysis LMIs (23) while alternately fixing 푋 and 퐾 in order to
improve its closed-loop performance.
We denote the upper bounds resulting from solving nine and twenty one semi-definite programs in the last step in the sequel
as 훾9dk and 훾21dk . Moreover, we compute the lower bound 훾dof and the upper bounds 훾1, 훾3, 훾9 resulting from the dual iteration forgeneralized퐻2-design. We emphasize that in total much fewer semi-definite programs are solved for the dual iteration since we
do not count those that the D-K iteration requires to find a stabilizing gain.
The numerical results are depicted in Table 3. These examples illustrate that the dual iteration yields again superior upper
bounds if compared to a D-K iteration scheme while requiring fewer iterations and thus being computationally less demanding.
Finally, observe that the gap between 훾dof and 훾9 is small for several examples which implies that the upper bound 훾9 is very
close the optimal gain 훾opt as well.
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TABLE 3 Optimal lower and upper bounds on the closed-loop energy-to-peak gain resulting from (full-order) dynamic output-
feedback design, the dual iteration for static output-feedback synthesis and a D-K iteration for several examples from32.
Name 훾dof 훾1 훾3 훾9 훾9dk 훾21dk
AC3 1.21 1.51 1.40 1.39 1.77 1.65
AC4 1.56 3.01 2.38 2.35 9.34 8.64
AC6 1.91 2.05 1.99 1.98 2.10 2.09
AC11 1.56 2.13 1.93 1.84 1.98 1.98
HE1 0.08 0.16 0.10 0.09 0.13 0.12
HE2 1.65 2.34 2.16 2.16 3.45 3.09
HE5 0.82 2.86 1.69 1.20 1.51 1.47
REA1 0.72 0.76 0.75 0.75 0.82 0.79
REA2 0.90 0.93 0.91 0.91 0.92 0.91
Name 훾dof 훾1 훾3 훾9 훾9dk 훾21dk
DIS2 0.29 0.32 0.30 0.29 0.31 0.31
AGS 4.45 4.75 4.67 4.67 4.72 4.72
WEC3 3.64 7.93 5.13 4.84 15.92 18.86
MFP 1.26 6.24 4.86 3.98 6.63 6.52
EB1 1.57 2.82 1.65 1.65 1.70 1.70
EB3 1.17 1.21 1.17 1.17 1.17 1.17
NN2 1.00 1.19 1.19 1.19 1.27 1.27
NN4 1.10 1.28 1.26 1.26 1.30 1.29
NN14 20.90 52.76 36.03 23.19 43.65 36.73
푟
휙 휙
푟
FIGURE 3 Three LMI regions 퐿푃 defined through the real symmetric matrices 푃 as given in (26), respectively.
3 STATIC OUTPUT-FEEDBACK퐻∞-DESIGNWITH GENERALIZED STABILITY
REGIONS
In this section we consider the design of static output-feedback 퐻∞-controllers guaranteeing that the closed-loop eigenvalues
are located in a prescribed generalized stability region defined through some symmetric matrix 푃 . This problem is challenging
as the ones discussed before due to the non-convexity of static controller design. Additionally, it turns out that it is even a multi-
objective design problem which introduces another source of non-convexity. It is also particularly interesting in the context of
the dual iteration because as it is no longer possible to apply the elimination lemma 16. Thus we rely on the interpretation and
findings in Section 2.2.4 in order to provide a suitable variant of the dual iteration.
3.1 Analysis
We consider again a system of the form (
푥̇(푡)
푒(푡)
)
=
(
퐴 퐵
퐶 퐷
)(
푥(푡)
푑(푡)
)
(25)
for 푡 ≥ 0, some initial condition 푥(0) ∈ ℝ푛, some generalized disturbance 푑 ∈ 퐿2 and real matrices of appropriate dimensions.
The considered generalized stability regions are defined as follows.
Definition 2. For a real symmetric matrix 푃 , the complex set 퐿푃 ∶=
{
푠 ∈ ℂ ∶
(
퐼
푠퐼
)∗ 푃 ( 퐼푠퐼 ) ≺ 0} is called LMI region.
Holicki and Scherer 17
For 푃 = ( 0 11 0 ) the region 퐿푃 equals ℂ− the complex open left half-plane which allows us to recover all findings from
Section 2. Other interesting regions are for example specified through a radius 푟, an angle 휙 as well as matrices
푃 =
⎛⎜⎜⎜⎜⎝
−푟2 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
⎞⎟⎟⎟⎟⎠
, 푃 =
⎛⎜⎜⎜⎜⎝
0 0 sin(휙) cos(휙)
0 0 − cos(휙) sin(휙)
sin(휙) − cos(휙) 0 0
cos(휙) sin(휙) 0 0
⎞⎟⎟⎟⎟⎠
and 푃 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
−푟2 0 0 0 0 0
0 0 0 sin(휙) cos(휙) 0
0 0 0 − cos(휙) sin(휙) 0
0 0 0 1 0 0
0 sin(휙) − cos(휙) 0 0 0
0 cos(휙) sin(휙) 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠(26)
and constitute a half-disc, a sector and a circular sector as depicted in Fig. 3. In this section we restrict out attention to LMI
regions defined by symmetric matrices 푃 = ( 푄 푆푆푇 푅 ) satisfying
퐿푃 ⊂ ℂ− and 푅 ≽ 0. (27)
The first assumption is required in order to guarantee that the closed-loop퐻∞-norm of the considered systems is finite and thus
well-defined, while the second one ensures that the considered LMI regions are convex. The latter is a standard requirement
which ensures that the upcoming LMI criteria are convex in the decision variables. Allowing for non-convex LMI regions would
introduce another source of non-convexity in the design that we do not aim to tackle in this paper.
The following analysis criteria are a combination of the bounded real lemma 1 and of a result from36 that is a generalization
of the standard characterization of stability involving the Kronecker product as elaborated on, e.g., in Chapter 4.2 of37.
Lemma 6. Let 푃훾 ∶=
( 퐼 0
0 −훾2퐼
). Then eig(퐴) ⊂ 퐿푃 and the system (25) admits an energy gain smaller than 훾 if and only if there
exist symmetric matrices 푋푠, 푋푝 satisfying
푋푠 ≻ 0,
(
퐼
퐴 ⊗ 퐼
)푇 ( 푋푠 ⊗푄 푋푠 ⊗푆
푋푠 ⊗푆푇 푋푠 ⊗푅
)(
퐼
퐴 ⊗ 퐼
)
≺ 0, (28a)
푋푝 ≻ 0 and ℒ
⎛⎜⎜⎜⎝
(
0 푋푝
푋푝 0
)
, 푃훾 ,
⎛⎜⎜⎜⎝
퐴 퐵
퐶 퐷
0 퐼
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ ≺ 0. (28b)
Here, eig(퐴) ⊂ 퐿푃 is algebraically characterized by (28a) while a bound on the energy gain is characterized by (28b). Clearly,
these are two different objectives and, unfortunately, it is in general restrictive to enforce 푋푠 = 푋푝, i.e., to use a common
certificate for (generalized) stability and performance.
Nevertheless, considering only common certificates is a simple approach to obtain convex synthesis criteria for several multi-
objective design problems which is frequently applied in the literature. In the sequel we will follow this approach for didactic
reasons, but will also comment on how to directly employ the dual iteration for a static design based on Lemma 6.
By using a common Lyapunov certificate, the LMI conditions (28) can also be more compactly expressed as follows.
Lemma 7. Let 푄푒 ∶=
( 0 0
0 푄
), 푆푒 ∶= ( 1 00 푆 ), 푅푒 ∶= ( 0 00 푅 ) and 푒1 = ( 10∙×1 ). Then eig(퐴) ⊂ 퐿푃 and the system (25) admits anenergy gain smaller than 훾 if there exists a symmetric matrix 푋 satisfying
푋 ≻ 0 and ℒ
⎛⎜⎜⎜⎝
(
푋 ⊗푄푒 푋 ⊗ 푆푒
푋 ⊗ 푆푇푒 푋 ⊗푅푒
)
, 푃훾 ,
⎛⎜⎜⎜⎝
퐴⊗ 퐼 퐵 ⊗ 퐼
퐶 ⊗ 푒푇1 퐷⊗ 푒
푇
1
0 퐼 ⊗ 푒푇1
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ ≺ 0. (29)
3.2 Synthesis
3.2.1 Problem Description
For fixed real matrices of appropriate dimensions and initial conditions 푥(0) ∈ ℝ푛, we now consider the system⎛⎜⎜⎝
푥̇(푡)
푒(푡)
푦(푡)
⎞⎟⎟⎠ =
⎛⎜⎜⎝
퐴 퐵1 퐵2
퐶1 퐷11 퐷12
퐶2 퐷21 0
⎞⎟⎟⎠
⎛⎜⎜⎝
푥(푡)
푑(푡)
푢(푡)
⎞⎟⎟⎠ (30)
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for 푡 ≥ 0 and for an LMI region 퐿푃 satisfying (27). Our ultimate goal in this section is the synthesis of a static output-feedback
controller with description
푢(푡) = 퐾푦(푡) (31)
for the system (30) such that all closed-loop eigenvalues are located in the LMI region 퐿푃 and such that the closed-loop energy
gain is as small as possible. Our design is based on the analysis criteria in Lemma 7 and, hence, we are also interested in
훾opt ∶= inf{훾 > 0 | There is a controller 퐾 for (30) s.th. the LMIs (29) are feasible for the resulting closed-loop system}.
Note that in contrast to the previous section 훾opt is not the optimal energy gain achievable by static controllers (31) that ensure
closed-loop poles in 퐿푃 . This is due to the conservatism in Lemma 7. The resulting synthesis problem is still non-convex and,
thus, our goal can not directly be achieved and a computation of 훾opt is not easily possible. Next we employ the dual iteration
for the design of suitable static controllers and to provide easily computable upper bounds on 훾opt .
3.2.2 Dual Iteration: Initialization
For the initialization of the dual iteration we propose again the synthesis of a dynamic (full-order) controller as this design is
convex and leads to a nice lower bound on 훾opt . The following result is obtained via a convexifying parameter transformation16
in a straightforward fashion.
Theorem 11. There exits a dynamic (full-order) controller for the system (30) such that the analysis LMIs (29) are satisfied for
the corresponding closed-loop system if and only if there exist matrices 퐾,퐿,푀,푁 and symmetric matrices 푋, 푌 satisfying
퐗 ≻ 0 and ℒ
⎛⎜⎜⎜⎝
(
퐗⊗푄푒 퐼 ⊗ 푆푒
퐼 ⊗ 푆푇푒 퐗
−1 ⊗푅푒
)
, 푃훾 ,
⎛⎜⎜⎜⎝
퐀⊗ 퐼 퐁⊗ 퐼
퐂⊗ 푒푇1 퐃⊗ 푒
푇
1
0 퐼 ⊗ 푒푇1
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ ≺ 0 (32a,b)
where 퐗 ∶= ( 푌 퐼퐼 푋 ) and
(
퐀 퐁
퐂 퐃
)
∶=
⎛⎜⎜⎜⎝
퐴푌 + 퐵2푀 퐴 + 퐵2푁퐶2 퐵1 + 퐵2푁퐷21
퐾 푋퐴 + 퐿퐶2 푋퐵1 + 퐿퐷21
퐶1푌 +퐷12푀 퐶1 +퐷12푁퐶2 퐷11 +퐷12푁퐷21
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐴푌 퐴 퐵1
0 푋퐴 푋퐵1
퐶1푌 퐶1 퐷11
⎞⎟⎟⎟⎠ +
⎛⎜⎜⎜⎝
0 퐵2
퐼 0
0 퐷12
⎞⎟⎟⎟⎠
(
퐾 퐿
푀 푁
)(
퐼 0 0
0 퐶2 퐷21
)
.
If the above LMIs are feasible, a suitable dynamic controller is obtained by choosing nonsingular푈 , 푉 satisfying 퐼 = 푋푌 +푈푉 푇
and (
퐴푐 퐵푐
퐶푐 퐷푐
)
∶=
(
푈 푋퐵2
0 퐼
)−1(퐾 −푋퐴푌 퐿
푀 푁
)(
푉 푇 0
퐶2푌 퐼
)−1
.
In particular, we have
훾dof ≤ 훾opt
for 훾dof being the infimal 훾 such that the above LMIs are feasible.
Note that the LMI (32b) is not convex in the decision variables. However, since we assumed 푅 ≽ 0 in (27) this is routinely
circumvented by applying the Schur complement. Furthermore, observe that the variables 퐾 , 퐿,푀 , 푁 can not be eliminated
via Lemma 16 due to the structure induced by the appearing Kronecker products. The same holds as well for all of the remaining
design results in this section.
As for the previous design problems, once 훾dof is obtained it is advisable to resolve the LMIs (32) for fixed 훾 = (1+휀)훾dof and
some 휀 > 0 while minimizing the trace of 푌 +푋 in order to push푋 towards 푌 −1 and to promote feasibility of the LMIs that are
required to be solved next. As before these LMIs involve a static full-information gain 퐹 = (퐹1, 퐹2) which can be constructed
as follows.
Lemma 8. There exists a full-information gain 퐹 = (퐹1, 퐹2) such that the analysis LMIs (29) are feasible for the system(
푥̇(푡)
푒(푡)
)
=
(
퐴퐹 퐵퐹1
퐶퐹1 퐷
퐹
11
)(
푥(푡)
푑(푡)
)
=
(
퐴 + 퐵2퐹1 퐵1 + 퐵2퐹2
퐶1 +퐷12퐹1 퐷11 +퐷12퐹2
)(
푥(푡)
푑(푡)
)
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if and only if there exist matrices푀 ,푁 and a symmetric matrix 푌 satisfying
푌 ≻ 0 and ℒ
⎛⎜⎜⎜⎝
(
푌 ⊗ 푄푒 퐼 ⊗ 푆푒
퐼 ⊗ 푆푇푒 푌
−1 ⊗푅푒
)
, 푃훾 ,
⎛⎜⎜⎜⎝
퐀⊗ 퐼 퐁⊗ 퐼
퐂⊗ 푒푇1 퐃⊗ 푒
푇
1
0 퐼 ⊗ 푒푇1
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ ≺ 0
where (
퐀 퐁
퐂 퐃
)
∶=
(
퐴푌 + 퐵2푀 퐵 + 퐵2푁
퐶푌 +퐷12푀 퐷 +퐷12푁
)
.
If the above LMIs are feasible, a suitable gain is obtained by 퐹 ∶= (푀푌 −1, 푁).
3.2.3 Dual Iteration
Suppose now that we have designed a full-information gain 퐹 = (퐹1, 퐹2) by Lemma 8.We can then state the primal design result
of the dual iteration corresponding to the analysis criteria in Lemma 7. The result, which is motivated by the interpretation in
Section 2.2.4, yields convex LMI conditions that are sufficient for static output-feedback design. Its proof is almost identical to
the one given for Theorem 7 and thus omitted for brevity.
Theorem 12. Suppose that 퐴+퐵2퐹1 is stable and let (퐶퐹3 , 퐷퐹31, 퐷퐹32) =
(
퐶2 퐷21 0
퐹1 퐹2 퐼
)
. Then there exists a static controller (31) for
the system (30) such that the analysis LMIs (29) are satisfied for the corresponding closed-loop system if there exists matrices
퐻 ,푁 = (푁1, 푁2) and a symmetric matrix 푋 satisfying
퐻 +퐻푇 ≻ 0 and ℒ
⎛⎜⎜⎜⎜⎜⎜⎝
(
푋 ⊗푄푒 퐼 ⊗ 푆푒
퐼 ⊗ 푆푇푒 푋
−1 ⊗푅푒
)
,
(
푃훾 0
0 퐇
)
,
⎛⎜⎜⎜⎜⎜⎜⎝
퐀⊗ 퐼 퐁1 ⊗ 퐼 퐁2 ⊗ 퐼
퐶퐹1 ⊗ 푒
푇
1 퐷
퐹
11 ⊗ 푒
푇
1 퐷12 ⊗ 푒
푇
1
0 퐼 ⊗ 푒푇1 0
퐂2 ⊗ 퐼 퐃21 ⊗ 퐼 퐃22 ⊗ 퐼
0 0 퐼
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
≺ 0 (33)
where
퐇 ∶=
(
0 퐼
퐼 (−퐻 −퐻푇 )⊗ 퐼
)
and
(
퐀 퐁1 퐁2
퐂2 퐃21 퐃22
)
∶=
(
푋퐴퐹 푋퐵퐹1 푋퐵2
−퐻퐹1 +푁퐶퐹3 −퐻퐹2 +푁퐷
퐹
31 푁퐷
퐹
32
)
.
If the above LMIs are feasible, a suitable static controller (31) is obtained by
퐾 ∶= (퐻 −푁2)−1푁1.
Moreover, we have
훾dof ≤ 훾opt ≤ 훾퐹
for 훾퐹 being the infimal 훾 > 0 such that the above LMIs are feasible.
Note that, in contrast to Theorem 7, we are required here to restrict the structure of 퐇 to match with the Kronecker structure
of the remaining terms in order to reconstruct the static controller. In other words and by recalling Section 2.2.4, this means that
we capture the homotopy parameter 훿 ∈ [0, 1] with static multipliers contained in the set{(
0 퐻푇 ⊗ 퐼
퐻 ⊗ 퐼 (−퐻 −퐻푇 )⊗ 퐼
) |||||퐻 +퐻푇 ≻ 0
}
instead of more general ones in
{(
0 퐻푇
퐻 −퐻 −퐻푇
) |||||퐻 +퐻푇 ≻ 0
}
.
This is related to the use of a common Lyapunov function in multi-objective control and introduces conservatism. We will
discuss the consequences after providing the remaining design results involved in the dual iteration.
As in the previous section and in order to formulate the dual iteration based on the analysis LMIs (29), we also need the dual
versions of Lemma 8 and Theorem 12. These can be stated as follows.
Lemma 9. There exists a full-actuation gain 퐸 = (퐸푇1 , 퐸푇2 )푇 such that the analysis LMIs (29) are feasible for the system(
푥̇(푡)
푒(푡)
)
=
(
퐴퐸 퐵퐸1
퐶퐸1 퐷
퐸
11
)(
푥(푡)
푑(푡)
)
=
(
퐴 + 퐸1퐶2 퐵1 + 퐸1퐷21
퐶1 + 퐸2퐶2 퐷11 + 퐸2퐷21
)(
푥(푡)
푑(푡)
)
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if and only if there exist matrices 퐿,푁 and a symmetric matrix 푋 satisfying
푋 ≻ 0 and ℒ
⎛⎜⎜⎜⎝
(
푋 ⊗푄푒 퐼 ⊗ 푆푒
퐼 ⊗ 푆푇푒 푋
−1 ⊗푅푒
)
, 푃훾 ,
⎛⎜⎜⎜⎝
퐀⊗ 퐼 퐁⊗ 퐼
퐂⊗ 푒푇1 퐃⊗ 푒
푇
1
0 퐼 ⊗ 푒푇1
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ ≺ 0
where (
퐀 퐁
퐂 퐃
)
∶=
(
푋퐴 + 퐿퐶2 푋퐵 + 퐿퐷21
퐶 +푁퐶2 퐷 +푁퐷21
)
.
If the above LMIs are feasible, a suitable gain is obtained by 퐸 ∶= ((푋−1퐿)푇 , 푁푇 )푇 .
Theorem 13. Suppose that 퐴 + 퐸1퐶2 is stable and let
(
퐵퐸3
퐷퐸13
)
=
(
퐵2 퐸1
퐷12 퐸2
)
as well as 퐷퐸23 = (0, 퐼). Then there exists a staticcontroller (31) for the system (30) such that the analysis LMIs (29) are feasible for the corresponding closed-loop system if there
exists matrices퐻 ,푁 = (푁푇1 , 푁푇2 )푇 and a symmetric matrix 푌 satisfying
퐻 +퐻푇 ≻ 0 and ℒ
⎛⎜⎜⎜⎜⎜⎜⎝
(
푌 ⊗ 푄푒 퐼 ⊗ 푆푒
퐼 ⊗ 푆푇푒 푌
−1 ⊗푅푒
)
,
(
푃훾 0
0 퐇
)
,
⎛⎜⎜⎜⎜⎜⎜⎝
퐀⊗ 퐼 퐵퐸1 ⊗ 퐼 퐁2 ⊗ 퐼
퐂1 ⊗ 푒푇1 퐷
퐸
11 ⊗ 푒
푇
1 퐃12 ⊗ 푒
푇
1
0 퐼 ⊗ 푒푇1 0
퐂2 ⊗ 퐼 퐷21 ⊗ 퐼 퐃22 ⊗ 퐼
0 0 퐼
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
≺ 0 (34)
where
퐇 ∶=
(
0 퐼
퐼 (−퐻 −퐻푇 )⊗ 퐼
)
and
⎛⎜⎜⎝
퐀 퐁2
퐂1 퐃12
퐂2 퐃22
⎞⎟⎟⎠ ∶=
⎛⎜⎜⎝
퐴퐸푌 −퐸1퐻푇 + 퐵퐸3 푁
퐶퐸1 푌 −퐸2퐻
푇 +퐷퐸13푁
퐶2푌 퐷퐸23푁
⎞⎟⎟⎠ .
If the above LMIs are feasible, a suitable static controller (31) is obtained by
퐾 ∶= 푁1(퐻푇 −푁2)−1.
Moreover, we have
훾dof ≤ 훾opt ≤ 훾퐸
for 훾퐸 being the infimal 훾 > 0 such that the above LMIs are feasible.
As in the previous sections it is rather immediate that feasibility of the primal synthesis LMIs (33) in Theorem 12 implies
feasibility of the ones appearing in Lemma 9 for exactly the same certificate 푋. This can be seen either by manipulating the
LMIs or simply by observing that 퐸 =
(
퐵2
퐷12
)
퐾 is a suitable full-actuation controller. Analogously the same statement is true
for the dual synthesis LMIs and certificates in Theorem 13 and Lemma 8. However, in contrast to the previous sections and
due to the structural restrictions on 퐇, the Theorems 12 and 13 are no longer as nicely intertwined as in Theorem 5 for static
퐻∞-design. As a consequence, the upper bounds 훾푘 provided by the dual iteration are no longer guaranteed to be monotonically
non-increasing. Moreover, the dual iteration can even get stuck as the dual synthesis LMIs (34) might be infeasible even if the
primal LMIs (33) are feasible and vice versa. Nevertheless, we show in the next subsection that this variant of the dual iteration
can be successfully applied to a variety of numerical examples. The dual iteration for static output-feedback 퐻∞-design with
generalized stability regions is explicitly stated as follows.
Algorithm 2. Dual iteration for static output-feedback퐻∞-design with generalized stability regions.
1. Initialization: Compute the lower bound 훾dof based on solving the dynamic full-order synthesis LMIs (32) and set 푘 = 1.
Design an initial full-information gain 퐹 from Lemma 8.
2. Primal step: Compute 훾퐹 based on solving the primal synthesis LMIs (33) and set 훾푘 ∶= 훾퐹 . Design a corresponding
close-to-optimal full-actuation gain 퐸 from Lemma 9.
3. Dual step: Compute 훾퐸 based on solving the dual synthesis LMIs (34) and set 훾푘+1 ∶= 훾퐸 . Design a corresponding
close-to-optimal full-information gain 퐹 from Lemma 8.
4. Termination: If 푘 is too large ormin푗=1,…,푘 훾푗 does not decrease any more, then stop and construct a close-to-optimal static
output-feedback controller (31) for the system (30) according to Theorem 13.
Otherwise set 푘 = 푘 + 2 and go to the primal step.
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Remark 5. In our numerical experiments we generate the gains 퐸 and 퐹 more concretely as follows. Suppose that the primal
synthesis LMIs (33) are feasible for the certificate 푋 and 훾 ∶= (1 + 휀)훾퐹 for some 휀 > 0. Then consider the problem of
minimizing 훼 subject to ‖(푀,푁)‖ ≤ 훼 and the full-actuation design LMIs with free matrices 퐿,푁 and fixed 푋. This problem
is always feasible and with any solution 퐿,푁 a suitable full-actuation gain is given by 퐸 = ((푋−1퐿)푇 , 푁푇 )푇 . This ensures
that the gain 퐸 is not too large and thus numerically easier to handle in the subsequent steps. The full-information gain 퐹 is
constructed analogously.
For the dual iteration, there is actually a lot of freedom in the choice of the full-information and full-actuation gains, which
can be crucial. For the iteration in the last section, we designed them in a rather natural fashion which resulted in controllers with
quite acceptable performance. For the above variant of the iteration, the choice in Remark 5 works well on several numerical
examples, but the values 훾푘 can oscillate a lot. Unfortunately, the best choice of the gains is not obvious at the outset. In the
following remark we state some alternative choices resulting in variants of Algorithm 2, which we compare in the next subsection
on some numerical examples.
Remark 6. Let 퐾푘 denote the controller corresponding to 훾푘 as obtained by Theorem 12 or 13 for any 푘:
V1: In the primal step choose 퐸 as
(
퐵2
퐷12
)
퐾푘 and in the dual step choose 퐹 as 퐾푘+1(퐶2, 퐷21).
With the choice 퐸 =
(
퐵2
퐷12
)
퐾푘, the dual step is very likely to result in a value 훾푘+1 which is close to 훾푘 (at least not much
larger). Note that for the dual iterations in the previous section this choice would result in 훾푘+1 = 훾푘 and means that there is no
progress at all. However, since for the situation considered in this section no analogue of Theorem 5 available, some progress is
possible. It seems that one can intuitively view the choice between 퐸 =
(
퐵2
퐷12
)
퐾푘 and 퐸 from Remark 5 as trade-off between
almost monotony (i.e., 훾푘+1 being close to 훾푘) and exploration of the set of admissible controllers. This motivates the second
variant of Algorithm 2.
V2: In the primal step choose 퐸 as
(
퐵2
퐷12
)
퐾푘.
Hence, only the primal design used for exploration and the dual design is intended to promote monotony. The next two variants
aim to switch more systematically between exploration and promoting monotony.
V3: In the primal step and after computing 훾퐹 : If 훾퐹 > min푗=1,…,푘−1 훾푘, replace 퐹 by 12퐹 + 12퐾푘−2(퐶2, 퐷21), recompute 훾퐹based on solving the primal synthesis LMIs (33) and set 훾푘 ∶= 훾퐹 .
V4: In the primal step and after computing 훾퐹 : If 훾퐹 > min푗=1,…,푘−1 훾푘, replace 퐹 by 12퐹 + 12퐾푗∗(퐶2, 퐷21), recompute 훾퐹 basedon solving the primal synthesis LMIs (33) and set 훾푘 ∶= 훾퐹 . Here 푗∗ ∈ argmin푗=1,…,푘−1 훾푗 .
Remark 7. One can as well employ the dual iteration for a design directly based on the multi-objective analysis result Lemma 6
instead of the more conservative one in Lemma 7 that uses a common Lyapunov function. This is essentially achieved by
considering a dual iteration for each of the objectives separately. In the present case this leads to two full-information gains 퐹 푠,
퐹 푝, two full-actuation gains 퐸푠, 퐸푝, two Lyapunov certificates 푋푠, 푋푝 and so on (one for generalized stability and one for퐻∞-
performance). The key observation is that we can allow those variables and gains to differ for the design of static multi-objective
controller as long as the variables퐻 and푁 are identical in all objectives. This arguing is very similar to the S-variable approach
for multi-objective control38,39. We concretely state the corresponding analogue of Theorem 12 below for clarification. In this
fashion the dual also extends to various interesting multi-objective problems.
Theorem 14. Let 퐹 푠 = (퐹 푠1 , 퐹 푠2 ) and 퐹 푝 = (퐹 푝1 , 퐹 푝2 ) be suitable full-information gains and let
퐴퐹 푠 ∶= 퐴+퐵2퐹 푠1 ,
(
퐶퐹 푠3 퐷
퐹 푠
32
)
∶=
(
퐶2 0
퐹 푠1 퐼
)
,
(
퐴퐹 푝 퐵퐹 푝1
퐶퐹 푝1 퐷
퐹 푝
11
)
∶=
(
퐴 퐵1
퐶1 퐷11
)
+
(
퐵2
퐷12
)
퐹 푝,
(
퐶퐹 푝3 퐷
퐹 푝
31 퐷
퐹 푝
32
)
∶=
(
퐶2 퐷21 0
퐹 푝1 퐹
푝
2 퐼
)
.
Further, suppose that 퐴퐹 푠 and 퐴퐹 푝 are stable. Then there exists a static controller (31) for the system (30) such that the analysis
LMIs (28) are satisfied for the corresponding closed-loop system if there exists matrices 퐻 , 푁 = (푁1, 푁2) and symmetric
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matrices 푋푠, 푋푝 satisfying
퐻 +퐻푇 ≻ 0, ℒ
⎛⎜⎜⎜⎝
(
푋푠 ⊗푄 퐼 ⊗ 푆
퐼 ⊗ 푆푇 푋−1푠 ⊗푅
)
,퐇푠,
⎛⎜⎜⎜⎝
퐀푠 ⊗ 퐼 퐁푠2 ⊗ 퐼
퐂푠2 ⊗ 퐼 퐃
푠
22 ⊗ 퐼
0 퐼
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ ≺ 0 and ℒ
⎛⎜⎜⎜⎜⎜⎜⎝
(
0 퐼
퐼 0
)
,
(
푃훾 0
0 퐇푝
)
,
⎛⎜⎜⎜⎜⎜⎜⎝
퐀푝 퐁푝1 퐁
푝
2
퐶퐹 푝1 퐷
퐹 푝
11 퐷12
0 퐼 0
퐂푝2 퐃
푝
21 퐃
푝
22
0 0 퐼
⎞⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎠
≺ 0
where 퐇푠 ∶= ( 0 퐼퐼 (−퐻−퐻푇 )⊗퐼 ), 퐇푝 ∶= ( 0 퐼퐼 −퐻−퐻푇 ),(
퐀푠 퐁푠2
퐂푠2 퐃
푠
22
)
∶=
(
푋푠퐴퐹
푠 푋푠퐵2
−퐻퐹 푠1 +푁퐶
퐹 푠
3 푁퐷
퐹 푠
32
)
and
(
퐀푝 퐁푝1 퐁
푝
2
퐂푝2 퐃
푝
21 퐃
푝
22
)
∶=
(
푋푝퐴퐹
푝 푋푝퐵퐹
푝
1 푋푝퐵2
−퐻퐹 푝1 +푁퐶
퐹 푝
3 −퐻퐹
푝
2 +푁퐷
퐹 푝
31 푁퐷
퐹 푝
32
)
.
If the above LMIs are feasible, a suitable static controller (31) is obtained by 퐾 ∶= (퐻 −푁2)−1푁1.
3.3 Example
We consider again several examples from COMPleib32 and compare the dual iteration as given in Algorithm 2 to its variation as
described in Remark 7. To this end, we compute the lower bound 훾dof and the upper bounds 훾푘 on 훾opt resulting fromAlgorithm 2
as well as 훾푘mo for 푘 = 1,… , 9. Here, 훾푘mo denote the values corresponding to 훾푘 for the variation in Remark 7. To obtain allthose values, we initialize both iterations with the same full-information gain 퐹 = 퐹 푠 = 퐹 푝 which is designed as described after
Theorem 11. Since neither 훾푘 nor 훾푘mo is guaranteed to be monotone as discussed earlier, we compare both algorithms in termsof the values
훿푘 ∶= min
푗=1,…,푘
훾푘 and 훿푘mo ∶= min푗=1,…,푘 훾
푘
mo.
The numerical results are depicted in Table 4 for an LMI region defined by
푃 =
(
푄 푆
푆푇 푅
)
with 푄 =
(
−푟2 0
0 0
)
, 푆 =
(
0 0
0 1
)
, 푅 =
(
1 0
0 0
)
and 푟 = 2. (35)
This means that the considered LMI region is an open half-disc in the complex plane with center zero and radius 푟 = 2.
Note at first that the gap between 훾dof and 훿9 is small for several examples which implies that the upper bound 훿9 is as well
very close the optimal value 훾opt resulting from a closed-loop analysis with Lemma 6. Moreover, these examples demonstrate
that the additional freedom provided through the use of different Lyapunov certificates as discussed in Remark 7 can indeed
be beneficial as 훿푘mo is strictly smaller than 훿푘 for various examples. The price to pay is, of course, the larger computation timeresulting from the additional degrees of freedom. Note that it is even possible for 훿푘mo to be below 훾dof as for the example DIS3since both are based on different analysis criteria and as the ones in Lemma 6 are conservative in general. Finally, note that for
the complex left half-plane, the LMI region defined by 푃 = ( 0 11 0 ), we essentially recover the bounds as obtained in Section 2.3
with slight deviations due to (accumulated) numerical inaccuracies.
Let us now compare the original dual iteration as described in Algorithm 2 with its variants in Remark 6 in more detail on
few examples. Illustrated in Fig. 4 are the corresponding computed upper bounds 훾푘 for 푘 = 1,… , 29 for each approach and for
the examples AC3 (left), DIS3 (center) and NN2 (right), respectively. At first let us consider the example AC3, which illustrates
some of the statements in Remark 6. Indeed, we observe that the bounds corresponding to the original Algorithm 2 oscillate a lot
and that the variant V1 does not progress after the second iterate. The latter is also true for all other tested numerical examples.
For this example the second variant V2 seems to work best as the corresponding upper bounds decrease nicely without any
oscillations. However, both of the examples DIS3 and NN2 indicate that the decrease can also be too slow. The variants V3 and
V4 are interestingly almost identical and offer a compromise between the original Algorithm 2 and variant V2. For both of them
the corresponding upper bounds decrease very fast but also try to enforce monotony if oscillations occur. This is visible for the
example DIS3 after index 푘 = 15 and throughout for AC3.
4 ROBUST OUTPUT-FEEDBACK퐻∞-DESIGN
This section deals with robust dynamic output-feedback controller synthesis which is closely related to static output-feedback
design as discussed earlier in terms of sources for non-convexity. Due to the importance of the underlying design problem, we,
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TABLE 4 Comparison of the dual iteration as described in Algorithm (2) and its variation in Remark 7 in terms of the resulting
optimal lower and upper bounds for the LMI region specified by (35) and for several examples from32.
Name 훾dof 훿1 훿5 훿9 훿1mo 훿5mo 훿9mo
AC2 0.11 0.15 0.11 0.11 0.14 0.12 0.11
AC3 4.31 6.12 4.94 4.94 5.01 4.95 4.64
AC15 15.34 18.75 15.79 15.66 18.67 15.67 15.48
AC16 15.31 18.84 15.39 15.34 18.84 15.14 15.05
HE2 2.99 31.89 4.87 4.65 6.24 4.24 4.25
HE3 0.80 1.34 0.89 0.88 1.34 0.95 0.88
HE4 22.84 45.65 33.41 32.45 37.59 35.32 35.32
DIS1 4.23 5.15 4.27 4.27 5.15 4.39 4.38
Name 훾dof 훿1 훿5 훿9 훿1mo 훿5mo 훿9mo
DIS3 2.56 5.92 4.29 3.65 2.37 1.91 1.91
DIS4 1.59 2.13 1.91 1.84 2.13 1.67 1.67
BDT1 0.27 0.29 0.27 0.27 0.29 0.27 0.27
MFP 4.78 72.04 36.81 35.64 68.11 34.51 33.33
NN2 1.87 2.39 2.23 2.22 2.39 2.23 2.22
NN4 1.51 3.39 2.65 2.65 2.92 1.81 1.81
NN8 2.73 3.78 3.13 3.08 3.78 3.11 3.08
NN16 1.12 11.42 2.47 1.48 3.34 1.09 1.04
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FIGURE 4 Upper bounds 훾푘 for 푘 = 1,… , 29 for the original Algorithm 2 and its four variations in Remark 6 for the examples
AC3 (left), DIS3 (center) and NN2 (right), respectively.
nevertheless, provide the details for the corresponding dual iteration. Thereby, we focus on a performance criterion in terms
of the energy gain as in Section 2 as this enables the application of the elimination lemma 16 throughout. In particular, we
demonstrate that both, the static and the robust design, are dealt with within a common synthesis framework based on linear
fractional representations. We briefly demonstrate later on that this framework even encompasses the highly interesting design
of robust gain-scheduling controllers.
4.1 Analysis
For some real matrices of appropriate dimensions and initial conditions 푥(0) ∈ ℝ푛, we consider the feedback interconnection⎛⎜⎜⎜⎝
푥̇(푡)
푧(푡)
푒(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐴 퐵1 퐵2
퐶1 퐷11 퐷12
퐶2 퐷21 퐷22
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥(푡)
푤(푡)
푑(푡)
⎞⎟⎟⎟⎠ , 푤(푡) = Δ(푡)푧(푡), (36)
for 푡 ≥ 0; here, 푑 ∈ 퐿2 is a generalized disturbance, 푒 is the performance output desired to be small, 푤, 푧 are interconnection
variables and Δ is a time-varying uncertainty contained in
횫(퐕) ∶= {Δ ∶ [0,∞)→ 퐕 | Δ is piecewise continuous}
for some known compact value set 퐕 ⊂ ℝ푞×푝. In particular, we do not make any assumptions on the rate of variation of the
uncertainty Δ. The description (36) is called linear fractional representation (LFR) as closing the loop involving the signals 푧
and 푤 leads to a linear parameter-varying system of the form(
푥̇(푡)
푒(푡)
)
=
((
퐴 퐵2
퐶2 퐷22
)
+
(
퐵1
퐷21
)
Δ(푡)(퐼 −퐷11Δ(푡))−1
(
퐶1 퐷12
))(푥(푡)
푑(푡)
)
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where Δ enters in a rational fashion.
Well-posedness, robust stability and the robust energy gain of the system (36) are defined in a standard fashion as follows.
Definition 3. • The system (36) is said to be well-posed if det(퐼 −퐷11Δ) ≠ 0 for all Δ ∈ 퐕.
• It is said to be robustly stable (against 횫(퐕)) if it is well-posed and there exist constants푀,휆 > 0 such that‖푥(푡)‖ ≤푀푒−휆푡‖푥(0)‖ for all 푡 ≥ 0,
for all Δ ∈ 횫(퐕) and all initial conditions 푥(0) ∈ ℝ푛 and for 푑 = 0.
• It is said to admit a robust energy gain smaller than 훾 > 0 (against 횫(퐕)) if it is robustly stable and there exists an 휀 > 0
such that ‖푒‖2퐿2 ≤ (훾2 − 휀)‖푑‖2퐿2 for all 푑 ∈ 퐿2, all Δ ∈ 횫(퐕) and for 푥(0) = 0.
Its robust energy gain is the infimal 훾 > 0 such that the above inequality is satisfied.
As we are dealing with arbitrarily time-varying uncertainties, we work with the following analysis result from29 that is based
on the full block S-procedure. It can also be viewed as a special case of the IQC result in12 with a static multiplier.
Lemma 10. Let 푃훾 ∶=
( 퐼 0
0 −훾2퐼
) and let ( 퐺11 퐺12퐺21 퐺22 ) (푠) ∶= ( 퐷11 퐷12퐷21 퐷22 ) + ( 퐶1퐶2 ) (푠퐼 − 퐴)−1 ( 퐵1 퐵2 ) be the transfer matrix corre-sponding to (36). Then the system (36) admits a robust energy gain smaller than 훾 > 0 if there exist symmetric matrices 푋 and
푃 which satisfy
푋 ≻ 0, ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃 0
0 푃훾
)
,
⎛⎜⎜⎜⎜⎝
퐺11 퐺12
퐼 0
퐺21 퐺22
0 퐼
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
≺ 0 and
(
퐼
Δ
)푇
푃
(
퐼
Δ
)
≽ 0 for all Δ ∈ 퐕. (37a,b,c)
Here, the matrix 푃 is usually referred to as multiplier. Note that (37c) consists of infinitely many LMIs and is thus numerically
not tractable. In order to circumvent this issue, one restricts the search for the multiplier 푃 to suitable sets of multipliers 퐏(퐕)
for which (37c) is automatically satisfied. To be precise, 퐏(퐕) should be a set of symmetric nonsingular matrices with LMI
representation such that (
퐼
Δ
)푇
푃
(
퐼
Δ
)
≽ 0 holds for all Δ ∈ 퐕 and for all 푃 ∈ 퐏(퐕). (38a)
To simplify the exposition, we restrict our attention to multiplier sets that additionally satisfy(
0
퐼
)푇
푃
(
0
퐼
)
≼ 0 for all 푃 ∈ 퐏(퐕). (38b)
In order to avoid unnecessary conservatism by the restriction to such a multiplier set 퐏(퐕), these sets should always be chosen
as large as possible and hence describe 퐕 as good as possible in terms of quadratic inequalities. Note that the set 퐏(퐕) having
an LMI representation means that there exist affine matrix-valued functions Ψ and Φ such that
퐏(퐕) = {Ψ(휈) | 휈 ∈ ℝ∙ and Φ(휈) ≻ 0}.
As an example suppose that 퐕 is more concretely described as 퐕 = co{Δ1,… ,Δ푁}, the convex hull of some generators
Δ1,… ,Δ푁 . Then it is elementary to see that
퐏(퐕) ∶=
{
푃 = 푃 푇
|||||
(
0
퐼
)푇
푃
(
0
퐼
)
≺ 0 and
(
퐼
Δ푖
)푇
푃
(
퐼
Δ푖
)
≻ 0 for all 푖 = 1,… , 푁
}
(39)
is a set of multipliers with LMI representation which indeed satisfies (38). Moreover, note that any 푃 ∈ 퐏(퐕) is nonsingular
as a consequence of the minimax theorem of Courant and Fischer as given, e.g., in40. As another example let us suppose that
퐕 ∶= {푣퐼 ∶ 푣 ∈ [푎, 푏]} for some 푎 < 푏. Then it is possible to employ the above set of multipliers for퐕 as well or the commonly
used alternative
퐏(퐕) ∶=
{(
푏퐼 −퐼
−푎퐼 퐼
)푇 ( 0 퐻푇
퐻 0
)(
푏퐼 −퐼
−푎퐼 퐼
) |||||퐻 +퐻푇 ≻ 0
}
(40)
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which is closely related to the set of so-called D-G scalings. Note that for [푎, 푏] = [0, 1] this is exactly the set of multipliers as
appearing in Section 2.2.4. Fixing a suitable set of multipliers leads to the following robust analysis result.
Lemma 11. Let 퐺푖푗 be the transfer matrices corresponding to (36). Then the system (36) admits a robust energy gain smaller
than 훾 > 0 if there exist symmetric matrices 푋 and 푃 ∈ 퐏(퐕) which satisfy
푋 ≻ 0 and ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃 0
0 푃훾
)
,
⎛⎜⎜⎜⎜⎝
퐺11 퐺12
퐼 0
퐺21 퐺22
0 퐼
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
≺ 0. (41)
In the sequel we will also need the dual multiplier set corresponding to 퐏(퐕). The latter is defined as
퐏̃(퐕) ∶= {푃̃ | 푃̃ −1 ∈ 퐏(퐕)} if it has an LMI representation.
Note that the set {푃̃ | 푃̃ −1 ∈ 퐏(퐕)} does not have an LMI representation for any set 퐏(퐕), but in most practical situations it
does. For the previous two examples of common multiplier sets the corresponding dual multiplier sets are explicitly given as
퐏̃(퐕) ∶=
{
푃̃ = 푃̃ 푇
|||||
(
퐼
0
)푇
푃̃
(
퐼
0
)
≻ 0 and
(
−Δ푇푖
퐼
)푇
푃̃
(
−Δ푇푖
퐼
)
≺ 0 for all 푖 = 1,… , 푁
}
and
퐏̃(퐕) ∶=
{
1
(푏 − 푎)2
(
퐼 퐼
푎퐼 푏퐼
)(
0 퐻
퐻푇 0
)(
퐼 퐼
푎퐼 푏퐼
)푇 |||||퐻 +퐻푇 ≻ 0
}
,
respectively. Further, note that we have by (38) and by the dualization lemma 15(
퐼
0
)푇
푃̃
(
퐼
0
)
≽ 0 and
(
−Δ푇
퐼
)푇
푃̃
(
−Δ푇
퐼
)
≼ 0 for all Δ ∈ 퐕 and all 푃̃ ∈ 퐏̃(퐕).
To see this, note that the map푀 → 푀−1 is continuous and that the inequality in (38a) is strict, as required by Lemma 15, for
푃 replaced by 푃 + ( 휀퐼 00 0 ) for any 휀 > 0.
4.2 Synthesis
4.2.1 Problem Description
For fixed real matrices of appropriate dimensions and initial conditions 푥(0) ∈ ℝ푛, we consider now the feedback interconnection
⎛⎜⎜⎜⎜⎝
푥̇(푡)
푧(푡)
푒(푡)
푦(푡)
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
퐴 퐵1 퐵2 퐵3
퐶1 퐷11 퐷12 퐷13
퐶2 퐷21 퐷22 퐷23
퐶3 퐷31 퐷32 0
⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
푥(푡)
푤(푡)
푑(푡)
푢(푡)
⎞⎟⎟⎟⎟⎠
, 푤(푡) = Δ(푡)푧(푡) (42)
for 푡 ≥ 0; here, 푢 is the control input, 푦 is the measured output, Δ ∈ 횫(퐕) is some uncertainty and 퐕 ⊂ ℝ푞×푝 is some compact
value set. Further, suppose that we are given a suitable multiplier set 퐏(퐕) corresponding to 퐕 as well as its dual multiplier set
퐏̃(퐕). Our main goal is the design of a robust dynamic output-feedback controller with description(
푥̇푐(푡)
푢(푡)
)
=
(
퐴푐 퐵푐
퐶푐 퐷푐
)(
푥푐(푡)
푦(푡)
)
(43)
for the system (42) such that the corresponding closed-loop robust energy gain is as small as possible. The latter closed-loop
interconnection is described by ⎛⎜⎜⎜⎝
푥̇cl(푡)
푧(푡)
푒(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
 1 21 11 122 21 22
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥cl(푡)
푤(푡)
푑(푡)
⎞⎟⎟⎟⎠ , 푤(푡) = Δ(푡)푧(푡) (44)
with 푡 ≥ 0 as well as 푥cl = ( 푥푥푐 ) and standard calligraphic closed-loop matrices. From the analysis criteria in Lemma 11 and by
applying the elimination lemma 16, we obtain immediately the following synthesis result.
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Theorem15. Let퐺푖푗 be the transfermatrices corresponding to (42). Further, let푉 and푈 be a basismatrices of ker(퐶3, 퐷31, 퐷32)
and ker(퐵푇3 , 퐷푇13, 퐷푇23), respectively. Then there exists a controller (43) for the system (42) such that the analysis LMIs (41) arefeasible for (44) if and only if there exist symmetric matrices 푋, 푌 and 푃 ∈ 퐏(퐕) satisfying
(
푋 퐼
퐼 푌
)
≻ 0, 푉 푇ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃 0
0 푃훾
)
,
⎛⎜⎜⎜⎜⎝
퐺11 퐺12
퐼 0
퐺21 퐺22
0 퐼
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
푉 ≺ 0 and 푈푇ℒ
⎛⎜⎜⎜⎜⎝
(
0 푌
푌 0
)
,
(
푃 −1 0
0 푃 −1훾
)
,
⎛⎜⎜⎜⎜⎝
퐼 0
−퐺∗11 −퐺
∗
21
0 퐼
−퐺∗12 −퐺
∗
22
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
푈 ≻ 0.
(45a,b,c)
In particular, we have
훾opt ∶= inf {훾 > 0 | There is a controller (43) s.th. the analysis LMIs (41) are feasible for (44)}
= inf {훾 > 0 | There exist symmetric 푋, 푌 and 푃 ∈ 퐏(퐕) satisfying the above matrix inequalities} .
Note that similarly as in the previous section 훾opt is not the optimal robust energy gain achievable by robust controllers with
description (43). This is due to the conservatism in the employed analysis result Lemma 11.
In contrast to static output-feedback design as considered in Section 2, non-convexity emerges through the multiplier 푃 and its
inverse appearing in (45b) and (45c) instead of the Lyapunov certificate푋 and its inverse. Due to this non-convexity, computing
훾opt or a corresponding controller is as before very difficult in general. Subsequently, we modify the dual iteration in order to
compute upper bounds on 훾opt and, in particular, solve the robust output-feedback퐻∞-design problem in a heuristic fashion.
4.2.2 Dual Iteration: Initialization
In order to initialize the dual iteration we aim again to compute a meaningful lower bound on 훾opt . This time the lower bound is
obtained by the following observation. If there exists a robust controller for the system (42) achieving a robust energy gain of 훾
then there also exists a gain-scheduling controller, i.e., a controller that is able to measure the uncertainty Δ(푡) online, achieving
the same robust energy gain. Such a controller is given by⎛⎜⎜⎜⎝
푥̇푐(푡)
푧푐(푡)
푢(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐴̂푐 퐵̂푐1 퐵̂
푐
2
퐶̂푐1 퐷̂
푐
11 퐷̂
푐
12
퐶̂푐2 퐷̂
푐
21 퐷̂
푐
22
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥푐(푡)
푤푐(푡)
푦(푡)
⎞⎟⎟⎟⎠ , 푤푐(푡) = 푆(Δ(푡))푧푐(푡), (46)
for 푡 ≥ 0 and with some function 푆. Indeed, we can simply choose(
퐴̂푐 퐵̂푐2
퐶̂푐2 퐷̂
푐
22
)
=
(
퐴푐 퐵푐
퐶푐 퐷푐
)
,
(
퐵̂푐1
퐷̂푐21
)
= 0,
(
퐶̂푐1 퐷̂
푐
11 퐷̂
푐
12
)
= 0 and 푆(Δ) = 0 for all Δ ∈ 퐕.
It is well-known that the problem of finding a gain-scheduling controller (46) for the system (42) can be again turned into a
convex optimization problem; the design of structured gain-scheduling controllers, e.g., with (퐷̂푐11, 퐷̂푐12) = 0 and 퐷̂푐21 = 0would yield even superior lower bounds but, unfortunately, seems to be a non-convex problem without additional structural
properties of the underlying system (42). For unstructured gain-scheduling controller design we have the following result which
is essentially taken from41,29.
Theorem 16. Let 퐺푖푗 , 푈 and 푉 be as in Theorem 15. Then there exists a gain-scheduling controller (46) and a scheduling
function 푆 for the system (42) such that the analysis LMIs (41) are feasible for the resulting corresponding closed-loop system,
for the value set퐕푒 = {diag(Δ, 푆(Δ)) |Δ ∈ 퐕} and for a corresponding multiplier set 퐏푒(퐕푒) if and only if there exist symmetric
matrices 푋, 푌 and 푃 ∈ 퐏(퐕), 푃̃ ∈ 퐏̃(퐕) satisfying
(
푋 퐼
퐼 푌
)
≻ 0, 푉 푇ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃 0
0 푃훾
)
,
⎛⎜⎜⎜⎜⎝
퐺11 퐺12
퐼 0
퐺21 퐺22
0 퐼
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
푉 ≺ 0 and 푈푇ℒ
⎛⎜⎜⎜⎜⎝
(
0 푌
푌 0
)
,
(
푃̃ 0
0 푃 −1훾
)
,
⎛⎜⎜⎜⎜⎝
퐼 0
−퐺∗11 −퐺
∗
21
0 퐼
−퐺∗12 −퐺
∗
22
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
푈 ≻ 0.
(47a,b,c)
In particular, we have
훾gs ≤ 훾opt
for 훾gs being the infimal 훾 > 0 such that the above LMIs are feasible.
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We do not specify the multiplier set 퐏푒(퐕푒) because it is not relevant for our purposes and as we are only interested in the
lower bound 훾gs. The latter can again be a good indicator for measuring the conservatism of the upper bounds that we compute
later on. Moreover, there is no hope to find a robust controller (43) achieving an closed-loop energy gain smaller than 훾gs based
on the analysis conditions in Lemma 11.
As in previous sections the dual iteration is initialized by the design of a suitable full-information controller. For robust
synthesis, such a controller is of the form
푢 = 퐹 푦̃ = (퐹1, 퐹2, 퐹3)푦̃ with 푦̃푇 ∶= (푥푇 , 푤푇 , 푑푇 )푇 .
Hence, these controllers are even able to measure the uncertain signal 푤 = Δ푧 in addition to the state 푥 and the disturbance 푑.
Synthesizing such controllers is not difficult. Indeed, an application of the elimination lemma 16 leads to the following result.
Lemma 12. There exists some full-information gain 퐹 such that the analysis LMIs (41) are feasible for the system⎛⎜⎜⎜⎝
푥̇(푡)
푧(푡)
푒(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐴 + 퐵3퐹1 퐵1 + 퐵3퐹2 퐵2 + 퐵3퐹3
퐶1 +퐷13퐹1 퐷11 +퐷13퐹2 퐷12 +퐷13퐹3
퐶2 +퐷23퐹1 퐷21 +퐷23퐹2 퐷22 +퐷23퐹3
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥̇(푡)
푤(푡)
푑(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
⎛⎜⎜⎜⎝
퐴 퐵1 퐵2
퐶1 퐷11 퐷12
퐶2 퐷21 퐷22
⎞⎟⎟⎟⎠ +
⎛⎜⎜⎜⎝
퐵3
퐷13
퐷23
⎞⎟⎟⎟⎠퐹
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥̇(푡)
푤(푡)
푑(푡)
⎞⎟⎟⎟⎠ (48)
if and only if there exist symmetric 푃̃ ∈ 퐏̃(퐕) and 푌 ≻ 0 satisfying (47c).
4.2.3 Dual Iteration
Suppose that we have synthesized a full-information gain 퐹 by Lemma 12. Then the primal synthesis LMIs corresponding to
the gain 퐹 and to the analysis LMIs (41) are obtained in a straightforward fashion.
Theorem 17. Let 퐺푖푗 and 푉 be as in Theorem 15 and let 퐺퐹푖푗 be the transfer matrices corresponding to (48). Then there existsa controller (43) for the system (42) such that the analysis LMIs (41) are feasible for the corresponding closed-loop system if
there exist symmetric matrices 푋, 푌 and 푃 ∈ 퐏(퐕) satisfying
(
푋 푌
푌 푌
)
≻ 0, 푉 푇ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃 0
0 푃훾
)
,
⎛⎜⎜⎜⎜⎝
퐺11 퐺12
퐼 0
퐺21 퐺22
0 퐼
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
푉 ≺ 0 and ℒ
⎛⎜⎜⎜⎜⎝
(
0 푌
푌 0
)
,
(
푃 0
0 푃훾
)
,
⎛⎜⎜⎜⎜⎝
퐺퐹11 퐺
퐹
12
퐼 0
퐺퐹21 퐺
퐹
22
0 퐼
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
≺ 0.
(49a,b,c)
Moreover, we have
훾gs ≤ 훾opt ≤ 훾퐹
for 훾퐹 being the infimal 훾 > 0 such that the above LMIs are feasible.
Proof. Since we have 푃 ∈ 퐏(퐕), we can conclude that 푃 has exactly 푝 positive and 푞 negative eigenvalues. This allows us to
eliminate the full-information gain 퐹 from the LMI (49c) which leads to (45c) for 푌 replaced by 푌 −1. Finally, performing a
congruence transformation of (49a) with diag(퐼, 푌 −1) yields (45c) for 푌 replaced by 푌 −1. Since we have (45b) and 푃 ∈ 퐏(퐕)
by assumption as well, we can apply Theorem 15 in order to construct the desired controller (43).
The employed dual versions of Lemma 12 and Theorem 17 are given next.
Lemma 13. There exists some full-actuation gain 퐸 such that the analysis LMIs (41) are feasible for the system⎛⎜⎜⎜⎝
푥̇(푡)
푧(푡)
푒(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐴 + 퐸1퐶3 퐵1 + 퐸1퐷31 퐵2 + 퐸1퐷32
퐶1 + 퐸2퐶3 퐷11 + 퐸2퐷31 퐷12 + 퐸2퐷32
퐶2 + 퐸3퐶3 퐷21 + 퐸3퐷31 퐷22 + 퐸3퐷32
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥̇(푡)
푤(푡)
푑(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
⎛⎜⎜⎜⎝
퐴 퐵1 퐵2
퐶1 퐷11 퐷12
퐶2 퐷21 퐷22
⎞⎟⎟⎟⎠ + 퐸
(
퐶3 퐷31 퐷32
)⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
푥̇(푡)
푤(푡)
푑(푡)
⎞⎟⎟⎟⎠ (50)
if and only if there exist symmetric 푃 ∈ 퐏(퐕) and 푋 ≻ 0 satisfying (47b).
Theorem 18. Let 퐺푖푗 and 푈 be as in Theorem 15 and let 퐺퐸푖푗 be the transfer matrices corresponding to (50). Then there existsa controller (43) for the system (42) such that the analysis LMIs (41) are feasible for the corresponding closed-loop system if
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there exist symmetric matrices 푋, 푌 and 푃̃ ∈ 퐏̃(퐕) satisfying
(
푋 푋
푋 푌
)
≻ 0, ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃̃ 0
0 푃 −1훾
)
,
⎛⎜⎜⎜⎜⎝
퐼 0
−(퐺퐸11)
∗ −(퐺퐸21)
∗
0 퐼
−(퐺퐸12)
∗ −(퐺퐸22)
∗
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
≻ 0 and 푈푇ℒ
⎛⎜⎜⎜⎜⎝
(
0 푌
푌 0
)
,
(
푃̃ 0
0 푃 −1훾
)
,
⎛⎜⎜⎜⎜⎝
퐼 0
−퐺∗11 −퐺
∗
21
0 퐼
−퐺∗12 −퐺
∗
22
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
푈 ≻ 0.
(51a,b,c)
Moreover, we have
훾gs ≤ 훾opt ≤ 훾퐸
for 훾퐸 being the infimal 훾 > 0 such that the above LMIs are feasible.
In contrast to the previous section and as Section 2 , Theorems 17 and 18 are again nicely intertwined as follows.
Theorem 19. The following two statements hold.
• If the primal synthesis LMIs (49) are feasible for some 훾 and some full-information gain 퐹 , then there exists some
full-actuation gain 퐸 such that the dual synthesis LMIs (51) are feasible for 훾 . In particular, we have 훾퐸 ≤ 훾 .
• If the dual synthesis LMIs (51) are feasible for some 훾 and some full-actuation gain 퐸, then there exists some full-
information gain 퐹 such that the primal synthesis LMIs (49) are feasible for 훾 . In particular, we have 훾퐹 ≤ 훾 .
The proofs are again direct consequences of the elimination lemma 16 and are thus omitted for brevity. The dual iteration for
robust output-feedback 퐻∞-design now essentially amounts to alternately applying the two statements in Theorem 19 and is
explicitly stated as follows.
Algorithm 3. Dual iteration for robust output-feedback퐻∞-design.
1. Initialization: Compute the lower bound 훾gs based on solving the gain-scheduling synthesis LMIs (47) and set 푘 = 1.
Design an initial full-information gain 퐹 from Lemma 12.
2. Primal step: Compute 훾퐹 based on solving the primal synthesis LMIs (49) and set 훾푘 ∶= 훾퐹 . Design a corresponding
close-to-optimal full-actuation gain 퐸 from Lemma 13.
3. Dual step: Compute 훾퐸 based on solving the dual synthesis LMIs (51) and set 훾푘+1 ∶= 훾퐸 . Design a corresponding
close-to-optimal full-information gain 퐹 from Lemma 12.
4. Termination: If 푘 is too large or 훾푘 does not decrease any more, then stop and construct a close-to-optimal static output-
feedback controller (43) for the system (42) according to Theorem 18.
Otherwise set 푘 = 푘 + 2 and go to the primal step.
Essentially the same statements as in Remark 2 remain valid. In particular, the sequence 훾푘 is monotonically non-increasing
and we have
훾gs ≤ 훾opt ≤ 훾푘 for all 푘.
Moreover, once we found a full-information gain 퐹 such that the primal synthesis LMIs (49) are feasible, the algorithm will not
get stuck due to infeasibility of the involved LMIs.
Remark 8. (a) Algorithm 3 can be modified in a straightforward fashion to cope with the even more challenging design of static
robust output-feedback controllers. This is essentially achieved by replacing (49a) and (51a) with 푋 = 푌 ≻ 0 during the
iteration. For the initialization we then recommend to additionally employ the considerations in Remark 3.
(b) It is not difficult to extend Algorithm 3, e.g., to the more general and very interesting design of robust gain-scheduling
controllers42,43. For this design the uncertaintyΔ(푡) in the description (42) is replaced by diag(Δ푢(푡),Δ푠(푡))withΔ푢(푡) being
unknown, while Δ푠(푡) is measurable online and taken into account by the to-be-designed controller. As for robust design,
this synthesis problem is known to be convex only if the control channel is unaffected by uncertainties42.
An interesting special case of the general robust gain-scheduling design is sometimes referred to as inexact scheduling44.
As for standard gain-scheduling it is assumed that a parameter dependent system (42) is given, but that the to-be-designed
controller only receives noisy online measurements of the parameter instead of exact ones.
We emphasize such modifications are all straightforward due to the flexibility of the design framework based on linear
fractional representations as (42) and on the employed multiplier separation techniques (Lemmas 10 and 11).
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4.2.4 Dual Iteration: An Alternative Initialization
It can happen that the LMIs appearing in the primal step of the dual iteration algorithm 3 are infeasible for the initially designed
full-information controller. In order to promote the feasibility of these LMIs we propose here an alternative initialization that
makes use of the following result.
Lemma 14. Suppose that the gain-scheduling synthesis LMIs (47) are feasible, that some full-actuation gain퐸 is designed from
Lemma 13 and let 퐺푖푗 , 퐺퐸푖푗 as well as 푈 be as in Theorem 18. Then there exist some 훼 > 0, symmetric 푋, 푌 and 푃 , 푃̃ ∈ 퐏̃(퐕)satisfying (51a), (51c)
ℒ
⎛⎜⎜⎜⎜⎝
(
0 푋
푋 0
)
,
(
푃 0
0 푃 −1훾
)
,
⎛⎜⎜⎜⎜⎝
퐼 0
−(퐺퐸11)
∗ −(퐺퐸21)
∗
0 퐼
−(퐺퐸12)
∗ −(퐺퐸22)
∗
⎞⎟⎟⎟⎟⎠ss
⎞⎟⎟⎟⎟⎠
≻ 0 and
(
훼퐼 푃 − 푃̃
푃 − 푃̃ 퐼
)
≻ 0. (52a,b)
Note that by the Schur complement (52b) is equivalent to‖푃 − 푃̃‖2 < 훼.
Thus by minimizing 훼 > 0 subject to the above LMIs we push the two multipliers 푃 and 푃̃ as close together as possible. Due
to the continuity of the map푀 →푀−1, this means that the inverses 푃 −1 and 푃̃ −1 are close to each other as well. We can then
design a corresponding full-information gain 퐹 based on Lemma 12 for which the LMIs (49) are very likely to be feasible for
the single multiplier 푃 −1 ≈ 푃̃ −1.
Remark 9. (a) In the case that the above procedure does not lead to a full-information gain 퐹 for which the LMIs (49) are
feasible, one can, e.g., iteratively double 훾 and try again until a suitable controller is found. This practical approach works
typically well in various situations.
(b) It would be nicer to directly employ additional constraints for the gain-scheduling LMIs (47) which promote 푃 ≈ 푃̃ −1 and
thus feasibility of the primal synthesis LMIs (49) similarly as was possible for static design in Remark 3. However, as far
as we are aware of, this is only possible for specific multipliers and corresponding value sets.
4.3 Examples
4.3.1 Modified Examples from Compleib
We now compare the dual iteration for robust output-feedback design as described in Algorithm 3 with two variants of a D-K
iteration in terms of computed optimal bounds on the robust energy gain.
V1: The first variant is based on considering only the analysis LMIs (41) for the closed-loop system (44) and relies on
alternately performing the following two steps:
1. For a given controller (43), solve the LMIs (41) for the closed-loop system (44) with decision variables 푋 and 푃 .
2. For given 푋 and 푃 , solve the LMIs (41) for the closed-loop system (44) with decision variables 퐴푐 , 퐵푐 , 퐶푐 and 퐷푐 .
We denote the resulting upper bounds on 훾opt as 훾푘dk1.
V2: The second variant makes additionally use of non-convex design result Theorem 15, which resulted from the closed-loop
analysis conditions LMIs (41) by elimination. It relies on alternately performing the following two steps:
1. For a given controller (43), solve the LMIs (41) for the closed-loop system (44) with decision variables 푋 and 푃 .
2. For a given 푃 , solve the synthesis LMIs (45) in Theorem 15 with decision variables 푋 and 푌 .
We denote the resulting upper bounds on 훾opt as 훾푘dk2.
Note that all of the above steps are convex in the decision variables since those (pairs of) variables that would destroy convexity
are fixed alternately. Moreover, it is possible to simultaneously minimize over 훾 while searching for a feasible solution.
From the mere descriptions of the variants one can already tell that the first variant is worse (in terms of provided upper
bounds) than the second one which is outperformed by the dual iteration. The reason for this is that in the second variant, and
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in contrast to the first, the appearing Lyapunov matrices are treated as free decision variables in both of the steps. However, the
multiplier 푃 is still fixed in every second step. This is in contrast to the dual iteration where the Lyapunov matrices and the
multiplier are free decision variables in the two main steps. Essentially, the dual iteration focuses on the most important decision
variables.
We stress that both D-K iterations as described above require an initialization with a robustly stabilizing controller, as oth-
erwise the first considered LMI is infeasible. It is possible to modify the D-K schemes to find a robustly stabilizing controller
starting from a nominal퐻∞ controller as, e.g., described in Chapter 8 of10, but from our numerical experience, this is a rather
cumbersome and frustrating task. In stark contrast, finding an robustly stabilizing controller based on the dual iteration is much
less problematic.
In order to only compare the iterative behavior of the named algorithms, we initialize both variants of the D-K iteration with
the robust controller as obtained from Theorem 17 when completing the primal step of the dual iteration for the first time.
We compare the three algorithms again by means of several examples from COMPleib32, which, unfortunately, does not
comprise robust control examples. Thus we modified the included examples in order to fit the description (42) as follows. For
each example we let ⎛⎜⎜⎝
퐴 퐵2 퐵3
퐶2 퐷22 퐷23
퐶3 퐷32 0
⎞⎟⎟⎠ be identical to the system matrices (1.1) in32
and choose the remaining matrices as
퐷11 = 0, 퐷12 = 0, 퐷21 = 0, 퐷31 = 0, 퐵1 =
⎛⎜⎜⎜⎝
1 0 1
0 1 0
0∙×3
⎞⎟⎟⎟⎠ , 퐶1 =
⎛⎜⎜⎝
1 0
0 1 03×∙
1 −1
⎞⎟⎟⎠ and 퐷13 =
⎛⎜⎜⎝
0
0 03×∙
1
⎞⎟⎟⎠ .
Further, we suppose that the underlying systems are affected by uncertainties Δ ∈ 횫(퐕) with the value set 퐕 being the convex
hull of the (almost randomly chosen) generators
Δ1 ∶=
⎛⎜⎜⎜⎝
−1 1
1 −1
0
⎞⎟⎟⎟⎠ , Δ2 ∶=
⎛⎜⎜⎜⎝
0 1
0 0
1
⎞⎟⎟⎟⎠ , Δ3 ∶=
⎛⎜⎜⎜⎝
1 0
1 1
1
⎞⎟⎟⎟⎠ and Δ4 ∶=
⎛⎜⎜⎜⎝
0 −1
0 0
−1
⎞⎟⎟⎟⎠ .
This allows us to perform a robust controller design based on the analysis criteria in Lemma 11, the multiplier set (39) and its
dual set as defined in Section 4.1.
Table 5 illustrates the computed optimal values and gains which were all obtained by using Matlab/LMIlab24. It also depicts
the average runtimes required for computing the upper bounds 훾9, 훾9dk and 훾9dk2. These examples confirm our reasoning fromearlier as that the dual iteration yields better upper bounds if compared to both D-K iteration schemes for uncertain systems
within fewer iterations. Thus it is numerically much less demanding and less time consuming.We also see that the second variant
of the D-K iteration provides better upper bound if compared to the first one while generally being slower. We emphasize once
more that both variants are initialized with the robustly stabilizing controller corresponding to 훾1 since finding such a controller
based on a D-K iteration is troublesome. Finally, note that the gap between 훾gs and 훾9 is small for several examples which implies
that the upper bound 훾9 is almost non-conservative for those.
Let us now consider the same examples as above, but this time we assume that the underlying systems are affected by
uncertainties Δ ∈ 횫(퐕) with the value set being
퐕 ∶= {diag(훿1퐼2, 훿2) ∶ 훿1, 훿2 ∈ [−1, 1]}.
This allows us to employ a multiplier set similar to the one given in (40) which is closely related to the set of D-G scalings.
We compare the resulting dual iteration to the musyn command available in Matlab R2020a, which is based on a D-K iteration
using dynamic D-G scalings. Note that with the settings
musynOptions(’MixedMU’,’on’, ’FitOrder’, [0, 0]);
the algorithm uses D scalings of order zero, but keeps using dynamic G scalings instead of constant ones. These dynamic scalings
can, unfortunately, not be used for robust design for systems affected by arbitrarily time-varying uncertainties. One can merely
guarantee closed-loop stability if the uncertainties are assumed to be slowly varying. Hence musyn considers a much smaller
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TABLE 5 Optimal gain bounds resulting from the dual iteration described in Algorithm 3 and from two variants of a D-K
iteration for somemodified examples from32. The average runtimewithin twenty runs in seconds 푇훾9 , 푇훾9dk and 푇훾9dk2 for computingthe upper bounds 훾9, 훾9dk and 훾9dk2, respectively is given as well.
Algorithm 3 D-K V1 D-K V2
Name 훾gs 훾1 훾5 훾9 푇훾9 훾9dk1 훾21dk1 푇훾9dk1 훾9dk2 훾21dk2 푇훾9dk2
AC3 7.25 8.18 7.98 7.98 0.71 8.14 8.14 1.06 8.06 8.04 2.36
AC6 6.63 7.32 6.95 6.95 1.48 7.15 7.15 4.93 7.04 7.01 7.80
HE2 12.55 19.18 15.18 15.18 0.61 18.62 18.49 0.43 16.37 16.00 0.67
HE5 33.76 60.51 58.24 58.24 2.05 59.73 59.61 2.31 58.65 58.55 5.76
REA1 0.86 0.93 0.88 0.88 0.42 0.93 0.92 0.60 0.89 0.89 1.41
DIS2 1.65 1.82 1.67 1.67 0.26 1.74 1.74 0.23 1.69 1.67 0.40
DIS3 2.11 2.56 2.15 2.15 0.76 2.43 2.42 2.26 2.29 2.24 3.02
WEC1 4.62 5.29 4.67 4.67 7.00 5.21 5.19 21.98 4.73 4.73 41.61
WEC2 3.82 4.19 3.85 3.84 5.96 4.16 4.11 19.92 3.87 3.87 31.07
MFP 6.31 7.51 7.27 7.27 0.42 7.43 7.41 0.38 7.32 7.32 0.77
NN4 5.30 6.52 5.33 5.33 0.65 6.10 6.02 0.54 5.46 5.42 0.93
class of uncertainties than captured by our findings based on a more dedicated analysis result. Thus the following comparison
of provided upper bounds is not really fair and in favor of musyn.
Per default musyn performs 10 iterations and its output 훾ms has the following meaning:
The closed-loop system has an energy gain smaller than 훾ms for all constant uncertainties Δ in the scaled value set 1훾ms퐕.
Thus, for the purpose of comparing musyn to the dual iteration, for each individual example, we start by computing 훾ms and
perform afterwards a dual iteration for the system affected by uncertainties in the scaled set 횫( 1
훾ms
퐕). The results are depicted
in Table 6, where we also added the corresponding lower and upper bounds resulting from the dual iteration for the unscaled
value set.
These examples demonstrate that the dual iteration yields superior or at least comparable results to musyn in terms of computed
bounds on the optimal energy gain. This is even though musyn uses dynamic multipliers which are usually known to lead to
better upper bounds.
4.3.2 Flight Control Design
Let us consider a missile control problem. Similarly as, e.g., in45,43,46,47 this leads after some simplifications to a nonlinear state
space model of the form
훼̇(푡) = 퐾훼푀(푡)
[(
푎푛|훼(푡)|2 + 푏푛|훼(푡)| + 푐푛(2 − 푀(푡)3
))
훼(푡) + 푑푛훿(푡)
]
+ 푞(푡)
푞̇(푡) = 퐾푞푀(푡)2
[(
푎푚|훼(푡)|2 + 푏푚|훼(푡)| + 푐푚(−7 + 8푀(푡)3
))
훼(푡) + 푑푚훿(푡)
]
푛(푡) = 퐾푛푀(푡)2
[(
푎푛|훼(푡)|2 + 푏푛|훼(푡)| + 푐푛(2 + 푀(푡)3
))
훼(푡) + 푑푛훿(푡)
]
,
(53)
where푀(푡) is the Mach number assumed to take values in [2, 4] and with signals
훼 angle of attack (in rad) 푞 pitch rate (in rad/s)
훿 tail fin deflection (in rad) 푛 normal acceleration of the missile (in 푔 = 32.2 f t∕s2).
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TABLE 6 Optimal gain bounds resulting from musyn as well as the dual iteration described in Algorithm 3 for a scaled value
set and a non-scaled value set for some modified examples from32.
Algorithm 3 for 퐕 musyn Algorithm 3 for 1
훾ms
퐕
Name 훾gs 훾1 훾5 훾9 훾ms 훾gs 훾1 훾5 훾9
AC2 0.47 0.72 0.51 0.51 1.32 0.36 0.65 0.43 0.43
AC6 7.21 8.86 8.64 8.64 4.77 4.68 5.77 4.72 4.72
HE2 15.21 92.65 75.84 75.24 4.11 3.69 4.72 3.98 3.98
HE5 60.91 79.46 78.71 78.70 7.21 3.88 4.26 4.21 4.21
REA1 0.86 0.94 0.89 0.89 0.94 0.87 0.95 0.89 0.89
DIS2 1.73 1.90 1.78 1.78 1.51 1.44 1.55 1.48 1.48
DIS3 2.15 2.36 2.23 2.23 1.67 1.52 1.89 1.56 1.56
WEC1 4.07 4.44 4.11 4.11 3.75 3.73 4.04 3.74 3.74
WEC2 3.83 4.27 3.84 3.84 3.70 3.67 4.16 3.68 3.68
MFP 13.88 15.76 14.63 14.63 6.11 6.09 7.21 6.41 6.41
NN4 5.48 6.58 5.58 5.58 2.62 2.56 3.38 2.60 2.60
Note that (53) is a reasonable approximation for 훼(푡) between −20 and 20 degrees, i.e., |훼(푡)| ∈ [0, 휋∕9]. The constants are
given by
푎푛 = 0.000103 ⋅ (180∕휋)3 푏푛 = −0.00945 ⋅ (180∕휋)2 푐푛 = −0.1696 ⋅ (180∕휋) 푑푛 = −0.034 ⋅ (180∕휋)
푎푚 = 0.000215 ⋅ (180∕휋)3 푏푚 = −0.0195 ⋅ (180∕휋)2 푐푚 = 0.051 ⋅ (180∕휋) 푑푚 = −0.206 ⋅ (180∕휋)
퐾훼 = 0.7푃0푆∕푚푣푠 퐾푞 = 0.7푃0푆푑∕퐼푦 and 퐾푛 = 0.7푃0푆∕푚푔.
The terms in the latter three constants are
푃0 = 973.3 lbf∕f t2 static pressure at 20,000 f t 푆 = 0.44 f t2 reference area
푚 = 13.98 slugs mass of the missile 푣푠 = 1036.4 f t∕s speed of sound at 20,000 f t
푑 = 0.75 f t diameter 퐼푦 = 182.5 slug ⋅ f t2 pitch moment of inertia
The goal is to find a controller such that the commanded acceleration maneuvers 푛푐 are tracked and such that the physical
limitations of the fin actuator are not exceeded. Precisely, the objectives are:
• rise-time less than 0.35 s, steady state error less than 1% and overshoot less than 10%.
• tail fin deflection less than 25 deg and tail fin deflection rate less than 25 deg∕s per commanded 푔.
We assume at first that 훼, 푛푐 −푛 and푀 are available for control and design, similarly as in45,43,46,47 a gain-scheduling controller.
The latter controller will depend in a nonlinear fashion on the parameters 훼 and푀 that appear in (53). To this end we can rewrite
(53) as ⎛⎜⎜⎜⎜⎜⎜⎝
훼̇(푡)
푞̇(푡)
푧(푡)
푛(푡)
훼(푡)
⎞⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 퐾훼 0 0 0 0
0 0 0 0 0 0 0 0 퐾푞 0
0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
2푐푛 0 푎푛 푏푛 −
푐푛
3 0 0 0 0 푑푛
0 0 0 0 0 1 0 0 0 0
−7푐푚 푎푚 푏푚
푐푚8
3 0 0 0 0 0 푑푚
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 퐾푛 0 0 0
1 0 0 0 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
훼(푡)
푞(푡)
푤(푡)
훿(푡)
⎞⎟⎟⎟⎟⎠
, 푤(푡) =
(|훼(푡)| 퐼2
푀(푡)퐼5
)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶Δ(푡)
푧(푡)
which includes the measurable signal 훼 as an output. In particular, the above system is the feedback interconnection of an LTI
plant 푃 and a time-varying operatorΔ. Following46, we aim to design a controller that ensures that the closed-loop specifications
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are satisfied consider by considering the weighted synthesis interconnection as depicted in Fig. 5. Here, the fin is driven by퐺act ,
an actuator of second order⎛⎜⎜⎜⎝
푥̇act(푡)
훿(푡)
훿̇(푡)
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
퐴act 퐵act
퐶act 0
퐶act퐴act 퐶act퐵act
⎞⎟⎟⎟⎠
(
푥act(푡)
푢(푡)
)
where 퐶act(푠퐼 − 퐴act)−1퐵act = (150)
2
푠2 + 2 ⋅ 150 ⋅ 0.7푠 + (150)2
.
The exogenous disturbances 푑1 and 푑2 are used to model measurement noise. The ideal model and weighting filters are given by
퐺id(푠) =
144(1 − 0.05푠)
푠2 + 19.2푠 + 144
, 푊푒(푠) =
0.5푠 + 17.321
푠 + 0.0577
, 푊훿(푠) =
1
19
, 푊훿̇(푠) =
1
25
and 푊푑1 = 푊푑2 = 0.001.
Disconnecting the controller Δ ⋆ 퐾 and, e.g., using the Matlab command sysic yields a system with description (42) with
푑 ∶= col(푛푐 ,푊푑1푑1,푊푑2푑2), 푒 ∶= col(푊푒(푛id − 푛), 푛,푊훿훿,푊훿̇훿), 푦 ∶= col(푛푐 − 푛, 훼) and
퐕 ∶= {diag(훿1퐼2, 훿2퐼5)) ∶ 훿1 ∈ [0, 휋∕9] and 훿2 ∈ [2, 4]}.
We can hence again use a multiplier set similar to the one in (40) which is closely related to the set of D-G scalings and employ
our analysis and design results. For the synthesis of a gain-scheduling controller we make us of Theorem 16; note that for D-G
scalings it is possible to use the scheduling function 푆(Δ) = Δ = id(Δ).
Applying Theorem 16 yields an upper bound on the optimal closed-loop energy gain of 훾gs = 2.23 and Fig. 6 illustrates
Bode plots of the corresponding closed-loop system with the resulting gain-scheduling controller for frozen values ofΔ. Finally,
simulations of the nonlinear closed-loop systems are given in Fig. 8. Here, we consider trajectories for several (almost randomly
chosen) Mach numbers
푀푘(푡) = sat(4 −
(푡+1.25(푘−1))
5
) with sat(푡) =
⎧⎪⎨⎪⎩
4 푡 ≥ 4
푡 푡 ∈ [2, 4]
2 푡 ≤ 2
for all 푡 ≥ 0 (54)
and we let both disturbances 푑1 and 푑2 be zero. We observe that the specifications are met for most of those Mach numbers apart
from the constraint on the tail fin deflection rate, which is not well-captured by퐻∞ criteria. Of course, the performance of the
designed controller can be improved by readjusting the weights, but this is not our intention at this point.
Instead, let us now assume that the Mach number 푀 can not be measured online and that only 훼 and 푛푐 − 푛 are available
for control. Hence, we now aim to design a controller that is robust against variations in푀 , but benefits from the fact that we
can take measurements of the parameter 훼 that enters (53) in a nonlinear fashion. This boils down to the synthesis of a robust
gain-scheduling controller, which is more general and more challenging than the design of robust controllers as considered in
this section. However, as emphasized in Remark 8 it is fortunately not difficult to extend the dual iteration in order to cope with
such a design as well. Indeed, the resulting iteration yields after five iterations an upper bound of 훾5 = 3.30 on the optimal
closed-loop robust energy gain which is actually not that far away from the bound achieved by the gain-scheduling design. Fig.
7 illustrates the resulting closed-loop frequency responses for several frozen values of Δ and Fig. 9 depicts simulations of the
nonlinear closed-loop system for several Mach numbers as in (54). In particular, we observe that the tracking behavior degrades
which is not surprising as the controller takes fewer measurements into account.
Finally, note that we can of course also view the whole Δ, i.e., |훼| and푀 , as an uncertainty and design a robust controller
based on the dual iteration as discussed in this section. For this specific example this even leads after five iterations to an upper
bound of 훾5 = 3.32 and an closed-loop behavior that is almost identical to the one corresponding to the previous design. Note
that this in general not the case as a robust controller utilizes less information than a robust gain-scheduling controller.
5 CONCLUSIONS
We demonstrate that the dual iteration, together with linear fractional representation framework, is a powerful and flexible tool
to tackle various challenging and interesting non-convex controller synthesis problems especially if compared to other heuristic
approaches such as the classical D-K iteration. The iteration, as introduced in6 for the design of stabilizing static output-feedback
controllers, heavily relies on the elimination lemma. We extend those ideas to the synthesis of static 퐻∞, static 퐻2 and robust
퐻∞ output-feedback controllers in a common fashion. As the icing on the cake, we demonstrate in terms of a missile autopilot
design example, that a seamless extension to robust gain-scheduling output-feedback퐻∞ design is possible as well.
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FIGURE 5 Interconnection structure for gain-scheduled synthesis.
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FIGURE 6 Bodeplots of the unweighted closed-loop interconnection with a gain-scheduling controller resulting from Theorem
16 and for frozen values of Δ.
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FIGURE 7 Bodeplots of the unweighted closed-loop interconnection with a robust gain-scheduling controller resulting from
the dual iteration and for frozen values of Δ.
Since the underlying elimination lemma is not applicable for numerous non-convex design problems, such as multi-objective
controller design, we also provide a novel interpretation of the individual steps of the dual iteration. The latter interpretation can
help to extend the dual iteration for such situations as well. This is exemplified by considering the synthesis of static output-
feedback퐻∞ controllers, which guarantee that the closed-loop poles are contained in an a priori specified LMI region.
Future research could be devoted to extensions of the dual iteration to robust output-feedback design based on more elaborate
analysis results. Precisely, analysis results based on parameter-dependent Lyapunov functions or on integral quadratic constraints
with dynamic multipliers. It would also be very interesting and fruitful to extend the iteration for static or robust output-feedback
design for hybrid and switched systems.
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FIGURE 8 Closed-loop trajectories for the gain-scheduling controller and for several Mach numbers푀1,… ,푀7 as in (54).
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FIGURE 9 Closed-loop trajectories for the robust gain-scheduling controller and for several Mach numbers푀1,… ,푀7 as in
(54).
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APPENDIX
A AUXILIARY RESULTS
A.1 Dualization and Elimination
The following technical results are highly useful for controller design purposes.
Lemma 15. 29,10 Let 퐴 ∈ ℝ(푝+푞)×푞 , 퐵 ∈ ℝ(푝+푞)×푝, 푃 ∈ 핊푝+푞 and suppose that (퐴,퐵) and 푃 are nonsingular. Further, let 푈 and
푉 be basis matrices of ker(퐴푇 ) and ker(퐵푇 ), respectively. Then
퐴푇푃퐴 ≺ 0 and 퐵푇푃퐵 ≽ 0 are equivalent to 푈푇푃 −1푈 ≻ 0 and 푉 푇푃 −1푉 ≼ 0.
This lemma is usually referred to as dualization lemma and most typically applied in the case that 퐴 = ( 퐼푝푊 ) and 퐵 = ( 0퐼푞 )for some matrix푊 ∈ ℝ푞×푝. In this case Lemma 15 states that(
퐼푝
푊
)푇
푃
(
퐼푝
푊
)
≺ 0 and
(
0
퐼푞
)푇
푃
(
0
퐼푞
)
≽ 0 are equivalent to
(
−푊 푇
퐼푞
)푇
푃 −1
(
−푊 푇
퐼푞
)
≻ 0 and
(
퐼푝
0
)푇
푃 −1
(
퐼푝
0
)
≼ 0
for any nonsingular symmetric matrix 푃 .
The following elimination lemma is a very powerful tool to turn several apparently non-convex controller design problems
into convex LMI feasibility problems.
Lemma 16. 8 Let 푈 ∈ ℝ푟×푞 , 푉 ∈ ℝ푠×푝, 푊 ∈ ℝ푞×푝, 푃 ∈ 핊푝+푞 and suppose that 푃 is nonsingular with exactly 푝 negative
eigenvalues. Further, let 푈⟂ and 푉⟂ be basis matrices of ker(푈 ) and ker(푉 ), respectively. Then there exists a matrix 푍 ∈ ℝ푟×푠
satisfying (
퐼푝
푈푇푍푉 +푊
)푇
푃
(
퐼푝
푈푇푍푉 +푊
)
≺ 0 (A1)
if and only if
푉 푇⟂
(
퐼푝
푊
)푇
푃
(
퐼푝
푊
)
푉⟂ ≺ 0 and 푈푇⟂
(
−푊 푇
퐼푞
)푇
푃 −1
(
−푊 푇
퐼푞
)
푈⟂ ≻ 0. (A2a,b)
We give here a full proof of the elimination lemma since it provides a scheme for constructing a solution푍 ∈ ℝ푟×푠 if it exists.
Proof. “Only if”: Multiplying (A1) with 푉⟂ from the right and its transpose from the left leads immediately to (A2a). By (A1)
and since 푃 is nonsingular with exactly 푝 negative eigenvalues, we also find a matrix 퐵 such that (퐴,퐵) is nonsingular for
퐴 ∶=
(
퐼푝
푈푇푍푉 +푊
)
and such that 퐵푇푃퐵 ≺ 0. Applying the dualization lemma 15 yields then(
−(푈푇푍푉 +푊 )푇
퐼푞
)푇
푃 −1
(
−(푈푇푍푉 +푊 )푇
퐼푞
)
≻ 0
and hence (A2b) by multiplying 푈⟂ from the right and its transpose from the left.
“If”: By the singular value decomposition we can find orthogonal푊푢,푊푣 and nonsingular 푇푢, 푇푣 such that
푈 = 푇푢푈̂푊 푇푢 and 푉 = 푇푣푉̂ 푊 푇푣 with 푈̂ =
(
퐼푞1 0
0 0∙×푞2
)
and 푉̂ =
(
퐼푝1 0
0 0∙×푝2
)
.
With this decomposition we can express 푈⟂ and 푉⟂ as푊푢
(
0, 퐼푞2
)푇푋푢 and푊푣(0, 퐼푝2)푇푋푣, respectively, for some nonsingularmatrices 푋푢 and 푋푣. Let us now transform the remaining matrices as 푃̂ ∶= (∙)푇푃diag(푊푣,푊푢), 푊̂ = 푊 푇푢 푊푊푣 and 푍̂ ∶=
푇 푇푢 푍푇푣 with a to-be-determined matrix 푍. Further, we define
푅 ∶=
⎛⎜⎜⎝
(
퐼푝
푊̂
)(
퐼푝1
0
)
,
⎛⎜⎜⎝
0푝×푞1
퐼푞1
0푞2×푞1
⎞⎟⎟⎠
⎞⎟⎟⎠ ∈ ℝ(푝+푞)×(푝1+푞1), 푆 ∶=
(
퐼푝
푊̂
)(
0
퐼푝2
)
∈ ℝ(푝+푞)×푝2 and 푇 ∶=
(
−푊̂ 푇
퐼푞
)(
0
퐼푞2
)
∈ ℝ(푝+푞)×푞2 .
Then (A2) is equivalent to
푆푇 푃̂ 푆 ≺ 0 and 푇 푇 푃̂ −1푇 ≻ 0
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and we have (
퐼푝
푈̂푇 푍̂푉̂ + 푊̂
)
=
(
푅
(
퐼푝1
푍̂11
)
푆
)
for 푍̂11 ∶=
(
퐼푞1
0
)푇
푍̂
(
퐼푝1
0
)
.
Moreover, (A1) holds if and only if
0 ≻ (∙)푇 푃̂
(
퐼푝
푈̂푇 푍̂푉̂ + 푊̂
)
=
⎛⎜⎜⎜⎜⎝
(∙)푇 푃̂푅
(
퐼푝1
푍̂11
)
(∙)푇
푆푇 푃̂푅
(
퐼푝1
푍̂11
)
푆푇 푃̂ 푆
⎞⎟⎟⎟⎟⎠
.
The last inequality is by 푆푇 푃̂ 푆 ≺ 0 and the Schur complement equivalent to(
퐼푝1
푍̂11
)푇 (
푅푇 푃̂푅 − 푅푇 푃̂ 푆(푆푇 푃̂ 푆)−1푆푇 푃̂푅
)( 퐼푝1
푍̂11
)
≺ 0. (A3)
Let 푃̃ now be the inner matrix in (A3) and let in−(푀) denote the number of negative eigenvalues of any symmetric matrix푀 .
Next we show that in−(푃̃ ) ≥ 푝1. If this is the case, there exists
(
푍1
푍2
)
∈ ℝ∙×푝1 with (∙)푇 푃̃
(
푍1
푍2
)
≺ 0. We can for example
choose
(
푍1
푍2
)
= (푣1,… , 푣푘1) with 푣1,… , 푣푘1 being the orthonormal eigenvectors corresponding to the 푝1 negative eigenvalues
of 푃̃ . Via a small perturbation of 푍1 if necessary we can ensure that 푍1 is nonsingular and that (∙)푇 푃̃
(
푍1
푍2
)
≺ 0 remains valid.
Then (A3) holds for 푍̂11 = 푍2푍−11 and 푍 ∶= 푇 −푇푢
(
푍̂11 ∙∙ ∙
)
푇 −1푣 is a solution of (A1) for any choice of the ∙ matrices.Applying the Schur complement again yields
in−(푃̃ ) = in−
(
푅푇 푃̂푅 푅푇 푃̂ 푆
푆푇 푃̂푅 푆푇 푃̂ 푆
)
− in−(푆푇 푃̂ 푆) = in−
(
(푅 푆)푇 푃̂ (푅 푆)
)
− 푝2 = in−
(
푄푇 푃̂푄
)
− 푝2
for 푄 ∶= (푅,푆). Observe that (푇 ,푄) is nonsingular and let us abbreviate ( 퐴 퐵퐵푇 퐷 ) = (푇 ,푄)푇 푃̂ −1(푇 ,푄). Recall that we have
퐴 = 푇 푇 푃̂ −1푇 ≻ 0 and (
퐴 퐵
퐵푇 퐷
)−1
=
(
퐼 0
−퐵푇퐴−1 퐼
)푇 (퐴 0
0 퐶 − 퐵푇퐴−1퐵
)−1( 퐼 0
−퐵푇퐴−1 퐼
)
.
Then we can conclude
푝 = in−(푃̂ ) = in−(푃̂ −1) = in−(퐴) + in−(퐶 − 퐵푇퐴퐵) = in−((퐶 − 퐵푇퐴퐵)−1) = in−
((
0
퐼
)푇 ( 퐴 퐵
퐵푇 퐶
)−1(0
퐼
))
= in−(푄푇 푃̂푄).
Thus we finally have in−(푃̃ ) = in−
(
푄푇 푃̂푄
)
− 푝2 = 푝 − 푝2 = 푝1.
By considering the special case 푃 = ( 푄 퐼퐼 0 ) and푊 = 0 for some symmetric matrix푄 we recover a more common version ofthe elimination lemma 16. A constructive proof of this result can also be found in18.
Lemma 17. Let 푈 ∈ ℝ푟×푞 , 푉 ∈ ℝ푠×푞 and 푄 ∈ 핊푞 be given. Further, let 푈⟂ and 푉⟂ be basis matrices of ker(푈 ) and ker(푉 ),
respectively. Then there exists a matrix 푍 ∈ ℝ푟×푠 satisfying
푄 + 푈푇푍푉 + 푉 푇푍푇푈 ≺ 0
if and only if
푈푇⟂푄푈⟂ ≺ 0 and 푉 푇⟂ 푄푉⟂ ≺ 0.
