Determining the principal energy pathways occurring in biomolecules as a result of thermal motion remains challenging due to the intrinsic complexity of the systems involved. Typically, performing just a molecular dynamics simulation is not enough to reveal these pathways and further postprocessing analysis of the trajectories becomes strictly necessary. In this work we propose to use the eigenvector centrality metric distribution as a mean of post-processing molecular dynamics simulations to determine the principal correlation paths involved in the transfer of information which is essential for the normal performance of enzymatic activity. We have chosen allosteric regulation as an example where these pathways can be clearly revealed. Essential amino-acids responsible for the energy transfer are clearly depicted.
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Allostery is a physico-chemical phenomenon whereby protein function is regulated by the binding of an effector (i.e., a ligand or another protein) at an allosteric site (i.e., a site distinctive from the active site, typically located at least 10Å away). Allosteric activators increase a particular protein function (e.g., ligand binding or catalytic rate), whereas allosteric inhibitors decrease such function [1] . Allosteric mechanisms are ubiquitously adopted in biological systems but they are mostly not understood. Establishing a molecular level understanding of communication pathways between the physically distant active and allosteric sites is crucial for the design of innovative (allosteric) drugs [2, 3] and for protein engineering [1, 4, 5] .
Recently, there have been significant efforts toward the development of computational tools to support, interpret and/or predict experimental evidences for elucidation of allosteric pathways in proteins [3, [6] [7] [8] [9] [10] [11] [12] . For instance, community network analysis (CNA) has emerged as a powerful and increasingly popular approach to analyze the dynamics of enzymes and protein/DNA (and/or RNA) complexes and to detect possible allosteric pathways [13] [14] [15] . This approach considers the protein as a network that reduces the full protein structure to a binary contact matrix between, for example, alpha-carbons of the amino acid residues, in order to reveal structural correlations embedded within the protein. This approach has been used to detect communication pathways between distal residues [16] , identification of functional sites in RNA [17] , protein folding paths, [18] protein engineering, and design of allosteric drugs [19] .
At the heart of the network analysis are the concepts of centrality (or, relative importance) of a node and the communities (or, clusters) of nodes. Measures of centrality are useful to identify the most important nodes in the network (e.g., the most influential node in a network). Importance is usually quantified by a suitable real-valued function, evaluated on each node, related to a type of flow or transfer across the network (e.g., amount of traffic going through a specific node).
Betweenness is a measure of centrality, quantifying the fraction of shortest paths that pass through a given node out of the total number of shortest paths communicating all pairs of nodes in the network [20] . The node degree is the number of connections of each node, another measure that is used to quantify the centrality of a node and is used to construct the modularity function in the CNA (see Appendix). The adjacency matrix A, defines whether nodes i and j are connected (A ij > 0), or not (i.e., A ij = 0). The entries (c i ) of its eigenvector c with maximum eigenvalue λ (i.e., principle eigenvalue) gives the eigenvector centrality (EC) for each node i.
The method of optimal modularity [20, 21] , and spectral clustering [22] have been used to identify clusters of nodes within biological networks. Here, we explore the centrality eigenvector applied to an atomistic description of allostery in Imidazole Glycerol Phosphate Synthase (IGPS) from the thermophile Thermotoga maritima [23] .
From this study we conclude that the nodes with high centrality typically play important regulatory roles. IGPS is a tightly associated heterodimeric enzyme (see Fig. 1 ) in which each monomer enzyme catalyzes a different reaction: The HisH enzyme catalyzes the hydrolysis of glutamine (Gln) to produce ammonia, which diffuses to the HisF unit and reacts with the effector PR-FAR to form imidazole glycercol phosphate (IGP). While Gln binding is unaffected by the presence of PRFAR, the hydrolysis of Gln is accelerated 5000-fold upon PRFAR binding through a mechanism that, for many years, has remained elusive [24] . In a recent study [9] , we have carried out a community network analysis based on optimization of modularity to explore the underlying allosteric mechanism of this enzyme. Here, we extend the analysis by exploring the description of allostery provided by the centrality eigenvector as compared to the community network analysis based on optimal modularity. A clear connection between CNA and the EC can be established by using the EC instead of the node degree in the construction of the modularity matrix (see Appendix).
The paper is organized as follows: We first summarize the method of community network analysis and results for reference [9] . We then introduce the method of EC and apply it to the IGPS systems. Results are discussed and compared with CNA. Correlation matrices are obtained from the same trajectories and following the same protocol as in reference [9] and [25] . The generalized correlation matrix based on the mutual information (MI) between two residues r M I [x i , x j ] can be obtained as follows [26] :
by where the fluctuation or atomic displacements vectors x k are computed from a molecular dynamics (MD) simulations. For clarity, we have kept the original notation used in references [9, 25, 26] , where a detailed explanation on the calculation of the generalized correlation coefficients can be found. The mutual information between the two residues is computed as:
where (2) are the marginal and joint (Shannon) entropies respectively obtained as ensemble averages over the atomic displacements (x i , x j ), with marginal and joint probability distributions p(x i ) and p[x i , x j ] computed over thermal fluctuations sampled by molecular dynamics simulations of the system at equilibrium. The coefficient r M I is zero for fully uncorrelated variables and gets values up to 1 for fully correlated variables. A correlation "distance" matrix w
ij between all pairs of residues (ij) is obtained from r M I [x i , x j ], according to:
The Floyd-Warshall algorithm [27] is then used to determine the matrix of maximum correlations, w (N ) ij considering direct distances as well as up to N possible intermediate residues mediating indirect communication pathways (where N is the total number of residues in the system). The total number of residues for the IGPS case is 454. Accordingly, the edge-betweeness matrix with elements b ij is defined as the number of shortest paths that include (ij) as one of its communication segments. In other words, edge-betweeness matrix is a measure of the "traffic" passing through the edge connecting residues i and j in the network. The edge-betweenness matrix is then used for partitioning the network into communities according to the Girvan-Newman algorithm which is based on maximizing the modularity Q metric [20, 21] . Details of the computation of the communities structure based in the maximum modularity from the generalized correlation matrix can be found in references [9, 25] . Figure 1 shows the two most important communities h2 (green) and f3 (magenta) projected into the residues space of the IGPS complexes for the APO form as determined in [9] . Secondary structural element of h2 involves hβ1, hβ2, hβ3, hβ4, hβ11, hα1, hα2 and Ω-loop. Secondary structural element of f3 instead involves f β1, f β2, f β3, hβ7, hβ8, f α1, f α2, f α3, hα4 and Loop1. Rivalta et. al. pointed out that the correlation between communities h2 and f3 is enhanced (larger interbetweeness) after PRFAR is binded. The authors showed that the explanation for this enhancement relays in the increase of the frequency of a breathing motion at the inter domain interface (HisH-HisF) upon the binding of PRFAR. They described this as a low-frequency interdomain breathing motion that allows for fluctuations between two states (open and closed IGPS heterodimer) that are accessible at thermal equilibrium in both the apo and PRFAR complexes. Disruption of this breathing mode with drug-likes compounds where suggested as inhibitors of the allosteric mechanism [28] .
Although the CNA gives an introspection tool to see the most important transformation induced by the allosteric agent (increase of the correlation between h2 and f3 communities for the IGPS case), it does not show in detail how the importance of a node is affected.
Given the matrix of generalized correlations coefficients C ij = r M I [x i , x j ], we can construct an associated weighted graph for which the adjacency matrix is defined as follows:
In this case, each node of the graph corresponds to a particular residue and the off-diagonal elements of A are the weights associated to every edge. We have introduced an exponential dumping factor with a length parameter λ that can be adjusted to control the locality of the correlations based on the distances between residues (d ij ). This means that if λ is short enough, long correlated residues will be disregarded and the effect of the locality in the allosterism will be raveled. On the other hand, if we set λ to a very large value, all correlations, including long distance, will be accounted in our analysis. Mathematically, if λ → ∞, A ij = C ij ∀i = j. The adjacency matrix A constructed as in equation 3 has the following mathematical properties:
Given matrix A as constructed in equation 3, the EC of node i is proportional to the sum of the eigenvector centralities of the nodes to which is connected, hence:
where 1 is a proportionality constant. Equation 6 can be expressed as an eigenvalue equation Ac = c. Where c is the vector containing the centralities c i for each node i and being the largest eigenvalue. Uniqueness of this definition is ensured by the Perron-Frobenius theorem which states that any symmetric matrix (property i) with strictly positive entries (property ii) has a unique largest real eigenvalue (see Appendix). In summary, the eigenvector centrality quantifies not just the number of connections of a given node but also how connected those other nodes are [29] .
Based on this definition, the centralities values c i can be computed by diagonalizing matrix A and keeping the eigenvector c corresponding to the maximum eigenvalue . The power method [30] is an alternative to matrix diagonalization which is computationally more efficient an would be more appropriated for large systems. The information encoded in c reveals the importance of the nodes for the whole connectivity of the network. In the case of the protein, for example, these most important nodes (residues) will be the responsible of acting as bridges for the information that is transmitted from one site to the other of the protein. As the set of eigenvectors of A is orthonormal, the sum of all the squared centralities is one ( i c 2 i = 1). The latter plus the fact that the centralities are positive suggests that the squared centralities c 2 i could be interpreted as the probability of a signal to pass through node i. This could be viewed as an analogy to the "Born interpretation" of the wave function in quantum mechanics [31] . in turn gives a measure of the degree of connectivity of the network and in particular for the c = (c 1 , ..., c N ) direction. At λ = ∞ (no exponential dumping), values of are 166.8 and 154.0 for APO and PRFAR-bound respectively. The latter means that the overall degree of connectivity is diminished upon PR-FAR binding as verified by the analysis of the correlation matrix in [9] . The direction of the signal or correlation path also changes as the relative importance of the nodes (values of c i ) change as well.
Values of c i can be plotted for every residue on top of the molecular structure with a color scale that goes from white (zero centrality) to red (large values of centrality). We will refer to correlation path to the sub-graph composed by the most important nodes in the network as determined by the EC plotted on top of the protein system. In all the cases a renormalization of the centrality values was applied for plotting purposes (See Appendix). Figure 2 shows the correlation path (values of c) for both APO and PRFAR-bound IGPS protein. We can see how the correlation path shifts to the the right (sideL to sideR) upon binding to PRFAR. This shift in centrality explains the enhancement in the betweeness of h2-f3 pair of communities reported in [9] . In order to highlight the differences between the APO and PRFAR-bound correlation path we have plotted the differences of EC values (c
) as a function of the residue index i. Figure 3 shows that there is significant change in the distribution of the c values between APO and PRFAR-bound form. Two sets of almost contiguous residues are affected with an increase of central-ity. These two protein sections correspond to residues ∼5 to ∼100 (HisF) and residues ∼250 to ∼300 (HisH). The latter two regions include f α 1 and hα 2 α-helixes respectively. Connection between loop1 and Ω-loop are hence established after PRFAR is binding to IGPS as determined if ref [9] and as clearly seen from the centrality differences of figure 3. The effect of the dumping can be seen in figure 4 for different values of λ. It seems that having a dumping parameter up to λ = 2.0 do not change the overall trend of the differences in centrality. The conclusion about the allosteric path for IGPS is unchanged whether we include or not the long distance correlations. This implies that what dominates the mechanism (at least in this case) are short distance correlations as we can use a dumping parameter as short as λ = 2 without altering so much the overall centrality distribution.
Below this value (λ = 2), even the directly-bonded residues would be underestimated making the correlation matrix to be almost diagonal (see Appendix) with the consequence of the adjacency matrix having low offdiagonal elements most likely masked by numerical errors. The effect of adding a dumping factor (accounting only for short correlations) does not affect the general conclusions and this is probably due to the fact that short correlations are dominating the allosteric mechanism. In other words the residue-to-residue effect is the one that allows the signal to be transmitted in the case of IGPS allosteric mechanism.
We have introduced the concept of eigenvector centrality as a way of depicting the correlation pathways in protein systems which undergo allosteric mechanism. We have used the IGPS protein as a test to show that the most important resides involved in the allosterism after PRFAR binds can be clearly depicted. This residues are localized at the sideR of the HisH-HisF interface connecting loop1 with the Ω-loop through the f α 1 -hα 2 α-helixes. This is in perfect consistency with the enhance- ment of the inter betweenness of h2-f3 communities and the breathing mode found in the extensive analysis of reference [9] .
Relationship between modularity and eigenvector centrality; eigenvalues for both APO and PRFAR-bound systems; and renormalization of centrality values for plotting purposes can be found in the appendix.
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APPENDIX Relationship between modularity and eigenvector centrality
It is possible to define an eigenvector centrality-based modularity matrix that could offer a clear connection between the community structure and the plots of the centrality. Lets consider a weighted graphG = (V, E) with nodes in V edges in E where the weights w ij between nodes i and j are given by the elements of the adjacency matrix, this is w ij = A ij . Following the definition of modularity matrix B of reference [21] we have:
Where m = 1/2 l g l = 1/2 lk A lk is the total number of edges and g i/j is the node degree (total connection) for node i/j. From the definition of the eigenvector centrality, we know that:
Where c l is the eigenvector centrality value for node l. From equation 6 we can identify g l = 2mc 2 l . With this new definition of the node degree as a scaled node centrality, we can rewrite the modularity matrix of reference [21] as follows:
The two terms of equation 8 can be interpreted as a sort of probability of signal flow. The first term can be viewed as the probability of a signal flowing from i to j or vice-versa through a direct connection whereas the second term can be interpreted as the probability of flowing from i to j or vice-versa through an indirect connection. This steams from the fact that the square of the centrality value has the property of a probability measure since Let now have a vector of labels s such that s i = -1 or +1 depending if node i belongs to one or another community. To get the optimal community partitioning we want max s (Q(s)) = max s (s tB s) and the ij contribution to the argument of the "max" function will be:
From the probability interpretation we note that if nodes i and j have a strong indirect connection but with A ij 0 then we need to classify them as belonging to different communities (s i s j = −1) in order to maximize Q. In the opposite case, if A ij >> 0 and the indirect connection is low, we need to classify them as belonging to the same communities (s i s j = 1) in order to maximize Q. The situations in between will be decided by the balance between the first and second term of equation 8.
Eigenvalues of the system 
Renormalization of centrality values for plotting purposes
We have performed a plot of the centrality values with a color scale that can be added in temperature factor field (beta) [32] of a PDB file. In order to do this, the following transformation is applied to the centrality values: 
