Abstract-hthis
INTRODUCTION
In this paper, we intend to provide a mathematical setting for a method of fractal block-coding of image functions based on the notion of generalized self-similarity introduced by Cabrelli et al. in [I] . This method allows more flexibility in the self-similarity structure of standard block-coding compression.
We present the theoretical framework in its most general setting. This can then easily be adapted to fit each individual application.
In particular, this general setting includes as special cases all the known IFS frameworks.
As an application of the theory, we describe a method of coding and decoding images and we indicate how the well-known technique of partitioned IFS (see, for example, [2-61) can be incorporated just as overlapping blocks (see 171). We show the method for some very simple one-and t~vo-di~nensiol~al examples that help to show some evidence of its usefulness.
The method is related to the fructul c~rn~r~ss~on m,ethod proposed originally by Barnsley et al. in [8] and [9] in the sense that the original image will be approximated by the fixed-point utt~ucto~ of a contractive operator. This attractor can be obtained by iterating the operator starting from an arbitrary starting point. More specifically, the theoretical setting of our method is closely related to the generalized fractat. transf5~s described in [lo] .
We will consider images represented by functions. An image can be modeled by a function ;11 : X --+ [0, 11, where X is a compact metric space (for applications, X C iRd will usually suffice) and the value .u(z), for each 5 E X, can be interpreted as the normalized g~~-sc~~e at the point 2.
In , 1 < i < r, which together with the maps uli : X -X, i = 1,2,. . . , r conform a contractive operator whose fixed point will approximate the original image.
The model allows much greater flexibility in the choice of the parameters, in particular, the relation between the choice of the qi and the color seems to be more trailsparent than when working with measures. In addition, a wider class of images can be represented, since the attractors need not be se~f-s~rn~~a~ in the strict sense.
The function u> soiution of (l.l), satisfies a ge~e~al~~ed se~-s~mi~a~t~ ~eZat~o~, which colloquially could be seen as follows: at any given point 2 f X, we look at the preimages of z through each w,, look at the values of u at that point, transform them using the corresponding pi, and then combine these values using the operator 0. This new value has to coincide with the original \dUe of U at z.
The approximation techniques used to solve equation (1.1) take advantage of the dependence on spatial variables of the functions (r^i. The effectiveness of this apace-dependence condition was originally treated by Monro and Dudbridge (see IS] ). This condition was also incorporated in other models as? for example, in the generalized fractai transforms (see, for example, 1111).
The purpose of this paper is twofold. On one side, we show how the generalized self-similarity equation can be applied to signal and image processing.
We want to point out that the method presents the following illlportant features: the dependence not only on the grey or color values, but also on the point J: E X. >ioreover? overlap is allowed, i.e., the domains of 1~': are allowed to intersect with nonempty interior. Finally, the application of the operator 0 allows us to ~~~a~~il~~llate several possible preimages of a point just by col~binin~ the terms p+ (z, iii(z) ). This is illll~ortant in the case of overlapping range blocks. In fact, we will show some practical examples where the usage of such an operator allows for a 'smoother" combination of overlapping terms as opposed to the "bumpiness" encountered when they are added (see, the examples in Section 4). On the other side, the greater flexibility in the choice of the parameters allowed us to incorporate the so-called fractal black-coding techniques introduced by Jacquin in 12-41 into our model. From the theoreticai point of view, the maps 20~~ i = 1,2,. . . , n, need not be defined on the whole space X, but can be defined on subsets r)' 1 G X, such that tf~=rwa(Dt) = X. This then implies that the function which satisfies equation (l.l), now satisfies an even weaker selfsiIllil~~rity relation, since the preimages of the 'pi are the smaller sets L)i which can be thought of as ,~~r~d~~s on which the values of both sides of the equation have to coincide. In addition, as in other block-coding techniques used in image processing, we can also incorporate the quadtree encoding procedure, as in [12, 13] , where the collection of ranges is a covering of the image but not a partition in the strict sense because overlap is allowed. Also, the maps w.i need not necessarily be contractive as in most other fractal image coding algorithms. 
where (X, d) is a compact metric space and (E, !) a metric space with E a closed subset of R" (in particular, E could be lRm), and E a distance in E induced by some norm of R".
1\'e consider the following distance on the space B(X, E):
It is well known that (f3(X, E), L) is a complete metric space. Now let R = {&}l<i<, be a class of bounded subsets of X which we will call ranges, such that Now let us consider a point to E E that will remain fixed throughout the whole paper. We define the functions We shall use (3(x, ~i(x, G,(x))) for the right-hand side of equation (2.5).
(2.5)
In order for the operator 7 to be well defined, that is, 7 : B(X,E) + B(X,E), we need to require a stability condition on the pi and the operator 0. Precisely, we need to require that bounded sets are mapped into bounded sets. If c > 0, c = maxl<i<,{c,}, where ci is the Lipschitz constant for pi, 1 2 i 5 n, then --
PROOF. It is straightforward to see that if 2r E B(X,E), 7~ E B(X,E). For z E X and 'u, 2' E B(X, E), Since Ulllsn R, = X, there must exist j such that x lies in Rj, hence, if J, = {i : 1 5 i 5 n and x E Ri}, tl1e11 J, # 0.
U'e have and so L(7(U), I(U)) 5 CL(U~U).
(2-G)
I
From this proposition, we have the following corollary. . ., r"7l(5, G:(x))),
rvhere UT are defined as in equation (2.4) PROOF. The operator 7 is contractive on (B(X, E), L) which is a complete metric space, and therefore, 7 has a fixed point u* E B(X, E). Clearly, u* is the solution to the functional equation. I
CP Case
Now let X c Wd compact, with p the d-dimensional Lebesgue measure and let E = !lP with some norm 11 * 11. (Note: E could be chosen to be any Banach space.) We consider the functions u:x -, E such that they are Lebesgue-measurable, and, as usual. functions that are equal almost everywhere are identified.
If 1 5 p < 00, let and P(X,k=)= u:X--+E: 1 J Ml" < +@3 s > f_?(X, E) = {U : X -+ E : u is essentially bounded}, with Ih&, = ess.supllul/. It is well known that CP(X,E), 1 I p L $-co? is a Banach space. Then, in this cease, let R = {R,)lsi<, be a class of bounded and measurable subsets of X such t.hat X = lJICi+ Ri and W = {wi}~<i<~ --be a class of measurable maps of X such that 'wi : Di C X -+ R;, 1 2 i-5 11, are bijective.
For a measurable u, we define, as before, the operator 7 as in equation (2.5)?
where the c,P~, &, and 0 are as in the previous section. Note that the nonepensivity condition of the operator 0 in this case should mean
(24
We add the following conditions. 1. The maps '1~'i, 1 < i 5 12, satisfy a Lipschitz condition, i.e., there exist constants si 2 0, such that ~(~~(~)~.~~(~)) I si d(s, y) where d is the Euclidean distance in Rd. 2. The functions pi, i = 1. . . , n, and 0 are Bore1 measurable.
These additional conditions are required in order to guarantee the measurability of '7~. We then have the following proposition. Let 7 be Denny as above, then '2-u : X ---) E is ~le~urab~e for each measurable function u : X --$ E. Moreover, if 21, v are measurable and u = v a.e., then 7u = 7-v se.
PROOF.
The measurability of 7-u is a consequence of the stability and Borel-measurability of 0, and the functions wi, and cji. Now if 2 = {x E X :
The Lipscbitz condition of the 'wi implies that fi( u?;(Z)) = 0 if p(Z) = 0. and therefore, the result follows. I
Now we consider first the space P defined before. The case P, I I p < oo, will be treated later.
THEOREM 2.2.1.
Let 7 be the operator defined in equation (2.7). Then 'T : CM --) Cm and
PROOF. If u f f?, then let 2 c X, ~(2) = 0 and u bounded in X -2. If we define v : X --+ E by t' = 'u . I-y_2, where IA is the indicator function of A, then u = '~1 a.e. and 21 is bounded, so u E B(X, E) . Then 7% is bounded (by Theorem 2.1.1). Using the preceding proposition, 7,~ = 7~ a.e., and therefore, 7u E C".
From the proof of Theorem 2.1.1. we see that for u and 'U E C", if c = maSi<i<,{q : ci --Lipschitz constant of v,}, we have which implies that
We mu now turn our attention to C P, 1 5 p < cc. 'rye have the following theorem.
THEOREM 2.2.2. Let 7 be operator (2.7). If u? u E CP(X, .I?)> tllen (7~1 -IV) E CP(X, E) and where s and c are the Lipschitz constants of ztii and pi, respectively.
FLlrt~lerrnore, the finiteness of p(X) yields
: PfX, E) -+ P(X, E).
PROOF. If U.V E C*, theu by Proposition 2.2.1. 7~ -7c is measurable and
From this inequality, we see that if u,u E CP, then Note that this condition is weaker than the one of Corollary 2.1.1, and therefore, can be useful when searching for functions that are not necessarily bounded.
SOLUTION TO THE INVERSE PROBLEM FOR FRACTALS AND OTHER SETS
In this section, we are going to show how we can use the previous results to attempt a solution to the inverse problem of fractals and other sets for one-dimensional and two-dimensional cases. For simplicity, we describe only the P case. The 0 caSe can be implemented in a similar way.
The idea is as follows. Given v, a bounded function that is the target-signal or image, we want t,o find the collections R = {Ri}~<i<~, --W = {w,}l<i<n: and Q = {~i}l<~<~ and a nonexpansive ----operator 0, such that the resulting operator 7 : C" --) C" is contractive and its invariant function is "close" to the target. For simplicity, we will consider these sets to be intervals. Note that this class does not necessarily need to be a partition of X, overlap is allowed. where Ai is a 1 x 1 or 2 x 1 matrix (depending on the dimension of X), Ic,I < 1 and po 5 0 fixed with 1~01 large enough. It is easy to verify that the qi defined in this way are contractive in t. Besides they are stable. 4. A nonexpansive and stable operator 0 : X x Wn -+ R. In order to facilitate the implementation.
we are going to choose c3 such that, for u E a(X,E), if u(z) is "close" to F~(z,~;(z)), V'z E X, then u is '.close" to 7~. too.
For example, for the one-dimensional case. we obtained good results with the following operator:
l<i<n --REMARK 1. For simplicity, we have chosen the class + = {~i}i<i<~ defined in (3.1), but p,i __ could be defined in a different way. It has yet to be studied how the code is modified or improved with another selection of Cp.
REMARK 2. Once we decide which kind of functions we choose for G and the operator 0 is determined, it is clear that the operator 7 is now completely determined by the choice of the Rq and w,.
REMARK 3. In the particular case that R = (&)r<icn --is a partition of X, (i.e., Ri n Rj = 0, i # j), the expression of t,he functional equation using operator (3.2) is
Note the similitude of this case with the model proposed in (61.
REMARK 4. For the two-dimensional case, the choice of the supremum operator for c? was not very efficient. 1Ve will return to this subject in Section 4.3.
Encoding Method
From the preceding discussion, it is clear that in order to encode a given target function v : X -+ E , (where X stands either for the interval [O, l] or the square [0, l] x [0, I] and E = R), we need to find a collection R of intervals, called range bloc& a class W of affine functions, and a collection @ so that the distance between the fixed point of the associated operator 7 and v is less than a prescribed value. This distance is the approtiimation, er-ror. In order to estimate the approximation error, we use the collage theorem.
THEOREM 3.1.1. Let VJ E B(X, E) and 7 be as defined in equation (2.5) with contractivity factor c< 1. If
where u* is the invariant bounded function of 7.
The proof of this theorem is analogous to the IFS case (see [14] ).
\Ve conclude that the approximation error of the procedure depends only on the encoding error and the Lipschitz constant c. Therefore, to obtain our code, we start with the target v and we search for parameters to define the operator 7 such that the result of the first transformation 7v
is "close enough" to v. By the last theorem, we then know that the error between the target and I"(us), for any ua f a(X, E) and a large enough Ic, will be small, since the sequence {I"(ua)}ke~. converges to the fixed point of '7.
In order to compute the distance L, since X = lJICt.+ R,, if U, u E 23(X, E), L(u, V) can be --written in terms of the distance on each block Ri, i.e., 1Ve describe now, in a general way, how we construct the collections R and W. (In Section 4, using specific examples, we will give a more detailed description.) These collections will be constructed recursively and their cardinals depend on the error that is computed at each step of the recursion.
Given a target function v, the method fixes a priori a threshold error E. The encoding procedure starts using a fixed number of blocks, fii, 1 5 j < A$, NO E N, such that U3 & = X. For each j, 1 < j < NO, we construct a large enough "pool" of injective affine maps, Wj, whose image sets are &, out of which we will choose the corresponding wj. Consistent with equation (3.4), we choose an appropriate 0 which allows us to reduce our encoding procedure to determine the parameters of pJ so that
where 6 = J(E) is such that supsER, IV(Z) -0(s7 (;i(x,+j(z)), . . . , (;n(z,C13(x)))/ < E. \Ve will prove later, in Sect.ion 4.3, that for an appropriate selection of 0, such 6 exists.
For each choice of 2zri E Wj, we now need to determine the coefficients for the function $j : XXR -, IR. For this, we will begin choosing the coefficient of the "second variable", or the "contractivity coefficient" Cj (see equation (3.1)), from a predetermined large enough set of values V. To determine the remaining coefficients, we use any numerical approximation method.
Now we compute (35) \Ve do this (as said earlier) for each choice of rTi E Wj and c E V.
Observe that each of the domain sets fijl = tit%:'($) C X plays the role of a "window" that "opens" at different places until it finds the section of the function whose transformation is the '*closest" to the target function v restricted to &j. 1Ve select the pair (Gj,$j) that produces the smallest error. If this error is greater than 6, we divide & into children blocks (we use the same name introduced by Jacquin in [2]), {&k}, two subintervals or four rectangles depending on the case, and fij is discarded. If the error computed on one of these child blocks, Rjk, is smaller than 6, this subblock is saved as a block of the final code, l&, together with the maps ,&j ]R,~ and pj corresponding to the parent block, renamed now wl and ~1. For all other subblocks whose errors are greater than S, the procedure is repeated from the beginning, as for their parent block.
This encoding technique involves a recurrent algorithm that finalizes once the errors on all subblocks are smaller than 6. Once the algorithm stops, the sets R and W as well as the 
1). This limits (or conditions)
the set V from which we chose our coefficients c. For example, if V = {&,/lo, *(i/l0 + 5/100), 0 I i < 91, and we want to reconstruct the target with an error smaller than y > 0, it suffices that E is less than y/20.
In order to reconstruct the target, once the conventions about w and 7 are established, we only need the coding triples C = { (Ri, wi,pi), 1 < i 5 n}. Given C, we construct 7" and iterate on any starting function 210 E D(X, E). \Ve are only going to take advantage of the fact that we are allowing overlap. We will show how this works to encode and reconstruct the functions sin TX and fi which are not self-similar if only sffine maps are admitted for the wL. We will choose the operator 7 as in equation (3.2).
EXAMPLES
If v is the target function to encode (i.e., v(x) = sinx or v(x) = ,/F), then the method essentially consists of two steps.
1. U'e fix a natural number N and let E > 0 be E = l/(lON).
We take the N elementary maps w; To construct these vi, we consider a fixed number P of points PJ in [O,l] , write equation (4.1) for them:
and using (for example) a least square approximation algorithm, we determine the parameters of functions hi so that 9,(x, t) = u,x + cjt + d;. Note that this method corresponds to the description in Section 3 for the case and W just the similarity transformations. If this value turns out to be too large, one needs to start again, fixing a different N. It is apparent that the algorithm described in Section 3, where the determination of N depends automatically on the threshold error is preferable-even though the visual results for our test functions were excellent.
For the examples (see Figures l-3 ), we restricted (and normalized) the functions to the [0, l] interval and fixed the number of maps to be four.
Code Construction for exp and sine: Method II
In this section, we wili complete the description of the block-coding algorithm, for these onedimensional examples. For these examples, the operator 0 is chosen to be the supremzlm operator (see equation (3.2)). N 'e will explain now which particular class W we use. The space X = [0, l] is subdivided into intervals (&)i<,i5~~ of length p. We allow overlap by extending p by y/2 at each extreme of the interval, for some y > 0. As indicated in Section 3.2, for each &, we work with a large enough pool of maps Wi, out of which wi are allowed to be chosen. We define Wi to be the collection of affine maps obtained in the following way. We determine a fixed step-length l/r and an interval b of length ap, at the origin, where cy can be either l/2, 2, or 3/2. For each Ic, 1 2 k < r, b is then translated inside X by (k -1)/r yielding the interval &. The functions ti& are then all the possible maps that bijectively take & into fii and are a composition of three simple transformations, Ck = s o r o <, where < is a homothetic transformation of ratio l/cr, T is a translation, and s a symmetry on fii (i.e., Sk can invert the extremes).
For the examples that we show in this section, it was not necessary to consider symmetries in order to obtain good results.
In order to pick our wi, we will have to construct the function vi, and compute the error. For this, we choose ch, such that 1~1 < 1, from a fixed finite set V = {&L/10, (&L/10 + 5/100), 1 E W, 0 5 1 5 9). Let nz denote the cardinal of this set. For each fixed ch E V, 1 5 h 5 'in, we take every 6k E e,.
We then determine aik and dhk taking into account that we are trying to approximate the target function v. That means that the following condition should be satisfied:
or its equivalent:
The parameters ask and dkk are now estimated using, for example, a least-squares approximation method. Note that the parameter a8 hk appears because the p and the 0perato.r 0 depend on the variable x.
Once aik and dkk are chosen, we calculate the error for this choice of ch and ck, It is precisely
XER, (4.4) Once &ik < E, then the interval & will be an element of the class R, say Rl, the transformation '6k will be its corresponding element of W called ~L'I, and the parameters akk, ch, dik, now called al, cl, dl, will define the corresponding vl as in equation (3.1). If for all choices of h and k, 1 5 h < m, @,k E 'c?ri, ejk 2 E, then we divide the interval fij into two subintervals.
We compute the error on each subinterval as in equation (4.4). If on one of those, the error is lower than E, this subinterval is saved as a member of the code, call it RI, its corresponding element in W is WI = CjlR, and the parameters of vl are at', ch, d$" calculated for its parent interval, renamed now al, cl, dl. For the other subinterval, we repeat the above steps.
If 11 
Brief Discussion About Tw~Dimeusion~ Cases
The block-coding method is of much higher complexity in the two-dimensional case. Two blocks now touch not only at a single point (as in the one-dimensional case), but on a whole edge. On the other hand, two-dimensional images themselves might have borders or edges which have to be taken into account when coding them. Very often, undesirable aliasing occurs due to the combination of the edges of the blocks and the image. The choice of the right operator 0 is crucial in this case. For example, the supremum-operator, which in the one-dimensional case leads to very good results, did not yield good results in the two-dimensional case. In order to obtain subtle shadings and grey-scales, we need to take into account the overlap which this method allows. As seen in Section 2, the class R of blocks that covers the image does not need to be a partition of the image. This is an advantage of this method over the one of Jacquin, where a partition in the strict sense is required. For example, we partition the [O, l] x 10, I] square in rectangles and extend their edges by an E so that a rectangle can intersect neighboring rectangles and at most four rectangles can intersect at one corner. For a given x in the intersection of two or more blocks, several 9 are applied which then are conveniently combined through the operator 0. Therefore, it is apparent that the operator should depend strongly on x = (51,~). Let I% = {&}i<i<,v,, be a set of square blocks, of side p, that cover X = [0, l] x [0, l]. F or each fii, we need to-define Vsri out of which we choose the corresponding wi. For this, take a square b of side crp at the origin where Q is again (as in the one-dimensional case) either 2, l/2, or 3/2. We translate b so that it covers a predetermined fixed area near to Ri, resulting in a collection {&)r<hl,.
of blocks. For each &, there are exactly eight afhne functions that bijectively map & onto &; each one results from the composition of one of the eight isometries that map the square .G!i into itself, with a translation and a homothetic transformation of ratio l/a. N'e will keep the same class of functions @ as for the one-dimensional case (see equation (3.1)) , i.e.,
Now, we will define 0. As we said earlier, we will choose the fii such that X = lJy=, & in the Note that if we would like to stress even more the dependence on x, we could allow these parameters also to depend on x. It is easy to verify that 0 is nonexpansive. For example, if ,(k,,-k~,)+...+aj~(k,,-- PROOF. We separate the proof into two cases.
TIE S~PRE~~U~~ OPERATOR (3.2). Here we need to choose po in the definition of pi equation (3.1) such that pa < --E -sup,es u(z), in order to have that s~p,,~~,{ic)~(z, Gi(x))} = --s~~~~~,,{~i(~:,21~i(x))}, 'dx E X. If 2 E X is such that /U(X) -p.i(~,iii(~))f < 6 and taking 6 = E, we have
Hence, /u(x) -774(x)1 = /u(z) -pjo( z, iii,, (xc))/ < S = E and the lemma is true.
OPERATOR (4.6). We do not need any restriction for pa in this case. Here the cardinal of Js is at most four. Suppose, for example, that 5 = (zl,~) is in the corner Cia, for some i, 1 < i <_ 7%.
Then J, = 11, {see equation (4.6)) and the operator 7 results
with n21 E lid, 1 5 15 4. We now evaluate the distance between ,u(x) and In If z lies in another region of &, we obtain a similar inequality. The lemma is therefore true if we take 6 5 ~17. I
Ghoosing operator (4.6), we obtained much better results for the encoding of images than with the supremum operator. Already, without allowing overlap, the resulting image is much better, but the block-effect shows very strongly if there is no overlap. This effect disappears completely when the same operator is chosen, but overlap is allowed. The different shading is as smooth as in the original image (Figure lo) , as can be seen in the figures below. We denote by 71 the supremum operator defined in equation (3.2) and 72 the operator defined in equation (4.6). Figure 11 shows the grey scale circle reconstructed by 3; with overlap, Figures 12 and 13 are reconstructed using 72 without overlap and with overlap, respectively. These figures have a code of 64 triples. In Figure 13 , little spots can be observed near the border because, although overlap has a great advantage for improving shadin,, = it provokes a little distortion of the border zones. However, this effect disappears by increasing the number of blocks of the partition. For example, the reconstruction shown in Figure 14 of the same image encoded with 256 triples is perfect.
All figures show the 10th iteration with overlap. The starting function for the reconstruction algorithm is UO(E) = x[o,J~~~o.J~(x) and the threshold error E = 0.01.
