We prove a strong law of large numbers for functionals of nonhomogeneous Here we prove that, under some conditions of classical form, the stochastic processes ]E(.f;,,+,(X,,,+,) I X,?,), m > 0)) k > 0, simultaneously obey or do not obey the strong law of large numbers, and give some sufficient conditions for the strong law of large numbers to hold for a functional of a nonhomogeneous Markov chain. The approach used in this paper is rather different from the usual one. The main idea is to construct a suitable monotone function and to use Lebesgue's theorem on a.s. differentiability of monotone functions.
There have been some researches on the strong law of large numbers for Markov chains. Chung ( 1967) presents some remarkable results in the case of a homogeneous Markov chain withx, =f ( IZ > 0). Rosenblatt-Roth ( 1964) ) by means of the ergodic coefficient of a stochastic transition function, tries to give us some necessary and sufficient conditions for the strong law of large numbers in the case of a nonhomogeneous Markov chain. It should be mentioned that some of the results by Rosenblatt-Roth [7] are based on an incorrect proof (cf. M. Iosifescu's review in Zentralblatt fur Mathematik 127 ( 1967) 354-355).
Here we prove that, under some conditions of classical form, the stochastic processes ]E(.f;,,+,(X,,,+,) I X,?,), m > 0)) k > 0, simultaneously obey or do not obey the strong law of large numbers, and give some sufficient conditions for the strong law of large numbers to hold for a functional of a nonhomogeneous Markov chain. The approach used in this paper is rather different from the usual one. The main idea is to construct a suitable monotone function and to use Lebesgue's theorem on a.s. differentiability of monotone functions.
Let (g,,, n > 0) be a sequence of positive, even and continuous functions on R such that, 
and 1 
V;,(X,) -EV;,(X,) IX,1pk)) +O a.s. )I ,I = I (4)
for all k > 1 (where X-,, = const., n 2 1) .
Proof. Let the initial distribution and transition matrices of {X,,, n > 0) be, respectively,
wherenAG) =P(X,,+, =j ) X,, = i) . Throughout the proof we shall deal with the underlying probability space ( [ 0, l), 9, P), where 9 is the class of Bore1 sets in the interval [0, 1 ), and P is the Lebesgue measure. We first give, in the above probability space, a realization of the Markov chain with initial distribution (5) and transition matrices (6). Let 4(nj) , i= I, 2, . . . )
be the positive terms of (5) exists and is finite as.
Noticing that

Qm(h Xm-,I
and
by (13) we have
for in> 1 Hence V,*(XJ)2 Applying Kronecker's lemma to (3) for each w in a set of probability one, we obtain (4) for all k 2 1. This completes the proof of the theorem. q
It is obvious that, in the independent case, Ecf,(X,) ] X,_ ,) = Ef(X,) for all n > 0. Hence, Theorem 1 implies Loeve's generalization of Kolmogorov's result for sequences of independent random variables.
For a stochastic matrix P = (p( i, j) ), denote
The S(P) is called the &coefficient of P. It is well known that a nonhomogeneous Markov chain with transition matrices (P,] is weakly ergodic if and only if
S(P (m.m-ck)) +O (k-m)
for all m>O, where P (m~'~'+k)=P,~~~~~P,+c_-_ (see [4,p. 1491 
forallN(N>l).
Proof.Lettingg,(x)=Ixlr(1~r~2),by (37) we have that Ifn(x,) , n 2 0} satisfies the condition of Theorem 1. Hence, for N > 1, It is obvious that 
