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Kurzfassung
Interleaved Frequency Division Multiple Access (IFDMA) ist ein aussichtsreiches
Vielfachzugriffsverfahren fu¨r die Aufwa¨rtsstrecke zuku¨nftiger Mobilfunksysteme. Im
Vergleich zu anderen Vielfachzugriffsverfahren bietet es wesentliche Vorteile, die vor
allem fu¨r die Aufwa¨rtsu¨bertragung von besonderer Bedeutung sind. Aufgrund einer
Vorkodierung der zu u¨bertragenden Datensymbole und der Verwendung von verteilten
Subtra¨gern, weist die Datenu¨bertragung mit Hilfe von IFDMA eine hohe Frequenzdi-
versita¨t auf und ist aus diesem Grund a¨ußerst zuverla¨ssig. Weiterhin ist das Verha¨lt-
nis von Spitzen- zu Durchschnittsleistung (VSDL) des Sendesignals sehr niedrig, was
die Verwendung von kosteneffizienten Leistungsversta¨rkern in den mobilen Endgera¨ten
ermo¨glicht. Eine Verallgemeinerung des IFDMA-Verfahrens ist das sogenannte Block-
Interleaved Frequency Division Multiple Access (B-IFDMA)-Verfahren. Hierbei werden
die vorkodierten Datensymbole auf Blo¨cken von benachbarten Subtra¨gern u¨bertragen,
die u¨ber die gesamte Bandbreite des Systems verteilt sind. B-IFDMA weist die gleichen
Vorteile wie IFDMA auf und ist zudem weniger anfa¨llig gegenu¨ber einem Versatz der
Tra¨gerfrequenz am Empfa¨nger. Eine wesentliche Bedingung fu¨r die zuverla¨ssige und
effiziente Datenu¨bertragung mit IFDMA und B-IFDMA ist die Scha¨tzung des Mobil-
funkkanals mit hoher Gu¨te und geringen Kosten. Die Kanalscha¨tzung fu¨r IFDMA und
B-IFDMA innerhalb der Aufwa¨rtsstrecke eines Mobilfunksystems bringt neue Heraus-
forderungen mit sich, da fu¨r IFDMA und B-IFDMA vorkodierte Datensymbole auf
Subtra¨gern u¨bertragen werden, die u¨ber die gesamte Bandbreite des Systems verteilt
sind. In dieser Arbeit werden neue Algorithmen fu¨r die Scha¨tzung des Mobilfunkkanals
bei IFDMA und B-IFDMA vorgestellt.
Zuna¨chst wird der Kanal fu¨r das IFDMA-Verfahren gescha¨tzt. Dafu¨r werden Pilotsym-
bole in den zu u¨bertragenden Datenstrom eingefu¨gt und am Empfa¨nger ausgewertet. Es
werden zwei verschiedene Verfahren zum Einfu¨gen von Pilotsymbolen und die jeweili-
gen Algorithmen zur Kanalscha¨tzung vorgestellt. Beide Verfahren werden entwickelt,
um das niedrige VSDL des Sendesignals beizubehalten und zuverla¨ssige Scha¨tzwerte
des Kanals unter Verwendung von mo¨glichst wenigen Pilotsymbolen zu liefern. Es zeigt
sich, dass die pilotbasierte Kanalscha¨tzung fu¨r IFDMA Scha¨tzwerte mit hoher Gu¨te
liefert. Allerdings ist die Anzahl der beno¨tigten Pilotsymbole groß, da die U¨bertragung
auf verteilten Subtra¨gern im Frequenzbereich die Anwendung von Interpolationsfiltern
in den meisten Fa¨llen unmo¨glich macht.
Um die Anzahl der Pilotsymbole dennoch zu reduzieren, wird die semiblinde Scha¨tzung
des Mobilfunkkanals fu¨r IFDMA eingefu¨hrt. Die empfangenen Datensymbole enthalten
ebenso wie die Pilotsymbole Informationen u¨ber den Mobilfunkkanal. Diese zusa¨tzliche
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Information wird mit Hilfe der semiblinden Kanalscha¨tzung genutzt, um auf diese Weise
die Anzahl der verwendeten Pilotsymbole gegenu¨ber der pilotbasierten Kanalscha¨tzung
zu reduzieren. In dieser Arbeit werden zwei verschiedene semiblinde Verfahren zur
Scha¨tzung der Vera¨nderungen des Kanals im Frequenzbereich eingefu¨hrt. Beide Ver-
fahren basieren auf der Nutzung der Zyklostationarita¨t des empfangenen IFDMA Sig-
nals. Um zusa¨tzlich die Vera¨nderungen des Kanals im Zeitbereich zu scha¨tzen, wer-
den die beiden semiblinden Algorithmen mit einem sogenannten Decision-Directed
Kanalscha¨tzalgorithmus kombiniert. Dieser Algorithmus verwendet die empfangenen
Datensymbole als virtuelle Pilotsymbole um der Vera¨nderung des Kanals im Zeitbe-
reich zu folgen. Die Auswertung der eingefu¨hrten semiblinden Kanalscha¨tzalgorithmen
besta¨tigt, dass die Anzahl der verwendeten Pilotsymbole im Vergleich zu pilotbasierten
Kanalscha¨tzalgorithmen reduziert werden kann. Weiterhin zeigt sich, dass die Gu¨te der
semiblinden Kanalscha¨tzer fu¨r geringe Rauschleistungen vergleichbar mit der Gu¨te der
pilotbasierten Kanalscha¨tzer ist.
Abschließend wird die Kanalscha¨tzung fu¨r das B-IFDMA-Verfahren vorgestellt. Da
B-IFDMA als Verallgemeinerung von IFDMA verstanden werden kann, werden die fu¨r
IFDMA hergeleiteten pilotbasierten und semiblinden Kanalscha¨tzverfahren auf ihre
Anwendbarkeit bei B-IFDMA untersucht. Es zeigt sich, dass B-IFDMA aufgrund
der blockweisen U¨bertragung im Frequenzbereich Vorteile bei der Anwendung von
Interpolationsfiltern im Frequenzbereich bietet. Aufgrund dieser Eigenschaft ko¨nnen
im Vergleich zu IFDMA neue Verfahren zur Einfu¨gung von Pilotsymbolen und zur
Kanalscha¨tzung hergeleitet werden. Daru¨ber hinaus bietet B-IFDMA ebenso wie
IFDMA die Mo¨glichkeit, die Anzahl der verwendeten Pilotsymbole mit Hilfe der semi-
blinden Kanalscha¨tzung zu reduzieren.
VAbstract
For the uplink of future mobile radio systems, Interleaved Frequency Division Multiple
Access (IFDMA) is a promising multiple access scheme as, in comparison to other mul-
tiple access schemes, IFDMA offers several advantageous properties that are of special
interest for uplink transmission. For example, due to the precoding of the data sym-
bols and the allocation of distributed subcarriers to a user under consideration, the
IFDMA transmission is most reliable as it provides high frequency diversity. Further,
the IFDMA transmit signal exhibits a low Peak-to-Average Power Ratio (PAPR) which
enables the utilization of cost-efficient amplifiers in the mobile terminals. A genera-
lization of the IFDMA scheme is the Block-Interleaved Frequency Division Multiple
Access (B-IFDMA) scheme, where the precoded data symbols are transmitted on dis-
tributed blocks of neighboring subcarriers. The B-IFDMA scheme maintains the ad-
vantages of IFDMA and, at the same time, exhibits less sensitivity against carrier
frequency offsets than IFDMA. One major demand in order to make use of the reliable
data transmission provided by IFDMA and B-IFDMA is the estimation of the mobile
radio channel with high accuracy and low pilot symbol overhead. Channel estima-
tion for the uplink transmission with IFDMA and B-IFDMA entails new challenges
as precoded data symbols are transmitted on distinct subcarriers that are distributed
over the whole available bandwidth. This thesis introduces new channel estimation
algorithms for IFDMA as well as B-IFDMA.
First, the channel is estimated for IFDMA with the help of pilot symbols that are
inserted into the data stream and evaluated at the receiver. Two different pilot insertion
methods and corresponding estimation algorithms are introduced under consideration
of maintaining the low PAPR of the IFDMA transmit signal and providing reliable
estimation performance while consuming a low pilot symbol overhead. It is revealed
that pilot assisted channel estimation for IFDMA exhibits good estimation performance
but suffers from a high pilot symbol overhead. The high pilot symbol overhead is due
to the transmission on distributed subcarriers in frequency domain which prevents the
application of interpolation filtering in most cases.
In order to avoid the high pilot symbol overhead for IFDMA channel estimation, in
this thesis, also semiblind channel estimation is presented for IFDMA. The semiblind
channel estimation exploits the information about the channel that is inherent to the
received data signal. Thus, the application of semiblind channel estimation allows to
reduce the pilot symbol overhead compared to pilot assisted channel estimation. For
the semiblind estimation of frequency domain channel variations, two algorithms are
introduced that take advantage of the cyclostationarity of the IFDMA signal. In order
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to additionally estimate the channel variations in time domain, these two algorithms
are combined with a so-called decision directed estimation approach which utilizes the
received data symbols as virtual pilot symbols. The analysis of the proposed semiblind
channel estimation algorithms confirms their benefit in terms of pilot symbol overhead
reduction compared to the introduced pilot assisted channel estimation approaches.
Furthermore, it is shown that the estimation performance of semiblind channel estima-
tion is comparable to the estimation performance of pilot assisted channel estimation
in case of a low noise power.
Finally, channel estimation for B-IFDMA is addressed. As B-IFDMA represents a ge-
neralization of IFDMA, the pilot assisted and semiblind channel estimation algorithms
derived for IFDMA are investigated with respect to their applicability to B-IFDMA.
It turns out that, due to the transmission on distributed blocks of subcarriers, B-
IFDMA opens up the possibility of interpolation in frequency domain and, thus, sup-
ports the derivation of new pilot insertion methods and estimation algorithms compared
to IFDMA. Further, it is revealed that semiblind channel estimation is also applicable
to B-IFDMA and entails a beneficial reduction of the pilot symbol overhead.
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1Chapter 1
Introduction
1.1 IFDMA and Block-IFDMA
At present, research activities for the development of beyond third generation (B3G)
or fourth generation (4G) mobile radio systems are in progress worldwide. In a mo-
bile radio system, it is distinguished between uplink and downlink transmission. The
uplink represents the transmission from a mobile terminal to a base station within a
mobile radio cell, whereas the downlink represents the transmission from a base station
to the mobile terminal of a certain user. For the uplink of the future mobile radio sys-
tems, several multiple access schemes are under discussion as candidate transmission
schemes. One candidate is the well-known Orthogonal Frequency Division Multiple
Access (OFDMA) scheme, where the total available bandwidth is divided into mu-
tually orthogonal subcarriers [vNP00, SL05, HP03]. For each user in the system, the
data symbols are transmitted on a fraction of the total available bandwidth. More
precisely, this means that a certain number of subcarriers in frequency domain is al-
located to a specific user and one data symbol is transmitted on a single subcarrier.
The corresponding time unit for the transmission of data symbols on this user spe-
cific set of subcarriers is denoted as OFDMA symbol in the following. The distance
between neighboring subcarriers is small in comparison to the total bandwidth and
the frequency variations of the mobile radio channel are insignificant for each subcar-
rier [vNP00]. However, OFDMA suffers from high fluctuations of the signal envelope
which is unfavorable especially for uplink transmission as cost-intensive highly linear
power amplifiers are required for the mobile terminals [vNP00]. Other promising mul-
tiple access schemes result from the application of a Discrete Fourier Transform (DFT)
precoding to OFDMA. The application of DFT precoding leads to multiple access
schemes that combine most of the advantages of OFDMA with a low Peak-to-Average
Power Ratio (PAPR) of the transmit signal [FCS04,GRC+02,XZG03,MG08]. Further-
more, due to the DFT precoding, the information about each data symbol is spread
over all allocated subcarriers, in contrast to OFDMA where each data symbol is trans-
mitted on one specific subcarrier. In the remainder of this thesis, the focus is on DFT
precoded OFDMA schemes.
For DFT precoded OFDMA, there exist different possibilities of how to allocate sub-
carriers to a specific user. An allocation of blocks of neighboring subcarriers to a user
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leads to a multiple access scheme that has been denoted as Localized Frequency Division
Multiple Access (LFDMA) or Single Carrier Frequency Division Multiple Access (SC-
FDMA) [3GP06,MG08]. Throughout this thesis, the DFT precoded OFDMA with
blockwise allocation of subcarriers is denoted as LFDMA. Due to the blockwise struc-
ture, on the one hand, LFDMA provides good robustness to carrier frequency offsets as
well as high multi user diversity gains in case of adaptive resource allocation [LMG06].
On the other hand, LFDMA shows low frequency diversity because the subcarriers
allocated to a specific user are restricted to a localized fraction of the available band-
width [SFK06].
A promising alternative to the blockwise subcarrier allocation is the allocation of sub-
carriers that are equidistantly distributed over the total available bandwidth to a user
under consideration. Here, the subcarriers allocated to different users are combwise
interleaved to each other. This interleaved subcarrier structure leads to the Inter-
leaved Frequency Division Multiple Access (IFDMA) scheme which has been intro-
duced in [SDBS98] and has attracted great interest during the last years within the
research project named Wireless World Initiative New Radio (WINNER) of the Euro-
pean Union (EU) [WINdf]. The IFDMA transmission scheme provides high frequency
diversity as the data symbols are spread over subcarriers that are distributed over the
total available bandwidth and, therefore, is well suitable for non-adaptive uplink trans-
mission [FKCS05a]. As IFDMA can be explained as DFT precoded OFDMA with an
equidistantly distributed subcarrier allocation, the signal generation can be described
by the allocation of the DFT precoded data symbols to the user specific set of subcar-
riers. In analogy to OFDMA, the corresponding time unit for the transmission of the
DFT precoded data symbols on the set of subcarriers is denoted as IFDMA symbol in
the following. An alternative explanation of signal generation for IFDMA can be given
in time domain. In time domain, the IFDMA signal can be described as a compres-
sion, repetition and subsequent user dependent phase rotation of blocks of modulated
data symbols [SDBS98]. This specific signal generation is very efficient in terms of
implementation issues and demonstrates the low PAPR of the IFDMA transmit sig-
nal enabling the application of low cost amplifiers [FKH08]. Nevertheless, due to the
equidistant distribution of subcarriers, IFDMA is sensitive against carrier frequency
offsets [FKCS04].
A generalization of the equidistantly distributed subcarrier allocation has been pre-
sented in [WINdf]. Here, blocks of subcarriers that are equidistantly distributed over
the available bandwidth are allocated to each user. In contrast to IFDMA, where a
block is built by a single subcarrier, for the subcarrier allocation presented in [WINdf],
each block consists of a certain number larger than one of neighboring subcarriers. This
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subcarrier allocation in connection with a DFT precoding leads to the so-called Block-
Interleaved Frequency Division Multiple Access (B-IFDMA) scheme. B-IFDMA can be
seen as a generalization of IFDMA which maintains the advantage of high frequency di-
versity as the blocks of subcarriers are distributed over the bandwidth and, at the same
time, provides more robustness to carrier frequency offsets than IFDMA [SFE+09].
1.2 Channel Estimation
In this section, the principle of channel estimation in a mobile communication system is
explained in general and is further related to the application to IFDMA and B-IFDMA.
In a mobile communication system, a signal is transmitted over the mobile radio chan-
nel to the receiver. The signal that is transmitted by a user suffers from reflection,
diffraction and scattering caused by obstacles in the propagation environment. Due
to reflection, diffraction and scattering, the signal reaches the receiver over different
propagation paths. This physical effect is called multipath propagation and produces
constructive and destructive superpositions of attenuated, delayed and phase-shifted
versions of the originally transmitted signal at the receiver. The time spread of an im-
pulse due to multipath propagation is denoted as the delay spread of the mobile radio
channel. In frequency domain, the effect of multipath propagation can be described by
a frequency selective channel transfer function. This frequency selectivity is dependent
on the number of received delayed versions of the transmitted signal. The higher the
number of delayed paths at the receiver, i.e. the larger the delay spread, the higher
the frequency selectivity of the channel. Additionally, the propagation conditions for
the transmission of a signal are changing with time as the transmitter or the receiver
are moving. Thus, the mobile radio channel is frequency selective as well as varying
with time. Two important measures for the description of the rate of channel varia-
tions in frequency and time domain are the coherence bandwidth and the coherence
time. These measures give the range in frequency and time domain where the channel
characteristics are assumed to be approximately constant.
In order to identify the originally transmitted data symbols at the receiver, the influence
the signal has suffered during the transmission needs to be reversed. Reversing the
channel influence entails that knowledge about the mobile radio channel is required
at the receiver. As this knowledge about the channel is not inherent in the receiver,
an estimate for the frequency selective channel characteristic is desired. Due to the
time variability of the channel characteristics, the estimation procedure needs to be
repeated at least once per coherence time in order to avoid outdated channel estimates.
The procedure of evaluating the frequency selective and time variant channel is called
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channel estimation. The estimate of the channel is then utilized to reverse the channel
influence on the received signal which is commonly denoted as equalization. After
equalization, an estimate of the data symbols can be obtained. In case of downlink
transmission, the mobile terminal of a certain user receives a superposed version of the
signals transmitted by the base station to all users in the system. In this case, all user
signals experience identical channel conditions and the receiving mobile terminal can
exploit the signals of all users to estimate the channel. In case of uplink transmission,
the base station receives the signals of different users where each signal is affected by
different channel conditions. Therefore, for channel estimation, only the signal of a
certain user can be exploited to estimate the corresponding user-specific channel. In
the following, this case of uplink channel estimation is considered.
A prominent technique for channel estimation is denoted as pilot assisted channel esti-
mation. In Figure 1.1, the principle of pilot assisted channel estimation and its relation
to data estimation are illustrated in a block diagram. Pilot assisted channel estima-
tion is based on the transmission of symbols that are known at the receiver, so-called
pilot symbols. The pilot symbols are inserted into the data stream and transmitted
over the mobile radio channel. At the receiver, the pilot symbols are analyzed in or-
der to obtain a channel estimate which is utilized for equalization. Finally, the data
symbols are estimated at the receiver. As already mentioned, the characteristic of a
mobile radio channel is varying with time and frequency. In order to obtain estimates
which provide information about the time and frequency domain channel variations,
the pilot symbols need to be transmitted periodically in time domain and spread over
the whole bandwidth which is provided for data transmission. For an OFDMA based
transmission scheme, this means that pilot symbols are transmitted within distinct
distributed OFDMA symbols in time domain and on distinct subcarriers in frequency
domain [vNP00,SL05]. The channel characteristics for the remaining OFDMA symbols
and subcarriers can be obtained via the application of interpolation techniques in fre-
quency and time domain [vNP00,SL05]. The application of interpolation in frequency
and time domain implies that the distance between neighboring pilot symbols fulfills
the sampling theorem in frequency and time domain. This means that the distance
between neighboring pilot symbols has to be chosen according to the coherence band-
width and coherence time in order to be able to follow the channel variations in both
domains with the help of interpolation. However, the transmission of pilot symbols
reduces the effective data rate of each user as the subcarrier used for pilot transmission
in a certain OFDMA symbol cannot be utilized for data transmission. Thus, the num-
ber of pilot symbols required for channel estimation shall be kept as low as possible.
The application of pilot assisted channel estimation to IFDMA entails the insertion
of pilot symbols into the IFDMA transmit signal. Nevertheless, the beneficially low
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Figure 1.1. Block diagram of the pilot assisted channel estimation principle
PAPR of the IFDMA transmit signal without pilot symbols shall be maintained af-
ter pilot insertion. Furthermore, it has to be considered that for IFDMA, the data
symbols are transmitted on a certain number of subcarriers which are equidistantly
distributed over the available bandwidth. In general, interpolation in frequency do-
main between the distributed subcarriers allocated to a specific user is not feasible due
to the large distance between adjacent subcarriers. Therefore, it appears that each of
the subcarriers allocated to a user within certain IFDMA symbols has to be utilized
for pilot transmission and is not available for the transmission of data symbols. The
missing possibility of interpolation in frequency domain leads to an increased pilot
symbol overhead concerning channel estimation for IFDMA in comparison to channel
estimation for multiple access schemes allocating neighboring subcarriers to the users.
An alternative approach to pilot assisted channel estimation is the so-called semiblind
channel estimation. Here, the information about the channel which is inherent to the
received data symbols is exploited and is combined with the information about the
channel gained by the transmission of pilot symbols. As additional knowledge about
the channel is gained from the received data symbols, the number of pilot symbols
required can be reduced in comparison to pilot assisted channel estimation.
For B-IFDMA, equidistantly distributed blocks of subcarriers are allocated to a certain
user. B-IFDMA enables the application of pilot assisted channel estimation with inter-
polation in frequency domain as, in contrast to IFDMA, interpolation can be applied
within each block of neighboring subcarriers in frequency domain.
1.3 State of the Art
This section presents a review of the state of the art in terms of channel estimation
algorithms particularly with regard to the application to IFDMA and B-IFDMA.
The pilot assisted channel estimation is a widely-used means for channel estimation
in mobile communication systems utilizing OFDMA as transmission scheme and has
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been considered frequently in literature. In case of pilot assisted channel estimation
for the uplink of a mobile communication system, the techniques introduced for Or-
thogonal Frequency Division Multiplexing (OFDM), where all available subcarriers in
the system are allocated to a single user, are directly applicable to OFDMA which
represents the multiple access variant of OFDM. In the following, the most impor-
tant literatures dealing with pilot assisted channel estimation techniques for OFDM
and, thus, OFDMA which are of importance in terms of pilot assisted channel esti-
mation for IFDMA and B-IFDMA are stated. In [vNP00,SE96,vdBES+95,HKR97b],
pilot assisted channel estimation is presented for OFDM. The pilot symbols are in-
serted regularly on distinct subcarriers in frequency domain and within distinct OFDM
symbols in time domain. Based on the pilot symbols, the channel is estimated by a
two-dimensional interpolation. This two-dimensional interpolation means that a filter
is applied jointly in frequency and time domain in order to estimate the channel varia-
tions in both domains. In [HKR97b], a Wiener filter is applied for the two-dimensional
interpolation procedure. Based on this, [HKR97a] presents a less complex variant of
interpolation in frequency and time domain for OFDM channel estimation. This two
times one-dimensional Wiener filtering procedure in [HKR97a] approves that the sepa-
ration of the filtering in frequency and time domain is an efficient compromise in terms
of complexity and performance. The application of pilot assisted channel estimation
with two times one-dimensional Wiener filtering to OFDM has been further considered
in [San03, SL05]. In [TM97], the two times one-dimensional filtering is compared for
different patterns of pilot allocation in frequency and time domain.
Pilot assisted channel estimation has also been considered for the application in a
system using LFDMA as multiple access scheme where advantage can be taken of the
allocation of neighboring subcarriers to the users. In [LFDLD06], pilot symbols are
inserted at distinct points in time using IFDMA modulated pilot sequences. By doing
so, the pilot symbols are inserted in frequency domain with equidistant spacing. The
channel can be estimated by interpolation among the channel estimates at the pilot
frequencies. In [LIC], the channel is estimated over the whole bandwidth for each user
in the system. This means, pilot symbols are multiplexed over the whole bandwidth and
not only within the block of subcarriers that are allocated to a certain user. In order
to maintain the orthogonality in-between the pilot sequences of different users, a code
division multiplexing approach is applied. [DLF08] presents a more bandwidth efficient
pilot insertion technique. Here, the pilot symbols are superimposed to data symbols.
By doing so, the resources used for pilot transmission are also accessible for data
transmission. However, the pilot and data symbols produce mutual interferences which
are reduced by an iterative receiver with joint equalization and channel estimation.
For IFDMA, new aspects arise for the insertion of pilot symbols and the channel
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estimation process due to the particular structure of the IFDMA transmit signal in
time domain. The insertion of pilot symbols shall meet the requirement of maintaining
the low PAPR of the IFDMA transmit signal. The consideration of a low PAPR
of the transmit signal while multiplexing pilot symbols in frequency domain to an
OFDM signal has been addressed in [GEPB06]. In [LFDL07b], this approach has been
considered for the application to the general case of single-carrier transmission. In
both works, the PAPR of the transmit signal with pilot symbols is reduced by the
application of a selection algorithm which searches for a pilot sequence producing a
low PAPR of the transmit signal. For IFDMA, pilot assisted channel estimation has
been considered in [DMO09], where a regular pilot allocation in frequency and time
domain has been proposed for DFT precoded OFDMA schemes, e.g. for IFDMA and
B-IFDMA. For B-IFDMA, one pilot symbol is placed within each block of neighboring
subcarriers in frequency domain. This pilot symbol per block is located near the
center of each block. The channel is estimated by the application of two times one-
dimensional Wiener interpolation filtering. For IFDMA, a set of distributed subcarriers
in frequency domain is allocated to each user and, thus, the application of interpolation
is not always feasible. Nevertheless, the channel estimation algorithm shall consume a
low pilot symbol overhead and the pilot insertion shall have marginal influence on the
PAPR of the transmit signal.
In order to reduce the pilot symbol overhead in frequency domain, the estimation
of frequency domain channel variations with the help of semiblind channel estima-
tion is an appropriate approach. In general, semiblind channel estimation is a com-
bination of pilot assisted channel estimation and a blind channel estimation tech-
nique. A prominent class of blind channel estimation algorithms is based on sec-
ond order statistics and exploits the redundancy existent in the received signal. In
[TXK94, SG98, CSLG00, TG97,MDCM95, GN07], second order statistics based blind
channel estimation has been presented for general single-carrier systems where the re-
dundancy in the received signal is introduced according to different strategies. These
strategies can be roughly divided into two groups, where the first group of strategies
introduces redundancy via signal processing at the receiver and the second group via
signal processing at the transmitter. In [TXK94], a cyclostationary signal with inherent
redundancy is obtained by an oversampling at the receiver. In [MDCM95], the redun-
dancy is again introduced at the receiver by either an oversampling of the signal at a
single receiver or considering the same signal at multiple receivers. The introduction of
redundancy at the transmitter is proposed in [TG97,GN07]. Here, a specific precoding
is applied to the transmit signal. Another approach for transmitter induced redundancy
is presented in [SG98,CSLG00], where a new modulation scheme introduces a cyclosta-
tionarity into the transmit signal. The principle of second order statistics based blind
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channel estimation has been further extended to the application in an OFDM system
in [HG99,MdCD02,LP05]. For the application of second order statistics based blind
channel estimation to OFDM, it has been proposed, e.g. in [HG99,MdCD02], to exploit
the redundancy which is inherent due to the transmission of a cyclic prefix. In [LP05],
additional linear precoding is applied to the OFDM signal at the transmitter in order
to estimate the channel based on second order statistics. The second order statistics
based semiblind channel estimation, i.e., the combination of pilot assisted and second
order statistics based blind channel estimation, has been presented in [MdCD02,Md-
CDB99,MdC99, SV07a] for the application to OFDM. Most of the aforementioned
works on second order statistics assume that the channel is approximately time invari-
ant. Therefore, by applying these algorithms, only the channel variations in frequency
domain can be estimated for the case that the channel variations in time domain are
small. For second order statistics based blind channel estimation, time varying channel
conditions are considered by the introduction of a forgetting factor or a sliding window
for the evaluation of the received signal in [TG97,SV07b]. The second order statistics
based semiblind channel estimation for OFDM is accommodated to time varying chan-
nel conditions in [MdCD02] by the introduction of a sliding window for the evaluation
of the received signal. In [HWG04], the channel variations in time domain are tracked
by the application of a Kalman filter. The parameters of the state equation which is
used in the Kalman filter are estimated with the help of second order statistics.
Considering IFDMA, it is beneficial to overcome the high pilot symbol overhead in
frequency domain which is caused by the distributed subcarriers. The IFDMA signal
generation in time domain introduced in [SDBS98] shows that the IFDMA signal con-
tains redundancy due to the signal generation based on compression and repetition
of the blocks of data symbols. Thus, second order statistics algorithms are well suit-
able for the application to IFDMA as advantage can be taken of the cyclostationary
structure of the received IFDMA signal without any additional introduction of redun-
dancy at the transmitter or the receiver. The application of second order statistics
based semiblind channel estimation algorithms to IFDMA for the estimation of fre-
quency domain channel variations has not been addressed in previous works so far.
Furthermore, the aforementioned works did not consider the case where the available
bandwidth is shared by multiple users in the system.
In order to reduce the pilot symbol overhead in time domain, an iterative estimation of
the channel variations in time domain is appropriate. This principle is known as deci-
sion directed channel estimation and utilizes an initializing channel estimate to obtain
estimates of the data symbols in the succeeding points in time. Based on the estimated
data symbols, which are sometimes denoted as virtual pilot symbols in the context of
decision directed channel estimation, an updated channel estimate for the succeeding
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points in time can be obtained. The decision directed channel estimation has been
presented in various works, e.g., in [FS99] for the application to single-carrier systems
and multicarrier systems like OFDM. The drawback of the iterative procedure for the
estimation of channel variations in time domain is comprised in its sensitivity to error
propagation and noise amplification with increasing time duration. Therefore, several
strategies for the mitigation of error propagation have been presented. [MMF98] intro-
duces Wiener filtering and Kalman filtering for estimation refinement. In [LFDL07a],
a decision directed channel estimation procedure combating the noise amplification is
presented for single-carrier systems. The initialization channel estimate is obtained
by pilot assisted channel estimation and the application of two times one-dimensional
Wiener interpolation filters. Based on this, the decision directed estimates are calcu-
lated. Then, strongly noise affected channel estimates are replaced by initializing esti-
mates and a final Wiener filter is applied after decision directed estimation to improve
the estimation performance. [RGR+03] presents a decision directed channel estimation
for OFDM where a weighting factor is introduced representing the quality of the ac-
tual decision directed estimate. In order to combat error propagation, this weighting
factor is used to calculate a weighted summation of the actual and a certain number of
previous decision directed estimates. By doing so, an improved version of the decision
directed channel estimate is obtained. In [BRN08], pilot assisted channel estimation
is applied to OFDM for the estimation of channel variations in frequency and time
domain. The decision directed channel estimation is applied in order to improve the
pilot assisted channel estimation. For DFT precoded OFDM, [LFDL08] introduces two
different pilot assisted channel estimation techniques for the initialization of decision
directed channel estimation. The first one uses pilot symbols that are superimposed
to data symbols on each subcarrier. The second one uses distinct subcarriers for pilot
transmission. The pilot symbols are modulated according to the IFDMA scheme in
order to obtain equidistantly spaced pilot subcarriers in frequency domain. Decision
directed channel estimation with superimposed pilot and data symbols for the initializ-
ing estimate is also considered in [HFBC01] for the application to OFDM. In [GG08],
decision directed channel estimation is introduced for IFDMA with two antennas and
maximum ratio combining at the receiver. For the initialization of the decision directed
channel estimation, again pilot assisted channel estimation is applied. [LTAN08] eval-
uates the performance of decision directed channel estimation for IFDMA for the case
that an initializing channel estimate is available not only for the subcarrier allocated
to the user under consideration but for all subcarriers in the system. A noise reduction
of the decision directed channel estimates is obtained by the application of windowing
in time domain. In [DMO09], decision directed channel estimation has also been pro-
posed for the application to IFDMA and B-IFDMA. Here, the information about the
reliability of the data symbol hypotheses at the output of the decoder is utilized in the
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decision directed channel estimation. The consideration of the so-called soft-info of the
data symbols helps to improve the channel estimation performance.
In [DeB04], a different approach for IFDMA channel estimation with reduced number
of pilot symbols in time domain has been introduced. Here, the channel is estimated
with the help of pilot assisted channel estimation for a certain IFDMA symbol. Then,
the pilot sequence is extended in time domain by hypotheses for all possible trans-
mit symbols which are used as a virtual pilot sequence in order to track the channel
variations in time domain. This algorithm implies that a trellis with all data symbol
hypotheses has to be evaluated with the help of a metric representing the probability
for a correct path decision. In order to reduce the complexity of this trellis based
channel estimation algorithm, a reduced state metric has been proposed additionally.
Each of the aforementioned algorithms for the estimation of the channel variations in
time domain with a reduced number of pilot symbols is based on the assumption that
an initializing channel estimate can be obtained by pilot assisted channel estimation.
In this initializing estimate, the frequency domain channel variations are estimated and
are used for the iterative procedure in order to follow the channel variations in time
domain. To the best of the authors knowledge, the case where the number of pilot
symbols is insufficient to obtain a pilot assisted initializing channel estimate has not
been addressed so far.
1.4 Open Issues
In this section, the open issues for channel estimation in IFDMA and B-IFDMA arising
from the review of the state-of-the-art channel estimation techniques in Section 1.3 are
summarized:
1. How can pilot symbols for channel estimation be inserted in the IFDMA transmit
signal while supporting the transmission of variable data rates, having small
influence on the PAPR of the IFDMA transmit signal and consuming low pilot
symbol overhead? How can the channel variations in frequency and time domain
be estimated under consideration of the pilot insertion methods satisfying the
aforementioned question?
2. How can the cyclostationarity of the IFDMA signal be exploited in order to reduce
the pilot symbol overhead for the estimation of channel variations in frequency
domain?
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3. How is the semiblind estimation of channel variations in frequency domain influ-
enced by multiple users in the system?
4. How can the channel variations in time domain be estimated while applying semi-
blind estimation of channel variations in frequency domain to IFDMA? How can
the pilot symbol overhead for the estimation of channel variations in frequency
and time domain be reduced while applying semiblind channel estimation to
IFDMA?
5. What are the differences of pilot assisted channel estimation for B-IFDMA in
comparison to IFDMA? In terms of pilot assisted channel estimation, how can
advantage be taken of the blocks of neighboring subcarriers in case of B-IFDMA?
6. How can the pilot symbol overhead for the estimation of channel variations in
frequency domain be reduced while applying semiblind channel estimation to
B-IFDMA?
1.5 Contributions and Overview
This section gives an overview of the thesis and summarizes the main contributions
addressing the open problems introduced in Section 1.4. In the following, the contents
along with the main contributions of each chapter are briefly described.
In Chapter 2, a model for a communication system utilizing IFDMA as multiple access
scheme is presented. The IFDMA signal generation is described in frequency as well
as in time domain and the transmission of this signal over a mobile radio channel is
explained. For this purpose, a model for the mathematical description of the mobile
radio channel characteristics is given. The IFDMA signal demodulation is presented in
frequency domain and the influence of the channel on the received signal is evaluated.
Chapter 3 presents pilot assisted channel estimation for IFDMA and gives answer to
the Question 1 stated in Section 1.4:
1. Two different pilot insertion methods are introduced which assure the transmis-
sion with variable data rates and fulfill the requirements of low PAPR and low
pilot symbol overhead to a different extent. For each of the two pilot insertion
methods, appropriate estimation algorithms are presented in order to estimate
the channel variations in frequency and time domain.
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The pilot insertion methods and their appropriate estimation algorithms are investi-
gated with respect to the influence on the PAPR of the IFDMA transmit signal, the
pilot symbol overhead consumption, the Mean Square Error (MSE) performance and
the computational complexity.
In Chapter 4, the application of semiblind channel estimation to IFDMA is introduced
in order to estimate the channel variations in frequency and time domain with a reduced
number of pilot symbols compared to the pilot assisted channel estimation introduced
in Chapter 3. This Chapter answers the Questions 2, 3 and 4 of the open issues:
2. Two different semiblind channel estimation approaches are introduced for the
estimation of frequency domain channel variations in an IFDMA system in case
of channels with small delay spreads. The first one is based on a correlation
algorithm and the second one is based on a subspace algorithm. Two further
semiblind channel estimation approaches which are again based on the correlation
and the subspace algorithm, respectively, are introduced for the application to
IFDMA in case of channels with large delay spreads.
3. The influence of multiple users in the system on the performance of semiblind
estimation of frequency domain channel variations is derived mathematically.
4. In order to estimate the channel variations in time domain while applying semi-
blind estimation of frequency domain channel variations to IFDMA, the combina-
tion of semiblind estimation of frequency domain channel variations and decision
directed estimation of time domain channel variations is introduced. The error
propagation behavior of the decision directed estimation is counteracted by the
application of an iterative Wiener filtering procedure. By this means, the channel
variations in frequency and time domain can be estimated with a reduced number
of pilot symbols in frequency and time domain.
The introduced algorithms for the estimation of channel variations in frequency and
time domain with a reduced number of pilot symbols are investigated in terms of
the pilot symbol overhead consumption, the MSE performance and the computational
complexity.
Chapter 5 presents channel estimation for B-IFDMA and addresses the open Questions
5 and 6 by the following contributions:
5. The differences between pilot assisted channel estimation for IFDMA and B-
IFDMA are evaluated and the new aspects of pilot assisted channel estimation
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for B-IFDMA are derived. In this context, two new channel estimation algorithms
taking advantage of the B-IFDMA specific transmission on blocks of neighboring
subcarriers are introduced.
6. The differences in the application of semiblind channel estimation to B-IFDMA
in comparison to the application to IFDMA are presented and a semiblind esti-
mation of channel variations in frequency domain is derived for B-IFDMA.
The pilot assisted and semiblind channel estimation for B-IFDMA are evaluated in
terms of PAPR, pilot symbol overhead, MSE performance and computational com-
plexity.
Finally, the main conclusions of the thesis are summarized in Chapter 6.
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Chapter 2
IFDMA System Model
2.1 Introduction
In this chapter, a system model for mobile communication systems utilizing IFDMA as
multiple access scheme is presented for an uplink scenario. The IFDMA system model
is introduced in order to elaborate the channel influence on the transmitted IFDMA
signal and to emphasize the parameters which have to be considered by the channel
estimation algorithms. Any considerations throughout the thesis refer to the equivalent
baseband.
First, the transmitter part of the mobile communication system is explained and a
discrete-time model for the IFDMA signal generation is presented. The IFDMA signal
generation is explained in frequency domain as well as in time domain because both
representations are equivalent and of relevance for the remainder of this work. More-
over, the IFDMA signal properties that are important for the channel estimation and
the investigations in this work are pointed out. Second, the physical properties of the
mobile radio channel are described and a mathematical model for the mobile radio
channel is given. Third, the receiver part of the mobile communication system is ex-
plained and a discrete-time model for the IFDMA signal demodulation at the receiver
is presented. The IFDMA signal demodulation is explained in frequency domain due
to the simplicity and clearness of this illustration whereas the IFDMA signal demodu-
lation in time domain is neglected as it is irrelevant for the subsequent considerations.
Finally, the influence of the mobile radio channel on the received IFDMA signal is
derived mathematically.
Throughout this thesis, all signals are represented by their discrete time equivalents in
the complex baseband. Further on, (·)∗, (·)T, (·)H, (·)−1 and E{·} denote the conjugate
complex, the transpose, the Hermitian, the inverse and the expectation of a vector
or a matrix, respectively. Vectors and matrices are denoted by lower and upper case
boldface letters, respectively.
This chapter is organized as follows. In Section 2.2, the transmitter of the mobile
communication system utilizing IFDMA as multiple access scheme is presented and
the IFDMA signal generation in frequency and time domain, as well as the important
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properties of the IFDMA signal are pointed out. Section 2.3 emphasizes selected chan-
nel properties and gives the mathematical representation of a mobile radio channel.
Finally, in Section 2.4, the received IFDMA signal is described and the IFDMA signal
demodulation is explained.
2.2 IFDMA Transmitter
2.2.1 Transmitter Model
This section presents a model for the transmitter of a mobile communication system
utilizing IFDMA as multiple access scheme. The block diagram in Figure 2.1 gives
an overview of the transmitter. The data source emits binary data that corresponds
to the data stream of a certain user. After channel coding and interleaving, the re-
sulting data bits are mapped to data symbols according to a bit mapping scheme like
Phase Shift Keying (PSK) or Quadrature Amplitude Modulation (QAM) [Pro01]. The
processing of the data symbols is performed blockwise. Therefore, the serial stream
of data symbols is converted into parallel blocks of data symbols (S/P) which are fed
into the IFDMA signal generator. Each data symbol within a block of data symbols
belongs to the same IFDMA symbol and the output of the IFDMA signal generator
will be denoted as an IFDMA symbol in the remainder of this thesis. After the IFDMA
signal generation, a cyclic prefix with a duration that exceeds the maximum delay of
the mobile radio channel is inserted at the beginning of each IFDMA symbol [vNP00].
Due to cyclic prefix insertion, interference between successively transmitted IFDMA
symbols is avoided. After IFDMA signal generation and cyclic prefix insertion, each
IFDMA symbol with cyclic prefix is parallel to serial (P/S) converted and fed into a
windowing filter for spectral shaping of the resulting transmit signal. Afterwards, a
digital to analog (D/A) converter is applied to the transmit signal. Finally, the analog
transmit signal is modulated onto a radio frequency carrier, amplified and transmitted
over the mobile radio channel.
In the following, the focus is on the IFDMA signal generation and cyclic prefix insertion
which is highlighted by the dotted box in Figure 2.1 and is illustrated in the equivalent
baseband with discrete-time input and output vectors in Figure 2.2. As already men-
tioned, for IFDMA signal generation, Q data symbols that are transmitted by a certain
user are processed in parallel and, therefore, combined in a block of data symbols. The
input of the IFDMA signal generator is given by the kth block, k = 0, . . . , K−1, which
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Figure 2.1. Block diagram of the transmitter in the mobile communication system
consists of Q data symbols d
(u)
k,q , q = 0, . . . , Q− 1, that are transmitted at data symbol
rate 1/TS by the user with index u, u = 0, . . . , U − 1, and is denoted by
d
(u)
k =
[
d
(u)
k,0, . . . , d
(u)
k,Q−1
]T
. (2.1)
The data symbols d
(u)
k,q result from coded and interleaved data bits that are mapped
according to a bit mapping scheme like PSK or QAM. Further on, the data symbols d
(u)
k,q
are assumed to be independently identically distributed (i.i.d.) with E{|d(u)k,q |2} = σ2D
and zero-mean. The output of the IFDMA signal generator which results from the kth
block d
(u)
k is denoted as the k
th IFDMA symbol x
(u)
k . The IFDMA symbol which is
preceded by a cyclic prefix is represented by x˜
(u)
k . The mathematical relations between
the kth block d
(u)
k of data symbols and the k
th IFDMA symbol x
(u)
k are derived in the
following Sections 2.2.2 and 2.2.3.
x
(u)
k x˜
(u)
kd
(u)
k IFDMA signal
generation
insertion of
cyclic prefix
Figure 2.2. IFDMA signal generation and cyclic prefix insertion with discrete-time
input and output vectors
The IFDMA signal generation in frequency domain is presented in Section 2.2.2. In
time domain, an equivalent description of the signal generation can be given which is
presented in Section 2.2.3.
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2.2.2 IFDMA Signal Generation in Frequency Domain
This section presents the IFDMA signal generation in frequency domain according
to [FKCS05a].
In the following, the blocks d
(u)
k of data symbols are processed in frequency domain first
and, subsequently, transformed in time domain in order to obtain the IFDMA symbols
which are finally extended by a cyclic prefix. In Figure 2.3, the block diagram of the
IFDMA signal generation in frequency domain and subsequent cyclic prefix insertion
is illustrated. First, a DFT precoding is applied to the block d
(u)
k of data symbols.
In the following, let FA represent an A × A DFT matrix with the elements [FA]i,m,
i,m = 0, . . . , Q− 1, calculated by
[FA]i,m =
1√
A
· e−j 2piimA . (2.2)
Then, FQ represents a Q × Q DFT precoding matrix and the output of the precoder
is given by
d¯
(u)
k = FQ · d(u)k =
[
d¯
(u)
k,0, . . . , d¯
(u)
k,Q−1
]T
(2.3)
denoting the frequency domain representation of the kth block of data symbols. The
elements d¯
(u)
k,q are assigned to a user specific set of Q subcarriers in frequency domain.
These Q user specific subcarriers are equidistantly distributed over the total number
N = LU ·Q, LU ∈ Z, of available subcarriers in the system. The subcarrier assignment
can be described by an N × Q mapping matrix M(u) which is characterized by its
elements [M(u)]n,q, with n = 0, . . . , N − 1 and q = 0, . . . , Q− 1, that are given by
[
M(u)
]
n,q
=
{
1 for n = q · LU + u ,
0 else
(2.4)
[FKCS05a]. After the assignment of the elements d¯
(u)
k,q , q = 0, . . . , Q − 1, to the user
specific subcarriers, an N -point Inverse Discrete Fourier Transform (IDFT) operation
represented by the N × N IDFT matrix FHN is applied in order to get a time domain
signal vector at the output of the IFDMA signal generator. Thus, the DFT-precoded,
mapped and IDFT transformed block of data symbols becomes
x
(u)
k = F
H
N ·M(u) · FQ · d(u)k =
[
x
(u)
k,0, . . . , x
(u)
k,N−1
]T
(2.5)
[FKCS05a]. x
(u)
k represents the k
th IFDMA symbol of a user with index u with the
elements x
(u)
k,n, n = 0, . . . , N − 1, transmitted at chip rate 1/TC = LU/TS.
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Figure 2.3. Block diagram of IFDMA signal generation in frequency domain and cyclic
prefix insertion
In order to avoid intersymbol and intercarrier interference which is caused by trans-
mission over a multipath channel, a cyclic prefix consisting of NG = LG · Q ele-
ments is inserted in-between successive IFDMA symbols, where LG is chosen such
that NG ∈ Z [vNP00]. For cyclic prefix insertion, the last NG elements of x(u)k are
repeated at the beginning of the same IFDMA symbol vector. Finally, the kth IFDMA
symbol with cyclic prefix is represented by a vector with (LU+LG) ·Q = L ·Q elements
according to
x˜
(u)
k = [x
(u)
k,N−NG
, . . . , x
(u)
k,N−1︸ ︷︷ ︸
cyclic prefix
, x
(u)
k,0, . . . , x
(u)
k,N−1]
T . (2.6)
2.2.3 IFDMA Signal Generation in Time Domain
This section presents the IFDMA signal generation in time domain whose principle has
been introduced in [SDBS98].
In Figure 2.4, the block diagram of the IFDMA signal generation in time domain is
illustrated. First, the block d
(u)
k of data symbols with a duration of Q ·TS is compressed
in time domain by the factor LU = N/Q [SDBS98]. The resulting compressed block
has a duration of QTS
LU
and is denoted by
w
(u)
k =
[
w
(u)
k,0, . . . , w
(u)
k,Q−1
]T
. (2.7)
The elements wk,q, q = 0, . . . , Q − 1, are transmitted at chip rate 1/TC = LU/TS and
have the average power E{|w(u)k,q |2} = σ2W. Subsequently, w(u)k is repeated LU-times.
The vector consisting of the compressed and LU-times repeated blocks of data symbols
has a duration of Q · TS, which corresponds to the duration of the original block d(u)k
of data symbols. After compression and repetition, a user dependent phase shift is
applied in order to assure the orthogonality between the signals of different users.
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With ϕ(u) = u · 2pi/N the user dependent phase [SDBS98], the phase shift matrices
Φ
(u)
i , i = 0, . . . , LU − 1, are defined as diagonal matrices according to
Φ
(u)
i =


e−j·(i·Q)·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·(i·Q+Q−1)·ϕ(u)

 . (2.8)
Then, the kth IFDMA symbol x
(u)
k of the user with index u is calculated by
x
(u)
k =

 x
(u)
k,0
...
x
(u)
k,N−1

 =


Φ
(u)
0
...
Φ
(u)
LU−1

 ·w(u)k . (2.9)
In [SDBS98] it has been shown that compressing a block d
(u)
k of data symbols by the
factor LU in time domain is equivalent to spreading the spectrum of the original block
d
(u)
k by factor LU. The subsequent LU-fold repetition of the compressed blockw
(u)
k leads
to a discrete spectrum whose spectral lines exhibit a distance of LU
Q·TS
which is the inverse
of the time periodicity of the compressed and repeated blocks. The multiplication of
the compressed and repeated blocks with the user-specific phase shift matrices Φ
(u)
i
produces a shift in frequency domain and ensures the orthogonality between the signals
of different users. With these considerations and according to [FKCS05a], the IFDMA
symbol x
(u)
k in Eq. (2.9) is equivalent to the IFDMA symbol in Eq. (2.5).
Finally, x
(u)
k is extended by a cyclic prefix as explained in Section 2.2.2 and, thus, the
kth IFDMA symbol of user u including cyclic prefix is again represented by
x˜
(u)
k = [x
(u)
k,N−NG
, . . . , x
(u)
k,N−1︸ ︷︷ ︸
cyclic prefix
, x
(u)
k,0, . . . , x
(u)
k,N−1]
T . (2.10)
In analogy to Eq. (2.9), the extension of x
(u)
k by a cyclic prefix can be expressed
according to
x˜
(u)
k =


Φ
(u)
LU−LG
...
Φ
(u)
LU−1
Φ
(u)
0
...
Φ
(u)
LU−1


·w(u)k . (2.11)
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Figure 2.4. Block diagram of IFDMA signal generation in time domain and cyclic
prefix insertion
2.2.4 Important IFDMA Signal Properties
2.2.4.1 Allocation of Subcarriers and Time Slots
In this section, a graphical illustration of the user specific assignment of subcarriers in
frequency domain is given and the properties of this subcarrier allocation are pointed
out. Furthermore, the combination of IFDMA with an additional user separation in
time domain is introduced.
In Figure 2.5, the IFDMA subcarrier allocation is depicted exemplarily for a user
with index u = 0 and a user with index u = 1 on a grid in frequency domain and
time domain. The elements d¯
(u)
k,q , q = 0, . . . , Q − 1, of the precoded data vector d¯(u)k
are transmitted on Q user-specific subcarriers that are equidistantly distributed over
the total number N of subcarriers in the system. Each element d¯
(u)
k,q is transmitted
on a subcarrier with index q · LU + u, where the factor LU = NQ is as introduced in
Section 2.2.2 and Section 2.2.3. With
∆f =
1
Q · TS =
1
LU ·Q · TC , (2.12)
the subcarrier spacing in the system, the spacing between neighboring subcarriers al-
located to a user under consideration is given by LU · ∆f . The smaller the number
Q of transmitted data symbols per IFDMA symbol, i.e. the lower the data rate that
is transmitted per user, the larger is the distance between neighboring subcarriers in
frequency domain. The sets of subcarriers allocated to different users are shifted rela-
tively to one another by u ·∆f which guarantees the orthogonality between the signals
transmitted by different users. Due to this frequency shift, the sets of subcarriers allo-
cated to different users are combwise interleaved to each other. For the example given
in Figure 2.5, this means that there is no frequency shift for the set of subcarriers re-
lated to the user with index u = 0 and a frequency shift of ∆f for the set of subcarriers
related to the user with index u = 1.
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Figure 2.5. Allocation of subcarriers and time slots to two different users
In time domain, the data symbols of different users are additionally separated by the
transmission within different Time Division Multiple Access (TDMA) slots. The time
duration of an IFDMA symbol plus cyclic prefix is given by
T = (LU + LG) ·Q · TC = L ·Q · TC . (2.13)
Each TDMA slot consists of K successively transmitted IFDMA symbols plus cyclic
prefix and exhibits a time duration of K · T . The succeeding time slots which are
indicated by empty boxes in Figure 2.5 are utilized to transmit the data of other users
in the system. I.e., the data of a user under consideration is transmitted on a user-
specific set of Q subcarriers in frequency domain and within K successively transmitted
IFDMA symbols in time domain. The introduction of the additional user separation
in time domain allows the mobile terminal of a user under consideration to enter a
micro sleep mode during the transmission phase of the other users. This micro sleep
mode is beneficial in terms of the power consumption of the mobile terminal because,
by this means, considerable energy savings can be achieved for the mobile terminal of
each user [SFF+07,WINdf].
2.2.4.2 Peak-to-Average Power Ratio
In this section, a definition for the PAPR per IFDMA symbol is given and evaluated
qualitatively as a measure of the envelope fluctuations of the IFDMA transmit signal
[vNP00].
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The PAPR per IFDMA symbol represents the ratio between the peak power and the
average power within one IFDMA symbol and is defined by
PAPRk = max
n
{
|x(u)k,n|2
E{|x(u)k,n|2}
}
, for n = 0, . . . , N − 1 , (2.14)
[FKH08]. A qualitative conclusion about the PAPR of the IFDMA transmit signal can
be drawn by considering the IFDMA signal generation in time domain as explained in
Section 2.2.3. The signal is built by compression, repetition and phase shifting of blocks
of data symbols in time domain and, thus, the PAPR of the data symbols remains
unaffected. Therefore, it appears that the PAPR per IFDMA symbol corresponds
to the PAPR of the data symbols themselves and that the IFDMA transmit signal
provides a low PAPR which helps to avoid non-linearities in the signal at the output
of the high power amplifier and allows the usage of low cost amplifiers [FKH08].
2.3 Mobile Radio Channel
2.3.1 Time-Variant Multipath Propagation
This section addresses the properties of multipath propagation in a mobile radio sce-
nario.
A signal that is transmitted in a terrestrial environment suffers from reflection, diffrac-
tion and scattering at obstacles in the propagation environment. Due to reflection,
diffraction and scattering, several copies of the original transmit signal are received
with different delay, attenuation and phase shift. Considering a linear model of the
terrestrial wave propagation, these physical effects can be represented by a multipath
model as illustrated in Figure 2.6. The signal is transmitted over different propagation
paths, where each path is characterized by a distinct delay, attenuation and phase
shift [Pae02].
In a non-stationary scenario, where the transmitter or the receiver are moving, the
received signal suffers from fluctuations of the signal amplitudes that are caused by
large-scale and small-scale fading [Rap02]. The large-scale fading can be explained by
shadowing effects in the propagation environment due to the moving of the transmitter
or receiver over large distances. The large-scale fading leads to slow fluctuations of the
signal amplitude and is assumed to be mitigated by perfect power control [Kan05].
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Figure 2.6. Multipath propagation in a mobile radio scenario
Thus, the large-scale fading is neglected for the following considerations. The small-
scale fading can be explained by the movement of the transmitter or receiver over a
distance of a few wavelength which causes timely varying interference between the dif-
ferent received multipath components and can result in large fluctuations of the received
signal amplitude [Rap02]. Further on, in a non-stationary scenario, the Doppler-effect
occurs and causes a frequency shift, the so-called Doppler shift, on each propagation
path. With v the velocity of the transmitting mobile station, c the speed of light, f0
the carrier frequency of the transmit signal and α the angle between the direction of
arrival of the incident wave and the moving direction of the transmitter, the Doppler
shift fD is given by
fD =
v · f0
c
· cos(α) (2.15)
[Pae02]. The maximum Doppler shift fD,max =
v·f0
c
occurs for α = 0, pi. In Figure 2.7,
the relation between direction of arrival of the incident wave and the moving direction
of the transmitter is explained graphically. The influence of the Doppler shift on the
received signal can be described in time domain. Since different multipath components
experience different Doppler shifts, the received signal consists of the superposition of
different waveforms each shifted in frequency by a different Doppler shift. The super-
position of these oscillations causes timely varying signal amplitudes at the receiver.
Therefore, the Doppler shift is a measure for the time variability of the propagation
conditions that a signal is exposed to [Mol05].
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2.3.2 Stochastic Channel Description
In this section, a mathematical model for the mobile radio channel is presented and
important stochastic measures characterizing the mobile radio channel are pointed out.
The aforementioned physical effects that occur during multipath propagation in a mo-
bile radio scenario are denoted as the mobile radio channel which can be modeled
based on a discrete, linear time-variant system in the equivalent baseband. The differ-
ent delay paths are represented by L time-variant channel coefficients which are user
dependent because different users experience different channel conditions in the uplink
of a mobile radio system. With δ the delta-distribution, t the absolute time, τ the
relative path delay time and τι the delay time of the ι
th delay path, the time-variant
impulse response of the mobile radio channel is given by
h(t, τ)(u) =
L−1∑
ι=0
h
(u)
t,ι δ(τ − τι) . (2.16)
The time-variant channel transfer function is obtained by applying the Fourier trans-
formation to the time-variant channel impulse response with respect to the delay time
τ according to
h¯(t, f)(u) =
∫ +∞
−∞
h(t, τ)(u)e−j2pifτ dτ . (2.17)
According to [Pae02], the function in Eq. (2.17) can be considered as a stochastic
measure. Thus, the properties of the mobile radio channel can be described by the
autocorrelation function of h¯(t, f)(u). With t1, t2 denoting certain points in time and
f1, f2 denoting certain frequencies, the autocorrelation function of h¯(t, f)
(u) is given by
Rh¯(t1, t2, f1, f2)
(u) = E{h¯(t1, f1)(u)∗ · h¯(t2, f2)(u)} . (2.18)
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A widely used class of linear, time-variant channel models is the class of Wide-Sense
Stationary Uncorrelated Scattering (WSSUS) channels. WSSUS channels exhibit a
wide-sense stationarity in terms of the absolute time t and statistically uncorrelated
scatterers in terms of the delay time τ . In the following, the WSSUS assumption
is demonstrated for the autocorrelation function Rh¯(t1, t2, f1, f2)
(u) of the time-variant
channel transfer function h¯(t, f)(u) as the properties of this autocorrelation function are
of importance for the remainder of this thesis. The autocorrelation function of the time-
variant channel impulse response h(t, τ)(u) is described in detail under consideration
of the WSSUS assumption in, e.g., [Bel63,Pae02,Mol05] and is not presented in this
work.
On the one hand, due to the wide-sense stationarity assumption in time domain,
Rh¯(t1, t2, f1, f2)
(u) depends only on the time difference t2 − t1, but not on the abso-
lute point in time. On the other hand, the assumption of uncorrelated scatterers leads
to stationarity in frequency domain and, thus, Rh¯(t1, t2, f1, f2)
(u) depends only on the
frequency difference f2 − f1. Consequently, the statistical properties of the channel
do not change with time and frequency and, thus, the autocorrelation function of the
time-variant channel transfer function can be rewritten according to
Rh¯(t1, t2, f1, f2)
(u) = Rh¯(t2 − t1, f2 − f1)(u) = Rh¯(t′, f ′)(u) (2.19)
[Pae02]. Rh¯(t
′, f ′)(u) is denoted as the time frequency correlation function and is a
measure for the variations of the channel conditions within a time interval given by
t′ = t2 − t1 and a bandwidth given by f ′ = f2 − f1.
The time correlation function of the mobile radio channel can be calculated under
consideration of Rh¯(t
′, f ′)(u) for f ′ = 0 and with the help of the Doppler power spectral
density SfD(fD)
(u). According to [Pae02], the time correlation function is given by
Rh¯,t(t
′)(u) = Rh¯(t
′, f ′ = 0)(u) =
∫ +∞
−∞
SfD(fD)
(u)ej2pifDt
′
dfD . (2.20)
The frequency correlation function of the mobile radio channel can be calculated under
consideration of Rh¯(t
′, f ′)(u) for t′ = 0 and with the help of the delay power spectral
density Sτ (τ)
(u). According to [Pae02], the frequency correlation function is given by
Rh¯,f(f
′)(u) = Rh¯(t
′ = 0, f ′)(u) =
∫ +∞
−∞
Sτ (τ)
(u)e−j2pif
′τ dτ . (2.21)
Throughout the thesis, the Doppler power spectral density is considered as a Jakes
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distribution [Hoe92] that is given by
SfD(fD)
(u) =


1
pifD,max
√
1−
(
fD
fD,max
)2 for |fD| ≤ fD,max ,
0 else .
(2.22)
The delay power spectral density is considered as a decaying exponential function.
With τmax the maximum delay of the channel and τrms = τmax/(3 · ln(10)) the root
mean square width [Hoe92], the delay power spectral density is given by
Sτ (τ)
(u) =


e
−
τ
τrms
τrms
(
1−e
−
τmax
τrms
) for 0 ≤ τ ≤ τmax ,
0 else .
(2.23)
Then, the time and frequency correlation functions can be calculated with Eq. (2.20)
and (2.21) and with J0(·) the 0th order Bessel function of first kind according to
Rh¯,t(t
′)(u) = J0(2pifD,maxt
′) (2.24)
and
Rh¯,f(f
′)(u) =
1− e−τmax(1/τrms+j2pif ′)
(1− e−τmax/τrms)(1 + j2pif ′τrms) , (2.25)
respectively. With the help of Eq. (2.24) and (2.25), the channel variations in time
domain and frequency domain can be characterized.
2.3.3 Discrete-Time Channel Model
In this section, a discrete-time representation of the mobile radio channel is derived
in order to describe the IFDMA signal at the receiver of the mobile communication
system.
Due to the definition of the transmit signal in discrete-time, an equivalent discrete-time
channel model of the channel impulse response specified in Eq. (2.16) is considered in
the following [Hoe92]. It is assumed that the channel delay coefficients stay constant for
the duration T of an IFDMA symbol including cyclic prefix and are changing for each
IFDMA symbol with index k = 0, . . . , K − 1. Further, it is assumed that the delays
τι that are related to certain path delay times can be expressed as integer multiples of
the chip duration TC, i.e., τι = mι · TC with mι ∈ N, and that no relevant copies of the
signal are received with delay times larger than the maximum delay time τmax of the
channel which is given by
τmax = LC · TC . (2.26)
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Then, according to [Hoe92], the discrete-time channel impulse response can be defined
as the channel impulse response h(t, τ)(u) that is sampled at time instants t = k · T
and τ = l · TC with l = 0, . . . , LC − 1 and is given by
h(k, l)(u) = h(k · T, l · TC)(u) =
LC−1∑
l=0
h
(u)
k,l δ(τ − τl) . (2.27)
The frequency variations of the mobile radio channel are characterized with the help
of the coherence bandwidth Bcoh that determines the bandwidth for which the channel
characteristics are correlated and is approximated by
Bcoh ≈ 1
τmax
(2.28)
[FK03]. The time variations of the mobile radio channel are characterized with the
help of the coherence time Tcoh that determines the time duration for which the channel
characteristics can be considered as time-invariant and is approximated by
Tcoh ≈ 1
2 · fD,max (2.29)
[FK03].
The IFDMA symbols x˜
(u)
k , k = 0, . . . , K − 1, each containing a cyclic prefix with
a time duration NG · TC that is larger than the maximum delay τmax of the mobile
radio channel, are transmitted over the channel with impulse response h(k, l)(u). With
NG > LC and N > NG > LC, an N×1 channel impulse response vector h(u)k containing
the time-variant channel delay coefficients h
(u)
k,l is defined according to
h
(u)
k = [h
(u)
k,0, . . . , h
(u)
k,LC−1
, 0, . . . , 0︸ ︷︷ ︸
N−LC
]T . (2.30)
The application of an N -point DFT to the vector h
(u)
k according to
h¯
(u)
k = FN · h(u)k (2.31)
leads to a vector h¯
(u)
k = [h¯
(u)
k,0, . . . , h¯
(u)
k,N−1]
T containing N time-variant coefficients of the
channel transfer function.
2.4 IFDMA Receiver
2.4.1 Receiver Model
In this section, a model is presented for the receiver of the mobile communication
system that has been introduced in Section 2.2.
2.4 IFDMA Receiver 29
In Figure 2.8, the block diagram that has already been presented in Figure 2.1 for
the transmitter of the mobile communication system is expanded by the mobile radio
channel and the receiver part located at a base station of the mobile communication
system. The signal that has been transmitted over the mobile radio channel and
distorted by Additive White Gaussian Noise (AWGN) undergoes a radio frequency
processing at the receiver where the center frequency of the signal is converted from
the carrier frequency to the baseband. After digital to analog (D/A) conversion, the
pulse shaping window is removed and signal parts related to the same IFDMA symbol
are processed in parallel afterwards. The cyclic prefix is removed and the received
IFDMA symbol is demodulated. Then, the demodulated data symbols are fed into an
equalizer where the channel influence is reduced. Finally, after a parallel to serial (P/S)
conversion, the equalized data symbols are demapped, decoded and deinterleaved and
the received data bits are fed into the data sink.
2.4.2 IFDMA Signal Demodulation in Frequency Domain
In this section, the influence of the mobile radio channel on the transmitted IFDMA
signal is explained and the received disrete-time IFDMA signal at the base station is
derived. Further, a discrete-time model for the IFDMA signal demodulation part that
is highlighted by the dotted box in Figure 2.8 is presented. The IFDMA signal demod-
ulation is given in frequency domain which represents the description corresponding to
the IFDMA signal generation in Section 2.2.2.
In Figure 2.9, the IFDMA signal demodulation is embedded in the discrete-time trans-
mission chain illustrating the IFDMA signal generation at the transmitter, cf. Sec-
tion 2.2.2, the transmission over the mobile radio channel, distortion by AWGN and
the IFDMA signal demodulation at the receiver. In the following, the focus is on the
receiver part in Figure 2.9. Further on, optimum frequency and time synchronisation
between mobile station and base station is assumed.
The IFDMA symbol x˜
(u)
k with cyclic prefix that is received after transmission over the
mobile radio channel with impulse response vector h
(u)
k and distortion by the AWGN
vector ν˜
(u)
k = [ν
(u)
k,0 , . . . , ν
(u)
k,N+NG−1
], whose elements have the average power σ2ν , is de-
noted by
r˜
(u)
k =
[
r
(u)
k,0, . . . , r
(u)
k,N+NG−1
]T
. (2.32)
Due to cyclic prefix insertion, the interference between successively transmitted IFDMA
symbols is avoided and the transmission over the channel can be explained for a single
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Figure 2.8. Block diagram for transmitter, channel and receiver in the mobile commu-
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Figure 2.9. Discrete-time transmission chain
IFDMA symbol with index k independently from the other IFDMA symbols. At the
receiver, the cyclic prefix part of r˜
(u)
k is discarded and
r
(u)
k =
[
r
(u)
k,NG
, . . . , r
(u)
k,N+NG−1
]T
(2.33)
denotes the received IFDMA symbol.
r
(u)
k can be described as a function of the transmitted IFDMA symbol x
(u)
k , the mo-
bile radio channel with impulse response vector h
(u)
k and the AWGN vector ν
(u)
k =
[ν
(u)
k,NG
, . . . , ν
(u)
k,N+NG−1
]T. With H
(u)
k the N ×N right circulant matrix having h(u)k as its
first column, the received IFDMA symbol r
(u)
k is given by
r
(u)
k = H
(u)
k · x(u)k + ν(u)k (2.34)
[WG00, FKCS05b]. With the help of Eq. (2.5), r
(u)
k is described as a function of the
transmitted data symbols d
(u)
k according to
r
(u)
k = H
(u)
k · FHN ·M(u) · FQ · d(u)k + ν(u)k . (2.35)
The demodulation of r
(u)
k is performed by the application of an N -point DFT matrix
FN, the demapping matrix M
(u)T and a Q-point IDFT matrix FHQ and, thus, the
demodulated IFDMA symbol y
(u)
k is calculated by
y
(u)
k = F
H
Q ·M(u)
T · FN · r(u)k
= FHQ ·M(u)
T · FN ·H(u)k · FHN ·M(u) · FQ · d(u)k + FHQ ·M(u)
T · FN · ν(u)k (2.36)
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[FKCS05b]. For k = 0, . . . , K−1 and q = 0, . . . , Q−1, let the elements c(u)k,q be calculated
based on the elements h
(u)
k,n, n = 0, . . . , N − 1, of the channel impulse response vector
according to
c
(u)
k,q =
LU−1∑
i=0
h
(u)
k,iQ+q · ej·
2·pi
N
·u·(i·Q+q) (2.37)
[SDB98]. Then, the matrix
H
(u)
k = F
H
Q ·M(u)
T · FN ·H(u)k · FHN ·M(u) · FQ (2.38)
refers to a Q × Q right circulant matrix having the vector c(u)k = [c(u)k,0, . . . , c(u)k,Q−1]T as
its first column [FKCS05b]. The elements c
(u)
k,q are referred to as the elements of the
cyclic channel impulse response in the remainder of the thesis. The noise vector after
IFDMA signal demodulation is calculated by
v
(u)
k = F
H
Q ·M(u)
T · FN · ν(u)k . (2.39)
According to [SDB98], the elements of v
(u)
k represent a white noise process. With
Eq. (2.38) and (2.39), the demodulated IFDMA symbol y
(u)
k is described in dependency
of v
(u)
k and the matrix H
(u)
k containing the elements of the cyclic channel impulse
response according to
y
(u)
k = H
(u)
k · d(u)k + v(u)k . (2.40)
For channel estimation and equalization purposes, the demodulated IFDMA symbol
y
(u)
k is considered in frequency domain. The demodulated IFDMA symbol y¯
(u)
k in
frequency domain is given by
y¯
(u)
k = FQ · y(u)k
= FQ ·H(u)k · d(u)k + FQ · v(u)k . (2.41)
In [GvL96], it has been shown that pre-multiplication with a Q×Q DFT matrix and
post-multiplication with a Q×Q IDFT matrix of a Q×Q circulant matrix H(u)k leads
to a diagonalized matrix. Thus, according to [GvL96],
H¯
(u)
k = FQ ·H(u)k · FHQ (2.42)
is a Q×Q diagonal matrix having the vector
c¯
(u)
k = FQ · c(u)k =
[
c¯
(u)
k,0, . . . , c¯
(u)
k,Q−1
]T
(2.43)
as its main diagonal.
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Under consideration of Eq. (2.42), Eq. (2.41) can be rewritten according to
y¯
(u)
k = FQ ·H(u)k · FHQ · FQ · d(u)k + FQ · v(u)k
= H¯
(u)
k · d¯(u)k + v¯(u)k (2.44)
which shows that due to cyclic prefix insertion the transmission of an IFDMA symbol
over a multipath channel can be described in frequency domain by the multiplication of
the DFT elements d¯k,q, q = 0, . . . , Q−1, transmitted on each allocated subcarrier with
one complex channel coefficient c¯
(u)
k,q . That means, in frequency domain, each subcarrier
is affected by a flat fading channel that can be described by the complex factor c¯
(u)
k,q
which is denoted as the qth channel transfer factor corresponding to the subcarrier with
index q ·LU+u and the IFDMA symbol with index k in the following. The qth channel
transfer factor is given by the (q · LU + u)th element of the vector h¯(u)k which contains
the N channel transfer factors h¯
(u)
k,n, n = 0, . . . , N − 1, corresponding to all subcarriers
in the system. Thus, the channel transfer factors corresponding to the Q subcarriers
allocated to a user are specified according to
c¯
(u)
k,q = h¯
(u)
k,q·LU+u
, , q = 0, . . . , Q− 1 . (2.45)
Eq. (2.44) shows that due to cyclic prefix insertion, the interference between the Q
subcarriers allocated to a certain user is avoided. Moreover, for U ≤ LU, the signals
transmitted by different users maintain their orthogonality even for transmission over
a multipath channel [SDBS98].
According to Eq. (2.44), an estimate of the transmitted data symbols d
(u)
k can be ob-
tained if the matrix H¯
(u)
k and, thus, the Q channel transfer factors c¯
(u)
k,q are known at the
receiver. Then, the equalizer compensates the channel influence on the demodulated
IFDMA symbols y¯
(u)
k , k = 0, . . . , K−1, in frequency domain and the transmitted data
symbols can be estimated. In a practical system, the channel transfer factors c¯
(u)
k,q are
unknown and, thus, estimates have to be utilized for equalization. The estimation of
the Q channel transfer factors is adressed in the remainder of this thesis.
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Chapter 3
Pilot Assisted Channel Estimation for
IFDMA
3.1 Introduction
In this chapter, pilot assisted channel estimation is presented for IFDMA. In order
to obtain an estimate of the channel variations in frequency and time domain, pilot
symbols are inserted into the data stream, transmitted over the mobile radio channel
and analyzed at the receiver.
In Section 2.4, it has been explained that, due to cyclic prefix insertion, the channel
influence on the IFDMA symbol can be fully described by the channel transfer factors
corresponding to the Q allocated subcarriers. Therefore, in this chapter, the chan-
nel transfer factors corresponding to the Q allocated subcarriers are estimated by the
application of a channel estimation algorithm in frequency domain and the channel
transfer factors of the remaining subcarriers in the system are disregarded for chan-
nel estimation. The estimation of the Q channel transfer factors is preferred to the
estimation of the LC channel delay taps as the channel transfer factors are required
for equalization purposes. The Q channel transfer factors, representing the frequency
domain channel variations, are estimated based on a single IFDMA symbol. As the
channel transfer factors are varying with time, the time variations of the channel trans-
fer factors, representing the time domain channel variations, are estimated in a second
step under consideration of multiple IFDMA symbols. This procedure is equivalent to
a two times one-dimensional channel estimation [HKR97b].
In Section 3.2, the estimation of the frequency domain channel variations is presented
for a single IFDMA symbol. For this purpose, assuming the mobile radio channel to be
time invariant at least for the duration of an IFDMA symbol, a single IFDMA symbol
is considered for the insertion of pilot symbols and the analysis of the pilot symbols
at the receiver. In this context, two different possibilities of pilot insertion and the
corresponding estimation algorithms are introduced where each of these two methods
fulfills the requirements of a low PAPR of the transmit signal and a low pilot symbol
overhead to a different extent. Thereafter, in Section 3.3, the estimation of the time
domain channel variations is presented. Here, the pilot insertion methods proposed in
Section 3.2 are utilized to transmit pilot symbols within multiple IFDMA symbols and
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estimate the channel variations in frequency domain for multiple IFDMA symbols. By
applying an interpolation filter in time domain, the channel variations in time domain
are estimated in addition to the channel variations in frequency domain. In Section 3.4,
the presented pilot insertion methods and estimation algorithms are compared in terms
of the influence on the PAPR of the IFDMA transmit signal, the pilot symbol overhead
consumption, the MSE between the true channel transfer function and the estimated
channel transfer function and the computational complexity. The main conclusions
of this chapter are drawn in Section 3.5. Several parts of this Chapter 3 have been
originally published by the author in [SFK06,SK07].
3.2 Estimation of Frequency Domain Channel Vari-
ations
3.2.1 Introduction
In this section, the pilot assisted estimation of the channel variations in frequency
domain is presented. For this purpose, pilot symbols are inserted within a single
IFDMA symbol at the transmitter and a channel estimation algorithm is applied at
the receiver. The insertion of pilot symbols within a single IFDMA symbol and the
corresponding channel estimation algorithm is introduced under consideration of the
following requirements:
• The low PAPR of the IFDMA transmit signal shall be maintained after the
insertion of pilot symbols.
• The pilot insertion method and the corresponding channel estimation algorithm
shall provide satisfying estimation performance while consuming low pilot sym-
bol overhead and while supporting the transmission of variable data rates. A
high pilot symbol overhead shall be avoided as the energy that is spent for the
transmission of pilot symbols remains unavailable for the transmission of data
symbols.
The pilot symbols used in this thesis are taken from a Constant Amplitude Zero
Autocorrelation (CAZAC) sequence [BC02]. These sequences show favorable prop-
erties in terms of channel estimation purposes, such as a low PAPR in time domain
and a uniformly distributed power spectral density. Due to the uniformly distributed
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power in frequency domain, the estimation exhibits comparable performance for the
total available bandwidth in the system and the estimation error is independent of the
frequency [Pop92]. Throughout the section, the insertion of pilot symbols is explained
based on the IFDMA signal generation in frequency domain presented in Section 2.2.2,
due to the simplicity of this model. The inserted pilot symbols are utilized to estimate
the Q channel transfer factors corresponding to the allocated subcarriers.
In the following, two pilot insertion methods are introduced. For each of these two
methods, the signal generation for pilot insertion and the algorithm for estimating the
channel variations in frequency domain are explained.
3.2.2 Symbolwise Pilot Insertion
3.2.2.1 Signal Generation
In this section, the IFDMA signal generation is presented for symbolwise pilot insertion.
For symbolwise pilot insertion, the IFDMA symbol with index k = κ is used to transmit
pilot symbols instead of data symbols. In Figure 3.1, the IFDMA signal generation
with symbolwise pilot insertion is illustrated in a block diagram. For k 6= κ, the switch
A is in the upper position and the vector d
(u)
k containing data symbols is modulated
according to Eq. (2.5) and (2.6). For k = κ, pilot symbols are inserted into the IFDMA
signal and the switch A is in the lower position. The vector ρ(u) containing the sequence
of pilot symbols in time domain is the input of the block diagram. ρ(u) is given by
ρ(u) =
[
ρ
(u)
0 , . . . , ρ
(u)
Qp−1
]T
(3.1)
and consists of QP = Q complex values which are taken from a CAZAC sequence and
have an average power E{|ρ(u)qP |2} = σ2P, qP = 0, . . . , Q − 1. In order to maintain the
orthogonality of the U users’ signals, the sequence ρ(u) of pilot symbols is processed
in analogy to the IFDMA signal generation explained in Section 2.2.2. By doing so,
the elements of ρ(u) are transmitted on the Q subcarriers that are allocated to the
user under consideration. With M(u) the mapping matrix with elements as defined
in Eq. (2.4), the IFDMA modulated pilot sequence p(u) in discrete-time is calculated
according to
p(u) = FHN ·M(u) · FQ · ρ(u) . (3.2)
The frequency domain representation of the modulated pilot sequence p(u) is given by
the vector p¯(u) that is calculated according to
p¯(u) = FN · p(u) =
[
p¯
(u)
0 , . . . , p¯
(u)
N−1
]T
. (3.3)
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Figure 3.1. Block diagram of IFDMA signal generation with symbolwise pilot insertion
and cyclic prefix insertion.
With the DFT elements ρ¯
(u)
qP , qP = 0, . . . , Q − 1, of ρ(u) that are calculated according
to
ρ¯(u) = FQ · ρ(u) =
[
ρ¯
(u)
0 , . . . , ρ¯
(u)
Q−1
]T
, (3.4)
the elements p¯
(u)
n , n = 0, . . . , N − 1, of the frequency domain vector p¯(u) are given by
p¯(u)n =
{
ρ¯
(u)
qP for n = qP · LU + u ,
0 else .
(3.5)
That means, the elements ρ¯
(u)
qP , qP = 0, . . . , Q − 1, are transmitted on the allocated
subcarriers with indices qP · LU + u after IFDMA modulation.
The modulated pilot sequence p(u) is transmitted within the IFDMA symbol with index
k = κ and, thus, the κth IFDMA symbol is given by
x(u)κ = p
(u) . (3.6)
As explained in Eq. (2.6), x
(u)
κ is preceded by a cyclic prefix with NG elements and,
finally, x˜
(u)
κ denoting the κth IFDMA symbol with cyclic prefix is transmitted over the
mobile radio channel.
Due to the described symbolwise pilot insertion, the pilot symbols are orthogonal to
the data symbols of the considered user and to the IFDMA signals of other users in the
system. This orthogonality is kept after transmission over a multipath channel and,
thus, the channel transfer factors can be estimated without influences caused by the
data symbols of the considered user or the IFDMA signals transmitted by other users
in the system.
As for symbolwise pilot insertion, the sequence of pilot symbols is processed in analogy
to the IFDMA signal generation explained in Section 2.2, the modulated pilot sequence
p(u) can also be expressed by compression, repetition and phase shifting of the sequence
ρ(u). Therefore, the PAPR of p(u) is given by the PAPR of the sequence ρ(u) of pilot
symbols itself. The sequence ρ(u) consists of elements that are taken from a CAZAC
sequence and, thus, the PAPR is small for symbolwise pilot insertion. As for symbolwise
pilot insertion, each allocated subcarrier of the IFDMA symbol with index κ is used
for pilot transmission, this IFDMA symbol remains unused for data transmission.
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3.2.2.2 Estimation Algorithm
In this section, the channel estimation algorithm for the symbolwise pilot insertion
method is explained. In Figure 3.2, the block diagram presented in Figure 3.1 is
extended by the receiver part containing the analysis of the transmitted pilot symbols.
The IFDMA symbol x˜
(u)
k with cyclic prefix is transmitted over the mobile radio channel
with the channel impulse response given by the vector h
(u)
k . As already explained in
Section 2.4, the cyclic prefix is removed at the receiver and, subsequently, an N × N
DFT matrix FN is applied prior to the subcarrier demapping that is realized by the
application of the demapping matrix M(u)
T
. For k 6= κ, the switch B is in the upper
position and the received IFDMA symbols containing data symbols are demodulated
according to Eq. (2.36). For k = κ, the switch B is in the lower position and the
received IFDMA symbol containing the pilot symbols is processed. With Eq. (2.36)
and (2.41), the values that are received on the Q allocated subcarriers in frequency
domain within the IFDMA symbol with index κ can be expressed by
y¯(u)κ = M
(u)T · FN · r(u)κ
= M(u)
T · FN ·H(u)k · FHN ·M(u) · ρ¯(u) +M(u)
T · FN · ν(u)κ (3.7)
With Eq. (2.38) in Eq. (2.42) and under consideration of Eq. (2.39), the vector y¯
(u)
κ is
given by
y¯(u)κ = H¯
(u)
κ · ρ¯(u) + v¯(u)κ . (3.8)
Let diag
{
ρ¯(u)
}
denote a Q × Q diagonal matrix having the vector ρ¯(u) as its main
diagonal. Then, with Eq. (2.42) and (2.43), Eq. (3.8) can be rewritten according to
y¯(u)κ = diag
{
ρ¯(u)
} · c¯(u)κ + v¯(u)κ . (3.9)
Eq. (3.9) is an expression for the values that are received on the Q allocated subcarriers
in frequency domain within the IFDMA symbol with index κ in dependency of the
vector c¯
(u)
κ containing the channel transfer factors corresponding to the subcarriers
with indices qP · LU + u, qP = 0, . . . , Q− 1. The vector v¯(u)κ is given by
v¯
(u)
k =M
(u)T · FN · ν(u)k (3.10)
and contains the AWGN in frequency domain since M(u)
T
and FN are linear opera-
tions. Then, the Minimum Variance Unbiased (MVU) estimate ˆ¯c
(u)
κ of the vector c¯
(u)
κ
is calculated by a Least Square (LS) estimator [Kay93] and is given by
ˆ¯c
(u)
κ = diag
{
ρ¯(u)
}−1 · y¯(u)κ . (3.11)
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Figure 3.2. Block diagram of transmission chain with symbolwise pilot insertion at the
transmitter and LS channel estimation for each allocated subcarrier at the receiver.
Thus, for symbolwise pilot insertion, the Q channel transfer factors are estimated by
an LS estimation for each allocated subcarrier. With Eq. (3.9) in Eq. (3.11), it can be
stated that the estimated vector ˆ¯c
(u)
κ is composed of the true vector c¯
(u)
κ and a noise
term according to
ˆ¯c
(u)
κ = c¯
(u)
κ + diag
{
ρ¯(u)
}−1 · v¯(u)κ . (3.12)
In the remainder of the thesis, the symbolwise pilot insertion with LS estimation on
each allocated subcarrier is shortly denoted as symbolwise LS.
3.2.3 Subcarrierwise Pilot Insertion
3.2.3.1 Signal Generation
In this section, the IFDMA signal generation is presented for subcarrierwise pilot in-
sertion.
For subcarrierwise pilot insertion, a subset of QP subcarriers out of the total number
Q of subcarriers allocated to a certain user in the IFDMA symbol with index k = κ is
utilized for pilot transmission. The remaining QD = Q−QP subcarriers are exploited for
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transmitting data symbols within the κth IFDMA symbol. That means, pilot and data
symbols are multiplexed within the IFDMA symbol with index k = κ. In Figure 3.3,
the IFDMA signal generation with subcarrierwise pilot insertion is presented in a block
diagram. For k 6= κ, the switch A is in the upper position and the vector d(u)k containing
data symbols is modulated according to Eq. (2.5) and (2.6). For k = κ, switch A is in
the lower position. Then, the sequence ρ(u) = [ρ
(u)
0 , . . . , ρ
(u)
QP−1
]T of QP pilot symbols
which are taken from a CAZAC sequence and have an average power E{|ρ(u)qP |2} = σ2P,
qP = 0, . . . , QP − 1, and the sequence δ(u)κ = [d(u)κ,0, . . . , d(u)κ,QD−1]T of data symbols with
average power E{|d(u)κ,qD|2} = σ2D, qD = 0, . . . , QD − 1, are processed in parallel.
The vector ρ(u) containing the sequence of pilot symbols in time domain is multiplied
by a QP × QP DFT matrix FQP . The resulting vector ρ¯(u) containing the frequency
domain representation of the pilot symbols is given by
ρ¯(u) = FQP · ρ(u) =
[
ρ¯
(u)
0 , . . . , ρ¯
(u)
QP−1
]T
. (3.13)
The elements ρ¯
(u)
qP , qP = 0, . . . , QP − 1, are mapped onto a subset consisting of QP
equidistantly spaced subcarriers out of the total number Q of subcarriers allocated
to the user. The number QP of subcarriers that are used for pilot transmission is
calculated by
QP =
Q
I
, (3.14)
where I denotes the interpolation depth in frequency domain and is chosen such that
QP ∈ Z. That means, e.g. for I = 2, every second subcarrier that is allocated
to a specific user is utilized for pilot transmission. The elements ρ¯
(u)
qP , with qP =
0, . . . , QP − 1, are transmitted on subcarriers with indices
η(qP) = qP · LU · I + u . (3.15)
The subcarriers with indices η(qP) for qP = 0, . . . , QP − 1 are denoted as the pilot
carrying subcarriers in the following. The allocation of the elements ρ¯
(u)
qP to the QP
pilot carrying subcarriers is performed by the application of the pilot mapping matrix
M
(u)
P whose elements [M
(u)
P ]n,qP for n = 0, . . . , N − 1 and qP = 0, . . . , QP − 1 are given
by [
M
(u)
P
]
n,qP
=
{
1 for n = η(qP) ,
0 else .
(3.16)
Simultaneously, the vector δ(u)κ containing the data symbols is multiplied by a QD×QD
DFT matrix FQD . The resulting sequence δ¯
(u)
κ of data symbols in frequency domain is
given by
δ¯
(u)
κ = FQD · δ(u)κ =
[
d¯
(u)
κ,0, . . . , d¯
(u)
κ,QD−1
]T
. (3.17)
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Figure 3.3. Block diagram of IFDMA signal generation with subcarrierwise pilot in-
sertion and cyclic prefix insertion.
The elements d¯
(u)
κ,0, qD = 0, . . . , QD−1, are transmitted on the remaining QD subcarriers
with indices
ζ(qD) =
⌊
qD
I − 1
⌋
· LU + LU · (qD + 1) + u , (3.18)
where
⌊
qD
I−1
⌋
denotes the nearest integer which is smaller than or equal to qD
I−1
. The sub-
carriers with indices ζ(qD) for qD = 0, . . . , QD− 1 are denoted as the non-pilot carrying
subcarriers in the following. The allocation of the elements d¯
(u)
κ,0, qD = 0, . . . , QD − 1,
to the remaining QD non-pilot carrying subcarriers is realized by the data mapping
matrix M
(u)
D . The elements [M
(u)
D ]n,qD for n = 0, . . . , N − 1 and qD = 0, . . . , QD − 1 of
the data mapping matrix M
(u)
D are given by[
M
(u)
D
]
n,qD
=
{
1 for n = ζ(qD) ,
0 else .
(3.19)
The superposition of the mapped pilot and mapped data symbols is multiplied by an
N × N IDFT matrix FHN. Then, the IFDMA symbol x(u)κ containing pilot and data
symbols is given by
x(u)κ = F
H
N ·
(
M
(u)
P · FQP · ρ(u) +M(u)D · FQD · δ(u)κ
)
. (3.20)
Finally, x
(u)
κ is expanded by a cyclic prefix with NG elements and the resulting IFDMA
symbol with cyclic prefix x˜
(u)
κ is transmitted over the mobile radio channel.
The described subcarrierwise pilot insertion allows the transmission of a variable num-
ber QP ≤ Q of pilot symbols while maintaining mutual orthogonality between pilot
and data symbols transmitted within the same IFDMA symbol as well as between
the IFDMA signals transmitted by different users. This orthogonality is kept after
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transmission over a multipath channel and, thus, the channel transfer factors can be
estimated without influences caused by the data symbols transmitted within the same
IFDMA symbol or the IFDMA signals transmitted by other users in the system.
According to Eq. (3.20), the transmitted IFDMA symbol x˜
(u)
κ with cyclic prefix contains
a superposition of the mapped pilot and the mapped data symbols. This superposition
leads to an increase of the PAPR of the transmit symbol due to subcarrierwise pilot
insertion. Therefore, the subcarrierwise pilot insertion method complies less with the
requirement of a low PAPR than the symbolwise pilot insertion method. Based on the
subcarrierwise pilot insertion method introduced by the author, further development
with respect to PAPR reduction has been recently considered in [TYU09]. However,
in terms of the pilot symbol overhead requirement, the subcarrierwise pilot insertion
method entails the advantage of transmitting pilot and data symbols within the same
IFDMA symbol which opens up the possibility to reduce the pilot symbol overhead
compared to the symbolwise pilot insertion method.
3.2.3.2 Estimation Algorithm
In this section, the channel estimation algorithm is explained for the subcarrierwise
pilot insertion method.
In Figure 3.4, the block diagram presented in Figure 3.3 is extended by the receiver part
including the analysis of the received pilot symbols. At the receiver, the cyclic prefix
is removed and the received IFDMA symbol r
(u)
k is transformed into frequency domain
by multiplication with the N ×N DFT matrix FN. For k 6= κ, the switch B is in the
upper position and the demodulation of the received IFDMA symbols containing data
symbols only is performed as explained in Eq. (2.36). At the output the demodulated
IFDMA symbol y
(u)
k is obtained. For k = κ, the switch B is in the lower position
and the frequency domain representation of the received IFDMA symbol is processed
in parallel for data demodulation and channel estimation. The data demodulation is
performed by the multiplication with the transposeM
(u)T
D of the data mapping matrix
and subsequent multiplication with the QD×QD IDFT matrix FHQD . Let 0QD×QP denote
a QD ×QP matrix containing all zero entries. Then in analogy to Eq. (2.36) and with
M
(u)T
D ·M(u)P = 0QD×QP , (3.21)
the vector y
(u)
κ containing the QD demodulated data symbols in the κ
th IFDMA symbol
is calculated by
y(u)κ = F
H
QD
·M(u)TD · FN · r(u)κ (3.22)
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Figure 3.4. Block diagram of transmission chain with subcarrierwise pilot insertion at
the transmitter and LS channel estimation with interpolation filtering at the receiver.
For channel estimation, the frequency domain representation of the received IFDMA
symbol is multiplied by the transpose M
(u)T
P of the pilot mapping matrix. Let 0QP×QD
denote a QP ×QD matrix containing all zero entries. Then, with
M
(u)T
P ·M(u)D = 0QP×QD (3.23)
and
r(u)κ = H
(u)
κ · FHN ·
(
M
(u)
P · FQP · ρ(u) +M(u)D · FQD · δ(u)κ
)
+ νκ , (3.24)
the channel transfer factors of the pilot carrying subcarriers with indices η(qP), qP =
0, . . . , QP − 1, in the IFDMA symbol with index κ are estimated by an LS estimation
according to [
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
= diag
{
ρ¯(u)
}−1 ·M(u)TP · FN · r(u)κ . (3.25)
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With [v¯
(u)
κ,0, . . . , v¯
(u)
κ,QP−1
]T a vector containing the AWGN on each pilot carrying subcar-
rier in frequency domain, the vector of LS estimates in Eq. (3.25) can be expressed
by[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
=
[
c¯
(u)
κ,0, . . . , c¯
(u)
κ,QP−1
]T
+ diag
{
ρ¯(u)
}−1 · [v¯(u)κ,0, . . . , v¯(u)κ,QP−1]T .
(3.26)
The LS estimates ˆ¯c
(u)
κ,qP, qP = 0, . . . , QP − 1, which correspond to the channel transfer
factors of the pilot carrying subcarriers with the indices η(qP) are exploited to get
estimates ˆ¯c
(u)
κ,qD, qD = 0, . . . , QD−1, of the channel transfer factors of the remaining, non-
pilot carrying subcarriers with indices ζ(qD). For this purpose, a Wiener interpolation
filter or a DFT interpolation filter can be utilized whose applications is explained in
the following.
Wiener interpolation filter The Wiener interpolation filter is a Finite Impulse
Response (FIR) filter with W filter coefficients that is applied to the LS estimates
ˆ¯c
(u)
κ,qP, qP = 0, . . . , QP − 1, in order to obtain estimates of the channel transfer factors
corresponding to the non-pilot carrying subcarriers. The LS estimates obtained for
the pilot carrying subcarriers are utilized as supporting points for the filtering process
in frequency domain and, thus, the number W of filter coefficients is smaller than or
equal to the number QP of pilot carrying subcarriers, i.e. W ≤ QP. Let
bqD = [bqD,0, . . . , bqD,W−1]
T (3.27)
denote a vector containingW Wiener filter coefficients for filtering in frequency domain
in order to obtain an estimate of the channel transfer factor corresponding to the
non-pilot carrying subcarrier with index ζ(qD). Let further [ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]T denote
a vector containing W estimated channel transfer factors with indices qD1, . . . , qDW .
These estimated channel transfer factors correspond to the pilot carrying subcarriers
with indices η(qD1), . . . , η(qDW) which specify the W nearest pilot carrying subcarriers
with respect to the non-pilot carrying subcarrier with index ζ(qD) [San03]. Then, the
channel transfer factor c¯
(u)
κ,qD of the subcarrier with index ζ(qD) is estimated by
ˆ¯c(u)κ,qD = b
T
qD
·
[
ˆ¯c(u)κ,qD1
, . . . , ˆ¯c(u)κ,qDW
]T
(3.28)
[HKR97b]. That means, an estimate of the channel transfer factor of the non-pilot
carrying subcarrier with index ζ(qD) is obtained by filtering the estimated channel
transfer factors of theW nearest pilot carrying subcarriers with respect to ζ(qD) [San03].
Let b denote an arbitrary vector of size W × 1, then the vector bqD of Wiener filter
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coefficients is derived such that
bqD = argmin
b
{
E
{∥∥∥∥bT · [ˆ¯c(u)κ,qD1 , . . . , ˆ¯c(u)κ,qDW]T − c¯(u)κ,qD
∥∥∥∥2
2
}}
. (3.29)
That means, the mean square error between the estimated channel transfer factor
and the true channel transfer factor corresponding to a non-pilot carrying subcarrier
with index ζ(qD) in the IFDMA symbol with index κ is minimized by filtering with
the elements of bqD. The derivation of the Wiener filter coefficients can be found in
literature as, e.g., in [Hay96]. Therefore, in this thesis, the result of minimizing is given
without further derivation.
The minimization of the mean square error leads to the Wiener-Hopf equation that is
given by
E
{[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]H
·
[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]}
· bqD = E
{
c¯
(u)∗
κ,qD ·
[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]T}
.
(3.30)
Based on Eq. (3.30), the vector bTqD containing the Wiener filter coefficients is calculated
by
bTqD = E
{
c¯
(u)∗
κ,qD ·
[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]}
·
(
E
{[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]H
·
[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]})−1
.
(3.31)
For the calculation of the Wiener filter coefficients, the expectation values in Eq. (3.31)
are expressed with the help of the frequency correlation function of the channel which
is given in Eq. (2.21). With v¯
(u)
κ,qD1
, . . . , v¯
(u)
κ,qDW
the AWGN on the W nearest pilot
carrying subcarriers and Eq. (2.21), the first term of the product of expectation values
in Eq. (3.31) is calculated by
E
{
c¯
(u)∗
κ,qD ·
[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]}
= E
{
c¯
(u)∗
κ,qD ·
[
c¯
(u)
κ,qD1 +
v¯
(u)
κ,qD1
p¯
(u)
qD1
, . . . , c¯
(u)
κ,qDW
+
v¯
(u)
κ,qDW
p¯
(u)
qDW
]}
=
[
R
(u)
h¯,f
((η(qD1)− ζ(qD)) ·∆f) , . . . , R(u)h¯,f ((η(qDW)− ζ(qD)) ·∆f)
]
,
(3.32)
where η(qD1) − ζ(qD) describes the number of subcarriers between the pilot carrying
subcarrier with index η(qD1) and the non-pilot carrying subcarrier with index ζ(qD).
Let the inverse of the Signal-to-Noise Ratio (SNR) on each pilot carrying subcarrier be
defined by
γ = E
{
v¯
(u)∗
κ,qP · v¯(u)κ,qP
p¯
(u)∗
qP · p¯(u)qP
}
. (3.33)
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Then, with Eq. (2.21) and (3.33), the second term of expectation values in Eq. (3.31)
is expressed by
E
{[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]H
·
[
ˆ¯c
(u)
κ,qD1
, . . . , ˆ¯c
(u)
κ,qDW
]}
= E
{[
c¯
(u)
κ,qD1
+
v¯
(u)
κ,qD1
p¯
(u)
qD1
, . . . , c¯
(u)
κ,qDW
+
v¯
(u)
κ,qDW
p¯
(u)
qDW
]H
·
[
c¯
(u)
κ,qD1
+
v¯
(u)
κ,qD1
p¯
(u)
qD1
, . . . , c¯
(u)
κ,qDW
+
v¯
(u)
κ,qDW
p¯
(u)
qDW
]}
=


R
(u)
h¯,f
(0) + γ R
(u)
h¯,f
((η(qD2) − η(qD1 )) ·∆f) · · · R
(u)
h¯,f
((η(qDW)− η(qD1 )) ·∆f)
R
(u)
h¯,f
((η(qD1) − η(qD2 )) ·∆f) R
(u)
h¯,f
(0) + γ
...
...
. . .
R
(u)
h¯,f
((η(qD1)− η(qDW)) ·∆f) . . . R
(u)
h¯,f
(0) + γ

 ,
(3.34)
with η(qD1) − η(qD2) describing the number of subcarriers between the pilot carrying
subcarrier with index η(qD1) and the pilot carrying subcarrier with index η(qD2).
For each non-pilot carrying subcarrier with index ζ(qD), qD = 0, . . . , QD− 1, the vector
bqD of Wiener filter coefficients is computed and the estimate of the channel transfer
factor is calculated according to Eq. (3.31). Finally, the LS estimates of the pilot
carrying subcarriers and theWiener filter estimates of the non-pilot carrying subcarriers
are combined in the vector ˆ¯c
(u)
κ . In the remainder of the thesis, the subcarrierwise pilot
insertion with LS estimation and Wiener interpolation is shortly denoted as subcarrier
Wiener.
DFT interpolation filter For IFDMA, the characteristic equidistant distribution of
subcarriers over the total available bandwidth allows to estimate the channel transfer
factors of the non-pilot carrying subcarriers with the help of DFT interpolation. The
DFT interpolation is applied for the case that the number QP of pilot carrying subcar-
riers is larger than or equal to the number LC of channel delay taps. Then, due to the
equidistant distribution of the pilot carrying subcarriers over the total available band-
width which is achieved by subcarrierwise pilot insertion, the vector [ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]
containing the LS estimates of the channel transfer factors comprises all information
about the LC channel delay taps. Thus, the channel transfer factors of the non-pilot
carrying subcarriers can be determined by calculating the LC channel delay taps first.
The estimated channel impulse response vector cˆ
(u)
κ which contains the LC channel
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delay taps is calculated according to
cˆ
(u)
κ =
[
FHQP
0QD×QP
]
·
[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
=
[
cˆ
(u)
κ,0, . . . , cˆ
(u)
κ,Q−1
]T
,
(3.35)
where the lastQD elements of cˆ
(u)
κ can be set to zero if the conditionQP ≥ LC is fulfilled.
An estimate of the channel transfer factors for each of the Q allocated subcarriers is
obtained by the application of a Q-point DFT with respect to cˆ
(u)
κ . Thus, the vector ˆ¯c
(u)
κ
containing estimates of the channel transfer factors corresponding to the pilot carrying
and the non-pilot carrying subcarriers is calculated by
ˆ¯c
(u)
κ = FQ · cˆ(u)κ . (3.36)
The channel estimates obtained by DFT interpolation differ from the channel estimates
obtained by Wiener interpolation. In contrast to the Wiener interpolation, the DFT
interpolation is not optimum with respect to MSE performance. However, in case of
zero noise power, the channel transfer factors corresponding to the non-pilot carrying
subcarriers can be ideally reconstructed by applying DFT interpolation as the pilot
carrying subcarriers are equidistantly distributed over the available bandwidth and
represent an ideal sampling in frequency domain. In the remainder of the thesis, the
subcarrierwise pilot insertion with LS estimation and DFT interpolation is shortly
denoted as subcarrier DFT.
3.3 Estimation of Time Domain Channel Varia-
tions
3.3.1 Introduction
In this section, the channel variations in time domain are estimated with the help of
pilot assisted channel estimation. For this purpose, the pilot insertion methods with
regard to a single IFDMA symbol that have been presented in Section 3.2 are utilized to
transmit pilot symbols within several IFDMA symbols out of the K successively trans-
mitted IFDMA symbols in time domain. By this means, in the first step, the channel
variations in frequency domain are estimated for distinct and individual IFDMA sym-
bols as explained in Section 3.2. In the second step, the variations in time domain
between the channel transfer factors identified for the individual IFDMA symbols are
3.3 Estimation of Time Domain Channel Variations 49
estimated. This refers to the two times one-dimensional interpolation procedure which
has been introduced for the application to OFDM in [HKR97b]. In this section, the
interpolation in time domain is explained for the combination with the symbolwise and
subcarrierwise pilot insertion method, respectively.
3.3.2 Pilot Grid
In this section, the pilot insertion for the estimation of the channel variations in time
domain is explained.
In Section 3.2, the symbolwise and subcarrierwise pilot insertion have been introduced
considering a single IFDMA symbol. In general, P IFDMA symbols with indices k =
κ1, . . . , κP are utilized for pilot transmission. Within these distinct IFDMA symbols,
the pilot symbols are inserted applying symbolwise or subcarrierwise pilot insertion. In
the following, the IFDMA symbols with indices k = κ1, . . . , κP are referred to as pilot
carrying IFDMA symbols, whereas the IFDMA symbols with indices k 6= κ1, . . . , κP
are referred to as non-pilot carrying IFDMA symbols.
In the following, the pilot insertion is explained based on the graphical illustration of
the IFDMA signal shown in Figure 2.5. In Figure 3.5(a), the IFDMA signal transmitted
by a certain user is illustrated on a grid in frequency and time domain for the case that
the IFDMA symbols with indices k = κ1, κ2 are utilized to insert pilot symbols with
the symbolwise pilot insertion method. In this example, QP = 8 allocated subcarriers
are used for pilot transmission in the first and last IFDMA symbol of the TDMA slot
consisting of K IFDMA symbols. Thus, P = 2 IFDMA symbols are used for pilot
transmission and, therefore, no data symbols are transmitted in these pilot carrying
IFDMA symbols. Figure 3.5(b) visualizes the case for subcarrierwise pilot insertion in
the IFDMA symbols with indices k = κ1, κ2. For the present example, the interpolation
depth is chosen as I = 2 and, thus, QP = 4 subcarriers within P = 2 IFDMA symbols
are used for pilot transmission. The remaining QD = 4 non-pilot carrying subcarriers in
the pilot carrying IFDMA symbols are exploited for the transmission of data symbols.
3.3.3 Estimation Algorithm
In this section, the estimation of the channel variations in time domain is explained
for the case that multiple IFDMA symbols are utilized for pilot transmission.
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(a) symbolwise pilot insertion
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Figure 3.5. Pilot and non-pilot carrying subcarriers for symbolwise and subcarrierwise
pilot insertion within multiple IFDMA symbols
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A reasonable assumption for the distance between two successive TDMA slots trans-
mitted by a certain user is that this distance is much larger than the coherence time of
the channel [SFE+09]. Therefore, it can be assumed that interpolation in time domain
is only feasible within a single TDMA slot and the following explanations are based on
the consideration of K successively transmitted IFDMA symbols.
For the pilot carrying IFDMA symbols with indices k = κ1, . . . , κP, the vectors
ˆ¯c
(u)
κ1
, . . . , ˆ¯c
(u)
κP
are available which contain the channel transfer factors that are esti-
mated according to symbolwise LS, subcarrierwise Wiener or subcarrierwise DFT, re-
spectively. These estimates are utilized to calculate the vectors of estimated channel
transfer factors for the remaining non-pilot carrying IFDMA symbols. For this pur-
pose, a Wiener interpolation filter is applied in time domain which is explained in the
following.
Let us assume that the vector
ak = [ak,0, . . . , ak,V−1]
T (3.37)
contains the V Wiener filter coefficients ak,0, . . . , ak,V−1 for the interpolation filtering in
time domain in order to obtain a channel estimate for the non-pilot carrying IFDMA
symbol with index k. The channel estimates obtained for the pilot carrying IFDMA
symbols are utilized as supporting points for the filtering process in time domain and,
thus, the number V of filter coefficients is smaller than or equal to the number P of
pilot carrying IFDMA symbols, i.e. V ≤ P . Let further ˆ¯c(u)k1,q, . . . , ˆ¯c
(u)
kV,q
denote the
estimates of the qth channel transfer factor within the IFDMA symbols with indices
k = k1, . . . , kV. The indices k1, . . . , kV describe the indices of the V nearest pilot
carrying IFDMA symbols with respect to the non-pilot carrying IFDMA symbol with
index k [San03].
Then, an estimate of the qth channel transfer factor within the non-pilot carrying
IFDMA symbol with index k is obtained by
ˆ¯c
(u)
k,q = a
T
k ·
[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]T
. (3.38)
That means, an estimate of the qth channel transfer factor within the non-pilot carrying
symbols with index k is obtained by filtering the estimates of the qth channel transfer
factor within the V nearest pilot carrying symbols with respect to k.
Let a denote an arbitrary vector of size V ×1, then the vector ak containing the Wiener
filter coefficients is calculated according to
ak = argmin
a
{
E
{∥∥∥∥aT · [ˆ¯c(u)k1,q, . . . , ˆ¯c(u)kV,q]T − c¯(u)k,q
∥∥∥∥2
2
}}
. (3.39)
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Eq. (3.39) is derived, e.g., in [Hay96] and leads to the Wiener-Hopf equation that is
given by
E
{[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]H
·
[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]}
· ak = E
{
c¯
(u)∗
k,q ·
[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]T}
. (3.40)
With Eq. (3.40), the vector aTk containing the Wiener filter coefficients for interpolation
filtering in time domain is obtained by
aTk = E
{
c¯
(u)∗
k,q ·
[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]}
·
(
E
{[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]H
·
[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]})−1
.
(3.41)
The expectation values in Eq. (3.41) are expressed with the help of the time correlation
function of the channel which is given in Eq. (2.20).
Thus, with Eq. (2.20), the first term of the product of expectation values in Eq. (3.41)
is calculated according to
E
{
c¯
(u)∗
k,q ·
[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]}
= E
{
c¯
(u)∗
k,q ·
[
c¯
(u)
k1,q
+
v¯
(u)
k1,q
p¯
(u)
q
, . . . , c¯
(u)
kV,q
+
v¯
(u)
kV,q
p¯
(u)
q
]}
=
[
R
(u)
h¯,t
((k1 − k) · T ), . . . , R(u)h¯,t ((kV − k) · T )
]
,
(3.42)
where k1 − k describes the number of IFDMA symbols between the pilot carrying
IFDMA symbol with index k1 and the non-pilot carrying IFDMA symbol with index
k.
With Eq. (2.20), the second term of expectation values in Eq. (3.41) is expressed by
E
{[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]H
·
[
ˆ¯c
(u)
k1,q
, . . . , ˆ¯c
(u)
kV,q
]}
= E
{[
c¯
(u)
k1,q
+
v¯
(u)
k1,q
p¯
(u)
q
, . . . , c¯
(u)
kV,q
+
v¯
(u)
kV,q
p¯
(u)
q
]H
·
[
c¯
(u)
k1,q
+
v¯
(u)
k1,q
p¯
(u)
q
, . . . , c¯
(u)
kV,q
+
v¯
(u)
kV,q
p¯
(u)
q
]}
=


R
(u)
h¯,t
(0) + γ R
(u)
h¯,t
((k2 − k1) · T ) · · · R(u)h¯,t ((kV − k1) · T )
R
(u)
h¯,t
((k1 − k2) · T ) R(u)h¯,t (0) + γ
...
...
. . .
R
(u)
h¯,t
((k1 − kV) · T ) . . . R(u)h¯,t (0) + γ


,
(3.43)
with k1 − k2 describing the distance between the pilot carrying IFDMA symbol with
index k1 and the pilot carrying IFDMA symbol with index k2.
For each non-pilot carrying IFDMA symbol, the vector ak of Wiener filter coefficients
is computed and the estimates of the channel transfer factors are calculated according
to Eq. (3.38).
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3.4 Performance and Complexity Analysis
3.4.1 Analysis Assumptions
In this Section 3.4, the symbolwise and subcarrierwise pilot insertion and the corre-
sponding algorithms for the estimation of channel variations in frequency and time
domain presented in Section 3.2 and Section 3.3 are analyzed with respect to their in-
fluence on the PAPR of the transmit signal, their pilot symbol overhead consumption,
their MSE performance and their computational complexity in Sections 3.4.2, 3.4.3,
3.4.4 and 3.4.5, respectively. In the following, the assumptions which are valid for the
performance analysis are presented.
For the performance analysis, the transmission from the mobile station of a single
user to the base station in a cellular scenario is considered. The consideration of a
single user in the system is reasonable because, for all the pilot insertion methods
presented in Section 3.2, the pilot symbols transmitted by different users maintain
their orthogonality after transmission over a multipath channel. The results for the
aforementioned performance measures are obtained by computer simulations. To give
an overview of the introduced system and channel parameters, a summary is presented
in Table 3.1.
For the data symbols, a convolutional code of rate 1/2 and constraint length 6 is
used for channel coding. Afterwards, a random interleaver with an interleaving depth
of 0.8ms is applied. The coded and interleaved data bits are QPSK modulated and
the modulated data symbols are transmitted with an average power of σ2D = 1. For
transmission, a system bandwidth of B = 40MHz which is divided into N = 1024
subcarriers is available at a carrier frequency of f0 = 3.7GHz. The spacing between
neighboring subcarriers is equal to ∆f = 39.1 kHz. Each IFDMA symbol is preceded
by a cyclic prefix of length TG = 3.2µs which results in the overall duration of an
IFDMA symbol of T = 28.8µs. The aforementioned system parameters are based on
the WINNER system model that has been defined in [WINdf]. The TDMA slot is
assumed to consist of K = 30 successively transmitted IFDMA symbols which results
in a TDMA slot duration of 86.4ms. The pilot symbols that are used for channel
estimation are taken from a CAZAC sequence and are transmitted with an average
power of σ2P = 1. The channel is modeled by the WINNER SCM urban macro-cell
channel that is implemented according to [WINdf,DMO09]. For this channel model,
the channel delay paths which contain 95% of the total energy of all delay paths are
comprised within a delay time of 1.845µs. The remaining delay paths representing 5%
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Table 3.1. System and channel parameters
System parameters
Error Correction Coding Convolutional coding
Code rate 1/2
Constraint length 6
Interleaving Random
Interleaving depth 0.8ms
Modulation QPSK
Bandwidth B = 40MHz
Number of subcarriers N = 1024
Carrier frequency f0 = 3.7GHz
Subcarrier spacing ∆f = 39.1 kHz
Guard interval duration TG = 3.2µs
Number of IFDMA symbols per TDMA slot K = 30
Decoder Max-Log-MAP [KB90,RVH95]
Equalizer Linear MMSE FDE [SKJ94]
Channel parameters
Channel WINNER SCM [WINdf]
Channel scenario urban macro-cell
Coherence bandwidth Bcoh ≈ 290 kHz
of the total energy can be received with delays up to 3.5µs. With the definitions in
Section 2.3, the coherence bandwidth of the channel results in Bcoh ≈ 290 kHz. The
channel conditions are assumed to be constant for the duration T of an IFDMA symbol
including cyclic prefix and are assumed to be varying for different IFDMA symbols.
At the receiver, the channel influence is combated by a linear Minimum Mean Square
Error (MMSE) Frequency Domain Equalizer (FDE) [SKJ94]. For decoding purposes,
a Max-Log-MAP decoder is applied [KB90,RVH95]. The equalizer and decoder have
no relevance for the investigations throughout this section and are mentioned for the
sake of completeness.
3.4.2 Peak-to-Average Power Ratio
In this section, the symbolwise and subcarrierwise pilot insertion methods are investi-
gated in terms of their respective influence on the PAPR of the pilot carrying IFDMA
symbol. The PAPR per pilot carrying IFDMA symbol is defined as introduced in
Eq. (2.14) and represents the ratio between the peak power and the average power
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within one pilot carrying IFDMA symbol. The investigations that are carried out in
this section are based on the definition of the PAPR given by
PAPR = max
n
{
‖x(u)κ,n‖22
E{‖x(u)κ,n‖22}
}
, for n = 0, . . . , N − 1 , (3.44)
[FKH08], with x
(u)
κ,n the elements of the vector x
(u)
κ as defined in Eq. (3.6) and (3.20),
respectively. In the following, the Cumulative Distribution Function (CDF) of the
PAPR in dB per pilot carrying IFDMA symbol is presented [Pap84]. The simulation
results are obtained from 1000 Monte-Carlo runs in order to provide converging results
for the PAPR which represents a random variable.
Figure 3.6 shows the CDF of the PAPR in case of symbolwise pilot insertion with
the interpolation depth I = 1 and subcarrierwise pilot insertion with the interpolation
depths I = 2, 4, 8. The results are valid for Q = 512 allocated subcarriers per user.
It can be seen that for symbolwise pilot insertion, the PAPR is the lowest and equals
0 dB which means that the peak power is equal to the mean power within the pilot
carrying IFDMA symbol. The reason for that can be found in the generation of the
pilot signal for symbolwise pilot insertion. According to Section 2.2.3, the generation
of the pilot signal can be described alternatively by compression, repetition and user
dependent phase shifting of a CAZAC sequence. As the CAZAC sequence exhibits
constant amplitudes in time domain and this amplitude remains unaffected by the
compression, repetition and phase shift operations, the modulated pilot signal exhibits
a PAPR in time domain which is identical to the PAPR of the CAZAC sequence itself.
For subcarrierwise pilot insertion, the PAPR increases compared to symbolwise pilot
insertion and exhibits a dependency on the interpolation depth I. In other words,
for subcarrierwise pilot insertion, the PAPR is dependent on the number QP of pilot
carrying subcarriers. The PAPR increases with an increasing interpolation depth I,
i.e., a decreasing number QP of pilot carrying subcarriers. This can be substantiated
with the allocation of the non-pilot carrying subcarriers in frequency domain. For
I = 2, the QP = Q/2 pilot carrying and QD = Q/2 non-pilot carrying subcarriers
are equidistantly distributed over the available bandwidth. The transmitted IFDMA
symbol consists of a superposition of pilot and data symbols. As both, the pilot and the
data symbols, are transmitted on equidistant subcarriers in frequency domain, both
contributions to the total transmit signal exhibit the same structure as an IFDMA
symbol. The increase of the PAPR compared to symbolwise pilot insertion is due to the
superposition of the mapped pilot symbols and the mapped data symbols. For I > 2,
the non-pilot carrying subcarriers exhibit a non-equidistant allocation in frequency
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Figure 3.6. CDF of the PAPR in dB in case of symbolwise pilot insertion with I = 1
and subcarrierwise pilot insertion with I = 2, 4, 8 for Q = 512 allocated subcarriers
per user.
domain. With increasing interpolation depth I, the non-pilot carrying subcarriers
exhibit a subcarrier allocation that differs considerably from the equidistant subcarrier
allocation of an IFDMA symbol and, therefore, the PAPR increases with increasing
interpolation depth I.
In Figure 3.7(a) and Figure 3.7(b), the CDF of the PAPR is shown for the same
cases as in Figure 3.6, but for Q = 128 and Q = 32 allocated subcarriers per user,
respectively. It can be seen that the maximum PAPR value of each curve is the same
as in Figure 3.6, but the distribution of the PAPR changes for the cases where I > 2.
For Q = 32 and I > 2, the probability that the PAPR has a value smaller than or
equal to 4 dB is 0.4, whereas, for Q = 128, it is approximately 0.05 and for Q = 512,
it is zero. In general, it can be seen that for Q = 128 and Q = 32 with I > 2, small
PAPR values are more likely than for Q = 512, but the maximum PAPR values remain
unaffected. The increasing probability of small PAPR values with decreasing value of
Q can be explained as follows. For I > 2, neither the pilot nor the non-pilot carrying
subcarriers are equidistantly distributed over the available bandwidth and the PAPR of
the IFDMA symbol containing pilot and data symbols is increased compared to I = 2
where the pilot and non-pilot carrying subcarriers are equidistantly distributed. As
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Figure 3.7. CDF of the PAPR in dB in case of symbolwise pilot insertion with I = 1
and subcarrierwise pilot insertion with I = 2, 4, 8.
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explained in Section 2.2, due to the DFT precoding, each IFDMA symbol contains LU
times each of the Q data symbols that shall be transmitted. With decreasing number
Q of allocated subcarriers, LU increases and the IFDMA symbol contains less differing
data symbols. These considerations can be transferred to the QP pilot and QD data
symbols. QP and QD decrease with decreasing Q and, thus, for I > 2, the probability of
small PAPR values increases with decreasing Q because each IFDMA symbol contains
less differing pilot and data symbols.
3.4.3 Pilot Symbol Overhead
In this section, symbolwise LS, subcarrierwise Wiener and subcarrierwise DFT are
investigated in terms of their respective pilot symbol overhead consumption. In the
following, the average power σ2P of the pilot symbols is assumed to be equal to the
average power σ2D of the data symbols. First, the number QP of pilot carrying subcar-
riers which is equivalent to the number of pilot symbols transmitted per pilot carrying
IFDMA symbol is derived.
For symbolwise pilot insertion, an LS estimation is performed in frequency domain
for each allocated subcarrier. Thus, each of the Q allocated subcarriers is used for
pilot transmission which leads to QP = Q pilot carrying subcarriers, where QP is
independent of the channel variations in frequency domain.
For subcarrierwise pilot insertion, an interpolation filter is applied in frequency
domain. Therefore, the distance between neighboring pilot carrying subcarriers has
to fulfill the sampling theorem in frequency domain. In order to estimate the channel
variations in frequency domain, at least one pilot carrying subcarrier per coherence
bandwidth Bcoh is required and the number DF of subcarriers between two neighboring
pilot carrying subcarriers has to fulfill
DF ≤ Bcoh
∆f
=
1
τmax ·∆f =
LU ·Q
LC
(3.45)
[FK03]. That means, at least every DthF subcarrier in the system has to be used for
pilot transmission and, therefore, DF is denoted as the pilot distance in frequency
domain in the following. The estimation performance can be improved by choosing
DF under consideration of an oversampling in frequency domain. For that purpose,
the oversampling factor OF ∈ Z, representing the number of pilot carrying subcarriers
per coherence bandwidth, is introduced. The pilot distance with oversampling in
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frequency domain is given by
DF =
Bcoh
OF ·∆f =
LU ·Q
OF · LC . (3.46)
DF describes the distance between neighboring pilot carrying subcarriers for the case
that each of the N subcarriers in the system can be used for pilot transmission.
However, for IFDMA, only the Q equidistantly spaced subcarriers that are allocated
to a certain user can be utilized for pilot transmission. Therefore, in order to calculate
the number QP of transmitted pilot symbols per pilot carrying IFDMA symbol, the
pilot distance DF and the distance LU between neighboring allocated subcarriers is
considered. The interpolation depth I introduced in Section 3.2.3 is chosen under
consideration of the pilot distance in frequency domain and is calculated according to
I =
⌊
DF
LU
⌋
. (3.47)
For Bcoh < 2 · LU ·∆f , the interpolation depth equals I = 1 and, thus, QP = Q pilot
symbols are transmitted per pilot carrying IFDMA symbol which corresponds to Q
pilot carrying subcarriers. For the case that Bcoh ≥ 2 ·LU ·∆f , the interpolation depth
fulfills I > 1 which means that interpolation is possible in frequency domain and
QP =
⌈
Q
I
⌉
(3.48)
subcarriers with an equidistant spacing of I · LU are used for pilot transmission.
Provided that the sampling theorem in frequency domain is fulfilled, QP is calculated
by using Eq. (3.46) and (3.47) in Eq. (3.48) according to
QP =

 Q⌊ Q
OF·LC
⌋

 (3.49)
which shows that the number QP of pilot carrying subcarriers is always larger than or
equal to the number LC of channel delay taps. I.e., QP ≥ LC is fulfilled and, thus, the
requirement for the application of DFT interpolation is met, cf. Section 3.2.3.
In the following, the number P of pilot carrying IFDMA symbols is derived as a
function of the coherence time of the channel for the case of pilot insertion for multiple
IFDMA symbols. In case of pilot insertion for multiple IFDMA symbols, an inter-
polation filter is applied in time domain and the distance between neighboring pilot
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carrying IFDMA symbols has to fulfill the sampling theorem in time domain. There-
fore, the channel variations in time domain can be estimated if at least one IFDMA
symbol per coherence time Tcoh is utilized for pilot transmission. The number DT
of IFDMA symbols between two neighboring pilot carrying IFDMA symbols is given by
DT ≤ Tcoh
T
=
1
2 · fD,max · T =
c
2 · f0 · v · T (3.50)
[FK03]. That means, at least every DthT IFDMA symbol is used for pilot transmission
and therefore, DT is denoted as the pilot distance in time domain in the following.
Again, the estimation performance can be improved by choosing DT under consider-
ation of an oversampling in time domain that is realized by the oversampling factor
OT ∈ Z, representing the number of pilot carrying IFDMA symbol per coherence time.
The pilot distance with oversampling in time domain is given by
DT =
Tcoh
OT · T . (3.51)
That means, for K successively transmitted IFDMA symbols, P =
⌈
K
DT
⌉
pilot carrying
IFDMA symbols are necessary to estimate the channel variations in time domain. In
the following, it is assumed that the distance between two successive TDMA slots that
are transmitted by a certain user is larger than the coherence time of the channel and,
thus, interpolation in time domain is only feasible within one TDMA slot containing
K successively transmitted IFDMA symbols. Under this assumption and for the case
that K ≤ DT, i.e. the pilot distance in time domain is smaller than the total number
K of transmitted IFDMA symbols, at least P = 2 pilot carrying IFDMA symbols are
necessary for each TDMA slot consisting of K IFDMA symbols with cyclic prefix in
order to apply an interpolation filter in time domain. Based on these considerations,
the number QP of pilot symbols per IFDMA symbol and the number P of pilot carrying
IFDMA symbols are summarized in Table 3.2. In Table 3.2 and in the remainder of this
section, it is assumed that symbolwise LS, subcarrierwise Wiener and subcarrierwise
DFT are combined with Wiener interpolation in time domain, respectively.
In the following, the number QP of pilot carrying subcarriers and the number P
of pilot carrying IFDMA symbols are used to derive an expression for the pilot
symbol overhead as an SNR degradation. The overall energy that is available for the
transmission of K IFDMA symbols is split up for the transmission of pilot symbols and
the transmission of data symbols. The energy that has to be spent for the transmission
of the QP · P pilot symbols remains unused for the transmission of data symbols and,
therefore, reduces the overall energy that is allocated for data transmission. This
energy reduction is equivalent to an SNR degradation and, thus, the overall pilot
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Table 3.2. Number QP of pilot carrying subcarriers and number P of pilot carrying
IFDMA symbols required for pilot assisted channel estimation.
Number of Subcarrierwise
pilot symbols
Symbolwise LS
Wiener / DFT
for DF < 2 · LU :
No. QP of QP = Q
pilot carrying QP = Q
subcarriers for DF ≥ 2 · LU :
QP =
⌈
Q⌊
Q
OF·LC
⌋
⌉
for K ≤ DT :
No. P of P = 2
pilot carrying
IFDMA symbols for K > DT :
P =
⌈
K
DT
⌉
symbol overhead Λ is expressed as an SNR degradation and calculated by
Λ = 10 · log10
(
Q ·K
Q ·K −QP · P
)
(3.52)
[BC02]. The numerator in Eq. (3.52) describes the overall number of transmitted
data and pilot symbols, whereas the denominator describes the number of transmitted
payload symbols. With Table 3.2 and Eq. (3.52), the pilot symbol overhead Λ can be
calculated according to Table 3.3. According to Table 3.3, the pilot symbol overhead Λ
is dependent on the oversampling factors OF, OT, the velocity v of the mobile terminal
and the number LC of channel delay taps.
In Figure 3.8, the overhead Λ is depicted as a function of the number Q of allocated
subcarriers for the case of symbolwise pilot insertion and subcarrierwise pilot insertion
with the oversampling factor OF in frequency domain as parameter. The results are
valid for K = 30 successively transmitted IFDMA symbols and a velocity of v =
50 km/h which corresponds to the case where K < DT. Therefore, P = 2 pilot carrying
IFDMA symbols are utilized for channel estimation which complies with the application
of an oversampling factor of OT ≈ 3 in time domain. The three curves on the right
hand side correspond to LC = 128 channel delay taps. The three curves on the left
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Table 3.3. Pilot symbol overhead Λ for symbolwise and subcarrierwise pilot insertion.
Number K of Subcarrierwise
IFDMA symbols
Symbolwise LS
Wiener / DFT
for DF < 2 · LU :
10 · log10
(
K
K−2
)
K ≤ DT 10 · log10
(
K
K−2
)
for DF ≥ 2 · LU :
10 · log10
(
Q·K
Q·K−2·
⌈
Q·
⌊
DF
LU
⌋
−1
⌉
)
for DF < 2 · LU :
10 · log10
(
K
K−
⌈
K
DT
⌉
)
K > DT 10 · log10
(
K
K−
⌈
K
DT
⌉
)
for DF ≥ 2 · LU :
10 · log10
(
Q·K
Q·K−
⌈
Q·
⌊
DF
LU
⌋
−1
⌉
·
⌈
K
DT
⌉
)
hand side correspond to LC = 8 channel delay taps. It can be seen, that for symbolwise
pilot insertion, the pilot symbol overhead is equal to Λ = 0.3 dB for each number Q of
allocated subcarriers. It is also independent of the channel characteristic in frequency
domain and, thus, the number LC of channel delay taps. For subcarrierwise pilot
insertion, the pilot symbol overhead decreases if interpolation in frequency domain is
feasible.
The coherence bandwidth is proportional to the inverse of the number LC of channel
delay taps and, thus, the interpolation depth I in frequency domain increases with
decreasing LC. That means, for LC = 8, interpolation in frequency domain is possible
for smaller numbers Q of allocated subcarriers in comparison to LC = 128. With
the previous considerations, it can be stated that interpolation in frequency domain is
possible if the relation between the number Q of allocated subcarriers and the number
LC of channel delay taps fulfills
Q > 2 · OF · LC (3.53)
and that the pilot symbol overhead Λ is reduced in these cases.
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Figure 3.8. Overhead Λ as a function of the number Q of allocated subcarriers with
the oversampling factor OF = 1, 2, 4 as parameter and a velocity v = 50 km/h and
LC = 8, 128 channel delay taps.
3.4.4 Mean Square Error
In this section, the MSE performance is investigated for the estimation algorithms
introduced in Section 3.2 and in Section 3.3. The MSE is defined as
MSE =
1
K
K−1∑
k=0
∥∥∥ˆ¯c(u)k − c¯(u)k ∥∥∥2
2∥∥∥c¯(u)k ∥∥∥2
2
. (3.54)
and gives the squared error averaged over K IFDMA symbols between the estimated
channel transfer factors and the true channel transfer factors which is normalized to
the energy of the true channel transfer factors corresponding to the Q allocated subcar-
riers. The MSE is chosen as performance measure because it describes the estimation
accuracy of the algorithm itself without influences that can be reduced to channel
coding or equalizer performance. In the following, the MSE is presented as a func-
tion of the SNR which is given as a logarithmic value of the ratio between the energy
EB that is spent per useful data bit and the noise power N0. The calculation of the
SNR takes into account the overhead due to channel coding and insertion of the cyclic
prefix. Additionally, the SNR degradation due to pilot symbol insertion according to
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Section 3.4.3 is included in the SNR. The presented curves are obtained from Monte-
Carlo simulations whose results are averaged over 1000 simulation runs in order to
obtain converging results.
First, the focus is on the estimation of the channel variations in frequency domain. For
this reason, the performance for the estimation of the channel variations in frequency
domain is investigated under consideration of a time invariant channel. The channel
variations in frequency domain are estimated for a single IFDMA symbol while the
channel variations in time domain are assumed to be negligible. Second, the overall
performance for the estimation of the channel variations in frequency and time domain
is considered. For this reason, the MSE is presented for the two times one-dimensional
channel estimation algorithms that have been introduced in Section 3.3. For purposes
of clarity, Table 3.4 gives an overview of the results that are presented in this section.
Table 3.4. Overview of presented MSE results.
estimation approach for
estimation approach
channel variations in time domain
for
channel variations
in frequency domain single IFDMA symbol multiple IFDMA symbols
+ no estimation + Wiener interpolation
Figure 3.10, Figure 3.11
symbolwise LS Figure 3.9
Figure 3.12
subcarrierwise Wiener Figure 3.9 Figure 3.11, Figure 3.12
subcarrierwise DFT Figure 3.9 Figure 3.11, Figure 3.12
The presented results are valid for the following parameters:
• In Section 3.4.3, it has been shown that for a coherence bandwidth Bcoh ≤ 8·∆f of
the WINNER SCM urban macro-cell channel, interpolation in frequency domain
is applicable only for a large number Q of allocated subcarriers. In order to
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present results for different oversampling factors OF in frequency domain, Q =
512 is chosen in the following.
• For Wiener interpolation in frequency domain, a filter with W = 4 coefficients
is applied. The application of a filter with more filter coefficients is not required
because the distance between the pilot carrying subcarrier which serve as sup-
porting points is much larger than the coherence bandwidth for W > 4.
Figure 3.9 shows the MSE as a function of EB/N0 in dB with the interpolation depth
I in frequency domain as parameter for the estimation of channel variations in fre-
quency domain according to Section 3.2. In Figure 3.9, the MSE for the estimation
of the channel variations in frequency domain is observable without influences due to
channel variability in time domain. Results are presented for symbolwise LS, sub-
carrierwise Wiener and subcarrierwise DFT under consideration of a single IFDMA
symbol. According to Eq. (3.47), the maximum interpolation depth equals I = 4 for
the oversampling factor OF = 1 in frequency domain. That means, for Q = 512, at
least every 4th allocated subcarrier has to be used for pilot transmission in order to
fulfill the sampling theorem in frequency domain.
For symbolwise LS, the interpolation depth is I = 1 and, thus, QP = Q subcarriers are
used for pilot transmission which allows to perform an LS estimation for each allocated
subcarrier. It can be seen that the MSE decreases linearly with increasing SNR and is
unbiased as the LS estimation provides the MVU estimate for each allocated subcarrier.
For subcarrierwise pilot insertion, different interpolation depths I are investigated. For
subcarrierwise pilot insertion with I = 4, the MSE runs into an error floor due to large
interpolation errors that are observable for large SNR values. For EB/N0 < 10 dB, the
DFT interpolation exhibits the same performance as the symbolwise LS. The results
for Wiener interpolation show even better performance than the results for symbolwise
LS because the Wiener interpolation minimizes the errors that are caused by AWGN.
This noise reduction has an effect if the interpolation error is smaller than the errors
due to AWGN and, thus, occurs only for low SNR values. For large SNR values, the
results for DFT interpolation show slightly better performance than the results for
Wiener interpolation. This can be explained as follows. For DFT interpolation, the
spectrum of the IFDMA signal is ideally sampled by the pilot carrying subcarriers if
the number of channel delay taps LC is equal to or smaller than the number QP of
pilot carrying subcarriers. Assuming negligible small noise power, the channel impulse
response can be ideally reconstructed as the channel transfer function is sampled at
QP ≥ LC equidistantly spaced subcarriers in frequency domain. As for the WINNER
SCM urban macro-cell channel, the number LC of channel delay taps differs for each
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Figure 3.9. MSE as a function of EB/N0 in dB for the estimation of channel variations
in frequency domain with symbolwise and subcarrierwise pilot insertion with the in-
terpolation depth I as parameter and under consideration of a single IFDMA symbol
with Q = 512.
Monte-Carlo run, the condition for the ideal reconstruction by DFT interpolation is
not always satisfied. Therefore, the DFT interpolation outperforms the Wiener inter-
polation for large SNR values but shows worse performance than the symbolwise LS.
For subcarrierwise pilot insertion with I = 2, again, the DFT interpolation exhibits the
same performance as the symbolwise LS for EB/N0 < 25 dB. In comparison to I = 4,
the performance of the DFT interpolation is improved for EB/N0 ≥ 10 dB. However,
for large SNR values, the MSE for DFT interpolation still exhibits an error floor. In
case of Wiener interpolation with I = 2, the performance is improved noticeably for
all SNR values compared to Wiener interpolation with I = 4. For EB/N0 < 20 dB,
the results for Wiener interpolation show better performance than the results for DFT
interpolation. For EB/N0 ≥ 20 dB, the results for DFT interpolation show a lower
error floor than the results for Wiener interpolation. Again, this can be reduced to the
property of the DFT interpolation to ideally reconstruct the channel impulse response
if the number LC of channel delay taps is equal to the number QP of pilot carrying
subcarriers.
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In the following, the MSE performance of two times one-dimensional channel estimation
considering the channel variations in frequency and time domain is investigated. For the
estimation of channel variations in time domain, the following parameters are utilized:
• P = 2 IFDMA symbols with the indices κ1 = 0 and κ2 = 29 are utilized for pilot
transmission.
• The channel variations in time domain are estimated by Wiener interpolation
with a filter of length V = 2 as there are only two pilot carrying IFDMA symbols
serving as supporting points.
In Figure 3.10, the MSE is presented as a function of EB/N0 in dB with the over-
sampling factor OT in time domain as parameter. In this figure, the influence of the
oversampling factor OT in time domain is investigated and, therefore, the results are
presented for symbolwise LS within P = 2 pilot carrying IFDMA symbols in order
to eliminate the influence of interpolation errors in frequency domain on the overall
estimation performance. The number P and the indices κ of the pilot carrying IFDMA
symbols are chosen as fixed numbers, therefore, different velocities v of the mobile ter-
minal lead to different oversampling factors OT in time domain. For v ≈ 84 km/h,
the coherence time results in Tcoh ≈ 60 · T and, therefore, a mobile terminal velocity
of v ≈ 84 km/h is equivalent to an oversampling factor OT = 2 in time domain. In
Figure 3.10, results are shown for oversampling factors OT = 2, . . . , 10. The relation
between the velocity v of the mobile terminal and the oversampling factor OT in time
domain is given in Table 3.5.
Table 3.5. Relation between OT and v.
v in km/h 17 19 21 24 28 34 42 56 84
OT 10 9 8 7 6 5 4 3 2
It can be seen that for EB/N0 < 20 dB, the MSE performance is improved compared to
the results for symbolwise LS in Figure 3.9. This is due to the application of the Wiener
interpolation in time domain which enables to reduce the estimation errors that are
caused by AWGN. The reduction of the estimation errors that are caused by AWGN
is observable in the low SNR region where the AWGN can be assumed as the primary
source of estimation errors. However, for EB/N0 > 20 dB, the MSE performance
is strongly degraded for OT = 2 due to interpolation errors in time domain. The
performance in the high SNR region is improved by increasing the oversampling factor
OT which reduces the influence of interpolation errors in time domain. For OT ≥ 6 the
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Figure 3.10. MSE as a function of EB/N0 in dB for the estimation of channel variations
in frequency and time domain with different mobile terminal velocities corresponding
to different oversampling factors OT in time domain as parameter.
influence of interpolation errors in time domain becomes insignificantly small. It can
be stated that for Wiener interpolation in time domain, oversampling factors OT ≥ 5
are reasonable choices in order to reduce the influence of interpolation errors in time
domain. In other words, for increasing velocities of the mobile terminal, the number of
pilot carrying IFDMA symbols per TDMA slot has to be increased in order to avoid a
MSE performance degradation due to interpolation errors in time domain. The number
P of pilot carrying IFDMA symbols can be calculated as a function of the oversampling
factor OT, the number K of IFDMA symbols per TDMA slot and the velocity v in
m/s of the mobile terminal according to
P =
⌈
2 ·K · 2 · v · f0 · T ·OT
c
⌉
. (3.55)
In the following, the interaction between interpolation errors in frequency and time
domain is investigated and the influence of both errors on the MSE performance is
presented.
In Figure 3.11, the MSE is presented as a function ofEB/N0 in dB with the interpolation
depth I as parameter. The results are valid for an oversampling factor OT = 6 in
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time domain which corresponds to a velocity v = 28 km/h of the mobile terminal. The
channel variations in frequency domain are estimated by symbolwise LS, subcarrierwise
Wiener and subcarrierwise DFT.
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Figure 3.11. MSE as a function of EB/N0 in dB for the estimation of channel variations
in frequency and time domain with the interpolation depth I as parameter and under
consideration of an oversampling factor OT = 6 in time domain for Q = 512.
Figure 3.11 shows that for an oversampling factor OT = 6 in time domain, the MSE
performance can be improved by Wiener interpolation compared to the results in Fig-
ure 3.9 where a single IFDMA symbol and, thus, no interpolation in time domain, is
considered. Additionally, for EB/N0 < 20 dB, the subcarrierwise Wiener shows the
best MSE performance in case of the interpolation depth I = 2. It can be stated
that for an oversampling factor OT = 6 in time domain, interpolation errors in time
domain are avoided and the noise reduction due to Wiener interpolation improves the
estimation performance compared to the case where no interpolation in time domain
is applied. Further on, for I = 2, i.e. an oversampling factor OF = 2 in frequency
domain, and for EB/N0 > 20 dB, the estimation performance can be improved by the
application of Wiener interpolation compared to the case where an LS estimation is
applied to each allocated subcarrier.
In Figure 3.12, the MSE is presented as a function of EB/N0 in dB with the inter-
polation depth I as parameter. The results are valid for the same assumptions as in
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Figure 3.11, except the oversampling factor that is chosen as OT = 2 which corre-
sponds to a velocity v = 84 km/h of the mobile terminal. Figure 3.12 shows, that for
EB/N0 < 20 dB, again the subcarrierwise Wiener shows the best MSE performance in
case of the interpolation depth I = 2. However, for EB/N0 > 20 dB, the MSE perfor-
mance is clearly degraded for each of the estimation algorithms and the curves run into
error floors. This performance degradation is due to the oversampling factor OT = 2 in
time domain. For a velocity of v = 84 km/h, the Wiener interpolation in time domain
causes interpolation errors for the chosen distance between the pilot carrying IFDMA
symbols.
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Figure 3.12. MSE as a function of EB/N0 in dB for the estimation of channel variations
in frequency and time domain with the interpolation depth I as parameter and under
consideration of an oversampling factor OT = 2 in time domain for Q = 512.
3.4.5 Complexity
In this section, the estimation algorithms for symbolwise LS, subcarrierwise Wiener
and subcarrierwise DFT are investigated in terms of their computational complexity.
In the following, the computational complexity is measured based on the required
number of complex multiplications. For that purpose, the complex multiplications
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that are required for the aforementioned channel estimation approaches are calculated
and compared. Further on, the complexity of the Wiener interpolation in time domain
which is used to estimate the channel transfer factors of the non-pilot carrying IFDMA
symbols is considered which is identical for each of the aforementioned pilot insertion
methods. In the following, divisions are assumed to have the same computational
complexity as multiplications and repeated operations are assumed to contribute only
once to the computational complexity as the result of these operations can be stored
and reused [Sil08]. Further on, the calculation of the Wiener filter coefficients can
be realized once in an oﬄine process and the result can be stored in memory and
retrieved for the filtering operations. Therefore, the calculation of the Wiener filter
coefficients is discounted within the complexity considerations and only the filtering
operations themselves are counted. Further on, the application of the DFT and IDFT
is assumed to be realized by a Fast Fourier Transform (FFT) and Inverse Fast Fourier
Transform (IFFT) algorithm according to [KK98], respectively.
In Table 3.6, the number of complex multiplications is given for the respective estima-
tion algorithm. It can be seen that the second part is identical for each of the three
algorithms as it refers to the Wiener interpolation in time domain. In time domain,
each of the Q channel transfer factors within the K − P non-pilot carrying IFDMA
symbols is obtained by the multiplication of V supporting channel transfer factors
with one Wiener filter coefficient, respectively. The first part of the complex multi-
plications differs for each of the algorithms. The estimation algorithm for symbolwise
LS exhibits the least complexity as the estimation is performed by an LS estimation
whose complexity increases linearly with increasing number Q of allocated subcarriers.
For subcarrierwise Wiener, the complexity increases because a Wiener filter with W
Table 3.6. Number of complex multiplications
Algorithm Complex multiplications
symbolwise LS P ·Q + (K − P ) ·Q · V
subcarrierwise Wiener P · (QP +QD ·W ) + (K − P ) ·Q · V
subcarrierwise DFT P · (QP +QP · log2(QP) +Q · log2(Q)) + (K − P ) ·Q · V
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coefficients is applied for the QD non-pilot carrying subcarriers additionally to the LS
estimation for the QP pilot carrying subcarriers. For subcarrierwise DFT, the DFT
and IDFT operations which are applied to the QP LS estimates of the channel transfer
factors are realized by FFT and IFFT operations and lead to an increasing complexity
with QP · log2(QP) which corresponds to the IFFT size and Q · log2(Q) which corre-
sponds to the FFT size. For symbolwise LS and subcarrierwise Wiener, the first part of
the number of complex multiplications is clearly less than the second part representing
the Wiener interpolation in time domain under the assumption of practical parameters.
Therefore, the complexity of both algorithms is comparable as it is mainly determined
by the Wiener interpolation in time domain. For subcarrierwise DFT, the contribu-
tions of the FFT and IFFT operations to the overall computational complexity cannot
be neglected.
3.5 Conclusions
In this chapter, different methods for the insertion of pilot symbols into the IFDMA
transmit signal have been presented. The pilot insertion methods have been combined
with different algorithms for the estimation of the channel variations in frequency and
time domain. Further on, the pilot insertion methods have been investigated in terms
of their respective influence on the PAPR of the IFDMA transmit signal. For the
introduced pilot assisted channel estimation algorithms, the pilot symbol overhead has
been derived as an SNR degradation and the MSE performance has been presented.
Finally, the algorithms have been compared in terms of their computational complexity.
The main conclusions of this chapter can be summarized as follows:
• For symbolwise pilot insertion, the modulation process leaves the PAPR unaf-
fected and, thus, the modulated pilot sequence exhibits the same PAPR as the
unmodulated pilot sequence. For the usage of CAZAC sequences as pilot se-
quence, the PAPR of symbolwise pilot insertion is the same as for an IFDMA
signal without pilot transmission. For subcarrierwise pilot insertion, the PAPR
increases with increasing interpolation depth I.
• The sampling theorem in frequency and time domain has to be fulfilled in order
to estimate the channel variations in frequency and time domain by pilot assisted
channel estimation. That means, at least one subcarrier per coherence bandwidth
of the channel and one IFDMA symbol per coherence time of the channel has
to be used for pilot transmission. For IFDMA, the fulfillment of the sampling
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theorem in frequency and time domain entails the usage of each of the Q allocated
subcarriers for pilot transmission in frequency domain if the number LC of channel
delay taps is larger than Q
2
. That means, for IFDMA, interpolation in frequency
domain is solely feasible if Q is large, i.e., the transmitted data rate is high.
• The application of oversampling in frequency and time domain reduces inter-
polation errors and, thus, improves the channel estimation performance. For
the considered WINNER SCM urban macro-cell channel, an oversampling factor
OF = 2 in frequency domain and an oversampling factor OT = 5 in time domain
leads to reasonable performance results.
• The application of subcarrierwise pilot insertion with Wiener interpolation in
frequency and time domain leads to the best MSE performance in comparison to
the other presented algorithms for EB/N0 < 20 dB because due to the application
of Wiener filtering, the estimation errors caused by AWGN are reduced. For
EB/N0 > 20 dB, the application of symbolwise pilot insertion with LS estimation
for each allocated subcarrier in frequency domain and Wiener interpolation in
time domain shows the best MSE performance because interpolation errors in
frequency domain are avoided.
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Chapter 4
Semiblind Channel Estimation for IFDMA
4.1 Introduction
In this chapter, semiblind channel estimation is presented for IFDMA.
For pilot assisted channel estimation, it has been shown that at least one subcarrier
per coherence bandwidth and one IFDMA symbol per coherence time has to be used
for pilot transmission in order to get a reliable estimate of the time varying channel
transfer factors. In frequency domain, for IFDMA, the distance between adjacent
subcarriers allocated to a user is often larger than the coherence bandwidth of the
channel. This means, if the number Q of allocated subcarriers is smaller than twice
the number LC of channel delay taps, interpolation in frequency domain between the
distributed subcarriers allocated to a specific user is not possible due to the large
distance between adjacent subcarriers. Therefore, especially for a small number Q of
allocated subcarriers, i.e., for low data rates, each allocated subcarrier has to be used
for pilot transmission to fulfill the sampling theorem in frequency domain. The missing
possibility of interpolation in frequency domain even for channels with low frequency
selectivity, i.e., a small delay spread in time domain, leads to an increasing pilot symbol
overhead for IFDMA. In time domain, the data of a certain user is transmitted within
TDMA slots each consisting of K successively transmitted IFDMA symbols with cyclic
prefix. The distance between the TDMA slots allocated to a certain user is much larger
than the coherence time of the channel [WINdf]. The application of pilot assisted
channel estimation with interpolation in time domain entails the transmission of pilot
symbols within at least two pilot carrying IFDMA symbols for each allocated TDMA
slot. This means, the pilot symbol overhead increases for a small number K of IFDMA
symbols per TDMA slot.
To overcome the aforementioned high pilot symbol overhead for IFDMA, the appli-
cation of semiblind channel estimation is introduced in this chapter. By applying
semiblind channel estimation, the sampling theorem in frequency and time domain
can be violated and the number QP of pilot carrying subcarriers and the number P
of pilot carrying IFDMA symbols can be reduced compared to pilot assisted channel
estimation. In frequency domain, the channel transfer factors of the non-pilot car-
rying subcarriers can be estimated by evaluating the second order statistics of the
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received IFDMA signal to obtain information about the channel. For this second order
statistics analysis, the redundancy within the IFDMA signal which is introduced by
the signal generation in time domain through compression and repetition is exploited.
In Section 4.2, the application of two different second order statistics based channel
estimation algorithms is introduced for IFDMA. The algorithms are derived for the
application in an IFDMA system and special features arising due to the application
to this multiple access scheme are pointed out. In time domain, the data symbols
transmitted within the non-pilot carrying IFDMA symbols can be exploited to obtain
an estimate of the channel transfer factors for each of the K IFDMA symbols transmit-
ted within the TDMA slot. In Section 4.3, the second order statistics based channel
estimation algorithms introduced in Section 4.2 are combined with a decision directed
channel estimation approach. By this means, the channel can be estimated even if the
sampling theorem in frequency and time domain is not fulfilled and current channel
estimation approaches fail. In order to mitigate error propagation in time domain,
the application of an iterative Wiener filter to the decision directed estimates in time
domain is proposed which improves the estimation performance. Section 4.4 presents
the pilot symbol overhead, the MSE performance and the computational complexity of
the introduced semiblind channel estimation algorithms. The main conclusions of this
chapter are drawn in Section 4.5. Parts of this chapter have been originally published
by the author in [SK08,SK09b].
4.2 Reduced Number of Pilot Symbols in Fre-
quency Domain
4.2.1 Introduction
In this section, two second order statistics based channel estimation algorithms are
presented for IFDMA. The number of pilot symbols in frequency domain is reduced
such that the sampling theorem in frequency domain is no longer fulfilled and the chan-
nel variations in frequency domain cannot be estimated with the help of interpolation
filters. The pilot symbols are inserted by the subcarrierwise pilot insertion according
to Section 3.2.3 and the LS estimates ˆ¯c
(u)
κ,qP, qP = 0, . . . , QP − 1, of the channel transfer
factors corresponding to the QP pilot carrying subcarriers are obtained according to
Eq. (3.25). The number QP of pilot carrying subcarriers is assumed to be smaller than
the number LC of channel delay taps and, thus, the application of interpolation in
frequency domain as explained in Section 3.2.3 is not feasible for the estimation of the
channel transfer factors corresponding to the non-pilot carrying subcarriers. The LS
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estimates of the channel transfer factors corresponding to the pilot carrying subcarriers
are combined with two different second order statistics approaches leading to two semi-
blind channel estimation approaches for the estimation of frequency domain channel
variations. The first one that is introduced in Section 4.2.2 is the correlation based
semiblind channel estimation. It is based on [TG97] and exploits the information about
the channel impulse response vector that is inherent to the autocorrelation matrix of
the received IFDMA symbols. The second one introduced in Section 4.2.3 is the sub-
space based semiblind channel estimation which is based on [MDCM95] and [MdCD02]
and takes advantage of the orthogonality between signal and noise subspace.
In the following, 0a and 0a×b denote an a× a and an a× b matrix, respectively, which
contains all zero elements. Further on, Ia represents an a × a identity matrix and 
stands for matrix or vector entries which are not calculated explicitly as they are of no
relevance for the subsequent derivations.
4.2.2 Correlation Based Semiblind Channel Estimation
4.2.2.1 Estimation for Channels with Small Delay Spread
In this section, the correlation based semiblind channel estimation is derived for the
case of small channel delay spreads which means that the number LC of channel delay
taps is assumed to fulfill the condition
LC ≤ Q . (4.1)
For this case, the cyclic prefix consists of NG = LG · Q elements with LG = 1 and
interpolation for pilot assisted channel estimation is not feasible if LC > Q/2. The
restriction according to Eq. (4.1) is made as each received IFDMA symbol exhibits a
cyclostationarity with Q due to the signal generation by compression and repetition.
Thus, a maximum number of LC = Q channel delay taps can be estimated. For the
application of correlation based semiblind channel estimation to IFDMA, each received
IFDMA symbol with cyclic prefix is analyzed at the receiver. As the cyclic prefix parts
of different users cannot assumed to be orthogonal to each other, the influence of
multiple users in the system shall be considered. In order to derive the principle of
correlation based semiblind channel estimation at first, U = 1 user in the system is
considered in this section.
In Figure 4.1, the principle of the correlation based semiblind channel estimation for
IFDMA is illustrated in a block diagram. This figure depicts the transmitter and the
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receiver part for subcarrierwise pilot insertion as introduced in Section 3.2.3. The
receiver part is extended by the correlation based estimation, which is combined with
the LS estimation at the pilot carrying subcarriers. In the following, the principle of
correlation based estimation for IFDMA is deduced at first. Then, the combination of
correlation based estimation with the pilot based LS estimation is explained.
For correlation based channel estimation, the received signal is analyzed before cyclic
prefix removal. As defined in Section 2.4, the kth IFDMA symbol with cyclic pre-
fix x˜
(u)
k of user u after transmission over the channel with impulse response vector
h
(u)
k and distortion by the AWGN vector ν˜
(u)
k (k) = [ν
(u)
k,0 , . . . , ν
(u)
k,LQ−1] is denoted by
r˜
(u)
k = [r
(u)
k,0, . . . , r
(u)
k,LQ−1]
T. The vector r˜
(u)
k includes the received cyclic prefix part and
consists of LQ = (LU + LG)Q elements. Due to the IFDMA signal generation by
compression, repetition and phase shifting, it is known that the received vector r˜
(u)
k
comprises L blocks each containing identical data symbols which are compressed in
time and phase shifted. Thus, the received vector r˜
(u)
k can be split into L blocks
r
(u)
k,j = [r
(u)
k,jQ, . . . , r
(u)
k,jQ+Q−1]
T, j = 0, . . . , L− 1, each containing the Q transmitted data
symbols. With this, the received vector r˜
(u)
k including the received cyclic prefix part
can be represented by L blocks according to
r˜
(u)
k =
[
r
(u)T
k,0 , . . . , r
(u)T
k,L−1
]T
. (4.2)
Due to the transmission over a multipath channel, the received vector r˜
(u)
k with index
k is influenced by the transmitted IFDMA symbol with index k, the cyclic prefix of
the IFDMA symbol with index k and the last block of the IFDMA symbol with index
k − 1. This influence is illustrated in Figure 4.2.
Let H
(u)
k,0 denote the Q×Q Toeplitz matrix given by
H
(u)
k,0 =


h
(u)
k,0 0 · · · · · · 0
h
(u)
k,1 h
(u)
k,0 0 · · ·
...
...
. . . 0
h
(u)
k,LC−1
· · · h(u)k,0 0
...
. . .
. . .
0 · · · 0 h(u)k,LC−1 · · · h
(u)
k,0


, (4.3)
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Figure 4.1. Block diagram of transmission chain with subcarrierwise pilot insertion at
the transmitter and correlation based semiblind channel estimation at the receiver.
let further H
(u)
k,1 denote the Q×Q Toeplitz matrix given by
H
(u)
k,1 =


0 · · · 0 h(u)k,LC−1 · · · h
(u)
k,1
...
. . .
. . .
...
0 · · · 0 h(u)k,LC−1
0 · · · 0
...
...
0 · · · 0


. (4.4)
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Figure 4.2. Influence of the transmitted IFDMA symbols x˜
(u)
k and x˜
(u)
k−1 with cyclic
prefix on the received vector r˜
(u)
k due to transmission over a multipath channel with
LC ≤ Q delay taps.
Then, the LQ× (L+ 1)Q matrix H(u)k,corr is defined by
H
(u)
k,corr =


H
(u)
k,1 H
(u)
k,0 0Q · · · 0Q
0Q H
(u)
k,1 H
(u)
k,0 · · · 0Q
...
. . .
. . . 0Q
0Q · · · 0Q H(u)k,1 H(u)k,0

 . (4.5)
With Φ
(u)
i , i = 0, . . . , LU−1, according to Eq. (2.8), let the (L+1)Q×2Q matrix Θ(u)corr
contain the user dependent phase shift and be defined according to
Θ(u)
corr
=


Φ
(u)
LU−1
0Q
0Q Φ
(u)
LU−1
0Q Φ
(u)
0
0Q Φ
(u)
1
...
...
0Q Φ
(u)
LU−1


. (4.6)
Then, the received vector r˜
(u)
k is specified based on Eqs. (4.2), (4.5), (4.6), the vector
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w
(u)
k defined in Eq. (2.7) and the AWGN vector ν˜
(u)
k according to
r˜
(u)
k = H
(u)
k,corr ·Θ(u)corr ·
[
w
(u)
k−1
w
(u)
k
]
+ ν˜
(u)
k . (4.7)
With E{w(u)k ·w(u)
H
k } = σ2W · IQ, E{w(u)k · w(u)
H
k−1 } = 0Q and E{ν˜(u)k · ν˜(u)
H
k } = σ2ν · ILQ,
the autocorrelation matrix E{r˜(u)k · r˜(u)
H
k } of the received vector r˜(u)k is given by
E
{
r˜
(u)
k · r˜(u)
H
k
}
= H
(u)
k,corr ·Θ(u)corr · σ2W · I2Q ·Θ(u)
H
corr ·H(u)
H
k,corr + σ
2
ν · ILQ . (4.8)
Considering the definition of H
(u)
k,corr in Eq. (4.5) and the definition of Θ
(u)
corr
in Eq. (4.6),
the calculation of the first Q columns of the autocorrelation matrix in Eq. (4.8) equals
E
{
r˜
(u)
k · r˜(u)Hk
}
=
σ2W ·


H
(u)
k,0 ·H(u)
H
k,0 +H
(u)
k,1 ·H(u)
H
k,1  · · · 
(H
(u)
k,0 ·Φ(u)0 +H(u)k,1 ·Φ(u)LU−1) ·Φ
(u)H
LU−1
·H(u)Hk,0  · · · 
(H
(u)
k,0 ·Φ(u)1 +H(u)k,1 ·Φ(u)0 ) ·Φ(u)
H
LU−1
·H(u)Hk,0  · · · 
...
...
. . .
...
(H
(u)
k,0 ·Φ(u)LU−1 +H
(u)
k,1 ·Φ(u)LU−2) ·Φ
(u)H
LU−1
·H(u)Hk,0  · · · 


+ σ2ν · ILQ .
(4.9)
Eq. (4.9) shows that the autocorrelation matrix contains the Q×Q matrix(
H
(u)
k,0 ·Φ(u)0 +H(u)k,1 ·Φ(u)LU−1
)
·Φ(u)HLU−1 ·H
(u)H
k,0 , (4.10)
whose first column entry can be derived under consideration of the Toeplitz structure
of H
(u)
k,0 and H
(u)
k,1 according to
(H
(u)
k,0 ·Φ(u)0 +H(u)k,1 ·Φ(u)LU−1) ·Φ
(u)H
LU−1
·H(u)Hk,0 =

h
(u)
k,0 · h(u)
∗
k,0 · e−j·0·Q·ϕ
(u) · ej·(LU−1)·Q·ϕ(u)  · · · 
h
(u)
k,1 · h(u)
∗
k,0 · e−j·0·Q·ϕ
(u) · ej·(LU−1)·Q·ϕ(u)  · · · 
...
... · · · ...
h
(u)
k,LC−1
· h(u)∗k,0 · e−j·0·Q·ϕ
(u) · ej·(LU−1)·Q·ϕ(u)  · · · 
0  · · · 
...
... · · · ...
0  · · · 


.
(4.11)
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Accordingly, the LU− 1 matrices (H(u)k,0Φi+H(u)k,1Φi−1) ·ΦHLU−1H
(u)H
k,0 , i = 1, . . . , LU− 1,
in Eq. (4.9) result in
(H
(u)
k,0Φi +H
(u)
k,1Φi−1) ·ΦHLU−1H
(u)H
k,0 =

h
(u)
k,0 · h(u)
∗
k,0 · e−j·i·Q·ϕ
(u) · ej·(LU−1)·Q·ϕ(u)  · · · 
h
(u)
k,1 · h(u)
∗
k,0 · e−j·i·Q·ϕ
(u) · ej·(LU−1)·Q·ϕ(u)  · · · 
...
... · · · ...
h
(u)
k,LC−1
· h(u)∗k,0 · e−j·i·Q·ϕ
(u) · ej·(LU−1)·Q·ϕ(u)  · · · 
0  · · · 
...
... · · · ...
0  · · · 


.
(4.12)
Eq. (4.11) and (4.12) show that the autocorrelation matrix of the received vec-
tor r˜
(u)
k contains LU-times the information about each channel delay tap h
(u)
k,l , l =
0, . . . , LC−1. Based on the observations in Eqs. (4.9), (4.11) and (4.12), the Q×1 vec-
tor [h
(u)
k,0, . . . , h
(u)
k,LC−1
, 0, . . . , 0]T containing the LC channel delay taps can be calculated
by [
h
(u)
k,0, . . . , h
(u)
k,LC−1
, 0, . . . , 0
]T
=
1
LU·σ
2
W·h
(u)∗
k,0
· E
{
LU−1∑
i=0
ej·i·Q·ϕ
(u) · e−j·(LU−1)·Q·ϕ(u) · r(u)∗k,0 · r(u)k,i+1
}
.
(4.13)
For practical implementations, the expectation value in Eq. (4.13) is approximated by
the arithmetic mean over K received vectors [Ha¨n01]. This approximation is valid for
small channel variations in time domain implying that the channel delay taps h
(u)
k,l are
approximately constant within the time duration K · T , i.e.,
h
(u)
l ≈ h(u)k,l , for k = 0, . . . , K − 1 and l = 0, . . . , LC − 1 . (4.14)
Thus, a joint estimate [hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0]T for all k = 0, . . . , K − 1 is given by
[
hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0
]T
=
1
LU·K·σ
2
W·h
(u)∗
0
·
K−1∑
k=0
LU−1∑
i=0
ej·i·Q·ϕ
(u) · e−j·(LU−1)·Q·ϕ(u) · r(u)∗k,0 · r(u)k,i+1 ,
(4.15)
with K the number of received vectors used to estimate the expectation value at the
receiver.
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As the factor h
(u)∗
0 is unknown at the receiver, the channel delay taps can only be esti-
mated within this complex scalar ambiguity if no further information about the channel
is available [TG97]. The ambiguity in Eq. (4.15) can be resolved by taking into account
the pilot assisted channel estimates of the channel transfer factors corresponding to the
QP pilot carrying subcarriers. For this purpose, the vector [hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0]T
estimated by the correlation based estimation according to Eq. (4.15) is considered
in frequency domain. The frequency domain representation of the correlation based
estimate is calculated according to[
ˆ¯c
(u)
0,corr, . . . , ˆ¯c
(u)
Q−1,corr
]T
= FQ ·
[
hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0
]T
. (4.16)
Due to the assumption LC ≤ Q, the elements ˆ¯c(u)q,corr, q = 0, . . . , Q− 1, of the resulting
vector correspond to the channel transfer factors of the Q allocated subcarriers as it
has been defined in Eq. (2.43) and (2.45). The additional index ’corr’ is applied to
distinguish the correlation based estimate from the LS estimate. The elements ˆ¯c
(u)
q,corr,
q = 0, . . . , Q − 1, exhibit the same factor h(u)∗0 of ambiguity as the elements hˆ(u)l ,
l = 0, . . . , LC−1, because this constant factor remains unaffected by the application of
the DFT operation in Eq. (4.16). The factor of ambiguity is estimated by taking the
average over the ratio between the LS estimates and the correlation based estimates
at the pilot carrying subcarriers. Thus, the factor of ambiguity is estimated by
hˆ
(u)∗
0 =
1
QP
QP−1∑
qP=0
ˆ¯c
(u)
κ,qP
ˆ¯c
(u)
qP,corr
. (4.17)
Then, the complex scalar ambiguity can be resolved and the estimates of the channel
transfer factors for the non-pilot carrying subcarriers are obtained by
ˆ¯c(u)qD =
ˆ¯c
(u)
qD,corr
hˆ
(u)∗
0
for qD = 0, . . . , QD − 1 , (4.18)
which are valid for all IFDMA symbols with indices k = 0, . . . , K − 1. Finally, the
estimates ˆ¯c
(u)
qD , qD = 0, . . . , QD − 1, and the LS estimates ˆ¯c(u)κ,qP, qP = 0, . . . , QP − 1, are
combined in the vector ˆ¯c
(u)
.
In this section, it has been shown that the channel transfer factors corresponding to the
non-pilot carrying subcarriers can be estimated by analyzing the autocorrelation matrix
of the received vectors r˜
(u)
k , k = 0, . . . , K−1, if the number LC of channel delay taps is
smaller than or equal to the number Q of elements per IFDMA block. This condition
applies to the introduced correlation based semiblind channel estimation because each
IFDMA symbol with cyclic prefix contains blocks of Q differing data symbols. As the
correlation of these blocks is used to estimate the channel delay taps, the number of
unknown elements is restricted to Q.
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4.2.2.2 Estimation for Channels with Large Delay Spread
In this section, the correlation based semiblind channel estimation that has been ex-
plained in Section 4.2.2.1 is derived for the case of large channel delay spreads which
means that the number LC of channel delay taps is assumed to fulfill the condition
LC > Q . (4.19)
For this case, the cyclic prefix consists of NG = LG ·Q elements with
LG =
⌈
LC
Q
⌉
. (4.20)
For large channel delay spreads, the estimation of the channel delay taps
h
(u)
k,0, . . . , h
(u)
k,LC−1
is not feasible while applying the correlation based semiblind channel
estimation introduced in Section 4.2.2.1. However, for IFDMA, the knowledge of the
Q channel transfer coefficients corresponding to the allocated subcarriers is sufficient
to describe the channel influence on the received IFDMA symbol. Therefore, in the
following, a correlation based semiblind channel estimation is derived which provides
estimates of the elements c
(u)
k,q , q = 0, . . . , Q− 1 of the cyclic channel impulse response
which are the time domain representations of the Q channel transfer factors corres-
ponding to the allocated subcarriers. By doing so, the number of unknown elements
to be estimated reduces from LC to Q and the correlation based semiblind channel
estimation is feasible. In the following, the principle of correlation based semiblind
channel estimation for channels with large delay spread is again presented for U = 1
user in the system. The principle of correlation based estimation for large channel de-
lay spreads is deduced at first. Then, the combination of correlation based estimation
with the pilot based LS estimation is explained.
For the correlation based channel estimation, the vector r˜
(u)
k containing the received
IFDMA symbol with index k and the corresponding cyclic prefix is considered as ex-
plained in Section 4.2.2.1. Due to the assumption that the number LC of channel delay
taps is larger than the number Q of elements per IFDMA block, the received vector
r˜
(u)
k is influenced by the transmitted IFDMA symbol with index k, the cyclic prefix of
the IFDMA symbol with index k and the last LG blocks of the transmitted IFDMA
symbol with index k − 1 as it is illustrated in Figure 4.3.
In order to describe the vector r˜
(u)
k in dependency of the channel delay taps h
(u)
k,l ,
l = 0, . . . , LC − 1, the Q×Q matrices H(u)k,0, . . . ,H(u)k,LG are defined in the following.
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cyclic prefix
cyclic prefix
x˜
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(u)
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(u)
k Φ
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k Φ
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0w
(u)
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w
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k Φ
(u)
LU−1
w
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k−1Φ
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LU−1
w
(u)
k−1Φ
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... .........
... ...
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...... ...
r
(u)
k,0 r
(u)
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r
(u)
k,L−1 r
(u)
k,L−1r
(u)
k−1,L−1r
(u)
k−1,L−LG−1
parts of the transmitted IFDMA symbols x˜
(u)
k and x˜
(u)
k−1 with cyclic prefix
influencing the received vector r˜
(u)
k
Figure 4.3. Influence of the transmitted IFDMA symbols x˜
(u)
k and x˜
(u)
k−1 with cyclic
prefix on the received vector r˜
(u)
k due to transmission over a multipath channel with
LC > Q delay taps.
Let H
(u)
k,0 denote the Toeplitz matrix that is given by
H
(u)
k,0 =


h
(u)
k,0 0 · · · · · · 0
h
(u)
k,1 h
(u)
k,0 0 · · ·
...
...
. . . 0
h
(u)
k,Q−1 · · · h(u)k,0

 . (4.21)
The Toeplitz matrices H
(u)
k,j , j = 1, . . . , LG − 2, are defined according to
H
(u)
k,j =


h
(u)
k,jQ h
(u)
k,jQ−1 · · · h(u)k,(j−1)Q+1
h
(u)
k,jQ+1 h
(u)
k,jQ · · ·
...
...
. . .
h
(u)
k,(j+1)Q−1 · · · h(u)k,jQ


. (4.22)
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Further, let H
(u)
k,LG−1
and H
(u)
k,LG
be defined according to
H
(u)
k,LG−1
=


h
(u)
k,(LG−1)Q
· · · h(u)k,(LG−2)Q+1
...
. . .
h
(u)
k,LC−1
...
0
. . .
. . .
...
0 · · · 0 h(u)k,LC−1 · · · h
(u)
k,(LG−1)Q


(4.23)
and
H
(u)
k,LG
=


0 · · · 0 h(u)k,LC−1 · · · h
(u)
k,(LG−1)Q+1
...
. . .
. . .
...
0 · · · 0 h(u)k,LC−1
0 · · · 0
...
...
0 · · · 0


, (4.24)
respectively.
With the aforementioned definitions, the received vector r˜
(u)
k can be represented by
r˜
(u)
k =


H
(u)
k,LG
· · · H(u)k,0 0Q · · · 0Q
0Q H
(u)
k,LG
· · · H(u)k,0 0Q · · · 0Q
...
0Q · · · 0Q H(u)k,LG · · · H
(u)
k,0

 ·


Φ
(u)
LU−LG
0Q
...
...
Φ
(u)
LU−1
0Q
0Q Φ
(u)
LU−LG
...
...
0Q Φ
(u)
LU−1
Φ
(u)
0
...
...
0Q Φ
(u)
LU−1


·
[
w
(u)
k−1
w
(u)
k
]
+ ν˜
(u)
k .
(4.25)
Now, the blocks r
(u)
k,0, . . . , r
(u)
k,L−1 of the vector r˜
(u)
k are inverse phase shifted which leads
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to the vector ˇ˜r
(u)
k that is calculated according to
ˇ˜r
(u)
k =


rˇ
(u)
k,0
...
rˇ
(u)
k,L−1


=


Φ
(u)H
LU−LG
0 · · · 0
0
. . . 0 0
0 Φ
(u)H
LU−1
0 · · · 0
... 0 Φ
(u)H
0 0
...
. . . 0
0 · · · 0 Φ(u)HLU−1


· r˜(u)k .
(4.26)
The vector ˇ˜r
(u)
k exhibits a dependency on the matrix H
(u)
k which contains the elements
c
(u)
k,q of the cyclic channel impulse response as defined in Eq. (2.38). A detailed derivation
of the vector ˇ˜r
(u)
k can be found in the Appendix A.1. At this point, only the crucial
relation between ˇ˜r
(u)
k and the matrix H
(u)
k is stated which is given by
ˇ˜r
(u)
k =
LG


LU




 Φ
(u)H
LU−LG
·H(u)k,0 ·Φ(u)LU−LG
... 
...
 
0Q H
(u)
k
...
...
0Q H
(u)
k


·
[
w
(u)
k−1
w
(u)
k
]
+


Φ
(u)H
LU−LG
0 · · · 0
0
. . . 0 0
0 Φ
(u)H
LU−1
0 · · · 0
... 0 Φ
(u)H
0 0
...
. . . 0
0 · · · 0 Φ(u)HLU−1


· ν˜(u)k .
(4.27)
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The autocorrelation matrix of ˇ˜r
(u)
k is specified by
E
{
ˇ˜r
(u)
k · ˇ˜r
(u)H
k
}
=
LG


LU




 · · · 
...
...
 
H
(u)
k ·
(
Φ
(u)H
LU−LG
·H(u)k,0 ·Φ(u)LU−LG
)H
 · · · 
...
...
...
H
(u)
k ·
(
Φ
(u)H
LU−LG
·H(u)k,0 ·Φ(u)LU−LG
)H
 · · · 


·σ2W+σ2ν ·ILQ
(4.28)
and contains LU times the matrix multiplication H
(u)
k ·
(
Φ
(u)H
LU−LG
·H(u)k,0 ·Φ(u)LU−LG
)H
.
The calculation of H
(u)
k ·
(
Φ
(u)H
LU−LG
·H(u)k,0 ·Φ(u)LU−LG
)H
leads to the Q × Q matrix that
is given by
H
(u)
k ·
(
Φ
(u)H
LU−LG
·H(u)k,0 ·Φ(u)LU−LG
)H
=


c
(u)
k,0 c
(u)
k,Q−1 · · · c(u)k,1
c
(u)
k,1 c
(u)
k,0 · · · c(u)k,Q−2
... · · · . . . ...
c
(u)
k,Q−1 c
(u)
k,Q−2 · · · c(u)k,0


·


h
(u)
0 0 · · · · · · 0
h
(u)
1 · ej·ϕ(u) h(u)0 0 · · ·
...
...
. . . 0
h
(u)
Q−1 · ej·(Q−1)·ϕ
(u) · · · h(u)0


H
=


c
(u)
k,0 · h(u)
∗
k,0  · · · 
...
...
...
c
(u)
k,Q−1 · h(u)
∗
k,0  · · · 

 .
(4.29)
Thus, the first column of the autocorrelation matrix in Eq. (4.28) contains LU times
the cyclic channel impulse response vector c
(u)
k = [c
(u)
k,0, . . . , c
(u)
k,Q−1]
T. Considering the
derivations in Section 4.2.2.1 and assuming that there are only small channel variations
in time domain, i.e., c
(u)
k,q ≈ c(u)q for k = 0, . . . , K − 1 and q = 0, . . . , Q − 1 the vector
c(u) = [c
(u)
0 , . . . , c
(u)
Q−1]
T can be estimated by
[
cˆ
(u)
0 , . . . , cˆ
(u)
Q−1
]T
=
1
LU ·K · σ2W · h(u)
∗
0
K−1∑
k=0
LU−1∑
i=0
rˇ
(u)
k,i+LG
· rˇ(u)∗k,0 . (4.30)
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The cyclic channel impulse response vector is estimated within the complex scalar
ambiguity represented by the factor h
(u)∗
0 . An estimate of the factor h
(u)∗
0 is obtained
as explained in Section 4.2.2.1. The vector [cˆ
(u)
0 , . . . , cˆ
(u)
Q−1]
T is transformed in frequency
domain according to[
ˆ¯c
(u)
0,corr, . . . , ˆ¯c
(u)
Q−1,corr
]T
= FQ ·
[
cˆ
(u)
0 , . . . , cˆ
(u)
Q−1
]T
. (4.31)
The elements ˆ¯c
(u)
q,corr, q = 0, . . . , Q− 1, of the resulting vector correspond to the channel
transfer factors of the Q allocated subcarriers as it has been defined in Eq. (2.43)
and (2.45). Then, the factor of ambiguity is estimated according to Eq. (4.17) and
the estimates ˆ¯c
(u)
qD , qD = 0, . . . , QD − 1, with resolved complex scalar ambiguity are
calculated as shown in Eq. (4.18). Finally, the estimates ˆ¯c
(u)
qD , qD = 0, . . . , QD − 1, and
the LS estimates ˆ¯c
(u)
κ,qP, qP = 0, . . . , QP − 1, are combined in the vector ˆ¯c(u).
4.2.2.3 Multi-User Influence
In this section, the correlation based semiblind channel estimation that has been de-
rived in Section 4.2.2.1 is investigated for the case that the signals of multiple users
are transmitted within the same TDMA slot. As for correlation based semiblind chan-
nel estimation, the received IFDMA signals are analyzed with the cyclic prefix parts
inclusively, the impact of the signals transmitted by multiple users on the estimation
algorithm needs to be investigated. The LS estimates of the channel transfer factors
corresponding to the QP pilot carrying subcarriers remain unaffected by the transmis-
sion of multiple users within the same TDMA slot as it has been shown in Section 3.2.3.
Therefore, this section concentrates on the influence of multiple users on the correla-
tion based channel estimation. For this purpose, the received IFDMA signal at a base
station is considered and the correlation based channel estimation is derived for a cer-
tain user with index u1 in case of uplink transmission. For the sake of completeness,
the influence of multiple users allocated to the same TDMA slot on the correlation
based channel estimation is further investigated for downlink transmission. For clarity
reasons, the investigations are performed under the assumption of small channel delay
spreads, i.e., LC ≤ Q. However, the conclusions are applicable to the case of large
channel delay spreads as well.
Uplink For uplink transmission, the received signal is considered at a base station
of the system. During uplink transmission, the signals transmitted within the same
TDMA slot by each of the U users experience user-specific channel conditions. At the
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base station the superposition of the U users’ signals disturbed by AWGN is received.
The total received vector with index k at the base station is represented by
r˜k =
U−1∑
u=0
(
H
(u)
k,corr ·Θ(u)corr ·
[
w
(u)
k−1
w
(u)
k
])
+ ν˜k . (4.32)
The total received vectors r˜k with k = 0, . . . , K − 1 are utilized to derive a correlation
based channel estimate for the user with index u1. Due to cyclic prefix insertion,
the IFDMA symbols transmitted by different users maintain their orthogonality after
transmission over a multipath channel. Therefore, the IFDMA symbol transmitted by
the user with index u1 can be separated from the IFDMA symbols transmitted by other
users. However, the cyclic prefixes transmitted by different users are not orthogonal
to each other and the cyclic prefix transmitted by the user with index u1 cannot be
separated from the cyclic prefixes transmitted by other users at the base station.
The received vector r˜
(u1)
k of the considered user with index u1 can thus be represented
by the received vector defined in Eq. (4.7) that is superposed by the cyclic prefix parts
transmitted by other users. r˜
(u1)
k is given by
r˜
(u1)
k = H
(u1)
k,corr ·Θ(u1)corr ·
[
w
(u1)
k−1
w
(u1)
k
]
+ ν˜
(u1)
k
+
U−1∑
u=0
u 6=u1




H
(u)
k,1 H
(u)
k,0 0Q · · · 0Q
0Q 0Q 0Q · · · 0Q
...
. . .
. . .
...
0Q · · · 0Q 0Q 0Q

 ·Θ(u)corr ·
[
w
(u)
k−1
w
(u)
k
] . (4.33)
With E{w(u1)k ·w(u2)
H
k } = 0Q, for u1 6= u2, the autocorrelation matrix of r˜(u1)k yields
E
{
r˜
(u1)
k · r˜(u1)
H
k
}
= H
(u1)
k,corr ·Θ(u1)corr · σ2W · I2Q ·Θ(u1)
H
corr
·H(u1)Hk,corr + σ2ν · ILQ
+
U−1∑
u=0
u 6=u1


σ2W · (H(u)k,0 ·H(u)
H
k,0 +H
(u)
k,1 ·H(u)
H
k,1 ) 0Q · · · 0Q
0Q 0Q · · · 0Q
...
...
. . .
...
0Q 0Q · · · 0Q

 . (4.34)
The additive sum term in Eq. (4.34) that is caused by the interfering cyclic prefixes
transmitted by the users with indices u 6= u1 has impact on the first Q elements of the
first Q columns of the autocorrelation matrix. The derivations in Section 4.2.2.1 show
that this part of the autocorrelation matrix remains unused for the correlation based
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channel estimation and, thus, the correlation based channel estimate is not disturbed
by multi-user transmission in the uplink. Therefore, the correlation based semiblind
channel estimation is performed as explained in Section 4.2.2.1 at a base station if the
signals of multiple users are received.
Downlink For downlink transmission, the received signal is considered at the mo-
bile terminal of the user with index u1. The superposition of the U users’ signals is
transmitted by a base station and experiences identical channel conditions for the case
of downlink transmission. At the mobile terminal, the received signal is distorted by
AWGN.
The received vector with index k at the mobile terminal of the user with index u1 is
given by
r˜
(u1)
k = H
(u1)
k,corr ·
U−1∑
u=0
(
Θ(u)
corr
·
[
w
(u)
k−1
w
(u)
k
])
+ ν˜
(u1)
k . (4.35)
The autocorrelation matrix of the received vector r˜
(u1)
k contains the superposition of
the U matrices Θ(u)corr ·Θ(u)
H
corr for u = 0, . . . , U − 1 and is given by
E
{
r˜
(u1)
k · r˜(u1)
H
k
}
= H
(u1)
k,corr ·
U−1∑
u=0
(
Θ(u)
corr
· σ2W · I2Q ·Θ(u)
H
corr
)
·H(u1)Hk,corr + σ2ν · ILQ . (4.36)
The calculation of the first Q columns of the autocorrelation matrix which are impor-
tant for the correlation based channel estimation yields
E
{
r˜
(u1)
k · r˜(u1)Hk
}
=
σ2W ·


H
(u)
k,0 ·H
(u)H
k,0 +H
(u)
k,1 ·H
(u)H
k,1  · · · (
H
(u)
k,0 ·
U−1∑
u=0
Φ
(u)
0 +H
(u)
k,1 ·
U−1∑
u=0
Φ
(u)
LU−1
)
·
U−1∑
u=0
Φ
(u)H
LU−1
·H
(u)H
k,0  · · · 
(
H
(u)
k,0 ·
U−1∑
u=0
Φ
(u)
1 +H
(u)
k,1 ·
U−1∑
u=0
Φ
(u)
0
)
·
U−1∑
u=0
Φ
(u)H
LU−1
·H
(u)H
k,0  · · · 
...
...
. . .
...
(
H
(u)
k,0 ·
U−1∑
u=0
Φ
(u)
LU−1
+H
(u)
k,1 ·
U−1∑
u=0
Φ
(u)
LU−2
)
·
U−1∑
u=0
Φ
(u)H
LU−1
·H
(u)H
k,0  · · · 


+ σ2νILQ .
(4.37)
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Eq. (4.37) and the derivations in Section 4.2.2.1 lead to the calculation of the correlation
based channel estimate according to[
hˆ
(u1)
0 , . . . , hˆ
(u1)
LC−1
, 0, . . . , 0
]T
=
1
LU·K·σ
2
W·h
(u1)
∗
0
·
K−1∑
k=0
LU−1∑
i=0
{
U−1∑
u=0
ej·i·Q·ϕ
(u) ·
U−1∑
u=0
e−j·(LU−1)·Q·ϕ
(u) · r(u1)∗k,0 · r(u1)k,i
}
.(4.38)
Based on the correlation based estimate in Eq. (4.38), the factor h
(u1)∗
0 is estimated
and the correlation based semiblind channel estimate is obtained as explained in Sec-
tion 4.2.2.1. Thus, for multi-user downlink transmission, the channel is estimated
according to Eq. (4.38) and the influence of the U − 1 signals transmitted by other
users in the system on the correlation based semiblind channel estimate is eliminated.
4.2.3 Subspace Based Semiblind Channel Estimation
4.2.3.1 Estimation for Channels with Small Delay Spread
In this section, the subspace based semiblind channel estimation is derived for the case
of small channel delay spreads which means that Eq. (4.1) is fulfilled and that the cyclic
prefix consists of NG = Q elements. This assumption is made as the subspace based
semiblind channel estimation, like the correlation based semiblind channel estimation,
is based on the cyclostationarity with Q of the received IFDMA signal. According
to the correlation based semiblind channel estimation, the cyclic prefix part of each
received IFDMA symbol is also analyzed for the subspace based semiblind channel
estimation and, thus, the influence of multiple users in the system shall be considered.
In this section, the estimation principle is presented for U = 1 user in the system first.
In Figure 4.4, the principle of the subspace based semiblind channel estimation for
IFDMA is illustrated in a block diagram. This figure depicts the transmitter and the
receiver part for subcarrierwise pilot insertion as introduced in Section 3.2.3. The
receiver part is extended by the subspace based estimation, which is combined with
the LS estimation at the pilot carrying subcarriers. In the following, the principle of
subspace based estimation for IFDMA is deduced at first. Then, the combination of
subspace based estimation with the pilot based LS estimation is explained.
In order to apply the subspace based channel estimation to the IFDMA signal of a user
under consideration, three blocks of length Q of the received signal are considered.
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The last block r
(u)
k−1,L−1 of the IFDMA symbol with index k − 1, the cyclic prefix r(u)k,0
of the IFDMA symbol with index k and the first block r
(u)
k,1 of the IFDMA symbol with
index k are comprised in one vector. Due to transmission over a channel with LC ≤ Q
delay taps, this vector is influenced by the last two blocks of the transmitted IFDMA
symbol with index k − 1, the cyclic prefix related to the transmitted IFDMA symbol
with index k and the first block of the transmitted IFDMA symbol with index k as it
is illustrated in Figure 4.5.
Let the matrices H
(u)
k,0, H
(u)
k,1 and Φ
(u)
i , i = 0, . . . , LU − 1, be as defined in Eqs. (4.3),
(4.4) and (2.8), respectively. Further on, it is assumed that there are only small channel
variations in time domain, implying that the matrices H
(u)
k,0 and H
(u)
k,1 are approximately
constant for the IFDMA symbols with indices k = 0, . . . , K − 1, i.e.,
H
(u)
0 ≈ H(u)k,0 and H(u)1 ≈ H(u)k,1, for k = 0, . . . , K − 1 . (4.39)
Let ν
(u)
k,j = [ν
(u)
k,jQ, . . . , ν
(u)
k,jQ+Q−1]
T for j = 0, . . . , L − 1 denote L vectors containing
Q AWGN samples each. Let further H
(u)
sub denote a 3Q × 4Q matrix that is defined
according to
H
(u)
sub =


H
(u)
1 H
(u)
0 0Q 0Q
0Q H
(u)
1 H
(u)
0 0Q
0Q 0Q H
(u)
1 H
(u)
0

 (4.40)
and Θ
(u)
sub denote a 4Q× 2Q matrix that is defined according to
Θ
(u)
sub =


Φ
(u)
LU−2
0Q
Φ
(u)
LU−1
0Q
0Q Φ
(u)
LU−1
0Q Φ
(u)
0

 . (4.41)
Then, the vector of length 3Q containing the three received IFDMA blocks r
(u)
k−1,L−1,
r
(u)
k,0 and r
(u)
k,1 is represented by

r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1

= H(u)sub ·Θ(u)sub ·
[
w
(u)
k−1
w
(u)
k
]
+


ν
(u)
k−1,L−1
ν
(u)
k,0
ν
(u)
k,1

 . (4.42)
Eq. (4.42) shows that three received IFDMA blocks are dependent on two transmitted
IFDMA blocks w
(u)
k−1 and w
(u)
k due to the redundancy in the transmit signal. The
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Figure 4.4. Block diagram of transmission chain with subcarrierwise pilot insertion at
the transmitter and subspace based semiblind channel estimation at the receiver.
3Q× 3Q autocorrelation matrix of the vector defined in Eq. (4.42) is given by
A(u) = E




r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1

 ·


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1


H


= H
(u)
sub ·Θ(u)sub · σ2W · I2Q ·Θ(u)
H
sub ·H(u)
H
sub + σ
2
ν · I3Q . (4.43)
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Figure 4.5. Illustration of the channel influence on the received IFDMA blocks r
(u)
k−1,L−1,
r
(u)
k,0 and r
(u)
k,1.
The 3Q×2Q matrix H(u)sub ·Θ(u)sub has full column rank if there is no channel zero located
at the Q allocated subcarriers in frequency domain [MDCM95]. Provided this, the first
part of the autocorrelation matrix A(u) which is represented by
H
(u)
sub ·Θ(u)sub · σ2W · I2Q ·Θ(u)
H
sub ·H(u)
H
sub (4.44)
has rank 2Q and describes the noise-free case. Thus, the signal subspace is spanned
by its eigenvectors which are the columns of the matrix H
(u)
sub · Θ(u)sub with the signal
subspace eigenvalues represented by σ2W. Eq. (4.44) shows that the 3Q × 3Q auto-
correlation matrix A(u) is not full rank in the noise-free case. That means for the
noisy case, signal and noise subspace are separable by an eigenvalue decomposition of
A(u) [MdCDB99]. Assuming the noise power to be smaller than the signal power, the
Q eigenvectors corresponding to the Q smallest eigenvalues span the noise subspace.
A detailed derivation of the identification of signal and noise subspace can be found
in [MDCM95] and is not derived in detail in this work.
Let g
(u)
0 , . . . , g
(u)
Q−1 denote the 3Q × 1 eigenvectors corresponding to the Q smallest
eigenvalues of the autocorrelation matrix A(u) that span the noise subspace. Then,
with the signal subspace spanned by H
(u)
sub ·Θ(u)sub the orthogonality constraint
g(u)
H
q ·H(u)sub ·Θ(u)sub = 01×2Q, 0 ≤ q ≤ Q− 1 , (4.45)
must hold as signal and noise subspace are orthogonal to each other [MdCDB99]. In
the following, the LC channel delay taps are estimated with the help of Eq. (4.45).
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In order to explicitly represent Eq. (4.45) as a function of the Q × 1 vector
[h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0]T, the noise subspace eigenvectors g
(u)
q are transformed into
the Q × 4Q matrices G(u)q . For this transformation, the 3Q × 1 vector g(u)q is split up
in three Q × 1 vectors g(u)q,j , j = 0, 1, 2. With [z]i denoting the ith element of a vector
z, the vectors g
(u)
q,j , j = 0, 1, 2, are defined according to
g
(u)
q,j =
[[
g(u)q
]
jQ
, . . . ,
[
g(u)q
]
jQ+Q−1
]T
. (4.46)
Let A
(u)
q,j denote a Q×Q matrix that is defined by
A
(u)
q,j =


0 · · · 0[
g
(u)
q,j
]
0
...
...
...
0
[
g
(u)
q,j
]
0
· · ·
[
g
(u)
q,j
]
Q−2


. (4.47)
Further, let B
(u)
q,j denote a Q×Q matrix that is given by
B
(u)
q,j =


[
g
(u)
q,j
]
0
· · ·
[
g
(u)
q,j
]
Q−1
...
... 0
...[
g
(u)
q,j
]
Q−1
0 · · · 0


. (4.48)
Then, the Q× 4Q matrices G(u)q , q = 0, . . . , Q− 1, are given by
G(u)q =
[
A
(u)
q,0 , B
(u)
q,0 +A
(u)
q,1 , B
(u)
q,1 +A
(u)
q,2 , B
(u)
q,2
]
.
(4.49)
The transformation of g
(u)
q into the matrix G
(u)
q follows the principle that is explained
in [MDCM95] or [MdCD02] and is derived for the application in an IFDMA system in
Appendix A.2.
With the matrices G(u)q , q = 0, . . . , Q − 1, the orthogonality constraint in Eq. (4.45)
can be rewritten according to[
h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0
]∗
· G(u)q ·Θ(u)sub = 01×2Q, 0 ≤ q ≤ Q− 1 . (4.50)
For practical implementations, the autocorrelation matrix A(u) is estimated by the
arithmetic mean over K received IFDMA symbols [Ha¨n01]. This approximation is valid
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for small channel variations in time domain as it has been assumed at the beginning
of this section. Thus, the estimate Aˆ
(u)
is obtained by
Aˆ
(u)
=
1
K
K−1∑
k=0


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1

 ·


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1


H
. (4.51)
Since there is only an estimate Aˆ
(u)
of the autocorrelation matrix A(u) available, the
estimated versions gˆ
(u)
q and Gˆ
(u)
q , q = 0 . . . , Q − 1, of the noise subspace eigenvectors
g
(u)
q and the matrices G
(u)
q are utilized to estimate the channel via the orthogonality
constraint[
h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0
]∗
· Gˆ(u)q ·Θ(u)sub = 01×2Q, 0 ≤ q ≤ Q− 1 . (4.52)
Additionally, with the help of the vector [ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T containing the LS esti-
mates of the pilot assisted channel estimation, a second equation in dependency of the
unknown vector [h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0] can be given. Let
F = [FQ]qP·I,: for qP = 0, . . . , QP − 1 , (4.53)
denote a QP × Q matrix containing the QP rows of the Q × Q DFT matrix FQ that
correspond to the pilot carrying subcarriers. Then, the relation
F ·
[
h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0
]T
=
[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
(4.54)
is valid for the pilot assisted channel estimates.
In compliance with [MdCD02], Eq. (4.52) and (4.54) are combined in a system of
equations that is given by

[
h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0
]∗
· Gˆ(u)q ·Θ(u)sub = 01×2Q, 0 ≤ q ≤ Q− 1
F ·
[
h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0
]T
=
[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T . (4.55)
The system of equations in Eq. (4.55) is solved for [h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0]T. The
solution is obtained by minimizing the function Υ(u) that is defined as
Υ(u) =
Q−1∑
q=0
∥∥∥[h(u)0 , . . . , h(u)LC−1, 0, . . . , 0]∗ · Gˆ(u)q ·Θ(u)sub∥∥∥22
+
∥∥∥∥F · [h(u)0 , . . . , h(u)LC−1, 0, . . . , 0]T − [ˆ¯c(u)κ,0, . . . , ˆ¯c(u)κ,QP−1]T
∥∥∥∥2
2
(4.56)
98 Chapter 4: Semiblind Channel Estimation for IFDMA
[MdCD02]. The derivative of Υ(u) with respect to [h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0]∗ is set to
zero and solved for the vector [h
(u)
0 , . . . , h
(u)
LC−1
, 0 . . . , 0]T which leads to its estimate
[hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0]T that is given by[
hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0
]T
=(
Q−1∑
q=0
Gˆ
(u)
q ·Θ(u)sub ·Θ(u)
H
sub · Gˆ(u)
H
q +F
H ·F
)−1
·FH ·
[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
.
(4.57)
The subspace based semiblind channel estimate vector [hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0]T is
based on the estimate of the autocorrelation matrix via the arithmetic mean in
Eq. (4.51) and, therefore, it represents a joint estimate for all IFDMA symbols
with indices k = 0, . . . , K − 1. By applying the Q × Q DFT matrix FQ to
[hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0]T, the vector ˆ¯c
(u)
containing the estimates for each allocated
subcarrier which are valid for the IFDMA symbols with indices k = 0, . . . , K − 1 is
obtained by
ˆ¯c
(u)
= FQ ·
[
hˆ
(u)
0 , . . . , hˆ
(u)
LC−1
, 0, . . . , 0
]T
. (4.58)
4.2.3.2 Estimation for Channels with Large Delay Spread
In this section, the subspace based semiblind channel estimation that has been ex-
plained in Section 4.2.3.1 is derived for the case of large channel delay spreads. As-
suming large channel delay spreads means that Eq. (4.19) and (4.20) are fulfilled. In
order to estimate the channel variations in frequency domain for channels with large
delay spreads, a subspace based semiblind channel estimation is introduced which es-
timates the elements c
(u)
k,q , q = 0, . . . , Q− 1, of the cyclic channel impulse response. By
doing so, the number of unknown elements to be estimated reduces from LC to Q and
the subspace based semiblind channel estimation is applicable without any restriction
concerning the number of channel delay taps.
In the following, the principle of subspace based semiblind channel estimation for chan-
nels with large delay spreads is again presented for U = 1 user in the system. In accor-
dance to Section 4.2.3.1, the principle of subspace based estimation for large channel
delay spreads is deduced at first. Then, the combination of subspace based estimation
with the pilot based LS estimation is explained.
In order to estimate the elements c
(u)
k,q , q = 0, . . . , Q− 1, of the cyclic channel impulse
response with the subspace based channel estimation, the parts of the received IFDMA
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signal shall be evaluated that can be expressed in dependency of the elements c
(u)
k,q ,
q = 0, . . . , Q− 1. Therefore, the last block r(u)k−1,L−1 of the IFDMA symbol with index
k − 1, the first block r(u)k,0 of the cyclic prefix related to the IFDMA symbol with index
k and the first block r
(u)
k,LG
after cyclic prefix of the IFDMA symbol with index k are
considered in the following. These three received blocks are influenced by the last LG
blocks of the transmitted IFDMA symbol with index k− 1 and the first LG+1 blocks
of the transmitted IFDMA symbol with index k as it is illustrated in Figure 4.6.
Let the matrices H
(u)
k,0, . . . ,H
(u)
k,LG
and Φ
(u)
i , i = 0, . . . , LU − 1, be as defined in
Eqs. (4.21)−(4.24) and (2.8), respectively. Further on, the assumption for small chan-
nel variations in time domain holds which means that
H
(u)
j ≈ H(u)k,j , for j = 0, . . . , LG and k = 0, . . . , K − 1 . (4.59)
Then, the three received blocks are summarized in a vector that is represented by


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,LG

=


H
(u)
LG
· · · H(u)0 0Q · · · 0Q
0Q H
(u)
LG
· · · H(u)0 · · · 0Q
0Q · · · 0Q H(u)LG · · · H
(u)
0

 ·


Φ
(u)
LU−LG−1
0Q
...
...
Φ
(u)
LU−1
0Q
0Q Φ
(u)
LU−LG
...
...
Φ
(u)
LU−1
0Q Φ
(u)
0


·
[
w
(u)
k−1
w
(u)
k
]
+


ν
(u)
k−1,L−1
ν
(u)
k,0
ν
(u)
k,LG

 .
(4.60)
The application of the inverse phase shift to the vector containing the three received
blocks in Eq. (4.60) leads to a vector containing the three inverse phase shifted received
blocks that is given by


rˇ
(u)
k−1,L−1
rˇ
(u)
k,0
rˇ
(u)
k,LG

 =


Φ
(u)H
LU−1
0Q 0Q
0Q Φ
(u)H
0 0Q
0Q 0Q Φ
(u)H
0

 ·


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,LG

 . (4.61)
Eq. (4.61) can be represented in dependency of the matrix H(u) defined in Eq. (2.38)
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Figure 4.6. Illustration of the channel influence on the received IFDMA blocks r
(u)
k−1,L−1,
r
(u)
k,0 and r
(u)
k,LG
.
and the matrix H
(u)
0 according to


rˇ
(u)
k−1,L−1
rˇ
(u)
k,0
rˇ
(u)
k,LG

 =


H(u) 0Q(
H(u) −Φ(u)H0 ·H(u)0 ·Φ(u)0
) (
Φ
(u)H
0 ·H(u)0 ·Φ(u)LU−LG
)
0Q H
(u)

 ·
[
w
(u)
k−1
w
(u)
k
]
+


Φ
(u)H
LU−1
0Q 0Q
0Q Φ
(u)H
0 0Q
0Q 0Q Φ
(u)H
0

 ·


ν
(u)
k−1,L−1
ν
(u)
k,0
ν
(u)
k,LG

 .
(4.62)
The derivation of Eq. (4.62) can be found in Appendix A.3 and is not shown at this
point.
Due to the dependency of Eq. (4.62) on the matrices H(u) and H
(u)
0 , it can bee
seen with Eq. (2.38) and (4.21) that the system matrix contains the elements
c
(u)
0 , . . . , c
(u)
Q−1, h
(u)
0 , . . . , h
(u)
Q−1. The autocorrelation matrix of the vector containing the
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three received blocks is given by
A(u) = E




rˇ
(u)
k−1,L−1
rˇ
(u)
k,0
rˇ
(u)
k,LG

 ·


rˇ
(u)
k−1,L−1
rˇ
(u)
k,0
rˇ
(u)
k,LG


H


=


H(u) 0Q(
H(u) −Φ(u)H0 ·H(u)0 ·Φ(u)0
) (
Φ
(u)H
0 ·H(u)0 ·Φ(u)LU−LG
)
0Q H
(u)

 · σ2W · I2Q
·


H(u) 0Q(
H(u) −Φ(u)H0 ·H(u)0 ·Φ(u)0
) (
Φ
(u)H
0 ·H(u)0 ·Φ(u)LU−LG
)
0Q H
(u)


H
+ σ2ν · I3Q .
(4.63)
The autocorrelation matrix A(u) is estimated by the arithmetic mean over K received
IFDMA symbols according to
Aˆ
(u)
=
1
K
K−1∑
k=0


rˇ
(u)
k−1,L−1
rˇ
(u)
k,0
rˇ
(u)
k,LG

 ·


rˇ
(u)
k−1,L−1
rˇ
(u)
k,0
rˇ
(u)
k,LG


H
. (4.64)
The estimate Aˆ
(u)
is utilized for the identification of the noise subspace eigenvectors
gˆ
(u)
q , q = 0, . . . , Q − 1. Again, the noise subspace eigenvectors are orthogonal to the
signal subspace that is spanned by the columns of the system matrix. The orthogonality
constraint is represented by
gˆ
(u)H
q ·


H(u) 0Q(
H(u) −Φ(u)H0 ·H(u)0 ·Φ(u)0
) (
Φ
(u)H
0 ·H(u)0 ·Φ(u)LU−LG
)
0Q H
(u)

 = 01×2Q
for q = 0, . . . , Q− 1 .
(4.65)
In the following, the vector [c
(u)
0 , . . . , c
(u)
Q−1, h
(u)
0 , . . . , h
(u)
Q−1]
T of unknowns shall be es-
timated. The vector matrix multiplication in Eq. (4.65) shows that for each noise
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subspace eigenvector g
(u)H
q , 2Q equations are available for the estimation of the 2Q un-
known elements. The estimation of the elements h
(u)
q , q = 0, . . . , Q−1, is performed as
the system matrix depends on these elements. The desired elements c
(u)
q , q = 0, . . . , Q−
1, are estimated via the estimation of the vector [c
(u)
0 , . . . , c
(u)
Q−1, h
(u)
0 , . . . , h
(u)
Q−1]
T con-
taining the desired and the undesired elements. For the estimation, the noise subspace
eigenvectors gˆ
(u)
q , q = 0, . . . , Q − 1, are transformed into the 2Q × 2Q matrices Gˆ(u)q ,
q = 0, . . . , Q− 1.
With gˆ
(u)
q,j , j = 0, 1, 2, according to the definition in Eq. (4.46), let C
(u)
q,j denote a 2Q×Q
matrix that is defined by
C
(u)
q,j =


0 · · · 0
... · · · ...
0 · · · 0[
gˆ
(u)
q,j
]
0
· ej0ϕ(u) · · ·
[
gˆ
(u)
q,j
]
Q−1
· ej(Q−1)ϕ(u)
... 0
...
...
...[
gˆ
(u)
q,j
]
Q−1
· ej(Q−1)ϕ(u) 0 · · · 0


·Φ(u)0 . (4.66)
Further, let D
(u)
q,j denote a 2Q×Q matrix that is defined by
D
(u)
q,j =


[
gˆ
(u)
q,j
]
0
[
gˆ
(u)
q,j
]
1
· · ·
[
gˆ
(u)
q,j
]
Q−1
...
...
[
gˆ
(u)
q,j
]
0
...
...[
gˆ
(u)
q,j
]
Q−2
[
gˆ
(u)
q,j
]
Q−1
· · ·[
gˆ
(u)
q,j
]
Q−1
[
gˆ
(u)
q,j
]
0
· · ·
[
gˆ
(u)
q,j
]
Q−2
0 · · · 0
... · · · ...
0 · · · 0


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and E
(u)
q,j denote a 2Q×Q matrix that is defined by
E
(u)
q,j =


0 · · · 0
... · · · ...
0 · · · 0[
gˆ
(u)
q,j
]
0
· ej0ϕ(u) · · ·
[
gˆ
(u)
q,j
]
Q−1
· ej(Q−1)ϕ(u)
... 0
...
...
...[
gˆ
(u)
q,j
]
Q−1
· ej(Q−1)ϕ(u) 0 · · · 0


·Φ(u)LU−LG .
(4.68)
Then, the 2Q× 2Q matrices Gˆ(u)q , q = 0, . . . , Q− 1, are given by
Gˆ
(u)
q =
[
D
(u)
q,0 +D
(u)
q,1 −C(u)q,1 , E(u)q,1 +D(u)q,2
]
.
(4.69)
The derivation of Eq. (4.69) can be found in Appendix A.4.
With Eq. (4.69), the orthogonality constraint can be given in dependency of the vector
[c
(u)
0 , . . . , c
(u)
Q−1, h
(u)
0 , . . . , h
(u)
Q−1]
T by[
c
(u)
0 , . . . , c
(u)
Q−1, h
(u)
0 , . . . , h
(u)
Q−1
]∗
· Gˆ(u)q = 01×2Q . (4.70)
The vector [c
(u)
0 , . . . , c
(u)
Q−1, h
(u)
0 , . . . , h
(u)
Q−1]
T can additionally be represented in depen-
dency of the vector [ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T containing the pilot assisted channel estimates.
Let
F˜ = [F 0QP×Q] (4.71)
denote a QP × 2Q matrix containing the QP ×Q matrix F and zero elements.
Then, the relation
F˜ ·
[
c
(u)
0 , . . . , c
(u)
Q−1, h
(u)
0 , . . . , h
(u)
Q−1
]T
=
[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
(4.72)
is valid for the pilot assisted channel estimates.
As explained in Section 4.2.3.1, Eq. (4.70) and (4.72) are combined in a system of equa-
tions and an estimate [cˆ
(u)
0 , . . . , cˆ
(u)
Q−1, hˆ
(u)
0 , . . . , hˆ
(u)
Q−1]
T of [c
(u)
0 , . . . , c
(u)
Q−1, h
(u)
0 , . . . , h
(u)
Q−1]
T
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is found by minimizing the function
Υ(u) =
Q−1∑
q=0
∥∥∥[c(u)0 , . . . , c(u)Q−1, h(u)0 , . . . , h(u)Q−1]∗ · Gˆ(u)q ∥∥∥2
2
+
∥∥∥∥F˜ · [c(u)0 , . . . , c(u)Q−1, h(u)0 , . . . , h(u)Q−1]T − [ˆ¯c(u)κ,0, . . . , ˆ¯c(u)κ,QP−1]T
∥∥∥∥2
2
. (4.73)
The solution is calculated according to Section 4.2.3.1 and the estimate results in[
cˆ
(u)
0 , . . . , cˆ
(u)
Q−1, hˆ
(u)
0 , . . . , hˆ
(u)
Q−1
]T
=
(
Q−1∑
q=0
Gˆ
(u)
q · Gˆ
(u)H
q + F˜
H · F˜
)−1
· F˜H ·
[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
.
(4.74)
The subspace based semiblind channel estimate vector [cˆ
(u)
0 , . . . , cˆ
(u)
Q−1, hˆ
(u)
0 , . . . , hˆ
(u)
Q−1]
T
is based on the estimate of the autocorrelation matrix via the arithmetic mean in
Eq. (4.64) and, therefore, it represents a joint estimate for all IFDMA symbols with
indices k = 0, . . . , K − 1. For equalization purposes, only the first Q elements cˆ(u)q ,
q = 0, . . . , Q−1, of the estimated vector are necessary and, thus, the application of the
Q×Q DFT matrix FQ to the vector [cˆ(u)0 , . . . , cˆ(u)Q−1]T leads to the vector ˆ¯c(u) containing
the estimates for each allocated subcarrier which are valid for the IFDMA symbols
with indices k = 0, . . . , K − 1 and are obtained by
ˆ¯c
(u)
= FQ ·
[
cˆ
(u)
0 , . . . , cˆ
(u)
Q−1
]T
. (4.75)
4.2.3.3 Multi-User Influence
In this section, the subspace based semiblind channel estimation that has been derived
in Section 4.2.3.1 is investigated for the case that the signals of multiple users are
transmitted within the same TDMA slot. For clarity reasons, the investigations are
performed under the assumption of small channel delay spreads, i.e., LC ≤ Q. However,
the conclusions are applicable to the case of large channel delay spreads as well.
According to the investigations of the multi-user influence on the correlation based
semiblind channel estimation, this section concentrates on the influence of multiple
users allocated to the same TDMA slot on the subspace based channel estimation as
the pilot assisted estimation remains unaffected by multiple users in the system.
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In the following, the assumption of small channel variations in time domain according
to Eq. (4.39) holds. Thus, the matrix H
(u)
k,sub can be represented independently from
the index k by defining
H
(u)
sub ≈ H(u)k,sub, for k = 0, . . . , K − 1 . (4.76)
Uplink For subspace based channel estimation in a multi-user uplink scenario, the
vector containing three blocks of two neighboring received IFDMA symbols is consid-
ered at a base station for a user with index u1. The vector containing the superposition
of the signals transmitted by the U users in the system is expressed by

rk−1,L−1
rk,0
rk,1

 = U−1∑
u=0
(
H
(u)
sub ·Θ(u)sub ·
[
w
(u)
k−1
w
(u)
k
])
+


νk−1,L−1
νk,0
νk,1

 . (4.77)
Due to cyclic prefix insertion, the IFDMA symbols without cyclic prefix that have been
transmitted by different users maintain their orthogonality at the base station. Thus,
the received blocks r
(u1)
k−1,L−1 and r
(u1)
k,1 of the user with index u1 are separated from
the received blocks corresponding to other users. Nevertheless, the received block r
(u1)
k,0
representing the cyclic prefix of the IFDMA symbol with index k of the user with index
u1 is received within the superposition of the U −1 users’ cyclic prefixes and cannot be
separated. Thus, the vector containing three blocks of the received signal of the user
with index u1 is represented by

r
(u1)
k−1,L−1
r
(u1)
k,0
r
(u1)
k,1

 = H(u1)sub ·Θ(u1)sub ·
[
w
(u1)
k−1
w
(u1)
k
]
+


νk−1,L−1
νk,0
νk,1


+
U−1∑
u=0
u 6=u1




0Q 0Q 0Q 0Q
0Q H
(u)
1 H
(u)
0 0Q
0Q 0Q 0Q 0Q

 ·


0Q 0Q
Φ
(u)
LU−1
0Q
0Q Φ
(u)
LU−1
0Q 0Q

 ·
[
w
(u1)
k−1
w
(u1)
k
]

 .
(4.78)
The autocorrelation matrix
A(u1) = E




r
(u1)
k−1,L−1
r
(u1)
k,0
r
(u1)
k,1

 ·


r
(u1)
k−1,L−1
r
(u1)
k,0
r
(u1)
k,1


H

 (4.79)
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is given by
A(u1) = H
(u)
sub ·Θ(u)sub · σ2W · I2Q ·Θ(u)
H
sub ·H(u)
H
sub + σ
2
ν · I3Q
+σ2W ·
U−1∑
u=0
u 6=u1


0Q 0Q 0Q
0Q H
(u)
1 ·H(u)
H
1 +H
(u)
0 ·H(u)
H
0 0Q
0Q 0Q 0Q

 .
(4.80)
It becomes clear, that the signal subspace is no longer exclusively spanned by the
matrix H
(u1)
sub ·Θ(u1)sub as in Eq. (4.43), but additionally by the sum of the U users cyclic
prefix parts of the signal. That means, the orthogonality constraint in Eq. (4.45) or
Eq. (4.52) is fulfilled only approximately because the cyclic prefix of the user with
indices u = 0, . . . , U − 1, u 6= u1, have to be taken into account for the signal subspace.
Thus, the estimation of [h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0]T with the help of Eq. (4.52) is affected
by the signals of the additional users in the system.
Downlink For subspace based channel estimation in a multi-user downlink scenario,
again, the vector containing three blocks of neighboring received IFDMA symbols is
considered at the mobile terminal of a user with index u1. The received signal of user
u1 prior to user separation can be expressed as

r
(u1)
k−1,L−1
r
(u1)
k,0
r
(u1)
k,1

 = H(u1)sub · U−1∑
u=0
(
Θ
(u)
sub ·
[
w
(u)
k−1
w
(u)
k
])
+


ν
(u1)
k−1,L−1
ν
(u1)
k,0
ν
(u1)
k,1

 . (4.81)
The autocorrelation matrix
A(u1) = E




r
(u1)
k−1,L−1
r
(u1)
k,0
r
(u1)
k,1

 ·


r
(u1)
k−1,L−1
r
(u1)
k,0
r
(u1)
k,1


H

 (4.82)
is given by
A
(u1) = E

H(u1)sub ·
(
U−1∑
u=0
Θ
(u)
sub ·
[
w
(u)
k−1
w
(u)
k
])
·
(
U−1∑
u=0
Θ
(u)
sub ·
[
w
(u)
k−1
w
(u)
k
])H
·H(u1)Hsub


+σ2ν · I3Q
= H
(u1)
sub · σ2W ·
U−1∑
u=0
(
Θ
(u)
sub ·Θ(u)
H
sub
)
·H(u1)Hsub + σ2νI3Q .
(4.83)
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From Eq. (4.81) and (4.83) it can be seen that the signal subspace is spanned by
H
(u1)
sub ·
U−1∑
u=0
Θ
(u)
sub . (4.84)
Thus, in a multi-user downlink scenario, the vector [h
(u)
0 , . . . , h
(u)
LC−1
, 0, . . . , 0]T can be
estimated as described in Section 4.2.3.1 by considering the received signal prior to
user separation and replacing Θ
(u1)
sub by the sum of user dependent phase shift matrices∑U−1
u=0 Θ
(u)
sub .
4.3 Reduced Number of Pilot Symbols in Time Do-
main
4.3.1 Introduction
In this section, a channel estimation algorithm is presented for the case of a reduced
number of pilot symbols in time domain.
In the following, a decision directed channel estimation algorithm is presented which
aims at minimizing the error propagation with the help of an iterative Wiener filtering
within each estimation step that is applied jointly to the decision directed channel
estimates corresponding to a certain number of neighboring IFDMA symbols. The
filtered output is used iteratively for the decision directed channel estimation again.
Further on, the proposed decision directed channel estimation algorithm is initialized
with the channel estimates which are provided by the correlation and subspace based
semiblind channel estimation presented in Section 4.2.2 and Section 4.2.3, respectively.
By this means, the channel variations in frequency and time domain can be estimated
even if the sampling theorem in frequency and time domain is not fulfilled and current
channel estimation approaches fail.
4.3.2 Decision Directed Channel Estimation
In this section, the estimation of the channel variations in time domain is ex-
plained for the Decision Directed Channel Estimation with iterative Wiener Filtering
(DDCE+WF). In the following, the proposed algorithm will be denoted as DDCE+WF
108 Chapter 4: Semiblind Channel Estimation for IFDMA
for simplicity reasons. For the application of the proposed DDCE+WF, one pilot car-
rying IFDMA symbol within the total number K of transmitted IFDMA symbols is
required to estimate the channel variations in time domain and, thus, the DDCE+WF
is feasible where the application of interpolation filters fails. The principle of the
DDCE+WF is illustrated in Figure 4.7.
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Figure 4.7. Block diagram of the receiver with correlation/subspace based semiblind
channel estimation and decision directed channel estimation with iterative Wiener fil-
tering.
Based on the pilot symbols that are transmitted within the pilot carrying IFDMA
symbol, the correlation or subspace based semiblind channel estimation can be applied
according to Section 4.2.2 and Section 4.2.3, respectively. By this means, the vector
ˆ¯c
(u)
can be obtained which contains the estimates ˆ¯c
(u)
0 , . . . , ˆ¯c
(u)
Q−1 of the channel transfer
factors corresponding to the Q allocated subcarriers which are valid for the IFDMA
symbols with indices k = 0, . . . , K−1. These estimates are utilized for the initialization
of the DDCE+WF by setting ˜¯c
(u)
0 = ˆ¯c
(u)
. The initialization of the algorithm comprises
the equalization of the received IFDMA symbols with the estimates ˆ¯c
(u)
0 , . . . , ˆ¯c
(u)
Q−1. The
equalized IFDMA symbols are deinterleaved, decoded and demapped in order to get
an estimate for the transmitted data bits. Subsequently, the estimated data bits are
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mapped onto data symbols, interleaved and coded again. With the index e1 defined as
e1 =


V for k ≤ V/2 ,
K − 1 for k > K − V/2− 1 ,
k + V/2− 1 else ,
(4.85)
the IFDMA symbols d
(u)
k+1, . . . ,d
(u)
e1 are estimated in the 0
th iteration step. With k = 0
for the 0th iteration step, the estimated IFDMA symbols are denoted by dˆ
(u,0)
1 , . . . , dˆ
(u,0)
V
in the 0th iteration step. The decision directed estimates are obtained by the LS
estimates according to
ˆ¯c
(u,0)
k =
y¯
(u)
k
ˆ¯d
(u,0)
k
, for k = 1, . . . , V . (4.86)
The vectors ˆ¯c
(u,0)
1 , . . . , ˆ¯c
(u,0)
V containing the estimates of the channel transfer factors
of the 0th iteration step are fed into a Wiener filter with V coefficients in order to
obtain the filtered update estimate ˜¯c
(u)
1 with index k = 1. ˜¯c
(u)
1 is used in the equalizer
to obtain new estimates dˆ
(u,1)
2 , . . . , dˆ
(u,1)
V in the first iteration step. In total there are
K − 1 iteration steps because a filtered update estimate is obtained for the channel
transfer factors corresponding to each IFDMA symbol with index k = 1, . . . , K− 1. In
each iteration step with index k, the already filtered update estimates as well as the
unfiltered decision directed estimates of the channel transfer factors corresponding to
the nearest V IFDMA symbols are used for Wiener filtering with a filter of length V
to obtain the filtered update estimate ˜¯c
(u)
k of the current iteration step.
The iterative procedure of the DDCE+WF is presented in Table 4.1. Let e2 and e3
denote indices that are defined according to
e2 =


k − V for k ≤ V/2 ,
k + 1−K for k > K − V/2− 1 ,
−V/2 + 1 else ,
(4.87)
and
e3 =


k − 1 for k ≤ V/2 ,
V −K + k for k > K − V/2− 1 ,
V/2 else ,
(4.88)
respectively.
The Wiener filter coefficients av with v = e2, . . . , 0, . . . , e3 for the application to
DDCE+WF are derived such that E{|˜¯c(u)k − c¯(u)k |} becomes minimum. With the time
correlation function of the channel defined in Eq. (2.20) and the calculation of the
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Wiener filter coefficients in Eqs. (3.41), (3.42) and (3.43), the Wiener filter coefficients
for the DDCE+WF are calculated by
[ae2, . . . , a0, . . . , ae3 ] =
[
R
(u)
h¯,t
(e2), . . . , R
(u)
h¯,t
(0), . . . , R
(u)
h¯,t
(e3)
]
·


R
(u)
h¯,t
(0) + γ R
(u)
h¯,t
(1) · · · R(u)
h¯,t
(e3 − e2)
R
(u)
h¯,t
(−1) R(u)
h¯,t
(0) + γ
...
... R
(u)
h¯,t
(−e2)
R
(u)
h¯,t
(e2)
. . .
...
...
. . . R
(u)
h¯,t
(1)
R
(u)
h¯,t
(e2 − e3) . . . R(u)h¯,t (−1) R
(u)
h¯,t
(0) + γ


.
(4.89)
Table 4.1. Decision directed channel estimation with iterative Wiener filtering.
1. Initialization
Equalization with ˆ¯c(u) = [cˆ
(u)
0 , · · · , cˆ(u)Q−1]T
Estimation of the IFDMA symbols: dˆ
(u,0)
1 , · · · , dˆ(u,0)V
Frequency domain representation: ˆ¯d
(u,0)
1 , · · · , ˆ¯d(u,0)V
Initialize: ˜¯c
(u)
0 = ˆ¯c
(u)
For k = 1, . . . , K − 1
2. Decision directed channel estimation
ˆ¯c
(u,k)
k =
y¯
(u)
k
ˆ¯d
(u,k−1)
k
, · · · , ˆ¯c(u,k)e1 = y¯
(u)
e1
ˆ¯d
(u,k−1)
e1
3. Wiener filtering with V filter coefficients
˜¯c
(u)
k =
∑0
v=e2
av · ˆ¯c(u,k)k−v +
∑e3
v=1 av · ˜¯c(u)k−v
4. Equalization with ˜¯c
(u)
k
Estimation of the IFDMA symbols: dˆ
(u,k)
k+1 , . . . , dˆ
(u,k)
e1
Frequency domain representation: ˆ¯d
(u,k)
k+1 , . . . ,
ˆ¯d
(u,k)
e1
end
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4.4 Performance and Complexity Analysis
4.4.1 Analysis Assumptions
In this Section 4.4, the presented semiblind channel estimation algorithms are investi-
gated with regard to their pilot symbol overhead consumption, their MSE performance
and their computational complexity. The results for the aforementioned performance
measures are obtained by computer simulations. For the simulations, the system setup
is identical to the one explained in Section 3.4.1 for pilot assisted channel estimation.
A summary of the considered system parameters has been presented in Table 3.1.
Besides the WINNER SCM urban macro-cell channel, in this Section 4.4, a second
channel model is used for the simulations. This second channel model is utilized because
the channel estimation performance shall be investigated for different numbers LC of
channel delay taps. For this purpose, the time variant multipath channel is modeled
by LC Rayleigh-fading coefficients that exhibit a decaying power with the delay time τ
according to the function of the delay power spectral density for typical urban channels
or rural area channels defined in the European working group COST 207 [Pae02].
As the number LC of channel delay taps is chosen to be a variable parameter, the
introduced channel models differ from the channel models according to COST 207.
However, the delay power spectral density for rural area channels produces multipath
channels with most of the power accumulated in the taps with small delay times.
Compared to this the delay power spectral density for typical urban channels leads
to channels with a significant amount of power accumulated in the taps with large
delay times. The usage of this second channel model allows a variable adjustment of
the parameter LC and, thus, this channel model will be referred to as Typical Urban
VarDelay channel or Rural Area VarDelay channel in the following.
First, the pilot symbol overhead is calculated for the semiblind channel estimation
algorithms and is compared to the pilot symbol overhead results for pure pilot assisted
channel estimation. Second, MSE results are presented. Third, the semiblind channel
estimation algorithms are analyzed in terms of their computational complexity. The
investigations with regard to the PAPR of the IFDMA transmit signal are omitted
as the pilot symbols are inserted according to subcarrierwise pilot insertion whose
influence on the PAPR has been presented in Section 3.4.2.
In the following, the correlation and the subspace based semiblind channel estimation
are denoted as correlation SCE and subspace SCE, respectively. The DDCE+WF
with correlation SCE or subspace SCE as initializing channel estimation is denoted as
correlation SCE+DDCE+WF or subspace SCE+DDCE+WF for simplicity reasons.
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4.4.2 Pilot Symbol Overhead
In this section, the pilot symbol overhead is calculated for the semiblind channel estima-
tion algorithms correlation and subspace SCE+DDCE+WF. The results are compared
to the pilot symbol overhead results for pure pilot assisted channel estimation which
have been presented in Section 3.4.3.
For pure pilot assisted channel estimation, at least one pilot symbol is transmitted per
coherence bandwidth and per coherence time of the mobile radio channel which is rep-
resented by the oversampling factor OF = 1 in frequency domain and the oversampling
factor OT = 1 in time domain. As explained in Section 4.2 and in Section 4.3, for semi-
blind channel estimation, the sampling theorems in frequency and time domain can
be violated. This means that oversampling factors OF < 1 in frequency domain and
OT < 1 in time domain are feasible while applying the channel estimation algorithm
introduced in Section 4.3.
In Figure 4.8, the pilot symbol overhead Λ as defined in Eq. (3.52) is depicted as
a function of the number Q of allocated subcarriers per user with the oversampling
factor OF in frequency domain as parameter. The results are valid for the following
parameters:
• The mobile terminal is assumed to move with a velocity of v = 50 km/h. For
K = 30 IFDMA symbols per TDMA slot this corresponds to the case where K
is smaller than the pilot distance DT in time domain.
• For pilot assisted channel estimation, P = 2 pilot carrying IFDMA symbols are
utilized at the margin of the TDMA slot, respectively, which complies with the
application of an oversampling factor of OT ≈ 3 in time domain.
• For semiblind channel estimation, P = 1 pilot carrying IFDMA symbol is utilized.
In Figure 4.8(a), LC = 128 channel delay taps are considered. For Q ≤ 32, the pilot
symbol overhead of semiblind channel estimation is reduced by factor 2 compared to
the pilot symbol overhead of pilot assisted channel estimation due to the reduction
of the number P of pilot carrying IFDMA symbols by a factor of 2. For Q ≤ 32,
the pilot symbol overhead depends directly on the difference of the number P of pilot
carrying IFDMA symbols as interpolation in frequency domain is neither possible for
semiblind channel estimation nor for pilot assisted channel estimation. For Q ≥ LC ·
OF, interpolation in frequency domain is possible and, thus, the semiblind channel
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Figure 4.8. Overhead Λ as a function of the number Q of allocated subcarriers per user
with the oversampling factor OF in frequency domain as parameter for pilot assisted
channel estimation and semiblind channel estimation and a velocity of v = 50 km/h.
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estimation enables the interpolation in frequency domain for 32 ≤ Q < 128 where
interpolation in frequency domain is not feasible applying pure pilot assisted channel
estimation. Therefore, the pilot symbol overhead is reduced significantly compared
to pilot assisted channel estimation due to the possibility of violating the sampling
theorem in frequency domain, i.e., applying oversampling factors OF < 1 in frequency
domain. Figure 4.8(b) shows the pilot symbol overhead for channels with LC = 8
delay taps. In analogy to the results for LC = 128, the pilot symbol overhead can be
significantly decreased due to semiblind channel estimation. Due to the small channel
delay spread, interpolation in frequency domain is possible for a lower number Q of
allocated subcarriers compared to the results in Figure 4.8(a).
4.4.3 Mean Square Error
In this section, the channel estimation algorithms introduced in Section 4.2 and Sec-
tion 4.3 are investigated in terms of their MSE performance. The MSE is defined in
analogy to Section 3.4.4 by
MSE =
1
K
K−1∑
k=0
∥∥∥∥∥ˆ¯c
(u)
k − c¯(u)k
c¯
(u)
k
∥∥∥∥∥
2
2
. (4.90)
In Figures 4.9-4.14, the correlation SCE presented in Section 4.2.2 and the subspace
SCE presented in Section 4.2.3 are analyzed in terms of their MSE performance for the
case of time invariant mobile radio channels. Then, Figure 4.15(a) and Figure 4.15(b)
present the influence of time varying channel conditions on the correlation SCE and
the subspace SCE. As these two algorithms are utilized for the initialization of the
DDCE+WF in case of time varying channels, the performance of both algorithms in
case of time varying channels directly influences the estimation performance of corre-
lation SCE+DDCE+WF and subspace SCE+DDCE+WF. Finally, in Figures 4.16-
4.17, the MSE results are presented for correlation SCE+DDCE+WF and subspace
SCE+DDCE+WF as introduced in Section 4.3 in case of time varying channel con-
ditions. As a reference, the MSE is also presented for DDCE+WF with symbolwise
LS according to Section 3.2.2 as initializing channel estimate. For reasons of clarity,
Table 3.4 gives an overview of the presented MSE results.
In the following, the MSE performance of the correlation SCE and the subspace SCE
is presented under the assumption of time invariant channels, i.e., a user velocity of
v = 0 km/h.
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Table 4.2. Overview of presented MSE results.
estimation approach for
estimation approach channel variations in time domain
for
channel variations
in frequency domain
no estimation DDCE+WF
symbolwise LS − Figure 4.16(b)
Figure 4.9(a), Figure 4.9(b),
Figure 4.11(a), Figure 4.11(b),
correlation SCE Figure 4.12, Figure 4.13, Figure 4.16(a)
Figure 4.14, Figure 4.15(a),
Figure 4.15(b)
Figure 4.9(a), Figure 4.9(b),
Figure 4.16(a)
Figure 4.10, Figure 4.11(a),
Figure 4.16(b)
subspace SCE Figure 4.11(b), Figure 4.12,
Figure 4.17(a)
Figure 4.13, Figure 4.14,
Figure 4.17(b)
Figure 4.15(a), Figure 4.15(b)
In Figure 4.9, the influence of the ratio between the number K of IFDMA symbols
transmitted within the TDMA slot and the number Q of data symbols per IFDMA
symbol on the estimation performance is investigated. The MSE is given as a function
of EB/N0 in dB with the ratio K/Q as parameter. Further parameters are chosen as
follows:
• In order to observe the influence of the ratio K/Q independently from the in-
fluences introduced by large channel delay spreads, the results are presented for
small channel delay spreads, i.e., LC = Q channel delay taps.
• For the present results, the influence of multiple users in the system is neglected
and, thus, U = 1.
• QP = Q2 pilot symbols are transmitted in the IFDMA symbol with index k = 0
which corresponds to an interpolation depth I = 2 meaning that every second
subcarrier in the IFDMA symbol with index k = 0 is used for pilot transmission.
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In order to fulfill the sampling theorem with an oversampling factor DF = 1
in frequency domain, an interpolation depth I = 1 had to be applied meaning
that each allocated subcarrier has to be used for pilot transmission. Thus, the
presented results are valid for a two times extended sampling theorem in fre-
quency domain, i.e., DF = 0.5, as only every second subcarrier is used for pilot
transmission.
In Figure 4.9(a), the considered channel corresponds to the Typical Urban VarDelay
channel. It can be seen that the increase of the ratio K/Q from K/Q = 3.75 up to
K/Q = 12.5 leads to a reduction of the MSE for both, the correlation SCE and the
subspace SCE. For the correlation SCE, the MSE depends only slightly on the EB/N0
and provides only poor estimation performances even for high EB/N0 and large K/Q.
The correlation SCE is based on the correlation between a single received data sym-
bol and different parts of the received signal which is approximated by the arithmetic
mean of the product between the received signal parts, cf. Eq. (4.15). With the ratio
K/Q tending to infinity, the estimation of the correlation is improved and, thus, the
estimation performance is improved for increasing values of the ratio K/Q. However,
an increasing ratio K/Q cannot counteract the large MSE. The reason for this can
be found in the correlation of a single received data symbol with different parts of the
received signal. Due to this, only a small sample size is available for the estimation
of the channel impulse response and the estimation performance hardly improves for
decreasing noise powers. The results for subspace SCE show that it performs signifi-
cantly better than the correlation SCE. In detail, for subspace SCE, it can be observed
that the MSE performance is only hardly influenced by the SNR for EB/N0 ≤ 15 dB
and tends to zero for an increasing EB/N0. This can be explained by the estimation
principle of the subspace SCE which is based on the separation of the signal and the
noise subspace. For this separation, it is assumed that the signal power is larger than
the noise power, cf. Section 4.2.3.1. For low EB/N0, this assumption is fulfilled only
approximately which entails an erroneous separation of the signal and the noise sub-
space and leads to a poor estimation performance. For high EB/N0, the assumption is
fulfilled and the signal and the noise subspace are almost ideally separable. Similar to
the correlation SCE, the subspace SCE is based on the evaluation of the autocorrela-
tion matrix of the received signal vector. The autocorrelation matrix is approximated
by an arithmetic mean which converges to the true autocorrelation matrix for the ratio
K/Q tending to infinity. The estimation performance is improved for increasing values
of the ratio K/Q if the assumption that the signal power is larger than the noise power
is fulfilled. Thus, the performance improvement is observable for EB/N0 > 15 dB.
In Figure 4.9(b), the results are valid for the same assumptions as in Figure 4.9(a)
but for the Rural Area VarDelay channel. It can be seen that the MSE performance
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Figure 4.9. MSE as a function of EB/N0 in dB with the ratio K/Q as parameter
assuming U = 1, v = 0 km/h, I = 2 and LC = Q = 8.
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is slightly improved for the case of correlation SCE and all considered ratios K/Q
compared to the results for the typical urban propagation scenario. For subspace SCE,
the performance improvement in case of the rural area propagation scenario is very
small and marginal. The rural area propagation scenario differs from the typical urban
propagation scenario in the power distribution of the delay paths. Obviously, the
subspace SCE copes better with strong delay paths than the correlation SCE.
In Figure 4.10, results are shown for subspace SCE with the ratio K/Q and the inter-
polation depth I as parameters. The Typical Urban VarDelay is considered as channel
model. Results for correlation SCE are omitted as the correlation SCE provides only
poor performance for I = 2 as shown in Figure 4.9 and fails to estimate the channel
if the interpolation depth is further increased. For I = 4, QP =
Q
4
pilot symbols are
transmitted on every 4th subcarrier in the IFDMA symbol with index k = 0. The in-
terpolation depth I = 4 corresponds to an oversampling factor OF = 0.25 in frequency
domain which means that the sampling theorem in frequency domain is extended by
factor 4.
In Figure 4.10, it can be seen that the estimation performance decreases clearly if the
interpolation depth increases from I = 2 to I = 4. However, for I = 4, increasing the
ratio K/Q produces a performance gain that is comparable to the performance gain for
I = 2 if K/Q is increased. For large SNR values and large ratios K/Q, the estimation
performance of subspace SCE with I = 4 is quite acceptable. Thus, it can be stated
that the application of subspace SCE allows the violation of the sampling theorem in
frequency domain by factor 4 in case of large SNR values and large ratios K/Q.
For the remainder of this section, the following parameters are valid:
• The ratio between the number K of IFDMA symbols transmitted within the
TDMA slot and the number Q of data symbols per IFDMA symbol is chosen
as K/Q = 3.75. As the semiblind channel estimation approaches shall support
a reduction of the number of pilot carrying subcarriers even for a small number
Q of allocated subcarriers, the following results are presented for Q = 8 and
K = 30.
• QP = Q2 pilot symbols are transmitted in the IFDMA symbol with index k = 0
which corresponds to an interpolation depth of I = 2.
In the following, the influence of the number LC of channel delay taps on the estimation
performance of the correlation and the subspace based semiblind channel estimation is
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Figure 4.10. MSE as a function of EB/N0 in dB with the ratio K/Q and the interpola-
tion depth I as parameter assuming that U = 1, v = 0 km/h and LC = Q = 8 for the
Typical Urban VarDelay channel.
investigated. In Figure 4.11, the MSE is given as a function of EB/N0 in dB with the
number LC of channel delay taps as parameter. The results are presented for U = 1
user in the system.
In Figure 4.11(a), the Typical Urban VarDelay channel is considered. For correlation
SCE, the results are obtained by applying the algorithm introduced in Section 4.2.2.1
for LC = Q and the algorithm introduced in Section 4.2.2.2 for LC > Q. For correlation
SCE, the results in Figure 4.11(a) show that the MSE is only marginally increased due
to large channel delay spreads. For LC > Q, the MSE is independent of the specific
value for LC. This approves that the correlation SCE can cope with large channel
delay spreads by means of estimating the cyclic channel impulse response as explained
in Section 4.2.2.2. For subspace SCE, the results in Figure 4.11(a) are obtained by
applying the algorithm introduced in Section 4.2.3.1 for LC = Q and the algorithm
introduced in Section 4.2.3.2 for LC > Q. Comparable to the results for correlation
SCE, it can be seen that the estimation of channels with LC > Q for subspace SCE leads
to a slightly increased MSE compared to the estimation for LC = Q. The increase of the
MSE can be reduced to the fact that for LC > Q, 2Q unknown elements of the channel
impulse response and the cyclic channel impulse response have to be estimated instead
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of Q unknowns for the case where LC = Q. For LC > Q, the MSE is independent of
the specific value for LC and, thus, it can be stated that due to estimating the cyclic
channel impulse response according to the algorithm presented in Section 4.2.3.2 the
estimation performance is independent of the channel delay spread.
In Figure 4.11(b), results are presented for the Rural Area VarDelay channel. It can be
seen that for both, the correlation SCE and the subspace SCE, there is no performance
degradation for the case where LC > Q compared to LC = Q. This can be explained
by the power distribution of channel delay taps for the case of a rural area propagation
scenario. The amount of power that is accumulated in the first channel delay taps is
larger than for the typical urban propagation scenario. As the correlation SCE and the
subspace SCE take advantage of the interference that is introduced by the preceding
IFDMA symbol into the cyclic prefix of the current IFDMA symbol, both algorithms
perform better if a larger amount of power is accumulated in the first channel delay
taps.
In Figure 4.12, the influence of the considered channel model on the estimation per-
formance of the correlation SCE and the subspace SCE is investigated for the case
of channels with large delay spreads. The results are valid for the same parameters
as presented for Figure 4.11. For comparison, the WINNER SCM urban macro-cell
channel, the Typical Urban VarDelay channel and the Rural Area VarDelay channel
are investigated. It can be seen that both, the correlation SCE and the subspace SCE
perform best in case of the rural area propagation scenario. This can be deduced to the
fact that a large amount of the total power of the channel delay paths is accumulated
in the first delay taps. For correlation SCE, the WINNER SCM urban macro-cell chan-
nel entails better performance compared to the Typical Urban VarDelay channel. The
WINNER SCM urban macro-cell channel, in contrast to the Typical Urban VarDelay
channel, exhibits clustered delay paths and a power delay profile which is not continu-
ously decaying with the delay time. Obviously, the correlation SCE copes better with
this distribution of delay paths than with a continuously decaying power delay profile
where each of the LC delay paths exhibits a power larger than zero. For subspace SCE,
the comparison between the WINNER SCM urban macro-cell channel and the Typical
Urban VarDelay channel shows that the subspace SCE copes slightly better with the
Typical Urban VarDelay channel. Although there is only slight difference in the MSE
performance, it can be deduced that the subspace SCE performs better in case of a
continuously decaying power delay profile.
In the following, the influence of the number U of users allocated to the same TDMA
slot on the estimation performance of the correlation SCE and the subspace SCE is
investigated. Results are presented for the following parameters:
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Figure 4.11. MSE as a function of EB/N0 in dB with the number LC of channel delay
taps as parameter for Q = 8, K = 30, U = 1, v = 0 km/h and I = 2.
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Figure 4.12. MSE as a function of EB/N0 in dB with the considered channel model as
parameter assuming that Q = 8, K = 30, U = 1, v = 0 km/h and I = 2.
• The Typical Urban VarDelay channel is used in the simulations.
• In order to observe the influence of multiple users in the system independently
from the influences introduced by large channel delay spreads, the results are
presented for LC = Q channel delay taps.
In Figure 4.13, the MSE is presented as a function of EB/N0 in dB for an uplink
scenario with the number U of users as parameter. It can be seen that the performance
of the correlation SCE remains unaffected by data transmission of multiple users in
the system. This corresponds to the results that have been derived in Section 4.2.2.3.
In contrast to this, the performance of the subspace SCE is strongly degraded due
to multiple users in the system and the performance degradation depends directly
on the number U of users in the system. This performance degradation is caused by
superimposing cyclic prefixes that have been transmitted by the U users and cannot be
separated as the cyclic prefixes of different users are not designed under consideration
of mutual orthogonality.
In Figure 4.14, the influence of the number U of users allocated to the same TDMA
slot on the channel estimation performance is investigated for the case of downlink
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Figure 4.13. MSE as a function of EB/N0 in dB with the number U of users as
parameter assuming that LC = Q = 8, v = 0 km/h and I = 2 in an uplink scenario.
transmission. For correlation SCE, it can be observed that for a downlink scenario, the
data transmission of multiple users slightly improves the MSE performance. This can
be explained by the increasing number of received signals that are available for channel
estimation if U > 1. In a downlink scenario, the U received signals are affected by the
same channel conditions and, thus, the received signal provides an increasing power for
the estimation of the channel which leads to performance improvements. For subspace
SCE, the MSE performance is significantly improved if the signals of multiple users are
received at the mobile terminal. This can again be accounted for the increasing received
power due to the superposition of the U users’ signals at the receiver. However, for an
increasing number U of users, the MSE degrades for large SNR. This can be explained
under consideration of Eq. (4.78) which shows that the received vector consists of the
superposition of U different transmit vectors of length 2Q. The autocorrelation matrix
of this received vector has to be estimated and the autocorrelation of U × 2Q data
symbols is approximated by the arithmetic mean. With an increasing number U of
users in the system, an increasing number K of received IFDMA symbols is needed to
estimate the autocorrelation matrix and to obtain a converging channel estimate.
In the following, the influence of the time variability of the channel, which is represented
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Figure 4.14. MSE as a function of EB/N0 in dB with the number U of users as
parameter assuming that LC = Q = 8, v = 0 km/h and I = 2 in a downlink scenario.
by the user velocity v, on the estimation performance of the correlation SCE and the
subspace SCE is investigated for
• the Typical Urban VarDelay channel,
• LC = Q channel delay taps and
• U = 1 user in the system
In Figure 4.15(a), the MSE is given as a function of EB/N0 in dB with the user velocity
v as parameter. For correlation SCE, the results in Figure 4.15(a) show that increasing
the velocity from v = 0 km/h up to v = 20 km/h has no observable impact on the MSE
performance. The performance degradation due to time variant channel conditions is
negligible as the correlation SCE suffers already from a high MSE. For subspace SCE,
the increasing velocity leads to obvious performance degradations for EB/N0 > 25 dB.
The higher the velocity, the higher the performance loss. This effect is accounted
for the erroneous assumption that the channel conditions are invariant during the
transmission of K IFDMA symbols. As this assumption is the basis for the calculation
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of the arithmetic mean in Eq. (4.51) and, thus, the basis for the subspace SCE, the
violation of this assumption due to moving mobile stations leads to the performance
degradations shown in Figure 4.15(a).
In Figure 4.15(b), the MSE is given as a function of the IFDMA symbol index k with
the user velocity v as parameter. The results are valid for the same assumptions as
in Figure 4.15(a) and are presented for EB/N0 = 35 dB. It can be seen that for the
correlation SCE, the MSE performance is constant for each IFDMA symbol within
the TDMA slot. However, for the subspace SCE, the time variability influences the
MSE of the channel estimates. The higher the velocity v, the higher the MSE of the
subspace SCE. For each investigated velocity, the best performance is achieved for the
estimate corresponding to the IFDMA symbol with index k = 0. This is accounted
for the transmission of the pilot symbols within the IFDMA symbol with index k = 0.
With an increasing time duration between the IFDMA symbol with index k = 0 and
an IFDMA symbol with index k, the information about the channel that is provided
due to pilot symbol transmission is outdated. Therefore, the performance degradation
increases with increasing IFDMA symbol index k and increasing velocity v of the mobile
terminal.
In the following, the performance of the proposed correlation SCE+DDCE+WF and
the subspace SCE+DDCE+WF is investigated. In Figure 4.16(a), the MSE is given as
a function of EB/N0 in dB with the user velocity v as parameter. For the simulations,
the following parameters have been used:
• The WINNER SCM urban macro-cell channel is considered.
• For the iterative Wiener filtering, V = 6 filter coefficients are applied.
• In order to observe the influence of the time variability of the channel indepen-
dently from the influences introduced by multiple users in the system, the results
are presented for U = 1 user in the system.
It can be seen that for correlation SCE+DDCE+WF, the MSE is slightly decreased in
comparison to the MSE of correlation SCE for the WINNER SCM urban macro-cell
channel shown in Figure 4.12. Moreover, the performance remains unaffected by the
increasing velocity of the mobile terminal. Nevertheless, the estimation performance
of correlation SCE+DDCE+WF is very poor. In contrast to this, the performance of
subspace SCE+DDCE+WF exhibits a significantly better performance. Comparing
the result for v = 0 km/h with the result for subspace SCE shown in Figure 4.12, it
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Figure 4.15. MSE as a function of (a) EB/N0 in dB and (b) the IFDMA symbol index
k with the user velocity v as parameter assuming that LC = Q = 8, K = 30, U = 1
and I = 2.
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reveals that the application of DDCE+WF considerably improves the estimation per-
formance. For an example, the improvement is approximately 15 dB for MSE = 10−2.
This shows that the application of DDCE+WF for the estimation of time domain chan-
nel variations mitigates estimation errors that occur due to an erroneous estimation
of the frequency domain channel variations. Due to symbol detection, updating chan-
nel estimation and subsequent Wiener filtering in each iteration step for DDCE+WF,
the propagation of the estimation error caused by the initializing estimate is strongly
mitigated. As the performance improvement of subspace SCE+DDCE+WF compared
to subspace SCE is clearly better than for correlation SCE+DDCE+WF, it can be
deduced that the proposed DDCE+WF requires a certain quality of its initializing
estimate to develop its error mitigating property. Obviously, for the initialization with
the correlation SCE, the estimation performance is insufficient and cannot be improved
noticeably by the application of DDCE+WF. On the contrary, for the initialization
with the subspace SCE, the initializing estimate provides a satisfying performance for
EB/N0 > 5 dB and, thus, the performance can be improved significantly. Nevertheless,
for an increasing velocity v, the MSE of subspace SCE+DDCE+WF exhibits an in-
creasing error floor for large SNR values. The increasing error floor can be explained by
an error propagation due to the time varying channel conditions. The error propagation
is reduced by the iterative Wiener filtering but cannot be completely avoided.
In Figure 4.16(b), the performance of the proposed subspace SCE+DDCE+WF is
compared to the case where pure pilot assisted channel estimation represented by
symbolwise LS is used for the initialization of the DDCE+WF.
The initialization with correlation SCE is not considered for this comparison due to
its unsatisfying results that have been shown in Figure 4.16(a). The results in Fig-
ure 4.16(b) are valid for the same assumptions as in Figure 4.16(a). As the pure
pilot assisted initialization consumes twice as much pilot symbols as the subspace SCE
initialization, the pilot symbol overhead is included in the MSE results as an SNR
degradation according to Eq. (3.52).
Figure 4.16(b) shows that for EB/N0 < 25 dB, the DDCE+WF with symbolwise LS ini-
tialization exhibits a clearly better performance than the subspace SCE+DDCE+WF.
This can be attributed to the fact that the symbolwise LS provides better estimation
performances for EB/N0 < 25 dB than the subspace SCE. The high quality of the sym-
bolwise LS initializing estimate leads to a strong performance improvement while ap-
plying DDCE+WF. Nevertheless, for EB/N0 ≥ 25 dB, the subspace SCE+DDCE+WF
exhibits the same performance as DDCE+WF with symbolwise LS initialization. This
result is remarkable as the subspace SCE initializing estimate requires half the number
of pilot symbols than the symbolwise LS initializing estimate and provides satisfying
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(a) Comparison of correlation and subspace based semiblind channel es-
timation with interpolation depth I = 2 as initialization for DDCE+WF
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(b) Comparison of subspace based semiblind channel estimation with
interpolation depth I = 2 and pilot assisted channel estimation with
I = 1 as initialization for DDCE+WF
Figure 4.16. MSE as a function of EB/N0 in dB with the velocity v as parameter for the
WINNER SCM urban macro-cell channel and assuming that Q = 8, K = 30, U = 1.
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estimation performance for a pilot allocation where a pure pilot assisted initialization
fails to estimate the channel at all. Moreover, it can be stated that the performance
gain due to the application of DDCE+WF is significantly larger for the subspace SCE
than for the symbolwise LS.
In the following, the influence of multiple users in the system is investigated for subspace
SCE+DDCE+WF. In Figure 4.17, the MSE is given as a function of EB/N0 in dB
with the number U of users as parameter. Further parameters are as follows:
• The WINNER SCM urban macro-cell channel is used.
• For the iterative Wiener filtering, V = 6 filter coefficients are applied.
• In order to observe the influence of numbers of users independently from the
influences introduced by time varying channel, the results are presented for a
velocity of v = 0 km/h.
In Figure 4.17(a), results are presented for the case of an uplink transmission. It can
be seen that the MSE performance exhibits an increasing error floor with increasing
number U of users in the system. For U = 2 and EB/N0 ≥ 30 dB, the performance
of the initializing subspace SCE is sufficient for the error mitigation probability of the
DDCE+WF and the MSE is equal to the case with U = 1 user in the system. For
U = 4, the initializing estimate provides insufficient performance and the application
of DDCE+WF fails to mitigate the estimation errors.
Figure 4.17(b) shows results for the same assumptions as in Figure 4.17(b) but for
the case of downlink transmission. It can be seen that the estimation performance is
improved significantly for EB/N0 ≤ 25 dB due to the transmission of multiple users
in the system. The largest performance gain is achieved if the number U of users
is increased from U = 2 to U = 4. Obviously, for U = 4, the performance of the
initializing subspace SCE exceeds a threshold at which the DDCE+WF copes better
with initializing estimation errors. Moreover, it can be seen that the error floor which
has been observed for the MSE of subspace SCE in Figure 4.14 for U ≥ 6, is mitigated
by the DDCE+WF and does not occur in Figure 4.17(b). For EB/N0 > 25 dB, the
estimation performance is identical if the signals of U = 1, 2, 4, 6, 8 users are transmitted
in the system.
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Figure 4.17. MSE as a function of EB/N0 in dB with the number U of users as
parameter for the WINNER SCM urban macro-cell channel and assuming that Q = 8,
K = 30 and v = 0 km/h.
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4.4.4 Complexity
In this section, the correlation SCE+DDCE+WF and the subspace SCE+DDCE+WF
are investigated in terms of their computational complexity.
According to Section 3.4.5, the computational complexity is measured based on the
required number of complex multiplications. In the following, the assumptions intro-
duced in Section 3.4.5 are valid. In Table 4.3, the number of complex multiplications is
given for the respective estimation algorithm. It is again assumed that the Q×Q DFT
and IDFT operations can be implemented by FFT and IFFT operations according
to [KK98] with Q · log2(Q) complex multiplications each.
Table 4.3. Number of complex multiplications
Algorithm Complex multiplications
correlation (Q + 1) · LU ·K + 2 ·Q+Q · log2(Q) +QP+
SCE+DDCE+WF (K − 1) · (Q · (V + 2) + 2 ·Q · log2(Q))
subspace 8Q4 +O(45Q3) + (9LUK + 2) ·Q2 + (QP + log2(Q))Q+QP
SCE+DDCE+WF +(K − 1) · (Q · (V + 2) + 2 ·Q · log2(Q))
For each semiblind estimation algorithm, the second line given by K · (Q · (V +2)+ 2 ·
Q · log2(Q)+O(decoding)) is identical as it refers to the number of complex multiplica-
tions for the DDCE+WF. In each of the K− 1 iteration steps, there are 2 ·Q · log2(Q)
multiplications for the FFT and IFFT operations applied to the estimated data sym-
bols, Q multiplications for the LS estimation, Q multiplication for the equalization and
V · Q multiplications for the Wiener filtering. The multiplications for the coding and
decoding process in each iteration step are neglected at this point, as the coding and
decoding processes do not represent the crucial part of the algorithms in terms of com-
plexity. The number of multiplications strongly depends on the coding and decoding
algorithms and their implementation and, thus, varies for different coding and decod-
ing algorithms. The initialization of DDCE+WF with correlation SCE consumes QP
multiplications for the LS estimates of the pilot carrying subcarriers, (Q+1)·LU ·K+Q
multiplications for the evaluation of Eq. (4.15), Q · log2(Q) multiplications for the FFT
operation and Q multiplications for the calculation and resolving of the factor of ambi-
guity. It can be stated that initialization with the correlation based semiblind channel
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estimation exhibits a clearly lower computational complexity than initialization with
the subspace based semiblind channel estimation. For subspace SCE, there are again
QP multiplications for the LS estimates of the pilot carrying subcarriers. The calcula-
tion of the 3Q× 3Q autocorrelation matrix consumes LU ·K · (3 ·Q)2 multiplications.
The complexity order of the eigenvalue decomposition of an L × L matrix has been
presented in, e.g., [GvL96, Sil08] and equals O(5
3
L3). For L = 3Q, the eigenvalue de-
composition of the 3Q× 3Q autocorrelation matrix entails a large number of complex
multiplications and leads to a complexity order O(45Q3). Finally, the calculation of
Eq. (4.74) utilizes 8 ·Q4+2 ·Q2+Q ·QP multiplications and the FFT operation in order
to obtain the channel transfer factors utilizes Q · log2(Q) multiplications. For subspace
SCE, the critical part in terms of the computational complexity is the computation of∑Q−1
q=0 Gˆ
(u)
q · Gˆ
(u)H
q which leads to 8Q
4 complex multiplications.
4.5 Conclusions
In this chapter, two second order statistics based semiblind channel estimation ap-
proaches have been introduced for the application to IFDMA in order to estimate the
channel variations in frequency domain. The application of these two second order
statistics based semiblind channel estimation approaches opens up the possibility to
extend the sampling theorem in frequency domain and allows to reduce the number
of pilot symbols in frequency domain in comparison to pure pilot assisted channel es-
timation. The second order statistics based semiblind channel estimation approaches
have been adapted to estimate channels with large delay spreads and investigated in
terms of the influence of multiple users in the system. Additionally, these second order
statistics based semiblind channel estimation approaches have been combined with de-
cision directed channel estimation in order to estimate the channel variations in time
domain. By doing so, the sampling theorem in time domain can be extended and the
number of pilot symbols in time domain is reduced compared to pure pilot assisted
channel estimation. The decision directed channel estimation has been extended by an
iterative Wiener filtering process to combat the error propagating character of decision
directed estimation approaches. The introduced semiblind channel estimation algo-
rithms have been investigated in terms of their pilot symbol overhead consumption,
their MSE performance and their computational complexity. The main conclusions of
this chapter can be summarized as follows:
• The comparison of the two second order based semiblind channel estimation
approaches for the estimation of frequency domain channel variations reveals
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that the subspace SCE provides a clearly better estimation performance than the
correlation SCE. Due to the estimation principle of subspace SCE by separation
of signal and noise subspace, a channel estimate is obtained for large SNR values
which is close to the optimum channel estimate. In contrast to this, the estimation
principle of the correlation SCE is based on a small sample size and the estimation
performance for the correlation SCE is only poor.
• Due to the extension of the second order based semiblind channel estimation
approaches to channels with large delay spreads, the channel transfer factors
corresponding to the Q allocated subcarriers can be estimated utilizing QP = Q/2
pilot carrying subcarriers independent of the number LC of channel delay taps.
• For typical urban propagation scenarios, channels with large delay spreads are
estimated with a slight performance degradation in comparison to channels with
small delay spreads. For rural area propagation scenarios, the estimation of
channels with large and small delay spreads reveals identical performances.
• The correlation SCE remains unaffected by multiple users in the system. In
contrast to this, the performance of subspace SCE is degraded if the signals of
multiple users are transmitted within the same TDMA slot during uplink trans-
mission. However, during downlink transmission, the transmission of multiple
users within the same TDMA slot leads to a significant performance improve-
ment, especially in the low SNR region.
• The combination of DDCE+WF with correlation SCE produces a channel esti-
mate with slight performance improvements compared to the results for correla-
tion SCE only.
• The combination of DDCE+WF with subspace SCE produces a channel estimate
with significant performance improvements compared to the results for subspace
SCE only. The performance improvements can be attributed to error mitigating
properties of DDCE+WF which are based on the iterative Wiener filtering pro-
cess. As the combination of DDCE+WF with subspace SCE produces a clearly
stronger performance improvement than the combination with correlation SCE,
it can be stated that the error mitigating property of DDCE+WF is effective if
the initializing estimate provides a certain quality of the estimates.
• For large SNR values, the subspace SCE+DDCE+WF provides comparable esti-
mation performance as DDCE+WF with symbolwise LS as initialization which
consumes twice as much pilot symbols as the subspace SCE initialization.
• For IFDMA, the time varying channel transfer factors can be estimated although
the distance between the inserted pilot symbols violates the sampling theorem in
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frequency and time domain. That means, the application of semiblind channel
estimation to IFDMA allows a noticeable reduction of the pilot symbol overhead
while providing satisfying estimation performance. The sampling theorem in fre-
quency and time domain is extended at the expense of an increased computational
complexity.
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Channel Estimation for Block-IFDMA
5.1 Introduction
In this chapter, channel estimation for B-IFDMA is addressed. The B-IFDMA scheme
can be described as DFT precoded OFDMA where blocks of KF neighboring subcar-
riers are equidistantly distributed over the available bandwidth. Thus, it can be seen
as generalization of IFDMA where each block consists of KF > 1 subcarrier. On the
one hand, channel estimation for B-IFDMA comprises similarities to the channel es-
timation for IFDMA. On the other hand, for B-IFDMA, new aspects arise compared
to IFDMA due to the blockwise allocation of subcarriers in frequency domain. In the
following, selected topics concerning the pilot assisted and semiblind channel estima-
tion algorithms presented for IFDMA in Chapter 3 and Chapter 4 are introduced with
regard to the application to B-IFDMA. Parts of this chapter have been originally
published by the author in [SK07,SFK07,SK09a,SK10].
In Section 5.2, a system model is presented for B-IFDMA which is based on the IFDMA
signal generation in frequency domain introduced in Section 2.2.2. Section 5.3 addresses
the pilot assisted channel estimation for B-IFDMA and the differences compared to
pilot assisted channel estimation for IFDMA. In Section 5.4, semiblind channel esti-
mation is introduced for B-IFDMA and, again, the differences compared to semiblind
channel estimation for IFDMA are elaborated. Section 5.5 gives the main conclusions
of this chapter.
5.2 System Model
In this section, a system model for a mobile communication system utilizing B-IFDMA
as multiple access scheme is presented. The considered system is identical to the
one introduced in Chapter 2 for IFDMA except the subcarrier allocation. Thus, in
this section, the B-IFDMA signal generation and demodulation is explained based on
the description of IFDMA signal generation and demodulation in frequency domain
described in Section 2.2.2 and Section 2.4, respectively. In the following, the focus
is on the distinction of B-IFDMA and IFDMA. Therefore, the B-IFDMA subcarrier
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allocation is of central interest and the parts in signal generation and demodulation
that are identical to IFDMA are referred to Section 2.2.2 and Section 2.4, respectively.
For B-IFDMA signal generation, data bits that are transmitted by a user with index u,
u = 0, . . . , U−1, are channel coded, interleaved and mapped according to a bit mapping
scheme like PSK or QAM. The resulting data symbols are fed into the B-IFDMA
signal generator where blocks d
(u)
k , k = 0, . . . , K − 1, consisting of Q data symbols
that are transmitted at data symbol rate 1/TS by a user with index u are processed
simultaneously. A DFT precoding is applied to the block d
(u)
k of data symbols according
to Eq. (2.3) and the output of the precoder is denoted by d¯
(u)
k = [d¯
(u)
k,0, . . . , d¯
(u)
k,Q−1]
T.
For B-IFDMA, the elements d¯
(u)
k,q are transmitted on Q/KF blocks each consisting of
KF neighboring subcarriers that are distributed over the total number N of subcarriers
in the system. The block-interleaved subcarrier allocation is depicted exemplarily in
Figure 5.1 for a user with index u = 0 and a user with index u = 1. For B-IFDMA, the
assignment of the elements d¯
(u)
k,q to the user specific set of Q subcarriers can be described
by an N ×Q mapping matrix M(u)B . The mapping matrix M(u)B is characterized by its
elements [M
(u)
B ]n,q, with n = 0, . . . , N − 1 and q = 0, . . . , Q− 1 that are given by
[
M
(u)
B
]
n,q
=
{
1 for n =
⌊
q
KF
⌋
·KF
(
N
Q
− 1
)
+ q + u ·KF ,
0 else .
(5.1)
After allocating the elements of d¯
(u)
k to the specific set of subcarriers, an N -point IDFT
operation is applied in order to get a time domain signal vector at the output of the
B-IFDMA signal generator. The kth B-IFDMA symbol of a user with index u with the
elements x
(u)
k,n, n = 0, . . . , N − 1, transmitted at chip rate 1/TC = LU/TS is represented
by
x
(u)
k = F
H
N ·M(u)B · FQ · d(u)k =
[
x
(u)
k,0, . . . , x
(u)
k,N−1
]T
(5.2)
[SFF+07]. The elements x
(u)
k,n, n = 0, . . . , N−1, will be denoted as chips in the following.
In order to avoid intersymbol and intercarrier interference due to transmission over a
multipath channel, a cyclic prefix consisting of NG = LG · Q elements is inserted in-
between successive B-IFDMA symbols. The kth B-IFDMA symbol with cyclic prefix
is denoted by x˜
(u)
k and has a duration of T = (NG +N) · TC.
Finally, K successive B-IFDMA symbols x˜
(u)
k with cyclic prefix with indices k =
0, . . . , K − 1 are summarized in a TDMA slot and transmitted over the mobile ra-
dio channel which is represented by the impulse response vector h
(u)
k . Further on, x˜
(u)
k
is distorted by AWGN represented by the vector ν˜
(u)
k = [ν
(u)
k,0 , . . . , ν
(u)
k,N+NG−1
] whose ele-
ments have the average power σ2ν . The interference between successively transmitted
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Figure 5.1. B-IFDMA subcarrier allocation for (a) Q = 8, KF = 2 and (b) Q = 16,
KF = 4.
B-IFDMA symbols is avoided due to cyclic prefix insertion and the transmission over
the channel can be explained for a single B-IFDMA symbol with index k independently
from the other B-IFDMA symbols. At the receiver, the cyclic prefix part of each B-
IFDMA symbol is discarded and the received B-IFDMA symbol without cyclic prefix
can be described according to Eq. (2.34) as a function of the transmitted B-IFDMA
symbol x
(u)
k , the N × N circulant matrix H(u)k having h(u)k as its first column and the
AWGN vector ν
(u)
k = [ν
(u)
k,NG
, . . . , ν
(u)
k,N+NG−1
]T by
r
(u)
k = H
(u)
k · x(u)k + ν(u)k . (5.3)
The derivations in Section 2.4 show that for IFDMA, the interference between different
subcarriers is avoided due to cyclic prefix insertion. This is also valid for B-IFDMA as
it has been shown in [FKCK06]. Therefore, the transmission of an B-IFDMA symbol
over a multipath channel can be described in frequency domain by the multiplication
of the DFT elements d¯k,q, q = 0, . . . , Q − 1, transmitted on each allocated subcarrier
with one complex channel coefficient c¯
(u)
k,q which is denoted as the q
th channel transfer
factor corresponding to the subcarrier with index
⌊
q
KF
⌋
·KF
(
N
Q
− 1
)
+ q + u ·KF and
the B-IFDMA symbol with index k in the following. c¯
(u)
k,q is specified according to
c¯
(u)
k,q = h¯
(u)
k,
⌊
q
KF
⌋
·KF(NQ−1)+q+u·KF
, q = 0, . . . , Q− 1 . (5.4)
With Eqs. (3.7), (3.8), the vector c¯
(u)
k = [c¯
(u)
k,0, . . . , c¯
(u)
k,Q−1]
T and the vector v¯
(u)
k =
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[v¯
(u)
k,0 , . . . , v¯
(u)
k,Q−1]
T containing the AWGN corresponding to the Q subcarriers that are
allocated to a user with index u in the B-IFDMA symbol with index k, the received
values on the Q allocated subcarriers in frequency domain can be described by
y¯
(u)
k =M
(u)T
B · FN · r(u)k = diag{c¯(u)k } · d¯(u)k + v¯(u)k . (5.5)
5.3 Pilot Assisted Channel Estimation for Block-
IFDMA
5.3.1 Introduction
In this Section 5.3, the pilot assisted channel estimation algorithms introduced for
IFDMA in Chapter 3 are elaborated with respect to their application to B-IFDMA. In
the following, the pilot insertion methods and estimation algorithms of pilot assisted
channel estimation are considered which contain new aspects compared to the IFDMA
case. Table 5.1 gives an overview of the aspects of pilot assisted channel estimation for
B-IFDMA which exhibit new features compared to IFDMA and, thus, are considered
in the following sections.
Table 5.1. Pilot assisted channel estimation for B-IFDMA in comparison to IFDMA
symbolwise same principle as for IFDMA
estimation
approach for subcarrierwise
new pilot allocation pattern
frequency domain + new interpolation method
channel variations
chipwise
new possibility of pilot insertion
+ new estimation algorithm
estimation approach
multiple
for time domain
B-IFDMA symbols
same principle as for IFDMA
channel variations
The application of symbolwise LS follows the same principle that has been explained
for IFDMA in Section 3.2.2. Accordingly, the symbolwise LS is not explained in this
section as its application to B-IFDMA is analogous to the symbolwise LS for IFDMA.
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For subcarrierwise pilot insertion, B-IFDMA in contrast to IFDMA supports the ap-
plication of an additional pilot symbol allocation pattern in frequency domain due to
the blockwise subcarrier allocation. Furthermore, the blocks of KF neighboring sub-
carriers allow interpolation at least within these blocks of subcarriers and, thus, new
aspects arise in terms of the interpolation in frequency domain for subcarrierwise pilot
insertion. Therefore, in Section 5.3.2, the subcarrierwise pilot insertion and the corres-
ponding estimation algorithm is introduced for B-IFDMA. For B-IFDMA in contrast
to IFDMA, the application of a third pilot insertion method is possible as a result of
the blockwise allocation of subcarriers. For this third pilot insertion method, QP · LU
chips of the pilot carrying B-IFDMA symbol are used for pilot transmission. At the
receiver, the channel transfer function is estimated by solving a system of equations for
a certain number of channel transfer factors. The remaining channel transfer factors
are evaluated under the assumption of small channel variations in frequency domain
within each block of KF neighboring subcarriers. In the following, this pilot insertion
method will be referred to as chipwise pilot insertion and is introduced in Section 5.3.3.
In analogy to the explanations in Section 3.3 for IFDMA, the symbolwise, subcarri-
erwise and chipwise pilot insertion method are used to transmit pilot symbols within
multiple pilot carrying B-IFDMA symbols. The interpolation in time domain is then
performed by a Wiener interpolation. Again, the principle of interpolation in time
domain is equivalent to IFDMA and, thus, it will not be considered in this section.
In Section 5.3.4, the pilot assisted channel estimation algorithms are investigated in
terms of their influence on the PAPR of the transmit signal, their pilot symbol overhead
consumption, their MSE estimation performance and their computational complexity.
5.3.2 Subcarrierwise Pilot Insertion
5.3.2.1 Signal Generation
In this section, the B-IFDMA signal generation is presented for the subcarrierwise pilot
insertion with two different pilot allocation patterns.
According to the subcarrierwise pilot insertion for IFDMA explained in Section 3.2.3, a
subset of QP subcarriers out of the total number Q of subcarriers allocated to a certain
user in the B-IFDMA symbol with index k = κ is utilized for pilot transmission.
The remaining QD = Q − QP subcarriers are exploited by transmitting data symbols
within the κth B-IFDMA symbol. As defined in Eq. (3.13), ρ¯(u) = [ρ¯
(u)
0 , . . . , ρ¯
(u)
QP−1
]T
denotes the sequence of pilot symbols in frequency domain. The sequence of data
symbols in frequency domain has been defined in Eq. (3.17) and is denoted by δ¯
(u)
κ =
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[d¯
(u)
κ,0, . . . , d¯
(u)
κ,QD−1
]T. The elements ρ¯
(u)
qP , qP = 0, . . . , QP − 1, are mapped onto a subset
consisting of QP subcarriers out of the total number Q of subcarriers allocated to the
user. The elements d¯
(u)
κ,qD, qD = 0, . . . , QD−1, are transmitted on the remaining QD non-
pilot carrying subcarriers. In the following, the pilot and non-pilot carrying subcarriers
are defined for two different pilot allocation patterns.
Equidistant allocation For the equidistant pilot allocation pattern, the pilot car-
rying subcarriers are equidistantly distributed within each block of KF subcarriers and
every Ith subcarrier is used for pilot transmission. Thus, the number QP of subcarriers
that are used for pilot transmission is calculated by QP =
Q
I
, where I is chosen such
that QP ∈ Z. The elements ρ¯(u)qP , qP = 0, . . . , QP − 1, are transmitted on the pilot
carrying subcarriers with indices
η(qP) =
⌊
qP · I
KF
⌋
·KF ·
(
N
Q
− 1
)
+ qP · I + u ·KF . (5.6)
The elements d¯
(u)
κ,qD, qD = 0, . . . , QD − 1, are transmitted on the non-pilot carrying
subcarriers with indices
ζ(qD) =
⌊
qD · I
(I − 1) ·KF
⌋
·KF ·
(
N
Q
− 1
)
+ qD +
⌊
qD
I − 1
⌋
+ u ·KF + 1 . (5.7)
In Figure 5.2 (a), the equidistant pilot allocation pattern is sketched for I = 2.
Marginal allocation For the marginal pilot allocation pattern, the two subcarriers
at the margin of each block of KF subcarriers are used for pilot transmission. Thus,
the number QP of subcarriers that are used for pilot transmission is calculated by
QP =
2 ·Q
KF
. (5.8)
With mod denoting the modulo operator, the elements ρ¯
(u)
qP , qP = 0, . . . , QP − 1, are
transmitted on the pilot carrying subcarriers with indices
η(qP) =
⌊qP
2
⌋
· KF ·N
Q
+ (qPmod 2) · (KF − 1) + u ·KF . (5.9)
The elements d¯
(u)
κ,qD, qD = 0, . . . , QD − 1, are transmitted on the non-pilot carrying
subcarriers with indices
ζ(qD) =
⌊
qD
KF − 2
⌋
· KF ·N
Q
+ (qDmod (KF − 2)) + 1 + u ·KF . (5.10)
The marginal pilot allocation is sketched in Figure 5.2 (b).
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Figure 5.2. Pilot and non-pilot carrying subcarriers for (a) equidistant pilot allocation
and (b) marginal pilot allocation in case of two pilot carrying B-IFDMA symbols.
The allocation of the elements ρ¯
(u)
qP , qP = 0, . . . , QP−1, to the pilot carrying subcarriers
is performed by the application of the pilot mapping matrix M
(u)
BP whose elements
[M
(u)
BP ]n,qP for n = 0, ..., N − 1 and qP = 0, ..., QP − 1 are given by
[
M
(u)
BP
]
n,qP
=
{
1 for n = η(qP) ,
0 else .
(5.11)
The allocation of the elements d¯
(u)
κ,qD, qD = 0, . . . , QD − 1, to the non-pilot carrying
subcarriers is realized by a data mapping matrix M
(u)
BD . The elements [M
(u)
BD ]n,qD for
n = 0, ..., N − 1 and qD = 0, ..., QD − 1 of the data mapping matrix M(u)BD are given by
[
M
(u)
BD
]
n,qD
=
{
1 for n = ζ(qD) ,
0 else .
(5.12)
The superposition of the mapped pilot and mapped data symbols is multiplied by an
N × N IDFT matrix FHN and the B-IFDMA symbol x(u)κ containing pilot and data
symbols is given by
x(u)κ = F
H
N ·
(
M
(u)
BP · FQP · ρ(u) +M(u)BD · FQD · δ(u)κ
)
. (5.13)
Finally, x
(u)
κ is expanded by a cyclic prefix with NG elements and the resulting B-
IFDMA symbol x˜
(u)
κ with cyclic prefix is transmitted over the mobile radio channel.
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5.3.2.2 Estimation Algorithm
In this section, the channel estimation algorithm is explained for the subcarrierwise
pilot insertion method.
At the receiver, the cyclic prefix is discarded and the received B-IFDMA symbol r
(u)
κ
is analyzed at the pilot carrying subcarriers. Therefore, r
(u)
κ is transformed into fre-
quency domain by multiplication with the N × N DFT matrix FN and multiplied by
the transpose M
(u)T
BP of the pilot mapping matrix. Then, according to Eq. (3.25), an
estimate of the channel transfer factors of the pilot carrying subcarriers with indices
η(qP), qP = 0, . . . , QP−1, in the B-IFDMA symbol with index κ is determined by a LS
estimation and given by[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
= diag
{
p¯(u)
}−1 ·M(u)TBP · FN · r(u)κ (5.14)
[Kay93]. The LS estimates ˆ¯c
(u)
κ,qP, qP = 0, . . . , QP − 1, are exploited to get estimates
ˆ¯c
(u)
κ,qD, qD = 0, . . . , QD − 1 of the channel transfer factors of the remaining, non-pilot
carrying subcarriers with indices ζ(qD). For this purpose, three different interpolation
methods are proposed that are explained in the following.
Wiener interpolation The application of Wiener interpolation filtering in frequency
domain to B-IFDMA follows the same principle as the application to IFDMA. There-
fore, Section 3.2.3 can serve as a reference. For each non-pilot carrying subcarrier
with index ζ(qd), qD = 0, . . . , QD − 1, the channel transfer factor is calculated by the
Wiener interpolation. Finally, the LS estimates of the pilot carrying subcarriers and
the Wiener filter estimates of the non-pilot carrying subcarriers are combined in the
vector ˆ¯c
(u)
κ .
DFT interpolation The DFT interpolation is applied for the case that the number
QP of pilot carrying subcarriers is larger than or equal to the number LC of channel de-
lay taps. Then, the elements of the cyclic channel impulse response defined in Eq. (5.4)
are calculated by
cˆ
(u)
κ =
[
FHQP
0QD×QP
]
·
[
ˆ¯c
(u)
κ,0, . . . , ˆ¯c
(u)
κ,QP−1
]T
=
[
cˆ
(u)
κ,0, . . . , cˆ
(u)
κ,Q−1
]T
.
(5.15)
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For B-IFDMA, the pilot and non-pilot carrying subcarriers are not equidistantly dis-
tributed over the bandwidth as it is the case for IFDMA. Therefore, the Q channel
transfer factors of the allocated subcarriers are estimated by first calculating the chan-
nel transfer factors of all subcarriers in the system and applying the demapping matrix
M
(u)
B in order to consider the subcarriers for the user under consideration. The vector
of estimates is thus given by
ˆ¯c
(u)
κ =M
(u)T
B · FN ·
[
cˆ
(u)
κ
0N−Q×1
]
. (5.16)
Repetition For the case that the distance between neighboring blocks of subcarriers
is larger than the coherence bandwidth of the channel and that there is only one pilot
carrying subcarrier per block of KF subcarriers, i.e., QP =
Q
KF
, the application of an
interpolation filter is not feasible. Then, the LS-estimate of the nearest pilot carrying
subcarrier is used for equalization of the non-pilot carrying subcarriers within the same
block of KF subcarriers. Thus, the vector ˆ¯c
(u)
κ containing the channel estimates for each
allocated subcarrier within the B-IFDMA symbol with index κ is given by
ˆ¯c
(u)
κ = [ˆ¯c
(u)
κ,0, ˆ¯c
(u)
κ,0, . . .︸ ︷︷ ︸
KF-times
, . . . , ˆ¯c
(u)
κ,QP−1
, ˆ¯c
(u)
κ,QP−1
, . . .︸ ︷︷ ︸
KF-times
]T . (5.17)
In the following, subcarrierwise pilot insertion with repetition is shortly denoted as
subcarrierwise repetition.
5.3.3 Chipwise Pilot Insertion
5.3.3.1 Signal Generation
In this section, the signal generation is presented for chipwise pilot insertion.
For chipwise pilot insertion, a subset of QP · LU chips out of the total number Q · LU
of chips in the B-IFDMA symbol with index k = κ is utilized for pilot transmission.
The remaining QD · LU = (Q − QP) · LU chips are used for the transmission of data
symbols within the κth B-IFDMA symbol. That means, pilot and data symbols are
multiplexed within the B-IFDMA symbol with index k = κ.
For k = κ, the Q × 1 vector ρ(u) = [0, . . . , 0, ρ(u)0 , . . . , ρ(u)QP−1]T of QP pilot symbols
with E{|ρ(u)q |2} = σ2P and the Q × 1 vector δ(u)κ = [d(u)κ,0, . . . , d(u)κ,QD−1, 0, . . . , 0]T of data
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symbols with E{|d(u)κ,q|2} = σ2D are processed in parallel. The superposition ρ(u)+δ(u)κ of
both vectors is multiplied by the Q×Q DFT matrix FQ. The elements of the resulting
vector are mapped onto the Q block-interleaved subcarriers in frequency domain and
transformed in time domain via the N ×N IDFT matrix FHN. Thus, the sequence x(u)κ
containing multiplexed pilot and data symbols is calculated by
x(u)κ = F
H
N ·M(u)B · FQ ·
(
ρ(u) + δ(u)κ
)
. (5.18)
That means, on each allocated subcarrier, a superposition of pilot and data symbols in
frequency domain is transmitted. Due to the chipwise pilot insertion, pilot and data
symbols are not orthogonal in frequency domain.
Finally, x
(u)
κ is expanded by a cyclic prefix with NG elements and the resulting B-
IFDMA symbol x˜
(u)
κ with cyclic prefix is transmitted over the mobile radio channel.
5.3.3.2 Estimation Algorithm
In this section, the channel estimation algorithm is explained for the chipwise pilot
insertion method.
For that purpose, the received symbol r
(u)
κ with index κ is considered after removal of
the cyclic prefix. r
(u)
κ is transformed into frequency domain by multiplication with the
N ×N DFT matrix FN and multiplied by the transpose M(u)
T
B of the mapping matrix
which leads to the vector y¯
(u)
κ in frequency domain that is given by
y¯(u)κ = M
(u)T
B · FN · r(u)κ
= diag
{
c¯(u)κ
} · FQ · (ρ(u) + δ(u)κ )+ v¯(u)κ . (5.19)
In the following, let [z]e denote a vector containing the elements with even indices of a
vector z, i.e., [z]e = [[z]0, [z]2, . . . , [z]end−2]
T and let [z]o denote a vector containing the
elements with odd indices of a vector z, i.e., [z]o = [[z]1, [z]3, . . . , [z]end−1]
T. Further, let
[FQ]e,1:Q address the rows with even indices and the Q columns, [FQ]e,QD+1:Q the rows
with even indices and the last QP columns and [FQ]e,1:QD the rows with even indices
and the first QD columns of the Q×Q DFT matrix FQ.
Then, the vector y¯
(u)
κ can be separated into a vector [y¯
(u)
κ ]e containing the elements
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corresponding to the subcarriers with even indices according to[
y¯
(u)
κ
]
e
= diag
{[
c¯
(u)
κ
]
e
}
· [FQ]e,1:Q ·
(
ρ(u) + δ(u)κ
)
+
[
v¯
(u)
κ
]
e
= diag
{[
c¯
(u)
κ
]
e
}
·
(
[FQ]e,QD+1:Q ·
[
ρ
(u)
0 , . . . , ρ
(u)
QP−1
]T
+ [FQ]e,1:QD ·
[
d
(u)
κ,0, . . . , d
(u)
κ,QD−1
]T)
+
[
v¯
(u)
κ
]
e
(5.20)
and into a vector [y¯
(u)
κ ]o containing the elements corresponding to the subcarriers with
odd indices according to[
y¯
(u)
κ
]
o
= diag
{[
c¯
(u)
κ
]
o
}
· [FQ]o,1:Q ·
(
ρ(u) + δ(u)κ
)
+
[
v¯
(u)
κ
]
o
= diag
{[
c¯
(u)
κ
]
o
}
·
(
[FQ]o,QD+1:Q ·
[
ρ
(u)
0 , . . . , ρ
(u)
QP−1
]T
+ [FQ]o,1:QD ·
[
d
(u)
κ,0, . . . , d
(u)
κ,QD−1
]T)
+
[
v¯
(u)
κ
]
o
.
(5.21)
It can be seen that both vectors are dependent on the same unknown data vector
[d
(u)
κ,0, . . . , d
(u)
κ,QD−1
]T and the matrices diag{[c¯(u)κ ]e} and diag{[c¯(u)κ ]o} containing the un-
known channel transfer factors. For the case that at least KF = 2 subcarriers per
block are available and under the assumption that there is only slight variation be-
tween channel transfer factors corresponding to neighboring subcarriers, the vector
[c¯
(u)
κ ]e corresponding to the subcarriers with even indices is approximately equal to the
vector [c¯
(u)
κ ]o corresponding to the subcarriers with odd indices, i.e., [c¯
(u)
κ ]e ≈ [c¯(u)κ ]o.
An estimate [ˆ¯c
(u)
κ ]e can be found by solving Eq. (5.20) and (5.21) for diag{[c¯(u)κ ]e}.
Thus, Eq. (5.20) and (5.21) can be combined in one equation where the data vector
[d
(u)
κ,0, . . . , d
(u)
κ,QD−1
]T is eliminated.
Under the assumption of negligible AWGN, the solution of Eq. (5.20) and (5.21) for
diag{[c¯(u)κ ]e} ≈ diag{[c¯(u)κ ]o} yields
diag
{[
c¯
(u)
κ
]
e
}
= diag
{((
[FQ]e,1:QD
)H
· diag
{[
y¯
(u)
κ
]
e
}
−
(
[FQ]o,1:QD
)H
· diag
{[
y¯
(u)
κ
]
o
})−1
·

 ρ
(u)
0
...
ρ
(u)
QP−1




−1
.
(5.22)
A detailed derivation of Eq. (5.22) is presented in Appendix A.5. In the following, the
chipwise pilot insertion with the solution of the system of equations is shortly denoted
as chipwise SoE.
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5.3.4 Performance and Complexity Analysis
5.3.4.1 Analysis Assumptions
In this Section 5.3.4, the pilot insertion methods and the corresponding channel estima-
tion approaches presented in Section 5.3 are analyzed in terms of their influence on the
PAPR of the transmit signal, their pilot symbol overhead consumption, their MSE per-
formance and their computational complexity. The results are obtained by computer
simulations and are valid for the simulation parameters that have been introduced in
Section 3.4.1 and summarized in Table 3.1.
5.3.4.2 Peak-to-Average Power Ratio
In this section, the subcarrierwise and chipwise pilot insertion are investigated in terms
of their respective influence on the PAPR of the pilot carrying B-IFDMA symbols. The
PAPR in case of symbolwise pilot insertion serves as a reference because it exhibits
the PAPR of the B-IFDMA symbol without pilot insertion. In accordance with Sec-
tion 3.4.2, the investigations are carried out based on the definition of the PAPR that
is given by Eq. (3.44) and on the simulation results obtained from 1000 Monte-Carlo
runs. In the following, the CDF of the PAPR per pilot carrying B-IFDMA symbol is
presented. It is assumed that interpolation between the blocks consisting of KF = 8
subcarriers is not feasible and, thus, for subcarrierwise pilot insertion with equidistant
pilot allocation, the interpolation depths to be investigated have to fulfill I ≤ KF. For
subcarrierwise pilot insertion with marginal pilot allocation, one subcarrier at the two
margins of the block consisting of KF subcarriers is used for pilot transmission.
In Figure 5.3, the CDF of the PAPR in dB is presented for the case of symbolwise,
subcarrierwise and chipwise pilot insertion for Q = 512 allocated subcarriers per user
and KF = 8 subcarriers per block. Figure 5.3 shows that symbolwise and chipwise
pilot insertion exhibit the same PAPR which is the lowest as it equals the PAPR of
the B-IFDMA itself without pilot transmission. For subcarrierwise pilot insertion with
equidistant pilot allocation, the PAPR is the lowest for I = 8. For I = 8, there is one
pilot carrying subcarrier per block of KF subcarriers. For an increasing number of pilot
carrying subcarriers per block, i.e., for a decreasing interpolation depth I, the PAPR
of the transmit signal increases. The increasing PAPR can be explained by the fact
that for a small interpolation depth I, the pilot allocation in frequency domain differs
noticeably from an equidistant distribution in frequency domain. For I = 8, one pilot
carrying subcarrier per block is utilized and, thus, the QP pilot carrying subcarriers
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Figure 5.3. CDF of the PAPR in dB in case of chipwise and subcarrierwise pilot
insertion for Q = 512 with KF = 8 subcarriers per block.
are equidistantly distributed over the total bandwidth. For I = 4, two pilot carrying
subcarriers per block are utilized and, thus, the QP pilot carrying subcarriers lose their
equidistant allocation over the total bandwidth. In Section 3.4.2 it has been shown that
a signal with an equidistant subcarrier allocation in frequency domain exhibits a low
PAPR in time domain. As the subcarrierwise pilot allocation comprises a superposition
of the modulated data and pilot sequence, the PAPR of the B-IFDMA transmit signal
is less degraded if the superposed pilot sequence exhibits an equidistant allocation
of subcarriers in frequency domain. For subcarrierwise pilot insertion with marginal
pilot allocation, two pilot carrying subcarriers are utilized per block and the PAPR is
comparable to the PAPR for equidistant pilot allocation with I = 4.
In Figure 5.4, the CDF of the PAPR in dB is shown for the case of symbolwise,
subcarrierwise and chipwise pilot insertion for Q = 512 allocated subcarriers per user
andKF = 4 andKF = 2 subcarriers per block. ForKF = 4, it can again be seen that the
symbolwise and chipwise pilot insertion exhibit the lowest PAPR. For subcarrierwise
pilot insertion with equidistant pilot allocation, the maximum interpolation depth I =
4 provides the lowest PAPR as there is only one pilot carrying subcarrier per block.
However, in contrast to KF = 8, the subcarrierwise pilot insertion with marginal pilot
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Figure 5.4. CDF of the PAPR in dB in case of chipwise and subcarrierwise pilot
insertion for Q = 512 with KF = 4 and KF = 2 subcarriers per block.
allocation shows the most degrading PAPR as for KF = 4, the marginal pilot allocation
differs the most from an equidistant subcarrier allocation in frequency domain. For
KF = 2, only symbolwise, chipwise and subcarrierwise pilot insertion with equidistant
pilot allocation for I = 2 is applicable. Figure 5.4 shows that all three pilot insertion
methods exhibit the same PAPR. As for subcarrierwise pilot insertion with equidistant
pilot allocation for I = 2, the signal generation can be taken as two superimposed
IFDMA signals and the symbolwise and chipwise pilot allocation represent the PAPR
of the B-IFDMA symbol without pilot transmission, it can be stated that for KF = 2,
the PAPR of the B-IFDMA signal is equivalent to the PAPR of two superimposed
IFDMA signals.
5.3.4.3 Pilot Symbol Overhead
In this section, the subcarrierwise and chipwise pilot insertion and their corresponding
channel estimation algorithms are investigated in terms of their respective pilot symbol
overhead consumption.
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For subcarrierwise pilot insertion, the distance between neighboring pilot carrying sub-
carriers has to fulfill the sampling theorem in frequency domain. Therefore, in order
to estimate the channel variations in frequency domain, at least one pilot carrying
subcarrier per coherence bandwidth Bcoh is required and the pilot distance DF in fre-
quency domain corresponds to the pilot distance for IFDMA that has been defined in
Eq. (3.45). Accordingly, the estimation performance can be improved by choosing DF
under consideration of an oversampling factor OF in frequency domain.
For B-IFDMA, each user is allocated to blocks of KF adjacent subcarriers with a
distance LU ·KF between neighboring blocks of subcarriers. Interpolation in-between
neighboring blocks of subcarriers is feasible if
DF > 2 ·KF · LU . (5.23)
Then, the number QP of pilot carrying subcarriers is given by
QP =
⌈
Q
KF
·
(⌊
DF
KF · LU
⌋)−1⌉
. (5.24)
For DF ≤ 2 · KF · LU, every allocated block of subcarriers has to be used for pilot
transmission. For this case, interpolation is only possible within each block of KF
subcarriers and, thus, the interpolation depth I is chosen under consideration of the
pilot distance within each block of KF subcarriers and is calculated according to
I =
(
1
KF
·
⌈
KF
DF
⌉)−1
. (5.25)
For DF ≤ 2 · KF · LU, i.e., the case where interpolation in-between the blocks is not
feasible, the number QP of pilot carrying subcarriers is given by
QP =
⌈
KF
DF
⌉
· Q
KF
. (5.26)
For chipwise pilot insertion, QP · LU chips with QP = Q/2 are used for pilot transmis-
sion. The estimation algorithm for chipwise pilot insertion is operating with an equal
number of pilot and data symbols per pilot carrying B-IFDMA symbol because it is
assumed that interpolation between two neighboring subcarriers in frequency domain
is practically feasible. Therefore, the number QP of pilot symbols per pilot carrying
B-IFDMA symbol is independent of the channel characteristic and, thus, independent
of DF.
The number P of pilot carrying B-IFDMA symbols for the estimation of the chan-
nel variations in time domain by Wiener interpolation is calculated according to the
IFDMA case as explained in Section 3.4.3.
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With Eq. (3.52), the pilot symbol overhead Λ can be calculated for B-IFDMA while
applying the introduced pilot insertion methods and their respective estimation algo-
rithms. In Figure 5.5, the overhead Λ is depicted as a function of the number KF
of subcarriers per block for the case of symbolwise pilot insertion serving as a refer-
ence curve, subcarrierwise pilot insertion with the oversampling factor OF in frequency
domain as parameter and chipwise pilot insertion. It is assumed that interpolation
in-between blocks of subcarriers is not possible. As for this case, the pilot symbol over-
head is independent on the number Q of allocated subcarriers, the results are identical
for each value of Q ≤ 2·OF ·LC ·KF. Further on, the results are valid forK = 30 succes-
sively transmitted B-IFDMA symbols and a velocity of v = 50 km/h which corresponds
to the case where K < DT. Therefore, P = 2 pilot carrying IFDMA symbols are uti-
lized for channel estimation which complies with the application of an oversampling
factor of OT ≈ 3 in time domain.
In Figure 5.5(a), the pilot symbol overhead is calculated for a channel with LC = 128
delay taps and, thus, a coherence bandwidth of Bcoh = 8 · ∆f . The number KF of
subcarriers per block is increased from 1 to 16. For KF = 1, the B-IFDMA scheme is
equivalent to IFDMA and the pilot symbol overhead is equivalent to the pilot symbol
overhead for IFDMA. The results in Figure 5.5(a) show that for subcarrierwise pilot
insertion with OF = 4 and for KF > 1 subcarriers per block, the pilot symbol overhead
is reduced by a factor 2 compared to the symbolwise pilot insertion. For OF = 4,
every second subcarrier within each block is used for pilot transmission. Therefore, the
pilot symbol overhead of chipwise pilot insertion is equivalent to subcarrierwise pilot
insertion with OF = 4 as QP = Q/2 pilot symbols are transmitted per pilot carrying B-
IFDMA symbol in this case. For subcarrierwise pilot insertion with OF = 2, every 4
th
subcarrier is used for pilot transmission and, thus, the pilot symbol overhead decreases
for KF ≥ 4. Accordingly, for subcarrierwise pilot insertion with OF = 1, every 8th
subcarrier is used for pilot transmission and, thus, the pilot symbol overhead decreases
for KF ≥ 8. In Figure 5.5(b), the pilot symbol overhead is calculated for a channel
with LC = 8 delay taps and, thus, a coherence bandwidth of Bcoh = 128 ·∆f . Again,
the number KF of subcarriers per block is increased from 1 to 16. The results in
Figure 5.5(b) show that for this small channel delay spread, the pilot symbol overhead
can be reduced by increasing the number KF of subcarriers per block in frequency
domain. Due to the assumption that interpolation between neighboring blocks in
frequency domain is not feasible, one pilot carrying subcarrier is utilized per block of
KF subcarriers and, thus, the pilot symbol overhead increases with increasing number
of blocks, i.e., decreasing KF for a fixed number Q of allocated subcarriers.
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Figure 5.5. Overhead Λ as a function of the number KF of subcarriers per block with
the oversampling factor OF = 1, 2, 4 as parameter and a velocity of v = 50 km/h.
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5.3.4.4 Mean Square Error
In this section, the performances of the estimation algorithms introduced in Section 5.3
are investigated in terms of their MSE performance. In accordance to the preceding
chapters, the MSE is again defined by Eq. (3.54).
In Figures 5.6-5.7, the MSE is presented in dependency of the SNR which is given as
a logarithmic value of the ratio between the energy EB that is spent per useful data
bit and the noise power N0. The calculation of the SNR takes into account the SNR
degradation due the overhead that is caused by channel coding, cyclic prefix insertion
and pilot symbol insertion according to Section 5.3.4.3. The presented curves are
obtained from Monte-Carlo simulations whose results are averaged over 1000 simulation
runs and are valid for the WINNER SCM urban macro-cell channel which exhibits a
coherence bandwidth Bcoh ≤ 8 · ∆f , cf. Section 3.4.1. For the MSE performance
analysis, the following parameters are utilized:
• For subcarrierwise pilot insertion, an interpolation depth I = 2 is applied. Thus,
there are QP = Q/2 pilot carrying subcarriers and every second allocated sub-
carrier is utilized for pilot transmission.
• The time domain channel variations are estimated by two pilot carrying B-
IFDMA or IFDMA symbols with indices k = 0 and k = 29 and Wiener in-
terpolation with V = 2 filter coefficients.
• Results are shown for velocities of v = 28 km/h and v = 84 km/h of the mobile
station. As the channel is estimated for a single TDMA slot consisting of K =
30 B-IFDMA or IFDMA symbols, the considered velocities are equivalent to
oversampling factors OT = 6 and OT = 2 in time domain.
• Results for symbolwise LS are shown as reference curves.
In the following, the performance of DFT interpolation in frequency domain which
is applied to B-IFDMA is investigated and compared to the application of DFT in-
terpolation in frequency domain to IFDMA. As DFT interpolation is only feasible if
the number QP of pilot carrying subcarriers is larger than or equal to the number LC
of channel delay taps, the number Q of allocated subcarriers is chosen as Q = 512.
For B-IFDMA, the number of subcarriers per block is KF = 2. In Figure 5.6, the
frequency domain channel variations are estimated for B-IFDMA and IFDMA by sub-
carrierwise pilot insertion with DFT interpolation. It can be seen that for OT = 2
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and EB/N0 < 25 dB, B-IFDMA with subcarrierwise DFT shows better performance
than B-IFDMA with symbolwise LS and IFDMA with subcarrierwise DFT. This is
also true for OT = 6 and EB/N0 < 28 dB. The reason for this is based on the calcu-
lation of the N channel transfer factors of all subcarriers in the system with the help
of the QP LS estimates of the pilot carrying subcarriers. By this means, the noisy
estimates are spread over N subcarriers and the subsequent consideration of the Q
channel transfer factors allocated to the user leads to a noise reduction. For large SNR
values, B-IFDMA with symbolwise LS exhibits the best performance. The results for
B-IFDMA with subcarrierwise DFT are slightly degraded compared to symbolwise LS
as small interpolation errors occur in frequency domain due to the DFT interpolation.
The performance of IFDMA with subcarrierwise DFT is further degraded compared to
B-IFDMA due to increased interpolation errors in frequency domain which are caused
by the larger distance between pilot and non-pilot carrying subcarriers compared to
B-IFDMA. For OT = 2, the interpolation errors in time domain are predominating
and the performance difference between B-IFDMA and IFDMA is reduced compared
to the results for OT = 6.
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Figure 5.6. MSE as a function of EB/N0 in dB with the oversampling factor OT in
time domain as parameter for subcarrierwise DFT for B-IFDMA and IFDMA and for
symbolwise LS for B-IFDMA with Q = 512 allocated subcarriers.
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It has been shown that the application of DFT interpolation in frequency domain to B-
IFDMA is feasible if QP ≥ LC. Nevertheless, for B-IFDMA, interpolation in frequency
domain is possible if QP < LC due to the KF neighboring subcarriers in frequency
domain. In the following, different pilot insertion methods and their corresponding
estimation algorithms which have been introduced in Section 5.3.2 and Section 5.3.3 for
the estimation of frequency domain channel variations are investigated and compared
for the case of a small number Q of allocated subcarriers and for the case QP < LC.
In Figure 5.7(a), results are shown for B-IFDMA with Q = 8 allocated subcarriers and
KF = 2 subcarriers per block in frequency domain. The channel variations in frequency
domain are estimated by chipwise SoE, subcarrierwise repetition and symbolwise LS.
For subcarrierwise pilot insertion with I = 2, Wiener interpolation is not feasible as
KF = 2 and the distance between neighboring blocks is larger than the coherence
bandwidth of the WINNER SCM urban macro-cell channel.
It can be seen that the performance of chipwise SoE is poor, especially for low to moder-
ate SNR values. The reason for that can be found in the double inversion in Eq. (5.22).
If the matrices that shall be inverted are ill-conditioned, the solution of the system of
equations loses precision. The MSE for subcarrierwise repetition exhibits an error floor
for EB/N0 > 20 dB due to the occurrence of interpolation errors in frequency domain
which can be reduced to the basic interpolation technique which is applied if there is
only one pilot carrying subcarrier available per block. For OT = 6 and EB/N0 > 15 dB,
the subcarrierwise repetition provides a clearly worse performance than the symbolwise
LS. Nevertheless, for OT = 2, the performance difference is reduced significantly which
shows that the interpolation errors due to the time variability of the channel exceed the
erroneous interpolation in frequency domain for subcarrierwise repetition and that the
interpolation errors in time domain contribute most to the overall estimation errors.
In Figure 5.7(b), results are shown for B-IFDMA with Q = 8 allocated subcarriers and
KF = 4 subcarriers per block in frequency domain. For subcarrierwise pilot insertion,
the interpolation depth I = 2 is applied in frequency domain. As there are two pilot
carrying subcarriers per block, Wiener interpolation within each block ofKF subcarriers
is feasible. In the following, the influence of the pilot positions in frequency domain
shall be investigated and, thus, results for subcarrierwise Wiener with equidistant and
marginal pilot allocation are compared. The performance of symbolwise LS serves as
a reference.
It can be seen that for OT = 6, the marginal pilot allocation shows better performance
than the equidistant pilot allocation although the distance between neighboring pilots
is smaller for the equidistant pilot allocation than for the marginal allocation. For
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Figure 5.7. MSE as a function of EB/N0 in dB for the estimation of channel variations
in frequency and time domain under consideration of an oversampling factor OT = 2
and OT = 6 in time domain for Q = 8 allocated subcarriers.
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OT = 2, i.e., higher velocity, there is only a slight performance gain of the marginal pilot
allocation as in this case the interpolation errors in time domain are predominant and
have a stronger influence on the overall estimation performance. For EB/N0 < 18 dB,
subcarrierwise Wiener performs better than symbolwise LS for both, the marginal
and the equidistant pilot allocation. For EB/N0 ≥ 18 dB and OT = 2, subcarrierwise
Wiener shows the same performance as symbolwise LS. This can be reduced to the noise
mitigating property of the Wiener interpolation which has been mentioned already
in Section 3.4.4. For EB/N0 ≥ 18 dB and OT = 6, subcarrierwise Wiener exhibits
performance degradations in comparison to symbolwise LS due to interpolation errors
in frequency domain which occur for both, the marginal and the equidistant pilot
allocation.
5.3.4.5 Complexity
In this section, the pilot assisted channel estimation algorithms introduced in Sec-
tion 5.3 for B-IFDMA are investigated in terms of their computational complexity
which is measured based on the required number of complex multiplications. The re-
sults are shown in Table 5.2 and are valid for the same assumptions as in Section 3.4.5.
As already explained in Section 3.4.5, the second part of the number of multiplications
is equal for each of the considered channel estimation approaches as it contributes to
the Wiener interpolation in time domain. The first part of the number of multipli-
cations contributes to the estimation of the channel variations in frequency domain.
The symbolwise LS and the subcarrierwise Wiener exhibit the same computational
complexity as for IFDMA. The subcarrierwise DFT consumes a higher computational
complexity as for IFDMA due to the calculation of estimates for all N subcarriers in
the system and the involved application of an N -point FFT. It can be seen that the
subcarrierwise repetition requires least number of complex multiplications as the QP
LS estimates are simply repeated for the neighboring non-pilot carrying subcarriers.
The chipwise SoE exhibits the highest computational complexity. The matrix inversion
in Eq. (5.22) consumes (Q/2)3 complex multiplications and, thus, represents the most
critical part in terms of complexity for chipwise SoE. As already explained for IFDMA,
for symbolwise LS and subcarrierwise Wiener, the second part representing the Wiener
interpolation in time domain is the dominating part in terms of complexity under the
assumption of practical parameters. This is also true for subcarrierwise repetition and,
thus, the complexity of the three algorithms is comparable as it is mainly determined
by the Wiener interpolation in time domain. For subcarrierwise DFT, the number of
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Table 5.2. Number of complex multiplications
Algorithm Complex multiplications
symbolwise LS P ·Q+ (K − P ) ·Q · V
subcarrierwise Wiener P · (QP +QD ·W ) + (K − P ) ·Q · V
subcarrierwise DFT P · (QP +QP log2 (QP) +N log2(N)) + (K − P ) ·Q · V
subcarrierwise repetition P ·QP + (K − P ) ·Q · V
chipwise SoE P ·
((
Q
2
)3
+ 3 · (Q
2
)2
+ Q
2
)
+ (K − P ) ·Q · V
multiplications due to the estimation of frequency domain channel variations is smaller
than the number of multiplications due to the estimation of time domain channel varia-
tions but still cannot be neglected for practical parameters. For chipwise SoE, the first
part representing the estimation of frequency domain channel variations contributes
noticeably to the overall computational complexity.
5.4 Semiblind Channel Estimation for Block-
IFDMA
5.4.1 Introduction
In this Section 5.4, semiblind channel estimation is introduced for B-IFDMA. Although
the B-IFDMA signal generation is not represented by compression and repetition in
time domain like the signal generation for IFDMA, the B-IFDMA signal still contains
redundancy due to the DFT precoding. Therefore, the second order statistics based
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semiblind channel estimation approaches for the estimation of frequency domain chan-
nel variations are also applicable to B-IFDMA. In the following, the parts of the semi-
blind channel estimation algorithms introduced for IFDMA in Chapter 4 containing
new aspects for the application to B-IFDMA are emphasized and elaborated. Table 5.3
gives an overview of the aspects of semiblind channel estimation for B-IFDMA which
are considered in the following section.
The application of correlation SCE is realizable by adapting the algorithm explained for
IFDMA to the block interleaved subcarrier allocation. Section 4.4 has shown that the
correlation SCE provides only poor estimation performance and, thus, for B-IFDMA,
the correlation SCE is not considered. For subspace SCE, the redundancy that is in-
herent to each B-IFDMA symbol due to the DFT precoding is exploited. By doing so,
the block interleaved subcarrier allocation is considered in particular. The subspace
SCE for B-IFDMA is introduced in Section 5.4. The estimation of the channel varia-
tions in time domain by the application of DDCE+WF to B-IFDMA follows the same
principle as the application to IFDMA and does not exhibit new aspects compared to
the explanations in Section 4.3. In Section 5.4.3, the subspace SCE is investigated in
terms of the MSE performance. The analysis of the semiblind channel estimation for
B-IFDMA in terms of pilot symbol overhead consumption and computational complex-
ity is omitted as it does not reveal new findings compared to the performance analysis
of semiblind channel estimation for IFDMA in Section 4.4.
Table 5.3. Semiblind channel estimation for B-IFDMA in comparison to IFDMA
estimation correlation SCE not considered
approach for
frequency domain
channel variations subspace SCE
generalization of algorithm
used for IFDMA
estimation approach
for time domain DDCE+WF same principle as for IFDMA
channel variations
5.4.2 Subspace Based Semiblind Channel Estimation
In this section, the subspace SCE is introduced for B-IFDMA. The estimation principle
is explained for the case of channels with small delay spreads, i.e., for the case that
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LC ≤ Q. The following derivations shall emphasize the difference to subspace SCE for
IFDMA and are based on the derivations in Section 4.2.3.
According to Section 4.2.3, the subspace SCE comprises a combination of pilot assisted
channel estimation and subspace based channel estimation. For pilot assisted channel
estimation, the subcarrierwise pilot insertion is applied according to Section 5.3.2.1 and
the LS estimates ˆ¯c
(u)
κ,qP, qP = 0, . . . , QP−1, of the channel transfer factors corresponding
to the QP pilot carrying subcarriers are obtained. The estimates of the channel transfer
factors corresponding to the non-pilot carrying subcarriers are obtained by the subspace
SCE.
It is again assumed that there are only small channel variations in time domain, im-
plying that the matrices H
(u)
k,0 and H
(u)
k,1 defined in Eq. (4.3) and (4.4) are approxi-
mately constant for the B-IFDMA symbols with indices k = 0, . . . , K − 1 as defined
in Eq. (4.39). For IFDMA, it is obvious that each received IFDMA symbol con-
tains redundancy due to the signal generation that can be explained by compression,
repetition and phase shifting. Although the B-IFDMA signal generation is not ex-
plained by compression, repetition and phase shifting, each B-IFDMA symbol exhibits
redundancy due to the DFT precoding. That means, each B-IFDMA symbol con-
sists of (LU + LG)Q chips but contains only Q data symbols. Let the vector x˜
(u)
k
which contains the transmitted B-IFDMA symbol including cyclic prefix be split into
L = LU + LG blocks x
(u)
k,j = [x
(u)
k,jQ, . . . , x
(u)
k,jQ+Q−1]
T, j = 0, . . . , L − 1, each consisting
of Q elements. Further, let the received vector r˜
(u)
k be split into L = LU + LG blocks
r
(u)
k,j = [r
(u)
k,jQ, . . . , r
(u)
k,jQ+Q−1]
T, j = 0, . . . , L− 1, each consisting of Q elements. In anal-
ogy to Section 4.2.3, for the application of subspace SCE to B-IFDMA, three blocks
of length Q of the received signal are considered. The last block r
(u)
k−1,L−1 of the B-
IFDMA symbol with index k−1 and the first two blocks r(u)k,0 and r(u)k,1 of the B-IFDMA
symbol with index k are comprised in one vector. With ν
(u)
k,j = [ν
(u)
k,jQ, . . . , ν
(u)
k,jQ+Q−1]
T,
j = 0, . . . , L−1, the vector of length 3Q containing the three received B-IFDMA blocks
r
(u)
k−1,L−1, r
(u)
k,0 and r
(u)
k,1 is represented by


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1

=


H
(u)
1 H
(u)
0 0Q 0Q
0Q H
(u)
1 H
(u)
0 0Q
0Q 0Q H
(u)
1 H
(u)
0

 ·


x
(u)
k−1,L−2
x
(u)
k−1,L−1
x
(u)
k,0
x
(u)
k,1

+


ν
(u)
k−1,L−1
ν
(u)
k,0
ν
(u)
k,1

 . (5.27)
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With the 4Q× 2Q matrix Γ(u) defined by
Γ(u) =


[
FHN
]
(LU−2)Q:(LU−1)Q−1,:
01×N[
FHN
]
(LU−1)Q:LUQ−1,:
01×N
01×N
[
FHN
]
(LU−1)Q:LUQ−1,:
01×N
[
FHN
]
0:Q−1,:

·

 M(u)B 0N×Q
0N×Q M
(u)
B

·

 FQ 0Q
0Q FQ

 ,
(5.28)
and the 3Q×4QmatrixH(u)sub defined in Eq. (4.40), Eq. (5.27) can be rewritten according
to 

r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1

= H(u)sub · Γ(u) ·
[
d
(u)
k−1
d
(u)
k
]
+


ν
(u)
k−1,L−1
ν
(u)
k,0
ν
(u)
k,1

 . (5.29)
The 3Q× 3Q autocorrelation matrix of the vector defined in Eq. (5.29) is given by
A(u) = E




r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1

 ·


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1


H


= H
(u)
sub · Γ(u) · σ2D · I2Q · Γ(u)
H ·H(u)Hsub + σ2ν · I3Q . (5.30)
Based on the derivations in Section 4.2.3, it can be deduced that the signal subspace
is spanned by its eigenvectors which are the columns of the matrix H
(u)
sub · Γ(u). The
eigenvalue decomposition of matrix A(u) leads to 3Q eigenvectors and their corres-
ponding eigenvalues. Again, it is assumed that the Q eigenvectors corresponding to
the Q smallest eigenvalues span the noise subspace. Let g
(u)
0 , . . . , g
(u)
Q−1 denote the
eigenvectors corresponding to the Q smallest eigenvalues that span the noise subspace.
Then, due to orthogonality between signal and noise subspace, the constraint
g(u)
H
q ·H(u)sub · Γ(u) = 01×2Q, 0 ≤ q ≤ Q− 1 (5.31)
must hold. For practical implementations, the autocorrelation matrixA(u) is estimated
by the arithmetic mean over K received B-IFDMA symbols according to
Aˆ
(u)
=
1
K
K−1∑
k=0


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1

 ·


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,1


H
. (5.32)
Thus, the estimates gˆ
(u)
q , q = 0, . . . , Q − 1, of the noise subspace eigenvectors g(u)q
are available for the solution of the orthogonality constraint in Eq. (5.31). In or-
der to explicitly represent the orthogonality constraint as a function of the vector
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[h
(u)
0 , . . . , h
(u)
LC−1
, 0 . . . , 0], the estimated noise subspace eigenvectors gˆ
(u)
q are transformed
into the Q×4Q matrices Gˆ(u)q according to Eq. (4.49) and the orthogonality constraint
can be rewritten according to
[h
(u)
0 , . . . , h
(u)
LC−1
, 0 . . . , 0]∗ · Gˆ(u)q · Γ(u) = 01×2Q, 0 ≤ q ≤ Q− 1 . (5.33)
The combination of Eq. (5.33) and the pilot assisted channel estimates in a system of
equations in order to get an estimate of the vector [h
(u)
0 , . . . , h
(u)
LC−1
, 0 . . . , 0] is identical
to Section 4.2.3 and, therefore, not considered in this section.
5.4.3 Performance Analysis
5.4.3.1 Analysis Assumptions
In this Section 5.4.3, the subspace based semiblind estimation of frequency domain
channel variations for B-IFDMA is investigated with respect to the MSE performance.
The results are obtained by computer simulations and are again valid for the simulation
parameters that have been introduced in Section 3.4.1 and summarized in Table 3.1.
In accordance to the performance analysis of semiblind channel estimation for IFDMA
in Section 4.4, the Typical Urban VarDelay channel is used for the simulations as it
offers the possibility to adjust the number of channel delay taps. The analysis with
regard to the PAPR of the B-IFDMA transmit signal is omitted as the PAPR influence
of subcarrierwise pilot insertion has been presented in Section 5.3.4.2.
5.4.3.2 Mean Square Error
The MSE is again defined according to Eq. (3.54) and is depicted in dependency of
EB/N0 in dB. The results are valid for the following parameters:
• There are Q = 8 subcarriers allocated to the user under consideration.
• The Typical Urban VarDelay channel with LC = 8 channel delay taps is used
in the simulations. That means the channel exhibits a coherence bandwidth of
Bcoh = 128 · ∆f which is equal to the distance between neighboring allocated
subcarriers for the case KF = 1.
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In Figure 5.8, the subcarrier allocation and pilot allocation for B-IFDMA with different
block sizes is depicted exemplarily on a grid in frequency and time domain. The case
with KF = 1 subcarrier per block is equal to the IFDMA subcarrier allocation. In the
example, the coherence bandwidth of the channel is chosen to be equal to the distance
between neighboring allocated subcarriers for the case KF = 1. Thus, the depicted
example represents the simulated parameter set. Figure 5.8(a) presents the case where
every second allocated subcarrier is used for pilot transmission. It can be seen that for
KF = 1 and KF = 2, the positions of the pilot carrying subcarriers are identical and
the sampling theorem in frequency domain is extended by factor 2. In Figure 5.8(b),
every 4th subcarrier is used for pilot transmission and, again, the positions of the pilot
carrying subcarriers are identical for the block sizes KF = 1, KF = 2 and KF = 4.
Here, the sampling theorem in frequency domain is extended by factor 4.
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Figure 5.8. Pilot and non-pilot carrying subcarriers for different number KF of subcar-
riers per block and interpolation depths I.
In Figure 5.9, the MSE is depicted for the cases which are represented by the exam-
ples illustrated in Figure 5.8. Figure 5.9(a) shows the results for the case that every
second allocated subcarrier is used for pilot transmission and, thus, corresponds to
Figure 5.8(a). The number KF of subcarriers per block is chosen as parameter. Fig-
ure 5.9(a) shows that for EB/N0 > 13 dB, the performance for KF = 2 is clearly better
than for KF = 1. This can be explained with the help of the graphical illustration in
Figure 5.8(a) as follows. For KF = 2, each block of subcarriers contains a pilot carrying
subcarrier. Neighboring blocks exhibit a distance of 2 · Bcoh. In contrast to KF = 1,
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there is no non-pilot carrying block in-between whose channel transfer factors have to
be estimated. Therefore, the calculation of the channel transfer factors corresponding
to the non-pilot carrying subcarrier exhibits a better performance for KF = 2 as the
non-pilot carrying subcarriers are adjacent to a pilot carrying subcarrier.
In the following, the performance of subspace SCE is investigated for the case that
there exists a non-pilot carrying block ofKF = 2 subcarriers. Figure 5.9(b) presents the
results for the case that every 4th allocated subcarrier is used for pilot transmission and,
thus, corresponds to Figure 5.8(b). It shows that for EB/N0 < 17 dB, the results for
KF = 1 exhibit the best performance. For 17 dB ≤ EB/N0 < 33 dB, the performance
improves with increasing block size. However, the improvement is less for increasing
the number of subcarriers per block from KF = 2 to KF = 4 than for the increase
from KF = 1 to KF = 2. For EB/N0 ≥ 33 dB, the results for KF = 2 exhibit the
best performance. Figure 5.9(b) shows that the results for KF = 2 again provide a
clearly better performance than for KF = 1 if the SNR reaches a certain threshold.
This can also be substantiated by the differing number of non-pilot carrying blocks of
subcarriers. For KF = 1, there are three non-pilot carrying blocks whereas for KF = 2,
there is only one non-pilot carrying block of subcarriers in-between the blocks with
pilots. Nevertheless, for KF = 4, the performance improvement is less compared to
KF = 2 and even degrades for high SNR values, although there is no non-pilot carrying
block of subcarriers. This can be explained as follows. For KF = 4, the distance
between neighboring blocks equals 4 · Bcoh. Due to this large distance, the received
B-IFDMA signal which is analyzed for the subspace SCE exhibits less information
about the channel variations in frequency domain than the received B-IFDMA signal
for KF = 2. As the subspace SCE calculates the channel impulse response first, some
information about the channel variations in frequency domain is necessary in order
to deduce the channel delay taps. This information in the received B-IFDMA signal
reduces with increasing block sizes and, thus, the estimation performances degrades
for an increasing block size.
It has been shown that the application of subspace based semiblind channel estimation
allows to violate the sampling theorem in frequency domain by factor two, at least.
However, for the case considered in Figure 5.9 and KF > 2, extending the sampling
theorem by factor two implies that a pilot carrying subcarrier is utilized within each
block of subcarriers due to the distance of LU · KF · ∆f between neighboring blocks.
For block sizes KF > 2, interpolation can be applied within the blocks of subcarriers
and pilot assisted estimation of the frequency domain channel variations is feasible
with identical number of pilot symbols in frequency domain. Therefore, in Figure 5.10,
the estimation of frequency domain channel variations is compared for subcarrierwise
repetition and subspace SCE for the case KF = 2 and I = 2 meaning that there is one
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Figure 5.9. MSE as a function of EB/N0 in dB for subspace SCE applied to B-IFDMA
with different number KF of subcarriers per block and interpolation depths I for Q = 8
and LC = 8.
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pilot carrying subcarrier per block. The velocity v of the mobile terminal is chosen as
parameter. An algorithm for the estimation of channel variations in time domain is
not applied in the following.
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Figure 5.10. MSE as a function of EB/N0 in dB for the estimation of frequency domain
channel variations with subspace SCE and subcarrier repetition for Q = 8, KF = 2
and LC = 8.
It can be seen that the subspace SCE is clearly outperformed by subcarrierwise rep-
etition. Solely, for EB/N0 > 35 dB and a velocity of v = 20 km/h, the subspace SCE
performs slightly better than subcarrier repetition. These results show that pilot as-
sisted estimation of channel variations in frequency domain is preferable to the subspace
SCE if there is at least one pilot carrying subcarrier per block.
5.5 Conclusions
In this chapter, pilot assisted and semiblind channel estimation have been presented for
B-IFDMA. The similarities and differences compared to pilot assisted and semiblind
channel estimation for IFDMA have been elaborated and new algorithms exploiting
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the block-interleaved subcarrier allocation of B-IFDMA have been introduced for pilot
assisted as well as for semiblind channel estimation. The introduced estimation algo-
rithms have been investigated in terms of the PAPR of the transmit signal, the pilot
symbol overhead consumption, the MSE performance and the computational complex-
ity. The main conclusions of this chapter can be summarized as follows:
• Concerning pilot assisted channel estimation for B-IFDMA, advantage can be
taken of the block interleaved subcarrier allocation by applying interpolation
within each block of subcarriers in frequency domain.
• The DFT interpolation in frequency domain provides good estimation perfor-
mance but is applicable only for the case that the number LC of channel delay
taps is smaller than or equal to the number QP of pilot carrying subcarriers.
Further on, its application exhibits a higher computational complexity than for
IFDMA due to the non-equidistant allocation of pilot and non-pilot carrying
subcarriers.
• The chipwise pilot insertion exhibits a lower PAPR compared to subcarrierwise
pilot insertion. However, the MSE performance of the chipwise SoE is poor and
the computational complexity is high.
• For KF = 2, the best trade-off between pilot symbol overhead and MSE perfor-
mance is provided by subcarrierwise repetition.
• For KF = 4, subcarrierwise Wiener with marginal pilot allocation shows slight
performance improvement compared to subcarrierwise Wiener with equidistant
pilot allocation.
• Subspace SCE is applicable to B-IFDMA and provides good estimation perfor-
mance for a block size of KF = 2. The application of subspace SCE allows to
extend the sampling theorem in frequency domain. However, pure pilot assisted
channel estimation with a reduced number of subcarriers is applicable for B-
IFDMA as interpolation within each block of subcarriers is always feasible and
the interpolation in-between neighboring blocks of subcarriers is not necessary.
Due to this, the subspace SCE is only beneficial in terms of pilot symbol overhead
if pilot symbols are transmitted within every second block of subcarriers.
• The results of subspace SCE provide a better performance for KF = 2 subcarriers
per block compared toKF = 1 subcarrier per block. This is reduced to the smaller
number of non-pilot carrying blocks for KF = 2.
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• For KF = 4, the MSE performance degrades compared to KF = 2 as the received
signal contains less information about the channel variations in frequency domain.
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Chapter 6
Conclusions
This thesis deals with channel estimation for IFDMA and B-IFDMA. Due to the DFT
precoding of the data symbols and the interleaved and block-interleaved subcarrier
allocations, new aspects arise for the IFDMA and B-IFDMA channel estimation. These
new aspects have been elaborated in Chapter 1. It is explained that the application of
a certain channel estimation algorithm shall have small influence on the PAPR of the
transmit signal and shall provide reliable estimation performance while consuming low
pilot symbol overhead. For IFDMA, it is revealed that the distributed allocation of
subcarriers makes the application of interpolation filters in frequency domain difficult
and may lead to an increased pilot symbol overhead. For B-IFDMA, advantage shall
be taken of the possibility to apply interpolation within each block of neighboring
subcarriers in frequency domain.
First, the focus is on the IFDMA scheme and a system model for IFDMA transmission
is presented in Chapter 2. It is shown that the received IFDMA signal after transmis-
sion over a mobile radio channel experiences a flat fading channel on each allocated
subcarrier in frequency domain. Thus, in order to describe the channel influence on
each received IFDMA symbol, the knowledge of the channel transfer factors corres-
ponding to the allocated subcarriers is sufficient.
In Chapter 3, the symbolwise pilot insertion method is introduced which maintains
the advantageous low PAPR of the IFDMA signal after pilot multiplexing. For the
symbolwise pilot insertion, pilot symbols are transmitted on each allocated subcarrier
and the channel transfer factors are estimated by an LS estimator applied on each
subcarrier. This estimation approach provides a good estimation performance but
prevents the transmission of data symbols within the pilot carrying IFDMA symbol.
Therefore, the subcarrierwise pilot insertion method is introduced which uses a subset
of the allocated subcarriers for pilot transmission and, thus, exhibits a smaller pilot
symbol overhead than the symbolwise pilot insertion method. The reduction of pilot
symbol overhead comes at the expense of a slightly increased PAPR of the transmit
signal. For the subcarrierwise pilot insertion, interpolation filters are used to estimate
the channel transfer factors corresponding to the non-pilot carrying subcarriers. This
implies that the distance between neighboring pilot carrying subcarriers is smaller than
the coherence bandwidth of the channel. The evaluation of simulation results reveals
that reliable channel estimation performance is obtained if two pilot carrying subcar-
riers are used per coherence bandwidth. For IFDMA, the subcarriers allocated to a
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certain user are equidistantly distributed over the bandwidth and, thus, the application
of subcarrierwise pilot insertion with interpolation filters is only possible if the number
of allocated subcarriers is larger than or equal to two times the number of channel
delay taps. Chapter 3 shows that interpolation in frequency domain is applicable to
IFDMA in some special cases and that, apart from these, the reduction of pilot symbol
overhead in frequency domain is not feasible.
In Chapter 4, the pilot symbol overhead for IFDMA channel estimation is reduced
by the introduction of semiblind channel estimation algorithms. For the estimation of
channel variations in frequency domain two algorithms are derived, both exploiting the
knowledge about the cyclostationarity which is inherent to the received IFDMA signal.
The first introduced algorithm is the correlation based semiblind channel estimation
which gains information about the channel variations in frequency domain by analyz-
ing the estimated autocorrelation matrix of the received IFDMA signal. Although the
algorithm utilizes the cyclic prefix parts of each received IFDMA symbol which are
not mutually orthogonal for different users, the correlation based semiblind channel
estimation is not influenced by multiple users in the system because the parts of the
autocorrelation matrix are evaluated that are not influenced by the signals of other
users. However, the correlation based semiblind channel estimation provides only poor
estimation performance and the estimate exhibits a large MSE. The second introduced
algorithm for the semiblind estimation of the frequency domain channel variations is
the subspace based semiblind channel estimation which is based on the separation of
the signal and noise subspace of the received IFDMA signal. This algorithm provides
good estimation performance, especially for high SNR values. However, the perfor-
mance of the subspace based semiblind channel estimation is strongly influenced by
multiple users in the system. During uplink transmission, the performance is degraded
with increasing number of users in the system. In contrast to this, the performance is
improved with an increasing number of users during downlink transmission which can
be explained by the increase of the received signal power. Both semiblind algorithms
for the estimation of frequency domain channel variations are combined with a decision
directed channel estimation in order to estimate the time domain channel variations.
The decision directed channel estimation approach is extended by an iterative Wiener
filtering process in order to mitigate the error propagation in time domain. The perfor-
mance of subspace based semiblind channel estimation with decision directed channel
estimation provides good performance results while consuming lower pilot symbol over-
head in frequency and time domain than pilot assisted channel estimation.
Chapter 5 addresses channel estimation for B-IFDMA. The introduced pilot assisted
and semiblind channel estimation algorithms for IFDMA are investigated with respect
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to their application to B-IFDMA. It is revealed that for pilot assisted channel estima-
tion, the distributed blocks of subcarriers can be exploited by applying interpolation
in frequency domain within each block. By doing so, the pilot symbol overhead in fre-
quency domain can be reduced and at the same time reliable channel estimates can be
obtained. The blockwise subcarrier allocation opens up the possibility to introduce a
new possibility of pilot insertion compared to IFDMA. For the chipwise pilot insertion
method, a certain number of chips per B-IFDMA symbol is used for pilot transmis-
sion and the channel transfer factors are estimated by solving a system of equations.
The chipwise pilot insertion exhibits a low PAPR, but provides only poor estimation
performance. For B-IFDMA, the channel variations in frequency domain can also be
estimated with the help of semiblind channel estimation. Although the performance
of subspace based semiblind channel estimation for B-IFDMA is good, the semiblind
estimation of frequency domain channel variations is not mandatory for the reduction
of the pilot symbol overhead as the number of pilot symbols can also be reduced while
applying pilot assisted channel estimation to B-IFDMA.
To summarize, it can be stated that the presented pilot assisted channel estimation
algorithms provide most reliable channel estimates for nearly all SNR values in case of
IFDMA as well as B-IFDMA. For IFDMA, the reduction of pilot symbols in frequency
domain entails the usage of the introduced semiblind channel estimation approaches.
The subspace based semiblind channel estimation exhibits satisfying estimation per-
formance for large SNR values. However, the reduction of pilot symbols comes at the
expense of an increased computational complexity. For B-IFDMA, the application
of pilot assisted channel estimation is reasonable as the number of pilot symbols in
frequency domain can be reduced due to the blockwise subcarrier allocation. How-
ever, while applying the presented subspace based semiblind channel estimation to
B-IFDMA, the pilot symbol overhead in frequency domain can be further reduced.
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Appendix
A.1 Derivation of Eq. (4.27) in Section 4.2.2.2
In the following, Eq. (4.27) representing the relation between the vector ˇ˜r
(u)
k containing
the inverse phase shifted received blocks rˇ
(u)
k,j , j = 0, . . . , L − 1, and the matrix H(u)
containing the cyclic channel impulse response is derived for the correlation based
semiblind channel estimation for large delay spreads.
The calculation of the received vector r˜
(u)
k which has been defined in Eq. (4.25) leads
to
r˜
(u)
k =


 H
(u)
k,0 ·Φ(u)LU−LG
 
...
...
 
0Q H
(u)
k,LG
·Φ(u)LU−LG + · · ·+H
(u)
k,1 ·Φ(u)LU−1 +H
(u)
k,0 ·Φ(u)0
...
...
0Q H
(u)
k,LG
·Φ(u)LU−1 +H
(u)
k,LG−1
·Φ(u)0 + · · ·+H(u)k,0 ·Φ(u)LG−1
0Q H
(u)
k,LG
·Φ(u)0 + · · ·+H(u)k,0 ·Φ(u)LG
...
...
0Q H
(u)
k,LG
·Φ(u)LU−LG−1 + · · ·+H
(u)
k,0 ·Φ(u)LU−1


·
[
w
(u)
k−1
w
(u)
k
]
+ ν˜
(u)
k .
(A.1)
The multiplication of Eq. (A.1) with the matrix containing the inverse phase shift
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according to Eq. (4.26) leads to the vector ˇ˜r
(u)
k that is given by
ˇ˜r
(u)
k =


 Φ
(u)H
LU−LG
·H(u)k,0 ·Φ(u)LU−LG
 
...
...
 
0Q Φ
(u)H
LU−1
·
(
H
(u)
k,LG
·Φ(u)LU−LG + · · ·+H
(u)
k,1 ·Φ(u)LU−1 +H
(u)
k,0 ·Φ(u)0
)
...
...
0Q Φ
(u)H
LG−1
·
(
H
(u)
k,LG
·Φ(u)LU−1 +H
(u)
k,LG−1
·Φ(u)0 + · · ·+H(u)k,0 ·Φ(u)LG−1
)
0Q Φ
(u)H
LG
·
(
H
(u)
k,LG
·Φ(u)0 + · · ·+H(u)k,0 ·Φ(u)LG
)
...
...
0Q Φ
(u)H
LU−LG−1
·
(
H
(u)
k,LG
·Φ(u)LU−LG−1 + · · ·+H
(u)
k,0 ·Φ(u)LU−1
)


·
[
w
(u)
k−1
w
(u)
k
]
+


Φ
(u)H
LU−LG
0 · · · 0
0
. . . 0 0
0 Φ
(u)H
LU−1
0 · · · 0
... 0 Φ
(u)H
0 0
...
. . . 0
0 · · · 0 Φ(u)HLU−1


· ν˜(u)k .
(A.2)
For x = 0, . . . , LG− 1, the matrices Φ(u)Hx · (H(u)k,LG ·Φ
(u)
LU−LG+x
+ · · ·+H(u)k,x+1 ·Φ(u)LU−1+
H
(u)
k,x ·Φ(u)0 + · · ·+H(u)k,0 ·Φ(u)x ) are calculated according to
Φ(u)
H
x ·
(
H
(u)
k,LG
·Φ(u)LU−LG+x + · · ·+H
(u)
k,x+1 ·Φ(u)LU−1 +H
(u)
k,x ·Φ(u)0 + · · ·+H(u)k,0 ·Φ(u)x
)
=


ej·x·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 ej·((x+1)Q−1)·ϕ(u)

 ·
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



h
(u)
k,LGQ
· · · · · · h(u)k,(LG−1)Q+1
0
. . .
...
. . .
...
0 · · · 0 h(u)k,LGQ


·


e−j·(LU−LG+x)·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·((LU−LG+x+1)·Q−1)·ϕ(u)


+ · · ·+


h
(u)
k,(x+1)Q · · · h(u)k,xQ+1
...
. . .
h
(u)
k,(x+2)Q−1 · · · h(u)k,(x+1)Q

 ·


e−j·(LU−1)·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·(LU·Q−1)·ϕ(u)


+


h
(u)
k,xQ · · · h(u)k,(x−1)Q+1
...
. . .
h
(u)
k,(x+1)Q−1 · · · h(u)k,xQ

 ·


e−j·0·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·(Q−1)·ϕ(u)


+ · · ·+


h
(u)
k,0 0 · · · · · · 0
h
(u)
k,1 h
(u)
k,0 0 · · ·
...
...
. . . 0
h
(u)
k,Q−1 · · · h(u)k,0

 ·


e−j·x·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·((x+1)Q−1)·ϕ(u)




(A.3)
It is known that with ϕ(u) = 2piu/N and z ∈ R
ej·(z±LU)·Q·ϕ
(u)
= ej(z·Q·
2pi
N
·u±LU·Q·
2pi
N
·u)
= ej(z·Q·
2pi
N
·u±2pi·u)
= ej·z·Q·ϕ
(u)
.
(A.4)
Then, Eq. (A.3) becomes
Φ(u)
H
x ·
(
H
(u)
k,LG
·Φ(u)LU−LG+x + · · ·+H
(u)
k,x+1 ·Φ(u)LU−1 +H
(u)
k,x ·Φ(u)0 + · · ·+H(u)k,0 ·Φ(u)x
)
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=


h
(u)
k,LGQ
· ej·(LU−LG)·Q·ϕ(u) · · · · · · h(u)k,(LG−1)Q+1 · ej·((LU−LG−1)·Q+1)·ϕ
(u)
0
. . .
...
. . .
...
0 · · · 0 h(u)k,LGQ · ej·(LU−LG)·Q·ϕ
(u)


+ · · ·+


h
(u)
k,(x+1)Q · ej·(x+1−LU)·Q·ϕ
(u) · · · h(u)k,xQ+1 · ej·((x−LU)·Q+1)·ϕ
(u)
...
. . .
h
(u)
k,(x+2)Q−1 · ej·((x+2−LU)Q−1)·ϕ
(u) · · · h(u)k,(x+1)Q · ej·(x+1−LU)·Q·ϕ
(u)


+


h
(u)
k,xQ · ej·x·Q·ϕ
(u) · · · h(u)k,(x−1)Q+1 · ej·((x−1)·Q+1)·ϕ
(u)
...
. . .
h
(u)
k,(x+1)Q−1 · ej·((x+1)Q−1)·ϕ
(u) · · · h(u)k,xQ · ej·x·Q·ϕ
(u)


+ · · ·+


h
(u)
k,0 0 · · · · · · 0
h
(u)
k,1 · ej·ϕ
(u)
h
(u)
0 0 · · ·
...
...
. . . 0
h
(u)
k,Q−1 · ej·(Q−1)·ϕ
(u) · · · h(u)k,0

 = H
(u)
k
(A.5)
For x = LG, . . . , LU − 1, the matrices Φ(u)Hx · (H(u)k,LG · Φ
(u)
x−LG
+ · · · +H(u)k,0 · Φ(u)x ) are
calculated according to
Φ(u)
H
x ·
(
H
(u)
k,LG
·Φ(u)x−LG + · · ·+H
(u)
k,0 ·Φ(u)x
)
=


ej·x·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 ej·((x+1)Q−1)·ϕ(u)

 ·




h
(u)
k,LGQ
· · · · · · h(u)k,(LG−1)Q+1
0
. . .
...
. . .
...
0 · · · 0 h(u)k,LGQ


·


e−j·(x−LG)·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·((x−LG+1)·Q−1)·ϕ(u)


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+ · · ·+


h
(u)
k,0 0 · · · · · · 0
h
(u)
k,1 h
(u)
k,0 0 · · ·
...
...
. . . 0
h
(u)
k,Q−1 · · · h(u)k,0

 ·


e−j·x·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·((x+1)Q−1)·ϕ(u)




=


h
(u)
k,LGQ
· ej·LG·Q·ϕ(u) · · · · · · h(u)k,(LG−1)Q+1 · ej·((LG−1)·Q+1)·ϕ
(u)
0
. . .
...
. . .
...
0 · · · 0 h(u)k,LGQ · ej·LG·Q·ϕ
(u)


+ · · ·+


h
(u)
k,0 0 · · · · · · 0
h
(u)
k,1 · ej·ϕ
(u)
h
(u)
0 0 · · ·
...
...
. . . 0
h
(u)
k,Q−1 · ej·(Q−1)·ϕ
(u) · · · h(u)k,0

 = H
(u)
k
(A.6)
With Eq. (A.5) and (A.6), Eq. (A.2) is represented by
ˇ˜r
(u)
k =
LG


LU




 Φ
(u)H
LU−LG
·H(u)k,0 ·Φ(u)LU−LG
... 
...
 
0Q H
(u)
k
...
...
0Q H
(u)
k


·
[
w
(u)
k−1
w
(u)
k
]
+


Φ
(u)H
LU−LG
0 · · · 0
0
. . . 0 0
0 Φ
(u)H
LU−1
0 · · · 0
... 0 Φ
(u)H
0 0
...
. . . 0
0 · · · 0 Φ(u)HLU−1


· ν˜(u)k .
(A.7)
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A.2 Derivation of the matrices G
(u)
0 , · · · ,G(u)Q−1 in
Eq. (4.49)
In the following, the transformation of the noise subspace eigenvectors g
(u)
q into the
matrices G(u)q , q = 0, · · · , Q − 1, according to Eq. (4.49) is derived for the case of
channels with small delay spreads. In Section 4.2.3.1, the matrices G(u)q are utilized to
represent Eq. (4.45) explicitly as a function of the 1×Q vector [h(u)0 , · · · , h(u)LC−1, 0 · · · , 0]∗
which contains the delay taps of the channel. With the Q× 1 vectors g(u)q,j , j = 0, 1, 2,
according to Eq. (4.46), Eq. (4.45) can be rewritten according to
g
(u)H
q ·H(u)sub =
[
g
(u)H
q,0 , g
(u)H
q,1 , g
(u)H
q,2
]
·


H
(u)
1 H
(u)
0 0Q 0Q
0Q H
(u)
1 H
(u)
0 0Q
0Q 0Q H
(u)
1 H
(u)
0


=
[
g
(u)H
q,0 ·H(u)1 , g(u)
H
q,0 ·H(u)0 + g(u)
H
q,1 ·H(u)1 , g(u)
H
q,1 ·H(u)0 + g(u)
H
q,2 ·H(u)1 , g(u)
H
q,2 ·H(u)0
]
.
(A.8)
With A
(u)
q,j the Q×Q matrix that is defined by Eq. (4.47) and B(u)q,j the Q×Q matrix
that is given by Eq. (4.48), the multiplication of the partial noise subspace eigenvector
g
(u)
q,j with the matrix H
(u)
1 and the matrix H
(u)
0 can be rewritten according to
g
(u)H
q,j ·H(u)1 = [h(u)0 , · · · , h(u)LC−1, 0 · · · , 0]∗ ·A
(u)
q,j
(A.9)
and
g
(u)H
q,j ·H(u)0 = [h(u)0 , · · · , h(u)LC−1, 0 · · · , 0]∗ ·B
(u)
q,j , (A.10)
respectively.
With Eq. (A.9) and (A.10), Eq. (A.8) can be expressed with the help of the matrices
A
(u)
q,j and B
(u)
q,j by[
g
(u)H
q,0 ·H(u)1 , g(u)
H
q,0 ·H(u)0 + g(u)
H
q,1 ·H(u)1 , g(u)
H
q,1 ·H(u)0 + g(u)
H
q,2 ·H(u)1 , g(u)
H
q,2 ·H(u)0
]
= [h
(u)
0 , · · · , h(u)LC−1, 0 · · · , 0]∗ ·
[
A
(u)
q,0 , B
(u)
q,0 +A
(u)
q,1 , B
(u)
q,1 +A
(u)
q,2 , B
(u)
q,2
]
.
(A.11)
Thus, the Q× 4Q matrices G(u)q , q = 0, · · · , Q− 1, are given by
G(u)q =
[
A
(u)
q,0 , B
(u)
q,0 +A
(u)
q,1 , B
(u)
q,1 +A
(u)
q,2 , B
(u)
q,2
]
.
(A.12)
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A.3 Derivation of Eq. (4.61) in Section 4.2.3.2
In the following, the relation between the vector containing the inverse phase shifted
received blocks rˇ
(u)
k−1,L−1, rˇ
(u)
k,0, rˇ
(u)
k,LG
and the matrix H(u) containing the cyclic channel
impulse response according to Eq. (4.61) is derived. After some calculation and under
consideration of Eq. (4.60), Eq. (4.61) is represented by


rˇ
(u)
k−1,L−1
rˇ
(u)
k,0
rˇ
(u)
k,LG

 =


Φ
(u)H
LU−1
0Q 0Q
0Q Φ
(u)H
0 0Q
0Q 0Q Φ
(u)H
0

 ·


r
(u)
k−1,L−1
r
(u)
k,0
r
(u)
k,LG

 =


Φ
(u)H
LU−1
(
H
(u)
LG
·Φ
(u)
LU−LG−1
+ · · ·+H
(u)
0 ·Φ
(u)
LU−1
)
0Q
Φ
(u)H
0
(
H
(u)
LG
·Φ
(u)
LU−LG
+ · · ·+H
(u)
1 ·Φ
(u)
LU−1
)
Φ
(u)H
0 ·H
(u)
0 ·Φ
(u)
LU−LG
0Q Φ
(u)H
0
(
H
(u)
LG
·Φ
(u)
LU−LG
+ · · ·+H
(u)
1 ·Φ
(u)
LU−1
+H
(u)
0 ·Φ
(u)
0
)


+


Φ
(u)H
LU−1
0Q 0Q
0Q Φ
(u)H
0 0Q
0Q 0Q Φ
(u)H
0

 ·


ν
(u)
k−1,L−1
ν
(u)
k,0
ν
(u)
k,LG

 .
(A.13)
In the following, it is assumed for the sake of simplicity that the number LC of
channel delay taps is equal to the elements transmitted within the cyclic prefix part
of each IFDMA symbol, i.e., LC = LG · Q. Nevertheless, the subsequent deriva-
tions are valid for an arbitrary number LC of channel delay taps. Then, the matrix
Φ
(u)H
LU−1
·
(
H
(u)
LG
·Φ(u)LU−LG−1 + · · ·+H
(u)
0 ·Φ(u)LU−1
)
can be calculated by
Φ
(u)H
LU−1
·
(
H
(u)
LG
·Φ(u)LU−LG−1 + · · ·+H
(u)
0 ·Φ(u)LU−1
)
=


ej·(LU−1)·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 ej·(LU·Q−1)·ϕ(u)

 ·




h
(u)
LGQ
· · · · · · h(u)(LG−1)Q+1
0
. . .
...
. . .
...
0 · · · 0 h(u)LGQ


·


e−j·(LU−LG−1)·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·((LU−LG)·Q−1)·ϕ(u)


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+ · · ·+


h
(u)
0 0 · · · · · · 0
h
(u)
1 h
(u)
0 0 · · ·
...
...
. . . 0
h
(u)
Q−1 · · · h(u)0


·


e−j·(LU−1)·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·(LU·Q−1)·ϕ(u)




=


h
(u)
LGQ
· ej·LG·Q·ϕ(u) · · · · · · h(u)(LG−1)Q+1 · ej·((LG−1)·Q+1)·ϕ
(u)
0
. . .
...
. . .
...
0 · · · 0 h(u)LGQ · ej·LG·Q·ϕ
(u)


+ · · ·+


h
(u)
0 0 · · · · · · 0
h
(u)
1 · ej·ϕ
(u)
h
(u)
0 0 · · ·
...
...
. . . 0
h
(u)
Q−1 · ej·(Q−1)·ϕ
(u) · · · h(u)0


= H(u)
(A.14)
It is known that with ϕ(u) = 2piu/N and z ∈ R
ej·(z±LU)·Q·ϕ
(u)
= ej(z·Q·
2pi
N
·u±LU·Q·
2pi
N
·u)
= ej(z·Q·
2pi
N
·u±2pi·u)
= ej·z·Q·ϕ
(u)
.
(A.15)
Then, the matrix Φ
(u)H
0 ·
(
H
(u)
LG
·Φ(u)LU−LG + · · ·+H
(u)
1 ·Φ(u)LU−1 +H
(u)
0 ·Φ(u)0
)
can be cal-
culated by
Φ
(u)H
0 ·
(
H
(u)
LG
·Φ(u)LU−LG + · · ·+H
(u)
1 ·Φ(u)LU−1 +H
(u)
0 ·Φ(u)0
)
=


ej·0·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 ej·(Q−1)·ϕ(u)

 ·




h
(u)
LGQ
· · · · · · h(u)(LG−1)Q+1
0
. . .
...
. . .
...
0 · · · 0 h(u)LGQ


·


e−j·(LU−LG)·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·((LU−LG+1)·Q−1)·ϕ(u)


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+ · · ·+


h
(u)
Q · · · h(u)1
...
. . .
h
(u)
2Q−1 · · · h(u)Q

 ·


e−j·(LU−1)·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·(LU·Q−1)·ϕ(u)


+


h
(u)
0 0 · · · · · · 0
h
(u)
1 h
(u)
0 0 · · ·
...
...
. . . 0
h
(u)
Q−1 · · · h(u)0


·


e−j·0·Q·ϕ
(u)
0 · · · 0
0
. . .
...
... 0
0 · · · 0 e−j·(Q−1)·ϕ(u)




=


h
(u)
LGQ
· ej·LG·Q·ϕ(u) · · · · · · h(u)(LG−1)Q+1 · ej·((LG−1)·Q+1)·ϕ
(u)
0
. . .
...
. . .
...
0 · · · 0 h(u)LGQ · ej·LG·Q·ϕ
(u)


+ · · ·+


h
(u)
Q · ej·Q·ϕ
(u) · · · h(u)1 · ej·ϕ
(u)
...
. . .
h
(u)
2Q−1 · ej·(2Q−1)·ϕ
(u) · · · h(u)Q · ej·Q·ϕ
(u)

+


h
(u)
0 0 · · · · · · 0
h
(u)
1 · ej·ϕ
(u)
h
(u)
0 0 · · ·
...
...
. . . 0
h
(u)
Q−1 · ej·(Q−1)·ϕ
(u) · · · h(u)0


= H(u)
(A.16)
With the previous derivations, it can be deduced that the matrix Φ
(u)H
0 ·(
H
(u)
LG
·Φ(u)LU−LG + · · ·+H
(u)
1 ·Φ(u)LU−1
)
can be represented by
Φ
(u)H
0 ·
(
H
(u)
LG
·Φ(u)LU−LG + · · ·+H
(u)
1 ·Φ(u)LU−1
)
= H(u) −Φ(u)H0 ·H(u)0 ·Φ(u)0 . (A.17)
A.4 Derivation of the matrices Gˆ
(u)
0 , · · · , Gˆ
(u)
Q−1 in
Eq. (4.69)
In the following, the transformation of the noise subspace eigenvectors gˆ
(u)
q into the
matrices Gˆ
(u)
q for q = 0, · · · , Q − 1, according to Eq. (4.69) is explained for the
case of channels with large delay spreads. In Section 4.2.3.2, the matrices Gˆ
(u)
q
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are utilized to represent Eq. (4.65) explicitly as a function of the 1 × 2Q vector
[c
(u)
0 , · · · , c(u)Q−1, h(u)0 , · · · , h(u)Q−1]∗. The 3Q × 1 vector gˆ(u)q is split up in three Q × 1
vectors gˆ
(u)
q,j , j = 0, 1, 2, according to the definition for g
(u)
q,j , j = 0, 1, 2, in Eq. (4.46).
With this, Eq. (4.65) can be rewritten according to
gˆ
(u)H
q ·


H(u) 0Q(
H(u) −Φ(u)H0 ·H(u)0 ·Φ(u)0
) (
Φ
(u)H
0 ·H(u)0 ·Φ(u)LU−LG
)
0Q H
(u)


=
[
gˆ
(u)H
q,0 ·H(u) + gˆ(u)
H
q,1 ·H(u) − gˆ(u)
H
q,1 ·Φ(u)
H
0 ·H(u)0 ·Φ(u)0 ,
gˆ
(u)H
q,1 ·Φ(u)
H
0 ·H(u)0 ·Φ(u)LU−LG + gˆ
(u)H
q,2 ·H(u)
]
.
(A.18)
With C
(u)
q,j , D
(u)
q,j and E
(u)
q,j the Q×Q matrices that is defined by Eqs. (4.66), (4.67) and
(4.68), the multiplication of the partial noise subspace eigenvector gˆ
(u)
q,j with the matrix
H(u) and the matrix H
(u)
0 can be rewritten according to
gˆ
(u)H
q,j ·Φ(u)
H
0 ·H(u)0 ·Φ(u)0 = [c(u)0 , · · · , c(u)Q−1, h(u)0 , · · · , h(u)Q−1]∗ ·C(u)q,j , (A.19)
gˆ
(u)H
q,j ·H(u) = [c(u)0 , · · · , c(u)Q−1, h(u)0 , · · · , h(u)Q−1]∗ ·D(u)q,j (A.20)
and
gˆ
(u)H
q,1 ·Φ(u)
H
0 ·H(u)0 ·Φ(u)LU−LG = [c
(u)
0 , · · · , c(u)Q−1, h(u)0 , · · · , h(u)Q−1]∗ · E(u)q,j , (A.21)
respectively.
With Eqs. (A.19), (A.20) and (A.21), Eq. (A.18) can be expressed with the help of the
matrices C
(u)
q,j , D
(u)
q,j and E
(u)
q,j by[
gˆ
(u)H
q,0 ·H(u) + gˆ(u)
H
q,1 ·H(u) − gˆ(u)
H
q,1 ·Φ(u)
H
0 ·H(u)0 ·Φ(u)0 ,
gˆ
(u)H
q,1 ·Φ(u)
H
0 ·H(u)0 ·Φ(u)LU−LG + gˆ
(u)H
q,2 ·H(u)
]
= [c
(u)
0 , · · · , c(u)Q−1, h(u)0 , · · · , h(u)Q−1]∗ ·
[
D
(u)
q,0 +D
(u)
q,1 −C(u)q,1 , E(u)q,1 +D(u)q,2
]
.
(A.22)
Thus, the 2Q× 2Q matrices Gˆ(u)q , q = 0, · · · , Q− 1, are given by
Gˆ
(u)
q =
[
D
(u)
q,0 +D
(u)
q,1 −C(u)q,1 , E(u)q,1 +D(u)q,2
]
.
(A.23)
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A.5 Derivation of Eq. (5.22) in Section 5.3.3
In the following, the derivation of Eq. (5.22) with the help of Eq. (5.20) and (5.21) is
presented.
First, Eq. (5.20) and (5.21) are solved for the data vector [d
(u)
κ,0, · · · , d(u)κ,QD−1]T which
leads to
[
d
(u)
κ,0, · · · , d(u)κ,QD−1
]T
=
(
[FQ]e,1:QD
)H
·
(
diag
{[
c¯
(u)
κ
]
e
}−1
·
[
y¯
(u)
κ
]
e
− [FQ]e,QD+1:Q ·
[
ρ
(u)
0 , · · · , ρ(u)QP−1
]T)
(A.24)
and
[
d
(u)
κ,0, · · · , d(u)κ,QD−1
]T
=
(
[FQ]o,1:QD
)H
·
(
diag
{[
c¯
(u)
κ
]
o
}−1
·
[
y¯
(u)
κ
]
o
− [FQ]o,QD+1:Q ·
[
ρ
(u)
0 , · · · , ρ(u)QP−1
]T)
,
(A.25)
respectively.
The data vector in Eq. (A.24) can be substituted by Eq. (A.25) which leads to
(
[FQ]e,1:QD
)H
·
(
diag
{[
c¯
(u)
κ
]
e
}−1
·
[
y¯
(u)
κ
]
e
− [FQ]e,QD+1:Q ·
[
ρ
(u)
0 , · · · , ρ(u)QP−1
]T)
=
(
[FQ]o,1:QD
)H
·
(
diag
{[
c¯
(u)
κ
]
o
}−1
·
[
y¯
(u)
κ
]
o
− [FQ]o,QD+1:Q ·
[
ρ
(u)
0 , · · · , ρ(u)QP−1
]T)
.
(A.26)
After some calculation, Eq. (A.26) can be represented by
(
[FQ]e,1:QD
)H
· diag
{[
c¯
(u)
κ
]
e
}−1
·
[
y¯
(u)
κ
]
e
−
(
[FQ]o,1:QD
)H
· diag
{[
c¯
(u)
κ
]
o
}−1
·
[
y¯
(u)
κ
]
o
=
((
[FQ]e,1:QD
)H
· [FQ]e,QD+1:Q −
(
[FQ]o,1:QD
)H
· [FQ]o,QD+1:Q
)
·
[
ρ
(u)
0 , · · · , ρ(u)QP−1
]T
(A.27)
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which is equal to(
[FQ]e,1:QD
)H
· diag
{[
c¯
(u)
κ
]
e
}−1
·
[
y¯
(u)
κ
]
e
−
(
[FQ]o,1:QD
)H
· diag
{[
c¯
(u)
κ
]
o
}−1
·
[
y¯
(u)
κ
]
o
=
[
ρ
(u)
0 , · · · , ρ(u)QP−1
]T
.
(A.28)
With [c¯
(u)
κ ]e = [c¯
(u)
κ,0, c¯
(u)
κ,2, . . . , c¯
(u)
κ,Q−2]
T and [c¯
(u)
κ ]e ≈ [c¯(u)κ ]o, Eq. (A.28) can be rewritten
according to
((
[FQ]e,1:QD
)H
· diag
{[
y¯
(u)
κ
]
e
}
−
(
[FQ]o,1:QD
)H
· diag
{[
y¯
(u)
κ
]
o
})
·


c¯
(u)−1
κ,0
c¯
(u)−1
κ,2
...
c¯
(u)−1
κ,Q−2

=


ρ
(u)
0
...
ρ
(u)
QP−1

 .
(A.29)
Then, a solution for [c¯
(u)−1
κ,0 , c¯
(u)−1
κ,2 , . . . , c¯
(u)−1
κ,Q−2]
T is given by

c¯
(u)−1
κ,0
c¯
(u)−1
κ,2
...
c¯
(u)−1
κ,Q−2

=
((
[FQ]e,1:QD
)H
· diag
{[
y¯
(u)
κ
]
e
}
−
(
[FQ]o,1:QD
)H
· diag
{[
y¯
(u)
κ
]
o
})−1
·


ρ
(u)
0
...
ρ
(u)
QP−1


(A.30)
and a solution for diag{[c¯(u)κ ]e} is given by
diag
{[
c¯
(u)
κ
]
e
}
= diag


((
[FQ]e,1:QD
)H
· diag
{[
y¯
(u)
κ
]
e
}
−
(
[FQ]o,1:QD
)H
· diag
{[
y¯
(u)
κ
]
o
})−1
·

 ρ
(u)
0
...
ρ
(u)
QP−1




−1
.
(A.31)
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List of Acronyms
AWGN Additive White Gaussian Noise
BER Bit Error Rate
B-IFDMA Block-Interleaved Frequency Division Multiple Access
CAZAC Constant Amplitude Zero Autocorrelation
CDF Cumulative Distribution Function
CP Cyclic Prefix
DFT Discrete Fourier Transform
DDCE+WF Decision Directed Channel Estimation with iterative Wiener
Filtering
FD Frequency Domain
FDE Frequency Domain Equalizer
FFT Fast Fourier Transform
FIR Finite Impulse Response
IDFT Inverse Discrete Fourier Transform
IFDMA Interleaved Frequency Division Multiple Access
IFFT Inverse Fast Fourier Transform
LFDMA Localized Frequency Division Multiple Access
LS Least Square
MMSE Minimum Mean Square Error
MSE Mean Square Error
MVU Minimum Variance Unbiased
OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
PAPR Peak-to-Average Power Ratio
186 List of Acronyms
PSK Phase Shift Keying
QAM Quadrature Amplitude Modulation
SC-FDMA Single Carrier Frequency Division Multiple Access
SNR Signal-to-Noise Ratio
TD Time Domain
TDMA Time Division Multiple Access
WINNER Wireless World Initiative New Radio
WSSUS Wide-Sense Stationary Uncorrelated Scattering
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Notation
Ai,j Element of matrix A
α Angle between moving direction of mobile terminal and direction
of arrival
ak Vector containing V Wiener filter coefficients in frequency do-
main
ak,0, . . . , ak,V−1 Elements of vector ak
A(u) 3Q × 3Q autocorrelation matrix for subspace based semiblind
channel estimation
Bcoh Coherence bandwidth of channel
bqD Vector containing W Wiener filter coefficients in frequency do-
main
bqD,0, . . . , bqD,W−1 Elements of vector bqD
c Speed of light
c
(u)
k Vector containing the cyclic channel impulse response of a user
with index u
c
(u)
k,q q
th element of vector c
(u)
k
c¯
(u)
k Frequency domain representation of c
(u)
k
c¯
(u)
k,q q
th element of vector c¯
(u)
k
d
(u)
k Vector containing the data symbols of the kth IFDMA symbol
transmitted by the user with index u
d¯
(u)
k Frequency domain representation of d
(u)
k
d
(u)
k,q qth element of the vector d
(u)
k
d¯
(u)
k,q qth element of the vector d¯
(u)
k
δ(u)κ Vector containing the QD data symbols of user u in the pilot
carrying IFDMA symbol with index κ
δ Delta-distribution
∆f Subcarrier spacing
DF Distance between pilot carrying subcarriers in frequency domain
DT Distance between pilot carrying IFDMA symbol in time domain
E{·} Expectation operator
η(qP) Index of pilot carrying subcarrier
fD Doppler shift
fD,max Maximum Doppler shift
f0 Carrier frequency
FN N ×N DFT matrix
188 List of Symbols
FHN N ×N IDFT matrix
FQ Q×Q DFT matrix
FHQ Q×Q IDFT matrix
FQD QD ×QD DFT matrix
FHQD QD ×QD IDFT matrix
FQP QP ×QP DFT matrix
FHQP QP ×QP IDFT matrix
g
(u)
q qth noise subspace eigenvector of matrix A
(u)
g
(u)
q,j j
th block containing Q elements of the vector g
(u)
q
gˆ
(u)
q Estimate of the vector g
(u)
q
G(u)q q
th transformed matrix containing the vector g
(u)
q
Gˆ
(u)
q Estimate of the matrix G
(u)
q
Γ(u) 4Q×2Q matrix for subspace based semiblind channel estimation
for B-IFDMA
h(t, τ)(u) Time continuous channel impulse response of the mobile radio
channel
h¯(t, f)(u) Fourier transform of h(t, τ)(u) with respect to τ
h
(u)
k Vector containing the LC channel delay taps hk,l(u)
hk,l(u) l
th channel delay tap of the discrete-time channel impulse re-
sponse at time index k for a user with index u
h¯
(u)
k Frequency domain representation of h
(u)
k
h¯
(u)
k,n Channel transfer factor of subcarrier with index n at time index
k for a user with index u
H
(u)
k N ×N right circulant channel matrix
H
(u)
k Q×Q right circulant channel matrix
H¯
(u)
k Q×Q diagonal matrix having the channel transfer factors as its
main diagonal
H
(u)
k,0, . . . ,H
(u)
k,LG
Q × Q Toeplitz matrices containg parts of the channel impulse
response
H
(u)
k,corr LQ × (L + 1)Q channel matrix of user u for correlation based
semiblind channel estimation
H
(u)
sub 3Q× 4Q channel matrix of user u for subspace based semiblind
channel estimation
I Interleaving depth in frequency domain
J0(·) 0th order Bessel function of first kind
K Number of IFDMA symbols per TDMA slot
k Index of IFDMA symbol
189
KF Number of subcarriers per block for B-IFDMA
κ Index of pilot carrying IFDMA symbol
L Repetition factor for IFDMA symbols with cyclic prefix
LC Number of channel delay taps of the discrete-time channel im-
pulse response
LU Repetition/compression factor for IFDMA symbols
LG Repetition factor for cyclic prefix
L Number of delay paths of the time continuous channel impulse
response
l Index of channel delay tap of the discrete-time channel impulse
response
Λ Pilot symbol overhead in dB
M(u) IFDMA mapping matrix for the allocation of subcarriers
M
(u)
P IFDMA mapping matrix for the allocation of pilot carrying sub-
carriers
M
(u)
D IFDMA mapping matrix for the allocation of data carrying sub-
carriers
M
(u)
B B-IFDMA mapping matrix for the allocation of subcarriers
M
(u)
BP B-IFDMA mapping matrix for the allocation of pilot carrying
subcarriers
M
(u)
BD B-IFDMA mapping matrix for the allocation of data carrying
subcarriers
MSE Mean square error
N Number of available subcarriers in the system
n Subcarrier index
NG Number of cyclic prefix elements
N0 Noise power
OF Oversampling factor in frequency domain
OT Oversampling factor in time domain
PAPRk Peak-to-Average power ratio per IFDMA symbol
ϕ(u) User dependent phase
Φ
(u)
i User dependent phase shift matrix with index i
p(u) Vector containing the modulated pilot symbols of user u in time
domain
p
(u)
n nth element of vector p(u)
p¯(u) Vector containing the modulated pilot symbols of user u in fre-
quency domain
190 List of Symbols
p¯
(u)
n nth element of vector p¯(u)
P Number of pilot carrying IFDMA symbols
Q Number of data symbols per IFDMA symbol
q Index of data symbol per IFDMA symbol
QP Number of pilot symbols per pilot carrying IFDMA symbol
qP Index of pilot symbol within a pilot carrying IFDMA symbol
QD Number of data symbols per pilot carrying IFDMA symbol
qD Index of data symbol within a pilot carrying IFDMA symbol
Rh¯(t
′, f ′)(u) Autocorrelation function of h¯(t, f)(u) with respect to t′ and f ′
Rh¯,t(t
′)(u) Time correlation function
Rh¯,f(f
′)(u) Frequency correlation function
r˜
(u)
k Received k
th IFDMA symbol of user with index u with cyclic
prefix
r
(u)
k Received k
th IFDMA symbol of user with index u
r
(u)
k,n n
th element of the vector r˜
(u)
k or the vector r
(u)
k
r
(u)
k,j Vector containing Q elements of the j
th block of the vector r˜
(u)
k
ˇ˜r
(u)
k Received k
th inverse phase shifted IFDMA symbol of user u with
cyclic prefix
ρ(u) Vector containing the QP pilot symbols of user u in time domain
ρ
(u)
qP q
th
P
element of vector ρ(u)
ρ¯(u) Vector containing the QP pilot symbols of user u in frequency
domain domain
ρ¯
(u)
qP q
th
P element of vector ρ¯
(u)
SfD(fD)
(u) Doppler power spectral density
Sτ (τ)
(u) Delay power spectral density
σ2D Average power of data symbols
σ2P Average power of pilot symbols
σ2W Average power of compressed data symbols
σ2ν Average power of AWGN
ς(qD) Index of non-pilot carrying subcarrier
t Absolute time
T Time duration of an IFDMA symbol with cyclic prefix
Tcoh Coherence time of channel
TC Time duration of a compressed data symbol
TS Time duration of a data symbol
τ Relative path delay time
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τmax Maximum path delay time
τrms Root mean square width of the path delay time
τι Path delay time of ι
th path
Θ(u)corr (L+1)Q× 2Q phase shift matrix of user u for correlation based
semiblind channel estimation
Θ
(u)
sub 4Q×2Q phase shift matrix of user u for subspace based semiblind
channel estimation
U Number of users
u User index
v Velocity of mobile terminal
V Number of Wiener filter coefficients for filtering in time domain
ν˜
(u)
k AWGN vector of the IFDMA symbol with index k and user u
plus cyclic prefix
ν
(u)
k AWGN vector of the IFDMA symbol with index k and user u
ν
(u)
k,n n
th element of the vector ν˜
(u)
k or the vector ν
(u)
k
w
(u)
k Vector containing the compressed version of d
(u)
k
w
(u)
k,q q
th element of the vector w
(u)
k
W Number of Wiener filter coefficients for filtering in frequency
domain
x
(u)
k k
th IFDMA symbol transmitted by the user with index u
x˜
(u)
k k
th IFDMA symbol with cyclic prefix transmitted by the user
with index u
y
(u)
k Vector containing the demodulated IFDMA symbol with index
k of user u
y¯
(u)
k Frequency domain representation of y
(u)
k
0a×b a× b matrix containing all zero elements
0a a× a matrix containing all zero elements
Ia a× a identity matrix
 Matrix or vector entries with no relevance for the remainder
diag{·} Diagonal matrix with the vector elements as its main diagonal
(·)T Transpose of a vector or matrix
(·)H Conjugate transpose of a vector or matrix
(·)∗ Conjugate of a scalar, vector, or matrix
(·)−1 Inverse of a square matrix
| · | Absolute value of a scalar
|| · ||2 Euclidean norm or 2-norm of a vector
⌈z⌉ Nearest integer larger than or equal to z
192 List of Symbols
⌊z⌋ Nearest integer smaller than or equal to z
[·]a,b Element in the ath row and bth column of a matrix
[z]e Vector containing the even indices of vector z
[z]o Vector containing the odd indices of vector z
[Z]a:b,c:d Matrix containing the rows with indices a, . . . , b and columns
with indices c, . . . , d of a matrix Z
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