Abstract-We present experimental techniques and results related to the optimization and characterization of our nanofiberbased atom trap [Vetsch et al., Phys. Rev. Lett. 104, 203603 (2010)]. The atoms are confined in an optical lattice which is created using a two-color evanescent field surrounding the optical nanofiber. For this purpose, the polarization state of the trapping light fields has to be properly adjusted. We demonstrate that this can be accomplished by analyzing the light scattered by the nanofiber. Furthermore, we show that loading the nanofiber trap from a magneto-optical trap leads to sub-Doppler temperatures of the trapped atomic ensemble and yields a sub-Poissonian distribution of the number of trapped atoms per trapping site.
I. INTRODUCTION
We have recently demonstrated a new experimental platform for the simultaneous trapping and optical interfacing of lasercooled cesium atoms [1] , [2] . The scheme uses a two-color evanescent field surrounding an optical nanofiber to localize the atoms in a one-dimensional optical lattice about 200 nm above the nanofiber surface [3] , see Fig. 1 . At the same time, the atoms can be efficiently interrogated with light which is sent through the nanofiber. Remarkably, an ensemble of 2000 trapped atoms almost entirely absorbs a resonant probe field, yielding an optical depth of up to 32, equivalent to an absorbance per atom of 1.6 % [4] . Moreover, when dispersively interfacing the atoms, we observe a phase shift per atom of ∼ 1 mrad at a detuning of six times the natural linewidth [2] . Our technique opens the route towards the direct integration of laser-cooled atomic ensembles within fiber networks, an important prerequisite for large-scale quantum communication. Moreover, our nanofiber trap is ideally suited to the realization of hybrid quantum systems that combine atoms with solid state quantum devices [5] .
On the route towards the realization of our nanofiber-based atom trap, two important experimental questions had to be addressed: First, the overall optical potential critically depends on the polarization state of the nanofiber-guided trapping fields [3] . However, the nanofiber is realized as the waist of a tapered optical fiber which is non-polarization maintaining for technical reasons. In order to compensate the birefringence of the optical fiber sections which are guiding the trapping light into the nanofiber waist, we thus had to develop a method for measuring the polarization state of the light field inside the nanofiber itself. It turns out that this is possible by analyzing the light scattered out of the nanofiber for different input 2012 Illustration of the experimental system: (a) shows a sketch of the silica nanofiber, the trapping laser fields, the probe laser field, an electron multiplying charge coupled device (EMCCD) camera used for imaging the atomic fluorescence, and an avalanche photodiode (APD) employed for measuring the probe light transmitted through the fiber. The zoom shows the atoms in the nanofiber trap, including the evanescent standing wave pattern formed by the red-detuned trapping field. In (b), equipotential surfaces 40 µK and 125 µK above the trapping minimum are shown. This configuration results in two linear arrays of local potential minima (trapping sites).
polarizations. The second experimental challenge was to load laser-cooled atoms into the potential minima. In general, the most straightforward method for loading atoms into an optical dipole trap is to directly transfer them from a magneto-optical trap (MOT), possibly while further cooling the atoms with an optical molasses [6] . It was, however, far from obvious that this procedure would work for our nanofiber trap since it implied superposing the MOT with the nanofiber and required the MOT to efficiently cool the atoms at a distance of only ≈ 200 nm from the nanofiber surface. In spite of these unknowns, the technique turns out to be successful. In particular, it is possible to prepare nanofiber-trapped ensembles with sub-Doppler temperatures. Moreover, the loading process leads to a sub-Poissonian distribution of the number of atoms per trapping site due to the so-called collisional blockade effect [7] . Here, we present the experimental techniques and results related to the characterization of the polarization state of the nanofiber-guided trapping light fields, of the temperature of the nanofiber-trapped atoms, and of the number of atoms per trapping site.
II. EXPERIMENTAL SET-UP
All measurements presented in this article are carried out with the experimental set-up which is depicted in Fig. 1 (a) and which was also employed for the work in Ref. [ silica fiber, having a 5 mm long tapered region of 500 nm diameter, is placed in an ultra-high vacuum chamber at a typical pressure of 8 × 10 −10 mbar. To realize the two-color nanofiber dipole trap for Cesium atoms, two light fields are launched into the fiber. One has a free-space wavelength of λ The second (λ red 0 = 1064 nm) is red-detuned and is sent into the thin fiber from both sides. In the 500-nm diameter region of the fiber, all light fields used in the presented experiment are guided in the fundamental HE 11 mode [8] . Both trapping light fields are chosen to have quasi-linear polarization where the polarization planes are oriented perpendicular with respect to each other in order to maximize the azimuthal confinement in the trap [1] . The fiber-guided 780-nm mode has a power of 25 mW, the respective 1064-nm standing wave field has a power of 2 × 2.2 mW. Using these parameters, two arrays of potential minima form along the nanofiber. The situation is illustrated in Fig. 1 (b) , showing equipotential surfaces at 40 µK and 125 µK above the trapping minimum. Each individual trapping site is characterized by the parameters summarized in Table I . The spacing between two neighboring lattice sites is given by λ red 0 /2n eff ≈ 500 nm, where n eff is the effective refractive index [9] . The closest geometrical distance to the nearest opposing trapping site of the second array of potential minima is about 1 µm.
III. POLARIZATION CONTROL
Polarization control of the fiber-guided modes is an indispensable requirement in the context of nanofiber-based optical trapping. The nanofiber is produced from a non-polarization maintaining base fiber for technical reasons. Thus, the birefringence of the optical fiber sections which are guiding the trapping light into the nanofiber waist is a priori unknown. However, in order to obtain azimuthal confinement of the atoms in the nanofiber dipole trap, a defined quasi-linear polarization of the trapping laser fields is required [1] . Therefore, a method for measuring the polarization state of the light field inside the nanofiber itself has to be implemented.
Here, we realize this characterization by analyzing the light scattered out of the nanofiber by surface imperfections and by inhomogeneities in the bulk silica. We assume that the scatterers are point-like and that they conserve the local polarization and phase of the nanofiber-guided modes. We therefore further assume that the scattered intensity in a given azimuthal direction is given by the coherent sum of the amplitudes of In (a), we consider one point-like scatterer which is assumed to conserve the local polarization and phase of the mode guided by the nanofiber (sketched as a dashed cylinder). If the guided light is locally linearly polarized along x, the scattered light will thus also be polarized along x and its intensity will obey a dipole emission pattern. Two cameras allow one to image the light scattered into the x-and y-direction, respectively. Both cameras can be equipped with a polarization filter. The orientation of the polarization plane of the fiber-guided mode is given by the angle ϕ as indicated. In (b), the optical powers detected by both cameras are shown as a function of ϕ for various settings of the polarization filters. The solid lines are fits taking experimental imperfections into account (see text for details).
these local dipole emitters which are randomly distributed over the nanofiber surface and bulk. The set-up and procedure for measuring and optimizing the polarization state of the nanofiber-guided light are illustrated in Fig. 2 (a) . The nanofiber axis defines the z-axis of the coordinate system. Two CCD cameras observe the scattered light along the x-axis (camera 1) and y-axis (camera 2), respectively. The apertures of the imaging optics are small, thereby ensuring a high angular resolution of about 5
• .
If the mode was exactly linearly polarized along x, the azimuthal dependence of the scattered intensity would, under the above assumptions, be given by a dipole emission pattern, yielding I(ϕ) ∝ sin 2 (ϕ − ϕ 0 ) with ϕ as defined in Fig. 2 (a) and ϕ 0 = 90
• (ϕ 0 = 0 • ) for camera 1 (2). However, the HE 11 modes have a non-trivial, spatially varying polarization.
As a result, due to the two-fold symmetry of the minor component of the transverse polarization [8] , a higher order term ∝ sin 2 [2(ϕ − ϕ 0 )] will contribute to the observed intensity. Moreover, they are not transversally polarized but exhibit a significant z-component. In order to nonetheless be able to adjust the polarization state of the fiber-guided modes, both CCD cameras are equipped with a polarization filter. By these means, the contribution of the z-component can be suppressed.
In Fig. 2 (b) , the integrated intensity of the CCD signals of cameras 1 and 2 are plotted for various angles ϕ. The latter is adjusted by a half wave retardation plate before coupling the light field into the fiber. As expected, with the z-polarization component filtered out, the power on camera 1 (plotted in black) varies ≈ 90
• out of phase with respect to the power on camera 2 (plotted in green). We optimize the contrast of the signals using a Berek polarization compensator before coupling the light field into the fiber. In the optimum case, this yields a contrast of C = 88 %, most probably limited by nonpolarization maintaining scattering. We checked that the light exiting the tapered optical fiber has a pure polarization state which is stable over many hours. Therefore, we infer that by maximizing C, we realize the best possible approximation of a quasi-linearly polarized HE 11 mode on the nanofiber waist.
While the above discussion only considered the optimization of the polarization of the red-detuned trapping light field at a wavelength of 1064 nm, it turns out that the single Berek compensator suffices to also compensate the birefringence of the fiber for the other two wavelengths at 852 nm and 780 nm. For this purpose, the visibility of the Rayleigh-scattered pattern for all three wavelengths is maximized iteratively. When trying to further optimize the individual visibilities for each wavelength by using additional Berek compensators in front of non-polarizing beamsplitters, the visibility could not be further increased. We therefore conclude that, after the optimization procedure, the single Berek compensator compensates all parasitic birefringence to zeroth order.
It is instructive to further consider the ϕ-dependence of the CCD signals when adjusting the polarizers to pass the z-component. Interestingly, in this case, we also observe a modulation with a contrast of 87 %. This behavior can be understood when taking into account the spatial dependence of the z-component of a HE 11 mode, quasi-linearly polarized along x (see Fig. 3 ). As is apparent from this plot, the zcomponent of the E-field changes sign under reflection at the y-z-plane. As a consequence, when observing the scattered intensity along the y-direction, full destructive interference takes place. When observing along the x-direction, however, there is a non-zero path length difference to the detector between corresponding points which oscillate in phase opposition, thereby turning the destructive interference into partially constructive interference. Finally, when entirely removing the polarization filter of camera 1, the observed signal (plotted in blue) corresponds to the sum of the y-and z-signal. In this case, the terms ∝ sin 2 (ϕ − ϕ 0 ) and ∝ cos 2 (ϕ − ϕ 0 ) approximately sum up a constant offset on top of which the effect of the ∝ sin 2 (2(ϕ − ϕ 0 )) term is clearly apparent. This nicely illustrates the importance of filtering out the zcomponent when optimizing the polarization with our method. Fig. 3 . Plot of the z-component of the electric field of a HE 11 mode, quasilinearly polarized along x, inside the 500-nm diameter nanofiber. The phase of oscillation is chosen to yield maximal field values. It is equal at all points with x > 0 and opposed to the phase at the corresponding points with x < 0. The vacuum wavelength of the guided light is assumed to be 852 nm.
IV. TEMPERATURE MEASUREMENTS
With the trapping laser polarizations optimized as outlined, the nanofiber-based trap is ready to be loaded. For this purpose, a magneto-optical trap (MOT) is superposed with the nanofiber. The MOT performs normally in spite of the presence of the 500-nm diameter fiber including the trapping fields. This is in agreement with the observations in [10] , where sub-Doppler temperatures have been measured for a MOT cloud of 85 Rb atoms which was superposed with a bare nanofiber of 700 nm diameter. Both, the MOT loading as well as the transfer of the atoms to the nanofiber-based trap is performed like in Ref. [1] and corresponds to a typical loading sequence of a steep optical dipole trap [6] . The total number of atoms in the trap is determined from an absorption measurement using fiber-guided probe light resonant with the D2 line of Cesium. From the total power scattered by the trapped Cesium atoms at full saturation, their number is determined to be around 2000 [1] .
The knowledge of the temperature of the trapped atoms is relevant for numerous applications of our nanofiber trap. As an example, the thermal motion, combined with a positiondependent light shift on the atomic transition frequencies, leads to inhomogeneous broadening, thereby limiting the reversible dephasing time of quantum superpositions [11] . We will see below that in our case we load at most one atom per trapping site into the nanofiber trap due to the collisional blockade effect [7] . Under these conditions, a versatile method for measuring the temperature has been presented in Refs. [12] , [13] . It relies on the adiabatic lowering of the trapping potential and the measurement of the number of remaining trapped atoms as a function of the reduced trap depth. From an initial depth U 0 , the trapping potential is lowered to a value U low . In this case, only the fraction of atoms with a certain maximum energy E remains trapped. For adiabatic lowering, the action integral over one oscillation period remains conserved [14] . Therefore, in this case, the initial energy E 0 is related to the trap depth in the moment of the atom loss U esc by a one-to-one correspondence.
In order to experimentally fulfill the adiabaticity criterion, Fig. 4 . Plot of the adiabatic variation of the trap depth U (t), normalized to the initial trap depth U 0 , as a function of time [12] , [13] . U low denotes the minimal trap depth reached during the whole adiabatic process.
the optical dipole potential has to be changed on time scales that are longer than the largest oscillation period. An optimized experimental sequence to do so has been found in Ref. [12] and is also applied here. The corresponding variation of the trap depth U (t) is depicted in Fig. 4 . For the experimental implementation of the temperature measurement, the atoms are loaded from the MOT into the nanofiber trap with an initial depth of U 0 = 400 µK. Then, the trap is lowered by reducing the power of the red-detuned laser with an acousto-optical modulator (AOM) according to Fig. 4 . In order to determine the fraction of remaining atoms, the fiber-trapped ensemble is probed before and after the trap depth modification sequence, using a weak, detuned probe pulse of 500-µs duration. Figure 5 shows the corresponding experimental results. The maximum survival probability for a constant U (t) = U 0 reaches about 90 %, in agreement with the trap lifetime of about 50 ms [1] . As expected, for decreasing U low , the fraction of remaining atoms in trap diminishes, reaching zero for vanishing trap depth. In order to derive the initial temperature of the atoms from the above measurement, the correspondence between E 0 and U esc has to be determined. For this purpose, a Monte-Carlo simulation of classical atomic trajectories is performed since no analytical expression is known. Starting with different random initial positions in the trap and different random phases of the in-trap oscillation, the atomic dynamics is simulated. The trap parameters are chosen as in the experiment (see Table I for the trap frequencies and Ref. [1] for the detailed optical potentials). As a result of the simulation, the probability p(E 0 , U low ) for atoms of initial energy E 0 to remain trapped is obtained for different U low . For a given value of E 0 and in the case of infinitely slow lowering of the potential, p(E 0 , U low ) would correspond to a step function of U low . Any deviation from perfect adiabaticity will wash out the step-like behavior and p(E 0 , U low ) is well-described by an error function. In the simulation, the deviation from perfect adiabaticity occurs due to the finite size time steps which are used. From the resulting error function, the escape potential depth U esc is thus defined by
The obtained correspondence between E 0 and U esc is shown in Fig. 6 . For the evaluation of the experimental results, the simulated data is fitted with a polynomial of the from y = ax b + cx d , shown as a solid red line. In order to derive the fraction of remaining atoms for a given initial temperature T as a function of U low , we model the initial cumulative energy distribution of the atomic ensemble in the nanofiber trap by an integrated three-dimensional Boltzmann distribution [15] ,
where g(E) denotes the density of states, Z(T ) is a normalization function, M the atomic mass of Cesium, and V (E) is the space available for particles with energy E. In the limit of E U 0 , the integral in Eq. (3) can be approximately solved and Eq. (2) can then be analytically integrated. This initial cumulative energy distribution P (E 0 , T ) determines the fraction of remaining atoms after lowering the trap because atoms with an initial energy lower than E 0 (U esc ) will not leave the trap during the lowering sequence. Here, the mapping between E 0 and U esc is made using the polynomial fit from Fig. 6 . Finally, in order to account for the finite trap lifetime, we multiply the resulting ideal survival probability P (U esc , T ) with a factor p max . The resulting fit function is shown as a solid red line in Fig. 5 , yielding p max = 92 %.
The temperature of the atomic ensemble in the nanofiber trap is found to be k B T = 0.075(2)U 0 which corresponds to T = 29.8 ± 0.9 µK when using U 0 from Table I . This value is clearly below the Doppler temperature and indicates the presence of sub-Doppler cooling mechanisms [16] , [17] . This is remarkable given the fact that it was far from evident that the MOT and the optical molasses would cool the atoms at all at a distance of only ≈ 200 nm from the nanofiber surface. It leads us to conclude that the perturbation of the cooling laser beams is less detrimental to cooling than what might be expected from the modification of the fields by the nanofiber [18] . Using the obtained temperature value as well as the trap frequencies from Table I , the mean occupation numbers of the vibrational levels in the trapping potential can be calculated. According to Ref. [19] , the occupation number is given by
yielding n z = 1.4, n r = 2.5, and n ϕ = 3.7. The localization of an atom in the trap can be obtained from the full 1/ √ e-width, 2σ i , of the probability distribution of the harmonic oscillator wave functions. For the parameters in this experiment, each atom is confined to a volume V = 2σ z × 2σ r × 2rσ ϕ = (42 × 67 × 95)nm 3 = 2.7 · 10 −16 cm 3 at its lattice site. When probing the atoms with resonant light propagating through the nanofiber, the interaction thus takes place in the Lamb-Dicke regime (Lamb-Dicke parameter: η = 0.08), thereby fulfilling the necessary condition for resolved sideband cooling to work efficiently.
V. ATOM-NUMBER DISTRIBUTION
The large trap frequencies realized in the present set-up (see Table I ), combined with the scattering of near resonant light during transfer of the atoms from the MOT to the nanofiber trap, realize a situation in which the collisional blockade effect might occur and lead to a sub-Poissonian atom number distribution in each trapping site [7] . In particular, over a large range of parameters, the maximum atom number per trapping site can be limited to one while the average occupation is close to 0.5. The necessary condition for observing such a collisional blockade is to have the one-body loss rate during the loading process, γ, much smaller than the light-induced two-body loss rate, β/V , where V is the trapping volume [7] . We experimentally observe γ ≈ 1 s −1 , consistent with loss due to background gas collisions at the base pressure in our set-up. Using the volume inferred from the temperature measurement (see above) and a typical value of β = 10 −10 cm 3 s −1 for Cesium atoms [20] , we find β/V = 3.7 · 10 5 s −1 γ. If, in addition, the loading rate of the nanofiber trap, R, fulfills the condition γ/2 < R < β/4V ,
collisional blockade should thus occur [7] . It is, however, not trivial to determine the loading rate R from a priori considerations or independent measurements. For this reason we give an estimation of R in the following. The loading rate in our set-up clearly exceeds the lower boundary in condition (5) because we load about 2000 atoms into approximately 4000 trapping sites in a loading sequence of 50 ms duration. In order to estimate an upper boundary of R, we compare our trapping sites with the tightly focused single-spot dipole trap in Ref. [7] where the maximum loading rate was smaller than 1000 s −1 when loading from a standard MOT. In our case, both the trapping volume and the solid acceptance angle for loading the trap are significantly smaller than in Ref. [7] . From these simple considerations, we estimate to realize a loading rate much smaller than the upper boundary in condition (5) . Consequently, we expect our trap to operate in the collisional blockade regime.
In order to experimentally check the occurrence of the collisional blockade, we load the nanofiber trap as described in [1] , excite the atoms for 2 ms with near resonant fiber-guided probe light, and image their fluorescence using an EMCCD camera. The latter is oriented as indicated in Fig. 1(a) , i.e., with the observation axis perpendicular to the nanofiber axis. In order to limit heating due to photon recoil, the probe light power is set to 500 pW and its frequency is red-detuned by 20 MHz with respect to the AC-stark-shifted F = 4 → F = 5 transition of the Cesium D2 line. The plane of the quasi-linear polarization of the probe light is parallel to the plane containing the atoms and orthogonal to the observation axis. In order to obtain a good signal to noise ratio, this measurement is repeated in 320 consecutive experimental runs and the background-corrected EMCCD fluorescence images are averaged.
The resulting image is shown in Fig. 7 (a) , while Fig. 7 (b) shows the signal integrated perpendicular to the nanofiber axis as a solid green line. The latter fluorescence signal of the nanofiber-trapped atoms is higher in the left part of the graph than in the right part. This observation can be easily understood: the probe laser enters the fiber from the left in Fig. 7 and gets partially absorbed starting with the leftmost trapped atoms. Consequently, the probe laser intensity I P (z) varies along the fiber. Denoting the line number density of the atomic ensemble as ρ(z), the fluorescence intensity I F (z) will thus be given by
where σ is the atomic absorption cross section and A eff is the effective cross sectional area of the nanofiber guided mode at the probe wavelength [21] . The settings of the probe light intensity and detuning correspond to a saturation parameter s < 1/10 at the position of the atoms. This justifies the application of Lambert-Beer's law in Eq. (6). √ e-width of 2σ MOT = 0.42 mm. In the following, we assume that the MOT density distribution and thus also the loading rate of the nanofiber trap, R, follow this Gaussian shape. In order to model the nanofiber fluorescence signal in Fig. 7 (b) using Eq. (6), we now have to derive the line number distribution of the fiber trapped atoms ρ(z) from the loading rate
where z 0 denotes the center of the MOT. Given that R max is unknown, it is unclear whether R(z) enters the collisional blockade regime. For this reason, we first assume that this is not the case and that ρ(z) is simply proportional to R(z). Furthermore, from an independent measurement, we know that the overall optical depth of the nanofiber-trapped atomic ensemble for the probe settings is about OD = 1, thereby providing a normalization condition for the integrated line number density ρ(z ) dz . Figure 8 (a) shows ρ(z) under these assumptions (solid red line) as well as the resulting fluorescence signal (dashed blue line) predicted according to Eq. (6). As can be seen in Fig. 8 (c) , this predicted signal does not reproduce the experimental data.
We therefore assume that ρ(z) corresponds to a truncated Gaussian as would be expected if collisional blockade occurred. For simplicity, we model this truncation by a hard clipping of the Gaussian as shown by the solid red line in Fig. 8 (b) . In this case, the predicted fluorescence signal is in very good qualitative and quantitative agreement with the experiment, see solid blue line in Fig. 8 (c) . We interpret this observation as an experimental proof of a collisional blockade effect in our experiment. This claim is supported by the following estimation: For the collisional blockade, an average filling factor of 0.5 atoms per trapping site is expected. In our trapping configuration, we have four trapping sites per micrometer along the nanofiber. For the sample length of ∼ 1 mm, we would thus expect ∼ 2000 trapped atoms. This number is in good agreement with the atom number inferred from the saturation measurement in Ref. [1] .
VI. CONCLUSIONS
We presented a practical in situ polarization analysis of light fields guided in an optical nanofiber and showed that this method can be employed for the optimization of the polarization configuration of our nanofiber-based atom trap. Moreover, we carried out an in-depth study of the trap loading performance using a magneto-optical trap as an atom source. We found that our nanofiber trap yields comparable results, i.e., sub-Doppler temperatures and collisional blockade, as in steep free-beam optical dipole traps and optical lattices. This shows that the possible perturbations of the laser-cooling and loading process, introduced by the presence of the nanofiber, are not significant. In this respect, the nanofiber trap is thus as simple to operate as a standard trap. At the same time, however, it realizes an efficient optical interface for the trapped atoms. Combined with the single-atom occupancy of the trapping sites, this therefore opens a realm of applications for nanofiber-trapped atomic ensembles. 
