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ABSTRACT Mobile sensing techniques have been increasingly deployed in many Internet of Things-based
applications because of their cost efficiency, wide coverage, and flexibility. However, these techniques are
unreliable in many situations due to noise of different kinds, loss of communication, or insufficient energy.
As such, datasets created from mobile sensing scenarios are likely to contain large amount of missing
data, which makes further data analysis difficult, inaccurate, or even impossible. We find that the existing
estimation models and techniques developed for static sensing do not work well in the mobile sensing
scenarios. To address the problem, we propose a spatio-temporal method, which is specifically designed
for answering queries in such applications. Experiments on a real-world, incomplete mobile sensing dataset
show that the proposedmethod outperforms the state-of-the-art noticeably in terms of estimation errors.More
importantly, the proposed model is tolerant to datasets with extremely high-missing data rates. Training with
the proposed model is also efficient, which makes it suitable for deployment on computationally constrained
devices and platforms that need to process massive amounts of data in real time.
INDEX TERMS Missing sensor data, data estimation, mobile sensing, support vector regression, spatio-
temporal model.
I. INTRODUCTION
Sensors play important roles in developing various kinds
of smart applications of different scales, e.g., smart home,
smart building, and smart city. The rationale is that with
the sensing data collected from different sources, we could
better monitor and understand the physical world objects
and their surroundings, and take pre-emptive actions to pre-
vent undesirable events from happening in many circum-
stances. With intelligent analytics of the data, we could
discover useful knowledge and insights, which allows us
to develop truly smart applications [1]–[3]. In recent years,
mobile sensing techniques have been increasingly employed
due to cost efficiency, large coverage and flexibility, e.g.,
attaching different types of sensors to mobile objects such
as human bodies, taxis, or public buses [4], [5]. However,
mobile sensingmight not function as expected in the presence
ofmany unpredictable factors such as noise of different kinds,
communication fault, or insufficient energy, which result in
incomplete data. The incomplete values have to be processed
and approximated in order for further data processing to be
more faithful and reliable.
Given a dataset of large size with few missing data values,
one could simply remove the whole set of records that include
missing values [6]. However, if the number of missing values
is large, doing so causes a significant loss of information.
Some simple methods replace the missing values with ‘‘0’’s
or the mean of other values; however, this may introduce
undesirable bias to the entire dataset [7] or even change the
pattern of data, especially with high variance [8]. Therefore,
more sophisticated estimation techniques, e.g., regression,
are needed to tackle the problem.
In static sensing scenarios, estimation methods are
designed based on the assumption that different sensors are
installed at the same or nearby locations and are potentially
correlated to each other. The standard model in the existing
works creates datasets by collecting all sensor observations
and storing them in a matrix form. Each row consists of
observations from all sensors collected at the same time or
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period and same or nearby locations. This model is referred
to as the Observation Model (O model). The missing val-
ues can be estimated using techniques like matrix comple-
tion [9]–[11], which has been very successful in applications
such as collaborative filtering for user rating prediction [12]
and intelligent transportation systems for traffic speed esti-
mation [13]. These methods do not require any training
and can deal with large matrices of very high missing rates
(70-80%). Performance of these methods is usually sensitive
to the choice of rank; and the problem can be alleviated by
using nuclear normminimisation [14] or variants of Bayesian
Principal Component Analysis [12]. Nevertheless, they may
not be suitable for mobile sensing data as rows and columns
of the matrix have to represent fixed objects (e.g., users and
products in collaborative filtering, or road segments and time
in traffic speed estimation). In mobile sensing applications
where mobile sensors report observations at continuously
changing locations and time, it is not easy to build such
matrices. Where a matrix is built by fixing either the time or
location, estimation performance remains unknown. Missing
values can also be estimated using supervised learning meth-
ods, e.g., regression [15]. This approach requires enough
training data, i.e., the number of missing values in a dataset
should be sufficiently low. Furthermore, the assumption that
two sensors physically close to each other are correlated
seems simplistic and questionable.
In mobile sensing scenarios, it is usually hard to directly
build a usable dataset for estimation because of the much
larger number of missing data points compared to static
sensing, as evidenced in the real-world mobile sensing
dataset used in our experiments. As such, in many situa-
tions, standard regression models cannot be created based
on the collected observation data. It should also be noted
that this problem is different from time series analy-
sis and forecasting, in which a model can be built to
predict future values based on previously observed val-
ues, usually obtained at successive, equally-spaced time
points.
In mobile sensing, observation data is normally attached
with spatial (e.g., latitude, longitude and altitude) and tempo-
ral (e.g., day, hour, and minute) metadata. Intuitively, within a
constrained situation, that is, a specific temporal range (e.g.,
6 hours) and a specific spatial range (e.g., area within distance
of 2 KMs from the current location), observation data is
correlated to metadata. For instance, outdoor temperature
values fluctuate as time elapses, and air pressure varies with
different altitude values. Two observation values would be
similar to each other if their temporal and spatial metadata
were similar. This observation leads to the design of a new
model for missing data estimation, referred to as the Spatio-
Temporal Model (ST Model) in this paper. In the ST model,
each observation data point is represented in terms of tempo-
ral and spatial features. We perform inference on the original
dataset and only select observation data that falls under a
constrained temporal and spatial range to build the training
dataset. We then apply regression techniques to explore the
unobvious correlations among the observation data and the
metadata.
This work is the first attempt for missing data estimation
in large-scale mobile sensing scenarios, which are becom-
ing more and more prevalent with increasing smart city
deployments [4]. The proposed model is reliable even with
high missing rates and efficient enough to be executed on
constrained devices. The contributions of the paper include:
1) design and implementation of the ST model and Sup-
port Vector Regression for missing sensor data estimation.
The method aims to solve the problem of existing methods
and to perform reliable estimation from incomplete mobile
sensing datasets with extremely high missing rates. It allows
performing spatial and temporal inference to approximate
the regression input for the missing values; and 2) extensive
experiments and evaluations based on a real-world dataset,
and comparison to the state-of-the-art methods in terms of
standard evaluation metrics, i.e., Root Mean Squared Error,
Mean Absolute Percentage Error, and execution time. It
shows that the proposed method outperforms the existing
methods noticeably. Furthermore, it is tolerant to datasets
with high missing rates and suitable for deployment on com-
putationally constrained devices.
The rest of the paper is organised as follows. Section 2 pro-
vides a review of the related work and techniques for
missing value estimation. The details of the proposed
model and regression technique are described in Section 3.
Section 4 presents the experiments performed on a dataset
collected from a real-world smart city application, with dif-
ferent missing rates, from low, moderate to extremely high.
Section 5 reports the evaluation results based on the standard
metrics by comparing to existing methods and discusses the
applicability of the proposed method. Section 6 concludes the
paper and outlines the future research directions.
II. RELATED WORK
The O Model is the standard representation model used in
many existing methods for missing value estimation. The
fundamental assumption of this model is that all sensors
are located in the same place or in close vicinity, and their
observation data is measured at the same time or time period.
The observation values can be aligned in a matrix-like form
as shown in Table 1, where each row contains a sensorID
and the values observed by a number of co-located sensors
at the same time. The cells marked with ‘‘N/A’’ represent the
missing values and the ones in the last column marked with
a ‘‘?’’ mark represent the values to be estimated or queries.
As an example, when using techniques such as regression,
missing values have to be pre-processed to make the training
set complete. In Table 1, the query (at Sensor 3033) asks
for a value of Humidity (i.e., the dependent variable) based
on values of CO, Ozone+NO2, Particles, and Temperature
(i.e., the explanatory or independent variables). To train a
regression model, records of Sensor 3037 and 3080 have to
be removed from the training set as the values for CO and
Particles are missing. The record of Sensor 3066 also needs
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TABLE 1. Example of incomplete dataset of O model.
to be removed because the dependent variable, Humidity is
unknown. In another query at Sensor 3000, a missing data for
Particles is present; therefore, the whole column of Particles
has to be removed. Furthermore, records of Sensor 3037 and
3066 also need to be removed due to missing values.
Our study shows that there are three main categories of
methods for missing data estimation in literature, namely,
interpolation/extrapolation-based, matrix completion-based,
and regression-based methods.
A. INTERPOLATION/EXTRAPOLATION-BASED
Instead of removing rows and columns containing missing
values, some methods in this category keep all the informa-
tion in the original dataset, and replace missing values with
‘‘0’’s or the mean of other values. Troyanskaya et al. [9] and
Dixon et al. [16] propose to substitute missing values by the
mean values of the k nearest neighbour records. One notable
advantage is that no information is removed and therefore,
there is enough training data to be used for estimation algo-
rithms. However, different k values may lead to different
results and varying performances during the estimations.
Moreover, this may create a bias to the original dataset [7] or
change the pattern of data with high variance [8]. Considering
the uncertainty of missing values, multiple-step imputation
based methods [17]–[19], first impute missing values multi-
ple times (m times) to generate m datasets, and then average
the imputed values at the same data point of all generated
datasets to get a final integrated value. The generation of the
multiple datasets can be done by randomly drawing m times
missing values from the joint distributions of the variables
containing themissing values and other variables in the whole
dataset. These methods focus on generating unbiased datasets
and provide confidence coefficient values to show the unre-
liability of imputed values. In multiple imputation, larger
number of m usually leads to less variability produced [20],
and how to select the parameter m is discussed in [21]
and [22]. However, the major limitations of multiple impu-
tation are its complexity and production of non-deterministic
results. In addition, to be more effective, multiple imputation
models need to be congenial with the analysis model [20].
Kim et al. [23] propose a local least square estimation method
based on similar genes selected using the k nearest neighbour
method. In application in which data contains both spatial
and temporal attributes, linear interpolation [24], kriging
algorithm [25]–[27], and Inverse Distance Weighting (IDW)
method [28] are the most popular techniques. Interpolation
algorithms try to find a smooth way to fill missing data
points between values. Nevertheless, they have limitations:
for example, linear interpolation depends on the assumption
that data follows a linear distribution, which is not true for
most data; Kriging requires a large computation cost; and the
IDWapproach forces all the interpolated values to be between
the maximum and minimum of the observed data.
B. MATRIX COMPLETION-BASED
Matrix completion-based methods attempt to derive a
low-PCA matrix from a small number of samples [9]–[11].
Troyanskaya et al. [9] utilise the Singular Value Decom-
position (SVD) to extract significant eigenvalues and the
corresponding eigenvectors. These vectors are then used
with linear regression to estimate the missing values.
Gao et al. [29] make use of the channel correlations of data
from phasor measurement unit to separate the data into
blocks with low rank. For each block, the authors apply
SVD to recover the missing data. To save computational cost
and reduce storage requirement, Cai et al. [30] propose a
Singular Value Thresholding (SVT) method to complete a
low-rank matrix with minimum nuclear norm (e.g., sum of
the singular values of a matrix). Genes et al. [31] exploit
the Gaussian distribution of data and use SVT to recover
missing data in electricity distribution systems. One com-
mon limitation of these methods is that they require the
matrix derived from the incomplete dataset to be of low-
rank, which is not necessarily true in all practical scenar-
ios. With the increment of the matrix rank, the method
becomes more and more computationally expensive. Matrix
completion-based methods are also closely related to the
concept of compressive sensing [32]. The original idea of
compressive sensing is to under-sample high-dimensional
signals and to accurately reconstruct them by exploiting
hidden structures in the underlying data. It has been used
in many applications for missing value estimation, such as
urban traffic [33] and Internet traffic [34]. The main tech-
nique for compressive sensing is matrix completion with
norm minimisation (e.g., nuclear norm or spectral norm). It
has been reported that compressive sensing-based methods
outperform conventional imputation-based ones when miss-
ing rates are extremely high, e.g., 80%. However, it also
inherits the limitations for matrix completion based methods.
Furthermore, in mobile sensing applications, mobile sensors
report observation data at constantly changing locations and
time. A matrix only can be built by fixing either the time or
location, estimation performance remains unknown.
C. REGRESSION-BASED
Liu et al. [35] propose a method to estimate missing values
for hierarchical time series data. The method utilises the
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hierarchical relationship between time series data and applies
a Locally Weighted Regression (LWR) technique to fit the
data. However, hierarchical time series data is very different
from mobile sensing data. Kurasawa et al. [15] consider
missing sensor value estimation in a participatory sensing
environment. Assuming that not all the sensor observations
are correlated to each other, the authors apply LWR and only
train the model with locally correlated sets of sensor records
and ignore sensor observations that are not highly related. The
selection of sensor observations is done by the sparse fea-
ture of coefficients trained by Least Absolute Shrinkage and
Selection Operator (LASSO). The sensor observations whose
coefficients are close to zero are removed. For each miss-
ing value, the selection of locally correlated sensor records
requires multiple steps for selection and validation, thus the
process takes a long time to complete. Another limitation
is that it is hard to choose the optimal number of nearest
neighbours, k . In their experiments, each dataset has one
optimal k value varying from 10 to 50, which is likely to
be dependent on each dataset and needs to be chosen from
experience. As such, it might not be applicable in a mobile
sensing environment as the situation keeps changing all the
time. Zhu et al. [36] build a linear mixture kernel function
based on the polynomial and radial basis functions to estimate
both discrete and continuous missing values. The method
considers the impact of each point in the dataset according to
the mixture kernel model and estimates missing values one
by one based on the previous estimated values. It iteratively
refines the estimated values and the process stops when a
convergence constraint is satisfied. The results show that mix-
ture kernel function model outperforms other single function
models. However, the method needs to consider the entire
dataset and estimates a missing value based on all previously
estimated ones, hence it is applicable in datasets with high
missing rates. Therefore, the accuracy of the estimation can-
not be guaranteed. Another relevant concept considered in
this study is Random Sample Consensus (RANSAC) [37].
Though it should not be directly used for estimation of miss-
ing data, it is a widely used model fitting method. It works
by iteratively selecting the inliers in the dataset and has
been widely used for outlier/anomaly detection [38], [39].
By fitting a model based on only the inliers, it is anticipated
that better performance can be obtained compared to models
learned from the entire dataset.
Investigation of the existing work shows that the miss-
ing data estimation problem in mobile sensing has not
been sufficiently studied. Among the reviewed work,
Kurasawa et al.’s work [15] based on regression analysis is
similar to our method and is used for benchmarking in the
experiments and evaluation. Additionally, we compare the
proposed methods with the RANSAC, compressive sensing
and K-nearest Neighbour (kNN) based methods.
III. MODEL DESIGN
In this section, we first introduce some of the important terms
used throughout the paper. Then we present the design of
the ST Model and the algorithm to perform the regression
analysis.
A. DEFINITIONS OF RELATED TERMS
We define some of the related terms and clarify their specific
meanings in the context of this work.
Definition 1 (Observation): An Observation is a situation
in which a sensing method has been used to estimate or
calculate a value of a Property of a feature of interest [40].
Example: A PM10 particle sensor is installed on the top of
a bus to measure the PM10 level at the centre of the city of
Santander.
Definition 2 (Observation Value): An observation value is
the value of the result of an Observation [40].
Example: At 01:53:00, on 12th, March, 2016, at the
city centre (Latitude/Longitude/Altitude: 43.4519/-3.8322/7,
the PM10 observation value is 0.68 mg/m3.
Definition 3 (Query): A query is an inquiry for estimation
of a missing observation value of a sensor.
Example: Based on the observation values of co-located
sensors, a missing observation value of the sensor of inter-
est is estimated. In Table 1, the query on Humidity can
be answered based on the observation values from CO,
Ozone+NO2, Particles and Temperature.
Definition 4 (Record): A record consists of an observation
value and its corresponding features.
Example: A row in Table 1 and Table 2 is considered as a
record. In Table 1, the training set, which consists of a number
of records, is used to build a regressionmodel formissing data
estimation. In Table 1, the observation values of co-located
sensors are used as features, while in Table 2, the temporal
and spatial metadata is used as features.
TABLE 2. Example of incomplete dataset of ST model.
Definition 5 (Missing Rate): Missing rate is the ratio of the
number of missing data points to the number of all the data
points.
B. SPATIO-TEMPORAL MODEL
It is clear that by using the O model, the pre-processing steps
are likely to reduce the size of the training data significantly
and result in insufficient training data. In the worst case,
the training dataset may be empty. Although the techniques
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such as LASSO can be used to alleviate the problem to a
certain extent, as proposed in [15], they still have difficulties
for datasets with very high missing rates. Statistics on the
SmartSantander dataset (detail can be found in Section IV.A)
used in our experiments show that the missing rate could
reach 62% (see Table 3). In such cases, the O model tends
to be not useful at all as can be seen from the experimental
results.
TABLE 3. Statistics of collected sensor observation data.
Another notable characteristic of mobile sensing is that
the data from mobile sensors is usually reported at different
times and different locations. In most of the situations, one
might not be able to identify any co-located sensors for a
particular sensor at a specific time or time period. This makes
O model’s assumption that observation values from sensors
can be collected at the same time and at the same location
invalid.
We propose the Spatio-Temporal Model (ST Model) to
solve these problems. The ST model exploits the spatial and
temporal metadata associated with the observation values
and helps design efficient methods for accurate estimation
in datasets with high missing rates. The underlying assump-
tion in this model is that two observation values tend to be
similar to each other if they are measured and reported at
same/similar time or time period, and in the same location
or vicinity. Observation values are correlated with spatial and
temporal metadata, e.g., outdoor temperature values fluctuate
as time elapses, and air pressure varies with different altitude
values. Nevertheless, the correlation and the impact that dif-
ferent metadata has on the observation is extremely difficult
to measure and quantify. Moreover, the probability distribu-
tion of the missing data is completely unknown; therefore,
it is not possible to build a formal mathematical model for the
estimation task. We resort to regression techniques to solve
the problem: within a constrained situation, e.g., a specific
temporal range and a specific spatial range, the correlations
among the differentmetadata or features and the sensor obser-
vation can be captured by the regression model.
This leads to a new data representation, where each record
consists of spatial (e.g., latitude, longitude and altitude) and
temporal features (e.g., day, hour, and minute), as well as the
observation value. Each record in Table 1 can be transformed
into multiple records, which are stored in different datasets
depending on their observation types. Each dataset contains
only one type of observation and each record contains the
observation value associated with spatial and temporal fea-
tures. As an example, observation values of humidity from
Table 1 are transformed to one dataset with spatial and tem-
poral information, as illustrated in Table 2.
Decoupling of the mobile sensor types and the new repre-
sentation bring at least two advantages: 1) sufficient data for
regression training can be obtained; and 2) training datasets
can be built more efficiently without the need to search for
co-located sensors. It should be noted that in mobile sensing,
if an observation value is missing, then its associated spatial
data is also missing, such as the record of Sensor 3066 in
Table 2. A query in thismodel is to ask an observation value of
a sensor at a given time. Before a query can be answered, two
steps need to be performed: location inference (Algorithm 1)
and dataset preparation (Algorithm 2). This model can also
be used to answer queries asking for an observation value at
a given location and time, in which case the location inference
is omitted.
Algorithm 1 LocationInference
1. INPUT: Sensor ID (SID), time point t , and dataset d
2. OUTPUT: inferred location, inferred_Location
3.
4. location_BeforeT = getLocation(SID, t−1, d)
5. location_AfterT = getLocation(SID, t+1, d)
6. IF (location_BeforeT != null) AND
(location_AfterT != null)
7. inferred_Location = getMean(location_BeforeT,
location_AfterT)
8. END IF
9.
10. RETURN inferred_Location
Algorithm 2 DatasetPreparation
1. INPUT: query q, dataset d , time offset1, and radius r
2. OUTPUT: trainingSet, dataset for training regression
models to answer q
3.
4. trainingSet = {}
5. FOR each record, row, in the original dataset
6. IF row has no missing fields
7. IF |tq-trow| <1 and distance(locationq, location-
row) < r
8. trainingSet.add(row)
9. END IF
10. END IF
11. END FOR
12. RETURN trainingSet
In location inference, the spatial data of the query must
be inferred first based on the available information. Algo-
rithm 1 shows the algorithm LocationInference. As the
exact location cannot be recovered, the algorithm searches
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Algorithm 3 TrainAndEstimate
1. INPUT: queries qs and dataset d
2. OUTPUT: root mean squared error RMSE and num-
ber of unanswered queries unansweredQueries
3.
4. FOR each query q in qs
5. Calculate inferred location, inferredLoc, with
Algorithm 1
6. Prepare training dataset, trainingSet, with Algo-
rithm 2
7. IF trainingSet == {} OR size(trainingSet) < 10
8. Recreate training dataset, trainingSet, with
enlarged time and location constraints with
Algorithm 2
9. IF trainingSet == {} OR size(trainingSet) < 10
10. unansweredQueries ++
11. ELSE
12. Train SVR model based on trainingSet
13. Estimate observation value for the query q
14. END IF
15. END FOR
16. CalculateRMSEbased on Equation (12)
the dataset (d) and tries to find the approximate loca-
tion based on the SensorID (SID) that has the missing
value and the time (t) at which the observation happened.
The function getLocation(SID, t−1, d) searches the dataset
and returns the latest location of the sensor before time
t and stores it in location_BeforeT. The function getLo-
cation(SID, t+1, d) returns the earliest location after the
time t and stores it in location_AfterT. The function get-
Mean() returns the mean of the location_BeforeT and
location_AfterT, in terms of longitude, latitude and altitude
values.
In dataset preparation, the objective is to select appropriate
data for training. The values for the two parameters, time
offset 1t , and radius r, can be defined to specify the scope
of the search. The offset 1t specifies the length of the time
window before and after time t . The radius r specifies the
scope of the search, i.e., it indicates the largest distance
between the location in a row and the inferred location in the
query. Initially the trainingSet is set to be empty. Each row
is compared with the query q, as shown in the Algorithm 2.
If the absolute value of the time difference is less than 1t
and the distance is less than the radius, then the row is
inserted into the trainingSet. The distance function, distance
(locationq, locationrow), is calculated based on the spherical
law of Cosines.
Once the training dataset is created, we can employ regres-
sion to explore the unobvious correlations among the sensor
observation values and their spatial and temporal metadata.
Inputs to regression are the spatial and temporal information
as shown in Table 2, and the output is the estimated observa-
tion value.
C. SUPPORT VECTOR REGRESSION
Support Vector Regression (SVR) [41], [42] aims to min-
imise the generalisation error bound to achieve good per-
formance. It has been widely used in many domains and
applications [43]–[46]. Its key features include the absence
of local optimum, quality of generalisation, sparseness of the
solution, ease of using kernels, etc. The reasons that it is
chosen in our work include: 1) performance of SVR is robust
with small number of samples. In mobile sensing, it is likely
that the missing rate is high and the size of the data available
for training in a constrained situation is likely to be small; 2) it
is convenient to use kernel functions to model the unknown
relations between the sensor observation and spatial/temporal
features; and 3) the solution is guaranteed to be the global
minimum by applying convex optimisation.
We briefly describe the linear SVR here and adopt the
notations and formulas from [41]. Linear SVR tries to find as
flat as possible a linear function that best describes relations
between predictor variables and observed values. Given a
training set
D = {(x1, y1) , . . . , (xl, yl)} , x ∈ <d , y ∈ <, (1)
where l is the size of the training set, x is the predictor vector
in a d-dimensional real space <d , and y is the observed value
in real space <; linear SVR tries to fit the set of data with a
linear function
f (x) = 〈w, x〉 + b, w ∈ <d (2)
where 〈., .〉 denotes the dot product in<d ·w is the parameter
vector of x, and b is a scalar indicating the bias.
Linear SVR applies L1-norm loss function to ensure that
the loss is less than or equal to 〈., .〉 and utilises L2-norm reg-
ularisation to guarantee the parameters are small at the same
time. This can be seen as a convex optimisation problem.
minimise
1
2
‖w‖2
subject to |yi − f (xi)| ≤ ε (3)
for all the pairs of (Xi, yi) ∈ D.
Analogous to the ‘‘soft margin’’ principle, some errors are
allowed and the above equation becomes
minimise
1
2
‖w‖2 + C
l∑
i=1
(
ξ−i + ξ+i
)
subject to

yi − f (xi) ≤ ε + ξ−i
f (xi)− yi ≤ ε + ξ+i
ξ−i , ξ
+
i ≥ 0,
(4)
where C > 0 is a constant controlling the trade-off between
flatness of the linear function (2) and the tolerance of the
number of points whose deviation is larger than εξ−i ξ
+
i are
slack variables for each pair (Xi, yi) ∈ D to tolerant errors up
to these slack variables.
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The linear ε-insensitive loss function is
Lossε =
{
0 if |yi − f (xi)| ≤ ε
|yi − f (xi)| − ε otherwise. (5)
This optimisation problem could be solved by the Lagrange
dual formulation.
minimise

1
2
l∑
i=1
l∑
j=1
(
ai − a∗i
) (
aj − a∗j
) 〈
xi, xj
〉
−
l∑
i=1
(
ai − a∗i
)
yi + ε
l∑
i=1
(
ai + a∗i
)
subject to

l∑
i=1
(
ai − a∗i
) = 0
0 ≤ ai, a∗i ≤ C
(6)
where αi, α∗i are Lagrange multipliers. The parameter vector
w can be described by
w =
l∑
i=1
(
ai − a∗i
)
xi (7)
To obtain optimal solutions, the Karush-Kuhn-Tucker
(KKT) conditions should be satisfied. There are efficient
techniques for solving the linear SVR problem such as
Sequential Minimal Optimisation (SMO) [47]. The support
vector algorithm only depends on dot products between data
items so it is convenient to use kernel functions. The SVR
optimisation problem can be formulated as:
f (x) =
l∑
i=1
(
ai − a∗i
)
k (xi, x)+ b (8)
With respect to nonlinear situations, kernels can be applied;
and in our experiments, the Gaussian kernel (9) and polyno-
mial kernel (9) were used for comparison.
k(xi, x) = exp(−‖xi − x‖2)
k(xi, x) = (1+
〈
x′i, x
〉
)p, p ∈ {2, 3, · · · } (9)
In our method, the w vector consists of weights for both
temporal and spatial features,
w = {wt1, · · · ,wtm;ws1, · · ·wsn} (10)
where wt represents the weights for temporal features (m is
the dimension of the temporal features), and ws for weights
of spatial features (n is the dimension of spatial features).
IV. EXPERIMENTS
In order to assess the effectiveness of the ST model, we con-
ducted extensive experiments based on a real-world, mobile
sensing dataset collected from the SmartSantander1 smart
city testbed, using the O model and ST model, respectively.
We re-implemented the locally weighted regression proposed
in [15] and other baseline techniques (e.g., kNN, compres-
sive sensing and RANSAC) for comparison and evaluation.
We also tested the performance of different methods under
various missing rates, from low, moderate to extremely high.
1http://www.smartsantander.eu/
A. SMARTSANTANDER TESTBED
The SmartSantander project provides a city-scale testbed for
experimental research in smart city applications. It offers var-
ious types of sensing data from both fixed and mobile sensors
that support environmental monitoring of the Santander city,
Spain. Our experiments only made use of the data collected
from mobile sensing devices installed on public buses. The
data was extracted from JSON files from the SmartSantander
Map during two weeks from 12th March to 25th March 2016.
It consists of five different types of observations, i.e., CO,
Humidity, Ozone+NO2, Particles (PM10), and Temperature.
Each observation was associated with SensorID, spatial and
temporal information (i.e., where and when the observation
was reported). Missing rates of the data in mobile sensing
applications can be substantially high. In the collected Smart-
Santander dataset, the missing rate of Ozone+NO2 data is
around 62%.
The dataset was cleaned by removing records that have
missing locations and observation values. It also contains
records with unusually large absolute values, which were
also removed by setting thresholds for different sensor types.
After cleaning, a dataset with 5,481 records was created. The
statistics of the collected data is summarised in Table 3, which
include minimum, maximum, mean, standard deviation, orig-
inal missing rate and unit of measurement.
The distributions of Humidity and Temperature observa-
tion values are nearly normal distributions. However, the dis-
tributions of CO, Particles and Ozone+NO2 observations are
extremely unbalanced. For CO, 98.41% of the values are less
than 5 mg/m3; for Particles, 91.11% of the values are greater
than 0.3 mg/m3 and 33.68% of the values are close to the
maximum (0.99 mg/m3)); for Ozone+NO2, 84.4% of the
values are greater than 60 ug/m3 and 72.38% of the values
are close to the maximum (115 ug/m3).
B. DATASET PREPARATION
Different datasets were generated according to the O Model
and ST Model. The missing data points were deliberately set
for the same observations in the datasets for the two models
so that results can be compared. The estimated values were
compared to the true values from the original datasets to
compute the errors.
The dataset for the O Model contains 5,481 rows and
5 columns. Each row consists of five observation values mea-
sured by a sensor node (a sensor node can measure different
qualities) installed on a bus at a specific time point; while
each column represents an observation type.
The datasets for the ST model were prepared for each
observation according to Algorithm 2. Each record in the
datasets contains values for Sensor ID, Time, Latitude, Lon-
gitude, Altitude, Day, Hour, Minute, and Observation. If an
observation value was set as missing, then its corresponding
spatial information, e.g., Latitude, Longitude and Altitude,
was also set as missing. Sensor ID and temporal information
were used for location inference. The inferred location as
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well as the temporal information was used for training dataset
preparation.
C. EXPERIMENTS
In total, 59,810 queries were prepared for the ST model.
The attribute values were normalised by taking the ratio of
the difference between the attribute value and its mean to the
variance of that attribute. Then for each query, we inferred
its location and then created a training dataset to train a
regression model.
Training of the SVR with the ST model and estimation
of the missing values for the queries are presented in Algo-
rithm 3, TrainAndEstimate. The training set was created by
selecting those records that were measured within a spatial
range (1 kilometre) and a temporal range (±6 hours). In lines
7 and 8, if the training set does not contain sufficient records
for training, the training set is recreated empirically by relax-
ing the search criteria, i.e., expanding the range of location to
2 kilometres and time range to±12 hours. In lines 9-11, if the
trainingSet is still empty, then the query cannot be answered
and the count for the unanswered queries is increased by one.
Also, we considered the results as unreliable and excluded
them in the evaluation if the number of training records is
lower than ten (the approach is proposed in [15]; we adopted
it for the sake of comparison), and skipped the training.
In lines 12-13, all the missing values were then estimated
based on the trained models and compared to the true values
in the original dataset. Finally, in line 16, the estimation errors
were computed.
Different kernels for SVR were used and we found that
the Linear and Gaussian kernels significantly outperformed
the Polynomial one. We compared the performance of SVR
and the ST model with other methods including LWR,
RANSAC+SVR, compressive sensing, and kNN (average of
the k-nearest neighbours, and Mean (average of all values
for that observation in the dataset). The LWR method selects
the most similar k (k =10 in the experiments) records with
regard to the query, and tries to solve a LASSO problem
(optimisation of L2 loss and L1 regularisation). It tries to find
a linear function by solving the following problem:
minimise
(
1
2l
l∑
i=1
(yi − b− 〈w, xi〉)2 + λ ‖w‖
)
(11)
where l is the size of training set; y represents observations; b
is a constant bias; 〈., .〉 denotes the dot product;w is a vector
of parameters; x indicates predictor vectors, and λ is a non-
negative parameter influencing the number of nonzero com-
ponents ofw. RANSAC is an iterative algorithm to fit models
from data that contains outliers and has been primarily used
as an outlier detection method. In our experiments, we did not
use it directly for missing value estimation; instead, we used it
to first select the inliers and then applied SVR with Gaussian
kernel to estimate the missing data. We wished to see if this
could further improve the performance in terms of RMSE.
We also re-implemented compressive sensing via matrix
completion with norm minimisation (i.e., nuclear norm or
spectral norm) for comparison. This method does not need
any training and can recover all the missing information in
the matrix in a single run. The experiments showed that
the nuclear norm performed much better than the spectral
norm, so we only report results of matrix completion with
the nuclear norm.
For the O Model, the training set was created by removing
all the records with missing values. In total we prepared
65,760 queries. The training was skipped if the training set
was empty or the number of records in the training set was
lower than ten (it is required that each record needs to have
values at least two co-located sensors). In this case, the query
could not be answered and the number of unanswered queries
was incremented.
The experiments were conducted with different missing
rates (i.e., 10%, 20%, 30%, 40%, 60% and 80%), to cover the
situations similar to those in real world mobile sensing appli-
cations as well as extreme situations. The settings allowed
us to evaluate the consistency of the estimation performance
under different cases. We also tried different combinations of
the models and regression techniques for training and estima-
tion in order to gain a comprehensive view of the results.
We plotted curves of the original values and estimated
values for all missing data in the test dataset. Individual
missing data points were sorted according to their true val-
ues. For observations of CO, Humidity and Temperature,
the estimated values using the ST model and SVR success-
fully captured the trends of the curves with the true values.
For Ozone+NO2 and Particles, the estimations were less
accurate, especially for low values. However, the method did
attempt to produce many low values towards the true ones.
Large deviations to the true values were identified when val-
ues of CO were extremely large and values for Particles and
Ozone+NO2 were extremely small. This could be attributed
to the outliers and unbalanced distributions of the values.
In general, the STmodel produced smoother curves and fewer
local peaks than the O model.
V. EVALUATION
In this section, we first introduce the evaluation methods and
metrics; then we present and discuss the results by comparing
to those generated by the benchmark and baseline methods.
A. EVALUATION METHODS
The first evaluation method is the number of unanswered
queries which measures how many queries could not be
answered. As can be seen from the SmartSantander dataset,
missing rates in real world mobile sensing applications can
be considerably high. This often leads to insufficient amount
of training data for regression analysis. In situations with
extremely highmissing rates (e.g., 80%), being able to answer
a query (with reasonable accuracy) has higher priority over
estimation accuracy. This measure can provide us a clear
picture on the estimation capabilities of the ST and O models
with increasing missing rates.
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The second evaluation method measures the estimation
errors. The standard Root Mean Squared Error (RMSE),
which measures the deviation between the estimated values
and the true values, was used. It is calculated by using the
Equation (12),
RMSE =
√√√√1
n
n∑
i=1
(yˆi − yi)2 (12)
where n is the number of missing data points that has been
estimated; yˆi is the estimated value for the ith missing data
point, and yi is the corresponding true value.
However, RMSE does not consider the actual magnitude
of the observed values. It is also difficult to compare the per-
formance of the same algorithm over different observations as
the ranges of their actual values can be considerably different.
Therefore, the Mean Absolute Percentage Error (MAPE) was
also adopted, which expresses errors as a percentage and
eliminates the influence of the ranges of true values. MAPE
is calculated by using the Equation (13). In the evaluation,
RMSE and MAPE are computed for each of the observations
separately.
MAPE = 100
n
n∑
i=1
∣∣∣∣yi − yˆiyi
∣∣∣∣ (13)
The third evaluation method is the execution time, which
measures the time taken for training the regression models
and estimating the missing values. It allows us to assess
the efficiency of the methods. This is important as in the
context of smart city applications, the computation may need
to be performed on capability-constrained devices, such as
gateways of wireless sensor networks, or at a data centre
where large amount of real-time streaming data needs to be
processed efficiently.
B. NUMBER OF UNANSWERED QUERIES
Table 4 provides the statistics on the capabilities of the ST and
O models in answering queries under different missing rates.
The results were generated by using the SVR with Gaussian
kernel.
With increasing missing rates, there were more and more
queries that could not be answered using the O model.
When the missing rate was 10%, this was around 5% of the
queries (149 out of 2,740 queries). When the missing rate
was increased to 40%, more than half of the 10,960 queries
couldn’t be answered (52%).When themissing rate was 80%,
almost all of the 21,920 queries could not be answered. It is
obvious that estimation using the O model with high missing
rates becomes extremely difficult, if not impossible.
On the contrary, estimation performance of the ST model
was consistent with different missing rates. For missing rates
less than 60%, only less than 3% of the queries could not be
answered. When the missing rate was at 80%, only 825 out
of 19,945 missing data points could not be estimated. The
results could be further improved if the condition in Algo-
rithm 2 DatasetPreparation were relaxed, e.g., increasing the
temporal range. That would reduce the percentage of unan-
swered queries to less than 2%.
The O model needs to take the observation values of
co-located sensors as inputs for the regression analysis.When
the missing rate increases, it becomesmore andmore difficult
to find enough training data from the co-located sensors.
In contrast, the ST model applies temporal and spatial meta-
data as the inputs to the regression analysis. With the location
inference algorithm presented earlier, it was straightforward
to derive the approximate spatial information for a missing
observation value. The results showed that the ST model is
tolerant to the datasets with very high missing rates, and
estimationmethods built on the STmodel are robust. All these
features make the STmodel more applicable in the real-world
scenarios than the O model.
C. ROOT MEAN SQUARED ERROR AND MEAN ABSOLUTE
PERCENTAGE VALUE
Table 5 provides an overview on the RMSEs generated by dif-
ferent techniques with the ST andOmodels, averaged over all
missing data points (abbreviations of the different techniques
are explained below the table). Only results with 10%-30%
missing rates were illustrated, as there were a large number
of unanswered queries with the O model when missing rate
was larger than 30%. Each row shows the RMSEs of one
observation with a particular missing rate; and each column
indicates the method used. The missing data points that could
TABLE 4. Number of unanswered queries of two models.
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TABLE 5. Root mean squared errors produced by different techniques using the O model and ST model, respectively, with 10%-30% missing rates.
not be estimated (i.e., unanswered queries) were not included
in calculating RMSEs and MAPEs.
With missing rates below 30%, the overall performance
of the ST model in general was better than the O model
as can be identified from Table 5, although the difference
between the best results produced by the twomodels is hardly
distinguishable. Performance of SVR-G was very consis-
tent and stable; with different missing rates and observation
types, it always generated results close to the best ones.
The method of RANSAC+SVR-G first uses RANSAC to
filter out outliers and then applies SVR-G to train regres-
sion models. In general, it outperformed other techniques,
showing that RANSAC did help in outlier detection and
learning a better estimation model. It produced the lowest
RMSEs for humidity and particles under different missing
rates; performance for CO and Temperature was comparable
to the best results generated by others; nevertheless, the errors
for Ozone+NO2 were notably high. Compressive sensing
also performed reasonably well with the ST model and pro-
duced results close to the best ones. However, its perfor-
mance was not stable with the O model and produced much
higher RMSEs than other techniques for Ozone+NO2 and
Temperature. As expected, performance of the linear SVR
was worse than SVR-G in all situations. LWR produced
much higher errors than all other techniques, especially for
Ozone+NO2 and temperature, using both the O model and
ST model.
The results clearly show that the temporal and spatial
features can be used to build reliable estimation models and
produce results comparable to or even better than those gen-
erated by conventional models (O model). The advantages of
the ST model can be easily observed by jointly considering
the figures in Table 4 and Table 5. On one hand, it is tolerant
to situations with extremely high missing rates; on the other,
it also helps generate lower estimation errors.
Another notable finding was that with LWR, the RMSEs
for some of the observations, e.g., Ozone+NO2 and tem-
perature, were extremely high, which seemed inconsistent
with the results reported in [15]. We suspected that it could
be attributed to the existence of outliers. We then further
removed the potential outliers by fitting a simple linear
regression model for every observation and comparing the
predicted value with the one in the dataset. If the differ-
ence between two values is more than one and half of the
standard deviation, then that value was treated as an outlier
and excluded from training. This might eliminate the values
corresponding to some abnormal events; however, anomaly
detection is beyond the scope of this work. Elimination of
the outliers further reduced the size of the datasets, which
made the O model less useful in answering queries with high
missing rates. However, it did not have any notable impact on
the capability of the ST model in answering queries.
We tested the performance of the ST model alone using
different techniques by varying missing rates, from low, mod-
erate to extremely high, and reported the results in Table 6.
Compared to the results in Table 5 (with missing rates up
to 30%), RMSEs decreased significantly for all methods.
This indicated that removing the outliers did improve the
estimation performance for the ST model. The averaged
RMSEs produced by Mean, kNN and SVR-G were stable
with different missing rates, while those generated by LWR
and SVR fluctuated under several settings. It was difficult to
draw a clear conclusion on which method performed the best
in terms of RMSEs. SVR-G generated the lowest RMSEs for
CO and Humidity, while kNN generated the lowest RMSEs
for Ozone+NO2 and Particles. RANSAC+SVR-G provided
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TABLE 6. Root mean squared errors produced by different techniques
using the ST model, with 10%-80% missing rates.
the lowest RMSEs for Temperature, but much larger errors for
CO andOzone+NO2. Performance of the LWRwas theworst
among all the methods. One potential reason is that when
data becomes more and more sparse with increasing missing
rate, the selected near neighbours in fact could be quite far
from the query point. RMSEs tended to be much higher if
more weights were incorrectly assigned to those selected
neighbours. RMSEs produced by compressive sensing were
also larger than SVR-G, kNN, and RANSAC+SVR-G. This
indicated that compressive sensing via matrix completion
does not offer any advantages over other methods when miss-
ing rates are extremely high.
With RMSE, it was difficult to tell which method (i.e.,
SVR, SVR-G, RAN+SVR-G, or kNN) is the best for mobile
sensing data estimation as the measure does not take the
magnitude of the observed values into consideration. We fur-
ther evaluated the performance of different models using
MAPE. The comparison results were plotted in Figure 1.
The patterns were quite different from those with RMSEs:
SVR-G and RAN+SVR-G had clear advantages over other
methods. SVR-G produced the lowest MAPEs for Humid-
ity, Ozone+NO2 and Particles. The figures were very sta-
ble for all observation types with different missing rates.
Performance of the RAN+SVR-G was comparable and it
FIGURE 1. MAPE of different methods with the ST Model.
generated the lowest MAPEs for CO and Temperature; how-
ever, its performance for Ozone+NO2 and Particles was
not satisfactory. In particular, it produced significantly high
MAPEs for Particles with 30% and 80% missing rates. Per-
formance of kNNwas slightly better than linear SVR, in most
of the cases, they generated higher MAPEs than SVR-G and
RAN+SVR-G. Performance of the other methods, i.e., CS,
Mean and LWR, was much worse. CS was very sensitive to
high missing rates and produced significantly high MAPEs
when missing rate was high (e.g., 60% and 80%).
D. EXECUTION TIME
Execution time provides an indication on the efficiency of
the methods and was measured in milliseconds for both the
training and estimation. It is important given the fact that
in smart city applications, extremely large amount of sensor
streaming data need to be processed and analysed in real-
time, at distributed, less powerful platforms. This evaluation
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TABLE 7. Training time of different approaches (milliseconds)
allowed us to find out if the ST model with different tech-
niques could be efficiently implemented for practical uses.
The measured training and estimation time for all experi-
ments (i.e., average time of one query) was shown in Table 7
(only for those methods that need training) and Table 8,
respectively. For each observation, the execution time was
averaged for different missing rates. The least training and
estimation time among all methods are in bold.
As expected the training time dominated the total execution
time and the estimation time was several magnitudes less
than training time. Regression training using the O model
took much more time than using the ST model (see Table 7),
while the difference between estimation time using the two
models was not much (see Table 8). The training time for
different observations also varied significantly with the O
model. This was largely due to the unbalanced distributions
of the original observation data as well as the existence of
the outliers. However, as stated earlier, if these outliers were
removed, then more than half of the queries could not be
answered with 30% missing rate.
Execution time for all techniques with the ST model also
had much less variation compared to those with the O model.
Among all the methods that need training, SVR-G and linear
SVR required much less time than other methods. With
RAN+SVR-G, finding outliers using RANSAC took most
of the training time. Training LWR using both the O and ST
models was not as efficient as other methods. As kNN and
CS do not need training, they are always more efficient than
regression-based methods as can be seen from Table 8.
E. DISCUSSION
Missing data rates in real world mobile sensing applications
can be considerably higher than those in other applications.
A desired estimation method should be able to efficiently
perform the computation with high accuracy on the fly, even
when majority of the observation data is missing.
Through the experiments and evaluations, we can easily
identify the advantages of using the ST model for estimating
missing data. First, estimation techniques trained with the ST
model could answer around 96% of the queries even when
80% of the observation data is missing; while with the O
model 99% of the 21,920 queries could not be answered. Sec-
ond, the estimation errors, measured by RMSE and MAPE,
were lower with the ST model. When trained with SVR
with Gaussian kernel, the errors of the ST model remained
stable with increasingmissing rates. This indicates that the ST
model, built on the spatial and temporalmetadata of the obser-
vations, is in fact effective in estimating missing data. Third,
the ST model allows the elimination of potential outliers
without having a negative impact on the estimation accuracy
and capability. In fact, the estimation performance in terms
of accuracy and execution time were further improved when
outliers were removed. Fourth, the execution time for training
and estimation using the STmodel was substantially less than
the time required for the O model.
We found that several methods offered competitive perfor-
mance using the evaluation metrics. This raised a question
regarding the choice of regression or smoothing techniques
to be used with the ST model. In terms of RMSE and MAPE,
it was observed that SVR-G and RAN+SVR-G outperformed
others. RANSAC can help in outlier detection and allow
SVR-G to be trained with the selected inliers. However,
it only improved the performance in a number of limited
cases while produced larger errors in other cases. It did not
show any clear advantages over SVR-G. Results produced by
kNN were fair in terms of RMSE and MAPE. Surprisingly,
LWR, which was reported to have superior performance in
the existing work, performed poorly on the SmartSantander
mobile sensing dataset. In terms of execution time, kNN
TABLE 8. Estimation time of different approaches (milliseconds)
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and compressive sensing-based methods are always more
efficient than regression-based ones as no training is needed.
CS based methods can recover missing data in a matrix with a
single run, however, the generated RMSEs and MAPEs were
notably higher than SVR-G and RAN+SVR-G. The figures
in Table 7 and Table 8 show that it is computationally feasible
to run thosemethods even on commodity computers. Estimat-
ing missing values in several or tens of milliseconds is suffi-
cient for the requirements of smart city applications. SVR-G
based on the ST model represents a reasonable trade-off
between estimation error and time, compared to other meth-
ods. Furthermore, estimation using regression can be further
optimised to make the process more efficient, i.e., to reuse
trained models in estimating more missing observations that
are spatially and temporally related.
VI. CONCLUSION AND FUTURE WORK
Although the problem of estimating missing data from
incomplete datasets has been well investigated in the liter-
ature, the existing models and techniques have difficulties in
dealing with datasets having very high missing rates, such
as those collected from mobile sensing scenarios. A spatio-
temporal model was proposed to solve the problem with
the Support Vector Regression. The results were compared
to those generated by the state-of-the-art and benchmark
methods. It showed that the overall performance of the pro-
posed method was better than others in terms of estimation
accuracy. More importantly, it was tolerant to datasets with
extremely high missing rates and its performance was stable
with increasing missing rates. Evaluation on execution time
confirmed that it can be implemented on distributed, capabil-
ity constrained computing devices, although it is less efficient
than methods that do not need training.
In the experiments, when the distribution of the observation
data is highly unbalanced and the dataset contains outliers,
the estimation accuracy tended to be very low. We found
that with the ST model, elimination of the outliers in fact
improved the estimation performance. However, this might
have removed data related to some important real-world
events. This has not been taken in account in the current
work. One future work is to design methods to discover pat-
terns and extract real-world events from the mobile sensing
datasets. In the evaluation the proposed model does not show
advantage over other estimation methods that do not need
training in terms of execution time. Another future work is
to further refine and optimise the regression models to avoid
unnecessary training for better execution time. In particu-
larly, we would investigate and evaluate some of the more
recent advanced randomised learning models, e.g., stochastic
configuration networks, to further improve the computation
efficiency.
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