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DESIGN AND EVALUATION OF A DIGITAL PROCESSING UNIT
FOR SATELLITE ANGULAR VELOCITY ESTIMATION
JEFFREY LITTLE
ABSTRACT
A satellite’s absolute attitude and angular rate are both important measurements for
satellite missions that require navigation. Typically, these measurements have been made
by separate sensors, with star cameras being used to determine a satellite’s absolute attitude,
and gyroscopes being used as the primary rate sensors. Recently, there have been multiple
efforts to measure both of these quantities using only the star camera, however the work
primarily involves solutions where the optical sensor and the unit that processes the images
are separate integrated circuits. Operation in this modality requires the use of chip to chip
communication in order to estimate angular rate from star tracker images, which can lead
to an increase in system power, a degradation in performance, and increased latency. The
goal of this thesis is to consolidate the sensing and processing into a single integrated
circuit. The design and simulation of a digital processing unit that estimates angular rate
and facilitates the realization of image sensor and processor integration is presented. The
processing unit is implemented in UMC’s 130 nm process, has an area of 10 mm × 200
µm, and consumes 8.253 mW of power.
vi
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Chapter 1
Introduction to spacecraft navigation
A spacecraft that is in orbit around the Earth or another celestial body may be required to
control its pointing direction, or attitude. Perhaps its science payload is a telescope that
must be pointed at a far away galaxy. To keep the batteries on the spacecraft charged, it
must point its solar panels toward the sun. Also, it will need to point its antenna to properly
communicate its findings back to a base station (Hughes, 1986). Hence, it is necessary for
the spacecraft to control the direction in which it points. However, before the attitude of a
spacecraft can be controlled, it first needs to be determined.
Attitude of a body in space can only be described relative to some frame of reference.
For a spacecraft, there are many different reference frames one can use when describing
attitude. These reference frames can be inertial or non-inertial, meaning the frame of refer-
ence is either fixed or varying with respect to time. In many cases the absolute position of a
spacecraft is determined relative to some inertial frame, such as the Earth-centered inertial
(ECI) frame, depicted is Figure 1·1.
For the purpose of this introduction let us assume that a spacecraft can be generalized as
a rigid body, or a body whose shape remains constant regardless of the force vectors acting
on it. From Euler’s rotation theorem it is known that the rotation of a rigid body within an
inertial reference frame can be described by three angles, commonly referred to as Euler
angles. The current attitude of the rigid body can be fully defined by a sequence of rotations
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Figure 1·1: Visualization of the earth-centered inertial reference frame. The
origin of the X, Y, and Z axes exists at the center of mass point of the Earth.
The Z axis extends upward through the Earth’s north pole and the X-Y plane
projects through the Earth’s equator. An arbitrary orbiting body is pictured
whose current attitude (X’, Y’, Z’) is rotated with respect to the ECI ref-
erence frame. A copy of the ECI is shown at the orbiting body’s center of
mass for reference.
by these angles around each of the rigid body’s axes. In aerospace applications, the angles
of rotation around each of the three axes are called roll, pitch and yaw (φ, θ,ψ). These
angles can be used to describe the spacecraft’s attitude and taken with the spacecraft’s
absolute position, can fully describe its motion in all six degrees of freedom. The attitude
of an object in an orthogonal coordinate system is visualized in Figure 1·2.
By using Euler’s theorem, one can describe the change in attitude of a rigid body in
Euclidean space through a sequence of rotations about its axes by each of the Euler an-
gles. This rotation from one attitude to another can be viewed as a transformation between
coordinate systems, an expression for which is seen in Equation 1.1, where A is a transfor-
mation matrix.

x
′
y
′
z
′

 = A

xy
z

 (1.1)
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Figure 1·2: Roll, Pitch, Yaw angles. The roll angle φ is the angle at which
the object rotates around its x’ axis. The pitch angle θ is the angle that exists
between the z and z’ axis. The yaw angle ψ is the angle that exists between
the y and y’ axis.
4The transformation matrix A can be defined in many different ways, each having its own
unique set of matrix elements made up of Euler angles. One possible permutation of the
transformation matrix is seen in Equation 1.2. The transformation matrix in Equation 1.2
is referred to as a direction cosine matrix (DCM).
A =
(
cos(ψ) cos(θ) sin(ψ) cos(θ) − sin(θ)
− sin(ψ) cos(φ) + cos(ψ) sin(θ) sin(φ) cos(ψ) cos(φ) + sin(ψ) sin(θ) sin(φ) cos(θ) sin(φ)
sin(ψ) sin(φ) + cos(ψ) sin(θ) cos(φ) − cos(ψ) sin(φ) + sin(ψ) sin(θ) cos(φ) cos(θ) cos(φ)
)
(1.2)
1.1 Absolute attitude determination
There are a variety of instruments used on a spacecraft to determine absolute attitude,
such as magnetometers, horizon sensors, sun sensors and star trackers (Liebe, 1995). Star
trackers are the most accurate instruments for determining attitude, with sub-arcsecond
level accuracies (Liebe, 1995). A star tracker is essentially a camera that is affixed to the
outside of the spacecraft with an unobstructed view of space. The camera captures a picture
of space and the image is processed by an on-board computer. The computer processes
the image to find the location of the stars in the camera’s focal plane coordinate system.
The location of the stars is determined using a center of mass (COM) algorithm, which is
detailed in Section 2.2. In the context of imaging, the term COM is interchangeable with
centroid, and is referred to as such throughout this text. Once the centroids of the stars
are determined, the resulting pattern is compared to a catalog of known constellations to
determine the absolute pointing direction of the spacecraft.
1.2 Angular rate determination
For some missions, a spacecraft must not only know its absolute attitude, which is de-
termined by a star tracker, but also must know how its absolute attitude is changing with
respect to time. This measurement has been traditionally made by an inertial sensor such
5as a gyroscope. Although gyroscopes all make the same principal measurement, there are
several different sensor designs used depending on the intended application and mission
constraints. Some of these different types of gyroscopes include fiber optic, ring resonator
and micro-electro-mechanical system (MEMS) (Armenise et al., 2003). The first two types
of gyroscopes are large complex systems but offer high reliability and performance. They
work by splitting a laser source such that each resulting beam propagates through some
optical path in opposite directions. The phase difference between the two beams resulting
from angular rotation, explained via the Sagnac effect, is measured and the correspond-
ing angular motion is calculated. The power associated with operating these systems, their
complicated laser and optical designs, and their large mass have traditionally restricted their
use to large satellites. MEMS gyroscopes on the other hand, which are fabricated using the
same techniques as integrated circuits, have proved useful in small satellite applications due
to their reduced mass, power and complexity, at the cost of performance (Shea, 2009). Not-
ing the disadvantages associated with gyroscopes, there have been several research efforts
(Section 1.3) based around their elimination in spacecraft attitude determination systems in
order to reduce the spacecraft’s size, power and complexity.
1.3 Previous work
Key design metrics for any system, and especially space-based systems, are size, weight
and power. It would be advantageous if the complete attitude determination of a space-
craft, both absolute pointing and rate of change, could be measured by a single sensor.
There would be an additional benefit if the sensor that made both measurements was al-
ready incorporated into the spacecraft. It has been previously stated that star trackers can
potentially be used as a rate sensor by measuring the displacement of the stars between
successive images (Crassidis, 2002), or analyzing the way in which the stars smear across
the image due to angular motion during the time of image exposure (Liebe, 2004). Based
6on the notion that both absolute pointing and angular rate can be determined solely from a
star tracker, several efforts in the areas of algorithm and hardware development have been
made.
One such effort in the area of algorithms and hardware development involved robustly
solving the correspondence problem between successive images (Rawashdeh, 2013). Cor-
respondence between frames is an important step in estimating centroid displacement, al-
lowing for an accurate estimation of spacecraft attitude. To solve the correspondence prob-
lem, the random sample consensus (RANSAC) algorithm was used. The motivation for
implementing a robust algorithm such as RANSAC was to reject false positives that could
introduce error into the attitude estimate. RANSAC proved to work very well at discrim-
inating false positives within images, even ones taken of the night sky from Earth using a
simple point and shoot camera. In this instance, the algorithm was implemented in software
running on a single board Linux computer. RANSAC is a useful, robust and transportable
algorithm that can be used in small satellite missions which in many cases use commercial
off the shelf processor boards and camera assemblies.
In another effort, a star tracker prototype was designed and built to validate a tracking
algorithm that calculated the centroid of stars over small regions of the star tracker image
in order to reduce the computational burden imposed by processing large-format images
(Knutson, 2012). These calculated displacements, taken with the star tracker’s frame rate,
were then used to estimate the angular rate of the spacecraft. This rate estimation was then
used to close the track loop by predicting the location of the star in the next frame. The
algorithm was developed in software using the C programming language and the system
was implemented and tested using a commercial off the shelf camera and a digital image
processor from Texas Instruments.
The SG100 stellar gyroscope is an impressive system that can measure angular rates of
up to 20◦/s at 100 Hz bandwidths (Katake and Bruccoleri, 2010). It is a multi-component
7system that uses an image intensifier optically coupled to the front end of an image sensor to
more efficiently collect photons in this light starved application. Processing and control is
handled by a high-performance radiation tolerant FPGA, providing 1.2 GFLOPS of total
processing power. The paper claims a pointing accuracy of 2.2 arcseconds at 7 ◦/s, but
with a total system power of 8 watts.
In another effort, an integrated circuit was designed to enable star detection and cen-
troid computation for star tracking applications (Azizabadi et al., 2014). The architecture
included hardware implementations of median and Gaussian filters to remove outliers and
improve centroid accuracy, a connected component labeling unit that was used to find stars
within the image and a computation unit that was used to calculate the stars’ centroids.
The architecture was vetted using MATLAB and then implemented using the hardware de-
scription language (HDL), Verilog. The chip was synthesized using 65 nm and 180 nm
standard cell libraries and the simulated power consumption was 122 mW and 203 mW
respectively. Also, the area of the chip was 16.4 mm2 and 116 mm2 for the two technology
nodes. It is noted that because of truncation error in the hardware implementation, the mean
absolute error (MAE) between the centroid computation using MATLAB and the hardware
implementation was as large as 0.66 pixels.
1.4 Thesis contribution
The goal of this thesis is to design an integrated circuit module to calculate the angular
velocity of a spacecraft from star tracker images. The module will not be designed as a
standalone chip, but as a unit that will be fabricated on the same silicon die as the CMOS
image sensor used to capture the star images. The custom design of the image sensor and
the analog to digital converter (ADC) is outside the scope of this work, however their spec-
ifications will be defined since they will drive important design parameters of the digital
processing architecture. The device will be referred to as the Integrated Stellar Gyroscope
8(ISG).
The development of the ISG builds off the work previously completed in this appli-
cation space (Section 1.3) by introducing a unique hardware device for satellite attitude
determination that targets complete image sensor and processor integration. The advan-
tages of near-sensor computation are discussed in more detail in Section 2.2. The ISG will
capture images, locate the stars in the image using a modified version of the standard con-
nected component labeling technique (Rosenfeld and Pfaltz, 1966), estimate the angular
rate of the spacecraft and use that estimate to predict the location of the stars in the next
frame (Knutson, 2012). The entire detect and track algorithm will be autonomous and im-
plemented with a hardware description language using a standard cell digital design flow.
The ISG should be able to estimate the angular rate of the spacecraft with accuracy and
power levels comparable to those of traditional rate sensors, such as the MEMS gyroscope,
in order to offer an alternative architecture for determining spacecraft angular rates.
Chapter 2
Image sensor considerations for an
integrated stellar gyroscope
This chapter describes the basics of imaging systems, discusses the factors that limit the
sensor’s achievable accuracy, and presents model-based simulation results characterizing
sensor performance under various imaging conditions.
The integrated stellar gyroscope makes attitude and rate measurements using an image
sensor. An image sensor is the part of a camera that senses light from the scene that the
camera is imaging (El Gamal and Eltoukhy, 2005). This is accomplished by constructing
an M × M array of pixels each with its own photosensitive element. Light from the scene
enters the camera’s lens and the photons that are incident on each photo element of the
image sensor produce electrons which are sensed by the pixel circuitry and an electrical
representation of the scene is constructed. This electrical, analog representation of the
scene can then be digitized and processed by traditional computer architectures. Figure 2·1
depicts a block diagram of a general CMOS image sensor. On the periphery of the M × M
array1 of pixels there are row and column select circuits that choose which pixel’s signal is
to be buffered, digitized and sent off chip.
1Pixel arrays come in a variety of sizes and aspect ratios, and are not necessarily square.
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Figure 2·1: This is a block diagram of a general image sensor. It is com-
prised of an M × M array of pixels each with its own photosensitive element
and underlying readout circuitry. Pixels have their own capacitor to store the
photo-induced charge from the imaging scene. Row and column circuitry
on the periphery of the image sensor is used to select which pixel is being
read out, digitized and sent off chip through an output buffer.
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2.1 Pin-hole camera model
To understand how 3-dimensional camera motion can be extracted from an optical sensor
measurement that uses a 2-dimensional coordinate system, one must understand the basic
function of a pin-hole camera. A pin-hole camera is a simple imaging device that can be
constructed as a closed opaque box that has a pin-sized hole in one of its sides. Inside of
the box, on the side opposite the pin-hole, exists a photosensitive material or device that
captures the light passing through the pin-hole. Since light waves propagate in a rectilinear
fashion, the waves produced by the scene converge as they enter the pinhole and then
diverge as they travel through the length of the box approaching the photosensitive side.
Figure 2·2 illustrates a basic pin-hole camera.
A model of an ideal pin-hole camera can be used to show how a 3-dimensional scene
maps into a 2-dimensional image space. This is the essential concept that the ISG uses
to estimate the spacecraft’s motion in 3-dimensional space from 2-dimensional images.
A traditional camera can be modeled as a pinhole camera by representing the camera’s
aperture to be a pinhole and the camera’s focal length to be the distance from the pinhole to
the photosensitive side of the box. When imaging the displacement of stars in subsequent
images, or point sources which are at infinite distance from the camera, one can use the
simple geometric principles of similar triangles to construct a system of equations that
relate the 2-dimensional and 3-dimensional coordinate systems. This relation is depicted
in Figure 2·2, and shown in Equation 2.1.
u = xz f
v = yz f
(2.1)
Using some simplifying assumptions (Knutson, 2012), one can assume that if the frame
rate of the image sensor, or the rate at which subsequent images are captured, is sufficiently
large as compared to the rate of rotation of the camera, then the displacement vector formed
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Figure 2·2: Illustration of pinhole camera model. The pixel array is sepa-
rated from the camera’s lens plane by a distance of f , the focal length. The
stars that the camera is imaging exist at infinite distance on what is repre-
sented as the stellar plane. During the first frame, the star is at location s1,
and its light is incident on the pixel array at (u,v). During the second frame,
the camera has rotated such that the star now appears to have shifted to point
s2 on the stellar plane. This apparent shift causes star light to now be inci-
dent on the pixel array at point (u’, v’). This displacement vector, along with
the other displacement vectors formed by apparent motion of other stars in
the field of view are used to estimate the camera’s rotation in the X, Y, Z
coordinate system.
13
from the star light incident on the photosensitive device in subsequent frames will be small,
and the angles of rotation can be described through small-angle approximations.
Note that the functions sin(·) and cos(·) can be expressed as an infinite sum in the
form of a Taylor series. When the angle is small, the trigonometric value of the angle can
be approximated by truncating this infinite sum such that the relations in Equation 2.2 can
be assumed. Applying these small angle approximations to the direction cosine matrix in
Equation 1.2, which is a transformation matrix, one can obtain a simplified transforma-
tion matrix between coordinate systems. This simplified transformation matrix is seen in
Equation 2.3. By taking advantage of the algorithmic simplifications realized through these
approximations, a more computationally efficient hardware architecture can be designed to
estimate 3-dimensional motion from these 2-dimensional star tracker based images.
sinω ≈ ω− ω33! ≈ ω
cosω ≈ 1− ω22! ≈ 1
(2.2)
DCM ≈

 1 ψ −θ−ψ 1 φ
θ −φ 1

 (2.3)
2.2 Near focal plane processing advantages
The rate at which an image sensor captures subsequent images, or frames, is referred to as
the frame rate. The speed at which the image sensor circuitry has to operate is bound by the
desired frame rate of the image sensor and the number of pixels of which it is comprised.
As pixel array sizes increase to even VGA quality resolutions (640 × 480 pixels), data
rates between the camera and downstream image processing hardware increase to nontrivial
levels for moderate to high frame rates. Take for instance an imaging application that uses
a VGA quality image sensor but requires a frame rate of 200 Hz, which means the image
sensor must capture 200 images per second. If each pixel’s signal is digitized using eight
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bits of resolution, then the overall output bandwidth of the image sensor approaches 500
Mbps. For a 1 megapixel image sensor (1024 × 1024 pixels) at the same pixel bit depth
and frame rate, the overall output bandwidth exceeds 1.5 Gbps. As the bandwidth of the
sensor increases, the operating frequency of the outputs increase, as does the dynamic
power of the system since power2 scales with switching frequency by P = αCV2 fCLK.
In a traditional imaging application the value of every pixel in the image sensor is
required for producing the desired output, which is an M × M pixel image. However,
when the scene is of a star field and the images are being used to estimate the angular
motion of the camera, and thus the motion of the spacecraft, the only useful parts of the
image are the ones that contain star light. The number of stars in the scene will be a function
of which part of the sky the camera is imaging, how wide the camera’s field of view (FOV)
is, the sensitivity of the pixel’s photosensitive element and the length of time the pixel’s
photosensitive element is allowed to collect light. For instance, a star tracker that has a 15◦
FOV and is sensitive enough to capture stars with an apparent magnitude3 of mV = 5, will
have an average of 6.2 stars in its FOV (Liebe, 2002). If we assume that the image sensor of
this star tracker is a 1 megapixel one, and also make the simplifying generalization that each
star is an ideal point source, and the point spread function (PSF) of the optics is configured
such that all of the star’s light is focused on one pixel, then only 0.00057% of the image is
of use. In our example of a 1 megapixel image sensor with a pixel bit depth of eight bits
and a 200 Hz frame rate that required an output bandwidth exceeding 1.5 Gbps, less than
10 kbps of the 1.5 Gbps output bandwidth contains useful data. It is clear from this simple
example that blindly reading off full images for star tracker applications is wasteful.
The only information that is needed from star tracker images to determine the rotational
2α is the activity factor of the circuit, or the fraction of the circuit that is switching. C is the capacitive
load that is being charged and discharged, V is the voltage, and fCLK is the clock frequency.
3mV is a measure of the star’s brightness, or its apparent magnitude. This is different from the star’s
absolute magnitude since the distance of the star factors into its apparent brightness. The lower the apparent
magnitude, the brighter the star appears, with the brightest stars in the night sky being mV = 0, and the
dimmest stars detectable by the human eye measuring mV = 6.
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rate of the spacecraft is the brightness and location of each star measured in the focal plane
coordinate system (u, v) (see Figure 2·2). In general, a simple center of mass algorithm
is used to determine the location, or centroid of the stars. A star’s center of mass, or in
this case, center of light intensity, is found by taking the ratio of weighted and unweighted
accumulations of light intensity across each row and column of a small (N × N) pixel
window that encapsulates all of the light from that star. The equations for calculating the
star’s centroid (u′, v′) is shown in Equation 2.4, where I(row, col) is the value of the image
at pixel location (row, col). Something to note here is that the center of mass calculation
can only provide pixel-level centroids if all of the light from a star is incident on one pixel.
In order to achieve sub-pixel centroid resolutions, it is not uncommon for the optics of the
star tracker to be configured such that the image is slightly, and intentionally defocused
to allow multiple neighboring pixels to collect the light from a single star (Liebe, 2002).
However, intentionally blurring the image too much can have detrimental effects on the
overall centroid accuracy because spreading the light out amongst multiple pixels decreases
the signal to noise ratio (SNR), which is discussed in more detail in Section 2.3.
As seen in Equation 2.4, the COM calculation is a multiply-accumulate (MAC) and a
division operation. These types of arithmetic operations map well into digital hardware,
and there have been previous examples of application specific integrated circuit (ASIC)
development that calculate the centroids of star tracker images (Azizabadi et al., 2014).
However, by performing this center of mass calculation in a module on the same chip as
the image sensor, and not on a separate chip, a tremendous reduction in the amount of data
required to be sent off of the sensor can be realized.
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u′ =
R
∑
row=0
C
∑
col=0
col∗I(row,col)
R
∑
row=0
C
∑
col=0
I(row,col)
v′ =
R
∑
row=0
C
∑
col=0
row∗I(row,col)
R
∑
row=0
C
∑
col=0
I(row,col)
(2.4)
2.3 Image sensor specification tradeoffs
In any general imaging application field of view (FOV), focal length ( f ) and focal plane
array size (FPAsize) form a specification space and tradeoffs amongst these various pa-
rameters can be made to meet the requirements of the intended application. Equation 2.5
shows the relationship between FOV, f and FPAsize. As the focal length of the imaging
system decreases, the FOV will increase, producing a wider viewing angle over the scene.
Also note that a larger FOV can be achieved for a fixed focal length system by increasing
the size of the focal plane array. However, for CMOS image sensors, increasing the focal
plane array size introduces another set of system trades such as pixel count, which sets the
camera’s resolution, and integrated circuit design complexity since increasing the size of
the chip makes routing data, clock and power lines more complicated. For basic camera
systems in which the photosensitive device is made up of a single integrated circuit, there
exists an upper bound on the size of the focal plane due to reticle constraints imposed by
circuit fabrication houses. As an example, the reticle size is approximately 25 × 30 mm
for a circuit fabricated using IBM 10/LPE 65 nm device technology through the foundry
service MOSIS.
FOV = 2 arctan
(
FPAsize
2 f
)
(2.5)
The most important factor in choosing the parameters of a camera system is the scene
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that the camera is imaging. There is no one-size-fits-all configuration that works well for all
scenes. The most important parameters for star tracker camera systems intended for mea-
suring rotational rates are field of view and the camera’s light collection capability (Liebe,
2004). Field of view is important because star field imagery is very sparse, with potentially
only a handful of stars being visible for a moderate sized field of view (Liebe, 2002). The
camera’s light collection capability, which depends on aperture size (A), exposure time
(tint) and the image sensor’s quantum efficiency (QE), is very important because of the rel-
atively low luminous flux resulting from the light produced by a single star. An estimate of
the number of photoelectrons produced by a single star and collected by an imaging device
is shown in Equation 2.6 (Liebe, 2002). The quantum efficiency of the photodetector used
in this calculation is accounted for in the 19100 photoelectrons/(s×mm2) constant, and
has a peak value of ≈ 0.6 for a wavelength of 600 nm.
Totale− ≈ 19100
(
photoelectrons
s×mm2
)
1
2.5mV
tint
(
s
exposure
)
A(mm2) (2.6)
A = π
(
f
2× f/#
)2
(2.7)
In Equation 2.7 it can be seen that aperture size (A) is a function of the camera’s focal
length ( f ) and the lens’ f-number ( f/#), which is given by the relation seen in Equation
2.8.
f/# =
f
Adiameter
(2.8)
Figure 2·3 shows the relationship between focal length and both field of view and total
photoelectrons collected by a camera imaging a star with apparent magnitude of mV = 5.
In this example, the FPAsize is equal to 10 mm, the f/# of the lens is 1, and the focal plane’s
integration or exposure time is 10 ms. As focal length increases, the camera’s effective
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Figure 2·3: Relationship between focal length and both field of view and
photoelectrons collected by an imaging device. In this scenario, the imaging
device has a size of 10 mm, the lens has an f/# = 1, the exposure time is
10 ms, and the star has a apparent magnitude of mV = 5.
aperture gets larger and allows the camera to collect more light. However, increasing the
focal length causes the FOV to decrease, which reduces the likelihood that the camera has
captured an image containing visible stars.
In addition to the optical collecting power of the camera system, another important
metric is the QE of the photosensitive detector. The QE of the photosensitive element
describes the fraction of photon flux that contributes to photocurrent generation within a
pixel (El Gamal and Eltoukhy, 2005). This is important because of the low luminous flux
of these star tracker images. The more photons that add to the photocurrent, the higher the
signal to noise ratio will be, and the lower the centroid’s potential error becomes.
An example of a simplified pixel is shown in Figure 2·4. During image exposure,
light incident on the photodetector produces a photocurrent that charges the capacitor. The
voltage present on this capacitor is then amplified, and switched out to a column bus where
it is either buffered and sent off chip, or sampled by an on-chip analog to digital converter
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Figure 2·4: Simplified circuit diagram of an image sensor’s pixel. Light
incident on the photodetector charges the integration capacitor during the
image exposure time. The voltage present at the end of the integration time
is a function of the amount of light that was incident on that pixel. This
voltage is sensed by additional circuitry in the image sensor and provides an
electrical representation of the scene.
that digitizes the voltage value. Once the voltage has been read out of the pixel, closing
the reset switch resets the capacitor back to some defined reset voltage level. The size of
the integration capacitor sets the ceiling on the amount of charge that can be accumulated
during image exposure. The floor for detectable signals is dictated by the noise present in
the pixel and the noise added during readout. In the case of the analog pixel architecture
previously described, these two values taken together set the dynamic range of the pixel
array. The ISG’s dynamic range must be set so that stars as dim as mV = 5 are detectable
and stars as bright as mV = 0 are not clipped.
Pixel size is another important specification for an image sensor, for it sets the cam-
era’s resolution. Smaller pixels mean better resolution, but in the case of an image sensor
that is being used for determining the angular rotation of a spacecraft, high resolution is
both a benefit and detriment to system performance. Smaller pixels allow the system to
achieve higher centroid resolution with less of an SNR hit taken as a result of intentionally
defocusing the optics to achieve the same resolution with a larger pixel. However, unlike
a traditional star tracker camera that is only used when the spacecraft is stable and is not
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appreciably rotating around any of its axes, the ISG must be able to capture images during
rotational events. As the spacecraft rotates, the light incident on the pixel array smears,
and depending on the rate of rotation and pixel size, could end up being distributed among
multiple pixels. The more pixels the light is distributed over, the worse the signal to noise
ratio becomes.
An example of the amount of light collected per pixel, which is measured in total elec-
trons (e−), for stars of several brightness levels and varying spacecraft rotation rates is
presented in Figure 2·5. In this analytical example, the camera system has a field of view
of 28◦, a focal length of 20 mm, and an integration time of 0.5 ms. The focal plane array is
1024 × 1024 with 10 µm pixels and the assumed peak quantum efficiency of the detector
is QE = 0.6. The rotation angle of the spacecraft is assumed to be cross-boresight, which
would produce a worst case scenario in terms of smearing the star light across neighboring
pixels. As seen in Figure 2·5, as the rotation rate increases beyond 10◦/s, the number of
total e− collected from the dimmest stars (mV = 6) drops into the tens of e−. As the signal
levels decrease towards the noise floor, detecting stars becomes more difficult and the po-
tential for missed stars or false positives becomes more prevalent. As previously mentioned
in Section 1.3, robust image processing algorithms that solve the correspondence problem
between successive frames can be implemented to help mitigate errors in detection propa-
gating through to the final rate estimate (Rawashdeh, 2013). However, the ISG will need
to operate efficiently, at high frame rates and in real-time, so these robust algorithms are
not appropriate, and the focal plane performance becomes the focus of mitigating detection
errors.
2.4 Integrated stellar gyroscope accuracy
For traditional gyroscope-based attitude determination systems, the accuracy of the rate
measurement is typically denoted as a figure of noise density, quantifying the error in terms
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Figure 2·5: Total photoelectrons collected per pixel vs. slew rate for stars
with apparent magnitude 0 through 6. Data was calculated assuming a 1024
× 1024 image sensor with 10 µm pixels. Other assumed parameters were
FOV = 28◦, tint = 0.5 ms, f = 20 mm, and a peak QE = 0.6.
Table 2.1: Sample of the performance metrics of commercially available
digital MEMS gyroscopes
Tech. Part No. Axes Noise (◦/s/
√
Hz) Bandwidth (Hz) Power (mW)
MEMS ADXRS450 1 0.015 80 30
MEMS ADXRS453 1 0.015 77.5 30
MEMS L3GD20 3 0.03 95 18.3
MEMS MAX21000 3 0.025 200 8.25
MEMS ITG-3200 3 0.03 10 16.25
of degrees per second per root-hertz (◦/s/
√
Hz). In other cases, the noise is defined as
angle random walk in degrees per root-hour (◦/
√
hour). The noise density metric defines
the error in the angular rate measurement over the sensor’s operating bandwidth. Table 2.1
lists the performance metrics of a sample of commercially available gyroscopes. For the
ISG to be a viable alternative for angular rate determination on a spacecraft, the accuracy
of its measurements need to be able to compete with those made by traditional rate sensors.
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The achievable accuracy of an integrated stellar gyroscope will ultimately be a function
of how accurately the centroids of detected stars can be determined. Stars that are imaged
using traditional star tracker optics are considered point sources, and the spread of the
photons incident on the surface of the focal plane is determined by the PSF of the optical
path. As discussed in Section 2.2, centroids will be determined using a simple center of
mass calculation. The COM calculation, which can be seen in Equation 2.4, finds the
ratio of the sums of weighted and unweighted pixels over a specified region in the focal
plane. As mentioned in Section 2.2, in order to estimate the centroid of an object to sub-
pixel precision, the light from the object is required to be spread over more than one pixel.
However, as previously mentioned, since the amount of photons collected in the aperture
is finite, spreading the light over too many pixels adversely impacts the centroid accuracy
due to a lowering of the signal to noise ratio.
Several sources of error limit the achievable accuracy of an ISG. These sources of error
are image sensor noise, photon-noise of the star, the size of the spot within the sampling
window, the size of the window over which the centroid is being computed (Hancock et al.,
2001), the true sub-pixel position of the centroid (Jia et al., 2010), and sampling errors.
However, image sensor noise is the dominant source of error, and Table 2.2 summarizes
the types of noise found in active pixel sensors (Hancock et al., 2001).
In the presence of image sensor noise, the accuracy of the angular rate estimation im-
proves as the number of stars in the field of view increases, but stops improving after
approximately eight stars (Knutson, 2012). To achieve minimum error without wasting re-
sources, the goal for the ISG is to detect, on average, eight stars in each frame. Equation
2.9 (Liebe, 2002) estimates the average number of stars, NFOV , which may be in view for
a focal plane with sensitivity to stars as dim as magnitude mV , when the width of the view-
ing angle of the detector array is A◦. A plot of Equation 2.9 is shown in Figure 2·6. From
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Table 2.2: Description of the contributing noise sources in active pixel
CMOS focal plane arrays.
Noise Component Type Description
Read noise Temporal Random fluctuations in the im-
age intensity attributed to noise
in the pixel readout electronics.
Depending on the FPA readout
architecture a read-noise compo-
nent on a columnwise basis can
also exist.
Fixed pattern noise (FPN) Spatial Transistor mismatch across the
wafer and die due to CMOS pro-
cess variation leads to signal off-
sets on a per-pixel basis. If pix-
els are biased on a per-column
basis via a current mirror FPN
noise components due to current
offsets can also exist.
Dark current non-uniformity (DCNU) Spatial In the absence of photoelectrons
the pixel’s transistors still pro-
duce a small current due to car-
rier tunneling. The signal re-
sulting from this leakage varies
across the FPA due to random
CMOS process variations.
Shot noise Temporal Variations in both the dark
current and the signal source.
Shot noise is intensity depen-
dent, scaling with the square-
root of the focal plane’s integra-
tion time.
Photoresponse non-uniformity (PRNU) Spatial CMOS process variation results
in per-pixel differences in con-
version gain, which leads to sig-
nal variation under illumination.
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Figure 2·6 it can be determined that an image sensor that is able to detect stars as dim as
mV = 5 requires a FOV of 17◦ in order to have an average of eight stars in view. However,
having eight stars in the field of view does not necessarily mean that all eight stars are de-
tectable, or that the centroids of the stars can be calculated to a degree of accuracy required
by the application. It is stated in Section 2.3 that there is a tradeoff between field of view,
focal length and the amount of photoelectrons captured within the aperture. Referencing
Figure 2·3, it is seen that a 10 mm focal plane with a field of view of 17◦ corresponds to a
focal length of approximately 35 mm. It is also seen that when integrating for 10 ms while
imaging a magnitude 5 star yields approximately 2E3 photoelectrons. In order to accurately
estimate the centroid with sub-pixel precision, the image needs sufficient SNR. To charac-
terize the centroid accuracy for stars of various signal to noise ratios, a MATLAB based
simulation was performed. The focal plane array characteristics used in the simulation are
listed in Table 2.3.
NFOV = 6.57 exp(1.08mV)
1− cos(A2 )
2
(2.9)
Once the focal plane parameters in Table 2.3 have been specified, a simulated point
spread function from an imaged star of a given magnitude is placed on a high resolution
500 × 500 pixel grid. In order to simplify the simulation, the PSF is modeled as a 2-
dimensional Gaussian spot, with a standard deviation of 0.7 pixels, as it is shown to be
an optimal value to minimize centroid error (Hancock et al., 2001). The intensity of the
simulated image is mapped into photoelectrons based on the parameters in Table 2.3 and
Equation 2.6. In order to characterize the centroid error, a 4-dimensional matrix containing
copies of the high-resolution simulated star image is created. One-hundred copies of the
500 × 500 star image are arrayed out so that they can be used to generate better statistical
data when noise is added, and these 100 simulated star images are then arrayed out again
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Figure 2·6: Number of stars brighter than a given magnitude versus the
viewing angle of the star tracker.
Table 2.3: Focal plane parameters used in simulating ISG accuracy.
Parameter Value Notes
Integration time 10 ms To enable near 100 Hz operation, the integration
time should be no more than 10 ms.
Pixel count 1024×1024 1 Mpixel image sensor
Pixel size 10 µm The pixel size was chosen to limit the displacement
of the centroid to less than +/−0.5 pixels for mod-
erate rotations of a few degrees per second during
the required integration time.
Field of view 17◦ Assuming a detector sensitive to stars as dim as
magnitude mV = 5, a 17◦ FOV is required to have
on average eight stars in the frame.
Read noise 77 e− Noise specifications are from the HAS2 star
tracker image sensor. The device is a 1024 × 1024
active pixel sensor with region of interest (ROI)
read capabilities (HAS, 2013).
Fixed pattern noise 95 e−
Dark current 3.3 e−/s
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Figure 2·7: Shows how the high resolution 500× 500 simulated distribution
(a)-(c) map to the 2-dimensional 5 × 5 pixel windows (d)-(f). The offsets
are -0.25, 0, and +0.25 pixels respectively.
500 times, with each group having the simulated star image’s true centroid positioned on a
different column of the 500 × 500 pixel region. These groups of images are then mapped
to a 5 × 5 pixel region, as that is shown to be the size of the region which minimizes
centroid error for stars with a PSF of 0.7 pixels (Hancock et al., 2001). Figure 2·7 shows a
visualization of how the simulated high resolution offset 2-dimensional Gaussian is mapped
into the 5 × 5 pixel region to achieve sub-pixel offsets. This mapping results in a series
of simulated star images that have column offsets of 1/100 pixels, spanning the entire 5 ×
5 pixel window. Note that the true row centroid is positioned in the middle of the middle
pixel in the region. Once the image deck is created, the centroid of each image is computed
using the method outlined in Equation 2.4, and the result of this calculation is used as the
true centroid position.
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Noise, following the parameters listed in Table 2.2 was then added to the sets of im-
ages. At this point, the intensity of the images are in units of photoelectrons. To more
closely mimic the hardware implementation of the ISG, the images are quantized using 10
bits of precision. The analog-to-digital converter is assumed to have a 1.2 Vpp swing4, and
the pixel has a conversion factor of 22 µV/e−. With this conversion gain and dynamic
range, the signal from the brightest stars (mV = 0) are not clipped, and the signal from
the dimmest stars (mV = 5) are still detectable above the noise floor. The centroids of
each image were recomputed and subtracted from the previously calculated true centroid
positions to determine the centroid error. The mean absolute centroid error of all 100 sam-
ples for each of the various centroid offsets was computed and the results are shown in
Figure 2·8. It can be seen from the figure that the largest effect on centroid accuracy is the
brightness of the star, or equivalently the image’s SNR. Figure 2·9 shows that the centroid
accuracy for a given star brightness is also a function of the stars’ true centroid position. As
the center of the star image moves further away from the center of the middle pixel of the
5 × 5 region, the centroid error increases. The increased error from imaging stars whose
light falls closer to the edges of the window is a result of the tails of the distribution being
truncated and also noise and background bias in the image being more heavily weighted
toward the region’s boundary (Lee, 2002). One of the most common, simplest methods of
reducing this error is to threshold the image (Lee, 2002; Liebe, 2002). However, thresh-
olding the image, which involves subtracting out a predetermined value from every pixel
in the region, can artificially introduce error by lowering the signal level and care must be
taken when performing the operation. Also, when an image is thresholded, it effectively
zeros out the tails of the distribution, and when the distribution is not centered in the region
over which the centroid is being computed, the weights assigned are not symmetrical and
mean absolute error looks sinusoidal as a function of true centroid position. This effect can
4This is the VDD of the 130 nm process chosen to implement the periphery logic. ASIC implementation
is detailed in Chapter 4.
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Figure 2·8: Plots of the mean absolute centroid error, in pixels, for simulated
noisy star images (mV = 2) at various sub-pixel columnwise offsets within
a 5 × 5 pixel region. The plots show that signal to noise ratio plays the most
prominent role in centroid accuracy.
be observed in Figure 2·10. However, it should be observed that the mean absolute error
of the thresholded image is in fact less than the mean absolute error of the unthresholded
image.
The previous simulations show the effect that SNR and true centroid position have on
determining centroid accuracy. Although the centroid accuracy directly affects the accu-
racy of the angular velocity estimate since the displacement vectors used in the calculation
are formed from centroid measurements in successive frames, to get a sense of the per-
formance capabilities of the ISG, simulations measuring the angular velocity error need
to be performed. This simulation was performed assuming cross-boresight rotation of -1
◦/s along the y-axis of the ISG (see Figure 2·2). This simulation involved generating a
1024 × 1024 pixel frame consisting of eight stars of different magnitudes and random sub-
pixel offsets, randomly and uniformly distributed throughout the image. It is known that
stars are not uniformly distributed throughout the sky, with more aligning on the galactic
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Figure 2·9: Plots of the mean absolute centroid error, in pixels, for simulated
noisy star images (mV = 2) at various sub-pixel columnwise offsets within
a 5 × 5 pixel region. The plots show the centroid error’s dependence on true
centroid position.
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Figure 2·10: Plots of the mean absolute centroid error, in pixels, for thresh-
olded simulated noisy star images at various sub-pixel columnwise offsets
within a 5 × 5 pixel region. The plots indicate that thresholding is a tech-
nique that can be effective in reducing the centroid error, but produces a
sinusoidal error as a function of true centroid position.
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Table 2.4: Summary of ISG mean angular velocity estimation error (◦/s).
The mean absolute error (MAE) and root mean square error (RMSE) are
given for each axis when processing frames containing stars of various mag-
nitudes.
mV Roll Pitch Yaw
MAE RMSE MAE RMSE MAE RMSE
2 0.0443 0.0555 0.0073 0.0093 0.0440 0.0455
3 0.1654 0.2041 0.0215 0.0267 0.0461 0.0526
4 0.4484 0.5634 0.0540 0.0667 0.0531 0.0692
5 1.4917 1.8844 0.1882 0.2401 0.2054 0.2594
plane and fewer along the poles (Liebe, 2002), however, for this simplified simulation it
is assumed that in the 17◦ FOV the stars are uniformly and randomly distributed. Also, to
better approximate imaging conditions, a filter was applied to the star images effectively
smearing the starlight over a length determined by the simulated rotational rate of the ISG
and the length of the integration time. Next, one-hundred copies of these images are cre-
ated and noise is added to each in order to generate better statistics. Afterward, a second
frame is generated and the star positions are shifted by the amount dictated by the simulated
rotational rate of the ISG and the ISG’s frame rate.
The centroids of the stars in both frames are then computed and the algorithm for es-
timating angular velocity, which is detailed in Section 3.4, is implemented. Figure 2·11
shows the histogram of the errors for the yaw and pitch axes, Figure 2·12 shows the error
for the roll axis and Table 2.4 summarizes the results of the angular velocity estimation.
From this simulation it can be seen that aside from an image containing the dimmest de-
tectible stars, the error of the angular velocity estimates in the yaw and pitch axes are below
or near that of traditional attitude rate sensors such as MEMS gyroscopes (see Table 2.1).
As expected, the error along the roll axis is significantly higher than that of the yaw and
pitch axes since the focal length is larger than the dimension of the focal plane (Liebe,
2002).
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Figure 2·11: Histograms of the angular velocity estimate error for yaw and
pitch axes. Shows the error for a -1 ◦/s rotation in the yaw direction for an
image with stars of magnitude mV = 3.
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Figure 2·12: Histogram of the angular velocity estimate error for roll axis.
Note that the standard deviation of the roll error (z axis) is orders of magni-
tude larger than the yaw and pitch axes. Shows the error for a -1 ◦/s rotation
in the yaw direction for an image with stars of magnitude mV = 3.
Chapter 3
ISG concept of operations
The integrated stellar gyroscope (ISG) is a conceptual device whose main function is to as-
sist in the guidance and navigation of spacecraft. The ISG is an integrated circuit consisting
of an optical sensor and processor, and will be affixed to the outside of a spacecraft with
an unobstructed view of space. The job of the ISG is to photograph the surrounding star
field at a rapid enough rate such that the spacecraft’s 3-dimensional rotation velocity can
be estimated by measuring the displacement between star positions on the optical sensor in
successive frames. The output of the ISG will be the spacecraft’s angular velocity around
its x, y and z axes, or its roll, pitch, and yaw rates.
The following sections will detail the concept of operation (CONOPS) for a hypothet-
ical spacecraft using the ISG for its primary attitude determination sensor. The ISG has
four primary modes of operation: lost in space, region of interest (ROI) detection, star
acquisition and star track.
3.1 Lost in space
Once the spacecraft has been jettisoned from the launch vehicle and is in orbit, the space-
craft’s avionics computer enables the ISG, moving the ISG from an idle state into lost in
space mode. The enabling of the ISG also depends on whether or not another external
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sensor detects that the sun is in the ISG’s field of view. If the sun is in the FOV, then the
ISG remains in an idle state since the photocurrent resulting from direct sunlight could be
large enough to damage the focal plane. The ISG is enabled if the external sun-sensor does
not detect direct sunlight. Once enabled, the ISG stays in lost in space mode so long as the
number of stars it is currently tracking is below some minimum number. In lost in space
mode, the ISG captures an image of its current field of view using a very short, 10 µs inte-
gration time. This integration time is short enough for even the brightest stars of mV = 0
to be undetectable above the noise floor. However, it is long enough for very bright objects
such as the sunlit Earth and Moon (≈ mV = −11) to be visible. The FPA is then read
out, each pixel is thresholded, and the counter tallies the number of pixels above threshold.
If the number of pixels above threshold is greater than zero, then it is determined that the
sunlit Earth or Moon is in view, and no stars are to be detected in this frame. The ISG
returns to idle until the computer determines the ISG is to wake up and check again. This
time, if the spacecraft has moved and there are no pixels greater than zero it is assumed that
the only potential bright objects in the field of view will be stars. Next, another frame is
captured, but using a longer 10 ms integration time. After integration is finished, the ISG
enters the region of interest detection mode.
3.2 Region of interest detection
In ROI detection mode, the parts of the image that contain stars are identified. Stars are de-
tected by grouping local clusters of bright pixels together in memory. Upon entering region
of interest detection mode, pixels are scanned columnwise and the analog voltage of each
pixel is digitized by the ADC and the value is compared to a threshold value known to be
above the noise floor, but below that of the peak signal generated by the dimmest detectable
stars. If this pixel is above threshold, its FPA row and column address and the addresses of
the all the pixels in its immediate 5 × 5 pixel neighborhood that have yet to be scanned are
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generated. The ISG’s eight banks of content addressable memory (CAM1) are all searched
in parallel to see if they contain any of these addresses2. If none of the addresses exist in
any of the CAMs, it indicates that this bright pixel is not in the neighborhood of any previ-
ously detected bright pixels, and belongs to a new star. Since it is a new star, the address
of the pixel, its value, and its neighbors’ addresses are added to the next available CAM.
However, if any of the addresses do exist in any of the CAMs, it indicates that a previously
detected bright pixel exists within the current bright pixel’s 5 × 5 neighborhood. Since
these bright pixels are in the same local neighborhood, they are considered part of the same
bright object and the addresses of current pixel’s 5 × 5 neighbors yet to be scanned are
added to the CAM where the address was found3. This process continues until all of the
pixels in the FPA have been read and grouped by neighborhood.
It should be noted that grouping pixels by neighborhood is not as rigorous as the pro-
cess of connected component labeling (Rosenfeld and Pfaltz, 1966; Azizabadi et al., 2014),
which requires pixels to be labeled and eventually merged with other pixels connected to
it through a chosen style of connectivity. However, since the frame rate, FOV, pixel size
and sensitivity of the ISG is chosen such that the stars in the image will not be smeared
over many pixels and will all have regular shapes set by the PSF of the optics, this simpler
neighborhood model was chosen for ease of implementation in digital hardware. A dis-
advantage this method has over the connected component method is that N different stars
separated by a pixel but in the same local neighborhood would be considered part of the
same star. Depending on the relative location of these stars a situation could exist where
the detected star spans parts of N different stars instead of spanning each of the N stars sep-
1Content addressable memory is a type of digital memory that searches for an input data word in its
already stored data, or contents, and returns the address it exists at. This is in contrast to a traditional memory
architecture that returns the data at a specified address. The CAM is structured such that its entire contents
can be searched in a single clock cycle.
2In this case, the row and column addresses are considered data, or the tag, when in the CAM
3Only new addresses are added since each bright pixel will have overlapping neighbors with other bright
pixels of the same object
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arately. Recall from Section 2.4 that the average number of stars within the ISG’s FOV is
eight. If a situation occurred where all eight stars in the 1 Mpixel image were all grouped
in each others immediate neighborhood, the ISG would only be able to detect one of those
stars. Even though all eight stars are in the FOV, the ISG would have detected less than
the minimum number to move out of lost in space. However, the probability of this is low,
assuming that distribution of the stars over the 1 Mpixel imager is uniformly random. In
this case, a tradeoff between design complexity and robustness has been made to allow the
ISG to operate efficiently for the majority of the time it is in operation.
As the value of each pixel is read from the frame, it is compared to the maximum value
that has been previously read for its neighborhood. If the new pixel’s value is higher than
the previous maximum, then the address of this pixel is used to regenerate the boundaries
of the ROI, ensuring that the final region of interest will be centered on the location of
the star’s maximum value. The minimum size of the ROI is 7 × 7 pixels. Creating an
oversized ROI allows for some prediction error and also allows the 5 × 5 region to be
adjustable within the larger 7 × 7 ROI such that the centroid can always be performed with
the brightest pixel in the center of the window. It is shown in Section 2.4 that the achievable
centroid accuracy is a function of the true position of the star within the 5 × 5 pixel region.
The lowest error occurs for a star whose true centroid, or brightest spot, is in the center of
middle pixel in the region. This motivates centering the 5 × 5 window around the brightest
pixel of each object.
Once all the the pixels have been read, the number of detected bright objects is checked
against the minimum number required to leave the lost in space state. If the number of
bright objects detected is not greater than this value, the ISG returns to LIS mode and the
process is restarted. If however the number of objects detected is greater than the minimum
number to leave lost in space mode, the ISG proceeds to ROI mode and will read the pixels
in the detected ROIs after the next integration cycle. Figure 3·1 shows a flowchart of the
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steps described in this section. Once all of the bright objects have been assigned an ROI,
the ISG enters the star acquisition mode.
3.3 Star acquisition
Once the ISG enters the star acquisition mode, the pixel array captures another image of the
star field. At the end of the image exposure time, the ISG accesses the value of the pixels
contained in each of the previously defined regions of interest. As highlighted in Section
2.2, analyzing only the pixels contained in the regions of interest can significantly reduce
processing time and power due to the general sparsity of star tracker images. Regions of
interest are accessed sequentially and the pixels within them are digitized, thresholded and
written to memory. Once in memory, the local maximum for each star is redefined and a
5 × 5 window centered on the brightest star is generated. All the pixels within this 5 × 5
window are centroided (see Equation 2.4), with the row and column scalars being the row
and column addresses of the pixels. This redefinition of the local maximum is important
because it is seen in Section 2.4 that centroiding a star that is not centered in the 5 × 5
window introduces artificial error.
3.4 Star track and angular velocity estimation
Once the pixel values have been read from the focal plane, they are processed in order
to estimate the angular velocity of the satellite (Knutson, 2012), and update the region
of interest locations for the next frame. Recall Eqs. (1.1, 2.3), which describe the set of
equations for a basic coordinate system transformation and the direction cosine matrix after
applying the small angle approximations. Combining these two equations we get Equation
3.1, which describes a coordinate system transformation assuming small angles. Rewriting
the matrix equation to reveal a set a linear equations and applying the concept of similar
triangles described by the pinhole camera model outlined in Section 2.1, one can express
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Figure 3·1: Flowchart describing the process of identifying regions of in-
terest. The algorithm implements a simple detection method that groups
bright stars based on their neighborhood. Because of the regularity of the
ISG images, tradeoffs between simplicity and robustness are made.
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the observed centroid position (u, v) of star i through a rotating reference frame in (x, y, z)
space. This relation can be seen in Equation 3.2.

x
′
y
′
z
′

 =

 1 ψ −θ−ψ 1 φ
θ −φ 1



xy
z

 (3.1)
u = x
′
z′ f =
x+ψy−θz
θx−φy+z f
v = y
′
z′ f =
−ψx+y+φz
θx−φy+z f
(3.2)
Also, since we have assumed that the angle of rotation that occurred between subse-
quent frames is sufficiently small, we can also assume that x′ ≈ x, y′ ≈ y and z′ ≈ z. This
is important because it allows for an easy way to represent the change in centroid displace-
ment with respect to each angle φ, θ and ψ. The Jacobian matrix that is formed through
these simplifying assumptions is seen in Equation 3.3, and is fully expressed in terms of
the observed centroid locations (u, v) and the camera’s focal length, f . An expression
for the calculated centroid displacement can now be written in terms of known quantities
(uN−1, vN−1), f , and unknown quantities (φ, θ,ψ), and can be seen in Equation 3.4.
J ≈
(
∂u
∂φ
∂u
∂θ
∂u
∂ψ
∂v
∂φ
∂v
∂θ
∂v
∂ψ
)
=
(
uv
f − f − u
2
f v
f + v
2
f
−uv
f −u
)
(3.3)
(
∆uN
∆vN
)
= J

φθ
ψ

 =

 uN−1vN−1f − f − u2N−1f vN−1
f +
v2N−1
f
−uN−1vN−1
f −uN−1



φθ
ψ

 (3.4)
In order to estimate (φ, θ,ψ)T using Equation 3.4, the centroid displacements from
at least two stars, i and j, need to be calculated to make the system overdetermined. The
estimate is then found by populating the Jacobian matrix with the centroid data of both stars
i and j from frame N− 1, seen in Equation 3.5, and substituting JN−1 into Equation 3.6. If
stars k, l,m... are also in the FOV then their centroid measurements are also included in the
calculation expanding the matrix to dimension 2M× 3, where M is equal to the number
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of stars captured in the FOV. The ISG moves between star acquisition and star track mode
until the centroids of all of the stars in the FOV have been computed and the Jacobian
matrix which is to be used in the attitude estimate is fully populated. When this process is
complete, the matrix equation is solved using the ISG’s processing unit.
JN−1 =


u(i)N−1v(i)N−1
f − f −
u(i)2N−1
f v(i)N−1
f +
v(i)2N−1
f
−u(i)N−1v(i)N−1
f −u(i)N−1
u(j)N−1v(j)N−1
f − f −
u(j)2N−1
f v(j)N−1
f +
v(j)2N−1
f
−u(j)N−1v(j)N−1
f −u(j)N−1


(3.5)

φˆθˆ
ψˆ

 = (JN−1TJN−1)−1 JN−1T


∆u(i)N
∆v(i)N
∆u(j)N
∆v(j)N

 (3.6)
Now that an estimate for roll, pitch and yaw (φˆ, θˆ, ψˆ) has been computed, the next
step in the track algorithm is to predict the centroid location of each star in the FOV for
frame N + 1. In a previous implementation of this tracking algorithm (Knutson, 2012),
the estimates for roll, pitch and yaw were used to predict the location of each star in frame
N + 1. This is accomplished by rewriting Equation 3.6 such that the Jacobian matrix uses
centroid data from frame N, shown in Equation 3.7, substituting in the estimate for roll,
pitch and yaw, and solving for (∆u(i)N+1,∆v(i)N+1,∆u(j)N+1,∆v(j)N+1)T. Once these
values have been computed, each of the star’s predicted centroid location (uN+1, vN+1) is
known, and used to update all of the ROIs. However, in an effort to reduce the complexity
of the processing architecture, the ISG omits this prediction step, and instead uses the
location of maximum value for each star in frame N as the region of interest location for
reading frame N + 1. Due to the high frame rates achievable through the ISG’s region of
interest readout and on-chip processing, the amount of displacement in the star’s centroid
will be small enough such that it will be recaptured by reading a 7 × 7 pixel ROI and then
recentering the centroid computation on its maximum value.
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JN =


u(i)Nv(i)N
f − f −
u(i)2N
f v(i)N
f +
v(i)2N
f
−u(i)Nv(i)N
f −u(i)N
u(j)Nv(j)N
f − f −
u(j)2N
f v(j)N
f +
v(j)2N
f
−u(j)Nv(j)N
f −u(j)N


(3.7)
Chapter 4
ISG design
This chapter describes the hardware implementation of the ISG. The ISG was designed
using the hardware description language VHDL (VHSIC Hardware Description Language),
where VHSIC is an acronym for Very High Speed Integrated Circuit. Hardware blocks are
described using a subset of the VHDL language that is reserved for creating, or synthesizing
physical digital hardware components, or gates. Also available in the VHDL language
are non-synthesizable high level constructs used for algorithm development and test bench
creation. Once a synthesizable description of the circuit architecture is complete, a software
tool processes the VHDL files and synthesizes the logic described in the files to physical
gates that exist in the target technology library. Once this netlist of gates is created, another
software tool places the physical transistor level view of the gates and routes their inputs
and outputs. This representation of the integrated circuit is then used by a fabrication house
to produce the silicon wafers containing copies of the chip design1. In the case of the ISG,
the chosen technology is UMC-130 nm.
1Fabrication and testing are outside the scope of this work.
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Figure 4·1: Basic floorplan of the ISG.
4.1 System architecture and control
A basic floorplan of the ISG is shown in Figure 4·1. It consists of a focal plane array
and its associated readout circuitry, an analog to digital converter and a periphery unit that
implements the detect, acquire, track and rate estimation algorithm described in Chapter 3.
The interface to the ISG periphery unit is shown in Figure 4·2, and a more detailed block
diagram of the ISG periphery unit is shown in Figure 4·3.
The ISG periphery unit consists of three main modules: control, address generation,
and processing. The control signals for the different blocks of the ISG are governed by a
series of finite-state machines (FSM). In the top level controller there exists a main FSM,
depicted in Figure 4·4, that determines the ISG’s current mode of operation. The main
operational modes of the ISG are idle, configuration, lost in space, and region of interest
mode. During idle mode, all of the clocking within the chip is gated except for the clock of
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Figure 4·2: ISG periphery unit inputs and outputs. Dashed lines indicate I/O
to other blocks that are on the same silicon die as the periphery unit, such
as the focal plane array, row and column decoders, and analog to digital
converter. The solid lines represent I/O that would be connected to pads
bringing the signals off-chip. Limiting the number of signals required to
be sent off chip was a main strategy in designing the ISG. Lower signal
count drives down I/O power, simplifies packaging requirements and also
simplifies the interface of the device to the main avionics computer.
45
ISG Periphery Unit
Control
Configuration
Controller
FPA Controller
Address Generation
Region of Interest Detection and Processing
Data
FIFO
CAM
Processing Unit
Proc.
FIFO
MACs
Integer
Divider
Fractional
Divider
Processor Control
Decoder
Figure 4·3: Block diagram of the ISG Peripheral Unit. All of the compo-
nents in this unit were designed using VHDL, synthesized and implemented
targeting the UMC-130 nm standard cell library.
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the main FSM so that it is able to wake up upon the assertion of EN. In configuration mode
a serial interface controller is active, which accepts external commands providing read and
write access to the ISG’s registers that store configuration information such as the ISG’s
integration time, the number of stars the ISG should be tracking, threshold levels for bright
object detection and threshold levels for centroiding (see Figure 4·5). The angular velocity
estimates for roll, pitch and yaw are also accessible through the serial interface. The ISG
enters configuration mode when configuration register changes are pending and the imaging
FSM (Figure 4·6) indicates it is safe to update (UPD) the configuration registers. This state-
aware control for writing values to the configuration register is to avoid the situation where
different parts of the algorithm are computed using different values. In this method for
instance, all of the stars within a frame will always be compared to the same threshold
levels, even if commands have been sent updating the value of the threshold levels during
frame readout. The other two modes of operation, lost in space and region of interest,
govern the readout of the focal plane. As discussed in Section 3.1, the entire FPA is read in
LIS mode so that potential stars can be found and tracked. In ROI mode, only the regions
of the FPA where the tracked stars are predicted to be are read. Fundamentally these two
modes are the same, with ROI mode reading out M, N × N regions where M is the number
of stars being tracked and N × N is the size of the small region. In LIS mode, M is equal
to one, and N is equal to the dimension of the focal plane so that the entire image is read.
4.2 Algorithm Conversion
The achievable accuracy numbers of the ISG that were outlined in Section 2.4 were de-
termined by simulating the algorithm described in Chapter 3 using MATLAB. MATLAB
uses double precision floating point arithmetic by default when calculating the values for
centroids, displacement vectors, or any of the other angular velocity estimation’s mathe-
matical operations. Floating point arithmetic is a method used in general computing to
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Figure 4·4: State diagram of the top level control for the Integrated Stellar
Gyroscope. The chip enters IDLE upon the assertion of EN, and also enters
IDLE asynchronously from any state upon the assertion of RSTN. The
two main operating modes are ROI and LIS which are Region of Interest
and Lost in Space respectively. The ISG enters LIS when the number of
stars being tracked is less than some programmable value that is stored in a
register and can be programmed via the CNFG (configuration) state. When
the ISG has acquired more than the minimum number of stars such that it
is no longer lost in space, the ISG enters region of interest mode. In ROI
mode, the ISG only reads out the small regions of the focal plane based on
the predicted locations of those stars by the processing architecture.
.
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Figure 4·5: The FSM stays in idle so long as the SS is high. When SS is
asserted the state machine enters the instruction-read state, unless the read-
register flag is also asserted, in which case the FSM enters the read-register
mode and the contents of the selected register are serially streamed out of
the ISG on the SDO line. The ISG stays in the instruction-read state until
SS is asserted back high and the FSM enters the instruction-decode state for
1 clock cycle and then returns to idle. While in idle, if the FSM receives an
update-register (UPD) signal generated when the imaging-FSM indicates
it is in its idle state, the FSM enters the write-register state and all of the
configuration registers are rewritten with the new values.
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Figure 4·6: The imaging FSM controls the global shutter signal and the
control bits for generating the FPA addresses. The row and column de-
coders’ inputs are the FPA addresses, and its outputs are connected to the
FPA’s bitlines, providing random access to the pixels within the array. Dur-
ing integration mode, the row and column decoders are deactivated, and
the global shutter signal is enabled allowing for photocurrent integration for
each pixel. During the imaging cycle the configuration register can be writ-
ten in order to update parameters such as integration time during operation,
however the values are not written to the control registers until it is safe to
do so. This is to prevent a situation where the processing element starts
a calculation with one parameter but finishes calculating it using another.
The imaging FSM continues through the imaging cycle and then returns to
idle and checks whether or not changes are pending, if they are, it stays in
idle until the changes are written, at which point the flag is cleared and the
imaging cycle continues.
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encode numbers using a system that makes tradeoffs between precision and range. Permit-
ting the processor to float the decimal point within the result of a computation allows for the
maximum number of fractional bits to be used in all cases. For a general purpose processor,
a floating point arithmetic unit is a necessary component because the range of numbers that
could be used within the processor is unknown and a flexible computing unit is required
to automatically adjust the number of bits used in the integer and fractional parts of the
computation to always allow for maximum precision. However, the overhead associated
with implementing floating point units is large and many digital signal processing ASICs
opt for fixed point arithmetic instead. Like the name implies, fixed-point arithmetic fixes
the decimal point in a mathematical operation providing N integer bits and M fractional
bits. This is known as Q format (Qn.m). Fixed-point arithmetic can be implemented in
digital hardware much more efficiently than floating point arithmetic because the location
of the decimal point is predetermined. However, special care must be taken when choosing
the number of integer and fractional bits to avoid overflow, which is when the integer result
of the mathematical operation does not fit in N bits. Also the number of fractional bits
must be chosen carefully since the precision of the calculation is dependent on the number
of fractional binary bits, M. For example, a number system using Q5.3 format allows for
5 integer bits and 3 fractional bits (b4b3b2b1b0.b−1b−2b−3). The largest integer that can
be represented using 5 integer bits is 2N − 1, and the fractions that can be represented are
b−12−(m−2) + b−22−(m−1) + b−32−(m). With only 3 fractional bits, the smallest number
that can be represented is 2−3 = 0.125. Note that the register that would be required to
store the entire product of two Q5.3 numbers needs to be of size Q10.6 to avoid error result-
ing from a loss of precision. However, due to power and area limitations when designing
digital hardware, it is not always possible to store the entire product of an arithmetic op-
eration, and the fractional bits must be truncated. The loss of precision can be observed
when performing operations as seen in the example shown in Equation 4.1. When double
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floating point arithmetic is used, the correct result of 26.265626 is achieved. However,
when forcing the product of two Q5.3 numbers to fit into a Qn.3 register the result of the
fixed-point arithmetic operation is 26.25, producing an error of 0.015625.
DBL : double(5.125) ∗ double(5.125) = 26.265625
Qn.3 : 00101.001b ∗ 00101.001b = 0000011010.010b = 26.25
ǫ = |DBL−Qn.3| = 0.015625
(4.1)
To characterize the error associated with transitioning the algorithm into the fixed-point
domain, the previous MATLAB implementation discussed in Section 2.4 was converted
to use fixed-point arithmetic operators. This is an extremely useful functionality within
MATLAB that allows you to change the numbering system used by the calculation to a
predefined Qn.m format. For each step of the algorithm, the domain of the potential num-
bers involved in the calculation is determined, and the number of fractional bits is varied to
see how the bit depth affects the resulting error. For instance, when computing the centroid
of a given star, the accuracy is already limited by the image noise described in Section
2.4. The achievable accuracy resulting from the image’s SNR helps determine the required
fractional bit depth of the calculation that still provides useful bits of precision. Figure 4·7
shows a simulation of the calculated centroid error for a mV = 3 star using floating point
arithmetic and fixed point arithmetic of varying fractional precision. The mean absolute
centroid error using Qn.m format approaches that of double precision floating point as the
number of fractional bits, m, is increased. However, since the signal being measured is
noisy, adding fractional bits below the noise floor does not help improve the performance
of the sensor. Using simulations like this one and by understanding the domain for each
mathematical operation required of the processing unit, a complete fixed point represen-
tation of the algorithm was implemented in MATLAB, tested, and using these bounds the
hardware description of the processing unit was designed.
To verify that the fixed point truncation implementation does not add any significant
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Figure 4·7: Simulation of the centroid error vs. sub-pixel position for a mag-
nitude mV = 3 star using floating point arithmetic and fixed point arithmetic
of varying fractional precision.
amount of error to the angular velocity estimates, a MATLAB simulation using floating
point and fixed point mathematics was performed on the same set of data, and the two
results compared. The angular velocity error for the roll, pitch and yaw axes can be seen
in Figs. 4·8, 4·9, 4·10 respectively. The histograms appear identical, but the mean absolute
difference between the data sets is 1.4316E-4, 5.2146E-4, and 5.6243E-5 respectively. As
designed, the mean absolute difference between the floating point and fixed point data sets
is significantly smaller than the standard deviation of the error.
4.3 ASIC implementation
Once the algorithm and fixed-point representation of the mathematical operations were in
place, the digital design of the hardware blocks described in Figure 4·3 were implemented
using VHDL. The real-time operation of the processing unit, the sparsity of star camera
images, and the chosen optics of the star camera keep the memory requirements for the
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Figure 4·8: Histograms of the error in the roll-axis angular velocity estima-
tion for floating point and fixed point versions of the algorithm. The mean
absolute difference between the two data sets is 1.4316E-4.
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Figure 4·9: Histograms of the error in the pitch-axis angular velocity es-
timation for floating point and fixed point versions of the algorithm. The
mean absolute difference between the two data sets is 5.2146E-4.
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Figure 4·10: Histograms of the error in the yaw-axis angular velocity es-
timation for floating point and fixed point versions of the algorithm. The
mean absolute difference between the two data sets is 5.6243E-5.
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periphery unit low. For instance, based on the analysis in Section 2.4 there is only an
average of eight stars per frame. Based on the chosen PSF of the imaging system it is known
that the footprint of each star incident on the FPA is bound to a 5 × 5 pixel region. Since
the FPA is read columnwise, there will be small bursts of data that need to be processed
since we only process the parts of the image that contain stars. If it is assumed that the
stars have a uniformly random distribution within the FOV, then the depth of the data FIFO
is just a function of the number of consecutive bright pixels expected to be read and the
speed at which those pixels can be sorted to the appropriate CAM in order to identify the
ROIs. The memory requirements for the CAM are also limited by the fact that each star
will be contained in a 5 × 5 pixel region. Information from a maximum of 61 neighbors
or potential neighbors per star needs to be stored2 when grouping bright pixels based on
their 5 × 5 neighborhood (see Section 3.3). This amounts to less than 2 kB of memory for
an image that contains over 1.3 MB of data. Based on both the low memory requirements
for the chip and for its ease of implementation within the digital design flow, the memory
units on the chip are flip-flop based rather than using custom static random access based
memory cells that require additional biasing and readout circuitry in order to function.
At the center of the ISG periphery unit is the processing unit, that performs all of the
calculations necessary for estimating angular rate. The processing unit has dedicated hard-
ware blocks to multiply, add, subtract, and divide. Fixed point multiplication, addition and
subtraction are straightforward to implement, and synthesis tools do a good job of realiz-
ing operational designs, especially when the timing constraints (clock frequency) imposed
on the design are lax. However, the division operation is not as easy to implement and
the hardware realization of dividers can get more complicated depending on the speed at
which the calculation needs to be performed and the required bit-depth of the operation.
In high performance applications, single cycle division units may be required which lead
2Assuming that the largest footprint a star can potentially occupy is a 5 × 5 pixel region, pixels are
scanned columnwise, and each pixel in the region forms its own 5 × 5 pixel neighborhoods, a maximum of
61 potential neighboring addresses are generated.
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to an increase in circuit area and power. In the case of the ISG, the division operation is
required in two places: finishing the centroid computation and calculating the inverse of a 3
× 3 matrix which requires dividing nine terms by the matrix’s determinant (Eqs. 2.4, 3.6).
The ISG’s output bandwidth of 100 Hz stems from the time the focal plane is required to
integrate in order to raise the signal to noise levels above an acceptable threshold, leaving
a sufficient number of clock cycles to process the information read from the focal plane
during the previous frame. Since this is the case, a fast division unit is not necessary and a
slower, multi-cycle divider with an input FIFO is used to implement the division operation.
In the case of centroid computation the division is unsigned integer division, and divides a
Q32.0 dividend by a Q16.0 divisor to produce a Q16.16 quotient. For the inverse matrix
computation, the division is more complicated and requires fractional division of signed
and unsigned numbers. In order to accomplish this the dividend and divisor’s magnitudes
and signs are analyzed prior to division to determine whether the quotient will be positive
or negative, and whether the magnitude of the quotient will be greater or less than 1. If
the magnitude of the dividend is less than the magnitude of the divisor such that the mag-
nitude of the quotient will be less than 1 and will be a fractional number, the dividend is
prescaled so that the fixed-point division will not result in an answer of zero due to all
of the fractional bits being truncated. A finite-state machine handles the operation of the
processing unit, and dedicated state-machines control the divider units such that the multi-
cycle division algorithm is implemented properly. After the entire hardware description
of the design has been written using VHDL, simulated, and the proper operation has been
verified, the VHDL design files are synthesized to the UMC-130 nm standard cell library
using Cadence RTL Compiler.
The synthesis results can be seen in Table 4.1. The design is comprised of approxi-
mately 85k gates and has an area of approximately 1.4 mm2. It should be noted here that
this area is just the area of the gates required to synthesize the design. The final design will
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Table 4.1: Post synthesis gate report for the periphery unit.
Type Instances Area Area
sequential 26459 864933.440 61.9
inverter 10212 45998.400 3.3
buffer 2647 18037.600 1.3
logic 45429 469193.760 33.6
total 84749 1398163.200 100.0
Figure 4·11: Final placed and routed implementation of the ISG periphery
unit. The design passes all DRC and timing checks, and its final dimensions
are 200 µm × 10,000 µm. The total area of the unit is of 2 mm2.
be much larger than this because it must include room for the clock tree, power rails, signal
buffers, and routing. The output of the RTL compiler tool is a gate-level netlist that is then
read into the next software tool, Cadence SoC Encounter, where the physical integrated
circuit design is placed, routed, analyzed and verified. The output of the placed and routed
ISG periphery unit can be seen in Figure 4·11. The final design is 10 mm x 0.2 mm, and
fits nicely on the south side of the complete ISG sensor imagined in Figure 4·12.
An integrated circuit’s parasitic resistance and capacitance can lead to varying signal
delays across the chip. Clock skew is the term given to the delay that alters the arrival
time of the clock in synchronous digital circuits, such that different flip flops see the clock
edge at different times. Carefully designed clock distribution networks that match the path
lengths between the clock’s source and all terminating points help minimize clock skew
across the chip and help ensure the circuit is able to meet its timing specification. The ISG’s
clock distribution network was implemented using an H-tree and a visual representation of
the phase delay within the clock tree can be seen in Figure 4·13.
Areas of the clock tree more towards the red end of the color spectrum indicate high
delay, while areas more towards blue indicate lower delay. For the ISG periphery unit’s
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Figure 4·12: Floorplan for the complete ISG sensor.
Figure 4·13: Phase delay of the associated clock tree. The color map in-
dicates that the delay across the clock tree is very good, with only a small
bit of red in the corner, indicating more delay, and mostly blues and greens,
indicating less delay.
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Table 4.2: Post place and route timing report for the periphery unit. The
report shows that there is no negative slack for the design, indicating that
the design has met timing and will operate at the clock frequency specified
in the constraints file (20 MHz). The critical path of the design indicates
positive slack of 18.937 ns, indicating that the design frequency could in
fact be increased to approximately 32 MHz.
Setup mode all reg2reg in2reg reg2out in2out clkgate
WNS (ns): 18.937 18.937 21.756 48.635 N/A N/A
TNS (ns): 0.000 0.000 0.000 0.000 N/A N/A
Violating Paths: 0 0 0 0 N/A N/A
All Paths: 98587 82450 26535 78 N/A N/A
clock tree, most of the color shading is toward the blue end of the color spectrum indicating
low delay. This is again verified through the post place and route timing report seen in Table
4.2, that indicates the circuit does not have any negative slack, and will operate at the target
clock frequency of 10 MHz.
After implementation of the ISG periphery unit, a gate-level simulation was performed
and the circuit operation was verified. Behavioral models of the focal plane array, row and
column decoders, and the ADC existed in the test bench. Simulated 128 × 128 pixel im-
ages3, simulating a −1◦/s rotation in the yaw direction were produced using MATLAB,
and then stored in the gate level simulation directory. Figure 4·14 shows an overview of
the test. The simulation starts by resetting the ISG periphery unit and configuring its in-
ternal programmable registers through the serial interface (see Figure 4·15). Once the ISG
periphery unit is properly configured, it is enabled and autonomous operation is started.
Figure 4·16 shows the ISG during lost in space mode, which it enters upon being enabled.
After SHUTTER4 drops low for the period of time that was specified during configura-
tion, the ADC is enabled and the row and column decoders are activated and are toggled
3128× 128 pixel images that contained eight stars were used in the gate-level verification in order to speed
up simulation times, instead of the full 1024 × 1024 pixel images that were used to analyze the algorithm
performance.
4When SHUTTER is low, the photosensitive elements in the pixels are enabled.
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sequentially to read out the full frame. Each bit of the ROW DEC EN signal seen in Fig-
ure 4·16 (shown in hexadecimal), enables one of the thirty-two 5 : 32 decoders, which are
used to activate the rows of the focal plane array. When ROW DEC EN = 0x00000000,
all decoders are inactive. When ROW DEC EN = 0x00000001, the 5 : 32 decoder
whose outputs are connected to rows 0 to 31 of the focal plane are active, and the 5 bit
ROW DEC ADDR signal selects which specific row of the FPA is active. The column
decoder operates in a analogous fashion, and after all 32 rows and 32 columns have been
read, the row decoder that controls FPA rows 32 to 63 is activated (ROW DEC EN =
0x00000002). As pixels are being read from the focal plane, they are being thresholded
using the ROI detection threshold that was specified during configuration, and grouped in
the proper content addressable memory based on the neighborhood algorithm described in
Section 3.2. This process proceeds until all the pixels have been read out, at which point the
SHUTTER signal drops low again and captures the next frame of imagery (Frame N − 1
in Figure 4·14). Since this particular simulation involved an image with eight stars, which
exceeds the minimum number of stars to leave lost in space mode, the ISG periphery unit
will be in region of interest mode during the next readout cycle.
After the next frame is finished integrating (Frame N − 1), the pixels within the pre-
viously detected ROIs are read from the focal plane, stored to memory, and processed by
the ISG processing unit. After all the ROIs have been read from the FPA, the ISG cap-
tures another image (Frame N), reads it out, and processes the data. Now that there are
two processed frames, Frame N − 1 and Frame N, estimates for roll, pitch and yaw are
calculated according to the algorithm detailed in Section 3.4. Once these estimates have
finished calculating a pulse on the signal NEW RPY instructs the test bench to issue three
read commands through the serial interface, accessing the 32 bit data registers which store
the result 5. The results of the calculation can be seen in Figures 4·17-4·19, and are sum-
5The output format of the ISG is in radians. To get degrees per second the avionics computer would need
to multiply this result by 180π×Tf rame
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Figure 4·14: Gate level simulation overview. The simulation shows the ISG
device being enabled, entering lost in space mode, reading a full frame of
imagery from the FPA, detecting the stars in the frame, entering region of
interest mode, processing the data, and finally providing the estimates for
angular velocity through its serial interface.
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Figure 4·15: Simulation showing the configuration of the ISG periphery
unit. An arbitrary integration time of 384 µs was used for demonstration
purposes only. The threshold levels for centroiding and region of interest
detection are also set, along with the number of stars the ISG is required
to find before leaving lost in space mode and entering region of interest
operation.
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Figure 4·16: Simulation showing the period of time during lost in space
mode where the ISG reads a full frame from the FPA and is locating the
stars based on the neighborhood algorithm described in Section 3.2.
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marized in Equation 4.2. These results are consistent with those calculated using the same
dataset in MATLAB, verifying the operation of the ISG periphery unit.

 ROLLPITCH
YAW

 =

−0.0679◦/s−0.0075◦/s
−1.0205◦/s

 (4.2)
Once the operation of the design is verified, an estimation of the unit’s power consump-
tion is performed. In order to get an accurate estimate of the power, the activity of the
circuit during operation needs to be accurately characterized. To do this, a value change
dump (VCD) file is written from the same simulation test bench that was used to validate
the circuit operation. The VCD file contains the switching activity of all of the nodes within
the circuit, and is read back into Cadence Encounter to be used in the power analysis. The
VCD file, along with a netlist comprised of the the circuit’s extracted resistance and capac-
itance is then fed to the power analysis tool which calculates the power dissipation. The
results of the power estimate can be seen in Table 4.3. For the power analysis, the circuit’s
VDD voltage is set to 1.2 V, and the clock frequency is fixed to the frequency used dur-
ing the circuit’s place and route implementation (20 MHz). Total power for the periphery
unit is 8.253 mW, which is certainly competitive with the power dissipation of MEMS
gyroscopes (see Table 2.1). It should be noted that total power of the ISG sensor, which
includes the power of the focal plane and its associated circuitry, will raise the total power
of the sensor above 8.253 mW. However, as discussed in Chapter 1, satellites require both
absolute attitude and angular rate so the total system power of a satellite that uses a star
camera and a gyroscope already includes the power of the focal plane and its associated
circuitry. Therefore, the ISG periphery unit is just the additional power that is required to
estimate angular rates from the preexisting sensor in the system.
Figure 4·20 shows a comparision of the power versus root mean square error for the
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Figure 4·17: Result of the roll calculation is xFFFF3928, which is equal to
−0.0679◦/s in signed Q32 format.
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Figure 4·18: Result of the pitch calculation is xFFFEA2A, which is equal
to −0.0075◦/s in signed Q32 format.
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Figure 4·19: Result of the yaw calculation is xFFF453DD, which is equal
to −1.0205◦/s in signed Q32 format.
69
Table 4.3: Simulation based power estimates.
Total Power (mW)
Internal 5.323
Switching 2.504
Leakage 0.4264
Total 8.253
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Figure 4·20: Comparison of the performance of the MEMS gyroscopes in
Table 2.1 with the ISG. ISG error estimates are in the yaw direction for a
yaw motion of 1 ◦/s.
MEMS gyroscopes listed in 2.1 against the ISG. As detailed in Section 2.4, the accuracy
of the ISG angular velocity estimate is largely a function of the signal to noise ratio of the
image, thus ISG performance for images containing various magnitude stars are examined.
The power of the ISG should be viewed as an additive power on the total system power of
a satellite that requires angular rate measurements. As previously noted, the 8.253 mW is
the power of the ISG periphery unit, and does not include the power of the focal plane and
its associated circuitry. However, the main purpose of the ISG was to make use of a sensor
already included in satellite systems, so the power of the FPA will already be included in
satellite power budgets, therefore, the comparison to the ISG periphery unit is appropriate.
Chapter 5
Conclusion
Absolute attitude and angular rates are both fundamental measurements required by many
space systems. In Chapter 1, the instruments and methods typically involved in making
these measurements are discussed, and the motivation behind consolidating these measure-
ments into a single instrument, the star camera, is presented. The goal of this thesis was
to take this idea one step further and provide a framework for consolidating the sensing
and processing into a single integrated circuit. Much of the previous work in this area
involved solutions that use separate sensing and processing platforms. Operation in this
modality requires the use of chip to chip communication in order to estimate angular rate
from star tracker images, which can lead to an increase in system power, a degradation in
performance, and increased latency. One previous effort in this area used a software based
algorithm running on single board Linux computer (Rawashdeh, 2013) and another pro-
cessed star camera images with software running on a digital image processor (Knutson,
2012). Other work in the area required a multi-chip solution with the digital processing
architecture for estimating angular rate being performed on an FPGA (Katake and Bruc-
coleri, 2010). In another work a digital ASIC for calculating centroids of star images was
implemented, however, the area and power are prohibitively large to be part of a solution
that integrates sensing and processing into a single ASIC (Azizabadi et al., 2014).
In Chapter 2, an overview of image sensor technology was presented, the parameters
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that govern optical camera system performance were discussed, and the fundamentals of
3-dimensional angular rate estimation using 2-dimensional images were examined. Next,
a detailed analysis of the achievable accuracy of an ISG sensor was presented and the
MATLAB based simulations showed that the achievable accuracy of the ISG could poten-
tially compete with MEMS gyroscopes. Chapter 3 revealed the concept of operations for a
satellite that was using the ISG as a rate sensor, and the steps involved in the ISG’s main
operating modes of lost, detect, acquire and track were presented. Chapter 4 described the
digital hardware design of the ISG periphery, presented the results of the physical imple-
mentation, and showed gate level simulations validating the operation of the design. The
final design of the ISG periphery unit fits in an area of 10 mm x 0.2 mm, consumes 8.253
mW of power, and it is shown that the unit could be integrated onto the same silicon die as
an image sensor.
Based on the results shown in Chapter 4, the ISG could be a viable alternative to MEMS
gyroscopes for satellite attitude determination systems. The results show that for reasonable
focal plane performance, rotational rates can be estimated with error comparable to that of
traditional rate sensors. Also, the power required to estimate rate is independent from the
sensor performance. In other words, reducing the error of the rate estimate is a function
of the signal to noise ratio of the focal plane array. Designing a focal plane array that
is more sensitive to photons and less susceptible to noise would produce a more accurate
rate estimate without increasing the power of the ISG periphery unit. Also, computing
centroids locally on the ISG reduces the computational burden on the avionics computer
for determining attitude, as does the simplified digital interface and autonomous star detect
and track algorithm, leading to potential performance gains or system power savings.
Future work involving the ISG should include the design and implementation of the
image sensor and its associated hardware components. A focus on creating a low-noise,
low-light sensitive FPA specifically for angular velocity estimation is a major piece in im-
72
proving the potential performance of the sensor. Also, before any design using the ISG
periphery unit is to be fabricated, much more rigorous testing of the periphery unit would
be required. Since the mathematics the unit is responsible for are complicated, a con-
strained random verification of all the math blocks needs to be done to find potential bugs.
Verification on this scale was outside the scope of this thesis, but this step would be neces-
sary before the physical realization of a space-based sensor. Another area of improvement
that a future work could look at is investigating the types of error-correcting codes that
could and should be used in the ISG. Error correction in space-based processing units is
very important due to the harsh radiation environment of space. Radiation can produce
single event upsets in digital processors leading to bit-flips and potential errors propagating
through the system.
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