First results from the analysis of neutron image data collected on implosions of cryogenically layered deuterium-tritium capsules during the 2011-2012 National Ignition Campaign are reported. The data span a variety of experimental designs aimed at increasing the stagnation pressure of the central hotspot and areal density of the surrounding fuel assembly. Images of neutrons produced by deuterium-tritium fusion reactions in the hotspot are presented, as well as images of neutrons that scatter in the surrounding dense fuel assembly. The image data are compared with 1D and 2D model predictions, and consistency checked using other diagnostic data. The results indicate that the size of the fusing hotspot is consistent with the model predictions, as well as other imaging data, while the a) Paper BI3 3, Bull. Am. Phys. Soc. 57, 25 (2012). overall size of the fuel assembly, inferred from the scattered neutron images, is systematically smaller than models' prediction. Preliminary studies indicate these differences are consistent with a significant fraction (20%-25%) of the initial deuterium-tritium fuel mass outside the compact fuel assembly, due either to low mode mass asymmetry or high mode 3D mix effects at the ablator-ice interface.
First results from the analysis of neutron image data collected on implosions of cryogenically layered deuterium-tritium capsules during the 2011-2012 National Ignition Campaign are reported. The data span a variety of experimental designs aimed at increasing the stagnation pressure of the central hotspot and areal density of the surrounding fuel assembly. Images of neutrons produced by deuterium-tritium fusion reactions in the hotspot are presented, as well as images of neutrons that scatter in the surrounding dense fuel assembly. The image data are compared with 1D and 2D model predictions, and consistency checked using other diagnostic data. The results indicate that the size of the fusing hotspot is consistent with the model predictions, as well as other imaging data, while the overall size of the fuel assembly, inferred from the scattered neutron images, is systematically smaller than models' prediction. Preliminary studies indicate these differences are consistent with a significant fraction (20%-25%) of the initial deuterium-tritium fuel mass outside the compact fuel assembly, due either to low mode mass asymmetry or high mode 3D mix effects at the ablator-ice interface. The goal of indirectly driven inertial confinement fusion experiments at the National Ignition Facility (NIF) is to obtain thermonuclear ignition using a small mass, $170 lg, of hydrogen isotopes. 1 The process begins with the 192 beam, 351 nm, NIF laser which illuminates a high-Z cavity (hohlraum) producing a flux of soft X-rays. These X-rays ablate the outer surface of a $2 mm diameter plastic shell, or ablator, containing a cryogenically formed deuterium-tritium ice shell approximately 70 lm thick. As the outside of the ablator is accelerated outwards, the balance of the mass recoils inward, compressing the remnant deuterium-tritium vapor at the center of the capsule. The goal is to accelerate the assembly through a peak velocity of $370 km/s, 2,3 before deceleration and stagnation, compressing the initial gas volume by a factor of 35. The pdV work performed on the vapor raises the central temperature of the assembly to $3 keV, initiating T(D,n)a reactions. The goal is to initiate a propagating wave of fusion reactions in the dense deuterium-tritium shell via sustained heating through alpha-particle energy deposition. To optimize the experimental program, the National Ignition Campaign (NIC) was created with a defined set of goals, requirements, and experimental plans. [2] [3] [4] During 2011, initial results from the NIC experimental program were published by Glenzer et al. 5 and Mackinnon et al. 6 Results from ignition experiments performed between December 2011 and September 2012, referred to below as the 2012 data set, are reported here. These results focus on nuclear performance with emphasis on the size and shape of the implosion using the neutron imaging diagnostic. [7] [8] [9] [10] Rather than focus on detailed analysis of specific shots, 11 we treat the 2012 data as a set, reporting on trends within the data and perform statistical comparisons with model predictions. In Sec. II, we briefly describe the neutron imaging technique, including image formation and reconstruction. In Sec. III, we describe a simple 1D model of the fuel assembly, based on neutron imaging data, and define the geometric down scatter ratio (DSR). In Sec. IV, we report on image data collected during 2012 ignition experiments and compare these data with the 1D model, as well as 2D post-shot simulations. Section V summarizes the discrepancies that arise with these comparisons and summarizes the conclusions drawn from these comparisons. Finally, a summary of results and conclusions is presented in Sec. VI.
II. NEUTRON IMAGING
Details on the development and implementation of the NIF neutron imaging diagnostic have been documented in a number of publications. [7] [8] [9] [10] Presented below is a brief overview of the imaging system and initial data processing.
A. Image formation
The primary task of the NIF neutron imaging diagnostic 12 is to produce 2D images of primary fusion neutrons, as well as neutrons that scatter within the dense assembly of cryogenically layered implosions at the NIF. Time-of-flight gating is used to discriminate between primary and scattered neutrons. For most of the data presented below, the imaging system was gated to observe neutrons with kinetic energies between 13 and 17 MeV (primary) and 6 to 12 MeV (scattered). The primary neutron image gate is wider than used for time-of-flight diagnostics (13-15 MeV), due to the gating speed of the imaging system. The small number of neutrons with kinetic energy greater than 15 MeV in these implosions does not result in a systematic bias of the image data relative to the time-of-flight data. The diagnostic was designed to operate at a minimum primary yield of 1 Â 10 15 neutrons, with a "point resolution" of 14 lm near the peak of signal intensity. To accomplish this goal, the system uses a compound aperture 13 of 20 pinholes and three penumbral apertures. For 14 MeV neutrons, the approximate source plane resolution of the pinholes is 19 lm. For neutrons between 7 and 15 MeV, the total scattering cross section in the Au aperture varies by 5% from the 14 MeV value, maintaining similar resolution over this range. For neutrons between 6 and 7 MeV, the total scattering cross section is rising with decreasing energy, deviating by 15% at 6 MeV, resulting in improved resolution. For the analyses included here, we assume the pinhole point-spread function is constant versus neutron energy. The array of pinhole centerlines was designed to converge to a point 26.5 cm in front of the aperture. To accommodate a 200 lm field of view at the source plane, and to provide tolerance to aperture misalignment, the front of the aperture is located 32.5 cm from the target. Fig. 1 shows the neutron imaging system detector, housed outside the NIF building, in the "NI annex." Neutrons enter the annex from the upper left, through the final line-of-site collimator, passing through a pair of paddle shaped, neutron time-of-flight detectors, and then into the imaging detector. The resolved neutron flux is detected in a 5 cm long by 16 Â 16 cm 2 organic scintillator, constructed from a coherent array of 250 lm diameter scintillating fibers. The recoil lengths of elastically scattered protons can extend several millimeters in the scintillator, so the imaging scintillator mid-plane is positioned 2802.5 cm from the target to provide a system magnification of 85.2 for the pinhole images. To capture two images, light from each face of the 056320- 2 Grim et al.
Phys. Plasmas 20, 056320 (2013) fiber scintillator array is collected. Scintillation light, correlated with the neutron kinetic energy gates above, is sampled by gated micro-channel plate image intensifiers (MCPII) and subsequently digitized using CCD cameras.
B. Image processing
Prior to physics analysis, images must be corrected for both instrument and image formation response functions. Corrections include electronic pedestal subtraction, nonuniformity correction (flat-field), and spatial dewarping. We also replace localized, sub-resolution, hot-spots, a.k.a. "stars," with a neighborhood mean to remove defects caused by the scattered radiation environment near the CCD. Data for dewarping were collected by radiographing a regular grid of apertures through a thick copper block using 14 MeV neutrons from a deuterium-tritium filled exploding pusher type shot. These data are used to absolutely register the primary and scattered neutron images to an accuracy of 62.5 lm at the object plane. Exploding pusher shots (low areal density) are also used to directly measure the scintillator afterglow from 14 MeV neutrons during the time window corresponding to the arrival of 6-12 MeV neutrons from the source. After co-registration of the primary and scattered images, 1.4% of the primary image is subtracted from the scattered image to correct for afterglow.
Since the scintillator is 50 mm thick, a fraction of the neutrons will undergo multiple scatters. Multiple scattering produces a low-intensity, long range blur of the image field. Given the low spatial frequency of the blur, rather than deconvolve this response, we fit the inter-aperture light field, assuming the blur originates from neutrons passing through the penumbral apertures, and then subtract the fit from the image field.
After the instrument and image formation corrections are applied, the array of images is analyzed to determine the position of the source relative to each aperture centerline. The images formed by the set of pinholes most closely pointed at the source are inverted to source plane distributions using a Maximum Likelihood algorithm. [14] [15] [16] Since the aperture body is thick (20 cm), the point spread function depends on the location of the source relative to the axis of the pinhole, which is readily accommodated by the Maximum Likelihood approach. Detailed characterization and modeling studies indicate that near peak signal intensity, the system point resolution after inversion is 12 lm for primary yields greater than 3 Â 10 14 neutrons. Statistics and systematic effects, e.g., aperture manufacturing, pointing, etc., degrade the point resolution to $18 lm at the 17% contour of these same images.
C. The 17% contour
In the image analyses reported, we define the lateral extent of an image by the closed contour at 17% of peak signal intensity within the image. This contour is low enough in signal strength to accurately represent the lateral extent of the source image, but strong enough to be unaffected by random noise outside the source. This choice is further motivated by noting that for a spherical source of radius R 0 and constant emissivity, the 1D Abel transform, which gives the 1D image of the source as a function radius is: 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
. The lateral extent of this function at 17% of the peak amplitude measures 98.5% of R 0 , enclosing 95% of the volume of the source. Simulated images using transport Monte Carlo tools, [17] [18] [19] indicate that for a wide variety of density configurations and using a concentric shell geometry, the 17% contour of scattered neutron images represents approximately 90% of the lateral extent of the dense scattering volume. This systematic correction is used in the down scatter ratio predictions from the 1D model described section III.
Legendre polynomial fit
To simplify the mathematical representation of the contour, a finite Legendre polynomial expansion, Eq. (1), is used, where h is the polar angle in the plane orthogonal to the neutron imaging line-of-site, L l ðhÞ is the Legendre polynomial of order l, and P l is its corresponding coefficient and fit parameter in the expansion
For the data below, the fit is performed out to mode 6, i.e., L 6 ðhÞ, with the constraint that P 1 ¼ 0, which determines the location of the contour center. The process of the fit is illustrated in Fig. 2 . Fig. 2 (a) shows the 17% of peak contour identified on a sample image. One possible set of independent samples of the contour radius is shown in Fig. 2 (b). The samples are independent if they are separated along the contour by the system resolution D. Each sample generates a radial measurement, r i , at discrete angles h i , with radial uncertainty given by D=2 ffiffiffiffiffiffiffiffiffiffi ffi 2 ln 2 p . These samples are then fit using Eq. (1). Fig. 2(c) shows the results of a typical fit, with the first two even modes illustrated. The parameter P 0 is the mean radius of the contour, and P 2 is the deviation from this mean radius along the polar, or h ¼ 0, direction. 
Accuracy of Legendre coefficients
A conceptual exercise allows for a simple estimate of fit parameter accuracy based on system resolution. The number of independent samples, of size D, along a contour given by,
Letting D represent the full width at half maximum of a Gaussian distributed error on the radial measurement, the P 0 uncertainty may be estimated by
Although studies have shown that the point resolution of the neutron imaging system is 12 lm near the peak of the image, these studies have also shown that at the 17% contour, statistical, and systematic effects degrade the point resolution to $18 lm. Thus, a contour with a 27 lm P 0 will be independently sampled by 9 and 18 lm resolution elements, resulting in a P 0 estimated uncertainty of %2:6 lm. This estimate is in good agreement with replicate trials studies, where contours of constant intensity are generated at a variety of different P 0 and P 2 values. These contours are randomly sampled with different resolution sizes, D, and fit to the Legendre polynomial expansion using a least squares fitting algorithm. Fig. 3 shows the histogram fit P 0 's from 2000 trials using the values from the above example, i.e., P 0 ¼ 27 lm and D ¼ 18 lm. The gaussian fit to the ensemble yields dP 0 ¼ 2.9 lm, in good agreement with the above estimate.
III. EMPIRICAL 1D FUEL ASSEMBLY MODEL
To explore the logical consistency of the image data with other nuclear data, we employ a simple 1D model, which is illustrated in Fig. 4(a) . In this model, we identify two characteristic regions, the central hot ($2-4 keV) core (red), where fusion reactions occur, and the surrounding cold, dense deuterium-tritium shell (blue). To create this model from the 2D image data, we construct surfaces of revolution using the 17% contour. Since the NIF neutron imaging system views the imploded capsule along a direction orthogonal to the hohlraum axis, the image contours are revolved around the axis parallel to the hohlraum axis and through their, P 1 ¼ 0, centers, forming bounding surfaces for the corresponding volumes. Using the primary neutron yield, ion temperature, and burn width from either the Gamma Reaction History diagnostic 20 or gated X-ray imaging diagnostic, 21, 22 state variables, including, density, pressure, and adiabat may be calculated. This approach is complementary to the more sophisticated approach of Cerjan et al.
11 which does not include the primary and scattered neutron image data. In this work, we use the image data to directly calculate the fuel assembly geometry. Using the assumption of deuterium-tritium mass conservation, the volume densities are then inferred. Combining the geometry and density data, down scattering ratios are calculated and compared with neutron time-of-flight data.
A. Density
The density of the central hot-spot, where the primary neutron yield is produced, is given by 
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Phys. Plasmas 20, 056320 (2013) where Y n is the measured total fusion yield, hrvi (Ref. 23 ) is the velocity averaged scattering cross section in units of cm 3 =s, and V hs is the hot-spot volume in units of cm 3 . In this formula, n hs DT is the number density of deuterium-tritium ion pairs, assuming an equimolar distribution. For analyses below, the hot-spot volume, V hs , is the volume contained within the surface of revolution defined by the 17% of peak intensity contour of the primary neutron image, as described in Sec. II C.
Assuming the balance of the initial deuterium-tritium mass resides in a shell just outside the hot-spot, the density of this shell is calculated using
where M init DT is the initial deuterium-tritium mass in the capsule, $170lg; q hs , and V hs are the hot-spot density, and volume, respectively, and V cf is the cold fuel volume defined by the 17% contour of the scattered image data. For the cold fuel volume, 3D scattering simulations using MCNP have shown that the cold-fuel radius corresponds to 1.1 times the scattered image radius. With the volumes and densities now defined it is possible to form a simple model of the fuel assembly from which down scatter ratios may be calculated.
B. Geometric down scatter ratio
A simplifying approximation employed in the following is that the two volumes described above will be characterized by uniform density. This assumption is used due to the absence of spatial ion temperature measurements. Although this approximation does not provide for a detailed characterization of the microscopic properties of the fuel assembly, static MCNP, and dynamic 2D implosion simulations indicate that qualitative comparisons can be made with this model and that systematic trends can be quantified. Fig. 5 summarizes the key concepts and components needed to calculate a geometric down scatter ratio, based on the neutron imaging data. The assembly has been simplified to two concentric spheres defined by the radii, R hs P hs 0 , where fusion neutrons are born, and R cf 1:1 Á P cf 0 , the dense deuterium-tritium shell where most neutrons scatter. The densities of these two volumes are n hs , and n cf , respectively. The lines illustrate how the fuel volume is sampled by the neutrons .   FIG. 4 . Fig. 4(a) illustrates the simple fuel assembly model used to describe the geometry of the neutron image source volumes. Fig. 4(b) illustrates the relationship between the X-ray and neutron imaging systems, which reside in the equatorial plane, orthogonal to the hohlraum axis. The angle of separation between the two imaging systems is 123 .
FIG. 5. Graphical illustration of the key components needed to calculate the geometric down scatter ratio using neutron imaging data. See text for full description.
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For a detector located a large distance from the assembly, neutrons that undergo a single scatter through an angle, h, into the detector acceptance were born as neutrons traveling to the right along the dashed and solid lines through the assembly. These neutrons may scatter at any point along either the dashed line through the hot-spot or along the solid line within the cold-fuel. The energy of the scattered neutron will be determined by the scattering process and the mass of the scattering center. At the NIF, the down scatter ratio determined by the neutron time-offlight diagnostics is calculated using the measured flux of neutrons between 10 and 12 MeV, where elastic scattering off of deuterium and tritium ions is the dominant contribution. 24 For a radial path through the equimolar deuteriumtritium fuel assembly, the ratio of the scattered neutron flux in the 10 to 12 MeV band to the un-collided flux is given by
where N A is Avogadro's number, M DT is the average molar mass of a pair of deuterium and tritium ions, r DT (Ref. 25 ) is the average elastic scattering cross section of a 14 MeV neutron off of either a deuterium or tritium ion (¼0.77 b), q cf and q hs are the gram densities of the cold-fuel and hot spot, respectively, R hs is the hot spot radius, DR cf is the thickness of the cold fuel along the radial, and finally, a 10À12 is the fraction of scattered neutrons in the 10 to 12 MeV band
¼ 0:239:
Due to the relatively small fraction of scattered neutrons in the energy range between 13 to 15 MeV, the uncollided flux is approximated by this energy band, and the downscattered ratio is defined as
As can be seen in Fig. 5 , a finite size hot-spot will generate non-radial contributions to the detected flux, which is not included in Eq. (6) above. To address this, Eq. (6) is generalized to the mean chordal path, through the fuel assembly, R hs þ D R cf , which occurs at the mean apothem x 0 , in Fig.  5(b) . The mean apothem is the density and path length weighted average of apothem across the hot-spot, i.e., 
From this, the elements of the mean chordal path length are calculated using
and then substituted into Eq. (6) replacing R hs and DR cf , respectively. Fig. 6 illustrates the agreement between the geometric down scatter ratio formula and a series of static fuel assemblies with varying radii, asymmetries, and densities, where were simulated using MCNP. 17 The horizontal axis of the figure is the down scatter ratio using energy resolved neutron tallies outside the fuel assembly, simulating a NIF neutron time-of-flight detector. The vertical axis is the geometric DSR, using only the simulated fuel geometry (P hs 0 and P cf 0 ) and density (n hs and n cf ). The number of histories generated was large enough that the tally error bars are smaller than the data marker. The red, y ¼ x line illustrates the agreement between the geometric formula and the tallied ratio over the range of down scatter values typically observed in ignition experiments at the NIF. The scatter is due to the nonspherical fuel assemblies simulated.
IV. IGNITION EXPERIMENT DATA
A. The primary neutron image As described previously, 9,10 and in Sec. II A, images of primary neutrons are collected by gating one leg of the imaging system during the arrival time of neutrons with kinetic energies between 13 and 17 MeV. Fig. 7 shows a sample gallery of these images from the 2012 data set. The source plane pixel size of these images is 4 lm. The gallery shows the range of sizes and shapes collected to date. FIG. 6 . Comparison of the geometric down scatter ratio formula with simulated neutron time-of-flight down scattered ratio data, using energy resolved neutron flux tallies in MCNP.
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Grim et al. Phys. Plasmas 20, 056320 (2013) In the following, we have chosen to present the 2012 data as a set, with analyses based on trends and comparisons with models. We do this for several practical reasons. First, all data were collected at neutron yields below the design requirement of 1 Â 10 15 , varying from 9.8 Â 10 13 to 7.5 Â 10 14 neutrons. Further, because the diagnostic is relatively new, and calibration data relatively limited, a full understanding of the diagnostic's capabilities and limitations has yet to be realized, though considerable progress has been made. For example, the 17% contour fit, which includes the first six Legendre modes, i.e., P 0 through P 6 , with the constraint, P 1 ¼ 0, is only reported using the first two non-zero modes, P 0 , and P 2 , prohibiting higher mode shape analyses. To facilitate trend analysis across shots, we provide mean values for the size and shape of the various data sets, providing scale and a measure of variability of the data. It is important to note that the data are not identical experiments, and thus observed variations are not purely stochastic. Fig. 8(a) shows the hot-spot (P Time integrated X-ray images, 27 filtered to energies ! 9 keV, were also collected. Hard X-ray images indicate where the fuel assembly is hot, and should produce data consistent with the neutron image size and shape. As illustrated in Fig. 4(b) , equatorial X-ray images are collected along a different line of sight, rotated 123 around the hohlraum axis from the neutron image, and therefore projected asymmetries will be different between the two lines-of-sight, though P 0 values should be similar. The mean X-ray image size in the 
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Phys. Plasmas 20, 056320 (2013) above data, P XÀray 0
, is observed to be 27.3 lm, with 2.6 lm rms scatter, and the mean P XÀray 2
=P
XÀray 0 is observed to be À0.09 with a rms of 0.08, both in good agreement with neutron image data. Since the neutron image data directly measure where fusion reactions are occurring, this result confirms the correctness of the assumption that the ! 9 KeV band of X-ray image data originates from the hot deuteriumtritium core rather than from outside the core.
Synthetic neutron images, for the 6-12 MeV, 10-12 MeV, and 13-17 MeV energy gates, were generated for comparison with data. The synthetic image results, indicated by the red squares in Fig. 8(a) , were obtained by postprocessing 28 2D integrated hohlraum simulations, 29 where the radiation drive was tuned to match shock speed data from shock-timing experiments, 30 radius vs. time data from convergent ablator experiments, 31, 32 and bang-time data from cryogenically layered deuterium-tritium implosions. 5, 6, 11 We have also generated synthetic images from high-resolution 2D capsule-only simulations 33 and the results are consistent with those presented. The simulated images were smoothed with a 10 lm FWHM Gaussian function to approximately match the diagnostic resolution of 12 lm, followed by the same analysis of the 17% contour as was done for the data. As can be seen in Fig. 8(a) , the simulation results show good agreement with the data, having a mean radius (P indicates that the simulated images perform well at predicting the actual data, with the probability that another set of data will measure a larger v 2 than the current value is 93%. The data shown in Fig. 8 were collected over a wide variety of experimental conditions aimed at increasing hot-spot pressure, which would correlate with a decreasing hot-spot size. The varying experimental conditions included changes to the laser drive by increasing the rise time of the 4th shock, lengthening the pulse, and increasing the peak power, as well as changes to the hohlraum materials and geometry. The data set shows no trend towards decreasing hot-spot size, or improved target performance, based on observed yields and ion temperature measurements.
B. The cold-fuel image
Images of neutrons scattered to energies lower than 12 MeV are collected in a second camera system viewing the scintillator. This second system is gated to view scintillation light coincident with neutrons arriving with kinetic energies between 6 and 12 MeV, except for shots N111215 and N120126, which used a 10-12 MeV gate. Fig. 9 shows a gallery of scattered neutron images from the 2012 data set. As expected, the scattered images are larger than the primary images, due to the dense deuterium-tritium volume surrounding the hot-spot. Absolute registration of the primary and scattered images shows that the 17% contours of the two images are concentric. The accuracy of the image coregistration is 62.5 lm. Studies with neutron transport Monte-Carlo tools have shown that both the 10-12 MeV and 6-12 MeV energy images produce comparable contours of constant signal intensity, and the 17% contour contains, on average, 95% of the cold dense fuel. Fig. 10 shows a summary of the P cf 0 and P cf 2 =P cf 0 measurements (blue circles), along with post-shot simulation estimates of these quantities (red squares). The set of data shown is reduced in number over the hot-spot image data due to the low yields in several of the shots. The mean P cf 0 value of these data is 37.8 lm, with a standard deviation of 3.9 lm. The error on an individual measurement varies between 3.5 lm and 5.5 lm, depending on yield. The sources of uncertainty in these data are similar to those for the primary image with the contribution from statistical uncertainties being larger. Fig.  10(b) shows the variation of the scattered image P varies from À0.31 to 0.2, but unlike the primary image, the mean value is À0.01 with a standard deviation of 0.11. For the analyses below, we treat the volume defined by the scattered image as a sphere. The apparent presence of higher mode components does not materially effect this approximation, since volume corrections of higher order modes contribute as their relative amplitudes cubed, i.e., (P i /P 0 ) 3 . As mentioned, the red squares in Fig. 10(a) 
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Phys. Plasmas 20, 056320 (2013) the mean radius of the simulated images is 6.7 6 0.8 lm larger than the data. The discrepancy between the data and simulation is statistically significant. The v 2 difference between the two sets is 28.7. Thus, the probability that an alternative set of data will produce a v 2 as large as this is less than 3.7%, indicating that the models producing the simulated images do not describe the scattered image data. This discrepancy has implication with respect to the shell density, which will be discussed in Sec. IV C.
One possible explanation could be a systematic underestimate of the image size to due image statistics. Empirical characterization of the camera system, using image data from low yield implosions, indicate the lateral extent of a cold fuel assembly with uniform density should be sufficiently sampled to produce a significant image at primary yields of տ1.0-1.5 Â 10 14 neutrons, though the error bars become large. Using the simple 1D model described above, it is possible to calculate the expected scattered image P cf 0 needed to match the measured down scatter ratio of these experiments, indicated by the green triangles in Fig. 10(a) . The measured down scattered ratio is determined using neutron time-of-flight diagnostics. 34 Not surprisingly, the geometric down scatter ratio predictions are systematically larger than the data and agree, reasonably, with the 2D simulation results, indicating that in these simulations a large fraction of the initial deuteriumtritium mass in the target is participating in the simulated scattered image. In studies by the authors of the 2D simulations used to generate the neutron images, it was found that the 17% contour of the corresponding simulated scattered image typically contained $95% of the initial deuterium-tritium mass.
C. Dense shell geometry
In the simple 1D concentric shell model of the fuel assembly, the dense deuterium-tritium layer resides just outside the oblate spheroid defined by the hot-spot image and inside the sphere defined by the scattered fuel image. This volume may be characterized by a mean thickness, T 0 , and the fractional deviation along the pole, T 2 /T 0 ¼ (P 
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Phys. Plasmas 20, 056320 (2013) the data with large P cf 0 error bars (low yield) is now included. The inferred shell thickness varies from 7 lm up to 18.7 lm. The mean thickness is 11.3 lm, with a rms scatter of 3.3 lm. Because of the oblate hot-spot, the shell thickness is prolate with T 2 /T 0 ¼ 0.3 and r rms ¼ 0:3. A prolate shell results in differential attenuation of the radial 14 MeV neutron flux between the pole and the equator. The 2012 image data imply that the ratio of the polar to equatorial uncollided radial flux is given by
Experimental values would be closer to 1 due to the finite source size. In the analysis by Cerjan et al., 11 detailed modeling of the fuel distribution for shot N120321, using nuclear activation 35 data, results in an asymmetric distribution of mass with high density regions accumulating at the poles and lower density regions on the equator. This configuration is consistent with the shell thickness data above.
D. Geometric downscattered ratio
As described in Sec. III B, the above geometry data may used to infer a geometric down scatter ratio based on the assumption that the deuterium-tritium fuel is uniformly distributed within the volumes calculated. The inferred geometric down scatter ratio data are shown in Fig. 12 , indicated by the green diamonds. Also plotted are the NIF authorized down scatter ratio measurements, blue circles, as well as the 2D simulated down scattered ratios, red squares. Although the geometric down scatter data trend with the time-of-flight data, on average, they are 34% larger. The simulated neutron time-of-flight down scatter ratios show better agreement with data, but these also show a systematic excess of 27%. This last point is significant, as the 2D simulation data not only over predicts the neutron image size, but also over predicts the observed down scatter ratio, which is inconsistent with a simple 1D, mass conserving model of the fuel assembly.
V. DISCREPANT DATA SYNOPSIS
In the preceding sections, the image and down scattered ratio data were compared with predictions from a simple 1D model, and 2D state-of-the-art integrated hohlraum simulations. Significant discrepancies and inconsistencies exist between the data and model predictions with the most notable facts summarized below:
• The 2D simulated scattered image size is consistent with the inferred image size from the 1D model, using the hotspot image size and neutron time-of-flight down scattered ratio data.
• The 2D simulated scattered image size is systematically larger than the data.
• The 2D simulated down scatter ratio is systematically larger than the data.
• The down scattered ratio inferred from the 1D model, using the hot-spot and scattered image sizes, is systematically larger than the 2D simulated down scatter ratio, (and therefore data).
By construction, the 1D model conserves initial deuterium-tritium mass within image volumes. The first item above indicates that the 2D simulations effectively conserve initial mass ð! 95%Þ within the image volumes as well. Since the 2D simulated down scatter ratios and simulated scattered image sizes both over predict data, resolving these discrepancies simultaneously, while conserving initial deuterium-tritium mass, is logically inconsistent. Thus, in the absence of unknown systematic effects, the scattered image data indicate that substantially less mass than the initial deuterium-tritium payload is present at stagnation.
Reducing the mass within the cold-fuel shell by 23.5% would eliminate the discrepancy between the data and the geometric down scatter ratio, though this represents a significant fraction of the fuel assembly, or close to 40 lg. Initial studies using 2D and 3D HYDRA simulations hint at several means of moving mass outside the 17% contour. For example, high-mode 2D mix at the ablator-fuel interface, seeded by surface roughness profiles 1-3 times larger than the measured outer surface metrology, could result in up to 25% of the fuel mass lying outside the 17% contour, lowering the geometric down scatter ratio closer to the observed values. A byproduct of interface mix is hot-spot shape ðP hs 2 =P hs 0 Þ variability in the primary neutron image on the scale of 10%, which is also consistent with observed variations in the data. However, it was found that 2D mix did not change the P cf 0 of the 17% down scattered image contour from the unmixed case, even when the simulated surface roughness was increased multiple times over the measured value. Preliminary studies indicate that accounting for 3D mix could lower the size of the 17% down scattered image contour closer to the observed value, but more investigation is needed. An alternate explanation for the size discrepancy is that large low mode asymmetries, due to asymmetric drive conditions, could move as much as 20% of the payload mass up to the poles where it is kinematically more difficult for the D and T atoms to down scatter primary neutrons in a manner that contributes to an equatorial down scattered image. Preliminary studies indicate that when the fuel assembly is much thicker in the polar regions, the size of 17% contour of the 6-12 MeV image could be smaller than the lateral extent of the fuel assembly, but more investigation is needed. FIG. 12 . Down scatter ratio data for layered cryogenic implosions. Blue circles are NIF neutron time-of-flight measurements, green diamonds are the inferred ratio using geometry data from the neutron imaging diagnostic, and the red squares are the results of 2D integrated hohlraum simulations.
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Phys. Plasmas 20, 056320 (2013) VI. SUMMARY
The NIF neutron imaging system now routinely produces high quality neutron images of where 14 MeV neutrons are born and scattered in imploded deuterium-tritium fuel assemblies. Primary neutron images have been collected at yields as low as 9 Â 10 . A simple 1D model was used to explore logical consistency of the image data with the down scatter data, as well as for analyzing the discrepancy between the 2D simulated images and data. Results of these analyses indicate that the mass participating in the scattered image formation is substantially less, by $25%, than the initial payload. Preliminary simulation studies have shown that this reduced mass in the image formation process may originate with either low mode mass asymmetries within the fuel assembly, or possibly high mode mix at the ablator fuel interface. Further studies on these effects are ongoing.
