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We consider two-dimensional determinantal processes which are rotation-invariant and
study the fluctuations of the number of points in disks. Based on the theory of mod-phi
convergence, we obtain Berry-Esseen as well as precise moderate to large deviation estimates
for these statistics. These results are consistent with the Coulomb gas heuristic from the phys-
ics literature. We also obtain functional limit theorems for the stochastic process (#Dr)r>0
when the radius r of the disk Dr is growing in different regimes. We present several applica-
tions to invariant determinantal processes, including the polyanalytic Ginibre ensembles, zeros
of the hyperbolic Gaussian analytic function and other hyperbolic models. As a corollary, we
compute the precise asymptotics for the entanglement entropy of (integer) Laughlin states for
all Landau levels.
1. Introduction and results
1.1. Introduction
Determinantal point processes arise in several contexts in probability theory, such as random matrices,
free fermions, zeros of Gaussian analytic functions, domino tilings, etc. [TSZ08, Bor15]. In particular, the
eigenvalues of a randommatrix with i.i.d. standard complex Gaussian entries form a determinantal process
in C which is known as the Ginibre ensemble [Gin65]. This process can also be viewed as a 2-dimensional
gas of electrons at inverse temperature β = 2 [Ser18]. Random systems such as determinantal processes
or Coulomb gas, due to their built-in repulsion, exhibit remarkable hyperuniformity or rigidity properties,
that is the fluctuations of the number of points in a given region is smaller than compared to a Poisson
process with the same intensity. In fact, a well-known principle from electrostatics introduced in [MY80]
states that the variance of the number of points in a box should grow like the surface area instead of the
volume as in case of i.i.d. random points. Based on this physical reasoning, Jancovici, Lebowitz, Manificat
[JLM93] predicted the large deviation asymptotics for the number of points in large balls. We aim at
rigorously verifying this conjecture for the Ginibre ensemble, as well as to obtain precise deviations for
counting statistics. Our method relies on the determinantal structure of the Ginibre ensemble combined
with the theory of mod-phi convergence. In Section 2, we discuss other determinantal processes which
also fit in our framework, including fermion point processes associated with higher Landau levels, the
zero process of the hyperbolic Gaussian analytic function as well as other ensembles which are invariant
(in law) under certain groups of Möbius transformations. Our findings are summarized in Section 2.4.
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1. Introduction and results
It is easier to present our results in the infinite volume case. The (infinite) Ginibre point process is
the microscopic scaling limit in the bulk of the Ginibre eigenvalue process. It turns out that this limit
is universal for many different ensembles of random matrices, including normal matrices with a general
potential [AHM11] and random matrices with general i.i.d. entries [TV15, CES19]. Let us denote by ξ
this point process (viewed as a discrete random measure on C). ξ is a determinantal process with kernel
K0(z, w) = e
zw¯ with respect to the standard Gaussian measure dµdm (z) =
1
π e
−|z|2 , where m denotes the
Lebesgue measure. It follows that this process is translation-invariant on C with intensity 1/π. Since it
is also rotation-invariant, it has the following remarkable property which was first obtained by Kostlan
[Kos92], see [HKPV06] and [Dub18] for generalizations.
Theorem 1.1 ([Kos92]). The set of square-modulus of the points of ξ has the same distribution as
{Γ1,Γ2, . . .}, where Γk are independent gamma-distributed random variables with shape k and rate 1.
We are interested in the fluctuations of the number of points in a disk Dr = {|z| < r} for a large radius
r > 0. Theorem 1.1 shows that this counting statistic is given by ξ(Dr) =
∑∞
k=1 1Γk≤r2 in law, from
which one can easily deduce a central limit theorem:
π
1
4
ξ(Dr)− r2
r
1
2
d−−−→
r→∞ N0,1, (1.1)
with N0,1 being a standard Gaussian random variable, see [MY80]. The CLT (1.1) can also be deduced
from a general result of Soshnikov [Sos02] for the fluctuations of linear statistics of determinantal processes.
In particular, the statistic ξ(Dr) has variance proportional to the surface area of Dr. As for large
deviations of ξ(Dr), it is argued in [JLM93] by use of electrostatic arguments that for any x ∈ R+,
− logP(ξ(Dr)− r2 ≥ xrγ) =

x2
2 r
2γ−1(√π + o(1)), 12 ≤ γ < 1,
x3
6 r
3γ−2(1 + o(1)), 1 < γ < 2,
(γ−2)x2
2 r
2γ log r
(
1 + o(1)
)
, 2 < γ.
(1.2)
In this paper, we rigorously establish (1.2) and investigate the precise deviations of the statistics ξ(Dr)
at different scales complementing the above-mentioned results. A similar study is also done for the
eigenvalues of large Ginibre random matrices and our findings agree inside the bulk. We also describe
the finite-size effects occurring at the edge in Section 2.1.
Our analysis relies on the theory of mod-phi convergence, a concept which provides a unified framework
to study deviations of certain random variables beyond the central limit theorem, see [FMN16]. In
particular, this allows us to makes precise the idea that ξ(Dr) =
∑∞
k=1 1Γk≤r2 behaves like its mean r
2
plus a sum of r independent, roughly identically distributed (re-centred) Bernoulli random variables. For
a review of mod-phi convergence, we refer to Section 1.2. As a result, we obtain the following precise
asymptotics for the counting statistics ξ(Dr) of the infinite Ginibre process.
Proposition 1.2. There exist two functions I : R → R+ with I(0) = I ′(0) = 0 and I ′′ > 0 and ψ : R→
R+ with ψ(0) = 1 such that it holds locally uniformly for y ∈ R+,
P
(
ξ(Dr)− r2 ≥ ry
)
= e−rI(y)
√
I ′′(y)
2πr
ψ(I ′(y))
1− e−I′(y)
(
1 + O(r−1)
)
.
I is usually called the rate function and its convex conjugate Λ0, as well as ψ0 are given explicitly
in the statement of Proposition 2.4 below with α = 0. Since our estimates are uniform, Proposition 1.2
covers the full regime γ ≤ 1 in (1.2), including correction terms. Moreover, this implies Berry-Esseen
estimates and an extension of the CLT (1.1) in the optimal window where the Gaussian approximation
is valid (see Corollary 1.7). We also verified that our expression for I matches with the prediction from
[JLM93, (2.9a) and (2.9b)]. This rate function as well as the asymptotics (1.2) have also been obtained
recently in the physics literature using different methods, [LGC+19]. The large deviation estimates from
(1.2) are verified in Theorem 2.7 below. In fact, we show that these asymptotics hold for all Ginibre-
type ensembles associated with higher Landau levels (see Section 2.2 for a physical motivation of these
ensembles). Proposition 1.2 describes the crossover from moderate to large deviations when γ = 1. We
2
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also compute the rate function which appears for the critical value γ = 2. Some further motivations
explaining the emergence of the different regimes and rate functions, as well as the differences between
the different Landau levels, are given in Section 2.2. Importantly, our method also allows us to obtain
asymptotics of the entanglement entropy for counting statistics, see Theorem 2.5.
To put our results in perspective, there is an extensive literature on large deviation estimates for
hyperuniform two-dimensional point processes to compare with. Most relevant in our context are the
references [BAZ98, Shi06] on eigenvalues of the Ginibre ensemble, [Kri06a, NSV08] for zeros of Gaussian
analytic functions and [ZZ10, But16, BZ17] for zeros of random polynomials, as well as [ST05, GN19] on
the so-called hole probabilities of the Gaussian entire function. We also refer to [HKPV09, Chapter 7]
and [GN18] for a review of these results and further references. For the Ginibre ensemble, it is also worth
mentioning the rates of convergence to the circular law obtained recently in [GJ18].
We can also investigate the statistics
(
ξ(Dr)
)
r∈R+ as a stochastic process. To do so, let us use the
notation
Xr(t) = π
1
4
ξ(Drt)− (rt)2
r
1
2
, t ∈ R+.
The random variable Xr(t) has mean 0 and it has finite variance. We obtain the following central limit
theorem.
Proposition 1.3. The following convergence in finite-dimensional distributions holds as r→∞:(
Xr(t)
)
t∈R+
fdd−−→ (t 12Nt)t∈R+ ,
where (Nt)t∈R+ is a white noise, i.e. Nt are i.i.d. standard Gaussian random variables.
This lack of correlations is interesting, as it is in contrast with what happens if the points where
independent. If P is a homogeneous Poisson point process with intensity 1/π on C, then we verify for
r→∞ that (
P(Drt)− (rt)2
r
)
t∈R+
S(R+)−−−−→ (Wt)t∈R+ ,
where (Wt)t∈R+ is a standard Brownian motion and the convergence holds with respect to the Skorokhod
topology1. This difference lies in the rigidity of the Ginibre configurations. Indeed, the Coulomb gas
heuristic suggests that only the particles lying near the boundary of Dr contribute significantly to the
fluctuations of ξ(Dr). Therefore, the statistics ξ(Dr) for disks which are macroscopically separated
become independent in the limit. This also suggests that in order to obtain a non-trivial limit, we should
let the radius vary in a microscopic way. We obtain the following functional central limit theorem.
Proposition 1.4. The following weak convergence holds true with respect to the Skorokhod topology as
r→∞: (
Xr
(
1 +
t
r
))
t∈R
S(R)−−−→ (Gt)t∈R,
where (Gt)t∈R is a stationary, centred Gaussian process with covariance kernel given by
E[GsGt] = e
−(t−s)2 − 2√π(t− s)P(N0,1 ≥ √2(t− s)) for s ≤ t.
The proofs of Proposition 1.2, Proposition 1.3 and Proposition 1.4 follow from general results presented
in Section 1.3 which apply to rotation-invariant determinantal processes. The applications of our general
results to the finite and infinite Ginibre ensembles are given in Section 4.1.
Remark 1. The process (Gt)t∈R has the same regularity as Brownian motion. By our general results, we
find that its covariance kernel is also given by
E[GsGt] =
√
π
∫
R
P(N0,1 ≥ x− 2s)P(N0,1 ≤ x− 2t) dx for s ≤ t.
The formula presented in Proposition 1.4 follows from an exact computation (see Appendix B).
1Recall that a sequence of càdlàg functions Xn : R→ R is said to converge to a càdlàg function X : R→ R in the Skorokhod
topology if there exists a sequence of strictly increasing, continuous functions (wn)n∈N such that for all compact sets
B ⊆ R it holds supt∈B|wn(t) − t| → 0 and supt∈B|Xn(wn(t)) −X(t)| → 0.
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Remark 2. A classical result asserts that the (asymptotic) fluctuations of the Ginibre eigenvalues are
described by an H1-valued Gaussian process [RV07b, RV07a]. This means that for any function f ∈
H1 ∩ L1(µ),
ξ(fρ)−
∫
C
fρ(z)
dm(z)
π
d−−−→
ρ→∞
‖f‖H1(C)N0,1, where fρ(z) = f
(z
ρ
)
(1.3)
and ‖f‖2H1(C) = 14π
∫
C
|∇f(z)|2 dm(z). If one considers f = 1D∗ϕρ, where ϕρ is an approximate δ-function
at microscopic scale ρ−1/2, then one expects from (1.3) that (ξ(Dρ)−ρ2) ∼ √ρN0,1 as ρ→∞. Similarly,
by considering the test function f =
∑m
j=1 αj1Dtj ∗ ϕρ with 0 < t1 < · · · < tm and α1, . . . , αm ∈ R for
m ∈ N, one can informally recover the multi-dimensional central limit theorem given in Proposition 1.3.
1.2. Background and notation
Notation. Throughout this article, we denote by R+ = [0,∞), N0 = {0, 1, 2, . . .} and the horizontal strip
by S = {z ∈ C : |ℑz| < π}. Let the disk of radius r > 0 in the complex plane be Dr = {z ∈ C : |z| ≤ r}.
For binomial coefficients, we use the convention:
(
n
m
)
= 0 if n < m. We use cα, Cα for numerical constants
depending on α which may change throughout chains of inequalities.
As in the introduction, N0,1 stands for a standard Gaussian random variable, and we let Φ0(x) =
P(N0,1 ≥ x) be its probability tail function.
We denote the cumulant generating function of a centred Bernoulli distribution with parameter p by
κp(z) = logE
[
ez(Berp−p)
]
= log
(
1 + p(ez − 1))− pz (1.4)
for p ∈ [0, 1] and z ∈ S and by κ˙p(z) = dκp(z)dp , etc. its derivatives. For a real-valued random variable X ,
let κ(q)(X) be its q-th cumulant.
A function f : R → C is called absolutely continuous if f ∈ W 1,1(R), that is f ∈ L1(R) and it
has a weak derivative f ′ ∈ L1(R). Notice that any function f ∈ W 1,1(R) is continuous and satisfies
|f(x)− f(x′)| ≤ ∫∞x0 |f ′(y)| dy for all x, x′ ≥ x0. Since this integral converges to 0 as x0 →∞, this shows
that f(x) has a finite limit as x→ +∞. Since f ∈ L1(R), this limit is 0 and the same holds as x→ −∞.
This shows that f ∈ C0(R) for any f ∈ W 1,1(R) and we will use this fact throughout the rest of the
paper.
Determinantal point processes. Determinantal processes is a class of point processes which has been
introduced by Macchi to describe free fermions [Mac75]. Such processes are characterized by the property
that all their correlation functions (with respect to a reference measure µ) are of the form
det
i,j∈{1,...,n}
[
K(xi, xj)
]
, n ∈ N.
The function K is called the correlation kernel. If it defines a locally trace-class (integral) operator
K, then this operator characterizes the law of the process, see Remark 11 below. A short discussion
on point processes and their correlation functions is given at the beginning of Appendix A, and we
refer to [Sos00, ST03a, Joh06, HKPV06, Bor15] as introductions to determinantal processes, including
several examples. For instance, the eigenvalues of unitary invariant ensembles like the GUE and the
CUE and the eigenvalues of normal random matrices are determinantal processes [AGZ09, AHM11]. In
particular, the correlation kernel of the n× n Ginibre ensemble is KN (z, w) =
∑N−1
k=0
zkw¯k
k! with respect
to dµdm (z) =
1
π e
−|z|2 on C.
In the present article, we are interested in certain two-dimensional processes which are rotation-
invariant such as the (polyanalytic) Ginibre ensembles whose kernels with respect to the Gaussian measure
dµ
dm (z) =
1
πe
−|z|2 are given by
Kα(z, w) = Lα
(|z − w|2)ezw¯, z, w ∈ C, α ∈ N0,
where Lα denotes the orthonormal Laguerre polynomial of degree α. These ensembles generalize the
infinite Ginibre point process (α = 0). They describe the thermodynamic limit of two-dimensional free
fermions in a uniform magnetic field in the Landau level α, see [Zab06].
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Another example that we consider for comparison purposes is the zeros set of the hyperbolic Gaussian
analytic function F (z) =
∑∞
k=0 akz
k with (ak)k∈N0 being a sequence of i.i.d. standard complex Gaussian
random variables. In [PV05] it is shown that {z ∈ D : F (z) = 0} defines a simple point process which is
determinantal with kernel K(z, w) = 1π(1−zw¯)2 with respect to the Lebesgue measure m on the unit disk
D = {z ∈ C : |z| < 1}.
We focus on rotation-invariant determinantal processes because our analysis relies on the fact that
counting statistics for nested disks centred at the origin are so-called simultaneously observable, see
[ST03b, Proposition 2.8] or [HKPV06, Proposition 9] or Lemma 1.8. Namely, if ξ is a rotation-invariant
determinantal process in C associated with a locally trace-class, self-adjoint operator K, then for any
rℓ > · · · > r1 > 0, it holds (
ξ(Drk)
)ℓ
i=1
d
=
(∑
k∈N
1Uk≤λk(ri)
)ℓ
i=1
, (1.5)
where (Uk)k∈N is a sequence of i.i.d. random variables which are uniform in [0, 1] and (λk(r))k∈N denotes
the eigenvalues of the operator K|Dr . In particular, it follows from the general theory that λk(r) ∈ [0, 1]
for all k ∈ N and r > 0, see [Sos00, Theorem 3] or [HKPV06, Theorem 22].
Mod-phi convergence. The concept of mod-phi convergence was first introduced in [KN10, JKN11,
KN12] and further developed in the series of works [FMN16, FMN17, FMN19] with the goal of providing
a unified framework to obtain precise information on a sequence satisfying a central limit theorem, such as
Berry-Esseen estimates and precise moderate to large deviation estimates. By now, the theory of mod-phi
convergence has been successfully applied in different contexts such as asymptotic combinatorics [FMN18],
in connection to the Ising model [MN15] and determinants of classical random matrix ensembles [DHR19].
Intuitively, the idea is to compare a sequence of random variables (Xn)n∈N with a sum of independent,
identically distributed random variables at the level of cumulant generating functions to obtain precise tail
estimates. As we are interested in counting statistics, we introduce the concept of mod-phi convergence
for discrete random variables following the approach of [FMN16].
Definition 1.5. The sequence of Z-valued random variables (Xn)n∈N converges in the mod-phi sense
with parameters (tn)n∈N, normalizing distribution ν on R and limiting function ψ (analytic in the strip
S = {z ∈ C : |ℑz| < π}) if as tn →∞, it holds locally uniformly on S,
E
[
ezXn
]
etnΛ(z)
−−−−→
n→∞
ψ(z),
where Λ(z) = log
∫
R
ezx dν(x) denotes the cumulant generating function of ν. We also assume that the
following technical condition holds: there exists C, ε > 0 such that for all x ∈ [−ε, ε] and all δ > 0,
max
y∈[−π,π]\(−δ,δ)
∣∣exp(Λ(x+ iy)− Λ(x))∣∣ ≤ 1− Cδ2. (1.6)
In contrast to the works mentioned above, the distributions ν observed in this article are discrete signed
measures, which is a rather surprising fact. To fix the normalization, we assume that the total mass of ν
is 1 in which case ψ(0) = 1. In Definition 1.5, we implicitly assume that
∫
R
ezx|ν|(dx) <∞ for all z > 0
where |ν| denotes the variation of ν and that log(∫
R
ezx dν(x)) is well-defined for the principal branch of
log in the strip S. Then Λ is an analytic function in this strip and
Λ′(0) = lim
n→∞
E[Xn]
tn
and Λ′′(0) = lim
n→∞
Var(Xn)
tn
.
We always assume that Λ′′(0) > 0. Then we deduce from the above mod-phi convergence the following
precise moderate and large deviation estimates, [FMN16, Section 3].
Theorem 1.6. Let (Xn)n∈N be a sequence of centred real-valued random variables converging in the
mod-phi sense of Definition 1.5. Let I : R → [0,∞] be the convex conjugate of Λ. Then, the following
asymptotic holds locally uniformly for y ∈ R+, as n→∞,
P
(
Xn ≥ tny
)
= e−tnI(y)
√
I ′′(y)
2πtn
ψ(I ′(y))
1− e−I′(y)
(
1 +O(t−1n )
)
. (1.7)
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I is usually called the rate function. Recall that I(y) = supx∈R{xy − Λ(x)} is convex on R and that
I ≥ 0 since Λ(0) = 0 because of our normalization. The RHS of (1.7) needs to be interpreted as 0
whenever I(y) = ∞. The main difference with [FMN16, Theorem 3.2.2] is that we only require that
Λ(z) exists for z ∈ S, and we assume the technical condition (1.6) (which is sufficient for the result in
[FMN16]). Since we are restricted to Z-valued random variables, the proof (which is based on Fourier’s
inversion formula) goes through directly. In the formulation of Theorem 1.6, we assume that y > 0, but
one can also obtain the left tail by applying the results to the sequence (−Xn)n∈N.
Note that compared to usual large deviation estimates, the asymptotic (1.7) holds for P(Xn ≥ t), rather
than its logarithm, uniformly for all t ∈ R up to the order tn. Thus, if we normalize the random variables
Xn, we deduce the following results.
Corollary 1.7. Let X˜n =
Xn√
tnΛ′′(0)
. Under the assumptions of Theorem 1.6, it holds
• Berry-Esseen estimate: There exists a constant C > 0 such that
sup
x∈R
∣∣P(X˜n ≥ x)− P(N0,1 ≥ x)∣∣ ≤ C√
tn
.
• Extended central limit theorem2: It holds for any sequence xn = o(t1/6n ) that
P
(
X˜n ≥ xn
)
= P
(
N0,1 ≥ xn
)(
1 + o(1)
)
.
• Precise moderate deviations: If xn ≥ 0 is any sequence with xn = o(
√
tn), then
P
(
X˜n ≥ xn
)
=
exp
(
−tnI
(
xn√
I′′(0)tn
))
√
2πxn
(
1 + o(1)
)
.
1.3. Main results
We take a general viewpoint and consider a rotation-invariant determinantal process ξ on C with a
Hermitian-symmetric correlation kernel K (with respect to a Radon measure µ). Let us assume that
K(z, w) =
∑
k∈Z
∑ℓk
j=1 ρk,j(|z|)zkρk,j(|w|)w¯k for z, w ∈ C with ρk,j : R+ → R normalized such that for
any k ∈ Z: ∫
C
ρk,iρk,j(|z|)|z|2k dµ(z) = 1i=j for all i, j ∈ {1, . . . , ℓk}—this set being empty if ℓk = 0.
These conditions imply that the operator K with (integral) kernel K is a projection. Let Y = {(k, j) : j ∈
{1, . . . , ℓk}, k ∈ Z} and observe that for any r > 0, the operator K|Dr with kernel K acting on L2(Dr, µ)
has eigenvalues
λu(r) =
∫
|z|<r
ρ2k,j
(|z|)|z|2k dµ(z) ∈ [0, 1], u = (k, j) ∈ Y. (1.8)
We also assume that TrK|Dr =
∑
u∈Y λu(r) <∞ for all r > 0 so that the operator K is locally trace-class.
Then, we obtain the following lemma which is modelled after Theorem 1.1 in [Kos92], see also [PV05,
Section 4.1]. Note that it immediately implies the identity (1.5).
Lemma 1.8. Denote by {Zu}u∈Y the atoms of ξ and let (Xu)u∈Y be an array of independent random
variables with laws (λu)u∈Y as in (1.8). The two point processes {|Zu|}u∈Y and {Xu}u∈Y on R+ have the
same distribution.
Since it is more general than previous results, the proof of Lemma 1.8 is given in Appendix A for
completeness. We use this result to study the law of the counting statistic (ξ(Dr))r∈R+ as a stochastic
process. For simplicity, we assume that ℓk = 1k≥−α with α ∈ N0 and denote by T (r) = E[ξ(Dr)]. Then,
we define the random variables for k ≥ −α,
Γk+α+1 = T (Xk), (1.9)
2In general, the condition xn = o(t
1/6
n ) for the extended CLT is optimal.
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where the sequence (Xk)k≥−α is as in Lemma 1.8. This transformation corresponds to unfolding3 the
point process ξ so that the random variable Γk is located around k. If the random variables Γk have
a first moment, this means that E[Γk] = k + O(1) for large k. However, for the hyperbolic ensembles
considered in Section 2.3, the radii Γk do not have a well-defined mean. As for the applications to the
invariant processes discussed in Section 2, this naturally takes into account the geometry at hand. In the
following, we study the process
ΞR =
∑
k∈N
1Γk≤R −R d= ξ(Dr)− E[ξ(Dr)], with r = T−1(R). (1.10)
Our goal is to show that the random variable ΞR converges as R→∞ in the mod-phi sense under the
following conditions on the sequence (Γk)k∈N.
Assumptions A. Assume there exists ϑ ∈ {0, 1} and an increasing continuous function Σ: R+ → R+
such that ΣR →∞ as R→∞ so that it holds for any k ∈ N,
P(Γk ≤ R) = Φ
(k − ϑR
ΣR
)
+
1
ΣR
Ψ
(k − ϑR
ΣR
)
+O
(
θR,k
)
, (1.11)
where the errors satisfy
∑
k∈N θR,k → 0 as R → ∞, Φ(x) = P(Z > x) for an absolutely continuous
real-valued random variable Z with E[|Z|] <∞ and Ψ ∈W 1,1(R). If ϑ = 1, the function ΣR = o(R) and
we further assume that there exists m > 1 such that both E[|Z|m] <∞ and Σm+1R = o(Rm).
These assumptions mean that (k,R) 7→ P(Γk ≤ R) has a smooth profile up to a small error θR,k
and if k ≥ R + Σ1+εR , (1.11) is to be interpreted as a tail-bound for the random variables Γk: P(Γk ≤
R) = O
(
θR,k
)
. In particular, this implies that only the random variables Γk for k inside a window
centred around R contribute significantly to (1.10). These assumptions have been tuned to control the
asymptotics of the cumulant general function of ΞR in order to apply the theory of mod-phi convergence.
In our applications, the parameter ϑ distinguishes between the Euclidean (ϑ = 1) and hyperbolic (ϑ = 0)
models for which the radii Γk behave differently, reflecting the underlying geometry of the process. In
particular, in case ϑ = 1, the asymptotics (1.11) show that the random variables Γk−kΣk is statistically
approximated by Z for large k and Lemma 3.1 below provide technical conditions which allow to verify
that the Assumptions A hold for several instances of determinantal processes. In case ϑ = 0, the limiting
random variable Z > 0 so that Φ(x) = 1 and Ψ(x) = 0 for all x ≤ 0.
Remark 3. In Assumptions A, instead of the condition Ψ ∈W 1,1(R), if we assume that we can decompose
Ψ = ΨAC + ΨM where ΨAC ∈ W 1,1(R) and there exists an open interval J ⊆ R such that ΨM ∈ L1(J)
is monotone and ΨM = 0 on R \ J , then the results presented below remain true. This more general
hypothesis will be useful when we investigate the properties of the hyperbolic ensembles in Section 2.3.
One can also fit in our framework, the finite-size version of the point process ξ obtained by truncating
the correlation kernel, although our assumptions become slightly more technical. For any N ∈ N0, we let
ξ(N) be the determinantal process with correlation kernel K(N)(z, w) =
∑
k<N−α ρk,1(|z|)zkρk,1(|w|)w¯k
for z, w ∈ C, and we define the processes4
Ξ
(N)
R =
N∑
k=1
(
1Γk≤R − P(Γk ≤ R)
) d
= ξ(N)(Dr)− E
[
ξ(N)(Dr)
]
, with r = T−1(R). (1.12)
Note that our normalization is such that
∑
k≤N P(Γk ≤ R) < R for all R > 0, this bound being sharp
for R in the bulk (i.e. for R ≪ N). In the sequel, for N <∞, we choose a sequence R = R(N)→ ∞ so
that one of the following conditions holds as N →∞,
i) ΣRΦ(
N−ϑR
ΣR
)→ 0, ii) N − ϑR
ΣR
= a+ + o(Σ−1R ) with a
+ ∈ R, iii) ΣR
(
1− Φ(N−ϑRΣR )
)→ 0.
(1.13)
3By definition, note that E[
∑
k∈N
1Γk≤R] = R for all R > 0, so that the densities of the Γk form a partition of unity. In
particular (Γk)k∈N cannot be any sequence of absolutely continuous positive random variables.
4By the general theory, the point process ξ(N) has exactly N points. Moreover, according to (1.10), we have ΞR = Ξ
(∞)
R .
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Note that in case i), N−ϑRΣR → a+ = +∞ and this corresponds to the bulk in the sense that the statistical
behaviour of the random variables Ξ(N)R and ΞR are the same for large N . In case iii), we must have
N−ϑR
ΣR
→ a+ = −∞ and it corresponds to the regime where the fluctuations of Ξ(N)R are asymptotically
negligible, so we are not going to emphasize on this case. Finally, ii) is the edge regime where interesting
finite-size effects occur5. In the remainder of this section, with a+ as above if N < ∞ and a+ = +∞ if
N =∞, we denote
I = (a−, a+) with a− =
{
0 if ϑ = 0,
−∞ if ϑ = 1. (1.14)
In Section 3.2, we prove the following general convergence result.
Theorem 1.9. Under the Assumptions A and (1.13), the random variable Ξ(N)R converges as R→∞ in
the mod-phi sense of Definition 1.5 with speed ΣR with respect to a cumulant generating function
Λ(z) =
∫
I
κΦ(x)(z) dx (1.15)
and with limiting function
ψ(z) = exp
(∫
I
Ψ(x)κ˙Φ(x)(z) dx+
κΦ(τ)(z)
2
)
. (1.16)
The functions Λ and ψ are analytic in the strip S = {z ∈ C : |ℑz| < π} and I is given by (1.14).
As explained in Section 1.2, this allows us to deduce precise asymptotic results like Berry-Esseen
estimates as well as precise moderate and large deviations for the (normalized) counting statistics
ΞR/
√
ΣRΛ′′(0) of our determinantal process (see Theorem 1.6 and Corollary 1.7). Note that under
Assumptions A, by Fubini’s theorem, we have∫
R
Φ(x)
(
1− Φ(x)) dx = ∫
R
(∫ ∞
x
Φ′(v) dv
∫ x
−∞
Φ′(u) du
)
dx =
∫
u≤v
Φ′(u)Φ′(v)(v − u) du dv ≤ 2E[|Z|]
(1.17)
and E[|Z|] <∞. This shows that the function Λ satisfies
Λ′′(0) =
∫
I
Var(1Z≤x) dx =
∫
I
Φ(x)
(
1− Φ(x)) dx <∞. (1.18)
A similar computation yields that Λ is convex on R and that as R→∞
Var
(
Ξ
(N)
R
)
= ΣRΛ
′′(0) +O(1). (1.19)
Let us also emphasize that a+ = ∞ if N = ∞, while Λ′′(0) depends on our choice of sequence R(N)
through (1.13) and (1.14) when N <∞.
Our setup also allows us to study (ξ(Dr))r∈R+ as a stochastic process which is where we need to
distinguish between the case ϑ = 0, 1. For instance, in the Euclidean setting, we observe non-trivial
correlations only in a microscopic regime.
Theorem 1.10. Assume Assumptions A with ϑ = 1, that
√
ΣtR
ΣR
→ gt pointwise as R → ∞ where
g ∈ C(R+) and that if N < ∞, R(N) satisfies the conditions (1.13) and (1.14). Then, it holds as
R→∞, (
Ξ
(N)
tR√
ΣR
)
t∈R+
fdd−−→ (σtWt)t∈R+ ,
5In case ii), for a given a+ ∈ R, the condition (1.13) is interpreted as an implicit equation for R(N). Then, because Σ is
increasing, the radius R(N) has a well-defined asymptotics up to order 1 as N →∞.
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where (Wt)t∈R+ is a Gaussian white noise and σ
2
t = g
2
t
∫ a+(t)
−∞ Φ(x)(1 − Φ(x)) dx with a+(t) = ∞ for
N =∞ and a+(t) = limN→∞ N−tRΣtR for N <∞ for all t > 0. Moreover, it also holds as R→∞,(
Ξ
(N)
R+tΣR√
ΣR
)
t∈R
S(R)−−−→ (Gt)t∈R,
where (Gt)t∈R is a centred Gaussian process with kernel
Cov(Gs, Gt) =
∫
I
Φ(x− s)(1− Φ(x− t)) dx, for s ≤ t.
Let us emphasize that the Gaussian process (Gt)t∈R is stationary if and only if I = R, which corresponds
to looking at microscopic fluctuations in the bulk.
On the other hand, in the hyperbolic setting, as the area of the disk Dr is comparable to the size of
its boundary, we obtain non-trivial macroscopic fluctuations as the following functional limit theorem
shows.
Theorem 1.11. Assume Assumptions A with ϑ = 0 and that R(N) satisfies the conditions (1.13) and
(1.14) if N <∞. Then, it holds as R→∞,(
Ξ
(N)
tR√
ΣR
)
t∈R+
S(R+)−−−−→ (Gt)t∈R+ ,
where (Gt)t∈R+ is a centred Gaussian process with kernel
Cov(Gs, Gt) =
∫
I
Φ
(x
s
)(
1− Φ
(x
t
))
dx, for 0 < s ≤ t.
In this case, we see that the Gaussian process (Ge−t)t∈R is stationary if and only if I = R+.
2. Applications
In this section we present different determinantal processes which fall in the framework of Section 1.3.
In Section 2.1, we discuss the finite Ginibre ensembles and present the edge effect which occurs because
of the finite number of particles. Using our method, we can also consider finite versions of the Ginibre-
type ensembles and hyperbolic ensembles discussed below and observe similar boundary effects. In
Section 2.2, we introduce the Ginibre-type ensembles which are generalizations of the (infinite) Ginibre
ensemble coming from the physical description of electrons. Our goal is to compare the deviations for
counting statistics, as well as the entanglement entropy, for these different ensembles. These sections
expand the results presented in Section 1.1. In Section 2.3, we apply our results to the zeros of the
hyperbolic Gaussian analytic function and other hyperbolic ensembles. Our goal is to put in perspective
what happens in different geometric settings by comparing hyperbolic and Euclidean models. Finally, our
findings are summarized in Section 2.4.
2.1. The Ginibre ensemble
The Ginibre ensemble introduced in [Gin65] is the prototypical example of a non-Hermitian random
matrix. It consists of an N × N matrix filled with i.i.d. standard complex Gaussian entries and its
eigenvalue process, denoted by ξ(N), is a determinantal process with correlation kernel
KN (z, w) =
N−1∑
k=0
(zw¯)k
k!
(2.1)
with respect to the Gaussian measure dµdm (z) =
1
π e
−|z|2 on C. It is well-known that the point process
ξ(N) is invariant by rotation and that it distributes uniformly on the disk D√N for large N , this is known
9
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as the circular law, see e.g. [Cha15]. It is plain that KN(z, w) → ezw¯ as N → ∞, so that the (infinite)
Ginibre ensemble as presented in Section 1.1 is the local scaling limit of the Ginibre eigenvalue process.
In fact, (2.1) is a finite rank approximation of the Ginibre kernel K0 and as such, by applying Lemma 1.8,
we find that according to (1.9) with T (r) = r2, Γk are gamma-distributed random variables with shape
k and rate 1 for k ∈ {1, . . . , N} and “non-existent" otherwise. In this section, we study the counting
statistics (ξ(N)(D√
γN
))γ∈[0,1] as N → ∞ and observe that there is an edge effect for γ = 1. We let for
γ > 0,
ΞN (γ) = ξ
(N)
(
D√
γN
)− E[ξ(N)(D√
γN
)] d
=
N∑
k=1
(
1Γk≤γN − P(Γk ≤ γN)
)
.
We have E[ξ(N)(D√
γN
)] = γN + oC(1) uniformly for all γ < 1 − C
√
logN
N if C > 0 is sufficiently
large. However, at the edge, after rescaling γ = 1 + t/
√
N , it holds uniformly for all |t| ≤ C
√
logN
N ,
E[ξ(N)(D√
γN
)] = N1t<0 +
√
Nf(t) + g(t) + oC(1) for two smooth functions f and g. Hence, we cannot
use the crude approximation E[ξ(N)(D√
γN
)] = min{γ, 1}N + O(
√
N) to study the fluctuations of the
process (ΞN (γ))γ>0.
Proposition 2.1. In the bulk, let I∞ = R for γ ∈ (0, 1). At the edge, let It = (−∞, t] for γ = 1− t√N +
t2
2N
and t ∈ R. In both cases, the sequence (ΞN (γ))N∈N converges in the mod-phi sense at speed
√
γN with
cumulant generating function of the form (1.15) and with limiting function of the form (1.16), where
I = It, Φ = Φ0 being the tail distribution function of N0,1 and Ψ = Ψ0 =
2−5x2
6
√
2π
e−
x2
2 .
The proof of Proposition 2.1 is given in Section 4.1 and it relies on the fact that Γk are infinitely
divisible together with an Edgeworth expansion to obtain the approximation (1.11). One could also
use the steepest descent method to obtain these asymptotics and it naturally explains why the error
function Φ0 and the correctionΨ0 arise. By Corollary 1.7, this mod-phi convergence implies Berry-Esseen
estimates and precise moderate to large deviations for the normalized counting statistics (γN)−
1
4ΞN (γ)
including at the edge of the circular law.
We also obtain functional central limit theorems as in Theorem 1.10.
Proposition 2.2. It holds as N →∞ that(
N−
1
4ΞN (t)
)
t∈R+
fdd−−→ (σtNt)t∈R+ ,
where (Nt)t∈R+ is a Gaussian white noise and σ
2
t =
√
t
π if t < 1, σ
2
1 =
1
2
√
π
and σ2t = 0 if t > 1.
Proposition 2.3. For any γ ∈ (0, 1], it holds as N →∞ that(
N−
1
4ΞN
(
γ + t√
N
))
t∈R
S(R)−−−→ (Gt)t∈R,
where (Gt)t∈R is a centred Gaussian process with covariance kernel
Cov(Gs, Gt) = γ
1
4
∫
I
P(N0,1 > x− s)P(N0,1 ≤ x− t) dx
for s ≤ t, where I = R if γ ∈ (0, 1) (i.e. in the bulk) and I = (−∞, 0] if γ = 1 (i.e. at the edge).
Note that as expected, these results are consistent with those presented in Section 1.1 for the (infinite)
Ginibre ensemble, except for the edge effects. In particular, by Remark 1, the Gaussian process (Gt)t∈R
observed in the bulk is the same as in Proposition 1.4.
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2.2. Ginibre-type ensembles
These point processes, also known as polyanalytic Ginibre ensembles, are generalizations of the (infin-
ite) Ginibre ensemble which arises from the physics of two-dimensional (spinless) electrons subject to a
constant (perpendicular) magnetic field. This problem is for instance relevant to the description of the
quantum Hall effect, see [Eza13, Rou19] and reference therein. As explained in [HH13, Shi15, APRT17],
this system is described by the Landau Hamiltonian whose spectrum consists of eigenvalues with infinite
multiplicity; the corresponding eigenspaces Hα for α ∈ N0 are called Landau levels and they can be
identified with α-analytic Bargmann-Fock spaces6. In particular, the ground state α = 0 of the Landau
Hamiltonian corresponds to the Hilbert spaceH0 of all entire functions in L2(µ) whose reproducing kernel
is the Ginibre kernel K0(z, w) = ezw¯ for z, w ∈ C. In general, the Hilbert space Hα has a reproducing
kernel
Kα(z, w) =
∞∑
k=−α
ϕα,k(z)ϕα,k(w) = Lα
(|z − w|2)ezw¯, z, w ∈ C, (2.2)
where Lα denotes the orthonormal Laguerre polynomial of degree α ∈ N0. The Ginibre-type ensembles,
denoted by ξα, refers to the determinantal point process on C with correlation kernel Kα. They describe
the thermodynamic limit of an infinite system of electrons which are confined in the α-th Landau level.
Since Lα(0) = 1 for all α ∈ N0, these ensembles are homogeneous with intensity 1/π. Moreover, it is easy
to check from the second expression in (2.2) that they are also translation and rotation invariance on C.
As for the first expression in (2.2), the modes are given by ϕα,k(z) = L
(k)
α (|z|2)zk, where L(k)α are the
orthonormal generalized Laguerre polynomials7 of degree α ∈ N0. This correspondence is not entirely
obvious and can be found e.g. in [HH13, Section 2] or [Shi15, Section 2].
Following the convention from Section 1.3, we let R = T (r) = r2 and observe that the square-modulus
of the points of ξα have law given by
P
(
Γ
(α)
k ≤ R
)
=
∫ R
0
L(k−α−1)α (x)
2xk−α−1e−x dx, k ∈ N. (2.3)
For the Ginibre ensemble (α = 0) we recover that Γ(0)k are gamma-distributed random variables as in
Theorem 1.1. In Lemma 4.3, we show that these random variables have the following asymptotic property:
If we let Γ˜(α)k =
Γ
(α)
k−α−k√
k
so that E[Γ˜(α)k ] = 0, then it holds for any β > 0, as k →∞,
E
[
eixΓ˜
(α)
k
]
= E
[
eixZα
](
1− ix
3
3
√
k
)
+Oβ
( 1
k(1 + x2)β
)
. (2.4)
For α ∈ N0, let hα(x) = Hα(x)e− x
2
4 /(2π)−
1
4 be the Hermite functions, that isHα are Hermite polynomials
of degree α which are orthonormal with respect to the weight e−
x2
2 /
√
2π on R. Then, the random variables
Zα which appear on the RHS of (2.4) have probability density function h2α:
Φα(x) = P(Zα > x) =
∫ ∞
x
h2α(t) dt. (2.5)
Note that Φ0(x) = P(N0,1 > x) corresponds to the standard error function. For α ∈ N0, Zα can be
interpreted as the position of a quantum particle confined by a harmonic trap in the α-th excited state.
This connection between the point processes associated with different Landau levels and the harmonic
6 That is, we have the spectral decomposition L2(µ) ∼=
⊕∞
α=0
Hα with
dµ
dm
(z) = 1
pi
e−|z|
2
on C, H0 = span{zj : j ∈ N0} in
L2(µ) and Hα = {e|z|2∂αz (ϕe−|z|
2
) : ϕ ∈ H0} for α ∈ N. Hence, it holds ∂zα+1(ϕ) = 0 for any ϕ ∈ Hα which motivates
the name polyanalytic Ginibre ensemble introduced in [HH13].
7 It is straightforward to check that ∂αz (z
je−|z|
2
) = L˜
(j−α)
α (|z|2)zj−αe−|z|
2
for any j,α ∈ N0 where L˜(β)α (x) =
x−βex d
α
dxα
(xβ+αe−x) is a polynomial of degree α for any β ∈ R. Hence, if we normalize L(β)α = cα,βL˜(β)α with
some constant cα,β > 0 appropriately, it holds
∫
R+
L
(β)
α (x)
2xβe−xdx = 1 for β ≥ −α. This shows that for any α ∈ N0,
(ϕα,k)
∞
k=−α is an orthonormal basis of the Hilbert space Hα. It turns out that for β = 0, L
(0)
α = Lα for all α ∈ N0 are
the classical Laguerre polynomials.
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oscillator is rather surprising to us. Note also that for α ≥ 1, unlike gamma random variables, Γ(α)k are
not infinitely divisible, since otherwise Γ˜(α)k would become asymptotically Gaussian for large k, see (2.4).
We define for α ∈ N0 and R ∈ R+,
Ξ
(α)
R =
∑
k∈N
1
Γ
(α)
k
≤R −R
d
= ξα(Dr)− E
[
ξα(Dr)
]
with r =
√
R. (2.6)
From Theorem 1.9 and the asymptotics (2.4), we can infer that the random variables Ξ(α)R converge as
R→∞ in the mod-phi sense with cumulant generating functions of the form (1.15) which are associated
to the tail functions Φα given by (2.5). We prove the following result in Section 4.2.
Proposition 2.4. For any α ∈ N0, the random variable Ξ(α)R converges in the mod-phi sense at speed√
R with the cumulant generating function
Λα(z) =
∫
R
log
(
1 + Φα(x)(e
z − 1)
)
− Φα(x)z dx,
and limiting function ψα(z) = exp
(∫
R
( ez − 1
1 + Φα(x)(ez − 1) − z
)
Ψα(x) dx
)
where Ψα =
x2
2 Φ
′
α +
1
3Φ
′′′
α .
By Corollary 1.7, this implies an (extended) central limit theorem together with a Berry-Esseen bound
and precise moderate deviations for the counting statistics ξα(Dr) (after appropriate normalization).
Remark 4. In connection with our results, counting statistics for fermions in the lowest Landau level
α = 0 of a magnetic Laplacian have been recently considered in [CE19] in a more general geometric
setting. These ensembles correspond to determinantal processes on a Kähler manifold M and the law of
the statistic for the number of points NA in a subset A ⊆M can be described in terms of the eigenvalues
of a Toeplitz operator TA. By semi-classical methods, if A has a smooth boundary, the authors obtain
two-term Weyl asymptotics for the operator TA and discuss applications to computing the entanglement
entropy. They show that the corrections are universal and described in terms of the error function Φ0
from (2.5). This also allows us to obtain asymptotic expansions of the cumulants κ(q)(NA) for a general
set A, see [CE19, Theorem 1.6]. In particular, there results also apply to the Ginibre ensemble in which
case, with our conventions, one has for A ⊆ D and any q ∈ N, as N →∞,
E
[
ξ(N)(
√
NA)
]
= N
m(A)
π
+O(1),
κ
(2q)
(
ξ(N)(
√
NA)
)
=
√
N
Vol(∂A)
2π
∫ ∞
−∞
κ
(2q)
(
1U≤Φ0(t)
)
dt+O
(
N−
1
2
)
,
κ
(2q+1)
(
ξ(N)(
√
NA)
)
= O(1),
(2.7)
where U is a random variable uniform in [0, 1]. If A is a disk, these results are consistent with the mod-phi
convergence from Proposition 2.18. However, since the eigenvalues of the operator are explicit in the case
of a disk, our results are more precise. We also obtain for any γ ∈ (0, 1),
κ
(2q+1)
(
ξ(DγN )
)
= −2
3
∫ ∞
−∞
tκ(2q+1)
(
1U≤Φ0(t)
)
dt+O
(
N−
1
2
)
.
In fact, our method gives in principle all order asymptotic expansions of the cumulants in terms of Φ0,
see Section 4.1. Let us also point out that using the asymptotics (2.7) to deduce mod-phi convergence for
counting statistics in a general set A ⊆ D seems out of reach as the estimates from [CE19] lack control
on the growth of the cumulants.
Entanglement is a crucial property of quantum system which for instance plays a key role in quantum
communication and information theory, [HHHH09]. The question of quantifying (for large N) the entan-
glement entropy for basic quantum system is an ongoing problem in (quantum) statistical physics, see e.g.
8There is a typo in the asymptotics of [CE19, Theorem 1.6] for odd cumulants. We have shown instead that
κ(2q+1)(ξ(
√
NA)) is of order 1 as N →∞ for any q ∈ N.
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[LSS14] and reference therein. This has been achieved recently for different ensembles of free fermions
using semi-classical methods based on the work of Widom, see e.g. the contribution of Gioev [Gio06],
Sobolev and co-authors [HLS10, Sob17] or [CE19], as well as, for further references, [Eis13, LMS19] in
the physics literature. In Theorem 2.5, we are interested in investigating the precise asymptotics for the
so-called (bipartite) entanglement entropies, denoted Sβα(Dr) of a disk Dr, for (integer) Laughlin states.
By exploiting the connection with the Ginibre α-type process, we give a probabilistic proof of the precise
asymptotics of the entanglement entropy when the radius r is large. Our results are consistent with the
well-known area law for fermionic ensembles and to be compared with [CE19, Theorem 1.8] in the context
of Remark 4. Moreover, this confirms that the entanglement entropies also depend non-trivially on the
index α of the Landau levels.
Theorem 2.5. For any α ∈ N0 and β > 12 , it holds as r →∞,
Sβα(Dr) = Tr
[
fβ(Kα|Dr )
]
= r
1
4
∫
R
fβ
(
Φα(x)
)
dx+ o(1),
where fβ(x) =
log(xβ+(1−x)β)
(1−β) if β 6= 1 and f1(x) = limβ→1 fβ(x) = −x log(x)−(1−x) log(1−x) for x ∈ [0, 1].
Proposition 2.4 describes both typical and moderate deviations for counting statistics Ξ(α)R of the
Ginibre-type ensembles. These fluctuations, which corresponds to the regime γ ∈ [12 , 1] in the JLM
predictions (1.2), are governed by the harmonic oscillator tail probability functions Φα depending on
which Landau level is considered. Let us now present our results for large deviations, i.e. the case where
γ > 1 in (1.2). In contrast with moderate deviations, this regime is governed by the exponential tail of
the random variables Γ(α)k , see (2.3). This explains why large deviations are universal for these ensemble.
To present our results, we rely on the following general conditions.
Assumptions B. Let Θ : R+ → R+ be a function such that ΘR√
R logR
→ ∞ as R → ∞—this condition
sets apart the large deviation regime. We further assume that Θ is a regularly varying function, so that
γ = 2 lim
R→∞
logΘR
logR exists
9. We define for R > 0 and t ∈ R+,
vR =

Θ2R
R if
ΘR
R → 0,
ΘR if
ΘR
R → 1,
ΘR logΘR if
ΘR
R →∞
and Jγ(t) =

t2
2 if
ΘR
R → 0,
(1 + t) log(1 + t)− t if ΘRR → 1,
t(1 − 2γ ) if ΘRR →∞.
(2.8)
Like (1.2), (2.8) distinguishes between three different large deviation regimes. The following Lemma
shows that these regimes are distinguished by the tail behaviour of a gamma random variable as the
shape k →∞.
Lemma 2.6. For any α ∈ N0, under the Assumptions B, it holds
− lim
R→∞
1
vR
logP
(
Γ
(α)
R+tΘR
≤ R) = Jγ(t).
We skip the proof of Lemma 2.6 as it follows easily from the bounds of Lemma 4.1 below when α = 0.
In order to extend the result to α ≥ 1, one can compare the tails of different Γ(α)k random variables using
the estimates from Lemma 4.4 below. That being said, let us observe that for ΘR = xR
γ
2 with x > 0 and
γ > 1, the rate function on the RHS of (1.2) is given by
∫ x
0
Jγ(t) dt. Then, using the representation (2.6),
it is possible to obtain the following large deviation estimates for counting statistics of the Ginibre-type
ensembles. The proof is the same for all regimes and it is given in Section 5.
Theorem 2.7. For any α ∈ N0 and any x > 0, under the Assumptions B, it holds
lim
R→∞
−1
vr2Θr2
logP
(
ξα(Dr) ≥ r2 + xΘr2
)
= lim
R→∞
−1
vRΘR
logP
(
Ξ
(α)
R ≥ xΘR
)
=
∫ x
0
Jγ(t) dt.
9This normalization comes from (1.2) and the fact that according to (2.6), r =
√
R. Our convention is that γ =∞ if ΘR
grows faster than any power of R.
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This proves (1.2), including the transition which occurs when γ = 2. This particular regime has already
been treated by Shirai, and we recover the rate function I(x+1) =
∫ x
0
J2(t) dt =
1
4 (2(x+1)
2 log(x+1)−
x(3x+2)) from [Shi06, Theorem 1.1]. The same proof can be adapted to compute the leading asymptotics
of P(Ξ(α)R ≤ xΘR) for x < 0 for γ ≤ 2 and it should be noticed that a trivial cut-off occurs when γ = 2
and implies that J2(x) =∞ for x ≤ −1.
Let us conclude this section by stating our functional central limit theorems for counting statistics. We
define the processes for R > 0 and t ∈ R+,
Ξ̂
(α)
R (t) = R
− 14Ξ(α)tR .
By applying Theorem 1.10, we obtain the following results which describe the global, respectively mi-
croscopic, fluctuations of the processes Ξ̂(α)R . These results generalize Proposition 1.3 and Proposition 1.4
given in the introduction in the context of the Ginibre ensemble (α = 0) to Ginibre-type ensembles
associated with higher Landau levels. Let us emphasize again that the moderate deviations rate function
in (1.7) as well as the correlation structure of the underlying Gaussian process (at the microscopic level)
depend non-trivially on the index α.
Proposition 2.8. For any fixed α ∈ N0, it holds as R→∞ that(
Ξ̂
(α)
R (t)
)
t∈R+
fdd−−→ (σtNt)t∈R+ ,
where (Nt)t∈R+ is a Gaussian white noise and σ
2
t =
√
t
∫
R
Φα(x)(1 − Φα(x)) dx. Moreover, as R→∞,(
Ξ̂
(α)
R
(
1 +
t
R
))
t∈R+
S(R)−−−→ (G(α)t )t∈R,
where, for Φα is as in (2.5), (G
(α)
t )t∈R is a centred Gaussian process with kernel
Cov
(
G(α)s , G
(α)
t
)
=
∫
R
Φα(x − s)
(
1− Φα(x− t)
)
dx, for s ≤ t.
As a final remark, let us briefly explain what happens if one considers the superposition of several
Landau levels.
Remark 5. A model which might be physically more relevant than considering pure Landau levels is to
consider a state with all levels of degree ≤ α being filled. This corresponds to a determinantal process
ξ≤α on C with correlation kernel
K≤α(z, w) =
∑
β≤α
Kβ(z, w) =
√
α+ 1L(1)α
(|z − w|2)ezw¯, z, w ∈ C. (2.9)
L
(1)
α is a generalized Laguerre polynomial of degree α ∈ N. Observe that ξ≤α does not correspond to
the superposition of independent copies of (ξβ)β≤α, but according to (2.9) and Lemma 1.8, the radii
of the point process ξ≤α have the same law as the collection of random variables (Γ
(β)
k )k∈N,β≤α. In
particular, these random variables do not fit within Assumptions A. However, according to (1.10) with
T (r) = (α+1)r2, Ξ(≤α)R =
∑
k∈N,β≤α 1Γ(β)
k
≤R−(α+1)R = Ξ
(0)
R + · · ·+Ξ(α)R and the process (Ξ(β)R )β≤α are
independent. Using this decomposition and the results from Section 1.3, we obtain that for any α ∈ N0,
the random variable Ξ(≤α)R converges as R → ∞ in the mod-phi sense of Definition 1.5 with speed
√
R,
cumulant generating function Λ≤α and limiting function ψ≤α given respectively by
Λ≤α = Λ0 + · · ·+ Λα and ψ≤α = ψ0 · · ·ψα.
Similarly, we obtain functional limit theorems for the process Ξ(≤α)R which are analogous to Proposition 2.8.
Specifically in the microscopic regime, we observe a centred Gaussian process G(≤α) which is just the
superposition of independent copies of (G(β))β≤α.
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2.3. Hyperbolic ensembles and the zero set of hyperbolic Gaussian analytic
function
The Ginibre ensemble is often compared to the zero set ζ1 of the hyperbolic Gaussian analytic function
F (z) =
∑∞
k=0 akz
k with (ak)n∈N0 being a sequence of i.i.d. standard complex Gaussian random variables.
The point process ζ1 turns out to be determinantal and its correlation kernel K1 is the Bergman kernel
for the unit disk D = {z ∈ C : |z| < 1}. In particular, ζ1 is invariant (in law) under all linear fractional
transformations of D which preserve ν, i.e. the group SU(1, 1), and its intensity is the invariant measure
dν(z) = dm(z)
π(1−|z|2)2 of the Poincaré disk
10. This point process also describes the outliers of random
perturbations of certain (infinite) Toeplitz matrices, see [BC16, BZ19].
It turns out that there is a 1-parameter family of determinantal processes on D which generalizes
the zero set of the hyperbolic GAF that we call hyperbolic ensembles as in [Kri06b, Chapter 3]. These
point processes are also invariant under the action of SU(1, 1) and they are associated with Bargmann-
Fock spaces of analytic functions. Namely, for any ρ > 0, the reproducing kernel of the space H0 ∩
L2
(
D, ρ dm(z)
π(1−|z|2)1−ρ
)
is
Kρ(z, w) =
1
(1− zw¯)ρ+1 =
∑
k∈N0
(
k + ρ
ρ
)
zkw¯k
and we let ζρ be the determinantal process on D with kernel Kρ with respect to
ρ dm(z)
π(1−|z|2)1−ρ . By [Kri09,
Theorem 4], when ρ ∈ N, ζρ corresponds to the zero set of matrix-valued GAF with i.i.d. coefficients from
the ρ × ρ Ginibre ensembles. These hyperbolic ensembles have been studied in the thesis [Kri06b] and
a central limit theorem for smooth linear statistics has been established in [RV07a]. Let us record that
the process ζρ has intensity dνρ(z) =
ρ dm(z)
π(1−|z|2)2 and the parameter ρ is related to the Gauss curvature of
the corresponding hyperbolic disk: K = −ν−1ρ ∆log νρ = −2π/ρ where ∆ = ∂z∂z denotes the (complex)
Laplacian. In particular as the curvature tends to 0, it holds that the push-forward (
√
ρz)#ζρ converges
in distribution to the Ginibre ensemble ξ0 as as ρ→∞. Since these processes are rotation-invariant, we
can study the distributions of their counting statistics in growing (hyperbolic) disks using the formalism
from Section 1.3. We let T (r) = ρr
2
1−r2 for r ∈ [0, 1) and after unfolding the process according to (1.9),
the modulus of the points have laws given by
P
(
Γ
(ρ)
k ≤ R
)
=
Γ(k + ρ)
Γ(k)Γ(ρ)
∫ R
ρ
0
xk−1(1 + x)−k−ρ dx, k ∈ N, ρ > 0, R ∈ R+, (2.10)
that is Γ(ρ)k are ρBeta
′(k, ρ)-distributed11. Then, according to (1.10), we let for ρ > 0
Ξ
(ρ)
R =
∑
k∈N
1
Γ
(ρ)
k
≤R −R
d
= ζρ(Dr)− E
[
ζρ(Dr)
]
, with r =
√
R
ρ+R .
In Section 4.3 we verify that the random variables (Γ(ρ)k )k∈N satisfy Assumptions A with ϑ = 0, ΣR = R
and Φρ(x) = P(Yρ ≤ x) where Yρ is a gamma-distributed random variable with shape ρ and rate ρ. Hence,
by applying Theorem 1.9, we obtain the following mod-phi convergence result.
Proposition 2.9. For any ρ > 0, the random variables Ξ
(ρ)
R converges in the mod-phi sense at speed R
with cumulant generating function of the form (1.15) with I = R+ and Φ(x) = Φρ(x) = P(Yρ > x) for
x > 0. The limiting function is of the form (1.16) with Ψ(x) = Ψρ(x) =
ρρ
2Γ(ρ)
(
ρx+ ρ− 1)xρ−1e−ρx1x>0.
Hence, by Theorem 1.6, we obtain precise moderate and large deviations for counting statistics of
these hyperbolic ensembles. Note that in [FMN16], the authors show that Ξ(1)R /R
1
3 converges in the mod-
Gaussian sense with speed R
1
3 and limiting function ψ(z) = exp( z
3
36 ). It turns out that this mod-Gaussian
convergence is a consequence of our Proposition 2.9.
10The Poincaré disk is a model of 2-dimensional hyperbolic geometry on D with metric tensor ds2 = dz dz
2pi(1−|z|2)2
. This
motivates the name hyperbolic Gaussian analytic function.
11Recall that a random variable is ρBeta′(k, ρ)-distributed if it is the image by T of a Beta(k, ρ) random variable with
parameters k, ρ > 0.
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By applying Theorem 1.11, we also obtain a functional central limit theorem for counting statistics in
hyperbolic disks.
Proposition 2.10. For any ρ > 0, it holds as R→∞ that(
R−
1
2Ξ
(ρ)
tR
)
t∈R+
S(R+)−−−−→ (G(ρ)t )t∈R+
where G(ρ) is a centred Gaussian process with covariance kernel given by
Cov
(
G(ρ)s , G
(ρ)
t
)
=
∫
R+
P
(
Yρ >
x
s
)
P
(
Yρ ≤ x
t
)
dx for 0 < s ≤ t.
Remark 6. For ρ = 1, we have Φ1(x) = e−x which immediately implies the explicit closed formula
Cov(G
(1)
s , G
(1)
t ) =
2s2
(s+t) for 0 < s ≤ t.
2.4. Summary and conclusions
The following table summarizes our main findings for the invariant determinantal processes considered
in Section 1.3.
Kernel dνdm (z) Γk Σr Z
Ginibre ensemble 1π e
zw¯− |z|2+|w|22 1
π Gamma(k, 1) r N(0, 1)
Ginibre α-type Lα(|z−w|
2)
π e
zw¯− |z|2+|w|22 1
π Gammaα(k, 1) r Nα(0, 1)
Hyperbolic GAF 1π(1−zw¯)2
1
π(1−|z|2)2 Beta
′(k, 1) ρr
2
1−r2 Exp(1)
Hyperbolic ensembles ρ(1−|z|
2)ρ−1(1−|w|2)ρ−1
π(1−zw¯)ρ+1
ρ
π(1−|z|2)2 ρBeta
′(k, ρ) ρr
2
1−r2 Gamma(ρ, ρ)
The first two columns collect the kernel of the respective model (with respect to the Lebesgue measure)
as well as the density of the first intensity measure. These densities correspond to the invariant measure
on the respective space, i.e. on the complex plane or the hyperbolic disk.
For all models, we have established that the point count statistic in a disk of radius r converges as
r→∞, in the mod-ϕ sense at speed Σr with respect to a cumulant generating function
Λ(z) =
∫
R
(
log
(
1 + Φ(x)(ez − 1))− Φ(x)z) dx, (2.11)
where Φ(x) = P(Z > x) is the probability tail function of the random variable Z depicted in the last
column of the table, see Theorem 1.9. For all the above ensembles, the speed Σr is proportional to
the surface (with respect to the invariance measure dνdm ) of the boundary of the disk of radius r > 0.
This corroborates the area law coming from the Coulomb gas heuristic. Moreover, by Corollary 1.7, the
function (2.11) characterizes the typical fluctuations and moderate deviations of the counting statistics.
Our finding shows that there is a universal structure underlying these asymptotic fluctuations which
is governed by the random variable Z. These mod-phi convergence results are obtained from the fact
that the modulus of the points of the point process, after an unfolding transformation, are independent
random variables Γk with explicit distribution as given in the third column of the table.
In the case of the Ginibre α-type ensembles, we have also described completely the large deviation re-
gime for the point count statistic, see Theorem 2.7, as well as the precise asymptotics for the entanglement
entropy, see Theorem 2.5.
Finally, our analysis also allows us to obtain functional limit theorems for point count statistics in the
form Theorem 1.10 or Theorem 1.11. It turns out that with the correct scaling (which depends on the
geometry), the underlying correlations are again completely governed by the probability distribution Φ
of the random variable Z found in the last column of the table.
Acknowledgement. G. L. wishes to thank Luis Daniel Abreu, Jonas Jalowy and Gregory Schehr for
useful comments on the first version of this paper and for pointing out references.
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3. Proofs of main results
In the sequel, we rely on the notation from Section 1.2 and write ΞR = Ξ
(N)
R according to (1.12), omitting
the dependency on N . Note that this is consistent with (1.10) in case N = ∞. First in Section 3.1, we
provide some general (technical) conditions under which our main hypothesis (Assumptions A with ϑ = 1)
hold. In Section 4, we show that these conditions arise naturally in the Euclidean setting and explain how
to verify them (based on Fourier analysis). In Section 3.2, we prove our mod-phi result by computing
the asymptotics of the cumulant generating function of the random variable ΞR. Then, in Section 3.3,
we give the proofs of our macroscopic and microscopic central limit theorems. The arguments are based
on the convergence of the joint cumulants of ΞR and can be mostly reduced to covariance computations.
It should be emphasized that these proofs rely strongly on the fact that ΞR is a sum of independent
Bernoulli random variables and our methods apply to general such sums; they do not necessarily need to
come from counting statistics of determinantal processes.
3.1. On Assumptions A
Several proofs in Section 3 rely on comparing sums to integrals. To keep track on the errors in these
Riemann sum approximations, we use the following Euler-Maclaurin formula: For integers L0 < L1 and
any absolutely continuous function f : R→ C, it holds
L1∑
k=L0+1
f(k) =
∫ L1
L0
f(u) du+
f(L1)− f(L0)
2
+
∫ L1
L0
(
{u} − 1
2
)
f ′(u) du, (3.1)
where f ′ stands for the weak derivative of f and {u} ∈ [0, 1) denotes the fractional part of u ∈ R. Formula
(3.1) follows from a direct integration by parts which is justified by using the absolute continuity of f . In
particular, we are also allowed to choose L0 = −∞ and L1 =∞ in which case f(±∞) = limL→±∞ f(L) =
0. Because f(x) ≤ ∫ x−∞ f ′(u) du by absolute continuity, it holds that |f(x)| ≤ ‖f ′‖L1 which shows for all
−∞ ≤ L0 < L1 ≤ ∞, as R→∞,
L1∑
k=L0+1
f
( k
R
)
=
∫ L1
L0
f
( u
R
)
du+O
(‖f ′‖L1). (3.2)
The next lemma shows that if the random variables Γ˜k = Γk−kΣk are statistically approximated by Z for
large k ∈ N, then under the some technical conditions on the smoothness and tails of Z, Assumptions A
are satisfied with ϑ = 1. We have not tried to optimize these conditions because we believe that they
suffice for applications. Note that the normalization of Γ˜k is rather natural as it corresponds to the CLT
scaling and it is expected in the Euclidean setting.
Lemma 3.1. Let Φ(x) = P(Z > x) be as in Assumptions A. Assume that there exists 0 < ε < 110 such
that E[|Z|mε ] <∞ with mε > 3 + 12ε and it holds as R→∞,
P(Γk > R) ≤ ηR,k for k < R−R 12+ε,
P(Γk ≤ R) = Φ
(
k−R√
k
)
+
1√
k
Υ
(
k−R√
k
)
+ o
(
ηR,k
)
for |k −R| ≤ R 12+ε (3.3)
P(Γk ≤ R) ≤ ηR,k for k > R+R 12+ε,
where the errors ηR,k satisfy
∑∞
k=1 ηR,k → 0 as R→∞. We further assume that
• Φ ∈ C2(R) and there exists δ > 0 such that x 7→ x3+δΦ′′(x) is uniformly bounded.
• Υ ∈W 1,1(R) is α-Hölder continuous for α > 2ε.
Then, (Γk)k∈N satisfy Assumptions A with ΣR =
√
R, Φ(x) = Φ(x) and Ψ(x) = x
2
2 Φ
′(x) + Υ(x) for all
x ∈ R.
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Remark 7. If Γk−kΣk converges to Z in distribution with ΣR = o(
√
R), the above lemma still holds true
with the only change that Ψ(x) = Υ(x) for all x ∈ R and ε small enough. In case ΣR ≫
√
R, there is an
extra contribution appearing which is of larger order than 1√
k
Υ(k−R√
k
).
Proof. Denote
θR,k =

ηR,k + 1− Φ
(
k−R√
R
)
+ 1√
R
∣∣(k−R√
R
)2
Φ′
(
k−R√
R
)∣∣+ 1√
R
∣∣Υ(k−R√
R
)∣∣ if k < R−R 12+ε,
ηR,k +
∣∣Φ(k−R√
k
)− Φ(k−R√
R
)− (k−R)2
R
3
2
Φ′
(
k−R√
R
)∣∣+ ∣∣ 1√
k
Ψ
(
k−R√
k
)− 1√
R
Ψ
(
k−R√
R
)∣∣ if |k −R| ≤ R 12+ε,
ηR,k +Φ
(
k−R√
R
)
+ 1√
R
∣∣(k−R√
R
)2
Φ′
(
k−R√
R
)∣∣+ 1√
R
∣∣Υ(k−R√
R
)∣∣ if k > R+R 12+ε
and notice that for this choice we have (1.11). We need to show that
∑
k∈N θR,k → 0 as R → ∞ which
is done below. The additional conditions on Φ in Assumptions A are satisfied since Σ
mε+1
R
Rmε = R
1−mε
2 → 0
as R → ∞. Because E[|Z|2] < ∞, the function x 7→ x2Φ′(x) is in L1(R). Because x 7→ x3+δΦ′′(x)
is uniformly bounded and continuous, x 7→ x2Φ′′(x) is also in L1. This implies that x 7→ x2Φ′(x) is
absolutely continuous. As Υ ∈ W 1,1(R) by assumption, we conclude that Ψ satisfies the additional
conditions in Assumptions A.
Let us start by showing that
∑
k>R+R
1
2
+ε θR,k → 0 as R→∞. First, notice that for all x > 0 it holds
|x|kΦ(x) = |x|k
∫ ∞
x
|Φ′(t)| dt ≤ E[|Z|k].
Hence, the moment condition E[|Z|mε ] <∞ implies that Φ(x) ≤ Cεx−mε for some constant Cε > 0 and
all x ∈ R+. Therefore, we have that
∞∑
k=R+R
1
2
+ε
Φ
(k −R√
R
)
≤ CεR
mε
2
∞∑
k=R
1
2
+ε
k−mε ≤ CεR
mε
2
∫ ∞
R
1
2
+ε−1
x−mε dx ≤ CεR 12+ε−εmε (3.4)
and the right-hand side converges to zero as soon as mε > 1+ 12ε . Because Φ
′′ is bounded, Φ′ is Lipschitz
continuous. Using that E[|Z|mε ] < ∞, this implies that x 7→ |xmεΦ′(x)| is uniformly bounded and
therefore there exists a constant Cε > 0 such that |Φ′(x)| ≤ Cε|x|−mε and all x ∈ R. This shows that
∞∑
k=R+R
1
2
+ε
∣∣∣∣(k −R√R
)2
Φ′
(k −R√
R
)∣∣∣∣ ≤ CεRmε2 −1 ∞∑
k=R
1
2
+ε
k−mε+2 ≤ CεR 12+3ε−εmε (3.5)
which converges to zero for mε > 3 + 12ε . To control the sum corresponding to Υ, we apply Euler-
Maclaurin’s formula (3.2) to get
∞∑
k=R+R
1
2
+ε
1√
R
∣∣∣Υ(k −R√
R
)∣∣∣ = ∫ ∞
R+R
1
2
+ε
1√
R
∣∣∣Υ(x−R√
R
)∣∣∣dx+O(R− 12 ) = ∫ ∞
Rε
|Υ(y)| dy+O(R− 12 ), (3.6)
where we used the change of variables y = x−R√
R
. The right-hand side converges to zero as R → ∞ since
Υ ∈ L1(R). Combining (3.4), (3.5) and (3.6) with the assumption that ∑k∈N ηR,k → 0 as R→∞ yields
that
∑
k>R+R
1
2
+ε θR,k → 0 as R→∞.
To control
∑R−R 12+ε
k=1 θR,k, the same arguments as for (3.5) and (3.6) can be applied to show that∑R−R 12+ε
k=1 |(k−R√R )2Φ′(
k−R√
R
)| + 1√
R
|Υ(k−R√
R
)| → 0 as R → ∞. The analogue statement for (3.4) follows
from the bound
|x|k(1− Φ(x)) = |x|k
∫ x
−∞
|Φ′(t)| dt ≤ E[|Z|k]
for all x < 0.
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Let us now treat the case corresponding to k ∈ [R − R 12+ε, R +R 12+ε]. A Taylor expansion argument
shows that there exists x ∈ [ k−R√
k
, k−R√
R
] such that
Φ
(k −R√
k
)
= Φ
(k −R√
R
)
+Φ′
(k −R√
R
)(k −R√
R
− k −R√
k
)
+
1
2
Φ′′(x)
(k −R√
R
− k −R√
k
)2
.
To control the second and third term, note that it holds uniformly for all k ∈ [R − R 12+ε, R + R 12+ε] as
R→∞ that
1√
k
=
1√
R
− k −R
2R
3
2
+O
(
(k −R)2
R
5
2
)
=
1√
R
− k −R
2R
3
2
+O
(
R−
3
2+2ε
)
. (3.7)
Because Φ′ and Φ′′ are uniformly bounded, we obtain that
Φ
(k −R√
k
)
= Φ
(k −R√
R
)
+
(k −R)2
2R
3
2
Φ′
(k −R√
R
)
+O
(
R−1+4ε
)
. (3.8)
Next, by combining the α-Hölder continuity of Υ with (3.7) there exists a constant C > 0 such that for
all k ∈ [R−R 12+ε, R+R 12+ε] it holds∣∣∣ 1√
k
Υ
(k −R√
k
)
− 1√
R
Υ
(k −R√
R
)∣∣∣ ≤ C√
R
∣∣∣k −R√
k
− k −R√
k
∣∣∣α + ‖Υ‖∞|k −R|
R
3
2
≤ CR− 1+α2 +2εα (3.9)
Since the error terms in (3.8) and (3.9) are o(R−
1
2−ε) for ε < 110 and α ≥ 2ε, we conclude that∑R+R 12+ε
k=R−R 12 +ε θR,k → 0 as R→∞.
3.2. Proof of Theorem 1.9
Theorem 1.9 is a statement on mod-phi convergence for sums of independent Bernoulli random variables.
The general strategy of the proof consists in showing that the cumulant generating function of the random
variable ΞR can be approximated by ΣRΛ + ψ using (1.11) and a Riemann sum argument.
Recall that κp denotes the cumulant generating function of a Bernoulli random variable with parameter
p ∈ [0, 1], (1.4). We begin by giving uniform bounds on κp and its derivatives.
Proposition 3.2. The functions (p, z) 7→ κp(z), (p, z) 7→ κ˙p(z) and (p, z) 7→ κ¨p(z) are analytic in
(0, 1)×S. Moreover, for any compact set A ⊆ S, they are bounded uniformly in [0, 1]×A, i.e. there exists
a constant CA > 0 such that
sup
z∈A
sup
p∈[0,1]
{∣∣κp(z)∣∣, ∣∣κ˙p(z)∣∣, ∣∣κ¨p(z)∣∣} ≤ CA.
In particular, for any p ∈ [0, 1] it holds
sup
z∈A
|κp(z)| ≤ 2CAp(1− p).
We omit the proof which follows from the definition of κp and the computation of its derivatives. In
particular, for the second bound, note that κp(0) = κp(1) = 0 for any p ∈ [0, 1].
Recall (1.10) and (1.12) and that Γk are independent non-negative random variables. Let λk = P(Γk ≤
R) for k ∈ N (we omit the dependency on R) so that for z ∈ S
logE
[
ezΞR
]
=
N∑
k=1
κλk(z).
Recall that in the infinite case we have N =∞ and in the finite N case we choose R according to (1.14).
We now apply the asymptotic expansion (1.11).
Proposition 3.3. Let A ⊆ S be any compact set. As R→∞, uniformly for all z ∈ A it holds
N∑
k=1
κλk(z) =
N∑
k=1
κ
Φ
(
k−ϑR
ΣR
)(z) + 1
ΣR
N∑
k=1
Ψ
(
k−ϑR
ΣR
)
κ˙
Φ
(
k−ϑR
ΣR
)(z) + oA(1). (3.10)
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Proof. By Taylor expansion of p 7→ κp(z), it holds for any z ∈ S that
N∑
k=1
κλk(z) =
N∑
k=1
κΦ(xk)(z) +
N∑
k=1
(
λk − Φ(xk)
)
κ˙Φ(xk)(z) +
N∑
k=1
(
λk − Φ(xk)
)2
2
κ¨pk(z)
with xk = k−ϑRΣR and pk ∈ [λk,Φ(xk)] for all k. By Proposition 3.2, κ˙p is bounded locally uniformly, so
that by the expansion (1.11) it holds
N∑
k=1
(
λk − Φ(xk)
)
κ˙Φ(xk)(z) =
1
ΣR
N∑
k=1
Ψ(xk)κ˙Φ(xk)(z) + oA(1)
locally uniformly for z ∈ S. Since Ψ is uniformly bounded on R, we also have
N∑
k=1
(
λk − Φ(xk)
)2
2
κ¨pk(z) = oA(1)
locally uniformly for z ∈ S. This proves the claim.
Let us obtain the asymptotics of the terms on the RHS of (3.10). We use Euler-Maclaurin’s formula
(3.1) to control the error terms in the Riemann sum approximation.
Proposition 3.4. Let A ⊆ S be any compact set. As R→∞, uniformly for all z ∈ A it holds
N∑
k=1
κ
Φ
(
k−ϑR
ΣR
)(z) = ΣR ∫
I
κΦ(x)(z) dx+
κΦ(a+)(z)
2
+ oA(1).
Proof. We apply Euler-Maclaurin’s formula (3.1) to f(u) = κΦ(u−ϑRΣR )
(z) to obtain
N∑
k=1
κ
Φ
(
k−ϑR
ΣR
)(z) = ∫ N
0
f(u) du+
f(N) + f(0)
2
+
∫ N
0
(
{u} − 1
2
)
f ′(u) du.
In the above formula, f ′ ∈ L1(R) is the weak derivative of f which exists since Φ is absolutely continuous
by assumption and κ is analytic. In the following, we treat all three summands separately.
First by a change of variable x = u−ϑRΣR we get∫ N
0
f(u) du = ΣR
∫ N−ϑR
ΣR
− ϑRΣR
κΦ(x)(z) dx.
If ϑ = 1, then since E[|Z|m] <∞ a similar argument as used in (1.17) we have that |x|mΦ(x)(1−Φ(x)) ≤
2E[|Z|m] <∞ x ∈ R. Proposition 3.2 then yields that∣∣∣∣ΣR ∫ − RΣR−∞ κΦ(x)(z) dx
∣∣∣∣ ≤ 2CAΣR ∫ − RΣR−∞ Φ(x)(1− Φ(x)) dx ≤ 2CAE[|Z|m]Σ
m+1
R
Rm
= oA(1)
uniformly for z ∈ A. In case N < ∞, notice for the upper bound that by Proposition 3.2 and by the
assumptions on the speed of convergence in (1.14) it holds∣∣∣∣ΣR ∫ a+
N−θR
ΣR
κΦ(x)(z) dx
∣∣∣∣ ≤ 2CAΣR ∫ a+
N−θR
ΣR
Φ(x)
(
1− Φ(x)) dx = oA(1).
Hence, we conclude that uniformly for z ∈ A it holds
ΣR
∫ N−ϑR
ΣR
− ϑRΣR
κΦ(x)(z) dx = ΣR
∫
I
κΦ(x)(z) dx+ oA(1).
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For the second term, we have Φ(− ϑRΣR )→ Φ(a−) and Φ(N−ϑRΣR )→ Φ(a+) because Φ is the probability
tail function of an absolutely continuous random variable. Moreover, (1.11) evaluated at k = 1 shows
that Φ(a−) = 1. Since p 7→ κp(z) is continuous (uniformly for all z ∈ A by Proposition 3.2), this implies
that f(0)→ κΦ(a−)(z) = κ1(z) = 0 and f(N)→ κΦ(a+)(z) as R→∞. Hence, we showed that uniformly
for all z ∈ A, as R→∞, it holds
N∑
k=1
κ
Φ
(
k−ϑR
ΣR
)(z) = ΣR ∫
I
κΦ(x)(z) dx+
κΦ(a+)(z)
2
+
∫ N
0
(
{u} − 1
2
)
f ′(u) du+ oA(1).
Finally, let us investigate the last term∫ N
0
(
{u} − 1
2
)
f ′(u) du =
∫ N−ϑR
ΣR
− ϑRΣR
({
ΣRx+ ϑR
}− 1
2
)
κ˙Φ(x)(z)Φ
′(x) dx,
where we again used the change of variables x = u−ϑRΣR . The idea is to apply another integration by parts
to conclude that the term is vanishing. Since Φ′ ∈ L1(R) is not necessarily absolutely continuous this is
not possible, and we approximate it first by a more regular function. Fix ε > 0 and let g be a smooth
function with compact support such that ‖Φ′ − g‖L1 ≤ ε. Then,∫ N−ϑR
ΣR
− ϑRΣR
({
ΣRx+ ϑR
}− 1
2
)
κ˙Φ(x)(z)g(x) dx
=
1
12ΣR
(
κ˙Φ(N−ϑRΣR )
(z)g
(N − ϑR
ΣR
)
− κ˙Φ(− ϑRΣR )(z)g
(
−ϑR
ΣR
))
− 1
2ΣR
∫ N−ϑR
ΣR
− ϑRΣR
({
ΣRx+ ϑR
}2 − {ΣRx+ ϑR}− 1
6
)(
κ¨Φ(x)(z)Φ
′(x)g(x) + κ˙Φ(x)(z)g′(x)
)
dx
which clearly converges to zero uniformly for all z ∈ A as g has compact support and all other involved
functions are (locally uniformly) bounded. Finally, Proposition 3.2 implies that, uniformly for z ∈ A,∣∣∣∣∫ N−ϑRΣR− ϑRΣR
({
ΣRx+ ϑR
}− 1
2
)
κ˙Φ(x)(z)g(x) dx−
∫ N−ϑR
ΣR
− ϑRΣR
({
ΣRx+ ϑR
}− 1
2
)
κ˙Φ(x)(z)Φ
′(x) dx
∣∣∣∣
≤ CA
2
∥∥g − Φ′∥∥
L1
≤ CA
2
ε.
This proves the local uniform convergence to zero for the last term in the Euler-Maclaurin formula and
hence concludes the proof.
Proposition 3.5. Let A ⊆ S be any compact set. As R→∞, uniformly for all z ∈ A it holds
1
ΣR
N∑
k=1
Ψ
(k − ϑR
ΣR
)
κ˙
Φ
(
k−ϑR
ΣR
)(z) = ∫
I
Ψ(x)κ˙Φ(x)(z) dx+ oA(1).
Proof. The proof follows as the one for Proposition 3.4. Recall that by Proposition 3.2 κ˙Φ(x)(z) and
κ¨Φ(x)(z) are uniformly bounded for all z ∈ A and all x ∈ R. Hence, by applying the Euler-Maclaurin
formula (3.2) with f(u) = Ψ(u−ϑRΣR )κ˙Φ( u−ϑRΣR )
(z) we get
1
ΣR
N∑
k=1
Ψ
(k − ϑR
ΣR
)
κ˙
Φ
(
k−ϑR
ΣR
)(z) = 1
ΣR
∫ N
0
f(u) du+OA
(‖f ′‖L1
ΣR
)
=
1
ΣR
∫ N
0
f(u) du+ oA(1)
uniformly for z ∈ A. For the first term, the change of variables x = u−ϑRΣR implies
1
ΣR
∫ N
0
f(u) du =
∫ N−ϑR
ΣR
− ϑRΣR
Ψ(x)κ˙Φ(x)(z) dx.
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Because κ˙p is locally uniformly bounded, Ψ ∈ L1(R) and (− ϑRΣR , N−ϑRΣR )→ I asR→∞ by Assumptions A,
we conclude using Proposition 3.2 that∫ N−ϑR
ΣR
− ϑRΣR
Ψ(x)κ˙Φ(x)(z) dx =
∫
I
Ψ(x)κ˙Φ(x)(z) dx+ oA(1)
uniformly for all z ∈ A. This proves the claimed uniform asymptotic expansion.
Proof of Theorem 1.9. The theorem follows immediately by combining Proposition 3.3, Proposition 3.4
and Proposition 3.5. Analyticity of Λ and ψ follow from the analyticity of z 7→ κp(z) for all p ∈ [0, 1]
together with the locally uniform bounds on κ and κ˙ from Proposition 3.2 by Morera’s theorem: Since
supz∈A
∫
I
|κ˙Φ(x)(z)|dx ≤ 2CA
∫
I
Φ(x)(1 − Φ(x)) dx < ∞ for all compact sets A ⊆ S (see (1.17)), we can
apply Fubini’s theorem to get ∮
γ
Λ(z) dz =
∫
I
∮
γ
κΦ(x)(z) dz dx = 0
for all closed paths γ. This shows that Λ is analytic. The same proof applies to show the analyticity of
ψ. It only remains to prove that the function Λ indeed satisfy (1.6). A direct calculation shows for any
z ∈ R and y ∈ [−π, π],∣∣∣exp(Λ(x+ iy)− Λ(x))∣∣∣ = exp(∫
I
log
∣∣1 + Φ(u)(ex+iy − 1)∣∣− log∣∣1 + Φ(u)(ex − 1)∣∣ du)
= exp
(
1
2
∫
I
log
(
1− 2Φ(u)
(
1− Φ(u))ex(1− cos y)(
1 + Φ(u)(ex − 1))2
)
du
)
≤ exp
(
−(1− cos y)e−|x| ∫
I
Φ(u)
(
1− Φ(u)) du)
≤ exp
(
−y
2e−|x|
12
∫
I
Φ(u)
(
1− Φ(u)) du),
where we used that 1 − cos(y) ≥ y2/12 for all y ∈ [−π, π]. Since ∫
I
Φ(u)
(
1 − Φ(u)) du < ∞ this proves
the condition (1.6).
Remark 8. When working under the more general assumptions from Remark 3, we cannot apply the
Euler-Maclaurin formula to ΨM any more. Instead, monotonicity allows us to apply a Riemann sum
argument directly.
3.3. Proofs of Theorem 1.10 and Theorem 1.11
Let J ⊆ R be a compact interval and (with a slight abuse of notation) RR = R : J → R+ be a function
increasing in J such that limR→∞ R(t) = ∞ for all t ∈ J ; we use R(t) = tR and R(t) = R + tΣR later.
Let us denote
Ξ̂R(t) =
Ξ
(N)
R(t)√
ΣR
=
∑N
k=1 1Γk≤R(t) − P(Γk ≤ R(t))√
ΣR
. (3.11)
Note that we omitted the dependency on N . The processes Ξ̂R are asymptotically normalized. If
N < ∞, we again choose a sequence R = R(N) which satisfies one of the conditions (1.13) and the
interval I is given by (1.14).
In the context of Theorem 1.10 and Theorem 1.11, Ξ̂R(t) represents the fluctuations of the number
of points in disks of radius T−1(R(t)); see (1.12). The convergence of (Ξ̂R)R∈R+ as a stochastic process
relies on a general central limit theorem for sums of independent Bernoulli random variables which follows
basically just from the convergence of covariances.
Within this section we denote λk,t = P(Γk ≤ R(t)) for k ∈ N and t ∈ J and rely on the property:
Var(1Γk≤R(t)) = λk,t(1−λk,t). Let us first state a multivariate central limit theorem for the processes Ξ̂R.
The argument bears similarity with [Sos02, Lemma 2].
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Lemma 3.6. Assume that there exists a function c : J × J → R such that for all s, t ∈ J
lim
R→∞
Cov
(
Ξ̂R(s), Ξ̂R(t)
)
= c(s, t).
Then, it holds as R→∞ that (
Ξ̂R(t)
)
t∈J
fdd−−→ (Gt)t∈J ,
where (Gt)t∈J is a centred Gaussian process with covariance kernel Cov(Gs, Gt) = c(s, t) for all s, t ∈ J .
Proof. Fix n ∈ N. We show for any sequence t1 ≤ · · · ≤ tn, ti ∈ J , and for any choice a1, . . . , an ∈ R that
as R→∞ it holds
a1Ξ̂R(t1) + · · ·+ anΞ̂R(tn) d−→ a1Gt1 + · · ·+ anGtn .
Then, the result follows by the Cramèr-Wold device. Clearly, the mean of both sides is equal to zero. The
convergence of the variance follows from the assumed convergence of covariances by bilinearity. Finally, we
show that the higher order cumulants converge to zero. First, by additivity of cumulants on independent
random variables, notice for q ∈ N, q ≥ 3, that
κ
(q)
(
a1Ξ̂R(t1) + · · ·+ anΞ̂R(tn)
)
=
N∑
k=1
κ
(q)
( n∑
i=1
ai√
ΣR
(
1Γk≤R(ti) − λk,ti
))
.
Denote by Qq the set of all set partitions of {1, . . . , q}. The moment-cumulant formula then implies∣∣∣∣κ(q)( n∑
i=1
ai√
ΣR
(
1Γk≤R(ti) − λk,ti
))∣∣∣∣
=
∣∣∣∣∣ ∑
Π∈Qq
(−1)|Π|−1(|Π| − 1)! ∏
π∈Π
E
[( n∑
i=1
ai√
ΣR
(
1Γk≤R(ti) − λk,ti
))|π|]∣∣∣∣∣
≤
∑
Π∈Qq
(|Π| − 1)!( n∑
i=1
|ai|√
ΣR
)q−2
Var
( n∑
i=1
ai√
ΣR
(
1Γk≤R(ti) − λk,ti
))
,
where in the first inequality we used that all blocks π ∈ Π have size at least two (since the involved
random variables are centred) and that
∑n
i=1
ai√
ΣR
(1Γk≤R(ti) − λk,ti) is bounded by
∑n
i=1
|ai|√
ΣR
. Next,
notice that
∑
Π∈Qq(|Π| − 1)! ≤ 2qq! because the left-hand side can be bounded by the number of ordered
set partitions. Also notice that Cov(1Γk≤R(ti),1Γk≤R(tj)) ≤ min{Var(1Γk≤R(ti)),Var(1Γk≤R(tj))} so that
Var
( n∑
i=1
ai√
ΣR
(
1Γk≤R(ti) − λk,ti
)) ≤ n n∑
i=1
Var
( ai√
ΣR
(
1Γk≤R(ti) − λk,ti
))
.
Therefore, we conclude
lim sup
R→∞
∣∣∣κ(q)(a1Ξ̂R(t1) + · · ·+ anΞ̂R(tn))∣∣∣ ≤ lim sup
R→∞
2qq!
( n∑
i=1
|ai|√
ΣR
)q−2
n
n∑
i=1
a2i Var
(
Ξ̂R(ti)
)
= 0.
This proves the convergence in finite-dimensional distributions.
The convergence in finite-dimensional distributions can be upgraded to convergence in the Skorokhod
topology under a mild continuity condition on the expectation t 7→ R(t).
Proposition 3.7. Under the assumptions of Lemma 3.6 and further assuming that there exist constants
ε > 0, C > 0 and R0 ∈ R+ such that for all R ≥ R0 and s, t ∈ J with s ≤ t ≤ s+ 1,
R(t)− R(s) ≤ CΣR(t− s) 12+ε, (3.12)
then, as R→∞, the following convergence in the Skorokhod topology holds:(
Ξ̂R(t)
)
t∈J
S(J)−−−→ (Gt)t∈J .
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Proof. By Lemma 3.6, (Ξ̂R(t))t∈J converges in finite-dimensional distributions to (G(t))t∈J . Thus, it
remains to show tightness. We prove this by using the following Kolmogorov criterion [JS03, Theorem
VI.4.1]: Fix t0 ∈ J .
(i) The collection of random variables (Ξ̂R(t0))R∈R+ is tight.
(ii) It holds lim
t→t0
lim sup
R→∞
P
(∣∣Ξ̂R(t)− Ξ̂R(t0)∣∣ > ε) = 0 for all ε > 0.
(iii) There exist constants C,R0 ∈ R+ and β > 1 such that
E
[∣∣Ξ̂R(t)− Ξ̂R(s)∣∣2∣∣Ξ̂R(u)− Ξ̂R(t)∣∣2] ≤ C(u − s)β
for all s ≤ t ≤ u, s, t, u ∈ J and all R ≥ R0.
Concerning (i), the claim follows immediately from the convergence in distribution of Ξ̂R(t0) for R→∞.
For (ii) notice that, for R > 0, the condition (3.12) on the means implies
Var
(
Ξ̂R(t)− Ξ̂R(t0)
)
=
1
ΣR
N∑
k=1
(λk,t − λk,t0 )
(
1− (λk,t − λk,t0)
)
≤ 1
ΣR
N∑
k=1
(λk,t − λk,t0 ) =
R(t)− R(t0)
ΣR
≤ C(t− t0) 12+ε.
Next, apply Chebyshev’s inequality and the above variance bound to obtain
lim sup
R→∞
P
(∣∣Ξ̂R(t)− Ξ̂R(t0)∣∣ > δ) ≤ lim sup
R→∞
Var
(
Ξ̂R(t)− Ξ̂R(t0)
)
δ2
≤ C(t− t0)
1
2+ε
δ2
.
The last term clearly converges to zero as t→ t0.
Lastly, we show that (iii) holds. Notice that
E
[∣∣Ξ̂R(t)− Ξ̂R(s)∣∣2∣∣Ξ̂R(u)− Ξ̂R(t)∣∣2]
= Var
(
Ξ̂R(t)− Ξ̂R(s)
)
Var
(
Ξ̂R(u)− Ξ̂R(t)
)
+ 2Cov
(
Ξ̂R(t)− Ξ̂R(s), Ξ̂R(u)− Ξ̂R(t)
)2
+ κ
(
Ξ̂R(t)− Ξ̂R(s), Ξ̂R(t)− Ξ̂R(s), Ξ̂R(u)− Ξ̂R(t), Ξ̂R(u)− Ξ̂R(t)
)
,
where the last term denotes the joint cumulant (see [JŁR00, Proposition 6.16]). By the above variance
bound, the first two summands are bounded by
Var
(
Ξ̂R(t)− Ξ̂R(s)
)
Var
(
Ξ̂R(u)− Ξ̂R(t)
) ≤ C2(t− s) 12+ε(u− t) 12+ε
and
2Cov
(
Ξ̂R(t)− Ξ̂R(s), Ξ̂R(u)− Ξ̂R(t)
)2 ≤ 2C2(t− s) 12+ε(u− t) 12+ε.
As (u− t) 12+ε(t− s) 12+ε ≤ (u−s)1+2ε4 , it only remains to bound the joint cumulant term:
κ
(
Ξ̂R(t)− Ξ̂R(s), Ξ̂R(t)− Ξ̂R(s), Ξ̂R(u)− Ξ̂R(t), Ξ̂R(u)− Ξ̂R(t)
)
=
1
Σ2R
N∑
k=1
κ
(
1R(s)<Γk≤R(t),1R(s)<Γk≤R(t),1R(t)<Γk≤R(u),1R(t)<Γk≤R(u)
)
=
1
Σ2R
N∑
k=1
(
−6(λk,t − λk,s)2(λk,u − λk,t)2 + 2(λk,t − λk,s)2(λk,u − λk,t)
+ 2(λk,t − λk,s)(λk,u − λk,t)2 − (λk,t − λk,s)(λk,u − λk,t)
)
.
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Let us distinguish two cases.
Case 1: 12CΣR ≤ (u− s)
1
2+ε. Then, the above bound on the variance yields
κ
(
Ξ̂R(t)− Ξ̂R(s), Ξ̂R(t)− Ξ̂R(s), Ξ̂R(u)− Ξ̂R(t), Ξ̂R(u)− Ξ̂R(t)
)
≤ 2C(u− s)
1
2+ε
ΣR
N∑
k=1
(λk,t − λk,s)(λk,u − λk,t)
= −2C(u− s) 12+ε Cov(Ξ̂R(t)− Ξ̂R(s), Ξ̂R(u)− Ξ̂R(t))
≤ 2C(u− s) 12+ε
√
Var
(
Ξ̂R(t)− Ξ̂R(s)
)
Var
(
Ξ̂R(u)− Ξ̂R(t)
)
≤ C2(u− s)1+2ε.
This proves the claim in the first case.
Case 2: (u − s) 12+ε < 12CΣR . Then,
λk,u − λk,s ≤
N∑
k=1
(
λk,u − λk,s
)
= R(u)− R(s) ≤ CΣR(u− s) 12+ε ≤ 1
2
which in particular implies that
− 6(λk,t − λk,s)2(λk,u − λk,t)2 + 2(λk,t − λk,s)2(λk,u − λk,t)
+ 2(λk,t − λk,s)(λk,u − λk,t)2 − (λk,t − λk,s)(λk,u − λk,t)
≤ −(λk,t − λk,s)(λk,u − λk,t)
(
1− 2(λk,t − λk,s)
)(
1− 2(λk,u − λk,t)
) ≤ 0.
Hence, κ
(
Ξ̂R(t) − Ξ̂R(s), Ξ̂R(t) − Ξ̂R(s), Ξ̂R(u) − Ξ̂R(t), Ξ̂R(u) − Ξ̂R(t)
) ≤ 0 in this case and the claim
follows.
Lemma 3.8. Under Assumptions A, it holds for any s, t ∈ J with s < t as R→∞ that
Cov
(
Ξ
(N)
R(s),Ξ
(N)
R(t)
)
=
∫ N
0
Φ
(x− ϑR(s)
ΣR(s)
)(
1− Φ
(x− ϑR(t)
ΣR(t)
))
dx+O(1).
Proof. In this proof we treat the case of infinite and finite point processes simultaneously as presented in
(1.12). Recall that in the infinite case, we have N =∞. Let s, t ∈ J with s ≤ t. By (1.11) we obtain
Cov
(
ΞR(s),ΞR(t)
)
=
N∑
k=1
P(Γk ≤ R(s))P(Γk > R(t))
=
N∑
k=1
(
Φ
(k−ϑR(s)
ΣR(s)
)
+ 1ΣR(s)Ψ
(k−ϑR(s)
ΣR(s)
)
+O
(
θR,k
))(
1− Φ(k−ϑR(t)ΣR(t) )− 1ΣR(t)Ψ(k−ϑR(t)ΣR(t) )+O(θR,k)).
Since Φ and Ψ are bounded and the error terms θR,k satisfy
∑N
k=1 θR,k → 0 as R→∞, we obtain
Cov
(
ΞR(s),ΞR(t)
)
=
N∑
k=1
(
Φ
(k − ϑR(s)
ΣR(s)
)
+
1
ΣR(s)
Ψ
(k − ϑR(s)
ΣR(s)
))
(
1− Φ
(k − ϑR(t)
ΣR(t)
)
− 1
ΣR(t)
Ψ
(k − ϑR(t)
ΣR(t)
))
+ o(1).
(3.13)
Recall that, by Assumptions A, Ψ ∈ W 1,1(R). Hence, we can apply the Euler-Maclaurin formula (3.2)
such that it holds
N∑
k=1
1
ΣR(t)
Ψ
(k − ϑR(t)
ΣR(t)
)
=
∫ N
0
1
ΣR(t)
Ψ
(x− ϑR(t)
ΣR(t)
)
dx+O
( 1
ΣR(t)
)
.
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By a change of variables and using that Ψ ∈ L1(R), this shows that
N∑
k=1
1
ΣR(t)
Ψ
(k − ϑR(t)
ΣR(t)
)
≤ ‖Ψ‖L1 +O
( 1
ΣR(t)
)
is uniformly bounded. Combining this with (3.13) and using that Φ and 1− Φ are bounded we obtain
Cov
(
ΞR(s),ΞR(t)
)
=
N∑
k=1
Φ
(k − ϑR(s)
ΣR(s)
)(
1− Φ
(k − ϑR(t)
ΣR(t)
))
+O(1).
Since Φ is absolutely continuous, applying again (3.2) implies that
Cov
(
ΞR(s),ΞR(t)
)
=
∫ N
0
Φ
(x− ϑR(s)
ΣR(s)
)(
1− Φ
(x− ϑR(t)
ΣR(t)
))
dx+O(1).
Remark 9. When working under the more general assumptions from Remark 3, we do use a direct
Riemann sum approximation instead of the Euler-Maclaurin formula for ΨM which leads to the same
results.
We now combine Lemma 3.6 and Proposition 3.7 with Lemma 3.8 to conclude Theorem 1.10
New proof of Theorem 1.10. Recall that in Theorem 1.10 we have ϑ = 1 and ΣR = o(R). We treat the
two cases R(t) = tR and R(t) = R+ tΣR separately.
Let us consider first the macroscopic scaling R(t) = tR in which we choose J = R+. By a change of
variables, Lemma 3.8 implies that
Cov
( ΞsR√
ΣR
,
ΞtR√
ΣR
)
=
ΣtR
ΣR
∫
R
1
[
− tRΣtR ,
N−tR
ΣtR
](x)Φ(ΣtRx+ tR− sR
ΣsR
)(
1− Φ(x)
)
dx+ o(1). (3.14)
Notice that since R 7→ ΣR is non-decreasing and Φ is non-increasing, we can bound the integrand by
Φ(x)1x≥0 + (1−Φ(x))1x<0. Recall that Φ(x) = P(Z > x) with E[|Z|] <∞. As in (1.17) this yields that
x 7→ Φ(x)1x≥0 + (1 − Φ(x))1x<0 is integrable, and we can apply a dominated convergence theorem in
(3.14). This shows
lim
R→∞
Cov
( ΞsR√
ΣR
,
ΞtR√
ΣR
)
= g2t
∫ a+(t)
−∞
Φ(x)
(
1− Φ(x))1s=t dx+ o(1),
where for N < ∞ that a+ = limN→∞ N−tRΣtR and a+ = ∞ for N = ∞. By Lemma 3.6 this implies the
convergence in finite dimensional distributions.
Consider now the microscopic scaling R(t) = R + tΣR. We choose J = R in (3.11). By a change of
variables, Lemma 3.8 implies that
Cov
(ΞR+sΣR√
ΣR
,
ΞR+tΣR√
ΣR
)
=
ΣR+tΣR
ΣR
∫
R
1
[
− R+tΣRΣR+tΣR ,
N−R−tΣR
ΣR+tΣR
](x)Φ(ΣR+tΣRx+ tΣR − sΣR
ΣR+sΣR
)(
1− Φ(x)
)
dx+ o(1).
(3.15)
Using the same bound as in case R(t) = tR shows that we can apply the dominated convergence theorem
in (3.15). Observe that for any ε > 0, it holds for R sufficiently large,
ΣR(1−ε)
ΣR
<
ΣR+tΣR
ΣR
<
ΣR(1+ε)
ΣR
.
Since ΣR(1±ε)ΣR → g(1 ± ε) as R → ∞ and g is continuous at 1, this shows that
ΣR+tΣR
ΣR
→ 1. Combining
this with (3.15) yields
lim
R→∞
Cov
(
ΞR+sΣR√
ΣR
,
ΞR+tΣR√
ΣR
)
=
∫
I−t
Φ(x+ t− s)(1− Φ(x)) dx = ∫
I
Φ(x− s)(1− Φ(x− t)) dx,
where I is defined according to (1.14). The condition on the mean (3.12) is clearly satisfied for our choice
of R(t) = R + tΣR with ε = 12 . Thus, we conclude the claimed convergence in the Skorokhod topology
from Proposition 3.7.
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We now combine Lemma 3.6 with Lemma 3.8 to conclude Theorem 1.11.
Proof of Theorem 1.11. In this case ϑ = 0, and we choose R(t) = tR, t0 = 1 and J = R+ in (3.11). Then,
for all 0 < s ≤ t, by a change of variables, Lemma 3.8 implies that
Cov
( ΞsR√
ΣR
,
ΞtR√
ΣR
)
=
ΣtR
ΣR
∫ N
ΣtR
0
Φ
(ΣtRx
ΣsR
)(
1− Φ(x)
)
dx+ o(1).
Recall that in the hyperbolic setting ΣR ∼ R. The same bound as given for (3.14) shows that we can
apply the dominated convergence theorem to get
lim
R→∞
Cov
( ΞsR√
ΣR
,
ΞtR√
ΣR
)
= t
∫
I/t
Φ
( tx
s
)(
1− Φ(x)
)
dx =
∫
I
Φ
(x
s
)(
1− Φ
(x
t
))
dt.
The condition on the mean (3.12) is clearly satisfied for R(t) = tR and ΣR ∼ R with ε = 12 . Thus, the
claimed convergence in the Skorokhod topology follows from Proposition 3.7.
4. Applications to different models
In this section, we show that the models presented in Section 2 satisfy Assumptions A, so that we can
apply the results of Section 1.3.
4.1. Proofs of the results in Section 1.1 and Section 2.1
Recall for the Ginibre ensemble that T (r) = E[ξ(Dr)] = r2 and that the random variables Γk from (1.9)
with α = 0 are gamma-distributed with shape k and rate 1. The proof relies on Lemma 3.1 and it is split
in two parts: First we provide elementary tail-bounds (Lemma 4.1) for the random variables Γk. Then,
using the identity Γk
d
=
∑k
n=1 Zn with independent exponentially-distributed random variables Zn, we
deduce the asymptotics (1.11) from an Edgeworth expansion.
Lemma 4.1. For all k ≥ R, it holds
e−R
Rk
k!
≤ P(Γk ≤ R) ≤ ek−R(R
k
)k
≤ 3
√
ke−R
Rk
k!
.
Similarly, for all 1 ≤ k ≤ R it holds
e−R
Rk−1
(k − 1)! ≤ P
(
Γk > R
) ≤ ek−R(R
k
)k
≤ 3
√
ke−R
Rk
k!
.
Proof. We only prove the result for k ≥ R. The bounds for k ∈ [1, R] follow in a similar way. For the
lower bound we use the following relation between the Poisson and the gamma distribution: For any
k ∈ N and any x ∈ R+, by integration by parts it holds
P(Γk ≤ x) =
∫ x
0
yk−1
(k − 1)!e
−y dy = 1− e−x
k−1∑
ℓ=0
xℓ
ℓ!
= P
(
Pois(x) ≥ k). (4.1)
Hence, we have for any k ∈ N,
P
(
Γk ≤ R
)
= P
(
Pois(R) ≥ k) ≥ P(Pois(R) = k) = e−RRk
k!
.
For the upper bound, if k > R, by Markov’s inequality with x = kR − 1 > 0,
P
(
Γk ≤ R
) ≤ E[e−xΓk]exR = exR(1 + x)−k = ek−R( k
R
)−k
.
By continuity of P(Γk ≤ R) for k > 0, this bound holds true when k = R as well. For the last step, we
use the bound k! ≤ 3
√
kkke−k.
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We now discuss the Edgeworth expansion. Consider a sequence (Xn)n∈N of real-valued random variables
together with a reference random variables X and denote by κ(k)n and κ(k) the respective k-th cumulant.
Informally, if κ(k)n is close to κ(k), we have the expansion
E
[
eizXn
]
= E
[
eizX
]
exp
( ∞∑
k=1
(
κ
(k)
n − κ(k)
) (iz)k
k!
)
which, by Fourier inversion, implies that the distribution functions satisfy
FXn(x) = FX(x) +
∞∑
k=1
Bk
(
κ
(1)
n − κ(1), . . . ,κ(k)n − κ(k)
) (−1)k
k!
F
(k)
X (x),
where Bk denotes the k-th Bell polynomial. This shows that the distribution function FXn can be
approximated by FX provided that the series can be treated as an error. In particular, if Xn is a sum of
n i.i.d. well-behaved random variables, then X is chosen to be Gaussian (according to the central limit
theorem) and the expansion can be controlled in terms of negative powers of
√
n. This is made rigorous
by the so-called Berry-Esseen expansion, see [Fel71, Theorem XVI.4.1]: It holds uniformly for all R > 0
as k →∞,
P
(
Γk ≤ R
)
= P
(∑k
n=1 Zn − k√
k
≤ R − k√
k
)
= Φ0
(k −R√
k
)
+
1
3
√
k
Φ′′′0
(k −R√
k
)
+O
(1
k
)
.
Together with the bounds from Lemma 4.1, this implies the assumptions from Lemma 3.1 with Φ = Φ0
(the error function) and Υ = Φ′′′0 for any fixed ε <
1
10 . Indeed, Φ0 satisfies the required smoothness and
integrability conditions and letting ηk,R = 3
√
ke−RR
k
k! 1|k−R|>R 12+ε +O(R
−1)1|k−R|≤R 12+ε , we have∑∞
k=1 ηR,k = O
(
Rε−
1
2
)
as R→∞.
Note that in principle, this Edgeworth expansion would allow us to compute higher order terms in
(3.3) and thus to obtain further correction terms in the deviation probabilities from Theorem 1.6. To
summarize, by Lemma 3.1, we obtain the following result.
Proposition 4.2. For any 0 < ε < 1/10, the radii (Γk)k∈N of the Ginibre ensemble satisfy Assumptions A
with ϑ = 1, speed ΣR =
√
R,
Φ0(x) =
1√
2π
∫ ∞
x
e−
y2
2 dy and Ψ0(x) =
2− 5x2
6
√
2π
e−
x2
2 .
Hence, by our main results, we conclude that the counting statistics of both the finite and infinite
Ginibre ensemble converges in the mod-phi sense of Theorem 1.9. In particular, the precise deviations
from Proposition 1.2 follow from Theorem 1.6 and the functional central limit theorems presented in
Proposition 1.3 and Proposition 1.4 follow directly from Theorem 1.10.
As for the results of Section 2.1, the only difference comes from the finite-size effects occurring at the
edge. To obtain Proposition 2.1, Proposition 2.2 and Proposition 2.3, it is simply worth observing that
according to (1.13)–(1.14) and (1.18)–(1.19), we have Var(Ξ(N)R ) =
√
RΛ′′(0) +O(1) as R→∞ where
Λ′′(0) =

∫
R
Φ0(x)(1 − Φ0(x)) dx = 1√
π
i) if N =∞ or N <∞ and R(N) = γN with γ ∈ (0, 1),∫ a+
−∞
Φ0(x)(1 − Φ0(x)) dx ii) if N <∞ and R(N) = N
(
1− a+√
N
+ (a
+)2
2N
)
with a+ ∈ R,
0 iii) if N <∞ and (R(N)−N)≫ √N logN as N →∞.
Note that in case ii), at the edge, the condition on R(N) = γN comes from solving for γ > 0 the
equation (1.13) which reads
N −R(N)
ΣR(N)
= (γ−1/2 − γ1/2)
√
N =
(
(1− γ) + (1−γ)22 +O((1 − γ)3)
)√
N = a+ +O(N−1/2).
Hence, the solution has the asymptotic γ = 1 − a+√
N
+ (a
+)2
2N + O(N
−1) as N → ∞. This completes the
proofs of our results for counting statistics of both the infinite and finite Ginibre ensembles. In the next
section, we turn to show that the Ginibre α-type processes satisfy Assumptions A for general α ∈ N0.
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4.2. Proofs of the results in Section 2.2
Recall that for the Ginibre α-type ensemble associated with higher-Landau levels, the random variables
(Γ
(α)
k )k∈N which represent the radii of the points have densities for α ∈ N0 and k ∈ N,
L(k−α−1)α (x)
2xk−α−1e−x1x≥0. (4.2)
For α ≥ 1, we cannot apply the Edgeworth expansion described in the previous section since the random
variables Γ(α)k are not infinitely divisible. Nevertheless, it follows from (4.2) that the Laplace transforms
of Γ(α)k are explicit, and we can use Fourier analysis methods to obtain the expansion (3.3).
Shirai showed in [Shi15, Proposition 4.1] that for all z ∈ C with ℜz < 1,
E
[
ezΓ
(α)
k−α
]
= (1 − z)−k
∞∑
ℓ=0
(
α
ℓ
)(
k − α− 1
ℓ
)
z2ℓ. (4.3)
Our strategy consists in computing the asymptotics of E
[
eixΓ
(α)
k−α
]
as k → ∞ up to an error that
converges to 0 in L1(R) in order to deduce (3.3) by using Fourier’s inversion formula. This argument
is inspired from the proof of the Berry-Esseen expansion for sums of i.i.d. random variables, [Fel71,
Chap. XVI]. The next lemma is motivated by the fact that it holds locally uniformly as k →∞,
√
k!L(k)α (k + x
√
k)→ (−1)αHα(x),
where Hα, α ∈ N0, denote the (orthonormal) Hermite polynomials; see e.g. [Cal78]12. Let us recall that
the random variables Zα, α ∈ N0 have densities h2α(x) = H2α(x)e−
x2
2 /
√
2π for x ∈ R and probability tail
function Φα.
Lemma 4.3. It holds uniformly for all x ∈ R, as k →∞,
P
(
Γ
(α)
k−α − k√
k
≤ x
)
= P
(
Zα ≤ x
)
+
1√
3k
Φ′′′α (x) +Oα
(1
k
)
. (4.4)
Proof. Recall that the classical Laguerre polynomials satisfy Lα(x) =
∑α
ℓ=0
(
α
ℓ
) (−x)ℓ
ℓ! and that the Laplace
transform of the random variable Zα is explicitly given by
E
[
ezZα
]
= Lα
(−z2)e z22 , z ∈ C. (4.5)
This follows from instance from [Shi15, (4.9)]. Observe that for any α ∈ N0, it holds uniformly for all
ℓ ∈ N0, (
k − α− 1
ℓ
)
=
kℓ
ℓ!
(
1 +Oα
(1
k
))
.
By (4.3), this implies that it holds uniformly for all x ∈ R, as k → +∞,
E
[
eixΓ
(α)
k−α
]
= (1− ix)−kLα(
√
kx2)
(
1 +Oα
(1
k
))
.
This shows that the characteristic function of the normalized Γ(α)k−α random variables is given by
E
[
exp
(
ix
Γ
(α)
k−α − k√
k
)]
=
(
1− ix√
k
)−k
e−ix
√
kLα(x
2)
(
1 +Oα
(1
k
))
. (4.6)
Let us now compute the asymptotics of the first two factors on the RHS of (4.6). Recall that it holds
|ez − ew| ≤ |z − w|emax{ℜ(z),ℜ(w)} for all z, w ∈ C. Using this bound, we obtain∣∣∣∣(1− ix√k
)−k
e−ix
√
k − e−x
2
2 − ix
3
3
√
k
∣∣∣∣ ≤ k∣∣∣∣log(1− ix√k
)
+
ix√
k
+
1
2
( ix√
k
)2
+
1
3
( ix√
k
)3∣∣∣∣e−min{k log |1− ix√k |, x22 },
12Note that our normalizations are different from that of [Cal78] and the locally uniform convergence follows directly from
the convergence of the zeros of these polynomials.
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where we used the principle branch of log(·). Observe that
k log
∣∣∣1− ix√
k
∣∣∣ = k
2
log
(
1 +
x2
k
)
≤ x
2
2
and |log(1− ix) +∑4ℓ=1 (ix)ℓℓ | ≤ Cx4 for all x ∈ R, so that it holds for all k > 0 and x ∈ R,∣∣∣∣(1− ix√k
)−k
e−ix
√
k − e− x
2
2 − ix
3
3
√
k
∣∣∣∣ ≤ Cx4k (1 + x2k )−
k
2
.
By applying the same bounds, we also have∣∣∣∣e− ix33√k − 1 + ix33√k
∣∣∣∣ ≤ Cx6k
√
1 +
x6
9k
.
By the triangle inequality, this shows that for all k > 0 and x ∈ R,∣∣∣∣(1− ix√k
)−k
e−ix
√
k − e−x
2
2
(
1− ix
3
3
√
k
)∣∣∣∣ ≤ Cx4k (1 + x2k )−
k
2
+ C
x6
k
√
1 +
x6
9k
e−
x2
2 .
As the function k 7→ (1 + x2k )−
k
2 is non-increasing, we can choose k = 2α+ 6 on the RHS of the previous
estimate. According to (4.6), this shows that as k → +∞,∣∣∣∣E[exp(ixΓ(α)k−α − k√k
)]
−e−x
2
2
(
1− ix
3
3
√
k
)
Lα(x
2)
(
1+Oα
(1
k
))∣∣∣∣ ≤ Cx4|Lα(x2)|k
(
(1+x2)−α−3+x2(1+x3)e−
x2
2
)
where the RHS is in L1(R). Since the function x 7→ E[eixΓ(α)k−α ] is in L1(R), by the Fourier inversion
formula, the probability density function of the normalized random variable Γ(α)k−α is given by
fα,k(x) =
1
2π
∫
R
E
[
exp
(
iξ
Γ
(α)
k−α − k√
k
)]
e−iξx dξ, x ∈ R.
Then, our previous bound implies that uniformly for all x ∈ R,∣∣∣∣fα,k(x)− (1 +Oα(1k)) 12π
∫
R
e−
ξ2
2
(
1− iξ
3
3
√
k
)
Lα(ξ
2)e−iξx dξ
∣∣∣∣ ≤ Cαk .
By (4.5), since h2α is the probability density function of Zα and the functions e
− ξ22
(
1 + |ξ|n)Lα(ξ2) are
integrable on R for any n ∈ N, we also have
dn
dxn
h2α(x) =
1
2π
∫
R
e−
ξ2
2 (−iξ)nLα(ξ2)e−iξx dξ, x ∈ R.
Hence, we conclude that ∣∣∣fα,k(x)− h2α(x) − 1
3
√
k
(
h2α(x)
)′′′∣∣∣ ≤ Cα
k
, (4.7)
for a larger constant Cα.
Let us now finish the proof. Let Ak = {x ∈ R : |x| ≤
√
2 log k} and recall that ∫
R\Ak e
− x22 dx ≤
1/k√
(log k)/2
. Then, if k is sufficiently large (depending on α),∫
R\Ak
h2α(x) +
∣∣(h2α(x))′′′∣∣dx ≤ 1k .
This tail bound with (4.7) implies that for any x ∈ R,∫ x
−∞
|fα,k(t)− h2α(t)−
1
3
√
k
(
h2α(t)
)′′′| dt ≤ Cα|Ak|+ 1
k
.
Since P
(
Zα ≤ x
)
= 1−Φα(x) =
∫ x
−∞ h
2
α(t) dt, this completes the proof with the required uniformity.
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From Lemma 4.3, we can (almost) verify that the random variables (Γ(α)k )k∈N satisfy the assumptions
from Lemma 3.1. Indeed, the tail functions Φα satisfy the required smoothness and integrability condi-
tions for any α ∈ N, the obstacle being essentially that the errors Oα(1/k) are not summable. We could
actually push the expansion (4.4) one order further so as to have summable errors but it suffices instead
to produce tail-bounds for the random variables Γ(α)k . Moreover, these bounds will also be crucial in
Section 5 to prove the JLM asymptotics from Theorem 2.7.
The proof of Lemma 4.4 proceeds by comparing the probability density functions of Γ(α)k with that of
standard gamma random variables.
Lemma 4.4. For any α ∈ N0, it holds for all k ≥ R > 2α+ 2 that
P
(
Γ
(α)
k ≤ R
) ≤ 32α+1Rα+1P(Γk−2α−2 ≤ R).
and for all 1 ≤ k ≤ R that
P
(
Γ
(α)
k ≥ R
) ≤ 4αkαP(Γk+α ≥ R).
Proof. Recall the expression (4.2) for the probability density function of the random variable Γ(α)k where
the generalized Laguerre polynomial is given by
L(k)α (x) =
√
α!
Γ(k + α+ 1)
α∑
ℓ=0
(
α+ k
α− ℓ
)
(−x)ℓ
ℓ!
=
√
Γ(k + α+ 1)
α!
α∑
ℓ=0
(
α
ℓ
)
(−x)ℓ
Γ(k + ℓ+ 1)
.
For the first claim, we can use the bound valid for all |x| ≤ R,
∣∣L(k)α (x)∣∣ ≤√Γ(k + α+ 1) α∑
ℓ=0
(
α
ℓ
)
Rℓ
Γ(k + 1)kℓ
≤
√
Γ(k + α+ 1)
Γ(k + 1)
(
1 +
R
k
)α
By (4.2), this immediately implies that for k > 2(α+ 1),
P(Γ
(α)
k ≤ R) ≤
(
1 +
R
k − α− 1
)2α Γ(k)
Γ(k − α)2
∫ R
0
xk−α−1e−x dx ≤ 32αkαP(Γk−α−1 ≤ R),
where we have used that the probability density function of Γk is x 7→ xk−1e−xΓ(k) onR+. Now, by Lemma 4.1,
it holds for any γ > 0,
P
(
Γk+γ+1 ≤ R
) ≤ 3Rγ+1√
k + γ + 1
k−γP
(
Γk ≤ R
)
.
By combining these bounds, we conclude that
P(Γ
(α)
k ≤ R) ≤ 32α+1Rα+
1
2P
(
Γk−2α−2 ≤ R
)
.
For the second claim, we can similarly bound for all x ≥ 0 and k ≥ −α,
∣∣L(k)α (x)∣∣ ≤ 1√
α!Γ(k + α+ 1)
α∑
ℓ=0
(
α
ℓ
)
(k + α)α−ℓxℓ =
(k + α+ x)α√
α!Γ(k + α+ 1)
If k ≥ 1, by (4.2), this shows that for any 1 ≤ k ≤ R that
P(Γ
(α)
k ≥ R) ≤
1
α!Γ(k)
∫ ∞
R
(k−1+x)2αxk−α−1e−x dx ≤ 22αkα
∫ ∞
R
xk+α−1e−x
Γ(k + α)
dx = 22αkαP(Γk+α ≥ R),
where we used that Γ(k+α)Γ(k) ≤ α!kα. This completes the proof.
By combining Lemma 3.1, Lemma 4.3 and Lemma 4.4, we immediately obtain the following asymptot-
ics.
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Proposition 4.5. For any α ∈ N0 and 0 < ε < 1/10, the radii (Γ(α)k )k∈N of the Ginibre α-type ensemble
satisfy Assumptions A with ϑ = 1, speed ΣR =
√
R,
Φα(x) =
∫ ∞
x
h2α(t) dt and Ψα(x) =
x2
2
Φ′α(x) +
1
3
Φ′′′α (x) = −
x2
2
h2α(x) −
1
3
(
h2α(x)
)′′
.
Hence, according to our main results (Theorem 1.9 and Theorem 1.10), we have proven the mod-phi
convergence from Proposition 2.4 and the functional central limit theorems from Theorem 1.10. To
complete this section, it remains to prove Theorem 2.5 about the asymptotics of entanglement entropies.
The proof is also based on Assumptions A together with Riemann sum approximations. Before, we a
useful lemma relating the tails of Φα and Ψα with the Gaussian tail.
Lemma 4.6. For all α ≥ 0 and all ε > 0 there exist constants c, C > 0 such that for all |x| ≤ Rε it holds
max{|Ψα(x)|, |Ψ′α(x)|, |Φ′α(x)|} ≤ CR(2α+2)εe−
x2
2 ,
Φα(x)
(
1− Φα(x)
) ≥ cR−εe−x22 .
Proof. Notice that all Ψα, Ψ′α and Φ
′
α are of the form x 7→ pα(x)e−
x2
2 for a polynomial pα of degree at
most 2α+ 2. Hence, for all |x| ≤ Rε it holds
max{|Ψα(x)|, |Ψ′α(x)|, |Φ′α(x)|} ≤ CαR(2α+2)εe−
x2
2
with a constant Cα > 0.
We now prove the lower bound for Φα(1 − Φα). Recall that Φα(x) =
∫∞
x hα(y)
2 dy. Notice that for
any L > 0 there exists δL > 0 such that
inf
|x|≤L
Φα(x)
(
1− Φα(x)
) ≥ δL.
Choose L large enough such that the Hermite polynomial satisfies Hα(x)2 ≥
√
2π for all |x| ≥ L. The
Gaussian tail bound |x|1+x2 e
− x22 ≤ ∫∞
x
e−
y2
2 dy for x ∈ R together with Φα(0) = 12 implies for all L ≤ x ≤
Rε that
Φα(x)
(
1− Φα(x)
) ≥ 1
2
∫ ∞
x
hα(y)
2 dy ≥ 1
2
∫ ∞
x
e−
y2
2 dy ≥ x
2(1 + x2)
e−
x2
2 ≥ 1
4Rε
e−
x2
2 .
By symmetry, the same bound holds for −Rε ≤ x ≤ −L. By combining the bounds for |x| ≤ L and
L ≤ |x| ≤ Rε, there exists a constant cα > 0 such that for all |x| ≤ Rε it holds
Φα(x)
(
1− Φα(x)
) ≥ cαR−εe− x22 .
Proof of Theorem 2.5. Notice that by definition we have
Sβα(Dr) =
∑
k∈N
fβ
(
P(Γ
(α)
k ≤ R)
)
with r2 = R and recall that fβ(x) =
log(xβ+(1−x)β)
1−β if β 6= 1 and f1(x) = −x log(x) − (1 − x) log(1 − x)
for x ∈ [0, 1]. Notice that fβ(0) = fβ(1) = 0. Within this proof we extend fβ by continuity as fβ(x) = 0
for all x ∈ R \ [0, 1]. Let us first show that only terms for k near R contribute significantly to the above
sum. It holds for all β > 0 that fβ(x) = fβ(1 − x). Moreover, fβ is β ∧ 1-Hölder continuous for β 6= 1
and 1−-Hölder continuous for β = 1. In the following, we use the slightly weaker condition that fβ is
∆β-Hölder continuous for ∆β ∈ ( 12 , β ∧ 1) for all β > 0. In particular, this shows for all x ∈ [0, 1] that
|fβ(x)| ≤ Cβ min{x∆β , (1− x)∆β}.
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Fix ε < min{∆β − 12 , 18α+14}. By combining Lemma 4.4 with Lemma 4.1 and using that log(1 − x) ≤
−x− x22 for all x ∈ [0, 1), we have for any ℓ > 0 that
P
(
Γ
(α)
R+ℓ ≤ R
) ≤ CαRα+1P(ΓR+ℓ−2α−2 ≤ R)
≤ Cα(R+ ℓ)2α+2eℓ+(R+ℓ) log(1− ℓR+ℓ )
≤ Cα(R+ ℓ)2α+2e−
ℓ2
2(R+ℓ) .
Thus, we obtain as R→∞ that
∑
k≥R+R 12+ε
fβ
(
P
(
Γ
(α)
k ≤ R
)) ≤ Cα,β ∞∑
ℓ=R
1
2
+ε
(R + ℓ)(2α+2)∆βe−
∆βℓ
2
2(R+ℓ) → 0.
Similarly, we obtain by Lemma 4.4 and Lemma 4.1 for any 1 ≤ k ≤ R−R 12+ε that
P
(
Γ
(α)
k > R
) ≤ CαkαP(Γk+α > R) ≤ CαRαek−R(R
k
)k
≤ CαRαe−R
1
2
+ε
( R
R−R 12+ε
)R−R 12+ε
.
Since log(1 − x) ≥ −x− 45x2 for 0 < x < 12 , we find for R large enough that
e−R
1
2
+ε
( R
R −R 12+ε
)R−R 12+ε
= e−R
1
2
+ε−(R−R 12 ) log(1−Rε− 12 ) ≤ e− 15R2ε−R3ε−
1
2 ≤ e− 15R2ε
which implies for R→∞ that∑
k≤R−R 12 +ε
fβ
(
P
(
Γ
(α)
k ≤ R
)) ≤ Cβ ∑
k≤R−R 12+ε
P
(
Γ
(α)
k > R
)∆β ≤ Cα,βRα∆β+1e− 15∆βR2ε → 0.
Hence, we proved for R→∞ that
Sβα(Dr) =
∑
|k−R|≤R 12+ε
fβ
(
P
(
Γ
(α)
k ≤ R
))
+ oα,β(1). (4.8)
Next, we show that we can replace P(Γ(α)k ≤ R) in the right-hand side of (4.8) by its asymptotic
expansion (1.11) with Φα and Ψα given in Proposition 4.5. We use that the radii (Γ
(α)
k )k∈N of the
Ginibre α-type ensemble satisfy (1.11) with the explicit error θR,k = CαR for all k ∈ [R−R
1
2+ε, R+R
1
2+ε]
as proven in Lemma 4.3. Since fβ is bounded for all β > 0, the Hölder continuity implies for all
k ∈ [R−R 12+ε, R+R 12+ε] that
fβ
(
P
(
Γ
(α)
k ≤ R
))
= fβ
(
Φα
(k −R√
R
)
+
1√
R
Ψα
(k −R√
R
))
+O
(
R−∆β
)
. (4.9)
Since ε < ∆β − 12 (here we use that β > 12 ), the error in the above equation is summable. This yields
Sβα(Dr) =
∑
|k−R|≤R 12+ε
fβ
(
Φα
(k −R√
R
)
+
1√
R
Ψα
(k −R√
R
))
+ oα,β(1). (4.10)
In the following, we further expand the right-hand side of (4.10) and approximate it by its leading
order term. Since fβ is smooth on (0, 1) for all β > 0, a Taylor expansion shows that
fβ
(
Φα
(k −R√
R
)
+
1√
R
Ψα
(k −R√
R
))
= fβ
(
Φα
(k −R√
R
))
+
1√
R
Ψα
(k −R√
R
)
f ′β
(
Φα
(k −R√
R
))
+
1
R
Ψα
(k −R√
R
)2
f ′′β
(
xk,R
)
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with xk,R ∈ (0, 1). By Lemma 4.6 and because (2α + 3)ε < 12 , we have in particular that |Ψα(x)| ≤√
R
2 Φα(x)(1−Φα(x)) for all |x| ≤ Rε and all R large enough. This shows that Φα(x)2 ≤ xk,R ≤ 1− 1−Φα(x)2 .
A direct computation yields for all β > 0 and all x ∈ (0, 1) that |f ′′β (x)| ≤ Cβ(x∆β−2 + (1 − x)∆β−2).
Hence, Lemma 4.6 implies for all k ∈ [R −R 12+ε, R+R 12+ε] that∣∣∣∣ 1RΨα(k −R√R
)2
f ′′β
(
xk,R
)∣∣∣∣ ≤ Cα,βR ∣∣∣Ψα(k −R√R
)∣∣∣2(1 + Φα(k −R√
R
)∆β−2
+
(
1− Φα
(k −R√
R
))∆β−2)
≤ Cα,βR−1+(4α+6)ε exp
(
−∆β (k −R)
2
2R
)
.
Because we chose −1 + (4α+ 6)ε < − 12 − ε, this proves for all k ∈ [R−R
1
2+ε, R+R
1
2+ε] that
fβ
(
Φα
(k −R√
R
)
+
1√
R
Ψα
(k −R√
R
))
= fβ
(
Φα
(k −R√
R
))
+
1√
R
Ψα
(k −R√
R
)
f ′β
(
Φα
(k −R√
R
))
+ oα,β
(
R−
1
2−ε
)
and therefore (4.10) implies
Sβα(Dr) =
∑
|k−R|≤R 12 +ε
fβ
(
Φα
(k −R√
R
))
+
1√
R
Ψα
(k −R√
R
)
f ′β
(
Φα
(k −R√
R
))
+ oα,β(1). (4.11)
We now want to apply the Euler-Maclaurin formula (3.2) to calculate the sum. To do so, let us first
consider the error term. A direct computation shows for all β > 0 and all x ∈ (0, 1) that f ′β(x) ≤
Cβ(x
∆β−1 + (1− x)∆β−1). Using again Lemma 4.6, we obtain in a similar way as before for all |x| ≤ Rε
that ∣∣∣ 1√
R
(
Ψ′α(x)f
′
β
(
Φ(x)
)
+Ψα(x)f
′′
β
(
Φα(x)
)
Φ′α(x)
)∣∣∣ ≤ Cα,βR− 12+(2α+3)εe−∆β x22 .
By our choice of ε, Euler-Maclaurin’s formula (3.2) implies as R→∞ that∑
|k−R|≤R 12+ε
1√
R
Ψα
(k −R√
R
)
f ′β
(
Φα
(k − R√
R
))
=
∫ Rε
−Rε
Ψα(u)f
′
β
(
Φα(u)
)
du+ oα,β(1).
Because x 7→ f ′(Φ(x)) is odd and x 7→ Ψ(x) = x22 Φ′α(x) + 13Φ′′′α (x) is even, it holds∫ Rε
−Rε
Ψα(u)f
′
β
(
Φα(u)
)
du = 0.
Combining this with (4.11) yields
Sβα(Dr) =
∑
|k−R|≤R 12+ε
fβ
(
Φα
(k −R√
R
))
+ oα,β(1). (4.12)
Let us finally apply the Euler-Maclaurin formula (3.1) to the remaining term in (4.12). We find∑
|k−R|≤R 12+ε
fβ
(
Φα
(k −R√
R
))
=
√
R
∫ Rε
−Rε
fβ
(
Φα(u)
)
du+
fβ(Φα(R
ε)) + fβ(Φα(−Rε))
2
+
∫ Rε
−Rε
(
{
√
Ru} − 1
2
)
Φ′α(u)f
′
β
(
Φα(u)
)
du.
(4.13)
For the first term we combine the Hölder continuity of fβ with the tail bounds
Φα(x) =
∫ ∞
x
Hα(y)
2 e
− y22√
2π
dy ≤ Cα
∫ ∞
x
y2αe−
y2
2 dy ≤ Cαx2α−1e−x
2
2 ,
1− Φα(x) =
∫ −x
−∞
Hα(y)
2 e
− y22√
2π
dy ≤ Cα
∫ −x
−∞
|y|2αe−y
2
2 dy ≤ Cαx2α−1e−x
2
2
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for x > 0 to obtain as R→∞ that
√
R
∫ Rε
−Rε
fβ
(
Φα(u)
)
du =
√
R
∫ ∞
−∞
fβ
(
Φα(u)
)
du+ oα,β(1).
The second term in (4.13) clearly converges to zero as R→∞. The last term converges to zero by a gener-
alized Riemann-Lebesgue lemma (apply e.g. [CFM16, Theorem 1] with gR(x) = ({
√
Rx}− 12 )1|x|≤Rε).
Remark 10. Our argument uses that β > 12 only to sum the error in (4.9). For β ≤ 12 the error can be
improved by continuing the expansion in Lemma 4.3 up to higher order:
P
(
Γ
(α)
k−α − k√
k
≤ x
)
= P
(
Zα ≤ x
)
+
1√
3k
Φ′′′α (x) +
1
k
Ψα,2(x) +
1
k
3
2
Ψα,3(x) + · · ·
This would allow us to prove
Sβα(Dr) =
√
R
∫ ∞
−∞
fβ
(
Φα(u)
)
du+ oα,β(1)
for all β > 0.
4.3. Proofs of the results in Section 2.3
In this section, we analyse the hyperbolic ensembles ζρ, ρ > 0, introduced in Section 2.3. Let us recall
that the intensity of the point process ζρ corresponds to the volume form of the Poincaré disk with
curvature − 2πρ and by (2.10), the radii (Γ
(ρ)
k )k∈N of the points of ζρ are ρBeta
′(k, ρ)-distributed. In this
case, we obtain the following asymptotics.
Lemma 4.7. For any ρ > 0, it holds for all k ∈ N, as R→∞,
P
(
Γ
(ρ)
k ≤ R
)
= Φρ
( k
R
)
+
1
R
Ψρ
( k
R
)
+Oρ
(
k−2 ∧R−(2∧ρ)
)
, (4.14)
where the probability tail function Φρ and the function Ψρ are as in Proposition 2.9.
Proof. By (2.10), we can rewrite for k ∈ N and R > 0,
P
(
Γ
(ρ)
k ≤ R
)
= P
(
Beta′(k, ρ) ≤ R
ρ
)
= 1− Γ(k + ρ)
Γ(k)Γ(ρ)
∫ ∞
R
ρ
( x
1 + x
)k dx
x(1 + x)ρ
. (4.15)
Taylor expansions show that it holds for all x ≥ 1( x
1 + x
)k
= exp
(
−k log
(
1 +
1
x
))
= exp
(
−k
x
+
k
2x2
+O
( k
x3
))
= exp
(
−k
x
)(
1 +
k
2x2
+O
(k2(x−1 + k−1)
x3
))
,
where the error is independent of k and
(1 + x)−ρ = x−ρ
(
1− ρx−1 + Oρ
(
x−2
))
.
By (4.15) and using that kx ≤ 1 + k
2
x2 , this implies that
P
(
Γ
(ρ)
k ≤ R
)
= 1− Γ(k + ρ)
Γ(k)Γ(ρ)
∫ ∞
R
ρ
x−ρ−1e−
k
x
(
1− ρ
x
+
k
2x2
+Oρ
( 1
x2
+
k2
x4
))
dx
= 1− Γ(k + ρ)
kρΓ(k)Γ(ρ)
∫ ρk
R
0
uρ−1e−u
(
1− ρu
k
+
u2
2k
+Oρ
(u2(1 + u2)
k2
))
du,
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where we made the change of variable u = k/x. Since for any β ≥ 0, it holds for all x > 0∫ x
0
uρ−1+βe−u du ≤ Cρmin{xρ+β , 1} (4.16)
and Γ(k+ρ)kρΓ(k)Γ(ρ) ≤ Cρ for all k ∈ N, this shows that
P
(
Γ
(ρ)
k ≤ R
)
= 1− Γ(k + ρ)
kρΓ(k)Γ(ρ)
∫ ρk
R
0
uρ−1e−u
(
1− ρu
k
+
u2
2k
)
du+Oρ
(
k−2 ∧R−2
)
. (4.17)
It remains to plug in the asymptotics of the combinatorial factor in (4.17):
Γ(k + ρ)
kρΓ(k)
=
(
1 +
ρ(ρ− 1)
2k
+Oρ
( 1
k2
))
as k →∞.
Using (4.16) again, we conclude that for any k ∈ N and R > 0,
P
(
Γ
(ρ)
k ≤ R
)
= 1− 1
Γ(ρ)
∫ ρk
R
0
uρ−1e−u
(
1 +
ρ(ρ− 1)
2k
+
u2
2k
− ρu
k
)
du+Oρ
(
k−2 ∧R−(2∧ρ)
)
.
If Yρ
d
= Gamma(ρ, ρ) is a random variable, Φρ denotes its probability tail function, and we let for any
x ∈ R
Ψρ(x) = − 1
Γ(ρ)
1x>0
2x
∫ ρx
0
uρ−1e−u
(
u2 − 2ρu+ ρ(ρ− 1)) du
= 1x>0
ρρ
2Γ(ρ)
(
ρx+ ρ− 1)xρ−1e−ρx,
then we obtain the asymptotic expansion (4.14).
For any ρ > 0, Lemma 4.7 shows that the radii (Γ(ρ)k )k∈N of the hyperbolic ensemble ζρ satisfy (1.11)
with ϑ = 0, ΣR = R for R > 0 and θk,R = Oρ
(
k−2 ∧R−(2∧ρ)). In particular, we verify that ∑k∈N θR,k =
Oρ
(
R−1∧(ρ/2)
)
and Φρ(x) = P(Yρ ≤ x), where Yρ is a gamma-distributed random variable with shape ρ
and rate ρ so that Yρ is absolutely continuous and positive with E[Yρ] < ∞. Hence, since the function
Ψρ ∈ W 1,1(R) if ρ ≥ 1, Assumptions A are satisfied in this case, and we can apply the results from
Section 1.3.
Nonetheless, let us observe that for ρ < 1, we can decompose Ψρ(x) = ΨAC(x)+ΨM (x) with ΨAC(x) =
1x>0
ρρ+1
2Γ(ρ)x
ρe−ρx ∈ W 1,1(R) and ΨM (x) = 1x>0 ρ
ρ(ρ−1)
2Γ(ρ) x
ρ−1e−ρx ∈ L1(R+) being increasing on (0,∞).
So, by Remark 3, we can still apply our main results when ρ < 1.
Hence, by applying Theorem 1.9 and Theorem 1.11, this concludes the proofs of Proposition 2.9 and
Proposition 2.10.
5. Proof of Theorem 2.7
In this section, we work under the Assumptions B and define for R, k > 0,
p(k) = max{k,R}βek−R
(R
k
)k
, (5.1)
for a constant β > 0. Using (2.6) and the independence of the random variables Γ(α)k , it formally holds
P
(
Ξ
(α)
R ≥ ΘR
)
=
∑
I⊆N,|I|≥ΘR
∏
k∈I
P(Γ
(α)
k ≤ R)
∏
k/∈I
P(Γ
(α)
k > R). (5.2)
We claim that the large deviations estimates from Theorem 2.7 only depend on the tails of the random
variables, so that we can use the function p(k) to control the probabilities on the RHS of (5.2). Namely,
by Lemma 4.1 and Lemma 4.4, we see that for any α > 0, there exists a constant β > 0 such that
P(Γ
(α)
k ≤ R) ≤ p(k) for all k ≥ R,
P(Γ
(α)
k > R) ≤ p(k) for all k ≤ R.
(5.3)
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Moreover, the function p(k) is monotone13: There exists a constant cβ > 0 such that k 7→ p(k) is non-
decreasing for k ≤ R and non-increasing for k ≥ R+ cβ. We also make crucial use of the following bound:
Using that log(1− t) ≤ −t− t22 for all t ∈ [0, 1), we obtain
p(R + xΘR) = (R + xΘR)
β exp
(
xΘR + (R + xΘR) log
(
1− xΘR
R+ xΘR
))
≤ (R + xΘR)β exp
(
−x
2Θ2R
2R
∧ xΘR
2
)
.
(5.4)
Under the Assumptions B, the RHS of (5.4) converges to zero faster than any power of (R + ΘR) as
R→∞.
We explained in Section 2.2 that the function Jγ which governs the large deviations is coming from
the exponential tail of the random variables Γ(α)k , see Lemma 2.6. It also appears as follows:
Proposition 5.1. Under the Assumptions B, for all C > 0, it holds uniformly for all x ∈ [0, C]
− lim
R→∞
1
vR
log p(R+ xΘR) = Jγ(x). (5.5)
Proof. With J2(x) = (1 + x) log(1 + x) − x, observe that for all x > 0,
log p(R + xΘR) = β log(R+ xΘR)−RJ2
(xΘR
R
)
.
Under the Assumptions B, log(R+CΘR)vR → 0 as R → ∞, so it suffices to show that RvR J2(
xΘR
R ) → Jγ(x)
uniformly for all x ∈ [0, C]. In case ΘRR → 1, as vR = ΘR and J2 is continuous on [0,∞), the claim is
straightforward.
Consider now the case ΘRR → 0 and vR =
Θ2R
R . A Taylor expansion shows that J2(t) = − t
2
2 +O(t
3) as
t→ 0 which yields as R→∞,
R
vR
f
(xΘR
R
)
= −x
2
2
+O
(
C3
ΘR
R
)
.
In case ΘRR →∞ and vR = ΘR logΘR, using the asymptotics of J2, we have
R
vR
J2
(xΘR
R
)
=
x
logΘR
log
(xΘR
R
)
+O
( C
logΘR
)
= x
(
1− 2
γ
)
+ o(1)
uniformly for all x ∈ [0, C].
Corollary 5.2. Under the Assumptions B, it holds for all c ≥ 0 and x > 0 that
lim
R→∞
1
ΘRvR
log
(
R+xΘR∏
k=R+c
p(k)
)
= −
∫ x
0
Jγ(t) dt.
Proof. This follows directly from Proposition 5.1 by a Riemann sum approximation. Since the function
p depends on R, it is important to note that the limit (5.5) is uniform for all x ∈ [0, C].
Let us now prove the upper bound in Theorem 2.7.
Proposition 5.3. It holds for all x > 0 that
lim sup
R→∞
−1
ΘRvR
logP(ΞR ≥ xΘR) ≤
∫ x
0
Jγ(t) dt.
13Since the random variables
(
Γ
(α)
k
)
k∈N
are not stochastically ordered, it is very convenient to replace P(Γ
(α)
k
≤ R) by p(k)
in the expansion (5.2).
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Proof. First, observe that{
ΞR ≥ xΘR
} ⊇ {Γ(α)k ≤ R for all k ≤ R+ xΘR} ∩ {Γ(α)k > R for all k > R+ xΘR}.
By independence of the random variables Γ(α)k , this implies that
P
(
ΞR ≥ xΘR
) ≥ R+xΘR∏
k=1
P
(
Γ
(α)
k ≤ R
) ∞∏
k=R+xΘR+1
P
(
Γ
(α)
k > R
)
. (5.6)
We show that the leading contribution to the right-hand side is given by
∏R+xΘR
k=R P(Γk ≤ R).
By (5.3), we have
∞∏
k=R+xΘR+1
P(Γ
(α)
k > R) ≥
∞∏
k=R+xΘR+1
(
1− p(k)).
Since p is decreasing for all k ≥ R + xΘR if R is large enough and p(R + xΘR)→ 0 as R →∞, we can
apply the bound |log(1− y)| ≤ 2y for 0 ≤ y ≤ 0.7 to y = p(k) to obtain∣∣∣∣∣log
( ∞∏
k=R+xΘR+1
P
(
Γ
(α)
k > R
))∣∣∣∣∣ ≤ 2 ∑
k>R+xΘR
p(k) ≤ 2ΘR
∫ ∞
x
p(R+ tΘR) dt.
Using the bound (5.4), this shows that∣∣∣∣∣log
( ∞∏
k=R+xΘR+1
P
(
Γ
(α)
k > R
))∣∣∣∣∣ ≤ 2ΘR
∫ ∞
x
(R+ tΘR)
β exp
(
− t
2Θ2R
2R
∧ tΘR
2
)
dt (5.7)
and the right-hand side converges to 0 because of our condition ΘR√
R logR
→∞ for R→∞.
Let us now treat the first product in (5.6). Note that by (5.3),
R−ΘR∏
k=1
P(Γ
(α)
k ≤ R) ≥
R−ΘR∏
k=1
(1− p(k)).
Since, p(k) is increasing for k ≤ R the bound |log(1− y)| ≤ 2y for 0 ≤ y ≤ 0.7 applied to y = p(k) yields∣∣∣∣∣log
(
R−ΘR∏
k=1
P
(
Γ
(α)
k ≤ R
))∣∣∣∣∣ ≤ 2
R−ΘR∑
k=1
p(k) ≤ 2Rp(R− Θ˜R). (5.8)
A similar computation as in (5.4) shows that p(R−ΘR)→ 0 converges to 0 faster than any power of R.
Hence, the right-hand side of (5.8) converges to 0 and it follows from (5.6) and (5.7) that
lim inf
R→∞
logP
(
ΞR ≥ xΘR
)
= lim inf
R→∞
log
(
R+xΘR∏
k=R−ΘR
P
(
Γ
(α)
k ≤ R
))
(5.9)
By Lemma 4.3 (choosing x = R−k√
R
and using the uniformity), for any small ε > 0, it holds for k ∈
[R− Θ˜R, R] ∩ N that
P(Γ
(α)
k ≤ R) ≥ P
(
Zα ≤ R− k − α√
k + α
)
− ε.
Using that the function k 7→ R−k−α√
k+α
is decreasing, this shows that P(Γ(α)k ≤ R) ≥ P
(
Zα ≤ −α√R+α
)− ε, so
that for ε > 0 small enough (depending on α)
lim inf
R→∞
1
ΘRvR
log
(
R∏
k=R−ΘR
P
(
Γ
(α)
k ≤ R
)) ≥ lim inf
R→∞
1
ΘRvR
R∑
k=R−ΘR
log
(
P
(
Zα ≤ −α
)− ε)
≥ cα lim inf
R→∞
ΘR
ΘRvR
≥ cα lim inf
R→∞
1
vR
= 0.
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By combining the previous estimates with (5.9), we conclude that
lim inf
R→∞
1
ΘRvR
logP(ΞR ≥ xΘR) ≥ lim inf
R→∞
1
ΘRvR
log
(
R+xΘR∏
k=R
P(Γk ≤ R)
)
.
By Corollary 5.2, this completes the proof.
Let us finish the proof of Theorem 2.7 by proving the complementary lower bound.
Proposition 5.4. It holds for all x > 0 that
lim inf
R→∞
−1
ΘRvR
logP(ΞR ≥ xΘR) ≥
∫ x
0
Jγ(y) dy.
Proof. Here, we use the convention that for any m > 0 and k ∈ N, (mk ) = 1k≤⌊m⌋(⌊m⌋k ). We also use
the shorthand notation θR = R+ xΘR. Recall that by (1.10), the random variable ΞR is centred for any
R > 0. In particular, it has finite expectation such that P(ΞR = ∞) = 0, and we have the inclusion for
any x > 0, {
ΞR ≥ xΘR
} ⊆ ⋃
I∈S0
{
Γ
(α)
k ≤ R for all k ∈ I
} ∪ {ΞR =∞},
where S0 = {I ⊆ N : θR ≤ |I| <∞}. Since the random variables Γ(α)k are independent, by a union bound,
this shows that
P
(
ΞR ≥ xΘR
) ≤ ∑
I∈S0
∏
k∈I
P
(
Γ
(α)
k ≤ R
) ≤ ∑
I∈S0
∏
k∈I
k≥R
P
(
Γ
(α)
k ≤ R
)
. (5.10)
Recall (5.1) and (5.3) and that the function p is decreasing for k ≥ R+ cβ . For any interval I ∈ S0, if
we let
m = sup I, r1 = |[1, R+ cβ) ∩ Ic|, r2 = |[R+ cβ , θR) ∩ Ic|, and r3 = |I ∩ [θR,m)|,
then we can bound∏
k∈I,k≥R
P(Γk ≤ R) ≤
( ∏
k∈I∩[R+cβ ,θR)
p(k)
)
p(θR)
r3p(m) ≤
( ∏
k∈[R+cβ ,θR)
p(k)
)
p(θR)
(r3−r2)p(m),
where we used that
∏
k∈[R+cβ ,θR)∩Ic p(k) ≥ p(θR)r2 and that r1 + r2 ≤ r3 (this constraint follows from
the fact that |I| ≥ θR for I ∈ S0) to get the second bound. We assume that x ∈ [0, c]. Since there are
at most
(
R+cβ
r1
)(
cΘR
r2
)(
m
r3
)
many ways to choose an interval I ∈ S0 with given parameters (r1, r2, r3,m),
according to (5.10), this shows that
P(ΞR ≥ xΘR) ≤
(
θR∏
k=R+cβ
p(k)
) ∑
r1+r2≤r3≤m
r1+r2≤θR≤m
(
R+ cβ
r1
)(
cΘR
r2
)(
m
r3
)
p(θR)
(r3−r2)p(m). (5.11)
Let us emphasize that this bound is very crude, but it suffices to control large deviation probabilities.
First note that if R is sufficiently large (depending only on β), Stirling’s formula implies that p(m) ≤
mβ+1e−RR
m
m! for all m ≥ R. Using this together with (a+ b)! ≥ a!b! for all a, b ∈ N and (a+ b)β ≤ (2ab)β
for all a, b ≥ 1 and all β ≥ 0 we obtain
∞∑
m=r3
(
m
r3
)
p(m) ≤ e−R
∞∑
k=0
Rr3+k
r3!k!
(r3 + k)
β+1 ≤ 2β+1R
r3rβ+13
r3!
e−R
∞∑
k=0
Rkkβ+1
k!
≤ CβR
r3+β+1rβ+13
r3!
(5.12)
for some constant Cβ > 0. Second, since r2 ≤ cΘR for x ∈ [0, c] and r1 + r2 ≤ θR, we also have
∞∑
r3=r2+r1
Rr3rβ+13
r3!
p(θR)
(r3−r2) ≤ Cβθβ+1R
p(θR)
r1
r1!
Rr1+cΘ
(
1 +
∞∑
k=1
(
Rp(θR)
)k
kβ+1
k!
)
.
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Using the condition (5.4), we check that
∑∞
k=1
Rkp(θR)
kkβ+1
k! → 0 as R→∞, this shows that
∞∑
r3=r2+r1
Rr3+β+1rβ+13
r3!
p(θR)
(r3−r2) ≤ Cβθ2β+2R RcΘR
Rr1p(θR)
r1
r1!
(5.13)
By combining the estimates (5.11)–(5.13), we have shown when R is sufficiently large that
P(ΞR ≥ xΘR) ≤ CβRcΘRθ2β+2R
( θR∏
k=R+cβ
p(k)
) ∑
r1,r2≥0
(
R+ cβ
r1
)(
Rp(θR)
)r1
r1!
(
xΘR
r2
)
≤ Cβ(2R)cΘRθ2β+2R
( θR∏
k=R+cβ
p(k)
) ∑
r1≥0
(
R+ cβ
r1
)(
Rp(θR)
)r1
r1!
≤ 2Cβ(2R)cΘRθ2β+2R
( θR∏
k=R+cβ
p(k)
)
,
where we used that
∑
r1≥0
(
R+cβ
r1
) (Rp(θR))r1
r1!
→ 1 as R → ∞ because of the condition (5.4). Since we
assume that ΘR√
R logR
→∞, by definition of vR, we obtain
lim sup
R→∞
log(2Cβ(2R)
xΘR(θR)
2β+2)
ΘRvR
= lim sup
R→∞
logR
vR
= 0.
By Corollary 5.2, we conclude that for any x ≥ 0
lim sup
R→∞
1
ΘRvR
logP(ΞR ≥ xΘR) ≤ lim sup
R→∞
1
ΘRvR
log
( θR∏
k=R+cβ
p(k)
)
≤ −
∫ x
0
Jγ(y) dy.
This completes the proof of Proposition 5.4 and of Theorem 2.7 (see Proposition 5.3).
A. Proof of Lemma 1.8
A point process ξ on C is a random Borel measure which satisfies ξ(A) ∈ N0 for any bounded Borel set A ⊆
C. The distribution of ξ is uniquely characterized by its finite-dimensional distributions (ξ(A1), . . . , ξ(An))
for disjoint bounded sets A1, . . . , An, n ∈ N. For an introduction to the basic theory of point processes
we refer to [DV08, Chapter 9]. Let µ be a reference Radon measure on C and let Z = supp(ξ) denote the
atoms of ξ. If they exist, we can define the intensity functions (fn)n∈N of ξ with respect to µ via
E
[ ∑
{z1,...,zn}⊆Z
g(z1, . . . , zn)
]
=
1
n!
∫
Cn
g(z1, . . . , zn)fn(z1, . . . , zn) dµ(z1) · · · dµ(zn), (A.1)
for any (symmetric) function g : Cn → R+ with compact support and n ∈ N. In general, the intensity
functions need not uniquely characterize a point process. However, if (Ak)k∈N is an increasing sequence
of sets exhausting C such that
cn,k =
∫
An
k
fn(z1, . . . , zn) dµ(z1) · · ·dµ(zn) = n!E
[
#
{{z1, . . . , zn} ⊆ Z ∩Ak}] (A.2)
satisfy lim supn→∞(cn,k/n!)
1/n <∞ for all k ∈ N, then by [DV03, Proposition 5.4.VII], the joint intens-
ities uniquely characterize the point process ξ.
Remark 11. Recall that for a determinantal process with a kernelK with respect to µ, the joint intensities
are given by fn(z1, . . . , zn) = detn×nK(zi, zj) for zi ∈ C. In particular, if the kernel K is locally trace
class, we verify that cn,k ≤ tr(KAk)n <∞ for all n ∈ N and any sequence of bounded sets (Ak)k∈N. Hence,
if K is locally trace class, it uniquely characterizes the law of the determinantal process ξ. Moreover, it
is not required that the kernel K is Hermitian symmetric.
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Proof of Lemma 1.8. Let µ be a rotation-invariant Radon measure on C and denote Y =
{
(k, j) : j ∈
{1, . . . , ℓk}, k ∈ Z
}
. Let us consider the family of projection kernels (with respect to µ),
KS(z, w) =
∑
(k,j)∈S
ρk,j
(|z|)zkρk,j(|w|)w¯k, S ⊆ Y,
where ρk,j : R+ → R satisfy
∫
C
ρ2k,j(|z|)|z|2k dµ(z) = 1 for all (k, j) ∈ Y. Our goal is to characterize the law
of the radii of the atoms of the determinantal process ξ with correlation kernel KY. The intensity of this
point process is ν(z) = KY(z, z) is a rotation-invariant function, and we assume that ν ∈ L1loc(C, µ)—this
is equivalent to the local trace-class condition. The proof of Lemma 1.8 is inspired from that of Kostlan’s
Theorem 1.1. Since µ is rotation-invariant, by the disintegration theorem, we can write dµ(z) = dµ̂(r) dθ2π
for z = reiθ, where dθ2π denotes the uniform measure on T = [0, 2π]. Then µ̂ is a Radon measure and
dλu(r) = ρ
2
u(r)r
2k dµ̂(r) are probability measures on R+ for all u = (k, j) ∈ Y. Moreover, we will use
that
∑
u∈Y
dλu
dµ̂
= ν̂ with ν̂ ∈ L1loc(R+, µ̂) is given by dν(z) = dν̂(r) dθ2π (according to the disintegration
theorem).
We let {Zu}u∈Y be the collection of atoms of ξ. Then, {|Zu|}u∈Y form a point process on R+ and it is
rather straightforward to verify that its intensity functions (with respect to the measure µ̂ defined above)
are given by
fn(r1, . . . , rn) =
∫
Tn
det
n×n
[
KY(rie
iθi, rje
iθj)
]dθ1
2π
· · · dθn
2π
, r1, . . . , rn ∈ R+, n ∈ N. (A.3)
This follows from rotation-invariance and the decomposition of µ. Note that fn : Rn+ 7→ R+ are locally
integrable symmetric functions. In order to prove Lemma 1.8, it suffices to show that for any n ∈ N,
fn =
∑
Sn⊆Y
|Sn|=n
∑
σ∈S(Sn)
∏
u∈Sn
dλσ(u)
dµ̂
, (A.4)
where S(Sn) is the group of permutations of the set Sn ⊆ Y. Indeed, by (A.1), we verify that the RHS
of (A.4) are exactly the intensity functions of the point process {Xu}u∈Y, where Xu are independent
(positive) random variables with law λu. Note that by assumptions, (A.4) defines locally integrable
functions. Indeed, we have 0 ≤ fn(r1, . . . , rn) ≤
∏n
j=1
∑
u∈Y
dλu
dµ̂
(rj) = ν̂(r1) · · · ν̂(rn) for any r1, . . . , rn ∈
R+ and n ∈ N. Moreover, using the notation (A.2), this bound shows that cn,k ≤ ν̂(Ak)n for all n ∈ N
and any sequence of bounded sets (Ak)k∈N. Hence, by the above discussion, the point process {Xu}u∈Y
is uniquely characterized by its intensity functions.
Fix n ∈ N. By the Cauchy-Binet formula, it holds for any z1, . . . , zn ∈ C,
det
n×n
[
KY(zi, zj)
]
=
∑
Sn⊆Y
|Sn|=n
det
n×n
[
KSn(zi, zj)
]
. (A.5)
Note that since the kernels KSn are all positive definite, the sum on the RHS of (A.5) converges
uniformly as a locally integrable function. Moreover, by combining (A.3) and (A.5), it follows from
Fubini’s theorem that for any r1, . . . , rn ∈ R+,
fn(r1, . . . , rn) =
∑
Sn⊆Y
|Sn|=n
∫
Tn
det
n×n
[
KSn(rie
iθi, rje
iθj)
]dθ1
2π
· · · dθn
2π
. (A.6)
Then with Sn = {u1, . . . , un} and uj = (kj , ·) for j ∈ {1, . . . , n}, by expanding the previous determinant,
it holds
det
n×n
[
KSn(rie
iθi , rje
iθj)
]
= det
n×n
[
ρuj (ri)(rie
iθi)kj
]
det
n×n
[
ρuj (ri)(rie
iθi)kj
]
=
∑
σ,τ∈Sn
∏
j∈{1,...,n}
ρuσ(j) (rk)ρuτ(j)(rk)(rje
iθj)kσ(j) (rjeiθj)
kτ(j) , (A.7)
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where Sn = S({1, . . . , n}). Using the orthogonality condition
∫
T
eikθeijθ dθ2π = δkj for k, j ∈ Z, by Fubini’s
theorem, only the terms on the RHS of (A.7) for which σ = τ contribute to the integrals (A.6). This
shows that for any r1, . . . , rn ∈ R+,
fn(r1, . . . , rn) =
∑
Sn⊆Y
|Sn|=n
∑
σ∈Sn
∏
j∈{1,...,n}
ρ2uσ(j) (rk)r
2kσ(j)
j .
By the definitions of the probability measures (λu)u∈Y, we obtain (A.4) which completes the proof.
B. Explicit covariance computation for the Ginibre ensemble
Interestingly, there exists an explicit formula for the covariance of the infinite Ginibre ensemble.
Proposition B.1. Consider the infinite Ginibre ensemble ξ. For 0 ≤ s ≤ t, it holds
Cov
(
ξ(Ds), ξ(Dt)
)
= e−s
2−t2(s2I0(2st) + stI1(2st))− (t2 − s2)K(s2, t2),
where K(s, t) =
∫ s
0
e−t−xI0(2
√
tx) dx and Iν denotes the modified Bessel function of kind ν ∈ N0. In
particular, as r →∞,
Var
(
ξ(Dr)
)
= r2e−2r
2(
I0(2r
2) + I1(2r
2)
)
=
r√
π
+O(
1
r
).
Proof. The proof follows from the identity (4.1) and a careful treatment of sums. Denote S = s2 and
T = t2. By reordering the sum one obtains
Cov
(
ξ(Ds), ξ(Dt)
)
=
∞∑
k=1
P
(
Γk ≤ S
)
P
(
Γk > T
)
=
∞∑
k=1
∞∑
i=k
k−1∑
j=0
e−SSi
i!
e−TT j
j!
=
∞∑
j=0
∞∑
i=j+1
(i− j)e
−SSi
i!
e−TT j
j!
=
∞∑
j=0
S
e−SSj
j!
e−TT j
j!
+
∞∑
j=0
T
e−SSj+1
(j + 1)!
e−TT j
j!
− (T − S)
∞∑
j=0
∞∑
i=j+1
e−SSi
i!
e−TT j
j!
.
Next, recall the definition of the modified Bessel function of first kind:
Iν(x) =
∞∑
k=0
1
(k + ν)!k!
(
x
2
)2k+ν
for ν ∈ N0. Hence, the first two summands are given by Se−S−T I0(2
√
ST ) and
√
STe−S−T I1(2
√
ST ),
respectively. For the last summand, notice that
(T − S)
∞∑
j=0
∞∑
i=j+1
e−SSi
i!
e−TT j
j!
= (T − S)
∞∑
j=0
e−TT j
j!
∫ S
0
e−x
xj
j!
dx
= (T − S)
∫ S
0
e−T−xI0(2
√
Tx) dx = (T − S)K(S, T ).
Putting all this together the claimed formula for the covariance follows. To obtain the expansion for the
variance use the classical expansion of the Bessel functions
Iν(r) =
er√
2πr
(
1 +Oν
(1
r
))
, (B.1)
as r →∞ for ν ∈ N0.
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The explicit formula of the covariance allows us to present an alternative proof for the functional central
limit theorems Proposition 1.3 and Proposition 1.4 by calculating the covariance asymptotic by hand and
applying Lemma 3.6 and Proposition 3.7 directly.
Lemma B.2. For 0 < s ≤ t, as r →∞, it holds that
Cov
(
ξ(Dsr), ξ(Dtr)
)
=
tr√
π
1s=t
(
1 + o(1)
)
.
For −∞ < s ≤ t <∞, as r →∞, it holds that
Cov
(
ξ(Dr+s), ξ(Dr+t)
)
=
( r√
π
e−(t−s)
2 − 2r(t− s)P(N0,1 > √2(t− s)))(1 + o(1)).
Proof. We evaluate the different summands in the explicit formula for the covariance in Proposition B.1
separately Consider first the macroscopic regime (ξ(Dtr))t∈R+ . If s = t we have seen already that
Var
(
ξ(Dtr)
)
=
tr√
π
(
1 + o(1)
)
.
In case s < t, the asymptotic of the Bessel functions (B.1) implies that
e−r
2(s2+t2)
(
r2s2I0(2r
2st) + r2stI1(2r
2st)
)
= e−r
2(t−s)2
( s2√
4πst
+
1√
4πst
)(
1 + o(1)
)
.
For the other summand notice K(x, y) ∈ [0, 1] for all x, y ∈ R+ and apply I0(x) ≤ ex√x for all x ∈ R+ so
that
K
(
r2s2, r2t2
)
=
∫ r2s2
0
e−r
2t2−xI0
(
2rt
√
x
)
dx ≤
∫ r2s2
0
1
2rt
√
x
e−(rt−
√
x)2 dx
≤ e−r2(t−s)2
∫ r2s2
0
1
2rt
√
x
dx = e−r
2(t−s)2 s
t
.
Hence, for s < t the covariance converges to zero exponentially fast and Lemma 3.6 applies as claimed.
Now, consider the microscopic regime (ξ(Dr+t))t∈R. Fix s ≤ t and assume that r is large enough such
that r + s > 0 and r + t > 0. For the first summand we apply again the asymptotic (B.1) to obtain
e−(r+s)
2−(r+t)2
(
(r + s)2I0
(
2(r + s)(r + t)
)
+ (r + s)(r + t)I1
(
2(r + s)(r + t)
))
=
r√
π
e−(t−s)
2(
1 + o(1)
)
.
For the second summand, the asymptotic of K can be found in [Luk62, 12.1.5 formula 8] and is given by
K
(
x2, y2
)
= −1
2
e−(y−x)
2
(
e−2xyI0(2xy)− 2e(y−x)
2
P
(
N0,1 ≥
√
2(y − x))+O( 1
xy
))
,
as xy →∞ with yx ≥ 1 and (y−x)
2
xy = o(1). Applying this yields(
(r + t)2 − (r + s)2)K((r + s)2, (r + t)2) = 2r(t− s)P(N0,1 ≥ √2(t− s))(1 + o(1)).
The claimed asymptotic for the covariance of (ξ(Dn+√nt))t∈R can be concluded by combining the above
asymptotic results.
References
[AGZ09] Anderson, G. W., Guionnet, A. and Zeitouni, O. An Introduction to Random Matrices. No.
118 in Cambridge Studies in Advanced Mathematics. Cambridge: Cambridge University Press
(2009). doi:10.1017/CBO9780511801334.
43
References
[AHM11] Ameur, Y., Hedenmalm, H. and Makarov, N. ‘Fluctuations of Eigenvalues of Random Normal
Matrices’. Duke Math. J. 159, no. 1 (2011), pp. 31–81. doi:10.1215/00127094-1384782.
[APRT17] Abreu, L. D., Pereira, J. M., Romero, J. L. and Torquato, S. ‘The Weyl-Heisenberg Ensemble:
Hyperuniformity and Higher Landau Levels’. J. Stat. Mech. Theory Exp. 2017, no. 4 (2017),
p. 043103. doi:10.1088/1742-5468/aa68a7.
[BAZ98] Ben Arous, G. and Zeitouni, O. ‘Large Deviations from the Circular Law’. ESAIM Probab.
Stat. 2 (1998), pp. 123–134. doi:10.1051/ps:1998104.
[BC16] Bordenave, C. and Capitaine, M. ‘Outlier Eigenvalues for Deformed I.I.D. Random Matrices’.
Comm. Pure Appl. Math. 69, no. 11 (2016), pp. 2131–2194. doi:10.1002/cpa.21629.
[Bor15] Borodin, A. ‘Determinantal Point Processes’. In: The Oxford Handbook of Random Matrix
Theory, edited by Akemann, G., Baik, J. and Di Francesco, P. Oxford: Oxford University
Press (2015), pp. 231–249. doi:10.1093/oxfordhb/9780198744191.013.11.
[But16] Butez, R. ‘Large Deviations for the Pmpirical Measure of Random Polynomials: Re-
visit of the Zeitouni-Zelditch Theorem’. Electron. J. Probab. 21, no. 73 (2016), p. 37.
doi:10.1214/16-EJP5.
[BZ17] Butez, R. and Zeitouni, O. ‘Universal Large Deviations for Kac Polynomials’. Electron.
Commun. Probab. 22, no. 6 (2017), p. 10. doi:10.1214/16-ECP33.
[BZ19] Basak, A. and Zeitouni, O. ‘Outliers of Random Perturbations of Toeplitz Matrices with
Finite Symbols’ (2019). arXiv:1905.10244 [math.PR].
[Cal78] Calogero, F. ‘Asymptotic Behaviour of the Zeros of the (Generalized) Laguerre Polynomial
Lαn(x) as the Index α → ∞ and Limiting Formula Relating Laguerre Polynomials of Large
Index and Large Argument to Hermite Polynomials’. Lettere al Nuovo Cimento (1971-1985)
23, no. 3 (1978), pp. 101–102. doi:10.1007/BF02762504.
[CE19] Charles, L. and Estienne, B. ‘Entanglement Entropy and Berezin–Toeplitz Operators’. Comm.
Math. Phys. (2019). doi:10.1007/s00220-019-03625-y.
[CES19] Cipolloni, G., Erdös, L. and Schröder, D. ‘Edge Universality for Non-Hermitian Random
Matrices’ (2019). arXiv:1908.00969 [math.PR].
[CFM16] Costin, O., Falkner, N. and McNeal, J. D. ‘Some Generalizations of the
Riemann-Lebesgue Lemma’. Amer. Math. Monthly 123, no. 4 (2016), pp. 387–391.
doi:10.4169/amer.math.monthly.123.4.387.
[Cha15] Chafaï, D. ‘From Boltzmann to Random Matrices and Beyond’. Ann. Fac. Sci. Toulouse
Math. 24, no. 4 (2015), pp. 641–689. doi:10.5802/afst.1459.
[DHR19] Dal Borgo, M., Hovhannisyan, E. and Rouault, A. ‘Mod-Gaussian Convergence
for Random Determinants’. Ann. Henri Poincaré 20, no. 1 (2019), pp. 259–298.
doi:10.1007/s00023-018-0744-9.
[Dub18] Dubach, G. ‘Powers of Ginibre Eigenvalues’. Electron. J. Probab. 23, no. 111 (2018), p. 31.
doi:10.1214/18-ejp234.
[DV03] Daley, D. J. and Vere-Jones, D. An Introduction to the Theory of Point Processes. Probability
and Its Applications. New York: Springer-Verlag, 2nd ed. (2003). doi:10.1007/b97277.
[DV08] Daley, D. J. and Vere-Jones, D. An Introduction to the Theory of Point Pro-
cesses. Probability and Its Applications. New York: Springer-Verlag, 2nd ed. (2008).
doi:10.1007/978-0-387-49835-5.
[Eis13] Eisler, V. ‘Universality in the Full Counting Statistics of Trapped Fermions’. Phys. Rev. Lett.
111, no. 8 (2013), p. 080402. doi:10.1103/PhysRevLett.111.080402.
44
References
[Eza13] Ezawa, Z. F. Quantum Hall Effects. Singapore: World Scientific, 3rd ed. (2013).
doi:10.1142/8210.
[Fel71] Feller, W. An Introduction to Probability Theory and Its Applications, Wiley series in prob-
ability and mathematical statistics, vol. 2. New York, NY: Wiley, 2nd ed. (1971). ISBN
978-0-471-25709-7.
[FMN16] Féray, V., Méliot, P.-L. and Nikeghbali, A. Mod-Φ Convergence. SpringerBriefs in
Probability and Mathematical Statistics. Springer International Publishing, 1st ed. (2016).
doi:10.1007/978-3-319-46822-8.
[FMN17] Féray, V., Méliot, P.-L. and Nikeghbali, A. ‘Mod-Φ Convergence III: Multi-Dimensional
Mod-Gaussian Convergence and Related Estimates of Probabilities’ (2017). In prepar-
ation: https://www.math.uzh.ch/fileadmin/user/ashkan/publikation/multidim.pdf
(2019/12/09).
[FMN18] Féray, V., Méliot, P.-L. and Nikeghbali, A. ‘Graphons, Permutons and the Thoma Simplex:
Three Mod-Gaussian Moduli Spaces’ (2018). arXiv:1712.06841 [math.PR].
[FMN19] Féray, V., Méliot, P.-L. and Nikeghbali, A. Mod-Φ Convergence, II: Estimates on the Speed of
Convergence, Lecture Notes in Mathematics, vol. 2252, chap. 15. Cham: Springer International
Publishing (2019), pp. 405–477. doi:10.1007/978-3-030-28535-7_15.
[Gin65] Ginibre, J. ‘Statistical Ensembles of Complex, Quaternion, and Real Matrices’. J. Math. Phys.
6, no. 3 (1965), pp. 440–449. doi:10.1063/1.1704292.
[Gio06] Gioev, D. ‘Szegö Limit Theorem for Operators with Discontinuous Symbols and Ap-
plications to Entanglement Entropy’. Int. Math. Res. Not. 2006 (2006), pp. 1–23.
doi:10.1155/IMRN/2006/95181.
[GJ18] Götze, F. and Jalowy, J. ‘Rate of Convergence to the Circular Law via Smoothing Inequalities
for Log-Potentials’ (2018). arXiv:1807.00489 [math.PR].
[GN18] Ghosh, S. and Nishry, A. ‘Point Processes, Hole Events, and Large Deviations: Ran-
dom Complex Zeros and Coulomb Gases’. Constr. Approx. 48, no. 1 (2018), pp. 101–136.
doi:10.1007/s00365-018-9418-6.
[GN19] Ghosh, S. and Nishry, A. ‘Gaussian Complex Zeros on the Hole Event: The Emer-
gence of a Forbidden Region’. Comm. Pure Appl. Math. 72, no. 1 (2019), pp. 3–62.
doi:10.1002/cpa.21800.
[HH13] Haimi, A. and Hedenmalm, H. ‘The Polyanalytic Ginibre Ensembles’. J. Stat. Phys. 153,
no. 1 (2013), pp. 10–47. doi:10.1007/s10955-013-0813-x.
[HHHH09] Horodecki, R., Horodecki, P., Horodecki, M. and Horodecki, K. ‘Quantum Entanglement’.
Rev. Modern Phys. 81, no. 2 (2009), pp. 865–942. doi:10.1103/RevModPhys.81.865.
[HKPV06] Hough, J. B., Krishnapur, M., Peres, Y. and Virág, B. ‘Determinantal Processes and Inde-
pendence’. Probab. Surv. 3 (2006), pp. 206–229. doi:10.1214/154957806000000078.
[HKPV09] Hough, J. B., Krishnapur, M., Peres, Y. and Virág, B. Zeros of Gaussian Analytic Functions
and Determinantal Point Processes. No. 51 in University Lecture Series. Providence, Rhode
Island: American Mathematical Society, 1st ed. (2009). doi:10.1090/ulect/051.
[HLS10] Helling, R., Leschke, H. and Spitzer, W. ‘A Special Case of a Conjecture by Widom with
Implications to Fermionic Entanglement Entropy’. Int. Math. Res. Not. 2011, no. 7 (2010),
pp. 1451–1482. doi:10.1093/imrn/rnq085.
[JKN11] Jacod, J., Kowalski, E. and Nikeghbali, A. ‘Mod-Gaussian Convergence: New Limit The-
orems in Probability and Number Theory’. Forum Math. 23, no. 4 (2011), pp. 835–873.
doi:10.1515/form.2011.030.
45
References
[JLM93] Jancovici, B., Lebowitz, J. L. and Manificat, G. ‘Large Charge Fluctuations in Classical
Coulomb Systems’. J. Stat. Phys. 72, no. 3 (1993), pp. 773–787. doi:10.1007/BF01048032.
[JŁR00] Janson, S., Łuczak, T. and Rucinski, A. Random Graphs. Wiley-Interscience Series
in Discrete Mathematics and Optimization. New York: Jonh Wiley & Sons, Ltd (2000).
doi:10.1002/9781118032718.
[Joh06] Johansson, K. ‘Random Matrices and Determinantal Processes’. In: Mathematical Statistical
Physics, edited by Bovier, A., Dunlop, F., van Enter, A., den Hollander, F. and Dalibard, J.,
Les Houches, vol. 83. Elsevier (2006), pp. 1–56. doi:10.1016/S0924-8099(06)80038-7.
[JS03] Jacod, J. and Shiryaev, A. N. Limit Theorems for Stochastic Processes. No. 288 in
Grundlehren der mathematischen Wissenschaften. Berlin Heidelberg: Springer-Verlag (2003).
doi:10.1007/978-3-662-05265-5.
[KN10] Kowalski, E. and Nikeghbali, A. ‘Mod-Poisson Convergence in Probability and Number The-
ory’. Int. Math. Res. Not. 2010, no. 18 (2010), pp. 3549–3587. doi:10.1093/imrn/rnq019.
[KN12] Kowalski, E. and Nikeghbali, A. ‘Mod-Gaussian Convergence and the Value Distribution
of ζ(12 + it) and Related Quantities’. J. Lond. Math. Soc. 86, no. 1 (2012), pp. 291–319.
doi:10.1112/jlms/jds003.
[Kos92] Kostlan, E. ‘On the Spectra of Gaussian Matrices’. Linear Algebra Appl. 162-164 (1992), pp.
385–388. doi:10.1016/0024-3795(92)90386-O.
[Kri06a] Krishnapur, M. ‘Overcrowding Estimates for Zeroes of Planar and Hyperbolic
Gaussian Analytic Functions’. J. Stat. Phys. 124, no. 6 (2006), pp. 1399–1423.
doi:10.1007/s10955-006-9159-y.
[Kri06b] Krishnapur, M. Zeros of Random Analytic Functions. Phd thesis, University of California,
Berkeley (2006). arXiv:math/0607504 [math.PR].
[Kri09] Krishnapur, M. ‘From Random Matrices to Random Analytic Functions’. Ann. Probab. 37,
no. 1 (2009), pp. 314–346. doi:10.1214/08-AOP404.
[LGC+19] Lacroix-A-Chez-Toine, B., Garzón, J. A. M., Calva, C. S. H., Castillo, I. P., Kundu, A.,
Majumdar, S. N. and Schehr, G. ‘Intermediate Deviation Regime for the Full Eigenvalue
Statistics in the Complex Ginibre Ensemble’. Phys. Rev. E 100, no. 1 (2019), p. 012137.
doi:10.1103/PhysRevE.100.012137.
[LMS19] Lacroix-A-Chez-Toine, B., Majumdar, S. N. and Schehr, G. ‘Rotating trapped fermions in two
dimensions and the complex Ginibre ensemble: Exact results for the entanglement entropy
and number variance’. Phys. Rev. A 99 (2019), p. 021602. doi:10.1103/PhysRevA.99.021602.
[LSS14] Leschke, H., Sobolev, A. V. and Spitzer, W. ‘Scaling of Rényi Entanglement Entropies of
the Free Fermi-Gas Ground State: A Rigorous Proof’. Phys. Rev. Lett. 112, no. 16 (2014).
doi:10.1103/PhysRevLett.112.160403.
[Luk62] Luke, Y. L. Integrals of Bessel Functions. New York: McGraw-Hill, 1st ed. (1962). ISBN
978-0-4867-8969-9.
[Mac75] Macchi, O. ‘The Coincidence Approach to Stochastic Point Processes’. Adv. Appl. Probab. 7,
no. 1 (1975), pp. 83–122. doi:10.2307/1425855.
[MN15] Méliot, P.-L. and Nikeghbali, A. ‘Mod-Gaussian Convergence and Its Applications for
Models of Statistical Mechanics’. In: In Memoriam Marc Yor - Séminaire de Probab-
ilités XLVII, edited by Donati-Martin, C., Lejay, A. and Rouault, A., Lecture Notes in
Mathematics, vol. 2137. Cham: Springer International Publishing (2015), pp. 369–425.
doi:10.1007/978-3-319-18585-9_17.
46
References
[MY80] Martin, P. A. and Yalcin, T. ‘The Charge Fluctuations in Classical Coulomb Systems’. J.
Stat. Phys. 22, no. 4 (1980), pp. 435–463. doi:10.1007/BF01012866.
[NSV08] Nazarov, F., Sodin, M. and Volberg, A. ‘The Jancovici–Lebowitz–Manificat Law for Large
Fluctuations of Random Complex Zeroes’. Comm. Math. Phys. 284, no. 3 (2008), pp. 833–865.
doi:10.1007/s00220-008-0646-7.
[PV05] Peres, Y. and Virág, B. ‘Zeros of the I.I.D. Gaussian Power Series: A Conformally Invariant
Determinantal Process’. Acta Math. 194, no. 1 (2005), pp. 1–35. doi:10.1007/BF02392515.
[Rou19] Rougerie, N. ‘On the Laughlin Function and Its Perturbations’ (2019).
arXiv:1906.11656 [math.PR].
[RV07a] Rider, B. and Virág, B. ‘Complex Determinantal Processes and H1 Noise’. Electron. J. Probab.
12, no. 45 (2007), pp. 1238–1257. doi:10.1214/EJP.v12-446.
[RV07b] Rider, B. and Virág, B. ‘The Noise in the Circular Law and the Gaussian Free Field’. Int.
Math. Res. Not. 2007 (2007), p. 32. doi:10.1093/imrn/rnm006.
[Ser18] Serfaty, S. ‘Systems of Points with Coulomb Interactions’. In: Proceedings of
the International Congress of Mathematicians (ICM 2018), vol. 1 (2018), pp. 935–977.
doi:10.1142/9789813272880_0033.
[Shi06] Shirai, T. ‘Large Deviations for the Fermion Point Process Associated with the Exponential
Kernel’. J. Stat. Phys. 1123, no. 3 (2006), pp. 615–629. doi:10.1007/s10955-006-9026-x.
[Shi15] Shirai, T. ‘Ginibre-Type Point Processes and Their Asymptotic Behavior’. J. Math. Soc.
Japan 67, no. 2 (2015), pp. 763–787. doi:10.2969/jmsj/06720763.
[Sob17] Sobolev, A. V. ‘Quasi-Classical Asymptotics for Functions of Wiener–Hopf Operators:
Smooth versus Non-Smooth Symbols’. Geom. Funct. Anal. 27, no. 3 (2017), pp. 676–725.
doi:10.1007/s00039-017-0408-9.
[Sos00] Soshnikov, A. ‘Determinantal Random Point Fields’. Russian Math. Surveys 55, no. 5 (2000),
pp. 923–975. doi:10.1070/rm2000v055n05abeh000321.
[Sos02] Soshnikov, A. ‘Gaussian Limit for Determinantal Random Point Fields’. Ann. Probab. 30,
no. 1 (2002), pp. 171–187. doi:10.1214/aop/1020107764.
[ST03a] Shirai, T. and Takahashi, Y. ‘Random Point Fields Associated with Certain Fredholm De-
terminants I: Fermion, Poisson and Boson Point Processes’. J. Funct. Anal. 205, no. 2 (2003),
pp. 414–463. doi:10.1016/S0022-1236(03)00171-X.
[ST03b] Shirai, T. and Takahashi, Y. ‘Random Point Fields Associated with Certain Fredholm De-
terminants II: Fermion Shifts and Their Ergodic and Gibbs Properties’. Ann. Probab. 31, no. 3
(2003), pp. 1533–1564. doi:10.1214/aop/1055425789.
[ST05] Sodin, M. and Tsirelson, B. ‘Random Complex Zeroes, III. Decay of the Hole Probability’.
Israel J. Math. 147, no. 1 (2005), pp. 371–379. doi:10.1007/BF02785373.
[TSZ08] Torquato, S., Scardicchio, A. and Zachary, C. E. ‘Point Processes in Arbitrary Dimension
from Fermionic Gases, Random Matrix Theory, and Number Theory’. J. Stat. Mech. Theory
Exp. 2008, no. 11 (2008), p. P11019. doi:10.1088/1742-5468/2008/11/p11019.
[TV15] Tao, T. and Vu, V. ‘Random Matrices: Universality of Local Spectral Statistics of Non-
Hermitian Matrices’. Ann. Probab. 43, no. 2 (2015), pp. 782–874. doi:10.1214/13-AOP876.
[Zab06] Zabrodin, A. ‘Matrix Models and Growth Processes: From Viscous Flows to the Quantum
Hall Effect’. In: Applications of random matrices in physics, edited by Brézin, É., Kaza-
kov, V., Serban, D., Wiegmann, P. and Zabrodin, A., no. 221 in NATO Science series II:
Mathematics, Physics and Chemistry. Dordrecht: Springer Netherlands (2006), pp. 261–318.
doi:10.1007/1-4020-4531-X_8.
47
References
[ZZ10] Zeitouni, O. and Zelditch, S. ‘Large Deviations of Empirical Measures of Zeros of
Random Polynomials’. Int. Math. Res. Not. 2010, no. 20 (2010), pp. 3935–3992.
doi:10.1093/imrn/rnp233.
48
