In this paper the possibility of including automatic optimization techniques in the design of parallel dynamic programming algorithms in heterogeneous systems is analyzed. The main idea is to automatically approach the optimum values of a number of algorithmic parameters (number of processes, number of processors, processes per processor), and thus obtain low execution times. Hence, users could be provided with routines which execute efficiently, and independently of the experience of the user in heterogeneous computing and dynamic programming, and which can adapt automatically to a new network of processors or a new network configuration. Ó 2005 Elsevier B.V. All rights reserved. 
Introduction
Automatic tuning techniques have been used in the design of parallel routines in recent years. Techniques have been developed in different fields [1, 2] , and especially in linear algebra routines [3] [4] [5] .
The selection of appropriate values of some parameters which influence the execution time of the algorithm in parallel homogeneous systems has been analyzed in previous works. Linear algebra routines [4] and a Dynamic Programming Scheme [6] have been studied.
In this paper the possibility of applying the automatic optimization techniques studied for homogeneous systems to heterogeneous networks is analyzed. In this new scenario the decisions to be taken to reduce the execution time are: the processors to use, the number of processes and their distribution in the processors system. In that way, the ideas previously presented for homogeneous systems are used in combination with a problem of assignation of tasks to processors.
Section 2 analyzes the necessary modifications to the methodology used for homogeneous systems to adapt it to heterogeneous networks. In Section 3 the use of these ideas in a Dynamic Programming Scheme is considered. Experimental results and the results of some simulations are shown in Sections 4 and 5. Finally, Section 6 presents some conclusions.
Automatic optimization on heterogeneous systems
To solve problems on heterogeneous systems efficiently, one possibility is to design specific algorithms for this type of systems, with a heterogeneous distribution of data between the processes. Some work is being devoted to this goal [7] [8] [9] .
Another approach could be to develop some techniques to assign processes to processors, and to use homogeneous algorithms (parallel algorithms where the processes of the logical topology are considered as identical) for the solution of the problems. Existing routines could be used efficiently in heterogeneous systems with a low additional programming cost.
The first approach would lead to efficient algorithms but at a high cost of reprogramming classical algorithms. For the second approach to be successful, it is necessary to obtain a good distribution strategy, i.e. a strategy with low execution time which produces a satisfactory load balancing. A number of equal (or approximately equal) processes are generated and these processes are assigned to some particular processors in the system. Parallel systems are used to reduce the execution time needed to solve a problem, and thus the selection of the processors to use, the number of processes, and the processes to processors assignation must be made in order to reduce the execution time, and without a large execution time in the decision part. For that, theoretical models of the execution time are used. In these models appear parameters which represent the characteristics of the system. When the system is heterogeneous, distributed or load-variable, the values of these parameters vary from one processor to another, statically and dynamically, and also with the
