In this paper we deal with a Cauchy problem governed by the following semilinear evolution differential inclusion: F t, x(t) and with initial data x(0) = x 0 ∈ E, where {A(t)} t∈ [0,d] is a family of linear operators in the Banach space E generating an evolution operator and F is a Carathèodory type multifunction. We prove the existence of local and global mild solutions of the problem. Moreover, we obtain the compactness of the set of all global mild solutions. In order to obtain these results, we define a generalized Cauchy operator. Our existence theorems respectively contain the analogous results provided by Kamenskii,
Introduction
The theory of linear differential equations in Banach spaces with unbounded linear constant operator coefficients arises from the work of Hille and Yosida (see, e.g., [4, 14] ), where the authors provide existence theorems for Cauchy problems by means of the theory of semigroups of operators. Later, Kato [7] examines the case that the unbounded linear operator coefficient is variable (evolution equations). In recent years, because of the possibility of wide practical applications, many authors have taken a growing interest in the investigation on evolution equations and various books about this subject have been published (see, e.g., [3, 8, 11, 13] ).
It is known that every control system has an equivalent formulation whose dynamics are described by an inclusion and that many engineering problems can be studied by using evolution differential inclusions. In particular, semilinear differential inclusions appear in a very natural way in the description of processes of controlled heat transfer, in obstacle problems, in the study of hybrid systems with dry friction, in the control of a transmission line process and other problems (see [6] and references therein). Therefore, in the last years, several existence theorems for initial problems involving semilinear differential inclusions have been obtained (see, e.g., the existence results recalled in [6, Chapters V and VI], [9, 10, 12] ).
In this paper we prove the existence of local and global mild solutions of the following Cauchy problem for systems governed by a semilinear evolution differential inclusion:
x (t) ∈ A(t)x(t) + F t, x(t) , a.e. t,
(1)
where {A(t)} t∈ [0,d] is a family of linear operators (not necessarily bounded or closed) in the Banach space E generating an evolution operator and F is a Carathèodory type multifunction. First of all, in Section 3 we define the generalized Cauchy operator (see Definition 1). The main result of this section (Theorem 2) is that the generalized Cauchy operator verifies two abstract properties which play a fundamental role in the proof of the existence of mild solutions for Cauchy problems. In Remark 1 we note that Theorem 2 generalizes in the setting of evolution systems the known result existing in the setting of C 0 -semigroups [6, Lemma 4.2.1].
Then, in Section 4 we apply our Theorem 2 and a fixed point theorem for condensing multimaps [6, Corollary 3.3.1] , to prove the existence of local mild solutions for problem (1), (2) . Moreover, we show that the set of all global mild solutions is nonempty and compact. Finally, in Remark 4 we note that our existence results, namely Theorems 3 and 4, respectively contain the analogous existence results proved by Kamenskii, Obukhovskii and Zecca [6] for inclusions with constant operator.
Preliminaries
Let X and Y be topological spaces and let us denote by P (Y ) the collection of all nonempty subsets of Y .
A multivalued map (multimap) F : X → P (Y ) is said to be:
For details and equivalent definitions see, e.g., [5, 6] . Let us recall some notions (see, e.g., [6] ). Let (E, · ) be a Banach space and (A, ) a (partially) ordered set. A function
A MNC is called:
with the natural ordering and β(Ω) < +∞ for every bounded Ω.
If A is a cone in a Banach space, we will say that the MNC β is regular if β(Ω) = 0 is equivalent to the relative compactness of Ω.
As the example of the MNC possessing all these properties, we may consider the Hausdorff MNC χ(Ω) = inf{ε > 0: Ω has a finite ε-net}.
Let W be a closed subset of a Banach space E, β : P (E) → A be a MNC on E, and
implies the relative compactness of Ω.
The following fixed point theorem will play a crucial role in the forthcoming local existence result. Recall also the following notions (see, e.g., [2, 5, 6] 
is said to be:
It is clear that any strongly measurable and integrably bounded multifunction is integrable.
The set of all summable selections of the multifunction G will be denoted by 
We recall a basic definition (see, e.g., [13] ).
is called an evolution system if the following conditions are satisfied:
(
1) T (s, s) = I , T (t, r)T (r, s) = T (t, s) for 0 s r t d; (2) (t, s) → T (t, s)
is strongly continuous on ∆ (see, e.g., [8] ).
For any evolution system, we can consider the respective evolution operator T : ∆ → L(E), where L(E) is the space of all bounded linear operators in E.
The generalized Cauchy operator
Let us introduce the following main notion.
be an evolution operator. We will call the operator
as the generalized Cauchy operator. Now, we prove the following theorem that will play a fundamental role in the next existence results.
Theorem 2. The generalized Cauchy operator G satisfies the properties (see [6]) (G1) there exists ζ 0 such that
Proof. Since the evolution operator T is strongly continuous on the compact set ∆, there exists a constant D > 0 such that
Therefore, condition (G1) is easily verified. Let us prove condition (G2). Let the compact set K ⊂ E and t ∈ [0, d] be fixed, and let us consider the set Q t ⊂ E,
This set is relatively compact. In fact, let us define functions
where χ is the Hausdorff MNC. Note that functions g x are equicontinuous in s with respect to x in [0, t]: for any s, s ∈ [0, t] and x ∈ K, we have
the equicontinuity follows from the strongly continuity of T , which implies the continuity of T with respect to the second variable, joint with the compactness of K. Moreover, they are also equibounded. Therefore, by using the known estimate for a bounded linear operator L ∈ L(E) (see [6, Section 2.
and by means of a result due to Ambrosetti [1, Lemma 2.2], (4) becomes 
⊂ tQ t and hence the set {Gf n (t)} Bearing in mind that the evolution operator T is strongly continuous on ∆ and by using (3), we have that there exists 0 < δ < δ 1 such that
Nd < ε.
By applying now a generalized version of the Ascoli-Arzelà criterion obtained by Ambrosetti [1, Theorem 2.3], we get the relative compactness of set {Gf n } +∞ n=1 . Finally, by using (G1), it is easy to see that the abstract Cauchy operator is linear and bounded. Therefore, it is weakly sequentially continuous, i.e., Then, put
where
0 s t d}, we have that the family {T (t, s)} (t,s)∈∆ is an evolution system. Hence the classical Cauchy operatorĜ :
is the generalized Cauchy operator for the evolution system defined above (see Definition 1) . Therefore in the theory of semilinear evolution differential inclusions the generalized Cauchy operator plays the analogous role as in the theory of semilinear differential inclusions the classical Cauchy operator does (for definition, properties and applications of the classical Cauchy operator we refer to [6] ).
In the sequel we will also need the following properties of operators satisfying conditions (G1) and (G2).
be an operator satisfying condition (G2) and the Lipschitz condition (weaker than (G1)) 
Local and global existence results
In the following we will suppose that 
∂T (t, s) ∂t = A(t)T (t, s) and ∂T (t, s) ∂s = −T (t, s)A(s)
(for more details see, e.g., [8, 11] ).
We consider the Cauchy problem (1), (2) 
. t ∈ [0, d] the multifunction F (t, ·) : E → Kv(E) is u.s.c.; (F 3) for every nonempty bounded set
Ω ⊂ E there exists a function µ Ω ∈ L 1 + ([0, d]) such that for every x ∈ Ω, F (t, x) µ Ω (t) for a.e. t ∈ [0, d]; (F 4) there exists a function k ∈ L 1 + ([0, d]) such that for every bounded D ⊂ E, χ F (t, D) k(t)χ(D),
Remark 2. Condition (F 1) is fulfilled if multifunction F (·, x)
is strongly measurable for every x ∈ E (see, e.g., [6, Lemma 1.3.3]).
Remark 3. Under conditions (F 1) and (F 3), for every strongly measurable function
. Therefore, taking into account (F 2), the set S 1 F (·,q(·)) is nonempty.
We recall a property that will be useful in the main result of this section.
Lemma 4 [6, Lemma 5.1.1]. Under assumptions (F 1)-(F 3), if we consider sequences
. Now, we can prove the following local existence theorem.
Theorem 3. Under assumptions (A) and (F 1)-(F 4) there exist h ∈ (0, d] and a mild solution x * ∈ C([0, h]; E) of (1), (2).
Proof. Let r > 0 be a given number and let us consider the closed ball
Being the evolution operator T of hypothesis (A) strongly continuous on ∆, we can say that there exists
Moreover, we can choose
where D is the constant of property (3) and µ B is the summable function from assumption (F 3).
Let us put h = min{h 1 , h 2 }. Now, we can consider the integral multioperator
Of course, the set of all mild solutions of (1), (2) on [0, h] is the set Fix Γ . In order to apply Theorem 1, from now on we will proceed by steps.
Step 1. The integral multioperator Γ is closed with compact convex values. It is easy to check that Γ has convex values. Let us now prove that Γ is closed.
, be an arbitrary sequence such that f n ∈ S 1 F (·,x n (·)) for n 1. We have that set {f n } +∞ n=1 is integrably bounded; in fact, if we consider the bounded set Ω = {x n (t): t ∈ [0, h], n ∈ N}, from condition (F 3) we have
Further, the set {f n (t)} 
where G is the generalized Cauchy operator studied in Section 3. By means of the definition of G, we can write
Then, by using (11), we get
The uniqueness of the limit algorithm guarantees that
T (t, s)f (s) ds, t ∈ [0, h].
Sincef ∈ S 1 F (·,x(·)) (see Lemma 4), we can deduce thatz ∈ Γ (x) (cf. (10)). Therefore, Γ has closed graph.
It remains to prove that Γ has compact values.
Let x ∈ C([0, h]; E) and let (z n )
+∞ n=1 be a sequence in Γ (x). We consider a sequence
) and z n = T (·, 0)x 0 + Gf n for any n 1. With the same arguments as above, we can prove that set {f n } +∞ n=1 is semicompact and that w.
, which implies that also (z n ) +∞ n=1 converges in the same space. Hence, the relative compactness of Γ (x). Being Γ (x) closed, we can conclude that the set Γ (x) is compact.
Step 2. The integral multioperator Γ is condensing on bounded sets with respect to the well-defined, monotone, nonsingular, regular MNC ν in the space
where:
∆(Ω) is the collection of all the denumerable subsets of Ω ⊂ C([0, h]; E); γ
is the real MNC defined as
is the modulus of equicontinuity of the set of functions D given by the formula
L > 0 is a constant chosen so that
(here D is the constant of condition (3) and k(·) is the summable function of assumption (F 4)).
The range for ν is the cone R 2 + and the max is taken in the sense of the ordering induced by this cone.
To prove the ν-condensivity of Γ , we will follow the lines of [6, Theorem 5.
We will prove that Ω is relatively compact. From the regularity of ν, it will be enough to prove that ν(Ω) = (0, 0). Since ν(Γ (Ω)) is a maximum, let {y n } +∞ n=1 ⊂ Γ (Ω) be the denumerable set which achieves that maximum. Of course, there exists a set {x n } +∞ n=1 ⊂ Ω such that y n ∈ Γ (x n ), n 1; i.e., by using Definition 1,
for f n ∈ S 1 F (·,x n (·)) . Moreover, (13) provides
and then 
By using (12) It is easy to see that, by using the last equality and conditions (F 3), (F 4), the set {f n } +∞ n=1 is semicompact. Therefore, by applying Theorem 2 and Lemma 2, we have that set {Gf n } +∞ n=1 is relatively compact. The representation of y n given by (14) yields that set {y n } +∞ n=1 is also relatively compact. Afterwards, γ ({y n } Step 3. We consider the ballB r (x 0 ) ⊂ C([0, h]; E), where x 0 ∈ C([0, h]; E) denotes the function identically equal to x 0 . We will demonstrate that the integral multioperator Γ mapsB r (x 0 ) into itself.
Let us take x ∈B r (x 0 ). Then,
i.e., x(t) ∈ B (see (7)) for all t ∈ [0, h]. Let us consider an arbitrary y ∈ Γ (x). Therefore,
where f ∈ S 1 F (·,x(·)) , and, for any t ∈ [0, h], we have the following estimates:
now, if µ B is the function such that (see (F 3))
we get
By means of (8), (3), (9), for every t ∈ [0, h] we obtain
So, we can conclude that
The application of Theorem 1 to Γ :B r (x 0 ) → Kv(B r (x 0 )) completes the proof. 2
Under a stronger boundedness condition on the nonlinearity F , we obtain a global existence result, in analogy with [6, Theorem 5.2.2].
Theorem 4.
Suppose that hypotheses (A), (F 1), (F 2), (F 4) are satisfied and that
Then the set We fix a radius r D(
and, in correspondence of r, the closed ball in the space
We prove that Γ mapsB r (0) into itself. Let us consider arbitrary x ∈B r (0) and
Therefore, by means of (3), (F 3 ), (17) and (18), we have 
T (t, s) L(E) f (s) ds,
where f ∈ S 1 F (·,x(·)) , and, by using (3) and (F 3 ), First of all, we recall that (see, e.g., [6, Definition 4. (where D(A) is dense in E) is said to be the infinitesimal generator of the semigroup (for properties and applications we refer to [6] ). If A is the infinitesimal generator of a C 0 -semigroup {U(t)} t∈[0,+∞[ , then A satisfies assumption (A). In fact, in Remark 1 we have observed that a C 0 -semigroup {U(t)} t∈[0,+∞[ leads to an evolution system {T (t, s)} (t,s)∈∆ by means of relation (5) . So, if we consider A as the family {A(t)} t∈ [0,d] , where A(t) = A for every t ∈ [0, d], then it is easy to prove that the evolution system satisfies conditions (6) .
Moreover, by using (5) again, every mild solution of problem (1), (2) 
