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Abstract 
Convexity conditions for Powell-Sabin splines are derived and an algorithm is presented for fitting a convex 
Powell-Sabin spline to a set of scattered data. Part of this algorithm deals with the elimination of as many 
redundant conditions as possible. 
The Powell-Sabin splines are defined in terms of basis functions (B-splines) with local support. Making 
use of their Bernstein-BCzier representation leads to an easy handling of and an efficient calculating with these 
B-splines. 
Numerical examples are supplied to illustrate the usefulness of surface fitting by means of convex Powell- 
Sabin splines. 
Keywords: Bernstein polynomials over triangles; Bezier ordinates; Powell-Sabin splines; Convexity 
1. Introduction 
Considering the large number of recent publications (e.g., [l-4,8,14,15]), convex surface fitting is 
undoubtedly a topical subject in scientific literature. Convexity of surfaces is not only interesting from 
a mathematical point of view, but it also has its applications in the field of object modeling (e.g., 
optical lenses). So far, several surface fitting algorithms have been published; yet, to our knowledge, 
none of them enables convex approximation on an arbitrary domain. 
Briefly stated, the following problem will be considered in this paper: given a discrete set of data 
values Z, corresponding to points (X,, Y,) , r = 1, . . . , m, arbitrarily scattered in a bounded area D, 
we are looking for a bivariate function s(x, y) fitting the data. We assume that the Z,. are subject to 
measurement errors and we therefore prefer to smooth the data values (s( X,, F) 21 Z,) rather than 
to interpolate them. In addition, we want the approximation to be convex on D. This request may 
be based on our knowledge that the function underlying the data values is convex or we just might 
desire to smooth away oscillations of the approximant. 
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A current tendency in the literature shows an interest for spline approximations defined in terms of 
locally supported basis functions. Dierckx et al. [5] reported on a practical surface fitting algorithm 
using Powell-Sabin splines on triangulations, which will serve us as a starting point. 
In Section 2 some general aspects of piecewise polynomials and of Powell-Sabin splines in partic- 
ular are summarized. Section 2.1 deals with the Bernstein-BCzier representation of polynomials [ 61. 
In Section 2.2 we introduce the concept of conforming triangulations. Finally, in Section 2.3, Powell- 
Sabin splines are studied: the construction of a locally supported basis and a suitable representation 
for the basis splines are considered. 
Section 3 treats convexity of Powell-Sabin splines. The definition of a convex function is recalled 
in Section 3.1. In Section 3.2 we derive necessary and sufficient conditions for convex Powell-Sabin 
splines and present an algorithm for the composition of a set of convexity conditions. 
In Section 4 the convex surface fitting problem is explicitly stated. 
In Section 5 we present our implementation of the preceding algorithm into a FORTRAN subroutine 
package. We go into further detail on the practical aspects of the implementation and comment on 
some results obtained with the subroutine package. 
Finally, in Section 6, some concluding remarks are given and suggestions for further research are 
made. 
2. Piecewise polynomials on triangulations 
2. I. Bernstein-B&ier representation of polynomials 
Let T = ( V, , V,, V, ) be a nondegenerate triangle with vertices & having Cartesian coordinates 
(x,,Y,), i= 1,2,3. 
Any point (x, y) in the plane can then be uniquely represented by its barycentric coordinates 
(ri, r2, TV) with respect to triangle T, 7;, i = 1,2,3, being the solution of the system 
XIQ-I + x272 + x373 = x, YITI + Y272 + y373 = Y, 71 +T2+73=1. (1) 
Bernstein polynomials of degree d over triangle T are defined as 
Bf,j,k (7) = 
d! 
- r; 7-g, 
i! j! k! 
wherer= (7i,r2,r3) andi+j+k=d,i,j,kE {O,l,. . . , d}. It has been shown [ 61 that the 
Bernstein polynomials of degree d form a partition of unity, i.e., 
B&k (7) 3 0, c B$,&) = 1, ‘v’(x, y) E T. (3) 
ifj+k=d 
Any bivariate polynomial p (x, y) of 17d = { C$, E$,’ ai,jYyj, ai,j E IR} has a unique representation 
in terms of the Bernstein polynomials of degree d with respect to T: 
(4) 
K. Willemans, P Dierckx/Journal of Computational nd Applied Mathematics 56 (1994) 263-282 265 
Fig. I. Schematic representation of a quadratic polynomial in its Bernstein-BCzier form. 
called the Bernstein-B&ier representation of the polynomial. The coefficients bi,,i,k in (4) are known 
as the BCzier ordinates of p (x, y) with respect to T. Very often, b( 7) is schematically represented by 
relating the bi,j,k to the points with barycentric coordinates (i/d, j/d, k/d), as is illustrated in Fig. 1 
in case d = 2. 
Polynomials represented in their Bernstein-BCzier form (4) show some interesting properties, 
which are stated in [ 61. For example, they can be efficiently evaluated by means of the de Castel_jau 
algorithm. Given a point 2 with barycentric coordinates 7 = (7,, r2, 73) with respect to triangle T, 
b(T) = b;1,0,0(7) is found by applying the recursion formula 
i+j+k=d-r,O<r<d. 
Notice that for any point inside triangle T this algorithm is numerically stable because only convex 
combinations have to be made. 
2.2. Conforming triangulations 
Suppose that D is a simply connected subset of the plane with polygonal boundary. The collection 
of nondegenerate triangles d = {7;, i = 1, . . . , t} is called a triangulation of D if the following 
conditions are satisfied: 
(a) any pair of triangles Ti and Tj, i $ j, has disjoint interiors; 
(b) D = U;=, 7;. 
A triangle Tj of A is said to be conforming if it contains no vertex of any other triangle Tj, different 
from its own three vertices. A triangulation with all triangles conforming is called a conforming 
triangulation. 
266 K. Willemans, P: Dierckx/Journal of Computational and Applied Mathematics 56 (1994) 263-282 
2.3. Powell-Sabin (PS-)splines 
Consider a conforming triangulation d = {T, i = 1,. . . , t} of D with vertices v, i = 1, . . . , ~1. We 
then define the linear space of piecewise polynomials of order d and smoothness r associated with A 
as 
S;(A) = {s(x, y)js E Cr(D) and slT, E I7,, i = 1,. . . , t}, 
where -1 <r-cd. 
A number of people (e.g., Schumaker [ 11,121, Gmelig-Meyling and Pfluger [ 71) treated the 
problem of determining the dimension of S;(A). Schumaker, for example, derived a lower and upper 
bound for it. Yet, since the dimension of S:(A) is influenced by both the topology and the exact 
geometry of A, it cannot be expressed in a general formula depending on the number of vertices, 
edges and triangles of A. Several authors (e.g., Powell and Sabin [ 91, Schumaker [ 11 ,121) therefore 
considered some special triangulations. Powell and Sabin studied the space Si (A*), where A* is 
obtained by a subdivision of each triangle Ti of A into six subtriangles as follows. 
(a) Choose an interior point Zi in each triangle Tj of A. If two triangles z and Tj have a common 
edge Ei,j, then the line joining their interior points Zi and Zj should intersect the edge Ei,j at some 
point Qi,,, between its vertices. Choosing Zi as the incentre of each triangle 7;: ensures the existence 
of the points Qi,j, but for practical reasons other choices may be more appropriate. In the sequel, we 
will choose Zi as the centroid of Ti, for it is satisfactory for most practical problems and it reduces 
computational complexity. 
(b) Join each point Zi to the vertices of z. 
(c) For each edge of triangle K, 
(i) which is common to triangle Tj, join Zi to Qi,j; 
(ii) which lies on the boundary of D, join Zi to an arbitrary point between the vertices of the 
edge (e.g., the midpoint of the edge). 
It was proven that for any set of data ( cri, pi, yi), i = 1, . . . , n, there exists precisely one function 
s( x, y) in Si (A*) satisfying the conditions 
(6) 
and thus the dimension of Si (A*) adds up to 3n. 
Dierckx et al. [5] considered for each vertex &, 1 = 1,. . . , n, of A three linearly independent 
triplets (~{,&,d), j = 1,2,3, and denoted the solutions of (6) with all (aippi,Yi) = (O,O,O) 
except for i = 1 and (ar,/?,,yl) = (cy:,&,d) as B{(x,y), j = 1,2,3. Any spline s(x,y) in $(A*) 
then has a unique representation 
$(X9 Y) = 2 2 Ci,j@(x, Y> (7) 
i=l j=l 
in terms of the B{(x, y), further called the B-splines with respect to vertex q. It can also easily be 
proven [ 91 that the B-splines B{ (x, y) form a basis with local support, i.e., if for each vertex V, 
i= l,..., IZ, of A the triangles &, k = 1, . . . , (, t. for which K E 7;.,k are considered and the molecule 
Mi of & is defined as 
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Mi := ij7;,,, 
k=l 
then B{(x, y) is shown to be identically zero outside Mi. In [ 51 an explicit expression for the 
B-splines was given and their BCzier ordinates on each triangle of d* were derived (see Fig. 2). 
As for the choice of the linearly independent riplets (ai, /3:, d), j = 1,2,3, some recommendations 
were made which will be discussed in Section 5. 
3. Convex Powell-Sabin splines 
3. I. Convex functions 
Consider a convex subset D of R2, i.e., Pi, P2 E D implies that (aPI + (1 - a)P2) E D for any 
Q E [0, I 1. A function f(P) is said to be corzvex on D if 
f(M + (1- a)P2) < af(P,> +(I -a)f(P2), 
for any (Y E [ 0, l] and for any arbitrary pair of points Pi, P2 E D. 
3.2. Convexity conditions for Powell-Sabin splines 
Let be given a conforming triangulation d = {7;:, i = 1,. . . , t} on D with vertices q, i = 1, _ . . , n, 
and a corresponding Powell-Sabin refinement d*. It is easily shown (see, e.g., [ 81, in a more general 
context) then that the convexity of a spline (7) on every triangle of d* is necessary and sufficient 
for s(x, y) to be convex on D. The restriction of (7) to a triangle T of d” can be expressed by a 
single quadratic polynomial. Suppose that this polynomial has the Bernstein-Bezier representation 
b(T) = C bi,j,kB$,k(T) 
i+j+k=2 
(8) 
with respect to T. Several authors (see, e.g., [3] ) then considered some linear inequalities, each 
involving only four Bezier ordinates bi,j,k, which needed to be satisfied in order for b(7) to be convex 
on T. Yet, these conditions turned out to be sufficient rather than necessary for the convexity of b(T) 
on T and were far too restrictive (see, e.g., [4,8] ). Chang and Davis [ 31 and Chang and Feng [4] 
have proven that b(7) is convex on T if and only if 
A,,& + A& + A,& 3 0, (94 
A,, + 4, 3 0, 4, + 4 3 0, A, + 4, 3 0, (9b) 
with A, = b2,0,0+b0,1,1-bl,l.0-bl,0,1, 4 = b0,2,0+bl,O,I-b0,1,1-bl,l.O and A, = b0,0,2+b~,~,0-b~.0.l-b0.~.~. 
In fact only two out of the three inequalities (9b) need to be combined with (9a) as the remaining 
one will then automatically hold. Also notice that each of the restrictions (9b) can be associated with 
an edge of T. Indeed, in each case only the BCzier ordinates on one of the edges in the schematic 
representation of (7) are used (see Fig. 1) . 
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We are now looking for the conditions to be satisfied by the B-spline coefficients Ci,j in (7) in 
order for s(x, y) to be convex on D. From what precedes, it is clear that for every triangle K of 
the triangulation A a restriction (9a) and two inequalities (9b) have to be imposed on each of the 
six subtriangles of Z in A*. The resulting eighteen conditions however are not linearly independent; 
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(a linear inequality corresponding to an edge shared by two subtriangles might even be considered 
twice). After the elimination of the redundant restrictions we, retained six conditions (9a) and six 
conditions (9b) on every triangle T; of d. For a triangle 7; with vertices y,, K2, L$? having Cartesian 
coordinates (xi,, yl,), (x,>, yi,), (xi?, y;,) and a spline (7) of which the restriction to T is schematically 
represented in Fig. 3, we found that these conditions can be written as 
.j=l k=l 
+~;,,jci~,k[i(~~f, -L{(l + A2>>Kl] +Cil,jCi2,k[$A2(L;j_A?Kii)K~l 
+ Ciz.jCiT.k I $A,LyKi]} > 0, (lOa) 
+Ci,,jCi~,k[~AlL:K~]} 3 0, (lob) 
+ ci~,jci,,k[~~3L~Kfl} 3 0, 
270 K. Willemans, R Dierckx/Journal of Computational and Applied Mathematics 56 (1994) 263-282 
’ 3 
; CCi_y,j$ .\ - 
j=l I 
I 
\ 
\ 
\ 
\ I j=l K!‘, ,’ 
/ L_dt / \ 
/ j=l 
/ +Ci,,jxZ~) \ 
I \ 
/ /’ R,,, ‘/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
C(Cil,jX1L:+Ci,,jx2L;j) 
/-----I j=l 
2 L' CIl,J I 
j=l 
Fig. 3. The restriction of a PS-spline s(x,y) to a triangle with Z = (f, f, {), RI.? = (h1,A2.0), R2.3 
RI.3 = (v1.0,~) and pj = p~l(xlz - x,1 1 + Y/, (yiz - Y;, 1, ti = P:, (xi? - xl, 1 + $,(Y,, - yt,), K: = 34 
L{ = (Y!, + ;A${, Ly = c$, + ~z&, j = 1,2,3, and Ki, Li, L?, k = 2,3, j = I, 2,3, analogously defined. 
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The choice of the linear conditions ( 1 Og)-( 101) was based on practical considerations such as 
the computational simplicity of the coefficients of the ci,j and the minimization of the number of c,,,~ 
involved in each restriction. There are, however, some other choices that would be appropriate as 
well. 
It is easily shown that the conditions (10) theoretically are still sufficient in order for s( x, y) 
to be convex on T. Before going into greater detail on this, let us first agree on simply denoting 
the conditions (log)-( 101) by (l)-(6) and consider for each restriction the associated edge of 
the subtriangles of T (see Fig. 4). We now will consider the six subtriangles of c in a clockwise 
direction starting at subtriangle (v, , 2, R,,3). If we impose the linear constraints (1) and (6) together 
with the nonlinear condition ( lOf), s(x, y) will be convex on (& , Z, R1,3) and, as was previously 
mentioned, the linear convexity constraint corresponding to the edge Z - R1,3 will then automatically 
hold. Subsequently we consider subtriangle (R ,,?, Z, E,) . Since the linear convexity condition corre- 
sponding to edge R1,3 - Z is satisfied, imposing restrictions (5) and ( 10e) is sufficient in order to 
obtain convexity on subtriangle (R 1,3, Z, x3). A similar reasoning can be used for the subtriangles 
(V,,Z,&), (J&,Z,Q) and (X2,Z,R1,2) whereconditions (4), (3), (2) and (lOd), (10~)~ (lob) 
are imposed. Finally, as for subtriangle (R 1,2r Z, F,), the linear convexity condition corresponding to 
the edge R1,2 - Z holds by the previous argument, while condition (1) has already been imposed at 
an earlier stage. Hence, imposing restriction (10a) provides convexity on ( R1,2r Z, I$ ) and thus the 
Fig. 4. Edges associated with the linear conditions. 
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inequalities ( 10) are sufficient in order for s(x, y) to be convex on 7;. 
So far, a total of 6t linear and 6t nonlinear restrictions is to be satisfied by the c,,.; in order 
for s( x, y) to be convex on D. Yet, for a triangulation d with more than one triangle (t > I), 
these restrictions are not linearly independent either. In fact, the number of linear conditions to be 
considered can in most cases be strongly reduced. In order to eliminate as much superfluous conditions 
as possible, we developed the following algorithm: 
for each triangle 7;, i = 1, . . . , t, of A with vertices v,, l$, l$, , 
(a) impose the nonlinear conditions ( lOa)-( 1Of) 
(b) impose condition (1) 
(c) if the edge v, v2 is a boundary edge of A or is common to a triangle Ti with j > i 
then 
(i) impose condition (2) 
(ii) if the edge vz v:, is a boundary edge of A or is common to a triangle Tk with k > i 
then 
impose conditions (3) and (4) 
(iii) if the edge L$ r/l, is a boundary edge of A or is common to a triangle T, with 1 > i 
then 
else 
impose conditions (5) and (6) 
if the edge V;:F7 is a boundary edge of A or is common to a triangle Tk with k > i 
then 
if the edge v,k$ is a boundary edge of A or is common to a triangle Tl with 1 > i 
then 
impose conditions (3), (4) and (5) 
else 
else 
impose condition (3) 
if the edge v?v:, is a boundary edge of d or is common to a triangle T, with 1 > i 
then 
impose condition (5) 
For a properly numbered triangulation, i.e., no triangle T, has three neighbour triangles 7’,, TX, Tl 
with the maximum of j, k and I smaller than i, the algorithm will reduce the total number of retained 
linear constraints to the minimum, i.e., 6t - 2ei,, ei, being the number of edges shared by different 
triangles of d. In general, 6t - 2ei, + tip linear conditions will be retained, with tip the number of 
triangles of d having three neighbour triangles which reference number is lower than the reference 
number of the enclosed triangle (see also Fig. 5). 
So far, we have only paid attention to the theoretical aspects of the formulation of convexity 
conditions for a PS-spline s(x, y) on D. Although the earlier described elimination of the redundant 
linear constraints is justifiable from a theoretical point of view, it still has to be verified whether this 
is also the case for most practical applications. We will return to this matter in Section 5. 
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m 
/I\ 18 
/T. ix3 \ 
Fig. 5. (a) Linear restrictions retained in case of a properly numbered triangulation with four triangles (total number of 
retained linear conditions = 18). (b) Linear restrictions retained in case of an improperly numbered triangulation with four 
triangles (total number of retained linear conditions = 19). 
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4. Surface fitting with convex Powell-Sabin splines 
Let d be a conforming triangulation of a convex subset D of the plane and let A* be the corre- 
sponding Powell-Sabin refinement. Given a set of data points (X,, K) in D with corresponding data 
values Z,. and weights W,., r = 1, . . . , m, we search for a spline s( x, y) in Si( A*) so that 
,,I 
~{wrLG - s(L yr)1)2 (11) 
r=l 
is minimized and s(x, y) is convex on D. The determination of the appropriate s(x,y) with rep- 
resentation (7) finally results in the computation of the coefficients c;,,, by solving the following 
least-squares minimization problem. 
Minimize 
~{W~~~-~~Ci,,jn:(x,,v,,]}z, 
?=I ;=I ,j=l 
subjected to linear and nonlinear (convexity) constraints as discussed in Section 3.2. 
(12) 
5. Practical considerations and numerical results 
A FORTRAN subroutine package has been developed for solving the surface fitting problem stated 
in the previous section. In addition to the set of data points (X,, Yr) and the corresponding data values 
Z, and weights W,, r = 1,. . . , m, the user also has to define the triangulation A. The programme 
then computes a basis for Si(A*) according to the approach of [5] (see also Section 2.3). As for 
the choice of the linearly independent triplets ((y:, p:, $), j = 1,2,3, the following procedure was 
recommended. 
(a) Construct a Hermite basis 
(Q:,P:,r)) =(1,&O), (&P:,r:) = (O,P/,O), (cy:,p;J;) = (O,O,y,), 
with 
PI = 
4 
max{lxi-xl1 1 ~:T~kandTk~M~,i=l,...,n}’ 
4 
” = max{ Iyi - y[I 1 r/; E Tk and Tk E Ml, i = 1,. . . , n}’ 
(13) 
(b) Starting from the Hermite basis, use a Gram-Schmidt procedure to construct a partially 
orthonormalized basis, i.e., determine 
such that 
(14) 
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(Sj,, = 1 if j = k and Sj,k = 0 otherwise). 
In order to apply the Gram-Schmidt procedure, there should be at least three data points inside 
each molecule MI of A. If this is not the case, the Her-mite basis for the molecule is preserved. 
Subsequently an appropriate selection of the linear convexity constraints is made by applying the 
algorithm of Section 3.2. Numerical experiments have shown that for most practical problems the 
choice of the linear conditions hardly influences the computed solution s(x, y) to the convex surface 
fitting problem; (at least, as long as the linear constraints together with the nonlinear constraints are 
theoretically still sufficient in order for s( x, y) to be convex on D) . Only the number of the iterations 
performed might in some cases be slightly affected. This may be explained by the fact that in most 
practical cases only some nonlinear constraints are active at the optimal solution. Yet, the nonlinear 
inequalities are all taken into account. Anyhow, there is no harm in eliminating the redundant linear 
conditions. Consequently, unnecessary computations to form the coefficients of the linear constraints 
are avoided and a far less complex minimization problem can be considered. 
Finally, the nonlinear constrained minimization problem is solved. A suitable routine that deals 
with this kind of problem is routine E04VDF in the NAG FORTRAN Library [ 161 which indeed 
has been used in our implementation. It is common knowledge that often a proper scaling of the 
object function and the constraints significantly influences the performance of an optimization routine. 
Our programme makes no exception to this rule. In many cases it might therefore be preferable to 
consider a corresponding problem ( 12) with both altered data values Zr* and altered weights WT. 
Scaling problem (12) is not automatically performed by our programme since a sensible scaling by 
the user is likely to be more effective. Yet, in most cases it will still remain a matter of trial and 
error. 
We will now briefly report on some results obtained with our subroutine package. 
5.1. Example 1 
Using a random number generator, (a) a set of 120 data points (X,, x) scattered uniformly in the 
region [ - 1, 1 ] x [ - 1, 11, and (b) a set of normally distributed stochastic variates e, with expected 
value 0 and standard deviation 0.02 were generated and corresponding data values Z, = f( X,, Y,) + e, 
and weights W, = 1, r= l,..., 120, were considered in order to find a convex Powell-Sabin spline 
approximationforf(x,y)=-exp(-$(x2+y2)) on [-l,l] x [-1,1]. 
As for the function f( x, y), it is easy to check its convexity on any convex subset of D = {(x, y) E 
R2(~2+y2<2}andthuson[-1,1]x[-1,1]. 
In Fig. 6(a) the position of the data points (*), the triangulation A (n = 9, t = 8) (-), the 
corresponding PS-refinement A* (- -) and the contour map (. . -) of the unconstrained least-squares 
PS-spline are shown beneath its three-dimensional depiction. For reasons of comparison, in Fig. 6(b) 
the same was done for the convex least-squares PS-spline. The quality of fit of the convex approxima- 
tion may be judged as satisfactory, whereas this is not the case with the unconstrained approximation. 
In fact, the contour plot and the three-dimensional depiction of the convex approximation are hardly 
distinguishable from those of f(x, y) on the considered domain. For the convex surface fitting 
problem 32 linear and 48 nonlinear conditions were considered. At the optimal solution six of the 
nonlinear constraints were active. 
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Fig. 
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 
X 
6. (a) Least-squares PS-spline approximation for f(x, y) = - exp ( - f (x’ + y*)). 
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‘-1 -0.8 -0.6 -0.4 -0.2 0.2 0.4 0.6 0.8 
X 
Fig. 6. (b) Convex least-squares PS-spline approximation for f( X, y) 
1 
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x 
“0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 I 
X 
Fig. ‘7. (a) Least-squares PS-spline approximation for f (x, y) = x3 + 5(y - c1.6)~ + 1. 
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x 
-0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
X 
Fig. 7. (b) Convex least-squares PS-spline approximation for f( x, y). 
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5.2. Example 2 
As in Example 1 we generated a set of 120 data (X,, x, Z, = f( X,., x) + e,, W,) to find a convex 
PS-spline approximation for f(x, y) = _$ + 5(y - 0.6)* + 1 on [0, 1 ] x [0, 11, now with a standard 
deviation of 0.05 for the errors e,. 
The fitting results can be seen in Figs. 7(a) and 7(b). In this example also the quality of the convex 
approximation by far exceeds that of the unconstrained approximation. Again a total of 32 linear and 
48 nonlinear convexity constraints was imposed; at the optimal solution five of the nonlinear equations 
were active. 
6. Conclusions and further suggestions 
In this paper we presented a surface fitting algorithm using convex splines on triangulations. As 
for the considered spline space and the corresponding suitable set of basis functions, we adopted the 
approach of [ 51 in view of the particularly interesting characteristics of the PS-splines (e.g., their 
simple structure) and the nice local support property of the B-splines. We also used the Bemstein- 
Bezier representation of the basis splines because it facilitates the manipulation of these splines and 
improves the computational efficiency (e.g., the evaluation of the splines). From the graphical results 
in Section 5 it can be deduced that one can often successfully benefit from the advance knowledge 
on the convexity of the function underlying the data. We realize however that our implementation is 
subject to further improvements and generalizations such as 
(a) since at most nine coefficients ci,; are involved in a single constraint, a specific nonlinear 
optimization algorithm could be developed taking account of this sparsity; 
(b) a refinement procedure for the triangulation A (e.g., like the one used in [ 51) could be built 
in so that local difficulties in the function underlying the data are automatically taken into account; 
(c) an extension of the subroutine package could be thought of in which the user is given the 
opportunity to specify for each triangle of the triangulation whether the approximation should be 
either convex or concave or unconstrained on the triangle at issue. 
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