A generalization of the usual method of similarity analysis of differential equations, the method of partially invariant solutions, was introduced by Ovsiannikov. The degree of non-invariance of these solutions is characterized by the defect of invariance d. We develop an algorithm leading to partially invariant solutions of quasilinear systems of first-order partial differential equations. We apply the algorithm to the non-linear equations of the two-dimensional non-stationary ideal MHD with a magnetic field perpendicular to the plane of motion.
The usual method of similarity analysis of partial differential equations leading to group-invariant solutions is well described in the literature [1, 2] . A generalization of this method was introduced by soviet authors, especially Ovsiannikov [1] . It leads to solutions fulfilling a less strong invariance demand, called partially invariant solutions, which have a higher degree of freedom than invariant solutions. This may be important for adapting them to initial or boundary conditions. Apart from simple demonstration examples, Ovsiannikov's method has scarcely been applied to physical equations, perhaps as a result of its complexity. In this paper, we develop an algorithm applicable to quasilinear systems of first-order partial differential equations which yields two reduced systems leading to partially invariant solutions of the original system. Such solutions are characterized by the defect of invariance Ö, which can be considered as their degree of non-invariance. For the simplest case, Ö = 1, we apply the algorithm to the two-dimensional nonstationary ideal MHD equations. These equations represent the isentropic motion of a two-dimensional plasma, if the magnetic field is perpendicular to the plane of motion and dissipative effects like thermal conductivity and electrical resistance are neglected. A detailed group analysis of this system has been done by Fuchs and Richter [3] , who found its maximal symmetry group and a number of similarity solutions, as well as by Galas and Richter [4] , who carried out the classification of its invariant solutions including Reprint requests to Prof. Dr. E. Richter, Institut für Mathematische Physik, Mendelssohnstr. 3, D-3300 Braunschweig.
the determination of optimal systems up to dimension 3. Every group-invariant solution is partially invariant with respect to any symmetry group which contains the regarded as a subgroup. In some cases, depending on the regarded symmetry group, the mentioned algorithm will yield only solutions which can also be found by the simpler method as invariant solutions. Therefore it seems desirable to recognize such cases as early as possible in order to exclude them from further computations. We show how this can be done by means of Ovsiannikov's reduction theorem. In this paper we assume that the reader is familiar with the basic tools of the similarity analysis.
The Concept of Partial Invariance
In what follows, we give a short review of the underlying mathematical concepts. For the details of the theory see [1] . We consider an r-dimensional transformation group G acting on R N with the infinitesimal 0932-0784 / 90 / 0900-1219 $ 01.30/0. -Please order a reprint rather than making your own copy.
It can be shown that the inequality
holds. By subtraction of dim M we can define the defect of invariance (5 of M: ' denote the rank and defect of the same manifold M with respect to a subgroup G' c= G, it can be shown that g'^g and <5' If a subgroup G' c G can be found in such a way that g' = g and 5' = 5, the pair (M, G) is said to be reducible to (M, G'). Maximal reduction takes place if g' = g and <5' = 0, that is, M is invariant under the transformations of G'. A manifold M which is partially invariant under G but not invariant under some subgroup of G is called a proper partially invariant manifold. We now consider a system of first-order partial differential equations with
Here and in what follows, we use the notation x = (x\ ..., x"), u = (u\ ..., u m ), u x = (u*i,..., h™"). The restriction to first-order equations is not essential in this paragraph. We presume that (1) fulfills the maximal rank condition rank d{F l ,..., F')/6(x, u, u x ) = l. Let a solution of this system be given by u = (p(x), u x = d(p{x)/dx. It is called a (partially) invariant solution with respect to G, where G has to be a symmetry group of (1), if its graph {(x, u)\u = (p(x)} cz lR" + m is a (partially) invariant manifold in IR" + m . We now assume the orbit of such a solution to be given by m -ö equations
After an appropriate rearrangement of the components of u, this can be solved locally for some of them:
Therefrom we get
Now we can formulate Ovsiannikov's reduction theorem:
If the / equations (1) together with the n(m -ö) equations (2) can be solved for all first derivatives in such a way that
then every partially invariant solution lying in the regarded orbit is reducible to an invariant solution with respect to some subgroup of G. For the proof see [1].
Partially Invariant Solutions of Quasilinear Systems
In what follows, we consider a quasilinear system of first-order differential equations, that is a system of the form
Here we use the matrix notation: A(x,u) has to be read as an (l,nm)-matrix, u x as an nm-column and B{x, u) as an /-column. Suppose we are considering a symmetry group G of the geometrical dimension r*. The number of independent invariants of G is then given by t = n + m -rIn the case of a solvable Lie algebra, a set of independent invariants can easily be found by means of a procedure which we want to skip here (see [2] (note that p + g = t). For their functional dependence on x and u we write £=/^(x, u) and rj-fix, u). The orbit is now described by rj = ifr (£), but in the case of <5>0, we need further equations to specify the solutions. These, in general, will be non-invariant. For this purpose we preserve some of the old independent and dependent variables, the parametric variables, denoted by Hence we have x = (x\
There is in general a certain freedom in choosing the parametric variables, but we require the following conditions to be fulfilled:
Cases in which there is no possibility to satisfy (4) are excluded from further computations. As a result of (4) we can solve the system
for the main variables
Any solution of (3) can be written in the form
For all solutions lying in the regarded orbit, we can evaluate the function (p h and its derivatives
This yields equations in the prolonged space of the new variables containing u p and u p as parameters:
(note that we use a symbolic notation omitting all signs of summation and indices). We now substitute this into the system of differential equations (3) and replace x h and u h by
The resulting system can be written as an inhomogeneous linear system of equations in u p with coefficients depending on the new variables and the parametric variables:
(read L as an (I, n (5)-matrix, u p as an n (5-column and P as an /-column). This is called the active system because it can generate further equations as conditions for its solvability. At this point the reduction theorem is very useful: The active system is the composition of the equations (3) and (5), corresponding to (1) and (2). If rank(L) = n<5, it is solvable for all components of u p (and via (5) to all components of u x ) in the sense of linear algebra. If we assume that the orbit function i// is known, we can substitute £=f
, and the requirements of the reduc-
tion theorem are satisfied. This means that any solution which can be obtained from (6) will be an invariant solution with respect to some subgroup of G. Therefore we have rank(L) < nö as a necessary condition for proper partially invariant solutions to exist.
The Reduced System
In general, the active system will be over-determined and there are certain conditions for its solvability. Here we have to distinguish between two kinds of conditions, which we call the consistency conditions and the integrability conditions. The former make sure the consistency of (6) in the sense of linear algebra (that is rank (L) = rank (L, P)), the latter guarantee the symmetry of the second derivatives u where the coefficients a and x depend on (<!;, rj, rj^;x p , u p ).
If l>q = rank(L), we get the consistency conditions directly from (7):
It remains to find the integrability conditions. Because of the complexity of the general problem we confine ourselves to the case of <5=1, which is exclusively treated in the rest of this paper. Then u p is a 1-dimensional variable and we can solve (6) with (7) The consistency and integrability conditions are satisfied by every solution with its orbit given by = As G is a symmetry group, every such solution is transformed to another under the transformations of G. This means that the conditions themselves must be invariant under G or its first prolongation pr (1) G. So the consistency conditions, which do not depend on u p , must be equivalent to conditions of the form k^, rj, rjz) = Q. This conclusion can not be drawn in the case of the integrability conditions because there rj = ip (<!;) of the reduced system describes the common orbit of some partially invariant solutions of (3). To find them we substitute rj = il/(f i (x, u p )) and t] s = -into the active system (6). In a£ s=ft(x,up) doing so it may be favourable to use the largely uncoupled form (7). The result is a self-consistent quasilinear system of q partial differential equations for the dependent variables u p e IR
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, which we call the remaining system. In the case of <5 = 1, its general solution will contain a free function of n -q variables. Any solution u p = (p p (x) of the remaining system yields a partially invariant solution of (3) by the substitutions
In many cases we can get further solutions from this by application of symmetry transformations which are not contained in the normalizer of G. This procedure is analogous to that in the known case of invariant solutions, therefore we omit the details (see [2] ).
Partially Invariant Solutions of the Ideal MHD Equations
We consider the system of the two-dimensional non-stationary ideal MHD equations: 
where (x, y) are cartesian coordinates in the plane of motion, t is the time, (u, u) denote the velocity components, g is the mass density (the double employment of the sign g for the rank of invariance and the density should not lead to confusion), h is the value of the magnetic field which is assumed to be perpendicular to the (x, y)-plane, p is the gas pressure, y the adiabatic exponent and R H the magnetic pressure number. All variables are written in dimensionless quantities. This system contains 3 independent and 5 dependent variables, its maximal symmetry group G has been found by Fuchs and Richter [3] . In the case of y + 2 the corresponding Lie algebra is of dimension 9, it is spanned by the vector fields 
.9 9 9 X 9 =2g-~ + h--+2p -. 9 g dh dp
In the special case of y = 2, the Lie algebra becomes infinite-dimensional, but for our purpose it will be sufficient to consider one other generator:
eh dp-A great number of sub-algebras can be constructed by combination of these generators, but some of them are equivalent in a certain sense. By doing this systematically one is lead to complete lists of non-equivalent sub-algebras for each dimension, called optimal systems. These have been determined by Galas and Richter [4] . In what follows, we only consider some selected cases, confining ourselves to solutions of rank g = 1 and defect 8 = 1, that is, the reduced systems consist of ordinary differential equations and the remaining systems contain only one single dependent variable. Since we have n = 3, m = 5 we get
So we have to use subgroups of G of geometrical dimension 3. The optimal system offers a great variety of such subgroups, but most of them yield active systems with a coefficient matrix L of rank 3. As shown earlier, all solutions which can be derived from such an active system are reducible to invariant solutions, therefore we are looking for subgroups leading to rank(L)<3. One may give a sufficient condition which can be used to recognize such subgroups by their Lie algebras in the special case of our system. We omit the details here, but we should remark that all the groups used for reduction of the system have been choosen by means of this criterion. Therefore it is not surprising that all active systems have the rank 2 or 1.
An Easy Example
We consider the group G c G with its Lie algebra spanned by the generators 9 9 9 9 9 9 9 9x 9y du dv 9 g Independent invariants of this group are t, v/u, u 2 Moreover we obtain 
(this is only correct for and but the latter is physically trivial because it is equivalent to a not identically vanishing mass density).
We find
so that with (11), the integrability condition is equivalent to dC \ rj 0.
This differential equation of second order and the consistency conditions (11) form the reduced system. It can easily be integrated by elementary methods and its general solution is
Substituting this into the active system (10) and with the re-substitution £ = t, we get the remaining system for u: with an arbitrary differentiable function g. By re-substitution we get a set of solutions of (9):
t + C,
These solutions are partially invariant under the group G. It can be shown that they are only reducible to invariant solutions with respect to some subgroup of G if the functions , F 2 , F 3 with
are linearly dependent, that is if g is constant or linear. Finally, we can get further solutions of (9) by applying symmetry transformations which are not contained in the normalizer of G. In our case, these are the global transformations according to the generators X 4 and X 5 . Omitting the details we give only the result:
where e 4 and e 5 can be regarded as parameters of the solution. These solutions are partially invariant under certain subgroups of G different from G for e 4 , e 5 + 0.
Further Examples
In what follows, we list four other sets of partially invariant solutions of (9) together with the corresponding group invariants, active systems, reduced systems and remaining systems. The general computing algorithm is the same as described in the previous paragraph, but there arise some particularities which we point out in each case. a) We consider the Lie algebra with the basis {Xj, X 4 where g denotes an arbitrary differentiable function. After appropriate symmetry transformations we ob-tain the following set of solutions of (9):
x sin e 6 + cos e 6 + Q In both cases we can obtain further solutions by the following symmetry transformations: -x are linearly independent.
Concluding Remarks
We have shown that the concept of partially invariant solutions is suitable for the problem of finding exact solutions of a system of partial differential equations of a higher degree of complexity. All solu- tions were found without considering any boundary or initial conditions. Therefore one has to look for boundary conditions which are satisfied by the given solutions, but this effort is, in general, not very successful in treating real physical problems. At least there is one special advantage of the partially invariant solutions compared with the corresponding invariant solutions: Where the latter contain only free constants, the former depend on arbitrary functions. This allows in certain cases an adaption to a larger variety of boundary and/or initial conditions. Basically, the variety of such conditions allowed by partially invariant solutions depends on their defect S. Therefore, it seems obvious to start the search for solutions of a special problem with a high defect and then proceed systematically to smaller defects. Such an approach is in progress, the results will be published in another paper.
