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Vibrational branching ratios in the photoelectron spectra of N2 and
CO: interference and diffraction effects
Etienne Ple´siat,a Piero Decleva,b and Fernando Martı´n∗a,c
We present a detailed account of existing theoretical methods specially designed to provide vibrationally resolved photoionization
cross sections of simple molecules within the Born-Oppenheimer approximation, with emphasis on newly developed methods
based on density functional theory. The performance of these methods is shown for the case of N2 and CO photoionization.
Particular attention is paid to the region of high photon energies, where the electron wavelength is comparable to the bond
length and, therefore, two-center interferences and diffraction are expected to occur. As shown in a recent work [Canton et
al., Proc. Natl. Acad. Sci., 2011, 108, 73027306], the main experimental difficulty, which is to extract the relatively small
diffraction features from the rapidly decreasing cross section, can be easily overcome by determining ratios of vibrationally
resolved photoelectron spectra and existing theoretical calculations. From these ratios, one can thus get direct information about
the molecular geometry. In this work, results obtained in a wide range of photon energies and for many different molecular
orbitals of N2 and CO are discussed and compared with the available experimental measurements. From this comparison,
limitations and further possible improvements of the existing theoretical methods are discussed. The new results presented in the
manuscript confirm that the conclusions reported in the above reference are of general validity.
1 Introduction
Photoionization of simple diatomic molecules has been ex-
tensively investigated both from the experimental and theo-
retical points of view. In particular, a wealth of experimen-
tal and theoretical data has been published for total cross
sections corresponding to core as well as valence-shell pho-
toionization of the prototype N2 1–35 and CO1,2,5,6,12,13,34,36–49
molecules, from the ionization threshold up to a few tens of
eV above it. More recently, the advent of high-brilliance
3rd-generation synchrotron radiation sources in combination
with high energy-resolution detection techniques has opened
the way for the determination of vibrationally resolved pho-
toionization spectra of these molecules, both at low and high
photon energies30,35,38,39,50–64. These experimental achieve-
ments have fostered the development of new theoretical meth-
ods that, in addition to accounting for electronic degrees
of freedom, are also able to describe the molecule’s vibra-
tions13,30,35,43,50,52,54,55,58,60,61,63–71.
It is well known that, in general, reasonable values of to-
tal cross sections can be obtained by assuming that the nuclei
are fixed at their equilibrium positions (the fixed-nuclei ap-
proximation). Obviously, this assumption is no longer valid to
evaluate vibrationally resolved cross sections. In this case, one
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must also calculate the electronic wave functions outside the
equilibrium positions, since the nuclei move in the potential
created by the electrons. This makes calculations significantly
more expensive, since the electronic structure must be deter-
mined for many molecular geometries, including the equilib-
rium one used in the fixed-nuclei approximation.
A large number of pioneering theoretical studies have been
performed by Poliakoff and coworkers, and McKoy and Luc-
chese. Reviews covering most early work can be found in ref-
erence72, and in a recent paper73 (see also references therein).
However, most of these studies have focused on the valence
low-energy region and on the effect of shape resonances in vi-
brational branching ratios. Only a few of these studies have
been performed in the high energy region58,74,75. More re-
cent theoretical investigations have addressed the features ap-
pearing in the photoelectron spectra at high energy, mostly
in core photoionization. In particular, results for N2 and
CO obtained from these methods have led to the observation
of interesting interference phenomena that are often difficult
to identify in total photoelectron spectra, especially at high
photon energies4,11,61,64,69,74–78. Two of these phenomena,
which lie at the heart of quantum mechanics, have been re-
cently observed in vibrationally resolved photoelectron spec-
tra from valence-shell orbitals78: (i) two-center coherent elec-
tron emission leading to Young’s type double-slit interfer-
ences79 and (ii) electron diffraction by the molecule’s atomic
centers. These processes are possible because, at high photon
energy, the wavelength λe of the ejected electron is compa-
rable to or smaller than the size of the molecule80,81; conse-
quently, ejected electrons experience the same phenomena as
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normal wave do. As a result, oscillations in the photoelectron
spectra are expected but they are barely observed in the total
photoelectron spectra due to the rapid decrease of the corre-
sponding cross section with photon energy82.
Actually there is a growing interest in such interference and
diffraction patterns at high electron kinetic energies, both be-
cause of fundamental understanding of the basic phenomenon,
which has been hitherto barely explored due to limitations of
the previous generation sources, and because of its great po-
tential as a means of (i) reconstructing molecular geometry
and (ii) following the time evolution of the electronic cloud
during chemical processes. The latter aspect has become a
real possibility due to the advent of ultrashort, femto and sub-
femtosecond radiation pulses produced by free-electron lasers
or high-harmonic generation sources83–85. While weak EX-
AFS oscillations in absorption cross sections due to diffraction
are nowadays a standard tool for local structure determination
in solid state, surface science and biological studies, compa-
rable studies in photoelectron emission in the gas phase are
just in their infancy. In fact up to now only two cases have
been thoroughly explored: the diatomic homonuclear case,
especially N2 4,11,61,64,69,74,75,77, after the Cohen-Fano predic-
tion82, and the HOMO/HOMO-1 oscillations in C60 and re-
lated systems86–94. It is becoming clear, however, that such in-
terference/diffraction patterns are an ubiquitous phenomenon,
although more complex in nonsymmetrical molecules and fur-
ther complicated in the valence shell by mixing of different
atomic orbitals (i.e. delocalized molecular orbitals), which on
the other side offer an important source of information on elec-
tronic structure and chemical effects. Actually the main exper-
imental difficulty is to extract the relatively small diffraction
features from the rapidly decreasing cross section as a func-
tion of photoelectron energy. The latter difficulty can be eas-
ily overcome by taking the ratios between two related cross
sections, the neatest examples being 1σg/1σu emission in N2
or the HOMO/HOMO-1 in C60. Alternatively, such oscilla-
tions become apparent in angular distribution parameters95
and in non-dipolar parameters96, as well as in the ratios of
vibrationally resolved photoelectron spectra78. It is this latter
observable that we shall explore in the present paper.
It is clear from the foregoing discussion that, although the
basic mechanism is clear, quantitative interpretation of the ex-
perimental results and inversion of the experimental data to
reconstruct molecular parameters will require accurate com-
putational modeling, able at the same time to deal seam-
lessly all the way from diatomics to large, nonsymmetrical
molecules. In this respect the theoretical approach that will be
described below has already proved its capabilities for non vi-
brationally resolved cross sections, and appears ideally suited
to the present purpose.
In this paper we present a detailed description of the theoret-
ical methods used in reference78 and present further evidence
of interference effects in N2 and CO vibrationally resolved
photoionization cross sections. We also show that similar con-
clusions are obtained by using an even more sophisticated the-
oretical method. Since a large number of theoretical methods
making use of the fixed-nuclei approximation have been used
to evaluate total photoionization cross sections at lower ener-
gies, we will also discuss the performance of the new methods
for total core and valence-shell photoionization cross sections
of N2 and CO at low photon energies. Thus, for complete-
ness, we present in section 2 a brief review of the methods that
have been used in the framework of the fixed-nuclei approxi-
mation. In section 3 we describe in detail the methods based
on DFT, which thoroughly used in the present work. Total
and vibrationally resolved photoionization cross sections are
presented and discussed in sections 4 and 5. The results ob-
tained with the methods described in section 3 are compared
with the available experimental and theoretical data at low and
high photon energies and for both core and valence-shell ion-
ization. Conclusions and perspectives are given in section 6.
2 Theoretical methods within the fixed-nuclei
approximation
In this section we briefly review the methods that have been
successfully used to obtain total photoionization cross sections
within the fixed-nuclei approximation. Due to its simplicity, a
large number of methods make use of the single-channel ap-
proximation. Among them, one of the most popular ones is
the Continuum Multiple Scattering Method (CMSM) which
has been used in conjunction with muffin-tin (MT) effective
potentials, like the Xα local exchange-correlation potential,
as in DFT (CO, N2 11,15,34,41,43,97,98) . This method was for a
long time the only one capable to treat large systems with a
reasonably low computational cost and is now a standard ap-
proach in core photoabsorption studies (NEXAFS). The MT
approximation is appropriate for fast electrons but introduces
some non-physical effects a low energies99,100. Another sin-
gle channel approach is the Stieltjes-Tchebycheff moment the-
ory (STMT) (CO47,101 ; N2 10,30,101,102) which is able to de-
scribe shape resonances near the ionization threshold (see re-
sults below) but suffers from limited energy resolution and
range. The Schwinger iterative approach that has been im-
plemented at the frozen core (FCHF)32,46,48 and relaxed core
(RCHF)14,42,103–106 levels for polyatomic molecules can in-
stead produce accurate solutions of the molecular electronic
continuum. Another method that has been shown to provide
accurate results for large systems is the present multicenter B-
spline static-exchange DFT method17,24,33,49,107, which makes
use of the Kohn-Sham density functional theory to describe
the molecular ionic states and the Galerkin approach to eval-
uate the continuum electron wave function in the field of the
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corresponding Kohn-Sham density. One can also mention the
logarithmic derivative version of the Kohn variational princi-
ple Lobatto technique (LDKL)12,108, which employs multi-
center GTO functions and a one center Lobatto polynomials
expansion, somewhat similar in spirit.
Approaches that include additional correlation and multi-
channel interactions, which are particularly important near the
ionization threshold, are more sparse. Most have been im-
plemented only for diatomics or linear molecules. The mul-
tichannel Schwinger variational method (MCS) has been ex-
tended to close-coupling wavefuncions within a configuration
interaction framework16,18,22,25,35,109 and is able to account for
electronic correlations leading to sharp resonances at low pho-
ton energy as well as more complex electronic states. Another
approach based on the close-coupling expansion of the wave-
function is the R-matrix method110. The method has been
recently used to study valence-shell photoionization of N2 20.
Also recently a one-center expansion method has been applied
within the close-coupling approach111. Due to their high com-
putational cost, the latter approaches have not been used be-
yond the fixed-nuclei approximation.
One of the most successful approaches is based on the
Random Phase Approximation (RPA), which makes use
of the relaxed-core Hartree Fock (RCHF) approximation
(N2 3,4,9,60,61,63,64,70,112–114 ; CO76,112) in order to describe
core-orbital relaxation effects that may play an important role,
e.g., in K-shell photoionization. At higher energies the RCHF
approximation has also been used (CO43,44,50,52,54,67,115–120,
N2 3). This is in contrast with the frozen core Hartree
Fock (FCHF) approximation, which has widely been used in
most earlier and some recent works (CO42,48,58,74,75,106,121,
N2 22,27,32,58,74,75,106).
A very useful alternative to include multichannel couplings
is provided by the multicenter B-spline time-dependent DFT
method within the linear response approximation24,122. This
method has been shown to provide accurate results for large
systems. Earlier methods that are less employed nowadays
are the multichannel quantum-defect theory (MQDT) (CO68),
the many-body perturbation theory (MBPT) (N2 28,123) and the
linear algebraic method (LA) (N2 29).
3 DFT-like methods that account for molecular
vibration
Only a few methods described in the previous section have
been used to study vibrationally resolved photoionization of
CO13,43,50,52,54,55,58,65–68,78 and N2 13,30,35,58,60,61,63,64,69–71,78,
and almost none in the region of high photon energies78. The
reason is that one has to evaluate electronic continuum wave
functions and potential energy curves in a dense grid of inter-
nuclear distances, which makes most methods prohibitively
expensive. In this context, DFT-like methods as those de-
scribed in the previous section appear as a useful alternative,
since they can accurately describe continuum states result-
ing from core and valence-shell photoionization at a relatively
moderate computational cost. In their most sophisticated ver-
sion, they can even include interchannel couplings and de-
scribe some autoionization processes. They have even been
used to evaluate vibrationally resolved cross section in poly-
atomic molecules124,125. In this section, we will describe the
extension of these DFT-like methods to include the nuclear
motion in the Born-Oppenheimer approximation.
3.1 Vibrationally resolved photoionization cross section
The vibrationally resolved photoionization cross section is
evaluated to first order of perturbation theory within the Born-
Oppenheimer and dipole approximations. In the length gauge,
it is given by
σα
(
v,v′α ,ω
)
=
4pi2ω
3h¯c
a20∑
lα
∣∣Tαlα vv′α (εα)∣∣2, (1)
where Tαlα vv′α is the transition amplitude
Tαlα vv′α (εα) =
∫
χ∗v (R)dαlα (εα ,R)χα,v′α (R)dR, (2)
and dαlα is the dipole-transition matrix element between the
initial electronic state, ψ0, and the final electronic continuum
state, ψαlα εα , of the molecule,
dαlα (εα ,R) =
∫
ψ∗0 (r,R) dˆe ψαlα εα (r,R) dr . (3)
In the above equations, dˆe is the dipole operator, α denotes the
molecular orbital from which the electron is ionized leading to
the molecular ion, lα and εα are respectively the correspond-
ing angular momentum and energy of the photoelectron, χv is
the initial vibrational state, χα,v′α is the final vibrational state,
and ω is the photon energy, which is related to the photoelec-
tron energy through the equation εα = h¯ω - IEα , where IEα is
the ionization energy required to produce a molecular cation
in with a hole in the α molecular orbital. In all cases dis-
cussed below, we will consider that transitions occur from the
ground vibrational state v= 0 and that the irradiated molecules
are randomly oriented, hence summation over x, y and z com-
ponents of the dipole-transition matrix element is assumed in
equation (1).
3.2 Static-exchange DFT method
To evaluate the electronic continuum state ψαlα εα , we use an
extension of density functional theory, DFT, originally devel-
oped by Decleva and coworkers to treat molecular ionization
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at the molecule’s equilibrium position (CO:49 ; N2:17,24,33).
In this method, bound and continuum electronic states are
written as Slater determinants of Khon-Sham orbitals calcu-
lated as described below. The method has been shown to
provide accurate total photoionization cross sections for sim-
ple as well as for very complex molecules within the fixed-
nuclei approximation (see, e.g.,122). In order to evaluate vi-
brationally resolved cross sections, the method has to be ex-
tended to describe the non equilibrium geometries adopted by
the molecule during its vibration. For the diatomic molecules
described here, we have typically considered between 40 and
90 different geometries associated with different values of the
nucleus-nucleus distance.
The first step consists in performing a standard LCAO-DFT
calculation (LCAO stands for linear combination of atomic
orbitals) for the ground state of the molecule by using the pro-
gram ADF (Amsterdam Density Functional). In these ADF
calculations, we use a double zeta plus polarization (DZP) ba-
sis set centered on each atom and a LB94 or LDA functional
to describe exchange and correlation effects. The resulting
ground state density is then used to build the hamiltonian ma-
trix in a new basis set of B-spline functions B and real spheri-
cal harmonics Y R:
ξ iγlh j (ri,θi,φi) =
1
r
B j(ri)
l
∑
m=−l
bγlhmY Rlm (θi,φi) (4)
where γ represents a specific irreducible representation (IR),
l and m correspond to the usual angular momentum quan-
tum numbers, h counts the number of independent angular
functions with a given l in the γ IR, i indicates the ith non-
equivalent expansion center, j refers to the jth B-spline, ri,
θi and φi stand for the spherical coordinates referred to the i
center, and bγlhm are the coefficients of the symmetry adapted
linear combination of real spherical harmonics.
In order to describe correctly bound and continuum states,
the radial and angular parts are expanded over several appro-
priate centers (see Fig. 1):
• The center of the molecule (denoted by the superscript
0), which is associated with a large sphere of radius R0max
to correctly account for the long range behavior of the
continuum wave functions.
• The position occupied by each nuclei (denoted by the su-
perscript i 6= 0), which is associated with a small sphere
of radius Rimax to accurately describe the sharpness of the
bound state wave functions. This radius is generally quite
small (≈ 1a.u.) and defined to avoid significant overlap
with expansions performed on neighboring centers. Also,
the last B-splines of the expansion are generally removed
to force the wave function to decrease smoothly.
Fig. 1 Schematic illustration of the B-spline expansion used to
describe bound and continuum wave functions of the CO molecule.
The large (blue) and small (green) circles enclose respectively the
regions where the one-center and the off-center expansions are
performed. Each region has a different radius Rimax. The one-center
expansion is appropriate to describe the long-range oscillatory
behavior of the continuum states. One of these states is represented
by the thick black line in the lower part of the figure. For CO
molecule, there are two non-equivalent off-centers which are located
on each nucleus in order to describe the cusps of the bound states in
this region. A typical bound state is represented by the thick black
line in the upper part of the figure. Details of the B-spline basis set
used for CO and N2 are given in Table 1.
For a diatomic molecule, one has three centers and, conse-
quently, the B-splines basis set is defined by the ensemble:{
ξ 0γ
}∪{ξ 1γ }∪{ξ 2γ } . (5)
B-splines of order k are built over two different radial inter-
vals:
[
0,R0max
]
for the set
{
ξ 0γ
}
and
[
0,Rimax
]
for the sets
{
ξ iγ
}
with i 6= 0. As mentioned above, R0max Rimax (see Figure 1).
The Kohn-Sham orbitals are expanded on this basis set and
over each center:
ϕnγ =
Nb
∑
j=1
∑
lh
c0nγlh jξ
0
γlh j +
κ
∑
i=1
Nb
∑
j=1
∑
lh
cinγlh jξ
i
γlh j (6)
where κ is the number of atomic centers and Nb is the total
number of B-spline functions.
The LCAO basis set and consequently the cost/accuracy of
the calculation is completely determined by:
• The point group symmetry of the molecule (in homonu-
clear diatomic molecules, the two atomic centers are
identical and the explicit use of symmetry leads to a sig-
nificant reduction of the computational effort).
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• The B-spline parameters k, R0max, Rimax and Nb.
• The maximum value of the angular momentum limax used
in the expansion over each center i.
Actually, because of the large size of the one-center expan-
sion with respect to the multicenter part, it is the size of the
former which dominates the computational cost. For the two
molecules described in this work, the details of the basis sets
are given in Table 1.
The Kohn-Sham orbitals are obtained by solving the well-
known equations:
HˆKSϕi = εiϕi i = 1, ...,N (7)
where:
HˆKS =−12∇
2+Ve f f (r) (8)
and:
Ve f f (r) =−
N
∑
i=1
Zi
|r−Ri| +VH(r)+VXC(r) (9)
where VH(r) is the electrostatic Hartree potential and VXC(r)
the exchange-correlation potential. Depending on the molec-
ular system and the properties to study, there are different
choices for the potential. But it has been observed that for few-
electron molecules, the LB94 and LDA functionals reproduce
quite well the photoelectron spectra. In some cases, LB94
is better because it is generally more appropriate to describe
the asymptotic behavior of the potential at large distances (the
Coulomb tail).
Since the off-center spheres do not intersect each other, the
resulting hamiltonian matrix H can be partitioned into dif-
ferent blocks. There are diagonal blocks Hii connecting ba-
sis functions from the same set
{
ξ iγ
}
and off-diagonal blocks
Hi0 and H0i connecting basis functions from two different sets{
ξ 0γ
}
and
{
ξ iγ
}
. The largest computational effort corresponds
to calculation of the non-diagonal block elements because it
is not possible to carry out integrations analytically. To evalu-
ate the latter integrals, a numerical three-dimensional Gauss-
Legendre scheme is employed.
Kohn-Sham orbitals associated with bound states are ob-
tained by a generalized diagonalization of HˆKS and those as-
sociated with continuum states by block inverse iteration of
HˆKS on a previously defined energy grid {Ek} containing NEk
points122. Dipole matrix elements are calculated for each par-
tial wave, as a function of photoelectron energy and internu-
clear distance.
It is worth stressing here that, in contrast with standard
DFT approaches in which the ground electronic density is
built from the lowest KS orbitals, the present N-electron KS
wave function is built from N−1 KS orbitals associated with
the ground electronic density and a KS orbital that lies in
the electronic continuum. So, in this respect, the present
method does not have the formal mathematical support of
standard DFT. In fact, it rather resembles the so-called “static-
exchange” approximation, in which the close-coupling expan-
sion of the continuum wave function containing infinite terms
is truncated to a single term that is described as the anti-
symmetrized product of a bound (N−1)-electron wave func-
tion and a continuum one-electron wave function. Hence the
name “static-exchange-DFT”. Nevertheless, to keep the nota-
tion short throughout the manuscript, we will simply refer to
it as DFT.
Table 1 B-spline basis set parameters used in the calculations
reported in this work. The radii are given in a.u..
Sym. R0max R
i
max Nb k l
0
max l
i 6=0
max NEk
N2 D∞h 25.0 1.0 200 10 10 1 200
CO C∞v 25.0 1.0 200 10 10 1 200
3.3 Inclusion of the nuclear motion
The vibrational wave functions are the solutions of the
Schro¨dinger equation[
− 1
2µ
∇2R+Eα(R)−Wvα
]
χα,vα (R) = 0, (10)
where µ is the reduced mass of the molecule, Eα(R) the po-
tential energy curve associated to the α electronic state of the
neutral molecule or the cation, and Wvα the total energy. In
this equation, molecular rotation has been ignored because en-
ergy resolution in standard photoelectron spectroscopy mea-
surements does not allow one to resolve the rotational struc-
ture.
Equation (10) has been solved in a basis of 1000 B-splines
within a box of 10 a.u.. The potential energy curves used
in these calculations are obtained from different methods.
The ground state of the neutral molecule and the ground and
excited states of the molecular cation have been evaluated
by using a multi-reference configuration interaction (MRCI)
method within the complete active space self-consistent field
(CASSCF) approximation. For electronic states of the cation
containing a hole in the core, we have used Morse poten-
tials using accurate spectroscopic data taken from the litera-
ture. Figures 2 and 3 show the potential energy curves used
in equation (10) for the N2 and CO molecules. In the case of
the ground state of the neutral molecule, the figure illustrates
a comparison between the Morse potential and calculated ab
initio potential energy curve. As can be seen, both potentials
are nearly identical in the vicinity of the energy minimum,
thus suggesting that a Morse description of core-hole states
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Fig. 2 Potential energy curves for the ground state of N2, the three
first valence electronic states and the K-shell of N+2 . Valence
electronic states (solid lines) were obtained using CASSCF-MRCI
ab initio method and core ionized electronic states (dashed lines) are
Morse potentials based on a CCSD(T) calculation from141.
for which standard CASSCF-MRCI calculations are not so
easy to perform is accurate enough. For the ground state of
the neutral and the cation, as well as for the lowest excited
(valence) states of the cation, our calculated potential energy
curves are in very good agreement with the ones previously
reported in the literature7,60,65,114,120,126–140.
3.4 Time-dependent DFT
The DFT method described in the previous paragraphs may
be inappropriate when the coupling between different ioniza-
tion channels is important and/or when singly- or doubly-
excited Feshbach resonances, in which electron correlation
plays a major role, have an important contribution. An al-
ternative and, very often, more accurate procedure is to use
time-dependent DFT (TD-DFT) at the first order of perturba-
tion theory (i.e., as a linear response). The time-dependent
DFT approach makes use of many ingredients from the time-
independent DFT method. For this reason, we will only ex-
plain the concepts that are exclusive of the time-dependent
approach. For a more complete theoretical overview, see for
example143.
Following the description of Zangwill et Soven in144, the
response potential due to a first order change in the electron
Fig. 3 Same as Figure 2 but for CO. Morse parameters were derived
from experiments by Herzberg et al. reported in56 for the ground
state and by Kugeler et al. in142 for the core ionized states.
density induced by the external field is taken into account self-
consistently, giving rise to a total perturbing potential VSCF
that is the sum of the external field potential and the induced
one:
VSCF (r,ω) =VEXT (r,ω)+δV (r,ω) (11)
where δV is given by:
δV (r,ω) =
∫ δn(r′,ω)dr′
|r− r′| +
∂VXC
∂n
∣∣∣∣
n(r)
δn(r,ω) (12)
which includes the induced Coulomb and exchange-
correlation potentials in the adiabatic local density approxima-
tion (ALDA). In the latter equation, δn(r,ω) indicates devia-
tions from the unperturbed density distribution induced by the
applied external field. For practical purposes, equation (12)
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can also be written (in an obvious notation) in terms of a ker-
nel K acting on the induced density
δV (r,ω) =
∫
K(r,r′)δn
(
r′,ω
)
dr′ (13)
The use of a LCAO basis set expansion makes the Modified
Sternheimer Approach (MSA)145 more suitable for the resolu-
tion of the linear response equations. In the MSA formalism,
the KS eigenfunctions at the first order of perturbation ϕ(1,±)i
are calculated via the inhomogeneous equation:
[HKS− εi±ω]ϕ(1,±)i = PˆVSCFϕi (14)
where Pˆ is a projector that orthogonalizes with respect to the
occupied states. The induced density is then obtained as
δn(r,ω) =∑
i
ni
(
ϕ∗i ϕ
(1,±)
i +ϕiϕ
(1,∓)∗
i
)
(15)
The most efficient algorithm employs VSCF as the basic dy-
namical variable, thus avoiding the need of SCF iterations,
which are generally unstable in complex molecules143. Defin-
ing the linear susceptibility χ as
δn(r,ω) =
∫
χ(r,r′,ω)VSCF(r′,ω)dr′ (16)
and projecting VSCF , δn, χ , and K into the basis
{
ξ iγ
}
trans-
forms equation (11) into a system of linear algebraic equations
in VSCF , which in matrix form reads
[1−K ·χ(ω)]VSCF(ω) = VEXT (ω) (17)
Notice that, since the kernel K is energy independent, the cor-
responding matrix elements must be computed only once. The
χ matrix elements are energy dependent and must thus be
computed at each photon energy by solving the inhomoge-
neous equation (14). In the solution of (14) for ϕ(1,−)i lying in
the continuum, correct boundary conditions must be enforced.
Finally, once VSCF is obtained, the cross section is calculated
via transition moments that make use of VSCF instead of the
dipole operator.
A comparison of the relevant equations shows that RPA is
formally equivalent to linear TD-DFT, from which it can be
obtained by replacing VXC matrix elements by the exchange
integrals used in RPA. In general, the VXC potential provides a
better description of electron correlation and, for this reason,
TDDFT is sometimes a bit more accurate than RPA at a sub-
stantially lower computational cost, and is often comparable
to more sophisticated approaches. It must be stressed how-
ever that, although interchannel coupling and singly excited
autoionizations are included, double or higher electron excita-
tions are presently outside the scope of the approach. In many
cases, the local density approximation is appropriate to treat
photoabsorption processes in “small” systems (in atoms144 as
well as in molecules78,107,124,125,143,146–148).
In spite of this, there is an important warning to make
when slow-decaying Feshbach resonances come into play. In
many cases, the autoionization lifetimes of these resonances
are comparable or even larger than the time employed by the
nuclei to move significantly. Under these circumstances, the
use of the Born-Oppenheimer approximation is not justified
and may lead to wrong results. This has been clearly shown
in the case of the autoionization decay of H2 149, for which
an accurate description of the experimental findings in the re-
gion of the autoionizing doubly-excited states requires going
beyond the Born-Oppenheimer approximation. Therefore, al-
though the TD-DFT approach will always do a better job than
the DFT one in describing correlations due to the coupling be-
tween different open ionization channels, it is not guaranteed
that it will do so when slow decaying Feshbach resonances are
involved.
4 Total photoionization cross sections
In this section we will present non vibrationally resolved pho-
toionization cross sections for photon energies going from the
ionization threshold up to several hundreds eV above it. These
cross sections have been obtained by summing over all the
vibrationally resolved cross sections. In all transformations
from photoelectron energies to photon energies and vice versa,
we have used the values of the adiabatic ionization potentials
given in Table 2.
Table 2 Adiabatic ionization potentials of N2 and CO.
Photoionization IP
N2 1σ−1g 409.94 eV150
1σ−1u (g/u splitting: 101meV141)
2σ−1u 18.558 eV
1pi−1u 16.490 eV
3σ−1g 15.347 eV
CO 1σ−1 542.54 eV151
2σ−1 296.07 eV152
4σ−1 19.483 eV
1pi−1 16.326 eV
5σ−1 13.768 eV
4.1 Valence-shell photoionization
Figs. 4 and 5 show the photoionization cross sections of N2
and CO that correspond to electron removal from the highest-
occupied molecular orbital (HOMO), the HOMO-1 and the
HOMO-2 orbitals of both molecules. The photon energy range
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Fig. 4 Total cross section for the 3σ−1g , 1pi−1u and 2σ−1u
photoionization of N2 as a function of the photon energy. Symbols
correspond to experiments - Circle:8, Square: 7, Triangle-up:6,
Triangle-down:5 ; Lines correspond to theory - Orange solid:
R-matrix CASSCF20, Violet solid: multichannel frozen-core
Hartree-Fock (MCFCHF) four-channel length gauge22, Blue
dashed: random phase approximation (RPA)27, Green
dashed-dotted: scattered-wave (SW) Xα method34, Maroon
pointed: many-body perturbation theory (MBPT)28, Magenta solid:
Linear algebraic method (LA)29, Black thick solid: multicenter
B-splines time-independent DFT (DFT) method using a LB94
functional (this work), Red thick solid: multicenter B-splines
time-dependent DFT (TDDFT) method using a LB94 functional
(this work).
Fig. 5 Total cross section for the 5σg, 1pi−1 and 4σ−1
photoionization of CO as a function of the photon energy. Dots
correspond to experiments - Circle:40, Square:6, Triangle-up:5 ;
Lines correspond to theory - Violet solid: Stieltjes-Tchebycheff
moment theory (STMT)47, Blue dashed: IC random phase
approximation (RPA) in the mixed gauge49, Green dashed-dotted:
scattered-wave (SW) Xα method34, Orange solid: logarithmic
derivative version of the Kohn vartiational principle Lobatto
technique (LDKL)108, Black thick solid: multicenter B-splines
time-independent DFT (DFT) method using a LB94 functional (this
work), Red thick solid: multicenter B-splines time-dependent DFT
(TDDFT) method using a LB94 functional (this work).
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Fig. 6 Total cross section for the 1σ−1g and 1σ−1u photoionization of
N2 as a function of the photon energy. Dots correspond to
experiments - Circle:63 ; Lines correspond to theory - Violet solid:
Stieltjes-Tchebycheff moment theory (STMT)10, Maroon dashed:
random phase approximation (RPA)3, Blue dashed: RPA with the
fractional charge basis set RCHF(0.7)63, Green dashed-dotted:
continuum multiple scattering method (CMSM)15, Orange solid:
multichannel Schwinger configuration interaction (MCSCI)
ten-channel18, Black thick solid: DFT method using a LB94
functional (this work), Black dashed thick: DFT method using a
LDA functional (this work), Red thick solid: TDDFT method using
a LDA functional (this work).
goes from the ionization threshold up to 60 eV. The available
experimental data are compared with theoretical results pre-
viously published in the literature and with those obtained by
using the DFT and TDDFT methods described in the previ-
ous section. As can be seen, results from the TDDFT method
are slightly in better agreement with experiment than those
from the DFT method. This is not surprising because, elec-
trons ejected in this range of photon energies are slow and,
therefore, electron correlation is expected to play a significant
role. This is especially important in the vicinity of shape and
Feshbach resonances, which lead to the peaks observed just
above the ionization threshold. Previous theoretical methods
also lead to reasonable results, although they were obtained in
the fixed nuclei approximation and, in some cases, they do not
Fig. 7 Total cross section for the 1σ−1 and 2σ−1 photoionization
of CO as a function of the photon energy. Dots correspond to
experiments - Circle:142, Square:55, Triangle-up:36,
Triangle-down:153 ; Lines correspond to theory - Violet solid:
Stieltjes-Tchebycheff moment theory (STMT)47, Maroon dashed:
random phase approximation (RPA)44, Blue dashed: RPA with the
fractional charge basis set RCHF(0.7)44, Maroon points:
frozen-core Hartree-Fock (FCHF) in the length gauge42, Blue
points: relaxed core Hartree-Fock (RCHF) in the length gauge42,
Orange solid: logarithmic derivative version of the Kohn vartiational
principle Lobatto technique (LDKL)12, Black thick solid: DFT
method using a LB94 functional (this work), Black dashed thick:
DFT method using a LDA functional (this work), Red thick solid:
TDDFT method using a LDA functional (this work). (Experimental
data142 and55 were renormalized to our theoretical ones).
predict any structure near the ionization threshold. RPA re-
sults are very close to our TDDFT results and to experiment,
and they also predict the existence of resonance near thresh-
old, but one should notice that some of these RPA results were
obtained by using effective charges chosen to minimize the
differences with the experimental results. The many struc-
tures observed in the R-matrix results for N2 are likely due to
the presence of pseudo-resonances that are the consequence
of using the fixed-nuclei approximation. These resonances are
completely washed out by inclusion of the nuclear motion.
The magnitude and overall shape of the cross sections is
very similar for N2 and CO. However, resonance structures
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Fig. 8 Contribution of the five first partial waves to the total cross
section of the 1σg→ εlσu (a) and 1σg→ εlpiu (b) transitions of N2
as a function of the photoelectron momentum. Crosses: RPA (at
k ≤ 3a.u.) and RCHF (at k > 3a.u.) from61. Solid lines: DFT
method using a LB94 functional (this work).
near the ionization threshold are different. For instance,
while experiments exhibit a pronounced peak at around 23
eV in N2(1pi−1u ) photoionization, such peak is barely visi-
ble in CO(1pi−1) photoionization. Interestingly, the present
TDDFT results predict the existence of a peak in both cases
(although less pronounced than that observed in N2(1pi−1u ).
Also, N2(2σ−1u ) and CO (4σ−1) photoionization cross sec-
tions are significantly different near threshold. While exper-
iments for the former predict the existence of a small maxi-
mum at around 35 eV, for the latter they predict a pronounced
maximum at around 32 eV. The latter maximum is very well
reproduced by most existing theories, but the former is only re-
produced by the present TDDFT results although 5 eV lower
in energy.
4.2 Core photoionization
Figs. 6 and 7 show photoionization cross sections of N2 and
CO from the K-shell orbitals for photon energies up to∼35 eV
above the ionization threshold. For N2, the K-shell is formed
by the 1sσg and 1sσu molecular orbitals, which are separated
Fig. 9 Contribution of the six first partial waves to the total cross
section of the 1σu→ εlσg (a) and 1σu→ εlpig (b) transitions of N2
as a function of the photoelectron momentum. Crosses: RPA (at
k ≤ 3a.u.) and RCHF (at k > 3a.u.) from64. Solid lines: DFT
method using a LB94 functional (this work).
by only 101 meV (see Table 2) and have a strongly delocal-
ized character. For CO, this shell consists of the 1σ and 2σ
orbitals, which are separated by almost 250 eV and are almost
identical to the 1s orbitals of O and C, respectively. As for
valence-shell photoionization, the best overall agreement with
the existing experimental data corresponds to the TDDFT and
fitted-RPA results. All cross sections exhibit a pronounced
maximum in the interval lying between 5 and 10 eV above the
ionization threshold. This is due to a wide shape resonance.
However, no other resonance structures are apparent in this
low energy region, which is the consequence of the K-shell
orbitals lying far away from the rest of the molecular orbitals,
i.e., of the weak coupling with other ionization channels. The
peaks resulting from the multichannel Schwinger configura-
tion interaction (MCSCI) calculations are probably associated
to pseudo-resonances that result from the use of the fixed nu-
clei approximation.
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Fig. 10 Contribution of the nine first partial waves to the total cross
section of the 1σ → εlσ (a) and 1σ → εlpi (b) transitions of CO as
a function of the photoelectron momentum. Solid lines: DFT
method using a LB94 functional (this work).
4.3 Core photoionization at high photon energies
Very recently, there has been an increasing interest in evalu-
ating photoionization cross sections at high photon energies.
Figures 8 and 9 show our results for N2(1σ−1g ) and N2(1σ−1u )
photoionization and figures 10 and 11 for CO(1σ−1) and
CO(2σ−1) photoionization. Contribution from the different
partial waves is also shown. Partial waves are associated
with the different angular terms in the symmetry-adapted real-
spherical-harmonics expansion that describes the photoelec-
tron wave function (see section 3.2). For example, in N2, a
p-wave represents a continuum electron wave function with
outgoing l = 1 character. The total cross section is just the
sum over all partial waves. In general, only the few first
partial waves contribute significantly to the cross section. In
the present calculations, we achieve convergence by including
partial waves up to l = 9.
In the N2 figures, we compare our results obtained by us-
ing the DFT method (including the nuclear motion) with re-
cent theoretical calculations reported by Semenov et al.61,64
in the fixed nuclei approximation. The authors employed RPA
within the relaxed-core Hartree Fock (RCHF) approximation
Fig. 11 Same as Fig. 10 for the 2σ → εlσ (a) and 2σ → εlpi (b)
transitions of CO.
at low photon energy in order to describe the strong electronic
correlation in this region. RCHF is used for higher energies
(> 3 a.u.). Since the authors claim that the standard RCHF
method generally overestimates the influence of the relaxation
effects for K-shells and give rise to a shift of the cross section
toward higher energies, they make use of an adjustable pa-
rameter, the fractional charge ze, which corresponds to some
intermediate value of the charge of the hole state61. The value
ze = 0.7 has been empirically chosen to give the best agree-
ment with the experimental data. For all partial waves, there
is a reasonable agreement between the present DFT and the
previous RPA/RCHF results, in particular at high photoelec-
tron energies where DFT is more appropriate. Nevertheless,
the RPA/RCHF methods lead somehow to sharper minima,
which is the consequence of not including the nuclear motion
in their calculations. A similar effect has been reported in H2
photoionization80,154,155.
The present DFT method succeeds in describing the so-
called shape resonance for the 1σg→ εσu transition at around
ke ≤1 a.u. Some disagreement between RPA and DFT meth-
ods can be seen for ke≤3 a.u. (the RPA region): for l = 1 (Fig-
ure 8a), l = 3 (Figure 8b), l = 0,2,4 (Figure 9a) and l = 2,4
(Figure 9b). The difference comes from the fact that in RPA
there is a significant interchannel coupling close to threshold,
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as can be clearly seen in the peak appearing in the 1σ−1u cross
section. Evidence of this coupling has been claimed3, but it
is not apparent even in the TDDFT cross section, which for-
mally includes this coupling, and produces an equally good
agreement with the experimental data17.
The origin of the minima in the partial wave contributions
can be explained in terms of electron confinement. It appears
when the momentum of the ejected electron approximately
satisfies the equation keR ∼ lpi , where R is the molecule’s
equilibrium distance. This is very similar to the quantization
condition for a particle in a box and, therefore, reflects the
fact that an integer multiple of half-wavelengths fits within the
molecular dimensions. The formula is only expected to work
qualitatively at high enough ke, i.e., when the potential felt by
the escaping electron is small compared to its kinetic energy,
and it should work better for σ → σ than for σ → pi transi-
tions because, in the former, electrons mainly scape along the
direction of the molecular axis (see Ref.80,154,155 for a more
detailed description in the case of the H2 molecule). The ef-
fect is less pronounced in the CO partial wave contributions
(see Figs. 10 and 11).
For the N2 σg → σu transition (see figure 8), both methods
predict that the l = 3 partial wave is dominant (∼ 1 Mb) in
the low energy region (small photoelectron momentum ke),
followed by the l = 1 (∼ 10−1 − 10−2 Mb) and the l = 5
(∼ 10−3−10−4 Mb) partial waves. For the σu→ σg transition
shown in figure 9a, the situation is slightly different because
the l = 0 and l = 2 partial waves are dominant and compara-
ble in the region of small ke. For the σg → piu transition (see
figure 8b), the l = 1 partial wave dominates for ke ≤ 1 a.u..
As ke increases, partial waves with progressively higher l val-
ues become dominant: l = 1 dominates in the interval [0,1.5],
l = 3 in [1.5,4.5], l = 5 in ]4.5,7] and l = 7 in [7,9]. This is
very similar to what can be observed in Figures 9b for N2 and
Figures 10b and 11b for CO in the case of the σ → pi transi-
tion. As we will discuss below, the increasing dominant role
of higher partial waves is at the origin of coherent two-center
electron emission in the case of N2 and electron diffraction by
the neighboring center in the case of CO.
For N2 and to a lesser extent for CO, the total photoion-
ization cross sections oscillate as functions of photon energy,
especially for the σ → σ transitions. For CO, the oscilla-
tions are much less pronounced. For N2, they have opposite
phase in the 1sσ−1g and 1sσ−1u channels due to the different
bonding character of the orbitals from which the electron is
removed. The oscillations are barely visible in a linear scale
(notice that we have used logarithmic scale in figures 8, 9,
10 and 11) because they are superimposed to a rapidly de-
creasing background. The rapid decrease is the consequence
of the increasing oscillatory behavior of the continuum wave
function with photoelectron energy, which leads to increasing
cancellations in the integral given by Equation (3). Oscilla-
Fig. 12 (Upper panel) Ratio of the 1σ−1g and 1σ−1u photoionization
cross sections of N2. DFT calculation: solid line. Experimental data
from 64: open circles. Total cross section (DFT) for 1σ−1g and 1σ−1u
photoionization: dashed lines. (Lower panel) Same as above for the
1σ−1 and 2σ−1 photoionization cross sections of CO.
tions are more clearly visible in the ratio between the corre-
sponding cross sections because the two rapidly decreasing
backgrounds compensate each other. The results are shown in
Figure 12, where they are compared with experimental data
taken from64. The agreement between theory and experiment
is very good.
The oscillations observed in the N2 photoionization cross
sections as well as in other ionization processes involving
homonuclear diatomic molecules155–164 are the fingerprint of
coherent two-center electron emission. Cohen and Fano gave
in 196682 a physical interpretation of these oscillations in the
case of H2 photoionization by assuming that the 1sσg and 1sσu
orbitals can be approximately written
1sσg/u =
1√
2
(1sa±1sb), (18)
where 1sa and 1sb are atomic 1s orbitals centered on the a and
b protons, respectively, and that the photoionized electron can
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Fig. 13 Ratios of the vibrationally resolved photoionization spectra
to the v′ = 0 cross section as a function of the photon energy for the
3σ−1g and 1pi−1u photoionization of N2. Circles: experimental data
from 78 (the differents colors indicate different runs). Thick black
solid line: DFT method using a LB94 functional (this work). Thin
red solid line: TDDFT method using a LB94 functional (this work).
Dashed-dotted orange line: Theoretical Franck-Condon value.
be described by a plane wave. Under these assumptions, one
obtains
σ˜g,u (ω) = σ (0) (ω)
(
1± sinkeR
keR
)
(19)
where σ (0) is a smooth decreasing background, ke is the pho-
toelectron momentum and R is the equilibrium internuclear
distance. This model predicts that the σu cross section is ex-
actly shifted by pi with respect to the σg one, i.e., it oscillates
in anti-phase as shown in Figure 12. As mentioned above, due
to the rapid decrease of σ˜ with photon energy, i.e., with ke,
oscillations are usually hidden. Thus, very often, they must
be uncovered by dividing the total cross section by a “reason-
able“ independent estimate of σ (0). This may lead to ambigu-
ous interpretations. Instead, as shown in Figure 12, one can
consider the ratio of two rapidly decreasing cross sections as-
Fig. 14 Same as Fig. 13 for the 5σ−1 and 1pi−1 photoionization of
CO.
Fig. 15 Ratios of the vibrationally resolved photoionization spectra
to the v′ = 0 cross section as a function of the photon energy for the
2σ−1g photoionization of N2 and the 4σ−1 photoionization of CO.
Circles: experimental data from58. Thick black solid line: DFT
method using a LB94 functional (this work). Thin red solid line:
TDDFT method using a LB94 functional (this work). Dashed-dotted
orange line: Theoretical Franck-Condon value.
sociated with different ionization channels. Within this model,
the ratio between the σg and σu cross sections is independent
of σ (0) and is given by:
σ˜g (ω)
σ˜u (ω)
' 1+Γ(ke)
1−Γ(ke) (20)
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Fig. 16 Vibrationally resolved cross section for the three first
vibrational levels of the 1σ−1g and 1σ−1u photoionization of N2 as a
function of the photon energy. Circles: experimental data from63.
Thin dashed lines: RPA with the fractional charge basis set
RCHF(0.7) from63. Thick black line: TDDFT method using a LDA
functional.
where
Γ(ke) =
sinkeR
keR
(21)
In the case of CO, the lowest molecular orbitals, 1σ and 2σ ,
are practically identical to the atomic 1sO and 1sC orbitals of
oxygen and carbon, respectively. Thus, electrons escape from
a well localized area around one of the nuclei. Therefore, co-
herent two-center emission is not possible and the above os-
cillatory pattern is not observed in the corresponding 1σ/2σ
ratio (see figure 12). Instead, as we will discuss below, an-
other interesting effect may be observed by choosing the ap-
propriate observables: diffraction by the neighboring atomic
centers. The latter effect has also been described in previous
work104,165.
Fig. 17 (Upper panel) Vibrationally resolved cross section for the
three first vibrational levels of the 1σ−1 photoionization of CO as a
function of the photon energy. Circles: experimental data from142.
Squares: experimental data from55. Thick black line: TDDFT
method using a LDA functional. (Experimental data were
renormalized to the theoretical ones). (Lower panel) Vibrationally
resolved cross section for the four first vibrational levels of the 2σ−1
photoionization of CO as a function of the photon energy. Circles:
experimental data from38. Squares: experimental data from55. Thin
solid lines: RCHF with the integer charge ze = 1 from67. Thin
dashed lines: RCHF with the fractional charge ze = 0.5 from 67.
Thick black line: TDDFT method using a LDA functional.
5 Vibrationally resolved photoionization cross
sections
In this section we present vibrationally-resolved photoioniza-
tion cross sections for photon energies going from the ioniza-
tion threshold up to several hundreds eV above it.
5.1 Valence-shell photoionization
Figures 13 and 14 present ratios between vibrationally re-
solved photoelectron spectra (v-ratios for short) of N2 and CO,
respectively, calculated by using both the DFT and TD-DFT
methods. Only v-ratios associated with ionization from the
outer valence orbitals is shown: 3σg and 1piu orbitals of N2 and
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5σ and 1pi orbitals of CO. The results are compared with very
recent experimental data from78. For each molecule, the v-
ratios have been extracted by normalizing the vibrationally re-
solved cross sections to that of the dominant v-channel. These
ratios vary from ∼1 down to ∼ 10−3 for the two molecules.
The agreement between the results of both theories and the
experimental ones is reasonably good, especially for the TD-
DFT ones, which reproduce most of the peaks appearing near
the ionization threshold. The most important disagreement ap-
pears for the very sharp structures lying just above the thresh-
old. There are also some deviations for the largest v val-
ues and photon energies, which is not surprising because the
corresponding vibrationally resolved cross sections are very
small and, therefore, the measured v-ratios might be affected
by large systematic errors.
The structures observed just above the ionization threshold
are due to shape resonances and are correctly described by the-
ory for the largest v-ratios. The structures appearing at slightly
higher photon energies are likely due to interchannel coupling
or to resonances associated with singly-excited autoionizing
states. As mentioned above, description of these effects is not
possible within the DFT approach, but is pretty well achieved
within the TD-DFT method.
Figure 15 shows v-ratios for ionization from the inner va-
lence orbitals. The conclusions are the same as for the outer
valence orbitals.
5.2 Core photoionization
In this section we consider photoionization from the 1σg and
1σu orbitals of N2, and from the 1σ and 2σ orbitals of CO.
Figures 16 and 17 show absolute photoelectron spectra as
functions of photon energy for the lowest vibrational states of
the remaining molecular cation. Comparison with the avail-
able experimental data38,55,63,142 is also shown. The compar-
ison is made on absolute scale except for the 1σ−1 cross sec-
tions of CO, which were measured in arbitrary units (see the
upper panel of Figure 17). In this case, the statistics and the
resolution of the experimental data are poorer than in the other
three cases.
Good agreement between the present theoretical results,
the RPA ones and the experimental data is obtained in most
cases. As already noticed when discussing Figures 6 and 8,
the N2(1σ−1g ) photoelectron spectrum presents a shape reso-
nance at ω ∼ 420 eV. The resonance is visible in all the vibra-
tional channels. A similar structure can be seen in the 1σ−1
and 2σ−1 photoelectron spectra of CO (Figure 17). A closer
inspection of these figures shows that the position of the res-
onance peak moves to lower photon energies as v′ increases.
The shift between two consecutive v′ components is approx-
imately 2 eV. As has been previously mentioned, the present
theoretical results do not predict the existence of pronounced
shape resonances in the N2(1σ−1u ) photoelectron spectrum, in
good agreement with the experimental data but in disagree-
ment with the RPA spectra that exhibit pronounced maxima
similar to those observed in the N2(1σ−1g ) case.
Feshbach resonances associated with doubly excited states
are probably responsible for the small structures that can be
seen in the experimental results shown in Figure 16 at ∼ 415
eV (upper panel) and Figure 17 at ∼ 300 eV (lower panel).
They are less apparent in the 1σ−1u photoionization of N2 (Fig-
ure 16, lower panel) probably due to the lower statistics in the
experimental data. Their doubly excited nature is confirmed
by the fact that neither the present TD-DFT results nor the
RPA ones predict the existence of these structures.
5.3 Valence-shell and core photoionization at high pho-
ton energies
Figures 18, 19 and 20 present experimental and cal-
culated v-ratios as functions of photon energy for the
valence-shell ionization processes N2 → N+2 (3σ−1g ,v′) and
N2 → N+2 (1pi−1u ,v′), CO → CO+(5σ−1,v′) and CO →
CO+(1pi−1,v′), and N2 → N+2 (2σ−1u ,v′) and CO →
CO+(4σ−1,v′), respectively. Good agreement between the-
ory and experiment is observed except for the higher v′ values
and the largest photon energies, for which the vibrationally
resolved cross sections are very small.
A common feature to all the v-ratios is the presence of pro-
nounced oscillations around the value predicted by the Franck-
Condon (FC) approximation. These oscillations are less vis-
ible for CO than for N2. As shown in Ref.78, they can also
be explained as resulting from coherent two-center electron
emission. Indeed, by generalizing Cohen-Fano ideas to the
case of vibrationally resolved photoelectron spectra for both
homonuclear and heteronuclear diatomic molecules, one can
approximately write78
σAB(v′) =
σ0
∣∣∣∣∣
∫ ∞
0
χv0(R)
[
1+2cAcB
sin(ke,v′R)
ke,v′R
] 1
2
χv′(R)dR
∣∣∣∣∣
2
, (22)
where cA and cB are the mixing coefficients of the atomic or-
bitals φA and φB in the molecular orbital ψ
ψ = cAφA+ cBφB (23)
and c2A + c
2
B = 1. For the valence orbitals of N2, |cA| = |cB|
due to the inversion symmetry of the molecule, while for the
valence orbitals of CO, these coefficients are different.
A reasonable choice for CO is c2A = 0.32 and c
2
B = 0.68,
which correspond to the normalized electron occupancy of the
C and O valence orbitals, respectively, resulting from a simple
Hartree-Fock calculation performed with a minimal basis of
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Fig. 18 Ratios of the vibrationally resolved photoionization spectra
to the v′ = 0 cross section as a function of the photon energy for the
3σ−1g and 1pi−1u photoionization of N2. Circles: experimental data
from 78 (the differents colors indicate different runs). Thick black
solid line: DFT method using a LB94 functional (this work). Thin
green solid line: vibrationally resolved Cohen-Fano results obtained
from equation (22) (this work). Dashed-dotted orange line:
Theoretical Franck-Condon value.
atomic orbitals. Photoelectron spectra corresponding to dif-
ferent final v′ states of the remaining molecular cation probe
different regions of R. Thus one can simplify equation (22) by
replacing the variable R by the characteristic value Rv′ associ-
ated with the v′ vibrational state, then performing a first-order
expansion of I(v′b)/I(v
′
a) in terms of δRv′b = Rv′b −Rv′a , and fi-
nally taking the limit to large values of the electron momentum
ke. Hence one obtains
I(v′b)
I(v′a)
=
|< χv0 |χv′b > |
2
|< χv0 |χv′a > |2
[
1+2cAcB
δRv′b
Rv′a
cos(keRv′a)
]
.
(24)
The formula predicts that the I(v′b)/I(v
′
a) ratio should ap-
proximately oscillate around the Franck-Condon value | <
χv0 |χv′b > |
2 / | < χv0 |χv′a > |2 with a cos(keRv′a) dependence
Fig. 19 Same as Fig. 18 for the 5σ−1 and 1pi−1 photoionization of
CO.
Fig. 20 Ratios of the vibrationally resolved photoionization spectra
to the v′ = 0 cross section as a function of the photon energy for the
2σ−1g photoionization of N2 and the 4σ−1 photoionization of CO.
Circles: experimental data from58. Thick black solid line: DFT
method using a LB94 functional (this work). Thin green solid line:
vibrational Cohen-Fano calculations (this work). Dashed-dotted
orange line: Theoretical Franck-Condon value.
and amplitude proportional to δRv′b/Rv′a . This is precisely the
qualitative behavior observed in all the ratios depicted in fig-
ures 18, 19 and 20. Notice that, when Rv′b is smaller than Rv′a ,
the ratio δRv′b/Rv′a is negative and, therefore, the oscillations
have opposite phase. This can be clearly seen in figure 19,
when comparing the v′ = 0/v′ = 2 and v′ = 1/v′ = 2 ratios
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Fig. 21 (Upper panel) v′ = 1/v′ = 0 cross section ratios for the
1σ−1g and 1σ−1u photoionization of N2 as a function of the
photoelectron energy (upper panel: large range ; lower panels: small
range). Circles: experimental data from63. Squares: experimental
data from62. Thick black and colored lines: DFT method using a
LDA functional. Red thin lines: TDDFT method using a LDA
functional. Dotted lines: vibrational Cohen-Fano calculations
(see78). (Lower panel) v′ = 1/v′ = 0 cross section ratios for the
1σ−1 and 2σ−1 photoionization of CO as a function of the
photoelectron energy (upper panel: large range ; lower panels: small
range). Circles: experimental data from56. Squares: experimental
data from Kugeler et al. published in56. Thick black and colored
lines: DFT method using a LDA functional. Red thin lines: TDDFT
method using a LDA functional. Dashed-dotted lines: theoretical
Franck-Condon values.
with the v′ = 3/v′ = 2, v′ = 4/v′ = 2, etc, ones.
Figure 21 presents experimental and calculated v-ratios
as functions of photon energy for the core ionization pro-
cesses N2 → N2(1sσ−1g ) and N2 → N2(1sσ−1u ) (upper pan-
nel), and CO → CO+(1σ−1,v′) and CO → CO+(2σ−1,v′)
(lower panel). As in valence-shell photoionization, oscilla-
tions are quite apparent. In the upper panel of Figure 21, one
can see that the model describes pretty well the oscillations in
the v-ratios for both the N2(1sσ−1g ) and N2(1sσ−1u ) channels.
Fig. 22 σg/σu cross section ratios for the 1σ−1g and 1σ−1u
photoionization of N2 as a function of the photoelectron momentum.
Circles: experimental data from64. Thin blue and red lines: RPA
calculations from64. Thick black lines: DFT method using a LDA
functional. Dotted lines: vibrational Cohen-Fano calculations
(see78).
A blow up of the low energy region, also shows a very good
agreement with the available experimental data. In the case
of CO (lower pannel of figure 21), oscillations are also quite
apparent, also in the experimental data, but they cannot be ex-
plained by the model because the core 1σ and 2σ orbitals of
CO are localized on the atomic centers, i.e., either cA or cB
is zero in equation (23), and, consequently, the interference
term in equations (22) and (24) vanishes. In this case, as al-
ready anticipated in section 4.3, the origin of the oscillations
is diffraction of the electron ejected from one of the atomic
centers by the other atomic center.
These results clearly illustrate that, by determining v-ratios,
one can easily circumvent the problem of identifying two-
center interferences and diffraction in the individual vibra-
tionally resolved photoelectron spectra, in which such effects
would be barely visible due to the rapid decrease of the cor-
responding cross sections with photon energy. As explained
in section 4.3, another way to visualize these interferences
is to plot the ratio between non vibrationally resolved pho-
toelectron spectra corresponding to ionization from different
molecular orbitals, e.g., the 1sσg and 1sσu orbitals in N2 (see
figure 12). Figure 22 shows that similar oscillations appear
in the ratios between vibrationally resolved N2(1sσ−1g ) and
N2(1sσ−1u ) photoelectron spectra. As can be seen, oscillations
are quite apparent for the individual final vibrational states of
the molecular cation. The agreement between the present the-
oretical results and experiment is excellent. Earlier RPA re-
sults also agree, but they provide a poorer description at low
photon energies. The figure also shows that our extension of
the Cohen-Fano model described above predicts oscillations
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with a similar period, but they are out of phase. This is be-
cause, as a result of the many approximations made to ob-
tain equation (22), the model does not account for the relative
phase between the N2(1sσ−1g ) and N2(1sσ−1u ) channels.
6 Conclusions
We have presented a detailed description of theoretical meth-
ods based on density functional theory specially designed to
obtain vibrationally resolved photoionization cross sections
of simple molecules within the Born-Oppenheimer approxi-
mation. The methods have been successfully applied to N2
and CO in a wide range of photon energies. At high pho-
ton energies, static-exchange-DFT and TDDFT lead to al-
most identical results in good agreement with experiment for
both vibrationally and non-vibrationally resolved photoelec-
tron spectra, while, at low photon energies, TDDFT is able
to describe features observed near the ionization threshold but
not arising from static-exchange-DFT, such as singly-excited
Feshbach resonances and structures resulting from interchan-
nel coupling. TDDFT also provides a better description of
shape resonances. Very often, this description is of similar
quality as that obtained from more elaborate multireference or
close coupling methods, which are prohibitively expensive to
obtain vibrationally resolved photoelectron spectra in complex
molecules. It is also a bit more accurate than that provided by
RPA methods, whose computational cost is similar but whose
accuracy often relies on the introduction of fitting parame-
ters. Therefore, DFT-like methods as those presented in this
manuscript are a promising tool to evaluate vibrationally re-
solved photoelectron spectra in more complex molecules, as
recent applications have shown for CH4 125 and C2H2 124.
We have paid a particular attention to the region of high
photon energies, where the electron wavelength is compara-
ble to the bond length and, therefore, two-center interferences
and diffraction are expected to occur. In this region, the main
experimental difficulty is to extract the relatively small inter-
ference and diffraction features from the rapidly decreasing
cross section as a function of photon energy. However, this
difficulty can be easily overcome by determining ratios of vi-
brationally resolved photoelectron spectra. For both N2 and
CO, these ratios exhibit pronounced oscillations that, in the
case of valence shell photoionization, are mainly due to the
coherent emission of electrons from the two atomic centers78
and, in the case of K-shell photoionization, are due either to a
similar effect as for N2 or to diffraction of the ejected electron
by the neighboring atomic center as for CO. These structures
can thus provide direct information about the molecular ge-
ometry.
Effects that cannot be described with these DFT-like meth-
ods are resonances associated with double or multiple excita-
tions. Also, although in principle TDDFT is able to describe
Feshbach resonances associated with singly excited states as
it does for instance in atoms, it may fail in the molecular
case due to the use of the Born-Oppenheimer approximation.
Indeed, in many cases, the autoionization lifetimes of these
resonances are comparable or even larger than the time em-
ployed by the nuclei to move significantly. Under these cir-
cumstances, the use of the Born-Oppenheimer approximation
is not justified and consequently may lead to wrong results.
This is the case, e.g., for the autoionization decay of H2 149,
for which an accurate description of the experimental findings
in the region of the autoionizing states requires going beyond
the Born-Oppenheimer approximation. Future theoretical de-
velopments should focus on solving these problems in order to
improve the performance of DFT-like methods because these
are so far the only ones able to provide vibrationally resolved
cross sections all the way from diatomics to large, symmetric
molecules.
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