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Abstract
The deficiency of segmentation labels is one of the main
obstacles to semantic segmentation in the wild. To alleviate
this issue, we present a novel framework that generates seg-
mentation labels of images given their image-level class la-
bels. In this weakly supervised setting, trained models have
been known to segment local discriminative parts rather
than the entire object area. Our solution is to propagate
such local responses to nearby areas which belong to the
same semantic entity. To this end, we propose a Deep Neu-
ral Network (DNN) called AffinityNet that predicts semantic
affinity between a pair of adjacent image coordinates. The
semantic propagation is then realized by random walk with
the affinities predicted by AffinityNet. More importantly, the
supervision employed to train AffinityNet is given by the ini-
tial discriminative part segmentation, which is incomplete
as a segmentation annotation but sufficient for learning se-
mantic affinities within small image areas. Thus the entire
framework relies only on image-level class labels and does
not require any extra data or annotations. On the PASCAL
VOC 2012 dataset, a DNN learned with segmentation la-
bels generated by our method outperforms previous models
trained with the same level of supervision, and is even as
competitive as those relying on stronger supervision.
1. Introduction
Recent development of Deep Neural Networks (DNNs)
has driven the remarkable improvements in semantic seg-
mentation [2, 3, 4, 19, 22, 25, 32, 39]. Despite the great
success of DNNs, however, we still have a far way to go
in achieving semantic segmentation in an uncontrolled and
realistic environment. One of the main obstacles is lack of
training data. Due to the prohibitively expensive annotation
cost of pixel-level segmentation labels, existing datasets of-
ten suffer from lack of annotated examples and class diver-
sity. This makes the conventional approaches limited to a
small range of object categories predefined in the datasets.
Weakly supervised approaches have been studied to re-
solve the above issue and allow semantic segmentation
models more scalable. Their common motivation is to uti-
lize annotations like bounding boxes [6, 12, 28] and scrib-
bles [18, 36] that are weaker than pixel-level labels but read-
ily available in a large amount of visual data or easily ob-
tainable thanks to their low annotation costs. Among var-
ious types of weak annotations for semantic segmentation,
image-level class labels have been widely used [11, 14, 17,
26, 29, 30, 37] since they are already given in existing large-
scale image datasets (e.g., ImageNet [7]) or automatically
annotated for image retrieval results by search keywords.
However, learning semantic segmentation with the image-
level label supervision is a significantly ill-posed problem
since such supervision indicates only the existence of a cer-
tain object class, and does not inform object location and
shape that are essential for learning segmentation.
Approaches in this line of research have incorporated ad-
ditional evidences to simulate the location and shape infor-
mation absent in the supervision. A popular choice for the
localization cue is the Class Activation Map (CAM) [40],
which highlights local discriminative parts of target object
by investigating the contribution of hidden units to the out-
put of a classification DNN. The discriminative areas high-
lighted by CAMs are in turn used as seeds that will be prop-
agated to cover the entire object area. To recover the object
area accurately from the seeds, previous approaches have
utilized image segmentation [17, 30], motions in video [35],
or both [11], all of which are useful to estimate object shape.
For the same purpose, a class-agnostic salient region is es-
timated and incorporated with the seeds in [26]. However,
they demand extra data (i.e., videos) [11, 35], additional su-
pervision (i.e., object bounding box) [26], or off-the-shelf
techniques (i.e., image segmentation) that cannot take ad-
vantage of representation learning in DNNs [11, 17, 30].
In this paper, we present a simple yet effective approach
to compensate the missing information for object shape
with no external data or additional supervision. The key
component of our framework is AffinityNet, which is a
DNN that takes an image as input and predicts semantic
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Figure 1. Illustration of our approach. Salient areas for object classes and background are first localized in training images by CAMs [40]
(Section 3.1). From the salient regions, we sample pairs of adjacent coordinates and assign binary labels to them according to their class
consistency. The labeled pairs are then used to train AffinityNet (Section 3.2). The trained AffinityNet in turn predicts semantic affinities
within local image areas, which are incorporated with random walk to revise the CAMs (Section 3.3) and generate their segmentation
labels (Section 3.4). Finally, the generated annotations are employed as supervision to train a semantic segmentation model.
affinities of pairs of adjacent image coordinates. Given an
image and its CAMs, we first build a neighborhood graph
where each pixel is connected to its neighbors within a cer-
tain radius, and estimate semantic affinities of pairs con-
nected in the graph through AffinityNet. Sparse activa-
tions in CAMs are then diffused by random walk [23] on
the graph, for each class: The affinities on edges in the
graph encourage random walk to propagate the activations
to nearby and semantically identical areas, and penalize
propagation to areas of the other classes. This semantic dif-
fusion revises CAMs significantly so that fine object shapes
are recovered. We apply this process to training images for
synthesizing their segmentation labels by taking the class
label associated to the maximum activation of the revised
CAMs at each pixel. The generated segmentation labels are
used to train a segmentation model for testing.
The remaining issue is how to learn AffinityNet without
extra data or additional supervision. To this end, the initial
CAMs of training images are utilized as sources of supervi-
sion. Because CAMs often miss some object parts and ex-
hibit false alarms, they are incomplete as a supervision for
learning semantic segmentation whose goal is to predict the
entire object masks accurately. However, we found that they
are often locally correct and provide evidences to identify
semantic affinities within a small image area, which are the
objective of AffinityNet. To generate reliable labels of the
local semantic affinities, we disregard areas with relatively
low activation scores on the CAMs so that only confident
object and background areas remain. A training example is
then obtained by sampling a pair of adjacent image coordi-
nates on the confident areas, and its binary label is 1 if its
coordinates belong to the same class and 0 otherwise.
The overall pipeline of the proposed approach is illus-
trated in Figure 1. First, CAMs of training images are
computed and utilized to generate semantic affinity labels,
which are used as supervision to train AffinityNet. We then
apply the trained AffinityNet to each training image to com-
pute the semantic affinity matrix of its neighborhood graph,
which is employed in random walk to revise its CAMs and
obtain synthesized segmentation labels. Finally, the gen-
erated segmentation labels are used to train a semantic seg-
mentation DNN, which is the only network that will be used
at test time. Our contribution is three-fold:
• We propose a novel DNN named AffinityNet that pre-
dicts high-level semantic affinities in a pixel-level, but
is trained with image-level class labels only.
• Unlike most previous weakly supervised methods, our
approach does not rely heavily on off-the-shelf tech-
niques, and takes advantage of representation learning
through end-to-end training of AffinityNet.
• On the PASCAL VOC 2012 [8], ours achieves state-
of-the-art performance among models trained under
the same level of supervision, and is competitive with
those relying on stronger supervision or external data.
Surprisingly, it even outperforms FCN [22], the well-
known fully supervised model in the early days.
The rest of this paper is organized as follows. Section 2
reviews previous approaches closely related to ours, and
Section 3 describes each step of our framework in details.
Then we empirically evaluate the proposed framework on
the public benchmark in Section 5, and conclude in Sec-
tion 6 with brief remarks.
2. Related Work
Various types of weak supervision: Weakly supervised
approaches have been extensively studied for semantic seg-
mentation to address the data deficiency problem. Success-
ful examples of weak supervision for semantic segmenta-
tion include bounding box [6, 12, 28], scribble [18, 36],
point [1], and so on. However, these types of weak super-
vision still require a certain amount of human intervention
during annotation procedure, so it is costly to annotate these
weak labels for a large number of visual data.
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Image-level labels as weak supervision: Image-level class
labels have been widely used as weak supervision for se-
mantic segmentation since they demand minimum or no hu-
man intervention to be annotated. Early approaches have
tried to train a segmentation model directly from image-
level labels [28, 29], but their performance is not satis-
factory since the labels are too coarse to teach segmenta-
tion. To address this issue, some of previous arts incorpo-
rate segmentation seeds given by discriminative localization
techniques [27, 40] with additional evidences like superpix-
els [11, 17, 30], segmentation proposals [30], and motions
in video [11, 35], which are useful to estimate object shapes
and obtained by off-the-shelf unsupervised techniques.
Our framework based on AffinityNet has a clear advan-
tage over the above approaches. AffinityNet learns from
data how to propagate local activations to entire object area,
while the previous methods cannot take such an advantage.
Like ours, a few methods improve segmentation quality
without off-the-shelf preprocessing. Wei et al. [37] propose
to progressively expand segmentation results by searching
for new and complementary object regions sequentially. On
the other hand, Kolesnikov and Lampert [14] learn a seg-
mentation model to approximate the output of dense Con-
ditional Random Field (dCRF) [15] applied to the segmen-
tation seeds given by CAMs.
Learning pixel-level affinities: Our work is also closely re-
lated to the approaches that learn to predict affinity matrices
in pixel-level [2, 5, 36]. Specifically, a pixel-centric affin-
ity matrix of an image is estimated by a DNN trained with
segmentation labels in [2, 5]. Bertasius et al. [2] incorporate
the affinity matrix with random walk, whose role is to refine
the output of a segmentation model like dCRF. Cheng et
al. [5] design a deconvolution network, in which unpooling
layers leverage the affinity matrix to recover sharp bound-
aries during upsampling. Both of the above methods aim
to refine outputs of fully supervised segmentation models
in a pixel-level. On the contrary, our goal is to recover ob-
ject shape from coarse and noisy responses of object parts
with a high-level semantic affinity matrix, and AffinityNet
has a totally different architecture accordingly. Vernaza and
Chandraker [36] employ scribbles as weak supervision, and
propose to learn a segmentation network and the random
walk affinity matrix simultaneously so that the output of the
network and that of random walk propagation of the scrib-
bles become identical. Our approach is different from this
work in the following three aspects. First, our framework
is trained with image-level labels, which are significantly
weaker than the scribbles employed in [36]. Second, in
our approach random walk can jump to any other positions
within a certain radius, but in [36] it is allowed to move
only to four nearest neighbors. Third, AffinityNet learns
pairwise semantic affinity explicitly, but the model in [36]
learns it implicitly.
Learning with synthetic labels: We adopt the disjoint
pipeline that first generates synthetic labels and train a seg-
mentation model with the labels in a fully supervised man-
ner. Such a pipeline has been studied for object detec-
tion [34] as well as semantic segmentation [6, 11, 12, 17,
26, 35] in weakly supervised settings. A unique feature
of our approach is the AffinityNet, an end-to-end trainable
DNN improving the quality of synthetic labels significantly,
when compared to previous methods that adopt existing op-
timization techniques (e.g., GraphCut, GrabCut, and dCRF)
and/or off-the-shelf preprocessing steps aforementioned.
3. Our Framework
Our approach to weakly supervised semantic segmen-
tation is roughly divided into two parts: (1) Synthesiz-
ing pixel-level segmentation labels of training images given
their image-level class labels, and (2) Learning a DNN for
semantic segmentation with the generated segmentation la-
bels. The entire framework is based on three DNNs: A net-
work computing CAMs, AffinityNet, and a segmentation
model. The first two are used to generate segmentation la-
bels of training images, and the last one is the DNN that per-
forms actual semantic segmentation and is trained with the
synthesized segmentation annotations. The remainder of
this section describes characteristics of the three networks
and training schemes for them in details.
3.1. Computing CAMs
CAMs play an important role in our framework. As in
many other weakly supervised approaches, they are consid-
ered as segmentation seeds, which typically highlight local
salient parts of object and later propagate to cover the entire
object area. Furthermore, in our framework they are em-
ployed as sources of supervision for training AffinityNet.
We follow the approach of [40] to compute CAMs of
training images. The architecture is a typical classification
network with global average pooling (GAP) followed by a
fully connected layer, and is trained by a classification crite-
ria with image-level labels. Given the trained network, the
CAM of a groundtruth class c, which is denoted by Mc, is
computed by
Mc(x, y) = w
>
c f
cam(x, y), (1)
where wc is the classification weights associated to the
class c and f cam(x, y) indicates the feature vector located
at (x, y) on the feature map before the GAP. Mc is fur-
ther normalized so that the maximum activation equals 1:
Mc(x, y) → Mc(x, y)/maxx,yMc(x, y). For any class c′
irrelevant to the groundtruths, we disregard Mc′ by making
its activation scores zero. We also estimate a background
activation map, which is given by
Mbg(x, y) =
{
1−max
c∈C
Mc(x, y)
}α
(2)
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(a) (b) (c)
Figure 2. Visualization of CAMs obtained by our approach. (a)
Input image. (b) CAMs of object classes: Brighter means more
confident object region. (c) CAMs of background: Darker means
more confident background region.
where C is the set of object classes and α ≥ 1 denotes
a hyper-parameter that adjusts the background confidence
scores. Qualitative examples of CAMs obtained by our ap-
proach are visualized in Figure 2.
3.2. Learning AffinityNet
AffinityNet aims to predict class-agnostic semantic affin-
ity between a pair of adjacent coordinates on a training im-
age. The predicted affinities are used in random walk as
transition probabilities so that random walk propagates acti-
vation scores of CAMs to nearby areas of the same semantic
entity, which improves the quality of CAMs significantly.
For computational efficiency, AffinityNet is designed to
predict a convolutional feature map f aff where the semantic
affinity between a pair of feature vectors is defined in terms
of their L1 distance. Specifically, the semantic affinity be-
tween features i and j is denoted by Wij and defined as
Wij = exp
{
− ∥∥f aff(xi, yi)− f aff(xj , yj)∥∥1}, (3)
where (xi, yi) indicates the coordinate of the ith feature on
the feature map f aff. In this way, a large number of semantic
affinities in a given image can be computed efficiently by
a single forward pass of the network. Figure 3 illustrates
the AffinityNet architecture and the way it computes f aff.
Training this architecture requires semantic affinity labels
for pairs of feature map coordinates, i.e., labels for Wij in
Eq. (3). However, such labels are not directly available in
our setting where only image-level labels are given. In the
remaining part of this section, we present how to generate
the affinity labels and train AffinityNet with them.
3.2.1 Generating Semantic Affinity Labels
To train AffinityNet with image-level labels, we exploit
CAMs of training images as incomplete sources of super-
vision. Although CAMs are often inaccurate as shown in
Figure 2, we found that by carefully manipulating them, re-
liable supervision for semantic affinity can be obtained.
Our basic idea is to identify confident areas of objects
and background from the CAMs, and sample training ex-
amples only from these areas. By doing so, the semantic
equivalence between a pair of sampled coordinates can be
1x1
conv
Backbone
1x1
conv
1x1
conv
concat
1x1
conv
Figure 3. Overall architecture of AffinityNet. The output feature
map f aff is obtained by aggregating feature maps from multiple
levels of a backbone network so that f aff can take semantic infor-
mation at various field-of-views. Specifically, we first apply 1×1
convolutions to the multi-level feature maps for dimensionality re-
duction, concatenate the results as a single feature map, and em-
ploy one more 1×1 convolution for adaptation to the target task.
More details of the architecture is described in Section 4.
determined reliably. To estimate confident areas of objects,
we first amplify Mbg by decreasing α in Eq. (2) so that
background scores dominate insignificant activation scores
of objects in the CAMs. After applying dCRF to the CAMs
for their refinement, we identify confident areas for each ob-
ject class by collecting coordinates whose scores for the tar-
get class are greater than those of any other classes includ-
ing the amplified background. Also, in the opposite setting
(i.e., increasing α to weaken Mbg), confident background
areas can be identified in the same manner. Remaining ar-
eas in the image are then considered as neutral. A result of
this procedure is visualized in Figure 4(a).
Now a binary affinity label can be assigned to every pair
of coordinates according to their class labels determined
by the confident areas. For two coordinates (xi, yi) and
(xj , yj) that are not neutral, their affinity label W ∗ij is 1
if their classes are the same, and 0 otherwise. Also, if at
least one of the coordinates is neutral, we simply ignore the
pair during training. This scheme, which is illustrated in
Figure 4(b), enables us to collect a fairly large number of
pairwise affinity labels which are also reliable enough.
3.2.2 AffinityNet Training
AffinityNet is trained by approximating the binary affin-
ity labels W ∗ij with the predicted semantic affinities Wij of
Eq. (3) in a gradient descent fashion. Especially, affinities of
only sufficiently adjacent coordinates are considered during
training due to the following two reasons. First, it is difficult
to predict semantic affinity between two coordinates too far
from each other due to the lack of context. Second, by ad-
dressing pairs of adjacent coordinates only, we can reduce
computational cost significantly. Thus the set of coordinate
pairs used in training, denoted by P , is given by
P = {(i, j) | d((xi, yi), (xj , yj)) < γ, ∀i 6= j} (4)
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(a) (b)
Positive (1)
Negative (0)
Don’t care
Figure 4. Conceptual illustration of generating semantic affin-
ity labels. (a) Confident areas of object classes and background:
peach for person, green for plant, and black for background. The
neutral area is color-coded in white. (b) Coordinate pairs sam-
pled within a small radius for training AffinityNet. Each pair is
assigned label 1 if its two coordinates come from the same class,
and label 0 otherwise. When at least one of the two coordinates
belongs to the neutral area, the pair is ignored during training.
where d(·, ·) is the Euclidean distance and γ is a search ra-
dius that limits the distance between a selected pair.
However, learning AffinityNet directly from P is not de-
sirable due to the class imbalance issue. We observed that
in P the class distribution is significantly biased to positive
ones since negative pairs are sampled only around object
boundaries. Also in the subset of positive pairs, the num-
ber of background pairs is notably larger than that of ob-
ject pairs as background is larger than object areas in many
photos. To address this issue, we divide P into three sub-
sets, and aggregate losses obtained from individual subsets.
Specifically, we first divide P into two subsets of positive
and negative pairs:
P+ = {(i, j) | (i, j) ∈ P,W ∗ij = 1}, (5)
P− = {(i, j) | (i, j) ∈ P,W ∗ij = 0}, (6)
and further break P+ into P+fg and P+bg for objects and back-
ground, respectively. Then the cross-entropy loss is com-
puted per subset as follows:
L+fg = −
1
|P+fg |
∑
(i,j)∈P+fg
logWij , (7)
L+bg = −
1
|P+bg|
∑
(i,j)∈P+bg
logWij , (8)
L− = − 1|P−|
∑
(i,j)∈P−
log(1−Wij). (9)
Finally, the loss for training the AffinityNet is defined as
L = L+fg + L+bg + 2L−. (10)
Note that the loss in Eq. (10) is class-agnostic. Thus the
trained AffinityNet decides the class consistency between
two adjacent coordinates while not aware of their classes
explicitly. This class-agnostic scheme allows AffinityNet
to learn a more general representation that can be shared
among multiple object classes and background, and en-
larges the set of training samples per class significantly.
3.3. Revising CAMs Using AffinityNet
The trained AffinityNet is used to revise CAMs of train-
ing images. Local semantic affinities predicted by Affini-
tyNet are converted to a transition probability matrix, which
enables random walk to be aware of semantic boundaries in
image, and encourages it to diffuse activation scores within
those boundaries. We empirically found that random walk
with the semantic transition matrix significantly improves
the quality of CAMs and allows us to generate accurate seg-
mentation labels consequently.
For an input image, AffinityNet generates a convolu-
tional feature map, and semantic affinities between features
on the map are computed according to Eq. (3). Note that,
as in training of AffinityNet, the affinities are computed be-
tween features within local circles of radius γ. The com-
puted affinities form an affinity matrix W , whose diagonal
elements are 1. The transition probability matrix T of ran-
dom walk is derived from the affinity matrix as follows:
T = D−1W ◦β , where Dii =
∑
j
W βij . (11)
In the above equation, the hyper-parameter β has a value
greater than 1 so that W ◦β , the Hadamard power of the
original affinity matrix, ignores immaterial affinities in W .
Thus using W ◦β instead of W makes our random walk
propagation more conservative. The diagonal matrix D is
computed for row-wise normalization of W ◦β .
Through random walk with T , a single operation of the
semantic propagation is implemented by multiplying T to
the CAMs. We perform this propagation iteratively until
the predefined number of iterations is reached. Then M∗c ,
the revised CAM of class c is given by
vec(M∗c ) = T
t · vec(Mc) ∀c ∈ C ∪ {bg}, (12)
where vec(·) means vectorization of a matrix, and t is the
number of iterations. Note that the value of t is set to a
power of 2 so that Eq. (12) performs matrix multiplication
only log2 t+ 1 times.
3.4. Learning a Semantic Segmentation Network
The revised CAMs of training images are then used to
generate segmentation labels of the images. Since CAMs
are smaller than their input image in size, we upsample
them to the resolution of the image by bilinear interpola-
tion, and refine them with dCRF. A segmentation label of
a training image is then obtained simply by selecting the
class label associated with the maximum activation score at
every pixel in the revised and upsampled CAMs. Note that
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the background class can be also selected since we compute
CAMs for background as well as object classes.
The segmentation labels obtained by the above proce-
dure are used as supervision to train a segmentation net-
work. Any fully supervised semantic segmentation model
can be employed in our approach as we provide segmenta-
tion labels of training images.
4. Network Architectures
In this section, we present details of DNN architectures
adopted in our framework. Note that our approach can be
implemented with any existing DNNs serving the same pur-
poses, although we carefully design the following models to
enhance segmentation performance.
4.1. Backbone Network
The three DNNs in our framework are all built upon the
same backbone network. The backbone is a modified ver-
sion of Model A1 [38], which is also known as ResNet38
and has 38 convolution layers with wide channels. To ob-
tain the backbone network, the ultimate GAP and fully con-
nected layer of the original model are first removed. Then
the convolution layers of the last three levels1 are replaced
by atrous convolutions with a common input stride of 1, and
their dilation rates are adjusted so that the backbone net-
work will return a feature map of stride 8. The atrous con-
volution has been known to enhance segmentation quality
by enlarging receptive field without sacrificing feature map
resolution [4]. We empirically observed that it works also
in our weakly supervised models, CAM and AffinityNet, as
it enables the models to recover fine shapes of objects.
4.2. Details of DNNs in Our Framework
Network computing CAMs: We obtain this model by
adding the following three layers on the top of the back-
bone network in the order: a 3×3 convolution layer with
512 channels for a better adaptation to the target task, a
global average pooling layer for feature map aggregation,
and a fully connected layer for classification.
AffinityNet: This network is designed to aggregate multi-
level feature maps of the backbone network in order to
leverage semantic information acquired at various field-of-
views when computing affinities. For the purpose, the fea-
ture maps output from the last three levels of the backbone
network are selected. Before aggregation, their channel di-
mensionalities are reduced to 128, 256, and 512, for the
first, second, and third feature maps, respectively, by indi-
vidual 1×1 convolution layers. Then the feature maps are
concatenated to be a single feature map with 896 channels.
We finally add one more 1×1 convolution layer with 896
channels on the top for adaptation.
1A level is a group of residual units that share the same output stride.
Kwak et al. [17] Ours
CAM SPN CAM CAM+RW CAM+RW+dCRF
30.5 43.8 48.0 58.1 59.7
Table 1. Accuracy of synthesized segmentation labels in mIoU,
evaluated on the PASCAL VOC 2012 training set. SPN: Super-
pixel Pooling Net of [17], RW: random walk with AffinityNet.
(b)
(c)
(d)
(e)
(a)
Figure 5. Qualitative examples of synthesized segmentation labels
of training images in the PASCAL VOC 2012 benchmark. (a) In-
put images. (b) Groundtruth segmentation labels. (c) CAMs of
object classes. (d) Visualization of the predicted semantic affini-
ties. (e) Synthesized segmentation annotations.
Segmentation model: We strictly follow [38] to build our
segmentation network. Specifically, we put two more atrous
convolution layers on the top of the backbone. They have
the same dilation rate of 12, while the numbers of channels
are 512 for the first one and 21 for the second. The resulting
network is called “Ours-ResNet38” in the next section.
5. Experiments
This section demonstrates the effectiveness of our ap-
proach with comparisons to current state of the art in weakly
supervised semantic segmentation on the PASCAL VOC
2012 segmentation benchmark [8]. For a performance
metric, we adopt Intersection-over-Union (IoU) between
groundtruth and predicted segmentation.
5.1. Implementation Details
Dataset: All DNNs in our framework are trained and eval-
uated on the PASCAL VOC 2012 segmentation benchmark,
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Method bkg aero bike bird boat bottle bus car cat chair cow table dog horse mbk person plant sheep sofa train tv mean
EM-Adapt [28] 67.2 29.2 17.6 28.6 22.2 29.6 47.0 44.0 44.2 14.6 35.1 24.9 41.0 34.8 41.6 32.1 24.8 37.4 24.0 38.1 31.6 33.8
CCNN [29] 68.5 25.5 18.0 25.4 20.2 36.3 46.8 47.1 48.0 15.8 37.9 21.0 44.5 34.5 46.2 40.7 30.4 36.3 22.2 38.8 36.9 35.3
MIL+seg [30] 79.6 50.2 21.6 40.9 34.9 40.5 45.9 51.5 60.6 12.6 51.2 11.6 56.8 52.9 44.8 42.7 31.2 55.4 21.5 38.8 36.9 42.0
SEC [14] 82.4 62.9 26.4 61.6 27.6 38.1 66.6 62.7 75.2 22.1 53.5 28.3 65.8 57.8 62.3 52.5 32.5 62.6 32.1 45.4 45.3 50.7
AdvErasing [37] 83.4 71.1 30.5 72.9 41.6 55.9 63.1 60.2 74.0 18.0 66.5 32.4 71.7 56.3 64.8 52.4 37.4 69.1 31.4 58.9 43.9 55.0
Ours-DeepLab 87.2 57.4 25.6 69.8 45.7 53.3 76.6 70.4 74.1 28.3 63.2 44.8 75.6 66.1 65.1 71.1 40.5 66.7 37.2 58.4 49.1 58.4
Ours-ResNet38 88.2 68.2 30.6 81.1 49.6 61.0 77.8 66.1 75.1 29.0 66.0 40.2 80.4 62.0 70.4 73.7 42.5 70.7 42.6 68.1 51.6 61.7
Table 2. Performance on the PASCAL VOC 2012 val set, compared to weakly supervised approaches based only on image-level labels.
Method bkg aero bike bird boat bottle bus car cat chair cow table dog horse mbk person plant sheep sofa train tv mean
EM-Adapt [28] 76.3 37.1 21.9 41.6 26.1 38.5 50.8 44.9 48.9 16.7 40.8 29.4 47.1 45.8 54.8 28.2 30.0 44.0 29.2 34.3 46.0 39.6
CCNN [29] 70.1 24.2 19.9 26.3 18.6 38.1 51.7 42.9 48.2 15.6 37.2 18.3 43.0 38.2 52.2 40.0 33.8 36.0 21.6 33.4 38.3 35.6
MIL+seg [30] 78.7 48.0 21.2 31.1 28.4 35.1 51.4 55.5 52.8 7.8 56.2 19.9 53.8 50.3 40.0 38.6 27.8 51.8 24.7 33.3 46.3 40.6
SEC [14] 83.5 56.4 28.5 64.1 23.6 46.5 70.6 58.5 71.3 23.2 54.0 28.0 68.1 62.1 70.0 55.0 38.4 58.0 39.9 38.4 48.3 51.7
AdvErasing [37] - - - - - - - - - - - - - - - - - - - - - 55.7
Ours-DeepLab 88.0 61.1 29.2 73.0 40.5 54.1 75.2 70.4 75.1 27.8 62.5 51.4 78.4 68.3 76.2 71.8 40.7 74.9 49.2 55.0 48.3 60.5
Ours-ResNet38 89.1 70.6 31.6 77.2 42.2 68.9 79.1 66.5 74.9 29.6 68.7 56.1 82.1 64.8 78.6 73.5 50.8 70.7 47.7 63.9 51.1 63.7
Table 3. Performance on the PASCAL VOC 2012 test set, compared to weakly supervised approaches based only on image-level labels.
Method Sup. Extra Data val test
TransferNet [10] I MS-COCO [20] 52.1 51.2
Saliency [26] I MSRA [21], BSDS [24] 55.7 56.7
MCNN [35] I YouTube-Object [31] 38.1 39.8
CrawlSeg [11] I YouTube Videos 58.1 58.7
What’sPoint [1] P - 46.0 43.6
RAWK [36] S - 61.4 -
ScribbleSup [18] S - 63.1 -
WSSL [28] B - 60.6 62.2
BoxSup [6] B - 62.0 64.6
SDI [12] B BSDS [24] 65.7 67.5
FCN [22] F - - 62.2
DeepLab [3] F - 67.6 70.3
ResNet38 [38] F - 80.8 82.5
Ours-DeepLab I - 58.4 60.5
Ours-ResNet38 I - 61.7 63.7
Table 4. Performance on the PASCAL VOC 2012 val and test sets.
The supervision types (Sup.) indicate: P–point, S–scribble, B–
bounding box, I–image-level label, and F–segmentation label.
for a fair comparison to previous approaches. Following the
common practice, we enlarge the set of training images by
adopting segmentation annotations presented in [9]. Conse-
quently 10,582 images in total are used as training examples
and 1,449 images are kept for validation.
Network parameter optimization: The backbone network
of our DNNs is pretrained on the ImageNet [7]. The en-
tire network parameters are then finetuned on the PASCAL
VOC 2012 by Adam [13]. The following data augmenta-
tion techniques are commonly used when training all the
three DNNs: horizontal flip, random cropping, and color
jittering [16]. Also, for the networks except AffinityNet,
we randomly scale input images during training, which is
useful to impose scale invariance on the networks.
Parameter setting: α in Eq. (2) is 16 by default, and
changed to 4 and 24 to amplify and weaken background
activations, respectively. We set γ in Eq. (4) to 5 and β in
Eq. (11) to 8. Also, t in Eq. (12) is fixed by 256. For dCRF,
we used the default parameters given in the original code.
5.2. Analysis of Synthesized Segmentation Labels
The performance of our label synthesis method is mea-
sured in mIoU between groundtruth and generated segmen-
tation labels as summarized in Table 1. For ablation study,
our method is divided into three parts: CAM, RW (random
walk with AffinityNet), and dCRF. To demonstrate the ad-
vantage of the proposed method, we also report the score of
Superpixel Pooling Net (SPN) [17] that incorporates CAM
with superpixels as additional clues to generate segmenta-
tion labels with image-level label supervision. As shown in
Table 1, even our CAM outperforms SPN in terms of the
quality of generated segmentation labels without using off-
the-shelf techniques like superpixel. We believe this is be-
cause of the various data augmentation techniques and the
more powerful backbone network with atrous convolution
layers. Moreover, through random walk with the learned
semantic affinity, the quality of segmentation annotations
is improved remarkably, which demonstrates the effective-
ness of AffinityNet. Finally, dCRF further improves the la-
bel quality slightly, and we employ this last version as the
supervision for learning the segmentation network.
Examples of the synthesized segmentation labels are
shown in Figure 5, where one can see that random walk
with AffinityNet handles false positives and missing areas
in CAMs effectively. To illustrate the role of AffinityNet in
this process, we also visualized predicted semantic affini-
ties of the images by detecting edges on the feature map
f aff, and observed that AffinityNet has capability to detect
semantic boundaries although it is trained with image-level
labels. As such boundaries penalize random walk propaga-
tion between semantically different objects, the synthesized
segmentation labels can recover accurate shapes of objects.
5.3. Comparisons to Previous Work
We first quantitatively compare our approach with pre-
vious methods based only on image-level class labels. The
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Figure 6. Qualitative results on the PASCAL VOC 2012 val set. (a) Input images. (b) Groundtruth segmentation. (c) Results obtained by
CrawlSeg [11]. (d) Results of Ours-ResNet38. Compared to CrawlSeg, which is the current state-of-the-art model based on image-level
label supervision, our method better captures larger object areas and less prone to miss objects. The object boundaries of our results are
smoother than those of CrawlSeg as we do not apply dCRF to the final results. More results can be found in the supplementary material.
results on the PASCAL VOC 2012 are summarized in Ta-
ble 2 and 3. Note that we also evaluate DeepLab [4]
trained with our synthetic labels, called “Ours-DeepLab”,
for fair comparisons to other models whose backbones are
VGG16 [33]. Both of our models outperform the current
state of the art [37] by large margins in terms of mean accu-
racy on both val and test sets of the benchmark, while Ours-
ResNet38 is slightly better than Ours-DeepLab thanks to
the more powerful representation of ResNet38. Our models
are also compared to the approaches based on extra training
data or stronger supervision in Table 4. They substantially
outperform the approaches based on the same level of su-
pervision but with extra data and annotations like segmen-
tation labels in MS-COCO [20], class-agnostic bounding
boxes in MSRA Saliency [21], and YouTube videos [31].
They are also competitive with previous arts relying on
stronger supervision like scribble and bounding box. Sur-
prisingly, Ours-ResNet38 outperforms even FCN [22], the
well-known early work on fully supervised semantic seg-
mentation. These results show that segmentation labels
generated by our method are sufficiently strong, and can
substitute for extra data or stronger supervision. We fi-
nally compare our models with their fully supervised ver-
sions, DeepLab [4] and ResNet38 [38], which are the upper
bounds we can achieve. Specifically, Ours-DeepLab recov-
ers 86% of its bound, and Ours-ResNet38 achieves 77%.
Figure 6 presents qualitative results of Ours-ResNet38
and compares them to those of CrawlSeg [11], which is the
current state of the art using image-level supervision. Our
method relying only on image-level label supervision tends
to produce more accurate results even though CrawlSeg ex-
ploits extra video data to synthesize segmentation labels.
6. Conclusion
To alleviate the lack of annotated data issue in semantic
segmentation, we have proposed a novel framework based
on AffinityNet to generate accurate segmentation labels of
training images given their image-level class labels only.
The effectiveness of our approach has been demonstrated on
the PASCAL VOC 2012 benchmark, where DNNs trained
with the labels generated by our method substantially out-
perform the previous state of the art relying on the same
level of supervision, and is competitive with those demand-
ing stronger supervision or extra data.
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A. Appendix
This appendix provides contents omitted in the regular
sections for the sake of brevity. Section A.1 and A.2 present
technical details of the proposed framework. Also, in-depth
analyses on the quantitative results of our framework are
provided in Section A.3 and A.4. Finally, more qualitative
results are given in Section A.5. We conclude the appendix
with brief remarks about future work.
A.1. Architecture Details of Our Networks
This section describes architecture details of the net-
works in our framework. First, the backbone network is
based on ResNet38 proposed in [38] (Figure 7(a)), and as
illustrated in Figure 7(b), its last three levels of convolution
layers (L4, L5, and L6) are converted to atrous convolu-
tions. Note that by doubling and quadrupling the dilation
rates of L5 and L6, respectively, the output stride of the last
convolution feature map of the backbone becomes 8, which
is 4 times smaller than that of ResNet38 and enhances the
performance of our networks relying on the feature map.
Figure 7(c) visualizes the architecture of the network
computing CAMs, which is obtained by adding the follow-
ing three layers on the top of the backbone network: A 3x3
convolution layer for adaptation, a global average pooling
(GAP) layer for abstracting the last feature map into a sin-
gle vector, and a fully connected (FC) layer for learning the
entire network with a single classification criterion. Note
that the notations in Figure 7(c) are set identical to those
in Section 3.1 for a clear understanding. Also, the segmen-
tation model of our approach is illustrated in Figure 7(d).
To obtain this model, we add on the top of the backbone
two 3x3 atrous convolution layers with dilation rates of 12,
which enable to keep the resolution of the feature maps. In
the last stage, a bilinear interpolation is applied to enlarge
the resolution of the activation map up to that of the input
image. For the architecture of AffinityNet, please refer to
Figure 3.
A.2. Practical Details for Inference
In this section, we introduce some practical details used
to enhance the performance of our segmentation model.
Since the segmentation model is trained with randomly
flipped and scaled images, we applied the same jittering
techniques to images during testing too. Specifically, each
test image is horizontally flipped, and rescaled by 5 pre-
defined ratios: 1/2, 3/4, 1, 5/4, and 3/2. As a result, we
obtain 10 different versions of a test image, and feed them
to the segmentation model to obtain 10 score maps per class
accordingly. The score maps are then aggregated by pixel-
wise average-pooling to obtain a single map per class, and
the final segmentation output is obtained by selecting the
class label associated with the maximum score at every
group
output stride
L1
1
L2
2
L3
4
L4
8
L5
16
L6
32
(a) ResNet38
group
output stride
dilation rate
L1
1
1
L2
2
1
L3
4
1
L4
8
1
L5
8
2
L6
8
4
(b) Our backbone network
Backbone
3x3
conv GAP FC
𝑓cam
𝐰𝑐
(c) Our network for computing CAMs
output stride 8 8 1
dilation rate 4 12 -
8
12
Backbone
3x3
conv
8x
bilinear
interp.
3x3
conv
(d) Our semantic segmentation network
Figure 7. Illustration of detailed network architectures.
pixel. This technique improved the segmentation perfor-
mance of our model slightly (less than 2% in mIoU) on the
PASCAL VOC 2012 benchmark val set.
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Figure 8. Accuracy (mIoU) of segmentation labels synthesized by CAM+RW for different hyper-parameter values on the VOC 2012 train.
CAM CAM+RW CAM+RW+dCRF Ours-ResNet38
46.8 57.0 58.7 61.7
Table 5. Accuracy of synthesized segmentation labels and our final
model in mIoU, evaluated on the VOC 2012 val set.
A.3. Analysis on Effects of the Hyper-parameters
We analyzed effects of the hyper-parameters on the qual-
ity of synthetic segmentation labels, and the results sum-
marized in Figure 8 demonstrate that our label synthesis
method is fairly insensitive to the hyper-parameters. As
shown in Figure 8(a), the quality of synthetic labels fluc-
tuates within only 1.0 mIoU when β ≈ 2 log t − 8. In Fig-
ure 8(b), we found that the accuracy is saturated when α is
greater than 16. Thanks to this robustness, we believe that
little effort will be required to tune the hyper-parameters for
other datasets.
Note that the parameter values given in the paper are not
optimal. For example, α was 16 in the paper, but it turns
out that 32 is better (Figure 8(b)). This happens because
hyper-parameter analyses like Figure 8 are prohibited in our
setting where no ground-truth segmentation label is given.
Thus for tuning α, β, and t, we sampled a small subset of
training images and evaluated their effects qualitatively on
the subset. For the same reason, we used the default values
given in the original code for the dCRF parameters.
A.4. Justification of Learning the Fully Supervised
Segmentation Network
To empirically demonstrate the advantage of learning a
fully supervised segmentation network with synthetic seg-
mentation labels, we compare the accuracy of synthetic seg-
mentation labels and that of our final model on the VOC
2012 val set.
As shown in Table 5, our synthetic segmentation la-
bels, denoted by CAM+RW+dCRF, achieves 58.7 mIoU
while the final segmentation network attains 61.7. The
gap between them justifies our strategy of learning a seg-
mentation model. Note that, in the above comparison,
CAM+RW+dCRF gets an unfair advantage over the seg-
mentation model since it utilizes ground-truth image-level
labels to filter out CAMs of irrelevant classes (Section 3.1).
Without such labels, the score of CAM+RW+dCRF will be
even further degraded.
A.5. More Qualitative Results of Our Approach
We provide more qualitative results omitted in the reg-
ular sections for the space limit. Figure 9 illustrates our
segmentation label synthesis procedure with a number of
qualitative examples. More segmentation results of our fi-
nal model (i.e., Ours-ResNet38) are presented in Figure 10.
A.6. Future Work
Next on our agenda is to utilize AffinityNet in a transfer
learning setting where source domain provides groundtruth
segmentation labels for exclusive object classes. By lever-
aging such external data for training AffinityNet, our frame-
work could generate more accurate segmentation labels
in target domain as AffinityNet learns and predicts class-
agnotic affinities that can be generally applicable. Another
direction for further exploration is weakly supervised se-
mantic boundary detection using AffinityNet, which already
shows its potential in the experimental results.
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Figure 9. Qualitative Examples of Synthesized Segmentation Labels on the PASCAL VOC 2012 train images.
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Figure 10. Semantic Segmentation Results on the PASCAL VOC 2012 val images.
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