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In this paper we introduce the concept of m(n)-decomposability as an alternative 
to classical mixing concepts. We illustrate how to handle the ensuing technicalities 
by proving asymptotic normality of L-statistics, based on such a decomposable 
time series, as a typical example. (7 1990 Academic Press, Inc 
1. INTRODUCTION: THE MODEL AND THE PROBLEM 
A. m(n)-Decomposable Processes 
For each n E N let X,, . . . . X,, be a stochastic process of real valued 
random variables defined on the same probability space such that we have 
a decomposition Xi = X,, + Ti,m, for some m = m(n) E NO, where 
the Xi.,+ are m(n)-dependent and Xii,mC,z, -+P 0, as n+oo. (1.1) 
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For brevity such a process will be referred to as m(n)-decomposable. 
Working with m(n)-decomposable processes for large n typically requires a 
specification of the orders of magnitude of m(n), 6(n), and s(n) in 
p(lxi,m(n)l 2&Cn)) G 6(n). (1.2) 
The idea of writing an arbitrary process as the sum of a “nice” one and 
a negligible error has been inspired by the manner in which asymptotics 
are dealt with for linear processes (see, e.g., Ibragimov and Linnik [16, 
Theorem 18.6.51). However, we believe that it is expedient to recognize that 
many important processes (including nonlinear ones; see also the examples 
below) satisfy our general m(n)-decomposability condition for reasonable 
choices of s(n) and 6(n). Moreover, it might be possible to extend existing 
results for the m-dependent case (m fixed) to m(n)-decomposable processes 
that are extremely difficult to extend to the mixing case. One might, in 
particular, think of extending results on rates of convergence, large devia- 
tions, quantile processes, and applications etc. for m-dependent processes 
(Heinrich [14], Aly [l], Chaganty [S]) to m(n)-decomposable processes. 
The concept seems natural as well as tractable and might provide a useful 
alternative to the classical mixing concepts. 
It has also been recognized that mixing conditions are not always 
suitable for research (Pham and Tran [24]). Decomposability reduces to 
m(n)-dependence in a convenient and straightforward way. Although in 
interesting cases we have m(n) to allow to tend to infinity with the sample 
size n, tools for such m(n)-dependent sequences exist like, e.g., a central 
limit theorem (Berk [4]; see also M. M. Rao [2, Chap. 8]), or may be 
developed fairly easily. The technicalities may be considerable but not 
prohibitive. We do not known the position of decomposability in the 
spectrum of mixing properties. We do know, however, that there exist 
linear processes that are decomposable but not strongly mixing [2]. The 
concept seems tailormade for processes with Volterra expansions of a 
given finite order [28]. Just for curiosity we show that the ranks of an i.i.d. 
sample are also decomposable. It is useful to note that in linear models 
with decomposable errors, the residuals are decomposable as well. 
EXAMPLE 1.1 (Linear processes). Let Z be the set of all integers 
and { Zk, k E Z} an i.i.d. sequence of real valued innovations. For each n E N 
consider the so-called linear process 
xi= 1 UkZi-k, iE { 1, . ..) n}. (1.3) 
keZ 
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As is well known such processes contain ARMA-models as special cases. In 
order to show that the process is decomposable let us write 
Xi,mb7, = c akzi-k, Xi,~~b= C akzi-k, (1.4) 
Ikl <em(n) Ikl > h(n) 
for some suitable 0 < 8 < 1. Let us assume that El Zilr < co for some 
0 < y 6 1 and that, for given parameters r > 4 and 0 < p < 1, we have 
lakl = fl( Ik( -“)$ as Ikl-*0o,forsome1>(2+zy+p)/(py). (1.5) 
According to Chanda and Ruymgaart [8, Sect. 41 we have, letting 
m(n) = O(nP) and s(n) = U(n-‘), 
P( (xi,m(n)l 3 E(n)) = 6(n) = qnp” --y)+y, as n+co. Cl.61 
It follows that for m(n) and s(n) of prescribed order, 6(n) can be made 
arbitrarily small, provided ,? may be assumed sufficiently large. Similar 
conditions on Iz may be found for 1< y < 2 and y > 2. 
EXAMPLE 1.2 (A non-linear process). In addition to the notation of the 
previous example let a,,, E R be given numbers. The process 
xi= c akzi-k i-1 c a,,Zj_[Z;-,, 
kc2 l.i-GZ 
(1.7) 
with quadratic Volterra expansion is obviously non-linear but still decom- 
posable in a way similar to (1.4), viz., 
Xi.m(n)= 1 akZi-k+ cc aJ..J-,, (1.8) 
Ikl <em(n) Ill. III <em(n) 
G7z~n, = xi- xiP(n). Of course, higher order Volterra expansions might be 
also considered. 
EXAMPLE 1.3 (Linear regression). Let Y, = x$ + Ei, for i= 1, . . . . n, 
where the xi are given vectors in RP, 19 E RP is an unknown parameter, and 
the errors E,, . . . . E, are an m(n)-decomposable process that in this context 
will usually satisfy certain stationarity conditions. Suppose that 0, is a 
consistent estimator and t E RP is the true parameter. Then the residuals 
may be written as 
Xi= Yi-x$,=Ei-x((&- t) 
= E,,mcn, + Ei.mcn) - X:(8, - t) = Xi.rn(n) + xi.m(nlt (1.9) 
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where the Xi,m(n) = Ei,,+) are m(n)-dependent and the Xi,m(n) = 
&,nI(“, - x;(f?, - t) are asymptotically negligible. Hence the empirical 
process of the residuals is a special case of the empirical process based on 
an m(n)-decomposable series of observables. The same remark holds true, 
of course, for certain useful functionals of the empirical residual process, 
like linear combinations of order statistics, to be used for diagnostics. 
EXAMPLE 1.4 (Ranks). Let ti, . . . . 5, be i.i.d. uniform (0, 1) random 
variables and R, , . . . . R, be the corresponding ranks. Let us simply decom- 
pose the standardized ranks R,/(n + 1) into 
(1.10) 
It is clear that the Xi,0 are independent (i.e., O-dependent). According to 
Hajek and Sidak [ 111, we have 
This entails that, even with m(n) = 0 for all n E N, we can achieve 6(n) + 0, 
provided that s(n) = o(~“~), as n + co. 
B. Asymptotics for L-Statistics 
When dealing with m(n)-decomposable processes, the technicalities will 
be different from those under classical mixing conditions. The purpose of 
this paper is to introduce the decomposable model and to give a typical 
illustration of how to handle the technicalities by proving asymptotic nor- 
mality of L-statistics. This kind of statistics is important in view of the 
growing interest in robustness for time series [21]. Linear combinations of 
(a function of) order statistics play an important role in robust estimation 
of location and dispersion, and certain quadratic forms of the order 
statistics might be useful for robust estimation of serial correlation; here we 
restrict ourselves to the linear case. The cornerstone for asymptotic 
efficiency and robustness considerations is the variance of the limiting nor- 
mal distribution. Here we give a full proof of the asymptotic normality, 
assuming a certain stationarity condition in addition to specific orders for 
m(n), 6(n), and s(n), and restricting to smooth score functions that are zero 
in neighborhoods of 0 and 1. A proof for score functions that are allowed 
to tend to infinity near 0 and 1 is available [7], but the technicalities are 
rather formidable and for robustness the former type is much more ade- 
quate. We will use the classical Chernoff-Savage approach which was first 
applied by Moore [22] and subsequently employed by Ruymgaart and van 
Zuijlen [31] in the study of L-statistics. This method has also been used in 
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Nieuwenhuis and Ruymgaart [22] for serial rank statistics, but in the more 
restrictive model (1.4), and our approach will be patterned on that paper. 
For serial rank statistics under mixing conditions see Hare1 and Puri [ 131 
and see Hare1 and Puri [12] for other robust statistics in nonstationary 
absolutely regular models. For the special subclass of linear processes 
in (1.4) density estimation has been considered in Chanda and 
Ruymgaart [S], and for general decomposable processes, curve estimation 
will be considered in a forthcoming paper. For this approach, some results 
on the empirical process will be needed that might be of independent 
interest. Aly [l] considers quantile and rank processes for m-dependent 
random variables (m fixed) and gives an application to the asymptotics of 
two-sample rank statistics. We hope to extend some of these results to 
m(n)-decomposable sample elements by exploiting a well-known simple 
relation between the empirical and quantile process. 
Gastwirth and Rubin [lo] prove asymptotic normality of L-statistics 
when a fixed finite number of order statistics is involved, assuming a 
strongly mixing strictly stationary model. Despite considerable overlap, this 
model differs from ours. Moreover, unboundedness of the score function- 
which is one of the major theoretical difficulties-cannot occur in such a 
situation. However, Gastwirth and Rubin [lo] only heuristically obtain an 
expression for the asymptotic variance of general L-statistics and focus on 
some interesting efficiency and robustness results. Since asymptotic 
normality of L-statistics is a classical problem in statistics [9, 34, 321, it 
seems worthwhile to present a full proof and thus provide the theoretical 
background for the considerations in Gastwirth and Rubin [lo]. 
Portnoy [25] shows that certain M-estimators are asymptotically minimax 
for location in an m-dependent model for fixed m EN; these results are 
extended in Portnoy [26] assuming asymptotic normality. Martin [20] 
proves robustness of certain generalized M-estimators for location in 
ARMA-models, and Koul [19] derives asymptotic normality for certain 
robust statistics, including a special class of L-statistics, in a regression 
model with strongly mixing errors. Chanda 161 introduces linear combina- 
tions of the unordered sample elements as location estimators and derives 
the-not necessarily normal-limiting distribution assuming certain stable 
distributions for the innovations. An interesting line of further research is 
the estimation, using L-statistics, of the parameter 8 in the general linear 
regression model of Example 1.3 with m(n)-decomposable errors, following 
the asymptotic linearity results of JureEkova [ 17, 183; see also Ruppert 
and Carroll [30], Welsh [35], and Portnoy and Koenker [27]. 
C. Organization 
In Section 2 we formulate the assumptions and main results. In passing 
we give an outline of the proof. The necessary tools from empirical process 
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theory are summarized in Section 3. We deal with the asymptotic normality 
of the first-order terms in Section 4. Section 5 is devoted to the asymptotic 
negligibility of the remainder term. Finally, in Section 6 we simplify the 
expression for the variance under an additional weak-stationarity condition 
and compare this expression with the one in Gastwirth and Rubin [lo]. 
2. ASSUMPTIONS AND MAIN RESULT 
Assumption 2.1. The underlying process X, , . . . . X, is m(n)-decom- 
posable. Moreover, the Xi have common d.f. F (independent of n) and the 
Xi,m(n) have common d.f. F,,+). The d.f. F is continuously differentiable on 
R with derivative f satisfying 11 f 11 m < co, and {x E R: f(x) > 0} is convex. 
Let F,, be the empirical d.f. of the Xi at stage n and f,, be the empirical 
d.f. of the transformed random variables ti= F(X,). Assumption 2.1 entails 
the m(n)-decomposability of the ti, since by the mean value theorem we 
have 
ri=F(X,,)+R;,,f(x,,, + @~i,i,m)=~i,m + ri,rn, (2.1) 
for some random 0 E (0, 1). The common d.f. of the & is uniform (0, 1). As 
usual we define the corresponding reduced empirical process by 
u, = (U,(t) = rP(f,(t) - t), t E [O, l]}. 
Throughout this paper the numbers 
(2.2) 
44 CE(O, ~0) (2.3) 
will be used as generic constants that are independent of all the relevant 
parameters, as, in particular, the sample size n, and that may differ from 
line to line. 
To describe the class of L-statistics that we are going to consider let 
J: CO, 1 ] + R and !P: (0, 1) + R be given functions. Assumption 2.1 implies 
the continuity of F-’ on (x~R:0<F(x)<l}; we write 
(u,= !P(F-‘): (0, 1) 4 R. We will focus on statistics of the type 
(2.4) 
where ~,,~=J(i/n). It is obvious that 
Tn=d s l Yp(t) J(Fn(t)) c@“(t) =; ,i cni TV,. 0 I=1 (2.5) 
The latter representation will be used throughout. 
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Assumption 2.2. The function J: [0, l] + R has two continuous 
derivatives J’, J” on [0, 1 ] and is of the form 
J=Oon [O,d]u[l-d,l],forsomeO<d<$. (2.6) 
The function YF: (0, 1) 4 R has one continuous derivative Yul, on (0, 1). 
Assumption 2.2 clearly guarantees the finiteness of 
p= ’ I J(t) YF( t) dt. (2.7) 0 
It follows from the mean value theorem that, for t E [0, l] and 
o,(t) E (0, 1) random, we have 
J(fJt))=J(t)+nP1’2U,(t)J’(t+On(t)nP”2Un(t)). (2.8) 
By substitution in (2.5) we find the decomposition 
nl’*(Tn - P) = A,, + A,, + B,, (2.9) 
where the A- and B-terms are first- and second-order terms, respectively, 
given by 
Aon = 1’ Y,(t) J(t) dU,(t), 
0 
(2.10) 
AI,= s ’ U,(t) !Pu,(t) J’(t) dt, 
(2.11) 
0 
B,= 
s 
I U,(t) Yu,(t)J’(t+@,(t)nP1/2U,(t))df,Jt)-A,,. (2.12) 
0 
In order to pass from the ti to the m(n)-dependent Si,mcn, we need to 
specify the asymptotic negligibility of the [i,mCn,. Let us consider the 
sequences defined ‘in (1.3) and write 
The next assumption prescribes suitable orders of magnitude for these 
sequences. 
Assumption 2.3. There exist m(n) = Cl(@), E(n) = O(n-‘), as n + CO, 
with 
O<p-& 7>2(1 -PI, (2.14) 
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such that 6(n) = O(n-O), as n + co, with 
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a>2(1 -p). (2.15) 
Let us write, for brevity, 
and introduce the m(n)-dependent centered random variables 
Under the assumptions made above we will prove (Sections 3 and 4) 
(2.17) 
=n -1’2 ,F; {(K(t;i)-~L)-(K(ei,,,“,)-~,)> --*PO, as ’ + Ooy (2*18) 
4, +p 0, as n-,co. (2.19) 
To prove the asymptotic normahty of n-r’* I;= r Zni, we may apply 
Berk [4], provided that the next assumption is satisfied. 
ASSUMPTION 2.4. The following conditions are fulfilled: 
Var(ij+,Z.i)GC(k-j), forall j=O, l,..., n; (2.20) 
,limr k Var i ZHi 
( 1 
= V2E (0, co). 
i=I 
(2.21) 
THEOREM 2.1. Let Assumptions 2.1-2.4 be satisfied. Then we have 
n”‘( T, - p) -+d M(O, v’), as n-roe, (2.22) 
with p as in (2.7) and v* given by (2.21). 
3. TOOLS FROM EMPIRICAL PROCESS THEORY 
Some properties of empirical processes based on decomposable models 
will be reviewed here. Proofs will not be given since they are very similar 
to those in Nieuwenhuis and Ruymgaart [23]; see also Chanda and 
68313512-9 
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Ruymgaart [8]. Since these properties hold true for arbitrary n, there is no 
need to specify the dependence on n of the parameters; in particular, we 
will write 52, for the set in (2.13). In applications, however, these 
parameters will usually depend on n in a suitable way. We will then, e.g., 
choose E = s(n) in such a way that I?(&&,) <n&n) = O(n’-“) + 0, as 
n + 00. To formulate the results we need the function 
l)(l) = 2c2 j; log( 1 +x) dx, 1>0; l/Q(O)= 1. (3.1) 
It should be noted that Il/(L)JO as 17 co. For further properties and the 
role this function plays in precise asymptotic considerations, the reader is 
referred to, e.g., Shorack and Wellner [33]. We start with a basic fluctua- 
tion inequality that might be of independent interest. 
THEOREM 3.1. Suppose that Assumption 2.1 is fulfilled. For all n E N we 
have 
P l2,n 
( i 
SUP I I, - U,(s)l B i 
a<s<r<b I) 
(3.2) 
provided that 
1 B cn”*(& + 6), b-a>,C(.5+6). (3.3) 
Because Nieuwenhuis and Ruymgaart [23] only exploit the decom- 
posability property of the linear process mentioned in Example 1.1, the 
proof for the present Theorem 2.1 can be just copied. As a corollary to 
Theorem 3.1 let us note that for m(n), s(n), 6(n) satisfying Assumption 2.3 
and, by choosing a = 0, b = 1, we obtain 
<Orpexp(~*(~))-O, as n-+cq (3.4) 
provided that 
;p<v<;. (3.5) 
Note that (3.3) is clearly fulfilled for the present choice of Iz, a, and b. 
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4. THE LEADING TERMS 
In this section we will be concerned with proving 
asymptotic normality of the standardized sum of the Zni. 
Assumptions 2.1-2.3, (2.1), and (2.13) that 
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(2.18) and the 
It follows from 
The definition of K in (2.16) entails that K has a continuous derivative K’ 
and that both K and K’ are bounded on (0, 1) and zero on 
(0, d) u (1 -d, 1). Employing (4.1) and the mean value theorem we see 
that 
n-‘12 f: ElK(5i)-K(Si,m(n))l 
i= 1 
~‘cn-‘/~ i E[i&,<Cn’/2-“” ‘-0, as n-+ a~, (4.2) 
i= 1 
according to Assumption 2.3, so that (2.18) follows. 
Moreover, because K is bounded we have 
SUP JYIZ~~I~+~ 6 CSUP ElK(<,,(,))12” G My, (4.3) 
in i, n 
where M, is a finite number for each y > 0. Furthermore, let us note that 
there exists y > 0 such that 
(m(n)}2+2~y/n~Cnz~~1+‘~y~~1~0, as n-ha, (4.4) 
since by (2.14) we have 2p( 1 + l/y) < 1 for y sufficiently large. Assump- 
tion 2.4, jointly with (4.3) and (4.4), sullices for application of Berk [4], 
which yields nw112 C?= 1 Z,,i +d.N(O, u2), as n + co. Since we have also 
proved (2.18), it follows that 
AO” + A 1” +d Jw4 u2h as n+co, (4.5) 
which settles the asymptotic normality of the leading terms. 
5. THE REMAINDER TERM 
This section is devoted to a proof of (2.19). This may be done with the 
help of the properties in Section 3 in a way similar to that in the i.i.d. case 
(see, e.g., Ruymgaart and van Zuijlen [31 I), the case of spacings (see, e.g., 
t+o,(t)n-“*U,(t)=t+Q,(t)(~~(t)-t)=~’n(t), (5.1) 
see (2.8), and note that FJt) is a random point between t and f,,(t) so that 
SUPOC1<1 ICM-4 ~SUPO<~S, If,,(t) - fl. Now the remainder term will 
be decomposed into B, = Bnl + Bn2, where 
&I= j’ u,(t)(s(~,(t))-5’(t)) YAt)df’&), (5.2) 
0 
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Beirlant et al. [3]), of U-statistics (see, e.g., Helmers and Ruymgaart [ 151). 
As in Nieuwenhuis and Ruymgaart [23], however, the present model of a 
decomposable process is a little more complicated but, on the other hand, 
the score function is of a much simpler type. 
Let us write, for brevity, 
Bn2= 
I 
’ U,(t)J’(t) Y$(t)d{fJt)-t}. (5.3) 
0 
Let us single out the subsets, for v > 0, 
an,,= { SUP I~,(tN G4, Qn = Q,(n) n Q,,“, (5.4) 
0<1<1 
and note that (3.4) entails 
W,) + 1, as n + 00, for each f p < v < f. (5.5) 
For (5.5) we only need to observe that for such values of v condition (3.3) 
is amply satisfied due to Assumption 2.3. Consequently it suffices to prove 
that 
Cnj = lQnBnj +p 0, as n-co, for j=l,2. (5.6) 
Let us first consider C,r and note that by the mean value theorem, 
J’(F”(t))-J(t)=(Fn(t)-t)JyFn(t)), (5.7) 
where p,,(t) is a random point between t and r”(t). It follows that 
IGII = j’ W)(~“W - t) .m’,(tN Yu,(t) di.(r)l 
0 
G Cn-1’21~nlo~yI I u,(t)1 1’ . . 
= I”,(n- 1~2+2v)=~p(l)r as n+ co, (5.8) 
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provided that we choose 
v= $. 
Let us now consider CnZ and introduce the parameters 
+=;+;p, [=$. 
(5.9) 
(5.10) 
Partitioning the unit interval into subintervals of equal length [n+] -I, we 
define the left continuous step functions 
for t=O=t,; 
for r,_,=s<t<&, l<k<$$Cn”]; (5.11) 
k-l 
for k-1 
k 
mp pypj~ 2 ‘[n’] <k d [n”]. 
We need to decompose C,, into 
DA = 1,” lo1 un(Ut)) yA&(O) J’(h(t)) d(fnO) - t>, (5.12) 
- U,(t) YF(t) J’(t)} dt. (5.14) 
Let us first derive the useful relations 
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by applying (3.2) with a = tk- I and b = tk. Condition (3.3) is fulfilled 
becauseil=n-r>Cn’12n-“A’(~=$<a A z-$)andb-a=n-+>Cn-“^’ 
(4 c i < 0 A z). Moreover, 4-p-2{=:+4p-p-i=i-4p>O and 
4 - 4 - i = i + ip - f - $ = &p - 4 < 0, which entails the convergence to zero 
in (5.15). 
For D,, relation (5.15) yields 
ID,,\ <Cn-“2n’n~l~~m~x IU,(t,)- U,(t,-,)I 
=4(n- l’2+~+~n--i)=op(f), as n-too, (5.16) 
since v+#-$-[=i+i+ip--i-i<O. 
Writing L(t) = J’(t) Y,(t), t E (0, l), it is clear that 
ID”21 ” Pn3l G lr&. sup I u,(s,(r)) - U,(t)1 IU&(t))l 
o<r<1 
+I*“. sup I u,(t)1 IU%z(t)) - Ut)l 
0<1<1 
= C$(npi) + I”,(n”-@) = op( l), as n-tco, (5.17) 
because v--~$=~-~-~p<O. For (5.17) we use (3.4), (5.15), the fact that 
L has a bounded and continuous derivative, the definition of S, in (5.11), 
and the mean value theorem to deal with L(S,(t)) - L(t). 
6. SIMPLIFICATION OF VARIANCE 
It is clear that in the special models of Examples 1.1 and 1.2 the process 
x l,m(n)Y . . .T  x n,m(nJ and hence the process 51,,(,,j, . . . . t,,,(,, are strictly 
stationary. For a simplification of the expression for the asymptotic 
variance in a general m(n)-decomposable model the weaker assumption 
that 
5 l,rn(Il)T -a*9 5 n,m(nj is stationary up to order 2, (6.1) 
suffices. Note that this condition is not implied by (1.1) and (1.2). 
THEOREM 6.1. Let (6.1) be satisfied. Under the conditions of Theorem 2.1 
we have 
u2 = VarW(t,)) + 2 f  CovMS,), K(tj)). 
j=2 
(6.2) 
ProojI Relation (4.3) entails that EJZ,,Z,,jl < C, for some CE (0, 00) 
independent of n, where the Z, are defined in (2.17). Due to the 
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m(n)-dependence, EZ,,Z,= 0 for jk -jl >m(n). Writing uz = 
EZ:, + 2 CJYf2) EZ,, Znj, we see that 
(~Var(~~Z.i)-u’l=Ol(nn-l)~O, as n+co, (6.3) 
because I- p > $. 
The next step is to show that we may replace Zni= K,(ti,,(,,)-p, by 
K,(gi) - p,,. For arbitrary 1~ j < n we have 
IE{(K(5l)-CL)(K(Sj)-~u)-(K(5l,,(,,)-~(n)(K(Sj,,(,))-~,)}I 
G bwm J4tj) - ~(~l.m~,) )~(~j,,,,,)~l+I~-~,II~++~l 
<ElK( IK(5l)-K(ll,m,n~)I 
+ EM5 l,m(n))l lK(5j) - K(tj,m(n))l + IP - PnI IP + Pnl. (6.4) 
By application of the mean value theorem as in (4.2) we find that both 
1~ - ~~11~ + K( and the expectations on the right in (6.4) are bounded by 
n PO A ‘. It is clear that we may carry out the replacement mentioned above, 
because p - (r A z < 0. Q.E.D. 
The asymptotic variance in Gastwirth and Rubin [lo] is of the same 
type as our v2. These authors use an alternative expression for the 
covariance and we may proceed in a similar way. Let us write Fj for the 
joint cumulative d.f. of (rl, rj) and note that both marginals are uniform 
(0, 1). Partial integration yields 
p= ‘zqr)dt= -J’ J t dK(t), 0 0 (6.5) 
because K is zero in neighborhoods of 0 and 1. A similar partial integration 
can be obtained for double integrals applying e.g. Abel’s summation 
technique to the approximating Riemann-Stieltjes double sums. We thus 
find 
= JJ ’ ’ (Fj(s, t)-~st} dK(s) dK(t), 0 0 (6.6) 
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which is the expression occurring in Gastwirth and Rubin [lo, formula 
(2.10)]. 
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