When does a statement constitute an answer to question? How can it be known that the statement is a correct answer to a question? Under what conditions is a piece of software the solution to a user's requirements.
Introduction

The Problem
I propose formal answers to the following problem:
Let A Q be an agent with question Q, A A be an agent with answer A, and A O be an agent that observes the query and the response. What must hold for the three agents to agree that A is the answer to Q? Alternately, Let D C be a defendent charged with C, P P be a prosecutng attorney with prosecution argument P , D D be a defense attorney with defense argument D, W T be a witness with testimony T , and J be a jury. What must hold for the jury to agree that the defendent D is guilty or innocent?
The Rest of the Paper
Section 4 is the theoretical heart of the paper.
A Taxonomy of Questions
This section needs work The purpose of this section is to determine whether there is a natural taxonomy of questions that could facilitate finding and present an answer to the posed problem.
Who, what, where, when, why, how ...
Socratic Questions
Paul [8] created a taxonomy of Socratic questions in support for problem based learning (PBL). The taxonomy is not a hierarchy in the traditional sense. The categories build upon each other, but they do not necessarily follow a pattern or design. One question's response will lead into another category of questioning not predetermined by the facilitator. In keeping with the problem based learning (PBL) philosophy, this aspect of the model is most conducive! The role of the skilled facilitator is to keep the inquiry "train on track," but, also, to allow participants to "travel to a viable destination" of their own design. Paul suggests six types of questions that probe reasons and evidence: 
Bloom's Taxonomy
Bloom's [3] work, based on levels of knowing, provides a taxonomy of questions. It begins with the study of knowledge, defined as the recall of specifics and universals, of methods and processes, or of a pattern, structure, or setting. The knowledge of universals and abstractions includes principles and generalizations, and theories and structures. It continues with a study of intellectual abilities and skills. The six levels of understanding generate six question categories. 
The Computational Domain
Domain knowledge encoded in a computationally accessible form. Query expressed in a constrained format and limited in domain. Typical questions for the computational domain include:
• Create a piece of software to solve this problem.
• Create a piece of software to simplify this human activity.
• Create a piece of software to simulate this problem.
A constructive/computation theory of meaning states that the meaning of a statement depends on whether it is computable. This is the approach taken by the intuitionistic school of mathematics and it may be called truth by construction.
Relational Databases and SQL
• General Domain: a collection of tables (named relations), each column name an attributes.
• General Language: SQL, etc.
• Theory -A collection of relational schema which describe relations and instantiations of those relations.
-Reasoning: a search engine which when given a query applies constraints to the database and returns a collection of n-tuples satisfying the constraints. A query is a select statement. An answer is a collection of n-tuples.
Logic Programs
• General Domain: Computable relations.
• General Language: Prolog, etc.
• Theory -A collection of facts and rules defining a specific relational domain.
-Reasoning: an inference engine which when given a query determines whether the query is inferable from the domain. A query is a clause. An answer is either a yes with variable unifications or a no.
Functional Programs
• General Domain: Computable functions.
• General Language: Lisp, Haskell, etc.
• Theory -A collection of function definitions defining a specific domain.
-Evaluation: an evaluator which given an expression, evaluates it with respect to the functions defining the specific domain. A query is an expression. An answer is a value.
Imperative Programs 4 Logic and Mathematics
Typical questions in mathematics include:
• Evaluate this expression.
• Graph this.
• Solve this equation for the unknowns.
• Prove or disprove this proposition.
• Find an axiom system for this domain.
From Proof to Truth
Let L be a language.
L = F, P, V, F where
x t | 2F -The set of formulas where Let T be a theory.
where L is a language, A is a set of sentences in L called axioms, and I is a set of inference rules.
Let P be a proposition expressed in the language. Let T ⊢ P denote that the proposition has a proof in the theory. A theory is decideable if for every proposition P either T ⊢ P or T ⊢ ¬P . The theory is consistent there is no proposition P such that both it and its negation have proofs (i.e., only one of T ⊢ P or T ⊢ ¬P hold).
In a consistent theory,
• if T ⊢ P then the answer is yes.
• if T ⊢ ¬P then the answer is yes.
• if T ⊢ P and T ⊢ ¬P then the answer is no in CWA (see Subsection 4.4).
Let M be a relational structure. Let M |= P denote that the proposition is true in the relational structure. If M |= P for each proposition in the theory, then we write M |= T and say the M is a model of the theory. 
Boolean Semantics and Valuation Functions
In classical logic there are precisely two truth values: true and false . It may be independent of how we might intend to interpret its symbols. In this formalization, the meaning of a formula determined by a valuation function v which maps atomic formulas to truth values. A valuation function v satisfies the following: 
Herbrand Semantics
A way of characterizing the meaning of a formula or theory that is independent of how we might intend to interpret its symbols is to let ground expressions (expressions without variables) stand for themselves. This was Herbrand's insight. Herbrand semantics are important in relational databases and logic programming and are at the heart of literal approaches to literary interpretation.
Hebrand semantics for a set of formulas is defined as follows:
Let F s be a subset of F where L = F, P, V, F Let C be the constants appearing in F s. Let F be the functors appearing in F s. H T ⊂ F only containg symbols in C ∪ F the Herbrand Universe of F s. H B ⊂ P whose terms are in H T is the Herbrand Base
t x for all t ∈ H T The Herbrand Universe of T is the set H T of all ground terms that can be formed from the constants and function symbols in T. The Herbrand Base of T is the set B T of atomic formulas formed using the Herbrand universe H T and and the predicate symbols P T of T. A Herbrand Model is an assignment of truth values to the elements of B T . A Herbrand Interpretation is an interpretation where the domain is a Herbrand universe and where the interpretation function interprets each constant and function symbol as 'itself'. A Herbrand model for a set of formulas T is a Herbrand interpretation that satisfies T.
Theorem 4.4 The intersection of two Herbrand models is a model.
Proof: This is proved quite easily. Suppose that I and J are models rewrite this proof of a set of formulas T. Consider M = I ∩ J. Certainly M is a subset of the Herbrand base, so M is an interpretation. To show that M is a model we must show that for each instance of a clause in the program A → B 0 , ..., B n , A is in M if B 0 , ..., B n are in M . Pick any instance of any clause of the program; if all the goals in the body of the clause are in M, then they are also in both I and J. This means that A is in both I and J (since they both are models). But then A is in the intersection of I and J, which is M.
We define the minimal model of a theory T, M(T), to be the intersection of all models. M(T) is the declarative meaning of T.
Closed World Assumption
When the semantic mapping between the language and the domain (|=) is incomplete or even missing, it may not be possible to determine whether a sentence is true or not. The closed world assumption is used provide a default solution in the absence of a better solution.
Closed world assumption: if you cannot prove P or ¬P from a knowledge base KB, add ¬P to the knowledge base KB.
There are at least two situations where the closed world assumption is used. The first is where it is assumed that a knowledge base contains all relevant facts. This is common in corporate databases. That is, the information it contains is assumed to be complete. The second situation is where it is known that the knowledge base is incomplete (does not have enough information to produce an answer to a question) and a decision must be made without complete information -a situation familiar to most people. The closed world assumption is designed to solve a reasoning problems in both of these situations. The idea is that if you cannot prove P or not P, assume it is false. This is the usual semantics of relational databases and is employed by programs written in the programming language PROLOG. The closed world assumption is designed to finesse but not solve these problems and is adopted in default of a better solution.
The closed-world assumption simply declares that all relevant facts are stored in the database, so that any statement that is true about the actual world can be deduced from facts in the system. This assumption is useful in these situations, but it is untenable for mathematics or the scientific world. Scientific theories are, of course, rarely complete and in fact, it is their incompleteness that suggests areas for further research. The further research is designed to enlarge the knowledge base and, of course, test the accuracy of the theories.
From Truth to Proof
A relational structure is a set with relations. Often in mathematics, science, and engineering, a relational structure is the object of interest and a language is created in order to say things about it. Tarski's insight was to see that a way of characterizing the meaning of a formula or theory is to show how to interpret its symbols in some relational structure.
Let M be a relational structure and L(M) be a language for the relational structure. Let P be a proposition expressed in the language. Let M |= P denote that the proposition is true in the relational structure.
• if M |= P then the answer is yes.
• if M |= ¬P then the answer is yes.
• if T |= P and T |= ¬P then the answer is no in CWA.
Let T be a theory expressed in the language L(M). Let T ⊢ P denote that the proposition has a proof in the theory. A theory is decideable if for every proposition P either T ⊢ P or T ⊢ ¬P . Theory T is sound if whenever T ⊢ P , then M |= P and we write M |= T . Theory T is complete if whenever M |= P , then T ⊢ P . In general, T is incomplete (Gödel).
The sentence X of language L follows logically from the sentences of the class K if and only if every model of the class K is a model of the sentence X (Tarski).
Let A be a structure, L a language, and σ be a sentence in the language. If the sentence σ is true in the structure A we write A |= σ. A sentence is said to be logically true if it is true in all structures. A sentence σ is said to be a logical consequence of a set Σ of sentences if σ is true in every structure in which the members of Σ are all true.
A formula f is said to be true if M S (f ) = True. A formulaf is said to be false if M S (f ) = False.
A formula f is said to be satisfiable if M S (f ) = True (also written M S |= f ). Example: A. We write T |= f to say that f is satisfiable whenever the formulas in the theory T are satisfiable.
A formula f is said to be valid (also a tautology) if M S (f ) = True for all structures and validation functions (also written |= f ). Example: A ∨ ¬A.
A formula f is said to be a contradiction (or falsehood
Two formulas f and g are said to be independent if there is a validation function under which both are true and a validation function under which one is true and the other is false. Example: M S |= A ∧ B and M ′ S′ |= A ∧ ¬B. 
Digression: Representational (correspondence) theory
The correspondence theory of meaning states that the meaning of any proposition consists is its correspondence with a feature of the world. The truth conditions of propositions are objective features of the world and are precise and complete. This is the approach taken by mathematicians and it may be called truth by design. Truth (equivalently, meaning or validity) is a property of statements in a language determined by a correspondence with objects in structure. In the correspondence theory there are two systems, a representing system (the language) and a represented system (a relational structure), and a correspondence or relation between the two systems. The correspondence between the systems determines what is variously called truth, validity, meaning, or semantics i.e., the meaning, of a proposition consists in its correspondence with a feature of the relational structure. When the representing system is a logical language, the correspondence is called a valuation function. When the representing system is a programming language, the correspondence is called a semantic function. Aside. This definition suggests that words have meaning but things do not. This implies that life really has no meaning. That this is not correct as may be seen when the definition is generalized by recognizing that the key element in meaning is the correspondence between two sets of objects and the kind of manipulations one may perform on objects in the first set. So, for example, a doll may be associated with a memory, a telephone with an opportunity for communication. Events may be given meaning by virtue of the associated consequences. However, it is not useful to suggest that all correspondences and relationships should constitute meaning. Meaning should be reserved for use in describing those relationships that are part of rational activities.
Formally, the correspondence theory is implemented in a formal system. The key features are illustrated in Figure 2 .
Semantic relations
A semantic relation may be 1-to-1 giving an accurate representation. However, it is not always possible to construct accurate representations. For example, the word "red" is mapped to a number of actual colors and ambiguously to many others. Most mappings in scientific theories are vague. A vague mapping is 1-tomany. Bertrand Russell's paper on vagueness [10] is a highly readable discussion of these ideas. The following definitions are helpful in creating a language for semantic relations.
A statement in a representing system is
• vague if many possible facts in the represented system could verify it and it is undecidable whether a fact verifies it,
• ambiguous: if many possible facts in the represented system could verify it and it is decidable whether a fact verifies it,
• nondeterministic if the mapping of some element of A to elements of B varies over time.
• computable if the relation is a computable function,
• decidable if there is an effective procedure for determining whether or not b=f(a).
• precise if only one fact in the represented system would verify it ,
• valid (true, corresponds to reality) if there is a corresponding fact in the represented system and
• accurate if it is both precise and valid.
• incomplete (underspecified) if some fact in the represented system does not correspond to a statement in the
• complete if the semantic mapping is a bijection (injection and surjection), and
• partial (over specified) if some statement in the representing system does not correspond to a fact in the represented system (the semantic mapping is a partial function).
The following observations are useful. A vague belief has a much better chance of being true than a precise one because there are more possible facts that would verify it. The more specific (precise) a claim, the less likely it is to be true. A precise belief is harder to be true but better worth having if it is true. "Science is trying to substitute more precise beliefs for vague ones; this makes it harder for a scientific proposition to be true than for vague beliefs but make scientific truth better worth having if it can be obtained." -B. Russell [10] .
Representing system
Accurate semantic mapping
Represented system
Language: a, b, ... and logical symbols.
The semantic mapping is one-to-one.
Figure 3: Secret code: Encryption and decryption
Aside. Words have meaning by virtue of their correspondence to some action or object. Actions may have consequences. Objects and actions may have explanations in some context. A consequence of a correspondence between words and objects in a structure is that words have meaning. Thus it is correct to say that the universe has no meaning.
Aside A correspondence between a and b is
• decidable if given a and b, it is decidable that I(a)=b,
• computable, if given a, I(a) is computable,
Examples
Semantic mappings may do more than just map simple objects from the representing system to the represented system. The complexity of a semantic mapping depends on the complexity of the language. A simple one-to-one mapping between letters and numbers is sufficient for a simple secret code (See Figure  3) . Formal languages like those employed in logic (see Figure 4 ) and mathematics are more complex and require extensions that capture the meaning of the logical connectives (not, and, or, implies, etc.).
A less language like example is that of scientific models and physical reality (Illustrated in Figure 5 ). For science the vague semantic mapping between the abstract, idealized mathematical structure of theoretical science and the represented physical structure is problematic because we do not have complete or accurate information on the represented physical structure. In spite of the problems, the resulting mathematical models in the physical sciences have proved to be surprisingly useful. In the so called "softer" sciences, the proposed semantic maps have proved to be less reliable and even controversial.
Representing system
Precise semantic mapping
Represented system
Propositions: a, b, ... and logical symbols. Representing system Vague semantic mapping
Abstracted and idealized mathematical model.
→
Physical system
The semantic mapping involves the use of approximations such as simplifying assumptions and generalizations to produce a computationally tractable mathematical model. The semantic mapping satisfies lexical, grammatical,and contextual, and other requirements. The semantic mapping between natural language text and a logical language, possibly a default logic, is complex (Illustrated in Figure 6 ). The semantic mapping must preserve the usual the lexical mappings, the grammatical mappings, and contextual meanings. For historical documents, the semantic mapping must conform to the larger historical context as well. For sacred documents, there is often violent disagreement over the proper semantic mapping and the disagreement often leads to the creation of different schools of thought, sects, and denominations.
The difficulty of constructing semantics maps and the difficulty in objectively analyzing the represented system have lead some to use the coherence theory of meaning where the representing system is constructed by some intuitive sense. More formal approaches use multivalued logics and default logics to provide a vague semantic map and the option of revising the logic as additional and more complete information is acquired about the represented system.
Science and Engineering
"The ultimate reward for a great theory lies in its ability to raise questions that lead to its demize and help shape its successor." -Michael S. Turner [12] .
Precision allows us to ask precise questions and get reliable answers. Typical questions for natural science and engineering domains include:
• Construct a theory to explain phenomena P .
• What is the cause for event E?
• Change the state of object O. What occurs as a consequence of that change?
• Given conditions C, predict what will happen at time t.
• What events occur as a consequence of a change of state?
• What caused event E?
• Using theory T , explain phenomena P .
• Show that there exist a set of phenomena which satisfy theory T .
• Using theory T design a product S to satisfy requirements R.
Etchemendy has suggested an extension of Tarskian semantics called Representational Semantics. In representational semantics, a sentence σ is true in model A if and only if σ would be true if the world were as depicted by A, that is, if A were an accurate model. The accuracy (vague within acceptable limits) of models is important for scientific theories and engineering.
A verification theory of meaning states that the meaning of a statement depends on whether it is verifiable. This is the approach taken by science and it may be called truth by experiment.
Rational World Assumption
The natural world is dynamic and observers cannot know the complete state of the universe (their knowledge of the objects and relationships is incomplete). Therefore, the semantic relationship between a scientific theory and the natural world will be incomplete, vague, and non-deterministic. However, it appears that events and phenomena appear to have sufficient similarity that rational theories are useful in reasoning about the natural world. This all means that an accepted statement of the form ∀x.P is based on limited data and is assumed to be true until contradicted by some new data.
7 Digression: Social consensus theory -Knowledge, Belief, and resource bounded reasoners
The social consensus theory of meaning states that the meaning of any proposition consists in its designation as meaningful by some social group. The relation between propositions and their truth conditions is an ongoing achievement (work) of some social group. The truth conditions are situated, local, contingent, embodied, vague, and open. This is the approach taken by social institutions and it may be called truth by social agreement (see [7, 6, 5] ).
Item of Information An item of information is an interpretation of a configuration of signs for which members of some social group are accountable.
Meaning is an ongoing achievement of some social group; it takes work to interpret configurations of signs, and this work necessarily occurs in some particular context, including a particular time, place, and group. The meaning of an item of information consists of the relations of accountability that are attached to it in that context, and the narratives in which it is embedded.
The consequences of information tied to a particular, concrete situation and a particular social group are:
1. Situated. Information can only be understood in relation to the particular, concrete situation in which it actually occurs.
2. Local. Interpretations are constructed in some particular context, including a particular time, place, and group.
3. Emergent. Information can only be understood through the ongoing interactions among members of a group. These interactions involve negotiation and compromise.
4. Contingent. The interpretation of information depends on the current situation which may include the current interpretation of prior events.
5.
Embodied. Information is tied to bodies in particular physical situations, so that the particular way that bodies are embedded in as situation may be essential to some interpretations.
6.
Vague. Information is only elaborated to the degree that it is useful to do so; the rest is left grounded in tacit knowledge.
Open.
Information is open to revision in the light of further analysis and further events.
Groups, values, and information are coemergent, in the sense that each produces and sustains the other; values exist because they are shared and communicated by groups; and information exists because groups share values in a dynamic world. Figure 7 puts the social theory of information in the format used for the correspondence theory of truth. Since the mapping between the representing system and the represented system is dynamic in a number of dimensions, the mapping may be described as
• an optimization with respect to competing values/perspectives of the members of the group, or
• an infinite valued, non-monotonic, temporal logic as opposed to classical two valued Aristotelian logic.
The identifying characteristics of a social ethical information system are the following:
• A dynamic domain (the object world).
• A configuration of signs (a dynamic meta world). • A social group embedded in the dynamic domain which is responsible for maintaining a mapping from the meta world to the object world.
• The mapping often -involves contradictory positions that are separated in time and
-myths rooted in a historical events that persist in the face of objective counter evidence.
Design and Software Engineering
The full appreciation of a design depends on an understanding of the problem it solves and the economy of the solution.
Let C P be a potential client with a problem P , R R be a requirements engineer with a set of requirements R, D D be a design engineer with a design D, and P I be a programmer with an implementation I. What must hold for the four to agree that I solves the problem P ?
R |= P , I |= R I |= P design, implementation, and (destructive) testing 9 Literature grammar relationships metaphor and literary devices 10 Digression: Coherence theory A coherence theory of meaning states that the meaning (or truth) of any proposition consists in its coherence with some specified set of propositions. The relation between propositions and their truth conditions is coherence (consistency). The truth conditions of propositions consist in other propositions. There are two extreme positions, a statement is true if no contradictions occur when it is added to the set of propositions and a set of proposition is true if there is a proof that they are not contradictory. This is the approach is used in some forms of literary analysis and by the formalist school of mathematics and it may be called truth by coherence. An example of coherence is in narratives. Three types of coherence may be identified.
• Structural coherence -the parts of the story "hang together"
• Material coherence -fits with other stories
• Characterological coherence -believability of the characters Finite collections of statements expressed in some languages (typically propositional logics) have the finite model property which provides a means of determining if the set of statements is satisfiable (consistent). The finite model property actually permits the construction of a structure in which the statements are satisfied. However, we know from Gödel's incompleteness theorem that in general, it is impossible to prove the consistency of a consistent set (collection) of propositions from the set (collection) of propositions.
Exercises
1. For each of the following valuation functions, find a way to extend it to all formulas and show that your extension satisfies the models relation. 
Conclusions
This paper is a written illustration of the proposed methodology.
