Abstract. We prove an asymptotic formula for the shifted convolution of the divisor functions d k (n) and d(n) with k ≥ 4, which is uniform in the shift parameter and which has a power-saving error term, improving results obtained previously by Fouvry and Tenenbaum and, more recently, by Drappeau.
Introduction
The problem we are concerned with in this paper is the asymptotic evaluation of the following shifted convolution sums,
where h is a positive integer, and where d k (n) stands for the number of ways to write n as a product of k positive integers.
For k = 2, this is a classical problem also known as the binary additive divisor problem, and has been studied in the past decades by many authors. As an example, it is known that with P 2,h a quadratic polynomial depending on h, a result we have cited from Motohashi [12] , where a detailed account of the history of this problem is given as well. A similar formula holds in fact also for much larger h (the best result in this respect is due to Meurman [10] ). For k = 3, the author [14] proved that 2) with P 3,h a cubic polynomial depending on h. Both these results rely heavily on spectral methods coming from the theory of automorphic forms in order to obtain the stated error terms. Unfortunately, the methods used to prove (1.1) and (1.2) do not extend to D ± k (x, h) with k ≥ 4, the cases we want to focus on in this paper. Following work by Linnik [9] and Motohashi [11] , Fouvry and Tenenbaum [5] used the dispersion method to show that for each k ≥ 4 there exists δ k > 0, such that
with P k,1 a polynomial of degree k (see [6] for more on the history of this problem). In a recent preprint, Drappeau [4] refined their method and used spectral methods to get a power-saving in the error term -namely, he showed that there exists δ > 0, such that 4) with P k,h a polynomial of order k depending on h. Finally, we want to mention the work of Bykovskiȋ and Vinogradov [2] , where they state a result which is considerably better than (1.4). Unfortunately, their proposed proof is incomplete and does not seem to yield the error terms claimed in their paper 1 . Nevertheless, their initial approach turned out to be useful and led us, together with some new ingredients, to a proof of the following theorem, which improves on (1.3) and (1.4). where P k,h is a polynomial of degree k depending on h, and where the implicit constants depend on k and ε.
The analogous result for the sum weighted by a smooth function is as follows. 
where P k,h,w is a polynomial of degree k depending on w and h. The implicit constants depend on w, k and ε.
By θ we denote the bound in the Ramanujan-Petersson conjecture (see section 4.1 for a precise definition -in any case θ = 7 64 is admissible). Both our results can be shown to hold also for larger h, namely up to h ≪ x 1−ε , but for the cost of weaker error terms and with slight changes in the main terms due to the influence of the large shift parameter h. It seems possible to go even beyond this range, although we have not tried to do so here.
Before we set about to prove these results, we want to describe first in broad terms the approach followed in this paper. The most direct way to handle shifted convolutions like D ± k (x, h) is to open one of the divisor functions, and then try to evaluate the arising divisor sums over arithmetic progressions in some way. In contrast to the mentioned works [4] , [5] , [9] and [11] , we have chosen to open d k (n) -although this approach is more difficult from a combinatorial point of view as we have to deal with more variables, the main advantage is that it is much easier to handle d(n) over arithmetic progressions than d k (n) with k ≥ 4.
This way we arrive at sums of the form
where we can assume that the variables a 1 , . . . a k are supported in dyadic intervals a i ≍ A i . The most difficult case occurs when all the variables have small support, which in our case means A i ≪ x 1 4 +ε , since it is then not enough to just average over one or two of the variables to get an asymptotic formula. Here we follow the idea of Bykovskiȋ and Vinogradov [2] and insert the expected main term Φ 0 (b) for the sum
In particular, the step from (5.6) to (5.7) is not correct unless n 1 and n 2 are coprime, and it is unclear how their proposed treatment of S(n 1 , n 2 ) should work for general n 1 and n 2 . See also the comments after Lemma 2.1 for another problematic issue.
manually into (1.5), so that the latter can be written as
While the first sum will be part of the eventual main term, we need to find an upper bound for the second sum. To do so, we use the Cauchy-Schwarz inequality to bound it by
, which has the important effect that the variables a 2 , . . . , a k are now merged into one large variable b. After opening the square in the right factor, we are faced with three different sums, the most difficult of them being
At the heart of our method lies the evaluation of the inner sum on the right hand side, which can be seen as a variation of the binary additive divisor problem and which has been treated by the author in a separate paper [13] . We just want to mention the two main difficulties involved here: First, we need to evaluate this sum for very large a 1 andã 1 , namely at least up to the size of x 1 4 +ε , and the only way to do this with current techniques seems to be by using spectral methods. Second, while for coprime a 1 andã 1 this can be done in a fairly standard way, the problem gets much more difficult when (a 1 ,ã 1 ) > 1, and it is a non-trivial issue to employ spectral methods in this situation. 
We will look at the sum
and we will prove an asymptotic formula of the form
where the main term M (x) is given by 
where v 1 , . . . , v k are smooth and compactly supported functions satisfying
Our main results are three asymptotic estimates for Ψ v1,...,v k , which we state together in the following lemma.
Lemma 2.1. We have the asymptotic formula
where M v1 is a main term given by
and where we have the following bounds for the error term
The implicit constants depend only on k, the involved functions w, v 1 , . . . , v k and ε.
When A 1 is large enough that it makes sense to average over a 1 alone, we get the first bound (2.4), which is proven in Section 3. The proof essentially boils down to the evaluation of the following sums over arithmetic progressions modulo
for which we can get a non-trivial asymptotic formula as long as b ≪ x 2 3 −ε . Consequently, also the bound (2.4) is non-trivial only for A 1 ≫ x 1 3 +ε . A further gain in the error term can be achieved here by averaging over another variable a 2 , as shown in Section 4. The main ingredient is the Kuznetsov formula that enables us to exploit the cancellation between the Kloosterman sums that arise when the Voronoi summation formula is used to evaluate the sums above. The resulting bound (2.5) is useful when
The most difficult case occurs when none of the A i is particularly large. It is handled in Section 5, and the path we follow there is in some sense dual to the proof of the first bound: Instead of averaging over a 1 , we use the Cauchy-Schwarz inequality to merge the variables a 2 , . . . , a k to one large variable b, so that we can then evaluate the sum over this new variable asymptotically. As mentioned in the introduction, the main difficulty lies in the treatment of the sums
where a 1 andã 1 are of the size a 1 ,ã 1 ≍ A 1 . The asymptotic formula we have for these sums has, at best, a non-trivial error term as long as a 1 ,ã 1 ≪ x 1 3 −ε , and thus the resulting bound (2.6) is also non-trivial only for A 1 ≪ x 1 3 −ε . Note furthermore that this bound is useful only when A i ≫ x ε . Of course, the statement of Lemma 2.1 is symmetric in all the variables. The optimal strategy for given A 1 , . . . , A k would be to pick the A i , which is the largest and which is always at least as large as x 1 k , and then apply one of the bounds (2.4) or (2.6). This is essentially the path that Bykovskiȋ and Vinogradov [2] wanted to take. Unfortunately, this strategy does not go through, as there is a gap at A i ≍ x 1 3 where both methods fail to give a non-trivial result -in fact, in the worst case, if for example
there is no way to get a non-trivial result from these two bounds alone.
However, we still have another bound at our disposal. So, if there are two A i1 , A i2 ≫ x 1 k , at least one of the estimates (2.5) or (2.6) will always be sufficiently good to get a power saving at the end. If there is only one A i ≫ x 1 k , we can bridge the gap at A i ≍ x 1 3 by using the bound (2.6) with respect to one of the other A i . More specifically, set
and
If one of the A i is large enough so that A i ≫ X 1 , we use (2.4) to get the estimate
. .
If there are two
All in all this leads to (2.2).
2.2. The main term. We first describe how to split up the k-th divisor function so that we can conveniently evaluate the main term at the end. Let u 0 : R → [0, ∞) be a smooth and compactly supported function such that
We set
and define the sums
where j = (j 1 , . . . , j k ) is a k-tuple with elements in N = {0, 1, 2, 3, . . .}, so that our main sum can be split up as
Given a k-tuple j, there is at least one coordinate j i > 0, so that we can use Lemma 2.1 with respect to the corresponding variable a i . As it turns out, it does not matter which one we choose -but for the moment we will assume that we can take j 1 . We split dyadically all the occurring h 0 (ξ) in Ψ (j) (x), apply Lemma 2.1, and then sum everything up again, so that
where R (j) (x) is bounded by (2.2), and where
We use Mellin inversion to write this sum as
which means that
The sums running over a can be evaluated in the usual way using Mellin inversion and the residue theorem, leading to
where the functions H ji (s) are defined as
Note that this expression is independent of the variable chosen with respect to Lemma 2.1. At this point we sum all the functions H ji (s) with j i ≥ 1 together, so that
Next we move the line of integration to σ = 1 − ε, and use the residue theorem to extract a main term from the pole at s = 0. Because of
Re(s)
|s| ν for ν ≥ 0, and ζ(ε + it) ≪ |t|
we get that
where P k−1 is a polynomial of degree k − 1 depending on d and on h, and where
However, because we can assume that
and because we can move the line of integration to the right as far as we want, we have in fact R
All in all, the main term of Ψ(x) is given by
where P k,h is a polynomial of degree k depending on h. Since the error term here is smaller than (2.2), this proves the asymptotic evaluation claimed in (2.1).
Proof of (2.4)
We write (2.3) as
This divisor sum over an arithmetic progression can be treated using the Voronoi summation formula for the divisor function (see e.g. [14, Theorem 2.1]). In particular, we have
where ∆ δ (ξ) is the differential operator defined by
Note that supp f ≍ x and f (ν) (ξ) ≪ 1 (xΩ) ν for ν ≥ 0, and From (3.2) , it follows easily using Weil's bound to bound the Kloosterman sums and the recurrence relations for Bessel functions to bound the integral transforms, that
(see [1, Section 2] for a more detailed treatment). This formula holds uniformly in b, and eventually leads to
with M v1 given as in Lemma 2.1.
Proof of (2.5)
where
We will closely follow [14, Section 3] , where this type of sum is treated in more detail and where we will also borrow in large parts the notation. For the sum over b we can again make use of the formula (3.2), leading to
so that it remains to estimate R ± 2 (b). We change the summation over a 2 and d as follows,
A simple exercise using the recurrence relations for Bessel functions shows that we can cut the sum over m in R After furthermore dividing the support of m dyadically into intervals [M, 2M ], it is hence enough to consider the sums
4.1. The Kuznetsov formula and the large sieve inequalities. We want to treat the sums R ± 2a (M, c) by spectral methods, i.e. the Kuznetsov formula, and in order to do so we need to fix the notation first. For a background on the theory, we refer to [3] .
We will work over the Hecke congruence subgroup Γ := Γ 0 (q). Denote by M ℓ (Γ) the space of holomorphic cusp forms of weight ℓ with respect to Γ 0 (q), and by θ ℓ (q) its dimension. Let {f j,ℓ } j≤θ ℓ (q) be an orthonormal basis of M ℓ (Γ). Then the Fourier expansion of f j,ℓ around ∞ is given by
Let L 2 cusp (Γ\H) be the Hilbert space of cusp forms with respect to Γ 0 (q), and let {u j } j≥1 be an orthonormal basis of this space consisting of Maaß cusp forms with corresponding eigenvalues 1 4 − iκ j 1 4 + iκ j . We can assume that either iκ j > 0 or κ j ≥ 0, depending on whether u j is exceptional or not. Note that if u j is exceptional, we know by the work of Kim and Sarnak [7] that iκ j ≤ θ with θ = 7 64 (although it is conjectured that such exceptional u j do no exist, and that therefore θ = 0 should be admissible). The Fourier expansion of u j around ∞ is given by
Finally, for the Eisenstein series E c (z; s) (as defined in [3, (1.13)]), we have a Fourier expansion around ∞ given by
(2π|n|y)e(nx).
The Kuznetsov formula now reads as follows (see [3, Theorem 1] ). 
where the Bessel transforms are defined bŷ
We want to use this formula in order to estimate sums of Kloosterman sums, which means that we need to be able to bound the sums appearing on the spectral side. In this respect, the following lemma will turn out to be useful (see [14, Lemma 2.9] ).
Lemma 4.2. Let
where the implicit constants depend only on ε.
Another useful result are the following bounds, which are also known as the large sieve inequalities and are proven in [3, Theorem 2]. 
Finally, for the exceptional eigenvalues, we have the following lemma (see [14, Lemma 2.10]).
where the implicit constant depends only on ε.
An estimate for R
Going back to our sum, we bring it first into the right shape for the Kuznetsov formula. We definẽ
where h(m) is a smooth and compactly supported function such that
Moreover, we seperate the variable m by use of Fourier inversion. Set
Concerning the Bessel transforms of G ± λ (d) appearing in the Kuznetsov formula, we have the following bounds when
and the following when
where we have set
These estimates can be proven the same way as in [14, Lemma 3.1] . We will look only at R + 2a (M, c) in the case h > 0, since the treatment of the other cases can be done analogously. We use Theorem 4.1 to get
In Ξ 1a (M ) we use (4.2), Cauchy-Schwarz, and then bound the two arising factors with the help of Lemma 4.2 and Theorem 4.3, so that
Next, we split Ξ 1b (M ) into dyadic segments,
for which we get, in the same way as above, the bound
The estimate we get from this for Ξ 1b (M ) is the same as (4.5). Finally, by using the estimate (4.1) and Lemma 4.4, we get the following bound for Ξ 1c (M ),
All in all this leads to
In the other case, when
and then treat these sums in the same manner as shown above, the main differences being that we now have to use the bounds (4.3) and (4.4), and that the exceptional eigenvalues pose no problems here. As a result we get
The sums Ξ 2 (M ) and Ξ 3 (M ) can be handled in very much the same way, so we will refrain from giving the details. Eventually we get the bound
, which then immediately leads to (2.5).
Proof of (2.6)
We write
where Φ(b) is defined as in (3.1), and where
If B is too large, it does not make sense to evaluate the divisor sum over arithmetic progressions as in the sections before. Instead, we insert the main term from (3.2), namely
The main term of Ψ v1,...,v k is then given by the left-most sum -in fact,
where M v1 is defined as in Lemma 2.1. It remains to show that the remainder
is small, and as a first step we use Cauchy-Schwarz,
While the first factor can be estimated trivially,
the other factor needs more work. We write
In what follows, we will evaluate these sums and show that
2)
where M 0 is defined in (5.6). Hence 5.1. Evaluation of Σ 1 . We have
We use Mellin inversion to evaluate the sum over b, so that we can write
where σ > −1, and wherê
.
The Dirichlet series Z 1 (s) converges absolutely for Re(s) > −1, but it is not hard to find an analytic continuation up to Re(s) > −2, namely
We want to move the line of integration in (5.4) to σ = −2 + ε and use the residue theorem to extract a main term. Z 1 (s) has a pole at s = −1 with residue
=: C δ1,δ2 (h).
Furthermore, we have the bound .
We can now evaluate the sum over r using Mellin inversion in the same way as in the section before. We have for σ > 1, .
After moving the line of integration to σ = ε and using the residue theorem, we get
which then leads to
We complete the sum over d 1 again, and get eventually
The optimal value for D 1 is
which gives (5.2).
with R 0 ≪ A 1 some constant to be determined at the end. For the first sum we have r≍A1 |Σ 3a (r, r)| ≪ x 1+ε .
