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Abstract—Entertainment and interactivity possibilities in Digital 
Television (DTV) can be extended to support 3D technologies. In 
this paper is described an architecture based on a middleware for 
DTV that incorporates 3D technologies on the Brazilian 
standard. The integration strategies will be presented and 
compared with other studies in the literature. As case study, it 
will be presented a virtual environment to analyze the advantages 
and disadvantages of this integration. 
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I.  INTRODUCTION 
Recently, Brazil has defined its standard of Digital 
Television (DTV) called ISDB-Tb. The Brazilian standard is 
based on the Japanese standard (ISDB-T) but adds some 
features that are not provided by the ISDB-T, as the use of 
MPEG-4 standard for video compression. In the case of the 
ISDB-Tb, the software layer responsible for managing and 
executing of interactive applications is the middleware Ginga. 
The Ginga offers some innovations that other middleware 
standards for TV in the world do not. The multiple 
communication devices can be cited as an example of this type 
of innovation. 
Parallel to advances in the digitization of media and 
adoption of DTV standards in some countries, new models of 
interaction are emerging for DTV. For example, the 
incorporation of new technologies for building three-
dimensional applications in embedded systems. These 
technologies are sets of standards and API's (Application 
Programming Interface) that aim to support the construction of 
three-dimensional applications. Currently, these technologies 
are advancing in order to combat the high computational cost 
demanded by 3D applications. These advances allow the use 
of such techniques within a DTV environment providing a 
new set of possibilities and ideas with regard to interactivity 
[1]. 
Virtual Reality (VR) is an area that combines computers, 
physics, graphics, electronics, cognition and many other 
concepts. A VR system is a real-time application which goal is 
to produce realistic applications to explore human senses [2]. 
The senses more explored are the vision, audition and touch, 
but recently have been developed technology to explore the 
smell and taste senses [3]. The integration of 3D technologies 
to DTV allows the adaptation of VR environments to this type 
of platform, expanding the number of possibilities for the 
development of applications in DTV environments. On the 
other hand, the use of TV for the execution of virtual 
environments allows access to these applications by users of 
TV, which represent a large part of the Brazilian populace. 
This paper discusses the incorporation of 3D technologies 
to the Brazilian middleware Ginga by the Ginga3D. In this 
sense, will be presented the strategies adopted for the 
incorporation of 3D in TV standard as well as the advantages 
of using such technologies in DTV environments. This work 
also analyzes the development of a virtual environment based 
on the integration strategies in order to validate the extended 
architecture of middleware. 
II. BENEFITS OF 3D ON DTV 
The establishment of the Digital TV standard in Brazil has 
as one of its goals the reduction of social inequalities by 
providing access to information. The development of new 
platforms to promote the e-learning, for example, is one of the 
main areas of interest of Brazilian government [4]. In this 
sense, the integration of 3D technologies to Brazilian standard 
can be seen as a relevant factor, since such technologies can be 
used as powerful tools for the design and development of 
applications for social purposes. Virtual environments for 
collaboration activities, educational games and systems to 
support innovative ways of visualization are solutions that 
could use these technologies to offer more intuitive ways to 
interact with the user. 
Another important feature in the Brazilian standard is the 
transmission and presentation of content in the LIBRAS 
(Brazilian Sign Language) format. The transmission of content 
in this language provides the accessibility of TV programs to 
the deaf. The presentation of such content to the viewer has 
not yet been defined. One of the candidates to solve this 
problem is the use of 3D avatars to interpret the signals sent by 
the broadcasters. Thus, systems for the presentation of content 
in LIBRAS can be supported by the incorporation of 3D 
systems to middleware.  
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Digital convergence is the term used to describe the 
tendency to use the same technology infrastructure in order to 
provide services that previously required different 
communication channels and patterns. This trend shows up as 
another motivating factor, since digital TV is one of the 
candidates to participate in this convergence as one of modern 
communication technologies. The importance that is given 
today to 3D technologies in various fields, as well as its use as 
a tool that extends the capability of individuals to interact with 
applications, coupled with the convergence trend that modern 
technologies are inserted and the need that DTV has to expand 
and explore their potential with regard to the means of 
interacting with the user, are the main motivating factors that 
lead us to realize the immediate need of integrating such 
technologies. 
III. DIGITAL TV 
A basic system of DTV is composed by a broadcast station, 
a physical medium over which the signal is transmitted, which 
can be air driven or physical medium driven (coaxial cable, 
optical fiber, etc.), and a receptor responsible for receive the 
broadcast signal, decode it and display it. As the transmission 
is made through a stream of bits, it is possible to transmit a 
large amount of information multiplexed in comparison to the 
analog system [5]. Due to this feature, the DTV systems tend 
to adopt standards for video coding that supports higher 
resolution than those available in standard analog TV, as well 
as standards for audio encoding for supporting a large number 
of channels. 
A Digital transmission enables the sent of multiple formats 
simultaneously, so that the content can be transmitted at 
different resolutions for different devices. This feature is what 
also allows the transmission of data streams such as 
information systems and interactive applications. Therefore, it 
is necessary to establish standards that regulate the entire 
process of capture, compression, modulation and transmission 
of video signals, and all physical interfaces among the 
equipments involved in the process. This is done by defining a 
set of standards, one for each of the components that make up 
a digital television system [6]. 
Currently, there are four global standards for digital 
television systems. These standards differ on the diversity of 
technological solutions that can be adopted [6]. The global 
standards are: ATSC (Advanced Television System 
Committee) (American standard), DVB (Digital Video 
Broadcasting) (European standard), ISDB (Integrated Services 
Digital Broadcasting) (Japanese standard) and ISDB-Tb 
(Brazilian standard). 
The Brazilian standard for DTV uses the Japanese 
transmission scheme. The programs are broadcasted in two 
formats: high definition (HDTV) for home reception and low 
definition (LDTV) for mobile devices. In the video coding 
layer is used MPEG-4 Video (H.264), the audio coding layer 
uses MPEG-4 AAC (Advanced Audio Coding). At the 
transport layer for audio, video and data is used the MPEG-4 
TS (Transport Stream) [7]. 
An important contribution provided by the adoption of a 
standard for DTV, is the possibility of transmission and 
presentation of interactive content [8]. This interactive content 
is nothing else than a software that will run over the 
middleware embedded in STBs (set top boxes). In this context, 
that software or interactive applications have some special 
characteristics if compared to conventional applications. These 
differences are related to the target public of this application as 
well as their lifetime [9]. Other features that highlight them are 
the fact that they require an infrastructure of transmission and 
a business model, this last not yet fully defined. 
A. Middleware Ginga 
Middleware is an intermediate layer of software between 
the application code and operating system or hardware 
platform [10]. A middleware for DTV can incorporate the 
necessary resources to support the execution of interactive 
applications. Thus, it is composed by an execution machine 
for the programming languages, supported by the DTV 
standard and libraries, that enables the development using 
these languages. 
Ginga is the standard middleware of the Brazilian Digital 
Television system. It is responsible for supporting the 
declarative and imperative applications and it's compatible 
with the international definitions of the ITU (International 
Communication Union) [11]. One feature that differentiates 
the Ginga from other existing middleware is the fact that it 
was designed to attend certain social aspects of the Brazilian 
society. When the Brazilian government began the research 
for the development of Ginga in 2004, they set some 
requirements based on features of the Brazilian social context. 
Innovative features founded at Ginga were developed for 
enable the creation of advanced applications that seek to 
explore the integration with other technologies in order to 
facilitate information access to the entire population. These 
features are included in innovation API of the middleware. 
Ginga is the result of several years of research in the area of 
middleware for DTV. The specification was based on two 
surveys related to specification of environments for DTV: the 
MAESTRO [12] and FlexTV [13]. The first one focused on a 
declarative environment and the second one focused on an 
imperative environment. Fig. 1 shows the architecture of the 
middleware Ginga. 
The Ginga Common Core is the layer of Ginga responsible 
for providing support in low-level to API's in declarative and 
imperative environments. It consists on a set of components 
built using the features of specific hardware. Some of the 
components that are present in this layer are the audio and 
video decoders, tuners and libraries for access information 
system of the data stream transported using MPEG-2 system. 
The Ginga-NCL [14] is the declarative environment of 
middleware Ginga. The language in this environment is the 
NCL (Nested Context Language) [15], a language for 
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description and synchronization of media. The Ginga-NCL is 
composed by formatters of NCL content, which are the 
mechanisms responsible for decoding the NCL documents. 
Other components present in this layer are based on XHTML, 
including Cascading Style Sheets (CSS) and an interpreter for 
ECMAScript [16]. Finally, this layer still has a virtual 
machine to the scripting language Lua. 
Figure 1.  Architecture of the middleware Ginga. 
The Ginga-J [17] is the imperative environment of 
middleware Ginga. The language used in this environment is 
Java. This environment consists on a set of Java APIs that 
enable the development of applications for DTV. Basically, 
the APIs that compose the Ginga-J are: the Service 
Information API of ISDB (ARIB B.23), the Java DTV 
specification, JMF API 2.1 and APIs to specific services, as it 
is possible see in Fig. 2. 
Figure 2.  Ginga-J specification. 
An innovation of middleware Ginga is the ability to interact 
with multiple devices. Other standards only provide user 
interaction using the TV remote control. The Ginga, however, 
provides the use of mobile devices to interact with 
applications. It allows multiple users to interact 
simultaneously with such applications. Thus, Ginga extends 
environments where only one user can interact to 
environments where many users can interact with the same 
application [18]. 
IV. 3D TECHNOLOGIES 
The use of graphics systems gives the most natural way to 
communicate with computer systems, since the human 
capacity of recognize 2D and 3D patterns allows us to 
perceive and interpret image data quickly and efficiently [19]. 
Over the years several researches in computer graphics have 
been working to offer a several techniques and devices to 
allow interaction with 3D applications in real-time [20][21]. 
Parallel to the emergence of these techniques, a series of tools 
and APIs that enable the development of three-dimensional 
systems have been developed [22]. This set of techniques, 
tools and graphics APIs is called 3D technologies. 
According to [19] two factors that, over time, contributed to 
the emergence and growth of 3D technologies were: 
• The development of integrated circuit technology that 
allowed cheaper prices and the consequent popularity 
of the machines. 
• The popularization of certain applications 
(spreadsheets, text editors, graphic editors, image 
processors, databases, etc.) resulted in the 
popularization of these technologies. 
Advances in research related to 3D technologies have 
boosted the area of computer graphics through the design of 
tools for rapid and economic development of graphics 
systems. Currently, there are almost no areas where it is not 
possible imagine any beneficial use of such technology. 
Several areas such as virtual reality, data visualization, 
education, training, entertainment, etc. are benefited [23]. 
Nowadays, another area where this type of technology is 
being used is the Web. The Web 3D Consortium is an 
initiative for the development of 3D technologies that support 
the creation and access to 3D environments through the 
Internet in a practical and fast way. The use of these 
technologies is intended to integrate a range of services over 
the network, offering support and access to any user who 
wishes to navigate. An initiative that is growing is the X3D 
Earth, a project based on X3D (eXtensible 3D) technology 
[24] which aims to create a collaborative virtual community, 
enabling each user to integrate its own services in this system 
and collaborate to build this virtual environment. 
Nowadays, there are a number of 3D APIs which depend 
mostly on the platform for which they were developed. These 
APIs were designed for the development of applications 
implementing 3D computer graphics techniques widely used 
in industry. Some examples are OpenGL and Java 3D 
specified for development in PC and Workstations. Other 
examples are the OpenGL ES and M3G developed with the 
aim of supporting the development of 3D applications in 
embedded systems. 
In addition to graphics APIs already mentioned, there are 
other technologies that allow the specification of three-
dimensional environments and enable developers to program 
modes to interact with these environments. The standards for 
describing 3D scenes are an example and use syntax to 
describe three-dimensional objects properties, as their position 
in the scene, material properties and behavior. Most of them 
need a browser capable to interpret the description files, 
graphically render the environment and perform pre-defined 
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events. Examples of such technologies are the VRML (Virtual 
Reality Modeling Language) and X3D. 
V. 3D TECHNOLOGIES ON DTV 
Although there are some improvements over the support of 
3D applications on mobile devices, this is not a fact in the 
Digital TV scenario. Researches related to the support of 3D 
content for DTV are in an initial phase and there are few 
works that aim to analyze the potential of integrating these two 
technologies. This integration, as well as the use of Artificial 
Intelligence [25] and Virtual Reality, may contribute to the 
evolution of the concept of interactive content [26].  
Some related works are already emerging in this area. 
Specific goals, such as the development of prospective 
applications, are approached in [27] [28]. Other investigation 
looks for a way to provide support to the transport, processing 
and presentation of 3D graphics [29]. The solution discussed 
in [26] provides a platform to intelligent interaction within an 
environment of DTV. In this work is discussed the use of a 3D 
virtual avatar to help the interaction between the user and TV. 
Although the focus of the work is the intelligent service, the 
author also discusses the advantages of using the 3D virtual 
avatar [26]. 
Other studies use the MPEG-4 standard to describe three-
dimensional scenes. This is possible because the MPEG-4 
standard defines a set of tools for building graphical content 
using a language for synchronizing media: the BIFS (Binary 
Format for Scene) [30]. The work of Pulles and Sasno (2004) 
uses the MPEG-4 as a strategy for integrating 3D graphics 
with TV [31]. The authors demonstrate how the MHP standard 
can be used, in conjunction with the MPEG-4, to provide more 
complex interactive content. There are other projects that 
focus on the use of MPEG-4 for the generation of more 
complex interactive content [32] [33]. 
The integration of 3D technologies on Digital Television 
through the extension of existing standards of middleware to 
support the development and implementation of three-
dimensional applications is also the focus of researches. This 
strategy intends to allow user to execute 3D applications on 
TV. Through this integration, new possibilities of interactive 
applications arise in several areas. The work of Cesar (2005) 
[34] analyzes this strategy in terms of a new level of 
interactivity within the TV environment. The author also 
proposes an architecture platform for implementing these 
applications, based on standard European Digital TV, the 
UBIKA [35]. 
The UBIK was developed based on studies about extension 
of middleware to TV in order to provide support for execution 
of three-dimensional application on set top box. The author 
proposed a platform that included a graphics API for 
development of the applications, and native support for 
implementation of these applications. The UBIK used the 
OpenGL API for building applications. In the native layer 
SDL is used to manage the context of applications and 
DirectFB to display the scene due to the user. One of the goals 
of UBIK was to assess the requirements needed to generate 3D 
scenes in a TV environment. The author examined memory 
and processing resources required to run the environment and 
compared the results with existing devices. 
VI. INCORPORATING 3D TECHNOLOGIES TO GINGA 
As it was described in the last section, the support for 3D 
technologies in a Digital Television environment expands the 
range of possibilities for entertainment, interactivity and, as 
result, new business. In the context of the Brazilian DTV these 
technologies can assist the government and the private sector 
to achieve the goals set by the SBTVD (Brazilian System 
Digital Television) in our country. In terms of government, 
such technologies can support the construction of virtual 
environments that help in t-learning, cultural development and 
dissemination of information in a more attractive way. Within 
the private sector, the areas that could obtain significantly 
gains with these technologies are the gaming market and 
derivatives. Another factor that could be exploited by both 
initiatives (public and private) is the convergence of 
technologies, through the construction and adaptation of 
virtual platforms to offer multiple ways of access. 
As previously presented, the Ginga is composed by a 
presentation engine (Ginga-NCL) and an execution engine 
(Ginga-J). These two modules of the middleware enable to run 
applications based on two different paradigms of design and 
application development. The Ginga-NCL uses a declarative 
language and the Ginga-J uses a imperative language. So, 
supporting 3D systems in the Brazilian middleware means 
finding ways to support the design and development of 3D 
applications based on one of these two paradigms, or even 
both. But the use of declarative and imperative languages has 
their strengths and difficulties. 
The Ginga-J uses the Java programming language and its 
specific APIs for TV application development. To the 
adoption of an integration strategy that included the execution 
engine, the 3D API should be based on that language. In terms 
of development, the Java language is easy to learn and 
widespread in the communities of developers. Additionally, 
applications developed in the Ginga-J facilitate the use of 
business layer, useful to games and other interactive 
applications. Another interesting feature is related to the 
support of graphics APIs for the development of application. 
There are already libraries written in Java for embedded 
systems, for example, the graphics APIs for mobile devices. 
This is an advantage, since it is possible to adapt them to 
execute 3D content on TV. One negative factor related to the 
use of Java is the synchronization of media. At this point the 
language does not provide robust resources to develop 
applications with the focus on description and synchronization 
of multiple media 
The Ginga-NCL uses language NCL (Nested Context 
Language), whose main characteristic is the mechanisms for 
synchronization of multiple media. This feature would allow 
the presentation of 3D objects synchronized to video stream 
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broadcasting or to other objects of media that eventually are 
being presented. The use of language NCL also facilitates the 
presentation of three-dimensional environments based on 
description languages, such as X3D and VRML. 3D 
applications built in this context would have a focus on the 
presentation of graphical content. In addition, a minimum of 
interactivity would be also possible. On the other hand, NCL 
has no native support for description and synchronization of 
3D media. Another problem of Ginga-NCL is related to 
building applications with a business layer more robust, since 
the NCL language does not allow a simplified way to 
incorporate business logic to its applications. 
Based on the analysis of the advantages and disadvantages 
of both environments, a hybrid approach was chosen. The 
integration and/or adaptation of 3D APIs in both environments 
(imperative and declarative) was proposed. This strategy 
provides flexibility for developers of 3D applications that can 
use the benefits of each environment based on the type of 
interactive application that they want to develop. Basically, 
applications that need more advanced controls for 
synchronization between media can be developed in the 
declarative environment (NCL language). Moreover, 
applications with focus on the business layer and requiring 
only basic mechanisms of synchronization can be developed in 
the context of imperative environmental (Java language). 
A. Ginga3D – Extending the Ginga Middleware 
The Brazilian Digital TV does not support implementation 
of 3D applications in its standard, preventing the development, 
execution and marketing of these applications. Currently, the 
Brazilian standard for DTV is not completed, especially the 
sections that discuss interactivity and supported APIs. Thus, it 
is possible to suggest the expansion of the standard to enable 
support for 3D applications by extending the architecture of 
middleware Ginga. The architecture of Ginga specifies that all 
basic services must be provided by the common core (Ginga 
Common Core) that makes the interface with the operating 
system. The layers above the common core use the services 
provided by it to perform their tasks. Following this 
methodology, the support for 3D applications in the upper 
layers depends on this support in the common core. After that, 
it is possible adopt one of the strategies for developing 
applications that can be based on execution engine (imperative 
language), presentation engine (declarative language), or both 
In order to extend the current architecture of Ginga, it was 
proposed a specification that incorporates modules that can 
enable the implementation development and execution of 
three-dimensional applications. This extension is called 
Ginga3D. Its main goal is to offer the ability to execute 3D 
applications in a DTV environment and integrate graphics 
APIs and players to three-dimensional media objects, enabling 
the development of these applications. Thus, Ginga3D is an 
expanded architecture that extends the middleware Ginga in 
order to provide 3D support to Ginga-J and Ginga-NCL. As 
discussed in section 5.1, each of the paradigms used by these 
two modules have features that favor or limit its use and an 
architecture that offers support for 3D systems in both 
environments provides the flexibility to choice the technology 
to use. This flexibility is a factor that differentiates this work 
from related works presented. Other factor is that this strategy 
enables the use of the declarative environment for the 
specification of 3D media. This is another important 
contribution of the present work, since a previous one [34] use 
only of the imperative environment. 
Basically Ginga3D acts in different layers of middleware 
providing the necessary abstraction for both: the user 
developer of applications and the user that will use the 
applications. In Ginga Common Core layer, for example, it is 
located a native module, called Native3D, responsible for 
rendering objects and graphic scenes (see Fig. 3). It also 
integrates the modules of the upper layers and provides a well-
defined way for information transaction between the layers 
used for graphic rendering and event handling. Native3D is 
composed by a sub-module called ContextManager and media 
players (defined in another sub-module called Renderer). 
 
Figure 3.  Native3D module in Ginga Common Core to support 3D 
applications. 
The sub-module Renderer (see Fig. 4) encapsulates native 
renderers such as browsers or media players. This sub-module 
aims to provide an access point to the APIs in high level (NCL 
and Java) so they can access their native implementations. The 
Renderer generates three-dimensional scenes using native 
APIs like OpenGL, Direct3D, SDL, etc. The functionalities of 
these APIs are accessed through a common point that would 
be the sub-module ContextManager. For 3D media players 
necessary to NCL, the Renderer provides access to 
implementations of browsers that will render the virtual 
environment described by languages such as X3D and VRML. 
The 3D player (NCL3DPlayer) is located in the 
intermediate layer of the presentation engine and is executed 
when 3D media objects are described in NCL documents (see 
Fig. 5). This player is compliant with the Brazilian standard 
for DTV that defines the use of players for the execution of 
media described by the language NCL [36]. This module 
should allow multiple types of exhibitors, so that there would 
be a unique access to these exhibitors through adapters. The 
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NCL formatter uses this player to perform calls that are 
defined in the standard (start, stop, resume, etc.). These calls 
should be consistently mapped to exhibitors allowing 
interpreting each of the specific commands. 
 
Figure 4.  Sub-module renderer and others components of Native3D module. 
 
Figure 5.  Incorporating a player to 3D media and extending NCL language 
to support 3D nodes. 
A problem related to the use of 3D media within the Ginga-
NCL is the fact that NCL language does not have descriptors 
to this type of media. So, it is impossible to include references 
to X3D documents in a NCL document, for example. 
Fortunately, this problem can be partially solved because the 
NCL model allows expansion of their language to include 
other types of media descriptors. Through the specification of 
new descriptors for 3D media and determination of the 
temporal relationship it is possible to write NCL documents 
that include 3D nodes. 
At the Ginga-J it was proposed the use of some widely used 
3D API with a focus on embedded systems such as the 
OpenGL ES or M3G. The OpenGL ES graphics API was 
chosen to integrate the Ginga-J, since it is a robust standard 
designed for use in embedded systems. The use of OpenGL 
ES also allow to incorporate graphics cards that implement the 
OpenGL ES standard within set top boxes. The Ginga-J 
incorporates to its set of libraries the API JSR 239, the java 
bind to OpenGL ES. However, changes were not necessary in 
the OpenGL ES specification, since it has mechanisms to deal 
with various window systems through EGL (Embedded-
System Graphics Library) interface. In terms of event 
handling, there are already others libraries in Ginga-J to this 
purpose.  
Figure 6.  Inclusion of JSR 239 (Java Bind for OpenGL ES) in  Ginga-J. 
Based on the architecture of the Ginga, the JSR-239 was 
incorporated into the set of libraries that are part of the Ginga-
J. It runs on a middle layer where it is located the JVM (Java 
Virtual Machine) responsible for running and managing Java 
applications (see Fig. 6). Below this layer is the Ginga 
common Core and the native3D module that is invoked by the 
native implementation of JSR 239 to render the graphic 
scenes. 
B. Practical Model 
In order to validate the architecture designed to Ginga3D a 
practical model was developed. This practical model 
implements the proposed functionalities.. In this sense, it was 
used a reference implementation of Brazilian middleware. The 
software, called OpenGinga, is an open source implementation 
developed by researchers in the field of Digital TV. This fact 
facilitated the access to source code and specification of the 
system, enabling their study and expansion. 
The practical model extends the original modules related to 
the generation of graphics and processing of user events. 
Besides, it includes the innovations proposed by Ginga3D to 
OpenGinga. The execution environment of OpenGinga 
provides the management and execution of interactive 
applications, facilitating the creation of testing applications for 
the Ginga3D. In order to validate the system it was developed 
interactive 3D applications and performance tests were 
executed. 
C. Case Study: Developing 3D Virtual Environments 
It was developed a simplified virtual environment using 
OpenGL ES in Java (JSR-239) and rebuild the same 
environment using NCL with X3D/VRML (see Fig. 7). These 
prototypes were important for analyze certain aspects related 
to the development of 3D applications in both environments 
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(imperative and declarative). It was used the same application, 
so that development process was evaluated on basis of the 
same requirements. In terms of development were observed 
the techniques for texturing, collision and event handling, 
among others. 
In terms of architecture the application developed based on 
Ginga-J (imperative environment) runs on a native 
implementation of the OpenGL ES API, accessing the features 
of this native API directly. The application developed with 
X3D was performed on a simplified X3D browser partially 
compliant with X3D Interactive Profile specification - Annex 
C. This browser was implemented on a standard 3D API such 
as OpenGL. 
Figure 7.  3D environment developed using OpenGL ES (left) and X3D 
(right). 
The use of browsers avoids the implementation of 
importers to 3D meshes. However, when using a low level 
API, like OpenGL ES, the developers need to incorporate, by 
implementing or using other library, those importers to their 
applications. The browsers also avoid the need to know deeply 
about computer graphics techniques. Furthermore, the use of 
low level APIs allow the construction of customized 
application using more sophisticated techniques that would not 
support. 
Table 1 shows a comparison between features supported by 
a graphics API in Java and the language NCL with X3D using 
a specific browser for rendering. The development of 
applications using a description language such as X3D or 
VRML is faster. This is due to the fact that browsers abstract 
much of the complexity of the computer graphics techniques 
that are used in these applications. As result, the application 
development using X3D in the simulated Ginga-NCL 
environment was 3 times faster than the one developed using a 
graphics API that could be integrated in the Ginga-J. 
However, as shown in the Table 1, the use of a graphic library 
allows greater flexibility in the development of 3D 
applications since it is possible to choose the techniques of 
computer graphics to be used. At this point, applications 
developed with technologies that rely on a browser are 
restricted to the standard on which it is defined. It was possible 
to observe that each environment can offer specific benefits 
depending on the requirements that each application has. Thus, 
the inclusion of 3D technologies for both environments 
provides a more flexible approach, leaving developers free to 
choose the application environment. 
TABLE I.  COMPARISON BETWEEN THE OPENGL ES API IN JAVA AND NCL 
WITH X3D. 
Characteristic Ginga-J (Java) JSR 239 
Ginga-NCL 
(NCL+X3D) 
Collision 
Handling 
Implemented by the 
developer – 
customizable 
Supported in the 
browser - 
Predefined 
Event Handling 
Implemented by the 
developer -  
customizable 
Supported in the 
browser -  
predefined 
Texturing Implemented by the developer 
Supported in the 
browser 
Lighting 
Techniques Fully supported 
Partially 
supported 
Robust 
techniques 
(Ray trace, Fog, 
Bump Mapping, 
etc) 
Partially or not 
supported 
Partially or not 
supported 
Time to develop ~3 days ~1 day 
 
VII. RESULTS 
In order to test the developed components have been built 
some interactive 3D applications for the Ginga-J and the 
Ginga-NCL. Applications for the Ginga-J explore the set of 
functions contained in the JSR 239 library for the purpose of 
validating the implementation of this API on the Native3D 
component. Applications developed to Ginga-NCL 
environment assess the functionality implemented by the 3D 
player for X3D documents. For this, it was developed two 
environments that offer the possibility of navigation and use 
X3D nodes that were incorporated into the X3D browser also 
developed in this work. 
One of the applications developed using the OpenGL ES 
API is a simplified animation with three cubes that perform a 
random motion within the three-dimensional environment (see 
Fig. 8). The application is built in a graphics area over the 
video surface, in accordance with the scheme of overlapping 
surfaces defined by Brazilian standards. For this example were 
used some of the functions responsible for processing the 
lighting model, textures and application of material properties 
on the graphical objects. It was also tested the functions for 
manipulating OpenGL transformation matrices as well as 
functions to generate projections. The application runs with a 
frame rate about 146 fps (frames per second). 
The applications developed to the Ginga-NCL environment 
focused on the presentation of 3D objects using the media 
player built on the X3D browser. The main goal was to 
evaluate the 3D interface of the player and their behavior 
when asked a certain action (play, pause, resume and destroy). 
One of the applications developed for this environment used 
an X3D document that describes a small virtual environment. 
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This document displays a Chinese temple surrounded by a 
wooden fence (Fig. 9).  
 
Figure 8.  JSR 239 application running on middleware Ginga. 
 
Figure 9.  A NCL + X3D application running on the middleware Ginga. 
In this paper we have used all nodes implemented by X3D 
browser. The appearance of the environment was described 
using the Material node, the objects were described using the 
IndexFaceSetObject node. The temple was divided into 
smaller environments, which were integrated in the same 
scene using the X3D inline node. Other nodes for application 
of texture, addition of predefined objects and multiple points 
of light were also used. In this application the frame rate 
observed was around 58 fps.  
A. Performance Analysis 
In order to analyze the performance of OpenGinga after 
inclusion of the components of Ginga3D some tests were 
performed. These tests were carried out to analyze certain 
aspects such as frame rate of 3D scenes, memory consumption 
and CPU usage. The first test evaluated the refresh rate of an 
application by varying the number of primitives that formed 
the scene. In both environments, the refresh rate refers to the 
number of frames generated in one second. Fig. 10 shows the 
variation of the refresh rate for each environment according to 
the variation in the number of primitives. 
In both environments a small number of primitive exhibit 
high refresh rates. The X3D browser displays frame rates 
higher than the JSR 239. This is due to the need of execute 
Java application on a Java Virtual Machine (JVM). When the 
number of primitives increases, both environments decline in 
performance. Another fact is that as the number of primitives 
increases the Java application gain in performance if compared 
to X3D browser, but for very high values both have similar 
performance. Up to 20,000 primitive both environments have 
acceptable frame rates of approximately 30 fps. 
 
Figure 10.  Variation of frame rate for each environment according to the 
variation of graphical primitives. 
 
A comparative chart for the CPU usage (%) is observed in 
Fig 11. The chart shows the values of CPU usage for the basic 
services of Ginga, the JSR 239 and X3D browser. Basic 
services of Ginga, as video decoding, information system and 
tuner use about 75% of CPU to perform their basic tasks. 
Within these services the video decoder is the most critical. 
On Ginga3D services, when the X3D browser is invoked, the 
CPU usage is about 83%, since the rendering engine and event 
handle is activated by browser. When a Java application is 
executed CPU usage is about 87%. In fact, both environments 
use the same native component for rendering the scenes. What 
differentiates them is the need of JSR 239 API invoke a 
Virtual Machine and use JNI (Java Native Interfaces) JNI to 
access the functionality of the Native3D component while the 
X3D browser does this natively. 
Figure 11.  CPU usage for Ginga specific services. 
Another aspect evaluated was the memory consumption of 
basic services of middleware and the services offered by 
Ginga3D (see Fig 12). The basic services of Ginga consume 
about 60 Mb of memory to perform their tasks. In case of X3D 
browser, when running a simple environment, the memory 
consumption raise to 68.17 Mb. In case of Java this 
consumption increases to approximately 74.3 Mb The reason 
for this as in other cases is due to use of virtual machine for 
running 3D applications. 
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Figure 12.  Memory consumption for Ginga specific services. 
VIII. CONCLUSIONS 
The digitization of media acted directly on the delivery 
chain of TV productions. This digitization enables the 
convergence of applications that are transmitted digitally by 
broadcasting and Internet services in interactive multimedia 
services. This convergence associated to TV audience allows 
these interactive services to reach a significant portion of the 
population. Some examples of these new services are 
personalized news, program guides, interactive games and 
applications previously available only in Internet services such 
as e-mail, home banking, home-shopping and e-learning. 
The reducing of computational cost of certain graphics 
APIs and the upgrade of the graphics hardware for embedded 
systems contribute to integrate 3D systems into devices with 
low processing power. These factors allow the use of 
techniques for generating 3D scenes in a DTV environment, 
providing a set of new possibilities and ideas with regard to 
interactive applications.  
In this sense, it was presented the Ginga3D, an architecture 
based on middleware Ginga. Its goal is to extend the Ginga to 
enable the development and implementation of three-
dimensional applications in a DTV environment. The 
Ginga3D explores the possibilities of using the imperative and 
declarative environment of middleware to support such 
applications. As the main difference to other related works, the 
Ginga3D aims to offer a flexible environment for developing 
and running applications, so the developer can choose the 
benefits from the imperative or declarative environment. In 
this context, another difference of this work is the support to 
description and synchronization of 3D media through NCL 
language. 
In order to analyze the characteristics of imperative and 
declarative environment was built a virtual environment using 
the two strategies. The advantages and disadvantages of each 
environment were analyzed. Based on this it was concluded 
that an integration strategy that incorporates the Ginga-J and 
Ginga-NCL could offer flexibility to developers of three-
dimensional applications. 
Nowadays, the specification of Ginga3D is completed. 
Additionally, all components were specified and most of the 
requirements were finished. Currently, the reference 
implementation is being concluded to validate the 
requirements in a real environment. The environment used for 
testing the reference model use the description of a high-end 
interactive profile given by Cesar (2005) [34] to execute 3D 
applications in a DTV environment. In this sense, it is 
coherent to believe that in the next years, with the decreasing 
prices of technologies for embedded systems, new set top 
boxes with more sophisticated hardware requirements will be 
available and, consequently, will facilitate the implementation 
of more robust 3D applications. 
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