Introduction
One of the main goals of viral evolutionary genetics is to understand to what extent natural selection -as opposed to mutation and random genetic drift -determines the genetic variability and evolution of viruses. Various methods of gene sequence analysis have been developed to detect and measure natural selection, the most popular of which can be categorised as either dn/ds-based methods (e.g. Nei and Gojobori, 1986) or methods based on site-frequency summary statistics (e.g. Tajima, 1989; McDonald and Kreitman, 1991a) . The former calculate the ratio of non-synonymous to synonymous genetic changes, which is typically denoted dn/ds or v. A ratio greater than one indicates the action of positive selection, while a ratio of less than one can indicate purifying selection. In contrast, summary statistic methods depend on the frequency at which polymorphisms are found in a sample of sequences. These statistics may be computed from within-species polymorphisms (Tajima, 1989) or from both polymorphisms and among-species fixations (McDonald and Kreitman, 1991a) .
Currently, most studies of viral genetic data use phylogenetic dn/ds methods as a means to detect selection (e.g. Yang, 2007; Pond and Frost, 2005) , which are based on statistical models of codon evolution (Goldman and Yang, 1994; Yang et al., 2000) . Examples of this approach are too numerous to list here, but one of the most influential was Nielsen and Yang's (1998) investigation of positive selection in the HIV-1 env gene. Phylogenetic dn/ds methods do not require users to make specific assumptions about the sampled population and can therefore provide robust evidence for the directionality of selection. In addition, simulations show dn/ ds methods to have good statistical power under models of both positive and negative selection (Zhai et al., 2009) , although in practice such methods are likely more powerful in detecting recurrent or reciprocal selection than single, historical selective sweeps (Pybus and Shapiro, 2009 ). However, the interpretation of dn/ds can be potentially misleading when recombination has been operating (Wilson and McVean, 2006) and the application of phylogenetic dn/ds methods to within-population data sets has recently been criticised (Kryazhimskiy and Plotkin, 2008) . Crucially, phylogenetic dn/ds methods can be time consuming or impractical to compute on large data sets. Recent developments in sequencing technology (Margulies et al., 2005) will make commonplace the publication of data sets containing hundreds or thousands of complete viral genomes, and therefore it is sensible to investigate the potential utility of alternative methods.
Site-frequency summary statistics, such as Tajima's D (Tajima, 1989) have occasionally been used to analyse viral data sets. For example, Edwards et al. (2006) , and Shriner et al. (2004a,b) applied versions of Tajima's D to HIV-1 and Tsompana et al. (2005) employed the test on the Tomato spotted wilt virus. In addition, tests that consider patterns of both polymorphism and divergence, notably the McDonald Kreitman (MK) test, have been applied to the Bovine immunodeficiency virus (Cooper et al., 1999) , beak and feather disease virus (Ritchie et al., 2003) and North American Powassan virus (Ebel et al., 2001) . Most pertinent to virus evolution, Williamson (2003) demonstrated that the MK test can be applied to ''seriallysampled'' sequences that are obtained from the same population at different time points, thereby estimating the rate of viral adaptation through time. Summary statistic methods are computationally very efficient, can potentially be applied to very large whole genome data sets, and perhaps are more robust to the effects of recombination than phylogenetic dn/ds methods. However, summary statistic methods typically assume that multiple mutations do not occur at the same nucleotide site, which may explain why they are rarely employed on rapidly evolving viral data sets, but commonly applied to species with relatively low evolutionary rates, such as Drosophila (McDonald and Kreitman, 1991a; Smith and Eyre-Walker, 2002; Andolfatto, 2005) .
In this paper we investigate the utility and performance of two common summary statistic methods, Tajima's D statistic (Tajima, 1989) and the MK test (McDonald and Kreitman, 1991a) , when applied to RNA virus sequences. We perform extensive simulations of virus-like alignments in order to measure the type I error of these tests (i.e. the chance of falsely rejecting the hypothesis of neutral evolution). Second, we apply the two tests to a collection of almost 100 RNA virus alignments that represent natural viral populations. Third, we develop and implement a new algorithm for computing the MK test that improves the performance of the test on data sets containing much genetic variation.
Background

Tajima's D statistic
The Tajima's D test is based on two different estimates of u, the genetic diversity of a sequence alignment: (i) the mean number of pairwise differences (û k ) and (ii) the scaled number of segregating sites (û s ), otherwise known as the Watterson estimate (Watterson, 1975) . The units of u are substitutions per site. The premise of Tajima's D test is that under neutral evolution these two measures should be equal, hence the difference between them should be zero. For a neutrally evolving haploid population, u is expected to equal 2N e m, where N e is effective population size and m is the rate of nucleotide substitution. Tajima's D statistic is defined as:
whereû s ¼ sg, s is the number of segregating sites and a, b and g are constants that depend on the number and length of the sequences. The denominator is a normalizing term equal to the standard error of the numerator. Under neutrality, the mean and variance of the D statistic should be approximately zero and one, respectively. Tajima's D critically depends on the shape of the genealogy that relates the sampled sequences. For a star-like tree (long terminal branches and short internal branches),û k <û s , hence D is negative. This may occur during population growth or as a result of a selective sweep, which both generate more lowfrequency polymorphisms than expected under neutrality. If the tree has long internal and short terminal branches (which may occur if, for example, there is strong population subdivision) then u k >û s and D is positive, signifying an excess of mid-frequency polymorphisms. Tajima's D does not require an outgroup sequence, that is, the ancestral or derived state of each polymorphism is not relevant.
The McDonald-Kreitman test
The McDonald-Kreitman (MK) test compares the pattern of polymorphism within a group (population or species) to that between two closely related groups. Under neutrality, the ratio of the number of replacement polymorphisms (r p ) to silent polymorphisms (s p ) within a group should equal the ratio of the number of replacement differences (r d ) to silent differences (s d ) between groups, such that
If an excess of replacement differences between groups is observed then adaptive fixation and positive selection is inferred (McDonald and Kreitman, 1991a) . The MK test is expected to be less affected by the shape of the underlying genealogy and should therefore be more robust to changes in demography (Nielsen, 2001) .
The MK test requires that sites in a sequence alignment are assigned to one of the four categories defined above. Therefore an additional 'outgroup' sequence (or sequences) is needed to determine which sites are fixed differences ( Figs. 1 and 2 ). Typically, this outgroup represents a closely related population or sister species (McDonald and Kreitman, 1991a; Fig. 1b ) but for rapidly evolving viruses sampled at different times, the outgroup can represent the same population at an earlier time point (Williamson, 2003; Fig. 1a) . The four totals (r p , s p , r d and s d ) are summarized in a contingency table and a non-parametric test of independence, such as the x 2 -test, can then be used to test for a statistically significant deviation from neutrality.
Methods
Investigating the performance of Tajima's D
To explore the reliability and type I error rate of Tajima's D statistic, we simulated alignments of neutrally evolving sequences under various scenarios. Simulation was a two-step process. First, for each scenario, 500 neutral coalescent trees with 50 taxa were simulated. Second, one alignment of sequences, 6000 nt in length, was simulated along each tree.
Neutral coalescent trees were simulated using standard approaches (e.g. Hudson, 1990) which were implemented in the Java Evolutionary Biology Library (JEBL; available from http:// sourceforge.net/projects/jebl). Coalescent trees were simulated under two scenarios, constant population size and exponential growth. The latter scenario was chosen because many viral populations of interest undergo a sustained increase in population size, either during an epidemic or, at a smaller scale, immediately following transmission to a new host.
For the constant population size scenario, trees were simulated under 28 logarithmically spaced values of u, ranging from 0.00001 to 70. For the exponential growth scenario, trees were simulated under the same u values plus a scaled growth rate r = 200. [Note that r = r/m, where r is the exponential growth rate of the population, hence ur = N e r. If ur ) 1 then very starlike trees are generated; see Pybus et al., 1999] . These parameter ranges were chosen to include the range of values typical for RNA virus data sets. A codon-based Markov substitution model (Goldman and Yang, 1994) was used to simulate neutrally evolving sequences along the coalescent trees, as implemented in PAML (Yang, 2007) . The sequences were generated under dn/ds = 1 and with equal rates of transitions and transversions. One sequence alignment was generated for every simulated tree, meaning that for each value of u, 500 alignments of 50 sequences were generated.
Tajima's D statistic was calculated for each simulated data set (Tajima, 1989 ; computer program available on request). Although Tajima (1989) used the beta distribution to calculate critical values for the test, Simonsen et al. (1995) argue that this approach leads to conservative values and a reduction in statistical power. Therefore we used parametric bootstrapping to obtain a null distribution and 95% critical values for D, as follows: (i)û s was calculated from the target data set, (ii) given thisû s value, 1000 constant population size coalescent trees were simulated using the methods above, (iii) for each tree generated in step (ii) a sequence alignment was generated under the infinite sites assumption, following the method described in Simonsen et al. (1995) , (iv) Tajima's D was calculated for each alignment generated in step (iii), resulting in a null distribution of the statistic, (v) the null hypothesis was rejected if the D value of the target data set fell outside the 95% critical values obtained in step (vi). The type I error of the test was then calculated as proportion of the 500 target data sets that rejected the null hypothesis.
Investigating the performance of the MK test
As explained above, the MK test needs to discriminate between polymorphisms and fixed differences and therefore requires an outgroup sequence, taken from either a closely related species (Fig. 1b) or an earlier time point (Fig. 1a) . We chose to simulate the latter situation, which can be easily represented using the serialsample coalescent model (Rodrigo and Felsenstein, 1999) and also corresponds to situation investigated by Williamson (2003) . Crucially, the results we obtain are applicable to both situations, because the MK test depends on the genetic distance between the outgroup and ingroup, not on their relative positions in time (see Fig. 1 ).
As before, simulations were undertaken on both constant population size and exponential growth scenarios. For the former, two parameters were required to simulate the serial-sample coalescent trees, u and t = tm, where t is the time elapsed between the earlier time point and the ingroup (Fig. 1) . A range of 13 logarithmically spaced u values were chosen, ranging from 0.00001 to 1. For each u value, 500 trees were simulated under 12 different t values, ranging from 0.1 to 5. Each tree comprised 50 ingroup sequences plus one outgroup sequence sampled t time units into the past. These serial-sample coalescent trees were simulated using JEBL (see above). For the exponential growth scenario, phylogenies were simulated under the range of u and t values described immediately above, with the addition of a scaled exponential growth rate of r = 200.
As before, a codon-based Markov substitution model (Goldman and Yang, 1994 ) was used to simulate neutrally evolving sequences along the coalescent trees. One sequence alignment (6000nt long) was generated for every simulated serial-sample tree, meaning that for each value of u or t, 500 alignments of 51 sequences were generated. As before, sequences were generated under dn/ds = 1 and with equal rates of transitions and transversions.
For each simulated alignment, the total number of sites in each category (r p , s p , r d and s d ) were computed. We developed a new approach to this computation, explained below, and analysis of simulated alignments was performed using both the standard method and our new approach. A x 2 test of independence was applied to the site totals for each of the 500 replicate alignments.
Hence, for each specific combination of u and t, the type I error equals the proportion of the 500 x 2 tests that were significant at the p = 0.05 level.
New proportional counting algorithm for the McDonaldKreitman test
The MK test requires that the number of sites belonging to different categories (r p , s p , r d , s d ) are computed accurately. When sequence diversity (u) is low this is straightforward, as the majority of sites will be either fixed or 1-state polymorphic (Fig. 2) , that is, each mutation occurs at a different site. Furthermore, variable sites are unlikely to fall within the same codon hence each mutation can be easily categorised as silent or replacement. Therefore a simple count will suffice when the test is applied to animal genomes (e.g. McDonald and Kreitman, 1991b; Eyre-Walker, 2006 ). However, a more sophisticated approach is needed for viral alignments, which can be highly diverse. As u increases, there is a greater chance of observing sites which are 2, 3 or 4-state polymorphic (Fig. 2) , hence multiple mutations may occur at the same site or within the same codon. The categorisation of sites therefore becomes more ambiguous-not accounting for this ambiguity could potentially introduce biases into the MK test. To avoid such biases we have developed a ''proportional'' counting approach, described below, that incorporates the ambiguity in site categorisation. A different, but related, approach was employed by Egea et al. (2008) .
For a given ingroup alignment plus outgroup sequence (Fig. 1) , we define seven 'site types' that describe all the possible nucleotide patterns that could occur, illustrated in Fig. 2 . Rather than unambiguously assigning sites as fixed or polymorphic, we give each site i a ''fixation score'' F i and a ''polymorphism score'' P i = (1 À F i ). If the site is definitely fixed then F i = 1 and P i = 0. Uncertainty in the status of a site is represented by assigning values between zero and one, as follows.
SITE TYPE 1: All ingroup bases identical to the outgroup (invariant sites). F i = 0 and P i = 0. SITE TYPE 2: All ingroup bases identical but different from the outgroup (fixed sites). F i = 1 and P i = 0. SITE TYPE 3: Ingroup contains two bases, one of which is identical to the outgroup. F i = 0 and P i = 1. SITE TYPE 4: Ingroup contains two bases, neither of which is identical to the outgroup. McDonald and Kreitman (1991a) would classify this site as polymorphic (i.e. F i = 0, P i = 1). However, as no ancestral base is observed, the most plausible explanation is that an earlier fixation event has been followed by another mutation at the same site. Classifying such sites as polymorphic would under-estimate the number of fixations. Therefore F i = 0.5 and P i = 0.5. SITE TYPE 5: Ingroup contains three bases, one of which is identical to the outgroup. Observing an outgroup base increases the likelihood that neither of the two polymorphic bases has yet fixed. Therefore F i = 0 and P i = 1. SITE TYPE 6: Ingroup contains three bases, none is identical to the outgroup. As with site type 4, no ancestral bases are observed hence the most likely scenario is an earlier fixation followed by further mutations are the same site. Therefore F i = 1/3 and P i = 2/3. SITE TYPE 7: Ingroup contains all four bases. No reliable conclusion can be drawn, so we conservatively assign the site as F i = 0 and P i = 1. If such sites are common then the MK test should not be applied.
We also developed a proportional approach to evaluating whether a variable site is silent or replacement. Rather than unambiguously assigning sites as fixed or polymorphic, we give each site i a ''silent score'' S i and a ''replacement score'' R i = (1 À S i ). For each site, the silent score is simply the proportion of ingroup bases that, if hypothetically inserted into the outgroup sequence, would not change the amino acid coded by the corresponding codon.
For a given alignment, the number of sites in different categories (r p , s p , r d , s d ) are straightforwardly computed from the proportional site scores as follows:
This algorithm was implemented in a Java computer program (available on request).
Comparative analysis of RNA virus data sets
To investigate the performance of Tajima's D and the MK test on viral sequences, we utilized a previously published and curated collection of alignments from $100 different RNA virus species (see Shapiro et al., 2006; Pybus et al., 2007 for details). The alignments represent partial or complete structural gene sequences and should well represent the behaviour and diversity of RNA virus data sets. For each alignment, gene diversity (u) was calculated using the Watterson estimator (û s ) and Tajima's D statistic was calculated as described above. In order to perform the MK test, it was first necessary to identify an outgroup sequence for each data set. We chose to use sister-species for outgroups, as serial-sample outgroups were less common. Sister-species outgroups were identified as follows: (i) representative sequences from each species were used as queries in a nBLAST search against the non-redundant database, resulting in a set of candidate outgroups; (ii) distance-based phylogenies and the viral taxonomic literature were used to choose the most closely related candidate outgroup; (iii) the chosen outgroup was profile-aligned to the curated alignment using ClustalW2 (Larkin et al., 2007) and subsequently inspected and edited by hand, paying particular attention to codon structure. Using this approach, 96 RNA virus data sets were given a reliable sister-species outgroup and were subjected to the MK test, as described above. In addition, the mean pairwise genetic distance between the outgroup and ingroup sequences was calculated for each data set, using the Jukes-Cantor method (Jukes and Cantor, 1969) . Although the error rate of the test appears low in this region (Fig. 3a) , alignments with such small amounts of variation are not suitable for analysis. Furthermore, simulations in this region are conditionally distributed, not random, because we discard alignments with zero polymorphisms. Therefore the simulations from this region are ignored. REGION TWO (10 À4 < u < 0.1): Tajima's D test performs very well in this region, with type I error rates close to 5% (Fig. 3a) and a mean D value close to zero (Fig. 3b) . A small amount of measurement error is noticeable, as only 500 simulations were performed for each point. REGION THREE (u > 0.1): The error rate in this region rises rapidly as u increases. If u > 5, the error rate is 100% (Fig. 3a) andû k andû s reach maximal values because all sites are polymorphic (Fig. 3c) . In this region multiple changes at the same site are observed, violating the 'infinite sites' assumption of the test and generating error. Bothû k andû s under-estimate true u. However the underestimation is greater forû s , hence mean D > 0 (Fig. 3b) . Fig. 4 shows the performance of the Tajima's D test on neutral sequences sampled from exponentially growing populations. These results differ from those simulated under constant population size (Fig. 3) in several ways. Firstly, at high u values, we no longer observe multiple mutations at the same site. This is because, on average, the underlying phylogeny becomes shorter as ur increases and therefore fewer polymorphisms are seen in the sample (Slatkin and Hudson, 1991) . Secondly, as u rises, average D becomes increasingly negative (Fig. 4b) because exponential growth causes the phylogeny to become more star-like (Slatkin and Hudson, 1991) . Therefore, as ur increases, the level of diversity stabilizes ( Fig. 4c) and polymorphisms are more commonly seen at low frequencies, which results in comparatively lower values forû k than forû s (Fig. 4c) . Previous studies have shown that the transition from structured 'constant-size' phylogenies to star-like 'exponential growth' phylogenies occurs around ur = 1 (Slatkin and Hudson, 1991; Pybus et al., 1999) . In our simulations we used r = 200, hence in Fig. 4 this transition occurs around u = 0.005. Above this value, the error rate rises rapidly (Fig. 4a) and mean D values become significantly negative (Fig. 4b) (Fig. 3a) . If the sequences are assumed to come from an exponentially growing population then the suitability of the test drops dramatically (Fig. 4a) . Hence the primary problem arising when Tajima's D is applied as a neutrality test to RNA viruses is not the invalidation of the infinite sites assumption caused by high mutation rates, but rather the sensitivity of the test to changing population size or population structure (Simonsen et al., 1995) . Indeed, the sensitivity of Tajima's D to population size change means that it can be used to detect population growth (e.g. Ramos-Onsins and Rozas, 2002) , although this necessitates the user to assume that the sequences in question have evolved neutrally.
Investigating the performance of the MK test
Fig . 5 shows the performance of the MK test on simulated neutral sequences, performed using both the standard counting method (McDonald and Kreitman, 1991a; Eyre-Walker, 2006 ) and our new ''proportional'' counting approach (see Section 2). For both counting methods, the test was applied to neutral sequences from both constant-sized ( Fig. 5a and b) and exponentially growing ( Fig. 5c and d) populations. In order to directly compare the simulation results with our empirical RNA virus data sets, we plot u against the mean pairwise genetic distance between the ingroup and outgroup sequences (rather than against t, which is unknown for our real data). The performance of the MK test under each set of parameters (u and t) is represented as a circle whose diameter is proportional to type I error. Error rates between 5% and 10% are coloured orange and error rates greater than 10% are coloured red.
We begin by considering the results obtained for constant-sized populations (Fig. 5a and b) . For explanatory convenience, we again divide parameter space into different regions:
REGION 1 (u < 10 À2 ): Alignments generated under these u values exhibit few differences between the ingroup and outgroup, and of this variation, almost all is described by site types 2 and 3 (see Fig. 2 ). As discussed in Section 2, the interpretation of these is unambiguous, resulting in low type I error rates (below or around 5%) for both implementation methods ( Fig. 5a and b) . Many non-viral data sets that have been analysed using the MK test have u values that lie in this region (e.g. Andolfatto, 2005; Smith and Eyre-Walker, 2002; McDonald and Kreitman, 1991b) . REGION 2 (10 À2 < u < 3): In this range of u values, the number of polymorphisms and fixed differences increases as ut increases, as does the frequency of potentially ambiguous sites (site types 4, 5 and 6). Therefore type I error rises towards the upper-right-hand corner of this region. When ut is comparatively low, the standard counting method produces satisfactory error rates, but as ut increases this method becomes unusable (Fig. 5a ). In contrast, our new proportional counting method performs very well on all but the very highest values of ut (Fig. 5b) . high u values, such that almost every ingroup site is polymorphic and contains multiple mutations (site types 6 and 7). Under these conditions it is impossible to accurately estimate the number of fixed differences (r d , s d ). MK test is unlikely to generate meaningful and robust results in this region, even if the type I error sometimes appears low.
The performance of the MK test on neutral sequences from exponentially growing populations is shown in Fig. 5c and d . Under exponential growth the underlying phylogeny becomes star-like and its total length is reduced. As a result of the latter change, fewer mutations accrue and potentially ambiguous sites (site types 4, 5, 6 and 7; see Fig. 2 ) are rarer, hence type I errors are lower than those obtained for constant populations (Fig. 5) . Under exponential growth, only 40% of the sites were variable at the highest values of ut, whereas under constant population size, 95-100% of sites were variable when ut was very high. As before, our proportional counting method exhibits lower type I error than the corresponding values obtained using the standard method.
We also calculatedû s and the mean outgroup-ingroup pairwise genetic distance for 96 empirical RNA virus data sets (Table 1) . These empirical values are superimposed as black dots on each plot in Fig. 5 . It is clear that most RNA viral populations have comparatively high u values (0.001 < u < 0.5 substitutions per site). Using the standard counting method, many data sets correspond to regions of parameter space with high type I error ( Fig. 5a and c, red and orange circles). However, our proportional counting method reduces type I error in this region so that almost all empirical data sets correspond to parameter regions with low error (Fig. 5b and d, green circles) . Table 1 also shows that the MK test rejected the null hypothesis of neutrality for 58 out of 96 (60.4%) empirical RNA virus data sets.
Discussion
It is widely acknowledged that Tajima's D is sensitive to changes in population size or the existence of population structure (e.g. Simonsen et al., 1995; Nielsen, 2005) . A further concern with using Tajima's D test on viral populations is that their high evolutionary rates would invalidate the test's key assumption that each mutation occurs at a different site (the 'infinite sites' assumption). In our study we simulated sequences under an exhaustive range of u values to assess the type I error of Tajima's D and also analysed a compilation of 96 alignments in order to determine the empirical range of u values for RNA viruses (Table 1) .
We conclude that for constant-size populations, violation of the infinite sites assumption is not the primary problem-all our RNA viral data sets have u values that lie in the working range of the Tajima's D test. In contrast, we find that exponential population growth causes a reduction in the working range of Tajima's D test (Figs. 3 and 4) , which is expected given that critical values for the test are obtained under the assumption of constant population size. It is usually impossible to know a priori if a sampled population meets this and other assumptions of Tajima's D test. For example, it is likely that many viral populations of interest will have experienced a complex form of population growth (during an epidemic or directly following transmission to a new host) or been subject to population structure. In our study, it was not feasible to perform simulations under all possible population histories. Therefore we chose two representative scenarios (constant-size and exponential growth) that give rise to very different phylogenies and which likely span the range of empirically observed tree shapes. A more general solution to this problem was developed by Edwards et al. (2006) , who, for each data set, simulated a null distribution of D upon phylogenies whose shapes are highly supported by the data. This approach will reduce the error rate of Tajima's D test, but at the cost of reduced computational efficiency.
We examined the error rate of the MK test using both the standard site counting method (McDonald and Kreitman, 1991a) and our new proportional counting approach (see Section 2). Using the former method, we observed raised type I errors when u was larger than $0.01 (Fig. 5a ). In this region of parameter space most variable sites are 2, 3 or 4-state polymorphic (site types 4-7; Fig. 2 ) and the standard method classifies such sites as polymorphic. McDonald and Kreitman (1991b) , in response to Whittam and Nei (1991) and Graur (1991) , justified their implementation by arguing that any algorithm for typing substitutions as fixed or polymorphic will affect the numbers of replacement and silent substitutions equally and therefore not affect their test, which depends on ratios. This argument appears correct when the infinite sites assumption is valid. However, if ut is large then nucleotide saturation occurs and the alignment contains more sites of types 4 and 6 (Fig. 2) . Because these sites are, on average, more likely to be replacement sites than silent, the standard counting method (which always classes such sites as polymorphic) will tend to overestimate the number of replacement polymorphisms relative to silent polymorphisms. Simulation results show that our new proportional counting method is more robust, allowing the MK test to be applied even when ut is very high (Fig. 5b ) and reducing the average type I error (over all parameter space) from 20.4% to 5.3%.
The MK test has a lower error rate on sequences sampled from a growing population than on corresponding sequences sampled from a constant population (Fig. 5) . This is because population growth results in shorter trees that accrue fewer mutations, leading to proportionally fewer 2, 3 and 4-state polymorphic sites (Fig. 2) . Lastly, we note that the empirical RNA virus data sets are placed in a region of parameter space associated with high type I error if the standard counting method is used (Fig. 5a) . However, the MK test has good statistical properties in this region if the new proportional counting method is used, indicating that this approach can be reliably applied to RNA virus genomes (Fig. 5b) .
Our analyses focussed on the type I error of Tajima's D and the MK test and did not directly measure the probability of failing to reject the null hypothesis when it is false (type II error, or statistical power). Measuring the statistical power of neutrality tests is a formidable task, owing to the computational difficulties of simulating sequences under selection. Furthermore, the multiplicity of possible scenarios under which selection could occur (see Zhai et al., 2009 ) make it difficult to obtain results of general applicability. However, we applied Tajima's D and the MK test to a compilation of 96 RNA virus data sets ( Table 1 ) and found that the MK test rejected the null hypothesis of neutrality more than three times as often as Tajima's D (61.4%. and 17.7% of data sets, respectively). Since our simulation results demonstrate that the MK test (when used with the proportional counting method) has correct type I error, we conclude that the MK test has significantly greater statistical power than the Tajima's D test. We observed a positive correlation between the p-value of the MK test and the mean ingroup/outgroup pairwise genetic distance (results not shown). The failure of the MK test to reject neutrality for $40% of the RNA virus data sets may be a consequence of the presence of low frequency, slightly deleterious mutations that have yet to be purged by purifying selection. Such mutations appear to be common in RNA virus populations (Pybus et al., 2007; Hughes and Hughes, 2007) . Charlesworth and Eyre-Walker (2008) show that deleterious mutations can reduce the power of the MK test to detect adaptive evolution and propose the removal of lowfrequency polymorphisms as a solution to this problem. The effect of more complex phenomena -such as epistasis and complementation within co-infected cells -on the power on the MK test remains to be investigated. In summary, our results indicate that the MK test with proportional site counting is suitable for analysis on RNA virus data sets. This test is quick to compute and makes a minimal number of assumptions, making it potentially more useful for the analysis of very large-scale genomic data sets than dn/ds methods. However, unlike dn/ds methods, the MK test cannot be used to pinpoint specific sites under selection, although it can estimate the rate of adaptive substitution of a gene (Smith and Eyre-Walker, 2002) . The MK test can also be applied to intra-species data sets that have been sampled serially through time (Williamson, 2003) . When applied to intra-species data, the MK test will likely have low type I error (as ut will be small) but could be statistically weak if the ingroup/outgroup genetic distance is low. In future work we aim to study the application of the MK test to serially sampled intra-species sequences.
