Abstract. The problem of the definition and the estimation of generative models based on deformable templates from raw data is of particular importance for modeling non-aligned data affected by various types of geometrical variability. This is especially true in shape modeling in the computer vision community or in probabilistic atlas building in Computational Anatomy. A first coherent statistical framework modeling the geometrical variability as hidden variables was described by Allassonnière, Amit and Trouvé in [2] . The present paper gives a theoretical proof of convergence of effective stochastic approximation expectation strategies to estimate such models and shows the robustness of this approach against noise through numerical experiments in the context of handwritten digit modeling.
1. Introduction. In the field of image analysis, the statistical analysis and modeling of variable objects from a limited set of examples is still a quite challenging and a largely unsolved problem and depends strongly on the use of adequate representations of data. One such representation is the so-called dense deformable template (DDT) framework [4] . Observations are defined as deformations, taken from a family of deformations of moderate "dimensionality", of a given exemplar or template. Such a representation appears particularly adapted to the emerging field of Computational Anatomy where one aims at building statistical models of the anatomical variability within a given population [12] . However, research on DDT has been mainly focused on the variational point of view, in which DDT is used as an efficient vehicle for a wide range of registration algorithms [7] . The problem of template estimation, viewed as a statistical estimation problem of parameters of generative models of images of deformable objects, has received much less attention.
In this paper, we consider the hierarchical Bayesian framework for dense deformable templates developed by Allassonnière, Amit and Trouvé in [2] . Each image in a given population is assumed to be generated as a noisy and randomly deformed version of a common template drawn from a prior distribution on the set of templates. Individual deformations in their framework are treated as hidden variables (or equivalently random effects in the mixed effects setting), whereas the template and the law of the deformations are parameters (or equivalently fixed effects) of interest. Parameter estimation for this model could be performed by Maximum A Posteriori (MAP) for which existence and consistency (as the number of parameters observed images tends to infinity) has been proved (see [2] ). This contrasts with earlier work in [11] using a penalized likelihood (PL) or the more recent maximum description length approach in [14] for which consistency cannot be proved because the deformations are considered as nuisance parameters to be estimated.
Our contribution in this paper is in defining effective and theoretically proven convergent stochastic algorithms for computing (local) maxima of the posterior on the parameters for Bayesian deformable template models. First, we specify an adapted stochastic approximation expectation minimization algorithm (SAEM algorithm) in this highly demanding framework where the hidden variables are non rigid deformation fields living in finite but high dimensional space (typically hundreds or more dimensions). In particular, special attention is needed to the sampling of the posterior distribution on the deformations. Obviously, MCMC samplers are unavoidable, but non adaptive proposal distributions yielding simple symmetric random steps are of limited practical interest. The present paper introduces a more sophisticated hybrid Gibbs sampling scheme allowing an acceptable rejection rate during the Estimation step. The overall algorithm is cast in the larger class of SAEM-MCMC algorithms introduced in [13] . Second, we extend the convergence theory of SAEM-MCMC algorithms developed in [13] to cover the case of unbounded random effects arising naturally for deformation fields. The core material of this extension is based on the general stability and convergence results for stochastic algorithms with truncation on random boundaries given in [6] . The main technical point is that in the presence of unbounded random effects and sequential estimation of the covariance matrix of the random effects, the usual regularity conditions of the solutions of the Poisson equations for the Markovian dynamic as a function of the parameters cannot be verified and have to be relaxed. As a result we provide a new general stochastic approximation convergence theorem with a weaker set of assumptions. Third, we prove that the conditions for stability and convergence are fulfilled for our general SAEM-MCMC estimation algorithm of Bayesian dense deformable templates. Indeed, a well known weakness of general stochastic approximation algorithm convergence results is that they rarely provide proofs of convergence for the algorithms used in practice since in these implementations the assumptions are not satisfied or hard to verify (see [6] ). Since stochastic approximation algorithms have started recently to attract interest for deformable model estimation (see [1] and [16] ) our results provide the missing theoretical foundations and guidelines for their effective use. As an illustration of the potential of such SAEM-MCMC approaches in the context of deformable templates, in particular in the presence of noisy data, we present a set of experiments with images of handwritten digits.
This article is organized as follows. Section 2 briefly reviews the hierarchical Bayesian deformable template model proposed by Allassonnière, Amit and Trouvé in [2] . In Section 3, we develop the SAEM-MCMC strategy for the estimation of the parameters. Then in Section 4, we state our general convergence result for truncated stochastic approximation algorithm extending the Andrieu et al. Theorem of convergence in [6] and state that the designed family of SAEM-MCMC algorithms in the previous section satisfy the assumptions. The proof of this last statement is postponed to Section 6 after Section 5 concentrates on experiments. In a final Section, we provide a short discussion and conclusion.
2. Observation model. Let us recall the model introduced in [2] . We are given gray level images (y i ) 1≤i≤n observed on a grid of pixels {v u ∈ D ⊂ R 2 , u ∈ Λ} which is embedded in a
). Although the images are observed only at the pixels (v u ) u , we are looking for a template image I 0 : R 2 → R defined on the plane (the extension to images on R d is straightforward). Each observation y is assumed to be the discretization on a fixed pixel grid of a deformation of the template plus independent noise. Specifically for each observation there exists an unobserved deformation field z :
where ǫ denotes an independent additive noise.
2.1. Models for template and deformation. Our model takes into account two complementary sides: photometry -indexed by p, and geometry -indexed by g. Estimating the template and the distribution on deformations directly as a continuous function would be an infinite dimensional problem. We reduce this problem to a finite dimensional one by restricting the search to a parameterized space of functions. The template I 0 : R 2 → R and the deformation z : R 2 → R 2 are assumed to belong to fixed reproducing kernel Hilbert spaces V p and V g defined by their respective kernels K p and K g . Moreover, we restrict them to the subset of linear combinations of the kernels centered at some fixed control points in the domain D: (v p,j ) 1≤j≤kp respectively (v g,j ) 1≤j≤kg . They are therefore parameterized by the coefficients α ∈ R kp and β ∈ R kg × R kg as follows. For all v in D, let
Other forms of smooth parametric representations of the images and of the deformation fields could be used without changing the overall results. 
where ⊗ denotes the product of distributions of independent variables and zI α (u) = I α (v u −z(v u )), for u in Λ denotes the action of the deformation on the template image. The parameters of interest are α which determines the template image, σ 2 the variance of the additive noise and Γ g the covariance matrix of the variables β. We assume that θ = (α, σ 2 , Γ g ) belongs to an open parameter space Θ:
where . is the Euclidean norm, Sym + 2kg is the cone of real positive 2k g × 2k g definite symmetric matrices and R an arbitrary positive constant.
The likelihood of the observed data q obs can be written as an integral over the unobserved deformation variables. Let us denote by q c the conditional likelihood of the observations given the hidden variables and by q m the likelihood of these missing variables. Then,
where all the densities are determined by the model (2.1).
2.3. Bayesian model. Even though the parameters are finite dimensional, the maximumlikelihood estimator can yield degenerate estimates when the training sample is small. By introducing prior distributions on the parameters, estimation with small samples is still possible. The regularizing effect of such priors can be seen in the parameter update steps (cf. [2] ). We use a generative model based on standard conjugate prior distributions for parameters θ = (α, σ 2 , Γ g ) with fixed hyper-parameters. Specifically, we assume a normal prior for α, an inverse-Wishart prior on σ 2 and an inverse-Wishart prior on Γ g . Furthermore, all priors are assumed to be independent. This yields θ = (α,
(2.2) For two matrices A and B, we define A, B F tr(A t B) the Frobenius dot product on the set of matrices where tr denotes the trace of the matrix.
3. Parameter estimation based on stochastic approximation EM. In our Bayesian framework, we obtain from [2] the existence of the MAP estimator
where q B denotes the posterior likelihood of the parameters given the observations. The dependence on n refers to the sample size.
We turn now to the maximization problem of the penalized posterior distribution q B (θ|y) which has no closed form in our case. Indeed, the probability density function is known up to a renormalization constant. That prevents a direct computation ofθ n .
In order to solve this problem, we apply an "EM like" algorithm to approximate the MAP estimatorθ n . The solution we propose is to base our algorithm on the use of the Stochastic Approximation EM (SAEM). First, we outline certain characteristics of our model, which highlight the reasons for the choice of the particular procedure and enable us to simplify its implementation.
3.1. Model characteristics. An important characteristic of our model is that it belongs to the curved exponential family. In other words the complete likelihood q can be written as:
where the sufficient statistic S is a Borel function on R N , with N 2nk g , taking its values in an open subset S of R m and ψ, φ two Borel functions on Θ. (Note that S, φ and ψ may depend also on y, but since y will stay fixed in what follows, we omit this dependence).
In our setting, we obtain the following formula:
where q para denotes the prior density of the parameters defined in the previous paragraph.
For any 1 ≤ j ≤ k p and any u ∈ Λ, we denote by
the matrix which corresponds to the deformation of the kernel K p through z β at pixel u and evaluated at pixel location locpixel u . Then, for some constant C independent of θ,
Note that
, where K βi p α is another way to write the action of the deformation z βi on the template I α denoted previously by z βi I α . This form emphasizes the dot product between the sufficient statistics and a function of the parameters. It can be easily verified that the following matrix-valued functions are the sufficient statistics (up to a multiplicative constant) :
For simplicity, we denote S(β) = (S 1 (β), S 2 (β), S 3 (β)) for any β ∈ R N and define the sufficient statistic space as
.
Identifying S 2 and S 3 with their lower triangular parts, the set S can be viewed as an open set of R ns with n s = k p + kp(kp+1) 2 + k g (2k g + 1). In [2] , the existence of the parameter estimateθ(S) that maximizes the complete log-likelihood has been proved. It can easily be shown that α, σ 2 and Γ g are explicitly expressed with the above sufficient statistics as follows:
All these formulas also prove the smoothness ofθ on the subset S.
3.2. SAEM-MCMC algorithm with truncation on random boundaries. In order to compute the MAP estimator for our Bayesian model, we use a variant of the EM (ExpectationMaximization, [9] ) algorithm. This algorithm is quite natural when we have to maximize a likelihood under a hierarchical model with missing variables. Unfortunately, direct computation is not tractable and we have to find a solution to overcome the problematic E step where we have to compute an expectation with respect to the posterior distribution on β given y. A first attempt was proposed in [2] where this conditional distribution is approximated by a Dirac distribution at its mode (Fast Approximation with Mode -FAM-EM). The results are very interesting, however, the authors point out the lack of convergence of the FAM-EM algorithm when the quality of the input images is not good, typically when they are noisy. This is the issue we consider here. We propose an algorithm that ensures the convergence of the resulting sequence of estimators toward the MAP whatever the quality of the input.
This solution is a procedure combining the Stochastic Approximation EM (SAEM) with Markov Chain Monte Carlo (MCMC) in a more general framework than that proposed by [13] , which in turn generalized the algorithm introduced by [8] . Indeed, the k th iteration of the SAEM-MCMC algorithm consists of three steps:
Step 1 : Simulation step. The missing data, i.e. the deformation parameters β, are drawn using the transition probability of a convergent Markov chain Π θ having the posterior distribution q post (.|y, θ) as its stationary distribution:
Step 2 : Stochastic approximation step. A stochastic approximation is done on the complete log-likelihood using the simulated value of the missing data:
where ∆ = (∆ k ) k is a decreasing sequence of positive step-sizes.
Step 3 : Maximization step. The parameters are updated in the M-step:
The initial values Q 0 and θ 0 are arbitrarily chosen. Since our model belongs to the curved exponential family, the stochastic approximation step can easily be done on the sufficient statistics S instead of on the complete log-likelihood. Then the maximization step 3 is straightforward, replacing in (3.1) the sufficient statistics with their corresponding stochastic approximations.
The convergence of this algorithm has been proved in [13] in the particular case of missing variables living in a compact subset of R N . However, as we set a Gaussian prior on the missing variables β, we cannot assume that their support is compact. In order to provide an algorithm whose convergence can be proved in the current framework we have to use a more general setting introduced in [6] which involves truncation on random boundaries. The proof is given in Section 4. This can be formalized as follows.
Let (K q ) q≥0 be a sequence of increasing compact subsets of S such as ∪ q≥0 K q = S and K q ⊂ int(K q+1 ), for all q ≥ 0. Let ε = (ε k ) k≥0 be a monotone non-increasing sequence of positive numbers and K a compact subset of R N . We construct a sequence ((β k , s k )) k≥0 as described in Algorithm 1 as follows. As long as the stochastic approximation does not wander outside the current compact set and is not too far from its previous value, we run the SAEM-MCMC algorithm. As soon as one of these conditions is not satisfied, we reinitialize the sequences of β and s using a projection (for more details see [6] ), we increase the size of the compact set and continue the iterations until convergence. This is detailed in the following steps : Initialization step : Initialize β 0 and s 0 in two fixed compact sets K and K 0 respectively. Then, for the k th iteration, repeat the following four steps :
Step 1 : MCMC simulation step . Draw one new elementβ of the non-homogeneous Markov Chain with respect to the kernel with the current parameters Π θ k−1 and starting at β k−1 .
Step 2 : Stochastic approximation step . Computē
Step 3 : Truncation on random boundaries . Ifs is outside the current compact set K κ k−1 or too far from the previous value s k , then restart the stochastic approximation in the initial compact set, extend the truncation boundary to K κ k and start again with a bounded value of the missing variable. Otherwise, set (β k , s k ) = (β,s) and keep the truncation boundary to K κ k−1 .
Step 4 : Maximization step . Update the parameters using (3.1).
In this algorithm, the MCMC simulation step has to be explained since it involves the choice of the transition kernel of the Markov chain. Usually, one uses a Metropolis-Hastings algorithm in which a candidate value is sampled from a proposal distribution followed by an accept-reject step. However, there are different possible proposal distributions. The only requirement is that all these kernels lead to an ergodic Markov chain whose stationary distribution is our posterior distribution. The choice among these possibilities should be based on the specific framework we are working in.
While minimizing the Kullback-Leibler distance between the stationary distribution β → π θ (β) and a tensorial product β → ⊗ n i=1 p(β i ) corresponding to independent identically distributed missing variables, we get that p is proportional to
As n tends to ∞ and for a given θ, p converges a.s. towards the prior pdf on the missing variable q m (.|θ). This suggest to use as proposal the prior distribution which involves the current parameters.
On the other hand, the setting we have in this paper deals with high dimensional missing variables. This raises several issues. If we simulate candidates for the hidden variable as a complete vector, it appears that most of the candidates are rejected. This is a typical high dimensional concentration phenomenon : locally around a current point, the proportion of the space occupied by acceptable moves becomes negligible when the space dimension grows. From a more practical point of view, even if the proposed candidate is drawn with respect to the current prior distribution, it creates a deformation that is very different from the current one and too large for the corresponding deformed template to fit the observations. This yields very few possible moves from the current missing variable value and the algorithm is stuck in a non-optimal location or converges very slowly.
One solution is to update the chain one coordinate at a time conditionally on the others. This corresponds to a Gibbs sampler and leads to more relevant candidates which have a higher chance to be accepted (cf. [3] ). From an image analysis point of view, this put stronger conditions on the kind of deformations which are produced when proposing a candidate for each coordinate. Knowing the tendency of the movement given by the other coordinates, the candidate will either confirm it or not depending if this is a suitable movement. It will thus be accepted with a corresponding probability. Even if some coordinates remain unchanged, some others are updated which enables the algorithm to visit a larger part of the missing variable support.
Algorithm 1 Stochastic approximation with truncation on random boundaries
Set
whereβ is sampled from a transition kernel
where φ : N → Z is a function such that φ(k) > −k for any k and (β,s) can be chosen through different ways (cf. [6] ). end if θ k =θ(s k ). end for Remark 2. The index κ denotes the current active truncation set, the index ζ is the current index in the sequences ∆ and ε and the index ν denotes the number of iterations since the last projection.
3.3. Transition probability of the Markov chain. We now explain how to simulate the missing variables thanks to a Markov Chain Monte Carlo algorithm having the posterior distribution as its stationary distribution. Due to the inherent high dimensionality N of β, we consider a Gibbs sampler to sequentially scan all coordinates β j for 1 ≤ j ≤ N . Denote by β −j = (β l ) l =j . We consider here a hybrid Gibbs sampler i.e. each step of the Gibbs sampler includes a Metropolis-Hastings step. The proposal law is chosen as q j (·|β −j , θ) i.e. the conditional law based on the current parameter value θ derived from the normal distribution q m .
If b is a proposed value at coordinate j, the acceptance rate of the Metropolis-Hastings algorithm is given by
the acceptance rate can be simplified to
where for any b ∈ R and 1 ≤ j ≤ N , we denote by β b→j the unique vector which is equal to β everywhere except at coordinate j where it equals b. An illustration of the hybrid Gibbs sampler can be found in [17] . The following steps are performed for each coordinate j :
Step 1 : Proposition . Sample b with respect to the density q j (.|β −j , θ).
Step 2 : Accept-reject . Compute r j (β j , b; β −j , θ) and with probability r j (β j , b;
In Algorithm 2, we summarize the transition step of the Markov chain.
Algorithm 2 Transition step k → k + 1 using a hybrid Gibbs sampler
This yields the transition probability kernel of our Markov chain on β : for coordinate j, the kernel is
is therefore the kernel associated with a complete scan.
4. Convergence analysis. We prove a general theorem on the convergence of stochastic approximations for which our algorithm convergence is a special case.
The hybrid Gibbs sampler used to generate the ergodic Markov chain does not satisfy some of the assumptions of the convergence result presented in [6] . We therefore weaken some of their conditions, introducing an absorbing set for the stochastic approximation and weakening their Hölder conditions on some functions of the Markov chain.
4.1. Stochastic approximation convergence Theorem. Let S be a subset of R ns for some integer n s . Let X be a measurable space. For all s ∈ S let H s : X → S be a measurable function. Let ∆ = (∆ k ) k be a sequence of positive step-sizes.
Define the stochastic approximation sequence (s k ) k as follows :
where s c / ∈ S, β c / ∈ X and (Π s ) s∈S is a family of Markov transition probabilities on X. Denote by Q ∆ the transition which generates ((β k , s k )) k . We consider the natural filtration of the nonhomogeneous chain ((β k , s k )) k and denote respectively by P ∆ β,s and E ∆ β,s the probability measure and the corresponding expectation generated by this Markov chain starting at (β, s) and using the sequence ∆.
If the transition kernel Π s of the Markov chain admits a stationary distribution π s and if for any s ∈ S, H s is integrable with respect to π s , then we denote by h the mean field associated with our stochastic approximation so that :
The algorithm defined in 4.1 is usually designed to solve the equation h(s) = 0 where h is called the mean field function.
Let (K q ) q≥0 be a sequence of increasing compact subsets of S such as ∪ q≥0 K q = S and K q ⊂ int(K q+1 ), ∀q ≥ 0. Let ε = (ε k ) k≥0 be a monotone non-increasing sequence of positive numbers and K a subset of X.
Let Φ : X × S → K × K 0 be a measurable function and φ : N → Z be a function such that φ(k) > −k for any k. Define the homogeneous Markov chain
on Z X × S × N 3 with the following transition at iteration k :
Consider the following assumptions, generalized from [6] . Define for any V : X → [1, ∞] and any g : X → R ns the norm (ii) There exists a closed convex set S a ⊂ S for which s → s + ρH s (β) ∈ S a for any ρ ∈ [0, 1] and (β, s) ∈ X × S a (S a is absorbing) and such that for any
The closure of w(L) has an empty interior.
A2. For any s ∈ S, the Markov kernel Π s has a single stationary distribution π s , π s Π s = π s . In addition for all s ∈ S, H s : X → S is measurable and X H s (β) π s (dβ) < ∞.
A3'. For any s ∈ S, the Poisson equation g − Π s g = H s − π s (H s ) has a solution g s . There exist a function V : X → [1, ∞] such that {β ∈ X, V (β) < ∞} = ∅, constants a ∈]0, 1], q ≥ 1 and p ≥ 2 such that for any compact subset K ⊂ S, (i)
(iii) Let k 0 be an integer. There exist anε > 0 and a constant C such that for any sequence ε = (ε k ) k≥0 satisfying 0 < ε k ≤ε for all k ≥ k 0 , for any sequence ∆ = (∆ k ) k≥0 and for any β ∈ X,
where ν(ε) = inf{k ≥ 1, s k − s k−1 ≥ ε k } and σ(K) = inf{k ≥ 1, s k / ∈ K} and the expectation is related to the non-homogeneous Markov chain ((β k , s k )) k≥0 using the step-size sequence (∆ k ) k≥0 . A4. The sequences ∆ = (∆ k ) k≥0 and ε = (ε k ) k≥0 are non-increasing, positive and satisfy:
, where a and p are defined in (A3'). 
Proof.
• The deterministic results obtained by [6] under their assumption (A1) remain true if we suppose the existence of an absorbing set as defined in assumption (A1'). Indeed, the proofs in [6] can be carried through in the same way restricting the sequences to the absorbing set. Therefore we obtain the same properties. The first one (stated in Lemma 2.1 of [6] ) gives the contraction property of the Lyapunov function w. Then, we have (as in Theorem 2.2 of [6] ) the fact that a sequence of stochastic approximations stays almost surely in a compact set under some conditions on the perturbation. Lastly, we establish the convergence of such a stochastic approximation.
• We then state a relation between the homogeneous and non-homogeneous chains as done in Lemma 4.1 of [6] .
• We now prove an equivalent version of Proposition 5.2 of [6] under our conditions. Indeed the upper bound on the fluctuations of the noise sequence stated in this proposition is relaxed in our case, involving a different power on the function V . 
where
) and P ∆ β,s is the probability measure generated by the non homogeneous Markov chain ((β k , s k )) k started from the initial condition (β, s); 2. there exists a constant C such that for any (β, s)
Proof. The proof of this proposition can proceed as in [6] except for the upper bound on the term involving the Hölder property (second term in the following). Under (A3'(ii)), this upper bound brings into play an exponent pq on the function V .
Indeed, rewrite S 1,n (ε, ∆, K) using the Poisson equation and decompose it into a sum of the following five terms :
We evaluate bounds for the first four quantities. Using the Minkowski inequality for p/2 ≥ 1 and the Burkholder inequality (for T (1) n ) we have :
where C is a constant which depends only upon the compact set K. The higher power pq appears because of the Hölder condition we assume on the solution of the Poisson equation. Since now T
n 1 {σ(K)∧ν(ε)≥n} = 0 and noting that V (β) ≥ 1, ∀β ∈ X, we have V (β) p ≤ V pq (β). Applying successively (as in [6] ) the Markov inequality, condition (4.6) and the Markov property to these upper bounds concludes the proof of the first part of Proposition 4.2.
Concerning the second part, it follows from the same trick as above for upper-bounding the expectation of V p by V pq . This ends the proof of the proposition.
It is now straightforward to prove the following proposition which corresponds to Proposition 5.3 in [6] . 
The convergence of the sequence (s k ) k follows from the proof of Theorem 5.5 of [6] which states the almost sure convergence due to the previous propositions. Remark 3. We can weaken the condition on p given in (A3'). Indeed, we can assume that (A3') holds for any p > 0 as soon as at least condition (4.6) is true also for power 2 of V . This is needed in the proof while giving an upper bound for all the T n 's using the Jensen inequality instead of the Minkowski inequality as in [6] . In this case, the assumption (A4) would have to be satisfied for a power max(p, 2) instead of power 2.
Convergence Theorem for Dense Deformable Template Model.
We now give the convergence result of our estimation process which is an application of the previous theorem. In this section, we assume that σ 2 is fixed which reduces θ to (α, Γ g ). In fact, due to the implicit definition ofθ given in equation (3.1), we were not able to prove the smoothness of the inverse of the function s →θ(s) which is straightforward for fixed σ 2 . We can easily exhibit some of the functions involved in our procedure. Comparing equation (3.2) to equation (4.1), we have
(4.16) Equation (3.1) gives the existence of the function s →θ(s). We denote by l the observed loglikelihood : l(θ) log q(y, β, θ)dβ, and let w(s) −l•θ(s) and h(s) H s (β)q post (β|y,θ(s))dβ for s ∈ S.
Theorem 4.4. The sequence of stochastic approximations (s k ) k related to the model defined in Section 2 and generated by Algorithms 1 and 2 satisfies the assumptions (A1') (ii), (iii), (iv),(A2) and (A3').
Proof. The details of the proof are given in appendix (Section 6). 
L {s ∈ S, ∇w(s), h(s) = 0} is included in a level set of w.
Let K be a compact subset of R N and K 0 a compact subset of S(R N ). Let (s k ) k≥0 and (θ k ) k≥0 be the two sequences defined in Algorithms 1 and 2. We denote by L
for all β 0 ∈ K and s 0 ∈ K 0 , whereP β 0 ,s0,0,0,0 is the probability measure associated with the chain
Proof. We first notice that, as mentioned in [8] (Lemma 2 equation 36), sinceθ, φ and ψ are smooth functions, it is easy to relate the convergence of the stochastic approximation sequence (s k ) k to the convergence of the estimated parameter sequence (θ k ) k .
Then the proof follows from the general stability result Theorem 4.1 stated in the subsection 4.1 and from the previous theorem 4.4.
Remark 4. Note that condition (1) is easily checked for
′ with 1/2 < c ′ < c < 1. However, condition (2) has not been successfully proved yet and should be relaxed in future work.
Experiments.
To illustrate our stochastic algorithm for the deformable template models, we consider handwritten digit images. For each digit class, we learn the template, the corresponding noise variance and the geometric covariance matrices. (Note that in this experiment the noise variance is no longer fixed and is estimated as the other parameters). We use the US-Postal database which contains a training set of around 7000 images.
Each picture is a (16 × 16) gray level image with intensity in [0, 2] where 0 corresponds to the black background. We will also use these sets in the special case of a noisy setting by adding independent centered Gaussian noise to each image.
To be able to compare the results with the previous deterministic algorithm proposed in [2] , we use the same samples. In Figure 5 .1 below, we show some of the training images. A natural choice for the hyper-parameters on α and Γ g is µ p = 0 and we induce the two covariance matrices Σ p and Σ g by the metric of the Hilbert spaces V p and V g (defined in Section 2.1) involving the correlation between the landmarks determined by the kernel. Define the square matrices
g . In our experiments, we have chosen Gaussian kernels for both K p and K g , where the standard deviations are fixed at σ p = 0.12 and σ g = 0.3. The deformation is computed in the [−1, 1]
2 square with k g = 6 equi-distributed landmarks on this domain. The template has been estimated with k p = 15 equi-distributed control points on [−1.5, 1.5]
2 . These two covariance matrices are important hyper-parameters; indeed, it has been shown in [2] that changing the geometric covariance has an effect on the sharpness of the template images. As for the photometric hyper-parameter, it affects both the template and the geometry in the sense that with a large variance, the kernel centered on one landmark spreads out to many of its neighbors. This leads to thicker shapes as shown in the left panel of Figure 5 .2. As a consequence, the template is biased: it is not "centered" in the sense that the mean of the deformations required to fit the data is not close to zero. For example for digit "1", the main deformations should be contractions or dilations of the template. With a large variance σ larger contractions and smaller dilations. Since we have set a Gaussian law on the deformation variable β and z −β = −z β , the deformations (Id + z β ) and (Id − z β ) have the same probability to be drawn under the estimated model. As shown on synthetic examples given in Figure 5 .3 left panel, there are many large dilated shapes. However, these examples were not in the training set and are not generated with other hyper-parameters ( Figure 5.3 right panel) . We have tried different relevant values and kept the best with regard to the visual results. We present in the following only the results with the adapted variances.
For the stochastic approximation step-size, we allow a heating period which corresponds to the absence of memory for the first iterations. This allows the Markov chain to reach a region of interest in the posterior probability density function before exploring this particular region.
In the experiments presented here, the heating time lasts k h (up to 150) iterations and the whole algorithm stops after, at most, 200 iterations depending on the data set (noisy or not). This number of iterations corresponds to a point where the convergence seems to have been reached. This yields:
To optimism the choice of the transition kernel Π θ , we have run the algorithm with different kernels and compared the evolution of the simulated hidden variables as well as the results on the estimated parameters. Some kernels, as the ones mentioned above do not yield good coverage of the infinite support of the unobserved variable. From this point of view the hybrid Gibbs sampler we used has better properties and gives nice estimation results which are presented below.
Estimated Template.
We show here the results of the statistical learning algorithm for this model. Figure 5 .4 shows two runs of the algorithm for a non-noisy database with 10 and 20 images per class. Ten images per class are enough to obtain satisfactory template images with high contrast.
Although it was proved in [2] that the Kullback-Leibler divergence between q(·;θ) and the common density function for observations from a given class converges to its minimal value on the family q(·; θ), we note that increasing the number of training images does not significantly improve the estimated photometric template. This apparently surprising fact can be explained as follows : since strong variations in appearance among the images may happened within a given class (think about topological changes for instance), the image distribution can not be perfectly represented as a distribution around a single template. This distribution is better represented as clustered around a major template and minor ones in a multimodal way. When the sample size is moderate, with a high probability, the sample contains basically images around the major mode and parametric model fits these data quite accurately. When the sample size increases, the minor modes start to play a significant role as "outliers" with respect to the major mode in the data, resulting in a slightly more blurry template trying to accommodate the different modes. One way to overcome this fact is to use some clustering methods as proposed in [2] . To visualize robustness with respect to the training set, we ran this algorithm with 20 images per class randomly chosen in the whole database. The different runs are presented in Figure 5 .5. The two left images show some templates which look like the ones obtained in the left image of Figure 5 .4 with the 20 first examples of the database. When outliers appear among the 20 randomly chosen training images the template may become somewhat more blurry. This is observed for digits '2' and '4' (apparently the most variable digits) in the right image of Figure 5 .5. For digits where the outliers are less far from the other images, the templates are stable. The evolution of the template with the iterations can be viewed in Figure 5 .6. The initialization of the template is the mean of the gray level images. As the iterations proceed, the templates become sharper. In particular, the estimated templates for digits with small geometrical variability converge very fast. For digits like '2' or '4', where the geometrical variability is higher, the convergence of the coupled parameters (photometry and geometry) is slowed down.
Photometric noise variance.
The evolution of the noise variance all along the SAEM-MCMC iterations is the same as the one observed with the "mode approximation EM" described in [2] . During the first iterations, the noise variance balances the inaccuracy of the estimated template which is simply the gray-level mean of the training set. As the iterations proceed, the template estimates become sharper as does the estimate of the covariance matrix for the geometry. 
. Evolution of the estimated noise variance using 20 images per class along the SAEM-MCMC algorithm. This confirms the visual effects seen on the templates : rapid convergence for some really constrained digits and slower convergence for very variable ones.
This yields very small residual noise. Note that here the final noise variance, which is less than 0.1, for the SAEM-MCMC algorithm for all digits is less than the noise variance , which is between 0.2 and 0.3, for the mode approximation EM experimented in [2] in the one component run. This can be explained by the stochastic nature of the algorithm which enables it to escape from local minima provoking early terminations in the deterministic version.
Estimated geometric distribution.
As mentioned previously we have to fix the value of the hyper-parameter a g of the prior on Γ g . This quantity plays a significant role in the results. Indeed, to satisfy the theoretical conditions we have to choose a g larger than 4k g +1 say 4×36+1 in our examples. From the geometry update equation, a barycenter between the 'sample' covariance and the prior, with the number n of images and a g as coefficients, we find that the prior dominates when the training set is small. The covariance matrix stays close to the prior. Thus we need to decrease a g and find the best trade-off between the degenerate inverse Wishart and the weight of the prior in the covariance estimation. We fix this value with a visual criterion: both the templates and the generated sample with the learnt geometry have to be satisfactory. This yields a g = 0.5 or 0.1.
As we have observed from Figure 5 .9, parameter estimation is robust regardless of whether the prior is degenerate or not. In addition, considering the update formulas, even if this law does not have a total weight equal to 1 it does not affect parameter estimation.
In Figure 5 .9, we show a sample of some synthetic digits modeled by deformation templates drawn with the estimated parameters. Note that the resulting digits in Figure 5 .9 look like some elements of the training set and seem to explain these data correctly, whereas the prior produces some non-relevant local deformations (cf. Figure (5.8) ). In particular, for some especially geometrically constrained digits such as 0 or 1, the geometry variability reflects their constraints. For digits like the 2s, the training set is heterogeneous and shows a large geometrical variability. When comparing to the deformations obtained by the mode approximation to EM in [2] , it seems that here we obtain a more variable geometry. This might be because with a stochastic algorithm, we explore the posterior density and do not only concentrate at its mode. This allows some more exotic deformations corresponding to realizations of the missing variable β which may belong to the tail of the law. Another reason may be that for such digits, the mode approximation gets stuck in a local minimum of the matching energy. Jumping out of this configuration would require a large deformation (not allowed by the gradient descent since it would increase the energy again). However, such a deformation can be proposed leading to acceptance by the stochastic algorithm. Subsequently the deformed template may better fit the observations, leading to acceptance of these large deformations. This also leads to a lower value of the residual noise and may also explain the low noise variance estimated by the stochastic EM algorithm.
Noise effect.
As shown in [2] , in the presence of noise, the mode approximation algorithm does not converge towards the MAP estimator. In our setting, the consistency of the "SAEM like" algorithm has been proved independently of the training set, and thus noisy images can also be treated exactly the same way. These are the results we present here. 5.12, we show the estimated templates for the noisy training set containing 20 images for both methods. Even if the mode approximation algorithm does not diverge, it cannot fit the template for digits with a high variability. In contrast, the stochastic EM gives acceptable contrasted templates which look like those obtained in Figure 5 .4. This becomes more significant as we increase the variance of the additive noise we introduce in the training set.
Concerning the choice of the hyper-parameters, it is not necessary to change all of them. For the photometric variance of the spline kernel, a small one could create some non-smooth templates and a large kernel would smooth the noise effect. However, we can keep the geometric hyper-parameters unchanged. We are presenting here only experiments which seemed to provide a reasonable tradeoff between these effects.
The geometry is also well estimated despite the high level of noise in the training set. Figure  5 .13 shows some synthetic examples, in which parameters are learnt from the training set with an additive noise variance of one. The two lines correspond to deformations and their symmetric deformation. This sample looks like the synthetic samples learnt on non-noisy images even if some examples are not relevant. However, the global behavior has been learnt.
The algorithm manages to catch the photometry (a contrasted and smoothed template), the geometry of the shapes and to "separate" the additive noise.
The number of iterations needed to reach the convergence point in the noisy setting is about twice that of the non-noisy case. The template takes the longest time to converge and the estimate of σ 2 converges in a few iterations. In particular, the templates obtained in the left panel of Figure  5 .4 with only 10 images per training digit set are obtained with a heating period of 25 iterations and 5 more steps with memory. The templates of Figure 5 .11, right picture, require 100 to 125 heating iterations in the 150 global iterations. This is understandable since the algorithm has to cope with variations due to the noise and thus needs a longer time to fit the model. 
Proof of Theorem 4.4 .
Here we demonstrate Theorem 4.4, i.e. the stochastic approximation sequence satisfies assumptions (A1') (ii), (iii), (iv), (A2) and (A3').
We recall that in this section, the parameter σ 2 is fixed so that θ = (α, Γ). The sufficient statistic vector S, the set S as well as the explicit expression ofθ(s) have been given in Subsection 4.2. As noted,θ is a smooth function of S.
We will prove that these conditions hold for any p ≥ 1 and a ∈]0, 1[.
Proof of assumption (A1').
We recall the functions H, h and w as in [8] defined as follows:
As shown in [8] , with these functions, we satisfy (A1'(iii)) and (A1'(iv)).
Moreover, since the interpolation kernel K p is bounded, there exist A > 0 and B ∈ Sym + kp such that for any β ∈ R N , we have
where, for any symmetric matrices B and B ′ , we say that B ≤ B ′ if B ′ − B is a non-negative symmetric matrix.
We define the set S a by
Since the constraints are obviously convex and closed, we get that S a is a closed convex subset of R ns such that S a ⊂ S ⊂ R ns and satisfying s + ρH s (β) ∈ S a for any ρ ∈ [0, 1] any s ∈ S a and any β ∈ R N .
We now focus on the first two points. As l andθ are continuous functions, we only need to prove that W M ∩ S a is a bounded set for a constant M ∈ R * + with:
On S a , s 1 and s 2 are bounded; writingθ(s) = (α(s), Γ(s)), we deduce from (3.1) and from the boundedness of K p that α(s) is bounded on S a and |y i − K βi p α(s)| is uniformly bounded on β i ∈ R 2kg and s ∈ S a . Hence (recall that σ 2 is fixed here), there exists an η > 0 such that q c (y|β,θ(s)) ≥ η for any s ∈ S a and β ∈ R N . Thus,
where C is a constant independent of s ∈ S a . Since
we deduce that
Since w is continuous and S a is closed, this proves (A1'(ii)).
Proof of assumption (A2).
We prove a classical sufficient condition (DRI1), used in [6] which will imply (A2) under the condition that H s is dominated by V for any s ∈ K. (DRI1) For any s ∈ S, Πθ (s) is φ−irreducible and aperiodic. In addition there exist a function V : R N → [1, ∞[ and p ≥ 2 such that for any compact subset K ⊂ S, there exist an integer m and constants 0 < λ < 1, B > 0, κ > 0, δ > 0, a subset C of R N and a probability measure ν such that 
N | β, e j θ = 0} be the orthogonal space of Span{e j } and p θ,j be the orthogonal projection on E θ,j i.e.
where β, β
e. the natural dot product associated with the covariance matrix Γ g ) and . θ the corresponding norm.
We denote for any 1 ≤ j ≤ N and θ ∈ Θ by Π θ,j the Markov kernel on R N (3.3) associated with the Metropolis-Hastings step of the j-th Gibbs sampler step on β. We have
We first recall the definition of a small set: Definition 1. (cf. [15] ) A set E ∈ B(X ) is called a small set for the kernel Π if there exist an m > 0, and a non trivial measure ν m on B(X ), such that for all β ∈ E, B ∈ B(X ),
When (6.4) holds, we say that E is ν m -small.
We now prove the following lemma which give the existence of the small set C in (DRI1):
Proof. First note that there exists an a c > 0 such that for any θ ∈ Θ, any β ∈ R N and any b ∈ R, the acceptance rate r j (β j , b; β −j , θ) is uniformly bounded below by a c so that for any 1 ≤ j ≤ N and any non-negative function f ,
where g 0,1 is the density of the standard Gaussian distribution N (0, 1). By induction, we have
where p θ,q,r = p θ,r • p θ,r−1 • · · · • p θ,q for any integers q ≤ r and p θ,N,N +1 = Id. Let A θ ∈ L(R N ) be the linear mapping on R N defined by
One easily checks that for any 1
A θ is an invertible mapping. By a change of variable, we get
where g µ,Σ stands for the density of the normal law N (µ, Σ). Since θ → A θ is smooth on the set of invertible mappings in θ, we deduce that there exist two constants c K > 0 and
,Id/cK (u) uniformly for θ =θ(s) with s ∈ K. Assuming that β ∈ E, since θ → p θ,N,1 is smooth and E is compact, we have 
Using (6.5) and (6.6), we deduce that for any A, for any s ∈ K and θ =θ(s),
with ν K equals to the density of the normal law N (0, Id/c ′ K ). This yields the existence of the small set as well as equation (6.3).
This property also implies the φ-irreducibility of the Markov chain (β k ) k and its aperiodicity (cf. [15] p121).
We set V : R N → [1, +∞[ as the following function
We, in fact, have the following property :
This condition is required for the implication of (A2) by (DRI1).
We now prove condition (6.2). Let K be a compact subset of S and p ≥ 1. For any 1 ≤ j ≤ N , any s ∈ K and θ =θ(s), we have
p (p θ,j (β) + ze j / e j θ )g 0,1 (z)dz .
Since V (β + h) ≤ 2(V (β) + V (h)) for any β, h ∈ R N and since there exist two constants c K > 0 and C K > 0 such that for any β ∈ R N , θ ∈θ(K), p θ,j (β) ≤ C K β and e j θ ≥ 1/c K , we have
We deduce that there exists an C ′ K > 0 such that for any β ∈ R N sup θ=θ(s),s∈K
Then, by composition Π θ V p (β) ≤ C ′N K V p (β) and (6.2) holds for any p ≥ 1.
Now consider the Drift condition (6.1).
To prove this inequality, we prove the same inequality for a subsidiary function V θ which depends on the parameters θ and then we deduce the result for V . So let us define for any θ = (α, Γ g ) the function V θ (β) 1 + β 2 θ . Lemma 6.2. Let K be a compact subset of Θ. For any p ≥ 1, there exist an 0 ≤ ρ K < 1 and an C K > 0 such that for any θ ∈ K, any β ∈ R N we have (p θ,j (β)) .
We have used in the last inequality the fact that a Gaussian variable has bounded moments of any order. Since a θ,β ≥ a c and p θ,j (β) θ ≤ β θ (p θ,j is an orthonormal projection for the dot product ·, · θ ), we get that ∀ η > 0, ∃ C K,η such that ∀ β ∈ R N and ∀ θ ∈ K To end the proof, we need to check that p θ is strictly contracting uniformly on K. Indeed, p θ (β) θ = β θ implies that p θ,j (β) = β for any 1 ≤ j ≤ N . This yields β, e j θ = 0 and thus β = 0 since (e j ) 1≤j≤N is a basis. Using the continuity of the norm of p θ in θ and the compactness of K, we deduce that there exists 0 < ρ K < 1 such that p θ (β) θ ≤ ρ K β θ for any β and θ ∈ K.
Since we have inf η>0 b c,η + ρ ′ 2p
K (a c + η) N < 1 the result is immediate. Next, we prove the expected inequality for the function V . This finishes the proof of (6.1) and at the same time of (A2).
θ(0),j )f (β) ≤ 2 ) e j θ √ 2π db .
Now, looking at the first term in (6.3), we deduce easily from the previous study for f ≡ f (β) that (6.12) so that adding (6.11) and (6.12), we get (again updating C K ) that
We end the proof, saying that Π θ(1) − Π θ(0) = N j=1 Π θ(1),j+1,N • (Π θ(1),j − Π θ(0),j ) • Π θ(0),1,j−1 where Π θ,q,r = Π θ,r • Π θ,r−1 • · · · • Π θ,q for any integer q ≤ r and any θ ∈ Θ so that using (6.2) and (6.13), the result is straightforward.
Using the geometric ergodicity, Lemma 6.4 and Lemma 6.5, we get that there exists an C > 0, independent of k such that:
This yields
