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Cognitive diagnostic models (CDMs) are widely used to diagnose whether or not 
students master specific fine-grained skills. Multidimensional item response theory (MIRT) 
models adopt a continuous scale to locate students’ ability position based on their performance 
on test items.  The current study aims to evaluate the cognitive diagnostic performance of the 
confirmatory noncompensatory MIRT (C-NMIRT) model by comparing it with the deterministic 
input, noisy ‘‘and’’ gate (DINA) model.  
A cutoff point is needed to transform continuous latent traits in the C-NMIRT model 
into categorical ones: mastery and no-mastery. A pilot study was conducted and 0 was found to 
be the proper cutoff point. Then, two simulation studies were conducted, where datasets were 
generated by the C-NMIRT model in the first study and generated by the DINA model in the 
second study. Both the DINA model and the C-NMIRT model were used for cognitive diagnosis 
and their results from both simulation studies were compared. The sample size N was 3000. Nine 
conditions were studied: three attribute numbers (K = 2, 3, 4) and three test lengths (short = 10, 
medium = 30, long = 50). Pattern correct classification rates (PCCRs) and the attribute correct 
classification rates (ACCRs) were calculated for estimation accuracy.  
Overall, estimation accuracy rates for both models increased as the attribute number 
decreased or test length enlarged. In addition, the first study found that estimation accuracy rates 
of two models were close in all of the nine conditions (discrepant rates were less than 3%). The 
second study indicated that the C-NMIRT model achieved similar estimation accuracy rates as 
the DINA model in the conditions with medium and long test lengths (discrepant rates were less 
than 3%). The C-NMIRT model also provided precisely estimated latent traits, which was 
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CHAPTER 1: INTRODUCTION 
Cognitive diagnostic models (CDMs) have attracted increasing research attention in recent 
decades. The strength of CDMs is outstanding that they provide cognitive diagnostic information 
on the skill mastery status of examinees, rather than simply overall scores (Rupp, Templin, & 
Henson, 2010). The implementation of CDMs in the educational field is meaningful. For 
example, cognitive diagnostic assessments (CDAs), which adopt CDMs for test design and 
analysis, can provide information on student mastery of specific types of skills which can help 
teachers make proper adjustments on teaching focus and strategies (Lee, de la Torre, & Park, 
2012).  
In addition, a variety of CDMs has been developed in previous research. Conjunctive 
CDMs, such as the deterministic input, noisy ‘‘and’’ gate (DINA) model and the noisy inputs, 
deterministic ‘‘and’’ gate (NIDA) model, are noncompensatory models where all required skills 
should be obtained to achieve the highest probability to answer correctly (Junker & Sijtsma, 
2001). On the other hand, disjunctive CDMs, such as the deterministic input, noisy ‘‘or’’ gate 
(DINO) model and the noisy inputs, deterministic ‘‘or’’ gate (NIDO) model, are compensatory 
models where non-mastery of one skill can be compensated for by other mastered skills in 
achieving correct answers (Templin & Henson, 2006). 
CDMs can diagnose students’ mastery status of specific fine-grained skills (mastery or 
non-mastery). Apart from that, multidimensional item response theory (MIRT) models adopt a 
continuous scale to estimate students’ multiple latent abilities based on their performance on test 
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items, which seems to be comparable to CDMs. Therefore, it is interesting to study the cognitive 
diagnostic performance of MIRT models compared with CDMs. 
CDMs and MIRT models have their own particular strengths. In general, MIRT 
models allow more flexible distinctions in skill mastery of students, while CDMs have advantage 
in being easier to fit into higher dimension calculation (Hong, et al, 2015). Thus, the current 
study aims to evaluate the cognitive diagnostic performance of the confirmatory 
noncompensatory MIRT (C-NMIRT) model by comparing it with the deterministic input, noisy 
‘‘and’’ gate (DINA) model (a widely used cognitive diagnostic model). In the following 
chapters, relevant literature reviews, detailed research methods, results as well as discussions and 
conclusions are introduced.  
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CHAPTER 2: LITERATURE REVIEWS 
2.1. DINA Model  
In the field of cognitive diagnosis modelling research, many types of CDMs are constructed 
and evaluated (e.g., Tatsuoka, 2009). Among the various CDMs that have different 
characteristics and focuses, the present study focuses on only one of the fundamental CDMs, the 
deterministic, inputs, noisy, ‘‘and’’ gate (DINA) model (Junker and Sijtsma, 2001). In addition, 
given that the DINA model has only two parameters for each item, it is parsimonious for 
interpretation and analysis. This model is prevalently used in the conjunction situation, where all 
of the specified attributes are required to be gained in order to achieve the highest probability of 
correct answers (Junker & Sijtsma, 2001). Furthermore, given the basis of the DINA model, 
some similar but advanced CDMs have been proposed, such as the generalized DINA model (G-
DINA; de la Torre, 2011) and the higher-order DINA model (HO-DINA; de la Torre & Douglas, 
2004). 
As regards the model construction, the DINA model is similar to most other CDMs, which 
requires a Q matrix with a construction of J × K entries (Tatsuoka, 1983). The elements of the Q 
matrix denote that there are I subjects involving the test of J items, and K attributes are used for 
classification of subjects. Let , an element of J × K Q-matrix, denote whether or not the kth 
attribute is required by item j. In addition, let be the vector of 
dichotomously-scored vector on J items of subject i. For example, if =1, it shows that subject i 
answers item j correctly, otherwise, subject i answers the item j incorrectly. Also, let 
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be the attribute pattern (function of K required attributes) of subject i, 
where  is a binary indicator with the value 0 or 1 that shows whether or not subject i possesses 
the kth attribute. The maximized correction probability for item j is obtained when all of the 
required attributes in the corresponding jth row of Q-matrix are mastered by the subject.  
In terms of the denotation of the latent response, when item responses are completely 
determined by the skill mastery, ideal response patterns, , can be generated for given the  
(attribute vector) and corresponding required attributes in the jth row of the Q-matrix. The 
mathematical equation for  is 
. 
The term,  , can be 0 or 1, with  indicating that subject i fails to master all required 
attributes and  indicating that subject i successfully master all required attributes (Junker 
& Sijtsma, 2001).  
According to de la Torre (2009), in practice, there is a random deviation from the ideal 
pattern, where slip and guess parameters can be introduced. To specify, the slip parameter can 
be defined as , which occurs when subjects with  slips and 
answer item incorrectly. On the other hand, the guess parameter can be defined 
as , which occurs when subjects with  guesses the result and 
answers the item correctly. Therefore, to involve slip ( ) and guess ( ) parameters, item 
response function (IRF) of the item j and subject i obtaining  with attribute vector  can 




(de la Torre, 2009). In addition, with the assumption of local independence and independent 
subjects, the joint likelihood of responses of subjects in a DINA model-based test is 
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2.2. Confirmatory Noncompensatory MIRT (C-NMIRT) Model 
The construction of multidimensional IRT (MIRT; Reckase, 1997) models, which analyzes 
subjects’ ability through items requiring multiple skills (e.g., logistic thinking, mathematical 
skills), are to some extent analogous to that of CDMs. More specifically, the compensatory 
MIRT (CMIRT) model is the most widely studied and used MIRT model. In this model, subjects 
with high ability in one skill dimension can compensate for the low ability in another skill 
dimension. The CMIRT model can be presented basing on a three-parameter logistic (3PL) 
model (Lord, 1980), which assesses students’ ability through the function of a vector of 
parameters ( ) rather than only unidimensional parameters. The model for the probability 




where  refers to a vector of discrimination parameters, which differentiate the correction 
probability among different levels of subjects,  refers to a difficulty parameter for the selected 
item j, can be interpreted as a guessing parameter which is designed for subjects with very low 
ability to answer the item. Furthermore,  refers to the vector of abilities 
for the subject i.  
Another type of MIRT models is the noncompensatory MIRT (NMIRT) model, where 
subject’s ability on one skill dimension is not compensated with that on other skill dimensions 
(Hong, et al, 2015). This model is comparable to the DINA model and other conjunctive CDMs. 
Whitley (1980) developed a parsimonious example of NMIRT model, which is written as 
. 
This item response function (IRF) includes the subject ability  and difficulty parameter 
vector . The vector  is same as that in the CMIRT model, which refers 
to the ability of subject i under each required subdimension skill k. In addition, 
 refers to skill-specific difficulty parameters for the jth item.  
Additionally, since the Q-matrix in CDMs is a confirmatory matrix, which is 
predetermined to show the relationship between attributes and items, the current study induces 
the Q-matrix into the NMIRT model to determine the relationship between dimensions and 




where the probability of answering correctly for subject i on the jth item can be obtained by the 
function of . The confirmatory vector  refers to whether or 
not the kth dimension is required by item j, where 1 means that the dimension is needed and 0 
means that the dimension is not needed.  
 
2.3. Cutoff Point Method 
Based on the above elaboration, the DINA model and the C-NMIRT model have similarities 
and differences. For instance, both the DINA model and the C-NMIRT model ask subjects to 
master all of the required attributes in order to achieve the correct answer. However, the major 
distinction between the two models is that the DINA model implies discrete latent variables, 
while the C-NMIRT model implies continuous latent variables. According to von Davier (2014), 
the DINA model can be regarded as a constrained general diagnostic model (GDM), which 
shares the generality similarities with the C-NMIRT model.  
To allow for model comparison, the Cutoff Point (CP) method is applied to transform 
continuous latent variables in C-NMIRT model into discrete values (e.g., Chiu, Douglas & Li, 
2009; Templin, & Bradshaw, 2013). When the ability trait  is above the CP, the subject can be 
recorded as mastering the specific skill. On the other hand, when is equal to or below the CP, 
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the subject is regarded as failure of the skill mastery. In the current study, the CP result can be 
shown as 
. 
 is the ability of subject i on the latent trait k, and  refers to the cutoff point for the latent 
trait k. Moreover,  refers to the mastery of the skill k after transformation, which can be 
called the trans-border attribute.  
To find an appropriate cutoff point, a pilot study for latent traits transformation has been 
applied by several research groups (Templin, & Bradshaw, 2013; Zhan, Chen, Bian, 2016). For 
example, Zhan, Chen and Bian (2016) conducted a research to compare CC-M2PLM (a 
compensatory MIRT model) and LLM (a logistic CDM) and used the cutoff point method to 
induce comparison. They generated a dataset based on the compensatory MIRT model and 
applied to the cognitive diagnostic model for estimation. The result shows that the CDM roughly 
divide the latent trait distribution into halves, for the skill mastery ( ) and non-
mastery ( ). In IRT scales, the value of zero was found to be the location of cutoff 
point. Since previous research has studied on the comparison between the compensatory MIRT 
model and the disjunctive CDM, the current study sought to fill the research gap and compare 
the noncompensatory MIRT model and the conjunctive CDM. To be specific, I focus on the 
comparison between C-NMIRT model (continuous latent traits) and DINA model (categorized 
skill mastery states).  
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To conclude, the research objective was to evaluate the cognitive diagnostic function of the 
C-NMIRT model by comparing it with the DINA model. Three studies were carried out. First of 
all, a pilot study was to determine a proper cutoff point, where datasets were generated according 
to the C-NMIRT model and was subsequently fit by the DINA model. The point that cut the 
continuous latent traits into halves was considered as cutoff point. The second study was a 
simulation study using C-NMIRT model-based generated datasets under various conditions. The 
DINA model and C-NMIRT model were fit to the simulated datasets. Generated ‘true’ latent 
traits as well as the ones estimated by the C-NMIRT model were transformed using a cutoff 
point equal to 0 to serve as ‘true’ and ‘estimated’ skill mastery states of subjects for comparison. 
At the same time, attribute patterns estimated by the DINA model were recorded. The estimation 
accuracy rates of the DINA model and C-NMIRT model were calculated for comparison 
purposes. The third study was a simulation study where datasets were generated by the DINA 
model, served as cognitive diagnostic datasets. The DINA model and the C-NMIRT model were 
fit to the simulated datasets. Continuous latent traits estimated by C-NMIRT model were 
transformed into discrete ones according to the cutoff point equal to 0 and estimation accuracy 
rates were compared to evaluate the cognitive diagnostic performance of C-NMIRT model. The 
detailed research methods and results are introduced in the following. 
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CHAPTER 3: PILOT STUDY 
3.1. Research Design 
The pilot study aimed to find a proper cutoff point to transform the continuous latent traits 
of confirmatory noncompensatory MIRT (C-NMIRT) model into dichotomous ones for model 
comparison. First of all, a dataset was generated by the C-NMIRT model which was regarded as 
the ‘true’ dataset. To specify, this dataset consisted of 3 dimensions, 30 items and 3000 subjects 
and the Pearson correlation (ρ) for latent traits between dimensions was set to 0.8. The latent 
traits for subject i can be written as , where  
 . 
This dataset was estimated according to the DINA model. sirt package (Version 2.3-57; 
Robitzsch, 2017) and CDM package (Version 5.5-21; Robitzsch, et al., 2017) in R (Version 
3.3.3 64-bit; R Core Team, 2017) were used for data generation of the C-NMIRT model and 
parameter and latent trait estimation of the DINA model respectively. In addition, the latent trait 
estimation method was maximum a posteriori probability (MAP) and the parameter estimation 
method was the expectation–maximization (EM) algorithm. A detailed explanation is provided in 
the next session.  
 
3.2. Estimation Methods 
In terms of latent trait estimation, the current study adopted the maximum a posteriori 
probability (MAP) method for both the C-NMIRT model and the DINA model. MAP estimation 
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refers to the mode of a posterior distribution in the Bayesian setting (Sorenson, 1980). This 
method is similar as Maximum Likelihood Estimation (MLE) method but induces a prior 
distribution  which is based on prior knowledge of relevant situations in order to optimize 
the estimation process (Hambleton, et al., 1991). The likelihood function is  and the 
estimated  for MLE can be written as  
. 
Since the log space is monotonically increasing, the way to maximize the estimated  is to 
maximize the above likelihood function. As for the MAP estimation, the posterior estimation 
is proportional to the product of likelihood function and the prior, that is, according to 
Bayes' theorem:  
 
∝ . 
The estimates using the MAP method can be calculated by replacing the likelihood function in 






The expectation–maximization (EM) algorithm is applied to estimate the parameters for 
both the C-NMIRT and the DINA models. The EM algorithm contains two steps—expectation 
(E) step and the maximization (M) step. To be specific, the E-step aims at evaluating the 
expected values of the log-likelihood based on the initial parameter estimates, and the M-step 
aims at computing updated maximum likelihood estimates of the parameters based on data 
estimated in E-step (Moon & Stirling, 2000). The updated estimates of parameters serve to 
determine the latent traits distribution in the following E-step. In addition, this process repeats 
until convergence of the estimates appears. The EM algorithm analysis for each trial was set at a 
maximum of 500 iterations, and the nodes were set to 31. Since the research objective is to 
compare and evaluate the cognitive diagnostic function of C-NMIRT model and DINA model, 
the parameter estimate results were not taken into consideration in the comparison.  
 
3.3. Results 
In Templin and Bradshaw’s study (2013), CDMs cut the latent traits distribution into halves 
when the value of IRT scale is 0, indicating that positive  values were categorized as ‘skill 
mastery’ and negative  values were categorized as ‘skill non-mastery.’ The pilot study showed 
that the DINA model divided the C-NMIRT model dataset into halves at the  value of 
approximately 0, which was consistent with the findings of previous research (Templin, & 




Figure 3.1. Relationship between  in noncompensatory MIRT model and estimated skill 
mastery  in DINA model (k = 1, 2, 3 respectively). 
 
For participants whose  was equal to, or below, 0 on the kth attribute in C-NMIRT model, 
the DINA model tended to estimate their failure in mastery of the kth skill ( ). 
Alternatively, for participants whose  was above 0 in the kth attribute in the noncompensatory 
MIRT model, the DINA model tended to estimate their success in mastery of the kth skill 
( ). Therefore, in the following simulation studies, the cutoff point was set to 0 




CHAPTER 4: SIMULATION STUDY I 
4.1 Research Design 
In the simulation study I, the response dataset was generated by the C-NMIRT model and 
estimated using the DINA model and the C-NMIRT model. In addition, the generated latent 
traits were transformed into dichotomous ones by applying the cutoff point of 0, which served as 
the ‘true’ skill mastery states of subjects. The aim of this study is to compare the diagnostic 
performance of DINA model estimation and C-NMIRT model estimation in the C-NMIRT 
model-based datasets. 
In this study, the sample size N = 3000. Nine conditions were examined: three attribute 
numbers (K=2, 3, 4) and three test lengths (short = 10, medium = 30, long = 50). Also, the Q 
matrices for items were pre-designed by authors to make sure that each skill /dimension was 
tested for an almost equal number of times in one simulation condition. The Pearson correlation 
(ρ) latent traits of between dimensions was set to 0.8. For example, in 3-attribute conditions, the 
generated latent traits for subject i can be written as , where  
 . 
The results reported were based on 30 replication runs to decrease the influence of random 
sampling error. In addition, the sirt package (Version 2.3-57; Robitzsch, 2017) in R (Version 
3.3.3 64-bit; R Core Team, 2017) was used for data generation of the C-NMIRT model and the 
CDM package (Version 5.5-21; Robitzsch, et al., 2017) was used for parameter and latent trait 
estimation of the DINA model, respectively. In addition, the latent trait estimation method was a 
15 
 
maximum a posteriori probability (MAP) and the parameter estimation method was the 
expectation–maximization (EM) algorithm. Apart from that, estimation accuracy rates were 
computed to make model comparisons. 
 
4.2. Estimation Accuracy Rates 
In order to examine the estimation accuracy of the DINA and the C-NMIRT models, I 
calculated the attribute correct classification rates (ACCR) and the pattern correct classification 
rates (PCCR) for analysis (Chen, et al., 2012). These indexes have been widely used in research 
on cognitive diagnostic assessment (CDA) and cognitive diagnostic computerized adaptive 
testing (CD-CAT), which focus on the accuracy of estimation of students’ categorized mastery 
levels of attributes in the test rather than continuous latent trait values (e.g., Chen, et al., 2012; 
Wang, et al., 2015). The attribute correct classification rates (ACCR) refers to the estimation 
accuracy rate of each specific attribute (Chen, et, al., 2012).  is the percentage of accurate 
estimation of kth attribute, which can be calculated as follows,  
. 
In this formula,  and  are the estimated and true mastery state of the subject i in kth 
attribute respectively, and I is the indicator function. If  is equal to ,  denotes to be 1, 
indicating that the estimation for the kth attribute mastery is correct; otherwise  is denoted as 
being 0, indicating a misclassification of the kth attribute mastery state (Chen, et al., 2012).  
16 
 
As for pattern correct classification rates (PCCR), other than focusing on the estimation 
accuracy of each individual attribute, I quantify the estimation accuracy of the whole cognitive 
pattern,  
, 
where  and  are vectors of the estimated and true mastery state of subject i respectively 
(Chen, et al., 2012). If  and  are equal, we denote  to be 1, showing that the estimate of the 
cognitive diagnostic profile of subject i is correct; otherwise  is 0, which indicates a 
misclassification of the cognitive pattern (Chen, et al., 2012). 
 
4.3. Results 
Table 4.1 recorded the ACCRs and PCCRs of the DINA model and C-NMIRT model 
estimation in all of the nine conditions. As the number of attributes increased, the accuracy rates 
for the entire cognitive pattern in both model estimations dropped gradually.  To be specific, 
when the dimension increased from 2 to 4, the PCCR for DINA model estimation decreased 
from 0.788 to 0.594 and that for C-NMIRT model decreased from 0.810 to 0.627 in 50-item test. 
In terms of estimation accuracy for each attribute, the ACCRs for the DINA model and the C-
NMIRT model also slightly decreased when the number of dimensions increased. For example, 
the average ACCR for the DINA model in conditions of the 30-item test of 2, 3 and 4 




Table 4.1. ACCRs and PCCRs for DINA model and C-NMIRT model estimation (attribute 
number= 2, 3, 4; test length=10, 30, 50). 
Attribute Number = 2 
Item Model ACCR1 ACCR2 PCCR 
10 DINA 0.789 0.787 0.687 
C-NMIRT 0.785 0.806 0.689 
30 DINA 0.862 0.852 0.757 
C-NMIRT 0.873 0.871 0.779 
50 DINA 0.876 0.880 0.788 
C-NMIRT 0.891 0.900 0.810 
 
Attribute Number = 3 
Item Model ACCR1 ACCR2 ACCR3 PCCR 
10 DINA 0.775 0.781 0.783 0.593 
C-NMIRT 0.791 0.798 0.789 0.601 
30 DINA 0.836 0.832 0.839 0.659 
C-NMIRT 0.848 0.843 0.855 0.674 
50 DINA 0.857 0.868 0.859 0.683 
C-NMIRT 0.869 0.865 0.870 0.700 
 
Attribute Number = 4 
Item Model ACCR1 ACCR2 ACCR3 ACCR4 PCCR 
10 DINA 0.751 0.741 0.755 0.760 0.526 
C-NMIRT 0.773 0.768 0.767 0.780 0.556 
30 DINA 0.818 0.813 0.826 0.815 0.572 
C-NMIRT 0.823 0.823 0.834 0.829 0.598 
50 DINA 0.831 0.838 0.842 0.839 0.594 
C-NMIRT 0.847 0.855 0.853 0.850 0.627 
 
In addition, estimation accuracy rates improved as the test length increased. For instance, 
PCCR for C-NMIRT model in the 3-dimension condition increased from 0.601 (10-item test) to 
0.700 (50-item test). Moreover, ACCRs for the C-NMIRT model in the 3-dimension condition 
increased from an average of 0.795 (10-item test) to 0.867 (50-item test). As regards the model 
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fit statistics, C-NMIRT model had a smaller AIC, BIC and -2LL than the DINA model in all 
conditions, showing that the C-NMIRT model had the best fit with the dataset.  
To aid the comparison of estimation accuracy between the DINA model and the C-NMIRT 
model, the results were graphed in Figure 4.1. Overall, PCCRs for the DINA model and the C-
NMIRT model were closest in all of the nine conditions, showing that the diagnostic 
performance of the DINA model and C-NMIRT model in C-NMIRT datasets were similar. As 
regards the more precise analysis, C-NMIRT model estimation achieved a slightly higher PCCR 
than the DINA model estimation, and the discrepancy rate was less than 3%. One explanation for 
this situation was that the dataset was generated by C-NMIRT model and latent traits were 
transformed by cutoff point, which was in favor of the C-NMIRT model for estimation.  
 
Figure 4.1. Comparison of PCCRs between DINA model and C-NMIRT model estimation 
(attribute number= 2, 3, 4; test length=10, 30, 50). 
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Based on findings in the simulation study I, estimation accuracy for both models was 
unsatisfactory. The PCCRs were below 0.85 in all conditions. One possible reason is that the C-
NMIRT based dataset is not a traditional cognitive diagnostic informative dataset. After 
continuous latent traits in the dataset transform into dichotomous skill mastery states, those with 
a value slightly above or below the cutoff point are cut directly into mastery or non-mastery, 
which impacts the estimation accuracy of the C-NMIRT model. For instance, students with a true 
 of 0.05 get transformed into 1 as skill mastery, while the estimated  can be -0.05 which gets 
transformed in 0 as non-mastery. The absolute deviance between true and estimated  is only 
0.1, but the estimation accuracy analysis defines it as a failure. Since the latent traits distribution 
for each dimension is normally distributed with a mean of 0, the points close to 0 are easily 
influenced by the cutoff point transformation. 
Therefore, in the second simulation study, I generated DINA model-based datasets which 
were regarded as typical diagnostic informative datasets, to compare the cognitive diagnostic 
performance of DINA model and C-NMIRT model estimation.  
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CHAPTER 5: SIMULATION STUDY II 
5.1. Research Design 
In simulation study II, response datasets were generated by a DINA model. Both the DINA 
model and the C-NMIRT model were used fit to the dataset and the results were compared. After 
that, using a cutoff point of 0, the continuous latent traits estimated by the C-NMIRT model were 
transformed into dichotomous values (0 for skill non-mastery or 1 for skill mastery). In terms of 
the research design, it was highly similar to that of the simulation study I: sample size N = 3000, 
three numbers of attributes (K=2, 3, 4), three test lengths (short = 10, medium = 30, long = 50) 
and pre-designed Q matrices for items. The results reported were based on 30 replication runs to 
decrease the influence of random sampling error. The second simulation study sought to evaluate 
the cognitive diagnostic function of the C-NMIRT model by comparing the estimation accuracy 
of the DINA and the C-NMIRT models in datasets generated from a cognitive diagnostic model.  
In the data simulation, the guess parameter and the slip parameter were fixed at 0.1, 
meaning that participants who mastered the required skill had a 10% probability of giving the 
wrong answer and students who did not master the required skill had a 10% probability of 
answering the item correctly. Moreover, the tetrachoric correlation (ρ) of dichotomous skill 
vectors was fixed at 0.8. According to Rupp, Templin and Henson (2010), matrices with 
tetrachoric correlations between discrete latent variables were derived from the correlations 
between underlying continuous latent variables, which had a similar logic to Pearson correlations 
for actual continuous variables. Also, the previous findings showed that the application of 
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tetrachoric correlations helped CDMs with dichotomous latent variables become comparable to 
IRT models with continuous latent variables (Rupp, Templin, & Henson, 2010). 
Moreover, the R (Version 3.3.3 64-bit; R Core Team, 2017) package sirt (Version 2.3-57; 
Robitzsch, 2017) was used to estimate the parameters and latent traits of the DINA model. The 
package CDM (Version 5.5-21; Robitzsch, et al, 2017) was used for data generation and 
parameter and latent trait estimation of the C-NMIRT model. In addition, maximum a posteriori 
probability (MAP) method was used for latent trait estimation and expectation–maximization 
(EM) algorithm was used for parameter estimation. Apart from that, Attribute Correct 
Classification Rates (ACCR) and Pattern Correct Classification Rates (PCCR) discussed in the 




ACCRs for each skill in the condition and PCCRs for each condition were reported in Table 
5.1. Several findings can be extracted from this table. First of all, among all of the three attribute 
numbers (K=2, 3, 4) settings, both the DINA model and the C-NMIRT model achieved higher 
estimation accuracy when the number of items increased. In addition, the increase in number of 





Table 5.1. ACCRs and PCCRs for DINA model and C-NMIRT model estimation (attribute 
number= 2, 3, 4; test length=10, 30, 50). 
Attribute Number = 2 
Item Model ACCR1 ACCR2 PCCR 
10 DINA 0.988 0.988 0.977 
C-NMIRT 0.895 0.893 0.795 
30 DINA 1.000 0.999 0.999 
C-NMIRT 0.992 0.991 0.982 
50 DINA 1.000 1.000 1.000 
C-NMIRT 0.998 0.998 0.996 
 
Attribute Number = 3 
Item Model ACCR1 ACCR2 ACCR3 PCCR 
10 DINA 0.959 0.956 0.965 0.903 
C-NMIRT 0.888 0.893 0.878 0.682 
30 DINA 0.993 0.993 0.996 0.983 
C-NMIRT 0.974 0.973 0.977 0.925 
50 DINA 0.998 0.998 0.999 0.994 
C-NMIRT 0.990 0.991 0.993 0.975 
 
Attribute Number = 4 
Item Model ACCR1 ACCR2 ACCR3 ACCR4 PCCR 
10 DINA 0.945 0.947 0.958 0.954 0.843 
C-NMIRT 0.840 0.876 0.916 0.889 0.611 
30 DINA 0.990 0.993 0.995 0.993 0.972 
C-NMIRT 0.983 0.982 0.989 0.988 0.944 
50 DINA 0.997 0.998 0.999 0.999 0.993 
C-NMIRT 0.994 0.992 0.997 0.997 0.980 
 
For example, when the attribute number was 4, the PCCR for the DINA model increased from 
0.843 to 0.993 as item length increased from 10 to 50, and the increasing rate of PCCR was 15%. 
At the same time, the PCCR for the C-NMIRT model increased from 0.611 to 0.980 as item 
length increased from 10 to 50, and the increased rate was 37%. This tendency also occurred in 
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ACCRs across conditions. It indicates that one way to improve the estimation accuracy of 
models is to contain a large number of items in the test. 
In addition, in the DINA model and the C-NMIRT model estimation, the ACCRs and 
PCCRs in conditions with fewer attributes were higher than was the case with more attributes. 
For example, among 30-item conditions, the ACCRs for the DINA and the C-NMIRT models in 
2 attributes condition were above 0.999 and 0.991, respectively, which decreased gradually in 
the 3 attributes condition (above 0.993 and 0.973) and the 4 attributes condition (above 0.990 
and 0.982). Moreover, the PCCR for the DINA model and the C-NMIRT model decreased 
slightly from 0.999 and 0.982 in the 2-attribute condition to 0.972 and 0.944 in the 4-attribute 
condition, respectively. 
In all of the nine conditions, the ACCR rates were higher than the PCCR in both the DINA 
model and the C-NMIRT model estimation. For instance, in the 30-item condition with 3 
attributes, the ACCRs for the DINA model were above 0.993 while the PCCR rate was 0.983, 
and the ACCRs for the C-NMIRT model were above 0.973 while the PCCR rate was 0.925. The 
result is reasonable because the ACCR focuses on the accuracy of one specific attribute, while 
the PCCR asks for the accuracy of the whole pattern. 
The estimation for the C-NMIRT model was more time-consuming than that for the DINA 
model, which was a major weakness of C-NMIRT model estimation. As regards the model fit 
statistics, the DINA model had a smaller AIC, BIC and -2LL than the C-NMIRT model in all 
24 
 
conditions, showing that the DINA model was a better fit the dataset. In addition, a line chart 
(Figure 5.1) was created in the following for a better explanation of model comparison.  
 
 
Figure 5.1. Comparison of PCCRs between DINA model estimation and C-NMIRT model 
estimation (attribute number= 2, 3, 4; test length=10, 30, 50). 
 
It showed that the DINA model estimation results were more stable than for the C-NMIRT 
model. More specifically, Pattern Correct Classification Rates (PCCR) for DINA model 
estimation in all of the nine conditions were above 0.97. On the other hand, the PCCRs for the C-
NMIRT model estimation were relatively low in conditions for 10 items (0.792, 0.682 and 0.611 
in 2, 3, 4-attribute condition respectively), but ascend dramatically as the number of items 
increased. One possible reason is that the randomness of 10-item tests is high, which may 
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influence the estimation accuracy. Moreover, the accuracy rate discrepancy between the DINA 
model and the C-NMIRT model was large in 10-item conditions, which were above 20% in all of 
the three attribute conditions. However, the salient improvement on the PCCR in the C-NMIRT 
model shortened such discrepancies as the number of items increased. The C-NMIRT model 
achieved almost same estimation accuracy rate as the DINA model in conditions of 30 items and 
50 items, where the discrepancy rate is only approximately 3% and 1% respectively. This 
indicates that the C-NMIRT model provides diagnostic information almost as good as the DINA 
model when there are plenty of items.  
Furthermore, the C-NMIRT model can not only offer diagnostic information of skill 
mastery or non-mastery but can also provide concrete and precise estimated latent traits. Table 
5.2 shows that in the condition of 30 items for 3 attributes, the estimated latent traits of 4 subjects 
were recorded.  
 
Table 5.2. Comparison of estimated latent traits between the C-NMIRT model, the C-NMIRT 
(transformed) model and the DINA model (attribute number= 3; test length=30). 
Subject No. C-NMIRT Model 
Estimation 




1 (-1.617, -0.860, 1.863) (0, 0, 1) (0, 0, 1) 
2 (2.340, 1.502, 2.489) (1, 1, 1) (1, 1, 1) 
3 (1.814, 1.032, 0.104) (1, 1, 1) (1, 1, 1) 




Firstly, the transformed C-NMIRT model estimation and the DINA model estimation showed the 
same result. For example, subject No.2 and No.3 were both diagnosed that they have mastered 
all of the three skills. Although they had the same mastery and non-mastery estimation pattern, 
the precise values of their latent traits were different according to the C-NMIRT model 
estimation. To be specific, the estimated  for subject No.2 (2.489) was much higher than 0 but 
for subject No.3 (0.104) was only slightly above 0, showing that subject No.2 mastered the third 
skill quite well while subject No.3 need to consolidate his knowledge regarding the third skill. 
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CHAPTER 6: DISCUSSION & CONCLUSION 
6.1. Discussion 
A pilot study finds that the DINA model divides the confirmatory noncompensatory MIRT 
(C-NMIRT) model dataset into halves at the  value of approximately 0, therefore 0 is an 
appropriate cutoff point for transforming continuous latent traits in the C-NMIRT model into 
discrete ones. Additionally, based on the two simulation studies, several common findings can be 
identified. Overall, the diagnostic performance of the C-NMIRT model and the DINA model are 
better in DINA model-based datasets than C-NMIRT model-based datasets. Also, both DINA 
and C-NMIRT models improve the estimation accuracy when the number of items increases, 
inferring that a test with a proper number of items can benefit the model estimation accuracy. 
Apart from that, the estimation using the C-NMIRT model requires a longer period of time than 
the DINA model, which is time-consuming.  
In the first simulation study where datasets are generated by the C-NMIRT model and the 
latent traits are transformed by the cutoff point method, the estimation accuracy rates of the C-
NMIRT model and the DINA model are close in all of the nine conditions, with a discrepant 
accuracy rate of 1% to 3%. However, the estimation accuracy rates for both models are not 
satisfactory (PCCRs ranging from 60% to 82%), mainly because the datasets are C-NMIRT 
model-based rather than typical cognitive diagnostic datasets. Continuous latent traits are 
normally distributed so that a variety of points are close to 0, which are influenced by the cutoff 
point transformation and lead to difficulty in correct estimation. In addition, in the second study 
28 
 
where DINA model-based datasets are generated as diagnostic datasets, estimation performance 
of both models is satisfactory, especially in the medium and long test length conditions. To 
specify, although the C-NMIRT model has a relatively low estimation accuracy rate in 
conditions of short test lengths, it provides as good cognitive diagnostic information as the DINA 
model in conditions of medium and long test lengths (over 95%), with an accuracy rate 
discrepancy of less than 2%. Therefore, in general, the C-NMIRT model can provide good 
cognitive diagnoses after latent trait transformation in the DINA-based tests with medium and 
long lengths of tests.  
Moreover, compared with DINA model estimation, C-NMIRT model estimation can 
provide concrete and precise latent trait estimates, which is favorable in education practices. For 
example, cognitive diagnoses provided by the DINA model can only reveal the skill mastery 
state of students (0 for non-mastery and 1 for mastery) but fail to provide information on how 
well or bad students master the target skill. Instead, C-NMIRT model estimation can help 
teachers to find out the extent to which students need to improve or consolidate their 
understanding of the skill. Slavin (2012) suggests that educators in the current era need to 
concentrate on students’ precise development of skills, and additional mastery levels are 
recommended to add to the evaluation system. Other than simply differentiating students as in 
the mastery or non-mastery group, the C-NMIRT model estimation can provide additional 
information on latent traits of students, to help build a detailed and step-by-step evaluation 
system for skill mastery. 
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However, several limitations exist for future analysis. First of all, due to the restricted 
computer capacity for data analysis, the current study only focuses on dimensions up to 4 and the 
comparison between the DINA model and the higher dimensional C-NMIRT model can be 
studied in the future. In addition, in the estimation of the MIRT model, the EM algorithm can be 
challenging for high-dimensional conditions and the MH-RM algorithm can serve as the 
parameter estimation method instead for further studies (Cai, 2010). Also, since the current study 
only considers the confirmatory and complete Q matrix induced NMIRT model, future research 
can study on the situation of incomplete Q matrix, for example. Moreover, since the current 
research focuses on the comparison of latent trait estimates, and the C-NMIRT model is 1-PL 
based which is relatively parsimonious, future studies can expand the topic to the comparison of 
parameter estimates between CDMs and MIRT models and study on more complex MIRT 
models (e.g., adding the guessing parameter and the slipping parameter into the MIRT model to 
make it more analogous to the DINA model).  
 
6.2. Conclusion 
To conclude, the current research consisted of two simulation studies whose goals were to 
evaluate the cognitive diagnostic functionality of the C-NMIRT model by comparing it with the 
DINA model. According to the pilot study result, 0 can serve as the cutoff point to transform 
continuous latent traits in the C-NMIRT model into dichotomous ones for comparison.  
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In the first study, where datasets are generated by the C-NMIRT model, estimation accuracy 
rates for both models are relatively close under all conditions. In addition, in the second study, 
which contains DINA model-generated datasets, the simulation results show that although the C-
NMIRT model has low estimation accuracy rates in conditions of short test lengths, it provides 
almost as good cognitive diagnostic information as the DINA model in conditions of medium 
and long test lengths. As for the implication for this research, based on the simulation results, the 
C-NMIRT model can provide good cognitive diagnostic information in a medium or long test 
length condition. Furthermore, compared with the DINA model estimation, although the C-
NMIRT model estimation is time-consuming, it has the advantage of providing precisely 
estimated latent traits of subjects, which is beneficial for detailed skill mastery status analysis in 






Cai, L. (2010). Metropolis-Hastings Robbins-Monro algorithm for confirmatory item factor 
analysis.  Journal of Educational and Behavioral Statistics, 35, 307–335. 
 
Chen, P., Xin, T., Wang, C., & Chang, H.-H. (2012). Online calibration methods for the DINA 
model with independent attributes in CD-CAT. Psychometrika, 77, 201–222. 
 
Chiu, C., Douglas, J., & Li, X. (2009). Cluster analysis for cognitive diagnosis: theory and 
applications. Psychometrika, 74, 633–665. 
 
de la Torre, J. (2009). DINA model and parameter estimation: A didactic. Journal of Educational 
and Behavioral Statistics, 34, 115–130. 
 
de la Torre, J. (2011). The generalized DINA model framework. Psychometrika, 76, 179–199. 
 
de La Torre, J., & Douglas, J. A. (2004). Higher-order latent trait models for cognitive diagnosis. 
Psychometrika, 69 (3), 333-353. 
 
Hambleton, R. K., Swaminathan, H., Rogers, H. J. (1991). Fundamentals of item response 
theory. Newbury Park, Calif.: Sage Publications, 
 
Hong, H., Wang, C., Lim, Y. S., & Douglas, J. (2015). Efficient models for cognitive diagnosis 





Junker, B. W., & Sijtsma, K. (2001). Nonparametric item response theory in action: An overview 
of the special issue. Applied Psychological Measurement, 25, 258-272. 
 
Lee, Y., de la Torre, J., & Park, Y. S. (2012). Relationships between cognitive diagnosis, CTT, 
and IRT indices: An empirical investigation. Asia Pacific Education Review, 13(2), 333-345. 
 
Moon, T. K., Stirling, W.C. (2000). Mathematical methods and algorithms for signal processing. 
Upper Saddle River, NJ: Prentice Hall, 
 
R Core Team. (2017). R: A language and environment for statistical computing [Computer 
Software]. Vienna, Austria: R Foundation for Statistical Computing. Available from 
http://www.R-project.org/ 
 
Reckase, M. D. (1997) A Linear Logistic Multidimensional Model for Dichotomous Item 
Response Data. In Linden, Wim J., van der. Hambleton, Ronald, K(Eds). Handbook of Modern 
Item Response Theory (pp. 271-286). New York: Springer. 
 
Robitzsch, A. (2017). sirt: Supplementary item response theory models. R package version 2.3-
57. URL https://CRAN.R-project.org/package=sirt. 
 
Robitzsch, A., Kiefer, T., George, C. A., & Uenlue, A. (2017). CDM: Cognitive Diagnosis 
Modeling. R package version 5.5-21, URL https://CRAN.R-project.org/package=CDM. 
 
Rupp, A. A., Templin, J. L., & Henson, R. A. (2010). Diagnostic Measurement: Theory, 
Methods, and Applications. New York: The Guilford Press. 
 




Tatsuoka, K. K. (1983). Rule-space: An approach for dealing with misconceptions based on item 
response theory. Journal of Educational Measurement, 20, 345–354 
 
Tatsuoka, K. K. (2009). Cognitive assessment: An introduction to the rule space method. New 
York: Routledge. 
 
Templin, J., & Bradshaw, L. (2013). Measuring the reliability of diagnostic classification model 
examinee estimates. Journal of Classification, 30, 251–275. 
 
Templin, J., & Henson, R. (2006). Measurement of psychological disorders using cognitive 
diagnosis models. Psychological Methods, 11, 287-305. 
 
von Davier, M. (2014). The DINA model as a constrained general diagnostic model: Two 
variants of a model equivalency. British Journal of Mathematical & Statistical Psychology, 
67(1), 49-71. 
 
Wang, W., Ding, S., Song, L., Chen, P., & Meng, Y. (2015). Attribute-Level and Pattern-Level 
Classification Consistency and Accuracy Indices for Cognitive Diagnostic Assessment. Journal 
of Educational Measurement, 52(4), 457-476. 
 
Whitley, S. E. (1980). Multicomponent latent trait models for ability tests. Psychometrika, 45, 
479-494. 
 
Zhan, P., Chen, P., Bian Y. (2016). Using confirmatory compensatory multidimensional IRT 
models to do cognitive diagnosis. Acta Psychologica Sinica, 48(10), 1347-1356. 
 
