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ABSTRACT
Our motivation focuses on answering a simple 
question: What is the minimum robotic struc-
ture necessary to solve a navigation problem? 
Our research deals with environments that are 
unknown, dynamic, and denied to sensors. In 
particular, the paper addresses problems concer-
ning how to coordinate the navigation of multi-
ple autonomous mobile robots without requiring 
system identifi cation, geometric map building, 
localization or state estimation. The proposed 
navigation algorithm uses the gradient of the 
environment to set the navigation control. This 
gradient is continuously modifi ed by all the ro-
bots in the form of local communication. The 
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design scheme, both for the algorithm and for 
its implementation on robots, searches for a mi-
nimal approximation, in which it minimizes the 
requirements of the robot (processing power, 
communication and kind of sensors). Besides, 
our research fi nds autonomous navigation for 
each robot, and also scales the system to any 
number of agents. The navigation algorithm is 
formulated for a grouping task, where the robots 
form autonomous groups without any external 
interaction or prior information of the environ-
ment or information from other robots. Finally, 
task performance is verifi ed through simulation 
for the laboratory prototypes of the group.
RESUMEN
La motivación de la investigación se enfoca en 
responder una simple pregunta: ¿Cuál es la mí-
nima estructura robótica necesaria para resolver 
un problema de navegación? La investigación se 
centra en ambientes desconocidos, dinámicos y 
limitantes al uso de ciertos sensores. En particu-
lar, se investiga el problema de cómo coordinar 
la navegación de múltiples robots autónomos 
sin el uso de la identifi cación del sistema, cons-
trucción de un mapa geométrico, localización o 
estimación de estados. El algoritmo de navega-
ción propuesto utiliza el gradiente del ambiente 
para ajustar el control de navegación, gradiente 
que es continuamente modifi cado por todos los 
robots en la forma de una comunicación local. 
El esquema de diseño, tanto del algoritmo como 
de su implementación en el robot, busca una 
aproximación minimalista, en la que se mini-
mizan los requerimientos del robot (capacidad 
de procesamiento, de comunicación y tipo de 
sensores). Además, la investigación busca la na-
vegación autónoma de cada robot, y el escalado 
del sistema a cualquier número de agentes. El 
algoritmo de navegación es formulado para una 
tarea de agrupamiento, donde los robots forman 
grupos autónomamente sin interacción externa o 
información inicial respecto al ambiente u otros 
robots en él. Finalmente, el desempeño de la ta-
rea es verifi cado a través de simulación para los 
prototipos de laboratorio del grupo.
*   *   *
1. INTRODUCTION
The nature has countless examples of complex 
systems that exhibit emergent behaviors that are 
able to solve diffi cult problems for current robo-
tics. From the perspective of the interaction of the 
elements of a system with complex behavior, it is 
common that the observer assumes that is the re-
sult of coordination governed by a central contro-
ller. This is called by A. Clark [1] as centralized 
thinking. However, the complex behaviors can 
emerge from the collective activity of systems 
with simple behavior based on simple rules; this 
is what is known as emerging direct behavior [2].
We can then describe an emergent behavior as 
the unscheduled conduct of systems that meet 
basic rules, systems in which there are uncon-
trolled variables that lead to behavior, possi-
bly unexpected by the observer. No centralized 
control systems as these allow us to expand the 
number of basic components of a system, and in 
turn the number of iterations required to achieve 
the desired objectives in the development of a 
task. These properties are well suited to solve 
repetitive tasks in which are required random 
groupings, whose priority is to form a group 
with similar nearby. These behaviors are espe-
cially useful in exploration tasks in unknown 
and dynamic environments, with the last task 
of grouped together to facilitate the process of 
physical and data collection, as well as initial 
solutions for data mining.
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In particular, our research focuses on analyzing 
the collective navigation problem in environ-
ments that limit the use of sensors, such as collap-
sed environments in a natural disaster. Guiding 
questions of our approach are: A group of robots 
can autonomously navigate an unknown dyna-
mic environment without collecting information 
about him? What is the minimum information 
necessary for an agent to solve the problem of 
navigation? Seeking answers to these questions, 
we are investigating different navigation strate-
gies, in which we reduce as much as possible the 
collection of information by the agent, and conse-
quently, the requirements of information proces-
sing and communication.
In this sense, we propose a collective naviga-
tion strategy for swarm robots in which robots 
are oriented in the environment according to the 
signal that they emit. The intensity of this signal 
allows the robot to locate their mates, and there-
fore grouped together.
Our ideas are also closely linked to research in 
behavior-based control systems for autonomous 
robots [3] - [7]. In this control scheme, the desig-
ner works the group of robots as a system, where 
each node corresponds to a robot, and to solve 
the task, each node has a different behavior. This 
structure is called a hybrid automaton, and allows 
use in the system design the capacity for abstrac-
tion of hybrid systems [1], [4], [6], [8] - [11]. We 
hope that our control ideas may be used as an al-
ternative to the use of state-feedback control laws 
within continuous regions.
The paper is organized as follows. Section  2 pre-
sents preliminary concepts and problem formula-
tion. Section 3 shows the sensor-based planning 
algorithm, defi nition, formulation and structure. 
Sectio n 4 we present the prototype used in labo-
ratory tests, and simulation results. And fi nally, in 
Secti on 5, we present our conclusions.
2. PROBLEM FORMULATION
Let R2 be the closure of a contractible open set in 
the plane that has a connected open interior with 
obstacles that represent inaccessible regions. Let 
O be a set of obstacles, in which each O is closed 
with a connected piecewise-analytic boundary 
that is fi nite in length. Furthermore, the obstacles 
in O are pairwise-disjoint and countably fi nite in 
number. Let  be the free space in the environment, 
which is the open subset of W with the obstacles 
removed.
Let us assume a set of n agents in this free space. 
The agents know the environment E in which they 
move from observations, using sensors. These 
observations allow them to build an information 
space I. An information mapping is of the form:
q:  E  → S                             ( 1)
Where S denotes an observation space, construc-
ted from sensor readings over time, i.e., through 
an observation history of the form:
õ : [0,t] →  S                           ( 2)
The interpretation of this information space, i.e., 
I × S→ I, is that which allows the agent to make 
decisions [12].
We consider a group of n agents, differential ro-
bots, whose kinematics is defi ned by:
żi  = ui 
zi  = (xi, yi, θi)                       ( 3)
with:
xi = vi   cos  θi                       ( 4)
θi
where R2 is the position of the ith robot, θi is its 
heading, and vi and θi are the controlled transla-
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tional and rotational velocities, respectively. ui 
denote the agent’s control input.
We assume the agents are able to sense the prox-
imity of their teammates and/or obstacles within 
the environment, using minimal information. 
Therefore, the neighborhood of zi is given by the 
range and fi eld of view of the sensing hardware.
All robots broadcast a signal, which is modeled 
as an intensity function over R2. Let m denote the 
signal mapping m: R2 → [0, 1], in which m(p) 
yields the intensity at p Є E. We want to allow in-
tensity functions that are as complicated as those 
measured in practice from radio signals or other 
physical sources. Moreover, since all the robots 
broadcast their own signal while moving in the 
environment, the spectrum or map navigation is 
always dynamic.
The environment E and even the signal mapping 
m are unknown to the robot. Furthermore, the 
robot does not even know its own position and 
orientation.
Our goal is to design the control rules for the n 
robots in order to independently solve navigation 
tasks in a dynamic and unknown environment.
3. METHODOLOGY
This section presents an algorithm for each one 
of the robots that guarantees that they reach the 
goal, i.e., they meet each other after applying a 
fi nite number of motion primitives, forming small 
groups of robots along the environment.
3.1 Control strategy
Our control strategy is supported by the intention 
to develop the simplest possible system, but able 
to collectively solve complex navigation tasks. 
The main feature we want is robustness in real 
applications.
With this approach, we developed a strategy that 
not requires determining the coordinates of the 
robots, their mathematical models or a central 
control unit. Instead, we propose that the robots 
navigate according to the intensity of a signal in 
the environment, a sign that they themselves built.
In principle, all the robots in the environment 
transmit a given signal. These signals, which alter 
the environment, establish a local communication 
between robots. The signals are radiated, centered 
on each of the robots, and lose intensity with dis-
tance from the robot (fi gure 1). For analysis, we 
assume that all signals are identical, but the more 
general case allows some differences.
We consider two kinds of sensors. A fi rst contact 
sensor, which reports when the robot is in contact 
with the environment boundary ∂E:
1 if (xi , yi ) ∂E hCSi(xi , yi ) = {                                                    (5 )0 otherwise
And the intensity sensor, which indicates the 
strength of the signal:
Figure 1 . Robots and their signs. The dark areas re-
present greater intensity
Source: own work.
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hCSi(xi , yi ) = (xi , yi ) = h(xi  yi,θi  E, m)   (6 )
The intensity values are normalized in the interval 
[0, 1], where 1 corresponds to the maximum in-
tensity value. The robots must move to fi nd these 
highs in the intensity map. Two intensity sensors 
in a robot are capable of providing information 
relating to the gradient of intensity map:
mi = ( p2 - p1 )                       (7 )
Where p1 and p2 are the locations in R2 of the sen-
sors on the robot i.
The robots do not require other types of sensors, 
such as global positioning, odometry, or a com-
pass. Therefore, it is unable to obtain precise po-
sition or angular coordinates.
Our robots have no differential speed control on 
its wheels; this reduces the possible actions or 
motion primitives that are given to move the ro-
bot, simplifying the control and modeling. Fur-
thermore, this allows some slack in the design of 
the robots; i.e., the scheme is robust regardless of 
variations in implementation (it is very diffi cult 
to build identical robots, and always keep them in 
that way). The robots are allowed only four mo-
tion primitives (fi gure 2):
 ● ufwd → The robot goes straight forward in the 
direction it is facing. Both wheels rotate at 
their rated positive speed. 
 ● ubwd → The robot goes backward in the oppo-
site direction it is facing. Both wheels rotate 
at their rated negative speed. 
 ● urgt → The robot rotates clockwise, turns 
right. The left wheel runs at rated positive 
speed, and the right wheel runs at rated nega-
tive speed. 
 ● ulft → The robot rotates counterclockwise, 
turns left. The left wheel runs at rated nega-
tive speed, and the right wheel runs at rated 
positive speed.
3.2 Navigation plan
This section presents a navigation plan for each 
of the robots that guarantee that they will reach 
the goal, i.e., they will be grouped in small groups 
of robots in different points of environment after 
a fi nite number of motion primitives have been 
applied.
The intensity robot sensors provide information 
proportional to the gradient of intensity map. This 
information is suffi cient to defi ne the movement 
of the wheels of the robot, i.e., the motion primi-
tive to be applied at any given time.
Let us consider our testing task: We want to group 
the robots at some arbitrary point in E. To solve 
this task, the robots must navigate with the stee-
pest ascent of m. The equation 7 enables the robot 
to determine the intensity of m in the pointsp1 and 
p2 in which the sensors are located. Applying ro-
tation primitives, the robot is able to align with 
the position that minimizes the difference. Then, 
using primitives for forward and backward, the 
Figure 2. State diagram corresponding to the robot’s 
behavior from the point of view of movement of the 
motors
Source: own work.
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robot can determine the direction in which the 
gradient of m increases. A possible navigation 
plan that solves this task is shown in table 1.
3.3 Convergence of the navigation plan
To establish the convergence of the navigation 
plan, we fi rst show that following the proposed 
navigation plan under the described conditions, 
any robot can around obstacles in E following the 
gradient of intensity. And second, if the robot is 
able to surround the obstacles, then the robot will 
fi nd the other robots near it in a fi nite number of 
steps.
Lemma 1: For every obstacle boundary ∂O and 
every possible meeting point of the robots pjЄR2 
-O in E, there exist at least one intensity local 
maximum p0Є ∂O in the range of the sensor of 
the agent for which the gradient of the signal con-
structed by each of the agents is disjoint from the 
interior of O (fi gure 3).
Proof: If we assume that under the conditions 
proposed in the navigation plan there are a fi nite 
number of local maxima along ∂O, for a meeting 
point pj,t at time t, one or more of these points 
along ∂O can be a global maximum. Since the 
signal intensity increases with decreasing distan-
ce topj,t, the global maxima are points of ∂O that 
are close to pj,t. If we call p to any of these points, 
and we call D (pj,t, p) the shortest distance from 
one of these points to pj,t, then, by construction, 
no other points in O are closer to pj,t than p. This 
means that D and the interior of O are disjoint.
Table 1. Plan for the grouping task
1) If hCS = 1, => apply ubwd, and then apply ulft a random angle. Do Ipm = 0 (average intensity).
2) Determine Ip1 = hIS(p1) and Ip2 = hIS(p2).
3) Determine the orientation of m by calculating the difference of intensities Ip2 – Ip1.
4) If
(a) (Ip2 – Ip1) > 0 =>Apply urgt. Go to step 2.
(b) (Ip2 – Ip1) < 0 =>Apply ulft. Go to step 2.
(c) (Ip2 – Ip1) ≈ 0 =>Go to step 5. 
5) Store the average intensity of the current position, Ipm.
6) Determine the direction of increased intensity calculating the difference of intensities stored Ipm(t) – Ipm(t-1).
7) If
(a) (Ipm(t) – Ipm(t-1)) ≥ 0 =>Apply ufwd. Go to step 1.
(b) (Ipm(t) – Ipm(t-1)) < 0 =>Apply urgt to rotate 180 degrees, then apply ufwd. Go to step 1.
Source: own work.
Figure 3 . Local maxima at the obstacle boundary. The 
obstacle blocks the direct view of the robots 
to each other
Source: own work.
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Due to the impossibility of build tens of these 
robots, we only used the prototype robots to ob-
serve the basic behaviors of the algorithm. We’ve 
done the analysis of the dynamics of the system 
with a large number of robots through simulation.
The simulations were performed on Player/Stage 
[13], [14], this platform allowed for the simula-
tion run exactly the same code developed in C for 
the real robot. They consider not only the functio-
nality of the algorithm, we also have them taken 
great care to the physical characteristics of the ro-
bot, i.e. shape, size (0.20 m x 0.22 m) and weight 
(0.530 kg). The microphones were installed just 
above its geometric center.
The simulation environment was designed in 
square shape with a total area of 6 m × 6 m = 36 
m2. Inside the environment, there are three holes 
inaccessible to the robots as an obstacle for navi-
gation and for the sensors. In the simulations used 
a total of 10 agents, all completely independent of 
each other.
In fi gure 4 and fi gure 5 we show the results of 
four simulations. The four simulations were per-
formed under the same conditions; the only dif-
ference between them was the initial position of 
robots (random initial location). In the fi rst case 
(fi gure 4a), the robots formed groups in 1 min. 
and 48 s (time in the simulation). In the second 
case (fi gure 4b), the robots formed groups in 53 
s. In the third case (fi gure 5a), the robots formed 
groups in 1 min. and 26 s, and the fourth case (fi g-
ure 5b), the robots formed groups in 37 s.
5 . CONCLUSIONS
We have shown that a group of robots can be 
used to solve simple navigation tasks (grou-
ping) without requiring system identifi cation, 
geometric map building, localization, or state 
estimation, using a simple minimalist design in 
According to the above, if the agent follows the 
proposed navigation plan, the agent will always 
be able to fi nd a maximum in the intensity gra-
dient in ∂O, and therefore, he will be able to go 
around. This will be true all the time, regardless of 
the dynamics of change in the intensity gradient. 
Finally, if the agent is able to navigate around 
obstacles, the navigation plan ensures that after a 
fi nite number of motion primitives the agent will 
be at a point of greatest intensity, i.e., agents who 
are close be grouped around pj,t.
4.  EXPERIMENTAL PROTOTYPE AND 
SIMULATIONS
For our experiments, we use the Oomlout Com-
pany’s open-source design SERB Robot. We mo-
dify the design to have a more robust bumper sys-
tem using a similar geometry to the SERB robot 
chassis, and we added a group of microphones as 
audio sensor. In the spirit of minimalist design, 
our robot and all its peripherals, including the 
microphones, is handled by a single 8-bit micro-
controller (Atmel ATmega328, 8-bit AVR RISC-
based microcontroller).
We can control the translational and rotational 
speeds of the robot. However, we decided to de-
sign a software actuator on the displacement of 
the robot, a high-level control, which generates 
control states in order to facilitate the construc-
tion of state diagrams. In this way, each wheel 
has three choices of motion: clockwise, counter-
clockwise or without movement. Therefore, the 
robots can move forward, backward, turn on its 
axis in any direction or stand still. An important 
aspect of the design of the robot, which facilitated 
its modeling, is that the robot’s center of rotation 
coincides with its geometric center.
The system is homogeneous, that is, all agents are 
identical in design. If a task requires more agents, 
we only have to place them in the environment. 
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 (a) (b)
Figure 4.  Simulation of the autonomous navigation of a group of robots in unknown environment. Robots learn to 
navigate autonomously using local information, and after a while get together in small groups 
Note: (a)  First case, the robots are grouped after 1 min. and 48 s. (b) Second case, the robots are grouped after 53 s.
Source: own work.
 (a) (b)
Figure 5.  Simulation of the autonomous navigation of a group of robots in unknown environment. Robots learn to 
navigate autonomously using local information, and after a while get together in small groups 
Note: (a)  First case, the robots are grouped after 1 min. and 48 s. (b) Second case, the robots are grouped after 53 s.
Source: own work.
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as the time required for the development of the 
task. These are problems that are currently under 
analysis.
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