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ABSTRACT 
A “k-measure of irreducibility” for a doubly stochastic matrix is developed with 
the aid of some combinatorial results. An application of this measure is established 
involving a lower bound for the second largest eigenvalue of a symmetric doubly 
stochastic matrix. 
INTRODUCTION 
Although doubly stochastic matrices have been widely studied, their 
spectral properties have not been fully explored [l, p. 351. The main purpose 
of this paper is to specialize a “measure of irreducibility” developed by 
Fiedler for doubly stochastic matrices, and to use this specialization to 
improve a lower bound for the second largest eigenvalue of a symmetric 
doubly stochastic matrix. A possibly more useful upper bound involving this 
specialized measure is not known at this time in the general n-dimensional 
case; however, a conjecture can be stated and proved in case n = 4. 
DEFINITIONS, PRELIMINARIES, AND SOME PROPERTIES OF THE 
k-MEASURE 
A real non-negative matrix is doubly stochastic if the sum of the elements 
in each row and each column is 1. The n X n matrix A is reducible if for 
some permutation matrix P, 
*Most of the results of this paper constitute part of a doctoral dissertation, written under 
the guidance of Professor James J. Johnson while at the University of Mississippi [3]. 
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where A,,,A,, are square and their orders sum to 72. A is said to be 
irreducible if A is not reducible. 
For n > 2 and I> doubly stochastic, Fielder [2, p. 3001 defined the 
“measure of irreducibility” of D to be the number p(D) = 
min0+fc (l,Z,...,n) x:i~M, j6!M ‘1’ d.. In terms of this measure, he obtained a 
lower bofund for the quantity 11 -X(D)], where D is doubly stochastic, 1 is 
the Perron root of D, and h(D) is a nontrivial eigenvalue of D. Also, 
whenever D is symmetric doubly stochastic and h,(D) is the largest nontri- 
vial eigenvalue of D, he obtained upper and lower bounds for the quantity 
l-A,(D). 
Throughout this paper, each of n and k will denote a positive integer. For 
n > 2, D,, will denote the collection of doubly stochastic matrices of order n. 
ce collection of symmetric doubly stochastic matrices will be denoted by 
4. 
The usual inner product function, defined on R,, x 1 X R, x 1 and indicated 
by ( , ), can be used to recast Fiedler’s definition. At the same time, we will 
specialize our attention to nontrivial subsets of { 1,2,. . . , n} having the same 
cardinality. Suppose n > 2 and 1 <k <n - 1. We denote by ‘%+ the collec- 
tion of all nontrivial subsets of iV= { 1,2,. . . ,n> having cardinality k, and by 
9TL the set 
n-1 
u 3n,. 
k=l 
For each M E %, let e, be the vector of R,, x r with 1 as the ith coordinate 
whenever i E M, and 0 is the ith coordinate whenever i E (N- M). Let e,, 
be the vector of R,, I such that e, + e,. = e, where e is the vector of R, x I 
having 1 as each coordinate. On occasion we will refer to (eM, De,.) = EGiEM, 
i g M dii as the “k-sum determined by M,” where 1 < k < n - 1 and M E ‘!&. 
A “k-measure of irreducibility” of a doubly stochastic matrix can now be 
formulated. 
DEFINITION. Suppose n > 2 and D E 0,. For each k such that 1 < k <n 
-1, let pk(D)=minM,%k(eM,De,,). 
It is immediate that y(D)=minlG,g,_l{ p,JD)}, and that D is reducible 
iff for some k, 1 < k < n - 1, pJD) =O. 
The following theorem in both statement and proof is parallel to one 
established by Fiedler [2, p. 3001. The proof is straightforward. 
THEOREM 1. Suppose D,, D, E D,,, a>O, p>O, and a+/3=1. Then 
(aD, + pDz) E D,,, and fbr each k such that 1 <k Qn - 1, pk(aD, + /3D2) > 
‘y~,c(D,) + PPADB). 
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Fiedler established that if D ED,,, then 0 < p(D) < 1. For each k such 
that 1 <k <n - 1, the range of the k-measure function can also be estab- 
lished, with the aid of two combinatorial lemmas. 
LEMMA 1. Suppose n>2, AEK,, and l<k<n-1. Zf T denotes the 
sum of the off-diagonal elements of A, then XMEzm,(eM,AeM,)= C_s,k-r.T. 
Proof. Each of the numbers 1,2, . . . , n is an element of C,,_ I+ 1 sets of 
the collection $Q. This is true because the number of times each number i 
appears in some set is the same as the number of times the remaining n - 1 
numbers can be combined k - 1 at a time, and adjoined with i to form an 
element A4 of 9&. Therefore, the equality 
c ME%x(eMPAeM,) = xMEwm,CiEM,ieMati 
implies that the number of occurrences of an off-diagonal entry aii of A in 
the sum is no more than the number of occurrences of the subscript i in the 
sets of *9Rk. So each entry aii, i #j, occurs at most C,_,, k_l times in the sum 
IX M E ?m,(eMTAeMO. 
However, i E (N- {i}), and since each of the numbers 1,2,.. .,i - 1, 
i+l,..., n occurs C,_, k_2 times in sets of 91Lk containing i, then the entry 
aii 0ccuTs exactly C, _ r, k _ 1 - Cn_2,k_2= C,,_,, k_l times. We have, therefore, 
that 
LEMMA 2. Suppose n>2, AEZ3,,, and l<k<n-1. Zf T is the sum of 
the off-diagonal elements of A, then 
n(n-1) 
k(n _ k) M!$$rk (eMPAr%,) G T g 
n(n - 1) 
k(n _ k) M!a&k (eMYAeM’)’ 
Proof. Using the fact that there are C,,, terms in the sum 
IX M E &eM, AeMS) of Lemma 1, we have that 
= Cn_,,k-l.T 
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The result follows if we divide by the number C,_, k_ i, and simplify using 
the equality 
c n(n- 1) 
c n-l:“,-, = k(n- 
THEOREM 2. Let n > 2. Suppose A E R,, is a non-negative matrix with 
the property that Z: lsi,iG,,aii<n. Zf l<k<n-1, then 
k(n-k) 
0 < bk = LWpx (eM,AeM,) < - 
‘ k n-l * 
Proof. For each such k, it is clear that bk is a non-negative number. 
Suppose that for some k, 1 Q k <n - 1, bk > k(n - k)/(n - 1). Then by Lemma 
2 we have 
n > (Cipiaii) = T > n(n-1)*b, 
k(n-k) 
> n(n-1) k(n-k) 
k(n-k) n-l 
= n, 
a contradiction. Therefore, the result holds. n 
COROLLARY. Zf n>2 and DED,, then fm each k, l<k<n-1, O< 
&D) < k(n - k)/(n - 1). 
We add at this point that if 1 <k <n - 1 and if x is a real number such 
that O<x<k(n-k)/(n-l), th ere is a D ED, such that pJD) = x. For if Z, 
is the n X n matrix with 1 as each entry and Z, is the n&order identity 
matrix, then [l/(n-l)](&,-T)ED,,. If y,/3 >O and y+p=l, then yZ,,+ 
P[l/(n- l)](J, - Z,) is doubly stochastic, and for each k, 1 <k <n - 1, 
c-h, - 1)) = YpkLk(zn) + t%k( & (1, - I,,)) 
= p kb-k) 
n-l ’ 
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IRREDUCIBILITY OF DOUBLY STOCHASTIC MATRICES AND THE 
k-MEASURE 
In order to establish a criterion for irreducibility of a doubly stochastic 
matrix in terms of the k-measure, we present the next two lemmas. In view 
of the first of these, we can in general concentrate our attention on k such 
that 1 Q k <n/2, if n is even, and 1 <k < (n- 1)/2, if n is odd. 
LEMMA 3. Suppose n >2, D ED,,, and l<k<n-1. Then pJD)= 
IL/AD). 
Proof. Suppose M E ?&. Then M’ E 6X,, _ k. Since we have that 
(e,&,) + (eM8, De,,,) = (e, + e,,, DeM) = (e, De,) = k 
and 
(q,,,De,) + (q&e,,) = (eM,De) = (eM,e) = k, 
it follows that (e,, De,,) = (e,,, De,,,). So each k-sum for D is an (n - k)-sum 
for D, and vice versa. In particular, if pJD) = (e,,,, De,;), then for each 
M’E~%~_,, (eM,,De,,,) is a k-sum for D and (e,,,De,..)>(e~~,,De,~). So 
(e,,), De,;) = p,, _ k( D). The result follows. n 
LEMMA 4. Suppose n>2, DED,, and l<k<n-1. Zf Pis a pemnuta- 
tion matrix, then l”k(D) = pJP’DP). 
We also need the following facts, each of which can be justified in a 
straightforward manner. 
Suppose n > 2, n is even, and 1< k Q n/2. Then suppose ‘p is an integer. 
(1) If l<q<k, then (k-cp)(n-k) G (k-I)(n-k) 
n-2 * 
kn((p:kj ’ k(n-2k) 
(2) Ifk<v<t,then cp_I < 
n-2 ’ 
(k-l)(n-k) 
ifk(k+l)>n. 
(k-l)(n-k) k(n-2k) 
n-2 ’ 
(3) ma n-2 ’ n-2 
eitherno.,ifk(k+l)=n. 
k(n-2k) 
n-2 ’ 
ifk(k+l)<n. 
(4) ma 
(k-l)(n- k) k(n-2k) 
n-2 ’ n-2 I 
< k(n-k) 
n-l ’ 
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Similarly, if n > 3, n is odd, and 1 Q k < [n/2] = (n - 1)/2, then 
(5) If l<g,<k, then n_cp_I (k-#n-k) ( (k-I)(n-k) 
n-2 ’ 
(6) If k<g, < T, then ‘!I:’ < k(‘iT\-I) . 
(k-l)(n-k), ifx>” 
’ 
(7) max 
(k-l)(n-k) k(n-2k-I) 
n-2 ’ n-3 
ei*e;;o2 ifx=O 
k(n-2;: 1) , if ice 
n-3 > 
where x=k’(n-l)+k(n-5)-n(n-3). ’ 
(8) max 
(k-l)(n-k) k(n-2k-1) 
n-2 ’ n-3 
THEOREM 3. Suppose n>2, n is even,DED,,, and l<k<n/2. If 
~kk(D) > mm 
(k-l)(n- k) k(n-2k) 
n-2 ’ 
then D is irreducible. 
Proof. Proceeding with the contrapositive of the above statement, let us 
suppose that D is reducible. Using Lemma 4 and the fact that D is doubly 
stochastic, we can assume without loss of generality that D is of the form 
A9 O 
[ 1 0 A?%-, where 1 GCP G f, A,$D,, A”_~ED~_~. 
Now if M E ?%I+, then for some pair of non-negative integers u and w 
satisfying v + w = k and v < cp, and for some pair of sets V and W, V E aO, 
WE 9Zw, we can write 
(e,,De,,) = (ev,A,evg) + (ew+Lpetv). 
Here we understand that if v or w is 0, then the corresponding inner-product 
expression is 0. Therefore, 
(eM,DeM,) > dk+,) + P&L,) 
for some such pair v and w. 
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Furthermore, for each such pair v and w, if we choose V E~?L~ and 
W E u%w so that p”(A,) = (ev,A,ev,) and ~lg(A_~)= (e,,A_re,,), then 
(V+ W)E?&, and 
k(AJ + P&-.) = (ev9A,evJ + (ewTA,-,eJ 
As a result, we have that 
P&‘) = mm{ Pi + P&-~)}, 
where the minimum ranges over all pairs o and w of non-negative integers 
such that 0 + w = k and 0 <‘p. In particular, the following holds: 
If ‘p = 1, upon writing 0 + w = 1 + (k - l), we have that 
P&‘) < Pi + ~&An--l) = 0 + ELGr(An-1) 
< (k-l)(n-1-(k-l)) = (k-l)(fl-k) 
(n-l)-1 n-2 ’ 
by the corollary to Theorem 2. 
If 9, = n/2, and if we write k = k +O, we have that 
EL&‘) < ~k(A,,s) + &A,-,,,) 
< w2-k) +o 
n/2-1 
= +-w 
n-2 ’ 
again by the abovementioned corollary. 
If 2 < q~ < k, by writing k = ‘p + (k - cp), we have that 
( ()+ (k-d(b~;p) 
n 
(CoroIIary of Theorem 2.) 
3 (k- d(n- k) 
n-q-1 
G (k-l)(n-k). 
n-2 
[Fact (l)] 
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If k < rp < n/2, then we can write k = k + 0, and obtain 
< k(n-2k) 
n-2 ’ [Fact (2) 1 
So in all possible cases, Pi does not exceed the expression of the 
hypothesis, and the result follows. H 
The next theorem shows that the bounds established in the preceding 
theorem are best possible, in the sense that for each of the quantities 
(k- l)(n- k)/(n-2) and k( n - 2 k)/(n - 2), there is a reducible doubly 
stochastic matrix which attains that value as a k-measure. 
THEOREM 4. If n>2, n is even, and l<k<n/2, 
pk&) = pk 
and 
pk&) = pk 
Ii 1 0 0 $$J”d”A II = P-W-k) (n-2) ’ (1) 
I $q (J”,Z - L/J 0 0 & (J”,Z - k/2) 1 
= k(n-2k) 
n-2 ’ 
Proof. Equation (1) follows because each k-sum (e,,B,e,,) is either 
(2) 
(k-l)[(n-l)-(k-l)] = (k-l)(n-k) or k(n-l-k) 
(n-l)-1 n-2 n-2 ’ 
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according as M contains 1 or M does not contain 1. The inequality 
follows easily. 
(k-l)(n-k) < k(n-k-1) 
n-2 n-2 
Equation (2) is true because of the inequality 
k(n-2k) < u(n/2-u) + w(n/2-w) = u(n-2u)+w(n-2w) 
n-2 n/2-1 n/2- 1 n-2 3 
whereu+w=k. H 
Only an indication of the proof of Theorem 5 is given, since the 
argument is quite similar to that of Theorem 3. 
THEOREM 5. Suppose n>3, n is odd, DED,,, and l<k<[n/2]=(n- 
1)/2. If 
&D) > mm 
(k- l)(n- k) k(n-2k-1) 
n-2 ’ 
then D is irreducible. 
Proof. Again, we prove the contrapositive, and we suppose 
the form 
that D is of 
A, O 
i 1 0 A,_, ’ 
where in this case 1 <q < [n/2]=(n- 1)/2. It follows, as before, that 
p!P) =min{ PAL, + P&L,)], w h ere the minimum is taken over pairs of 
non-negative integers v and w, v <(p, u + w = k. 
If q=l, then pJD)<pk_,(A,_J<(k-l)(n-k)/(n-2) (Corollary to 
Theorem 2). 
If Q, = (n - 1)/2, we have that pk(D) <k(n-2k- l)/(n-3) (Corollary to 
Theorem 2). 
If l<p<k, then pk(D)<(k-rp)(n-k)/(n-rp-l)<(k-l)(n-k)/ 
(n - 2) [Corollary to Theorem 2 and Fact (5)]. 
If k<p,<(n-1)/2, th en pk(D)<(k(p,- k)/(q-l)<k(n-2k-l)/ 
(n - 3). [Corollary to Theorem 2 and Fact (S)]. 
The result follows. W 
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THEOREM 6. If rz > 3, n is odd, and 1 Q k < [n/2] = (tr - 1)/2, then 
!I 
1 
Clk&) = pk 0 
0 
11 = (k-W-k) n-2 ’ (1) 
and 
= k(n-2k-1) 
n-3 ’ (2) 
Proof. Similar to Theorem 4. n 
THE k-MEASURE AND EIGENVALUE BOUNDS 
For n > 3 and D E fi,, Fiedler [2, p. 3061 in particular developed the 
following bound involving the largest nontrivial eigenvalue of D, A,(D): 
l-A,(D) < &P(D). (1) 
Fiedler used the following well-known result: 
Let n > 3. If A E M,(R) is symmetric and y is an eigenvector correspond- 
ing to h,(A), the largest eigenvalue of A, then h,(A) = max(x, Ax), where the 
maximum is taken over all x E R, x 1 such that I] x]] = 1 and (x, y) = 0. 
By suitably choosing_a particular x (used also in Theorem 7), Fiedler was 
able to say that if D ED,,, then 
A,(D) > (x,Dx) > l- 2 P(D). 
The following argument for Theorem 7 is essentially that used by Fiedler. 
However, by using the k-measure along with an inequality within Fiedler’s 
proof, we are able to obtain an upper bound for 1 -h,(D) which in certain 
cases is sharper than (1). 
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THEOREM 7. 
then 
Suppose n > 4 and D E 8,. If k is an integer, 1 <k < [n/2], 
’ - &dD) ’ k(nn k) ,-dD)’ 
Proof. Let M E w satisfy the property that p,JD) = (eM, De,,). Let 
x=(q )...) xi ,..., x,,)” be the vector of R,, x 1 defined by 
ifiEM, 
xi = 
l/2 
ifi4M. 
Then 
(‘7’) = k( 2) + (n- k)( ,(,k k)) = n-t+k = 1, 
and 
(xpe) =k( q)l” - (n- k)( .(,” k))l’Z 
= (ky)‘/‘_ ( (n;;d;;)1’2 
= 0. 
So for this x we have 
h,(D) 2 (GY) 
= Q(eM,DeM) - 2( 5. ,(,” ,))“‘(eM,DeMp) 
+ ,(,“- k) (e&f’p Ded 
= +!k)n {(n-k)2( eM,De,)-2k(n-k)pk(D)+k2(e,,,De,,)} 
= k(n2k)n {(n-k)2[k-&D)]-2k(n-k)~~(D)+k2[n-k-~JD)]) 
= 1 - k(k) dD)* 
236 
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The following remark and example should illustrate the significance ff 
the preceding theorem. Suppose we have that ,u,JD) = p(D), where D E D, 
and k is an integer, 1 < k <n - 1. Since 
’ - k(n: k) P#) > l- 5 PAD) 
then 
So if kf 1 and p(D) = pk(D) #O, this represents an improved upper bound 
for 1 -X,(D). 
Furthermore, let 
D= 
8 2 2 4 
Is 16 Is iiT 
E 4 2 s s 754. 
16 16 16 16 
Then pcll( D) = 6 = p(D) and &D) = z > p( D). By Fiedler’s result, we obtain 
the inequality 
l-h,(D) G$&=;. 
However, by setting k = 2, we obtain from Theorem 7 that 
10 5 
l-X,(D) <L.-=-. 
2(4-2) 16 8 
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So in this case a bound improvement is obtained by using a k-sum which 
actually exceeds the “measure sum” of the matrix. 
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