ABSTRACT Visual object tracking is the process of tracking an arbitrary object in a video, where the bounding box of the object is given in the first frame. Siamese network-based visual object tracking approaches have recently received considerable attention for their high speed and superior performance. However, for scale and angle estimation, Siamese trackers require multiple search regions, which increases the computation time, thereby decreasing the real-time tracking performance. This paper proposes a oneshot Siamese network, named Siam-OS, for fast and efficient visual object tracking. Siam-OS uses only a single search region and estimates the scale and angle of the target bounding box. This significantly reduces the number of computations required for the deep convolutional feature extraction, and thus increases the tracking speed. The experimental results with Visual Object Tracking (VOT) benchmarks show the effectiveness of the proposed Siam-OS in terms of the accuracy, robustness, expected average overlap, and speed.
I. INTRODUCTION
Tracking an arbitrary object in video is one of the most fundamental tasks in the field of computer vision. The visual object tracking is the problem of estimating the location of an unknown target object in a video when the bounding box of the target is given in only the first frame [1] , [2] . Compared to object detection, where multiple objects in known classes must be detected and localized in a single image, visual object tracking in a video is more challenging task, owing to the characteristics of videos, such as motion blur, illumination change, camera and object motion, deformation, and interactions with objects (occlusion, visual similarity between objects, etc.). Moreover, because most of the visual object tracking applications such as autonomous driving and surveillance demand real-time tracking, the visual object trackers must operate faster than the frame rates of the videos.
Correlation filter-based approaches and deep convolutional neural network (DCNN)-based approaches are the two main branches for single object tracking. The correlation
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filter-based trackers train a regressor to discriminate the template image patch, where the target object is centered, from the surrounding patches by solving a large ridge regression problem [3] , [4] . Because the problem is solved in the Fourier domain, most of the correlation filter-based trackers guarantee real-time tracking [3] , [5] , [6] . Some correlation filterbased approaches utilize DCNNs for robust and semantic representation of the target [7] - [10] .
Recently, DCNN-based approaches have achieved significant success in real-time visual object tracking [11] - [13] . fully convolutional Siamese network based trackers, in particular, have gained much attention [14] . In the visual object tracking (VOT) 2018 real-time sub-challenge [15] , the top three trackers, i.e., SiamRPN (1st), Siam-BM (2nd), and SA-Siam (3rd), were SiamFC-based trackers [16] - [18] . Moreover, eight of the top ten trackers were based on the Siamese architecture. The SiamFC-based visual object trackers have similar network architecture as shown in Fig. 1 . The SiamFC tracker treats the visual object tracking task as a similarity learning problem and uses a fully convolutional network architecture. It uses a correlation layer to fuse the feature maps of the target and search regions. As SiamFC uses fully convolutional networks, it can handle larger sizes of search regions and compute the cross-correlation in all translated sub windows.
Many variations of SiamFC have been developed for improving the tracking performance of the Siamese networks by increasing the speed, accuracy, and robustness. CFnet incorporates a correlation filter into the fully convolutional Siamese framework [10] . It enables lightweight networks, of a few thousand parameters, to achieve high performance while operating at high frame rates. DSiam updates the embeddings of the tracking target, online, to handle target appearance variations and background suppression, by utilizing a fast transformation learning model [11] . Siam-RPN consists of a Siamese subnetwork for feature extraction and an region proposal subnetwork for proposal generation [16] . It uses the correlation feature map of the two subnetworks for proposal extraction, and the whole network is trained end-to-end. SA-Siam uses a two-fold fully convolutional Siamese network to utilize the complementary appearances and semantic features for representing the tracked object [17] . In SA-Siam, the appearance branch, called A-Net, is trained for a similarity-learning problem and the semantic branch, called S-Net, is trained for an image classification problem. Thus, by using both A-Net and S-Net, SA-Siam considers both appearance features and semantic features, simultaneously, for robust visual tracking.
Among the top ten trackers in the VOT 2018 real-time sub-challenge, Siam-BM, which is built upon SA-Siam, was the only tracker that can estimate the bounding box angle of the target. Siam-BM adds two mechanisms to SA-Siam, angle estimation and spatial masking, to handle target object angle estimation and to mask distracting background features from the target feature map [18] . The target angle estimation of Siam-BM is achieved by using multiple search regions with several angle options and computing DCNN features for each search region. To reduce the number of (scale, angle) combinations of the search regions, Siam-BM adjusts the properties (scale or angle) of the tracked object only one at a time. In the implementation of Siam-BM, five search regions, i.e., (α, 0), (1, 0), (α −1 , 0), (1, β), and, (1, −β) are involved in each tracking process, where α and β are the scale and angle steps, respectively. The main difference between SA-Siam and Siam-BM is that the former uses only three search regions with different scales while the latter adds two more search regions with different angles. Thus, Siam-BM must compute five feature maps from the five different search regions (three for scale and two for angle) using a DCNN, which incurs a large computation overhead. Although GPU hardware can speed up Siam-BM to extract multiple feature maps by using the DCNN in parallel, the tracking time is increased linearly because of the increased number of search regions, when the GPU is unavailable.
Inspired by Siam-BM [18] , this paper proposes a Siamese One-Shot network, called Siam-OS, to improve the efficiency of the scale and angle estimation in Siamese network-based visual object tracking. Extracting deep convolutional features from multiple search regions is a computationally expensive task. In order to reduce the DCNN computations, Siam-OS proposes a simple, yet efficient, method for generating multiple feature maps from a single search region.
II. SIAM-OS NETWORK ARCHITECTURE
The overall architecture of Siam-OS is shown in Fig. 2 , where the target patch is given in the first frame, and the scale and angle steps are represented as α and β, respectively. The target patch is generated by cropping the first frame, frame 1 , with a rotated square box of size l 1 × l 1 , centered at the target object. The size of l 1 is defined as
with
where w 1 and h 1 are the width and height of the ground truth target bounding box in frame 1 . The angle of the rotated square box is defined by the angle of the target in frame 1 , denoted by θ 1 . The cropped patch is resized to 127 × 127 and is used as a target patch, z, as shown in Fig. 2 . The search region with scale α in the kth frame (k > 1) is generated by cropping frame k using a rotated square box of size m k
where w k−1 and h k−1 are the width and height of the estimated target bounding box in frame k−1 . The angle of the square box is defined by the estimated angle of the target in frame k−1 , and is denoted by θ k−1 . The cropped patch from frame k is resized to 255 × 255 and is used as the search region for scale α, denoted by x k (α,0) . The multiplication of 2(1 + α) in Equation 3 is used to add some context from the estimated bounding box and to extract three different scales of the feature maps, i.e., scales α −1 , 1, and α, as shown in Fig. 2 . for the scale 1 and α −1 feature maps, respectively.
For the angle estimation,F k (1,β) andF k (1,−β) are generated by rotatingF k (1,0) with angles of β and −β, respectively. The target feature map from the target patch and the five feature maps are combined using cross-correlation to generate the five score maps as shown in Fig. 2 . Each score map has different combinations of scale and angle, (s, a), and the one with the highest score is selected to update the 2D location, width, height, and angle of the target bounding box. five feature maps from the feature map F k (α,0) . As a result, instead of performing the DCNN-based feature extraction five times per frame, Siam-OS computes the deep convolutional features of x k (α,0) only once and generates the five feature maps by cropping, resizing, and rotating F k (α,0) , which makes Siam-OS faster and more efficient than Siam-BM in the inference step.
III. EXPERIMENTAL RESULTS
The VOT2015, VOT2016, and VOT2018 short-term challenge datasets were used in the experiments [15] , [19] , [20] . Since the dataset of the VOT2017 short-term challenge dataset is identical to that of VOT2018, it was not used in the experiments. Each dataset contains 60 video sequences and each frame in the video sequence is annotated with a rotated bounding box for a single target object. The attributes of the targets in the videos are as follows: (1) camera motion, (2) illumination change, (3) motion change, (4) occlusion, and (5) size change. The frames that do not correspond to any of the five attributes are denoted as (6) empty [15] .
In the list of the top ten real-time trackers of the VOT2018 short-term real-time sub-challenge, Siam-BM was the only tracker that could estimate the angle of the bounding box [15] . Because the goal of the proposed Siam-OS tracker is to estimate the scale and angle of the bounding box, Siam-OS was compared with Siam-BM, in the experiments. The trackers were evaluated by the real-time sub-challenge, where the tracker processed the images as if provided by a continuously operating sensor [21] , [15] . The VOT2018 evaluation toolkit was used to run the trackers for the real-time sub-challenge with VOT2015, VOT2016, and VOT2018 datasets [22] . The source code of Siam-BM was modified to implement Siam-OS, and the pretrained weights from Siam-BM were used for Siam-OS, without any further training [23] . Each experiment was conducted twice, using different processors, one with CPU-only (Intel i7-6800K at 3.4GHz) and the other with GPU (NVIDIA Geforce GTX 1080Ti). The trackers with GPU and CPU-only were denoted as tracker-GPU and tracker-CPU, respectively. In the VOT challenge, the accuracy is the average overlap during successful tracking periods and the robustness measures the average number of failures during tracking [2] . The accuracy and robustness of the short-term real-time challenge results with respect to the six attributes, i.e., camera motion, Empty, Illumination change, Motion change, Occlusion, and Size change, from the VOT2015, VOT2016, and VOT2018 datasets were generated by the VOT2018 evaluation toolkit, as shown in Figs. 3, 4 , and 5, respectively. The experimental results obtained using GPU are shown in Figs. 3(a), 4(a) , and 5(a). The figures demonstrate that, although Siam-BM-GPU provides slightly better performance than Siam-OS-GPU, the results are almost the same. For example, both trackers have high failure rates in the case of occlusion, as they are based on the similaritymatching Siamese network. However, Siam-OS-GPU is more vulnerable to the illumination change than Siam-BM-GPU, as shown in Figs. 4(a) and 5(a) . This is because Siam-BM receives ample information from five different search regions with different scales and angles to overcome the significant changes in the color features, caused by the illumination change. Siam-OS cannot obtain abundant information as it uses a single search image. Contrary to the results from the GPU, the accuracy of Siam-OS-CPU was slightly better than that of Siam-BM-CPU. Moreover, in the case of robustness, the Siam-OS-CPU outperformed Siam-BM-CPU in all attributes, as shown in Figs that Siam-BM-CPU was not fast enough, when compared to Siam-OS-CPU, in tracking the targets, because of its large computation overhead. Tables 3, 4 , and 5 show the accuracy (A), robustness (R), expected average overlap (EAO), and speed (frame-persecond, FPS) of the trackers with GPU and CPU-only for the VOT2015, VOT2016, and VOT2018 datasets, respectively. The expected average overlap, which is first introduced in VOT 2015 challenge, combines the raw values of per-frame accuracies and failures in a principled manner [19] . The aforementioned three performance measures were generated using the VOT2018 evaluation toolkit. In the case of using GPU, Siam-BM-GPU achieved higher performance than Siam-OS-GPU with respect to the accuracy, robustness, and EAO. However, Siam-OS-GPU was approximately 1.83 times faster than Siam-BM-GPU, which implied that Siam-OS-GPU improved its tracking speed by sacrificing the precise bounding box estimation. In the case of using only CPU, both Siam-BM-CPU and Siam-OS-CPU presented lower performance, when compared to the case of using GPU. However, the performance degeneration ratio of Siam-BM was much larger than that of Siam-OS. results of Siam-OS-GPU and Siam-BM-GPU, which demonstrated that both trackers with GPU were able to track a target in real-time with scale and angle estimation. In the case of using only CPU, however, Siam-OS-CPU outperformed Siam-BM-CPU. As shown in (e), (f), (g), and (h) in the Figs. 6, 7, and 8, Siam-BM-CPU was not fast enough to track the objects because of the heavy computation overhead for computing five feature maps from the five different search regions using the CPU in each frame. Thus, Siam-BM required GPU to compute multiple feature maps in parallel for fast tracking. On the other hand, Siam-OS, which used only a single search region for tracking, could track the objects with only CPU.
IV. CONCLUSIONS
This paper presented Siam-OS, a Siamese network-based visual object tracker that efficiently estimated both the scale and angle of the target. Siam-OS originated from Siam-BM, but reduced the computations involved in deep feature extraction by using only a single search region. For multiple scale and angle estimation, the large-scale feature map was cropped with different scale boxes and rotated with different angles. The short-term real-time experimental results with the VOT2015, VOT2016, and VOT2018 datasets showed that Siam-OS-CPU outperformed Siam-BM-CPU in all aspects. The results demonstrated that Siam-OS was suitable for embedded systems without GPUs, where parallel computation was not available for the feature extraction from multiple search regions.
