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ABSTRACT 
Simulation of CO2 Injection in Porous Media with Structural Deformation Effect 
Ardiansyah Kusuma Negara 
 
Carbon dioxide (CO2) sequestration is one of the most attractive methods to reduce the 
amount of CO2 in the atmosphere by injecting it into the geological formations. 
Furthermore, it is also an effective mechanism for enhanced oil recovery. Simulation of CO2 
injection based on a suitable modeling is very important for explaining the fluid flow 
behavior of CO2 in a reservoir. Increasing of CO2 injection may cause a structural 
deformation of the medium. The structural deformation modeling in carbon sequestration is 
useful to evaluate the medium stability to avoid CO2 leakage to the atmosphere. Therefore, it 
is important to include such effect into the model. The purpose of this study is to simulate 
the CO2 injection in a reservoir. The numerical simulations of two-phase flow in 
homogeneous and heterogeneous porous media are presented. Also, the effects of gravity 
and capillary pressure are considered. IMplicit Pressure Explicit Saturation (IMPES) and 
IMplicit Pressure-Displacements and an Explicit Saturation (IMPDES) schemes are used to 
solve the problems under consideration. Various numerical examples were simulated and 
divided into two parts of the study. The numerical results demonstrate the effects of 
buoyancy and capillary pressure as well as the permeability value and its distribution in the 
domain. Some conclusions that could be derived from the numerical results are the 
buoyancy of CO2 is driven by the density difference, the CO2 saturation profile (rate and 
distribution) are affected by the permeability distribution and its value, and the 
displacements of the porous medium go to constant values at least six to eight months (on 
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average) after injection. Furthermore, the simulation of CO2 injection provides intuitive 
knowledge and a better understanding of the fluid flow behavior of CO2 in the subsurface 
with the deformation effect of the porous medium. 
 
Keywords: Carbon dioxide (CO2) sequestration, two-phase flow, cell-centered finite 
difference, IMPES, deformation, capillary pressure 
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Chapter I 
Introduction 
I.1. Global average temperature and CO2 concentration in the atmosphere 
Nowadays, global warming issue has become the world-widely discussed topic because it has 
caused a drastic change of the climate on the Earth. One of the rising causes of the global 
warming is the greenhouse gasses emissions i.e. the release of the high amount of carbon 
dioxide (CO2) into the atmosphere. Large point sources of releasing CO2 into the 
atmosphere are mostly coming from the use of fossil fuels especially in the industries such as 
power plant, cement production, refineries, iron and steel industry, petrochemical industry, 
oil and gas processing, etc. Besides that, another point source of releasing CO2 is derived 
from biomass energy facilities which are bioethanol and bioenergy (see table 1.1 for details). 
As a consequence of the various sources and the large amount of CO2 that is released, the 
CO2 concentration in the atmosphere increased rapidly particularly since the last century. 
Fig. 1.1 shows the annual mean CO2 concentration which was recorded at Mauna Loa 
Observatory, Hawaii, since 1958 to 2010. From that figure, it can be seen that at 1958, the 
CO2 concentration was around 315 parts per million (ppm), however, it increased 
significantly to 390 ppm by 2010. In other words, the CO2 concentration rises 1.42 percent 
per year on average. 
Meanwhile, according to the annual energy outlook 2006 report with projections to 2030, 
CO2 emissions are estimated to increase from 5,900 million metric tons in 2004 to 8,114 
million metric tons in 2030 [1] or it increases 1.2 percent per year. According to the 
Intergovernmental Panel on Climate Change (IPCC), the emission of greenhouse gasses 
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causes the increase of global average temperature from 1.1 to 6.4 oC by the end of the 21st 
century [2]. This phenomenon is well known as global warming. Therefore, a serious action 
needs to be taken to control the releasing of CO2 into the atmosphere and it is manifested in 
Kyoto Protocol [3]. 
 
Figure 1.1. Annual mean CO2 concentration in the atmosphere (source: Mauna Loa 
Observatory, recorded data is redrawn by the author). 
 
Kyoto Protocol is one of the actions taken by 37 countries. Its main goal is to tackle the 
global warming issue and greenhouse gasses emissions by reducing the CO2 emissions 
through the carbon capture and storage (CCS) method. CCS has three main processes which 
are capturing CO2 at a power plant, transport it to the injection area, and store the CO2 for 
long time in the geologic formations. The later step is called CO2 sequestration. 
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Table 1.1. Source of releasing CO2 into the atmosphere with emissions of more than 0.1 
million ton of CO2 (MtCO2) per year [4]. 
Process Number of sources Emissions(MtCO2yr
-1) 
Fossil fuels:   
Power 4,942 10,539 
Cement production 1,175 932 
Refineries 638 798 
Iron and steel industry 269 646 
Petrochemical industry 470 379 
Oil and gas processing Not available 50 
Other sources 90 33 
Biomass:   
Bioethanol and bioenergy 303 91 
Total 7,887 13,466 
  
I.2. CO2 sequestration and its aspects 
Carbon dioxide (CO2) sequestration is one of the most effective methods to reduce the 
amount of CO2 in the atmosphere by injecting CO2 into geological formations. There are 
some CO2 sequestration projects (in progress or planned) around the world, e.g., Weyburn in 
Canada, In Salah in Algeria, Sleipner in Norway, Frio in USA, Qinshui Basin in China, 
Yubari in Japan, etc [4]. Furthermore, CO2 sequestration could be combined with enhanced 
oil recovery (EOR) scheme [5-12]. From some studies [12-17], the CO2-EOR scheme is able 
to increase the oil production by 7-23% of the original oil in place (OOIP). Hence, the CO2-
EOR scheme has double benefits i.e. improving the oil production while reducing the 
amount of CO2 in the atmosphere at the same time. 
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There are three types of geological formations that potentially used for long-term storage of 
CO2 such as depleted oil and gas reservoir, coal beds, and deep saline aquifers [7]. The 
potential sites, however, should meet some requirements for instance the space (porosity) of 
the storage site which is associated with the storage capacity, safety of sequestration site 
encompass faults and fractures inside the formations, up to the economic aspects which is 
involving the depth of well drilling, the distance of the CO2 point sources to the storage 
sites, etc. In summary, the potential sites should satisfy the suitability, inventory, safety, and 
capacity [18]. The injection of CO2 requires at least the depth of 800 m [19, 20]. The reason 
is to make sure the CO2 that is injected into the formations is in supercritical condition in 
which CO2 exists above its critical temperature and critical pressure. CO2 at the subsurface is 
less dense than the brine inside the formation. As a consequence, CO2 will rise buoyantly, 
due to the density difference, until it reaches a structural trap or physical barrier which is 
usually called cap-rock. The cap-rock is shaped as a dome and usually it can contain a large 
amount of the injected CO2 for long time of retention. The cap-rock should have very low 
permeability to secure the injected CO2 does not spread rapidly toward the surface. 
There are four mechanisms to trap the injected CO2 for long-term storage such as structural 
(stratigraphic) trapping, residual fluid trapping, solubility trapping, and mineral trapping. The 
former is the most widely used method. In this trapping mechanism, once the CO2 is 
injected, it will migrate up until reach the cap-rock and will be trapped there for long time. 
Meanwhile, the residual fluid trapping mechanism shows the injected CO2 flows through the 
porous medium then displace the existing fluid in the pore spaces. The next mechanism is 
solubility trapping where the injected CO2 will be dissolved in brine (salt water) such that the 
saturated brine has higher density than the surrounding brine. Eventually, the saturated brine 
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will sink to the bottom of the geological formations. The last mechanism that is used is 
mineral trapping. The basic idea of this mechanism is CO2 will produce weak carbonic acid 
(such as mineral water) when it is dissolved in water. The weak acid reacts with the minerals 
of the rock and forming solid carbonate minerals. From this scheme, it is expected that 
water could bind CO2 to the rock for long time. 
Numerical investigation of CO2 injection has been studied by many people in the recent 
years [7-9, 19, 21-31]. Modeling of CO2 injection is helpful to assess the fluid behavior of 
CO2 and the storage capacity of the reservoir. Numerical simulation is able to describe the 
physical phenomenon. On the modeling of CO2 injection, it is observed the migration of 
CO2 from the injection point as it rises buoyantly until encountering the cap-rock and it is 
trapped there for long time forming accumulation. The motivation of this study is to 
investigate the flow behavior of CO2 in the subsurface for various domains such as 
homogeneous and heterogeneous domains considering the layers of the formation and 
fractures. In the real case, the heterogeneous domain affects the flow behavior of CO2. In 
this study, it is assumed that the domain is in the deep geological formations and the injected 
CO2 is in the supercritical condition. 
Some studies that have been done in the modeling of CO2 injection consider only the gravity 
and neglecting capillarity [21, 32, 33]. Another study, however, showing there is significant 
difference between the results with considering the capillarity and without capillarity [34]. 
The capillary pressures hold up the buoyant flow of CO2 plume. Moreover, the capillary 
pressure together with relative permeability governs the interactions between the medium 
and the fluid path. A slightly different idea is considered by Hoteit and Firoozabadi (2007) 
[35] where the capillary pressure could be neglected especially in homogeneous domain but 
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not for heterogeneous domain. In this study, however, the capillary pressure will still be 
considered for homogeneous domain since there is slightly effect as shown by the results. 
Therefore, it is important to include the capillarity effects simultaneously with gravity in this 
work since they affect the CO2 saturation distribution. In this thesis report, one section is 
presented to discuss the impacts of gravity and capillarity on the CO2 saturation distribution 
and rate. 
Besides investigating the effects of gravity and capillary pressure on saturation, this study 
also presents the structural deformation of the porous medium. The geomechanical process 
e.g. structural deformation is important to be considered because it can lead to fractures 
such that CO2 leakage is possible. Some people conducted modeling of CO2 injection 
considering the geomechanical part [36-38]. Structural deformation could occur due to 
pressure change; the pressure change itself caused by the increasing of CO2 injection rate. 
In modeling of two-phase incompressible flow in porous media, the most well-known 
method that is employed is the IMplicit Pressure Explicit Saturation (IMPES) [39-43]. This 
method is very useful in the discretization of mathematical model. In this scheme, the 
pressure equation is evaluated implicitly while the saturation equation is solved explicitly. 
The pressure in IMPES scheme is obtained after summation of Darcy’s law and substitutes 
them into the summation of two mass conservation equations of each phase. After obtaining 
the pressure, we can calculate Darcy’s velocity and saturation. Since the pressure does not 
depend on time, the pressure change is less rapidly in time than the saturation changes. The 
implicit part of pressure calculation consumes more time than the explicit part of saturation 
computation. The IMPES method requires very small time step such that the computational 
cost is expensive. In this work, the IMPES scheme is extended by adding one more equation 
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i.e. deformation equations and it is solved implicitly. Then, the method is called IMPDES 
which stands for IMplicit Pressure-Displacement Explicit Saturation. 
 
I.3. Organization of the thesis report 
The thesis report contains several parts: chapter one, in general, is an overview about the 
background of the importance of CO2 sequestration, the benefits of CO2 sequestration, 
trapping mechanisms of CO2, the development of CO2 modeling, the transport process of 
CO2 in the reservoir, and the method to solve the numerical examples of two-phase flow in 
porous media. In chapter two, it describes the literature review from some studies and how 
people conducted researches in CO2 injection and sequestration modeling. Chapter three 
presents the basic concepts of fluid flow as well as reservoir fluid properties such as phase, 
density, and viscosity. Furthermore, it is presented the basic concepts of fluid flow in terms 
of reservoir rock properties e.g. porosity, permeability, saturation, residual saturation, relative 
permeability, mobility, and fractional flow. An explanation related to geomechanics also 
discussed particularly concerning to the displacement, stress, strain, Young’s modulus, and 
Poisson’s ration. Chapter four demonstrates the mathematical model. The derivation of 
mass balance (conservation) equation is shown. This section also provides the Darcy’s law, 
saturation, and deformation equations. In chapter five, it is explained the numerical scheme 
how to solve the two-phase incompressible and immiscible flow in porous media problem 
specifically on cell-centered finite difference (CCFD). The mesh generation of non-uniform 
mesh and treatment of boundary condition are also discussed. Chapter six presents the 
discussion of the two parts of thesis work based on the numerical results. The first part of 
the thesis work emphasized on the effect of the buoyancy and capillarity on the saturation 
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rate and distribution with three types of numerical examples which are homogeneous, 
layered, and fractured porous medium. The second part of the thesis work expanded the 
IMPES to the IMPDES scheme. The five numerical examples: three numerical examples 
with homogeneous domain and two numerical examples of layered porous medium were 
simulated. Moreover, the effect of geomechanical process is also studied. Finally, this thesis 
report ends up with the conclusions in chapter seven. 
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Chapter II 
Literature Review 
II.1. CO2 Sequestration: its backgrounds and advantages 
As mentioned in chapter one, the global average temperature increase as a consequence of 
the increment of CO2 concentration in the atmosphere. The combustion process of fossil 
fuels generates large amounts of CO2 in the atmosphere particularly once the industrial era 
had begun. According to Doney SC et al. (2009) as written in Firoozabadi and Cheng (2010) 
[44], prior to industrial era was started, the CO2 concentration was 280 ppm, however, the 
CO2 concentration now at the level of 390 ppm. From the same literature (Firoozabadi and 
Cheng (2010) [44]), it is stated that the annual increase of CO2 concentration is 1 to 2 ppm. 
Therefore, an action of mitigation to tackle this issue has to be taken. Referring to 
Intergovernmental Panel on Climate Change (IPCC) special report on carbon dioxide 
capture and storage (2005) [4], there are some options of mitigation actions that could be 
done such as capturing and store CO2 into the geological formations (CO2 sequestration), 
make an efficient use of energy, developing new energy sources, biological sinks, etc. From 
those options, CO2 sequestration is the most potential method to achieve the greenhouse gas 
emission reductions and it can store CO2 for very long time (several thousand years) [45]. 
Based on IPCC special report (2005) [4], CO2 sequestration has been started to be applied at 
Sleipner project in Norway in 1996 with the average daily injection rate was expected around 
3,000 ton CO2 per day. Two years afterward, another CO2 sequestration project was 
established at Fenn Big Valley project in Canada with average daily injection rate 
approximately 50 ton CO2 per day and then followed by other CO2 sequestration projects. 
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Table 2.1 presents more details regarding the progress or planned CO2 sequestration projects 
around the world, varying from small pilots to large-scales commercial projects. 
 
Table 2.1. CO2 sequestration projects around the world, varying from small pilots to large-
scales commercial projects [4]. 
Project name Country Injection 
start 
Approximate average 
daily injection rate (tCO2 
day-1) 
Total 
(planned) 
storage 
(tCO2) 
Weyburn Canada 2000 3,000-5,000 20,000,000 
In Salah Algeria 2004 3,000-4,000 17,000,000 
Slepiner Norway 1996 3,000 20,000,000 
K12B Netherlands 2004 100 8,000,000 
   (1,000 planned for 2006+)  
Frio USA 2004 177 1600 
Fenn Big Valley Canada 1998 50 200 
Qinshui Basin China 2003 30 150 
Yubari Japan 2004 10 200 
Recopol Poland 2003 1 10 
Gorgon 
(planned) 
Australia ~2009 10,000 unknown 
Snϕhvit 
(planned) 
Norway 2006 2,000 unknown 
 
It is known that there are three types of reservoir that could be used as CO2 storage place 
such as depleted oil and gas reservoir, coal-bed methane, and deep saline aquifer. The 
depleted oil and gas reservoirs identified have storage capacity around 675 GtCO2 with the 
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possibility expanded up to 900 GtCO2. Coal-bed methane has the smallest capacity of 3 to 
15 GtCO2 in which potentially increased to 200 GtCO2. Meanwhile, deep saline aquifer is 
the largest CO2 storage place that can contain from 1000 to 10000 GtCO2 as shown in Table 
2.2. 
 
Table 2.2. Lower and upper estimate of storage capacity for three types of reservoirs [4]. 
Reservoir type 
Lower estimate of 
storage capacity 
(GtCO2) 
Upper estimate of 
storage capacity 
(GtCO2) 
Oil and gas reservoir 675 900 
Coal bed methane (ECBM) 3-15 200 
Deep saline aquifers 1,000 Uncertain, but possibly 104 
 
Another advantage of CO2 sequestration is that it can improve the oil production through 
enhanced oil recovery (EOR) method. In CO2-EOR method, once CO2 is injected to the 
reservoir, it will mix with the oil which is trapped in the pore spaces. Under the certain 
pressure and temperature, CO2 displaces the oil in the pore spaces. The injected CO2 will 
sweep the oil such that oil could be extracted more. Holt et al. (1995) [17] shows that 
according to twenty five US tertiary CO2 injection projects, the average increasing of oil 
production by CO2-EOR scheme is 13%. From the study, they also present the CO2 
disposed per volume of improvement oil production is 2.3 reservoir m3/reservoir m3 on 
average. In the work, they conducted numerical simulations and parameters such as 
permeability values of the layers in the reservoir, a dip of the reservoir, and fluid properties. 
Compositional reservoir simulator was used for simulation of 5, 10, 20 and 25 years of CO2 
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injection. Martin and Taber (1992) [14] emphasized in their work on CO2 flooding as a 
method for improvement oil recovery. CO2 flooding projects in U.S. were studied. They 
deduced CO2 flooding as an effective mechanism in sandstone and carbonate reservoirs and 
the increasing of oil production that could be extracted about 10% OOIP. Todd and Grand 
(1993) [15] examined the CO2 injection for EOR purpose. In their paper, they described the 
role of CO2 in EOR scheme either miscible CO2 displacement or immiscible CO2 
displacement. For immiscible CO2 displacement as also considered in this thesis report, oil 
recovery is done by swelling and reducing the viscosity. They studied five oil reservoirs by a 
numerical simulator called MULTIFLOOD. It is a software to predict the effects of the 
major mass transfer and phase transport phenomena particularly with CO2-EOR application. 
From the five oil reservoirs, it was obtained the incremental oil recovery in the range of 
8.6% to 19.4%. Another study done by Ferguson et al. (2010) [11] where they discussed the 
improvement method of EOR. They identify five factors that cause less optimum CO2-EOR 
performance such as lack of volume of CO2 injection in order to get optimum oil recovery, 
limitation of contact between the injected CO2 and the residual oil such that the sweep 
efficiency is poor, the residual oil is not mobilized significantly, lack of CO2 conformance, 
and inadequate reservoir characterization and project control. Then, they proposed five 
options of technology that can be applied to improve the current CO2-EOR method e.g. 
increasing the CO2 injection with better management and control, innovation of flood 
design and location of the well, make an improvement for the mobility ratio by increasing 
the viscosity of the injected water once it is considered as CO2-water alternating gas (WAG) 
process, extending miscibility, and combine the four previous steps together in order to get 
optimum result. Thus, from the review of literatures above, it is clear that CO2 sequestration 
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is very important and profitable since two benefits could be obtained simultaneously i.e. 
reducing the CO2 concentration in the atmosphere and improving the oil production 
through CO2-EOR scheme. 
 
Table 2.3. Several studies of oil recovery in CO2-EOR scheme in the last two decades. 
Study Oil Recovery (% OOIP) 
Holt et al. (1995) 13% (average) 
Martin and Taber (1992) 10% 
Todd and Grand (1993) 8.6% to 19.4% 
Taber (1997) 22% 
Ferguson et al. (2010) 27% 
 
II.2. Modeling of CO2 Injection: Why is it important? 
Reservoir simulation is growing rapidly in the recent decades. Modeling and simulation of 
reservoir is very useful in predicting the performance of the reservoir. In modeling and 
simulation, mathematical formulations play an important role to build the correct model. 
The result of modeling and simulation strongly depends on the mathematical formulations. 
There are many applications of reservoir simulation such as predicting the oil production, oil 
recovery process, estimating the project life, interpreting or understanding the fluid flow 
behavior inside the reservoir, etc. The latter is the objective of this study with the application 
in CO2 sequestration. Better understanding of CO2 behavior after injection into the reservoir 
will be helpful in determining decisions what the further steps that should be done in CO2 
sequestration scheme. 
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Application of reservoir simulation in CO2 sequestration has been developed in the recent 
years. Many people have been done the modeling and simulation of CO2 injection in the 
reservoir [8, 9, 19, 21, 24-31, 46-48]. Hayek et al. (2009) [21] studied the modeling of vertical 
migration of CO2 injection in a deep layered aquifer. The location of the aquifer that they 
used is Utsira aquifer at Sleipner field in Norway. They investigated the CO2 plume in the 
deep aquifer in which consists of many high and low permeability layers with considering 
only the gravity and ignoring the capillarity. They investigated two cases: the CO2 migration 
in a vertical homogeneous column and CO2 migration in a layered column. From the study, 
they concluded that CO2 goes up due to the combination of injection rate and buoyancy 
force. Another modeling of CO2 injection study conducted by Bielinski (2007) [19] showed 
the buoyancy of the injected CO2 due to density difference, the density of CO2 less than the 
density of water. Moreover, he also investigated the dissolution of CO2 in water which is 
depicted by the fingering. He concluded that the CO2 migration in the reservoir is controlled 
by pressure gradients and buoyancy force while the behavior of CO2 depends on the 
geological formation properties. 
Eigestad et al. (2009) [48] conducted a study of modeling and simulation of CO2 injection 
for the Johansen formation in Norway. They emphasized the work on assessment and 
processes that may cause the leakage of CO2 through the formation. The work was 
conducted according to the available seismic and well data. During the study, they used 
commercial simulator, Eclipse 100, built by Schlumberger. Different boundary conditions 
were considered to see their effect with respect to the model results. In addition, they also 
considered some aspects related to vertical grid refinement and permeability and the residual 
gas saturation effect. Those three aspects affect the distribution of CO2. 
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Modeling of CO2 injection considering three-phase flow in porous media for CO2 and other 
fluid injections (methane, water, and nitrogen) by using higher-order finite element methods 
was done by Sun and Firoozabadi (2009) [25]. The IMplicit Pressure Explicit Concentration 
(IMPEC) scheme with coupled of pressure and species transport equations was used and 
implemented. In their study, the Fickian diffusion, mechanical dispersion, and mass transfer 
between water phase and other phases were neglected for simplification. From the numerical 
simulations, on the physical point of view, it is shown that CO2 injection is more efficient 
than methane and nitrogen injection in water-flooded reservoirs. 
Oldenburg et al. (2001) [47] conducted slightly different study. They investigated the physical 
process of CO2 injection into depleted natural gas reservoirs in order to improve the gas 
production. They have developed numerical simulators with a module called EOS7C then 
combined with the framework of TOUGH2. EOS7C is built for simulating gas while 
TOUGH2 is used for simulating water flow in natural gas reservoirs. The numerical 
simulators were applied to analyze the feasibility of carbon sequestration with enhanced gas 
recovery (CSEGR) at the Rio Vista Gas field in California. The model results showed that 
CO2 injection may cause additional methane (CH4) to be produced during and after CO2 
injection or in other words, CSEGR is efficient way to store CO2 while enhancing the gas 
production. In this work, the model results are expressed in terms of concentration i.e. mass 
fraction of CO2. 
There are still many other studies concerning to modeling and simulation of CO2 injection 
have been done with various aspects of consideration such as emphasized on different types 
of trapping mechanisms for CO2 (Nghiem et al. (2010)) [30], looking at the influences of 
some physical properties with respect to the effectiveness of CO2 sequestration in saline 
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aquifers and also considered the solubility and residual trapping mechanisms (Sifuentes et al. 
(2009)) [27], investigated the effects of gravity and diffusion for the CO2 injection (Moortgat 
et al. (2010)) [28], and conducted research by underlining the effect of density on CO2 
injection (Nasrabadi et al. (2009)) [24]. 
 
III.3. Modeling of CO2 injection associated with geomechanical processes 
During the last two decades, the importance of geomechanics has been emphasized 
especially in the petroleum area in which involving drilling, borehole stability, hydraulic 
fracturing, and subsidence [49]. The discussion about geomechanics could not be separated 
from deformation issue since it affects the permeability and compressibility of the rock 
inside the reservoir. There are a lot of researches that studied multiphase flow in porous 
media by taking into account the structural deformation effect [36, 50-53]. Deformation 
itself usually expressed in terms of displacement, stress, or strain. More specifically, 
numerical investigations of two-phase flow associated with CO2 injection by considering 
fluid flow and geomechanics simultaneously have been done widely [36-38, 54-57]. 
Rutqvist and Tsang (2002) [38] simulated the injection of supercritical CO2 into brine aquifer 
system. Simulation of CO2 injection process encompasses CO2 and brine water flow which 
the hydromechanical was considered. The numerical simulators, TOUGH2-FLAC3D, were 
used. The hydromechanical responses caused by the injection also studied by them. It 
includes the distribution of the CO2 plume, the changes of the effective stress, stress-induced 
permeability changes, and analysis of the mechanical failure. One of the important things 
from the study is that most of the hydromechanical alteration was occurred in the lower part 
of the cap-rock. In other words, the highest risk of the failure of the rock would happen in 
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that area. Another important aspect is once the injected CO2 reaches the cap-rock for 
instance passing through a fracture, the buoyant CO2 moves faster under the combination of 
relative permeability and viscosity changes and also stress-induced permeability changes. 
Liu and Smirnov (2009) [37] conducted a simulation of CO2 sequestration in coal-bed with 
structural deformation effects. The stability of the coal-beds with respect to the increasing of 
CO2 injection becomes an important aspect. The stability, in this case, is related to the 
structural deformation of the coal-beds which cause the injected CO2 escapes pass through 
and finally it will affect the CO2 flow inside the reservoir. A software package, COMSOL 
Multiphysics was used in the simulation. They concluded that the total pressure affects the 
structural deformation and the effective stress influences the saturation and relative 
permeability. Furthermore, CO2 sequestration modeling presents important knowledge how 
to avoid CO2 leakage and the seepage with monitoring the deformation (displacement) and 
the effective stress. 
Winterfeld and Wu (2011) [36] built a massively parallel reservoir simulator for CO2 injection 
modeling especially dealing with flow and transport in saline aquifers Basically, the massive 
parallel reservoir simulator which was developed is based on the combination between 
TOUGH2-MP [58] and ECO2N [59]. In the work, they solved the fluid flow and 
geomechanics parts simultaneously, namely coupled scheme. There are three sets of 
simulations during the study which are in the first set of simulations, the capabilities of the 
result from a coupled multiphase flow-deformation simulation; and the third set of 
simulations discussed the published simulations and return in large problems. 
Briefly, the literature reviews of all the studies related to the CO2 sequestration modeling as 
mentioned above are summarized in Table 2.4. 
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Table 2.4. Several studies related to CO2 sequestration modeling. 
Study Reservoir simulator Discussions of the study 
Hayek et al. (2009) Cast3M 
Modeling of vertical migration of CO2 
injection, consider the gravity force, 
ignoring the capillary pressure 
Bielinski (2007) MUFTE-UG 
Modeling the CO2 injection, showing 
the buoyancy of CO2, consider the 
dissolution of CO2 in brine 
Eigestad et al. (2009) ECLIPSE 100 
Modeling the CO2 injection, 
emphasized the work on assessment 
and processes that may cause the 
leakage of CO2 through the formation 
Sun and Firoozabadi 
(2009) 
Self-code 
Modeling of CO injection with three-
phase flow consideration, neglected the 
Fickian diffusion, mechanical 
dispersion, and mass transfer between 
water phase and other phases 
Oldenburg (2001) TOUGH2-EOS7C 
Analyzing the feasibility of carbon 
sequestration with enhanced gas 
recovery (CSEGR) 
Nghiem et al. (2010) GEMTM 
Emphasize the work on different types 
of trapping mechanisms for CO2 
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Tabel 2.4 (continued). Several studies related to CO2 sequestration modeling. 
Study Reservoir simulator Discussions of the study 
Sifuentes et al. (2009) ECLIPSE 
Looking at the influences of some 
physical properties with respect to the 
effectiveness of CO2 sequestration, 
consider the solubility and residual 
trapping mechanisms 
Moorgat et al. (2010) Self-code 
Investigate the effects of gravity and 
diffusion for the CO2 injection 
Nasrabadi et al. (2009) CMG GEM 
Underlining the effect of density on 
CO2 injection 
Rutqvist and Tsang 
(2002) 
TOUGH2-FLAC3D 
Simulating the injection of supercritical 
CO2 into brine aquifer system, consider 
the geomechanics process 
Liu and Smirnov 
(2009) 
COMSOL 
Multiphysics 
Conducting a simulation of CO2 
sequestration in coal-bed with structural 
deformation effects 
Winterfeld and Wu 
(2011) 
Massively parallel 
reservoir simulator 
based on TOUGH2-
MP and ECO2N 
Introducing the coupled system of fluid 
flow and geomechanics parts 
simultaneously 
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Chapter III 
Basic Concepts of Fluid Flow and Geomechanics 
III.1. Reservoir fluid properties 
III.1.1. Phase 
A phase is defined as a portion of space which is occupied by a material such that a single set 
of constitutive relations (density, pressure, and temperature) describes the behavior in 
everywhere within the material [60]. There are three types of phases that are considered in 
fluid flow area i.e. water, oil and gas. Water phase is denoted by w, oil phase is subscripted by 
o, and gas is represented by g. In this work, since the considered problem is two-phase flow 
in porous media particularly in CO2 sequestration, hence the existing phases are gas and 
water. 
 
III.1.2. Density 
Density is defined as mass per unit volume (mass density). It is also defined by weight per 
unit volume. Different materials have different densities. In some cases, density is 
interpreted as number of moles per volume or usually called molar density. In this study, the 
density refers to mass density: 
V
m
  
 
(2.1) 
 
where  is the density, m is the mass of a material and V is the volume of the material. The 
density has units of kg m-3. 
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III.1.3. Viscosity 
Viscosity is a measure of the fluid resistance to flow when it is being deformed by either 
shear stress or tensile stress. Basically, there are two types of viscosity i.e. dynamic viscosity 
and kinematic viscosity. The former is more usual and used during the whole calculation in 
this work. Dynamic viscosity is defined as follows: 
yu 

/

  
 
(2.2) 
 
where  is the tortuosity and yu  / is the shear velocity. Meanwhile, the kinematic viscosity 
is defined as below: 


   
 
(2.3) 
 
The units of viscosity is expressed as cp (centipoises) or Pa·s.  
 
III.2. Reservoir rock properties 
III.2.1. Porosity 
Porosity is the fraction of the rock or the porous medium which is the pore space. It is a 
ratio between void spaces with the total volume of the rock [61]: 
metotal volu
 volumepore
  
 
(2.4) 
 
It is expressed in percentage (%). Porosity is identified as one of the most fundamental 
properties of the rock. The higher porosity of a rock, the greater capacity of the space 
contains the fluids. There are two types of porosity i.e. total porosity and effective porosity. 
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The total porosity considers effective porosity and the isolated void spaces. Meanwhile, the 
effective porosity only considers the pore spaces which are connected between each other 
(interconnected).  
The value of porosity depends on the type of the rock as shown in Table 3.1. Basically, there 
are some factors that affect the value of porosity such as the size and the shape of the grain, 
sorting, and compaction. In this study, the porosity which is of interest is effective porosity. 
Porosity is denoted by  and it does not have units since it is a fraction. 
 
Table 3.1. Rock type and its porosity value [62]. 
Rock Type Porosity Value (%) Typical Porosity (%) 
Sandstone 15-35 25 
Unconsolidated sandstone 20-35 30 
Carbonate: 
 Intercrystalline limestone 
 Oolitic limestone 
 Dolomite 
 
5-20 
20-35 
10-25 
 
15 
25 
20 
 
III.2.2. Permeability 
Permeability is defined as the ability of the rock to transmit the fluid. Permeability represents 
the connectivity of the pore spaces and it depicts the flow capacity of the rock. The higher 
the permeability, the easier the fluid flows in the porous medium. In fluid flow in porous 
medium area, the permeability is assumed as a diagonal tensor: 
  [
 xx  x  x 
 yx     y 
 zx  z  zz
] 
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The porous medium is called isotropic when Kxx = Kyy = Kzz. The permeability unit is 
denoted by milidarcy (mD). 
 
III.2.3. Saturation 
Saturation is a ratio between the volume of the pore spaces which is occupied by fluid phase 
with the total pore volume. Saturation describes the fraction of the void space which is filled 
with a fluid. Saturation is defined by: 
porestotal 
phase fluidby  filled pores
V
V
S   
 
(2.5) 
 
If we consider more than one phase, thus the phase saturations are the sum of saturation 
from each phase which is given by 
1

S  
 
(2.6) 
 
 
III.2.4. Residual saturation 
Residual saturation is the fraction of void space that could not be reducible (irreducible). 
Residual saturation occurs when there are two or more immiscible fluids exist and because 
the capillary forces are larger compared to the viscous forces, so the fluid is trapped in the 
pore space. Consider if there is a reservoir which is saturated with oil and another fluid 
(water or gas) is injected into the reservoir, then the injected will fluid displaces the oil 
continuously. At the certain condition, however, there is oil still trapped in the pore space. 
This remaining oil is called oil residual saturation. Likewise, this occurs for water or gas 
residual saturation. 
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III.2.5. Relative permeability 
Relative permeability is a ratio between the effective permeability and absolute permeability, 
and it is a function of saturation. The relative permeability has an important role in fluid flow 
behavior. Relative permeability is measured experimentally in the laboratory from core 
samples which are taken from the field. The flow of two or more phase fluids causes each to 
interfere with the other by occupying the pore space and resist the other fluid. As a 
consequence, the fluid with higher saturation is able to flow easier since its cross-section of 
the path is larger. The effective permeability is not greater than absolute permeability in the 
porous medium. One important parameter that affects the value of relative permeability is 
wettability [63, 64]. 
There are some common formulas to define the relative permeability such as Corey, Naar 
and Henderson, and van Genuchten (see Refs. [19, 43, 65]). The relative permeability has 
relationship especially with the history of wetting phase saturation [62] and some other with 
the nonwetting phase saturation [21, 65]. The relative permeability formula which is used in 
this study is referred to Brook-Corey [21, 66]: 
  
32
1)(

 egrw SSk  
 
(2.7) 
 
  








2
2 11)( egegrg SSSk  
(2.8) 
Here,   is the pore size distribution index. Its value could be in the small range (e.g. 2.0 ) 
for heterogeneous material and large range (e.g. 3 ) for homogeneous material [19]. 
Meanwhile, egS is the normalized gas phase saturation which is defined by [21]: 
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


1
 
 
(2.9) 
 
 
III.2.6. Mobility 
Mobility is defined as a ratio between the relative permeability and the viscosity of a phase. 
So, in the case of considering multiphase flow, the mobility is stated as 




 r
k
  
 
(2.10) 
 
where  is the mobility of phase-α, rk is the relative permeability of phase-α, and  is the 
viscosity of phase-α. 
 
III.2.7. Fractional flow 
Fractional flow is a ratio between the mobility of phase-α and the total mobility. It shows a 
fraction of flow rate of a phase with the presence of another phase. Fractional flow rate is 
formulated by 
t
f


   
 
(2.11) 
 
where f is the fractional flow of phase-α,  is the mobility of phase-α, and t is the total 
mobility. 
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III.3. Capillary pressure 
Capillary pressure is the pressure that emerged when two phases or more co-exist. It 
describes the pressure difference or the discontinuity of the pressure among the nonwetting 
phase and the wetting phase. Capillary pressure is given by 
wnc ppp   
 
(2.12) 
 
where cp is the capillary pressure, np is the pressure of nonwetting phase (gas), and wp  is the 
pressure of wetting phase (water). The discontinuity pressure occurs in the interface between 
two immiscible fluids. Capillary pressure is a function of saturation hence its value depends 
on the saturation. In this study, the formula of capillary pressure is referred to 
Theodoropulou (2005) [65]: 
cm
c
rw
g
cc b
S
S
pp












1
10  
 
(2.13) 
 
where 0cp is the pore entry capillary pressure, cb and cm are constants are taken around 10
-4 - 
10-3 and 3, respectively, in this work. Principally, capillary pressure is a result of the 
combination of some aspects such as surface tension, interfacial tension, geometry, the size 
of the void space, and wettability behavior in the reservoir [61]. It is important in the 
displacement process of a fluid by another fluid in the void space of the rock or porous 
medium. 
Capillary pressure is measured in the laboratory by two processes i.e. imbibition and 
drainage. Imbibition is the process of the displacement of the nonwetting phase by the 
wetting phase. As an example, the wettability behavior alteration from oil-wet system to the 
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water-wet system occurs by water displacing the oil. Drainage is defined as the process of the 
displacement of the wetting phase by the nonwetting phase. Opposite with the imbibitions, 
for instance in changing the wettability behavior, the oil will displace the water. In particular 
for gas, when it displaces the oil or water, the process that always occurs is drainage due to 
gas phase always in the nonwetting phase either compared with oil or water. 
 
III.4. Deformation 
III.4.1. Displacement 
The interaction of fluid flow and geomechanics in porous media may cause deformation 
such that changes the mechanical behavior of the porous medium. Deformation is defined 
as the change of the shape of a material due to a force that applies to the material. In this 
study, deformation is expressed in terms of displacement as its characteristic. The 
displacement reflects the shortest distance from the initial to the final position of a point and 
its unit is meter (m) or millimeter (mm). 
 
III.4.2. Stress 
Stress is defined as a measure of force acting in an area or body. Stress is a tensor which 
depicts the density of forces acting on all surfaces passing through a point and it is a key 
component in geomechanical modeling. It is important to know that stress is not uniformly 
distributed over the cross-section of a body of material but different in each specific point in 
the body. Assuming the body of the material behaves as a continuum such that the stress has 
nine components (in arbitraty Cartesian coordinate system) as follows: 
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  [
         
 2     2 
     2    
] 
The unit of stress is Pascal (Pa) or MegaPascal (MPa). 
 
III.4.3. Strain 
A strain is normalized measure of deformation showing the displacement in the body 
relative to a reference length. The strain could occur in two ways: tensile and compressive 
strain. The tensile strain is caused by the tension force works on the material while the 
compressive strain is due to the compression force applies to the material. Strain is a tensor 
quantity: 
  [
         
 2     2 
     2    
] 
Strain is dimensionless and they are expressed in decimal fraction or percentage and 
symbolized by ε. 
 
III.4.4. Young’s modulus 
Young’s modulus (modulus of elasticity) is a ratio between the uniaxial stress and the 
uniaxial strain: 


E  
 
(2.14) 
 
Young’s modulus shows the stiffness of a material. It also describes the elastic properties of 
a material undergoing compression or tension in one direction. Different materials have 
different values of Young’s modulus. It has unit of MegaPascal (MPa). 
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III.4.5. Poisson’s ratio 
Poisson’s ratio is a ratio between the lateral expansion (transverse strain) and axial strain: 
axial
trans
d
d
v


  
 
(2.15) 
 
The transverse strain will be negative sign once the axial tension (stretching) is applied 
whereas it will be positive sign when the axial compression works. Conversely, the axial 
strain will be positive for axial tension and vice versa, it will be negative for axial 
compression. The maximum value of Poisson’s ratio is 0.5 for incompressible fluid. 
Poisson’s ratio is dimensionless. 
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Chapter IV 
Mathematical Model 
A mathematical model of two-phase flow in porous media consists of set of equations that 
explain the fluid flow in a hydrogeological problem. The basic differential equations that 
govern the flow of two-phase incompressible flow in porous media are pressure and 
saturation equations. The pressure equation is derived by substituting the total velocity (sum 
of the two Darcy’s law for each phase) to the sum of the two mass conservation equations. 
Meanwhile, the saturation equation, basically, is the mass conservation equation with 
considering the saturation of each fluid phase. The most well-known scheme to solve the 
two-phase fluid flow in porous media is called IMplicit Pressure Explicit Saturation 
(IMPES). In this study, the scheme is extended by adding one more equation into the 
IMPES method i.e. deformation equation. Then, the scheme called IMplicit Pressure-
Displacement Explicit Saturation (IMPDES). In this chapter, it is presented and discussed 
the details of the equations which are mentioned above. 
 
IV.1. Mass conservation 
In order to derive the mass conservation equation, consider mass flux across the surfaces 
(inflow and outflow) of the rectangular cube as shown in Fig. 4.1. The amount of mass 
across the inflow surface is equal with the mass outflows on another surface. 
From Fig. 4.1., it can be seen that the mass inflow across at 
2
x
x

 is 
  zyu
zy
x
xx

 ,,
2
  
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and also the mass outflow across at 
2
x
x

 is 
  zyu
zy
x
xx

 ,,
2

 
The mass inflow across at 
2
y
y

 is 
  zxu
z
y
yxy

 ,
2
,
  
and also the mass outflow across at 
2
y
y

 is 
  zxu
z
y
yxy

 ,
2
,
  
Similar with x and y-directions, the mass inflow at 
2
z
z

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  yxu z
zyxz


2
,,
  
also the mass outflow across at 
2
z
z

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
2
,,

 
 
 
Figure 4.1.  Illustration of inflow and outflow mass on a rectangular cube. 
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Then, the net inflow is 
    
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Meanwhile, the net mass increment caused by source or sink, q, is 
zyxq   
The mass accumulation per unit time is 
 
zyx
t


 
 
The sum of mass accumulation per unit time and the net mass increment by source or sink is 
equal with the net inflow, thus 
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By dividing the equation above with zyx  , we obtain 
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Finally, we end up with the mass conservation equation as follows 
 
  q
t



u

 
 
(4.1) 
 
where  is the divergence operator and it is defined by 
z
u
y
u
x
u zyx








 u
 
Eq. (4.1) is provided for single phase flow and it can be extended to multiphase flow as 
follows: 
 
  
 

q
t



u  
 
(4.2) 
 
 
IV.2. Darcy’s law 
Another fundamental equation for fluid flow in porous media is Darcy’s law. This law was 
introduced by Henry Darcy (1856). It describes the fluid flux in a porous medium under 
isothermal conditions and it is considered at the level of macroscopic [60]. In general, 
Darcy’s law for in porous media is stated 
h
__
Ku  
 
(4.3) 
 
where u is the Darcy velocity, 
__
K is the hydraulic conductivity, and h is the water head 
pressure. Darcy’s law associated the total volumetric flow rate for each phase to the pressure 
gradient. It also associated the total volumetric flow rate for each phase through the 
properties of the fluid and the medium such as viscosity and permeability, respectively. In 
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this study, since it considers two-phase flow in porous media, the Darcy’s law is extended by 
considering each phase as follows 
 zgp
kr  


 

Ku  
 
(4.4) 
 
and the total velocity is defined by summation of Darcy’s velocity of each phase e.g. gas and 
water: 
wgt uuu   
 
(4.5) 
 
IV.3. Saturation equation 
Basically, saturation equation in two-phase flow in porous media is derived as well as with 
mass conservation equation (Eq. 4.2). Since this work considers two phases, then the mass 
conservation equation is extended for each fluid phase such that 
 
  
 

q
t
S



u      ,        wg,  
 
(4.6) 
 
Assuming the density is constant (incompressible fluid flow) then 

 q
t
S



u         ,        wg,  
 
(4.7) 
 
This equation is called saturation equation. Following Eq. (2.6), the fluid saturations for the 
two-phase flow of water and gas are interrelated by: 
1 wg SS      
 
(4.8) 
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IV.4. Pressure equation 
Pressure equation is one of the equations in which solved in two-phase flow in porous media 
problem. The pressure equation is derived from the summation of Darcy’s law of each phase 
and substitutes it into the summation of two mass conservation equations of each phase. In 
this study, pressure of gas, gP , is considered as primary variable. So, the type of pressures 
which is obtained from pressure equation is the pressure of gas. In order to get the pressure 
equation, add the mass conservation equation in terms of saturation equation of each phase 
(Eq. 4.7) and using Eqs.(4.5) and (4.8), it gives 
tt q u  
 
(4.9) 
 
where tu is the total velocity which is obtained by adding the Darcy’s law for each phase in 
Eq.(4.4) then substitute into Eq.(4.5) by using gas and water pressures correlation in terms of 
capillary pressure formula in Eq.(2.12), it ends up with 
    cpwzgwwgggpwgt  KKKu   
 
(4.10) 
 
By using the mobility (Eq.(2.10)) and fractional flow (Eq.(2.11)) definitions, Eq.(4.10) could 
be rewritten as follows 
  ctwwwggtgtt pfzgffp  KKKu   
 
(4.11) 
 
Then, the pressure equation is obtained by substituting Eq.(4.11) into Eq.(4.9) 
    tcwwwgggt qpfzgffp  K  
 
(4.12) 
 
where wgt   and wgt qqq   
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IV.5. Deformation equation 
Deformation equation used in this study is derived from Navier equation (Eq. (4.14). Navier 
equation itself is derived from a general local differential balance equation by ignoring the 
local mass balance for solid and also the inertia force term for very large time scale for 
instance years. So, it ends up with 
0 bt   
 
(4.13) 
 
Considering the body force, ρbF  , Eq. (4.13) becomes 
0 Ft  
 
(4.14) 
 
According to Terzaghi (1943) [67], the effective stress has a contribution to the strength of 
the solid rock grains in total stress and the fluid pressure. Biot (1941) [68] introduced the 
relationship between the effective stress and the total stress follows: 
BpIet   
 
(4.15) 
 
where B  is the Biot constant,
op is the pore pressure, and I is the identity matrix, and e is 
defined as follows 
   [
 exx  exy  exz
 eyx      eyz
 ezx         
] 
Basically, the stress and strain constitutive equations depend on the kind of material 
properties such as linear, non-linear, isotropic, anisotropic, etc. In this work, linear and 
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isotropic material (medium) is considered and also elastic behavior of rocks with small 
transformations such that the constitutive equation is: 
TIDee    
 
(4.16) 
 
where eD is the elastic constant tensor and  is the thermal expansion coefficient. The 
second term in the right hand side is neglected since the isothermal condition is applied in 
this study. The elastic constant tensor for 3D is 
   
 
(   )(    )
[
 
 
 
 
 
 
 
 
 
(   )   
 (   )  
  (   )
 
 
(    )
 
  
 
(    )
 
 
  
(    )
 ]
 
 
 
 
 
 
 
 
 
 
 
Since in this study, the vertical two-dimensional in x and z-directions is considered, then 
   
 
(   )(    )
[
     
     
  
(    )
 
] 
The deformation in geomechanics is expressed in displacement as its characteristics. 
Displacement vector is varying with time and space:  ),(),,(),,( tzWtyWtxWW  . The 
displacement gradient is a sum of the strain tensor, ε, which is symmetric matrix and R 
which is skew-symmetric matrix: 
RW    
 
(4.17) 
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where 
  TWW 
2
1
  
 
(4.18) 
 
 



 
T
WWR
2
1
 (4.19) 
The strain tensor itself is defined as: 
  [
 xx  xy  xz
 yx     yz
 zx       
] 
Considering an isotropic material (porous medium) and elastic behavior of rocks with small 
transformations, the basic partial differential equations for plain strain with ignoring the 
inertia force is governed by 2D displacement equation, 
  tpbWvv
E
W
v
E





)21)(1(2
2
)1(2
 
 
(4.20) 
 
where the total pressure is defined as 

 pSpt and b is the Biot’s coefficient. 
 
IV.6. Initial and boundary conditions 
During the calculations in this work, initial and boundary conditions are considered. Initial 
condition states the initial values of the primary variable such as saturation and displacement 
at the beginning of the simulation. Meanwhile, there are two types of boundary conditions to 
be applied in the model i.e. Dirichlet and Neumann boundary boundary conditions. In this 
study, the domain is rectangular and defined as ND   . Here, D  is the Dirichlet 
55 
 
 
boundary and N  
is the Neumann boundary. The boundary conditions are imposed when 
solving the equations as below: 
 Pressure: 
Bpp       Ttx D ,0,   
Bt unu    
   Ttx N ,0, 
 
 Darcy’s velocity: 
Bt unu    
   Ttx N ,0, 
 
 Saturation: 
BSS       Ttx low ,0, inf   
 Deformation: 
0 Bzx WWW   )(, ,,0 tzxTt D  on the base of the domain 
0 Bx WW    )( ,,0 txTt D  on the right and left of the domain 
0


B
z W
z
W
   )( ,,0 tzTt N  on the top of the domain 
Meanwhile, the initial conditions are: 
 Saturation: 
)()0,( 0 xSxS   x  
 Deformation: 
)()0,( 0 xWxWx   x  
)()0,( 0 zWzWg   z  
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Chapter V 
Numerical Method 
V.1. Cell-centered finite difference 
In order to solve the differential equations mentioned in chapter four numerically, the finite 
difference method is used. There are two types of finite difference methods i.e. cell-centered 
finite difference and point-centered finite difference. The cell-centered finite difference 
(CCFD) is a finite volume type of method that very useful and widely used in solving the 
petroleum reservoir simulation problems [39]. The scheme of CCFD is depicted by Fig. 5.1. 
In this study, MATLAB software was used to build the code for simulation. 
 
 
 
 
 
 
 
 
 
 
Fig. 5.1. A cell-centered finite difference. 
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V.2. Discretization of the pressure equation 
Referring to Eq. (4.12), for two-phase incompressible flow in porous media, the pressure 
distribution for each cell along the entire domain is solved by, 
           11   ntcngwwngwgnggngngt qpSfzgSfSfpS K  
 
(5.1) 
 
The pressure in the Eq.(5.1) is solved implicitly and discretized as follows: 
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V.3. Discretization of the Darcy’s velocity 
Darcy’s velocity (Eq. (4.11)) solved in this work is: 
          zgSfSfSpS wngwgnggngtngngtnt    KKu 11  
    1 ncngtngw pSSf K  
 
(5.2) 
 
Then, Eq. (5.2) is discretized as follows: 
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V.4. Discretization of the saturation equation 
In order to derive the saturation equation which is solved numerically in this study, 
substitute the gas velocity from Eq. (4.4) to the saturation equation (Eq. (4.7)) and applying 
the CCFD method, it gives 
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       cngwggwngwnggng pSfzgSSfq   KK 1  
 
(5.3) 
 
To compute the gas saturation, Eq. (5.3) is approximated numerically and particularly for the 
second term in the left-hand side, it solved by upwind scheme of finite difference as follows: 
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V.5. Discretization of the deformation equation 
Again, after applying the CCFD method to the displacement equation (Eq. (4.20)), it is 
obtained: 
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Then, the discretization of the displacement equation in x-direction: 
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and also the discretization of the displacement equation in z-direction: 
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V.6. Treatment of the boundary conditions 
There are eight types of boundary condition treatments which are employed in each case as 
shown in Fig. 5.2. So, there are also eight types of discretization for pressure, Darcy’s 
velocity, saturation, and deformation equations in area one to eight. Following are examples 
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of the discretization of pressure, Darcy’s velocity, saturation, and deformation equations in 
area one: 
 Pressure equation (Eq. (5.1)): 
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 Darcy’s velocity (Eq. (5.2)): 
leftBt
x
jit
,,
2
1
,,
uu 

 
2
1
2
3
2
1
,
2
1,
2
1
,
2
3,
2
1
,1
2
1
,1,
2
1
,1,


 


ii
jigjig
jijit
x
jit xx
pp
Ku 
2
1
2
3
2
1
,
2
1,
2
1
,
2
3,
2
1
,1
2
1
,1,
2
1
,1,


 


ii
jicjic
jijitjiw xx
pp
f K
 
0
,
2
1
,


z
jit
u
 
2
1
2
3
2
1
,
2
1
,
2
3
,
2
1
,
1,
2
1
1,
2
1
,1,
2
1
,


 


jj
jigjig
jijit
z
jit zz
pp
Ku 
2
1
2
3
2
1
,
2
1
2
3
,
2
1
1,
2
11,
2
1,1,
2
1,1,
2
1,


 








jj
jiji
jiji
twjiwgjig zz
zz
gff K
2
1
2
3
2
1
,
2
1,
2
3
,
2
1,
1,
2
1
1,
2
1
,1,
2
1
,


 


jj
jicjic
jijitjiw zz
pp
f K
  
 
 
66 
 
 
 Saturation equation (Eq. (5.3)): 
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 Deformation equation in x-direction (Eq. (5.5)): 
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 Deformation equation in z-direction (Eq. (5.6)): 
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Fig. 5.2. Eight types of boundary condition treatments in the domain. 
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In principle, the other boundary condition treatments such as area 2 to 8 are similar. The 
important thing that should be considered carefully during the discretization is the treatment 
for the cell which is located outside of the domain. We can consider it is in the boundary of 
the domain or take into consideration as the closest cell to the boundary. The treatment 
depends on the types of boundary condition which are defined. For instance, in the 
discretization of area one (inlet) above, the term in the first derivative of gas pressure along 
x-direction is substituted by Neumann boundary which is defined as velocity. Another 
slightly different treatment of boundary condition is in the term of first derivative of 
capillary pressure, either in pressure or saturation equations. Since capillary pressure is 
considered in the center of the cell, so there is no capillary pressure defined in the edge of 
the cell, particularly in the boundary. In this case, we consider the capillary pressure in the 
boundary taken as same as the capillary pressure which is located in the closest cell to the 
boundary. Therefore, the second terms of capillary pressure, both in x and z-directions, are 
vanished. Similar treatments are applied to other equations e.g. Darcy’s velocity, saturation, 
and deformation equations as presented above in the discretization. 
 
V.7. Methodology 
The main steps or methodology to do the calculation during the iteration is presented as 
follows: 
1. Compute the gas pressure by the pressure equation (Eq. (5.1)). 
2. Compute the total Darcy’s velocity (Eq. (5.2)). 
3. Compute the gas saturation by the saturation equation (Eq. (5.3)). 
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4. Compute the displacement of the porous medium in two directions, x and z-directions, 
by deformation equations. (Eq. (5.4)). 
5. Update the gas pressure, total Darcy’s velocity, CO2 saturation, and the displacements of 
the porous medium for the next time step. 
 
V.8. Mesh generation 
In this study, the domain is discretized into non-uniform meshes as shown in Fig. 5.3. The 
graded meshes around the point source of injection are finer than the rest of the domain. In 
other words, the interval of axis either x or z increases gradually. Let specify ∆x1 is the width 
of the first mesh and ∆xM is the width of the last mesh in x-direction, then we can define the 
ratio: 
r
x
xM 


1
         (5.7)  
The ratio, r, is related with the expansion coefficient of the element size, γ, as follows 
r = γM-1          (5.8)   
or the expansion coefficient of the element size could be expressed in terms of the ratio and 
the number of elements as below: 
γ = r1/(M-)1         (5.9) 
To obtain that correlation above, let consider 
∆x2 = γ ∆x1, ∆x3 = γ ∆x2, ∆x4 = γ ∆x3, …, ∆xM = γ ∆xM-1 
hence it can be expressed 
 ∆xm = γ
m-1 ∆x1         (5.10)  
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where m =  , 2, …, M. Consider X1 is the first end-point and XM is the last end point. So, 
the total length of the interval is 
L = XM - X1  
   = (1 + γ + γ2 + γ3 + … + γM-1) ∆x1 
   = 1
1
1
x
M





        (5.11)   
Similarly, the mesh generation in z-direction is the same as in the x-direction. 
 
 
 
Fig. 5.3. Discretization of the domain into non-uniform mesh. 
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Chapter VI 
Numerical Examples and Discussion 
VI.1. Simulation of CO2 plume in porous media: consideration of capillarity 
and buoyancy effects 
In this first part of the thesis work, the three cases of CO2 plume in the homogeneous and 
heterogeneous (layered) domain including fractures in the domain are presented. The first 
part of the thesis work looks at the effects of capillarity and buoyancy. The four different 
cases such as ignoring gravity and capillarity, considering gravity only, considering capillarity 
only, and considering both gravity and capillarity were simulated. The vertical two-
dimensional in x and z-axis is considered. Assuming the domain is in the deep geological 
formations at least 800 m below the Earth’s surface. The domain is discretized into non-
uniform mesh using the above mesh generation way. The rock is initially fully saturated with 
water and CO2 is injected in the bottom-left corner with a constant inflow rate. On the right 
boundary, the hydrostatic pressure is imposed. The top and the bottom of the domain are 
impermeable layers. For the fluid properties parameters such as the densities, viscosities, 
residual saturations, and relative permeability refer to Hayek et al. [21] (see Table A.1 
(Appendices)). 
 
VI.1.1. Homogeneous porous medium 
In this case, the two-phase incompressible flow problem of the vertical two-dimensional of 
homogeneous domain is considered. The four cases mentioned above were simulated. The 
size of the domain is 150m × 120m and it is discretized into 50 × 40 non-uniform mesh. 
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The permeability of entire medium is taken as 1 mD. The rock is initially fully saturated with 
water. Then, CO2 is injected into the domain from the inlet located at the bottom-left corner 
of the domain with 0.1 pore volume (PV)/year and hydrostatic pressure on the right hand 
side. The top and the bottom boundaries are considered as impermeable layers. 
  
(a) (b) 
  
(c) (d) 
Fig. 6.1. CO2 saturation profiles in homogeneous domain after one year of injection for four 
difference cases: (a) without gravity and capillarity, (b) gravity effect only, (c) 
capillarity effect only, and (d) with gravity and capillary. 
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From Figs. 6.1a and 6.1c, it can be seen that the CO2 saturation profiles without any effect 
of gravity and capillary pressure and due to only the capillary pressure after one year of 
injection are quite similar. Their saturation rates, however, are different. The CO2 saturation 
distribution without combination of gravity and capillarity has higher maximum saturation, 
around 0.8, compared to the CO2 saturation profile which is affected by the capillary 
pressure only. Moreover, if we also compare with the CO2 saturation distribution with 
considering the combination of gravity and capillarity (Fig. 6.1d), it is still lower than without 
considering the gravity and capillary pressure. Fig. 6.1b shows the saturation distribution of 
CO2 with considering the gravity effect only. As expected, from this figure, it appears that 
the CO2 rise buoyantly from the injection source since the density of CO2 is less dense than 
the density of water. From the results, we note some effects of gravity and capillarity such as 
the gravity force drives the buoyancy whereas the capillary pressure retards the distribution 
of CO2 such that the cases which are including capillarity effect have lower saturation rate 
compared to the case without considering gravity and capillarity. 
Fig. 6.2a-c display the CO2 saturation distribution with respect to the depth at 4m, 9m, and x 
= 34 m. From these figures, it is clearly shown that the CO2 saturation distribution for the 
case of ignoring gravity and capillarity (depicted by blue line) and also consider only the 
capillary pressure (drawn by the red line) have higher saturation rate compared to the other 
two cases. Particularly for the cases which are calculating the gravity force, it is seen that the 
curves reach the maximum saturation rate at certain depth, around the bottom of the 
domain. This is showing the gravity force contributes to the CO2 saturation distribution by 
buoyancy effect. The high rate of CO2 saturation around the point source of injection in the 
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bottom-left corner is affected by continuously injection and it declines gradually with respect 
to the lower depth. 
 
 
(a) (b) 
 
(c) 
Fig. 6.2. CO2 saturation against the depth for homogeneous domain at (a) x = 4 m, (b) x = 
9 m, and (c) x = 34 m. 
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i.e. ignoring the gravity and capillarity, include the gravity effect, consider only the capillarity, 
and considering the gravity and capillarity were simulated. The size of the domain is 150m × 
120m and it is discretized into non-uniform mesh of 2000 cells (50 × 40). The permeability 
of medium is increasing against to the deeper depth: 1 mD, 10 mD, 50 mD, and 100 mD. 
The rock is initially fully saturated with water. We inject CO2 to the system from the bottom-
left corner of the domain with 0.1 PV/year. There is hydrostatic pressure on the right 
boundary. The top and the bottom boundaries are impermeable layers. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.3. Distribution of permeability for layered porous medium. 
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layers is decreasing with respect to the lower depth from the point source of injection. The 
CO2 saturation distribution with the case of ignoring both the gravity and capillary pressure 
is shown by Fig. 6.4a. From this figure, it is shown that the saturation distribution seems slue 
due to the transition from high permeability i.e. 100 mD to the lower permeability i.e. 50 
mD. 
  
(a) (b) 
  
(c) (d) 
Fig. 6.4. CO2 saturation profiles in layered domain after one year of injection for four 
difference cases: (a) without gravity and capillarity, (b) gravity effect only, (c) 
capillarity effect only, and (d) with gravity and capillary. 
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Fig. 6.4b indicates the numerical results of CO2 saturation distribution by gravity effect. 
Again, as expected, the CO2 migrates to the top of the reservoir due to the difference density 
between CO2 and water and it is expected the injected CO2 will be accumulated there. 
  
(a) (b) 
 
(c) 
Fig. 6.5. CO2 saturation against the depth for homogeneous domain at (a) x = 4 m, (b) x = 
9 m, and (c) x = 34 m. 
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Fig. 6.4c illustrates the case that considers the capillary pressure only and if it is compared 
with the numerical result of CO2 saturation distribution which is ignoring both the gravity 
and capillary pressure, obviously the influence of capillarity is noticeably. The capillary 
pressure contributes the CO2 to spread more widely in the medium. The case that calculates 
the gravity and capillarity is displayed by Fig. 6.4d. Besides the gravity force, the capillary 
pressure also drives the CO2 flow in some areas in the domain such that there is slightly 
different distribution with the result of the case that considers only the gravity force. 
Moreover, beyond the two forces which affect the CO2 saturation distribution, apparently 
from the numerical results, it highly depends on the permeability distributions in the domain. 
Figs. 6.5a-c show the CO2 saturation distribution with respect to the depth at 4m, 9m, and x 
= 34 m. It is clearly visible that the CO2 saturation distribution for the case of ignoring both 
gravity and capillarity, represented by the curve, always has highest saturation rate at the 
deepest depth, 120m, since there is no gravity which drives the CO2 saturation spread 
upward quickly. Furthermore, the case of considering only the capillary pressure also displays 
high CO2 saturation rate around the point source of injection area. From the numerical 
results, it is clear that the two cases which are involving the gravity effect have typical curve 
and their small different result only distinguished by the presence of capillary pressure effect 
in one of the two cases. In conclusion, there are three aspects that affect the CO2 saturation 
distribution along the entire domain which are permeability distribution, gravity, and 
capillarity. 
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VI.1.3. Fractured porous medium 
In this case of study, the two-phase incompressible flow problem of the vertical two-
dimensional of heterogeneous domain including some fractures (Fig. 6.6) is presented. 
Fracture is defined as the separation of a material (rock) into two or more pieces due to the 
applied stress works on it. Since the rock is separated into some pieces, it allows fluid to flow 
rapidly. In other words, fracture has higher permeability.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.6. Distribution of permeability in the fractured porous medium. 
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gravity and capillarity were modeled. The size of the domain is 150m × 120m and it is 
discretized into 2000 cells of non-uniform mesh by using the generation way as mentioned 
in chapter five. The permeability of medium is 300 mD for the fractures (represented by red 
lines) and 1 mD for the rest of the domain. The rock is initially fully saturated with water. 
CO2 is injected into the domain from the bottom-left corner of the domain with 0.1 
PV/year and the hydrostatic pressure is applied on the right boundary. The top and the 
bottom boundaries are impermeable layers. 
Fig. 6.7a shows the CO2 saturation distribution for the case of ignoring gravity and capillarity 
after one year of injection. From this figure, as expected, CO2 tends to flow through the 
fractures rather than the matrix because of their high permeability. The numerical result of 
CO2 saturation profile with gravity effect is shown by Fig. 6.7b. There is a slightly difference 
for the numerical results particularly around the source of injection where the CO2 seems 
rise buoyantly. The CO2 also seen migrates upward more compared to the case which is 
ignoring gravity and capillarity (Fig. 6.7a) around the point source of injection. Fig. 6.7c 
displays the CO2 saturation distribution for the case of considering the capillary pressure. 
The result presents CO2 spreads more widely around the fractures. The injected CO2 
occupies all of the fractures. From the numerical results with the case of considering 
capillarity effect, it is seen when the CO2 flows through the fractures, it spreads widely such 
that the sides of the fractures saturated with CO2. The injected CO2 also saturates the area 
which is surrounded by the fractures near to the point source of injection. 
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(a) (b) 
  
(c) (d) 
Fig. 6.7. CO2 saturation profiles in the fractured domain after 1 year of injection for four 
difference cases: (a) without gravity and capillarity, (b) gravity effect only, (c) 
capillarity effect only, and (d) both gravity and capillary effect. 
 
Figs. 6.8a-c depict the CO2 saturation distribution with respect to the depth at 4m, 9m, and x 
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(a) (b) 
 
(c) 
Fig. 6.8. CO2 saturation against the depth for the fractured domain at (a) x = 4 m, (b) x = 9 
m, and (c) x = 34 m. 
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Conversely, the cases which are including the capillary pressure effect, however, have higher 
effective permeability in the area outside of the fractures compared to the other two cases 
which are not calculating the capillary pressure effect. In other words, the capillary pressure 
seems retards the CO2 flow in the fractures. 
 
VI.2. Modeling and simulation of structural deformation effect of isothermal 
subsurface flow and carbon dioxide injection 
In this second part of the thesis work, five numerical examples of CO2 injection have been 
simulated: three numerical examples of CO2 injection in homogeneous porous medium and 
two numerical examples of CO2 injection in layered porous medium. This part of the thesis 
work is expanded by adding the deformation equation. From the deformation equation, it is 
obtained the displacements of the porous medium in x and z-directions. Structural 
deformation is important to be included in the study in order to evaluate the stability of the 
porous medium. Moreover, structural deformation is also useful in order to know how large 
the displacement of the porous medium since it affects and could contribute to the potential 
leakage of CO2 into the atmosphere. Structural deformation highly depends on the porous 
medium properties especially the phase equilibrium such as porosity, permeability, and 
saturation of the porous medium.  
Similar with the first part of the thesis work, the vertical two-dimensional in x and z-axis is 
considered and it is discretized into non-uniform mesh using the mesh generation way as 
explained in the chapter five. The rock is initially fully saturated with water and CO2 is 
injected in the bottom-left corner with a constant inflow rate. The injection of CO2 into the 
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deep aquifer is considered. A constant pressure is applied on the right boundary. The top 
and the bottom of the domain are impermeable layer. Again, the fluid properties such as the 
densities, viscosities, residual saturations, and relative permeability referred to Hayek et al. 
[21] (see Table A.2 (Appendices)). 
 
VI.2.1. Homogeneous porous medium 
Three numerical examples of CO2 injection in homogeneous domain with different 
permeability have been simulated. In this case, the two-phase incompressible flow problem 
of the vertical two-dimensional of homogeneous domain is considered. The size of the 
domain is 300m × 500m and it is discretized into 100 × 160 non-uniform mesh. The 
permeability of the porous medium is 10 mD for the first case, 50 mD for the second case, 
and 70 mD for the third case. The rock is initially fully saturated with water. CO2 is injected 
into the domain from the inlet which is located at the bottom-left corner of the domain with 
0.1 PV/year. A constant pressure of 2 atmosphere (atm) is imposed on the right hand side. 
The top and the bottom boundaries are assumed impermeable. 
Figs. 6.9a-c show the CO2 saturation profiles after two, six, and twelve month of CO2 
injection in homogeneous porous medium with 10 mD. Similar with the result in the first 
part of the thesis work, the movement of CO2 in the upward direction seems to be dominant 
compared to the horizontal direction due to the buoyancy force caused by the density 
difference between CO2 and water. After two month of injection, CO2 starts to occupy the 
area of the domain around the point source of injection. The injected CO2 continuously 
occupies the other area of the domain. 
86 
 
 
 
   
(a) (b) (c) 
Fig. 6.9. CO2 saturation profiles after two, six, and twelve month of injection in 
homogeneous porous medium with permeability of 10 mD (case one). 
 
   
(a) (b) (c) 
Fig. 6.10. CO2 saturation profiles after two, six, and twelve month of injection in 
homogeneous porous medium with permeability of 50 mD (case two). 
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From the CO2 saturation profile, it can be seen the saturation rate around the point source 
of injection is quite high, about 60%, and it decreases gradually with respect to the farther 
area. The movement direction of CO2 saturation occurs in the horizontal direction even 
though less compared to the vertical direction. This horizontal movement of CO2 is caused 
by the advection effect. The advection itself is due to the pressure gradients such that result 
the velocity. 
   
(a) (b) (c) 
Fig. 6.11. CO2 saturation profiles after two, six, and twelve month of injection in 
homogeneous porous medium with permeability of 70 mD (case three). 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
Fig. 6.12. The vertical and horizontal displacements time history at the node (30m, 420m) 
for case one, two, and three. 
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permeability compared to the permeability of the domain in the first numerical example, so 
the CO2 is distributed more to the top. The second numerical example, however, has lower 
maximum CO2 saturation rate than the first one with the same rate of CO2 injection. It is 
because the injected CO2 more distributed to the farther area as shown in the Figs. 6.10a-c 
such that the CO2 is not accumulated in a certain part of the domain but distributed more 
widely especially to the upwards. That is why the CO2 saturation rate is a bit lower. 
The last numerical example has the highest permeability, 70 mD, in the domain. As the 
definition of permeability, so the highest permeability able to transmit the injected CO2 to 
the wider and farther area. It is shown in Fig 6.11c, after one year of injection, the injected 
CO2 reaches the top layer of the domain. Again, since the injected CO2 is more distributed 
then the maximum CO2 saturation rate is bit lower compared to the two previous cases 
above.  
Figs. 6.12a-f show the magnitude of the vertical and horizontal displacements during one 
year of injection. From the results, it can be seen that the observation node of (30m, 420m) 
(chosen randomly), the magnitude of the vertical and horizontal displacements are in the 
range referred to some literatures [37, 50, 53]. The results show the oscillations where it is 
because the porous medium which has pore spaces filled by a fluid and an applied pressure 
works on it, the displacement goes to any directions. One important thing from some results 
in which the displacement magnitudes, both in x and z-directions, start to have constant 
value after eight months after injection on average. 
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VI.2.2. Layered porous medium 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.13. Distribution of permeability for layered porous medium for case four. 
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boundary is permeable. The other parameters such as fluid properties, initial saturation, the 
injection rate, and so on are listed in Table A.2 (Appendices). 
 
  
(a) (b) 
 
(c) 
Fig. 6.14. CO2 saturation profiles after two, six, and twelve month of injection in layered 
porous medium for case four. 
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In the fourth numerical example, the more shallow depth the permeability decreases. The 
permeability of the most superficial layer is very low i.e. 1 mD. After two month of injection, 
the injected CO2 quickly saturates the first (lowest) layer of the domain. It continuously 
moves upwards and occupies the next layer, however, since the permeability value decreases 
then the CO2 seems difficult to transmit. The effect of layers with different permeability 
appears in the numerical results (Figs. 6.14a-c) particularly at the interface boundary between 
the different layers. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.15. Distribution of permeability for layered porous medium for case five. 
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(a) (b) 
 
(c) 
Fig. 6.16. CO2 saturation profiles after two, six, and twelve month of injection in layered 
porous medium for case five. 
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The last numerical example (case five) is presented. The difference with the previous 
numerical examples is only the permeability values in the third and fourth layers. The third 
layer has permeability as high as in the first layer i.e. 100 mD. Similar with the fourth layer in 
the previous example, the fourth layer in case five has lowest permeability. So, the 
permeability is not decreasing with respect to the more shallow depth anymore. The CO2 
saturation distributions are illustrated by Figs. 6.16a-c. 
  
(a) (b) 
  
(c) (d) 
Fig. 6.17. The vertical and horizontal displacements time history at the node (18m, 113m) 
for case four and five. 
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The injected CO2 rises up quickly under combination of the buoyancy force, injection rate, 
and high permeability value. After six month of injection, CO2 almost reach the top layer. It 
continuously moves upwards. However, due to the lower permeability of the last (fourth) 
layer, the injected CO2 is distributed in the horizontal direction while it tries to reach the 
impermeable layer. The maximum CO2 saturation rate is bit lower compared to the previous 
example (case four). Again, similar behavior as shown in the numerical results of 
homogeneous domain, it yields a correlation between permeability value and the maximum 
saturation rate that is the higher permeability, the lower maximum CO2 saturation rate. The 
reason because the high permeability transmits the injected CO2 more widespread to the area 
in the domain. So, the injected CO2 is not accumulated in a certain area of the domain. 
Figs. 6.17a-d show the magnitude of the vertical and horizontal displacements during one 
year of injection. Similar with the results of case four, by selecting one point in the domain 
(18m, 113m) to see the magnitude of the vertical and horizontal displacements, it is clearly 
seen that the magnitudes still in the range referred to some literatures as mentioned above. 
Similar with the results in the homogeneous cases, the displacements magnitudes, both in x 
and z-directions, go to constant value at least after six to eight months after injection on 
average. 
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Chapter VII 
Summary and Conclusions 
Two parts of the thesis work have been done and various numerical examples were 
simulated and discussed. In this study, the two-phase incompressible flow in porous media 
with the application in the area of CO2 injection is considered. The first part of the thesis 
work emphasized the effect of the buoyancy and capillarity on the saturation rate and 
distribution with three types of numerical examples which are homogeneous, layered, and 
fractures porous media. The second part of the thesis work expanded the IMplicit Pressure 
Explicit Sauration (IMPES) scheme by adding one more equations which is deformation 
equations then the scheme in this study called as IMplicit Pressure Displacement Explicit 
Saturation (IMPDES). The aim is to investigate and monitoring the stability of the medium 
by looking at the displacement values in order to avoid the leakage of CO2 after injection. 
The five numerical examples e.g. three numerical examples with homogeneous domain and 
two numerical examples of layered porous medium were simulated.  
In summary, from the numerical results above, some conclusions are obtained as follows: 
 Modeling and simulation of CO2 injection provides intuitive knowledge and a better 
understanding of the CO2 flow behavior in the reservoir. It is a comprehensive tool to 
study the transport process inside the reservoir. 
 As CO2 less dense than water, it rises buoyantly under the combined action of the 
injection rate, buoyancy, capillary pressure, and advection. 
 In heterogeneous porous media, the CO2 saturation profile (distribution and rate) are 
affected by the permeability distributions. Especially for the maximum CO2 saturation 
97 
 
 
rate, it is mainly depends on the permeability value. The higher permeability, the lower 
maximum CO2 saturation rate. The reason is because the injected CO2 more distributed 
to another area such that the CO2 is not accumulated in a certain part of the domain. 
 Most of the numerical results of displacement showing that the horizontal and vertical 
displacements go to constant values at least six to eight months after injection, averagely. 
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APPENDICES 
Table A.1. Parameters for three numerical examples in chapter six section one (VI.1). 
Parameter Example 1 Example 2 Example 3 
Domain dimensions 150m × 120m 150m × 120m 150m × 120m 
Rectangular non-uniform mesh 50 × 40 50 × 40 50 × 40 
The properties of the domain (porous 
media): 
   
ϕ 20% 20% 20% 
K (md) 1 md 100 md, 50 md, 20 md, 1 md 1 md, 300 md 
Fluid properties:    
μg (kg m-1 s-1) 5.916 × 10-5 5.916 × 10-5 5.916 × 10-5 
μw (kg m-1 s-1) 6.922 × 10-4 6.922 × 10-4 6.922 × 10-4 
ρg (kg m-3) 716.7 716.7 716.7 
ρw (kg m-3) 997.42 997.42 997.42 
Srg 0.001 0.001 0.001 
Srw 0.2 0.2 0.2 
krg Books-Corey Books-Corey Books-Corey 
krw Books-Corey Books-Corey Books-Corey 
Initial conditions:    
S0 0.001 0.001 0.001 
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Boundary conditions:    
Inlet: injection rate (PV/year) 0.1 0.1 0.1 
Outlet: constant pressure (atm) hydrostatic hydrostatic hydrostatic 
Constant parameter:    
Pc0 10000 Pa 10000 Pa 10000 Pa 
λ 2 2 2 
mc 3 3 3 
 
Table A.2. Parameters for five numerical examples in chapter six section two (VI.2). 
Parameter Example 1 Example 2 Example 3 Example 4 Example 5 
Domain dimensions 300m × 500m 300m × 500m 300m × 500m 300m × 240m 300m × 240m 
Rectangular non-
uniform mesh 
100 × 160 100 × 160 100 × 160 100 × 80 100 × 80 
The properties of the 
domain (porous media): 
     
ϕ 20% 20% 20% 20% 20% 
K (md) 10 mD 50 mD 70 mD 
100 mD,  
50 mD, 20 mD, 
1 mD 
100 mD,  
50 mD,  
100 mD, 10 mD 
Fluid properties:      
μg (kg m-1 s-1) 5.916 × 10-5 5.916 × 10-5 5.916 × 10-5 5.916 × 10-5 5.916 × 10-5 
μw (kg m-1 s-1) 6.922 × 10-4 6.922 × 10-4 6.922 × 10-4 6.922 × 10-4 6.922 × 10-4 
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ρg (kg m-3) 716.7 716.7 716.7 716.7 716.7 
ρw (kg m-3) 997.42 997.42 997.42 997.42 997.42 
Srg 0.001 0.001 0.001 0.001 0.001 
Srw 0.2 0.2 0.2 0.2 0.2 
krg Books-Corey Books-Corey Books-Corey Books-Corey Books-Corey 
krw Books-Corey Books-Corey Books-Corey Books-Corey Books-Corey 
Initial conditions:      
S0 0.001 0.001 0.001 0.001 0.001 
C0 0.001 0.001 0.001 0.001 0.001 
W 0 0 0 0 0 
Boundary conditions:      
Inlet: injection rate 
(PV/year) 
0.1 0.1 0.1 0.1 0.1 
Outlet: constant 
pressure (atm) 
2 2 2 2 2 
Constant parameter:      
Pc0 10000 Pa 10000 Pa 10000 Pa 10000 Pa 10000 Pa 
λ 2 2 2 2 2 
mc 3 3 3 3 3 
Dw (m2/s) 2 x 10-9 2 x 10-9 2 x 10-9 2 x 10-9 2 x 10-9 
Rock material      
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properties: 
E (GPa) 3 3 3 3 3 
v 0.25 0.25 0.25 0.25 0.25 
α 1 1 1 1 1 
 
 
 
