Boosting is an important tool in classification methodology. It combines the performance of many weak classifiers to produce a powerful committee, and its validity can be explained by additive modeling and maximum likelihood. The method has very general applications, especially for high-dimensional predictors. For example, it can be applied to distinguish cancer samples from healthy control samples by using antibody microarray data. Microarray data are often high-dimensional and many of them are incomplete. One natural idea is to impute a missing variable based on the observed predictors. However, the calculation of imputation for high-dimensional predictors with missing data may be rather tedious. In this paper, we propose 2 conditional mean imputation methods. They can be applied to the situation even when a complete-case subset does not exist. Simulation results indicate that the proposed methods are superior than other naive methods. We apply the methods to a pancreatic cancer study in which serum protein microarrays are used for classification.
INTRODUCTION
We are interested in the research of using biomarker data as predictors for a disease outcome variable. The disease outcome variable is categorical which is often used to denote cancer, benign disease, or normal subjects. For example, Orchekowski and others (2005) used antibody microarrays to classify pancreatic cancer cases from healthy controls. In this study, serum samples were obtained from 59 pancreatic cancer patients, 31 patients with benign pancreatic disease, and 48 healthy controls, in replicate experiment sets by 2-color, rolling-circle amplification on microarrays containing 92 antibodies and control proteins. Pancreatic cancer is typically symptomatically diagnosed at a late stage, and this late stage detection leads to low 5-year survival rates. Therefore, blood-based diagnostic tests would be most valuable because of the low-cost screening. The objective of the study is to identify antibodies that have diagnostic potential for pancreatic cancer; that is, a classifier that can distinguish pancreatic cancer from benign pancreatic disease patients or general healthy people. Several serum markers, such as carbohydrate antigen (CA) 19-9 and C-reactive protein (CRP) antigens, are usually elevated in the sera of pancreatic cancer patients. Figure 1 presents boxplots of CRP, Gelsolin, and CA 19-9 antigens of healthy controls, benign pancreatic disease subjects, and pancreatic cases. The data will be described further later in the data analysis section. These 3 antigens have the strongest associations with the disease outcome. When we consider healthy controls and cancer cases only, CRP antigen is the best predictor for the disease outcome, with the area under the receiver operating characteristic curve (AUC) being 0.89. The second best predictor is Gelsolin with AUC 0.79, and the third important factor is CA 19-9 with AUC 0.77. There are still another 74 serum antigens that may be used for predicting pancreatic cancer. Generally, a single marker may not provide strong enough information for classification. Combining multiple markers often offers improved diagnostic performance. However, during the serum preparation process, some antibody measurements are not available. Therefore, an interesting problem is to find an efficient approach that combines multiple, and often high-dimensional, biomarker predictors for classification and that the approach can be applied when the predictors may be subject to a complex missing data mechanism.
Boosting is one of the most important developments in classification methodology. It is a general method of combining the performance of many weak classifiers to produce a powerful classification procedure. Boosting was developed in the computational learning theory literature (Schapire, 1990) , and it has been well analyzed from statistical perspectives (Schapire and others, 1998; Friedman and others, 2000) . Generally, a boosting procedure calls a given weak learning algorithm repeatedly in a series of M iterations. The algorithm starts with equal weights and then applies a classifier. Then the weights are updated by giving larger weights to the observations that are misclassified. The final classifier after M iterations is based on a weighted sum of all M classifiers; the classifier is 1 if the sign of the sum is positive and −1 otherwise. It has very general applications. For example, Yasui and others (2003) applied it to protein mass spectrometry data to distinguish prostate cancer, benign hyperplasia, and normal controls. See also Yasui and others (2004) for another application but with potential misclassified outcomes. Among others, discrete AdaBoost (Freund and Schapire, 1996) and real AdaBoost (Schapire and Singer, 1999) are well applied for classification. Real AdaBoost is a generalized version of discrete AdaBoost. Rather than binary prediction in discrete AdaBoost at each learning algorithm, the real AdaBoost uses real-valued prediction and the weights are updated similarly by giving larger weights to the misclassified observations. From our simulations, real AdaBoost tends to have smaller prediction errors than the discrete AdaBoost. Both discrete and real AdaBoost will be described later.
One important feature of AdaBoost is the ability to reduce the training error. Let m be the prediction error of the mth weak learner, and write m as −0.5 − γ m . Here γ m is a nonnegative number that measures how much the mth learning algorithm is better than random under which the prediction error is 0.5. Schapire (1996, 1997) showed that the training error of the final classifier is bounded by exp(−2 m=1 γ 2 m ). Hence, as long as any weak learner is slightly better than random, the training error would drop exponentially fast.
Boosting with missing predictors is a problem of missing covariates in predicting outcomes. This is somewhat different from missing covariates or missing outcomes in regression analysis. A major difference is that we are interested in reducing predicting error, while in regression analysis it is more important to estimate the effects of covariates. Generally, there are 3 missing data mechanisms: "missing completely at random" (MCAR), "missing at random" (MAR), and "nonignorable missing" (NIM) (see Little and Rubin, 2002) . MCAR refers to missing data completely independent of any variables of interest. MAR implies that the missingness is associated only with the observed data. NIM implies that conditionally on the observed data, the missingness depends on the missing data. See also Little (1992) and Ibrahim and others (2005) for a review of important statistical methods for missing data in regression analysis. When a complete-case subset exists, a less efficient approach is to use only the complete-case training subset to establish a classification rule. However, classification using the complete-case subsample may not be predictive if data are not MCAR. Furthermore, with high-dimensional predictors, a complete-case subset often constitutes a small portion of the whole cohort, and it may not exist at all. In addition, a classification rule based on the complete-case training set cannot be applied to any subject that does not have complete predictors in the test set. Therefore, complete-case boosting for missing predictors can hardly be applied.
Imputation and weighting (Robins and others, 1994; Qi and others, 2005) are 2 important approaches in dealing with missing data problems. Wang and others (2007) showed that under many situations, some inverse selection probability weighted estimators are numerically equivalent to imputation of estimating scores. In regression analysis, a missing variable can be imputed from the mean conditional on all observed variables or some of the variables that are related to the missing variable. It is often called the "conditional mean imputation," "regression imputation" (Little and Lubin, 2002, p. 20) , or "regression calibration" (Wang and others, 1997) . The conditional mean imputation can be implemented by establishing another regression model in the complete-case subset, with missing variable as the outcome and observed variables as covariates. However, implementation of the conditional mean imputation may be tedious when a complete-case subset is too small or does not exist. Instead of filling in a single value for each missing value, a multiple imputation procedure (Rubin, 1987) imputes multiple sets of data for missing variables. The multiple imputed data sets are then analyzed by using some standard procedures for complete data and combining the results from these analysis to adjust for uncertainty due to missing data. However, it is not straightforward to implement regression imputation, or multiple imputation, in using boosting if there are high-dimensional missing predictors. As for the inverse selection probability approach, it has been applied to model censoring data probabilities in survival analysis with high-dimensional predictors (Hothorn and others, 2006) . In our problem here, the weight for each subject in the complete-case subset is the inverse of the selection probability, that is the probability of not missing data for a subject. However, if there are many predictors that have missing variables, then it is possible that the complete-case subset has very few subjects or a complete-case subset does not even exist. If a complete-case subset does not exist, then the inverse probability weighted method cannot be applied.
This paper is to provide a solution to the challenges described above. In Section 2, we describe 2 naive approaches for missing predictors in boosting. In Section 3, we propose using an iterative conditional mean imputation to deal with missing predictors. The gradient boosting is used as a tool to deal with high-dimensional data for the calculation of the conditional mean. A pseudo data conditional mean imputation procedure is proposed in Section 4. Section 5 presents some results from simulation studies. The pancreatic cancer antibody microarray data described above will be analyzed in Section 6 by using the proposed imputation methods and the naive methods.
NAIVE METHODS AND MEAN IMPUTATION
In this paper, we will focus boosting based on componentwise classifiers. The componentwise boosting using smoothing splines was proposed in Buhlmann and Yu (2003) . In each boosting iteration, it selects the most important variable on which it fits a classifier. Buhlmann and Yu (2003) showed that the componentwise classification has satisfactory finite-sample performance. Let (X i , Y i ), i = 1, . . . , n be available training data, in which Y i = −1 or 1 is the response and X i is a vector of predictors. Denote the dimension of covariate X by p, and write X i as (X i,1 , . . . , X i, p ) . Let E ω denote expectation under the weighted empirical distribution with weights ω i , i = 1, . . . , n and I [•] be an indicator function. The discrete AdaBoost can be implemented by the following: (d) Update the weights by ω (x s(m) ). In (ii) (a) of the above procedure, it is important to select the most important variable so that the classification error rate can be reduced. The selection of the most important variable can be based on the weighted log-likelihood. In (ii) (b) given above, a classifier f m can be obtained by weighted logistic regression of Y i given X s(m) and f m (x s(m) 
0.5 or −1 otherwise. In (iii) given above, the error rate is used to determine the stopping rule. For binary outcome, we prefer to use sensitivity and specificity to determine the time to stop iterations. Let φ m and ψ m be the sensitivity and specificity, respectively, at the mth iteration. Our experience is to stop the boosting iteration at iteration M if there is no, or very little, gain through the next few, h, iterations. Let ξ be a small positive number, such as 0.001. Then, we will stop at iteration M if φ M φ M+ j − ξ and ψ M ψ M+ j − ξ for j = 1, . . . , h. That is, the iterative procedure stops if it no longer improves both sensitivity and specificity. This criterion could be easily extended to a weighted combination of sensitivity and specificity, depending on clinical applications. Freund and Schapire (1996) and Schapire and Singer (1999) extended f m (x) of the above algorithm to real-valued predictions. A generalized version of real AdaBoost was later proposed by Friedman and others (2000) . When there is no missing predictors, the real AdaBoost can be implemented by the following:
(i) Start with weights ω 
(d) Update the weights by ω
(iii) Stop at iteration M after which the training classification error rate no longer decreases or remains almost the same thereafter. (iv) Output the classifier sign{F(X)}, where (x s(m) ). Let δ i, j be an indicator of whether X i, j is observed. That is, δ i, j = 0 if X i, j is missing. When there is a random complete-case subsample in which all covariates are available, that is if the data are MCAR, then a boosting procedure can be applied to the subsample. However, when p is large, often there is only a small subsample that contains subjects satisfying δ i, j = 1, for j = 1, . . . , p. Therefore, a boosting rule using complete cases in the training set is in general not applicable in missing predictor problems.
We now describe 2 naive methods to adjust for missing predictors. To explain the motivation for the 2 methods, we now consider a simple model when there are 2 covariates X i,1 and X i,2 for outcome
is observed for all subjects, while X i,2 is observed only among a subset of subjects. It is easy to see that E(
). This motives the first naive method to handle missing data by boosting using only the complete predictors; that is, a subset of predictors that are available for all subjects. It is conceivable that this naive method may fail if in case the missing covariates and the observed covariates are not independent. We now explain a motivation for the second naive approach. In the above model, we may write E(Y i |X i,1 ) = α + β 1 X i,1 + β 2 E(X i,2 ) if X i,1 and X i,2 are independent. This motivates the second naive approach which is to replace a missing X i,2 by E(X i,2 ). In general models, this naive method is to replace any unobserved covariate by its estimated mean. That is, if δ i, j = 0, then the unobserved X i, j is replaced by
This is called the (unconditional) mean imputation. Given the above explanations, it is known that these 2 naive methods may perform well if a missing predictor is independent of the predictors which are observed for all subjects. Nevertheless, these 2 naive methods may work well even when the missing variables are highly correlated with some observed predictors. For example, for high-dimensional predictors in classification, these 2 naive methods may perform well when there are some observed covariates that are highly correlated with the missing variable. The argument is that the observed variable may provide the necessary information for a missing predictor if they are 200 C. Y. WANG AND Z. FENG highly correlated. However, if most predictors are moderately correlated then imputing a missing variable by its observed sample mean may not perform well since there will be loss of subject-specific information. We also note that the imputation is not to use the observed data only from those subjects who have the same outcome as the subject who has the missing variable. The primary reason is that in prediction, the purpose is to predict an unknown outcome, and hence the imputation cannot be implemented by using those subjects with the same outcome. From the above discussion, it is seen that the aforementioned naive methods do not use the relationship between the predictors and hence are less predictive. In the next 2 sections, we will further develop more predictive methods using the relationship between the missing and the observed predictors.
ITERATIVE CONDITIONAL MEAN IMPUTATION

The method
Friedman and others (2000) considered additive modeling in boosting. Let F(x) = p k=1 β β β k b(x; κ κ κ k ), for some β β β k and b(x; κ κ κ) be the mean function of interest. Here f k (x) = β β β k b(x; κ κ κ k ) is also called a "weak learner" and F(x) is also called a "committee." If we consider a special case when
Therefore, with the existence of missing predictors, each weak learner
is a valid method for boosting. The approach of replacing a missing variable by its conditional mean given the observed covariates is the basic idea of the conditional mean imputation, which is also called regression imputation. The same idea has also been applied to measurement error, except that it is often called regression calibration (Carroll and others, 2006, Chapter 4) . Calculating the conditional mean of an unobserved covariate given the observed covariates can be cumbersome, especially if the missing data pattern of the data set is nonmonotone. A missing data pattern is monotone if the variables can be ordered, say from left to right, such that a variable to the left is at least as observed as all variables to the right. We now consider the following special simple example as an illustration of nonmonotone missing data patterns.
Created missing data example. Assume the total sample n = 30 and there are 3 covariates X 1 , X 2 , and X 3 . If X 1 is observed for subjects i = 1, . . . , 20; X 2 observed for subjects i = 11, . . . , 30; and X 3 observed for subjects i = 1, . . . , 10 and i = 21, . . . , 30.
In the above created missing data example, for subjects i = 1, . . . , 10, the conditional mean imputation will replace the unobserved X i,2 by E(X i,2 |X i,1 , X i,3 ). However, a regression model of X i,2 given X i,1 and X i,3 cannot be identified directly because there is no such a subset that contains all X 1 , X 2 , and X 3 . One approach is to assume multivariate normal (X 1 , X 2 , and X 3 ), and the conditional expectation can be calculated by using all the available moment estimates. However, for high-dimensional data with a nonmonotone missing data pattern, calculating conditional expectations may be challenging.
Therefore, the technical issue here is to impute an unobserved X i,k based on its conditional mean
We assume a linear association between biomarker data such that 
as the outcomes in the imputation model. For notational simplicity, let the above term be denoted by
Our idea to deal with the missing outcome in (3.1) is to use the induced imputation model
estimation of the coefficients of the imputation regression model is to solve
The unobserved E(X i,k |δ i, j X i, j , j = k) are used as outcome data which will need to be estimated first. The second challenge is that the dimensionality of δ i, j X i, j , j = 1, . . . , p, j = k, will need to be reduced if p is large. To resolve this challenge, we propose an iterative procedure to estimate an unobserved outcome in the imputation model. We consider the following algorithm to calculate the conditional mean imputation:
i,k be a starting value for a missing X i,k , and let X (0 * ) , and let X
i,k ) 2 is small, or it no longer decreases, then the final imputed values for all missing X values are obtained.
In (ii) (a) of the above iterative procedure, for each iteration r , a missing X i,k is estimated by X (r ) i,k . Given that the predictors are high-dimensional continuous variables, the gradient boosting method will be used to estimate X (r ) i,k , which will be described in Section 3.2. We call the above method, the iterative conditional mean imputation since the above imputation involves iterative calculations of the conditional mean for a missing X i,k . The imputation procedure calculates the conditional mean of a missing covariate, but it does not add noise to account for uncertainty in the imputation. Further notes regarding the uncertainty will be given in Section 7. We also note that the conditional mean imputation is not to use the observed data only from those subjects who have the same outcome as the subject who has the missing variable since in prediction the outcome variable is unknown.
Gradient boosting to impute X i,k
In (ii) (a) of the iterative conditional mean imputation procedure above, calculating the conditional expectation of X Here, we propose to apply the gradient boosting (Friedman, 2001 ) to impute X (r ) i,k . That is, there is another boosting procedure being involved in estimating E(X i,k |δ i, j X i, j , j = k). Let (•, •) be a loss function; for example, (y, x) = (y − x) 2 being the squared loss function. The gradient boosting can be implemented by the following procedure:
(i) Let the initial predicted value be F 0 (X).
(ii) Repeat the following items at iteration t, t = 1, . . . , T , where T will be determined in (iii) below.
(a) Select the most important variable for predicting X (r * ) i,k , given δ i, j X i, j , j = k. Given that in the paper, we assume predictors X i, j are continuous, we may use standardized correlation coefficient, standardized by the correlation coefficient's standard error, as a criterion for choosing the most important variable. Denote the subscript of the selected variable by l(t). i,k , F t (X)} with respect to F t (X). For example, if is a squared loss then i is the residual. Fit a regression model of i given δ i,l(t) X i,l(t) , and let the predicted outcome be f t (δ i,l(t) X i,l(t) ).
(c) Choose a gradient descent step size ρ t that minimizes
(iii) Stop at iteration T at which the loss {X (r * )
i,k , F t (X)} no longer decreases or remains almost the same thereafter. (iv) Output the predicted value F T (X).
The above gradient boosting is for the purpose of calculating the conditional expectation in (ii) (a) of the iterative conditional mean method described in Section 3.1. That is, this subsection is a tool for the purpose of imputing missing predictors, based on the imputation model (3.2). The gradient boosting in this subsection will also be used in another imputation method which will be described in the Section 4. In (ii) (a) of the above algorithm, it is important to select the most important variable. One consequence of not selecting the most important variable is that the convergence of the algorithm will be slower. More importantly, if in case irrelevant variables are consecutively selected, then the algorithm may stop earlier than it should, such that the conditional expectation is poorly estimated.
PSEUDO DATA CONDITIONAL MEAN IMPUTATION
In this section, we propose another imputation method. Note that in Section 3, we proposed an iterative conditional mean imputation which was based on the imputation model X * i,k given δ i, j X i, j , j = k, and an iterative procedure is involved since X * i,k is iteratively updated. We now investigate another type of imputation for high-dimensional predictors. We now explain the motivation of the method by considering a simple additive model such that E(Y i |X) = β 0 + p j=1 β j X i, j . Let W i be a vector consisting the observed elements of X i ; that is, X i, j such that δ i, j = 1 for j = 1, . . . , p. We note that an induced model is
The above induced model (4.1) suggests that we may use E(X i, j |W i ) for a missing X i, j in prediction. However, it is seen from the created missing data example in the last section, the calculation of E(X i, j |W i ) under high-dimensional predictors can be tedious. Alternatively, we consider the following equation:
where X i,− j is X i but excluding X i, j . It is clear that E(X i, j |X i,− j ) may be a function of both the observed and the missing data. Therefore, an alternative idea is to consider "pseudo data" for those X i,k with
i,k be an initial estimates of a missing X i,k for any i, k such that δ i,k = 0. Note that the X
i,k for r = 0, 1, . . . . We would consider an iterative algorithm at iteration r , we assume the regression model
where e i,k is a mean 0 residual in the above linear regression and η j are the regression parameters at the r th step. We note that the induced imputation model (4.2) is to use the pseudo data X [r * ] i, j as the covariates for imputation. This is different from the induced imputation model (3.2) given in the last section, which uses δ i, j X i, j as the covariates for imputation. These 2 imputation models have different meanings in terms of prediction, and the regression coefficients in the 2 models are different. Nevertheless, the 2 different imputation models have the same goal; which is to estimate a missing variable. However, from our numerical experience, the imputation model (4.2) often does not converge when using an iterative procedure. Therefore, we modify the imputation model by considering X
and is the unconditional mean imputation if
j X * i, j be the updated estimated X i, j at the (r + 1)th iteration. Therefore, the iterative algorithm can be described as below:
i,k be a starting value, and let X given {X * i, j } p j=1, j =k , and let the predicted value for X i,k be denoted by X
i, j ) 2 is small, or it no longer decreases. In (ii) (a) of the above iterative procedure, for each iteration r , the gradient boosting method (Section 3.2) is used to obtain the conditional expectation of X
. . , n, j = 1, . . . , p are called the pseudo predictors, which are updated iteratively. It is as competitive as the iterative conditional mean imputation in terms of correct classification, although it takes more computation time. Some relatively small differences can be seen from the simulation studies in Section 5. We note that the pseudo data conditional mean imputation also requires iterative steps. One final remark on the difference between the pseudo data conditional mean imputation above and the iterative conditional mean imputation in the last section is the imputation model coefficients. The imputation model η [r ] coefficients in this section are for the regression coefficients of a missing predictor X k given the other predictors, while the α (r ) coefficients in (3.2) of the last section are for the regression coefficients of the missing predictor X k given {δ i, j X i, j } p j=1, j =k .
SIMULATION STUDIES
This section investigates finite-sample performance of the 2 proposed conditional mean imputation methods. We also investigate the complete-predictor and mean imputation method. We generated a training data set of size 300 and a test data set of size 100. In the training data set, the disease outcomes and predictors are used to establish a classifier, which is then applied to the test set using the predictors. The disease outcomes of the test set are used to calculate the sensitivity, specificity, or misclassification probabilities. We generated 30 predictors from multivariate normal variables, each with mean 0 and variance 1. The correlation matrix of the predictors is similar to the antibodies in the pancreatic cancer data described in Section 1, such that a small percent of pairs with strong correlation (about 0.6 or −0.6), a large percent of pairs with moderate correlation (about 0.2 to 0.5 or −0.2 to −0.5), and a large percent of them with weak correlation (<0.1). To generate outcomes Y i , the logistic regression coefficients β β β values are zeros except that β 1 = ln(5), β 2 = ln(2), β 5 = ln(4), β 9 = −ln(3), β 15 = ln(3), β 19 = −ln(3), β 20 = ln(3), β 23 = ln(2), β 26 = −ln(2), β 29 = ln(3), and β 30 = −ln(4). The disease rate was about 50%. In Table 1 , we consider the situation when some variables were MCAR. Among the 30 predictors, X 1 , X 2 , X 9 , X 23 , X 26 , and X 30 had missing data among the first 50% subjects, X 5 , X 15 , and X 19 had missing data among the last 50% subjects. There were 200 simulation replicates.
Under the data generating scheme, a complete-case subset does not exist. Nevertheless, boosting using complete predictors can be implemented since among the 30 predictors there are 21 of them that do not have any missing data. As described earlier, the boosting procedure is stopped if both sensitivity and specificity have no, or very little, gain through the next few iterations. To begin with a boosting procedure, all predictors are rearranged according to the descending order of their likelihood values when serving as a predictor for the outcomes. Both discrete and real boosting are included. When proceeding with boosting, the predictor with the highest updated weighted likelihood is selected for the single weak learner. For a given learner, the classification was based on fitting a weighted logistic regression model parametrically. The full data boosting is to perform a boosting procedure using not only the observed data but also the missing data, which is given here for reference only as it cannot be applied to a real problem with missing predictors. Compare the upper and lower portion of Table 1 , it is seen that real AdaBoost has higher sensitivity and specificity than discrete AdaBoost. The unconditional mean imputation is better than the complete-predictor method. The conditional mean imputation and pseudo data imputation have a few percentages higher sensitivity than the unconditional mean imputation. The conditional mean imputation and pseudo data imputation performed equally well. The detailed sensitivity, specificity, error rates, and the number of iteration terms included in the boosting procedures are tabulated in Table 1 .
In Table 2 , we investigated the situation when some predictors were MAR. Similar to Table 1 , X 1 , X 2 , X 5 , X 9 , X 15 , X 19 , X 23 , X 26 , and X 30 had missing values and the selection probability, that is the probability of not missing, for these variables was pr(X i, j = 1) = {1 + exp(−1 − X i,3 )} −1 . Each of the 9 variables had about 50% missing data, and the missing data mechanism was MAR. The results were generally similar to these in Table 1 . The conditional mean imputation and pseudo data imputation were about the same in both the training set and the test set. Both had smaller prediction error than that of the complete predictor and mean imputation methods.
In Table 3 , we investigated the situation when data were missing due to a detection limit. The missing data mechanism was nonignorable, and the setting was similar to the data example to be presented in Section 6 in which some antibody intensity measures were missing since their values were below the detectable limit. The data were generated similarly to these for Table 1, except that data for X 1 , X 2 , X 5 , X 9 , X 15 , X 19 , X 23 , X 26 , and X 30 were missing if smaller than −1. The results from full data and complete predictors were the same as these in Table 1 since the data used in classification were the same. One major finding in Table 3 was that for discrete AdaBoost, the iterative conditional mean imputation and the pseudo data imputation were very close to the full data boosting, and they were much better than the unconditional mean imputation. Again, the iterative conditional mean imputation was rather close to the pseudo data imputation in general.
Under the setup in Table 3 , Figure 2 shows the sensitivity curves on the test data set of the full data boosting, iterative conditional mean imputation, pseudo data imputation, unconditional mean imputation, and boosting using complete predictors. The specificity curves are very similar and hence omitted. The curves were averages from classification in the test sets. The sensitivity curves were plotted versus the number of predictors used in the model for prediction. From the figure, it is clearly seen that the 2 conditional mean imputation methods are much better than the other 2 naive methods. Note: There were 300 subjects in each training data set and 100 subjects in each test data set. Results were from 200 simulation replicates. Data from 9 predictors were missing if below a lower limit. 
PANCREATIC CANCER SERUM PROTEIN MICROARRAY DATA
Development of early detection methods for pancreatic cancer is important since most cases are diagnosed at an incurable late stage. Blood-based diagnostic tests would be especially valuable because of the potential for routine and inexpensive screening. For example, the CA 19-9 antigen is elevated in 50-75% of pancreatic cancer cases, and it is typically used to confirm diagnosis or to monitor a patient's progress after surgery. However, CA 19-9 is not present in patients with certain blood types and is often elevated in benign disease. Other carbohydrate antigens are associated with pancreatic cancer. Certain changes that occur in the sera of pancreatic cancer patients reflect the high level of inflammation associated with the disease. There are also a number of proteins that have been evaluated as potential serum biomarkers for pancreatic cancer. We now describe briefly the data resource. Serum samples were assembled from 3 sites: Evanston Northwestern Healthcare (ENH, Evanston, IL), the Grand Rapids Clinical Oncology Program (GRCOP), and the University of Michigan (UM) hospitals. Some of the patients had prior surgical or radiation treatment of the primary tumor, but not within 4 weeks of sample collection, and only after fully healing from the effects of the treatment. Detailed information of antibody microarray processing can be seen from Orchekowski and others (2005) .
Before we present boosting analyses, we note that there are many antibodies that are not complete. Among the 138 blood samples, only 60 of them had the complete 77 antibodies. Based on our discussions with the lab investigators, one reason for missing antibody intensity was that the intensity was below the detectable level, which is an NIM data mechanism. Another explanation for missing data was due to mechanic problems such as printing, which was likely to be under the MCAR mechanism. Hence, our methods developed in the paper will provide more efficient classification rules. Another starting idea for analysis is to use an individual antibody for classification. For healthy controls versus cancer cases, among all the antibodies, anti-CRP has the best discrimination. Figure 3 presents a histogram of missing data.
On the top portion of Table 4 , the results from classifying healthy controls versus pancreatic cancer cases are presented. Among the 48 controls and 59 cases, we use 50% of the subjects as the training set and the rest as the test set, and the procedure of choosing training and test sets was repeated 30 times. The results of classification were based on averages of 30 replicates. In addition to the methods described, we also calculated the classification using CRP antigen only based on logistic regression. Among the 138 subjects, 17 subjects had missing CRP antigens and they were replaced by the sample average of the observed CRP antigens. If the predicted probability of Y = 1 is larger than 0.5 then the predicted outcome is 1 and −1 otherwise. It is seen that most approaches have perfect classification in the training set. Similar to the simulation results, the complete-predictor boosting is not as good as other imputation methods. The Fig. 3 . Missing data mechanism in pancreatic cancer study. The results were based on averages of the values from 30 repeated random samples for the training and the test sets. At each sampling, 50% of subjects were used as the training set, while the rest as the test set. The classification rules were based on the training sample, and are applied to the training sample and test sample, respectively, in each experiment. The classification using CRP antigen only is based on logistic regression, with the 17 missing data replaced by unconditional mean imputation. The standard errors (SEs) were estimated by 100 bootstrap resamples.
conditional mean imputation and pseudo data imputation are slightly better than the (unconditional) mean imputation. The differences of sensitivity, specificity, and error rates between the training and the test sets are more than 15%, which could be because of small sample sizes. The standard errors of the sensitivity, specificity, and prediction error rates are included in Table 4 as well. Given that uncertainty is associated with the imputation process, we applied boostrap to estimate the standard errors of the prediction measures. For the imputation methods, we treated (Y i , δ δ δ i , X i ) as a set of i.i.d. data, and each bootstrap sample was obtained by resampling from the data (with replacement). The standard error for each prediction measure was calculated from the standard deviation of the estimates obtained from 100 bootstrap samples.
The results of classifying healthy controls from benign pancreatic diseases are given in the lower portion of Table 4 . As expected, distinguishing benign diseases from healthy controls is more challenging than that of cancers from controls. Although the sensitivity and specificity values in the training set are high, applying the classification rules to the set will have about 25% error rate. The conditional mean imputation has better sensitivity and specificity than the mean imputation boosting. Again, the 2 imputation methods are better than the complete-predictor boosting method. The results are likely to improve if we have more samples. We note that the sensitivity of the complete-predictor boosting was only 54.6%, while the conditional mean imputation and full imputation were about 8% better. The specificity of classification based on CRP antigen in the test set is the highest, but its sensitivity is lower than the imputation methods. The good performance of CRP antigen in distinguishing benign versus healthy is expected as CRP antigen is a marker for inflammatory process; often seen in patients with benign pancreatic disease but rarely seen in healthy people. The pseudo data imputation is similar to that of the conditional mean imputation. The results of classifying benign pancreatic diseases from cancer cases are not tabulated, but we found that the specificity values were below 0.50 in the test set from all the methods although the sensitivity values were high. To distinguish benign diseases from cancer cases, the methods here were still good in the training set but not so when applied to the test set. This was likely because we had a lot more cancer cases than benign pancreatic diseases. The specificity may be improved slightly by giving higher weight to benign diseases, with the cost of losing some sensitivity. However, high sensitivity is more desired in diagnosing between benign diseases and cancer cases.
DISCUSSION
We have proposed 2 conditional mean imputation methods for boosting classification in the presence of incomplete predictors. We can treat our approaches to this problem as double boosting; namely the primary boosting for predicting outcome and the secondary boosting for imputation. The proposed methods have 2 advantages. First, the implementation is not complicated. Second, the proposed approaches can accommodate various nonmonotone missing data patterns. These 2 conditional mean imputation methods are rather competitive.
The boosting implemented in this paper is a form of additive logistic regression. Indeed, there is an extensive existing literature on missing data methods for logistic regression. However, it is not clear from the literature how the existing methods can be applied when the dimension of covariates is high and when many variables may have missing data. Therefore, the methods proposed in the paper can be considered as an extension of missing data methods in multivariate regression to boosting and high-dimensional data. In particular, the imputation methods introduced here can be applied to other classification algorithm for high-dimensional data, not just boosting.
The imputation methods proposed in the paper are single imputation. In regression analysis, if the primary purpose is inference of regression parameter estimation then multiple imputation is often applied. Multiple imputation generally will include noise to the imputed data so that uncertainty can be taken into consideration when calculating the standard errors. Our setting here is on prediction, and hence sensitivity, specificity, or prediction error is our focus. Nevertheless, multiple imputation may be developed to estimate the standard error of the prediction with the presence of missing data.
One limitation of the proposed methods is the linearity assumption between the predictors. In applications with low-dimensional predictors, it may be possible to check the association between predictors. However, it would be difficult to test the linearity assumption if the predictors are high-dimensional and especially with missing data. It would be understandable that violation of the linearity assumption may increase the prediction errors.
