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摘要 :根据突触、胞内动作电位和轴突的主要特征 ,提出了一种新的神经元数学模型 ,讨论了它是如何来模拟不同类型的神
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A Ne w Model of Biological Neuron and a Mathematical
Method of Neural Network
YOU Zhi - ning ,ZHOU Chang - le ,ZHANG Ke - zhi
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of Xiamen University , Xiamen Fujian 361006 ,China)
ABSTRACT :According to the main character of synapse of dendrite , action potential in the cell body and axon , a new
mathematical model of neuron is proposed in this paper. It is discussed how the model is used to simulate some different
kinds of neurons. This mathematical model consists of three parts that are formula of synapse , formula of cell body , formula
of axon. As examples , we take shape of a part of formula of synapse according to homosynaptic plasticity. We take shape of
a part of formula of cell body according to change law of potentials and threshold following action potentials , speciality of in2
ternal source’s neuron and postinhibitory rebound’s neuron. So , the network built by this mathematical model framework of
biological neuron will be an isomerous network. Here a computation method of simulating biological neural network is pro2
posed. We analyze its complexity. It illuminate that this computation method has good calculability.










































xji ( t - r) = S YNji ( yji ( t - r - TFRji) , wji , ADDji) (1)








Pi ( xji ( t - r) , ( t - r) ) - θi ( t - tlast , OTHi) )
(2)
yik ( t + TACi + TB Eik) = AXONik ( xi ( t + TACi) ) (3)
其中 , wji 、ADDji 、TFRji 、OTHi 、TACi 、TB Eik 可以是常数 ,也
可以是函数 ; wji 可能和神经营养因子等等因素有关所建立
的函数 ,也可根据 Hebb 的突触修饰理论建立函数 ,这方面的
论述很多 ,本文就不累述 ; ADDji 可能是由于终末以往活动引
起的 递 质 释 放 量 改 变 的 同 突 触 可 塑 性 (homosynaptic
plasticity) ;设 TFRji ( yjilast , tjilast , t - r) ,这样突触部分的时程就
变成了一个与上一次发生动作电位相关的函数。tlast 代表神
经元 i 上一次发生动作电位的峰电位时间 (因为从动作电位
发生到动作电位峰值这个过程是由于离子正反馈引起[5 ] ,一
般情况下外加电位对这一过程影响很小) , Qi 代表神经元 i上
一次发生动作电位后 ,细胞内电位随时间下降的变化函数 ,
Pi 代表神经元 i 细胞内电位随时间变化函数 ;θi ( t - tlast ,
OTHi) 代表神经元 i 上一次发生动作电位后阈值变化 (以阈
值的方式反映了神经元的兴奋度) ; Ai ( t) 是内源函数。
2. 1 　同突触可塑性 :递质释放的易化、增强和压抑
由于终末以往的活动而引起递质释放量改变的特性 ,被
称为同突触可塑性 (homosynaptic plasticity) 。同突触可塑性的
三种主要形式是易化 (facilitation) 、增强 (potentiation) 和压抑
(depression) 。易化、增强和压抑可发生在一种类型的突触上 ,
导致从一串动作电位的起始阶段开始 ,所产生的神经递质释
放的变化 ,出现复杂的时程[3 ] 。图1显示了这些不同的同突触
可塑性的时程。
具备同突触可塑性的 S YNji 函数可以这样定义 : SYNji =
wji 3 yji ( t - r - TFRji) + ADDji ,
简记为 SYN = w 3 y ( t - r - TFR) + ADD。
不妨把递质的释放量看成是其所引起胞内的电位差
ADD (实际上并不相等 ,可以用更细致的函数转换 ,但这不影
响公式的框架形式) ,这样电位变化量就可对应成图 1。
易化形式 :
如果需要神经元具备易化 (facilitation) 的特性 ,则
1) 当时Δt - α > 0 时 (如图 1 中易化曲线的 I 型部分) ,
根据图形可以看出 , ADD对 t 的二次导ADD″t ,且 ADD对 t 的一
次导 ADD′t < 0 ;





2) 当Δt - α < 0时 (如图 1中易化曲线的 II 型部分) ,根
据图形可以看出 , ADD 对 t 的二次导ADD″t < 0 ,且 ADD 对 t 的
一次导 ADD′t > 0 ;










+ c1 　当Δt - α > 0 ( I 型)




+ c2 　当Δt - α < 0 ( II 型)
(6)
其中 ,α为时间间隔常数 ,Δt 为当前突触前终末电位发
生时刻与上次突触前终末电位发生时刻的时间差值 , t 值为
当前突触前终末电位发生时刻 , a1 、a2 、b1 、b2 、c1、c2 、c3 为系
数。另外函数 ADD 还有一个约束条件 ,即如果根据 (6) 式算




时 ADDlast = S YNlast - wlast 3 ylast ,其中 : SYNlast 、wlast 和 ylast 在上
一次计算中已经获得 ,第一次的 ADDlast 为零。
另外Δt = t - r - TFR - tlast 为当前与上次突触前终末
电位发生时刻的时间差值 ,其中 : t - r - TFR 为当前突触前
终末电位发生时刻 , tlast 为上次突触前终末电位发生时刻。
将 ADDlast 作为ADD和Δt一起代入 (6) 式中 ,求出 t值 ,即
为 t′last 。






图 1 　同突触可塑性。易化、增强和压抑的典型时程 (摘自文[3 ])
2. 2 　动作电位的特征函数
动作电位是一种触发产生的、爆发性的全或无事件[5 ] 。
数学模型 (2) 式中 Qi ( t - tlast) 函数代表神经元 i 上一次
发生动作电位峰电位后 ,细胞内电位随时间逐渐恢复到静息
电位的变化函数 ,如图 2 a 中阴影中的那部分电位曲线。
在这里不妨给出 Qi ( t - tlast) 函数假定函数形式 :
Qi ( t - tlast) =
a1 ( t - tlast) + b1 　　当 0 < ( t - tlast) < α
a2sin ( c2 ( t - tlast) + d2)
( t - tlast) + b2
　　当α ≤ ( t - tlast)
(7)





(absolute refractory period) 的是相对不应期 (relative refractory
period) ,在此期间刺激必须比正常者大得多才能诱发出动作
电位[3 ] (如图 2b) 。
数学模型 (2) 中阈值函数θi ( t - tlast , OTHi) 可以这样定
义 :
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图 2 　a. 动作电位 ,摘自文[5 ] 　　b. 阈值是不固定的 ,摘自文[3 ] 　　c. 交互抑制 ,摘自文[3 ]
d. 静默性、脉动性神经元电位特征 　　e. 爆发性神经元电位特征
θi ( t - tlast , OTHi) = θi ( t - tlast) - OTHi (8)
其中 OTHi 在后面会作介绍 ,这里着重介绍函数 θi ( t -
tlast) 。
根据上面图形 ,可以假定函数 θi ( t - tlast) 如下 :
θi =
+ ∞　　　　当 ( t - tlast) ≤ tabs
th +
b
( t - tlast) - tabs
　　当 tabs < ( t - tlast) ≤ trel
th 　　　　当 trel < ( t - tlast)
(9)
其中 , tabs 为绝对不应期时长 , trel 为相对不应期时长 , th
为正常水平下的阈值 , b 为常数系数。
2. 4 　静默性、脉动性和爆发性放电神经元
某些神经元在缺乏外界刺激时具有稳定不变的静息电
位 ,就是说 ,它们是静默性 (silent) 的。某些细胞以恒定的频率
重复性地发放电活动 ,即它们是脉动性 (beat) 的。某些细胞产
生分隔开来的有规律的爆发样动作电位 ,这种细胞名为爆发
性神经元 (bursting neurons) 。
模拟静默性、脉动性、爆发性神经元 ,数学模型 (2) 中内
源函数 Ai ( t) 可以分别这样定义 :
Ai ( t) = A1 (10)
Ai ( t) = A2 (11)
Ai ( t) =
C1 　　t ∈ (αT ,αT +β]
C2 　　t ∈ (αT +β, (α+ 1) T]
(12)
对于静默性内源函数 Ai ( t) , A1 为常数电位 ,该电位不超
过正常阈值电位 ,所以在没有外部输入或刺激的情况下 ,是
不产生动作电位的 (如图 2d) 。
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对于脉动性 Ai ( t) , A2 为常数电位 ,该电位超过正常阈值
电位 ,因为阈值是一个随时间变化的函数θi ( t - tlast , OTHi) ,
所以该神经元连续动作电位串表现出来的形式如图 2d。
对于爆发性 Ai ( t) , C1 、C2 为常数电位 , C1 超过正常阈值
电位 ,而 C2 未超过正常阈值电位 , T 是周期值 ,且β < T ,如
图 2e。
2. 5 　具备抑制后反弹的神经元
神经元抑制后反弹 (postinhibitory rebound) 的能力是指在
细胞的膜电位短时超级化后 ,当细胞膜返回正常的静止电位
时 ,可能产生动作电位。如图 2 c 所示。
如果需要具备这种能力 ,模型 (2) 式中函数θi ( t - tlast ,
OTHi) 中的 OTHi 可以如下定义 :
OTH =
TH Ai ( t) + ∑
m
l =0




tlast 代表神经元 i 上一次发生动作电位的峰电位时间 ;
t0 、t1、⋯⋯、tn 为 tlast 时刻以后由于上级神经元动作电位
引起神经元 i 胞内产生一个电位差峰值时刻 , 其中 t0 < t1
< . . . . . . < tn ,且 tn 等于 (4) 式中的 t ,与 t0 、t1 、. . . . . . 、tn 时





①初始化动作电位表 AP(神经元编号 id ,动作电位峰值
电位 top ,动作电位发生起始时间 bt ,动作电位发生峰值时间
ht) ;
②初始化表DONE(类别 type ,电位 IP ,时间 IT ,前神经元
front ,后神经元 behild) ;
③令 IN NUM = 0 ; 对于每一个到达突触前的电位
yji (其到达时间为 tji) :
( A) 根据公式 xji ( tji + TFRji) = SYNji ( yji ( tji) , wji , ADDji
计算经过 TFRji 时间在胞体内产生的电位 xji ;
( B) 将记录 (0 , xji , ( tji + TFRji , j , i) 插入到电位发生表
IN(类别 type , 电位 IP , 时间 IT , 前神经元 front , 后神经元
behild) 中 ,令 IN NUM = IN NUM + 1。
④对于每个内源性神经元 i (即 Ai ( t) ≠0 的神经元) :
( A) 计算其预期会产生的动作电位起始时间 ti ;
( B) 将记录 (1 ,0 , ti , - 1 , i) 插入到表 IN中 ,令 IN NUM
= IN NUM + 1。
2) 判断 IN NUM是否大于 0
①如果不是 ,程序停止 ;
②如果是 ,令 IN NUM = IN NUM - 1 ,从电位发生表
IN 选出时间 IT最小的那一条记录 do ,确定这行记录中 behild
值即为我们要判断的神经元编号 ,将该 behild 值赋给 i ,将 IT
赋给 t ,将记录 do 从表 IN中删除 ,如果记录 do 的 type 值为 0 ,
将记录 do 插入到表 DONE中。
3) 从表 AP ,找出 id = i 且 ht 值最小的记录 ,得到神经元
i 的最近一次发生动作电位的峰值时间 ht ,将之赋给 tlast 。







pi ( xji ( t - r) , ( t -
r) ) 的值
①初始化 C = 0 ;
②对于表 DONE中每一条 behild 值等于 i 的记录 :
(A) 将记录中的 IT值赋给 r ,将 IP 值赋给 x ,计算 D =
Pi (x(t - r) , (t - r) ) ;
(B) C = C + D。
5) 计算出当前时刻 t 的 B = Ai ( t) + Qi ( t - tlast) + C -
θi ( t - tlast , OTHi) ;
6) 判断 B 值
①如果 B < 0 ,则表示将不引发动作电位 ;
②如果 B > = 0 ,则表示将引发动作电位 :
( A) 将 B 代入 xi = Fi ( B) 中 ,计算出 xi 和 t + TACi ,将记
录 ( i , xi , t , t + TACi) 插入到表 A P 中。
( B) 对于每一个神经元 i 的下级神经元 k :
ⅰ计算 yik ( t + TACi + TB Eik) = AXONik ( xi ( t + TACi) )
ⅱ根据公式 xik = SYNik ( yik , wik , ADDik) ,计算出 xik 和 ( t
+ TACi + TB Eik + TFRik) , 将记录 ( xik , ( t + TACi + TB Eik +
TFRik) , i , k) 插入表 IN 中 ,令 IN NUM = IN NUM + 1。
(C) 将 behild 值等于 i 的记录从表 DONE中删除。
7) 如果神经元 i 为内源性神经元 (即 Ai ( t) ≠0) ,则将表
IN中 type = 1且 behild = i 的记录删除 (删除的记录数为 k) ,
计算神经元 i 预期会产生的动作电位起始时间 ti ,将记录 (1 ,
0 , ti , - 1 , i) 插入到表 IN中 ,令 IN NUM = IN NUM - k +
1。
8) 如果神经元 i 具备抑制后反弹的能力 ,则将表 IN 中
type = 2 且 behild = i 的记录删除 (删除的记录数为 k) ,计算
神经元 i 预期会产生的动作电位起始时间 ti ,将记录 (2 ,0 , ti ,
- 1 , i) 插入到表 IN 中 ,令 IN NUM = IN NUM - k + 1。








①动作电位表 AP 可以以邻接表方式存储 ,头节点表
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以顺序结构形式进行有序存储 ,头节点表以神经元编号 id
为排序关键字 ,神经元 id 对应着头节点表中的第 id 个头节
点 ,其对应的单链表是该神经元对应的动作电位发生记
录 ,动作电位发生峰值时间 ht 最小的排在头节点之后。设
模型中神经元个数为 n ,则建立动作电位表 AP 头节点表的
所需要时间为 n。
②表 DONE可以与表 AP相同方式存储 ,不同之处在于
每个头节点对应的单链表是该神经元对应的电位发生记录。
设模型中神经元个数为 n ,则建立表 DONE 头节点表的所需
要时间为 n。
③设初始的突触前存在动作电位的个数为 a ,则根据算
法可知 ,初始化中 ③的 (A) 这一步的时间复杂度为 o( a) ,在
③的 (B) 步中 ,记录以建堆方式 (堆排序) 插入电位发生表 IN
中 ,时间 IT 作为比较的关键字。这样运行 ③的 (B) 步 a 次的
最坏情况下的时间复杂度为 ( o ( alog2 a) ,需要一个记录大小
的辅助空间。
2) 在 ②步中 ,从表 IN输出时间 IT最小的那一条记录 do
的时间复杂度为 1 ,同时调整堆 (设堆中的平均记录数为 p)
需要的比较次数不超过为 2log2 p; 又 , 将记录 do 插入到表
DONE中 ,实际上就是对表 DONE第 i 个头节点的选择 ,然后
将记录 do 插入到第 i 个头节点对应的单链表的链头 ,所以查
找需要的时间复杂度为 1 ;
3) 从表 AP找出 id = i 且 ht 值最小的记录 ,实际上就是
DONE第 i 个头节点对应的单链表的第一个记录就是所要的
记录 ,所以查找需要的时间复杂度为 1。
4) 在 ②步中 ,查找 behild值等于 i的记录 ,实际上就是找




6) 在 ②的 (A) 步中 ,将记录插入到表 AP中 ,实际上就
是找到 DONE第 i 个头节点 ,然后将记录插入到第 i 个头节
点对应的单链表的链头 ,查找需要的时间复杂度为 1 ; 在
②(B) 步中 ,假设每个神经元有 l 个输出突触 ,将 l 个记录
插入堆 IN (设堆中的平均记录数为 p) 中的比较次数不超
过为 2 l ×log2 p ;在 ②的 (C) 步中 ,将 behild值等于 i 的记录
从表 DONE中删除 ,实际上就是找到 DONE头节点表的第 i
个头节点 ,将对应的单链表整个删除 ,查找需要的时间复
杂度为 1。
综上所述 ,从第 2) 步到第 5) 步 ,是完成单次突触反应
需要经过的算法步骤 ,其需要的比较次数不超过 ( (2log2 p)
+ 3) ,所以时间复杂度为 o (log2 p) ;从第 2) 步到第 6) 步 ,是
完成一次动作电位需要的步骤 ,其需要的比较次数不超过
( (2 ( l + 1) ×log2 p) + 4) ,所以时间复杂度为 o ( llog2 p) ; 如
果平均一个动作电位需要 m 次的突触反应前提 ,则平均一
个动作电位最多需要比较次数为 m ×( (2log2 p) + 3) + 2 l ×
log2 p + 1 = 2 ( m + l) ×log2 p + (3 m + 1) ,所以时间复杂度
为 o ( ( m + l) log2 p) ;假设 q 是网络动作电位发生的次数 ,
则最多所需要比较次数为 : q ×(2 ( m + 1) ×log2 p + (3 m +
1) ) ,所以时间复杂度为 o ( q ( m + l) log2 p) 。
我们对复杂度 o ( q ( m + l) log2 p 进行分析 , q 是动作电




数 ,因为它仅包括两次动作电位之间的时间间隔内 , 网络




[1 ] 　郭爱克. 计算神经科学[M] . 上海 :上海科技教育出版社 ,2000.
[2 ] 　阮炯 , 顾凡 , 蔡志杰. 神经动力学模型方法和应用[M] . 北京 :
科学出版社 , 2002.
[3 ] 　I B 莱维坦 , L K卡茨玛克 , 舒斯云 , 包新民译. 神经元 : 细胞
和分子生物学[M] . 北京 : 科学出版社 , 2001.
[4 ] 　E R Kandel , J H Schwartz , T MJessell . 神经科学精要[M] . 北京 :
科学出版社 , 2003.
[5 ] 　J G尼克尔斯 ,等著 , 杨雄里 ,等译. 神经生物学 从神经元到脑
[M] . 北京 : 科学出版社 , 2003.
[作者简介 ]
尤志宁 (1974. 4 - ) ,男 (汉族) ,福建人 ,厦门大学计
算机与信息工程学院计算机系硕士研究生 ,研究方
向为意识认知建模 ;
周昌乐 (1959. 11 - ) ,男 (汉族) ,江苏太仓人 ,博士 ,




张克志 (1976. 7 - ) ,男 (汉族) ,山东龙口人 ,厦门大学软件学院硕士
研究生 ,研究方向意识认知建模。
—481—
