Abstract: This paper addresses reconstruction of linear dynamic networks from heterogeneous datasets. Those datasets consist of measurements from linear dynamical systems in multiple experiment subjected to different experimental conditions, e.g., changes/perturbations in parameters, disturbance or noise. A main assumption is that the Boolean structures of the underlying networks are the same in all experiments. The ARMAX model is adopted to parameterize the general linear dynamic network representation "Dynamical Structure Function" (DSF), which provides the Granger Causality graph as a special case. The network identification is performed by integrating all available datasets, which resorts to group sparsity to assure both network sparsity and the consistency of Boolean structures over datasets. In terms of solving the problem, a treatment by the iterative reweighted l 1 method is used, together with its implementations via proximal methods and ADMM for large-dimensional networks.
INTRODUCTION
Network inference has been widely applied in different fields to learn interaction structures or dynamic behaviors. Such fields include systems biology, computer vision, econometrics, social network, etc. However, there is no agreement upon the definition of "network", and it usually refers to a larger class of graphical models than the standard definition in the graph theory. In particular, with increasingly easier access to timeseries data, it is expected that networks can explain dynamics or causal interactions. For instance, biologists use causal network inference to determine critical genes that are responsible for diseases in pathology, e.g. Bar-Joseph et al. (2012) .
In the study of causal networks, a popular model widely used in biology is Bayesian networks, e.g. Murphy and Mian (1999) . Although it delivers certain causality information, the Bayesian network is defined on directed acyclic graphs. See (Pearl, 1995, p. 127) for more information on domains of different probabilistic models. The feedback loops in networks could be particularly important in biological applications. Concerning general causal networks, as the primary advance in Granger (1969) , Granger causality (GC) provides causality graphs (e.g. Dahlhaus and Eichler (2003) ) based on predictability to identify causation between time-series variables. However, as it was realized in Granger (1969) , this approach may be problematic in deterministic settings, especially in dynamic systems with weak to moderate coupling. Inspired by GC, which is equivalent to This work was supported by Fonds National de la Recherche Luxembourg (9247977).
the vector autoregression form under fairly weak conditions (e.g. Eichler (2007) ), an idea of adopting system theory has been proposed to deal with causal network reconstructions. For instance, Chiuso and Pillonetto (2012) proposed a kernel-based system identification approach together with group LASSO to infer GC networks.
There has been several papers proposing methods for network inference by identifying simple dynamical models in biological applications, e.g. van Someren et al. (2000) , Friston et al. (2003) and Beal et al. (2005) . To study the identifiability issue in network inference, a general network representation for linear time-invariant (LTI) systems needs to be introduced. Similar or nearly equivalent such general representations are introduced in Goncalves and Warnick (2008) and Weerts et al. (2015) with different perspectives (Van den Hof et al. (2013) as a special case). The differences between their perspectives can be understood by consulting Warnick (2015) , Van den Hof et al. (2013) , which are mainly manifested in the way to interpret feasible constructions of hidden states. The results on network identifiability are firstly manifested in Goncalves and Warnick (2008) , and the similar understanding is gained in Gevers et al. (2016) for P. Van den Hof's representation (Weerts et al. (2015) ). In the sense of inference, these two representations are not different, and the model description used in later sections refers to either of them interchangeably.
Most biological experiments have replica. The ordinary treatment is to take averages with the purpose of removing effects of noise. However, in most biological applications, only a few replica are available, e.g. less than 5, which implies it no longer arXiv:1612.01963v1 [cs.SY] 6 Dec 2016
The paper is organized as follows: Section 2 describes the dynamic network inference problem, and Section 3-5 present the inference method, whose framework is illustrated in Figure 1 . Section 3 formulates the network inference problems as regression problems using standard system identification approaches. Section 4 proposes how to deal with heterogeneous datasets from multiple experiments. Algorithms for the optimization problem in Section 4 are presented in Section 5. Section 6 provides simulation results and conclusions end the paper. 
PROBLEM FORMULATION
Let Y {y(t), t ∈ Z}, U {u(t), t ∈ Z} be multivariate time series of dimension p and m, respectively, where the elements could be deterministic (y(t) ∈ R p , u(t) ∈ R m ) or be realvalued random vectors defined on probability spaces (Ω, F , P). We usually assume that u(t) is deterministic in practice, which is interpreted as controlled input signals.
Linear dynamic networks
Consider the following model for LTI systems (the Dynamical Structure Function (DSF) in Goncalves and Warnick (2008) ; or a similar model in Weerts et al. (2015) )
T with zero mean and covariance matrix I for all t,
transfer functions, and q is the forward-shift operator, i.e. qy(t) = y(t + 1), q −1 y(t) = y(t − 1). Definition 1. Let G = (V, E) be a digraph and f : E → T F a map, where the vertex set V = {y 1 , . . . , y p , u 1 , . . . , u m }
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; the arc (directed edge) set E is defined by
and f is a map from the arc set E into the set T F of singleinput-single-output (SISO) (strictly) proper real rational transfer functions f :
We call the tuple N := (G, f ) a (linear) dynamic network 3 , f the (linear) dynamic capacity function of N , and G the underlying digraph of N , which is also called (linear) Boolean dynamic network. 
Network reconstruction from multiple experiments
Now let us consider the case of multiple experiments. Let {Y [c] ,
..,C denote the measurements from C experiments. We use N ((Q, P, H)) to denote the dynamic network N (i.e. (G, f )) determined by (Q, P, H) (i.e. (1)); and G((Q, P, H)) the corresponding Boolean dynamic network. The governing model (1) could be different in each experiment, denoted by (Q, P, H) [c] , c = 1, . . . , C. In addition, N 0 denotes a fixed dynamic network, and G 0 a fixed Boolean dynamic network.
We say the datasets {Y [c] , U [c] } are homogeneous, if N ((Q, P, H) [c] ) ≡ N 0 , ∀c, i.e. the measurements are from the same dynamic network. And the datasets {Y [c] ,
Assumption 2. The underlying systems in multiple experiments, which provide
The problem is to find a method to infer the dynamic network using the datasets from multiple experiments satisfying Assumption 2. In particular, we focus on the heterogeneous case.
NETWORK MODEL STRUCTURES

ARMAX model structure
Consider the network model description of (1) for system identification
where θ is the model parameter. Its element-wise form is
(3) We introduce ARMAX model for (3), which is given by
where
Hence the ARMAX model for (2) is
It is easy to see 
Network predictor model
Consider the network model (1) and notice that I − Q(q) is invertible. We have
We refer to (Ljung, 1999, pp. 70) for the one-step-ahead prediction of y iŝ
e )y(t), and thus the network predictor model of (2) is given bŷ
(10) The one-step-ahead predictor of the ARMAX model follows by substituting the expressions in (8)
whereŷ(t|t − 1) ŷ(t|θ) to emphasize the dependency on model parameters θ.
Regression forms
Rewriting (11) and adding [I − C(q)]ŷ(t|θ) to both sides, it yieldŝ
To formulate a regression form, let us introduce the prediction error
and consider the prediction of i-th output y i (t)
whereĀ i ,B 
where N = p + m + 1, we obtain a pseudo-linear regression formŷ
(17) Remark 4. Note that there is an important link between the framed parameter blocks in (16) and the network. Each directed link in the digraph corresponds to a linear dynamic system from an input u j or an output y j to an output y i . The parameters of this linear system are given in the block with parameters b u ij· or b y ij· together with a i· . We will later (in (20) and (23)) denote these parameter blocks by w [c] k or w k with a numbering k (see Figure 4 for an example).
HETEROGENEOUS DATASETS
Regression forms of multiple datasets
Considering the regression form for network inference, since the p regression problems are independent, the whole network can be inferred by formulating and solving (17) for p output variables. Therefore, without loss of generality, it is assumed in the later sections that we are dealing with the i-th output variable y i . Thus, for simplicity, we introduce the following notations
where w [c] θ i
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, and (17) is evaluated at {t 1 , . . . , t M }. Furthermore, we rewrite into block matrices
and w [c] is partitioned into N blocks as illustrated in (16), and ξ
[c] denotes the prediction error, which represents the part of the output y [c] that cannot be predicted from past data. Note that the blocks may have different dimensions due to the settings of the ARMAX model (see Remark 3).
By stacking (19) with data from C experiments and rearranging data matrices and the parameter vector, we further obtain (21) to integrate heterogeneous datasets, for simplicity, in which the "N-blocks" form is denoted by y = A(w)w + ξ. . . .
. . .
This treatment can also be used when w
's are not significantly different, e.g. being perturbed by white noise.
Simultaneous sparsity regularization
Now we consider the two essential requirements for network inference from heterogeneous datasets: 1) sparse networks is acquired in the presence of noise; 2) w [c] is required to give the same network topology for all c, i.e. the inference results (Q,P , H) [c] satisfy G((Q,P ,Ĥ)
[c] ) ≡ G 0 , ∀c (see Section 2.2). The example in Figure 4 helps to understand. 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 1 0 1.8 0 1 1 0 2 0 3.2 0 0 0 0 3 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5 experiment 1 experiment 2 Let us introduce the following notations based on w 
where the elements of ρ are defined in (16), 1 C is a Cdimensional column vector of 1's, and the index i in ρ indicates that we are dealing with i-th output y i (t).
Group sparsity is needed such that the sparsity of networks is guaranteed and the network topology is consistent over replica (i.e. the interconnection structure determined by the w [c] 's are identical). The sparsity is imposed on each large group w k , k = 1, . . . , N , and the penalty term is λ w S 0 , where λ ∈ R + . The mechanism on how the group sparsity functions is described as follows.
Recall that the setup (21) allows the system parameters to be different in values for different c's. Note that each small block w k does not exist in dynamic networks for any c. In addition, thanks to the effect of noise, it is nearly guaranteed that w is not identical to zero for almost all c if w k 2 = 0. This is how the group sparsity (defined via w S ) guarantees that the resultant networks of different datasets share the same topology. Moreover, when a classical least squares objective is augmented with a penalty term of λ w S 0 , the optimal solution favors zeros of w k , k = 1, . . . , N , which guarantees the sparsity of network structures.
To summarize, to perform dynamic network reconstruction from noisy heterogeneous datasets, we can solve the following optimization problem . . .
:,1 (w
The section considers how to solve the problem (25) under different parametrization models. Due to the page limitation, we present treatments to the ARX models. See Yue et al. (2016a) for a complementary discussion on ARMAX models and another treatment by Sparse Bayesian Learning.
A fundamental case: ARX models
As addressed in Section 3.3, choosing ARX forms for network parametric models results in a linear regression form, in which A does not depend on w in (21). The treatment of classical group LASSO yields
This is a convex optimization and has been soundly studied in Yuan and Lin (2006) .
To achieve a better approximation of the l 0 -norm, alternatively one may use Iterative Reweighted l 1 /l 2 Methods (e.g. see Candes et al. (2008); Chartrand and Yin (2008) ). When being applied to group sparsity, both methods turn to be a similar scheme (differing in the usage of · 2 or · 2 2 for blocks of w in (28) and (29)). Here we present the solution using the l 1 method.
where l is the index of iterations. Now the optimization (28) is convex in each iteration. In regard to the selection of , { (l) } should be a sequence converging to zero, as addressed in Chartrand and Yin (2008) based on the Unique Representation Property. It suggests in Chartrand and Yin (2008) a fairly simple update rule of , i.e.
(l) ∈ (0, 1) is reduced by a factor of 10 until reaching a minimum of 10 −8
(the factor and lower bound could be tuned to fit specific problems). One may also adopt the adaptive rule of given in Candes et al. (2008) , or even more simply, use coarse cross-validation to determine a fixed as numerical examples in Wipf and Nagarajan (2010).
Fast implementations via Proximal Methods and ADMM
To solve the convex optimization in Section 5.1, for example, CVX for MATLAB could be an easy solution, which uses Disciplined Convex Programming together with standard optimization solvers, e.g. Gurobi. However, the performance is not promising for large-dimension problems. This section presents algorithms using Proximal Gradient Method and ADMM (Parikh and Boyd (2013) ) to handle large-dimension network reconstruction problems.
Let us first consider the l 1 convexation (27). For simplicity, it is rewritten as
where f (w) (1/2) y − Aw 2 2 , g(w) λ w S 1 , λ is twice larger than the value in (27). Given ∇f (w) = A T (Aw − y), the Proximal Gradient Method is to update w by w l+1 = prox γg (w l − γ∇f (w l )), γ ∈ R + , where l denotes the iteration index. It is easy to see that g(w) = N k=1 g k (w k ), where g k (w k ) := λ ρ S k w k 2 . Firstly we partition the variable v of prox γg (v) in the same way as w in terms of
Then we calculate the proximal operator prox γg k (v k ), which equals
To implement the proximal gradient method, we need to choose an appropriate γ to guarantee the convergence. One simple solution is using line search methods, e.g. see Section 4.2 in Parikh and Boyd (2013) . The whole algorithm for (30) is addressed in Algorithm 1.
The Accelerated Proximal Gradient Method is implemented by replacing Step 6 & 7 by
The parameter µ l could be chosen as µ l = l/(l + 3).
To implement ADMM, the proximal operator of f (w) needs to be calculated,
Given prox γg (v) as (31) and (32), the ADMM implementation is presented in Algorithm 2 (one may choose γ by a line search as Algorithm 1). 
Compute prox γg k (w l+1 k + u l k ) using (31) for all k.
6: z l+1 ← prox γg (w l+1 + u l ) using (32).
7:
l ← l + 1. 9: until any standard stopping criteria To use this algorithm in the iterative reweighted l 1 method (28), the only modification is needed for (31), which now should be
NUMERICAL EXAMPLES
We consider a Monte Carlo study of 50 runs where random stable sparse networks of 40 nodes are simulated and inferred using the proposed methods. In regard to the adjective words for networks, here are further explanations:
• random: the DSF model in each run are randomly chosen (both network topology and model parameters); • stable: each DSF model is stable, i.e. all transfer-function elements in (Q, P, H) are stable;
• sparse: the number of edges of the network is much less than that of its complete digraph (see Figure 5 ).
The system simulation is set up and performed in the following procedure:
1) The DSF model is simulated via its state space realization. We first randomly generate highly sparse stable A-matrices (of dimension 80 × 2) The ground truth of the networks are calculated by the definition of DSF using (A, B, C, D) (see Goncalves and Warnick (2008) ). Figure 5 shows four examples of network structures among the 50 runs. 3) A step signal is chosen to be the input 6 , and each state variable is perturbed by a Gaussian i.i.d. (i.e. process noises; MATLAB: randn(80)*0.001). The replica data is acquired by randomly perturbing non-zero elements in A and performing simulation. The stochastic differential equation is numerically solved by using sim (choosing the Euler-Maruyama method) from System Identification Toolbox in MATLAB. The sampling frequency is chosen to be 40 times larger than the critical frequency of system aliasing (see Yue et al. (2016b) ).
This setup of systems (networks) makes network inference particularly challenging. As shown in the examples (Figure 5 ), there exist many feedback loops, whose sizes are quite random. Moreover, the networks cannot be decoupled into smaller unconnected components. The following performance indices are considered to benchmark our algorithms:
• Type-I error for network inference, similar to the type I error in statistics, is asserting arcs that is absent (a false hit), which is defined as type-I error = # wrong edges # edges in results .
• Type-II error for network inference, similar to the type II error in statistics, is failing to assert arcs that are present (a miss), which is defined as type-II error = # missed edges # edges in ground truth .
The Type-I and Type-II errors directly benchmark prediction errors of network topology. However, k-step-ahead Coefficient of Determination, as a standard performance index in system identification, integrates little on network topology. Since we are particularly interested in topology, it drives us to define more straightforward performance indices.
As known in biological data analysis, the time series are usually of low sampling frequencies and limited numbers of samples.
To address the importance of these factors, we run network inference methods (the ARX case) on a range of their values, shown in Figure 6 . The sampling frequency is critical for applying discrete-time approaches for network inference, since the network topology from discrete-time systems will more and more different from the ground truth that is defined by the underlying continuous-time systems, with the decrease of sampling frequencies. The rule of thumb is choosing the sample frequency that is at least 10 time faster than the critical sampling frequency of system aliasing 7 (e.g. f s /4 in Figure 6 is this suggested value). The sparsity is to handle the effect of noise. The simulation tells us that the value that is at least four times larger than the number of unknown parameters in estimation is a fair choice for the number of samples in network inference.
Another comment is for the "trade-off" between type-I and type-II errors when selecting regularization parameters λ. In theory, there could be an optimal value of λ that gives small values of both type-I and type-II errors. However, in practice, type-I error is more critical in the sense that it has to be small enough to keep results useful. Otherwise, even if type-II error is small, the result will predicate too many wrong arcs to be useful in applications. As a rule implied from Figure 6 , in biological practice, we may choose an aggressive value of λ to make sure that we could have most predictions of arcs correctly; then, if more links need to be explored, we could decrease λ to get more connections covered. The value of λ is chosen by performing cross-validation on one network. Choosing a larger λ could further decrease the Type-I error; however, the inferred networks would lose their basic profiles, tending to be simple topologies, like unconnected trees or lines. The sampling frequency f s is the base value used in system simulations. The data used in inference are re-sampled from the simulated signals. Here we use 2 replica datasets, e.g. "#samples = 800" implies each dataset has 400 samples. The iterative reweighted l 1 method is used to achieve group sparsity.
CONCLUSIONS
Large-dimensional linear dynamic network reconstruction from heterogeneous datasets in the framework of Dynamical Structure Function (or P. Van den Hof's network representation) has been discussed. It has been addressed that the linear dynamic network reconstruction can be formulated as identification of DSF with sparse structures. To take advantage of heterogeneous datasets from multiple experiments, the proposed method integrates all datasets in one regression form and resorts to group sparsity to guarantee network topology consistent over replica.
To solve the cardinality optimization problem, the treatment of classical l 1 /l 2 heuristic methods has been introduced. In the numerical examples, we have shown the performance of methods and pointed out several factors that should be considered in network reconstruction applications.
