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An important experimental signature of localization is the low-frequency AC conductivity, which
typically vanishes as ωφ. The exponent φ = 2 for Anderson insulators, whereas for many body
localized insulators φ is a continuously varying exponent 1 ≤ φ ≤ 2. In this work, we study the
low-frequency AC conductivity of localized superconductors, in which disorder is strong enough to
localize all quasiparticles, while remaining weak enough to leave superconductivity intact. We find
that while the ac conductivity still follows the general form σ(ω) ∼ ωφ, the exponent φ can be
markedly different from the characteristic value for localized insulators. This difference occurs due
to singularities in the low-energy density of states, permitted by the effective particle-hole symmetry
around the Fermi level. In particular, in certain symmetry classes at zero temperature, we obtain
φ > 2. We further identify an interesting temperature dependent crossover in the scaling form
of the AC conductivity, which could be useful for the experimental characterization of localized
superconductors.
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I. INTRODUCTION
Many-body localization (MBL)1–10 has become a sub-
ject of intense theoretical11–59 and experimental60–70 in-
terest in recent years as an example of a mechanism by
which an interacting many-body system can violate the
ergodic hypothesis. In localized phases, the system re-
tains a memory of its initial conditions in local observ-
ables at infinitely long times, thereby failing to reach
thermal equilibrium. While localized phases are usu-
ally thought of as insulators, localization is in principle
also compatible with superconductivity - after all, super-
conductivity is a property of the ground state, and lo-
calization is a property of the excitations. Discussions
of ‘Anderson localized’ superconductors (in which the
Bogolioubov-de-Gennes quasiparticles are localized) date
back at least as far as Refs.71–74. More recently, it has
been argued58,76 that MBL is also compatible with su-
perconductivity, and indeed could be used to stabilize su-
perconductivity to energy densities where in equilibrium
the phenomenon would not arise.
How could a localized superconductor be experimen-
tally characterized? One possibility71–74 is through dc
transport: the system should be a superconductor for
charge, but a thermal insulator. However, a dc mea-
surement typically requires that contacts be attached,
whereas in the modern theory of localization one ideally
wants to treat the system as a closed quantum system.
AC conductivity offers an alternative route to experimen-
tal characterization, and has the advantage of being ac-
cessible in purely optical (contact free) measurements.
Localized insulators have well understood signatures in
AC conductivity. For non-interacting Anderson insula-
tors, the AC conductivity vanishes at low frequency ac-
cording to Mott’s law77, σ ∼ ω2, with logarithmic correc-
tions that we will not discuss here. For many body local-
ized systems, the conductivity still vanishes28 as σ ∼ ωφ,
but with φ a continuously varying exponent 1 ≤ φ ≤ 2,
which approaches 2 deep in the localized phase, and
approaches 1 close to the delocalization transition. In-
deed the possibility of interaction driven modifications to
Mott’s law was noted already in the classic work Ref.75 in
the context of systems with Coulomb interactions. How-
ever, the AC conductivity of a localized superconductor
has yet to be worked out.
In this paper, we study the AC conductivity of local-
ized superconductors. We focus throughout on the real
part of the conductivity, and our results are accurate up
to logarithmic corrections, as in Ref. 28. We begin by
discussing the low-frequency AC conductivity of a super-
conductor in the Anderson-localized regime of the Bogoli-
ubov quasiparticles. For certain symmetry classes we find
a modification to Mott’s law at zero temperature. Specif-
ically, we find that the conductivity vanishes as σ ∼ ωφ
with φ > 2. This modification is a result of singularities
in the low-energy density of states, which are allowed by
the effective particle-hole symmetry around the Fermi
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2level. We argue that at zero temperature, the Anderson-
localized result should be unaffected by turning on in-
teractions between quasiparticles. We then consider the
effects of non-zero energy density (given non-vanishing
interactions between quasiparticles), adapting the argu-
ments of Ref. 28. We find a temperature driven crossover
in the scaling behavior controlled by a parameter α−1
which can be interpreted as the thermal average num-
ber of resonant localized Bogoliubov quasiparticle states
within a localization volume. The crossover is sharper
in higher dimensions. We then consider the contribution
of vortices and plasmons. We argue that neither type
of excitation contributes to the bulk AC conductivity in
linear response. Our analysis of the quasiparticle sector
thus fully captures the AC linear response conductivity
of localized superconductors, and provides a means of
characterizing this phase, and distinguishing it from con-
ventional localized insulators.
II. MOTT ARGUMENT FOR AC
CONDUCTIVITY OF ANDERSON LOCALIZED
SUPERCONDUCTORS
The AC conductivity of a disordered, Anderson-
localized electronic system near zero frequency was first
investigated by Mott77 and found to be σ(ω) ∼ ω2, up
to logarithmic corrections. As our argument for a dirty
BCS superconductor closely follows Mott’s, we review the
argument in detail.
We start with the single-particle Kubo formula for AC
conductivity in a non-interacting system, also known as
the Kubo-Greenwood formula
σs.p.(ω,T ) = pi
V ω
∑
α,β
⟨α∣j⃗∣β⟩ ⋅ ⟨β∣j⃗∣α⟩ δ (ω − (Eα −Eβ))
× (f(Eα, T ) − f(Eβ , T )) , (1)
where ∣α⟩ , ∣β⟩ are the single particle eigenstates of the
system with energy Eα,Eβ respectively, j⃗ is the total cur-
rent operator (sum over local current operators), V is the
system volume, f(E,T ) is the Fermi-Dirac distribution
function, and the subscript s.p. denotes “single-particle.”
In a semi-classical approximation, j⃗ ∼ dx⃗
dt
∼ [H, x⃗], where
H is the single particle Hamiltonian for the system. Thus
the current matrix elements should go as
∣ ⟨α∣j⃗∣β⟩ ∣ ∼ ∣ ⟨α∣[H, x⃗]∣β⟩ ∣ ∼ ∣Eα −Eβ ∣∣ ⟨α∣x⃗∣β⟩ ∣. (2)
For a localized system, ∣α⟩ and ∣β⟩ are centered at some
position with an exponentially decaying wave function in
real space. Furthermore, two states that are close to-
gether in real space must have a large energy difference.
For if they did not, the near-resonance would cause hy-
bridization of their wave functions and this would de-
stroy localization. Thus for the energy difference be-
tween ∣α⟩ and ∣β⟩ to be ω, the localization centers of
these states should be separated by a distance rω, given
by ω ∼ W exp (− rω
ξ
), where ξ is the localization length
and W is the bandwidth. Thus we can make the replace-
ment ∣ ⟨α∣x⃗∣β⟩ ∣ ∼ rω ∼ − ln(ω). Plugging these results into
the Kubo formula and assuming the matrix elements are
roughly constant over all relevant states (those with small
energy differences), we obtain
σ(ω,T ) ∼ωr2ωrd−1ω ∑
α,β
δ (ω − (Eα −Eβ))
× (f(Eα, T ) − f(Eβ , T ))∼ω lnd+1(ω)∫ dEαdEβρ(Eα)ρ(Eβ)× (f(Eα, T ) − f(Eβ , T )) δ(ω − (Eα −Eβ))∼ω lnd+1(ω)∫ dE ρ(E + ω)ρ(E)× (f(E + ω,T ) − f(E,T )) , (3)
where ρ(E) is the single particle density of states, and the
factor of rd−1ω comes from the number of possible transi-
tions contributing to the conductivity. Note the presence
of two factors of the density of states at two different en-
ergies. This is to be expected, since a transition between
two energy levels naturally involves the density of states
at both the final and initial energies. Also note that we
have taken the localization length to be approximately
constant at low energies, as argued in Reference 71.
We can now use this expression to obtain the standard
Mott’s law for AC conductivity. There are two sepa-
rate low-frequency limits, both of which we will consider.
First, let us take the temperature to zero first, then take
ω → 0. For temperatures near zero, the Fermi-Dirac func-
tion looks like an inverted step function at the Fermi en-
ergy µ which for simplicity we take to be zero. Thus the
combination (f(E + ω,T ) − f(E,T )) is roughly a rectan-
gle function of width ω, so that the zero-temperature AC
conductivity takes the form
σ(ω,T ≈ 0) ∼ ω ln2(ω)∫ ω
0
dEρ(E + ω)ρ(E). (4)
Typically, we expect the leading behavior of the DOS
near the Fermi energy to be a constant in which case we
recover σ ∼ ω2 (dropping the inconsequential log factors).
This is Mott’s law. One can also find similar behavior in
the limit of fixed temperature, taking ω → 0 first. In this
ω ≪ T limit, the Fermi function difference goes as ω/T in
a first order Taylor expansion, while the energy window
over which it is non-negligible is now controlled by T
instead of ω. In this case, we can once again conclude
that σ(ω → 0, T ) ∼ ω2, just as at zero temperature.
Now let us generalize this argument to superconduc-
tors. We first consider the low-temperature limit, with
a generalization to the high-temperature limit discussed
later. To analyze the conductivity of a superconductor,
we must first write the current operator in terms of Bo-
goliubov quasiparticles, the natural excitations of the su-
perconductor. In terms of the electron operators ck⃗↑, ck⃗↓,
3the current operator is
j⃗ = ∑⃗
k,σ
j⃗k⃗c
†
k⃗σ
ck⃗σ, (5)
where j⃗k⃗ ∼ k⃗ at low momentum, but regardless of the pre-
cise form is an odd function of k⃗. We can then rewrite the
current in Bogoliubov quasiparticle operators, γk⃗0, γk⃗1,
which satisfy the canonical transformation relations78
ck⃗↑ = uk⃗γk⃗↑ + vk⃗γ†−k⃗↓, (6a)
c†−k⃗↓ = −v∗⃗kγk⃗↑ + uk⃗γ†−k⃗↓, (6b)
where uk⃗, vk⃗ are the usual quasiparticle transformation
coefficients which must satisfy ∣uk⃗ ∣2 + ∣vk⃗ ∣2 = 1 for the
quasiparticles to be normalized fermions. Using Eqs. (6),
the normalization relation, the Bogoliubov quasiparticle
anti-commutation relations, and the anti-symmetry of j⃗k⃗,
it is easy to show that
j⃗ = ∑⃗
k,σ
jk⃗γ
†
k⃗σ
γk⃗σ (7)
so the current operator takes exactly the same form when
written in terms of Bogolioubov quasiparticles as when
written in terms of electrons. This is somewhat surpris-
ing as Bogoliubov quasiparticles do not themselves carry
charge, but is a known result in the literature (see Ref.
79). Given this observation, we can simply repeat Mott’s
arguments to conclude that, when the Bogolioubov quasi-
particles are Anderson localized, then the AC conductiv-
ity must be given by Eq. 4. However, unlike the case
of free electrons, the density of states for Bogolioubov
quasiparticles need not be a constant at low energies. We
now adapt this reasoning to superconductors. Suppose
the DOS goes as some power law near the Fermi-surface
with ρ(E) ∼ Eη(η ≥ 0). Precisely this kind of dependence
will arise in certain superconductors. It is then clear Eq.
(4) that
σ(ω) ∼ ω2η+2, (8)
for T = 0 where we have dropped the log factors. This
is sharply distinct from Mott’s law, and also from its
many-body generalization28, in that it constitutes a scal-
ing form σ ∼ ωφ with φ > 2.
Another possibility is a log divergent DOS near the
Fermi surface with the form ρ(E) ∼ (− ln(E))β . To ap-
proximate the DOS integral, we can write the following
log factor as
ln(E + ω) = (ln(1 + E
ω
) + ln(ω)) . (9)
Here, the ln(ω) term is going to dominate over the
ln (1 + E
ω
) term as this only ranges over the limits of in-
tegration from zero to ln(2). In that case, one can make
the approximation
ln(E) ln(E + ω) ≈ ln(ω) ln(E). (10)
So the integral can be approximated by
∫ ω
0
dE (− ln(E))β (− ln(E + ω))β
≈ (− ln(ω))β ∫ ω
0
(− ln(E))β dE
= (− ln(ω))α ∫ ∞− ln(ω) exp(−u)uαdu∼ ω(− ln(ω))2β . (11)
Including the other factors from the Kubo formula in
Eq. (4), we recover the Mott law with additional log
corrections.
III. AC CONDUCTIVITY OF
SUPERCONDUCTORS WITH ANDERSON
LOCALIZED QUASIPARTICLES
The dirty superconductor in the BCS regime is a well-
studied model in the literature. While certain symme-
try classes have constant density of states in the low en-
ergy limit, others have power law or logarithmic behavior
that will manifest in AC conductivity. Here we take up
the symmetry classes discussed in Refs. 71–74. In Refs.
71, 73, and 74, the authors discuss a phase transition
within a dirty superconductor at low temperature and
varying magnetic field. In particular, they study three-
dimensional models with an approximate SU(2) symme-
try, approximate only in that the Zeeman term is negli-
gible. (It is argued that there is no analogous transition
within two-dimensional superconductors in this symme-
try class.) At the highest field strengths, one has a nor-
mal metal. As the field decreases, the system first goes
into a “thermal metal” phase which is superconducting as
well as thermally conducting due to delocalized Bogoli-
ubov quasiparticles. Upon further reducing the field, the
system eventually enters the “thermal insulator” phase
where the quasiparticles are also localized and one has
no diffusive transport. For the thermal metal, one finds
ρ(E) ∼ ρ0 +√E. If ρ0 is significantly greater that zero,
than one just get Mott’s law. If this is not the case,
then one will obtain σ(ω) ∼ ω3. However, one generally
expects ρ0 ≠ 0.
For the thermal insulator phase, one can start model-
ing the system by considering the case of infinite onsite
disorder. This results in a decoupled Hamiltonian com-
posed of onsite terms hx⃗ = a⃗x⃗ ⋅ σ, where a⃗x⃗ is a random
vector. If a⃗x⃗ can point in any direction, then the constant
energy density surface is represented by a sphere in a⃗x⃗
space and one has that ρ(E) ∼ E2. However, if one has
time reversal symmetry, a⃗x⃗ ⋅yˆ = 0 and the constant energy
surface becomes a circle, implying ρ(E) ∼ E. Numerical
simulations presented in those papers confirm this argu-
ment. These behaviors for the DOS give σ(ω) ∼ ω4 or ω6
for the cases with and without time reversal symmetry,
respectively.
As another important case, in Ref. 72, the authors dis-
cuss two-dimensional systems with the addition of spin-
4orbit coupling in which case we have no spin symme-
try. The spin-orbit coupling allows for a thermal metal-
insulator transition in two dimensions. The insulator
case with time-reversal symmetry follows a similar ar-
gument as before where we find that ρ ∼ E. However
when time reversal symmetry is broken the DOS goes
as a constant. The more dramatic difference is in the
thermal metal phase (here low disorder). They show via
replica arguments that
ρ(E) ∼ {√− ln(E), time-reversal− ln(E), no time-reversal . (12)
We can then apply Eq. (11) to find the Mott result with
extra log corrections. (The authors also briefly discuss
three-dimensional systems, conjecturing that the density
of states goes as a constant.)
An important case not in the literature is the case of
spin U(1) symmetry. However, the above argument for
the SU(2) symmetric case can be adapted here. In the
infinite onsite disorder limit, the random a⃗x⃗ for the site
at x⃗ must point in some specific direction. This limits
the possible allowed values of a⃗x⃗ to a line, where the
constant energy density surface is two points. Thus this
has no energy dependent contribution to the DOS, and
we expect ρ(E) ∼ const. This yields the Mott result
once again. Table I summarizes these results as well as
the conductivity behavior they imply. We note that some
cases which differ from the Mott law in an appreciable
way are the three-dimensional systems with SU(2) spin
symmetry.
According to Ref. 36, systems with nonabelian symme-
tries, such as spin SU(2) symmetry, do not have a stable
many body localized phase. However, these arguments
do not apply to the Anderson localized scenario that we
are considering at present. Additionally, the SU(2) sym-
metry being considered here is only approximate, and be-
low a small energy scale set by Zeeman coupling strength,
we expect a crossover to U(1) behavior, such that there
is no true non-Abelian symmetry in the problem. Fi-
nally, even if the assume the SU(2) symmetry is perfect,
and that interactions between quasiparticles are present,
the arguments in 36 really only rule out a stable local-
ized phase at infinite temperature. Generally, we would
expect superconducting systems to have a mobility edge
where high energy states are thermal (and not supercon-
ducting). We are not aware of any obstructions to having
localization in the low energy Hilbert space of a model
with non-Abelian symmetry. All arguments in this pa-
per are modulo rare regions. We defer discussion of rare
region effects, and whether they obstruct MBL mobility
edges and/or MBL in dimensions greater than one, to
future work. Even if rare regions do pose such obstruc-
tions, they would only become apparent on extremely
long lengthscales and timescales, and our results should
remain accurate up to such scales.
IV. AC CONDUCTIVITY IN
SUPERCONDUCTING MBL SYSTEMS
We now turn on short-range interactions between
quasiparticles, and ask how these alter our results. We
continue to neglect vortices and plasmons, which (as we
will later show) do not contribute to AC conductivity in
linear response.
A. Zero temperature
At zero temperature, the quasiparticles are present
with vanishing density. Each quasiparticle may thus
be treated as effectively non-interacting, and our previ-
ous results for superconductors with Anderson localized
quasiparticles continue to apply.
B. Infinite-Temperature
We now consider the infinite temperature limit (as-
suming for now that superconductivity survives to infi-
nite temperature). Here we must use the full many-body
Kubo formula
σm.b.(ω,T ) =1 − exp (−ωT )
ωZ
∑
α,β
⟨α∣j⃗∣β⟩ ⋅ ⟨β∣j⃗∣α⟩
× δ (ω − (Eα −Eβ)) exp(−Eα
T
) , (13)
where α,β index the many-body energy eigenstates, Z
is the partition function, and the subscript m.b. denotes
“many-body.” Taylor expansion reveals that the conduc-
tivity vanishes in the infinite temperature limit as 1/T ,
so we calculate instead Tσ(ω). The current operator in
this expression no longer hops a single localized Bogoli-
ubov quasiparticle as before but rather connects states
differing by entire configurations of localized Bogoliubov
quasiparticles. Borrowing from arguments made in Ref.
28, this has the effect of enhancing the density of res-
onant states at infinite temperature by an exponential
factor,
ρMB(E + ω)ρMB(E) ∼ ρ(E + ω)ρ(E) exp(sn), (14)
where n is the number of Bogoliubov single particle states
which have changed between resonant many-body states
(what we shall refer to as “flips”) dominating the sum
in Eq. 13. The quantity s is an entropy density for
these dominant resonances. The number of flips in a
dominant resonance follows from an energy difference ar-
gument analogous to Mott but for resonant flips and is
given by
ω ∼W exp(−n
ζ
) , (15)
where ζ is a unit-less parameter analogous to the local-
ization length and is determined by the level of disorder
5Dimension Symmetries Phase ρ(E) σ(ω)
3 SU(2),T Thermal Insulator (localized) ∼ E ∼ ω4
3 SU(2), (no T ) Thermal Insulator (localized) ∼ E2 ∼ ω6
2,3 U(1),T or no T Thermal Insulator (localized) ∼ const ∼ ω2
2 No spin sym, T Thermal Metal (delocalized) ∼√− ln(E) ∼ ω2 (ELC)
2 No spin sym, T Thermal Insulator (localized) ∼ E ∼ ω4
2 No spin sym, no T Thermal Metal (delocalized) ∼ − ln(E) ∼ ω2 (ELC)
2 No spin sym, no T Thermal Insulator (localized) ∼ const ∼ ω2
TABLE I. Summary of non-interacting results at T = 0. T is time-reversal symmetry. ELC stands for “extra log correction”,
i.e. those not given by the constant DOS Mott’s law.
Variable Definition
α (ξd%)−1
Ω ln (W
ω
)
Ωc (ζα) 1d−1
ωc See Eq. 22
Ω Ω
Ωc
Ω see Eq. (26)
TABLE II. List of variables used in this section. Here ξ is the
localization length and % is the density of flips.
in the Hamiltonian. We expect the current-operator ma-
trix elements still go as ω but in the infinite temperature
limit, any effects due to the single-particle DOS near the
Fermi surface are washed out, leaving
Tσ(ω) ∼ ω2−ϕ, (16)
where ϕ = sζ ∈ [0,1] so that φ = 2 − ϕ. This result is
indistinguishable from the infinite temperature AC con-
ductivity of MBL electronic systems, discussed in Ref.
28. Of course, we do not expect superconductivity to
persist to infinite temperature anyway.
C. Finite non-zero temperature
We now consider finite non-zero temperatures (as-
sumed to be low enough for the system to still be su-
perconducting). In this case there are two regimes, with
a crossover between the two. (An analogous crossover in
the context of systems with a Coulomb interaction was
discussed in Ref.75). At first glance, one might think that
frequencies small compared to temperature would follow
the ‘infinite temperature’ scaling, and frequencies large
compared to temperature would follow the ‘zero temper-
ature’ scaling. However, temperature also controls the
thermodynamic weight of the terms in Eq. (13). More-
over, these weights depend on the absolute energy of the
states as it compares to temperature, instead of just the
relative energy difference between the two states. So a
finite temperature, even if large compared to the the fre-
quency, can still have an effect on the general behavior
of AC conductivity.
To understand the effects of finite temperature, we re-
visit the energy difference relation given in Eq. (15).
This equation assumes energy difference only depends
on the number of flips, but generally we also expect the
energy to depend on the distance between those flips.
So in terms of the absolute energy of the final and ini-
tial states, configurations of flips which occur over larger
volumes should have an exponentially smaller absolute
energy as compared to those which occupy less volume.
To reiterate, this does not matter for the infinite temper-
ature case because the absolute energy of the initial and
final states is irrelevant due to even statistical weighting
in the Kubo formula. The radius defining the volume of
the flips should scale as n
1
d in d spatial dimensions, in
which case we have an effective energy relation
ω ∼W exp(−n
ζ
) exp (−(αn) 1d ) , (17)
where α is a statistical parameter which is dependent
on temperature and the localization length and charac-
terizes the average radius of the smallest volume which
captures all n flips between dominant resonant states.
To understand how α depends on temperature and lo-
calization length, consider when we can capture all flips
between two resonant energy eigenstates within a ball of
radius r. Then we expect (αn) 1d ∼ r
ξ
. From this we can
say that
α−1 ∼ ξd ( n
rd
) ∼ ξd% (18)
where % is the density of flips. So α−1 is roughly the
average number of flips within a localization volume.
This can also be thought of as the effective interaction
strength. When there are several flips within a localiza-
tion volume, the interactions between those states be-
comes more relevant, whereas when there are one or less
flips within a localization volume, the behavior should be
more like Anderson localization.
To estimate the dependence of % on temperature, we
can count the number of states with energy less than the
temperature using the DOS, % ∼ 1
V ∫ T0 dEρ(E) ∼ Tη+1V ,
for a system of volume V and low temperature. So the
6low-temperature behavior of α is
α ∼ V
ξd
T −(η+1). (19)
For general behavior with respect to temperature, α
should be smooth and monotonically decreasing with in-
creasing temperature. Thus α−1 will be monotonically in-
creasing with temperature. At low temperature, α−1 ≪ 1
(effectively Anderson localized behavior), and at high
temperatures α−1 ≫ 1 (behavior as in Ref. 28).
Using Eq. (17), we can now write an equation for n
(Ω − n
ζ
)d − αn ∼ 0, (20)
where Ω = ln (W
ω
). A general real solution for n in any
d ≥ 2 is
n ∼ζ (Ω −Ωc (Fd(Ω)) 1d )
=ζ (Ω −Ωc (Ω) 1d ) +O (Ω 2−dd ) . (21)
where Ωd−1c = ζα, Ω = ΩΩc (as also expressed in Table II)
and Fd(x) is the real solution to the polynomial equation(x − Fd)d − Fd = 0 such that Fd(0) = 0, which always
exists. One can see that Fd(x)→ x as x→∞ so the last
expression of Eq. (21) is valid in the limit that Ω ≫ Ωc.
(Also note Fd is easily invertible, namely F
−1
d (x) = x +
x
1
d .) From Ωc, we can also extract a frequency
ωc =W exp (−(ζα) 1d−1 ) =W exp⎛⎝−(reffξ )
d
d−1 ⎞⎠ , (22)
where reff is some temperature-dependent effective dis-
tance. So the deeper in the MBL phase, the smaller the
critical frequency.
We can now use Eq. (21) in the exponential factor for
resonant density of states,
exp(sn) ∼ exp(ϕ(Ω −Ωc (Fd(Ω)) 1d ))
=( ω
W
)−ϕ⎛⎜⎝1− (Fd(Ω))
1
d
Ω
⎞⎟⎠ (23)
As we are at small but still finite temperature, we can
combine the result with the Mott factors to get
Tσ(ω,T ) ∼ ω2−ϕ⎛⎜⎝1− (Fd(Ω))
1
d
Ω
⎞⎟⎠ (24)
Thus we find the general low-frequency behavior as
stated in Ref. 28 but with a crossover from a distinctly
different form as dictated by Ωc and by extension α. To
see the crossover behavior more clearly, Consider the log-
log plot of the expected behavior. If we then measure this
in units of Ωc, we find the relation− lnσ
Ωc
∼ g(Ω) = (2 − ϕ)Ω + ϕ (Fd(Ω)) 1d . (25)
FIG. 1. Log-log plot of the conductivity comparing finite-
temperature results in different dimensions. In all plots ϕ =
1 to emphasize the crossover behavior. d = 10,20 is shown
to demonstrate that the crossover behavior becomes ideal as
d →∞. Note that all solutions cross at a single point due to
the fact that Fd(2) = 1 for all d.
A plot of this function is shown in Fig. 1. There we can
see that at low values of Ω (in which case ω
W
∼ (ωc
W
)Ω, so
ω ≫ ωc), the behavior is that of an Anderson-localized
superconductor. As Ω is increased (ω is lowered relative
to ωc), the behavior crosses over to the infinite tempera-
ture behavior where the slope is reduced by ϕ. The point
of the crossover is roughly Ωc which becomes more pro-
nounced in higher dimensions and approaches an ideal
crossover as d→∞. As the crossover point is determined
by Ωc and by extension α ∼ T −η+1, we can see that the
frequency at which this crossover behavior is observed is
pushed to lower frequency as the temperature decreases.
From Fig. 1, we can see that the crossover is much
softer for lower dimensions. Eventually the behavior be-
comes infinite temperature like, but we can determine
how large Ω must be (or alternatively how small ω must
be) before one sees the infinite temperature like behav-
ior. Suppose we wish to know the value Ω for which the
slope of g(Ω) is within  of its value at infinity, i.e.
g′(Ω) − g′(∞)
g′(∞) = , (26)
One can use the defining equation of Fd and its inverse
to find that in d dimensions
Ω = F −1d ⎛⎝( ϕg′(∞)d − 1d)
d
d−1 ⎞⎠ . (27)
Fig. 2 plots this value for various dimensions. So for
d = 2, Ω ≈ 25Ωc before the measured slope is within 10%
of its value at infinity.
For d = 1, we note that superconductivity is generally
not stable78. Moreover even if it were, the solution to
7FIG. 2. Plot of Ω for  = 0.1. Here again ϕ = 1.
Eq. (20) in d = 1 is easily solved in exact form as
n ∼ ζΩ
1 + ζα . (28)
This yields the same form for AC conductivity as the in-
finite temperature solution with at most a modification
to ϕ which is still within the range [0,1]. This is con-
sistent with the results of Ref. 80. So in one dimension,
the crossover behavior does not occur, and the behavior
is generically ‘infinite temperature like.’ In dimensions
larger than one, however, there is a regime of frequencies
large compared to temperature in which the response is
effectively that of a superconductor with Anderson local-
ized quasiparticles.
V. DISCUSSION AND CONCLUSIONS
The proceeding arguments only account for one type
of quasiparticle, namely the Bogoliubov quasiparticle.
However, the spectrum of excitations includes also vor-
tices, plasmons (phase fluctuations of the order parame-
ter), and the Higgs mode (amplitude fluctuations of the
order parameter). The Higgs mode does not contribute
to any conventional form of linear response81. However,
we still have to account for the vortices and the plasmon.
At first glance one could say ‘we wrote down the cur-
rent operator in terms of electrons (Eq. 5), and then
solved the problem with this starting point, so what could
we possibly have missed?’ However, the current opera-
tor in a superconductor has an additional piece not ac-
counted for in Eq. 5, namely the diamagnetic piece j⃗d ∼ A⃗
(where A⃗ is the vector potential). In superconductors,
the vector potential includes also a ‘longitudinal’ polar-
ization, which is a relic of the plasma oscillation mode
in the metal. It is this diamagnetic piece that gives rise
to the supercurrent response (i.e. to the δ(ω) term in
the real part of the conductivity), and it is here that the
effects of vortices and plasmons could be lurking. How-
ever, it is straightforward to see that this piece (or at
least the smooth part of it, which corresponds to plas-
mons) cannot contribute to the ac conductivity in linear
response. In brief, since this term in the current opera-
tor is already linear in the vector potential A, inserting
it into the Kubo formula will give a contribution at order
A2, which goes beyond linear response. Such a term can
contribute to linear response only through its quantum
expectation value ⟨A⟩ evaluated in the unperturbed state
of the system, and such a quantum expectation value can
only contribute to the dc response, not to the ac response.
Thus it is straightforward to see that the plasmons do not
contribute to the ac conductivity in linear response.
The singular part of the A field (i.e. the vortices) re-
quire a little more care. If we are in the Meissner phase,
then vortices are absent, and do not contribute to con-
ductivity. This is true even at non-zero temperature,
since a single vortex threading across the system costs
an energy ∼ L, where L is system size. In the thermo-
dynamic limit, vortices threading across the system are
thus infinitely energetic, and not part of our spectrum of
excitations. (Finite size vortex loops will of course arise
at non-zero temperature, but these will feel zero net Mag-
nus force in the presence of a supercurrent, and thus will
not give rise to any resistance). Thus in the Meissner
phase, vortices will not alter the results that we have de-
rived. The real part of the conductivity will contain a
delta function at zero frequency (from supercurrent re-
sponse), plus a finite frequency piece that will vanish as
a power law ωφ, potentially with φ > 2 depending on the
symmetry class and the temperature.
The situation is different if we assume we are working
with a type II superconductor in an applied magnetic
field Hc1 < H < Hc2, such that there is a non-zero den-
sity of vortices threading the system. In this case, the
response will depend on whether the vortices are delo-
calized (in which case the coupling between vortex and
quasiparticle sectors must be fine tuned to zero, other-
wise the quasiparticles will delocalize), or whether the
vortices are themselves localized. The latter possibility
(vortex localization) was discussed in Ref. 76. If the
vortices are delocalized, then a current applies a Mag-
nus force on vortices, which drives ‘flux flow’ transverse
to the current. This flux flow in turn induces an elec-
tric field against the current, endowing the system with
a non-zero resistance in the low frequency limit78. The
‘super-current response,’ which consists of a delta func-
tion at zero frequency in the absence of vortices, will be
broadened into a Drude peak, and will swamp the signal
we have described above. Thus, our results are not ex-
pected to apply in the presence of delocalized vortices.
If vortices are localized, then while an infinitesimal AC
current will still produce an infinitesimal force on vor-
tices, this force will not drive flux flow. In the absence
of flux flow, the system will continue to have zero resis-
tance in the low frequency limit, so the ‘supercurrent’
delta function at zero frequency will not be broadened
into a Drude peak. The finite frequency conductivity
will therefore continue to be dominated by the quasipar-
8ticles, and will take the form calculated above. While
the arguments given here assume closed system quantum
dynamics, analogous results obtain if we instead assume
that vortices are in the vortex glass phase of an open
quantum system (see Ref.82), in which case the vortices
are pinned on disorder. A finite AC current may well
drive depinning phenomena, but these will lie beyond
linear response.
Thus, our results are expected to apply both in the
Meissner phase, and in the intermediate regime of a type
II superconductor if the vortices are localized on disor-
der. They are not expected to apply in the intermediate
phase of a type II superconductor if the vortices are delo-
calized. Our results are also particular to linear response.
The contribution of localized vortices (and potentially
plasmons) to non-linear response AC conductivity is an
interesting open problem that we leave to future work.
Our results are also particular to the bulk response of the
superconductor. The contribution of boundary currents
to the response of a superconductor will be discussed at
length elsewhere83.
Finally as with any localized system, one must consider
the effect of rare regions with low disorder, also known as
Griffiths regions. It has been argued that in spatial di-
mensions greater than one, such rare regions destabilize
localization on timescales exponentially long in disorder
strength46. Such rare regions may thus alter our scaling
behavior on frequency scales exponentially small in dis-
order strength. It has also been argued that rare regions
can modify the scaling form of the ac conductivity close
to a delocalization transition28. All considerations of rare
region effects are beyond the scope of the present paper,
which concentrates on phenomena at typical points in
space.
To conclude, in this paper, we have discussed the low
frequency AC conductivity of a many-body localized su-
perconductor. In the Anderson-localized limit, we have
argued that the system can display an unusual σ(ω) ∼ ωφ
scaling with φ > 2 at zero temperature. This behavior is
argued to be robust to interactions at zero temperature.
At non-zero temperature and with interactions there is
a crossover between a low frequency regime which is of
the form discussed in Ref.28, and a broad intermediate
frequency regime with unusual power laws. We have dis-
cussed this crossover at length and have shown that it
is controlled by the average number of flips contained
within a localization volume, a quantity which we denote
as α−1.
Our arguments are not expected to apply to the in-
termediate phase of type II superconductors with mobile
vortices. However they are expected to apply both to
the Meissner phase, and to the intermediate phase when
vortices are localized on disorder. In these regimes they
provide a characterization of localized superconductors
through their ac conductivity, a quantity readily accessi-
ble through optical experiments. Our results are also par-
ticular to linear response, and to typical points in space.
Consideration of effects beyond linear response, and also
considerations of rare regions effects and how they mod-
ify the behavior discussed herein, would be worthwhile
projects for future work.
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