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STABILIZATION OF PARTIAL DIFFERENTIAL EQUATIONS BY
SEQUENTIAL ACTION CONTROL
YAN BRODSKYI1, FALK M. HANTE1, ARNO SEIDEL2
Abstract. We extend the framework of sequential action control to systems of partial dif-
ferential equations which can be posed as abstract linear control problems in a Hilbert space.
We follow a late-lumping approach and show that the control action can be explicitly obtained
from variational principles using adjoint information. Moreover, we analyze the closed-loop
system obtained from the SAC feedback for quadratic stage costs. We apply this theory
prototypically to an unstable heat equation and verify the results numerically.
Keywords. partial differential equations, moving horizon control, optimization, uncertainties,
stabilization
1. Introduction
With the rising performance of embedded and networked systems the stabilization of processes
governed by partial differential equations (PDEs) in real time and under uncertainties becomes
an important topic in control theory. Here we consider processes predicted by linear PDEs of
evolution type with distributed control given in an abstract sense by the operator differential
equation
y˙(t) = Ay(t) +Bu(t) ∈ H, t > 0
with a state y and control u in possibly infinite-dimensional spaces H and U , respectively, and
satisfying the initial condition
y(0) = y0
for some initial state y0 ∈ H. Of course, many sophisticated control strategies such as classical
LQR [9], and more recently, backstepping [24] or using port-Hamiltonian reformulations [16]
have been proposed for this class of problems. Our investigations here concern a moving horizon
strategy for the control design to guarantee asymptotic stabilization of y at the origin, or more
generally, nonlinear path following for a given desired trajectory yd(t), t > 0. This principle
allows to include measurements to account for uncertainties in an online fashion, e.g., for the
typically not exactly known initial state y0 for the next horizon. An interesting application, for
instance, is the stabilization of gas networks, where the realized demand has some variations over
a predicted one during intra-day operation [8, 14].
In this context, the most prominent control design is (nonlinear) model predictive control
(MPC), where future control action is obtained from the solution of a dynamic optimization
problem. This has been applied very successfully in numerous engineering applications [21].
Concerning problems involving PDEs, stability analysis for the closed loop with a focus on late
lumping is carried out, for example, in [1, 2, 3, 11, 13, 15]. In this work, we consider a moving
horizon strategy differing from the MPC in avoiding the solution to a time-depend optimal control
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Figure 1. A schematic illustration of the SAC principle [4].
problem in each step. Instead, a piecewise constant control action is computed by selecting a
control value and an application time that ensures a certain decrease of the current stage costs.
This principle has been introduced for nonlinear problems with ordinary differential equations as
sequential action control (SAC) in [4]. It relies on representations of the so-called mode insertion
gradient using adjoint information originating in optimization of switched dynamical systems [5]
and the needle variation as used in the derivation of Pontryagin’s principle [20].
Our contribution here is to extend the idea of sequential action control to the above PDE
setting in a Hilbert space framework. This is based on recent results on representations of the
mode insertion gradient for switched PDE-dynamical systems [23]. We show that the control
action can be explicitly obtained from variational principles using an adjoint PDE. A finite-
dimensional controller can then be obtained using Galerkin approximations. Unlike applying [4]
to a finite-dimensional (lumped) approximation of the PDE this allows independent discretiza-
tions for the forward and adjoint problem. Moreover, this allows us to show that the closed-loop
performance for quadratic stage costs can in first order be characterized by a system under a
particular linear feedback. Using this, we derive mesh independent stabilizing properties of this
method prototypically for an unstable heat equation from [3]. For this problem, we also provide
a numerical study for the most important parameters in this framework.
The remaining article is organized as follows. In Section 2, we introduce the Hilbert space
framework of SAC. Moreover, for the important special case of quadratic stage costs, we charac-
terize the closed-loop system for the stability analysis of SAC actions. In Section 3, we analyze
the performance of SAC for an unstable heat equation. In Section 4, we provide concluding
remarks.
2. A Hilbert space framework for SAC
Within a moving horizon strategy we consider the stage problem
min J1(u) =
∫ T
0
l1(y(s)) ds+m(y(T ))
s.t. y˙(t) = Ay(t) +Bu(t), t ∈ (0, T ), y(0) = y0,
u(t) ∈ U, t ∈ (0, T ),
(1)
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where A is a (possibly unbounded) linear operator on a state space H, B is a bounded control
operator on a control space U with images in H, l1 and m are (possibly nonlinear) functionals on
H, y0 is a fixed initial state in H, T is a fixed time horizon and the minimization is with respect
to all u ∈ Ut = Lp(0, T ;U) for some p ≥ 1. We assume that H and U are real (separable) Hilbert
spaces with inner products 〈·, ·〉H and 〈·, ·〉U , respectively. Further technical assumptions on the
operators and functionals in (1) will be imposed in the sequel.
2.1. The SAC principle. Given a reference control u1 ∈ Ut let uλ,τ,v denote the needle varia-
tion defined by
uλ,τ,v =
{
u1(t), t /∈ [τ − λ2 , τ + λ2 ]
v, t ∈ [τ − λ2 , τ + λ2 ].
Further, let dJ1dλ+ (τ, v) denote the sensitivity
dJ1
dλ+
(τ, v) = lim
λ↓0
J1(uλ,τ,v)− J1(u1)
λ
(2)
for the current stage (1). The principle of SAC relies on choosing u∗(τ) as a solution of the
following subproblem
min l2(u(τ)) :=
1
2
[
dJ1
dλ+
(τ, u(τ))− αd
]2
+ 12 〈u(τ), Ru(τ)〉U , (3)
for some application time τ ∈ (0, T ), where αd = γJ1(u1), γ < 0 is to be chosen appropriately
in order to obtain a sufficiently large reduction for the current prediction according to (1) when
uτ,λ,u∗(τ) is applied for the current stage on the interval [τ − λ2 , τ + λ2 ] with a suitably chosen
duration λ > 0 until a new control has been computed for a shifted prediction horizon, cf. Fig-
ure 1. The operator R in (3) can be suitably chosen as a regularization parameter or to model
control costs in this process.
The main motivation for this control principle is the observation that the subproblem (3)
can be solved explicitly in the case of control-affine problems governed by ordinary differential
equations using characterization of the sensitivity (2) based on the solution of a suitable adjoint
problem [4]. An adjoint calculus recently developed in [23] allows us to provide a similar result
for a PDE setting such as (1) under certain technical assumptions.
Assumption 1. The operator A is densely defined on D(A) ⊂ H and generates a strongly
continuous semigroup S(t) = etA on H. The cost functionals l1 : H → R and m : H → R
are continuously differentiable in the sense of Fréchet. The operator R : U → U is bounded,
self-adjoint and satisfies, for some γR > 0, the coercivity estimate 〈Ru, u〉 ≥ γR‖u‖2U for all
u ∈ U .
Under the above assumptions, the abstract initial value problem in (1)
y˙(t) = Ay(t) +Bu(t), u(t) ∈ U, t ∈ (0, T ), y(0) = y0 (4)
has a unique solution y ∈ C([0, T ];H) in the mild sense, i.e.,
y(t) = etAy0 +
∫ t
0
e(t−s)ABu(s) ds, t ∈ [0, T ] (5)
for any u ∈ Ut and any y0 ∈ H. Moreover, the following adjoint problem
p˙(t) = −A∗p(t)− (l1)y(y(t))
p(T ) = my(y(T ))
(6)
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also has a unique solution p ∈ C([0, T ];H∗) in a mild sense, i.e.,
p(t) = e(T−t)A
∗
p(T ) +
∫ T
t
e(s−t)A
∗
(l1)y(y(s)) ds, t ∈ [0, T ] (7)
for any u ∈ Ut. See, e.g., [10,19] for details. In addition, the problem (3) has an explicit solution.
Theorem 2.1. Let y ∈ C([0, T ];H) be a solution of the state equation in (1) with u being a given
reference control u1 ∈ C(0, T ;U). Further, let p ∈ C([0, T ];H∗) be the corresponding solution of
the adjoint problem (6). With P ∈ C([0, T ];U∗) defined by
P (t) : w 7→ 〈B∗p(t), w〉U , t ∈ [0, T ], (8)
the optimal solution u∗(τ) of the problem (3) is given by
u∗(τ) = (P ∗(τ)P (τ) +R∗)−1[P ∗(τ)P (τ)u1(τ) + P ∗(τ)αd] (9)
for all τ ∈ [0, T ].
Proof. Under the Assumption 1, we can use [23, Theorem 10] to obtain that the limit in (2)
exists and that it is given by
dJ1
dλ+
(τ, v) = 〈p(τ), B(u(τ)− u1(τ))〉U = 〈B∗p(τ), u(τ)− u1(τ)〉U (10)
with p satisfying (6). Moreover, as a sum of convex functions, l2(τ, u(τ)) is convex as a function of
u. With this, necessary optimality conditions become sufficient. Classical optimality conditions
now yield that
dl2
du∗
(u∗)η = lim
ε↓0
1
ε
[l2(u∗ + εη)− l2(u∗)] = 0. (11)
With (10), we obtain that for all τ ∈ [0, T ] and all η ∈ C(0, T ;U)
l2(u∗(τ) + εη(τ)) =
1
2 [〈p(τ), B(u
∗(τ) + εη − u1(τ))〉H − αd]2
+ 12 〈u
∗(τ) + εη(τ), R(u∗(τ) + εη(τ))〉U
and, with a short calculation, that
l2(u∗(τ) + εη(τ))− l2(u∗(τ)) = 〈B∗p(τ), u∗(τ)− u1(τ)〉U 〈B∗p(τ), εη(τ)〉U
+ 12 〈B
∗p(τ), εη(τ)〉2U − αd〈B∗p(τ), εη(τ)〉U
+ ε2 〈u
∗(τ), Rη(τ)〉U + ε2 〈η(τ), R(u
∗(τ) + εη(τ))〉U .
(12)
By linearity, the right hand side in (12) converges uniformly as ε → 0. Hence, we can take the
limit in (11) and obtain, for almost every τ ∈ [0, T ],
[〈B∗p(τ), u∗(τ)− u1(τ)〉U − αd] 〈B∗p(τ), ξ〉U + 〈R∗u∗(τ), ξ〉U = 0, for all ξ ∈ U. (13)
With P defined as in (8), we have
[〈B∗p(τ), u∗(τ)− u1(τ)〉U − αd] 〈B∗p(τ), ξ〉U + 〈R∗u∗(τ), ξ〉U
= 〈P (τ)(u∗(τ)− u1(τ))− αd, P (τ)ξ〉R + 〈R∗u∗(τ), ξ〉U
= 〈P ∗(τ)(P (τ)(u∗(τ)− u1(τ))− αd), ξ〉U + 〈R∗u∗(τ), ξ〉U
= 〈(P ∗(τ)P (τ) +R∗)u∗(τ)− P ∗(τ)P (τ)u1(τ)− P ∗(τ)αd, ξ〉U .
(14)
Using (14) in (13) the fundamental lemma of calculus of variations yields
(P ∗(τ)P (τ) +R∗)u∗(τ)− P ∗(τ)P (τ)u1(τ)− P ∗(τ)αd = 0. (15)
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For all τ ∈ [0, T ] the operator P ∗(τ)P (τ) is self-adjoint and under the hypotheses in Assumption 1
the operator P ∗(τ)P (τ) +R∗ is self-adjoint and satisfies
〈(P ∗(τ)P (τ) +R)u, u〉U = (P (τ)u)2 + 〈Ru, u〉U ≥ γR‖u‖2U .
Hence, the operator P ∗(τ)P (τ) + R∗ has a bounded inverse for all τ ∈ [0, T ] and (9) follows by
rearranging terms in (15). 
Idealized SAC would use solutions of (9) applied as a feedback law continuously in time
as the time horizon [0, T ] is shifted. For quadratic costs we will analyze the performance of
this exact feedback in Section 2.3. However, an implementation requires a finite-dimensional
approximation of the right-hand-side in (9). We note that, in addition, practical versions of
SAC take into account a small computation time ∆ct needed to solve (9) numerically as well
as additional steps such as computation of efficient application times τ and efficient application
durations λ using step size control techniques, cf. Figure 1. Moreover, saturation techniques
for control constraints can be used in each iteration. These steps and can be implemented as
proposed in [4] and shall therefore not be discussed here further.
2.2. Galerkin approximations. In order to obtain a finite-dimensional controller, we consider
here Galerkin approximations. On the level of the discretizations, we can then compare the
proposed late-lumping control actions with those of [4] applied to a finite-dimensional approxi-
mation of the PDE. We will use that under the Assumption 1 the mild solution of (4) coincides
with the weak solution given by y ∈ Lp(0, T ;H) such that 〈k, y(·)〉H ∈W 1,p(0, T ) and for almost
every t ∈ [0, T ]
d
dt
〈k, y(t)〉H = 〈A∗k, y(t)〉H + 〈k,Bu(t)〉H , y(0) = y0, for all k ∈ D(A∗),
see [6, 10].
Let Hh ⊂ H be a finite-dimensional subspace of D(A) ⊂ H with a basis (φi)Ni=1, H∗h ⊂ H∗
be a finite-dimensional subspace of D(A∗) ⊂ H∗ with a basis (κi)Ki=1 and Uh ⊂ U be a finite-
dimensional subspace of U with basis (ψi)Mi=1. With the Ansatz
y(t) =
N∑
i=1
yˆi(t)φi, p(t) =
K∑
i=1
pˆi(t)κi, u(t) =
M∑
i=1
uˆi(t)ψi, (16)
we get an approximation of (4) by
M> ˙ˆy(t) = A>yˆ(t) + B>uˆ(t), M>yˆ(0) = (〈y0, φ1〉H , . . . , 〈y0, φN 〉H)> (17)
with matrices
M = (〈φi, φj〉H)i,j=1,...,N , A = (〈Aφi, φj〉H)i,j=1,...,N , and B = (〈Bψi, φj〉H)i=1,...,M, j=1,...,N .
Similar, with lˆ1 : RN → R and mˆ : RN → R defined as
lˆ1(yˆ) 7→ l1
(
N∑
k=1
yˆkφk
)
, mˆ(yˆ) 7→ m
(
N∑
k=1
yˆkφk
)
we get an approximation of (1) by
Jˆ1(yˆ) =
∫ T
0
lˆ1(yˆ(t)) dt+ mˆ(yˆ(T )), (18)
and an approximation of (6) by
M˜> ˙ˆp(t) = −A˜>pˆ(t)− l˜1(yˆ(t)), M˜>pˆ(T ) = m˜(yˆ(T )) (19)
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with M˜ = (〈κi, φj〉H)i=1...,K, j=1,...,N , A˜ = (〈κi, Aφj〉H)i=1,...,K, j=1,...,N , and
l˜1(yˆ(t)) = (〈(lˆ1)yˆ(yˆ(t)), φj〉H)j=1,...,N , m˜(yˆ(t)) = (〈mˆyˆ(yˆ(T )), φj〉H)j=1,...,N .
This yields the following late-lumping SAC control action.
Proposition 2.2. For a discretized reference control uˆ1 such that u1(τ) =
∑M
i=1 uˆ1(τ)ψi, pˆ
being a solution of (19), Λ˜(τ) = B˜>pˆ(τ)pˆ>(τ)B˜ with B˜ = (〈κi, Bφj〉H)i=1,...,K, j=1,...,M , and
R = 〈ψi, Rψj〉U an approximation of (9) is given by
u˜∗2(τ) =
(
Λ˜ +R>
)−1 [Λ˜uˆ1(τ) + αdB˜>pˆ(τ)] , (20)
for all τ ∈ [0, T ].
Proof. The result follows from plugging (16) into (9) and using that (Λ +R>) is invertible as Λ
being symmetric positive semidefinite and R being symmetric positive definite. 
The alternative early-lumping approach is to apply the SAC principle from [4] directly to the
discretized problem (18) subject to (17). With R as in Proposition 2.2 a SAC action u¯∗(τ) is
then chosen as the result of
min lˆ2(u¯(τ)) :=
1
2
[
dJˆ1
dλ+
(τ, u¯(τ))− αd
]2
+ 12 〈u¯(τ), Ru¯(τ)〉RM .
For the discretized reference control uˆ1 as in Proposition 2.2, we then get
u¯∗(τ) =
(
Λ(t) +R>
)−1 [Λ(t)uˆ1(τ) + αdB(M−1ρˆ(τ)] , (21)
where Λ(τ) = B(M−1ρˆ(τ))(M−1ρˆ(τ))>B>, ρˆ solves the backward ODE
˙ˆρ(t) = −AM−1ρˆ(t)− (lˆ1)yˆ(yˆ(t)), ρˆ(T ) = mˆyˆ(yˆ(T )) (22)
and yˆ is the solution of (17). Only under certain assumptions it holds that the two approaches
yield the same control action.
Proposition 2.3. Choosing Hh = H∗h with the same basis, i.e., K = N and φi = κi for
i = 1, . . . , N , we have
pˆ(t) =M−1ρˆ(t), t ∈ [0, T ].
In particular, uˆ∗ obtained from (20) and u¯∗ obtained from (21) coincide.
Proof. Choosing Hh = H∗h with the same basis functions, we have A = A˜>, B = B˜> and
M = M˜>. With that, the result follows from (19) and (22) as well as (20) and (21). 
We note that error analysis can be applied to (20) in order to estimate the error of the finite-
dimensional SAC control action in terms of data for the stage problem (1). For appropriate
techniques concerning parabolic problems, see, e.g., [18].
2.3. The SAC feedback for quadratic stage costs. In this section we consider the important
special case of quadratic stage costs. In this setting, one can derive a linear feedback law that
describes in first order the dynamics of the closed loop system when controls given by the SAC-
principle are continuously applied. Our analysis concerns the case of quadratic stage costs of the
form
J˜1 =
1
2
∫ T
0
‖Q(y(t)− yd)‖2H dt+
1
2 〈PT (y(T )− yd, y(T )− yd〉H (23)
with yd = 0, u1 = 0, Q being a bounded linear operator on H and PT a positive and self-adjoint
operator on H. For expository simplicity, we assume H = H∗.
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Lemma 2.4. Let F (t) : H → H be self-adjoint, positive, bounded linear operator and the mild
solution of the Riccati equation
F˙ (t) = −A∗F (t)− F (t)A−Q∗Q, t ∈ (0, T ) a.e.
F (T ) = PT .
(24)
Then for quadratic costs of the form (23)
p(t) = F (t)y(t), t ∈ [0, T ]. (25)
Proof. For (23) my(y(T )) = PT y(T ) and (l1)y(y(t)) = Q∗Qy(t). By (6) and (24) it holds, that
p(T ) = PT y(T ) = F (T )y(T ). Furthermore, for any y ∈ L2(0, T ;H) a mild solution of (24) is
given by
F (t)y =
∫ T
t
e(σ−t)A
∗
Q∗Qe(σ−t)Ay dσ + e(T−t)A
∗
PT e
(T−t)Ay, (26)
see [7, Part IV, Section 2]. Now, rewriting (7) and F (t)y(t) using (23) and (5), we obtain
p(t) = e(T−t)A
∗
PT e
TAy0 +
∫ T
t
e(s−t)A
∗
Q∗QesAy0 ds, t ∈ [0, T ] (27)
F (t)y(t) =
∫ T
t
e(σ−t)A
∗
Q∗Qe(σ−t)AetAy0 dσ + e(T−t)A
∗
PT e
(T−t)AetAy0
=
∫ T
t
e(σ−t)A
∗
Q∗QeσAy0 dσ + e(T−t)A
∗
PT e
TAy0, t ∈ [0, T ].
(28)
Equality of the right-hand-sides of (27) and (28) along with the initial conditions gives us (25).

Corollary 2.5. For (23), we have
u∗(t) = αd(R∗)−1B∗F (t)y(t) + o(‖y‖H) for ‖y‖H → 0. (29)
Proof. From (8), we have that for all v, w ∈ H
(P ∗(t)P (t)v)w = 〈P ∗(t)P (t)v, w〉H = 〈P (t)v, P (t)w〉H = 〈B∗p(t), v〉H〈B∗p(t), w〉H ,
and
〈B∗p(t), v〉H = 〈B∗F (t)y(t), v〉H ≤ ‖B∗F (t)‖‖y(t)‖H‖v‖H .
Hence, the self-adjoint operator P ∗(t)P (t) depends quadratically on y. Moreover, using that F
as a solution of (24) is independent of y, we have
‖B∗F (t)y(t)‖H ≤ CB∗‖F (t)y(t)‖H ≤ CB∗CF ‖y(t)‖H , y ∈ L2(0, T ;H)
for some constants CB∗ , CF > 0. The inverse operator (9) can be written as
(P ∗(t)P (t) +R∗)−1 = (R∗)−1 − (R∗)−1P ∗(t)P (t)(P ∗(t)P (t) +R∗)−1.
With the above, we get from (9)
u∗(t) = (P ∗(t)P (t) +R∗)−1P ∗(t)αd = (R∗)−1P ∗(t)αd + o(‖y‖H) (30)
for ‖y‖H sufficiently small. Using (8) in (30) yields (29). 
Under the conditions of appropriate generalizations of the Hartman-Grobman theorem (see
e.g., [17] for reaction-diffusion equations and [22] for wave equations), we can conclude from
Corollary 2.5 that near the equilibrium a continuous application of controls computed by SAC
is a system under linear feedback
y˙ =
(
A+ αdB(R∗)−1B∗F (t)
)
y(t), t ≥ 0,
y(0) = y0.
(31)
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For given A and B, the closed-loop system (31) can be analyzed for stability. We do this
prototypically for a selected example concerning an unstable parabolic problem.
3. Unstable heat equation
In this section, we consider prototypically the stabilization of the one-dimensional reaction-
diffusion process
yt = yxx+µy+
√
βu, on Ωt := [0,∞)×(0, L), y(t, 0) = y(t, L) = 0, y(0, x) = y0(x) (32)
at yd = 0 with the quadratic stage costs
J˜1 =
1
2
∫ T
0
∫ L
0
(q¯(y(t, x)− yd(x)))2 dx dt (33)
for real constants β, q¯ > 0 with the SAC-principle. We note that the solution of (32) without
control, i.e., u(t) = u1(t) = 0, is exponentially unstable. The stabilization of (32) with classical
MPC schemes was investigated in [3].
With the spaces H = L2(0, L), U = L2(0, L), the operators A and B defined by Ay = µy+∆y
for y ∈ D(A) = H10 (0, L) ∩H2(0, L) and Bu =
√
βu for u ∈ U , the control problem (32) can be
written as
y˙(t) = Ay(t) +Bu(t), t ∈ (0, T ), y(0) = y0,
see, e.g., [7]. With PT = 0, Qy = q¯y, the cost function (33) has the quadratic form (23).
Moreover, for the SAC principle, we choose R in (3) as the identity in H. Then, the closed-loop
system (31) becomes
yt = Ay + αdβFq¯y, on Ωt := [0,∞)× (0, L), y(t, 0) = y(t, L) = 0, y(0, x) = y0(x) (34)
with Fq¯ as a solution of the Riccati equation (24) given by
Fq¯y =
∫ T
t
e(σ−t)A
∗
Q∗Qe(σ−t)Ay dσ =
∫ T
t
q¯2
(
e(σ−t)A
)2
y dσ, (35)
from (26) and using that A is self-adjoint.
In the following we analyze the closed-loop system (34) and verify the results numerically.
3.1. Asymptotic analysis of the SAC feedback. First, we characterize solutions of the
closed-loop system (34) using a product approach.
Lemma 3.1. Let φk, k = 1, ...,∞, be eigenfunctions, Dk being eigenvalues of the Dirichlet-
Laplace operator ∆y on D(A) ⊂ H and assume that µ 6= −Dk for all k ∈ N. Furthermore,
let
αk(t) = χke
(
(µ+Dk)− αdβq¯
2
2(µ+Dk)
)
t− αdβq¯
2
4(µ+Dk)2
e2(T−t)(µ+Dk)+ αdβq¯
2
4(µ+Dk)2
e2T (µ+Dk)
with αk(0) = χk and constants χk := 〈y0, φk〉L2(0,L), k = 1, ...,∞. Then, the solution y of (34)
is within the set of functions
y(t, x) =
∞∑
k=1
αkφk, x ∈ (0, L), t ∈ [0,∞), (36)
for which the sum converges.
Proof. In the operator form the semigroup etA acts on the function φk(·) as et(µ+Dk)φk(·), see,
e.g., [12]. Hence, using (35) and the ansatz (36), we obtain from (34) the equation
α˙k(t)φk(x) = αk(t)φ′′k(x) + µαk(t)φk(x) + αdβ
∫ T
t
αk(t)q¯2e2(σ−t)(µ+Dk)φk(x)dσ. (37)
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Here, φk represents the spectral decomposition of φ in L2(0, L). Now dividing (37) by φk(x) and
substituting φ
′′
k (x)
φk(x) by Dk we receive a first order ODE
α˙k(t) = (µ+Dk)αk(t) + αdβq¯2αk(t)
∫ T
t
e2(σ−t)(µ+Dk)dσ. (38)
By computing the integral explicitly and rearranging terms, we get
α˙k(t) = αk(t)
(
(µ+Dk) +
αdβq¯
2
2(µ+Dk)
e2(T−t)(µ+Dk) − αdβq¯
2
2(µ+Dk)
)
.
Now define δk = (µ+Dk) and κk = αdβq¯
2
2(µ+Dk) . With this, we obtain
α˙k(t) = αk(t)
(
δk + κke2(T−t)δk − κk
)
. (39)
Using the initial value αk(0) = χk we can solve (39):∫ αk(t)
χk
dαk
αk
=
∫ t
0
(
δk + κke2(T−s)δk − κk
)
ds,
ln(αk(t)) = ln(χk) + (δk − κk) t− κk2δk e
2(T−t)δk + κk2δk
e2Tδk .
So the solution of the equation (38) is given by
αk(t) = χke(δk−κk)t−
κk
2δk
e2(T−t)δk+ κk2δk e
2Tδk
.
Using that φk, k = 1, . . . ,∞, is a basis of H concludes the proof. 
The following result concerns the asymptotic stability of the closed-loop system (34) for t→∞
in dependency of the most important parameters T, q¯, β and αd of the SAC-principle.
Theorem 3.2. Let Dk being the eigenvalues of the Dirichlet-Laplace operator ∆y on D(A) ⊂ H
and assume that µ 6= −Dk for all k ∈ N. Then for any T, q¯, β > 0, there exists α¯d < 0 such that
the closed-loop system (34) is asymptotically stable in yd = 0 for any αd ≤ α¯d.
Proof. We use the characterization of solutions to the closed-loop system (34) from (3.1). From
‖y(t, x)‖H ≤
∑∞
k=1 |αk(t)|‖φk‖H , we want to show that |αk(t)| → 0 uniformly in k for t→∞. To
this end, and noting that, for all k = 1, . . . ,∞, the coefficients αk are continuously differentiable
for all t, we first take a look on the derivative of αk for small t > 0, i.e., we consider the limit
lim
t↓0
α˙k(t) = χk
(
(µ+Dk)− αdβq¯
2
2(µ+Dk)
+ αdβq¯
2
2(µ+Dk)
e2T (µ+Dk)
)
.
Since αk(0) = χk, then limt↓0 1χk α˙k(t) must be less than zero, so that the function |αk(·)|
decreases close to zero. To guarantee this we require(
(µ+Dk)− αdβq¯
2
2(µ+Dk)
+ αdβq¯
2
2(µ+Dk)
e2T (µ+Dk)
)
≤ C < 0, (40)
where C = −min{|µ+Dk| : k ∈ N} is independent of k.
Consider we first the case when (µ+Dk) < 0. Then reorganizing (40) and multiplying both
sides by 2(µ+Dk) we obtain
αdβq¯
2
(
e2T (µ+Dk) − 1
)
> −2(µ+Dk)2 + C(µ+Dk).
From (µ+Dk) < 0, we have that
(
e2T (µ+Dk) − 1) < 0 and obtain the condition
αdβq¯
2 <
−2(µ+Dk)2 + C(µ+Dk)(
e2T (µ+Dk) − 1) .
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Parameter Meaning Value
L length of the spatial 1-D area 1
µ instability constant 1.35pi2
y0(x) initial value for the temperature profile 15 sin (pix)
q¯ weight constant for matrix Q 10
β constant 1.6
ts sampling time step 0.1
Table 1. Problem parameters chosen for the numerical study concerning the
reaction-diffusion problem (32) and the chosen stage costs (33)
This inequality holds for any αd < 0.
Now we consider the second case when µ+Dk > 0. In order to have under this condition the
inequality
(
e2T (µ+Dk) − 1) > 0, we obtain from (40) an explicit inequality constraint for αd for
different k
αd,k <
−2(µ+Dk)2 + C(µ+Dk)
βq¯2
(
e2T (µ+Dk) − 1) . (41)
Hence, for each k = 1, . . . ,∞ we can find appropriate αd,k, under conditions (41), for which
asymptotic stability holds.
Since there are only finitely many (µ+Dk) > 0, we can always find an αd which implies (40)
for all k = 1, . . . ,∞ and for which ‖y(t)‖H is decreasing. For this we can for example choose
α¯d = min{αd,k : (µ+Dk) > 0, k ∈ N}.
This completes the proof. 
Theorem 3.2 together with the results of Subsection (2.3) and [17] yields that continuously
applied SAC with any T, q¯ > 0 and a sufficiently small αd < 0 stabilizes (32) in yd = 0 if ‖y0‖
is sufficiently small. Our numerical experiments indeed reveal that this result does not extend
to global asymptotic stability, i.e., in general, one cannot find a fixed αd for which stability
of the closed-loop is guaranteed for any y0 ∈ Y . Moreover, too small αd result in very large
control actions, so that a sufficiently short time stepping is needed for a numerical realization in
order to avoid overshooting. This suggests to choose αd depending on y0, for example by setting
αd = γJ1(u1) with some γ < 0 as considered in the general framework presented in Section 2.
Below we provide a parameter study for the choice of the constants γ and T .
3.2. Numerical results. For our numerical study of SAC for the problem (32) we choose the
parameters provided in Table 1. Our numerical implementation uses the Galerkin approximation
presented in Subsection 2.2. As the finite-dimensional state and adjoint subspaces Hh = H∗h
we choose piecewise linear functions and as the finite-dimensional control subspace Uh we take
piecewise constant functions on an equidistant grid with mesh size h = 0.01. The resulting ODEs
are solved numerically using the implicit Euler method in time at the sampling times ts. Unlike
in the original SAC algorithm [4] and the generalization in Section 2, but in order to make the
numerical results comparable to the theoretical results in the Subsection 3.1, we consider the
calculation time tcalc = 0 and a fixed control application time λ = ts. However, we note that
our numerical experiments reveal that small tcalc > 0 and more sophisticated time stepping for
λ does not change the results qualitatively.
We recall that the solution of (32) without control, i.e., u(t) = u1(t) = 0, is exponentially
unstable. Our numerical stabilization results are reported in Figure 2. The Subfigures (A)
and (B) illustrate the performance of the finite-dimensional SAC controller for driving the state
towards the unstable equilibrium yd = 0 with the choice T = 1 and γ = −0.5. In Subfigure (C),
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(a) (b)
(c) (d)
Figure 2. Numerical results for the unstable heat equation (32). (A) shows
the stabilized state using SAC feedback (for T = 1, γ = −0.5) and (B) shows
the corresponding control. (C) shows the error of the state in the L2-norm for
different parameters γ (for T = 1) and (D) shows this error for different time
horizons T (for γ = −0.5)
we see that smaller γ lead to faster stabilization. However, due to our fixed implicit time stepping,
the rate is limited by overshooting which becomes visible in our example for γ = −1 in t = 0.5.
Subfigure (D) shows that a longer time time horizon T leads to a smaller error of the state in
the L2-norm. We can observe that the stabilization rate is actually exponentially until the error
drops below a small constant that depends on the chosen sampling time.
Finally, we remark that if we would take µ =
(
pi
L
)2 or smaller, then any negative constant γ or
even small enough (by absolute value) negative αd would lead to stabilization of the state. This
is supported by our analysis in the previous subsection in the case when µ is smaller then the
smallest eigenvalue of (−∆). This indicates that SAC actions also qualify for rapid stabilization.
The corresponding analysis on stabilization rates may be considered in future work.
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4. Concluding remarks
Our investigations show that sequential action control (SAC) is a promising framework also for
control and stabilization of PDE-dynamical problems. It is well suited to include measurements
in an online fashion for example in order to account for uncertainties. As a particular variant
of a moving horizon method and in contrast to classical model predictive control, the control
synthesis can be done without solving a dynamic optimization problem. This makes it very easy
to implement the controller. Moreover, from this we can see that the control principle can be
easily extended to piecewise linear switched systems and hence arbitrarily close approximations
of nonlinear evolutions.
Here we have taken a first step towards a qualitative analysis of this control principle in a
Hilbert space framework with distributed control. As in the case of problems with ordinary dif-
ferential equations, the stability analysis for the important case of quadratic stage costs turns out
to be closely related to Riccati-theory. We have been applying this prototypically for stabilization
of a reaction-diffusion process.
Possible directions for future work is the stability analysis for problems including boundary
control, partial state observation, hyperbolic dynamical systems as well as complying with state
constraints.
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