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ANALYSIS OF A NEW SPACE-TIME PARALLEL MULTIGRID
ALGORITHM FOR PARABOLIC PROBLEMS
MARTIN J. GANDER ∗ AND MARTIN NEUMU¨LLER †
Abstract. We present and analyze a new space-time parallel multigrid method for parabolic
equations. The method is based on arbitrarily high order discontinuous Galerkin discretizations in
time, and a finite element discretization in space. The key ingredient of the new algorithm is a
block Jacobi smoother. We present a detailed convergence analysis when the algorithm is applied to
the heat equation, and determine asymptotically optimal smoothing parameters, a precise criterion
for semi-coarsening in time or full coarsening, and give an asymptotic two grid contraction factor
estimate. We then explain how to implement the new multigrid algorithm in parallel, and show with
numerical experiments its excellent strong and weak scalability properties.
Key words. Space-time parallel methods, multigrid in space-time, DG-discretizations, strong
and weak scalability, parabolic problems
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1. Introduction. About ten years ago, clock speeds of processors have stopped
increasing, and the only way to obtain more performance is by using more processing
cores. This has led to new generations of supercomputers with millions of computing
cores, and even today’s small devices are multicore. In order to exploit these new
architectures for high performance computing, algorithms must be developed that can
use these large numbers of cores efficiently. When solving evolution partial differential
equations, the time direction offers itself as a further direction for parallelization, in
addition to the spatial directions, and the parareal algorithm [29, 31, 1, 37, 18, 9]
has sparked renewed interest in the area of time parallelization, a field that is now
just over fifty years old, see the historical overview [8]. We are interested here in
space-time parallel methods, which can be based on the two fundamental paradigms
of domain decomposition or multigrid. Domain decomposition methods in space-
time lead to waveform relaxation type methods, see [17, 7, 19] for classical Schwarz
waveform relaxation, [12, 13, 10, 11, 2] for optimal and optimized variants, and [28,
33, 15] for Dirichlet-Neumann and Neumann-Neumann waveform relaxation. The
spatial decompositions can be combined with parareal to obtain algorithms that run
on arbitrary decompositions of the space-time domain into space-time subdomains, see
[32, 14]. Space-time multigrid methods were developed in [20, 30, 41, 25, 40, 26, 27, 43],
and reached good F-cycle convergence behavior when appropriate semi-coarsening and
extension operators are used. For a variant for non-linear problems, see [4, 36, 35].
We present and analyze here a new space-time parallel multigrid algorithm that
has excellent strong and weak scalability properties on large scale parallel computers.
As a model problem we consider the heat equation in a bounded domain Ω ⊂ Rd,
d = 1, 2, 3 with boundary Γ := ∂Ω on the bounded time interval [0, T ],
(1.1)
∂t u(x, t)−∆u(x, t) = f(x, t) for (x, t) ∈ Q := Ω× (0, T ),
u(x, t) = 0 for (x, t) ∈ Σ := Γ× (0, T ),
u(x, 0) = u0(x) for (x, t) ∈ Σ0 := Ω× {0}.
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2We divide the time interval [0, T ] into subintervals
0 = t0 < t1 < . . . < tN−1 < tN = T, with tn = n τ and τ =
T
N
,
and use a standard finite element discretization in space and a discontinuous Galerkin
approximation in time, which leads to the large linear system in space-time
[Kτ ⊗Mh +Mτ ⊗Kh]un+1 = fn+1 +Nτ ⊗Mhun, n = 0, 1, . . . , N − 1.(1.2)
Here, Mh is the standard mass matrix and Kh is the standard stiffness matrix in
space obtained by using the nodal basis functions {ϕi}Nxi=1 ⊂ H10 (Ω), i.e.
Mh[i, j] :=
∫
Ω
ϕj(x)ϕi(x)dx, Kh[i, j] :=
∫
Ω
∇ϕj(x) · ∇ϕi(x)dx, i, j = 1, . . . , Nx.
The matrices for the time discretization, where a discontinuous Galerkin approxima-
tion with polynomials of order pt ∈ N0 is used, are given by
Kτ [k, ℓ] := −
∫ tn
tn−1
ψnℓ (t)∂tψ
n
k (t)dt+ ψ
n
ℓ (tn)ψ
n
k (tn), k, ℓ = 1, . . . , Nt,
Mτ [k, ℓ] :=
∫ tn
tn−1
ψnℓ (t)ψ
n
k (t)dt, Nτ [k, ℓ] := ψ
n−1
ℓ (tn−1)ψ
n
k (tn−1).
Here the basis functions for one time interval (tn−1, tn) are given by Ppt(tn−1, tn) =
span{ψnℓ }Ntℓ=1, Nt = pt + 1, and for pt = 0, we would for example get a Backward
Euler scheme. The right hand side is given by
fn+1[ℓNx + j] :=
∫ tn
tn−1
∫
Ω
f(x, t)ϕj(x)ψℓ(t)dxdt, j = 1, . . . , Nx, ℓ = 1, . . . , Nt.
On the time interval (tn, tn+1), we can therefore define the approximation
un+1h (x, t) =
Nt∑
ℓ=1
Nx∑
j=1
un+1ℓ,j ϕj(x)ψℓ(t), with u
n+1
ℓ,j := un+1[ℓNx + j],
where un+1 is the solution of the linear system (1.2). We thus have to solve the block
triangular system
(1.3)

Aτ,h
Bτ,h Aτ,h
. . .
. . .
Bτ,h Aτ,h


u1
u2
...
uN
 =

f1
f2
...
fN
 ,
with Aτ,h := Kτ ⊗Mh +Mτ ⊗Kh and Bτ,h := −Nτ ⊗Mh.
To solve the linear system (1.3), one can simply apply a forward substitution with
respect to the blocks corresponding to the time steps. Hence one has to invert the
matrix Aτ,h for each time step, where for example a multigrid solver can be applied.
This is the usual way how time dependent problems are solved when implicit schemes
are used [38, 22, 23], but this process is entirely sequential. We want to apply a
parallelizable space-time multigrid scheme to solve the global linear system (1.3) at
once. We present our method in Section 2, and study its properties in Section 3
using local Fourier mode analysis. Numerical examples are given in Section 4 and
the parallel implementation is discussed in Section 5, where we also show scalability
studies. We give an outlook on further developments in Section 6.
32. Multigrid method. We present now our new space-time multigrid method
to solve the linear space-time system (1.3), which we rewrite in compact form as
Lτ,hu = f .(2.1)
For an introduction to multigrid methods, see [21, 39, 42, 44]. We need a hierarchical
sequence of space-time meshes TNL for L = 0, . . . ,ML, which has to be chosen in
an appropriate way, see Section 3.2. For each space-time mesh TNL we compute the
system matrix LτL,hL for L = 0, . . . ,ML. On the last (finest) level ML, we have to
solve the original system (2.1), i.e. LτML ,hML = Lτ,h.
We denote by SντL,hL the damped block Jacobi smoother with ν ∈ N steps,
uk+1 = uk + ωt(D˜τL,hL)
−1 [f − LτL,hLuk] .(2.2)
Here D˜−1τL,hL denotes an approximation of the inverse of the block diagonal matrix
DτL,hL := diag{AτL,hL}NLn=1, where a block AτL,hL := MhL ⊗ KτL + KhL ⊗ MτL
corresponds to one time step. We will consider in particular approximating (DτL,hL)
−1
by applying one multigrid V-cycle in space at each time step, using a standard tensor
product multigrid, like in [3].
For the prolongation operator PL we use the standard interpolation from coarse
space-time grids to the next finer space-time grids. The prolongation operator will
thus depend on the space-time hierarchy chosen. The restriction operator is the
adjoint of the prolongation operator, RL = (PL)⊤. With ν1, ν2 ∈ N we denote the
number of pre- and post smoothing steps, and γ ∈ N defines the cycle index, where
typical choices are γ = 1 (V-cycle), and γ = 2 (W-cycle). On the coarsest level L = 0
we solve the linear system, which consists of only one time step, exactly by using an
LU-factorization for the system matrix Lτ0,h0 . For a given initial guess we apply this
space-time multigrid cycle several times, until we have reached a given relative error
reduction εMG.
To study the convergence behavior of our space-time multigrid method, we use
local Fourier mode analysis. This type of analysis was used in [16] to study a two-
grid cycle for an ODE model problem, and we will need the following definitions and
results, whose proof can be found in [16].
Theorem 2.1 (Discrete Fourier transform). For m ∈ N let u ∈ R2m. Then
u =
m∑
k=1−m
uˆkϕ(θk), ϕ(θk)[ℓ] := e
iℓθk , ℓ = 1, . . . , 2m, θk :=
kπ
m
,
with the coefficients
uˆk :=
1
2m
(u,ϕ(−θk))ℓ2 =
1
2m
2m∑
ℓ=1
u[ℓ]ϕ(−θk)[ℓ], for k = 1−m, . . . ,m.
Definition 2.2 (Fourier modes, Fourier frequencies). Let NL ∈ N. Then the
vector valued function ϕ(θk)[ℓ] := e
iℓθk, ℓ = 1, . . . , NL is called Fourier mode with
frequency
θk ∈ ΘL :=
{
2kπ
NL
: k = 1− NL
2
, . . . ,
NL
2
}
⊂ (−π, π].
4The frequencies ΘL are further separated into low and high frequencies
ΘlowL := ΘL ∩ (−
π
2
,
π
2
],
ΘhighL := ΘL ∩
(
(−π,−π
2
] ∪ (π
2
, π]
)
= ΘL \ΘlowL .
Definition 2.3 (Fourier space). For NL, Nt ∈ N let the vector ΦL(θk) ∈ CNtNL
be defined as in Lemma 2.5 with frequency θk ∈ ΘL. Then we define the linear space
of Fourier modes with frequency θk as
ΨL(θk) := span
{
ΦL(θk)
}
=
{
ψL(θk) ∈ CNtNL : ψLn (θk) = UΦLn(θk), n = 1, . . . , NL and U ∈ CNt×Nt
}
.
Definition 2.4 (Space of harmonics). For NL, Nt ∈ N and for a low frequency
θk ∈ ΘlowL let the vector ΦL(θk) ∈ CNtNL be defined as in Lemma 2.5. Then the linear
space of harmonics with frequency θk is given by
EL(θk) := span
{
ΦL(θk),Φ
L(γ(θk))
}
=
{
ψL(θk) ∈ CNtNL : ψLn (θk) = U1ΦLn(θk) + U2ΦLn(γ(θk)),
n = 1, . . . , NL and U1, U2 ∈ CNt×Nt
}
.
Lemma 2.5. The vector u = (u1,u2, . . . ,uNL)
⊤ ∈ RNLNt for NL−1, Nt ∈ N and
NL = 2NL−1 can be written as
u =
NL−1∑
k=−NL−1+1
ψL(θk, U) =
∑
θk∈ΘL
ψL(θk, U),
with the vectors ψLn (θk, U) := UΦ
L
n(θk) and Φ
L
n(θk)[ℓ] := ϕ(θk)[n] for n = 1, . . . , NL
and ℓ = 1, . . . , Nt, and the coefficient matrix U = diag(uˆk[1], . . . , uˆk[Nt]) ∈ CNt×Nt
with the coefficients uˆk[ℓ] :=
1
NL
∑NL
i=1 ui[ℓ]ϕ(−θk)[i] for k = 1−NL−1, . . . , NL−1.
Lemma 2.6. For λ ∈ C the eigenvalues of the matrix (KτL + λMτL)−1NτL ∈
CNt×Nt are given by
σ((KτL + λMτL)
−1NτL) = {0, R(λτL)},
where R(z) is the A-stability function of the given discontinuous Galerkin time step-
ping scheme. In particular the A-stability function R(z) is given by the (pt, pt + 1)
subdiagonal Pade´ approximation of the exponential function ez.
Lemma 2.7. The mapping γ : ΘlowL → ΘhighL with γ(θk) := θk − sign(θk)π is a
one to one mapping.
Lemma 2.8. Let θk ∈ ΘlowL . Then the restriction operator RL as defined in (3.5)
has the mapping property
RL : EL(θk)→ ΨL−1(2θk),
with the mapping (
U1
U2
)
7→ (Rˆ(θk) Rˆ(γ(θk)))(U1U2
)
∈ CNt×Nt
5and the Fourier symbol
Rˆ(θk) := e−iθkR1 +R2.
Lemma 2.9. Let θk ∈ ΘlowL . Then the the prolongation operator PL as defined in
(3.5) has the mapping property
PL : ΨL−1(2θk)→ EL(θk),
with the mapping
U 7→
( Pˆ(θk)
Pˆ(γ(θk))
)
U ∈ C2Nt×Nt
and the Fourier symbol
Pˆ(θk) := 1
2
[
eiθkR⊤1 +R
⊤
2
]
.
Lemma 2.10. The frequency mapping
β : ΘlowL → ΘL−1 with θk 7→ 2θk
is a one to one mapping.
3. Local Fourier mode analysis. For simplicity we assume that Ω = (0, 1)
is a one-dimensional domain, which is divided into uniform elements with mesh size
h. The analysis for higher dimensions is more technical, but the tools stay the same
as for the one dimensional case. The standard one dimensional mass and stiffness
matrices are
Mh =
h
6

4 1
1 4
. . .
. . .
. . . 1
1 4
 , Kh = 1h

2 −1
−1 2 . . .
. . .
. . . −1
−1 2
 .
3.1. Smoothing analysis. The iteration matrix of damped block Jacobi is
SντL,hL =
[
I − ωt(DτL,hL)−1LτL,hL
]ν
,
where DτL,hL is a block diagonal matrix with blocks AτL,hL . We first use the exact
inverse of the diagonal matrix DτL,hL in our analysis, the V-cycle approximation is
studied later, see Remark 3.26. We denote by NLt ∈ N the number of time steps and
by NLx ∈ N the degrees of freedom in space for level L ∈ N0. Using Theorem 2.1, we
can prove
Lemma 3.1. Let u = (u1,u2, . . . ,uNLt )
⊤ ∈ RNtNLxNLt for Nt, NLx , NLt ∈ N,
where we assume that NLx and NLt are even numbers, and assume that
un ∈ RNtNLx and un,r ∈ RNt
for n = 1, . . . , NLt and r = 1, . . . , NLx. Then the vector u can be written as
u =
∑
θx∈ΘLx
∑
θt∈ΘLt
ψLx,Lt(θx, θt)
6with the vectors
ψLx,Ltn,r (θx, θt) := UΦ
Lx,Lt
n,r (θx, θt), Φ
Lx,Lt
n,r (θx, θt) := Φ
Lt
n (θt)ϕ
Lx(θx)[r]
for n = 1, . . . , NLt , r = 1, . . . , NLx and with the coefficient matrix
U := diag (uˆx,t[1], . . . , uˆx,t[Nt]) ∈ CNt×Nt
with the coefficients for θx ∈ ΘLx and θt ∈ ΘLt
uˆx,t[ℓ] :=
1
NLx
1
NLt
NLx∑
r=1
NLt∑
n=1
un,r[ℓ]ϕ(−θx)[r]ϕ(−θt)[n].
Proof. For u = (u1,u2, . . . ,uNLt )
⊤ ∈ RNtNLxNLt we define for s = 1, . . . , NLx
the vector ws ∈ RNLtNt as wsn[ℓ] := un,s[ℓ]. Applying Lemma 2.5 to the vector ws
results in
ui,s[ℓ] = w
s
i [ℓ] =
∑
θt∈ΘLt
ψLt(θt) =
∑
θt∈ΘLt
Ut[ℓ, ℓ]ϕ(θt)[i],
with
Ut[ℓ, ℓ] = wˆ
s
t [ℓ] =
1
NL
NLt∑
n=1
un,s[ℓ]ϕ(−θt)[n].
Next, we define for a fixed n ∈ {1, . . . , NLt} and a fixed ℓ ∈ {1, . . . , Nt} the vector
zn,ℓ ∈ RNLx as zn,ℓ[s] := un,s[ℓ]. Applying Theorem 2.1 to the vector zn,ℓ, we get for
s = 1, . . . , NLx
un,s[ℓ] = z
n,ℓ[s] =
∑
θx∈ΘLx
zˆn,ℓx ϕ(θx)[s], with zˆ
n,ℓ
x =
1
NLx
NLx∑
r=1
un,r[ℓ]ϕ(−θx)[r].
Combining the results above, we obtain the statement of this lemma with
ui,s[ℓ] =
∑
θx∈ΘLx
∑
θt∈ΘLt
ϕ(θx)[s]ϕ(θt)[i]
1
NLx
1
NLt
NLx∑
r=1
NLt∑
n=1
un,r[ℓ]ϕ(−θx)[r]ϕ(−θt)[n]
=
∑
θx∈ΘLx
∑
θt∈ΘLt
uˆx,t[ℓ]ϕ(θx)[s]ϕ(θt)[i]
=
∑
θx∈ΘLx
∑
θt∈ΘLt
U [ℓ, ℓ]ΦLx,Lti,s (θx, θt)[ℓ]
=
∑
θx∈ΘLx
∑
θt∈ΘLt
ψ
Lx,Lt
i,s (θx, θt)[ℓ].
Definition 3.2 (Fourier space). For Nt, NLx , NLt ∈ N and the frequency θx ∈
ΘLx and θt ∈ ΘLt , let the vector ΦLx,Lt(θx, θt) ∈ CNtNLxNLt be as in Lemma 3.1.
Then we define the linear space of Fourier modes with frequencies (θx, θt) as
ΨLx,Lt(θx, θt) := span
{
ΦLx,Lt(θx, θt)
}
=
{
ψLx,Lt(θx, θt) ∈ CNtNLxNLt : ψLx,Ltn,r (θx, θt) := UΦLx,Ltn,r (θx, θt),
n = 1, . . . , NLt , r = 1, . . . , NLx and U ∈ CNt×Nt
}
.
7Lemma 3.3 (Shifting equality). For Nt, NLx , NLt ∈ N and the frequencies θx ∈
ΘLx, θt ∈ ΘLt let ψLx,Lt(θx, θt) ∈ ΨLx,Lt(θx, θt). Then we have the shifting equalities
ψ
Lx,Lt
n−1,r(θx, θt) = e
−iθtψLx,Ltn,r (θx, θt), ψ
Lx,Lt
n,r−1(θx, θt) = e
−iθxψLx,Ltn,r (θx, θt)
for n = 2, . . . , NLt and r = 2, . . . , NLx.
Proof. The result follows from the fact that
ϕ(θ)[n− 1] = ei(n−1)θ = e−iθeinθ = e−iθϕ(θ)[n],
which can be applied for the frequencies in space θx ∈ ΘLx and the frequencies in
time θt ∈ ΘLt .
Lemma 3.4 (Fourier symbol of LτL,hL). For the frequencies θx ∈ ΘLx and θt ∈
ΘLt we consider the vector ψ
Lx,Lt(θx, θt) ∈ ΨLx,Lt(θx, θt). Then for n = 2, . . . , NL−t
and r = 2, . . . , NLx − 1 we have(LτL,hLψLx,Lt(θx, θt))n,r = LˆτL,hL(θx, θt)ψLx,Ltn,r (θx, θt),
where the Fourier symbol is given by
LˆτL,hL(θx, θt) :=
hL
3
(2 + cos(θx))
[
KτL + h
−2
L β(θx)MτL − e−iθtNτL
] ∈ CNt×Nt ,
with the function β(θx) := 6
1−cos(θx)
2+cos(θx)
∈ [0, 12].
Proof. Let ψLx,Lt(θx, θt) ∈ ΨLx,Lt(θx, θt). Then we have for n = 2, . . . , NLt and
using Lemma 3.3(LτL,hLψLx,Lt(θx, θt))n = BτL,hLψLx,Ltn−1 (θx, θt) +AτL,hLψLx,Ltn (θx, θt)
=
(
e−iθtBτL,hL +AτL,hL
)
ψLx,Ltn (θx, θt).
Hence, we have to study the action of Aτ,h and Bτ,h on the local vector ψ
Lx,Lt
n (θx, θt).
By using the definition of Bτ,h, we obtain for r = 2, . . . , NLx − 1 and ℓ = 1, . . . , Nt
using Lemma 3.3
(
BτL,hLψ
Lx,Lt
n (θx, θt)
)
r
[ℓ] = −
NLx∑
s=1
Nt∑
k=1
MhL [r, s]NτL [ℓ, k]ψ
Lx,Lt
n,s (θx, θt)[k]
= −
Nt∑
k=1
hL
6
(
ψ
Lx,Lt
n,r−1(θx, θt)[k] + 4ψ
Lx,Lt
n,r (θx, θt)[k] +ψ
Lx,Lt
n,r+1(θx, θt)[k]
)
NτL [ℓ, k]
= −hL
6
Nt∑
k=1
NτL [ℓ, k]
(
e−iθx + 4 + eiθx
)
ψLx,Ltn,r (θx, θt)[k]
= −hL
3
(2 + cos(θx))
Nt∑
k=1
NτL [ℓ, k]ψ
Lx,Lt
n,r (θx, θt)[k]
= −hL
3
(2 + cos(θx))
(
NτLψ
Lx,Lt
n,r (θx, θt)
)
[ℓ].
8Next we study the action of the matrix Aτ,h on the local vector ψ
Lx,Lt
n (θx, θt):
(
AτL,hLψ
Lx,Lt
n (θx, θt)
)
r
[ℓ] =
NLx∑
s=1
Nt∑
k=1
MhL [r, s]KτL [ℓ, k]ψ
Lx,Lt
n,s (θx, θt)[k]
+
NLx∑
s=1
Nt∑
k=1
KhL [r, s]MτL [ℓ, k]ψ
Lx,Lt
n,s (θx, θt)[k]
=
hL
3
(2 + cos(θx))
Nt∑
k=1
KτL [ℓ, k]ψ
Lx,Lt
n,s (θx, θt)[k]
+
Nt∑
k=1
1
hL
(
−ψLx,Ltn,r−1(θx, θt)[k] + 2ψLx,Ltn,r (θx, θt)[k]−ψLx,Ltn,r+1(θx, θt)[k]
)
MτL [ℓ, k]
=
hL
3
(2 + cos(θx))
(
KτLψ
Lx,Lt
n,r (θx, θt)
)
[ℓ]
+
2
hL
(1− cos(θx))
Nt∑
k=1
MτL [ℓ, k]ψ
Lx,Lt
n,r (θx, θt)[k]
=
([
hL
3
(2 + cos(θx))KτL +
2
hL
(1 − cos(θx))MτL
]
ψLx,Ltn,r (θx, θt)
)
[ℓ],
where we used Lemma 3.3. Hence we conclude the proof with(LτL,hLψLx,Lt(θx, θt))n,r = hL3 (2 + cos(θx)) (KτL − e−iθtNτL)ψLx,Ltn,r (θx, θt)
+
2
hL
(1− cos(θx))MτLψLx,Ltn,r (θx, θt)
=
hL
3
(2 + cos(θx))
(
KτL + 6h
−2
L
1− cos(θx)
2 + cos(θx)
MτL − e−iθtNτL
)
ψLx,Ltn,r (θx, θt)
=
hL
3
(2 + cos(θx))
(
KτL + h
−2
L β(θx)MτL − e−iθtNτL
)
ψLx,Ltn,r (θx, θt).
If we assume periodic boundary conditions in space-time, i.e.
(3.1)
u(t, 0) = u(t, 1) for t ∈ (0, T ),
u(0, x) = u(T, x) for x ∈ Ω = (0, 1),
we obtain from Lemma 3.4 the mapping property
(3.2)
LτL,hL : ΨLx,Lt(θx, θt)→ ΨLx,Lt(θx, θt),
U 7→ LˆτL,hL(θx, θt)U.
Lemma 3.5 (Mapping property of SντL,hL). For the frequencies θx ∈ ΘLx and
θt ∈ ΘLt we consider the vector ψLx,Lt(θx, θt) ∈ ΨLx,Lt(θx, θt). Then under the
assumption of periodic boundary conditions (3.1), we have for n = 1, . . . , NLt and
r = 1, . . . , NLx(SντL,hLψLx,Lt(θx, θt))n,r = [SˆτL,hL(θx, θt)]ν ψLx,Ltn,r (θx, θt),
9where the Fourier symbol is given by
SˆτL,hL(θx, θt) := (1− ωt)INt + ωte−iθt
(
KτL + h
−2
L β(θx)MτL
)−1
NτL ∈ CNt×Nt ,
with the function β(θx) as defined in Lemma 3.4.
Proof. Let ψLx,Lt(θx, θt) ∈ ΨLx,Lt(θx, θt), then for a fixed n = 1, . . . , NLt and a
fixed r = 1, . . . , NLx we have that(S1τL,hLψLx,Lt(θx, θt))n,r = ((INtNLxNLt − ωt(DτL,hL)−1LτL,hL)ψLx,Lt(θx, θt))n,r
=
(
INt − ωt
(
AˆτL,hL(θx)
)−1
LˆτL,hL(θx, θt)
)
ψLx,Ltn,r (θx, θt)
=: SˆτL,hL(θx, θt)ψLx,Ltn,r (θx, θt)
with
AˆτL,hL(θx) : =
hL
3
(2 + cos(θx))KτL +
2
hL
(1− cos(θx))MτL
=
hL
3
(2 + cos(θx))
[
KτL + h
−2
L β(θx)MτL
]
.
Further calculations give(
AˆτL,hL(θx)
)−1
LˆτL,hL(θx, θt) =
(
AˆτL,hL(θx)
)−1 [
KτL + h
−2
L β(θx)MτL − e−iθtNτL
]
= INt − e−iθt
[
KτL + h
−2
L β(θx)MτL
]−1
NτL .
Hence we have
SˆτL,hL(θx, θt) = INt − ωt
(
INt − e−iθt
(
KτL + h
−2
L β(θx)MτL
)−1
NτL
)
= (1 − ωt)INt + ωte−iθt
(
KτL + h
−2
L β(θx)MτL
)−1
NτL .
By induction this completes the proof.
In view of Lemma 3.5, the following mapping property holds when periodic bound-
ary conditions are assumed:
(3.3)
SντL,hL : ΨLx,Lt(θx, θt)→ ΨLx,Lt(θx, θt),
U 7→ (SˆτL,hL(θx, θt))νU.
Next we will analyze the smoothing behavior for the high frequencies. To do so,
we consider two coarsening strategies: semi coarsening in time, and full space-time
coarsening.
Definition 3.6 (High and low frequency ranges). Let NLt , NLx ∈ N. We define
the set of frequencies
ΘLx,Lt :=
{
(
2kπ
NLx
,
2ℓπ
NLt
) : k = 1− NLx
2
, . . . ,
NLx
2
and ℓ = 1− NLt
2
, . . . ,
NLt
2
}
⊂ (−π, π]2,
and the sets of low and high frequencies with respect to semi coarsening in time,
Θlow,sLx,Lt := ΘLx,Lt ∩ (−π, π]× (−
π
2
,
π
2
], Θhigh,sLx,Lt := ΘLx,Lt \Θ
low,s
Lx,Lt
,
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Θ high,sLx,Lt
Θ high,sLx,Lt
Θ low,sLx,Lt
θx
θt
pi
pi
−pi
−pi
pi
2
−pi2
(a) Semi coarsening.
Θ high,fLx,Lt
Θ low,fLx,Lt
θx
θt
pi
pi
−pi
−pi
pi
2
pi
2
−pi2
−pi2
(b) Full space-time coarsening.
Fig. 1: Low and high frequencies θx and θt for semi coarsening and full space-time
coarsening.
and full space-time coarsening
Θlow,fLx,Lt := ΘLx,Lt ∩ (−
π
2
,
π
2
]2, Θhigh,fLx,Lt := ΘLx,Lt \Θ
low,f
Lx,Lt
.
In Figure 1, the high and low frequencies are illustrated for the two coarsening
strategies.
Definition 3.7 (Asymptotic smoothing factors). Let SˆτL,hL(θx, θt) be the symbol
of the block Jacobi smoother. Then the smoothing factor for semi-coarsening in time
is
µsS := max
{
̺(SˆτL,hL(θx, θt)) : (θx, θt) ∈ Θhigh,sLx,Lt
}
,
and the smoothing factor for full space-time coarsening is
µfS := max
{
̺(SˆτL,hL(θx, θt)) : (θx, θt) ∈ Θhigh,fLx,Lt
}
.
To study the smoothing behavior, we need the eigenvalues of the Fourier symbol
SˆτL,hL(θx, θt):
Lemma 3.8. The spectral radius of the Fourier symbol SˆτL,hL(θx, θt) is given by
ρ
(
SˆτL,hL(θx, θt)
)
= max
{
|1− ωt| , Sˆ(ωt, α(θx, µ), θt)
}
with (
Sˆ(ωt, α, θt)
)2
:= (1− ωt)2 + 2ωt(1− ωt)α cos(θt) + α2ω2t ,
where α(θx, µ) := R(−µβ(θx)) and R(z) is the (pt, pt + 1) subdiagonal Pade´ approxi-
mation of the exponential function ez and µ := τLh
−2
L is a discretization parameter.
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Proof. The eigenvalues of the Fourier symbol
SˆτL,hL(θx, θt) = (1− ωt)INt + ωte−iθt
(
KτL + h
−2
L β(θx)MτL
)−1
NτL
are given by
σ(SˆτL,hL(θx, θt)) = 1− ωt + e−iθkωtσ((KτL + h−2L β(θx)MτL)−1NτL).
With Lemma 2.6 and using the definition of α(θx, µ) we are now able to compute the
spectrum as
σ(SˆτL,hL(θx, θt)) =
{
1− ωt, 1− ωt + e−iθkωtα(θx, µ)
}
.
Hence we obtain the spectral radius
̺(SˆτL,hL(θx, θt)) = max
{|1− ωt| , ∣∣1− ωt + e−iθkωtα(θx, µ)∣∣} .
Direct calculations lead to∣∣1− ωt + e−iθkωtα(θx, µ)∣∣2 = (1− ωt)2 + 2ωt(1− ωt)α(θx, µ) cos(θk) + (α(θx, µ))2ω2t ,
which completes the proof.
Next, we study the smoothing behavior of the damped block Jacobi iteration for
the case when semi-coarsening in time is applied.
Lemma 3.9. For the function(
Sˆ(ωt, α, θt)
)2
:= (1− ωt)2 + 2ωt(1− ωt)α cos(θt) + α2ω2t
with α = α(θx, µ) as defined in Lemma 3.8 and even polynomial degrees pt, the min-
max principle
inf
ωt∈(0,1]
sup
θt∈[
pi
2
,pi]
θx∈[0,π]
Sˆ(ωt, α(θx, µ), θt) = 1√
2
holds for any discretization parameter µ ≥ 0 with the optimal parameters
ω∗t =
1
2
, θ∗t =
π
2
and θ∗x = 0.
Proof. Since we consider even polynomial degrees pt, the (pt, pt + 1) subdiagonal
Pade´ approximationR(z) of the exponential function ez is positive for all z ≤ 0. Hence
we also have that α(θx, µ) = R(−µβ(θx)) is positive for all µ ≥ 0 and θx ∈ [0, π]. Since
ωt ∈ (0, 1], we obtain
θ∗t := argsup
θt∈[pi2 ,π]
Sˆ(ωt, α(θx, µ), θt) = π
2
.
Since α(0, µ) = 1 and |α(θx, µ)| ≤ 1 for all θx ∈ [0, π] and µ ≥ 0 we get
θ∗x := argsup
θx∈[0,π]
Sˆ(ωt, α(θx, µ), θ∗) = 0.
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Hence we have to find the infimum of(
Sˆ(ωt, α(θ∗x, µ), θ∗t )
)2
= (1 − ωt)2 + ω2t ,
which is obtained for ω∗t =
1
2 . This implies that(
Sˆ(ω∗t , α(θ∗x, µ), θ∗t )
)2
=
1
2
,
which completes the proof.
Lemma 3.10 (Asymptotic smoothing factor for semi-coarsening). For the func-
tion(
Sˆ(ωt, α(θx, µ), θt)
)2
= (1− ωt)2 + 2ωt(1− ωt)α(θx, µ) cos(θt) + (α(θx, µ))2ω2t ,
where α = α(θx, µ) is defined as in Lemma 3.8 and the choice ω
∗
t =
1
2 and any
polynomial degree pt ∈ N0, we have the bound
sup
θt∈[
pi
2
,pi]
θx∈[0,π]
Sˆ(ωt, α(θx, µ), θt) ≤ 1√
2
.
Proof. For even polynomial degrees pt, we can apply Lemma 3.9 to get the bound
stated. For odd polynomial degrees, the (pt, pt + 1) subdiagonal Pade´ approximation
R(z) of the exponential function ez is negative for large negative values of z. If the
value of α(θ∗x, µ) = R(−µβ(θ∗x)) for the optimal parameter θ∗x ∈ [0, π] is positive, we
get directly the bound of Lemma 3.10. Otherwise we obtain
θ∗t := argsup
θt∈[pi2 ,π]
Sˆ(ωt, α(θ∗x, µ), θt) = π.
For a negative α(θ∗x, µ), this implies that
sup
θt∈[
pi
2
,pi]
θx∈[0,π]
Sˆ(ω∗t , α(θx, µ), θt) ≤
1
2
(1 + |α(θ∗x, µ)|) ≤
3
4
(
√
3− 1) < 1√
2
,
since any subdiagonal (pt, pt + 1) Pade´ approximation R(z) is bounded from below
by R(z) ≥ 12 (5− 3
√
3) for all z < 0.
Lemma 3.10 shows that the asymptotic smoothing factor for semi-coarsening in
time is bounded by µsS ≤ 1√2 . Hence, by applying the damped block Jacobi smoother
with the optimal damping parameter ω∗t =
1
2 , the error components in the high
frequencies Θhigh,sLx,Lt are asymptotically damped by a factor of at least
1√
2
.
Lemma 3.11 (Asymptotic smoothing factor for full space-time coarsening). For
the optimal choice of the damping parameter ω∗t =
1
2 , we have
sup
θt∈[0,π]
Sˆ(ω∗t , α, θt) =
1
2
(1 + |α|)
with the optimal parameter
θ∗t =
{
0 α ≥ 0,
π α > 0.
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Proof. Let α ∈ R. For the optimal damping parameter ω∗t = 12 we have(
Sˆ(ω∗t , α, θt)
)2
=
1
4
(
1 + 2α cos(θt) + α
2
)
.
First we study the case α ≥ 0, where we get
θ∗t := argsup
θt∈[0,π]
Sˆ(ω∗t , α, θt) = 0.
For the case α < 0 we obtain
θ∗t := argsup
θt∈[0,π]
Sˆ(ω∗t , α, θt) = π.
This implies that(
Sˆ(ω∗t , α, θt∗)
)2
=
1
4
(
1 + 2 |α|+ α2) = 1
4
(1 + |α|)2 ,
which completes the proof.
Lemma 3.11 shows that we obtain good smoothing behavior for the high fre-
quencies with respect to the space discretization, i.e. θx ∈ ΘhighLx , if α = α(θx, µ) is
sufficiently small for any frequency θx ∈ [π2 , π]. Hence combining Lemma 3.10 with
Lemma 3.11, we see that good smoothing behavior can be obtained for all frequencies
(θx, θt) ∈ Θhigh,fLx,Lt , if the function α = α(θx, µ) is sufficiently small. This results in a
restriction on the discretization parameter µ. With the next lemma we will analyze
the behavior of the smoothing factor µfS with respect to the discretization parameter
µ for even polynomial degrees pt ∈ N0.
Lemma 3.12. Let pt ∈ N0 be even. Then for the optimal choice of the damping
parameter ω∗t =
1
2 we have
sup
θt∈[0,pi]
θx∈[pi2 ,π]
Sˆ(ω∗t , α(θx, µ), θt) =
1
2
(1 +R(−3µ)),
where R(z) is the (pt, pt+1) subdiagonal Pade´ approximation of the exponential func-
tion ez.
Proof. In view of Lemma 3.11 it remains to compute the supremum
sup
θx∈[pi2 ,π]
1
2
(1 + |α(θx, µ)|).
Since for even polynomial degrees pt the function α(θx, µ) = R(−µβ(θx)) is monotoni-
cally decreasing in β(θx), the supremum is obtained for β(θx) = 3, since β(θx) ∈ [3, 12]
for θx ∈ [π2 , π]. This implies that θ∗x = π2 , and we obtain the statement of the lemma
with
sup
θt∈[0,pi]
θx∈[pi2 ,π]
Sˆ(ω∗t , α(θx, µ)), θt) = Sˆ(ω∗t , α(θ∗x, µ), θ∗t ) =
1
2
(1 + |α(θ∗x, µ)|) =
1
2
(1 +R(−3µ)).
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Fig. 2: Smoothing factor Sˆ(ω∗t , α(θx, µ), θt)2 for θx, θt ∈ [0, π] for pt = 0 and different
discretization parameters µ.
The proof of Lemma 3.12 only holds for even polynomial degrees, but the result
is also true for odd polynomial degrees pt, only the proof gets more involved, since the
Pade´ approximation R(z), z ≤ 0 is not monotonically decreasing for odd polynomial
degrees.
Remark 3.13. In view of Lemma 3.12 we obtain a good smoothing behavior for
the high frequencies in space θx ∈ ΘhighLx , i.e. µfS ≤ 1√2 , if the discretization parameter
µ is large enough, i.e.
µ ≥ µ∗pt with R(−3µ∗pt) =
√
2− 1.(3.4)
Hence we are able to compute the critical discretization parameter µ∗pt with respect to
the polynomial degree pt,
µ∗0 =
√
2
3
≈ 0.4714045208,
µ∗1 =
1
3
(−3−
√
2 +
√
11 + 12
√
2) ≈ 0.2915022565,
µ∗2 ≈ 0.2938105446,
µ∗3 ≈ 0.2937911168,
µ∗∞ ≈ 0.2937911957.
To compute the critical discretization parameter µ∗∞, we used the fact that the (pt, pt+
1) subdiagonal Pade´ approximation R(z) converges to the exponential function ez for
z ≤ 0 as pt →∞.
Remark 3.14. Lemma 3.11 shows that for all frequencies (θx, θt) ∈ ΘLx,Lt we
have the bound
Sˆ(ω∗t , α(θx, µ)), θt) ≤
1
2
(1 + |R(−β(θx)µ)|) ≤ 1.
Only for θx = 0 we have that β(θx) = 0, which implies R(−β(θx)µ)) = 1. Hence if
the discretization parameter µ = τLh
−2
L is large enough we have that
|R(−β(θx)µ)| ≈ 0
for almost all frequencies θx ∈ ΘLx , which implies a good smoothing behavior for
almost all frequencies, see Figures 2a–2c. Only the frequencies θx ∈ ΘLx which are
close to zero imply Sˆ(ω∗t , α(θx, µ)), θt) ≈ 1. Hence for a large discretization parameter
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µ the smoother itself is a good iterative solver for most frequencies, only the frequencies
θx ∈ ΘLx which are close to zero, i.e. very few low frequencies θx ∈ ΘlowLx , do not
converge well. To obtain also a perfect solver for a large discretization parameter
µ we can simply apply a correction step after one damped block Jacobi iteration by
restricting the defect in space several times until we arrive at a very coarse problem.
For this small problem one can solve the coarse correction exactly by solving these
small problems forward in time. Afterward, we correct the solution by prolongating
the coarse corrections back to the fine space-grids.
3.2. Two-grid analysis. The iteration matrices for the two-grid cycles with
semi-coarsening and full space-time coarsening are
MsτL,hL := Sν2τL,hL
[
I − PLx,Lts (L2τL,hL)−1RLx,Lts LτL,hL
]
Sν1τL,hL ,
MfτL,hL := Sν2τL,hL
[
I − PLx,Ltf (L2τL,2hL)−1RLx,Ltf LτL,hL
]
Sν1τL,hL ,
with the restriction and prolongation matrices
RLx,Lts := INLx ⊗RLt , RLx,Ltf := RLxx ⊗RLt ,
PLx,Lts := INLx ⊗ PLt , PLx,Ltf := PLxx ⊗ PLt.
The restriction and prolongation matrices in time, i.e. RLt and PLt are given by (see
[16])
RL :=

R1 R2
R1 R2
. . .
. . .
R1 R2
 ∈ RNtNL×NtNL−1 , PL := (RL)⊤,(3.5)
with the local prolongation matrices R⊤1 :=M
−1
τL
M˜1τL and R
⊤
2 :=M
−1
τL
M˜2τL , where for
basis functions {ψk}Ntk=1 ⊂ Ppt(0, τL) and
{
ψ˜k
}Nt
k=1
⊂ Ppt(0, 2τL) the local projection
matrices from coarse to fine grids are defined for k, l = 1, . . . , Nt by
M˜1τL [k, ℓ] :=
∫ τL
0
ψ˜ℓ(t)ψk(t)dt and M˜
2
τL
[k, ℓ] :=
∫ 2τL
τL
ψ˜ℓ(t)ψk(t+ τ)dt.
The restriction and prolongation matrices in space for the one dimensional case are
RLxx :=
1
2

2 1
1 2 1
. . .
. . .
. . .
1 2 1
1 2
 ∈ RNLx×NLx−1 ,(3.6)
PLxx := (RLxx )⊤ ∈ RNLx−1×NLx .(3.7)
To analyze the two-grid iteration matrices MsτL,hL and MfτL,hL we need
Lemma 3.15. Let u = (u1,u2, . . . ,uNLt )
⊤ ∈ RNtNLxNLt for Nt, NLx , NLt ∈ N
where we assume that NLx and NLt are even numbers, and assume that
un ∈ RNtNLx and un,r ∈ RNt
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for n = 1, . . . , NLt and r = 1, . . . , NLx. Then the vector u can be written as
u =
∑
(θx,θt)∈Θlow,fLx,Lt
[
ψLx,Lt(θx, θt) +ψ
Lx,Lt(γ(θx), θt)
+ψLx,Lt(θx, γ(θt)) +ψ
Lx,Lt(γ(θx), γ(θt))
]
,
with the shifting operator γ(θ) := θ−sign(θ)π and the vector ψLx,Lt(θx, θt) ∈ CNtNLxNLt
as in Lemma 3.1.
Proof. Using Lemma 3.1 and Lemma 2.7 leads to the desired result with
u =
∑
θx∈ΘLx
∑
θt∈ΘLt
ψLx,Lt(θx, θt)
=
∑
θx∈ΘlowLx
∑
θt∈ΘlowLt
ψLx,Lt(θx, θt) +
∑
θx∈ΘhighLx
∑
θt∈ΘlowLt
ψLx,Lt(θx, θt)
+
∑
θx∈ΘlowLx
∑
θt∈ΘhighLt
ψLx,Lt(θx, θt) +
∑
θx∈ΘhighLx
∑
θt∈ΘhighLt
ψLx,Lt(θx, θt)
=
∑
(θx,θt)∈Θlow,fLx,Lt
[
ψLx,Lt(θx, θt) + ψ
Lx,Lt(γ(θx), θt)
+ψLx,Lt(θx, γ(θt)) +ψ
Lx,Lt(γ(θx), γ(θt))
]
.
Definition 3.16 (Space of harmonics). For Nt, NLx , NLt ∈ N and the frequen-
cies (θx, θt) ∈ Θlow,fLx,Lt let the vector ΦLx,Lt(θx, θt) ∈ CNtNLxNLt be as in Lemma 3.1.
Then we define the linear space of harmonics with frequencies (θx, θt) as
ELx,Lt(θx, θt) := span
{
ΦLx,Lt(θx, θt),Φ
Lx,Lt(γ(θx), θt),
ΦLx,Lt(θx, γ(θt)),Φ
Lx,Lt(γ(θx), γ(θt))
}
=
{
ψLx,Lt(θx, θt) ∈ CNtNLxNLt :
ψLx,Ltn,r (θx, θt) = U1Φ
Lx,Lt
n,r (θx, θt) + U2Φ
Lx,Lt
n,r (γ(θx), θt)
+ U3Φ
Lx,Lt
n,r (θx, γ(θt)) + U4Φ
Lx,Lt
n,r (γ(θx), γ(θt)),
for all n = 1, . . . , NLt, r = 1, . . . , NLx and U1, U2, U3, U4 ∈ CNt×Nt
}
.
With the assumption of periodic boundary conditions, see (3.1), Lemma 3.4 im-
plies for the system matrix LτL,hL for all frequencies (θx, θt) ∈ Θlow,fLx,Lt the mapping
property:
(3.8)
LτL,hL : ELx,Lt(θx, θt)→ ELx,Lt(θx, θt)
U1
U2
U3
U4
 7→

LˆτL,hL(θx, θt)U1
LˆτL,hL(γ(θx), θt)U2
LˆτL,hL(θx, γ(θt))U3
LˆτL,hL(γ(θx), γ(θt))U4
 =: L˜τL,hL(θx, θt)

U1
U2
U3
U4
 ,
where L˜τL,hL(θx, θt) ∈ C4Nt×4Nt is a block diagonal matrix. With the same argu-
ments, we obtain with Lemma 3.5 for the smoother for all frequencies (θx, θt) ∈ Θlow,fLx,Lt
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the mapping property
(3.9)
SντL,hL : ELx,Lt(θx, θt)→ ELx,Lt(θx, θt)
U1
U2
U3
U4
 7→

(SˆτL,hL(θx, θt))νU1
(SˆτL,hL(γ(θx), θt))νU2
(SˆτL,hL(θx, γ(θt)))νU3
(SˆτL,hL(γ(θx), γ(θt)))νU4
 =: (S˜τL,hL(θx, θt))ν

U1
U2
U3
U4
 ,
with the block diagonal matrix S˜τL,hL(θx, θt) ∈ C4Nt×4Nt .
To analyze the two-grid cycle on the space of harmonics ELx,Lt(θx, θt) for fre-
quencies (θx, θt) ∈ Θlow,fLx,Lt , we further have to investigate the mapping properties of
the restriction and prolongation operators for the two different coarsening strategies
RLx,Lts ,RLx,Ltf and PLx,Lts ,PLx,Ltf .
Lemma 3.17. Let RLxx and PLxx be the restriction and prolongation matrices as
defined in (3.6). For θx ∈ ΘlowLx let ϕLx(θx) ∈ CNLx and ϕLx−1(2θx) ∈ CNLx−1 be
defined as in Theorem 2.1. Then(RLxx ϕLx(θx)) [r] = Rˆx(θx)ϕLx−1(2θx)[r],
for r = 2, . . . , NLx−1 − 1 with the Fourier symbol Rˆx(θx) := 1 + cos(θx). For the
prolongation operator we further have(PLxx ϕLx−1(2θx)) [s] = (Pˆx(θx)ϕLx(θx) + Pˆx(γ(θx))ϕLx(γ(θx))) [s],
for s = 2, . . . , NLx − 1 with the Fourier symbol Pˆx(θx) := 12Rˆx(θx).
Proof. The prove is classical, see [39] for example.
Definition 3.18. For Nt, NLx , NLt ∈ N and the frequencies (θx, θt) ∈ Θlow,fLx,Lt
let the vector ΦLx,Lt−1(θx, θt) ∈ CNtNLxNLt−1 be defined as in Lemma 3.1. Then we
define the linear space with frequencies (θx, 2θt) as
ΨLx,Lt−1(θx, 2θt) : = span
{
ΦLx,Lt−1(θx, 2θt),ΦLx,Lt−1(γ(θx), 2θt)
}
=
{
ψLx,Lt−1(θx, 2θt) ∈ CNtNLxNLt−1 :
ψLx,Lt−1n,r (θx, 2θt) = U1Φ
Lx,Lt−1
n,r (θx, 2θt) + U2Φ
Lx,Lt−1
n,r (γ(θx), 2θt)
for all n = 1, . . . , NLt , r = 1, . . . , NLx and U1, U2 ∈ CNt×Nt
}
.
For semi-coarsening, the next lemma shows the mapping property for the restric-
tion operator RLx,Lts .
Lemma 3.19. The restriction operator RLx,Lts satisfies the mapping property
RLx,Lts : ELx,Lt(θx, θt)→ ΨLx,Lt−1(θx, 2θt)
with the mapping 
U1
U2
U3
U4
 7→ R˜s(θt)

U1
U2
U3
U4
 ,
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and the matrix
R˜s(θt) :=
(Rˆ(θt) 0 Rˆ(γ(θt)) 0
0 Rˆ(θt) 0 Rˆ(γ(θt))
)
with the Fourier symbol Rˆ(θt) ∈ CNt×Nt as defined in Lemma 2.8.
Proof. LetΦLx,Lt(θx, θt) ∈ ΨLx,Lt(θx, θt) andΦLx,Lt−1(θx, 2θt) ∈ ΨLx,Lt−1(θx, 2θt)
be defined as in Lemma 3.1. Then for n = 1, . . . , NLt−1 and r = 1, . . . , NLx we have,
using Lemma 2.8,
(RLx,Lts ΦLx,Lt(θx, θt))n,r = NLx∑
s=1
NLt∑
m=1
INLx [r, s]RLt [n,m]ΦLx,Ltm,s (θx, θt)
= ϕLx(θx)[r]
NLt∑
m=1
RLt [n,m]ΦLtm (θt)
= ϕLx(θx)[r]
(RLtΦLt(θt))n
= Rˆ(θt)ΦLt−1n (2θt)ϕLx(θx)[r]
= Rˆ(θt)ΦLx,Lt−1n,r (θx, 2θt).
Applying this result to the vector ψLx,Lt(θx, θt) ∈ ELx,Lt(θx, θt) with (θx, θt) ∈ ΘfLx,Lt
results in(RLx,Lts ψLx,Lt(θx, θt))n,r = Rˆ(θt)U1ΦLx,Lt−1n,r (θx, 2θt)
+ Rˆ(θt)U2ΦLx,Lt−1n,r (γ(θx), 2θt)
+ Rˆ(γ(θt))U3ΦLx,Lt−1n,r (θx, 2γ(θt))
+ Rˆ(γ(θt))U4ΦLx,Lt−1n,r (γ(θx), 2γ(θt)).
Since ΦLx,Lt−1n,r (θx, 2γ(θt)) = Φ
Lx,Lt−1
n,r (θx, 2θt) we further obtain
=
[
Rˆ(θt)U1 + Rˆ(γ(θt))U3
]
ΦLx,Lt−1n,r (θx, 2θt)
+
[
Rˆ(θt)U2 + Rˆ(γ(θt))U4
]
ΦLx,Lt−1n,r (γ(θx), 2θt),
which completes the proof.
Lemma 3.20. With the assumptions of periodic boundary conditions (3.1) the
following mapping property for the restriction operator holds:
RLx,Ltf : ELx,Lt(θx, θt)→ ΨLx−1,Lt−1(2θx, 2θt)
with the mapping 
U1
U2
U3
U4
 7→ R˜f(θx, θt)

U1
U2
U3
U4

and the matrix
R˜f(θx, θt) :=
(
Rˆ(θx, θt) Rˆ(γ(θx), θt) Rˆ(θx, γ(θt)) Rˆ(γ(θx), γ(θt))
)
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with the Fourier symbol
Rˆ(θx, θt) := Rˆx(θx)Rˆ(θt) ∈ CNt×Nt ,
where Rˆx(θx) ∈ C is defined as in Lemma 3.17.
Proof. For the frequencies (θx, θt) ∈ ΘlowLx,Lt let ΦLx,Lt(θx, θt) ∈ ΨLx,Lt(θx, θt)
and ΦLx−1,Lt−1(2θx, 2θt) ∈ ΨLx−1,Lt−1(2θx, 2θt) be defined as in Lemma 3.1. Then
for n = 1, . . . , NLt−1 and r = 2, . . . , NLx−1 − 1 we have
(
RLx,Ltf ΦLx,Lt(θx, θt)
)
n,r
=
NLx∑
s=1
NLt∑
m=1
RLxx [r, s]RLt [n,m]ΦLx,Ltm,s (θx, θt)
=
NLx∑
s=1
RLxx [r, s]ϕLx(θx)[r]
NLt∑
m=1
RLt [n,m]ΦLtm (θt)

=
(RLxx ϕLx(θx)) [r] (RLtΦLt(θt))n .
Applying Lemma 3.17 and Lemma 2.8 leads to
= Rˆx(θx)Rˆ(θt)ΦLt−1n (2θt)ϕLx−1(2θx)[r]
= Rˆ(θx, θt)ΦLx−1,Lt−1n,r (2θx, 2θt).
Using this result for the vector ψLx,Lt(θx, θt) ∈ ELx,Lt(θx, θt) with (θx, θt) ∈ ΘfLx,Lt
results in(
RLx,Ltf ψLx,Lt(θx, θt)
)
n,r
= Rˆ(θx, θt)U1ΦLx−1,Lt−1n,r (2θx, 2θt)
+ Rˆ(γ(θx), θt)U2ΦLx−1,Lt−1n,r (2γ(θx), 2θt)
+ Rˆ(θx, γ(θt))U3ΦLx−1,Lt−1n,r (2θx, 2γ(θt))
+ Rˆ(γ(θx), γ(θt))U4ΦLx−1,Lt−1n,r (2γ(θx), 2γ(θt)).
With the relations
ΦLx−1,Lt−1(2θx, 2θt) = ΦLx−1,Lt−1(2γ(θx), 2θt) = ΦLx−1,Lt−1n,r (2θx, 2γ(θt))
= ΦLx−1,Lt−1n,r (2γ(θx), 2γ(θt)),
we obtain the statement of this lemma with(
RLx,Ltf ψLx,Lt(θx, θt)
)
n,r
=
[Rˆ(θx, θt)U1 + Rˆ(γ(θx), θt)U2 + Rˆ(θx, γ(θt))U3
+ Rˆ(γ(θx), γ(θt))U4
]
ΦLx−1,Lt−1n,r (2θx, 2θt).
With the next lemmas, we will analyze the mapping properties of the prolongation
operators PLx,Lts and PLx,Ltf .
Lemma 3.21. For (θx, θt) ∈ ΘfLx,Lt the prolongation operator PLx,Lts satisfies the
mapping property
PLx,Lts : ΨLx,Lt−1(θx, 2θt)→ ELx,Lt(θx, θt)
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with the mapping
(
U1
U2
)
7→

Pˆ(θt) 0
0 Pˆ(θt)
Pˆ(γ(θt)) 0
0 Pˆ(γ(θt))
(U1U2
)
=: P˜s(θt)
(
U1
U2
)
and the Fourier symbol Pˆ(θt) ∈ CNt×Nt defined as in Lemma 2.9.
Proof. Let ψLx,Lt−1(θx, 2θt) ∈ ΨLx,Lt−1(θx, 2θt) for (θx, θt) ∈ ΘfLx,Lt . Then we
have for n = 1, . . . , NLt and r = 1, . . . , NLx that
(PLx,Lts ψLx,Lt−1(θx, 2θt))n,r = NLx∑
s=1
NLt∑
m=1
INLx [r, s]PLt [n,m]ψLx,Lt−1m,s (θx, 2θt)
=
NLt∑
m=1
PLt [n,m]ψLx,Lt−1m,r (θx, 2θt)
=
NLt∑
m=1
PLt [n,m]
[
(ϕLx(θx)[r]U1)Φ
Lt−1
m (2θt)
+ (ϕLx(γ(θx))[r]U2)Φ
Lt−1
m (2θt)
]
.
Since ϕLx(θx)[r]U1 ∈ CNt×Nt and ϕLx(γ(θx))[r]U2 ∈ CNt×Nt we further obtain by
applying Lemma 2.9 that
= Pˆ(θt)(ϕLx(θx)[r]U1)ΦLtn (θt)
+ Pˆ(γ(θt))(ϕLx(θx)[r]U1)ΦLtn (γ(θt))
+ Pˆ(θt)(ϕLx(γ(θx))[r]U2)ΦLtn (θt)
+ Pˆ(γ(θt))(ϕLx(γ(θx))[r]U2)ΦLtn (γ(θt)).
With the definition of the Fourier mode ΦLx,Ltn,r (θx, θt) we get
= Pˆ(θt)U1ΦLx,Ltn,r (θx, θt)
+ Pˆ(γ(θt))U1ΦLx,Ltn,r (θx, γ(θt))
+ Pˆ(θt)U2ΦLx,Ltn,r (γ(θx), θt)
+ Pˆ(γ(θt))U2ΦLx,Ltn,r (γ(θx), γ(θt)),
which completes the proof.
Lemma 3.22. With the assumptions of periodic boundary conditions (3.1) the
following mapping property for the prolongation operator holds:
PLx,Ltf : ΨLx−1,Lt−1(2θx, 2θt)→ ELx,Lt(θx, θt)
with the mapping
U 7→

Pˆ(θx, θt)
Pˆ(γ(θx), θt)
Pˆ(θx, γ(θt))
Pˆ(γ(θx), γ(θt))
U =: P˜f(θx, θt)U
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and the Fourier symbol
Pˆ(θx, θt) := Pˆx(θx)Pˆ(θt),
where Pˆ(θt) is defined as in Lemma 2.9.
Proof. Let ψLx−1,Lt−1(2θx, 2θt) ∈ ΨLx−1,Lt−1(2θx, 2θt) for (θx, θt) ∈ ΘfLx,Lt .
Then we have for n = 1, . . . , NLt and r = 2, . . . , NLx − 1 that
(
PLx,Ltf ψLx−1,Lt−1(2θx, 2θt)
)
n,r
=
NLx∑
s=1
NLt∑
m=1
PLxx [r, s]PLt[n,m]ψLx−1,Lt−1m,s (2θx, 2θt)
=
NLx∑
s=1
PLxx [r, s]ϕLx−1(2θx)[s]
NLt∑
m=1
PLt [n,m]ΦLt−1m (2θt)
 .
Using Lemma 2.9 gives
=
(
Pˆx(θx)ϕLx(θx)[r] + Pˆx(γ(θx))ϕLx(γ(θx))[r]
)
×
(
Pˆ(θt)UΦLtn (θt) + Pˆ(γ(θt))UΦLtn (γ(θt))
)
.
Using now the definition of the Fourier mode ΦLx,Ltn,r (θx, θt) leads to
= Pˆ(θx, θt)UΦLx,Ltn,r (θx, θt) + Pˆ(γ(θx), θt)UΦLx,Ltn,r (γ(θx), θt)
+ Pˆ(θx, γ(θt))UΦLx,Ltn,r (θx, γ(θt)) + Pˆ(γ(θx), γ(θt))UΦLx,Ltn,r (γ(θx), γ(θt)),
which completes the proof.
For periodic boundary conditions (3.1), we further obtain with Lemma 2.10 the
mapping property for the coarse grid correction, when semi coarsening in time is
applied,
(3.10)
(L2τL,hL)−1 : ΨLx,Lt−1(θx, 2θt)→ ΨLx,Lt−1(θx, 2θt)(
U1
U2
)
7→
(
L˜s2τL,hL(θx, 2θt)
)−1(U1
U2
)
∈ C2Nt×Nt
with the matrix
(
L˜s2τL,hL(θx, 2θt)
)−1
:=

(
Lˆ2τL,hL(θx, 2θt)
)−1
0
0
(
Lˆ2τL,hL(γ(θx), θt)
)−1
 ∈ C2Nt×2Nt .
For full space-time coarsening, we have the mapping property
(3.11)
(L2τL,2hL)−1 : ΨLx−1,Lt−1(2θx, 2θt)→ ΨLx−1,Lt−1(2θx, 2θt)
U 7→
(
L˜f2τL,2hL(2θx, 2θt)
)−1
U ∈ CNt×Nt ,
with
(
L˜f2τL,2hL(2θx, 2θt)
)−1
:=
(
Lˆ2τL,2hL(2θx, 2θt)
)−1
∈ CNt×Nt . We can now prove
the following two theorems:
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Theorem 3.23. Let (θx, θt) ∈ Θlow,fLx,Lt . With the assumption of periodic bound-
ary conditions (3.1), the following mapping property holds for the two-grid operator
MsτL,hL with semi coarsening in time:
MsτL,hL : ELx,Lt(θx, θt)→ ELx,Lt(θx, θt),
with the mapping 
U1
U2
U3
U4
 7→ M˜sµ(θk, θt)

U1
U2
U3
U4

and the iteration matrix
M˜sµ(θk, θt) :=
(
S˜τL,hL(θx, θt)
)ν2 K˜s(θx, θt)(S˜τL,hL(θx, θt))ν1 ∈ C4Nt×4Nt
with
K˜s(θx, θt) := I4Nt − P˜s(θt)
(
L˜s2τL,hL(θx, 2θt)
)−1
R˜s(θt)L˜τL,hL(θx, θt).
Proof. The statement of this theorem follows by using Lemma 3.19, Lemma 3.21
and the mapping properties (3.8), (3.9) and (3.10).
Theorem 3.24. Let (θx, θt) ∈ Θlow,fLx,Lt . With the assumption of periodic bound-
ary conditions (3.1), the following mapping property holds for the two-grid operator
MfτL,hL with full space-time coarsening:
MfτL,hL : ELx,Lt(θx, θt)→ ELx,Lt(θx, θt),
with the mapping 
U1
U2
U3
U4
 7→ M˜fµ(θk, θt)

U1
U2
U3
U4

and the iteration matrix
M˜fµ(θk, θt) :=
(
S˜τL,hL(θx, θt)
)ν2 K˜f(θx, θt)(S˜τL,hL(θx, θt))ν1 ∈ C4Nt×4Nt
with
K˜f(θx, θt) := I4Nt − P˜f(θx, θt)
(
L˜f2τL,2hL(2θx, 2θt)
)−1
R˜f(θx, θt)L˜τL,hL(θx, θt).
Proof. The statement of this theorem is a direct consequence of Lemma 3.20,
Lemma 3.22 and the mapping properties (3.8), (3.9) and (3.11).
In view of Lemma 3.15 we can now represent the initial error e0 = u− u0 as
e0 =
∑
(θx,θt)∈Θlow,fLx,Lt
[
ψLx,Lt(θx, θt) +ψ
Lx,Lt(γ(θx), θt)
+ψLx,Lt(θx, γ(θt)) +ψ
Lx,Lt(γ(θx), γ(θt))
]
=:
∑
(θx,θt)∈Θlow,fLx,Lt
ψ˜(θx, θt),
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with ψ˜(θx, θt) ∈ ELx,Lt(θx, θt) for all (θx, θt) ∈ Θlow,fLx,Lt . Using Theorem 3.23 and
Theorem 3.24 we now can analyze the asymptotic convergence behavior of the two-
grid cycle by simply computing the largest spectral radius of M˜sµ(θk, θt) or M˜fµ(θk, θt)
with respect to the frequencies (θx, θt) ∈ Θlow,fLx,Lt . This motivates
Definition 3.25 (Asymptotic two-grid convergence factors). For the two-grid
iteration matrices MsτL,hL and MfτL,hL we define the asymptotic convergence factors
̺(Mˆsµ) := max
{
̺(M˜sµ(θk, θt)) : (θx, θt) ∈ Θlow,fLx,Lt with θx 6= 0
}
,
̺(Mˆfµ) := max
{
̺(M˜fµ(θk, θt)) : (θx, θt) ∈ Θlow,fLx,Lt with θx 6= 0
}
.
Note that in the definition of the two-grid convergence factors we have neglected
all frequencies (0, θt) ∈ Θlow,fLx,Lt , since the Fourier symbol with respect to the Laplacian
is zero for θx = 0, see also the remarks in [39, chapter 4].
To derive the assymptotic convergence factors ̺(Mˆsµ) and ̺(Mˆfµ) for a given
discretization parameter µ ∈ R+ and a given polynomial degree pt ∈ N0 we have to
compute the eigenvalues of
(3.12) M˜sµ(θk, θt) ∈ C4Nt×4Nt and M˜fµ(θk, θt) ∈ C4Nt×4Nt ,
with Nt = pt + 1 for each low frequency (θx, θt) ∈ Θlow,fLx,Lt. Since it is difficult to
find closed form expressions for the eigenvalues of the iteration matrices (3.12), we
will compute the eigenvalues numerically. In particular we will compute the average
convergence factors for the domain Ω = (0, 1) with a decomposition into 1024 uniform
sub intervals, i.e. NLx = 1023. Furthermore we will analyze the two-grid cycles for
NLt = 256 time steps.
We plot as solid lines in the Figures 3a–3b the theoretical convergence factors
̺(Mˆsµ) as functions of the discretization parameter µ = τLh−2L ∈ [10−6, 106] for
different polynomial degrees pt ∈ {0, 1}, and different number of smoothing steps
ν1 = ν2 = ν ∈ {1, 2, 5}. We observe that the theoretical convergence factors are
always bounded by ̺(Mˆsµ) ≤ 12 . For the case when semi coarsening in time is applied
we see that the two-grid cycle converges for any discretization parameter µ. We also
see for polynomial degree pt = 1 that the theoretical convergence factors are much
smaller than the theoretical convergence factors for the lowest order case pt = 0.
We also plot in Figures 3a–3b using dots, triangles and squares the numerically
measured convergence factors for solving the equation
LτL,hLu = f
with the two-grid cycle when semi coarsening in time is applied. For the numerical
test we use a zero right hand side, i.e. f = 0 and a random initial vector u0 with
values between zero and one. The convergence factor of the two-grid cycle is measured
by
max
k=1,...,Niter
∥∥rk+1∥∥
2
‖rk‖2
, with rk := f − LτL,hLuk,
where Niter ∈ N, Niter ≤ 250 is the number of two-grid iterations used until we
have reached a given relative error reduction of εMG = 10
−140. We observe that the
numerical results agree very well with the theoretical results, even though the local
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Fig. 3: Asymptotic convergence factor ̺(Mˆsµ) for different discretization parameters
µ and numerical convergence factors for Nt = 256 time steps and Nx = 1023.
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Fig. 4: Average convergence factor ̺(Mˆfµ) for different discretization parameters µ
and numerical convergence factors for Nt = 256 time steps and Nx = 1023.
Fourier mode analysis is not rigorous for the numerical simulation that does not use
periodic boundary conditions.
In Figures 4a–4b we plot the theoretical convergence factors ̺(Mˆsµ) for the two-
grid cycleMfτL,hL with full space-time coarsening as function of the discretization pa-
rameter µ ∈ [10−6, 106] for different polynomial degrees pt ∈ {0, 1}. We observe that
the theoretical convergence factors are bounded by ̺(Mˆfµ) ≤ 12 if the discretization
parameter µ is large enough, i.e. for µ ≥ µ∗. In Remark 3.13 we already computed
these critical values µ∗ for several polynomial degrees pt. As before we compared
the theoretical results with the numerical results when full space-time coarsening is
applied. In Figures 4a–4b the measured numerical convergence factors are plotted as
dots, triangles and squares. We see that the theoretical results agree very well with
the numerical results.
Overall we conclude that the two-grid cycle always converges to the exact solution
of the linear system (1.3) when semi coarsening in time is applied. Furthermore, if
the discretization parameter µ is large enough, we can also apply full space-time
coarsening, which leads to a smaller coarse problem compared to the semi coarsening
case.
Remark 3.26. For the two-grid analysis above we used for the block Jacobi
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smoother
SντL,hL =
[
I − ωt(DτL,hL)−1LτL,hL
]ν
(3.13)
the exact inverse of the diagonal matrix DτL,hL = diag {AτL,hL}NLtn=1. In practice, it
is more efficient to use an approximation D˜−1τL,hL by applying one multigrid iteration
in space for the blocks AτL,hL , see also [34], where such an approximate block Jacobi
method is used directly to precondition GMRES. Hence the smoother (3.13) changes
to
SντL,hL :=
[
I − ωt (I −MτL,hL) (DτL,hL)−1LτL,hL
]ν
,(3.14)
with the matrix MτL,hL := diag
{
MxτL,hL
}NLt
n=1
, where MxτL,hL is the iteration matrix
of the multigrid scheme for the matrix AτL,hL. In the case that the iteration matrix
MxτL,hL is given by a two-grid cycle, we further obtain the representation
MxτL,hL = S
x,νx2
τL,hL
[
I − PLxx A−1τL,2hLR
Lx
x AτL,hL
]
Sx,νx1τL,hL ,
with a damped Jacobi smoother in space
Sx,νxτL,hL :=
[
I − ωx
(
DxτL,hL
)−1
AτL,hL
]νx
, DxτL,hL := diag
{2h
3
KτL +
2
h
MτL
}NLx
r=1
and the restriction and prolongation operators
RLxx := RLxx ⊗ INt and P
Lx
x := PLxx ⊗ INt .
With the different smoother (3.14) we also have to analyze the two different two-grid
iteration matrices
MsτL,hL := S
ν2
τL,hL
[
I − PLx,Lts (L2τL,hL)−1RLx,Lts LτL,hL
]
Sν1τL,hL ,(3.15)
MfτL,hL := S
ν2
τL,hL
[
I − PLx,Ltf (L2τL,2hL)−1RLx,Ltf LτL,hL
]
Sν1τL,hL .(3.16)
Hence it remains to analyze the mapping property of the operatorMτL,hL on the space
of harmonics ELx,Lt(θx, θt). By several computations we find under the assumptions
of periodic boundary conditions (3.1) that
MτL,hL : ELx,Lt(θx, θt)→ ELx,Lt(θx, θt)
with the mapping 
U1
U2
U3
U4
 7→
(
M˜τL,hL(θx) 0
0 M˜τL,hL(θx)
)
U1
U2
U3
U4
 ,(3.17)
and the iteration matrix
M˜τL,hL(θx) := S˜x,ν
x
1
τL,hL
(θx)KxτL,hL(θx)S˜
x,νx2
τL,hL
(θx) ∈ C2Nt×2Nt ,
KxτL,hL(θx, θt) := I2Nt − P˜x(θx)A˜−1τL,2hL(2θx)R˜x(θx)A˜τL,hL(θx) ∈ C2Nt×2Nt ,
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with the matrices
A˜τL,hL(θx) :=
(
AˆτL,hL(θx) 0
0 AˆτL,hL(γ(θx))
)
∈ C2Nt×2Nt ,
A˜−1τL,2hL(2θx) :=
(
AˆτL,2hL(2θx)
)−1
∈ CNt×Nt ,
S˜x,νxτL,hL(θx) :=

(
SˆτL,hL(ωx, θx)
)νx
0
0
(
SˆτL,hL(ωx, γ(θx))
)νx
 ∈ C2Nt×2Nt ,
R˜x(θx) :=
(
Rˆx(θx)INt Rˆx(γ(θx))INt
) ∈ C2Nt×Nt ,
P˜x(θx) :=
( Pˆx(θx)INt
Pˆx(γ(θx))INt
)
∈ CNt×2Nt ,
and the Fourier symbols
AˆτL,hL(θx) :=
hL
3
(2 + cos(θx))KτL +
2
hL
(1− cos(θx))MτL ∈ CNt×Nt ,
SˆτL,hL(ωx, θx) := INt − ωx
(
2hL
3
KτL +
2
hL
MτL
)−1
AˆτL,hL(θx) ∈ CNt×Nt .
Hence we can analyze the modified two-grid iteration matrices (3.15) by taking the
additional approximation with the mapping (3.17) into account. For the smoothing
steps νx1 = ν
x
2 = 2 and the damping parameter ωx =
2
3 for the spatial multigrid
component, the theoretical convergence factors with semi coarsening in time are plotted
in Figures 5a–5b for the discretization parameter µ ∈ [10−6, 106] with respect to the
polynomial degrees pt ∈ {0, 1}. We observe that the theoretical convergence factors
are always bounded by ̺(Msµ) ≤ 12 . We also notice that the theoretical convergence
factors are a little bit larger for small discretization parameters µ, compared to the
case when the exact inverse of the diagonal matrix DτL,hL is used. The numerical
factors are plotted as dots, triangles and squares in Figures 5a–5b. We observe that
the theoretical convergence factors coincide with the numerical results.
In Figures 6a–6b the convergence of the two-grid cycle for the full space-time
coarsening case is studied. Here we see that the computed convergence factors are
very close to the results which we obtained for the case when the exact inverse of the
diagonal matrix DτL,hL is used.
4. Numerical examples. We present now numerical results for the multigrid
version of our algorithm, for which we analyzed the two-grid cycle in Section 3.2.
Following our two-grid analysis, we also apply full space-time coarsening only if µL ≥
µ∗ in the multigrid version. If µL < µ∗, we only apply semi coarsening in time.
In that case, we will have for the next coarser level µL−1 = 2τLh−2L = 2µL. This
implies that the discretization parameter µL−1 gets larger when semi coarsening in
time is used. Hence, if µL−k ≥ µ∗ for k < L we can apply full space-time coarsening
to reduce the computational costs. If full space-time coarsening is applied, we have
µL−1 = 2τL (2hL)
−2
= 12µL, which results in a smaller discretization parameter µL−1.
We therefore will combine semi coarsening in time or full space-time coarsening in the
right way to get to the next coarser space-time level. For different discretization
parameters µ = cµ∗, c ∈ {1, 10}, this coarsening strategy is shown in Figure 7 for 8
time and 4 space levels. The restriction and prolongation operators for the space-time
multigrid scheme are then defined by the given coarsening strategy.
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Fig. 5: Average convergence factor ̺(Msµ) for different discretization parameters µ
and numerical convergence factors for Nt = 256 time steps and Nx = 1023.
10−6 10−4 10−2 1 102 104 106
0
0.2
0.4
0.6
0.8
1
discretization parameter µ
co
n
v
er
g
en
ce
fa
ct
o
r
̺
(M
f µ
)
ν = 1, analysis
ν = 2, analysis
ν = 5, analysis
ν = 1, experiment
ν = 2, experiment
ν = 5, experiment
(a) pt = 0.
10−6 10−4 10−2 1 102 104 106
0
0.2
0.4
0.6
0.8
1
discretization parameter µ
co
n
v
er
g
en
ce
fa
ct
o
r
̺
(M
f µ
)
ν = 1, analysis
ν = 2, analysis
ν = 5, analysis
ν = 1, experiment
ν = 2, experiment
ν = 5, experiment
(b) pt = 1.
Fig. 6: Average convergence factor ̺(Mfµ) for different discretization parameters µ
and numerical convergence factors for Nt = 256 time steps and Nx = 1023.
We now show examples to illustrate the performance of our new space-time multi-
grid method.
Example 4.1 (Multigrid iterations). In this example we consider the spatial
domain Ω = (0, 1)3 and the simulation interval (0, T ) with T = 1. The initial decom-
position for the spatial domain Ω is given by 12 tetrahedra. We use several uniform
refinement levels to study the convergence behavior of the space-time multigrid solver
with respect to the space-discretization. For the coarsest time level we use one time
step, i.e. τ0 = 1. For the space discretization we use P1 conforming finite elements
and for the time discretization we use piecewise linear discontinuous ansatz functions,
i.e. pt = 1. To test the performance of the space-time multigrid method we use a zero
right hand side, i.e. f = 0 and as an initial guess u0 we use a random vector with
values between zero and one. For the space-time multigrid solver we use ν1 = ν2 = 2,
ωt =
1
2 , γ = 1. We apply for each block AτL,hL one geometric multigrid V-cycle to
approximate the inverse of the diagonal matrix DτL,hL. For this multigrid cycle we
use νx1 = ν
x
2 = 2, ωx =
2
3 , γx = 1. For the smoother we use a damped block Jacobi
smoother. We apply the space-time multigrid solver until we have reached a given
relative error reduction of εMG = 10
−8. In Table 1, the iteration numbers for several
space and time levels are given. We observe that the iteration numbers stay bounded
independently of the mesh size hLx , the time step size τLt and the number of time
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Fig. 7: Space-time coarsening for different discretization parameters µL.
time levels
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
sp
a
ce
le
v
el
s 0 1 7 7 7 7 7 7 7 8 8 9 9 9 9 9
1 1 7 7 7 7 7 7 7 8 8 9 9 9 9 9
2 1 7 7 7 7 7 8 7 8 8 9 9 9 9 9
3 1 7 7 7 7 8 8 8 8 8 9 9 9 9 9
4 1 7 7 7 8 8 8 8 8 8 8 9 9 9 9
5 1 7 7 7 7 7 8 8 8 8 8 9 9 9 9
Table 1: Multigrid iterations for Example 4.1.
steps NLt = 2
Lt .
Example 4.2 (High order time discretizations). In this example we study the
convergence of the space-time multigrid method for different polynomial degrees pt,
which are used for the underlying time discretization. To do so, we consider the
spatial domain Ω = (0, 1)2 and the simulation interval (0, T ) with T = 1024. For the
space-time discretization we use tensor product space-time elements with piecewise
linear continuous ansatz functions in space, and for the discretization in time we use
a fixed time step size τ = 1. For the initial triangulation of the spatial domain Ω we
consider 4 triangles, which are refined uniformly several times. For the space-time
multigrid approach we use the same parameters as in Example 4.1. We solve the
linear system (2.1) with zero right hand side, i.e. f = 0 and for the initial vector u0
we use a random vector with values between zero and one. We apply the space-time
multigrid solver until we have reached a relative error reduction of εMG = 10
−8. In
Table 2 the iteration numbers for different polynomial degrees pt and different space
levels are given. We observe that the iteration numbers are bounded, independently of
the ansatz functions for the time discretization.
5. Parallelization. One big advantage of our new space-time multigrid method
is that it can be parallelized also in the time direction, i.e. the damped block Jacobi
smoother can be executed in parallel in time. For each time step we have to apply one
multigrid cycle in space to approximate the inverse of the diagonal matrix DτL,hL .
The application of this space multigrid cycle can also be done in parallel, where one
may use parallel packages like in [6, 5, 24]. Hence the problem (2.1) can be fully
parallelized in space and time, see Figure 8.
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polynomial degree pt
0 1 2 3 4 5 10 15 20 25 30 35 40 45
sp
a
ce
le
v
el
s
0 7 7 6 6 6 6 5 5 4 4 4 4 5 5
1 7 7 7 7 7 7 7 7 7 7 7 7 7 7
2 7 7 7 7 7 7 7 7 7 7 7 7 7 7
3 7 7 7 7 7 7 7 7 7 7 7 7 7 7
4 7 7 7 7 7 7 7 7 7 7 7 7 7 7
5 7 7 7 7 7 7 7 7 7 7 7 7 7 7
6 7 7 7 7 7 7 7 7 7 7 7 7 7 7
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7
Table 2: Multigrid iterations with respect to the polynomial degree pt.
x
t
(a) Parallelization only in the time direction.
x
t
(b) Full space-time parallelization.
Fig. 8: Communication pattern on a fixed level.
The next example shows the excellent weak and strong scaling properties of our
new space-time multigrid method.
Example 5.1 (Parallel computations). In this example we consider the spatial
domain Ω = (0, 1)3, which is decomposed into 49 152 tetrahedra. For the discretiza-
tion in space we use P1 conforming finite elements and for the time discretization we
use polynomials of order pt = 3 and a fixed time step size τ = 10
−1. For the multigrid
solver in space we use the best possible settings such that we obtain the smallest com-
putational times when we apply the usual forward substitution. In particular we use a
damped Gauß-Seidel smoother with the damping parameter ωx = 1.285 and we apply
one pre- and one post-smoothing step, i.e. νx1 = ν
x
2 = 1. We also tune the multigrid
parameters with respect to time, such that we also obtain the best possible computa-
tional times for the presented space-time multigrid solver. Here we use ν1 = ν2 = 1
smoothing steps and since µ = τh−2 is large enough we use for the damping parameter
ωt = 1, see also Remark 3.14. Of course we could also use the assymptotic optimal
damping parameter ω∗t =
1
2 which would lead to slightly more multigrid iterations for
this case.
To show the parallel performance, we first study the weak scaling behavior of the
new multigrid method. We use a fixed number of time steps per core, i.e. 2 time
steps for each core, and we increase the number of cores when we increase the number
of time steps. Hence the computational cost for one space-time multigrid cycle stays
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cores time steps dof iter time fwd. sub.
1 2 59 768 7 29.3 21.2
2 4 119 536 7 29.6 44.0
4 8 239 072 7 29.6 87.7
8 16 478 144 7 29.7 176.7
16 32 956 288 7 29.6 351.7
32 64 1 912 576 7 29.7 703.8
64 128 3 825 152 7 29.7 1 408.3
128 256 7 650 304 7 29.7 2 819.8
256 512 15 300 608 7 29.8 5 662.7
512 1 024 30 601 216 7 29.7 11 278.4
1 024 2 048 61 202 432 7 29.8 22 560.3
2 048 4 096 122 404 864 7 29.7 45 111.3
4 096 8 192 244 809 728 7 29.7 87 239.8
8 192 16 384 489 619 456 7 29.8 174 283.5
16 384 32 768 979 238 912 7 29.7 348 324.0
(a) Weak scaling results.
cores time steps dof iter time
1 32 768 979 238 912 7 −
2 32 768 979 238 912 7 −
4 32 768 979 238 912 7 −
8 32 768 979 238 912 7 60 232.5
16 32 768 979 238 912 7 30 239.5
32 32 768 979 238 912 7 15 136.2
64 32 768 979 238 912 7 7 590.0
128 32 768 979 238 912 7 3 805.2
256 32 768 979 238 912 7 1 906.8
512 32 768 979 238 912 7 951.8
1 024 32 768 979 238 912 7 473.4
2 048 32 768 979 238 912 7 238.2
4 096 32 768 979 238 912 7 119.0
8 192 32 768 979 238 912 7 59.4
16 384 32 768 979 238 912 7 29.7
(b) Strong scaling results.
Fig. 9: Scaling results with solving times in seconds.
almost the same for each core. Only the cost for the communication grows, since the
space-time hierarchy gets bigger, when we increase the number of time steps. In Table
9a, we give timings for solving the linear system (2.1) for a different number of time
steps. We see that the multigrid iterations stay bounded, if we increase the problem size
and that the computational costs stay completely constant if we increase the number
of cores. We also compare the presented space-time multigrid solver with the usual
forward substitution. For this we apply for each time step the space multigrid solver
with the best possible settings from above. We run the space multigrid solver until
we obtain the same relative error tolerance as for the space-time multigrid method.
In Table 9a the timings for the forward substitution are compared with the parallel
space-time multigrid solver. Here we observe that the space-time multigrid solver is
already faster when we use only two cores. Furthermore, when we increase the number
of cores we observe that the space-time multigrid approach completely outperforms the
forward substitution.
To test the strong scaling behavior, we fix the problem size and use 32 768 time
steps, which results in a linear system with 979 238 912 unknowns. Then we increase
the number of cores, which results in smaller and smaller problems per computing
core. In Table 9b the timings are given for different numbers of cores. We see that
the computational costs are divided by a factor very close to two, if we double the
number of cores. All the parallel computations of this example were performed on the
Lemanicus BlueGene/Q Supercomputer in Lausanne, Switzerland, and for one, two
and four cores, the computational times needed were too large to run, since Lemanicus
has a maximum wall clock time restriction of 24 hours.
6. Conclusions. We presented a new space-time multigrid method for the heat
equation, and used local Fourier mode analysis to give precise asymptotic convergence
and parameter estimates for the two-grid cycle. We showed that this asymptotic
analysis predicts very well the performance of the new algorithm, and our parallel
implementation gave excellent weak and strong scaling results for a large number of
processors.
This new space-time multigrid algorithm can not only be used for the heat equa-
tion, it is applicable to general parabolic problems. It has successfully been applied
to the time dependent Stokes equations, where one obtains similar speed up results
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as for the heat equation. Furthermore, this technique has been applied successfully
to parabolic control problems, but the analysis and the results will appear elsewhere.
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