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Abstract
We consider the shape-topology optimization of the Navier–Stokes problem. A new algorithm is proposed based on the
variational level set method. By this algorithm, a relatively smooth evolution can be maintained without re-initialization and drastic
topology change can be handled easily. Finally, the promising features of the proposed method are illustrated by two benchmark
examples.
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1. Introduction
Shape or topology optimization is to find the optimal shape or topology of a domain which minimizes or maximizes
a given criterion (often called a cost function). The shape optimization of the fluid flow has long been a subject of
interest to engineers and scientists and the applications are uncountable. The biggest demand for shape optimization
is for airplanes [6,9,13,14,31,42], for which even a small drag decrease means a lot of savings [37]. This method
has also been used in other related fields. For instance, Agoshkov, Quarteroni and Rozza [2,3,41] apply the optimal
control approaches to shape optimization of aorto-coronaric bypass anastomoses. Unlike the case of classical shape
optimization, in topology optimization the structure of the domain may change during the optimization process. A
new and very interesting application of the topology optimization method is for fluid flow [11,17,25]. For more works
in shape or topology optimization of fluid flow, we refer to [10,28,30,37,36] and references therein.
The classical method of shape sensitivity, which has been much studied [15,16,46,50], is a very general method that
can handle any type of cost functional and fluid models. But this method was implemented in a Lagrangian framework,
a remeshing process is always necessary and cannot be avoided in most cases, hence it is very time-consuming [4].
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The idea of the fictitious domain method is to extend the equations defined in a more complex domain of interest to
a much simpler domain that can be easily discretized using regular, uniform elements. All the computations are carried
out on this simpler domain which facilitates the parallelization of the process. The extension of the equations is such
that the extended solution, when restricted to the original domain, coincides with the solution of the original problem.
Due to the regularity of the meshes, faster solvers can be adopted [30]. Glowinski and collaborators have extensively
developed fictitious domain methods to solve complicated problems in regular grids [19–24]. Many works in immersed
domain/boundary methods [1,33,35] share similar ideas to fictitious domain methods. In shape optimization, fictitious
domain methods are even more appealing since they avoid the difficulties associated with a remeshing procedure. A
comparison of some fictitious domain methods used in shape optimization can be found in [29].
The level set method, first devised by Osher and Sethian [39,40], has been recently introduced in the field of shape
or topology optimization, enabling a smooth representation of the boundaries on a fixed mesh and therefore leading
to a fast numerical algorithm [4,5,7,49]. The main idea of the level set method for optimization problems is to choose
the direction (velocity) in such a way that a decrease of the cost functional is achieved, which assembles the classical
speed method in shape optimization. Sethian and Wiegmann [44] are among the first researchers to extend the level set
method to capture the free boundary of a structure on a fixed Eulerian mesh. The work of Allaire et al. [4,5] combines
sensitivity analysis and level set methods to perform structural optimization in two and three dimensions. Osher and
Santosa [38] investigated a two-phase optimization of a membrane modeled by a linear scalar partial differential
equation. Wang et al. [49] established the speed (or velocity) vector in terms of the shape of the boundary and the
variational sensitivity as a physically meaningful link between the general structural topology optimization process
and the powerful level set methods. The level set methods were further developed as a natural setting to combine the
rigorous shape variations into the conventional structural topology optimization process in [48]. The books [40,43]
and the references cited therein provide an overview of many related works.
In conventional level set methods, the moving fronts or interfaces are represented by the zero level set. But this may
not be maintained during the evolution. To solve this problem, the re-initialization procedure has been extensively used
as a remedial measure to maintain the level set function as a signed distance function during the evolution [40,43]. But
the re-initialization process is quite complicated, computationally costly, and has subtle side effects. Recently, a new
variational formulation of level set method has been proposed by [12,32,34] and [51] which needs no re-initialization
at all.
Since the level set methods are most commonly realized on a fixed Eulerian mesh, it is natural to think of borrowing
ideas from fictitious domain methods to solve shape optimization problems. The Navier–Stokes equations describe
flows of fluids ranging from certain gas motions to the lubrication of ball bearings. Thus, optimal shape control
problems associated with the Navier–Stokes equations, if settled properly, have wide and valuable applications. In the
present paper, we will concern ourselves with the optimal shape or topology control problems of the Navier–Stokes
problem mainly based on the works of [12,34]. Numerical examples are given to illustrate the effectiveness of the
present method in accuracy, convergence speed and insensitivity to initial designs in shape and topology optimization
of 2D problems that has been extensively studied in the literature [11,25] and [17].
The rest of the paper is organized as follows: In the next section, we give the state equations that we want to
optimize and shape sensitivity analysis; Section 3 is dedicated to the variational level set method; In Section 4, the
optimization algorithm and two numerical examples are provided. The conclusions are given in the last section.
2. Setting of the problem and shape sensitivity analysis
We consider the two-dimensional incompressible fluid flow that is governed by the Navier–Stokes equations.
Assume that Ω is an open and bounded domain in R2 with Lipschitz continuous boundary Γ := ∂Ω = Γc ∪ Γd .
We are looking for a vector function u = (u1, u2) and a scalar function p, representing respectively the velocity and
the pressure of the fluid, which are defined in Ω and satisfy the following steady-state Navier–Stokes equations:
−ν1u+ (u · ∇)u+∇ p = f , in Ω
divu = 0, in Ω
u = 0, on Γc
u = g, on Γd
(1)
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where ν = 1/Re (Re is the Reynolds number) is the kinematic viscosity and f is the body force. Owing to the
incompressibility of u, the function g must satisfy the compatibility condition∫
Γc
g · n = 0, (2)
where n denotes the outward unit normal. Since Ω is varying during the optimization process, we introduce an open
bounded domain D, the so-called working domain, which contains all admissible shapes Ω .
The rigorous mathematical treatment for the Navier–Stokes problem (1) can be found in [18,47].
In general, the cost functional is of the form
J (Ω) =
∫
Ω
j (u,∇u)dx . (3)
The optimal control problem is to find u such that the functional (3) is minimized subject to the Navier–Stokes
equations (1).
In order to apply a gradient method to the minimization of (3), we will use the classical shape sensitivity analysis.
Some classical notations and results are recalled here.
Let Ω be a regular open set of R2; we consider domains of the type
Ω(h) = (I d + h)(Ω) := {x + h(x), such that x ∈ Ω}. (4)
For small vector field h, the open set Ω(h) is one-to-one perturbation of the initial set Ω and (I d + h) is a
diffeomorphism in R2.
Definition 1 ([46]). The shape derivative of J (Ω) at Ω is defined as the Fre´chet derivative in W 1,∞(R2,R2) at 0:
J ((I d + h)(Ω)) = J (Ω)+DJ (Ω)(h)+ o(h), (5)
where DJ (Ω) is a continuous linear form on W 1,∞(R2,R2).
By the Hadamard structure theorem, it is known that the directional derivative DJ (Ω)(h) depends only on the
normal trace h · n on the boundary Γ , i.e.
Lemma 2 ([46]). Let Ω be a smooth bounded open set and j (u,∇u) ∈ W 1,1(R2). Then the domain shape functional
(3) is differentiable at Ω and
DJ (Ω)(h) =
∫
Ω
div(h(x) j (u,∇u))dx =
∫
Γ
h(x) · n(x) j (u,∇u)ds, (6)
for any h ∈ W 1,∞(R2,R2).
In this work, we will examine the minimize drag/energy problem where the fluid is described by (1), i.e.minΩ∈DJNS(Ω) =
∫
Ω
|∇u|2dΩ ,
subject to (1),
(7)
where D is the working domain, in which all admissible shapes Ω are included, and u is the solution of (1). An
example of D is:
D = {Ω : Ω ⊂ D, |Ω | = γ |D|}, (8)
where | • | is the area and γ is the prescribed area fraction, a constant between 0 and 1. The existence of the optimal
control problem (7) can be found in [26,27].
Using Green’s formula together with Lemma 2, we can deduce that
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Theorem 3 ([36]). Let Ω be a smooth bounded open set and h ∈ W 1,∞(R2,R2). Assume that the data f and the
solution u of (1) are smooth enough, say f ∈ H1(Ω), u ∈ H2(Ω). The shape derivative of JNS(Ω) is
DJNS(Ω)h = ν
∫
Γ
[(
∂u
∂n
)2
− ∂u
∂n
∂w
∂n
]
(h,n)ds, (9)
where (u, p) is the solution of the problem (1) and (w, q) is the solution of the following adjoint equations−ν1w− ((u · ∇)w+ (∇w)u)+∇q = −2ν1u, in Ω∇ · w = 0, in Ωw = 0, on Γ . (10)
3. Variational level set formulation
Considering the working domain D ⊂ R2, we assume there exists a implicit function φ(x), the so-called level set
function, which satisfies
φ(x) > 0, ∀x ∈ Ω
φ(x) = 0, ∀x ∈ Γ := ∂Ω
φ(x) < 0. ∀x ∈ D \ Ω .
(11)
The local unit normal n and curvature κ to the surface are given by
n = ∇φ|∇φ| , (12)
and
κ = ∇ · n = div
( ∇φ
|∇φ|
)
, (13)
respectively. In the level set method, it is convenient to use the Heaviside distribution H(φ) and the Dirac delta
distribution δ(φ) [39]
H(φ(x)) =
{
1, φ ≥ 0
0, φ < 0
(14)
δ(φ(x)) = DH(φ(x))
Dφ
= δ(φ)|∇φ|. (15)
For a function F(x), the area integration and the boundary integration are defined respectively as∫
Ω
F(x)H(φ(x))dΩ (16)
and ∫
Γ
F(x)H(φ(x))dΓ =
∫
Ω
F(x)δ(φ(x))|∇φ(x)|dΩ . (17)
During the optimization process, the level set function φ(x) is used to represent the boundaries, as was originally
developed for curve and surface evolution [43]. The change of the level set function φ(x) is governed by the
Hamilton–Jacobi equation
∂φ(x, t)
∂t
− V |∇φ(x, t)| = 0, (18)
where V is the desired normal velocity on the boundary.
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As mentioned above, it is crucial to keep the level set function as a distance function during the evolution. It is well
known that a signed distance function must satisfy the property |∇φ(x)| = 1, and vice versa, if any function φ(x)
satisfies |∇φ(x)| = 1, then φ(x) is a signed distance function up to the addition of a constant [8]. So we will use the
following integral to characterize how close a function φ(x) is to a signed distance function in Ω ∈ R2 [34],
D(φ(x)) =
∫
D
1
2
(|∇φ| − 1)2dx . (19)
If we assume that the normal derivative of φ(x) vanishes on the boundary
∂φ(x)
∂n
= 0, on ∂D (20)
then the Gateaux derivatives of D(φ(x)) with respect to φ(x) in the ψ direction are(
∂D(φ(x))
∂φ
,ψ
)
= −
∫
D
(1φ − κ)ψdx . (21)
In fact,(
∂D
∂φ
,ψ
)
= lim
t→0
∫
D
1
2 (|∇(φ + tψ)| − 1)2dx −
∫
D
1
2 (|∇φ| − 1)2dx
t
=
∫
D
1
2
lim
t→0
2t∇φ · ∇ψ + t2|∇ψ |2 − 2|∇(φ + tψ)| − 2|∇φ|
t
dx
=
∫
D
(
∇φ · ∇ψ − lim
t→0
|∇(φ + tψ)|2 − |∇φ|2
t (|∇(φ + tψ)| + |∇φ|)
)
dx
=
∫
D
(
∇φ · ∇ψ − ∇φ · ∇ψ|∇φ|
)
dx
= −
∫
D
(1φ − κ)ψdx +
∫
Γ
ψ
∂φ
∂n
dΓ +
∫
Γ
ψ
|∇φ|
∂φ
∂n
dΓ (by Eq. (20))
= −
∫
D
(1φ − κ)ψdx .
From Theorem 3, the shape derivative can be written as the following form
DJ (Ω)h =
∫
Γ
Vh · nds, (22)
where
V =
(
∂u
∂n
)2
− ∂u
∂n
∂w
∂n
. (23)
We can define the descent direction by
h = −Vn. (24)
The normal component h · n = −V can be used as the advection velocity in the Hamilton–Jacobi equation (18) [5].
In our proposed algorithm, the level set function will be evolved by
∂φ(x, t)
∂t
− V |∇φ(x, t)| − λ(1φ(x, t)− κ) = 0, (25)
where λ is a positive parameter which balances the influence of the force term (1φ(x, t)−κ). The second term on the
left-hand side of Eq. (25) drives the zero level set toward the object boundaries, while the third term forces the level
set function φ(x, t) to be close to a signed distance function during the optimization process. The re-initialization
procedure is not necessary now.
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4. Numerical simulation
4.1. Finite element approximation
The Navier–Stokes equations (1) can be written in component-wise form as:
−ν1u1 + u1 ∂u1
∂x1
+ u2 ∂u1
∂x2
+ ∂p
∂x1
= f1, (26)
−ν1u2 + u1 ∂u2
∂x1
+ u2 ∂u2
∂x2
+ ∂p
∂x2
= f2, (27)
where ui (i = 1, 2) are components of the velocity vector u in respectively the xi (i = 1, 2) direction and f = ( f1, f2)
is the body force. The continuity equation is:
∂u1
∂x1
+ ∂u2
∂x2
= 0. (28)
The Dirichlet boundary conditions are:
ui = 0 (i = 1, 2) x ∈ Γc, (29)
and
ui = gi (x) (i = 1, 2) x ∈ Γd . (30)
g1 and g2 satisfy the compatibility condition (2).
For system (26)–(28) we can derive the corresponding Galerkin equations:∫
Ω
[
ν∇uh1 · ∇φi +
(
uh1
∂uh1
∂x1
+ uh2 ∂uh1
∂x2
)
φi − p ∂φi
∂x1
]
dΩ =
∫
Ω
f1φidΩ , (31)∫
Ω
[
ν∇uh2 · ∇φi +
(
uh1
∂uh2
∂x1
+ uh2 ∂uh2
∂x2
)
φi − p ∂φi
∂x1
]
dΩ =
∫
Ω
f2φidΩ ,
(i = 1, 2, . . . , N ), (32)∫
Ω
[
∂u1
∂x1
+ ∂u2
∂x2
]
ψ jdΩ = 0, ( j = 1, 2, . . . ,M). (33)
The above equations contain, due to the convection, nonlinear terms of the type:
uh1
∂uh1
∂x1
=
N∑
j=1
N∑
k=1
u1 ju1kφ j
∂φk
∂x1
, (34)
with u1 j and u1k as unknowns.
For all our calculations, we apply a Taylor–Hood element (P2− P1) discretization of the Navier–Stokes equations,
i.e.
uhi =
6∑
j=1
ui jφ j , (35)
with
a j (2λ j − 1), j = 1, 2, 3, (36)
φ4 = 4λ2λ3, φ5 = λ1λ3, φ6 = 4λ1λ2, (37)
and ph = ∑3j=1 p jψ j , with ψ j = λ j , ( j = 1, 2, 3). ui j and p j are the nodal point values of velocity and pressure
and λ j the linear polynomials for a triangular element. This is a stable element in standard fluid mechanics [52]. The
shape derivative of the cost functional (9) and the adjoint equations (10) can also be treated in the same way.
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4.2. Numerical implementation of the variational level set method
From the point of view of computation, the smeared-out Heaviside and Dirac delta distributions are preferred during
the optimization process. We use the following regularized Heaviside and Dirac delta functions in our numerical
examples:
Hρ(x) =

1 if x > ρ,
0 if x < −ρ,
1
2
[
1+ x
ρ
+ 1
pi
sin
(
pix
ρ
)]
if |x | ≤ ρ.
(38)
δρ(x) =
0 if |x | > ρ,1
2ρ
[
1+ cos
(
pix
ρ
)]
if |x | ≤ ρ, (39)
where ρ is a tunable parameter that determines the size of the bandwidth of numerical smearing. A typically good
value is ρ = 1.51x , where 1x is the grid size [40].
Before we move on, we introduce some notations concerning the differences. We define
δx+φl,m =
φl+1,m − φl,m
1x
, δ
y
+φl,m =
φl,m+1 − φl,m
1y
;
δx−φl,m =
φl,m − φl−1,m
1x
, δ
y
−φl,m =
φl,m − φl,m−1
1y
;
δx0φl,m =
φl+1,m − φl−1,m
21x
, δ
y
0φl,m =
φl,m+1 − φl,m−1
21y
;
δxc φl,m =
φl+1,m − 2φl,m + φl−1,m
(1x)2
, δ
y
c φl,m = φl,m+1 − 2φl,m − φl,m−1
(1y)2
to be forward, backward, centered and centered second difference, respectively.
Practical experience suggests that temporal truncation errors seem to produce less deterioration of the numerical
solution in level set methods, so we use the following simple time step algorithm to evolve the level set function φ in
(25):
φi+1 − φi
1t
− V i
∣∣∣∇φi ∣∣∣− λi (1φi − κ i ) = 0, (40)
where 1t is the time step (i = 0, 1, 2, . . .) and φ0 is known a priori. On the other hand, the level set methods are
sensitive to spatial accuracy. In order to avoid oscillations, we employ the high order ENO (essentially nonoscillatory)
scheme in our calculations [45]:
(i) if V i < 0, then∣∣∇φ jk∣∣ = √(max(Dx−φ jk, 0))2 + (min(Dx+φ jk, 0))2 + (max(Dy−φ jk, 0))2 + (min(Dy+φ jk, 0))2
(ii) if V i ≥ 0, then∣∣∇φ jk∣∣ = √(min(Dx−φ jk, 0))2 + (max(Dx+φ jk, 0))2 + (min(Dy−φ jk, 0))2 + (max(Dy+φ jk, 0))2
where j, k are the index for the x and y coordinates and
Dx−φ jk = δx−φ j,k +
1x
2
M [δxc φ j,k, δxc φ j−1,k] ,
Dx+φ jk = δx+φ j,k +
1x
2
M [δxc φ j+1,k, δxc φ j,k] ,
Dy−φ jk = δy−φ j,k +
1y
2
M [δyc φ j,k, δyc φ j,k−1] ,
Dy+φ jk = δy+φ j,k +
1y
2
M [δyc φ j,k+1, δyc φ j,k] ,
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where
M[X, Y ] =
{
min(X, Y ) if X · Y > 0,
0 if X · Y ≤ 0. (41)
The curvature term is approximated by using
∇ ·
( ∇φ
|∇φ|
)
=
(
φx
|∇φ|
)
x
+
(
φy
|∇φ|
)
y
, (42)
so
∇ ·
( ∇φ
|∇φ|
)
jk
=
[(
φx
|∇φ|
)
j+1/2,k
−
(
φx
|∇φ|
)
j−1/2,k
]/
1x
+
[(
φy
|∇φ|
)
j,k+1/2
−
(
φy
|∇φ|
)
j,k−1/2
]/
1y, (43)
where(
φx
|∇φ|
)
j+1/2,k
= δ
x+φ j,k√
(δx+φ j,k)2 +
[
1
2
(
δ
y
0φ j,k + δy0φ j+1,k
)]2
(
φx
|∇φ|
)
j−1/2,k
= δ
x−φ j,k√
(δx−φ j,k)2 +
[
1
2
(
δ
y
0φ j−1,k + δy0φ j,k
)]2
(
φy
|∇φ|
)
j,k+1/2
= δ
y
+φ j,k√
(δ
y
+φ j,k)2 +
[
1
2
(
δx0φ j,k + δx0φ j,k+1
)]2
(
φy
|∇φ|
)
j,k−1/2
= δ
y
+φ j,k√
(δ
y
+φ j,k)2 +
[
1
2
(
δx0φ j,k−1 + δx0φ j,k
)]2 .
4.3. Optimization algorithm
Based on the above results, we can obtain the following algorithm:
(1) Initialization of the level set function φ0(x) corresponding to an initial domain Ω0.
(2) Iteration until convergence, for i ≥ 0:
• Compute the state ui and adjoint state wi through two problems (1) and (10), then obtain the shape derivative
of the cost functional by (9).
• Deform the shape by solving the modified Hamilton–Jacobi equation (25). The new shape Ωi+1 is characterized
by the zero-contour of the level set function φi+1.
It can be seen that the re-initialization procedure can be ignored now.
4.4. Numerical examples
We will present two benchmark numerical examples for two-dimensional shape optimization in this section, which
can be commonly found in the fluid mechanics literature and have been used by several authors recently [11,17,25],
to verify the promising features of our proposed algorithm.
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Fig. 1. Design domain for the pipe bend example [11].
In both the experimental results shown in this section the parameter λ is equal to 1. The time step1t can be chosen
much larger than that of the conventional level set method. But in order to ensure the stability of the evolution, we
use 1t ≤ 5 in all our examples. The design domains are discretized into 150× 150 elements. The present algorithm
terminated when the relative difference between two successive cost functional values is less than the prescribed
error.
4.4.1. Design of a bend
In the first numerical example, we consider the design of a bend, which can be found in [11] and [17]. The design
domain is shown in Fig. 1. The initial shape is the full domain. Our target is to find the efficient connection between
the inlet and outlet subject to the constraint that the fluid is allowed to occupy a quarter of the domain. We consider
two situations, Navier–Stokes flow with the Reynolds numbers Re = 10 and Re = 1000. The initial and the final
velocity field with streamlines are shown in Fig. 2. The convergence history of the objective functional (3) is shown
in Fig. 3.
It can be seen from Fig. 2(b) that our method successfully obtains the pipe bend which is similar to that of [11] and
[17]. From the final design in Fig. 2, we also see that the pipe has a sharp bend for low Reynolds number as in the
Stokes problem. As the Reynolds numbers increased the corners become rounder.
4.4.2. A diffuser
In the second numerical example, we demonstrate our algorithm by a diffuser. This problem was previous studied
in [11] and [25].
The design domain is shown in Fig. 4 and also treated as dimensionless as in [25]. The maximum inlet velocity
is 1 and the maximum outlet velocity is 3. The velocity is prescribed to be zero elsewhere on the boundary of the
domain. The prescribed volume fraction is γ = 0.5. The initial shape is also the full domain as depicted in Fig. 5.
The Reynolds numbers is 1000. The optimal shape is shown in Fig. 6 which is similar to those in [11] and [25]. Fig. 7
shows the evolution of the objective functional. As can be seen, the convergence speed is also satisfactory.
5. Conclusions
We have proposed a method for shape or topology optimization of the Navier–Stokes problem in the present paper.
This method has the following advantages over the existing methods:
• The level set method in our formulation can be easily implemented and is computationally more efficient since it
is an Eulerian shape capture method and a re-initialization procedure is not necessary;
• It is insensitive to the initial shape or topology, such that the level set function can be initialized with any distance
functions with any shape or topology that are more efficient to construct and easier to use in practice;
• It allows for drastic topology changes during the optimization process.
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(a) The initial and the final velocity field with streamlines (Re = 10).
(b) The initial and the final velocity field with streamlines (Re = 1000).
Fig. 2. The initial and the final velocity field with streamlines for different Reynolds numbers.
Fig. 3. Convergence history of the objective functional.
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Fig. 4. The design domain for the diffuse example [11].
Fig. 5. The initial velocity field.
Fig. 6. Optimal diffuser.
The provided numerical examples illustrate that the present algorithm is successful in accuracy, convergence speed
and insensitivity to initial shape or topology.
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Fig. 7. Convergence history of the objective functional.
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