Abstract. Based on the ML-kNN multi-label classification algorithm of probability and statistics, the k neighbors of unclassified sample are implicitly deemed that they have the same effect on classification result while ignoring the influence of the distances between k neighbors and unclassified sample. This paper proposes an improved ML-kNN algorithm by fusing nearest neighbor classification: IML-kNN. On the basis of the traditional ML-kNN algorithm, the algorithm considers the influence of the nearest neighbor and k neighbors of unclassified sample. Numerical simulation results show that the IML-kNN algorithm can have a good classification effect on the multi-label evaluation metrics.
Introduction
Research on multi-label classification problems has become the focus of many scholars, because it is widely presented in the current era of big data. For example, in the film category, a film may belong to a number of predefined themes, such as "action movie" and "comedy"; in functional genomics problem [1, 2] each gene may have a variety of features such as "protein synthesis" and "transcription"; and it is also applied to text classification [3] [4] [5] , video semantic annotation [6] , image classification and other fields. Multi-label problems in mathematical language can be described as: definition of d-dimensional input space of sample x , and definition of a limited set of labels y={β1,β2,...,βq}, the classification question is giving a training data set T={(x1,Y1),(x2,Y2),...,(xm,Ym)}(xi∈R , and h can optimize some of the specified assessment criteria. In practice, a real-valued mapping function f: R d ×y→R is usually figured out on the solution process. Assuming that a given instance and its associated set of labels, a good classifier will produce a greater value for selected labels, while a smaller value for non-selected labels, namely f(xi,y1)>f(xi,y2)(y1∈Yi,y2∉Yi).
There are two main methods to solve the multi-label classification problem: problem transformation method and algorithm transformation method. Multi-label classification problem is converted to binary problem, label sorting problem for problem transformation method. Representation algorithm are BR [7, 8] (binary relevance) and LP [9] (label power set). Algorithm transformation method adjusts existing single-label classification algorithm to deal with multi-classification problem. AdaBoost.MH [10] is extended from the AdaBoost algorithm to determine label set by minimizing the Hamming loss. SVM-based Rank-SVM [11] constructs a SVM classifier for each category marker. This method takes into account correlation and irrelevant markings of each sample by using ranking loss. The objective optimization problem can be transformed into a quadratic programming problem, but the training is very time consuming. The ML-kNN [12] based on classic kNN algorithm considers label selection information of the k nearest neighbors (kNN) of one sample, and uses the maximum a posteriori probability criterion (MAP) to predict classification information of samples to be classified. This method is simple and effective, but the relevant information of label combinations is not considered. To this end, a new multi-label lazy learning algorithm [13] IMLLA is proposed in [14] by fully investigating the correlation between labels. In literature [15] , a multi-label classification algorithm based on Naive Bayes (MLNB) is designed and a feature selection mechanism is added at the same time. In this paper, we propose a new improved algorithm based on ML-kNN: considering the influence of the nearest neighbor and k neighbors of unclassified sample, and this effect is quantified by the weighted value. Finally, the ML-kNN algorithm and IMLLA algorithm are compared with the improved algorithm on the test set.
ML-kNN Algorithm
The ML-kNN algorithm takes advantage of the maximum a posteriori probability criterion, which can convert the conditional parameter probabilities to get a classification function, which combines with kNN.
For each test instance x, ML-kNN firstly identifies its kNNs N(x) in the training set. Let H1 l be the event that x has label l, while H0 l be the event that x has not label l. E l Cx(l) denotes the event that, among the kNNs of x, there are exactly Cx(l) instances which have label l, where Cx(l) counts the number of neighbors of x belonging to the lth class. For each label, the probability of P(Hb l ) and
) are obtained by counting the corresponding frequencies of labels in the training data set as certain rules.
Improved ML-kNN algorithm: IML-kNN
For each sample in the data set, its k neighbors' label set is largely similar with the sample' label set. Its similarity will change with the distance between neighbors and the sample. The distance is inversely proportional to the similarity. Normally, as the distance gets farther, the similarity gets smaller and vice versa. Based on this, we consider the influence of unclassified sample's k neighbors and the nearest neighbor simultaneously, and this effect is quantified by the weighted value, resulting in getting a new weighting function classification:
Nx(l) represents the value of label l among the nearest neighbor of a sample x, value is 0 or 1 for binary classification.1/k and (k-1)/k denote weighting coefficients, in this paper, the influence on the label set of the sample from its k nearest neighbors' label set is considered equal, so the weighting coefficient of the nearest neighbor sample is 1 / k, and (k-1) / k for the k neighbors. Then we will discuss the effect of the k values on the classification accuracy. The algorithm steps are as follows.
Algorithm 1 Improved IML-kNN algorithm pseudo-code description Input: training set T, the unknown sample t Output: label set of the unknown sample t
Step 1: Calculating the priori probability of each label l∈y
Step 2: Calculating the sample xi (i=1,2,...m)'s k neighbors N(xi)
Step 3: Calculating the posterior probability of each label l∈y 
Step4: Calculating the k neighbors of the unknown sample t
Step 5: Calculating the unknown sample t's labels value yt(l)
As shown in algorithm 1, calculating prior probability vector and conditional posterior probability vectors (where s = 1, generating Laplace filter) for each label by using the ML-kNN in the training data set, then on the test data set for each unknown sample t, calculating the total neighbor number whose label is selected from the sample t's k neighbors. At last, we classify the sample t by using the improved classifier function (equation (2)).
Experimental Results and Analysis

Experiment settings
Details of the three data sets are shown in Table 1 . The label potential is average number of labels selected in one sample, labels density is the ratio of the potential with total number of labels. Table 1 . baseline data set.
Evaluation Indicators
(1) Hamming loss: evaluates how many times an instance-label pair is misclassified, i.e. a label not belonging to the instance is predicted or a label belonging to the instance is not predicted.
Where Q is the number of labels set, h(xi) is the classification result, h(xi)ΔYi stands for the symmetric difference between the actual labels set of sample and classification result.
(2) Coverage: evaluates how far we need, on the average, to go down the list of labels in order to cover all the proper labels of the instance.
(3) One-error: evaluates how many times the top-ranked label is not in the set of proper labels of the instance.
The most foremost label on the result labels set is selected on the actual labels set, H(xi) =1, otherwise H(xi) = 0. For the first four evaluation indexes, the bigger the value, the better the performance. It is quite the reverse for the last evaluation index.
Experimental Results
For each data set, the first step in the training set is using a ten-fold cross-validation to determine the right number values of the k nearest neighbors. That is to take k = 8,9 ... 12,13, finding the k value to make the classifier a better performance. The second step is testing on the test set and then comparing the ML-kNN algorithm and IMLLA algorithm with the improved IML-kNN. In the two columns of increase rate (%), the left one is index values contrast of the improved algorithm with ML-kNN, the right one is index values contrast of the improved algorithm with IMLLA. Positive sign indicates increase, negative sign indicates decrease, the unit is percentage.
(1) Scene data set (2) Medical data set 
Indicator Figure and Analysis
The effect that three algorithms applied to three data sets respectively is shown in the figures below. We select three important indicators: Ranking Loss, Hamming Loss, Average precision as the vertical axis, three data sets as the horizontal axis, as shown in figure 1, figure 2, figure 3 respectively. It can be seen from the figures that improved IML-KNN algorithm is better than IMLLA algorithm, and is equal with or slightly better than ML-KNN algorithm on the Ranking Loss and Hamming Loss indicators, in terms of classification performance. IML-kNN improves a lot on the Average Precision index. In fact, the number of labels selected for each sample is small in the low potential data set, and the correlation between the labels is low, so the value of label set is much more depended on the k nearest neighbor sample than the correlation between labels. Therefore, we can improve the performance of ML-kNN classifier by considering the influence of the nearest neighbor sample.
Determining K Value and the Influence of K Value on the Improved Algorithm
How to determine k value: if k value is set too small, it will reduce the classification accuracy; if too large it will increase the noise. In this paper, the value interval of k is [8, 13] , and then we use ten-fold cross-validation to determine a k value which show good classification performance in the training set.
For each data set, we take k = 8, 9, ... , 12,13 respectively, and then use the improved IML-kNN algorithm to classify. Selecting the Scene data set to do the description, the other two data sets are similar. As can be seen from Table 5 , multi-label classification is performed using formula (2) with nearest neighbor weights, where the effect of k on the classification results is the same as that of ML-kNN classification alone, i. e. for different data sets, a better value of the nearest neighbor k exists so that getting a better classification results in the five evaluation indicators.
Conclusion
In this paper, after making a deep study of the traditional ML-kNN algorithm, we propose a new and improved multi-label classification algorithm IML-kNN to solve problem that predicted accuracy using ML-kNN algorithm is not ideal for data set which has low coverage rate of labels selected. The advantage of improved algorithm is considering the influence of k neighbors and the nearest neighbor of unclassified sample simultaneously, and this effect is quantified by the weighted value. The simulation results show that the IML-kNN algorithm can achieve a better classification effect than ML-kNN and IML-kNN on some multi-label evaluation metrics. 
