We extend Hoggar's result that the sum of two independent discrete-valued log-concave random variables is itself log-concave. Firstly, we weaken the assumption of independence, and introduce conditions under which the result still holds for dependent variables. Secondly, we introduce a wider class of random variables such that in the independent case the sum is still log-concave, and prove simple results concerning this class.
Introduction and main theorem
The property of log-concavity (LC) for non-negative integer-valued random variables is defined as follows. Definition 1.1 A random variable V taking values in Z + with probability mass function p V (i) = P(V = i) is log-concave if for all i ≥ 1,
This is sometimes referred to the quadratic Newton inequality (see Niculescu [8] ), and plays a role in considering when polynomials with real coefficients have real roots (see Section 4.1).
In Section 4 we describe other contexts where the LC property has a natural role, including its relation to negative association (see Section 4.2) and problems concerning unimodality in combinatorics (see Section 4.3).
The
Poisson(λ) distribution is LC for any λ ≥ 0.
Any Bernoulli random variable (that is only taking values in {0, 1}) is LC. Further, any binomial distribution is LC. In fact, any random variable
S = n i=1 X i ,
where X i are independent (not necessarily identical) Bernoulli variables, is LC.
This last fact is a corollary of the following theorem, first proved by Hoggar [4] .
Theorem 1.3 If V and W are independent log-concave random variables, then their sum V + W is also log-concave.
Notice that the sum of two independent and identically distributed geometric random variables (both on the edge case) is a negative binomial distribution (still LC, but no longer the edge case), suggesting room for improvement. We give here an example of a pair of dependent geometric random variables whose sum is also geometric, motivating Condition 1 below, under which we prove an extension of Hoggar's theorem.
Example 1.4
For some p ∈ (0, 1) and α ∈ (0, 1), define the joint distribution of V and W by
Using the identities
The conditional probabilities are negative binomial with
In Section 2, we prove the following theorem, an extension of Theorem 1.3 to the case of dependent random variables. In Section 3, for fixed V we consider the set of independent random variables W such that V + W is LC. For example, in Theorem 3.3, we prove that for V ∼ Geom (p), the sets of such W are nested and increasing in p.
2 Conditions and proof of Theorem 1.5
Definition 2.1 Given random variables V and W and fixed i, define
Condition 1 For random variables V, W and the quantities a 
A similar argument holds for Part (b).
In order to prove Theorem 1.5 we require a technical lemma. Lemma 2.3 Suppose (c j ) is a sequence such that n j=0 c j ≥ 0 for all 0 ≤ n ≤ m. For any log-concave probability mass function p, and for any l ≥ m ≥ i ≥ 0:
(This result is obvious if each c j ≥ 0, but our condition is weaker).
Proof The log-concavity of p implies that p(l + n)p(m − n) ≥ p(l + n + 1)p(m − n − 1) for n ≥ 0. The result reduces to an identity for i = 0. We proceed by induction on i.
by the inductive hypothesis for i = n.
Proof of Theorem 1.5 For any i, the probability mass function of the sum V +W satisfies
Here, for simplicity, we decompose the above sum into three regions:
We re-label the third region, using the new co-ordinates (J, K) = (k − 1, j + 1), which transforms it into {J ≥ K}. We rewrite Equation (2) as
We can rearrange Equation (3) as
Here the second term in curly brackets corresponds to the first term in Equation (3). The first and third terms correspond to the second term in Equation (3), split according to whether r = j + k is even or odd. If r is even then m = r/2; if r is odd then m = (r − 1)/2. Consider now the first term in (4):
m,m and c k = a 
Consider now the second and third terms in (4):
Now we can identify which properties of the independent case allow Hoggar's result, Theorem 1.3, to be proved. 
In general, we suggest the following condition, which is more manageable than Condition 1. As Remark 2.4 has shown, it holds in the case of V and W independent and LC. Proof Fix i and define c j and d j as in the proof of Theorem 1.5. We can write:
Condition 2 (a) For all j, a
Similarly:
Thus Condition 1 holds.
Development for the independent case
We now investigate when the sum of independent random variables V and W is LC, even though V and W need not be.
Definition 3.1 For each random variable V , define the set
Define a partial order on random variables by V 1 V 2 if and only if C V 1 ⊆ C V 2 . Write LC for the set of LC variables.
Proposition 3.2
For the sets C V defined above:
For each V , C V is a closed set.

The C V are partial order ideals with respect to . That is, given
W 1 W 2 , if W 1 ∈ C V then W 2 ∈ C V .
4.
V ∈LC C V = LC.
5.
If V 2 = V 1 + U , where V 1 and U are independent and U is LC, then V 1 V 2 .
Proof The first result is trivial. For each i, the set of W with p V +W (i) 2 ≥ p V +W (i − 1)p V +W (i + 1) is closed, since it can be expressed as the inverse image of the closed set [0, ∞) under a continuous map which depends only on p W (0), . . . , p W (i + 1). This means that C V is a countable intersection of closed sets and so Part 2 follows.
Part 3 is an application of Part 1, since
To prove Part 4, note that Theorem 1.3 entails that for all V ∈ LC, LC ⊆ C V , so LC ⊆ V ∈LC C V . Further, since for V ≡ 0 we have C V = LC, this set inclusion must be an equality.
For any W ∈ C V 1 , the random variable V 1 + W is LC and so by Theorem 1.3 (V 1 + W ) + U = (V 2 + W ) is LC. Hence W ∈ C V 2 and Part 5 follows. 
is LC, and W ∈ C Geom(P ) .
In particular if there is a gap in the support of W (that is for some
Proof Note that since
we have
By (6), we have that q p (i) ≥ P q P (i − 1) and so if p(i + 1)/p(i) ≤ P for all P , then
, and so W + Geom (P ) is LC.
If p(i − 1) > 0 then q P (i − 1) > 0. Hence, if p(i) = 0 and p(i + 1) > 0 then the inequality (5) fails to hold for this i.
To give a concrete example of an independent pair of random varables V and W such that W ∈ C V but W ∈ LC, let W have probability mass function p(0) = 5/8, p(1) = 1/4, p(2) = 1/8. Then p(1) 2 − p(0)p(2) = −1/64 and so W is not LC. However, p(1)/p(0) = 2/5 and p(2)/p(1) = 1/2 and so, by Lemma 3.4, W + Geom (P ) is LC for any P > 1/2.
Proof of Theorem 3.3 We show that for all i the ratio (q P (i + 1)/q P (i)) is increasing in P which, by Equation (5), implies the result. We write ′ for the partial derivative with respect to P , and simply expand, to find that since (by (6)) q P (i + 1)/q P (i) = (1 − P )p(i + 1)/q P (i) + P , we have
Here, (7) follows by (5) (by using the fact that q P (i)
, and (9) again uses (6) on the terms bracketed together. Similarly,
Trivially, (q P (1)/q P (0)) ′ is positive. Now, since (9) and (10) are equal, we know that (q P (i + 1)/q P (i)) ′ has the same sign as (q P (i)/q P (i − 1)) ′ . Hence by induction on i, the ratio q P (i + 1)/q P (i) is increasing in P for all i.
Applications of log-concavity
We illustrate the relevance of the above results by giving several contexts in which the condition of log-concavity plays a central role. Another such context is reliability theory, for details of which we refer the reader to the survey paper of Bergstrom and Bagnoli [1] .
Roots of equations
Niculescu [8] gives a review of the log-concavity property in the context of counting the imaginary roots of equations with given coefficients. He refers to Equation (1) as the quadratic Newton inequality (although he attributes the general proof of such results to Sylvester).
For a given n-tuple of real numbers (x 1 , . . . x n ), define the kth symmetric function e k by
where the sum is over all subsets S k of size k. Then Proposition 5.1 of [8] states that for all k, e
It follows that if the polynomial p(x) = e 0 x n − e 1 x n−1 + e 2 x n−2 . . . + (−1) n e n has real roots, then its coefficients satisfy (11) .
The relevance of log-concavity of random variables to this problem is that if x i ≥ 0 for all 1 ≤ i ≤ n then taking p i be such that
where the X i are Bernoulli(p i ), independently for 1 ≤ i ≤ n. Thus, Equation (11) follows from Example 1.2.3.
Negative association
The property of negative association formalises the variety of dependence in which if one random variable is large, then the others are forced to be smaller. Formally:
for all increasing functions f and g which take arguments in disjoint sets of indices A and B.
The negative association property proves useful in many situations, not least because Newman [7] shows that the Central Limit Theorem holds for NA sequences of random variables.
The following result of Joag-Dev and Proschan [5] (itself based on Efron [3] ) links this to to the LC property. A proof is given in [6] , since the proofs in [3] and [5] only describe the corresponding case of random variables with densities.
Combinatorial sequences
Many common combinatorial sequences, such as the binomial coefficients ( n k , 0 ≤ k ≤ n), are unimodal in k. (A sequence (c k ) is unimodal if there exists j such that c k ≤ c k+1 if and only if k ≤ j.) As log-concavity implies unimodality, one way of demonstrating that a sequence is unimodal is to show that it is, in fact, log-concave. Section 4.5 of Wilf [11] contains generating function proofs of log-concavity for the simple examples of the binomial coefficients and the Stirling numbers of the first and second kinds.
Hoggar [4] first proved Theorem 1.3 in order to make progress towards a conjecture of Read concerning chromatic polynomials. Recall that the chromatic polynomial π G (z) = i c i z i of a graph G gives the number of ways to colour G using exactly z colours. Read [9] conjectured that the |c i | form a unimodal sequence. Welsh [10] conjectured the stronger result that the |c i | form a log-concave sequence. A more recent paper by Brenti [2] reviews progress towards Welsh's conjecture, and describes a variety of similar results concerning related polynomials.
