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Abstract—We consider a single-hop ad hoc network in which
each node aims to broadcast packets to its neighboring nodes
by using multiple slotted, TDD collision channels. There is no
cooperation among the nodes. To ensure successful broadcast, we
propose to pre-assign each node a periodic sequence to schedule
transmissions and receptions at each time slot. These sequences
are referred to as schedule sequences. Since each node starts
its transmission schedule independently, there exist relative time
offsets among the schedule sequences they use. Our objective is
to design schedule sequences such that each node can transmit
at least one packet to each of its neighbors successfully within
a common period, no matter what the time offsets are. The
sequence period should be designed as short as possible. In this
paper, we analyze the lower bound on sequence period, and
propose a sequence construction method by which the period
can achieve the same order as the lower bound.
We also consider the random scheme in which each node
transmits or receives on a channel at each time slot with a
pre-determined probability. The frame length and broadcast
completion time under different schemes are compared by
numerical studies.
I. INTRODUCTION
A. Overall scenario
We consider a medium access control (MAC) problem for
a wireless single-hop ad hoc network, in which each node
always has a stream of packets to broadcast to its neighboring
nodes. The nodes are within a common hearing range. This
broadcast scenario is common. For example, in a sensor
network, each sensor node is required to collect data such
as temperature and humidity observed by itself and other
neighboring nodes for further processing [1]–[3]. Another
example comes from vehicular ad hoc networks (VANETs),
in which each vehicle broadcasts safety messages such as its
speed and location information to its neighboring vehicles, in
order to avoid collisions among the vehicles [4]–[6].
The overall objective of the MAC design is to ensure that
any node can successfully receive broadcast packets from
all other nodes within a short time duration. This is in line
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with the goal of ultra-reliable low latency communications
(URLLC) in the fifth generation (5G) networks [7]. Lots of
scheduling algorithms for single-channel environments have
been proposed in the literature [8]–[10]. In this paper, we
mainly focus on the multi-channel case. Specifically, we
assume that the broadcast packets are transmitted over multiple
slotted, time division duplex (TDD), equal-bandwidth collision
channels. The TDD assumption indicates that each node at any
time slot can either receive or transmit a packet over a channel
but not both. A broadcast at a given channel is successfully
received if during the whole transmission duration it is free
from conflicts with other transmissions on the channel and
the intended receiver is tuned to receive packets at the same
channel. Compared with a single-channel system, the use of
multiple channels has two main influences. On one hand, it
enables the possibility of concurrent successful transmissions
among multiple node pairs, and thus may expedite successful
all-to-all broadcasts. On the other hand, for any node pair,
the transmitter and the receiver should be matched to the
same channel before data transmission. This matching process,
referred to as rendezvous [11]–[13], may result in longer delay,
especially when their schedules are not under centralized con-
trol. Therefore, the problem that whether using more channels
is beneficial for decreasing delay compared with using a single
channel is nontrivial.
For broadcast in multi-channel ad hoc networks without cen-
tralized controller, most of the existing MAC schemes rely on
coordination among the nodes, which usually requires control
message exchange on a dedicated control channel [14]–[16].
For example, MCB proposed in [14] follows a split phase
approach, that is, each node periodically switches between
the control channel and one of six service channels. Before
broadcasting data, each node should select a service channel
for data transmission and should announce this information to
other nodes through the control channel. However, this control
channel would be a bottleneck when traffic is heavy, and the
overhead for frequent control message exchange would be high
especially when the data packets are short packets [17].
In this paper, we aim at devising multi-channel MAC
schemes without centralized controller and negotiation among
the nodes. For such a system, accurate time synchronization
among the nodes is challenging to achieve. Therefore, it is
desirable to devise asynchronous MAC schemes. Without time
synchronization, each node starts its transmission mechanism
independently. It follows that the time difference between the
start point of a node and the system-wide reference point
t = 0 may vary from node to node. We refer to this time
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2difference as the time offset of a node. The values of time
offsets are unknown and remain unchanging during the whole
communication session.
To the best of our knowledge, this is the first work that
focuses on all-to-all broadcast in a multi-channel single-hop
ad hoc network without synchronization and coordination.
We mainly consider deterministic schemes, and use ran-
dom schemes as reference baseline. We regard deterministic
schemes as sequence schemes in which each node is pre-
assigned a transmission and reception schedule in the format
of a schedule sequence [10], [18], [19]. At each time slot, each
node reads out its current sequence value, and then conducts
corresponding action (transmitting or receiving on a particular
channel) according to that value. An appropriately designed
schedule sequence set can guarantee successful broadcasts
within a common sequence period, for all possible time offsets.
In the random schemes, each node at each time slot transmits
or receives on a channel with a fixed probability. In both
of the sequence schemes and random schemes, each node
transmits or receives independently without cooperating with
other nodes.
B. Performance metrics
The main goal in this paper is to devise MAC schemes
to provide a hard guarantee on broadcast delay, for an asyn-
chronous multi-channel network. The metrics for broadcast
delay are frame length and broadcast completion time, which
are defined as follows.
1) Frame length: In the system we investigate, each node is
required to transmit a sequence of packets to all other nodes.
To ensure reliable communication, each node may need to
transmit a packet for multiple times. We define the consecutive
sequence of time slots in which the same packet is considered
for transmission by a node as a frame, in both of the sequence
schemes and the random schemes, as shown in Figure 1.
In a sequence scheme, each packet is transmitted according
to a periodic schedule sequence. Our sequence design goal
is to ensure that each node has one or more successful
broadcasts per frame to each other node. So for sequence-
based schemes, the frame length is equal to the sequence
period. For random schemes, the frame length represents the
number of trials a node attempts to transmit a given packet,
such that the probability that a successful broadcast can be
achieved within a frame is close to 1. (Here, the definition
of closeness is determined according to QoS requirements
motivated by URLLC standards [7], since it it not possible to
attain 100% certainty for random schemes.) The frame length
upper bounds the broadcast delay for all possible time offsets,
so heuristically it should be minimized.
2) Broadcast completion time: The completion time is also
a common metric for delay, which is usually referred to as
group delay for broadcast in the single channel model [9],
[10]. It is defined as the time duration starting from t = 0
until each node has transmitted at least one packet to each
other node successfully. The completion time varies with time
offsets. The comparisons for broadcast completion time under
different schemes are mainly conducted by numerical studies.
Packet 1
Frame
timeNode 1
Packet 2 Packet 3
Frame Frame
Frame
timeNode 1
Frame Frame
Sequence scheme
Random scheme Packet 1 Packet 2 Packet 3
Fig. 1. Each node transmits each packet in its packet stream for a frame
duration. The arrows represent the time slots in which a packet is transmitted.
In the sequence scheme, each packet is transmitted according to the periodic
schedule sequence. In the random scheme, each packet is transmitted random
number of times within a frame.
C. Related work
1) Broadcast with a single channel: The design of schedule
sequences for asynchronous broadcast was first studied for
VANETs in [10]. Various methods for assigning the sequences
to vehicles have been discussed in [10], [20], [21]. Note
that the schedule sequences proposed in [10] are only appli-
cable for the single channel model and can be represented
by binary protocol sequences with the User-Irrepressibility
(UI) property, which have been extensively investigated in
the literature (please see [22]–[26] and references therein).
The symbol value “1” or “0” in binary protocol sequences
corresponds to transmitting or receiving on the single channel.
The UI property signifies that for all possible time offsets,
each protocol sequence has at least one “1” which does not
collide with “1”s from other sequences. Protocol sequences
with the UI property can be constructed from conflict-avoiding
codes [27]. In this paper, we extend the analysis of protocol
sequences to more general schedule sequences that are re-
quired for modeling multiple channel systems. Using multiple
channels can increase throughput, however, sequence design
also becomes more difficult due to the rendezvous process.
In [10], the comparison between the proposed sequence
scheme and the optimized random scheme in terms of broad-
cast completion time has been conducted. The comparison re-
sult is that the sequence scheme can achieve shorter broadcast
completion time than the random scheme.
2) Unicast with multiple channels: Sequence design for
another common information exchange pattern, unicast, in
asynchronous multi-channel system was investigated in [19].
The difference between unicast and broadcast lies in the
contents of the exchanged packets. In all-to-all broadcast, the
packets transmitted from one node to other nodes are the same.
As a contrast, in all-to-all unicast, the packets transmitted from
one node to each of the other nodes are individual. That is,
given K nodes within the same hearing range, then for the
broadcast model, the total number of packets that should be
transmitted successfully by the K nodes within a frame is K,
while for the unicast model, this value should be K(K − 1).
The optimal transmitting and receiving probabilities for
unicast under the random schemes are also analyzed in [19].
The simulation results in [19] show that under both sequence
scheme and the optimized random scheme, the unicast com-
pletion time decreases when the number of available channels
3increases. Moreover, the unicast completion time under the
sequence scheme is shorter than that under the optimized
random scheme.
D. Main contributions
To the best of our knowledge, this is the first study that
considers MAC schemes for asynchronous all-to-all broadcast
by multiple channels without coordination among the nodes.
Our major contributions are listed as follows.
1) The following results are obtained for the sequence
scheme. Given K nodes and M available channels, we
derive a lower bound on the shortest common sequence
period, and propose a sequence design method based on
the Chinese Remainder Theorem (CRT) correspondence.
Under some general technical assumptions, the sequence
period under our proposed construction has the same
order as the lower bound, and can achieve an asymptotic
reduction in the order of M in comparison to the shortest
known period for the single channel case.
2) We analyze random schemes for benchmark against the
sequence schemes. We derive optimal transmitting and
receiving probabilities for two random schemes.
3) Frame length and broadcast completion time under dif-
ferent schemes are compared by theoretical analysis and
numerical studies.
The rest of this paper is organized as follows. After describ-
ing the system model in Section II, we present preliminary
information in Section III to prepare for subsequent discus-
sions. Then we analyze the lower bound on sequence period
in Section IV, and propose a sequence construction method in
Section V. In Section VI, we present results on the sequence
period by our proposed construction method under even group
division. In Section VII, we analyze two random schemes.
Comparisons on frame length and broadcast completion time
under different schemes are shown in Section VIII. Finally,
we conclude the paper in Section IX.
II. PROBLEM FORMULATION
We consider a single-hop ad hoc network consisting of K
nodes that are all within a common hearing range. Each node
should broadcast packets to each other node at least once
within a sequence period, under the sequence scheme. For
notation simplicity in this paper, given a positive integer n, we
use [n] to denote the set {1, 2, . . . , n}, and Zn to denote the
cyclic group {0, 1, . . . , n−1}, with addition (resp. subtraction)
modulo n denoted by ⊕n (resp. 	n). We denote the i-th node
by Ni, for i ∈ [K]. There are M frequency channels available.
Since the bandwidth is a scarce resource in general, we only
consider the case where M ≤ K in this paper.
We consider a group-based channel allocation method,
called Assignment T. The K nodes are divided into M groups,
denoted by G1, G2, . . . , GM . The group division satisfies
∪Mm=1Gm = {N1, N2, . . . , NK}, and Gm ∩ Gn = ∅, for
m,n ∈ [M ] and m 6= n. The group size of Gm is denoted
by |Gm|. We remark that the groups may have different sizes,
and a group could be an empty set. If Gm is empty, then
channel m would not be used. Among the M groups, we
assume G1, G2, . . . , GW are non-empty, 1 ≤ W ≤ M , and
denote the smallest (resp. largest) non-zero group size by k
(resp. `), i.e.,
k = min{|G1|, |G2|, . . . , |GW |},
` = max{|G1|, |G2|, . . . , |GW |}.
The values of W,k, ` depend on how the groups are divided.
Especially, we define an even group division, in which the
division of the W non-empty groups is as even as possible,
that is, k = bK/W c, ` = dK/W e. Under a given group
division, for m = 1, 2, . . . ,W , the nodes in group Gm are
allowed to transmit on channel m only, but are able to receive
packets from any of the W channels.
All time slots are assumed to be of equal duration. Without
loss of generality, we normalize the slot duration to 1. We
represent a periodic sequence with period L by a sequence of
finite length L. The schedule sequence of period L assigned
to node Ni is denoted by
si := [si(0) si(1) . . . si(L− 1)],
for i = 1, 2, . . . ,K. For node Ni ∈ Gm, where i ∈ [K] and
m ∈ [W ], we denote the action to transmit on channel m by
the symbol Tm, and the action to receive on channel r by the
symbol Rr, for any r ∈ [W ], then the entries in si are chosen
from the set
{Tm} ∪ {R1, R2, . . . , RW }.
For i ∈ [K], node Ni has a time offset, denoted by τi,
which is defined as the time difference between the system-
wide reference point t = 0 and the starting point of node Ni.
To facilitate discussions, we assume that all nodes start their
schedules no later than t = 0 and that the slot boundaries of
the nodes are aligned. As a result, the time offsets of the nodes
are non-negative integers. Considering that the sequences have
a common period L, we assume that τi ∈ ZL. We let τ =
(τ1, τ2, . . . , τK) ∈ ZKL denote an instance of time offsets of
the K nodes. For Ni ∈ Gm with τi, we denote the cyclic shift
of si by τi by
sτii := [si(τi) si(1⊕L τi) . . . si((L− 1)⊕L τi)].
If si(t⊕L τi) = Tm, node Ni sends out a packet on channel
m at the time slot t. If si(t ⊕L τi) = Rr, r ∈ [W ],
node Ni listens to channel r in time slot t and see if any
packet can be received. If multiple nodes transmit on the
same channel simultaneously, then a collision occurs and no
packets transmitted on this channel at this time slot can be
successfully decoded. For m ∈ [W ], if there is only one node
transmitting on channel m and multiple nodes are receiving
from channel m in the same time slot, the transmitted packet
is regarded as successfully received by all the nodes that are
listening to channel m.
The sequence design should ensure successful transmission
between any two nodes within a period, regardless of the
time offsets. Specifically, the design of schedule sequences
is subject to the following requirements.
1) (Intra-group communication) For any m ∈ [W ], if Gm
has size |Gm| ≥ 2, then for any Ni, Nj ∈ Gm with i 6= j
4and for any τ ∈ ZKL , there exists a time index t ∈ ZL
such that
si(t⊕L τi) = Tm;
sj(t⊕L τj) = Rm;
sx(t⊕L τx) 6= Tm, for all Nx ∈ Gm \ {Ni, Nj}.
(1)
2) (Inter-group communication) For any two distinct group
indices m,n ∈ [W ], for any Ni ∈ Gm and Nj ∈ Gn,
and for any τ ∈ ZKL , there exists a time index t ∈ ZL
such that
si(t⊕L τi) = Tm;
sj(t⊕L τj) = Rm;
sx(t⊕L τx) 6= Tm, for all Nx ∈ Gm \ {Ni}.
(2)
Given K nodes and M channels, a set of sequences
{si : i ∈ [K]} of length L is called an (M,K,L)-schedule
sequence set if there exists a positive integer W ≤ M and
a partition of {N1, N2, . . . , NK} into W non-empty groups
G1, G2, . . . , GW , so that
(i) For each i ∈ [K], if Ni ∈ Gm, m ∈ [W ], the entries of
sequence si are drawn from {Tm} ∪ {R1, R2, . . . , RW };
(ii) The conditions in (1) and (2) are satisfied.
Example 1: For 3 nodes (K = 3) and 2 channels
(M = 2) under Assignment T, we let W = 2 and G1 =
{N1, N2}, G2 = {N3}. Then the entries in s1, s2 are drawn
from {T1, R1, R2} and the entries in s3 are drawn from
{T2, R1}. Here is a (2, 3, 12)-schedule sequence set of length
L = 12:
s1 = [T1 T1 T1 T1 T1 T1 R1 R1 R1 R2 R2 R2];
s2 = [T1 R1 T1 R2 T1 R1 T1 R2 T1 R1 T1 R2];
s3 = [T2 R1 R1 T2 R1 R1 T2 R1 R1 T2 R1 R1].
We can check that for all τ ∈ Z312, the conditions in (1) and
(2) are satisfied. For example, if τ = (3, 7, 10), the shifted
sequences s31, s
7
2, s
10
3 are as follows:
s31 = [T1 T1 T1 R1 R1 R1 R2 R2 R2 T1 T1 T1];
s72 = [R2 T1 R1 T1 R2 T1 R1 T1 R2 T1 R1 T1];
s103 = [R1 R1 T2 R1 R1 T2 R1 R1 T2 R1 R1 T2].
We take N1 for instance in this case. It transmits to N2
successfully at t = 2 since s31(2) = T1 and s
7
2(2) = R1,
and transmits to N3 successfully at t = 0 since s31(0) =
T1, s
7
2(0) 6= T1 and s103 (0) = R1.
In later sections, we will analyze lower bound on L
and propose construction method for (M,K,L)-schedule se-
quence set. To facilitate reading, we list the notation introduced
in this section in Table I.
III. PRELIMINARIES
In this section, we introduce preliminary information and
present results that will be used in following sections.
TABLE I
NOTATION TABLE
Notation Definition
K The total number of nodes
M The total number of available channels
Gm The m-th group, m ∈ [M ]
W The number of non-empty groups, 1 ≤W ≤M
k The smallest non-empty group size
` The largest non-empty group size
L The period of a periodic sequence set
Ni The i-th node, i ∈ [K]
τi The time offset of node Ni, τi ∈ ZL
τ The combination of τi’s, τ ∈ ZKL
si The schedule sequence assigned to node Ni
s
τi
i The cyclic shift of si by τi
A. Hamming cross-correlation
We introduce the definition and a basic property of the
Hamming cross-correlation of two binary sequences.
Definition 1: For two binary sequences s1 :=
[s1(0) s1(1) . . . s1(L−1)] and s2 := [s2(0) s2(1) . . . s2(L−
1)] with common period L and relative time offset τ , τ ∈ ZL,
their Hamming cross-correlation function is defined by
H1,2(τ) =
L−1∑
t=0
s1(t)s2(t⊕L τ).
When s1 = s2, H1,2(τ) is called the Hamming auto-
correlation of s1.
Definition 2: The Hamming weight of a periodic binary
sequence is defined as the number of “1”s in a period.
Lemma 3 below illustrates a relationship between the
Hamming cross-correlation and the Hamming weights of two
binary sequences.
Lemma 3: [28] For two binary sequences s1, s2 with
common period L and with Hamming weights w1, w2, re-
spectively, the sum of their Hamming cross-correlation, taken
over relative time offset τ ranging from 0 to L− 1, satisfies
L−1∑
τ=0
H1,2(τ) = w1w2.
B. CRT correspondence
We remind readers of the Chinese Remainder Theo-
rem (CRT) correspondence, since our proposed construction
method for (M,K,L)-schedule sequence set in Section V is
based on it.
Definition 4: For p and q that are relatively prime, the CRT
correspondence is a bijective mapping between Zpq and Zp×
Zq defined by
Φp,q(t) := (t mod p, t mod q). (3)
By the CRT correspondence, a sequence of length
L = pq can be obtained from a p × q array with the
(t mod p, t mod q)-th entry in the array being mapped to the
t-th entry in the sequence, for t ∈ ZL. Cyclically shifting the
sequence by τ , where τ ∈ ZL, is equivalent to row-wise and
column-wise shifting its array representation by τ mod p and
τ mod q, respectively.
5C. User-Irrepressible sequences
User-Irrepressible (UI) sequences can be directly employed
for broadcast in the single-channel model. They will also
be used in our proposed construction method for (M,K,L)-
schedule sequence set.
Definition 5: [24] Consider a set of K binary sequences each
of which is of length L. We cyclically shift the i-th sequence
by a time offset τi ∈ ZL, for i ∈ [K], and stack these shifted
sequences into a K × L matrix M. If M always contains a
K × K permutation matrix for all possible τ1, τ2, . . . , τK ∈
ZL, then this sequence set is a (K,L)-UI sequence set.
By Definition 5, a (K,L)-UI sequence set is equivalent
with a (1,K, L)-schedule sequence set. There are a variety
of construction methods for UI sequence sets in the literature
[10], [24], [29]. It is well known that for a set of K binary
sequences of length L, if the Hamming weight of each
sequence is no less than K, and the Hamming cross-correlation
between any two of them is no more than 1 for any time
offsets, that is,
Hi,j(τi 	L τj) ≤ 1, for i, j ∈ [K], i 6= j, τi, τj ∈ ZL, (4)
then this sequence set is a (K,L)-UI sequence set.
For any given K, we can obtain a (K,L)-UI sequence set
that satisfies (4) by the following construction, which is based
on the CRT correspondence (3).
Definition 6: CRT-UI construction [24]: Given K, let w ≥
K, p be a prime and p ≥ w, q be a number coprime with p
and q ≥ 2w − 1. For generators g ∈ [K], construct a set of
K sequences {sg = [sg(0) . . . sg(L − 1)] : g ∈ [K]} with
common Hamming weight w and common period L = pq as
follows: for t ∈ ZL,
sg(t) =
{
1 if Φp,q(t) = (ug mod p, u mod q), for u ∈ Zw,
0 otherwise.
(5)
For any prime K, the shortest period L of a (1,K, L)-
schedule sequence set ((K,L)-UI sequence set) obtained by
the CRT-UI construction is
L = K(2K − 1). (6)
The period L in (6) is obtained by letting w = K, p = K and
q = 2K−1. For general K which may not be a prime, we can
obtain the following equation on this shortest L by Bertrand’s
postulate,
L ≤ 2K(2K − 1). (7)
The sequences obtained by the CRT-UI construction have
the following Hamming auto-correlation property:
Lemma 7: [18] For g ∈ [p− 1], d ∈ Zw and τ ∈ ZL,
Hg,g(τ) =
{
w − d if Φp,q(τ) = ±(g, 1)d,
0 otherwise.
Example 2: Given K = 3, we design three sequences by
the CRT-UI construction with w = 3, p = 3, q = 5, generators
g = 1, 2, 3 and length L = pq = 15 as follows,
s1 = [1 1 1 0 0 0 0 0 0 0 0 0 0 0 0];
s2 = [1 0 0 0 0 0 0 1 0 0 0 1 0 0 0];
s3 = [1 0 0 0 0 0 1 0 0 0 0 0 1 0 0].
Since the CRT-UI construction is based on the CRT correspon-
dence, these sequences can be obtained from the following
three 3× 5 arrays, respectively:
s1 :
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
, s2 :
1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
, s3 :
1 1 1 0 0
0 0 0 0 0
0 0 0 0 0
. (8)
We take the sequence s2 for instance. In its array representa-
tion, “1”s are located in the positions {(2u mod p, u mod q) :
u = 0, 1, 2} = {(0, 0), (2, 1), (1, 2)}. Since Φp,q(0) = (0, 0),
Φp,q(11) = (2, 1), Φp,q(7) = (1, 2), thus “1”s appear in s2
when t = 0, 11, 7.
If τ2 = 7, the shifted sequence s72 is as follows,
s72 = [1 0 0 0 1 0 0 0 1 0 0 0 0 0 0].
In s72, “1”s appear when t = 8, 4, 0. Correspondingly, as shown
in (9), “1”s appear in the positions (2, 3), (1, 4) and (0, 0) in
the array representation of s72, which can be obtained by row-
wise and column-wise shifting its original array representation
in (8) by (τ2 mod p = 1) and (τ2 mod q = 2), respectively.
s72 :
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0
. (9)
We can check that, for any τ1, τ2, τ3 ∈ Z15, the Hamming
cross-correlation of any two of sτ11 , s
τ2
2 and s
τ3
3 is 0 or 1. Thus
s1, s2 and s3 form a (3, 15)-UI sequence set.
We can also verify Lemma 7. We take the Hamming auto-
correlation of s2 and s72 for instance. By definition, we have
H2,2(7) = 1. On the other hand, Φ3,5(7) = 2×(2, 1), w−2 =
1. This is in line with Lemma 7.
D. A result for a recursive sequence
In order to establish lower bound on sequence period L, we
need a technical lemma concerning a real valued sequence,
which is defined recursively as follows.
Lemma 8: Define a recursive sequence (br)∞r=1 byb1 ≥ C,br = br−1 − ⌈br−1b1µ
L
⌉
, for r ≥ 2,
where C is a positive integer and µ is a real number that
satisfies µ ≥ 1. If bC ≥ 1, then we have
L ≥
⌈
8C2µ
9
⌉
.
Please refer to Appendix A for the proof of Lemma 8.
IV. LOWER BOUND ON PERIOD L
Given a partition of {N1, N2, . . . , NK} into W non-empty
groups G1, G2, . . . , GW with the smallest group size k, W ≤
M , we define Ω(W,k,M,K) as the smallest length L such
that an (M,K,L)-schedule sequence set exists.
For a sequence set {si : i ∈ [K]}, we denote the number of
transmitting symbols in node Ni’s sequence si by αi, and the
6number of receiving symbols Rr’s in si by βri , for i ∈ [K],
r ∈ [W ]. It is obvious that
L = αi +
W∑
r=1
βri , for any i ∈ [K]. (10)
From (10), we can derive that there must exist an i ∈ [K] and
an r ∈ [W ] such that
βri ≤ L/W.
Next we consider the nodes in group Gr, and denote the node
with the smallest number of transmitting symbols Tr’s among
nodes in Gr by Nr1 . If this sequence set is an (M,K,L)-
schedule sequence set, then node Ni can be guaranteed to
receive a collision-free packet from node Nr1 successfully
within a period L. This means that at least one Tr in sr1
can match with an Rr in si, without colliding with Tr’s from
other nodes in Gr. Considering that |Gr| ≥ k and that node
Ni may also in Gr, there should be at least (k−2) competitors
in Gr besides Ni and Nr1 that would transmit on channel r.
To facilitate subsequent discussions, we reduce these schedule
sequences to binary sequences in the following way. For
sequence sr1 , we replace the transmitting symbols Tr’s by
“1”s, and replace the other symbols by “0”s. This newly
obtained binary sequence is denoted by e1. For sequence si,
we replace all the non-Rr symbols by “1”s, and replace Rr’s
by “0”s. This newly obtained sequence is denoted by e2. For
the (k − 2) sequences corresponding to the (k − 2) potential
competitors, we replace Tr’s by “1”s and other symbols by
“0”s. These (k − 2) newly obtained sequences are denoted
by e3, e4, . . . , ek. The number of “1”s in e1 is denoted by
a1, and the number of “1”s in ej is denoted by wj , for
j ∈ {2, 3, . . . , k}. We have
w2 = L− βri ≥ L− L/W, w3, . . . , wk ≥ a1.
In the following, we analyze the lower bound on
Ω(W,k,M,K) by using the blocking algorithm [24], in which
we fix e1 and cyclically shift e2, e3, . . . , ek to collide as many
“1”s in e1 as possible.
Blocking algorithm
Inputs: A set of k binary sequences e1, e2, . . . , ek with
common period L.
1. Set j = 2.
2. Choose a time offset τj ∈ ZL for ej such that wj “1”s
in eτjj and aj−1 “1”s in e1 collide for the most number of
times, that is, the Hamming cross-correlation between e1 and
ej with relative time offset τj , H1,j(τj), is maximal.
3. Set the colliding “1”s in e1 to “0”s. Let aj be the number
of remaining “1”s in e1 after colliding with ej , aj = aj−1 −
max
τj∈ZL
H1,j(τj).
4. If j < k, increase j by one and go back to Step 2.
5. Output a1, a2, . . . , ak and stop.
By the blocking algorithm, the values of a1, a2, . . . , ak are
non-negative. If ak = 0, that is, none of the “1”s in e1 can
match with a “0” in eτ22 without colliding with “1”s in e
τj
j ’s,
for j ∈ {3, 4, . . . , k}, then correspondingly none of the Tr’s
in sr1 can match with an Rr in s
τi
i without colliding with
the (k − 2) potential competitors. Thus if the sequence set
{si : i ∈ [K]} is an (M,K,L)-schedule sequence set, then we
must have ak ≥ 1. Next we will analyze necessary condition
for ak ≥ 1.
There exists a relation among a1, a2, . . . , ak which is sum-
marized by the following lemma.
Lemma 9: By the blocking algorithm, we have
aj ≤ aj−1 −
⌈aj−1wj
L
⌉
, for j ∈ {2, 3, . . . , k}. (11)
Proof: By the blocking algorithm, for j ∈ {2, 3, . . . , k},
aj = aj−1−max
τj∈ZL
H1,j(τj). By Lemma 3, the sum of H1,j(τj)
for all τj ∈ ZL satisfies
L−1∑
τj=0
H1,j(τj) = aj−1wj .
Thus
max
τj∈ZL
H1,j(τj) ≥
⌈aj−1wj
L
⌉
.
This completes the proof for Lemma 9.
Based on (11), we define a recursive sequence (bj)∞j=2 to
make the analysis for ak ≥ 1 more tractable.
Theorem 10: Define a sequence (bj)∞j=2 recursively by
b2 =
⌈ a1
W
⌉
,
bj = bj−1 −
⌈
bj−1b2Wε
L
⌉
, for j ≥ 3,
where ε is a real number that satisfies b2Wε ≤ a1. Then,
aj ≤ bj , for j ∈ {2, 3, . . . , k}.
Proof: We will prove aj ≤ bj for j ∈ {2, 3, . . . , k} by
mathematical induction. At first, we consider the value of a2.
Due to (11) and the fact that w2 ≥ L− L/W , we have
a2 ≤ a1 −
⌈
a1(L− L/W )
L
⌉
≤ a1 − a1
(
1− 1
W
)
=
a1
W
.
(12)
Then we have a2 ≤ b2.
Next we assume aj−1 ≤ bj−1 for j ∈ {3, 4, . . . , k}. We
have known that w3, . . . , wk ≥ a1. Then by (11), we have
that for j ∈ {3, 4, . . . , k},
aj ≤ aj−1 −
⌈aj−1a1
L
⌉
. (13)
Since a1/L ∈ (0, 1), given aj−1 ≤ bj−1, we have
aj−1 −
⌈aj−1a1
L
⌉
≤ bj−1 −
⌈
bj−1a1
L
⌉
.
Since b2Wε ≤ a1, we have
aj−1 −
⌈aj−1a1
L
⌉
≤ bj−1 −
⌈
bj−1b2Wε
L
⌉
= bj . (14)
By combining (13) and (14), we obtain that aj ≤ bj , for
j ∈ {3, 4, . . . , k}. This completes the proof.
Theorem 11: For an (M,K,L)-schedule sequence set, we
have
L ≥
⌈
8(k − 1)2Wε
9
⌉
, (15)
where ε = 1− 1
k
.
7Proof: We first show that the value of ε can guarantee
that
b2Wε ≤ a1. (16)
Given ak ≥ 1, it follows that max
τj∈ZL
H1,j(τj) ≥ 1 for j ∈
{3, 4, . . . , k}. Then we have a2 ≥ k − 1. On the other hand,
we have a2 ≤ a1/W by (12). Therefore, we obtain that a1 ≥
W (k − 1). Since ε = 1− 1/k, we have
Wε
1− ε = W (k − 1) ≤ a1,
which by simple manipulation can be rewritten as( a1
W
+ 1
)
Wε ≤ a1.
Since b2 = da1/W e < a1/W + 1, then (16) can hold.
With this ε, we have bk ≥ ak ≥ 1, as well as b2 ≥ a2 ≥
k−1 by Theorem 10. Then (15) follows by plugging C = k−1
and µ = Wε into Lemma 8.
Remark 1: When the number of transmitting symbols in
each sequence is a multiple of W , that is, αi is a multiple of
W for any i ∈ [K], we then have b2 = da1/W e = a1/W . In
this case, with ε = 1, (16) can be satisfied. Then the lower
bound on L can be improved to
L ≥
⌈
8(k − 1)2W
9
⌉
.
We can observe from Theorem 11 that the lower bound (15)
is loose when k is small. Here we provide another lower bound
as a supplement.
Theorem 12: For an (M,K,L)-schedule sequence set, if
k ≥ 2, we have
L ≥ 4W (k − 1). (17)
If k = 1, we have L ≥ 4(W − 1).
Proof: The least required period for K nodes is no less
than that for K ′ = Wk nodes. We will analyze the lower
bound on L for K ′ nodes. Consider the transmission from
node Ni to node Nj , for i, j ∈ [K ′], i 6= j. Assume that
Ni ∈ Gm, m ∈ [W ]. For the case of k ≥ 2, there are at least
(k− 2) nodes in Gm that would cause collisions to node Ni.
Without loss of generality, we fix si and shift sj . Denote the
number of transmitting symbols Tm’s in si that overlap with
receiving symbols Rm’s in s
τj
j by Hi→j(τj). By Lemma 3,
the sum of Hi→j(τj) for all τj ∈ ZL satisfies
L−1∑
τj=0
Hi→j(τj) = αiβmj . (18)
If
∑L−1
τj=0
Hi→j(τj) < (k− 1)L, then there must exist at least
a value of τj ∈ ZL such that Hi→j(τj) < k − 1. This means
that with such a τj , the number of Tm’s in si that overlap with
Rm’s in s
τj
j is no more than (k−2). However, there must exist
a time offset combination of other (k− 2) nodes in Gm, such
that (k − 2) Tm’s in si are collided. In this case, node Ni
would fail to transmit to node Nj . Thus to ensure successful
transmissions among all the transmitter-receiver pairs with all
possible τ , we have
αiβ
m
j ≥ (k−1)L, for any i, j ∈ [K ′], j 6= i,m ∈ [W ]. (19)
Summing (10) up for i ∈ [K ′] yields
K ′L =
K′∑
i=1
αi +
K′∑
i=1
W∑
r=1
βri . (20)
By plugging (19) into (20), we obtain
K ′L ≥
K′∑
i=1
αi +W (k − 1)L
K′∑
i=1
1
αi
.
Due to the fact that the harmonic mean is no more than the
arithmetic mean, we obtain
K ′L ≥
K′∑
i=1
αi +
W (k − 1)LK ′2∑K′
i=1 αi
. (21)
Then (17) follows by the fact that the minimum value of the
RHS of (21) is 2K ′
√
W (k − 1)L.
For the case of k = 1, we consider the lower bound on L
for K ′ = W nodes. In this case, any transmitter-receiver pair
should satisfy
αiβ
m
j ≥ L, for any i, j ∈ [K ′], j 6= i,m ∈ [W ]. (22)
Then by the same analysis, we have
K ′L ≥
K′∑
i=1
αi + (K
′ − 1)L
K′∑
i=1
1
αi
. (23)
Based on (23), we have
L ≥ 4(K ′ − 1) = 4(W − 1).
This completes the proof for Theorem 12.
By combining Theorem 11 and Theorem 12, we can con-
clude that for an (M,K,L)-schedule sequence set, when
k = 1,
Ω(W,k,M,K) ≥ 4(W − 1), (24)
and when k ≥ 2,
Ω(W,k,M,K) ≥ max
{⌈
8W (k − 1)3
9k
⌉
, 4W (k − 1)
}
.
(25)
Especially, for the even group division case with W = M ,
k = bK/Mc ≥ 2, the lower bound is
Ω(W,k,M,K) ≥
max
{⌈
8M(bK/Mc − 1)3
9bK/Mc
⌉
, 4M(bK/Mc − 1)
}
. (26)
V. CONSTRUCTION FOR AN (M,K,L)-SCHEDULE
SEQUENCE SET
In this section, we propose a CRT-based construction for
(M,K,L)-schedule sequence set. For notation simplicity, this
construction is called Construction ∗. Given a group division
with W non-empty groups G1, G2, . . . , GW and the largest
group size `, we first design a set of W` sequences for the
case that each of the W groups contains exactly ` nodes, then
we obtain an (M,K,L)-schedule sequence set by randomly
picking K sequences out of them.
As mentioned in Section III-B, an array can be mapped to
a sequence via the CRT correspondence (3), if the number of
8rows and the number of columns of the array are coprime. In
Construction ∗, to design a schedule sequence si for the node
Ni, i ∈ [W`], we first construct an array Ai consisting of 2W
rows each of which is defined by a CRT-UI sequence of length
L′ = pq. Under the construction, 2W and L′ are required to be
coprime with each other, so that we can map the array Ai to a
one-dimensional sequence si of length L = 2WL′. Cyclically
shifting si by τi is equivalent to row-wise and column-wise
shifting Ai by corresponding time offsets. The shifted version
of Ai is denoted by Aτii .
In Construction ∗, the ` nodes in each group are associated
with a set of ` CRT-UI sequences u1,u2, . . . ,u`. Specifically,
if node Ni is the n-th node in group Gm, m ∈ [W ], n ∈
[`], then each row in its array Ai is defined by the CRT-UI
sequence un: the positions of transmitting symbols Tm’s in
each row are determined by “1”s of un. For two nodes Ni
and Nj , if node Ni is the n-th node in Gm1 , and node Nj
is the n-th node in Gm2 , m1,m2 ∈ [W ], m1 6= m2, n ∈ [`],
then all rows in their arrays Ai and Aj are defined by un. If
τi = τj , then the transmitting symbols Tm1 ’s in A
τi
i would
exactly overlap with the transmitting symbols Tm2 ’s in A
τj
j ,
which indicates that the transmissions between Ni and Nj
would fail. To prevent the occurrence of this case, we pre-
assign rows in Ai and Aj with different time offsets. The effect
of the pre-assigned time offsets, which is based on the auto-
correlation property of CRT-UI sequences, will be explained
in detail in the proof for Theorem 13. Here we use a simple
example to illustrate the intuitive effect.
Example 3: Given a binary sequence s = [1 1 1 0 0] with
length L = 5, we construct two 2×L arrays A1 and A2 based
on s. In each array, the first row is exactly s itself, while the
second row is a shifted version of s with a pre-assigned time
offset. We set the time offsets as 1 and 2 for the two arrays.
Then the obtained arrays A1 and A2 are as follows,
A1 =
[
s
s1
]
=
[
1 1 1 0 0
1 1 0 0 1
]
, A2 =
[
s
s2
]
=
[
1 1 1 0 0
1 0 0 1 1
]
.
We can check that no matter how we column-wise and row-
wise shift the two arrays, if the first rows in the two shifted
arrays are exactly the same, then the second rows must be
different, and vice versa. Thus for A1, even if all the “1”s
in the first or second row are collided with “1”s in A2, there
is at least one “1” in the other row that can survive without
collisions and can successfully match with a “0” in A2.
For K nodes and M available channels with group division
parameters W and `, the detailed steps of Construction ∗ are
as follows.
Construction ∗
1) Construct a set of ` sequences u1,u2, . . . ,u` by the
CRT-UI Construction, with generators g = 1, 2, . . . , `,
Hamming weight w = `+ 1, p being the smallest prime
that satisfies p ≥ max{w, 2W − 2}, q being the smallest
integer that is coprime with p and 2W , and satisfies
q ≥ 2w − 1. The common period of these CRT-UI
sequences is L′ = pq.
2) For the node Ni, i ∈ [W`], which is the n-th node in Gm,
m ∈ [W ], n ∈ [`], we define un(Tm, Rr) as the sequence
obtained from un by replacing “1”s and “0”s with Tm’s
and Rr’s, r ∈ [W ], respectively. Define uδmn (Tm, Rr) as
the sequence obtained by cyclically shifting un(Tm, Rr)
by a pre-assigned time offset δm, where δm is defined as
the unique integer in ZL′ that satisfies
Φp,q(δm) = (m− 1, 0).
Stack un(Tm, Rr), uδmn (Tm, Rr) together for r =
1, 2, . . . ,W to form a 2W × L′ array Ai as follows,
Ai =

un(Tm, R1)
uδmn (Tm, R1)
un(Tm, R2)
uδmn (Tm, R2)
...
un(Tm, RW )
uδmn (Tm, RW )

.
3) Schedule sequence si = [si(0) si(1) . . . si(L − 1)] of
length L = 2WL′ is obtained from Ai via the following
CRT correspondence:
si(t) = Ai(t mod 2W, t mod L′), t ∈ ZL.
4) Randomly pick K sequences out of the W` sequences to
form an (M,K,L)-schedule sequence set.
Example 4: For 4 nodes (K = 4) and 2 channels (M = 2),
we let W = 2 and ` = 2, specifically, G1 = {N1, N2},
G2 = {N3, N4}. Under this group division, we construct 4
schedule sequences s1, s2, s3, s4 according to Construction ∗.
At first, we design a set of two CRT-UI sequences u1, u2
with w = 3, p = 3, q = 5 and generators 1, 2 as follows,
u1 = [1 1 1 0 0 0 0 0 0 0 0 0 0 0 0];
u2 = [1 0 0 0 0 0 0 1 0 0 0 1 0 0 0].
For nodes N1, N2 ∈ G1, Φp,q(δ1) = (0, 0), thus δ1 = 0.
For nodes N3, N4 ∈ G2, Φp,q(δ2) = (1, 0), thus δ2 = 10. For
each node, we construct a 4× 15 array as shown in (27). The
symbols T1, T2, R1 and R2 are displayed in different colors
in order to facilitate easier reading. Schedule sequence si (i ∈
[4]) of length L = 60 is obtained from Ai by the mapping:
si(t) = Ai(t mod 4, t mod 15).
Theorem 13: A sequence set {si : i ∈ [K]} obtained by
Construction ∗ is an (M,K,L)-schedule sequence set.
Proof: We consider the transmission from Ni to Nj , for
i, j ∈ [K], i 6= j. Assume that Ni is the n-th node in group
Gm, and Nj is the y-th node in group Gx, for m,x ∈ [W ],
n, y ∈ [`]. Since the transmission is successful only when
Nj receives on channel m and at the same time Ni transmits
on channel m without colliding with other nodes, thus we
need to consider the positions of Rm’s in s
τj
j , or equivalently,
A
τj
j . By Construction ∗, there are two rows containing Rm’s
in Aj : row 2(m − 1) which is uy(Tx, Rm) and row (2m −
1) which is uδxy (Tx, Rm). After row-wise and column-wise
shifting, there are still only two rows containing Rm’s in A
τj
j .
The row indices of these two rows are denoted by η1 and η2,
9A1 =

u1(T1, R1)
u01(T1, R1)
u1(T1, R2)
u01(T1, R2)
 =

T1 T1 T1 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1
T1 T1 T1 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1
T1 T1 T1 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2
T1 T1 T1 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2
 ;
A2 =

u2(T1, R1)
u02(T1, R1)
u2(T1, R2)
u02(T1, R2)
 =

T1 R1 R1 R1 R1 R1 R1 T1 R1 R1 R1 T1 R1 R1 R1
T1 R1 R1 R1 R1 R1 R1 T1 R1 R1 R1 T1 R1 R1 R1
T1 R2 R2 R2 R2 R2 R2 T1 R2 R2 R2 T1 R2 R2 R2
T1 R2 R2 R2 R2 R2 R2 T1 R2 R2 R2 T1 R2 R2 R2
 ;
A3 =

u1(T2, R1)
u101 (T2, R1)
u1(T2, R2)
u101 (T2, R2)
 =

T2 T2 T2 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1 R1
R1 R1 R1 R1 R1 T2 T2 T2 R1 R1 R1 R1 R1 R1 R1
T2 T2 T2 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2 R2
R2 R2 R2 R2 R2 T2 T2 T2 R2 R2 R2 R2 R2 R2 R2
 ;
A4 =

u2(T2, R1)
u102 (T2, R1)
u2(T2, R2)
u102 (T2, R2)
 =

T2 R1 R1 R1 R1 R1 R1 T2 R1 R1 R1 T2 R1 R1 R1
R1 T2 R1 R1 R1 T2 R1 R1 R1 R1 R1 R1 T2 R1 R1
T2 R2 R2 R2 R2 R2 R2 T2 R2 R2 R2 T2 R2 R2 R2
R2 T2 R2 R2 R2 T2 R2 R2 R2 R2 R2 R2 T2 R2 R2
 .
(27)
where η1, η2 ∈ Z2W . Row η1 and row η2 in Aτii and Aτjj are
shown as follows,
Aτii =
...
row η1 : uθ1n (Tm, R∗)
row η2 : uθ2n (Tm, R∗)
...
, A
τj
j =
...
row η1 : uφ1y (Tx, Rm)
row η2 : uφ2y (Tx, Rm)
...
.
Note that in row η1 and row η2 of A
τj
j , Rm positions are
defined by the CRT-UI sequence uy with time offsets φ1 and
φ2 respectively. The values of φ1, φ2 depend on τj , and satisfy
|φ1−φ2| = δx. In row η1 and row η2 of Aτii , Tm positions are
defined by the CRT-UI sequence un with time offsets θ1 and
θ2 respectively. The values of θ1, θ2 depend on τi, and satisfy
|θ1 − θ2| = δm. The symbol R∗ in Aτii indicates a receiving
symbol and the exact channel number is immaterial for the
discussion.
We denote the number of collision-free Tm’s in row η1
(resp. η2) of Aτii that overlap with an Rm, instead of a Tx,
in row η1 (resp. η2) of A
τj
j by Nη1 (resp. Nη2 ); denote the
number of Tm’s in row η1 (resp. η2) of Aτii that overlap with
a Tx in row η1 (resp. η2) of A
τj
j by N oη1 (resp. N oη2 ); and
denote the number of Tm’s in row η1 (resp. η2) of Aτii that
collide with Tm’s in other arrays of Gm by N cη1 (resp. N cη2 ).
It is obvious that
Nη1 ≥ w −N oη1 −N cη1 , Nη2 ≥ w −N oη2 −N cη2 , (28)
where w = `+ 1.
Next we verify whether the following condition can be
satisfied: for all possible τ , in row η1 or row η2 of Aτii , there
is at least one collision-free Tm that overlaps with an Rm in
A
τj
j . That is, max(Nη1 ,Nη2) ≥ 1 for all possible τ . To verify
this, we need to check the following three cases. In each case,
we have N cη1 ,N cη2 ≤ `− 1 for all possible τ . This is because
by Construction ∗, rows of the arrays in Gm are determined
by |Gm| CRT-UI sequences from u1,u2, . . . ,u`, which have
the property that the Hamming cross-correlation of any pair
of them is at most 1, no matter how we cyclically shift them.
1) Both the transmitter Ni and the receiver Nj come from
the same group, i.e., m = x, n 6= y. In this case, N oη1 +N cη1 ≤ `− 1, N oη2 +N cη2 ≤ `− 1. Then by (28), we haveNη1 ,Nη2 ≥ 2.
2) The transmitter Ni and the receiver Nj come from
different groups and n 6= y. In this case, N oη1 ,N oη2 ≤ 1.
This is because the values of N oη1 ,N oη2 are determined
by the Hamming cross-correlation of un and uy , which
is no more than 1 for all possible θ1, θ2 and φ1, φ2. Then
by (28) and the fact that N cη1 ,N cη2 ≤ ` − 1, we haveNη1 ,Nη2 ≥ 1.
3) The transmitter Ni and the receiver Nj come from differ-
ent groups and n = y. In this case, the values of N oη1 ,N oη2
are determined by the auto-correlation of un. By the
following Proposition 14, we have min(N oη1 ,N oη2) ≤ 1
for all possible θ1, θ2 and φ1, φ2. Then by (28) and the
fact that N cη1 ,N cη2 ≤ `−1, we have max(Nη1 ,Nη2) ≥ 1.
In summary, max(Nη1 ,Nη2) ≥ 1 for all possible τ . That
is, the sequence set {si : i ∈ [K]} obtained by Construction ∗
can guarantee at least one collision-free transmission from Ni
to Nj , for any i, j ∈ [K], i 6= j, and for all possible τ .
Therefore, it is an (M,K,L)-schedule sequence set.
Proposition 14: If m 6= x, n = y, then min(N oη1 ,N oη2) ≤ 1
for all possible θ1, θ2 and φ1, φ2.
Proof: By Construction ∗, |θ1−θ2| = δm, |φ1−φ2| = δx.
Denote the time offset between row η1 in Aτii and row η1 in
A
τj
j by τi,j,1, τi,j,1 = θ1−φ1. Denote the time offset between
row η2 in Aτii and row η2 in A
τj
j by τi,j,2, τi,j,2 = θ2 − φ2.
It follows that
τi,j,2 = τi,j,1 ± (δm ± δx). (29)
Next we first analyze the value of N oη1 , which equals
the Hamming auto-correlation between un and u
τi,j,1
n ,
Hn,n(τi,j,1), in the following two cases.
1) Φp,q(τi,j,1) 6= (n, 1)a, for a ∈ {0,±1, . . . ,±(w − 2)}.
In this case, N oη1 = 0 or 1 since we have Hn,n(τi,j,1) =
0 or 1 by Lemma 7.
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2) Φp,q(τi,j,1) = (n, 1)a, for a ∈ {0,±1, . . . ,±(w−2)}. In
this case, N oη1 = Hn,n(τi,j,1) ≥ 2. Then we analyze
the value of N oη2 , which equals the Hamming auto-
correlation between un and u
τi,j,2
n , Hn,n(τi,j,2). We
prove N oη2 ≤ 1 by contradiction as follows. Assume that
Hn,n(τi,j,2) ≥ 2. It implies that Φp,q(τi,j,2) = (n, 1)b,
for b ∈ {0,±1, . . . ,±(w − 2)}. Let c = a − b, c ∈
{0,±1, . . . ,±2(w − 2)}. Then we discuss whether this
assumption can hold in the following cases indicated
by (29):
a) τi,j,2 = τi,j,1 − (δm − δx). In this case,
Φp,q(δm − δx) = Φp,q(τi,j,1 − τi,j,2)
= (nc mod p, c mod q).
By Construction ∗, Φp,q(δm) = (m−1, 0), Φp,q(δx) =
(x − 1, 0), then we have Φp,q(δm − δx) = ((m −
x) mod p, 0). Thus
m− x ≡ nc mod p, (30)
0 ≡ c mod q. (31)
Since q ≥ 2w − 1 > |c|, then (31) implies c = 0.
However, (30) cannot hold with c = 0 because m−x ∈
{±1,±2, . . . ,±(W − 1)} and p ≥ 2W − 2.
b) τi,j,2 = τi,j,1 − (δm + δx). In this case,
Φp,q(δm + δx) = (nc mod p, c mod q).
By Construction ∗, Φp,q(δm + δx) = ((m + x −
2) mod p, 0), thus
m+ x− 2 ≡ nc mod p, (32)
0 ≡ c mod q. (33)
Again, (33) implies c = 0. However, (32) cannot hold
with c = 0 since m+ x− 2 ∈ {1, 2, . . . , 2W − 3} and
p ≥ 2W − 2.
c) τi,j,2 = τi,j,1 + (δm ± δx). By the same analysis for
case (a) and (b), we can also derive that the assumption
that Hn,n(τi,j,2) ≥ 2 cannot hold.
Therefore, we conclude that if N oη1 ≥ 2, then N oη2 ≤ 1.
This completes the proof for Proposition 14.
VI. DISCUSSION ON PERIOD L UNDER EVEN GROUP
DIVISION
In this section, we discuss the sequence period obtained by
Construction ∗ under even group division. Given K and M ,
we consider the optimal value of W that can minimize period
L. We propose the following algorithm: Define
M ′ =
⌈√
K
2
+
9
16
+
3
4
⌉
; (34)
if M > M ′, then let W = M ′, otherwise let W = M .
We provide an intuitive argument for this algorithm as
follows. By Construction ∗, w = `+1 = dK/W e+1, p is the
smallest prime that satisfies p ≥ max{w, 2W−2}. To simplify
the following discussion, we assume dK/W e ≈ K/W .
1) M ≤M ′. In this case, W ≤M ′, then w ≥ 2W −2, thus
p ≥ w. When w is a prime, and (2w−1) is coprime with
2W and w, we set p = w and q = 2w − 1, then
L = 2Wpq =
4K2
W
+ 6K + 2W. (35)
By (35), L is a decreasing function of W when K is
fixed and W ≤ M ′. Therefore, in the case of M ≤ M ′,
L is minimized when W = M .
2) M > M ′. We consider W ≥ M ′. In this case, p ≥
2W − 2. When (2W − 1) is a prime, and (2w − 1) is
coprime with 2W and (2W − 1), we set p = 2W − 1
and q = 2w − 1, then
L = 2Wpq = 4W 2 + 2W (4K − 1)− 4K. (36)
We can see that L in (36) is an increasing function of W
when K is fixed. Therefore, in the case of M > M ′, L
is minimized when W = M ′.
For general K and M ≤ M ′, under even division with
W = M , we have the following result for L obtained by
Construction ∗.
Proposition 15: Under even group division with W = M ≤
M ′, there exists a schedule sequence set by Construction ∗
with sequence period
L ≤ 2M
(
2
⌈
K
M
⌉
+ 2
)(
4
⌈
K
M
⌉
+ 2
)
. (37)
Proof: By Construction ∗, w = ` + 1 = dK/Me + 1 ≥
2M − 2, p is the smallest prime that satisfies p ≥ w. By
Bertrand’s postulate, we have p < 2w. We set q as the smallest
prime that satisfies q ≥ 2w − 1. It is obvious that such a q
is coprime with 2M and p. Again by Bertrand’s postulate,
we have q ≤ 4w − 2. Thus, the obtained period L = 2Mpq
satisfies (37).
By comparing (37) with the lower bound (26) obtained in
Section IV, we can observe that under even group division
with W = M ≤ M ′, the period under Construction ∗ can
achieve the same order in K and M as the lower bound, that
is, O(K2/M). To illustrate the gap between the period under
Construction ∗ and the lower bound, we list their ratios for
some K and M in Table II. For example, when K = 70 and
M = 4, the shortest period by Construction ∗ is L = 5624, and
the lower bound by (26) is L ≥ 857, then the ratio between
them is 5624/857 ≈ 6.56. We will try to reduce the gap in
future work.
Moreover, we can see from (37) and the achievable
length (7) for the single channel case that under even group
division with W = M ≤M ′, the period under Construction ∗
can achieve an asymptotic reduction by a factor of M .
TABLE II
RATIO OF THE SHORTEST L UNDER CONSTRUCTION ∗ DIVIDED BY THE
LOWER BOUND, UNDER EVEN GROUP DIVISION WITH W =M ≤M ′ .
M
K 60 70 80 90 100 110 120 130 140 150
2 5.23 5.26 5.04 5.08 5.12 5.15 4.85 4.9 4.8 4.97
3 6.18 6.9 5.97 5.23 5.95 5.96 5.16 5.46 5.72 5.12
4 6.48 6.56 6.18 7.28 6.02 5.71 5.23 5.99 5.26 5.63
5 7.12 7.06 5.98 5.79 6.18 5.78 6.3 5.75 5.29 5.23
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VII. RANDOM SCHEMES
In this section, we analyze the optimal transmitting and
receiving probabilities for two random schemes, given K
nodes and W of M channels being employed, 1 ≤W ≤M .
A. General random scheme
In the general random scheme, there is no concept of groups.
For any node, at a time slot, it transmits on any one of the W
channels with probability pa and receives on any one of the W
channels with probability qa. The values of pa and qa satisfy
0 < pa < 1, 0 < qa < 1, and W (pa+qa) = 1. The probability
for any node to successfully receive a packet from another
node in a time slot is
Pa = Wpaqa(1−pa)K−2 = pa(1−Wpa)(1−pa)K−2. (38)
B. Assignment T based random scheme
In the Assignment T based random scheme, we divide K
nodes into W non-empty groups. The |Gm| nodes belong to
group Gm can only transmit on channel m, for m ∈ [W ]. For
node Ni ∈ Gm, i ∈ [K], m ∈ [W ], at a time slot, it transmits
on channel m with probability pb, receives on channel m
with probability q1, and receives on any other channel with
probability q2. The values of pb, q1, q2 satisfy 0 < pb < 1,
0 < q1 < 1, 0 < q2 < 1, and
pb + q1 + (W − 1)q2 = 1. (39)
The probability for node Ni to successfully transmit a packet
to a node in Gm in a time slot is
Pα = pbq1(1− pb)|Gm|−2. (40)
The probability for node Ni to successfully transmit a packet
to a node in another group in a time slot is
Pβ = pbq2(1− pb)|Gm|−1. (41)
C. Optimized random scheme
In this section, we try to optimize the two random schemes.
At first, for the general random scheme, we find from (38) that
for any given K and pa, Pa monotonically decreases as W
increases. Next we consider Pα (see (40)) and Pβ (see (41))
in the Assignment T based random scheme. To simplify the
discussion, we assume Pα = Pβ and |Gm| = K/W for any
m ∈ [W ]. Then by (39), (40) and (41), we have
Pβ = pb(1− pb)K/W /(W − pb). (42)
We can observe from (42) that for any given K and pb, Pβ
also monotonically decreases as W increases. Thus for both
of the general random scheme and the Assignment T based
random scheme, using only one channel, i.e., W = 1, is
optimal for maximizing Pa or Pβ . This implies that the two
random schemes cannot efficiently make use of the multi-
channel resources.
With only one channel, the two random schemes are equiv-
alent. For each node at each time slot, it transmits on this
channel with probability p and receives on this channel with
probability (1− p). Then the probability for a node to receive
from one of its (K − 1) neighboring nodes successfully at
a time slot, denoted by P , equals p(1 − p)K−1. By taking
derivative of P with respect to p, we obtain that P attains its
maximum value when p = 1/K. Thus the optimal transmitting
probability for the two random schemes with one channel is
p∗ = 1/K.
The corresponding P is denoted by P ∗,
P ∗ =
(K − 1)K−1
KK
. (43)
VIII. COMPARISON BETWEEN SEQUENCE SCHEME AND
RANDOM SCHEME
In this section, we compare the frame length and broadcast
completion time under our proposed sequence scheme with
those under the optimized random scheme. The schedule
sequences employed are obtained by Construction ∗ under
even group division.
A. Frame length
First, we explain how frame length is defined for random
schemes. While it is possible to find sequence schemes that
can ensure each node has at least one successful broadcast
per frame, it is impossible to provide such guarantee for
the random schemes. Using a high value for frame length
would strengthen the guarantee but weaken the performance
of the random schemes. In order to determine a fair frame
length value for the random schemes, we adopt the following
argument. We assume that all the nodes start at time t = 0
without any offset to render the analysis manageable. Let X
be the time required for each of the K nodes to broadcast a
packet to all other nodes at least once, which is also the time
required for each node to receive a packet from each other
node at least once. Motivated by the least required reliability
for URLLC [7], we set the probability P (X ≤ Lrand) as
99.999%. We then set the frame length to be Lrand.
Let Xi be the time required for node Ni to receive a packet
from each other node at least once, for i ∈ [K]. By definition,
we have
X = max
i∈[K]
Xi.
To simplify calculation, we follow the assumption in [10], that
is, Xi’s are assumed to be independent for all i ∈ [K]. Then
for any ` ≥ 0, P (X ≤ `) can be obtained from P (Xi ≤ `) by
P (X ≤ `) =
∏
i=1,...,K
P (Xi ≤ `). (44)
We analyze P (Xi ≤ `) by using results in the coupon
collector’s problem [30]. We use Eji to denote the event
that at a time slot, the j-th of the (K − 1) neighboring
nodes of Ni successfully transmits a packet to node Ni, for
j = 1, 2, . . . ,K − 1. We use E0i to denote the event that at
a time slot, none of the (K − 1) events E1i , E2i , . . . , EK−1i
happens. Then by definition, Xi is exactly the time slots
needed for the (K − 1) events E1i , E2i , . . . , EK−1i to happen
at least once. Now consider a coupon collector’s problem:
in a container indexed by i, there are K coupons which are
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randomly drawn one by one with replacement. Among these K
coupons, there are (K−1) different coupons corresponding to
events E1i , E2i , . . . , EK−1i , and a null coupon corresponding to
the event E0i . Let Yi be the time required to get a collection of
(K− 1) different coupons. Then Xi has the same distribution
as Yi. That is, for any ` ≥ 0,
P (Xi ≤ `) = P (Yi ≤ `). (45)
Let pi = [p(E0i ) p(E1i ) . . . p(EK−1i )], where p(Eji ) denotes
the probability that the event Eji happens at a time slot, which
also denotes the probability that coupon j is drawn at a time
slot, for j = 0, 1, . . . ,K − 1. Since the distribution of Yi
depends on pi, we will use the notation Yi(pi). Let P =
[p1 p2 . . . pK ]. Since the value of X depends on P , we will
abuse X(P ) and X when they are clear from the context. We
will also abuse Lrand(P ) and Lrand.
Based on (44) and (45), we can calculate P (X ≤ `) as
follows,
P (X ≤ `) =
∏
i=1,...,K
P (Yi(pi) ≤ `). (46)
For Yi(pi), we have found the following result from the
literature.
Lemma 16: [31] For any given i and ` ≥ 0, if p(Eji ) =
(1− p(E0i ))/(K − 1) for j = 1, . . . ,K − 1, then
P (Yi(pi) ≤ `) =
1−
K−2∑
i=0
(−1)K−2−i
(
K − 1
i
)[
(K − 1− i)p(E0i ) + i
K − 1
]`
.
Next we analyze Lrand under the optimized random
scheme. We have obtained in Section VII-C that in the
optimized random scheme, for any node, the probability that
another node successfully transmits to it in a time slot equals
P ∗ (see (43)), that is,
p(E1i ) = p(E2i ) = · · · = p(EK−1i ) = P ∗,
p(E0i ) = 1− (K − 1)P ∗,
for any i ∈ [K]. Let P ∗ = [p∗1 p∗2 . . . p∗K ], where p∗i =
[p(E0i ) P ∗ . . . P ∗︸ ︷︷ ︸
K−1
], for any i ∈ [K]. Then by Lemma 16
and (46), we obtain that for any ` ≥ 0,
P (X(P ∗) ≤ `) =[
1−
K−2∑
i=0
(−1)K−2−i
(
K − 1
i
)[
(K − 1− i)p(E0i ) + i
K − 1
]`]K
.
(47)
Based on (47), we can find Lrand(P ∗) to satisfy P (X(P ∗) ≤
Lrand(P
∗)) = 99.999%. We have listed Lrand(P ∗) for some
K and M in Table III.
Note that in the sequence scheme, even though L obtained
from Construction ∗ is asymptotically decreasing with respect
to W when W ≤ M ′, there are some cases where L with
a larger W is longer than that with a smaller W due to the
irregularity in occurrence of prime numbers. Therefore, given
M , we choose the smallest one among L’s corresponding to
W = 1, 2, . . . ,M . We take the case of K = 10 and M = 2 for
example. By Construction ∗, when W = 1, L = 209; while
when W = 2, L = 308. Then given M = 2, we only use one
channel and thus L = 209. We have also listed L for some K
and M in Table III, in which we have shown P (X(P ∗) ≤ L)
as well.
TABLE III
L UNDER CONSTRUCTION ∗ AND Lrand(P ∗) UNDER THE OPTIMIZED
RANDOM SCHEME.
(K,M) L Lrand(P
∗) P (X(P ∗) ≤ L)
(10, 1) 209 406 0.9769
(10, 2) 209 406 0.9769
(15, 1) 493 656 0.9993
(15, 3) 462 656 0.9985
(18, 1) 665 812 0.9998
(18, 2) 665 812 0.9998
(18, 3) 546 812 0.9972
(20, 1) 897 917 0.99998
(20, 4) 616 917 0.997
(24, 1) 1363 1130 0.999999
(24, 3) 1122 1130 0.99998
(24, 4) 728 1130 0.9944
From Table III, we can observe that in most cases, the frame
length under our proposed sequence scheme is shorter than that
under the optimized random scheme, that is, L < Lrand(P ∗).
There exist some cases where Lrand(P ∗) < L. For example,
when K = 24, M = 1, we have Lrand(P ∗) = 1130, L =
1363. However, we should note that Lrand(P ∗) just indicates
that P (X(P ∗) ≤ Lrand(P ∗)) = 99.999%, but cannot provide
a hard guarantee on broadcast delay due to its probabilistic
nature. In this case, even if we set Lrand = L = 1363,
we only have P (X(P ∗) ≤ Lrand) = 99.9999%, instead of
P (X(P ∗) ≤ Lrand) = 1.
We can conclude that in terms of frame length, our proposed
sequence scheme outperforms the random scheme in two
aspects. One is that the sequence scheme can efficiently utilize
multi-channel resources to reduce frame length while the
random scheme cannot. The other is that the sequence scheme
can provide a hard guarantee on delay.
B. Broadcast completion time
In this section, we consider another performance metric –
broadcast completion time. In order to show the relationship
between the broadcast completion time and the number of
employed channels, W , we let W = 1, 2, . . . ,M in each
scheme. For the general random scheme, we find pa to
optimize Pa in (38). For the Assignment T based random
scheme, we assume Pα = Pβ and find pb to optimize Pβ
in (42). Since we observe that the optimized Pβ is no less
than the optimized Pa for any given K and W , we will only
compare the Assignment T based random scheme with the
sequence scheme.
Fig. 2 shows the probability distribution of the broadcast
completion time in 10000 runs for the case where K = 18,
M = 3 and W = 1, 2, 3 under the sequence scheme and the
Assignment T based random scheme. The time offset of each
node in each run is randomly generated. We can observe from
Fig. 2 that for both sequence scheme and random scheme, us-
ing only one channel can achieve shorter broadcast completion
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Fig. 2. Broadcast completion time under sequence scheme and random
scheme.
time with higher probability. We have conducted simulations
for many other cases and observed the same result. For the
random scheme, this is not surprising since we have obtained
similar result when we discuss frame length. However, for the
sequence scheme, this is an interesting phenomenon and is
contradictory to the performance for unicast completion time
we considered for unicast in [19]. In [19], we have shown
that the sequence scheme can utilize multi-channel resources
to decrease sequence period as well as the unicast completion
time. The reasons behind may lie in the nature of broadcast
and unicast and the tradeoff caused by multiple channels. We
will try to explore the cause of this in the future.
IX. CONCLUSION
We investigate schedule sequence design to guarantee suc-
cessful broadcast in an asynchronous ad hoc network. Previous
works on the sequence design for broadcast are mainly devel-
oped with a single channel. In this paper, we derive a lower
bound on the shortest common period and propose a CRT-
based sequence construction method, for the multi-channel
model. Under even group division with W = M ≤ M ′, the
period under our proposed construction has the same order as
the lower bound. We also achieve an asymptotic reduction in
the order of M compared with the shortest known sequence
period for the single channel case.
We also analyze optimal transmitting and receiving proba-
bilities for two random schemes. Comparisons for frame length
and broadcast completion time under different schemes are
conducted. By comparison, we find that our proposed sequence
scheme can ensure successful broadcast within shorter frame
length than the optimized random scheme. Moreover, our
proposed sequence scheme can decrease the frame length
by utilizing multiple channels while the random schemes
cannot. However, using more channels would result in longer
broadcast completion time, for both sequence scheme and
random scheme.
APPENDIX
Proof: The sequence (br)∞r=1 is non-negative and mono-
tonically non-increasing. The difference between two adjacent
entries in (br)∞r=1 is also monotonically non-increasing. We let
λ =
⌈
µb21/L
⌉
, which is the largest difference between two ad-
jacent entries in the sequence (br)∞r=2, and for j = 1, 2, . . . , λ,
let ni be the number of indices r ≥ 1 such that br− br+1 = i.
We have the following identity
n1 + 2n2 + · · ·+ λnλ = b1. (48)
We denote the largest br in (br)∞r=1 such that br−br+1 = i by
br+i
, and denote the smallest such br by br−i . The two entries
followed by br−i are br−i +1 and br−i +2. For br+i , we have
br+i
= b1 −
λ∑
j=i+1
jnj .
For br−i +1 and br−i +2, we have
br−i +1
− br−i +2 =
⌈
µb1br−i +1
L
⌉
≤ i− 1. (49)
The inequality in (49) indicates
br−i +1
≤ (i− 1)L
µb1
.
Since br+i − br−i +1 = ini, then we have
ini ≥
b1 − λ∑
j=i+1
jnj
− (i− 1)L
µb1
,
that is,
(i− 1)L
µb1
+
λ∑
j=i
jnj ≥ b1. (50)
For i = 2, 3, ..., λ, by dividing both sides of (50) by i(i− 1),
and summing up the resulting inequalities, we have
λ∑
i=2
L
µb1i
+
λ∑
i=2
λ∑
j=i
jnj
i(i− 1) ≥
λ∑
i=2
b1
i(i− 1) . (51)
The RHS of (51) is equal to
λ∑
i=2
b1
i(i− 1) = b1
(
1− 1
λ
)
,
and the double summation in (51) is equal to
λ∑
i=2
λ∑
j=i
jnj
i(i− 1) =
λ∑
j=2
jnj
j∑
i=2
1
i(i− 1) =
λ∑
j=2
nj(j − 1).
Therefore we can rewrite (51) as
L
µb1
λ∑
i=2
1
i
+
λ∑
j=2
nj(j − 1) ≥ b1
(
1− 1
λ
)
,
λ∑
j=1
nj ≤ b1
λ
+
L
µb1
λ∑
i=2
1
i
.
If bC ≥ 1, then the number of strictly positive differences
between two adjacent entries in (br)∞r=1 must be no less than
C, that is, C ≤∑λj=1 nj . Thus, we have
C ≤ b1
λ
+
L
µb1
λ∑
i=2
1
i
. (52)
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Note that when λ = 1, (52) still holds since it is reduced to
C ≤ b1.
The inequality in (52) can be re-written as
C ≤
√
L
µ
 b1
λ
√
L
µ
+
√
L
µ
b1
λ∑
i=2
1
i
 . (53)
Let z = b1/
√
L
µ
. Then we write (53) as
C ≤
√
L
µ
(
z
λ
+
1
z
λ∑
i=2
1
i
)
,
where λ = dz2e, that is, √λ− 1 < z ≤ √λ. Now we partition
R+ into subintervals Id = (
√
d− 1,√d] for d = 1, 2, 3, . . .,
and let F : R+ → R+ be a piecewise function defined as
F (x) =
x
d
+
1
x
d∑
i=2
1
i
, for x ∈ Id, d = 1, 2, 3, . . . .
As shown in Figure 3, the function F (x) attains global
maximum at x =
√
2, with maximal value F (
√
2) = 3/
√
8.
Thus
C ≤
√
L
µ
F (x) ≤ 3√
8
√
L
µ
.
Therefore we can obtain that L ≥
⌈
8C2µ
9
⌉
.
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Fig. 3. The image of F (x).
REFERENCES
[1] F. Wang and J. Liu, “On reliable broadcast in low duty-cycle wireless
sensor networks,” IEEE Trans. Mobile Comput., vol. 11, no. 5, pp. 767–
779, 2011.
[2] L. Cheng, J. Niu, Y. Gu, C. Luo, and T. He, “Achieving efficient reliable
flooding in low-duty-cycle wireless sensor networks,” IEEE/ACM Trans.
Networking, vol. 24, no. 6, pp. 3676–3689, 2016.
[3] H. H. R. Sherazi, L. A. Grieco, and G. Boggia, “A comprehensive
review on energy harvesting MAC protocols in WSNs: Challenges and
tradeoffs,” Ad Hoc Netw., vol. 71, pp. 117–134, 2018.
[4] K. Zheng, Q. Zheng, P. Chatzimisios, W. Xiang, and Y. Zhou, “Hetero-
geneous vehicular networking: A survey on architecture, challenges, and
solutions,” IEEE Commun. Surveys Tuts., vol. 17, no. 4, pp. 2377–2396,
2015.
[5] S. Al-Sultan, M. M. Al-Doori, A. H. Al-Bayatti, and H. Zedan, “A
comprehensive survey on vehicular ad hoc network,” J. Netw. Comput.
Appl., vol. 37, pp. 380–392, 2014.
[6] G. G. M. Nawaz Ali, M. N. A. Rahim, P. H. J. Chong, and Y. L.
Guan, “Analysis and improvement of reliability through coding for safety
message broadcasting in urban vehicular networks,” IEEE Trans. Veh.
Technol., vol. 67, no. 8, pp. 6774–6787, 2018.
[7] M. Bennis, M. Debbah, and H. V. Poor, “Ultrareliable and low-latency
wireless communication: Tail, risk, and scale,” Proc. IEEE, vol. 106,
no. 10, pp. 1834–1853, 2018.
[8] F. Borgonovo, A. Capone, M. Cesana, and L. Fratta, “ADHOC MAC:
New MAC architecture for ad hoc networks providing efficient and
reliable point-to-point and broadcast services,” Wireless Netw., vol. 10,
no. 4, pp. 359–366, 2004.
[9] Y. Wu, K. W. Shum, Z. Lin, W. S. Wong, and L. Shen, “Protocol se-
quences for mobile ad hoc networks,” in IEEE International Conference
on Communications (ICC), 2013, pp. 1730–1735.
[10] Y. Wu, K. W. Shum, W. S. Wong, and L. Shen, “Safety-message
broadcast in vehicular ad hoc networks based on protocol sequences,”
IEEE Trans. Veh. Technol., vol. 63, no. 3, pp. 1467–1479, 2014.
[11] Z. Zhang, B. Yang, M. Liu, Z. Li, and X. Guo, “A quaternary-encoding-
based channel hopping algorithm for blind rendezvous in distributed
IoTs,” IEEE Trans. Commun., 2019.
[12] H. Cai, Y. Yang, Z. Zhou, and X. Tang, “Strictly optimal frequency-
hopping sequence sets with optimal family sizes,” IEEE Trans. Inf.
Theory, vol. 62, no. 2, pp. 1087–1093, 2016.
[13] J.-P. Sheu and J.-J. Lin, “A multi-radio rendezvous algorithm based
on Chinese Remainder Theorem in heterogeneous cognitive radio net-
works,” IEEE Trans. Mobile Comput., vol. 17, no. 9, pp. 1980–1990,
2018.
[14] F. Klingler, F. Dressler, J. Cao, and C. Sommer, “MCB–a multi-channel
beaconing protocol,” Ad Hoc Netw., vol. 36, pp. 258–269, 2016.
[15] M. Hadded, P. Muhlethaler, A. Laouiti, R. Zagrouba, and L. A. Saidane,
“TDMA-based MAC protocols for vehicular ad hoc networks: a survey,
qualitative analysis, and open research issues,” IEEE Commun. Surveys
Tuts., vol. 17, no. 4, pp. 2461–2492, 2015.
[16] L. Zhang, Z. Liu, R. Zou, J. Guo, and Y. Liu, “A scalable CSMA and
self-organizing TDMA MAC for IEEE 802.11 p/1609. x in VANETs,”
Wireless Pers. Commun., vol. 74, no. 4, pp. 1197–1212, 2014.
[17] T. Maitra and S. Roy, “A comparative study on popular MAC protocols
for mixed wireless sensor networks: From implementation viewpoint,”
Comput. Sci. Rev., vol. 22, pp. 107–134, 2016.
[18] K. W. Shum and W. S. Wong, “Construction and applications of CRT
sequences,” IEEE Trans. Inf. Theory, vol. 56, no. 11, pp. 5780–5795,
2010.
[19] F. Liu, K. W. Shum, and W. S. Wong, “Sequence-based unicast in
wireless sensor networks,” IEEE Trans. Commun., vol. 68, no. 1, pp.
429–444, 2019.
[20] W. S. Wong, “Transmission sequence design and allocation for wide-
area ad hoc networks,” IEEE Trans. Veh. Technol., vol. 63, no. 2, pp.
869–878, 2013.
[21] Y. Mao, Y. Wu, and L. Shen, “Generalized prime sequence allocation
in VANETs,” Wireless Netw., vol. 25, no. 2, pp. 753–764, 2019.
[22] J. Massey and P. Mathys, “The collision channel without feedback,”
IEEE Trans. Inf. Theory, vol. 31, no. 2, pp. 192–204, 1985.
[23] L. Gyorfi and I. Vajda, “Constructions of protocol sequences for multiple
access collision channel without feedback,” IEEE Trans. Inf. Theory,
vol. 39, no. 5, pp. 1762–1765, 1993.
[24] K. W. Shum, Y. Zhang, and W. S. Wong, “User-irrepressible sequences,”
in Proc. Conf. Seq. Their Appl. (SETA). Springer, 2010, pp. 88–101.
[25] Y. Chen, Y.-H. Lo, K. W. Shum, W. S. Wong, and Y. Zhang, “CRT
sequences with applications to collision channels allowing successive
interference cancellation,” IEEE Trans. Inf. Theory, vol. 64, no. 4, pp.
2910–2923, 2018.
[26] C.-C. Chen, G.-C. Yang, M.-K. Chang, J.-S. Lin, W. S. Wong, and W. C.
Kwong, “Constructions and throughput analyses of protocol sequences
with adjustable duty factor for collision channels without feedback,”
IEEE Trans. Commun., vol. 64, no. 11, pp. 4736–4748, 2016.
[27] M. Jimbo, M. Mishima, S. Janiszewski, A. Y. Teymorian, and V. D.
Tonchev, “On conflict-avoiding codes of length n = 4m for three active
users,” IEEE Trans. Inf. Theory, vol. 53, no. 8, pp. 2732–2742, 2007.
[28] D. V. Sarwate and M. B. Pursley, “Crosscorrelation properties of
pseudorandom and related sequences,” Proc. IEEE, vol. 68, no. 5, pp.
593–619, 1980.
[29] Y.-H. Lo, W. S. Wong, and H.-L. Fu, “Partially user-irrepressible se-
quence sets and conflict-avoiding codes,” Des. Codes Cryptogr., vol. 78,
no. 3, pp. 679–691, 2016.
[30] I. Adler, S. Oren, and S. M. Ross, “The coupon-collector’s problem
revisited,” J. Applied Prob., vol. 40, no. 2, pp. 513–518, 2003.
[31] E. Anceaume, Y. Busnel, and B. Sericola, “New results on a generalized
coupon collector problem using markov chains,” J. Applied Prob.,
vol. 52, no. 2, pp. 405–418, 2015.
