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Abstract
For a nonnegative matrix A and real diagonal matrix D, two known inequalities
on the spectral radius, r(A2D2) ≥ r(AD)2 and r(A) r(AD2) ≥ r(AD)2, leave open
the question of what determines the order of r(A2D2) with respect to r(A) r(AD2).
This is a special case of a broad class of problems that arise repeatedly in ecological
and evolutionary dynamics. Here, sufficient conditions are found on A that determine
orders in either direction. For a diagonally symmetrizable nonnegative matrix A with
all positive eigenvalues and nonnegative D, r(A2D) ≤ r(A) r(AD). The reverse holds
if all of the eigenvalues of A are negative besides the Perron root. This is a particular
case of the more general result that r(A[(1 − m) r(B) I + mB]D) is monotonic in m
when all non-Perron eigenvalues of A have the same sign — decreasing for positive
signs and increasing for negative signs, for symmetrizable nonnegative A and B that
commute. Commuting matrices include the Kronecker products A,B ∈ {⊗Li=1M
ti
i },
ti ∈ {0, 1, 2, . . .}, which comprise a class of application for these results. This machinery
allows analysis of the sign of ∂/∂mj r({⊗
L
i=1[(1−mi) r(Ai)Ii +miAi]}D). The eigen-
value sign conditions also provide lower or upper bounds to the harmonic mean of the
expected sojourn times of Markov chains. These inequalities appear in the asymptotic
growth rates of viral quasispecies, models for the evolution of dispersal in random
environments, and the evolution of site-specific mutation rates over the entire genome. 1
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nite, mutation-selection balance, social mobility index
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1 Introduction
In a recent paper, Cohen [11] compares two inequalities on the spectral radius, r, of products
involving a nonnegative square matrix A and a positive diagonal matrix D:
r(A2D2) ≥ r(AD)2, (1)
r(A) r(AD2) ≥ r(AD)2. (2)
Inequality (1) is obtained in [12], while inequality (2) is obtained in [11]. The relationship
between two the left-hand side expressions in the inequalities is not determined. Cohen
notes that positive matrices A and real diagonal matrices D can be chosen to give either
r(A2D2) > r(A) r(AD2) or r(A2D2) < r(A) r(AD2), (3)
and asks whether conditions may be found that guarantee a direction to the inequality.
This seemingly narrow question is intimately related to a very broad class of problems
that arise repeatedly in ecological and evolutionary dynamics, including the evolution of
site-specific mutation rates over multiple loci [4], and dispersal in random environments
[5]. Specifically, it relates to the open question [3, 6] of what conditions on A, B and D
determine the sign of dr([(1 −m)A +mB]D)/dm. This more general question is pursued
here in answering questions about (3).
The mathematical origin of the question begins with work of the late Sam Karlin on the
effect of population subdivision on the maintenance of genetic diversity. Karlin proved a
very general and important theorem on the effect of mixing on growth, which has recently
been independently rediscovered [28, Theorem 3.1, Lemma 4.2]:
Theorem 1 (Karlin, [25, Theorem 5.2, pp. 117–118,194–196]). Let P be an irreducible
stochastic matrix, and D be a positive diagonal matrix that is not a scalar multiple of I.
Then the spectral radius of [(1−m)I+mP]D decreases strictly in m ∈ [0, 1].
The diagonal matrix D represents heterogeneous growth rates in different population
subdivisions, and P represents dispersal between subdivisions. The parameter m represents
the rate of mixing, which scales the transition rates Pij between different subdivisions. The
form (1−m)I+mP appears in numerous models in evolution and ecology where transitions
of state are caused by single events. Models in which multiple events occur, or where there is
nonuniform scaling of the transition probabilities, do not fit this form. Often they are of the
form (1−m)P1+mP2. Characterizing the relationships that make r([(1−m)P1+mP2]D)
monotonically increasing or decreasing in m has the potential to solve the behavior of many
of these ecological and evolutionary models. Here we examine a partial characterization of
these relationships.
The characterization relies on another insight from Karlin in the same paper [25, The-
orem 5.1, pp. 114–116, 197–198], that symmetrizable stochastic matrices are analytically
tractable.
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Definition 2 (Symmetrizable Matrix [23]). A square matrix A is called diagonally sym-
metrizable (for brevity, symmetrizable) to a symmetric matrix S if it can be represented as
a product A = DLSDR, where DL and DR are positive diagonal matrices.
Theorem 3 (Karlin, [25, Theorem 5.1, pp. 114–116, 197–198]). Consider a family F of
stochastic matrices that commute and are simultaneously symmetrizable to positive definite
matrices, i.e.:
F := {Mi = DLSiDR : MhMk =MkMh}, (4)
where DL and DR are positive diagonal matrices, and each Sh is a positive definite symmet-
ric nonnegative matrix. Let D be a positive diagonal matrix. Then for each Mh,Mk ∈ F :
r(MhMkD) ≤ r(MkD).
Conditions for the inequality r(A2D) ≤ r(A) r(AD) are readily obtained from Theorem
3. It is applied to (3) by constraining D2 to be a positive diagonal matrix and substituting
Mh =Mk = A, and r(A) = 1, which yields r(A
2D2) ≤ r(A) r(AD2).
Theorem 3 is extended in [5] to conditions that make the spectral radius monotonic
over a homotopy from Mk to MhMk. This monotonicity, either increasing or decreasing,
establishes inequalities in each direction between r(A2D) and r(A) r(AD).
Theorem 4 (From [5, Theorem 33]). Let P and Q be transition matrices of reversible
ergodic Markov chains that commute with each other. Let D 6= c I be a positive diagonal
matrix, and define
M(m) := P[(1−m)I+mQ], m ∈ [0, 1].
If all eigenvalues of P are positive, then dr(M(m)D)/dm < 0. If all eigenvalues of P other
than λ1(P) = 1 are negative, then dr(M(m)D)/dm > 0.
The condition in Theorem 3 that the matrices be symmetrizable is shown in [4, Lemma
2] to be equivalent to their being the transition matrices of reversible Markov chains. The-
orem 4 yields Theorem 3 by letting Mk = P and Mh = Q. Then M(0) = Mk and
M(1) =MhMk =MkMh. The hypothesis that Mk is symmetrizable to a positive definite
matrix means thatMk has all positive eigenvalues, so dr(M(m)D)/dm ≤ 0 for any positive
diagonal D, and thus r(MhMkD) = r(MkMhD) ≤ r(MkD). Note that the eigenvalues of
Mh are irrelevant to this inequality.
For the inequality in the reverse direction, r(A2D) ≥ r(A) r(AD), let all the eigenvalues
of A other than r(A) = λ1(A) = 1 be negative and substitute A = P = Q, so M(0) = A
and M(1) = A2. The result dr(M(m)D)/dm ≥ 0 yields r(A2D) ≥ r(A) r(AD) for such a
stochastic symmetrizable matrix A.
In the present paper, Theorem 4 is generalized to all symmetrizable irreducible nonneg-
ative matrices.
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2 Results
The goal is to provide conditions for which the spectral radius of A[(1−m) rB I+mB]D,
or more generally of [(1 −m)A+mB]D, is monotonic in m. We proceed as follows: first,
A and B are constrained to commute and be symmetrizable, which allows them to be
simultaneously represented by the canonical form (6); second, this form is used to show
that its spectral radius can be represented as a sum of squares; finally, the derivative of the
spectral radius is represented as a sum of squares, and this is utilized to give conditions
that determine its sign.
2.1 Preparatory Results
The following notational conventions are used. The elements of a matrix A are [A]ij ≡ Aij ,
the columns are [A]i, and the rows are [A]
i, and A⊤ is its transpose. A diagonal matrix
with elements of a vector x along the diagonal is Dx = diag
[
x
]
. Diagonal matrix D is
called nonscalar when D 6= c I for any c ∈ R. The vector with 1 in position i and zeros
elsewhere is ei.
We review the properties of irreducible nonnegative n × n matrices. When A is irre-
ducible then for each (i, j) there is some t ∈ N such that [At]ij > 0. The eigenvalues ofA are
represented as λi(A), i = 1, . . . , n, and the spectral radius by r(A) := maxi=1,...,n |λi|. We
recall from Perron-Frobenius theory that r(A) is a simple eigenvalue of A, called the Perron
root, designated here as rA ≡ r(A) = λ1(A). The non-Perron eigenvalues are λAi ≡ λi(A),
i = 2, . . . , n. Let v(A) and u(A)⊤ be the right and left Perron vectors ofA, the eigenvectors
associated with the Perron root, normalized so that e⊤v(A) = u(A)⊤v(A) = 1, where e is
the vector of ones. Since A is irreducible, from Perron-Frobenius theory, v(A) and u(A)⊤
are strictly positive and unique.
The following canonical representation of symmetrizable matrices is used throughout.
It arises for the special case of transition matrices of reversible Markov chains [26, p. 33].
Lemma 5 ([4, Lemma 1 (15)]). Let A = DLSDR, where DL and DR are positive diagonal
matrices, and S is symmetric. Then there exists symmetric Sˆ with the same eigenvalues as
A, which are all real, where A = ESˆE−1, and E = D
1/2
L
D
−1/2
R
.
Proof. Direct substitution gives
A = DLSDR = ESˆE
−1 = D
1/2
L
D
−1/2
R
SˆD
−1/2
L
D
1/2
R
⇐⇒
Sˆ = D
−1/2
L
D
1/2
R
DLSDRD
1/2
L
D
−1/2
R
= D
1/2
L
D
1/2
R
SD
1/2
L
D
1/2
R
, (5)
which is symmetric [17, p. 82]. Sˆ and A share the same eigenvalues since Ax = ESˆE−1x =
λx if and only if SˆE−1x = λE−1x. Since Sˆ is symmetric, λ must be real [22, 2.5.14
Corollary].
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Lemma 6 (Canonical Form for Symmetrizable Matrices [4, Lemma 1 (18)]). A symmetriz-
able matrix A = DLSDR, where S is symmetric and DL and DR are positive diagonal
matrices, can always be put into a canonical form
A = DLSDR = EKΛK
⊤E−1, (6)
where E = D
1/2
L
D
−1/2
R
is a positive diagonal matrix, K is an orthogonal matrix, Λ is a
diagonal matrix of the eigenvalues of A, the columns of EK are right eigenvectors of A,
and the rows of K⊤E−1 are left eigenvectors of A.
Proof. Symmetric Sˆ from (5) in Lemma 5 has a symmetric Jordan canonical form Sˆ =
KΛK⊤ where K is an orthogonal matrix and Λ is a matrix of the eigenvalues of Sˆ [22,
4.4.7 Theorem], which by construction are also the eigenvalues of A. Hence A = DLSDR =
ESˆE−1 = EKΛK⊤E−1. Let [EK]i be the ith column of EK. Then
A[EK]i = EKΛK
⊤E−1[EK]i = EKΛK
⊤[K]i = EKΛei = λiEKei = λi[EK]i
hence [EK]i is a right eigenvector of A. The analogous derivation shows the rows of K
⊤E−1
to be left eigenvectors of A.
Lemma 7 (Canonical Form for Commuting Symmetrizable A and B). Let A and B be
n× n symmetrizable irreducible nonnegative matrices that commute with each other. Then
A and B can be decomposed as
A = D
1/2
v D
−1/2
u KΛAK
⊤D
−1/2
v D
1/2
u , (7)
B = D
1/2
v D
−1/2
u KΛBK
⊤D
−1/2
v D
1/2
u , (8)
where v ≡ v(A) = v(B), u ≡ u(A) = u(B), K is an orthogonal matrix, [K]1 = D
1/2
v D
1/2
u e,
and ΛA and ΛB are diagonal matrices of the eigenvalues of A and B, respectively.
Proof. Since A and B are symmetrizable, each can be represented by canonical form (6)
which contains diagonal matrix Λ and similarity matrices (EK)−1 = K⊤E−1, so A and B
are diagonalizable. Since A and B commute by hypothesis, they can be simultaneously
diagonalized [22, Theorem 1.3.19, p. 52], which means there exists an invertible X such
that A = XΛAX
−1 and B = XΛBX
−1. Clearly the columns of X are right eigenvectors
of A and B, and the rows of X−1 are left eigenvectors of A and B, since
A[X]i = XΛAX
−1[X]i = XΛAei = Xλi(A)ei = λi(A)[X]i,
etc., so from Lemma 6 we can set X = EK to give
A = XΛAX
−1 = EKΛA(EK)
−1 = EKΛAK
⊤E−1,
B = XΛBX
−1 = EKΛB(EK)
−1 = EKΛBK
⊤E−1.
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Without loss of generality, the Perron root is indexed as λ1, so r(A) = λ1(A), r(B) =
λ1(B). Since A and B are irreducible,
v ≡ v(A) = v(B) = [EK]1 > 0,
u⊤ ≡ u(A)⊤ = u(B)⊤ = [K⊤E−1]1 > 0.
Next, E is solved in terms of u⊤ and v: [EK]1 = E[K]1 = v, so [K]1 = E
−1v, and
[K⊤E−1]1 = [K⊤]1E−1 = u⊤, so [K⊤]1 = u⊤E, which combined give K1j = E
−1
j vj = ujEj ,
hence
E2j = vj/uj , (9)
so Ej =
√
vj/uj and
E = D
1/2
v D
−1/2
u . (10)
The first column of K evaluates to
[K]1 = E
−1v = D
−1/2
v D
1/2
u v = D
1/2
v D
1/2
u e. (11)
Here u and v were chosen as given, but alternatively E and v can be chosen as given, and
then uj = vj/E
2
j .
Theorem 8 (Sum-of-Squares Solution for the Spectral Radius).
Let A and B be n × n symmetrizable irreducible nonnegative matrices that commute. Let
rA ≡ r(A) = λA1 and rB ≡ r(B) = λB1 refer to their Perron roots, and {λAi} and {λBi}
represent all of the eigenvalues of A and B, respectively. Let u⊤ and v be the common left
and right Perron vectors of A and B (Lemma 7). Let D be a positive diagonal matrix and
define
M(m) := A[(1 −m) rB I+mB], m ∈ [0, 1].
Let v(m) ≡ v(M(m)D) and u(m)⊤ ≡ u(M(m)D)⊤ refer to the right and left Perron vectors
of M(m)D.
Then
r(M(m)D) =
n∑
i=1
λAi [(1−m)rB +mλBi] yi(m)
2, (12)
where
yi(m)
2 =
1∑
j
Dj
uj
vj
vj(m)
2

∑
j
KjiDj
(
uj
vj
)1/2
vj(m)


2
, (13)
and K is from the canonical form in Lemma 7.
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Proof. One can represent M(m) using the canonical forms (7), (8):
M(m) = D
1/2
v D
−1/2
u KΛA[(1−m) rB I+mΛB ]K
⊤D
−1/2
v D
1/2
u . (14)
This form will be used to produce a symmetric matrix similar toM(m)D, which allows use
of the Rayleigh-Ritz variational formula for the spectral radius. The expression will be seen
to simplify to the sum of squared terms.
For brevity, (recalling E = D
1/2
v D
−1/2
u from (10)) define the symmetric matrices:
Hm := KΛA[(1−m)rBI+mΛB ]K
⊤, and (15)
Sm := D
1/2HmD
1/2 = D1/2KΛA[(1−m)rBI+mΛB]K
⊤D1/2 (16)
= D1/2E−1M(m)ED1/2.
ThusM(m) = EHmE
−1. SinceM(m) ≥ 0 is irreducible, and E andD are positive diagonal
matrices, then Hm,Sm ≥ 0 are irreducible. The following identities are obtained:
r(M(m)D) = r(EHmE
−1D) = r(HmE
−1DE) = r(HmD) = r(D
1/2HmD
1/2)
= r(Sm).
Since Sm is symmetric, we may apply the Rayleigh-Ritz variational formula for the spectral
radius [22, Theorem 4.2.2, p. 176]:
r(Sm) = max
x 6=0
x⊤Smx
x⊤x
. (17)
This yields
r(M(m)D) = r(Sm) = max
x⊤x=1
x⊤Smx
= max
x⊤x=1
x⊤D1/2KΛA[(1−m)rBI+mΛB ]K
⊤D1/2x. (18)
Any xˆ that yields the maximum in (18) is an eigenvector of Sm [20, p. 33]. Since Sm ≥ 0
is irreducible, by Perron-Frobenius theory, xˆ(m) > 0 is therefore the unique left and right
Perron vector of Sm. This allows one to write
r(M(m)D) = xˆ(m)⊤D1/2KΛA[(1−m)rBI+mΛB]K
⊤D1/2 xˆ(m). (19)
Define
y(m) := K⊤D1/2xˆ(m).
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Substitution of (20) into (19) yields (12):
r(M(m)D) = xˆ(m)⊤D1/2KΛA[(1−m)rBI+mΛB ]K
⊤D1/2 xˆ(m)
= y(m)⊤ΛA[(1−m)rBI+mΛB ]y(m)
=
n∑
i=1
λAi[(1−m)rB +mλBi] yi(m)
2.
Next, y(m) will be solved in terms of v(m) and u(m) by solving for xˆ(m), using the following
two facts. For brevity, define Λm := ΛA[(1−m)rBI+mΛB], so M(m) = EKΛmK
⊤E−1:
1. r(M(m)D) v(m) =M(m)Dv(m) = EKΛmK
⊤E−1Dv(m); (21)
2. r(M(m)D) xˆ(m) = D1/2KΛmK
⊤D1/2 xˆ(m). (22)
Multiplication on the left by ED−1/2 on both sides of (22) reveals the right Perron
vector v(m) = v(M(m)D):
r(M(m)D) (ED−1/2) xˆ(m) = (ED−1/2)D1/2KΛmK
⊤D1/2 xˆ(m)
= EKΛmK
⊤(E−1DED−1)D1/2 xˆ(m)
= (EKΛmK
⊤E−1D)(ED−1/2xˆ(m))
=M(m)D (ED−1/2xˆ(m)), (23)
which shows that ED−1/2xˆ(m) is the right Perron vector of M(m)D, unique up to scaling,
i.e.
v(m) = cˆ(m)ED−1/2xˆ(m) = cˆ(m)D
1/2
v D
−1/2
u D
−1/2xˆ(m),
for some cˆ(m) to be solved, which gives
xˆ(m) =
1
cˆ(m)
D
−1/2
v D
1/2
u D
1/2 v(m). (24)
The normalization constraint xˆ(m)⊤xˆ(m) = 1 yields
1 = xˆ(m)⊤xˆ(m) =
1
cˆ(m)2
v(m)⊤D−1v DuDv(m),
so
cˆ(m) =
√
v(m)⊤D−1v DuDv(m). (25)
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Substitution for xˆ(m) now produces (13):
y(m) := K⊤D1/2xˆ(m) = K⊤D1/2
1
cˆ(m)
D
−1/2
v D
1/2
u D
1/2 v(m)
=
1√
v(m)⊤ D−1v DuDv(m)
K⊤D
−1/2
v D
1/2
u Dv(m). (26)
Each element of y(m) is thus
yi(m) =
1√∑
j
Dj
uj
vj
vj(m)
2
∑
j
KjiDj
u
1/2
j
v
1/2
j
vj(m),
=
1√√√√∑
j
Dj
(
vj(m)
Ej
)2
∑
j
KjiDj
vj(m)
Ej
,
the last equality using (9), vj/uj = E
2
j , which shows the role of terms vj(m)/Ej . Hence
yi(m)
2 =
1∑
j
Dj
uj
vj
vj(m)
2

∑
j
KjiDj
(
uj
vj
)1/2
vj(m)


2
.
2.2 Main Results
The general open question is to analyze r((1−m)A+mB) as m is varied. For an arbitrary
irreducible nonnegative matrix F(m) that is a differentiable function of m, the derivative
of its spectral radius follows the general relation [10, Sec. 9.1.1]:
d
dm
r(F(m)) = u(F(m))⊤
dF(m)
dm
v(F(m)). (27)
The derivatives of u(F(m)) and v(F(m)) do not appear in (27) because they are critical
points with respect to r(F(m)) [18]. From (27), therefore, one has the general result that
d
dm
r((1−m)A+mB) = u((1−m)A+mB)⊤ (B−A)v((1 −m)A+mB),
but this is not very informative. With the structures introduced in the preparatory results
above, more specific results can be provided.
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Theorem 9 (Main Result). Let A and B be n × n symmetrizable irreducible nonnegative
matrices that commute with each other, with Perron roots rA ≡ r(A) = λA1 and rB ≡
r(B) = λB1, and common left and right Perron vectors, u
⊤ and v. Let D be a nonscalar
positive diagonal matrix, and suppose
M(m) := A[(1−m) rB I+mB], m ∈ [0, 1]. (28)
C1. If all eigenvalues of A are positive, then
d
dm
r(M(m)D) < 0. (29)
C2. If all eigenvalues of A other than rA = λ1(A) are negative, then
d
dm
r(M(m)D) > 0. (30)
C3. If λAi = 0 for all i ∈ {2, . . . , n}, then dr(M(m)D)/dm = 0.
C4. If C1 or C2 hold except for some i ∈ {2, . . . , n} for which λAi = 0, then inequalities
(29) and (30) are replaced by non-strict inequalities.
Proof. The sum-of-squares form in Theorem 8 is now utilized to analyze the derivative of
the spectral radius. Application of (27) gives
d
dm
r(M(m)D) = xˆ(m)⊤D1/2KΛA
d[(1−m)rBI+mΛB]
dm
K⊤D1/2 xˆ(m)
= xˆ(m)⊤D1/2KΛA(ΛB − rBI)K
⊤D1/2 xˆ(m).
Substitution with y(m) := K⊤D1/2 xˆ(m) yields:
d
dm
r(M(m)D) = y(m)⊤ΛA(ΛB − rBI)y(m) =
n∑
i=1
λAi (λBi − rB) yi(m)
2. (31)
We know the following about the terms in the sum in (31):
1. λB1 − rB = 0. Thus the first term i = 1 of the sum is zero.
2. For i ∈ {2, . . . , n}, λBi − rB < 0, hence (λBi − rB)y
2
i ≤ 0. Since B is symmetrizable,
λBi ∈ R. Since B is irreducible the Perron root has multiplicity 1, and |λBi| ≤ rB [34,
Theorems 1.1, 1.5]. Together these imply λBi < rB for i ∈ {2, . . . , n}.
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3. yi(m) 6= 0 for at least one i ∈ {2, . . . , n}, whenever D 6= c I for any c > 0. Suppose
to the contrary that yi(m) = 0 for all i ∈ {2, . . . , n}. That means y(m) = y1(m) e1 so
(26) becomes
y(m) = y1(m) e1 = cˆ(m)
−1 K⊤D
−1/2
v D
1/2
u Dv. (32)
Now multiply on the left by nonsingular D
1/2
v D
−1/2
u K, and use [K]1 = D
1/2
v D
1/2
u e
(11):
y1(m) (D
1/2
v D
−1/2
u K) e1 = y1(m)D
1/2
v D
−1/2
u [K]1
= y1(m)D
1/2
v D
−1/2
u D
1/2
v D
1/2
u e
= y1(m)v, (33)
cˆ(m)−1(D
1/2
v D
−1/2
u K)K
⊤D
−1/2
v D
1/2
u Dv = cˆ(m)
−1 Dv. (34)
Since (33) and (34) are equal by (32), then v = (y1(m)/cˆ(m))Dv > 0, which implies
D = (cˆ(m)/y1(m))I, contrary to hypothesis that D 6= c I for any c > 0. Thus D being
nonscalar implies that yi(m) 6= 0 for at least one i ∈ {2, . . . , n}.
Combining points 2., and 3. above, we have (λBi − rB)yi(m)
2 < 0 for at least one
i ∈ {2, . . . , n}, while from point 1., λA1(λB1 − rB)y1(m)
2 = 0. Thus, if the signs of λAi,
i = 2, . . . , n are the same, then the nonzero terms in the sum in (31) all have the same sign,
opposite from λAi, and there is at least one such nonzero term. Therefore,
1. if λAi > 0 for all i, then λAi(λBi − rB) < 0 ∀i ≥ 2, thus
d
dm
r(M(m)D) =
n∑
i=2
λAi(λBi − rB)y
2
i (m) < 0;
2. if λAi < 0 for i = 2, . . . , n, then λAi(λBi − rB) > 0 ∀i ≥ 2, thus
d
dm
r(M(m)D) =
n∑
i=2
λAi(λBi − rB)y
2
i (m) > 0;
3. if λAi = 0 for all i ∈ {2, . . . , n}, then all the terms in (31) are zero so
dr(M(m)D)/dm = 0;
4. if λAi = 0 for some i ∈ {2, . . . , n}, we cannot exclude the possibility that the one
necessary nonzero value among y2(m), . . . , yn(m) happens to be yi(m), while yj(m) =
0 for all j /∈ {i, 1}, in which case all the terms in (31) would be zero. In this case the
inequalities in (29) and (30) cannot be guaranteed to be strict.
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If the non-Perron eigenvalues of A are a mix of positive, negative, or zero values, there
may be positive, negative, or zero terms λAi(λBi − rB)y
2
i for i = 2, . . . , n, so the sign of
dr(M(m)D)/dm depends on the particular magnitudes of λAi, λBi, rB, and yi(m).
Theorem 10 (Main Result Extension). Let A and B be n × n symmetrizable irreducible
nonnegative matrices that commute with each other, with equal Perron roots r(A) = r(B) =
λA1 = λB1, and common left and right Perron vectors, u
⊤ and v. Let λAi and λBi, i =
2, . . . , n be the non-Perron eigenvalues. Let D be a nonscalar positive diagonal matrix, and
suppose
M(m) := (1−m)A+mB, m ∈ [0, 1].
1. If λAi > λBi for i = 2, . . . n, then dr(M(m)D)/dm < 0 and r(AD) > r(BD).
2. If λAi < λBi for i = 2, . . . n, then dr(M(m)D)/dm > 0 and r(AD) < r(BD).
3. If λAi = λBi for i = 2, . . . n, then dr(M(m)D)/dm = 0 and r(AD) = r(BD).
4. If λAi = λBi for at least one i ∈ {2, . . . , n}, then the inequalities in 1 and 2 are
replaced by non-strict inequalities.
Proof. The proof follows that of Theorem 9 with some substitutions. M(m) has the canon-
ical representation
M(m) := (1−m)A+mB = D
1/2
v D
−1/2
u K[(1−m)ΛA +mΛB ]K
⊤D
−1/2
v D
1/2
u .
The spectral radius has the sum-of-squares form as developed in (16)–(26), where xˆ(m) is
as given in (24), and the derivative of the spectral radius evaluates to
d
dm
r(M(m)D) = xˆ(m)⊤D1/2K
d[(1−m)ΛA +mΛB ]
dm
K⊤D1/2 xˆ(m)
= xˆ(m)⊤D1/2K(ΛB −ΛA)K
⊤D1/2 xˆ(m).
Substitution with y(m) := K⊤D1/2 xˆ(m) yields:
d
dm
r(M(m)D) = y(m)⊤(ΛB −ΛA)y(m) =
n∑
i=1
(λBi − λAi) yi(m)
2. (35)
The relevant facts about (35) are:
1. λB1 − λA1 = 0 by construction. Thus the first term i = 1 of the sum is zero.
2. yi(m) 6= 0 for at least one i ∈ {2, . . . , n}, whenever D 6= c I for any c > 0, as in
Theorem 9.
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If λAi > λBi for i = 2, . . . , n then all of the terms (λBi − λAi) yi(m)
2 in (35) are
nonpositive, and at least one is negative, therefore dr(M(m)D)/dm is negative. If λAi < λBi
for i = 2, . . . , n then all of the terms in (35) are nonnegative, and at least one is positive,
therefore dr(M(m)D)/dm is positive. If λAi = λBi for i = 2, . . . , n all of the terms in (35)
are zero so dr(M(m)D)/dm = 0.
As in Theorem 9, if λAi = λBi for some i ∈ {2, . . . , n}, we cannot exclude the possibility
that the necessary nonzero value among y2, . . . , yn happens to be yi, while yj = 0 for all
j /∈ {1, i}, in which case all of the terms in (35) are zero so dr(M(m)D)/dm = 0. Thus
inequalities in 1 and 2 are not guaranteed to be strict if there is a single equality between
non-Perron eigenvalues of A and B.
Remark 11. It is notable here that the relation on the Perron root, r(AD) > r(BD),
for A and B with the same Perron root, occurs when the non-Perron eigenvalues of A
dominate those of B. Domination here means λAi > λBi where i is the index on the non-
Perron eigenvectors as ordered in K. The tempting question for generalization is whether
this relation holds if the orthogonality condition on K is relaxed.
Corollary 12. For the case n = 2 of Theorem 9, dr(A[(1−m) rB I +mB]D)/dm has the
opposite sign of λA2, and is zero if λA2 = 0.
Proof. When n = 2, A has only one eigenvalue besides the Perron root. Therefore D 6= c I
implies y2(m) 6= 0 in (31), so (λB2 − rB)y
2
2 < 0. Thus
d
dm
r(A[(1−m) rB I+mB]D) = λA1(λB1 − rB)y
2
1 + λA2(λB2 − rB)y
2
2
= rA ∗ 0 ∗ y
2
1 + λA2(λB2 − rB)y
2
2 .
Therefore dr(M(m)D)/dm has the opposite sign of λA2, or is 0 if λA2 = 0.
The following is immediate:
Corollary 13. In Theorem 9, the term rBI in A[(1−m) rB I+mB]D may be replaced by any
symmetrizable nonnegative matrix C that commutes with A and B for which r(C) = r(B)
and λCi > λBi, i = 2, . . . , n.
Note that the indices i ∈ {2, . . . , n} are not ordered here by the size of the eigenvalues
as is commonly done, but are set by the arbitrary indexing of the non-Perron eigenvectors.
Remark 14. Karlin [24, p. 645] [25, p. 116] inexplicably asserted that for P =
[
0 1
1 0
]
,
M(m) = (1 − m)I + mP, and D nonscalar, r(M(m)D) decreases in m for m ∈ [0, 1/2],
and increases for m ∈ [1/2, 1] over which (1−m)I+mP loses its positive definiteness since
λ2(M(m)) = 1 − 2m. His own Theorem 5.2 [25] (Theorem 1 here), however, shows that
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r([(1−m)I+mP]D) decreases in m for all m ∈ [0, 1]. Karlin correctly intuited that some-
thing reverses when M(m) loses positive definiteness (thus departing from the condition of
Theorem 3), but the form was wrong. Perhaps the form he sensed was M(m)2D:
Corollary 15. Let P =
[
0 1
1 0
]
, and D be a nonscalar positive diagonal matrix. Then
dr([(1 − m)I + mP]2D)/dm decreases in m when m ∈ [0, 1/2] and increases in m when
m ∈ [1/2, 1].
Proof. Since λ2((1 − m)I + mP) = 1 − 2m > 0 for m ∈ [0, 1/2) and 1 − 2m < 0 for
m ∈ (1/2, 1], Corollary 12 gives us that
r([(1−m1)I+m1P][(1 −m2)I+m2P]D)
decreases in m2 when m1 ∈ [0, 1/2] and increases in m2 when m1 ∈ [1/2, 1], and similarly
whenm1 andm2 are interchanged. WritingM(m) = (1−m)I+mP, whenm1,m2 ∈ [0, 1/2]
then r(M(m1)M(m2)D) decreases in both m1 and m2, and when m1,m2 ∈ [1/2, 1] then
r(M(m1)M(m2)D) increases in both m1 and m2. Setting m1 = m2 = m completes the
proof.
Finally, we return to the question posed in the beginning.
Corollary 16 (Partial answer to Cohen’s open question). Let A be an n×n symmetrizable
nonnegative matrix and D be a positive diagonal matrix. If all of the eigenvalues of A
are positive, then r(A) r(AD) ≥ r(A2D). If all of the non-Perron eigenvalues of A are
negative, then r(A) r(AD) ≤ r(A2D). When A is irreducible and D is nonscalar, then
the above inequalities are strict. If all of the non-Perron eigenvalues of A are zero, then
r(A) r(AD) = r(A2D).
Proof. Let A be irreducible and D nonscalar. Apply Theorem 9 with A = B. Then
M(0) = r(A)A and M(1) = A2. If all the eigenvalues of A are positive, then by Theorem
9, dr(M(m)D)/dm < 0, so r(M(0)D) = r(A) r(AD) > r(A2D) = r(M(1)D). If all
the non-Perron eigenvalues of A are negative, then dr(M(m)D)/dm > 0, so r(M(0)D) =
r(A) r(AD) < r(A2D) = r(M(1)D). If λAi = 0 for i ∈ {2, . . . , n} then dr(M(m)D)/dm =
0 so r(A) r(AD) = r(A2D).
Now, let D = c I for c > 0. Then r(A) r(AD) = c r(A)2 = c r(A2) so equality holds.
Let A be reducible. A reducible symmetrizable nonnegative matrix A is always the limit of
some sequence of symmetrizable irreducible nonnegative matrices, for which the eigenvalues
remain on the real line. If λAi, i = 2, . . . , n are all negative or all positive, then they
continue to be so for these perturbations of A by the continuity of the eigenvalues. For each
perturbation, the sign of dr(M(m)D)/dm is maintained, but in the limit equality cannot
be excluded, so only the non-strict versions of the inequalities are assured for reducible
matrices.
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2.3 Levinger’s Theorem
Mention should be made of a well-known special case of the general open question about
variation in r((1 −m)A +mB), Levinger’s Theorem [29], where B = A⊤. Levinger found
that r((1−m)A+mA⊤) is nonincreasing on m ∈ [0, 1/2] and nondecreasing on m ∈ [1/2, 1].
This was generalized in [2, Theorem 7] to r((1−m)A+mC−1A⊤C), where C is a positive
diagonal matrix. Fiedler [16] showed that r((1 − m)A + mA⊤) is concave in m for some
interval with midpoint m = 1/2.
The relation between Levinger’s Theorem and Theorem 10 is that they are in a sense
orthogonal, in that their conditions intersect only in the trivial case of (CA)⊤ = CA.
Letting the two forms intersect gives (1−m)A1+mC
−1A1
⊤C = [(1−m)A+mB]D, where
A = A1D
−1, and B = C−1A1
⊤CD−1. The assumption of simultaneous symmetrizability
means A = ESˆAE
−1 and B = ESˆBE
−1, so A1 = ESˆAE
−1D and
B = C−1A1
⊤CD−1 = C−1(E−1DSˆAE)CD
−1 = ESˆBE
−1 ⇐⇒
SˆB = E
−1(C−1E−1DSˆAECD
−1)E ⇐⇒ E−2C−1D = E2CD−1 ⇐⇒
I = E2CD−1 ⇐⇒ SˆB = SˆA ⇐⇒ A = B = A1D
−1 = C−1A1
⊤CD−1 ⇐⇒
A1 = C
−1A1
⊤C ⇐⇒ CA1 = A1
⊤C = (CA1)
⊤.
This “orthogonality” between Levinger’s Theorem and Theorem 10 opens the question of
whether results could be obtained on a space of variation spanned by the forms of variation
from Levinger’s Theorem and Theorem 10, but this is not pursued here.
Remark 17. In reviewing the literature on Levinger’s Theorem, a number of overlaps are
noted. The elementary proof of Levinger’s Theorem in [16] defines ‘balanced’ matrices,
which is the same as ‘sum-symmetric’ introduced in [1] and ‘line-sum-symmetric’ from [13].
Lemmas 2.1 and 2.2 in [16] correspond to Corollaries 3 and 5 in [13], but the proofs are
quite distinct.
A multiplicative version of Levinger’s theorem is given in [2], which utilizes the weighted
geometric mean Lemmas 1 and 3 from [15], that r(A(m) ◦B(1−m)) ≤ r(A)m r(B)1−m, where
[A(m)]ij ≡ A
m
ij and A ◦ B is the Schur-Hadamard product. These lemmas are contained
within Nussbaum’s omnibus Theorem 1.1 [31], as excerpted in [7, Theorem 13], and the
proofs all rely on Ho¨lder’s Inequality.
3 Applications
The inequalities examined here arise naturally in models of population dynamics. Karlin
derived Theorems 1 [25, Theorem 5.2] and 3 [25, Theorem 5.1] in order to analyze the pro-
tection of genetic diversity in a subdivided population where M is the matrix of dispersal
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probabilities between patches. He wished to establish a partial ordering of stochastic ma-
tricesM with respect to their levels of ‘mixing’ over which r(MD) decreases with increased
mixing.
Variation in (1 − m)I + mP over m represents variation in the incidence of a single
transforming processes (such as mutation, recombination, or dispersal) that scales all tran-
sitions between states equally. However, many natural systems have multiple transforming
processes that act simultaneously, in which case the variation with respect to a single one
of these processes generally takes the form (1−m)Q +mP where P and Q are stochastic
matrices. Karlin’s Theorem 5.2 does not apply for general Q 6= I. The motivation to de-
velop Theorem 18 [4, Theorem 2], below, was to extend Karlin’s Theorem 5.2 to processes
with multiple transforming events.
An open problem posed in [3] and [6] is the general characterization of the matrices Q,
P, and D such that r([(1−m)Q+mP]D) strictly decreases in m. Theorem 4 [5, Theorem
33] goes part way toward this characterization.
3.1 Kronecker Products
A notable class of matrices that exhibit the commuting property required for Theorems 3,
4, 8, and 9 is the Kronecker product of powers of matrices. Define a set of square matrices
C := {A1,A2, . . . ,AL},
where each Ai is an ni × ni matrix. Define
M(t) :=
L⊗
i=1
A
ti
i = A
t1
1 ⊗A
t2
2 ⊗ · · · ⊗A
tL
L , (36)
where ⊗ is the Kronecker product (a.k.a. tensor product), ti ∈ N0 := {0, 1, 2, . . .}, and
t ∈ N L0 . Now define the family of such products:
F(C) =
{
L⊗
i=1
A
ti
i : ti ∈ {0, 1, 2, . . .}
}
.
Clearly, any two members of F(C) commute, because for any p,q ∈ N L0 ,
M(p)M(q) =
L⊗
i=1
A
pi+qi
i =M(q)M(p).
Products of the form
⊗L
i=1A
ti
i arise in multivariate Markov chains for which each variate
Xi constitutes an independent Markov chain with transition matrix Ai. The joint Markov
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process is exemplified be the transmission of information in a string of L symbols where
transmission errors occur independently for each symbol. Such a process includes the genetic
transmission of DNA or RNA sequences with independent mutations at each site. Under
mitosis, the genome replicates approximately according to a transition matrix for a string
of symbols with independent transmission errors at each site i:
Mm :=
L⊗
i=1
[(1−mi)Ii +miPi] = A[(1−mk)I +mkB],
where mi is the probability of a transforming event at site i, and Pi is the transition matrix
for site i given that a transforming event has occurred there. The form A[(1−mk)I+mkB]
is provided to show the relationship to Theorem 9, where k may be any choice in {1, . . . , L},
with Ai = (1 −mi)Ii +miPi and
A = A1 ⊗A2 ⊗ · · · ⊗Ak−1 ⊗ Ik ⊗Ak+1 ⊗ · · · ⊗AL, (37)
B = I1 ⊗ I2 ⊗ · · · ⊗ Ik−1 ⊗Pk ⊗ Ik+1 ⊗ · · · ⊗ IL. (38)
However, bothA and B in (37) and (38) are reducible due to the I terms, and this somewhat
alters Theorem 9’s condition on D for strict monotonicity of spectral radius. This condition
is seen in (40) in the following theorem.
Theorem 18. [4, Theorem 2] Consider the stochastic matrix
Mm :=
L⊗
κ=1
[(1−mκ)Iκ +mκPκ] , (39)
where each Pκ is an nκ × nκ transition matrix for a reversible aperiodic Markov chain, Iκ
the nκ×nκ identity matrix, L ≥ 2, and m ∈ (0, 1/2)
L. Let D be a positive N ×N diagonal
matrix, where N :=
∏L
κ=1 nκ.
Then for every point m ∈ (0, 1/2)L, the spectral radius of
MmD =
{
L⊗
κ=1
[(1−mκ)Iκ +mκPκ]
}
D
is non-increasing in each mκ.
If diagonal entries
Di1 · · · iκ · · · iL , Di1 · · · i
′
κ · · · iL
(40)
differ for at least one pair iκ, i
′
κ ∈ {1, . . . , nκ}, for some i1 ∈ {1, . . . , n1}, . . ., iκ−1 ∈
{1, . . . , nκ−1}, iκ+1 ∈ {1, . . . , nκ+1}, . . ., iL ∈ {1, . . . , nL}, then
∂r(MmD)
∂µκ
< 0.
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Remark 19. The condition on the diagonal entries (40) can be expressed simply in the cases
κ = 1 and κ = L, respectively, as the requirement that D 6= c I1⊗D
′ and D 6= D′⊗ c IL for
any c ∈ R and any D′. For κ ∈ {2, . . . , L−1} similar expressions can be given by employing
permutations of the tensor indices.
Theorem 18 was obtained to characterize the effect of mutation rates on a clonal popula-
tion, or on a gene that modifies mutation rates in a non-recombining genome. This theorem
shows that the asymptotic growth rate of an infinite population of types {(i1, i2, . . . , iL)} is
a strictly decreasing function of each mutation rate mκ when the growth rates Di in (40)
differ, and non-increasing otherwise. All the eigenvalues ofMm are positive, as in condition
C1 in Theorem 9, due to the assumption mκ < 1/2 for κ ∈ {1, . . . , L}.
The asymptotic growth rate of a quasispecies [14] at a mutation-selection balance is thus
shown by Theorem 18 to be a decreasing function of the mutation rate for each base pair,
a result not previously obtained with this level of generality in the multilocus mutation
parameters, mutation matrices, and multilocus selection coefficients. As a practical matter,
however, in genetics L may be very large, for example L ≈ 6× 109 for the human genome.
For such large L, populations cannot exhibit the Perron vector as a stationary distribution
since the population size is infinitesimal compared to the genome space of n = 4L ≈ 104×10
9
.
However, in large populations models that examine a small-L approximation or portion of
the full genome, the Perron vector may become relevant as the stationary distribution under
selection and mutation.
Proposition 20. Theorem 18 extends to general symmetrizable irreducible nonnegative
matrices
Mm =
L⊗
κ=1
[(1−mκ)r(Aκ) Iκ +mκAκ] ,
where each Aκ is a symmetrizable irreducible nonnegative nκ × nκ matrix.
Proof. For any given A ∈ {Aκ}, let uA
⊤ be its left Perron vector, and define
P =
1
r(A)
DuAAD
−1
uA
. (41)
Then P is a symmetrizable irreducible stochastic matrix:
1. P ≥ 0 since r(A) > 0, and uA > 0.
2. P is stochastic, since
e⊤
(
1
r(A)
DuAAD
−1
uA
)
=
1
r(A)
uA
⊤AD−1uA =
r(A)
r(A)
uA
⊤D−1uA = e
⊤.
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3. P is symmetrizable:
P =
1
r(A)
DuAAD
−1
uA
=
1
r(A)
DuADLSDRD
−1
uA
= D′
L
SD′
R
,
where D′
L
= 1r(A)DuADL, D
′
R
= DRD
−1
uA
.
4. P is irreducible since [At]ij > 0 if and only if
[Pt]ij =
1
r(A)t
uAi [A
t]ij u
−1
Aj > 0.
The spectral radius expressions in terms of Aκ and Pκ are now shown to be equivalent:
r(MmD) = r
( L⊗
κ=1
[(1−mκ) r(Aκ) Iκ +mκAκ]D
)
=
L∏
i=1
r(Ai) r
( L⊗
κ=1
[
(1−mκ)Iκ +mκ
1
r(Aκ)
Aκ
]
D
)
=
L∏
i=1
r(Ai) r
( L⊗
κ=1
{
DuAκ [(1−mκ)Iκ +mκ
1
r(Aκ)
Aκ]D
−1
uAκ
}
D
)
=
L∏
i=1
r(Ai) r
( L⊗
κ=1
[
(1−mκ)Iκ +mκ
1
r(Aκ)
DuAκAκD
−1
uAκ
]
D
)
=
L∏
i=1
r(Ai) r
( L⊗
κ=1
[(1−mκ)Iκ +mκPκ]D
)
=
L∏
i=1
r(Ai) r(M
′
mD),
where M′m :=
⊗L
κ=1 [(1−mκ)Iκ +mκPκ], and each DuAκ is the diagonal matrix of the
right Perron vector of Aκ. Therefore
∂
∂mκ
r(MmD) =
L∏
i=1
r(Ai)
∂
∂mκ
r(M′mD). (42)
Theorem 18, being applicable to the right hand side of (42), is thus extended to the left
hand side composed of general symmetrizable irreducible nonnegative matrices.
Remark 21. The identification P = 1r(A)DuAAD
−1
uA
(41) used in Proposition 20 also
provides another route to extend Theorem 4 to Theorem 9, sidestepping Lemmas 6 and 7,
Theorem 8, and the proof of Theorem 9. But these latter results are of interest in their own
right and so are not omitted.
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3.2 Temporal Properties
Theorem 4 was obtained to generalize a model by McNamara and Dall [30] of a population
that disperses in a field of sites undergoing random change between two environments, where
each environment produces its own rate of population growth. In the generalization of [30]
to any number of environments [5], environmental change is modeled as a reversible Markov
chain with transition matrix P, and Q = limt→∞P
t. The condition from Theorem 4 that P
have all negative non-Perron eigenvalues means that the environment changes almost every
time increment, whereas positive eigenvalues correspond to more moderate change.
The correspondence originally discovered by McNamara and Dall [30] was between the
duration of each environment — its sojourn time [21] — and whether natural selection was
for or against dispersal. The direction of evolution of dispersal and the sojourn times of the
environment are, in the generalization of their model, both determined by conditions C1
and C2 on the signs of the non-Perron eigenvalues of the environmental change matrix [5,
Theorem 33]. More specifically, what is determined by conditions C1 and C2 is an inequality
on the harmonic mean of the expected sojourn times of the Markov chain. The inequality
derives from a remarkably little-known identity.
Lemma 22 (Harmonic Mean of Sojourn Times [5, Lemma 32]). For a Markov chain with
transition matrix P, let τi(P) be the expected sojourn time in i (the mean duration of
state i), and let {λi(P)} be the eigenvalues of P. Let EA and EH represent the unweighted
arithmetic and harmonic means, respectively.
These are related by the following identities:
EH(τi(P))
(
1− EA(λi(P)
)
= 1, (43)
or equivalently
EA(λi(P)) +
1
EH(τi(P))
= 1. (44)
I should qualify “little known” — a version of (43) is well-known within the field of
research on social mobility, but no reference to it outside this community appears evident.
The identity arises in Shorrock’s [35] social mobility index
Mˆ(P) =
1
n− 1
n∑
i=1
(1− Pii),
where Pij is the probability of transition from social class j to class i. Shorrocks notes that
Mˆ(P) is related to the expected sojourn times (‘exit times’) for each class i, τi = 1/(1−Pii),
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through their harmonic mean,
EH(τi) :=
1
1
n
n∑
i=1
1
τi
.
Evaluation gives
EH(τi) = EH
(
1
1− Pii
)
=
1
1
n
n∑
i=1
1
1/(1 − Pii)
=
n
n∑
i=1
(1− Pii)
,
yielding
Mˆ(P) =
1
n− 1
n∑
i=1
(1− Pii) =
(
n
n− 1
)
1
EH(τi)
.
Geweke et al. [19] define another social mobility index,
ME(P) =
n−
∑n
i=1 |λi(P)|
n− 1
.
They note that when all the eigenvalues of P are real and nonnegative, then Mˆ(P) =
ME(P), by the trace identity
∑n
i=1 Pii =
∑n
i=1 λi(P). Numerous papers cite this corre-
spondence [32, 33]. However no expression of the identity in terms of the harmonic and
arithmetic means, as in the forms (43) or (44), is evident.
Next, the eigenvalue conditions C1 and C2 are applied to the identity (43).
Theorem 23 (From [5, Theorem 33]). Let P be the n×n transition matrix of an irreducible
Markov chain whose eigenvalues are real. Let τi(P) = 1/(1 − Pii) be the expected sojourn
time in state i.
C1. If all eigenvalues of P are positive, then
EH(τi(P)) > 1 +
1
n−1
. (45)
C2. If all non-Perron eigenvalues of P are negative, then
1 ≤ EH(τi(P)) < 1 +
1
n−1
. (46)
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C3. If all non-Perron eigenvalues of P are zero, then
1 ≤ EH(τi(P)) = 1 +
1
n−1
. (47)
C4. If all non-Perron eigenvalues of P are the same sign or zero, and at least one is
nonzero, then inequalities (45) and (46) are unchanged.
Proof. The following inequalities are readily seen to be equivalent:
EH(τi) =
1
1
n
n∑
i=1
1
τi
> 1 +
1
n−1
=
n
n−1
(48)
⇐⇒ n−1 >
n∑
i=1
1
τi
=
n∑
i=1
1
1/(1 − Pii)
= n−
n∑
i=1
Pii
⇐⇒ 1 <
n∑
i=1
Pii =
n∑
i=1
λi(P) = 1 +
n∑
i=2
λi(P)
⇐⇒ 0 <
n∑
i=2
λi(P). (49)
The analogous equivalence holds if the directions of the inequalities are reversed. If λi(P) >
0 for all i then (49), (48), and (45) hold. Conversely, if λi(P) < 0 for i = 2, . . . , n then∑n
i=2 λi(P) < 0, reversing the direction of the inequalities, and the right side of (46) holds;
the left side of (46) clearly holds since τi(P) = 1/(1 − Pii) ≥ 1 for each i. If λi(P) = 0 for
i = 2, . . . , n then EH(τi) = 1 + 1/(n−1). If λi(P) ≥ 0 for i ∈ {2, . . . , n}, and λi(P) > 0
for some i ∈ {2, . . . , n}, then
∑n
i=2 λi(P) > 0 so (49) continues to hold; analogously for the
reverse inequality.
We have seen that conditions C1 and C2 are sufficient to determine opposite directions
of inequality in two very different expressions, one involving the temporal behavior of a
Markov chain, EH(τi(P)) > 1+1/(n− 1) (under condition C1), and the other involving the
interaction of the chain with heterogeneous growth rates, dr(P[(1−m)I+mQ]D)/dm < 0
and r(PD) > r(P2D) (with reverse directions under C2).
The inference in these results goes from the eigenvalue sign conditions, C1 and C2,
to the inequalities. The converse, an implication from the inequality directions to the
eigenvalue sign conditions, is found only in the case n = 2. It would be of empirical
interest to know if there exist classes of stochastic matrices P for n ≥ 3 in which the
temporal behavior has direct implications upon the spectral radius, i.e. EH(τi(P)) tells us
about dr(P[(1−m)I+mQ]D)/dm and r(P2D)/r(PD), or vice versa, without recourse to
conditions C1 and C2.
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An example of such a class for n ≥ 3 is devised using rank-one matrices. Let Pn be
the set of probability vectors of length n, so e⊤x = 1,x ≥ 0 for x ∈ Pn. Define the set of
stochastic matrices
Rn :=
{
(1− α)I + αve⊤ : v ∈ Pn,v > 0, α ∈
(
0,min
i
1
1− vi
] }
.
The upper bound on α allows α ≥ 1 while assuring 1 − α + αvi ≥ 0 for each i, so that
(1− α)I + αve⊤ is nonnegative.
Corollary 24. Let P ∈ Rn, let Q be a symmetrizable irreducible stochastic matrix that
commutes with P, and let D be an n× n nonscalar positive diagonal matrix. Then
d
dm
r(P[(1 −m)I+mQ]D) < 0 if and only if EH(τi(P)) > 1 +
1
n−1
,
d
dm
r(P[(1 −m)I+mQ]D) = 0 if and only if EH(τi(P)) = 1 +
1
n−1
,
and
d
dm
r(P[(1 −m)I+mQ]D) > 0 if and only if 1 ≤ EH(τi(P)) < 1 +
1
n−1
.
Corollary 25. Let P ∈ Rn, and let D be an n × n nonscalar positive diagonal matrix.
Then
r(P2D) < r(PD) if and only if EH(τi(P)) > 1 +
1
n−1
,
r(P2D) = r(PD) if and only if EH(τi(P)) = 1 +
1
n−1
,
and
r(P2D) > r(PD) if and only if 1 ≤ EH(τi(P)) < 1 +
1
n−1
.
Proof. Any P ∈ Rn is irreducible since by hypothesis v > 0, α > 0. To apply Theorem 9,
we must verify that P ∈ Rn is symmetrizable:
P = (1− α)I + αve⊤ = D
1/2
v [(1 − α)I+ α(D
1/2
v ee
⊤D
1/2
v )]D
−1/2
v .
Let zi be a right eigenvector of P ∈ Rn associated with λi(P). Then
λizi = Pzi = [(1− α)I+ αve
⊤]zi = (1− α)zi + αve
⊤zi
⇐⇒ (λi − 1 + α)zi = αve
⊤zi
⇐⇒ e⊤zi = 0, λi = 1− α or zi =
α(e⊤zi)
λi + α− 1
v
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The upper bound on α used to define Rn also gives
1− α ∈
[
1−min
i
1
1− vi
, 1
)
=
[
−min
i
vi
1− vi
, 1
)
. (50)
So either (1) λi = 1 − α ∈ [−minj
vj
1−vj
, 1), by (50), or (2) zi is proportional to the right
Perron vector of P, which has λi = 1, hence zi = α(e
⊤zi)/α v = cv. Thus all of the
non-Perron eigenvalues of P equal 1 − α, and may be either positive, zero, or negative in
the range [−mini
vi
1−vi
, 0), in which case exactly one of conditions C1, C3, or C2 is met,
respectively, for Theorems 9 and 23 and Corollary 16, with the consequent implications.
3.3 Other Applications
Condition C2 is met by nonnegative conditionally negative definite matrices [8, Chapter
4], [9]. Symmetric conditionally negative definite matrices arise in the analysis of the one-
locus, multiple-allele viability selection model. If the matrix of fitness coefficients W allows
the existence of a polymorphism with all alleles present, then the polymorphism is globally
stable if W is conditionally negative definite [27] (Kingman’s exact condition being that
they need only be conditionally negative semidefinite).
4 Open Problems
The conditions in Theorem 9 that all the eigenvalues of A be positive (C1), or that all
the non-Perron eigenvalues be negative (C2), are clearly very strong, and leave us with no
results for intermediate conditions. Such results are likely to be had by placing additional
conditions on the matrices E, K, and D, but this remains an unexplored area.
The condition of symmetrizability imposes a large constraint on the generality of the
results here. For non-symmetrizable matrices, we lose use of the Rayleigh-Ritz variational
formula, and the spectral radius no longer has the sum-of-squares representation (12), which
is our principal tool. It is an open question how many of these results extend to general,
non-symmetrizable nonnegative matrices.
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