A B S T R A C T Particle filter (PF) is a fully non-linear filter with Bayesian conditional probability estimation, compared here with the well-known ensemble Kalman filter (EnKF). A Gaussian resampling (GR) method is proposed to generate the posterior analysis ensemble in an effective and efficient way. The Lorenz model is used to test the proposed method. The PF with Gaussian resampling (PFGR) can approximate more accurately the Bayesian analysis. The present work demonstrates that the proposed PFGR possesses good stability and accuracy and is potentially applicable to large-scale data assimilation problems.
Introduction
In recent years the ensemble filtering method has been the focus of increased interest in the meteorological community. The ensemble Kalman Filter (EnKF) (see review by Evensen, 2003) combines ensemble sampling and integration with Kalman filtering method, providing an approximated least-square estimation of underlying physical states based on Monte Carlo sampling theory.
EnKF has been shown to be equivalent to the mean or maximal mode estimation of the posterior analysis under the assumption of linearized dynamics and observations based on Bayesian's theory (see derivation by Cohn, 1997) . It is well known that, through direct evaluation of the Bayesian's formula at each prior sample point, a particle filter (PF) generates a probability-weighted posterior sample. The evaluation does not restrict the probability distribution of the prior sample and the observation to be Gaussian. However, the probability weights are computed based on the observation which normally has no correlation with the dynamics. Therefore, the resulting weighted sample is unlikely to provide an efficient sampling of a continuous probability distribution like a standard Monte Carlo sampling. In a sequential application the estimation error increases as the filter applies at every step. A large enough estimation error can induce a so-called filter divergence or degeneracy problem, which refers to the fact that the ensemble sample diverges gradually from the true state and no longer produces a meaningful forecast.
Although the PF showed varied degree of success, filter divergence remains a major concern in realistic application of the PF. Covariance inflation is the most common technique to stabilize the PF (Anderson and Anderson, 1999; Whitaker and Hamill, 2002) . Inflation factors are introduced to offset a tendency of the ensemble forecast to become underdispersive. The cause of such underdispersion can be attributed to a failure to adequately represent model error, rank deficiency in the forecast error covariance model or misspecification of observation errors aspects of the algorithm. One of the primary concerns regarding inflation factors is that they do not address the root cause of ensemble underdispersion-suboptimality in the filter. The inflation factor as a tuning parameter is also model and observation dependent, which can pose an extra layer of uncertainty in error sensitive filter applications, for example, model error estimation. Other PF relies on the intrinsic smoothing capability of the model where the model noise and the non-linear interactions among the growing modes may produce enough chaotic behaviour to recover lost degrees of freedom in PF (van Leeuwen, 2003) .
This note proposes an a posteriori Gaussian resampling (GR) method that aims to increase the stability of the PF and maintain the ensemble spread, while allowing for a potential generalization to higher-dimensional models. The rest of the paper is organized as follows: Section 2 introduces a PF with the posterior Gaussian resampling (PFGR). Section 3 presents simulation results of a numerical test of the method using the Lorenz model comparing PFGR and EnKF. Section 4 concludes the work and discusses directions of future research effort.
Particle Filter in Bayesian Framework
Dynamical evolution of discretized physical systems are described by
where x k represents the discretized true state of the system at time t k , M is the evolution operator or propagator and g(x k−1 ) k−1 represents state-dependent model error. For a detailed explanation of the discretization process and error term introduced, please refer to Cohn (1997) .
We have an estimate for the analysis probability distribution,
where η j , j = 1, . . . , n are the positions of the prior ensemble members, x is the state variable at time t k with an observation y at time t k and N is the normalization constant. The right-hand side actually represents a probability-weighted ensemble with unnormalized weight P o (y − H(η j )) associated with each position η j . It is well known that a weighted sample is inefficient compared with a true Monte Carlo sample in general. A resampling method is needed to locally smooth the weighted sample and recover a Monte Carlo or quasi-Monte Carlo sample. The simplest way of drawing a random sample from the η j 's based on the associated weights does not work very well. The problem is that high weighted points may be duplicated and low weighted points may be lost in the stochastic drawing. After repeating the integration and resampling for a few steps the effective ensemble size reduces and the ensemble fails to remain a valid approximation to continuous analysis probability distribution Thus, the filter would suffer from filter divergence problem because of insufficiency of local smoothing.
In the following we propose the posterior GR method that generates the updated ensemble with estimated mean and variance (2) computed from the distribution (2) in matrix form, which is to find ξ i , i = 1, . . . , n so that
where L is the number of system variables and n is the number of the ensemble members and j is the ensemble member indices where ξ represent the the variance of ξ i 's associated with each position η j . M is a symmetric matrix with elements
where f j 's are the normalized weights,
In practice a large portion of f j 's are small enough to be ignored, and only a subset of the ensemble members are summed over in eq. (3).
In particular eq. (3) can be considered as a non-linear generalization of the well-known Kalman filter analysis covariance. In higher-order realistic systems, phase space dimension may be much larger than the size of the ensemble.
M is a symmetric matrix that can be factorized with a singular vector decomposition method,
Then
with ξ = ηV 1/2 . The row dimension of ξ is phase space dimension. The column dimension of ξ is m, which is smaller than the prior ensemble size n due to the rank reduction of M with some f j 's (5) being very close to zero. Now randomly generate a m × n matrix X with all elements drawn from a one-dimensional Gaussian sampling with mean zero and variance 1. Construct a matrix ξ , such that
The sample positions specified by the columns of ξ have an estimated meanξ and variance ξ , i.e.,
It can be verified with standard techniques that the estimation error is proportional to 1/n ξ , which decreases as the sample size n increases. The X matrix adjusts the mean, and acts as a smoothing factor. The updated sample is also an estimation of a Gaussian distribution with desired mean and variance. The GR method has some similarity with the ensemble transform Kalman filter (ETKF) (Bishop et al., 2001) . The ETKF proposes a sampling method that preserves the mean and variance derived from the EnKF, which allows rapid generation of posterior ensembles.
Numerical Experiments with the Lorenz Model
Lorenz-63 (Lorenz 1963 ) stochastic model, described by eqs.
(11), is used here to test the data assimilation performance of the PFGR, with three parameters specified as follows: σ = 10.0, ρ = 28.0 and β = 8/3.
Model error variance per assimilation cycle can be adjusted as the stochastic forcing coefficient g changes. The initial ensemble is obtained as the perturbation of the true state (reference solution), with a 3 × 3 diagonal error covariance matrix, diag (2, 2, 2). The size of the ensemble is set to 1000 or 100 in the experiments. Model error is not estimated but simulated as a Gaussian random perturbation with variance varying from 0 to 10. The measurement is performed on the state variable x only. Measurement data is obtained as a perturbation of the reference solution at measurement times with variance 2. Figure 1 compares data assimilation results from the PFGR and the EnKF methods with 40 s run time and 800 time-steps. The observation is measured on x available every 0.25 s. The model error variance is 0. The ensemble size is 1000. The ensemble mean is computed as the prediction. One of the characteristics of the performance of the filter is the number of the spikes (mispredictions) that appear in the ensemble mean curve. Both filters yield similar performance and generally produce spikes at the same time (e.g. after t = 31 s). Similar results are obtained with the model error variance up to 10 and the ensemble size 100. A quantitative measure of the filter performance is the rootmean-square (rms) error of the ensemble mean prediction of the reference solution. Table 1 shows a comparison of the ensemble mean prediction rms error between the PFGR and the EnKF (Evensen, 1994) The EnKF used in the experiment induces observation perturbation to avoid an underestimated analysed covariance (Bürger and Cane, 1994) . More recent variants use square root methods instead (Tippett et al., 2003; Evensen, 2003) . The model error variance per assimilation cycle is set to vary from 0 to 10, thus producing an increasing level of noise in the dynamical integration. An interesting result obtained is that the PFGR yields a lower mean-square error most of the time. In practice the performance difference between two filters should be discussed on a case by case situation. Many factors, such as the dynamics, the observations, the ensemble size and so on, could affect the performance of an ensemble filter.
Kernel density estimation technique (Silverman, 1986) can be used for detailed investigation of the data assimilation performance in the low dimension model, which basically constructs a smooth probability function based on the Monte Carlo sample. Figure 2 illustrates the estimated probability density functions of the prior and posterior ensemble sample obtained by the kernel density estimation technique. The level curves in the figure represent the 2-D probability density with the third state variable integrated out, that is, dz P(x, y, z) and dy P (x, y, z) .
The prior sample is selected from the data at assimilation instant of a particular data assimilation run. With the same prior sample and the measurement value x = −3.884, the posterior sample probability density estimation by EnKF, PFGR and direct Bayesian calculation are shown, respectively. The prior sample probability density function shows typical non-Gaussian characteristics, which is expected for the highly non-linear dynamics of the Lorenz model. The most outer surrounding curve and the small circles represent small probability density (less than 10 %). Direct computation through Bayesian analysis formula indicates that the region with the small prior probability density could be emphasized and yields larger likelihood. Both the EnKF and the PFGR can produce good posterior Gaussian estimation with the mean consistent with the Bayesian computation.
Conclusion
The PFGR yields satisfactory results when tested in the framework of a low dimension Lorenz model. The most computationally expensive part involves the singular decomposition of a matrix with dimensions of the ensemble sample size. The EnKF (Evensen, 2004; Zupanski, 2004) is also subject to similar computational constraints. It seems likely that the GRPF approach, however, would not solve the problems of long-distance spurious error correlations issue associated small ensemble size seen in EnKFs.
The GR procedure, eq. (8), can lead to sampling errors when a smaller size (say n = 100) is used. A possible solution is to use the method put forward by (Evensen, 2004) , in which the eigenvectors of a larger Gaussian matrix are chosen. Specifically, one can enlarge the matrix X in eq. (8) to a m × βn matrix, and then perform SVD on the product ξ X and retain only leading n singular vectors.
It suffices to illustrate the difference between the better-known SIR methods (Anderson and Anderson, 1999; van Leeuwen, 2003; Kivman, 2003) and the GR. Both the SIR and the GR are resampling procedures applied to the posterior sample of the PF. The SIR and its variants attempt to capture non-Gaussian characteristics reflected in the posterior weighted-probability distribution with or without an extra reweighting to smooth out the posterior sample. While the SIR and its variants are not subject to Gaussian assumption on posterior analysis probability distribution, the price paid is either a more complicated algorithm or a less smoothed posterior ensemble. For example, the SIR variant (van Leeuwen, 2003) replicates large weighted members and generates small weighted members stochastically. The posterior ensemble is not smoothed by reweighting and the small weighted members may be ignored because of low probability.
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