Abstract We prove an equivariant version of the Dold-Thom theorem by giving an explicit isomorphism between Bredon-Illman homology H G * (X; L) and equivariant homotopical homology π * (F G (X, L) ), where G is a finite group and L is a G-module. We use the homotopical definition to obtain several properties of this theory and we do some calculations.
Introduction
The presentation of homology using the Dold-Thom construction has been very useful in algebraic geometry. Lawson homology (see [14, 15, 9, 10] ) was defined using this approach. In this paper we study the Dold-Thom-McCord theorem (see [19] ) in the equivariant case.
Let G be a finite group. If L is a G-module, then one can define a coefficient system L on the category of canonical orbits of G by L(G/H) = L H , where L H is the subgroup of fixed points of L under H ⊂ G. One then has an ordinary equivariant homology theory H G * (−; L), called Bredon-Illman homology, whose associated coefficient system is precisely L. Let X be a (pointed) G-space and let F (X, L) be the topological abelian group generated by the points of X , with coefficients in L. Consider the subgroup F G (X, L) of equivariant elements, that is, the elements l x x in F (X, L) such that l gx = g · l x . Then one can associate to X the homotopy groups π q (F G (X, L)), and one has that, if X is a G-CW-complex, then H G q (X; L) is isomorphic to π q (F G (X, L)). When G is the trivial group, H G * (−; L) is singular homology and this statement is the classical Dold-Thom theorem [7] , which was extended to the equivariant case by LimaFilho [16] (when L = Z with trivial G-action) and by dos Santos [21] (when L is any G-module). Both the original result and its equivariant generalization were proved by showing that the homotopical definition satisfies the axioms of an ordinary or an equivariant homology theory, and then using a uniqueness theorem for homology theories.
In this paper, we prove the equivariant Dold-Thom theorem by giving an explicit isomorphism H G q (X; L) −→ π q (F G (X, L)) for all q and any X of the homotopy type of a G-CW-complex (Theorem 1.2). This isomorphism is constructed in Section 2 in two steps as follows. Let F (S * (X), L) be the (reduced) singular chain complex of X with coefficients in the G-module L. Since X is a G-space, we have an action of G on the singular simplexes of X , which we denote by σ → g · σ . Let F G (S * (X), L) be the subcomplex of equivariant chains, that is, chains l σ σ such that l g·σ = g · l σ . Using the theory of simplicial sets, we give an isomorphism between the homology of this chain complex H * (F G (S * (X), L)) and π * (F G (X, L)). Then we show that both the chain complex F G (S * (X), L) and Illman's chain complex (see Section 2), which defines H G * (X; L) have the same universal property (Propositions 2.10 and 2.11) so that they are canonically isomorphic. For a different approach to the nonequivariant Dold-Thom theorem due to Friedlander and Mazur see [11] .
In Section 1, we state the main theorem and prove that the theory H G * (X; L) = π * (F G (X, L)) is additive. In Section 3 we study the theory H G * (X; L) in the general context of equivariant homology theories and coefficient systems. To each equivariant homology theory h G * (−) one can associate the G-module h G 0 (G). We show (Theorem 3.5) that there is an isomorphism between the group of natural transformations Nat(h G * , H G * (−; L)) , and the group of G-homomorphisms
We also show an analogous result for the classical equivariant homology theory of Eilenberg and Steenrod.
Finally, in Section 4 we show that there is some interesting information in the groups H G 0 (X; L), and using the transfer for ramified covering maps, we calculate H Z 2 q (X; L) for some Z 2 -spaces X .
In this paper we shall work in the category of compactly generated weak Hausdorff spaces (see e.g. [18] ).
Equivariant McCord's topological groups and equivariant homology
In [19] , for a pointed topological space X and an abelian group L, McCord introduced topological groups F (X, L) consisting of functions u : X −→ L such that u( * ) = 0 and u(x) = 0 for all but a finite number of elements x ∈ X (see [1] for further details). If G is a finite group that acts continuously on X leaving the base point fixed, and additively on L (on the left), then
In other words, F G (X, L) consists of the functions u ∈ F (X, L) that are Gfunctions, and coincides with the subspace F (X, L) G of fixed points under the G-action on F (X, L) given above.
there is a covariant coefficient system L called the system of invariants of L, which is given by taking the fixed point subgroups
If X is a pointed G-space, then we denote by S q (X) the set of singular qsimplexes in X , which has an obvious G-action. We may define a chain complex by taking as q -chains the elements of F G (S q (X), L) (here S q (X) is taken with the discrete topology; see next section). The boundary operator is given as the restriction of the boundary operator of the singular chain complex of X . We show below (Theorem 2.9) that this chain complex is naturally isomorphic to Illman's chain complex [13] , which defines the Bredon-Illman equivariant homology of X with coefficients in L, H G q (X; L). The main theorem of the paper is the following. Theorem 1.2 Let X be a pointed G-space of the same homotopy type of a G-CW-complex. Then there is an isomorphism
given by sending a homology class [u] represented by a cycle u = l σ σ all of whose faces are zero, to the map u :
In particular, when G is the trivial group and L = Z, this will give a new proof of the classical Dold-Thom theorem, since SP ∞ X ≈ F (X, N) F (X, Z).
Definition 1.3
Define the (reduced) equivariant homology theory H G * with coefficients in the coefficient system L by
, where X + = X { * } has the obvious extended action.
We devote the next section to the proof of Theorem 1.2. Meanwhile, we make some further considerations on our equivariant homology groups.
We shall now prove that our equivariant homology theory H G * is additive. To prove that, we need the following concept. Let X α , α ∈ Λ, be a family of pointed G-spaces and let L be a Z[G]-module. Then we have (algebraically) the direct sum F = α∈Λ F G (X α , L). In order to furnish it with a convenient topology, take
Then obviously F n ⊂ F n+1 , and n F n = F . For each n, there is a surjection
Furnish F n with the identification topology and F with the topology of the union of the F n s. One clearly has the following.
Lemma 1.4
There is an isomorphism of topological groups
induced by the inclusions X α → X α .
Proof: The inverse is given by the restrictions
, as a consequence, we have the next.
A more general case is as follows. Definition 1.6 A G-space X is said to be G-0-connected (or G-path connected), if given any two points x, y ∈ X , then there exists a G-path (σ, g) : x G y , that is, an element g ∈ G and an ordinary path σ from x to gy . The relation G is clearly an equivalence relation, and the equivalence classes are called the G-path components of X (see [20] ).
Assume that a G-space X is locally 0-connected, then, since every G-path component X α of X is a topological sum of ordinary path components, there is a decomposition X = α X α . Given that ( α X α ) + = α X + α , a consequence of the additivity (1.4) is the following. Corollary 1.7 Let X be a locally 0-connected G-space. There is an isomorphism
, where the G-spaces X α denote the G-path components of X .
Proof of the main theorem
In this section we prove Theorem 1.2. We use the techniques of simplicial sets for this. As already mentioned, in particular, this will provide a new proof of the classical Dold-Thom theorem [7] .
We denote by ∆ the category whose objects are the sets n = {0, 1, 2, . . . , n} and whose morphisms f ∈ ∆(m, n) are monotonic functions f : m −→ n. Recall that a simplicial set is a contravariant functor K : ∆ −→ Set; we denote the set K(n) simply by K n . Let ∆[q] be the simplicial set ∆[q] n = ∆(−, q). We write |K| for the geometrical realization given by
is the standard n-simplex, and the equivalence relation is given by
Here f # denotes the map affinely induced by f in the standard simplices. Denote the elements of |K| by [σ, t], σ ∈ K n and t ∈ ∆ n .
We say that a simplicial set K is pointed, if it is provided with a morphism (natural transformation) ∆[0] −→ K . This means that each set K n has a base point and that for each f : m −→ n, the induced function
Definition 2.1 Given a pointed simplicial set K and an abelian group L, we define the simplicial abelian group
The proof of the following uses results of Milnor (see [17] ).
Proof: Consider the projections
, and the induced maps
By [17, 14.3] , η is a homeomorphism. The group structure + in |F (K, L)| is then given by the diagram
is the simplicial group structure.
where u : |K| −→ L, σ ∈ K n , and t ∈ ∆ n (thus u[σ, t]σ ∈ F (K n , L)). Using Lemma 2.2 one shows that ϕ is a homomorphism. Thus we only need to check
where the map on the top is the product of the maps given by the next diagram.
where the top map is given by (l, σ, t) → (lσ, t).
To see that ϕ is an isomorphism of topological groups, we define its inverse
To see that ψ is continuous, consider the diagram
where the top arrow given by
. . is obviously continuous.
Moreover, ψ is a homomorphism. Namely, given
In generators, we have that
, where the next to the last equality follows by Lemma 2.2.
Definition 2.4 Let G be a finite group. A (pointed) G-simplicial set is a (pointed) simplicial set K such that G acts on each K n and the action of every g ∈ G determines a (pointed) isomorphism of K . In other words, it is a functor
By the naturality of the isomorphism of Proposition 2.3 we obtain the following.
Let K be a G-simplicial set and H ⊂ G be a subgroup. Define K H as the simplicial set such that (K H ) n = (K n ) H (write this set as K H n ). Then K H is a simplicial subset of K and one easily verifies that
Thus we have the following. Corollary 2.6 Let K be a G-simplicial set. Then the topological groups
Let A be a simplicial abelian group. Recall that the q -homotopy group of A is defined by
where 
Proof:
The chain complex A is filtered by chain complexes A p , where
The canonical inclusion i p : A p+1 → A p is a chain homotopy equivalence with inverse r p :
Let G be a finite group and X a pointed G-space and let S(X) denote the singular simplicial set given for each q by
Then, in fact, S(X) is a pointed simplicial G-set with the usual simplicial structure. On the other hand, let T G q (X) be the G-singular set given by
One easily sees that these groups are exactly Illman's groups C G q (X; L) ([13, Def. 3.3]). As Illman does, we may declare that the generator lT is related to l T if there exists a G-function α : G/H −→ G/H such that the following diagram commutes
by the subgroup generated by the differences lT − l T where either lT is related to l T or l T is related to lT , as well as by all elements lT such that T : ∆ q × G/H −→ X is constant with value the base point x 0 , to obtain the group
The following is clear.
Proposition 2.8
The simplicial group F G (S(X), L) and the graded group F (T G (X), L) are chain complexes.
In fact, the chain complex [13, p. 15] ). Then we have the following.
The proof of this theorem requires some preparation.
Let S be a pointed G-set with G-fixed base point σ 0 . For each σ ∈ S , let µ σ :
We have the following universal property of F G (S, L). L) and repeat the process until getting zero. Thus we rewrite u = j µ σ j (l j ) and define γ(u) = j γ σ j (l j ). This is obviously well defined and has the desired property.
Observe that since u is G-equivariant, the sum
, so the value of γ(u) does not change.
Let X be a pointed G-space. Then the groups F (T G q (X), L) have the same universal property for S = S q (X). Namely, take the homomorphisms ν σ :
Then ν σ 0 = 0 and ν σ = ν gσ • λ g . Then the universal property is given by the following.
Proposition 2.11
If A is an abelian group and there is a family of homomorphisms γ σ : L Gσ −→ A satisfying γ σ 0 = 0 and γ σ = γ gσ • λ g , then there is a unique γ :
, where e ∈ G is the neutral element.
}. This is well defined; if lT is related to l T , we analyze two cases.
We assume first that H ⊂ H and that α :
On the other hand, 
Obviously, γ has the desired properties.
Proof of Theorem 2.9: The isomorphism F (T
in the previous corollary, as provided by the universal property, is given by
One easily verifies that this is a chain map.
The following proposition is a generalization to the equivariant case of a theorem of Milnor (see [17, 16.6 
]).
Proposition 2.12 Let X be a pointed G-space of the same homotopy type of a G-CW-complex. Then ρ : |S(X)| −→ X given by ρ[σ, t] = σ(t) is a Ghomotopy equivalence.
Proof: Let H ⊂ G be any subgroup. Note first, as already mentioned before, that the identity induces a homeomorphism |K H | ≈ |K| H for any simplicial Gset K . On the other hand, one also has a canonical isomorphism of simplicial sets S(X H ) ∼ = S(X) H . We have that Milnor's map ρ : |S(X)| −→ X , being natural, is a G-map. On the other hand, again by the naturality, it restricts to ρ H : |S(X H )| −→ X H , which by a theorem of Milnor is a homotopy equivalence. Therefore, one has the following commutative triangle
where the vertical arrow is a homeomorphism, as mentioned above. Hence, ρ H is a homotopy equivalence for every H ⊂ G. By a result of Bredon [4, II(5.5)], then ρ is a G-homotopy equivalence.
Proof of Theorem 1.2: We shall give an isomorphism
Here the left-hand side is the Bredon-Illman (reduced) homology of X , and the first isomorphism follows from the natural isomorphism of Theorem 2.9.
To construct the arrow, we shall give several isomorphisms as depicted in the following diagram, where H ⊂ G is any subgroup.
By Proposition 2.7, i * is an isomorphism. In particular, this shows that every cycle in H G (X; L) is represented by a chain u, all of whose faces are zero. We shall call this a special chain.
The homomorphism Ψ, which is given by Ψ(u)[t] = [u, t]
, where u is a special q -chain and t ∈ ∆ q , is an isomorphism, as follows from [17, 16.6] .
In order to define Φ, we must express Ψ(u) as a map γ :
. By the Yoneda lemma, γ is the unique map such that γ(δ q ) = Ψ(u), where δ q = id : q −→ q. The homomorphism Φ, defined by Φ[γ][f, s] = γ(f )(s), for f ∈ ∆[q] n and s ∈ ∆ n , is given by the adjunction between the realization functor and the singular complex functor (see [17, 16.1 
]).
That ψ * is an isomorphism follows from Proposition 2.3. Finally, the homomorphism ρ * is an isomorphism by 2.12.
Chasing along this diagram and using the homeomorphism |∆[q]| −→ ∆ q given by [f, t] → f # (t), one obtains that the isomorphism maps a homology class
3 Equivariant homology and other coefficient systems
In this section we recall the general concept of a (covariant) coefficient system for a group G and give explicit examples of ordinary equivariant homology theories with particular systems as coefficients.
Definition 3.1 Let G be a finite group. A covariant coefficient system for G, M , is a covariant functor from the category of homogeneous sets G/H , H a subgroup of G, and G-functions α : G/H −→ G/K , to the category of abelian groups. We denote the induced homomorphisms by α * :
There is, of course, a category Coeffsys G of covariant coefficient systems for G.
Examples 3.2 Let L be a Z[G]-module.
We have the following associated covariant coefficient systems.
1. To start with, consider the constant coefficient system, denoted again by L, with value the group L given by L(G/H) = L for all H ⊂ G and for
, where the second term is singular homology with coefficients in L.
2. Another useful example is the following. Let L be given by defining L(G/H) = L H , the quotient of L by the subgroup generated by the elements of the form l − h · l, l ∈ L, h ∈ H , and for a :
We call it the system of coinvariants of L. If, in particular, L has trivial action, then this coefficient system coincides with the constant system given in 1. The coefficient system L is realized by a theory constructed by Eilenberg and Steenrod [8] (see also [6] ) as follows. Consider the usual singular complex S * (X) on which G acts (here G acts on X on the right). Take the complex
3. The other example that we consider is L, that we call the system of invariants of L. † It is defined as follows. Take
and so α is the composite of the quotient map G/H −→ G/ a K and the
As shown in the main theorem, our theory
As shown in [12] , the system of invariants is right adjoint to the forgetful functor from the category of coefficient systems to the category of Z[G]-modules. Similarly, one can show that the system of coinvariants is left adjoint to the same forgetful functor. One has the following.
Proposition 3.3 There are natural bijections
. † Notice that the system of invariants of L is denoted by L in [16] and [21] .
As shown by Illman [13] , given any (covariant) coefficient system, there is an ordinary equivariant homology theory H G * (−; M ) with M as coefficients. Moreover, given any natural transformation µ : M −→ N of coefficient systems, there is an extension of it to a natural transformation µ : H G * (−; M ) −→ H G * (−; N ) of (ordinary) homology theories. On the other hand, Willson [22] constructs for any equivariant homology theory h G a (natural) spectral sequence such that E 2
Clearly, if h G is ordinary, then this spectral sequence collapses. This shows that if µ : h G −→ k G is a natural transformation of ordinary homology theories such that it induces the zero transformation in coefficients h G (·) −→ k G (·), then µ itself has to be zero. We thus have the following.
Proposition 3.4
There is an isomorphism between natural transformations of coefficient systems and natural transformations of ordinary homology theories. More precisely, we have where L G = L/ l − g · l is the quotient of L divided by the subgroup generated by the elements l − g · l, l ∈ L, g ∈ G.
Proof: First observe that if the G-action on L is trivial, then the transfer of p : X −→ X/G yields an isomorphism t p :
, that implies the result.
For the general case, let {x i } be a set of representatives in X of the orbits (in X/G), and define
where l ∈ L G denotes the class of l ∈ L. One easily verifies that ε G is independent of the choice of the representatives x i . We shall show below that ε G is continuous, but for the time being, we assume it is.
Let α : L −→ F G (X + , L) be given by α(l) = lx 0 , where
, and x 0 is one of the representatives of the orbits taken above. We then have a commutative diagram
Namely, if we take h ∈ G, we have to prove that both lx 0 and (hl)x 0 lie in the same path component of F G (X + , L). Clearly, (hl)x 0 = l(h −1 x 0 ). Let σ : I −→ X be a path from x 0 to h −1 x 0 , and define σ : I −→ F G (X + , L) by σ(t) = lσ(t). Then σ(0) = lx 0 , and σ(1) = l(h −1 x 0 ) = (hl)x 0 .
In order to prove that σ is continuous, note first that lx = g∈G (g · l)(gx), where
and t → (g ·l)(gσ(t)) is continuous because the action of G on X is continuous. Thus, σ is continuous and α is well defined.
To see that α is also surjective, take any u ∈ F G (X + , L) and call l i = u(x i ) for each representative x i of the orbits in X . Then u = i l i x i and hence { lx i }, l ∈ L, is a set of generators of F G (X + , L). Since α is obviously a homomorphism, it is enough to show that every generator [
is in the image of α. Let now σ : I −→ X be a path from x 0 to x i , then σ(t) = lσ(t) is a path from α(l) = lx 0 to lx i .
To finish the proof we have to show that ε G is indeed continuous. Let π : L −→ L G be the quotient homomorphism and call
hence the image of π * • q lies in F (X/G + , |G|L G ) where one can divide by |G|. Call γ * :
the homomorphism given by dividing the values of the elements by |G|. Then ε G is the composite
where ε :
Since all maps in the composite are continuous, so is ε G too.
Theorem 4.2 Let X be a G-0-connected G-space with a single orbit type and let L have trivial G-action.
The result follows from the same arguments of 4.1, but, on the one hand, since L has trivial G-action, G-paths are good enough, and on the other, instead of dividing by the order of G, we divide by the order of any orbit.
As a consequence of 1.7 and 4.2, we have the next result. Corollary 4.3 Let X be a locally path-connected G-space and let X α , α ∈ Λ, be the G-path components of X such that each G-path component has a single orbit type. Then
which is obviously surjective. It is also injective. To see this one has to apply the Covering Homotopy Theorem for orbit maps q : Y −→ Y /G of Palais (see [5, II.7.3] ). Namely, let x and y be two points in Y such that q(x) and q(y) are connected in Y /G by a path ω . Taking X = G in Palais' theorem (in Bredon's notation), then ω can be seen as a homotopy F : X/G × I −→ Y /G. Taking f : X −→ Y to be given by f (g) = gx, we have an equivariant map, so that the assumptions of the theorem are fulfilled (then f : X/G −→ Y /G chooses q(x)). Thus there exists an equivariant homotopy F : X × I −→ Y starting at F and covering F , that is, by restricting F to {e}×I we have a path ω in Y starting at x and covering ω . Hence, q ω(1) = ω(1) = q(y), and so ω(1) = gy for some g ∈ G. This means that x and y are in the same G-path component of Y .
By the previous remark, it is the trivial G-homology theory h G * given by h G * (X; L) = H * (X/G; L), the one that has the property that if X is locally 0- In what follows we analyze the groups H G 0 (X; L) in some special cases.
Let X be a G-space with (at least) one fixed point x 0 . The inclusion i : S 0 → X + that sends one point to + and the other to x 0 is an equivariant embedding whose image is a retract with the obvious retraction r : X + −→ S 0 . Thus we have that r * :
Thus we have the following.
Proposition 4.5 Let X be a G-space with a fixed point x 0 under the Gaction, and let L have a trivial G-action.
In what follows we analyze the 0-connectedness of ker r * . In case that the G-0-connected G-space X has one fixed point x 0 (thus it is 0-connected) and G acts freely in the complement, let {x i } be a set of representatives of the orbits of X and let σ i : I −→ X be a path from x 0 to x i for each i (σ 0 is the constant path). Assume that u ∈ ker r * ; this means that r * (u) = x∈X u(x) = 0. For each x ∈ X , x = gx i for some i and some unique g ∈ G. Let σ x : I −→ X be given by σ x (t) = gσ i (t) and define σ :
Namely, gx∈X u(gx)σ gx (t) = x∈X u(x)gσ x (t), since u(gx) = u(x) and σ gx (t) = gσ x (t). On the other hand, σ(0) = x∈X u(x)x 0 = 0, σ(1) = x∈X u(x)x = u; moreover, for any t ∈ I , r * ( σ(t)) = y∈X ( x∈X u(x)σ x (t))(y) = x∈X u(x) = 0 and hence σ(t) ∈ ker r * for every t. Hence we have the following. Proposition 4.6 Let X be G-0-connected G-space with one fixed point x 0 and such that G acts freely in the complement. Then ker(r * ) is 0-connected and so
It is quite straightforward to verify that the previous proof holds also if the G-0-connected G-space X has exactly one fixed point x 0 and for any other point x the isotropy group G x is a fixed subgroup H ⊂ G. Thus we have the following too.
Proposition 4.7 Let X be G-0-connected G-space with one fixed point x 0 and such that G x = H ⊂ G for all x = x 0 , for some fixed subgroup H . Then ker(r * ) is 0-connected and so H G 0 (X; L) ∼ = L if L has trivial G-action.
The following proposition deals with the transfer for the ramified covering map X −→ X/G studied in [2] and it will be useful below. It generalizes Theorem 6.2 therein.
Proposition 4.8 Let G act on a space X such that the fixed point set X G coincides with the base point * and the action in the complement of X G is free. Then the transfer for p : X −→ X/G induces an isomorphism where u is G-invariant, u exists if and only if u exists. Since off the fixed point * the multiplicity function of the |G|-fold ramified covering map p : X −→ X/G is equal 1 (except in * , where it is |G|, but u( * ) = 0 = u( * )), the transfer τ : F (X/G, Z) −→ F G (X, Z) is given by τ (u) = p • u and thus it is an isomorphism. Since τ p * (u)(x) ∈ |G|Z, we can divide by |G|, which yields a continuous homomorphism. Thus the inverse is given by u → that yields a commutative diagram of homology groups with exact sequences on top and bottom
In order to verify that, indeed, the vertical arrow on the left-hand side is multiplication by 2, it is enough to note that F Z 2 (S n ∨ S n , Z) ⊂ F (S n ∨ S n , Z) ∼ = F (S n , Z) ⊕ F (S n , Z) corresponds to the diagonal, that is, F Z 2 (S n ∨ S n , Z) ∼ = F (S n , Z). Since the orbit map induces the sum of the factors in F (S n , Z) ⊕ F (S n , Z) −→ F (S n , Z), its restriction to the diagonal (modulo the obvious isomorphism) yields multiplication by 2. On the other hand, H Z 2 n−1 (S n ∨ S n ) ∼ = H n−1 (S n ) = 0. Hence the commutativity of the diagram implies that the question mark is also multiplication by ±2 and so
In the case k = n, the (extended) top row becomes 0 −→ 0 −→ H Z 2 n (S n ) −→ Z ·2 −→ Z, hence H Z 2 n (S n ) = 0. Moreover, in the case 0 ≤ k ≤ n − 2 or k > n, the top row of the diagram converts into 0 −→ 0 −→ H Example 4.12 Let X consist of a 2-sphere on which Z/2 acts rotating it 180 • around its (horizontal) axis. Glue to its poles two symmetric arcs, which are exchanged by the group. This Z 2 -space has two fixed points (the poles) and the action is free elsewhere. Call X the quotient of X by identifying the poles. See the figure.
Once more these groups differ from the corresponding nonequivariant groups of the orbit spaces.
