Abstract-A modified ELM algorithm for a class of single-hidden layer feedforward neural networks (SLFNs) with linear nodes is discussed in this paper. It is seen that the input weights of the SLFN are designed such that the hidden layer performs as a preprocessor for removing the effects of the input disturbance and reducing both the structural and the empirical risks, the output weights are then trained to minimize the output error and further balance and reduce the structural and the empirical risks of the SLFN. The performance of an SLFN-based classifier trained with the proposed scheme is evaluated in the simulation section in support of the proposed scheme.
INTRODUCTION
In recent years, single-hidden layer feedforward neural networks (SLFNs) have been extensively used in engineering disciplines for signal processing, image processing, dynamic system modeling, nonlinear control, data classification and information retrieval [1] - [16] . It has been noted that the most popular technique used for SLFNs' training is the gradientbased back-propagation (BP) algorithm which can be easily implemented from the output layer to the hidden layer of SLFNs in real-time [1] . However, the slow convergence and poor robustness with respect to the input disturbances have limited the application of BP in many cases.
Recently the extreme learning machine (ELM) for SLFNs is proposed [4] - [9] , where the input weights and the hidden layer biases of an SLFN are randomly assigned, the SLFN is considered as a linear network with the output weights computed using the generalized inverse of the hidden layer output matrix. It has been seen that the ELM indeed has extremely fast learning speed and produces excellent performance in many applications. However, the poor robustness property has been observed as the SLFNs are used for signal processing with the noisy data.
In order to improve the robustness property and reduce the effects of both the structural and the empirical risks in SLFN, two modified ELM algorithms are proposed in [10] and [11] with the balancing parameters introduced in the optimization of the cost function. However, the structural and the empirical risks are not significantly reduced because of the random assignment of both the input weights and the hidden layer biases.
In this research, we will develop a modified ELM algorithm for a class of SLFNs with linear nodes and an input tappeddelay-line memory. Considering the fact that the output of each linear hidden node in the SLFN can be considered as a linear FIR filter, the hidden layer can be designed as a preprocessor of the input data. The advantages of the hidden layer's pre-processing function are that (i) the input disturbance and the undesired frequency components can be removed and (ii) both the structural and the empirical risks of the SLFNs can be greatly reduced from the viewpoint of the output of the SLFNs. In addition, in order to balance and further reduce both the structural and the empirical risks of the SLFNs, in this paper, we choose an objective function with both the weighted sum of the output error squares and the weighted sum of the output weight squares of the SLFNs. By minimizing this objective function in the output weight space, as well as the proper choice of the input weights, both the structural and the empirical risks can be balanced and significantly reduced. For the comparison with the ELM in [4] - [9] , we call the modified ELM scheme to be developed in this paper as the FIR-ELM algorithm.
The paper is organized as follows: In Section 2, a class of SLFNs, with linear nodes and an input tapped-delay-line memory, are formulated. In Section 3, the design of the input weights using the linear FIR filtering technique for reducing both the empirical and structural risks and improving the robustness of the SLFNs with respect to the input disturbances is presented. In Section 4, the design of the optimal output weights is discussed. In Section 5, the performances of the SLFN-classifier, trained with the ELM in [4] - [9] and the FIR-ELM, respectively, are simulated and compared in support of the proposed algorithm. Section 6 gives conclusions and some further work.
II. PROBLEM FORMULATION
A class of SLFNs with the linear nodes and an input tappeddelay-line memory are presented in Figure 1 , where the output layer has m linear nodes, the hidden layer has Ñ linear nodes, D is the unit-delay element, the n-1 time-delay elements, added to the input of the neural network, form the tappeddelay-line memory, which indicates that the input sequence consists of 
2) the output of the ith hidden neuron is computed as:
and the ith output of the neural network, ( )
Then, the output data vector ( )
can be expressed as:
In this research, we use N distinct sample signal data vector pairs ( ) 
and all N equations can then be written as the following matrix form:
where
It is noted that the N elements of the ith column of the hidden layer output matrix H is the ith hidden neuron outputs corresponding to the input vectors
Remark 2.1: It has known that, in the ELM [4] - [9] , the input weights and the biases of the hidden layer of the SLFN are randomly assigned, and the output weight matrix of the SLFN is computed with the generalized inverse of the hidden layer output matrix as follows:
where the + H is the Moore-Penrose generalized inverse of the matrix H, and T is the desired output data matrix, expressed as:
However, when the input weights of an SLFN are randomly chosen, both the empirical risk and the structural risk of the SLFN are greatly increased. Thus, it is necessary to properly choose the input weights to improve the robustness with respect to disturbance and reduce both the structural and the empirical risks of SLFNs. In the following sections, we will develop a modified ELM algorithm, called FIR-ELM, for a class of SLFNs with linear nodes in Figure 1 . The input weights of the SLFN are first designed off-line such that every hidden node performs as a linear FIR filter and the whole hidden layer plays a role of the pre-processor of input data to remove the effects of the input disturbances and the undesired frequency components, and significantly reduce both the structural and empirical risks. Then the output weights of the SLFN are designed to minimize the output error and further balance and reduce the effects of the empirical and the structural risks of the SLFN.
III. THE DESIGN OF THE INPUT WEIGHTS
The output of the ith hidden node of the SLFN in Figure 1 can be written as follow convolution form:
It 
(3.1) is a non-recursive linear phase FIR filter, which has the advantages that all outputs of the hidden nodes are stable because of the absence of the poles, and the finite-precision errors are less severe than in other filter types.
Suppose that the desired frequency response of the ith hidden node of the SLFN can be represented by the following discrete-time Fourier transform (DTFT):
is the corresponding impulse response in the time domain, which can be expressed as: [ ]
Since the Fourier transform of [ ] the frequency response of the truncated FIR filter can then be computed by using the following convolution:
If we hope that the ith hidden node in the SLFN performs as a low-pass filter with the following desired frequency response: (3.10) Then, the weights ij w for the ith hidden node of the SLFN can be obtained as follows:
IV. THE DESIGN OF THE OUTPUT WEIGHTS
The optimization problem for designing the output weights is stated as follows [1] , [10] , [11] : Differentiating L in (4.3) with respect to ij β , we obtain
In addition, differentiating L with respect to ij
. We obtain the following relationship: and using (4.14) in (4.10), we obtain the output layer weight matrix β is derived as follows:
Remark 4.1: Based on the discussions in the above, we summarize the proposed FIR-ELM algorithm as follows:
Step 1: Assign the input weights ij w according to (3.9) ~ (3.11);
Step 2: Calculate the hidden layer output matrix H using (2.10);
Step 3: Calculate the output weight matrix β based on (4.13).
V. A SIMULATION EXAMPLE
Consider an SLFN with 20 linear hidden nodes, two linear output nodes and an input tapped-delay-line memory, for classifying the computer-generated low frequency tones. The input data vectors to the SLFN are computer-generated low frequency sound clips with the frequencies 100 Hz, 200 Hz, 300 Hz, …, 800 Hz, respectively, and each of which lasts 0.5 second and is modulated by an envelope function to create a tone. Figure 2 The training data are 8 pairs of the input sound clip data vectors and the corresponding desired output classifier states. The SLFN is then trained with the ELM in [4] - [9] and the FIR-ELM proposed in this paper, respectively. To examine the robustness performances of the SLFN classifier trained with the above algorithms, additive white Gaussian noise at signal-to-noise-ratio (SNR) of 10 dB and 15 DB is added to the sound clips, as seen in Figure 3 . It is seen that, compared with the classification results in Figure 4 and Figure 5 , trained with the ELM, the accuracy of the classification and the robustness of the SLFN with respect to the input noise have been significantly improved due to the fact that the input weights are assigned using the rectangular window low-pass filtering technique, the effects of the input disturbances are greatly reduced and therefore, both the structural and the empirical risks have been significantly reduced. The RMSE of the classification experiment shown in 
