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Abstract
This article is concerned with the numerical discretization of a model for incompressible two-
phase flow in a porous medium with fractures. The model is a discrete fracture model in which
the fractures are treated as interfaces of dimension 2 in a 3-dimensional simulation, with fluid
exchange between the 2-dimensional fracture flow and the 3-dimensional flow in the surrounding
rock matrix. The model takes into account the change in the relative permeabilities and the
capillary pressure curves which occurs at the interface between the fracture and the rock matrix.
The model allows for barriers which are fractures with low permeability. Mixed finite elements
and advective upstream weighting are used to discretize the problem and numerical experiments
are shown.
Keywords: Flow in porous media, Discrete fracture model, Two-phase flow, Discontinuous
capillary pressure, Mixed finite elements,
1. Introduction
The presence of fractures in a porous medium greatly complicates the modeling of flow and
transport in a porous medium. Fractures occur on different scales, with different geometries, and
may behave either as channels or as barriers for the fluid flow. The fractures thus have a very
strong influence on flow and transport, either making flow in certain directions several orders
of magnitude more rapid than in other directions or possibly nearly blocking flow in certain di-
rections. There is a need for complex simulation models that resolve the flow dynamics along
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fractures and the fluid interaction with the porous matrix. The difficulties in the numerical model-
ing of multiphase flow in fractured media stem from the extremely heterogeneous and anisotropic
fracture matrix system, the nonlinearity from the relative permeability and capillary pressure in
case of multiphase flow also complicates the numerical simulation, and the inclusion of frac-
tures in a model using a numerical method is difficult and costly. Thus some special method for
dealing with these difficulties is required. The so called continuum models take fractures into
account through a sort of averaging or homogenizing process. Discrete fracture models include
the fractures individually in the model. Often in these models it is considered that the amount of
flow outside the fractures is negligible and flow in the domain is modeled as flow in a network of
fractures which don’t communicate with the surrounding medium. More complex discrete frac-
ture models take into account exchange between fractures and the surrounding medium. This last
type of model is that of interest for us here, and more precisely we are concerned with reduced
fracture models that treat fractures as (n−1)−dimensional objects embedded in an n−dimensional
medium, n being either 2 or 3, and in which there is communication between the n−dimensional
and (n − 1)− dimensional mediums. A number of articles have been written on numerical mod-
els of this type for one-phase flow; see for example[11, 3, 12, 4, 41, 9, 29, 44, 26, 49, 23, 22]
and references therein. For two-phase flow the situation is more complicated due to the change
of capillary pressure and relative permeability curves between the fracture end the matrix rock
[39, 13, 37, 47, 43, 34, 27, 17, 46]. In [36] a reduced fracture model was introduced which can
treat the case of barriers as well as the case of fractures with larger permeability than in the ma-
trix rock, as was done for Darcy flow in [41]. In this paper we present a discretization method of
that model using mixed finite elements and show numerical experiments.
After this introduction we recall briefly in Section 2 the global pressure formulation for in-
compressible two-phase flow. In Section 3 we present a model for incompressible two-phase
flow in a fractured domain for which the fracture is modeled as a thin layer in the surrounding
matrix, and in Section 4 we show how the reduced model, which treats the fracture as an inter-
face, is obtained. The case of intersecting fractures is considered in Section 5. A multidomain
formulation for the reduced model is introduced in Section 6. Numerical methods are discussed
in Section 7 and some comments on implementation are made in Section 8. Section 9 shows
some numerical experiments.
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2. The global pressure formulation for incompressible two-phase flow
We consider incompressible two-phase flow in a porous medium. The governing equations
are the equations expressing volume conservation (or equivalently mass conservation since the
fluids are assumed to be incompressible) of the two fluid phases and the Darcy law for each





+ ∇ · u` = q`, ` ∈ {w, nw}, (1)
where s` is the saturation of the ` phase, u` is it’s volumetric flow rate, i.e. its Darcy velocity, q`
is the source term given as a function of the phase saturation (0 ≤ s` ≤ 1 ) and Φ is the porosity
of the domain. We assume that the volume of all pores is filled by the two phases so that
sn + snw = 1, (2)
and we choose for the main saturation unknown the saturation of the wetting phase s = sw.
The Darcy velocity of the ` phase u` is related to the phase pressure p` by Darcy’s law:
u` = −K k`(s)(∇p` − ρ`uG), ` ∈ {w, nw}, (3)
where K denotes the tensor field of absolute permeability, a bounded symmetric uniformly posi-
tive definite matrix. ρ` and k` are respectively the phase density and the phase mobility, and uG
denotes the gravity field. The mobilities are positive monotone functions of the saturation s: kw
is increasing with s = sw and kw(0) = 0, while knw is decreasing with s = 1 − snw and knw(1) = 0.
Equations (1) and (3) taken together constitute the `−phase saturation equation written in mixed
form.
The difference between the phase pressures is the capillary pressure π:
π(s) = pnw − pw, (4)
which is a positive, decreasing function of s. The capillary pressure curve π and the relative
permeability curves k`, ` = w, nw depend on the physical properties of the two phases and
those of the rock. Among the most frequently used models for describing capillary pressure and
relative permeabilities as functions of the saturation are that given by Van Genuchten [19] and
that given by Brooks and Corey [35, 43]. Further detail concerning capillary pressure and relative
permeability can be found in [50, 20].
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To introduce the global pressure formulation we follow the development in [20]. We use the
total velocity u which is the sum of the two Darcy velocities, that of the wetting phase and that
of the nonwetting phase:
u = uw + unw = −
∑
`∈{w,nw}
K k`(s)(∇p` − ρ`uG), (5)
and adding the two phase conservation equations (1), for ` ∈ {w, nw}, and using (2), we may
write
∇ · u = qnw(1 − s) + qw(s) = q(s). (6)
The idea for the global pressure is to introduce a quantity, the ”global pressure”, so that we can
write a ”Darcy-type” equation which gives the total velocity in terms of this ”global pressure”.
The global pressure p should meet the following criteria:
• pw ≤ p ≤ pnw
• if s = 1 then p = pw;




, where k(s) = kw(s) + knw(s), (7)
and define a weighted average density ρ, weighted by the fractional flow:
ρ(s) = fw(s)ρw + fnw(s)ρnw. (8)
Now the global pressure is defined by
p = 12 (pw + pnw) + β(s), (9)
where β is the function β(s) =
∫ s
1
( 12 − fw(σ))π
′(σ) dσ. It was shown in [20] that the total velocity
and the global pressure, as defined in (9), are related by the following Darcy-type law:
u = −K k(s) (∇p − ρ(s)uG).
We stress the fact that the global pressure is not a physical pressure and is only a mathematical
tool. It is a smooth function defined in the whole domain, whether a phase vanishes or not. Note
also that using equations (4) and (9) we can write the phase pressures in terms of the capillary
pressure and the global pressure:




Then the pressure equation (in mixed form) is given as follows:
∇ · u = q(s), (11)
u = −K k(s) (∇p − ρ(s)uG). (12)
This pressure equation together with the saturation equation for the wetting phase fluid will form
the system for the global pressure formulation. However, still following [20], we will rewrite
each of the Darcy phase velocities (3) as the sum of a diffusion term and an advection term. To
do so we first introduce, for ` ∈ {w, nw}, the nonlinear functions
fG`(s) = k`(s)(ρ`′ − ρ`), where `′ ∈ {w, nw}, `′ , `. (13)








Note that a(0) = a(1) = 0 and that α(0) = 0.
Now the Darcy velocity of the `-phase can be written as follows





where ι` = −1 if ` = w and ι` = 1 if ` = nw. Thus, for the wetting phase, uw is the sum of a









+ ∇ · uw = qw, uw = r + f, (15)





3. Two-phase flow in a domain with a fracture
We identify the porous medium with a domain Ω ⊂ R3 and suppose that it can be divided
into 3 non overlapping, connected subdomains, Ω1,Ω f and Ω2, with Ω = Ω1 ∪ Ω f ∪ Ω2 and
Ω1∩Ω2 = ∅; see Fig 1. The subdomains Ω1 and Ω2 represent the matrix rock while Ω f represents
a fracture supposed also to be a porous medium. The fracture Ω f is delimited by two surfaces
γi = ∂Ω f ∩∂Ωi, i = 1, 2. It is of width d very small compared to the size of the whole domain Ω.
For simplicity we suppose in fact that Ω f is of the form γ × (− d2 ,
d









Figure 1: The domain Ω with the physical fracture
of a hyperplane with Ω so that each element of Ω f may be written uniquely in the form x + ξn
where x ∈ γ, ξ ∈ (− d2 ,
d
2 ) and n is a unit vector normal to γ.
The matrix rock and the fracture are assumed to be of different rock types, which implies
not only that the porosity and the absolute permeability may differ but also that the nonlinear
functions of the saturation, such as the capillary pressure curve and the relative permeability
curves may not be the same in the fracture and in the rock matrix.
We suppose that for both the pressure and the saturation equations that Γ, the external bound-
ary of Ω, has a part on which Dirichlet conditions are imposed, ΓpD and ΓsD and a part on
which Neumann conditions are imposed, ΓpN and ΓsN , and we will denote by ΓeBi the intersec-
tion ΓeBi = Γ
eB ∩ ∂Ωi, for e = s, p, for B = D,N and for i = 1, f , 2. We will denote the exterior
pointing, unit, normal, vector field on ∂Ωi by ni, i = 1, f , 2.
Now to rewrite both the pressure problem (11)-(12) and the saturation problem (15)-(16) in
Ω in a multidomain formulation as subdomain problems with nonlinear transmission conditions
between different rock types we need to give tranmission conditions on γ1 and γ2; cf. [5, 15].
For the pressure equation, to conserve mass we have continuity across interfaces between
two rock types of the normal component of the total Darcy velocity u. However, we do not
have continuity of the global ”pressure” p but instead continuity of the phase pressures which in
light of equation (4), respectively equation (9) , implies continuity of the capillary pressure π,
respectively continuity of p − β.
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The pressure problem can now be written as
∇ · ui = qi, in Ωi, i = 1, 2, f , (17)
ui = −Ki ki(si)(∇pi − ρi(si)uG), in Ωi, i = 1, 2, f , (18)
ui · ni = 0, on ΓpNi , i = 1, 2, f , (19)
pi = pD, on Γ
pD
i , i = 1, 2, f , (20)
ui · ni = (−1)i+1u f · n f , on γi, i = 1, 2, (21)
pi − βi(si) = p f − β f (s f ), on γi, i = 1, 2, (22)
where pD is the Dirichlet boundary data for the global pressure. We point out that (22) implies
that the global pressure p is not in general continuous across interfaces between regions with
different capillary pressure curves.
For the transmission conditions for the saturation equation, as for the pressure equation,
conservation of mass requires that the normal component of the Darcy velocity, this time of the
wetting-phase be continuous across the interfaces γi, i = 1, 2. However instead of continuity of
the wetting-phase saturation s we have continuity of the capillary pressure π. The saturations
on the two sides of an interface must be such that the capillary pressure curve for one side gives
the same capillary pressure value as the capillary pressure curve for the other side, but since the
two capillary pressure curves are different these equal capillary pressure values will most likely
correspond to different saturation values on the two sides of the interface; see Figure 2. The




+ ∇ · uwi = qwi, uwi = ri + fi, in Ωi, i = 1, 2, f , (23)
ri = −Ki ∇αi(si), in Ωi, i = 1, 2, f , (24)
fi = fwi(si)
(
ui + fGwi(si) KiuG
)
, in Ωi, i = 1, 2, f , (25)
uwi · ni = 0, on ΓsNi , i = 1, 2, f , (26)
si = sD, on ΓsDi , i = 1, 2, f , (27)
uwi · ni = (−1)i+1uw f · n f , on γi, i = 1, 2, (28)
πi(si) = π f (s f ), on γi, i = 1, 2, (29)
where sD is the Dirichlet boundary data for the saturation.
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To complete the formulation, we add the initial condition for saturation
si = s0i in Ωi, i= 1, 2, f . (30)




























Figure 2: Capillary pressure curves
4. A reduced model for two-phase flow in a domain with a fracture
Following [36] the reduced model, the fracture is represented as a surface γ of dimension
(n − 1) as shown in Figure 4. The idea for the reduced model is to collapse the fracture domain
Ω f onto its central axis γ, (translating the domains Ω1 and Ω2 by a distance d/2 toward the
central axis) and to obtain equations on the resulting interface γ by integrating the equations on
Ω f over its transversal cross sections. Before integrating over the cross sections of γ however,
we decompose u f into its components normal to and tangential to the fracture u f = u fτ + u f n
with u f n = (u f · n) n and u fτ = u f − u f n. Also, we introduce the symbols ∇τ and ∇n for the
tangential and the normal components of the gradient operator. Next, the functions characterizing
the fracture medium Ω f , i.e. the porosity, the absolute permeability and the depth, are averaged
over cross sections of Ω f normal to the direction of the fracture or simply assumed to be invariant
in the normal direction. We assume that the absolute permeability tensor K f can be written as the
sum of a normal part K f n and a tangential part K fτ, and for simplicity we assume that these are
both invariant in the normal direction. The resulting model consists of a two-phase flow problem
in the three-dimensional subdomains coupled with a lower dimensional two-phase flow problem







Figure 3: The domain Ω with the fracture interface γ.
4.1. The pressure equation in the fracture for the reduced model
The total mass conservation equation (17) in Ω f may be written in the reference system {n, τ}
as follows:
∇τ · u f + ∇n · u f = q f in Ω f . (31)
Integrating this equation across the cross-sections of the fracture results in a mass balance equa-
tion in two dimensions with an additional source term representing the difference between what
flows into the fracture from the subdomains Ωi, i = 1, 2, and what flows out of the fracture toward
the subdomains:
∇τ · uγ = qγ + (u1 · n1 + u2 · n2) in γ, (32)








To obtain the expression for the additional source term we have used the continuity of the total
Darcy velocity at the interfaces γ1 and γ2 to replace −u f · n f |γi by ui · ni, i = 1, 2.
Writing the Darcy equation (18) in Ω f with the reference system {τ,n} and neglecting inside
the fracture the component of the gravity term normal to the fracture (as gravity effects are small
along n due to the small width of the fracture) yields
u fτ = −K fτ k f (s f )
(
∇τp f − ρ f (s f )uG
)
in Ω f , (33)
u f n = −K f n k f (s f )∇n p f in Ω f , (34)
where with an abuse of notation we have written K f n for the single non zero component of the
tensor K f n and we kept the vector notation for the one-dimensional vector u f n. Writing Kγ, kγ
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and ργ for dK fτ, k f and ρ f respectively and integrating equation (33) across the cross-sections of
the fracture we obtain

















Thus the pressure equation in the interface fracture consists of (32) together with (35). This
equation takes into account the exchanges with the subdomains through the additional source
term of (32). Equation (34) will be used to give a boundary condition on γ for the pressure equa-
tion in the subdomain Ωi, i = 1, 2, and thus to allow the pressure equations in the subdomains to
take into account exchange with the fracture. Integrating this time over the half-cross-sections of
the fracture and using the approximations∫ 0
−d/2
u f n dn ≈
d
2
(u f · n) | γ1 and
∫ d/2
0
u f n dn ≈
d
2
(u f · n) | γ2
we obtain two equations, one for each i, i = 1, 2:
d
2
(u1 · n) |γ1= −K f n kγ(sγ)
(





(u2 · n) |γ2= −K f n kγ(sγ)
(
p f |γ2 −pγ
)
,
where we have again used the continuity of the normal component of the total Darcy velocity
across γi. Using the continuity of p − β(s) across γi we obtain
d
2
(u1 · n) |γ1= −K f n kγ(sγ)((pγ − βγ(sγ)) − (p1 − β1(s1)),
d
2
(u2 · n) |γ2= −K f n kγ(sγ)((p2 − β2(s2) − (pγ − βγ(sγ))),
or with the notation
κ(sγ) = −
K f n kγ(sγ)
d/2
ui · ni + κ(sγ)(pi − βi(si)) = κ(sγ)(pγ − βγ(sγ)), i = 1, 2. (36)
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4.2. The saturation equation in the fracture for the reduced model
We proceed for the saturation equation (23)-(25) in the same manner as we did for the pres-




+ ∇τ · uw f + ∇n · uw f = qw f , in Ω f , (37)
uw f = uw fτ + uw f n, in Ω f . (38)













Using the continuity of the wetting-phase flux across γ1 and γ2, given by equation (28), we may
write the saturation equation in the 2-dimensional fracture with an additional source term that




+ ∇τ · uwγ = qwγ + (uw1 · n1 + uw2 · n2), in γ, (39)
where we have written Φγ for Φ f .
The Darcy equation for the wetting-phase flow (24)-(25) in the direction tangential to the
fracture may be rewritten as
uw fτ = r fτ + f fτ, in Ω f
r fτ = −K fτ∇τ α f (s f ), f fτ = fw f (s f )
(
u fτ + fGw f (s f )K fτuG
)
.
Integrating these equations across the normal cross-sections of the fracture we obtain Darcy’s
law in γ for the wetting-phase
uwγ = rγ + fγ in γ,














Thus with (39) and (40) making up the saturation equation along γ, to obtain a boundary
condition on γ for the saturation equation in Ω1 and that in Ω2, just as we did for the pressure
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equation for the reduced model, we turn to the normal component of Darcy’s law, but this time
for that of the wetting-phase. Since we have neglected gravity effects across the fracture in the
normal direction n, we have
uw f n = −K f nkw f n(s f )∇n p f w.
Integrating this equation across the normal half-cross-sections of the fracture and using the ap-
proximations ∫ 0
−d/2
uw f n dn ≈
d
2
(uw1 · n) | γ1 and
∫ d/2
0
uw f n dn ≈
d
2




uw1 · n |γ1= −K f nkw f n(s f )(pγw − p f w |γ1 ),
d
2
uw2 · n |γ2= −K f nkw f n(s f )(p f w |γ2 −pγw),
where we have used the continuity of the normal component of the wetting phase velocity across
γi, i = 1, 2.
Now, using equation (10) and the continuity of the capillary pressure and that of the term
p − β across γi we obtain
uwi · ni + κw(sγ)(pi − βi − 12πi) = κw(sγ)(pγ − βγ −
1
2πγ),
where κw(sγ) = −
K f n kwγ(s f )
d/2
. Using the pressure transmission condition (36), we can rewrite
these equations as, for i = 1, 2,











4.3. The reduced model
Now we collect all of the equations for the reduced model, mass conservation, Darcy’s law,
transmission conditions, and boundary conditions.
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The pressure equations in the matrix subdomains are
∇ · ui = qi, in Ωi, (42)
ui = −Ki ki(si) (∇pi − ρi(si)uG), in Ωi, (43)
ui · ni + κ(sγ)pi = κ(sγ)
(
pγ − βγ(sγ) + βi(si)
)
, on γ, (44)
ui · ni = 0, on ΓpNi , (45)
pi = pD, on Γ
pD
i , (46)
coupled with the pressure equations in the fracture interface
∇τ · uγ = qγ + u1 · n1 + u2 · n2, in γ, (47)




, in γ, (48)
pγ = pD, on ∂γ. (49)




+ ∇ · uwi = qi, uwi = ri + fi, in Ωi, (50)





, in Ωi, (52)






+ fwγ(sγ) ui · ni, on γ, (53)
uwi · ni = 0, on ΓsNi , (54)
si = sD, on ΓsDi , (55)




+ ∇τ · uwγ = qwγ + uw1 · n1 + uw2 · n2, on γ, (56)
uwγ = rγ + fγ on γ, (57)






uwγ · nγ = 0 on ΓsNγ , (60)
sγ = sD on ΓsDγ . (61)
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Again we point out that the equations in the interface receive input from those in the sub-
domains through the additional source terms in the conservation equations (47) and (56), which
represent the contributions of the subdomains to the flow in the fracture, while equations in the
subdomains receive input from those in the fracture interface through the transmission conditions
(44) and (53) imposed on γ which provide boundary conditions of Robin type to the subdomain
solvers.
We note that for the reduced model, the capillary pressure, and even the phase pressures, may
be discontinuous across the fracture interface γ as sγ does not represent the saturation value on
either boundary γi of the full fracture Ω f but an average value across the cross-sections of Ω f .
We also point out that the reduced model is valid for fractures with permeability higher than
that of the rock matrix as well as for fractures which act as barriers, and with this observation it is
interesting to consider the two limit cases which occur when the coefficients in the transmission
conditions of (44) and (53) are very large and when they are very small:
• If K f n −→ ∞, then κ(sγ) −→ ∞ and κw(sγ) −→ ∞ and dividing Equation (36) by κ(sγ)
and Equation (41) by κw(sγ) we obtain for i = 1, 2
pi − βi(si) = pγ − βγ(sγ), πi(si) = πγ(sγ).
The phase pressure and capillary pressure discontinuities across γ decrease when the ab-
solute permeability in the fracture increases in comparison to the matrix permeability.
• When neglecting capillary pressure the transmission conditions (36), (41) become
ui · ni + κ(sγ)pi = κγ(sγ)pγ, uwi · ni = fγ(sγ) ui · ni.
5. Two-phase flow in a domain with intersecting fractures
We consider a simple model in which the domain Ω is subdivided into 3 subdomains Ωi, i ∈ I = {1, 2, 3}
separated by intersecting fracture interfaces γi j = ∂Ωi ∩ ∂Ω j, (i, j) ∈ S = {(1, 2), (2, 3), (3, 1)} as
in Fig. 4. Again for simplicity, we assume that each of the fracture interfaces is planar and that
T = γi j ∩ γ jk ⊂ Ω whenever (i, j) and j, k) belong to S . We set Γi = ∂Ω ∩ ∂Ωi, γ = ∪
(i, j)∈S
γi j,
γi = ∂Ωi ∩ γ = ∪
( j, k) ∈ S
j = i or k = i
γ jk. As earlier, ni is the exterior unit normal vector field on ∂Ωi and ni j is









Figure 4: A domain Ω with intersecting fractures
We extend the reduced model (42)-(61) to a multiple fracture model as follows. The pressure
and the saturation models in each subdomain Ωi, i ∈ I are
∇ · ui = qi, in Ωi, (62)




, in Ωi, (63)
ui · ni + κ(si j) pi = κ(si j)
(
pi j − βγi j (si j) + βi(si)
)
, on γi j ⊂ γi, (64)
ui · ni = 0, on ΓpNi , (65)






+ ∇ · uwi = qi, uwi = ri + fi, in Ωi, (67)





, in Ωi, (69)
uwi · ni − κw(si j)
πi(si)
2
= − κw(si j)
πi j(si j)
2
+ fwγ(si j) ui · ni, on γi j ⊂ γi, (70)
uwi · ni = 0, on ΓsNi , (71)
si = sD, on ΓsDi . (72)
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and in the interfaces γi j, (i, j) ∈ S
∇τ · ui j = qi j + ui · ni + u j · n j, in γi j, (73)
ui j = −Ki j ki j(si j)
(
∇τpi j − ρi j(si j)uG
)
, in γi j, (74)




+ ∇τ · uwi j = qwi j + uwi · ni + uw j · n j, in γi j, (76)
uwi j = ri j + fi j, in γi j, (77)
ri j = −Ki j ∇τ αi j(si j), in γi j, (78)
fi j = fwi j(si j)
(
ui j + fGwi j(si j)Ki juG
)
, in γi j, (79)
uwi j · ni j = 0, on ΓsNi j , (80)
si j = sD, on ΓsDi j . (81)
Concerning T where the interfaces intersect we assume that there is no one-dimensional flow
along T . If we assume also that the fractures have all the same high permeability compared to
the matrix rock we can assume continuity of phase pressure and with mass conservation we have
at the intersection∑
(i, j)∈S
uwi j · ni j = 0, on T, (82)
πi j(si j) = πkl(skl), on T, (i, j), (k, l) ∈ S , (i, j) , (k, l), (83)∑
(i, j)∈S
ui j · ni j = 0, on T, (84)
pi j − βi j(si j) = pkl − βkl(skl), on T, (i, j), (k, l) ∈ S , (i, j) , (k, l). (85)
Remark 1. If we would like to consider a flow along T , we would have to add one-dimensional
pressure and saturation equations with source terms representing the exchange of fluid between
the fractures γi j with continuity of phase pressures and capillary pressures between T and the
fractures γi j.
Remark 2. In this model continuity of phase pressures as well as of phase fluxes are imposed
at fracture intersections since we assumed that the fractures have a high permeability compared
with that in the matrix rock. In other situations, like for instance the intersection of a barrier with
a high permeability fracture, other conditions based on physical assumptions must be imposed.
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Thus in our numerical experiment described in section 9.3 we assumed that the barrier does not
cut through the high permeability fractures and that there is no flow entering the barrier at the
fracture intersection.
6. Multidomain formulation
Since the fractures are represented as interfaces between subdomains of the porous medium
it is natural to apply domain decomposition methods for the model problem (62)-(85). Domain
decomposition methods would be very useful for employing different time steps in the subdo-
mains and in the fracture [31, 32, 33] even though for simplicity of notation, we will use equal
time steps all over the domain. For simplicity, throughout this section, all problems are written
in strong form and we suppose that homogeneous Dirichlet boundary conditions are imposed
everywhere on ∂Ω.
6.1. Pressure equation
The domain decomposition method to solve the reduced pressure model is an extension to
two-phase flow of that used for single-phase flow in [41, 30]. Then, we solve the model prob-
lem given by pressure equations in Ωi (62)-(66), and in γ (73)-(75), supplemented by pressure
transmission conditions on T (84)-(85).
The unknowns from each subdomain are eliminated and the problem is reduced to a problem
set on the interface γ = ∪
(i, j)∈S
γi j. We define the space Mγ = L2(γ) × L2(T ) = L2(γ12) × L2(γ23) ×
L2(γ31) × L2(T ) and for λ ∈ Mγ we write λ = (λγ, λT ). For each subdomain Ωi, we introduce the
linear Robin to Neumann operator LRtNpi defined by
LRtNpi : L
2(0,T f ; Mγi ) −→ L2(0,T f ; L2(γi)),
λi 7−→ −(ui · ni)|γi ,
with λi = λγ|γi and (ui, pi) the solution of the pressure problem
∇ · ui = qi, in Ωi, (86)




, in Ωi, (87)
ui · ni + κ(si j) pi = κ(si j)
(
λi j − βγ(sγ) + βi(si)
)
on γi j ⊂ γi, (88)
pi = 0, on Γi. (89)
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Obviously the operator LRtNpi depends on si but this dependence is not shown in order to make
the notation less cumbersome.





Also at the intersection T between the fractures, we define the following operator
LRtNpT (λT ) =
∑
(i, j)∈S
ui j · ni j, (91)
where ui j = uγ|γi j and where(uγ, λγ) is the solution of the pressure problem in γ
LRtNp (λγ) − ∇τ · uγ = qγ, in γ, (92)




, in γ, (93)
λγ = 0, on ∂γ, (94)
λi j − βi j(si j) = λT , on T, (i, j) ∈ S , (95)
LRtNpT (λT ) = 0, on T, (96)
By plugging the second equation into the first equation, this system can be viewed simply as
a pressure interface problem with one unknown λ that lives on the interface γ. It is a symmetric
and positive definite system. Thus a simple conjugate gradient method can be applied, where
each iteration requires subdomain solves, and a calculation of the flow in the set of the fractures.
6.2. Saturation equation
We derive in this subsection the interface problem associated with the reduced saturation
problem given by subdomain equations (67)-(71), and fracture equations (76)-(81), supplemented
by saturation transmission conditions on γ (70) and on T (82)-(83). We define the time-dependent
nonlinear Robin to Neumann operator with θ = (sγ, sT ) such that:
LRtNsi : L
2(0,T f ; Mγ) −→ L2(0,T f ; L2(γi)),
θi 7−→ −(uwi · ni)|γi ,
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+ ∇ · uwi = qi, uwi = ri + fi, in Ωi, (97)





, in Ωi, (99)
uwi · ni − κw(θi j)
πi(si)
2
= − κw(θi j)
πi j(θi j)
2
+ fwγ(θi j) ui · ni, on γi j, (100)
si = 0, on Γi. (101)
For simplicity of notation, we don’t show the dependence of the operator LRtNsi on pi.





We introduce also θT = θγ|T and LRtNsT (θT ) =
∑
(i, j)∈S
uwi j · ni j. On the interface γ the saturation




+ ∇τ · uwγ − LRtNs (θγ) = qwγ, on γ, (103)
uwγ = rγ + fγ, on γ, (104)





, on γ, (106)
θγ = 0, on ∂γ, (107)
πi j(θT ) = πsk(θT ), (s, k) , (i, j) on T, (108)
LRtNsT (θT ) = 0, on T, (109)
By substituting equations (104-106) into the first equation, we obtain a simple interface
advection-diffusion problem, with only the saturation unknown θ that lives on the interface γ.
This is a nonlinear problem which, after discretisation, can be solved iteratively with a GMRES-
Newton algorithm, where as for the interface pressure problem, we use a local preconditioner to
improve convergence.
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7. Numerical discretization for the interface model
7.1. Spatial approximation
For simplicity , in this section we suppose that the domain is separated into only two sub-
domains, Ω1 and Ω2, by a single fracture-interface γ. Let T ih denote a finite-element mesh of
Ωi made up of tetrahedra. We suppose that the these meshes are such that Th1 ∪ Th2 forms a
conforming finite element mesh on all of Ω. For each K ∈ T ih, i = 1 or 2, let FhK denote the set
of faces of K. If K ∈ T ih and L ∈ T
i
h,K , L, share a face σ, then σ will sometimes be denoted




FK , Fhγ = {σ ∈ F : σ ⊂ γ} , Fhext = {σ ∈ F : σ ⊂ ∂Ω} .
Let T γh be the finite-element mesh on γ induced by Ωi, i = 1, 2; i. e. T
γ
h is the set of faces of
T ih lying on γ. We denote by Eγ the set of edges of the triangles in T
γ
h .
The pressure equations (86)-(89) and the saturation equations (97)-(101) in the subdomains
Ωi are approximated with a three-dimensional mixed finite element method [24, 48] while the
pressure equations (92)-(96)) and the saturation equations (103)-(107) in the fracture γ are ap-
proximated with a two-dimensional mixed finite element method.
The approximate scalar unknowns, pressures ph,i and ph,γ and saturations sh,i and sh,γ, are
piecewise constant and they are sought in the following spaces
Mih =
{





qh,γ ∈ L2(γ) ;∀σ ∈ T
γ
h , qh,γ|σ = qσ,γ ∈ R
}
.
The degrees of freedom for the pressure and the saturation are their respective averages over the
cells.
The approximate vector unknowns, total velocities uh,i and uh,γ and capillary diffusion veloc-
ities rh,i and rh,γ are piecewise polynomials sought in the following spaces
Vih =
{





vh,γ ∈ H(div, γ) ; ∀σ ∈ T γh , vh,γ|σ = vσ,γ ∈ RT0(σ)
}
where RTN0(K) and RT0(σ) are the local lowest-order Raviart-Thomas-Nédélec finite element




For time stepping we use an IMPES method (IMplicit Pressure Explicit Saturation). For the
saturation equation we use operator splitting in order to use different time steps for the diffusion
and the advection. For the diffusion an implicit Euler method is used while the advection is
treated explicitly with a Godunov type method.
Also the fracture and the surrounding matrix have very different physical properties, so one
would like to use different time steps in the matrix domain and in the fracture, smaller time steps
in the fractures of higher permeability than in the matrix or or on the contrary, possibly larger
time steps in the fracture if it is a barrier. This has not been done here, but see [31, 32, 33] for
possible methods for implementing this idea.
For simplicity of exposition we use a uniform time discretization of N intervals of the time
interval of simulation (0,T f . Let ∆t = T f /N and tn = n∆t. It is straightforward to adapt the
method to a nonuniform time discretization. The calculation is initialized by setting the values






K s0, for each K ∈ T
i










each σ ∈ T γh .
Assuming we know at time tn the saturation snh,i in the subdomains Ωi and s
n
h,γ in the interface
γ we calculate the saturation sn+1h,i , s
n+1
h,γ at time t
n+1 in two steps. In the first step we solve the
pressure equation and in the second step we solve the saturation equation. Using operator split-
ting this second step is actually divided into a first substep during which we advance saturation
through advection and a second step during which we advance saturation through diffusion.
7.3. Step 1: The pressure equation
Here we derive the approximation equations for the interface problem for the reduced frac-
ture formulation of the pressure equation (92)-(96). Given saturations snhi ∈ M
i
h on the subdo-
mains and snhγ ∈ M
γ
h on the interface from the previous time step n ≥ 1 or from the initial data
when n = 0, we solve the pressure equation using a MFE method with non-overlapping domain
decomposition [28, 41]. With the same notation for the Robin-to-Neumann operators for the ap-
proximation problem as for the continuous problem, the discrete form of the Robin-to-Neumann








λh,γ 7−→ −(unh,i · ni)|γ,
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h is the solution of the subdomain problem∫
Ωi
∇ · unh,i r =
∫
Ωi










pnh,i ∇ · v =
∫
γ
p̄i,γv · ni +
∫
Ωi
ρi(snh,i) uG · v, ∀v ∈ V
i
h, (111)
κ(snh,γ) p̄i,γ − u
n








, on ∂Ωi ∩ γ, (112)
where K̂ni = Kiki(s
n
h,i)) and p̄i,γ ∈ M
γ
h is an auxiliary unknown denoting a “trace” of the pressure
on ∂Ωi∩γ while λh,γ denotes an interface pressure in γ. Equation (112) enforces the transmission
equation (44) and provides a Robin boundary condition on ∂Ωi ∩ γ for the subdomain problem.
The pressure equation formulated as an interface problem can be written as follows:


































pnh,γ∇ · v =
∫
γ
ργ(snh,γ) uG · v, ∀v ∈ V
γ
h, (114)
where K̂nγ = Kγkγ(snh,γ).
The Dirichlet-to-Neumann operators LRtN,npi are affine and can be split into their linear parts
and their constant parts. In this way we obtain a linear problem which can be solved using an
iterative method where each iteration involves solving the subdomain problems (110), (111),
(112) on Ω1 and Ω2.
7.4. Step 2: The saturation equation
The calculation of the saturation is splitted into two substeps, an advection substep followed
by a diffusion substep.
7.4.1. Advection substep
The time step ∆t = tn+1− tn, n = 1, · · · ,N−1, is divided into L advection time steps of length
∆ta = tn,l+1 − tn,l, l = 0, · · · , L− 1, n = 1, · · · ,N − 1, where tn,l = tn + l∆ta, l = 0, · · · , L− 1; n =
1, · · · ,N − 1. For simplicity we have taken L independent of the subdomain and of whether we
are in the fracture or the matrix though one could of course choose a different number L for each
subdomain and for the fracture.
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h of the saturations s
n
h,i, i = 1, 2








h,γ, we calculate for l = 1, · · · , L intermediate saturations
sn,lh,i, i = 1, 2 and s
n,l
h,γ using a first order cell-centered finite volume method of Godunov type.










|σ|ϕn,lσ = 0, ∀K ∈ T
i
h, (115)
where |σ|ϕn,lσ is an approximation of the advection flux |σ| f naiσ through the face σ, where
f naiσ(s) = fi(s)





ϕn,lσ is a function of the two values of the saturation on the two cells adjacent to σ with nσ the
normal to σ pointing from one side of σ to the other.








where sn,lK and s
n,l
L are two neighbouring cell-values of the saturation with nσ pointing from K to
L. If σ ∈ Fext one of these two saturations is the saturation on the boundary of Ω.





fai(s) if a < b,
max
s∈[b,a]
fai(s) if a ≥ b.
This formula is valid for a large class of functions fa but in our case fa has a particular shape
– it has either one maximum and no other local maximum or one minimum and no other local
minimum – and this general formula can be replaced by the following formulas [1]
When fai has one maximum:
ϕi(a, b) = max{ fai(max{a, ξ fi }), fai(min{ξ fi , b})},
ξ fi = argmax fai.
When fai has one minimum:
ϕi(a, b) = min{ fai(min{a, ξ fi }), fai(max{ξ fi , b})},
ξ fi = argmin fai.
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Another possibility is to use phase by phase upstreaming where each phase mobility is cal-
culated using the saturation which is upstream with respect to the phase [10, 16]
ϕ(a, b) = ϕw,σ = f ?w (uσ,i + f
?
GwKuG) · nσ,
where f ?w , f
?
Gw are calculated with formulas (7),(13) using the mobility kw (resp. knw) calculated
with the upstream saturation value with respect to the flow of the wetting (resp. non-wetting)
phase:
k?` =
 k`(a) if (nK · nσ)(uσ,i + f
?
GwKuG) · nσ > 0,
k`(b) if (nK · nσ)(uσ,i + f ?GnwKuG) · nσ ≤ 0,
` = w, nw.
Thus when the two phases are flowing in opposite directions the wetting and nonwetting mobili-
ties are calculated with different values of the saturation. If both phases are flowing in the same
direction the Godunov flux and the phase upstream flux give the same result, both mobilities
being calculated with the same upstream saturation.
If σ is included in the interface γ, σ ∈ Fγ
There is a change of rock types, the mobilities and capillary pressure change across σ and the
numerical flux defined for faces inside the subdomains are extended in the following way. There







σ,γ), i = 1, 2 (116)
where sn,lK,i and s
n,l
σ,γ are the upstream and downstream values of the saturation with respect to
the direction pointed by nσ, the normal to σ pointing out of Ωi. As the notation shows sn,lK,i is a
cell-value saturation in Ωi and sn,lσ,γ is a cell-value saturation in the fracture γ.
The Godunov flux can be calculated using the formulas (see [1])
When fai has one maximum:
ϕiγ(a, b) = max{ fai(max{a, ξ fi }), faγ(min{ξ fγ , b})},
ξ fi = argmax fai, ξ fγ = argmax faγ.
When fai has one minimum:
ϕi(a, b) = min{ fai(min{a, ξ fi }), faγ(max{ξ fγ , b})},
ξ fi = argmin fai, ξ fγ = argmin fai.
(117)
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This formula is valid when using the Muelam-van Genuchten model (capillary pressure curves
with the same endpoints) while it may fail when using the Brooks-Corey model (capillary pres-
sure curves with different entry points) [7].
The phase upstream flux is extended as
k?` =
 k`,i(a) if (uσ,i + f
?
GwiKuG) · nσ > 0,
k`,γ(b) if (uσ,i + f ?GnwiKuG) · nσ ≤ 0,
` = w, nw.
However in pathological cases it can fail [42] and in [18, 8] it is shown how to proceed correctly.
In the fracture. Equations in γ are similar to that in the subdomains except they are now in two
dimensions instead of three. Also there is now a right-hand side representing the contributions




























s0σ,a, ∀σ ∈ T
γ
h .
|e|ϕn,le is an approximation of the advection flux through the edge e, |e| f naγ, with
f naγ(s) = fγ(s)
n · ne = fwγ(s)(unhi + fGwγ(s)uG) · ne.








where θn,lσ− and θ
n,l
σ+ are the upstream and downstream cell-values of the saturation with respect to
the direction pointed by ne. The function ϕnγ is defined by the same Godunov or phase by phase
upstream formula except that the function f nai is replaced by f
n
aγ. If there is a change of rock type
inside the fracture it can be dealt as at the interface between the fracture and the subdomains.
7.4.2. Diffusion substep
Given the saturations on the subdomains sn,Lhi ∈ M
h
i , i = 1, 2 and on the interface θ
n,L
h,γ given
from the advection step we calculate the saturations sn+1hi ∈ M
h
i , i = 1, 2, and θ
n+1
h,γ by solving
the diffusion equations formulated as an interface problem using domain decomposition as we
did for the pressure equations, except that now the Robin to Neumann operator as well as the
interface problem is nonlinear.
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θh,γ 7−→ −(rnh,i · ni)|γ,
where θh,γ is a saturation function given on the interface γ and the pair (rn+1h,i , s
n+1















∇ · rnh,i r =
∫
Ωi










αi(snh,i) ∇ · v =
∫
γ
αi(s̄n+1i,γ ) v · ni ∀v ∈ V
i
h, (120)






on ∂Ωi ∩ γ, (121)
where s̄n+1i,γ ∈ M
γ
h is an auxiliary unknown denoting a trace of the saturation on ∂Ωi ∩ γ while θh,γ
denotes an interface saturation in γ.
Equation (121) provides a nonlinear Robin boundary condition on ∂Ωi ∩ γ to the subdomain





that in Equation (53) there are two advective terms fi · ni on the right hand side and fwγ(sγ) ui · ni
on the left hand side which both represent the advective flux through ∂Ωi ∪ γ. Therefore they
cancelled out during the advective step in order to preserve mass conservation and we obtain the
transmission equation (121) for the diffusion step.
Then the saturation equations for the diffusion step formulated as an interface problem can
be written as to calculate the pair (rn+1h,γ , s
n+1
































h,γ , v −
∫
γ




Using the close relationship between mixed finite elements and cell-centered finite volumes
on triangles [2, 52, 51, 21] the interface problems on γ for the pressure equation (113), (114)
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and for the diffusion part of the saturation equation (122), (123) were actually implemented as a
triangular cell-centered finite volume method while the Robin to Neumann operators LRtN,npi1 and
L
RtN,n
si , i = 1, 2 were implemented using tetrahedral mixed finite elements of lowest order.



















It was shown in [6] that a good preconditioner to solve this linear problem by a conjugate gradient





Similarly, in the calculation of the saturation, the interface reduced diffusion problem (122),


















(sn+1h,γ ) = q
n
wh,γ. (125)
At each time step n+1, this nonlinear interface system is solved using an inexact Newton GMRES
approach. At each Newton iteration the linear system is solved inexactly using GMRES and
the jacobian matrix-vector product is approximated by forward finite differences (Jacobian Free
Newton Krylov (JFNK) method, see [38]).
Our IMPES method is summarized by the following steps:
Algorithm.




1. Solve the interface pressure equation (124) to obtain pnh,γ and p
n
h,i,.
2. Perform L explicit advection steps of the saturation equation in the subdomains and in the
interface γ as described in section 7.4.1 to obtain sn,Lh,i and s
n.L
h,γ .




Our code is written in Matlab using programs from the library MRST [40].
Concerning meshes, the interface γ and the boundary Ω were discretized with the three-
dimensional surface meshing code BLSURF [14]. From this surface meshes three-dimensional
volumetric meshes were produced by the code GHS3D [25].
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9. Numerical experiments
We consider displacements of a nonwetting fluid by a wetting fluid in a porous medium which
is a cubic domain Ω of dimensions 20 × 20 × 20 [m]. The wetting fluid is injected through one
vertical face of this cube and the fluids exit the cube through the opposite face. On the four other
faces a no flow condition is imposed. See Fig. 5.
We will consider several configurations for the fractures, first with a single fracture and latter
with intersecting fractures. These fractures may have a larger permeability than the matrix rock
or may be barriers. It is important to notice that in our experiments, even though the interface γ
goes all the way to the boundary ∂Ω, the fracture itself does not in the horizontal direction and
stops 1/10 of a side length from each of the vertical boundary faces. In the part of γ which is
not the actual fracture the rock type is that of the rock matrix. Consequently we encounter two
changes of rock type when moving horizontally along γ.
In all the experiments presented herethe absolute permeability tensors K are actually scalar
absolute permeabilities K, and the Muelam-Van Genuchten model is used for the relative perme-
ability and capillary pressure curves. Relative permeabilities as functions of the wetting phase
saturation are, for both the rock matrix and the fracture,
kw(sw) =
√
sw[1 − (1 − snw)
m]2, knw(sw) = (1 − sw)2(1 − snw)
2m,






(1 − s)−1/m − 1
)1/n
. (126)
All of our tests include gravity effects.
9.1. Experiment with a single fracture
First, we consider a simple numerical experiment with a single vertical fracture located in
the middle of the domain, perpendicular to the injection and production faces of Ω. See Fig. 5
left. The width d of the fracture is two thousand times smaller than the length of the edges of Ω.



































Figure 5: Left: Single fracture experiments: No flow except through the magenta inflow region and the blue outflow
region. Right: Capillary pressure curves.
The pressure boundary conditions on the inflow and outflow boundaries are 50 and 0 psi
respectively. The saturation boundary conditions are sw = 1 on the inflow boundary. On the
outflow boundary the saturation at time tn+1 is set to be equal to that inside the closest cell at
time tn. The rock parameters we use are the same in the two subdomains. The fluid and medium
properties are provided in Table 1.
Table 1: Data for example 1
Rock and fluid propreties
Matrix properties: Φm=0.1, Km=1 md
Fracture properties: Φ f =0.7, K f =103 md
Fluid properties: µw=1 cp, ρw=1000 kg/m3
µnw=0.45 cp, ρnw=660 kg/m3
Fig. 6 shows the saturation of the wetting phase at two different times. At left the saturation
sw is shown on three faces of the boundary of Ω and at right we show sw on the bottom face of Ω.
Note that the saturation in the fracture itself cannot be seen in the pictures. For this calculation
the 2-D mesh for γ together with the boundary of Ω has 880 triangles and from this 2-D mesh






















































Figure 6: A single vertical fracture: saturation of the injected wetting fluid at two different times. At left saturation on
∂Ω. At right saturation on the bottom face of Ω.
From equations (43), (48), (52) and (59) we note that gravity effects are proportional to the
absolute permeability and therefore are more important in the fracture than in the rock matrix.
This explains why we see in Fig. 6 an accumulation of the wetting fluid at the bottom of Ω near
the fracture.
We observe also a cusp in the saturation isolines near the entrance of the fracture as the wet-
ting phase is drawn into the more permeable fracture. In the vicinity of the fracture exit however,
the wetting phase fluid accumulates as it enters the less permeable rock matrix. Fig. 7 shows the
calculated saturation of the injected wetting phase along a line orthogonal to the fracture with a
comparison between the reduced model and a three-dimensional model where the fracture width
is discretized with two cells. We note that the two models give similar results. We observe in-
verted spikes in the saturation curve at the interfaces between the fracture and the matrix. These
are physical for the following reason. Since the permeability in the fracture is higher than in the
matrix, due to Equation (126) the capillarity pressure is smaller in the fracture than in the matrix
30



















matrix   (3D model)
fracture (3D model)
matrix   (2D model)
fracture (2D model)
Figure 7: Saturation of the injected wetting fluid along a line orthogonal to the fracture with a comparison between the
reduced fracture model (2D model) and a full three-dimensional model (3D model)
(see Fig. 5 right). Therefore at the fracture-matrix interface, continuity of the capillary pressure
implies a smaller saturation in the fracture than in the matrix. This generates the observed in-
verted spikes because the overall saturation in the fracture is larger than in the matrix since the
displacement of the non wetting phase is faster in the fracture than in the matrix.































































Figure 8: Efficiency of the CG preconditioner.
For this same example, we show the effects of the preconditioners presented briefly in Sec-
tion 8. For the interface reduced pressure equation (124) which is linear the preconditioner for
the conjugate gradient method is the inverse of the fracture operator and Fig. 8 shows the result-
ing improvement in the convergence curves. The improvement increases with the value of the
absolute permeability in the fracture.
For the interface reduced nonlinear saturation diffusion equation (125) the system is solved
using inexact Newton GMRES with the JFNK method. Fig. 9 shows the effect of the method on
GMRES and on Newton iterations.
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Figure 10: Inclined fracture: saturation of the injected wetting fluid at two different times. At left saturation on ∂Ω. At
right saturation on the bottom face of Ω.
Figure 10 shows the results of an experiment identical to the previous one, that of Fig. 6,
except for the fact that in this experiment the fracture is inclined. Gravity no longer acts in a
direction parallel to the fracture. The results differ but are qualitatively similar to that for the
previous example.
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9.2. An experiment with three intersecting high permeability fractures
We consider now a cubic fractured medium which is divided into three subdomains by three
fractures connected along a straight line.
First we consider the case where the parameters in the subdomains and in fractures 1 and 3
are the same as for the previous experiments, but fracture 2 is five times more permeable than the
two other fractures. See Fig. 11 left for the geometry and right for the numerical results. One
can observe that the flow is faster in fracture 2 so that it accumulates more at its endline when it



































Figure 11: Left: Three intersecting fractures, no flow except through the magenta inflow region and the blue outflow
region, higher permeability in fracture 2 than in fractures 1 and 3. Right: saturation at two different times.
9.3. An experiment with three intersecting fractures, one a barrier
In a last example, we introduce one barrier. The geometry is shown in Fig. 12 left. Unlike
for the fractures in the previous examples, the part of the boundary of the barrier that is near
the boundary of the domain lies actually on the boundary of the domain. The barrier has a low
permeability (10−5 md) compared to the other fractures (103 md). We assume that there is no
flow into the barrier from its edge in common with the other two fractures. The volumetric mesh
has 72137 tetrahedra and the two-dimensional mesh for γ has 880 triangles.The evolution of the
saturation of the injected fluid is presented in Fig. 12 right. We observe that the injected fluid
does not cross the barrier in the left part of the domain, and that it is captured in the matrix



































Figure 12: Left: Two fractures and a barrier, no flow except through the magenta inflow region and the blue outflow
region. Right: saturation at two different times.
10. Conclusion
In this paper we presented a model for two-phase flow in porous media with fractures. The
model is a reduced fracture model, i.e. a discrete fracture model in which the fractures are treated
as interfaces but which allow fluid flow exchange between the fractures and the rock matrix. This
model takes into account changes in the relative permeability and capillary pressure curves and
can handle barriers as well as fractures with large permeabilities. The model is discretized with
mixed finite elements and cell-centered finite volume methods. Some numerical experiments
were shown in order to check the validity of the method.
Further work must be undertaken in order to tackle more complex fracture configurations
and to extend the model to compositional flow, or to consider transport problems. An important
improvement would be to be able to use different time steps in the fractures and in the matrix
rock.
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[20] G. Chavent, J. Jaffré, Mathematical Models and Finite Elements for Reservoir Simulation, North Holland, 1986.
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d’écoulement et de transport en milieu poreux, Ph.D. thesis, Université Pierre et Marie Curie-Paris VI, 2013.
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