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GENERALISED MOORE SPECTRA IN A TRIANGULATED
CATEGORY
DAVID PAUKSZTELLO
Abstract. In this paper we consider a construction in an arbitrary tri-
angulated category T which resembles the notion of a Moore spectrum in
algebraic topology. Namely, given a compact object C of T satisfying some
finite tilting assumptions, we obtain a functor which “approximates” objects
from the module category of the endomorphism algebra of C in T . This
generalises and extends a construction of Jørgensen which appears in [9] in
connection with lifts of certain homological functors of derived categories.
We show that this new functor is well-behaved with respect to short ex-
act sequences and distinguished triangles, and as a consequence we obtain
a new way of embedding a module category in a triangulated category. As
an example of the theory, we recover Keller’s canonical embedding of the
module category of a path algebra of a quiver with no oriented cycles into
its u-cluster category of u > 2.
Introduction
In this paper we discuss the existence of “Moore spectra” in a triangulated
category. The terminology “Moore spectra” employed in this paper is borrowed
from algebraic topology, see [13]. While the notion discussed here does not
coincide with its counterpart in algebraic topology its spirit is the same.
In algebraic topology, the notion of spectra can be considered as one of “gen-
eralised topological spaces”. In this setting one uses the idea of a Moore spec-
trum to construct a spectrum with a single (pre-defined) non-vanishing homol-
ogy group; c.f. the notion of an Eilenberg-MacLane space for homotopy groups.
For instance, suppose A is an abelian group, the Moore spectrum MA of A is
a spectrum with
H(ΣiMA) =
{
A i = 0
0 i 6= 0,
where Σ is the suspension functor in the category of spectra.
Analogously, in this paper we shall consider the following setup: suppose C
is a compact object of a triangulated category T which has set indexed co-
products satisfying some finite tilting assumptions (see Setup 3.3 for precise
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conditions). Then consider the endomorphism algebra Sop = End(Cop) of C.
We are looking for ways to “represent” or “approximate” an Sop-module in the
triangulated category T . Compare this with the idea of Moore spectrum in
algebraic topology where one starts with given homology groups and “approx-
imates” a representative topological spae with given homology.
The idea of “Moore spectra” in triangulated categories in general was first
studied by Jørgensen in [9]; Jørgensen’s construction is also in the same spirit as
its namesake in algebraic topology. It is used as a tool when considering certain
lifts of homological functors between the derived category of the integers D(Z)
and an arbitrary triangulated category T .
However, the notion of Moore spectra in a triangulated category as devel-
oped by Jørgensen in [9] holds independent interest, in particular it yields a new
technique of embedding an abelian category in a triangulated category and of
obtaining a module category from a triangulated category in a nice way. The
construction given in this paper is a higher analogue of Jørgensen’s construc-
tion, though the language and techniques used to prove the theorems are very
different.
The outline of this paper is as follows: Section 1 recalls some definitions and
fixes notation; Section 2 consists of a brief review of Jørgensen’s construction as
it appears in [9] and in Section 3 we present the general construction and state
the main theorem (Theorem 3.5) of this paper. Section 4 is devoted to the proof
of the main theorem. In Section 5 we return briefly to Jørgensen’s construction
and in Section 6 we show that the functor obtained in Theorem 3.5 is well
behaved, in particular, that it takes short exact sequences to distinguished
triangles and induces a natural Hom-Ext sequence. The final section, Section 7
contains an example: we show how the Moore spectra functor recovers Keller’s
canonical embedding of the module category of a hereditary algebra into its
u-cluster category for u > 2.
Definitions and examples of triangulated categories can be found in [6] and
[16]. Background in homological algebra can be found in [7] and [17], and in
representation theory and algebra in [1].
1. Notation and preliminaries
Throughout this paper, unless stated otherwise, T will be a triangulated
category with set indexed coproducts.
1.1. Additive closure and compact objects. By Add(C) we denote the
(infinite) additive closure of C in T , that is the smallest full subcategory of T
whose objects are direct summands of (possibly infinite) set indexed coproducts
of C.
Recall the following definition from [14]:
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Definition 1.1. An object C of T is called compact if the functor HomT (C,−)
commutes with set indexed coproducts; that is given a set of objects {Xi}i∈I
in T then there is a canonical isomorphism∐
i∈I
HomT (C,Xi)
∼
−→ HomT (C,
∐
i∈I
Xi).
1.2. Projective dimension and global dimension. Let R be a ring. We
shall denote by Mod(R) the category of left R-modules. We shall denote the
category of right R-modules by Mod(Rop). We shall refer to a left R-module
simply as an R-module and a right R-module simply as an Rop-module.
Recall that an R-module P is called projective if the functor HomR(P,−) :
Mod(R) → Ab is exact, that is the sequence induced by the application of the
functor on a short exact sequence is also a short exact sequence.
Let A be an R-module. A projective resolution of A consists of chain complex
P : · · · → Pn → Pn−1 → · · · → P1 → P0 → 0
such that Hi(P ) = 0 for i > 1 and together with an isomorphism H0(P )
∼
−→ A,
where Hi(P ) denotes the i
th-homology group of the complex P .
Definition 1.2. Let A be an R-module. The projective dimension of A, written
projdimRA, is the smallest integer n such that there is a projective resolution
of A,
0→ Pn → Pn−1 → · · · → P1 → P0 → A.
We write projdimRA = n. If no finite resolution exists we say A has infinite
projective dimension.
Definition 1.3. Let R be a ring. The left global dimension of R is defined as
l.gldimR := sup{projdimRM |M ∈ Mod(R)}.
The right global dimension of R, denoted r.gldimR, is defined similarly.
Where right or left global dimension can be understood from context we shall
simply write gldimR and refer to the global dimension of R.
Definition 1.4. We define the following full subcategories of Mod(R):
(a) By Proj(R) we denote the full subcategory of Mod(R) whose objects are
all projective left R-modules.
(b) By Projk(R) we denote the full subcategory of Mod(R) whose objects
are left R-modules with projective dimension at most k.
1.3. Adjoint functors. Recall that for two categories A and B an adjunction
is a pair of functors F and G,
A
G
// B,
Foo
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such that there is a natural isomorphism
HomA (FB,A) ∼= HomB(B,GA).
The functor F is called the left adjoint and the functor G is called the right
adjoint. F (resp. G) is said to be left (resp. right) adjoint to G (resp. F ).
Recall that a functor F : A → B is called fully faithful (or full and faithful)
if
HomA (A,A
′) ∼= HomB(FA, FA
′)
for all objects A and A′ of A .
We shall need the following observation from [12] connecting the notions of
fully faithfulness with adjoint functors.
Lemma 1.5 ([12], Theorem IV.3.1). Let A and B be categories and suppose
A
G
// B,
Foo
is an adjunction with F left adjoint to G. Then the unit of the adjunction is
an isomorphism if and only if F is fully faithful.
We are now ready to review Jørgensen’s construction.
2. Jørgensen’s construction
Let R be a commutative ring. Recall that a triangulated category T is called
R-linear if for any two objects X and Y of T the Hom-space HomT (X, Y ) is an
R-module and the composition of morphisms is R-bilinear. A functor F : T →
T ′ of R-linear triangulated categories is said to be R-linear if F (rα) = rF (α)
for all morphisms α of T and all elements r ∈ R; see [9, Definition 1.2].
In [9, Section 4], Jørgensen considers the following setup.
Setup 2.1 ([9], Setups 4.1 and 4.12). Let R be a principal ideal domain, let T
be an R-linear triangulated category with set indexed coproducts and let C be a
compact object of T which satisfies the following assumptions:
(1) HomT (C,C) is a flat R-module;
(2) HomT (C,Σ
−1C) = 0;
(3) HomT (C,Σ
−2C) = 0.
The idea in [9] is to construct the best possible approximation of an R-module
A in T . This approximation of A in T is denoted by M(A) and is called the
Moore spectrum of A in T . Jørgensen’s construction depends on which object,
C, of T is employed as the Moore spectrum of the ring itself.
Jørgensen introduces an auxilliary category M , an analogue of which we
shall also introduce in the general construction. Below is the definition of M
in Jørgensen’s setting; see [9, Definition 4.3].
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Definition 2.2. Let M be the full subcategory of T consisting of all objects
M of T which occur in distinguished triangles of the form
C ⊗ F1
1C⊗f−→ C ⊗ F0 −→ M −→ ΣC ⊗ F1,
when A is an R-module with free resolution
0 −→ F1
f
−→ F0 −→ A −→ 0.
Note that in this definition, the tensor product is not the “usual” tensor
product but is in fact a bifunctor −⊗− : T ×Free(R)→ T which is R-linear,
preserves set indexed coproducts and has X ⊗ R ∼= X for each X in T . Here,
Free(R) denotes the full subcategory ofMod(R) consisting of all free R-modules.
Indeed, the construction of −⊗−, for each X in T and F in Free(R), identifies
X ⊗ F with a coproduct
∐
IF
X , where IF is an indexing set for a basis of F .
For full details of the construction see [9, Construction 1.4 and Lemma 1.5].
Jørgensen then obtains the following theorem.
Theorem 2.3 ([9], Proposition 4.7 and Theorem 4.9). Under the hypotheses
of Setup 2.1, the functor
HomT (C,−) : M → Mod(R)
has a left adjoint
M : Mod(R)→ M .
If M is viewed as a functorM : Mod(R)→ T by composition with the inclusion
functor i : M →֒ T , then M is an R-linear functor, it has M(R) ∼= C and it
preserves set indexed coproducts.
Jørgensen then continues to prove that the functor M constructed above is
well behaved with respect to short exact sequences inMod(R) and distinguished
triangles in T as well as under the functor Ext(−,−).
Note that, in the proof of Theorem 2.3, the assumption that HomT (C,C)
is flat as an R-module is required for proving the injectivity of a certain map
which is used in the construction, see [9, Lemma 4.5].
The main result of this paper generalises Theorem 2.3 to arbitrary triangu-
lated categories and dispenses with the requirement that R be a principal ideal
domain. We are also able to prove that the generalised Moore spectra functor
M is well behaved with respect to short exact sequences and distinguished tri-
angles as well as under the functor Ext(−,−). The next section concerns the
construction of generalised Moore spectra.
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3. The general construction
The starting point of the general construction is the following generalisation
of a well-known result.
Proposition 3.1. Let T be a triangulated category with set indexed coproducts
and suppose C is a compact object of T . Let S = EndT (C). Then the functor
HomT (C,−) : Add(C)→ Proj(S
op)
is an equivalence of categories.
Proof: See [2, Proposition II.2.1] for example. The compactness of C can be
used to pass to the infinite additive closure and infinitely generated projective
modules. ✷
Remark 3.2. The fact that HomT (C,−) : Add(C) → Proj(S
op) is an equiva-
lence of categories means that it is part of an adjunction which is an equivalence
of categories:
Add(C)
HomT (C,−)
// Proj(S
op).
M0oo
In particular, the unit of this adjunction is an isomorphism; see Lemma 1.5.
Throughout this paper we shall use the following setup (c.f. Setup 2.1).
Setup 3.3. Let T be a triangulated category with set indexed coproducts and
suppose C is an object of T satisfying the following assumptions:
(1) C is a compact object of T ;
(2) Its endomorphism algebra Sop = EndT (C)
op has finite global dimension
n; and,
(3) We have HomT (C,Σ
iC) = HomT (C,Σ
−iC) = 0 for i = 1, . . . , n+ 1.
In [9], an auxilliary category M , which is a certain full subcategory of T ,
is introduced; see Definition 2.2. We define auxilliary categories Mk for k ∈
N ∪ {0} with a view to arriving at an analogous definition of the auxilliary
category M .
Definition 3.4. For 0 6 k 6 n−1, we shall define full subcategories Mk of T
as follows:
Mk := {X ∈ T | HomT (C,Σ
−iX) = 0 for i = 1, . . . , k}
with the convention that M0 = T . Note that Mk ⊇ Mk+1.
Theorem 3.5. Let T be a triangulated category with set indexed coproducts.
Suppose C is an object of T satisfying the assumptions of Setup 3.3. Let
M = Mn. Then, the functor
HomT (C,−) : M → Mod(S
op)
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has a left adjoint
M : Mod(Sop)→ M .
Moreover, the functor M is a full embedding of the module category Mod(Sop)
into the full subcategory M of T .
We shall the functor M : Mod(Sop)→ M obtained in Theorem 3.5 as taking
values in T via composition with the inclusion functor i : M →֒ T (c.f.
Theorem 2.3).
Corollary 3.6. Viewing the functor obtained in Theorem 3.5 as taking values
in T , the functor M : Mod(Sop)→ T is a full embedding.
4. Proof of Theorem 3.5
The proof of Theorem 3.5 consists of a large induction. For clarity of expo-
sition we have isolated the induction hypotheses below.
Hypotheses 4.1. Under the assumptions of Setup 3.3, for k > 0 we have:
(1) There exists a fully faithful functor Mk : Proj
k(Sop)→ T .
(2) We have the essential image Nk = Ess.ImMk satisfies Nk ⊆ Mk and
HomT (C,Nk) ⊆ Proj
k(Sop).
(3) For A ∈ Projk(Sop) and X ∈ Mk there is a natural isomorphism
HomMod(Sop)(A,HomT (C,X)) ≃ HomT (Mk(A), X).
(Note that HomT (C,Mk) may not lie in Proj
k(Sop).)
(4) HomT (C,ΣMk(A)) = · · · = HomT (C,Σ
n+1−kMk(A)) = 0 for all A ∈
Projk(Sop).
(5) HomT (Mk(A),Σ
−1X) = 0 for all A ∈ Projk(Sop) and X ∈ Mk+1.
(6) Mk(P ) ∈ Add(C) for any P ∈ Proj(S
op).
Remark 4.2. In condition (2) of Hypotheses 4.1 we take, as a convention,
N0 = Add(C). Note that the fact that Nk ⊆ Mk means we have the following:
(4.1) HomT (C,Σ
−1Mk(A)) = · · · = HomT (C,Σ
−kMk(A)) = 0
for all A ∈ Projk(Sop).
The first three hypotheses contain the content of Theorem 3.5 and the last
three hypotheses are technical conditions required to prove the first three. In
Section 4.1 we prove the base step of the induction. In Sections 4.2, 4.3 and
4.4 we prove the first three conditions in Hypotheses 4.1 before finally verifying
the technical conditions in Section 4.5.
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4.1. Base step.
Lemma 4.3. Under the assumptions of Setup 3.3, Hypotheses 4.1 are true for
k = 0.
Proof: By convention, we have N0 = Add(C). From Proposition 3.1, we have
an adjoint equivalence of categories:
Add(C) = N0
HomT (C,−)
// Proj(S
op).
M0oo
Hence the unit of this adjunction is an isomorphism (see Lemma 1.5), and for
P ∈ Proj(Sop) and X ∈ M0 = T we have a natural isomorphism
HomMod(Sop)(P,HomT (C,X)) ≃ HomT (M0(P ), X).
(Note that this isomorphism is stronger than just adjointness in this case be-
cause X ∈ T .) We also have N0 = Ess.ImM0 = Add(C) ⊆ M0. This proves
(1), (2) and (3) of Hypotheses 4.1 for k = 0.
SinceM0(P ) ∈ Add(C) for P ∈ Proj(S
op), the assumption that HomT (C,Σ
iC) =
0 for i = 1, . . . , n+ 1 forces
HomT (C,ΣM0(P )) = · · · = HomT (C,Σ
n+1M0(P )) = 0.
Hence hypothesis (4) is satisfied for k = 0.
For X ∈ M1, we have HomT (M0(P ),Σ
−1X) = 0 since M0(P ) ∈ Add(C), so
hypotheses (5) and (6) are also satisfied for k = 0. This completes the proof of
the base step. ✷
We now turn our attention to the proof of the induction step, starting with
the construction of the functor Mk+1 : Proj
k+1(Sop)→ Mk+1. We construct the
object map and then describe how Mk+1 behaves on morphisms.
4.2. The definition of Mk+1 on objects. Let A ∈ Proj
k+1(Sop) and choose
a short exact sequence
(4.2) ξA : 0→ KA → PA → A→ 0.
Then KA and PA are objects in Projk(Sop) and, by induction, we have a functor
Mk : Proj
k(Sop) → Mk. Applying this functor to the morphism K
A → PA in
ξA and extending to a distinguished triangle, we obtain
(4.3) Mk(K
A)→Mk(P
A)→M → ΣMk(K
A).
Set Mk+1(A) := M in the distinguished triangle (4.3).
Lemma 4.4. The essential image Nk+1 = Ess.ImMk+1 satisfies Nk+1 ⊆ Mk+1.
In particular, Mk+1(A) is an object of Mk+1.
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Proof: It suffices to show that Mk+1(A) as constructed above is an object
of Mk+1. Applying the functor HomT (C,−) to (4.3) yields the following long
exact sequence:
HomT (C,Σ
−iMk(P
A))→ HomT (C,Σ
−iMk+1(A))→ HomT (C,Σ
−i+1Mk(
A)).
By Remark 4.2 (which follows from hypothesis 4.1(2)), we have
HomT (C,Σ
−iMk(K
A)) = 0 for i = 1, . . . , k,
and by assumption HomT (C,Σ
−jC) = 0 for j = 1, . . . , n + 1. We also have
Mk(P ) ∈ Add(C) by hypothesis (6) of 4.1. Hence, we obtain
HomT (C,Σ
−iMk+1(A)) = 0 for i = 2, . . . , k + 1.
By Hypotheses 4.1, we have an adjoint pair
Nk
HomT (C,−)
// Proj
k(Sop)
Mkoo
whose unit η is an isomorphism (since Mk is fully faithful). So we have the
following commutative square:
HomT (C,Mk(K
A)) // HomT (C,Mk(P
A))
KA0
  //
η
KA ∼
OO
PA
η
PA ∼
OO
Hence the map HomT (C,Mk(K
A))→ HomT (C,Mk(P
A)) is an injection, which
forces HomT (C,Σ
−1Mk+1(A)) = 0. Thus Mk+1(A) ∈ Mk+1 and we have
Nk+1 ⊆ Mk+1 and a map Mk+1 : Proj
k+1(Sop)→ Mk+1. ✷
Lemma 4.4 means that we now have a map Mk+1 : Proj
k+1(Sop) → Mk+1
which will be the object map of the functor Mk+1.
We next need to explain how Mk+1 is defined on morphisms.
4.3. The defintion of Mk+1 on morphisms. Let f : A → B be a mor-
phism in Projk+1(Sop) and suppose we have chosen two short exact sequences
ξA and ξB. Then the morphism f lifts to a commutative diagram of short exact
sequences:
ξA : 0 // KA
iA //
κ

PA
pA //
pi

A //
f

0
ξB : 0 // KB
iB
// PB
pB
// B // 0.
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By construction of the map Mk+1, we have the following commutative diagram:
Mk(K
A)
Mk(i
A)
//
Mk(κ)

Mk(P
A) //
Mk(pi)

Mk+1(A) //
α



ΣMk(K
A)
ΣMk(κ)

Mk(K
B)
Mk(i
B)
// Mk(P
B) // Mk+1(B) // ΣMk(K
B).
We claim that α is the unique morphism Mk+1(A) → Mk+1(B) making this
diagram commute. Suppose α′ : Mk+1(A) → Mk+1(B) is another morphism
making this diagram commute. Then, by the commutativity of the respective
diagrams containing α and α′ we obtain a commutative diagram
Mk(K
A) // Mk(P
A) //
0 &&M
M
M
M
M

Mk+1(A) //
α−α′

ΣMk(K
A)
ϕ
xxp p
p
p
p
p
Mk(P
B) // Mk+1(B),
where the broken arrow ϕ : ΣMk+1(K
A) → Mk+1(B) exists because the com-
posite broken arrow Mk(K
A) → Mk(P
B) is zero by the commutative of the
diagrams containing the morphisms α and α′, respectively. By Hypotheses 4.1
(5), the broken arrow ϕ = 0, in which case α = α′, as claimed.
4.4. Functoriality and adjointness. Sections 4.2 and 4.3 describe how to
define Mk+1 on objects and morphisms, respectively. However, it is still not
clear that Mk+1 is functorial, in particular, that Mk+1(A) as described above is
independent of the choice of short exact sequence ξA. In this section, we show
that Mk+1 : Proj
k+1(Sop)→ Mk+1 does indeed define a functor and also obtain
the adjunction in Hypotheses 4.1 via the same classical representability result
(stated as Lemma 4.6 below).
In the next lemma we first obtain a natural isomorphism on the full subcat-
egory Mk+1.
Lemma 4.5. For A ∈ Projk+1(Sop) there is a natural isomorphism
HomMod(Sop)(A,HomT (C,−)) ≃ HomT (M,−)
on Mk+1.
Proof: Let A ∈ Projk+1(Sop) and choose a short exact sequence ξA as in (4.2)
and obtain a distinguished triangle as in (4.3). Let X, Y ∈ Mk+1 ⊆ Mk and
apply the functors HomMod(Sop)(−,HomT (C,X)) and HomT (−, X) to (4.2) and
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(4.3), respectively, to obtain the following commutative diagram:
0 // (A, (C,X)) //
∼



(PA, (C,X)) //
∼

(KA, (C,X)) //
∼

(Mk(K
A),Σ−1X) // (M,X) // (Mk(P
A), X) // (Mk(K
A), X) //
where, in the above diagram, we have used the notation (−, (C,X)) and (−, X)
as shorthand for the functors HomMod(Sop)(−,HomT (C,X)) and HomT (−, X),
respectively. By hypothesis 4.1(5), HomT (Mk(K
A),Σ−1X) = 0 for X ∈ Mk+1,
hence, the broken arrow exists and is an isomorphism.
HomMod(Sop)(−,HomT (C,X)), HomMod(Sop)(−,HomT (C, Y )), HomT (−, X)
and HomT (−, Y ) applied to (4.2) and (4.3) for X, Y ∈ Mk+1 yield the fol-
lowing commutative diagram:
0 // (A, (C, Y )) //

(PA, (C, Y ))

// (KA, (C, Y ))

// · · ·
0 // (A, (C,X))
>>}}}}}}}}

// (PA, (C,X))
>>}}}}}}}

// (KA, (C,X))

>>}}}}}}}
// · · ·
0 // (M,Y ) // (Mk(P
A), Y ) // (Mk(K
A), Y ) // · · ·
0 // (M,X)
>>}}}}}}}}
// (Mk(P
A), X)
>>}}}}}}}
// (Mk(K
A), X)
>>}}}}}}}
// · · ·
and we obtain a natural isomorphism,
HomMod(Sop)(A,HomT (C,−)) ≃ HomT (M,−),
on Mk+1, as desired. ✷
We now state the classical representability result which we shall use.
Lemma 4.6 ([12], Corollary IV.1.2). Let C and D be categories. A functor
G : C → D has a left adjoint if and only if for every object C of C there is a
natural isomorphism
ϕ : HomC (C,G(D)) ≃ HomD(F0(C), D)
which is natural in D ∈ D. Then F0 is the object function of the left adjoint of
G.
Given a functor Mk : Proj
k(Sop) → Mk we have constructed a map Mk+1 :
Projk+1(Sop) → Mk+1. Via Lemma 4.6, the natural isomorphism obtained in
Lemma 4.5 would mean that Mk+1 is left adjoint to HomT (C,−), (and, in
12 DAVID PAUKSZTELLO
particular, is a functor) provided that HomT (C,Mk+1) lies in Proj
k+1(Sop).
However, this may not be the case and the rest of this section is devoted to
establishing this fact.
It is sufficient to prove that the functor HomT (C,−) when it acts on the
essential image Nk+1 (which is contained in Mk+1 by Lemma 4.4) takes values
in Projk+1(Sop), then we obtain an adjunction:
Nk+1
HomT (C,−)
// Proj
k+1(Sop).
Mk+1oo
Composition of the functor Mk+1 : Proj
k+1(Sop) → Nk+1 with the inclusion
functor ι : Nk+1 → Mk+1 gives the desired functor. Thus we need to prove the
following lemma.
Lemma 4.7. The restriction of the functor HomT (C,−) : T → Mod(S
op) to
the full subcategory Nk+1 of T takes values in Proj
k+1(Sop) and hence defines
a functor
HomT (C,−) : Nk+1 → Proj
k+1(Sop).
Proof: Suppose X ∈ Nk+1, then there is an S
op-module A of projective dimen-
sion at most k+1 such thatMk+1(A) ∼= X . Take the usual short exact sequence
ξA (see (4.2)) and obtain the usual distinguished triangle (4.3). Applying the
functor HomT (C,−) to (4.3) gives the following long exact sequence:
0→ (C,Mk(K
A))→ (C,Mk(P
A))→ (C,Mk+1(A))→ (C,ΣMk(K
A)),
where we have used the shorthand described in the proof of Lemma 4.5 to
denote the Hom-spaces. The zero on the left hand side comes by the fact that
HomT (C,Σ
−1Mk+1(A)) = 0 because Mk+1(A) ∈ Mk+1 (hypothesis (5) of 4.1).
By condition (4) of Hypotheses 4.1, we have HomT (C,ΣMk(K
A)) = 0. Hence,
we have the commutative diagram below.
0 // (C,Mk(K
A)) // (C,Mk(P
A)) // (C,Mk+1(A)) // 0.
KA
η
KA ∼
OO
  // PA
η
PA ∼
OO
Therefore, HomT (C,Mk+1(A)) ∈ Proj
k+1(Sop). Moreover, HomT (C,Mk+1(A)) ∼=
A for all A ∈ Projk+1(Sop). It follows that, HomT (C,X) ∈ Proj
k+1(Sop). ✷
Corollary 4.8. The construction of sections 4.2 and 4.3 defines a functor
Mk+1 : Proj
k+1(Sop)→ Mk+1. Moreover, Mk+1 is fully faithful.
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Proof: Observe that in the proof of Lemma 4.7 we obtained the isomorphism
HomT (C,Mk+1(A)) ∼= A. It follows by Lemma 1.5 that Mk+1 is fully faithful.
✷
We now summarise the work of sections 4.2, 4.3 and 4.4 with the following
proposition.
Proposition 4.9. Under the assumptions of Setup 3.3 and the hypotheses of
Hypotheses 4.1, we have:
(1) There exists a fully faithful functor Mk+1 : Proj
k+1(Sop)→ Mk+1.
(2) The essential image Nk+1 = Ess.ImMk+1 satisfies Nk+1 ⊆ Mk+1 and
HomT (C,Nk+1) ⊆ Proj
k+1(Sop).
(3) For A ∈ Projk+1(Sop) and X ∈ Mk+1 there is a natural isomorphism
HomMod(Sop)(A,HomT (C,X)) ≃ HomT (Mk+1(A), X).
Remark 4.10. In Proposition 4.9 we have accomplished the proof of the induc-
tion step for the first three hypotheses in Hypotheses 4.1. However, in obtaining
this proof we have used all the hypotheses stated in Hypotheses 4.1. The proofs
of these technical hypotheses are straightforward and are explained in the next
section.
4.5. The scaffolding. We start the construction of the scaffolding with the
easier hypotheses, (4), (5) and (6) of Hypotheses 4.1, dealing with each in turn.
Lemma 4.11. Under the assumptions of Setup 3.3 and Hypotheses 4.1 we have:
HomT (C,ΣMk+1(A)) = · · · = HomT (C,Σ
n−kMk+1(A)) = 0
for all A ∈ Projk+1(Sop).
Proof: Suppose A ∈ Projk+1(Sop) and consider the distinguished triangle (4.3)
obtained from the short exact sequence ξA (see (4.2)). Note that in ξA the Sop-
module KA is an object of Projk(Sop) and PA is projective. Apply the functor
HomT (C,−) to (4.3), then the claim of the lemma can be read off from the
resulting long exact sequence after making the observation that by Hypotheses
4.1, HomT (C,Σ
iMk(K
A)) = 0 for i = 1, . . . , n+1−k, andMk(P
A) ∈ Add(C) so
that HomT (C,Σ
iMk(P
A)) = 0 for i = 1, . . . , n+1. Condition (4) of Hypotheses
4.1 now follows for k + 1. ✷
Lemma 4.12. Under the assumptions of Setup 3.3 and Hypotheses 4.1 we have
HomT (Mk+1(A),Σ
−1X) = 0 for all A ∈ Projk+1(Sop) and X ∈ Mk+2.
Proof: Let A ∈ Projk+1(Sop) and X ∈ Mk+2. Consider the distinguished
triangle (4.3) obtained from the short exact sequence ξA. Applying the functor
HomT (−, X) to distinguished triangle (4.3) with X ∈ Mk+2. We get:
HomT (Σ
2Mk(K
A), X)→ HomT (ΣMk+1(A), X)→ HomT (ΣMk(P
A), X).
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We know that HomT (ΣMk(P
A), X) = 0 because X ∈ Mk+2 and, by hy-
pothesis (6) of 4.1, we have Mk(P
A) ∈ Add(C). So, we only need to see that
HomT (Σ
2Mk(K
A), X) = 0.
Choose short exact sequences
ξAi : 0→ K
A
i → P
A
i → K
A
i−1 → 0,
for i > 1, where we take the convention KA0 = K
A and ξA0 = ξ
A. (For instance,
take each short exact sequence ξAi to be the i
th-stage of a projective resolution
of A of shortest length.) By the same argument, HomT (Σ
2Mk(K
A), X) = 0
if HomT (Σ
3Mk(K
A
1 ), X) = 0. Applying the same argument inductively yields
the following implication:
HomT (Σ
i+3Mk(K
A
i+1), X) = 0 =⇒ HomT (Σ
i+2Mk(K
A
i ), X) = 0.
Eventually, KAk = P
A
k+1 for some projective P
A
k+1 and X ∈ Mk+2, so
HomT (Σ
k+2Mk(K
A
k ), X) = HomT (Σ
k+2Mk(P
A
k+1), X) = 0,
because Mk(P
A
k+1) ∈ Add(C), so it follows that HomT (Σ
k+1Mk(K
A
k−1), X) = 0,
and eventually we see that
HomT (ΣMk+1(A), X) = 0.
That is, forA ∈ Projk+1(Sop) andX ∈ Mk+2, we have HomT (Mk+1(A),Σ
−1X) =
0, as required. ✷
Lemma 4.13. Under the assumptions of Setup 3.3 and Hypotheses 4.1 then
given any projective Sop-module P we have Mk+1(P ) ∈ Add(C).
Proof: Let P be a projective Sop-module and consider the short exact sequence
coming from its projective resolution:
0 −→ 0 −→ P
∼
−→ P −→ 0.
This gives a distinguished triangle:
0→Mk(P )→ Mk+1(P )→ Σ0,
by construction. Hence Mk+1(P ) ∼= Mk(P ) and Mk(P ) ∈ Add(C) by induction,
so we have Mk+1(P ) ∈ Add(C). ✷
Hence we have shown that if Hypotheses 4.1 are true for k then they are true
for k+1. We know, by Lemma 4.3 that they are true for k = 0. It is clear that
the induction terminates at k = n, thus setting M = Mn and M = Mn gives
the existence of a functor
M : Mod(Sop)→ M
which is left adjoint to the functor HomT (C,−) : M → Mod(S
op), completing
the proof of Theorem 3.5.
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It is useful for the next sections to highlight an important aspect of the proof
of Theorem 3.5.
Remark 4.14. Given a short exact sequence, 0 → KA → PA → A → 0, in
Mod(Sop) with KA ∈ Projk(Sop), PA ∈ Proj(Sop) and A ∈ Projk+1(Sop), the
proof of Theorem 3.5 gives a distinguished triangle MK → MP → MA →
ΣMK.
5. Jørgensen’s construction revisited
In this brief section we return to Jørgensen’s theorem (stated in this paper
as Theorem 2.3). We first note the following specialisation of Theorem 3.5.
Proposition 5.1. Let T be an R-linear triangulated category with set indexed
coproducts. Suppose C is a compact object of T satisfying the following as-
sumptions:
(1) Its endomorphism algebra Sop = EndT (C)
op has global dimenison 1;
and,
(2) We have HomT (C,ΣC) = HomT (C,Σ
−1C) = 0.
Let M = M1 (see Definition 3.4). Then, the functor
HomT (C,−) : M → Mod(S
op)
has a left adjoint
M : Mod(Sop)→ M .
Moreover, the functor M is a full embedding of the module category Mod(Sop)
into the full subcategory M of T .
Proposition 5.1 can be viewed as an analogue of Theorem 2.3, and hence
Theorem 3.5 can be considered a higher analogue of Theorem 2.3. Indeed, the
hypotheses of Setup 2.1 imply the hypotheses of Proposition 5.1. In addition,
if the unit of the adjunction obtained in Theorem 2.3 is an isomorphism then
we have
R ∼= HomT (C,M
′(R)) ∼= HomT (C,C) = S,
where M ′ denotes the functor obtained in Theorem 2.3. Hence, in this case,
Mod(Rop) ≃ Mod(Sop) and the functors M , obtained in Proposition 5.1, and
M ′, obtained in Theorem 2.3, coincide.
Remark 5.2. Note that the full subcategory N1, defined in Hypotheses 4.1, of
the auxilliary category M1 defined in Definition 3.4 coincides with the auxilliary
category M defined in Definition 2.2.
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6. The functor M is well behaved
We now show that the functor M : Mod(Sop)→ T constructed in Theorem
3.5 is well behaved with respect to short exact sequences in Mod(Sop) and
distinguished triangles in T . The hard work carried out in section 3 provides
the setting for a functorial proof of Theorem 6.1 which differs in character
entirely with the corresponding result which it generalises ([9, Theorem 4.11]).
Theorem 6.1. Let T be a triangulated category with set indexed coproducts.
Let C be an object of T satisfying the assumptions of Setup 3.3. Let M :
Mod(Sop)→ T be the functor obtained in Theorem 3.5. If 0 −→ A′
a′
−→ A
a
−→
A′′ −→ 0 is a short exact sequence in Mod(Sop), then there is a distinguished
triangle:
MA′
Ma′
−→ MA
Ma
−→MA′′ −→ ΣMA′
in T .
Proof: We prove the result for each functor Mk : Proj
k(Sop) → Mk by in-
duction on k. Suppose k = 0 and suppose we have a short exact sequence
0 −→ P ′
pi′
−→ P
pi
−→ P ′′ −→ 0 of projective Sop-modules. Such an exact
sequence is split, hence there are splitting maps:
0 // P ′
pi′ //
P
pi //
p
oo P
′′ //
p′′
oo 0
such that idP = p
′′π + π′p. Applying the functor M0 to the diagram above
yields:
M0(P
′)
M0(pi′)//
M0(P )
M0(pi)//
M0(p)
oo M0(P
′′).
M0(p′′)
oo
It is well known that such a diagram is isomorphic to a distinguished triangle:
M0(P
′)→M0(P
′)
∐
M0(P
′′)→ M0(P
′′)→ ΣM0(P
′).
Hence, M0(P
′)
M0(pi′)
−→ M0(P )
M0(pi)
−→ M0(P
′′) −→ ΣM0(P
′) is a distinguished
triangle, proving the assertion for k = 0.
Let k > 1 and, by induction, suppose that any short exact sequence 0 −→
K ′
κ′
−→ K
κ
−→ K ′′ −→ 0 in Projk(Sop) corresponds to a distinguished tri-
angle Mk(K
′)
Mk(κ
′)
−→ Mk(K)
Mk(κ)
−→ Mk(K
′′) −→ ΣMk(K
′). Now suppose we
have a short exact sequence 0 −→ A′
a′
−→ A
b
−→ A′′ −→ 0 with A′, A, A′′ ∈
Projk+1(Sop). By [17, Horseshoe Lemma 2.2.8], one can obtain a diagram of the
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form:
0

0

0

ξA
′
: 0 // K ′
f ′ //
κ′

P ′
g′ //
pi′

A′ //
a′

0
ξA : 0 // K
f //
κ

P
g //
pi

A
a

// 0
ξA
′′
: 0 // K ′′
f ′′ //

P ′′
g′′ //

A′′ //

0
0 0 0
where P = P ′
∐
P ′′ andK ∈ Projk(Sop). By induction, the short exact sequence
in the left hand column givesMk(K
′)
Mk(κ
′)
−→ Mk(K)
Mk(κ)
−→ Mk(K
′′) −→ ΣMk(K
′)
and the short exact sequence of projectives sitting in the central column gives
a split distinguished triangle Mk(P
′)
Mk(pi
′)
−→ Mk(P )
Mk(pi)
−→ Mk(P
′′) −→ ΣMk(P
′).
By construction, we obtain the following diagram:
Mk(K
′)
Mk(f
′)
//
Mk(κ
′)

Mk(P
′)
Mk(g
′)
//
Mk(pi
′)

Mk+1(A
′)
h′ //
Mk+1(a
′)

ΣMk(K
′)
ΣMk(κ
′)

Mk(K)
Mk(f) //
Mk(κ)

Mk(P )
Mk(g) //
Mk(pi)

Mk+1(A)
h //
Mk+1(a)

ΣMk(K)
ΣMk(κ)

Mk(K
′′)
Mk(f
′′)
//

Mk(P
′′)
Mk(g
′′)
//

Mk+1(A
′′)
h′′ //



ΣMk(K
′′)

ΣMk(K
′)
ΣMk(f
′)
// ΣMk(P
′)
ΣMk(g
′)
// ΣMk+1(A
′)
−Σh′ // Σ2Mk(K
′),
which is commutative except for the bottom right hand square, which is anti-
commutative. The rows are distinguished triangles (Remark 4.14), and the
broken arrow MB′′ → ΣMB′ exists by virtue of the axioms of triangulated
categories. Now Mk+1(A
?) is constructed as the mapping cone of the map
Mk(K
?)
Mk(f
?)
−→ Mk(P
?), where ? is either ′, empty, or ′′; see Section 4.2. By a
3 × 3 lemma for triangulated categories (see [15, Lemma 1.7], for instance), it
follows that the third column is a distinguished triangle. In particular, when
k = n, one obtains that MA′
Ma′
−→ MA
Ma
−→ MA′′ −→ ΣMA′ is a distinguished
triangle. ✷
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Remark 6.2. Note that the third morphism in the triangle MA′
Ma′
−→MA
Ma
−→
MA′′ −→ ΣMA′ in Theorem 6.1 is unique since, by the proof of Theorem 3.5
in Section 4, we have HomT (ΣMA
′,MA′′) = 0.
We now aim to prove that for A,B ∈ Mod(Sop) there are natural maps
ExtnSop(A,B)
∆nA,B // HomT (MA,Σ
nMB).
We need to appeal to the definitions of a δ-functor, a universal δ-functor and
the fact that the functor Ext(−,−) is a universal δ-functor. The following
definitions are taken from [5].
Definition 6.3. Let A and B be abelian categories. A (covariant) δ-functor
from A to B is a collection of functors T = (T i)i>0 together with a morphism
δi : T i(A′′)→ T i+1(A′)
for each short exact sequence 0 → A′ → A → A′′ → 0 and each i > 0, such
that
(1) For each short exact sequence, as above, there is a long exact sequence
0 −→ T 0(A′) −→ T 0(A) −→ T 0(A′′)
δ0
−→ T 1(A′) −→ · · ·
· · · −→ T i(A′) −→ T i(A) −→ T i(A′′)
δi
−→ T i+1(A′) −→ · · ·
(2) For each morphism of one short exact sequence, as above, into another
0→ B′ → B → B′′ → 0, the δs give a commutative diagram
T i(A′′)
δi //

T i+1(A′)

T i(B′′)
δi // T i+1(B′).
A contravariant δ-functor is defined similarly.
Definition 6.4. A δ-functor T = (T i)i>0 : A → B is said to be a universal
δ-functor if, given any other δ-functor U = (U i)i>0 : A → B and any given
morphism of functors f 0 : T 0 → U0, there exists a unique sequence of mor-
phisms f i : T i → U i for each i > 0, starting with the given f , which commute
with the δis for each short exact sequence.
It is a well known fact that Extn(A,−) is a covariant universal δ-functor and
Extn(−, B) is a contravariant universal δ-functor. We will need the following
lemma.
Lemma 6.5. Let T be a triangulated category with set indexed coproducts.
Let C be an object of T satisfying the assumptions of Setup 3.3. Recall that
Sop = End(C)op. Then, we have the following:
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(i) For A ∈ Mod(Sop) the functor (HomT (MA,Σ
nM(−)))n>0 is a covariant
δ-functor.
(ii) For B ∈ Mod(Sop) the functor (HomT (M(−),Σ
nMB))n>0 is a con-
travariant δ-functor.
Proof: Let A ∈ Mod(Sop) and consider Un(−) = HomT (MA,Σ
nM(−)). We
claim that (Un)n>0 is a covariant δ-functor. Suppose we have a short exact
sequence 0 → B′ → B → B′′ → 0 in Mod(Sop). By Theorem 6.1, there is
a distinguished triangle MB′ → MB → MB′′ → ΣMB′. This distinguished
triangle induces a long exact sequence
· · · → U i(B′)→ U i(B)→ U i(B′′)→ U i+1(B′)→ · · ·
and gives a morphism δiB : U
i(B′′)→ U i+1(B′).
Now suppose we have another short exact sequence 0→ C ′ → C → C ′′ → 0
and a morphism of short exact sequences:
0 // B′ //

B //

B′′ //

0
0 // C ′ // C // C ′′ // 0,
which gives a commutative diagram of distinguished triangles:
MB′ //

MB //

MB′′ //

ΣMB′

MC ′ // MC // MC ′′ // ΣMC ′.
This, in turn, yields a commutative diagram:
U i(B′′)
δi
B //

U i+1(B′)

U i(C ′′)
δiC
// U i+1(C ′).
Hence, (Un)n>0 is a covariant δ-functor. This proves assertion (i); assertion (ii)
is proved similarly. ✷
Theorem 6.6. Let T be a triangulated category with set indexed coproducts.
Let C be an object of T satisfying the assumptions of Setup 3.3. Recall that
Sop = End(C)op. Then, we have the following:
(i) For A,B ∈ Mod(Sop) there exist maps,
ExtnSop(A,B)
∆n
A,B // HomT (MA,Σ
nMB),
which are natural in A and B.
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(ii) Given a short exact sequence 0 → A′ → A→ A′′ → 0 in Mod(Sop), we
have the following commutative diagram:
0 // HomSop(A
′′, B) //
∆0
A′′,B

HomSop(A,B) //
∆0A,B

HomSop(A
′, B) //
∆0
A′,B

0 // (MA′′,MB) // (MA,MB) // (MA′,MB) //
· · · // ExtnSop(A
′′, B) //
∆n
A′′,B

ExtnSop(A,B) //
∆nA,B

ExtnSop(A
′, B) //
∆n
A′,B

· · ·
· · · // (MA′′,ΣnMB) // (MA,ΣnMB) // (MA′,ΣnMB) // · · · .
(iii) Given a short exact sequence 0→ B′ → B → B′′ → 0 in Mod(Sop), we
have the following commutative diagram:
0 // HomSop(A,B
′) //
∆0
A,B′

HomSop(A,B) //
∆0
A,B

HomSop(A,B
′′) //
∆0
A,B′′

0 // (MA,MB′) // (MA,MB) // (MA,MB′′) //
· · · // ExtnSop(A,B
′) //
∆n
A,B

ExtnSop(A,B)
//
∆n
A,B

ExtnSop(A,B
′′) //
∆n
A,B′′

· · ·
· · · // (MA,ΣnMB′) // (MA,ΣnMB) // (MA,ΣnMB′′) // · · · .
Note that the use of (X,ΣnY ) on the bottom row in statements (ii) and (iii) is
shorthand for HomT (X,Σ
nY ).
Proof: The functors (ExtnSop(A,−))n>0 and (Ext
n
Sop(−, B))n>0 are universal δ-
functors. We also know that the functor (HomT (MA,Σ
nM(−)))n>0 is a co-
variant δ-functor and the functor (HomT (−,Σ
nMB))n>0 is a contravariant δ-
functor by Lemma 6.5; the theorem now follows. ✷
7. An example from u-cluster categories
In this section we shall consider a special case of Theorem 3.5 when the
endomorphism ring of the compact object C of the triangulated category T
is right coherent. In particular, this allows us to specialise Theorem 3.5 to
the category mod(Sop), the full subcategory of Mod(Sop) consisting of finitely
presented Sop-modules. We shall then apply this specialisation to the case of a
path algebra of a quiver which has no oriented cycles. Such a path algebra is
well known to be hereditary, and as such coherent, see [11] for example. When
applying this specialisation of the main theorem to this case, the full embedding
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of the theorem recovers the canonical embedding of the module category into
its u-cluster category, where u > 2 is an integer.
7.1. A version of the main result for finitely presented modules. We
first specialise the main result to the case for finitely presented Sop-modules.
For the basic facts on coherent rings and modules we refer to [11].
Definition 7.1. A ring R is said to be right coherent if every finitely generated
right ideal of R is also finitely presented as a right R-module.
A finitely generated right R-module A is said to be coherent if every finitely
generated submodule of A is finitely presented.
Recall that a ring R is right coherent if and only if any finitely presented
right R-module is coherent. It follows that, if R is right coherent then every
finitely generated projective right R-module is coherent. It is well known that
the kernel of a homomorphism of finitely generated projective R-modules is also
finitely generated, see [8, Lemma 2.11]. Hence, the kernel of a homomorphism
of finitely generated right R-modules is finitely presented. The following is now
an easy lemma.
Lemma 7.2. Suppose R is a right coherent ring. A finitely presented right R-
module A with finite projective dimension k has a projective resolution of length
k consisting of finitely generated projective right R-modules.
In light of Lemma 7.2 and the usual finite version of Proposition 3.1, we now
obtain the following version of Theorem 3.5.
Theorem 7.3. Let T be a triangulated category with set indexed coproducts.
Suppose C is an object of T satisfying the following assumptions:
(1) Its endomorphism algebra Sop = EndT (C)
op has finite global dimension
n;
(2) We have HomT (C,Σ
iC) = HomT (C,Σ
−iC) = 0 for i = 1, . . . , n + 1;
and,
(3) The endomorphism algebra S is right coherent.
Let M = Mn, then there exists a full embedding M : mod(S
op)→ M .
Recall that the category mod(Sop) of finitely presented right S-modules is an
abelian category if and only if S is right coherent. Thus, given Lemma 7.2, it
follows that the proofs of Theorems 6.1 and 6.6 can be used to prove versions
of these theorems for finitely presented right S-modules.
Remark 7.4. Note that in Theorem 7.3 we do not obtain that M is left ad-
joint to HomT (C,−) because it is not clear that HomT (C,−) applied to M
necessarily takes values in mod(Sop). The construction of Theorem 3.5 applies
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to Theorem 7.3 by virtue of Lemma 7.2 and the fact that one can still show at
each stage of the construction that there is an adjunction
Nk
HomT (C,−)
// proj
k(Sop),
Mkoo
where Nk = {X ∈ T | X ∼= Mk(A) for some A ∈ proj
k(Sop)} and where
projk(Sop) denotes the full subcategory of mod(Sop) consisting of finitely pre-
sented Sop-modules of projective dimension at most k.
7.2. u-cluster categories. Cluster categories were introduced by Buan, Marsh,
Reineke, Reiten and Todorov in [3]. They were also introduced indepentently
for the type A case in [4]. The u-cluster category was first introduced by Bern-
hard Keller in [10, Section 8.4]. Let k be an algebraically closed field and H be
a finite dimensional hereditary k-algebra. For an integer u > 1, the u-cluster
category C is defined by Df (Hop)/τ−1Σu, where τ is the AR translation of
Df (Hop) (see [1] or [2], for example) and Σ is its suspension. Here Df (Hop) is
shorthand for Df (mod(Hop)).
By Keller, [10, Section 4, Theorem], the canonical projection functor π :
Df (Hop)→ C is triangulated. Hence by composition with the inclusion functor
we obtain a full embedding
(7.1) mod(Hop) 
 ι //
 t
&&NN
NN
NN
NN
NN
NN
Df (Hop)
pi

C ,
for u > 2.
Now let H = kQ be the path algebra of a quiver Q with no loops or ori-
ented cycles. Then H is an hereditary algebra, hence coherent, and H ∈
Df (Hop)/τ−1Σu = C is maximal u-orthogonal. In particular, we have:
• HomC (H,Σ
iH) = 0 for i = 1, . . . , u;
• HomC (H,Σ
−iH) = 0 for i = 1, . . . , u.
In addition, we have that HomC (H,H) ∼= H , therefore the endomorphism al-
gebra has global dimension 1, and for u > 2, H satisfies the hypotheses of
Theorem 7.3. Therefore there exists a full embedding M : mod(Hop) → M
where M = M2 in Definition 3.4. Hence, composing with the inclusion func-
tor, we have a full embedding
(7.2) mod(Hop) 
 M //
 r
%%JJ
JJ
JJ
JJ
JJ
M _

C .
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We claim that this embedding coincides with that of (7.1) from [10].
It is clear that embeddings (7.1) and (7.2) are canonically equivalent on
add(H). Thus they are equivalent on proj(Hop), so we only need to extend
the equivalence to projective dimension 1 since H is hereditary. Let A and
B be Hop-modules of projective dimension 1 and suppose we have a module
homomorphism a : A→ B. Take projective resolutions of A and B:
0 −→ P1
f1
−→ P0
f0
−→ A −→ 0,
0 −→ Q1
g1
−→ Q0
g0
−→ B −→ 0.
By elementary homological algebra, see [7], we can lift the homomorphism
a : A→ B to a commutative diagram:
(7.3) 0 // P1
f1 //
p1



P0
f0 //
p0



A //
a

0
0 // Q1 g1
// Q0 g0
// B // 0.
Since there is a natural isomorphism τ : M |proj(Hop) → π ◦ ι|proj(Hop) there are
commutative diagrams:
(7.4) MP1
Mf1 //
τP1 ∼

MP0
τP0 ∼

π ◦ ι(P1)
pi◦ι(f1)
// π ◦ ι(P0)
and MQ1
Mg1 //
τQ1 ∼

MQ0
τQ0 ∼

π ◦ ι(Q1)
pi◦ι(g1)
// π ◦ ι(Q0).
In addition, applying the functors M and π ◦ ι to diagram (7.3) yields the
following commutative diagrams, respectively:
(7.5) MP1
Mf1 //
Mp1

MP0
Mf0 //
Mp0

MA
h //
Ma

ΣMP1
ΣMp1

MQ1
Mg1
// MQ0
Mg0
// MB
j
// ΣMQ1,
and
(7.6) π ◦ ι(P1)
pi◦ι(f1)//
pi◦ι(p1)

π ◦ ι(P0)
pi◦ι(f0)//
pi◦ι(p0)

π ◦ ι(A)
θ //
pi◦ι(a)

Σ(π ◦ ι(P1))
Σ(pi◦ι(p1))

π ◦ ι(Q1)
pi◦ι(g1)
// π ◦ ι(Q0)
pi◦ι(g0)
// π ◦ ι(B)
ϕ
// Σ(π ◦ ι(Q1)).
Note that diagram (7.6) comes by virtue of Keller’s theorem that the canon-
ical projection functor is triangulated [10, Section 4, Theorem].
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Applying the functor M and π ◦ ι to the top row of diagram (7.3) and us-
ing the natural isomorphism highlighted in diagrams (7.4) gives the following
commutative diagram:
(7.7) MP1
Mf1 //
τP1 ∼

MP0
Mf0 //
τP0 ∼

MA
h //
σA ∼


 ΣMP1
ΣτP1 ∼

π ◦ ι(P1)
pi◦ι(f1)
// π ◦ ι(P0)
pi◦ι(f0)
// π ◦ ι(A)
θ
// Σ(π ◦ ι(P1)),
where σA exists by an axiom of triangulated categories, see, for instance [16,
Definition 1.1.1 (TR3)] and is an isomorphism by the Five Lemma for triangu-
lated categories, see [16, Proposition 1.1.20].
Likewise, one obtains the following diagram:
(7.8) MQ1
Mg1 //
τQ1 ∼

MQ0
Mg0 //
τQ0 ∼

MB
j //
σB ∼


 ΣMQ1
ΣτQ1 ∼

π ◦ ι(Q1)
pi◦ι(g1)
// π ◦ ι(Q0)
pi◦ι(g0)
// π ◦ ι(B)
ϕ
// Σ(π ◦ ι(Q1)).
Combining diagrams (7.5), (7.6), (7.7), and (7.8) gives the following three-
dimensional diagram:
(7.9) π ◦ ι(P1) //

π ◦ ι(P0) //

π ◦ ι(A) //

Σ(π ◦ ι(P1))

MP1 //
∼
>>}}}}}}}

MP0 //
∼
>>}}}}}}}

MA //
∼
>>}
}
}
}

ΣMP1
∼
>>}}}}}}}

π ◦ ι(Q1) // π ◦ ι(Q0) // π ◦ ι(B) // Σ(π ◦ ι(Q1))
MQ1 //
∼
>>}}}}}}}
MQ0 //
∼
>>}}}}}}}
MB //
∼
>>}
}
}
}
ΣMQ1,
∼
>>}}}}}}}
where each square and cube is known to commutative except for those involving
the broken arrows. We claim that the commutativity of the rest of the diagram
forces the whole diagram to commute.
By the commutativity of the rest of the diagram, we have another diagram
of distinguished triangles:
MP1
Mf1 //
γ1

MP0
Mf0 //
γ0

MA
h //
γ

ΣMP1
Σγ1

π ◦ ι(Q1)
pi◦ι(g1)
// π ◦ ι(Q0)
pi◦ι(g0)
// π ◦ ι(B)
ϕ
// Σ(π ◦ ι(Q1)),
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where we have
γ1 = π ◦ ι(p1) ◦ τP1 − τQ1 ◦Mp1
γ0 = π ◦ ι(p0) ◦ τP0 − τQ0 ◦Mp0
γ = π ◦ ι(a) ◦ σA − σB ◦Ma.
By the commutativity of diagrams (7.4), we have γ1 = γ0 = Σγ1 = 0. Thus we
obtain the diagram:
MP1
Mf1 // MP0
Mf0 //
0 %%K
KK
KK
KK
KK
MA
h //
γ

ΣMP1
∃yyr
r
r
r
r
π ◦ ι(B).
From diagram (7.8) we have that π ◦ ι(B) ∼= MB, thus π ◦ ι(B) ∈ M . The
broken arrow, ΣMP1 → π ◦ ι(B) must be zero by the proof of Theorem 3.5.
Hence, it follows that γ = 0, so that
π ◦ ι(a) ◦ σA = σB ◦Ma.
This then forces diagram (7.9) to commute, as claimed. In particular, we obtain
the following commutative diagram for any module homomorphism a : A→ B
in mod(Hop):
MA
Ma //
σA ∼

MB
σB ∼

π ◦ ι(A)
pi◦ι(a)
// π ◦ ι(B).
Hence there exists a natural isomorphism σ : M → π ◦ ι on mod(Hop). We
have, therefore, proved the following theorem.
Theorem 7.5. Let H = kQ be the path algebra of a quiver Q with no loops or
oriented cycles and let C = Df(H)/τ−1Σu be the u-cluster category as defined
in [?] and [10] for u > 2. Then the canonical embedding, π ◦ ι, obtained in
[10, Section 4, Theorem] (see diagram (7.1)) and the full embedding obtained
in Theorem 7.3 (see diagram (7.2)) are naturally equivalent.
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