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Electronic properties of delta-doped phosphorus layers in silicon and germanium
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The Thomas-Fermi-Dirac (TFD) approximation and an sp3d5s∗ tight binding method were used
to calculate the electronic properties of a δ-doped phosphorus layer in silicon. This self-consistent
model improves on the computational efficiency of “more rigorous” empirical tight binding and ab
initio density functional theory models without sacrificing the accuracy of these methods. The
computational efficiency of the TFD model provides improved scalability for large multi-atom sim-
ulations, such as of nanoelectronic devices that have experimental interest. We also present the
first theoretically calculated electronic properties of a δ-doped phosphorus layer in germanium as
an application of this TFD model.
PACS numbers: 71.10.Ca,31.15.aq,73.22.-f,71.15.-m
I. INTRODUCTION
New in situ phosphorus δ-doping techniques in sin-
gle crystal silicon and germanium are achieving unprece-
dented carrier concentrations inside highly confined lay-
ers (δ-layers) of the host material.1,2 δ-doped P layers
in Si (Si:P) are ideally one monolayer (ML) thick and
at very low temperatures exhibit electronic properties
that are a combination of those of the dopant and the
host material. Through advances in scanning tunnelling
microscope lithography3 and molecular beam epitaxy4 a
new generation of δ-doped structures in Si is now be-
ing realised. These structures include: δ-doped Si:P lay-
ers,5 quantum dots,6,7 quantum dot arrays,8 quantum
wires9,10 and a single electron transistor.11
Using in situ doping techniques one in four atoms in-
side a Si(001) ML (1/4 ML) can be substituted with a P
donor.1 Highly doped planes of P atoms form layers, in-
side which the donor atoms are inherently disordered.1
Because of the high doping densities inside these lay-
ers, we expect the donor electrons to behave similarly
to an inhomogeneous electron gas. However, the ma-
jority of recent theoretical models describe the donor
electrons using explicit donor atom configurations rather
than an average donor electron density. Experimental
verification of either type of theoretical model is cur-
rently unavailable as recent measurements of the Si:P δ-
layer band structure are inconclusive when compared to
the theory.12 Presently, it is only through computational
modelling that the electronic properties of Si:P δ-layers
can be quantitatively understood.
The most recent empirical and ab initio models of Si:P
δ-layers are designed to maximise the completeness of
the system’s mathematical description rather than com-
putational efficiency. Here, we show the efficacy of these
models to be reproducible with a one-dimensional (1D)
model of the donor electron potential using the Thomas-
Fermi-Dirac (TFD) approximation13,14 and a parametri-
sation of correlation effects.15 We combine this descrip-
tion of the donor electrons with an empirical tight bind-
ing (TB) method,16,17 which offers the scalability needed
for large multi-atom simulations of nanoelectronic de-
vices that have experimental interest.
One of the earliest models of a δ-doped layer was
the application of the Thomas-Fermi (TF) theory13,18,19
to an n-type δ-layer, in general.20 Later, this same TF
method was applied to p-type δ-layers in GaAs and Si21
and, combined with TB in a study of n-type δ-doped
Si and B layers in GaAs.22 Transport properties in n-
type δ-layers in Si have also been studied using the TF
method.23 Si:P δ-layers were first modelled using a den-
sity functional theory (DFT) method with a planar Wan-
nier orbital (PWO) basis,24 and later an antibonding
orbital model25 with an sp3s∗ TB method.26 However,
the sp3s∗ basis set is too small to reproduce the experi-
mentally predicted curvature of the ~kx valley minima.
16
A self-consistent three-dimensional (3D) quantum well
model27 combined with an sp3d5s∗ TB method16,17 was
therefore recently used in both studies of disorder28 and
temperature dependence29 in Si:P δ-layers. These stud-
ies used the nemo -d package,30 which has also been
applied to δ-doped Si:P quantum wires.10,31 Complimen-
tary DFT models of Si:P δ-layers and quantum wires
have been proposed using the siesta and vasp pack-
ages, with localised atomic orbital (LAO) bases32–35 and
a planewave basis.36 However, the applicability of these
models to realistic device architectures is restricted by
the N3 scaling in calculation time associated with DFT.
Historically, the effective mass theory (EMT) has also
been used to study n-type δ-doped layers in Si37 and
was recently put on a firm theoretical footing for Si:P
δ-layers.38 Unfortunately, although computationally ef-
ficient, the EMT is only applicable to the lowest lying
conduction valleys, which are assumed to be parabolic,
and is therefore not suitable for modelling the higher con-
duction bands, which are important in the calculation of
transport properties.
Here, we calculate the electronic properties of a Si:P
δ-layer using an sp3d5s∗ TB method and a self-consistent
1D (TB1D) model of the donor potential and, we present
the first theoretically calculated electronic properties of a
Ge:P δ-layer. This also marks the first time that the TFD
2approximation has been combined with an sp3d5s∗ basis
set. We report on the band structure, valley splitting,
Fermi level, electronic density of states (eDOS) and the
changes in these properties against ML doping density.
The TB1D model is outlined in Section II. The results of
the model are discussed for a Si:P δ-layer in Section III
and for a Ge:P δ-layer in Section IV. We conclude in
Section V.
II. METHOD OF CALCULATION
A. Hamiltonian
The electronic properties of bulk Si and Ge are de-
scribed in the tight binding approximation. The Hamil-
tonian is defined using an sp3d5s∗ basis set16 with 18
empirical parameters that correctly predict the bulk ef-
fective masses of Si and Ge.17 The Hamiltonian is of the
form,
Hˆbulk =
∑
i,u
ε
(u)
i c
†
i,uci,u +
∑
i,j 6=i,u,v
t
(uv)
ij c
†
i,ucj,v + Hˆb.c. ,
(1)
where c†i,u and ci,u are creation and annihilation op-
erators. The first term in Hˆbulk describes the on-site
energies
(
ε
(u)
i
)
of an electron in orbital u on atom i and
the second term the coupling
(
t
(uv)
ij
)
between electron or-
bitals u and v on first nearest-neighbour atoms i and j.
The third term (Hˆb.c.) describes the boundary conditions
which for periodic boundaries are of the form,
Hˆb.c. =
∑
k,l 6=k,u,v
t
(uv)
kl c
†
k,ucl,v , (2)
where k and l are first nearest-neighbour atoms via
the periodic boundaries of the supercell. The Hamil-
tonian terms ε
(u)
i and t
(uv)
ij are expressed through TB
parameters.39 These parameters are found by an optimi-
sation procedure which fits to experimentally measured
electronic properties: band energies and effective masses
at high symmetry points in the Brillouin zone (BZ).40
We do not carry out such a procedure here, and instead
use previously published TB parameters for Si and Ge.17
The sp3d5s∗ basis set comprises 20 hydrogenic orbitals
for the description of the bulk Si and Ge band struc-
ture. In the δ-layer system, the P donor electrons occupy
conduction states that are non-degenerate12 and we are
therefore able to ignore electron spin and halve the size
of the TB basis set from 20 to 10 orbitals. This results in
a Hamiltonian matrix of order 4800× 4800. To calculate
the electronic properties of the structure the Hamilto-
nian matrix is diagonalised for all ~k-points in the first
irreducible Brillouin zone (IBZ).41 The speed of this di-
agonalisation is directly proportional to the order of the
TABLE I. Parameters used in the calculations and references
in square brackets. m0 is the free electron mass.
ǫr ml/m0 mt/m0 a (A˚)
Si 11.4 [42] 0.9163 [43] 0.1905 [43] 5.430 [16]
Ge 15.36 [42] 1.588 [44] 0.08152 [44] 5.6563 [16]
Hamiltonian matrix and the number of ~k-points in the
first two-dimensional (2D) BZ or ~k-point grid. We use
an effective ~k-point grid of 120×120×1 to converge the
Fermi level to within 1 meV.
To simulate the δ-layer we use a primitive tetragonal
(tP) supercell which has dimensions (a × a × 60a) nm,
where a is the lattice constant of the host material. This
is equivalent to 120 MLs of bulk “cladding” in the pos-
itive and negative z-directions perpendicular to the δ-
layer. Periodic boundary conditions are applied in the
x and y directions, and also in the z direction after the
bulk cladding. Using 120 MLs of bulk cladding the en-
ergies of the conduction states of interest are converged
to within 1 meV. We do not geometry optimise the bulk
Si or Ge as previous DFT investigations have shown that
the effect of the P atoms on the positions of the bulk Si
atoms is negligible.32,36 However, we expect the incorpo-
ration of P atoms into bulk Ge to have a larger effect on
the positions of the Ge atoms because the Ge nucleus is
much larger than the Si and P nuclei. Although we do
not geometry optimise the bulk Ge here, we note that
this approximation merits further investigation.
B. Donor electron potential
The donor electrons are described by a 1D potential
that is added to the diagonal terms of the Hamiltonian
matrix.22,45 The TFD approximation and an appropriate
parametrisation of correlation effects are used to calcu-
late the donor potential. In this calculation the doping
plane is approximated by a sheet of vanishing thickness
with a constant areal doping density, and the validity
of the local density approximation is assumed through-
out. The TF and Dirac exchange formalism are exact
in the high density limit. The TF approximation for δ-
doped semiconductor structures has been shown to pro-
duce meaningful results in the 1012–1013 cm−2 electron
density range20 (one to two orders of magnitude lower
than the nominal 1.7×1014 cm−2 considered herein). A
full derivation of the TF theory for δ-doped semiconduc-
tor structures is presented in the Appendix. For a 2D δ-
doped semiconductor structure in the high density limit,
the electrostatic potential in the TF approximation is
written as
VTF(z) = −
α2
(α|z|+ z0)4
, (3)
3with
α =
(2m¯)3/2e2ν
60π2ǫrǫ0~3
(4)
and
z0 =
(
8α3ǫrǫ0
e2nD
)1/5
, (5)
where z is distance perpendicular to the δ-layer, ν is
the number of equivalent conduction valleys, ǫr is the
static dielectric constant, m¯ is the geometric average
of the longitudinal (ml) and transverse (mt) effective
masses23,37,38,46 (m¯ = m
2/3
t m
1/3
l ) and nD is the areal
donor density. The parameters in Table I are used
throughout.
To the electrostatic potential is added an exchange po-
tential (VX) derived from the Dirac exchange energy func-
tional47 and a correlation potential (VC). The exchange
potential is written as
VX(z) = −
m¯e4
(4πǫrǫ0~)2
(
9
4π2
)1/3
1
rs(z)
, (6)
with
rs(z) =
(
4πa¯0
3n(z)
3
)−1/3
(7)
and
a¯0 =
4πǫrǫ0~
2
m¯e2
(8)
where rs is the Wigner-Seitz radius, a¯0 is the effective
Bohr radius (a¯0 = 1.96 nm for Si, and a¯0 = 3.80 nm for
Ge) and n(z) is the electron density (see Appendix). The
correlation energy is approximated using the correlation
functional parametrised by Perdew&Wang15 for systems
having zero spin polarisation. In the high density limit,
this correlation potential is written as
VC(z) = − 2A
{
ln
[
1 +
1
2Af
](
1 +
2α1rs(z)
3
)
−
f ′
f (1 + 2Af)
(
rs(z)(1 + α1rs(z))
3
)}
, (9)
with
f = β1r
1/2
s + β2rs + β3r
3/2
s + β4r
2
s (10)
and
f ′ =
β1
2
r−1/2s + β2 +
3β3
2
r1/2s + 2β4rs , (11)
where A = 0.031091, α1 = 0.21370, β1 = 7.5957, β2 =
3.5876, β3 = 1.6382, and β4 = 0.49294. Following the
methods of Refs. 23, 37, and 38 we do not consider the
anisotropy of the effective mass term in the calculation
of the exchange and correlation (XC) potentials.
Finally, the donor potential is written as
V (z) = VTF(z) + VX(z) + VC(z) , (12)
which in matrix form is
Vˆ =
∑
i
Vi c
†
i ci , (13)
where Vi is the discrete form of V (z) for the z coordi-
nate. The Hamiltonian describing the δ-layer system is
therefore,
Hˆ = Hˆbulk + Vˆ . (14)
Here, the donor potential is treated as an external po-
tential and added to only the diagonal or on-site energy
terms of the Hamiltonian matrix:22,45 an approximation
we believe is validated by the results of the TB1D model
as demonstrated in Section III.
C. Fermi level pinning
Recent measurements of the band structure of a Si:P
δ-layer show at least one occupied state in the conduc-
tion band (CB).12 Because the δ-layer exhibits metallic
characteristics at low temperatures, the Fermi level must
be solved for iteratively. In this work, the number of
occupied conduction states is increased from zero until
the charge neutrality condition is satisfied, i.e. inside a
finite area, the number of electrons is equal to the num-
ber of donor atoms (each donor atom contributing one
donor electron). The energy at which charge neutrality
is achieved is defined as the energy of the Fermi level.
The total number of electrons at energy E can be writ-
ten as
N(E) = s f(E) Z(E) , (15)
where s is the spin degeneracy, Z(E) is the eDOS eval-
uated over the first 2D BZ, and f(E) is the Fermi-Dirac
distribution function. For our calculations s is equal to
one, therefore,
N(E) = Z(E)
(
1 + exp
[
E − EF
kBT
])−1
, (16)
where EF is the Fermi level, kB is Boltzmann’s constant,
and T is temperature. The area of the first 2D BZ is
converted to a real space area and the number of donors
is calculated from the areal doping density. EF is then
solved for iteratively by evaluating Eq. 16 at energies
greater than the bulk valence band minimum until charge
neutrality is achieved.
4III. ANALYSIS OF THE MODEL FOR A SI:P
δ-LAYER
Si is an indirect band gap semiconductor and has a
six-fold degenerate CB minimum at ±0.81A in Figure 1,
where A = X,Y, Z are points of high symmetry in the
face-centred cubic (FCC) BZ.48 Figure 1 shows the band
structure of bulk Si plotted in the FCC BZ on the path
of high symmetry: L to Γ to X . Figure 2 shows the
band structure (CB only) of a Si:P δ-layer plotted in the
tP BZ on the path of high symmetry: 0.3M to Γ to
0.6X . The path Γ to Y is equivalent to the path Γ to
X by the four-fold symmetry of the Si(001) doping plane
and therefore not shown. The path Γ to Z is affected by
zone-folding36,49 because of the height of the tP supercell
in the z direction and therefore also not shown. The
change from an FCC unit cell to a tP supercell projects
the conduction valleys in the ±z directions to Γ. These
conduction bands are labelled 1Γ and 2Γ in Figure 2. The
vertical confinement of electrons by the donor potential
shifts these conduction valleys into the bulk band gap
region and splits their energy minima by the 1Γ/2Γ valley
splitting.32 The change to a tP supercell also folds the
bands in the ±x and ±y directions. The ±0.81X and
±0.81Y valley minima of bulk Si are folded to ±0.37X
and ±0.37Y respectively. The +X valley is labelled as
1∆ in Figure 2. The projection of the Si conduction
valleys is illustrated in Ref. 24 [Fig. 1].
The 1D confinement of the donor electrons in the z di-
rection shifts the lowest conduction states of bulk Si into
the bulk band gap region. Figure 2 shows three conduc-
tion valleys to be partially occupied, or partly below the
Fermi level (EF): the 1Γ, 2Γ and 1∆ bands. The Si:P
δ-layer is metallic; the CB minimum (E1Γ) is 285 meV
below EF. E1Γ is 427 meV below the CB minimum of
bulk Si and, in Table II, agrees with the results of all mod-
els (excluding DFT1D (LAO)33 and DFT3D34) to within
28 meV. The minimum of the 2Γ band (E2Γ) compares
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FIG. 1. Band structure of bulk Si calculated using an sp3d5s∗
TB method.16,17 The bands are plotted in the FCC BZ.
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FIG. 2. Band structure (12 lowest conduction bands only)
of a Si:P δ-layer (1/4 ML) [solid lines], the energy minima
of the lowest three conduction bands [dotted lines], and the
band structure (CB only) of bulk Si [dashed lines].16,17 The
bands are plotted in the tP BZ and the energy offset has been
chosen to set the bulk Si CB minimum to zero.
TABLE II. Energies of conduction valley minima and Fermi
levels (meV) at low temperature for a variety of Si:P δ-layer
models (1/4 ML). The models are arranged in order of in-
creasing magnitude of E1Γ. This work is highlighted in bold.
Uncertainty of ±3 meV is labelled by †.
Model (basis set) E1Γ E2Γ E1∆ EF
DFT1D (LAO)33 † -296 -288 -165 -72
DFT3D (LAO)36 -369 -269 -68 -23
TB3D (sp3d5s∗)31 -401 -375 -249 -115
DFT1D (PWO)24 † -419 -394 -250 -99
TB1D (sp3d5s∗) -427 -421 -287 -142
EMT1D38 † -445 -426 -257 N/A
equally well to DFT1D (PWO)24 and is within 5 meV of
EMT1D.38 Interestingly, the 1∆ valley minimum (E1∆)
of TB1D is 30–38 meV lower than that predicted by the
three closest models in Table II. In general, there is good
agreement between the literature and TB1D. Contrast-
ingly, values for EF differ significantly between the mod-
els. This disparity can be explained by the variety in
the exact method and ~k-point grid used to solve for the
Fermi level between each of the models. To calculate
EF, we use a similar procedure to TB3D
31 and although
TB1D predicts EF to be 27 meV lower than TB3D,
31
this discrepancy is explained by the 26 meV difference
between the values for E1Γ. The calculated binding en-
ergies (EF − E1Γ) of TB3D
31 and TB1D agree within
1 meV (see Table III).
Similarly, the greatest contributing factor to the dis-
crepancies in the values of the conduction valley min-
ima between the models in Table II can be explained by
the exact methods used to estimate the XC energy. An
examination of the conduction valley energy minima of
DFT1D (PWO)24 shows a 10±3 meV shift in E1Γ when
5XC and short-range effects are added to the model, com-
pared to a -34 meV shift in the E1Γ for DFT3D
31 when
XC effects are included (see Ref. 29). These XC energy
corrections are relatively small compared to the -130 meV
shift in E1Γ that corresponds to including XC effects in
TB1D (see Figure 3 for a comparison of the donor po-
tentials with and without XC). To approximate the XC
energy correction to the semiclassical component of the
donor potential, we use the same procedure as EMT1D.
In Table II, the values of the conduction valley minima
for TB1D agree most strongly with EMT1D. The method
used by DFT1D (PWO)24 to estimate the XC energy
correction is available and in future could be used to test
the validity of the two different approximations to XC.
Unfortunately, the details of the exact implementation
of XC in TB3D31 are not available. However, the lack
of quantitative experimental results for the Si:P δ-layer
system means verification of any of the approximations
to XC effects is currently impractical.
Figure 3 shows the TF donor potential with and with-
out XC. The energies of the conduction valley minima are
shown as energy levels inside the potential well. XC ef-
fects increase the magnitude of the TF potential. We find
exchange effects dominate over correlation effects at the
nominal 1/4 ML doping density. The exchange poten-
tial shifts the energies of the CB minimum by -125 meV,
where as the correlation potential shifts the energies by
only -5 meV. We note that the system is therefore ade-
quately described by the TFD donor potential and that
the correlation potential could be ignored for simplicity.
The degeneracy of the Si CB minimum results in a
valley splitting between the 1Γ and 2Γ bands, named the
1Γ/2Γ valley splitting33 (equal to E2−E1). Understand-
ing this energy splitting is important in the design of
“few-electron” quantum electronics in silicon50 and mod-
elling transport properties in these systems at low voltage
biases.6 Table III shows the values of E2 −E1 calculated
by a variety of Si:P δ-layer models. The 1Γ/2Γ valley
splitting calculated by TB1D is 6 meV and agrees with
that of DFT1D (LAO)33 to within 2±6 meV. There is
a difference of 20 meV between the valley splitting pre-
dicted by TB3D31 and TB1D. There are also differences
of 14±6 and 21±6 meV between the valley splitting pre-
dicted by EMT1D38 and DFT1D (PWO)24 respectively
and TB1D. These discrepancies can be explained by the
confinement of electrons in the z direction.33,38 The val-
ley splitting is inversely proportional to the spatial extent
of the donors perpendicular to the doping plane.35 There
are two characterisitcs of the donor potential that affect
the confinement of the donor electrons. These are the
rate of decay of the gradient of the potential in the z
direction and the depth of the potential well. A com-
parison of the donor potentials and valley splittings be-
tween the models is consistent with this statement. The
donor potential of DFT1D (PWO)24 (see Ref. 24 [Fig.
3]) compares well to Figure 3. The DFT1D (PWO)24
donor potential has a similar depth (∼0.75 eV) to the
TB1D potential (0.78 eV) however the rate of decay of
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FIG. 3. Donor potential for a Si:P δ-layer (1/4 ML) with
[solid line] and without [dotted line] XC effects. The Fermi
level and energies of the conduction valley minima are shown
as energy levels inside the potential well.
TABLE III. Values of valley splitting and binding energy
(meV) at low temperature for for a variety of Si:P δ-layer
(1/4 ML) models and experiment. The models are arranged
in order of increasing EF − E1Γ. This work is highlighted in
bold. Uncertainty of ±3 meV is labelled by †.
Model (basis set) E2Γ − E1Γ EF − E1Γ
DFT1D (LAO)33 † 8 224
Experiment12 (T = 100K) N/A ∼270
TB1D (sp3d5s∗) 6 285
TB3D (sp3d5s∗)31 26 286
DFT1D (PWO)24 † 25 320
DFT3D (LAO)36 100 346
EMT1D38 19 470†
the gradient of the potential in the z direction is larger
for DFT1D (PWO)24 (decaying to zero by ∼4 nm). The
larger rate of decay results in stronger confinement of the
electrons in the z direction and a larger valley splitting
(26±6 meV). The rate of decay of the gradient of the po-
tential in the z direction and the depth of the potential
are sensitive to ML doping density (see Table IV), donor
atom configuration28,33 and basis set size.36 We note that
including XC effects in TB1D and DFT1D (PWO)24 and
short-range effects in DFT1D (PWO)24 does not affect
the magnitude of the valley splitting. And, that when
a large basis set is used effects of basis set size become
relatively minor.38 Therefore, it is the ML doping density
which controls the size of the 1Γ/2Γ valley splitting and it
is understanding the proportionality between these prop-
erties which is important for engineering valley splitting
in Si:P δ-layer systems.
Recently published experimental measurements of the
Si:P δ-layer band structure performed at T = 100 K
confirm the existence of at least one occupied state at
Γ.12 This state, named the δ-state, has a binding energy
6(EF − E1) of ∼190 meV at T = 300 K and ∼270 meV
at T = 100 K. A comparison to the theory is difficult
as all Si:P δ-layer models explicitly assume lower tem-
peratures, in the neighbourhood of T = 4 K. However,
it is obvious from Table III that the experimental bind-
ing energy of ∼270 meV at T = 100 K compares well
to the value of 285 meV calculated by TB1D. At lower
experimental temperatures we expect the binding energy
of the δ-state to continue to increase as thermal exci-
tations are reduced, increasing the confinement of the
donor electrons and decreasing the electron screening of
the δ-state by intrinsic charge carriers. It is not obvious
from the experimental measurements whether there is a
valley splitting at Γ. However, the energy resolution of
the experimental band structure measurement is low and
energy splittings of less than ∼70 meV are not resolvable.
Ref. 12 suggests that the 1Γ/2Γ valley splitting is either
small and not able to be resolved or large (>150 meV)
and significantly underestimated by the theoretical mod-
els available in the literature. In Figure 2(b) of Ref. 12
the 1Γ, 2Γ and 1∆ conduction bands calculated in Ref. 33
[Figure 10(d)] are overlaid to show the disparity between
theory and experiment. However, Ref. 33 has been shown
to overestimate the 1Γ/2Γ valley splitting by∼50%.36 We
expect the experimental valley splitting to increase with
stronger confinement at lower temperatures and therefore
suggest that a small valley splitting (<70 meV) is more
likely. This is consistent with the Si:P δ-layer models in
the Table III (excluding DFT3D38).
Table IV shows the sensitivity of CB minimum, valley
splitting, Fermi level and binding energy to changes in
ML doping density. E1Γ increases from -427 meV at the
nominal doping density of 1/4 ML (1.696 × 1014 cm−2)
to -38 meV at a density of 1/128 ML (5.3× 1012 cm−2).
This shows that at a doping density as low as 1/128 ML,
E1Γ can still be resolved from the CB minimum of bulk
Si. However, we note that the TF donor potential is
most accurate at high doping densities20 (>1013 cm−2)
or at ML doping densities greater than 1/64 ML. In the
range of doping densities greater than 1/64 ML, E1Γ and
EF show a linear response to changes in ML doping den-
sity. This trend agrees with DFT1D (PWO),24 as shown
in Table IV. The strongest agreement between the Fermi
levels of the two models is at a doping density of 1/16 ML
TABLE IV. Energies of the CB minimum, valley splitting,
Fermi level and binding energy (meV) of a Si:P δ-layer at low
temperature for a range of ML doping densities calculated by
TB1D and using DFT1D (PWO)24 for comparison.
ML doping density 1/4 1/8 1/16 1/32 1/64 1/128
nD (10
14 cm−2) 1.696 0.847 0.424 0.212 0.106 0.053
E1Γ -427 -252 -152 -95 -59 -38
E2Γ − E1Γ 6 2 1 1 0 0
EF -142 -90 -60 -43 -29 -20
EF (DFT1D
24) -111 N/A -62 N/A -36 N/A
EF − E1Γ 285 162 92 52 30 18
at which they agree to within 1 meV. A consequence of
this behaviour is that the binding energy (EF − E1Γ)
also shows a linear response to changes in areal doping
density. The TB1D model calculates a binding energy
(EF − E1Γ) of 52 meV at a doping density of 1/32 ML
which is close to the experimental Si:P single donor level
of 45.6 meV.51 This suggests that at a doping density of
∼1/32 ML, the separation of the P atoms is sufficient to
recover the physics of a single P donor in Si. An areal
doping density of 1/32 ML corresponds to an average
donor separation of 2.17 nm. This agrees with the effec-
tive Si:P Bohr radius in the effective mass approximation
(1.96 nm) calculated using Eq. 8 and the parameters in
Table I. It also agrees with Ref. 52 [Figure 1, η = 5.8]
which shows the probability density of a single P donor
in Si to have decayed significantly by ∼2 nm of bulk Si
cladding. This suggests the TB1D model is applicable at
ML doping densities as low as ∼2×1013 cm−2.
IV. APPLICATION OF THE MODEL TO A
GE:P δ-LAYER
The similar electronic properties of Ge to Si make it
equally attractive for the manufacture of nanoelectronic
devices. Carrying on from the success of the δ-doped
Si:P fabrication route, δ-doped P in Ge (Ge:P) structures
are now being fabricated on the nanometre scale utilising
the same in situ doping techniques.53,54 Presently, exper-
iments are focused on highly doped Ge:P δ-layers54–56
which could serve as the channel material in the next
generation of high-speed nano-transistors.57 Ultra-scaled
n-type Ge devices on the Si platform could also be re-
alised through the patterning of Ge:P δ-layers into source
and drain contacts or quantum wires – analogous to Si:P
δ-layers.9,10,58
Recently fabricated Ge:P δ-layers exhibit extremely
high 2D carrier concentrations of 1/4 ML – 1/2 ML,56,59
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FIG. 4. Band structure of bulk Ge calculated using an sp3d5s∗
TB method.16,17 The bands are plotted in the FCC BZ.
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FIG. 5. Band structure (12 lowest conduction bands only) of a Ge:P δ-layer (1/4 ML) [solid lines], the energy minima of the
lowest five conduction bands [dotted lines], and the band structure (CB only) of bulk Ge [dashed lines].16,17 The bands are
plotted in the tP BZ and the energy offset has been chosen to set the bulk Ge CB minimum to zero.
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which is equivalent to complete substitutional doping of
the Ge(001) surface.2 However, presently there is no the-
oretical model for the electronic properties of these novel
Ge:P nanoelectronic structures. Here, we use our TB1D
model to rectify this; comparing the electronic properties
of a Ge:P δ-layer to that of a Si:P δ-layer. There is an a
priori argument for applying the TB1D model to a Ge:P
δ-layer as unlike DFT,60 TB methods are able to repro-
duce the band structure of bulk Ge as easily as that of
bulk Si (without the need for computationally expensive
hybrid density functionals).
The bulk band structure of Ge is shown in Figure 4.
Ge is an indirect band gap semiconductor and has a four-
fold degenerate CB minimum at L in the FCC BZ. The
change from an FCC unit cell to a tP supercell projects
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FIG. 7. eDOS for the Ge:P δ-layer [heavy solid line] and Si:P
δ-layer (1/4 ML) [dashed line], bulk Ge [light solid line] and
bulk Si [dotted line]. A Gaussian smearing of 25 meV has
been applied for visualisation.
the conduction valleys at L to M in the tP BZ. In Fig-
ure 5, these bands are labelled 1M and 2M . A valley
splitting of 16 meV is predicted between the 1M and
2M band minima. The 1D confinement of the donor
electrons shifts the lowest lying conduction bands into
the bulk band gap region. The 1M and 2M bands are
each doubly degenerate as Ge has four equivalent lowest
conduction valleys. Similarly to Si, the change from a
FCC unit cell to a tP supercell also folds the bands in
the ±X and ±Y directions. In Figure 5, the ±0.88X and
±0.88Y valley minima of bulk Ge are folded to ±0.24X
and ±0.24Y respectively. The ±Z conduction valleys are
folded to Γ. In Figure 5, these bands are labelled 1Γ and
2Γ. A valley splitting of 6 meV is predicted between the
1Γ and 2Γ band minima. Interestingly, the conduction
8TABLE V. Energies of the CB minimum, valley splitting,
Fermi level and binding energy (meV) of a Ge:P δ-layer for a
range of ML doping densities.
ML doping density 1/4 1/8 1/16 1/32 1/64
nD (10
14 cm−2) 1.563 0.781 0.391 0.195 0.098
E1M -385 -211 -117 -66 -37
E2M − E1M 16 5 2 1 1
EF -170 -61 -36 -26 -15
EF − E1M 215 150 81 40 22
valley at Γ in the band structure of bulk Ge is not shifted
into the bulk band gap region to the extent of theM and
X bands. The projected Z conduction valleys dominate
the CB minima of the Ge:P δ-layer band structure at Γ.
This is explained by the confinement of the CB minima
which is proportional to the curvature of the conduction
valleys.38 A comparison of the bands in Figure 4 shows
the conduction valley at Γ is narrower than the bands
at M and X , and it is therefore not shifted as far into
the bulk band gap region. This is shown in Figure 5
where the Γ band of bulk Ge is above the Fermi level.
Therefore, at low voltage biases we expect the transport
properties of the Ge:P δ-layer to be dominated by the
four projected L conduction valleys and two projected Z
conduction valleys.
The donor potential for the Ge:P δ-layer is shown in
Figure 6. At the nominal doping density of 1/4 ML
the larger Bohr radius of Ge results in a donor potential
which is broadened in the z direction but which exhibits
a similar minimum value (0.85 eV) to the donor potential
of the Si:P δ-layer (0.78 eV). Therefore, we expect the CB
minimum (E1M ) of the Ge:P δ-layer to be shifted further
into the bulk band gap region than the CB minimum of
the Si:P δ-layer. However, comparing Figures 2 and 5 the
opposite is true, the Si:P 1Γ band is shifted further into
the bulk band gap region than the Ge:P 1M band. This
can be explained by the eDOS near the CB minimum. In
Figure 7, there is a larger number of conduction states
near the CB minimum which decreases the confinement
of any one state.
Figure 7 shows the eDOS of the Si:P and Ge:P δ-layers.
Excluding energies in the neighbourhood of -0.25 eV, the
eDOS of the Ge:P δ-layer is greater than that of the Si:P
δ-layer on the domain (-0.4, 0.0) eV. This is explained by
the larger number of Ge:P bands or conducting modes
below the Fermi level and suggests a higher conductivity
for the Ge:P δ-layer than the Si:P δ-layer at low volt-
age biases. The larger eDOS for the Si:P δ-layer in the
neighbourhood of E = −0.25 eV corresponds to the fill-
ing of the Si:P 1∆ band (E1∆,Si:P = −287 meV) before
the Ge:P 1∆ band (E1∆,Ge:P = −192 meV). The eDOS
of bulk Ge and bulk Si show the extent to which the con-
duction valleys are confined or shifted into the bulk band
gap region.
Table V shows the sensitivity of CB minimum, valley
splitting, Fermi level and binding energy to changes in
ML doping density. Similarly to the Si:P δ-layer, the
CB minimum of the Ge:P δ-layer (E1M ) shows a lin-
ear response to changes in areal doping density. This
is not true of the Fermi level and therefore binding en-
ergy. Their non-linear behaviour can be explained by the
larger number of partially filled bands below the Fermi
level. Interestingly, at a doping density of 1/4 ML the
value of the 2M/1M valley splitting is equal to more than
twice the energy splitting at Γ. This suggests the 1M and
2M bands are more strongly confined than the 1Γ and 2Γ
bands. This is expected as the CB minimum of bulk Ge
at L is 225 meV below the X conduction valley minimum
(see Figure 4). The 2M/1M valley splitting of the Ge:P
δ-layer (16 meV) is 10 meV greater than the 1Γ/2Γ val-
ley splitting of the Si:P δ-layer (6 meV). Therefore, we
expect experimental measurements of the Ge:P δ-layer
to be more sensitive to the energy splitting of the lowest
conduction valleys. The binding energy of the Ge:P δ-
state is 70 meV less than that of the Si:P δ-state and we
therefore expect this to be resolvable using current ex-
perimental techniques. This prediction is consistent with
the larger Bohr radius of Ge.
V. CONCLUSIONS
We find the TB1D model produces results that are
comparable to more rigorous TB and DFT calculations
of Si:P δ-layers. A self-consistent 1D donor potential is
therefore adequate to describe the physics of this highly
confined and densely doped 2D system. Self-consistency
is built into the semi-classical component of the donor
potential. Therefore, we avoid the need to solve itera-
tively for the electrostatic field, increasing the computa-
tional efficiency of our calculations. The TFD formalism
is known to be exact in the high density limit and here
is shown to produce meaningful results at ML doping
densities as low as ∼2×1013 cm−2.
The calculated values for the conduction valley min-
ima, valley splittings and Fermi levels agree with the
most recent theoretical models and experimental mea-
surements, and are internally consistent with the calcu-
lated donor potential. We believe this validates both the
TB1D model and the addition of the 1D donor potential
to only the diagonal terms of the Hamiltonian matrix.
XC effects are shown to be a major source of discrepancy
between the models discussed herein. At the nominal
1/4 ML doping density, the XC potential for the Si:P
δ-layer is found to be dominated by exchange effects (in
agreement with Ref. 38). Correlation effects are therefore
unimportant in the Si:P δ-layer system.
The Ge:P δ-layer is shown to have conduction valley
minima at M , Γ and ±0.24X in the tP BZ. A Ge:P δ-
state, analogous to the Si:P δ-state12 is predicted at M
with a 2M/1M valley splitting of 16 meV. We therefore
expect experimental measurements to be more sensitive
to the energy splitting of the lowest conduction valleys in
a Ge:P δ-layer. The binding energy of this Ge:P δ-state is
9calculated to be 70 meV smaller than the binding energy
of the Si:P δ-state, which suggests that this difference
is experimentally resolvable using current experimental
techniques. The Ge:P δ-layer exhibits a larger number
of partially occupied conducting modes than the Si:P δ-
layer. This suggests a higher conductivity for the Ge:P
δ-layer at low voltage biases.
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Appendix: Derivation of the electrostatic potential
of the donor electrons in the Thomas-Fermi
approximation
This derivation follows in part that of March,13 and
Ioriatti20 for the TF theory and TF theory of δ-doped
semiconductor structures. In what follows, n is electron
density and z is a coordinate that runs perpendicular to
the doping plane. SI units are used throughout.
The TF energy-density functional is written,
ETF[n(z)] = T [n(z)] + Uee[n(z)] + UeN[n(z)] ,
where T [n(z)] is the kinetic energy density functional
and, Uee[n(z)] and UeN[n(z)] are the electron-electron
and electron-nuclear potential energy density function-
als.
T [n(z)] =
∫
t dz , (A.1)
where t is the kinetic energy per unit volume and can be
written as
t =
∫ pF
0
n(z)
{p(z)}2
2m¯
Iz(p) dp .
Iz(p) dp is the probability of an electron having momen-
tum between p(z) and p(z) + dp and can be written (to
first order in dp) as
Iz(p) dp =
3{p(z)}2
{pF(z)}3
dp ,
where pF is the maximum momentum of an electron.
Therefore,
t =
∫ pF
0
n(z)
{p(z)}2
2m¯
3{p(z)}2
{pF(z)}3
dp . (A.2)
In the local density approximation,
n(z) = n0 =
N
V
where, as a consequence of the uncertainty principle,
N =
2
h3
V .
V is the total occupied volume of phase space,
V =
4πν
3
{pF(z)}
3V ,
where ν is the number of equivalent conduction valleys.
Therefore,
N =
2
h3
4πν
3
{pF(z)}
3V ,
n(z) =
8πν
3h3
{pF(z)}
3
and
{p(z)}5 =
(
3h3
8πν
n(z)
)5/3
.
Substituting into Eq. A.2,
t =
8πν
2m¯h3
∫ pF
0
{p(z)}4 dp
t =
8πν
10m¯h3
[pF(z)]
5
t =
3
10m¯ν2/3
(3π2~3)2/3{n(z)}5/3
t = ck{n(z)}
5/3 ,
where
ck =
3
10m¯ν2/3
(3π2~3)2/3 .
Finally, the kinetic energy density functional can there-
fore be written as
T [n(z)] = ck
∫
n(z)5/3 dz.
The electron-electron potential energy density functional
is defined as
Uee[n(z)] =
e2
8πǫrǫ0
∫ ∫
n(~r′)n(~r)
|~r − ~r′|
d~r d~r′
and for an infinite plane of charge can be written as
Uee[n(z)] = −
e2
4ǫrǫ0
∫ ∫
n(z) n(z′) |z − z′| dz dz′ .
Similarly, the electron-nuclear potential energy density
functional is defined as
UeN [n(z)] = e
∫
n(~r)VN(~r) d~r
10
and for an infinite plane of charge can be written as
UeN [n(z)] = −
e2nD
2ǫrǫ0
∫
n(z) |z| dz .
The TF energy-density functional is then
ETF[n(z)] = ck
∫
n(z)5/3 dz −
e2nD
2ǫrǫ0
∫
n(z) |z| dz
−
e2
4ǫrǫ0
∫ ∫
n(z) n(z′) |z − z′| dz dz′ .
(A.3)
We seek to minimise this expression for the total energy
by varying the electron density subject to a constraint,
namely that the total number of electrons remains con-
stant. This is expressed through the variational state-
ment,
δ(E − µN) = 0 ,
where µ is the Lagrangian multiplier and the chemical
potential, and the total number of electrons is given by
N =
∫
n(z) dz .
From this statement it follows that
µ =
∂E
∂N
.
Carrying out the functional derivative of Eq. A.3 with
respect to N ,
µ =
5
3
ck{n(z)}
2/3 −
e2nD
2ǫrǫ0
|z| −
e2
2ǫrǫ0
∫
n(z)|z − z′| dz .
(A.4)
Then, defining the electrostatic part of Eq. A.4 as
VTF(z) = −
e2nD
2ǫrǫ0
|z| −
e2
2ǫrǫ0
∫
n(z)|z − z′| dz ,
the self-consistency of the electrostatic field is achieved by
insisting VTF and n are related by the Poisson equation,
∂2
∂z2
VTF(z) =
e2
ǫrǫ0
n(z)−
e2nD
ǫrǫ0
δ(z) . (A.5)
Rewriting Eq. A.4,
µ =
5
3
ck{n(z)}
2/3 + VTF(z)
and rearranging for n(z),
n(z) =
(
3
5ck
)3/2 (
µ− VTF(z)
)3/2
.
We substitute this expression for n(z) into Eq. A.5, which
results in the differential equation,
∂2
∂z2
VTF(z) =
e2
ǫrǫ0
(
3
5ck
)3/2 (
µ− VTF(z)
)3/2
−
e2nD
ǫrǫ0
δ(z) . (A.6)
The solution to equation A.6 is of the form,
VTF(z)− µ = −
α2
(α|z|+ z0)4
where
α =
(2m¯)3/2e2ν
60π2ǫrǫ0~3
and
z0 =
(
8α3ǫrǫ0
e2nD
)1/5
.
Finally, we set the chemical potential equal to zero, which
results in the following expression for the electrostatic
potential of the donor electrons,
VTF(z) = −
α2
(α|z|+ z0)4
.
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