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We study the temporally nonlocal contributions to the gradient expansion of the pair fluctuation
propagator for spin- and mass-imbalanced Fermi mixtures. These terms are related to damping
processes of sound-like (Anderson-Bogolyubov) collective modes and are relevant for the structure
of the complex pole of the pair fluctuation propagator. We derive conditions under which damping
occurs even at zero temperature for large enough mismatch of the Fermi surfaces. We compare our
analytical results with numerically computed damping rates of the Anderson-Bogolyubov mode.
I. INTRODUCTION
Progress in manipulating ultracold atomic setups1–4
opens opportunities to experimentally study many-
body problems hardly accessible in conventional solid-
state systems. In particular, the ability to engineer
fermionic mixtures with different particle masses5–8 and
populations9–13 motivates detailed studies of the influ-
ence of imbalance on superfluidity. For instance, ex-
otic superfluid phases such as the interior gap (Sarma-
Liu-Wilczek) superfluids14,15 or the nonuniform Fulde-
Ferrell-Larkin-Ovchinnikov (FFLO) states16,17 are theo-
retically possible to realize in two-component mixtures
with different spin populations and masses of particles.
Of substantial interest is also the imbalance-induced
phase transition between the uniform superfluid and nor-
mal phases. By manipulating the mass imbalance, the
tricritical point may be shifted18–20 or even expelled from
the phase diagram giving rise to a stable quantum critical
point (QCP).21,22 Another aspect concerns the possible
quantum phase transition to the FFLO state.23,24
One particularly interesting problem in the con-
text of imbalanced Fermi mixtures concerns properties
of Anderson-Bogolyubov (AB) modes,25,26 also known
as Nambu-Goldstone modes27,28 in the low-momentum
limit. According to the Goldstone theorem29 sponta-
neous breaking of continuous U(1) symmetry for the
Fermi gas results in low-energy sound-like collective exci-
tations. These modes have been successfully observed in
several experiments30–34 and studied extensively in nu-
merous theoretical papers35–45 in the last 20 years. How-
ever, most of these works pay relatively little attention
to the spin- and mass-imbalance influence on the ex-
citation spectra and their damping in particular. The
dominant mechanism of damping in such systems is re-
lated to inelastic scattering of the Goldstone phonon from
thermally excited fermionic quasiparticles.46 The damp-
ing rate vanishes in the limit T → 046,47 because of the
disappearance of the thermal cloud of quasiparticles.48
This picture is consistent with the detailed analysis per-
formed by Kurkjian and Tempere,49 which shows that
the process of absorption and emission of the AB phonon
by fermionic quasiparticles leads to exponentially sup-
pressed damping at low temperatures in presence of a
gap. This temperature dependence is an essential char-
acteristic of the so-called Landau damping50 for gapped
modes. However,51 large enough spin-polarization of the
Fermi gas leads to enhancement of the damping factor
even for relatively low temperatures. This suggests a re-
lation between a mismatch of Fermi surfaces correspond-
ing to the two particle species forming the mixture and
the mechanism of the damping process.
It is therefore worth taking a closer look at the problem
of the impact of spin- and mass-imbalance on the Landau
damping. The present work contributes to an analytical
understanding of the damping process by considering the
structure of the Gaussian pair fluctuation (GPF) propa-
gator in the low-momentum limit (q → 0). We derive an
inequality involving parameters of the system, giving a
necessary condition to obtain a nonzero damping rate of
the AB mode in a uniform s-wave superfluid in presence
of both spin- and mass- imbalance. Our central result
indicates that for large enough mismatch of the Fermi
surfaces, the AB modes are damped even at T = 0. We
formulate an intuitive interpretation of this result and
relate it to the mechanism of Landau damping. We sub-
sequently compare the conclusions drawn from the ana-
lytical results with numerically obtained complex poles
(zq = ωq − iΓq/2) of the GPF propagator, where the dis-
persion relation of the collective mode and its damping
rate are given, respectively, by the real and imaginary
part of zq.
The paper is organized as follows. In Sec. II, we intro-
duce the considered model using the path-integral for-
malism and discuss the structure of the GPF propaga-
tor. In Sec. III, we employ the gradient expansion to
extract the leading terms of the GPF propagator respon-
sible for damping. We formulate conditions under which
Landau damping is active even for T = 0 and present an
intuitive interpretation of this result. Sec. IV contains
a numerical study of the poles of the GPF propagator.
We discuss the obtained dispersion relations and damp-
ing rates of the AB modes for different realizations of
spin- and mass-imbalance and compare the results with
analytical expressions from Sec. III. We summarize the
paper and give a perspective for future studies in Sec. V.
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2II. PAIR FLUCTUATION PROPAGATOR
We consider a two-component spin-polarized Fermi
mixture with unequal masses in thermodynamic equi-
librium. Particles with opposite spins interact via an
attractive contact potential V(x,y) = gδ(x − y), where
g < 0. Utilizing the path integral formalism,52 we obtain
the grand canonical partition function represented as a
functional integral over the Grassmann fields {ψ¯σx , ψσx}
Z =
∫
D[ψ¯σx , ψσx ] exp(−Sψ) , (1)
where
Sψ =
∫
x
{∑
σ
ψ¯σx
[
∂τ + Kˆσ
]
ψσx + gψ¯
+
x ψ¯
−
x ψ
−
x ψ
+
x
}
(2)
is the fermionic action. Throughout the paper we put
} = 1 and kB = 1. In the above equations, we use the
following notation: x = (τ,x),
∫
x
(·) = ∫ β
0
dτ
∫
ddx (·),
β = 1/T and Kˆσ = −∇2x/2mσ−µσ, where mσ and µσ are
the mass and chemical potential of a particle with spin
σ ∈ {+,−}, respectively. The presence of two distinct
Fermi surfaces in this problem makes it convenient to in-
troduce the imbalance parameters. We define ζ = r−1r+1 ,
where r = m−/m+. We also use h = (µ+−µ−)/2 as the
’Zeeman’ field, which measures the spin polarization and
µ = (µ+ + µ−)/2 as the average chemical potential.
The standard procedure to analyze the Gaussian fluc-
tuations is to integrate out the Grassmann fields ψσx
by introducing an auxiliary field ηx via the Hubbard-
Stratonovich transformation,35,39 which decouples the in-
teraction term in Eq. (2) into the Cooper channel.52 Af-
terwards, we expand ηq (in reciprocal space) around the
mean-field value of the superfluid gap ∆, in such a way
that ηq =
√
βV ∆ δq,0 + φq, where V is the volume of
the system and φq describes fluctuations of the order pa-
rameter. Thus, the expansion to the quadratic order in
φq leads to a Gaussian action. For a comprehensive dis-
cussion of this procedure we refer to the paper by Iskin
and Sa´ de Melo.39 Alternatively, the same result can be
obtained using diagrammatic theory by a resummation
of the infinite subclass of ladder diagrams (the random
phase approximation).53,54
As a result, we obtain the partition function within the
GPF approximation, which is given by
Z = ZMF
∫
D[φ] exp
(
−βV
2
∫
q
Φ∗qF−1q Φq
)
, (3)
where ZMF is the mean-field part of the partition func-
tion, Φ∗q = [φ
∗
q , φ−q], Φq = [φq, φ
∗
−q]
T and Fq is the
GPF propagator matrix. In Eq. (3), q = (iqm,q)
collects a bosonic Matsubara frequency [qm = 2pim/β
(m ∈ Z)] and the (d-dimensional) wave vector q. We
also introduce the fermionic analogue k = (ikn,k), where
kn = 2pi(n +
1/2)/β (n ∈ Z). We use the shorthand no-
tation:
∫
q
(·) = 1β
∑
qm
∫
ddq
(2pi)d
(·). Matrix elements of the
inverse GPF propagator are expressed by normal (G σk )
and anomalous (Fk) components of the Green function
matrix:55
[F−1q ]1,1 ≡M1,1(q) =
1
g
−
∫
k
G+k+qG
−
−k , (4)
[F−1q ]1,2 ≡M1,2(q) =
∫
k
Fk+qF−k , (5)
where M1,1(q) = M2,2(−q), M1,2(q) = M∗2,1(q), while the
BCS-like Green functions are given by
G+k =
u2k
ikn − E+k
+
v2k
ikn − E−k
, (6)
−G−−k =
v2k
ikn − E+k
+
u2k
ikn − E−k
, (7)
Fk = ukv
∗
k
(
1
ikn − E−k
− 1
ikn − E+k
)
. (8)
Here we use the BCS coherence factors given by u2k =
(1 + ξk/Ek)/2 and v
2
k = 1 − u2k, where ξk = k2/2m − µ,
Ek =
√
ξ2k + |∆|2 and m = 2rr+1m+. Eσk is an excitation
energy of quasi-particle branches in the superfluid phase:
Eσk = ζξk − (h− ζµ) + σEk . (9)
It is worth noting that h = ζµ corresponds to a situation
where the two Fermi surfaces coincide. Therefore, h−ζµ
measures the mismatch of Fermi spheres due to spin-
and mass-imbalance. For further discussion of the matrix
elements of F−1q , see appendix A.
In order to obtain the mean-field value of the superfluid
gap ∆, we consider the contribution ΩMF = −T lnZMF
to the grand-canonical potential. This is given by22
ΩMF = V min
∆
{
−|∆|
2
g
+ T
∫
k
∑
σ
ln f(−Eσk )
}
, (10)
where
∫
k
(·) = ∫ ddk
(2pi)d
(·) and f(x) = 1/(exp(βx) + 1).
The order parameter minimizing the grand-canonical po-
tential for a given set of parameters is identified as the
expectation value of the superfluid gap ∆.
III. DAMPING OF COLLECTIVE MODES
We now set out to analyze the complex pole of the GPF
propagator. For this purpose, we expand the matrix ele-
ments of F−1q in the low-momentum limit and extract the
relevant nonlocal terms, which are related to the damp-
ing process. An analogous strategy is applied to derive
the Hertz-Millis-Moriya action in the context of quan-
tum phase transitions in itinerant electron systems.56–59
In this case, the nonlocal term |qm|/γq appearing in the
Gaussian action after the expansion for small |q| and
|qm|/|q| is related to the Landau damping of collective
spin fluctuations by particle-hole excitations.58 This term
3is responsible for the occurrence of the complex pole for
the propagator of paramagnons and γq is its damping
rate.56 The noticeable structural resemblance between
the Hertz approach and our problem encouraged us to
exploit this procedure to investigate the Landau damping
of the AB mode in the spin- and mass-imbalance Fermi
mixture.
We begin with a brief discussion of the gradient ex-
pansion along the line of Refs. 41 and 42. We obtain a
low-momentum and low-frequency expansion of the ma-
trix elements Mj,l(iqm;q) [see Eq. (A1) and (A2)] up to
the second-order in powers of qm and q:
M1,1(iqm;q) = M1,1(0;0) +Aq
2 + iBqm + Cq
2
m , (11)
M1,2(iqm;q) = M1,2(0;0) +Dq
2 + Eq2m . (12)
The expressions for the coefficients of the gradient expan-
sion are presented in appendix B. This procedure neglects
terms proportional to |qm|/|q|, which are crucial in the
description of damping. To identify them, we analyze the
full expression for M1,1(iqm;q) −M1,1(0,q). Using the
notation described in detail in appendix A, we start from
the following form:
M1,1(iqm;q)−M1,1(0;q) =
−
∫
k
∑
σ,σ′
Cσ,σ′k,q
fσ,σ
′
k,q
q2m + (E
σ,σ′
k,q )
2
(
iqm − q
2
m
Eσ,σ
′
k,q
)
. (13)
The leading contribution involving both small frequency
and momentum [and therefore not included in the ex-
pansion of Eq. (11)] comes from the second term in the
bracket in Eq. (13) for the elements with σ = σ′ and is
given by
−
∫
k
u2kv
2
k
∑
σ
f ′(Eσk )
q2m
a2σ(|k|) cos2 θ|q|2 + q2m
, (14)
where cos θ = k·q|k||q| , f
′(x) = −β4 cosh−2(βx/2) and
aσ(|k|) = ( ζm + σ ξkmEk )|k|. All the other contributions
(as long as |∆| > 0) in the expansion of Eq. (13) are
either of higher order or included in Eq. (11).
In the next step we perform integration over the angu-
lar variable θ, considering separately the cases d = 2 and
d = 3. We assume that the ratio |qm|/|q| is small.56,57
Note that this is possible only if the mode in question is
gapless.41 In Eq. (14) we make the change of variables,
|k| → ε = k2/2m ≥ 0 and carry out the integration.
This yields
−|qm||q|
∫
dε cdDd(ε)u
2
εv
2
ε
∑
σ
f ′(Eσε )
|aσ(ε)| =
|qm|
γq
, (15)
where cd is equal 1 for d = 2 and pi/2 for d = 3. We
also introduce the density of states per spin Dd(ε), where
D2(ε) = m/2pi and D3(ε) =
√
2m3
2pi2 ε
1/2. Eq. (15) defines
the quantity γq. An analogous procedure performed for
the matrix element M1,2(iqm,q) results in the same ex-
pression as in Eq. (15). We conclude that relations (11)
and (12) should be supplemented by the nonlocal contri-
butions obtained in Eq. (15).
We now consider the form of γ−1q in the zero-
FIG. 1. Schematic illustration of the fermionic quasiparticle
spectrum Eσk [see Eq. (9)] as a function of ξk = ε−µ, when the
minimum of E+k is located in the physical region (ε ≥ 0). The
red star indicates the minimum of E+k and in the shaded area
we have ε < 0. (a) In this case, the two Fermi spheres coincide
(h− ζµ = 0). The lower branch of the quasiparticle spectrum
is fully occupied while the upper branch is empty. In this case,
the Landau damping involves the inelastic scattering of the
Goldstone phonon from thermally excited quasiparticles and
becomes inactive for T → 0. (b) The mismatch of the Fermi
surfaces leads to nonzero occupation of the upper branch,
whenever the condition h−ζµ ≥ ∆√1− ζ2 is fulfilled. In this
case, the damping process occurs also at zero temperature.
temperature limit. Using f ′(Eσε )→ −δ(−Eσε ) for T → 0,
we obtain
γ−1q =
1
|q|
∫
dε cdDd(ε)u
2
εv
2
ε
∑
σ
δ(−Eσε )
|aσ(ε)| . (16)
Taking advantage of the identity
δ[h(x)] =
∑
i
δ(x− xi)
|h′(xi)| , (17)
where xi are roots of h(x), we further simplify Eq. (16).
The equation Eσε = 0 has two solutions, which are iden-
4tical for σ = + and σ = − and given by
ε1,2 =
µ− ζh±√(h− ζµ)2 −∆2(1− ζ2)
1− ζ2 . (18)
Since ε = k2/2m is non-negative, we pick only roots
fulfilling εi ≥ 0. Making use of Eq. (17), we integrate
over ε, which leads to
γ−1q =
1
|q|
∑
i=1,2;
if εi≥0
cdDd(εi)u
2
`iv
2
`i
∑
σ
L−1σ (εi) , (19)
where `i =
√
2mεi and Lσ(ε) =
√
m/2ε|aσ(`)|2.
We now discuss implications of Eq. (19). First of all,
we observe that γ−1q ∼ u2kv2k = ∆2/4E2k. Therefore, γ−1q
vanishes in the limit ∆→ 0. Moreover, u2kv2k takes max-
imal value for k =
√
2mµ.
As we mentioned above, εi in Eq. (19) should be
FIG. 2. The fermionic quasiparticle spectrum Eσk [see Eq.
(9)] as a function of ξk = ε − µ, when the minimum of E+k
is located in the unphysical region (ε < 0). The red star
indicates the minimum of E+k , the blue dot corresponds to
ε = 0, and in the shaded area we have ε < 0. (a) In this
case, the Fermi spheres coincide (h − ζµ = 0). The upper
branch of the quasiparticle spectrum is empty (the lower one
is fully occupied), therefore the Landau damping is possible
only due to the presence of thermal excitations from E−ε to
E+ε . (b) The mismatch of the Fermi surfaces leads to the
nonzero occupation of the upper branch, when the condition
h−ζµ ≥√µ2 + ∆2−ζµ is met. In this case, Landau damping
is active even at T = 0.
non-negative. This leads to the necessary condition for
the occurrence of Landau damping. Indeed, when the
requirement
|h− ζµ| > ∆
√
1− ζ2 (20)
is met, there are two real roots of Eσε = 0. In particular,
whenever the two Fermi spheres coincide (h = ζµ) we
see that γ−1q = 0 for T = 0 and the Goldstone mode is
not damped. Nonetheless, compliance with the condition
in Eq. (20) does not guarantee fulfillment of εi ≥ 0.
For simplicity, let us now focus on the situation, where
h− ζµ ≥ 0 and then consider ε ≥ 0. This leads toh− ζµ ≥ ∆
√
1− ζ2 for µ ≥ ζ∆√
1−ζ2 ,
h ≥
√
µ2 + ∆2 for µ < ζ∆√
1−ζ2 .
(21)
The first inequality, in the above condition, assures the
existence of at least one positive zero of E+ε (see Fiq. 1)
and the second one corresponds to exactly one zero (see
Fig. 2).
We can now interpret the obtained results in the con-
text of the mechanism of Landau damping. Let us for
now assume that r ∈ [1,∞[ so that ζ ∈ [0, 1[. The
quasiparticle spectrum has two branches [see Eq. (9)].
If the two Fermi spheres coincide (h − ζµ = 0), then
the lower branch E−ε is filled, and the upper one E
+
ε
is empty.48 In this case, the Landau damping is present
only at nonzero temperatures (and is exponentially sup-
pressed). The Goldstone phonon inelastically scatters
thermally excited quasiparticles in the upper branch of
the spectrum. Cranking up the mismatch of the Fermi
surfaces leads to nonzero occupancy of fermions on E+ε
even at T = 0. Therefore, the Landau damping is
present also at T = 0. We depicted this situation in
Figs. 1 and 2. The position of the minimum of E+ε is
given by εmin = µ− ζ∆/
√
1− ζ2 and at that point E+ε
is equal to ∆
√
1− ζ2. Whenever εmin ≥ 0, the minimal
mismatch of the Fermi spheres, which leads to nonzero
occupancy of quasiparticles in the upper branch, is given
by ∆
√
1− ζ2 (see Fig. 1). If εmin < 0, the minimal mis-
match leading to nonzero occupancy in E+ε is given by a
value of E+ε for ε = 0 (see Fig. 2).This provides an inter-
pretation of Eq. (21). We see that in the limit r → ∞
the obtained condition is independent of ζ and is given
by h ≥
√
µ2 + ∆2, whereas for r = 1 the considered con-
dition is given by h ≥ ∆, which is consistent with the
results of Ref. 51.
We close this section by considering the Landau damp-
ing in the proximity of a QCP,21,22 which can be gener-
ated for a wide range of system parameters. At mean-
field level, in the limit h → h−c (hc is the critical value
of h), the superfluid gap ∆ goes continuously to 0. In
the vicinity of the QCP, the condition ε1 ≥ 0 yields
h+ µ− 1 + ζ
2(h− ζµ)∆
2 +O(∆4) ≥ 0. (22)
5According to Ref. 22, the above condition is always ful-
filled for r > 3.01 and h > µ > 0. Therefore, the Landau
damping is unavoidably present in the proximity of the
QCP.
IV. NUMERICAL RESULTS
In this section we numerically study the damping of
the collective mode by analyzing the complex pole of the
GPF propagator. This amounts to finding complex roots
of the following equation:35,44,45,51
detF−1(iqm 7→ zq;q) = 0, (23)
where zq = ωq − iΓq/2, ωq is the dispersion relation and
Γq is the damping rate. The matrix elements Mj,l(zq,q)
of F−1q have a branch cut along the real axis.45 We should
perform the analytic continuation of Mj,l(zq,q) from the
upper to the lower complex half-plane, which results in
a transition to another Riemann sheet. We proceed along
the way described by Nozie`res.60 We consider the spectral
function Aj,l(ω;q):
Aj,l(ω;q) = − 1
pi
ImM
(R)
j,l (ω;q), (24)
where the index (R) means that we take the retarded
matrix element Mj,l(iqm 7→ ω+ i0+;q). Then the matrix
elements M˜j,l analytically continued to the lower half-
plane are given by
M˜
(A)
j,l (ω;q) = M
(A)
j,l (ω;q)− 2piiAj,l(ω;q), (25)
where the index (A) denotes the advanced counterpart of
the matrix element (iqm 7→ ω− i0+). M˜j,l thus obtained
can be extended in such a way that ω 7→ z = ω − iΓ/2,
where Γ > 0.
Using the procedure specified above we discuss the
numerically obtained dispersion relations ωq and damp-
ing rates Γq for r = 1.0 and r = 6.67, varying the ’Zee-
man’ field h at T → 0. We consider the three-dimensional
case (d = 3). We a posteriori check fulfillment of the con-
dition vs = lim|q|→0 ωq/|q| < 1 (compare Sec. III). This
condition ensures that the assumptions made in deriva-
tion of Eq. (16) are justified. We begin with the mass-
balanced case (r = 1). The phase transition between the
normal and superfluid phases is generically discontinu-
ous for r < 3.01 and T → 0 at the mean-field level.22
Therefore, we expect that for r = 1 the change of ∆ as
a function of h should be modest up to the occurrence
of the phase transition. In this case, the frequencies and
damping factors of the Goldstone mode as a function of
momentum |q| are shown in Fig. 3. The results are not
affected by varying h between 0.0 and 0.4164, where the
discontinuous phase transition takes place. The reason
for this is negligible change of ∆ upon approaching the
transition point. For all values of h considered in Fig. 3
the ratio T/∆ < 0.01, which means that the thermal exci-
tations should be negligible. For r = 1 (ζ = 0) we always
FIG. 3. (a) Dispersion relations ωq of Goldstone modes (in
units of µ) as a function of momentum for r = 1 and several
values of h. For small enough values of |q|/√2mµ, we have
ωq = vs|q|+O(|q|3). (b) Analogous figure for damping rates
Γq (in units of µ). All the curves coincide because of the
weak dependence of the gap ∆ on h. The damping factors
are negligibly small. The plot parameters are m+ = 1, r = 1,
µ = 0.5, T = 0.005, g = −2.0, and Λ = 10, where Λ is the
upper momentum cutoff.
obtain µ > ζ∆/
√
1− ζ2 = 0. Therefore, the condition
in Eq. (21) takes the form h ≥ ∆, which is never fulfilled
for the discussed situation. That implies that the Landau
damping is absent in the limit T → 0 in compliance with
the numerical results show in Fig. 3 (the numerically ob-
tained damping rates, in this case, are of the order of
10−11). These results are consistent with Refs. 42 and
44.
We now examine the mass-imbalance case, fixing the
mass ratio r = 6.67 corresponding to a 6Li and 40K
mixture.39 We choose the parameters so that the system
hosts a QCP in its phase diagram. In this case, the QCP
at the mean-field level is located at hc = 1.9706. The cor-
responding dispersion relations and damping rates of the
Goldstone phonons are shown in Fig. 4 for a few values of
h < hc. Since T/∆ < 0.04 for all h in Fig. 4, we can re-
6FIG. 4. (a) Dispersion relations ωq of Goldstone modes (in
units of µ) as a function of momentum for r = 6.67 and several
values of h. For small enough values of |q|/√2mµ, we have
that ωq = vs|q|+O(|q|3). (b) Analogous figure for damping
rates Γq (in units of µ). Landau damping becomes active
above h ≈ 1.59. The plot parameters are m+ = 1, r = 6.67,
µ = 0.1, T = 0.04, g = −1.4 , and Λ = 10.
liably neglect thermal excitations. Furthermore, it turns
out that for all the considered values of the ’Zeeman’
field we can apply the criterion h ≥
√
µ2 + ∆2 for the
occurrence of the Landau damping [see Eq. (21)]. First
we observe that for h = 1.4 the above condition is not
met. Thus, the upper branch of the quasiparticle spec-
trum is not populated, which means that the damping
mechanism discussed in Sec. III is inactive. This is in
agreement with the numerical results, which show that
the damping rate is of the order of 10−10. Second, for
h = 1.6 we observe that h '
√
µ2 + ∆2 = 1.59. The ob-
tained numerical values of Γq/µ are of the order of 10
−5,
which is way larger than the value obtained for h = 1.4.
In the remaining cases, the considered condition is ful-
filled. In consequence, the upper branch of the excitation
spectrum is partially occupied by quasiparticles even for
T → 0. Therefore, Goldstone modes can be absorbed by
fermionic excitations and the Landau damping is present.
FIG. 5. Damping rates Γq of Goldstone modes (in units of µ
and with a logarithmic scale) as a function of the ’Zeeman’
field for r = 6.67 and |q|/√2mµ = 4.24 ·10−3. Damping is ac-
tive for h &
√
∆2 + µ2. Moreover, for values of h correspond-
ing to the vicinity of the phase transition (h ∈ [1.88, 1.95]),
damping becomes significantly stronger. The plot parameters
are m+ = 1, r = 6.67, µ = 0.1, T = 0.04, g = −1.4 , and
Λ = 10.
As we see in Fig. 4, this prediction is consistent with nu-
merical results. Moreover, the dependence Γq/µ on h is
shown in Fig. 5 for |q|/√2mµ = 4.24 · 10−3. We see
that the activation of damping occurs precisely for the
predicted value of h.
V. CONCLUSION AND OUTLOOK
We have studied the damping process of the Goldstone
mode for spin- and mass-imbalanced Fermi mixtures by
inspecting the structure of the pair fluctuation propaga-
tor. A detailed analysis based on the gradient expansion
reveals presence of a temporally nonlocal contribution
in its matrix elements, giving rise to Landau damping.
We have demonstrated that the Landau damping is ac-
tivated by increasing imbalance even for T → 0 and is
present for large enough mismatch of the Fermi surfaces.
We have derived an analytical criterion for its occurrence
[see Eq. (21)]. We also provided an intuitive interpreta-
tion of the obtained analytical results. Finally, going
beyond the gradient expansion, we have shown that our
analytical predictions are in full agreement with damping
rates obtained numerically from complex roots of the an-
alytically continued determinant of the inverse pair fluc-
tuation propagator.
There are several interesting avenues for further re-
search in this direction. The present analysis is per-
formed at the Gaussian level (equivalent to the random
phase approximation), under the assumption of the pres-
ence of fully-developed long-ranged order. It might be
very interesting to investigate the evolution of the ob-
7tained physical picture after accounting for fluctuation
effects. These should be of substantial relevance in par-
ticular in low dimensions, where the long-ranged ordered
state becomes downgraded to the algebraic (Kosterlitz-
Thouless) phase. Another question concerns the influ-
ence of the competing FFLO phase (characterized by
nonzero ordering wavevector) on the excitation spectra.
Even though theoretical results61–65 suggest that, in case
of the neutral Fermi superfluids, these pair density wave
states are unstable at T > 0, they are presumably still
present as ground states. We finally note the interesting
question concerning the impact of imbalance on damp-
ing of the amplitude mode, whose existence was recently
experimentally established.34,66–69
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Appendix A: Matrix elements of F−1q
In this appendix, we present the explicit form of the
matrix elements of F−1q [see Eq. (4) and (5)]. We assume
without loss of generality, that ∆, uk and vk ∈ R. The
considered matrix elements are given by
M1,1(iqm;q) =
1
g
+
∫
k
∑
σ,σ′
Cσ,σ′k,q
fσ,σ
′
k,q
iqm − Eσ,σ′k,q
, (A1)
M1,2(iqm;q) =
∫
k
∑
σ,σ′
Dσ,σ′k,q
fσ,σ
′
k,q
iqm − Eσ,σ′k,q
, (A2)
where Eσ,σ
′
k,q = −(Eσ−k − Eσ
′
k+q), f
σ,σ′
k,q = f(E
σ
−k) −
f(Eσ
′
k+q), Dσ,σ
′
k,q = σ · σ′ · u−kv−kuk+qvk+q and
Cσ,σ′k,q =

u2k+qv
2
−k; σ = +, σ
′ = +,
u2k+qu
2
−k; σ = −, σ′ = +,
v2k+qv
2
−k; σ = +, σ
′ = −,
v2k+qu
2
−k; σ = −, σ′ = −.
In the above expressions, we performed summation over
fermionic Matsubara frequencies using standard text-
book techniques50,52,55.
Appendix B: Gradient expansion of F−1q
In this appendix, we present the coefficients of the gra-
dient expansion, which appears in Eqs. (11) and (12).
They are given by
A =
∫
k
1
24E3k
[
− 4E3ku2k
(
3f ′′(E−k ){akα−k − δ−k v2k}+
6bkf
′(E−k )− (α−k )2f (3)(E−k )v2k
)
+
4E3kv
2
k
(
3f ′′(E+k ){akα+k + δ+k u2k}+
6bkf
′(E+k ) + (α
+
k )
2f (3)(E+k )u
2
k
)
+
3u2k
(
[f(E+k )− f(E−k )]{−2α+k akEk+
4bkE
2
k − u2k
(
2δ+k Ek − (α+k )2
)}+
2α+k f
′(E+k )Ek{2akEk − α+k u2k}+
2E2ku
2
k{α2+f ′′(E+k ) + 2δ+k f ′(E+k )}
)
+
3v2k
(
[f(E−k )− f(E+k )]{2α−k akEk + 4bkE2k−
v2k
(
(α−k )
2 + 2δ−k Ek
)}+
2α−k f
′(E−k )Ek{2akEk − α−k v2k}−
2E2kv
2
k{(α−k )2f ′′(E−k ) + 2δ−k f ′(E−k )}
)]
,
B =
∫
k
[f(E+k )− f(E−k )]
u4k − v4k
4E2k
,
C =
∫
k
[f(E−k )− f(E+k )]
u4k + v
4
k
8E3k
,
D =
∫
k
ukvk
6
[
− 3α−k dkf ′′(E−k )− 3α+k dkf ′′(E+k )−
3
4E3k
(
2α−k f
′(E−k )Ek{2dkEk − α−k ukvk}+
[f(E−k )− f(E+k )]{2α−k dkEk + 4E2kgk−
ukvk{(α−k )2 + 2δ−k Ek}}−
2E2kukvk{(α−k )2f ′′(E−k ) + 2δ−k f ′(E−k )}
)
+
3
4E3k
(
2α+k f
′(E+k )Ek{2dkEk + α+k ukvk}+
[f(E−k )− f(E+k )]{2α+k dkEk − 4E2kgk−
ukvk{2Ekδ+k − (α+k )2}}−
2E2kukvk{(α+k )2f ′′(E+k ) + 2δ+k f ′(E+k )}
)
+
3ukvk{δ−k f ′′(E−k ) + δ+k f ′′(E+k )}+
ukvk{(α−k )2f (3)(E−k ) + (α+k )2f (3)(E+k )}−
6gk{f ′(E−k )− f ′(E+k )}
]
and
E =
∫
k
[f(E+k )− f(E−k )]
u2kv
2
k
4E3k
.
8In the above equations we use the following abbrevi-
ations: αk = ξk|k| cos θ/mEk, δk = ξk∆2/2mE3k +
ξ3k/2mE
3
k + ∆
2|k|2 cos2 θ/2mE3k, ασk = ζ|k| cos θ/m +
σαk, δ
σ
k = ζ/2m + σδk, ak = ∆
2|k| cos θ/2mE3k,
bk = ∆
4/4mE5k+∆
2ξ2k/4mE
5
k−3∆2ξk|k|2 cos2 θ/4m2E5k,
dk = ∆ξk|k| cos θ/2mE3k and gk = ∆(m∆2ξk + mξ3k +
∆2|k|2 cos2 θ − 2|k|2ξ2k cos2 θ)/4m2E5k.
1 I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
2 S. Giorgini, L. P. Pitaevskii, and S. Stringari, Rev. Mod.
Phys. 80, 1215 (2008).
3 B. Mukherjee, Z. Yan, P. B. Patel, Z. Hadzibabic, T. Yef-
sah, J. Struck, and M. W. Zwierlein, Phys. Rev. Lett. 118,
123401 (2017).
4 K. Hueck, N. Luick, L. Sobirey, J. Siegl, T. Lompe, and
H. Moritz, Phys. Rev. Lett. 120, 060402 (2018).
5 M. Taglieber, A. C. Voigt, T. Aoki, T. W. Ha¨nsch, and
K. Dieckmann, Phys. Rev. Lett. 100, 010401 (2008).
6 E. Wille, F. M. Spiegelhalder, G. Kerner, D. Naik,
A. Trenkwalder, G. Hendl, F. Schreck, R. Grimm,
T. G. Tiecke, J. T. M. Walraven, S. J. J. M. F. Kokkel-
mans, E. Tiesinga, and P. S. Julienne, Phys. Rev. Lett.
100, 053201 (2008).
7 A. C. Voigt, M. Taglieber, L. Costa, T. Aoki, W. Wieser,
T. W. Ha¨nsch, and K. Dieckmann, Phys. Rev. Lett. 102,
020405 (2009).
8 T. G. Tiecke, M. R. Goosen, A. Ludewig, S. D. Gense-
mer, S. Kraft, S. J. J. M. F. Kokkelmans, and J. T. M.
Walraven, Phys. Rev. Lett. 104, 053202 (2010).
9 M. W. Zwierlein, A. Schirotzek, C. H. Schunck, and
W. Ketterle, Science 311, 492 (2006).
10 G. B. Partridge, W. Li, R. I. Kamar, Y.-A. Liao, and
R. G. Hulet, Science 311, 503 (2006).
11 W. Ketterle, Y. Shin, A. Schirotzek, and C. H. Schunk,
J. Phys.: Condens. Matter 21, 164206 (2009).
12 W. Ong, C. Cheng, I. Arakelyan, and J. E. Thomas, Phys.
Rev. Lett. 114, 110403 (2015).
13 D. Mitra, P. T. Brown, P. Schauss, S. S. Kondov, and
W. S. Bakr, Phys. Rev. Lett. 117, 093601 (2016).
14 G. Sarma, J. Phys. Chem. Solids 24, 1029 (1963).
15 W. V. Liu and F. Wilczek, Phys. Rev. Lett. 90, 047002
(2003).
16 P. Fulde and R. A. Ferrell, Phys. Rev. 135, A550 (1964).
17 A. I. Larkin and Y. N. Ovchinnikov, Sov. Phys. JETP 20,
762 (1965).
18 M. M. Parish, F. M. Marchetti, A. Lamacraft, and B. D.
Simons, Phys. Rev. Lett. 98, 160402 (2007).
19 J. E. Baarsma, K. B. Gubbels, and H. T. C. Stoof, Phys.
Rev. A 82, 013624 (2010).
20 L. Radzihovsky and D. E. Sheehy, Rep. Prog. Phys. 73,
076501 (2010).
21 P. Strack and P. Jakubczyk, Phys. Rev. X 4, 021012
(2014).
22 P. Zdybel and P. Jakubczyk, J. Phys.: Condens. Matter
30, 305604 (2018).
23 F. Piazza, W. Zwerger, and P. Strack, Phys. Rev. B 93,
085112 (2016).
24 D. Pimenov, I. Mandal, F. Piazza, and M. Punk, Phys.
Rev. B 98, 024510 (2018).
25 P. W. Anderson, Phys. Rev. 112, 1900 (1958).
26 N. N. Bogolyubov, V. V. Tolmachev, and D. V. Shirkov, A
New Method in the Theory of Superconductivity (Izd. Akad.
Nauk SSSR [Engl. translation published by Consultants
Bureau], 1958).
27 Y. Nambu, Phys. Rev. 117, 648 (1960).
28 J. Goldstone, Il Nuovo Cimento 19, 154 (1961).
29 J. Goldstone, A. Salam, and S. Weinberg, Phys. Rev. 127,
965 (1962).
30 M. Bartenstein, A. Altmeyer, S. Riedl, S. Jochim, C. Chin,
J. H. Denschlag, and R. Grimm, Phys. Rev. Lett. 92,
203201 (2004).
31 A. Altmeyer, S. Riedl, C. Kohstall, M. J. Wright, R.
Geursen, M. Bartenstein, C. Chin, J. H. Denschlag, and
R. Grimm, Phys. Rev. Lett. 98, 040401 (2007).
32 M. K. Tey, L. A. Sidorenkov, Edmundo R. Sanchez Gua-
jardo, R. Grimm, M. J. H. Ku, M. W. Zwierlein, Y.-H.
Hou, L. Pitaevskii, and S. Stringari, Phys. Rev. Lett. 110,
055303 (2013).
33 L. A. Sidorenkov, M. K. Tey, R. Grimm, Y.-H. Hou, L.
Pitaevskii, and S. Stringari, Nature 498, 78 (2013).
34 S. Hoinka, P. Dyke, M. G. Lingham, J. J. Kinnunen, G.
M. Bruun, and C. J. Vale, Nature Phys. 13, 943 (2017).
35 J. R. Engelbrecht, M. Randeria, and C. A. R. Sa´ de Melo,
Phys. Rev. B 55, 15153 (1997).
36 M. Marini, F. Pistolesi, and G. C. Strinati, Eur. Phys. J.
B 1, 151 (1998).
37 Y. Ohashi and A. Griffin, Phys. Rev. A 67, 063612 (2003).
38 R. Combescot, M. Y. Kagan, and S. Stringari, Phys. Rev.
A 74, 042717 (2006).
39 M. Iskin and C. A. R. Sa´ de Melo, Phys. Rev. A 76, 013601
(2007).
40 H. Hu, P. D. Drummond, and X.-J. Liu, Nature Phys. 3,
469 (2007).
41 R. B. Diener, R. Sensarma, and M. Randeria, Phys. Rev.
A 77, 023626 (2008).
42 S. N. Klimin, J. Tempere, and J. P. A. Devreese, J. Low
Temp. Phys. 165, 261 (2011).
43 H. Kurkjian, Y. Castin, and A. Sinatra, Phys. Rev. A 93,
013623 (2016).
44 S. N. Klimin, H. Kurkjian, and J. Tempere, J. Low Temp.
Phys. (2019).
45 S. N. Klimin, J. Tempere, and H. Kurkjian, arXiv:
1811.07796v2 (2019).
46 P. Zou, H. Hu, and X.-J. Liu, Phys. Rev. A 98, 011602(R)
(2018).
47 H. Shen and W. Zheng, Phys. Rev. A 92, 033620 (2015).
48 Z. Zhang and W. V. Liu, Phys. Rev. A 83, 023617 (2011).
49 H. Kurkjian and J. Tempere, New J. Phys. 19, 113045
(2017).
50 H. Bruus and K. Flensberg, Many-Body Quantum Theory
in Condensed Matter Physics: An Introduction (Oxford
University Press, 2016).
51 F. Matera and M. F. Wagner, Eur. Phys. J. D 71, 293
(2017).
52 A. Altland and B. Simons, Condensed Matter Field The-
ory (Cambridge University Press, 2010).
953 P. Nozie´res and S. Schmitt-Rink, J. Low Temp. Phys. 59,
195 (1985).
54 P. Pieri, L. Pisani, and G. C. Strinati, Phys. Rev. B 70,
094508 (2004).
55 A. A. Abrikosov, L. P. Gorkov, and I. E. Dzyaloshinski,
Methods of Quantum Field Theory in Statistical Physics
(Dover Publ., 2016).
56 J. A. Hertz Phys. Rev. B 14, 1165 (1976).
57 N. Nagaosa, Quantum Field Theory in Strongly Correlated
Electronic Systems (Springer, 1998).
58 H. v. Lo¨hneysen, A. Rosch, M. Vojta, and P. Wo¨lfle, Rev.
Mod. Phys. 79, 1015 (2007).
59 M. Continentino, Quantum Scaling in Many-Body Sys-
tems. An Approach to Quantum Phase Transitions (Cam-
bridge University Press, 2017).
60 P. Nozie`res, Theory of Interacting Fermi Systems (CRC
Press, 2018).
61 H. Shimahara, J. Phys. Soc. Jpn 67, 1872 (1998).
62 L. Radzihovsky, Phys. Rev. A 84, 023611 (2011).
63 S. Yin, J.-P. Martikainen, and P. To¨rma¨, Phys. Rev. B
89, 014507 (2014).
64 P. Jakubczyk, Phys. Rev. A 95, 063626 (2017).
65 J. Wang, Y. Che, L. Zhang, and Q. Chen, Phys. Rev. B
97, 134513 (2018).
66 A. Behrle, T. Harrison, J. Kombe, K. Gao, M. Link, J.-S
Bernier, C. Kollath, and M. Ko¨hl, Nature Phys. 14, 781
(2018).
67 B. Liu, H. Zhai, and S. Zhang, Phys. Rev. A 93, 033641
(2016).
68 L. Salasnich, Condens. Matter 2, 22 (2017).
69 H. Kurkjian, S. N. Klimin, J. Tempere, and Y. Castin,
Phys. Rev. Lett. 122, 093403 (2019).
