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THE m-COVER POSETS AND THEIR APPLICATIONS
MYRTO KALLIPOLITI AND HENRI MÜHLE
Abstract. In this article we introduce the m-cover poset of an arbitrary bounded poset P , which is a
certain subposet of the m-fold direct product of P with itself. Its ground set consists of multichains of
P that contain at most three different elements, one of which has to be the least element of P , and the
other two elements have to form a cover relation in P . We study the m-cover poset from a structural
and topological point of view. In particular, we characterize the posets whose m-cover poset is a lattice
for all m > 0, and we characterize the special cases, where these lattices are EL-shellable, left-modular,
or trim. Subsequently, we investigate the m-cover poset of the Tamari lattice Tn, and we show that
the smallest lattice that contains the m-cover poset of Tn is isomorphic to the m-Tamari lattice T
(m)
n
introduced by Bergeron and Préville-Ratelle. We conclude this article with a conjectural desription of an
explicit realization of T (m)n in terms of m-tuples of Dyck paths.
1. Introduction and Results
Partially ordered sets (posets for short) play an important unifying role in combinatorics, and
furthermore they provide a deep connection between combinatorics and other branches of mathe-
matics. It is often useful to construct new posets from old, and there are several ways for doing
this, such as direct product, ordinal product or ordinal sum of given posets. This paper is dedicated
to the study and to the application of a new poset construction, called the m-cover poset which we
introduce for a bounded poset P and a positive integer m. The m-cover poset of P , denoted by
P 〈m〉, has as ground set the set of multichains of P that have length m, and that contain at most
three distinct elements of the form 0ˆ, p, q such that 0ˆ is the least element of P and p is covered by q.
The order relation is given “component-wise”, with respect to the order of P (see Section 2.2 for the
precise definition).
In the first part of this article, we focus on the study of this construction. More precisely, we
give formulas for the cardinality of the m-cover poset of an arbitrary bounded poset P , and we
characterize the elements with precisely one lower or one upper cover. Our structural investigation
culminates in the following characterization of the bounded posets whose m-cover poset is a lattice
for all m.
Theorem 1.1. Let P be a bounded poset with least element 0ˆ and greatest element 1ˆ. The m-cover poset P 〈m〉
is a lattice for all m > 0 if and only if the Hasse diagram of P with 0ˆ removed is a tree rooted at 1ˆ.
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We continue our study of the m-cover posets by characterizing the cases where this poset is an
EL-shellable, a left-modular or a trim lattice. Before we state the corresponding results, we need to
fix some notation. Let Pk,l denote the bounded poset whose proper part is the disjoint union of a
k-chain and an l-antichain, and let p be a northeast path, namely a lattice path consisting only of
north-steps and east-steps. Further, let Pk,l;p denote the path poset of Pk,l and p, namely a certain
poset that is constructed from Pk,l by adding elements according to the steps in p, see Definition 2.11.
Then, we have the following results.
Theorem 1.2. Let P be a bounded poset such that P 〈m〉 is a lattice for all m > 0. The following are equivalent:
(a) P is either a singleton or P ∼= Pk,l;p for some k, l ≥ 0 and some northeast path p;
(b) P is (2+2)-free;
(c) P 〈m〉 is left-modular; and
(d) P 〈m〉 is EL-shellable.
Theorem 1.3. Let P be a bounded poset such that P 〈m〉 is a lattice for all m > 0. Then, P 〈m〉 is trim if and
only if P ∼= Pk,1;p for some k ≥ 0, and some northeast path p consisting only of north-steps.
In the second part of this article, we apply this construction to a special family of lattices, the
Tamari lattices Tn. These lattices were originally defined in [27] as partial orders on the set of binary
bracketings of a string of length n+ 1 using n pairs of parentheses. Their cardinality is given by the
n-th Catalan number, defined by Cat(n) = 1n+1 (
2n
n ). The Tamari lattices are a well-studied, important
family of lattices, with a huge impact on many, seemingly unrelated fields of mathematics. Much
of this impact comes from the fact that the Hasse diagram of Tn is isomorphic (as a graph) to the 1-
skeleton of the (n− 1)-dimensional associahedron [24]. The Tamari lattices also form an important
family of lattices that enjoys many lattice-theoretic properties. See for instance [19] for a recent
survey on the impact of the Tamari lattices.
Bergeron and Préville-Ratelle introduced a generalization of Tn, the so-called m-Tamari lattice
T
(m)
n , whose cardinality is given by the (m, n)-th Fuß-Catalan number, defined by Cat(m)(n) =
1
mn+1(
(m+1)n
n ). This lattice occurs in the computation of the graded Frobenius characteristic of the
spaces of higher diagonal harmonics [3]. It follows from [5] that T (m)n can be embedded as an interval
in Tmn, but so far no direct connection between Tn and T
(m)
n is available
1. We use the m-cover poset
of Tn to provide such a connection.
Theorem 1.4. For m, n > 0, we have T (m)n ∼= DM
(
T
〈m〉
n
)
, where DM denotes the Dedekind-MacNeille
completion.
We want to stress the difference in the superscripts in Theorem 1.4. This theorem states that we
can express the m-Tamari lattices T (m)n as the smallest lattice that contains the m-cover poset of Tn
as a subposet. In order to prove Theorem 1.4, we view the lattice T (m)n as a poset on certain lattice
paths, the so-called m-Dyck paths of length (m+ 1)n, under rotation order. The main tool in the
proof of Theorem 1.4 is a certain decomposition of these m-Dyck paths into m-tuples of classical
Dyck paths of length 2n, which we call the strip decomposition, see Definition 3.9.
1It might seem odd that [5] proves a result on the m-Tamari lattices, which were introduced in [3], a paper that was
published a year after [5]. However, a first version of [3] appeared on the arXiv in May 2011, while the first version of [5]
appeared on the arXiv in June 2011.
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Finally, we complete this work by conjecturing that there is a more explicit way to realize T (m)n
as a lattice of m-tuples of Dyck paths: if we modify the strip decomposition of the m-Dyck paths of
length (m+ 1)n in a certain way—a procedure we call bouncing—then we obtain a slightly different
set of m-tuples of Dyck paths of length 2n, and computer experiments suggest that this set under
componentwise rotation order is isomorphic to T (m)n . See Section 3.3 for the details.
Before we proceed to the organization of this article, a few comments are in order. The Tamari
lattices can also be viewed as certain sublattices of the weak order on the symmetric group [4,
Theorem 9.6(ii)]. This connection was the starting point for Reading’s definition of the so-called
γ-Cambrian lattices associated with a Coxeter group W, and some Coxeter element γ ∈W [21]. The
cardinality of these lattices is given by the generalized Catalan number of W [22, Theorem 9.1], and
its Hasse diagram is isomorphic (as a graph) to the 1-skeleton of the γ-generalized associahedron
associated with W [12, Theorem 3.4], which beautifully generalizes the analogous properties of the
Tamari lattices. We recover the Tamari lattices Tn in this construction by choosing W to be the
symmetric group Sn and γ = (1 2 . . . n) to be a certain long cycle [22, Example 2.3].
Recently, an “m-eralized” version of the γ-Cambrian lattices was introduced by Stump, Thomas
and Williams [26], which is associated with a Coxeter group W, a Coxeter element γ ∈ W, and
some integer m > 0. For m = 1, their construction recovers the γ-Cambrian lattices from the
previous paragraph. Moreover, the cardinality of the “m-eralized” γ-Cambrian lattices is given by
the generalized Fuß-Catalan number of W. Despite the connection between the γ-Cambrian lattices
and the Tamari lattices in the case m = 1, and the fact that the cardinality of the m-Tamari lattices is
given by the classical Fuß-Catalan numbers, the m-Tamari lattices do not belong to the framework
of “m-eralized” γ-Cambrian lattices [26, Remark 4.39].
The Tamari lattice Tn can also be realized as poset on triangulations of a convex (n+ 2)-gon, where
the partial order is given by “flipping diagonals”. There is a straightforward generalization of these
objects to (m+ 2)-angulations of a convex (mn+ 2)-gon, which in particular yields a combinatorial
model of the generalized cluster complex associated with Sn [9, Section 5.1]. We remark that for
m = 1, the corresponding generalized cluster complex is the dual complex of the (n− 1)-dimensional
associahedron mentioned above. However, it is not clear how to generalize the process of “flipping
diagonals” in order to recover the m-Tamari lattices on these (m+ 2)-angulations, or if this is possible
at all. At least the obvious constructions by “sliding” diagonals clockwise or counterclockwise fail
already for n = 3 and m = 2.
For other known realizations of the m-Tamari lattices, such as partial orders on m-Dyck paths,
or as partial orders on (m + 1)-ary trees [20], there is so far no method available to generalize
the corresponding ground sets to other Coxeter groups. The m-cover posets introduced in this
article might provide a suitable tool for such a generalization. For instance, if we start with the γ-
Cambrian lattice of the dihedral group Dk, i.e. the bounded poset whose proper part is the disjoint
union of a (k− 1)-chain and a singleton, then we observe that its m-cover poset is always a lattice
and its cardinality coincides with the generalized Catalan number of Dk. On the other hand, if
we try to mimic the construction in Theorem 1.4 for any other γ-Cambrian lattice, then we obtain
lattices with too many (i.e. more than allowed by the corresponding generalized Catalan number)
elements. Perhaps, the γ-Cambrian lattices are not the correct starting point for a generalization
of T (m)n along the lines of Theorem 1.4. It might be worthwhile to investigate the formulas for the
graded Frobenius characteristic of the spaces of higher diagonal harmonics associated with other
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Coxeter groups proposed in [2], and see if these can be rephrased similarly to the symmetric group
case using a summation over intervals of certain posets [3]. Perhaps these posets might serve as a
suitable generalization of T (m)n . In any case, the generalization of the m-Tamari lattices to all Coxeter
groups remains an intriguing problem.
This article is organized as follows. In Section 2 we introduce and study the m-cover posets. More
precisely, after providing the the necessary notions in Section 2.1, we formally define the m-cover
poset of an arbitrary bounded poset in Section 2.2, and subsequently prove Theorem 1.1. In Section
2.3 we define the path poset associated with a bounded poset and some northeast path. We use this
construction in Section 2.4, where we prove Theorems 1.2 and 1.3. In Section 3 we investigate the m-
cover poset of the Tamari lattice Tn. Again we start by recalling the necessary definitions as well as
some basic properties of T (m)n in Section 3.1. In Section 3.2 we introduce the strip decomposition of
m-Dyck paths, which is the main tool in the proof of Theorem 1.4 in the same section. We complete
this paper by further investigating the strip decomposition, and by stating a conjecture on an explicit
realization of T (m)n in terms of m-tuples of Dyck paths in Section 3.3.
2. The m-Cover Poset
In this section we define the m-cover poset of an arbitrary bounded poset and prove Theorems 1.1-
1.3. First we recall the necessary order-theoretic notions which we will use. For a more detailed
introduction to posets and lattices, we refer to [6, 23].
2.1. Partially Ordered Sets. Let P = (P,≤) be a finite2 partially ordered set (poset for short). By
abuse of notation, we sometimes write p ∈ P for p ∈ P. We say that P is bounded if it has a least
and a greatest element, denoted by 0ˆ and 1ˆ, respectively. The proper part of P , denoted by P , is the
poset obtained by removing the elements 0ˆ and 1ˆ. We say that P is a lattice if for every two elements
p, q ∈ P there exists a least upper bound, which is called the join of p and q and which is denoted
by p ∨ q, and there exists a greatest lower bound, which is called the meet of p and q and which is
denoted by p ∧ q.
If p < q and there does not exist an element z ∈ P with p < z < q, then we say that q covers p, and
we denote it by p⋖ q. In this case, we also say that p is a lower cover of q and that q is an upper cover
of p. A set C = {p1, p2, . . . , ps} ⊆ P with p1 < p2 < · · · < ps is a chain of P . If p1 ⋖ p2 ⋖ · · ·⋖ ps,
then we say that C is saturated, and if p1 = 0ˆ and ps = 1ˆ, then we say that C is maximal.
By abuse of notation, we call an element p ∈ P join-irreducible if it is not minimal and if it has
a unique lower cover, denoted by p⋆. We write J(P) for the set of join-irreducible elements of P .
Similarly, we call p meet-irreducible if it is not maximal and if it has a unique upper cover, denoted by
p⋆. We write M(P) for the set of meet-irreducible elements of P . Further p is an atom of P if 0ˆ⋖ p,
and p is a coatom of P if p⋖ 1ˆ.
Moreover, we recall that given two posets P = (P,≤P) and Q = (Q,≤Q), the union of P and Q
is the poset P ∪ Q = (P ∪ Q,≤), with p ≤ q if and only if p ≤P q or p ≤Q q. The direct product
of P and Q is the poset P ×Q = (P× Q,≤), with (p1, q1) ≤ (p2, q2) if and only if p1 ≤P p2 and
q1 ≤Q q2.
Let E (P) =
{
(p, q) | p⋖ q
}
denote the set of edges of the Hasse diagram of P . Given some
other poset (Λ,≤Λ), a map λ : E (P) → Λ is called an edge-labeling of P . A saturated chain of P
2In fact, in this article, we always assume P to be finite without mentioning it explicitly.
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is called rising with respect to λ if the sequence of edge labels of this chain is strictly increasing
with respect to ≤Λ. An edge-labeling is an EL-labeling if in every interval of P there exists a unique
rising saturated maximal chain, and this chain is lexicographically first among all saturated maximal
chains in this interval. A bounded poset P is EL-shellable if it admits an EL-labeling.
The length of P , denoted by ℓ(P), is the maximal length of a saturated chain from 0ˆ to 1ˆ. If
|J (P)| = ℓ(P) = |M(P)|, then P is extremal [17]. If P is a lattice, then p is left-modular if for every
q < q′ we have
(1) (q ∨ p) ∧ q′ = q ∨ (p ∧ q′).
If there exists a saturated maximal chain consisting of left-modular elements, then P is left-modular.
Moreover, P is trim if it is extremal and left-modular [29].
Finally, recall that a poset P = (P,≤) is called (2+2)-free if it does not contain elements x, y, x′, y′ ∈
P with x < y and x′ < y′, as well as x, y 6≤ x′, y′ and x′, y′ 6≤ x, y [8].
2.2. The Construction of the m-Cover Poset. Let P = (P,≤) be a bounded poset, let m > 0, and
consider m-tuples of the form
p = (0ˆ, 0ˆ, . . . , 0ˆ︸ ︷︷ ︸
l0
, p1, p1, . . . , p1︸ ︷︷ ︸
l1
, p2, p2, . . . , p2︸ ︷︷ ︸
l2
),(2)
for non-negative integers li with l0 + l1 + l2 = m, and p1, p2 ∈ P \ {0ˆ}, with p1 6= p2. We will usually
abbreviate (2) by p =
(
0ˆl0, pl11 , p
l2
2
)
.
Definition 2.1. Let P = (P,≤) be a bounded poset and let m > 0. Consider the set
P〈m〉 =
{(
0ˆl0 , pl11 , p
l2
2
)
| p1⋖ p2, l0 + l1 + l2 = m
}
.(3)
The poset P 〈m〉 = (P〈m〉,≤), considered as a subposet of the m-fold direct product of P with itself3, is called
the m-cover poset of P .
It is immediate from the definition that for every m > 0 the poset P 〈m〉 is an interval of P 〈m+1〉.
See Figure 1 for an example. Further examples can be found in Figures 2, 3, and 6. The length and
the cardinality of P 〈m〉 are determined in the following proposition.
Proposition 2.2. Let P = (P,≤) be a bounded poset with n elements, c covering relations and k atoms. For
m > 0, we have ℓ(P 〈m〉) = m · ℓ(P) and∣∣∣P〈m〉∣∣∣ = (c− k) ·(m
2
)
+m(n− 1) + 1.
Proof. Suppose that P is a bounded poset with ℓ(P) = s, and let 0ˆ = p0 ⋖ p1 ⋖ · · ·⋖ ps = 1ˆ be
a maximal chain of P . Define p0,m =
(
0ˆm
)
, as well as pi,j =
(
p
m−j
i−1 , p
j
i
)
for i ∈ {1, 2, . . . , s} and
j ∈ {1, 2, . . . ,m}. It is immediately clear that pi,j⋖pi,j+1 for i ∈ {1, 2, . . . , s} and j ∈ {1, 2, . . . ,m− 1},
as well as pi−1,m⋖ pi,1 for all i ∈ {1, 2, . . . , s}. Thus the chain
(4) p0,m⋖ p1,1⋖ p1,2⋖ p1,m⋖ p2,1⋖ p2,2⋖ · · ·⋖ ps,m
3By abuse of notation we use the same symbol for the partial orders of P and P 〈m〉.
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1
2
3
4
(a) The lattice C5.
(0, 0)
(0, 1)
(0, 2) (1, 1)
(1, 2)
(0, 3) (2, 2)
(2, 3)
(0, 4) (3, 3)
(3, 4)
(4, 4)
(b) The lattice C〈2〉5 .
Figure 1. A 5-chain, and its 2-cover poset.
is a maximal chain in P 〈m〉 with length ms, which implies ℓ
(
P 〈m〉
)
≥ ms. Since P 〈m〉 is a subposet
of the m-fold direct product of P with itself, it follows that ℓ
(
P 〈m〉
)
≤ ℓ
(
Pm
)
= ms, which implies
the claim ℓ(P 〈m〉) = m · ℓ(P).
Now we want to compute the cardinality of P〈m〉. If p ∈ P〈m〉, then it necessarily has to be of one
of the following four forms:
(i) p =
(
0ˆl0, pl1, ql2
)
with l0, l1, l2 6= 0 and 0ˆ 6= p⋖ q. Clearly, there are c− k possible choices for p
and q, and each such choice yields (m−12 ) distinct elements of P
〈m〉.
(ii) p =
(
pl , qm−l
)
with l ∈ {1, 2, . . . ,m− 1} and 0ˆ 6= p⋖ q. Again, there are c− k possible choices
for p and q, and each such choice yields m− 1 distinct elements of P〈m〉.
(iii) p =
(
0ˆl, pm−l
)
with l ∈ {1, 2, . . . ,m− 1} and 0ˆ 6= p. There are (m− 1)(n− 1) distinct elements
of this form in P〈m〉.
(iv) p =
(
pm
)
with p ∈ P. There are n distinct elements of this form in P〈m〉.
If we add up all these possibilities, then we obtain∣∣∣P〈m〉∣∣∣ = (c− k)(m− 1
2
)
+ (c− k)(m− 1) + (m− 1)(n− 1) + n
= (c− k)
(
m
2
)
+m(n− 1) + 1,
as desired. 
The join- and meet-irreducible elements of P are related to the join- and meet-irreducible elements
of P 〈m〉 in the following way.
Proposition 2.3. Let P be a bounded poset, and let m > 0. Then,
J
(
P 〈m〉
)
=
{(
0ˆl , pm−l
)
| p ∈ J(P) and 0 ≤ l < m
}
, and
M
(
P 〈m〉
)
=
{(
pl , (p⋆)m−l
)
| p ∈ M(P) \ {0ˆ} and 0 < l ≤ m
}
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∪
{(
0ˆl , 1ˆm−l
)
| 1ˆ ∈ J(P) and 0 < l ≤ m
}
∪
{(
0ˆm
)
| 0ˆ ∈M(P)
}
.
Proof. Let p =
(
0ˆl0 , pl11 , p
l2
2
)
∈ P〈m〉 with 0ˆ 6= p1 ⋖ p2. First suppose that p ∈ J
(
P 〈m〉
)
. If l1 > 0
and l2 > 0, then it follows that the elements p′ =
(
0ˆl0+1, pl1−11 , p
l2
2
)
and p′′ =
(
0ˆl0, pl1+11 , p
l2−1
2
)
are
both lower covers of p in P 〈m〉, which contradicts the assumption that p is join-irreducible. If l1 = 0
and l2 = 0, then p is the least element of P 〈m〉 and thus not join-irreducible by definition. Hence,
without loss of generality, we can assume that p =
(
0ˆl0, pl11
)
. For every p¯ ∈ P with p¯⋖ p1, the
element p¯ =
(
0ˆl0 , p¯, pl1−11
)
is the only lower cover of p, which implies the claim.
Now suppose that p ∈ M
(
P 〈m〉
)
. If l0 > 0 and l1 > 0, then it follows that the elements p′ =(
0ˆl0−1, pl1+11 , p
l2
2
)
and p′′ =
(
0ˆl0, pl1−11 , p
l2+1
2
)
are both upper covers of p in P 〈m〉, which contradicts
the assumption that p is meet-irreducible. The same reasoning holds if l0 > 0, l1 = 0 and l2 > 0.
Hence we have either l0 = 0 or at least one of l1 and l2 is zero.
First let l0 = 0, and thus p =
(
pl11 , p
l2
2
)
. Clearly the element p′′ =
(
pl1−11 , p
l2+1
2
)
satisfies p⋖ p′′.
Assume that p1 /∈ M(P). It follows that p2 6= 1ˆ, because otherwise p1 is a coatom, and thus clearly
meet-irreducible. Thus we can choose an upper cover q2 of p2 in P , and some upper cover q1 of p1
in P with q1 6= p2. It follows that q1 6= 1ˆ, and we distinguish three cases:
(i) If q1 ≤ q2, then there exists a chain q1 = w1 ⋖ w2 ⋖ · · ·⋖ wk ⋖ q2 in P , and we can choose
this chain in such a way that p2 6≤ wk, because otherwise we would obtain a contradiction to
p1⋖ p2⋖ q2. Consider the element p¯ =
(
w
l1
k , q
l2
2
)
, which satisfies p ≤ p¯. Suppose that there is some
element q ∈ P〈m〉 with p⋖ q ≤ p¯. Since p2 6≤ wk, it follows that q =
(
xl1 , yl2
)
for p1 ≤ x ≤ wk and
p2 ≤ y ≤ q2. If y = p2, then necessarily x = p1, and we obtain q = p, which contradicts the choice
of q. Hence y = q2, and since x is a lower cover of y, it follows that x = wk, which implies q = p¯.
Hence p⋖ p¯. However, since p¯ 6= p′′, we obtain a contradiction to p being meet-irreducible in P 〈m〉.
(ii) If q2 ≤ q1, then the reasoning is analogous to (i).
(iii) If q1 6≤ q2 and q2 6≤ q1, then—since P is bounded—there exists a (not necessarily unique)
minimal element w ∈ P with q1, q2 ≤ w, and there exist chains q1 = u1 ⋖ u2 ⋖ · · ·⋖ uk ⋖ w and
q2 = v1 ⋖ v2 ⋖ · · ·⋖ vl ⋖ w. Consider the element p¯ =
(
u
l1
k ,w
l2
)
, which satisfies p ≤ p¯. Again,
suppose that there is some element q ∈ P〈m〉 with p⋖ q ≤ p¯. The minimality of w ensures that
p2 6≤ uk, and it follows that q =
(
xl1 , yl2
)
for p1 ≤ x ≤ uk and p2 ≤ y ≤ w. The minimality of w also
ensures that ui 6≤ vj and vj 6≤ ui for all i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , l}. Since x is a lower cover
of y and q 6= p, it follows that x = uk and y = w, which implies q = p¯. Thus p⋖ p¯. However, since
p¯ 6= p′′ we obtain a contradiction to p being meet-irreducible in P 〈m〉.
Hence if l0 = 0, then it follows that p1 ∈M(P) and p2 = p⋆1 .
Now suppose that l0 > 0, and thus that l1 = 0 or l2 = 0. Without loss of generality, we can write
p =
(
0ˆl0 , pl11
)
. If l1 = 0, then every atom of P yields an upper cover of p, and hence p ∈ M
(
P 〈m〉
)
if and only if 0ˆ ∈ M(P). Now, let l1 > 0. If p1 6= 1ˆ, then for every upper cover q of p1 the element
p′ =
(
0ˆl0, pl1−11 , q
)
satisfies p⋖ p′. Moreover, if p1 is an atom, then
(
0ˆl0−1, pl1+11
)
is an upper cover
of p, which is different from p′. If p1 is no atom, then for every lower cover q of p1, the element(
0ˆl0−1, q, pl11
)
is an upper cover of p, which is different from p′. This contradicts the assumption
that p is meet-irreducible. If p1 = 1ˆ, then for every coatom c of P the element
(
0ˆl0−1, c, 1ˆl1
)
is an
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upper cover of p. Hence if l0 > 0, then it follows that either p =
(
0ˆm
)
or p =
(
0ˆl0, 1ˆl1
)
provided that
1ˆ ∈ J(P). 
In view of Propositions 2.2 and 2.3, we can determine the posets for which every m-cover poset
is extremal, i.e. where
∣∣J(P 〈m〉)∣∣ = ℓ(P 〈m〉) = ∣∣M(P 〈m〉)∣∣.
Corollary 2.4. Let P be a bounded extremal poset, with ℓ(P) = k. Then, P 〈m〉 is extremal for every m > 0
if and only if either 0ˆ ∈ J(P) and 1ˆ ∈ M(P) or 0ˆ /∈ J(P) and 1ˆ /∈ M(P).
Proof. Proposition 2.2 implies that ℓ
(
P 〈m〉
)
= mk, and it follows from the first part of Proposition 2.3
that
∣∣J(P 〈m〉)∣∣ = m∣∣J(P)∣∣ = mk. Thus it remains to determine the cardinality of the set of meet-
irreducibles of P 〈m〉. If 0ˆ ∈ M(P) and 1ˆ /∈ J(P), then the second part of Proposition 2.3 implies∣∣M(P 〈m〉)∣∣ = m(k − 1) + 1 < mk unless m = 1. Analogously, if 0ˆ /∈ M(P) and 1ˆ ∈ J(P), then
the second part of Proposition 2.3 implies
∣∣M(P 〈m〉)∣∣ = (m + 1)k > mk. On the other hand if
0ˆ ∈ M(P) and 1ˆ ∈ J(P) or 0ˆ /∈ M(P) and 1ˆ /∈ J(P), then the second part of Proposition 2.3 implies∣∣M(P 〈m〉)∣∣ = mk as desired. 
Now we characterize the cases, where P 〈m〉 is a lattice.
Theorem 2.5. Let P = (P,≤) be a bounded poset. The m-cover poset P 〈m〉 is a lattice for all m > 0 if and
only if P is a lattice and for all p, q ∈ P we have p ∧ q ∈ {0ˆ, p, q}.
Proof. Suppose that P is a lattice, and suppose that for every p, q ∈ P, we have p ∧ q ∈ {0ˆ, p, q}. We
want to show first that P 〈m〉 is a lattice again. Let p =
(
0ˆk0 , pk11 , p
k2
2
)
and q =
(
0ˆl0, ql11 , q
l2
2
)
. We show
that the componentwise meet of p and q, denoted by z, is again contained in P〈m〉, and since P 〈m〉
is a subposet of Pm it follows that z has to be the meet of p and q in P 〈m〉. We essentially have two
choices for z, depending on the values of k0, k1, k2 and l0, l1, l2:
z =
(
0ˆs0 , (p1 ∧ q1)
s1, (p1 ∧ q2)
s2 , (p2 ∧ q2)
s3
)
, or(5)
z =
(
0ˆs0 , (p1 ∧ q1)s1, (p2 ∧ q1)s2 , (p2 ∧ q2)s3
)
,(6)
for suitable s0, s1, s2, s3 ∈ {0, 1, . . . ,m}, and we distinguish three cases.
(i) Let p1 ∧ q1 = 0ˆ. Here we need to distinguish three more cases:
(ia) Let p1 ∧ q2 = 0ˆ. If z is of the form (5), then it follows immediately that z ∈ P〈m〉. So, suppose
that z is of the form (6). If q1 ≤ p2, then q1 ≤ p2 ∧ q2 ≤ q2, which implies with q1 ⋖ q2 that z ∈ P〈m〉.
If p2 ≤ q1, then it follows immediately that z ∈ P〈m〉. If q1 and p2 are incomparable, then p2 ∧ q1 = 0ˆ
by assumption and again z ∈ P〈m〉.
(ib) Let p1 ∧ q2 = p1. Then, both p2 and q2 are upper bounds for p1, and hence p1 ≤ p2 ∧ q2. If
p2 and q2 are incomparable, then p1 = 0ˆ = q1, and it follows that z =
(
0ˆm
)
∈ P〈m〉. If q2 ≤ p2,
then p2 = q2, and it follows that z =
(
0ˆs0+s1 , ps21 , p
s3
2
)
∈ P〈m〉, or z =
(
0ˆs0+s1 , qs21 , q
s3
2
)
∈ P〈m〉. If
p2 < q2, then it follows that p2 and q1 are incomparable. Hence z =
(
0ˆs0+s1 , ps21 , p
s3
2
)
∈ P〈m〉, or
z =
(
0ˆs0+s1+s2 , ps32
)
∈ P〈m〉.
(ic) Let p1 ∧ q2 = q2. This works analogously to (ib).
(ii) Let p1 ∧ q1 = p1. Then, it follows by assumption that either p2 ≤ q1 or p1 = 0ˆ. In the first case,
we have z =
(
0ˆs0 , ps1+s21 , p
s3
2
)
∈ P〈m〉 if z is of the form (5), or z =
(
0ˆs0 , ps11 , p
s2+s3
2
)
∈ P〈m〉 if z is of the
form (6). In the second case, we have z =
(
0ˆs0+s1+s2 , (p2 ∧ q2)s3
)
∈ P〈m〉 if z is of the form (5). Thus it
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1
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4
(a) A lattice that does not
satisfy the condition from
Theorem 2.5.
(0, 0)
(0, 1)
(0, 2) (1, 1) (0, 3)
(1, 2) (0, 4) (1, 3)
(2, 2) (3, 3)
(2, 4) (3, 4)
(4, 4)
(b) The 2-cover poset of the
lattice in Figure 2(a).
Figure 2. An illustration of Theorem 2.5.
remains to consider the case where p1 = 0ˆ, and z is of the form (6). Then, we have either p2 ∧ q1 = 0ˆ
(which implies z =
(
0ˆm
)
∈ P〈m〉), or p2 ∧ q1 = p2 (which implies z =
(
0ˆs0+s1 , ps2+s32
)
∈ P〈m〉), or
p2 ∧ q1 = q1 (which implies z =
(
0ˆs0+s1 , qs21 , q
s3
2
)
∈ P〈m〉).
(iii) Let p1 ∧ q1 = q1. This works analogously to (ii).
Hence every two elements p, q ∈ P〈m〉 have a meet in P 〈m〉, and since P 〈m〉 is finite and bounded,
it is a classical lattice-theoretic result that P 〈m〉 is a lattice.
We prove the converse argument by contradiction. Since P is an interval in P 〈m〉, it follows
immediately that if P is no lattice, then P 〈m〉 cannot be a lattice as well. So suppose that P is a
lattice, and suppose further that there exist two elements p, q ∈ P, with p∧ q = z /∈ {0ˆ, p, q}, and we
choose these elements to be maximal (i.e. if p¯, q¯ ∈ P with p ≤ p¯ and q ≤ q¯ satisfy p¯ ∧ q¯ /∈ {0ˆ, p¯, q¯},
then p = p¯ or q = q¯). We explicitly construct two elements p, q ∈ P〈m〉 that do not have a meet in
P 〈m〉. By assumption, neither p = 1ˆ nor q = 1ˆ. Hence we can find elements p′, q′ ∈ P with p⋖ p′ and
q⋖ q′, and by the maximality of p and q we have p′ ∧ q′ ∈ {0ˆ, p′, q′}. Moreover, since 0ˆ 6= z ≤ p′ ∧ q′,
it follows that p′ ≤ q′ or q′ ≤ p′, and we assume without loss of generality that p′ ≤ q′.
On the one hand, consider the elements p =
(
p, (p′)m−1
)
and q = (q, (q′)m−1
)
, and on the other
hand, consider the elements w1 =
(
0ˆ, (p′)m−1
)
and w2 =
(
z, (z′)m−1
)
, where z′ satisfies z⋖ z′ ≤ p.
Then, we have w1,w2 ≤ p, q, and both p and q as well as w1 and w2 are mutually incomparable.
The only candidate for an element that would be larger thanw1 and w2 and at the same time smaller
than p and q is
(
z, (p′)m−1
)
, which does, however, not belong to P〈m〉, since z < p < p′ and z 6= 0ˆ.
Hence p and q do not have a meet in P 〈m〉, which implies that P 〈m〉 is not a lattice. 
Example 2.6. Theorem 2.5 is illustrated by the examples depicted in Figure 2. In the poset shown
in Figure 2(a), the meet of the elements 2 and 3 is not the least element, and in its 2-cover poset,
which is shown in Figure 2(b), the elements (2, 4) and (3, 4) have three mutually incomparable lower
bounds, namely (1, 2), (0, 4) and (1, 3).
Remark 2.7. The proof of Theorem 2.5 implies that if P 〈m〉 is a lattice, then for every p, q ∈ P〈m〉
their meet p ∧ q agrees with the componentwise meet of p and q. However, we can find simple
examples showing that the same is not true for joins, which implies that P 〈m〉 is not a sublattice of
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0
2 1
3
4
(a) The lattice N5.
(0, 0)
(0, 2)
(2, 2) (0, 3)
(2, 3) (0, 1)
(3, 3) (0, 4) (1, 1)
(3, 4) (1, 4)
(4, 4)
(b) The lattice N〈2〉5 .
Figure 3. The pentagon poset N5, and its 2-cover poset N
〈2〉
5 .
Pm. Consider for instance the 2-cover poset of the pentagon poset shown in Figure 3(b). The join of
the elements (0, 1) and (2, 2) in N〈2〉5 is (3, 4), while their componentwise join is (2, 4).
Now we obtain Theorem 1.1 as a corollary.
Proof of Theorem 1.1. Let H denote the Hasse diagram of P with 0ˆ removed, and let x, y ∈ P.
If H is a tree, then it does not contain a cycle, and it is straightforward to verify that P is a lattice
and that the meet of any two incomparable elements is the least element.
Conversely, suppose that P 〈m〉 is a lattice, and thus Theorem 2.5 implies that P is a lattice such
that p ∧ q ∈ {p, q, 0ˆ} for all p, q ∈ P. Suppose that H is not a tree, and must thus contain a cycle. We
can find distinct elements p, q, z ∈ H in this cycle such that z ≤ p, q, which implies z ≤ p ∧ q = 0ˆ. It
follows that z = 0ˆ, which contradicts z ∈ H. Hence H is a tree, and the proof is completed. 
Remark 2.8. Interestingly, the posets occurring in Theorem 1.1 have an intrinsic connection to the so-
called chord posets defined in [14]. In particular, if P is a bounded poset such that for every m > 0,
the m-cover poset P 〈m〉 is a lattice, then the dual of the proper part of P is a chord poset, and vice
versa.
Finally, we compute the cardinality of the m-cover posets which are lattices.
Proposition 2.9. Let P be a bounded poset with n elements such that P 〈m〉 is a lattice for all m > 0. If
n > 1, then
∣∣P〈m〉∣∣ = n(m+12 )−m2 + 1.
Proof. Theorem 1.1 implies that the Hasse diagram of P with bottom element removed is a tree with
n− 1 elements. If k denotes the number of leaves of this tree, then it is immediately clear that P has
n− 2+ k covering relations, and Proposition 2.2 implies∣∣P〈m〉∣∣ = (n− 2)(m
2
)
+m(n− 1) + 1
=
(n− 2)(m2−m) + 2mn− 2m+ 2
2
=
nm2 + nm− 2m2 + 2
2
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w2
w4 w5 w6
w9
w1
w3
w7
w8
Figure 4. The path order on the northeast path p given by the word wp = NENEEENNE.
= n
(
m+ 1
2
)
−m2 + 1.

2.3. The Path Poset. A northeast path is a lattice path that starts at (0, 0) and that consists only of
north- and east-steps. If p is a northeast path with k north-steps and l right-steps, then we say that
it has length k+ l. Moreover, we associate with p a word wp = w1w2 · · ·wk+l on the alphabet {N, E}
in the obvious way, namely by defining
wj =
{
N, if the j-th step of p is a north-step,
E, if the j-th step of p is an east-step,
for j ∈ {1, 2, . . . , k+ l}. If wj = E, then we define
hj =
{
j, if j = 1 or wj−1 = N,
hj−1, if wj−1 = E.
Now we define a relation ⋖p on the letters of wp in the following way:
(i) wi ⋖p wj if and only if i ≤ j, wi = wj = N, and there is no s ∈ {i + 1, i+ 2, . . . , j− 1} with
ws = N, and
(ii) wj ⋖p wi if and only if wj = E, wi = N, and hj − 1 = i.
We denote by ≤p the reflexive and transitive closure of ⋖p, and call it the path order of p. We remark
that the Hasse diagram of
(
{w1,w2, . . . ,wk+l},≤p
)
is connected if and only if w1 = N.
Example 2.10. Let p be given by wp = NENEEENNE. We have h2 = 2, h4 = h5 = h6 = 4 and h9 = 9.
The path order of p is given by the cover relations
(i) w1⋖p w3⋖p w7 ⋖p w8, and
(ii) w2⋖p w1, w4,w5,w6⋖p w3, w9 ⋖p w8.
See Figure 4 for an illustration.
Definition 2.11. Let P = (P,≤P) be a bounded poset, and let p be a northeast path having length k+ l. The
path poset Pp = (Pp,≤Pp) is defined by Pp = P ⊎ {w1,w2, . . . ,wk+l}, where ⊎ denotes disjoint set union,
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0
1
2
3
4
w1
w2 w4 w5 w6 w9
w3
w7
w8
Figure 5. The path poset (C5)p, where p is given by wp = NENEEENNE.
and
p ≤Pp q if and only if


p, q ∈ P and p ≤P q,
p, q /∈ P and p ≤p q,
p = 0ˆ and q = wj = E for some j,
p ∈ P and q = wj = N for some j,
for every p, q ∈ Pp.
See Figure 5 for an illustration.
Remark 2.12. If we consider the empty poset ∅ as being bounded, then the path poset ∅p is precisely
the poset
(
{w1,w2, . . . ,wk+l},≤p
)
. Moreover, if p starts with an east-step, then Pp does not possess
a greatest element. Since our focus lies on bounded posets, we usually assume that P is non-empty
and that p starts with a north-step.
Now let p be a northeast path, let wp = w1w2 · · ·wn be the corresponding word, and let P be a
bounded poset. Set Pi = Pw1w2···wi . It is immediately clear that Pp =
(
Pn−1
)
wn
. Thus it is sufficient
to explicitly describe how to construct the m-cover poset (Pp)〈m〉 from P 〈m〉, provided that p = N or
p = E.
2.3.1. Adding a North-Step. First let p = N. Then, Pp = PN is just P with a new greatest element,
say N, attached. The additional elements in (PN)〈m〉 are of the form
(
0ˆl0 , 1ˆl1,N l2
)
with l2 > 0. Thus
it is immediate that there are (m+12 ) such elements. Let now GN =
{
(a, b) ∈ N2 | 1 ≤ a ≤ b ≤ m
}
.
For all (a1, b1), (a2, b2) ∈ GN we set (a1, b1) ≤GN (a2, b2) if and only if a1 ≤ a2 and b1 ≤ b2.
If we define φN(a, b) =
(
0ˆm−b, 1ˆb−a,Na
)
for (a, b) ∈ GN, then it is easy to check that for all
(a1, b1), (a2, b2) ∈ GN, we have (a1, b1) ≤GN (a2, b2) if and only if φN(a1, b1) ≤PN φN(a2, b2). Let
us additionally abbreviate φN(0, b) =
(
0ˆm−b, 1ˆb
)
for b ∈ {0, 1, . . . ,m}. Then, (PN)〈m〉 = P〈m〉 ⊎{
φN(a, b) | (a, b) ∈ GN
}
, and for all p, q ∈ (PN)〈m〉, we have
(7) p⋖PN q if and only if


p, q ∈ P〈m〉, and p⋖P q,
p, q /∈ P〈m〉, and φ−1N (p)⋖GN φ
−1
N (q),
p = φN(0, b), q = φN(1, b), for 1 ≤ b ≤ m.
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0ˆ
c1 a1 a2 a3
c2
c3
1ˆ
(a) The lattice P3,3.
(0ˆ, 0ˆ)
(0ˆ, c1) (0ˆ, a1) (0ˆ, a2) (0ˆ, a3)
(c1, c1) (0ˆ, c2)
(c1, c2) (0ˆ, c3)
(c2, c2) (0ˆ, 1ˆ) (a1, a1) (a2, a2) (a3, a3)
(c2, c3)
(c3, c3)
(c3, 1ˆ) (a1, 1ˆ) (a2, 1ˆ) (a3, 1ˆ)
(1ˆ, 1ˆ)
(b) The lattice P 〈2〉3,3 .
Figure 6. The lattice P3,3 and its 2-cover poset.
2.3.2. Adding an East-Step. Now let p = E. Then, Pp = PE is P with an additional element, say
E, satisfying 0ˆ ⋖P E ⋖P 1ˆ. (This implies that these are the only coverings in PE not present in
P .) The additional elements in (PE)〈m〉 are of the form
(
0ˆl0 , El1, 1ˆl2
)
with l1 > 0, and again it is
immediate that there are (m+12 ) such elements. Let GE =
{
(a, b) ∈ N2 | 0 ≤ a < b ≤ m
}
. For all
(a1, b1), (a2, b2) ∈ GE we set (a1, b1) ≤GE (a2, b2) if and only if a1 ≤ a2 and b1 ≤ b2.
If we define φE(a, b) =
(
0ˆm−b, Eb−a, 1ˆa
)
for (a, b) ∈ GE, then it is easy to check that for all
(a1, b1), (a2, b2) ∈ GE, we have (a1, b1) ≤GE (a2, b2) if and only if φE(a1, b1) ≤PE φE(a2, b2). In
addition, we abbreviate φE(b, b) =
(
0ˆm−b, 1ˆb
)
for b ∈ {0, 1, . . . ,m}. Then, (PE)〈m〉 = P〈m〉⊎
{
φE(a, b) |
(a, b) ∈ GE
}
, and for all p, q ∈ (PE)〈m〉, we have
(8) p⋖PE q if and only if


p, q ∈ P〈m〉, and p⋖P q,
p, q /∈ P〈m〉, and φ−1E (p)⋖GE φ
−1
E (q),
p = φE(b, b), q = φE(b, b+ 1), for 0 ≤ b < m.
2.3.3. A Special Class of Path Posets. For proving certain topological properties of the m-cover posets,
namely Theorems 1.2 and 1.3, it turns out that we need to consider a particular class of path posets,
which we will define next. For nonnegative integers k and l, let Pk,l denote the bounded poset
whose proper part is the disjoint union of a k-element chain (the elements of which are denoted by
c1, c2, . . . , ck) and an l-element antichain (the elements of which are denoted by a1, a2, . . . , al). See
Figure 6(a) for an example. Our main interest lies in the path posets arising from Pk,l and some
northeast path.
Remark 2.13. If k = 0 and l = 0, then P0,0 is a 2-element chain, and P
〈m〉
0,0 is a distributive lattice for
all m > 0. Hence P0,0 satisfies the properties stated in Theorems 1.2 and 1.3. If k = 0 and l > 0, then
P0,l ∼= P1,l−1. Hence it is always safe to assume k > 0.
Let us first investigate a certain statistic of the poset Pk,l . Given any poset P = (P,≤), denote
by un the number of elements in P having precisely n upper covers, and consider the generating
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function UF(x;P) = ∑n≥0 unx
n. Analogously, denote by ln the number of elements in P having
precisely n lower covers, and consider the generating function LF(x;P) = ∑n≥0 lnxn. We have the
following result.
Proposition 2.14. For k, l,m > 0, we have
UF
(
x;P 〈m〉k,l
)
= 1+ (k+ l)mx+
(
(k+ l)
(
m
2
))
x2 +mxl+1 = LF
(
x;P 〈m〉k,l
)
.
Proof. First of all we note that the greatest element of P 〈m〉k,l is the unique element having no upper
cover. Then Pk,l has precisely k+ l meet-irreducible elements, and Proposition 2.3 implies that P
〈m〉
k,l
has m(k+ l) meet-irreducibles, namely elements with exactly one upper cover. Now suppose that
x ∈ P
〈m〉
k,l is neither the greatest element nor meet-irreducible. Let 0ˆ denote the least element of Pk,l ,
and let 1ˆ denote the greatest element of Pk,l . Recall that the proper part of Pk,l is the disjoint union of
a k-element chain (whose elements are denoted by c1, c2, . . . , ck), and an l-element antichain (whose
elements are denoted by a1, a2, . . . , al). Then, x is necessarily of one of the following forms:
(i) Let x =
(
0ˆs, 1ˆm−s
)
for s > 0. We find that x has precisely l + 1 upper covers, namely(
0ˆs−1, ck, 1ˆm−s
)
and
(
0ˆs−1, ai, 1ˆm−s
)
for i ∈ {1, 2, . . . , l}.
(ii) Let x =
(
0ˆs0 , as1i , 1ˆ
s2
)
for i ∈ {1, 2, . . . , l} and s0, s1, s2 ∈ {1, 2, . . . ,m− 1}. Then, x has precisely
two upper covers, namely
(
0ˆs0−1, as1+1i , 1ˆ
s2
)
and
(
0ˆs0 , as1−1i , 1ˆ
s2+1
)
.
(iii) Let x =
(
0ˆs0 , cs1i , c
s2
i+1
)
for i ∈ {1, 2, . . . , k} and s0, s1 ∈ {1, 2, . . . ,m− 1}, s2 ∈ {0, 1, . . . ,m− 1},
where we set ck+1 = 1ˆ. If s2 = 0, then x =
(
0ˆs0 , cm−s01
)
, and x has precisely two upper covers, namely
the elements
(
0ˆs0−1, cm−s0+11
)
and
(
0ˆs0 , cm−s0−11 , c2
)
. Otherwise, if s2 > 0, then x has again precisely
two upper covers, namely the elements
(
0ˆs0−1, cs1+1i , c
s2
i+1
)
and
(
0ˆs0 , cs1−1i , c
s2+1
i+1
)
.
If we add all these possibilities, then we obtain the result. The reasoning for LF
(
x;P 〈m〉k,l
)
is
analogous. 
It turns out that we can characterize the path posets of Pk,l in terms of their Hasse diagrams. For
that, however, we need some further notation. We abbreviate (Pk,l)p by Pk,l;p. Let H be a rooted tree
with root r, and let x be some vertex of H. If c is a fixed child of x, then we say that all elements
y ∈ H such that the unique path from r to y (in H) passes through c form a subtree of x. Moreover,
we say that H satisfies Condition (S) if and only if H satisfies the following, recursive condition:
either the root of H has no subtree, or the root of H has at most one subtree with more
than one element, and this subtree again satisfies Condition (S).(S)
See Figure 7 for an example.
Remark 2.15. We notice that if 1 denotes the singleton-poset, namely the poset consisting of a single
element, then we have Pk,l ∼= 1Nk+1El . However, since we frequently use posets of the form Pk,l as
an induction base for results on the path-poset Pk,l;p, we keep this explicit notion.
Proposition 2.16. A bounded poset P with more than one element is isomorphic to Pk,l;p, for some k, l ≥ 0
and some northeast path p, if and only if the Hasse diagram of P with 0ˆ removed is a tree rooted at 1ˆ satisfying
Condition (S).
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(a) A tree that satisfies
Condition (S).
(b) A tree that does not
satisfy Condition (S).
Figure 7. Illustration of Condition (S).
Proof. First suppose that P ∼= Pk,l;p, for some northeast path p. Since we assumed that P is not a
singleton, it follows that either k > 0 or l > 0. Let H be the Hasse diagram of P with 0ˆ removed.
We need to show that H satisfies Condition (S), and we proceed by induction on the length of p. If p
is empty, then P ∼= Pk,l , and H clearly satisfies Condition (S). Now suppose that p has length n and
that the claim is true for all northeast paths of length < n. Let p¯ denote the subpath of p consisting
of the first n− 1 steps, and write P¯ = Pk,l;p¯. Let H¯ denote the Hasse diagram of P¯ with 0ˆ removed.
We distinguish two cases.
(i) p ends with an east-step. By construction, P¯ and P differ in exactly one element, say E,
satisfying 0ˆ⋖ E⋖ 1ˆ. In particular, H is constructed from H¯ by adding a new, single leaf to 1ˆ. Since
by induction assumption H¯ satisfies Condition (S), so does H.
(ii) p ends with a north-step. By construction, P¯ and P differ in exactly one element, say N,
satisfying 1ˆ⋖ N. In particular, H is constructed from H¯ by adding a new root. Thus H¯ is the unique
subtree of N, and since H¯ satisfies Condition (S), so does H.
Conversely, let H be the Hasse diagram of P with 0ˆ removed, and suppose that H satisfies
Condition (S). We proceed by induction on the length of P . Since we require P to have at least two
elements, we have ℓ(P) > 0. If ℓ(P) = 1, then P is a 2-chain, and we have P ∼= P0,0;∅. So suppose
that ℓ(P) = n and that the claim is true for all such posets with length < n. If P is itself a chain, say
of length k, then we have P ∼= Pk,0. Otherwise, since P satisfies Condition (S), we can find a unique
subtree of 1ˆ, say H0, that has more than one element, and we denote by z0 the root of H0. Further, let
H1,H2, . . . ,Hs denote the other (one-element) subtrees of 1ˆ. By induction assumption, the interval
[0ˆ, z0] is isomorphic to some Pk,l;p¯, and if we consider the path p = p¯NEs that is constructed from p¯
by subsequently adding one north-step and s east-steps, then we see immediately that P ∼= Pk,l;p,
and we are done. 
2.4. Topology of the m-Cover Poset. In the last part of this section, we prove Theorems 1.2 and
1.3, i.e. we derive a characterization of the posets whose m-cover posets are left-modular or EL-
shellable lattices, and we explicitly characterize which of those posets yield m-cover posets that are
trim lattices. We first recall some helpful results.
Theorem 2.17 ([16, Theorem 1.4]). Let P = (P,≤) be a finite lattice, and let x ∈ P. The following are
equivalent:
(a) the element x is left-modular; and
(b) for any y, z ∈ P with y⋖ z, we have x ∧ y = x ∧ z or x ∨ y = x ∨ z, but not both.
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Theorem 2.18 ([18, Theorem 8]). Every left-modular lattice is EL-shellable.
Now we consider a special case of Theorem 1.2, namely the case where p is the empty path.
Lemma 2.19. If P ∼= Pk,l for k, l ≥ 0, then P 〈m〉 is left-modular for m > 0.
Proof. Recall from Remark 2.13 that it is safe to assume k > 0. It is immediate that the chain
0ˆ⋖ c1 ⋖ c2 ⋖ · · ·⋖ ck ⋖ 1ˆ is a left-modular chain of Pk,l . Set c0 = 0ˆ and ck+1 = 1ˆ. Furthermore,
let x0,m = (0ˆm), and for i ∈ {1, 2, . . . , k + 1} and j ∈ {1, 2, . . . ,m}, define xi,j = (c
m−j
i−1 , c
j
i). Then,
xi,j ∈ P
〈m〉, and we claim that the chain C given by
(9) x0,m⋖ x1,1⋖ x1,2⋖ · · ·⋖ x1,m⋖ x2,1⋖ · · ·⋖ xk+1,m
is a maximal saturated chain in P 〈m〉 consisting of left-modular elements. The maximality follows
immediately from Proposition 2.2, since C is precisely the chain of maximal length constructed in
the proof there. It remains to show that each xi,j is left-modular. For that, fix indices i and j, and
let p, q ∈ P〈m〉 with p⋖ q. Without loss of generality, we can assume that p 6=
(
0ˆm
)
and q 6=
(
1ˆm
)
,
because these elements are trivially left-modular. Essentially q can be of two forms:
(i) Let q =
(
0ˆt0 , ct1s , c
t2
s+1
)
with t0 < m. We have two choices for p, namely p1 =
(
0ˆt0+1, ct1−1s , c
t2
s+1
)
or p2 =
(
0ˆt0 , ct1+1s , c
t2−1
s+1
)
. We have
xi,j ∧ q =


(
0ˆt0 , ct1s , c
t2
s+1
)
, if s < i,(
0ˆt0 , cm−t0−min{j,t2}i−1 , c
min{j,t2}
i
)
, if s = i,(
0ˆt0 , cm−j−t0i−1 , c
j
i
)
, if s > i.
It follows that xi,j ∧ p1 6= xi,j ∧ q and xi,j ∧ p2 6= xi,j ∧ q if and only if s < i or s = i and t2 ≤ j. On
the other hand, we have
xi,j ∨ q =


(
c
m−j
i−1 , c
j
i
)
, if s < i,(
c
m−max{j,t2}
i−1 , c
max{j,t2}
i
)
, if s = i,(
cm−t2s , c
t2
s+1
)
, if s > i,
and it follows that xi,j ∨ p1 = xi,j ∧ q and xi,j ∧ p2 = xi,j ∧ q if and only if s < i or s = i and t2 ≤ j.
The element xi,j satisfies Condition (ii) of Theorem 2.17, and is thus left-modular.
(ii) Let q =
(
0ˆt0 , at1s , 1ˆt2
)
with t0, t2 < m. We have two choices for p, namely p1 =
(
0ˆt0+1, at1−1s , 1ˆt2
)
or p2 =
(
0ˆt0 , at1+1s , 1ˆt2−1
)
. We have
xi,j ∧ q =
{(
0ˆm−t2 , ct2i
)
, if t2 ≤ j,(
0ˆm−t2 , ct2−ji−1 , c
j
i
)
, if t2 > j.
It follows that xi,j ∧ p1 = xi,j ∧ q, and xi,j ∧ p2 6= xi,j ∧ q. On the other hand, we have
xi,j ∨ q =
(
c
t0
k , 1ˆ
m−t0
)
,
and it follows that xi,j ∨ p1 6= xi,j ∨ q and xi,j ∨ p2 = xi,j ∨ q as desired for Condition (ii) in Theo-
rem 2.17. Hence xi,j is left-modular.
We conclude that the chain in (9) consists of left-modular elements, which by definition means
that P 〈m〉 is left-modular. 
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Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. (a) ⇒ (b): If P is a singleton, then P 〈m〉 is also a singleton and thus clearly
(2+2)-free. Now suppose that P ∼= Pk,l;p for some k, l ≥ 0 and some northeast path p. Let H denote
the Hasse diagram of P with 0ˆ removed. We proceed by induction on the length of P . If ℓ(P) = 1,
then P ∼= P0,0;∅, hence it is a 2-chain and thus clearly (2+2)-free. Now suppose that ℓ(P) = n and
the claim is true for all such posets of length < n. In view of Proposition 2.16, it follows that H
satisfies Condition (S). Thus there is a unique subtree of 1ˆ with more than one element, say H0, and
possibly some other one-element subtrees of 1ˆ. Let z0 be the root of H0. Again by Proposition 2.16,
the interval [0ˆ, z0] is isomorphic to some Pk,l;p¯, and by induction assumption it is (2+2)-free. Thus
P itself is (2+2)- free.
(b) ⇒ (a): Let H denote the Hasse diagram of P with 0ˆ removed. Since P 〈m〉 is a lattice,
Theorem 2.5 implies that H is a tree rooted at 1ˆ. We proceed by induction on the length of P . If
ℓ(P) = 0, then P is a singleton. If ℓ(P) = 1, then P ∼= P0,0;∅, and if ℓ(P) = 2, then P ∼= P1,l;∅ for
l ≥ 0, and we are done. Now suppose that ℓ(P) = n > 2, and the claim is true for all posets with
length < n. Let x, y ∈ P with 0ˆ < x < y < 1ˆ. (Such elements exist, since ℓ(P) > 2.) Denote by H0 the
subtree of 1ˆ that contains both x and y, and let H1,H2, . . . ,Hs denote the other (non-empty) subtrees
of 1ˆ. By induction assumption and Proposition 2.16, we conlude that H0 satisfies Condition (S). If
there is some j ∈ {1, 2, . . . , s} such that Hj contains two or more elements, say x′ and y′, then—
since H is a tree—there cannot exist an element z ∈ H0 satisfying x′ < z or z < y′. In particular,
x, y 6≤ x′, y′ and x′, y′ 6≤ x, y, which is a contradiction to P being (2+2)-free. Hence the cardinality
of each subtree Hj for j ∈ {1, 2, . . . , s} is one. This means, however, that H satisfies Condition (S),
and Proposition 2.16 implies that P = Pk,l;p for some k, l ≥ 0 and some northeast path p.
(a) ⇒ (c): If P is a singleton, then so is P 〈m〉, and the result is trivial. Otherwise, in view of
Remarks 2.12 and 2.13, it suffices to consider fixed integers k > 0 and l ≥ 0 as well as northeast
paths starting with a north-step. We proceed by induction on the length of the northeast path
p = w1w2 · · ·wn. If n = 0, then the result follows from Lemma 2.19. Now assume that n > 0, and
the statement is true for all northeast paths of length < n. Let p¯ be the subpath of p consisting of the
first n− 1 steps of p, and fix some m > 1. Further, define P = Pk,l;p and P¯ = Pk,l;p¯. By induction
assumption P¯ is left-modular, so fix some left-modular chain denoted by C¯. Let {s1, s2, . . . , st}
denote the indices of the north-steps of p¯ and let ws0 = ck+1. Moreover, let p, q ∈ P
〈m〉 with p⋖ q.
We distinguish two cases.
(i) p ends with an east-step, i.e. wn = E. The greatest element of P¯ is the same as the greatest
element of P , namely wst . Further, Proposition 2.2 implies ℓ
(
P 〈m〉
)
= ℓ
(
P¯ 〈m〉
)
, and C = C¯ will
be the candidate for the left-modular chain of P . The elements of C are essentially of one of the
following forms: for some j ∈ {1, 2, . . . ,m}, let x =
(
c
m−j
i , c
j
i+1
)
, where i ∈ {0, 1, . . . , k}, and let
x′ =
(
w
m−j
si ,w
j
si+1
)
, where i ∈ {0, 1, . . . , t− 1}.
Let q =
(
0ˆa0 ,wa1n ,w
a2
st
)
with a0 + a1 + a2 = m. Then, q has two possible lower covers, namely
p1 =
(
0ˆa0+1,wa1−1n ,w
a2
st
)
and p2 =
(
0ˆa0 ,wa1+1n ,w
a2−1
st
)
, and we notice that these are the only cases
that we need to consider. (If p and q do not contain wn, then x and x′ belong to P¯ and they satisfy
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Condition (ii) in Theorem 2.17 by induction hypothesis.) We obtain
x ∧ p1 =
{(
0ˆm−a2, ca2−ji , c
j
i+1
)
, if j < a2,(
0ˆm−a2, ca2i+1
)
, if a2 ≤ j,
}
= x ∧ q,
and
x ∨ p1 =
{(
0ˆa0+1,wm−a0−1−max{a2,j}n ,w
max{a2,j}
st
)
, if i = 0,(
wa0+1st−1 ,w
m−a0−1
st
)
, if i > 0
6=
{(
0ˆa0 ,wm−a0−max{a2,j}n ,w
max{a2,j}
st
)
, if i = 0,(
wa0st−1,w
m−a0
st
)
, if i > 0,
= x ∨ q,
as desired. Next p2 exists only if a2 > 0, and we have
x ∧ p2 =
{(
0ˆm−a2+1, ca2−1−ji , c
j
i+1
)
, if j < a2,(
0ˆm−a2+1, ca2−1i+1
)
, if j ≥ a2,
and we notice that x ∧ p2 6= x ∧ q only if i > 0 or j ≥ a2. On the other hand, we have
x ∨ p2 =
{(
0ˆa0 ,wm−a0−max{a2−1,j}n ,w
max{a2−1,j}
st
)
, if i = 0,(
w
a0
st−1,w
m−a0
st
)
, if i > 0,
and we notice that x ∨ p2 = x ∨ q only if i > 0 or j ≥ a2, as desired. Thus x satisfies Condition (ii)
in Theorem 2.17.
Now by construction, we have wn ≤ wsi if and only if i = t. We have
x′ ∧ q =


(
0ˆm−a2,wa2si+1
)
, if a2 ≤ j and i < t− 1,(
0ˆm−j,wj−a2n ,w
a2
st
)
, if a2 ≤ j and i = t− 1,(
0ˆm−a2,wa2−jsi ,w
j
si+1
)
, if j < a2,

 = x′ ∧ p1,
and
x′ ∨ p1 =
(
w
a0+1
st−1 , 1ˆ
m−a0−1
)
6=
(
w
a0
st−1, 1ˆ
m−a0
)
= x′ ∨ q,
as desired. Furthermore, we have
x′ ∧ p2 =


(
0ˆm−a2+1,wa2−1si+1
)
, if a2 ≤ j and i < t− 1,(
0ˆm−j,wj−a2+1n ,w
a2−1
st
)
, if a2 ≤ j and i = t− 1,(
0ˆm−a2+1,wa2−1−jsi ,w
j
si+1
)
, if j < a2,
,
and x′ ∨ p2 =
(
w
a0
st−1,w
m−a0
st
)
, which implies x′ ∧ p2 6= x′ ∧ q and x′ ∨ p2 = x′ ∨ q. Thus x′ satisfies
Condition (ii) in Theorem 2.17 as well, and C is a left-modular chain of P .
(ii) p ends with a north-step, i.e. wn = N. Then, the greatest element of P¯ is wst and the greatest
element of P is wn. Further, Proposition 2.2 implies ℓ
(
P 〈m〉
)
= ℓ
(
P¯ 〈m〉
)
+m, and the candidate for
the left-modular chain of P will be the chain C which is constructed from C¯ by appending the chain(
wm−1st ,wn
)
⋖
(
wm−2st ,w
2
n
)
⋖ · · ·⋖
(
wmn
)
. The elements of C are essentially of one of the following
forms: for some j ∈ {1, 2, . . . ,m}, let x =
(
c
m−j
i , c
j
i+1
)
, where i ∈ {0, 1, . . . , k}, let x′ =
(
w
m−j
si ,w
j
si+1
)
,
where i ∈ {0, 1, . . . , t− 1}, and let x′′ =
(
w
m−j
st ,w
j
n
)
.
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If p, q ∈ P¯〈m〉, then x and x′ satisfy Condition (ii) of Theorem 2.17 by induction assumption. We
notice by construction, that p⋖ q ≤ x′′, which implies p ∨ x′′ = x′′ = q ∨ x′′ and p ∧ x′′ = p 6= q =
q∧ x′′ as desired. So let q =
(
0ˆa0 ,wa1st ,w
a2
n
)
for a0 + a1 + a2 = m. Again, we have two possible lower
covers, namely p1 =
(
0ˆa0+1,wa1−1st ,w
a2
n
)
and p2 =
(
0ˆa0 ,wa1+1st ,w
a2−1
n
)
. We have
x ∧ p1 =
(
0ˆa0+1, cm−a0−1−ji , c
j
i+1
)
6=
(
0ˆa0 , cm−a0−ji , c
j
i+1
)
= x ∧ q,
and
x ∨ p1 =
(
wm−a2st ,w
a2
n
)
= x ∨ q,
as desired. Moreover, we have
x ∧ p2 =
(
0ˆa0 , cm−a0−ji , c
j
i+1
)
= x ∧ q,
and
x ∨ p2 =
(
wm−a2+1st ,w
a2−1
n
)
6=
(
wm−a2st ,w
a2
n
)
= x ∨ q,
as desired. Hence x satisfies Condition (ii) in Theorem 2.17. The reasoning for x′ and x′′ is exactly
analogous. It follows that C is a left-modular saturated maximal chain of P which concludes this
part of the proof.
(c)⇒ (d): This follows from Theorem 2.18.
(d) ⇒ (a): First recall that P 〈m〉 is a lattice, and hence by Theorem 2.5 the Hasse diagram of P
with 0ˆ removed is a tree rooted at 1ˆ. Assume that P is not isomorphic to Pk,l;p for k, l ≥ 0 and some
northeast path p. Then the implication (b) ⇒ (a) (which is already proven) implies that P is not
(2+2)-free, and hence that we can find elements x, y, x′, y′ ∈ P \ {0ˆ, 1ˆ}with x < y and x′ < y′, as well
as x, y 6≤ x′, y′ and x′, y′ 6≤ x, y. Theorem 2.5 implies now that x ∧ x′ = x ∧ y′ = y ∧ x′ = y ∧ y′ = 0ˆ.
Let z = y ∨ y′, z′ = x ∨ x′, and suppose that z′ < z. Then, however, x is a lower bound for y and z′,
and x′ is a lower bound for y′ and z′, and it follows that x ≤ y∧ z′ and x′ ≤ y′ ∧ z′. If y∧ z′ = 0ˆ, then
x = 0ˆ, contradicting the choice of x. If y∧ z′ = z′, then x′ ≤ z′ ≤ y, contradicting the choice of x′ and
y. We have the analogous results for y′ ∧ z′. It remains only the case that y ∧ z′ = y and y′ ∧ z′ = y′.
In this case, however, we obtain z = y ∨ y′ ≤ z′ < z, which is a contradiction. Hence it follows
that x ∨ x′ = z, and we focus on the interval I = [0ˆ, z], which looks as depicted in Figure 8. (Note
that Theorem 2.5 implies that we can choose the elements x, x′, y, y′ in such a way that 0ˆ⋖ x, x′, and
y, y′ ⋖ z.) Now the proper part of I contains at least two disjoint posets, each having length ≥ 1.
It follows then immediately that I cannot be EL-shellable. Since I is an interval of P , and P is an
interval of P 〈m〉, it follows that P 〈m〉 is not EL-shellable, which concludes the proof. 
Proof of Theorem 1.3. In view of Theorem 1.2, it follows that P 〈m〉 is left-modular if and only if P ∼=
Pk,l;p. Now let us investigate the extremality of Pk,l;p. For the moment, let us assume that l > 0. We
can quickly check that ℓ(Pk,l) = k+ 1 and that
∣∣J(Pk,l)∣∣ = ∣∣M(Pk,l)∣∣ = k+ l. Now let p be a northeast
path, consisting of n steps, and let p¯ be the subpath of p containing all those steps but the last one.
In view of Remarks 2.12 and 2.13, we can assume that p starts with a north-step. We distinguish two
cases.
(i) p ends with an east-step. By construction we have
ℓ(Pk,l;p) = ℓ(Pk,l;p¯),∣∣M(Pk,l;p)∣∣ = ∣∣M(Pk,l;p¯)∣∣+ 1,
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0ˆ
x x′
y y′
z
Figure 8. Illustration of a case in the proof of Theorem 1.2. Straight edges are
coverings, curved edges are chains. The gray areas may contain chains, the white
(interior) area does not contain any chains.
∣∣J(Pk,l;p)∣∣ =
{∣∣J(Pk,l;p¯)∣∣, if p¯ ends with a north-step,∣∣J(Pk,l;p¯)∣∣+ 1, if p¯ ends with an east-step,
(ii) p ends with a north-step. By construction, we have ℓ(Pk,l;p) = ℓ(Pk,l;p¯) + 1, and
∣∣J(Pk,l;p)∣∣ =∣∣J(Pk,l;p¯)∣∣+ 1 and ∣∣M(Pk,l;p)∣∣ = ∣∣M(Pk,l;p¯)∣∣+ 1.
Thus if p is a northeast path that contains a subpath of the form NE, then we have
∣∣J(Pk,l;p)∣∣ 6=∣∣M(Pk,l;p)∣∣. Since we have assumed that p starts with a north-step, the only remaining candidates
for trim m-cover lattices are path posets of the form Pk,l;Ns , and in this case we obtain
∣∣J(Pk,l;p)∣∣ =∣∣M(Pk,l;p)∣∣ = k+ l + s, and ℓ(Pk,l;p) = k+ 1+ s. In view of Proposition 2.3, we conclude that P 〈m〉
is trim if and only if l = 1, and p consists only of north-steps.
Now suppose that l = 0. Then, Pk,0 is a (k+ 2)-chain, and hence trivially trim. If p starts with an
east-step, then P is not bounded, which contradicts the assumption of the theorem. So suppose that
p starts with s north-steps followed by an east-step. Then, let p¯ be the subpath of p starting from
the (s+ 1)-st step, and replace Pk,0;p by Pk+s,1;p¯, and we are back in the case l > 0. If p does not
contain an east-step, then Pk,0;p is a (k+ 2+ n)-chain, where n is the length of p, and hence trivially
trim. 
Recall that a closed interval [p, q] in a lattice is called nuclear if q is the join of atoms of [p, q]. We
have the following result.
Theorem 2.20 ([29, Theorem 7]). Let P be a finite lattice. If P is trim and nuclear, then its order complex is
homotopic to a sphere, whose dimension is 2 less than the number of atoms of P . If P is trim but not nuclear,
then its order complex is contractible.
Proposition 2.21. Let P be a bounded poset such that P 〈m〉 is a trim lattice for all m > 0. If µ denotes the
Möbius function of P 〈m〉, then for p, q ∈ P〈m〉 with p ≤ q, we have
µ(p, q) =


1, if [p, q] is nuclear and has two atoms,
−1, if q covers p, or
0, otherwise.
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Proof. In view of Theorem 1.3, it follows that P ∼= Pk,1;Ns for some k, s ≥ 0. First suppose that s = 0,
then Proposition 2.14 implies that every element in P 〈m〉 has at most two upper covers. If s > 0,
then (7) implies the same. Now, let p, q ∈ P 〈m〉 with p ≤ q. If [p, q] is nuclear, then we have either
p⋖ q or q is the join of the two atoms in [p, q], and we obtain µ(p, q) = ±1 as desired. If [p, q] is
not nuclear, then Theorem 2.20 implies that the associated order complex is contractible, and hence
has reduced Euler characteristic 0. Proposition 3.8.6 in [23] implies that the Möbius function of an
interval in a poset takes the same value as the reduced Euler characteristic of the associated order
complex, and the result follows. 
3. Application: The m-Cover Posets of the Tamari Lattices
In this section we investigate the m-cover poset of the Tamari lattices Tn. In particular, we use the
results from the previous section to relate the m-cover posets of Tn to the m-Tamari lattices T
(m)
n . We
start by recalling some terminology and fixing some notation. Consecutively, we introduce the strip
decomposition of m-Dyck paths and prove Theorem 1.4. We complete this section by listing a few
properties of the strip decomposition, and by stating a conjecture that explicitly describes the lattice
T
(m)
n in terms of m-tuples of Dyck paths.
3.1. The m-Dyck Paths and the m-Tamari Lattices.
3.1.1. The m-Dyck Paths. For m, n ∈ N, we say that an m-Dyck path of length (m+ 1)n is a lattice path
from (0, 0) to (mn, n) that stays weakly above the line x = my, and that consists only of north-steps
(steps of the form (0, 1)) and east-steps (steps of the form (1, 0)). Let D(m)n denote the set of all
m-Dyck paths of length (m+ 1)n. The cardinality of D(m)n is given by the Fuß-Catalan number
(10) Cat(m)(n) =
1
mn+ 1
(
(m+ 1)n
n
)
,
see for instance [7, Section 6]. If m = 1, then we usually write Dn instead of D
(1)
n .
Let p be anm-Dyck path p ∈ D(m)n . Then, p can be encoded by its step sequence up = (u1, u2, . . . , un),
which satisfies
u1 ≤ u2 ≤ · · · ≤ un, and(11)
uk ≤ m(k− 1), for all k ∈ {1, 2, . . . , n}.(12)
In other words, the entry uk represents at which x-coordinate the k-th north-step takes place. Equiv-
alently, p can be encoded by its height sequence hp = (h1, h2, . . . , hmn), which satisfies
h1 ≤ h2 ≤ · · · ≤ hmn ≤ n, and(13)
hk ≥
⌈
k
m
⌉
, for all k ∈ {1, 2, . . . ,mn}.(14)
In other words, the entry hk represents which height the path p has at x-coordinate k −
1
2 . It is
straightforward to prove the following lemma.
Lemma 3.1. Let p ∈ D
(m)
n with step sequence up = (u1, u2, . . . , un) and height sequence hp = (h1, h2, . . . , hmn).
If we set h0 = 0, then we have
uhk+1 = uhk+2 = · · · = uhk+1 = k, for all k ∈ {0, 1, . . . ,mn} with hk < hk+1, and
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Figure 9. A 3-Dyck path p of length 20.
E
p¯
p
−→
E
p¯
̺E(p)
Figure 10. The rotation on m-Dyck paths.
hk = max
{
j ∈ {1, 2, . . . , n} | uj < k
}
, for all k ∈ {1, 2, . . . ,mn}.
Example 3.2. Let p ∈ D(3)5 be the path shown in Figure 9. Its step sequence is up = (0, 2, 2, 8, 10), and
its height sequence is hp = (1, 1, 3, 3, 3, 3, 3, 3, 4, 4, 5, 5, 5, 5, 5).
3.1.2. The m-Tamari Lattices. Let p ∈ D(m)n with step sequence up = (u1, u2, . . . , un). For i ∈ {1, 2, . . . , n},
we say that the primitive subsequence of up at position i is the unique subsequence (ui, ui+1, . . . , uk) that
satisfies
uj − ui < m(j− i), for j ∈ {i+ 1, i+ 2, . . . , k}, and(15)
either k = n, or uk+1 − ui ≥ m(k+ 1− i).(16)
Bergeron and Préville-Ratelle define in [3, Section 5] a partial order on D(m)n as follows: let p, p′ ∈
D
(m)
n such that up = (u1, u2, . . . , un) is the step sequence of p and up′ denotes the step sequence of
p′. Define
(17) p⋖rot p′ if and only if up′ = (u1, . . . , ui−1, ui − 1, . . . , uk − 1, uk+1, . . . , un),
for some i ∈ {2, 3, . . . , n} satisfying ui−1 < ui such that {ui, ui+1, . . . , uk} is the primitive subsequence
of up at position i. Let ≤rot denote the transitive and reflexive closure of ⋖rot, and call this partial
order the rotation order on D(m)n . The name rotation order comes from the fact that we can also
describe this partial order as follows: let E be an east-step of p that is followed by a north-step N,
and let p¯ be the unique shortest nontrivial m-Dyck path of length (m+ 1)n′ < (m+ 1)n starting with
N. Denote by ̺E(p) the m-Dyck path of length (m+ 1)n that is constructed from p by exchanging E
and p¯. We have p⋖rot p′ if and only if p′ = ̺E(p) for a suitable east-step E of p. See Figure 10 for an
illustration.
Proposition 4 in [5] states that T (m)n =
(
D
(m)
n ,≤rot
)
is an interval in the classical Tamari lattice
Tmn, and is thus called the m-Tamari lattice of parameter n. Figure 11 shows the 2-Tamari lattice T
(2)
3 .
We conclude this section with another easy lemma.
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Figure 11. The 2-Tamari lattice of parameter 3.
Lemma 3.3. Let p, p′ ∈ D(m)n with p ≤rot p′. If up = (u1, u2, . . . , un) and up′ = (u′1, u
′
2, . . . , u
′
n) denote
the step sequences of p and p′, respectively, then we have uk ≥ u
′
k for all k ∈ {1, 2, . . . , n}. Moreover, if
hp = (h1, h2, . . . , hmn) and hp′ = (h′1, h
′
2, . . . , h
′
mn) denote the height sequences of p and p
′, then we have
hk ≤ h
′
k for all k ∈ {1, 2, . . . ,mn}.
Proof. This is straightforward from the definition. 
3.1.3. Irreducible Elements of the m-Tamari Lattices. In this section we characterize the meet- and join-
irreducible elements of the lattice T (m)n . These characterizations will be useful in the proof of Theo-
rem 1.4 in Section 3.2.
Proposition 3.4. An element p ∈ D
(m)
n is meet-irreducible in T
(m)
n if and only if its step sequence up =
(u1, u2, . . . , un) satisfies
(18) uj =
{
0, for j ≤ i,
a, for j > i
where a ∈ {1, 2, . . . ,mi} and i ∈ {1, 2, . . . , n− 1}.
Proof. Let p ∈ D(m)n with step sequence up = (u1, u2, . . . , un). It follows immediately from the defini-
tion that the number of upper covers of p is precisely the cardinality of the set
{
i ∈ {1, 2, . . . , n− 1} |
ui < ui+1
}
. Hence p ∈ M
(
T
(m)
n
)
if and only if up is of the form (18). 
Corollary 3.5. For every m, n > 0, we have
∣∣∣M(T (m)n )∣∣∣ = m(n2).
Proof. It follows from Proposition 3.4 that p ∈ M
(
T
(m)
n
)
if and only if up = (0, 0, . . . , 0, a, a, . . . , a),
where the first non-zero entry occurs in the (i+ 1)-st position, and where 1 ≤ a ≤ mi. Thus∣∣∣M(T (m)n )∣∣∣ = n−1∑
i=1
mi = m ·
n(n− 1)
2
= m
(
n
2
)
.

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Proposition 3.6. An element p ∈ D
(m)
n is join-irreducible in T
(m)
n if and only if its step sequence up =
(u1, u2, . . . , un) satisfies
(19) uj =
{
m(j− 1), for j /∈ {i, i+ 1, . . . , k},
m(j− 1)− s, for j ∈ {i, i+ 1, . . . , k}
for exactly one i ∈ {1, 2, . . . , n}, where k ∈ {i+ 1, i+ 2, . . . , n} and s ∈ {1, 2, . . . ,m}.
Proof. Let p ∈ D(m)n with associated step sequence up = (u1, u2, . . . , un), and suppose that up is of the
form (19). Since the entries uj for j /∈ {i, i+ 1, . . . , k} are maximal, a lower cover of p can only be ob-
tained by increasing some of the values ui, ui+1, . . . , uk. First, we increase only one entry, i.e. we con-
sider the path pl ∈ D
(m)
n given by the step sequence upl = (u1, u2, . . . , ul−1, ul + 1, ul+1, ul+2, . . . , un),
where l ∈ {i, i + 1, . . . , k}. We show that pl ⋖rot p only if l = k. Indeed, if l < k, then we have
ul+1 − (ul + 1) = ml − s−m(l − 1) + s− 1 = m− 1 < m. Hence ul+1 is contained in the primitive
subsequence of pl at position l, which implies that pl is no lower cover of p. If l = k, then we have
ul+1 − (ul + 1) = ml − m(l − 1) + s− 1 = m+ s− 1 ≥ m, and hence ul+1 is not contained in the
primitive subsequence of pl at position l. Thus pk ⋖rot p.
Now we increase at least two entries: for l1, l2 ∈ {i, i+ 1, . . . , k} with l1 < l2, we consider the path
pl1,l2 given by the step sequence
upl1,l2
= (u1, u2, . . . , ul1−1, ul1 + 1, ul1+1 + 1, . . . , ul2 + 1, ul2+1, ul2+2, . . . , un).
As before we can show that necessarily l2 = k. Moreover, we have uk + 1− (ul1 + 1) = uk − ul1 =
m(k− l1) ≥ m. Thus pl1,k ≤rot p, but pl1,k is no lower cover of p. Again we see that pl1,k−1 6≤rot p,
which implies that every chain from pl1,k to p has to pass through pk. Hence pk is the unique lower
cover of p, and it follows that p ∈ J
(
T
(m)
n
)
as desired.
For the converse, suppose that p is not of the form (19). Then, we can find two indices j1, j2 such
that uj1 = m(j1 − 1) − s1 and uj2 = m(j2 − 1) − s2 with s1, s2 > 0, and s1 6= s2. Without loss of
generality, we can assume that j2 = j1 + 1, which implies uj2 − uj1 = mj1 − s2 − m(j1 − 1) + s1 =
m + s1 − s2. If s1 < s2, then we have uj2 − uj1 < m, and uj2 lies in the primitive subsequence of
up at position j1. Now if we increase the entries of the primitive subsequence of up at position j1
by one, then we obtain an m-Dyck path p1, and the j2-nd entry of up1 is contained in the primitive
subsequence of up1 at position j1. Then, p1 ⋖rot p. Analogously, if we increase the entries of the
primitive subsequence of up at position j2, then we obtain another m-Dyck path p2 with p2 ⋖rot p.
Clearly we have p1 6= p2, which implies that p /∈ J
(
T
(m)
n
)
. If s1 > s2, then uj2 − uj1 > m. Now
increasing uj1 by one yields an m-Dyck path p1 with p1 ⋖rot p, and increasing the entries of the
primitive subsequence of up at position j2 by one yields an m-Dyck path p2 with p2⋖rot p. Again we
have p1 6= p2, which implies p /∈ J
(
T
(m)
n
)
. 
Corollary 3.7. For every m, n ∈ N>0, we have
∣∣∣J(T (m)n )∣∣∣ = m(n2).
Proof. For every two indices i, k ∈ {1, 2, . . . , n} with i < k, we can find m join-irreducible elements
as described in Lemma 3.6. 
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3.2. Proof of Theorem 1.4. In this section we investigate the m-cover poset of Tn. Theorem 2.5
implies that T 〈m〉3 is a lattice for all m > 0. However, for n > 3 this is no longer true. Moreover,
Proposition 2.2 implies the following result.
Lemma 3.8. For m, n > 0, we have∣∣∣D〈m〉n ∣∣∣ = n− 12
(
Cat(n)− 2
)(
m
2
)
+m · Cat(n)−m+ 1.
Proof. It is well-known that |Dn| = Cat(n) and it follows by construction that Tn has n− 1 atoms.
Moreover, [11, Theorem 5.3] states that the number of cover relations in Tn is precisely n−12 Cat(n).
Now the result follows from Proposition 2.2. 
We observe that
∣∣D〈m〉n ∣∣ < Cat(m)(n) for n > 3 and m > 1. Since T 〈m〉n is in this case not a
lattice, it makes sense to consider a lattice completion of T 〈m〉n . And indeed, Theorem 1.4 claims
that the Dedekind-MacNeille completion of T 〈m〉n , namely the smallest lattice that contains T
〈m〉
n as
a subposet, is isomorphic to T (m)n . In order to establish this connection, we introduce the following
map from D(m)n to (Dn)m.
Definition 3.9. Let p ∈ D
(m)
n be an m-Dyck path with associated height sequence hp = (h1, h2, . . . , hmn)
and consider the sequence δ(p) = (q1, q2, . . . , qm), where for each i ∈ {1, 2, . . . ,m} the path qi ∈ Dn is
determined by the height sequence hi =
(
hi, hi+m, . . . , hi+(n−1)m
)
. We call the sequence δ(p) the strip
decomposition of p.
The following lemma is immediate.
Lemma 3.10. The map δ : D(m)n → (Dn)m described in Definition 3.9 is well-defined and injective.
The inverse of δ can be described explicitly using Lemma 3.1.
Example 3.11. We continue with Example 3.2. Let p be the 3-Dyck path of length 20 shown in
Figure 12(a) given by the height sequence hp = (1, 1, 3, 3, 3, 3, 3, 3, 4, 4, 5, 5, 5, 5, 5). Since m = 3, we
obtain three sequences
hq1 = (h1, h4, h7, h10, h13) = (1, 3, 3, 4, 5),
hq2 = (h2, h5, h8, h11, h14) = (1, 3, 3, 5, 5), and
hq3 = (h3, h6, h9, h12, h15) = (3, 3, 4, 5, 5),
which correspond to the three Dyck paths shown in Figure 12(b).
In the remainder of this section, we prove Theorem 1.4 by showing that the strip decomposition
is an order-isomorphism between the restriction of T (m)n and T
〈m〉
n to their respective sets of join-
and meet-irreducible elements. Recall that for any poset P = (P,≤), the sets of join- and meet-
irreducible elements, denoted by J(P) and M(P), naturally induce subposets J (P) =
(
J(P),≤
)
andM(P) =
(
M(P),≤
)
, respectively.
We start with the investigation of the subposet of T 〈m〉n consisting of meet-irreducible elements.
Proposition 3.12. The posetsM
(
T
(m)
n
)
andM
(
T
〈m〉
n
)
are isomorphic.
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(a) A 3-Dyck path p of length 20.
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(b) The strip decomposition of p.
Figure 12. Illustration of the strip decomposition.
Proof. If n ≤ 3, then T (m)n ∼= T
〈m〉
n , and we are done. So suppose that n > 3. Since T
(m)
n has n− 1
atoms and n− 1 coatoms, Proposition 2.3 implies that the set of meet-irreducible elements of T 〈m〉n
can be written as
M
(
T
〈m〉
n
)
=
{(
ql , (q⋆)m−l
)
| q ∈ M
(
Tn
)
and 1 ≤ l ≤ m
}
.
We show that the map δ from Definition 3.9 is a poset-isomorphism from M
(
T
(m)
n
)
to M
(
T
〈m〉
n
)
.
First we show that δ
(
M
(
T
(m)
n
))
⊆ M
(
T
〈m〉
n
)
. Let p ∈ M
(
T
(m)
n
)
. Proposition 3.4 implies that
up = (0, 0, . . . , 0, a, a, . . . , a), where a first appears at the (i+ 1)-st position and satisfies 1 ≤ a ≤ mi.
Moreover, if we write a = mk+ t with t ∈ {0, 1, . . . ,m − 1} and k ∈ {0, 1, . . . , i}, then we obtain
δ(p) = (q1, q2, . . . , qm), where
(20) uqj =
{
(0, 0, . . . , 0, k+ 1, k+ 1, . . . , k+ 1), if j ≤ t
(0, 0, . . . , 0, k, k, . . . , k), if j > t,
and k + 1 (respectively k) first appears at the (i + 1)-st position of uqj . Proposition 3.4 implies
qj ∈ M
(
Tn
)
, and it follows immediately from the definition of ≤rot that qt ⋖rot qt+1. Hence δ(p) ∈
M
(
T
〈m〉
n
)
, which implies the claim. Lemma 3.10 implies that δ is injective, and Corollary 3.5 and
Proposition 2.3 imply that ∣∣∣M(T 〈m〉n )∣∣∣ = m(n2
)
=
∣∣∣M(T (m)n )∣∣∣.
Hence we have δ
(
M
(
T
(m)
n
))
= M
(
T
〈m〉
n
)
.
It remains to show that (in the current situation) δ and its inverse are both order-preserving. Let
p, p′ ∈ M(T (m)n ), and first assume that p ≤rot p′. By assumption, we can write
up = (0, 0, . . . , 0, a, a, . . . , a) and up′ = (0, 0, . . . , 0, a
′, a′, . . . , a′),
where a = mk+ t first appears in the i-th position of up and a′ = mk′ + t′ first appears in the j-th
position of up′ . Since p ≤rot p′, we conclude that i = j, and either k′ < k, or k′ = k and t′ < t. Let
δ(p) = (q1, q2, . . . , qm), and let δ(p′) = (q′1, q
′
2, . . . , q
′
m).
(i) First suppose that t′ < t. Then, k′ ≤ k, and in view of (20) we obtain
uq1 = uq2 = · · · = uqt′ = (0, 0, . . . , 0, k+ 1, k+ 1, . . . , k+ 1),
uqt′+1 = uqt′+2 = · · · = uqt = (0, 0, . . . , 0, k+ 1, k+ 1, . . . , k+ 1), and
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uqt+1 = uqt+2 = · · · = uqm = (0, 0, . . . , 0, k, k, . . . , k),
as well as
uq′1
= uq′2
= · · · = uq′
t′
= (0, 0, . . . , 0, k′ + 1, k′ + 1, . . . , k′ + 1),
uq′
t′+1
= uq′
t′+2
= · · · = uq′t = (0, 0, . . . , 0, k
′, k′, . . . , k′), and
uq′t+1
= uq′t+2
= · · · = uq′m = (0, 0, . . . , 0, k
′, k′, . . . , k′),
and it follows immediately that qs ≤rot q′s for all s ∈ {1, 2, . . . ,m}.
(ii) Now, suppose that t′ ≥ t. Then, k′ < k, and in view of (20), we obtain
uq1 = uq2 = · · · = uqt = (0, 0, . . . , 0, k+ 1, k+ 1, . . . , k+ 1),
uqt+1 = uqt+2 = · · · = uqt′ = (0, 0, . . . , 0, k, k, . . . , k), and
uqt′+1 = uqt′+2 = · · · = uqm = (0, 0, . . . , 0, k, k, . . . , k),
as well as
uq′1
= uq′1
= · · · = uq′t = (0, 0, . . . , 0, k
′ + 1, k′ + 1, . . . , k′ + 1),
uq′t+1
= uq′t+2
= · · · = uq′
t′
= (0, 0, . . . , 0, k′ + 1, k′ + 1, . . . , k′ + 1), and
uq′
t′+1
= uq′
t′+2
= · · · = uq′m = (0, 0, . . . , 0, k
′, k′, . . . , k′),
and it follows again that qs ≤rot q′s for all s ∈ {1, 2, . . . ,m}.
If we assume that δ(p) ≤rot δ(p′), then we obtain analogously that p ≤rot p′, and we are done. 
Now we investigate the subposet of T 〈m〉n consisting of join-irreducible elements.
Proposition 3.13. The posets J
(
T
(m)
n
)
and J
(
T
〈m〉
n
)
are isomorphic.
Proof. Proposition 2.3 implies that that the set of join-irreducible elements of T 〈m〉n can be written as
J
(
T
〈m〉
n
)
=
{(
0l , qm−l
)
| q ∈ J
(
Tn
)
and 0 ≤ l < m
}
,
where 0 is the Dyck path with associated step sequence (0, 1, . . . , n− 1). We show that the map δ
from Definition 3.9 is a poset-isomorphism from J
(
T
(m)
n
)
to J
(
T
〈m〉
n
)
.
First we show that δ
(
J
(
T
(m)
n
))
⊆ J
(
T
〈m〉
n
)
. Let p ∈ J
(
T
(m)
n
)
and let up = (u1, u2, . . . , un) be its
step sequence. Then, Proposition 3.6 implies that
uj =
{
m(j− 1), for j /∈ {i+ 1, i+ 2, . . . , k},
m(j− 1)− s, for j ∈ {i+ 1, i+ 2, . . . , k}.
for exactly one i ∈ {1, 2, . . . , n} and some k ∈ {i+ 1, i+ 2, . . . , n} and some (fixed) s ∈ {1, 2, . . . ,m}.
Now let δ(p) = (q1, q2, . . . , qm). Then, it is straightforward to show that
(21) uqj =
{
(0, 1, . . . , n− 1), if j ≤ m− s,
(0, 1, . . . , i− 2, i− 2, i− 1 . . . , k− 2, k, k+ 1 . . . , n− 1), if j > m− s.
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Proposition 3.6 implies that either qj = 0 or qj ∈ J
(
Tn
)
. Hence it follows that δ(p) ∈ J
(
T
〈m〉
n
)
, which
implies the claim. Lemma 3.10 implies that δ is injective, and Corollary 3.7 and Proposition 2.3 imply
that ∣∣∣J(T 〈m〉n )∣∣∣ = m(n2
)
=
∣∣∣J(T (m)n )∣∣∣.
Hence we have δ
(
J
(
T
(m)
n
))
= J
(
T
〈m〉
n
)
.
It remains to show that (in the current situation) δ and its inverse are both order-preserving. Let
p, p′ ∈ J(T (m)n ), and first assume that p ≤rot p′. Denote by i, k, s the parameters of p according to
Proposition 3.6, and denote by i′, k′, s′ the analogous parameters of p′. In view of (21), we can write
δ(p) =
(
0m−s, qs
)
and δ(p′) =
(
0m−s
′
, (q′)s
′)
, for q, q′ ∈ J
(
Tn
)
. Moreover, let up = (u1, u2, . . . , un)
and up′ = (u′1, u
′
2, . . . , u
′
n) denote the step sequences of p and p
′. We need to show that s ≤ s′ and
that q ≤rot q′. First of all Lemma 3.3 implies that i′ ≤ i and k ≤ k′. For j ∈ {i + 1, i+ 2, . . . , k},
we obtain uj = m(j − 1) − s and u′j = m(j − 1) − s
′. Again, Lemma 3.3 implies uj ≥ u′j, which
yields s ≤ s′. In view of (21), we obtain uq = (0, 1, . . . , i− 2, i− 2, i− 1, . . . , k− 2, k, k+ 1, . . . , n) and
uq′ = (0, 1, . . . , i′ − 2, i′ − 2, i′ − 1, . . . , k′ − 2, k′, k′ + 1, . . . , n). It is immediate that we can construct a
sequence of coverings in Tn that yields a saturated chain from q to q′. Hence q ≤rot q′, and we obtain
δ(p) ≤rot δ(p′).
For the converse, suppose that (0m−s, qs) ≤rot (0m−s
′
, (q′)s
′
). This implies immediately that s ≤ s′
and q ≤rot q′. Since q and q′ are join-irreducible in Tn, we can apply Proposition 3.6. We obtain two
parameters i, k for q and two parameters i′, k′ for q′, which satisfy i′ ≤ i ≤ k ≤ k′. Thus we have
uj = m(j− 1) for j /∈ {i+ 1, i+ 2, . . . , k} and uj = m(j− 1)− s for j ∈ {i+ 1, i+ 2, . . . , k}, as well as
u′j = m(j− 1) for j /∈ {i
′ + 1, i′+ 2, . . . , k′} and u′j = m(j− 1)− s
′ for j ∈ {i′ + 1, i′+ 2, . . . , k′}. Again
it is immediate that we can construct a sequence of coverings in T (m)n that yields a chain from p to
p′. Hence p ≤rot p′, and we are done. 
By abuse of notation, we say that for any poset P = (P,≤), a set {a1, a2, . . . , as} ⊆ P is a join
representation of p ∈ P if p = a1 ∨ a2 ∨ · · · ∨ as. A join representation A of p is canonical if for any
other join representation B of p and any a ∈ A there exists some b ∈ B with a ≤ b. Dually, a set
{a1, a2, . . . , as} ⊆ P is a meet representation of p ∈ P if p = a1 ∧ a2 ∧ · · · ∧ as. A meet representation
A of p is canonical if for any other meet representation B of p and any a ∈ A there exists some
b ∈ B with b ≤ a. See [10, Chapter I, Section 3] for more background on canonical representations
in lattices.
A subset Q ⊆ P is join-dense if any p ∈ P has a join representation that is entirely contained in Q,
and dually Q ⊆ P is meet-dense if any p ∈ P has a meet representation that is entirely contained in
Q. The following result is a consequence of [30, Theorem 12] and [10, Theorems 2.13 and 2.21].
Theorem 3.14. For n > 0, any element of Tn has both a canonical join representation and a canonical meet
representation.
Proposition 3.15. The set J
(
T
〈m〉
n
)
is join-dense in T
〈m〉
n .
Proof. Let
(
0l0, ql1 , (q′)l2
)
∈ D
〈m〉
n . If l1 = l2 = 0, then
(
0m
)
is the least element of T 〈m〉n and can clearly
be expressed as the empty join over any set. Otherwise, suppose that {r1, r2, . . . , rk} is the canonical
join representation of q and that {r′1, r
′
2, . . . , r
′
k′} is the canonical join representation of q
′. (These exist
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thanks to Theorem 3.14.) In particular, we have q = r1 ∨ r2 ∨ · · · ∨ rk and q′ = r′1 ∨ r
′
2 ∨ · · · ∨ r
′
k′ with
ri, r′j ∈ J
(
Tn
)
for i ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . , k′}. (It is straightforward to verify that the elements of
a canonical join representation are join-irreducible.)
Define wi =
(
0l0 , rl1+l2i
)
for i ∈ {1, 2, . . . , k}, and w′j = (0
l0+l1 , (r′j)
l2
)
for j ∈ {1, 2, . . . , k′}. Proposi-
tion 2.3 implies that wi,w′j ∈ J
(
T
〈m〉
n
)
for i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , k′}. Moreover,
w1 ∨ · · · ∨wk ∨w
′
1 ∨ · · · ∨w
′
k′ =

( k∨
i=1
0 ∨
k′∨
j=1
0
)l0
,
( k∨
i=1
ri ∨
k′∨
j=1
0
)l1
,
( k∨
i=1
ri ∨
k′∨
j=1
r′j
)l2
=
(
0l0,
(
q∨ 0
)l1
,
(
q ∨ q′
)l2)
=
(
0l0 , ql1, (q′)l2
)
,
as desired. 
Proposition 3.16. The set M
(
T
〈m〉
n
)
is meet-dense in T
〈m〉
n .
Proof. Let
(
0l0 , ql1, (q′)l2
)
∈ D
〈m〉
n . If q′ = 1, i.e. the Dyck path given by the step sequence (0, 0, . . . , 0),
and l0 = l1 = 0, then
(
1m
)
is the greatest element of T 〈m〉n and can clearly be expressed as the empty
meet over any set. Otherwise, suppose that {r1, r2, . . . , rk} is the canonical meet representation of
q and that {r′1, r
′
2, . . . , r
′
k′} is the canonical meet representation of q
′. (These exist thanks to Theo-
rem 3.14.) In particular, we have q = r1 ∧ r2 ∧ · · · ∧ rk and q′ = r′1 ∧ r
′
2 ∧ · · · ∧ r
′
k′ with ri, r
′
j ∈ M
(
Tn
)
for i ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . , k′}. (It is straightforward to verify that the elements of a canonical
meet representation are meet-irreducible.)
Recall that for i ∈ {1, 2, . . . , k}, the meet-irreducible element ri has a unique upper cover, denoted
by r⋆i . Define wi =
(
r
l0+l1
i , (r
⋆
i )
l2
)
for i ∈ {1, 2, . . . , k}, and w′j =
(
(r′)m
)
for j ∈ {1, 2, . . . , k′}.
Proposition 2.3 implies that wi,w′j ∈ M
(
T
〈m〉
n
)
for i ∈ {1, 2, . . . , k} and j ∈ {1, 2, . . . , k′}. Moreover,
let q⋆ = r⋆1 ∧ r
⋆
2 ∧ · · · ∧ r
⋆
k . Since {r1, r2, . . . , rk} is the canonical meet representation of q, we conclude
that q <rot q⋆. Suppose that q′ 6≤rot q⋆. Since q <rot q⋆, this can only be the case if q′ and q⋆ are
incomparable, and it follows that q = q′ ∧ q⋆. We can thus write
q = r′1 ∧ r
′
2 ∧ · · · ∧ r
′
k′ ∧ r
⋆
1 ∧ r
⋆
2 ∧ · · · ∧ r
⋆
k .
Since {r1, r2, . . . , rk} is the canonical meet representation of q (which is easily checked to consist of
pairwise incomparable elements), and since ri⋖rot r⋆i we conclude that for any ri there must be some
r′j with r
′
j ≤rot ri. Hence q
′ ≤rot ri for all i ∈ {1, 2, . . . , k}, and we conclude
q′ ≤rot r1 ∧ r2 ∧ · · · ∧ rk = q⋖rot q
′,
which is a contradiction. Hence we have q′ ≤rot q⋆.
For s ∈ {1, 2, . . . , n− 1}, let cs ∈ Dn be the Dyck path with step sequence ucs = (0, . . . , 0, 1, . . . , 1),
where the first 1 appears in the s-th position. It is immediate that cs ⋖rot 1, and consequently cs ∈
M
(
Tn
)
for all s ∈ {1, 2, . . . , n− 1}. Define cs =
(
c
l0
s , 1l1+l2
)
for s ∈ {1, 2, . . . , n− 1}. Proposition 2.3
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implies that cs ∈ M
(
T
〈m〉
n
)
for all s ∈ {1, 2, . . . , n− 1}. We have
w1 ∧ · · · ∧wk ∧w
′
1 ∧ · · · ∧w
′
k′ ∧ c1 ∧ · · · ∧ cn−1 =

( k∧
i=1
ri ∧
k′∧
j=1
r′j ∧
n−1∧
s=1
cs
)l0
,
( k∧
i=1
ri ∧
k′∧
j=1
r′j ∧
n−1∧
s=1
1
)l1
,
( k∧
i=1
r⋆i ∧
k′∧
j=1
r′j ∧
n−1∧
s=1
1
)l2
=
((
q∧ q′ ∧ 0
)l0
,
(
q ∧ q′ ∧ 1
)l1
,
(
q⋆ ∧ q′ ∧ 1
)l2)
=
(
0l0 , ql1, (q′)l2
)
,
as desired. 
Let us now formally define the Dedekind-MacNeille completion of a poset P = (P,≤). For
A ⊆ P, define
Au = {x ∈ P | a ≤ x for all a ∈ A}, and Al = {x ∈ P | x ≤ a for all a ∈ A}.
The poset DM(P) =
(
DM(P),⊆
)
, where DM(P) = {A ⊆ P | Aul = A}, is the Dedekind-MacNeille
completion of P , i.e. the smallest lattice that contains P as a subposet. Recall the following results.
Theorem 3.17 ([1, Korollar 3]). For any finite lattice L we have
L ∼= DM
(
J (L) ∪M(L)
)
.
Theorem 3.18 ([6, Theorem 7.42]). Let P = (P,≤) be a poset, and let ϕ : P → DM(P) be the map given
by ϕ(p) = {x ∈ P | x ≤ p}.
(i) ϕ(P) is both join-dense and meet-dense in DM(P).
(ii) Let L be a lattice such that P is join-dense and meet-dense in L. Then L ∼= DM(P) via an order-
isomorphism which agrees with ϕ on P.
Now we have gathered all the ingredients to prove Theorem 1.4.
Proof of Theorem 1.4. Theorem 3.17, and Propositions 3.12, and 3.13 imply
T
(m)
n
∼= DM
(
J
(
T
(m)
n
)
∪M
(
T
(m)
n
))
∼= DM
(
J
(
T
〈m〉
n
)
∪M
(
T
〈m〉
n
))
.
Propositions 3.15 and 3.16 imply that J
(
T
〈m〉
n
)
∪M
(
T
〈m〉
n
)
is join-dense and meet-dense in T 〈m〉n , and
by Theorem 3.18(i) also in DM
(
T
〈m〉
n
)
. Hence Theorem 3.18(ii) implies
DM
(
J
(
T
〈m〉
n
)
∪M
(
T
〈m〉
n
))
∼= DM
(
T
〈m〉
n
)
.

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Figure 13. The Tamari lattice T4.
Example 3.19. Figure 13 shows the Tamari lattice T4. The elements of D
〈2〉
4 are precisely:(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
.
Now we notice that for instance the pairs
(
,
)
and
(
,
)
do not have a meet in T 〈2〉4 , since(
,
)
≤rot
(
,
)
,
(
,
)
, and
(
,
)
≤rot
(
,
)
,
(
,
)
,
but
(
,
)
and
(
,
)
are mutually incomparable.
The componentwise meet of
(
,
)
and
(
,
)
is
(
,
)
. If we now successively add all
the missing meets, then we can check that we have to include the following ten elements:(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
(
,
)
,
and these 55 elements form a lattice which is indeed isomorphic to T (2)4 , see Figure 14.
3.3. Further Properties of the Strip Decomposition of m-Dyck Paths. Now let q, q′ ∈ Dn have
height sequences hq = (h1, h2, . . . , hn), and hq′ = (h′1, h
′
2, . . . , h
′
n). We say that q
′ dominates q if and
only if hi ≤ h′i for all i ∈ {1, 2, . . . , n}, and we denote it by q ≤dom q
′. (In other words, the two
Dyck paths q and q′ are noncrossing, but might share common edges.) The partial order ≤dom on
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Figure 14. The lattice DM
(
T
〈2〉
4
)
. The highlighted elements are added during the
lattice completion.
is called the dominance order on Dn. An m-fan of Dyck paths is a tuple (q1, q2, . . . , qm) with qi ∈ Dn
for i ∈ {1, 2, . . . ,m} such that the paths qi are pairwise noncrossing. We say that an m-fan of Dyck
paths (q1, q2, . . . , qm) is increasing if q1 ≤dom q2 ≤dom · · · ≤dom qm. The following result gives an
enumeration formula for the set of increasing m-fans of Dyck paths of length 2n.
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p ∈ D
(2)
3 δ(p) ∈
(
D3
)2
p ∈ D
(2)
3 δ(p) ∈
(
D3
)2
Figure 15. The twelve 2-Dyck paths of length 9 and the corresponding (increasing)
2-fans of Dyck paths of length 6.
Theorem 3.20 ([13, Corollary 17],[15]). The number of increasing m-fans of Dyck paths of length 2n is
given by
∏
1≤i≤j<n
i+ j+ 2m
i+ j
.
Lemma 3.21. If p ∈ D
(m)
n , then δ(p) forms an increasing m-fan of Dyck paths.
Proof. Let p ∈ D(m)n with height sequence hp = (h1, h2, . . . , hmn), and let δ(p) = (q1, q2, . . . , qm).
For i ∈ {1, 2, . . . ,m}, let hqi = (h
(i)
1 , h
(i)
2 , . . . , h
(i)
n ) denote the height sequence associated with qi.
By construction, we have h(i)k = h(i−1)m+k for k ∈ {1, 2, . . . , n} and i ∈ {1, 2, . . . ,m}. Equation (13)
implies that h1 ≤ h2 ≤ · · · ≤ hmn. Thus for i, j ∈ {1, 2, . . . ,m}with i < j and k ∈ {1, 2, . . . , n}we have
h
(i)
k = h(i−1)m+k ≤ h(j−1)m+k = h
(j)
k . Thus qj dominates qi, which implies that δ(p) = (q1, q2, . . . , qm)
is an increasing m-fan of Dyck paths. 
Example 3.22. Figure 15 shows the twelve 2-Dyck paths of length 9 and the corresponding increasing
2-fans of Dyck paths of length 6. However, Theorem 3.20 implies that there are fourteen increasing
2-fans of Dyck paths of length 6, and the two increasing 2-fans of Dyck paths of length 6 that are
missing in Figure 15 are shown in Figure 16.
Recall that given two posets P = (P,≤P) and Q = (Q,≤Q), a map ϕ : P → Q is called order-
preserving if p ≤P p′ implies ϕ(p) ≤Q ϕ(p′) for all p, p′ ∈ P. By abuse of notation, we denote the
partial order of a poset and of its m-fold direct product by the same symbol.
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Figure 16. The two increasing 2-fans of Dyck paths of length 6 that do not produce
a valid 2-Dyck path of length 9.
(a) The poset
(
δ
(
D
(2)
3
)
,≤dom
)
. (b) The poset
(
δ
(
D
(2)
3
)
,≤rot
)
.
Figure 17. Two partial orders on δ
(
D
(2)
3
)
.
Lemma 3.23. The map δ is order-preserving from
(
D
(m)
n ,≤rot
)
to
(
δ
(
D
(m)
n
)
,≤dom
)
. More precisely, let
p, p′ ∈ D(m)n with p ≤rot p′. If δ(p) = (q1, q2, . . . , qm) and δ(p′) = (q′1, q
′
2, . . . , q
′
m), then we have qk ≤dom q
′
k
for all k ∈ {1, 2, . . . ,m}.
Proof. This follows immediately from Lemma 3.3. 
Remark 3.24. The converse of Lemma 3.23 is not true, i.e. δ−1 is not an order-preserving map from(
δ
(
D
(m)
n
)
,≤dom
)
to
(
D
(m)
n ,≤rot
)
. Consider for instance the Dyck paths q and q′ with step sequences
uq = (0, 1, 1) and uq′ = (0, 0, 1). In view of Figure 15 we find that p = δ−1(q, q) has step sequence
up = (0, 2, 2) and p′ = δ−1(q, q′) has step sequence up′ = (0, 1, 2). We have q ≤dom q and q ≤dom q′,
but p 6≤rot p′. See Figure 11 and Figure 17(a) for an illustration of the posets
(
D
(2)
3 ,≤rot
)
and(
δ
(
D
(2)
3
)
,≤dom
)
.
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Remark 3.25. We can also consider δ as a map from
(
D
(m)
n ,≤rot
)
to
(
δ
(
D
(m)
n ),≤rot
)
. However,
in this case δ is not order-preserving. Consider for instance p, p′ ∈ D(2)3 with up = (0, 1, 2) and
up′ = (0, 0, 1). Then, we have p ≤rot p′, and δ(p) = (q1, q2), δ(p′) = (q′1, q
′
2) with uq1 = (0, 1, 1) and
uq2 = (0, 0, 1), as well as uq′1 = (0, 0, 1) and uq′2 = (0, 0, 0). We see immediately that q1 6≤rot q
′
1. See
Figure 11 and Figure 17(b) for an illustration of the posets
(
D
(2)
3 ,≤rot
)
and
(
δ
(
D
(2)
3
)
,≤rot
)
.
The following proposition characterizes δ
(
D
(m)
n
)
.
Proposition 3.26. Let (q1, q2, . . . , qm) be an increasing m-fan of Dyck paths of length 2n, with associated
height sequences hqj = (h
(j)
1 , h
(j)
2 , . . . , h
(j)
n ) for all j ∈ {1, 2, . . . ,m}. Then, (q1, q2, . . . , qm) induces an
m-Dyck path p ∈ D
(m)
n via δ
−1 if and only if h
(k)
i ≤ h
(j)
i+1 for all i ∈ {1, 2, . . . , n− 2} and for all k > j.
Proof. First suppose that m = 2. In this case, the map δ−1 constructs a sequence
h =
(
h
(1)
1 , h
(2)
1 , h
(1)
2 , h
(2)
2 , h
(1)
3 , . . . , h
(1)
n , h
(2)
n
)
.
Since (q1, q2) is increasing we obtain h
(1)
i ≤ h
(2)
i for all i ∈ {1, 2, . . . , n}. By assumption we have
h
(2)
i ≤ h
(1)
i+1 for all i ∈ {1, 2, . . . , n− 2}. Moreover, we have h
(1)
n = h
(2)
n , which implies h
(1)
1 ≤ h
(2)
1 ≤
h
(1)
2 ≤ · · · ≤ h
(2)
n . Thus h satisfies (13). By construction we have h2i−1 = h
(1)
i and h2i = h
(2)
i
for i ∈ {1, 2, . . . , n}. Then, (14) applied to hq1 and hq2 yields h2i−1 = h
(1)
i ≥ i = ⌈
2i−1
2 ⌉ and
h2 = h
(2)
i ≥ i = ⌈
2i
2 ⌉, and thus h satisfies (14). Hence it is the height sequence of some p ∈ D
(2)
n .
Conversely let p ∈ D(2)n have height sequence hp = (h1, h2, . . . , h2n} and let δ(p) = (q1, q2). First
of all, Lemma 3.21 implies that (q1, q2) is an increasing fan of Dyck paths. By construction the height
sequences of q1 and q2 are hq1 = (h1, h3, . . . , h2n−1) and hq2 = (h2, h4, . . . , h2n), respectively. In view
of (13) we obtain h2i ≤ h2i+1 for all i ∈ {1, 2, . . . , n− 2}, and we are done.
The reasoning for m > 2 is exactly analogous. 
We observe that the connection between T 〈m〉n and T
(m)
n described in Theorem 1.4 is rather im-
plicit, since for large m and n, the elements of T 〈m〉n only make a small fraction of the elements in
DM
(
T
〈m〉
n
)
. We conclude this article with an explicit, but conjectural description of these elements.
Again the strip decomposition of m-Dyck paths plays an important role.
Let p ∈ D(m)n and let δ(p) = (q1, q2, . . . , qm). For every i, j ∈ {1, 2, . . . ,m} with i 6= j we define a
map
βi,j :
(
Dn
)m
→
(
Dn
)m, (q1, q2, . . . , qm) 7→
(q1, . . . , qi−1, qi ∧ qj, qi+1, . . . , qj−1, qi ∨ qj, qj+1, . . . , qm).
Now consider the composition
(22) β = βm−1,m ◦ · · · ◦ β2,3 ◦ β1,m ◦ · · · ◦ β1,3 ◦ β1,2,
acting from the left, which we will refer to as the bouncing map. In particular, β(q1, q2, . . . , qm) is a
multichain in Tn. If we abbreviate ζ = β ◦ δ, then we obtain a map
(23) ζ : D(m)n →
(
Dn
)m, p 7→ ζ(p).
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(q, q′) β(2)(q, q′)
Figure 18. The bouncing map in action. The highlighted pair is the only pair on
which β acts non-trivially.
Example 3.27. The first column in Figure 18 shows the fourteen pairs of Dyck paths in D3 that we
found in Example 3.22. The two pairs which do not satisfy the conditions of Proposition 3.26, are
placed at the end, separated by a horizontal line. The second column shows the corresponding pairs
of Dyck paths after the application of the bouncing map β. If we order these pairs by componentwise
rotation order, then we obtain the lattice shown in Figure 19, and we notice that this lattice is
isomorphic to T (2)3 shown in Figure 11.
Computer experiments suggest the following property of the bouncing map.
Conjecture 3.28. The posets
(
D
(m)
n ,≤rot
)
and
(
ζ
(
D
(m)
n
)
,≤rot
)
are isomorphic.
This conjecture was verified for n ≤ 5 and m ≤ 7, as well as for n = 6 and m ≤ 4 with
Sage-Combinat [25,28]. The corresponding script can be obtained from http://homepage.univie.ac.at/henri.muehle/files/m_tamari_decomposition.sage.
Remark 3.29. In general, β is not an order-preserving map from
(
δ(D
(m)
n ),≤dom
)
to
(
ζ(D
(m)
n ),≤rot
)
.
Consider for instance the Dyck paths q1, q2, q′1, q
′
2 ∈ D5 given by the step sequences hq1 =
(1, 3, 3, 4, 5), hq2 = (2, 3, 4, 4, 5) as well as hq′1 = (2, 3, 3, 5, 5), hq′2 = (2, 3, 4, 5, 5). Then we have
q1 ≤dom q
′
1 and q2 ≤dom q
′
2. Moreover, the pairs (q1, q2) and (q
′
1, q
′
2) satisfy the conditions from
Proposition 3.26, so they are indeed contained in δ
(
D
(2)
5
)
. We obtain hq1∧q2 = (1, 2, 3, 4, 5) and
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Figure 19. Componentwise rotation order on the bounced strip decomposition of
the set of 2-Dyck paths of length 9 yields the 2-Tamari lattice of parameter 3.
hq1∨q2 = (3, 3, 4, 4, 5) as well as hq′1∧q′2 = (2, 3, 3, 4, 5) and hq′1∨q′2 = (2, 3, 5, 5, 5). The corresponding
step sequences are uq1∧q2 = (0, 1, 2, 3, 4) and uq1∨q2 = (0, 0, 0, 2, 4), as well as uq′1∧q′2 = (0, 0, 1, 3, 4)
and uq′1∨q′2 = (0, 0, 1, 2, 2). This implies that β(q1, q2) 6≤ β(q
′
1, q
′
2).
However, if p, p′ ∈ D(2)5 are the 2-Dyck paths satisfying δ(p) = (q1, q2) and δ(p
′) = (q′1, q
′
2), then
we can quickly check that p and p′ are determined by the step sequences up = (0, 1, 2, 5, 8) and
up′ = (0, 0, 2, 5, 6), which implies p 6≤rot p′. So this is not a counterexample to Conjecture 3.28.
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