In this manuscript, using (E.A) property and (C L R) property common fixed point results for weakly compatible mappings, satisfying integral type contractive condition in complex valued metric spaces are investigated.
Introduction
Banach contraction principle [1] is the most powerful result in the field of metric fixed point theory. This principle provides distinctive solution to various mathematical models such as Integral equations, Differential equations and Functional equations. Banach's contraction principle has been extended and generalized for different kinds of contractions in various metric spaces. A significant generalization of Banach principle [1] is the Branciari [2] fixed point theorem for integral type inequality. Afterward, several researchers [3] [4] [5] [6] [7] [8] further generalized the result of Branciari in metric spaces.
Azam et al. [9] introduced the notion of complex valued metric space and proved common fixed point theorems for two self-mappings satisfying a rational type inequality. Bhatt et al. [10] initiated the concept of weakly compatible maps to study common fixed point theorem for weakly compatible maps in complex valued metric spaces. Verma and Pathak [11] introduced the notion of property (E.A) and (C L R) property and established common fixed point theorems using these properties in complex valued metric space. Manro et al. [12] generalized the theorem of Branciari [2] for two self-maps under contractive condition of integral type satisfying (E.A) and (C L R) properties in the setting of complex valued metric spaces.
The aim of this paper is to prove common fixed point theorems for integral type contractive condition using property (E.A) and (C L R) property in complex valued metric spaces.
Preliminaries
Definition 2.1 ( [9] ). Let C be the set of complex numbers and z 1 , z 2 ∈ C. Define a partial order on C as follows: z 1 z 2 ⇔ Re(z 1 ) ≤ Re(z 2 ), Im(z 1 ) ≤ Im(z 2 ). Consequently, one can say that z 1 z 2 if one of the following conditions is satisfied:
(1) Re(z 1 ) = Re(z 2 ), Im(z 1 ) < Im(z 2 ); (2) Re(z 1 ) < Re(z 2 ), Im(z 1 ) = Im(z 2 ); (3) Re(z 1 ) < Re(z 2 ), Im(z 1 ) < Im(z 2 ); (4) Re(z 1 ) = Re(z 2 ), Im(z 1 ) = Im(z 2 ).
In particular, we will write z 1 z 2 if z 1 ̸ = z 2 and one of (1)- (3) is satisfied and we will write z 1 ≺ z 2 if only (3) is satisfied.
Note that one can easily verifies that
• a, b ∈ R and a ≤ b ⇒ az bz for all z ∈ C;
• 0 z 1 z 2 ⇒ |z 1 | < |z 2 |;
• z 1 z 2 and z 2 ≺ z 3 ⇒ z 1 ≺ z 3 .
Definition 2.2 ([9]
). Let X be a nonempty set. Suppose that the mapping d : X × X → C satisfies the following axioms:
( 
Definition 2.3 ([9]
). Let {x n } be a sequence in complex valued metric (X, d) and x ∈ X . Then x is called the limit of {x n } if for every c ∈ C, with 0 < c there is n 0 ∈ N such that d(x n , x) < c for all n > n 0 and we write lim n→∞ x n = x.
Lemma 2.1 ([9]
). Any sequence {x n } in complex valued metric space (X, d) converges to x if and only if
Definition 2.4 ([14]
). Let K and L be self maps of a non empty set X . Then
Definition 2.5 ( [10] ). Let X be a complex valued metric space. Then the self-mappings K , L : X → X are weakly compatible if there exist a point
Definition 2.6 ([11]). Two self-maps K and L on a complex valued metric space X satisfy property (E.A), if there exists a sequence {x n } in X such that
Definition 2.7 ([11]
). Two self-maps K and L on a complex valued metric space X satisfy the common limit in the range of L property, denoted by (C L R K ) if there exists a sequence {x n } in X such that
Lemma 2.2 ([15]
). If {a n } is a sequence in [0, ∞), then lim n→∞  a n 0 φ (s) ds = 0 if and only if a n → 0, as n → ∞.
Main results
From [2] , let Φ = {φ : φ : [0, ∞[→ [0, ∞[ is a Lebesgue-integrable mapping which is summable on each compact subset of [0, ∞[, non-negative, non-decreasing and such that for each ε > 0,
A set
are pairwise disjoint and their union along with
Let ζ : [z 1 , z 2 ] → C be defined as:
where (x, y) ∈ [z 1 , z 2 ] and φ 1 , φ 2 ∈ Φ. Now, for a given partitionP of [z 1 , z 2 ], we define the lower summation as:
Similarly the upper summation as:
Then the integral  z 2 z 1 ζ d C if exists is defined as:
Using (1), we have
Particularly for any ζ :
We denote the set of all complex integrable functions ζ :
, C) and {z n } be a sequence in C + , then lim n→∞  z n 0 ζ (s) ds = (0, 0) if and only if z n → (0, 0), as n → ∞.
⇔ a n → 0 and b n → 0, as n → ∞, by Lemma 2.2. ⇔ a n → 0 and b n → 0, as n → ∞. ⇔ z n → (0, 0) , as n → ∞.
Definition 3.1. A complex valued function ϕ : R n → C is measurable if both its real and imaginary parts are measurable. Now we extend our ideas to Complex valued measurable functions. Let E ⊂ R n be a measurable set. Suppose f : E → C. Split f into its real and imaginary parts so that f = Re( f ) + i Im( f ). Then we define the lebesgue integral of f to be
provided that Re( f ) and Im( f ) are Lebesgue integrables. Denote the set of all such complex valued lebesgue integrable functions by L 1 (E, C) . We define Φ * = {ϕ : R n → C as a complex valued Lebesgue-integrable mapping (i.e., ϕ ∈ L 1 (E, C)), which is summable and non-vanishing on each measurable subset of R n , such that for each ε ≻ 0,  ε 0 ϕ (t) dt ≻ 0}. The following Remark and Lemma are the direct consequences of the above whole discussion.
Remark 3.1. Let ϕ ∈ Φ * , such that Re (ϕ), Im (ϕ) ∈ Φ and {z n } is a sequence in C + converges to z, then lim n→∞
Lemma 3.2. Let ϕ ∈ Φ * , such that Re (ϕ), Im (ϕ) ∈ Φ and {z n } is a sequence in C + , then lim n→∞  z n 0 ϕ (s) ds = 0 if and only if z n → (0, 0), as n → ∞. Now, we present our main results. Theorem 3.1. Let (X, d) be a complex valued metric space and K , L : X → X be self-mappings satisfying the following conditions:
where λ i ∈ [0, 1) for i = 1, 2, 3, 4 with  4 i=1 λ i < 1 and ϕ ∈ Φ * . If the pair (K , L) is weakly compatible, then the mappings K and L have a unique common fixed point in X .
Proof. Assume that the pair (K , L) satisfies (E.A.) property, so there exists a sequence {x n } in X such that
Since L(X ) is a closed subspace of X , then there exists u ∈ X such that Lu = z. Thus from (3), we get
We show that K u = Lu, for this putting x = u and y = x n in condition (II) of Theorem 3.1, we have
Taking limit as n → ∞ and using (4), we get
That is z is the common coincident point of K and L. Next, we show that z is the common fixed point of K and L. For this, since the pair (K , L) is weakly compatible, therefore
Now, we have to show that K z = z. For this, using condition (II) of Theorem 3.1 with x = z and y = u, we have
Using (5) and (6), we get
which shows that
Hence from (6), we can get
That is z is a common fixed point of K and L. Finally, to check the uniqueness, let z * be another fixed point of K and L, i.e. K z * = Lz * = z * . Then using condition (II) with x = z and y = z * , we have
Hence z is a unique common fixed point of K and L.
Theorem 3.2. Let (X, d) be a complex valued metric space and K , L , M, N : X → X be self-mappings satisfying the following conditions:
where Proof. Assume that the pair (K , N ) satisfies (E.A) property, so there exists a sequence {x n } in X such that
Since K (X ) ⊆ M(X ), so there exists {y n } in X such that K x n = M y n and thus from (7), we get
We show that lim n→∞ L y n = z. If lim n→∞ L y n = w ̸ = z, then putting x = x n and y = y n in condition (II) of Theorem 3.2, we have
Taking limit as n → ∞ and using (8), we get
That is
, which is possible if z = w and hence lim n→∞ L y n = z. Therefore from (8), we get
Further, since M(X ) is a closed subspace of X , so there exists u ∈ X such that Mu = z and hence from (9), we get
Now, we assert that Lu = Mu, for this putting x = x n and y = u in condition (II) of Theorem 3.2, we have
Taking limit as n → ∞ and using (10), we get
thus Lu = z and hence (10) becomes
But L(X ) ⊆ N (X ), so there exists v ∈ X such that Lu = N v and hence (11) becomes,
Also, we assert that K v = N v, for this setting x = v and y = u in condition (II) of Theorem 3.2, we have
Using Eq. (12), we get
and hence from (12), one can write
showing that is z is the common coincident point of the pairs (L , M), (K , N ). Next, we have to show that z is the common fixed point of K , L , M and N . For this, using the weak compatibility of the pairs (K , N ), (L , M) and Eq. (13), we have
Now, we claim that K z = z. To support our claim, setting x = z and y = u in condition (II) of Theorem 3.2, we have
Using Eqs. (13) and (14), we get
Similarly, setting x = v and y = z in condition (II) of Theorem 3.2 and using Eqs. (13), (15), we get
From (16) and (17), we can write
That is z is a common fixed point of K , L , M and N in X. Uniqueness, let z * be another fixed point of K , L , M and N , i.e. K z * = Lz * = M z * = N z * = z * . Then using condition (II) of Theorem 3.2 with x = z and y = z * , we have
which is a contradiction, unless z = z * . Hence z is a unique common fixed point of K , L , M and N in X .
From Theorem 3.2, we can derive the following corollaries:
Corollary 3.1. Let (X, d) be a complex valued metric space and L , M, N : X → X be self-mappings satisfying the following conditions:
where λ i ∈ [0, 1) for i = 1, 2, . . . , 5 with
If one of M(X ) and N (X ) is a closed subspace of X and the pairs (L , N ), (L , M) are weakly compatible, then the mappings L , M and N have a unique common fixed point in X .
Corollary 3.2. Let (X, d) be a complex valued metric space and L , M : X → X be self-mappings satisfying the following conditions:
where λ i ∈ [0, 1) for i = 1, 2, . . . , 5 with  5 i=1 λ i < 1 and ϕ ∈ Φ * . If M(X ) is a closed subspace of X and the pair (L , M) is weakly compatible, then the mappings L and M have a unique common fixed point in X .
To illustrate Theorem 3.2, we construct the following example. [4, 6] and
Also define ϕ : R 2 → C by ϕ(t) = 3z 2 , where t = (a, b) and z = a +ιb. Then 
that is there exists a sequence {x n } in X such that lim
Hence (L , M) satisfies (E.A) property.
Next, to check condition (II) of Theorem 3.2, we discuss the following cases: Case 1. Let x, y ∈ (1,
Also, for λ 1 = 
Therefore, in view of the above four cases, the integral contractive condition (II) of Theorem 3.2 is satisfied.
is a closed subspace of X and the pairs (K , M), (L , N ) are weakly compatible. Hence from Theorem 3.2 we can say that, Theorem 3.3. Let (X, d) be a complex valued metric space and K , L : X → X be self-mappings satisfying the following conditions:
Proof. Assume that the pair (K , L) satisfies (C L R L ) property, so there exists a sequence {x n } in X such that
We show that K x = L x. For this putting y = x n in condition (II) of Theorem 3.3, we have
Taking limit as n → ∞ and using (18), we can write
Next, show that z is a common fixed point of K and L. For this using condition (II) of Theorem 3.3 with x = z and y = x, we get
Hence from Eq. (19), we get
Thus z is a common fixed point of K and L. Finally, to check the uniqueness, proceeding the same steps as in Theorem 3.1, we conclude that z is a unique common fixed point of K and L.
Our next results are proved with the help of C L R Property. Theorem 3.4. Let (X, d) be a complex valued metric space and K , L , N , M : X → X be self-mappings satisfying the following conditions:
where λ i ∈ [0, 1) for i = 1, 2, . . . , 5 with  5 i=1 λ i < 1 and ϕ ∈ Φ * . If the pairs (K , N ) and (L , M) are weakly compatible, then the mappings K , L , M and N have a unique common fixed point in X .
Taking limit as n → ∞ and using (21), we can write
Next, show that z is common fixed point of K and L. For this using condition (II) of Theorem 3.3 with x = z and y = x, we get
Hence from Eq. (22), we get
Our next results are proved with the help of C L R Property.
Theorem 3.5. Let (X, d) be a complex valued metric space and K , L , N , M : X → X be self-mappings satisfying the following conditions:
Proof. Assume that the pair (K , N ) satisfies (C L R K ) property, then there exists a sequence {x n } in X such that
Since K (X ) ⊆ M(X ), so there exists u ∈ X such that K x = Mu. We show that Lu = Mu, for this put x = x n and y = u in condition (II) of Theorem 3.5, we have
Taking limit as n → ∞ and using (24), we get
Further, since L(X ) ⊆ N (X ), so there exists v ∈ X such that Lu = N v. Thus (25) becomes
Now, we show that K v = N v, for this setting x = v and y = u in condition (II) of Theorem 3.5, we have
Using Eq. (26), we get
Therefore from Eq. (26), we get
Hence z is a common coincident point of K , L , M and N in X . Finally, proceeding in the same lines as in Theorem 3.2, we conclude that z is a unique common point of K , L , M and N in X .
Similar to the arguments in Theorem 3.2 one can easily derive corollaries from Theorem 3.5. To illustrate Theorem 3.5, we construct the following example. 3, 5) and
Also define ϕ : R 2 → C by ϕ(t) = 2z, where t = (a, b) and z = a +ιb. Then
Firstly, we verify condition (I) of Theorem 3.5. For this, let {x n } = {3 − 
