Abstract-We describe a new method to simulate resistivity measurements acquired with induction logging instruments in deviated wells. The method combines: (1) a highly efficient iterative solver, (2) a parallel implementation, (3) a Fourier Finite-Element (FFE) formulation in a non-orthogonal system of coordinates, and (4) a 2D hp-Finite Element (FE) goal-oriented self-adaptive grid-refinement strategy. We apply the new method to simulate measurements acquired with a logging-while-drilling (LWD) instrument operating at 1.75 MHz in a 55-degree deviated well. Numerical results confirm the high-accuracy and efficiency of the method. An error level below 1% is achieved in reservoirs with high-contrast in electrical resistivity using an average CPU time of 1-3 minutes per logging position.
INTRODUCTION
Resistivity logging instruments are routinely used by oil-companies to quantify the spatial distribution of electrical conductivity in the vicinity of boreholes. Conductivity of the rock formation is utilized to asses the material properties of the subsurface, and estimate the volume of hydrocarbons (oil and gas) existing in a reservoir. To improve the interpretation of results obtained with resistivity logging instruments, and thus, to better quantify and determine existing subsurface materials and increase hydrocarbon recovery, diverse numerical methods have been developed to perform computer simulations.
Numerical methods developed by the oil industry for simulation of resistivity logging measurements include fast 1D and 2D axial-symmetric simulators such as, for example, those described in [6, 9, 11] . Due to the dimensionality reduction of these simulators, they are unable to solve problems involving deviated wells. 3D algorithms such as, for example, those described in [1, 2, 4, 7, 13] are capable of simulating resistivity measurements acquired in deviated wells. However, they are not widely used by the logging industry because the accuracy of these methods is compromised and/or the CPU time required for simulations exceeds reasonable limits (several hours per logging position).
In [8] and [12] , we described a FFE formulation in a non-orthogonal system of coordinates for simulation of Direct Current (DC) and Alternating Current (AC) problems, respectively. We also demonstrated the suitability and advantages of this formulation for simulating various resistivity logging measurements in deviated wells.
The main contribution of this work is the integration of the formulation described in [12] with a new iterative solver specially designed for the FFE formulation. In addition, we also describe a new simple but powerful parallel implementation of the entire method that is suitable for both shared-memory and distributed-memory machines. The resulting numerical method provides an improved performance and drastically minimizes the memory requirements associated with the use of direct solvers. The method is applied to the simulation of LWD measurements in a 55-degree deviated well. Figure 1 describes the assumed LWD instrument operating at 1.75 MHz in a 55-degree deviated well in a borehole environment. The LWD instrument is composed of a metallic mandrel with resistivity equal to 10 −6 Ω · m that incorporates magnetic buffers used to reduce the inductive coupling between antennas and the mandrel. The antennas are embedded within the indented mandrel, thereby minimizing mechanical friction due to drilling. Formation is composed of six different layers with high-contrast resistivities, varying from 0.1 Ω · m to 10,000 Ω · m. 
MODEL PROBLEM: LWD MEASUREMENTS

METHOD
In problems with axial-symmetric materials, it is customary to consider a cylindrical system of coordinates (ρ, φ, z), and then utilize a Fourier series expansion in terms of the azimuthal variable φ to reduce the spatial dimension of the problem. For general 3D sources, the resulting formulation for electromagnetic problems consists of a sequence of independent 2D problems. If sources are axial-symmetric, this sequence of 2D problems further reduces to a single 2D problem.
When simulating resistivity logging problems in deviated wells, the axial-symmetry condition is violated, and a dimensionality reduction of the problem becomes elusive. However, we noted in [8, 12] that we may consider a quasi-cylindrical system of coordinates (ρ,φ,z) and employ a Fourier series expansion with respect to variableφ. The resulting formulation for resistivity logging problems in deviated wells consists of a sequence of coupled 2D problems. Although a sequence of coupled 2D problems constitutes (by definition) a 3D problem, using this formulation we obtain a very special interaction among the various 2D problems. Namely, each 2D problem only interacts (couples) with a maximum of five 2D problems, which results in a penta-diagonal structure for the associated stiffness matrix. Furthermore, this interaction among five different 2D problems only takes place in part of the borehole. In other areas of the computational domain, such as the formation, the associated stiffness matrix is tri-diagonal, while in the subdomain occupied by the logging instrument, the stiffness matrix is simply diagonal. The sparsity of the stiffness matrix becomes a major advantage of this formulation with respect to more traditional 3D formulations.
We construct one common grid for all (coupled) 2D problems by using a 2D hp-FE goal-oriented self-adaptive grid-refinement strategy. h indicates the element size, and p the polynomial order of approximation, both varying locally throughout the grid. The goal-oriented hp-FE method delivers exponential convergence rates in terms of the error in the quantity of interest versus the number of unknowns and CPU time. A detailed description of the hp-FE method and its exponential convergence properties can be found in [3] . The outstanding performance of the hp-FE method for simulating diverse resistivity logging measurements has been documented in [9, 11] . We refer to [10] for technical details on the goal-oriented adaptive algorithm applied to electrodynamic simulation problems.
Due to the existing interaction among the 2D problems resulting from our formulation, we need to solve the final system of linear equations by using a 3D solver. Direct solvers require large amounts of memory and CPU time. Iterative solvers minimize those computational requirements. However, most iterative solvers diverge in presence of high-contrast materials or grids containing elongated elements. In this paper, we consider a LWD problem with up to ten order of magnitude contrast in electrical conductivity. In addition, the resulting optimal hp-grid contains elongated elements with different orders of approximation, as shown in Fig. 2 (right panel) . Under these conditions, traditional iterative solvers will diverge. To overcome the above difficulties, we design a new iterative solver by utilizing a block-Jacobi preconditioner, where the size of each block corresponds to a full 2D problem. Thus, the preconditioner solves exactly all high-contrast materials and elongated elements present within each 2D problem. A Krylov subspace optimization method is then used to resolve the interactions occurring among different 2D problems, where material coefficients are smooth.
Finally, we implement a parallel version to speedup computations and minimize the memory used per processor. A traditional approach to design parallel implementations for FE methods consists of decomposing the original computational domain Ω into subdomains {Ω i } N i=1 , and assigning one subdomain to each processor. In presence of self-adaptive grid-refinement algorithms, it is necessary to reconciliate the grid after refinements, in order to guarantee compatibility of all grid-refinements occurring in different processors. For the case of hp-FE methods, this grid-reconciliation procedure becomes technical and difficult to implement.
In this paper, we resolve the above difficulty by storing a copy of the entire grid in all processors. Decision about grid refinements is performed in parallel, while actual refinements are executed in all processors simultaneously, making unnecessary the grid-reconciliation step. With this new approach, implementation of the parallel version of the software is drastically simplified, while the overhead associated with having an entire copy of the 2D grid in all processors remains at a level below 10% of the total memory and CPU time cost for a moderate number of processors (below 200). Figure 2 (left panel) displays the simulated measurements as we move the LWD instrument along the well trajectory. Different curves correspond to the use of different numbers of Fourier modes. As we increase the number of Fourier modes, we observe the convergence of the method both in terms of the amplitude and phase at the receiver antennas. Simulated results confirm a strong sensitivity of the LWD response with respect to the electrical conductivity of the formation. Figure 2 (right panel) describes a section of the final 2D hp-grid obtained with seven Fourier modes and the receiver located at z = 0. We observe the need for elongated elements with varying orders of approximation. Table 1 describes the total CPU time and memory used by six steps of the self-adaptive goaloriented hp-adaptive strategy as we increase the number of processors. For these computations, we have employed the parallel direct solver [5] . Results indicate the substantial gaining that is achieved by using a moderate number of processors. We note that the degeneration of the scalability is related to a poor mesh-redistribution of work due to the small size of the problem. Finally, in Fig. 3 we compare the time and memory utilized by our new iterative solver and the direct solver MUMPS [5] , when using a 2D hp grid containing 12,896 unknowns with order of approximation p = 2. The relative difference between the two solutions is below 0.05%, that is, the iterative solver has converged to the exact solution delivered by the direct solver. Results confirm the superior scaling expected from iterative solvers. In particular, when using 19 Fourier modes, the iterative solver reduces the CPU time by a factor of 2, and the memory requirements by a factor of 6. These savings increase as we augment the number of Fourier modes and/or the polynomial order of approximation p. 
NUMERICAL RESULTS
CONCLUSIONS
We have employed a FFE formulation for the simulation of LWD measurements acquired in deviated wells. A simple parallel implementation for a moderate number of processors (below 200) has enabled us to consider more Fourier modes, thereby providing additional accuracy. In addition, we have designed a new iterative solver for the FFE formulation that further reduces the CPU time and memory requirements.
