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I. The linear Volterra equation of convolution type 
known as the renewal equation, has long been of interest, both because 
of its applications to growth and branching processes and because of the 
elegance of its mathematical theory. The basic facts about the asymptotic 
behavior of its solutions may be found in such sources as [I, 2, 10, 12,191. 
The classical theorem of Paley and Wiener concerning its resolvent 
kernel [30, p. 581 has made it possible to study the asymptotic behavior 
of solutions of nonlinear perturbations of the renewal equation as well, 
especially their relation to solutions of the unperturbed equation; see, 
for example, [25-281. 
The nonlinear renewal equation 
x(t) = f(t) + it g($ - v)) ~(4 dv 
JO 
has arisen in heat transfer problems [24, 29, 311, superfluidity [20], 
nuclear reactor dynamics [16-l 81, and population growth problems 
[S, 81, as well as in nonlinear branching processes [6, 71. Because of its 
importance in diverse applications, the nonlinear renewal equation has 
been studied extensively in recent years, and as a result of the theory 
developed in the papers cited above together with such other works as 
[ll, 13-15, 19, 21-231, much is known about the asymptotic behavior 
of its solutions. These results involve methods quite different from the 
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linearization techniques used to study perturbations of the linear renewal 
equation. 
The purpose of this paper is to examine the effects of perturbations 
on the solutions of the nonlinear renewal equation, particularly on the 
limits of solutions as t -+ co. We shall see that these limits may be 
separated into two classes with very different behavior under perturba- 
tions in much the same way that critical points of autonomous systems of 
ordinary differential equations may be classified as asymptotically stable 
or unstable. However, the difference between the two classes arises 
differently from the ordinary differential equation case, in the analog of 
perturbations of the equation rather than of perturbations of the initial 
conditions. 
The applications of the nonlinear renewal equation to population 
and branching problems are for integrable kernels, Jr a(z)) dv < co, 
while the applications to physical problems usually arise from trans- 
formations of the heat equation and have kernel CZ(V) = Kzr112. We 
shall concentrate on the case of integrable kernels, but in Section 6 we 
shall also examine the rather different situation when Jr u(v) du = co. 
We shall also make an attempt to unify the two classes of problems, but 
here our results are purely formal. 
2. In the study of the nonlinear renewal equation it has turned 
out to be advantageous to treat separately the questions of whether all 
solutions are bounded and of whether all bounded solutions tend to 
limits as t -+ 00. There are many different boundedness theorems, with 
hypotheses appropriate to the diverse applications for which they are 
intended; see, for example, [4, 15, 22, 24, 291. In the first part of this 
paper we will concentrate on the limits of bounded solutions, taking for 
granted that some sufficient conditions for boundedness are satisfied. 
For example, under the conditions H, , Ha, H, below it is sufficient 
to require xg(x) < 0 for - co < x < co [15], or G(x) = - G g(f) dE -+ 
co as / x I -+ CC and 1 g(x) 1 < K( 1 + G(x)) for - co < x < cc [21]. 
In studying the limits as t -+ 00 of solutions of (I), we will make the 
following hypotheses on the functions f, a, and g throughout the first 
five sections of the paper. In Section 6 we will consider a somewhat 
different situation, with different hypotheses. 
H,: We assume that f(t) is continuous on 0 < t < co, and that 
exists. 
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Ha: We assume that a(v) is continuous, nonnegative, and monotone 
nonincreasing on 0 < v < co, and that 
s 
m 
u(w) dw < co. 
0 
Hg: We assume that g(x) is continuously differentiable on 
--co < x < og and that there is no interval on which 
g’(x) Jr u(v) dv f 1. 
When we speak of all solutions of (l), we shall always mean the set of 
solutions of all equations of the form (I) with fixed a and g and any f 
satisfying H, , 
In Section 3 we shall discuss a nonlinear renewal equation of the form 
44 A> = f(t, 4 + jot g(x(t - 0, 4) 44 dzJ (2) 
in which the forcing function depends on a parameter A. For this equa- 
tion, we replace H, by the hypotheses 
H;: We assume that f(t, A) is continuous and of bounded variation 
in t on 0 < t < co for X in some interval 0 < h < A,, , which 
implies the existence of 
for 0 < h < A,. Further, we assume that (d/dh)f(a, A) 
exists for 0 < h < A, . 
It is easy to see that under these conditions if x(t) is a solution of (1) 
such that xm = lim,,, x(t) exists, then 
f$ jot g(x(t - w)) u(w) dw = g(x,) joa u(w) dw. 
It follows that xm must be a solution of the equation 
X m = f(m) + &m> ia 44 dw. (3) 
Similarly, if x(t, A) is a solution of (2) such that x,(h) = lim,,, x(t, A) 
exists, then xm(X) must be a solution of the equation 
X m = f(m, 4 +&m(4) jam 4~) dw. (4) 
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The following result has been established for limits of solutions of (1). 
The obvious analog holds for limits of solutions of (2) for each fixed A. 
THEOREM I [23]. Suppose the conditions H, , H, , and Hg are 
satisjed. Then every bounded solution x(t) of (1) satis$es 
The condition that there be no interval on which g’(x) Jr u(v) dv = 1 
implies that the roots of (3) are isolated. It then follows easily from (5) 
that x(t) tends to a limit as t + co. This yields the following result. 
COROLLARY. Suppose the conditions H, , H, , and HB are satisjied. 
Then every bounded solution x(t) of (1) tends as t + 03 to a limit x, 
which is a root of Eq. (3). 
3. For the nonlinear renewal equation, Eq. (2), depending on a 
parameter A, we are interested in the dependence of the limit x,(h) = 
lim f+m x(t, A) on A. By considering Eq. (4) and applying the implicit 
function theorem, we obtain the following result, essentially contained 
in [5]. 
THEOREM 2. Suppose that the hypotheses H,‘, H, , and H, are 
satisfied. Let x(t, 0) be a solution of (2) for h = 0 which tends to a limit 
xou(0) as t -+ GO and suppose 
g’(x,(O)) 6 44 dv f 1. 
Then there is an interval 0 < h < A, on which x,(h) is a dz#erentiable 
function of A, and 
(6) 
The value h is determined as the smaller of A,, in hypothesis H,’ and the 
least positive solution A, of g’(xJQ) l: a(v) dv = 1. 
Geometrically, we find x,(h) by finding the abscissas of the 
intersections of the curve y = g(x) and the straight line y = 
[x -f (co, A)]/JT u(v) dv, taking the intersection whose abscissa is 
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x,(h) for X = 0, and varying continuously as h is increased. If 
(@/i’dA) (00, h) > 0, then increasing h means moving the straight line 
downward, which results in an increase in x,(h) if g’(x,(h)) Jy U.(W) dv < 1 
but a decrease in x,(h) if g’(x&X)) Jr a(v)dv > 1. Thus if g’(zc,(X)) x 
Jr a(v) dv > 1, an increase in the forcing function f(t, X) leads to a 
decrease in the limit xJX) of the solution of (2). Such behavior is some- 
what surprising, and we shall see in Section 5 that in this case a small 
perturbation of the nonlinear renewal equation may have a large effect 
on the solution. This suggests that in applications it may be appropri- 
ate to give physical validity only to equilibrium values X, with 
g’bx,) Jr 4~) dv < 1, even though equilibrium values for which 
g’(x%) Jy u(v) dv > 1 are possible. 
If there is a value h, for which g’(x,(hi)) Jr a(v) dv = 1, then for 
X = h, the curve y = g(x) and the line y = [X -f(oz, h)]/JT a(v) dv 
are tangent. A further increase in h causes the disappearance of the 
intersection, unless the curve y = g(x) has an inflection point at the 
point of tangency, with the result that there must be a discontinuity 
in x~(X) at h, . Such an occurrence is called a catastrophe because of the 
physical connotation. 
The special case of Theorem 2 in whichf(oo, h) is independent of h 
will be needed in Section 4. For this reason, we formulate it explicitly. 
COROLLARY 1. Suppose that the hypotheses H,‘, H, , and HQ are 
satisfied and that f( 00, A) is independent of A. Let x(t, 0) be a solution of 
(2) for X = 0 which tends to a limit x, as t --t 00, and suppose 
g’(4 j”m U(V) dv # 1. 
Then lim,,, x(t, A) = x, for 0 < h < A, . 
To prove this corollary, we merely observe that (d/dh) xm(X) = 0 
by (6), and therefore the limit x, is constant. 
Another useful consequence of Theorem. 2 is the analog for the 
nonlinear renewal equation of a stability theorem for ordinary differential 
equations. The ordinary differential equation x’ = g(t, x), x(0) = x0 is 
equivalent to the Volterra integral equation 
x(t) = xo + tl g(s, x(s)) ds. 1 (7) 
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Stability of a solution of the differential equation is the property that a 
small change in x,, has only a small effect on the solution. The analogous 
property for the nonlinear renewal equation (1) is that a small change in 
f(t) has only a small effect on the solution. 
COROLLARY 2. Suppose that the hypotheses H, , H, , and Hg are 
satisfied. Let x(t) be a solution of (1) tending to a limit x, for which 
g'(x,) joffi a(v) dv # 1. 
Let p(t) be continuous and of bounded variation on 0 < t < co, and let 
y(t) be a bounded solution of the perturbed equation, 
r(t) =.f(t) +m + j g(y(t - 4) 44 dv. 
0 
Then there exist 6 > 0, K > 0 such that if 1 p(t)1 < 6 for 0 < t < co, 
then 1 y(t) - x(t)1 < KS for all su~ciently large t. If p(a) = 
lim,,,p(t) = 0, then lim,,, y(t) = x, . 
Proof. We consider Eq. (2) withf(t, A) = f (t) + Ap(t), so that Eq. (8) 
is (2) with X = 1 and f (co, h) = p(m). Since xm(X) is continous in h, 
we can choose 6 > 0 small enough that g’(x,(X)) Jr a(v) dv # 1 for 
0 < h < 1, and therefore (6) holds for 0 < h < 1. By Theorem 2, y(t) 
tends to a limit yco as t -+ CO, and, in view of (6), 
l dh ym - x, = s dh =p(co) j' 1 - g’(G)) .f; a(v) dv ’ (9) 0 0 
Since g’(x,(h)) lr a(v) dv # 1, the integral on the right side of (9) is 
bounded. Thus there exists a constant K such that 1 ya - x, 1 < 
K j p( co)] < KS and this implies that j y(t) - x(t)] < K6 for some 
constant K and all large t. If p(m) = 0, it follows directly from (9) that 
ycc = ‘Kx . 
4. A perturbation theorem for an ordinary differential equation 
in the equivalent form (7) is a statement that a change in g(t, x) which 
is small in some sense has only a small effect on the solution. We shall 
obtain an analogous result for the nonlinear renewal equation, namely, 
a theorem for a perturbed equation 
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with #(t, U, y) small in a suitable sense. For this we require a nonlinear 
variation of constants formula for Volterra equations, as obtained in [3]. 
We give a brief resume of this formula in order to analyze the properties 
needed for its application here. 
We wish to compare the solution y(t) of the perturbed integral equa- 
tion 
r(t) = f(t) + j-1 & s> Y(S)) ds + j-1 W s, Y(S)) ds 
with the solution x(t) of the unperturbed unperturbed equation 
(10) 
4) = f(t) + 1: g(t> s, 44 ds. (11) 
We begin by considering the equivalent integro-differential equations 
r’(t) = f’(t) + g(t, t, r(t)) + j-1 g& ~9 Y(S)) ds + j-1 W> s, Y(S)) ds 
+ w  t, YW9 YPO) = f(to) 
and 
x’(t) = f’(t) + g(c t, x(t)) + j-1 g,(t, s, x(s)) ds> 40) = No), (12) 
respectively. We denote the respective solutions by y(t, to , y(Q) and 
x(t, t, , x(t, , x(Q) to indicate their dependence on initial values. Let 
U(t, t, , x(Q) be the solution of the variational equation 
g WY to P #ON 
= g&, t, x(t)) UC4 to 9 x(to)) 
+ j-1 gt&, 8, 44) u(s, to > 4,)) & uto , to > 4to>) = 1 
of (12) with respect to the solution x(t). Then after a computation of 
(44 x(ts ~3 Y( 1) s an an integration, we obtain the formula d 
Y(4 to 7 f(fo)) - 46 to 9 Iv,)) 
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Here, U(t, s, y(s)) denotes the solution of the variational equation of the 
integro-differential equation 
or of the equivalent integral equation 
(13) 
This integral equation also may be written 
where 
fdt) = f(t) - j-1 g(t> us 44) due (14) 
Let x,(t) be the solution of (13); then U(t, s, y(s)) is the solution of the 
variational equation of (13) with respect to its solution xs(t). To indicate 
the dependence on the class of equations (13), we write U(t, s, x8) rather 
than U(t, s, y(s)j w h en studying integral equations. Then U(t, s, x,) 
satisfies the variational equation 
qt, s, 2,) = 1 + J” g&, u, x,(u)) W, s, xs) du, 
s 
and the solutions of (10) and (11) are related by 
y(t) - x(t) = ( UC t, s> xs) [#(st s, Y(S)) + j-, $t(S, u> Y(U)) dj ds 
s t d = w, $9 4 - kl ds is,, 46, u, Y(U)) duj ds, 
for t > t, . This is the desired variation of constants formula. 
In the case where the unperturbed equation (10) is the nonlinear 
renewal equation, so that g(t, U, x) = g(x) a(t - u), if the hypotheses 
H, , H, , and Hg are satisfied, we see that fs(t) in (14) is continuous and 
of bounded variation, Since Ha implies lim,,, a(t - U) = 0 for 
0 < u < s, we see also that f,( co) =f( co). It now follows from 
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Theorem 2, Corollary 1 that if x(t) is a solution of (1) tending to the 
limit x, and if Hf, H, , and Hg are satisfied, then the solution x,(t) of 
tends to x, as t -+ CD for each s, provided g’(xco) Jy u(w) dv # 1. This 
fact is useful in the analysis of the behavior of the solutions of the 
variational equation, 
u(t, s, x,) = 1 + St g’(x&)) a(t - u) u(u, s, x,) du, 
s 
of (16) with respect to the solution x,(t). 
THEOREM 3. Suppose that H, , H, , and Hg are satisfied. Let x(t) be a 
bounded solution of (1) which tends to the limit x, as t -+ co. Then the 
solution U(t, s, x8) of the variational equation (17) of (16) with respect 
to the solution x8(t) tends to a limit 
1 
um = I - g’(x,) J; a(v) dv 
independent of s as t 
and is unbounded if 
co if 
g’(xcn> I, 44 dv < 1 (18) 
g’(x,) 6 u(v) dv > 1. (19) 
Proof. We suppose that g’(xcu) # 0; the case g/(x,) = 0 will be 
treated by a slightly different argument. We have remarked that in both 
the cases (18) and (19), lim,,, x,(t) = xm . Since g’(x) is continuous, 
for any E > 0 we may choose Q- > 0 large enough that 
I g’(xdu)> - g’(xm)l < E I g’(xm)lj U>T 
Then we may write (17) in the form 
UP, s, x,) = f$, s) + j-” g’M4) 4 - 4 W, s, 4 du, * 
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where 
f,(t) s) = I + jsg’(x,(u)) a(t - u) U(u, $7 xs) du. 
Since a(t - U) is decreasing and integrable, we see that f,(t) s) is con- 
tinuous and of bounded variation as a function of t and tends to the limit 
1 as t -+ cc for any fixed T, s. We now rewrite (17) as 
W, s, xs) = fT(f, 4 + j’g’(xcm) a@ - u) U(u, s, x,J du 
T 
I tw = j dM4) - dW ‘wm) I 
< E , u > 7. 
We consider (20) as a perturbation of the linear renewal equation 
z,(t) = f(t, 4 + s’ g’(xm) a(t - 4 2’s(u) du. * (21) 
By the variation of constants formula for linear integral equations 
[24, 261 we may write 
U(t, s, x,) - z,(t) = -j” b(t - u) /9(u) U(u, s, xs) du, 
c (22) 
where b(t) is the resolvent kernel corresponding to the kernel g’(xco) a(t). 
By the Paley-Wiener theorem [29, p. 581; see [26] or [28]), b(t) is in- 
tegrable on [0, co] if (18) is satisfied, and this together with the repre- 
sentation of the solution of (21) in terms of the resolvent kernel [25, 
pp. 189%1911 implies that z,(t) is bounded for 7 < t < co, for each s. 
We now fix E > 0 so that E Jr b(v) dv = 8 < 1; then (22) gives 
wt I w4 ST 4 d Tz$Jm I %(t)l!u - 4, t < 7. -. \ 
This implies that U(t, s, xs) is bounded on 7 < t < 00. By Theorem 2, 
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or directly from the representation for x8(t) in terms of the resolvent 
kernel, we see that 
Since 
LiI zs(t) = 
1 
1 - g’(x,) so” a(o) dv ’ 
from (22), and since it follows from lim,,, /I(U) = 0 and b(t) &l(O, co) 
that lim I-tco jf 1 b(t - u)I * I /3(~)l du = 0, we see that 
The limit here exists for any fixed s. The case g’(xa) = 0 which we have 
excluded is trivial since in this case the kernel of (21) is zero. If (19) is 
satisfied, the Paley-Wiener theorem implies that zs(t) is unbounded; in 
fact, x,(t) grows exponentially. If U(t, s, xs) were bounded, the integral 
on the right side of (22) would be bounded as well, and this would imply 
that xs(t) must be bounded. This contradiction shows that U(t, s, xs) 
must be unbounded in the case (19), and completes the proof of 
Theorem 3. 
5. Theorem 3 suggests that there is a significant difference 
between cases (18) and (19). In the special casef(t) = XOe-ai, U(V) = e-@‘, 
Eq. (1) is equivalent to the ordinary differential equation x’ = g(x) - 01x, 
x(0) = x,, . Let X, be a critical point of this equation, so thatg(x,) = olx, . 
Then (18), or g’(x*) < 01, implies the asymptotic stability of the critical 
point x, , while (19), or g’(xm) > cy, implies its instability. It is not true 
in general for (1) that a nonconstant solution cannot tend to a limit x, 
for which (19) is satisfied, as may be seen by the linear example U(U) = 
e-Q”, g(x) = x,f(t) = e-at(cos t - sin t), with x(t) = e-Ntcos t -+ 0 for all 
cy > 0. However, there is a significant difference between cases (18) and 
(19) in the effect of small perturbations on the solution. 
For an ordinary differential equation written in the integrated form 
(7), such properties as total stability and integral stability are statements 
about the effect of a change in g(t, X) which is small in some sense. For 
example, total stability ir the property that addition to g(t, X) of a term 
h(t, X) such that for every E > 0 there exists 6 > 0 with I h(t, x)1 < 6 
for t 3 0, / x I < E has only a small effect on the solution. An analogous 
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property holds for the nonlinear renewal equation if (18) is satisfied, 
but not if (19) is satisfied. 
THEOREM 4. Suppose that H, , H, , and HB are satisjied. Let x(t) be a 
bounded solution of (1) which tends to the Emit x, as t -+ co. Let y(t) be a 
solution of 
If (18) is satisfied, then there exists 6 > 0 such that for any I+$ with 
Ji j $(t, u, y(u))/ du < 6 whenever 1 y(u) - x(u)/ is su$icientZy small for 
0 < u < t, 0 < t < 03, we have 1 y(t) - x(t)1 < K6 for some constant 
K > 0 and all large t. If lim t+co JA #(t, u, y(u)) du = 0 for all such functions 
y, then lim r+mY(t> = &J * If (19) is satisjied, there are arbitrarily small 
perturbations for which y(t) does not tend to x, . 
Proof. In case (18), Theorem 3 gives the existence of lim,,, U(t,s, xS) = 
U, . The nonlinear variation of constants formula (15) gives 
which is approximated for large t by 
and the result follows. We must choose 6 small enough to avoid the 
possibility of a limit ym of y( t) for which g’fym) J” a(v) dv > 1. In case (19) 
we may choose t,b(t, s, y) a function of s only which has the same sign 
as U(t, s, x8) for large t, and then since U(t, s, x,) is unbounded we see 
that y(t) - x(t) = JJ U(t , s,Jcs> #(s) ds cannot be small for large t. 
In the special case +(t, u, y) = h(y) a(t - a) with 1 h(y)\ < 6, 
Thus Theorem 4 is applicable, and we obtain the following result. 
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COROLLARY. Suppose that Ht , H, , and H, are satisfied. Let x(t) 
be a bounded solution of (1) which tends to the limit x, as t -+ 00. Let y(t) 
be a solution of 
r(t) =f(t) +jot k(Y(t - 4) + h(y(t - 4)) 44 dv- 
If (18) is satisJed, then there exists 6 > 0 such that / h(y)] < 6 for all y 
implies / y(t) - x(t)1 < K 6 for some constant K and all large t. 
This property is the analog for the nonlinear renewal equation of total 
stability for ordinary differential equations. 
By means of Theorem 4, we can give another approach to the problem 
treated in Theorem 2, Corollary 2. To study the effect of a perturbation 
p(t) as in Theorem 2, Corollary 2, we may write p(t) = p(0) + Ji p’(s) ds. 
The effect of the constant p(0) can be treated as in Theorem 2, 
Corollary 2, and is seen to be 
1 - g’(xc.44) Jo” u(v) dv ’ 
which is approximately U,p(O) if p(0) is small enougp that g’(x,(X)) 
varies little for 0 < X < 1. The effect of t+e term Sap’(s) ds can be 
measured by Theorem ,4, and is seen to be Jo U(t, s, x,)p’(s) ds, which 
is approximately U, Jo p’(s) ds = Uoo[p( co) - p(O)]. Thus, the total 
effect of the perturbation on yno - x, is U,p(c~), just as obtained in 
Theorem 2, Corollary 2. The advantage of breaking the perturbation 
up into two parts and using Theorem 4 is that it suggests a possible 
approach to more general nonlinear integral equation than the renewal 
equation. In order to study the effect of perturbations on an equation 
X(t) = f(t) + jot g(t, s, x(s)) ds, (23) 
it may be sufficient to obtain information about the solution of 
44 4 = f(t, 4 + jot g(t, s, x(s) 4) ds, 
where lim l+a;f (6 4 = lh,,f ( ) t in order to be able to treat the variatio- 
nal equation of (23) and the solutions of 
~(4 = f(t) + c + joi gk s, 4s)) ds 
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where c is a constant. These two special cases may be much easier to 
study than more general perturbations, and the nonlinear variation of 
constants formula may supply the means to pass from these special 
cases to the more general situation. 
6. The problems of heat conduction and nuclear reactor dynamics 
which led to much of the work on the nonlinear renewal equation 
[16-18, 24, 29, 311 were in situations where s: U(V) dv = co and f(t) 
is constant in (1). Accordingly, we consider some perturbation questions 
under the following hypotheses, somewhat different from the hypotheses 
H, , H, , Hg introduced in Section 2. 
HP’: We assume that p(t) is continuous and of bounded variation 
onO,<t<oo. 
Ha’: We assume that U(V) is continuous, nonnegative, and monotone 
nonincreasing on 0 < v < co, integrable at 0, and that 
s 
co 
a(v) dv = Kl. 
0 
Hg’: We assume that g(x) is continuously differentiable on 
- 03 < x T ok and that there is no interval on whichg(x) = 0. 
We consider the uperturbed equation 
x(t) = c + I” g(t - v)) a(v) dv 
0 
(24) 
and the perturbed equation 
y(t) = c + p(t) + j,)(r - 4) &J) dv. (25) 
The following variant of Theorem 1 has been established in [22]. 
THEOREM 5. Suppose the conditions HP’, H,‘, and H,’ are satisfied. 
Then every bounded solution y(t) of (25) satisjes 
The condition Hg’ implies that the roots of g(y) = 0 are isolated. Just 
as for Theorem 1, it follows that y(t) tends to a limit, and we obtain the 
following result. 
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COROLLARY. If the conditions HP’, H,‘, and HB’ are satisfied, then 
every bounded solution y(t) of (25) tends as t -+ co to a limit x, which is a 
root of the equation 
By considering a perturbed forcing function hp(t) (0 < h < 1) and 
varying A continuously we may use the fact that the roots of (26) are 
independent of the forcing function to argue exactly as in Theorem 2, 
Corollary 1. This yields the following result. 
THEOREM 6. Suppose the hypotheses HP’, H,‘, and HB’ are satisfied. 
Let (24) have a bounded solution x(t) which tends as t --t co to a limit x, . 
Then for every p(t) such that the solution y(t) of (25) is bounded, we have 
lim,,, y(t) = x, . 
The content of Theorem 6 is essentially that a boundedness result for 
(25) for a given class of functions p(t) yields a result on the limits of 
solutions of (25) for this class of perturbations of (24). The global 
boundedness result of [21] (Th eorem 1) can be modified to give a local 
result, or we can give the following essentially equivalent local result. 
THEOREM 7. Suppose the hypotheses H,‘, H,‘, and HB’ are satisjied. 
Let (24) have a bounded solution x(t) which tends as t --t 00 to a limit x, 
and suppose g’(xm) < 0. Then there is an interval I with x, in its interior 
such that if c E I and the total variation Jt 1 p’(t)1 dt is suficiently small, 
the solution y(t) of (25) tends to x, as t -+ co. 
Proof. In view of Theorem 6, we need only prove boundedness of 
solutions y(t) of (25). Th e conditions g(x,) = 0 and g’(xco) < 0 imply 
that there is an open interval I about x, on which g(y) is strictly decre- 
asing. Using the mean value theorem, we see that on this interval I there 
exist constants 01 > 0, /? > 0 such that 
NY - 4 > -g(Y) > 4Y - 4, YELY > x.x 
-B(Y - 4 > g(y) > -4Y - 4, y EI, y < x, * 
From this we deduce that 
G(Y) = -( g(5) di! >, 4 (y - G?, YEI (27) 
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and 
Ply-%I >Ig(y>l >~lY--x,It YEl. 
Because of H,‘, the quantity 
E(Y@)) = G(Y(~)) + 4 it kW4)12 4t - 4 du 
is greater than G(y(t)). We calculate 
(28) 
$ &‘(t)) = --h’(t)) r’(t) + &(0)k(y(t))12 + + f a’@ - u)[g(y(u))12 du 
and since 
-‘Y(YW) Y’W = --g(t)> P’W - 40)k(Y(~))12 - ‘dYW it g(Yb4) 6 - 4 du 
-8 jot LdYW12 a’@ - 4 du - ii it MYW2 ~‘0 - 4 du 
= -bw P’W - wKdY(~N12 - S40)k(Y(~))12 
+ B 1’ a’@ - 4kW) - dY@N12 du 
0 
- 8 ot k(Y@)P a’(t - 4 du, s 
we obtain 
-g- E(Y@)) = -dYW P’(t) - + aAYw1” + ; jot a’0 - 4k(YW) 
- g(Yw12 du 
G -AYW P’(t)9 t 3 0. (29) 
In this calculation we have assumed a(O) finite, but all the steps can be 
justified if a(t) is integrable at 0 (see [23, p. 3571). As long as r(t) remains 
in 1, we may use (27) and (28) to obtain 
g E(Y@)) < B I y(t) - & I I ml < K / 5 (Y - %I2 11j2 Iml 
d K I G(Y(W’~ I f@>l < K I E(YPW’~ I $(Gl 
for a suitable constant K > 0. By the standard comparison theorem 
607/22/r-4 
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for differential inequalities [9, p. 291, we see that as long as y(t) E I, 
E( y(t)) is no greater than the maximal solution of 
or 
r’ = Kr1i2 j@(t)], r(O) = E(Y(ON, 
E(Y(~)) G [MY(W” + -$ Iot I~‘(41 dv]q 
For any given E(y(0)) with y(0) = c E 1, we can choose Jr j p’(v)] dv 
small enough that E(y(t)) remains small enough to imply y(t) E I for all 
t > 0. This in turn implies the boundedness of y(t). This completes the 
proof of Theorem 7. 
The argument used in the proof of Theorem 7 also gives some in- 
formation about the unperturbed equation (24). Here, (29) gives 
(d/dt) E(x(t)) < 0 for (24), f rom which we can deduce that x(t) is 
monotone, and hence, using Theorem 5, that x(t) tends monotonically 
to x, as t ---t co. This contains the principal results of [24] and [31]. 
COROLLARY. Suppose the hypotheses H,’ and H,’ are satisfied and 
that there exists x, with g(x,) = 0, g’(xm) < 0. Then 27 c is chosen so that 
g’(x) is strictly decreasing on c < x < x, (if c < x,) or x, < x < c 
(if c > x,), the solution x(t) of (24) tends monotonically to x, as t ---t 30. 
Theorem 7 is an analog for the hypotheses HP’, H,‘, and H,’ of 
Theorem 2, Corollary 2 for the hypotheses H, , H, , H, . It is natural to 
conjecture that under the hypotheses HP’, H,‘, Hs’ some analog of 
Theorem 4 dealing with the effect of a perturbation of g should be valid. 
However, because of the difficulty in studying the variational equation 
in this case, no such result is obvious. 
7. The perturbation results Theorem 2, Corollary 2 and 
Theorem 7 in the respective cases Jr a(v) dv < co and Jo a(v) dv = a0 
can be combined formally. We rewrite (3) as 
$&I) dv = 
f(a) 
j; a(v) dv ’ g(xm) (30) 
and interpret l/J: a(v) dv = 0 if Jz a(v) dv = co. 
Then (30) contains both (3) and (26), and 
g'(x,) < l//dm a(v) dv (31) 
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contains both (18) and g(x,) < 0 (if JT a(~) dv = co). This suggests 
that we may define an equilibrium value of (1) as a solution X, of (30). 
Then Theorem 2, Corollary 2 and Theorem 7 can be interpreted as 
saying that condition (31) implies a kind of stability for the equilibrium 
value X, . This stability is not the same as for ordinary differential 
equations, since a nonconstant solution of (1) may tend to an equilibrium 
value X, for which 
g’(4 > l,/joc 44 dv, 
as has been mentioned earlier. However, it does have similar properties 
for perturbations of both f and g to asymptotic stability for ordinary 
differential equations. A first-order autonomous ordinary differential 
equation is, of course, the special case of (24) with a(a) G 1. 
It would be reasonable to attempt to model population of interacting 
species with growth rates depending on the population sizes and a 
probability of death for each species depending on age by a system of 
nonlinear renewal equations of the form 
xi(t) ==f&) + jot&x& - v), x& - v),..., x,(t - v)) a,(v) dv 
[i = 1, 2, .., 721. 
It is not yet known whether the results of [21] or [23] for a single equation 
can be extended to such systems. If so, it would be plausible to conjecture 
that the results of the present paper also can be generalized to systems 
and thus that the classification of critical points for systems of ordinary 
differential equations can be fitted into the same framework. 
Another question worthy of attention is the one solved in a special 
case in [20]. There it was shown that a periodic forcing function pro- 
duced an asymptotically periodic solution. The methods of the present 
paper exclude the possibility of periodic forcing functions, but the 
question of the effect of such forcing functions is of interest. 
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