A decomposition of the Brier skill score shows that the performance of judgmental forecasts depends on seven components: environmental predictability, fidelity of the information system, match between environment and forecaster, reliability of information acquisition, reliability of information processing, conditional bias, and unconditional bias. These components provide a framework for research on the forecasting process. Selected literature addressing each component is reviewed, and implications for improving judgmental forecasting are discussed.
The next section describes the basic measure of forecasting skill adopted in this paper. Then a decomposition of that measure recently developed by Allan Murphy is described. In the following sections, a further decomposition into seven components based on the 'lens model equation' is developed. Finally, selected research on each of the seven components and implications for improving forecasting skill is reviewed.
Although this paper focuses on judgmental forecasting, much of the material discussed is equally applicable to other types of professional judgment (e.g. diagnostic judgments made by physicians). Furthermore, the decomposition we propose can be applied to either probabilistic or deterministic judgments, and we have relied on the literature describing both types of judgment where appropriate.
MEASUREMENT OF FORECASTING PERFORMANCE
The most commonly used measures of forecasting performance can be roughly classified into three main groups: (1) those based on mean-square-error, (2) those based on correlation, and (3) those based on signal detection theory (SDT). The decomposition used in this paper combines measures from the first two groups. Although SDT is a powerful and elegant technique (Harvey et al., 199211, we did not find it suitable for our analysis because no decomposition comparable in analytic power to the lens model equation (described below) is available in the SDT framework. Furthermore, the measures provided by SDT are independent of biases in the means or standard deviations of forecasts. Since those biases have been the focus of a substantial body of rlesearch and they can be important to the users of forecasts, it is important to include them in any formulation that purports to describe forecasting performance. It should also be noted that there is a strong conceptual similarity between the SDT model and the other two types of measures (Yates and Curley, 1985, p. 69) .
The mean-square-error (MSE) is defined as:
where n is the number of forecasts, Yi is the ith forecast, and Oi is the observed value corresponding to that forecast. The skill of a forecast is measured by comparing its MSE with that of a reference forecast. One possible reference is a constant forecast of the mean of the variable being forecast. The MSE for such a reference forecast would be:
where 0 is the mean of the observed events in the sample. A skill score is then defined by:
For both probabilistic and deterministic forecasts, this skill score is 1 .O for perfect forecasts, 0.0 if the forecast is only as accixate as the reference forecast, and negative if the forecast is less accurate than the reference forecast. Although not the only possible choice of a reference forecast (Murphy, 1988) , the sample mean permits a decomposition of skill that is simple, elegant, and useful for understanding the components of skill.
DECOMPOSITION OF SKILL
This section describes in three steps the logic for decomposing the skill score into seven components.
Step 1: Murphy's decomposition A variety of decompositions of MSE and skill scores have been developed (Cronbach, 1955; Sanders, 1963; Murphy, 1972a Murphy, ,b, 1973 Murphy, , 1988 Theil, 1966; Yates, 1982; Lee and Yates, 1992) . We have used a decomposition developed by Murphy (1988) because it most clearly shows the relation between the correlation coefficient and the skill score. Murphy showed that the skill score can be decomposed as follows:
where r y o is the correlation between the forecast and the observed event; SY and SO are the standard deviations of the forecast and the observed event, respectively; and r and 0 are the means of the forecast and the observed event.
The first term in Murphy's decomposition is the squared correlation coefficient. For probability forecasts, the correlation is closely related to the 'resolution' of forecasts (Sanders, 1963; Murphy, 1973) . Resolution reflects 'the ability t.o discriminate occasions when event A will and will not take place' (Yates, 1982, p. 136) . The correlation is equal to the skill score only when the second and third terms, which measure forecast bias, are zero. Murphy (1988) stated that the correlation can be considered a measure of 'potential' skill in the forecast; that is, the skill that the forecaster could obtain by eliminating bias from the forecasts.
Murphy called the second term 'conditional bias'. It is zero when the slope of the regression line for predicting observed events from forecasts is 1.0. This term could also be called 'regression bias' because it indicates whether the standard deviations of the forecasts are appropriately reduced to account for a less than perfect correlation. When the correlation is low, the variability of the forecasts, as measured by their standard deviation, must be reduced in order to maintain a slope of 1.0. If regression analysis were used to make forecasts, this reduction would occur automatically (Stewart and Reagan-Cirincione, 1991) and conditional bias would be zero.
Murphy called the third term 'unconditional bias'. It reflects the match between the mean of the forecasts and the mean of the observations. As the difference between these means increases, the intercept of the regression line departs from zero. For probability forecasts, this term of Murphy's decomposition could be called 'base rate bias' because it measures how well the mean forecast matches the base rate of event occurrence in the sample.
Step 2: Decomposition of the correlation-the lens model equation The lens model equation (LME) for decomposing the correlation coefficient was developed by Hursch et al. (1964) and has been revised and extended by Tucker (1964) ' Castellan (1973) , Stewart (1976) , and Cooksey and Freebody (1985) . The LME shows that the correlation is determined by properties of the environmental system, the cognitive system and the relations between them. Stewart (1990) and Lee and Yates (1992) have shown that combining the lens model decomposition with a skill score or MSE decomposition can provide a useful tool for analyzing forecasting skill. In this paper, we expand upon this idea and extend the formulation described by Stewart (1990) .
The lens model equation is based on Brunswik's (1956) lens model (Figure 1 ). On the left is the observed event, that is, what actually occurred after the forecast was made. On the right is the forecast itself. Intervening between the forecast and the event are the items of information, or 'cues', used to make the forecast.
In this schematic representation of the lens model, the lines connecting the cues and the observed event represent relations between the cues and the observed event in the environmental system. Lines connecting the cues and the forecast represent relations between the cues and the forecast in the cognitive system, that is, how the forecaster uses cues. Lines connecting cues indicate that there are relations among the cues themselves; that is, they are not independent (only a few representative lines have been drawn).
Since the forecast event is not fully determined by the cues, it cannot be predicted with certainty. Similarly, because some inconsistency is pervasive in human judgment, forecasts also are not perfectly related to the cues. Therefore, the relations on both sides of the lens model are probabilistic; that is, there is an element of uncertainty in the relation between the cues and both the observed event and the forecast. This is an example of the parallelism between properties of the environmental and cognitive sides of the lens model that is central to Brunswik's theory (Hammond et al., 1975) .
These probabilistic relations can be expressed formally by partitioning variables representing the observed event and the forecast into two components-one that is a function of the cues and another that is unrelated to them. This partitioning can be written as: where the Xi are the cues; M0.x and MY.X represent models that describe the relations between the cues and the event and the cues and the forecast, respectively; and the E's, which represent the residuals or 'errors' of the models, are not related to the M's. If MY.X captures all the systematic relations between the cues and the forecast, then EY.X will be unrelated to the outcome event and C will be small. The following approximation then holds:
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This formulation expresses the correlation as the product of three components:
R0.x: The strength of the relation between the observed event and the cues. If M0.x is the optimal model of the observed event (that is, it exhausts all the systematic relations between the cues and the observed event), then this component measures the maximum predicability of the observed event for the given set of cues. G: The match between the environmental model and the forecast model. This is correlation between (1) the model of the systematic relations between the observed event and the cues, and (2) the model of the forecaster's cue utilization.' In other words, it is a measure of how well the model of the forecast matches the environmental model. RY.x: The strength of the relation between the forecast and the cues. If MY.X exhausts all the systematic relations between the cues and the forecast, then this component could be considered a measure of the reliability of the forecast.3
Step 3: Further decomposition based on expanded lens model For a given set of cues, environmental predictability could be limited by (1) errors in the cues or (2) imperfect relations between the cues and the observed event. Similarly, forecaster unreliability could be due to (1) unreliability in acquiring cue information or (2) unreliability in organizing that information into a forecast. These concepts form the basis for a further decomposition of environmental predictability and forecast reliability. ' Although C is usually found to be low in practice, high values are possible. High values of C indicate either that the relation between the cues and the forecast have not been adequately modeled or that one or more cues that are available to the forecaster are not included in the model. In either case, revision of the model is indicated. For discussion of the implications of various values of C , see Stewart (1988) . 'For brevity, we use 'correlations between models' to refer to 'correlations between the outputs of models'. There is no loss of clarity. 'Reliability refers to the ability of a measurement procedure to produce the same results if the same objects are measured on repeated occasions. Unreliability is due to random or error variance which may reflect a number of sources of measurement error (Kerlinger, 1973) . When the term 'reliability' is used in connection with human judgment, it refers to the extent to which identical information leads to identical judgments, that is, the proportion of systematic or repeatable variance in the judgments. The term 'consistency' is used to refer to the fit of a specific model to a set of judgments. If the model captures all of the systematic variance in the judgments, then consistency with respect to that model is identical to reliability.
True
Cues Subjective Descriptors Cues T X U Figure 2 . An expanded lens model additional sets of variables. One set, labeled 'true descriptors', is interposed between the cues and the observed event. These variables represent the 'true' environmental conditions that the observed cues are intended to capture. For example, the windspeed at a ground station might be 24 m/s, but, due to instrument error or time delays, the reading transmitted to the weather forecaster as a cue might be 22 m/s. In the case of economic forecasting, an example of a true descriptor would be actual unemployment, while the cue available to the forecaster is an estimate based on a survey. The expanded lens model acknowledges that the cues available to the forecaster often provide an imperfect representation of the true conditions in the environment. A second set of variables, labeled 'subjective cues', is interposed between the cues and the forecast. These variables represent the subjective data that the forecaster integrates into a forecast. For example, colored images on a radar display might indicate that windspeed in a storm is 24 m/s, but the weather forecaster might interpret it as 28 m/s. The forecaster would then base the forecast on the subjective value of 28 m/s, rather than on the objective data of 24m/s. An example of a subjective cue in economic forecasting would be the forecaster's inspection of a time series to detect patterns or cycles. Different forecasters could arrive at differing subjective interpretations of the graph because they use different conceptual models to interpret the data.
Decomposition of environmental predictability
The expanded lens model indicates that there are two factors that limit predictability of the environment (R0.x): (1) imperfect relations between the cues and the true descriptors and (2) imperfect relations between the true descriptors and the observed event. These two components can be formally separated by defining a function, Mo. T , to represent the systematic functional relations between the event and the true descriptors (Ti):
O = M O . T ( T I , T~
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It is assumed that MO.T is not correlated with E0.r.
Ro. T is defined as the correlation between 0 and Mo. T . It is a measure of the predictability of the environment, given true descriptors. Since true descriptors are, by definition, not readily available to the forecaster, it will usually be difficult to measure them. Because of the difficulty of measuring the true descriptors, and because the optimal environmental model relating those descriptors to the observed event is generally unknown, it will generally be impossible to obtain a good estimate of Ro. T . Therefore, the decomposition of environmental predictability based on the expanded lens model is more useful conceptually than analytically. The ratio of R0.x to RO.T theoretically lies between 0.0 and 1.0 and represents the effect of measurement error, or lack of fidelity in the information system, on forecast skill. Let VT.X denote that ratio. Then, thus decomposing the previous measure of environmental predictability into the product of 'environmental predictability' given true predictors (Ro. T ) and 'fidelity of the information system' ( VT.X).
V$,X is the proportion of valid variance (with respect to 0) in the true descriptors that is Unsurprisingly, the fidelity of the information system decreases as the total error variance in the cues increases relative to the variance of the true-descriptor regression model.
Decomposition of forecast reliability
The expanded lens model indicates that forecaster reliability is reduced by two factors-imperfect relations between objective cues and subjective cues (unreliability of subjective interpretation of cues6), and imperfect relations between the subjective cues and the forecast (unreliability of information processing). These two components can be formally separated by defining a function, My. U , that captures the systematic relations between the subjective cues (Ui) and the forecast:
MY.U is assumed to be uncorrelated with EY.u.
RY. u is defined as the correlation between Y and MY. U . Assuming that MY. u captures all the systematic variance in the forecast, RY.U is a measure of the forecaster's informationprocessing reliability.
If the true values of the subjective cues (Ui) were known, then they would, in general, be better predictors of the forecast than the objective cues ( X i ) because the objective data are imperfectly related to the subjective cues that are integrated into the forecast. As a result, RY.X
In the case of weather forecasting, there have been attempts to estimate true environmental unpredictability (Barnett The derivation of this formulation is available from the authors. Systematic errors in the transformation from objective to subjective cues are also possible. For example, a forecaster could consistently interpret a cue as too high or too low. This type of systematic error could result in an increase in unconditional bias or, if it affected the cue weight, could reduce the match between the forecaster and the environment. We thank Michael Doherty for pointing out this possibility.
and Preisendorfer, 1978; Chu and Katz, 1987) . Vol. 13, Zss. No. 7 will be less than RY.v, and (RY.x/RY.v) represents the effect of unreliability of information acquisition on forecast skill. Let VU.X denote that ratio. Then, RY.x= RY.U -= RY.UVU.X thus decomposing forecast reliability into the product of reliability of information processing (RY.u) and the reliability of information acquisition (VU.X). As was shown for VT.X, expressions for VV.X can be derived if assumptions are made about the form of the model relating subjective cues to the forecast and about the nature of the relation between the objective cues and the subjective cues. Assuming a linear MY.U and Ui resulting from adding random error to the Xi, it can be shown that the reliability of information acquisition decreases as the error variance in the subjective cues increases, relative to the variance in the subjective-cue regression model.
In three stages, the skill score has been decomposed into seven components. First, Murphy's decomposition separates bias from the correlation. Second, the lens model equation (with some assumptions) separates the effects of environmental predictability and forecast reliability from the match between cue-event relations and cue-forecast relations. Third, an extension of the lens model equation decomposes both environmental predictability and forecast reliability into two components each. The steps in the decomposition are illustrated in Figure 3 .
The first two decompositions are useful for empirical analysis of forecast performance (Stewart, 1990) , but the data necessary to estimate all the parameters of the full decomposition
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will rarely be available. In particular, obtaining the data necessary to measure fidelity of the information system will be impossible in most field studies. Although it is possible (and, we would argue, desirable) to obtain the measures of subjective cue values necessary to estimate reliability of information acquisition, they rarely are available in studies conducted outside the laboratory. For purposes of this paper, therefore, we emphasize the conceptual and theoretical value of the full decomposition.
IMPLICATIONS FOR IMPROVING PERFORMANCE
Since the full decomposition is presented for the first time here, no individual study addresses all its elements. Representative research on factors that affect components of skill and methods for improving forecast skill is reviewed in this section. Table I summarizes the second topic-implications of research for improving forecasts.
There is a column in Table I for each component of skill. The rows include both methods for improving skill that have been evaluated in the literature reviewed here and other methods that have not been studied but are included because research and theory suggest that they are worthy of study. Marked cells indicate a close theoretical or empirical match between skill component and method. The greater number of rows in the table associated with columns 3-7 reflects the emphasis in this paper on the components of skill that are fully or partially within the forecaster's control. Where marked cells in Table I are referred to in the following text, cell references are included in parentheses.
Environmental predictability
Environmental predictability determines an upper bound on forecast performance and therefore indicates how much improvement is possible through attention to other components. In laboratory studies, tasks with known environmental predictability have been studied (e.g. Armelius, 1979; Hagafors and Brehmer, 1983) . Brehmer (1976) found that a decrease in environmental predictability for a laboratory task was associated with a decrease in judgmental consistency.
In field studies, environmental predictability often cannot be estimated with any accuracy. Furthermore, for a given set of information, environmental predictability is fixed and not under the control of the forecaster. It may be possible to improve predictability by identifying valid new descriptors that can be used in forecasting (Al). Since our interest here is in the more subjective aspects of forecasting skill, we will not discuss environmental predictability further.
Fidelity of the information system
Forecasting skill may be degradeld if the information system that brings data to the forecaster does not accurately represent actual conditions, i.e. if the cues do not accurately measure the true descriptors. Fidelity of the information system refers to the quality, not the quantity, of information about the cues that are currently being used.
The available research indicates, surprisingly, that for some tasks, measurement error in cues may not be a major determinant of performance. In a review of forecasting methods for marketing, Armstrong et al. (1987) report that measurement error in the environmental inputs to a market forecasting model had little impact on the accuracy of environmental forecasts. York et al. (1987) investigated ithe effect of cue unreliability in a multiple cue probability learning (MCPL) task. They compared a group that received 'true scores' to groups that received cue values with random error added to the true score values and concluded that measurement error in the predictor does not affect performance. However, their task was structured so that the five values presented for each cue could be averaged for optimal performance.
The generality of these findings and the reasons for them require further investigation. If the cues available to judges are poor predictors, then more accurate measurement of them might not improve judgment. A more likely explanation is that redundancy in the cues, or multiple measurement of the same cue, cancels out the effect of measurement error. In the case of redundant information, error in measurement of a single cue might have little effect on the predictability of the entire set because fidelity of the information system depends on the ability of all the cues available to the forecaster to recover the valid variation in the true predictors. Therefore, errors in individual cues might not have much effect on overall system fidelity.
Problems with the fidelity of the information system need not be limited to the traditional concept of measurement error. Another kind of error, called system failure error ) could be more devastating. In this case, all valid information is lost due to, for example, instrument failure. If the forecaster were unaware of system failure, he or she could be seriously misled by the information provided. The urgency of correcting system failure would override all other components of skill until the failed system were repaired or replaced.
Measurement error and accuracy of information is a major concern to forecasters in any domain. Designers of information systems for forecasting will naturally seek to maximize the fidelity of the system by obtaining the best possible measures (B2). The problems involved in doing so are domain-specific, and it is likely that they will have been addressed, with varying degrees of success, in situations where important forecasts are made. For example, in the weather domain, Bader et al. (1988) acknowledge that quality control is becoming increasingly important and provide examples of how meteorological data can be cross-checked. Environmental predictability and fidelity of the information system are components of skill that are determined by the forecast domain, the available information relevant to the forecast, and the information system. They are beyond the control of the forecaster, at least in the short run. We now turn to elements of the decomposition that are directly influenced by the forecaster's behavior.
Match between environment and forecaster
The match between the model of the forecaster and the environmental model is measured by the correlation ( G ) , over a set of forecasts, between the forecaster model (MY.x) and the environmental model (M0.x). It is an estimate of the potential skill that the forecaster's current strategy could achieve if the environment were perfectly predictable (given the cues) and the forecasts were unbiased and perfectly reliable.
In some applications of the lens model equation, the G parameter has been called 'knowledge' (Hammond et al., 1973; Beal et al., 1978). As Beal et al. (1978) point out, however, G does not represent knowledge in the traditional sense of mastery of a subject area or an intellectual field. Rather, G measures the individual's knowledge of the requirements of the prediction task and the ability to apply that knowledge to forecasting. See Castellan (1992) for an important discussion of G and cautions regarding its use.
An obvious way to improve the environment/ forecaster match is to have the forecaster learn more about the nature of the environmental system (C3). Thus, a weather forecaster's performance might be improved by learning more about atmospheric science (a basic premise of National Weather Service training programs), or economic forecasts might be improved by learning more economics. Such learning does not guarantee improved performance, however, because forecasters who are extremely knowledgeable about the environmental system might still have low G's if they are unable to apply that knowledge to the forecasting task (Gedzelman, 1979) .
Increasing the forecaster's experience with the task (D3) is another obvious way to improve G. As Brehmer (1980) has argued, the nature of experience and human information-processing biases are such that it is very difficult to learn a complex task from experience alone. If Brehmer's arguments apply to a forecasting problem, then the improvement in G with experience alone could be very slow.
A study conducted by Stael von Holstein (1971) suggested that if experience were accompanied by extensive feedback and discussion of the results, the forecaster-environment match could improve. He conducted a study of probabilistic forecasts of temperature and precipitation, providing feedback regarding accuracy (using a quadratic scoring rule) and the probability distributions, as well as outcome feedback. He did not find a change in accuracy over time. However, he found that research assistants performed better than meteorologists. He argued this was because the research assistants had opportunities to discuss their feedback, whereas the meteorologists received feedback in written form with no discussion. He further suggests that the meteorologists would have benefited from more extensive feedback.
A method that has been found useful in accelerating the rate of learning complex judgment tasks is 'cognitive feedback' (E3) (Hammond, 1971) . A review by Balzer et al. (1989) distinguishes among three types of cognitive feedback: task information, cognitive information, and functional validity information. Task information includes feedback regarding the task uncertainty, relation between cues and the observed event, and cue intercorrelations. Cognitive informalion mirrors the task information in terms of how the judge weighs cue information and reliability. Functional validity information includes achievement (i.e. the correlation coefficient), G, and C . The authors suggest that task information is the most important feedback component and suggest that, if available, it should be used to train judges. Information about the level and variability of the criterion may also be useful task information. They further suggest that cognitive information is of little value. Functional validity information has not been extensively studied.
Wigton et al. (1990) investigated diagnostic judgments of pharyngitis for physicians and medical students. During a six-month intervention they provided cognitive feedback which included learner's weights and the optimal weights, as well as 'probability feedback' (the probability of a positive culture calculated from the optimal cue weights). They found that judgments became better calibrated and more accurate (as measured by the correlation). Matching ( G ) also increased, but consistency did not. They suggested that increased performance was due to better conformity with the models rather than increased consistency. They also found that students improved more than physicians. The physicians were reluctant to adopt the model's weights.
In contrast to most studies, Tape et al. (1992) found that G increased with outcome feedback (the correct judgment for each case), but not with cognitive feedback. They suggest that the value of cognitive feedback depends upon the task and that it may be more useful when the cue-event relationships 'are complex and the combining rule is not known' (p. 213). Gaeth and Shanteau (1984) were successful in helping soil judges reduce the influence of irrelevant facts and increase accuracy (F3). They attribute the most success to 'interactive training'. Such training included not only verbal suggestions for reducing the effect of irrelevant information but also experience (with feedback) with soils containing irrelevant factors. In the medical domain, Wigton (1988) has also suggested that training should include materials designed to discourage reliance on non-predictive cues currently in use.
In summary, the available research suggests that when the environmental model relating cues to observed events is known, information about the model should be provided to forecasters as part of their training. In most cases, the environmental model will not be known, and that is precisely why judgmental forecasting is used. In such cases, it may be possible to estimate a model, or at least distinguish between relevant and irrelevant cues, by analyzing historical data or analyzing the forecasts of established experts. Training and practice with the task might be used to reduce reliance on irrelevant cues. When the environmental model is not known and cannot be estimated, feedback to the judges on the attributes of their judgments, along with a discussion of the results, may enhance performance.
Reliability of information acquisition
Reliability of information acquisition is the extent to which the forecaster can reliably interpret the objective cues. The evidence suggests that unreliability of information acquisition is pervasive. In a review of research on reliability of clinical judgments in medicine, Koran (1975) found a wide range of intra-and inter-observer reliability in extracting cardiovascular, gastrointestinal and respiratory cues from physical examination. He further reports a range of reliabilities for interpreting diaginostic procedures (e.g. electrocardiography). Einhorn (1974) studied pathologists viewing biopsy slides of cancer patients and reports a wide range of mean intra-judge reliabilities for cues. He also demonstrated a procedure for identifying three cue judgment biases: (1) under-or overvaluing signs in general ('leniency error'), (2) the tendency to over-or undervalue particular cases (halo effect), and (3) under-or overvaluing particular signs.
Results of an experiment conducted by Brehmer (1970) indicated that unreliability in judging cues made learning more difficult and had an effect similar to that of unpredictability in the environment. This suggests that unreliability in information acquisition may affect not only the quality of the forecasts, but also forecasters' ability to learn from experience. Lusk and Hammond (1991) distinguish between 'primary' cues that are directly observable from the presented information and 'secondary' cues that must be extracted from a combination of the primary cue values. In studies comparing presentation of primary and secondary cues, they found more disagreement among weather forecasters' probability judgments in the primary cue condition than in the secondary cue condition, which they suggest was due to differential integration of the primary cue information into secondary cue values. They also found that the degree of disagreement on secondary cue values varied considerably by cue. They suggest that this may have been related to differences in proximity of secondary cues to the primary cues. That is, the differences may be due to the varying degrees of subjectivity involved in making the secondary cue judgments.
A special case of secondary cues are cues that describe future, rather than current, conditions and therefore must themselves be forecasted. The evidence reviewed by Armstrong et al. (1987) indicates that unreliability introduced by integrating information to forecast a cue may not be a serious problem. They reviewed 18 studies comparing conditional econometric forecasts (actual data on the causal variables) and unconditional forecasts (causal variables must be forecasted) and found that ten studies showed that conditional forecasts were less accurate than unconditional forecasts, five showed no difference, and only three studies found greater accuracy for conditional forecasts.
Although the research on reliability of information acquisition has not been extensive, the available studies suggest that it is more likely to be a problem in tasks, such as weather forecasting or medical diagnosis, that require interpretation of images or recognition of complex patterns in data that are distributed over time and/or space. For example, Kerr (1991) reported that, in a recent workshop on frontal analysis, different meteorologists placed the same cold front in a variety of geographic positions. The studies reviewed in this and the previous section suggest that in these kinds of tasks, reliability may be more important than fidelity of the information system in limiting forecasting skill, as well as less costly to correct.
Empirical estimates of unreliability in information acquisition could be obtained by having forecasters make repeated cue judgments from the same data or by having different forecasters judge cues based on the same data. Lusk and Hammond (1991) suggested that identification of specific cues demonstrating high levels of disagreement among forecasters makes it possible to focus on variables with the greatest potential for improving judgment.
Despite its importance to forecasting, we have not found any studies that specifically evaluate methods for improving reliability of information acquisition. There are several general suggestions that deserve study and are included in Table I . Lusk et al. (1990) recommend that clear operational definitions be developed for each cue (G4). Reliability might also be improved through forecaster training focused on troublesome cues (H4) or by designing improved displays, taking into account factors that affect reliability (14) .
Reliability of information processing
Unreliability in processing subjective information is pervasive in human judgment, and some studies have found that it increases as the predictability of the environment decreases (Brehmer and Brehmer, 1988; Camerer., 1981) . Unreliability may also increase as the amount of information available for forecasting increases (Stewart et al., 1992; Lee and Yates, 1992) . Although additional information could serve to improve the forecaster's understanding of the environmental conditions at the time of the forecast, it also increases the complexity of the forecasting task and may impose a cognitive burden on the forecaster that exceeds human information-processing capacity. It is not surprising, therefore, that a number of studies have found that people use only a subset of available information (Brehmer and Brehmer, 1988) and that the accuracy of forecasts does not increase with increasing information (Armstrong, 1985; Brockhoff, 1984; Lusk and Hammond, 1991) .
Indirect evidence that information-processing reliability affects the accuracy of judgments comes from studies showing that simple techniques for increasing reliability result in improved accuracy. One such technique, 'bootstrapping', substitutes the regression model of the forecasts for the original forecasts (J5). Often forecasts based on the perfectly reliable regression model perform betteir than the original forecasts produced by the less than perfectly reliable human (Armstrong, 19185; Camerer, 1981) . Another simple technique for increasing reliability is averaging the forecasts that were made independently by several individuals (K5) (Kelley, 1925; Stroop, 1932) . Greater reliability is one of the reasons that group average forecasts generally outperform members of the group (Armstrong, 1985; Stael von Holstein, 1971) .
A study by Hagafors and Brehmer (1983) suggests that reliability might increase if the forecaster were asked to verbally justify forecasts (L5). They found that having to justify one's opinion led to higher consistency when no outcome feedback is provided. It is interesting that the effect of justification was higher in low predictability than in high predictability conditions, suggesting an interaction between the benefits of justification and environmental predictability. They also found that outcome feedback reduced consistency. They suggest that subjects use feedback to test hypotheses, and the hypotheses keep changing, resulting in decreased reliability. Without feedback, hypothesis testing cannot occur and reliability increases. York et al. (1987) , however, found thlat outcome feedback does not always reduce reliability. It may be that outcome feedback can provide increased motivation that increases reliability. Some decision aids have been designed to reduce the cognitive burden on the forecaster and increase reliability. Generally, they involve decomposition of the task into manageable units and the use of computers or an algorithm to assist in processing information (M5, N5) (Dawes, 1979; Einhorn, 1972; Dawes and Corrigan, 1974; Hammond et al.', 1977; Brehmer and Joyce, 1988) . For example, MacGregor et al. (1988) investigated varying degrees of problem decomposition ranging from no structure to a full algorithm condition where subjects were asked to provide estimates of intermediate quantities and were provided with combination rules. They found, in general, that increased accuracy and reliability across subjects was associated with greater decomposition of the task.
Bias-conditional (regression bias) and unconditional (base rate bias)
Together, the two bias terms in the decomposition measure forecast 'calibration'. Almost all the research on calibration has addressed probabilistic judgments. We do not know whether these results will generalize to deterministic forecasts.
One of the common findings in research on calibration is overconfidence; that is, people make probability judgments that are more extreme than they should be, given the evidence and their knowledge. Overconfideince (or under confidence) would increase conditional bias. 'Michael Doherty, personal communication, 1993 .
. Thomas R . Stewart and Cynthia M. Lusk Judgmental Forecasting Skill 593 Lichtenstein et al. (1982) report that overconfidence is pervasive and is most extreme with tasks of greater difficulty. They also report that calibration varies with the type of forecast. For example, the calibration of weather forecasters has improved over the years and is continuing to improve, but physicians are not well calibrated. They suggest that some weather forecasters may be well calibrated because, unlike physicians, meteorologists have a lot of practice with probability judgments, the task is always the same, and they receive outcome feedback. This suggests that, for some tasks, experience with the forecasting problem may improve calibration (D6, D7). Fischhoff (1982) identifies three assumed sources of biases that have been addressed by researchers: faulty tasks, faulty judges, and the mismatch between judges and tasks. He reviewed the literature on overconfidence to determine the extent to which manipulations of each source were successful. He concluded that studies attempting to address faulty tasks (e.g. clarifying instructions and using better response modes) have been generally unsuccessful. Research on faulty judges has been more successful. Fryback (1985) argues that to improve subjective probability assessments, clinicians should keep records of their judgments and receive statistical training (06, 07), but he provides no data on the success of this method, Lichtenstein and Fischhoff (1980) provided subjects with feedback regarding their judgments, including calibration curves and measures of overconfidence, calibration, knowledge, and resolution (P6, P7); and they found improvement in calibration without affecting resolution. Murphy and Daan (1984) provided detailed feedback including reliability diagrams and quantitative scores describing calibration, resolution and skill (P6, P7). The nature and implications of this feedback were discussed, emphasizing the need to separate the forecast formulation process from the process of using the forecast as a means of reducing the preference for false alarms over misses. They found improvement in skill due primarily to increases in calibration, with little improvement in resolution. They assert that the lack of improvement in resolution is not surprising since it is limited by the state of the art of weather forecasting.
Regarding the mismatch between judges and the task, encouraging judges to search for discrepant information has resulted in improved calibration (46; 4 7 is blank because evidence suggests that the search for discrepant information acts mainly on overconfidence). Koriat et al. (1980) had subjects list reasons supporting and/or contradicting responses. They found that listing contradictory reasons improved confidence judgments. They suggest that such judgments are made in two stages, both of which involved bias: (1) knowledge search, which favors positive evidence, and (2) evidence review, during which negative evidence is disregarded and confidence assigned. Arkes et al. (1987) found that subjects who anticipated having to justify their answers to a group demonstrated a drop in confidence and improvement in calibration (L6). Fischhoff and MacGregor (1982) discovered that asking subjects to list reasons that their answers might be correct and/or incorrect had a small, but consistent effect on reducing overconfidence (L6). They suggested that other desirable features of the thought listing procedure might be: (1) providing a record of reasons for one's forecasts in order to avoid hindsight bias once the outcome is known (Fischhoff, 1975) , (2) allowing for external review of one's reasoning which might lead to correction of misconceptions (Hogarth and Makridakis, 1981) , and (3) helping raise one's alertness to new evidence that should prompt revisions of a forecast.
Another approach to improving calibration is to apply a correction formula to the forecasts when the judge's biases are known (R6, R7). Ahlburg (1984 ) used Theil's (1966 decomposition to identify sources of error in price expectations and forecasts of new housing starts. He identified bias and regression components of forecast error and applied a correction to the forecasts based on a model of the environment and improved accuracy. Theil (1966) and Stewart and Reagan-Cirincione (1991) have provided formulas for debiasing forecasts. Application of such formulas assumes that the forecaster's biases are stable over time and that the knowledge that forecasts are being adjusted does not, itself, cause the forecaster to change.
The previous research indicates that biases are pervasive and sometimes difficult to overcome. Some evidence suggests that experience with probabilistic judgments reduces bias. Extensive individual feedback on the nature of the biases can decrease biases. Procedures requiring judges' justification of responses and/or consideration of contradictory reasoning can also decrease bias. In addition, it may be possible in some cases to adjust the forecasts to remove bias.
DISCUSSION
The decomposition we have proposed provides a framework for research on judgmental forecasting and for diagnosing forecasting problems and prescribing methods for improving forecasts. Table I summarizes., with appropriate caveats regarding the lack of adequate research on judgmental forecasting, a number of suggestions for improving forecasts, beginning with the identification of new cues through research. Since poor performance may be due to a ceiling on environinental predictability, rather than to subjective aspects of the forecasting process, attempts to increase the ceiling through research and development are fundamental to the forecasting process. Likewise, sources of error in the information system will limit even the best forecalster's performance. Since the first five components of skill combine multiplicatively, efforts to increase the ceiling on environmental predictability and improve the fidelity of the information system will increase the potential improvement to be gained by attention to the Subjective components of the forecast. Unfortunately, in many domains, efforts to improve forecasts are entirely devoted to research and development and to improving the information system because it is assumed that increasing the amount and quality of information is all that is necessary to improve forecasts.
There is probably a point in any forecasting domain where addressing the subjective components becomes more cost effective than further technical research and development. Reliability of information acquisition appears to be an important source of problems, and potential improvement, for those forecasting tasks that rely on judgment processes to acquire information. Surprisingly little research is available on this component. The few available studies provide examples of how to identify cues that are adversely affected by unreliability.
Although the other judgmental components of forecasts have been more thoroughly investigated and several methods for improvement have been suggested, more research is needed to identify which are most likely to cause difficulties in particular forecasting contexts and which can be most effectively improved. Most previous studies of judgmental skill have investigated overall skill or perhaps only one or two of its components. It is quite possible, however, that methods designed to address one component have unintended effects on others. For example, bootstrapping (row J) directly affects reliability of information processing, but it will also decrease the standard deviation of forecasts, possibly influencing conditional bias. Identification of new descriptors (row A) to increase environmental predictability may also decrease reliability of information processing by forcing the forecaster to cope with increasing amounts of information. Because of the possibility of indirect and unanticipated effects of methods on skill components, a thorough understanding of forecasting skill requires studies designed to collect data about all relevant components. 
APPENDIX: DERIVATION OF AN EXPRESSION FOR
