This is a survey paper on uid queues, with a strong emphasis on recent attempts to represent phenomena like long-range dependence. The central model of the paper is a uid queueing system fed by N independent sources that alternate between silence and activity periods. The distribution of the activity periods of at least one source is assumed to be long-tailed, which may give rise to long-range dependence. We consider the e ect of this tail behaviour on the steady-state distributions of the bu er content at embedded points in time and at arbitrary time, and on the busy period distribution. Both exact results and bounds are discussed.
Introduction
In modern communication networks, a hierarchy of time scales can be distinguished 49]: call scale, burst scale and cell scale. At the call scale, the largest time scale, the entities are the holding times of arriving calls or service demands. During such holding times, small units of tra c called cells are generated by a source. In ATM tra c, e.g., a cell is a 53-byte packet. This cell scale granularity is ignored at the intermediate burst scale, where one simply characterizes the input process by its rate. Hence uid models are natural on the latter time scale. A burst of consecutive cells, generated by a source, becomes the amount of uid produced by this source during one of its activity periods. As long as there is uid in the bu er, there is out ow at a constant rate. Fluid models have, in the last 15 years, become rmly established as key models for capturing the behaviour of a wide range of, in particular ATM-based, communication networks at the burst scale.
Early studies of uid models can be found in the applied probability literature under the heading of dam models (see for example 16] or 47] and references therein). In the early seventies L. Kosten, modelling a class of data communication networks, analysed uid queues fed by an in nite number of on/o sources, viz., sources that alternate between active (on) and silent (o ) periods. His path-breaking studies were published in an internal publication series of Delft University of Technology ( 34, 35, 37] , successively discussing the cases of exponential, Erlang and hyperexponential on-period distributions), and rst did not reach a large audience. A similar fate was met by other pioneering studies, of Rubinovitch 51] (busy period results for the case of N identical sources), Cohen 15 ] (a very deep and detailed study about the case of identical sources with generally distributed on-periods) and Kaspi & Rubinovitch 30] (N non-identical sources). The fundamental paper of Anick, Mitra and Sondhi 2] has generated new interest in uid queues. It considers N on/o sources with exponentially distributed onand o -periods. Similar to Kosten's work, the equilibrium bu er content distribution in 2] is described by a set of di erential equations. All the eigenvalues are obtained explicitly, and simple expressions are obtained for moments of the distribution and the asymptotic behaviour of the bu er content. This paper, and a new paper of Kosten 36] , have contributed much towards establishing the uid queue fed by on/o sources as a key model for representing tra c behaviour in modern communication networks. However, in these studies, and in important successors like 41] and 54], the on-and o -periods are exponentially distributed or determined by some Markov process, leading to an input process that is short-range dependent (see the de nition in Subsection 2.1), and to exponential behaviour of the tail of the bu er content distribution.
It came as a shock when tra c measurements at Bellcore for Ethernet Local Area Network tra c clearly demonstrated 55] that short-range dependence assumptions are violated. The tra c plots show a striking similarity when one considers a time period of hours, minutes or milliseconds: bursty subperiods are alternated by less bursty subperiods on each scale. This scale-invariant or self-similar feature of Ethernet tra c, and the related phenomenon of long-range dependence, was also convincingly demonstrated in 38] using a careful statistical analysis. The presence of long-term correlations has also been demonstrated for tra c measurements on communication systems di erent from Ethernet, like Wide Area Networks 46] and VBR video 6]; see 23, 55] for additional information.
As observed in 55], in many cases on-and/or o -periods of actual tra c sources exhibit a tail behaviour that is far from exponential. The observation of long-range dependence and non-exponential tail behaviour has spurred a strong interest in the modelling and analysis of tra c in modern communication networks. Fluid queues fed by on/o sources with non-exponential on-and/or o -periods appear to be among the most natural models for these purposes, and considerable success has recently been obtained in their analysis. The present paper is an invited survey paper on uid queues, with a strong emphasis on recent attempts to represent long-range dependence via non-exponential tails.
While in the classical queueing literature a typical result is that waiting time, workload and busy period distributions have an exponential tail whenever the service time distribution has an exponential tail, the focus of many of the results surveyed in this paper is: if the activity period of one or more sources has a certain long-tailed behaviour (for example subexponential or regularly varying) then the bu er content and busy period exhibit a similar long-tailed behaviour. In the consideration of bu er content distribution, throughout the paper a distinction is being made between steady-state bu er content and bu er content at the end of a silence period.
The remainder of the paper is organized in the following way. In Section 2 we discuss the concepts of long-range dependence and self-similarity. We study ways to incorporate these features in uid queues, and we mention a physical explanation for their occurrence in communication networks; their impact on network performance is also discussed.
Section 3 is devoted to the case of a uid queue with an in nite bu er fed by a single source that alternates between silence and activity periods. The relative simplicity of this system allows us to admit a rather general input process during the activity periods. The close relation between the uid queue and an ordinary GI/G/1 queue is explained, and subsequently exploited. Detailed analytic results for (the tail behaviour of) the bu er content distribution and the busy period distribution are presented.
Section 4 considers a uid queue with an in nite bu er, fed by an arbitrary nite number of independent on/o sources (i.e., the in ow rate of each source during an activity period is constant). We assume that the o -periods are negative exponentially distributed. We rst discuss the -rather scarce -exact analytic results for bu er content and busy period distribution, and subsequently we discuss bounds for the bu er content distribution.
Section 5 presents results for the same model as Section 4, but with an in nite number of on/o sources. Under additional assumptions, this limiting case allows a detailed treatment. This holds in particular when all o -periods are exponentially distributed, so that the times at which a source becomes active occur according to a Poisson process. Section 6 contains conclusions and mentions some of the most challenging open problems.
Some key results about long-tailed, subexponential and regularly varying distributions are gathered in the appendices.
We end this introduction by listing some Notations and conventions: except otherwise stated:
any random variable X is assumed positive with unbounded support:
8x 0 : 0 < P X > x] P X > 0] = 1:
in a sum of random variables, all are assumed independent from each other. 
, or simply f(t) g (t) , means that f(t)=g(t) ! 1 as t ! 1. f(t) = o (g(t)) (resp. f(t) = O (g(t))) means that f(t)=g(t) ! 0 as t ! 1 (resp. lim sup t!1 f(t)=g(t) < 1). x] + := max(0; x), x 2 R.
2. Long-range dependence 2.1 The concepts of long-range dependence and self-similarity Let r(s) denote the arrival rate at time s of tra c o ered to a system. T(t) := R t 0 r(s)ds denotes the total amount of tra c o ered to that system in the time interval 0; t). We assume that T(t) has stationary increments and that E T(t) 2 ] < 1. It should be noted that, if Var(T (t)) = t 2H , then the time-scaled process T( t) has Var(T ( t)) = ( t) 2H = 2H Var(T (t)); hence T( t) and H T(t) have the same correlation structure, i.e., the centered process T(t) ? mt is second-order self-similar. We remind the reader of the recent observations of both long-range dependence and self-similarity, that were mentioned in the Introduction.
De nition 2.1 A square integrable process G(t) is called second-order self-similar with self-similarity (or Hurst) parameter H if, for any > 0, the processes G ( t) U(t) has continuous sample paths; U(t) is Gaussian. Note that FBM is self-similar and LRD. In the special case H = 1=2, U(t) is the standard Brownian motion. FBM with H > 1=2 has a long memory; it is typically proceeding in the same direction for a long time.
Modelling long-range dependence
In this subsection we discuss three ways to model LRD in an input process.
A rst possibility is to use deterministic non-linear (chaotic) maps. Consider a single on/o source in discrete time. Starting from an x 0 2 (0; 1), sequences (x n ; y n ) are generated by the iteration rule x n+1 = f 1 (x n ); y n = 0; if 0 x n d; x n+1 = f 2 (x n ); y n = 1; if d < x n < 1: y n = 1 (0) corresponds to the source being on (o ) at time n. The linear maps f 1 (x n ) = x n =d; f 2 (x n ) = (x n ? d)=(1 ? d) ( Chaotic maps like the above allow a concise description of complex tra c phenomena. Much research is to be done concerning the choice of maps that accurately t actually observed tra c, and concerning the performance analysis of the resulting source models. The latter problem seems very di cult; in 24] a rst attempt is made towards a performance analysis of the model resulting from (2.1).
A second way to introduce LRD in an input process is to take a uid queue with as input process FBM (which is also self-similar). This is proposed in a very original paper of Norros 42] , see also 43]. Norros studies the distribution of the bu er content Z for an input process T(t) = mt+ p amU (t) and out ow rate C > m. His A third way to introduce LRD in an input process is to take a uid queue fed by a single on/o source, and to assume that a typical on-period A has the following tail:
h a t ?a ; (2.4) and/or that a typical o -period S has the following tail: P S > t] If the tail of a distribution satis es (2.4) with 1 < a < 2, then one speaks of a heavytailed distribution (although some authors use the term heavy-tailed more generally to denote a non-exponential tail, giving it a similar meaning as long-tailed, a term de ned in Appendix A). Of course, we can allow more sources, some of them having a heavytailed on-and/or o -period distribution. In fact, the occurrence of heavy-tailed onand/or o -periods of sources seems to provide the most natural explanation of LRD (and of the related concept of asymptotic second-order self-similarity) in aggregated packet tra c. In 56] the uid model with N identical independent on/o sources is considered, and it is assumed that the on-period distribution satis es (2.4) with 1 < a < 2 and/or the o -period distribution satis es (2.5) with 1 < s < 2. As observed above, one such source already gives rise to an LRD input process. But in 56] N ! 1 is taken, and it is shown that the aggregate tra c, suitably normalized, is FBM. Hence it is not only LRD but also strictly self-similar. Analysis of Ethernet tra c from various sources indeed shows extremely widespread presence of heavy-tailed on/o periods 56]. More detailed further explanations for such phenomena typically refer to applicationlevel characteristics, and include: (i) an empirically observed hyperbolic tail behaviour for le sizes residing in le servers; (ii) a Pareto-like tail behaviour for measured CPU time used by a typical UNIX process; (iii) measurement studies of an ISDN o ce automation application, suggesting that human-computer interactions occur over a wide range of time scales and thus may require models based on distributions with in nite variance; (iv) in the case of more recent measurements in local area networks 19], the observations on the size of documents residing on present-day WWW servers also suggest an in nite variance.
In view of all these measurements, an important research issue of course is the study of the impact of LRD, self-similar tra c and heavy tails on system performance. In 23], Ethernet tra c measurements have been used to demonstrate the very considerable impact that LRD has on queueing behaviour. The central issue in our paper is the impact of long tails on system performance. Remark 2.3 We shall not restrict ourselves to the special class of heavy-tailed distributions. In fact we are interested in all non-negative variables X for which does not hold that P X > x] = O (e ? x ), x ! 1, with a positive constant; in particular, we are interested in the class L of long-tailed distributions (see Appendix A), its subclass S of subexponential distributions (also to be discussed in Appendix A), and the class R of regularly varying distributions (Appendix B), which is a subclass of S. The model of what we call here a \ uid source" is fairly more general than that of the \on/o sources" that will be considered in superposition in the next two sections. One reason for this is that the analysis of a uid queue fed by a single source is easier, and deep results can be obtained in a more general setting, but another reason is that our general model covers the case of a source obtained as the superposition of such on/o sources. Hence the results of the current section nd applications even in some situations when several sources coexist.
The next subsection contains the description of the model, and the characterization of three variables of primary interest for the analysis of the stationary regime: the bu er content, rst at the beginning of an activity period of the source (it is then denoted W), then in continuous time (we denote it by Z); and the busy period P of the uid queue. In many aspects the results are related to classical analogs for the GI/G/1 or M/G/1 queue.
In Subsection 3.2, we show how long-range dependence occurs in the on/o source, and give an equivalent for the integrated covariance without any assumption on the tails of the activity and silence period distributions of the source. Subsection 3.3 collects (and marginally completes) the results in the literature about the conditions under which the distributions of the stationary variables W, Z and P exhibit subexponential or regularly varying tails. Comparison of these results with the former characterization of LRD clearly shows that LRD may result in a poor performance of the queue (and how it may propagate in a network); but also that LRD and long tails of the stationary distributions are quite distinct phenomena, which may occur independently.
The section is concluded with two remarks that provide key interpretations of the results presented in the paper.
Model -Stationary characteristics
Consider a uid queue with an in nite bu er, and an output rate equal to 1. This queue is fed by a source that alternates between silence periods S n , n 1, during which it generates no input, and activity periods A n , n 1, during which it generates uid according to the rate process (r n (t)) t 0 , n 1. A crucial assumption will be that: 8n 1; 8t 0 : 1 r n (t) R (where R is some given constant). Now we assume that the sequences (S n ) n 1 , and (A n ; r n (t); t 0) n 1 , are respectively i.i.d., and that they are independent. Then the beginnings of activity and silence periods form a so-called alternating renewal process. This model is a specialization of the storage model introduced by Kella and Whitt 31] . If r 1 (t) r > 1, we shall mention it as an on/o source (the case r = 1 is trivial, since obviously the uid queue is constantly empty after some time). The content of the bu er at time t 0 will be denoted by Z(t), and we shall rst concentrate on: W n := Z(T n ). Notice that (W n ) n2N satis es the recurrence equation:
W n+1 = W n + B n ? S n ] + ; (3.2) which characterizes the successive waiting times of a GI/G/1 queue with service times B n and interarrival times S n , n 1, of tra c intensity . In consequence, the classical results about the GI/G/1 queue apply (see for example Feller 25] In the above equation, (H n ) n 1 is the i.i.d. sequence of \ascending ladder heights" associated with the increments (B n ?S n ) n 1 , that is, if = inffn 1= P n k=1 (B k ?S k ) > 0g:
In particular, if the distribution of S 1 is exponential: = and H 1 ' B 1 , so that:
( ) n P B 1 + ::: + B n > x]: (3.4) Remark 3.3 Since most of the subsequent results are based on the above characterization of W, it is worth emphasizing the importance of Assumption (3.1): if we allowed r n (t) to be smaller than 1 for some values of t, then we would lose the notion of net input produced during an activity period, and the subsequent representation (3.2).
Remark 3.4 Equation (3.4) is the famous Pollaczek-Khintchine formula, which in the M/G/1 setting relates the stationary waiting time distribution (W here) to the integrated service time distribution (B 1 here). Equation (3.3) provides a similar representation for the GI/G/1 queue, though B 1 does not appear explicitly here. But the proof of Theorem 3.13 will show that in the \subexponential case", H 1 has essentially the same tail behaviour as B 1 , and W has the same tail behaviour as the right-hand side of Equation (3.4).
The asymptotic behaviour of Z(t) has been investigated in 31] , where the analysis relies on the arguments used for the virtual waiting time in the classical GI/G/1 queue (see Asmussen 3] , Chapter VIII, 3). When dealing with the continuous time behaviour of the uid queue, we shall often use auxiliary parameters that naturally appear in formulas: the stationary probability of silence p := 1 1 + ; and the tra c intensity := ( + ) 1 + ; that is the long-run average amount of uid sent per time unit. As might be expected: In particular, if r 1 (t) r > 1 (on/o source), then: B 1 ' B 1 (A 1 ) ' (r ? 1)A 1 , and = (r ? 1) , so that:
Another variable of interest is the busy period of the uid queue, namely the typical period during which the queue generates an output. Denote by P n (resp. I n ) the nth busy period (resp. the nth idle period), assuming that they are all almost surely nite. Notice that the sequence (P n ; I n ) n 1 is i.i.d., and that during P n (resp. during I n ), the queue generates an output at rate 1 (resp. no output), due to our assumption that the active source sends input at rate 1 (see (3.1)). Hence the tra c on the output line is as generated by an on/o source of constant input rate 1, except that P n and I n are not independent in general. Independence may be obtained by assuming that the silence periods S n are exponentially distributed, and then I 1 ' S 1 . Moreover, it is then possible to characterize the distribution of P 1 Moreover, P 1 is a.s. nite if and only if 1, and then:
Remark 3.7 Equation (3.7) has already been obtained by Cohen 15] 
Proof:
The arguments are similar to those used for the M/G/1 queue (cf. 16], Section II.4.4). Assume that the system is empty at time 0 and that it starts an active period A 1 . Given that A 1 = x and B 1 = y, then at time x the bu er content is y. If no new activity period starts before time x + y, then P 1 = x + y. Otherwise, the source starts sending input again at some time x+y 1 , with y 1 < y. Then we may assume that the processing of the residual input y ?y 1 is interrupted, and the queue treats the new input until the rst time t > x + y 1 such that Z(t) = y ? y 1 and the source is silent again. Clearly the time we have to wait until this event occurs is distributed as a busy period P 1 . After that the processing of the residual input y ?y 1 can be restarted, possible interruptions being handled as the rst one. Obviously the successive interruptions form an i.i.d. sequence (P n ) n 1 , and the number of interruptions is an independent Poisson variable K, of parameter y. The busy period is hence equal to:
x + y 1 + P 1 + y 2 + ::: + P K + (y ? y 1 ? ::: ? y K ) = x + y + P 1 + ::: + P K ;
which is Equation (3.6). Moreover, integration of the above formula with respect to (x; y) according to the distribution of (A 1 ; B 1 ) yields the right-hand side of (3.7). The problem of uniqueness may be solved as for the M/G/1 queue, see Cohen 16] Section II. Finally (3.8) is obtained either directly from (3.6) or via di erentiation from (3.7).
Long-range dependence
Here we restrict our attention to the case when r n (t) r > 1, i.e. to the on/o source (in Section 4 our approach is extended to a superposition of on/o sources). The problem at hand is: when does such a source exhibit LRD, and how can we relate the asymptotic dependence to the primitives of the source, that is the activity and silence period distributions? The main result is Theorem 3.9, which is new to the best of our knowledge.
Denote by I(t) the indicator function of fsource silent at time tg (take it rightcontinuous), and by (I (t)) t 0 the stationary version of this process. It is obtained by imposing an independent delay T on the alternating renewal process (A n ; S n ; n 1): with probability p = 1=(1+ ), the delay is a silence period S 1 ; with probability 1?p, the delay is formed of the succession of an activity period A 1 and an independent silence period S 0 (such that (S n ) n 0 is i.i.d.). which is equivalent to our formulation.
The stationary input rate process is simply: r (t) = r1I fI (t) = 0g . Long-range dependence is analyzed in the following theorem. The proof relies on the following lemmas, which are proven in Appendix C. Lemma 3.12 Assume that the distribution of A 1 or S 1 is non-lattice. Then for any measurable, non-null function f : R + ! R + , such that f(t) ! 0 as t ! 1:
Proof of Theorem 3.9: For any non-negative random variable X such that 0 < E X] < 1, we have:
. The rst part of the theorem follows easily in view of Lemmas 3.10 and 3.12.
For the second part, write: P A 1 + S 0 > u] = P A 1 > u] + P A 1 + S 0 > u A 1 ], and notice that:
Now apply Lemmas 3.10 and 3.12 once again, thus obtaining Formula (3.9), which proves long-range dependence. Formula (3.9) suggests the stronger result:
It has actually been proved by Heath et al. ( 27] 
Bu er contents with subexponential tails
In order to get precise results on long tails in the context of queues, it seems appropriate to work inside the class S of distributions with subexponential tails, or even inside the subclass R of distributions with regularly varying tails (see Appendices A and B). We are especially interested in expressions for the tails of the stationary variables (bu er content, busy period) in terms of those of the primitive variables (activity period, net input).
By applying a beautiful result on the stationary waiting time of the GI/G/1 queue, mainly due to Cohen 14] On
Thus W has an exponential tail, whereas the tail of Z is polynomial.
Let us now assume that S 1 has an exponential distribution, and consider the busy period P 1 Proof:
The proof is based on the characterization of regularly varying tails in terms of the series expansion of the associated Laplace-Stieltjes transforms in the neighbourhood of 0 (see Lemma 7.8). The case of R ? with integral is especially di cult to address.
Notice that the generalization of Theorem 3.18 to the subexponential case is still an open problem.
The following two remarks express views that are to a certain extent opposing, but nevertheless both true. In this section, we study the behaviour of a uid queue with an in nite bu er and out ow rate equal to one, fed by N > 1 independent on/o sources. For 1 i N, we assume that source i, when active, has an input rate r i 1. For all the other values (parameters, variables or processes) related to source i, 1 i N, we also add an index i to the notations introduced in Section 3.
First we derive the conditions for the long-range dependence of the cumulate input tra c. They may be easily deduced from Theorem 3.9. The stationary regime is obtained by superposing independent versions of the stationary on/o sources (see Proof:
Since all the sources are independent: Cov(r (0); r (t)) = P N i=1 Cov(r i (0); r i (t)) for all t 0. Hence the result is a direct consequence of Theorem 3.9.
From now on, we assume that for 1 i N, the silence periods S in of source i are exponential variables, of parameter i . Then obviously the periods S n of total silence Hence the superposition of these on/o sources gives rise to a global, uid source in the sense of the de nition given in Section 3. The notations introduced there will here refer to this global source. In particular, B n will denote the total, net input produced during the global activity period A n .
The parameters = E A 1 ] and = E B 1 ] of the global source can be easily calculated via the auxiliary parameters p (stationary probability of silence) and (tra c intensity). Since p is the stationary probability that all the sources are silent, then:
But p is also equal to 1=(1 + ) (with as de ned above), which yields the value of . Moreover, the global tra c intensity is obviously the sum of the tra c intensities generated by the various sources, that is:
But we also have: = ( + )=(1 + ), which now yields the value of . In view of Theorems 3.2 and 3.5, the stability condition of the uid queue is < 1. Our goal will now be to relate the stationary behaviour of the bu er to the characteristics of the on/o sources, and especially to study the e ect of one or several sources with long-tailed active periods. A natural approach consists in trying to apply the results exposed in Section 3, but rst we must derive the characteristics of the global source (in particular the laws of A 1 and B 1 ). They are studied in Subsection 4.1. As we shall see, this approach may work for the analysis of W, but concerning the laws of Z and P 1 , more direct approaches may be preferable. Subsection 4.2 contains a speci c characterization of the busy period distribution. Then a detailed discussion of the tail behaviour of the bu er content is presented in Subsection 4.3, in case only one source does not have exponentially tailed activity periods. It is currently impossible to make a complete analysis of the model in the general case; partial results and bounds are mentioned in Subsection 4.4 for the case of several sources with long-tailed on-period distributions.
Characteristics of the global, uid source
The description of the global source is originally due to Cohen 15] , and has been recently completed by the same author 17]. Here we adopt the convention that all the sources are initially silent. Such an extension is justi ed by Cohen in the case when all the Laplace-Stieltjes transforms i !], 1 i N, have negative abscissae of convergence 17]; but this means that all the active periods A i1 , 1 i N, have exponential moments, which we will precisely not assume in the sequel. (We will later see however that the extension can still be justi ed when all the sources but one have exponentially tailed active periods.) Also notice the absence of a formula for E e ? B 1 (A 1 ) ], which prevents us from investigating the distribution of Z via Theorem 3.5.
If I i (t) denotes the indicator function of fsource i silent at time tg, then I(t) :=
Q N i=1 I i (t)
Characterization of the busy period
The characterization obtained for the busy period in Theorem 3.6 is still valid, but is not adapted to the superposition of on/o sources. A speci c system of equations, explicitly involving the Laplace-Stieltjes transforms i !], 1 i N, has been obtained by Kaspi and Rubinovitch 30] . This subsection is devoted to the presentation of their results.
Again we shall denote by (P n ) n 1 the i.i.d. sequence of the successive busy periods of the uid queue; for 1 i N, we will denote by (P in ) n 1 an i. 
In the following theorem, a restrictive assumption is made on the input rates of the on/o sources. At the end of the subsection, we discuss how this assumption might be removed. where sequences (P jn ) n 1 , j 6 = i, are independent of each other and of (A i1 ; K ij ; j 6 = i), and given A i1 , the conditional distribution of (K ij ; j 6 = i) is that of independent Poisson variables of parameters j A i1 , j 6 = i. Proof:
The argument bears some analogy with that used in the proof of Theorem 3.6, but it is more subtle. Assume that at time 0 the queue is empty, and an active period A i1 = x of source i is initiated, whereas all the other sources are silent. If these sources do not start an activity period before time x, then P i1 = x (remember that r i = 1).
Otherwise, a source j 6 = i starts sending input at some time x 1 < x. Then imagine that we stop the activity of source i at this time, and set the remaining input x ? x 1 temporarily aside: source i thus enters a silence period, and later behaves according to its usual alternating structure. Hence everything works as if at time x 1 a busy period of type P j1 were initiated, and at the end of this busy period all the sources are silent. At this time, imagine that source i immediately starts a (residual) activity period of length x ? x 1 , and that possible interruptions are handled as the rst one.
Kaspi and Rubinovitch 30] argue that this procedure will not a ect the distribution of the total busy period P i1 . Since the successive interruptions by source j, j 6 = i, form an i.i.d. sequence (P jn ) n 1 , and the number of interruptions is clearly a Poisson variable K ij of parameter j x, then: P i1 = x + P j6 =i (P j1 + ::: + P jK ij ); this is Equation (4.4). The right-hand side of (4.5) is obtained by integrating this formula with respect to x according to the distribution of A i1 .
For the question of uniqueness, as well as the niteness of P 1 and the values of E P i1 ], 1 i N, see the (quite technical) proof in 30]. In 30], a complicated expression is given for E P i1 ], where the numerator actually amounts to Q j6 =i (1 + j ) (following the authors' notations), which yields (4.6).
It might be asked whether the general case r i 1, 1 i N, could be treated with a similar argument. Then it is necessary to take into account two kinds of interruptions:
those occurring during the rst activity period A i1 = x (only due to sources j 6 = i), and those occurring during the processing of the net input B i1 = (r i ? 1)x (for which all the sources may be responsible). Actually it seems that the problem can be solved by combining the arguments of Theorems 3.6 and 4.4. A paper is in preparation on the subject; the results will be used to study the tail behaviour of P 1 in case at least one source has a regularly varying activity period distribution.
Heavy-tailed bu er content with N ? 1 exponential sources
In this subsection, we show the dominating in uence of one source, with regularly varying activity periods, on the stationary bu er content, when all the other sources have exponentially distributed activity periods. This is the only case in which a quite complete analysis of tail behaviours has been achieved. Three di erent works were independently devoted to this issue, each of them based on a speci c approach (Boxma 9] , Jelenkovic and Lazar 29], Rolski, Schlegel and Schmidt 50]). For the sake of clarity, the following theorem has not been formulated under the weakest assumptions; re nements in 9, 29, 50] are exposed below, along with a sketch of their methods of proof. We emphasize the singularity of the result on P Z > x], which does not require that r 1 Proof of Corollary 4.7:
The corollary is a direct consequence of Theorem 4.6, in view of Lemma 7.7 (Appendix B).
For a superposition of sources, Theorem 4.6 is the only complete result available about the tail behaviour of the bu er content. That is why we are going to spend some time commenting it. Before sketching the approaches of the di erent authors, it is worth giving an interpretation of the formulas. First notice that P N i=2 i is the tra c intensity generated by the exponential sources, that is the average portion of capacity that the uid queue devotes to these sources. Hence, c is the average capacity available for source 1. Now imagine that the capacity of the queue is c instead of 1, and that it is only fed by source 1. The net input produced during the activity period A 11 is now: B 11 = (r 1 ? c)A 11 ; and consequently we get: 1 = (r 1 ? c) 1 , and: B 11 ' B 11 (A 11 ) ' (r 1 ? c)A 11 .
Moreover, by a time-scaling argument, it is not di cult to see that Formulas (3.12) (from Theorem 3.13) and (3.14) (from Theorem 3.15) must be adapted by putting c instead of 1 in the denominators. In particular, when P A 11 > x] is regularly varying, then P A 11 > x] is regularly varying too, hence subexponential, and we nd: These are precisely Formulas (4.8) and (4.9). The conclusion is clear: as far as the tails of the bu er content (at the beginning of activity periods, or in continuous time) are considered, the contribution of the exponential sources is equivalent to a simple reduction of the queue capacity according to their tra c intensities. This remark is due to Jelenkovic and Lazar 29]; dealing with the asymptotics of P Z > x], they also remark that the exponential sources might equivalently be replaced by sources with constant input rates i , 2 i N.
Proof of Boxma 9]:
In this paper, the results are formulated as in Corollary 4.7, and only the asymptotics of P W > x] are described, though the approach would yield the tail of B 1 as well. A restrictive assumption is that the exponent is assumed non-integer. On the other hand, the results are improved in the following way: rst, it is only assumed that the Laplace-Stieltjes transforms i where u jk = u jk ( ) is the kth pole of the integrand in (4.13), and the sum is over all the poles.
After multiplication of both sides by ? (1 ? ) , it is then shown that the relation may be continued analytically so that we can take ! = ? . As already mentioned, we thus obtain E e ? W ], and the rest of the proof consists in expanding it in a Taylor series in terms of the corresponding expansion of 1 ]. The forms of these expansions are directly related to tail behaviours in case of regular variation (see Lemma 7.8) , so the conclusion is easy.
Proof of Jelenkovic and Lazar 29]:
Here the authors concentrate on the tail of Z, and the result is formulated as in Theorem 4.6. The assumptions are weakened in the following way. First, sources i, 2 i N, need not have activity periods of exponential distribution: it is only required that they give rise to an exponential-tailed bu er content Z 0 , when they are fed into a uid queue of capacity c 0 > P N i=2 i , in the absence of source 1 (actually, the relevant hypothesis is that P Z 0 > x] = o (P A 11 > x])). Second Remark 4.8 Imagine that the uid from source 1 (say, uid 1) and the uids from the other sources (say, uid 2) go to two di erent bu ers (say resp. bu ers 1 and 2), and uid 1 is processed only when bu er 2 is empty (thus we give \priority" to uid 2). The total amount of uid in the bu ers is not a ected by this procedure; in particular, if Z 1 denotes the stationary bu er 1 content, then: Z st Z 1 . Now add a second queue of capacity c ? ( 2 (0; 1)), fed by an on/o source that emits at rate 1 during the periods when bu er 2 is empty. Denote by Z 00 its stationary bu er content (stability can be easily checked). It is not di cult to see that at any time t, Z 1 (t) + Z 00 (t) is larger than Z ? (t) , the bu er content of a single queue of capacity c ? , fed by source 
Proof of Rolski, Schlegel and Schmidt 50]:
In this work, the authors focus their attention on the tail of B 1 , from which they later deduce the form of P W > x]. They assume that all the activity periods of sources 2; : : : ; N follow an exponential law. Like in 29], they assume that P A 11 > x] is of intermediate regular variation.
The proof is based on an accurate account of the activity periods A 1n of source 1 that are contained in the global activity period A 1 , and of their contribution to B 1 . For this, the Markov structure of the \background" process I 0 (t) = (I i (t)) 2 i N is strongly exploited (remember that I i (t) = 1I fsource i silent at time tg ).
An important step of the proof consists in establishing the following result. Set n(t) = r 1 ? 1 + P N i=2 r i 1I fI i (t) = 0g : it is the net input rate at time t if t belongs to an activity period of source 1. Consider a typical period A 11 starting at time 0, I 0 (0) being arbitrarily distributed. Then thanks to the intermediate regular variation of P A 11 > x], it is shown that: where I is a given subset of f2; :::; Ng, and e I = (1I fi 2 Ig ) 2 i N . Hence only the stationary characteristics of I 0 (t) (relating to sources 2; : : : ; N) appear in the limit.
For N = 2, an interesting interpretation of Formula (4.7) is obtained:
(1 ? 2 ) n?1 2 P (r 1 ? c)(A 11 + ::: + A 1n ) > x]; (4.14) where 1 is the probability that A 1 contains at least one activity period A 11 of source 1, and 2 is the stationary probability that the gap between two consecutive periods A 1n and A 1n+1 be bridged by an activity period of source 2. Assuming that P A 11 > x] is subexponential, it is not di cult to show that the right-hand term in (4.14) is equivalent to ( 1 =(1 ? 2 ))P (r 1 ? c)A 11 > x], with 1 =(1 ? 2 ) = ( 1 p 1 )=( p).
Several long-tailed on-period distributions -Lower bounds
Very little is known about the superposition of several sources with long-tailed onperiod distributions. So far, the only precise asymptotics that we found in the literature were obtained by Jelenkovic and Lazar 29] . As a preliminary stage of their work, they obtain the speed of convergence of P I(t) = 1] to p in the subexponential case (Theorem 1 of 29]): if p i > 1=2 and P A i1 > t] 2 S for 1 i N, then:
Then, under more constraining assumptions which we will not present here, they show (Theorem 3 of 29]) for N identical sources:
This formula might be a starting point for further research on the superposition of several sources with subexponential on-period distributions. Nothing similar is yet available for the tails of the bu er content distributions, which of course are of primary interest. This seems to be currently one of the most challenging issues in the modelling of uid queues.
Nevertheless, an interesting insight into the tail behaviour of the bu er content may be obtained via lower bounds for P Z > x], which do not even require that the silence periods be exponentially distributed. The most obvious method is based on the remark that for all x and i: P Z > x] P Z i > x], where Z i is the bu er content of the uid queue fed by source i alone; then in case P A i1 > t] 2 S and r i > 1 for some i, 
Proof:
The rst statement is a direct consequence of Lemma 7.3. The second one is a consequence of Lemma 7.7, since obviously a product of regularly varying functions is regularly varying too. The stability condition of the uid queue is = r 1 < 1.
In the present section we survey the literature for such an M=G=1-related uid model of on/o sources. Like in Section 4, a key reference for this section is a paper of J.W. Cohen 15] , presenting a detailed analysis of the superposition of a nite, as well as in nite, number of on/o sources. He assumes that the in ow rate r of each source equals the out ow rate 1 of the bu er, but most of his results are easily extended to the case r 1. Cohen 15] does not pay special attention to long-tailed distributions, but his results can be used to obtain insight into the e ect of longtailed (in particular, regular varying) activity period distributions on the steady-state distributions of the bu er content W at embedded points in time and Z at arbitrary time, and on the steady-state distribution of the busy period P. This is the topic of Subsection 5.1. In that subsection we assume that r > 1. In Subsection 5.2 this assumption is dropped, and lower and upper bounds are presented for the steady-state bu er content distribution. The study of the tail behaviour of B 1 is more important, and more di cult, than that of A 1 . It is undertaken in 8, 29, 52] ; in all three papers the restrictive assumption is made that P A 11 > x] is regularly varying, and the last paper considers the Pareto distribution within the class of regularly varying functions. In each of these papers, starting-point is Formula (2.2. Rubinovitch 51] for N < 1, and then letting N ! 1 (cf. our Section 4, Formula (4.5)).
We have seen that Proposition 4.3, resp. Proposition 5.1, are key results for the analysis of a uid queue fed by a nite, resp. an in nite number of sources. Following the approach that led Cohen in 15, 17] to those propositions, one arrives at the following generalization.
Proposition 5.8 Consider a uid queue fed by a superposition of N independent sets of sources, with: (i) N 1 sets of in nite numbers of sources as described in this section, the j-th set (1 j N 1 ) having silence rate j , activity period distribution with LST j ] and in ow rate r j ; and:
(ii) N ? N 1 sets of identical sources, the j-th set (N 1 < j N) containing n j < 1 on/o sources with exp( j ) distributed silence periods, activity periods of LST j ] and in ow rate r j .
Let be the silence rate for this superposition of sources. For Re( ) 0, Re(!) > 0, and any choice of y > 0: Note that, when all the sets of in nite numbers of sources have the same in ow rate, one can immediately aggregate those N 1 sets into one set of an in nite number of sources. By allowing just one set of sources to have activity period distributions with a nonexponential tail, one may use Proposition 5.8 combined with the method exposed in 8, 9] , to study the tail behaviour of B 1 and W.
Bounds
So far we have almost always assumed that the in ow rate of each source exceeds the out ow rate of the bu er. If this assumption does not hold, then the bu er content may decrease, and even become zero, during a global activity period. For the case of a single source this leads to a trivial model, but for multiple sources it may lead to serious analytical complications regarding the net increment B 1 (see also Remark 3.3). In this subsection we discuss results for which the above ow assumption does not necessarily hold.
Brichet et al. 10] derive lower and upper bounds for P Z > x] in the case of a uid queue fed by an in nite number of identical on/o sources with in ow rate equal to one. Their starting point is a set of known lower and upper bounds for P Z > x] for N < 1. They specify the limits of these bounds for N ! 1, when the out ow rate C = N + p N (this represents a heavy tra c condition, as denotes the fraction of time a source is on). Note that the in ow rate of each source is here much smaller than the out ow rate of the bu er. Brichet et al. prove that, if either one of the silence and activity period distributions is regularly varying, then the determining factor in both limiting bounds for P Z > p N], for xed > 0, is exp(?R 2(1?H) ); i.e., both bounds are Weibullian. Here R is a constant and H is determined by the power laws of the silence and activity period distributions, in exactly the same way as below (2.4) and (2.5) in this paper. The Weibullian nature of the bounds for this heavy-tra c case with in ow rates much smaller than the out ow rate contrasts with the regularly varying behaviour that was proven for P W > x] in Theorem 5. In this survey we have discussed uid queues fed by a number of on/o sources. We have mainly concentrated on the relation between the tail behaviour of the activity periods of the sources and the tail behaviour of the bu er content and busy period, exposing among other things how heavy-tailed (and long-range dependent) behaviour of the former quantities gives rise to heavy-tailed behaviour of the latter quantities.
The subject matter of this paper is in the midst of its development. Presently several directions are open for further research. One direction is to weaken the distributional restrictions: e.g., extension of regular variation results to results for intermediate regularly varying or subexponential distributions; admittance of non-exponential silence periods. A second direction concerns the study of the restriction that the in ow rate of each source is at least equal to the out ow rate of the bu er; see the beginning of Subsection 5.2. In 9] a conjecture is formulated concerning conditions under which regular variation of one or more activity period distributions does (not) propagate to regular variation of the bu er content process, when in ow rates do not necessarily exceed the out ow rate; see also the results in 29] . A third direction is a study of the interplay of multiple sources with long-tailed activity period distributions. Section 5 presents results for an in nite number of identical sources; in the case of heterogeneous sources, one may expect the source with the heaviest tail to dominate. A fourth direction is to obtain a much better quantitative insight into the tail behaviour of W and Z. In this respect, numerical results and series developments for P W > x] and P Z > x] would be most useful (cf. 1, 18]).
Other major issues are: extension of the results for more general sources (see 28] for a study of a source that alternates between various states according to a Markov process); extension of the results to networks (here busy period results will be useful, as indicated in Remark 3.19); admission control and transmission rate control.
In our survey we have put an emphasis on uid queues, fed by on/o sources. An advantage of these models is that, to a considerable extent, one can make use of classical queueing results. However, as we have seen above, this approach also has its limitations. Hence the possibilities of quite di erent models, like FBM and non-linear deterministic maps (see Subsection 2.2), deserve a careful further study.
Appendix
Appendix A: Subexponentiality
The literature contains various notions of non-exponential tail behaviour of probability distributions. An important class is the class of subexponential distributions, which contains, a.o., the Pareto, Weibull and lognormal distributions. The introduction of subexponentiality is due to Chistyakov 11] . A related notion is the \moderate growth" of a distribution tail, introduced by Smith 53] ; we use the term \long-tailed" that is presently more common. We keep a formulation based on random variables rather than distribution functions. (i) that case the rst moment of the distribution exists, but the variance is in nite. As observed in Subsection 2.2, X is now called heavy-tailed. This case is known to give rise to long-range dependence, see below (2.5).
The rst lemma shows the equivalence between the regular variation of P X we thus obtain (3.11).
Proof of Lemma 3.12:
By the basic theory of regenerative processes (see e.g. Theorem 1.2, Chapter V of The proof is complete.
