In this paper we continue our treatment of source separation based on dynamic sparse source signal models. Source signals are modeled in frequency domain as a product of a Bernoulli selection variable with a deterministic but unknown spectral amplitude variable. The Bernoulli variable is modeled by a first order Markov process with transition probabilities learned from a training database. We consider a scenario where the mixing parameters are estimated by calibration. We derive the MAP signal estimators and show that the optimization problem reduces to a Belief Propagation Network simulation. We also present preliminary separation performance results using TIMIT database.
INTRODUCTION
Signal Separation is a well studied topic in signal processing. Many studies were published during the past 10 years, each of them considering the separation problem from different points of view. One can use model complexity to classify these studies into four categories:
1. Simple models for both sources and mixing. Typical signals are modeled as independent random variables, in their original domain, or transformed domain (e.g. frequency domain). The mixing model is either instantaneous, or anechoic. The ICA problem [1] , DUET algorithm ( [2] ), or [3] belong to this category;
2. Complex source models, but simple mixing models. An example of this type is separation of two speech signals from one recording using one microphone. In this case, source signals are modeled using complex stochastic models , e.g. AR processes in [4] , HMMs in [5] , or generalized exponentials in [6] ;
3. Complex mixing models, but simple source models. This is the case of standard convolutive ICA. For instance source signals are i.i.d. but the mixing operator is composed of unknown transfer functions. Thus the problem turns into a blind channel estimation as in e.g. [7, 8, 9 ];
4. Complex mixing and source models. For instance [10] uses AR to model source signals, and FIR transfer functions for mixing.
We chose the complexity criterion in order to point out the basic trade-off of signal separation algorithms. A more complex mixing or source model may yield a better performance provided it fits well the data. However more complex models are less robust to mismatches than a simpler model, and may perform unexpectedly worse on real world data. In our prior experiments [11] we found that simple signal and mixing models yield surprisingly good results on real world data. Robustness to model uncertainties explains these good results. Indeed this is the case with DUET. The basic idea of the DUET approach is the assumption that for any timefrequency point, only one signal from the ensemble of source signals would use that time-frequency point. In [12] we extended this assumption in a system with D sensors to what we called generalized W-disjoint orthogonality hypothesis by allowing up to D − 1 source signals to use simultaneously any time-frequency point. In both cases source signals were assumed mutually independent across both time and frequency. In other words, any two different time-frequency coefficients of the same source are assumed independent. Source separation capability can be increased particularly when there exists prior knowledge about the sources (see also [5, 6, 13] ). For this, we incrementally increased the source model complexity in [14, 15] by allowing statistical dependencies of source signals across time. More specifically frequencies are treated independently from one another, and for each frequency we assumed a first order Markov dependency. We briefly review this approach below. The focus in this paper however, is to deal with the generalized case of time and frequency dependencies.
More precisely [16] postulates a signal model that states that the time-frequency coefficient S(k, ω) of a (speech) signal s(t) factors as a product of a continuous random variable, say G(k, ω), and a 0
. This formula models sparse signals. See also [17] for a similar signal model. Denoting by q the probability of b to be 1, and by
is obtained by conditioning with respect to the Bernoulli random variables. The rank k term, 0 ≤ k ≤ N , is associated to a case when exactly k sources are active, and the rest are zero. In [12] we showed that by truncating to the first N+1 terms the approximated joint p.d.f. corresponds to the case when at most N sources are active simultaneously, which constitutes the generalized W-disjoint hypothesis. In [14, 15] we assumed a conditional p.d.f. satisfying:
This paper extends the signal model introduced before by assuming the Bernoulli variables are generated by a Markov process dependent on previous realizations of the Bernoulli variable at same and adjacent frequencies. The complex amplitudes G(k, ω) are modeled using uninformative priors. The application we target is a meeting transcription system where an array of microphones records the meeting, and the convolutive mixing parameters are learned during an initial calibration phase. Section 3 describes the statistical signal estimators. We show that MAP signal estimation is similar to solving a Markov Random Field model. Section 4 presents the methods for learning the transition probabilities of source models, and of the mixing parameters. Section 5 contains numerical results, and is followed by the conclusion section.
SIGNAL AND MIXING MODELS

Unechoic Mixing Model
In this paper we consider the measurements of L source signals by an array of D sensors in an unechoic fashion. In time domain the mixing model is
where n 1 , . . . , n D are sensor noises, and τ 1 , . . . , τ L are the relative delay (TDOA) for each source with respect to two adjacent sensors. For simplicity of exposition, we neglect the relative source attenuations.
We denote by
, and n d (t), respectively, with respect to a window W (t), where k is the frame index, and ω the frequency index. Then the mixing model turns into
where
When no danger of confusion arises, we drop the arguments k, ω in X d , S l and N d .
Signal Model
Consider a source signal s(t), 1 ≤ t ≤ T , and its associated short-time Fourier transform S(k, ω),
as before, where b is a Bernoulli (0/1) random variable, and G is an unknown deterministic complex amplitude, or a random variable with an uninformative prior. In previous works we assumed either {b(k, ω) ; k, ω} is a set of independent random variables, or they satisfy a Marvov dependency as in (1) . In this paper we preserve the Markov dependency along time, but we introduce dependency across adjacent frequencies. More specifically we assume the following model:
This can be reduced to a 2 × 8 matrix for each frequency, and each source signal. We denote by q ω this probability of transition matrix. By successive conditioning we obtain that:
where we neglected the initial probabilities. For each source in the mixture we assume we have a database of training signals where we learn the matrices of transition probabilities (see Section 5) . For a collection of L source signals, we assume that only N Bernoulli variables are nonzero; the rest are zero. We denote by {(b l (k, ω)) 1≤l≤L ; k, ω} the collection of Bernoulli random variables, σ(k, ω) = {l ; b l (k, ω) = 1} the N -set of nonzero components of S(k, ω), (q l ω ) 1≤l≤L,0≤ω≤Ω the collection of transition probability matrices.
Then the joint pdf becomes:
where (1, ω) ). The collection of all subsets σ(k, ω) defines a trajectory through the selection space Σ N L , the set of N -subsets of {1, 2, . . . , L}. Source estimation is then equivalent to estimating both the selection space trajectories (σ(k, ω)) k,ω and the complex am-
In this paper we assume that the mixing model is given by an unechoic mixture, signals S l (k, ω) satisfy the signal model above, and noise components N d (k, ω) 4. At every time-frequency point (k, ω) at most N components of S(k, ω) are non-zero, and N is known.
MAP SIGNAL ESTIMATION
In this paper we estimate the signals (s l (t)) l,t by maximizing the posterior distribution of the Bernoulli variables, using an uninformative prior distribution for the amplitudes. We choose a uniform improper prior. The criterion to maximize becomes:
Using assumptions described before, we obtain the following
Optimization over G is carried out immediately, and one obtainsĜ
Replacing this expression in (3) we obtain
σ is the projection onto the span of columns of A σ . In our previous papers [14, 15 ] the second factor above depends only on variables at same frequency ω, and thus the optimization decouples among frequencies. In (5) no decoupling is possible.
In general solving (5) is hard. The underlying stochastic model is a Markov Random Field (MRF) that we describe next. Our program is to simulate the MRF starting with e.g. a uniform distribution of messages, and then read off the marginal distributions at saturation. Our approximate MAP estimator is given by the maximum of each marginal posterior distributions. We follow [18] regarding Belief Propagation Networks terminology and properties.
Pairwise Markov Random Field Description
The Markov dependency involved in (5) can be described as a Pairwise Markov Random Field whose graphical description is included in Figure 1 .
At every time-frequency point (k, ω), the observed state
4 . The evidence at each node is given by:
The compatibility maps Ψ(a, b) which govern transition from node a to node b are given by:
With these notations in place, the message update is given by:
and the marginal probability distributions:
Optimization
The optimization is carried out as a Belief Propagation Network as follows. First we initialize the message distribution for instance with a uniform distribution. Then we iterate (6) for each pair of connected states until saturation is reached (i.e. there are no more significant changes in message updates). Then at each time-frequency point (t, ω) we compute the marginal distribution of σ(k, ω) using (7) and the MAP estimate as the maximizers of R (k,ω) (σ): 
MODEL TRAINING: LEARNING TRANSITION PROBABILITIES MATRIX
For training, we used a fixed sentence uttered by the corresponding speaker. We assumed the recorded voice is made out of two components: one part which is critical to understanding, and a second component which can be removed losslessly from an information point of view. Thus s = s critic + s extra . Assuming the first component has a Laplace distribution in frequency domain whereas the second component is Gaussian, the estimation of s critic is done by (soft, or hard) thresholding of the measured signal. We chose a threshold proportional to square root of signal spectral power. Thus, in case of hard thresholding
, and is zero otherwise. The factor τ is chosen so that the thresholded signal sounds almost identical to the original signal s. Subjective experimentation showed that a factor τ = 0.1 satisfies this requirement. Once {S critical (k, ω); k, ω} has been obtained, we estimate the binary sequence {b(k, ω); k, ω} simply by setting b(k, ω) = 1 for S critical (k, ω) = 0, and 0 otherwise. From the binary sequence {b(k, ω); k, ω} we estimate the transition probability matrices q ω using maximum likelihood estimators:
where j, k, l ∈ {0, 1}, N 0,(j,k,l) (ω), and N (1,(j,k,l)) (ω) are, respectively, the number of transitions from state (j, k, l) into 0, respectively 1, at frequency ω. Figure 2 plots an example of the distributions π ω (1, (j, k, l) ). 
EXPERIMENTAL EVALUATION
Consider the setup of a meeting recording system as described before with L = 4 speakers placed around a conference table, and recorded by a video camera (for postprocessing) and an array of D = 2 microphones. During the calibration phase both the source model parameters and the mixing parameters were learned. In our simulations we used a linear array with inter-microphone distance d a = 5 cm and sampling frequency f s = 16 KHz. The simulated mixing environment was unechoic. We used 2 female and 2 male speakers from the TIMIT database at positions located at multiple of 60 degrees. Testing was done on wavefiles of around 10 seconds of normal speech. We added Gaussian noise with ν = 0.1 (note ν is an absolute value rather than relative to signals). We tested for N = 1 and N = 2 (the number of simultaneous speakers), even though all L = 4 speakers were active most of the time. We estimated each source using the MAP-based Estimation Algorithm presented in Section 4 with transition probability rates learned on clean speech signals.
We computed three measures of separation: Signal-toInterference-plus-Noise Ration gain (SINRg), Relative Distortion (DistR), and Distortion (Dist). The SINR gain for 
where E(z) is the energy of signal z, and x 1 , s l ,ŝ l are respectively, the microphone 1 measured signal, input signal l at microphone 1, and the l th estimated signal. The Relative Distortion (RDist) represents the opposite of output SINR:
The Distortion (Dist) is simply:
Dist l = 10 log 10 E(ŝ l − s l )
The larger the SIN Rg the better; the smaller the RDist and Dist the better. After one iteration we obtained results in Table 1 .
CONCLUSIONS
Source separation algorithms can exploit prior Markov models of the sources as well as knowledge about the sources. The latter can be used to train the prior models. In this paper we expand our treatment of such prior models. Our approach addresses the case of underdetermined mixtures, i.e. when there are fewer sensors than sources, and the presence of noise. The main assumptions are: (i) source signals have sparse time-frequency representations (although another representation, such as time-scale, would work as well); (ii) each time-frequency point depends on the immediately past and frequency adjacent time-frequency points; (iii) the binary selection variables obey a homogeneous Markov process model, with transition and initial probabilities learned from a training database. We derived the MAP estimator for the binary selection variables and ML estimator of the complex signal TF coefficients. Then we showed that the estimators can be implemented using a Belief Propagation Network and obtained preliminary results for a 4-voice mixture with a calibrated 2-microphone array setup.
