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Abstract
Over the last few years deep artificial neural networks (DNNs) have very
successfully been used in numerical simulations for a wide variety of com-
putational problems including computer vision, image classification, speech
recognition, natural language processing, as well as computational adver-
tisement. In addition, it has recently been proposed to approximate solu-
tions of partial differential equations (PDEs) by means of stochastic learning
problems involving DNNs. There are now also a few rigorous mathemati-
cal results in the scientific literature which provide error estimates for such
deep learning based approximation methods for PDEs. All of these articles
provide spatial error estimates for neural network approximations for PDEs
but do not provide error estimates for the entire space-time error for the
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considered neural network approximations. It is the subject of the main
result of this article to provide space-time error estimates for DNN approxi-
mations of Euler approximations of certain perturbed differential equations.
Our proof of this result is based (i) on a certain artificial neural network
(ANN) calculus and (ii) on ANN approximation results for products of the
form r0, T s ˆ Rd Q pt, xq ÞÑ tx P Rd where T P p0,8q, d P N, which we both
develop within this article.
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1 Introduction
Over the last few years deep artificial neural networks (DNNs) have very suc-
cessfully been used in numerical simulations for a wide variety of computational
problems including computer vision, image classification, speech recognition, nat-
ural language processing, as well as computational advertisement (cf., e.g., the
references mentioned in [14, 17, 25]). In addition, the articles [9, 18] suggest to ap-
proximate solutions of partial differential equations (PDEs) by means of stochastic
learning problems involving DNNs. We also refer to [1, 2, 3, 4, 5, 6, 8, 10, 12, 13,
15, 19, 20, 21, 24, 28, 29, 30, 33, 34, 36] for extensions and improvements of such
deep learning based approximation methods for PDEs. There are now also a few
rigorous mathematical results in the scientific literature which provide error esti-
mates for such deep learning based approximation methods for PDEs; see, e.g.,
[7, 11, 16, 19, 22, 25, 26, 35, 36]. The articles in this reference list all provide
spatial error estimates for neural network approximations for PDEs but do not
provide error estimates for the entire space-time error for the considered neural
network approximations. It is the subject of Theorem 3.12 in this article, which is
the main result of this article, to provide space-time error estimates for DNN ap-
proximations of Euler approximations of certain perturbed differential equations.
To illustrate the findings of the main result of this article in more details, we now
formulate in Theorem 1.1 below a special case of Theorem 3.12.
Theorem 1.1. Let C, T, d P p0,8q, let Ad P CpRd,Rdq, d P N, satisfy for all d P N,
x “ px1, x2, . . . , xdq P Rd that Adpxq “ pmaxtx1, 0u,maxtx2, 0u, . . . ,maxtxd, 0uq,
let N “ YLPN Ypl0,l1,...,lLqPNL`1
`ˆLk“1pRlkˆlk´1 ˆ Rlkq˘, let R : NÑ Yk,lPNCpRk,Rlq
and P : NÑ N satisfy for all L P N, l0, l1, . . . , lL P N, Φ P pˆLk“1pRlkˆlk´1 ˆ Rlkqq,
Ψ “ ppW1, B1q, pW2, B2q, . . . , pWL, BLqq P pˆLk“1pRlkˆlk´1 ˆ Rlkqq, x0 P Rl0 , x1 P
Rl1 , . . . , xL´1 P RlL´1 with @ k P N X p0, Lq : xk “ AlkpWkxk´1 ` Bkq that P pΦq “řL
k“1 lkplk´1`1q, RpΨq P CpRl0,RlLq, and pRpΨqqpx0q “ WLxL´1`BL, let Φd P N,
d P N, satisfy for all d P N, x P Rd that RpΦdq P CpRd,Rdq, }pRpΦdqqpxq} ď
Cp1 ` }x}q, and P pΦdq ď Cdd, let Y d,N “ pY d,Nt,x qpt,xqPr0,T sˆRd : r0, T s ˆ Rd Ñ Rd,
N, d P N, be the functions which satisfy for all d,N P N, n P t0, 1, . . . , N ´ 1u,
t P “nT
N
,
pn`1qT
N
‰
, x P Rd that Y d,N0,x “ x and
Y
d,N
t,x “ Y d,NnT
N
,x
` `t ´ nT
N
˘ pRpΦdqqpY d,NnT
N
,x
q . (1)
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Then there exist C P R and Ψε,d,N P N, N, d P N, ε P p0, 1s, such that
(i) it holds for all ε P p0, 1s, d,N P N that RpΨε,d,Nq P CpRd`1,Rdq,
(ii) it holds for all ε P p0, 1s, d,N P N, t P r0, T s, x P Rd that
}Y d,Nt,x ´ pRpΨε,d,Nqqpt, xq} ď Cd1{2N 3{2εp1` }x}3q, (2)
(iii) it holds for all ε P p0, 1s, d,N P N, t P r0, T s, x P Rd that
}pRpΨε,d,Nqqpt, xq} ď Cd1{2Np1` }x}2q, (3)
and
(iv) it holds for all ε P p0, 1s, d,N P N that
P pΨε,d,Nq ď Cd16`8dN6
“
1` |lnpεq|2‰. (4)
Theorem 1.1 is an immediate consequence of Corollary 3.13 in Subsection 3.3.5
below. Corollary 3.13, in turn, follows from Theorem 3.12 in Subsection 3.3.5,
which is the main result of this article. Our proof of Theorem 1.1 and Theo-
rem 3.12, respectively, is based on a certain artificial neural network (ANN) calcu-
lus, which we develop in Section 2. Section 2 is in parts based on several well-known
concepts and results in the scientific literature (cf., e.g., [11, 25, 32, 37]). We re-
fer to the beginning of Section 2 for a more detailed comparison of the content
of Section 2 with the material in related articles in the scientific literature. Our
proof of Theorem 1.1 and Theorem 3.12, respectively, is mainly inspired by [25],
[11, Section 6], and [37, Section 3.2]. Theorem 1.1 and Theorem 3.12, respectively,
provide error estimates for rectified DNN approximations of Euler approximations
of certain perturbed differential equations. Many of the DNN approximation and
representation results of this work, however, apply to DNNs with more general
activation functions than only the rectifier function (cf., e.g., Li et al. [27, Sec-
tion 1] and Petersen et al. [31, Section 2] for further activation functions). The
error estimates for rectified DNN approximations of Euler approximations of per-
turbed differential equations, which we establish in Theorem 1.1 and Theorem 3.12,
respectively, can then be used to establish space-time error estimates for DNN ap-
proximations for PDEs. This will be the subject of a future research article, which
will be based on this article.
The remainder of this article is organized as follows. In Section 2 we develop the
above mentioned ANN calculus and, in particular, we establish in Subsection 2.5
ANN representation results for Euler approximations. In Subsection 3.1 we develop
ANN approximation results for the square function R Q x ÞÑ x2 P R. These ANN
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approximation results for the square function are then used in Subsection 3.2 to
develop ANN approximation results for products of the form r0, T sˆRd Q pt, xq ÞÑ
tx P Rd where T P p0,8q, d P N. In Subsection 3.3 we then combine the ANN
representation results in Subsection 2.5 with the ANN approximation results for
products in Subsection 3.2 to establish in Theorem 3.12 the main result of this
article.
2 Artificial neural network (ANN) calculus
This section develops a certain calculus for ANNs. Some of the notions and re-
sults which we present here are rather elementary, but for convenience of the
reader we present here all details and we include the proof of every result. The
material in this section is also in parts based on several well-known concepts and
results in the scientific literature. In particular, Definition 2.1, Definition 2.2,
and Definition 2.3 are slight reformulations of Petersen & Voigtlaender [32, Def-
inition 2.1]. Moreover, Lemma 2.4 is elementary and well-known in the scientific
literature. Furthermore, Definition 2.5 is also a slight reformulation of Petersen
& Voigtlaender [32, Definition 2.2]. In addition, Proposition 2.6, Corollary 2.7,
and Lemma 2.8 are elementary and essentially well-known in the scientific liter-
ature (cf., e.g., Petersen & Voigtlaender [32]). Moreover, Definition 2.11 is an
extension of Elbra¨chter et al. [11, Setting 5.2] and Proposition 2.16 is in parts an
extension of Elbra¨chter et al. [11, Lemma 5.3]. Furthermore, Definition 2.17 and
Definition 2.22 extend Elbra¨chter et al. [11, Setting 5.2] (cf., e.g., Petersen & Voigt-
laender [32, Definition 2.7]). In addition, Proposition 2.25 is a reformulation of [25,
Lemma 5.1]. Moreover, Lemma 2.27 and Proposition 2.28 are significantly inspired
by [25, Proposition 5.3]. Furthermore, item (iv) in Lemma 2.27 and item (iv) in
Proposition 2.28, respectively, improve the parameter estimates in [25, Proposi-
tion 5.3]. In addition, Corollary 2.31 in Subsection 2.5.2 below is also in parts
inspired by [25, Proposition 6.1].
2.1 Artificial neural networks (ANNs) and their realiza-
tions
Definition 2.1 (Artificial neural networks (ANNs)). We denote by N the set given
by
N “ YLPN Ypl0,l1,...,lLqPNL`1
`ˆLk“1pRlkˆlk´1 ˆ Rlkq˘ (5)
and we denote by P,L, I,O : N Ñ N, H : N Ñ N0, and D : N Ñ Y8L“2NL the
functions which satisfy for all L P N, l0, l1, . . . , lL P N, Φ P pˆLk“1pRlkˆlk´1 ˆ Rlkqq
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that PpΦq “ řLk“1 lkplk´1 ` 1q, LpΦq “ L, IpΦq “ l0, OpΦq “ lL, HpΦq “ L ´ 1,
and DpΦq “ pl0, l1, . . . , lLq.
Definition 2.2 (Multidimensional versions). Let d P N and let ψ : R Ñ R be a
function. Then we denote by Mψ,d : R
d Ñ Rd the function which satisfies for all
x “ px1, . . . , xdq P Rd that
Mψ,dpxq “ pψpx1q, . . . , ψpxdqq . (6)
Definition 2.3 (Realizations associated to ANNs). Let a P CpR,Rq. Then we
denote by Ra : N Ñ Yk,lPNCpRk,Rlq the function which satisfies for all L P N,
l0, l1, . . . , lL P N, Φ “ ppW1, B1q, pW2, B2q, . . . , pWL, BLqq P pˆLk“1pRlkˆlk´1 ˆ Rlkqq,
x0 P Rl0 , x1 P Rl1 , . . . , xL´1 P RlL´1 with @ k P NXp0, Lq : xk “ Ma,lkpWkxk´1`Bkq
that
RapΦq P CpRl0 ,RlLq and pRapΦqqpx0q “WLxL´1 `BL (7)
(cf. Definition 2.2 and Definition 2.1).
Lemma 2.4. Let Φ P N (cf. Definition 2.1). Then
(i) it holds that DpΦq P NLpΦq`1 and
(ii) it holds for all a P CpR,Rq that RapΦq P CpRIpΦq,ROpΦqq
(cf. Definition 2.3).
Proof of Lemma 2.4. Note that the assumption that Φ P N “ YLPNYpl0,l1,...,lLqPNL`1
pˆLk“1pRlkˆlk´1 ˆ Rlkqq ensures that there exist L P N, l0, l1, . . . , lL P N such that
Φ P `ˆLk“1pRlkˆlk´1 ˆ Rlkq˘ . (8)
Observe that (8) assures that
LpΦq “ L, IpΦq “ l0, OpΦq “ lL, (9)
and DpΦq “ pl0, l1, . . . , lLq P NL`1 “ NLpΦq`1. (10)
This establishes item (i). Moreover, note that (9) and (7) show that RapΦq P
CpRIpΦq,ROpΦqq. This establishes item (ii). The proof of Lemma 2.4 is thus com-
pleted.
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2.2 Compositions of ANNs
2.2.1 Standard compositions of ANNs
Definition 2.5 (Standard compositions of ANNs). We denote by p¨q ‚ p¨q : tpΦ1,Φ2q
P N ˆ N : IpΦ1q “ OpΦ2qu Ñ N the function which satisfies for all L,L P N,
l0, l1, . . . , lL, l0, l1, . . . , lL P N, Φ1 “ ppW1, B1q, pW2, B2q, . . . , pWL, BLqq P pˆLk“1
pRlkˆlk´1ˆRlkqq, Φ2 “ ppW1,B1q, pW2,B2q, . . . , pWL,BLqq P pˆLk“1pRlkˆlk´1ˆRlkqq
with l0 “ IpΦ1q “ OpΦ2q “ lL that
Φ1 ‚ Φ2 “$’’’’’’’&
’’’’’’’%
`pW1,B1q, pW2,B2q, . . . , pWL´1,BL´1q, pW1WL,W1BL `B1q,
pW2, B2q, pW3, B3q, . . . , pWL, BLq
˘ : L ą 1 ă L
`pW1W1,W1B1 `B1q, pW2, B2q, pW3, B3q, . . . , pWL, BLq˘ : L ą 1 “ L`pW1,B1q, pW2,B2q, . . . , pWL´1,BL´1q, pW1WL,W1BL `B1q˘ : L “ 1 ă L
pW1W1,W1B1 `B1q : L “ 1 “ L
(11)
(cf. Definition 2.1).
Proposition 2.6. Let Φ1,Φ2 P N, l1,0, l1,1, . . . , l1,LpΦ1q, l2,0, l2,1, . . . , l2,LpΦ2q P N
satisfy for all k P t1, 2u that IpΦ1q “ OpΦ2q and DpΦkq “ plk,0, lk,1, . . . , lk,LpΦkqq
(cf. Definition 2.1). Then
(i) it holds that
DpΦ1 ‚ Φ2q “ pl2,0, l2,1, . . . , l2,LpΦ2q´1, l1,1, l1,2, . . . , l1,LpΦ1qq, (12)
(ii) it holds that
rLpΦ1 ‚ Φ2q ´ 1s “ rLpΦ1q ´ 1s ` rLpΦ2q ´ 1s, (13)
(iii) it holds that
HpΦ1 ‚ Φ2q “ HpΦ1q `HpΦ2q, (14)
(iv) it holds that
PpΦ1 ‚ Φ2q “ PpΦ1q ` PpΦ2q ` l1,1pl2,LpΦ2q´1 ` 1q
´ l1,1pl1,0 ` 1q ´ l2,LpΦ2qpl2,LpΦ2q´1 ` 1q
ď PpΦ1q ` PpΦ2q ` l1,1l2,LpΦ2q´1,
(15)
and
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(v) it holds for all a P CpR,Rq that RapΦ1 ‚ Φ2q P CpRIpΦ2q,ROpΦ1qq and
RapΦ1 ‚ Φ2q “ rRapΦ1qs ˝ rRapΦ2qs (16)
(cf. Definition 2.3 and Definition 2.5).
Proof of Proposition 2.6. Throughout this proof let a P CpR,Rq, let Lk P N, k P
t1, 2u, satisfy for all k P t1, 2u that Lk “ LpΦkq, let
`pWk,1, Bk,1q, pWk,2, Bk,2q, . . . ,
pWk,Lk , Bk,Lkq
˘ P pˆLkj“1pRlk,jˆlk,j´1 ˆRlk,jqq, k P t1, 2u, satisfy for all k P t1, 2u that
Φk “
`pWk,1, Bk,1q, pWk,2, Bk,2q, . . . , pWk,Lk , Bk,Lkq˘, (17)
let L3 P N, l3,0, l3,1, . . . , l3,L3 P N, Φ3 “
`pW3,1, B3,1q, . . . , pW3,L3 , B3,L3q˘ P pˆL3j“1
pRl3,jˆl3,j´1 ˆ Rl3,j qq satisfy that Φ3 “ Φ1 ‚ Φ2, let x0 P Rl2,0 , x1 P Rl2,1 , . . . , xL2´1 P
R
l2,L2´1 satisfy that
@ j P NX p0, L2q : xj “Ma,l2,j pW2,jxj´1 `B2,jq (18)
(cf. Definition 2.2), let y0 P Rl1,0 , y1 P Rl1,1 , . . . , yL1´1 P Rl1,L1´1 satisfy that y0 “
W2,L2xL2´1 `B2,L2 and
@ j P NX p0, L1q : yj “ Ma,l1,j pW1,jyj´1 `B1,jq, (19)
and let z0 P Rl3,0 , z1 P Rl3,1 , . . . , zL3´1 P Rl3,L3´1 satisfy that z0 “ x0 and
@ j P NX p0, L3q : zj “ Ma,l3,j pW3,jzj´1 `B3,jq. (20)
Note that (11) ensures that
Φ3 “ Φ1 ‚ Φ2 “$’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’%
`pW2,1, B2,1q, pW2,2, B2,2q, . . . , pW2,L2´1, B2,L2´1q,
pW1,1W2,L2 ,W1,1B2,L2 `B1,1q, pW1,2, B1,2q,
pW1,3, B1,3q, . . . , pW1,L1, B1,L1q
˘ : L1 ą 1 ă L2
`pW1,1W2,1,W1,1B2,1 `B1,1q, pW1,2, B1,2q,
pW1,3, B1,3q, . . . , pW1,L1, B1,L1q
˘ : L1 ą 1 “ L2
`pW2,1, B2,1q, pW2,2, B2,2q, . . . , pW2,L2´1, B2,L2´1q,
pW1,1W2,L2,W1,1B2,L2 `B1,1q
˘ : L1 “ 1 ă L2
pW1,1W2,1,W1,1B2,1 `B1,1q : L1 “ 1 “ L2
.
(21)
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Hence, we obtain that
rLpΦ1 ‚ Φ2q ´ 1s “ rpL2 ´ 1q ` 1` pL1 ´ 1qs ´ 1
“ rL1 ´ 1s ` rL2 ´ 1s “ rLpΦ1q ´ 1s ` rLpΦ2q ´ 1s (22)
and DpΦ1 ‚ Φ2q “ pl2,0, l2,1, . . . , l2,L2´1, l1,1, l1,2, . . . , l1,L1q. (23)
This establishes items (i)–(iii). In addition, observe that (23) demonstrates that
PpΦ1 ‚ Φ2q “
L3ř
j“1
l3,jpl3,j´1 ` 1q
“
«
L2´1ř
j“1
l3,jpl3,j´1 ` 1q
ff
` l3,L2pl3,L2´1 ` 1q `
«
L3ř
j“L2`1
l3,jpl3,j´1 ` 1q
ff
“
«
L2´1ř
j“1
l2,jpl2,j´1 ` 1q
ff
` l1,1pl2,L2´1 ` 1q `
«
L3ř
j“L2`1
l1,j´L2`1pl1,j´L2 ` 1q
ff
“
«
L2´1ř
j“1
l2,jpl2,j´1 ` 1q
ff
`
«
L1ř
j“2
l1,jpl1,j´1 ` 1q
ff
` l1,1
`
l2,L2´1 ` 1
˘
“
«
L2ř
j“1
l2,jpl2,j´1 ` 1q
ff
`
«
L1ř
j“1
l1,jpl1,j´1 ` 1q
ff
` l1,1pl2,L2´1 ` 1q
´ l2,L2pl2,L2´1 ` 1q ´ l1,1pl1,0 ` 1q
“ PpΦ1q ` PpΦ2q ` l1,1pl2,L2´1 ` 1q ´ l2,L2pl2,L2´1 ` 1q
´ l1,1pl1,0 ` 1q
ď PpΦ1q ` PpΦ2q ` l1,1l2,L2´1.
(24)
This establishes item (iv). Moreover, observe that (21) and the fact that a P
CpR,Rq ensure that
RapΦ1 ‚ Φ2q P CpRl2,0 ,Rl1,L1 q “ CpRIpΦ2q,ROpΦ1qq. (25)
Next note that (22) implies that L3 “ L1 ` L2 ´ 1. This, (21), and (23) ensure
that
pl3,0, l3,1, . . . , l3,L1`L2´1q “ pl2,0, l2,1, . . . , l2,L2´1, l1,1, l1,2, . . . , l1,L1q, (26)“@ j P NX p0, L2q : pW3,j, B3,jq “ pW2,j, B2,jq‰, (27)
pW3,L2 , B3,L2q “ pW1,1W2,L2 ,W1,1B2,L2 `B1,1q, (28)
and
“@ j P NX pL2, L1 ` L2q : pW3,j , B3,jq “ pW1,j`1´L2, B1,j`1´L2q‰. (29)
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This, (18), (20), and induction imply that for all j P N0 X r0, L2q it holds that
zj “ xj . Combining this with (28) and the fact that y0 “ W2,L2xL2´1 ` B2,L2
ensures that
W3,L2zL2´1 `B3,L2 “ W3,L2xL2´1 `B3,L2
“ W1,1W2,L2xL2´1 `W1,1B2,L2 `B1,1
“ W1,1pW2,L2xL2´1 `B2,L2q `B1,1 “ W1,1y0 `B1,1.
(30)
Next we claim that for all j P NX rL2, L1 ` L2q it holds that
W3,jzj´1 `B3,j “ W1,j`1´L2yj´L2 `B1,j`1´L2. (31)
We prove (31) by induction on j P NXrL2, L1`L2q. Note that (30) establishes (31)
in the base case j “ L2. For the induction step note that the fact that L3 “ L1 `
L2´1, (19), (20), (26), and (29) imply that for all j P NXrL2,8qXp0, L1`L2´1q
with
W3,jzj´1 `B3,j “ W1,j`1´L2yj´L2 `B1,j`1´L2 (32)
it holds that
W3,j`1zj `B3,j`1 “ W3,j`1Ma,l3,j pW3,jzj´1 `B3,jq `B3,j`1
“W1,j`2´L2Ma,l1,j`1´L2 pW1,j`1´L2yj´L2 `B1,j`1´L2q `B1,j`2´L2
“W1,j`2´L2yj`1´L2 `B1,j`2´L2.
(33)
Induction hence proves (31). Next observe that (31) and the fact that L3 “
L1 ` L2 ´ 1 assure that
W3,L3zL3´1`B3,L3 “ W3,L1`L2´1zL1`L2´2`B3,L1`L2´1 “W1,L1yL1´1`B1,L1. (34)
The fact that Φ3 “ Φ1 ‚ Φ2, (18), (19), and (20) therefore prove that
rRapΦ1 ‚ Φ2qspx0q “ rRapΦ3qspx0q “ rRapΦ3qspz0q “ W3,L3zL3´1 `B3,L3
“W1,L1yL1´1 `B1,L1 “ rRapΦ1qspy0q
“ rRapΦ1qs
`
W2,L2xL2´1 `B2,L2
˘
“ rRapΦ1qs
`rRapΦ2qspx0q˘ “ rpRapΦ1qq ˝ pRapΦ2qqspx0q.
(35)
Combining this with (25) establishes item (v). The proof of Proposition 2.6 is thus
completed.
Corollary 2.7. Let L1, L2, L3 P N, l1,0, l1,1, . . . , l1,L1, l2,0, l2,1, . . . , l2,L2, l3,0, l3,1, . . . ,
l3,L3 P N satisfy that l1,0 “ l2,L2 and let Φk “
`pWk,1, Bk,1q, pWk,2, Bk,2q, . . . ,
pWk,Lk , Bk,Lkq
˘ P pˆLkj“1pRlk,jˆlk,j´1 ˆRlk,jqq, k P t1, 2, 3u, satisfy that Φ3 “ Φ1 ‚ Φ2
(cf. Definition 2.1 and Definition 2.5). Then
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(i) it holds that
L3 “ LpΦ3q “ LpΦ1q ` LpΦ2q ´ 1 “ L1 ` L2 ´ 1 ě maxtL1, L2u, (36)
(ii) it holds for all j P NX p0, L2q that
pW3,j , B3,jq “ pW2,j, B2,jq, (37)
(iii) it holds that
pW3,L2 , B3,L2q “ pW1,1W2,L2,W1,1B2,L2 `B1,1q, (38)
and
(iv) it holds for all j P NX pL2, L1 ` L2q “ NX pL2,8q X r1, L3s that
pW3,j, B3,jq “ pW1,j´L2`1, B1,j´L2`1q. (39)
Proof of Corollary 2.7. Observe that item (ii) in Proposition 2.6 proves item (i).
Moreover, note that (11) establishes items (ii)–(iv). The proof of Corollary 2.7 is
thus completed.
2.2.2 Associativity of standard compositions of ANNs
Lemma 2.8. Let Φ1,Φ2,Φ3 P N satisfy that IpΦ1q “ OpΦ2q and IpΦ2q “ OpΦ3q
(cf. Definition 2.1). Then it holds that
pΦ1 ‚ Φ2q ‚ Φ3 “ Φ1 ‚ pΦ2 ‚ Φ3q (40)
(cf. Definition 2.5).
Proof of Lemma 2.8. Throughout this proof let Φ4,Φ5,Φ6,Φ7 P N satisfy that
Φ4 “ Φ1 ‚ Φ2, Φ5 “ Φ2 ‚ Φ3, Φ6 “ Φ4 ‚ Φ3, and Φ7 “ Φ1 ‚ Φ5, let Lk P N,
k P t1, 2, . . . , 7u, satisfy for all k P t1, 2, . . . , 7u that Lk “ LpΦkq, let lk,0, lk,1, . . . ,
lk,Lk P N, k P t1, 2, . . . , 7u, and let
`pWk,1, Bk,1q, pWk,2, Bk,2q, . . . , pWk,Lk , Bk,Lkq˘ P
pˆLkj“1pRlk,jˆlk,j´1 ˆ Rlk,jqq, k P t1, 2, . . . , 7u, satisfy for all k P t1, 2, . . . , 7u that
Φk “
`pWk,1, Bk,1q, pWk,2, Bk,2q, . . . , pWk,Lk , Bk,Lkq˘. (41)
Observe that item (ii) in Proposition 2.6 and the fact that for all k P t1, 2, 3u it
holds that LpΦkq “ Lk proves that
LpΦ6q “ LppΦ1 ‚ Φ2q ‚ Φ3q “ LpΦ1 ‚ Φ2q ` LpΦ3q ´ 1
“ LpΦ1q ` LpΦ2q ` LpΦ3q ´ 2 “ L1 ` L2 ` L3 ´ 2
“ LpΦ1q ` LpΦ2 ‚ Φ3q ´ 1 “ LpΦ1 ‚ pΦ2 ‚ Φ3qq “ LpΦ7q.
(42)
11
Next note that Corollary 2.7, (41), and the fact that Φ4 “ Φ1 ‚ Φ2 imply that“@ j P NX p0, L2q : pW4,j, B4,jq “ pW2,j, B2,jq‰, (43)
pW4,L2 , B4,L2q “ pW1,1W2,L2 ,W1,1B2,L2 `B1,1q, (44)
and
“@ j P NX pL2, L1 ` L2q : pW4,j , B4,jq “ pW1,j`1´L2, B1,j`1´L2q‰. (45)
Hence, we obtain that
“@ j P NX pL3 ´ 1, L2 ` L3 ´ 1q :
pW4,j`1´L3, B4,j`1´L3q “ pW2,j`1´L3, B2,j`1´L3q
‰
, (46)
pW4,L2 , B4,L2q “ pW1,1W2,L2 ,W1,1B2,L2 `B1,1q, (47)
and
“@ j P NX pL2 ` L3 ´ 1, L1 ` L2 ` L3 ´ 1q :
pW4,j`1´L3, B4,j`1´L3q “ pW1,j`2´L2´L3 , B1,j`2´L2´L3q
‰
. (48)
In addition, observe that Corollary 2.7, (41), and the fact that Φ5 “ Φ2 ‚ Φ3
demonstrate that “@ j P NX p0, L3q : pW5,j, B5,jq “ pW3,j, B3,jq‰, (49)
pW5,L3 , B5,L3q “ pW2,1W3,L3 ,W2,1B3,L3 `B2,1q, (50)
and
“@ j P NX pL3, L2 ` L3q : pW5,j , B5,jq “ pW2,j`1´L3, B2,j`1´L3q‰. (51)
Moreover, note that Corollary 2.7, (41), and the fact that Φ6 “ Φ4 ‚ Φ3 ensure
that “@ j P NX p0, L3q : pW6,j, B6,jq “ pW3,j, B3,jq‰, (52)
pW6,L3 , B6,L3q “ pW4,1W3,L3 ,W4,1B3,L3 `B4,1q, (53)
and
“@ j P NX pL3, L4 ` L3q : pW6,j , B6,jq “ pW4,j`1´L3, B4,j`1´L3q‰. (54)
Furthermore, observe that Corollary 2.7, (41), and the fact that Φ7 “ Φ1 ‚ Φ5
show that “@ j P NX p0, L5q : pW7,j, B7,jq “ pW5,j, B5,jq‰, (55)
pW7,L5 , B7,L5q “ pW1,1W5,L5 ,W1,1B5,L5 `B1,1q, (56)
and
“@ j P NX pL5, L1 ` L5q : pW7,j , B7,jq “ pW1,j`1´L5, B1,j`1´L5q‰. (57)
This, the fact that L3 ď L2 ` L3 ´ 1 “ L5, (49), and (52) imply that for all
j P NX p0, L3q it holds that
pW6,j, B6,jq “ pW3,j, B3,jq “ pW5,j , B5,jq “ pW7,j , B7,jq. (58)
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In addition, observe that (43), (44), (49), (50), (53), (55), (56), and the fact that
L5 “ L2 ` L3 ´ 1 demonstrate that
pW6,L3, B6,L3q “ pW4,1W3,L3 ,W4,1B3,L3 `B4,1q
“
#
pW2,1W3,L3 ,W2,1B3,L3 `B2,1q : L2 ą 1
pW1,1W2,1W3,L3 ,W1,1W2,1B3,L3 `W1,1B2,1 `B1,1q : L2 “ 1
“
#
pW2,1W3,L3 ,W2,1B3,L3 `B2,1q : L2 ą 1
pW1,1pW2,1W3,L3q,W1,1pW2,1B3,L3 `B2,1q `B1,1q : L2 “ 1
“
#
pW5,L3, B5,L3q : L2 ą 1
pW1,1W5,L3 ,W1,1B5,L3 `B1,1q : L2 “ 1
“ pW7,L3 , B7,L3q.
(59)
Next note that the fact that L5 “ L2`L3´ 1 ă L1`L2`L3´ 1 “ L3`L4, (54),
(46), (51), and (55) ensure that for all j P N with L3 ă j ă L5 it holds that
pW6,j, B6,jq “ pW4,j`1´L3, B4,j`1´L3q “ pW2,j`1´L3, B2,j`1´L3q
“ pW5,j, B5,jq “ pW7,j, B7,jq. (60)
Moreover, observe that the fact that L5 “ L2`L3´1 ă L1`L2`L3´1 “ L3`L4,
(54), (59), (44), (51), and (56) prove that
pW6,L5 , B6,L5q “
#
pW4,L5`1´L3 , B4,L5`1´L3q : L2 ą 1
pW6,L3 , B6,L3q : L2 “ 1
“
#
pW4,L2 , B4,L2q : L2 ą 1
pW7,L3 , B7,L3q : L2 “ 1
“
#
pW1,1W2,L2 ,W1,1B2,L2 `B1,1q : L2 ą 1
pW7,L5 , B7,L5q : L2 “ 1
“
#
pW1,1W5,L5 ,W1,1B5,L5 `B1,1q : L2 ą 1
pW7,L5 , B7,L5q : L2 “ 1
“ pW7,L5, B7,L5q.
(61)
Furthermore, note that (54), (48), (57), and the fact that L5 “ L2 ` L3 ´ 1 ě L3
assure that for all j P N with L5 ă j ď L6 it holds that
pW6,j, B6,jq “ pW4,j`1´L3, B4,j`1´L3q “ pW1,j`2´L2´L3, B1,j`2´L2´L3q
“ pW1,j`1´L5, B1,j`1´L5q “ pW7,j, B7,jq.
(62)
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Combining this with (42), (58), (59), (60), and (61) establishes that
pΦ1 ‚ Φ2q ‚ Φ3 “ Φ4 ‚ Φ3 “ Φ6 “ Φ7 “ Φ1 ‚ Φ5 “ Φ1 ‚ pΦ2 ‚ Φ3q. (63)
The proof of Lemma 2.8 is thus completed.
2.2.3 Compositions of ANNs and affine linear transformations
Corollary 2.9. Let Φ P N (cf. Definition 2.1). Then
(i) it holds for all A P N with LpAq “ 1 and IpAq “ OpΦq that
PpA ‚ Φq ď
”
max
!
1, OpAq
OpΦq
)ı
PpΦq (64)
and
(ii) it holds for all A P N with LpAq “ 1 and IpΦq “ OpAq that
PpΦ ‚Aq ď
”
max
!
1, IpAq`1
IpΦq`1
)ı
PpΦq (65)
(cf. Definition 2.5).
Proof of Corollary 2.9. Throughout this proof let L P N, l0, l1, . . . , lL P N, A1,A2 P
N satisfy that LpA1q “ LpA2q “ 1, IpA1q “ OpΦq, IpΦq “ OpA2q, and DpΦq “
pl0, l1, . . . , lLq. Observe that item (iv) in Proposition 2.6, the fact that OpΦq “ lL,
the fact that IpΦq “ l0, and the fact that for all k P t1, 2u it holds that DpAkq “
pIpAkq,OpAkqq ensure that
PpA1 ‚ Φq “
„
L´1ř
m“1
lmplm´1 ` 1q

` “OpA1q‰plL´1 ` 1q
“
„
L´1ř
m“1
lmplm´1 ` 1q

`
”
OpA1q
lL
ı
lLplL´1 ` 1q
ď
”
max
!
1, OpA1q
lL
)ı „L´1ř
m“1
lmplm´1 ` 1q

`
”
max
!
1, OpA1q
lL
)ı
lLplL´1 ` 1q
“
”
max
!
1, OpA1q
lL
)ı „ Lř
m“1
lmplm´1 ` 1q

“
”
max
!
1, OpA1q
OpΦq
)ı
PpΦq
(66)
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and
PpΦ ‚ A2q “
„
Lř
m“2
lmplm´1 ` 1q

` l1
“
IpA2q ` 1
‰
“
„
Lř
m“2
lmplm´1 ` 1q

`
”
IpA2q`1
l0`1
ı
l1pl0 ` 1q
ď
”
max
!
1, IpA2q`1
l0`1
)ı „ Lř
m“2
lmplm´1 ` 1q

`
”
max
!
1, IpA2q`1
l0`1
)ı
l1pl0 ` 1q
“
”
max
!
1, IpA2q`1
l0`1
)ı „ Lř
m“1
lmplm´1 ` 1q

“
”
max
!
1, IpA2q`1
IpΦq`1
)ı
PpΦq.
(67)
This establishes items (i)–(ii). The proof of Corollary 2.9 is thus completed.
2.2.4 Powers and extensions of ANNs
Definition 2.10. Let d P N. Then we denote by Id P Rdˆd the identity matrix in
Rdˆd.
Definition 2.11. We denote by p¨q‚n : tΦ P N : IpΦq “ OpΦqu Ñ N, n P N0, the
functions which satisfy for all n P N0, Φ P N with IpΦq “ OpΦq that
Φ‚n “
#`
IOpΦq, p0, 0, . . . , 0q
˘ P ROpΦqˆOpΦq ˆ ROpΦq : n “ 0
Φ ‚ pΦ‚pn´1qq : n P N (68)
(cf. Definition 2.1, Definition 2.5, and Definition 2.10).
Definition 2.12 (Extension of ANNs). Let L P N, Ψ P N satisfy that IpΨq “
OpΨq. Then we denote by EL,Ψ : tΦ P N : pLpΦq ď L and OpΦq “ IpΨqqu Ñ N
the function which satisfies for all Φ P N with LpΦq ď L and OpΦq “ IpΨq that
EL,ΨpΦq “ pΨ‚pL´LpΦqqq ‚ Φ (69)
(cf. Definition 2.1, Definition 2.5, and Definition 2.11).
Lemma 2.13. Let d, i P N, Ψ P N satisfy that DpΨq “ pd, i, dq (cf. Definition 2.1).
Then
(i) it holds for all n P N0 that LpΨ‚nq “ n` 1, DpΨ‚nq P Nn`2, and
DpΨ‚nq “
#
pd, dq : n “ 0
pd, i, i, . . . , i, dq : n P N (70)
and
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(ii) it holds for all Φ P N, L P NXrLpΦq,8q with OpΦq “ d that L`EL,ΨpΦq˘ “ L
and
PpEL,ΨpΦqq
ď
#
PpΦq : LpΦq “ L“`
max
 
1, i
d
(˘
PpΦq ` `pL´ LpΦq ´ 1q i` d˘pi` 1q‰ : LpΦq ă L
(71)
(cf. Definition 2.11 and Definition 2.12).
Proof of Lemma 2.13. Throughout this proof let Φ P N, l0, l1, . . . , lLpΦq P N satisfy
that OpΦq “ d and DpΦq “ pl0, l1, . . . , lLpΦqq P NLpΦq`1 and let aL,k P N, k P
N0 X r0, Ls, L P N X rLpΦq,8q, satisfy for all L P N X rLpΦq,8q, k P N0 X r0, Ls
that
aL,k “
$’&
’%
lk : k ă LpΦq
i : LpΦq ď k ă L
d : k “ L
. (72)
We claim that for all n P N0 it holds that
LpΨ‚nq “ n` 1 and Nn`2 Q DpΨ‚nq “
#
pd, dq : n “ 0
pd, i, i, . . . , i, dq : n P N . (73)
We now prove (73) by induction on n P N0. Note that the fact that Ψ‚0 “ pId, 0q P
Rdˆd ˆ Rd (cf. Definition 2.10) establishes (70) in the base case n “ 0. For the
induction step N0 Q nÑ n ` 1 P N assume that there exists n P N0 such that
LpΨ‚nq “ n` 1 and Nn`2 Q DpΨ‚nq “
#
pd, dq : n “ 0
pd, i, i, . . . , i, dq : n P N . (74)
Observe that Lemma 2.4, (68), items (i)–(ii) in Proposition 2.6, (74), and the
hypothesis that DpΨq “ pd, i, dq imply that
LpΨ‚pn`1qq “ LpΨ ‚ pΨ‚nqq “ LpΨq ` LpΨ‚nq ´ 1 “ 2` pn` 1q ´ 1 “ pn` 1q ` 1
and DpΨ‚pn`1qq “ DpΨ ‚ pΨ‚nqq “ pd, i, i, . . . , i, dq P Nn`3.
(75)
Induction thus proves (73). Next note that (73) establishes item (i). In addition,
observe that items (i)–(ii) in Proposition 2.6, item (i), (69), and (72) ensure that
for all L P NX rLpΦq,8q it holds that
L
`
EL,ΨpΦq
˘ “ L`pΨ‚pL´LpΦqqq ‚ Φ˘ “ L`Ψ‚pL´LpΦqq˘` LpΦq ´ 1
“ pL´ LpΦq ` 1q ` LpΦq ´ 1 “ L (76)
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and
D
`
EL,ΨpΦq
˘ “ D`pΨ‚pL´LpΦqqq ‚ Φ˘ “ paL,0, aL,1, . . . , aL,Lq. (77)
Combining this with (72) demonstrates that
L
`
ELpΦq,ΨpΦq
˘ “ LpΦq (78)
and
D
`
ELpΦq,ΨpΦq
˘ “ paLpΦq,0, aLpΦq,1, . . . , aLpΦq,LpΦqq
“ pl0, l1, . . . , lLpΦqq “ DpΦq.
(79)
Hence, we obtain that
P
`
ELpΦq,ΨpΦq
˘ “ PpΦq. (80)
Next note that (72), (77), and the fact that lLpΦq “ OpΦq “ d imply that for all
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L P NX pLpΦq,8q it holds that
P
`
EL,ΨpΦq
˘ “ Lř
k“1
aL,kpaL,k´1 ` 1q
“
«
LpΦq´1ř
k“1
aL,kpaL,k´1 ` 1q
ff
`
«
Lř
k“LpΦq
aL,kpaL,k´1 ` 1q
ff
“
«
LpΦq´1ř
k“1
lkplk´1 ` 1q
ff
`
«
LpΦqř
k“LpΦq
aL,kpaL,k´1 ` 1q
ff
`
«
Lř
k“LpΦq`1
aL,kpaL,k´1 ` 1q
ff
“
«
LpΦq´1ř
k“1
lkplk´1 ` 1q
ff
` aL,LpΦqpaL,LpΦq´1 ` 1q
`
«
L´1ř
k“LpΦq`1
aL,kpaL,k´1 ` 1q
ff
`
„
Lř
k“L
aL,kpaL,k´1 ` 1q

“
«
LpΦq´1ř
k“1
lkplk´1 ` 1q
ff
` iplLpΦq´1 ` 1q
` `L´ 1´ pLpΦq ` 1q ` 1˘ipi` 1q ` aL,LpaL,L´1 ` 1q
“
«
LpΦq´1ř
k“1
lkplk´1 ` 1q
ff
` i
d
“
lLpΦqplLpΦq´1 ` 1q
‰
` `L´ LpΦq ´ 1˘ipi` 1q ` dpi` 1q
ď “maxt1, i
d
u‰
«
LpΦqř
k“1
lkplk´1 ` 1q
ff
` `L´ LpΦq ´ 1˘ipi` 1q ` dpi` 1q
“ “maxt1, i
d
u‰PpΦq ` `L´ LpΦq ´ 1˘ipi` 1q ` dpi` 1q.
(81)
Combining this with (80) establishes (71). The proof of Lemma 2.13 is thus com-
pleted.
Lemma 2.14. Let a P CpR,Rq, I P N satisfy for all x P RIpIq that IpIq “ OpIq
and pRapIqqpxq “ x (cf. Definition 2.1 and Definition 2.3). Then
(i) it holds for all n P N0, x P RIpIq that
RapI‚nq P CpRIpIq,RIpIqq and pRapI‚nqqpxq “ x (82)
and
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(ii) it holds for all Φ P N, L P NX rLpΦq,8q, x P RIpΦq with OpΦq “ IpIq that
RapEL,IpΦqq P CpRIpΦq,ROpΦqq and
`
RapEL,IpΦqq
˘pxq “ `RapΦq˘pxq
(83)
(cf. Definition 2.11 and Definition 2.12).
Proof of Lemma 2.14. Throughout this proof let Φ P N, L, d P N satisfy that
LpΦq ď L and IpIq “ OpΦq “ d. We claim that for all n P N0 it holds that
RapI‚nq P CpRd,Rdq and @ x P Rd : pRapI‚nqqpxq “ x. (84)
We now prove (84) by induction on n P N0. Note that (68) and the fact that
OpIq “ d demonstrate that RapI‚0q P CpRd,Rdq and @ x P Rd : pRapI‚0qqpxq “ x.
This establishes (84) in the base case n “ 0. For the induction step observe that
for all n P N0 with RapI‚nq P CpRd,Rdq and @ x P Rd : pRapI‚nqqpxq “ x it holds
that
RapI‚pn`1qq “ RapI ‚ pI‚nqq “ pRapIqq ˝ pRapI‚nqq P CpRd,Rdq (85)
and
@ x P Rd : `RapI‚pn`1qq˘pxq “ `rRapIqs ˝ rRapI‚nqs˘pxq
“ pRapIqq
``
RapI‚nq
˘pxq˘ “ pRapIqqpxq “ x. (86)
Induction thus proves (84). Next observe that (84) establishes item (i). Moreover,
note that (69), item (v) in Proposition 2.6, item (i), and the fact that IpIq “ OpΦq
ensure that
RapEL,IpΦqq “ RappI‚pL´LpΦqqq ‚ Φq
P CpRIpΦq,ROpIqq “ CpRIpΦq,RIpIqq “ CpRIpΦq,ROpΦqq (87)
and
@ x P RIpΦq : `RapEL,IpΦqq˘pxq “ `RapI‚pL´LpΦqqq˘`pRapΦqqpxq˘
“ pRapΦqqpxq.
(88)
This establishes item (ii). The proof of Lemma 2.14 is thus completed.
2.2.5 Compositions of ANNs involving artificial identities
Definition 2.15 (Composition of ANNs involving artificial identities). Let Ψ P N.
Then we denote by
p¨q dΨ p¨q : tpΦ1,Φ2q P NˆN : IpΦ1q “ OpΨq and OpΦ2q “ IpΨqu Ñ N (89)
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the function which satisfies for all Φ1,Φ2 P N with IpΦ1q “ OpΨq and OpΦ2q “
IpΨq that
Φ1 dΨ Φ2 “ Φ1 ‚ pΨ ‚ Φ2q “ pΦ1 ‚Ψq ‚ Φ2 (90)
(cf. Definition 2.1, Definition 2.5, and Lemma 2.8).
Proposition 2.16. Let Ψ,Φ1,Φ2 P N, i, l1,0, l1,1, . . . , l1,LpΦ1q, l2,0, l2,1, . . . , l2,LpΦ2q P
N satisfy for all k P t1, 2u that DpΨq “ pIpΨq, i,OpΨqq, IpΦ1q “ OpΨq, OpΦ2q “
IpΨq, and DpΦkq “ plk,0, lk,1, . . . , lk,LpΦkqq (cf. Definition 2.1). Then
(i) it holds that
DpΦ1 dΨ Φ2q “ pl2,0, l2,1, . . . , l2,LpΦ2q´1, i, l1,1, l1,2, . . . , l1,LpΦ1qq, (91)
(ii) it holds that
LpΦ1 dΨ Φ2q “ LpΦ1q ` LpΦ2q, (92)
(iii) it holds that
PpΦ1 dΨ Φ2q ď
”
max
!
1, i
IpΨq
, i
OpΨq
)ı `
PpΦ1q ` PpΦ2q
˘
, (93)
and
(iv) it holds for all a P CpR,Rq that RapΦ1 dΨ Φ2q P CpRIpΦ2q,ROpΦ1qq and
RapΦ1 dΨ Φ2q “ rRapΦ1qs ˝ rRapΨqs ˝ rRapΦ2qs (94)
(cf. Definition 2.3 and Definition 2.15).
Proof of Propositions 2.16. Throughout this proof let a P CpR,Rq, L1, L2 P N sat-
isfy that L1 “ LpΦ1q and L2 “ LpΦ2q. Note that item (i) in Proposition 2.6,
the hypothesis that DpΦ2q “ pl2,0, l2,1, . . . , l2,L2q, the hypothesis that DpΨq “
pIpΨq, i,OpΨqq, and the hypothesis that IpΨq “ OpΦ2q show that
DpΨ ‚ Φ2q “ pl2,0, l2,1, . . . , l2,L2´1, i,OpΨqq (95)
(cf. Definition 2.5). Combining this with item (i) in Proposition 2.6, the hypothesis
that DpΦ1q “ pl1,0, l1,1, . . . , l1,L1q, and the hypothesis that IpΦ1q “ OpΨq proves
that
DpΦ1 dΨ Φ2q “ D
`
Φ1 ‚ pΨ ‚ Φ2q
˘ “ pl2,0, l2,1, . . . , l2,L2´1, i, l1,1, l1,2, . . . , l1,L1q.
(96)
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This establishes item (i). Moreover, observe that item (ii) in Proposition 2.6 and
the fact that LpΨq “ 2 ensure that
LpΦ1 dΨ Φ2q “ L
`
Φ1 ‚ pΨ ‚ Φ2q
˘ “ LpΦ1q ` LpΨ ‚ Φ2q ´ 1
“ LpΦ1q ` LpΨq ` LpΦ2q ´ 2 “ LpΦ1q ` LpΦ2q. (97)
This establishes item (ii). In addition, observe that (96), the fact that IpΨq “
OpΦ2q “ l2,L2 , and the fact that OpΨq “ IpΦ1q “ l1,0 demonstrate that
PpΦ1 dΨ Φ2q “
„
L2´1ř
m“1
l2,mpl2,m´1 ` 1q

`
„
L1ř
m“2
l1,mpl1,m´1 ` 1q

` i`l2,L2´1 ` 1˘` l1,1pi` 1q
“
„
L2´1ř
m“1
l2,mpl2,m´1 ` 1q

`
„
L1ř
m“2
l1,mpl1,m´1 ` 1q

` i
IpΨq
l2,L2
`
l2,L2´1 ` 1
˘` l1,1` iOpΨq l1,0 ` 1˘
ď
”
max
!
1, i
IpΨq
)ı „ L2ř
m“1
l2,mpl2,m´1 ` 1q

`
”
max
!
1, i
OpΨq
)ı „ L1ř
m“1
l1,mpl1,m´1 ` 1q

ď
”
max
!
1, i
IpΨq
, i
OpΨq
)ı `
PpΦ1q ` PpΦ2q
˘
.
(98)
This establishes item (iii). Next note that item (v) in Proposition 2.6 implies that
RapΦ1 dΨ Φ2q “ Ra
`
Φ1 ‚ pΨ ‚ Φ2q
˘
“ “RapΦ1q‰ ˝ “RapΨ ‚ Φ2q‰
“ `“RapΦ1q‰ ˝ “RapΨq‰ ˝ “RapΦ2q‰˘ P CpRIpΦ2q,ROpΦ1qq.
(99)
This establishes item (iv). The proof of Proposition 2.16 is thus completed.
2.3 Parallelizations of ANNs
2.3.1 Parallelizations of ANNs with the same length
Definition 2.17 (Parallelization of ANNs with the same length). Let n P N. Then
we denote by
Pn :
 pΦ1,Φ2, . . . ,Φnq P Nn : LpΦ1q “ LpΦ2q “ . . . “ LpΦnq(Ñ N (100)
the function which satisfies for all L P N, pl1,0, l1,1, . . . , l1,Lq, pl2,0, l2,1, . . . , l2,Lq, . . . ,
pln,0, ln,1, . . . , ln,Lq P NL`1, Φ1 “ ppW1,1, B1,1q, pW1,2, B1,2q, . . . , pW1,L, B1,Lqq P pˆLk“1
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pRl1,kˆl1,k´1 ˆ Rl1,kqq, Φ2 “ ppW2,1, B2,1q, pW2,2, B2,2q, . . . , pW2,L, B2,Lqq P pˆLk“1
pRl2,kˆl2,k´1ˆRl2,kqq, . . . , Φn “ ppWn,1, Bn,1q, pWn,2, Bn,2q, . . . , pWn,L, Bn,Lqq P pˆLk“1
pRln,kˆln,k´1 ˆ Rln,kqq that
PnpΦ1,Φ2, . . . ,Φnq “
¨
˚˚˚
˚˝˚
¨
˚˚˚
˚˝˚
¨
˚˚˚
˚˝˚
W1,1 0 0 ¨ ¨ ¨ 0
0 W2,1 0 ¨ ¨ ¨ 0
0 0 W3,1 ¨ ¨ ¨ 0
...
...
...
. . .
...
0 0 0 ¨ ¨ ¨ Wn,1
˛
‹‹‹‹‹‚,
¨
˚˚˚
˚˝˚
B1,1
B2,1
B3,1
...
Bn,1
˛
‹‹‹‹‹‚
˛
‹‹‹‹‹‚,
¨
˚˚˚
˚˝˚
¨
˚˚˚
˚˝˚
W1,2 0 0 ¨ ¨ ¨ 0
0 W2,2 0 ¨ ¨ ¨ 0
0 0 W3,2 ¨ ¨ ¨ 0
...
...
...
. . .
...
0 0 0 ¨ ¨ ¨ Wn,2
˛
‹‹‹‹‹‚,
¨
˚˚˚
˚˝˚
B1,2
B2,2
B3,2
...
Bn,2
˛
‹‹‹‹‹‚
˛
‹‹‹‹‹‚, . . . ,
¨
˚˚˚
˚˝˚
¨
˚˚˚
˚˝˚
W1,L 0 0 ¨ ¨ ¨ 0
0 W2,L 0 ¨ ¨ ¨ 0
0 0 W3,L ¨ ¨ ¨ 0
...
...
...
. . .
...
0 0 0 ¨ ¨ ¨ Wn,L
˛
‹‹‹‹‹‚,
¨
˚˚˚
˚˝˚
B1,L
B2,L
B3,L
...
Bn,L
˛
‹‹‹‹‹‚
˛
‹‹‹‹‹‚
˛
‹‹‹‹‹‚
(101)
(cf. Definition 2.1).
Lemma 2.18. Let n, L P N, pl1,0, l1,1, . . . , l1,Lq, pl2,0, l2,1, . . . , l2,Lq, . . . , pln,0, ln,1, . . . , ln,Lq P
NL`1, Φ1 “ ppW1,1, B1,1q, pW1,2, B1,2q, . . . , pW1,L, B1,Lqq P pˆLk“1pRl1,kˆl1,k´1ˆRl1,kqq,
Φ2 “ ppW2,1, B2,1q, pW2,2, B2,2q, . . . , pW2,L, B2,Lqq P pˆLk“1pRl2,kˆl2,k´1 ˆ Rl2,kqq, . . . ,
Φn “ ppWn,1, Bn,1q, pWn,2, Bn,2q, . . . , pWn,L, Bn,Lqq P pˆLk“1pRln,kˆln,k´1 ˆ Rln,kqq.
Then it holds that
PnpΦ1,Φ2, . . . ,Φnq P
´ˆ
L
k“1
`
R
p
řn
j“1 lj,kqˆp
řn
j“1 lj,k´1q ˆ Rp
řn
j“1 lj,kq
˘¯
(102)
(cf. Definition 2.17).
Proof of Lemma 2.18. Note that (101) establishes (102). The proof of Lemma 2.18
is thus completed.
Proposition 2.19. Let a P CpR,Rq, n P N, Φ “ pΦ1,Φ2, . . . ,Φnq P Nn satisfy
that LpΦ1q “ LpΦ2q “ . . . “ LpΦnq (cf. Definition 2.1). Then
(i) it holds that
RapPnpΦqq P C
`
R
r
řn
j“1 IpΦjqs,Rr
řn
j“1 OpΦjqs
˘
(103)
and
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(ii) it holds for all x1 P RIpΦ1q, x2 P RIpΦ2q, . . . , xn P RIpΦnq that`
Ra
`
PnpΦq
˘˘px1, x2, . . . , xnq
“ `pRapΦ1qqpx1q, pRapΦ2qqpx2q, . . . , pRapΦnqqpxnq˘ P Rrřnj“1 OpΦjqs (104)
(cf. Definition 2.3 and Definition 2.17).
Proof of Proposition 2.19. Throughout this proof let L P N satisfy that L “
LpΦ1q, let lj,0, lj,1, . . . , lj,L P N, j P t1, 2, . . . , nu, satisfy for all j P t1, 2, . . . , nu that
DpΦjq “ plj,0, lj,1, . . . , lj,Lq, let
`pWj,1, Bj,1q, pWj,2, Bj,2q, . . . , pWj,L, Bj,Lq˘ P pˆLk“1
pRlj,kˆlj,k´1 ˆ Rlj,kqq, j P t1, 2, . . . , nu, satisfy for all j P t1, 2, . . . , nu that
Φj “
`pWj,1, Bj,1q, pWj,2, Bj,2q, . . . , pWj,L, Bj,Lq˘, (105)
let αk P N, k P t0, 1, . . . , Lu, satisfy for all k P t0, 1, . . . , Lu that αk “
řn
j“1 lj,k, let`pA1, b1q, pA2, b2q, . . . , pAL, bLq˘ P pˆLk“1pRαkˆαk´1 ˆ Rαkqq satisfy that
PnpΦq “
`pA1, b1q, pA2, b2q, . . . , pAL, bLq˘ (106)
(cf. Lemma 2.18), let pxj,0, xj,1, . . . , xj,L´1q P pRlj,0 ˆ Rlj,1 ˆ . . . ˆ Rlj,L´1q, j P
t1, 2, . . . , nu, satisfy for all j P t1, 2, . . . , nu, k P N X p0, Lq that
xj,k “ Ma,lj,kpWj,kxj,k´1 `Bj,kq (107)
(cf. Definition 2.2), and let x0 P Rα0 , x1 P Rα1 , . . . , xL´1 P RαL´1 satisfy for all k P
t0, 1, . . . , L ´ 1u that xk “ px1,k, x2,k, . . . , xn,kq. Observe that (106) demonstrates
that IpPnpΦqq “ α0 and OpPnpΦqq “ αL. Combining this with item (ii) in
Lemma 2.4, the fact that for all k P t0, 1, . . . , Lu it holds that αk “
řn
j“1 lj,k, the
fact that for all j P t1, 2, . . . , nu it holds that IpΦjq “ lj,0, and the fact that for all
j P t1, 2, . . . , nu it holds that OpΦjq “ lj,L ensures that
RapPnpΦqq P CpRα0 ,RαLq “ C
`
R
r
řn
j“1 lj,0s,Rr
řn
j“1 lj,Ls
˘
“ C`Rrřnj“1 IpΦjqs,Rrřnj“1 OpΦjqs˘. (108)
This proves item (i). Moreover, observe that (101) and (106) demonstrate that for
all k P t1, 2, . . . , Lu it holds that
Ak “
¨
˚˚˚
˚˝˚
W1,k 0 0 ¨ ¨ ¨ 0
0 W2,k 0 ¨ ¨ ¨ 0
0 0 W3,k ¨ ¨ ¨ 0
...
...
...
. . .
...
0 0 0 ¨ ¨ ¨ Wn,k
˛
‹‹‹‹‹‚ and bk “
¨
˚˚˚
˚˝˚
B1,k
B2,k
B3,k
...
Bn,k
˛
‹‹‹‹‹‚. (109)
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Combining this with (6), (107), and the fact that for all k P N X r0, Lq it holds
that xk “ px1,k, x2,k, . . . , xn,kq implies that for all k P NX p0, Lq it holds that
Ma,αkpAkxk´1 ` bkq “
¨
˚˚˚
˝
Ma,l1,kpW1,kx1,k´1 `B1,kq
Ma,l2,kpW2,kx2,k´1 `B2,kq
...
Ma,ln,kpWn,kxn,k´1 `Bn,kq
˛
‹‹‹‚“
¨
˚˚˚
˝
x1,k
x2,k
...
xn,k
˛
‹‹‹‚“ xk. (110)
This, (7), (105), (106), (107), (109), the fact that x0 “ px1,0, x2,0, . . . , xn,0q, and the
fact that xL´1 “ px1,L´1, x2,L´1, . . . , xn,L´1q ensure that`
Ra
`
PnpΦq
˘˘px1,0, x2,0, . . . , xn,0q “ `Ra`PnpΦq˘˘px0q
“ ALxL´1 ` bL “
¨
˚˚˚
˝
W1,Lx1,L´1 `B1,L
W2,Lx2,L´1 `B2,L
...
Wn,Lxn,L´1 `Bn,L
˛
‹‹‹‚“
¨
˚˚˚
˝
pRapΦ1qqpx1,0q
pRapΦ2qqpx2,0q
...
pRapΦnqqpxn,0q
˛
‹‹‹‚. (111)
This establishes item (ii). The proof of Proposition 2.19 is thus completed.
Proposition 2.20. Let n, L P N, Φ “ pΦ1,Φ2, . . . ,Φnq P Nn, pl1,0, l1,1, . . . , l1,Lq,
pl2,0, l2,1, . . . , l2,Lq, . . . , pln,0, ln,1, . . . , ln,Lq P NL`1 satisfy for all j P t1, 2, . . . , nu that
DpΦjq “ plj,0, lj,1, . . . , lj,Lq (cf. Definition 2.1). Then
(i) it holds that
D
`
PnpΦq
˘ “ `řnj“1 lj,0,řnj“1 lj,1, . . . ,řnj“1 lj,L˘ (112)
and
(ii) it holds that
PpPnpΦqq ď 12
“řn
j“1PpΦjq
‰2
(113)
(cf. Definition 2.17).
Proof of Proposition 2.20. Note that the hypothesis that @ j P t1, 2, . . . , nu : DpΦjq “
plj,0, lj,1, . . . , lj,Lq and Lemma 2.18 assure that
D
`
PnpΦq
˘ “ `řnj“1 lj,0,řnj“1 lj,1, . . . ,řnj“1 lj,L˘. (114)
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This establishes item (i). Moreover, observe that (114) demonstrates that
PpPnpΦqq “
Lÿ
k“1
”řn
i“1 li,k
ı”`řn
i“1 li,k´1
˘` 1ı
“
Lÿ
k“1
”řn
i“1 li,k
ı”`řn
j“1 lj,k´1
˘` 1ı
ď
nÿ
i“1
nÿ
j“1
Lÿ
k“1
li,kplj,k´1 ` 1q ď
nÿ
i“1
nÿ
j“1
Lÿ
k,ℓ“1
li,kplj,ℓ´1 ` 1q
“
nÿ
i“1
nÿ
j“1
”řL
k“1 li,k
ı”řL
ℓ“1plj,ℓ´1 ` 1q
ı
ď
nÿ
i“1
nÿ
j“1
”řL
k“1
1
2
li,kpli,k´1 ` 1q
ı”řL
ℓ“1 lj,ℓplj,ℓ´1 ` 1q
ı
“
nÿ
i“1
nÿ
j“1
1
2
PpΦiqPpΦjq “ 12
”řn
i“1PpΦiq
ı2
.
(115)
The proof of Proposition 2.20 is thus completed.
Corollary 2.21. Let n P N, Φ “ pΦ1,Φ2, . . . ,Φnq P Nn satisfy that DpΦ1q “
DpΦ2q “ . . . “ DpΦnq (cf. Definition 2.1). Then it holds that PpPnpΦqq ď
n2PpΦ1q (cf. Definition 2.17).
Proof of Corollary 2.21. Throughout this proof let L P N, l0, l1, . . . , lL P N satisfy
that DpΦ1q “ pl0, l1, . . . , lLq. Note that item (i) in Proposition 2.20 and the fact
that @ j P t1, 2, . . . , nu : DpΦjq “ pl0, l1, . . . , lLq demonstrate that
PpPnpΦ1,Φ2, . . . ,Φnqq “
Lř
j“1
pnljq
`pnlj´1q ` 1˘ ď Lř
j“1
pnljq
`pnlj´1q ` n˘
“ n2
„
Lř
j“1
ljplj´1 ` 1q

“ n2PpΦ1q.
(116)
The proof of Corollary 2.21 is thus completed.
2.3.2 Parallelizations of ANNs with different lengths
Definition 2.22 (Parallelization of ANNs with different length). Let n P N, Ψ “
pΨ1,Ψ2, . . . ,Ψnq P Nn satisfy for all j P t1, 2, . . . , nu that HpΨjq “ 1 and IpΨjq “
OpΨjq. Then we denote by
Pn,Ψ : tpΦ1,Φ2, . . . ,Φnq P Nn : p@ j P t1, 2, . . . , nu : OpΦjq “ IpΨjqqu Ñ N (117)
25
the function which satisfies for all Φ “ pΦ1,Φ2, . . . ,Φnq P Nn with @ j P t1, 2, . . . , nu :
OpΦjq “ IpΨjq that
Pn,ΨpΦq “ Pn
`
EmaxkPt1,2,...,nu LpΦkq,Ψ1pΦ1q, . . . , EmaxkPt1,2,...,nu LpΦkq,ΨnpΦnq
˘
(118)
(cf. Definition 2.1, Definition 2.12, Lemma 2.13, and Definition 2.17).
Corollary 2.23. Let a P CpR,Rq, n P N, I “ pI1, I2, . . . , Inq, Φ “ pΦ1,Φ2, . . . ,
Φnq P Nn satisfy for all j P t1, 2, . . . , nu, x P ROpΦjq that HpIjq “ 1, IpIjq “
OpIjq “ OpΦjq, and pRapIjqqpxq “ x (cf. Definition 2.1 and Definition 2.3). Then
(i) it holds that
Ra
`
Pn,IpΦq
˘ P C`Rrřnj“1 IpΦjqs,Rrřnj“1 OpΦjqs˘ (119)
and
(ii) it holds for all x1 P RIpΦ1q, x2 P RIpΦ2q, . . . , xn P RIpΦnq that`
RapPn,IpΦqq
˘px1, x2, . . . , xnq
“ `pRapΦ1qqpx1q, pRapΦ2qqpx2q, . . . , pRapΦnqqpxnq˘ P Rrřnj“1 OpΦjqs (120)
(cf. Definition 2.22).
Proof of Corollary 2.23. Throughout this proof let L P N satisfy that L “ maxjPt1,2,...,nu
LpΦjq. Note that item (ii) in Lemma 2.13, the hypothesis that for all j P t1, 2, . . . , nu
it holds that HpIjq “ 1, (69), (13), and item (ii) in Lemma 2.14 demonstrate
(I) that for all j P t1, 2, . . . , nu it holds that LpEL,IjpΦjqq “ L andRapEL,IjpΦjqq P
CpRIpΦjq,ROpΦjqq and
(II) that for all j P t1, 2, . . . , nu, x P RIpΦjq it holds that`
RapEL,IjpΦjqq
˘pxq “ pRapΦjqqpxq (121)
(cf. Definition 2.12). Items (i)–(ii) in Proposition 2.19 therefore imply
(A) that
Ra
`
Pn
`
EL,I1pΦ1q, EL,I2pΦ2q, . . . , EL,InpΦnq
˘ P C`Rrřnj“1 IpΦjqs,Rrřnj“1 OpΦjqs˘
(122)
and
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(B) that for all x1 P RIpΦ1q, x2 P RIpΦ2q, . . . , xn P RIpΦnq it holds that`
Ra
`
Pn
`
EL,I1pΦ1q, EL,I2pΦ2q, . . . , EL,InpΦnq
˘˘˘px1, x2, . . . , xnq
“
´`
Ra
`
EL,I1pΦ1q
˘˘px1q, `Ra`EL,I2pΦ2q˘˘px2q, . . . , `Ra`EL,InpΦnq˘˘pxnq¯
“
´
pRapΦ1qqpx1q, pRapΦ2qqpx2q, . . . , pRapΦnqqpxnq
¯
(123)
(cf. Definition 2.17). Combining this with (118) and the fact that L “ maxjPt1,2,...,nu
LpΦjq ensures
(C) that
Ra
`
Pn,IpΦq
˘ P C`Rrřnj“1 IpΦjqs,Rrřnj“1 OpΦjqs˘ (124)
and
(D) that for all x1 P RIpΦ1q, x2 P RIpΦ2q, . . . , xn P RIpΦnq it holds that`
Ra
`
Pn,IpΦq
˘˘px1, x2, . . . , xnq
“ `Ra`Pn`EL,I1pΦ1q, EL,I2pΦ2q, . . . , EL,InpΦnq˘˘˘px1, x2, . . . , xnq
“
´
pRapΦ1qqpx1q, pRapΦ2qqpx2q, . . . , pRapΦnqqpxnq
¯
.
(125)
This establishes items (i)–(ii). The proof of Corollary 2.23 is thus completed.
Corollary 2.24. Let n, L P N, i1, i2, . . . , in P N, Ψ “ pΨ1,Ψ2, . . . ,Ψnq,Φ “
pΦ1,Φ2, . . . ,Φnq P Nn satisfy for all j P t1, 2, . . . , nu that DpΨjq “ pOpΦjq, ij,
OpΦjqq and L “ maxkPt1,2,...,nuLpΦkq (cf. Definition 2.1). Then it holds that
P
`
Pn,ΨpΦq
˘
ď 1
2
ˆ”řn
j“1
“
max
 
1,
ij
OpΦjq
(‰
PpΦjq1pLpΦjq,8qpLq
ı
`
”řn
j“1
`pL´ LpΦjq ´ 1q ij pij ` 1q `OpΦjq pij ` 1q˘1pLpΦjq,8qpLqı
`
”řn
j“1PpΦjq1tLpΦjqupLq
ı 2˙
(126)
(cf. Definition 2.22).
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Proof of Corollary 2.24. Observe that (118), item (ii) in Proposition 2.20, and
item (ii) in Lemma 2.13 assure that
P
`
Pn,ΨpΦq
˘
“ P`Pn`EL,Ψ1pΦ1q, EL,Ψ2pΦ2q, . . . , EL,ΨnpΦnq˘˘
ď 1
2
”řn
j“1PpEL,ΨjpΦjqq
ı2
ď 1
2
ˆ”řn
j“1
“
max
 
1,
ij
OpΦjq
(‰
PpΦjq1pLpΦjq,8qpLq
ı
`
”řn
j“1
`pL´ LpΦjq ´ 1q ij pij ` 1q `OpΦjq pij ` 1q˘1pLpΦjq,8qpLqı
`
”řn
j“1PpΦjq1tLpΦjqupLq
ı 2˙
(127)
(cf. Definition 2.12 and Definition 2.17). The proof of Corollary 2.24 is thus com-
pleted.
2.4 Sums of ANNs
2.4.1 Sums of ANNs with the same length
Proposition 2.25. Let a P CpR,Rq, M P N, h1, h2, . . . , hM P R, Φ1,Φ2, . . . ,
ΦM P N satisfy that DpΦ1q “ DpΦ2q “ . . . “ DpΦMq (cf. Definition 2.1). Then
there exists Ψ P N such that
(i) it holds that PpΨq ďM2PpΦ1q,
(ii) it holds that RapΨq P CpRIpΦ1q,ROpΦ1qq, and
(iii) it holds for all x P RIpΦ1q that
pRapΨqqpxq “
Mř
m“1
hm pRapΦmqqpxq (128)
(cf. Definition 2.3).
Proof of Proposition 2.25. Throughout this proof let d, d P N satisfy that IpΦ1q “
d and OpΦ1q “ d, let pA1, b1q P RdˆpMdqˆRd, pA2, b2q P RpMdqˆdˆRMd satisfy that
A1 “
`
h1 Id h2 Id . . . hM Id
˘
, A2 “
¨
˚˚˚
˝
Id
Id
...
Id
˛
‹‹‹‚, b1 “ 0, and b2 “ 0 (129)
28
(cf. Definition 2.10), let A1,A2 P N satisfy that A1 “ pA1, b1q and A2 “ pA2, b2q,
and let Ψ P N satisfy that
Ψ “ A1 ‚
“
PMpΦ1,Φ2, . . . ,ΦMq
‰ ‚ A2 (130)
(cf. Definition 2.5, Definition 2.17, Lemma 2.8, and Proposition 2.19). Note that
(130) and items (i)–(ii) in Corollary 2.9 demonstrate that
PpΨq ď
”
max
!
1, OpA1q
OpPM pΦ1,Φ2,...,ΦM qq
)ı
P
`“
PMpΦ1,Φ2, . . . ,ΦMq
‰ ‚ A2˘
ď
”
max
!
1, OpA1q
OpPM pΦ1,Φ2,...,ΦM qq
)ı ”
max
!
1, IpA2q`1
IpPM pΦ1,Φ2,...,ΦM qq`1
)ı
¨ P`PMpΦ1,Φ2, . . . ,ΦMq˘
“ “max 1, d
Md
(‰ “
max
 
1, d`1
Md`1
(‰
P
`
PMpΦ1,Φ2, . . . ,ΦMq
˘
“ P`PMpΦ1,Φ2, . . . ,ΦMq˘.
(131)
Corollary 2.21 and the hypothesis that for all m P t1, 2, . . . ,Mu it holds that
DpΦmq “ DpΦ1q hence prove that
PpΨq ď P`PMpΦ1,Φ2, . . . ,ΦMq˘ ďM2PpΦ1q. (132)
Next note that (129) and the fact that A2 “ pA2, b2q prove that for all x P Rd it
holds that RapA2q P CpRd,RMdq and pRapA2qqpxq “ px, x, . . . , xq P RMd. Proposi-
tion 2.19 and item (v) in Proposition 2.6 therefore ensure that
Ra
`pPMpΦ1,Φ2, . . . ,ΦMqq ‚ A2˘ “ `RapPMpΦ1,Φ2, . . . ,ΦM qq˘ ˝ pRapA2qq
P C`RIpA2q,ROpPM pΦ1,Φ2,...,ΦM qq˘
“ C`Rd,ROpΦ1q`OpΦ2q`...`OpΦM q˘
“ CpRd,RMdq
(133)
and
@ x P Rd : `Ra`pPMpΦ1,Φ2, . . . ,ΦMqq ‚ A2˘˘pxq
“ `“RapPMpΦ1,Φ2, . . . ,ΦMqq‰ ˝ rRapA2qs˘pxq
“ `RapPMpΦ1,Φ2, . . . ,ΦMqq˘px, x, . . . , xq
“ `pRapΦ1qqpxq, pRapΦ2qqpxq, . . . , pRapΦM qqpxq˘.
(134)
Furthermore, observe that (129) and the fact that A1 “ pA1, b1q assure that for all
y1, y2, . . . , yM P Rd it holds that RapA1q P CpRMd,Rdq and
pRapA1qqpy1, y2, . . . , yMq “
Mř
m“1
hmym. (135)
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Combining this and item (v) in Proposition 2.6 with (130), (133), and (134) demon-
strates that for all x P Rd it holds that RapΨq P CpRd,Rdq and
pRapΨqqpxq “
Mř
m“1
hmpRapΦmqqpxq. (136)
This and (132) establish items (i)–(iii). The proof of Proposition 2.25 is thus
completed.
2.4.2 Sums of ANNs with different lengths
Proposition 2.26. Let a P CpR,Rq,M, d, d, i, L P N, h1, h2, . . . , hM P R, I,Φ1,Φ2, . . . ,
ΦM P N satisfy for all m P t1, 2, . . . ,Mu, x P Rd that DpIq “ pd, i, dq, pRapIqqpxq “
x, IpΦmq “ d, OpΦmq “ d, and L “ maxmPt1,2,...,Mu LpΦmq (cf. Definition 2.1 and
Definition 2.3). Then there exists Ψ P N such that
(i) it holds that RapΨq P CpRd,Rdq,
(ii) it holds for all x P Rd that
pRapΨqqpxq “
Mř
m“1
hm pRapΦmqqpxq, (137)
and
(iii) it holds that
PpΨq ď 1
2
ˆ”řM
m“1
“
max
 
1, i
d
(‰
PpΦmq1pLpΦmq,8qpLq
ı
`
”řM
m“1
`pL´ LpΦmq ´ 1q i pi` 1q ` d pi` 1q˘1pLpΦmq,8qpLqı
`
”řM
m“1 PpΦmq1tLpΦmqupLq
ı 2˙
.
(138)
Proof of Proposition 2.26. Throughout this proof let I “ pI1, I2, . . . , IMq P NM
satisfy for all m P t1, 2, . . . ,Mu that Im “ I, let pA1, b1q P RdˆpMdqˆRd, pA2, b2q P
RpMdqˆd ˆ RMd satisfy that
A1 “
`
h1 Id h2 Id . . . hM Id
˘
, A2 “
¨
˚˚˚
˝
Id
Id
...
Id
˛
‹‹‹‚, b1 “ 0, and b2 “ 0 (139)
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(cf. Definition 2.10), let A1,A2 P N satisfy that A1 “ pA1, b1q and A2 “ pA2, b2q,
and let Ψ P N satisfy that
Ψ “ A1 ‚
`
PM,IpΦ1,Φ2, . . . ,ΦM q
˘ ‚ A2 (140)
(cf. Definition 2.5, Definition 2.22, Lemma 2.8, and Corollary 2.23). Note that
(140) and items (i)–(ii) in Corollary 2.9 demonstrate that
PpΨq ď
”
max
!
1, OpA1q
OpPM,IpΦ1,Φ2,...,ΦM qq
)ı ”
max
!
1, IpA2q`1
IpPM,IpΦ1,Φ2,...,ΦM qq`1
)ı
¨ P`PM,IpΦ1,Φ2, . . . ,ΦMq˘
“ “max 1, d
Md
(‰ “
max
 
1, d`1
Md`1
(‰
P
`
PM,IpΦ1,Φ2, . . . ,ΦMq
˘
“ P`PM,IpΦ1,Φ2, . . . ,ΦMq˘.
(141)
Corollary 2.24 hence proves that
PpΨq ď P`PM,IpΦ1,Φ2, . . . ,ΦM q˘
ď 1
2
ˆ”řM
m“1
“
max
 
1, i
d
(‰
PpΦmq1pLpΦmq,8qpLq
ı
`
”řM
m“1
`pL´ LpΦmq ´ 1q i pi` 1q ` d pi` 1q˘1pLpΦmq,8qpLqı
`
”řM
m“1PpΦmq1tLpΦmqupLq
ı 2˙
.
(142)
Next note that (139) and the fact thatA2 “ pA2, b2q prove thatRapA2q P CpRd,RMdq
and
@ x P Rd : pRapA2qqpxq “ px, x, . . . , xq P RMd. (143)
Corollary 2.23 and item (v) in Proposition 2.6 therefore ensure that
Ra
`
PM,IpΦ1,Φ2, . . . ,ΦM q ‚A2
˘ P C`RIpA2q,ROpPM,IpΦ1,Φ2,...,ΦM qq˘
“ CpRd,RMdq (144)
and
@ x P Rd : `Ra`PM,IpΦ1,Φ2, . . . ,ΦMq ‚ A2˘˘pxq
“ `pRapΦ1qqpxq, pRapΦ2qqpxq, . . . , pRapΦM qqpxq˘. (145)
In addition, observe that (139) and the fact that A1 “ pA1, b1q assure thatRapA1q P
CpRMd,Rdq and
@ y1, y2, . . . , yM P Rd : pRapA1qqpy1, y2, . . . , yMq “
Mř
m“1
hmym. (146)
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Combining this, (144), (145), and (140) with item (v) in Proposition 2.6 demon-
strates that
RapΨq P C
`
R
IppPM,IpΦ1,Φ2,...,ΦM qq‚A2q,ROpA1q
˘ “ CpRd,Rdq (147)
and
@ x P Rd : pRapΨqqpxq “
Mř
m“1
hmpRapΦmqqpxq. (148)
This and (142) establish items (i)–(iii). The proof of Proposition 2.26 is thus
completed.
2.5 ANN representations for Euler approximations
2.5.1 ANN representations for one Euler step
Lemma 2.27. Let a P CpR,Rq, L1 P N X r2,8q, L2 P N, d, i, l1,0, l1,1, . . . ,
l1,L1 , l2,0, l2,1, . . . , l2,L2 P N, I,Φ1,Φ2 P N satisfy for all k P t1, 2u, x P Rd that
DpIq “ pd, i, dq, pRapIqqpxq “ x, IpΦkq “ OpΦkq “ d, and DpΦkq “ plk,0, lk,1, . . . ,
lk,Lkq (cf. Definition 2.1 and Definition 2.3). Then there exists Ψ P N such that
(i) it holds that RapΨq P CpRd,Rdq,
(ii) it holds for all x P Rd that
pRapΨqqpxq “ pRapΦ2qqpxq `
`pRapΦ1qq ˝ pRapΦ2qq˘pxq, (149)
(iii) it holds that
DpΨq “ pl2,0, l2,1, . . . , l2,L2´1, l1,1 ` i, l1,2 ` i, . . . , l1,L1´1 ` i, l1,L1q, (150)
and
(iv) it holds that
PpΨq “ PpΦ1q ` PpΦ2q ` pi´ dqpl2,L2´1 ` 1q ` l1,1pl2,L2´1 ´ dq
` pL1 ´ 2qipi` 1q ` i
„
L1ř
m“2
l1,m

` i
„
L1´2ř
m“1
l1,m

.
(151)
Proof of Lemma 2.27. Throughout this proof let A1 P Rdˆ2d, A2 P R2dˆd, b1 P Rd,
b2 P R2d satisfy that
A1 “
`
Id Id
˘
, A2 “
ˆ
Id
Id
˙
, b1 “ 0, and b2 “ 0 (152)
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(cf. Definition 2.10) and let A1 P pRdˆ2d ˆ Rdq Ď N, A2 P pR2dˆd ˆ R2dq Ď N,
Ψ P N satisfy that A1 “ pA1, b1q, A2 “ pA2, b2q, and
Ψ “ A1 ‚
“
P2
`
Φ1, I
‚pL1´1q
˘‰ ‚ A2 ‚ Φ2 (153)
(cf. Definition 2.5, Definition 2.11, Definition 2.17, Lemma 2.8, and item (i) in
Lemma 2.13). Observe that (152) and the fact that A2 “ pA2, b2q ensure that for
all x P Rd it holds that
RapA2q P CpRd,R2dq and pRapA2qqpxq “ px, xq. (154)
Item (v) in Proposition 2.6, item (i) in Lemma 2.14, and Proposition 2.19 hence
imply that for all x P Rd it holds that RaprP2pΦ1, I‚pL1´1qqs ‚ A2q P CpRd,R2dq and`
Ra
`“
P2
`
Φ1, I
‚pL1´1q
˘‰ ‚ A2˘˘pxq “ `Ra`P2`Φ1, I‚pL1´1q˘˘˘px, xq
“ `pRapΦ1qqpxq, pRapI‚pL1´1qqqpxq˘ “ `pRapΦ1qqpxq, x˘. (155)
Item (v) in Proposition 2.6 therefore demonstrates that for all x P Rd it holds that
Ra
`“
P2
`
Φ1, I
‚pL1´1q
˘‰ ‚A2 ‚ Φ2˘ P CpRd,R2dq and`
Ra
`“
P2
`
Φ1, I
‚pL1´1q
˘‰ ‚A2 ‚ Φ2˘˘pxq “ ´pRapΦ1qq`pRapΦ2qqpxq˘, pRapΦ2qqpxq¯.
(156)
In addition, note that (152) and the fact that A1 “ pA1, b1q ensure that for all
y “ py1, y2q P Rd ˆ Rd it holds that
RapA1q P CpR2d,Rdq and pRapA1qqpyq “ y1 ` y2. (157)
Item (v) in Proposition 2.6, (153), and (156) hence prove that for all x P Rd it
holds that RapΨq P CpRd,Rdq and
pRapΨqqpxq “ pRapΦ1qq
`pRapΦ2qqpxq˘` pRapΦ2qqpxq. (158)
Next note that item (i) in Lemma 2.13 and item (i) in Proposition 2.20 demonstrate
that
D
`
P2
`
Φ1, I
‚pL1´1q
˘˘ “ p2d, l1,1 ` i, l1,2 ` i, . . . , l1,L1´1 ` i, 2dq. (159)
Item (i) in Proposition 2.6 therefore ensures that
D
`
A1 ‚
“
P2
`
Φ1, I
‚pL1´1q
˘‰ ‚A2˘ “ pd, l1,1 ` i, l1,2 ` i, . . . , l1,L1´1 ` i, dq. (160)
Combining this with item (i) in Proposition 2.6, (153), and the fact that OpΦ2q “
l2,L2 “ d shows that
DpΨq “ pl2,0, l2,1, . . . , l2,L2´1, l1,1 ` i, l1,2 ` i, . . . , l1,L1´1 ` i, dq. (161)
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The fact that l1,L1 “ OpΦ1q “ d hence ensures that
PpΨq “
„
L2´1ř
m“1
l2,mpl2,m´1 ` 1q

` pl1,1 ` iqpl2,L2´1 ` 1q
`
„
L1´1ř
m“2
pl1,m ` iqpl1,m´1 ` i` 1q

` dpl1,L1´1 ` i` 1q
“ PpΦ2q ´ l2,L2pl2,L2´1 ` 1q ` pl1,1 ` iqpl2,L2´1 ` 1q
` i
„
L1´1ř
m“2
l1,m

` i
„
L1´1ř
m“2
l1,m´1

`
„
L1´1ř
m“2
l1,mpl1,m´1 ` 1q

` pL1 ´ 2qipi` 1q ` l1,L1pl1,L1´1 ` 1q ` l1,L1 i.
(162)
This, the fact that l2,L2 “ OpΦ2q “ d, and the fact that l1,0 “ IpΦ1q “ d demon-
strate that
PpΨq “ PpΦ2q ` pl1,1 ´ d` iqpl2,L2´1 ` 1q ` pL1 ´ 2qipi` 1q
` i
„
L1ř
m“2
l1,m

` i
„
L1´2ř
m“1
l1,m

` PpΦ1q ´ l1,1pl1,0 ` 1q
“ PpΦ1q ` PpΦ2q ` pi´ dqpl2,L2´1 ` 1q ` l1,1pl2,L2´1 ´ dq
` pL1 ´ 2qipi` 1q ` i
„
L1ř
m“2
l1,m

` i
„
L1´2ř
m“1
l1,m

.
(163)
Combining this with (158) and (161) establishes items (i)–(iv). The proof of
Lemma 2.27 is thus completed.
Proposition 2.28. Let a P CpR,Rq, L1 P N X r2,8q, L2 P N, I,Φ1,Φ2 P N,
d, i, l1,0, l1,1, . . . , l1,L1 , l2,0, l2,1, . . . , l2,L2 P N satisfy for all k P t1, 2u, x P Rd that
2 ď i ď 2d, l2,L2´1 ď l1,L1´1` i, DpIq “ pd, i, dq, pRapIqqpxq “ x, IpΦkq “ OpΦkq “
d, and DpΦkq “ plk,0, lk,1, . . . , lk,Lkq (cf. Definition 2.1 and Definition 2.3). Then
there exists Ψ P N such that
(i) it holds that RapΨq P CpRd,Rdq,
(ii) it holds for all x P Rd that
pRapΨqqpxq “ pRapΦ2qqpxq `
`pRapΦ1qq ˝ pRapΦ2qq˘pxq, (164)
(iii) it holds that
DpΨq “ pl2,0, l2,1, . . . , l2,L2´1, l1,1 ` i, l1,2 ` i, . . . , l1,L1´1 ` i, l1,L1q, (165)
and
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(iv) it holds that
PpΨq ď PpΦ2q ` PpΦ1q
“
1
4
PpΦ1q ` PpIq ´ 1
‰
ď PpΦ2q `
“
1
2
PpIq ` PpΦ1q
‰2
.
(166)
Proof of Proposition 2.28. Throughout this proof let Ψ P N satisfy that
(I) it holds that RapΨq P CpRd,Rdq,
(II) it holds for all x P Rd that
pRapΨqqpxq “ pRapΦ2qqpxq `
`pRapΦ1qq ˝ pRapΦ2qq˘pxq, (167)
(III) it holds that
DpΨq “ pl2,0, l2,1, . . . , l2,L2´1, l1,1 ` i, l1,2 ` i, . . . , l1,L1´1 ` i, l1,L1q, (168)
and
(IV) it holds that
PpΨq “ PpΦ1q ` PpΦ2q ` pi´ dqpl2,L2´1 ` 1q ` l1,1pl2,L2´1 ´ dq
` pL1 ´ 2qipi` 1q ` i
„
L1ř
m“2
l1,m

` i
„
L1´2ř
m“1
l1,m

(169)
(cf. Lemma 2.27). Note that the fact that l1,0 “ IpΦ1q “ d “ OpΦ1q “ l1,L1 implies
that
i
„
L1ř
m“2
l1,m

ď 1
2
i
„
L1ř
m“2
l1,mpl1,m´1 ` 1q

“ 1
2
i
“
PpΦ1q ´ l1,1pd` 1q
‰
(170)
and
i
„
L1´2ř
m“1
l1,m

ď 1
2
i
„
L1´2ř
m“1
l1,mpl1,m´1 ` 1q

“ 1
2
i
“
PpΦ1q ´ dpl1,L1´1 ` 1q ´ l1,L1´1pl1,L1´2 ` 1q
‰
.
(171)
Combining this with (IV) and the hypothesis that l2,L2´1 ď l1,L1´1` i ensures that
PpΨq ď r1` isPpΦ1q ` PpΦ2q ` pi´ dqpl2,L2´1 ` 1q ` l1,1pl2,L2´1 ´ dq
` pL1 ´ 2qipi` 1q ´ 12 i l1,1pd` 1q
´ 1
2
i dpl1,L1´1 ` 1q ´ 12 i l1,L1´1pl1,L1´2 ` 1q
ď r1` isPpΦ1q ` PpΦ2q ` rmaxti´ d, 0uspl1,L1´1 ` i` 1q
` l1,1
“
l1,L1´1 ` i´ d´ 12 i pd` 1q
‰` pL1 ´ 2qipi` 1q
´ 1
2
i dpl1,L1´1 ` 1q ´ 12 i l1,L1´1pl1,L1´2 ` 1q.
(172)
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Moreover, observe that the hypothesis that 2 ď i ď 2d shows that
l1,1
“
i´ d´ 1
2
i pd` 1q‰´ 1
2
i dpl1,L1´1 ` 1q ´ 12 i l1,L1´1pl1,L1´2 ` 1q
ď l1,1
“
2d´ d´ pd` 1q‰´ 1
2
i l1,L1´1 ´ i l1,L1´1 ď ´32 i l1,L1´1.
(173)
This and (172) prove that
PpΨq ď r1` isPpΦ1q ` PpΦ2q ` rmaxti´ d, 0us l1,L1´1
` rmaxti´ d, 0us pi` 1q ` l1,1l1,L1´1 ´ 32 i l1,L1´1 ` pL1 ´ 2qipi` 1q
ď r1` isPpΦ1q ` PpΦ2q ` rmaxti´ d, 0us l1,L1´1
` ipi` 1q ` l1,1l1,L1´1 ` pL1 ´ 2qipi` 1q ´ 32 i l1,L1´1
ď r1` isPpΦ1q ` PpΦ2q ` rmaxti´ d, 0us l1,L1´1 ` l1,1l1,L1´1
` pL1 ´ 1qipi` 1q ´ 32 i l1,L1´1
ď r1` isPpΦ1q ` PpΦ2q ` l1,1l1,L1´1 ` pL1 ´ 1qipi` 1q.
(174)
Moreover, observe that
L1 ´ 1 ď
„
L1ř
m“1
l1,m

´ 1 ď 1
2
„
L1ř
m“1
l1,mpl1,m´1 ` 1q

´ 1
ď 1
2
PpΦ1q ´ 1 ď 12PpΦ1q.
(175)
Combining this and (174) with the fact that @ k P NX r1, L1s : l1,k ď 12 l1,kpl1,k´1 `
1q ď 1
2
PpΦ1q demonstrates that
PpΨq ď r1` isPpΦ1q ` PpΦ2q ` l1,1l1,L1´1 ` 12PpΦ1qipi` 1q
“ PpΦ2q `
“
1` i` 1
2
ipi` 1q‰PpΦ1q ` l1,1l1,L1´1
ď PpΦ2q ` r1` i` 12 ipi` 1qsPpΦ1q ` 14rPpΦ1qs2.
(176)
Furthermore, note that the hypothesis that 2 ď i ď 2d and the hypothesis that
DpIq “ pd, i, dq prove that
i` 1
2
ipi` 1q “ i2 ` i` 1
2
i´ 1
2
i2 ď 2di` i` d´ 1
2
i2
“ ipd` 1q ` dpi` 1q ´ 1
2
i2 “ PpIq ´ 1
2
i2 ď PpIq ´ 2. (177)
Combining this and (176) implies that
PpΨq ď PpΦ2q ` r1` PpIq ´ 2sPpΦ1q ` 14rPpΦ1qs2
“ PpΦ2q `
“
1
4
PpΦ1q ` PpIq ´ 1
‰
PpΦ1q
ď PpΦ2q ` PpIqPpΦ1q ` 14rPpIqs2 ` rPpΦ1qs2
“ PpΦ2q `
“
1
2
PpIq ` PpΦ1q
‰2
.
(178)
This, (I), (II), and (III) establish items (i)–(iv). The proof of Proposition 2.28 is
thus completed.
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2.5.2 ANN representations for multiple nested Euler steps
Corollary 2.29. Let a P CpR,Rq, d, i,L P N, ℓ0, ℓ1, . . . , ℓL P N, pLnqnPN0 Ď
NX r2,8q, I, ψ P N, pφnqnPN0 Ď N, let ln,k P N, k P t0, 1, . . . , Lnu, n P N0, assume
for all n P N0, x P Rd that 2 ď i ď 2d, ℓL´1 ď l0,L0´1 ` i, ln,Ln´1 ď ln`1,Ln`1´1,
DpIq “ pd, i, dq, pRapIqqpxq “ x, Ipφnq “ Opφnq “ Ipψq “ Opψq “ d, Dpφnq “
pln,0, ln,1, . . . , ln,Lnq, and Dpψq “ pℓ0, ℓ1, . . . , ℓLq, and let fn : Rd Ñ Rd, n P N0, be
the functions which satisfy for all n P N0, x P Rd that
f0pxq “ pRapψqqpxq and fn`1pxq “ fnpxq `
`rRapφnqs ˝ fn˘pxq (179)
(cf. Definition 2.1 and Definition 2.3). Then for every n P N there exists Ψ P N
such that
(i) it holds that RapΨq P CpRd,Rdq,
(ii) it holds for all x P Rd that pRapΨqqpxq “ fnpxq,
(iii) it holds that HpΨq “ Hpψq `řn´1k“0 Hpφkq,
(iv) it holds that
DpΨq “ `ℓ0, ℓ1, . . . , ℓL´1, l0,1 ` i, l0,2 ` i, . . . , l0,L0´1 ` i,
l1,1 ` i, l1,2` i, . . . , l1,L1´1 ` i, . . . , ln´1,1` i, ln´1,2` i, . . . , ln´1,Ln´1´1` i, d
˘
,
(180)
and
(v) it holds that PpΨq ď Ppψq `řn´1k“0 “12PpIq ` Ppφkq‰2.
Proof of Corollary 2.29. We prove items (i)–(v) by induction on n P N. Note
that the hypothesis that Dpψq “ pℓ0, ℓ1, . . . , ℓLq, the fact that ℓ0 “ Ipψq “ ℓL “
Opψq “ d, the hypothesis that Dpφ0q “ pl0,0, l0,1, . . . , l0,L0q, the hypothesis that
ℓL´1 ď l0,L0´1 ` i, the hypothesis that L0 P N X r2,8q, Proposition 2.28 (with
a “ a, L1 “ L0, L2 “ L, I “ I, Φ1 “ φ0, Φ2 “ ψ, d “ d, i “ i, l1,v “ l0,v, l2,w “ ℓw
for v P t0, 1, . . . , L0u, w P t0, 1, . . . ,Lu in the notation of Proposition 2.28), and
(179) imply that there exists Υ P N which satisfies that
(I) it holds that RapΥq P CpRd,Rdq,
(II) it holds for all x P Rd that
pRapΥqqpxq “ pRapψqqpxq `
`rRapφ0qs ˝ rRapψqs˘pxq
“ f0pxq ` prRapφ0qs ˝ f0qpxq “ f1pxq, (181)
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(III) it holds that
DpΥq “ `ℓ0, ℓ1, . . . , ℓL´1, l0,1 ` i, l0,2 ` i, . . . , l0,L0´1 ` i, l0,L0˘, (182)
and
(IV) it holds that PpΥq ď Ppψq ` “1
2
PpIq ` Ppφ0q
‰2
.
Observe that (III) shows that LpΥq “ L` L0 ´ 1. Hence, we obtain that
HpΥq “ LpΥq ´ 1 “ pL´ 1q ` pL0 ´ 1q “ Hpψq `Hpφ0q. (183)
Combining this with (I)–(IV) establishes items (i)–(v) in the base case n “ 1. For
the induction step N Q nÑ n`1 P NXr2,8q let n P N, Ψ P N, l0, l1, . . . , lL`řn´1
k“0 pLk´1q
P
N satisfy that
(a) it holds that RapΨq P CpRd,Rdq,
(b) it holds for all x P Rd that pRapΨqqpxq “ fnpxq,
(c) it holds that HpΨq “ Hpψq `řn´1k“0 Hpφkq,
(d) it holds that
DpΨq “ `ℓ0, ℓ1, . . . , ℓL´1, l0,1 ` i, l0,2 ` i, . . . , l0,L0´1 ` i, l1,1 ` i, l1,2 ` i,
. . . , l1,L1´1 ` i, . . . , ln´1,1 ` i, ln´1,2 ` i, . . . , ln´1,Ln´1´1 ` i, d
˘
“ `l0, l1, . . . , lL`řn´1
k“0pLk´1q
˘
,
(184)
and
(e) it holds that PpΨq ď Ppψq `řn´1k“0 “12PpIq ` Ppφkq‰2.
Observe that (d) and the hypothesis that @ k P N0 : lk,Lk´1 ď lk`1,Lk`1´1 demon-
strate that
lLpΨq´1 “ lL´1`řn´1
k“0 pLk´1q
“ ln´1,Ln´1´1 ` i ď ln,Ln´1 ` i. (185)
The hypothesis that Dpφnq “ pln,0, ln,1, . . . , ln,Lnq, (d), the hypothesis that Ln P
N X r2,8q, and Proposition 2.28 (with a “ a, L1 “ Ln, L2 “ L `
řn´1
k“0pLk ´ 1q,
I “ I, Φ1 “ φn, Φ2 “ Ψ, d “ d, i “ i, l1,v “ ln,v, l2,w “ ℓw for v P t0, 1, . . . , Lnu,
w P t0, 1, . . . ,L`řn´1k“0pLk ´ 1qu in the notation of Proposition 2.28) hence prove
that there exists Φ P N which satisfies that
(A) it holds that RapΦq P CpRd,Rdq,
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(B) it holds for all x P Rd that
pRapΦqqpxq “ pRapΨqqpxq `
`rRapφnqs ˝ rRapΨqs˘pxq, (186)
(C) it holds that
DpΦq “ `ℓ0, ℓ1, . . . , ℓL´1, l0,1 ` i, l0,2 ` i, . . . , l0,L0´1 ` i, l1,1 ` i, l1,2 ` i,
. . . , l1,L1´1 ` i, . . . , ln,1 ` i, ln,2 ` i, . . . , ln,Ln´1 ` i, ln,Ln
˘
, (187)
and
(D) it holds that PpΦq ď PpΨq ` “1
2
PpIq ` Ppφnq
‰2
.
Next note that (C) implies that LpΦq “ L`řnk“0pLk ´ 1q. Hence, we obtain that
HpΦq “ LpΦq ´ 1 “ pL´ 1q `řnk“0pLk ´ 1q “ Hpψq `řnk“0Hpφkq. (188)
Moreover, observe that (B), (179), and (b) demonstrate that for all x P Rd it holds
that
pRapΦqqpxq “ pRapΨqqpxq `
`rRapφnqs ˝ rRapΨqs˘pxq
“ fnpxq ` prRapφnqs ˝ fnqpxq “ fn`1pxq. (189)
In addition, note that (D) and (e) ensure that
PpΦq ď Ppψq `
„
n´1ř
k“0
“
1
2
PpIq ` Ppφkq
‰2` “1
2
PpIq ` Ppφnq
‰2
“ Ppψq `
nř
k“0
“
1
2
PpIq ` Ppφkq
‰2
.
(190)
This, (A), (C), (188), and (189) prove items (i)–(v) in the case n ` 1. Induction
thus establishes items (i)–(v). The proof of Corollary 2.29 is thus completed.
Proposition 2.30. Let a P CpR,Rq, d,L P N, ℓ0, ℓ1, . . . , ℓL P N, ψ P N, pφnqnPN0 Ď
N satisfy for all n P N0 that Ipφnq “ Opφnq “ Ipψq “ Opψq “ d, Lpφnq “ 1, and
Dpψq “ pℓ0, ℓ1, . . . , ℓLq and let fn : Rd Ñ Rd, n P N0, be the functions which satisfy
for all n P N0, x P Rd that
f0pxq “ pRapψqqpxq and fn`1pxq “ fnpxq `
`rRapφnqs ˝ fn˘pxq (191)
(cf. Definition 2.1 and Definition 2.3). Then for every n P N0 there exists Ψ P N
such that
(i) it holds that RapΨq P CpRd,Rdq,
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(ii) it holds for all x P Rd that pRapΨqqpxq “ fnpxq, and
(iii) it holds that DpΨq “ Dpψq.
Proof of Proposition 2.30. We prove items (i)–(iii) by induction on n P N0. Note
that (191) and the fact that Rapψq P CpRd,Rdq establish items (i)–(iii) in the base
case n “ 0. For the induction step N0 Q n Ñ n ` 1 P N let n P N0, Ψ P N satisfy
that
(I) it holds that RapΨq P CpRd,Rdq,
(II) it holds for all x P Rd that pRapΨqqpxq “ fnpxq, and
(III) it holds that DpΨq “ Dpψq,
and let pA, bq P pRdˆd ˆ Rdq Ď N, A P pRdˆd ˆ Rdq Ď N, Φ P N satisfy that
φn “ pA, bq, A “ pA`Id, bq, and Φ “ A ‚Ψ (cf. Definition 2.5 and Definition 2.10).
Observe that item (v) in Proposition 2.6 demonstrates that for all x P Rd it holds
that RapΦq P CpRd,Rdq and
pRapΦqqpxq “ pRapAqq
`pRapΨqqpxq˘
“ pA` Idq
`pRapΨqqpxq˘` b
“ A`pRapΨqqpxq˘` b` pRapΨqqpxq
“ pRapφnqq
`pRapΨqqpxq˘` pRapΨqqpxq.
(192)
Combining this with (191) and (II) proves that for all x P Rd it holds that
pRapΦqqpxq “ pRapφnqq
`
fnpxq
˘` fnpxq “ fn`1pxq. (193)
In addition, note that (III), the fact that Φ “ A ‚Ψ, the fact that LpAq “ 1,
the fact that IpAq “ OpAq “ OpΨq “ d, and item (i) in Proposition 2.6 imply
that DpΦq “ DpΨq “ Dpψq. Combining this and the fact that RapΦq P CpRd,Rdq
with (193) proves items (i)–(iii) in the case n ` 1. Induction thus establishes
items (i)–(iii). The proof of Proposition 2.30 is thus completed.
Corollary 2.31. Let a P CpR,Rq, d, i, L,L P N, ℓ0, ℓ1, . . . , ℓL P N, I, ψ P N,
pφnqnPN0 Ď N, let ln,k P N, k P t0, 1, . . . , Lu, n P N0, assume for all n P N0,
x P Rd that 2 ď i ď 2d, ℓL´1 ď l0,L´1 ` i, ln,L´1 ď ln`1,L´1, DpIq “ pd, i, dq,
pRapIqqpxq “ x, Ipφnq “ Opφnq “ Ipψq “ Opψq “ d, Dpφnq “ pln,0, ln,1, . . . , ln,Lq,
and Dpψq “ pℓ0, ℓ1, . . . , ℓLq, and let fn : Rd Ñ Rd, n P N0, be the functions which
satisfy for all n P N0, x P Rd that
f0pxq “ pRapψqqpxq and fn`1pxq “ fnpxq `
`rRapφnqs ˝ fn˘pxq (194)
(cf. Definition 2.1 and Definition 2.3). Then for every n P N0 there exists Ψ P N
such that
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(i) it holds that RapΨq P CpRd,Rdq,
(ii) it holds for all x P Rd that pRapΨqqpxq “ fnpxq,
(iii) it holds that HpΨq “ Hpψq `řn´1k“0 Hpφkq “ Hpψq ` nHpφ0q, and
(iv) it holds that PpΨq ď Ppψq `řn´1k“0 “12PpIq ` Ppφkq‰2.
Proof of Corollary 2.31. To prove items (i)–(iv) we distinguish between the case
L “ 1 and the case L P NXr2,8q. We first prove items (i)–(iv) in the case L “ 1.
Observe that Proposition 2.30 ensures that there exist Ψn P N, n P N0, which
satisfy that
(I) it holds for all n P N0 that RapΨnq P CpRd,Rdq,
(II) it holds for all n P N0, x P Rd that pRapΨnqqpxq “ fnpxq, and
(III) it holds for all n P N0 that DpΨnq “ Dpψq.
Next note that the hypothesis that L “ 1 demonstrates that for all n P N0 it holds
that Hpφnq “ 0. Combining this with (III) implies that for all n P N0 it holds that
HpΨnq “ Hpψq “ Hpψq `
řn´1
k“0 Hpφkq “ Hpψq ` nHpφ0q. (195)
In addition, observe that (III) shows that for all n P N0 it holds that
PpΨnq “ Ppψq ď Ppψq `
řn´1
k“0
“
1
2
PpIq ` Ppφkq
‰2
. (196)
Combining this and (195) with (I)–(II) establishes items (i)–(iv) in the case L “
1. We now prove items (i)–(iv) in the case L P N X r2,8q. Note that (194),
the fact that Rapψq P CpRd,Rdq, the fact that Hpψq “ Hpψq `
ř´1
k“0Hpφkq “
Hpψq ` 0 ¨Hpφ0q, and the fact that Ppψq “ Ppψq `
ř´1
k“0
“
1
2
PpIq `Ppφkq
‰2
prove
that there exists Ψ P N such that
(a) it holds that RapΨq P CpRd,Rdq,
(b) it holds for all x P Rd that pRapΨqqpxq “ f0pxq,
(c) it holds that HpΨq “ Hpψq `ř´1k“0Hpφkq “ Hpψq ` 0 ¨Hpφ0q, and
(d) it holds that PpΨq ď Ppψq `ř´1k“0 “12PpIq ` Ppφkq‰2.
Moreover, observe that Corollary 2.29 and the fact that for all k P N0 it holds that
Hpφkq “ L´ 1 “ Hpφ0q ensure that for every n P N there exists Ψ P N such that
(A) it holds that RapΨq P CpRd,Rdq,
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(B) it holds for all x P Rd that pRapΨqqpxq “ fnpxq,
(C) it holds that HpΨq “ Hpψq `řn´1k“0 Hpφkq “ Hpψq ` nHpφ0q, and
(D) it holds that PpΨq ď Ppψq `řn´1k“0 “12PpIq ` Ppφkq‰2.
Combining this with (a)–(d) proves items (i)–(iv) in the case L P NX r2,8q. The
proof of Corollary 2.31 is thus completed.
2.5.3 ANN representations for multiple perturbed nested Euler steps
Proposition 2.32. Let a P CpR,Rq, N, d, i P N, I,Φ P N, A1, A2, . . . , AN P Rdˆd
satisfy for all x P Rd that 2 ď i ď 2d, DpIq “ pd, i, dq, pRapIqqpxq “ x, and
IpΦq “ OpΦq “ d and let Yn “ pY x,yn qpx,yqPRdˆpRdqN : Rd ˆ pRdqN Ñ Rd, n P
t0, 1, . . . , Nu, be the functions which satisfy for all n P t0, 1, . . . , N ´ 1u, x P Rd,
y “ py1, y2, . . . , yNq P pRdqN that Y x,y0 “ x and
Y
x,y
n`1 “ Y x,yn ` An`1
`pRapΦqqpY x,yn q˘` yn`1 (197)
(cf. Definition 2.1 and Definition 2.3). Then there exists pΨn,yqpn,yqPt0,1,...,NuˆpRdqN Ď
N such that
(i) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that RapΨn,yq P CpRd,Rdq,
(ii) it holds for all n P t0, 1, . . . , Nu, y P pRdqN , x P Rd that pRapΨn,yqqpxq “
Y x,yn ,
(iii) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that
HpΨn,yq “ HpIq ` nHpΦq “ 1` nHpΦq, (198)
(iv) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that
PpΨn,yq ď PpIq ` n
“
1
2
PpIq ` PpΦq‰2, (199)
(v) it holds for all n P t0, 1, . . . , Nu, x P Rd that“pRdqN Q y ÞÑ pRapΨn,yqqpxq P Rd‰ P C`pRdqN ,Rd˘, (200)
and
(vi) it holds for all n P t0, 1, . . . , Nu, m P N0Xr0, ns, x P Rd, y “ py1, y2, . . . , yNq,
z “ pz1, z2, . . . , zNq P pRdqN with @ k P NX r0, ns : yk “ zk that
pRapΨm,yqqpxq “ pRapΨm,zqqpxq. (201)
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Proof of Proposition 2.32. Throughout this proof let l0, l1, . . . , lLpΦq P N satisfy
that DpΦq “ pl0, l1, . . . , lLpΦqq, let An,b P pRdˆd ˆ Rdq Ď N, n P t1, 2, . . . , Nu,
b P Rd, satisfy for all n P t1, 2, . . . , Nu, b P Rd that
An,b “ pAn, bq P pRdˆd ˆ Rdq, (202)
let ρn,y P N, n P N, y P pRdqN , satisfy for all n P N, y “ py1, y2, . . . , yNq P pRdqN
that
ρn,y “ Amintn,Nu,ymintn,Nu ‚ Φ (203)
(cf. Definition 2.5), and let Yn “ pYx,yn qpx,yqPRdˆpRdqN : Rd ˆ pRdqN Ñ Rd, n P N0,
be the functions which satisfy for all n P N0, x P Rd, y “ py1, y2, . . . , yNq P pRdqN
that Yx,y0 “ x and
Y
x,y
n`1 “ Yx,yn `
`
Rapρn`1,yq
˘pYx,yn q. (204)
Observe that item (i) in Proposition 2.6 and the fact that for all n P t1, 2, . . . , Nu,
y “ py1, y2, . . . , yNq P pRdqN it holds that ρn,y “ An,yn ‚ Φ prove that for all
n P t1, 2, . . . , Nu, y P pRdqN it holds that Dpρn,yq “ DpΦq “ pl0, l1, . . . , lLpΦqq.
Corollary 2.31 (with a “ a, d “ d, i “ i, L “ LpΦq, L “ 2, ℓ0 “ d, ℓ1 “ i,
ℓ2 “ d, I “ I, ψ “ I, pN0 Q n ÞÑ φn P Nq “ pN0 Q n ÞÑ ρn`1,y P Nq, pN0 ˆ
t0, 1, . . . ,LpΦqu Q pn, kq ÞÑ ln,k P Nq “ pN0 ˆ t0, 1, . . . ,LpΦqu Q pn, kq ÞÑ lk P Nq,
pN0 Q n ÞÑ fn P CpRd,Rdqq “ pN0 Q n ÞÑ pRd Q x ÞÑ Yx,yn P Rdq P CpRd,Rdqq
for y P pRdqN in the notation of Corollary 2.31) and the fact that for all x P Rd,
y P pRdqN it holds that pRapIqqpxq “ x “ Yx,y0 “ Y x,y0 hence prove that there exist
Ψn,y P N, pn, yq P t0, 1, . . . , Nu ˆ pRdqN , which satisfy that
(I) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that RapΨn,yq P CpRd,Rdq,
(II) it holds for all n P t0, 1, . . . , Nu, y P pRdqN , x P Rd that pRapΨn,yqqpxq “
Yx,yn “ Y x,yn ,
(III) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that
HpΨn,yq “ HpIq `
n´1ř
k“0
Hpρk`1,yq “ 1` nHpΦq, (205)
and
(IV) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that
PpΨn,yq ď PpIq`
n´1ř
k“0
“
1
2
PpIq`Ppρk`1,yq
‰2 “ PpIq`n“1
2
PpIq`PpΦq‰2. (206)
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Next we claim that for all n P t0, 1, . . . , Nu it holds that
@ x P Rd :
”`pRdqN Q y ÞÑ Y x,yn P Rd˘ P C`pRdqN ,Rd˘ı. (207)
We now prove (207) by induction on n P t0, 1, . . . , Nu. Note that the fact that for
all x P Rd, y P pRdqN it holds that Y x,y0 “ x proves (207) in the base case n “ 0.
For the induction step observe that (197) and the fact that RapΦq P CpRd,Rdq
ensure that for all n P t0, 1, . . . , N ´ 1u with
@ x P Rd :
”`pRdqN Q y ÞÑ Y x,yn P Rd˘ P C`pRdqN ,Rd˘ı (208)
it holds that
@ x P Rd :
”`pRdqN Q y ÞÑ Y x,yn`1 P Rd˘ P C`pRdqN ,Rd˘ı. (209)
Induction thus proves (207). In addition, observe that (207) and (II) imply that
for all n P t0, 1, . . . , Nu, x P Rd it holds that`pRdqN Q y ÞÑ pRapΨn,yqqpxq P Rd˘ P C`pRdqN ,Rd˘. (210)
Next let n P t0, 1, . . . , Nu, x P Rd, y “ py1, y2, . . . , yNq, z “ pz1, z2, . . . , zNq P pRdqN
satisfy for all k P N X r0, ns that yk “ zk. We claim that for all m P N0 X r0, ns it
holds that
Y x,ym “ Y x,zm . (211)
We now prove (211) by induction on m P N0 X r0, ns. Note that the fact that
Y
x,y
0 “ x “ Y x,z0 implies (211) in the base case m “ 0. For the induction step
observe that (197) and the fact that for all k P N X r0, ns it holds that yk “ zk
ensure that for all m P N0 X p´8, nq with Y x,ym “ Y x,zm it holds that
Y
x,y
m`1 “ Y x,ym ` Am`1
`pRapΦqqpY x,ym q˘` ym`1
“ Y x,zm ` Am`1
`pRapΦqqpY x,zm q˘` zm`1 “ Y x,zm`1. (212)
Induction thus proves (211). Note that (211) and (II) assure that for all n P
t0, 1, . . . , Nu, m P N0 X r0, ns, x P Rd, y “ py1, y2, . . . , yNq, z “ pz1, z2, . . . , zNq P
pRdqN with @ k P NX r0, ns : yk “ zk it holds that
pRapΨm,yqqpxq “ pRapΨm,zqqpxq. (213)
Combining this with (210) and (I)–(IV) establishes items (i)–(vi). The proof of
Proposition 2.32 is thus completed.
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3 ANN approximation results
This section establishes in Theorem 3.12 in Subsection 3.3 below the main result of
this article. Some of the material presented in Subsection 3.1 and Subsection 3.2
are well-known concepts and results in the scientific literature. In particular, the
material in Subsection 3.1.1 and Subsection 3.1.2 consists mainly of reformulations
of concepts and results in Elbra¨chter et al. [11, Appendix A.3 and Appendix A.4].
Moreover, our proof of Proposition 3.5 in Subsection 3.2.1 below is inspired by
Elbra¨chter et al. [11, Section 6] and Yarotsky [37, Section 3.2]. Furthermore,
Lemma 3.8 and Lemma 3.9 are elementary and essentially well-known in the sci-
entific literature. In addition, our proof of Lemma 3.11 is based on a well-known
Gronwall argument.
3.1 ANN approximations for the square function
3.1.1 Explicit approximations for the square function on r0, 1s
Lemma 3.1. Let gn : R Ñ r0, 1s, n P N, be the functions which satisfy for all
n P N, x P R that
g1pxq “
$’&
’%
2x : x P r0, 1
2
q
2´ 2x : x P r1
2
, 1s
0 : x P Rzr0, 1s
(214)
and gn`1pxq “ g1pgnpxqq. Then
(i) it holds for all n P N, k P t0, 1, . . . , 2n´1 ´ 1u, x P “ k
2n´1
, k`1
2n´1
‰
that
gnpxq “
#
2npx´ 2k
2n
q : x P “ 2k
2n
, 2k`1
2n
‰
2np2k`2
2n
´ xq : x P “2k`1
2n
, 2k`2
2n
‰ (215)
and
(ii) it holds for all n P N, x P Rzr0, 1s that gnpxq “ 0.
Proof of Lemma 3.1. First, we claim that for all n P N it holds that
˜
@ k P t0, 1, . . . , 2n´1 ´ 1u, x P “ k
2n´1
, k`1
2n´1
‰
:
gnpxq “
#
2npx´ 2k
2n
q : x P “ 2k
2n
, 2k`1
2n
‰
2np2k`2
2n
´ xq : x P “2k`1
2n
, 2k`2
2n
‰
¸
. (216)
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We now prove (216) by induction on n P N. Note that (214) establishes (216) in
the base case n “ 1. For the induction step N Q n Ñ n ` 1 P N X r2,8q assume
that there exists n P N such that for all k P t0, 1, . . . , 2n´1 ´ 1u, x P “ k
2n´1
, k`1
2n´1
‰
it
holds that
gnpxq “
#
2npx´ 2k
2n
q : x P “ 2k
2n
, 2k`1
2n
‰
2np2k`2
2n
´ xq : x P “2k`1
2n
, 2k`2
2n
‰ . (217)
Observe that (214) and (217) imply that for all l P t0, 1, . . . , 2n´1 ´ 1u, x P“
2l
2n
,
2l`p1{2q
2n
‰
it holds that
gn`1pxq “ g1pgnpxqq “ g1p2npx´ 2l2n qq “ 2
“
2npx´ 2l
2n
q‰ “ 2n`1px´ 2l
2n
q. (218)
In addition, note that (214) and (217) ensure that for all l P t0, 1, . . . , 2n´1 ´ 1u,
x P “2l`p1{2q
2n
, 2l`1
2n
‰
it holds that
gn`1pxq “ g1pgnpxqq “ g1p2npx´ 2l2n qq “ 2´ 2
“
2npx´ 2l
2n
q‰
“ 2´ 2n`1x` 4l “ 2n`1p 4l`2
2n`1
´ xq. (219)
Moreover, observe that (214) and (217) demonstrate that for all l P t0, 1, . . . , 2n´1 ´ 1u,
x P “2l`1
2n
,
2l`p3{2q
2n
‰
it holds that
gn`1pxq “ g1pgnpxqq “ g1p2np2l`22n ´ xqq “ 2´ 2
“
2np2l`2
2n
´ xq‰
“ 2´ 2p2l ` 2q ` 2n`1x “ 2n`1x´ 4l ´ 2
“ 2n`1px´ 4l`2
2n`1
q.
(220)
Next note that (214) and (217) prove that for all l P t0, 1, . . . , 2n´1 ´ 1u, x P“
2l`p3{2q
2n
, 2l`2
2n
‰
it holds that
gn`1pxq “ g1pgnpxqq “ g1p2np2l`22n ´ xqq “ 2
“
2np2l`2
2n
´ xq‰ “ 2n`1p2l`2
2n
´ xq.
(221)
Moreover, observe that for all k P t0, 2, 4, 6, . . . u X r0, 2n ´ 2s it holds that“
2k
2n`1
, 2k`1
2n`1
‰ “ ”2pk{2q
2n
,
2pk{2q`p1{2q
2n
ı
,
“
2k`1
2n`1
, 2k`2
2n`1
‰ “ ”2pk{2q`p1{2q
2n
,
2pk{2q`1
2n
ı
, (222)
and k{2 P t0, 1, . . . , 2n´1 ´ 1u. This, (218), and (219) demonstrate that for all
k P t0, 2, 4, 6, . . . u X r0, 2n ´ 2s, x P “ k
2n
, k`1
2n
‰
it holds that
gn`1pxq “
$&
%
2n`1px´ 2pk{2q
2n
q : x P
”
2pk{2q
2n
,
2pk{2q`p1{2q
2n
ı
2n`1p4pk{2q`2
2n`1
´ xq : x P
”
2pk{2q`p1{2q
2n
,
2pk{2q`1
2n
ı
“
#
2n`1px´ 2k
2n`1
q : x P “ 2k
2n`1
, 2k`1
2n`1
‰
2n`1p2k`2
2n`1
´ xq : x P “2k`1
2n`1
, 2k`2
2n`1
‰ .
(223)
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In addition, observe that for all k P t1, 3, 5, 7, . . . u X r1, 2n ´ 1s it holds that“
2k
2n`1
, 2k`1
2n`1
‰ “ ”2ppk´1q{2q`1
2n
,
2ppk´1q{2q`p3{2q
2n
ı
,“
2k`1
2n`1
, 2k`2
2n`1
‰ “ ”2ppk´1q{2q`p3{2q
2n
,
2ppk´1q{2q`2
2n
ı
,
(224)
and pk´1q{2 P t0, 1, . . . , 2n´1 ´ 1u. This, (220), and (221) demonstrate that for all
k P t1, 3, 5, 7, . . . u X r1, 2n ´ 1s, x P “ k
2n
, k`1
2n
‰
it holds that
gn`1pxq “
$&
%
2n`1px´ 4ppk´1q{2q`2
2n`1
q : x P
”
2ppk´1q{2q`1
2n
,
2ppk´1q{2q`p3{2q
2n
ı
2n`1p2ppk´1q{2q`2
2n
´ xq : x P
”
2ppk´1q{2q`p3{2q
2n
,
2ppk´1q{2q`2
2n
ı
“
#
2n`1px´ 2k
2n`1
q : x P “ 2k
2n`1
, 2k`1
2n`1
‰
2n`1p2k`2
2n`1
´ xq : x P “2k`1
2n`1
, 2k`2
2n`1
‰ .
(225)
Combining this with (223) ensures that for all k P t0, 1, . . . , 2n ´ 1u, x P “ k
2n
, k`1
2n
‰
it holds that
gn`1pxq “
#
2n`1px´ 2k
2n`1
q : x P “ 2k
2n`1
, 2k`1
2n`1
‰
2n`1p2k`2
2n`1
´ xq : x P “2k`1
2n`1
, 2k`2
2n`1
‰ . (226)
Induction thus proves (216). Observe that (216) establishes item (i). Next we
claim that for all n P N it holds that
@ x P Rzr0, 1s : gnpxq “ 0. (227)
We now prove (227) by induction on n P N. Note that (214) establishes (227) in
the base case n “ 1. For the induction step observe that (214) ensures that for all
n P N with p@x P Rzr0, 1s : gnpxq “ 0q it holds that`@ x P Rzr0, 1s : gn`1pxq “ g1pgnpxqq “ g1p0q “ 0˘. (228)
Induction thus proves (227). Note that (227) establishes item (ii). The proof of
Lemma 3.1 is thus completed.
Lemma 3.2. Let gn : r0, 1s Ñ r0, 1s, n P N, be the functions which satisfy for all
n P N, x P r0, 1s that
g1pxq “
#
2x : x P r0, 1
2
q
2´ 2x : x P r1
2
, 1s (229)
and gn`1pxq “ g1pgnpxqq, and let fn : r0, 1s Ñ r0, 1s, n P N0, be the functions which
satisfy for all n P N0, k P t0, 1, . . . , 2n ´ 1u, x P
“
k
2n
, k`1
2n
˘
that fnp1q “ 1 and
fnpxq “
“
2k`1
2n
‰
x´ pk2`kq
22n
. (230)
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Then it holds for all n P N0, x P r0, 1s that
fnpxq “ x´
„
nř
m“1
`
2´2mgmpxq
˘
and
ˇˇ
x2 ´ fnpxq
ˇˇ ď 2´2n´2. (231)
Proof of Lemma 3.2. Note that (230) proves that for all n P N0, l P t0, 1, . . . , 2n ´ 1u
it holds that
fnp l2n q “
“
2l`1
2n
‰
l
2n
´ pl2`lq
22n
“ p2l`1ql´pl2`lq
22n
“ l2
22n
“ “ l
2n
‰2
. (232)
The hypothesis that for all n P N0 it holds that fnp1q “ 1 hence ensures that for
all n P N0, l P t0, 1, . . . , 2nu it holds that
fnp l2n q “
“
l
2n
‰2
. (233)
This and Lemma 3.1 demonstrate that for all n P N, k P t0, 1, . . . , 2n´1u it holds
that
fn´1p 2k2n q ´ fnp 2k2n q “ fn´1p k2n´1 q ´ fnp 2k2n q “
“
k
2n´1
‰2 ´ “ 2k
2n
‰2
“ 0 “ 2´2ngnp 2k2n q.
(234)
In addition, note that (230) and (233) imply that for all n P N, k P t0, 1, . . . , 2n´1 ´ 1u
it holds that
fn´1p2k`12n q “ fn´1
`
k`p1{2q
2n´1
˘ “ “2k`1
2n´1
‰ “
2k`1
2n
‰´ pk2`kq
22pn´1q
“ p4k2`4k`1q
22n´1
´ p2k2`2kq
22n´1
“ 2k2`2k`1
22n´1
“ 4k2`4k`2
22n
(235)
and
fnp2k`12n q “
“
2k`1
2n
‰2 “ 4k2`4k`1
22n
. (236)
Lemma 3.1 hence assures that for all n P N, k P t0, 1, . . . , 2n´1 ´ 1u it holds that
fn´1p2k`12n q ´ fnp2k`12n q “ p4k
2`4k`2q
22n
´ p4k2`4k`1q
22n
“ 2´2n “ 2´2ngnp2k`12n q. (237)
Combining this with (234) shows that for all n P N, l P t0, 1, . . . , 2nu it holds that
fn´1p l2n q ´ fnp l2n q “ 2´2ngnp l2n q. (238)
Furthermore, observe that (233) demonstrates that for all n P N0, l P t0, 1, . . . ,
2n ´ 1u it holds that
“
2l`1
2n
‰ “
l`1
2n
‰´ pl2`lq
22n
“ p2l`1qpl`1q´lpl`1q
22n
“ pl`1q2
22n
“ “ l`1
2n
‰2 “ fnp l`12n q. (239)
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Combining this with (230) implies that for all n P N0 it holds that fn P Cpr0, 1s,Rq
and
@ l P t0, 1, . . . , 2n ´ 1u, x P “ l
2n
, l`1
2n
‰
: fnpxq “
“
2l`1
2n
‰
x´ pl2`lq
22n
. (240)
The fact that for all n P N, k P t0, 1, . . . , 2n´1 ´ 1u it holds that “ k
2n´1
, k`1
2n´1
‰ ““
2k
2n
, 2k`1
2n
‰ Y “2k`1
2n
, 2k`2
2n
‰
hence ensures that there exist pan,k, bn,k, cn,kq P R3, k P
t0, 1, . . . , 2n´1 ´ 1u, n P N, such that for all n P N, k P t0, 1, . . . , 2n´1 ´ 1u,
x P “ k
2n´1
, k`1
2n´1
‰
it holds that
fn´1pxq ´ fnpxq “
#
an,k
`
x´ p2k`1q
2n
˘` bn,k : x P “ 2k2n , 2k`12n ‰
cn,k
`
x´ p2k`1q
2n
˘` bn,k : x P “2k`12n , 2k`22n ‰ . (241)
Lemma 3.1 and (238) therefore prove that for all n P N, k P t0, 1, . . . , 2n´1 ´ 1u,
x P “ k
2n´1
, k`1
2n´1
‰
it holds that
fn´1pxq ´ fnpxq “ 2´2ngnpxq. (242)
Hence, we obtain that for all n P N, x P r0, 1s it holds that
fn´1pxq ´ fnpxq “ 2´2ngnpxq. (243)
Next note that (230) ensures that for all x P r0, 1s it holds that f0pxq “ x. Com-
bining this with (243) implies that for all m P N0, x P r0, 1s it holds that
fmpxq “ f0pxq `
” mř
n“1
pfnpxq ´ fn´1pxqq
ı
“ f0pxq ´
” mř
n“1
pfn´1pxq ´ fnpxqq
ı
“ x´
” mř
n“1
2´2ngnpxq
ı
.
(244)
Moreover, observe that (240) demonstrates that for allm P N0, l P t0, 1, . . . , 2m ´ 1u,
x P “ l
2m
, l`1
2m
‰
it holds that
fmpxq ´ x2 “
“
2l`1
2m
‰
x´ pl2`lq
22m
´ x2 “ “ l`1
2m
‰
x` “ l
2m
‰
x´ “ l`1
2m
‰ “
l
2m
‰´ x2
“ `x´ l
2m
˘ `
l`1
2m
´ x˘ ě 0. (245)
The fact that for all a P R, b P pa,8q, r P ra, bs it holds that pr´aqpb´rq ď 1
4
pb´aq2
hence proves that for all m P N0, l P t0, 1, . . . , 2m ´ 1u, x P
“
l
2m
, l`1
2m
‰
it holds thatˇˇ
fmpxq ´ x2
ˇˇ “ fmpxq ´ x2 “ `x´ l2m ˘ ` l`12m ´ x˘
ď 1
4
`
l`1
2m
´ l
2m
˘2 “ 1
4
`
1
2m
˘2 “ 1
22
`
1
22m
˘ “ 1
22m`2
“ 2´2m´2. (246)
Therefore, we obtain that for all m P N0, x P r0, 1s it holds thatˇˇ
fmpxq ´ x2
ˇˇ ď 2´2m´2. (247)
Combining this with (244) establishes (231). The proof of Lemma 3.2 is thus
completed.
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3.1.2 ANN approximations for the square function on r0, 1s
Proposition 3.3. Let ε P p0, 1s, a P CpR,Rq satisfy for all x P R that apxq “
maxtx, 0u. Then there exists Φ P N such that
(i) it holds that RapΦq P CpR,Rq,
(ii) it holds for all x P Rzr0, 1s that pRapΦqqpxq “ apxq,
(iii) it holds for all x P r0, 1s that |x2 ´ pRapΦqqpxq| ď ε,
(iv) it holds that PpΦq ď maxt10 log2pε´1q ´ 7, 13u, and
(v) it holds that LpΦq ď maxt1
2
log2pε´1q ` 1, 2u
(cf. Definition 2.1 and Definition 2.3).
Proof of Proposition 3.3. Throughout this proof let M P N satisfy that
M “ min
´
NX r2,8qX “1
2
log2pε´1q,8
˘¯
, (248)
let gn : R Ñ r0, 1s, n P N, be the functions which satisfy for all n P N, x P R that
g1pxq “
$’&
’%
2x : x P r0, 1
2
q
2´ 2x : x P r1
2
, 1s
0 : x P Rzr0, 1s
(249)
and gn`1pxq “ g1pgnpxqq, let fn : r0, 1s Ñ r0, 1s, n P N0, be the functions which
satisfy for all n P N0, k P t0, 1, . . . , 2n ´ 1u, x P
“
k
2n
, k`1
2n
˘
that fnp1q “ 1 and
fnpxq “
“
2k`1
2n
‰
x´ pk2`kq
22n
, (250)
let pAk, bkq P R4ˆ4 ˆ R4, k P NX r2,8q, satisfy for all k P NX r2,8q that
Ak “
¨
˚˝˚ 2 ´4 2 02 ´4 2 0
2 ´4 2 0
p´2q3´2k 24´2k p´2q3´2k 1
˛
‹‹‚ and bk “
¨
˚˝˚ 0´1
2´1
0
˛
‹‹‚, (251)
let Ak P R1ˆ4 ˆ R, k P NX r2,8q, satisfy for all k P NX r2,8q that
Ak “
``p´2q3´2k 24´2k p´2q3´2k 1˘ , 0˘ , (252)
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let φk P N, k P NX r2,8q, satisfy that
φ2 “
¨
˚˝˚
¨
˚˝˚
¨
˚˝˚11
1
1
˛
‹‹‚,
¨
˚˝˚ 0´1
2´1
0
˛
‹‹‚
˛
‹‹‚,A2
˛
‹‹‚ (253)
and
@ k P NX r3,8q : φk “
¨
˚˝˚
¨
˚˝˚
¨
˚˝˚11
1
1
˛
‹‹‚,
¨
˚˝˚ 0´1
2´1
0
˛
‹‹‚
˛
‹‹‚, pA2, b2q, . . . , pAk´1, bk´1q,Ak
˛
‹‹‚, (254)
and let rk “ prk,1, rk,2, rk,3, rk,4q : R Ñ R4, k P N, be the functions which satisfy for
all x P R, k P N that
r1pxq “ pr1,1pxq, r1,2pxq, r1,3pxq, r1,4pxqq “ Ma,4
`
x, x´ 1
2
, x´ 1, x˘ (255)
and
rk`1pxq “ prk`1,1pxq, rk`1,2pxq, rk`1,3pxq, rk`1,4pxqq “ Ma,4
`
Ak`1rkpxq ` bk`1
˘
(256)
(cf. Definition 2.2). Note that (255), (6), (249), and the hypothesis that for all
x P R it holds that apxq “ maxtx, 0u show that for all x P R it holds that
2r1,1pxq ´ 4r1,2pxq ` 2r1,3pxq “ 2apxq ´ 4apx´ 12q ` 2apx´ 1q
“ 2maxtx, 0u ´ 4maxtx´ 1
2
, 0u ` 2maxtx´ 1, 0u “ g1pxq. (257)
Furthermore, observe that (255), (6), the hypothesis that for all x P R it holds
that apxq “ maxtx, 0u, and the fact that for all x P r0, 1s it holds that f0pxq “ x “
maxtx, 0u imply that for all x P R it holds that
r1,4pxq “ maxtx, 0u “
#
f0pxq : x P r0, 1s
maxtx, 0u : x P Rzr0, 1s . (258)
Next we claim that for all k P N it holds that`@ x P R : 2rk,1pxq ´ 4rk,2pxq ` 2rk,3pxq “ gkpxq˘ (259)
and ˜
@ x P R : rk,4pxq “
#
fk´1pxq : x P r0, 1s
maxtx, 0u : x P Rzr0, 1s
¸
. (260)
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We now prove (259)–(260) by induction on k P N. Note that (257) and (258)
prove (259)–(260) in the base case k “ 1. For the induction step N Q k Ñ k ` 1 P
NX r2,8q assume that there exists k P N such that for all x P R it holds that
2rk,1pxq ´ 4rk,2pxq ` 2rk,3pxq “ gkpxq (261)
and rk,4pxq “
#
fk´1pxq : x P r0, 1s
maxtx, 0u : x P Rzr0, 1s . (262)
Observe that (261), (257), (251), (6), and (256) ensure that for all x P R it holds
that
gk`1pxq “ g1pgkpxqq “ g1p2rk,1pxq ´ 4rk,2pxq ` 2rk,3pxqq
“ 2 a`2rk,1pxq ´ 4rk,2pxq ` 2rk,3pxq˘
´ 4 a`2rk,1pxq ´ 4rk,2pxq ` 2rk,3pxq ´ 12˘
` 2 a`2rk,1pxq ´ 4rk,2pxq ` 2rk,3pxq ´ 1˘
“ 2rk`1,1pxq ´ 4rk`1,2pxq ` 2rk`1,3pxq.
(263)
In addition, observe that (6), (251), (256), and (261) demonstrate that for all x P R
it holds that
rk`1,4pxq
“ a`p´2q3´2pk`1qrk,1pxq ` 24´2pk`1qrk,2pxq ` p´2q3´2pk`1qrk,3pxq ` rk,4pxq˘
“ a`p´2q1´2krk,1pxq ` 22´2krk,2pxq ` p´2q1´2krk,3pxq ` rk,4pxq˘
“ a`2´2k“´ 2rk,1pxq ` 22rk,2pxq ´ 2rk,3pxq‰` rk,4pxq˘
“ a`´ “2´2k‰“2rk,1pxq ´ 4rk,2pxq ` 2rk,3pxq‰ ` rk,4pxq˘
“ a`´ “2´2k‰gkpxq ` rk,4pxq˘.
(264)
Combining this with (262), Lemma 3.2, the hypothesis that for all x P R it holds
that apxq “ maxtx, 0u, and the fact that for all x P r0, 1s it holds that fkpxq ě 0
shows that for all x P r0, 1s it holds that
rk`1,4pxq “ a
`´ “2´2kgkpxq‰` fk´1pxq˘
“ a
´
´ `2´2kgkpxq˘` x´ ” k´1ř
j“1
`
2´2jgjpxq
˘ı¯
“ a
´
x´
” kř
j“1
2´2jgjpxq
ı¯
“ apfkpxqq “ fkpxq.
(265)
Next note that (264), (262), item (ii) in Lemma 3.1, and the hypothesis that for
all x P R it holds that apxq “ maxtx, 0u prove that for all x P Rzr0, 1s it holds that
rk`1,4pxq “ a
´
´ `2´2kgkpxq˘` rk,4pxq¯ “ apmaxtx, 0uq “ maxtx, 0u. (266)
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Combining (263) and (265) hence proves (259)–(260) in the case k ` 1. Induction
thus establishes (259)–(260). Next note that (7), (251), (252), (259), (253), (254),
(255), and (256) assure that for all m P N X r2,8q, x P R it holds that Rapφmq P
CpR,Rq and
pRapφmqqpxq
“ p´2q3´2mrm´1,1pxq ` 24´2mrm´1,2pxq ` p´2q3´2mrm´1,3pxq ` rm´1,4pxq
“ p´2q4´2m
´”
rm´1,1pxq`rm´1,3pxq
p´2q
ı
` rm´1,2pxq
¯
` rm´1,4pxq
“ 24´2m
´”
rm´1,1pxq`rm´1,3pxq
p´2q
ı
` rm´1,2pxq
¯
` rm´1,4pxq
“ 22´2m`4rm´1,2pxq ´ 2rm´1,1pxq ´ 2rm´1,3pxq˘` rm´1,4pxq
“ ´“2´2pm´1q‰“2rm´1,1pxq ´ 4rm´1,2pxq ` 2rm´1,3pxq‰ ` rm´1,4pxq
“ ´“2´2pm´1q‰gm´1pxq ` rm´1,4pxq.
(267)
Combining this with (260) and Lemma 3.2 shows that for all m P N X r2,8q,
x P r0, 1s it holds that
pRapφmqqpxq “ ´
`
2´2pm´1qgm´1pxq
˘` fm´2pxq
“ ´`2´2pm´1qgm´1pxq˘` x´ ”m´2ř
j“1
2´2jgjpxq
ı
“ x´
”m´1ř
j“1
2´2jgjpxq
ı
“ fm´1pxq.
(268)
Lemma 3.2 therefore implies that for all m P NX r2,8q, x P r0, 1s it holds thatˇˇ
x2 ´ pRapφmqqpxq
ˇˇ ď 2´2pm´1q´2 “ 2´2m. (269)
Next note that (248) assures that
M “ min
´
NX “max 2, 1
2
log2pε´1q
(
,8˘¯
ě min
´“
max
 
2, 1
2
log2pε´1q
(
,8˘¯
“ max 2, 1
2
log2pε´1q
( ě 1
2
log2pε´1q.
(270)
This and (269) demonstrate that for all x P r0, 1s it holds thatˇˇ
x2 ´ pRapφMqqpxq
ˇˇ ď 2´2M ď 2´ log2pε´1q “ ε. (271)
Moreover, observe that item (ii) in Lemma 3.1, (260), and (267) ensure that for
all m P NX r2,8q, x P Rzr0, 1s it holds that
pRapφmqqpxq “ ´2´2pm´1qgm´1pxq ` rm´1,4pxq
“ rm´1,4pxq “ maxtx, 0u “ apxq.
(272)
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Furthermore, observe that (248), (253), and (254) assure that
LpφMq “M ď maxt12 log2pε´1q ` 1, 2u. (273)
This, (248), (253), and (254) show that
PpφMq “ 4p1` 1q `
«
M´1ř
j“2
4p4` 1q
ff
` p4` 1q
“ 8` 20pM ´ 2q ` 5 ď 20maxt1
2
log2pε´1q ´ 1, 0u ` 13
“ maxt10 log2pε´1q ´ 20, 0u ` 13 “ maxt10 log2pε´1q ´ 7, 13u.
(274)
Combining (271), (273), (272), and the fact that RapφMq P CpR,Rq hence estab-
lishes items (i)–(v). The proof of Proposition 3.3 is thus completed.
3.1.3 ANN approximations for the square function on R
Proposition 3.4. Let ε P p0, 1s, q P p2,8q, a P CpR,Rq satisfy for all x P R that
apxq “ maxtx, 0u. Then there exists Φ P N such that
(i) it holds that RapΦq P CpR,Rq,
(ii) it holds that pRapΦqqp0q “ 0,
(iii) it holds for all x P R that 0 ď pRapΦqqpxq ď ε` |x|2,
(iv) it holds for all x P R that |x2 ´ pRapΦqqpxq| ď εmaxt1, |x|qu,
(v) it holds that PpΦq ď max “ 40q
pq´2q
‰
log2pε´1q ` 80pq´2q ´ 28, 52
(
, and
(vi) it holds that LpΦq ď max q
2pq´2q
log2pε´1q ` 1pq´2q ` 1, 2
(
(cf. Definition 2.1 and Definition 2.3).
Proof of Proposition 3.4. Throughout this proof let δ P p0, 1s satisfy that δ “
2´2{pq´2qεq{pq´2q, let A1 P pR2ˆ1 ˆ R2q Ď N, A2 P pR1ˆ2 ˆ Rq Ď N satisfy that
A1 “
˜˜
p ε
2
q1{pq´2q
´p ε
2
q1{pq´2q
¸
,
ˆ
0
0
˙¸
and A2 “
``p ε
2
q´2{pq´2q p ε
2
q´2{pq´2q˘ , 0˘, (275)
let Ψ P N satisfy that
(I) it holds that RapΨq P CpR,Rq,
(II) it holds for all x P Rzr0, 1s that pRapΨqqpxq “ apxq,
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(III) it holds for all x P r0, 1s that |x2 ´ pRapΨqqpxq| ď δ,
(IV) it holds that PpΨq ď maxt10 log2pδ´1q ´ 7, 13u, and
(V) it holds that LpΨq ď maxt1
2
log2pδ´1q ` 1, 2u
(cf. Proposition 3.3), and let Φ P N satisfy that
Φ “ A2 ‚
“
P2pΨ,Ψq
‰ ‚ A1 (276)
(cf. Definition 2.5, Definition 2.17, and Lemma 2.8). Note that Proposition 2.19
and item (v) in Proposition 2.6 ensure that for all x P R it holds that`
Ra
``
P2pΨ,Ψq
˘ ‚ A1˘˘pxq “ `Ra`P2pΨ,Ψq˘˘``RapA1q˘pxq˘
“ `Ra`P2pΨ,Ψq˘˘`p ε2q1{pq´2qx,´p ε2q1{pq´2qx˘
“
˜
pRapΨqq
`p ε
2
q1{pq´2qx˘
pRapΨqq
`´ p ε
2
q1{pq´2qx˘
¸
.
(277)
Item (v) in Proposition 2.6 and (276) therefore demonstrate that for all x P R it
holds that
pRapΦqqpxq “ pRapA2qq
`
Ra
`“
P2pΨ,Ψq
‰ ‚ A1˘pxq˘
“ `p ε
2
q´2{pq´2q p ε
2
q´2{pq´2q˘
˜
rRapΨqs
`p ε
2
q1{pq´2qx˘
rRapΨqs
`´ p ε
2
q1{pq´2qx˘
¸
“ p ε
2
q´2{pq´2q
´
rRapΨqs
`p ε
2
q1{pq´2qx˘` rRapΨqs`´ p ε2q1{pq´2qx˘¯.
(278)
This, (I), (II), and the hypothesis that for all x P R it holds that apxq “ maxtx, 0u
imply that
pRapΦqqp0q “ p ε2q´2{pq´2q
`rRapΨqsp0q ` rRapΨqsp0q˘
“ p ε
2
q´2{pq´2q`ap0q ` ap0q˘ “ 0. (279)
Moreover, observe that (I) and (II) ensure that for all x P Rzr´1, 1s it holds that
rRapΨqspxq ` rRapΨqsp´xq “ apxq ` ap´xq “ maxtx, 0u `maxt´x, 0u
“ maxtx, 0u ´mintx, 0u “ |x|. (280)
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Furthermore, note that (II) and (III) show that
sup
xPr´1,1s
ˇˇ
x2 ´ `rRapΨqspxq ` rRapΨqsp´xq˘ˇˇ
“ max
!
sup
xPr´1,0s
ˇˇ
x2 ´ `apxq ` rRapΨqsp´xq˘ˇˇ , sup
xPr0,1s
ˇˇ
x2 ´ `rRapΨqspxq ` ap´xq˘ˇˇ )
“ max
!
sup
xPr´1,0s
ˇˇp´xq2 ´ pRapΨqqp´xqˇˇ , sup
xPr0,1s
ˇˇ
x2 ´ pRapΨqqpxq
ˇˇ )
“ sup
xPr0,1s
ˇˇ
x2 ´ pRapΨqqpxq
ˇˇ ď δ.
(281)
Next observe that (278) and (280) prove that for all x P Rzr´pε{2q´1{pq´2q, pε{2q´1{pq´2qs
it holds that
0 ď rRapΦqspxq
“ p ε
2
q´2{pq´2q
´
rRapΨqs
`p ε
2
q1{pq´2qx˘ ` rRapΨqs`´ p ε2q1{pq´2qx˘¯
“ p ε
2
q´2{pq´2q ˇˇp ε
2
q1{pq´2qxˇˇ “ p ε
2
q´1{pq´2q|x| ď |x|2.
(282)
The triangle inequality therefore ensures that for all x P Rzr´pε{2q´1{pq´2q, pε{2q´1{pq´2qs
it holds thatˇˇ
x2 ´ pRapΦqqpxq
ˇˇ “ ˇˇx2 ´ p ε
2
q´1{pq´2q|x|ˇˇ ď `|x|2 ` p ε
2
q´1{pq´2q|x|˘
“ `|x|q|x|´pq´2q ` p ε
2
q´1{pq´2q|x|q|x|´pq´1q˘
ď `|x|qp ε
2
qpq´2q{pq´2q ` p ε
2
q´1{pq´2q|x|qp ε
2
qpq´1q{pq´2q˘
“ p ε
2
` ε
2
q|x|q “ ε|x|q ď εmax 1, |x|q(.
(283)
Next note that (278), (281), and the fact that δ “ 2´2{pq´2qεq{pq´2q demonstrate that
for all x P r´pε{2q´1{pq´2q, pε{2q´1{pq´2qs it holds thatˇˇ
x2 ´ pRapΦqqpxq
ˇˇ
“ p ε
2
q´2{pq´2q
ˇˇˇ`p ε
2
q1{pq´2qx˘2 ´ ´rRapΨqs`p ε2q1{pq´2qx˘ ` rRapΨqs`´ p ε2q1{pq´2qx˘¯ˇˇˇ
ď p ε
2
q´2{pq´2q
„
sup
yPr´1,1s
ˇˇ
y2 ´ `rRapΨqspyq ` rRapΨqsp´yq˘ˇˇ

ď p ε
2
q´2{pq´2qδ “ p ε
2
q´2{pq´2q2´2{pq´2qεq{pq´2q “ ε ď εmax 1, |x|q(.
(284)
Combining this and (283) implies that for all x P R it holds thatˇˇ
x2 ´ pRapΦqqpxq
ˇˇ ď εmax 1, |x|q( ď ε`1` |x|q˘. (285)
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In addition, note that (284) ensures that for all x P r´pε{2q´1{pq´2q, pε{2q´1{pq´2qs it
holds that
|pRapΦqqpxq| ď
ˇˇ
x2 ´ pRapΦqqpxq
ˇˇ` |x|2 ď ε` |x|2. (286)
This and (282) show for all x P R that
|pRapΦqqpxq| ď ε` |x|2. (287)
Furthermore, observe that the fact that δ “ 2´2{pq´2qεq{pq´2q ensures that
log2pδ´1q “ log2p22{pq´2qε´q{pq´2qq “ 2pq´2q `
”“
q
pq´2q
‰
log2pε´1q
ı
. (288)
Next note that Corollary 2.21 implies that P
`
P2pΨ,Ψq
˘ ď 4PpΨq. Corollary 2.9,
(276), (IV), and (288) hence ensure that
PpΦq ď
”
max
!
1, OpA2q
OpP2pΨ,Ψqq
)ı ”
max
!
1, IpA1q`1
IpP2pΨ,Ψqq`1
)ı
P
`
P2pΨ,Ψq
˘
“ “maxt1, 1
2
u‰ “maxt1, 2
3
u‰P`P2pΨ,Ψq˘
“ P`P2pΨ,Ψq˘ ď 4PpΨq ď 4maxt10 log2pδ´1q ´ 7, 13u
“ max 40“ 2
pq´2q
‰` 40“ q
pq´2q
‰
log2pε´1q ´ 28, 52
(
“ max “ 40q
pq´2q
‰
log2pε´1q ` 80pq´2q ´ 28, 52
(
.
(289)
In addition, observe that item (ii) in Proposition 2.6, (276), (V), and (288) demon-
strate that
LpΦq “ L`P2pΨ,Ψq˘ “ LpΨq ď max  12 log2pδ´1q ` 1, 2(
“ max “ q
2pq´2q
‰
log2pε´1q ` 1pq´2q ` 1, 2
(
.
(290)
Combining this with (279), (282), (287), (285), (289) establishes items (i)–(vi).
The proof of Proposition 3.4 is thus completed.
3.2 ANN approximations for products
3.2.1 ANN approximations for one-dimensional products
Proposition 3.5. Let ε P p0, 1s, q P p2,8q, a P CpR,Rq satisfy for all x P R that
apxq “ maxtx, 0u. Then there exists Φ P N such that
(i) it holds that RapΦq P CpR2,Rq,
(ii) it holds for all x P R that pRapΦqqpx, 0q “ pRapΦqqp0, xq “ 0,
(iii) it holds for all x, y P R that
|xy ´ pRapΦqqpx, yq| ď εmax
 
1, |x|q, |y|q(, (291)
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(iv) it holds for all x, y P R that
|pRapΦqqpx, yq| ď 32
`
ε
3
` x2 ` y2˘ ď 1` 2x2 ` 2y2, (292)
(v) it holds that
PpΦq ď 360q
pq´2q
“
log2pε´1q ` log2p2q´1 ` 1q
‰` 1
pq´2q
´ 252
ď 360q
pq´2q
“
log2pε´1q ` q ` 1
‰´ 252, (293)
and
(vi) it holds that
LpΦq ď q
2pq´2q
“
log2pε´1q ` log2p2q´1 ` 1q
‰` pq´1q
pq´2q
ď q
pq´2q
“
log2pε´1q ` q
‰ (294)
(cf. Definition 2.1 and Definition 2.3).
Proof of Proposition 3.5. Throughout this proof let δ P p0, 1s satisfy that δ “
εp2q´1 ` 1q´1, let A1 P pR3ˆ2 ˆ R3q Ď N, A2 P pR1ˆ3 ˆ Rq Ď N satisfy that
A1 “
¨
˝
¨
˝1 11 0
0 1
˛
‚,
¨
˝00
0
˛
‚
˛
‚ and A2 “ ``12 ´12 ´12˘ , 0˘, (295)
let Ψ P N satisfy that
(I) it holds that RapΨq P CpR,Rq,
(II) it holds that rRapΨqsp0q “ 0,
(III) it holds for all x P R that 0 ď rRapΨqspxq ď δ ` |x|2,
(IV) it holds for all x P R that |x2 ´ rRapΨqspxq| ď δmax
 
1, |x|q(,
(V) it holds that PpΨq ď max “ 40q
pq´2q
‰
log2pδ´1q ` 80pq´2q ´ 28, 52
(
, and
(VI) it holds that LpΨq ď max “ q
2pq´2q
‰
log2pδ´1q ` 1pq´2q ` 1, 2
(
(cf. Proposition 3.4), and let Φ P N satisfy that
Φ “ A2 ‚
“
P3pΨ,Ψ,Ψq
‰ ‚ A1 (296)
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(cf. Definition 2.5, Definition 2.17, and Lemma 2.8). Note that item (v) in
Proposition 2.6 and Proposition 2.19 ensure that for all x, y P R it holds that
Ra
`“
P3pΨ,Ψ,Ψq
‰ ‚ A1˘ P CpR2,R3q and“
Ra
`“
P3pΨ,Ψ,Ψq
‰ ‚A1˘‰px, yq “ “Ra`P3pΨ,Ψ,Ψq˘‰`“RapA1q‰px, yq˘
“ “Ra`P3pΨ,Ψ,Ψq˘‰px` y, x, yq “
¨
˝rRapΨqspx` yqrRapΨqspxq
rRapΨqspyq
˛
‚. (297)
Item (v) in Proposition 2.6 and (296) therefore demonstrate that for all x, y P R
it holds that RapΦq P CpR2,Rq and
rRapΦqspx, yq “
`
Ra
`
A2 ‚
“
P3pΨ,Ψ,Ψq
‰ ‚ A1˘˘px, yq
“ rRapA2qs
`
Ra
`“
P3pΨ,Ψ,Ψq
‰ ‚ A1˘px, yq˘
“ `1
2
´1
2
´1
2
˘¨˝rRapΨqspx` yqrRapΨqspxq
rRapΨqspyq
˛
‚
“ 1
2
rRapΨqspx` yq ´ 12rRapΨqspxq ´ 12rRapΨqspyq.
(298)
The fact that for all α, β P R it holds that αβ “ 1
2
|α ` β|2 ´ 1
2
|α|2 ´ 1
2
|β|2, the
triangle inequality, and (IV) hence ensure that for all x, y P R it holds that
|rRapΦqspx, yq ´ xy|
“ ˇˇ1
2
“rRapΨqspx` yq ´ |x` y|2‰´ 12“rRapΨqspxq ´ |x|2‰´ 12“rRapΨqspyq ´ |y|2‰ˇˇ
ď 1
2
ˇˇrRapΨqspx` yq ´ |x` y|2ˇˇ` 12 ˇˇrRapΨqspxq ´ |x|2 ˇˇ` 12 ˇˇrRapΨqspyq ´ |y|2ˇˇ
ď δ
2
“
max
 
1, |x` y|q(`max 1, |x|q(`max 1, |y|q(‰.
(299)
This, the fact that for all α, β P R, p P r1,8q it holds that |α ` β|p ď 2p´1p|α|p `
|β|pq, and the fact that δ “ εp2q´1 ` 1q´1 establish that for all x, y P R it holds
that
|rRapΦqspx, yq ´ xy|
ď δ
2
“
max
 
1, 2q´1|x|q ` 2q´1|y|q(`max 1, |x|q(`max 1, |y|q(‰
ď δ
2
“
max
 
1, 2q´1|x|q(` 2q´1|y|q `max 1, |x|q(`max 1, |y|q(‰
ď δ
2
“
2q ` 2‰max 1, |x|q, |y|q( “ εmax 1, |x|q, |y|q(.
(300)
Moreover, observe that (III), (298), the triangle inequality, the fact that for all
α, β P R it holds that |α` β|2 ď 2p|α|2` |β|2q, and the fact that δ “ εp2q´1` 1q´1
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prove that for all x, y P R it holds that
|rRapΦqspx, yq| ď 12 |rRapΨqspx` yq| ` 12 |rRapΨqspxq| ` 12 |rRapΨqspyq|
ď 1
2
`
δ ` |x` y|2˘` 1
2
`
δ ` |x|2˘` 1
2
`
δ ` |y|2˘
ď 3δ
2
` 3
2
`|x|2 ` |y|2˘ “ “3ε
2
‰r2q´1 ` 1s´1 ` 3
2
`|x|2 ` |y|2˘
“ 3
2
“
ε
p2q´1`1q
` |x|2 ` |y|2‰ ď 3
2
“
ε
3
` |x|2 ` |y|2‰.
(301)
Next note that (I) and (298) prove that for all x, y P R it holds that
rRapΦqspx, 0q “ 12rRapΨqspxq ´ 12rRapΨqspxq ´ 12 rRapΨqsp0q “ 0
“ 1
2
rRapΨqspyq ´ 12 rRapΨqsp0q ´ 12 rRapΨqspyq “ rRapΦqsp0, yq.
(302)
Furthermore, observe that the fact that δ “ εp2q´1 ` 1q´1 shows that“
q
2pq´2q
‰
log2pδ´1q ` 1pq´2q “
“
q
2pq´2q
‰
log2
`
ε´1p2q´1 ` 1q˘` 1
pq´2q
“ q
2pq´2q
“
log2pε´1q ` log2p2q´1 ` 1q
‰` 1
pq´2q
“ “ q
2pq´2q
‰
log2pε´1q `
“
q
2pq´2q
‰
log2p2q´1 ` 1q ` 1pq´2q .
(303)
Moreover, observe that Corollary 2.21 implies that P
`
P3pΨ,Ψ,Ψq
˘ ď 9PpΨq.
Items (i)–(ii) in Corollary 2.9, (V), (296), and (303) hence ensure that
PpΦq ď
”
max
!
1, OpA2q
OpP3pΨ,Ψ,Ψqq
)ı ”
max
!
1, IpA1q`1
IpP3pΨ,Ψ,Ψqq`1
)ı
P
`
P3pΨ,Ψ,Ψq
˘
“ “maxt1, 1
3
u‰ “maxt1, 3
4
u‰P`P3pΨ,Ψ,Ψq˘ “ P`P3pΨ,Ψ,Ψq˘
ď 9PpΨq ď 9max “ 40q
pq´2q
‰
log2pδ´1q ` 80pq´2q ´ 28, 52
(
“ max 720`“ q
2pq´2q
‰
log2pδ´1q ` 1pq´2q
˘´ 252, 468(
“ max 720`“ q
2pq´2q
‰
log2pε´1q `
“
q
2pq´2q
‰
log2p2q´1 ` 1q ` 1pq´2q
˘´ 252, 468(
“ max 360q
pq´2q
`
log2pε´1q ` log2p2q´1 ` 1q
˘` 720
pq´2q
´ 252, 468(.
(304)
Next note that the fact that for all r P p´8, 4s it holds that r ě 2r´ 4 “ 2pr´ 2q
ensures that for all r P p2, 4s it holds that rpr´1q
pr´2q
ě r
pr´2q
ě 2. This and the fact
that for all r P r3,8q it holds that rpr´1q
pr´2q
ě r ´ 1 ě 2 imply that for all r P p2,8q
it holds that rpr´1q
pr´2q
ě 2. Hence, we obtain that for all r P p2,8q it holds that
“
360r
pr´2q
‰
log2p2r´1 ` 1q ´ 252 ě
“
360r
pr´2q
‰
log2p2r´1q ´ 252
“ 360rpr´1q
pr´2q
´ 252 ě 720´ 252 “ 468. (305)
60
Combining this with (304) shows that
PpΦq ď 360q
pq´2q
`
log2pε´1q ` log2p2q´1 ` 1q
˘` 720
pq´2q
´ 252. (306)
The fact that
log2p2q´1 ` 1q “ log2p2q´1 ` 1q ´ log2p2qq ` q “ log2
`
2q´1`1
2q
˘` q
“ log2
`
2´1 ` 2´q˘` q ď log2`2´1 ` 2´2˘` q
“ log2
`
3
4
˘` q “ log2p3q ´ 2` q
(307)
hence proves that
PpΦq ď 360q
pq´2q
`
log2pε´1q ` log2p2q´1 ` 1q
˘` 720
pq´2q
´ 252
ď 360q
pq´2q
`
log2pε´1q ` q ` log2p3q ´ 2
˘` 720
pq´2q
´ 252
“ 360q
pq´2q
`
log2pε´1q ` q ` log2p3q ´ 2` 2q
˘´ 252
ď 360q
pq´2q
`
log2pε´1q ` q ` log2p3q ´ 1
˘´ 252.
(308)
In addition, observe that item (ii) in Proposition 2.6, (296), (VI), the fact that
δ “ εp2q´1 ` 1q´1, and (303) demonstrate that
LpΦq “ L`P3pΨ,Ψ,Ψq˘ “ LpΨq
ď max “ q
2pq´2q
‰
log2pδ´1q ` 1pq´2q ` 1, 2
(
ď max q
2pq´2q
“
log2pε´1q ` log2p2q´1 ` 1q
‰` pq´1q
pq´2q
, 2
(
.
(309)
Furthermore, note that the fact for all r P p2,8q it holds that rpr´1q
pr´2q
ě 2 assures
that
q
2pq´2q
“
log2pε´1q ` log2p2q´1 ` 1q
‰` pq´1q
pq´2q
ě “ q
2pq´2q
‰
log2p2q´1q ` 1 “ qpq´1q2pq´2q ` 1 ě 2.
(310)
Combining this with (309) proves that
LpΦq ď q
2pq´2q
“
log2pε´1q ` log2p2q´1 ` 1q
‰` pq´1q
pq´2q
ď q
2pq´2q
“
log2pε´1q ` log2p2q´1 ` 2q´1q
‰` q
pq´2q
“ q
pq´2q
“
log2pε
´1q
2
` q
2
` 1‰ ď q
pq´2q
“
log2pε´1q ` q2 ` q2
‰
“ q
pq´2q
“
log2pε´1q ` q
‰
.
(311)
This, the fact that RapΦq P CpR2,Rq, (300), (301), (302), and (308) establish
items (i)–(vi). The proof of Proposition 3.5 is thus completed.
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3.2.2 ANN approximations for multi-dimensional products
Definition 3.6 (The Euclidean norm). We denote by }¨} : pYdPNRdq Ñ r0,8q the
function which satisfies for all d P N, x “ px1, . . . , xdq P Rd that
}x} “ “řdj“1 |xj |2‰1{2. (312)
Proposition 3.7. Let ε P p0, 1s, q P p2,8q, d P N, a P CpR,Rq satisfy for all
x P R that apxq “ maxtx, 0u. Then there exists Φ P N such that
(i) it holds that RapΦq P CpRd`1,Rdq,
(ii) it holds for all t P R, x P Rd that pRapΦqqpt, 0q “ pRapΦqqp0, xq “ 0,
(iii) it holds for all t P R, x P Rd that
}tx´ pRapΦqqpt, xq} ď ε
`?
d
“
max
 
1, |t|q(‰ ` }x}q˘, (313)
(iv) it holds for all t P R, x P Rd that
}pRapΦqqpt, xq} ď
?
d
`
1` 2t2˘` 2}x}2, (314)
(v) it holds that PpΦq ď d2“ 360q
pq´2q
‰“
log2pε´1q ` q ` 1
‰´ 252d2, and
(vi) it holds that LpΦq ď q
pq´2q
rlog2pε´1q ` qs
(cf. Definition 2.1, Definition 2.3, and Definition 3.6).
Proof of Proposition 3.7. Throughout this proof let v, w P R2ˆ1, b P R2d, A P
R
p2dqˆpd`1q satisfy that
v “
ˆ
0
1
˙
, w “
ˆ
1
0
˙
, b “ 0, (315)
and
A “
¨
˚˚˚
˚˝˚
w v 0 0 ¨ ¨ ¨ 0
w 0 v 0 ¨ ¨ ¨ 0
w 0 0 v ¨ ¨ ¨ 0
...
...
...
...
. . .
...
w 0 0 0 ¨ ¨ ¨ v
˛
‹‹‹‹‹‚, (316)
let Ψ P N satisfy that
(I) it holds that RapΨq P CpR2,Rq,
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(II) it holds for all x P R that rRapΨqspx, 0q “ rRapΨqsp0, xq “ 0,
(III) it holds for all x, y P R that |xy ´ rRapΨqspx, yq| ď εmax
 
1, |x|q, |y|q(,
(IV) it holds for all x, y P R that |rRapΨqspx, yq| ď 1` 2x2 ` 2y2,
(V) it holds that PpΨq ď 360q
pq´2q
“
log2pε´1q ` q ` 1
‰´ 252, and
(VI) it holds that LpΨq ď q
pq´2q
rlog2pε´1q ` qs
(cf. Proposition 3.5), and let A P pR2dˆpd`1q ˆ R2dq Ď N, Φ P N satisfy that
A “ pA, bq and Φ “ “PdpΨ,Ψ, . . . ,Ψq‰ ‚ A (317)
(cf. Definition 2.5 and Definition 2.17). Observe that (315) and (316) ensure that
for all y “ py1, y2, . . . , yd`1q P Rd`1 it holds that
Ay “
¨
˚˚˚
˝
y1w ` y2v
y1w ` y3v
...
y1w ` yd`1v
˛
‹‹‹‚“
¨
˚˚˚
˚˚˚
˚˚˚
˝
y1
y2
y1
y3
...
y1
yd`1
˛
‹‹‹‹‹‹‹‹‹‚
. (318)
Combining this with (317) proves that for all t P R, x “ px1, x2, . . . , xdq P Rd it
holds that
RapAq P CpRd`1,R2dq and pRapAqqpt, xq “ pt, x1, t, x2, . . . , t, xdq. (319)
Proposition 2.19, (317), and item (v) in Proposition 2.6 hence demonstrate that
for all t P R, x “ px1, x2, . . . , xdq P Rd it holds that RapΦq P CpRd`1,Rdq and
pRapΦqqpt, xq “
`“
Ra
`
PdpΨ,Ψ, . . . ,Ψq
˘‰ ˝ “RapAq‰˘pt, xq
“ “Ra`PdpΨ,Ψ, . . . ,Ψq˘‰pt, x1, t, x2, . . . , t, xdq
“ `pRapΨqqpt, x1q, pRapΨqqpt, x2q, . . . , pRapΨqqpt, xdq˘.
(320)
Combining this with (II) proves that for all t P R it holds that
pRapΦqqpt, 0, 0, . . . , 0q “
`pRapΨqqpt, 0q, pRapΨqqpt, 0q, . . . , pRapΨqqpt, 0q˘
“ p0, 0, . . . , 0q “ 0. (321)
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Next note that (II) and (320) imply that for all x “ px1, x2, . . . , xdq P Rd it holds
that
pRapΦqqp0, xq “
`pRapΨqqp0, x1q, pRapΨqqp0, x2q, . . . , pRapΨqqp0, xdq˘
“ p0, 0, . . . , 0q “ 0. (322)
In addition, observe that the triangle inequality and the fact that for all r P r1,8q,
px1, x2, . . . , xdq P Rd it holds that”řd
j“1 |xj |2r
ı1{2
ď
”řd
j“1 |xj |2
ır{2
(323)
prove that for all b P R, x “ px1, x2, . . . , xdq P Rd, r P r1,8q it holds that”řd
j“1
`|b| ` |xj |r˘2ı1{2 ď ”řdj“1 b2ı1{2 ` ”řdj“1 |xj |2rı1{2
ď |b|
?
d`
”řd
j“1 |xj |2
ır{2
“ |b|?d` }x}r .
(324)
This, (III), and (320) assure that for all t P R, x “ px1, x2, . . . , xdq P Rd it holds
that
}tx´ pRapΦqqpt, xq} “
”řd
j“1 |txj ´ pRapΨqqpt, xjq|2
ı1{2
ď
”řd
j“1
“
εmax
 
1, |t|q, |xj|q
(‰2ı1{2 ď ε”řdj“1 “max 1, |t|q(` |xj |q‰2ı1{2
ď ε`?d “max 1, |t|q(‰` }x}q ˘.
(325)
Furthermore, observe that (IV), (320), and (324) show that for all t P R, x “
px1, x2, . . . , xdq P Rd it holds that
}pRapΦqqpt, xq} “
”řd
j“1 |pRapΨqqpt, xjq|2
ı1{2
ď
”řd
j“1
`
1` 2|t|2 ` 2|xj|2
˘2ı1{2
“
”řd
j“1
`
1` 2|t|2 ` |?2xj |2
˘2ı1{2
ď
?
d
`
1` 2|t|2˘` ››?2x››2 “ ?d`1` 2|t|2˘` 2}x}2.
(326)
In addition, note that Corollary 2.21 implies that
P
`
PdpΨ,Ψ, . . . ,Ψq
˘ ď d2PpΨq. (327)
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Item (ii) in Corollary 2.9, (V), and (317) hence ensure that
PpΦq ď
”
max
!
1, IpAq`1
IpPdpΨ,Ψ,...,Ψqq`1
)ı
P
`
PdpΨ,Ψ, . . . ,Ψq
˘
“ “maxt1, d`2
2d`1
u‰P`PdpΨ,Ψ, . . . ,Ψq˘ “ P`PdpΨ,Ψ, . . . ,Ψq˘
ď d2PpΨq ď d2“ 360q
pq´2q
‰“
log2pε´1q ` q ` 1
‰´ 252d2.
(328)
Next note that item (ii) in Proposition 2.6, (VI), and (317) demonstrate that
LpΦq “ L`PdpΨ,Ψ, . . . ,Ψq˘ “ LpΨq ď qpq´2qrlog2pε´1q ` qs. (329)
This, the fact that RapΦq P CpRd`1,Rdq, (321), (322), (325), (326), and (328)
establish items (i)–(vi). The proof of Proposition 3.7 is thus completed.
3.3 Space-time ANN approximations for Euler approxima-
tions
3.3.1 Space-time representations for Euler approximations
Lemma 3.8. Let N, d P N, µ P CpRd,Rdq, T P p0,8q, ptnqnPt´1,0,1,...,N`1u Ď R
satisfy that t´1 ă 0 “ t0 ă t1 ă . . . ă tN “ T ă tN`1, let fn : R Ñ R, n P
t0, 1, . . . , Nu, be the functions which satisfy for all n P t0, 1, . . . , Nu, t P R that
fnptq “
”
pt´tn´1q
ptn´tn´1q
ı
1ptn´1,tnsptq `
”
ptn`1´tq
ptn`1´tnq
ı
1ptn,tn`1qptq, (330)
and let Y “ pY x,yt qpt,x,yqPr0,T sˆRdˆpRdqN : r0, T s ˆ Rd ˆ pRdqN Ñ Rd be the func-
tion which satisfies for all n P t0, 1, . . . , N ´ 1u, t P rtn, tn`1s, x P Rd, y “
py1, y2, . . . , yNq P pRdqN that Y x,y0 “ x and
Y
x,y
t “ Y x,ytn ` pt´tnqptn`1´tnq
“ptn`1 ´ tnqµ`Y x,ytn ˘` yn`1‰ (331)
(cf. Definition 2.1 and Definition 2.3). Then
(i) it holds that`r0, T s ˆ Rd ˆ pRdqN Q pt, x, yq ÞÑ Y x,yt P Rd˘
P Cpr0, T s ˆ Rd ˆ pRdqN ,Rdq (332)
and
(ii) it holds for all t P r0, T s, x P Rd, y P pRdqN that
Y
x,y
t “
Nř
n“0
fnptq Y x,ytn . (333)
65
Proof of Lemma 3.8. Observe that (331) ensures that for all n P t0, 1, . . . , N ´ 1u,
t P rtn, tn`1s, x P Rd, y “ py1, y2, . . . , yNq P pRdqN it holds that
Y
x,y
tn
`
tn`1´t
tn`1´tn
˘` Y x,ytn`1` t´tntn`1´tn ˘
“ Y x,ytn
`
1´ t´tn
tn`1´tn
˘` Y x,ytn`1` t´tntn`1´tn ˘
“ Y x,ytn
`
1´ t´tn
tn`1´tn
˘
`
´
Y
x,y
tn ` tn`1´tntn`1´tn
“ptn`1 ´ tnqµ`Y x,ytn ˘` yn`1‰¯ ` t´tntn`1´tn ˘
“ Y x,ytn `
“ptn`1 ´ tnqµ`Y x,ytn ˘` yn`1‰` t´tntn`1´tn ˘ “ Y x,yt .
(334)
Hence, we obtain that for all t P r0, T s, x P Rd, y P pRdqN it holds that
Y
x,y
t “ Y x,yt0 1tt0uptq `
N´1ř
n“0
`
Y
x,y
t 1ptn,tn`1sptq
˘
“ Y x,yt0 1tt0uptq `
N´1ř
n“0
´”
Y
x,y
tn
`
tn`1´t
tn`1´tn
˘` Y x,ytn`1 ` t´tntn`1´tn ˘
ı
1ptn,tn`1sptq
¯
“ Y x,yt0 1tt0uptq `
„
N´1ř
n“0
Y
x,y
tn
`
t´tn`1
tn´tn`1
˘
1ptn,tn`1sptq

`
„
Nř
n“1
Y
x,y
tn
`
t´tn´1
tn´tn´1
˘
1ptn´1,tnsptq

.
(335)
Combining this with (330) implies that for all t P r0, T s, x P Rd, y P pRdqN it holds
that
Y
x,y
t “ Y x,yt0 1tt0uptq ` Y x,yt0
`
t´t1
t0´t1
˘
1pt0,t1sptq ` Y x,ytN
`
t´tN´1
tN´tN´1
˘
1ptN´1,tN sptq
`
N´1ř
n“1
Y
x,y
tn
”`
t´tn`1
tn´tn`1
˘
1ptn,tn`1sptq `
`
t´tn´1
tn´tn´1
˘
1ptn´1,tnsptq
ı
“ Y x,yt0
`
t1´t
t1´t0
˘
1rt0,t1sptq ` Y x,ytN fNptq `
N´1ř
n“1
fnptq Y x,ytn
“
Nř
n“0
fnptq Y x,ytn .
(336)
Next we claim that for all n P t0, 1, . . . , Nu it holds that`
R
d ˆ pRdqN Q px, yq ÞÑ Y x,ytn P Rd
˘ P CpRd ˆ pRdqN ,Rdq. (337)
We now prove (337) by induction on n P t0, 1, . . . , Nu. Note that the fact that
for all x P Rd, y P pRdqN it holds that Y x,yt0 “ Y x,y0 “ x proves (337) in the base
case n “ 0. For the induction step assume there exists n P t0, 1, . . . , N ´ 1u which
satisfies that`
R
d ˆ pRdqN Q px, yq ÞÑ Y x,ytn P Rd
˘ P CpRd ˆ pRdqN ,Rdq. (338)
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Observe that (331) ensures that for all x P Rd, y P pRdqN it holds that
Y
x,y
tn`1
“ Y x,ytn ` ptn`1 ´ tnqµ
`
Y
x,y
tn
˘` yn`1. (339)
Combining this with (338) and the hypothesis that µ P CpRd,Rdq demonstrates
that `
R
d ˆ pRdqN Q px, yq ÞÑ Y x,ytn`1 P Rd
˘ P CpRd ˆ pRdqN ,Rdq. (340)
Induction thus proves (337). Next observe that (336), (337), and the fact that for
all n P t0, 1, . . . , Nu it holds that fn P CpR,Rq show that`r0, T s ˆ Rd ˆ pRdqN Q pt, x, yq ÞÑ Y x,yt P Rd˘
P Cpr0, T s ˆ Rd ˆ pRdqN ,Rdq. (341)
Combining this with (336) establishes items (i)–(ii). The proof of Lemma 3.8 is
thus completed.
3.3.2 ANN representations for hat functions
Lemma 3.9. Let a P CpR,Rq satisfy for all x P R that apxq “ maxtx, 0u, let
α, β, γ, h P R satisfy that α ă β ă γ, let W1 P R4ˆ1, B1 P R4, W2 P R1ˆ4, B2 P R
satisfy that
W1 “
¨
˚˚˚
˚˝
1
pβ´αq
1
pβ´αq
1
pγ´βq
1
pγ´βq
˛
‹‹‹‹‚, B1 “
¨
˚˚˚
˚˝
´ α
pβ´αq
´ β
pβ´αq
´ β
pγ´βq
´ γ
pγ´βq
˛
‹‹‹‹‚, (342)
W2 “
`
h ´h ´h h˘ , B2 “ 0, (343)
and let Φ P pR4ˆ1 ˆ R4q ˆ pR1ˆ4 ˆ Rq Ď N satisfy that Φ “ ppW1, B1q, pW2, B2qq
(cf. Definition 2.1). Then
(i) it holds that RapΦq P CpR,Rq and
(ii) it holds for all t P R that
pRapΦqqptq “
”
pt´αqh
pβ´αq
ı
1pα,βsptq `
”
pγ´tqh
pγ´βq
ı
1pβ,γqptq
“
$’’’&
’’’%
0 : t P p´8, αs Y rγ,8q
pt´αqh
pβ´αq
: t P pα, βs
pγ´tqh
pγ´βq
: t P pβ, γq
(344)
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(cf. Definition 2.3).
Proof of Lemma 3.9. Observe that for all t P R it holds that RapΦq P CpR,Rq and
pRapΦqqptq “ W2
`
Ma,4pW1t`B1q
˘`B2
“ hmax
!
pt´αq
pβ´αq
, 0
)
´ hmax
!
pt´βq
pβ´αq
, 0
)
´ hmax
!
pt´βq
pγ´βq
, 0
)
` hmax
!
pt´γq
pγ´βq
, 0
)
“ hr0´ 0´ 0` 0s1p´8,αsptq ` h
”
pt´αq
pβ´αq
´ 0´ 0` 0
ı
1pα,βsptq
` h
”
pt´αq
pβ´αq
´ pt´βq
pβ´αq
´ pt´βq
pγ´βq
` 0
ı
1pβ,γqptq
` h
”
pt´αq
pβ´αq
´ pt´βq
pβ´αq
´ pt´βq
pγ´βq
` pt´γq
pγ´βq
ı
1rγ,8qptq
“ h
”
pt´αq
pβ´αq
ı
1pα,βsptq ` h
”
1´ pt´βq
pγ´βq
ı
1pβ,γqptq
“
”
pt´αqh
pβ´αq
ı
1pα,βsptq `
”
pγ´tqh
pγ´βq
ı
1pβ,γqptq
(345)
(cf. Definition 2.2). The proof of Lemma 3.9 is thus completed.
3.3.3 A posteriori error estimates for space-time ANN approximations
Proposition 3.10. Let N, d P N, a P CpR,Rq satisfy for all x P R that apxq “
maxtx, 0u, let T P p0,8q, ptnqnPt0,1,...,Nu Ď R satisfy for all n P t0, 1, . . . , Nu that
tn “ nTN , let D P r1,8q, ε P p0, 1s, q P p2,8q satisfy that
D “ “ 720q
pq´2q
‰“
log2pε´1q ` q ` 1
‰´ 504, (346)
let Φ P N satisfy that IpΦq “ OpΦq “ d, and let Y “ pY x,yt qpt,x,yqPr0,T sˆRdˆpRdqN :
r0, T sˆRdˆpRdqN Ñ Rd be the function which satisfies for all n P t0, 1, . . . , N´1u,
t P rtn, tn`1s, x P Rd, y “ py1, y2, . . . , yNq P pRdqN that Y x,y0 “ x and
Y
x,y
t “ Y x,ytn `
`
tN
T
´ n˘ “ T
N
pRapΦqq
`
Y
x,y
tn
˘` yn`1‰ (347)
(cf. Definition 2.1 and Definition 2.3). Then there exist Ψy P N, y P pRdqN , such
that
(i) it holds for all y P pRdqN that RapΨyq P CpRd`1,Rdq,
(ii) it holds for all n P t0, 1, . . . , N ´ 1u, t P rtn, tn`1s, x P Rd, y P pRdqN that
}Y x,yt ´ pRapΨyqqpt, xq} ď ε
`
2
?
d` }Y x,ytn }q ` }Y x,ytn`1}q
˘
, (348)
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(iii) it holds for all n P t0, 1, . . . , N ´ 1u, t P rtn, tn`1s, x P Rd, y P pRdqN that
}pRapΨyqqpt, xq} ď 6
?
d` 2`}Y x,ytn }2 ` }Y x,ytn`1}2˘, (349)
(iv) it holds for all y P pRdqN that
PpΨyq ď 12
„
6d2N2HpΦq
` 3N
”
d2D` `23` 6NHpΦq ` 7d2 `N“4d2 ` PpΦq‰2 2˘ı2, (350)
(v) it holds for all t P r0, T s, x P Rd that“pRdqN Q y ÞÑ pRapΨyqqpt, xq P Rd‰ P C`pRdqN ,Rd˘, (351)
and
(vi) it holds for all n P t0, 1, . . . , Nu, t P r0, tns, x P Rd, y “ py1, y2, . . . , yNq,
z “ pz1, z2, . . . , zNq P pRdqN with @ k P NX r0, ns : yk “ zk that
pRapΨyqqpt, xq “ pRapΨzqqpt, xq (352)
(cf. Definition 3.6).
Proof of Proposition 3.10. Throughout this proof let tn P R, n P t´1, N ` 1u,
satisfy for all n P t´1, N ` 1u that tn “ nTN , let pIdqdPN Ď N satisfy for all d P N,
x P Rd that RapIdq P CpRd,Rdq, DpIdq “ pd, 2d, dq, and
pRapIdqqpxq “ x (353)
(cf., e.g., [25, Lemma 5.4]), let pΠnqnPt0,1,...,Nu Ď N satisfy for all n P t0, 1, . . . , Nu,
t P R that IpΠnq “ OpΠnq “ 1, HpΠnq “ 1, PpΠnq “ 13, and
pRapΠnqqptq “
”
pt´tn´1q
ptn´tn´1q
ı
1ptn´1,tnsptq `
”
ptn`1´tq
ptn`1´tnq
ı
1ptn,tn`1qptq (354)
(cf. Lemma 3.9), let pΞn,yqpn,yqPt0,1,...,NuˆpRdqN Ď N satisfy that
(I) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that RapΞn,yq P CpRd,Rdq,
(II) it holds for all n P t0, 1, . . . , Nu, y P pRdqN , x P Rd that pRapΞn,yqqpxq
“ Y x,ytn ,
(III) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that HpΞn,yq “ 1` nHpΦq,
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(IV) it holds for all n P t0, 1, . . . , Nu, y P pRdqN that
PpΞn,yq ď PpIdq ` n
“
1
2
PpIdq ` PpΦq
‰2
, (355)
(V) it holds for all n P t0, 1, . . . , Nu, x P Rd that“pRdqN Q y ÞÑ pRapΞn,yqqpxq P Rd‰ P C`pRdqN ,Rd˘, (356)
and
(VI) it holds for all n P t0, 1, . . . , Nu, m P N0Xr0, ns, x P Rd, y “ py1, y2, . . . , yNq,
z “ pz1, z2, . . . , zNq P pRdqN with @ k P NX r0, ns : yk “ zk that
pRapΞm,yqqpxq “ pRapΞm,zqqpxq (357)
(cf. Proposition 2.32), let Γ P N satisfy that
(a) it holds that RapΓq P CpRd`1,Rdq,
(b) it holds for all t P R, x P Rd that pRapΓqqpt, 0q “ pRapΓqqp0, xq “ 0,
(c) it holds for all t P R, x P Rd that
}tx´ pRapΓqqpt, xq} ď ε
`?
d
“
max
 
1, |t|q(‰` }x}q˘, (358)
(d) it holds for all t P R, x P Rd that
}pRapΓqqpt, xq} ď
?
d
`
1` 2t2˘` 2}x}2, (359)
(e) it holds that PpΓq ď d2“ 360q
pq´2q
‰“
log2pε´1q ` q ` 1
‰´ 252d2, and
(f) it holds that LpΓq ď q
pq´2q
rlog2pε´1q ` qs
(cf. Proposition 3.7), let pΨn,yqpn,yqPt0,1,...,NuˆpRdqN Ď N satisfy for all n P t0, 1, . . . , Nu,
y P pRdqN that IpΨn,yq “ d` 1, OpΨn,yq “ d, and
Ψn,y “ ΓdId`1
“
P2,pI1,IdqpΠn,Ξn,yq
‰
(360)
(cf. Definition 2.15, Definition 2.22, Proposition 2.16, and Corollary 2.23), let
Ly P N, y P pRdqN , satisfy for all y P pRdqN that Ly “ maxnPt0,1,...,Nu LpΨn,yq, and
let pΦyqyPpRdqN Ď N satisfy that
(A) it holds for all y P pRdqN that RapΦyq P CpRd`1,Rdq,
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(B) it holds for all y P pRdqN , z P Rd`1 that
pRapΦyqqpzq “
Nř
n“0
pRapΨn,yqqpzq, (361)
and
(C) it holds for all y P pRdqN that
PpΦyq ď 12
„ ”řN
n“0 2PpΨn,yq1pLpΨn,yq,8qpLyq
ı
`
”řN
n“0
`pLy ´ LpΨn,yq ´ 1q 2dp2d` 1q ` dp2d` 1q˘1pLpΨn,yq,8qpLyqı
`
”řN
n“0PpΨn,yq1tLpΨn,yqupLyq
ı 2
(362)
(cf. Proposition 2.26). Note that (III) and the fact that for all n P t0, 1, . . . , Nu it
holds that HpΠnq “ 1 ensure that for all n P t0, 1, . . . , Nu, y P pRdqN it holds that
LpΞn,yq “ 2` nHpΦq ě 2, LpΠnq “ 2, and
maxtLpΠnq,LpΞn,yqu “ maxt2, 2` nHpΦqu “ 2` nHpφq “ LpΞn,yq. (363)
Corollary 2.24 (with a “ a, n “ 2, L “ maxtLpΠnq,LpΞn,yqu, i1 “ 2, i2 “ 2d,
Ψ “ pI1, Idq, Φ “ pΠn,Ξn,yq for n P t0, 1, . . . , Nu, y P pRdqN in the notation of
Corollary 2.24), (IV), and the fact that for all n P t0, 1, . . . , Nu it holds that
PpΠnq “ 13 hence prove that for all n P t0, 1, . . . , Nu, y P pRdqN it holds that
P
`
P2,pI1,IdqpΠn,Ξn,yq
˘ ď 1
2
`
2PpΠnq ` 6pLpΞn,yq ´ 3q ` 3` PpΞn,yq 2˘
“ 1
2
`
11` 6LpΞn,yq ` PpΞn,yq 2˘
ď 1
2
`
11` 6`2` nHpΦq˘` PpIdq ` n“12PpIdq ` PpΦq‰2 2˘
“ 1
2
`
23` 6nHpΦq ` PpIdq ` n
“
1
2
PpIdq ` PpΦq
‰2 2˘
.
(364)
Moreover, observe that (346) and (e) imply that 2PpΓq ď d2D. Combining this
with Proposition 2.16, (364), and the fact that PpIdq “ 4d2 ` 3d ď 4pd2 ` dq
ensures that for all n P t0, 1, . . . , Nu, y P pRdqN it holds that
PpΨn,yq “ P
`
ΓdId`1 rP2,pI1,IdqpΠn,Ξn,yqs
˘
ď max
!
1, 2pd`1q
pd`1q
) `
PpΓq ` PpP2,pI1,IdqpΠn,Ξn,yqq
˘
ď d2D` `23` 6nHpΦq ` PpIdq ` n“12PpIdq ` PpΦq‰2 2˘
ď d2D` `23` 6nHpΦq ` 4d2 ` 3d` n“2pd2 ` dq ` PpΦq‰2 2˘.
(365)
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Next note that (III), (363), (69), (118), (101), item (ii) in Proposition 2.16, and
item (i) in Lemma 2.13 demonstrate that for all n P t0, 1, . . . , Nu, y P pRdqN it
holds that
LpΨn,yq “ LpΓq ` L
`
P2,pI1,IdqpΠn,Ξn,yq
˘
“ LpΓq ` L`P2pEmaxtLpΠnq,LpΞn,yqu,I1pΠnq, EmaxtLpΠnq,LpΞn,yqu,IdpΞn,yqq˘
“ LpΓq ` L`P2pELpΞn,yq,I1pΠnq, ELpΞn,yq,IdpΞn,yqq˘
“ LpΓq ` L`ELpΞn,yq,IdpΞn,yq˘
“ LpΓq ` L``pIdq‚0˘ ‚ Ξn,y˘
“ LpΓq ` L`pIdq‚0˘` L`Ξn,y˘´ 1
“ LpΓq ` LpΞn,yq “ LpΓq `HpΞn,yq ` 1
“ LpΓq ` 2` nHpΦq.
(366)
Therefore, we obtain that for all n P t0, 1, . . . , Nu, y P pRdqN it holds that
LpΨN,yq ´ LpΨn,yq ´ 1 “ pLpΓq ` 2`NHpΦqq ´ pLpΓq ` 2` nHpΦqq ´ 1
“ pN ´ nqHpΦq ´ 1. (367)
In addition, note that (366) proves that for all y P pRdqN it holds that Ly “
LpΨN,yq “ LpΨN,0q “ L0. The fact that
řN´1
n“0 pN ´ nq “
řN
m“1m “ 12NpN ` 1q,
(362), and (367) hence assure that for all y P pRdqN it holds that
PpΦyq
ď 1
2
„”řN´1
n“0
`
2PpΨn,yq
`max `LpΨN,yq ´ LpΨn,yq ´ 1˘2dp2d` 1q ` dp2d` 1q, 0(˘ı` PpΨN,yq
2
“ 1
2
„ ”řN´1
n“0
`
2PpΨn,yq `max
 pN ´ nqHpΦq2dp2d` 1q ´ dp2d` 1q, 0(˘ı
` PpΨN,yq
2
ď 1
2
„
p2N ` 1qPpΨN,yq
`max HpΦq2dp2d` 1q”řN´1n“0 pN ´ nqı´Ndp2d` 1q, 0(
2
“ 1
2
„
p2N ` 1qPpΨN,yq `max
 
HpΦqdp2d` 1qNpN ` 1q ´Ndp2d` 1q, 0(2.
(368)
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This and (365) imply that for all y P pRdqN it holds that
PpΦyq ď 12
„
p2N ` 1q
”
d2D` `23` 6NHpΦq` 4d2` 3d`N“2pd2` dq`PpΦq‰2 2˘ı
`max HpΦqdp2d` 1qNpN ` 1q ´Ndp2d` 1q, 0(2. (369)
Therefore, we obtain that for all y P pRdqN it holds that
PpΦyq
ď 1
2
„
p2N ` 1q
”
d2D` `23` 6NHpΦq ` 7d2 `N“4d2 ` PpΦq‰2 2˘ı
`max HpΦqdp2d` 1qNpN ` 1q ´Ndp2d` 1q, 0(2
ď 1
2
„
3N
”
d2D` `23` 6NHpΦq ` 7d2 `N“4d2 ` PpΦq‰2 2˘ı` 6d2N2HpΦq2.
(370)
In addition, note that (354), (II), and Lemma 3.8 (with N “ N , d “ d, µ “ RapΦq,
T “ T , pt´1, 0, 1, . . . , N`1u Q n ÞÑ tn P Rq “ pt´1, 0, 1, . . . , N`1u Q n ÞÑ tn P Rq,
pt0, 1, . . . , Nu Q n ÞÑ fn P CpR,Rqq “ pt0, 1, . . . , Nu Q n ÞÑ RapΠnq P CpR,Rqq,
Y “ Y in the notation of Lemma 3.8) ensure that for all t P r0, T s, x P Rd,
y P pRdqN it holds that
Y
x,y
t “
Nř
n“0
rpRapΠnqqptqs Y x,ytn “
Nř
n“0
rpRapΠnqqptqs rpRapΞn,yqqpxqs. (371)
Moreover, observe that (360), (361), item (iv) in Proposition 2.16 (with Ψ “ Id`1,
Φ1 “ Γ, Φ2 “ P2,pI1,IdqpΠn,Ξn,yq, i “ 2pd`1q for n P t0, 1, . . . , Nu, y P pRdqN in the
notation of Proposition 2.16), and Corollary 2.23 (with a “ a, n “ 2, I “ pI1, Idq,
Φ “ pΠn,Ξn,yq for n P t0, 1, . . . , Nu, y P pRdqN in the notation of Corollary 2.23)
demonstrate that for all t P r0, T s, x P Rd, y P pRdqN it holds that
pRapΦyqqpt, xq “
Nř
n“0
pRapΓqq
`pRapΠnqqptq, pRapΞn,yqqpxq˘. (372)
Next note that (354) shows that for all k P t0, 1, . . . , Nu, t P Rzptk´1, tk`1q it holds
that
pRapΠkqqptq “ 0. (373)
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Combining this, (371), and (372) with (b) proves that for all k P t0, 1, . . . , N ´ 1u,
t P rtk, tk`1s, x P Rd, y P pRdqN it holds that
Y
x,y
t “
Nř
n“0
rpRapΠnqqptqs rpRapΞn,yqqpxqs
“ rpRapΠkqqptqs rpRapΞk,yqqpxqs ` rpRapΠk`1qqptqs rpRapΞk`1,yqqpxqs
(374)
and
pRapΦyqqpt, xq “
Nř
n“0
pRapΓqq
`pRapΠnqqptq, pRapΞn,yqqpxq˘
“ pRapΓqq
`pRapΠkqqptq, pRapΞk,yqqpxq˘
` pRapΓqq
`pRapΠk`1qqptq, pRapΞk`1,yqqpxq˘.
(375)
The triangle inequality, (c), and (d) hence establish that for all k P t0, 1, . . . , N´1u,
t P rtk, tk`1s, x P Rd, y P pRdqN it holds that
}Y x,yt ´ pRapΦyqqpt, xq}
ď
k`1ř
n“k
››rpRapΠnqqptqs rpRapΞn,yqqpxqs ´ pRapΓqq`pRapΠnqqptq, pRapΞn,yqqpxq˘››
ď
k`1ř
n“k
ε
`?
d
“
max
 
1, |pRapΠnqqptq|q
(‰` }pRapΞn,yqqpxq}q˘
(376)
and
}pRapΦyqqpt, xq} ď
k`1ř
n“k
››pRapΓqq`pRapΠnqqptq, pRapΞn,yqqpxq˘››
ď
k`1ř
n“k
`?
d
`
1` 2|pRapΠnqqptq|2
˘` 2}pRapΞn,yqqpxq}2˘.
(377)
Next note that (354) ensures that for all n P t0, 1, . . . , Nu, t P R it holds that
0 ď pRapΠnqqptq ď 1. Combining this with (376), (377), and (II) demonstrates
that for all k P t0, 1, . . . , N ´ 1u, t P rtk, tk`1s, x P Rd, y P pRdqN it holds that
}Y x,yt ´ pRapΦyqqpt, xq} ď
k`1ř
n“k
ε
`?
d` }pRapΞn,yqqpxq}q
˘
“ ε`?d` }Y x,ytk }q˘` ε`?d` }Y x,ytk`1}q˘
“ ε`2?d` }Y x,ytk }q ` }Y x,ytk`1}q˘
(378)
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and
}pRapΦyqqpt, xq} ď
k`1ř
n“k
`
3
?
d` 2}pRapΞn,yqqpxq}2
˘
“ 3
?
d` 2}Y x,ytk }2 ` 3
?
d` 2}Y x,ytk`1}2
“ 6
?
d` 2`}Y x,ytk }2 ` }Y x,ytk`1}2˘.
(379)
Furthermore, observe that (372), (V), and (a) ensure that for all t P r0, T s, x P Rd
it holds that “pRdqN Q y ÞÑ pRapΦyqqpt, xq P Rd‰ P C`pRdqN ,Rd˘. (380)
In addition, observe that (b), (372) and (373) demonstrate that for all n P t0, 1, . . . , Nu,
t P r0, tns, x P Rd, y P pRdqN it holds that
pRapΦyqqpt, xq “
nř
k“0
pRapΓqq
`pRapΠkqqptq, pRapΞk,yqqpxq˘. (381)
This and (VI) show that for all n P t0, 1, . . . , Nu, t P r0, tns, x P Rd, y “
py1, y2, . . . , yNq, z “ pz1, z2, . . . , zNq P pRdqN with @ k P N X r0, ns : yk “ zk it
holds that
pRapΦyqqpt, xq “
nř
m“0
pRapΓqqppRapΠmqqptq, pRapΞm,yqqpxqq
“
nř
m“0
pRapΓqqppRapΠmqqptq, pRapΞm,zqqpxqq
“ pRapΦzqqpt, xq.
(382)
Combining this with (A), (370), (378), (379), and (380) establishes items (i)–(vi).
The proof of Proposition 3.10 is thus completed.
3.3.4 A priori estimates for Euler approximations
Lemma 3.11. Let N, d P N, c, C P r0,8q, A1, A2, . . . , AN P Rdˆd, let ~~¨~~ : Rd Ñ
r0,8q be a norm on Rd, let |||¨||| : Rdˆd Ñ r0,8q be the function which satisfies for
all A P Rdˆd that |||A||| “ suptxPRd : ~~x~~ď1u ~~Ax~~, let µ : Rd Ñ Rd be a function which
satisfies for all x P Rd that
~~µpxq~~ ď C ` c~~x~~, (383)
and let Yn “ pY x,yn qpx,yqPRdˆpRdqN : Rd ˆ pRdqN Ñ Rd, n P t0, 1, . . . , Nu, be the
functions which satisfy for all n P t0, 1, . . . , N ´ 1u, x P Rd, y “ py1, y2, . . . , yNq P
pRdqN that Y x,y0 “ x and
Y
x,y
n`1 “ Y x,yn ` An`1 µ
`
Y x,yn
˘` yn`1. (384)
Then
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(i) it holds for all n P t0, 1, . . . , Nu, x P Rd, y “ py1, y2, . . . , , yNq P pRdqN that
Y x,yn “ x`
n´1ř
k“0
“
Ak`1 µ
`
Y
x,y
k
˘` yk`1‰ (385)
and
(ii) it holds for all n P t0, 1, . . . , Nu, x P Rd, y “ py1, y2, . . . , yNq P pRdqN that
~~Y x,yn ~~
ď
ˆ
~~x~~ ` C
„
nř
k“1
|||Ak|||

` max
mPt0,1,...,nu
fflfflfflffl
fflfflfflffl mř
k“1
yk
fflfflfflffl
fflfflfflffl
˙
exp cˆ
„
nř
k“1
|||Ak|||
˙
.
(386)
Proof of Lemma 3.11. We claim that for all n P t0, 1, . . . , Nu, x P Rd, y “ py1, y2,
. . . , yNq P pRdqN it holds that
Y x,yn “ x`
n´1ř
k“0
“
Ak`1 µ
`
Y
x,y
k
˘` yk`1‰ . (387)
We now prove (387) by induction on n P t0, 1, . . . , Nu. Observe that the hypothesis
that for all x P Rd, y P pRdqN it holds that Y x,y0 “ x proves (387) in the base
case n “ 0. For the induction step note that (384) implies that for all n P
t0, 1, . . . , N ´ 1u, x P Rd, y “ py1, y2, . . . , yNq P pRdqN with
Y x,yn “ x`
n´1ř
k“0
“
Ak`1 µ
`
Y
x,y
k
˘` yk`1‰ (388)
it holds that
Y
x,y
n`1 “ Y x,yn ` An`1 µ
`
Y x,yn
˘` yn`1
“ x`
„
n´1ř
k“0
`
Ak`1 µ
`
Y
x,y
k
˘` yk`1˘

` `An`1 µ`Y x,yn ˘` yn`1˘
“ x`
„
nř
k“0
`
Ak`1 µ
`
Y
x,y
k
˘` yk`1˘

.
(389)
Induction thus proves (387). Observe that (387) establishes item (i). In addition,
note that (387), the triangle inequality, and the fact that for all A P Rdˆd, x P Rd
it holds that ~~Ax~~ ď |||A||| ~~x~~ demonstrate that for all m P t0, 1, . . . , Nu, x P Rd,
y “ py1, y2, . . . , yNq P pRdqN it holds that
~~Y x,ym ~~ ď ~~x~~ `
„
m´1ř
k“0
|||Ak`1|||
fflfflfflfflµ`Y x,yk ˘fflfflfflffl

`
fflfflfflffl
fflfflfflfflm´1ř
k“0
yk`1
fflfflfflffl
fflfflfflffl. (390)
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Combining this with (383) ensures that for all n P t0, 1, . . . , Nu, m P t0, 1, . . . , nu,
x P Rd, y “ py1, y2, . . . , yNq P pRdqN it holds that
~~Y x,ym ~~ ď ~~x~~ `
„
m´1ř
k“0
|||Ak`1|||
`
C ` cfflfflfflfflY x,yk fflfflfflffl˘

`
fflfflfflffl
fflfflfflffl mř
k“1
yk
fflfflfflffl
fflfflfflffl
“ ~~x~~ ` C
„
mř
k“1
|||Ak|||

`
fflfflfflffl
fflfflfflffl mř
k“1
yk
fflfflfflffl
fflfflfflffl` c
„
m´1ř
k“0
|||Ak`1|||
fflfflfflfflY x,yk fflfflfflffl

ď ~~x~~ ` C
„
nř
k“1
|||Ak|||

`
„
max
mPt0,1,...,nu
fflfflfflffl
fflfflfflffl mř
k“1
yk
fflfflfflffl
fflfflfflffl

` c
„
m´1ř
k“0
|||Ak`1|||
fflfflfflfflY x,yk fflfflfflffl

.
(391)
The time-discrete Gronwall inequality (cf., e.g., Hutzenthaler et al. [23, Lemma
2.1] (with N “ n, α “ `~~x~~ ` C“řnk“1 |||Ak|||‰ ` maxmPt0,1,...,nu ~~řmk“1 yk~~˘, β0 “
c|||A1|||, β1 “ c|||A2|||, . . . , βn´1 “ c|||An|||, ǫ0 “ ~~Y x,y0 ~~, ǫ1 “ ~~Y x,y1 ~~, . . . , ǫn “ ~~Y x,yn ~~
for n P t1, 2, . . . , Nu in the notation of Hutzenthaler et al. [23, Lemma 2.1])) hence
implies that for all n P t1, 2, . . . , Nu, x P Rd, y “ py1, y2, . . . , yNq P pRdqN it holds
that
~~Y x,yn ~~ ď
ˆ
~~x~~ ` C
„
nř
k“1
|||Ak|||

` max
mPt0,1,...,nu
fflfflfflfflfflffl mř
k“1
yk
fflfflfflfflfflffl˙ exp cˆ„n´1ř
k“0
|||Ak`1|||
˙
.
(392)
The hypothesis that for all x P Rd, y P pRdqN it holds that Y x,y0 “ x therefore
assures that for all n P t0, 1, . . . , Nu, x P Rd, y “ py1, y2, . . . , yNq P pRdqN it holds
that
~~Y x,yn ~~ ď
ˆ
~~x~~ ` C
„
nř
k“1
|||Ak|||

` max
mPt0,1,...,nu
fflfflfflfflfflffl mř
k“1
yk
fflfflfflfflfflffl˙ exp cˆ„ nř
k“1
|||Ak|||
˙
. (393)
This establishes item (ii). The proof of Lemma 3.11 is thus completed.
3.3.5 A priori error estimates for space-time ANN approximations
Theorem 3.12. Let N, d P N, C P r0,8q, a P CpR,Rq satisfy for all x P R that
apxq “ maxtx, 0u, let T P p0,8q, ptnqnPt0,1,...,Nu Ď R satisfy for all n P t0, 1, . . . , Nu
that tn “ nTN , let D P r1,8q, ε P p0, 1s, q P p2,8q satisfy that
D “ “ 720q
pq´2q
‰“
log2pε´1q ` q ` 1
‰´ 504, (394)
let Φ P N satisfy for all x P Rd that IpΦq “ OpΦq “ d and }pRapΦqqpxq} ď
C
`
1 ` }x}˘, let Y “ pY x,yt qpt,x,yqPr0,T sˆRdˆpRdqN : r0, T s ˆ Rd ˆ pRdqN Ñ Rd be the
function which satisfies for all n P t0, 1, . . . , N ´ 1u, t P rtn, tn`1s, x P Rd, y “
py1, y2, . . . , yNq P pRdqN that Y x,y0 “ x and
Y
x,y
t “ Y x,ytn `
`
tN
T
´ n˘ “ T
N
pRapΦqq
`
Y
x,y
tn
˘` yn`1‰, (395)
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and let gn : R
d ˆ pRdqN Ñ r0,8q, n P t0, 1, . . . , Nu, be the functions which satisfy
for all n P t0, 1, . . . , Nu, x P Rd, y “ py1, y2, . . . , yNq P pRdqN that
gnpx, yq “
ˆ
}x} ` Ctn ` max
mPt0,1,...,nu
››› mř
k“1
yk
›››˙ exppCtnq (396)
(cf. Definition 2.1, Definition 2.3, and Definition 3.6). Then there exist Ψy P N,
y P pRdqN , such that
(i) it holds for all y P pRdqN that RapΨyq P CpRd`1,Rdq,
(ii) it holds for all n P t0, 1, . . . , N ´ 1u, t P rtn, tn`1s, x P Rd, y P pRdqN that
}Y x,yt ´ pRapΨyqqpt, xq} ď ε
`
2
?
d` pgnpx, yqqq ` pgn`1px, yqqq
˘
, (397)
(iii) it holds for all n P t0, 1, . . . , N ´ 1u, t P rtn, tn`1s, x P Rd, y P pRdqN that
}pRapΨyqqpt, xq} ď 6
?
d` 2`pgnpx, yqq2 ` pgn`1px, yqq2˘, (398)
(iv) it holds for all y P pRdqN that
PpΨyq ď 92 N6d16
”
2HpΦq `D` `30` 6HpΦq ` “4` PpΦq‰2 2˘ı2, (399)
(v) it holds for all t P r0, T s, x P Rd that“pRdqN Q y ÞÑ pRapΨyqqpt, xq P Rd‰ P C`pRdqN ,Rd˘, (400)
and
(vi) it holds for all n P t0, 1, . . . , Nu, t P r0, tns, x P Rd, y “ py1, y2, . . . , yNq,
z “ pz1, z2, . . . , zNq P pRdqN with @ k P NX r0, ns : yk “ zk that
pRapΨyqqpt, xq “ pRapΨzqqpt, xq. (401)
Proof of Theorem 3.12. Throughout this proof let Ψy P N, y P pRdqN , satisfy that
(I) it holds for all y P pRdqN that RapΨyq P CpRd`1,Rdq,
(II) it holds for all n P t0, 1, . . . , N ´ 1u, t P rtn, tn`1s, x P Rd, y P pRdqN that
}Y x,yt ´ pRapΨyqqpt, xq} ď ε
`
2
?
d` }Y x,ytn }q ` }Y x,ytn`1}q
˘
, (402)
(III) it holds for all n P t0, 1, . . . , N ´ 1u, t P rtn, tn`1s, x P Rd, y P pRdqN that
}pRapΨyqqpt, xq} ď 6
?
d` 2`}Y x,ytn }2 ` }Y x,ytn`1}2˘, (403)
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(IV) it holds for all y P pRdqN that
PpΨyq ď 12
„
6d2N2HpΦq
` 3N
”
d2D` `23` 6NHpΦq ` 7d2 `N“4d2 ` PpΦq‰2 2˘ı2, (404)
(V) it holds for all t P r0, T s, x P Rd that“pRdqN Q y ÞÑ pRapΨyqqpt, xq P Rd‰ P C`pRdqN ,Rd˘, (405)
and
(VI) it holds for all n P t0, 1, . . . , Nu, t P r0, tns, x P Rd, y “ py1, y2, . . . , yNq,
z “ pz1, z2, . . . , zNq P pRdqN with @ k P NX r0, ns : yk “ zk that
pRapΨyqqpt, xq “ pRapΨzqqpt, xq (406)
(cf. Proposition 3.10). Note that (IV) ensures for all y P pRdqN that
PpΨyq
ď 1
2
„
6d2N2HpΦq ` 3N
”
d2D` `23` 6NHpΦq ` 7d2 `Nd4“4` PpΦq‰2 2˘ı2
ď 1
2
„
6d2N2HpΦq ` 3N
”
d2D`N2d8`30` 6HpΦq ` “4` PpΦq‰2 2˘ı2.
(407)
Hence, we obtain that for all y P pRdqN it holds that
PpΨyq ď 12
„
6d2N2HpΦq ` 3N3d8
”
D` `30` 6HpΦq ` “4` PpΦq‰2 2˘ı2
ď 9
2
N6d16
”
2HpΦq `D` `30` 6HpΦq ` “4` PpΦq‰2 2˘ı2.
(408)
In addition, observe that Lemma 3.11 and the hypothesis that for all n P t0, 1, . . . , Nu
it holds that tn “ nTN demonstrate that for all n P t0, 1, . . . , Nu, x P Rd, y “py1, y2, . . . , yNq P pRdqN it holds that
}Y x,ytn } ď
„
}x} ` CnT
N
` max
mPt0,1,...,nu
››› mř
k“1
yk
››› exp`CnTN ˘
“
„
}x} ` Ctn ` max
mPt0,1,...,nu
››› mř
k“1
yk
››› exppCtnq “ gnpx, yq.
(409)
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Combining this with (II) and (III) ensures that for all n P t0, 1, . . . , N ´ 1u,
t P rtn, tn`1s, x P Rd, y P pRdqN it holds that
}Y x,yt ´ pRapΨyqqpt, xq} ď ε
`
2
?
d` }Y x,ytn }q ` }Y x,ytn`1}q
˘
ď ε`2?d` pgnpx, yqqq ` pgn`1px, yqqq˘ (410)
and
}pRapΨyqqpt, xq} ď 6
?
d` 2`}Y x,ytn }2 ` }Y x,ytn`1}2˘
ď 6
?
d` 2`pgnpx, yqq2 ` pgn`1px, yqq2˘. (411)
This, (I), (V), (VI), and (408) establish items (i)–(vi). The proof of Theorem 3.12
is thus completed.
Corollary 3.13. Let C, T, d P p0,8q, a P CpR,Rq satisfy for all x P R that
apxq “ maxtx, 0u, let Φd P N, d P N, satisfy for all d P N, x P Rd that
IpΦdq “ OpΦdq “ d, }pRapΦdqqpxq} ď Cp1 ` }x}q, and PpΦdq ď Cdd, let Y d,N “
pY d,Nt,x,yqpt,x,yqPr0,T sˆRdˆpRdqN : r0, T s ˆ Rd ˆ pRdqN Ñ Rd, N, d P N, be the functions
which satisfy for all d,N P N, n P t0, 1, . . . , N ´ 1u, t P “nT
N
,
pn`1qT
N
‰
, x P Rd,
y “ py1, y2, . . . , yNq P pRdqN that Y d,N0,x,y “ x and
Y
d,N
t,x,y “ Y d,NnT
N
,x,y
` ` tN
T
´ n˘ “ T
N
pRapΦdqqpY d,NnT
N
,x,y
q ` yn`1
‰
. (412)
(cf. Definition 2.1, Definition 2.3, and Definition 3.6). Then there exist C P R
and Ψε,d,N,y P N, y P pRdqN , N, d P N, ε P p0, 1s, such that
(i) it holds for all ε P p0, 1s, d,N P N, y P pRdqN that RapΨε,d,N,yq P CpRd`1,Rdq,
(ii) it holds for all ε P p0, 1s, d,N P N, t P r0, T s, x P Rd, y P pRdqN that
}Y d,Nt,x,y ´ pRapΨε,d,N,yqqpt, xq} ď Cd1{2N 3{2εp1` }x}3 ` }y}3q, (413)
(iii) it holds for all ε P p0, 1s, d,N P N, t P r0, T s, x P Rd, y P pRdqN that
}pRapΨε,d,N,yqqpt, xq} ď Cd1{2Np1` }x}2 ` }y}2q, (414)
(iv) it holds for all ε P p0, 1s, d,N P N, y P pRdqN that
PpΨε,d,N,yq ď Cd16`8dN6
“
1` |lnpεq|2‰, (415)
(v) it holds for all ε P p0, 1s, d,N P N, t P r0, T s, x P Rd that“pRdqN Q y ÞÑ pRapΨε,d,N,yqqpt, xq P Rd‰ P C`pRdqN ,Rd˘, (416)
and
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(vi) it holds for all ε P p0, 1s, d,N P N, n P t0, 1, . . . , Nu, t P r0, nT
N
s, x P Rd,
y “ py1, y2, . . . , yNq, z “ pz1, z2, . . . , zNq P pRdqN with @ k P NXr0, ns : yk “ zk
that
pRapΨε,d,N,yqqpt, xq “ pRapΨε,d,N,zqqpt, xq. (417)
Proof of Corollary 3.13. Throughout this proof let Dε,q P r1,8q, q P p2,8q, ε P
p0, 1s, satisfy for all ε P p0, 1s, q P p2,8q that
Dε,q “
„
720q
pq ´ 2q
 “
log2pε´1q ` q ` 1
‰´ 504, (418)
let c “ maxtexppCT q,D1,3, 62 ` 6CpC ` 1qu, and let gd,Nn : Rd ˆ pRdqN Ñ r0,8q,
n P t0, 1, . . . , Nu, N, d P N, be the functions which satisfy for all d,N P N,
n P t0, 1, . . . , Nu, x P Rd, y “ py1, y2, . . . , yNq P pRdqN that
gd,Nn px, yq “
ˆ
}x} ` CnT
N
` max
mPt0,1,...,nu
››› mř
k“1
yk
›››˙ exppCnTN q. (419)
Note that Theorem 3.12 (with N “ N , d “ d, C “ C, a “ a, T “ T , tn “ nTN , D “
Dε,3, ε “ ε, q “ 3, Φ “ Φd, Y “ Y d,N , gn “ gd,Nn for N, d P N, n P t0, 1, . . . , Nu,
ε P p0, 1s in the notation of Theorem 3.12) implies that there exist Ψε,d,N,y P N,
y P pRdqN , N, d P N, ε P p0, 1s, which satisfy that
(I) it holds for all ε P p0, 1s, d,N P N, y P pRdqN thatRapΨε,d,N,yq P CpRd`1,Rdq,
(II) it holds for all ε P p0, 1s, d,N P N, n P t0, 1, . . . , N ´ 1u, t P rnT
N
,
pn`1qT
N
s,
x P Rd, y P pRdqN that
}Y d,Nt,x,y´pRapΨε,d,N,yqqpt, xq} ď ε
`
2
?
d`pgd,Nn px, yqq3`pgd,Nn`1px, yqq3
˘
, (420)
(III) it holds for all ε P p0, 1s, d,N P N, n P t0, 1, . . . , N ´ 1u, t P rnT
N
,
pn`1qT
N
s,
x P Rd, y P pRdqN that
}pRapΨε,d,N,yqqpt, xq} ď 6
?
d` 2`pgd,Nn px, yqq2 ` pgd,Nn`1px, yqq2˘, (421)
(IV) it holds for all ε P p0, 1s, d,N P N, y P pRdqN that
PpΨε,d,N,yq
ď 9
2
N6d16
”
2HpΦdq `Dε,3 `
`
30` 6HpΦdq `
“
4` PpΦdq
‰2 2˘ı2
,
(422)
(V) it holds for all ε P p0, 1s, d,N P N, t P r0, T s, x P Rd that“pRdqN Q y ÞÑ pRapΨε,d,N,yqqpt, xq P Rd‰ P C`pRdqN ,Rd˘, (423)
and
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(VI) it holds for all ε P p0, 1s, d,N P N, n P t0, 1, . . . , Nu, t P r0, nT
N
s, x P Rd, y “
py1, y2, . . . , yNq, z “ pz1, z2, . . . , zNq P pRdqN with @ k P N X r0, ns : yk “ zk
it holds that
pRapΨε,d,N,yqqpt, xq “ pRapΨε,d,N,zqqpt, xq. (424)
Observe that Jensen’s inequality implies that for all n P N, p P r1,8q, px1, x2, . . . , xnq P
Rn it holds that
|x1 ` ¨ ¨ ¨ ` xn|p ď np´1p|x1|p ` ¨ ¨ ¨ ` |xn|pq. (425)
Moreover, note that Ho¨lder’s inequality shows that for allN P N, y “ py1, y2, . . . , yNq P
pRdqN it holds that
Nř
k“1
}yk} “
Nř
k“1
p1}yk}q ď N 1{2
´ Nř
k“1
}yk}2
¯1{2
“ N 1{2}y}. (426)
Combining (425), (II), and (419) therefore ensures that for all ε P p0, 1s, d,N P N,
n P t0, 1, . . . , N ´ 1u, t P rnT
N
,
pn`1qT
N
s, x P Rd, y “ py1, y2, . . . , yNq P pRdqN it holds
that
}Y d,Nt,x,y ´ pRapΨε,d,N,yqqpt, xq} ď 2d1{2εp1` pgd,NN px, yqq3q
“ 2d1{2ε
ˆ
1`
ˆ
}x} ` CT ` max
mPt0,1,...,Nu
››› mř
k“1
yk
›››˙3 expp3CT q˙
ď 2d1{2ε
ˆ
1` 9
ˆ
}x}3 ` c3 `
´ Nř
k“1
}yk}
¯3˙
c3
˙
ď 2d1{2ε`1` 9`}x}3 ` c3 `N 3{2}y}3˘c3˘
ď 2c6d1{2N 3{2ε`1` 9`}x}3 ` 1` }y}3˘˘
“ 2c6d1{2N 3{2ε`10` 9}x}3 ` 9}y}3˘
ď 20c6d1{2N 3{2εp1` }x}3 ` }y}3q.
(427)
Next note that (III), (419), (425), and (426) imply that for all ε P p0, 1s, d,N P N,
n P t0, 1, . . . , N ´ 1u, t P rnT
N
,
pn`1qT
N
s, x P Rd, y “ py1, y2, . . . , yNq P pRdqN it holds
that
}pRapΨε,d,N,yqqpt, xq} ď 6
?
d` 4pgd,NN px, yqq2
“ 6
?
d` 4
ˆ
}x} ` CT ` max
mPt0,1,...,Nu
´
}
mř
k“1
yk
›››˙2 expp2CT q
ď 6
?
d` 12
ˆ
}x}2 ` c2 `
´ Nř
k“1
}yk}
¯2˙
c2
ď 6
?
d` 12`}x}2 ` c2 `N}y}2˘c2
ď 18c4
?
dNp1` }x}2 ` }y}2q.
(428)
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Furthermore, observe that (418) shows that for all ε P p0, 1s it holds that
pDε,3q2 “
`
2160
lnp2q
lnpε´1q `D1,3
˘2 ď pD1,3q2plnpε´1q ` 1q2
ď c2|1´lnpεq|2 ď 2c2p1` |lnpεq|2q.
(429)
This, (IV), the hypothesis that for all d P N it holds that PpΦdq ď Cdd, and (425)
assure that for all ε P p0, 1s, d,N P N, y P pRdqN it holds that
PpΨε,d,N,yq ď 92N6d16
”
2Cdd `Dε,3 `
`
30` 6Cdd ` r4` Cdds2˘2ı2
ď 27
2
N6d16
”
4C2d2d ` pDε,3q2 `
`
30` 6Cdd ` 2“16` C2d2d‰˘4ı
ď 27
2
N6d16
”
4C2d2d ` 2c2`1` |lnpεq|2˘` `62` 6Cdd ` 2C2d2d˘4ı
ď 27
2
N6d16
”
4C2d2d ` 2c2`1` |lnpεq|2˘` `62` 6C`C` 1˘d2d˘4ı
ď 27
2
N6d16
”
cd2d ` 2c2`1` |lnpεq|2˘` `cd2d˘4ı
ď 27N6d16
”
c2
`
1` |lnpεq|2˘` `cd2d˘4ı
ď 54c4N6d16`8d
”
1` |lnpεq|2
ı
.
(430)
Combining (I), (427), (428), (430), (V), and (VI) establishes items (i)-(vi). The
proof of Corollary 3.13 is thus completed.
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