In spite of the study of epidemic dynamics on single-layer networks has received considerable attention, the epidemic dynamics on multiplex networks is still limited and is facing many challenges. In this work, we consider the susceptible-infected-susceptible-type (SIS) epidemic model on multiplex networks with a double-layer and investigate the effect of overlap among layers on the spreading dynamics. To do so, we assume that the prerequisite of one S-node being infected is that there is at least one infected neighbor in each layer. A remarkable result is that the overlap can alter the nature of the phase transition for the onset of epidemic outbreak. Specifically speaking, the system undergoes a usual continuous phase transition when two layers are completely overlapped. Otherwise, a discontinuous phase transition is observed, accompanied by the occurrence of a bistable region in which a disease-free phase and an endemic phase are coexisting. As the degree of the overlap decreases, the bistable region is enlarged. The results are validated by both simulation and mean-field theory.
I. INTRODUCTION
Since epidemic spreading is a paradigm of non-equilibrium phase transitions and it has also wide applications, the study of epidemic spreading on networks is always one of the hottest topics in network science. Recently, with the study in depth of multilayer networks, epidemic spreading on multilayer networks has also attracted some attention [15] [16] [17] . Cozzo et al. [18] have shown that the epidemic threshold for the susceptible-infected-susceptible (SIS) model in a multilayer network is always lower than that in any isolated network. Wang et al. [19] further showed that the epidemic threshold can be reduced dramatically when two nodes with dominant eigenvector components of the adjacency matrices of isolated networks are connected. Similar results were also obtained by a degree-based mean-field approach [20] .
However, [21] , Dickison et al. [22] unveiled, based on the percolation theory, one important difference between the susceptible-infected-recovered (SIR) model and the SIS model when the coupling between layers is weak enough. Spreading processes in structured metapopulations can be well characterized within the framework of multilayer networks as well [23] [24] [25] .
Furthermore, a variety of dynamics has also been investigated, such as evolutionary games [26] [27] [28] , synchronization [29] [30] [31] , opinion formation [32, 33] , and transportation [34, 35] .
Multiplex network is a special type of multilayer network, where the links at each layer represent a different type of interaction between the same set of nodes. One typical example of the multiplex network is social networks, where nodes represent individuals and the different layers correspond to different types of relationship, such as family, friendships, work-related. Multiplex network also provides a convenient framework for studying the interplay between different dynamical processes [36, 37] , including the competing spreading process of epidemic and awareness [38, 39] , the cooperative effect among different spreading dynamics [40] , and the interplay of spreading dynamics and stochastic migration among different layers [41, 42] .
Very recently, discontinuous phase transition of the spreading model on multiplex networks has received growing attention. Velásquez-Rojas and Vazquez [43] coupled contact process for disease spreading with the voter model for opinion formation take place on two layers of networks, and they showed that a continuous transition in the contact process becomes discontinuous as the infection probability increases beyond a threshold. Pires et al. [44] proposed an SIS-like model with an extra vaccinated state, in which individuals vaccinate with a probability proportional to their opinions. Meanwhile, individuals update their opinions in terms of peer influence. They also observed a first-order active-absorbing phase transition in the model. Jiang and Zhou [45] studied the effect of resource amount on epidemic control in a modified SIS model on a two-layer network, and they found that the spreading process goes through a first-order phase transition if the infection strength between layers is weak. Su et al. [46] proposed a reversible social contagion model of community networks that includes the factor of social reinforcement. They showed that the model exhibits a first-order phase transition in the spreading dynamics, and that a hysteresis loop emerges in the system when there is a variety of initially adopted seeds. Chen et al.
[47] studied the dynamics of the SIS model in social-contact multiplex networks when the recovery of infected nodes depends on resources from healthy neighbors in the social layer.
They found that as the infection rate increases the infected density varies smoothly from zero to a finite small value and then suddenly jumps to a high value, where a hysteresis phenomenon was also observed.
Inspired by the above mentions, in this work, we propose a modified SIS epidemic model on multiplex networks to consider the effect of the overlapping of edges among different layers on the spreading dynamics. In our model, one susceptible node can be infected only when each layer has at least one infected neighbor. Our main findings are that the degree of overlap can alter the nature of the phase transition. In particular, the totally overlap of two layers presents a usual continuous phase transition which is the same as the SIS model taking place on the single-layer networks. Interestingly, reducing the degree of overlap can induce novel discontinuous phase transition, accompanied by the emergence of bistable region where the endemic extinction phase and the endemic spread phase are coexisting. What's more, the lower degree of overlap, the wider the bistable region is. We also develop a mean-field theory to validate the correctness of the results.
II. MODEL AND SIMULATION DETAILS
We consider a spreading model on multiplex networks with two layers, in which each layer contains the same number N of nodes and there exists a one-to-one correspondence between nodes in different layers. The topology in each layer is described by an adjacency matrix A ℓ (ℓ = 1, 2), whose entries A . We define the fraction of overlapping edges on two layers as [48] ,
with 0 O 1. For O = 0, there is no overlapping edge in two layers, and for O = 1, the topologies in two layers are the same. To generate a duplex network with a given O, we first produce two identical networks as the first layer and second layer, respectively. Then, we fix the first layer unchanged and rewire the edges of the second layer until the given value of O is reached.
We consider a susceptible-infected-susceptible-type spreading dynamics on duplex networks. Each node is either susceptible (σ i (t) = 0) or infected (σ i (t) = 1) at time t. The dynamics of the model is defined as follows. (i) Infection: For a susceptible node i, (s)he can be infected only if there are at least one infected neighbor in each layer. Denoting by
σ j the number of infected neighbors of node i in the ℓ-th layer, the rate of node i being infected at time t can be written as We adopt a random sequential-update algorithm to simulate the model. We discretize the time in small time steps ∆t. A node i is first chosen randomly and is tried to update its state. If node i is susceptible, (s)he becomes infected with the probability R inf ∆t. If node i is infected, (s)he recovers to be susceptible with the probability µ∆t. Time is then incremented by ∆t/N and we iterate up to some final time. The selection of ∆t is delicate.
Too small ∆t will lead to the occurrence of null events very frequently, so that the simulation becomes inefficient. Too large ∆t will cause the updating probabilities larger than one that are unphysical. In practice, we used ∆t = 1/(k max λ) to minimize the probability that (17)).
nothing happens while keeping all probabilities smaller than one, where k max is the maximal degree of nodes in two layers.
III. SIMULATION RESULTS
We first consider the case where two layer networks are consisted of Poisson random graphs with N = 10000 nodes and the same average degree k = 20. a continuous second-order phase transition from a healthy phase (HP) to an endemic phase (EP) as β increases, separated by a threshold value of β c (see Fig.2(a) ). Strikingly, the nature of phase transition is essentially changed to be discontinuous for O < 1, as shown in Fig.2(b-d) . The results for different initial conditions do not coincide in a certain range of β ∈ [β F , β C ], forming a hysteresis region that is a typical characteristic of a first-order phase transition. Within the hysteresis region, the system is bistable. Specially, when the initial density of infection is low, the epidemic will become extinct. While for high initial density of infection, the system will maintain a certain proportion of prevalence. As O decreases, β F is almost unchanged and β C shifts to a larger value, thus the bistable region is enlarged. 
is the set of common neighbors of node i in the two layers.
is the set of neighbors of node i belonging to the first (second) layer but not to the second (first) layer.
In Fig.3 , we show ρ as a function of β in a two-layer network, in which the first layer is a Barabási-Albert (BA) network [49] and the second one is obtained by rewiring edges from a BA network same as the first layer. The qualitative results are the same as Fig.2 .
That is to say, for a more degree-heterogeneous network we also observe the discontinuous phase transition for the onset of epidemic outbreak and a bistable region with the coexisting HP and EP in a more degree-heterogeneous network. However, to observe such phenomena explicitly, we need to use lower degrees of overlap in edges among layers.
IV. MEAN-FIELD THEORY

A. individual-based mean-field theory
To be first, let ρ i (t) denote the probability of node i being infected at time t. That is to say, at time t the state of node i takes the value σ i (t) = 1 with the probability ρ i (t) and σ i (t) = 0 with the complementary probability 1 − ρ i (t). To write down the time-evolution equation for node i, a key step is to derive the rate of node i being infected at time t. To do so, we denote by N 1 (i) and N 2 (i) the set of neighbors of node i in the first layer and in the second layer, respectively. Let N ∩ (i) = N 1 (i) ∩ N 2 (i) denote the set of common neighbors of node i in the two layers, such that N 1(2) (i) = N ∩ (i) + N 1(2)\∩ (i), where N 1(2)\∩ (i) is the set of neighbors of node i belonging to the first (second) layer but not to the second (first) layer, see Fig.4 for a schematic. The probability of having {n 1 , n 2 , n 3 } infected neighbors out of the sets N 1\∩ (i), N ∩ (i), and N 2\∩ (i) can be repressed as the product of three Poisson binomial distributions,
where
Here F 1 are all the subsets of N 1\∩ (i) containing n 1 elements, and Z c is the complement of Z, i.e., Z c = N 1\∩ (i)\Z. Similarly, we can written down the expressions of P 2 (n 2 ) and P 3 (n 3 ) which are not shown here to avoid the duplication. According to Eq.(2), the rate of node i being infected at time t can be written as,
where N 1\∩ (i) , |N ∩ (i)|, and N 2\∩ (i) are the sizes of the sets of N 1\∩ (i), N ∩ (i), and N 2\∩ (i), respectively. To facilitate the calculation of R inf , we rewritten Eq. (5) as,
The first term on the right hand side of Eq.(6) can be computed as,
The second term and the third term on the right hand side of Eq. (6) can be computed as,
and
respectively. Here
Substituting Eqs. (7) (8) (9) (10) (11) into Eq. (6), we have
Thus, the time-evolution of ρ i can be written as
Eq. (13) is the main theoretical result of the present work. It is not hard to check that
is always the set of stationary solution of Eq. (13) . Near the onset of epidemic outbreak, ρ i ≃ 0, Eq. (13) can be linearized as,
or in the matrix form,
where ρ = [ρ i , . . . , ρ N ] T , I is the N-dimensional identity matrix, and the entries ofÃ arẽ
. That is to say,Ã ij = 1 only when A 1 ij = A 2 ij = 1, and therefore we callÃ the overlapping adjacency matrix of multiplex network. The solution ρ i = 0 loses its stability when the largest eigenvalue of −µI + λÃ is larger than zero, which determines the epidemic threshold that is the reciprocal of the largest eigenvalue ofÃ, i.e.,
For O = 1, Eq. (16) 
B. homogeneous mean-field theory
For homogeneous networks, each node is assumed to be statistically equivalent, and thus ρ i = ρ for ∀i, and degrees of each node in each layer are the same
and Eq.(13) can rewritten as,
Performing the similar linearization procedure as mentioned before, we can obtain the epidemic threshold, The results for simple mean-field theory are summarized in Fig.6 . When β < β F , ρ = 0 is only stable solution. When β F < β < β C , there exist two stable solutions, ρ = 0 and ρ > 0, and an unstable solution (ρ uns ) lying in between the two stable solutions. Depending on the initial density ρ 0 of infected nodes, the system will arrive at either a healthy phase (for ρ 0 < ρ uns ) or an endemic phase (for ρ 0 > ρ uns ). As β approaches β F or β C , one of stable solutions and the unstable solution of ρ get close to each other, until they colloid and annihilate via a saddle-node bifurcation. When β > β C , ρ = 0 is unstable and ρ > 0 is only stable. Therefore, for O < 1 the system is divided into three phases in terms of β. For β < β F the system is in the healthy phase. For β > β C the system is in the endemic phase. Between them, the system is in bistable phase. as O increase, and the other one β C decreases obviously with O according to Eq. (18), such that we can see that the bistable region is clearly enlarged as O decreases.
V. COMPARISON BETWEEN SIMULATION AND THEORY
It is expected that the homogenous mean-field theory coincides with the simulation results in Poisson random graph (shown in Fig.2) . To compare them, we numerically solve Eq. (17) using the same initial conditions as the simulations, and theoretical results are shown by lines in Fig.2 . There are an excellent agreement between the theory and simulation. We should note that the theoretical value of β C is not easy to accessible in simulation. For example, for k = 20 and O = 0.5, we have β C = 0.1 in terms of Eq.(18) (shown in Fig.6(c) ). In simulation, we use ρ 0 = 0.02 and give β C = 0.076, as shown in Fig.2(c) . In principle, we can access the theoretical limit of Eq.(18) by using lower initial density of infection in simulation.
However, if the number of infected seeds is very small, the finite-size fluctuations may drive, with a very high probability, the system to the absorbing state whenever no more infected nodes survive. Once the absorbing state is reached, the system cannot be left. Therefore, in order to verify the theoretical prediction in Eq. (18) with an adequate accuracy, one needs to use a considerable large network size to reduce the finite-size fluctuations. It will certainly increase more computational resource.
For more degree heterogeneous networks, individual-based mean-field theory is more appropriate. Using the duplex networks same as those in Fig.3 , we numerically solve Eq. (13) to obtain stationary value of ρ i and the average infection density ρ = N −1 N i=1 ρ i , as indicated by lines in Fig.3 . As expected, the theory can well reproduce the simulation results.
VI. CONCLUSIONS
In conclusion, we have studied an SIS-type epidemic spreading model in duplex networks, in which a susceptible individual can be infected only when (s)he has at least one infected neighbor in each layer. We find that the proportion of overlapping edges between the two layers has a significant impact on the nature of phase transition for the epidemic outbreak.
When all the edges are totally overlapped, the model recovers to the standard SIS model in single-layer networks, and it undergoes a continuous phase transition. Otherwise, the model shows an essentially different nature of phase transition, that is of a discontinuous first order. Using low and high initial densities of infected individuals, the model shows two distinct transition pathways from an endemic extinction phase to an endemic spread phase as the infection rate increases. Such two pathways form a hysteresis region in which the system is bistable with the coexisting endemic extinction phase and endemic spread phase. As the degree of overlapping edges decreases, the left boundary of the hysteresis region changes slowly, but the right boundary of the hysteresis region moves swiftly to a larger value of the infection rate, such that the hysteresis region is enlarged as O decreases.
Moreover, we have developed an individual-based mean-field theory that can derive the time-evolution equations of infected probabilities of individuals. The individual-based meanfield equations can be reduced to a single equation of average infection density. Such a coarse graining is advantageous to unveil the physical mechanics of phenomena observed in simulations. By linear stability analysis, we have derived the threshold of epidemic outbreak, corresponding to the right boundary of hysteresis region. Our theory can well reproduce the simulation results. Recently, there have been studies that reported some mechanisms leading to discontinuous or explosive spreading outbreak in single-layer networks, such as reinfections in social contagions [53] , synergistic effect in transmission rate [54] , cooperative coinfections of multiple diseases [55] [56] [57] , core contact process [58, 59] , and higher-order interactions between individuals [60] , etc. The present work shows that a new mechanism that can lead to the discontinuous phase transition due to the interacting spreading dynamics across different network layers. In all cases, a common characteristic of discontinuous epidemic outbreak is that infinitesimal increase of the external parameters, such as infection rate, can give rise to a considerable macroscopic spreading scope. There is no doubt that it brings more challenges for controlling or predicting epidemic outbreaks in the future [61] .
