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Abstract
We consider Gaussian mixture model (GMM)-based classifica-
tion from noisy features, where the uncertainty over each fea-
ture is represented by a Gaussian distribution. For that purpose,
we first propose a new GMM training and decoding criterion
called log-likelihood integration which, as opposed to the con-
ventional likelihood integration criterion, does not rely on any
assumption regarding the distribution of the data. Secondly, we
introduce two new Expectation Maximization (EM) algorithms
for the two criteria, that allow to learn GMMs directly from
noisy features. We then evaluate and compare the behaviors of
two proposed algorithms with a categorization task on artificial
data and speech data with additive artificial noise, assuming the
uncertainty parameters are known.
Experiments demonstrate the superiority of the likelihood
integration criterion with the newly proposed EM learning in all
tested configurations, thus giving rise to a new family of learn-
ing approaches that are insensitive to the heterogeneity of the
noise characteristics between testing and training data.
Index Terms: Uncertainty-based classification, Gaussian mix-
ture model, expectation maximization algorithm
1. Introduction
Classification and detection systems generally have to face a
wide variety of data distortion phenomena. This results in noisy
observations or features that the system has to handle as ro-
bustly as possible. In this paper, we focus on classification from
noisy data, whatever the type of noise (e.g., additive or convolu-
tive). While our approach is quite general, we mostly consider
classification of audio data in the experimental part and in the
examples throughout the paper.
In order to reduce the sensitivity of the classifier to noise,
many approaches can be taken at different levels. At the signal
level, one can respectively apply noise suppression [1] or source
separation [2] techniques, for stationary or nonstationary addi-
tive noise. At the feature level, one can define features that are
robust to certain noises (e.g., additive or convolutive noise) [3]
or to the interferences and artifacts produced by a noise sup-
pression or a source separation algorithm applied at the signal
level. Finally, at the classifier level, one can account for possi-
ble distortion of the features, given some information about this
distortion [4, 5]. In this paper, we focus on the latter approach
considering a Gaussian mixture model (GMM)-based genera-
tive classification task [6].
When facing non-stationary distortions, the features are
sometimes completely masked. In this case, the features are ef-
fectively missing and should be disregarded. Assuming that the
This work was supported in part by the Quaero Programme, funded
by OSEO.
GMMs have been trained from clean data, some works have de-
rived decoding systems that are able to cope with the so-called
missing data problem [4, 7, 8, 9].
Even though the availability of clean data for model training
is a reasonable assumption in some scenarios, many others have
to deal with noisy data at the learning stage. Indexing televi-
sion or radio shows is an example, where we need to recognize
which speaker is speaking at a given time. In this case, record-
ings of the speakers of interest in a controlled environment are
usually not available. Moreover, one could also want to adapt
available models (potentially learned on clean data) to the noisy
data received during the decoding or to learn them directly from
noisy data. In that case, one needs to define learning algorithms
that are able to cope with the missing feature problem such as
the one proposed in [10].
In practice, the features are usually neither completely clean
nor completely masked. In order to benefit from this range of
uncertainty, one may represent the uncertainty over the features
by a probability distribution. For each feature we here assume a
Gaussian distribution with its mean and covariance matrix rep-
resenting, respectively, the expected value of the feature and its
uncertainty. Again, assuming that the GMMs have been trained
on clean data, one only needs to take the uncertainty into ac-
count at the decoding stage as proposed in [5, 11]. However,
the approach in [5, 11] suffers from the following issues:
1. it is assumed that the clean data underlying the noisy ob-
servations have been generated by the GMMs, and
2. uncertainty is taken into account only at the decoding
stage, assuming that the GMMs were trained from some
clean data that are not always available, as mentioned
above.
We address the first issue by defining a new data-driven cri-
terion (log-likelihood integration) for GMM learning and de-
coding that, as opposed to the conventional model-driven crite-
rion from [5, 11] (likelihood integration), does not rely on any
assumption regarding the distribution of the data. To address
the second issue, we here derive two new Expectation Maxi-
mization (EM) algorithms [12] allowing learning GMMs from
noisy data with Gaussian uncertainty for the conventional and
the newly proposed criteria, respectively. The first EM algo-
rithm generalizes both the algorithm proposed in [10], that is
restricted to binary uncertainty, and the algorithm proposed in
[13]. The algorithm in [13] was not investigated in the context
of classification and it is restricted to the case of uncertainty
with diagonal covariances and zero-mean GMMs with diagonal
covariances.
In summary, we provide two contributions:
1. validation of the model-driven uncertainty decoding ap-
proach in [5, 11] compared to a data-driven approach,
2. introduction of new uncertainty training algorithms en-
abling accurate training on noisy data.
The remaining of the paper is organized as follows. After
a brief review of uncertainty decoding in Section 2, we intro-
duce in Section 3 the two criteria to be optimized for training
and classification over noisy data as well as the corresponding
algorithms derived from the EM framework. Their behaviors
are then evaluated and compared in Section 4 with a categoriza-
tion task on artificial data and speech data with additive artificial
noise.
2. GMM decoding from noisy data
Classification is the problem of assigning a sequence of obser-
vation vectors x = {xn}Nn=1 (xn ∈ RM ) to a class C. Each
class C is modeled by a GMM θ = {µi,Σi, ωi}Ii=1 1, where
i = 1, . . . , I are state indices, and µi, Σi and ωi (
P
i ωi = 1)
are respectively the mean, the covariance matrix and the weight
of the i-th state. In other words, each vector xn is modeled as
follows:
(xn|qn = i) ∼ N (µi,Σi), P(qn = i) = ωi, (1)
where qn denotes the state at time n. Under this model the
likelihood of the observation sequence x is given by
p(x|θ) =
YN
n=1
p(xn|θ), (2)
with
p(xn|θ) =
XI
i=1
ωiN(xn|µi,Σi), (3)
where
N(xn|µi,Σi) ,
1p
(2pi)M |Σi|
»
− (xn − µi)
TΣ−1i (xn − µi)
2
–
. (4)
Within this framework the common generative classifica-
tion approach [6] consists in the following two steps:
1. Training: For each classC the corresponding parameters
θ are estimated from some sequence of training vectors
by maximizing the likelihood (1).
2. Classification: An observation sequence x is assigned to
the class C for which the likelihood (1) is maximum.
Note, however, that one does not need the GMMs to repre-
sent perfectly the data distribution: the most important for clas-
sification is to obtain a good separator between the classes. This
was confirmed by considering discriminative training of GMMs
for classification [14].
2.1. Binary uncertainty
In the case where some components xn are missing and the
remaining are available (xn = [xan,xmn ] ), the probabilistic
likelihood p(xn|θ) (3) cannot be evaluated in the usual man-
ner. A first approach, called marginalization, is to approxi-
mate the likelihood by p(xn|θ) ' p(xan|θ) [10]. A second
approach, called data imputation, is to interpolate missing val-
ues so that the likelihood can be computed in the usual manner
(p(xn|θ) ' p([xan, x˜mn ]|θ)). Numerous imputation methods
can be considered from the simplest one, i.e., interpolating a
1For the sake of brevity we omit here the class label C in the set of
the model parameters θ.
given component with the mean value of this component over
the training set, to more refined ones, like drawing interpolated
values from the GMM conditionally to the evaluated class [4].
The first approach is theoretically more seducing and em-
pirically demonstrated to be more powerful in many cases as it
roots the classification decision over observed data only. How-
ever, it should be noticed that it requires an adaptation of the
classification mechanism which may not be feasible in some
situations. In the latter case, only imputation is feasible.
2.2. Probabilistic uncertainty
By contrast with the binary uncertainty framework, we assume
that xn is unknown and distributed as
xn ∼ N (yn, Σ¯n), (5)
where the parameters yn and Σ¯n are known.
For example, yn can be a feature computed from a distorted
signal and Σ¯n an estimate of the corresponding zero-mean dis-
tortion 2 covariance. Alternatively, yn can be a feature com-
puted from a signal provided by some source separation algo-
rithm or an estimate of this feature obtained using the underly-
ing source separation model [15]. In this case Σ¯n is a covari-
ance matrix of the corresponding estimation error. In this paper
we have the latter application in mind rather than the former.
Since x is unknown, one cannot directly compute the like-
lihood (2), and this quantity should be redefined so as to take
the uncertainty specified by (5) into account. We consider two
cases presented in the following subsections.
2.2.1. Likelihood integration
In a generative framework, the uncertainty equation (5) can be
also rewritten as
yn ∼ N (xn, Σ¯n), (6)
or, in other words, it is assumed that
yn = xn + en, (7)
where en is a zero-mean Gaussian noise with covariance matrix
Σ¯n that is independent from xn distributed as specified by (3).
Indeed, it is reasonable to assume that the noise and the features
are independent. With these assumptions the joint likelihood of
x and y is well-defined and it can be written as follows:
p(x,y|θ, Σ¯) = p(x|θ)p(y|x, Σ¯), (8)
where y = {yn}Nn=1 and Σ¯ =
˘
Σ¯n
¯N
n=1
. The corresponding
Bayesian network is shown in Figure 1.
The likelihood integration approach consists in marginaliz-
ing the joint likelihood (8) over the missing features x, i.e., in
considering the likelihood of y. The likelihood p(x|θ) from (2)
is replaced by the following objective function [5, 11]:
fLI(y, Σ¯|θ) =
Z
RM×N
p(y|x, Σ¯)p(x|θ)dx (9)
=
NY
n=1
IX
i=1
ωiN(yn|µi,Σi + Σ¯n). (10)
This approach is compatible with the marginalization approach
for binary uncertainty [10] (see Sec. 3.3).
2Note that considering zero-mean distortion does not mean reducing
the generality of the approach. Indeed, in case of distortion with non-
zero mean µˆn one should simply consider yn − µˆn instead of yn.
Figure 1: Bayesian network representing GMM-modeled miss-
ing features under the uncertainty model (6).
2.2.2. Log-likelihood integration
As a generative approach, likelihood integration assumes that
the distribution of the hidden data xn is accurately modeled by
the GMM of the corresponding class, which may not always
be the case in practice. We propose a new approach called log-
likelihood integration that is totally data-driven. It does not rely
on any assumption regarding the distribution of x, but makes as
if all values encoded by (5) were actually observed. Note also
that, in contrast to the likelihood integration, this approach does
not have any probabilistic formulation that can be represented
by a Bayesian network.
The log-likelihood log p(x|θ) from (2) is replaced by its
expectation over the observations (5), which results in the fol-
lowing objective function:
fLLI(y, Σ¯|θ) = Ex
ˆ
log p(x|θ)|y, Σ¯˜ =Z
RM×N
p(x|y, Σ¯) log p(x|θ)dx =
NX
n=1
Z
RM
p(xn|yn, Σ¯n) log
IX
i=1
ωiN(xn|µi,Σi)dxn. (11)
Unfortunately, a closed form computation of the integral in
(11) is only possible in the case of a single-state (I = 1) GMM.
An approximate expression may be obtained by assuming that
all data xn drawn from (5) in a given time frame n correspond
to the same (unknown) state i, resulting in
fLLI(y, Σ¯|θ) ≈
NX
n=1
log
Z
RM
p(xn|yn, Σ¯n)
IX
i=1
ωiN(xn|µi,Σi)dxn =
NX
n=1
log
IX
i=1
ωiN(yn|µi,Σi)e−
1
2 tr(Σ
−1
i Σ¯n). (12)
Note also that, using Jensen’s inequality [12], this approxi-
mation can also be shown to be an upper bound of (11).
3. GMM learning from noisy data
As discussed in the introduction, there are many application sce-
narios where it is desirable to train the models over noisy data.
3.1. Likelihood integration
To optimize criterion (10) we propose an EM algorithm, con-
sidering the true features x and the GMM state indices q =
{qn}Nn=1 as latent variables. The resulting EM updates are sum-
marized in Algorithm 1.
Algorithm 1 One iteration of the EM algorithm for the likeli-
hood integration-based GMM learning from noisy data.
E step. Conditional expectations of natural statistics:
γi,n ∝ ωiN(yn|µi,Σi + Σ¯n),
and
X
i
γi,n = 1, (13)
xˆi,n =Wi,n (yn − µi) + µi, (14)bRxx,i,n = xˆi,nxˆTi,n + (I−Wi,n)Σx,i, (15)
where
Wi,n = Σi
ˆ
Σi + Σ¯n
˜−1
. (16)
M step. Update GMM parameters:
ωi =
1
N
NX
n=1
γi,n, (17)
µi =
1PN
n=1 γi,n
NX
n=1
γi,nxˆi,n, (18)
Σi =
1PN
n=1 γi,n
NX
n=1
γi,n bRxx,i,n − µiµTi . (19)
3.2. Log-likelihood integration
To optimize criterion (12) we propose an EM algorithm, con-
sidering only the GMM state indices q = {qn}Nn=1 as latent
variables. The resulting EM updates are summarized in Algo-
rithm 2.
3.3. Discussion
These two algorithms were derived using different sets of la-
tent variables: {x,q} for likelihood integration and q for log-
likelihood integration. This is due to the fact that the complete
data criterion corresponding to criterion (12) can be optimized
in closed form, considering only q as latent variables, while
it is not possible in general for criterion (10). Note also that
both EM algorithms reduce to the classical EM algorithm for
GMM learning [12] when the covariance matrices Σ¯n are all
zero. Moreover, Algorithm 1 reduces asymptotically to the bi-
nary uncertainty-based EM proposed in [10] when the covari-
ance matrices Σ¯n are diagonal with the entries corresponding
to observed data being zero and the entries corresponding to the
missing data tending to infinity.
4. Experiments
We now consider two evaluation frameworks based on a clas-
sification task in order to compare the benefits of the two un-
certainty handling methods. The first experiment considers ar-
tificial data sampled from GMMs whereas the second one con-
siders features extracted from speech utterances of the TIMIT
database [16].
In these two cases, the uncertainty over each feature, i.e.,
the covariance matrix Σ¯n, is assumed correspond to the actual
amount of noise in the data. Even though this cannot be real-
istically assumed in practice, this study focuses on validating
Algorithm 2 One iteration of the EM algorithm for the log-
likelihood integration-based GMM learning from noisy data.
E step. Conditional expectations of natural statistics:
γi,n ∝ ωiN(yn|µi,Σi)e−
1
2 tr(Σ
−1
i Σ¯n),
and
X
i
γi,n = 1, (20)
M step. Update GMM parameters:
ωi =
1
N
NX
n=1
γi,n, (21)
µi =
1PN
n=1 γi,n
NX
n=1
γi,nyn, (22)
Σi =
PN
n=1 γi,n(yn − µi)(yn − µi)T + Σ¯nPN
n=1 γi,n
. (23)
the methodological aspects of the proposed approaches. For
that purpose, controlling the characteristics of the uncertainty
is valuable as it will be shown in the remaining of this section.
For the two experiments reported here, a wide range of possible
setups have been considered. Finally, to ease the control of the
uncertainty characteristics, all the covariance matrices Σ¯n are
considered as diagonal, i.e.,
Σ¯n = diag
˘
[σ¯2m,n]m
¯
. (24)
However, our framework is not limited to this specific case.
The uncertainty in these experiments is controlled by two
parameters. The level of noise called Feature to Noise Ratio
(FNR) is expressed in dB as
FNR = 10 log10
P
n ‖xn‖2P
n ‖xn − yn‖2
, (25)
where the summations are over all features in all classes. As
previously stated, interfering sources are highly non-stationary.
As a consequence, a high level of variability of noise can be
assumed from a feature component to another and from a time
frame to the next. In order to reflect this phenomenon, we intro-
duce a variability parameter called Noise Variation Level (NVL)
and computed as the standard deviation of variances from (24)
expressed in dB:
NVL = stdev
“˘
10 log10 σ¯
2
m,n
¯
m,n
”
. (26)
As the noise over the data can be different for training and
classification, we considered four parameters: FNRtrain and
NVLtrain control the noise over the training data and FNRtest
and NVLtest control the noise over the data to be classified.
The following values are considered:
FNRtrain, FNRtest = {−20,−10, 0, 10, 20},
NVLtrain = {0, 4, 8},
NVLtest = {0, 2, 4, 6, 8}.
This gives a total number of 375 setups. For each of these se-
tups, training and classification are performed and the average
number of correct classification is recorded.
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Figure 2: Artificial data examples: GMMs used for clean data
generation (top, left), clean data x (top, right), noisy data y
with zero NVL (bottom, left), and noisy data y with high NVL
(bottom, right).
For each setup specified by its FNR and NVL, artificial
noise is generated in the following manner. First, the log-
variances {log σ¯2m,n}m,n are drawn from the zero-mean unit
variance Gaussian random distribution and scaled so as to sat-
isfy (25). Second, the expected values y of the missing fea-
tures are drawn from the Gaussian distribution (6), given x and
Σ¯n = {Σ¯n}n defined by (24), and both y−x and {σ¯m,n}m,n
are scaled by the same factor in order to satisfy (26). In order
to remove additional variability the seed of the random number
generator was re-initialized to the same value for each setup.
4.1. Artificial data
In the first experiment, two-dimensional artificial features were
generated from three 4-states GMMs representing the corre-
sponding three classes (Fig. 2, top, left). For each setup and
each class a training sequence of length 300 and 100 test se-
quences of length 100 were randomly drawn from distributions
of the corresponding GMMs. Artificial noise was generated and
added as explained above.
Figure 2 shows an example of clean data x and two exam-
ples of noisy data y with the same FNR = 10 dB and with differ-
ent NVLs (0 and 8 dB). One can note that, as compared to low
NVL, the distribution of the data with high NVL is closer to the
clean data, but at the same time there are more outliers. Thus,
for a given FNR, it should be easier to classify and to learn from
data with large NVL, since the influence of the outliers can be
diminished by taking into account the uncertainty.
Three approaches including likelihood integration, log-
likelihood integration and the baseline conventional GMM-
based classification [6] that does not take the uncertainty into
account were evaluated for all 375 setups described above. To
investigate the impact of the FNR and the NVL on the classifi-
cation performance, selected results are shown in Figure 2.
The left part of Figure 2 shows the impact of the FNR at the
training and testing stage. The likelihood integration approach
is the most powerful. It gets the best correct classification rate
and has the lowest dependency to the heterogeneity of the noise
level between the testing and training sets. Compared to the
−20 −10 0 10 20
0
10
20
30
40
50
60
70
80
90
100
FNR in test
Co
rre
ct
 c
la
ss
ific
at
io
n 
ra
te
Impact of FNR (NVL train = NVL test = 0 dB)
 
 
Like int (FNR train = 0 dB)
Like int (FNR train = 20 dB)
Log like int (FNR train = 0 dB)
Log like int (FNR train = 20 dB)
No uncrt (FNR train = 0 dB)
No uncrt (FNR train = 20 dB)
0 2 4 6 8
0
10
20
30
40
50
60
70
80
90
100
NVL in test
Co
rre
ct
 c
la
ss
ific
at
io
n 
ra
te
Impact of NVL (FNR train = FNR test = −10 dB)
 
 
Like int (NVL train = 0 dB)
Like int (NVL train = 8 dB)
Log like int (NVL train = 0 dB)
Log like int (NVL train = 8 dB)
No uncrt (NVL train = 0 dB)
No uncrt (NVL train = 8 dB)
Figure 3: Artificial data results: impact of the FNR in train
and test (left) and impact of the NVL in train and test (right).
Approaches: “Like int” = likelihhod integration, “Log like int”
= log-likelihhod integration, and “No uncrt” = conventional
GMM-based classification [6] that does not take into account
the uncertainty.
baseline approach that does not consider the uncertainty, the
log-likelihood integration approach gets slightly better results in
terms of accuracy but remains sensitive to the heterogeneity of
the noise level between training and testing data. For example,
to classify a test set with an FNR at 0 dB, a classifier trained
with an FNR at 0 dB is almost three times better than a classifier
trained with a cleaner dataset (FNR at 20 dB).
The right part of Figure 2 shows the impact of the NVL
both at the training and testing stage. The likelihood approach
behaves as expected (c.f., the above informal comparison of two
noisy datasets represented at the bottom of Figure 2), i.e., the
larger the NVL at train and test, the better the accuracy. The two
other approaches do not benefit so much from a large NVL and
face the same dependency to the above discussed heterogeneity.
Indeed, for both the log-likelihood and baseline approaches, a
classifier trained over a dataset at 0 dB NVL is better at clas-
sifying a test-set at 0 dB NVL than a classifier trained over a
dataset at 8 dB NVL.
4.2. Speech data
The second experiment is mostly based on the one considered
in [6]. The task is to recognize the speaker who pronounced the
test sentence among the speakers for which GMMs have been
trained. A subset of 10 male speakers of the TIMIT database
[16] is considered. For each speaker and each setup, a full-
covariance 16-states GMM is trained using the two sa sentences
and three si sentences of this speaker. The remaining five sx
sentences were cut into 4 pieces of equal length that were used
for testing. This gives a total of 200 test sequences of approxi-
mately half a second.
The Mel frequency cepstral coefficients (MFCCs) [17] are
usually used as features for the speaker recognition task [6].
One of the advantages of the MFCCs is that they can reason-
ably be assumed to be decorrelated, and thus can be modeled
by GMMs with diagonal covariance matrices, which decreases
computational complexity. However, the error introduced by
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Figure 4: Speech data results: impact of the FNR in train and
test (left) and impact of the NVL in train and test (right). Ap-
proaches: “Like int” = likelihhod integration, “Log like int”
= log-likelihhod integration, and “No uncrt” = conventional
GMM-based classification [6] that does not take into account
the uncertainty.
a source separation algorithm cannot be assumed to be decor-
related over MFCC vector dimensions, as we assume within
this methodological evaluation framework (see (24)). This error
would be rather decorrelated on the logarithm of Mel-frequency
filter-bank outputs (LMFFB). In fact, at least for probabilistic
model-based source separation approaches (see e.g., [2]), the
estimation error is usually decorrelated between different fre-
quency bands [15], thus it is nearly decorrelated between the
dimensions of the LMFFBs (there is still a small correlation due
to the overlap of Mel-frequency filters). Thus, we here consider
the LMFFBs with diagonal uncertainty covariance matrices and
model them by GMMs with full covariance matrices. Since the
MFCCs are computed from the LMFFBs by the discrete cosine
transform (DCT), which is an orthogonal transform, this setting
is very similar to the usual setting with the MFCCs, where the
features are modeled by GMMs with diagonal covariance ma-
trices and the uncertainty covariance matrices should be non-
diagonal. We use LMFFB vectors of dimension 20.
The same experiments as in the case of artificial data were
carried out and selected results are shown on Figure 2.
The left part of Figure 4 shows the impact of the FNR at
the training and testing stage. The conclusions made over the
synthetic dataset still hold: the likelihood integration approach
also gets the best correct classification rate and has the lowest
dependency to the heterogeneity of the noise level between the
testing and training sets.
The right part of Figure 4 shows the impact of the NVL
both at the training and testing stage. The likelihood approach
behaves as expected, i.e., the higher the NVL at train and test,
the better the accuracy. On contrary, the accuracy of the other
two approaches appears to be rather independent of the NVL
and it is just slightly superior to that of a random classifier.
5. Conclusions
We studied in this paper the learning of GMMs models over
noisy data using two criteria. The first criterion called likeli-
hood integration, proposed in [5], assumes that the data have
been generated by a GMM. We proposed a second criterion
called log-likelihood integration that does not make such as-
sumption, which theoretically seemed beneficial while facing
real data. For both criteria, we proposed EM algorithms in or-
der to estimate the parameters of the GMMs over noisy data.
Experimental evaluation conducted over synthetic and
speech data with knowledge of the uncertainty demonstrated
the superiority of likelihood integration over log-likelihood in-
tegration and the standard approach that does not consider un-
certainty information, thus validating the approach taken in [5]
for both the training and testing stages. The experiments also
demonstrated that considering the uncertainty allows us to: (i)
handle the heterogeneity of noise between the training and test-
ing sets, (ii) exploit the variability of noise for improved per-
formance.
Future work will consider realistic uncertainty estimates
from source separation algorithms over a larger evaluation
dataset in order to evaluate the practical benefit of this new
classification scheme. Another interesting research direction
would be to consider the log-likelihood integration within a
GMM-based classification framework with discriminative train-
ing [14].
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