Compton's method of proving monadic second order limit laws is based on analyzing the generating function of a class of¯nite structures. For applications of his deeper results we previously relied on asymptotics obtained using Cauchy's integral formula. In this paper we develop elementary techniques, based on a Tauberian theorem of Schur (as well as a modi¯cation of his theorem), that signi¯cantly extend the classes of structures for which we know that Compton's theory can be applied.
INTRODUCTION
We are primarily interested in being able to show that an answer exists to the following question, given a class K of¯nite relational structures and a property P:
What is the probability that a¯nite structure, randomly selected from K, has the property P?
The notion of probability that we use is to take the proportion p n of¯nite structures of size n in K (we only count up to isomorphism) that have the property P, and then to take the limit p of the sequence p n as n goes to in¯nity. This limit, when it exists, is also called the asymptotic density of the members of K that satisfy P.
It has been known since the mid 1970s that a few well known classes, like graphs or directed graphs, are such that if P is a property de¯ned by a¯rst-order sentence then the probability must exist, and be 0 or 1. If K is a class such that every sentence in a given (logic) language L de¯nes a property for which a probability exists then we say K has an L-limit law.
In the 1980s Kevin Compton gave a new method for proving that a class K of relational structures has a monadic second-order limit law, a method that only depends on analyzing the growth rate of f (n), the number of structures of size n in K. This applies to classes that are closed under disjoint union and components. For such classes the count function g(n), the number of components of size n in K, is often more readily available than f (n), and we would like to know conditions on g(n) that guarantee a logical limit law. The best results of this type previously known were
• if g(n) = O(n c ), that is, g(n) is polynomially bounded, then K has a monadic second order 0-1 law, and
• if g(n) = Cβ n + O(γ n ), where 0 < γ < β and C > 0, then K has a monadic second order limit law.
Our goal in this paper is to make use of a Tauberian theorem of Schur, and a variant of his theorem, to extend these results to cover a large number of new classes of structures.
In addition to the standard 'big O' and 'little o' notation from asymptotics we use the following: notation means
is eventually greater than or equal to g(n)
As mathematics symbols we will be using upper case boldface roman letters exclusively to denote power series, and the corresponding lower case ordinary italic letters name the coef¯cients. Thus we will use A(x) = n a(n)x n ,. . . , T(x) = n t(n)x n .
THE CLASS RT ρ
The sequences in RT ρ play a central role in the study of Compton's development of logical limit laws. We¯nd conditions to guarantee membership in this class and then apply them to prove logical limit laws. Definition 2.1. RT ρ is the collection of sequences s(n) of real numbers that satisfy (a) s(n) ≻ 0, and
We also say that a power series S(x) is in RT ρ if its sequence of coef¯cients s(n) is in RT ρ . And if f (x) is a function that admits a power series expansion
The following lemma and corollary give the most basic information about the growth rate of members of RT ρ .
From this we see that a smaller ρ leads to much faster growing sequences.
The class RT ρ has some remarkable similarities to the class RV α , the class of functions of regular variation at in¯nity with index α, but this connection does not seem to have been thoroughly researched. For 0 < ρ < ∞ the sequence ρ −n is perhaps the simplest member of the class RT ρ . And this sequence, along with RT 1 , completely determines RT ρ , as one can easily check that
In terms of power series this would be written as
Here are three of the simplest examples from RT 1 :
We can use these examples, with Proposition 2.1, to make a substantial collection of sequences in RT ρ . Multiplication of the sequences s(n) and t(n) gives s(n) · t(n) , and division gives s(n)/t(n) , where we de¯ne s(n)/t(n) to be 0 whenever t(n) = 0. Proposition 2.1. RT 1 is closed under multiplication, division, and asymptotically equal. And, for 0 < σ, τ < ∞, if s(n) ∈ RT σ and t(n) ∈ RT τ then 1/s(n) ∈ RT 1/σ , and
With this we can easily see, for example, that for a, c, ρ > 0 and b any real number, if s(n) ∼ an b e c √ n /ρ n then s(n) ∈ RT ρ . Just such an example played an important role in¯nding the¯rst applications of Compton's 1989 theoretical development of logical limit laws. A key fact about this particular sequence is that an b e c √ n ∈ RT 1 , and it is eventually nondecreasing.
THE CAUCHY PRODUCT
The Cauchy product
The following two lemmas and corollary help us extract information about RT ρ classes from the Cauchy product. We start with the classic Tauberian theorem of Schur. 
Proof. See Bender [3] .
Thus from the hypotheses of Schur's Lemma we deduce C(x) ∈ RT ρ . Corollary 3.1. With 0 < ρ < ∞, suppose A(x) ∈ RT ρ and the radius of convergence of B(x) is greater than ρ. If B(ρ) = 0 then
The next lemma offers a variation on this theme.
, where A(x) and B(x) have nonnegative coef¯cients and B(x) is not the zero power series. If
Proof. From the following equivalent statements
it suf¯ces to prove the lemma in the case that ρ = 1. With ρ = 1 the goal is:
Since A(x) ∈ RT 1 implies a(n) ≻ 0, and B(x) is not the zero power series, we have c(n) ≻ 0. So, in view of (c ′ ) we can also assume that M is suf¯ciently large to guarantee
By assumption (b ′ ) we can¯nd an integer N > M such that
For
As this holds for any n > M + N , we have
EXPONENTIATION
We will be particularly interested in knowing that exponentiation of a power series preserves membership in RT ρ . First we prove a special case of this result.
Proof. Note that C ≤ 1 as the radius of convergence of T(x) is 1. From S(x) ∈ RT 1 we know xS ′ (x) ∈ RT 1 , so, given ε > 0, we can choose M such that
this we see that
Differentiating T(x) = exp S(x) we have
and equating the coef¯cients of x n−1 on both sides of this equation gives
From this it follows that if n > N + M (we adopt the convention that s(m) = 0 for m < 0),
Thus nt(n) ∈ RT 1 , so t(n) ∈ RT 1 .
Lemma 4.2.
Proof. Let T(x) = exp S(x) . Since s(n) ∈ RT 1 and 2 −n ∈ RT 2 , by Corollary 2.1 there exists N such that s(n) > 2 −n for n > N . De¯ne s(n) to be 1 for 0 ≤ n ≤ N and to be s(n) for n > N . Let S(x) = n s(n)x n , and let
is a power series with nonnegative coef¯cients. Thus, for n ≥ 0,
Now T(x) ∈ RT 1 by Lemma 4.1 as S(x) ∈ RT 1 . To¯nish the proof, observe that
where p(x) is a polynomial, so
By Corollary 3.1, T(x) ∈ RT 1 .
Now we see that RT ρ classes are closed under exponentiation of power series.
Proof. This follows from (1) and Lemma 4.2.
If we exponentiate a power series in RT ρ that diverges at ρ then we obtain a power series whose coef¯cients grow much faster than those of the original series. Proof. First we prove this lemma for the case that the coef¯cients of S(x) are nonnegative. Choose N ≥ 1 and observe that, for n ≥ N ,
and thus
Taking the lim inf n of both sides, using the fact that S(x) ∈ RT ρ , gives lim inf
Now use the fact that S(ρ) = ∞.
For the general case, where some of the coef¯cients of S(x) can be negative, let p(x) be a polynomial such that S(x) = S(x) + p(x) has nonnegative coef¯cients. Clearly S(x) ∈ RT ρ and S(ρ) = ∞. Then T(x) = exp S(x) is such that
by the¯rst part of the proof. And by Corollary 4.1, T(x) ∈ RT ρ . As
by Schur's Lemma we have
so from (8) we have s(n) = o t(n) since s(n) eventually equals s(n).
A modest growth condition on the coef¯cients of S(x) guarantees that the coef¯cients of exp S(x) satisfy a growth condition used to prove logical limit laws. But¯rst we prove a technical lemma on membership in RT 1 .
Proof. Choose C, N > 1 such that s(n) ≥ C, for n ≥ N . Then, for n ≥ N ,
Now
, and the right side tends to 0 as n tends to in¯nity since s(n) ∈ RT 1 says the numerator tends to 0, and (9) says the denominator is bounded away from 0. Thus
Now we proceed with the analysis of the growth rate of the coef¯cients after exponentiation. Then T(x) ∈ RT ρ and t(n − 1)
Proof. Corollary 4.1 gives T(x) ∈ RT ρ . To verify t(n − 1) ≺ t(n)ρ note that
As S(x) ∈ RT ρ , ns(n)ρ n ∈ RT 1 , and then Lemma 4.4 gives ns(n)ρ n − 1 ∈ RT 1 . Using Proposition 2.1 we have
Choose N ≥ 1 such that, for n ≥ N ,
and let
By (10) we know that R(x) ∈ RT 1 , so Lemma 4.2 gives
Noting that p(x) is a polynomial we have
by (12) and Schur's Lemma, and thus, as the coef¯cients of R(x) are positive,
This says t(n − 1) t(n) ≺ ρ.
THE STAR TRANSFORMATION
Now we introduce a transformation on a power series S(x) that plays an important role in combinatorics.
n be the power series de¯ned by
Lemma 5.1. For 0 < ρ < 1, if S(x) ∈ RT ρ has nonnegative coef¯cients then
Proof. Since s(n) ∈ RT ρ we know from Corollary 2.1 that 0 < β < ρ −1 < α implies
as n 2 β n ∈ RT 1/β and α n ∈ RT 1/α . Choose α satisfying ρ −1 < α < ρ
and choose C such that |s(n)| < Cα n for all n. Choose N such that s(n) ≥ 0 for n ≥ N . Then
This result is best possible as one can easily¯nd examples with ρ = 1 such that
However the power series expansion of
is much better behaved in this situation.
Lemma 5.2. Suppose s(n) ∈ RT 1 is a sequence of nonnegative terms. Then
as
We shall show that
For any¯xed integer r, (n − r)s(n − r) ns(n) → 1 as n tends to in¯nity. Hence we can choose N > M 3 such that |ns(n) − (n − r)s(n − r)| < εns(n)
for 0 ≤ r ≤ M and n ≥ N/M , and thus
, and for n ≥ N , we have
Returning to the expression for S ⋆ (n) in (13), now assuming that n ≥ N , we have
COMBINING STAR WITH EXPONENTIATION
(a) S(x) ∈ RT ρ with 0 < ρ < 1, (b) the s(n) are nonnegative, and (c) lim inf n ns(n)ρ n > 1.
For the¯nal assertion assume S(ρ) = ∞. Then S ⋆ (ρ) = ∞, so from Lemma 4.3
we have s ⋆ (n) = o t(n) , and thus s(n) = o t(n) .
When ρ = 1 we can no longer assume S ⋆ (x) ∈ RT 1 just because S(x) ∈ RT 1 . Instead we turn to xS ⋆′ (x)/(1−x) to¯nd a well behaved sequence of coef¯cients.
it follows that there exists a polynomial p(x) such that
has nonnegative coef¯cients. Then
has nonnegative coef¯cients. Since (19) has nonnegative coef¯cients it also follows that the exponential of (19) has nonnegative coef¯cients, that is,
Differentiating (20), and multiplying through by x, gives
We will use Lemma 3.2 with
For n larger than the degree of p(x), we have
From (18) we have S ⋆′ (1) = ∞, and thus
From (22) and (23) it follows that
so by Lemma 5.2 and Proposition 2.1, A(x) ∈ RT 1 . This is condition (a) of Lemma 3.2. B(x) has nonnegative coef¯cients by (21), and since R(x) also has nonnegative coef¯cients,
From (21) we also have
Hence condition (c) of Lemma 3.2 holds. So, by Lemma 3.2, C(x) ∈ RT 1 , that is, xR ′ (x) ∈ RT 1 . Then R(x) ∈ RT 1 by Proposition 2.1, so from Corollary 3.1 we have
Finally, condition (c) implies S(1) = ∞, so
and thus s(n) = o t(n) .
COMPTON'S APPROACH TO LOGICAL LIMIT LAWS
A class K of¯nite relational structures is said to be adequate if it is closed under disjoint union and components, and, up to isomorphism, it has only¯nitely many structures of each size. Let g(n) count (up to isomorphism) the number of component structures in K of size n, and let f (n) count the total number of structures in K of size n. The combinatorial identity connecting the two counting functions f and g is
where
The connection between adequate classes and (25) is very tight, for if g(n) is any nonnegative integer valued function with g(0) = 0 then there is an adequate class K with g(n) the count function for the components of K, and the function f (n) satisfying (25) is the total count function for K.
Compton proved two main theorems for the purpose of¯nding classes K with logical limit laws. We assume that K is an adequate class of relational structures with the counting functions f (n) and g(n) as described above. Furthermore we assume f (n) ≻ 0.
2 The striking feature of Compton's theorems is that he is able to prove logical limit laws just from knowing information about the counting function f (n). Note that if f (n) ∈ RT ρ then 0 ≤ ρ ≤ 1 as the f (n) are integers. We only consider 0 < ρ ≤ 1 as Compton's method does not work for the case ρ = 0. (The case ρ = 0 requires more knowledge about K than just the count functions to determine if there is a logical limit law.) Theorem 7.1 (Compton, 1987 (Compton, /1989 . If f (n) ∈ RT 1 then K has a monadic second order 0-1 law. Theorem 7.2 (Compton, 1989) . If f (n) ∈ RT ρ , where 0 < ρ < 1, and if there exist K and C such that
then K has a monadic second order limit law.
guarantees that K has a monadic second order limit law.
Proof. From Proposition 2.1 we see that g(n) ∈ RT ρ , where ρ = 1/β, and the condition lim inf n ng(n)ρ n > 1 is readily veri¯ed. Thus Theorem 9.2 applies.
Remark 9. 1. If we change the condition µ < 1 in Corollary 9.1 to µ > 1 then we can¯nd examples of classes K with such a count function g(n) which fail to have a¯rst-order limit law.
Remark 9. 2. We can construct, for any given ρ with 0 < ρ ≤ 1, an in¯nite sequence K m of classes of¯nite relational structures with monadic second order limit laws such that the count functions g m (n) and f m (n) for K m are in RT ρ and growing in¯nitely faster at each successive step, that is, we have g m (n) = o(f m (n)) and f m (n) = o(g m+1 (n)).
To construct the sequence we start with g 0 (n) = ⌊1/ρ n ⌋, for n ≥ 1.
gives g 0 (n) = o f 0 (n) by Theorem 6.1 or 6.2. Now observe that by modifying f 0 (n), by simply setting f 0 (0) to 0, we have a sequence that can be used as a g(n), satisfying the premises of Theorem 6.1 or 6.2. Inductively de¯ne g k+1 and f k+1 by: g k+1 (0) = 0 and
where G k (x) = n g k (n)x n and F k (x) = n f k (n)x n . Now take classes K m with counting functions f m (n), g m (n).
In the case that ρ = 1 these classes have, for m ≥ 1, both count functions with superpolynomial growth, growing far faster than the classes with polynomially bounded g(n) that were, with minor exceptions, the only ones that were previously known to have a monadic second order 0-1 law. And likewise, with 0 < ρ < 1, the classes K m , for m ≥ 1, grow far faster than any examples that we knew before with a monadic second order limit law.
