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Introduction
Selectivity is a central concept in analytical chemistry [1] . Without selective methods analytical measurement of individual components' concentrations in mixtures would not be possible. A general definition of selectivity and particularly its quantification are quite difficult [2] [3] . However, if a measured signal depends linearly on the concentrations of some components in the sample (e.g., in absorption spectrophotometry), acceptable measures of selectivity can be obtained. There have been, indeed, two main trends for defining the selectivity of linear methods. In measurements on a single channel (e.g., on a single wavelength or with a single sensor) selectivity is commonly defined [3] [4] [5] as the ratio of analyte sensitivity to interferent sensitivity. In multichannel (multivariate) analysis other selectivity measures have been proposed [6] [7] [8] , and the one introduced by Lorber [7] (to be explained later in this paper) appears to be the most accepted.
It will be shown in this paper that this widely accepted multichannel selectivity is not a simple extension of the single channel selectivity concept. The two selectivities reflect two different approaches of analytical chemists to solve the same problem, the determination of an analyte concentration in samples where interferents may be present. It will also be shown that a direct extension of the single channel approach to multichannel measurements is possible. This may result in better analytical results and easier methods and one can also define and measure selectivity in accordance with the single channel methods. This paper is part of an effort to clarify the concept of analytical selectivity in systems both with linear and nonlinear responses and with one or more measurement channels [2] [3] 9] . Scalar quantities will be denoted in this paper by lowercase letters, vectors as lowercase bold face letters, matrices as uppercase letters. Row vectors and column vectors will not be differentiated as this will be clear from the context. Vector multiplication means always the scalar product. Vector norms (Euclidean) are denoted by double vertical lines.
Definitions of analytical selectivity in linear methods

Single channel linear methods
In many analytical methods the measured signal(s) depend linearly on the analyte concentration and also on the concentrations of some interferents potentially present in the investigated samples. Such techniques are, for example, absorption spectrometries, where the Lambert-Beer law has wide validity:
... Here A λ is the measured absorbance signal at wavelength λ, the c-s are concentrations, the s-s are sensitivities (typically all non-negative, and this non-negativity will be assumed throughout this paper) and the lower case indices denote different compounds: A is the analyte, B, C, and possibly others are interferents; ε is the random error of the absorbance measurement (not the molar absorbance coefficient). Let us assume that the sensitivities s A , s B , etc., are known accurately and precisely from a preceding calibration and the linear model is also accurate. If the absorbance is measured on a single wavelength (or more generally a single measurement channel is used) then the concentration of the analyte, c A , cannot be determined from the measured absorbance alone, because the interferent concentrations c B , c C , etc., are also unknown and only a single equation is available. But we may have additional information which limits the possible range of c A . A natural constraint is that all concentrations are non-negative. In many linear methods also the sensitivities are non-negative (see above). These two conditions limit the possible range of c A between the detection limit and A λ /s A (neglecting the random error at this upper limit). This range is still too wide and further information is needed to estimate c A more sharply, i.e., with less error. Before we show how, let us calculate) the relative error of c A in a single channel measurement from Eq. (1) . For simplicity we consider only one interferent, B. The first term on the right hand side is the interference effect or relative bias. The bias itself is s B c B /s A . Both depend on the ratio of the respective sensitivities, but also on the concentration(s). The ratio of sensitivities is then a characteristic quantity. Its reciprocal, s A /s B , may be considered the selectivity measure of the method. The higher this selectivity measure is, the less interference (relative bias) will be observed at a given ratio of the concentrations. Since in analytical chemistry the (relative) error of the analyte concentration estimate is very important, this definition of selectivity makes sense. Indeed this is the traditional definition of single channel selectivity [4] [5] .
The selectivity, s A /s B , is the ratio of two sensitivities. As the sensitivities express signal changes per unit concentration change, their ratio shows the necessary change in c B to bias c A by one concentration unit. For the same reason the reciprocal of the selectivity shows the (change of) bias in c A caused by unit change in c B . This formulation will be extended later in this paper to multichannel methods.
Two things need to be noted here. First, the selectivity, s A /s B is used in the estimation of the bias, not the random error. This will be very important later in the discussion of multichannel selectivity. Second, s A /s B is not sufficient alone to estimate the relative bias. The concentration ratio, c B /c A is also needed. Although the individual concentrations c A and c B , respectively, are unknown, the analyst may have some information about their ratio. For example the analyst may know from experience with the samples at hand that the ratio c B /c A is less than 0.01 in all samples, i.e, c B /c A <0.01. This inequality is a very useful constraint. For example if s A /s B = 2, then the bias in the determination of the analyte concentration is found from Eq. (2) to be less than 0.5×0.01= 0.005, i.e. 0.5%.
Generalizing what has been said above, Eq. (1) is an underdetermined linear "equation system" consisting of a single equation with two unknown concentrations. To obtain a sufficiently close estimate of the analyte concentration, further information is needed about the concentration variables. Such information may be further equations, which are derived from additional measurements, like absorbance readings at multiple wavelengths. This is the case in multichannel measurements, where the goal may be to completely eliminate the bias due to interferents. This will be discussed later. But the analyst may not want to eliminate the effect of interferents completely, since she needs only to keep the total uncertainty of c A below certain, predetermined limit [10] . Therefore she may be satisfied to know that the first term on the right hand side of Eq.(2) is below a certain limit. For a method with given selectivity this means she needs to make sure that the concentration ratio c B /c A is less than a certain limit. Mathematically this is a constraint on the two variables in the form of an inequality:
where u lim is an upper limit. The analyst may know from experience with earlier samples that this limit is never exceeded; she may even ascertain this in new samples by some semiquantitative tests. Alternatively it may be enough to know or to prove that c B is less than a certain limit, if one knows simultaneously that c A is higher than a certain minimum in every sample. Occasionally the analyst may not know these relationships a priori, but she may perform a sample pretreatment operation which leads to the required relation. It is also possible that a method developer includes in the description of the method that some concentrations, or concentration ratios, must not exceed a certain value for the method to be sufficiently accurate. Such considerations are very common in some areas of analytical chemistry, e.g., in ion selective electrode potentiometry. But less explicitly than in potentiometry, they are used in essentially all single channel analytical measurements, because analytical chemists do not bother with interferents which are extremely unlikely to be present in samples in appreciable concentrations compared to the analyte. Interferents with very low sensitivity values can also be mostly disregarded because the bias caused by them is well within the tolerance limits. This sort of neglecting minor interferences does not work in some multichannel measurement methods, where the mere assumption that an interferent may be present, can be the cause of very large analytical errors. One goal of this paper is to show how to avoid this situation.
Selectivity concepts for multichannel linear methods
Some decades ago it became feasible to make quickly and at low cost multichannel analytical measurements, e.g., in the form of full spectra or of sensor array readings. In many instances this had made possible to obtain fully determined or even overdetermined equation systems of the kind of Eq. (1). This means that, if the determinant of the equation system is not zero, and if the pure component spectra are all available, then all concentrations in the equation system can be determined without bias caused by other components in the equations. (Other sources of bias, like unmodeled interferents, imprecise calibration, unmodeled nonlinearities, etc. are not being considered here.) Such measurements are therefore totally selective ("specific") for the analyte (and also for the interferents). It was therefore thought that the necessity for using selectivity, as a measure of bias caused by interferents, became superfluous with multichannel measurements. There were, however, other, new problems discovered, which were attributable to the interferences. Therefore new definitions of selectivity were introduced by several workers to quantitate such new effects.
The relationship between these new, multichannel or multivariate measures of selectivity and the preexisting, above explained single channel selectivity is still not sufficiently clarified. This issue will be investigated here after introducing the probably most widely used multichannel selectivity measure.
When speaking here of underdetermined and well (or fully) determined equation systems, a difference between mathematics and analytical chemistry (and statistics) should be pointed out. The mathematical classification considers the simultaneous determination of all (concentration) variables. For the analytical chemist (and the statistician) the problem may be differently posed when she needs only the analyte concentration and is not interested in the other (interferent) concentrations. This point will be reemphasized later in this paper. 5 
Multichannel selectivity concept based on the net analyte signal (NAS)
Kaiser [6, [11] [12] had extensively discussed the new possibilities arising with the use of multichannel linear methods. Although the usefulness of Kaiser's definitions is unclear (he himself had also expressed his doubts in this respect), they had made a great influence on later researchers.
An important work, which was also considered by its author an improvement of Kaiser's concepts, has been the paper of Lorber [7] , where a new selectivity measure was proposed. A IUPAC technical report [13] , published twenty years later, in 2006, asserted that this selectivity criterion (which is essentially identical (see [13] [14] [15] ) to that of Bergmann et al. [8] ), is the most suitable among those published. Very recently a review by Olivieri [16] confirms that this is still the prime selectivity measure in multivariate analysis. A tutorial by Kalivas and Lang [17] includes moreover an explanation of the relationship between the selectivity measure of Lorber [7] and the variance inflation factor employed in mathematical statistics. Furthermore, it has been mathematically proved that the widely used partial least squares regression (PLSR) method calculates actually (in a noise free setting) the "net analyte signal" used by Lorber to define selectivity [18] . Therefore, in the rest of this paper the selectivity measure introduced in [7] will be more thoroughly investigated.
In contrast to Kaiser, who was mainly interested in the determination of all unknown concentrations, Lorber [7] was closer to the analytical chemists' approach and developed a selectivity definition which relates to the determination of only a single component of the mixture. One way to appreciate the importance of this idea is to consider a case when the spectra (which can be considered as vectors, see below) of three interferents are coplanar among themselves (but not with the analyte spectrum). This does not prevent or deteriorate the determination of the analyte concentration even though the sensitivity matrix has lower rank than the number of components. In this case it is not possible to calculate the concentration of all components, but the analyte concentration can be determined.
Lorber defined analytical selectivity with reference to the "net analyte signal" and to error inflation. Therefore these quantities need to be discussed before proceeding further.
The net analyte signal
The idea of the net analyte signal is best understood if absorbance spectra are considered. As a visual help, Fig.1 shows a special case where only two compounds are considered (the analyte A and the interferent B), and absorbance readings are taken only at two wavelength values.(Note that the latter restriction is not necessary because two vectors always define a plane in whatever dimension. Thus if one considers spectra measured at hundreds of wavelength values, Fig.1 would look the same, except for the position of coordinate axes.) Let us consider absorbances A λj measured at wavelengths λ j (A λ1 and A λ2 in Fig.1 ). These absorbance values run from j=1 to j=p and constitute a p-vector. Let us assume that we know the spectrum of 6 each compound (at unit concentration) exactly (s A and s B in Fig.1 ). These spectra are now p-vectors and if organized in rows according to the components, they constitute a kp matrix (where k is the number of components), which will be called here the sensitivity matrix and its rows the sensitivity vectors. (The same matrix is sometimes denoted in the literature as the K matrix. Note also that in part of the literature the transpose of this matrix is defined as the sensitivity matrix.)One may consider the linear subspace defined by the respective sensitivity vectors of all compounds except for the analyte. In Fig.1 this subspace is the one-dimensional line s B . One can decompose the sensitivity vector of the analyte into its orthogonal projection s A ' onto this subspace, and into another vector, s A *, which is orthogonal to the subspace. This decomposition is unique. The component which is orthogonal to the subspace, i.e. s A * (or just the length of this vector) is called the net analyte signal (NAS) of the analyte at unit concentration. If the spectrum of a mixture, s, is measured, this mixture spectrum-vector can be decomposed in the same way and one obtains the net analyte signal of the mixture, NAS s . Since
where double vertical lines denote vector length (Euclidean norm) and α is the angle between the two sensitivity vectors.
The analyte concentration can be obtained as:
Note that Eq. (6) is only valid if α≠0.If α=0, the equation system cannot be solved for c A . If α≠0 one obtains c A accurately, i.e., without bias. Assuming that the pure components' spectra had been accurately and precisely measured and the linear model is perfectly valid (these ideal cases can, of course, only be approximated), and any background signal has been subtracted, any uncertainty of c A will be due to the errors of signal measurement. In the following text it will be assumed that the signal measurement has unbiased random error. 
Error inflation
If repeated measurements are made on the same sample, the resulting spectra will include different experimental errors. The endpoints of the spectrum vectors will be scattered in some pattern due to the noise. Lines of constant probability density may be plotted, e.g., like the two circles in Fig.2 . The circle around point s 1 represents the error distribution for a pure A solution, the circle around s shows 7 the error distribution for a mixture containing both A and B. An assumption in many papers on multichannel selectivity has been that the noise is independent and identically distributed (e.g. with Gaussian distribution) and therefore the constant probability lines are circles and the radius (R) of these circles (which is here the standard deviation of the noise, often denoted by σ ε ) is independent from the sample composition and thus also from the actual absorbance values. (Note, however, that this assumption is not naturally valid for all analytical measurements [15, 19] .Definition of multichannel selectivity becomes, however, somewhat more complicated in other cases, and is not considered here for simplicity.)
It has been recognized that, under the assumptions of the noise features made above, the determination of c A can only be done with error inflation. By this one means that the relative standard deviation of the measured c A is higher when measured in a mixture than when measured in pure A solution. This is quite simply shown in Fig.2 . In pure A solution the distance between the two triangles (2R) gives the error bar of c A (two times its standard deviation). In the case of the mixture s the distance between the two squares (2R) gives the error bar of NAS s . The ratio of the two relative errors has been called the error inflation factor. By denoting the radius of the noise circle by R, the error inflation factor (eif A ) is given by the ratio of the respective noise/signal values and turns out to be equal to the reciprocal of sinα:
Obviously, if α is a small angle, the error inflation is very high.
A remarkable property of the error inflation factor is that it does not depend on the actual concentrations since it is completely defined by sinα, and thus by the directions of the vectors s A and s B . This concentration independence means that the error inflation factor can be very high even if the interferent concentration is zero, i.e., if there is no interferent in the sample. The error inflation factor arises by including the interferent B into the measurement model, not because B is present in the actual sample. In other words the error inflation arises because one cannot exclude the presence of the interferent in the samples.
Selectivity based on the net analyte signal
8 Selectivity has been defined by Lorber as a measure of the overlap of the analyte spectrum s A with the interferent spectrum or spectra. He had recognized that several choices to measure the degree of overlap may be used. He chose the following definition: (8) with the argument that the selectivity defined by Eq. (8) is the reciprocal of the error inflation factor of Eq. (7) . Note that with this definition, if the selectivity is small, error inflation is large. If the selectivity (and thus α) tends to zero, the error inflation factor (which is the reciprocal of Sel A ) goes to infinity.
In the following sections arguments will be made to show that this definition of selectivity contradicts the traditional single channel selectivity definition explained earlier in this paper. It will also be shown that it is not a sufficiently general measure of error inflation. Moreover it will be shown that it is possible to define multichannel selectivity in a manner which is a natural extension of the traditional selectivity concept.
Comparison of the single channel and multichannel selectivity definitions
Both the single channel and the NAS based multichannel selectivity defined above are useful measures of the respective methods' tolerance against interference related errors. At the same time the two types of measure are also very different. The single channel selectivity expresses tolerance against bias (systematic error) caused by an interferent. The multichannel selectivity shows tolerance against random error inflation when the bias is eliminated completely.
Single channel selectivity and the NAS based multichannel selectivity represent two different approaches to the problem of measuring an analyte's concentration in the presence of interferents. If one has multiple channels available for measurement and none of these is specific (fully selective) for the analyte then one is looking for a scalar (and monotonous and hopefully linear) function of the ensemble of measured responses (i.e., of the sample "spectrum") which is totally selective for the analyte. In a linear system (Eq. (4), where the spectra of all pure components are known, i.e., Eq.(4) is extended to several interferents and the equation system can be solved for c A ) the scalar product of the sample spectrum with the NAS vector is just such a function. This was an ingenious discovery but since this function behaves just like a totally selective single channel response (i.e., it depends only on the analyte concentration, independently from the concentrations of the interferents), it is not meaningful to speak about the selectivity of such multichannel analyses in the same sense as in single channel analyses. A problem with this function is that it may deliver analyte concentrations which are very sensitive to the random measurement errors of the multichannel (spectral) measurement. This is likely to happen if the length of the NAS vector (at unit analyte concentration) is small compared to the noise. This is why Sel A is a useful quantity: it tells something about the noise sensitivity of the totally selective response. Yet it is also clear that the selectivity of a totally selective response is infinitely high (in the single channel sense) and therefore the two terminologies (single channel and multichannel) become contradicting.
9
The contradiction between the two selectivities (single channel vs. multichannel) may be appreciated by the following numerical example.
Mixtures consisting of three components are considered. Table 1 shows signals of the three compounds on three channels (sensors) at unit concentrations of each compound. One may see immediately that the third line of the table is equal to the second line plus 0.001 times the first line. Therefore the determinant of this 3×3 matrix is zero. Each of the three sensors in this example is individually very selective for compound A, yet they constitute together a sensor array with zero multichannel selectivity for A. This peculiar situation can be regarded a simple consequence of the different definitions of single channel and multichannel selectivity, or as a sign of contradiction in terminology.
An obvious, but not very important further difference between single channel and multichannel selectivity, is that their numerical values span different ranges: 0 to infinity for single channel and 0 to 1 for multichannel.
The most recent IUPAC recommendation on the terminology for selectivity [20] discussed both single channel and multichannel selectivity but did not mention the differences between these concepts. Therefore the present work may complement that recommendation in this respect.
Practical consequences: reducing error inflation at the cost of bias
While discovering a conflict of terminology is certainly interesting, it is not the only conclusion from the above discussion. To go a step further, one should recognize that in multichannel measurements it may be impossible to find a scalar function of the multiple responses which is totally selective for the analyte concentration. For example, in linear systems described by Eq.(4) (extended to several interferents) no such response is found (at least as a linear combination of the measured signals) if the NAS vector is zero, i.e., when the analyte spectrum is a linear combination of some interferents' spectra. And even if the NAS vector is not zero, but its length at unit analyte concentration is small compared to noise, it is not very useful to calculate the analyte concentration from the NAS component of the sample spectrum.
This apparently hopeless situation may be resolved in the same way as it is done in the single channel case. One should recognize that in the multichannel case one was looking for a scalar function of the measured signals at all channels so that this function depends exclusively (i.e., totally selectively) on the analyte concentration at any mathematically possible values of the interferent concentrations. On the other hand, if one has only a single channel for measurement and this channel is not fully selective to the analyte, then the analyst asks: do I really need to expect any mathematically possible sample compositions? Very often the answer is no. One may know from experience with a given sample type that the composition of the samples will be in some limited range. The question is then if in this limited range one may estimate c A as if the single signal depended only on the analyte concentration. If the analyte is determined under this assumption one will have some bias in the result (Eq. (2)). So the question to ask is if the maximum bias which may occur in the limited concentration range is tolerable. It was shown earlier in this paper as a sequel to Eq.(2) that in single channel measurements the bias may be tolerable. There is no a priori reason why this procedure could not be extended to multichannel measurements with known spectra for all compounds. How this may work is best shown by a numerical example. Later this example will be generalized and compared to the so-called inverse methods where this tradeoff between bias and variance is routinely used, but requires a set of samples which is representative for all future samples to be available. In this example it was assumed that the concentration of C was less than 0.01 in all samples. If this is not the case it may be possible to reduce selectively the concentration of C to this limit by some kind of sample pretreatment.
It is also easy to see that the previous problem (observed with c C =0.01) would have existed and the same solution would have worked if the concentration of C would have been, e.g., 100 times higher but the absorbance of C at unit concentration 100 times lower.
In the above example it would have been possible to drop the measurements at one wavelength when C was no more included in the model. The remaining two concentrations, c A and c B , can be computed from measurements on merely two channels. Taking for example only the two first -s and using the error loaded measurement values 121.4 and 122.2, the result for c A would be 1.002. This reduction of the number of channels is usually not important in spectroscopy. With sensors, however, this can be a significant advantage. It is possible that one has two sensors, both being sensitive to all three sample components A, B and C, respectively, but a third sensor would be difficult to get. In such a case the concentration of the analyte A cannot be generally determined. But again if the concentrations are limited, for example just as in the example above, then two sensors may be enough as the numerical example has just shown. This reduction of the number of channels may appear similar to variable selection in inverse methods (which see later). Yet the possibility of reducing the number of channels(i.e., the number of measured variables) arose here out of selecting a compound to be deleted from the model. Such compound selection cannot be done in inverse methods. Put it in another way: one would not gain anything in this example from dropping the third channel (i.e., measurements on the third wavelength) without deleting compound C from the model.
These examples show that in multichannel measurements with high or even infinite error inflation it can be useful to resort to the fundamental idea of single channel selectivity: one should leave out from the linear model a compound (or some compounds) which have low effect on the measured signals but contribute to the high error inflation factor. One should remind again that the error inflation factor is independent from the interferent concentrations, it is merely due to including the interferents in the model. The proposed procedure can only be used if there is indeed at least one interferent which has low effect on the measured signals but contributes to the high error inflation factor.
The effect of an interferent on the estimate of the analyte concentration can be easily estimated. To this end one need to calculate the apparent analyte concentration caused by unit concentration of the interferent, using the model without the interferent. For example in the case of The example shows that the single channel selectivity concept can be extended to multichannel measurements in a natural way. Selectivity can also be calculated in an analogous way to single channel selectivity and with the same meaning: the reciprocal of the apparent concentration change (bias) due to unit concentration (change) of the interferent. This extension is different from the NAS based multichannel selectivity.
Generalization: Selectivity in classical and inverse multivariate linear methods
The analytical task and some potential difficulties
In the rest of this paper the results of the previous sections are generalized and compared with other methods of multivariate analysis.
As seen in the previous sections, multivariate linear methods allow the determination of the composition of multicomponent mixtures. Their goal may be the determination of all, spectrally active components' concentration in the sample, or only the determination of a single analyte. In the latter case the other components are considered interferents. This paper deals only with this case, i.e. with the determination of a single analyte in the presence of interferents. The terminology of absorption spectroscopy is often used here for all linear multichannel measurements to avoid complicated wording. Second and higher order methods are not considered.
For each channel one can write a linear equation to express the measured signal. For the j-th channel:
and the spectrum of a mixture may be written in a vector equation as:
where ε i and ε, respectively, denote the random measurement noise and other notations are as before. From a mathematical point of view, at least k channels are needed for the measurement of k compounds. If more than k channels are available then the data can be redundant and regression methods are used. But even k or more than k channels are not always sufficient to determine all concentrations. The equation system must also be solvable for the concentrations to be determined from it. If the analyte is the compound A, then common sense dictates that the equation system must be solvable for c A . The other possible problem is that the analyte spectrum is approximately but not exactly equal to the linear combination of some interferent spectra. In this case one can resolve the equation system accurately for c A , but when repeated measurements are made on the same sample, the reproducibility of the c A values is very bad, even if the measurement noise is quite normal (i.e., it would be tolerable in a single channel measurement or a single component multichannel measurement).
Classical and inverse methods for solving the analytical task
Independently from all these problems, the analytical task of measuring c A may take (at least) two different forms. In one of these, pure substance spectra can be and are determined for all components of the mixture and the analyst knows from experience, or from other sources, those concentration combinations of analyte and interferents which she may expect to encounter in future samples. In the other typical situation pure component spectra are not available and the expectable concentration combinations are not known either, but one has access to a number of samples which are representative of all future samples, and one can also measure by an independent and accurate analytical method the concentration of the analyte, c A , in all these representative samples. Analytical methods devised for the first of these two cases are called classical methods while those devised for the second are called inverse methods. Both types of methods may be plagued by error inflation and by bias in the estimated c A . Mixed cases also exist. i.e., when the inverse method is used but some or all pure component spectra are also available. 14 
The possibility of bias variance tradeoff
Both in the classical and the inverse methods c A is estimated in an unknown sample as a scalar function of the sample spectrum in the following form:
Here s is the spectrum vector of the sample and b is a vector chosen in such a way that within the range of all expected future samples c A may be determined with sufficiently low error. It is very important to specify the kind of error meant here. One possibility is to require zero bias, and in this case the error is the standard deviation or its square, the variance of c A . Another possibility is to allow some bias and consider the so called mean squared error (MSE), which is the square root of the sum of the variance (arising due to instrumental noise) and the squared bias (arising due to interferent effects, since other biasing effects like imprecise pure component spectra in the classical method are not considered here):
In the classical method one may try to decompose any sample spectrum vector, s, into the pure component spectrum vectors. This may not always be possible (see above: when s A is the linear combination of some interferent spectra) but if it is, then the resulting coefficient of the analyte spectrum s A will be an unbiased estimate of c A . It is shown in statistics texts [21] that this estimate has the lowest possible variance among all possible unbiased estimates of c A . However, it may not have the lowest possible MSE.
The analyst is usually more interested in lowering the total error, MSE, than in obtaining by all means an unbiased estimate. So the question is how to find a suitable b vector. From Fig.2 it is clear that by choosing b to be the NAS vector one executes a simple vector decomposition and, as expected, the bias of c A is zero. As long as α is not small, this is quite satisfactory, because the instrumental noise is only slightly inflated. But if α is small, the noise is highly inflated and it may exceed the tolerance limits of the analysis, so it can be worth looking for a solution with some bias but with lower MSE.
The search for lower MSE occurs by varying the b vector. One must be aware, however, that it may not be possible to find any b vector with much lower MSE than in the unbiased case. On the other hand, if one can lower the MSE, one need not find the b with the lowest MSE. One needs only to bring the MSE within the predefined tolerance limits of the analysis. Therefore many different methods may exist for finding a suitable b vector and the obtained b vectors can be different.
The search for a good b, i.e., the bias variance tradeoff, is not a trivial task because the MSE should be low enough for essentially all future samples. Thus one needs to know and use in this search the expected concentration combinations in all future samples. In the inverse method this is achieved by using for the calibration a set of (hopefully) representative samples with measured c A concentrations. In the classical method the analyst's educated guess about future sample compositions should be used. Both methods may introduce hidden errors. For finding a good b one needs to know or model the instrumental noise, too. This may be iid (independent and identically distributed) as in previous sections of this paper but may also have other properties. Zero bias of the instrumental noise is assumed here to avoid confusing it with bias due to interferents. Heteroscedasticity and nonzero error covariances can usually be handled by standard mathematical methods.
Bias and selectivity
Whatever method is used to arrive at some satisfactory b vector, the bias of the method caused by an interferent, say B, in any particular sample can be expressed as: (17) showing that the bias due to B is indeed c B s B b.
On the other hand the equality s A b=1means that 
where β is the angle between s B and b. This selectivity value is the reciprocal of the analyte concentration bias caused by a unit change in interferent concentration, just like the single channel selectivity. Note that in single channel measurements b=s A /||s A ||is the only reasonable choice (to avoid unnecessary error inflation), so that γ=0 and β=0. Thus the present formula returns the conventional value for selectivity, s A /s B . On the other hand if in multichannel measurements b is selected to point into the NAS vector direction then γ=π/2-α and β=π/2. The selectivity is therefore infinitely large, in agreement with the fact that the bias from the interferents is completely eliminated. Therefore the selectivity defined here is the logical generalization of the single channel selectivity to multivariate methods and might well replace the NAS based selectivity, sinα.
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The selectivity depends on the expected sample compositions' distribution because the direction of b depends on these. Thus even though one can define and calculate the selectivity of the method after having fixed b, this selectivity value can only be used within the range of the expected or estimated future sample compositions. This is, of course, not a very bad limitation.
Although the selectivity formula derived above applies also to inverse methods, its application is hindered when the individual component spectra are not available. This can be sometimes helped with by carrying out a few extra measurements. Arnold et al [22] presented an experimental method to test the selectivity of a PLS inverse method. They had built the PLS model for a compound (denoted here for simplicity as A) with calibration mixtures and then submitted to this model the spectra of each individual compound (the analyte A and two interferents, B and C) in the same matrix, each compound at several concentrations. They established the apparent A concentrations for every spectrum and plotted calibration lines for A, B and C. They considered as selectivity the ratio of the slope of the analyte calibration line to the slope of an interferent's calibration line. This definition and procedure is in agreement with the here proposed selectivity definition. Although Arnold et al did not derive the equations presented here, their work shows that practical analytical chemists would intuitively understand selectivity in the same way as presented here.
In conclusion one can extend the single channel selectivity concept to multichannel (multivariate) analyses, both in classical and inverse methods. The obtained selectivity measure is different from the NAS selectivity, which is sin α. Although the NAS selectivity is advantageously independent of the future sample compositions, it shows only that there is a problem with error inflation, and does not quantitate any particular interferent's effect on the measurement bias. Moreover if in the classical method the b vector is not parallel to the NAS vector, then 1/sinα is no more the measure of noise inflation, either. As one may see from the above derivation (using Eqs. (17) and (18)) the noise inflation factor is then 1/cosγ. Obtain the spectra of all pure compounds(approximate spectra may suffice for low level interferents).
Determine or estimate the noise of the signal (absorbance) measurements (may be wavelength/channel dependent). Proceed only if this noise level would be acceptable for measuring the pure analyte in its expected concentration range. (Otherwise the method will never be satisfactory because this noise can only be inflated, not reduced.)
Calculate the error inflation factor of the classical (vector decomposition) method. If the inflated error (noise) is still acceptable, use the classical method. This will eliminate all bias, independently from the interferent concentrations.
If the inflated error is unacceptable, estimate the maximum expected concentrations of the interferents and the expected range of analyte concentrations. Check if deleting the spectrum vectors of those interferents for which c J s J (where the index J denotes generally an interferent)is small compared to c A s A , reduces significantly the noise inflation factor (as calculated from the NAS vector relative to the remaining interferents pectra). If the reduced noise inflation is acceptable, calculate the maximum bias caused by the interferents whose spectra were deleted. If this (and the resulting MSE) is also acceptable the method development is finished. As a result, some of the interferences will be completely eliminated while those for which the spectrum was deleted will remain, but cause only a tolerable bias. The procedure described in this paragraph is the one suggested by the numerical examples in this work. Simulations (not shown here) indicate that this method works well in a wide parameter range.
If the resulting bias is too high even after the procedure of the preceding paragraph, one may go one step back and reintegrate the spectrum of one interferent. If this reduces the bias substantially, without inflating the measurement error too much, one may continue this procedure until arriving at the limit of acceptability. If this method does not help, one has to consider projection of the pure component spectra on a vector intermediate between the last NAS direction and s A . Selection may be done by some optimization algorithm (to obtain acceptable MSE) or by simulating sample spectra in the expected concentration range and employing inverse regression to them. This is a somewhat underdefined task, just like all inverse regression methods. The procedure proposed in the previous paragraph helps to avoid the need for such methods.
Note, however, that it may not be possible to arrive at an acceptable analytical method by any classical or inverse method with the measuring system at hand and the prevailing concentration distributions. In this case one has to improve the measuring system, e.g., by reducing instrumental noise, by decreasing the concentration of some interferents by sample pretreatment or by using other sensors.
The method proposed in this paper is slightly suboptimal because it uses always the projection of the sample and pure component vectors onto a NAS vector (that defined by the analyte and the not discarded interferent spectra), without considering other possible b vectors. On the other hand, however, it is transparent and relatively simple, particularly if the number of components to be considered is small. Notably it does not require the development of a special search algorithm for finding the b vector. Besides it can also handle the case of multicollinearity, just like the traditional single channel method does and unlike the vector decomposition (ordinary least squares, OLS) method.
To the authors' knowledge there have been no other methods suggested yet to apply the classical method to the specific problem of treating low-level bias in the high error inflation situation. This is surprising because in single channel measurements this is perhaps the most prevalent problem and it has been solved intuitively for such a long time, that the solution is considered a commonplace in analytical chemistry. Closest to the present work are papers by Brown and coworkers [23] [24] who had very elegantly presented the statistical foundations of both the classical and inverse methods. They did not derive, however, the simple formula for selectivity shown in the present work and they also did not discuss the particularly relevant case of low level bias under high error inflation.
Most other papers on multivariate linear methods use the NAS based selectivity definition. Some of these specifically mention the relationship with single channel selectivity. Faber et al. [25] expressed the view that it is actually the old single channel definition of selectivity which should be abandoned and replaced by a new one derived from the NAS selectivity concept. The single channel selectivity definition proposed in that paper is based on applying the inverse calibration method also in the single channel case. This means calibration with representative samples of known and varying analyte concentration, c A and unknown and varying interferent concentration, c B values. The linear calibration plot (signal vs. c A ) has a positive intercept, due essentially to the average level of bias in the representative samples. The measured signals in each sample are corrected with the intercept. Selectivity is defined as the ratio of the corrected signal to the uncorrected signal. Due to this shift the average bias disappears but the signal (the instrumental noise was assumed to be zero) becomes noisy. In that paper this is called the bias variance tradeoff. The latter definition goes against the meaning of bias variance tradeoff in statistics [21] , which is a tradeoff of bias caused by interferents against the (inflated) instrumental noise. It is also unclear how this single channel selectivity could be used in practice.
In contrast to that paper, two more recent IUPAC documents [5, 13] retain the old selectivity definition of single channel measurements, i.e., s A /s B . For multivariate methods the second IUPAC document [13] states, that since interferences can be adequately modeled using multivariate data, the numerical assessment of multivariate selectivity has always been approached differently from the single channel case. The authors consider the NAS selectivity definition of Lorber [7] and Bergman et al. [8] the most suitable one. This is based in this IUPAC document on the statement that a prediction sample's spectrum can always be decomposed "in two orthogonal parts: a part that can be uniquely assigned to the analyte of interest (the NAS), and the remaining part that contains the (possibly varying) contribution from other components". This statement is, however, only true for the simple vector decomposition (ordinary least squares). For biased regression methods, i.e., the majority of practically used methods like PCR, RR, PLS, and even for the classical method shown in this paper this is not true. This IUPAC document shortly mentions alternative works of Brown and Arnold [22] [23] [24] ,but only because the latter authors define pairwise selectivity relative to individual interferents, unlike the NAS selectivity. The paper concludes on these alternatives: "The radically different standpoint taken in that work may lead to a critical reexamination of multivariate selectivity assessment." This reexamination may not have taken place yet since in a very recent paper by Olivieri [16] the statements of the IUPAC paper [13] are essentially repeated. It should be noted that in the Arnold paper the NAS selectivity is called spectral selectivity. This might be a reasonable differentiating name for the NAS selectivity.
7. The meaning and the limitations of the NAS based selectivity
As noted earlier, an interesting property of the single channel selectivity is that it relates to an equation which is underdefined for the determination of the analyte concentration, since a single equation includes two unknowns: the concentrations of the analyte and the interferent, respectively. In contrast to this, nearly all papers on multivariate selectivity [e.g., [13] [14] [15] [16] ) refer to equation systems which can be solved (have a unique solution) for the analyte concentration. This means also that they consider only one version of the classical method (ordinary least squares) where all bias is completely compensated. However, it should be impossible to define selectivity for this method, at least if one wishes to use selectivity to estimate measurement bias due to an interferent. On the other hand in inverse methods and in some versions of the classical method (which see above)there is bias variance tradeoff and consequently there is nearly always some bias in the analyte concentration estimate. Therefore in these multivariate methods selectivity can be defined (as has been done in this manuscript) in accordance with the single channel selectivity.
The background of the contradiction between the single channel and multichannel (NAS based) selectivity definitions can be clearly understood by reference to Faber et al. [14] . In that paper the effect of instrumental noise on analyte concentration estimates is discussed for the classical, least squares multivariate method. It is shown in the paper that the NAS selectivity "entirely accounts for the effect of interferences". This remark makes it obvious that the NAS based multichannel selectivity is used to express the noise inflation which arises due to the complete elimination of bias by interferents. In this sense the NAS based selectivity is indeed related to interferents, albeit only indirectly. But in the other multivariate methods, which use bias variance tradeoff, bias is not completely eliminated. The arising optimal b vector has generally a direction different from the NAS vector and the error inflation factor cannot be given any more by 1/sin α. This means that the NAS selectivity is not applicable even for the limited task, for which it had been designed, i.e., to quantitate the error inflation due to bias reduction in multivariate linear methods.
Ultimately the NAS based selectivity concept is a consequence of narrowing the range of linear multivariate analysis methods to the classical method with unbiased estimation.
For an easy comparison Table 3 shows the relationship between the properties of different multivariate linear methods. Selectivity is, in its conventional single channel meaning, a property of such analytical measurements (be they linear or nonlinear) where the estimated analyte concentration is biased by the presence of some interfering compound(s). The corresponding measure of selectivity is the reciprocal of the number which shows the change of the estimated analyte concentration due to a unit (in nonlinear cases a small, essentially differential) change in the interferent's concentration.
There is no guarantee that the selectivity is independent from the actual concentrations of the analyte, the interferent and other components in the sample. Thus the selectivity is not necessarily a property of the analytical method, and is not always quantifiable independently from the sample compositions. If, however, the selectivity is a constant in a certain concentration range (which may be the full possible range of expected sample concentrations), then it is a useful quantity to predict the bias caused by different values of the interferent concentration.
In some multivariate linear methods of chemical analysis interferences can be completely eliminated, so that no bias remains. For such methods a new definition of selectivity was adopted some time ago, based on the net analyte signal (NAS) concept. This selectivity was intended to measure (through its reciprocal, the error inflation factor, eif) the inflation of instrumental measurement noise. This noise inflation arises as the consequence of the mathematical operations which eliminate the bias. Thus the noise inflation is indirectly a consequence of interference. This is the reason why the reciprocal of eif was named selectivity.
The multilinear method for which the NAS based selectivity was defined is a so-called classical method. In contrast to the so-called inverse methods, in the classical methods one needs to know the pure component spectra of all spectrally active components of the analytical samples. This information allows eliminating of all interference related bias from the estimated analyte concentration. The mathematical method to do this is vector decomposition or in the statistical sense the method of ordinary least squares (OLS). The NAS selectivity was developed for this particular method. The OLS method has, however, the disadvantage that if the pure component spectra are nearly multicollinear (there is strong "spectral overlap") then the noise inflation is very large. This problem can be eased by alternative computational methods, which reduce noise inflation at the cost of some bias, so that the total error, called the mean squared error (MSE) is lowered. In contrast to an apparently widely held belief, such bias variance tradeoff is not the unique property of inverse methods, but can also be employed in classical methods, i.e., using the pure component spectra. However, it is not easily realized, because bias variance tradeoff requires information about the future analytical samples' composition.In this work it has been recognized that in the typical selectivity problem, i.e., when the interferent effects on the measured signal are relatively small, the bias variance tradeoff is possible in a very general form.
In this paper, beyond clarifying the relationships explained above, general formulas have been derived for calculating the bias, the bias related selectivity and the variance inflation factor for all multilinear methods, be they classical or inverse, OLS or non OLS. To do this, the conventional single channel selectivity concept was used, i.e., that the selectivity is the reciprocal of the bias caused by unit concentration of an interferent. It was shown that the error inflation factor of non OLS methods, be they classical or inverse, is generally different from the eif calculated from the NAS. Further on a simple method has been proposed for carrying out bias variance tradeoff in the framework of the classical method. The proposed method consists of deleting some minor interferences from the 21 model. This is an extension of the conventional treatment of interferences used in single channel methods.
Some interesting related topics, where this discussion might be extended later are: variable selection, extension of the calibration and higher order methods. 
