[1] We analyze near-source seismograms recorded in a deep South African mine for scaling between signals early in P waveforms and the magnitude M of the events. The data consist of recordings at 26 stations of 122 events with À1.5 < M < 2.5 and hypocentral distances as low as $60 m. We examine four signals belonging to two classes. Signals in the first class include Ellsworth-Beroza and Iio measurements, assumed to reflect signatures of seismic nucleation phases. Signals in the second class consist of Nakamura-type predominant period and Wu-Zhao corrected peak displacement in the early waveforms, related to measures of the stress drop and local magnitude. Candidates for the Ellsworth-Beroza signals, involving a weak arrival before the main P phase, exist for only 20-30% of the waveforms. These phases do not appear to be associated with a general component of the rupture initiation process. The Iio signal increases with increasing M but may be attributed, at least partially, to statistical effects. The predominant period and peak displacement have significant correlations with M, which remain robust when the analysis time window is reduced from 3 s or before the S wave arrival to 0.01 s. The latter is shorter than the estimated rupture duration for events with M > $0, implying that the final earthquake size is affected statistically by the initial rupture process. If these correlations hold for larger earthquakes, as suggested by other studies, the early predominant period and peak displacement are useful for early warning systems.
Introduction
[2] Observational studies on scaling relations between features in the early portions of seismograms and the ultimate size of the generating events are motivated by two general goals. The first involves efforts to constrain with seismic data the physics associated with transitions [e.g., Rice, 1980; Dieterich, 1992; Ben-Zion, 2003 , 2008 from aseismic nucleation phases to dynamic rupture. Iio [1995] and Ellsworth and Beroza [1995] suggested, using methods discussed in section 2, that properties of the initial pulse in seismograms might reflect signatures of nucleation phases and scale with the final event size. Some such scaling was observed in numerical simulations of earthquakes on a fault governed by rate-state friction with heterogeneous critical slip distance [Hillers et al., 2006 [Hillers et al., , 2007 . However, other observational studies did not support the suggested scaling relations [e.g., Anderson and Chen, 1995; Mori and Kanamori, 1996; Abercrombie and Mori, 1996; Ishihara et al., 1992; Kilb and Gomberg, 1999; Sato and Mori, 2006] . The second general goal of studies on scaling between early signals of seismograms and event sizes is associated with efforts to obtain rapid estimates of magnitudes [e.g., Nakamura and Tucker, 1988; Kanamori, 2005] that can be used as early warning signals. Olson and Allen [2005] , Wu and Zhao [2006] , and Zollo et al. [2006] presented evidence, discussed in more detail in section 2, that the predominant period and maximum displacement in the early part of seismograms scale with the magnitude M of the generating events.
[3] The above observational studies have generally analyzed data generated by earthquakes within large regions or sets of regions (sometimes using only a few tens of events or less), leading to possible mixing of source, path, site, and instrument effects (compounded in some cases by small statistical samples). To focus on statistically significant variations associated with source effects, Lewis and BenZion [2007] used seismograms generated by clusters of 190 repeating and nearby earthquakes on the Karadere-Duzce branch of the North Anatolian Fault in Turkey [Peng and Ben-Zion, 2006] . The results indicated little or no scaling for the Ellsworth and Beroza [1995] and Iio [1995] nucleation signals, while moderate to clear scaling was found for the Olson and Allen [2005] and Wu and Zhao [2006] signals albeit within large scatter. This may be understood intuitively since the Olson and Allen [2005] and Wu and Zhao [2006] signals are related to the stress drop and magnitude of the earthquakes, respectively.
[4] Owing to data (sampling rate) limitations, the analysis of Lewis and Ben-Zion [2007] used relatively large time windows compared to the rupture times of the employed events. Therefore, the results from that study cannot be used to infer on properties of the early or other subparts of the rupture process. In this work we perform similar analysis using high sampling rate seismograms recorded within a deep South African mine. The data were generated by events with hypocentral distances from $0.1 to 10 km, yet without the heterogeneity and damage that exist at these distances in a regular fault zone setting. The rock volume between the events and recording stations consists primarily of competent quartzite having little attenuation [Yamada et al., 2007] . Hence, our study area is both smaller and more uniform compared to previous studies. The high sampling rates and other properties of the observational data in this work allow us to use time windows that are smaller than the estimated rupture durations of the events.
[5] The analysis employs seismograms generated by 122 events in the magnitude range $2.5 > M > $À1.5 (Figure 1 ), recorded at up to 26 very near source stations. Only events that occur during the night are used in an attempt to avoid station triggers directly related to the mining activity. The data set is recorded at 26 stations, two of which have fixed sampling rates of 1000 and 2000 samples per second. The sampling rate at the other stations varies depending on the recorded amplitude in the range of 400 -10,000 samples per second. The total number of seismograms used in the study is 773, which is sufficiently large to draw meaningful statistical conclusions.
[6] In section 2 we describe briefly the data and the employed analysis methods. The results are presented in section 3 and discussed in section 4. Candidates for the Ellsworth and Beroza [1995] signals, associated with identification of a weak arrival before the main P phase, exist only in about one third of the data. The fraction is expected to be reduced to about 20% in analysis that includes the removal of artifacts associated with finite impulse response (FIR) filters [Scherbaum and Bouin, 1997; Lewis and BenZion, 2007] . The other signals can be determined by definition on all waveforms. The results show some positive scaling with M within considerable scatter of the identified early signals from all methods. The predominant period in the early waveforms [Olson and Allen, 2005] and the peak amplitude of displacement [Wu and Zhao, 2006; Zollo et al., 2006] have the most significant scaling with M, albeit still within large fluctuations. Modifying the techniques to use a smaller time window after the P wave arrival has only a minimal impact on the observed scaling, even when the time window is smaller than the estimated rupture duration for events with M > $0.
Data and Methods
[7] We use seismograms observed in the deep TauTona South African gold mine during the quiet hours of no ore production on 10 January 2006 when a relatively large M 2.4 event occurred. The data set was recorded [Mendecki, 1997] by triaxial 4.5 Hz geophones with sampling rates that vary in the range of 400-10,000 Hz and provided by the ISS International Limited and Boettcher et al. [2007] . The observed seismograms are decimated to reduce the sampling rate, during which antialias filters may be applied depending on the degree of decimation and the specific station set up. Figure 1 shows the range of magnitudes and hypocentral distances of events recorded by station K1. The employed events have hypocentral distances between $60 m and $10 km from the seismometers, with many occurring within a few hundred meters (Figure 1a ). The majority of the earthquakes have magnitudes smaller than 0.5, while the largest event has a magnitude of 2.4 (Figure 1b) . The seismograms of Figure 1 illustrate the high quality and short hypocentral distance of the recorded data. Richardson and Jordan [2002] obtained reliable corner frequencies of up to $400 Hz from similar recordings, and the ISS International Limited states that usable frequencies are between 3 and 2000 Hz. In the analysis discussed below we use the radial components of seismograms.
[8] The initial onset of the P wave in a seismogram can be complex with more than one distinct arrival. Figure 2a shows examples of seismograms generated by a M 1.5 event at five nearby stations, with Figure 2b showing enlarged views of the P wave onset. The observations illustrate the existence of a variety of small-amplitude features with different character prior to the main P arrival at 0 s. Umeda [1990] identified in a group of 10 large earthquakes an initial weak arrival P 1 , followed by a larger and more impulsive arrival P 2 (Figure 3a) , and argued that the time difference between these two scales with the magnitude M. Beroza [1995, 1998 ] and Beroza and Ellsworth [1996] presented similar scaling results using more events covering a greater range of magnitudes and proposed that the early weak arrivals reflect signatures of different-sized nucleation phases. However, other observational studies [e.g., Anderson and Chen, 1995; Mori and Kanamori, 1996; Abercrombie and Mori, 1996; Kilb and Gomberg, 1999; Sato and Mori, 2006] found no scaling and sometimes opposite scaling between the time intervals separating early P arrivals and M.
[9] Scherbaum and Bouin [1997] and Lewis and Ben-Zion [2007] discuss artifacts from the recording and digitization of seismograms that could be mistaken for complexity in the P wave onset. The commonly used FIR filter can generate [Scherbaum and Bouin, 1997] precursory signals to impulsive arrivals that scale with M and could be misidentified as nucleation phases. Lewis and Ben-Zion [2007] examined waveforms with and without the FIR filter removed and found that filter artifacts alone cannot explain all the complexity in the early P wave onsets. However, removing the filter artifact resulted in a reduction of the weak P 1 arrivals from $30 to $20% of the recorded waveforms. The filter effects on the other methods discussed below were found to be minimal. Some of the ISS data acquisition units in the TauTona mine have FIR filters. Nevertheless, in this study the FIR filters are not removed since the effects of the filters on most of the employed signals are very small and the precise details of each recording system are unknown to us.
[10] Iio [1995] suggested another way of distinguishing between different P wave onsets in the context of rupture models associated with slip-weakening friction and expanding circular cracks. The latter is expected to produce a ramp function at the P wave onset, whereas the former is assumed by Iio [1995] to produce a rise of the P velocity pulse that becomes increasingly gradual for larger events. Projecting the maximum slope of the initial motion of the P wave back to its intercept with the baseline level ( Figure 3a) gives the arrival time as if the P wave were a ramp function. The time difference t sip between this intercept and the true first motion reflects the gradualness of the onset. However, Ishihara et al. [1992] found that in a study of large earthquakes the initial moment rate increases more rapidly for larger earthquakes, which is essentially the opposite of the microearthquake observations of Iio [1995] .
[11] Olson and Allen [2005] calculated the predominant period in the early portion of the P wave, building on previous early warning studies [e.g., Nakamura and Tucker, 1988; Allen and Kanamori, 2003] . A value t p is iteratively calculated (Figure 3b ) for each point in the seismogram as follows:
where
and
[12] In (1b) and (1c), x i is the recorded ground velocity at time step i and a is a smoothing constant dependent on the sampling rate. The maximum value of t p in a given time interval t pmax was proposed to scale with M. Here we calculate t pmax within a time window that varies from six samples after the main P arrival to 3 s after the P arrival or before the S arrival. The time after the P wave arrival where t pmax occurs ( Figure 3b ) is labeled t d . The value of t d varies but is generally greater for larger events.
[13] Wu and Zhao [2006] and Zollo et al. [2006] observed relations between peak amplitude in seismograms and M which, like the Olson and Allen [2005] method, are proposed for use in earthquake early warning systems. In this procedure the original velocity seismograms are integrated to displacement and then high pass filtered at 0.075 Hz to remove any low-frequency drift that resulted from the numerical integration. A peak displacement Pd is chosen as the highest absolute amplitude of the displacement within 3 s of the P wave arrival or before the S wave arrival. This peak in displacement amplitude occurs at some time Pdt after the P arrival ( Figure 3c ). Using a data set with known values of Pd, hypocentral distance r, and M, a simple linear regression is used to find the coefficients of the relation:
[14] The obtained constants are used to correct the measured values of Pd at each station for distance by normalizing them to a reference distance (Figure 4 ). We generate the corrected peak ground displacement by normalizing Pd to the shortest hypocentral distance in the data set. Figure 4a shows how the peak displacement decreases with hypocentral distance but increases with magnitude. Figure 4b indicates that the corrected Pd values plot on a linear trend with M, supporting overall the proposed scaling relation.
[15] The methods of Iio [1995] and Ellsworth and Beroza [1995] , seeking to find evidence that reflect properties of nucleation phases, involve analysis of adjustable time intervals that become naturally smaller for smaller event sizes. In contrast, the methods of Wu and Zhao [2006] and Olson and Allen [2005] use a fixed time window within which their measurements are made. Since the events in the mine are small (M < 2.5), the typically used (3 -4 s) time windows are larger than the rupture durations. Olson and Figure 3 . (a) A radial velocity seismogram with picked P 1 (solid vertical line) and P 2 (dashed vertical line) arrivals marked. The gray lines denote the projection of the maximum gradient of the main P wave arrival (P 2 ) up to the base line level of the seismogram. The intercept of the projected line and the horizontal occurs at some time t sip after the P arrival. (b) The parameter t p calculated from the seismogram in Figure 3a using the method of Olson and Allen [2005] . The circle denotes the maximum point within a 3 s time window t pmax , which occurs at the time t d after the P arrival. (c) The seismogram in Figure 3a converted to its absolute displacement. The circle denotes the maximum displacement Pd within 3 s of the P arrival, which occurs at the time Pdt after the P arrival.
Allen [2005] reported a continuous scaling with M of their predominant period for events up to M $ 8. With a time window of 4 s, t pmax is determined before the rupture had arrested for earthquakes larger than M $ 6.5. On the basis of these results, Olson and Allen [2005] argued that the final rupture size is at least partially determined by the rupture initiation process. This, however, has been the subject of an ongoing debate [Rydelek and Horiuchi, 2006; Olson and Allen, 2006; Rydelek et al., 2007; Zollo et al., 2007] which is difficult to resolve because of large scatter in the data and insufficient numbers of large events. In the following analyses we attempt to overcome this problem by using the high sampling rate of the recorded data to reduce the employed time windows below the rupture duration of the events with M > $0. The 3 s time window is reduced in steps to a minimum length of 0.01 s after the P arrival. Figures 5 and 6 show how the measured peak values at station X1 change as the time window is reduced for two events of magnitudes 2.4 and 0.9. The values of t pmax and the maximum value of Pd change slightly in these cases. We find, however, that the changes are overall small compared to the differences between values associated with events of different magnitude and that the changes for both small and large events preserves the scaling.
[16] The values of t d and Pdt at each time window length are compared to an estimate of the rupture duration Tr: where r 0 is the rupture radius, f 0 is the corner frequency, n p,s denotes the wave velocity of P or S waves, and C p,s is a corresponding constant. The employed values for the parameters, taken from Richardson and Jordan [2002] , are C p = 2.01, C s = 1.32, n p = 6100 m/s, and n s = 3650 m/s.
[17] Alternatively, the rupture duration can be estimated using the scaling relation between earthquake magnitudes and rupture length Lr:
with Lr in kilometers. Dividing half the obtained Lr values by an assumed rupture velocity Vr = 0.9n s gives a second independent estimate of the rupture duration . Equation (4) stems from combing [Ben-Zion, 2008 ] the scaling relation P 0 = (16/7)DeR 3 between the scalar seismic potency P 0 of a circular crack with a radius R = L/2 sustaining a uniform strain drop De assumed to be 10 À4 and the empirical potency -magnitude scaling relation of Ben-Zion and Zhu [2002] for M < 3.5 events log 10 P 0 = 1.0M À 4.7 with P 0 in square kilometers times centimeters.
[18] In the analysis of section 3 the rupture duration is estimated as the average value derived from equations (3a) and (3b) for P waves and the value derived from the scaling relation (4), assuming symmetric bilateral ruptures. If the ruptures are predominately unilateral, as expected for major earthquakes on large faults that separate different rock bodies [e.g., Weertman, 1980; Ben-Zion and Andrews, 1998; Ampuero and Ben-Zion, 2008] and supported by observational analysis of large earthquakes [Henry and Das, 2001; McGuire et al., 2002] , the rupture durations would be longer by about a factor of 2 than the used estimates. The values of t pmax and corrected Pd are estimated from a range of different time windows, which are both larger and smaller than the estimated rupture durations. This allows us to gauge the effects of the employed time windows on the scaling of the measured quantities with M.
If the scaling with M persists after the reduction of the time windows below the rupture durations, it implies that some aspect of the early part of the rupture influences the final event size.
Results
[19] The techniques outlined in section 2 are used to extract the following six signals from the waveforms: (1) the Ellsworth and Beroza [1995] signal associated with the time difference between the arrival of P 1 and P 2 phases (Figure 3a) , (2) the Iio [1995] signal t sip , which is the time between the observed P arrival and the arrival time if it were a ramp function (Figure 3a) , (3) a modified Ellsworth and Beroza [1995] signal associated with the absolute area under the seismogram between the P 1 and P 2 arrivals, motivated by the possibility [Lewis and Ben-Zion, 2007] that the size rather than the duration of the process is important, (4) a corresponding modified Iio [1995] signal associated with the absolute area under the seismogram within the time t sip , (5) the Olson and Allen [2005] signal (Figure 3b ) based on the predominant period t pmax from equations (1a) to (1d), and (6) the Wu and Zhao [2006] signal using the peak ground displacement Pd corrected for distance (Figures 3c  and 4) .
[20] For every event at each of the stations we manually picked at least one (and sometimes two) P wave arrival times and calculated the associated values of t pmax , Pd, and t sip . The P 1 arrival, as described by Ellsworth and Beroza [1995] , can only be identified at three or more stations for 38 out of 122 events (31%). As a result, less data are contained in the scaling plots associated with this arrival (Figures 7a and 7c ). In the remaining seismograms there is either no apparent complexity in the P wave onset or the presignal noise obscures the small signals (if any exist) for a given event-station pair. The percentage of events with a P 1 arrival is higher than the $22% before the removal of the FIR filter in the study of Lewis and Ben-Zion [2007] , where the hypocentral distances were $4 -20 km. On the basis of the results of Lewis and Ben-Zion [2007] the removal of the FIR filter artifacts from the data is expected to reduce the number of identified early P 1 arrival by about 10%. We thus estimate that $20% of the examined South Africa mine events are associated with an initial subevent. The higher value compared with the study of Lewis and Ben-Zion [2007] may be related to the shorter propagation distances and smaller seismic attenuation associated with the present study.
[21] Figure 8 illustrates the different characters of the P wave onsets that are typically seen for a single event at different stations. Some stations (like F1 in this case) show a sharp onset, while others (like S1 in this case) have a clear weak first arrival. We find that any station can have initial P 1 weak arrivals for different events without clear relations to the event locations, implying that the early weak arrivals are probably not generated by site effects. Typically, when P 1 and P 2 arrivals are generated by a given event at different stations, the time differences between the arrivals do not increase statistically with the source station distances. The lack of statistical moveout between the arrivals suggests that the phases are produced at the source rather than being propagation effects. However, we note again that initial P 1 Figure 6 . Similar to Figure 5 but for a smaller event with a magnitude of 0.9. arrivals are not a clear feature of all seismograms nor are they associated with all the events.
[22] All six methods show some tendency for the measured parameter to increase with M over the range of event sizes used in this study (Figure 7) . However, the positive trends in the mean values are associated with large scatter around the mean for each method. The corrected Pd and t pmax have the best fit, strongest trend, and highest correlation coefficients. We note that the correction to Pd seems to have sometimes overcorrected for the relation between distance and amplitude, as the points with the smallest hypocentral distances tend to give lower values for a given magnitude (shading in Figure 7f ). This might imply that the relationship between the amplitude, distance, and M is more complex than the assumed linear relation of equation (2). The overcorrection could increase the trend with M, as only larger M events are recorded at instruments at greater distances. Table 1 summarizes the standard deviation of the differences between the predicted M values from the best fit lines and the actual magnitudes for each tested method. This should provide an estimate of the size of errors if the employed signals were used to estimate magnitudes.
[23] To test if M can be determined prior to the cessation of rupture, we reduce the time window in which the Olson and Allen [2005] and Wu and Zhao [2006] measurements are obtained. If the event sizes are not controlled statistically by aspects of the early rupture process, the trend between M and the parameters would disappear (starting with the largest M events) as the time window is reduced below the rupture durations. On the other hand, if some property of the early rupture process affects the final event size, the positive trend would remain apparent when the time window is reduced to below the event duration. The number of samples within the smallest examined time window varies between 6 and 55 depending on the sampling rate. However, the quantities Pd and t p remain exactly the same regardless of the duration of the time window. Only the time in which a maximum value is selected changes, and as such the calculations are stable even though the number of data points in the time window may be small. As illustrated in Figures 5  and 6 , the values of t pmax and the maximum value of Pd change slightly when the time windows are reduced, but these appear to be secondary effects.
[24] Figure 9 shows the values of t pmax using time windows that end 3, 0.05, 0.02, and 0.01 s after the P arrival (left) and the differences between the time when the measurements were made after the P arrival and the rupture durations estimated as discussed in section 2 (right). As the time window gets smaller, we observe only a slight reduction in the gradient b of the least squares fit to t pmax and the quality of the fit to the data, represented by the Pearson correlation coefficient r, also becomes only marginally smaller. The same holds for the corrected peak ground displacement (Figure 10) . At a time window of 0.01 s we begin to lose the ability to use the seismograms with the lowest sampling rates because approximately six samples or more are required after the P arrival for stable estimates. As such, we cannot reduce the employed time interval further or say when the scaling of t pmax and the corrected peak ground displacement with M break down, other than it is below 0.01 s. Figure 11 shows with a 0.01 s time window that many of the measurements of t pmax are made using time intervals lower than the estimated rupture duration. On average, t d is six times less than the estimated duration of the event (Figure 11b) . A corresponding plot for the corrected peak ground displacement would give similar results. The observations shown in Figures 9, 10 , and 11 indicate that the reduction of the time window has minimal effects on the scaling and correlation of the t pmax and corrected Pd parameters with M, even when the measure- Figure 8a with a variety of features before the P wave arrival at 0 s. ments are made with time windows shorter than the estimated rupture duration of the events with M > $0.
Discussion
[25] The transition from aseismic slip to dynamic rupture at a finite nucleation size provided hopes that the precursory aseismic deformation associated with the nucleation process may be observed geodetically [e.g., Scholz, 1988; Ohnaka, 2003] . For such efforts to be useful the size of the nucleation zone should scale with the size of the impending earthquake (to allow differentiation between the numerous small events and the target large ones). Some such scaling is found in numerical simulations of earthquakes on a fault governed by heterogeneous rate-state friction [Hillers et al., 2006 [Hillers et al., , 2007 . However, careful analysis of geodetic measurements a few tens of kilometers from the hypocenters of several moderate and large earthquakes shows no precursory aseismic deformation at the available data resolution [e.g., Johnston and Linde, 2002; Johnston et al., 2006] . There were several efforts to observe signatures of the nucleation phases on seismograms with various proposed signals [e.g., Umeda, 1990; Iio, 1995; Ellsworth and Beroza, 1995] . However, the results based on such signals have been inconclusive [e.g., Anderson and Chen, 1995; Kilb and Gomberg, 1999; Sato and Mori, 2006] . [26] Nakamura and Tucker [1988] , Olson and Allen [2005] , Wu and Zhao [2006] , and others suggested scaling relations between early signals in the P waveforms and magnitudes that can be useful for the development of early warning systems. The proposed scaling relations are the subject of ongoing debate [Rydelek and Horiuchi, 2006; Olson and Allen, 2006; Rydelek et al., 2007; Zollo et al., 2007] . To clarify the existence of various signals in the early P waveforms and their possible scaling with M, we analyze systematically high-resolution seismic waveform data recorded in a deep South African mine very close to the generating earthquakes.
[27] Complexity in the P wave onset, like that described by Ellsworth and Beroza [1995] , could only be identified in $31% of the waveforms. The lack of a P 1 arrival could only be attributed to high presignal noise obscuring possible early weak arrivals for some of the remaining 69% of seismograms. On the basis of the previous work of Lewis and Ben-Zion [2007] we expect the percentage of P 1 arrivals to be reduced by the removal of FIR filter artifacts to $20%. The cause of the occasional initial complexity in the seismograms could be a path effect relating to some local structure, uncorrelated noise, or a feature of the source. Lewis and Ben-Zion [2007] suggested that such initial waveform complexity may be associated with foreshocks, which occur near some events but have little or no bearing on their final size. Precisely what the P 1 arrival represents remains unresolved; however, it is clear that it is not a ubiquitous feature of the high-resolution seismic waveforms generated by the examined mine events. We therefore conclude that the P 1 phase is not generally an important part of the early earthquake rupture process. [28] The t sip time proposed by Iio [1995] appears to show a tendency to increase with increasing M (Figures 7b and  7d) for the employed data. However, many of the measured values of t sip are smaller than the sampling rate of even our high-quality seismograms. This raises doubts on whether the measured times have any significance. Furthermore, this type of measurement is expected to have increasing scatter with increasing magnitude because of attenuation, since only larger magnitude events are recorded at more distant stations. Such a purely statistical effect may explain much of the increase in the mean value with M, as the scatter increases only in the positive direction. The reduced hypocentral distance and attenuation, compared to the previous study of Lewis and Ben-Zion [2007] on the North Anatolian Fault, does not seem to have allowed for significantly better detection and scaling of either the Ellsworth and Beroza [1995] or the Iio [1995] proposed nucleation signatures.
[29] The predominant period t pmax [Olson and Allen, 2005; Wurman et al., 2007] and corrected peak ground displacement [Wu and Zhao, 2006; Zollo et al., 2006] both show scaling with M, which is consistent with many previous studies. These results may be expected since the predominant period and peak displacements in the early waveforms are related to measures of the stress drop and magnitude of the events. Other techniques of measuring a predominant period may be better and faster than the one used here [e.g., Simons et al., 2006] or more suited to only larger event sizes [e.g., Kanamori, 2005] . The combination of multiple techniques could also help to improve earthquake early warning . The corrected peak ground displacement in Figure 7f has the least scatter about the mean distribution. However, we found that our linear correction for amplitude with distance leaves a slight remaining relationship between the corrected peak displacement and distance (shading in Figure 7f ). If this is generally the case, it would be problematic for a real time earthquake early warning system when stations near the event report first.
[30] Figure 12 shows the ratio between the estimated rupture duration and the time windows used to determine the parameters in this work and three other studies that use larger magnitude events. The rupture lengths of events with M < 6 in the other studies are estimated using a magnitudelength scaling relation similar to equation (4) based on a circular crack [Ben-Zion, 2008] , while for events with M > 6 the empirical magnitude -length scaling relation of Wells and Coppersmith [1994] is used. These estimates of rupture length are divided by a representative rupture velocity of 3.0 km/s to obtain rupture durations. As seen in Figure 12 , the analysis of the largest events used in this study is comparable to looking at M $7 -8 events of the other studies when the time windows are scaled up.
[31] The use of increasingly small time windows, so that the measurements of t pmax and corrected peak displacement are made before the termination of rupture for events above M $0 -0.5 in our study (Figures 9 -11 ) and events above M $6 in the other studies summarized in Figure 12 , indicates Figure 11 . Comparisons between estimated rupture durations and time intervals used to calculate t pmax when the time window is 0.01 s. The symbols are the same as in Figure 7 . (a) Similar to the bottom right plot in Figure 9 , except that the gray triangles represent positive values associated with measurements made in a time window longer than the estimated rupture duration. (b) Estimated rupture duration Tr divided by the time after the P wave when the measurement was made t d . Black triangles represent ratios larger than one, associated with measurements that were made in a time shorter than the estimated rupture duration. Figure 12 . A compilation of estimated rupture durations divided by the time window in which the measurements were made for the events (triangles) of this study, the 71 events (stars) from Olson and Allen [2005] , the 25 events (circles) from Wu and Zhao [2006] , and the 12 events (squares) greater than M6.5 from Zollo et al. [2006] . The time windows used in the observations of the different studies are 0.01, 4, 3, and 2 s, respectively. Grey and black symbols denote rupture durations that are smaller and larger than the employed measurement time windows, respectively. that there is essentially no effect on the scaling of these signals with M. In other words, the initial parts of the P waveforms of larger events have higher amplitude and lower frequency content than small ones. We therefore conclude that the scaling of t pmax and corrected peak displacement with M is already established over a time in the seismogram after the initial P arrival that is less than the duration of rupture. As the techniques associated with t pmax and corrected peak displacement measure different attributes of seismograms, and both show clear scaling with M in a very short time after the P wave arrival, it appears that some information on the final event size is contained in the initial part of the rupture and carried to the seismic stations while the events are still rupturing. This may be explained by a statistical tendency of stronger initial rupture phases, with more slip at the onset, to propagate farther and produce larger magnitude events [Heaton, 1990] .
