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Kapitel 1
Einleitung
Reaktions-Diffusions-Gleichungen sind eine spezielle Klasse partieller Differentialgleichungen
parabolischen Typs. Gleichungen dieser Art ergeben sich bei der Modellierung verschiede-
ner in den Naturwissenschaften betrachteter Vorga¨nge. Der Name der Gleichungen stammt
von der Beschreibung chemischer Reaktionen. Dabei werden zwei wesentliche Prozesse, die
Stoffumwandlung und der Konzentrationsausgleich durch Diffusion, mit Hilfe der Reaktions-
Diffusions-Gleichungen ausgedru¨ckt. Auch in anderen Gebieten, etwa in der Biologie und der
Physik, treten Differentialgleichungen vom Reaktions-Diffusions-Typ auf. Kapitel 2 entha¨lt
eine kurze Zusammenstellung einiger klassischer Reaktions-Diffusions-Systeme.
Die Lo¨sung von Reaktions-Diffusions-Systemen ist oft auf analytischem Wege nicht mehr
mo¨glich. Nur in einigen einfachen Fa¨llen kann man die Lo¨sung exakt angeben. In der u¨ber-
wiegenden Mehrheit der Fa¨lle muß daher auf numerische Na¨herungsverfahren zuru¨ckgegriffen
werden. Der erste Schritt zur Bestimmung einer Na¨herungslo¨sung ist eine Diskretisierung des
Problems.
Die unabha¨ngigen Vera¨nderlichen in einem Reaktions-Diffusions-System sind die Variable
x ∈ Rn, die in einem Gebiet Ω liegt, und die Variable t ∈ R. In den meisten Anwendungen
beschreibt x den Ort und t die Zeit. Auch die von uns betrachtete Form der Diskretisierung,
die Linienmethode, folgt dieser Einteilung: Zuerst wird die Reaktions-Diffusions-Gleichung
bezu¨glich der Ortsvariablen x diskretisiert. Im Ergebnis erha¨lt man ein System gewo¨hnlicher
Differentialgleichungen in der Zeitvariablen t. Die Diskretisierung bezu¨glich t liefert schließlich
ein algebraisches Gleichungssystem, aus dessen Lo¨sung die Na¨herungslo¨sung der Reaktions-
Diffusions-Gleichung konstruiert wird. Wir betrachten in dieser Arbeit lediglich Probleme,
in denen das Gebiet Ω ein- oder zweidimensional ist. Die Ortsdiskretisierung nehmen wir
mit Hilfe der Methode der finiten Elemente vor, die Zeitdiskretisierung mit speziellen linear-
impliziten Runge-Kutta-Verfahren, den sogenannten W-Methoden. Diese haben den Vorteil
daß das resultierende Gleichungssystem linear ist. Orts- und Zeitdiskretisierung werden in
Kapitel 3 und 5 beschrieben. Kapitel 6 ist der Lo¨sung der im Ergebnis der Diskretisierung
auftretenden linearen Gleichungssysteme gewidmet.
Die Menge Ω ist in vielen Fa¨llen ein Gebiet in Rn. Vor dem Hintergrund einiger Anwendungen
sind aber auch Systeme interessant, bei denen Ω ein Gebiet auf einer gekru¨mmten Fla¨che ist.
In Kapitel 10 werden wir bei der Modellierung erregbarer Medien auf gekru¨mmten Fla¨chen
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derartige Probleme betrachten. Die Methode der finiten Elemente la¨ßt sich in eleganter Wei-
se auch auf glatten gekru¨mmten Fla¨chen formulieren. Von Dziuk [54] wurde ein Verfahren
zur Diskretisierung der Laplace-Beltrami-Gleichung auf gekru¨mmten Fla¨chen angegeben. Auf
der Grundlage dieses Verfahrens formulieren wir eine Methode zur Ortsdiskretisierung von
Reaktions-Diffusions-Systemen.
Bei der Methode der finiten Elemente wird das Gebiet Ω zuna¨chst mit einer Triangulierung
u¨berzogen. Wir beschra¨nken uns auf die Triangulierung zweidimensionaler Gebiete durch
Dreiecksgitter. Ist der Diskretisierungsfehler nicht gleichma¨ßig u¨ber Ω verteilt, so erho¨ht sich
die Effizienz des Na¨herungsverfahrens, wenn das Gitter entsprechend angepaßt wird. In den
Bereichen, in denen ein hoher Fehler vorliegt, sollte die Triangulierung besonders fein sein.
Ein solches Vorgehen wird als Gitteradaption bezeichnet. In Kapitel 4 beschreiben wir einige
von uns entwickelte Strategien zur Steuerung der Gitteradaption.
In vielen Fa¨llen wird durch die Gitteradaption eine Gleichverteilung des Fehlers u¨ber das
Gebiet Ω angestrebt. Wir stellen hingegen eine Variante der Adaption vor, die eine diffe-
renziertere Einflußnahme auf das zu erzeugende Gitter erlaubt. Dabei kann jedem Wert des
Fehlers eine gewu¨nschte Gitterfeinheit zugeordnet werden. Auf diese Weise kann beispielsweise
die Umgebung von Fronten der Lo¨sung noch sta¨rker aufgelo¨st werden, als es eine Gleichver-
teilung des Fehlers erfordern wu¨rde. Wir stellen ein numerisches Beispiel vor, bei dem die
Gleichverteilung des Fehlers nicht die effizienteste Variante darstellt. Durch sta¨rkere Verfeine-
rung der Umgebung der Front kann die Effizienz hier deutlich gesteigert werden. Auch fu¨r die
Wahl der Zeitpunkte, in denen eine Gitteradaption vorgenommen wird, werden verschiedene
Strategien vorgestellt.
Fu¨r die bereits oben angesprochenen Probleme auf einer gekru¨mmten Fla¨che muß diese Fla¨che
trianguliert werden. In Abschnitt 4.5 entwickeln wir Methoden zur adaptiven Triangulierung
einer Spha¨re und eines Ellipsoids durch Projektion eines ebenen Gitters.
Zur Lo¨sung der im Zuge der Diskretisierung entstehenden linearen Gleichungssysteme sind ite-
rative Verfahren besonders geeignet. Wir konzentrieren uns auf zwei Vertreter – das BiCGstab-
Verfahren von van der Vorst [166] und den multiplen Arnoldi-Prozeß von Schmitt und
Weiner [143], der auf dem Verfahren von Arnoldi [8] basiert. Fu¨r eine effiziente Lo¨sung
ist der rechtzeitige Abbruch dieser Iterationsverfahren von entscheidender Bedeutung. Wir
u¨bertragen ein Abbruchkriterium, das von Blom, Verwer und Trompert fu¨r iterative
Gleichungslo¨ser in impliziten BDF-Verfahren entwickelt wurde, auf das BiCGstab-Verfahren.
Im Falle des multiplen Arnoldi-Prozesses nutzen wir die Abbruchbedingung, die von Schmitt
und Weiner [143] angegeben wurde. In beiden Fa¨llen wird die Toleranz fu¨r das Residuum
des Gleichungslo¨sers an die Toleranz fu¨r den zeitlichen lokalen Fehler, die in der Zeitschritt-
steuerung der W-Methode verwendet wird, gekoppelt. Ein Kopplungsfaktor muß jedoch durch
numerische Testrechnungen noch bestimmt werden. In Kapitel 9 wird fu¨r drei ausgewa¨hlte
Modellprobleme eine Einstellung dieses Faktors vorgenommen.
Eine Schwierigkeit bei der Lo¨sung von Reaktions-Diffusions-Systemen stellt die mo¨gliche Steif-
heit der Probleme dar. Ursache der Steifheit kann einerseits der Diffusionsterm im Zusammen-
hang mit starker Gitterverfeinerung sein, andererseits aber auch steile Gradienten im Reak-
tionsterm. Steifheit ist ein Grund fu¨r die Verwendung stabiler impliziter Zeitdiskretisierungs-
Verfahren. In vielen Fa¨llen tritt Steifheit lokal sehr unterschiedlich auf, beispielsweise nur
an einer stark verfeinerten Front. In einem solchen Falle kann ein lokales Partitionierungs-
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Verfahren mo¨glicherweise zu einer erheblichen Steigerung der Effizienz beitragen. In Kapitel
8 stellen wir verschiedene Varianten lokaler Partitionierung dar. Ein lokales Partitionierungs-
Verfahren, das auf einer W-Methode basiert, wurde 1993 von Weiner, Arnold, Rentrop
und Strehmel [167] angegeben. In Kapitel 8 stellen wir eine von uns entwickelte Modifi-
kation dieses Verfahrens vor. Zum einen wurde die Erkennung steifer Komponenten etwas
abgea¨ndert, zum anderen besteht bei unserem Verfahren die Mo¨glichkeit, Diffusions- und
Reaktionsterm getrennt auf Steifheit zu untersuchen und zu partitionieren. Auf diese Weise
ko¨nnen Probleme, bei denen die Steifheit nur von einem der beiden Terme ausgeht, geeignet
behandelt werden.
Eine weitere Mo¨glichkeit, auf Steifheit zu reagieren, ist der Einsatz spezieller linearer Lo¨ser,
die den dominanten und daher fu¨r die Steifheit verantwortlichen Eigenraum besonders schnell
approximieren. Der multiple Arnoldi-Prozeß von Schmitt und Weiner ist ein solches Ver-
fahren. Das Arnoldi-Verfahren wurde in einer Reihe von Arbeiten [33, 143, 34, 169, 144, 168]
stets zur Lo¨sung unpartitionierter Systeme verwendet. Wir benutzen diesen Lo¨ser auch in
unseren lokalen Partitionierungs-Verfahren. Damit werden die beiden fu¨r lokal steife Proble-
me entwickelten Ansa¨tze – lokale Partitionierung und ein den dominanten Eigenraum schnell
approximierender Lo¨ser – kombiniert.
In Kapitel 9 werden umfangreiche numerische Untersuchungen mit verschiedenen Varianten
von Partitionierungs-Verfahren pra¨sentiert. Es wurden drei Reaktions-Diffusions-Probleme
ausgewa¨hlt, die in unterschiedlichem Maße zur Partitionierung geeignet sind. In den Lo¨sun-
gen aller drei Probleme treten bewegte Fronten auf. Eine Differentialgleichung mit ortsab-
ha¨ngigem Diffusionskoeffizient wurde derart konstruiert, daß die Steifheit lokal eng begrenzt
gehalten wird. Bei diesem Problem zeigt sich der Erfolg lokaler Partitionierung erwartungsge-
ma¨ß am deutlichsten. Die Suche nach einem effizienten Lo¨sungsverfahren fu¨r das System von
Krinsky et al. ist fu¨r die in Kapitel 10 dargestellten umfangreichen Langzeitberechnungen
dieses Problems von großer Bedeutung.
Um einen Effizienzvergleich der einzelnen Verfahren zu ermo¨glichen, mußte zuna¨chst fu¨r je-
des Verfahren eine mo¨glichst gu¨nstige Abbruchbedingung fu¨r den iterativen linearen Lo¨ser
gefunden werden. Zu diesem Zwecke wurden umfangreiche numerische Untersuchungen an
den drei Testbeispielen durchgefu¨hrt. Eine weitere Studie befaßt sich mit dem Einfluß von
Gitterfeinheit und Toleranz des zeitleich lokalen Fehlers auf die Genauigkeit der Lo¨sung. In
einer abschließenden Untersuchung wird die Effizienz verschiedener Verfahren mit und ohne
Partitionierung durch eine Gegenu¨berstellung von Fehler und Rechenaufwand verglichen. Die
bei den drei Problemen unterschiedlichen Ursachen fu¨r Steifheit werden erla¨utert.
Die Simulation erregbarer Medien ist ein interessanter Anwendungsfall fu¨r Reaktions-Diffu-
sions-Systeme. Erregbare Medien besitzen einen Gleichgewichtszustand, jedoch reicht bereits
eine relativ geringe Sto¨rung aus, damit sie die Gleichgewichtslage verlassen und einen erregten
Zustand einnehmen, der erst nach la¨ngerer Zeit wieder abklingt. Der erregte Bereich kann
sich dabei in der Art einer Welle durch den Raum bewegen. Bei einer Reihe chemischer
Reaktionen – etwa der Belousov-Zhabotinsky-Reaktion [21, 176] zwischen Malonsa¨ure und
Bromat-Ionen – ko¨nnen die beteiligten Stoffe als erregbares Medium aufgefaßt werden. Hierbei
bildet beispielsweise eine niedrige Stoffkonzentration die Gleichgewichtslage und eine hohe
Konzentration den erregten Zustand. Die Ausbreitung von Wellen kann im Experiment optisch
beobachtet werden.
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Derartige Erregungswellen treten auch in anderen Bereichen auf. Wellenbewegungen im Herz-
muskel, die bereits 1946 von Wiener und Rosenblueth [172] untersucht wurden, sind von
besonderem medizinischen Interesse, da sie eine Ursache von Herzrhytmussto¨rungen darstellen
[46].
In Kapitel 10 pra¨sentieren wir eine Reihe von Ergebnissen der Simulation erregbarer Medien.
Wir konzentrieren uns dabei besonders auf das Modellproblem von Krinsky et al.. Im ra¨um-
lich eindimensionalen Fall untersuchen wir, wie sich Gitterfeinheit und Toleranz des zeitlichen
Fehlers auf die Genauigkeit der Lo¨sung auswirken. Ferner studieren wir den Einfluß gewisser
Systemparameter auf die Geschwindigkeit der auftretenden bewegten Wellen. Interessanter ist
der Fall eines ra¨umlich mehrdimensionalen Mediums. Wir beschra¨nken uns hier auf den zwei-
dimensionalen Fall. Das Medium liegt in einem Gebiet Ω auf einer Fla¨che S. Wir betrachten
Fa¨lle, in denen die Fla¨che S eine Ebene, eine Spha¨re oder ein Ellipsoid ist. Bei diesen ra¨umlich
zweidimensionalen erregbaren Medien ko¨nnen, in Abha¨ngigkeit von dem zugrundeliegenden
Modell und dessen Parametern, rotierende Spiralwellen auftreten. Form und Bewegung dieser
Wellen ko¨nnen mit Hilfe der kinematischen Theorie [172, 180, 29] na¨herungsweise beschrieben
werden. Bei geeignet gewa¨hlten Parametern rotieren die Spiralwellen um einen festen Punkt,
eine Bewegung, die wir als stationa¨re Rotation bezeichnen.
Ein wichtiges Merkmal der Bewegung der Welle ist die Bahn, die die Wellenspitze beschreibt.
Bei einer stationa¨ren Rotation ist die Bahnkurve ein Kreis. Eine Sto¨rung der stationa¨ren
Rotation tritt bei besonders kurzen Wellen in der Ebene und bei Wellen auf einer nichtgleich-
ma¨ßig gekru¨mmten Fla¨che auf. Dabei bewegt sich das Rotationszentrum in eine bestimmte
Richtung, ein Vorgang, der als Drift bezeichnet wird. In beiden Fa¨llen wird eine solche Drift
durch unsere numerischen Untersuchungen besta¨tigt.
Durch Auswertung einer umfangreichen numerischen Studie zur Wellendrift auf verschiede-
nen Ellipsoiden ermitteln wir einen Zusammenhang zwischen der Gaußschen Kru¨mmung der
Fla¨che, dem Erregungsparameter in den Modellgleichungen und der Wellendrift. U¨berraschen-
derweise ergibt sich hier ein Widerspruch zwischen unseren numerischen Ergebnissen und den
Aussagen der kinematischen Theorie in [50], der bisher nicht gekla¨rt werden konnte.
Zusammenfassend la¨ßt sich die vorliegende Arbeit in der folgenden Weise umreißen: Der eine
Schwerpunkt liegt in der Entwicklung effizienter Lo¨sungsverfahren fu¨r Reaktions-Diffusions-
Systeme. Dabei soll lokal steifen Problemen durch den Einsatz lokaler Partitionierungs-Ver-
fahren in der Zeitdiskretisierung Rechnung getragen werden. Bei der Simulation erregbarer
Medien kommen diese Diskretisierungsverfahren zum Einsatz. Umfangreiche numerische Stu-
dien – insbesondere zur Wellendrift auf Ellipsoiden – bilden einen zweiten Schwerpunkt der
Arbeit.
Kapitel 2
Reaktions-Diffusions-Systeme
2.1 Ein U¨berblick
Es gibt eine Reihe von physikalischen, chemischen oder auch biologischen Prozessen, die durch
Reaktions-Diffusions-Systeme mathematisch modelliert werden ko¨nnen. Ein Reaktions-
Diffusions-System ist ein System partieller Differentialgleichungen, welches in der Form
∂uk
∂t
(x, t) = div Dk(u,∇u,x, t) +Rk(u,x, t), k = 1, . . . ,m (2.1)
dargestellt werden kann. Die Gleichungen gelten fu¨r alle reellen Zahlen t in einem gewissen
Intervall [t0, te], sowie fu¨r alle Vektoren x aus einem Gebiet Ω. In den meisten Anwendungen
beschreibt der Vektor x den Ort und die Variable t die Zeit. Die Lo¨sungen uk(x, t) des Systems
fassen wir in dem Lo¨sungsvektor u(x, t) = (u1(x, t), . . . , um(x, t)) ∈ Rm zusammen.
Wir betrachten in dieser Arbeit die folgenden beiden Fa¨lle:
1. Es sei Ω ein Gebiet in Rn. In diesem Falle sind ∇ und div Gradient- bzw. Divergenzope-
rator in Rn, die Anwendung auf u geschieht komponentenweise. Der Divergenzoperator
kann auch in der Form ∇· geschrieben werden.
2. Es sei Ω ein Gebiet auf einer differenzierbaren Mannigfaltigkeit S ⊂ Rn mit der Dimen-
sion dim (S) < n. In diesem Falle bezeichnet ∇ den tangentialen Gradienten und div
die tangentiale Divergenz bezu¨glich der Mannigfaltigkeit1 S.
Die Symbole Dk und Rk stehen fu¨r gewisse Funktionen
Dk : Rm × Rmn × Rn × R → Rn, k = 1, . . . ,m
und
Rk : Rm × Rn × R → R, k = 1, . . . ,m.
Die Funktion Dk ist bezu¨glich ihrer ersten drei Variablen differenzierbar.
1Siehe dazu Abschnitt A im Anhang.
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Ein klassisches Anwendungsgebiet von Systemen der Form (2.1), die Modellierung chemi-
scher Reaktionen, hat den Reaktions-Diffusions-Systemen den Namen gegeben. Der Vektor
u beschreibt in diesem Falle die Konzentrationen von m beteiligten Stoffen. Dabei werden
Diffusionsprozesse durch den Term div Dk und die spezifische Reaktionskinetik durch den
Operator Rk modelliert.
Reaktions-Diffusions-Systeme sind eine spezielle Klasse der Reaktions-Konvektions-Dif-
fusions-Systeme
∂uk
∂t
(x, t) = div [Dk(u,∇u,x, t) + Ck(u,x, t)] +Rk(u,x, t), k = 1, . . . ,m.
Mit Hilfe des Konvektionstermes div Ck(u,x, t) ko¨nnen zusa¨tzlich Stro¨mungsprozesse beru¨ck-
sichtigt werden. Einige Probleme aus den Naturwissenschaften, die auf gewisse Reaktions-
Konvektions-Diffusions-Systeme fu¨hren, sind beispielsweise bei Amann [7] dargestellt. Dar-
unter sind
• Probleme der Populationsdynamik,
• Konvektionsprozesse in poro¨sen Medien,
• Diffusion in Polymeren,
• elektrolytische Prozesse,
• Phasenu¨berga¨nge (Schmelzen, Erstarren, das sogenannte Stefan-Problem).
Wir wenden uns nun wieder den Reaktions-Diffusions-Systemen zu.
Um die Lo¨sung eines Reaktions-Diffusions-Systems eindeutig festzulegen, mu¨ssen gewisse Be-
dingungen an die Lo¨sung gestellt werden. In vielen Fa¨llen ist es sinnvoll, Anfangs- und
Randbedingungen zu formulieren. Die Anfangsbedingung beschreibt die Lo¨sung zum Zeit-
punkt t0. Sie ist von der Gestalt
u(x, t0) = u0(x),
wobei u0 eine fest vorgegebene Funktion ist. Randbedingungen sind Vorgaben der Lo¨sung auf
dem Rand des Gebietes Ω. Die vor dem Hintergrund praktischer Anwendungen am ha¨ufigsten
verwendeten Randbedingungen sind die Dirichlet-Randbedingungen
u(x, t) = gDir(x, t) fu¨r x ∈ ∂Ω
oder die Neumann-Randbedingungen
Dk(u,∇u,x, t) · n∂Ω = gNeu,k(x, t) fu¨r x ∈ ∂Ω, k = 1, . . . ,m.
Hierbei ist n∂Ω der nach außen gerichtete Normalvektor auf dem Rand ∂Ω. Die Funktionen
gDir bzw. gNeu,k mu¨ssen vorgegeben werden. Gilt gDir(x, t) = 0 bzw. gNeu,k(x, t) = 0 fu¨r alle
x ∈ ∂Ω und alle t ∈ [t0, te], so spricht man von homogenen Dirichlet- bzw. homogenen
Neumann-Randbedingungen.
Durch gewisse Bedingungen an die einzelnen in (2.1) auftretenden Terme erha¨lt man die
im folgenden aufgefu¨hrten Klassen von Reaktions-Diffusions-Gleichungen, siehe etwa Knab-
ner/Angermann [94, Abschnitt 0.4]:
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Definition 2.1. Quasilineare Reaktions-Diffusions-Systeme sind solche, bei denen Dk linear
von ∇u abha¨ngt. Schreiben wir ∇u in der Form
∇u =
∇u1...
∇um
 ∈ Rmn,
dann existiert in diesem Falle eine Matrix Dk(u,x, t) ∈ Rn×mn, so daß Dk = Dk∇u gilt.
Semilineare Reaktions-Diffusions-Systeme sind quasilinear, und es gilt zusa¨tzlich, daß Dk
bzw. die Matrix Dk nicht von u abha¨ngt.
Lineare Reaktions-Diffusions-Systeme sind semilineare, bei denen Rk nur linear von u ab-
ha¨ngt.
In vielen Anwendungen treten semilineare Reaktions-Diffusions-Systeme mit dem vereinfach-
ten Diffusionsterm div Dk = div (dk(x, t)∇uk) auf, wobei dk(x, t) eine skalare Funktion ist.
Wir werden uns im Rahmen dieser Arbeit auf derartige Probleme beschra¨nken. Sie ko¨nnen in
der folgenden Form angegeben werden:
Semilineares Reaktions-Diffusions-System
∂uk
∂t
(x, t) = div (dk(x)∇uk(x, t)) + rk(x)uk(x, t) (2.2)
+ pk(u1(x, t), . . . , um(x, t)) + qk(x, t), k = 1, . . . ,m, x ∈ Ω ⊂ Rn,
t ∈ [t0, te],
u(x, t0) = u0(x), x ∈ Ω ⊂ Rn
versehen mit Dirichlet-Randbedingungen
uk(x, t) = gDir,k(x, t), k = 1, . . . ,m, x ∈ ∂Ω
oder Neumann-Randbedingungen
dk(x, t)∇uk · n∂Ω = gNeu,k(x, t), k = 1, . . . ,m, x ∈ ∂Ω
Ist zusa¨tzlich der Diffusionskoeffizient dk nicht von x abha¨ngig, so hat der Diffusionsterm die
Form div Dk = dk∆uk. Falls Ω ein Gebiet in Rn ist, steht ∆ fu¨r den Laplace-Operator; falls
Ω ein Gebiet auf der Mannigfaltigkeit S ist, so bezeichnet ∆ den Laplace-Beltrami-Operator.
Einige Beispiele semilinearer Reaktions-Diffusions-Gleichungen sollen im folgenden Abschnitt
angegeben werden.
Bemerkung 2.2. In den Kapiteln 3 bis 9 und im Anhang werden die verschiedenen Bedeu-
tungen von ∇, div und ∆ auch durch unterschiedliche Bezeichnung deutlich gemacht. Wir
schreiben dann
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• ∇ fu¨r den Gradienten bezu¨glich Rn,
• ∇S fu¨r den tangentialen Gradienten auf einer Mannigfaltigkeit S des Rn,
• ∇· fu¨r die Divergenz bezu¨glich Rn,
• divS fu¨r die tangentiale Divergenz auf einer Mannigfaltigkeit S des Rn,
• ∆ fu¨r den Laplace-Operator bezu¨glich Rn,
• ∆S fu¨r den Laplace-Beltrami-Operator auf einer Mannigfaltigkeit S des Rn.
Tangentialer Gradient, tangentiale Divergenz und Laplace-Beltrami-Operator sind im Anhang
in Abschnitt A.1 definiert.
2.2 Beispiele fu¨r semilineare Reaktions-Diffusions-Gleichun-
gen
Wir beginnen die Zusammenstellung mit zwei skalaren semilinearen Reaktions-Diffusions-
Gleichungen.
Die Fisher-Gleichung
Die Gleichung wurde von Fisher zu populationsgenetischen Untersuchungen herangezogen
und von Kolmogorov, Petrovsky und Piskunov [96] (1937) analytisch untersucht. Sie
ist von der Form
ut = ∆u+ f(u),
wobei f(u) eine Funktion mit zwei Nullstellen ist.
Die bistabile Diffusions-Gleichung
Diese skalare Gleichung wurde u.a. in Verbindung mit Verbrennungsmodellen von Kanel [91]
(1962) und im Bereich der Populationsgenetik von Aronson und Weinberger [9] (1978)
untersucht. Sie ist von der Form
ut = ∆u+ r(u),
wobei die Reaktionsfunktion r drei einfache Nullstellen u1, u2, u3 hat und r
′(u1) < 0,
r′(u2) > 0 und r
′(u3) < 0 gilt.
Die van der Pol’schen Gleichungen mit Diffusion
Dieses System von Reaktions-Diffusions-Gleichungen hat die Form
ut = d1∆u+ v,
vt = d2∆v + ε(1− u2)v − u.
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Die Gleichungen wurden, ohne den Diffusionsterm, 1926 von van der Pol [131] zur Beschrei-
bung elektrischer Stromkreise angegeben. Wegen ihrer Steifheit ist diese Gleichung, auch in
der Form mit Diffusionsterm, ein beliebtes Testbeispiel fu¨r verschiedene numerische Verfah-
ren, siehe etwa Jackson und Seward [86], Shampine [148], Hairer und Wanner [78] oder
Weiner et al. [169].
Die folgenden drei Beispiele semilinearer Reaktions-Diffusions-Systeme finden sich beispiels-
weise bei Smoller [150].
Die Hodgkin-Huxley-Gleichungen
Die Gleichungen wurden 1952 von Hodgkin und Huxley [84] zur Modellierung der Signal-
u¨bertragung in Nervenbahnen aufgestellt.2 Das vierkomponentige System hat die Form
cut = R
−1uxx + g(u, v, w, z), (2.3)
vt = ε1vxx + g1(u)(h1(u)− v),
wt = ε2wxx + g2(u)(h2(u)− w),
zt = ε3zxx + g3(u)(h3(u)− z),
wobei g(u, v, w, z) = k1v
3w(c1 − u) + k2z4(c2 − u) + k3(c3 − u) ist und die Bedingungen
c, R, ki > 0, c1 > c3 > 0 > c2, εi ≥ 0, gi(u) > 0, 1 > hi(0) > 0 gelten.
Die FitzHugh-Nagumo-Gleichungen
Diese Gleichungen stellen eine Vereinfachung des oben angegebenen Hodgkin-Huxley-Sy-
stems dar. Sie wurden von FitzHugh (1961) [66] und von Nagumo, Arimoto und Yoshi-
zawa [124] (1964) angegeben. Das System hat die Form
ut = uxx + f(u)− v, (2.4)
vt = εvxx + (σu− γv),
wobei σ, γ > 0, ε ≥ 0 ist und f(u) qualitativ von der Form eines kubischen Polynoms
−u(u− a)(u− b) mit 0 < a < b ist.
Das Brusselator-Modell
Die Gleichungen wurde 1971 von Lefever und Nicolis [107] aufgestellt. Sie gelten als das
klassische Beispiel fu¨r oszillierende chemische Systeme und haben die Gestalt
ut = d1∆u+ a+ u
2v − (b+ 1)u,
vt = d2∆v + bu− u2v.
Dabei sind d1, d2, a und b positive Parameter. Typische Werte sind d1 = d2 = 0,02, a = 1,
b = 3, siehe etwa Hairer/Wanner [78].
2Fu¨r ihre Arbeiten auf diesem Gebiet erhielten Hodgkin und Huxley im Jahre 1963 den Nobelpreis fu¨r
Physiologie und Medizin.
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Die folgenden vier Modelle beschreiben die Wellendynamik in erregbaren Medien. Ein klas-
sisches Beispiel fu¨r derartige Prozesse ist die Belousov-Zhabotinsky-Reaktion, eine kata-
lytische Reaktion von Bromat-Ionen und Malonsa¨ure zu Brommalonsa¨ure. Diese chemische
Reaktion fu¨hrt zur Herausbildung interessanter Muster, insbesondere zu rotierenden Spiral-
wellen. Die Gleichungen erregbarer Medien stellen ein wichtiges Anwendungsgebiet der in
dieser Arbeit untersuchten Verfahren dar. Sie werden daher in Kapitel 10 gesondert behan-
delt.
Die Gleichungen von Krinsky, Pertsov und Reshetilov
Dieses Reaktions-Diffusions-System mit stu¨ckweise linearer Reaktionsfunktion wurde 1972
von Krinsky, Pertsov und Reshetilov [98] zur Beschreibung erregbarer Medien angege-
ben:
ut = d1∆u+ f(u, v),
vt = d2∆v + g(u, v),
f(u, v) =

−k1u− v, u < σ,
kf (u− a)− v, σ < u < 1− σ,
k2(1− u)− v, 1− σ < u,
g(u, v) =
{
kgu− v, kgu ≥ v,
kε(kgu− v), kgu < v.
Erregbare Medien, die mit diesem System modelliert werden, haben eine Reihe interessanter
Eigenschaften, siehe etwa Davydov, Zykov und Michailov [49]. Typische Parameterwerte
sind: d1 = 1, d2 ∈ [0, 1], kf = 1,7, kg = 2, kε = 6, a = 0,1, σ = 0,01, ε ∈ [0,1, 0,5]. Die
Parameter k1 und k2 werden stets so gesetzt, daß f stetig ist.
Das dreikomponentige Oregonator-Modell (Field-Noyes-Gleichungen)
Field und Noyes [65] (1974) beschrieben die Belousov-Zhabotinsky-Reaktion durch drei
Prozesse, die durch das folgenden System ausgedru¨ckt werden:
ut = d1∆u+
1
ε1
((1− u)u+ (q − u)w), (2.5)
vt = d2∆v + u− v,
wt = d3∆w +
1
ε2
(fv − (q + u)w).
Die Parameter ε1 = 0,01, ε1 = 10
−4, q = 2 · 10−4, f = 3 ergeben sich aus typischen Stoff-
konzentrationen bei der Belousov-Zhabotinsky-Reaktion sowie aus den von Tyson [162]
bestimmten Reaktionsraten.
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Das zweikomponentige Oregonator-Modell (Tyson-Fife-Keener-Gleichungen)
Eine Vereinfachung des dreikomponentigen Modells durch wt = 0, ∆w = 0 fu¨hrt auf das
zweikomponentige System
ut = d1∆u+
1
ε1
(
(1− u)u+ fv q − u
q + u
)
, (2.6)
vt = d2∆v + u− v.
Dieses Modell wurde ohne den Diffusionsteil von Tyson und Fife [161, 163] (1979/80) auf-
gestellt und spa¨ter von Keener und Tyson [93] (1986) um den Diffusionsanteil erweitert.
Als ein Beispiel fu¨r mo¨gliche Parameter geben wir die von Pardhanani und Carey [129] zu
numerischen Simulationen verwendeten Werte d1 = 1, d2 = 0,6, ε = 0,01, q = 0,002, f = 3 an.
Die Gleichungen von Barkley, Kness und Tuckerman
Barkley, Kness und Tuckerman [18] entwickelten 1990 das folgende Modell zur Beschrei-
bung von Erregungswellen:
ut = ∆u+
1
ε
(
u(1− u)
(
u− v + b
a
))
,
vt = ∆v + u− v.
In einer numerischen Simulation in der gleichen Arbeit wurden die Parameter a = 0,3, b = 0,01
und ε = 2,5 · 10−3 verwendet.
2.3 Einige analytische Aussagen zur Lo¨sbarkeit
Die analytische Theorie parabolischer Differentialgleichungen sichert Existenz und Eindeutig-
keit von Lo¨sungen, wenn das System gewisse Bedingungen erfu¨llt. Auch wenn diese Bedin-
gungen fu¨r viele in der Praxis auftretende Probleme zu restriktiv sind, so ko¨nnen doch fu¨r
einige Systeme relevante Aussagen gewonnen werden. Die folgende Auswahl analytischer Aus-
sagen zu Reaktions-Diffusions-Systemen wurde der Darstellung von Smoller [150, Kap. 14]
entnommen. Zuna¨chst wird fu¨r ra¨umlich eindimensionale Probleme eine Integraldarstellung
der Lo¨sung pra¨sentiert; es folgen Aussagen zu lokaler und globaler Existenz und Eindeutigkeit
der Lo¨sung.
Im folgenden betrachten wir, in U¨bereinstimmung mit Smoller [150], lediglich ra¨umlich ein-
dimensionale Reaktions-Diffusions-Systeme. Wir beno¨tigen die folgende Definition von Funk-
tionenra¨umen:
Definition 2.3. Es sei BC(R) der mit einer geeigneten Norm ‖ · ‖BC versehene Banachraum
der beschra¨nkten und gleichma¨ßig stetigen Funktionen auf R mit Werten in Rm. Wir definieren
ferner mit C([t0, te], BC(R)) den Raum stetiger Funktionen u : [t0, te] → BC(R), der mit der
Norm
‖u‖ = sup
t∈[t0,te]
‖u(t)‖BC
versehen wird. Dieser Raum ist ebenfalls ein Banachraum.
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Wir betrachten das folgende Problem: Gesucht sind Lo¨sungen u ∈ C([t0, te], BC(R)) des
Systems
ut = Duxx + f(u), x ∈ R, t ∈ [t0, te], (2.7)
u(x, t) = u0(x)
mit der Diffusions-Matrix D = diag(d1, . . . , dm), di ≥ 0, i = 1, . . . ,m und einer hinreichend
glatten Funktion f .
Der folgende Satz gibt eine Integraldarstellung der Lo¨sung von (2.7) an.
Satz 2.4. Gegeben sei das System (2.7) mit u0 ∈ BC(R). Eine Funktion u ∈ C([t0, te], BC(R))
ist genau dann Lo¨sung von (2.7), wenn
u(x, t) =
∫
R
G(x− y, t) u0(y) dy +
te∫
t0
∫
R
G(x− y, t− s) f(u(y, s)) dy ds
gilt, wobei G(x, t) = diag(g1(x, t), . . . , gm(x, t)) mit
gi(x, t) =
1√
4πdit
e
− x
2
4dit , i = 1, . . . ,m
ist. Die Funktion G(x, t) wird als Fundamentallo¨sung des Systems (2.7) bezeichnet.
Beweis. Siehe Smoller [150, 14.A.].
Mit Hilfe dieser Darstellung la¨ßt sich die lokale Existenz und Eindeutigkeit einer Lo¨sung
von (2.7) zeigen.
Satz 2.5. Gegeben sei das System (2.7) mit u0 ∈ BC(R). Es gelte f(0) = 0. Dann gibt es
ein t1 ∈]t0, te], so daß (2.7) eine eindeutig bestimmte Lo¨sung in C([t0, t1], BC(R)) besitzt. t1
ha¨ngt dabei nur von f und ‖u0‖∞ ab.
Beweis. Siehe Smoller [150, Theorem 14.2.].
Falls f linear ist, d.h. falls f(u) = Fu mit einer Matrix F gilt, so existiert die Lo¨sung sogar
global:
Satz 2.6. Gegeben sei das System
ut = Duxx + Fu, x ∈ R, t ∈ [t0, te], (2.8)
u(x, t) = u0(x)
mit u0 ∈ BC(R). Dann existiert eine eindeutig bestimmte Lo¨sung von (2.8) in
C([t0,∞[, BC(R)).
Beweis. Siehe Smoller [150, Bemerkung S. 198]. ¤
Wenn die Lo¨sung von (2.7) in einem Intervall [t0, te] a-priori beschra¨nkt ist, so existiert sie
dort sogar global:
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Satz 2.7. Gegeben sei das System (2.7) mit u0 ∈ BC(R). Fu¨r eine beliebige Lo¨sung u dieses
Systems gelte
max
x∈R
|u(x, t)| < K <∞, K > 0 (2.9)
fu¨r alle t ∈ [t0, te], in denen u definiert ist. Die Konstante K ha¨ngt nicht von t ab. Dann
existiert die Lo¨sung u fu¨r alle t ∈ [t0, te] und ist eindeutig bestimmt.
Beweis. Siehe Smoller [150, Theorem 14.4.]. ¤
Die Zahl K in (2.9) wird als a-priori-Schranke der Lo¨sung bezeichnet.
2.4 Invariante Bereiche
Um die globale Existenz einer Lo¨sung mit Hilfe von Satz 2.7 zeigen zu ko¨nnen, beno¨tigt
man eine a-priori-Schranke fu¨r die Lo¨sung. Eine derartige Beschra¨nktheit ist insbesondere
dann gegeben, wenn sich die Lo¨sung u in einem invarianten Bereich der Differentialgleichung
befindet. Die Darstellung der Theorie invarianter Bereiche in diesem Abschnitt orientiert sich
erneut an Smoller [150, Abschnitt 14.B.], wo man noch eine Reihe weiterer Aussagen zu
dieser Problematik findet. Wir betrachten in diesem Abschnitt das folgende Problem:
Problem 2.8. Es sei Ω ⊂ R ein offenes Intervall und X ein Raum glatter Funktionen auf Ω
mit Werten in Rm. Gesucht sind Lo¨sungen u ∈ C([t0, te], X) des Systems
ut = Duxx + f(u), x ∈ Ω, t ∈ [t0, te], (2.10)
u(x, t) = u0(x)
mit der Diffusions-Matrix D = diag(d1, . . . , dm), di ≥ 0, i = 1, . . . ,m und einer hinreichend
glatten Funktion f . Die Lo¨sung u erfu¨lle Dirichlet- oder Neumann-Randbedingungen.
Fu¨r dieses Problem definieren wir den invarianten Bereich wie folgt:
Definition 2.9. Gegeben sei das Problem 2.8. Es sei Σ ⊂ Rn eine abgeschlossene Menge,
fu¨r die aus u0(x) ∈ Σ, ∀x ∈ Ω stets u(x, t) ∈ Σ, ∀x ∈ Ω, ∀t ∈ [t0, te] folgt. Dann ist Σ ein
invarianter Bereich des Problems 2.8.
Auch wenn wir hier nur ra¨umlich eindimensionale Probleme betrachten, so la¨ßt sich die Theo-
rie der invarianten Bereiche auch auf ra¨umlich mehrdimensionale Systeme u¨bertragen, siehe
dazu Chueh, Conley und Smoller [40].
Die folgende Bedingung wird von Smoller [150] als
”
Bedingung K“ bezeichnet:
Bedingung K. Falls u ∈ X ist, dann existiert eine kompakte Menge K ⊂ Ω, so daß aus
x 6∈ K stets u(x) ∈ int(Σ) folgt.
Bemerkung 2.10. Falls Ω ein beschra¨nktes Intervall ist, so ist Bedingung K immer erfu¨llt.
Der folgende Satz gibt Bedingungen an, unter denen ein verallgemeinertes Rechteck ein inva-
rianter Bereich ist.
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Satz 2.11. Gegeben sei das Problem 2.8. Es gelte die Bedingung K. Sei
Σ = {u = (u1, . . . , un) ∈ Rn : ai ≤ ui ≤ bi, i = 1, . . . , n}
ein verallgemeinertes Rechteck, gegeben durch die Zahlen ai und bi. Das Vektorfeld f(u) zeige
fu¨r alle u ∈ ∂Σ in das Gebiet Σ hinein. (Der Fall, daß f(u) tangential zu ∂Σ steht, ist dabei
nicht zugelassen.) Dann ist f ein invarianter Bereich des Problems.
Beweis. Siehe Smoller [150, Corollary 14.8. (a)]. ¤
Aus Satz 2.7 folgt unmittelbar der folgende Satz.
Satz 2.12. Gegeben sei das Problem 2.8 mit X = BC(R). Falls das Problem einen beschra¨nk-
ten invarianten Bereich Σ besitzt und u0(x) ∈ Σ ∀x ∈ R ist, so existiert eine eindeutig
bestimmte Lo¨sung fu¨r t ∈ [t0, te].
Beweis. Siehe Smoller [150, Corollary 14.9.].
In Smoller [150, S. 208ff.] werden fu¨r die in (2.3), (2.4) und (2.5) angegebenen Systeme be-
schra¨nkte invariante Bereiche angegeben. Damit wird fu¨r entsprechende Anfangswerte u0 die
globale Existenz eindeutig bestimmter Lo¨sungen dieser Probleme gezeigt. Wir wollen im fol-
genden einen invarianten Bereich fu¨r das zweikomponentige Oregonator-Modell angeben, das
der in Kapitel 10 na¨her beschriebenen Modellierung der Belousov-Zhabotinsky-Reaktion
dient.
Das Modell ist durch die bereits in (2.6) angegebenen Gleichungen
ut = d1∆u+
1
ε
(
(1− u)u+ fv q − u
q + u
)
,
vt = d2∆v + u− v
fu¨r x ∈ R und t > 0 gegeben. Die Anfangsbedingungen seien mit u(x, 0) = u0(x) und
v(x, 0) = v0(x) bezeichnet. Eine mo¨glich Wahl fu¨r die enthaltenen Parameter ist d1 = 1, d2 =
0,6, ε = 0,01, q = 0,002, f = 3, siehe etwa Pardhanani und Carey [129]. Wir setzen
F (u, v) =
1
ε
(
(1− u)u+ fv q − u
q + u
)
und G(u, v) = u− v.
Abbildung 2.1 zeigt die Kurven F (u, v) = 0 und G(u, v) = 0 und das Rechteck
Σ = {(u, v) : q ≤ u ≤ 1,1, 0 ≤ v ≤ 1,2}.
Wie aus der Abbildung hervorgeht, zeigt das Vektorfeld f = (F,G) auf dem Rand von Σ
stets in das Gebiet Σ hinein. Nach Satz 2.11 ist demnach Σ ein invarianter Bereich der
Differentialgleichung. Falls die Anfangswerte u0(x) = (u0(x), v0(x)) fu¨r alle x ∈ R in Σ liegen,
so existiert nach Satz 2.12 global fu¨r t ≥ 0 eine eindeutig bestimmte Lo¨sung.
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Abbildung 2.1: Invarianter Bereich des zweikomponentigen Oregonator-Modells (Skizze nicht
maßstabsgerecht)
2.5 Schwache Formulierung skalarer semilinearer Reaktions-
Diffusions-Gleichungen
Um ra¨umlich mehrdimensionale Reaktions-Diffusions-Gleichungen numerisch zu lo¨sen, wollen
wir die in Abschnitt 3.1 vorgestellte Methode der finiten Elemente verwenden. Diese Methode
basiert auf einer Umformulierung der Differentialgleichung in eine Integralgleichung, die als
schwache Formulierung des Problems bezeichnet wird. Die Lo¨sungen der schwachen Formu-
lierung sind Elemente gewisser Funktionenra¨ume, die wir zuna¨chst in Abschnitt 2.5.1 defi-
nieren werden. Anschließend stellen wir in Abschnitt 2.5.2 fu¨r skalare semilineare Reaktions-
Diffusions-Gleichungen die schwache Formulierung auf.
2.5.1 Funktionenra¨ume
Wir stellen in diesem Abschnitt nur die Definitionen und einige wenige Eigenschaften von
Lebesgue- und Sobolev-Ra¨umen dar. Eine umfassendere Darstellung der Theorie dieser Ra¨ume
findet sich beispielsweise bei Adams [2]. Zuna¨chst fu¨hren wir unter den meßbaren Funktionen,
die auf einer offenen Menge Ω ⊂ Rn definiert sind, die folgende A¨quivalenzrelation ein: Zwei
derartige Funktionen u und v nennen wir a¨quivalent, wenn sie in fast allen Punkten x ∈ Ω
u¨bereinstimmen3. Wir schreiben dafu¨r u, v ∈ [u] = [v], wobei [u] = [v] die entsprechende
A¨quivalenzklasse meßbarer Funktionen bezeichnet.
Definition 2.13. Es sei Ω ⊂ Rn eine offene Menge. Die linearen Ra¨ume
Lp(Ω) =
[v] : v : Ω → R, v ist meßbar,
∫
Ω
|v(x)|p dx <∞
 , 1 ≤ p <∞
3d.h. wenn
R
Ω
|u− v| dx = 0 ist
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und
L∞(Ω) = {[v] : v : Ω → R, v ist meßbar, ess supx∈Ω|v(x)| <∞},
versehen mit den durch
‖v‖Lp(Ω) :=
∫
Ω
|v|pdx
1/p , 1 ≤ p <∞
und
‖v‖L∞(Ω) := ess supx∈Ω|v(x)|
definierten Normen werden als Lebesgue-Ra¨ume bezeichnet.
Auch wenn die Lebesgue-Ra¨ume nach dieser Definition Ra¨ume von A¨quivalenzklassen sind, so
schreibt man fu¨r [v] ∈ Lp(Ω) oft vereinfachend v ∈ Lp(Ω). Wir werden diese Schreibweise im
folgenden auch verwenden. Faßt man die Lebesgue-Ra¨ume in dieser Art als Funktionenra¨ume
auf, so ist dabei stets zu beachten, daß zwei a¨quivalente Funktionen in Lp(Ω) miteinander
identifiziert werden.
Satz 2.14. Sei Ω ∈ Rn ein Gebiet. Die Ra¨ume Lp(Ω) sind fu¨r 1 ≤ p ≤ ∞ Banachra¨ume.
Der Raum L2(Ω) ist ein Hilbertraum mit dem Skalarprodukt
〈u, v〉L2(Ω) :=
∫
Ω
u(x)v(x) dx,
fu¨r u, v ∈ L2(Ω).
Beweis. Der Beweis findet sich in vielen Lehrbu¨chern der Funktionalanalysis, beispielsweise
bei Adams [2, Theorem 2.10].
Fu¨r die nun folgende Definition der Sobolev-Ra¨ume werden nicht nur Bedingungen an eine
Funktion v, sondern auch an deren distributionelle Ableitungen gestellt4. Ho¨here Ableitungen
ko¨nnen in der Multiindex-Schreibweise formal dargestellt werden.
Definition 2.15. Es sei α = (α1, . . . , αn) ein Multiindex mit Komponenten αi ∈ N0, i =
1, . . . , n sowie v : Ω ⊂ Rn → R eine Funktion, die hinreichend oft distributionell differenzierbar
ist. Dann fu¨hren wir die Bezeichnung
∂αv :=
∂α1
∂xα11
· · · ∂
αn
∂xαnn
v
ein. Auf der rechten Seite stehen dabei distributionelle Ableitungen nach den einzelnen Kom-
ponenten von x. Ferner definieren wir |α| =∑ni=1 αi.
Beispiel 2.16. Fu¨r x = (x1, x2, x3) ∈ R3 und eine glatte Funktion v : R3 → R gilt beispiels-
weise
∆v =
∂2
∂x21
+
∂2
∂x22
+
∂2
∂x23
= ∂(2,0,0)v + ∂(0,2,0)v + ∂(0,0,2)v.
4Eine Darstellung der Distributionentheorie wird hier nicht gegeben, siehe dafu¨r etwa Triebel [158].
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Ausgeru¨stet mit diesem Formalismus, ko¨nnen wir nun die folgenden Ra¨ume definieren.
Definition 2.17. Es sei Ω ⊂ Rn ein Gebiet. Die linearen Ra¨ume
Hk(Ω) = {v ∈ L2(Ω) : ∂αv ∈ L2(Ω), falls |α| ≤ k}, k ∈ N0
werden mit den Normen
‖v‖Hk(Ω) =
∫
Ω
∑
|α|≤k
|∂αv|2dx
1/2
versehen und als Sobolev-Ra¨ume bezeichnet.
Satz 2.18. Es sei Ω ein Gebiet in Rn. Die Sobolevra¨ume Hk(Ω), k ∈ N0 sind Hilbertra¨ume
mit dem Skalarprodukt
〈u, v〉Hk(Ω) :=
∑
|α|≤k
〈∂αu, ∂αv〉L2(Ω)
fu¨r u, v ∈ Hk(Ω).
Beweis. Siehe etwa Werner [170, Satz V.1.12].
Zusa¨tzlich definiert man fu¨r die Ra¨ume Hk(Ω) die folgenden sogenannten Halbnormen:
|v|Hk(Ω) :=
∫
Ω
∑
|α|=k
|∂αv|2dx
1/2 .
Fu¨r die Lebesgue- und Sobolevra¨ume gelten die Inklusionen Lq(Ω) ⊂ Lp(Ω), falls p ≤ q und
|Ω| := ∫Ω dx <∞ ist, sowie H l(Ω) ⊂ Hk(Ω), falls k ≤ l ist.
Definition 2.19. Fu¨r zeitabha¨ngige Funktionen v : Ω × (t0, te) → R und einen normierten
Funktionenraum V definieren wir ferner den Raum
Lp(]t0, te[, V ) = {v : v(·, t) ∈ V, ∀t ∈]t0, te[ und F ∈ Lp(]t0, te[) mit F (t) = ‖v(·, t)‖V }
und versehen ihn mit der Norm ‖v‖Lp(]t0,te[,V ) := ‖F‖Lp(]t0,te[).
Schließlich fu¨hren wir einen weiteren Raum ein:
Definition 2.20. Es sei Ω ein beschra¨nktes Gebiet in Rn mit Lipschitz-stetigem Rand und
tr∂Ω : H
1(Ω) → L2(∂Ω) die Spurabbildung5 bezu¨glich Ω. Wir definieren den Raum
H10 (Ω) := {v ∈ H1(Ω) : tr∂Ωv = 0 fast u¨berall auf ∂Ω}.
5Die Spurabbildung ist eine Verallgemeinerung der Einschra¨nkung v|∂Ω auf Funktionen v, die bei ∂Ω nicht
glatt sind. Siehe dazu etwa Knabner/Angermann [94, Satz 3.5] oder Alt [6, S. 249 ff.].
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2.5.2 Die schwache Formulierung
Es sei Ω ein beschra¨nktes Gebiet in Rn mit Lipschitz-stetigem Rand. Wir betrachten in diesem
Abschnitt die skalare semilineare Reaktions-Diffusions-Gleichung von der Form
∂u
∂t
(x, t) = ∇ · (d(x)∇u(x, t)) + r(x)u(x, t) + p(u(x, t)) + q(x, t), (2.11)
u(x, t0) = u0(x)
entweder mit Dirichlet-Randbedingung
u(x, t) = gDir(x, t), x ∈ ∂Ω (2.12)
oder mit Neumann-Randbedingung
d(x)∇u · n∂Ω = gNeu(x, t), x ∈ ∂Ω. (2.13)
Die schwache Formulierung entsteht aus der Differentialgleichung (2.11) durch Multiplika-
tion mit einer geeigneten Testfunktion v und Integration u¨ber Ω. Die Wahl der Testfunktion
und der Funktionenraum, in dem sich die Lo¨sung befindet, ha¨ngen dabei vom Typ der Rand-
bedingung ab.
Schwache Formulierung fu¨r Dirichlet-Randbedingung
Gegeben sei u0 ∈ L2(Ω). Finde eine Funktion u ∈ L2(]t0, te[, H1(Ω)) mit ut ∈
L2(]t0, te[, L
2(Ω)), so daß die folgenden drei Aussagen gelten:
1. Fu¨r alle v ∈ H10 (Ω) und alle t ∈]t0, te[ gilt
∂
∂t
∫
Ω
u v dx = −
∫
Ω
d(x) ∇u · ∇v dx +
∫
Ω
r(x) u v dx (2.14)
+
∫
Ω
p(u(x, t)) v dx +
∫
Ω
q(x, t) v dx.
2. Fu¨r fast alle x ∈ Ω gilt u(x, t0) = u0(x).
3. Fu¨r alle t ∈ [t0, te] und fast alle x ∈ ∂Ω gilt tr∂Ωu(x, t) = gDir(x, t).
Die Zeitableitung von u wird hierbei im distributionellen Sinne verstanden.
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Schwache Formulierung fu¨r Neumann-Randbedingung
Gegeben sei u0 ∈ L2(Ω). Finde eine Funktion u ∈ L2(]t0, te[, H1(Ω)) mit ut ∈
L2(]t0, te[, L
2(Ω)), so daß die folgenden beiden Aussagen gelten:
1. Fu¨r alle v ∈ H1(Ω) und alle t ∈]t0, te[ gilt
∂
∂t
∫
Ω
u v dx = −
∫
Ω
d(x) ∇u · ∇v dx +
∫
Ω
r(x) u v dx (2.15)
+
∫
Ω
p(u(x, t)) v dx +
∫
Ω
q(x, t) v dx
+
∫
∂Ω
gNeu v ds,
wobei ds das Bogenelement auf ∂Ω ist.
2. Fu¨r fast alle x ∈ Ω gilt u(x, t0) = u0(x).
Fu¨r die lineare Reaktions-Diffusions-Gleichung, d.h. fu¨r p ≡ 0, existiert unter einer Reihe von
Regularita¨tsbedingungen eine eindeutig bestimmte Lo¨sung der schwachen Formulierung. Wir
verweisen den interessierten Leser auf Knabner/Angermann [94, Abschnitt 6.1].
2.6 Numerische Lo¨sung durch Diskretisierung
Die Lo¨sung von Reaktions-Diffusions-Systemen, wie dem in (2.1) angegebenen, kann in den
meisten Fa¨llen nicht mehr auf analytischem Wege erfolgen. Nur fu¨r einige einfache Spezial-
fa¨lle dieser Gleichungen kann eine exakte Lo¨sung angegeben werden. Man ist daher in der
Regel auf numerische Verfahren angewiesen, mit deren Hilfe eine Na¨herungslo¨sung berechnet
werden kann. Grundlage der numerischen Lo¨sung des Problems ist zuna¨chst eine Diskreti-
sierung der Gleichungen. Die Differentialgleichung wird dabei durch ein endlichdimensionales
Gleichungssystem approximiert, welches numerisch gelo¨st werden kann, und dessen Lo¨sung
eine Na¨herung der exakten Lo¨sung der Differentialgleichung darstellt.
Die Diskretisierung der hier betrachteten Reaktions-Diffusions-Systeme erfolgt in zwei grund-
legenden Schritten, der Orts- und der Zeitdiskretisierung. Dabei wird die Ortsvariable x
und die Zeitvariable t durch eine endliche Anzahl diskreter Werte ersetzt. Das Zeitintervall
[t0, te] wird durch eine Folge von Zeitpunkten t0 < t1 < · · · < te aufgeteilt. Die La¨nge des
i-ten Zeitschritts bezeichnen wir mit τi := ti+1 − ti. Zu jedem Zeitpunkt ti wird das Gebiet
Ω mit einem Gitter Gi u¨berzogen, dessen Gitterknoten die Punkte xij ∈ Ω seien. Wird zur
Ortsdiskretisierung die in Kapitel 3 beschriebene Methode linearer finiter Elemente benutzt,
so werden in jedem Zeitschritt in den Gitterknoten Na¨herungswerte fu¨r die exakte Lo¨sung
u(xij , ti) berechnet.
Die Reihenfolge von Orts- und Zeitdiskretisierung kann unterschiedlich gewa¨hlt werden. Das
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la¨ßt sich am bestem am Beispiel einer einfachen parabolischen Differentialgleichung, etwa der
Wa¨rmeleitungsgleichung
ut(x, t) = ∆u(x, t), (2.16)
erla¨utern. Bei der sogenannten Linienmethode erfolgt zuerst die Orts- und dann die Zeit-
diskretisierung. Im Ergebnis der Ortsdiskretisierung ersetzt man die Lo¨sung u(x, t) durch
einen Vektor u(t), dessen Komponenten Na¨herungswerte in den Gitterpunkten darstellen.
Der Laplace-Operator wird durch die Steifigkeits-Matrix S approximiert. Die partielle Diffe-
rentialgleichung (2.16) geht in das semidiskrete Problem
Mut(t) = Su(t)
u¨ber. Reduziert man die Massenmatrix M, wie in Abschnitt 3.1.5 beschrieben, auf eine Dia-
gonalmatrix L, so erha¨lt man das System gewo¨hnlicher Differentialgleichungen
ut(t) = Au(t), (2.17)
wobei A = L−1S ist. Dieses System wird dann mit einem numerischen Zeitintegrationsver-
fahren gelo¨st. Verwendet man das in Abschnitt 5.3 beschriebene implizite Euler-Verfahren, so
ergibt sich im i-ten Zeitschritt als diskretes Problem das lineare Gleichungssystem
(I − τiA)ui+1 = ui. (2.18)
Dabei sind ui und ui+1 die Na¨herungslo¨sungen zu den Zeitpunkten ti bzw. ti+1.
Eine andere Reihenfolge der Diskretisierungen wird bei der Rothe-Methode gewa¨hlt. Hier
erfolgt zuerst die Zeitdiskretisierung. Verwenden wir das in Abschnitt 5.3 beschriebene impli-
zite Euler-Verfahren, so geht die parabolische Differentialgleichung (2.16) in das semidiskrete
Problem
−τi∆ui+1(x) + ui+1(x) = ui(x) (2.19)
u¨ber. Dabei sind ui(x) und ui+1(x) Na¨herungslo¨sungen zu den Zeitpunkten ti bzw. ti+1. Die
Geichung (2.19) ist eine elliptische Differentialgleichung bezu¨glich der Unbekannten ui+1, die
beispielsweise mit linearen finiten Elementen und reduzierter Massenmatrix gelo¨st werden
kann. Im Ergebnis erha¨lt man als diskretes Problem wieder das Gleichungssystem (2.18).
Bei vielen Problemen ist es sinnvoll, sowohl die La¨nge der Zeitschritte τi als auch die lokale
Feinheit der Gitter Gi geeignet anzupassen um in Raum und Zeit lokal auftretende Diskre-
tisierungsfehler zu da¨mpfen. Dieser Vorgang wird als Adaption bezeichnet. Sowohl Linien-
als auch Rothe-Methode fu¨hren im Endeffekt auf das gleiche lineare Gleichungssystem. Beide
Methoden sind also identisch, wenn die numerische Berechnung ohne Adaption vorgenom-
men wird. Gewisse Unterschiede ergeben sich erst, wenn bezu¨glich Zeit und Raum adaptive
Verfahren zum Einsatz kommen6.
Bei der Linienmethode steht zuna¨chst das semidiskrete Problem (2.17) im Vordergrund. Dieses
zeitabha¨ngige Problem wird durch ein Verfahren mit Zeitschrittsteuerung gelo¨st. Erst danach
nimmt man die Anpassung des ra¨umlichen Gitters vor. Bei der Rothe-Methode erfolgt dieser
Prozeß in umgekehrter Reihenfolge. Zuna¨chst wird das semidiskrete Problem (2.19) betrach-
tet und die Gitteradaption durchgefu¨hrt. Im Anschluß erfolgt die Zeitschrittsteuerung. Die
folgenden beiden Ablaufpla¨ne verdeutlichen den Unterschied.
6In Lang [102] werden die Unterschiede zwischen Linien- und Rothe-Methode bei adaptiven Verfahren kurz
dargestellt.
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Ein Zeitschritt der Linienmethode
?
Lo¨sung des
Gleichungssystems (2.18)
?
Scha¨tzung des
zeitlichen Fehlers
Fehler OK
Lo¨sung akzeptiert
?
evtl. Zeitschritt erho¨hen
?
-
evtl. Gitteradaption
?
evtl. Scha¨tzung des globalen
ra¨umlichen Fehlers
?
Fehler zu hoch
Lo¨sung abgelehnt
6
Zeitschritt verkleinern
Fehler OK
Lo¨sung akzeptiert
Fehler zu hoch
Lo¨sung abgelehnt
-
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Ein Zeitschritt der Rothe-Methode
?
Lo¨sung des
Gleichungssystems (2.18)
?
Scha¨tzung des globalen
ra¨umlichen Fehlers
Fehler OK
Lo¨sung akzeptiert
?
Scha¨tzung des
zeitlichen Fehlers
?
evtl. Zeitschritt erho¨hen
?
Fehler zu hoch
Lo¨sung abgelehnt
6
Gitteradaption
-
Zeitschritt verkleinern
Fehler OK
Lo¨sung akzeptiert
Fehler zu hoch
Lo¨sung abgelehnt
6
-
Fu¨r die numerischen Berechnungen in dieser Arbeit gehen wir nach der Linienmethode vor,
wobei auf die Scha¨tzung des globalen ra¨umlichen Fehlers verzichtet wird und auch die Git-
teradaption nicht in jedem Zeitschritt erfolgt. In den folgenden Kapiteln werden wir Orts-
und Zeitdiskreitsierung na¨her erla¨utern. Ein Ablaufplan, der den in dieser Arbeit verwende-
ten Diskretisierungsverfahren fu¨r Reaktions-Diffusions-Systeme zugrunde liegt, ist im Anhang
in Abschnitt C zu finden.
Kapitel 3
Ortsdiskretisierung semilinearer
Reaktions-Diffusions-Gleichungen
Wie in Abschnitt 2.6 erla¨utert, erfolgt die Diskretisierung eines Reaktions-Diffusions-Systems
nach der Linienmethode in zwei Schritten. In diesem Kapitel wollen wir uns mit dem er-
sten Schritt, also der Diskretisierung bezu¨glich des Ortes, befassen. Wir beschra¨nken uns auf
semilineare Reaktions-Diffusions-Systeme auf einem ein- oder zweidimensionalen Gebiet Ω.
Zuna¨chst wird nur die Diskretisierung skalarer Reaktions-Diffusions-Gleichungen betrachtet.
Fu¨r Ω ⊂ R2 beschreiben wir in Abschnitt 3.1 die Diskretisierung mit der Methode der finiten
Elemente. Abschnitt 3.2 befaßt sich mit dem Fall, daß das Gebiet Ω Teil einer gekru¨mmten
zweidimensionalen Fla¨che ist. Dieser Fall ist fu¨r eine in den Abschnitten 10.7 und 10.9 be-
schriebene Anwendung interessant, bei der die Differentialgleichungen erregbarer Medien auf
gekru¨mmten Fla¨chen berechnet werden. Schließlich werden wir in Abschnitt 3.4 die entspre-
chenden Diskretisierungen fu¨r Systeme von Reaktions-Diffusions-Gleichungen angeben.
3.1 Ortsdiskretisierung semilinearer Reaktions-Diffusions-
Gleichungen in der Ebene
Wir betrachten in diesem Abschnitt eine skalare semilineare Reaktions-Diffusions-Gleichung
∂u
∂t
(x, t) = ∇ · (d(x)∇u(x, t)) + r(x)u(x, t) (3.1)
+ p(u(x, t)) + q(x, t), x ∈ Ω, t ∈ [t0, te],
u(x, t0) = u0(x), x ∈ Ω
versehen mit Dirichlet-Randbedingungen
u(x, t) = uDir(x, t), x ∈ ∂Ω (3.2)
oder Neumann-Randbedingungen
d(x, t)∇u · n∂Ω = gNeu(x, t), x ∈ ∂Ω, (3.3)
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wobei Ω ein Gebiet in R2 ist. Die schwache Formulierung dieses Problems ist in (2.14), (2.15)
angegeben. Die Ortsdiskretisierung derartiger Gleichungen kann mit Hilfe eines Differenzen-
verfahrens oder mit der Methode der finiten Elemente vorgenommen werden. Wir wollen
uns hier auf das letztere Verfahren konzentrieren. Finite Elemente erzeugen eine Diskreti-
sierung von Differentialausdru¨cken auf unstrukturierten Gittern. Damit ko¨nnen Gebiete be-
liebiger Geometrie approximiert werden. Außerdem kann eine adaptive Gitterverfeinerung
in einfacher Weise gehandhabt werden. Wie in Abschnitt 3.2 vorgestellt wird, ko¨nnen finite
Elemente auch auf gekru¨mmten Fla¨chen eingesetzt werden. Ein Nachteil der Methode der
finiten Elemente ist der – im Vergleich zum Differenzenverfahren – hohe Aufwand, den die in
Abschnitt 3.1.6 beschriebene Berechnung der Matrixelemente erfordert.
Wir beschra¨nken uns bei der Darstellung der Methode der finiten Elemente auf den einfachen
Fall einer stu¨ckweise linearen stetigen Approximation auf einem Dreiecksgitter. Fu¨r die zahl-
reichen weiteren Varianten finiter Elemente verweisen wir auf Knabner/Angermann [94,
Abschnitt 3.3] oder Großmann/Roos [75, Kapitel 4].
3.1.1 Zur Geschichte der Methode der finiten Elemente
Es ist nicht einfach, den Ursprung der Methode der finiten Elemente eindeutig anzugeben. Die
Approximation von Variationsproblemen auf Dreiecksgittern ist a¨lter als die Diskretisierung
partieller Differentialgleichungen. Bereits im Jahre 1851 gab Schellbach [142] zur Lo¨sung
eines Minimalfla¨chenproblems ein Verfahren an, das eine spezielle Finite-Element-Technik
darstellt. Im Jahre 1943 betrachtete Courant [42] die stu¨ckweise lineare Approximation
einer elliptischen Differentialgleichung auf einem Dreiecksgitter. Von vielen Mathematikern
wird in dieser Arbeit die Geburtsstunde der Methode der finiten Elemente gesehen.
Aus der Sicht des Anwenders ist jedoch nicht nur die stu¨ckweise polynomiale Approximation
einer Differentialgleichung, sondern auch die Verwendung einer effizienten Assemblierungs-
Strategie zum Aufbau der beno¨tigten Matrizen ein essentieller Bestandteil der Methode der
finiten Elemente. Unter diesem Gesichtspunkt trug die Arbeit von Turner, Clough, Mar-
tin und Topp [160] aus dem Jahre 1956 wesentlich zur Entwicklung der Methode der finiten
Elemente bei. Im Jahre 1960 wurde von Clough [41] erstmals der Name
”
finite Elemente“
verwendet. In den darauffolgenden Jahren wurde eine umfangreiche mathematische Theorie
zur Finite-Elemente-Methode entwickelt. Ein historischer Abriß, dem auch die hier zitierten
Beispiele entnommen sind, findet sich bei Oden [127].
3.1.2 Triangulierung des Gebietes
Die Vernetzung des Gebietes Ω kann durch verschiedene Arten von Gittern vorgenommen
werden. Ha¨ufig kommen Gitter aus Dreiecken oder Vierecken zum Einsatz. Wir wollen hier
lediglich auf Dreiecksgitter eingehen. Liegt ein Gebiet Ω ⊂ R2 mit krummlinigem Rand vor,
so approximiert man Ω zuna¨chst durch ein polygonal berandetes Gebiet Ωh. Die Ecken des
Randes von Ωh liegen dabei auf dem Rand von Ω. Der Einfachheit halber betrachten wir in
Abschnitt 3.1 jedoch stets ein polygonal berandetes Gebiet Ω, so daß Ω und Ωh zusammen-
fallen. Wir ko¨nnen daher stets Ω statt Ωh schreiben.
Es sei Th eine Zerlegung des polygonal berandeten Gebietes Ω in abgeschlossene Dreiecke mit
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den folgenden Eigenschaften.
(T1) Es gilt Ω = ∪T∈ThT .
(T2) Fu¨r T1, T2 ∈ Th, T1 6= T2 ist int (T1) ∩ int(T2) = ∅.
(T3) Ist fu¨r T1, T2 ∈ Th, T1 6= T2 der Durchschnitt T1 ∩ T2 nicht leer, so ist T1 ∩ T2 entweder
ein Punkt oder eine gemeinsame Kante von T1 und T2.
Eine Zerlegung Th, die diese Bedingungen erfu¨llt, wird als Triangulierung bezeichnet.
Bemerkung 3.1. Bedingung (T3) schließt sogenannte ha¨ngende Knoten aus; das sind Punk-
te, die Eckpunkt eines Dreiecks sind, gleichzeitig aber im Inneren einer Dreiecksseite eines
andern Dreiecks liegen.
Die Feinheit einer Triangulierung Th wird global durch die La¨nge der la¨ngsten auftretenden
Dreiecksseite beschrieben. Wir bezeichnen diese Gro¨ße mit h. Die Gitterpunkte der Triangu-
lierung werden numeriert und mit xi bezeichnet. Ferner bezeichne
B = {i : xi ∈ ∂Ω} die Menge der Randindizes,
I = {i : xi ∈ int(Ω)} die Menge der inneren Indizes und
A = I ∪ B die Menge sa¨mtlicher Indizes
(3.4)
der Knoten der Triangulierung. Eine Eckenindex-Funktion C wird wie folgt definiert: Hat
ein Dreieck T die Eckpunkte xi,xj ,xk mit i < j < k, so sagen wir C1(T ) = i, C2(T ) =
j, C3(T ) = k. Außerdem bezeichnen wir mit ωi die Vereinigung aller Dreiecke, die xi als
Eckpunkt besitzen. Die Menge der Dreiecksseiten, deren beide Endpunkte auf ∂Ω liegen, wird
mit ∂Th bezeichnet. Analog zur Eckenindex-Funktion definieren wir die Randindex-Funktion
c: Hat eine Randkante E ∈ ∂Th die Endpunkte xi und xj , i < j, so sei c1(E) = i, c2(E) = j.
Wir definieren die folgenden Funktionenra¨ume:
Definition 3.2. Es sei Th eine Triangulierung des Gebietes Ω. Dann sei
• Vh ⊂ H1(Ω) der Raum der stetigen und stu¨ckweise – d.h. auf jedem Dreieck T ∈ Th
linearen Funktionen auf Ω sowie
• Vh,0 ⊂ H10 (Ω) der Raum stu¨ckweise linearer stetiger Funktionen, die zusa¨tzlich auf dem
Rand von Ω den Wert 0 annehmen.
Der Raum Vh besitzt eine durch die Funktionen
ϕi ∈ Vh, ϕi(xj) = δij
gegebene Basis. Dabei ist δij das Kronecker-Symbol.
Zusa¨tzlich zu den oben angegebenen Bedingungen (T1), (T2) und (T3) fordert man in der
Regel noch die sogenannte Maximalwinkelbedingung, die besagt, daß alle Innenwinkel der
Dreiecke einer Triangulierung durch eine Konstante α < π nach oben beschra¨nkt sind.
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Definition 3.3. Es sei v : Ω → R eine beliebige stetige Funktion und Th eine Triangulierung
auf Ω mit den Knotenpunkten xi, i ∈ A. Dann ist der lineare Interpolationsoperator Ih
definiert durch
Ih(v) ∈ Vh, Ih(v)(xi) = v(xi) ∀i ∈ A.
Die Maximalwinkelbedingung garantiert, daß die Interpolierende Ih(v) einer Funktion v fu¨r
h → 0 in der H1-Norm gegen v konvergiert, eine Eigenschaft, die fu¨r die Konvergenz der
mittels finiter Elemente gewonnenen Na¨herungslo¨sung von Bedeutung ist.
Satz 3.4. Es existiert eine Konstante C > 0, so daß fu¨r beliebige Triangulierungen Th, die
die Maximalwinkelbedingung erfu¨llen, die Ungleichung
‖v − Ih(v)‖1 ≤ Ch|v|2 ∀v ∈ H2(Ωh)
gilt.
Beweis. Siehe Knabner/Angermann [94], Satz 3.35.
3.1.3 Quadratur auf Dreiecksgittern
Bei der Ortsdiskretisierung semilinearer Reaktions-Diffusions-Gleichungen spielt die numeri-
sche Integration gewisser Terme eine wichtige Rolle, wie wir in den folgenden Abschnitten
sehen werden. Vor diesem Hintergrund soll hier ein einfaches Quadraturverfahren, na¨mlich
die Trapezregel, dargestellt sowie dessen Konvergenzordnung abgescha¨tzt werden. Die Tra-
pezregel wird in der folgenden Weise definiert:
Definition 3.5. Es sei Ω ⊂ R2 ein polygonal berandetes Gebiet und f : Ω → R eine stetige
Funktion. Dann liefert die Trapezregel
QThΩ (f) :=
∫
Ω
Ih(f(x)) dx
eine Na¨herung fu¨r das Integral ∫
Ω
f(x) dx.
Dabei ist Ih der in Definition 3.3 eingefu¨hrte lineare Interpolationsoperator.
Wenn T ein Dreieck aus Th mit den Eckpunkten xi, i = 1, 2, 3 ist, dann liefert die Trapezregel
gerade
QThT (f) =
f(x1) + f(x2) + f(x3)
3
|T |.
Um die Konvergenzordnung der Trapezregel anzugeben, mu¨ssen wir zuna¨chst ein Maß fu¨r die
Uniformita¨t von Triangulierungen einfu¨hren.
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Definition 3.6. Eine Triangulierung Th heißt (C1, C2)-uniform, wenn es zwei Konstanten
C1 und C2 mit 0 < C1 < C2 gibt, so daß jedes Element T ∈ Th einen Kreis vom Radius C1h
entha¨lt und in einem Kreis vom Radius C2h enthalten ist. Die Gro¨ße h sei wie oben erwa¨hnt
das Maximum der La¨ngen aller in Th vorkommenden Dreiecksseiten.
Auf einer Familie (Th)h∈R+ von (C1, C2)-uniformen Triangulierungen ist die Trapezregel eine
Quadraturformel erster Ordnung in h. Das geht aus dem folgenden Satz hervor.
Satz 3.7. Sei Ω ⊂ R2 ein polygonal berandetes Gebiet. Es seien C1, C2 und hmax gewisse
Konstanten, so daß 0 < C1 < C2, hmax > 0 gilt und fu¨r beliebiges h ∈]0, hmax] eine (C1, C2)-
uniforme Triangulierung Th existiert. Dann gilt fu¨r den Fehler der Quadratur∣∣∣∣∣∣QThΩ (f)−
∫
Ω
f(x) dx
∣∣∣∣∣∣ ≤ Ch|f |H2(Ω)
fu¨r eine beliebige Funktion f ∈ H2(Ω) und beliebiges h ∈]0, hmax]. Die Konstante C ha¨ngt
dabei nur von Ω, C1 und C2, nicht aber von f und h ab.
Beweis. Fu¨r ein beliebiges Dreieck T ∈ Th und eine Funktion f ∈ H2(T ) gilt die Abscha¨tzung∣∣∣∣∣∣QThT (f)−
∫
T
f(x) dx
∣∣∣∣∣∣ ≤ C3h2|f |H2(T ).
Diese Ungleichung la¨st sich aus dem Bramble-Hilbert-Lemma herleiten; sie ist etwa in Groß-
mann/Roos [75, Seite 313] angegeben. Mit der Dreiecksungleichung folgt dann∣∣∣∣∣∣QThΩ (f)−
∫
Ω
f(x) dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
T∈Th
QThT (f)−
∑
T∈Th
∫
T
f(x) dx
∣∣∣∣∣∣
≤
∑
T∈Th
∣∣∣∣∣∣QThT (f)−
∫
T
f(x) dx
∣∣∣∣∣∣ ≤ C3h2
∑
T∈Th
|f |H2(T ).
Es gilt nun die elementare Ungleichung (
∑n
k=1 ak)
2 ≤ n∑nk=1 a2k, siehe etwa Heuser [83, Teil
I, Kap. 12, Aufgabe 6]. Folglich ist
∑
T∈Th
|f |H2(T ) ≤
√
|Th|
∑
T∈Th
|f |2
H2(T )
=
√
|Th||f |H2(Ω).
Da Th eine (C1, C2)-uniforme Triangulierung ist, folgt
√|Th| ≤ C4/h. Insgesamt ergibt sich∣∣∣∣∣∣QThΩ (f)−
∫
Ω
f(x) dx
∣∣∣∣∣∣ ≤ C3C4h|f |H2(Ω),
mit C = C3C4 folgt die Behauptung.
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3.1.4 Ortsdiskretisierung der semilinearen Reaktions-Diffusions-Gleichung
Wir beschreiben in diesem Abschnitt die Ortsdiskretisierung der semilinearen Reaktions-
Diffusions-Gleichung (3.1) mit Randbedingungen (3.2) oder (3.3), deren schwache Formu-
lierung je nach Randbedungung in (2.14) bzw. (2.15) angegeben ist. Zur Diskretisierung
verwenden wir lineare finite Elemente auf einer Triangulierung Th des Gebietes Ω, die die
Maximalwinkelbedingung erfu¨llt. Die diskrete Form geht aus der schwachen Formulierung
hervor, wenn in der letzteren die Ra¨ume H1(Ω) und H10 (Ω) durch die endlichdimensionalen
Ra¨ume Vh und Vh,0 approximiert werden. Wir geben hier die diskreten Probleme fu¨r Dirichlet-
und Neumann-Randbedingung an.
Ortsdiskretisierung fu¨r Dirichlet-Randbedingung
Gegeben sei eine Approximation u0,h ∈ Vh der Anfangsbedingung u0. Finde eine Funk-
tion uh ∈ L2(]t0, te[, Vh,Dir) mit ∂uh/∂t ∈ L2(]t0, te[, L2(Ωh)), die die folgenden drei
Bedingungen erfu¨llt:
1. Fu¨r alle vh ∈ Vh,0 und alle t ∈]t0, te[ gilt
∂
∂t
∫
Ω
uh vh dx = −
∫
Ω
d(x) ∇uh · ∇vh dx +
∫
Ω
r(x) uh vh dx
+
∫
Ω
p(uh) vh dx +
∫
Ω
q(x, t) vh dx.
2. Fu¨r alle x ∈ Ω gilt uh(x, t0) = u0,h(x).
3. Fu¨r alle t ∈ [t0, te] und alle x ∈ ∂Ω gilt uh(x, t) = gDir(x, t).
Anstatt die Bedingung 1. fu¨r alle vh ∈ Vh,0 zu fordern, reicht es aus, nur die Basiselemente ϕi
des Raumes Vh,0 als Testfunktionen einzusetzen. Man setzt ui = u(xi) und u0,i = u0(xi), so
daß die Basisdarstellungen uh =
∑
i∈A ui ϕi und u0,h =
∑
i∈A u0,i ϕi erfu¨llt sind. Damit ist
die Ortsdiskretisierung a¨quivalent zu einem System gewo¨hnlicher Differentialgleichungen der
Form
∑
i∈A
∂ui
∂t
∫
Ω
ϕi ϕj dx =−
∑
i∈A
ui
∫
Ω
d(x) ∇ϕi · ∇ϕj dx +
∑
i∈A
ui
∫
Ω
r(x) ϕi ϕj dx (3.5)
+
∫
Ω
p
(∑
i∈A
ui ϕi
)
ϕj dx +
∫
Ω
q(x, t) ϕj dx, j ∈ I,
ui(t) = gDir(xi, t), i ∈ B,
ui(t0) = u0,i, i ∈ A.
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Der nichtlineare Term ∫
Ω
p
(∑
i∈A
ui ϕi
)
ϕj dx, (3.6)
kann vereinfacht werden, indem das darin auftretende Integral mit einer Quadraturformel
approximiert wird. Wir verwenden dafu¨r die in Definition 3.5 angegebene Trapezregel QThΩ .
Eine derartige Approximation wird auch von Knabner und Angermann [94, Abschnitt 7.3]
angegeben. Es ergibt sich
∫
Ω
p
(∑
i∈A
ui ϕi
)
ϕj dx ≈ QThΩ
(
p
(∑
i∈A
ui ϕi
)
ϕj
)
=
∫
Ω
Ih
(
p
(∑
i∈A
ui ϕi
)
ϕj dx
)
=
1
3
|ωj |p(uj).
Das System (3.5) nimmt mit dieser Approximation die Form
∑
i∈A
∂ui
∂t
∫
Ω
ϕi ϕj dx =−
∑
i∈A
ui
∫
Ω
d(x) ∇ϕi · ∇ϕj dx +
∑
i∈A
ui
∫
Ω
r(x) ϕi ϕj dx (3.7)
+
1
3
|ωj |p(uj) +
∫
Ω
q(x, t) ϕj dx, j ∈ I,
ui(t) = gDir(xi, t), i ∈ B,
ui(t0) = u0,i, i ∈ A.
an. Um dieses System in Matrixschreibweise darzustellen, fu¨hren wir die folgenden Matrizen
und Vektoren ein:
M =
∫
Ωh
ϕi ϕj dx

i∈A,j∈A
, S =
∫
Ωh
d(x) ∇ϕi · ∇ϕj dx

i∈A,j∈A
, (3.8)
R̂ =
∫
Ωh
r(x) ϕi ϕj dx

i∈A,j∈A
, R = diag (r(xi))i∈A,
L =
1
3
diag (|ωi|)i∈A, q̂ =
∫
Ωh
q(x, t) ϕi dx

i∈A
,
q = (q(xi, t))i∈A, u = (ui)i∈A.
Ferner seien Untermatrizen in der folgenden Weise bezeichnet: MI,A ist die Untermatrix von
M, die aus den Zeilen i ∈ I und den Spalten j ∈ A gebildet wird, usw.
Ausgehend von gewissen Anwendungen aus der Mechanik wird M als Massenmatrix, S
als Steifigkeitsmatrix und q̂ als Lastvektor bezeichnet. q̂ kann durch exakte Integration
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gewonnen werden. Ha¨ufig approximiert man jedoch q(·, t) durch eine stu¨ckweise lineare Funk-
tion qh(·, t) ∈ Vh. Dann ist q̂ gerade durch die Beziehung q̂ = Mq gegeben, und das System
(3.7) ist a¨quivalent zu
MI,Aut = −SI,Au + R̂I,Au + LI,Ip(uI) + MI,Aq.
Durch Elimination der Randkomponenten erha¨lt man schließlich das zu lo¨sende System ge-
wo¨hnlicher Differentialgleichungen
MI,I
∂uI
∂t
= −SI,I uI + R̂I,I uI + LI,Ip(uI) + MI,A q (3.9)
−MI,B ∂uB
∂t
− SI,B uB + R̂I,B uB.
in den Unbekannten uI . Die Funktion p(uI) wird komponentenweise verstanden. Die Vekto-
ren uB und
∂uB
∂t ergeben sich aus der Dirichlet-Randbedingung. Anfangsbedingungen werden
entsprechend (3.5) gesetzt.
Ortsdiskretisierung fu¨r Neumann-Randbedingung
Das diskrete Problem fu¨r Neumann-Randbedingungen lautet:
Gegeben sei eine Approximation u0,h ∈ Vh der Anfangsbedingung. Finde eine Funk-
tion uh ∈ L2(]t0, te[, Vh) mit ∂uh/∂t ∈ L2(]t0, te[, L2(Ω)), so daß die folgenden beiden
Bedingungen erfu¨llt sind:
1. Fu¨r alle vh ∈ Vh und alle t ∈]t0, te[ gilt
∂
∂t
∫
Ω
uh vh dx = −
∫
Ω
d(x) ∇uh · ∇vh dx +
∫
Ω
r(x) uh vh dx (3.10)
+
∫
Ω
p(uh) vh dx +
∫
Ω
q(x, t) vh dx +
∫
∂Ω
gNeu vh ds,
wobei ds das Bogenelement auf ∂Ω ist.
2. Fu¨r alle x ∈ Ω gilt uh(x, t0) = u0,h(x).
Man setzt
gi =
{
gNeu(xi), i ∈ B,
0, i ∈ I, gNeu = (gi)i∈A (3.11)
und erzeugt damit die auf ganz Ωh definierte Funktion g˜Neu =
∑
i∈A giϕi. Offenbar ist
g˜Neu|∂Ωh eine Approximation an gNeu. Wie im Falle Dirichletscher Randbedingungen testet
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man (3.10) nur mit den Basisfunktionen ϕj und approximiert q(·, t) durch qh(·, t) ∈ Vh sowie∫
Ω p(uh) vh dx mit der Trapezregel durch Q
Th
Ω (p(uh) vh). Es ergibt sich das System∑
i∈A
∂ui
∂t
∫
Ω
ϕi ϕj dx =−
∑
i∈A
ui
∫
Ω
d(x) ∇ϕi · ∇ϕj dx +
∑
i∈A
ui
∫
Ω
r(x) ϕi ϕj dx (3.12)
+
1
3
|ωj|p(uj) +
∫
Ω
qh(x, t) ϕj dx +
∑
i∈A
∫
Ω
gi ϕi ϕj ds, j ∈ A,
ui(t0) = u0,i, i ∈ A,
welches in Matrixform die Gestalt
M
∂u
∂t
= −Su + R̂u + Lp(u) + Mq + BgNeu (3.13)
annimmt. Die Gro¨ßen M, S, R̂, L, q und u sind wie in (3.8) definiert. Die Matrix B ist durch
B =
∫
∂Ω
ϕi ϕj dx

i,j∈A
(3.14)
gegeben.
Fu¨r lineare Reaktions-Diffusions-Gleichungen existiert eine eindeutige Lo¨sung der diskreten
Probleme (3.9) und (3.13), wenn gewisse Regularita¨tsbedingungen an die Koeffizienten erfu¨llt
sind, siehe Knabner/Angermann [94, Satz 6.6].
3.1.5 Reduktion der Massenmatrix
Eine Vereinfachung der Systeme (3.9) und (3.13) ergibt sich, wenn die in den Matrizen M
und R̂ auftretenden Integrale durch die in Definition 3.5 angegebene Trapezregel approximiert
werden. Ein solches Vorgehen wird als Reduktion der Massenmatrix bezeichnet1. Fu¨r die
in der Massenmatrix M auftretenden Integrale ergibt sich∫
Ω
ϕiϕj dx ≈ QThΩ (ϕiϕj) =
{
1
3 |ωi|, falls i = j,
0, sonst.
Die Matrix M wird also durch die Matrix
1
3
diag (|ωi|)i∈A
approximiert. Das ist jedoch gerade die in (3.8) definierte Matrix L. In analoger Weise appro-
ximiert man∫
Ωh
r(x)ϕiϕj dx ≈ QΩh(r(x)ϕiϕj) =
{
1
3 |ωi|r(xi), falls i = j,
0, sonst.
1Ha¨ufig findet sich in der Literatur die englische Bezeichnug
”
Lumping“, siehe Bemerkung 3.8.
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und erha¨lt als Na¨herung fu¨r die Matrix R̂ den Ausdruck
1
3
diag (|ωi|r(xi))i∈A = LR.
Ersetzt man in dem System (3.13) M durch L und R̂ durch LR und multipliziert anschließend
mit L−1, so ergibt sich das
System mit reduzierter Massenmatrix fu¨r Neumann-Randbedingungen
∂u
∂t
= −L−1Su + Ru + p(u) + q + L−1BgNeu. (3.15)
Man beachte jedoch, daß die Symmetrie der Steifigkeitsmatrix beim U¨bergang von S nach
L−1S verloren geht.
In analoger Weise erha¨lt man das
System mit reduzierter Massenmatrix fu¨r Dirichlet-Randbedingung
∂uI
∂t
= −L−1I,ISI,I uI + RI,IuI + p(uI) + qI − L−1I,ISI,B uB (3.16)
Bemerkung 3.8. Die Matrix L ist nach ihrer Definition gerade die Diagonalmatrix, die die
Zeilensummen der Massenmatrix M als Diagonalelemente entha¨lt. Daher leitet sich die eng-
lische Bezeichnung
”
Lumping“ ab.
”
Lumping“ bedeutet
”
etwas zusammenballen“. In diesem
Sinne werden die Außerdiagonalelemente der Massenmatrix in der Diagonale
”
zusammenge-
ballt“, d.h. aufaddiert.
3.1.6 Elementweise Berechnung der Matrizen
Zur Aufstellung der Differentialgleichungs-Systeme (3.9), (3.13), (3.16) und (3.15) beno¨tigt
man u.a. die Matrizen M, S, R̂, L und B. Diese Matrizen enthalten Integrale der lokalen
Basisfunktionen ϕi und ϕj . Die Matrizen sind du¨nn besetzt, da die entsprechenden Integrale
nur dann von 0 verschieden sind, wenn i und j gleich sind oder benachbarten Knoten der
Triangulierung entsprechen. Die Matrizen M, S, R̂ und L setzen sich additiv aus den Beitra¨gen
der einzelnen Dreieckselemente, den sogenannten Elementmatrizen zusammen. Sei T ∈ T
ein Element der Triangulierung, welches die Ecken mit den Indizes i, j, k habe. Dann sind die
zu T geho¨rigen Elementmatrizen durch
MT =
∫
T
ϕl ϕm dx

l,m∈{i,j,k}
,
ST =
∫
T
d(x) ∇ ϕl · ∇ ϕm dx

l,m∈{i,j,k}
, (3.17)
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R̂T =
∫
T
r(x) ϕl ϕm dx

l,m∈{i,j,k}
,
und
LT =
(
QThT (ϕl ϕm)
)
l,m∈{i,j,k}
gegeben. Der folgende Algorithmus beschreibt am Beispiel der Massenmatrix M, wie M aus
den einzelnen Elementmatrizen MT zusammengesetzt wird. Dieser Vorgang wird als Assem-
blierung bezeichnet und verla¨uft vo¨llig analog fu¨r die Matrizen S, R̂ und L.
Algorithmus 3.9.
M := 0
for T ∈ Th
for i = 1, 2, 3
for j = 1, 2, 3
(M)Ci(T ),Cj(T ) := (MT )ij
end
end
end
Hier bezeichnet (MT )ij das Element in Zeile i, Spalte j der Matrix MT . Eine entsprechende
Schreibweise werden wir auch im folgenden verwenden. Die Eckenindex-Funktion C ist die in
Abschnitt 3.1.2 definierte.
Die Berechnung der Elementmatrizen wird im folgenden pra¨zisiert.
Berechnung von MT
Die Matrix MT ha¨ngt nur vom Fla¨cheninhalt des Dreiecks T ab; durch exakte Integration
erha¨lt man na¨mlich (siehe etwa Schwarz [146])
MT =
|T |
12
 2 1 11 2 1
1 1 2
 .
Berechnung von ST
Die Berechnung der Matrix ST kann durch exakte Integration erfolgen, wenn die auftreten-
den Terme integrierbar sind. Eine andere Mo¨glichkeit besteht darin, die Funktion d durch
eine stu¨ckweise lineare Funktion dh ∈ Vh zu approximieren. Dann ko¨nnen die Integrale
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∫
T dh(x) ∇ϕl · ∇ϕm dx exakt berechnet werden. Wir setzen di = d(xi), i ∈ A. Die Eck-
punkte des Dreiecks T seien xi, xj und xk. Dann berechnet sich das Diagonalelement (ST )11
gema¨ß
(ST )11 =
∫
T
dh(x) ∇ ϕi · ∇ ϕi dx = di + dj + dk
12|T | ‖xj − xk‖
2.
Die beiden u¨brigen Diagonalelemente erha¨lt man analog durch entsprechende Vertauschung
von i, j und k. Das Nicht-Diagonalelement (ST )12 ist durch
(ST )12 =
∫
T
dh(x) ∇ ϕi · ∇ ϕj dx = di + dj + dk
12|T | (xi − xk) · (xk − xj)
gegeben, die u¨brigen Nicht-Diagonalelemente erha¨lt man wieder analog. Setzt man σl,m,n :=
(xl − xm) · (xm − xn) fu¨r l,m, n ∈ {i, j, k}, so ergibt sich die Matrix ST zu
ST =
di + dj + dk
12|T |
−σj,k,j σi,k,j σi,j,kσj,k,i −σk,i,k σj,i,k
σk,j,i σk,i,j −σi,j,i
 . (3.18)
Berechnung von R̂T
Es sei wieder T das Dreieck mit den Eckpunkten xi, xj und xk. Approximiert man r durch eine
Funktion rh ∈ Vh und setzt ri = r(xi) fu¨r alle i ∈ A, so berechnet sich das Diagonalelement
(R̂T )11 gema¨ß
(R̂T )11 =
∫
T
rh(x) ϕi ϕi dx =
(
ri
10
+
rj + rk
30
)
|T |,
die u¨brigen Diagonalelemente (R̂T )22 und (R̂T )33 entsprechend. Das Nicht-Diagonalelement
(R̂T )12 ergibt sich zu
(R̂T )12 =
∫
T
rh(x) ϕi ϕj dx =
(
ri + rj
30
+
rk
60
)
|T |,
die u¨brigen Nicht-Diagonalelemente erha¨lt man in analoger Weise. Setzt man ̺l,m,n := 6rl +
2(rm + rn) und κl,m,n := 2(rl + rm) + rn fu¨r l,m, n ∈ {i, j, k}, so ist R̂T durch
R̂T =
|T |
60
̺i,j,k κi,j,k κi,k,jκj,i,k ̺j,k,i κj,k,i
κk,i,j κk,j,i ̺k,i,j

gegeben.
Berechnung von LT
Die Elementmatrix LT ist mit
LT =
|T |
3
I
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gegeben, wobei I die 3× 3-Einheitsmatrix ist.
Die Berechnung von B ist nur fu¨r inhomogene Neumannsche Randbedingungen, d.h. fu¨r
gNeu 6= 0 vonno¨ten. B wird aus den Beitra¨gen der Randkanten von Ω zusammengesetzt. Sei
E eine solche Randkante mit den Endpunkten xi und xj . Dann berechnet sich die zugeho¨rige
Kantenmatrix
BE =

∫
E
ϕi ϕi
∫
E
ϕi ϕj∫
E
ϕj ϕi
∫
E
ϕj ϕj

wie folgt:
Berechnung von BE
Die Matrix BE ha¨ngt nur von der La¨nge der Randkante E ab. Durch Ausrechnen der Integrale
erha¨lt man
BE =
|E|
6
(
2 1
1 2
)
.
Die Matrix B entsteht jetzt wieder durch Addition der einzelnen Kantenmatrizen BE , wie
der folgende Algorithmus zeigt.
Algorithmus 3.10.
B := 0
for E ∈ ∂Th
for i = 1, 2
for j = 1, 2
(B)ci(E),cj(E) := (BE)ij
end
end
end
3.2 Ortsdiskretisierung semilinearer Reaktions-Diffusions-
Gleichungen auf gekru¨mmten Fla¨chen
3.2.1 Zwei Varianten der Diskretisierung
In Abschnitt 3.1 war Ω stets ein Gebiet in R2. In einigen Anwendungen spielen jedoch Diffe-
rentialgleichungen eine Rolle, bei denen Ω ein Gebiet auf einer Mannigfaltigkeit S des Rn ist,
d.h. Ω ⊂ S ⊂ Rn, dim S < n. Ein Beispiel hierfu¨r soll uns in Abschnitt 10.9 bescha¨ftigen.
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Dort werden die Reaktions-Diffusions-Gleichungen von Krinsky et al., die zur Modellierung
erregbarer Medien dienen, auf einer gekru¨mmten Fla¨che in R3 betrachtet. Im folgenden wollen
wir uns der Diskretisierung derartiger Probleme zuwenden. Gekru¨mmte Fla¨chen hinreichender
Glattheit werden in der Differentialgeometrie mit dem Konzept der Riemannschen Mannigfal-
tigkeit beschrieben. Eine kurze Zusammenstellung einiger Aussagen zur Theorie Riemannscher
Mannigfaltigkeiten findet sich in Anhang A.
Der Einfachheit halber betrachten wir hier nur den Fall einer zweidimensionalen Mannigfal-
tigkeit S, die in den R3 eingebettet ist. Auf S sei ein Gebiet Ω ⊂ S gegeben. Eine semilineare
Reaktions-Diffusions-Gleichung auf Ω la¨ßt sich in der folgenden Form angeben, vgl (2.2):
∂u
∂t
(x, t) = divS(d(x)∇u(x, t)) + r(x)u(x, t) (3.19)
+ p(u(x, t)) + q(x, t), x ∈ Ω, t ∈ [t0, te],
u(x, t0) = u0(x), x ∈ Ω.
Falls Ω einen Rand besitzt, stellen wir zusa¨tzlich Dirichlet- oder Neumann-Randbedingungen
u(x, t) = gDir(x, t), x ∈ ∂Ω
bzw.
d(x, t)∇u · n∂Ω = gNeu(x, t), x ∈ ∂Ω.
Die Symbole ∇S und divS bezeichnen den tangentialen Gradienten bzw. die tangentiale
Divergenz auf der Fla¨che S. Falls d(x) = d = const. ist, so ist (3.19) a¨quivalent zu der
Gleichung
ut = d∆Su+ r(x) u+ p(u(x, t)) + q(x, t),
wobei ∆S der Laplace-Beltrami-Operator ist. Die Operatoren ∇S , divS und ∆S sind in
Anhang A definiert. Es gibt generell zwei Mo¨glichkeiten, eine Differentialgleichung auf ei-
ner Mannigfaltigkeit zu diskretisieren. Zum einen kann man die zweidimensionale Fla¨che S
geeignet parametrisieren; man ordnet dabei jedem Punkt auf S ein Parameterpaar (ϕ, ϑ)
zu. Die Operatoren ∇S , divS und ∆S besitzen eine Darstellung in diesen Parametern. Man
diskretisiert dann die Differentialgleichung im Parameterraum, beispielsweise mit einem Dif-
ferenzenverfahren. Das folgende Beispiel soll diese Vorgehensweise illustrieren:
Beispiel 3.11. Wir betrachten die Wa¨rmeleitungsgleichung
ut = ∆Su
auf der Einheitsspha¨re, die durch geographische La¨nge ϕ und geographische Breite ϑ para-
metrisiert wurde:
x = cosϕ cosϑ, y = sinϕ cosϑ, z = sinϑ
In Anhang A wird der Laplace-Beltrami-Operator
∆Su =
1
cos2 ϑ
∂2u
∂ϕ2
− tanϑ∂u
∂ϑ
+
∂2u
∂ϑ2
hergeleitet. Man diskretisiert nun die resultierende Differentialgleichung
ut =
1
cos2 ϑ
∂2u
∂ϕ2
− tanϑ∂u
∂ϑ
+
∂2u
∂ϑ2
,
die eine Konvektions-Diffusions-Gleichung in den Variablen ϕ und ϑ darstellt. Das kann durch
ein Differenzenverfahren oder mittels finiter Elemente geschehen.
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Eine zweite Mo¨glichkeit besteht darin, die Fla¨che S als in den Raum R3 eingebettet zu be-
trachten, d.h. jeder Punkt auf S ist durch die R3-Koordinaten (x, y, z) festgelegt. Auf der-
artigen eingebetteten Fla¨chen kann man die Diskretisierung der Differentialgleichung direkt
mit der Methode der finiten Elemente vornehmen, ohne einer Parametrisierung zu bedu¨rfen.
Zur Erla¨uterung dieser Methode werden einige Hilfsmittel beno¨tigt. Wir werden im folgenden
Abschnitt na¨her auf diese Vorgehensweise eingehen.
3.2.2 Finite Elemente auf Mannigfaltigkeiten
Die hier betrachtete Diskretisierung partieller Differentialgleichungen auf Mannigfaltigkeiten
fußt auf einer von Dziuk [54] (1988) angegebenen Methode zur Diskretisierung des Laplace-
Beltrami-Operators. Wie in Abschnitt 3.1 beschreiben wir der Einfachheit halber wieder nur
die Diskretisierung mit linearen Dreieckselementen. Das auf der zweidimensionalen Mannig-
faltigkeit S liegende Gebiet Ω wird durch ein Polyeder, also eine aus Dreiecken stetig zu-
sammengesetzte Fla¨che Ωh approximiert. Die Eckpunkte xi von Ωh liegen dabei in Ω, die
Randpunkte xi ∈ ∂Ωh liegen auf ∂Ω, falls Ω berandet ist. Die Menge der Dreiecke, aus denen
sich Ωh zusammensetzt, wird wieder als Triangulierung Th bezeichnet. Die Indexmengen I,
B und A sind wie im ebenen Fall definiert, siehe (3.4). Lebesgue- und Sobolev-Ra¨ume ko¨n-
nen in a¨hnlicher Weise wie im Rn auch auf hinreichend glatten Mannigfaltigkeiten eingefu¨hrt
werden. Durch Multiplikation der Differentialgleichung (3.19) mit einer Funktion v ∈ H1(S),
Integration und Anwendung der Greenschen Formel, siehe (A.2), erha¨lt man die schwache
Formulierung, vgl. (2.14), (2.15).
Schwache Formulierung fu¨r Dirichlet-Randbedingung
Gegeben sei u0 ∈ L2(Ω). Finde eine Funktion u ∈ L2(]t0, te[, H1(Ω)) mit ut ∈
L2(]t0, te[, L
2(Ω)), die den folgenden drei Bedingungen genu¨gt:
1. Fu¨r alle v ∈ H10 (Ω) und alle t ∈]t0, te[ gilt
∂
∂t
∫
Ω
u v dx = −
∫
Ω
d(x) ∇Su · ∇Sv dx +
∫
Ω
r(x) u v dx (3.20)
+
∫
Ω
p(u(x, t)) v dx +
∫
Ω
q(x, t) v dx.
2. Fu¨r fast alle x ∈ Ω gilt u(x, t0) = u0(x).
3. Fu¨r alle t ∈ [t0, te] und fast alle x ∈ ∂Ω gilt tr∂Ωu(x, t) = gDir(x, t).
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Schwache Formulierung fu¨r Neumann-Randbedingung
Gegeben sei u0 ∈ L2(Ω). Finde eine Funktion u ∈ L2(]t0, te[, H1(Ω)) mit ut ∈
L2(]t0, te[, L
2(Ω)), so daß die folgenden beiden Aussagen gelten:
1. Fu¨r alle v ∈ H1(Ω) und alle t ∈]t0, te[ gilt
∂
∂t
∫
Ω
u v dx = −
∫
Ω
d(x) ∇Su · ∇Sv dx +
∫
Ω
r(x) u v dx (3.21)
+
∫
Ω
p(u(x, t)) v dx +
∫
Ω
q(x, t) v dx
+
∫
∂Ω
gNeu v ds,
wobei ds das Bogenelement auf ∂Ω ist.
2. Fu¨r fast alle x ∈ Ω gilt u(x, t0) = u0(x).
Die schwache Formulierung einer randlosen Fla¨che entspricht der fu¨r Neumann-Randbedin-
gungen, wobei der Randterm
∫
∂Ω gNeu v ds entfa¨llt.
Die diskreten Ra¨ume Vh und Vh,0 werden wie in Definition 3.2 eingefu¨hrt, wobei Ω durch Ωh
zu ersetzen ist. Man approximiert in der schwachen Formulierung H1(Ω) durch Vh und H
1
0 (Ω)
durch Vh,0. Im Ergebnis erha¨lt man die in (3.9), (3.13), (3.16) und (3.15) angegebenen Ma-
trixformulierungen der Ortsdiskretisierung. Fu¨r ein randloses Gebiet Ω entspricht das System
dem fu¨r Neumann-Randbedingungen, jedoch ohne den Term BgNeu.
Die in der Matrixformulierung auftretenden Matrizen und Vektoren werden analog zu (3.8),
(3.11) und (3.14) definiert, wobei hier wieder Ω durch Ωh und ∇ durch ∇Ωh ersetzt werden
muß. Die Element- und Kantenmatrizen MT , R̂T , RT , L, q̂, q, gNeu und BE werden daher
auf die gleiche Weise wie im ebenen Fall, d.h. wie in Abschnitt 3.1.6 angegeben, berechnet.
In die Matrix ST gehen jedoch die tangentialen Gradienten ∇Ωh ein. Seien xi,xj ,xk ∈ R3 die
Eckpunkte des Dreiecks T , so gilt
ST =
∫
T
d(x) ∇Tϕl · ∇Tϕm dx

l,m∈{i,j,k}
, (3.22)
etc.. Der folgende Satz gibt an, wie die Element-Steifigkeitsmatrix ST berechnet werden kann.
Satz 3.12. Fu¨r ein Dreieck T ⊂ Ωh mit den Eckpunkten xi,xj ,xk ∈ R3 seien ϕi, ϕj , ϕk die
lokalen Basisfunktionen. Mit dj := d(xl) = dh(xl), l ∈ {i, j, k} werde der Diffusionskoeffizient
in den Eckpunkten bezeichnet. Fu¨r l,m, n ∈ {i, j, k} definieren wir die Skalarprodukte
σl,m,n := (xl − xm) · (xm − xn).
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Dann gilt
ST =
di + dj + dk
12|T |
−σj,k,j σi,k,j σi,j,kσj,k,i −σk,i,k σj,i,k
σk,j,i σk,i,j −σi,j,i
 . (3.23)
Bemerkung 3.13. Zwischen der Aussage dieses Satzes und der in (3.18) angegebenen Be-
ziehung herrscht eine bemerkenswerte U¨bereinstimmung. Die Elements-Steifigkeitsmatrix ST
berechnet sich also in der gleichen Weise wie im ebenen Fall aus den Skalarprodukten der
Vektoren xi.
Der Beweis des Satzes 3.12 bedarf zuna¨chst einiger Aussagen aus der linearen Algebra, siehe
etwa Koecher [95]. Wir betrachten lineare Abbildungen im R3, die die Absta¨nde beliebi-
ger Punkte unvera¨ndert lassen, d.h. Isometrien bezu¨glich der Euklidischen Metrik sind. Diese
Abbildungen werden auch als Bewegungen bezeichnet. Jede Bewegung la¨ßt offensichtlich
die Gestalt eines Dreiecks unvera¨ndert. Es gilt aber daru¨berhinaus, daß bei Vorgabe zweier
kongruenter Dreiecke T und T˜ stets eine Bewegung existiert, die T in T˜ u¨berfu¨hrt. Jede Be-
wegung b : R3 → R3 la¨ßt sich als Nacheinanderausfu¨hrung einer orthogonalen Abbildung
und einer Translation schreiben:
b(x) = Qx + t.
Dabei ist Q eine orthogonale Matrix, d.h. QTQ = I. Wir zeigen nun drei Lemmata.
Lemma 3.14. Es seien v, v˜ : R3 → R zwei Funktionen. Die Funktion v˜ gehe durch eine Be-
wegung der Koordinaten aus v hervor, d.h. es gilt v˜(Qx+t) = v(x), wobei Q eine orthogonale
3× 3-Matrix ist. Dann hat der Gradient die Darstellung
∇v˜(Qx + t) = Q∇v(x).
Beweis. Wegen Q−1 = QT gilt v˜(x) = v(QT (x − t)). Die partiellen Ableitungen von v˜
berechnen sich nach der Kettenregel:
∂v˜
∂xi
(x) = (QTei) · ∇v(QT (x− t)), i = 1, 2, 3
Der Gradient ergibt sich also zu
∇v˜(x) = Q∇v(QT (x− t)),
woraus nach Substitution x 7→ Qx + t die Behauptung folgt. ¤
Eine analoge Aussage gilt auch fu¨r den tangentialen Gradienten auf einem Dreieck in R3:
Lemma 3.15. Es sei T ein Dreieck im R3 und Q eine orthogonale 3×3-Matrix. Gegeben sei
ferner eine Funktion v : R3 → R. Das Dreieck
T˜ = QT + t
entsteht durch eine Bewegung von T . Dann gilt fu¨r den tangentialen Gradienten die Beziehung
∇ eT v˜(Qx + t) = Q∇T v(x).
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Beweis. Wir bezeichnen mit nT den Fla¨chennormalvektor des Dreiecks T . Der Vektor neT =
QnT steht offensichtlich senkrecht auf dem Dreieck T˜ und hat den Betrag 1, ist also Fla¨chen-
normalvektor von T˜ . Nach Lemma A.3 haben die tangentialen Gradienten von v und v˜ die
Darstellung
∇T v = ∇v − (∇v · nT )nT ,
∇ eT v˜ = ∇v˜ − (∇v˜ · neT )neT .
Wegen QT Q = I und Lemma 3.14 folgt
∇ eT v˜(Qx + t) = ∇v˜(Qx + t)− (∇v˜(Qx + t) · neT )neT
= Q∇v(x)− ((Q∇v(x)) · (QnT ))QnT
= Q∇v(x)−Q(∇v(x) · nT )nT = Q∇T v(x).
Lemma 3.16. Die Eintra¨ge
∫
T ∇T ϕl(x) · ∇T ϕm(x) dx, l,m ∈ {i, j, k} der in (3.23) ge-
gebenen Element-Steifigkeitsmatrix bleiben bei einer Bewegung T˜ = QT + t des Dreiecks T
invariant, d.h. mit ϕ˜l(Qx + t) = ϕl(x), l ∈ {i, j, k} folgt∫
eT
∇ eT ϕ˜l(x) · ∇ eT ϕ˜m(x) dx =
∫
T
∇T ϕl(x) · ∇T ϕm(x) dx.
Beweis. Aus Lemma 3.15 folgt
∇ eT ϕ˜l(x) · ∇ eT ϕ˜m(x) = Q∇T ϕl(QT (x− t)) ·Q∇T ϕm(QT (x− t))
= ∇T ϕl(QT (x− t)) · ∇T ϕm(QT (x− t))
wegen der Orthogonalita¨t von Q. Integriert man u¨ber T˜ , so erha¨lt man∫
eT
∇ eT ϕ˜l(x) · ∇ eT ϕ˜m(x) dx =
∫
eT
∇T ϕl(QT (x− t)) · ∇T ϕm(QT (x− t)) dx.
Da | detQ| = 1 ist, folgt mit linearer Substitution die Behauptung. ¤
Bemerkung 3.17. Die hier verwendete Kurzschreibweise der Integrale in der Form
∫
T w(x) dx
macht keine Angabe u¨ber die Parametrisierung von T . Damit geht das Vorzeichen dieser In-
tegrale aus der Schreibweise nicht hervor. Wir definieren daher das Integral so, daß
∫
T dx =
|T | > 0 ist. Fu¨r diese Definition sind die Elementmatrizen richtig angegeben. Eine solche
Definition der Integrale hat Auswirkung auf die Formel zur linearen Substitution: Mit einer
regula¨ren konstanten Matrix B und einem konstanten Vektor b folgt∫
T
w(Bx + b) dx =
1
| detB|
∫
eT
w(x) dx,
wobei T˜ = BT + b ist.
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Ausgeru¨stet mit diesen Werkzeugen, la¨ßt sich nun Satz 3.12 leicht beweisen:
Beweis des Satzes 3.12.
Wir betrachten zuna¨chst den Fall, daß T in der (x, y)-Ebene liegt. In diesem Fall sind die Ma-
trizen ST in (3.17) und (3.22) auf die gleiche Weise definiert, da der Gradient ∇ϕi in (3.17)
gleich dem tangentialen Gradienten ∇Tϕi in (3.22) ist. Auch die rechten Seiten der Gleichun-
gen (3.18) und (3.23) stimmen in diesem Fall u¨berein. Demnach folgt aus der Gu¨ltigkeit der
Beziehung (3.18) auch die der Beziehung (3.23).
Aus Lemma 3.16 folgt die Invarianz von ST bei einer beliebigen Bewegung des Dreiecks T in
R
3. Zu zeigen bleibt noch, daß auch die rechte Seite von (3.23) bei einer Bewegung QT +t des
Dreiecks T unvera¨ndert bleibt. Durch eine solche Bewegung geht σl,m,n = (xl−xn) ·(xn−xm)
in σ˜l,m,n = ((Qxl + t)− (Qxn + t)) · ((Qxn + t)− (Qxm + t)) u¨ber. Wegen der Orthogonalita¨t
von Q gilt jedoch
σ˜l,m,n = ((Qxl + t)− (Qxn + t)) · ((Qxn + t)− (Qxm + t)) = Q(xl − xn) ·Q(xn − xm)
= (xl − xn) · (xn − xm) = σl,m,n.
Der Faktor (di + dj + dk)/(12|T |) wird ebenfalls bei einer Bewegung nicht vera¨ndert. Folglich
ist die rechte Seite von (3.23) bewegungsinvariant.
Untersuchung 3.18 (Konvergenz der Na¨herungslo¨sung der Poisson-Gleichung auf
der Einheitsspha¨re). Es sei S = {(x, y, z) : x2 + y2 + z2 = 1} die Einheitsspha¨re. Zur
Untersuchung der Konvergenz des hier dargestellten Diskretisierungsverfahrens berechnen wir
numerisch die Lo¨sung der Poisson-Gleichung
−∆S u = 2(x+ y + z)
auf der no¨rdlichen Hemispha¨re Ω = {(x, y, z) ∈ S : z > 0}. Wie in Anhang A.4 gezeigt wird, ist
die exakte Lo¨sung durch u = x + y + z gegeben. Entsprechende Dirichlet-Randbedingungen
werden verwendet. Die Berechnung wird auf einem uniformen Dreiecksgitter durchgefu¨hrt.
Die folgende Graphik veranschaulicht den Fehler in der L2-Norm in Abha¨ngigkeit von der
mittleren Seitenla¨nge der Dreiecke sowie die numerisch berechnete Konvergenzordnung.
Ergebnis. Es zeigt sich, daß na¨herungsweise Konvergenz zweiter Ordnung erreicht wird. Man
erha¨lt damit auf der Mannigfaltigkeit die gleiche Konvergenzordnung wie fu¨r lineare finite
Elemente im R2. Ein derartiges numerisches Resultat wurde auch von Dziuk [54] gezeigt.
3.3 Probleme mit ra¨umlicher Spiegelsymmetrie
Ist ein Reaktions-Diffusions-Problem in der Ortsvariablen x spiegelsymmetrisch, so muß die
numerische Simulation nur auf einer Ha¨lfte des Gebietes Ω vorgenommen werden. Zuna¨chst
erla¨utern wir, was wir unter einem spiegelsymmetrischen Problem verstehen, das wir hier in
Kurzform als symmetrisches Problem bezeichnen wollen. Wir beschra¨nken uns in der Dar-
stellung wieder auf semilineare Reaktions-Diffusions-Gleichungen. Eine U¨bertragung auf all-
gemeinere parabolische Systeme ist ohne Schwierigkeiten mo¨glich.
54 3. Ortsdiskretisierung
0.02 0.05 0.1 0.2
10−3
10−2
Gitterfeinheit h
L2
−
Fe
hl
er
, K
on
ve
rg
en
zo
rd
nu
ng
1,99 
1,99 
1,86 
Abbildung 3.1: L2-Fehler und numerische Konvergenzordnung der Poisson-Gleichung auf einer
Halbspha¨re
3.3.1 Symmetrisches Problem in der Ebene
Ausgangspunkt sei die in (3.1) gegebene Differentialgleichung
∂u
∂t
(x, t) = ∇ · (d(x)∇u(x, t)) + r(x)u(x, t) (3.24)
+ p(u(x, t)) + q(x, t), x ∈ Ω, t ∈ [t0, te]
u(x, t0) = u0(x), x ∈ Ω,
wobei Ω ein Gebiet in R2 ist. Das Problem sei mit Dirichlet-
u(x, t) = gDir(x, t), x ∈ ∂Ω
oder Neumann-Randbedingungen
d(x, t)∇u · n∂Ω = gNeu(x, t), x ∈ ∂Ω
versehen. Durch die rechte Seite von (3.24) ist der Differentialoperator
Φ(u,x, t) := ∇ · (d(x)∇u(x, t)) + r(x)u(x, t) + p(u(x, t)) + q(x, t)
definiert.
Definition 3.19. Das Problem (3.24) wird als symmetrisch bezeichnet, wenn die folgenden
Aussagen gelten:
• Durch eine Gerade g in R2 ist die Symmetrieabbildung σg : R2 → R2 gema¨ß
σg(x) = 2xg − x (3.25)
definiert, wobei xg ∈ g die orthogonale Projektion von x auf g bezeichnet.
• Das Gebiet Ω ist symmetrisch bezu¨glich g, d.h. σg(Ω) = Ω. Die Gerade g teilt Ω in
die beiden Teilgebiete Ω1 und Ω2, deren gemeinsames Randstu¨ck wir mit γ := Ω ∩ g
bezeichnen.
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• Die Anfangsbedingungen sind symmetrisch, d.h. u0(x) = u0(σg(x)), ∀x ∈ Ω.
• Die Randbedingungen sind symmetrisch, d.h. es gilt
gDir(x, t) = gDir(σg(x), t) ∀x ∈ Ω, ∀t ∈]t0, te[
bzw.
gNeu(x, t) = gNeu(σg(x), t) ∀x ∈ Ω, ∀t ∈]t0, te[.
• Der Operator Φ ist symmetrisch, d.h. es gilt
Φ(v,x, t) = Φ(v, σg(x), t) ∀x ∈ Ω, ∀t ∈]t0, te[,
falls v(x, t) = v(σg(x), t), ∀x ∈ Ω, ∀t ∈]t0, te[ ist. Das ist der Fall, wenn die Koeffizienten-
Funktionen d, r und q symmetrisch sind.
3.3.2 Symmetrisches Problem auf der Mannigfaltigkeit
In a¨hnlicher Weise definieren wir ein symmetrisches Problem auf einer Mannigfaltigkeit. Wir
gehen von der in (3.1) gegebenen Differentialgleichung
∂u
∂t
(x, t) = divS(d(x)∇u(x, t)) + r(x)u(x, t) (3.26)
+ p(u(x, t)) + q(x, t), x ∈ Ω, t ∈ [t0, te]
u(x, t0) = u0(x), x ∈ Ω
aus. Nun sei Ω ein Gebiet auf der zweidimensionalen Mannigfaltigkeit S. Es seien Dirichlet-
u(x, t) = gDir(x, t), x ∈ ∂Ω
oder Neumann-Randbedingungen
d(x, t)∇Su · n∂Ω = gNeu(x, t), x ∈ ∂Ω
vorgegeben. Die rechte Seite von 3.26 definiert den Differentialoperator
Φ(u,x, t) := divS(d(x)∇Su(x, t)) + r(x)u(x, t) + p(u(x, t)) + q(x, t).
Definition 3.20. Das Problem (3.26) wird als symmetrisch bezeichnet, wenn die folgenden
Aussagen gelten:
• Durch eine Ebene E in R3 ist die Symmetrieabbildung σE : R3 → R3 gema¨ß
σE(x) = 2xE − x (3.27)
definiert, wobei xE den Fußpunkt des Lotes von x auf E bezeichnet.
• Das Gebiet Ω ist symmetrisch bezu¨glich E, d.h. σE(Ω) = Ω. Die Ebene E teilt Ω in die
beiden Teilgebiete Ω1 und Ω2, deren gemeinsames Randstu¨ck wir mit γ bezeichnen.
• Die Anfangsbedingungen sind symmetrisch, d.h. u0(x) = u0(σE(x)), ∀x ∈ Ω.
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• Die Randbedingungen sind symmetrisch, d.h. es gilt
gDir(x, t) = gDir(σE(x), t) ∀x ∈ Ω, ∀t ∈]t0, te[
bzw.
gNeu(x, t) = gNeu(σE(x), t) ∀x ∈ Ω, ∀t ∈]t0, te[.
• Der Operator Φ ist symmetrisch, d.h. es gilt
Φ(v,x, t) = Φ(v, σE(x), t) ∀x ∈ Ω, ∀t ∈]t0, te[
falls v(x, t) = v(σE(x), t), ∀x ∈ Ω, ∀t ∈]t0, te[ ist. Das ist der Fall, wenn die Koeffizienten-
Funktionen d, r und q symmetrisch sind.
3.3.3 Randbedingungen an der Symmetrielinie
Wenn ein symmetrisches Problem eine eindeutige Lo¨sung u besitzt, so ist diese symmetrisch,
d.h. fu¨r die Lo¨sung von (3.24) gilt
u(x, t) = u(σg(x)), ∀x ∈ Ω, ∀t ∈]t0, te[
bzw. fu¨r die Lo¨sung von (3.26)
u(x, t) = u(σE(x)), ∀x ∈ Ω, ∀t ∈]t0, te[.
Infolgedessen reicht es aus, die Lo¨sung auf dem Teilgebiet Ω1 zu berechnen und symmetrisch
fortzusetzen. Die verbleibende Frage ist dann, welche Randbedingungen auf γ zu setzen sind.
Satz 3.21. Es sei Ω ⊂ R2 ein bezu¨glich der Gerade g ⊂ R2 symmetrisches Gebiet, d.h. es gelte
σg(Ω) = Ω, wobei σg die in (3.25) definierte Symmetrieabbildung ist. Sei ferner u : Ω → R
eine bezu¨glich der Geraden g symmetrische Funktion, d.h. u(x) = u(σg(x)) fu¨r alle x ∈ Ω.
Sei u in einer Umgebung von γ := Ω ∩ g differenzierbar. Die Gerade g teile Ω in die beiden
Teilgebiete Ω1 und Ω2. Dann erfu¨llt die Einschra¨nkung u|Ω1 auf γ homogene Neumannsche
Randbedingungen
∇u · n∂Ω1 = 0.
Beweis. Es sei y ∈ γ. Wir bezeichnen mit n∂Ω1(y) den a¨ußeren Normalvektor an den Rand
von Ω1 im Punkte y. Da u in einer Umgebung von γ differenzierbar ist, gilt
∇u(y) · n∂Ω1(y) = lim
ε→0+0
u(y + εn∂Ω1(y))− u(y − εn∂Ω1(y))
2ε
= lim
ε→0+0
u(σg(y − εn∂Ω1(y)))− u(y − εn∂Ω1(y))
2ε
= 0,
weil u symmetrisch ist.
Wenn Ω ein symmetrisches Gebiet auf einer Mannigfaltigkeit S ist, gilt ein analoger Satz:
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Satz 3.22. Es sei S eine zweidimensionale differenzierbare Mannigfaltigkeit in R3 und Ω ⊂ S
ein bezu¨glich der Ebene E ⊂ R3 symmetrisches Gebiet, d.h. es gelte σE(Ω) = Ω, wobei σE die
in (3.27) definierte Symmetrieabbildung ist. Sei ferner u : Ω → R eine bezu¨glich der Ebene E
symmetrische Funktion, d.h. u(x) = u(σE(x)) fu¨r alle x ∈ Ω. Sei u in einer Umgebung von
γ := Ω ∩ E differenzierbar. Die Ebene E teile Ω in die beiden Teilgebiete Ω1 und Ω2. Dann
erfu¨llt die Einschra¨nkung u|Ω1 auf γ homogene Neumannsche Randbedingungen
∇u · n∂Ω1 = 0.
Beweis. Der Satz 3.22 la¨ßt sich analog zu Satz 3.21 beweisen.
Wenn nun u die Lo¨sung eines symmetrischen Anfangs-Randwert-Problems auf einem symme-
trischen Gebiet Ω ist und Ω1, Ω2 und γ wie oben definiert sind, dann ist die Einschra¨nkung
u|Ω1 die eindeutig bestimmte Lo¨sung des entsprechenden Anfangs-Randwert-Problems auf Ω1
mit homogenen Neumannschen Randbedingungen auf γ. Wird das symmetrische Problem in
Ω auf einem symmetrischen Gitter diskretisiert, so erha¨lt man das gleiche Gleichungssystem
wie bei einer Diskretisierung in Ω1 mit homogenen Neumannschen Randbedingungen auf γ.
Wir wollen diese Tatsache am Beispiel der Wa¨rmeleitungsgleichung erla¨utern, das Resultat
la¨ßt sich jedoch auch auf allgemeine Probleme u¨bertragen.
Wir betrachten die Wa¨rmeleitungsgleichung ut = ∆u auf einem bezu¨glich einer Geraden g
symmetrischen Gebiet Ω mit symmetrischen Anfangsbedingungen und homogenen Neumann-
schen Randbedingungen ∂u/∂n∂Ω = 0 auf ∂Ω. Wir triangulieren das Teilgebiet Ω1 durch ein
Dreiecksgitter T1, dessen Knoten wir mit xi bezeichnen. Es sei G die Indexmenge der Kno-
ten xi, die auf γ liegen und R1 die Indexmenge der u¨brigen Knoten in Ω1. Wir wa¨hlen die
Numerierung der Knoten derart, daß R1 = {1, . . . ,M} und G = {M + 1, . . . , N} ist.
Spiegelt man die Triangulierung T1 an γ, so erha¨lt man eine Triangulierung T2 von Ω2. Die
Gitterpunkte von T2 werden so numeriert, daß xN+k gerade das Spiegelbild von xk, k =
1, . . . ,M ist. Die Indexmenge der Knoten von T2, die in Ω2\γ liegen, bezeichnen wir mit
R2 = {N + 1, . . . , N +M}.
Wir betrachten zuna¨chst das symmetrische Problem ut = ∆u auf ganz Ω mit der Triangu-
lierung T = T1 ∪ T2. Die Diskretisierung mit linearen finiten Elementen fu¨hrt auf ein System
gewo¨hnlicher Differentialgleichungen
Mut = −Su, (3.28)
siehe (3.13). Dabei haben, wegen der Symmetrie des Gitters T , Massen- und Steifigkeitsmatrix
die Block-Gestalt
M =
 M1 M2 0M3 M4 M3
0 M2 M1
 } Zeilen mit Indizes in R1} Zeilen mit Indizes in G
} Zeilen mit Indizes in R2
und
S =
 S1 S2 0S3 S4 S3
0 S2 S1
 } R1} G
} R2
.
58 3. Ortsdiskretisierung
Da auch die Lo¨sung u symmetrisch ist, so ist der Vektor u ebenfalls von der Form
u =
 u1u2
u1
 } R1} G
} R2
.
Folglich reduziert sich (3.28) auf das System gewo¨hnlicher Differentialgleichungen(
M1 M2
2M3 M4
)
d
dt
(
u1
u2
)
= −
(
S1 S2
2S3 S4
)(
u1
u2
)
, (3.29)
welches gelo¨st werden muß.
Wir betrachten nun das Problem ut = ∆u nur auf dem Teilgebiet Ω1, versehen mit der
Triangulierung T1, und setzen auf γ homogene Neumann-Randbedingungen
∂u/∂n∂Ω1 = 0 (3.30)
voraus. Dann ergibt sich nach der Diskretisierung durch lineare finite Elemente das System
M˜u˜t = −S˜u˜. (3.31)
In M˜, S˜ und u˜ existieren Blo¨cke, die zu R1 und solche, die zu G geho¨ren:
M˜ =
(
M˜1 M˜2
M˜3 M˜4
)
} R1
} G , S˜ =
(
S˜1 S˜2
S˜3 S˜4
)
} R1
} G , u˜ =
(
u˜1
u˜2
) } R1
} G .
Fu¨r die Elemente von M = (mij) und M˜ = (m˜ij) gilt
mij =
∫
Ω
ϕi ϕj dx =
∫
Ω1
ϕi ϕj dx = m˜ij
fu¨r alle i, j mit (i ∈ R1 und j ∈ G) oder (i ∈ G und j ∈ R1). Aus der Symmetrie des Gitters
T folgt
mij =
∫
Ω
ϕi ϕj dx = 2
∫
Ω1
ϕi ϕj dx = 2m˜ij ∀i, j ∈ G.
Deshalb gilt M1 = M˜1, M2 = M˜2, M3 = M˜3, M4 = 2M˜4. In analoger Weise zeigt man fu¨r
die Steifigkeits-Untermatrizen S1 = S˜1, S2 = S˜2, S3 = S˜3, S4 = 2S˜4. Damit hat das System
(3.31) die Form (
M1 M2
M3
1
2M4
)
d
dt
(
u1
u2
)
= −
(
S1 S2
S3
1
2S4
)(
u1
u2
)
.
Dieses System ist jedoch a¨quivalent zu (3.29).
Damit haben wir gezeigt, daß die in (3.30) vorausgesetzten homogenen Neumannschen Rand-
bedingungen gerade der symmetrischen Fortsetzung der Lo¨sung entsprechen. Dieser Sach-
verhalt, der hier nur am Beispiel der Wa¨rmeleitungsgleichung dargestellt wurde, la¨ßt sich
unschwer auch bei allgemeineren symmetrischen Problemen einsehen.
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3.4 Ortsdiskretisierung semilinearer Reaktions-Diffusions-
Systeme
Ist ein System semilinearer Reaktions-Diffusions-Gleichungen der Form
∂ui
∂t
(x, t) = ∇ · (di(x)∇ui(x, t)) + ri(x)ui(x, t)
+ pi(u1(x, t), . . . , um(x, t)) + qi(x, t), i = 1, . . . ,m
ui(x, t0) = ui,0(x)
gegeben, siehe (2.2), so diskretisiert man komponentenweise. Wir erla¨utern das kurz an einem
Beispiel.
Beispiel 3.23. Es werden Neumannsche Randbedingungen
di(x, t)∇ui · n∂Ω = gNeu,i(x, t), x ∈ ∂Ω, i = 1, . . . ,m
angenommen und die Reduktion der Massenmatrix durchgefu¨hrt, siehe Abschnitt 3.1.5. Im
Ergebnis erha¨lt man die m Systeme
∂ui
∂t
= −L−1Siui + Riui + pi(u1, . . . ,um) + qi + L−1BgNeu,i (3.32)
=: fi(u1, . . . ,um), i = 1, . . . ,m,
siehe (3.15). Dabei sind ui(t) die diskreten Na¨herungswerte von ui(x, t). Die Matrizen und
Vektoren Si, Ri und qi sind wie in (3.8) definiert, wobei die dort auftretenden Koeffizienten
d(x), r(x) und q(x) jeweils durch di(x), ri(x) und qi(x) zu ersetzen sind. Die Funktionen
pi werden wieder komponentenweise verstanden. Die in (3.8) definierte Matrix L und die in
(3.14) definierte Matrix B ha¨ngen nur von der Triangulierung ab und sind daher fu¨r alle
Komponenten gleich. Der Vektor gNeu,i ist wie in (3.11) definiert, wobei dort die Funktion
gNeu durch gNeu,i ersetzt werden muß.
Setzt man u := (u1, . . . ,um) und f(u) := (f1(u1, . . . ,um), . . . , fm(u1, . . . ,um)), so erha¨lt man
ein System gewo¨hnlicher Differentialgleichungen
∂u
∂t
= f(u), (3.33)
welches durch eines der in den Kapiteln 5, 7 und 8 beschriebenen Verfahren gelo¨st werden
kann.
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Kapitel 4
Gitteradaption
Bei vielen parabolischen Problemen ist der ra¨umliche Dikretisierungsfehler bei der Verwen-
dung eines uniformen Gitters lokal von sehr unterschiedlicher Gro¨ßenordnung. Insbesondere
in der Na¨he von Fronten treten Fehler auf, die um ein Vielfaches ho¨her sind als in Gebieten, in
denen sich die Lo¨sung in einer Gleichgewichtslage befindet. Uniforme Gitter beno¨tigen deshalb
eine extrem große Anzahl von Elementen, um den globalen Fehler unter einer gewu¨nschten
Toleranz zu halten. Einen Ausweg aus diesem Problem liefert die adaptive Gitterverfeinerung,
bei der Elemente unterschiedlicher Gro¨ßenordnungen zugelassen werden. Ha¨ufig wu¨nscht man
eine na¨herungsweise Gleichverteilung des ra¨umlichen Diskretisierungsfehlers u¨ber das Gebiet
Ω. Auf diese Weise werden Fronten wesentlich feiner aufgelo¨st als Teile der Lo¨sung mit einem
geringeren Gradienten. Beno¨tigt wird dafu¨r eine lokale Abscha¨tzung des ra¨umlichen Diskre-
tisierungsfehlers. Hierfu¨r werden in der Regel a-posteriori-Fehlerscha¨tzer verwendet, d.h.
solche, die eine Information u¨ber den Fehler direkt aus der numerischen Na¨herungslo¨sung
beziehen.
4.1 Ra¨umliche a-posteriori-Fehlerscha¨tzung
Grundsa¨tzlich unterscheidet man zwischen den eigentlichen Fehlerscha¨tzern und sogenann-
ten Fehlerindikatoren. Fehlerscha¨tzer geben eine untere und obere Schranke des Fehlers an,
wa¨hrend Indikatoren Hinweise auf lokale Fehler geben. Wir betrachten hier die Reaktions-
Diffusions-Gleichung
∂u
∂t
(x, t) = div(d(x)∇u(x, t)) + r(x)u(x, t) (4.1)
+ p(u(x, t)) + q(x, t), x ∈ Ω, t ∈ [t0, te],
u(x, t0) = u0(x), x ∈ Ω
mit der Lo¨sung u(x, t). Die Menge Ω kann ein Gebiet in Rn oder ein Gebiet auf einer glatten
Fla¨che S ⊂ Rn sein. Im letzteren Falle muß in diesem Kapitel stets div durch divS und ∇
durch ∇S ersetzt werden. Die Diskretisierung erfolge mit der Linienmethode. Dabei werde
das Zeitintervall [t0, te] gema¨ß t0 < t1 < · · · < tN−1 < tN = te unterteilt. In jedem Zeitpunkt
ti existiert eine Triangulierung Th. Es sei Vh der in Definition 3.2 eingefu¨hrte Raum stetiger
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und stu¨ckweise linearer Funktionen auf Ω bezu¨glich der Triangulierung Th.1 Die Funktion
uτh : Ω×[t0, te] → R sei eine Na¨herungslo¨sung; es gelte uτh(·, ti) ∈ Vh, i = 0, . . . , N . Es sei u˜i die
exakte Lo¨sung der Differentialgleichung (4.1) mit der Anfangsbedingung u˜i(x, ti) = u
τ
h(x, ti).
Ein globaler ra¨umlicher a-posteriori-Fehlerscha¨tzer ist eine Funktion ǫ : Vh → R+ mit
den folgenden Eigenschaften:
(F1) Zuverla¨ssigkeit: Es gelte
‖u˜i−1(·, ti)− uτh(·, ti)‖Ω ≤ C1ǫ(uτh(·, ti))
fu¨r alle i = 1, . . . , N .
(F2) Effizienz: Es gelte
ǫ(uτh(·, ti)) ≤ C2‖u˜i−1(·, ti)− uτh(·, ti)‖Ω
fu¨r alle i = 1, . . . , N .
Dabei muß in (F1) und (F2) die gleiche Norm ‖ · ‖Ω verwendet werden. Der Fehlerscha¨tzer
heißt asymptotisch exakt, wenn fu¨r ein beliebiges ε > 0 bei hinreichend starker Gitterver-
feinerung |C1 − 1| < ε und |C2 − 1| < ε ist.
Ein lokaler ra¨umlicher Fehlerindikator ist eine Funktion η : Vh × Th → R+, die eine
Ungleichung der Form
η(uτh(·, ti), T ) ≤ C3‖u˜i−1(·, ti)− uτh(·, ti)‖U(T )
fu¨r alle i = 1, . . . , N und alle T ∈ Th erfu¨llt, wobei U(T ) eine gewisse lokal begrenzte Umge-
bung des Dreiecks T ist. In der Praxis sind besonders die Fehlerscha¨tzer interessant, die eine
Zerlegung in lokale Fehlerindikatoren erlauben, etwa in der Form
ǫ(uτh(·, ti))2 =
∑
T∈Th
η(uτh(·, ti), T )2. (4.2)
Fu¨r elliptische Probleme gibt es mittlerweile eine Vielzahl von Arbeiten, die sich mit a-
posteriori-Fehlerscha¨tzung befassen. Erste Untersuchungen zu Fehlerscha¨tzern stammen von
Babusˇka und Rheinboldt [12] aus dem Jahre 1978, spa¨ter kamen u.a. Arbeiten von Bank
und Weiser [16] (1985), Eriksson und Johnson [57] (1988) hinzu, siehe auch die U¨bersicht
von Verfu¨rth [165] (1996).
Die Analysis von Fehlerscha¨tzern bei parabolischen Problemen ha¨ngt wesentlich davon ab,
welche Diskretisierungsmethode betrachtet wird. Fehlerscha¨tzer im Kontext der Linienmetho-
de wurden beispielsweise von Bieterman und Babusˇka [23] (1986), Adjerid und Flaherty
[3] (1988), Moore [120] (1994) und Babusˇka, Feistauer und Sˇol´ın [11] (2001) entwickelt
und untersucht. Bornemann [26] (1992), Lang und Walter [104] (1992) und Lang [102]
(1998) analysierten Fehlerscha¨tzer fu¨r die Rothe-Methode. Eine weitere Mo¨glichkeit besteht
in der Verwendung von finiten Raum-Zeit-Elementen, ein Weg, der etwa von Eriksson und
Johnson [58] (1995) sowie Verfu¨rth [164] (1998) eingeschlagen wurde. Unter den Fehler-
indikatoren ist vor allem der 1987 von Zienkiewicz und Zhu [177] vorgestellte sogenannte
1Die Triangulierung Th und der Raum Vh ha¨ngen natu¨rlich von dem aktuellen Zeitpunkt ti ab. Der Ein-
fachheit halber verzichten wir hier jedoch auf einen Index i.
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Z2-Indikator zu nennen, der sowohl fu¨r elliptische als auch fu¨r parabolische Probleme einge-
setzt werden kann, siehe etwa Papastavrou [128].
Zu den Vorteilen des Z2-Indikators za¨hlt es, daß er unabha¨ngig vom Modellproblem formuliert
werden kann und einfach zu implementieren ist, wa¨hrend die oben erwa¨hnten Fehlerscha¨tzer in
der Regel Bedingungen an die Differentialgleichung oder an die verwendeten Verfahren stellen,
die fu¨r viele praktische Probleme nicht erfu¨llt sind. Fu¨r die stationa¨re lineare Reaktions-
Diffusions-Gleichung −∆u + αu = f(x) wurde von Verfu¨rth [165] 1996 gezeigt, daß der
Z2-Indikator bei der entsprechend (4.2) vorgenommenen quadratischen Aufsummierung sogar
einen Fehlerscha¨tzer liefert.
Wir werden in den in dieser Arbeit dargestellten numerischen Rechnungen den Z2-Indikator
zur Gitteradaption verwenden. Deshalb soll dieser Fehlerindikator im folgenden na¨her be-
schrieben werden. Wir orientieren uns dabei stark an der Darstellung von Verfu¨rth [165].
4.1.1 Der Z2-Fehlerindikator
Wie oben seien ti, i = 0, . . . , N , Th, Vh, uτh und u˜i, i = 0, . . . , N gegeben. Wir bezeichnen mit
Wh den Raum der auf Th stu¨ckweise linearen, aber nicht notwendigerweise stetigen Funktio-
nen. Offenbar ist dann ∇uτh ∈Wh. Der Raum Vh ist ein Untervektorraum von Wh. Sei T ∈ Th
ein Dreieck mit den Eckpunkten x1, x2 und x3. Fu¨r eine Funktion ϕ ∈ Wh setzen wir ϕ|T
stetig auf ∂T fort und definieren auf diese Weise ϕ|T (xi), i = 1, 2, 3 als den entsprechenden
Funktionswert der Fortsetzung. Die Abbildung (·, ·)h : Wh ×Wh → R, definiert durch
(ϕ, ψ)h :=
∑
T∈Th
|T |
3
(
3∑
i=1
ϕ|T (xi) ψ|T (xi)
)
ist dann ein Skalarprodunkt auf Wh. Wir bezeichnen das Bild der Orthogonalprojektion von
∇uτh auf Vh mit G(uτh), d.h. es gelte
(G(uτh), ϕ)h = (∇uτh, ϕ)h
fu¨r alle ϕ ∈ Vh. Die Gro¨ße G(uτh) ist demnach ein ”gegla¨tteter Gradient“ der Na¨herungslo¨sung.
Wenn die Lo¨sung u˜i−1(·, ti) hinreichend glatt ist und uτh(·, ti) eine ausreichend gute Na¨-
herung an u˜i−1(·, ti) darstellt, dann kann man davon ausgehen, daß die stetige Funktion
G(uτh(·, ti)) den Gradienten∇u˜i−1(·, ti) besser approximiert als die stu¨ckweise konstante Funk-
tion
∇uτh(·, ti), daß also eine Ungleichung der Form
‖∇u˜i−1(·, ti)−G(uτh(·, ti))‖L2(T ) ≤ α‖∇u˜i−1(·, ti)−∇uτh(·, ti)‖L2(T ), α < 1 (4.3)
gilt. Es folgt
1
1 + α
‖∇uτh(·, ti)−G(uτh(·, ti))‖L2(T ) ≤ ‖∇u˜i−1(·, ti)−∇uτh(·, ti)‖L2(T ) (4.4)
≤ 1
1− α‖∇u
τ
h(·, ti)−G(uτh(·, ti))‖L2(T ).
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Der Einfachheit halber schreiben wir im folgenden fu¨r uτh(·, ti) nur uτh. Wie aus (4.4) folgt,
erfu¨llt die Gro¨ße
ηZ(uτh, T ) := ‖∇uτh −G(uτh)‖L2(T )
die Funktion eines lokalen Fehlerindikators, der die L2-Norm des Fehlergradienten abscha¨tzt.
Man beachte insbesondere, daß der Z2-Indikator – wie in der Definition eines Fehlerindikators
verlangt – den zeitlich lokalen Fehler ‖∇u˜i−1(·, ti)−∇uτh(·, ti)‖L2(T ) abscha¨tzt und nicht etwa
den zeitlich globalen Fehler ‖∇u(·, ti) − ∇uτh(·, ti)‖L2(T ). Das liegt daran, daß der Gradient
der Na¨herungslo¨sung ∇uτh nur ∇u˜i−1, nicht aber ∇u hinreichend gut approximiert. Daher ist
auch der gegla¨ttete Gradient G(uτh) in der Regel nur eine gute Approximation an ∇u˜i−1, nicht
aber an ∇u. Abbildung 4.1 verdeutlicht diesen Sachverhalt.
∇ u 
∇ ui−1 
∇ uh
τ
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Abbildung 4.1: Approximation von ∇u˜i−1 durch ∇uτh und G(uτh) zum Zeitpunkt ti. Offenbar
ist G(uτh) die bessere Approximation, d.h. es gilt die Ungleichung (4.3).
Die Gro¨ße G(uτh) kann in einfacher Weise aus u
τ
h gewonnen werden, wie der folgende Satz
zeigt:
Satz 4.1. Es sei ωi die Vereinigung aller Dreiecke der Triangulierung Th, die xi als Eckpunkt
enthalten. Der Wert ∇uτh|T (xi) sei wie oben als Funktionswert der stetigen Fortsetzung von
∇uτh|T auf ∂T definiert. Dann ist G(uτh) gerade durch die Beziehung
G(uτh) ∈ Vh, G(uτh)(xi) =
1
|ωi|
∑
T⊂ωi
|T | ∇uτh|T (xi)
gegeben.
Beweis. Zum Beweis des Satzes sei auf das Buch von Verfu¨rth [165] verwiesen.
Der Vektor G(uτh)(xi) ist demnach das gewichtete Mittel der Gradienten von u
τ
h in ωi.
4.2 Verfeinerung und Vergro¨berung des Gitters
Liegt das Resultat des Fehlerscha¨tzers vor, so kann das Dreiecksgitter entsprechend angepaßt
werden, ein Vorgang der als Gitteradaption bezeichnet wird. Unter Auswertung des Fehler-
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scha¨tzers markiert man alle Elemente, die zur Verfeinerung vorgesehen sind und ebenso alle,
die vergro¨bert werden sollen. Die von uns verwendete Markierungsstrategie wird in Abschnitt
4.3 beschrieben. Weitere Strategien sind etwa in Verfu¨rth [165] angegeben. Fu¨r die hier vor-
gestellten numerischen Berechnungen wurde der in dem Programmpaket UG [20] integrierte
Gittergenerator benutzt. Dieser Gittergenerator basiert auf einem von Bank, Sherman und
Weiser [15] 1983 entwickelten Algorithmus zur Erzeugung adaptiver Gitter, der auch in dem
Programm PLTMG zur Lo¨sung elliptischer Differentialgleichungen von Bank [14] verwendet
wird. Fu¨r eine ausfu¨hrlichere Beschreibung der Gitteradaption sei auf Bastian et al. [20]
verwiesen.
Zu Beginn der numerischen Berechnung, also zum Zeitpunkt t = t0, erzeugt man ein mo¨glichst
uniformes Grundgitter Th,0. Durch sukzessive Verfeinerung bzw. Vergro¨berung von Elementen
entstehen daraus weitere Gitter Th,1, Th,2, . . . . Im i-ten Adaptionsschritt wird das Gitter Th,i−1
in das Gitter Th,i u¨berfu¨hrt. Eine Verfeinerung eines Dreiecks bedeutet, daß das Dreieck (das
sogenannte
”
Vater“-Element) durch zwei oder vier kleinere Dreiecke (die
”
Sohn“-Elemente)
ersetzt wird. Man unterscheidet regula¨re und irregula¨re Verfeinerung eines Dreiecks.
Bei regula¨rer Verfeinerung entstehen aus einem Vater-Element vier zu diesem kongruente
Sohn-Elemente; bei irregula¨rer Verfeinerung entstehen zwei Sohn-Elemente, die nicht zum
Vater-Element kongruent sind. Bei Vergro¨berung werden Sohn-Elemente wieder durch ihr
Vater-Element ersetzt. Vergro¨berung ist bei dem hier verwandten Algorithmus daher nur
mo¨glich, wenn alle Sohn-Elemente eines Vater-Elements zur Vergro¨berung markiert worden
sind. Durch irregula¨re Verfeinerung erzeugte Elemente du¨rfen nicht weiter verfeinert werden.
Wird ein solches Element zur Verfeinerung markiert, dann muß es zuna¨chst vergro¨bert und
anschließend regula¨r verfeinert werden. Außerdem ist die Gitteradaption so durchzufu¨hren,
daß keine ha¨ngenden Knoten entstehen und alle zur Verfeinerung markierten Elemente auch
tatsa¨chlich verfeinert werden. Um das zu gewa¨hrleisten, werden meist auch einige Elemente
verfeinert, die nicht dafu¨r markiert worden sind.
Wenn T1 ein Sohn-Element von T0 ist, so schreiben wir T1 = S(T0) und T0 = V (T1). Die
Funktion fh :
⋃
i=1,2,... Th,i → N0 soll in folgender Weise jedem Dreieck eine natu¨rliche Zahl
zuordnen:
• fh(T ) = 0 fu¨r alle T ∈ Th,0,
• fh(S(T )) = fh(T ) + 1.
Der Funktionswert fh(T ) wird als Feinheit des Elements T bezeichnet; er gibt an, wieviele
Verfeinerungsschritte no¨tig wa¨ren, um ein Dreieck T direkt aus der Ausgangstriangulierung
Th,0 zu erzeugen.
In der folgenden Skizze sind regula¨re und irregula¨re Verfeinerung eines Dreiecks dargestellt.
Ti 
⇐⇒
Tj 
fh(Tj) = fh(Ti) + 1
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Ti 
⇐⇒
Tj 
fh(Tj) = fh(Ti) + 1
Wir bezeichnen die nach dem i-ten Adaptionsschritt vorliegende Triangulierung Th,i im im
folgenden nur noch mit Th. Die Dreiecke aus Th, die durch ausschließlich regula¨re Verfeinerung
aus dem Grundgitter hervorgehen, fassen wir in der Menge T regh zusammen. Startet man
mit einem uniformen Gitter Th,0 auf dem Gebiet Ω, d.h. mit einem Gitter, dessen Dreiecke
na¨herungsweise gleichlange Seiten der La¨nge h0 haben, so gilt in guter Na¨herung
hmin(T ) ≈ 2−fh(T )h0 ∀T ∈ Th und |T | ≈ 2−2 fh(T ) |Ω||Th,0| ∀T ∈ T
reg
h . (4.5)
Dabei ist hmin die La¨nge der kleinsten Dreiecksseite, |T | die Fla¨che des Dreiecks T und |Th,0|
die Anzahl der Dreiecke in Th,0. Entha¨lt das Grundgitter nur Dreiecke gleichen Fla¨cheninhalts,
so gilt die rechte Na¨herung sogar exakt:
|T | = 2−2 fh(T ) |Ω||Th,0| ∀T ∈ T
reg
h . (4.6)
Nach einer Verfeinerung werden die Lo¨sungswerte in den neu entstandenen Knoten durch
lineare Interpolation gewonnen.
4.3 Steuerung der Gitterstruktur
4.3.1 Die Zielfeinheits-Funktion
Die verbleibende Frage ist nun, welche Elemente zur Verfeinerung bzw. Vergro¨berung aus-
gewa¨hlt werden sollen. Mitunter strebt man durch die Gitteradaption eine Gleichverteilung
des Fehlers auf die einzelnen Dreiecke der Triangulierung Th an. Das ist jedoch nicht die ein-
zige – und nicht immer die effizienteste – Mo¨glichkeit. Mitunter mo¨chte man beispielsweise
eine besonders sensible Front sta¨rker auflo¨sen, wa¨hrend man sich abseits der Front gro¨ßere
Fehler erlauben kann. Bei manchen Problemen will man hingegen eine bewegte Front nicht
bis zur Gleichverteilung des Fehlers verfeinern, etwa um nicht zu oft eine Adaption vorneh-
men zu mu¨ssen. In Abschnitt 4.4.3 stellen wir ein numerisches Beispiel vor, bei dem eine
Gleichverteilung des Fehlers nicht die effizienteste Mo¨glichkeit zur Lo¨sung darstellt.
In diesem Abschnitt wird ein Algorithmus vorgestellt, der eine weitreichende Einflußnahme
des Nutzers auf die Struktur des Gitters erlaubt. Durch Variation gewisser Parameter ko¨nnen
verschiedene Abstufungen zwischen einem uniformen und einem lokal stark verfeinerten Gitter
erzeugt werden. Zuna¨chst beno¨tigen wir einen Verfeinerungs-Indikator ϕ. Dieser wird aus dem
Fehlerindikator η gewonnen. Ein Fehlerindikator, der – wie etwa der Z2-Indikator – die L2-
Norm des Gradienten des Fehlers auf einem Dreieck T abscha¨tzt, wird bei einer Verfeinerung
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des Dreiecks kleiner. Ist beispielsweise zum Zeitpunkt ti der Fehler u˜i−1(·, ti) − uτh(·, ti) auf
dem Dreieck T eine lineare Funktion und S(T ) ein durch regula¨re Verfeinerung erzeugtes
Sohn-Element von T , so gilt
‖∇u˜i−1(·, ti)−∇uτh(·, ti)‖L2(S(T )) =
1
2
‖∇u˜i−1(·, ti)−∇uτh(·, ti)‖L2(T ),
also wird auch fu¨r den Fehlerindikator η na¨herungsweise
η(uτh, S(T )) ≈
1
2
η(uτh, T )
gelten. Der Verfeinerungs-Indikator ϕ soll jedoch bei einer Verfeinerung des Dreiecks T na¨he-
rungsweise konstant bleiben. Wir wa¨hlen daher
ϕ(uτh, T ) :=
η(uτh, T )√|T | (4.7)
als Verfeinerungs-Indikator.
Unser Ziel ist es, eine Beziehung zwischen dem Verfeinerungs-Indikator ϕ und der beno¨tigten
Gitterfeinheit herzustellen. Dazu wollen wir eine Funktion zfh : R+ → N0 vorgeben, die dem
Wert des Verfeinerungs-Indikators die gewu¨nschte Gitterfeinheit zuordnet. Die Funktion zfh
wird als Zielfeinheits-Funktion bezeichnet. Das Ziel der Verfeinerung ist erreicht, wenn die
Beziehung
zfh(ϕ(uτh, T )) = fh(T ) ∀T ∈ Th (4.8)
gilt. Wir bezeichnen eine Triangulierung Th, fu¨r die diese Beziehung gilt, als bezu¨glich der
Zielfeinheits-Funktion zfh ideale Triangulierung.
Bei vielen praktischen Problemen existiert jedoch keine ideale Triangulierung, na¨mlich dann,
wenn die in Abschnitt 3.1.2 aufgefu¨hrten Eigenschaften einer Triangulierung mit der Forde-
rung (4.8) nicht vereinbar sind. Das ist der Fall, wenn (4.8) die unmittelbare Nachbarschaft
sehr großer und sehr kleiner Dreiecke vorschreibt. Man kann dann lediglich eine Triangulierung
finden, die der Beziehung (4.8) mo¨glichst nahe kommt. Ein in Abschnitt 4.4.1 betrachtetes
numerisches Beispiel verdeutlicht diesen Sachverhalt.
Die Zielfeinheits-Funktion zfh ist eine monoton wachsende Treppenfunktion, die durch Vor-
gabe ihrer Sprungstellen vollsta¨ndig festgelegt werden soll. Wir bezeichnen die Sprungstellen
mit µ(k). Es gelte 0 ≤ µ(0) ≤ · · · ≤ µ(M − 1). Die Zielfeinheits-Funktion ist dann durch
zfh(ϕ) =

0, 0 ≤ ϕ < µ(0),
k, µ(k − 1) ≤ ϕ < µ(k), k = 1, . . . ,M − 1,
M, µ(M − 1) < ϕ
(4.9)
gegeben. Die Zahl M ∈ N0 ist die maximale Feinheit des Gitters. Verschiedene Mo¨glichkeiten
zur Wahl der Zielfeinheits-Funktion werden anhand eines numerischen Beispiels in Abschnitt
4.4.1 diskutiert.
4.3.2 Algorithmen zur Gitteradaption
Die Gitteradaption erfolgt nach dem folgenden Algorithmus:
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Algorithmus 4.2 (Gitteradaption).
gegeben: Zielfeinheits-Funktion zfh durch die Sprungstellen µ(0), . . . , µ(M − 1)
for T ∈ Th
if ϕ(uτh, T ) > µ(fh(T ))
markiere T zur Verfeinerung
end
if fh(T ) > 0 and ϕ(uτh, T ) < µ(fh(T )− 1)
markiere T zur Vergro¨berung
end
end
Da wir diesen Algorithmus im Rahmen der Diskretisierung parabolischer Probleme mit der
Linienmethode einsetzen wollen, stellt sich die Frage, wie oft eine Gitteradaption vorgenom-
men werden soll. Ha¨ufig stellt die fu¨r die Gitteradaption beno¨tigte Rechenzeit einen nicht
unerheblichen Anteil an der insgesamt beno¨tigten Zeit des Verfahrens dar. Ein Aufruf von
Algorithmus 4.2 in jedem Zeitschritt ist daher oftmals nicht die effizienteste Variante, insbe-
sondere dann, wenn nur geringfu¨gige A¨nderungen des Gitters erforderlich sind. Implementiert
wurden dazu die folgenden drei Strategien:
Strategie 1. Algorithmus 4.2 wird in festen Zeitabsta¨nden τadapt aufgerufen.
Strategie 2. Algorithmus 4.2 wird jeweils nach einer fest vorgegebenen Anzahl kadapt akzep-
tierter Zeitschritte aufgerufen.
Strategie 3. Algorithmus 4.2 wird nach k akzeptierten Zeitschritten aufgerufen. Zu Beginn
des Zeitschrittverfahrens wird k = 1 gesetzt. Die Zahl k wird dem aktuellen Bedu¨rfnis einer
Gitterverfeinerung angepaßt und bei jeder Gitteradaption neu berechnet. Es sei
• nref die Anzahl der zur Verfeinerung markierten Elemente,
• ntot die Anzahl aller Elemente,
• α < 1 ein vorgegebener Faktor,
• M die maximal zula¨ssige Feinheit der Elemente,
• kmax die vorgegebene maximale Anzahl von Zeitschritten, nach denen adaptiert wird.
In die Berechnung der Zahl k gehen die folgenden U¨berlegungen ein:
1. Wenn die maximal erlaubte Feinheit M noch nicht erreicht ist, soll sofort wieder verfei-
nert werden: k = 1.
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2. Wenn nur ein geringer Teil der Elemente zur Verfeinerung markiert wurden, so kann
in Zukunft seltener verfeinert werden. Offenbar befindet sich die Lo¨sung in einer Phase
nur geringer Vera¨nderung.
3. Wenn 1. und 2. nicht zutreffen, dann kann o¨fter verfeinert werden.
Das dru¨ckt sich in dem folgenden Algorithmus zur Berechnung von k aus.
Algorithmus 4.3 (Ha¨ufigkeit der Adaption nach Strategie 3).
gegeben: M , kmax, α
if maxT∈Th fh(T ) < M
k = 1
else
if nref < α ntot
k = min{k + 1, kmax}
else
k = max{k − 1, 1}
end
end
In den numerischen Berechnungen, die in Kapitel 9 vorgestellt werden, verwenden wir die
Parameter kmax = 10 und α = 0,05.
Die in Algorithmus 4.2 markierten Elemente werden anschließend verfeinert bzw. vergro¨bert,
wobei Vergro¨berung nur dann erfolgen kann, wenn alle Sohn-Elemente eines Vater-Elements
zur Vergro¨berung markiert wurden.
4.3.3 Gleichverteilung des Fehlers
Durch die Wahl der Zahlenfolge (µ(i))i=0,...,M−1 kann die Struktur des Gitters gesteuert wer-
den. So wird beispielsweise fu¨r µ(0) = · · · = µ(M − 1) = 0 ein uniformes Gitter der Feinheit
M erzeugt. Mitunter wird das Ziel einer Gleichverteilung des gescha¨tzten Fehlers angestrebt.
Der folgende Satz gibt Schranken fu¨r die Zahlenfolge (µ(i)) an, die fu¨r eine Gleichverteilung
des Fehlers notwendig sind.
Satz 4.4. Es sei
• Th,0 ein uniformes Grundgitter, das nur Dreiecke gleichen Fla¨cheninhalts entha¨lt,
• η ein Fehlerindikator, der die L2-Norm des Gradienten des zeitlich und ra¨umlich lokalen
Fehlers abscha¨tzt, d.h. zum Zeitpunkt ti gilt η(u
τ
h, T ) ≈ ‖∇u˜i−1(·, ti)−∇uτh(·, ti)‖L2(T ),
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• η∗ ein vorgegebener Zielwert fu¨r den Fehlerindikator η,
• ϕ der zu η geho¨rige Verfeinerungs-Indikator,
• M ∈ N0 die maximal zula¨ssige Gitterfeinheit,
• zfh die Zielfeinheits-Funktion, gegeben durch die Sprungstellen µ(k), k = 0, . . . ,M − 1,
• Th eine bezu¨glich der Zielfeinheit ideale Triangulierung und
• T regh ⊂ Th die Menge aller Dreiecke aus Th, die durch ausschließlich regula¨re Verfeine-
rung aus den Dreiecken des Grundgitters Th,0 hervorgehen.
Fu¨r jedes k = 0, . . . ,M existiere mindestens ein Dreieck T ∈ T regh mit fh(T ) = k. Eine
notwendige Bedingung fu¨r die Gleichverteilung
η(uτh, T ) = η
∗ ∀T ∈ T regh (4.10)
des lokalen Fehlerindikators u¨ber T regh ist durch die Ungleichungen
2k
√
|Th,0|
|Ω| η
∗ < µ(k) ≤ 2k+1
√
|Th,0|
|Ω| η
∗, k = 0, . . . ,M − 1 (4.11)
gegeben.
Beweis. Zur Vereinfachung der Schreibweise vereinbaren wir µ(−1) := 0 und µ(M) := ∞.
Da Th eine ideale Triangulierung ist, gilt zfh(ϕ(uτh, T )) = fh(T ) fu¨r alle T ∈ Th, siehe (4.8).
Das ist wegen (4.9) gleichbedeutend mit
µ(fh(T )− 1) ≤ ϕ(uτh, T ) < µ(fh(T )) ∀T ∈ Th. (4.12)
Es gilt η(uτh, T ) =
√|T | ϕ(uτh, T ), siehe (4.7). Zusammen mit (4.6) und (4.10) ergibt sich
η∗ = 2−fh(T )
√
|Ω|
|Th,0| ϕ(u
τ
h, T ) ∀T ∈ T regh . (4.13)
Mit Hilfe der Beziehung (4.13) folgt aus (4.12)
µ(fh(T )− 1) ≤ 2fh(T )
√
|Th,0|
|Ω| η
∗ < µ(fh(T )) ∀T ∈ T regh . (4.14)
Da diese Beziehung fu¨r alle T ∈ T regh gilt und Dreiecke aller Feinheiten 0, . . . ,M in T regh
vertreten sind, folgt
µ(k − 1) ≤ 2k
√
|Th,0|
|Ω| η
∗ < µ(k) ∀k = 0, . . . ,M,
also auch
2k
√
|Th,0|
|Ω| η
∗ < µ(k) ≤ 2k+1
√
|Th,0|
|Ω| η
∗ ∀k = 0, . . . ,M − 1.
4.3. Steuerung der Gitterstruktur 71
Unter den Bedingungen des Satzes folgt
fh(T ) = log2
(
ϕ(uτh, T )
η∗
√
|Ω|
|Th,0|
)
∀T ∈ T regh
durch Umformung von (4.13). Wir definieren nun eine stetige Funktion ζ : R+ → R durch
ζ(ϕ) := log2
(
ϕ
η∗
√
|Ω|
|Th,0|
)
.
Die Funktion ζ wird als Gleichverteilungs-Funktion bezeichnet. Die Treppenfunktion zfh
sollte eine Approximation an ζ darstellen, wenn eine Gleichverteilung des Fehlerindikators
mit dem Wert η∗ angestrebt wird.
Eine exakte Gleichverteilung des Fehlerindikators η, wie in (4.10) angegeben, ist in der Praxis
natu¨rlich nicht erfu¨llbar. Will man eine na¨herungsweise Gleichverteilung des Fehlerindikators
erzielen, so erscheint es naheliegend, µ(k) gleich dem geometrischen Mittel der in (4.11) ange-
gebenen Grenzen zu wa¨hlen. In diesem Falle approximiert die Zielfeinheits-Funktion zfh die
Gleichverteilungs-Funktion ζ in der bestmo¨glichen Weise, siehe Abbildung 4.2. Der folgende
Satz gibt bei dieser Wahl von µ(k) Schranken fu¨r η(uτh, T ) an.
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Abbildung 4.2: Zielfeinheits-Funktion zfh und Gleichverteilungs-Funktion ζ. Parameter: |Ω| =
100, |Th,0| = 60, M = 5, η∗ = 0,005
Satz 4.5. Es sei Th,0 ein uniformes Grundgitter. Fu¨r ein M ∈ N0 und ein η∗ > 0 seien
µ(k) := 2k+1/2
√
|Th,0|
|Ω| η
∗ ∀k = 0, . . . ,M − 1 (4.15)
die Sprungstellen der Zielfeinheits-Funktion zfh. Es sei Th eine bezu¨glich der Zielfeinheits-
Funktion zfh ideale Triangulierung und T ∈ Th ein Dreieck, fu¨r das die Beziehung (4.6) gilt.
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Dann genu¨gt ein Fehlerindikator η, der die L2-Norm des Gradienten des zeitlich und ra¨umlich
lokalen Fehlers abscha¨tzt, der Ungleichung
1√
2
η∗ ≤ η(uτh, T ) <
√
2η∗.
Beweis. Setzt man in (4.15) k = fh(T ), so ergibt sich
µ(fh(T )) = 2fh(T )+1/2
√
|Th,0|
|Ω| η
∗,
setzt man hingegen k = fh(T )− 1, so erha¨lt man
µ(fh(T )− 1) = 2fh(T )−1/2
√
|Th,0|
|Ω| η
∗.
Aus beidem folgt, zusammen mit (4.12),
2fh(T )−1/2
√
|Th,0|
|Ω| η
∗ ≤ ϕ(uτh, T ) < 2fh(T )+1/2
√
|Th,0|
|Ω| η
∗.
Wegen (4.7) ergibt sich daraus
2fh(T )−1/2
√
|Th,0||T |
|Ω| η
∗ ≤ η(uτh, T ) < 2fh(T )+1/2
√
|Th,0||T |
|Ω| η
∗.
Aus (4.6) folgt √
|T | = 2−fh(T )
√
|Ω|
|Th,0|
und damit die Behauptung.
4.4 Ein numerisches Beispiel
Wir stellen hier ein numerisches Beispiel vor, bei dem die in Abschnitt 4.3.3 diskutierte Gleich-
verteilung des Fehlerindikators u¨ber die Dreiecke der Triangulierung nicht die effizienteste Va-
riante darstellt, wie wir in Abschnitt 4.4.3 zeigen werden. In den folgenden beiden Abschnit-
ten veranschaulichen wir zuna¨chst die Mo¨glichkeiten der Gittersteuerung und untersuchen die
Gu¨te des Z2-Fehlerindikators.
Wir betrachten die Reaktions-Diffusions-Gleichung
ut = ∆u+ r(1− u2) + 2q2(u− u3) (4.16)
mit der exakten Lo¨sung
u(x, y, t) = tanh((3x− 12) + 3t)
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auf dem Gebiet Ω =] − 5, 5[2 im Zeitintervall t ∈ [0, 5]. Anfangsbedingung und Dirichlet-
Randbedingung seien entsprechend der exakten Lo¨sung vorgegeben. Wir verwenden ein uni-
formes Grundgitter Th,0 aus 60 Dreiecken. Die maximal zula¨ssige Gitterfeinheit sei M = 5.
Wir verwenden lineare finite Elemente und die in Beispiel 5.22 beschriebene W-Methode mit
der Fehlertoleranz TOLt = 10
−4 zur Diskretisierung.
Die Lo¨sung der Differentialgleichung bildet eine gerade Front, die sich bei t = 0 auf der
Linie x = 4 befindet und sich mit gleichma¨ßiger Geschwindigkeit vom Betrag 1 in negativer
x-Richtung bewegt.
Das Problem ist im Grunde ein eindimensionales, denn die Lo¨sung ist nicht von y abha¨ngig und
∆u ist somit gleich uxx. Nowak [125] und Lang [103] verwendeten diese Differentialgleichung
zu numerischen Untersuchungen. Eine Modifikation des Problems (4.16) wird in Abschnitt
9.1.1 vorgestellt und ebenfalls zu numerischen Testrechnungen herangezogen.
4.4.1 Gu¨te des Z2-Fehlerindikators
Untersuchung 4.6. Zuna¨chst streben wir die Gleichverteilung des Fehlers an. Wir wa¨hlen
η∗ = 0,005 und berechnen die Sprungstellen µ(k), k = 0, . . . ,M−1 der Zielfeinheits-Funktion
entsprechend Satz 4.5. Daraus resultiert die Zielfeinheits-Funktion2
zfh0(ϕ) =

0, 0 ≤ ϕ ≤ 0,0055,
1, 0,0055 < ϕ ≤ 0,0110,
2, 0,0110 < ϕ ≤ 0,0219,
3, 0,0219 < ϕ ≤ 0,0438,
4, 0,0438 < ϕ ≤ 0,0876,
5, 0,0438 < ϕ.
(4.17)
Abbildung 4.2 zeigt die Funktion zfh0 und die Gleichverteilungs-Funktion fu¨r dieses Problem.
Zum Zeitpunkt t0 = 0 verfeinern wir das Gitter Th,0 entsprechend der Zielfeinheits-Funktion,
diskretisieren mittels linearer finiter Elemente, fu¨hren einen Zeitschritt, τ = 0,01 mit der in
Beispiel 5.22 beschriebenen W-Methode aus und verfeinern zum Zeitpunkt t1 = τ erneut. In
Abbildung 4.3 stellen wir den Fehler ‖∇uτh(x, t1) −∇u˜0(x, t1)‖L2(T ), den Z2-Fehlerindikator
ηZ(uτh, T ) sowie das Gitter Th graphisch dar.
Bei der Betrachtung der Abbildung 4.3 erkennt man, daß die Gleichverteilung des Fehlers
hier ein etwas utopisches Ziel darstellt. Fehler und Z2-Indikator befinden sich jedoch in recht
guter U¨bereinstimmung. Direkt an der Front wird die Zielvorgabe η∗ gut angena¨hert. Etwas
abseits der Front ist das Gitter oftmals feiner, als es beno¨tigt wu¨rde. Der Grund dafu¨r ist,
daß der Gittergenerator keine zu abrupten U¨berga¨nge von dem feinen zu dem groben Gitter
erlaubt. Es werden 8453 Elemente beno¨tigt.
Wie oben bereits angesprochen wurde, kann man auch andere Zielfeinheits-Funktionen ver-
wenden, die nicht die Gleichverteilung des Fehlers anstreben. Wir stellen in Abbildung 4.4
• die oben definierte Funktion zfh0 (Gleichverteilung),
2Zur Unterscheidung von einigen spa¨ter definierten Zielfeinheits-Funktionen bezeichnen wir diese mit zfh0.
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Abbildung 4.3: Problem (4.16) mit Zielfeinheits-Funktion zfh0 nach einem Zeitschritt. links
oben: Fehler ‖∇uτh(x, t1) − ∇u˜0(x, t1)‖L2(T ), rechts oben: Z2-Fehlerindikator ηZ(uτh, T ),
unten: Gitter
• die Zielfeinheits-Funktion
zfh1(ϕ) =
{
0, 0 ≤ ϕ ≤ 0,0483,
5, 0,0483 < ϕ
(4.18)
fu¨r eine besonders starke Frontverfeinerung und
• die Zielfeinheits-Funktion
zfh2(ϕ) =
{
2, 0 ≤ ϕ ≤ 0,05,
3, 0,05 < ϕ
(4.19)
fu¨r eine nur schwache Frontverfeinerung
vor. Abbildung 4.5 zeigt Fehler und Z2-Indikator bei Verwendung von zfh1. Man erkennt hier
wegen der hohen Frontauflo¨sung eine sehr gute U¨bereinstimmung von Fehler und Indikator;
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Abbildung 4.4: Zielfeinheits-Funktionen zfh0, zfh1 und zfh2
Abbildung 4.5: Fehler und Z2-Indikator bei Verwendung von zfh1
−5 0 5
−5
0
5
Gitter
x
y
Abbildung 4.6: Fehler, Z2-Indikator und Gitter bei Verwendung von zfh2
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sie ist besser als mit zfh0, siehe Abbildung 4.3. Es werden 10209 Elemente beno¨tigt, deutlich
mehr als bei Verwendung von zfh0. Aus der Abbildung wird deutlich, daß der Fehler besonders
an den Ra¨ndern der Front auftritt, na¨mlich dort, wo die Kru¨mmung der Lo¨sung besonders
hoch ist.
In Abbildung 4.6 sind Fehler, Z2-Indikator und das Gitter bei Verwendung von zfh2 darge-
stellt. Die Front ist hier nur um eine Stufe ho¨her aufgelo¨st als die frontfernen Bereiche. Wegen
der geringen Frontauflo¨sung sind die Werte von Fehler und Indikator an der Front sehr hoch,
aber die U¨bereinstimmung zwischen Fehler und Indikator ist immer noch gut. Es werden hier
nur 1596 Elemente beno¨tigt.
Ergebnisse der Untersuchung
• Durch verschiedene Zielfeinheits-Funktionen la¨ßt sich die Struktur des Gitters steuern.
• Eine Gleichverteilung des Fehlers kann auch bei Verwendung von zfh0 nicht erreicht
werden, weil die dafu¨r beno¨tigte ideale Triangulierung nicht existiert.
• Fehler und Indikator stimmen gut u¨berein.
4.4.2 Steuerung des Fehlers bei angestrebter Gleichverteilung
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Abbildung 4.7: Einfluß von η∗ auf Fehler und Fehlerindikator (links) und Anzahl der Elemente
von Th (rechts)
Untersuchung 4.7. In dieser numerischen Untersuchung wollen wir herausfinden, wie gut
sich der Fehler durch die Vorgabe η∗ steuern la¨ßt. Wir betrachten dazu das obige Problem mit
Zielfeinheits-Funktion zfh0, lassen aber nun η
∗ nacheinander die Werte 0,005, 0,006, . . . , 0,02
durchlaufen. Abbildung 4.7 zeigt links den maximalen Fehler
maxT∈Th ‖∇uτh(x, t1)−∇u˜0(x, t1)‖L2(T ) und den maximalen Fehlerindikator maxT∈Th ηZ(uτh, T )
in Abha¨ngigkeit von η∗. Rechts stellen wir den Einfluß von η∗ auf die Anzahl der Elemente
von Th dar.
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Ergebnisse der Untersuchung
• Das Maximum des Fehlerindikators ist nur geringfu¨gig gro¨ßer als die Vorgabe η∗, was
der Aussage des Satzes 4.5 entspricht.
• Fu¨r kleine Werte von η∗, also fu¨r ein feines Gitter, stimmen Fehler und Indikator gut
u¨berein. Lediglich fu¨r sehr große η∗ ist die U¨bereinstimmung schlecht. Das entspricht
der in Abschnitt 4.1.1 formulierten theoretischen Aussage, wonach der Z2-Indikator vor
allem dann den Fehler gut abscha¨tzt, wenn der Fehler klein ist, also auf dem feinen
Gitter.
4.4.3 Effizienzuntersuchung
Anhand des Problems (4.16) la¨ßt sich zeigen, daß eine Gitteradaption mit dem Ziel der Gleich-
verteilung des Fehlerindikators nicht immer einer effizienten Lo¨sung des Problems dient. Die
folgende numerische Untersuchung verdeutlicht diese Tatsache.
Untersuchung 4.8. Wir fu¨hren numerische Berechnungen des Problems (4.16) mit dem oben
angegebenen Verfahren und den in (4.17) und (4.18) definierten Zielfeinheits-Funktionen zfh0
und zfh1 durch. Die Ha¨ufigkeit der Gitteradaption legen wir dabei nach der in Abschnitt
4.3.2 beschriebenen Strategie 1 fest. Die dort auftretende Gro¨ße τadapt hat einen starken
Einfluß auf die Effizienz des Verfahrens. Um das zu beru¨cksichtigen, variieren wir τadapt gema¨ß
τadapt = 0,01, 0,02, . . . , 0,20. Aus Abbildung 4.9 links geht hervor, daß – wie erwartet – das
Verfahren mit zfh1 mehr Gitterknoten erzeugt als das Verfahren mit zfh0. In Abbildung 4.8
stellen wir die gemessene Rechenzeit u¨ber dem zeitlich gemittelten L2-Fehler dar. Die Graphik
zeigt eine erheblich ho¨here Effizienz des Verfahrens mit der Zielfeinheits-Funktion zfh1, also
des Verfahrens, bei dem keine Gleichverteilung des Fehlers angestrebt wird.
Die ho¨here Genauigkeit des Verfahrens mit zfh1 la¨ßt sich mit der sta¨rkeren Gitterverfeine-
rung erkla¨ren. U¨berraschend ist jedoch, daß dieses Verfahren bei kleinen Werten von τadapt
weniger Rechenzeit als das Verfahren mit zfh0 beno¨tigt. Um dieses Verhalten versta¨ndlich zu
machen, zeigen wir in Abbildung 4.9 rechts jeweils den mittleren Zeitschritt. Man erkennt
bei dem Verfahren mit zfh0 einen starken Einbruch des Zeitschritts fu¨r die kleinen Werte
von τadapt, also gerade dann, wenn durch ha¨ufige Verfeinerung eigentlich ein besseres Gitter
vorliegen sollte. Eine mo¨gliche Erkla¨rung fu¨r dieses Pha¨nomen wa¨re, daß durch ha¨ufige Git-
terverfeinerung direkt an der sensiblen Front Fehler entstehen – beispielsweise infolge einer
mo¨glicherweise unzureichenden Interpolation der Lo¨sungswerte auf neue Gitterpunkte. Die
extrem kleinen Zeitschritte des Verfahrens mit zfh0 fu¨r kleine Werte von τadapt sind jedenfalls
fu¨r die in diesem Falle sehr hohe Rechenzeit verantwortlich.
Fu¨r τadapt = 0,01 sind in Abbildung 4.10 fu¨r beide Zielfeinheits-Funktionen die Zeitschritte
und der Fehler der Frontposition u¨ber der Zeit aufgetragen. Die Abbildungen 4.11 zeigen
jeweils einen Ausschnitt des Gitters fu¨r τadapt = 0,01 zur Zeit t = 2,5. Man erkennt die
sta¨rkere Auflo¨sung der Front, wenn die Zielfeinheits-Funktion zfh1 verwendet wird.
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Abbildung 4.9: links: Anzahl der Gitterknoten, rechts: mittlerer Zeitschritt, beides in Ab-
ha¨ngigkeit von τadapt
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Abbildung 4.11: Gitter (Ausschnitt) fu¨r τadapt = 0,01 zur Zeit t = 2,5, links: Verfahren mit
zfh0, rechts: Verfahren mit zfh1
Ergebnisse der Untersuchung
• Die Gitterverfeinerung mit dem Ziel der Gleichverteilung des Fehlers ist nicht so effizient
wie die Adaption bei Verwendung der Zielfeinheits-Funktion zfh1.
• Bei ha¨ufiger Gitteradaption direkt an der Front treten hohe numerische Fehler auf.
Aus dem betrachteten Beispiel la¨ßt sich schließen, daß es mitunter fu¨r eine effiziente Lo¨-
sung außerordentlich sinnvoll ist, eine bewegte Front in einer gewissen Umgebung uniform zu
verfeinern, auch wenn das dem Grundsatz der Gleichverteilung des Fehlers u¨ber das Gitter
widerspricht.
4.5 Gittererzeugung auf gekru¨mmten Fla¨chen
Fu¨r die in Abschnitt 3.2 beschriebene Methode der finiten Elemente auf einer gekru¨mmten
Fla¨che S im R3 beno¨tigen wir die Approximation der Fla¨che S durch eine Polyederfla¨che
Sh, deren Eckpunkte sa¨mtlich auf S liegen. Diese Polyederfla¨che wird in der folgenden Weise
erzeugt:
• Die Fla¨che S wird durch eine Projektion P in eine Ebene E abgebildet.
• In dem Bildgebiet P (S) wird durch den Gittergenerator aus dem Programmpaket UG
eine Triangulierung Th erzeugt.
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• Die Gitterpunkte dieser Triangulierung werden durch die Umkehrabbildung P−1 wieder
auf die Fla¨che S projiziert.
• Wenn drei Gitterpunkte xi, xj und xk Eckpunkte eines Dreiecks T ∈ Th sind, dann sind
die Bildpunkte P−1(xi), P
−1(xj) und P
−1(xk) Eckpunkte eines ebenen Dreiecks T˜ in
R
3. Die Gesamtheit aller derartiger Dreiecke T˜ bildet die Polyederfla¨che Sh.
Der verwendete UG-Gittergenerator vermeidet automatisch Dreiecke mit sehr großen Innen-
winkeln, d.h. er beachtet die in Abschnitt 3.1.2 angegebene Maximalwinkel-Bedingung. Diese
Eigenschaft sollte auch fu¨r die Dreiecke T˜ ⊂ Sh gewahrt bleiben. Es ist daher sinnvoll, eine
mo¨glichst winkeltreue Projektion P zu verwenden.
Wir beschreiben im folgenden die Gittererzeugung, wenn die Fla¨che S eine Spha¨re oder ein
Ellipsoid ist, da diese beiden Fa¨lle fu¨r die in den Abschnitten 10.7 und 10.9 dargestellten
Probleme relevant sind.
4.5.1 Gittererzeugung auf der Spha¨re
Ist die Fla¨che S eine Spha¨re, so existiert mit der stereographischen Projektion eine winkel-
treue Abbildung. Die stereographische Projektion ist die Zentralprojektion aus einem Punkt
der Spha¨re auf die gegenu¨berliegende Tangentialebene. Wir betrachten etwa die durch die
Gleichung
x2 + y2 + z2 = r2
gegebene Spha¨re S. Die in einem Punkte x ∈ S angeheftete Tangentialebene von S werde
mit Tx(S) bezeichnet. Die Einheitsvektoren in Richtung der kartesischen Koordinatenachsen
seien i, j und k. Die stereographische Projektion Pa : S → T−a(S) aus dem Punkte a wird
fu¨r a 6= ±ri durch die Beziehungen
f =
i× a
|i× a| , e =
a× f
r
, Pa(x) = a + σ(x− a),
Pa(x) = −a +Xe + Y f , X, Y, σ ∈ R
vollsta¨ndig beschrieben. Dabei sind e und f orthonormale Vektoren, die die Tangentialebe-
ne T−a(S) aufspannen. Die stereographische Projektion auf einer Spha¨re wird in Abbildung
4.12 dargestellt. Die Zahl σ wird als Streckungsfaktor bezeichnet, da ein infinitesimal kleines
geometrisches Objekt, das auf S liegt und den Punkt x entha¨lt, unter der Projektion Pa
eine A¨hnlichkeitstransformation erfa¨hrt, bei der es um diesen Faktor gestreckt wird. Dieser
Sachverhalt wird in Satz 4.9 gezeigt. Der Streckungsfaktor σ kann auf die folgende Weise
anschaulich dargestellt werden: Es sei a die Entfernung des Bildpunktes Pa(x) vom Projekti-
onszentrum a und b die Entfernung des Punktes x von a. Dann ist der Streckungsfaktor σ(x)
gerade gleich dem Verha¨ltnis a/b.
In unserem Falle sind wir zumeist nicht an dem Vektor Pa(x) interessiert, sondern lediglich
an den Koordinaten X und Y von Pa(x) bezu¨glich der Basis {e, f}. Daher fu¨hren wir die
Abbildung P˜a : S → R2 ein, die durch P˜a(x) = (X,Y ) mit
X = σx · e, Y = σx · f , σ = 2r
2
r2 − a · x , f =
i× a
|i× a| , e =
a× f
r
(4.20)
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Abbildung 4.12: Stereographische Projektion
definiert ist. Oft wird vereinfachend auch von P˜a als stereographischer Projektion gesprochen.
Wir wollen diese Bezeichnung hier auch verwenden.
Die stereographische Projektion P˜a bildet S auf den gesamten R
2 ab. Da der Gittergene-
rator jedoch nur zur Triangulierung beschra¨nkter Gebiete geeignet ist, so bilden wir mit
der stereographischen Projektion lediglich eine Halbspha¨re in den R2 ab. Die Bildmenge ist
dann ein Kreis mit dem Radius 2r. Die andere Halbspha¨re wird durch die Projektion aus
dem gegenu¨berliegenden Punkt abgebildet. Wir wa¨hlen beispielsweise P˜−rk : S1 → R2 und
P˜rk : S2 → R2, wobei S1 die no¨rdliche und S2 die su¨dliche Halbspha¨re ist. Fu¨r diese Projek-
tionen aus den Polen vereinfacht sich die Darstellung (4.20) wie folgt:
x = (x, y, z), P˜−rk(x) = (X,Y ) mit X = σx, Y = σy, σ =
2r
r + z
(4.21)
und
x = (x, y, z), P˜rk(x) = (X,Y ) mit X = σx, Y = σy, σ =
2r
r − z .
Im folgenden untersuchen wir, in welcher Weise ein kleines Dreieck T˜ ⊂ Sh durch die Pro-
jektion P˜a seine Gestalt a¨ndert. Dazu fragen wir zuna¨chst, wie zwei nahe beieinanderliegende
Punkte auf S unter der Projektion P˜a ihren Abstand a¨ndern.
Satz 4.9. Es seien x = (x, y, z) und x + dx = (x + dx, y + dy, z + dz) zwei Punkte auf der
durch x2 + y2 + z2 = r2 gegebenen Kugel S mit dem infinitesimal kleinen Abstand |dx|. Dann
haben die Bildpunkte P˜a(x) und P˜a(x+ dx) der stereographischen Projektion P˜a den Abstand
σ|dx|, wobei σ = 2r2/(r2 − a · x) der in (4.20) definierte Streckungsfaktor ist.
Beweis. Aus Symmetriegru¨nden reicht es aus, den Satz fu¨r einen speziellen Vektor a zu
zeigen. Wir wa¨hlen a = −rk, d.h. wir betrachten die stereographische Projektion aus dem
Su¨dpol auf die im Nordpol angeheftete Tangentialebene. Nach der Formel (4.21) gilt
X =
2rx
r + z
, X + dX =
2r(x+ dx)
r + z + dz
.
Es folgt
dX = 2r
(x+ dx)(r + z)− x(r + z + dz)
(r + z + dz)(r + z)
,
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woraus durch Vernachla¨ssigung des Terms dz im Nenner die Aussage
dX = 2r
(r + z)dx− xdz
(r + z)2
folgt. Analog erha¨lt man
dY = 2r
(r + z)dy − ydz
(r + z)2
.
Demnach gilt
dX2 + dY 2 =
4r2
(r + z)4
(
((r + z)dx− xdz)2 + ((r + z)dy − ydz)2) (4.22)
=
4r2
(r + z)4
(
(r + z)2(dx2 + dy2) + (x2 + y2)dz2 − 2(r + z)dz(xdx+ ydy)) .
Da der Vektor x + dx den Betrag r hat, folgt
(x+ dx)2 + (y+ dy)2 + (z+ dz)2 = x2 + y2 + z2 + 2xdx+ 2ydy+ 2zdz+ dx2 + dy2 + dz2 = r2.
Wegen x2 + y2 + z2 = r2 ergibt sich, bei Vernachla¨ssigung der Terme dx2, dy2 und dz2, die
Gleichung xdx+ ydy + zdz = 0. Setzt man das in (4.22) ein, so folgt
dX2 + dY 2 =
4r2
(r + z)4
(
(r + z)2(dx2 + dy2) + (x2 + y2 + 2z(r + z))dz2
)
=
4r2
(r + z)4
(
(r + z)2(dx2 + dy2) + (r2 − z2 + 2z(r + z))dz2)
=
4r2
(r + z)2
(dx2 + dy2 + dz2).
Zieht man daraus die Wurzel, so ergibt sich die Behauptung.
Man beachte, daß die Streckung um den Faktor σ, die der Vektor dx durch die Projektion Pa
erfa¨hrt, nur von dem Skalarprodukt a · x, also insbesondere nicht von der Orientierung des
Vektors dx abha¨ngt. Damit ist die stereographische Projektion fu¨r infinitesimal kleine Dreiecke
eine A¨hnlichkeits-Transformation, bei der die Innenwinkel erhalten bleiben. Die Winkeltreue
der Projektion Pa wurde somit ebenfalls gezeigt.
Zur Gittererzeugung auf der no¨rdlichen Halbspha¨re S1 verwenden wir, wie oben bereits er-
wa¨hnt, die stereographische Projektion P−rk. Ein verbleibendes Problem ist die Erzeugung
eines geeigneten Grundgitters im Projektionsgebiet P−rk(S1). Unser Ziel ist es, ein uniformes
Gitter auf der Spha¨re zu erzeugen. Demnach sollte das Gitter auf dem Kreis P−rk(S1) am
Rand gro¨ßere Dreiecke enthalten als in der Mitte. Die Gro¨ßenverha¨ltnisse sind durch den
Streckungsfaktor σ vorgegeben. Wir geben auf P−rk(S1) gewisse Gitterpunkte Gi vor, deren
Urbilder P−1−rk(Gi) auf S nahezu den gleichen Abstand voneinander haben. Das wird durch
die folgende Vorgehensweise erreicht.
Es seien ϕ und ϑ die spha¨rischen Koordinaten auf S, gegeben durch
x = r cosϕ cosϑ,
y = r sinϕ cosϑ,
z = r sinϑ
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Zuna¨chst projizieren wir die n + 1 Breitenkreise3 Bk := {(ϕ, ϑ) : ϑ = kπ/2n}, k = 0, . . . , n
mittels P−rk auf das Bildgebiet P−rk(S1). In der Bildebene ergibt das konzentrische Kreise
P−rk(Bk) um den Ursprung mit den Radien Rk = 2r tan((n − k)π/4n). Die Gitterpunkte
werden nun auf den Kreisen P−rk(Bk) plaziert. Wir bezeichnen mit Nk die Anzahl der Punkte,
die auf dem Kreis P−rk(Bk) liegen sollen. Der zu einem Punkt degenerierte Kreis P−rk(Bn)
entha¨lt den GitterpunktGn,0 = (0, 0). Der na¨chste Kreis P−rk(Bn−1) sollte sechs Gitterpunkte
Gn−1,0, . . . , Gn−1,5 enthalten, die a¨quidistant angeordnet werden. Nun soll fu¨r m = 0, . . . , n−1
die Anzahl Nm der Punkte auf dem Kreis P−rk(Bk) na¨herungsweise proportional zur La¨nge
des Breitenkreises Bk sein. Die La¨nge der Breitenkreise betra¨gt
|Bk| = 2πr sin (n− k)π
2n
, k = 0, . . . , n.
Mit Nn−1 = 6 kann man daraus die Zahlen N0, . . . , Nn−2 berechnen:
Nk = round
(
6 sin (n−k)pi2n
sin pi2n
)
.
Dabei liefert die Funktion round() den gerundeten Wert auf die na¨chstliegende ganze Zahl.
Die Gitterpunkte sollen auf den Kreisen P−rk(Bk) a¨quidistant verteilt werden. Wir wa¨hlen
die folgenden Positionen
Gm,k =
(
Rm cos
2kπ
Nm
, Rm sin
2kπ
Nm
)
, k = 0, . . . , Nm − 1, m = 0, . . . , n− 1.
Sind die Punkte Gm,k bestimmt, so kann das Gitter durch eine Delaunay-Triangulierung er-
zeugt werden. Abbildung 4.13 zeigt die Kreise P−rk(Bk) im Bildgebiet P−rk(S1) sowie das
Dreiecksgitter. Im Anschluß an die Gittererzeugung kann noch eine Gittergla¨ttung vorgenom-
men werden, die einzelne Gitterknoten geringfu¨gig verschiebt, um sehr spitze bzw. stumpfe In-
nenwinkel zu vermeiden. Fu¨r unsere Berechnungen benutzen wir die Delaunay-Triangulierung
und die Gittergla¨ttung aus Matlab [114]. Die Punkte P−1−rk(Gm,k) sind dann die Eckpunkte
der Polyederfla¨che Sh.
4.5.2 Gittererzeugung auf dem Ellipsoid
Es sei S das durch die Gleichung
x2
a2
+
y2
b2
+
z2
c2
= 1
gegebene achsenparallele Ellipsoid. Um auf S ein Gitter zu erzeugen, transformieren wir das
Ellipsoid zuna¨chst auf die Einheitskugel B. Dazu verwenden wir die Abbildung K : S → B,
die durch K(x, y, z) = (x/a, y/b, z/c) gegeben ist. Wir erzeugen nun ein Gitter auf B durch die
stereographischen Projektionen Pa und P−a in der in Abschnitt 4.5.1 beschriebenen Weise.
Anschließend bilden wir die Gitterpunkte auf B mittels der Abbildung K−1 auf S ab und
verbinden die entsprechenden Gitterpunkte geradlinig. Im Ergebnis erhalten wir eine das
Ellipsoid S approximierende Polyederfla¨che Sh.
3Die Zahl n ∈ N sollte in der Gro¨ßenordnung von 10 liegen.
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Abbildung 4.13: Bildgebiet P−rk(S1). rot: Kreise P−rk(Bk), blau: Gitter
Die Abbildung K ist jedoch im allgemeinen nicht winkeltreu. Je sta¨rker sich die Halbach-
senla¨ngen a, b und c unterscheiden, umso sta¨rker verzerrte Dreiecke ko¨nnen in Sh auftreten.
Die genannte Methode der Gittererzeugung ist daher fu¨r Ellipsoide mit extrem verschiedenen
Halbachsenla¨ngen nicht geeignet.
Kapitel 5
Zeitintegration durch
Runge-Kutta-Verfahren
Im Ergebnis der Ortsdiskretisierung eines Reaktions-Diffusions-Problems von erha¨lt man ein
System gewo¨hnlicher Differentialgleichungen, welches entweder in der Form
ut = f(t,u), (5.1)
siehe (3.15), (3.16), (3.33), oder in der Form
Mut = f(t,u), (5.2)
siehe (3.9), (3.13), vorliegt. Dieses System muß mit einem geeigneten numerischen Verfahren
gelo¨st werden. Das folgende Kapitel befaßt sich daher mit numerischen Lo¨sungsverfahren fu¨r
ein System der Form (5.1). Auch fu¨r Systeme der Form (5.2) existieren numerische Verfahren,
jedoch werden wir diese hier nicht betrachten.
Zur numerischen Behandlung gewo¨hnlicher Differentialgleichungen existiert eine umfangrei-
che Theorie. Als wichtige Standardwerke auf diesem Gebiet seien die Bu¨cher von Hairer/
Nørsett/Wanner [77, 78], Deuflhard/Bornemann [51] und Strehmel/Weiner [155]
empfohlen. Wir werden im Rahmen dieser Arbeit nur auf die Runge-Kutta-Verfahren
eingehen, die eine wichtige Verfahrensklasse zur Lo¨sung gewo¨hnlicher Differentialgleichungen
bilden.
5.1 Runge-Kutta-Verfahren
Wir betrachten das System gewo¨hnlicher Differentialgleichungen
ut = f(t,u) (5.3)
mit einer Anfangsbedingung u(t0) = u0. Es sei t ∈ [t0, te] die Zeitvariable und u eine
vektorwertige differenzierbare Funktion u : [t0, te] → Rn. Das Zeitintervall werde gema¨ß
t0 < t1 < · · · < tN = te diskretisiert und die La¨nge der Teilintervalle mit
τi := ti+1 − ti (5.4)
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bezeichnet. Das numerische Verfahren liefert eine nur in den Zeitpunkten ti gegebene Lo¨sung
mit Werten ui, die den exakten Lo¨sungswert u(ti) approximieren.
Das einfachste Verfahren zur numerischen Lo¨sung des Problems (5.3) wurde bereits im Jahre
1768 von Euler [60] angegeben. Hierbei ersetzt man die Zeitableitung ut zur Zeit t = ti
durch den Differenzenquotienten (ui+1 − ui)/τi und erha¨lt so das Eulersche Polygonzug-
Verfahren (auch: explizites Euler-Verfahren)
ui+1 − ui
τi
= f(ui, ti), i = 0, . . . , N.
Der Vektor u0 ist durch die Anfangsbedingung gegeben.
Die Genauigkeit der numerischen Lo¨sung kann durch kompliziertere Verfahren erho¨ht werden.
Runge [137] und Heun [82] entwickelten gegen Ende des 19. Jahrhunderts verschiedene
derartige Verfahren. Kutta [100] gab 1901 eine allgemeine Form dieser Verfahren an, die
spa¨ter als Runge-Kutta-Verfahren bezeichnet wurden:
Definition 5.1. Gegeben sei eine Matrix A = (aij) ∈ Rs×s und ein Vektor b = (bi) ∈ Rs.
Mit ci =
∑s
j=1 aij ist ein s-stufiges Runge-Kutta-Verfahren durch die Vorschrift
kj = f
(
ti + cjτi,ui + τi
s∑
l=1
ajlkl
)
, j = 1, . . . , s, (5.5)
ui+1 = ui + τi
s∑
l=1
blkl
definiert.
Die Koeffizienten aij , bi und ci werden u¨blicherweise in einem sogenannten Butcher-Tableau
c1 a11 · · · a1s
...
...
...
cs as1 · · · ass
b1 · · · bs
angeordnet, eine Schreibweise, die 1964 von Butcher [31] eingefu¨hrt wurde. Das eingangs
erwa¨hnte Eulersche Polygonzugverfahren wird durch das Butcher-Tableau
0 0
1
dargestellt.
5.2 Konsistenzordnung
Die Konsistenzordnung eines numerischen Verfahrens gibt an, wie schnell sich die Na¨herungs-
lo¨sung der exakten Lo¨sung anna¨hert, wenn man die Zeitschritte τi gegen 0 gehen la¨ßt.
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Definition 5.2. Ein Runge-Kutta-Verfahren ist von der Konsistenzordnung p (kurz: von p-ter
Ordnung), wenn fu¨r hinreichend glatte Probleme (5.3) die Abscha¨tzung
‖u(t1)− u1‖ ≤ Cτp+10
gilt.
Man berechnet die Konsistenzordnung von Runge-Kutta-Verfahren durch Taylor-Entwicklung
der exakten Lo¨sung u(t1) an der Entwicklungsstelle t0.
Beispiel 5.3. Die Taylor-Entwicklung von u(t1) an der Stelle t0 ergibt
u(t1) = u(t0) + τ0ut(t0) +O(τ
2
0 ) = u0 + τ0f(t0,u0) +O(τ
2
0 ).
Fu¨r das Eulersche Polygonzugverfahren
u1 = u0 + τ0f(t0,u0)
folgt u(t1)− u1 = O(τ20 ), also auch ‖u(t1)− u1‖ ≤ Cτ20 . Das Eulersche Polygonzugverfahren
ist demnach von erster Ordnung, da die Gro¨ße u(t1)− u1 zweiter Ordnung in τ0 ist.
5.3 Explizite und implizite Verfahren
Ist die Matrix A in Definition 5.1 eine untere Dreiecksmatrix mit Nulldiagonale, so liegt ein
explizites Runge-Kutta-Verfahren vor. In diesem Falle kann die rechte Seite in der j-ten Glei-
chung von (5.5) direkt aus den linken Seiten der Gleichungen 1, . . . , j − 1 berechnet werden.
Genu¨gt A jedoch nicht dieser Bedingung, so handelt es sich um ein implizites Verfahren.
Die Gleichungen (5.5) bilden dann ein Gleichungssystem, dessen Berechnung aufwendiger
ist. Klassische explizite Runge-Kutta-Verfahren sind das bereits erwa¨hnte Eulersche Polygon-
zugverfahren, das von erster Ordnung ist, sowie die durch die folgenden Butcher-Tableaus
gegebenen Verfahren (von links: Runge 2. Ordnung, Runge 3. Ordnung [137], Kutta 4.
Ordnung [100]).
0 0 0
1/2 1/2 0
0 1
0 0 0 0 0
1/2 1/2 0 0 0
1 0 1 0 0
1 0 0 1 0
1/6 2/3 0 1/6
0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0
1/6 1/3 1/3 1/6
Implizite Runge-Kutta-Verfahren wurden erstmalig im Jahre 1824 von Cauchy [38] benutzt.
Er entwickelte das sogenannte ϑ-Verfahren
ϑ ϑ
1
, 0 ≤ ϑ ≤ 1.
Fu¨r ϑ = 0 liegt das explizite Euler-Verfahren, fu¨r ϑ = 1 das sogenannte implizite Euler-
Verfahren vor. Falls ϑ 6= 1/2 ist, hat das ϑ-Verfahren die Ordnung 1. Fu¨r ϑ = 1/2 erha¨lt
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man ein Verfahren zweiter Ordnung, die sogenannte implizite Mittelpunktsregel. Von
Hammer und Hollingsworth [79] (1955) stammt das Verfahren dritter Ordnung
0 0 0
2/3 1/3 1/3
1/4 3/4
.
Neben den angegebenen existiert noch eine Vielzahl weiterer Verfahren. Durch Verwendung
hinreichend vieler Stufen la¨ßt sich eine beliebig hohe Ordnung erzielen. Allerdings nimmt die
Anzahl der Ordnungsbedingungen an die Koeffizienten stark zu, so daß deren Bestimmung
fu¨r Verfahren ho¨herer Ordnung komplizierter wird.
5.4 Schrittweitensteuerung
Bei einem konvergenten Verfahren verringert sich der Fehler der numerischen Lo¨sung, wenn
die Zeitschrittweiten τi verkleinert werden. Die Idee der Zeitschrittsteuerung ist es, τi so groß
zu wa¨hlen, daß der lokale Fehler des Verfahrens unter einer vorgegebenen Toleranz TOLt
bleibt. Wir definieren zuna¨chst den lokalen Fehler des Verfahrens:
Definition 5.4. Gegeben sei das System gewo¨hnlicher Differentialgleichungen
ut = f(t,u) (5.6)
auf dem Intervall t ∈ [t0, te] mit der Anfangsbedingung u(t0) = u0. Die diskreten Zeitpunkte,
Zeitschrittweiten und numerischen Lo¨sungswerte seien wie oben mit ti, τi und ui bezeichnet.
Weiterhin sei u˜i eine Lo¨sung von (5.6), die der Anfangsbedingung u˜i(ti) = ui genu¨gt. Dann
erha¨lt man mit
eloc,i := ui − u˜i−1(ti)
den lokalen Fehler des Verfahrens im i-ten Zeitschritt.
Bemerkung 5.5. Fu¨r ein Verfahren p-ter Ordnung ist der lokale Fehler von der Ordnung
τp+1i , d.h. es gilt ‖eloc,i+1‖ ≤ Cτp+1i mit einer Konstante C.
Der lokale Fehler ist bei der praktischen Rechnung jedoch nicht bekannt. Man verwendet
daher eine geeignete Scha¨tzung dieses Fehlers. Eine Mo¨glichkeit der Abscha¨tzung erha¨lt man
durch Einbettung eines weiteren Verfahrens, ein Prinzip, das wir im folgenden am Beispiel der
Runge-Kutta-Verfahren erla¨utern wollen. Wir folgen dabei im wesentlichen der Darstellung
von Deuflhard/Bornemann [51, Abschnitt 5.3].
Runge-Kutta-Verfahren mit Einbettung sind Verfahren der Form (5.5), bei denen mit
ûi+1 = ui + τi
s∑
l=1
b̂lkl
eine weitere konsistente Lo¨sung ûi+1 vorliegt. Wir nehmen an, daß diese Lo¨sung ûi+1 bezu¨glich
einer Norm ‖ · ‖∗ von geringerer Genauigkeit als ui+1 ist. Die Ordnungen von u und û seien
p und p̂; es gelte p ≥ p̂. Fu¨r die lokalen Fehler
eloc,i+1 = u˜i(ti+1)− ui+1 und êloc,i+1 = u˜i(ti+1)− ûi+1
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gilt demnach
ϑ :=
‖eloc,i+1‖∗
‖êloc,i+1‖∗ < 1.
In Analogie zu Abschnitt 4.1 definieren wir einen Fehlerscha¨tzer auf die folgende Weise.
Definition 5.6. Es sei t0 < t1 < · · · < tN = te die Diskretisierung des Zeitintervalls und
u0, . . . ,uN die diskrete Lo¨sung des Systems ut = f(t,u). Eine Funktion ε : {0, . . . , N} → R+
wird als Fehlerscha¨tzer fu¨r den lokalen Fehler eloc,i der diskreten Lo¨sung bezeichnet, wenn
ε bezu¨glich einer Norm ‖ · ‖∗ die folgenden Eigenschaften erfu¨llt:
• Zuverla¨ssigkeit: Es gibt eine Konstante C1 > 0, so daß ‖eloc,i‖∗ ≤ C1ε(i) fu¨r alle
i = 0, . . . , N erfu¨llt ist.
• Effizienz: Es gibt eine Konstante C2 > 0, so daß ε(i) ≤ C2‖eloc,i‖∗ fu¨r alle i = 0, . . . , N
erfu¨llt ist.
Gilt zusa¨tzlich fu¨r τ := max{τi}
lim
τ→0
C1, C2 = 1,
so heißt der Fehlerscha¨tzer ε asymptotisch exakt.
Satz 5.7. Die Gro¨ße
ε̂ := ‖êloc,i+1 − eloc,i+1‖∗ (5.7)
ist ein Fehlerscha¨tzer fu¨r den Fehler êloc,i+1 des ungenaueren Verfahrens. Falls u von echt
ho¨herer Ordnung als û ist, d.h. falls p > p̂ gilt, so ist dieser Fehlerscha¨tzer asymptotisch exakt.
Fu¨r den Fehler eloc,i+1 des genaueren Verfahrens gilt
‖eloc,i+1‖∗ ≤ ϑ
1− ϑ‖ε̂loc,i+1‖∗.
Beweis. Siehe Deuflhard/Bornemann [51, Abschnitt 5.3].
Wenn sogar ‖eloc,i+1‖∗ ≤ ‖êloc,i+1‖∗/2 gilt, so folgt aus Satz 5.7, daß der Fehler ‖eloc,i+1‖∗
durch die Gro¨ße ε̂ nach oben beschra¨nkt ist. In diesem Falle ist
τopt := β τi
(
TOLt
ε̂
)1/(bp+1)
, β / 1 (5.8)
ein Zeitschritt, der garantiert, daß der lokale Fehler ‖eloc,i+1‖∗ unter einer vorgegebenen Tole-
ranz TOLt bleibt. Die Herleitung von τopt bedarf einiger regelungstechnischer U¨berlegungen.
Wir verweisen erneut auf Deuflhard/Bornemann [51, Abschnitt 5.2.2].
Um allzu große Spru¨nge des Zeitschritts zu vermeiden, schlagen wir den folgenden neuen
Zeitschritt vor:
τneu =

βmax τi, τopt > βmax τi,
βmin τi, τopt < βmin τi,
τopt, sonst.
(5.9)
Die Gro¨ßen βmax > 1 und βmin < 1 sind die Sprungbegrenzungen. Eine mo¨gliche Wahl der
Parameter ist beispielsweise β = 0,8, βmax = 2, βmin = 0,5.
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Ist ε̂ ≤ TOLt, so wird die Lo¨sung ui+1 akzeptiert und fu¨r den na¨chsten Zeitschritt τi+1 = τneu
gesetzt. Wenn aber ε̂ > TOLt ist, so wird der Schritt mit τi = τneu wiederholt. Der Vorgang
der Zeitschrittsteuerung wird in dem folgenden Algorithmus dargestellt.
Algorithmus 5.8 (Zeitschrittsteuerung).
Vorgabe von t0, tmax, τ0, TOLt, u0
i = 0
while ti < tmax
Lo¨sungsverfahren: ui, τi =⇒ ui+1, ûi+1
bestimme ε̂ nach (5.7), (5.9)
bestimme τneu nach (5.8), (5.9)
if ε̂ ≤ TOLt
ti+1 = ti + τi
i := i+ 1
end
τi = τneu
end
Dieser Algorithmus garantiert, daß ε̂ ≤ TOLt gilt. Falls ‖eloc,i+1‖∗ ≤ ‖êloc,i+1‖∗/2 erfu¨llt ist,
so folgt auch fu¨r den lokalen Fehler ‖eloc,i+1‖∗ ≤ TOLt. Wenn jedoch
ϑ =
‖eloc,i+1‖∗
‖êloc,i+1‖∗ ≪
1
2
ist, dann ist ‖eloc,i+1‖∗ ≪ TOLt, d.h. die gewu¨nschte Kontrolle des lokalen Fehlers wird
u¨bererfu¨llt.
In Algorithmus 5.8 wird mit der genaueren Lo¨sung ui+1 im na¨chsten Zeitschritt weiterge-
rechnet. Vor allem bei historisch a¨lteren Verfahren wurde im Gegensatz dazu die ungenauere
Lo¨sung ûi+1 zur weiteren Rechnung verwendet. Ein Grund dafu¨r war, daß die Gro¨ße ε̂ fu¨r
ûi+1 ein Fehlerscha¨tzer ist, wa¨hrend sie fu¨r ui+1 nur eine obere Schranke des Fehlers darstellt.
Verfahren, die ui+1 weiterverwenden, haben sich jedoch weitestgehend durchgesetzt, da hier-
bei die ho¨here Genauigkeit dieser Lo¨sung ausgenutzt wird. Fu¨r die Ordnung von Verfahren
mit Einbettung verwenden wir die folgende Schreibweise: Verfahren, die mit der genaueren
Lo¨sung weiterrechnen, sind von der Ordnung p(p̂), Verfahren, die mit der ungenaueren Lo¨sung
weiterrechnen, von der Ordnung p̂(p).
Bemerkung 5.9. Bei der Definition von ε̂ in (5.7) ko¨nnen verschiedene Vektornormen ‖ · ‖∗
verwendet werden. Ha¨ufig benutzt man entweder eine skalierte Euklidische Vektornorm
‖v‖∗ :=
√√√√ 1
n
n∑
i=1
v2i (5.10)
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oder die Maximumnorm
‖v‖∗ := max
i=1,...,n
|vi|.
Bei Verwendung der Maximumnorm kommt es nach einer Gitterverfeinerung ha¨ufig zu einem
starken Einbruch des Zeitschritts, verbunden mit etlichen Zeitschrittverwerfungen, weil die
dabei auftretenden lokal begrenzten Fehler die Norm deutlich beeinflussen. Dieser Effekt er-
ho¨ht die Rechenzeit, und man wird deshalb oft die skalierte Euklidische Norm verwenden.
Die Zeitschrittsteuerung mit der skalierten Euklidischen Norm ist jedoch mitunter anfa¨lliger
fu¨r das Auftreten ra¨umlich lokaler Instabilita¨ten des Verfahrens, da ra¨umlich lokal begrenzte
Fehler in diesem Falle nicht so stark bestraft werden. Da kann zu irreparabel schlechten Lo¨-
sungen und zum Abbruch des Verfahrens fu¨hren. Bei Problemen, die zu instabilem Verhalten
neigen, kann deshalb die Verwendung der Maximumnorm eine Alternative sein. In den in
dieser Arbeit durchgefu¨hrten numerischen Beispielen wird, wenn es nicht anders vermerkt ist,
die skalierte Euklidische Norm verwendet.
Ein explizites Runge-Kutta-Verfahren mit Einbettung wurde erstmalig 1957 von Merson
[117] konstruiert. Es ist durch das Butcher-Tableau
0 0 0 0 0 0
1/3 1/3 0 0 0 0
1/3 1/6 1/6 0 0 0
1/2 1/8 0 3/8 0 0
1 1/2 0 −3/2 2 0
ui+1 1/6 0 0 2/3 1/6
ûi+1 1/10 0 3/10 2/5 1/5
gegeben und von vierter Ordnung. Das eingebettete Verfahren ist i.a. dritter Ordnung, im Falle
linearer Gleichungen mit konstanten Koeffizienten sogar fu¨nfter Ordnung. Ha¨ufig benutzt wer-
den die in den Jahren 1968 und 1969 vorgestellten Verfahren von Fehlberg [62, 63] (Ordnung
7(8), 13-stufig und Ordnung 4(5), 6-stufig) sowie die Verfahren von Dormand und Prince
[52, 53] aus den Jahren 1980 und 1981 (Ordnung 5(4), 7-stufig und Ordnung 8(7), 13-stufig).
Die Koeffizienten dieser Verfahren ko¨nnen den Bu¨chern von Hairer/Nørsett/Wanner [77]
und Deuflhard/Bornemann [51] entnommen werden.
Auch in impliziten Runge-Kutta-Verfahren wird Einbettung zur Schrittweitensteuerung ver-
wendet. Ein Beispiel hierfu¨r ist das Verfahren RADAU5 von Hairer und Wanner [78], das
auf einem impliziten Verfahren von Ehle [55] aus dem Jahre 1969 basiert. Dieses Verfahren
ist dreistufig und hat die Ordnung 5(4).
5.5 Stabilita¨t
Viele explizite und einige implizite Verfahren zeigen nur dann ein stabiles Verhalten, wenn
die Zeitschrittweite hinreichend klein gewa¨hlt wurde. Stabilita¨t ist jedoch eine notwendige
Voraussetzung dafu¨r, u¨berhaupt sinnvolle numerische Na¨herungslo¨sungen zu erhalten. Insta-
bile Verfahren fu¨hren auf oszillierende numerische Lo¨sungen, ha¨ufig mit schnell anwachsender
Amplitude, die keine Aussage u¨ber die exakte Lo¨sung mehr gestatten. Eine Analyse insta-
biler Probleme wurde erstmals – fu¨r hyperbolische Differentialgleichungen – von Courant,
Friedrichs und Lewy [43] im Jahre 1928 vorgenommen.
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Der Begriff der Stabilita¨t ist sowohl auf die Differentialgleichung selbst, als auch auf das
numerische Verfahren anwendbar. Unter Stabilita¨t verstehen wir die Eigenschaft, daß zwei
benachbarte Lo¨sungskurven in beschra¨nktem Abstand voneinander bleiben. Betrachten wir
zuna¨chst ein lineares autonomes System ut = Au und zwei Lo¨sungen u und v zu den An-
fangswerten u(t0) = u0 und v(t0) = v0. Die Differenz der beiden Lo¨sungen w := u−v erfu¨llt
dann die Gleichung wt(t) = Aw(t). Das Verhalten dieses linearen Systems wird wesentlich
durch die Eigenwerte von A bestimmt. Wir nennen das Problem stabil, wenn alle Eigenwerte
λi der Matrix A die Bedingung Re λi ≤ 0 und die mehrfachen Eigenwerte λj sogar Re λi < 0
erfu¨llen.
Bei nichtlinearen Systemen reicht eine derartige Bedingung an die Eigenwerte der Jacobi-
Matrix nicht aus, um Stabilita¨t zu erhalten. Die Stabilita¨tstheorie nichtlinearer Probleme
wurde 1877 von Routh [136] und Poincare´ begru¨ndet etwas spa¨ter in einer beru¨hmten
Arbeit von Ljapunov [108] weiterentwickelt. Mit Hilfe sogenannter Ljapunov-Funktionen
erha¨lt man hier eine hinreichende Bedingung fu¨r Stabilita¨t. Fu¨r einen kurzen U¨berblick u¨ber
diese Thematik verweisen wir auf das Buch von Hairer, Nørsett und Wanner [77].
Zur Untersuchung der Stabilita¨t eines numerischen Verfahrens fu¨hrte Dahlquist die Test-
gleichung ut = λu, u(0) = 1 ein. Die Lo¨sung eines Runge-Kutta-Verfahrens nach einem
Zeitschritt kann in der Form
u1 = R(λτ0)
geschrieben werden.
Definition 5.10. Die rationale Funktion R wird als Stabilita¨tsfunktion des Verfahrens
bezeichnet. Das Gebiet S = {z ∈ C : |R(z)| ≤ 1} heißt Stabilita¨tsgebiet des Verfahrens.
Falls λτ0 ∈ S ist, so folgt |u1| ≤ |u0| = 1, d.h. der Betrag der numerischen Lo¨sung der
Testgleichung nimmt ab.
Im Falle eines linearen autonomen Systems ut = Au ist es sinnvoll, die folgende Stabilita¨ts-
forderung an ein numerisches Verfahren zu stellen:
Stabilita¨tsforderung
Es gelte
τiλj(A) ∈ S (5.11)
fu¨r alle Eigenwerte λj(A), die Re λj(A) ≤ 0 erfu¨llen.
Die Stabilita¨tsforderung kann wie folgt interpretiert werden: In Eigenrichtungen, in denen die
exakte Lo¨sung stabil ist, soll auch die numerische Lo¨sung stabiles Verhalten zeigen.
Die Stabilita¨tsforderung kann zu einer notwendigen Beschra¨nkung des Zeitschrittes fu¨hren.
Wir bezeichnen mit τstab,i den nach der Stabilita¨tsforderung maximal zula¨ssigen Zeitschritt τi.
Wird die Stabilita¨tsbedingung nur sehr knapp erfu¨llt, was der Fall ist, wenn Eigenwerte nahe
am Rand von S liegen, so kann es durchaus noch zu sto¨renden Oszillationen der numerischen
Lo¨sung kommen. Durch die Stabilita¨tsbedingung werden nur Oszillationen mit wachsender
Amplitude verhindert. Das unten angegebene Beispiel 5.16 illustriert diesen Sachverhalt. Man
muß also gegebenenfalls den Zeitschritt sta¨rker beschra¨nken, als es die Bedingung vorschreibt.
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Verfahren, bei denen die Stabilita¨tsforderung (5.11) niemals auf eine Zeitschrittbeschra¨nkung
fu¨hrt, werden A-stabile Verfahren genannt. Die folgende Definition geht auf Dahlquist [45]
(1963) zuru¨ck:
Definition 5.11. Ein numerisches Verfahren heiße A-stabil, wenn die linke Halbebene {z ∈
C : Re z ≤ 0} ganz im Stabilita¨tsgebiet S des Verfahrens enthalten ist.
Eine etwas schwa¨chere Bedingung wird fu¨r die sogenannte A(α)-Stabilita¨t gestellt:
Definition 5.12 (Widlund [171] (1967)). Sei α ∈]0, π/2[. Ein numerisches Verfahren heißt
A(α)-stabil, falls der Ausschnitt {z ∈ C : |arg(−z)| < α} ganz in S enthalten ist.
Eine weitere wu¨nschenswerte Eigenschaft eines numerischen Verfahrens ist, daß Komponenten
des linearen autonomen Systems, die sehr schnell gegen 0 gehen, die also den Eigenwerten
mit stark negativem Realteil entsprechen, auch in der numerischen Lo¨sung schnell geda¨mpft
werden. Ein solches Verhalten zeigen L-stabile Verfahren, die wie folgt definiert sind:
Definition 5.13 (Ehle [55] (1969)). Ein numerisches Verfahren heißt L-stabil, falls es
A-stabil ist und zusa¨tzlich der Bedingung limz→∞R(z) = 0 genu¨gt.
Bemerkung 5.14. Fu¨r eine rationale Funktion R gilt limz→∞R(z) = limz→−∞R(z).
Beispiel 5.15. Die folgende Darstellung zeigt Stabilita¨tsfunktion und Stabilita¨tsgebiet des
expliziten und impliziten Euler-Verfahrens sowie der impliziten Trapezregel.
Euler
explizit:
0 0
1
, R(z) = 1 + z, S = {z ∈ C : |z + 1| ≤ 1}, nicht
A-stabil
Euler
implizit:
1 1
1
, R(z) =
1
1− z , S = {z ∈ C : |z − 1| ≥ 1}, L-stabil
implizite
Trapezregel:
0 0 0
1 1/2 1/2
1/2 1/2
, R(z) =
2 + z
2− z , S = {z ∈ C : Rez ≤ 0},
A-stabil,
nicht
L-stabil
Beispiel 5.16. Zur Untersuchung der Stabilita¨t verschiedener Verfahren konstruierten Cur-
tiss und Hirschfelder [44] 1952 die Differentialgleichung
ut = −50(u− cos t), u(0) = 0,
deren Lo¨sung durch
u(t) = −2500
2501
e−50t +
2500
2501
cos t+
50
2501
sin t
gegeben ist. Nach einer kurzen transienten Phase, die durch den Exponentialterm bestimmt
wird, na¨hert sich die Lo¨sung der Funktion
g(t) =
2500
2501
cos t+
50
2501
sin t
an. Abbildung 5.1 zeigt die Lo¨sung der drei Verfahren aus Beispiel 5.15 mit konstanter Zeit-
schrittweite.
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0 0.1 0.2 0.3 0.4
0
0.5
1
1.5
2
exakte Loesung (blau), expl. Euler (rot)
0 0.1 0.2 0.3 0.4
0
0.5
1
1.5
2
exakte Loesung (blau), impl. Euler (rot)
0 0.1 0.2 0.3 0.4
0
0.5
1
1.5
2
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Abbildung 5.1: Lo¨sung des Problems von Curtiss & Hirschfelder, von links: expl. Euler
(τ = 0.019), impl. Euler (τ = 0.05), impl. Trapezregel (τ = 0.05)
Das explizite Eulerverfahren erfu¨llt gerade noch die Stabilita¨tsbedingung, trotzdem ist die
Lo¨sung stark oszillierend. Die Lo¨sung der Trapezregel zeigt ebenfalls Oszillationen, da diese
nicht L-stabil ist. Das L-stabile implizite Eulerverfahren ist zwar anfangs etwas ungenau,
oszillert aber nicht.
Im allgemeinen zeigen implizite Verfahren bessere Stabilita¨tseigenschaften als explizite. Vie-
le implizite Verfahren sind A-stabil. Fu¨r Probleme mit betraglich großen Eigenwerten, die
negativen Realteil haben, sind deshalb oftmals explizite Verfahren nicht mehr effizient, da
deren Stabilita¨tsforderung den Zeitschritt zu stark einschra¨nkt. Hier mu¨ssen stabile implizite
Verfahren verwendet werden. Probleme dieser Art werden als steif bezeichnet. Wir werden im
folgenden Abschnitt na¨her auf das Pha¨nomen der Steifheit gewo¨hnlicher Differentialgleichun-
gen eingehen.
5.6 Steifheit
Bei einigen Differentialgleichungen fu¨hren die Stabilita¨tsbedingungen expliziter numerischer
Verfahren zu einer starken Einschra¨nkung des Zeitschrittes, obwohl aus der Sicht der beno¨tig-
ten Genauigkeit der Zeitschritt gro¨ßer gewa¨hlt werden ko¨nnte. Eine solche Problematik wird
als Steifheit der Differentialgleichung bezeichnet. Auf mathematisch exakte Weise ist der
Begriff der Steifheit schwer zu fassen; es gibt viele Gro¨ßen, von denen letztendlich abha¨ngt,
ob man ein Problem als steif bezeichnet oder nicht. Insbesondere sind dies
• die Stabilita¨tseigenschaften des Systems,
• die gewu¨nschte Genauigkeit, repra¨sentiert durch die Fehlertoleranz TOLt und
• die verwendeten expliziten und impliziten Verfahren, deren Zeitschrittweiten man mit-
einander vergleicht.
Aus diesem Grunde gibt es in der Literatur auch keine einheitliche Definition der Steifheit
sondern eher eine Vielzahl verbaler Beschreibungen des Pha¨nomens. Die historisch a¨lteste geht
auf Curtiss und Hirschfelder [44] (1952) zuru¨ck und lautet:
”
Stiff equations are equations
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where certain implicit methods, in particular BDF, perform better, usually tremendously
better, than explicit ones.“1
Differentialgleichungen, die aus der Ortsdiskretisierung parabolischer Gleichungen hervorge-
hen, sind ha¨ufig derartige steife Probleme. Wir wollen daher im folgenden Abschnitt speziell
auf die Steifheit linearer autonomer Reaktion-Diffusions-Gleichungen eingehen.
5.6.1 Steifheit linearer autonomer Reaktions-Diffusions-Gleichungen
Die Steifheit von Reaktions-Diffusions-Systemen kann Ursachen im Diffusionsanteil und in
der Reaktionsfunktion haben. Wir wollen das Auftreten von Steifheit exemplarisch an einer
skalaren semilinearen Gleichung der Form
∂u
∂t
(x, t) = ∇ · (d(x)∇u(x, t)) + r(x)(u(x, t)), (5.12)
u(x, 0) = u0(x).
studieren. Wir nehmen Neumannsche Randbedingungen an:
d(x)n∂Ω · ∇u(x, t) = gNeu(x, t).
Nach der Ortsdiskretisierung durch lineare finite Elemente mit reduzierter Massenmatrix liegt
ein System gewo¨hnlicher Differentialgleichungen der Form
ut = −L−1Su + diag(r)u + L−1BgNeu =: f(u)
vor, vgl. (3.15). Dabei ist r der Vektor der Funktionswerte von r in den Gitterpunkten xi.
Die u¨brigen Vektoren und Matrizen sind wie in Abschnitt 3.1.4 definiert.
Um das Stabilita¨tsverhalten der Differentialgleichung zu untersuchen, beno¨tigen wir eine Aus-
sage u¨ber die Eigenwerte der Jacobi-Matrix J := ∂f/∂u = −L−1S + diag(r). Wir zeigen
zuna¨chst, daß die Eigenwerte dieser Matrix sa¨mtlich reell sind und scha¨tzen dann die Gro¨-
ßenordnung der Eigenwerte ab.
Zuna¨chst beno¨tigen wir das folgende Lemma:
Lemma 5.17. Sind A und B symmetrische Matrizen und ist B zusa¨tzlich positiv oder negativ
definit, so sind die durch die Gleichung Ax = λBx gegebenen Eigenwerte des Matrizenpaares
A;B sa¨mtlich reell.
Beweis. Der Beweis wird hier nicht angegeben. Wir verweisen auf das Buch von Zurmu¨hl
und Falk [178, Abschnitt 15.2].
Ausgeru¨stet mit diesem Lemma, ko¨nnen wir jetzt den folgenden Satz beweisen:
Satz 5.18. Fu¨r skalare Reaktions-Diffusions-Gleichungen sind die Eigenwerte der Jacobi-
Matrix J = ∂f/∂u = −L−1S + diag(r) sa¨mtlich reell.
1
”
Steife Gleichungen sind Gleichungen, bei denen gewisse implizite Verfahren, insbesondere BDF-Verfahren,
besser – oft wesentlich besser – abschneiden als explizite.“
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Beweis. Nach Konstruktion ist S eine symmetrische Matrix. L ist eine Diagonalmatrix mit
sa¨mtlich positiven Diagonalelementen, also positiv definit. Die Matrix diag(r) ist ebenfalls
Diagonalmatrix. Die Eigenwerte von J genu¨gen der Gleichung
(−S + L diag(r))x = λLx.
Die Matrix (−S + L diag(r)) ist symmetrisch. Aus Lemma 5.17 folgt nun, daß die Eigenwerte
sa¨mtlich reell sind.
Bemerkung 5.19. Fu¨r nichtskalare Systeme von Reaktions-Diffusions-Gleichungen geht die
Symmetrie der Jacobi-Matrix verloren. Deshalb ko¨nnen dann auch konjugiert komplexe Ei-
genwerte auftreten.
Eine grobe Lokalisierung der Eigenwerte gewinnt man mit dem Satz von Gerschgorin [72]
(1931), siehe etwa Zurmu¨hl/Falk [179, Abschnitt 36.2]:
Satz 5.20 (Gerschgorin [72] (1931)). Die n Eigenwerte der Matrix A = (aij)i,j=1,...,n, die
durch die Gleichung Ax = λx gegeben sind, liegen in der Vereinigungsmenge der n Kreise
|λ− aii| ≤ min
 ∑
j=1,...,n, j 6=i
|aij |,
∑
j=1,...,n, j 6=i
|aji|
 , i = 1, . . . , n.
Wir diskutieren zuna¨chst das Auftreten von Steifheit im Spezialfall r ≡ 0, also fu¨r die Wa¨r-
meleitungsgleichung.
Steifheit der Wa¨rmeleitungsgleichung
Fu¨r d = const. > 0 und r ≡ 0 in (5.12) erha¨lt man die Wa¨rmeleitungsgleichung mit konstan-
tem Diffusionskoeffizienten. Der kleinste Eigenwert λmin(J) der Jacobi-Matrix bestimmt das
Stabilita¨tsverhalten. Der Satz von Gerschgorin liefert die Eingrenzung
−2max{(L−1S)
ii
} ≤ λmin(J) ≤ 0.
Miller [119] gibt die scha¨rfere Einschra¨nkung
λmin(J) ≤ −max{
(
L−1S
)
ii
}
an. Der Ausdruck max{(L−1S)
ii
} wird im wesentlichen durch die Gro¨ße des kleinsten Ele-
ments der Triangulierung bestimmt. Fu¨r ein Gitter aus gleichseitigen Dreiecken mit Seiten-
la¨nge h gilt etwa (
L−1S
)
ii
=
4
h2
.
Folglich ist −λmin(J) proportional zu 1/h2, d.h. fu¨r nicht A-stabile Verfahren ist der maximal
zula¨ssige Zeitschritt τstab proportional zu h
2. Bei starker Gitterverfeinerung kann τstab dem-
nach sehr klein werden; es liegt dann ein steifes Problem vor und man sollte ein A-stabiles
Verfahren verwenden.
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Steifheit linearer autonomer Reaktions-Diffusions-Gleichungen
Der Satz von Gerschgorin liefert die Abscha¨tzungen
min{−2 (L−1S)
ii
+ r(xi)} ≤ λmin(J) ≤ 0.
Zusa¨tzlich zur Steifheit durch Diffusion ko¨nnen demnach negative Werte von p′(ui) zu ei-
ner weiteren Verkleinerung der Eigenwerte der Jacobi-Matrix J fu¨hren. Die Steifheit von
Reaktions-Diffusions-Gleichungen kann somit eine Folge der Gitterverfeinerung und negativer
Funktionswerte der Reaktionsfunktion r sein.
5.7 W-Methoden
Wir betrachten das System gewo¨hnlicher Differentialgleichungen
ut = f(t,u), u(t0) = u0.
In dem in (5.1) angegebenen s-stufigen Runge-Kutta-Verfahren mu¨ssen in jedem Zeitschritt s
nichtlineare Gleichungssysteme gelo¨st werden, falls die zugrundeliegende Differentialgleichung
nichtlinear ist. Ha¨ufig wird hierfu¨r das Newton-Verfahren verwendet. Eine Alternative dazu
sind linear-implizite Runge-Kutta-Verfahren, bei denen die Nichtlinearita¨t nur explizit
auftritt, also nicht auf ein nichtlineares Gleichungssystem fu¨hrt. Linear-implizite Verfahren
wurden erstmals 1963 von Rosenbrock [135] formuliert. Bei diesen Verfahren geht die Jacobi-
Matrix ∂f/∂u in das lineare Gleichungssystem ein, sie muß also in jedem Zeitschritt neu
berechnet werden. Spa¨ter wurden von Steihaug und Wolfbrandt [152] die sogenannten
W-Methoden entwickelt.
Definition 5.21. Eine s-stufige W-Methode mit Einbettung ist durch die Vorschrift
kj = f
(
ti + cjτi,ui + τi
j−1∑
l=1
αjlkl
)
+ τiT
j∑
l=1
γjlkl, j = 1, . . . , s, (5.13)
γjj = γ, j = 1, . . . , s,
ui+1 = ui + τi
s∑
l=1
blkl,
ûi+1 = ui + τi
s∑
l=1
b̂lkl
gegeben. Die Koeffizienten werden in den Matrizen A, Γ und den Vektoren b, b̂ und c
zusammengefaßt.
Die Matrix T kann beliebig gewa¨hlt werden, ohne daß sich die Ordnung des Verfahrens a¨ndert,
allerdings ergibt sich die gro¨ßte Genauigkeit und die besten Stabilita¨tseigenschaften, wenn T
eine Approximation an die Jacobi-Matrix J = ∂f/∂u ist. Das Verfahren mit T = J bezeichnen
wir als W-Methode mit Jacobi-Matrix. Insbesondere entspricht die W-Methode (5.21)
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fu¨r ein lineares System ut = Bu mit konstanten Koeffizienten gerade dem durch das Butcher-
Tableau
γ 0 . . . 0
a21
. . .
. . .
...
...
. . .
. . . 0
as1 . . . as,s−1 γ
b1 . . . . . . bs
, aij = αij + γij , j < i ≤ s
gegebenen impliziten Runge-Kutta-Verfahren, falls T = J ist. Ist dieses implizite Verfahren
A-stabil, so ist die W-Methode fu¨r das lineare Problem sogar unbedingt stabil.
Die urspru¨ngliche Idee bei der Entwicklung der W-Methoden war, die Jacobi-Matrix zu ver-
wenden, sie jedoch u¨ber einige Zeitschritte konstant zu lassen. W-Methoden bieten jedoch
auch einen geeigneten Ausgangspunkt zur Konstruktion von Partitionierungs-Verfahren. Da
fu¨r T = 0 ein explizites Runge-Kutta-Verfahren vorliegt, so kann durch Nullsetzen gewisser
Untermatrizen von T ein Verfahren gebildet werden, das nur bezu¨glich einiger Komponenten
implizit ist. Dieser Ansatz fu¨hrt auf lokale Partitionierungs-Verfahren, die in Kapitel 8 vorge-
stellt werden sollen. Auch die in Kapitel 7 beschriebenen Krylov-W-Verfahren lassen sich als
W-Verfahren mit einer speziellen Matrix T interpretieren.
Bei der praktischen Implementierung wird in der Regel nicht die Form (5.13) verwendet.
Durch geeignete lineare Transformation der ki kann man na¨mlich ein a¨quivalentes System
erzeugen, das sich mit deutlich geringerem Aufwand lo¨sen la¨ßt. Wir bilden dafu¨r die Matrizen
K = (k1, . . . ,ks), Ui = (ui, . . . ,ui), Ûi = (ûi, . . . , ûi)
2 und den Vektor e = (1, . . . , 1)T . Das
System (5.13) kann damit in Matrixform als
K = f(tie
T + τic
T ,Ui + τiKA
T ) + τiTKΓ
T , (5.14)
ui+1 = ui + τiKb,
ûi+1 = ui + τiKb̂
geschrieben werden. Die lineare Transformation
K˜ =
1
γ
KΓT (5.15)
fu¨hrt auf das a¨quivalente System
(I− τiγT)K˜ = f(tieT + τicT ,Ui + τiγK˜Γ−TAT ) + K˜(I− γΓ−T ), (5.16)
ui+1 = ui + τiγK˜Γ
−Tb,
ûi+1 = ui + τiγK˜Γ
−T b̂.
Wegen der Dreiecksgestalt von A und Γ sind die Matrizen Γ−TAT und I − γΓ−T obere
Dreiecksmatrizen mit Null-Diagonale. Wir fu¨hren die Bezeichnungen
Φ =

0 ϕ12 . . . ϕ1s
...
. . .
. . .
...
...
. . . ϕs−1,s
0 . . . . . . 0
 := Γ−TAT ,
2Diese Schreibweise bedeutet, daß die Matrizen aus den entsprechenden Spaltenvektoren zusammengesetzt
sind.
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Θ =

0 ϑ12 . . . ϑ1s
...
. . .
. . .
...
...
. . . ϑs−1,s
0 . . . . . . 0
 := I− γΓ−T ,
g = (g1, . . . , gs)
T := γΓ−Tb
und
ĝ = (ĝ1, . . . , ĝs)
T := γΓ−T b̂
ein. Das System (5.16) hat nun die Form
(I− τiγT)k˜j = f
(
ti + τicj ,ui + τiγ
j−1∑
l=1
ϕljk˜l
)
+
j−1∑
l=1
ϑljk˜l, j = 1, . . . , s, (5.17)
ui+1 = ui + τi
s∑
l=1
glk˜l,
ûi+1 = ui + τi
s∑
l=1
ĝlk˜l.
Dabei ist k˜j die j-te Spalte der Matrix K˜. Das System zerfa¨llt also in s lineare Gleichungs-
systeme, die nacheinander gelo¨st werden ko¨nnen. Ein weiterer Vorteil gegenu¨ber dem System
(5.14) ist die Tatsache, daß die Multiplikation der i.a. sehr großen Matrizen T und K auf der
rechten Seite vermieden wird.
Beispiel 5.22. Die dreistufige W-Methode mit den Koeffizienten
A =
0 0 01 0 0
1 0 0
 , Γ =
1− 12
√
2 0 0
−1 1− 12
√
2 0
−12
√
2 −2 + 32
√
2 1− 12
√
2
 ,
c =
01
1
 , b =
1/20
1/2
 , b̂ =
 9/20−√2/20
(11 +
√
2)/20

wurde von Schmitt und Weiner [143] zur Konstruktion eines Krylov-W-Verfahrens (sie-
he (7.2)) verwendet. Sie ist L-stabil [154] und von zweiter Ordnung mit Einbettung erster
Ordnung. Mit der Transformation (5.15) ergibt sich das Verfahren(
I− τi
(
1−
√
2/2
)
T
)
k˜1 = f(ti,ui), (5.18)(
I− τi
(
1−
√
2/2
)
T
)
k˜2 = f
(
ti+1,ui + τik˜1
)
−
(
2 +
√
2
)
k˜1,(
I− τi
(
1−
√
2/2
)
T
)
k˜3 = f
(
ti+1,ui + τik˜1
)
− k˜1 +
(
−1 +
√
2
)
k˜2,
ui+1 = ui +
τi
2
(
2k˜1 +
(
1−
√
2
)
k˜2 + k˜3
)
,
ûi+1 = ui +
τi
20
((
18−
√
2
)
k˜1 +
(
9− 11
√
2
)
k˜2 +
(
11 +
√
2
)
k˜3
)
.
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Setzt man T = 0, so erha¨lt man aus (5.14) das zugeho¨rige explizite Runge-Kutta-Verfahren.
In unserem Fall ergibt sich k2 = k3, so daß das explizite Verfahren nur zweistufig ist:
k1 = f(ti,ui), (5.19)
k2 = f(ti+1,ui + τik1),
ui+1 = ui +
τi
2
(k1 + k2),
ûi+1 = ui +
τi
20
(9k1 + 11k2).
Die Zeitschrittsteuerung von W-Methoden mit Einbettung erfolgt in der gleichen Weise wie
bei Runge-Kutta-Verfahren. Wenn das zu lo¨sende System gewo¨hnlicher Differentialgleichun-
gen aus der Semidiskretisierung einer partiellen Differentialgleichung hervorgeht, so haben die
auftretenden linearen Gleichungssysteme du¨nnbesetzte Matrizen. Liegt eine ra¨umlich eindi-
mensionale partielle Differentialgleichung vor, so ist, wegen der Bandstruktur der Systemma-
trix, oft das Gaußsche Eliminationsverfahren zur Lo¨sung das geeignetste. Bei ra¨umlich mehr-
dimensionalen Problemen sind in der Regel iterative Gleichungslo¨ser effizienter. Im na¨chsten
Kapitel gehen wir auf verschiedene iterative Verfahren zur Lo¨sung linearer Gleichungssyste-
men ein.
Kapitel 6
Iterative Lo¨sung du¨nnbesetzter
linearer Gleichungssysteme
6.1 U¨berblick u¨ber verschiedene Verfahren
Bei der Diskretisierung parabolischer Differentialgleichungen treten lineare Gleichungssyste-
me Ax = b mit einer du¨nnbesetzten Matrix A auf, d.h. nur ein geringer Teil der Elemente von
A ist von 0 verschieden. Zur Lo¨sung derartiger Systeme ko¨nnen direkte oder iterative Ver-
fahren eingesetzt werden. Bei den iterativen Verfahren unterscheidet man wiederum zwischen
stationa¨ren und instationa¨ren Verfahren. Direkte und stationa¨re iterative Verfahren sind
beispielsweise in Ha¨mmerlin/Hoffmann [80] beschrieben. Eine U¨bersichtsdarstellung ite-
rativer Verfahren findet sich in Barrett et al. [19], eine ausfu¨hrlichere Beschreibung in
Hackbusch [76].
Direkte Verfahren liefern, abgesehen von eventuellen Rundungsfehlern, die exakte Lo¨sung des
Gleichungssystems. Das klassische direkte Verfahren ist das Gaußsche Eliminationsverfahren,
welches erstmalig in einer Arbeit von Gauss aus dem Jahre 1810 erschien, in der die Sto¨rungen
des Planetoiden Pallas untersucht wurden [69, Bd. VI, S. 3-24, Bd. VII, S. 307-308]. Außerdem
geho¨ren Cholesky- und Householder-Verfahren zu dieser Gruppe.
Iterative Verfahren werden vor allem zur Lo¨sung großer Systeme mit du¨nnbesetzter System-
matrix eingesetzt. Sie sind daher fu¨r die hier betrachteten Probleme von besonderem Interesse.
Diese Verfahren berechnen eine Folge von Na¨herungslo¨sungen xi fu¨r das Gleichungssystem,
die gegen die exakte Lo¨sung konvergiert. Stationa¨re iterative Verfahren sind stets von der
Form
xi = Bxi−1 + c, (6.1)
wobei weder die Matrix B noch der Vektor c von dem Iterationsschritt i abha¨ngen.
Das historisch a¨lteste stationa¨re Iterationsverfahren geht ebenfalls auf Gauss zuru¨ck; es wur-
de 1822 zur Berechnung von Gleichungssystemen, die bei der Methode der kleinsten Quadrate
auftreten, entwickelt und in der Arbeit
”
Supplementum theoriae combinationis observationum
erroribus minime obnoxiae“ vero¨ffentlicht. Das Verfahren wurde 1874 von Seidel [147] weiter-
entwickelt und wird heute als Gauß-Seidel-Verfahren bezeichnet. Andere stationa¨re Verfahren
101
102 6. Lo¨sung linearer Gleichungssysteme
sind das 1845 von Jacobi [88] angegebene Jacobi-Verfahren und das SOR-Verfahren von
Young [175] (1950).
Instationa¨re Iterationsverfahren sind jene, die sich nicht auf die Form (6.1) bringen lassen.
Die ersten derartigen Verfahren wurden Anfang der fu¨nfziger Jahre des vorigen Jahrhunderts
entwickelt. Zu nennen sind hier die Verfahren von Arnoldi [8] (1951), Lanczos [101] (1952)
sowie das Verfahren der konjugierten Gradienten (
”
CG-Verfahren“) von Hestenes und Stie-
fel [81] (1952). Das CG-Verfahren ist, im Gegensatz zu den beiden anderen instationa¨ren
Verfahren, nur fu¨r Systeme mit symmetrischer und positiv definiter Matrix anwendbar.
Viele der spa¨ter vorgestellten instationa¨ren Gleichungslo¨ser sind Weiterentwicklungen der
genannten klassischen Verfahren. Wichtige Beispiele hierfu¨r sind das BiCG-Verfahren (
”
bi-
conjugate gradient“) von Fletcher [67] (1975), das GMRES-Verfahren (
”
generalized mini-
mal residual“) von Saad und Schultz [141] (1986), das CGS-Verfahren (
”
conjugate gradient
squared“) von Sonneveld [151] (1989), das QMR-Verfahren (
”
quasi-minimal residual“) von
Freund und Nachtigal [68] (1991) und das BiCGstab-Verfahren (
”
bi-conjugate gradient
stabilized“) von van der Vorst [166] (1992). Alle diese Verfahren erlauben die Lo¨sung von
Gleichungssystemen mit beliebiger regula¨rer Matrix. Sie unterscheiden sich jedoch in ihrem
Konvergenzverhalten. Welcher Methode man den Vorzug geben sollte, ha¨ngt von dem zu lo¨-
senden Gleichungssystem ab und ist eine i.a. schwer zu beantwortende Frage. Ein Vergleich
einiger instationa¨rer Iterationsverfahren, darunter CG, BiCG, GMRES und CGS, der von
Nachtigal, Reddy und Trefethen [123] durchgefu¨hrt wurde, zeigt, daß jede dieser Me-
thoden fu¨r eine bestimmte Klasse von Problemen die geeignetste ist. Zur Lo¨sung mehrerer
Systeme mit gleicher Systemmatrix wurde von Schmitt und Weiner [143, 168] (1995) der
multiple Arnoldi-Prozeß, ein auf der Arnoldi-Iteration basierendes Verfahren, entwickelt.
Im folgenden werden wir das CG-, das BiCGstab- und das Arnoldi-Verfahren sowie den mul-
tiplen Arnoldi-Prozeß na¨her beschreiben, da diese Verfahren im Rahmen dieser Arbeit bei der
numerischen Lo¨sung partieller Differentialgleichungen verwendet werden.
6.2 Das Verfahren der konjugierten Gradienten
(CG-Verfahren)
6.2.1 Algorithmus des CG-Verfahrens
Fu¨r Systeme Ax = b mit symmetrischer und positiv definiter Koeffizientenmatrix A ∈ Rn×n
wurde 1952 von Hestenes und Stiefel [81] das Verfahren der konjugierten Gradien-
ten entwickelt. Grundlage des Verfahrens ist eine Umwandlung des Gleichungssystems in die
a¨quivalente Minimierungsaufgabe
F (x) =
1
2
xT Ax− bT x → min .
Ausgehend von einem Startvektor x0 werden geeignete Suchrichtungen bestimmt, um das
Minimum von F zu finden. Eine ausfu¨hrliche Beschreibung dieses Vorgehens ist z.B. bei
Hackbusch [76] zu finden. Hier soll nur der Algorithmus angegeben werden.
6.2. CG-Verfahren 103
Algorithmus 6.1 (CG-Verfahren).
gegeben: A, b, maxIt, TOLLSS
wa¨hle Startvektor x0
r0 = b−Ax0
for i = 1, 2, . . . ,maxIt
̺i−1 = ‖ri−1‖2
if i = 1
p1 = r0
else
βi−1 = ̺i−1/̺i−2
pi = ri−1 + βi−1pi−1
end
qi = Api
αi = ̺i−1/p
T
i qi
xi = xi−1 + αipi
ri = ri−1 − αiqi
if ‖ri‖ < TOLLSS
break
end
end
Bemerkung 6.2. Die Lo¨sung des CG-Verfahrens xi liegt in dem affinen Unterraum x0 +
Ki, wobei der Raum Ki = span{r0,Ar0, . . . ,Ai−1r0} als Krylov-Raum bezeichnet wird.
Da der Krylov-Raum Kn mit dem Rn u¨bereinstimmt, liefert das CG-Verfahren spa¨testens
nach n Schritten die exakte Lo¨sung des Systems Ax = b. Fu¨r große Systeme wird man das
Verfahren jedoch in der Regel eher abbrechen. Daher ist die Konvergenzrate der Iterierten
von Interesse.
6.2.2 Vorkonditionierung
Die Konvergenz des CG-Verfahrens ha¨ngt wesentlich von der Kondition der Matrix A ab.
Diese wird durch die Konditionszahl κ(A) = ̺(A)̺(A−1) beschrieben, wobei ̺ der Spektral-
radius ist. Fu¨r symmetrische und positiv definite Matrizen la¨ßt sich die Konditionszahl durch
die extremalen Eigenwerte beschreiben; es gilt κ(A) = λmax(A)/λmin(A). Ist x die exakte
Lo¨sung des Systems, d.h. Ax = b, so gilt die Konvergenzaussage
‖xi − x‖A ≤ 2
(√
κ(A)− 1√
κ(A) + 1
)i
‖x0 − x‖A (6.2)
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in der Norm ‖y‖2A = yTAy, siehe Golub/Van Loan [73]. Bei schlecht konditionierten Pro-
blemen, d.h. solchen mit großer Konditionszahl, sollte das vorkonditionierte CG-Verfahren
verwendet weden.
Algorithmus 6.3 (Vorkonditioniertes CG-Verfahren).
gegeben: A, P, b, maxIt, TOLLSS
wa¨hle Startvektor x0
r0 = b−Ax0
for i = 1, 2, . . . ,maxIt
lo¨se Pzi−1 = ri−1 (6.3)
̺i−1 = r
T
i−1zi−1
if i = 1
p1 = z0
else
βi−1 = ̺i−1/̺i−2
pi = zi−1 + βi−1pi−1
end
qi = Api
αi = ̺i−1/p
T
i qi
xi = xi−1 + αipi
ri = ri−1 − αiqi
if ‖ri‖ < TOLLSS
break
end
end
Wie aus dem Algorithmus ersichtlich ist, erfolgt der Abbruch der Iteration, wenn die Norm
des Residuums ri kleiner als eine vorgegebene Toleranz TOLLSS wird. Die Abku¨rzung LSS
steht dabei fu¨r
”
linear system solver“.
In Algorithmus 6.3 ist P die Vorkonditionierungs-Matrix. Diese sollte so gewa¨hlt werden,
daß die Konditionszahl κ(P−1A) mo¨glichst klein ist, denn es gilt jetzt die zu (6.2) analoge
Konvergenzaussage
‖xi − x‖A ≤ 2
(√
κ(P−1A)− 1√
κ(P−1A) + 1
)i
‖x0 − x‖A. (6.4)
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Es gibt verschiedene Methoden, die Vorkonditionierungs-Matrix P zu wa¨hlen. Wir wollen hier
die SSOR-Vorkonditionierung beschreiben. SSOR steht fu¨r
”
symmetric succesive overre-
laxation“ und ist ein stationa¨res Iterationsverfahren zur Lo¨sung des Systems Ax = b. Zerlegt
man A = L+D+U in unteren Dreiecksanteil L, Diagonalanteil D und oberen Dreiecksanteil
U, so lautet die Iterationsvorschrift des SSOR-Verfahrens
xk = xk−1 −P−1(Axk−1 − b),
wobei
P =
1
ω(2− ω)(D + ωL)D
−1(D + ωU)
ist. Der Parameter ω muß geeignet gewa¨hlt werden. Fu¨r optimales ω = ωopt kann man zeigen,
daß fu¨r die Konditionszahl
κ(P−1optA) = O(
√
κ(A))
gilt, siehe Axelsson/Barker [10]. Die Matrix P ist daher eine gute Wahl als Vorkonditio-
nierungs-Matrix des CG-Verfahrens. Das in Zeile (6.3) zu lo¨sende System Pzi−1 = ri−1 kann
wegen der speziellen Struktur von P in Systeme mit Dreiecks- und Diagonalmatrizen zerlegt
werden, die mit geringem Aufwand lo¨sbar sind.
Bemerkung 6.4. Der optimale Parameter ωopt ist von der Matrix A abha¨ngig und seine
Bestimmung i.a. sehr aufwendig. Ha¨ufig erreicht man jedoch mit einem pauschal gewa¨hlten
Parameter ω > 1, ω ≈ 1 bereits eine Verbesserung der Konvergenz. In den numerischen
Berechnungen in dieser Arbeit verwenden wir ω = 1,3.
Die Idee, Matrizen aus der Iterationsvorschrift stationa¨rer Verfahren zur Vorkonditionierung
des CG-Verfahrens zu verwenden, ist nicht auf das SSOR-Verfahren beschra¨nkt. Bei der
Jacobi-Vorkonditionierung wird beispielsweise die Matrix des Jacobi-Verfahrens als Vorkon-
ditionierung verwendet.
Untersuchung 6.5 (Einfluß der Vorkonditionierung auf die Konvergenz des
CG-Verfahrens). Das folgende Beispiel illustriert die Verbesserung der Konvergenz des
CG-Verfahrens durch SSOR-Vorkonditionierung. Gegeben sei die eindimensionale Wa¨rme-
leitungsgleichung
ut = a uxx, a > 0 (6.5)
auf dem Intervall x ∈ [0, 10]. Die Anfangsbedingung sei u(x, 0) = u0(x) = sin(πx/5), die
Randbedingung u(0, t) = u(1, t) = 0. Wir legen auf dem Intervall [0, 1] ein uniformes Gitter
der Maschenweite h = 1/(N + 1), N ∈ N fest; die inneren Gitterpunkte sind dann mit
xi = ih, i = 1, . . . , N gegeben. Diskretisiert man die Gleichung (6.5) auf diesem Gitter mit
einem Differenzenverfahren, so geht sie in das System gewo¨hnlicher Differentialgleichungen
ut = Bu (6.6)
u¨ber, wobei u die Werte der Na¨herungslo¨sung an den Stellen xi, i = 1, . . . , N entha¨lt und die
Matrix B von der Form
B =
a
h2

2 −1 0
−1 . . . . . .
. . .
. . . −1
0 −1 2
 ∈ RN×N
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ist. Wir bezeichnen mit u0 = (u0(x1), . . . , u0(xN ))
T den Vektor der Anfangswerte und lo¨sen
das System (6.6) mit dem impliziten Euler-Verfahren. Dieses liefert im ersten Zeitschritt der
La¨nge τ0 das Gleichungssystem
(I− τ0B)u1 = u0.
Der Vektor u1 entha¨lt die Werte der Na¨herungslo¨sung zum Zeitpunkt t = τ0.
Die Systemmatrix (I− τ0B) ist symmetrisch und positiv definit. Das Gleichungssystem wird
nun mit dem CG-Verfahren gelo¨st. Fu¨r a = 10−4, h = 0,01, τ0 = 0,1 ist in Abbildung 6.1
die Konvergenz des CG-Verfahrens mit und ohne SSOR-Vorkonditionierung dargestellt. Man
erkennt, daß in diesem Falle die Vorkonditionierung die Konvergenz wesentlich verbessert.
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Abbildung 6.1: Konvergenz des CG-Verfahrens mit und ohne SSOR-Vorkonditionierung
6.3 Das BiCGstab-Verfahren
6.3.1 Algorithmus des BiCGstab-Verfahrens mit Vorkonditionierung
Die Konvergenz des CG-Verfahrens ist nur fu¨r symmetrische und positiv definite Systemma-
trizen gewa¨hrleistet. Zur Lo¨sung von Systemen, die diese Bedingung nicht erfu¨llen, existiert
jedoch eine Reihe von Modifikationen dieses Verfahrens. Wir wollen hier das 1992 von van
der Vorst [166] vorgestellte BiCGstab-Verfahren beschreiben. Dieses Verfahren liefert,
wie das CG-Verfahren, die exakte Lo¨sung des Gleichungssystems Ax = b nach endlich vie-
len Iterationsschritten, jedoch bricht man bei großen Systemen in der Regel eher ab. Durch
Vorkonditionierung la¨ßt sich die Konvergenz oft verbessern.
Algorithmus 6.6 (Vorkonditioniertes BiCGstab-Verfahren).
gegeben: A, P, b, maxIt, TOLLSS
wa¨hle Startvektor x0
r0 = b−Ax0
for i = 1, 2, . . . ,maxIt
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̺i−1 = r
T
0 ri−1
if ̺i−1 = 0
Verfahren versagt
break
end
if i = 1
p1 = r0
else
βi−1 = (̺i−1/̺i−2)(αi−1/ωi−1)
pi = ri−1 + βi−1(pi−1 − ωi−1vi−1)
end
lo¨se Pyi = pi
vi = Ayi
αi = ̺i−1/r
T
0 vi
si = ri−1 − αivi
lo¨se Pzi = si
if ‖zi‖ < TOLLSS
xi = xi−1 + αiyi
break
end
ti = Azi
ωi = ti
T si/t
T
i ti
if ωi = 0
Verfahren versagt
break
end
xi = xi−1 + αiyi + ωizi
ri = si − ωiti
end
Fu¨r P = I liegt das Verfahren ohne Vorkonditionierung vor. Wie beim CG-Verfahren kann
SSOR-Vorkonditionierung verwendet werden: Zerlegt man A = L + D + U in unteren Drei-
ecksanteil L, Diagonalanteil D und oberen Dreiecksanteil U, so ist mit
P =
1
ω(2− ω)(D + ωL)D
−1(D + ωU) (6.7)
die SSOR-Vorkonditionierungs-Matrix gegeben. Wir wa¨hlen im folgenden stets ω = 1,3, vgl.
Bemerkung 6.4.
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6.3.2 Abbruch der Iteration
Von entscheidender Bedeutung fu¨r die Effizienz des Verfahrens ist eine geeignete Abbruchbe-
dingung. Ha¨ufig fordert man, daß die Norm des Residuums b−Axi kleiner als eine vorgege-
bene Toleranz TOLLSS wird, siehe etwa Barrett et al. [19]. Wir verwenden das BiCGstab-
Verfahren zur Lo¨sung der in einer W-Methode, siehe (5.17), auftretenden Gleichungssysteme.
In diesem Falle ist es gu¨nstig, anstelle einer Beschra¨nkung des Residuums eine Abbruchbe-
dingung der Form
‖P−1(b−Axi)‖∗ ≤ TOLLSS (6.8)
zu stellen, wobei die Norm ‖·‖∗ die gleiche ist, die auch zur Scha¨tzung des zeitlichen Fehlers in
Abschnitt 5.4 verwendet wird. Außerdem ist es aus Effizienzgru¨nden oft sinnvoll, die maximal
zula¨ssige Anzahl der Iterationen durch eine vorgegebene Zahl maxIt zu beschra¨nken. Der
Verlust an Genauigkeit, den die Lo¨sung des Gleichungssystems dadurch erleidet, wirkt sich
na¨mlich im Kontext einer W-Methode nicht unbedingt negativ aus, da diese lediglich eine
gewisse Na¨herung der Lo¨sung beno¨tigt. Numerische Untersuchungen in Abschnitt 9.5 zeigen,
daß Iterationsbeschra¨nkung oftmals einen Gewinn an Effizienz erbringt.
Welchen Wert man fu¨r maxIt wa¨hlen sollte, ha¨ngt vom konkreten Problem ab. Allgemein-
gu¨ltige Aussagen sind hier schwer zu machen. Die Gro¨ße TOLLSS in der Abbruchbedingung
(6.8) sollte geeignet an die Toleranz fu¨r den lokalen Fehler TOLt gekoppelt werden. Eine
Mo¨glichkeit der Kopplung wurde von Blom, Verwer und Trompert [25] fu¨r iterative Glei-
chungslo¨ser, die in impliziten BDF-Verfahren eingesetzt werden, vorgestellt. Wir u¨bertragen
diese U¨berlegungen auf das in einer W-Methode eingesetzte BiCGstab-Verfahren fu¨r den Fall,
daß ‖ · ‖∗ die in (5.10) definierte skalierte Euklidische Norm ist.
Wir betrachten das System gewo¨hnlicher Differentialgleichungen
ut = f(t,u) (6.9)
und verwenden zu dessen Lo¨sung die in (5.17) dargestellte s-stufige W-Methode
(I− τiγT)k˜j = f
(
ti + τicj ,ui + τiγ
j−1∑
l=1
ϕljk˜l
)
+
j−1∑
l=1
ϑljk˜l, j = 1, . . . , s, (6.10)
ui+1 = ui + τi
s∑
l=1
glk˜l,
ûi+1 = ui + τi
s∑
l=1
ĝlk˜l.
Der Ku¨rze wegen fu¨hren wir die Bezeichnungen
M = I− τiγT, zj = f
(
ti + τicj ,ui + τiγ
j−1∑
l=1
ϕljk˜l
)
+
j−1∑
l=1
ϑljk˜l, j = 1, . . . , s
ein, so daß die in (6.10) zu lo¨senden Gleichungssysteme in der Form
Mk˜j = zj , j = 1, . . . , s (6.11)
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geschrieben werden ko¨nnen. Die rechte Seite zj ha¨ngt dabei nur von k˜1, . . . , k˜j−1 ab. Die
Lo¨sung dieser Systeme erfolge mit dem BiCGstab-Verfahren mit einer SSOR-Vorkonditio-
nierung, die durch eine Matrix P beschrieben wird. Wir verwenden in diesem Abschnitt die
folgenden Bezeichnungen:
• u(t) – exakte Lo¨sung der Differentialgleichung (6.9) mit dem Anfangswert u(t0)
• u˜i(t) – exakte Lo¨sung der Differentialgleichung (6.9) mit dem Anfangswert u˜i(ti) = u(ti)
• ui+1 – Lo¨sung der Differentialgleichung (6.9) mit der W-Methode (6.10) und einem
exakten linearen Lo¨ser
• ui+1 – Lo¨sung der Differentialgleichung (6.9) mit der W-Methode (6.10) und einem
iterativen Lo¨ser (BiCGstab-Verfahren)
• k˜j – exakte Lo¨sung des Gleichungssystems (6.11)
• kj – Lo¨sung des Gleichungssystems (6.11) mit iterativem Lo¨ser (BiCGstab-Verfahren)
Das Residuum rj := M(k˜j − kj) = zj − Mkj ist, im Gegensatz zu dem Fehler des Glei-
chungslo¨sers k˜j − kj , eine berechenbare Gro¨ße. Das Ziel der in Abschnitt 5.8 vorgestellten
Zeitschrittsteuerung ist es, den lokalen Fehler ‖u˜i(ti+1) − ui+1‖∗ unter einer Toleranz TOLt
zu halten, wobei ‖ ·‖∗ die skalierte Euklidische Vektornorm ist. Eine sinnvolle Forderung wa¨re
daher
‖u˜i(ti+1)− ui+1‖∗ ≤ ‖u˜i(ti+1)− ui+1‖∗ + ‖ui+1 − ui+1‖∗ ≤ TOLt.
Wir geben nun vor, daß der Fehler ‖ui+1 − ui+1‖∗ des Gleichungslo¨sers von a¨hnlicher Gro¨-
ßenordnung wie der lokale Fehler der W-Methode ‖u˜i(ti+1)− ui+1‖∗ sein sollte, also
‖ui+1 − ui+1‖∗ ≈ ‖u˜i(ti+1)− ui+1‖∗ (6.12)
gelte. Deshalb wa¨re eine Ungleichung der Form
‖ui+1 − ui+1‖∗ ≤ αTOLt, α ≈ 1/2 (6.13)
wu¨nschenswert. Die Bildungsvorschrift
ui+1 = ui + τi
s∑
l=1
glk˜l
in (6.10) gilt in der gleichen Form auch fu¨r ui+1, d.h. es gilt ebenfalls
ui+1 = ui + τi
s∑
l=1
glkl.
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Folglich ist ui+1 − ui+1 = τi
s∑
l=1
gl(k˜l − kl). Man erha¨lt die Abscha¨tzung
‖ui+1 − ui+1‖∗ ≤ τi
s∑
l=1
|gl|‖k˜l − kl‖∗ = τi
s∑
l=1
|gl|‖M−1rl‖∗ (6.14)
= τi
s∑
l=1
|gl|‖(M−1P)P−1rl‖∗ ≤ τi
s∑
l=1
|gl|‖M−1P‖2‖P−1rl‖∗ (6.15)
≤ τi
s∑
l=1
|gl|σmax(M−1P)‖P−1rl‖∗,
wobei σmax der maximale Singula¨rwert ist. Man geht davon aus, daß die Vorkonditionierung
so gut ist, daß σmax(M
−1P) = 1/σmin(P
−1M) ≈ 1 ist. Um (6.13) zu gewa¨hrleisten, sollte
daher eine Bedingung der Form
‖P−1rl‖∗ ≤ αLSS
τi
TOLt =: TOLLSS (6.16)
erfu¨llt werden, wobei αLSS eine Konstante von moderater Gro¨ße, etwa αLSS = 1/2, ist. Die
Gro¨ße P−1rl entspricht dem zi in Algorithmus 6.6.
Bemerkung 6.7. Der genaue Wert eines bezu¨glich der Effizienz des Verfahrens optima-
len αLSS kann auf diese Weise in der Regel nicht bestimmt werden, wofu¨r besonders zwei
Gru¨nde verantwortlich sind. Zum einen ist es nicht klar, wie die Fehler ‖ui+1 − ui+1‖∗ und
‖u˜i(ti+1)−ui+1‖∗ sinnvollerweise gewichtet werden sollten und ob (6.12) wirklich die effizien-
teste Variante darstellt. Zum anderen ist die Gro¨ße des Singula¨rwerts σmax(A
−1P) in (6.14)
schwer einzuscha¨tzen. Die Suche nach einem αLSS, das gro¨ßtmo¨gliche Effizienz bietet, bleibt
daher numerischen Testrechnungen vorbehalten. Im Grunde ist die wesentliche Erkenntnis
aus der Beziehung (6.16) die Tatsache, daß αLSS nicht vom Zeitschritt τi abha¨ngen sollte.
6.4 Das Arnoldi-Verfahren
6.4.1 Definition und algorithmische Umsetzung des Verfahrens
Das Verfahren von Arnoldi [8] stammt aus dem Jahre 1951 und ist damit eines der a¨lte-
sten instationa¨ren Iterationsverfahren zur Lo¨sung linearer Gleichungssysteme. Fu¨r Systeme
der Form Ax = b ist der Algorithmus des Arnoldi-Verfahrens in Anhang B angegeben. Im
Rahmen dieser Arbeit beno¨tigen wir das Arnoldi-Verfahren jedoch nur fu¨r spezielle Glei-
chungssysteme der Form
(I− δA)x = b, δ ∈ R, (6.17)
die bei der impliziten Diskretisierung von Differentialgleichungen auftreten. Fu¨r derartige
Systeme existiert eine spezielle Variante des Arnoldi-Verfahrens, die etwa in Bu¨ttner et al.
[33] dargestellt wird. Wir werden uns daher im folgenden auf diese Variante beschra¨nken.
In dem Gleichungssystem (6.17) sei A ∈ Rn×n und b ∈ Rn. Die Matrix I ist hier die n × n-
Einheitsmatrix1. Wir definieren eine Folge von Unterra¨umen des Rn, die sogenannten Krylov-
1In diesem Abschnitt wird das Symbol I fu¨r Einheitsmatrizen verschiedener Dimension verwendet. Die
Dimension ist jedoch stets aus dem Kontext erkennbar.
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Ra¨ume Ki, durch
Ki = span{b,Ab, . . . ,Ai−1b}. (6.18)
Die Arnoldi-Iteration
wj :=
(
I−
j∑
k=1
qkq
T
k
)
Aqj , qj+1 := wj/|wj |, j = 0, . . . , i− 1. (6.19)
erzeugt eine Orthonormalbasis {q1, . . . ,qi} des Krylov-Raumes Ki, siehe etwa Saad [140]. In
jedem Iterationsschritt wird die Menge der Basisvektoren um einen neuen Vektor erweitert.
Wir fassen die Basisvektoren in den Matrizen Qi =
(
q1 . . . qi
)
zusammen.
Als Na¨herungslo¨sung xi des Systems (I − δA)x = b wird jeweils die exakte Lo¨sung des
Systems
(I− δTi)xi = b (6.20)
gewa¨hlt, wobei Ti = QiQ
T
i A ist. Dieses System ist, wie das Ausgangssystem (6.17), von der
Dimension n, jedoch hat die Matrix Ti nur den Rang i. Man kann leicht zeigen, daß (6.20)
a¨quivalent zu einem i-dimensionalen Gleichungssystem ist.
Satz 6.8. Fu¨r beliebiges i = 1, 2, . . . sei Hi = Q
T
i AQi. Die Matrizen I − δTi und I − δHi
seien regula¨r. Dann ist xi ∈ Ki, und das System (6.20) ist a¨quivalent zu dem i-dimensionalen
System
(I− δHi)yi = QTi b, (6.21)
wobei xi = Qiyi ist.
Beweis. Es gilt
QiHi = QiQ
T
i AQi = TiQi
und damit
Qi(I− δHi) = (I− δTi)Qi
sowie
(I− δTi)−1Qi = Qi(I− δHi)−1.
Nach der Definition von xi in (6.20) folgt
xi = (I− δTi)−1b.
Weil wegen (6.18) b ∈ Ki ist, existiert ein Vektor zi ∈ Ri, so daß b = Qizi ist. Da die Spalten
von Qi orthonormale Vektoren sind, ist Qi eine orthogonale Matrix, d.h. Q
T
i Qi = I. Es folgt
QTi b = zi und
xi = (I− δTi)−1Qizi = Qi(I− δHi)−1zi.
Setzt man yi = (I− δHi)−1zi, so erha¨lt man das a¨quivalente System
(I− δHi)yi = QTi b
mit xi = Qiyi. Insbesondere gilt also xi ∈ Ki. ¤
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Bemerkung 6.9. Wenn die Matrix A symmetrisch und positiv definit ist, so entspricht der
durch das Arnoldi-Verfahren aufgebaute Krylov-Raum dem Krylov-Raum des CG-Verfahrens
zur Lo¨sung des Systems (I− δA)x = b, falls das CG-Verfahren mit dem Startvektor x0 = 0
begonnen wurde, siehe Bemerkung 6.2.
Lemma 6.10. Die Matrix Hi hat Hessenberg-Form, d.h. sie ist eine obere Dreiecksmatrix
mit einer zusa¨tzlichen von 0 verschiedenen Subdiagonale.
Beweis. Der Vektor qk+1 entsteht nach der Definition in (6.19) durch Orthogonalisieren von
Aqk bezu¨glich des Krylov-Raums Kk = span{q1, . . . ,qk}. Daraus folgt
Aqk ∈ span{q1, . . . ,qk+1} = Kk+1.
Wegen qj⊥Kk+1 fu¨r alle j > k + 1 folgt
(Hi)jk = q
T
j Aqi = 0, k + 1 < j ≤ i,
wobei (Hi)jk das Element der Matrix Hi in Zeile j, Spalte k bezeichnet
2. Das bedeutet aber
gerade, daß Hi eine Hessenberg-Matrix ist.
Aus Satz 6.8 folgt, daß im i-ten Iterationsschritt nur noch das i-dimensionale Gleichungssy-
stem (6.21) gelo¨st werden muß. Es ergibt sich die folgende Kurzform des Arnoldi-Verfahrens
fu¨r ein System (I− δA)x = b.
Algorithmus 6.11 (Arnoldi-Verfahren fu¨r (I− δA)x = b – Kurzform).
gegeben: A, b, maxIt
q1 = b/|b|
Q1 = (q1)
for i = 2, . . . ,maxIt
vi−1 = Aqi−1 (Krylov-Schritt)
wi−1 = (I−Qi−1QTi−1)vi−1 (Gram-Schmidt-Orthogonalisierung)
qi = wi−1/|wi−1|
Qi =
(
Qi−1 qi
)
Hi = Q
T
i AQi
zi = Q
T
i b
lo¨se (I− δHi)yi = zi
end
xi = Qiyi
2Wir werden in diesem Abschnitt des o¨fteren eine derartige Bezeichnungsweise verwenden.
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Algorithmus 6.11 gibt jedoch noch nicht die effizienteste Variante des Arnoldi-Verfahrens
wieder. Diese geben wir in dem folgenden Algorithmus an:
Algorithmus 6.12 (Arnoldi-Verfahren fu¨r (I− δA)x = b – effiziente Form).
gegeben: A, b, maxIt, TOLLSS
q˜1 = b/|b|
for i = 1, . . . ,maxIt
u1i = Aq˜i
for j = 1, . . . , i
h˜ji = q˜
T
j uji
uj+1,i = uji − h˜jiq˜j (6.22)
end
h˜i+1,i = |ui+1,i|
H˜i =
 h˜11 · · · h˜1i... ...
h˜i1 · · · h˜ii

z˜i = (|b| 0)T ∈ Ri
lo¨se (I− δH˜i)y˜i = z˜i (6.23)
ri = −δ(y˜i)iui+1,i (Residuum)
if ‖ri‖∗ ≤ TOLLSS
break
end
q˜i+1 = ui+1,i/|ui+1,i|
end
Q˜i =
(
q˜1 . . . q˜i
)
x˜i = Q˜iy˜i
Bemerkung 6.13. Fu¨r die Abbruchbedingung ko¨nnen verschiedene Normen ‖·‖∗ des Residu-
ums verwendet werden. Ha¨ufig wird die Maximum-Norm ‖(a1, . . . , an)‖max = maxi=1,...,n |ai|,
die Euklidische Vektornorm ‖(a1, . . . , an)‖2 =
√∑n
i=1 a
2
i oder die skalierte Euklidische Norm
‖(a1, . . . , an)‖ = ‖(a1, . . . , an)‖2/
√
n benutzt.
Satz 6.14. Es gilt qi = q˜i, Qi = Q˜i, Hi = H˜i, zi = z˜i, yi = y˜i und xi = x˜i. Damit
erzeugt Algorithmus 6.11 die gleiche Na¨herungslo¨sung wie Algorithmus 6.12. Die Gro¨ße ri =
−δ(y˜i)iui+1,i aus Algorithmus 6.12 ist gleich dem Residuum (I− δA)xi − b.
114 6. Lo¨sung linearer Gleichungssysteme
Wir beweisen den Satz schrittweise durch einige Lemmata.
Lemma 6.15. Es gilt qi = q˜i und Qi = Q˜i.
Beweis. Der Beweis erfolgt durch vollsta¨ndige Induktion u¨ber i. Offensichtlich ist q1 = q˜1 =
b/|b|. Wir nehmen an, daß qj = q˜j fu¨r j = 1, . . . , i−1 gelte. Aus (6.19) folgt, daß die Vektoren
qj fu¨r j = 1, . . . , i−1 ein Orthonormalsystem bilden, da sie mit dem Gram-Schmidt-Verfahren
erzeugt wurden. Nach der Definition von qi in (6.19) gilt
qi = wi−1/|wi−1|, wi−1 = (I−Qi−1QTi−1)Aqi−1.
In Algorithmus 6.12 ist q˜i gema¨ß
q˜i = ui,i−1/|ui,i−1|
definiert. Nach der Definition von uj+1,i in (6.22) gilt
uj+1,i = uji − h˜jiq˜j = uji − q˜Tj ujiq˜j = (I− q˜jq˜Tj )uji
fu¨r j = 1, . . . , i, also auch
ui,i−1 = (I− q˜i−1q˜Ti−1)ui−1,i−1.
In analoger Weise erha¨lt man
ui−1,i−1 = (I− q˜i−2q˜Ti−2)ui−2,i−1
usw.. Es folgt
ui,i−1 = (I− q˜i−1q˜Ti−1) · · · (I− q˜1q˜T1 )u1,i−1 = (I− q˜i−1q˜Ti−1) · · · (I− q˜1q˜T1 )Aq˜i−1.
Wegen der Orthogonalita¨t der q˜j fu¨r j = 1, . . . , i− 1 folgt daraus
ui,i−1 = (I− q˜1q˜T1 − · · · − q˜i−1q˜Ti−1)Aq˜i−1.
Ebenfalls aus der genannten Orthogonalita¨t folgt Q˜i−1Q˜
T
i−1 = q˜1q˜
T
1 + · · ·+ q˜i−1q˜Ti−1. Also ist
ui,i−1 = (I− Q˜i−1Q˜Ti−1)Aq˜i−1.
Da nach Induktionsvoraussetzung Qi−1 = Q˜i−1 ist, so folgt ui,i−1 = wi−1 und damit auch
qi = q˜i.
Lemma 6.16. Es gilt
uj+1,i = (I− q1qT1 − · · · − qjqTj )Aqi = (I−QjQTj )Aqi =
{
uj+1,i, j ≤ i,
0, j > i.
Beweis. Die Gleichheit I− q1qT1 − · · · − qjqTj = I−QjQTj folgt aus der Orthogonalita¨t der
Vektoren qk fu¨r k = 1, . . . , j. Im Beweis des Lemmas 6.15 wurde die Beziehung
ui,i−1 = (I− Q˜i−1Q˜Ti−1)Aq˜i−1
gezeigt. Auf analoge Weise kann man
uj+1,i = (I− Q˜jQ˜Tj )Aq˜i = (I−QjQTj )Aqi
fu¨r j ≤ i beweisen. Fu¨r i < j gilt Aqi ∈ Ki+1 ⊆ Kj . Die Multiplikation mit der Matrix
(I− Q˜jQ˜Tj ) beschreibt die Orthogonalisierung bezu¨glich Kj . Da Aqi bereits in Kj enthalten
ist, folgt (I− Q˜jQ˜Tj )Aqi = 0.
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Lemma 6.17. Die Matrix Hi−1 ist eine Untermatrix von Hi, d.h. Hi ist von der Form
Hi =

h1i
Hi−1
...
hi−1,i
0 . . . 0 hi,i−1 hii
 . (6.24)
Beweis. Da Qi die Darstellung Qi =
(
Qi−1 qi
)
besitzt, ist Hi−1 die entsprechende Unter-
matrix von Hi. Die Darstellung (6.24) ist korrekt, weil Hi nach Lemma 6.10 eine Hessenberg-
Matrix ist.
Lemma 6.18. Es gilt Hi = H˜i.
Beweis. Der Beweis erfolgt durch vollsta¨ndige Induktion u¨ber i. Es gilt H1 = q
T
1 Aq1 und
H˜1 = (h˜11) = q
T
1 u11 = q
T
1 Aq1, also H1 = H˜1. Wir nehmen an, daß Hj = H˜j fu¨r j =
1, . . . , i− 1 gelte. Wegen der Aussage von Lemma 6.17 ist nur noch zu zeigen, daß hji = h˜ji
fu¨r j = 1, . . . , i und hi,i−1 = h˜i,i−1 gelten. Die erste Beziehung folgt aus
hji = (Hi)ji = (Q
T
i AQi)ji = q
T
j Aqi = q
T
j uji = h˜ji, j = 1, . . . , i
die verbleibende Beziehung hi,i−1 = h˜i,i−1 zeigen wir folgendermaßen:
Aus Algorithmus 6.11 ergibt sich
hi,i−1 = q
T
i Aqi−1
Wegen der Darstellung qTi = q˜
T
i = ui,i−1/|ui,i−1| in Algorithmus 6.12 folgt weiter
hi,i−1 =
1
|ui,i−1|u
T
i,i−1Aqi−1.
Lemma 6.16 liefert
hi,i−1 =
1
|ui,i−1|q
T
i−1A
T (I−Qi−1QTi−1)Aqi−1.
Aus der Orthogonalita¨t von Qi−1 folgt I − Qi−1QTi−1 = (I − Qi−1QTi−1)T (I − Qi−1QTi−1).
Folglich ist
hi,i−1 =
1
|ui,i−1|
(
qi−1A(I−Qi−1QTi−1)
)T (
(I−Qi−1QTi−1)Aqi−1
)
= |ui,i−1| = h˜i,i−1.
Lemma 6.19. Es gilt zi = (|b|, 0, . . . , 0)T = z˜i.
Beweis. Zu zeigen ist nur die linke Gleichheit. Wegen q1 = b/|b| und der Orthogonalita¨t der
Spalten von Qi gilt zi = Q
T
i b = (q
T
1 b, 0, . . . , 0)
T = (|b|, 0, . . . , 0)T .
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Beweis des Satzes 6.14. Die Gleichheitsaussagen qi = q˜i, Qi = Q˜i, Hi = H˜i, zi = z˜i,
yi = y˜i und xi = x˜i folgen direkt aus den Lemmata 6.15, 6.18 und 6.19. Zu zeigen ist noch,
daß ri das Residuum ist. Aus (I− δTi)xi = b folgt mit Ti = QiQTi A und xi = Qiyi
Qiyi − δQiQTi AQiyi = b.
Damit hat das Residuum (I− δA)xi − b die Darstellung
(I− δA)xi − b = Qiyi − δAQiyi − b = −δ(I−QiQTi )AQiyi.
Die Matrix (I−QiQTi )AQi hat aber nach Lemma 6.16 gerade die Form
(I−QiQTi )AQi = (0, . . . ,0,ui+1,i),
woraus
(I− δA)xi − b = −δ(yi)ivi+1,i = ri
folgt.
Bemerkung 6.20. Im Gegensatz zu den anderen hier erwa¨hnten Iterationsverfahren steigt
der Rechenaufwand pro Iterationsschritt beim Arnoldi-Verfahren mit zunehmender Iteration
an. Man kann zeigen, daß der Aufwand des Verfahrens von der Ordnung O(κ2n) ist, wobei
κ die Anzahl der verwendeten Iterationsschritte ist. Das Arnoldi-Verfahren ist daher in der
Regel nur fu¨r solche Gleichungssysteme effizient, die mit einer geringen Anzahl von Iterationen
auskommen.
6.4.2 Effiziente Lo¨sung der linearen Gleichungssysteme aus Algorithmus
6.12
Die spezielle Struktur der Matrizen Hi und der rechten Seite zi in dem linearen Gleichungs-
system (6.23) kann ausgenutzt werden, um den Aufwand zur Lo¨sung dieses Systems deutlich
zu senken. Die Matrizen Hi, i = 1, . . . ,maxIt sind nach Lemma 6.17 ineinander eingebettet
und haben wegen Lemma 6.10 Hessenberg-Form. Nach Lemma 6.19 haben auch die Vektoren
zi die Einbettungs-Eigenschaft
zi =
(
zi−1
0
)
, i = 2, . . . ,maxIt.
Wir setzen Mi = I − δHi und lo¨sen das System Miyi = zi aus (6.23) durch LU-Zerlegung
ohne Pivotisierung, siehe etwa Ha¨mmerlin/Hoffmann [80, Abschnitt 2.1.3], d.h. es sei Mi =
LiUi, wobei Li eine untere Dreiecksmatrix mit Diagonalelementen gleich 1 und Ui eine obere
Dreiecksmatrix ist. Das Gleichungssystem Miyi = zi zerfa¨llt in die beiden Dreieckssysteme
Liai = zi und Uiyi = ai, die nacheinander gelo¨st werden. Die Matrizen Mi und Li sind wie
Hi Hessenberg-Matrizen. Die Einbettungs-Eigenschaft der Hi und zi u¨bertra¨gt sich auf die
Matrizen Mi, Li, Ui und den Vektor ai. Daher mu¨ssen in jedem Iterationsschritt nur die neu
hinzugekommenen Elemente dieser Matrizen und Vektoren berechnet werden. Das leistet der
folgende Algorithmus.
Algorithmus 6.21 (Effiziente Lo¨sung des Systems (I− δHi)yi = zi).
Schritt 1: neue Elemente der Matrix Mi hinzufu¨gen
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for j = 1, . . . , i− 1
mji = −δhji
end
if i > 1
mi,i−1 = −δhi,i−1
end
mii = 1− δhii
Schritt 2: LU-Zerlegung
for j = 2, . . . , i− 1
mji = mji −mj,j−1mj−1,i
end
if i > 1
mi,i−1 = mi,i−1/mi−1,i−1
mii = mii −mi,i−1mi−1,i
end
Schritt 3: lo¨se Liai = zi
if i = 1
a1 = |b|
else
ai = −mi,i−1ai−1
end
Schritt 4: lo¨se Uiyi = ai
for j = i, i− 1, . . . , 1
(yi)j =
(
aj −
∑i
k=j+1mjk(yi)k
)
/mjj
end
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Der Ausdruck (yi)j in der vorletzten Zeile des Algorithmus steht fu¨r das j-te Element des
Vektors yi. Wir werden diese Schreibweise auch im folgenden gelegentlich verwenden.
Fu¨r eine effiziente Lo¨sung muß die Zeile (6.23) in Algorithmus 6.12 durch den Algorithmus 6.21
ersetzt werden. Die Zahlen mjk in Algorithmus 6.21 entsprechen in Schritt 1 den Elementen
der Matrix Mi und werden in Schritt 2 zu Elementen der LU-Matrix M˜i = Li + Ui − I
umgewandelt. Anstelle von Li und Ui wird nur M˜i gespeichert.
6.4.3 Approximation a¨ußerer Eigenvektoren
Wird ein lineares Gleichungssystem (I− δA)x = b mit dem Arnoldi-Verfahren gelo¨st, so ist
die Na¨herungslo¨sung xi entlang bestimmter Eigenrichtungen von A besonders genau. Wir
bezeichnen mit vk die Eigenvektoren und mit λk die zugeho¨rigen Eigenwerte von A sowie mit
G ⊂ C ein Gebiet, das das Spektrum von A entha¨lt und hinreichend eng umschließt. Ferner sei
ϑ(Ki,vk) der Winkel zwischen dem nach i Iterationsschritten erzeugten Krylovraum Ki und
dem Eigenvektor vk. In numerischen Untersuchungen stellt man fest, daß ϑ(Ki,vk) fu¨r i→∞
besonders schnell gegen 0 geht, wenn der zugeho¨rige Eigenwert λk in der Na¨he des Randes
von G liegt. Wir bezeichnen im folgenden derartige λk und vk als a¨ußere Eigenwerte bzw.
-vektoren von A, siehe Abbildung 6.2.
Im 
Re 
Gebiet G 
aeussere
Eigenwerte 
Abbildung 6.2: Gebiet G, a¨ußere Eigenwerte
Die Approximation der a¨ußeren Eigenvektoren durch den Krylovraum macht das Arnoldi-
Verfahren besonders fu¨r die Lo¨sung der Gleichungssysteme attraktiv, die in impliziten Diskre-
tisierungen gewo¨hnlicher Differentialgleichungen auftreten, da diese Eigenschaft der Arnoldi-
Iteration sich positiv auf die Stabilita¨t der impliziten Verfahren auswirkt. Auf diesen Sach-
verhalt werden wir im Zusammenhang mit den Krylov-W-Verfahren in Kapitel 7 noch na¨her
eingehen.
Fu¨r den Spezialfall, daß A ein rein reelles Spektrum besitzt, kann der oben eingefu¨hrte Winkel
ϑ(Ki,vk) nach oben abgescha¨tzt werden.
Satz 6.22. Das System (I−δA)x = b, A ∈ RN×N werde mit dem in Abschnitt 6.4.1 angege-
benen Arnoldi-Verfahren gelo¨st. Die Eigenwerte λ1 > · · · > λN von A seien sa¨mtlich reell und
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einfach. Sei Ki = span{b,Ab, . . . ,Ai−1b} der Krylov-Raum, in dem die Na¨herungslo¨sung xi
liegt. Ferner seien die folgenden Gro¨ßen gegeben.
κ1 = 1, κi =
i−1∏
j=1
λj − λN
λj − λi , falls i > 1, γi = 1 + 2
λi − λi+1
λi+1 − λN
κ˜i =
N∏
j=i+1
λ1 − λj
λi − λj , falls i < N, κ˜N = 1, γ˜i = 1 + 2
λi−1 − λi
λ1 − λi−1 .
Es sei ϑ(Ki,vk) der Winkel zwischen dem Krylovraum Ki und dem Eigenvektor vk von A.
Dann gelten die Abscha¨tzungen
tanϑ(Ki,vk) ≤ κk
Ti−k(γk)
tanϑ(K1,vk), falls k ≤ i (6.25)
und
tanϑ(Ki,vk) ≤ κ˜k
Ti+k−N−1(γ˜k)
tanϑ(K1,vk), falls k ≥ N + 1− i ist, (6.26)
wobei Ti(x) =
1
2
((
x+
√
x2 − 1
)i
+
(
x−√x2 − 1
)i)
das Tschebyschev-Polynom erster Art
vom Grade i ist.
Beweis. Die Abscha¨tzung (6.25) wurde von Saad in [139] und [140] gezeigt. Aus diesem
Beweis la¨ßt sich auch die Abscha¨tzung 6.26 durch einfache Symmetrieargumente herleiten.
Die Abscha¨tzungen in Satz 6.22 sind fu¨r k = 1 und k = N optimal, wie fu¨r (6.25) zeigt.
In vielen anderen Fa¨llen sind sie jedoch sehr grob. Fu¨r a¨quidistant verteilte Eigenwerte und
N ≫ 1 etwa wa¨chst κk bereits fu¨r k = 2, 3, . . . sehr stark an, was durch den Faktor Ti−k(γk)
nicht kompensiert werden kann, so daß die angegebenen Schranken nicht mehr relevant sind.
Falls k ≈ 1 ist und γk nicht zu nahe bei 1 liegt, so geht der Ausdruck 1/Ti−k(γk) schnell gegen
0. Analoges gilt fu¨r k ≈ N . Im diesem Fall la¨ßt sich demnach fu¨r die extremalen Eigenvektoren
zeigen, daß sie relativ schnell durch den Krylovraum Ki approximiert werden.
Numerische Untersuchungen zeigen jedoch, daß vielfach auch in Fa¨llen, in denen die angege-
benen Schranken sehr grob sind, die a¨ußeren Eigenvektoren schneller als die inneren durch
den Krylovraum approximiert werden. Wir verdeutlichen das an dem folgenden numerischen
Beispiel.
Untersuchung 6.23. Wir betrachten die Konvektions-Diffusions-Gleichung
ut = ∆u+ b · ∇u, b =
(
b1(t)
b2(t)
)
= c
(− sin t
cos t
)
im Gebiet Ω =]−5, 5[2 mit Anfangsbedingung u(x, y, 0) = e−(x2+y2) und homogenen Dirichlet-
Randbedingungen u(x, y, t) = 0 fu¨r (x, y) ∈ ∂Ω. Die Diskretisierung erfolge auf einem a¨qui-
distanten quadratischen Gitter der Maschenweite h = 1. Die Ortsdiskretisierung werde mit
zentralen Differenzen vorgenommen. Es sei N = 10/h−1. Bei lexikographischer Numerierung
der inneren Gitterpunkte, d.h. x(i−1)N+j = (−5+jh,−5+ih), i, j = 1, . . . , N , siehe Abbildung
6.3, ergibt sich nach der Ortsdiskretisierung das System gewo¨hnlicher Differentialgleichungen
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Abbildung 6.3: Lexikographische Anordnung der inneren Gitterpunkte
ut = Au, (6.27)
wobei u die Na¨herung fu¨r u(x, ·) ist und A ∈ RN2×N2 sich wie folgt aus N×N -Blockmatrizen
zusammensetzt.
D0 =
1
h2

−4 1
1
. . .
. . .
. . .
. . . 1
1 −4
 , D1 = b1(t)2h

0 1
1
. . .
. . .
. . .
. . . 1
1 0
 , D = D0 + D1,
R =
(
1
h2
+
b2(t)
2h
)
I, L =
(
1
h2
− b2(t)
2h
)
I, A =

D R
L
. . .
. . .
. . .
. . . R
L D

Wird das System (6.27) etwa mit dem impliziten Euler-Verfahren gelo¨st, so erha¨lt man im
ersten Zeitschritt der La¨nge τ0 = 0,01 das Gleichungssystem
(I− τ0A)u1 = u0. (6.28)
Dabei sind u0 und u1 die diskreten Lo¨sungen zu den Zeiten 0 und τ0. Wir wa¨hlen im folgenden
den Konvektionskoeffizienten c ∈ {0, 1, 2}. Die Eigenwerte von A sind in diesem Falle sa¨mtlich
reell; wir bezeichnen sie mit λk, die zugeho¨rigen Eigenvektoren mit vk.
Das System 6.28 werde nun mit dem Arnoldi-Verfahren gelo¨st. Wie oben sei ϑ(Ki,vk) der
Winkel zwischen dem Krylovraum Ki und dem Eigenvektor vk. In der Graphik 6.4 stellen wir
fu¨r i = 10, 20, 30 und c = 2 den Winkel ϑ(Ki,vk) u¨ber dem zugeho¨rigen Eigenwert λk dar.
Wa¨hlen wir stattdessen c = 1, so erhalten wir das in Abbildung 6.5 dargestellte Verhalten.
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Ergebnisse der Untersuchung. Man erkennt, daß fu¨r die a¨ußeren Eigenwerte der Winkel
ϑ(Ki,vk) besonders schnell gegen 0 geht, daß also der Krylov-Raum Ki sich den a¨ußeren
Eigenvektoren am schnellsten anna¨hert. Interessant ist, daß die Approximation der Eigen-
vektoren wesentlich von dem Konvektionsterm abha¨ngt. Fu¨r c = 1 fa¨llt die Approximation
schwa¨cher als fu¨r c = 2 aus, siehe Abbildung 6.5. Noch geringer ist die – hier nicht graphisch
dargestellte – Approximation fu¨r c = 0.
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Abbildung 6.4: Winkel ϑ(Ki,vk) fu¨r c = 2
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Abbildung 6.5: Winkel ϑ(Ki,vk) fu¨r c = 1
6.5 Der multiple Arnoldi-Prozeß
In einigen Anwendungen, insbesondere bei den in Abschnitt 5.7 beschriebenen W-Methoden,
treten mehrere Gleichungssysteme der Form
(I− δA)xi = bi, i = 1, . . . , s
mit gleicher Systemmatrix auf. Dabei kann die rechte Seite bi von der Lo¨sung xj abha¨ngen,
falls j < i ist. Fu¨r diesen Fall konstruierten Schmitt und Weiner [143, 168] (1995) den
multiplen Arnoldi-Prozeß, ein Verfahren, bei dem jedes der s Gleichungssysteme mit dem
Arnoldi-Verfahren gelo¨st wird. Es sei Ki, i = 1, . . . , s der durch das Arnoldi-Verfahren im i-
ten System aufgebaute Krylov-Raum. Wichtige Eigenschaften des multiplen Arnoldi-Prozesses
sind
• die Einbettung der Krylov-Ra¨ume, d.h. K1 ⊂ · · · ⊂ Ks und
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• das Einfu¨gen der rechten Seite bi des i-ten Systems in den Krylov-Raum Ki.
Wa¨hrend der erste Punkt die Effizienz des Prozesses erho¨ht, wirkt sich der zweite Punkt
positiv auf das Konvergenzverhalten des Arnoldi-Verfahrens aus.
Wir geben im folgenden einen Algorithmus fu¨r den multiplen Arnoldi-Prozeß an; dieser ist
in etwas verku¨rzter Form in Weiner und Schmitt [168] zu finden. Um die Darstellung
wesentlich zu vereinfachen, lassen wir die Iterationsindizes von Matrizen und Vektoren weg.
Gemeint ist jeweils die aktuelle Iterierte. In U¨bereinstimmung mit Schmitt und Weiner [143,
168] bezeichnen wir die maximal zula¨ssigen Dimensionen des Krylov-Raums mit κ1, . . . ,κs.
Zuna¨chst definieren wir die folgenden Funktionen auf Matrizen.
Definition 6.24. Es sei A eine Matrix. Dann bezeichne
• coli(A) die i-te Spalte von A, (col – ”column“),
• nc(A) die Anzahl der Spalten von A, (nc –
”
number of columns“),
• nzci(A) die von links gesehen i-te vom Nullvektor verschiedene Spalte von A, (nzc –
”
non-zero column“),
• nnzc(A) die Anzahl der Spaltenvektoren von A, die nicht gleich dem Nullvektor sind,
(nnzc –
”
number of non-zero columns“).
Algorithmus 6.25 (Multipler Arnoldi-Prozeß – Kurzform).
gegeben: A, δ, κ1, κ2, κ3, b
i, i = 1, . . . , s
System 1:
q = b1/‖b1‖
Q = (q)
for j = 2, 3, . . . ,κ1
v = (I−QQT )Aq (Gram-Schmidt-Orthogonalisierung)
q = v/|v|
Q =
(
Q q
)
H = QTAQ
lo¨se (I− δH)y1 = QTb1
r = −δ(I−QQT )AQy1 (Residuum)
if ‖r‖∗ < TOLLSS
break
end
end
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Systeme 2 bis s:
for i = 2, . . . , s
v = (I−QQT )bi (Gram-Schmidt-Orthogonalisierung)
if v 6= 0
q = v/|v|
Q =
(
Q q
)
end
H = QTAQ (6.29)
lo¨se (I− δH)yi = QTbi
G = (I−QQT )AQ
r = −δGyi (Residuum)
if ‖r‖∗ < TOLLSS
continue
end
c = nnzc(G)
for j = 1, . . . , c
v = nzcj(G)
q = v/|v|
Q =
(
Q q
)
end
for k = κi−1, . . . ,κi
H = QTAQ (6.30)
lo¨se (I− δH)yi = QTbi
r = −δ(I−QQT )AQyi (Residuum)
if ‖r‖∗ < TOLLSS
break
end
for j = 1, . . . , c
qalt = colnc(Q)−c+1(Q)
v = (I−QQT )Aqalt (Gram-Schmidt-Orthogonalisierung)
q = v/|v|
Q =
(
Q q
)
end
end
end
κ = nc(Q)
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for i = 1, . . . , s
yi =
(
yi
0
)
∈ Rκ
xi = Qyi
end
Bemerkung 6.26. Der erste Teil des Algorithmus (
”
System 1“) entspricht weitestgehend
dem Algorithmus 6.11. Es wurde lediglich die Abbruchbedingung aufgenommen. Die Matri-
zen H haben eine verallgemeinerte Hessenberg-Struktur: Die fu¨r das i-te System in (6.29)
und (6.30) aufgestellte Matrix H ist eine obere Dreiecksmatrix mit maximal i zusa¨tzlichen
Subdiagonalen.
Dieser Algorithmus kann in einer effizienten Form programmiert werden, die wir hier jedoch
nicht angeben werden. Fu¨r den Fall, daß der multiple Arnoldi-Prozeß in einer speziellen W-
Methode eingesetzt wird, ist die effiziente Form in Abschnitt 7.2 aufgefu¨hrt.
Kapitel 7
Ein Krylov-W-Verfahren
7.1 Eine dreistufige W-Methode
Zur Lo¨sung des Systems gewo¨hnlicher Differentialgleichungen ut = f(t,u) betrachten wir die
in (5.17) angegebene W-Methode
(I− τiγT)k˜j = f
(
ti + τicj ,ui + τiγ
j−1∑
l=1
ϕljk˜
l
)
+
j−1∑
l=1
ϑljk˜
l, j = 1, . . . , s (7.1)
ui+1 = ui + τi
s∑
l=1
glk˜
l
ûi+1 = ui + τi
s∑
l=1
ĝlk˜
l.
In dieser Methode treten mehrere lineare Gleichungssysteme mit der gleichen Systemmatrix
I − τiγT auf, die nacheinander gelo¨st werden ko¨nnen. Verwendet man zur Lo¨sung dieser
Systeme den in Abschnitt 6.5 beschriebenen multiplen Arnoldi-Prozeß, so spricht man auch
von einem Krylov-W-Verfahren1. Derartige Verfahren wurden von Schmitt und Weiner
[143] (1995) entwickelt. Das Programm ROWMAP von Weiner, Schmitt und Podhaisky
[169] (1997) basiert auf einem Krylov-W-Verfahren vierter Ordnung. Wir wollen in den in
Kapitel 9 dargestellten numerischen Berechnungen u.a. ein Krylov-W-Verfahren verwenden,
dem die W-Methode zweiter Ordnung (5.18)(
I− τm
(
1−
√
2/2
)
T
)
k˜1 = f(tm,um) =: b
1 (7.2)(
I− τm
(
1−
√
2/2
)
T
)
k˜2 = f
(
tm+1,um + τmk˜
1
)
−
(
2 +
√
2
)
k˜1 =: b2(
I− τm
(
1−
√
2/2
)
T
)
k˜3 = f
(
tm+1,um + τmk˜
1
)
− k˜1 +
(
−1 +
√
2
)
k˜2 =: b3
um+1 = um +
τ
2
(
2k˜1 +
(
1−
√
2
)
k˜2 + k˜3
)
ûm+1 = um +
τ
20
((
18−
√
2
)
k˜1 +
(
9− 11
√
2
)
k˜2 +
(
11 +
√
2
)
k˜3
)
1Der Name Krylov bezieht sich auf den durch das Arnoldi-Verfahren aufgebauten Krylov-Raum, in dem die
numerische Lo¨sung des Systems liegt, siehe Abschnitt 6.4.1
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zugrundeliegt.2 Diese W-Methode wurde ebenfalls von Schmitt und Weiner [143] zur Kon-
struktion eines Krylov-W-Verfahrens verwendet.
7.2 Effizienter Algorithmus fu¨r den multiplen Arnoldi-Prozeß
In Abschnitt 6.5 wurde der multiple Arnoli-Prozeß in Kurzform angegeben. Durch Ausnutzung
der speziellen in der W-Methode (7.2) auftretenden rechten Seiten erha¨lt man die folgende
effiziente Form des multiplen Arnoldi-Prozesses. Die Stufen 1 bis 3 in diesem Algorithmus
entsprechen den Stufen der W-Methode. Die Gro¨ßen κ1, κ12 und κ23 legen die maximal
erlaubte Anzahl der Iterationen in den Stufen 1, 2 und 3 fest.
Algorithmus 7.1 (Multipler Arnoldi-Prozeß fu¨r die W-Methode (7.2) – effiziente
Form).
gegeben: W-Mehtode (7.2), κ1, κ12, κ23
setze δ = τm
(
1−√2/2), A = T
Stufe 1:
b1 = f(tm, um)
q1 = b
1/|b1|
for i = 1, . . . ,κ1
u1i = Aqi
for j = 1, . . . , i
hji = q
T
j uji
uj+1,i = uji − hjiqj
end
hi+1,i = |ui+1,i|
Hi =
 h11 · · · h1i... ...
hi1 · · · hii

z1i = (|b1|, 0, . . . , 0)T ∈ Ri
lo¨se (I− δHi)y1i = z1i (7.3)
r1i = −δ(y1i )iui+1,i (Residuum)
if ‖r1i ‖∗ ≤ TOLLSS
κ1 = i
break
2Um eine U¨berschneidung mit Indizes in dem spa¨ter angegebenen multiplen Arnoldi-Prozeß zu vermeiden,
wurde der Index i hier durch m ersetzt.
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end
qi+1 = ui+1,i/|ui+1,i|
end
Qκ1 = (q1, . . . ,qκ1)
x1 = Qκ1y
1
κ1
k˜1 = x
1
Stufe 2:
κ2 = κ1 + κ12
b2 = f
(
tm+1,um + τmk˜1
)
− (2 +√2) k˜1
w1 = b
2
for i = 1, . . . ,κ1
zi = q
T
i b
2
wi+1 = wi − ziqi
end
zκ1+1 = |wκ1+1|
z2κ2 = (z1, . . . , zκ1+1, 0, . . . , 0)
T ∈ Rκ2
qκ1+1 = wκ1+1/zκ1+1
hκ1+1,κ1 = q
T
κ1+1uκ1+1,κ1 (uκ1+1,κ1 aus Stufe 1)
uκ1+2,κ1 = uκ1+1,κ1 − hκ1+1,κ1qκ1+1
hκ1+2,κ1 = |uκ1+2,κ1 |
qκ1+2 = uκ1+2,κ1/hκ1+2,κ1
for i = κ1 + 1, . . . ,κ2
u1i = Aqi
for j = 1, . . . , i+ 1
hji = q
T
j uji
uj+1,i = uji − hjiqj
end
hi+2,i = |ui+2,i|
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Hi =
 h11 · · · h1,i... ...
hi,1 · · · hii

z2i = (z1, . . . , zκ1+1, 0, . . . , 0)
T ∈ Ri
lo¨se (I− δHi)y2i = z2i (7.4)
qi+2 = ui+2,i/hi+2,i
r2i = −δ
((
hi+1,i−1(y
2
i )i−1 + hi+1,i(y
2
i )i
)
qi+1 + (y
2
i )iui+2,i
)
(Residuum)
if ‖r2i ‖∗ ≤ TOLLSS
κ2 = i
break
end
end
Stufe 3:
κ3 = κ2 + κ23
y1κ2 = (y
1
κ1
0)T ∈ Rκ2
z3κ2 = z
2
κ2
+ (1 +
√
2)y1κ2 + (−1 +
√
2)y2κ2
Hκ2 =
 h11 · · · h1,κ2... ...
hκ2,1 · · · hκ2,κ2

lo¨se (I− δHκ2)y3κ2 = z3κ2 (7.5)
r3κ2 = −δ
((
hκ2+1,κ2−1(y
3
κ2
)κ2−1 + hκ2+1,κ2(y
3
κ2
)κ2
)
qκ2+1 + (y
3
κ2
)κ2uκ2+2,κ2
)
(Residuum)
if ‖r3κ2‖∗ ≤ TOLLSS
κ3 = κ2
break
end
for i = κ2 + 1, . . . ,κ3
u1i = Aqi
for j = 1, . . . , i+ 1
hji = q
T
j uji
uj+1,i = uji − hjiqj
end
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hi+2,i = ‖ui+2,i‖
Hi =
 h11 · · · h1i... ...
hi1 · · · hii

z3i = (z
3
κ2
0)T ∈ Ri
lo¨se (I− δHi)y3i = z3i (7.6)
qi+2 = ui+2,i/hi+2,i
r3i = −δ
((
hi+1,i−1(y
3
i )i−1 + hi+1,i(y
3
i )i
)
qi+1 + (y
3
i )iui+2,i
)
(Residuum)
if ‖r3i ‖∗ ≤ TOLLSS
κ3 = i
break
end
end
Lo¨sung zum neuen Zeitschritt:
y1κ3 = (y
1
κ1
0)T ∈ Rκ3
y2κ3 = (y
2
κ2
0)T ∈ Rκ3
Qκ3 = (q1, . . . ,qκ3)
u(t+ τ) = u(t) + τ2Qκ3
(
2y1κ3 + (1−
√
2)y2κ3 + y
3
κ3
)
û(t+ τ) = u(t) + τ20Qκ3
(
(18−√2)y1κ3 + (9− 11
√
2)y2κ3 + (11 +
√
2)y3κ3
)
Bemerkung 7.2. Wie in Abschnitt 7.5 noch ausgefu¨hrt werden wird, sollte die zur Residuen-
abscha¨tzung verwendete Norm ‖·‖∗ die gleiche Norm sein, die auch in der Zeitschrittsteuerung
verwendet wird. Ha¨ufig benutzt man die skalierte Euklidische Norm
‖(v1, . . . , vN )‖∗ := |(v1, . . . , vN )|/
√
N.
In diesem Falle gilt fu¨r die Norm der Residuen ‖rki ‖∗, k = 2, 3 die Abscha¨tzung
‖rki ‖∗ ≤ |δ|
(∣∣∣hi+1,i−1(yki )i−1 + hi+1,i(yki )i∣∣∣ ‖qi+1‖∗ + |(yki )i|‖ui+2,i‖∗) (7.7)
= |δ|
(∣∣∣hi+1,i−1(yki )i−1 + hi+1,i(yki )i∣∣∣+ hi+2,i|(yki )i|) /√N =: rki,est.
Die Berechnung von ‖rki ‖∗ ist aufwendiger als die von rki,est. Deshalb kann die Bedingung
‖rki ‖∗ ≤ TOLLSS durch die oft nur geringfu¨gig scha¨rfere Bedingung rki,est ≤ TOLLSS ersetzt
werden.
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7.3 Effiziente Lo¨sung der linearen Gleichungssysteme in Algo-
rithmus 7.1
Wie bei dem in Abschnitt 6.4.1 beschriebenen einfachen Arnoldi-Verfahren, so kann auch im
multiplen Arnoldi-Prozeß die Lo¨sung der in (7.3), (7.4), (7.5) und (7.6) auftretenden linearen
Gleichungssysteme
(I− δHi)yki = zki (7.8)
auf effiziente Weise erfolgen, indem die LU-Zerlegung vorangegangener Iterationsschritte ge-
nutzt wird. Wir bezeichnet die Systemmatrizen I− δHi mit Mi. Die Matrix Mκ3 hat jedoch
im Unterschied zu Mκ1 nicht mehr Hessenberg-Form, sondern eine bei Spalte κ1 beginnende
weitere Subdiagonale, d.h. Mκ3 ist von der Form
Mκ3 =

∗ . . . . . . . . . . . . . . . ∗
∗ . . . ...
. . .
. . .
...
. . .
. . .
...
∗ . . . . . . ...
. . .
. . .
. . .
...
0 ∗ ∗ ∗

Wir lo¨sen die Systeme (7.8) durch LU-Zerlegung ohne Pivotisierung und erhalten Mi =
LiUi, Lia
k
i = z
k
i , Uiy
k
i = a
k
i . Die Matrizen Li und Ui werden lediglich durch die Matrix
M˜i = Li + Ui − I gespeichert. Wie bei dem einfachen Arnoldi-Verfahren, siehe Abschnitt
6.4.2, u¨bertra¨gt sich die modifizierte Hessenberg-Gestalt der Matrix Mi auch auf M˜i, und es
gelten ebenfalls die Einbettungs-Eigenschaften
Mi =

∗
Mi−1
...
∗ ∗
∗ . . . . . . . . . ∗
 , M˜i =

∗
M˜i−1
...
∗ ∗
∗ . . . . . . . . . ∗
 ,
zki =
(
zki−1
∗
)
, aki =
(
aki−1
∗
)
.
Daher mu¨ssen im i-ten Iterationsschritt nur die von 0 verschiedenen Elemente in der i-ten Zeile
und Spalte von M˜i sowie die i-te Komponente von a
k
i neu berechnet werden. Das geschieht
durch die Algorithmen 7.3 und 7.4. Algorithmus 7.3 dient zur Lo¨sung der Systeme (7.3), (7.4)
und (7.6), Algorithmus 7.4 zur Lo¨sung des Systems (7.5).
Algorithmus 7.3 (Effiziente Lo¨sung der Systeme (7.3), (7.4) und (7.6)).
gegeben: System (I− δHi)yki = zki , κ1, m11, . . . ,mi−1,i−1, a1, . . . , ai−1
Schritt 1: neue Elemente der Matrix Mi hinzufu¨gen
for j = 1, . . . , i− 1
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mji = −δhji
end
if i > 1
mi,i−1 = −δhi,i−1
end
mii = 1− δhii
if i > κ1 + 1
mi,i−2 = −δhi,i−2
end
Schritt 2: LU-Zerlegung
for j = 2, . . . ,min{i− 1,κ1 + 1}
mji = mji −mj,j−1mj−1,i
end
for j = κ1 + 2, . . . , i− 1
mji = mji −mj,j−1mj−1,i −mj,j−2mj−2,i
end
if 1 < i ≤ κ1 + 1
mi,i−1 = mi,i−1/mi−1,i−1
mii = mii −mi,i−1mi−1,i
end
Schritt 3: lo¨se Lia
k
i = z
k
i
if i = 1
a1 = (z
1
1)1
end
if 1 < i ≤ κ1
ai = (z
1
i )i −mi,i−1ai−1
end
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if i = κ1 + 1
a1 = (z
2
κ1+1
)1
for j = 2, . . . ,κ1 + 1
aj = (z
2
κ1+1)j −mj,j−1aj−1
end
end
if i > κ1 + 1
ai = (z
k
i )i −mi,i−2ai−2 −mi,i−1ai−1
end
Schritt 4: lo¨se Uiy
k
i = a
k
i
for j = i, i− 1, . . . , 1
(yki )j =
(
aj −
∑i
l=j+1mjl(y
k
i )l
)
/mjj
end
Algorithmus 7.4 (Effiziente Lo¨sung des Systems (7.5)).
gegeben: System (I− δHκ2)y3κ2 = z3κ2 , κ1, κ2, m11, . . . ,mκ2−1,κ2−1
Schritt 1 und Schritt 2 entfallen
Schritt 3: lo¨se Lκ2a
3
κ2
= z3κ2
a1 = (z
3
i )1
for j = 2, . . . ,κ1 + 1
aj = (z
3
i )j −mj,j−1aj−1
end
for j = κ1 + 2, . . . ,κ2
aj = (z
3
i )j −mj,j−1aj−1 −mj,j−2aj−2
end
Schritt 4: lo¨se Uκ2y
3
κ2
= a3κ2
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for j = κ2,κ2 − 1, . . . , 1
(y3i )j =
(
aj −
∑
κ2
l=j+1mjl(y
3
i )l
)
/mjj
end
Bemerkung 7.5. Wie in Algorithmus 6.21 entsprechen die Zahlen mjk in Schritt 1 den
Elementen der Matrix Mi und werden in Schritt 2 zu Elementen der LU-Matrix M˜i = Li +
Ui − I umgewandelt.
7.4 Zur Stabilita¨t von Krylov-W-Verfahren
Die in Abschnitt 6.4.3 angesprochene Eigenschaft des Arnoldi-Verfahrens, die a¨ußeren Ei-
genvektoren besonders schnell zu approximieren, wirkt sich gu¨nstig auf die Stabilita¨t eines
Krylov-W-Verfahrens aus. Wir betrachten das System ut = f(t,u) und die W-Methode (7.1)
mit T = ∂f/∂u = J, die dann die Form
(I− τiγJ)k˜j = f
(
ti + τicj,ui + τiγ
j−1∑
l=1
ϕljk˜
l
)
+
j−1∑
l=1
ϑljk˜
l, j = 1, . . . , s (7.9)
ui+1 = ui + τi
s∑
l=1
glk˜
l
ûi+1 = ui + τi
s∑
l=1
ĝlk˜
l
hat. Die Gleichungssysteme in dieser Methode werden durch den multiplen Arnoldi-Prozeß
na¨herungsweise gelo¨st. Wir bezeichnen die Na¨herungslo¨sungen mit k
j
. Setzen wir
T
j
:= QκjQ
T
κj
J und b
j
:= f
(
ti + τicj ,ui + τiγ
j−1∑
l=1
ϕljk
l
)
+
j−1∑
l=1
ϑljk
l
,
dann sind die Na¨herungslo¨sungen k
j
von (7.9) exakte Lo¨sungen der modifizierten W-Methode
(I− τiγTj)kj = bj , j = 1, . . . , s (7.10)
ui+1 = ui + τi
s∑
l=1
glk
l
ûi+1 = ui + τi
s∑
l=1
ĝlk
l
,
siehe (6.20). Die Stabilita¨t des Krylov-W-Verfahrens ha¨ngt von den Matrizen T
j
in der exakt
gelo¨sten modifizierten W-Methode ab. Wa¨re T
j
= 0 fu¨r j = 1, . . . , s, so wu¨rde das explizite
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Runge-Kutta Verfahren
k
j
= f
(
ti + τicj ,ui + τiγ
j−1∑
l=1
ϕljk
l
)
+
j−1∑
l=1
ϑljk
l
, j = 1, . . . , s (7.11)
ui+1 = ui + τi
s∑
l=1
glk
l
ûi+1 = ui + τi
s∑
l=1
ĝlk
l
gelo¨st, welches ein beschra¨nktes Stabilita¨tsgebiet hat und damit eine Einschra¨nkung des Zeit-
schritts erfordert. Wa¨re hingegen T
j
= J, j = 1, . . . , s, dann wa¨ren die Stabilita¨tseigenschaf-
ten des Krylov-W-Verfahrens optimal.
Aus der Stabilita¨tsbedingung fu¨r das explizite Verfahren (7.11) geht hervor, daß betragsgroße
Eigenwerte mit negativem Realteil fu¨r die Steifheit eines Problems verantwortlich sind, da die-
se den maximal erlaubten Zeitschritt einschra¨nken. Wir bezeichnen diese Eigenwerte und den
zugeho¨rigen Eigenraum als dominant. Aus Stabilita¨tsgru¨nden wa¨re es daher gu¨nstig, wenn
die Eigenra¨ume der Matrizen T
j
den dominanten Eigenraum der Jacobi-Matrix J besonders
gut approximieren wu¨rden.
Wie aus Abschnitt 6.4.3 hervorgeht, approximiert der durch das Arnoldi-Verfahren aufgebau-
te Krylov-Raum Ki gerade die a¨ußeren Eigenvektoren von J, zu denen auch die dominanten
Eigenvektoren geho¨ren, besonders schnell. Der folgende Satz zeigt, daß dann auch die Eigen-
ra¨ume der Matrizen T
j
den dominanten Eigenraum von J schnell approximieren.
Satz 7.6. Es sei v ein Eigenvektor der Matrix J zum Eigenwert λ. Das System (I−δJ)k = b
werde mit dem in Abschnitt 6.4.1 beschriebene Arnoldi-Verfahren gelo¨st. Es sei Q die durch
dieses Verfahren erzeugte Matrix, die die Orthonormalbasis des Krylov-Raumes K entha¨lt.
Dann gilt die Ungleichung
|Tv − λv| ≤ |λ| dist(K,v),
wobei T = QQTJ und dist(K,v) der Euklidische Abstand zwischen K und v ist.
Beweis. Das Minimum
dist(K,v) = min{|w − v| : w ∈ K}
wird fu¨r einen Vektor w∗ ∈ K angenommen. Es gilt
Tv = QQTJv = λQQTv = λQQTw∗ − λQQT (w∗ − v) = λw∗ − λQQT (w∗ − v)
= λv + λ(w∗ − v)− λQQT (w∗ − v) = λv + λ(I−QQT )(w∗ − v).
Die Multiplikation mit der Matrix I − QQT beschreibt einen Schritt der Gram-Schmidt-
Orthogonalisierung bezu¨glich der in Q enthaltenen Orthonormalbasis. Insbesondere folgt dar-
aus, daß fu¨r einen beliebigen Vektor a die Vektoren a, QQTa und (I−QQT )a die Seitenvek-
toren eines rechtwinkligen Dreiecks sind, wobei a die Hypothenuse bildet, ein Resultat, von
dem man sich auch durch direkte Rechnung leicht u¨berzeugt. Demnach ist fu¨r einen beliebigen
Vektor a stets
|(I−QQT )a| ≤ |a|.
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Damit folgt
|Tv − λv| = |λ||(I−QQT )(w∗ − v)| ≤ |λ||(w∗ − v)| = |λ|dist(K,v).
Ist v ein dominanter Eigenvektor von J, so geht dist(K,v) fu¨r wachsende Krylov-Dimension
schnell gegen 0. Satz 7.6 zeigt, daß dann ein Eigenvektor von T schnell gegen v konvergiert.
Daraus folgt, daß insbesondere der dominante Eigenraum von J schnell durch Eigenvektoren
der Matrix T approximiert wird. Damit ist der Einsatz des Arnoldi-Verfahrens in einer W-
Methode besonders stabilita¨tserhaltend.
7.5 Abbruch der Iteration
Die Abbruchbedingung fu¨r die Iteration entspricht der, die wir fu¨r das BiCGstab-Verfahren
ohne Vorkonditionierung verwenden. Diese Abbruchbedingung wird auch von Schmitt und
Weiner [143] vorgeschlagen. Es gelten die gleichen U¨berlegungen, wie in Abschnitt 6.3.2
dargestellt, nur daß jetzt P = I zu setzen ist. Wir erhalten also wieder mit
TOLLSS =
αLSSTOLt
τi
(7.12)
eine an die Toleranz fu¨r den lokalen Fehler TOLt gekoppelte Toleranz des linearen Lo¨sers. Wie
beim BiCGstab-Verfahren ist der optimale Wert fu¨r αLSS problemabha¨ngig. Man ist hier auf
numerische Testrechnungen angewiesen, vgl. Bemerkung 6.7. Wir werden uns in Abschnitt
9.6 unter anderem mit der Ermittlung eines optimalen αLSS befassen.
Ein Verfahren, das den Abbruch seiner Iteration allein durch die Toleranz TOLLSS steu-
ert, ist jedoch in vielen Fa¨llen nicht effizient. Es mu¨ssen zusa¨tzlich die durch κ1, κ12 und
κ23 vorgegebenen maximalen Krylov-Dimensionen geeignet und bei einigen Problemen recht
niedrig gewa¨hlt werden. Das Problem der Ineffizienz bei zu vielen Iterationen ist beim Krylov-
W-Verfahren, wo der Aufwand mit der Iteration quadratisch ansteigt, gravierender als bei
BiCGstab. Auch wenn man durch Beschra¨nkung der Krylov-Dimension das Gleichungssy-
stem selbst mit nur geringer Genauigkeit lo¨st, so sollte der lokale Fehler der W-Methode
dadurch nicht wesentlich zunehmen, da dieser u¨ber die Zeitschrittsteuerung reguliert wird.
Mo¨glicherweise verliert die Methode aber an Stabilita¨t, so daß der Zeitschritt reduziert wird.
Geeignete Werte fu¨r die maximalen Krylov-Dimensionen sind ebenfalls problemabha¨ngig und
mu¨ssen durch numerische Testrechnungen gefunden werden. Fu¨r einige Beispielprobleme wird
die Effizienz in Abha¨ngigkeit der maximalen Krylov-Dimension in Abschnitt 9.5 untersucht.
In einigen Implementationen von Krylov-W-Verfahren wird der residuumsabha¨ngige Abbruch
nur in Stufe 1 vorgenommen. In den ho¨heren Stufen wird dann immer bis zur vorgegebenen
maximalen Krylov-Dimension iteriert. Eine solche Vorgehensweise wird beispielsweise in dem
Programm ROWMAP von Weiner, Schmitt und Podhaisky [169] verfolgt. Sie hat den
Vorteil, daß die Bestimmung der Residuen und einiger zu deren Berechnung beno¨tigter Gro¨ßen
in den ho¨heren Stufen entfa¨llt. Insbesondere mu¨ssen in den ho¨heren Stufen die Gleichungs-
systeme (I − δHi)yki = zki nur noch einmal am Ende gelo¨st werden. Ein Nachteil dieser
Vorgehensweise ist natu¨rlich die fehlende Fehlerkontrolle in den Stufen 2 bis s, jedoch kann
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auf diese eventuell verzichtet werden, wenn κ12 und κ23 hinreichend klein sind. In unseren
numerischen Rechnungen schlagen wir diesen Weg nicht ein, sondern stellen die Abbruchbe-
dingung in jeder Iteration.
Erfolgt der Abbruch in einer Stufe j aufgrund des Erreichens der maximalen Krylov-Dimension
κj , so ist das Residuum ‖rjκj‖∗ gro¨ßer als die Toleranz TOLLSS. In diesem Falle ist es mo¨g-
licherweise sinnvoll, TOLLSS fu¨r die nachfolgenden Stufen auf den Wert ‖rjκj‖∗ zu erho¨hen,
da die gewu¨nschte Genauigkeit bereits in Stufe j verletzt wurde. Diese Strategie wenden wir
auch in dem in Kapitel 9 zu numerischen Untersuchungen verwendeten Krylov-W-Verfahren
an.
7.6 Numerische Untersuchungen zur Konvergenz
Untersuchung 7.7. Wir wollen die Konvergenz von Fehler und Residuum des betrachte-
ten Krylov-W-Verfahrens anhand des folgenden numerischen Beispiels untersuchen und mit
der Konvergenz des in Abschnitt 6.3 beschriebenen BiCGstab-Verfahrens vergleichen. Wir
betrachten die Wa¨rmeleitungsgleichung mit Quellterm
ut =
1
4π2
∆u+ (1 + t) sin(2πx)− t sin(2πy), (x, y) ∈ Ω =]0, 1[2
mit der Anfangsbedingung u(x, y, 0) = sin(2πy) und der Dirichlet-Randbedingung
u(x, y, t) =
{
t sin(2πx), y ∈ {0, 1},
(1− t) sin(2πy), x ∈ {0, 1}.
Die exakte Lo¨sung dieser Differentialgleichung ist mit
u(x, y, t) = t sin(2πx) + (1− t) sin(2πy)
gegeben. Die Ortsdiskretisierung erfolgt mit linearen finiten Elementen auf einem uniformen
Dreiecksgitter. Die mittlere Seitenla¨nge der Dreiecke ist h = 0,0125. Im Ergebnis erhalten wir
ein System gewo¨hnlicher Differentialgleichungen der Form ut = f(t,u). Die Zeitdiskretisierung
wird mit der W-Methode zweiter Ordnung (7.2) durchgefu¨hrt, wobei T = J = ∂f/∂u ist.
Wir betrachten die Lo¨sung der W-Methode im ersten Zeitschritt, τ0 = 0,01. Der Vektor k˜
j
sei die exakte Lo¨sung des in (7.2) auftretenden Gleichungssystems(
I− τm
(
1−
√
2/2
)
J
)
k˜j = bj
und k
j
die Na¨herungslo¨sung, die mit einem iterativen Lo¨ser gewonnen wurde. Als Fehler-
Toleranz benutzen wir zuna¨chst TOLLSS = 10
−6. In Abbildung 7.1 (links) ist der Fehler des
Gleichungslo¨sers ‖k˜j −kj‖∗ u¨ber der Anzahl der Iterationen gru¨n dargestellt. Die Norm ‖ · ‖∗
ist dabei die skalierte Euklidische Vektornorm, siehe Bermerkung 7.2. Die blauen Kurven
zeigen das Residuum ‖rji‖∗ und die roten Kurven das in (7.7) definierte gescha¨tzte Residuum
rji,est. In diesem Falle ist das Residuum etwas gro¨ßer als der Fehler, die Scha¨tzung r
j
i,est des
Residuums ist sehr gut. Wir bezeichnen mit k˜ji und k
j
i den Wert von k˜
j bzw. k
j
im i-ten
Iterationsschritt der Stufe j. Die Konvergenzgeschwindigkeit betra¨gt in der ersten Stufe etwa
‖k˜1i − k1i ‖∗ ≈ C · 0,5i.
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Abbildung 7.1: Konvergenz bei TOLLSS = 10
−6: Fehler (gru¨n), Residuum (blau) und ge-
scha¨tztes Residuum (rot) in Abha¨ngigkeit von der Anzahl der Iterationen; links: Krylov-W-
Verfahren, rechts: BiCGstab-Verfahren ohne Vorkonditionierung
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Abbildung 7.2: Konvergenz bei TOLLSS = 10
−6: links: BiCGstab-Verfahren mit SSOR-
Vorkonditionierung, Fehler (gru¨n) und Residuum (blau) in Abha¨ngigkeit von der Anzahl
der Iterationen, rechts: Fehler in Abha¨ngigkeit der Gleitkomma-Operationen: Krylov-W-
Verfahren (blau), BiCGstab-Verfahren ohne (rot) und mit SSOR-Vorkonditionierung (gru¨n)
In den folgenden Stufen ist die Konvergenz deutlich langsamer; sie betra¨gt etwa
‖k˜ji − k
j
i‖∗ ≈ C · 0,65i.
fu¨r i = 2, 3. Der Fehler zu Beginn der dritten Stufe ist nur geringfu¨gig ho¨her als der zum Ende
der zweiten Stufe. Das ist darauf zuru¨ckzufu¨hren, daß die rechte Seite z3 bereits in dem in
der zweiten Stufe aufgebauten Krylov-Raum Kκ2 enthalten ist.
Zum Vergleich betrachten wir die Lo¨sung der W-Methode mit dem BiCGstab-Verfahren.
Abbildung 7.1 (rechts) zeigt Fehler und Residuum, wenn keine Vorkonditionierung eingesetzt
wird. In Abbildung 7.2 (links) sind Fehler und Residuum fu¨r das BiCGstab-Verfahren mit
SSOR-Vorkonditionierung dargestellt. In beiden Fa¨llen sind Residuum und Fehler beinahe
138 7. Ein Krylov-W-Verfahren
identisch. Die Konvergenzraten der einzelnen Stufen unterscheiden sich nicht so stark wie
beim multiplen Arnoldi-Prozeß. Die Konvergenzrate betra¨gt im Falle ohne Vorkonditionierung
na¨herungsweise
‖k˜ji − k
1
i ‖∗ ≈ C · 0,35i, j = 1, 2, 3.
mit der Vorkonditionierung kann eine Steigerung auf etwa
‖k˜ji − k
1
i ‖∗ ≈ C · 0,1i, j = 1, 2, 3.
erreicht werden.3
Um den Rechenaufwand der genannten Verfahren zu vergleichen, stellen wir in Abbildung 7.2
(rechts) jeweils den Fehler u¨ber der Anzahl der Gleitkomma-Operationen dar. Das vorkondi-
tionierte BiCGstab-Verfahren schneidet am besten ab. Der Aufwand des multiplen Arnoldi-
Prozesses ist wegen seines quadratisch steigenden Aufwandes und der hier beno¨tigten relativ
hohen Anzahl von Iterationen den anderen beiden Verfahren unterlegen.
0 5 10 15 20
10−4
10−3
10−2
10−1
100
Iteration
Fe
hl
er
, R
es
id
uu
m
, g
es
ch
ae
tz
te
s 
Re
sid
uu
m
0 5 10 15
x 106
10−4
10−3
10−2
10−1
100
Gleitkomma−Operationen
Fe
hl
er
Abbildung 7.3: Konvergenz bei TOLLSS = 10
−3: links: Krylov-W-Verfahren: Fehler (gru¨n),
Residuum (blau) und gescha¨tztes Residuum (rot) in Abha¨ngigkeit von der Anzahl der Ite-
rationen, rechts: Fehler in Abha¨ngigkeit der Gleitkomma-Operationen: Krylov-W-Verfahren
(blau), BiCGstab-Verfahren ohne (rot) und mit SSOR-Vorkonditionierung (gru¨n)
Ein anderes Bild ergibt sich bei einer geringeren Genauigkeitsforderung. Wir wiederholen die
Untersuchung fu¨r die Toleranz TOLLSS = 10
−3 und stellen in Abbildung 7.3 die Konvergenz
des Krylov-W-Verfahrens und den Vergleich der drei Verfahren bezu¨glich der Gleitkomma-
Operationen dar. Das Krylov-W-Verfahren ist in diesem Falle das effizienteste Verfahren.
Ergebnisse der Untersuchung
• Beim Krylov-W-Verfahren ist die Scha¨tzung des Residuums sehr gut.
• Die U¨bereinstimmung zwischen Residuum und Fehler ist bei dem BiCGstab-Verfahren
deutlich besser als bei dem Krylov-W-Verfahren.
3Die Konstanten C sind selbstversta¨ndlich in allen Fa¨llen unterschiedlich. Der Wert von C hat jedoch keinen
Einfluß auf die Konvergenzgeschwindigkeit, deshalb wird er hier nicht angegeben.
7.6. Numerische Untersuchungen zur Konvergenz 139
• Die Konvergenzgeschwindigkeit des Krylov-W-Verfahrens ist in der ersten Stufe ho¨her
als in den darauf folgenden Stufen 2 und 3.
• Beim BiCGstab-Verfahren beschleunigt die SSOR-Vorkonditionierung die Konvergenz.
• Fu¨r kleine Toleranzen TOLLSS erweist sich das vorkonditionierte BiCGstab-Verfahren
als effizient, fu¨r große Toleranzen hingegen das Krylov-W-Verfahren.
Wie das Beispiel illustriert, ist der multiple Arnoldi-Prozeß oft im Vorteil, wenn keine sehr
hohe Genauigkeit der Lo¨sung erforderlich ist. Diese Eigenschaft macht das Verfahren gerade
als Lo¨ser in einer W-Methode interessant, da hier oft moderate Genauigkeiten zur Sicherung
der Stabilita¨t ausreichen und die Ordnung der W-Methode auch bei ungenauer Lo¨sung der
Gleichungssysteme erhalten bleibt.
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Kapitel 8
Partitionierung
Das in Abschnitt 5.6 beschriebene Pha¨nomen der Steifheit tritt bei der Diskretisierung von
Reaktions-Diffusions-Systemen mitunter nur lokal auf, d.h. das Problem ist nur in einem Teil-
gebiet Ωsteif(t) von Ω steif, welches oftmals auch zeitabha¨ngig ist. Wie wir in 5.6.1 gesehen
haben, sind bei Reaktions-Diffusions-Gleichungen insbesondere die Feinheit des Gitters im
Zusammenhang mit Diffusion sowie steile Gradienten der Reaktionsfunktion Ursachen fu¨r
Steifheit. Treten diese Ursachen nur lokal auf, so ist auch die Steifheit nur lokaler Natur.
In diesem Falle ist es oft nicht effizient, eine Zeitdiskretisierung fu¨r steife Probleme – etwa
ein implizites Runge-Kutta-Verfahren – auf dem gesamten Gebiet Ω einzusetzen, da derartige
Verfahren i.a. mehr Rechenzeit pro Zeitschritt beno¨tigen als die fu¨r nichtsteife Probleme geeig-
neten expliziten Verfahren. Wir werden uns daher in diesem Kapitel mit Verfahren befassen,
die auf dem steifen Teilgebiet Ωsteif eine implizite und auf dem nichtsteifen Teilgebiet Ω\Ωsteif
eine explizite Zeitdiskretisierung verwenden. Zusa¨tzlich soll die Mo¨glichkeit bestehen, nur den
Diffusionsteil oder nur den Reaktionsteil implizit zu lo¨sen. Verfahren dieser Art wollen wir als
lokale Partitionierungs-Verfahren bezeichnen.
Die in Abschnitt 5.7 beschriebenen W-Methoden sind zur lokalen Partitionierung besonders
gut geeignet, da man allein durch A¨nderung der Matrix T in (5.13) zwischen einem fu¨r steife
Probleme geeigneten linear impliziten Verfahren und einem expliziten Verfahren
”
schalten“
kann. Bei lokal steifen Problemen kann hier auch eine lokale, d.h. zeilen- und spaltenweise
Anpassung der Matrix T vorgenommen werden.
Bei einigen Problemen kann man bereits a-priori eine Einteilung in steife und nichtsteife Kom-
ponenten vornehmen. In diesem Falle eru¨brigt sich die im na¨chsten Abschnitt beschriebene
Steifigkeitserkennung. Derartige Verfahren werden als feste Partitionierungs-Verfahren
bezeichnet. Demgegenu¨ber wird bei einem automatischen Partitionierungs-Verfahren
in regelma¨ßigen Absta¨nden die lokale Steifigkeit untersucht und die Matrix T entsprechend
angepaßt. Ein automatisches Partitionierungs-Verfahren wurde erstmals 1979 von Enright
und Kamel [56] vorgestellt. Weiner, Arnold, Rentrop und Strehmel [167] entwickelten
1993 ein automatisches Partitionierungs-Verfahren auf Grundlage einer W-Methode. Hunds-
dorfer [85] wandte automatische Partitionierung in einem BDF-Verfahren an.
In dem von uns verwendeten Verfahren benutzen wir eine etwas andere Methode zur Steifig-
keitserkennung als in [167]. Außerdem fu¨hren wir die Mo¨glichkeit ein, Diffusions- und Reak-
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tionsteil getrennt auf Steifheit zu untersuchen und zu partitionieren.
8.1 Vollsta¨ndig automatische Partitionierung
Im Falle der automatischen Partitionierung mu¨ssen zuna¨chst die steifen Komponenten ermit-
telt werden. Wir betrachten das in (2.2) angegebene Reaktions-Diffusions-System
∂uk
∂t
(x, t) = div (dk(x)∇uk(x, t)) + rk(x)uk(x, t) + pk(u1(x, t), . . . , um(x, t)) + qk(x, t),
k = 1, . . . ,m, x ∈ Ω ⊂ Rn, t ∈ [t0, te],
u(x, t0) = u0(x), x ∈ Ω ⊂ Rn.
Im Falle k = 1 liegt nur eine einzelne Reaktions-Diffusions-Gleichung vor. Die Ortsdiskre-
tisierung erfolge mit linearen finiten Elementen, siehe Abschnitt 3.1. Wir verwenden die in
Abschnitt 3.1.5 beschriebene Reduktion der Massen-Matrx. Im Ergebnis erha¨lt man je nach
Randbedingung eines der in (3.15), (3.16) und (3.33) angegebenen Systeme gewo¨hnlicher Dif-
ferentialgleichungen, welches wir in der Form
ut = f(t,u) (8.1)
schreiben. Die Zeitdiskretisierung werde mit der in (5.13) dargestellten W-Methode
kj = f
(
ti + cjτi,ui + τi
j−1∑
l=1
αjlkl
)
+ τiT
j∑
l=1
γjlkl, j = 1, . . . , s (8.2)
γjj = γ, j = 1, . . . , s
ui+1 = ui + τi
s∑
l=1
blkl
ûi+1 = ui + τi
s∑
l=1
b̂lkl
durchgefu¨hrt. Diese Methode kann mit der in Abschnitt 5.7 dargestellten Transformation auf
die Form (5.17)
(I− τiγT)k˜j = f
(
ti + τicj ,ui + τiγ
j−1∑
l=1
ϕljk˜l
)
+
j−1∑
l=1
ϑljk˜l, j = 1, . . . , s (8.3)
ui+1 = ui + τi
s∑
l=1
glk˜l
ûi+1 = ui + τi
s∑
l=1
ĝlk˜l.
gebracht werden. Zum Zeitpunkt ti liegt eine Triangulierung Th und ein Vektor ui vor, der
die Knotenwerte der Na¨herungslo¨sung entha¨lt. Mit Hilfe der oben angegebenen W-Methode
wird der zur Zeit ti+1 geho¨rige Lo¨sungsvektor ui+1 berechnet. Die Gro¨ße der Zeitschritte wird
durch eine Genauigkeitsforderung an den lokalen Fehler eingeschra¨nkt.
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Es sei J := ∂f/∂u die Jacobi-Matrix der rechten Seite der Differentialgleichung. Die W-
Methode erreicht ihre ho¨chste Stabilita¨t, wenn man
T = J (8.4)
wa¨hlt. Ziel der Partitionierung ist es nun, in der Matrix T mo¨glichst viele Zeilen und Spalten
durch Nullzeilen/-spalten zu ersetzen, dabei aber die Stabilita¨t des Verfahrens zu erhalten.
Wird in (8.2) T = 0 gesetzt, so erha¨lt man das explizite Runge-Kutta-Verfahren
kj = f
(
ti + cjτi,ui + τi
j−1∑
l=1
αjlkl
)
, j = 1, . . . , s, (8.5)
γjj = γ, j = 1, . . . , s,
ui+1 = ui + τi
s∑
l=1
blkl,
ûi+1 = ui + τi
s∑
l=1
b̂lkl
mit dem in Definition 5.10 definierten Stabilita¨tsgebiet S. Fu¨r dieses Verfahren betrachten
wir die Zeitschrittbeschra¨nkung
τiλj(J) ∈ S (8.6)
fu¨r alle Eigenwerte λj(J) mit Re λj(J) ≤ 0. Fu¨r lineare autonome Probleme bedeutet die-
se Bedingung, daß das Verfahren in den Eigenrichtungen stabil sein soll, in denen auch das
Differentialgleichungs-System stabil ist, vgl (5.11). Fu¨r nichtlineare oder nichtautonome Pro-
bleme ist (8.6) keine hinreichende Bedingung fu¨r stabiles Verhalten. Trotzdem gibt es eine
Reihe nichtlinearer Probleme, die ein a¨hnliches Stabilita¨tsverhalten wie ihre Linearisierung
besitzen. Wir legen daher die Bedingung (8.6) – mangels eines besseren Kriteriums – auch bei
nichtlinearen Problemen der im folgenden erla¨uterten Steifigkeitserkennung zugrunde. Falls
die Bedingung (8.6) fu¨r den durch die Genauigkeitsforderung bestimmten Zeitschritt τi des
impliziten Verfahrens (8.3), (8.4) nicht erfu¨llt ist, so nennen wir das Problem S-steif.
Der Sachverhalt vereinfacht sich, wenn wir anstelle der Eigenwerte den Spektralradius ̺(J)
heranziehen. Wir approximieren das Stabilita¨tsgebiet S durch einen Halbkreis H := {z ∈ C :
|z| ≤ rstab, Re z ≤ 0} mit dem Radius rstab, den wir als Stabilita¨ts-Radius bezeichnen. Die
Stabilita¨tsbedingung (8.6) ersetzen wir durch die Bedingung
τi̺(J) ≤ rstab. (8.7)
Wird diese Bedingung durch den Zeitschritt τi aus (8.3), (8.4) verletzt, so bezeichnen wir das
Problem als H-steif.
Bei einem Partitionierungs-Verfahren versucht man, die Komponenten, d.h. die Zeilen und
Spalten von J zu finden, die fu¨r S-Steifheit verantwortlich sind, denn diese sollen durch ein
implizites Verfahren abgedeckt werden. In der praktischen Realisierung sucht man, wie wir
im folgenden zeigen werden, jedoch nur nach Komponenten, die H-Steifheit hervorrufen. Die
beiden Steifheitsbegriffe stimmen aber nicht ganz u¨berein. Wir wollen das am Beispiel eines
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beliebigen dreistufigen expliziten Runge-Kutta-Verfahrens dritter Ordnung erla¨utern. Alle
derartigen Verfahren besitzen die Stabilita¨tsfunktion
R(z) = 1 + z +
z2
2
+
z3
6
und das Stabilita¨tsgebiet S = {z ∈ C : |R(z)| ≤ 1}.
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Abbildung 8.1: Stabilita¨tsgebiet S und Halbkreis H, links: Fall 1, rechts: Fall 2
Fall 1: Wa¨hlt man rstab ≤
√
3, so ist H ⊂ S, siehe Abbildung 8.1, links. Liegt τiλj(J) fu¨r
einen Eigenwert λj(J) an einer der durch (∗) markierten Positionen, so ist das Problem
H-steif, aber nicht S-steif. Es gibt in diesem Fall kein Problem, das S-steif, aber nicht
H steif ist.
Fall 2: Wa¨hlt man rstab >
√
3, so ist H 6⊂ S, siehe Abbildung 8.1, rechts. Liegt τiλj(J) an
einer der durch (∗) markierten Positionen, so ist das Problem H-steif, aber nicht S-
steif. Liegt τiλj(J) an der durch (o) markierten Position, so ist das Problem S-steif,
aber nicht H-steif.
Im Fall 1 ist man auf der sicheren Seite, da mit den H-steifen Komponenten auch alle S-steifen
Komponenten erfaßt werden. Hingegen kann es im Fall 2 vorkommen, daß gewisse S-steife
Komponenten nicht erkannt werden. Dafu¨r ist im Fall 2 jedoch eine bessere Approximation
von S durch H mo¨glich. Zudem ist es bei einigen expliziten Runge-Kutta-Verfahren gar nicht
mo¨glich, einen Halbkreis H in der oben angegebenen Form zu finden, der ga¨nzlich in S liegt.
In der Praxis wird man oft einen Kompromiß suchen zwischen dem Risiko, das Fall 2 mit sich
bringt und der besseren Approximation bei gro¨ßerem rstab. Mitunter kann man auch gewisse
Informationen u¨ber die Eigenwerte λj(J) ausnutzen. Ist beispielsweise bekannt, daß zumindest
die betragsgroßen Eigenwerte reell sind, so kann rstab := min(S ∩ R) gewa¨hlt werden.
Da der Spektralradius ̺(J) keinen Aufschluß u¨ber einzelne Zeilen oder Spalten von J gibt,
approximieren wir ihn durch eine geeignete Matrixnorm. Hier bieten sich insbesondere die
Zeilen- und die Spaltensummennorm an, die folgendermaßen definiert sind.
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Definition 8.1. Es sei A = (aij)i,j=1,...,n eine n× n-Matrix. Die Matrixnormen
‖A‖M,1 := max
i=1,...,n
n∑
j=1
|aji| und ‖A‖M,∞ := max
i=1,...,n
n∑
j=1
|aij |
werden als Spalten- bzw. Zeilensummennorm bezeichnet.
Wir definieren noch die folgenden Vektornormen:
Definition 8.2. Fu¨r einen Vektor v = (v1, . . . , vn) sind mit
‖v‖V,1 :=
n∑
i=1
|vi| und ‖v‖V,∞ := max
i=1,...,n
|vi|
die l1- und die l∞-Norm, die auch als Maximumnorm bezeichnet wird, definiert.
Es zeigt sich, daß Spalten- und Zeilensummennorm gerade die durch l1- und l∞-Norm erzeug-
ten Matrixnormen sind.
Satz 8.3. Fu¨r eine n× n-Matrix A ist
‖A‖M,1 = max
v∈Rn,‖v‖V,1=1
‖Av‖V,1 und ‖A‖M,∞ = max
v∈Rn,‖v‖V,∞=1
‖Av‖V,∞.
Beweis. Siehe Zurmu¨hl/Falk [179, Abschnitt 25.2].
Jede Matrixnorm, die in der angegebenen Weise aus einer Vektornorm erzeugt wurde, ist eine
obere Schranke des Spektralradius:
Satz 8.4. Es sei ‖ · ‖M die einer Vektornorm ‖ · ‖V zugeordnete Matrixnorm, d.h. fu¨r alle
A ∈ Rn×n gelte
‖A‖M := max
v∈Rn,‖v‖V =1
‖Av‖V .
Dann gilt stets ̺(A) ≤ ‖A‖M .
Beweis. Siehe Zurmu¨hl/Falk [179, Abschnitt 25.3].
Zeilen- und Spaltensummennorm liefern i.a. eine eher grobe Abscha¨tzung des Spektralradius.
Im Hinblick auf die Partitionierung bieten diese beiden Normen jedoch den Vorteil, daß man
sofort erkennt, welche Zeile bzw. Spalte fu¨r die Ho¨he der Norm einer Matrix verantwortlich
ist. Wir betrachten im folgenden die Approximation des Spektralradius durch die Zeilensum-
mennorm. Die Elemente von J bezeichnen wir mit jkl. Ersetzen wir die Bedingung (8.7) durch
die i.a. etwas scha¨rfere Bedingung
τi‖J‖M,∞ ≤ rstab
so ko¨nnen wir unschwer feststellen, welche Zeilen von J fu¨r eine eventuelle Verletzung dieser
Bedingung verantwortlich sind. Die Indizes dieser Zeilen fassen wir in der Menge
I :=
{
k ∈ N : τi
n∑
l=1
|jlk| > rstab
}
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zusammen.
Wie wir in Abschnitt (5.6.1) gesehen hatten, kann die Steifheit einer Reaktions-Diffusions-
Gleichung sowohl vom Diffusions- als auch vom Reaktionsterm ausgehen. So kann auch die
Jacobi-Matrix J in einen Diffusionsteil Jdiff und einen Reaktionsteil Jreac aufgespalten werden.
Im Ergebnis der Ortsdiskretisierung erhalten wir das System (8.1), dessen rechte Seite wir in
einen Diffusions- und einen Reaktionsteil aufspalten ko¨nnen:
ut = f(t,u) = f
diff(t,u) + f reac(t,u)
schreiben. In naheliegender Weise definieren wir Jdiff := ∂fdiff/∂u und Jreac := ∂f reac/∂u.
Analog zu I bilden wir die Indexmengen Idiff und Ireac der bezu¨glich Diffusion bzw. Reaktion
steifen Komponenten nach dem folgenden Algorithmus:
Algorithmus 8.5 (Steifheitserkennung nach der Zeilensumme).
gegeben: J = (jkl), J
diff = (jdiffkl ), J
reac = (jreackl ) ∈ RN×N , Zeitschritt τi, Sicherheits-
faktor α = 0,8, Stabilita¨tsradius rstab
I := Idiff := Ireac := ∅
for k = 1, . . . , N
if τi
∑N
l=1 |jkl| > αrstab (8.8)
I := I ∪ {k}
end
if τi
∑N
l=1 |jdiffkl | > αrstab (8.9)
Idiff := Idiff ∪ {k}
end
if τi
∑N
l=1 |jreackl | > αrstab (8.10)
Ireac := Ireac ∪ {k}
end
if k ∈ I and k 6∈ Idiff and k 6∈ Ireac
Idiff := Idiff ∪ {k}
Ireac := Ireac ∪ {k}
end
end
Dieser Algorithmus garantiert, daß zu jeder H-steifen Zeile von J mindestens ein Verursacher
– Diffusion oder Reaktion – gefunden wird.
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Definition 8.6 (Reaktions- und Diffusions-Steifheit). Es sei N die Anzahl der Gitter-
knoten zum Zeitpunkt ti. Wir bezeichnen die Gro¨ße
σreack,i :=
τi
rstab
N∑
l=1
|jreackl |
als Reaktions-Steifheit und die Gro¨ße
σdiffk,i :=
τi
rstab
N∑
l=1
|jdiffkl |
als Diffusions-Steifheit des Gitterknotens xk zum Zeitpunkt ti.
In Algorithmus 8.5 wird eine Komponente als steif bezu¨glich der Diffusion betrachtet, wenn
die Diffusions-Steifheit des zugeho¨rigen Gitterknotens gro¨ßer als α ist. Das entsprechende gilt
fu¨r die Reaktion.
In analoger Weise kann man auch den Spektralradius ̺(J) durch die Spaltensummennorm
‖J‖M,1 approximieren, was letztendlich auf einen analogen Algorithmus zur Steifheitserken-
nung fu¨hrt, den man erha¨lt, wenn man in Algorithmus 8.5
• Zeile (8.8) durch: if τi
∑N
l=1 |jlk| > αrstab,
• Zeile (8.9) durch: if τi
∑N
l=1 |jdifflk | > αrstab und
• Zeile (8.10) durch: if τi
∑N
l=1 |jreaclk | > αrstab
ersetzt. In den in dieser Arbeit vorgenommenen numerischen Berechnungen verwenden wir
jedoch ausschließlich die Steifheitserkennung nach Algorithmus 8.5.
Wir stellen im folgenden weitere Varianten der Partitionierung vor, bei denen die lokale Steif-
heitserkennung nach Algorithmus 8.5
• nur fu¨r einen Teil der Gitterknoten oder
• nur fu¨r Reaktions- bzw. Diffusionsteil
vorgenommen wird. Im Unterschied zu diesen Varianten bezeichnen wir die Bildung der In-
dexmengen Idiff und Ireac nach Algorithmus 8.5 als vollsta¨ndig automatische Partitio-
nierung.
8.2 Weitere Varianten der Partitionierung
Diffusions-Partitionierung
Bei einigen Problemen ist es sinnvoll, nur den Diffusionsteil zu partitionieren, den gesamten
Reaktionsteil jedoch durch ein implizites Verfahren zu lo¨sen. Wir bezeichnen ein derarti-
ges Vorgehen hier als Diffusions-Partitionierung. Bei einer skalaren Reaktions-Diffusions-
Gleichung etwa ist die implizite Lo¨sung des Reaktionsteils wegen der Diagonalgestalt der ent-
sprechenden Jacobi-Matrix kaum aufwendiger als die Lo¨sung durch das explizite Verfahren.
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Mitunter ist das implizite Verfahren aber genauer als das explizite. Ein derartiges Verhalten
werden wir bei den in Kapitel 9 untersuchten Problemen antreffen.
Wir bezeichnen mit A = {1, . . . , N} die Menge aller Knotenindizes. Bei Diffusions-Partitionie-
rung in der hier beschriebenen Form wird nur die Indexmenge Idiff entsprechend Algorithmus
8.5 berechnet; hingegen setzt man Ireac := A.
Feste Partitionierung
Bei der bereits eingangs erwa¨hnten festen Partitionierung legt man a-priori fest, welche Kom-
ponenten des Problems (8.1) in das implizite und welche in das explizite Verfahren eingehen.
In diesem Fall muß keine lokale Steifigkeitserkennung durchgefu¨hrt werden.
Komponenten-Partitionierung von Reaktions-Diffusions-Systemen
Bei einem Reaktions-Diffusions-System
∂uk
∂t
(x, t) = div (dk(x)∇uk(x, t)) + rk(x)uk(x, t) + pk(u1(x, t), . . . , um(x, t)) + qk(x, t),
k = 1, . . . ,m
ko¨nnen bezu¨glich der einzelnen Komponenten uk unterschiedliche Partitionierungs-Verfahren
zum Einsatz kommen. Wir betrachten ein derartiges Beispiel in Abschnitt 9.2.
8.3 Die Bildung der Partitionierungsmatrix
Nachdem durch Algorithmus 8.5 oder eine entsprechende Variante aus Abschnitt 8.2 die
bezu¨glich Diffusion und Reaktion steifen Komponenten gefunden wurden, wird fu¨r die W-
Methode (8.3) eine geeignete Matrix T bestimmt. Hierbei gehen wir nach dem folgenden
Algorithmus vor:
Algorithmus 8.7 (Bildung der Partitionierungsmatrix T).
gegeben: J = (jkl) ∈ RN×N , Jdiff = (jdiffkl ) ∈ RN×N , Jreac = (jreackl ) ∈ RN×N , Idiff , Ireac
for k = 1, . . . , N
for l = 1, . . . , N
if k ∈ Idiff and l ∈ Idiff (8.11)
tdiffkl := j
diff
kl
else
tdiffkl := 0
end
end
end
for k = 1, . . . , N
for l = 1, . . . , N
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if k ∈ Ireac and l ∈ Ireac (8.12)
treackl := j
reac
kl
else
treackl := 0
end
end
end
Tdiff := (tdiffkl ), T
reac := (treackl )
T := Tdiff + Treac
In der W-Methode (8.3) sind lineare Gleichungssysteme mit der Systemmatrix (I− τiγT) zu
lo¨sen. Bei entsprechender Umordnung von Zeilen und Spalten hat die Systemmatrix die Form(
I 0
0 M
)
,
wobei I die Einheitsmatrix, 0 die Nullmatrix und M eine den steifen Komponenten entspre-
chende Untermatrix ist. Die oberen Zeilen entsprechen den bezu¨glich Diffusion und Reaktion
nichtsteifen Komponenten. Das System zerfa¨llt also in einen oberen Teil, dessen Lo¨sung expli-
zit vorliegt, und eine unteren Teil, der die Lo¨sung eines linearen Gleichungssystems erfordert.
Hierzu verwenden wir eines der in Kapitel 6 beschriebenen iterativen Lo¨sungsverfahren.
Bemerkung 8.8. Wird die Partitionierungsmatrix entsprechend Algorithmus 8.7 gebildet, so
spricht man von einer schwachen Kopplung steifer und nichtsteifer Komponenten. Ersetzt
man
• Zeile (8.11) durch: if k ∈ Idiff und
• Zeile (8.12) durch: if k ∈ Ireac,
so erha¨lt man die starke Kopplung steifer und nichtsteifer Komponenten. Welche Form der
Kopplung sinnvoller ist, ha¨ngt von dem zugrundeliegenden Problem ab. Wir verwenden bei
den numerischen Berechnungen in dieser Arbeit ausschließlich die schwache Kopplung.
8.4 Das Krylov-W-Verfahren als spezielles Partitionierungs-
Verfahren
In gewisser Weise kann man auch das Krylov-W-Verfahren aus Kapitel 7 als Partitionierungs-
Verfahren ansehen, denn auch bei dem Krylov-W-Verfahren wird eine W-Methode (8.3) mit
einer Matrix T gelo¨st, die niedrigen Ranges ist und eine Approximation an die Jacobi-Matrix
J bezu¨glich des dominanten Eigenraumes darstellt. Es ist daher interessant festzustellen, wie
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das dem Krylov-W-Verfahren zugrundeliegende Arnoldi-Verfahren auf ein Problem reagiert,
das eigentlich ein klassischer Kandidat fu¨r lokale Partitionierung ist. Gelingt es dem Arnoldi-
Verfahren hier, die steifen Komponenten gut zu approximieren? Wir wollen das an einem
Beispiel untersuchen.
Untersuchung 8.9. Wir betrachten eine Matrix J = (jkl) ∈ RN×N , die gema¨ß
J =
(
J1 J2
J3 J4
)
aus den vier Teilmatrizen J1 ∈ Rn×n, J2 ∈ Rn×(N−n), J3 ∈ R(N−n)×n und J4 ∈ R(N−n)×(N−n)
zusammengesetzt ist. Alle betragsgroßen Elemente von J sollen sich in J1 befinden. Wir
erreichen das durch die folgende Wahl der Elemente jkl:
jkl =
{ −e−5 rand(0,1), k, l = 1, . . . , n,
−0,01e−5 rand(0,1), sonst.
Die Funktion rand(0,1) liefert gleichma¨ßig verteilte Zufallszahlen im Intervall [0, 1]. Wir wa¨h-
len n = 10 und N = 100.
Die Elemente einer solchen Matrix J sind in Abbildung 8.2, links logarithmisch dargestellt.
Wir lo¨sen nun das lineare Gleichungssystem (I− 0,5 · J)x = b fu¨r b = (1, . . . , 1)T mit dem in
Abschnitt 6.4.1 definierten Arnoldi-Verfahren. Abbildung 8.2, rechts zeigt die Elemente der
Matrix T := QκQ
T
κJ fu¨r κ = 15. In Abbildung 8.3 ist der Approximationsfehler |J − T|
logarithmisch dargestellt1.
Ergebnis der Untersuchung. Es wird deutlich, daß die den steifen Komponenten entspre-
chende Teilmatrix J1 am besten approximiert wird. Das Krylov-W-Verfahren reagiert in dieser
Hinsicht a¨hnlich einem automatischen Partitionierungs-Verfahren, welches die Untermatrix J1
exakt in die Matrix T einfu¨gen wu¨rde.
1Der Betrag | · | wird hierbei elementweise verstanden.
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Abbildung 8.2: Betrag der Elemente von J und T, logarithmische Darstellung
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Abbildung 8.3: Betrag der Elemente von J−T, logarithmische Darstellung
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Kapitel 9
Vergleich numerischer Verfahren
zur Zeitdiskretisierung
In diesem Kapitel untersuchen wir einige Verfahren zur Zeitdiskretisierung und vergleichen
sie bezu¨glich ihrer Effizienz1 bei der Lo¨sung dreier Reaktions-Diffusions-Probleme, die wir in
den Abschnitten 9.1.1, 9.1.2 und 9.1.3 zuna¨chst vorstellen werden.
9.1 Drei Reaktions-Diffusions-Probleme
9.1.1 TANH – ein Frontproblem mit bekannter Lo¨sung
Es sei Ω =]− 5, 5[2. Wir betrachten die Reaktions-Diffusions-Gleichung
∂u
∂t
= ∆u+ r(1− u2) + 2q2(u− u3) (9.1)
fu¨r eine Funktion u : Ω× [0, 1] → R mit der exakten Lo¨sung
u(x, y, t) = tanh(q(x cosϕ+ y sinϕ− p) + rt), (x, y) ∈ Ω, t ∈ [0, 1]. (9.2)
Anfangsbedingung und Dirichlet-Randbedingung seien entsprechend der exakten Lo¨sung vor-
gegeben. Wir verwenden die Parameter p = 1, q = r = 3, ϕ = π/4.
Die Lo¨sung der Differentialgleichung bildet eine gerade Front, die sich bei t = 0 auf der Linie
y = −(cotϕ)x+ p
sinϕ
befindet und sich mit gleichma¨ßiger Geschwindigkeit r/q in Richtung des Vektors
(− cosϕ,− sinϕ) bewegt. In Abbildung 9.1 ist die Lo¨sung zur Zeit t = 0 dargestellt.
Das Problem ist im Grunde ein eindimensionales, denn die Lo¨sung ist entlang der Geraden
y = −(cotϕ)x + C konstant. Die Differentialgleichung la¨ßt sich unschwer aus der ra¨umlich
1Der Begriff der Effizienz wird in Abschnitt 9.4 na¨her erla¨utert.
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Abbildung 9.1: Lo¨sung des TANH-Problems zur Zeit t = 0. Die Front bewegt sich nach links
unten.
eindimensionalen Gleichung
∂u
∂t
=
∂2u
∂x2
+ r(1− u2) + 2q2(u− u3), (9.3)
u(x, t) = tanh(q(x− p) + rt)
herleiten, die von Nowak [125] und Lang [103] zu numerischen Untersuchungen herangezogen
wurde. Offenbar erfu¨llt die auf zwei Ortsvariablen definierte Funktion
u(x, y, t) = tanh(q(x− p) + rt) (9.4)
die Differentialgleichung
∂u
∂t
= ∆u+ r(1− u2) + 2q2(u− u3), (9.5)
da fu¨r die Lo¨sung (9.4) ∂2u/∂y2 = 0 und damit ∂2u/∂x2 = ∆u ist. Das Problem (9.1), (9.2)
entsteht aus (9.5), (9.4) durch eine Drehung des Koordinatensystems um den Winkel ϕ, da
diese Drehung keinen Einfluß auf ∆u hat.
9.1.2 BSVD – eine bistabile Diffusionsgleichung mit ortsabha¨ngiger
Diffusion
Es sei Ω =]0, 1[2. Wir betrachten die bistabile Diffusionsgleichung
∂u
∂t
= ∇ · (d(x, y)∇u) + β0(1− u2)(u− β1),
d(x, y) = α0
(
3∑
i=1
e−αi((x−xi)
2+(y−yi)
2)
)
, (x, y) ∈ Ω,
u(x, y, 0) = 2e−(γ0(x−x0)
2+(y−y0)2) − 1, (x, y) ∈ Ω
9.1. Drei Reaktions-Diffusions-Probleme 155
fu¨r eine Funktion u : Ω× [t0, te] → R mit der Neumannschen Randbedingung
d(x, y)n∂Ω(x, y) · ∇u(x, y, t) = 0, (x, y) ∈ ∂Ω, t ∈ [0, te].
Die auftretenden Parameter seien wie folgt gewa¨hlt:
α0 = 0,1, α1 = α2 = α3 = 100,
β0 = 10, β1 = −0,6, γ0 = 10,
x0 = x1 = x2 = x3 = 0,5,
y0 = −0,1, y1 = 0,6, y2 = 0,75, y3 = 0,9.
In dieser Differentialgleichung ist der Diffusionskoeffizient d stark vom Ort abha¨ngig, siehe
Abbildung 9.2.
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Abbildung 9.2: Diffusionskoeffizient d
Die Lo¨sung der bistabilen Diffusionsgleichung bildet eine bewegte Front, deren Geschwindig-
keit stark von der Diffusion abha¨ngt – eine hohe Diffusion beschleunigt die Frontbewegung.
Anfangs befindet sich die Front gro¨ßtenteils in einem Bereich geringer Diffusion. Lediglich
in einem kleinen mittleren Frontabschnitt ist die Diffusion etwas ho¨her. Dort wird die Front
stark beschleunigt und dadurch in den Bereich hoher Diffusion hineingezogen. Spa¨ter verla¨ßt
die Front das Gebiet hoher Diffusion wieder. Die Lo¨sung des Problems ist in Abbildung 9.3
dargestellt.
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Abbildung 9.3: Lo¨sung des BSVD-Problems zu den Zeiten t = 0, 5, 6, 7, 8, Gitter zur Zeit t = 8
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9.1.3 KRINSKY – das System von Krinsky et al.
Das dritte Problem, das wir untersuchen wollen, ist das System von Krinsky et al. zur
Modellierung eines erregbaren Mediums. In Kapitel 10 werden wir erregbare Medien ausfu¨hr-
lich beschreiben und eine Reihe von Untersuchungen darstellen, die mit diesem Reaktions-
Diffusions-System durchgefu¨hrt wurden. Es sei Ω =]− 20, 20[2. Wir betrachten das System
∂u
∂t
= d1∆u+ f(u, v),
∂v
∂t
= d2∆v + g(u, v)
fu¨r Funktionen u, v : Ω× [0, 10] → R. Die rechten Seiten seien
f(u, v) =

−k1u− v, u < σ,
kf (u− a)− v, σ < u < 1− σ,
k2(1− u)− v, 1− σ < u,
g(u, v) =
{
ε(kgu− v), kgu ≥ v,
εkε(kgu− v), kgu < v.
Wir wa¨hlen die Parameter
d1 = 1, d2 = 0, k1 = 15,3, k2 = 151,3, kf = 1,7,
kg = 2, kε = 6, a = 0,1, σ = 0,01, ε = 0,2.
Auf ∂Ω werden homogene Neumannsche Randbedingungen ∂u/∂n∂Ω = ∂v/∂n∂Ω = 0 vorge-
geben. Als Anfangsbedingung wa¨hlen wir
u(x, y, 0) = u0(x, y) =
{
1, y ∈ [−17,−14],
0, sonst,
v(x, y, 0) = v0(x, y) =

1,5, y ≤ −17,
−y/2 + 7, −17 ≤ y ≤ −14,
0, y ≥ −14.
Das Reaktions-Diffusions-System modelliert eine waagerechte Erregungswelle, die sich mit
gleichma¨ßiger Geschwindigkeit nach oben bewegt. Da die Anfangsverteilung (u0, v0) nicht
von x abha¨ngt, trifft dies auch auf die Lo¨sung des Problems zu einem beliebigen Zeitpunkt t
zu. Die Lo¨sung des Problems KRINSKY kann demnach auch durch Berechnung eines ra¨umlich
eindimensionalen Systems gewonnen werden.
9.2 Die ausgewa¨hlten numerischen Verfahren
Zur Ortsdiskretisierung der Reaktions-Diffusions-Probleme verwenden wir stets lineare finite
Elemente auf einem adaptiv verfeinerten Dreiecksgitter. Die in diesem Kapitel untersuchten
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numerischen Verfahren zur Zeitdiskretisierung basieren alle auf der dreistufigen W-Methode(
I− τi
(
1−
√
2/2
)
T
)
k˜1 = f(ti,ui), (9.6)(
I− τi
(
1−
√
2/2
)
T
)
k˜2 = f
(
ti+1,ui + τik˜1
)
−
(
2 +
√
2
)
k˜1,(
I− τi
(
1−
√
2/2
)
T
)
k˜3 = f
(
ti+1,ui + τik˜1
)
− k˜1 +
(
−1 +
√
2
)
k˜2,
ui+1 = ui +
τi
2
(
2k˜1 +
(
1−
√
2
)
k˜2 + k˜3
)
,
ûi+1 = ui +
τi
20
((
18−
√
2
)
k˜1 +
(
9− 11
√
2
)
k˜2 +
(
11 +
√
2
)
k˜3
)
,
siehe (5.18). Die W-Methode ist unabha¨ngig von der Wahl der Matrix T von zweiter Ordnung.
In den Testrechnungen verwenden wir die folgenden Verfahren, die wir abku¨rzend durch einen
Buchstaben in Klammern kennzeichnen:
(E): das explizite Verfahren
k1 = f(ti,ui), (9.7)
k2 = f(ti+1,ui + τik1),
ui+1 = ui +
τi
2
(k1 + k2),
ûi+1 = ui +
τi
20
(9k1 + 11k2),
das aus (9.6) hervorgeht, wenn T = 0 gesetzt wird,
(I): die entsprechende, in Abschnitt 5.7 definierte W-Methode mit Jacobi-Matrix2,
(A): das in Abschnitt 8.1 angegebene Verfahren zur vollsta¨ndig automatischen Partitionie-
rung sowie
(D): das in Abschnitt 8.2 angegebene Verfahren zur Diffusions-Partitionierung.
Bei den Partitionierungs-Verfahren benutzen wir stets die Steifheitserkennung nach der Zeilen-
summe, siehe Algorithmus 8.5. Zur Lo¨sung der in den Verfahren (I), (A) und (D) auftretenden
linearen Gleichungssysteme verwenden wir wahlweise das BiCGstab-Verfahren (B), siehe Ab-
schnitt 6.3, oder den multiplen Arnoldi-Prozeß (K)3, siehe Abschnitt 6.5 und Kapitel 7. Wir
verwenden das BiCGstab-Verfahren
• ohne Vorkonditionierung oder
• mit SSOR-Vorkonditionierung (S).
Zur Abku¨rzung bezeichnen wir die Verfahren mit den entsprechenden Buchstabenkombina-
tionen – die Bezeichnung (IBS) etwa steht fu¨r implizites Verfahren mit BiCGstab-Lo¨ser und
SSOR-Vorkonditionierung. Fu¨r das Problem KRINSKY ko¨nnen unterschiedliche Verfahren fu¨r
die Komponenten u und v verwendet werden, wir benutzen jedoch stets den gleichen linearen
Lo¨ser fu¨r beide Komponenten. Die Bezeichnung (IEB) bedeutet hier beispielsweise: implizit
bezu¨glich u-, explizit bezu¨glich v-Komponente, BiCGstab-Lo¨ser ohne Vorkonditionierung.
2Die Bezeichnung (I) steht fu¨r
”
implizit“.
3fu¨r
”
Krylov-W-Verfahren“
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9.3 Referenzlo¨sungen
Zur Auswertung der bei den einzelnen Verfahren auftretenden Fehler beno¨tigen wir die exakte
Lo¨sung der Testprobleme. Da die exakte Lo¨sung der Probleme BSVD und KRINSKY nicht
bekannt ist, mu¨ssen wir sie durch eine hinreichend genaue Referenzlo¨sung simulieren. Fu¨r
das Problem Krinsky kann die Referenzlo¨sung auf einem ra¨umlich eindimensionalen Gebiet
gewonnen werden. In der folgenden Tabelle geben wir die Verfahren und Parameter4 an, die
wir zur Berechnung der Referenzlo¨sung verwenden:
BSVD KRINSKY siehe
Gebiet Ω =]0, 1[2 Ω =]− 20, 20[2
Zeitintervall [t0, te] = [0, 7,5] [t0, te] = [0, 10]
Ortsdiskretisierung
lin. FE auf adaptivem
Dreiecksgitter
Differenzenverfahren
auf uniformem Gitter
Kap.
3
Maschenweite des uni-
formen (Grund-)Gitters
h0 = 0,2 h = 0,01
Fehlerindikator Z2 – 4.1.1
max. Gitterfeinheit M = 6 – 4.3
Sprungstellen von zfh
µ(0) = µ(1) = 0, µ(2) =
µ(3) = 1/24, µ(4) =
1/12, µ(5) = 5/12
– (4.9)
Strategie der Verfeine-
rung
Strategie 3, α = 0,05,
kmax = 10
– 4.3.2
Zeitdiskretisierungs-
Verfahren
(IBS) (EE) 9.2
Zeitschritt
τ = 5 · 10−4, falls t ∈
[0, 1[; τ = 10−3, falls t ∈
[1, 5[; τ = 10−4, falls t ∈
[5, 7,5]
τ = 10−6, falls t ∈
[0, 0,02[; τ = 10−5, falls
t ∈ [0,02, 10]
(5.4)
Toleranz des zeitlich lo-
kalen Fehlers
10−6 – (6.16)
Parameter des linearen
Lo¨sers
αLSS = 0,2 – (6.16)
Norm des Residuums
des linearen Lo¨sers
skalierte Euklidische
Norm
–
Bem.
5.9
max. Anzahl der Itera-
tionen
maxIt = 10 –
Alg.
6.6
SSOR-Parameter ω = 1,3 – (6.7)
Tabelle 9.1: Parameter der Referenzrechnungen
4Die in der Tabelle angegebene Toleranz des zeitlich lokalen Fehlers wird hier nicht zur Zeitschrittsteuerung
sondern nur zur Berechnung von TOLLSS verwendet!
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9.4 Effizienz
Die Effizienz eines numerischen Verfahrens wird durch zwei Gro¨ßen bestimmt: den Fehler
der numerischen Lo¨sung und den Rechenaufwand. Ein Verfahren ist effizienter als ein anderes,
wenn
• es bei gleichem Fehler einen geringeren Aufwand verlangt oder
• bei gleichem Aufwand der Fehler geringer ausfa¨llt.
Folglich la¨ßt sich die Effizienz von Verfahren besonders gut in einem Koordinatensystem
darstellen, in dem der Aufwand u¨ber dem Fehler aufgetragen wird.
Sowohl Fehler als auch Rechenaufwand ko¨nnen in verschiedener Form gemessen werden. Bei
dem Problem TANH benutzen wir den zeitlich gemittelten L2-Fehler:
Definition 9.1. Gegeben sei das TANH-Problem aus Abschnitt 9.1.1. Es sei
u(x, t) ∈ L2(]t0, te[, H1(Ω)) die exakte Lo¨sung und uτh(x, t) die bezu¨glich der Zeit stu¨ckweise
konstante und bezu¨glich des Ortes stu¨ckweise lineare Na¨herungslo¨sung des Problems. Dann
bezeichnen wir den Wert
ERRTL2 :=
1
te − t0
te∫
t0
‖u(x, t)− uτh(x, t)‖L2(Ω) dt
als den mittleren L2-Fehler der Na¨herungslo¨sung des Problems TANH im Zeitinter-
vall [t0, te].
Bei dem Problem BSVD werten wir den mittleren relativen Fehler der Frontposition aus:
Definition 9.2. Gegeben sei das BSVD-Problem aus Abschnitt 9.1.2. Mit Hilfe der in Ab-
schnitt 9.3 beschriebenen Referenzlo¨sung werde die exakte Lo¨sung des Problems simuliert.
Wir bezeichnen die Referenzlo¨sung mit u(x, y, t) und die Na¨herungslo¨sung mit uτh(x, y, t).
Die Frontposition (0, yfr(t)) der Referenzlo¨sung sei der Schnittpunkt der Kurve u(x, y, t) = 0
mit der Geraden x = 0 zur Zeit t. Analog sei die numerische Frontposition (0, yfr,num(t)) der
Schnittpunkt der Kurve uτh(x, y, t) = 0 mit der Geraden x = 0 zur Zeit t. Dann definieren wir
den mittleren relativen Fehler der Frontposition fu¨r das Problem BSVD als den
Wert
ERRBfr :=
1
te − t0
te∫
t0
∣∣∣∣yfr(t)− yfr,num(t)yfr(te)− yfr(t0)
∣∣∣∣ dt.
Bei dem Problem Krinsky verwenden wir hingegen den relativen Fehler der Frontposition zum
Zeitpunkt te:
Definition 9.3. Gegeben sei das KRINSKY-Problem aus Abschnitt 9.1.3. Es seien u(x, y, t)
die Referenzlo¨sung und uτh(x, y, t) die Na¨herungslo¨sung der ersten Komponente dieses Reak-
tions-Diffusions-Systems. Die Frontposition (0, yfr(t)) der Referenzlo¨sung sei der Schnittpunkt
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der Kurve u(x, y, t) = 0,5 mit der Geraden x = 0 zur Zeit t. Analog sei die numerische
Frontposition (0, yfr,num(t)) der Schnittpunkt der Kurve u
τ
h(x, y, t) = 0,5 mit der Geraden
x = 0 zur Zeit t. Wir definieren den relativen Fehler der Frontposition zur Zeit t = te
fu¨r das Problem KRINSKY als den Wert
ERRKfr :=
∣∣∣∣yfr(te)− yfr,num(te)yfr(te)− yfr(t0)
∣∣∣∣ .
Zur Bewertung des Rechenaufwandes verwenden wir
• die Messung der Rechenzeit oder
• eine Za¨hlung der ausgefu¨hrten Multiplikationen.
Die Anzahl der Multiplikationen erweist sich als ein zuverla¨ssiges Maß fu¨r die beno¨tigte Re-
chenzeit. Eine direkte Messung der Rechenzeit hat den Nachteil, daß diese Gro¨ße maschi-
nenabha¨ngig ist und eventuelle Schwankungen in der Rechengeschwindigkeit die Messung
beeinflussen. Diese Methode vermeiden wir deshalb bei Langzeitrechnungen.
9.5 Beschra¨nkung der Iteration – eine numerische Studie
Die Frage, wann die Iterationen des Gleichungslo¨sers – also des BiCGstab- oder des Arnoldi-
Verfahrens – abgebrochen werden sollten, ist fu¨r eine effiziente Lo¨sung von entscheidender
Bedeutung. In den Abschnitten 6.3.2 und 7.5 wurden hierfu¨r zwei Mo¨glichkeiten ero¨rtert:
• Ein Abbruch der Iteration erfolgt, wenn das Residuum unter eine Toleranz TOLLSS
fa¨llt. Die Gro¨ße dieser Toleranz wird durch den Parameter αLSS bestimmt, siehe (6.16),
(7.12).
• Eine fest gewa¨hlte Obergrenze beschra¨nkt die Anzahl der Iterationen. Diese ist beim
BiCGstab-Verfahren durch maxIt, beim multiplen Arnoldi-Prozeß durch κ1, κ12 und
κ23 gegeben.
Numerische Experimente zeigen, daß oft eine Kombination aus beiden Formen der Iterations-
beschra¨nkung am erfolgreichsten ist; jedoch halten wir es fu¨r angebracht, der Steuerung durch
den Parameter αLSS eine gewisse Priorita¨t einzura¨umen, da eine solche Steuerung des Itera-
tionsabbruchs theoretisch begru¨ndbar ist5 und flexibel auf Gro¨ßen wie TOLt und τ reagieren
kann. Der Iterationsprozeß sollte also in der Regel durch das Toleranz-Kriterium abgebrochen
werden.
Untersuchung 9.4 (Beschra¨nkung der Iteration). In einer umfangreichen Parameter-
studie anhand der in den Abschnitten 9.1.1 und 9.1.2 dargestellten Probleme TANH und
BSVD wurden die Parameter αLSS, maxIt, κ1, κ12, κ23 und TOLt variiert und die Effizienz
der in Abschnitt 9.2 genannten Verfahren verglichen.
5siehe Abschnitt 6.3.2
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Durch Auswertung der Ergebnisse dieser Studie erscheinen uns die folgenden Werte fu¨r die
genannten Parameter als eine sinnvolle Wahl:
• Verfahren mit BiCGstab-Lo¨ser ohne Vorkonditionierung: maxIt = 8,
• Verfahren mit BiCGstab-Lo¨ser mit SSOR-Vorkonditionierung: maxIt = 5,
• Verfahren mit dem multiplen Arnoldi-Prozeß: κ1 = 10, κ12 = κ23 = 2
Wir verdeutlichen den erheblichen Nutzen einer Iterationsbeschra¨nkung am Beispiel des BSVD-
Problems, das mit dem Verfahren (IK) gelo¨st wird. Tabelle 9.2 gibt die verwendeten Parameter
an.
siehe
Gebiet Ω =]0, 1[2
Zeitintervall [t0, te] = [0, 7,5]
Maschenweite des uniformen
Grundgitters
h0 = 0,2
Fehlerindikator Z2 4.1.1
max. Gitterfeinheit M = 6 4.3
Sprungstellen von zfh
µ(0) = µ(1) = 0, µ(2) = µ(3) =
1/24, µ(4) = 1/12, µ(5) = 5/12
(4.9)
Strategie der Verfeinerung Strategie 3, α = 0,05, kmax = 10 4.3.2
Zeitdiskretisierungs-Verfahren (IK) 9.2
Anfangszeitschritt τ0 = 0,01 (5.4)
Parameter der
Zeitschrittsteuerung
β = 0,8, βmin = 0,5, βmax = 1,1
(5.8),
(5.9)
Toleranz des zeitlich lokalen Fehlers 10−4 (5.8)
Norm des zeitlichen Fehlerscha¨tzers skalierte Euklidische Norm Bem. 5.9
Stabilita¨ts-Radius rstab = 2
(8.6),
Alg. 8.5
Steifigkeits-Sicherheitsparameter α = 0,8 Alg. 8.5
Parameter des linearen Lo¨sers αLSS = 0,5, 1, 2, 5, 10, 20
(6.16),
(7.12)
max. Anzahl der Iterationen
3 Fa¨lle:
1. κ1 = κ12 = κ23 = 20,
2. κ1 = κ12 = κ23 = 10,
3. κ1 = 10, κ12 = κ23 = 2
Alg. 6.6,
7.1
SSOR-Parameter ω = 1,3 (6.7)
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Anzahl der Testrechnungen
3 Fa¨lle zur max. Anzahl der Itera-
tionen × 6 verschiedene αLSS = 18
Testrechnungen
Tabelle 9.2: BSVD-Problem, Verfahren (IK): Untersuchungen zur Beschra¨nkung der Iteration
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Abbildung 9.4: BSVD-Problem, Verfahren (IK): blau: κ1 = κ12 = κ23 = 20, rot: κ1 = κ12 =
κ23 = 10, gru¨n: κ1 = 10, κ12 = κ23 = 2, jeweils αLSS = 0,5, 1, 2, 5, 10, 20
In Abbildung 9.4 stellen wir den Rechenaufwand u¨ber dem mittleren relativen Fehler der
Frontposition dar. Aus der Graphik geht hervor, daß die beiden Varianten mit κ1 = 10 (rot,
gru¨n) wesentlich effizienter sind als die Variante mit κ1 = 20 (blau). Die Steuerung des
Iterationsabbruchs durch αLSS reicht deshalb nicht aus, sondern κ1 muß hinreichend niedrig
gewa¨hlt werden, um den Rechenaufwand zu senken. Die Beschra¨nkung von κ12 und κ23 auf
zwei (gru¨ne Kurve) ist mo¨glich, aber nicht zwingend notwendig.
9.6 Weitere numerische Untersuchungen
9.6.1 Problem TANH
In diesem Abschnitt stellen wir die Ergebnisse dreier numerischer Untersuchungen mit dem
Problem TANH dar. Die folgende Tabelle veranschaulicht die in den einzelnen Untersuchungen
verwendeten Verfahren und Parameter.
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Name
Untersuchung
9.5
Untersuchung
9.6
Untersuchung
9.7
siehe
Dgl.-Parameter p = 1, q = r = 3, ϕ = π/4 (9.1)
Gebiet Ω =]− 5, 5[2
Zeitintervall [t0, te] = [0, 1] [t0, te] = [0, 5]
Maschenweite
des uniformen
Grundgitters
h0 = 2
Fehlerindikator Z2 4.1.1
max. Gitterfein-
heit
M = 4, 5, 6 M = 5 4.3
Sprungstellen
von zfh
µ(0) = µ(1) = 0, µ(2) = · · · = µ(5) = 1/60 (4.9)
Strategie der
Verfeinerung
Strategie 1, τadapt = 0,05 4.3.2
Zeit-
diskretisierungs-
Verfahren
(IBS)
(IB), (IBS),
(IK), (AB),
(ABS), (AK),
(DB), (DBS),
(DK)
(E), (IB), (IBS),
(IK), (AB),
(ABS), (AK),
(DB), (DBS),
(DK)
9.2
Anfangs-
zeitschritt
τ0 = 0,01 (5.4)
Parameter der
Zeitschritt-
steuerung
β = 0,8, βmin = 0,5, βmax = 1,1
(5.8),
(5.9)
Toleranz des
zeitlich lokalen
Fehlers
TOLt = 10
−5,
10−4, 10−3,
10−2
TOLt = 10
−5,
10−4, 10−3
TOLt = 2·10−5,
5 · 10−5, 10−4,
2 ·10−4, 5 ·10−4,
10−3, 2 · 10−3,
5 · 10−3, 10−2
(5.8)
Norm des
zeitlichen Feh-
lerscha¨tzers
skalierte Euklidische Norm Bem. 5.9
Stabilita¨ts-
Radius
rstab = 2
(8.6),
Alg. 8.5
Steifigkeits-
Sicherheits-
parameter
α = 0,8 Alg. 8.5
Parameter des
linearen Lo¨sers
αLSS = 0,1
αLSS = 0,5, 1, 2,
5, 10, 20, 30
αLSS = 2 (ohne
SSOR) bzw. 0,5
(mit SSOR)
(6.16),
(7.12)
max. Anzahl
der Iterationen
maxIt = ∞
maxIt = 8 (ohne SSOR) bzw. 5
(mit SSOR),
κ1 = 10, κ12 = κ23 = 2
Alg. 6.6,
7.1
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SSOR-
Parameter
ω = 1,3 (6.7)
Anzahl der
Testrechnungen
4 verschiede-
ne TOLt ×
3 verschiede-
ne M = 12
Testrechnungen
9 Verfahren ×
3 verschiede-
ne TOLt × 7
verschiedene
αLSS = 189
Testrechnungen
10 Verfahren ×
9 verschiedene
TOLt = 90
Testrechnungen
Tabelle 9.3: Untersuchungen zum Problem TANH
Untersuchung 9.5 (TANH: Einfluß von Gitterfeinheit und Toleranz TOLt). Wir ver-
gleichen die Rechnungen auf drei Gittern unterschiedlicher Feinheit, die wir durch Variation
des Parameters M erhalten, der die maximale Gitterfeinheit angibt. Die minimalen Maschen-
weiten der Gitter betragen na¨herungsweise hmin,1 = 2
−3, hmin,2 = 2
−4 und hmin,3 = 2
−5.
Abbildung 9.5 zeigt links die Abha¨ngigkeit des L2-Fehlers der Lo¨sung zum Zeitpunkt t = 1
vom mittleren Zeitschritt τ . In der rechten Graphik ist die Rechenzeit u¨ber dem L2-Fehler
aufgetragen.
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Abbildung 9.5: links: L2-Fehler in Abha¨ngigkeit vom mittleren Zeitschritt τ , rechts: L2-
Fehler-Rechenzeit-Diagramm; verschiedene Gitter (blau, rot, gru¨n), verschiedene Toleranzen
zwischen TOLt = 10
−5 und TOLt = 10
−2
Die Bestimmung von Konvergenzraten ist schwierig, da sich mehrere Fehler u¨berlagern: Fehler
der Orts- und der Zeitdiskretisierung, des linearen Lo¨sers, der Interpolation nach Verfeinerun-
gen. Man erkennt jedoch, daß sowohl die Verwendung kleiner Zeitschritte auf einem groben
Gitter als auch umgekehrt große Zeitschritte auf einem feinen Gitter nicht effizient sind, da
hier entweder der Fehler der Ortsdiskretisierung oder der der Zeitdiskretisierung dominiert.
Die beiden gro¨beren Gitter zeigen ein regelma¨ßiges Fehlerverhalten.
Bei den folgenden numerischen Untersuchungen verwenden wir das mittlere Gitter, d.h. M =
5.
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Untersuchung 9.6 (TANH: Der Parameter αLSS). Wenn wir die Effizienz der verschie-
denen Verfahren miteinander vergleichen wollen, so stehen wir zuna¨chst vor der Frage, welchen
Wert der Parameter αLSS annehmen sollte, damit ein Verfahren seine gro¨ßtmo¨gliche Effizienz
erreicht. Daher beobachten wir in einer zweiten Untersuchungsreihe den Einfluß von αLSS
auf Fehler und Aufwand jedes nicht-expliziten Vefahrens. Sa¨mtliche in dieser Untersuchung
verwendeten Verfahren und Parameter gehen aus Tabelle 9.3 hervor. In allen Testrechnungen
wurde der Rechenaufwand und der mittlere L2-Fehler ERRTL2 , siehe Definition 9.1, ausgewer-
tet.
Die umfangreichen Ergebnisse dieser Studie ko¨nnen hier nicht vollsta¨ndig pra¨sentiert werden.
Wir beschra¨nken uns auf die Darstellung der Effizienz fu¨r ein Verfahren, an dem einige ty-
pische Pha¨nomene sichtbar werden. Abbildung 9.6 zeigt das Fehler-Aufwand-Diagramm fu¨r
das Verfahren (IB) mit den zwei Toleranzen TOLt = 10
−4 und 10−3.
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Abbildung 9.6: Effizienz des Verfahrens (IB) fu¨r die Toleranzen TOLt = 10
−4 (–) und 10−3
(- -). Die Zahlen geben die Werte von αLSS an.
Man erkennt, daß der Wert von αLSS die Effizienz des Verfahrens entscheidend beeinflußt. Der
gu¨nstigste Wert betra¨gt αLSS = 20 fu¨r TOLt = 10
−4 und αLSS = 2 fu¨r TOLt = 10
−3. Der
bezu¨glich der Effizienz optimale Wert fu¨r αLSS ist demnach von der Toleranz TOLt abha¨ngig.
Diese Abha¨ngigkeit ist jedoch nicht erwu¨nscht, denn die Gro¨ße αLSS soll in der Beziehung
TOLLSS =
αLSS
τi
TOLt
siehe (6.16), ja gerade eine von TOLt unabha¨ngige Konstante darstellen. Auch bei den anderen
untersuchten Verfahren ha¨ngt das optimale αLSS von TOLt ab, wie die folgende U¨bersicht
zeigt:
Wir wollen uns fu¨r jedes Verfahren auf ein fu¨r alle untersuchten Toleranzen gu¨nstiges αLSS
festlegen. Dieser Wert ist in der letzten Spalte der Tabelle 9.4 angegeben. Wir werden diesen
Wert in der folgenden Untersuchung 9.7 benutzen.
Untersuchung 9.7 (TANH: Effizienz der Verfahren). In dieser Untersuchung verglei-
chen wir die Effizienz der zehn betrachteten Verfahren in Abha¨ngigkeit der Toleranz TOLt.
In Abbildung 9.7 ist das Fehler-Aufwand-Diagramm dargestellt.
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Verfahren TOLt = 10
−4 TOLt = 10
−3
in Unter-
suchung 9.7
gewa¨hlter Wert
(IB), (IK) αLSS = 10 . . . 20 αLSS = 0,5 . . . 2 αLSS = 2
(AB), (AK),
(DB), (DK)
αLSS = 5 . . . 10 αLSS = 0,5 . . . 2 αLSS = 2
(IBS), (ABS),
(DBS)
αLSS = 0,5 . . . 1 αLSS = 0,5 αLSS = 0,5
Tabelle 9.4: Problem TANH, Untersuchung 9.6: Bezu¨glich der Effizienz optimale Werte von
αLSS fu¨r zwei verschiedene Toleranzen; in Untersuchung 9.7 gewa¨hlter Wert von αLSS
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Abbildung 9.7: Fehler-Aufwand-Diagramm. Die Toleranz TOLt variiert zwischen 2·10−5 (links
oben) und 10−2 (rechts unten).
Die Abha¨ngigkeit des Fehlers von der Toleranz TOLt weist hier einige Besonderheiten auf.
Wa¨hrend bei den Verfahren (IBS), (DBS), (IK) und (AK) der Fehler wie erwartet mit stei-
gender Toleranz zunimmt, zeigen die Verfahren (IB), (AB), (ABS), (DB) und (DK) ein unre-
gelma¨ßiges Fehlerverhalten. Diese Verfahren erreichen fu¨r relativ grobe Toleranzen mitunter
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eine ungewo¨hnlich hohe Genauigkeit. In Abbildung 9.8 zeigen wir die zeitliche Entwicklung
des L2-Fehlers fu¨r die Verfahren (DB) und (AK). Bei dem Verfahren (DB) erkennt man starke
Schwankungen des Fehlers bei einigen Toleranzen.
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Abbildung 9.8: L2-Fehler, links: Verfahren (DB), rechts: Verfahren (AK). Legende in Ab-
bildung 9.9 rechts
Fu¨r das Verfahren (DB) stellen wir in Abbildung 9.9 die Zeitschritte und die Anzahl der
Gitterknoten u¨ber der Zeit t dar. Die Zeitschritte nehmen mit steigender Toleranz TOLt
zu. Die Anzahl der Gitterknoten variiert kaum bei einer A¨nderung der Toleranz. Diese Un-
tersuchungen zeigen, daß das ungewo¨hnliche Fehlerverhalten des Verfahrens (DB) trotz einer
erwartungsgema¨ß reagierenden Zeitschrittsteuerung und Gitteradaption zustande kommt. Die
Ursachen fu¨r die Schwankungen des Fehlers bei diesem und einigen anderen Verfahren konn-
ten nicht gekla¨rt werden. Bei den Problemen BSVD und KRINSKY tritt eine solche Anomalie
nicht auf.
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Abbildung 9.9: Verfahren (DB): Zeitschritte und Anzahl der Gitterknoten. Legende gilt fu¨r
beide Graphiken
Die Varianten (I) und (D) a¨hneln sich bezu¨glich ihrer Effizienz, was darauf zuru¨ckzufu¨hren ist,
daß fast alle Gitterknoten diffusions-steif sind. Die vollsta¨ndig automatische Partitionierung
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(A) ist fu¨r geringe Toleranzen oft deutlich ungenauer als die Verfahren (I) und (D). Fu¨r uns
stellt sich daher die Frage, ob der relativ hohe Fehler bei Verfahren (A) mo¨glicherweise von
den U¨bergangsbereichen zwischen steifen und nichtsteifen Teilgebieten ausgeht. Um das zu
untersuchen, stellen wir in Abbildung 9.10 den Fehler der Verfahren (IB), (DB) und (AB)
sowie die Partitionierung in Teilgebiete fu¨r das Verfahren (AB) graphisch dar.
Abbildung 9.10: Fehler zur Zeit t = 1: links oben: (IB), rechts oben: (DB), links unten:
(AB); rechts unten: Partitionierung bei Verfahren (AB): blau = Diffusion und Reaktion
explizit, gelb = Diffusion implizit, Reaktion explizit, braun = Diffusion und Reaktion implizit
Der oben erwa¨hnte Verdacht wird durch Abbildung 9.10 jedoch nicht besta¨tigt. Der Fehler
von (AB) tritt im wesentlichen an der Front auf und nicht an den Partitionierungsgrenzen.
Offenbar ist bei geringer Toleranz die implizite Berechnung des Reaktionsteils genauer als die
explizite.
In Abbildung 9.11 ist die durchschnittliche Anzahl der Gitterknoten u¨ber der Toleranz TOLt
aufgetragen. Interessant ist, daß die Krylov-W-Verfahren bei groben Toleranzen ein wesentlich
sta¨rker verfeinertes Gitter beno¨tigen als die u¨brigen Verfahren. Vermutlich kommt es hier
zu leichten Oszillationen der numerischen Lo¨sung, die zu einer sta¨rkeren Gitterverfeinerung
fu¨hren.
Die Verfahren mit SSOR-Vorkonditionierung sind in der Regel etwas aufwendiger und unge-
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Abbildung 9.11: Durchschnittliche Anzahl der Gitterknoten
nauer als die Verfahren mit BiCGstab-Lo¨ser ohne Vorkonditionierung. Die Vorkonditionierung
lohnt sich daher bei diesem Problem nicht. Das explizite Verfahren (E) ist wegen der Steifheit
des Problems recht aufwendig und kaum durch die Toleranz TOLt zu beeinflussen, da die
Wahl des Zeitschritts hier der Stabilita¨tsbedingung (5.11) folgt.
9.6.2 Problem BSVD
Wir dokumentieren in diesem Abschnitt erneut drei numerische Untersuchungen, die mit dem
Problem BSVD durchgefu¨hrt wurden. Die folgende Tabelle gibt einen U¨berblick u¨ber die
verwendeten Verfahren und Parameter.
Untersuchung
9.8
Untersuchung
9.9
Untersuchung
9.11
siehe
Gebiet Ω =]0, 1[2
Zeitintervall [t0, te] = [0, 8] [t0, te] = [0, 7,5]
Maschenweite
des uniformen
Grundgitters
h0 = 0,2
Fehlerindikator Z2 4.1.1
max. Gitterfein-
heit
M = 5, 6 M = 6 4.3
Sprungstellen
von zfh
µ(0) = µ(1) = 0, µ(2) = µ(3) = 1/24, µ(4) = 1/12,
µ(5) = 5/12
(4.9)
Strategie der
Verfeinerung
Strategie 3, α = 0,05, kmax = 10 4.3.2
Zeit-
diskretisierungs-
Verfahren
(IBS)
(IB), (IBS), (IK), (AB), (ABS),
(AK), (DB), (DBS), (DK)
9.2
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Anfangs-
zeitschritt
τ0 = 0,01 (5.4)
Parameter der
Zeitschritt-
steuerung
β = 0,8, βmin = 0,5, βmax = 1,1
(5.8),
(5.9)
Toleranz des
zeitlich lokalen
Fehlers
TOLt = 10
−5 TOLt = 10
−5,
10−4, 10−3
TOLt = 2·10−5,
5 · 10−5, 10−4,
2 ·10−4, 5 ·10−4,
10−3, 2 · 10−3,
5 · 10−3, 10−2
(5.8)
Norm des
zeitlichen Feh-
lerscha¨tzers
skalierte Euklidische Norm Bem. 5.9
Stabilita¨ts-
Radius
rstab = 2
(8.6),
Alg. 8.5
Steifigkeits-
Sicherheits-
parameter
α = 0,8 Alg. 8.5
Parameter des
linearen Lo¨sers
αLSS = 0,1
αLSS = 0,5, 1, 2,
5, 10, 20, 30
αLSS = 0,5
(6.16),
(7.12)
max. Anzahl
der Iterationen
maxIt = ∞
maxIt = 8 (ohne SSOR)
bzw. 5 (mit SSOR),
κ1 = 10, κ12 = κ23 = 2
Alg. 6.6,
7.1
SSOR-
Parameter
ω = 1,3 (6.7)
Tabelle 9.5: Untersuchungen zum Problem BSVD
Untersuchung 9.8 (BSVD: Feinheit des Gitters an der Front). Bei dem Problem
BSVD hat die Feinheit des Gitters einen sehr starken Einfluß auf die Genauigkeit der nume-
rischen Lo¨sung. Abbildung 9.12 zeigt die numerische Lo¨sung zur Zeit t = 8 links auf einem
groben Gitter der maximalen Feinheit M = 5 und rechts auf einem feineren Gitter der ma-
ximalen Feinheit M = 6. Das entspricht einer minimalen Maschenweite von etwa 0,006 bzw.
0,003. Ein Vergleich mit einer Referenzlo¨sung auf einem noch feineren Gitter zeigt, daß die
Lo¨sung mit M = 6 eine recht gute Approximation der exakten Lo¨sung darstellt. Die Lo¨sung
auf dem groben Gitter, M = 5, ist extrem ungenau und praktisch nicht verwendbar. Bei den
folgenden Berechnungen wird daher stets M = 6 verwendet.
Untersuchung 9.9 (BSVD: Der Parameter αLSS). Wie beim Problem TANH untersu-
chen wir auch fu¨r das BSVD-Problem, wie sich die Wahl des Parameters αLSS auf die Effizienz
der Verfahren auswirkt. Sa¨mtliche untersuchten Verfahren und Paramater sind in Tabelle 9.5
dargestellt. Der U¨bersichtlichkeit halber zeigen wir in Abbildung 9.13 nur die Ergebnisse fu¨r
die Verfahren (IBS), (ABS) und (DBS) bei Verwendung der Toleranzen TOLt = 10
−4 und
10−3.
Große Werte von αLSS sind in allen Fa¨llen sehr ineffizient. Fu¨r jedes Verfahren soll ein be-
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Abbildung 9.12: Numerische Lo¨sung des BSVD-Problems zur Zeit t = 8, maximale Gitter-
feinheit: links: M = 5, rechts: M = 6
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Abbildung 9.13: Einfluß von αLSS auf die Effizienz der Verfahren (IBS), (ABS) und (DBS)
mit den Toleranzen TOLt = 10
−4 (–) und 10−3 (- -). Die Zahlen in der Graphik sind die
Werte von αLSS.
zu¨glich der Effizienz optimales αLSS bestimmt werden. Fu¨r die Wahl dieses optimalen Wertes
gelten a¨hnliche U¨berlegungen wie im Falle des Problems TANH, siehe Untersuchung 9.6.
Nach Auswertung der numerischen Untersuchungen halten wir fu¨r alle Verfahren den Wert
αLSS = 0,5 fu¨r eine gu¨nstige Wahl.
Zur Steifheit des Problems BSVD
Fu¨r den Rechenaufwand der Partitionierungs-Verfahren (A) und (D) ist die Anzahl der bezu¨g-
lich der Diffusion steifen Gitterknoten von entscheidender Bedeutung. Die Steifheit des Re-
aktionsterms wirkt sich hingegen nicht so stark auf den Rechenaufwand aus, vgl. dazu die
Bemerkung zur Diffusionspartitionierung in Abschnitt 8.2. Das BSVD-Problem ist im we-
sentlichen dort diffusions-steif, wo der Diffusions-Koeffizient hinreichend groß ist. Die Front
bewegt sich im Laufe der Zeit in dieses Gebiet hinein. Dadurch nimmt auch die Anzahl der
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diffusions-steifen Gitterknoten und damit die Dimension des linearen Gleichungssystems im
Laufe der Rechnung stark zu. Aus diesem Grunde ist BSVD ein Problem, bei dem man eine
deutliche Effizienzsteigerung durch lokale Partitionierung erwarten kann.
Untersuchung 9.10 (BSVD: Steifheit). Wir berechnen das Problem BSVD mit dem Ver-
fahren (DB) und der Toleranz TOLt = 5 · 10−5. Die u¨brigen Parameter entsprechen den in
Tabelle 9.5 fu¨r Untersuchung 9.11 angegebenen. In Abbildung 9.14 sind Anzahl der Gitter-
knoten und Dimension des linearen Gleichungssystems dargestellt.
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Abbildung 9.14: Verfahren (DB), Toleranz TOLt = 5 · 10−5: Anzahl der Gitterknoten und
Dimension des linearen Gleichungssystems.
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Abbildung 9.15: Verfahren (DB), TOLt = 5 · 10−5. Diffusions-Steifheit zu den Zeitpunkten
t = 2 und 4
Das Problem wird somit anfangs nahezu vollsta¨ndig explizit gelo¨st, wa¨hrend gegen Ende
des Zeitintervalls [0, 7,5] ein großer Teil implizit gelo¨st wird. In den Abbildungen 9.15 und
9.16 ist die Diffusions-Steifheit σdiffk,i graphisch dargestellt
6. Man erkennt, wie die Anzahl der
Gitterknoten in dem diffusions-steifen Gebiet zunimmt.
6Die Diffusions-Steifheit wurde in Definition 8.6 eingefu¨hrt. Zur besseren U¨bersichtlichkeit wurde die
Diffusions-Steifheit
”
nach oben abgeschnitten“, d.h. in der Graphik wird die Gro¨ße min{σdiffk,i , 1} dargestellt.
Ein Gitterknoten ist diffusions-steif, wenn σdiffk,i > α = 0,8 ist.
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Abbildung 9.16: Verfahren (DB), TOLt = 5 · 10−5. Diffusions-Steifheit zu den Zeitpunkten
t = 6 und 7
Untersuchung 9.11 (BSVD: Effizienz der Verfahren). Wir vergleichen die neun in
Tabelle 9.5 angegebenen Verfahren bezu¨glich ihrer Effizienz. Dabei setzen wir αLSS = 0,5 und
variieren die Toleranz TOLt zwischen 2 · 10−5 und 10−2. Das Fehler-Aufwand-Diagramm ist
in Abbildung 9.17 dargestellt.
Da die Anzahl der diffusions-steifen Gitterknoten hier deutlich geringer als die Anzahl aller
Gitterknoten ist7, sind Partitionierungs-Verfahren deutlich im Vorteil. Fu¨r TOLt ≤ 10−3 ist
die Diffusions-Partitionierung in allen Fa¨llen der vollsta¨ndig automatischen Partitionierung
u¨berlegen, da sie genauer ist – ein Effekt, der bereits bei dem Problem TANH beobachtet
wurde. Das Verfahren (DB) ist fu¨r einen weiten Bereich mittlerer Genauigkeitsanforderung
der Favorit. Fu¨r sehr hohe Genauigkeiten ist (IK) geringfu¨gig besser, wa¨hrend fu¨r gerin-
ge Genauigkeitsforderung die Verfahren (AB) und (ABS) etwas effizienter sind. Die SSOR-
Vorkonditionierung bringt nur fu¨r grobe Toleranzen eine Einsparung an Rechenaufwand.
Es sei N die Anzahl der in der Rechnung beno¨tigten Zeitschritte. In Abbildung 9.18 stellen
wir fu¨r die untersuchten Verfahren jeweils
• den mittleren Zeitschritt τav = te/N ,
• den mittleren relativen Fehler der Frontposition ERRBfr,
• die durchschnittliche Anzahl der Iterationen und
• die durchschnittliche Anzahl der Gitterknoten
u¨ber der Toleranz TOLt dar. Besonders auffa¨llig ist hier die sehr große Anzahl von Gitterkno-
ten, die das Verfahren (IK) fu¨r grobe Toleranzen TOLt beno¨tigt. Ein a¨hnlicher Effekt wurde
bei dem Problem TANH bereits beobachtet. Ra¨umliche Oszillationen in der numerischen Lo¨-
sung sind hier wahrscheinlich die Ursache fu¨r eine starke Gitterverfeinerung.
7Siehe etwa Abbildung 9.14.
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Abbildung 9.17: Fehler-Aufwand-Diagramm. Die Toleranz TOLt variiert auf jeder Kurve zwi-
schen 2 · 10−5 (links oben) und 10−2 (rechts unten).
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Abbildung 9.18: Mittlerer Zeitschritt, mittlerer relativer Fehler der Frontposition, durch-
schnittliche Anzahl der Iterationen und Gitterknoten
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9.6.3 Problem KRINSKY
In diesem Abschnitt stellen wir die Ergebnisse dreier numerischer Untersuchungen dar, die fu¨r
das Problem Krinsky durchgefu¨hrt wurden. Die folgende Tabelle gibt einen U¨berblick u¨ber
die verwendeten Verfahren und Parameter.
Untersuchung
9.12
Untersuchung
9.13
Untersuchung
9.15
siehe
Gebiet Ω =]− 20, 20[2
Zeitintervall [t0, te] = [0, 10]
Maschenweite
des uniformen
Grundgitters
h0 = 2
Fehlerindikator Z2 4.1.1
max. Gitterfein-
heit
M = 2, 3, 4 M = 4 4.3
Sprungstellen
von zfh
µ(0) = µ(1) = µ(2) = µ(3) = 1/240 (4.9)
Strategie der
Verfeinerung
Strategie 2, kadapt = 10 4.3.2
Zeit-
diskretisierungs-
Verfahren
(IEBS)
(EE), (IEB), (IEBS), (IEK),
(AEB), (AEBS), (AEK), (DEB),
(DEBS), (DEK), (IIB), (IIBS),
(IIK)
9.2
Anfangs-
zeitschritt
τ0 = 0,015 (5.4)
Parameter der
Zeitschritt-
steuerung
β = 0,8, βmin = 0,5, βmax = 1,1
(5.8),
(5.9)
Toleranz des
zeitlich lokalen
Fehlers
TOLt = 10
−5,
2 ·10−5, 5 ·10−5,
10−4, 2 · 10−4,
5 · 10−4, 10−3,
2 ·10−3, 5 ·10−3,
10−2
TOLt = 10
−5,
10−4, 10−3
TOLt = 2·10−5,
5 · 10−5, 10−4,
2 ·10−4, 5 ·10−4,
10−3, 2 · 10−3,
5 · 10−3, 10−2
(5.8)
Norm des
zeitlichen Feh-
lerscha¨tzers
skalierte Euklidische Norm Bem. 5.9
Stabilita¨ts-
Radius
rstab = 2
(8.6),
Alg. 8.5
Steifigkeits-
Sicherheits-
parameter
α = 0,8 Alg. 8.5
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Parameter des
linearen Lo¨sers
αLSS = 1
αLSS = 0,5, 1, 2,
5, 10, 20, 30
αLSS = 0,5 (bei
(IEK), (AEK),
(DEK)) bzw. 1
(sonst)
(6.16),
(7.12)
max. Anzahl
der Iterationen
maxIt = 10
maxIt = 8 (ohne SSOR)
bzw. 5 (mit SSOR),
κ1 = 10, κ12 = κ23 = 2
Alg. 6.6,
7.1
SSOR-
Parameter
ω = 1,3 (6.7)
Tabelle 9.6: Untersuchungen zum Problem KRINSKY
Untersuchung 9.12 (KRINSKY: Einfluß von Gitterfeinheit und Toleranz TOLt).
Wir untersuchen zuna¨chst am Beispiel des Verfahrens (IEBS), wie sich Gitterfeinheit und To-
leranz TOLt auf die Genauigkeit der Lo¨sung auswirken. Die verwendeten Parameter ko¨nnen
Tabelle 9.6 entnommen werden. Das Ergebnis ist in Abbildung 9.20 dargestellt. Gitterver-
feinerung und Senkung der Toleranz TOLt fu¨hren erwartungsgema¨ß zu einer Erho¨hung der
Genauigkeit. Eine Verringerung der Toleranz unter den Wert 2 ·10−4 bringt jedoch kaum noch
eine Verbesserung, da in diesem Fall der Fehler der Ortsdiskretisierung u¨berwiegt.
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Abbildung 9.19: Verfahren (IEBS), Einfluß von Gitterfeinheit und Toleranz TOLt auf den
Fehler ERRKfr
Untersuchung 9.13 (KRINSKY: Der Parameter αLSS). Zur Bestimmung eines be-
zu¨glich der Effizienz optimalen Parameters αLSS werden die zehn in Tabelle 9.6 angegebenen
Verfahren mit den drei Toleranzen TOLt = 10
−5, 10−4 und 10−3 getestet. Der besseren U¨ber-
sicht wegen stellen wir hier nur die Ergebnisse fu¨r das Verfahren (IEK) dar, siehe Abbildung
9.20.
Die Auswahl eines optimalen αLSS ist bei diesem Problem komplizierter als bei den Problemen
TANH und BSVD, da ein Verfahren oft fu¨r eine weite Bandbreite von Parametern αLSS
effizient ist. Beispielsweise zeigt Abbildung 9.20, daß sich das Verfahren (IEK) bei TOLt =
10−4 fu¨r αLSS ∈ [0,5, 20] im effizienten Bereich befindet. Erst fu¨r αLSS = 30 ist das Verfahren
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Abbildung 9.20: Effizienz in Abha¨ngigkeit von αLSS beim Verfahren (IEK). Der Parameter
αLSS variiert zwischen 0,5 und 30, siehe Tabelle 9.6. Die Zahlen in der Graphik geben den
Wert von αLSS an.
eindeutig weniger effizient als fu¨r αLSS = 20. Wir haben uns hier dafu¨r entschieden, die
Genauigkeit des Verfahrens nur durch die Toleranz TOLt und nicht durch den Parameter
αLSS, d.h. durch die Qualita¨t des linearen Lo¨sers, steuern zu lassen. Daher bevorzugen wir
von den Werten von αLSS im effizienten Bereich jeweils den mit dem kleinsten Fehler. Fu¨r das
Verfahren (IEK) bedeutet das beispielsweise das folgende, vgl. Abbildung 9.20:
Bei TOLt = 10
−5 sind αLSS ∈ [2, 30] effizient; wir wa¨hlen αLSS = 2. Bei TOLt = 10−4 sind
αLSS ∈ [0,5, 20] effizient; wir wa¨hlen hier αLSS = 0,5. Bei TOLt = 10−3 sind αLSS ∈ [0,5, 30]
effizient; daher wa¨hlen wir hier αLSS = 0,5. Wir suchen jedoch einen gemeinsamen Wert fu¨r
alle Toleranzen. Bei Nichtu¨bereinstimmung nehmen wir das Minimum, also hier den Wert
αLSS = 0,5. Auch fu¨r TOLt = 10
−5 ist dieser Wert durchaus noch akzeptabel, wie Abbildung
9.20 zeigt.
Nach Auswertung der numerischen Ergebnisse fu¨r alle untersuchten Verfahren erscheinen uns
die folgenden Werte fu¨r αLSS optimal:
αLSS =
{
0,5 bei (IEK), (AEK), (DEK),
1 bei den u¨brigen Verfahren.
Diese Werte werden in den spa¨ter dargestellten Untersuchungen 9.14 und 9.15 verwendet.
Untersuchung 9.14 (KRINSKY: Steifheit). Verwenden wir in dem Problem KRINSKY
die maximale Gitterfeinheit M = 4 und eine moderate Toleranz, so ist die u-Komponente
des Systems stark diffusions-steif und leicht reaktions-steif. Bei der v-Komponente liegt keine
Steifheit vor. Wir verdeutlichen die lokal auftretende Steifheit der u-Komponente am Beispiel
einer numerischen Berechnung mit dem Verfahren (AEBS) und der Toleranz TOLt = 10
−4.
Alle u¨brigen Parameter werden wie in Untersuchung 9.15 gewa¨hlt, siehe Tabelle 9.6. Abbil-
dung 9.21 zeigt rechts die Verteilung der Diffusions- und Reaktions-Steifheit8 u¨ber das Gebiet
8Die Gro¨ßen Diffusions-Steifheit σdiffk,i und Reaktions-Steifheit σ
reac
k,i wurden in Definition 8.6 eingefu¨hrt. Zur
besseren U¨bersichtlichkeit wurde die Diffusions-Steifheit
”
nach oben abgeschnitten“, d.h. in der Graphik wird
die Gro¨ße min{σdiffk,i , 2} dargestellt. Ein Gitterknoten gilt als diffusions- bzw. reaktions-steif, wenn σ
diff
k,i bzw.
σreack,i gro¨ßer als 0,8 ist.
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Abbildung 9.21: Verfahren (AEBS), t = 9; links oben: Gitter, rechts oben: Diffusions-
Steifheit der u-Komponente, links unten: u-Komponente (Ho¨henlinien-Darstellung), rechts
unten: Reaktions-Steifheit der u-Komponente
Die Diffusions-Steifheit der u-Komponente wird durch starke Gitterverfeinerung hervorgeru-
fen. Reaktions-Steifheit liegt dort vor, wo u ≈ 1 ist. Die Unregelma¨ßigkeit in der Steifheit
rechts der Mitte geht auf numerische Fehler zuru¨ck. Wegen des unstrukturierten – und da-
mit auch unsymmetrischen – Gitters treten diese Fehler nicht symmetrisch zur y-Achse auf.
Bereits ein geringfu¨giges Absinken der u-Komponente unter den Maximalwert 1 la¨ßt den
Reaktions-Term hier seine Steifheit verlieren!
Der weitaus gro¨ßte Teil der Gitterknoten – hier sind es 94% – liegt im diffusions-steifen
Gebiet. Man erwartet daher, daß die Partitionierungs-Verfahren (D) und (A) nur geringe
Einsparungen gegenu¨ber dem impliziten Verfahren (I) erzielen.
In Abbildung 9.22 zeigen wir am Beispiel des Verfahrens (DEB)9 zur Zeit t = 10, wie der
Anteil der bezu¨glich der u-Komponente diffusions-steifen Gitterknoten von der Toleranz TOLt
abha¨ngt. Aus der Graphik geht hervor, daß der Anteil steifer Gitterknoten bei sinkender
Toleranz leicht abnimmt. In der Tat zeigen die im folgenden dargestellten Ergebnisse der
9Es wurden die gleichen Parameter wie in Untersuchung 9.15 verwendet, siehe Tabelle 9.6.
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Abbildung 9.22: Verfahren (DEB): Anzahl der Gitterpunkte und Anzahl der bezu¨glich u
diffusions-steifen Gitterpunkte in Abha¨ngigkeit von der Toleranz TOLt
Untersuchung 9.15, daß fu¨r kleine Toleranzen TOLt die Diffusions-Partitionierung – also das
Verfahren (D) – gegenu¨ber dem impliziten Verfahren (I) im Vorteil ist.
Untersuchung 9.15 (KRINSKY: Effizienz der Verfahren). In Abbildung 9.23 ist das
Fehler-Aufwand-Diagramm fu¨r die untersuchten Verfahren dargestellt. Das Diagramm la¨ßt
die folgenden Schlu¨sse zu.
• Die Verfahren (IIB), (IIBS) und (IIK) sind nicht effizient, da ihr Aufwand zu hoch
ist. Der Grund dafu¨r ist, daß die v-Komponente des Systems nicht steif ist, bei den
genannten Verfahren aber implizit gerechnet wird.
• Das explizite Verfahren (EE) ist nicht effizient, da die u-Komponente des Systems steif
ist. Die Zeitschritte des Verfahrens sind somit sehr klein.
• Fu¨r grobe Toleranzen verbessert sich durch die SSOR-Vorkonditionierung die Effizienz
• Die Krylov-W-Verfahren (IEK), (AEK) und (DEK) sind fu¨r eine hohe Genauigkeitsfor-
derung effizient, fu¨r eine niedrige jedoch nicht.
• Die Favoriten zur Lo¨sung des Problems sind
– bei niedriger Toleranz die Verfahren (IEK), (AEK) und (DEK),
– bei großer Toleranz das Verfahren (IEBS).
Bemerkung 9.16. Wie in Abschnitt 9.4 erla¨utert, wird der Fehler ERRKfr durch Vergleich
mit einer Referenzlo¨sung ermittelt. In Untersuchung 9.15 stellt sich heraus, daß dieser Fehler
fu¨r einige Verfahren sehr kleine Werte annimmt. So ergibt sich beispielsweise fu¨r das Verfahren
(IIB) mit Toleranz TOLt = 5 ·10−5 der Fehler ERRKfr = 3,04 ·10−5. Ein solcher Wert erscheint
uns jedoch nicht als serio¨s, da wir fu¨r die Referenzlo¨sung selbst keine derartig hohe Genauigkeit
voraussetzen ko¨nnen. Daher wurde in Abbildung 9.23 nicht der Wert ERRKfr sondern der Wert
max{ERRKfr , 5 · 10−4}
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Abbildung 9.23: oben: Fehler-Aufwand-Diagramm. Die Toleranz TOLt variiert auf jeder Kur-
ve zwischen 2 · 10−5 (links oben) und 10−2 (rechts unten). unten: Ausschnitt vergro¨ßert
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als
”
relativer Fehler der Frontposition“ dargestellt.
In Abbildung 9.24 links stellen wir fu¨r alle untersuchten Verfahren den mittleren Zeitschritt
u¨ber der Toleranz TOLt dar. Das explizite Verfahren (EE) erlaubt wegen der Steifheit der
u-Komponente nur sehr kleine Zeitschritte. Die mittleren Zeitschritte der u¨brigen Verfahren
stimmen bemerkenswert gut u¨berein.
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Abbildung 9.24: links: Einfluß der Toleranz TOLt auf den mittleren Zeitschritt; rechts:
Zeitschritte bei Verfahren (IEK) fu¨r die Toleranzen TOLt = 2 ·10−5 (dunkelblau), 10−4 (rot),
5 · 10−4 (gru¨n), 2 · 10−3 (hellblau)
Auffa¨llig ist, daß die Variation der Toleranz TOLt zwischen 2 ·10−5 und 5 ·10−4 kaum Einfluß
auf den mittleren Zeitschritt hat. In Abbildung 9.24 rechts stellen wir fu¨r das Verfahren (IEK)
die Zeitschritte τi u¨ber der Zeitachse dar. Man erkennt hier ebenfalls, daß sich der Zeitschritt
im Mittel bei den kleinen Toleranzen kaum unterscheidet. Fu¨r TOLt = 2 · 10−5 treten jedoch
starke Zeitschrittschwankungen auf. Auch fu¨r die u¨brigen impliziten Verfahren10 trifft diese
Beobachtung zu.
9.7 Zusammenfassung
Die drei untersuchten Probleme stellen unterschiedliche Anforderungen an eine Partitionie-
rung. Bei den Problemen BSVD und KRINSKY fu¨hren geeignete Partitionierungs-Verfahren
zu einer effizienteren Lo¨sung als Verfahren ohne Partitionierung. Beim BSVD-Problem fu¨hrt
lokale Partitionierung teilweise zu Einsparungen von etwa 50% des Rechenaufwandes, der
fu¨r die Lo¨sung der semidiskreten Probleme beno¨tigt wird. Bei der Wahl des Partitionierungs-
Verfahrens sollte die gewu¨nschte Genauigkeit beru¨cksichtigt werden. Die folgende Tabelle gibt
einen groben U¨berblick u¨ber die Eignung von Partitionierungs-Verfahren bei den untersuchten
Problemen. Sie stellt eine Zusammenfassung der Ergebnisse dar, die in den Untersuchungen
zur Effizienz erbracht wurden.
10d.h. alle außer (EE)
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hohe Genauigkeit mittlere Genauigkeit geringe Genauigkeit
TANH keine Partitionierung beno¨tigt
Unregelma¨ßiges
Fehlerverhalten
erschwert eine Aus-
sage.
effizient: (IB) (IK)
BSVD lokale Partitionierung sehr sinnvoll
effizient:
(IK), (DB), (DBS),
(DK)
(DB) (AB), (ABS)
KRINSKY Komponenten-Partitionierung no¨tig
lokale Partitionierung nicht beno¨tigt
effizient:
(IEK), (AEK),
(DEK), (IEB)
(IEBS), (AEBS)
Tabelle 9.7: Eignung von Partitionierungs-Verfahren bei den Problemen TANH, BSVD und
KRINSKY
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Kapitel 10
Erregbare Medien
”
Reiz i So¨nheit in Bewegung.“
Gotthold Ephraim Leing 〈1729 - 1781〉
10.1 Beispiele erregbarer Systeme
Ein wichtiger Anwendungsfall fu¨r Systeme von Reaktions-Diffusions-Gleichungen ist die Si-
mulation sogenannter erregbarer Medien. Diese treten in den unterschiedlichsten Bereichen
in Physik, Chemie und Biologie auf. Eine Gemeinsamkeit aller dieser Prozesse ist das Pha¨no-
men, daß ein Medium durch eine oft geringfu¨gige Sto¨rung aus einem Gleichgewichtszustand in
einen erregten Zustand versetzt wird, der sich dann in Form einer Welle ra¨umlich ausbreitet.
Besonders faszinierend sind rotierende Spiralwellen, die in vielen erregbaren Medien auftreten.
Den Mechanismus, der zur Entstehung dieser Spiralen fu¨hrt, werden wir in Abschnitt 10.5
na¨her erla¨utern. Ein U¨berblick u¨ber erregbare Medien in den verschiedensten biologischen und
chemischen Systemen findet sich etwa bei Manz [111]. Einige Beispiele seien im folgenden
aufgefu¨hrt.
Auf dem Gebiet der Biologie wurden bereits 1944 von Lea˜o [105] Depolarisationswellen im
neuronalen Gewebe wie der Hirnrinde beschrieben. Im Jahre 1946 untersuchten Wiener und
Rosenblueth [172] Wellenbewegungen im Herzmuskel und entwickelten dabei die Grund-
lagen der kinematischen Wellenbeschreibung, die in Abschnitt 10.8 betrachtet werden soll.
Spiralfo¨rmige Wellen im Herzgewebe sind medizinisch von besonderem Interesse, da sie zu
Herzrhytmussto¨rungen fu¨hren [46]. In den fu¨nfziger und sechziger Jahren des 20. Jahrhun-
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derts entdeckten Hodgkin und Huxley [84] (1952) sowie FitzHugh [66] (1961) und Nagu-
mo [124] (1962) Erregungswellen bei der Reizu¨bertragung in Nerven und modellierten diese
durch inzwischen klassische Reaktions-Diffusions-Systeme, die in Abschnitt 2.2 bereits aufge-
fu¨hrt wurden. Weitere Beispiele aus der Biologie sind Wellen des zyklischen Adenosinmono-
phosphats wa¨hrend der Aggregation des Schleimpilzes Dictyostelium discoideum [71, 134, 149],
Calcium-Wellen im Zytoplasma nach der Befruchtung der Oozyten des Krallenfrosches Xeno-
pus laevis [106] und menschlicher Eizellen [157], aber auch die Ausbreitung von Krankheits-
wellen [36, 122] und wellenartige Populationsentwicklung in O¨kosystemen [133, 24].
Erregungswellen bei chemischen Reaktionen wurden schon im Jahre 1906 von Luther [109]
bei der Oxydation von Oxalsa¨ure durch Permanganat festgestellt. Erregungsfronten bilden
sich auch bei der seit 1921 von Bray und Liebhafsky [27, 28] untersuchten katalytischen
Zersetzung von Wasserstoffperoxid durch Jodsa¨ure. Mit der
”
Bray-Liebhafsky-Reaktion“ wur-
de erstmalig eine oszillierende chemische Reaktion in homogener Lo¨sung beschrieben.
Eines der bekanntesten Beispiele fu¨r eine chemische Reaktion, in der Erregungswellen auf-
treten, ist die Belousov-Zhabotinsky-Reaktion. Belousov [21, 22] untersuchte 1950/511 die
Oxydation von Zitronensa¨ure durch Bromat-Ionen bei Verwendung von Cer als Katalysator.
Zhabotinsky [176] ersetzte 1961, zur Versta¨rkung des Farbkontrastes, die Zitronensa¨ure
durch Malonsa¨ure. Spa¨ter wurde dann der Katalysator Cer durch Ferroin ersetzt, was einen
deutlich sichtbaren Farbumschlag zwischen rot und blau hervorruft. Im Jahre 1972 wurden von
Winfree [173] die fu¨r erregbare Medien charakteristischen Spiralwellen in der Belousov-
Zhabotinsky-Reaktion entdeckt. Field, Ko¨ro¨s und Noyes [126, 64] (1972) unterteilten
die Belousov-Zhabotinsky-Reaktion in elf Elementarreaktionen, an denen zwo¨lf Spezies
beteiligt sind und legten eine quantitative Beschreibung dieser Reaktionen vor, den soge-
nannten
”
FKN-Mechanismus“. Eine mathematische Modellierung durch Reaktions-Diffusions-
Gleichungen, das sogenannte
”
Oregonator-Modell“, wurde 1974 von Field und Noyes [65]
angegeben und 1979/80 von Tyson und Fife [161, 163] weiter vereinfacht. Wir werden in
Abschnitt 10.2 auf dieses Modell noch na¨her eingehen.
Eine Kombination von Bray-Liebhafsky- und Belousov-Zhabotinsky-Reaktion wurde 1973 von
Briggs und Rauscher [30] untersucht. Dabei la¨uft zwischen Wasserstoffperoxid, Jodat,
Malonsa¨ure und Perchlor- oder Schwefelsa¨ure eine oszillierende Reaktion ab, bei der auch
eine ra¨umliche Ausbreitung von Wellen stattfindet. Diese Reaktion wird auch als
”
Jod-Uhr“
bezeichnet. Weitere Beispiele fu¨r erregbare chemische Systeme sind die katalytische Oxydation
von Kohlenmonoxid auf Platinoberfla¨chen im Vakuum [89, 59] oder auch die Korrosion von
Metallen in elektrochemischen Systemen [99, 5, 4]. Schließlich ko¨nnen selbst Galaxien mit
ihren rotierenden Spiralarmen als Wellen in einem erregbaren Medium aus Gas und Staub
angesehen werden [145, 110].
10.2 Die Modellierung erregbarer Systeme durch Reaktions-
Diffusions-Gleichungen
Auch wenn in der Natur vorkommende Systeme i.a. aus einer Vielzahl einzelner Mechanis-
men bestehen, so lassen sich jedoch die einfachsten erregbaren Medien bereits durch zwei
1Die Arbeiten wurden erst einige Jahre spa¨ter vero¨ffentlicht.
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Reaktions-Diffusions-Gleichungen modellieren. Auch die Dynamik von Erregungswellen kann
am anschaulichsten an einem Zwei-Komponenten-System verdeutlicht werden. Ein solches
System la¨ßt sich stets in der Form
∂u
∂t
(x, t) = d1∆u(x, t) + f(u(x, t), v(x, t)), x ∈ Ω, t ∈ [t0, te]
∂v
∂t
(x, t) = d2∆v(x, t) + g(u(x, t), v(x, t)) (10.1)
angeben. Im Rahmen dieser Arbeit betrachten wir lediglich zweidimensionale erregbare Me-
dien, bei denen Ω entweder ein Gebiet in R2 oder ein Gebiet auf einer zweidimensionalen
Mannigfaltigkeit S ⊂ R3 ist. Die Gro¨ße u sei die erregbare Komponente; sie kann von ei-
nem Gleichgewichtszustand in einen erregten Zustand springen. Die Komponente v dient der
Da¨mpfung von u. Sie fu¨hrt auf der Wellenru¨ckseite zum Abklingen der Erregung von u. Die
Gro¨ße u wird oft als Aktivator, v als Inhibitor bezeichnet.
Damit bewegte Wellen entstehen, muß – wie wir spa¨ter sehen werden – die Diffusionskonstante
d1 > 0 sein. Fu¨r d2 muß lediglich d2 ≥ 0 gelten. In der Praxis gibt es durchaus Fa¨lle,
in denen d2 = 0 ist, so etwa bei Erregungswellen in neuromuskula¨rem Medium oder auch
bei der Belousov-Zhabotinsky-Reaktion mit immobilisiertem Katalysator. Bei der flu¨ssigen
Belousov-Zhabotinsky-Reaktion ist d1 ≈ d2. Der Fall d2 ≫ d1 ist charakteristisch fu¨r stehende
Wellen, sogenannte Turing-Muster2, die in der Natur beispielsweise auf Schneckenha¨usern und
Muschelschalen vorkommen, wie etwa Untersuchungen von Meinhardt und Klinger [116]
zeigen.
Fu¨r die Wahl der Funktionen f und g gibt es verschiedene Mo¨glichkeiten, die jedoch alle
gewisse qualitative Gemeinsamkeiten besitzen. Wir geben im folgenden drei typische Mo-
delle an, die in der Literatur oft verwendet werden. Das klassische Modell, das speziell zur
Beschreibung der Belousov-Zhabotinsky-Reaktion entwickelt wurde, ist das bereits erwa¨hnte
zweikomponentige Oregonator-Modell, gegeben durch das System (10.1) mit den Quelltermen
f(u, v) =
1
ε
(
u− u2 − pvu− q
u + q
)
und g(u, v) = u− v. (10.2)
Die Bestimmung der auftretenden Parameter aus der chemischen Reaktion ist kompliziert.
Von Jahnke und Winfree [87] existieren numerische Untersuchungen zur Abha¨ngigkeit der
Wellendynamik von den Parametern ε und p. Rotierende Spiralwellen treten beispielsweise
fu¨r die Parameter
d1 = 1, d2 = 0,6, ε = 0,01, p = 1,4, q = 0,002
auf. Eine durch numerische Simulation gewonnene Lo¨sung mit diesen Parametern ist in Ab-
schnitt 10.6.3 dargestellt.
Ein weiteres Modell wurde erstmals 1972 von Krinsky, Pertsov und Reshetilov [98] an-
gegeben. Zykov [181] verwendete dieses Modell fu¨r umfangreiche Untersuchungen erregbarer
2nach Turing [159] (1952)
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Medien. Hierbei sind f und g von der Form
f(u, v) =

−k1u− v, u < σ,
kf (u− a)− v, σ < u < 1− σ,
k2(1− u)− v, 1− σ < u,
g(u, v) =
{
ε(kgu− v), kgu ≥ v,
εkε(kgu− v), kgu < v.
(10.3)
k1 und k2 werden dabei so gewa¨hlt, daß f stetig ist. Mo¨gliche Parameter sind etwa
d1 = 1, d2 = 0, k1 = 15,3, k2 = 151,3, kf = 1,7, (10.4)
kg = 2, kε = 6, a = 0,1, σ = 0,01, ε = 0,25.
In Abschnitt 10.6 zeigen wir eine numerische Simulation mit diesen Parametern.
Ein drittes Modell, gegeben durch
f(u, v) =
1
ε
u(1− u)
(
u− v + b
a
)
, g(u, v) = u− v
mit den Parametern
d1 = 1, d2 = 0, a = 0,3, b = 0,01, ε = 0,005,
geht auf Barkley, Kness und Tuckerman [18] zuru¨ck.
10.3 Dynamik erregbarer Medien
Die Dynamik erregbarer Medien la¨ßt sich am besten mit Hilfe eines der genannten Modelle
verdeutlichen. Wir betrachten hier das Modell von Krinsky, Pertsov und Reshetilov.
Ohne Beru¨cksichtigung der Diffusion erhalten wir aus (10.1) die zwei gewo¨hnlichen Differen-
tialgleichungen
du
dt
= f(u, v),
dv
dt
= g(u, v)
mit den im vorigen Abschnitt angegebenen Funktionen f und g. Abbildung 10.1 zeigt das
Phasenportrait dieser Differentialgleichungen.
Bei u = v = 0 liegt eine stabile Ruhelage vor, jedoch fu¨hrt bereits eine geringe Auslenkung
nach rechts dazu, daß u gegen 1 strebt und erst nach la¨ngerer Zeit wieder in die Na¨he der
Ruhelage gelangt. Die Linie uS(v) gibt einen Schwellenwert fu¨r u an. Falls u < uS ist, so
strebt der Orbit ohne großen Umweg der Ruhelage zu. Fu¨r u > uS wird u zuna¨chst erregt,
d.h. u strebt gegen 1. Dann nimmt v zu, was die Erregung von u wiederum abklingen la¨ßt.
Die Trajektorie bewegt sich somit anfangs von der Ruhelage weg und dann in einem großen
Bogen wieder auf die Ruhelage zu.
Bewegte Wellen beno¨tigen eine positive Diffusion d1 > 0. Sie treten bereits im ra¨umlich eindi-
mensionalen Fall auf, wenn eine entsprechende Anfangsbedingung gewa¨hlt wird. Wir betrach-
ten das o.g. Modell von Krinsky et al. in einer Raumdimension. Eine Anfangsbedingung, die
eine bewegte Welle erzeugt, ist beispielsweise
u(x, 0) =
{
0, x ∈ R\[−5, 5],
1, x ∈ [−5, 5], v(x, 0) =

0, x ∈]−∞,−5],
x/5 + 1, x ∈ [−5, 5],
2, x ∈ [5,∞[.
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Abbildung 10.1: Dynamik des Modells von Krinsky et al.
Starten wir die Rechnung mit dieser Anfangsbedingung, so stellt sich nach einiger Zeit eine
sich mit konstanter Geschwindigkeit nach links bewegende Welle ein, deren Form sich nicht
mehr a¨ndert. Eine derartige Wellenbewegung bezeichnen wir als stationa¨r. Die Gestalt der
Welle ist in Abbildung 10.2 angegeben.
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Abbildung 10.2: Form der stationa¨ren Welle, ra¨umlich eindimensional mit dem Modell von
Krinsky et al. berechnet
Fu¨r die Wellenausbreitung sorgt der folgende Mechanismus: An der Wellenfront (anfangs
bei x = −5) sorgt die Diffusion von u fu¨r eine U¨berschreitung des Schwellenwertes uS(v).
Damit steigt u links der Front an, was zu einer Bewegung der Front nach links fu¨hrt. An
der Wellenru¨ckseite (anfangs bei x = 5) ist dagegen uS(v) durch den hohen v-Wert so groß,
daß die Schwelle nicht u¨berschritten wird. Es kommt hier zu einem Abklingen der u-Werte
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entsprechend der oben angegebenen Trajektorien, so daß sich auch die Ru¨ckseite der Welle
nach links bewegt. Die v-Komponente ist so an die u-Komponente gekoppelt, daß die v-
Welle der u-Welle immer etwas nacheilt. Damit bleibt auch fu¨r spa¨tere Zeitpunkte der oben
beschriebene Zustand erhalten.
Gestalt und Geschwindigkeit der stationa¨ren Welle, die sich nach hinreichend langer Zeit her-
ausbildet, sind charakteristische Gro¨ßen des Reaktions-Diffusions-Systems und ha¨ngen nicht
von der Anfangsbedingung ab. Bewegen sich zwei Wellen aufeinander zu, so kommt es zur
Auslo¨schung beider Wellen.
Um bewegte Wellen zu erzeugen, mu¨ssen die folgenden Punkte bei der Wahl der Anfangsbe-
dingungen beru¨cksichtigt werden:
• u und v mu¨ssen vor der Wellenfront nahe am A¨quilibrium sein.
• An der Wellenru¨ckseite muß v hinreichend groß sein, um eine Ru¨ckwa¨rtsbewegung zu
verhindern.
• Eine Mindestbreite der Welle wird beno¨tigt, damit sie nicht von der u-Diffusion zersto¨rt
wird.
• Der Vektor (u, v) darf sich nicht in instabilen Bereichen des Phasenportraits befinden.
Erfu¨llt die Anfangsbedingung diese Kriterien, so stellt sich eine bewegte Welle ein, deren Profil
und Geschwindigkeit nach einer gewissen U¨bergangszeit konstant bleiben.
10.4 Numerische Untersuchungen ra¨umlich eindimensionaler
Erregungswellen
In diesem Abschnitt werden einige numerische Untersuchungen von Erregungswellen pra¨sen-
tiert. Die Berechnungen wurden mit dem Modell von Krinsky et al. in einer Raumdimension
durchgefu¨hrt. In einer ersten Meßreihe studieren wir den Einfluß der Gitterfeinheit und der
Toleranz fu¨r den lokalen Fehler TOLt auf die Genauigkeit der Lo¨sung. Eine zweite Untersu-
chung befaßt sich mit der Abha¨ngigkeit der Geschwindigkeit der Welle von dem Erregungs-
parameter ε und der Diffusionskonstante d2. Beide Untersuchungen dienen im wesentlichen
einem Vergleich mit entsprechenden Messungen bei ra¨umlich zweidimensionalen Wellen, die
in Abschnitt 10.6 vorgestellt werden.
Untersuchung 10.1 (Einfluß von Gitterfeinheit und Fehlertoleranz). Wir untersu-
chen die Abha¨ngigkeit der Genauigkeit der Lo¨sung von der Maschenweite h eines uniformen
Gitters und der Toleranz fu¨r den lokalen Fehler TOLt. Grundlage der Berechnungen ist das
in (10.1), (10.3) angegebene Modell von Krinsky et al.. Das zugrundeliegende Gebiet ist das
Intervall Ω =]− 20, 20[. Die Modellparameter sind
d1 = 1, d2 = 0, k1 = 15,3, k2 = 151,3, kf = 1,7, (10.5)
kg = 2, kε = 6, a = 0,1, σ = 0,01, ε = 0,2.
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Es werden homogene Neumannsche Randbedingungen vorgegeben. Die Anfangsbedingungen
sind durch
u(x, 0) =
{
1, x ∈ [14, 17],
0, sonst,
v(x, 0) =

0, x ≤ 14,
x/2− 7, x ∈ [14, 17],
1,5, x ≥ 17
gegeben. Zur Ortsdiskretisierung werden zentrale Differenzen verwendet. Die Zeitdiskretisie-
rung erfolgt mit dem in Kapitel 7 beschriebenen Krylov-W-Verfahren zweiter Ordnung.
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Abbildung 10.3: Abha¨ngigkeit des Fehlers der Frontposition von Maschenweite h und Toleranz
TOLt
Als ein Maß fu¨r die Genauigkeit der Lo¨sung wird der Fehler der Frontposition ‖xfr − xfr,ex‖
zum Zeitpunkt te = 10 betrachtet. Dabei sei xfr ∈ Ω die Frontposition, definiert durch die Be-
ziehungen u(xfr) = 0,5 und du/dt(xfr) > 0. Eine ”
na¨herungsweise exakte“ Frontposition xf,ex
erha¨lt man durch eine Referenzrechnung mit dem in (5.19) angegebenen expliziten Verfahren
zweiter Ordnung bei Verwendung eines sehr feinen Gitters und sehr kleiner Zeitschritte. Wir
wa¨hlen hierfu¨r die Gitterweite h = 0,01 und den Zeitschritt
τ =
{
10−6, t < 0,02,
10−5, t ≥ 0,02.
Ergebnis. Die Resultate sind in Abbildung 10.3 dargestellt. Es zeigt sich eine deutliche
Abha¨ngigkeit der Genauigkeit von h und TOLt, wobei fu¨r die hier untersuchten Werte von h
und TOLt die maximale Genauigkeit bereits bei TOLt = 10
−5 erreicht wird.
Untersuchung 10.2 (Einfluß von Erregbarkeit und Diffusion). In dem Modell von
Krinsky et al. kann mit dem Parameter ε die Erregbarkeit des zugrundeliegenden Mediums
gesteuert werden, was sich u.a. in unterschiedlichen Geschwindigkeiten einer Welle a¨ußert.
Dabei nimmt die Erregbarkeit ab, wenn ε vergro¨ßert wird. Außerdem haben auch die Dif-
fusionskoeffizienten Einfluß auf die Wellengeschwindigkeit. Wir untersuchen diesen Zusam-
menhang bei Verwendung der gleichen Parameter, Rand- und Anfangsbedingungen wie in
Untersuchung 10.1 mit der Ausnahme, daß nun d2 die Werte 0, 0,2, 0,4, 0,6, 0,8, 1 und ε die
Werte 0,1, 0,12, 0,14, . . . , 0,5 durchla¨uft. Es sei h = 0,1 und TOLt = 10
−5. Zur Ortsdiskreti-
sierung des Diffusionsteils werden zentrale Differenzen, zur Zeitdiskretisierung das in Kapitel
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7 beschriebene Krylov-W-Verfahren verwendet. Abbildung 10.4 zeigt die Abha¨ngigkeit der
Frontgeschwindigkeit zum Zeitpunkt te = 20 von ε und d2. Wie aus der Graphik hervorgeht,
sinkt die Frontgeschwindigkeit bei einer Vergro¨ßerung von ε und d2.
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Abbildung 10.4: Abha¨ngigkeit der Frontgeschwindigkeit von ε fu¨r d2 = 0, 0,2, 0,4, 0,6, 0,8, 1
10.5 Spiralwellen in erregbaren Medien
Betrachtet man Erregungswellen in ra¨umlich mehrdimensionalen Gebieten, so ko¨nnen ver-
schiedene Wellenformen auftreten. Man beobachtet geschlossene Wellenformen, wie etwa ex-
pandierende Kreiswellen, oder auch stehende Wellen, die bereits erwa¨hnten Turing-Muster,
die dann auftreten, wenn d2 ≫ d1 ist. Eine weitere Wellenform, die in biologischen, chemischen
und numerischen Experimenten beobachtet werden kann, ist die rotierende Spirale.
Eine Spiralwelle kann entstehen, wenn eine Welle ein offenes Ende besitzt, also weder unendlich
ausgedehnt noch, wie etwa eine ringfo¨rmige Welle, geschlossen ist. Werden beispielsweise im
R
2 die Modellgleichungen von Krinsky et al. mit den Parametern (10.5) betrachtet, so kann
bei Verwendung der Anfangsbedingung
u(x, y, 0) =
{
1, (x, y) ∈ [−10, 10]× [−2, 2],
0, sonst,
v(x, y, 0) =

1,5, y ≤ −2,
1,5− 0,375 y, −2 < y < 2,
0, y ≥ 2
eine Doppelspirale simuliert werden. Die Entwicklung einer derartigen Spiralwelle ist in Abbil-
dung 10.5 schematisch dargestellt; sie wird durch den folgenden Mechanismus hervorgerufen:
Es sei E der erregte Bereich, d.h. der Bereich hoher Aktivatorkonzentration (hoher u-Werte)
undR der refrakta¨re Bereich (hohe Inhibitorkonzentration, hohe v-Werte). Da die Ausbreitung
von E durch R gehemmt wird, biegt sich E an den Enden um R herum. R wird jedoch von
E angezogen, was dazu fu¨hrt, daß R der Biegung von E folgt. Das fu¨hrt schließlich zur
Ausbildung einer rotierenden Spirale.
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Abbildung 10.5: Entwicklung von Spiralen aus den offenen Enden einer Welle
Wir wollen im folgenden die Rotation der Spiralwellen na¨her untersuchen. Ein wichtiges Kri-
terium zur Klassifizierung unterschiedlicher Rotationsformen ist die Bahnkurve, auf der sich
die Wellenspitze bewegt. Zuna¨chst mu¨ssen wir die Position der Wellenspitze definieren. Wir
folgen hierin der Vorgehensweise, die beispielsweise von Zykov und Mu¨ller [183] verwendet
wird. Im Inneren der Welle befindet sich die Aktivator-Komponente u im erregten Zustand
u ≈ u1, außerhalb der Welle in der Na¨he des Gleichgewichtszustandes u0. Folglich umrandet
die Ho¨henlinie u = u2 fu¨r u2 ∈ (u0, u1) die Welle. Auf der Vorderseite der bewegten Wel-
le gilt du/dt > 0, auf der Ru¨ckseite du/dt < 0. Man kann daher die Wellenspitze als den
Schnittpunkt der Kurven
u = u2 und du/dt = 0 (10.6)
definieren. Fu¨r das Modell von Krinsky et al. gilt, wenn dessen Parameter in der Gro¨ßen-
ordnung von (10.4) liegen, stets u0 = 0, u1 ≈ 1. Wir wa¨hlen in diesem Modell immer
u2 = 1/2 (10.7)
zur Bestimmung der Wellenspitze.
Wir unterscheiden die folgenden Formen der Rotation von Spiralwellen:
• die stationa¨re Rotation: Hierbei rotiert die Welle mit konstanter Geschwindigkeit um
einen festen Punkt. Die Wellenspitze beschreibt eine Kreisbahn. Die Gestalt der Welle
bleibt unvera¨ndert, nur ihre Lage a¨ndert sich. In den Abschnitten 10.6.1 und 10.7 zeigen
wir numerische Simulationen stationa¨r rotierender Spiralwellen.
Andere – also instationa¨re – Formen der Rotation ko¨nnen wiederum nach der Bahnkurve
der Wellenspitze klassifiziert werden.
• Die Wellenspitze bewegt sich auf einer Kreisbahn, aber die Gestalt der Welle a¨ndert
sich, beispielsweise durch Zusammenstoß mit anderen Wellen. Beispiele hierfu¨r werden
in den Untersuchungen 10.4 und 10.7 dargestellt.
• Die Wellenspitze rotiert um einen Punkt, der wiederum eine Bewegung ausfu¨hrt. Im
Ergebnis beschreibt die Wellenspitze eine Art Zykloide. Wir bezeichnen die Bewegung
des Rotationszentrums als Drift der Spiralwelle. Eine derartige Drift tritt bei einigen
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mit dem Oregonator-Modell erzeugten Wellen auf, siehe Abschnitt 10.6.3, ebenso bei
kurzen Wellen, siehe Abschnitt 10.6.2, und bei Wellen auf nichtgleichma¨ßig gekru¨mmten
Fla¨chen, siehe Abschnitt 10.9.
• Die Wellenspitze beschreibt eine kompliziertere, ma¨andrierende Bahn. Ein derartiges
Verhalten wurde beim Oregonator-Modell beobachtet, siehe Abschnitt 10.6.3.
Bewegt sich die Wellenspitze auf einer Kreisbahn, so kann der Radius dieses Kreises angegeben
werden. Wir bezeichnen ihn als den numerischen Kernradius ̺num der Welle.
3
Die Untersuchung von Spiralwellen in erregbaren Medien geht auf die wegweisende Arbeit
von Wiener und Rosenblueth [172] zuru¨ck. In der Belousov-Zhabotinsky-Reaktion wur-
den von Winfree [173] erstmals Spiralwellen beobachtet. Mu¨ller, Plesser und Hess [121]
beschrieben die Form einer solchen Welle als Archimedische Spirale. Numerische Simulatio-
nen von Spiralwellen in ebenen Medien wurden beispielsweise von Barkley, Kness und
Tuckerman [18], Michailov und Zykov [118], Zykov, Steinbock und Mu¨ller [184]
sowie Pardhanani und Carey [129] vorgenommen.
Im Gegensatz zum Verhalten in einem ebenen Medium zeigt die Bewegung von Erregungs-
wellen einige qualitative Unterschiede, wenn sich das zugrundeliegende Medium auf einer
gekru¨mmten Fla¨che befindet. Das ist zum einen auf topologische Faktoren zuru¨ckzufu¨hren.
Die Abmessungen des Raumes, der einer Welle zur Verfu¨gung steht, a¨ndern sich naturgema¨ß,
wenn die Fla¨che gekru¨mmt wird. Außerdem beeinflußt die lokale Geometrie, insbesondere die
Kru¨mmung der Fla¨che, direkt die Bewegung einer Welle. In [183] untersuchten Zykov und
Mu¨ller den Einfluß der Kru¨mmung einer Kugel auf die Rotationsfrequenz rotierender Spi-
ralen. In Abschnitt 10.9 werden wir uns besonders mit der Drift von Spiralwellen auf Fla¨chen
nichtkonstanter Kru¨mmung bescha¨ftigen. Untersuchungen zu diesem Sachverhalt wurden von
Davidov, Zykov, Michailov und Yamaguchi [49, 48, 50] mit Hilfe der kinematischen
Theorie und direkter numerischer Simulation durchgefu¨hrt.
Erregbare Medien auf gekru¨mmten Fla¨chen sind nicht nur von theoretischem Interesse. Insbe-
sondere bei einigen der in Abschnitt 10.1 genannten biologischen Systeme treten gekru¨mmte
Oberfla¨chen auf. Beispiele sind die von Davidenko et al. [46] beobachteten Wellen auf der
Herzoberfla¨che, Wellen auf der Hu¨hnerretina [74] und die Calcium-Wellen auf der Oberfla¨che
von Froscheiern [35]. Bereits in der fru¨hen Arbeit von Wiener und Rosenblueth [172] (1946)
wurde der Einfluß der Geometrie auf bestimmte Aspekte der Wellendynamik angesprochen.
Die meisten chemischen Experimente, etwa mit der BZ-Reaktion, wurden bisher nur in der
Ebene ausgefu¨hrt. Zu Erregungswellen auf gekru¨mmten Medien finden sich nur einige wenige
Ergebnisse; hier seien etwa die Untersuchungen von Maselko, Showalter, Steinbock,
Davydov, Manz, Zykov und Mu¨ller [113, 153, 47, 111] genannt. Chemische Experimente
zur Spiraldrift auf gekru¨mmten Fla¨chen wurden von Davydov, Zykov, Yamaguchi, Manz,
Mu¨ller und Ba¨r [50, 112] ausgefu¨hrt.
Numerische Simulationen gekru¨mmter erregbarer Medien wurden beispielsweise von Zykov,
Mu¨ller, Davydov, Michailov, Yamaguchi, Yagisita, Mimura, Yamada und Stein-
bock durchgefu¨hrt [183, 49, 48, 50, 174, 153]. Cha´vez und Kapral [39] berechneten drei-
3Im Unterschied dazu wird in der kinematischen Theorie der kinematische Kernradius eingefu¨hrt, siehe
Definition 10.8.
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dimensionale Erregungswellen in einer du¨nnen Kugelschale.
10.6 Untersuchungen zu Spiralwellen in der Ebene
10.6.1 Eine stationa¨r rotierende Spiralwelle im Modell von Krinsky et al.
Eine stationa¨r rotierende Spiralwelle kann mit dem in (10.1), (10.3) angegebenen Modell
von Krinsky et al. numerisch simuliert werden. In den Abbildungen 10.6, 10.7 und 10.8
ist eine mit diesem Modell berechnete Spiralwelle dargestellt. Dabei wurden die folgenden
Modellparameter zugrundegelegt.
d1 = 1, d2 = 0, k1 = 15,3, k2 = 151,3, kf = 1,7, (10.8)
kg = 2, kε = 6, a = 0,1, σ = 0,01, ε = 0,25.
Als Rechengebiet wurde das Rechteck Ω =]− 50, 50[2 gewa¨hlt. Die Anfangsbedingungen zum
Zeitpunkt t = 0 waren
u(x, y, 0) =
{
1, (x, y) ∈ [−10, 10]× [−8,−5],
0, sonst,
v(x, y, 0) =

1, (x, y) ∈ ([−50,−10]× [−50, 50]) ∪ ([10, 50]× [−50, 50]),
0, (x, y) ∈ [−10, 10]× [−5, 50],
1,5, (x, y) ∈ [−10, 10]× [−50,−8],
−(y + 5)/2, (x, y) ∈ [−10, 10]× [−8,−5].
Auf ∂Ω wurden homogene Neumannsche Randbedingungen ∂u/∂n∂Ω = ∂v/∂n∂Ω = 0 vorge-
geben. Die Ortsdiskretisierung erfolgte mit linearen finiten Elementen, die Zeitdiskretisierung
mit dem in (5.19) beschriebenen expliziten Verfahren zweiter Ordnung.
Die in den Abbildungen 10.6 und 10.7 dargestellte Lo¨sung veranschaulicht einige typische
Mechanismen, die bei Erregungswellen auftreten ko¨nnen. Aus den Enden einer kurzen ebenen
Welle entwickeln sich rotierende Spiralen. Wenn diese genu¨gend angewachsen sind, kommt es
zum Zusammenstoß zweier Wellenfronten und infolgedessen zur Auslo¨schung eines Teils der
Welle. Das ehemalige Mittelstu¨ck der Welle wird zu einer expandierenden Ringwelle, wa¨hrend
die beiden verbliebenen Endstu¨cken zu einer neuen kurzen Wellenfront fusionieren, die erneut
Spiralen ausbildet. Auf diese Weise wird der Zyklus der Spiralbildung fortlaufend wiederholt.
In regelma¨ßigen Absta¨nden wird eine Ringwelle nach außen abgestoßen.
Untersuchung 10.3 (Einfluß von Erregungsparameter und Diffusion auf Kernra-
dius und Winkelgeschwindigkeit). Im Modell von Krinsky et al. haben der Erregungs-
parameter ε und die Inhibitor-Diffusion d2 wesentlichen Einfluß auf numerischen Kernradius
und Winkelgeschwindigkeit stationa¨r rotierender Wellen. Um diesen Zusammenhang zu un-
tersuchen, fu¨hren wir Berechnungen mit dem genannten Modell durch. Das Gebiet Ω, die
Parameter d1, k1, k2, kf , kg, kε, a, σ und die Randbedingungen entsprechen den in (10.8)
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Abbildung 10.6: Lo¨sung des Systems von Krinsky et al, v-Komponente zu den Zeiten t =
5, 10, 15, 20, 25, 30
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Abbildung 10.7: Lo¨sung des Systems von Krinsky et al, v-Komponente zu den Zeiten t =
35, 40, 45, 50, 55, 60
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Abbildung 10.8: Lo¨sung des Systems von Krinsky et al, u-Komponente, v-Komponente und
Gitter zur Zeit t = 55
angegebenen. Als Anfangsbedingungen wa¨hlen wir jetzt
u(x, y, t) =
{
1, (x, y) ∈ [0, 50]× [−10, 0],
0, sonst,
v(x, y, t) =

1, (x, y) ∈ [−50, 0]× [−50, 50],
0, (x, y) ∈ [0, 50]× [0, 50],
1,5, (x, y) ∈ [0, 50]× [−50,−10],
−0,15y, (x, y) ∈ [0, 50]× [−10, 0].
Fu¨r d2 = 0 und d2 = 0,4 sowie verschiedene Werte fu¨r ε bestimmen wir den numerischen
Kernradius ̺num und die Winkelgeschwindigkeit ω der nach einer gewissen Zeit stationa¨r
rotierenden Welle. Die Ergebnisse sind in Abbildung 10.9 dargestellt. Abbildung 10.10 zeigt
die u-Komponente fu¨r d2 = 0,4, ε = 0,2 und d2 = 0, ε = 0,3 jeweils zur Zeit t = 70. Der weiße
Kreis stellt die Bahnkurve der Wellenspitze dar.
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Abbildung 10.9: Numerischer Kernradius ̺num und Winkelgeschwindigkeit ω in Abha¨ngigkeit
von d2 und ε
Abbildung 10.10: u-Komponente zur Zeit t = 70 und Bahn der Wellenspitze. links: d2 = 0,
ε = 0,3, rechts: d2 = 0,4, ε = 0,2
10.6.2 Drift kurzer Spiralwellen im Modell von Krinsky et al.
Wie in Abschnitt 10.6.1 gezeigt wurde, stellen die Lo¨sungen der Modellgleichungen von Krins-
ky et al. mit den dort angegebenen Parametern und Anfangswerten stationa¨r rotierende Spi-
ralwellen dar. Die Rotationsachse ist dabei ein fester Punkt in der Ebene. Das gilt jedoch nur,
wenn die Spiralwellen hinreichend lang sind. Startet man hingegen mit einer kurzen Welle, so
ist die Rotationsachse der rotierenden Wellenspitze selbst ein bewegter Punkt, d.h. die Bahn-
kurve der Wellenspitze ist eine Zykloide. Die Bewegung der Rotationsachse bezeichnen wir
als Drift der Welle. Offenbar bestehen bei kurzen Wellen gewisse Wechselwirkungen zwischen
den beiden nahe beieinanderliegenden Wellenenden.
Untersuchung 10.4 (Drift kurzer Spiralwellen). Wir wollen im folgenden die Drift
kurzer Spiralwellen experimentell untersuchen. Dazu fu¨hren wir Berechnungen mit dem in
Abschnitt 10.2 beschriebenen Modell von Krinsky et al. durch. Als Rechengebiet wird Ω =
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]−50, 50[2 gewa¨hlt. Die auftretenden Parameter sind t0 = 0, te = 150, d1 = 1, d2 = 0, kf = 1,7,
kg = 2, kε = 6, a = 0,1, σ = 0,01, ε = 0,3. Wir geben homogene Neumann-Randbedingungen
vor. Die einzelnen Testrechnungen unterscheiden sich in den Anfangsbedingungen. Diese sind
u(x, y, 0) =
{
1, (x, y) ∈ [−l/2, l/2]× [−3, 0],
0, sonst,
v(x, y, 0) =

1, (x, y) ∈ ([−50,−l/2]× [−50, 50]) ∪ ([l/2, 50]× [−50, 50]),
0, (x, y) ∈ [−l/2, l/2]× [0, 50],
1,5, (x, y) ∈ [−l/2, l/2]× [−50,−3],
−(y + 5)/2, (x, y) ∈ [−l/2, l/2]× [−3, 0],
wobei l die Ausgangsla¨nge der Welle ist. Die Berechnungen werden fu¨r die Werte l = 8, 10,
12, 14, 16, 18, 20 durchgefu¨hrt.
In Abbildung 10.11 links ist fu¨r die zwei Wellen mit den Ausgangsla¨ngen l = 8 und l = 20
jeweils die Bahn der Wellenspitze dargestellt. Man erkennt fu¨r die kurze Welle eine starke
Drift, die im wesentlichen nach unten verla¨uft. Bei der langen Welle ist kaum noch Drift
erkennbar.
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Abbildung 10.11: links: Bahnkurven der Wellenspitzen von Wellen der Ausgangsla¨nge l = 8
(blau) und l = 20 (rot); rechts: Bahn der Rotationsachse fu¨r Wellen der Ausgangsla¨ngen
l = 8, 10, 12, 14, 16, 18, 20 in der Zeit t ∈ [0, 150]
Wir bezeichnen im folgenden mit (x0l, y0l)(t) und (x0r, y0r)(t) die Bahn der driftenden Ro-
tationsachse des linken bzw. rechten Wellenendes. Die Ergebnisse einer quantitativen Un-
tersuchung der Driftgeschwindigkeit d(x0l, y0l)/dt werden in Abbildung 10.12 links gezeigt.
Demnach nimmt die Geschwindigkeitskomponente dy0l/dt und auch der Betrag der Driftge-
schwindigkeit zu, je na¨her sich die Wellenspitze an der Symmetrieachse x = 0 befindet. Die
Komponente dx0l/dt ist fu¨r |x| > 9,8 positiv und ansonsten negativ. Die rechte Wellenspit-
ze verha¨lt sich aus Symmetriegru¨nden analog. Folglich bewegen sich die Rotationszentren
(x0l, y0l) und (x0r, y0r) auf die Geraden x = ±9,8 zu. Abbildung 10.11 rechts zeigt die Bahn
dieser Rotationszentren jeweils in der Zeitspanne t ∈ [0, 150].
Die Darstellung der Bahnkurven der Wellenspitze in Abbildung 10.11 links verdeutlicht be-
reits, daß die Kru¨mmung dieser Bahnkurven in der Na¨he der Symmetrieachse x = 0 offenbar
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Abbildung 10.12: links: Driftgeschwindigkeit d(x0l, y0l)/dt in Abha¨ngigkeit der x-Koordinate,
blau: x-Komponente, rot: y-Komponente, gru¨n: Betrag der Geschwindigkeit; rechts: Kru¨m-
mung der Bahn der Wellenspitze fu¨r l = 8 (blau) und l = 20 (rot)
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Abbildung 10.13: links: Bahngeschwindigkeit der Wellenspitze fu¨r l = 8 (blau) und l = 20
(rot); rechts: Winkelgeschwindigkeit der Wellenspitze fu¨r l = 8 (blau) und l = 20 (rot)
zunimmt. Eine Berechnung der Kru¨mmung fu¨r die Wellen mit den Ausgangsla¨ngen l = 8
und l = 20 untermauert diese Beobachtung. In Abbildung 10.12 rechts wird die Kru¨mmung
u¨ber der Zeit aufgetragen. Man erkennt, daß in beiden Fa¨llen die Kru¨mmung die meiste Zeit
konstant und gleich ist. Wenn die Wellenspitze sich nahe an der Symmetrieachse x = 0 be-
findet, kommt es jedoch bei der kurzen Welle zu einer Vergro¨ßerung der Kru¨mmung. Dieses
Verhalten fu¨hrt zu der starken Drift der kurzen Welle in Richtung der negativen y-Achse.
Abbildung 10.13 links zeigt zusa¨tzlich, daß die Bahngeschwindigkeit der Wellenspitze in den
Punkten hoher Kru¨mmung abnimmt.
Das Produkt aus Bahngeschwindigkeit dx/dt und Kru¨mmung k ist die Winkelgeschwindigkeit
ω = k
∣∣∣∣dxdt
∣∣∣∣ ,
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die in Abbildung 10.13 rechts u¨ber der Zeit t dargestellt ist. Abgesehen von den Zeiten, in
denen sich die Spitze der kurzen Welle in der Na¨he der Symmetrieachse x = 0 befindet,
liegt eine konstante Winkelgeschwindigkeit von etwa ω = 0,12 vor. Von Zykov und Mu¨ller
[183] wurde mit Hilfe der kinematischen Theorie bei gleichen Parametern der Wert ω = 0,13
ermittelt, der mit unserem experimentellen Wert beinahe u¨bereinstimmt.
Ein a¨hnliches Driftverhalten wie das hier beschriebene wurde ebenfalls von Zykov und Mu¨l-
ler [183] beobachtet. In dieser Arbeit wird die Bahnkurve einer Wellenspitze betrachtet,
die sich in der Na¨he des Randes eines kreisfo¨rmigen Gebietes befindet. Es werden homogene
Neumann-Randbedingungen angenommen. Hier kommt es ebenfalls zu einer Drift der Spiral-
welle entlang des Randes. Die von uns betrachtete kurze Welle verha¨lt sich, aus Symmetrie-
gru¨nden, a¨quivalent zu einer randnahen Welle mit homogenen Neumann-Randbedingungen
bei x = 0. Damit liegt der Drift kurzer Spiralwellen der gleiche Mechanismus zugrunde wie
der von Zykov und Mu¨ller beschriebenen Drift randnaher Wellen.
10.6.3 Mit dem Oregonator-Modell erzeugte Spiralwellen
Das Oregonator-Modell ist das klassische System zur Beschreibung der Belousov-Zhabotinsky-
Reaktion. Es wird daher ha¨ufig zur Modellierung erregbarer Medien herangezogen. Numeri-
sche Untersuchungen mit diesem Modell wurden beispielsweise von Pardhanani und Carey
[129] dokumentiert.
Wir stellen in diesem Abschnitt zwei Simulationen mit dem Oregonator-Modell vor, in denen
rotierende Spiralwellen erzeugt werden. Im ersten Fall fu¨hrt die Wellenspitze eine Driftbewe-
gung aus, die vermutlich unabha¨ngig von der La¨nge der Welle vorliegt, also nicht mit dem in
Abschnitt 10.6.2 beschriebenen Pha¨nomen der Drift kurzer Wellen zu erkla¨ren ist. Im zweiten
Fall beschreibt die Wellenspitze eine kompliziertere, ma¨anderfo¨rmige Bahn. Pardhanani und
Carey [129] erhalten mit den gleichen Parametern – allerdings auf einem gro¨beren Gitter
(hmin = 0,23) – im erstem Fall eine Kreisbahn und im zweiten Fall eine a¨hnliche ma¨andrieren-
de Bahn der Wellenspitze. Auch von Zykov, Steinbock und Mu¨ller [184] wurden derartige
ma¨anderfo¨rmige Bahnkurven der Wellenspitze beobachtet und untersucht. Trotz umfangrei-
cher Modifikation der Modellparameter gelang es uns jedoch nicht, stationa¨r rotierende Wellen
mit dem Oregonator-Modell zu erzeugen.
Untersuchung 10.5 (Spiralwellen mit dem Oregonator Modell). Wir gehen von dem
in (10.1), (10.2) dargestellten System auf dem Gebiet Ω =]− 10, 10[2 aus und verwenden die
Parameter
d1 = 1, d2 = 0,6, ε = 0,01, p = 1,4, q = 0,002
Die Anfangsbedingung geben wir in Polarkoordinaten an. Sie lautet
u(x, y, 0) =
{
0,8, 0 < ϕ < 0,5,
q(p+ 1)/(p− 1), sonst,
v(x, y, 0) = q(p+ 1)/(p− 1) + ϕ/(8πp),
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wobei
ϕ =

arctan(y/x), x > 0, y ≥ 0,
π/2, x = 0, y > 0,
π + arctan(y/x), x < 0,
3π/2, x = 0, y < 0,
2π + arctan(y/x), x > 0, y < 0,
nicht definiert, x = y = 0
der Polarwinkel ist. Wir verwenden homogene Neumann-Randbedingungen. Die Wellenspitze
sei gema¨ß (10.6) definiert, wobei u2 = 0,4 gewa¨hlt werde. Das Problem verlangt eine starke
Gitterverfeinerung an der Wellenfront. Numerische Untersuchungen zeigen, daß fu¨r ein grobes
Gitter mit der Maschenweite hmin > 0,15 die berechnete Bahn der Wellenspitze stark von der
exakten Bahn abweicht. Wir verfeinern das Gitter bis auf hmin = 0,125. Abbildung 10.14 zeigt
links die Lo¨sung dieses Problems zur Zeit t = 5 und die Bahn der Wellenspitze, die eine leichte
Drift nach oben ausfu¨hrt.
Die gleiche Rechnung wird nun mit dem Parameter p = 3 wiederholt. Die Lo¨sung zur Zeit
t = 5 und die Bahn der Wellenspitze ist in Abbildung 10.14 rechts zu sehen.
Abbildung 10.14: Mit dem Oregonator-Modell erzeugte Spiralwelle und Bahnkurve der Wel-
lenspitze. links: p = 1,4, rechts: p = 3
10.7 Spiralwellen auf der Kugeloberfla¨che
Betrachtet man ein erregbares Medium in einem Gebiet Ω, das auf einer gekru¨mmten Fla¨-
che S ⊂ R3 liegt, so muß in dem zugrundeliegenden Reaktions-Diffusions-System (10.1) der
Laplace-Operator ∆ durch den Laplace-Beltrami-Operator ∆S ersetzt werden, der die Diffu-
sion einer Gro¨ße auf der Fla¨che S beschreibt. Der Laplace-Beltrami-Operator ist im Anhang
in (A.2) definiert.
In diesem Abschnitt sei S = {(x, y, z) ∈ R3 : x2 + y2 + z2 = R2} eine Spha¨re vom Radius R
204 10. Erregbare Medien
und es sei Ω = S. Wir fu¨hren numerische Simulationen mit dem Oregonatormodell
du
dt
= d1∆Su+
1
ε1
(
(1− u)u+ fv q − u
q + u
)
,
dv
dt
= d2∆Sv + u− v
und mit dem Modell von Krinsky et al.
du
dt
= d1∆Su+ f(u, v), (10.9)
dv
dt
= d2∆Sv + g(u, v),
f(u, v) =

−k1u− v, u < σ,
kf (u− a)− v, σ < u < 1− σ,
k2(1− u)− v, 1− σ < u,
g(u, v) =
{
kgu− v, kgu ≥ v,
kε(kgu− v), kgu < v,
durch. Die im einzelnen gewa¨hlten Parameter werden in den Untersuchungen 10.6 und 10.7 an-
gegeben. Die Anfangsbedingungen werden jeweils symmetrisch zum A¨quator γ = {(x, y, z) ∈
S : z = 0} vorgegeben. Wegen der die Symmetrie erhaltenden Struktur der Reaktions-
Diffusions-Systeme bleibt die Lo¨sung fu¨r alle Zeiten t symmetrisch. Daher reicht es aus,
die numerische Berechnung auf der no¨rdlichen Halbspha¨re Ω1 = {(x, y, z) ∈ S : z > 0}
durchzufu¨hren. Homogene Neumannsche Randbedingungen ∂u/∂nΩ1 = 0 auf dem A¨quator γ
simulieren eine symmetrische Fortsetzung der Lo¨sung, siehe Abschnitt 3.3.
Zur Ortsdiskretisierung verwenden wir die in Abschnitt 3.2.2 beschriebenen finiten Elemente
auf Mannigfaltigkeiten. In den hier dargestellten Simulationen wird die Zeitdiskretisierung
mit dem in Kapitel 7 dargestellten Krylov-W-Verfahren durchgefu¨hrt. Die Gittererzeugung
und -adaption erfolgt wie in Abschnitt 4.5 beschrieben.
Untersuchung 10.6 (Stationa¨re Rotation). Zur Erzeugung einer stationa¨r rotierenden
Welle benutzen wir das oben dargestellte Modell von Krinsky et al. mit den Parametern
R = 20, d1 = 0,1, d2 = 0, k1 = 15,3, k2 = 151,3, kf = 1,7, kg = 2, kε = 6, a = 0,1, σ = 0,01
und ε = 0,2. Es sei S die oben definierte Spha¨re, Ω1 = {(x, y, z) ∈ S : z > 0} die ”no¨rdliche“
Halbspha¨re und k = (0, 0, 1) der Einheitsvektor in z-Richtung. Durch die Abbildung
Φ : Ω1 → {(X,Y ) ∈ R2 : X2 + Y 2 < 4}, Φ(x, y, z) = P˜−k(x/R, y/R, z/R) (10.10)
wird das Gebiet Ω1 auf einen Kreis vom Radius 2 abgebildet. Die Abbildung P˜−k ist die
in Abschnitt 4.5.1 definierte stereographische Projektion aus dem Su¨dpol. Wir geben die
Anfangsbedingungen in den Bildkoordinaten (X,Y ) = Φ(x, y, z) an. Sie lauten
u(Φ(x, y, z)) = u(X,Y ) =
{
1, X < 0,025, Y ∈ [−0,2, 0,1],
0, sonst,
v(Φ(x, y, z)) = v(X,Y ) =

−5Y + 0,5, Y ∈ [−0,2, 0,1],
0, Y > 0,1,
1,5, Y < −0,2.
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Nach einiger Zeit stellt sich bei dieser Wahl der Parameter eine (nahezu) stationa¨re Spiralwel-
le ein, die um die z-Achse rotiert, siehe Abbildung 10.15. Neben der Kru¨mmung der beiden
Spiralenden tritt auch in der Mitte der Welle – am A¨quator – eine Kru¨mmung in entgegen-
gesetzter Richtung auf. Dieses Pha¨nomen geht auf die konvexe Geometrie der Spha¨re zuru¨ck;
es wird auch durch die in Abschnitt 10.8 dargestellte kinematische Theorie gestu¨tzt.
Abbildung 10.15: Lo¨sung des Modells von Krinsky et al. auf der Spha¨re: stationa¨r rotierende
Welle, v-Komponente
Um eine stationa¨r rotierende Welle zu erhalten, wurde zur Zeit t = 0 ein erregter Streifen
vorgegeben, der fast vom Su¨dpol bis zum Nordpol reicht. Instationa¨r rotierende Wellen erha¨lt
man, wenn dieser Streifen la¨nger oder ku¨rzer gewa¨hlt wird.
Untersuchung 10.7 (Instationa¨r rotierende Wellen). Eine instationa¨re rotierende Spi-
ralwelle erzeugen wir mit dem eingangs angegebenen Oregonator-Modell bei Verwendung der
Parameter R = 20, d1 = 1, d2 = 0, ε = 0,07, f = 3, q = 0,002. Die Spha¨re S werde gema¨ß
x = R cosϕ cosϑ,
y = R sinϕ cosϑ,
z = R sinϑ,
ϕ ∈ [−π, π], ϑ ∈ [−π/2, π/2]
parametrisiert. Als Anfangsbedingungen wa¨hlen wir
u(ϕ, ϑ, 0) =
{
0,8, ϕ ∈ [0, 0,05π], |ϑ| ≤ 0,2π,
urel, sonst,
v(ϕ, ϑ, 0) =

urel +
ϕ
8pif , ϕ ≥ 0, |ϑ| ≤ 0,2π,
urel +
ϕ+2pi
8pif , ϕ < 0, |ϑ| ≤ 0,2π,
0,05, |ϑ| > 0,2π,
wobei urel = q(f + 1)/(f − 1) ist. Die Position der Wellenspitze wird gema¨ß (10.6), u2 = 0,3
festgelegt. In Abbildung 10.16 ist die v-Komponente der Lo¨sung zu den Zeiten t = 2, 4, 6, 8, 10
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dargestellt. Das Bild rechts unten zeigt die u-Komponente der Lo¨sung zur Zeit t = 6 zusammen
mit der Bahnkurve der Wellenspitze. Die anfangs kurze Welle dehnt sich aus und sto¨ßt mit
sich selbst zusammen. Dabei wird ein Teil der Welle ausgelo¨scht. Die beiden Wellenenden
fu¨gen sich zu einer neuen Welle zusammen, wa¨hrend das ehemalige Mittelstu¨ck nun eine
Ringwelle bildet, die sich bis zur Selbstauslo¨schung zusammenzieht. Dieser Prozeß kann sich
mehrere Male wiederholen. Man kann aus der Bahnkurve der Wellenspitzen erkennen, daß
die Rotationszentren der Wellenspitzen ostwa¨rts, aber auch zum A¨quator hin driften. Daher
werden die nach dem Zusammenstoß neugebildeten Wellen immer ku¨rzer. Schließlich kommt
es zur Auslo¨schung der Welle.
10.8 Approximation stationa¨rer Wellenfronten durch die ki-
nematische Theorie
10.8.1 Stationa¨re Wellen in der Ebene
Um die Bewegung von Wellen in einem vereinfachten Modell na¨herungsweise zu beschreiben,
wurde die kinematische Theorie entwickelt, die bereits auf die 1946 erschienene Arbeit von
Wiener und Rosenblueth [172] zuru¨ckgeht und spa¨ter vor allem durch Zykov [180] sowie
Brazhnik, Davydov und Michailov [29] erweitert wurde. Einen guten U¨berblick liefert der
Artikel von Davydov, Zykov und Michailov [49]. Wir betrachten zuna¨chst ein begrenztes
ebenes zweidimensionales Medium, in dem sich das eine Ende einer Erregungswelle befindet. In
der kinematischen Theorie wird die Welle lediglich durch eine Kurve γ dargestellt. Diese werde
durch ihre Bogenla¨nge s parametrisiert. Der Endpunkt der Kurve γ, der der Wellenspitze
entspricht, erha¨lt den Parameter s = 0. Die Kurve γ ist von der Zeit t abha¨ngig. Jedem
Punkt der Kurve wird seine Geschwindigkeit in Normalenrichtung v(s, t) zugeordnet, dem
Endpunkt noch zusa¨tzlich die Geschwindigkeitskomponente in tangentialer Richtung c(t),
siehe Abbildung 10.17.
Die Kru¨mmung der Kurve γ bezeichnen wir mit k(s, t). Sie erfu¨llt die rein geometrisch be-
gru¨ndbare Grundgleichung der Kinematik in der Ebene
∂k
∂s
(s, t)
 s∫
0
k(σ, t) v(σ, t) dσ + c(s, t)
+ ∂k
∂t
(s, t) + k(s, t)2v(s, t) +
∂2v
∂2s
(s, t) = 0, (10.11)
die auf Zykov [180] zuru¨ckgeht. Eine Herleitung ist in [49] angegeben.
Die Bewegung einer Welle in einem errgebaren Medium wird durch die beiden Bewegungs-
gleichungen
v(s, t) = v0 −Dk(s, t), c(t) = β(k∗ − k(0, t)) (10.12)
eindeutig festgelegt. Dabei sind die nichtnegativen Parameter v0,D, β und k
∗ charakteristische
Gro¨ßen des Reaktions-Diffusions-Systems. Der Parameter v0 ist die Ausbreitungsgeschwindig-
keit einer geraden Wellenfront in der Ebene. Die Gro¨ße k∗ wird als kritische Kru¨mmung
bezeichnet. Es handelt sich dabei um die maximale Kru¨mmung einer stationa¨r rotierenden
Spiralwelle; diese tritt an der Wellenspitze auf. Die Parameter v0, D, β und k
∗ ko¨nnen expe-
rimentell durch Auswertung von v(s, t), k(s, t) und c(t) bestimmt werden.
10.8. Kinematische Theorie 207
Abbildung 10.16: Lo¨sung des Oregonator-Modells auf der Spha¨re: v-Komponente zu den Zeit-
punkten t = 2, 4, 6, 8, 10, rechts unten: u-Komponente zur Zeit t = 6 und Bahnkurve der
Wellenspitze
Die triviale Lo¨sung k ≡ 0 der Gleichung (10.11) erweist sich als instabil. Ein wichtiger Spe-
zialfall, den wir im folgenden na¨her betrachten werden, sind stationa¨r rotierende Wellen. Fu¨r
diese Wellen a¨ndert sich die Gestalt der Wellenfront nicht, d.h. v und k ha¨ngen nicht von t
ab. Die Wellenspitze bewegt sich in diesem Falle auf einer Kreisbahn.
Definition 10.8. Der Radius der Kreisbahn, auf dem sich die durch γ(0, t) definierte Spitze
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c(t) 
v(0,t) 
v(s1,t) s = 0 s = s1 
Kurve γ(t) 
Abbildung 10.17: Kurve γ zum Zeitpunkt t mit Geschwindigkeitskomponenten v und c
einer in der Ebene stationa¨r rotierenden Spiralwelle bewegt, wird als kinematischer Kern-
radius ̺kin,0 bezeichnet.
Bemerkung 10.9. Die Position der Wellenspitze wurde in Abschnitt 10.5 als der Punkt
festgelegt, in dem die Aktivatorkonzentration u einen mittleren Wert annimmt und deren
Zeitableitung ut = 0 ist. Diese Definition der Wellenspitze weicht mitunter geringfu¨gig von
der Wellenspitze im kinematischen Modell ab. Das a¨ußert sich darin, daß der kinematische
Kernradius ̺kin,0 nicht mit dem in Abschnitt 10.5 definierten numerischen Kernradius ̺num,0
u¨bereinstimmen muß.
Die stationa¨re Front mit konstanter Normalgeschwindigkeit
Wir betrachten im folgenden den Spezialfall einer stationa¨ren und mit konstanter Normal-
geschwindigkeit bewegten Front, d.h. es gelte k(0, t) ≡ k∗ und D = 0, woraus wegen der
Bewegungsgleichungen (10.12) c(t) ≡ 0 und v(s, t) ≡ v0 = const. fu¨r alle s und t folgt. Der
Einfachheit halber lassen wir daher die Variable t weg, schreiben also k(s), v(s) etc. Aus der
Grundgleichung (10.11) erha¨lt man in diesem Falle
∂k
∂s
(s)v0
s∫
0
k(σ) dσ + k(s)2v0 = 0, (10.13)
nach Division durch v0 ergibt sich
∂k
∂s
(s)
s∫
0
k(σ) dσ + k(σ)2 = 0.
Durch Integration erha¨lt man daraus
k(s)
s∫
0
k(σ) dσ = const. =: C. (10.14)
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Division durch k(s) und anschließende Differentiation nach s liefert die gewo¨hnliche Differen-
tialgleichung
∂k
∂s
(s) = −k(s)3/C
mit der Lo¨sung
k(s) =
√
C
2s+ CC2
.
Fu¨r eine nichttriviale Lo¨sung gilt C 6= 0. In diesem Falle muß jedoch C2 = 0 sein, da aus
(10.14) die Aussage lims→0 k(s) = ∞ folgt. Demnach ist
k(s) =
√
C
2s
, C > 0
die Lo¨sung des Problems (10.13).
Damit entspricht die stationa¨re Front mit konstanter Normalgeschwindigkeit gerade der Evol-
vente eines Kreises mit dem Radius
REv = 1/C, (10.15)
ein Sachverhalt, der bereits von Wiener und Rosenblueth [172] gezeigt wurde. Es gilt
na¨mlich das folgende Lemma:
Lemma 10.10 (Evolvente des Kreises). Die Gleichungen
x = R(cosϕ+ ϕ sinϕ), y = R(sinϕ− ϕ cosϕ)
beschreiben eine Evolvente des Kreises x2 + y2 = R2. Wird diese durch ihre Bogenla¨nge s ≥ 0
parametrisiert, wobei s = 0 dem Anfang der Kurve bei x = R, y = 0 entspricht, so ist ihre
Kru¨mmung durch k(s) = 1/
√
2Rs gegeben.
Beweis. Die Evolvente des Kreises ist dessen
”
Abwickelkurve“, d.h. die Kurve, die das Ende
eines straffen Fadens beschreibt, der von dem Kreis abgewickelt wird. Aus dieser geometri-
schen Deutung erha¨lt man mu¨helos die angegebene Gleichung einer Evolvente. Die Bogenla¨nge
der Evolvente ist definiert durch
s =
ϕ∫
0
√(
dx
dϕ
(t)
)2
+
(
dy
dϕ
(t)
)2
dt =
R
2
ϕ2.
Die Kru¨mmung der Evolvente berechnet sich nach der Formel
k =
dx
dϕ
d2y
dϕ2
− dydϕ d
2x
dϕ2((
dx
dϕ
)2
+
(
dy
dϕ
)2)3/2 = 1Rϕ.
Aus beidem folgt k(s) = 1/
√
2Rs.
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Aus der Beziehung (10.15) folgt insbesondere C = ω0/v0, wobei ω0 die Winkelgeschwin-
digkeit der rotierenden Spirale ist4. Die Kru¨mmung genu¨gt daher der Gleichung
k(s) =
√
ω0
2v0s
.
Der Radius REv ist der kinematische Kernradius der Welle, also der Radius des Kreises, den
die bei s = 0 angenommene Wellenspitze bei der Rotation beschreibt.
Die stationa¨re Front mit kru¨mmungsabha¨ngiger Normalgeschwindigkeit
Eine genauere Approximation einer stationa¨ren Wellenfront erha¨lt man unter der Annahme,
daß die Normalgeschwindigkeit linear von der Kru¨mmung abha¨ngt, also in der durch die
Bewegungsgleichung (10.12) gegebenen Form
v(s) = v0 −Dk(s), D > 0
vorliegt. Da wir eine stationa¨re Front betrachten, ist wieder k(0) = k∗ und damit c ≡ 0. Durch
Integration der Grundgleichung (10.11) erha¨lt man die Beziehung
k(s)
s∫
0
k(σ)(v0 −Dk(σ)) dσ −D∂k
∂s
(s) = const. = C. (10.16)
Die Winkelgeschwindigkeit ω0 erfu¨llt, wenn D 6= 0 ist, gerade die Beziehung dv/ds(0) = ω0,
siehe etwa [49]. Somit ist C = ω0, und man kann Gleichung (10.16) auf die Form
s∫
0
k(σ)(v0 −Dk(σ)) dσ =
ω0 +D
∂k
∂s (s)
k(s)
bringen. Differenziert man nach s, so ergibt sich die gewo¨hnliche Differentialgleichung
−Dk(s)∂
2k
∂s2
(s) +
(
ω0 +D
∂k
∂s
(s)
)
∂k
∂s
(s) + k(s)3(v0 −Dk(s)) = 0. (10.17)
Aus (10.16) gewinnen wir die Randbedingung
∂k
∂s
(0) = −ω0
D
,
außerdem setzen wir lim
s→∞
k(s) = 0 als weitere Randbedingung.
Falls Dk(0) ≪ v0 ist, so spricht man von einem schwach erregbaren Medium. In diesem
Falle ist (10.17) ein singula¨r gesto¨rtes Problem. Die Lo¨sung dieses Problems entspricht außer-
halb einer Grenzschicht bei s = 0 na¨herungsweise der des Grenzproblems, das sich fu¨r D → 0
ergibt:
ω0
∂k
∂s
(s) + v0k(s)
3 = 0, lim
s→0
k(s) = ∞.
4Der Index 0 bei ω0 dient hier der Unterscheidung von der Winkelgeschwindigkeit einer Welle auf der
Spha¨re, die im na¨chsten Abschnitt betrachtet und dort mit ω bezeichnet wird. Gleiches gilt fu¨r die im folgenden
auftretenden Gro¨ßen ̺num,0, ̺kin,0 und kC,0.
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Die Lo¨sung des Grenzproblems ist
k(s) =
√
ω0
2v0s
, (10.18)
also nach Lemma 10.10 die Gleichung einer Evolvente eines Kreises mit dem Radius REv =
v0/ω0. Am linken Rand, bei s = 0, befindet sich eine Grenzschicht, die durch die dortige
Randbedingung erzwungen wird. In Abbildung 10.18 ist fu¨r die Parameter D = 0,01, v0 =
1, ω0 = 1 die numerisch berechnete Lo¨sung der Differentialgleichung (10.17) zusammen mit
der Grenzlo¨sung (10.18) dargestellt.
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Abbildung 10.18: Vergleich der Kru¨mmung der Grenzlo¨sung (v(s) ≡ v0, Evolvente) mit der
Kru¨mmung der Welle fu¨r v(s) = v0 −Dk(s)
Der kinematische Kernradius ̺kin,0 der Welle ist definiert durch
̺kin,0 =
v(0)
ω0
=
v0 −Dk(0)
ω0
.
Fu¨r schwach erregbare Medien gilt
̺kin,0 ≈ REv = v0/ω0. (10.19)
Beispiel 10.11. In Abbildung 10.19 ist die u-Komponente der Lo¨sung des in (10.1), (10.3)
angegebenen Reaktions-Diffusions-Systems mit den Parametern
d1 = 1, d2 = 0, k1 = 15,3, k2 = 151,3, kf = 1,7,
kg = 2, kε = 6, a = 0,1, σ = 0,01, ε = 0,25
zur Zeit t = 60 dargestellt. Der kleine gelbe Kreis markiert die Bahnkurve der gema¨ß (10.6),
(10.7) definierten Wellenspitze, sein Radius ist ̺num,0 = 1,73. Die weiße Kurve ist die Evol-
vente des ebenfalls weiß gezeichneten Kreises. Die Evolvente stimmt sehr gut mit der Welle
u¨berein; geringfu¨gige Abweichungen ergeben sich lediglich nahe der Wellenspitze. In diesem
Falle ist REv = 5,15, v0 = 1,36 und ω0 = 0,26. Der numerische Kernradius ̺num,0 unterschei-
det sich hier deutlich von dem kinematischen Kernradius ̺kin,0 ≈ REv, siehe dazu Bemerkung
10.9.
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Abbildung 10.19: Spiralwelle, Bahn der Wellenspitze und Evolvente
10.8.2 Stationa¨re Wellen auf der Spha¨re
Auf einer gekru¨mmten Fla¨che S geht deren Gaußsche Kru¨mmung Γ in die Grundgleichung
der Kinematik ein:
∂kg
∂s
(s, t)
 s∫
0
kg(σ, t)v(σ, t) dσ + c(s, t)
+ ∂kg
∂t
(s, t) (10.20)
+ (kg(s, t))
2v(s, t) +
∂2v
∂2s
(s, t) = −Γ(s, t)v(s, t), (10.21)
eine Beziehung, die von Brazhnik, Davydov und Michailov [29] hergeleitet wurde. Die
Gro¨ße kg ist hierbei die geoda¨tische Kru¨mmung, die im Anhang, Abschnitt A.3 definiert ist.
In den Bewegungsgleichungen (10.12) wird lediglich k durch kg ersetzt. Man erha¨lt
v(s, t) = v0 −Dkg(s, t), c(t) = β(k∗ − kg(0, t)) (10.22)
Auf einer Spha¨re S vom Radius R gilt Γ ≡ 1/R2. Wir betrachten nun eine Welle endlicher
Ausdehnung mit zwei Wellenspitzen. Fu¨r eine stationa¨re Welle ist wieder kg(0, t) ≡ k∗ und
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daher c ≡ 0. Außerdem gilt in diesem Falle ∂k/∂t ≡ 0. Wir lassen im stationa¨ren Fall wieder
die Variable t in v(s, t), kg(s, t) etc. weg. Durch Integration der Grundgleichung (10.20) erha¨lt
man
kg(s)
s∫
0
kg(σ)(v0 −Dkg(σ)) dσ −D∂kg
∂s
(s) + Γ
s∫
0
(v0 −Dkg(σ)) dσ = const. =: C. (10.23)
Fu¨r den Fall eines schwach erregbaren Mediums, Dkg(0) ≪ v0, ergibt sich wie im ebenen Fall
ein singula¨r gesto¨rtes Problem mit Grenzschichten nahe der Wellenspitzen. Außerhalb dieser
Grenzschichten entspricht die Lo¨sung von (10.23) na¨herungsweise der Lo¨sung des Grenzpro-
blems fu¨r D → 0. Dieses Grenzproblem ist von der Form
kg(s)v0
s∫
0
kg(σ) dσ + Γv0s = const. =: C
und hat die beiden Lo¨sungen
kg1(s) =
(
C
v0
− Γs
)(
2Cs
v0
− Γs2
)−1/2
, kg2(s) = |kg1(s)| − 2C
v0
Γ−1/2δ
(
s− C
v0Γ
)
,
siehe [29]. Das Symbol δ steht hierbei fu¨r die Delta-Distribution. Die Konstante C steht mit
der Rotationsfrequenz ω in der Beziehung
C2 = ω2 − v20Γ.
Die Rotationsfrequenz ω unterscheidet sich von der Rotationsfrequenz ω0 der entsprechenden
ebenen Welle. Von Abramychev, Davydov und Zykov [1] wird die Beziehung
ω = ω0 +
v20Γ
2ω0
(10.24)
angegeben. Die Lo¨sung kg1 beschreibt eine antisymmetrische, die Lo¨sung kg2 eine symmetri-
sche Wellenfront.
Aus der Darstellung von kg1 und kg2 lassen sich insbesondere die folgenden Sachverhalte
ableiten: Im ebenen Falle Γ = 0 gehen die Lo¨sungen kg1 und kg2 in die ebene Lo¨sung (10.18)
u¨ber. Fu¨r kleines s verhalten sich kg1 und kg2 so, als wa¨re Γ = 0. Es gilt daher:
Satz 10.12. Die geoda¨tische Kru¨mmung einer stationa¨ren Wellenfront auf der Kugelober-
fla¨che entspricht in der Na¨he der Wellenspitze na¨herungsweise der Kru¨mmung einer ebenen
Welle.
In Abbildung 10.20 sind die geoda¨tischen Kru¨mmungen kg1 und kg2 gemeinsam mit der ebenen
Kru¨mmung k aus (10.18) graphisch dargestellt.
Die Bahnkurve der Wellenspitze
Die Wellenspitze einer stationa¨r rotierenden Welle γ beschreibt einen Kreis C auf der Spha¨re
S. Wir betrachten diesen Kreis als eingebettet in den R3 und bezeichnen seinen Radius, den
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Abbildung 10.20: Vergleich der Kru¨mmung k einer ebenen Welle mit der geoda¨tischen Kru¨m-
mung einer antisymmetrischen (kg1) und einer symmetrischen (kg2) Welle fu¨r die Werte
v0 = 0,1, ω0 = 0,02, R = 20
sogenannten Kernradius der Welle, mit ̺kin. Wie oben sei ̺kin,0 der kinematische Kernradius
der ebenen Welle. Die Winkelgeschwindigkeit der ebenen Welle ist fu¨r ein schwach erregbares
Medium in guter Na¨herung durch ω0 = v0/̺kin,0 gegeben, siehe (10.19). Analog gilt auch fu¨r
die Winkelgeschwindigkeit ω der Welle auf der Spha¨re ω = v0/̺kin. Zusammen mit (10.24)
ergibt sich der kinematische Kernradius zu
̺kin =
2R2̺kin,0
2R2 + ̺2kin,0
. (10.25)
Beispiel 10.13. Der numerische Kernradius wurde im ebenen Fall in Beispiel 10.11 berechnet;
er betrug ̺num,0 = 1,73. Simuliert man das gleiche Problem auf einer Spha¨re vom Radius
R = 20, so ergibt sich der numerische Kernradius zu ̺num = 1,54, ist also kleiner als ̺num,0.
Das korrespondiert zu der Tatsache, daß auch der kinematische Kernradius auf der Spha¨re
kleiner als in der Ebene ist.
Als lokale Gro¨ße der Bahn C der Wellenspitze ist for allem die geoda¨tische Kru¨mmung von C
von Interesse. In Abschnitt A.4 im Anhang wird die geoda¨tische Kru¨mmung des Breitenkreises
ϑ = const. einer Spha¨re vom Radius R berechnet, sie betra¨gt
kg =
tanϑ
R
.
Die Bahnkurve C hat die gleiche Gestalt wie der Breitenkreis ϑ = const., wenn ̺kin = R cosϑ
ist. Daraus folgt die geoda¨tische Kru¨mmung von C:
kgC =
1
R̺kin
√
R2 − ̺2kin.
Setzt man ̺kin aus (10.25) ein, so ergibt sich
kgC =
√√√√ 1
̺2kin,0
+
̺2kin,0
4R4
.
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Es sei nun kC,0 := 1/̺kin,0 die Kru¨mmung der Bahn der Wellenspitze im ebenen Fall. Mit
Γ = 1/R2 folgt
kgC = kC,0
√
1 +
Γ2
4k4C,0
. (10.26)
Aufgrund der Resultate (10.25) und (10.26) gilt der folgende Satz:
Satz 10.14. Es sei α := ̺kin,0/R < 1. Dann gilt fu¨r den kinematischen Kernradius ̺kin einer
Erregungswelle in einem schwach erregbaren Medium auf der Spha¨re S mit dem Radius R
̺kin = ̺kin,0
(
1− α
2
2
+O(α4)
)
.
Fu¨r die geoda¨tische Kru¨mmung kgC der Bahn der Wellenspitze gilt
kgC = kC,0
(
1 +O(α4)
)
.
Beweis. Aus der Beziehung (10.25) folgt
̺kin =
2R2̺kin,0
2R2 + ̺2kin,0
= ̺kin,0
2
2 + α
.
Durch Taylor-Entwicklung an der Stelle α = 0 ergibt sich
2
2 + α2
= 1− α
2
2
+O(α4).
Damit erha¨lt man die erste Aussage des Satzes
̺kin = ̺kin,0
(
1− α
2
2
+O(α4)
)
.
Wegen kC,0 = 1/̺kin,0 und Γ = 1/R
2 gilt
α =
̺kin,0
R
=
√
Γ
kC,0
.
Zusammen mit (10.26) folgt
kgC = kC,0
√
1 +
α4
4
.
Durch Taylor-Entwicklung an der Stelle α = 0 erha¨lt man daraus
kgC = kC,0
(
1 +O(α4)
)
,
die zweite Aussage des Satzes.
Ist α hinreichend klein, so stellt kgC ≈ kC,0 eine gute Na¨herung dar. Die geoda¨tische Kru¨m-
mung der Bahn der Wellenspitze unterscheidet sich dann also kaum von der entsprechenden
Kru¨mmung im ebenen Fall.
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10.9 Spiralwellen auf dem Ellipsoid
Spiralwellen, die auf Fla¨chen konstanter Gaußscher Kru¨mmung, etwa der Spha¨re, um einen
festen Punkt rotieren, zeigen auf nichtgleichma¨ßig gekru¨mmten Fla¨chen ein anderes Verhalten;
sie driften zusa¨tzlich zu ihrer Rotation in eine bestimmte, von der Kru¨mmung der Fla¨che
abha¨ngige Richtung, so daß die Wellenspitze eine Zykloide beschreibt. Eine Erkla¨rung dieser
Wellendrift wurde von Davydov, Zykov, Michailov und Yamaguchi [49, 50] mit Hilfe
der kinematischen Theorie formuliert. Die Drift wird in diesen beiden Arbeiten jedoch nur
fu¨r rotationssymmetrische Fla¨chen angegeben. Wir wollen die in [50] pra¨sentierte Gleichung
fu¨r die Drift im folgenden kurz wiedergeben.
Wir betrachten ein Reaktions-Diffusions-System der Form (10.1), welches in der Ebene ei-
ne nach einer gewissen Zeit stationa¨r rotierende Spiralwelle erzeugt. Die in Abschnitt 10.8
beschriebene kinematische Theorie reduziert diese Welle auf eine Kurve γ, fu¨r die die Bewe-
gungsgleichungen
v(s, t) = v0 −Dk(s, t), c(t) = β(k∗ − k(0, t)) (10.27)
gelten, siehe (10.12). Die Parameter v0, k
∗ und β seien, ebenso wie der in Definition 10.8
eingefu¨hrte kinematische Kernradius ̺kin,0 der Spiralwelle, experimentell bestimmt worden.
Es sei S eine bezu¨glich der z-Achse eines kartesischen Koordinatensystems rotationssymme-
trische Fla¨che in R3. Die Fla¨che S wird durch eine glatte positive Funktion r(z) bestimmt.
Der Punkt x = (x, y, z) geho¨rt genau dann zu S, wenn die Beziehungen
x = r(z) cosϕ, y = r(z) sinϕ
fu¨r beliebiges ϕ ∈]− π, π] erfu¨llt sind. Wir bezeichnen mit
ζ =

arctan r(z)z , z > 0,
π/2, z = 0,
π + arctan r(z)z , z < 0
den Polarwinkel des Punktes x. Auf der Fla¨che S gelten dann die zu (10.27) analogen
Bewegungsgleichungen
v(s, t) = v0 −Dkg(s, t), c(t) = β(k∗ − kg(0, t))
einer Wellenfront. Mit (ϕ0, ζ0) bezeichnen wir die (ϕ, ζ)-Koordinaten des Rotationszentrums
einer rotierenden Spiralwelle auf S. In [50] wird die folgende mit Hilfe der kinematischen
Theorie gewonnene Gleichung fu¨r die Drift der Welle angegeben.
dϕ0
dt
=
v0̺kin,0
4 sin ζ0
dΓ
dζ
,
dζ0
dt
=
βk∗̺kin,0
4
dΓ
dζ
. (10.28)
Dabei ist Γ die Gaußsche Kru¨mmung der Fla¨che S im Punkt (ϕ0, ζ0) und ̺kin,0 der in Defi-
nition 10.8 eingefu¨hrte kinematische Kernradius der rotierenden Welle.
Wir stellen in Abschnitt 10.9.4 die Ergebnisse zur Wellendrift bei einer Vielzahl numerischer
Simulationen vor, die mit dem Modell von Krinsky et al. durchgefu¨hrt wurden. Fu¨r die-
ses Modell und die verwendeten Parameter wurde auf der Spha¨re eine stationa¨re Rotation
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ohne Drift beobachtet. Auf dem Ellipsoid driftet die Wellenspitze. Allerdings steht bei der
Verwendung gewisser Parameter die Richtung der Drift im Widerspruch zu der in (10.28) an-
gegebenen Beziehung. In den Abschnitten 10.9.3 und 10.9.4 wird na¨her auf diese Problematik
eingegangen. Versuche mit dem Oregonator-Modell schlugen hier fehl, da fu¨r eine Vielzahl
verwendeter Parameter auf der Kugel niemals eine stationa¨r rotierende Welle erzeugt werden
konnte. Der angesprochene Widerspruch numerisch gewonnener Resultate zu den Aussagen
der kinematischen Theorie wurde bereits von Davydov, Zykov und Yamaguchi [50] beob-
achtet und konnte bisher nicht gekla¨rt werden.
10.9.1 Halbellipsoide als Rechengebiet
Es sei E das Ellipsoid
x2
A2
+
y2
B2
+
z2
C2
= 1
mit den Halbachsenla¨ngen A,B,C > 0 und S die durch x2 + y2 + z2 = 1 gegebene Einheits-
spha¨re. Das Ellipsoid E kann gema¨ß
x = A cosϕ cosϑ, y = B sinϕ cosϑ, z = C sinϑ
parametrisiert werden. Die Funktion
K(x, y, z) = (x/A, y/B, z/C)
bildet E auf S ab. Fu¨r a ∈ S ist die in (4.20) definierte stereographische Projektion P˜a eine
Abbildung von S nach R2. Wir definieren damit eine Abbildung Φa : E → R2 gema¨ß
Φa(x, y, z) = P˜a(K(x, y, z)).
Es sei K = {(x, y) ∈ R2 : x2 + y2 ≤ 4}. Die Menge P˜−1a (K) ist dann eine Halbspha¨re auf S.
Folglich ist Φ−1a (K) ein Gebiet auf dem Ellipsoid E , das dessen halbe Oberfla¨che einnimmt.
Wir bezeichnen dieses Gebiet als Halbellipsoid Ea.
Fu¨r die folgenden numerischen Berechnungen benutzen wir stets ein derartiges Halbellipsoid
Ea als Rechengebiet. Durch verschiedene Wahl des Vektors a kann das Rechengebiet unter-
schiedlich auf E plaziert werden. Wir wa¨hlen im folgenden den Vektor a stets so, daß er in
der (x, z)-Ebene liegt; er ist dann von der Form
a = (sinα, 0,− cosα). (10.29)
Der Winkel α ist der Winkel zwischen a und der negativen z-Achse.
10.9.2 Die Lo¨sung des Systems von Krinsky et al. auf einem Ellipsoid
Untersuchung 10.15. Wir betrachten das System von Krinsky et al. (10.9) mit den Pa-
rametern
d1 = 1, d2 = 0, k1 = 15,3, k2 = 151,3, kf = 1,7, kg = 2, kε = 6,
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a = 0,1, σ = 0,01, ε = 0,3.
Es sei Ω = S = E = {(x, y, z) ∈ R3 : x2/202 + y2/152 + z2/302 = 1}. Die Anfangsbedingungen
seien symmetrisch zur (x, y)-Ebene gewa¨hlt. Die Lo¨sung beha¨lt dann fu¨r alle Zeiten t diese
Symmetrie. Deshalb reicht es aus, die numerische Simulation auf dem Halbellipsoid Ω1 =
E−k durchzufu¨hren5 und die Lo¨sung entsprechend symmetrisch fortzusetzen. Wir geben die
Anfangsbedingungen in den Bildkoordinaten (X,Y ) = Φ−k(x, y, z) an. Sie lauten
u(Φ−k(x, y, z)) = u(X,Y ) =
{
1, X > 0,1, Y ∈ [−0,3, 0]
0, sonst
,
v(Φ−k(x, y, z)) = v(X,Y ) =

−5Y, Y ∈ [−0,3, 0]
0, Y > 0
1,5, Y < −0,3
.
Wie in Abschnitt 3.3 nachgewiesen wurde, entsprechen die beno¨tigten symmetrischen Rand-
bedingungen gerade den homogenen Neumannschen Randbedingungen
∂u
∂nΩ1
=
∂v
∂nΩ1
= 0.
Die Ortsdiskretisierung erfolgt mit linearen finiten Elementen, siehe Abschnitt 3.2.2. Das Git-
ter wird wie in Abschnitt 4.5.2 beschrieben erzeugt. Zur Zeitdiskretisierung verwenden wir hier
das in Kapitel 7 dargestellte Krylov-W-Verfahren. Abbildung 10.21 zeigt die v-Komponente
der Lo¨sung zu den Zeitpunkten t = 5, 15, 20, 45, 55, 60.
10.9.3 Abha¨ngigkeit der Wellendrift von den Parametern d2 und ε
Untersuchung 10.16. Wie sich in numerischen Untersuchungen zeigt, haben beim Modell
von Krinsky et al. offenbar die Parameter d2 und ε einen starken Einfluß auf Richtung und
Geschwindigkeit der Wellendrift. Um das zu verdeutlichen, stellen wir an dieser Stelle drei
Simulationen gegenu¨ber. Wir verwenden ein Ellipsoid E mit den Halbachsen A = B = 20,
C = 30. Fu¨r alle drei Berechnungen wird das Gebiet Ω = Ea mit a = (sinα, 0,− cosα), α =
−0,55 zugrundegelegt. Es werden die Parameter
d1 = 1, k1 = 15,3, k2 = 151,3, kf = 1,7, kg = 2, kε = 6,
a = 0,1, σ = 0,01
verwendet. In den Bildkoordinaten (X,Y ) = Φa lauten die Anfangsbedingungen
u(Φ(x, y, z)) = u(X,Y ) =
{
1, X > 0,1, Y ∈ [−0,8, 0],
0, sonst,
v(Φ(x, y, z)) = v(X,Y ) =

−1,875Y, Y ∈ [−0,8, 0],
0, Y > 0,
1,5, Y < −0,8.
5Der Vektor k = (0, 0, 1) ist hierbei der Einheitsvektor in z-Richtung.
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Abbildung 10.21: Lo¨sung des Systems von Krinsky et al. auf einem Ellipsoid zu den Zeit-
punkten t = 5, 15, 20, 45, 55, 60
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Auf dem Rand von Ω verwenden wir homogene Neumannsche Randbedingungen
∂u
∂nΩ
=
∂v
∂nΩ
= 0.
Die drei Rechnungen unterscheiden sich in der Wahl der Parameter d2 und ε. Wir setzen
• im Fall (1): d2 = 1, ε = 0,15,
• im Fall (2): d2 = 0,5, ε = 0,2 und
• im Fall (3): d2 = 0, ε = 0,25.
Ergebnis. In Abbildung 10.22 sind die Bahnkurven der Wellenspitzen in diesen drei Fa¨llen
dargestellt. Im Fall (1) (blau in der Abbildung) ist die Drift nach
”
Westen“, im Fall (2) (rot
in der Abbildung) nach
”
Su¨dosten“ und im Fall (3) (gru¨n in der Abbildung) nach
”
Osten“
gerichtet. Wir wollen die beobachtete Wellendrift mit der theoretischen Voraussage (10.28)
d2 = 1,
ε = 0,15,
Drift nach West 
d2 = 0,
ε = 0,25,
Drift nach Ost 
d2 = 0,5,
ε = 0,2,
Drift nach Suedost 
Abbildung 10.22: Bahnkurve der Wellenspitze fu¨r unterschiedliche Werte von d2 und ε
vergleichen. In dieser Gleichung ist v0 > 0, ̺kin,0 > 0 und k
∗ > 0. Da sich die Wellenspitze
auf der no¨rdlichen Ha¨lfte des Ellipsoids befindet, ist dΓ/dζ < 0. Im Fall (1) ist β = 0, siehe
[49], in den anderen beiden Fa¨llen β > 0. Demnach sagt die Theorie im Fall (1) eine Drift
nach
”
Westen“ und in den Fa¨llen (2) und (3) nach
”
Nordwesten“ voraus.
Eine – zumindest qualitative – U¨bereinstimmung herrscht also nur im Fall (1)! In den Fa¨llen
(2) und (3) ist die von uns beobachtete Richtung der Drift der theoretischen Voraussage
geradezu entgegengesetzt.
Dieser Widerspruch konnte bislang nicht gekla¨rt werden. Interessant ist, daß die erwa¨hnte
Diskrepanz zwischen numerisch beobachteter und theoretisch berechneter Drift bereits in der
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Arbeit von Davydov, Zykov und Yamaguchi [50] zutage tritt. Auch dort wurde fu¨r ein
a¨hnliches Beispiel eine
”
westliche“ Wellendrift berechnet, wa¨hrend die numerische Simulation
eine
”
o¨stliche“ Drift ergab.
10.9.4 Abha¨ngigkeit der Wellendrift von der Gaußschen Kru¨mmung
Fu¨r den Fall, daß d2 = 0 ist, wollen wir in diesem Abschnitt die Abha¨ngigkeit der Wellendrift
von der Gaußschen Kru¨mmung der Fla¨che untersuchen. Die in diesem Abschnitt vorgestellten
numerischen Berechnungen beziehen sich sa¨mtlich auf das Modell von Krinsky et al.. Das
Gebiet Ω ist in allen Fa¨llen ein Halbellipsoid Ea mit a = (sinα, 0,− cosα), siehe (10.29). Es
werden – abgesehen von den im Anschluß erwa¨hnten Ausnahmen – die in Abschnitt 10.9.2
angegebenen Parameter, Anfangs- und Randbedingungen verwendet.
Die folgenden Gro¨ßen werden variiert und daher stets angegeben:
• die Halbachsenla¨ngen A, B und C,
• der in (10.29) definierte Winkel α, der die Lage von Ω bestimmt,
• der Erregungsparameter ε.
Bemerkung 10.17. Falls A 6= C und α 6= kπ/2, k ∈ Z ist, so ist das genannte Problem
nicht symmetrisch auf ganz E fortsetzbar, da in diesem Falle ∂Ω keine Kurve ist, die E in zwei
spiegelsymmetrische Ha¨lften zerlegt6.
Die Drift einer Spiralwelle kann aus der Bahnkurve C(t), die die Wellenspitze beschreibt,
gewonnen werden, wobei die Wellenspitze wie in (10.6), (10.7) angegeben definiert wird. Eine
driftende Welle beschreibt eine Bahnkurve in Form einer Zykloide. Bei jeder Umdrehung der
Wellenspitze wird das aktuelle Rotationszentrum x0(t) bestimmt. Die Bahn dieser Mittel-
punkte beschreibt die Drift der Welle.
Wir vergleichen die Bahnkurve der Wellenspitze auf einer Spha¨re mit der auf einem Ellip-
soid. Abbildung 10.23 zeigt den Unterschied. Wa¨hrend die Wellenspitze auf der Spha¨re eine
Kreisbahn beschreibt, liegt auf dem Ellipsoid zusa¨tzlich eine Driftbewegung vor. Es wurde
eine Spha¨re mit dem Radius A = B = C = 20 und ein Ellipsoid mit den Halbachsen A = 15,
B = 20 und C = 30 verwendet, ε = 0,25 und α = −0,4 gesetzt.
Untersuchung 10.18. Die von Davydov, Zykov und Yamaguchi [50] angegebene Be-
ziehung (10.28) beschreibt auf rotationssymmetrischen Fla¨chen eine Abha¨ngigkeit der Drift
von der Ableitung der Gaußschen Kru¨mmung ∂Γ/∂ζ. Wir wollen zuna¨chst dieses Resultat
der kinematischen Theorie mit den Ergebnissen vergleichen, die wir aus der numerischen Be-
rechnung des Modells von Krinsky et al. auf einem Rotationsellipsoid mit den Halbachsen
A = B = 20, C = 30 erhalten. Wir setzen ε = 0,2. Durch Variation des in (10.29) definierten
Winkels α wird die Wellenspitze an verschiedenen Stellen des Ellipsoids plaziert. Wir fu¨hren
Berechnungen mit α = 0,−0,1,−0,2, . . . ,−1,−1,5 durch. In Abbildung 10.24 stellen wir die
Gro¨ßen sin ζ0 dϕ0/dt und dζ0/dt u¨ber dΓ/dζ dar.
6vgl. Abschnitt 3.3.
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70 60 50 
70 60 50 
Abbildung 10.23: Bahnkurve der Wellenspitze, links: auf einer Spha¨re vom Radius R = 20,
rechts: auf einem Ellipsoid mit Halbachsen A = 15, B = 20, C = 30. Die Drift bei dem
Ellipsoid geht in
”
o¨stliche“ Richtung, d.h. auf dem Bild nach oben.
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Abbildung 10.24: Die Gro¨ßen sin ζ0 dϕ0/dt und dζ0/dt in Abha¨ngigkeit von dΓ/dζ
Ergebnis. Die kinematische Theorie sagt fu¨r beide Gro¨ßen eine lineare Abha¨ngigkeit von
dΓ/dζ voraus, siehe Gleichung (10.28). Eine solche lineare Beziehung wird durch die in Ab-
bildung 10.24 dargestellten numerische Ergebnisse jedoch nicht besta¨tigt. Außerdem erwartet
man nach der kinematischen Theorie, daß sin ζ0 dϕ0/dt < 0 und dζ0/dt < 0 gelten, da in
allen Fa¨llen die Wellenspitze auf der no¨rdlichen Ha¨lfte des Ellipsoids liegt, also dΓ/dζ < 0 ist.
Damit stimmt auch das Vorzeichen der gemessenen Drift nicht mit der kinematischen Theo-
rie u¨berein, ein Umstand, der schon bei den Berechnungen in Abschnitt 10.9.3 festgestellt
wurde.
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Trotzdem zeigt sich, daß die Gaußsche Kru¨mmung und deren Ableitung sehr wohl einen Ein-
fluß auf die Driftgeschwindigkeit ausu¨ben. Wir wollen diesen Zusammenhang im folgenden in
einer Reihe von Beispielrechnungen auf verschiedenen Ellipsoiden E na¨her beleuchten. Um von
einer Parametrisierung unabha¨ngig zu sein, betrachten wir die Driftgeschwindigkeit dx0/dt in
den Koordinaten des R3 und beschreiben deren Abha¨ngigkeit von der Gaußschen Kru¨mmung
Γ und deren tangentialem Gradienten ∇SΓ auf der Fla¨che S = E .
Untersuchung 10.19. Wir fu¨hren numerische Berechnungen auf Ellipsoiden mit verschie-
denen Halbachsenla¨ngen A,B,C durch und variieren ferner den Erregungsparameter ε und
den Winkel α, der die Anfangslage der Welle auf dem Ellipsoid bestimmt. In der folgen-
de Tabelle sind die Parameter, fu¨r die numerische Experimente durchgefu¨hrt werden, mit •
gekennzeichnet.
A 15 15 20 20
B 20 20 15 20
C 30 25 30 30
ε 0,2 0,21 0,22 0,25 0,2 0,21 0,22 0,25 0,25 0,2 0,25
α =
0 • • • • • • • − • • •
−0,1 • • • • • • • − • • −
−0,2 • • • • • • • • • • −
−0,3 • • • • • • • − • • −
−0,4 • • • • • • • • • • −
−0,5 • • • • • • • − • • •
−0,6 • • • • • • • • − • −
−0,7 • • • • • • • − − • −
−0,8 • • • • • • • • − • −
−0,9 • • • • • • • − − • −
−1 • • • • • • • − • • •
−1,5 • • • • • • • − • • •
Wir stellen die Driftgeschwindigkeit dx0/dt als Linearkombination der Einheits-Tangential-
vektoren e1 = ∇SΓ/|∇SΓ| und e2 = ∇SΓ× nS/|∇SΓ| dar, siehe Abbildung 10.25.
Ergebnis. Die numerischen Untersuchungen ergeben na¨herungsweise eine Beziehung der
Form
dx0
dt
= K|∇SΓ|e1 + L |∇SΓ|√
Γ
e2, (10.30)
wobei die Gro¨ßen K und L Konstanten sind, die von dem Erregungsparameter ε, aber nicht
von der Geometrie der Fla¨che S abha¨ngen, also nicht von A,B,C oder α. Um die genannte
Beziehung zu verdeutlichen, sind in den Abbildungen 10.26 und 10.27 die beiden Geschwin-
digkeitskomponenten v1 = (dx0/dt)
Te1 und v2 = (dx0/dt)
Te2 u¨ber |∇SΓ| bzw. |∇SΓ|/
√
Γ
aufgetragen.
Die Beziehung (10.30), die auch in der Form
dx0
dt
= K∇SΓ + L∇SΓ× nS√
Γ
(10.31)
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Abbildung 10.25: Tangentialebene, Einheitsvektoren e1 und e2, Driftgeschwindigkeit vdrift =
dx0/dt
geschrieben werden kann, ist jedoch nur eine Vermutung, die sich auf die hier untersuchten
numerischen Testbeispiele stu¨tzt. Theoretische Aussagen, etwa eine Pra¨zisierung der kinema-
tischen Theorie, wa¨ren wu¨nschenswert, liegen aber zur Zeit nicht vor.
Ausgehend von den in den Abbildungen 10.26 und 10.27 dargestellten quantitativen Untersu-
chungen der Wellendrift ko¨nnen die Konstanten K und L in Abha¨ngigkeit von ε na¨herungs-
weise bestimmt werden. Sie sind in der folgenden Tabelle aufgefu¨hrt.
ε K L
0,2 −1,2 0,12
0,21 −0,98 0,15
0,22 −0,74 0,20
0,25 0,0 0,59
Aus der Differentialgleichung (10.31) lassen sich die Bahnkurven bestimmen, die der driftende
Mittelpunkt des Wellenkernes auf dem Ellipsoid beschreibt. Fu¨r ε = 0,2, A = 20, B = 15, C =
30 sind in Abbildung 10.28 diese Bahnkurven dargestellt. Abbildung 10.29 zeigt den Betrag
der Driftgeschwindigkeit |dx0/dt|.
Die Differentialgleichung (10.31) hat in diesem Falle zwei stabile Ruhelagen in den Punkten
ϕ = ±π/2, ϑ = 0, zwei instabile Ruhelagen in Nord- und Su¨dpol, d.h. fu¨r ϑ = ±π/2 und zwei
Sattelpunkte bei ϕ = 0, ϑ = 0 und ϕ = π, ϑ = 0. Anders als in dem von Davydov, Zykov
und Yamaguchi in [50] beschriebenen Beispiel, dem das Oregonator-Modell zugrunde liegt,
bewegt sich in unserem Falle die driftende Welle von den Punkten maximaler Gaußscher
Kru¨mmung weg und hin zu den Punkten minimaler Gaußscher Kru¨mmung.
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Abbildung 10.26: Lineare Abha¨ngigkeit der Driftgeschwindigkeits-Komponenten v1 und v2
von |∇SΓ| bzw. |∇SΓ|/
√
Γ fu¨r ε = 0,2 und ε = 0,21
226 10. Erregbare Medien
0 0.2 0.4 0.6 0.8 1 1.2
x 10−3
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
x 10−3 ε = 0,22
|grad Γ|
v 1
0 0.005 0.01 0.015
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
x 10−3 ε = 0,22
|grad Γ| Γ−1/2
v 2
0 0.2 0.4 0.6 0.8 1 1.2
x 10−3
0
1
2
3
4
5
6
7
8
x 10−3 ε = 0,25
|grad Γ|
v 1
0 0.005 0.01 0.015
0
1
2
3
4
5
6
7
8
x 10−3 ε = 0,25
|grad Γ| Γ−1/2
v 2
Abbildung 10.27: Lineare Abha¨ngigkeit der Driftgeschwindigkeits-Komponenten v1 und v2
von |∇SΓ| bzw. |∇SΓ|/
√
Γ fu¨r ε = 0,22 und ε = 0,25
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Γ max. 
Γ min. 
Sattelpunkt 
Abbildung 10.28: Bahnkurven der Wellendrift auf dem Ellipsoid A = 20, B = 15, C = 30 bei
ε = 0,2. Die Drift ist von den Polen (ϑ = ±π/2) zu den Punkten ϕ = ±π/2, ϑ = 0 gerichtet.
Abbildung 10.29: Geschwindigkeit der Wellendrift auf dem Ellipsoid A = 20, B = 15, C = 30
bei ε = 0,2
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Zusammenfassung und Ausblick
Bei der Lo¨sung vieler Reaktions-Diffusions-Probleme sind Diskretisierungsfehler und Steifheit
lokal von unterschiedlicher Gro¨ßenordnung. Adaptive Verfahren passen sich dieser Situation an
und erreichen damit oftmals einen Zuwachs an Effizienz. In Kapitel 4 haben wir die Adaption
des Gitters in Abha¨ngigkeit der Verteilung des ra¨umlichen Diskretisierungsfehlers beschrieben.
In Abschnitt 4.3 wurde ein flexibler Algorithmus zur Steuerung der Gitteradaption angegeben,
der u¨ber das oftmals verfolgte Ziel einer Gleichverteilung des Fehlers u¨ber das Rechengebiet
hinausgeht. Mit diesem Algorithmus ist es mo¨glich, jedem Wert des Fehlers eine gewu¨nschte
Gitterfeinheit zuzuordnen. Wie an einem numerischen Beispiel nachgewiesen wurde, la¨ßt sich
auf diese Weise die Effizienz mitunter deutlich erho¨hen.
Ein wesentliches Ziel der vorliegenden Arbeit war die in Kapitel 8 beschriebene Konstruktion
geeigneter Partitionierungs-Verfahren fu¨r lokal steife semidiskrete Probleme. Die zur Zeit-
diskretisierung eingesetzten W-Methoden sind in einfacher Weise durch eine Manipulation
der darin auftretenden Matrix zur Partitionierung geeignet. Mit dem Blick auf Reaktions-
Diffusions-Probleme wurden Verfahren entwickelt, die Reaktions- und Diffusions-Term ge-
trennt partitionieren. Somit wurde auf Probleme eingegangen, bei denen die Steifheit nur von
einem dieser beiden Terme ausgeht.
Zur Lo¨sung der im Ergebnis der W-Methode vorliegenden linearen Gleichungssysteme wurden
zwei iterative Verfahren betrachtet: das BiCGstab-Verfahren von van der Vorst [166] und
der multiple Arnoldi-Prozeß von Schmitt und Weiner [143], der aufgrund der schnellen
Approximation des dominanten Eigenraumes fu¨r lokal steife Probleme besonders geeignet
erscheint.
Im Ergebnis erhielten wir eine Reihe numerischer Lo¨sungsverfahren, die in einem umfang-
reichen Test an drei ausgewa¨hlten Reaktions-Diffusions-Problemen bezu¨glich ihrer Effizienz
miteinander verglichen wurden. Die Resultate wurden in Kapitel 9 dokumentiert. Die verwen-
deten Probleme waren in unterschiedlichem Maße zur Partitionierung geeignet. Besonders bei
dem BSVD-Problem, siehe 9.1.2, konnten erhebliche Einsparungen durch lokale Partitionie-
rung erzielt werden. Die numerische Untersuchung in Kapitel 9 beschra¨nkte sich allerdings
auf zwei Reaktions-Diffusions-Gleichungen und ein zweikomponentiges Reaktions-Diffusions-
System. Bei diesen Problemen ist eine vollsta¨ndig implizite Lo¨sung des Reaktions-Anteils
kaum aufwendiger – aber oftmals genauer – als eine Partitionierung. Es wa¨re daher inter-
essant, die konstruierten Partitionierungs-Verfahren auch an mehrkomponentigen Systemen
zu untersuchen, bei denen eine Partitionierung steifer gekoppelter Reaktionsterme sta¨rkere
Einsparungen erwarten la¨ßt.
Die in Kapitel 10 dargestellten numerischen Untersuchungen zur Drift von Erregungswellen
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auf gekru¨mmten Fla¨chen liefern interessante Ergebnisse, die im Widerspruch zu gewissen Aus-
sagen der kinematischen Theorie in [50] stehen, ein Umstand, der noch endgu¨ltiger Kla¨rung
bedarf. Es wa¨re wu¨nschenswert, die Anwendbarkeit der vorliegenden kinematischen Theo-
rie auf das von uns betrachtete Modellproblem zu pru¨fen und die Theorie so zu erweitern,
daß der in den numerischen Berechnungen beobachtete Zusammenhang (10.31) zwischen der
Gaußschen Kru¨mmung der Fla¨che und der Driftgeschwindigkeit gestu¨tzt wird. Wie sich in der
numerischen Untersuchung zeigt, ist die Richtung der Drift stark von der Diffusion des Inhi-
bitors abha¨ngig, siehe Abschnitt 10.9.3. Es wa¨re interessant, diesen Zusammenhang weiter zu
untersuchen. Ein Vergleich der in der Simulation beobachteten Wellendrift auf Ellipsoiden mit
der Drift auf anderen Fla¨chen – auch solchen negativer Gaußscher Kru¨mmung – wa¨re ebenfalls
eine gewinnbringende Fortsetzung der in dieser Arbeit durchgefu¨hrten Untersuchungen.
Anhang A
Einige Grundbegriffe aus der
Differentialgeometrie
Im folgenden geben wir einige differentialgeometrische Grundlagen an, die in dieser Arbeit
beno¨tigt werden. Die gewa¨hlte Bezeichnung orientiert sich weitestgehend an dem Buch von
doCarmo [37], welches eine sehr anschauliche Darstellung der Grundlagen der Differential-
geometrie entha¨lt. Die hier angegebenen Definitionen und Aussagen finden sich beispielsweise
in den Lehrbu¨chern von Jost [90] und Ba¨r [13].
Im folgenden sei S eine differenzierbare zweidimensionale Mannigfaltigkeit, eingebettet im R3.
Auf S liege eine Parametrisierung
x : R2 → S (A.1)
vor. Die Vektoren
∂x
∂ϕ
=
 ∂x/∂ϕ(p)∂y/∂ϕ(p)
∂z/∂ϕ(p)
 und ∂x
∂ϑ
=
 ∂x/∂ϑ(p)∂y/∂ϑ(p)
∂z/∂ϑ(p)

bilden eine lokale Basis des im Punkt p ∈ S angeha¨ngten Tangentialraumes TpS. Auf TpS
wird durch das Euklidische Skalarprodukt im R3 ein lokales Skalarprodukt 〈·, ·〉p : S×S → R
induziert, man definiert einfach 〈v,w〉p = v ·w. Die zugeho¨rige quadratische Form Ip(v) =
〈v,v〉p bezeichnet man als die erste Fundamentalform oder Riemannsche Metrik der
Fla¨che S. Die Skalarprodukte
E =
∂x
∂ϕ
· ∂x
∂ϕ
, F =
∂x
∂ϕ
· ∂x
∂ϑ
und G =
∂x
∂ϑ
· ∂x
∂ϑ
werden Koeffizienten der ersten Fundamentalform genannt.
Bemerkung A.1. Die Gro¨ßen E, F und G sind die Komponenten des metrischen Tensors,
der oft mit g bezeichnet wird; und zwar ist g11 = E, g12 = g21 = F , g22 = G. Der Einfachheit
halber verzichten wir in dieser Arbeit auf die Tensornotation, die in der Literatur oft verwendet
wird.
Der Normalvektor der Fla¨che ist durch
nS =
∂x/∂ϕ× ∂x/∂ϑ
|∂x/∂ϕ× ∂x/∂ϑ|
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gegeben. Er ist – unabha¨ngig von der Parametrisierung – bis auf sein Vorzeichen eindeutig
bestimmt.
Ist S eine Fla¨che mit Rand, so existiert in jedem Randpunkt p der a¨ußere Normalvektor
an den Rand n∂S . Dieser Vektor liegt im Tangentialraum Tp, steht senkrecht auf dem Rande
∂S und ist von der Fla¨che nach außen gerichtet.
A.1 Gradient, Divergenz und Laplace-Beltrami-Operator
Die aus dem Rn bekannten Operatoren Gradient, Divergenz und Laplace-Operator ko¨nnen
auch auf gekru¨mmte Fla¨chen u¨bertragen werden. Man definiert na¨mlich
• fu¨r eine Funktion u ∈ C1(S,R) den tangentialen Gradienten
∇S u = 1
EG− F 2
((
G
∂u
∂ϕ
− F ∂u
∂ϑ
)
∂x
∂ϕ
+
(
−F ∂u
∂ϕ
+E
∂u
∂ϑ
)
∂x
∂ϑ
)
,
• fu¨r ein tangentiales Vektorfeld w = u∂x/∂ϕ+ v∂x/∂ϑ mit u, v ∈ C1(S,R) die tangen-
tiale Divergenz
div S
(
u
∂x
∂ϕ
+ v
∂x
∂ϑ
)
=
1√
EG− F 2
(
∂
∂ϕ
(√
EG− F 2 u
)
+
∂
∂ϑ
(√
EG− F 2 v
))
,
• fu¨r eine Funktion u ∈ C2(S,R) den Laplace-Beltrami-Operator
∆S u = div S (∇S u) = 1√
EG− F 2
(
∂
∂ϕ
(
1√
EG− F 2
(
G
∂u
∂ϕ
− F ∂u
∂ϑ
))
+
∂
∂ϑ
(
1√
EG− F 2
(
−F ∂u
∂ϕ
+ E
∂u
∂ϑ
)))
. (A.2)
Lemma A.2. Fu¨r glatte Funktionen u und v gilt auf S die Greensche Formel∫
S
(∆S u) v dA = −
∫
S
∇S u · ∇S v dA+
∫
∂S
∂u
∂n∂S
v ds.
Fu¨r eine Funktion, die nicht nur auf S, sondern in einer offenen Umgebung von S im R3 gege-
ben ist, kann der tangentiale Gradient mit Hilfe des R3-Gradienten ∇u ausgedru¨ckt werden.
Lemma A.3. Sei
∇u =
 ∂u/∂x∂u/∂y
∂u/∂z

der R3-Gradient von u. Es gilt die Beziehung
∇S u = ∇u− (∇u · nS)nS , (A.3)
d.h. ∇S u ist gerade der tangentiale Anteil des R3-Gradienten von u.
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Beweis. Mit ∂u/∂ϕ = ∇u · ∂x/∂ϕ und ∂u/∂ϑ = ∇u · ∂x/∂ϑ folgt
∇S u =
(
∂x
∂ϕ
∂x
∂ϑ
)( E F
F G
)−1 (
∂x
∂ϕ
∂x
∂ϑ
)T ∇u.
Nach Definition ist (
E F
F G
)
=
(
∂x
∂ϕ
∂x
∂ϑ
)T (
∂x
∂ϕ
∂x
∂ϑ
)
.
Setzt man D =
(
∂x
∂ϕ
∂x
∂ϑ
)
, so folgt ∇S u = D(DTD)−1DT∇u. Durch Ausrechnen erha¨lt
man jedoch D(DTD)−1DT = I − nSnTS . Es folgt
∇S u = ∇u− (∇u · nS)nS .
Bemerkung A.4. Lemma A.3 kann benutzt werden, um den Gradienten∇S u einer Funktion
zu berechnen, ohne den Weg u¨ber die Parametrisierung zu gehen. Es reicht aus, die Funktion
u auf beliebige Weise zu einer glatten Funktion im R3 fortzusetzen.
Bemerkung A.5. Der Normalvektor nS ist nur bis auf das Vorzeichen eindeutig bestimmt,
der tangentiale Gradient ha¨ngt jedoch nicht vom Vorzeichen von nS ab.
Eine a¨hnliche Beziehung wie fu¨r den Gradienten liegt fu¨r die Divergenz for. Sie wird hier ohne
Beweis angegeben.
Lemma A.6. Es seien n1, n2 und n3 die Komponenten des Fla¨chennormalvektors nS. Die
tangentiale Divergenz eines tangentialen Vektorfeldes w = u ∂x/∂ϕ + v ∂x/∂ϑ erfu¨llt die
Gleichung
div S w = div w −
3∑
i=1
(∇(wi) · nS)ni. (A.4)
A.2 Die Gaußsche Kru¨mmung
Um die Kru¨mmung einer Fla¨che S zu definieren fu¨hren wir zuna¨chst die Koeffizienten der
zweiten Fundamentalform
e = −∂nS
∂ϕ
· ∂x
∂ϕ
= nS · ∂
2x
∂ϕ2
f = −∂nS
∂ϑ
· ∂x
∂ϕ
= −∂nS
∂ϕ
· ∂x
∂ϑ
= nS · ∂
2x
∂ϕ∂ϑ
g = −∂nS
∂ϑ
· ∂x
∂ϑ
= nS · ∂
2x
∂ϑ∂ϑ
ein.
Bemerkung A.7. Die Koeffizienten e, f, g werden in der Literatur mitunter auch mit L,M,N
bezeichnet.
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Die Gaußsche Kru¨mmung einer Fla¨che S ist dann durch
Γ =
eg − f2
EG− F 2
gegeben.
Betrachtet man eine in den R3 eingebettete Fla¨che S, so besitzt die Gaußsche Kru¨mmung die
folgende geometrische Bedeutung:
In einem Punkte p ∈ S sei nS der Fla¨chennormalvektor. E sei das Bu¨schel aller Ebenen,
in denen nS liegt. Die Schnittkurven der Ebenen aus E mit S werden Normalschnitte ge-
nannt; unter diesen Schnittkurven existiert eine mit maximaler Kru¨mmung kmax und eine
mit minimaler Kru¨mmung kmin bei p. Die extremalen Kru¨mmungen kmax und kmin werden
als Hauptkru¨mmungen bezeichnet, ihr Produkt bildet gerade die Gaußsche Kru¨mmung der
Fla¨che S bei p:
Γ = kmaxkmin.
Insbesondere hat eine Spha¨re vom Radius R die Gaußsche Kru¨mmung Γ ≡ 1/R2 = const..
Zylinder und Kegel sind Beispiele fu¨r Fla¨chen mit verschwindender Gaußscher Kru¨mmung.
A.3 Die geoda¨tische Kru¨mmung einer auf einer Fla¨che gele-
genen Kurve
Wir betrachten wieder die durch die Parametrisierung (A.1) gegebene Fla¨che S. Auf dieser
Fla¨che befinde sich der Graph einer glatten Kurve c(t), die in der Form c(t) = x(ϕ(t), ϑ(t)), t ∈
[t0, te] durch die beiden Funktionen ϕ und ϑ eindeutig bestimmt ist. Wenn der Parameter t
gerade die Bogenla¨nge der Kurve c ist, so bezeichnen wir ihn mit s. In diesem Falle gilt
‖dc/ds‖ ≡ 1.
Wird die Kurve c(t) in einem Punkte x = c(t∗) orthogonal auf die Tangentialebene TxS
projiziert, so erha¨lt man eine Bildkurve c∗(t) ⊂ TxS. Die Kru¨mmung dieser ebenen Kurve c∗
in Punkte x wird als geoda¨tische Kru¨mmung kg von c im Punkte x bezeichnet.
Wir bezeichnen mit nS die Fla¨chennormale an S in einem Punkte x und mit
t := dc/ds
den Tangentenvektor von c in x. Dann ist die geoda¨tische Kru¨mmung gerade das Spatpro-
dukt der Vektoren t, dt/ds und nS , d.h. es gilt
kg = (t× dt/ds) · nS .
Die geoda¨tische Kru¨mmung kann auch direkt aus den Parametrisierungen von Fla¨che S und
Kurve c gewonnen werden. Zuna¨chst definieren wir die Christoffel-Symbole erster Art
Γijk:
Γ111 =
∂2x
∂ϕ2
· ∂x
∂ϕ
, Γ112 =
∂2x
∂ϕ2
· ∂x
∂ϑ
, Γ121 =
∂2x
∂ϕ∂ϑ
· ∂x
∂ϕ
, Γ122 =
∂2x
∂ϕ∂ϑ
· ∂x
∂ϑ
,
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Γ211 =
∂2x
∂ϑ∂ϕ
· ∂x
∂ϕ
, Γ212 =
∂2x
∂ϑ∂ϕ
· ∂x
∂ϑ
, Γ221 =
∂2x
∂ϑ2
· ∂x
∂ϕ
, Γ222 =
∂2x
∂ϑ2
· ∂x
∂ϑ
.
Durch die Beziehung
Γ111 Γ
2
11
Γ112 Γ
2
12
Γ121 Γ
2
21
Γ122 Γ
2
22
 = 1EG− F 2

Γ111 Γ112
Γ121 Γ122
Γ211 Γ212
Γ221 Γ222
( G −F−F E
)
berechnen sich aus diesen die Christoffel-Symbole zweiter Art Γkij. Die geoda¨tische Kru¨m-
mung ergibt sich dann zu
kg =
√
EG− F 2
(
Γ211
(
dϕ
ds
)3
+ (2Γ212 − Γ111)
(
dϕ
ds
)2 dϑ
ds
−(2Γ112 − Γ222)
dϕ
ds
(
dϑ
ds
)2
− Γ122(
dϑ
ds
)3 +
dϕ
ds
d2ϑ
ds2
− d
2ϕ
ds2
dϑ
ds
)
.
Dabei sind dϕ/ds, dϑ/ds, d2ϕ/ds2 und d2ϑ/ds2 die ersten und zweiten Ableitungen der die
Kurve c definierenden Funktionen ϕ und ϑ nach der Bogenla¨nge s. Ein Beweis dieser Bezie-
hung ist beispielsweise bei Kreyszig [97] angegeben.
A.4 Ein Beispiel
Wir wollen die erwa¨hnten Begriffe an dem einfachen Beispiel einer Spha¨re mit Radius R ver-
deutlichen. Als Parametrisierung wa¨hlen wir die geographische La¨nge ϕ und die geographische
Breite ϑ:
x = R cosϕ cosϑ, (A.5)
y = R sinϕ cosϑ,
z = R sinϑ
Bemerkung A.8. In der Literatur wird ha¨ufig anstelle der geographischen Breite ϑ der
Polarwinkel π/2 − ϑ zur Parametrisierung verwendet. Wir benutzen in dieser Arbeit jedoch
immer die genannten geographischen Koordinaten.
Wir erhalten
∂x
∂ϕ
=
 −R sinϕ cosϑR cosϕ cosϑ
0
 , ∂x
∂ϑ
=
 −R cosϕ sinϑ−R sinϕ sinϑ
R cosϑ

und damit die Koeffizienten der ersten Fundamentalform
E = R2 cos2 ϑ, F = 0, G = R2.
Der in (A.2) definierte Laplace-Beltrami-Operator hat dann die Form
∆S u =
1
R2 cos2 ϑ
∂2u
∂ϕ2
− tanϑ
R2
∂u
∂ϑ
+
1
R2
∂2u
∂ϑ2
.
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Wir betrachten als Beispiel die Funktion
u(x, y, z) = x+ y + z = R(cosϕ+ sinϕ) cosϑ+R sinϑ
und berechnen ihren Laplace-Beltrami-Operator:
∆S u = − 2
R
((cosϕ+ sinϕ) cosϑ+ sinϑ) = − 2
R2
(x+ y + z)
Im folgenden soll der Laplace-Beltrami-Operator auf einem anderen Wege ermittelt werden,
na¨mlich ohne die Parametrisierung der Fla¨che S zu verwenden. Der Normalvektor von S
ergibt sich zu nS = (x, y, z)
T/R. Nach der Formel (A.3) erhalten wir erhalten den tangentialen
Gradienten
∇S u =
 11
1
− x+ y + z
R2
 xy
z
 .
Dieser ist zuna¨chst nur auf S definiert, wir setzen ihn jedoch in natu¨rlicher Weise in den
gesamten R3 fort. Nach Gleichung (A.4) berechnen wir von diesem Ausdruck die tangentiale
Divergenz und erhalten ebenfalls
∆S u = div S(∇S u) = − 2
R2
(x+ y + z).
Zur Berechnung der Gaußschen Kru¨mmung der Spha¨re S beno¨tigen wir zuna¨chst die Koeffi-
zienten der zweiten Fundamentalform
e = nS · ∂
2x
∂ϕ2
=
1
R
xy
z
 ·R
− cosϕ cosϑ− sinϕ cosϑ
0
 = −R + z2
R
f = nS · ∂
2x
∂ϕ∂ϑ
=
1
R
xy
z
 ·R
− sinϕ sinϑ− cosϕ sinϑ
0
 = 0
g = nS · ∂
2x
∂ϑ2
=
1
R
xy
z
 ·R
− cosϕ cosϑ− sinϕ cosϑ
− sinϑ
 = −R
Damit ergibt sich die Gaußsche Kru¨mmung zu
Γ =
eg − f2
EG− F 2 =
R2 − z2
R4 cos2 ϑ
=
1
R2
.
Als Beispiel zur Berechnung der geoda¨tischen Kru¨mmung betrachten wir einen Breitenkreis
der Kugel, gegeben durch die Beziehung ϑ = const.. Ein Punkt x auf diesem Breitenkreis hat
die in (A.5) angegebenen Koordinaten. Der Normalvektor der Spha¨re in diesem Punkte ist
nS = x/R. Der normierte Tangentenvektor des Breitenkreises ist mit
t =
∂x/∂ϕ
|∂x/∂ϕ| =
− sinϕcosϕ
0

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gegeben. Fu¨r das Bogenelement gilt ds = R cosϑ dϕ. Wir erhalten damit
dt
ds
=
1
R cosϑ
dt
dϕ
=
1
R cosϑ
− cosϕ− sinϕ
0
 .
Wegen
nS × t = ∂x/∂ϑ|∂x/∂ϑ| =
− cosϕ sinϑ− sinϕ sinϑ
cosϑ

ergibt sich schließlich die geoda¨tische Kru¨mmung
kg = (nS × t) · dt
ds
=
tanϑ
R
.
Erwartungsgema¨ß hat etwa der A¨quator als Großkreis die geoda¨tische Kru¨mmung 0, wa¨hrend
fu¨r ϑ→ π/2 die Kru¨mmung gegen unendlich geht.
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Anhang B
Das Arnoldi-Verfahren fu¨r Systeme
der Form Ax = b
Das Arnoldi-Verfahren wurde in Abschnitt 6.4.1 nur in einer Variante fu¨r Systeme der spe-
ziellen Form (I − δA)x = b behandelt. Der Algorithmus zur Lo¨sung des Systems Ax = b
findet sich bei Arnoldi [8], siehe auch Saad [140, 139, 138].
Algorithmus B.1 (Arnoldi-Verfahren fu¨r Ax = b).
q1 = b/‖b‖
Q1 = (q1)
for i = 2, 3, . . . ,m
vi−1 = Aqi−1 (Krylov-Schritt)
wi−1 = (I−Qi−1QTi−1)vi−1 (Gram-Schmidt-Orthogonalisierung)
qi = wi−1/‖wi−1‖
Qi = (Qi−1 qi)
end
Hm = Q
T
mAQm
lo¨se Hmym = Q
T
mb
xm = Qmym
Der Vektor xm ist die Na¨herung der gesuchten Lo¨sung x.
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Anhang C
Ablaufplan zur Diskretisierung von
Reaktions-Diffusions-Systemen
Den in dieser Arbeit verwendeten Diskretisierungsverfahren fu¨r Reaktions-Diffusions-Systeme
liegt der umseitig dargestellte Ablaufplan zugrunde. Die angegebenen Zahlen bezeichnen je-
weils die Abschnitte, in denen auf den entsprechenden Schritt Bezug genommen wird.
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?
uniformes Grundgitter erzeugen
?
Anfangswerte setzen
?
Scha¨tzung d. lok. ra¨uml. Fehlers 4.1
?
Ortsdiskretisierung FEM 3
?
falls t
≤ te − τ ∈ ]te − τ, te[ = te
? ?
Zeitdiskretisierung W-Methode 5.7,
evtl. Partitionierung 8
?
Lo¨sung d. lin. Gl.-Systems 6.3, 7
?
Scha¨tzung d. lok. zeitl. Fehlers 5.4
?
evtl. Zeitschritt erho¨hen 5.4
?
Gitteradaption beno¨tigt?
(von Strategie abha¨ngig) 4.3.2
?
Scha¨tzung d. lok. ra¨uml. Fehlers 4.1
?
Gitteradaption 4.2, 4.3
?
Ortsdiskretisierung FEM 3
Gitteradaption 4.2, 4.3
Zeitschritt verkleinern 5.4
-
6
-
6
-
ﬀ
6
ﬀ
6
?
t := t0
τ := τ0
Fehler OK
Fehler
zu hoch
τ := te − τ
Fehler OK, Lsg. akzept.,
t := t+ τ
Fehler zu hoch,
Lo¨sung abgelehnt
ja
nein
Fehler zu hoch
Fehler OK
Na¨herungslo¨sung zur Zeit te
liegt vor
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