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HYPERGEOMETRIC FUNCTION AND MODULAR CURVATURE. II. CONNES-MOSCOVICI
FUNCTIONAL RELATION AFTER LESCH’S WORK
YANG LIU
ABSTRACT. In this paper, we initiate a systematic approach for the variational calculus used in the study
of modular geometry on noncommutative (two) tori. We introduce several transformations on the
space of spectral functions that implement basic operations in the variational calculus and show how
the transformations permute the hypergeometric functions defined in the previous paper, which are
building blocks for spectral functions arising from pseudo-differential calculus. Such symmetries on
the hypergeometric family lead to new recurrence relations in addition to those found in the previous
work. As for applications, we compute, on noncommutative tori of all dimensions, the first variation
of the Einstein-Hilbert and the Osgood-Phillips-Sarnak functional (later one holds only in dimension
two) in two ways to extend the Connes-Moscovici type functional relation to a continuous family in
the dimension parameter. Thanks to the new recurrence relations, we are able to reduce the all the
relations derived from the variational calculus to the same initial relations of the hypergeometric family
and therefore the verification is no longer relies on the assistant of computer algebra systems.
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1. INTRODUCTION
In the recent development of modular geometry on noncommutative two tori, we explore the notion
of intrinsic curvature on a conformal class of metrics, which are parametrized by a noncommutative
coordinate, referred as a Weyl factor of the form k = eh, where the log-Weyl factor h = h∗ ∈ C∞(Tm
θ
)
is self-adjoint in the coordinate algebra. Following Connes’s spectral triple paradigm, metrics are
quantized to geometric operators of Dirac or Laplace type. In this paper, we focus on the example:
∆ϕ = ∂¯
∗
ϕ ∂¯ = k
1/2∆k1/2,(1.1)
which is the degree zero part (i.e. acting on functions) of the Laplacian in the modular spectral triple
constructed in [CM14, §1.6] (with respect to the weight ϕ). Here ∆ = ∂¯ ∗∂¯ is the flat Dolbeault
Laplacian and ∂¯ ∗ϕ is the adjoint taken with respect to the new volume weight ϕ : C∞(Tmθ ) → C
obtained by rescaling the canonical volume functional ϕ0 using the Weyl factor: ϕ(a) := ϕ0(ae−h),∀a ∈ C∞(Tm
θ
). The modular theory for von Neumann algebras asserts that, for such a weight, there
exists a one-parameter group of automorphisms of the ambient von Neumann algebra which controls
the failing of the trace property, see Eq. (2.18) For the rescaled ϕ, the modular group is generated by
the inner automorphism of the Weyl factor: y := k−1(·)k, referred as the modular operator. We will
also work with the infinitesimal version: x := logy = [·, h], called “modular derivation", which can be
viewed as a new type of differential hidden in the commutative world.
The modular geometry concerns the interplay between symmetry groups of the quantum structure
(modular automorphisms) and differential structure (diffeomorphisms) through spectral geometry of
Riemannian manifolds. For a given metric, say represented by ∆ϕ, the associated local invariants are
encoded in the coefficients of the corresponding small time heat asymptotic
Tr(ae−t∆ϕ)öt↘0
∞∑
j=0
Vj(a,∆ϕ)t
( j−2)/2, ∀a ∈ C∞(Tmθ ),(1.2)
which are linear functionals a→ Vj(a,∆ϕ) on the coordinate algebra. For the notion of curvature,
we follow the variational approach to look at the gradient flow of the modular analogue of certain
Riemannian functionals which admit spectral interpretation via the heat coefficients above. On
noncommutative two tori [CM14], the modular Gaussian curvature is defined to be the gradient of
the analogue of OPS (Osgood-Phillips-Sarnak) functional on Riemannian surfaces which is a scaling-
invariant perturbation of the Ray-Singer determinant. For higher dimensional examples, we consider
the EH (Einstein-Hilbert) action, a functional on the moduli space of Riemannian metrics given by
integrating the corresponding scalar curvature function. On Riemann surfaces, the gradient flow
of OPS-functional reproduces Hamilton’s Ricci flow [OPS88] 1. For higher dimensional manifolds,
variation of the EH-functional inside a conformal class of metrics yields the scalar curvature. 2
Thanks to Connes’s pseudo-differential calculus [Con80], all the heat coefficients Vj(·,∆ϕ) are local
in the sense that they are absolutely continuous with respect to the background volume functional ϕ0
1 For surfaces with no boundary, the result was due to Polyakov, known as a conformal anomaly.
2In dimension two, the EH-action is a constant functional because of the Gauss-Bonnet theorem, in particular, it has
trivial variation. The corresponding results in noncommutative two tori was first proved in [CT11] and [FK12] using
explicit local expressions and later a variational prove was given in [CM14].
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with a smooth Radon-Nikodym derivative (referred as the functional density later) R j,∆ϕ ∈ C∞(Tmθ ):
Vj(a,∆ϕ) = ϕ0

aR j,∆ϕ(k,δk,δ
2k, . . . )

,(1.3)
where R j,∆ϕ is obtained by applying a differential operator with “coefficients” onto the Weyl factor k
(or the log-Weyl factor h):
R j,∆ϕ =
∑
kl0 f (y1, . . . ,yn)
 
(δl1 k) · · · (δln k)
=
∑
el
′
0h f˜ (x1, . . . ,xn)
 
(δl1h) · · · (δlnh) .(1.4)
Here δ stands for commutative differentials constitutes of basic derivations on Tm
θ
and the coefficients
are operators generated by partial modular derivations 3 x1, . . . ,xn (resp. partial modular operators
y1, . . . , yn) through functional calculus discussed in §2.2. From computational point of view, the
spectral functions arise from a rearrangement process that separate the metric coordinates and its
derivatives. The main goal of the two papers is to investigate the potential new structures behind the
rearrangement in pseudo-differential calculus (part I, cf. [Liu18a]) and variational calculus (part II).
With the full information of the second heat coefficient: R∆ϕ := R2,∆ϕ , one derives closed formulas
for OPS and EH functional which are of the form:
F(h) = ϕ j(T (x)(δ(h)) ·δ(h)),(1.5)
where ϕ j is the rescaled volume weight via the Weyl factor k
j = e jh (with j ∈ R), cf. Eq. (2.13). For
noncommutative two tori, the parameter j = 0, that is the integration is given by the tracial volume
functional ϕ0. Upgraded variational calculus shows that the first variation (cf. Eq. (2.54)) of Eq.
(1.5) is of the form:
gradh F = K(x)(δ
2(h)) +H(x1,x2)(δ(h)δ(h)),(1.6)
where the spectral functions K and H are given in terms of T . A deeper observation in [CM14] is the
fact that K and H are directly related via a simple relation:
−H(x1, x2) = K(x2)− K(x1)x1 + x2 +
K(x1 + x2)− K(x2)
x1
− K(x1 + x2)− K(x1)
x2
,(1.7)
which servers as a necessary condition for the right hand side of (1.6) being the Euler-Lagrange
equation of a geometric functional. On the other side, facilitated via Mathematica, explicit expressions
of K and H are obtained by adding up contributions from numerous summands that are defined in
the rearrangement lemma 4. The climax, also the most challenging part, is the symbolic verification
(carried out in Mathematica) of the functional relation (1.7) which provides strong conceptual
confirmation for the validation of the whole calculation.
Later, the modular geometry has been extended in [Liu18b, Liu17] to a lager class of non-
commutative manifolds: toric noncommutative manifold (aka Connes-Landi deformations), cf.
[Rie93, BLvS13, CDV08, CDV02, CL01]. In particular, for a fixed dimension, there exist plenty
of examples from deformations of Riemann manifolds, which motivates us to consider variation of
Eq. (1.5) with arbitrary real parameter j rather than j = 0. The non-unimodular feature of ϕ j brings
in extra terms which makes cancellations occurred in dimension two much less transparent. For
instance, results given in [Liu17, §4] indeed admits simplification to the form of Eq. (1.7), which
was the very first progress towards the main results in this paper.
3“partial” refers to the subscript l in xl which indicates that the modular derivation x acts only on the l-th factor of a
product.
4It was first developed in [CT11], then extended in [CM14] and was further completed with a solid functional analytic
background by Lesch [Les17].
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Our exploration of the variational calculus is based on [Les17]. The paper was initiated by observing
the role of divided difference of a function K(z) (cf. §2.3): K[x1, x2] :=
K(x1)−K(x2)
x1−x2 in the right hand
side of Eq. (1.7). Indeed, with the fact that K is even 5, Eq. (1.7) reads
−H(x1, x2) = K[−x1, x2] + K[x1 + x2, x2]− K[x1 + x2, x1].(1.8)
In this paper, we promote another symmetry appeared here: namely, the three terms are linked via a
cyclic transformation acting on the arguments x1, x2. For relation between one-variable functions,
we have K(x) = T (x) + T (−x), the cyclic transformation of order two is obvious: x →−x . In order
to formalize the observations above, we introduce transformations on spectral functions led by basic
operations in variational calculus, such as differentiation (cf. Eq. (2.31)) and integration by parts (cf.
Eq. (2.19)):
with respect to the log-Weyl factor h:
¦
ι,τ j ,Î+0, j ,Î+,Î−
©
,
with respect to the Weyl factor k:
¦
η,σ j ,+0, j ,+,−
©
.
The first main result of the paper is a set of internal relations in Proposition 2.11 which explains
the cancellation that we are looking for. As a consequence, the whole variational calculus can be
generated by only three transformations

ι,τ j ,Î+
	
(resp.

η,σ j ,+
	
). As the first application,
we obtain a continuous family of functional relations similar to Eq.(1.8) with the following further
simplification and conceptualization:
H = ((1+τ j −τ2j ) ·Î+)(K),(1.9)
where j = −m/2+ 1 and m≥ 2 is the dimension parameter.
Another issue of the variational calculus investigated in the paper is the effect of change of
coordinates with respect to the exponential map from self-adjoint elements (tangent space of the
conformal class of metrics) to positive invertible elements: h→ k = eh. We keep parallel computation
and try our best to make comparisons and record all the subtleties occurred. For example, in the
proof of Theorem 4.9, we provide detail computation to show that the k-version. of Eq. (1.9) indeed
implies (1.9) itself.
Last but not least, we apply the transformations in §2 to the hypergeometric family introduced
in part I [Liu18a] of the sequel, which turns the differential and divided difference relations given
in [Liu18a] into a full set of recurrence relations. As a consequence, we are able to reduce all
the functional relations derived from the variational calculus to an equation of some initial values
of the hypergeometric family. In particular, verification of the k-version of (1.9) becomes purely
combinatorial, no integral computation is required.
To recapitulate, what we are exploring, is the general structure of all heat coefficients and the
associated variational problems. In Connes-Moscovici’s framework of modular geometry, the former
concerns how to derive local invariants from the metric coordinates and the later one reveals how
local invariants affect geometry. The next non-trivial coefficients, the V4-term of ∆ϕ has been studied
in [CF16]. One observes that the complexity of the computation increases dramatically when more
higher order derivatives of the metric coordinates are involved. The detailed study of the second heat
coefficient here serves as a warm-up for similar computations on the V4-term that will come out soon
in future papers.
The paper is organized as follows. In §2, we present the variational calculus in a abstract functional
analytic setting as in [Les17]. In §3, we focus on the global side of the modular geometry, namely
the variation of the trace of heat operator and the corresponding zeta function. The main result is
the explicit relation between functional density of second heat coefficient and the modular scalar
curvature (i.e. the gradients of the OPS or the EH functional). Then we turn to the local side in §4.
Based on the local expression of the functional density, we derive closed formulas for the geometry
5In fact, we have K(x) = T (x) + T (−x), where T (x) is the spectral function in (1.5).
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actions (OPS and EH). Of course, the closed formulas falls into the abstract form studied in §2 so
that the variational results can be applied. Therefore functional relations on the gradients can be
transferred to the functional density. The last section §5 consists of two parts: the recurrence relations
among the hypergeometric family and explicit verification of the functional relations.
Acknowledgment. The author would like to thank Alain Connes, Henri Moscovici and Matthias Lesch
for their comments and inspiring conversations, furthermore is greatly indebted for their consistent
support and encouragement on this project. The author would also like to thank Farzad Fathizadeh
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2. VARIATIONAL CALCULUS WITH RESPECT TO A NONCOMMUTATIVE VARIABLE
In this section, we shall use noncommutative m-tori (m ≥ 2) as examples to illustrate the new
features of variational calculus with respect to noncommutative variables.
2.1. Notations for Tm
θ
. Let us quickly review the basic notations for differential calculus on noncom-
mutative m-tori Tm
θ
from deformation point of view (along a m-torus action). The noncommutative
manifold Tm
θ
is represented by its smooth coordinate algebra C∞(Tm
θ
) = (C∞(Tm),×θ ) whose un-
derlying topological vector space is kept as smooth functions on a m-torus while the multiplication
is deformed along the obvious Tm-action (Tm acts on itself via translations) parametrizing by m
by m skew-symmetric matrices θ . To be more precise, for any f , g ∈ C∞(Tm
θ
), one first performs
the isotypical decomposition with respect to the torus action: f =
∑
r∈Zm fr and g =
∑
l∈Zm gl . The
deformed product is given by a twisted convolution:
f ×θ g :=
∑
r,l∈Zm
exp(2pii 〈θ r, l〉) fr gl .(2.1)
If we view Tm ∼= Rm/2piiZm as the standard lattice in the Euclidean space, the differential calculus
associated to the flat metric can be move onto C∞(Tm
θ
) verbatim. First of all, we denote the induced
Lebesgue measure via
ϕ0 : C
∞(Tmθ )→ C : f 7→
ˆ
Tm
f dµ,
which is a tracial functional. The Hilbert space of L2-functions can be recovered by the standard GNS
construction with respect to ϕ0. In the rest of the paper, we fix a underlying Hilbert spaceH :=Hϕ0 ,
which is the completion of C∞(Tm
θ
) with respect to the inner product
〈a, b〉 := 〈a, b〉ϕ0 = ϕ0(b∗a), ∀a, b ∈ C∞(T2θ ).
Denote by∇ the metric connection and we use the induced coordinate system fromRm: (x1, . . . , xm),
set
∇l :=∇∂xl , l = 1, . . . , m.(2.2)
They generate the algebra of differential operators, in particular, the flat Laplacian used in §is given
by:
∆= −(∇21 + · · ·+∇2m).(2.3)
One should think Rm as the Lie algebra of the acting torus and differentials in (2.2) form a basis of
the induced infinitesimal actions. We will also feel free to use the notations in the literature [CM14,
6IHES: Nov-Dec, 2017. Leibniz University: Jan-Mar 2019
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§1.3] and [Rie90, §6]: ϕ0 is known as the canonical trace and δl = −i∇l , l = 1, . . . , m, are the basic
derivations.
2.2. Smooth functional calculus onA ⊗¯n+1. We shall follow the functional analytic setups in [Les17]
to explore the variational calculus. Let A be a nuclear Fréchet algebra so that the maximal and
projective tensor product agree, denoted byA ⊗¯n, ∀n ∈ N. There is no harm to takeA = C∞(Tm
θ
)
to be a smooth noncommutative m-torus throughout the paper. When computing iterated derivatives
with respect to noncommutative variables, one encounters functional calculus on the n-fold tensor
A ⊗¯n, n= 1,2, . . . , in order to carry out rearrangement processes. One of the key ingredients is the
contraction map described below on elementary tensors:
· :A ⊗¯n+1 ×A ⊗¯n→A
(a0, . . . , an) · (ρ1, . . . ,ρn) 7→ a0ρ1a1 · · ·ρnan.(2.4)
For l = 0,1, . . . , n, one first shuffles factors al to the l-th slot of (ρ1, . . . ,ρn) and then apply the
multiplication map onA ⊗¯2n+1 to land inA . The rearrangement process goes from the RHS of eq.
(2.4) to the LHS. In other words, factor out all the al ’s using functional calculus. For any a ∈ A ,
it gives rise to n + 1 distinct multiplication operators when acting on the elementary tensors in
n-fold tensor, namely multiplication at the l-th slot, 0≤ l ≤ n: a(l) := (1, . . . , a, . . . , 1) ∈A ⊗¯n+1. Let
h= h∗ ∈A be a self-adjoint element7, whose exponential k = eh will be referred as a Weyl factor in
the rest of the paper. The corresponding modular operator and modular derivation are denoted by
bold letters8 y and x respectively:
y= Adk = k
−1(·)k, x= logy= −adh = [·, h].(2.5)
Similarly, they have n partial version when acting onA ⊗¯n. We use the subscript yl and xl to indicate
that the modular operator/derivation only acts on the l-th factor of a product ρ1 · · ·ρn. To be more
precise,
xl = −h(l−1) + h(l), yl = e−h(l−1)e−h(l) = (k(l−1))−1k(l).(2.6)
The essence of rearrangement is to replace the multiplications k(l) and h(l) with 1≤ l ≤ n by the
partial modular operator/derivation according to the substitution identities:
k(l) = (k(0))−1y1 · · ·yl ,
h(l) = h(0) + x1 + · · ·+ xl .
(2.7)
We now define smooth (multivariable) functional calculus with respect to the modular opera-
tor/derivation (and their partial versions). Let U ⊂ R be a bounded open set that contains the
spectrum of x. For any n-variable function f which is smooth on Un ⊂ Rn, we can pick any extension
of f which belong to the Schwartz space S (Rn) so that the Fourier transform fˆ exists, furthermore:
f (x1, . . . , xn) =
ˆ
Rn
fˆ (ξ1, . . . ,ξn)e
−i(x1ξ1+···+xnξn)dξ1 · · ·ξn,
then the functional calculus f (x1, . . . ,xn) is given by:
f (x1, . . . ,xn) =
ˆ
Rn
fˆ (ξ1, . . . ,ξn)e
−i(x1ξ1+···+xnξn)dξ1 · · · dξn.(2.8)
For the modular operators yl = ex l , functional calculus follows from substitution:
f (y1, . . . ,yn) := fexp(x1, . . . ,xn) := f (e
x1 , . . . , exn).
7 Self-adjoint elements are the counterpart of real-valued functions according to Connes’s dictionary.
8 The regular font letters y and x are reserved for arguments of the spectral functions, such as T (y), K˜(x), with domains
y ∈ (0,∞) and x ∈ R, which contain the spectrum of y and x respectively.
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Definition 2.1. For any n ∈ N, we will denote by C(Rn) (resp. C(Rn+)) the collection of all the
n-variable spectral functions f (x1, . . . , xn) such that the functional calculus
f (x1, . . . ,xn) (resp. f (y1, . . . ,yn))
is well-defined.
2.3. Divided Differences. The main goal of the paper is to study the transformation rules for those
spectral functions under taking derivatives. Pointed out by Lesch [Les17], divided difference plays a
crucial role.
For a one-variable function f (z), the divided difference can be defined inductively as below:
f [x0] := f (x0);
f [x0, x1, . . . , xn] := ( f [x0, . . . , xn−1]− f [x1, . . . , xn])/(x0 − xn)
For example,
f [x0, x2] = ( f (x0)− f (x1))/(x0 − x1).
Use induction, one shows in general:
f [x0, x1, . . . , xn] =
n∑
l=0
f (x l)
n∏
s=0,s 6=l
(x l − xs)−1.(2.9)
In particular, one sees that f [x0, x1, . . . , xn] is symmetric in all the arguments. This fact will be freely
used in the later discussion.
For multivariable functions, we shall use a subscript to indicate on which variable the divided
difference acts, for example:
f (z1, z2, z3)[x1, . . . , xs]z2
indicates the divided difference is applied to the function f (z1,•, z3) for fixed z1 and z3. Through out
the paper, we fix the variable z as the default choice for the divided difference operator: [•, . . . ,•] :=
[•, . . . ,•]z . The following basic properties are crucial:
(1) Leibniz rule:
( f g)[x0, . . . , xn] = f (x0)g[x0, . . . , xn] + f [x0, . . . , xn]g(xn)(2.10)
(2) Composition rule:
( f [y0, . . . , yq, z])[x0, . . . , xp]z = f [y0, . . . , yq, x1, . . . , xp](2.11)
(3) The confluent case: suppose there are α+ 1 copies of x in the divided difference arguments,
then:
f [y, x , . . . , x] =
1
α!
∂ αx f [y, x].
2.4. Integration by parts w.r.t. the modular derivation. We now fix k = eh ∈ A the Wey factor
and its logarithm with the modular operator (derivaiton) y := yk and x := xh and their partial siblings{yl ,xl}nl=0 when acting on A ⊗n, cf. Eqs. (2.5) and (2.6). Let us further assume that there exists
a tracial functional ϕ0 :A → C on the algebra A that plays the role of integration (volume form
functional). Trace property of ϕ0 leads to the integration by parts formula with respect to the modular
derivation:
ϕ0(x(a) · b) = ϕ0(a · [(−x)(b)]), ∀a, b ∈A .(2.12)
Let j ∈ R be a real parameter, consider the rescaled (via the Weyl factor k = eh) volume functional:
ϕ j(a) := ϕ0(k
ja) = ϕ0(e
jha), ∀a ∈A .(2.13)
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First of all, when one applies ϕ j onto local expressions like f (x1, . . . ,xn)(ρ1 · · ·ρn), there is a
contraction type operator
ι : C(Rn)→ C(Rn−1), η : C(Rn+)→ C(Rn−1+ ), n= 1,2, . . . ,
which reduced the number of variables by one.
Lemma 2.1. Let f ∈ C(Rn) be a spectral function with n-arguments and ϕ j is the rescaled weight in
(2.13) with j ∈ R.
ϕ j ( f (x1, . . . ,xn)(ρ1 · · ·ρn)) = ϕ j (ι( f )(x1, . . .xn−1)(ρ1 · · ·ρn−1) ·ρn)(2.14)
where the operator ι : C(Rn) → C(Rn−1), n = 1,2, . . . , reduces the number of variable by one by
restricting spectral functions onto a hyperplane:
ι( f )(x1, . . . , xn−1) = f (x1, . . . , xn−1,−x1 − · · · − xn−1), n> 1,
ι( f )(x) = f (0), n= 1.
(2.15)
Lemma 2.2. Let f ∈ C(Rn+) be a spectral function with n-arguments and ϕ j is the rescaled weight in
(2.13) with j ∈ R.
ϕ j ( f (y1, . . . ,yn)(ρ1 · · ·ρn)) = ϕ j (η(y1, . . . ,yn−1)(ρ1 · · ·ρn−1) ·ρn)(2.16)
where the operator η : C(Rn+) → C(Rn−1+ ), n = 1,2, . . . , reduces the number of variable by one: for
n> 1,
η( f )(y1, . . . , yn−1) = f (y1, . . . , yn−1, (y1 · · · yn)−1), when n> 1,
η( f )(y) = f (1), when n= 1.
(2.17)
Notice that ϕ j is only a weight. We are about to state a “lifted” version of the KMS-condition:
ϕ j(a · b) = ϕ j(y j(b) · a).(2.18)
with respect to toA ⊗n. The precise meaning is given in Lemma 2.3 and 2.4.
Lemma 2.3. Let f (x1, . . . , xn) be a function with n-arguments and ϕ j is the rescaled weight in (2.13)
with j ∈ R.
ϕ j ( f (x1, . . . ,xn)(ρ1 · · ·ρn) ·ρn+1) = ϕ j
 
τ j( f )(x1, . . . ,xn)(ρ2 · · ·ρn+1) ·ρ1

(2.19)
where
τ j( f )(x1, . . . , xn) =
 
e− j x1 f (x1, . . . , xn)
 M (n)cyc ,(2.20)
where the notation f (~x)|M := f (M · ~x)means applying the linear transformation M onto the arguments.
In our case, the n× n matrix is given by:
M (n)cyc =

−1 · · · −1 −1
1 0
. . .
...
1 0
 ,(2.21)
which denotes the transformation:
x1 7→ −x1 − · · · − xn,
x2 7→ x1, x3 7→ x2, . . . , xn 7→ xn−1.
Remark.
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1) Let us fix the number of the arguments n and denote M := M (n)cyc , one checks that for 1≤ l ≤ n:
τlj( f )(x1, . . . , xn) = (e
− j x1 |M) · · · (e− j x1 |M l)( f (~x)|M l)
= (e− j x1 |M +M2 + · · ·+M l)( f (~x)|M l),
where ~x = (x1, . . . , xn) and
e− j x1 |(M +M2 + · · ·+M l) = e j(x1+···+xn−l+1).
2) Powers of τ j: τ
l
j , l = 0, 1, . . . , n, yield all the cyclic permutations of ρ1, . . . ,ρn+1.
Proof. Let ~x = (x1, . . . ,xn) and ~ξ = (ξ1, . . . ,ξn). Since ϕ0 is a trace, or use Eq. (2.12) instead, we can
compute the special case:
ϕ0
 
ei〈ξ,x〉(ρ1 · · ·ρn) ·ρn+1

= ϕ0
 
eiξ1x(ρ1) · · · eiξnx(ρn) ·ρn+1

= ϕ0
 
ρ1 · e−iξ1x

eiξ2x(ρ2) · · · eiξnx(ρn) ·ρn+1

= ϕ0
 
ei(ξ2−ξ1)x(ρ2) · · · ei(ξn−ξ1)x(ρn)e−iξ1x(ρn+1)
 ·ρ1
= ϕ0
 
ei(ξ2−ξ1)x1+···i(ξn−ξ1)xn−1−iξ1xn(ρ2 · · ·ρn+1) ·ρ1

= ϕ0

ei〈~ξ,M x˜〉(ρ2 · · ·ρn+1) ·ρ1

,
where the matrix M := M (n)cyc is defined in Eq. (2.21). In general,
ϕ0 ( f (~x)(ρ1 · · ·ρn) ·ρn+1) =
ˆ
Rn
fˆ (~ξ)ϕ0

ei〈~ξ,~x〉(ρ1 · · ·ρn) ·ρn+1

d ~ξ
=
ˆ
Rn
fˆ (~ξ)ϕ0

ei〈~ξ,M x˜〉(ρ2 · · ·ρn+1) ·ρ1

d ~ξ
= ϕ0
ˆ
Rn
fˆ (~ξ)ei〈~ξ,M x˜〉d ~ξ

(ρ2 · · ·ρn+1) ·ρ1

= ϕ0 ( f (M · ~x)(ρ2 · · ·ρn+1) ·ρ1)
So far, we have proved (2.20) for the tracial weight ϕ0, that is for τ0. For general j ∈ R,
ϕ j ( f (x)(ρ1 · · ·ρn) ·ρn+1) = ϕ0
 
e jh f (x)(ρ1 · · ·ρn) ·ρn+1

= ϕ0
 
f (x)(ρ1 · · ·ρn) · (ρn+1e jh)

= ϕ0
 
f (M · ~x)(ρ2 · · · (ρn+1e jh)) ·ρ1

= ϕ0
 
e jhe j(x1+···+xn) f (M · ~x)(ρ2 · · ·ρn+1) ·ρ1

,
where is spectral function e j(x1+···+xn) f (M · ~x) agrees with the right hand side of (2.20). 
After the substitution y = ex , we obtain the parallel version in terms of the Weyl factor k and the
modular operator y:
Lemma 2.4. Let f ∈ C(Rn+) and ϕ j be the rescaled volume weight with j ∈ R. For all ρ1, . . . ,ρn+1 ∈A ,
ϕ j ( f (y1, . . . ,yn)(ρ1 · · ·ρn) ·ρn+1) = ϕ j
 
σ j( f )(y1, . . . ,yn)(ρ2 · · ·ρn+1) ·ρ1

(2.22)
where
σ j( f )(y1, . . . , yn) = (y1 · · · yn)−1 f ((y1 · · · yn)−1, y1, . . . , yn−1).(2.23)
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2.5. Differentiating the modular action f (x). In this paper, we assume that all the derivations
δ :A →A are given as infinitesimals of some one-parameter group of automorphisms αt :A →A ,
with t ∈ R, namely:
δ(a) =
d
d t

t=0
αt(a), a ∈A .(2.24)
On noncommutative m-tori A = C∞(Tm
θ
), the covariant differentials ∇l , l = 1, . . . , m in Eq. (2.2)
and the variation operator δa appeared later in eq. (3.5) are all examples.
Let us briefly recall how does divided difference arise in the differential calculus. Start with the
exponential expansion:
ea+b = ea +
∞∑
n=1
ˆ
0≤sn≤···≤s1≤1
e(1−s1)a · b · e(s1−s2)a · b · · · · b · esnads.
Following the contraction notation in Eq. (2.4), we can rewrite the integrand of summands above as:
exp
 
(1− s1)a(0) + (s1 − s2)a(1) + · · · sna(n)
 · (b · · · b),
where a(l) is the operator of multination at the l-th slot. We now replace the integration over the
standard n-simplex by divided differences using Genocchi–Hermite formula which reads:ˆ
0≤sn≤···≤s1≤1
e(1−s1)a · b · e(s1−s2)a · b · · · · b · esnads = ez[a(0), · · · , a(n)]z .
By applying the expansion of the exponential function to the general smooth functional calculus
defined in Eq. (2.8), we can derive the noncommutative Taylor expansion for a general spectral
function f ∈ C(R) and self-adjoint elements a, b ∈A (cf. [Les17, Prop. 3.7]):
f (a+ b)öb→0
∞∑
n=0
f [a(0), . . . , a(n)] · (b · · · b).
By apply the result onto exponential and power functions, we get:
Lemma 2.5. Let j ∈ R and h = h∗ ∈A be a log-Weyl factor and δ be a derivation as in eq. (2.24). The
first derivative of the exponential is given by:
δ(e jh) = e jhG(1)exp(x; j)(δ(h)).(2.25)
In terms of the Weyl factor k = eh:
δ(k j) = k j−1G(1)pow(y; j)(δ(k)).(2.26)
The spectral functions are given in terms of the divided differences of the exponential and power functions:
G(1)exp(x; j) = e
jz[0, x]z , G
(1)
pow(y; j) = z
j[1, y]z .(2.27)
Remark. With y = ex , we observe that
G(1)pow(y; j) = G
(1)
exp(x; j)(G
(1)
exp(x; 1))
−1 = e jz[0, x]z(exp[0, x])−1.(2.28)
Proof. We refer the proof of (2.25) to [Les17, Example 3.9]. As a consequence, we can solve for δ(h)
(with j = 1):
δ(h) = k−1(exp[0,x])−1(δ(k)).(2.29)
For j ∈ R,
δ(k j) = δ(e jh) = e jh(e jz[0,x]z(δ(h))) = k
je jz[0,x]z
 
k−1(exp[0,x])−1(δ(k))

= k j−1
 
e jz[0,x]z exp[0,x])
−1 (δ(k)) = k j−1(z j[0,y]z(δ(k)))

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What we need here is the following upgrade version for the expansion of the modular operator
x := xh = −adh.
Proposition 2.6 ([Les17], Prop. 3.11). Let h= h∗ ∈A be a log-Weyl factor and x= −adh = [·, h] be
the corresponding modular derivation. Let f (x) ∈ C(R), given a self-adjoint perturbation: h→ h+ b
with b = b∗, we have the Taylor expansion for the modular action f (xh+b) upto the first order:
f (xh+b)(ρ) = f (x)(ρ)− ( f [x1 + x2,x2])(b ·ρ)(2.30)
+ ( f [x1 + x2,x1])(ρ · b) + o(b),
as b→ 0 and ∀ρ ∈A .
Proof. See [Les17, §3.5]. 
Let δ be the infinitesimal derivation of a one-parameter group of automorphisms αt :A →A
(see Eq. (2.24)), and f (x) ∈ C(R). Due to the Leibniz property, δ( f (x)) can be interpreted either as
the derivative h→ αt(h) at t = 0, or as the commutator [δ, f (x)]. By setting b = αt(h)− h in (2.30)
and apply d/d t|t=0 on both sides, we obtain the following first differential:
Corollary 2.7. For f (x) ∈ C(R) and ρ ∈A , we have
δ( f (x))(ρ) = [δ, f (x)](ρ) = δ ( f (x)(ρ))− f (x)(δ(ρ))
= ( f [x1 + x2,x1])(ρ ·δ(h))− ( f [x1 + x2,x2])(δ(h) ·ρ).(2.31)
If we define operators Î± : C(R)→ C(R2) as below:
Î+( f )(x1, x2) = f [x1, x1 + x2], Î−( f )(x1, x2) = f [x2, x1 + x2],
and recall the notation δ(h)(0) and δ(h)(1) in §2.2, then Eq. (2.31) can be rewritten as
δ( f (x)) = [δ, f (x)](ρ) = Î+( f )(x1,x2)δ(h)(1) −Î−( f )(x1,x2)δ(h)(0).
For the Variation with respect to ϕ j with j ∈ R, we consider [δ, e jh f (x)], which has an extra
component coming from δ(e jh) = e jhe jz[0,x]z(δ(h)).
Corollary 2.8. For j ∈ R, f (x) ∈ C(R), and ρ ∈A , we have
δ
 
e jh f (x)

= [δ, e jh f (x)](2.32)
= (Î+0, j( f )−Î−( f ))(x1,x2)(δh)(0) +Î+( f )(x1,x2)(δh)(1),
where the operator Î+0, j : C(R)→ C(R2):
Î+0, j( f )(x1, x2) = e jz[0, x1] f (x2).(2.33)
2.6. Differentiating the modular action f (y). Now let us rephrase the results in the previous section
in terms of the Weyl factor k and the modular operator y. We introduce the multiplicative version of
the operators
¦
Î+0, j ,Î+,Î−
©
given in the previous section:
+0, j ,+,− : C(R+)→ C(R2+),
which, again, increase the number of arguments by one via divided differences.
Lemma 2.9. Let f ∈ C(R+) and δ be a derivation, for any ρ ∈A ,
δ(k j f (y)) = [δ, k j f (y)]
=

+0, j( f )−−( f )

(y1,y2)(k
−1)(0)(δk)(0) ++( f )(y1,y2)(k−1)(0)(δk)(1),(2.34)
where
+0, j( f )(y1, y2) = f (y2)(z j[0, y1]z),
+( f )(y1, y2) = f [y1, y1 y2], −( f )(y1, y2) = y2( f [y2, y1 y2]).
(2.35)
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Remark. As the multiplicative version of (2.31), there exists an overall left-multiplication (k−1)(0) in
eq. (2.34) that makes (k−1)(0)(δk)(0) and (k−1)(0)(δk)(1) look like logarithmic derivatives.
Proof. For f ∈ C(R+), fexp = f ◦ exp ∈ C(R). For any ρ ∈A , we apply (2.32):
[δ, k j f (y)](ρ) = [δ, e jh fexp(x)](ρ)
= e jh

Î+0, j( fexp)−Î−( fexp)

(x1,x2)(δ(h)ρ) + e
jhÎ+( fexp)(x1,x2)(ρδ(h)).
It remains to replace all δ(h) by δ(k) via Eq. (2.29). Let us do it one by one:
Î+0, j( fexp)(x1,x2)(δ(h)ρ) = k−1e jz[0,x1]z(exp[0,x])−1 fexp(x2)(δ(k)ρ)
= k−1z j[1,y1]z f (y2)(δ(k)ρ)
= k−1+0, j( f )(y1,y2)(ρδ(k)),
where we have used Eq. (2.28). For the second term,
Î−( fexp)(x1,x2)(δ(h)ρ) = k−1 fexp[x2,x1 + x2](exp[0,x1])−1(δ(k)ρ)
= k−1y2( f [y2,y1y2])(δ(k)ρ)
= k−1−( f )(y1,y2)(ρδ(k)).
At last,
Î+( fexp)(x1,x2)(ρδ(h)) = k−1 fexp[x1,x1 + x2]e−x1(exp[0,x2])−1(ρδ(k))
= k−1 f [y1,y1y2](ρ(δ(k))
= k−1+( f )(y1,y2)(ρδ(k)).

2.7. Reduction relations. We now compare two sets of operators, defined in Lemma 2.3 , Corollary
2.7 and 2.8, respectively in Lemma 2.4 and 2.9:¦
τ j ,Î+0, j ,Î+,Î−
©
vs.
¦
σ j ,+0, j ,+,−
©
linked via the change of coordinate y = ex . For f ∈ C(Rn+), we denote by fexp = f ◦ exp, that is
fexp(x1, . . . , xn) := f (e
x1 , . . . , exn) = f (y1, . . . , yn),
where yl = ex l , l = 1, . . . , n.
Proposition 2.10. Keep notations as above. For f ∈ C(R+), y = ex , yl = ex l with l = 1, 2, we have
+0, j( f )(y1, y2) = Î+0, j( fexp)(x1, x2)(exp[0, x1])−1
−( f )(y1, y2) = Î−( fexp)(x1, x2)(exp[0, x1])−1
+( f )(y1, y2) = Î+( fexp)(x1, x2)(ex1 exp[0, x2])−1.
(2.36)
For f ∈ C(R+) and f˜ ∈ C(R2+),
σ j( f )(y) = τ j( fexp)(x), σ j( f˜ )(y1, y2) = τ j( f˜exp)(x1, x2).(2.37)
Proof. The first set of comparison Eq. (2.36) is a byproduct of the proof of Lemma 2.9. The verification
of (2.37) is trivial. 
We now have arrived at the first key result of the paper. The relations described below, which
suggest that one only needs

τ j ,Î+
	
(resp.

σ j ,+
	
) to generate the modular part of the whole
differential calculus.
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Proposition 2.11. As operators on C(R), we have:
(Î+0, j −Î−)( f )(x1, x2) = (τ j ·Î+ ·τ j)( f )(x1, x2).(2.38)
A parallel formula holds in the multiplicative setting, namely for f ∈ C(R+):
(+0, j −−)( f )(y1, y2) = (σ j−1 ·+ ·σ j)( f )(y1, y2).(2.39)
Proof. We check (2.39) as an example and leave (2.38) to the reader. Recall that on C(R+) and
C(R2+), the cyclic operator σ j is given by:
σ j( f )(y) = y
j f (y−1), σ j( f )(y1, y2) = (y1 y2) j f ((y1 y2)−1, y1).
Pick any f ∈ C(R+),
(σ j ·+ ·σ j)( f )(y1, y2)
= (y1 y2)
j(Î+ ·σ j)( f )((y1 y2)−1, y1) = (y1 y2) jσ j( f )[(y1 y2)−1, y−12 ]
= (y1 y2)
j
σ j( f )((y1 y2)−1)−σ j( f )(y−12 )
(y1 y2)−1 − y−12
=
σ2j ( f )(y1 y2)− y j1σ2j ( f )(y2)
(y1 y2)−1 − y−12
= (y1 y2)
f (y1 y2)− y j1 f (y2)
1− y1 ,
here we have used the fact that σ j is of order two when acting on one-variable functions C(R+).
Observe that σ j = (y1 y2)σ j−1, thus:
(σ j−1 ·+ ·σ j)( f )(y1, y2) = f (y1 y2)− y
j
1 f (y2)
1− y1 ,
On the other hand,
(+0, j −−)( f )(y1, y2) =
y j1 − 1
y1 − 1 f (y2)−
f (y1 y2)− f (y2)
y1 − 1
=
y j1 f (y2)− f (y1 y2)
y1 − 1 ,
which agrees with (σ j−1 ·+ ·σ j)( f ) above. Therefore, the proof of (2.39) is complete.

In fact, (2.39) and (2.38) are equivalent due to the correspondence in Prop. 2.10. For instance,
let us assume (2.38) and would like to derive (2.39). Denote yl = ex l for l = 1,2. We compute
(+ ·σ j)( f ) in terms of x1, x2 fowllowing Prop. 2.10:
(+ ·σ j)( f )(y1, y2) = (Î+ ·τ j)( fexp)(x1, x2)(ex1 exp[0, x2])−1
Now apply σ j on both sides:
(σ j ·+ ·σ j)( f )(y1, y2) = (τ j ·Î+ ·τ j)( fexp)(x1, x2)τ0
 
(ex1 exp[0, x2])
−1 ,
here we have used the fact that τ j( f f ′) = τ0( f )τ j( f ′) = τ0( f ′)τ j( f ). The two factors on the right
hand side are given by:
(τ j ·Î+ ·τ j)( fexp)(x1, x2) = (Î+0, j −Î−)( fexp)(x1, x2) = exp[0, x1](+0, j −−)( f )(y1, y2)
τ0
 
(ex1 exp[0, x2])
−1=  ex1+x2 exp[0, x1]−1
Finaly, we have reached (2.39) by multiplying the two terms together:
(τ j ·Î+ ·τ j)( fexp)(x1, x2) = ex1+x2(+0, j −−)( f )(y1, y2) = (y1 y2)(+0, j −−)( f )(y1, y2).
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Corollary 2.12. Let x= [·, h] and y= e−h(·)eh be the modular derivaiton and modular operator of a
self-adjoint h ∈A , and f ∈ C(R), f˜ ∈ C(R+) and j ∈ R. For a derivation δ :A →A , we have
δ(e jh f (x)) = (τ j ·Î+ ·τ j)( f )(x1,x2)(δh)(0) +Î+( f )(x1,x2)(δh)(1)(2.40)
δ(k j f˜ (y)) = k j−1(σ j−1 ·+ ·σ j)( f˜ )(y1,y2)(δk)(0) + k j−1+( f˜ )(y1,y2)(δk)(1)(2.41)
More precisely, for any ρ ∈A ,
δ(e jh f (x))(ρ)(2.42)
= e jhÎ+( f )(x1,x2)(ρ ·δ(h)) + e jh(τ j ·Î+ ·τ j)( f )(x1,x2)(δ(h) ·ρ),
δ(k j f˜ (y))(ρ)(2.43)
= k j−1+( f˜ )(y1,y2)(ρ ·δ(k)) + k j−1(σ j−1 ·+ ·σ j)( f˜ )(y1,y2)(δ(k) ·ρ).
As an example, we apply the result onto Eq. (2.25) and Eq. (2.26) to compute the second derivative
of e jh = k j , j ∈ R, in terms of h and k respectively, by making use of the following invariant property:
τ j

G(1)exp(x; j)

= G(1)exp(x; j), (τ j ·Î+)

G(1)exp(x; j)

= Î+

G(1)exp(x; j)

(2.44)
and
σ j−1

G(1)pow(y; j)

= G(1)pow(y; j), (σ j−2 ·+)

G(1)pow(y; j)

= +

G(1)pow(y; j)

,(2.45)
where G(1)exp and G
(1)
pow are given in Eq. (2.27).
Lemma 2.13. Let δ1, δ2 be two derivations onA of the type in Eq. (2.24), for j ∈ R, we have
δ1(δ2(e
jh)) = e jhG(2)exp(x; j)(δ1(δ2h)) + G
(1,1)
exp (x1,x2; j) (δ1(h)δ2(h) +δ2(h)δ1(h)) .(2.46)
In terms of k = eh,
δ1(δ2(k
j)) = k j−1G(2)pow(y; j)(δ1δ2(k)) + k j−2G(1,1)pow (y1,y2; j)(δ1(k)δ2(k) +δ2(k)δ1(k)).(2.47)
For the spectral functions:
G(2)exp(x; j) = G
(1)
exp(x; j) = e
jz[0, x]z , G
(2)
pow(y; j) = G
(1)
pow(y; j) = z
j[1, y]z ,(2.48)
while
G(1,1)exp (x1, x2; j) = Î+

G(2)exp(x; j)

= (e jz[0, x]z)[x1, x1 + x2]x = e
jz[0, x1, x1 + x2]z ,(2.49)
G(1,1)pow (y1, y2; j) = +

G(1)pow(y; j)

=
 
z j[1, y]z

[y1, y1 y2]y = z
j[1, y1, y1 y2].(2.50)
Remark. Eq. (2.46) has been proved in [Les17, Example 3.9]. Our argument focus on exploring
the hierarchy behind the noncommutative Taylor coefficients Gµexp and G
µ
pow, µ ∈ {(2), (1,1)} of the
functions e jz and z j .
Proof. According to Eq. (2.43),
δ1(δ2(k
j)) = δ1

k j−1G(1)pow(y; j)(δ2(k))

= k j−1
 
σ j−2 ·+ ·σ j−1

G(1)pow, j

(y1,y2)(δ1(k)δ2(k)) + k
j−1+

G(1)pow, j

(y1,y2)(δ2(k)δ1(k))
+ k j−1G(1)pow(y; j)((δ1δ2)(k)).
To reach (2.47), it suffices to show +(G(1)pow, j) = (σ j−2 ·+ ·σ j−1)(G(1)pow, j), which follows from (2.45)
immediately. Similarly, (2.46) follows from (2.44).
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Due to the multiplicative property of e jz and z j , one checks that:
e j x0(e jz[x1, . . . , xn]z) = e
jz[x1 + x0, . . . , xn + x0]z
y j−n+10 (z j[y1, . . . , yn]z) = z j[y0 y1, . . . , y0 yn]z .
In particular,
τ j(e
jz[0, x]) = e j x(e jz[0,−x]) = e jz[0, x]
τ j(e
jz[0, x1, x1 + x2]) = e
j(x1+x2)(e jz[0,−x1 − x2,−x2]) = e jz[x1 + x2, 0, x1].
For the function z j ,
σ j−1(z j[1, y]) = y j−1z j[1, y−1] = z j[y, 1],
σ j−2(z j[1, y1, y1 y2]) = (y1 y2) j−2z j[1, (y1 y2)−1, y−12 ] = z j[y1 y2, 1, y1].
Since divided differences are symmetric in their arguments, we have verified (2.44) and (2.45). 
We not state the change of coordinate k 7→ log k formula for the modular curvature.
Lemma 2.14. Let k = eh with h = h∗ ∈ A be a Weyl factor and y and x denote the corresponding
modular operator and derivation respectively. For a derivation δ : A → A , consider the following
element R ∈A with j ∈ R:
R= k j−1K(y)(δ2(k)) + k j−2H(y1,y2)(δ(k)δ(k)),
then R can be rewritten in terms of h as below:
R= e jh
 
K˜(x)(δ2h) + H˜(x1,x2)(δ(h)δ(h))

,
with
K˜(x) = K(ex)G(1)exp(x) = K(e
x)exp[0, x],
H˜(x1, x2) = 2K(e
x1+x2)G(1,1)exp (x1, x2) +H(e
x1 , ex2)ex1 G(1)exp(x1)G
(1)
exp(x2)
= 2K(ex1+x2)exp[0, x1, x1 + x2] +H(e
x1 , ex2)exp[0, x1]exp[x1, x1 + x2].
(2.51)
Proof. Apply Eq. (2.46) (with j = 1) to δ2k = δ2eh:
K(y)(δ2k) = kK(y)
 
exp[0,x](δ2h) + exp[0,x1,x1 + x2](δ(h)δ(h))

= kK(ex)exp[0,x](δ2h) + kK(ex1+x2)exp[0,x1,x1 + x2](δ(h)δ(h)).
In the first line above, the modular operator y acts on the whole product δ(h)δ(h), thus it becomes
y1y2 = ex1+x2 in the second line. For the first differential δk = δ(eh), we use Eq. (2.25):
H(y1,y2)(δ(k)δ(k)) = H(y1,y2) ((k exp[0,x](δh)) · (k exp[0,x](δh)))
= k2H(ex1 , ex2)ex1 exp[0,x1]exp[0,x2](δ(h)δ(h)),
Notice that we used the ex1 in the second line to bring the second k in the first line across the δ(h).
Since the exponential function is multiplicative, we have ex1 exp[0, x2] = exp[x1, x1 + x2]. The proof
is complete. 
2.8. Variational with respect to the log-Weyl factor. Let h = h∗ ∈ A be log-Weyl factor with its
modular derivation x= [·, h], and δ :A →A be a derivation as in eq. (2.24). For a real parameter
j ∈ R, consider functional h of the form:
F(h) = ϕ0(e
jh f (x)(δh) ·δh).(2.52)
For any self-adjoint a ∈A , we introduce another derivation from the variation along a:
h→ h+ "a, and δa := dd"

"=0
.(2.53)
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The goal is to compute the functional gradient gradk F ∈A with respect to the inner produce given
by ϕ0, that is
δaF(h) = ϕ0(δa(h)gradh F), ∀a = a∗ ∈A .(2.54)
Theorem 2.15. Keep the notations as above. For the functional F(h) given in eq. (2.52), the gradient
defined in (2.54) has the following explicit formula:
gradh F = e
jh
 
K f (x)(δ
2h) +H f (x1,x2)(δ(h)δ(h))

,
where the one-variable spectral function is the average of f with respect to the cyclic operator (of order
two) τ j:
K f = −(1+τ j)( f ).(2.55)
The two-variable function H f is determined by K f in terms of the following Connes-Moscovici type
functional relation:
H f = ((1+τ j −τ2j ) ·Î+)(K f )(2.56)
Remark. Recall the definitions of τ j and Î+ in the previous section, we have explicit expressions:
K f (x) = f (x) + e
j x f (−x)
and for H f :
Î+(K f )(x1, x2) = K f [x1, x1 + x2], (τ2j ·Î+(K f ))(x1, x2) = e j x1 K f [x2,−x1],
(τ j ·Î+)(K f )(x1, x2) = e− j(x1+x2)K f [−x1 − x2,−x2].
Proof. According to the Leibniz property and the fact that τa and δ commute: the first step of the
variation involves three terms:
δaF(h) = ϕ0
 
δa(e
jh f (x))(δh) · (δh)
+ϕ0
 
e jh f (x)(δ(δa(h)) · (δh)

+ϕ0
 
e jh f (x)(δh) · (δ(δa(h))

.
The first term has been computed in Lemma 2.16 which gives rise to a contribution Grad( f ,δh,δh)
as in eq. (2.58):
Grad( f ,δh,δh) = −e jh(τ2j ·Î+)(K f )(x1,x2)(δ(h)δ(h)).
The last two terms are of the same form and can be handled together:
ϕ0
 
e jh f (x)(δ(δa(h)) · (δh)

+ϕ0
 
e jh f (x)(δh) · (δ(δa(h))

= ϕ0
 
e jh(1+τ j)( f )(x)(δh) · (δ(δah))

= ϕ0
 
(δah)δ
 
e jhK f (x)(δh)

,
where the last = sign follows from integration by parts with respect to δ in which the − sign has been
absorbed in the definition of K f (see Eq. (2.55)). So far, we have obtain:
gradh F = Grad( f ,δh,δh) +δ
 
e jhK f (x)(δh)

.
It remains to compute:
δ
 
e jhK f (x)(δh)

= e jhK f (x)(δ
2h) +δ(e jhK f (x))(δh)
= e jhK f (x)(δ
2h) + e jh(τ j ·Î+ ·τ j +Î+)(K f )(x1,x2)(δ(h)δ(h))
= e jhK f (x)(δ
2h) + e jh((τ j + 1) ·Î+)(K f )(x1,x2)(δ(h)δ(h)).
To see the second = sign, we expand δ(e jhK f (x)) via Corollary 2.12 with ρ = δh. To reach the third =
sign, we need the fact that K f is τ j-invariant because τ j is of order two when acting on one-variable
functions.

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Lemma 2.16. Keep notations. For any ρ1,ρ2 ∈A ,
ϕ0(δa(e
jh f (x))(ρ1) ·ρ2) = ϕ0(δa(h)GradI(h,ρ1,ρ2))(2.57)
where
Grad(h,ρ1,ρ2) = e
jh(τ2j ·Î+ · (1+τ j))( f )(x1,x2)(ρ1 ·ρ2).(2.58)
Proof. We first expand δa(e jh f (x))(ρ1) using Corollary 2.12 and then apply the τ j operation (see,
Lemma (2.3)) to move δa(h) to the very left as indicated in (2.57):
ϕ0(δa(e
jh f (x)(ρ1) ·ρ2)
= ϕ0
 
e jh(τ j ·Î+ ·τ j)( f )(x1,x2)(δa(h)ρ1) ·ρ2

+ϕ0
 
e jh(Î+)( f )(x1,x2)(ρ1δa(h)) ·ρ2

= ϕ0

e jh(τ2j ·Î+ ·τ j)( f )(x1,x2)(ρ1ρ2) ·δa(h)

+ϕ0

e jh(τ2j ·Î+)( f )(x1,x2)(ρ1ρ2) ·δa(h)

= ϕ0

δa(h)
¦
e jh(τ2j ·Î+ · (1+τ j))( f )(x1,x2)(ρ1ρ2)
©
.
By definition, Grad(h,ρ1,ρ2) is given by the expression enclsoed by the curly brackets. 
2.9. Variational with respect to the Weyl factor. We will perform the parallel computation to the
previous section with respect to the Weyl factor k = eh itself. Again, let j ∈ R and δ :A →A be a
derivation as in eq. (2.24). Same functional as in Eq. (2.52) can be written as:
F(k) = ϕ0(k
j f˜ (y)(δk) ·δk)(2.59)
Moreover the variation is identical: for any self-adjoint a ∈A , we still perturb the log-Weyl factor:
k 7→ exp(log k+ "a), δa := dd"

"=0
The functional gradient gradk F is defined in a slightly different way:
δaF(k) = ϕ0
 
δa(k)gradk F

, ∀a = a∗ ∈A .(2.60)
Theorem 2.17. For j ∈ R and a Weyl factor k, consider the functional F given in Eq. (2.59). The
functional gradient defined in Eq. (2.60) is of the form:
gradk F = k
j K˜ f˜ (y)(δ
2k) + k j−1H˜ f˜ (y1,y2)(δ(k)δ(k)),
the one-variable spectral function is the average of f˜ via the cyclic operator σ j:
K˜ f˜ (y) = −(1+σ j)( f˜ )(y),(2.61)
and the two-variable function H˜ f˜ is determined by K˜ f˜ via a multiplicative version of Connes-Moscovici
type functional relation:
H˜ f˜ (y1, y2) = (1+σ j−1 −σ2j−1) ·+(K˜ f˜ )(y1, y2).(2.62)
Remark. More explicitly:
−K˜ f˜ (y) = f˜ (y) + y j f˜ (y−1).
For summands on the right hand side of eq. (2.62), we have:
+(K˜ f˜ )(y1, y2) = K˜ f˜ [y1, y1 y2],
(σ j−1 ·+)(K˜ f˜ )(y1, y2) = (y1 y2) j−1K˜ f˜ [(y1 y2)−1, y−12 ]
(σ2j−1 ·+)(K˜ f˜ )(y1, y2) = (y1) j−1K˜ f˜ [y2, y−11 ].
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Proof. According to the Leibniz property, the whole variation consists of two parts:
δaF(k) = ϕ0
 
δa(k
j f˜ (y))(δ(k)) ·δ(k)
+ϕ0
 
k j f˜ (y)(δ(δa(k))) ·δ(k)

+ϕ0
 
k j f˜ (y)δ(k) · (δ(δa(k)))

.
The first lines is handled by Lemma 2.18, which gives a contribution k j−1Gradexp( f˜ ,δ(k),δ(k)) to
the gradk F . For the two terms in the second line, we use the cyclic operator σ j to move σa(k) to the
very left and then add up the spectral functions:
ϕ0
 
k j f˜ (y)(δ(δa(k))) ·δ(k)

+ϕ0
 
k j f˜ (y)δ(k) · (δ(δa(k)))

= ϕ0
 
k j(1+σ j)( f˜ )(y)δ(k) · (δ(δa(k)))

= ϕ0

δa(k)δ

k j K˜ f˜ (y)δ(k)

.
The last = sign follows from integration by parts with respect to δ that leads to the − sign in Eq.
(2.61). So far, we have obtain:
gradk F = k
j−1Gradexp( f˜ ,δ(k),δ(k)) +δ

k j K˜ f˜ (y)δ(k)

,
The first term is given by Lemma 2.18:
Gradexp( f˜ ,δ(k),δ(k)) = (σ
2
j−1 ·+)(1+σ j)( f˜ )(y1,y2)(δ(k)δ(k))
= −(σ2j−1 ·+)(K˜ f˜ )(y1,y2)(δ(k)δ(k)).
The second term is given by Eq. (2.41) in Corollary 2.12:
δ

k j K˜ f˜ (y)(δ(k))

= k j−1(σ j−1 ·+ ·σ j ++)(K˜ f˜ )(y1,y2)(δ(k)δ(k)) + k j K˜ f˜ (y)(δ2(k))
= k j−1((1+σ j−1) ·+)(K˜ f˜ )(y1,y2)(δ(k)δ(k)) + k j K˜ f˜ (y)(δ2(k)).
All terms in Eq. (2.62) have been revealed. We have completed the proof. 
Lemma 2.18. Keep notations. For any ρ1,ρ2 ∈A , let us define Gradexp( f˜ ,ρ1,ρ2) ∈A by requiring
the following holds for any self-adjoint a ∈A :
ϕ0
 
δa
 
k j f˜ (y)

(ρ1) ·ρ2

= ϕ0
 
δa(k)k
j−1Gradexp( f˜ ,ρ1,ρ2)

,(2.63)
then
Gradexp( f˜ ,ρ1,ρ2) = (σ
2
j−1 ·+ · (1+σ j))( f˜ )(y1,y2)(ρ1ρ2).
Proof. We expand the commutator [δa, f˜ (y)] according to Corollary 2.12 and then use σ j to move
δa(k) to the vary right in the local expression (cf. Lemma 2.4):
ϕ0
 
δa
 
k j f˜ (y)

(ρ1) ·ρ2

= ϕ0
 
k j−1(σ j−1 ·+ ·σ j)( f˜ )(y1,y2)(δa(k)ρ1) ·ρ2

+ϕ0
 
k j−1(+)( f˜ )(y1,y2)(ρ1δa(k)) ·ρ2

= ϕ0

k j−1(σ2j−1 ·+ · (1+σ j))( f˜ )(y1,y2)(ρ2 ·ρ2)δa(k)

= ϕ0

δa(k)
¦
k j−1(σ2j−1 ·+ · (1+σ j))( f˜ )(y1,y2)(ρ2 ·ρ2)
©
.
By definition, Gradexp( f˜ ,ρ1,ρ2) is equal to the quantity between the curly brackets. 
Let us look back at Eq. (2.59). Using only the cyclic operator σ j (cf. Lemma 2.3), we see that
F(k) = ϕ j( f (y)(δk) · (δk)) = ϕ j
 
σ j( f )(y)(δk) · (δk)

.
Therefore the relation (1 +σ j)( f ) = 0 is a sufficient condition for F(k) be the zero functional.
Additionally, Eq. (2.61) and (2.62) further confirms that the relation is also a necessary condition.
This type of relation was first used to prove the Gauss-Bonnet theorem for T2
θ
in [CT11].
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3. MODULAR SCALAR CURVATURE AS A FUNCTIONAL GRADIENT
3.1. Variational interpretation of the V2-term. Let us formulate the geometry problem on which
the abstract variation studied in the previous section can be applied, starting with the modular
Gaussian curvature on T2
θ
in the sense of Connes-Moscovici [CM14].
The basic notations of differential structure on T2
θ
(or Tm
θ
) has been listed in §2.1. The conformal
change of the flat metric start with rescaling the flat volume functional, i.e., the canonical trace ϕ0,
by a Weyl factor k = eh where h= h∗ ∈ C∞(T2
θ
) is a self-adjoint element in the coordinate algebra:
ϕ(a) = ϕ0(ae
−h) = ϕ0(ak−1).(3.1)
Following Connes’s spectral triple paradigm, we considerHϕ, the Hilbert space of the GNS-representation
of the weight ϕ and leave the Hilbert space of (1, 0)-formsH (1,0) untouched.
The modular spectral triple (C∞(T2
θ
)op,Hϕ⊕H (1,0), Dϕ) involves the modular operator y = k−1(·)k
of ϕ in two parts:
(1) Twist the representation of right multiplication so that it is still a ∗-representation. In fact,
one faces two options: left or right multiplication to process the conformal change of metric.
The left-multiplication representation requires no fix, but it eventually leads to a standard
spectral triple. What was choosen in [CM14] is the twisted right action and the corresponding
twisted spectral triple.
(2) The adjoint of the ∂¯ operator in Dϕ is taken with respect to ϕ: ∂¯
∗→ ∂¯ ∗ϕ .
One uses the isometryH →Hϕ given by right multiplication by k to change the underlying Hilbert
back toH and then take the transpose (cf. [CM14, §1.2]) to turn the right action to a left one. Finally,
the Dolbeault Laplacian associated to the curved metric is of the form ∆ϕ = k1/2∆k1/2, whose small
time heat asymptotic (with m= 2 ) encodes the local invariants:
Tr( f e−t∆ϕ)ö
∞∑
j=0
Vj( f ,∆ϕ)t
( j−m)/2, ∀ f ∈ C∞(Tmθ ).(3.2)
Each Vj(·,∆ϕ) is a linear functional in f . We denote by R∆ϕ ∈ C∞(Tmθ ) is the functional density of
the second heat coefficient:
V2( f ,∆ϕ) = ϕ0( f R∆ϕ), ∀ f ∈ C∞(Tmθ ).(3.3)
Recall that on Riemannian manifolds (M , g), let ∆g be the scalar Laplacian. The funtional sensity
recovers the scalar curvature of g: R∆g = Sg/6. Insead of calling R∆ϕ the scalar curvature via direct
analogy, we would like to provide a variational interpretation for R∆ϕ , namely as the gradient of a
Riemannian funtional, which serves as the starting point to explore connections between curvature
and geometry. In particular, we would like to extend the Connes-Moscovici type functional relation
Eq. (1.7) to a continuous family parametrized by the dimension m ∈ [2,∞).
Definition 3.1. The Riemannian functional F is defined on the conformal class of metrics parametrized
by Weyl factors k = eh, whose tangent space consists of self-adjoint elements h= h∗ ∈ C∞(Tm
θ
):
F(k) := F(h) =
¨
FOPS(h) = ζ′∆ϕ(0) + logϕ0(k), , if m= 2,
FEH(h) = V2(1,∆ϕ), if m> 2.
(3.4)
The zeta function ζ∆ϕ(z) will be discussed in more detail in §3.3.
Definition 3.2. The functional gradients, in terms of k and h respectively:
gradk F and gradh F ∈ C∞(Tmθ )
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are defined by means of Gáteaux differential using the inner product given by ϕ0: for any self-adjoint
a ∈ C∞(T2
θ
), consider the variation along a: h 7→ h+ "a, " ∈ R and set δa := d/d"|"=0, then
δaF(k) = δaF(h) = ϕ0
 
δa(k)gradk F

= ϕ0
 
δa(h)gradh F

.(3.5)
On Riemann surfaces, the OSP-functional (Osgood-Phillips-Sarnak) functional consists of the
log-determinant − logDet′∆ϕ := ζ′∆ϕ(0) with an extra term to make it translation invariant, that
is FOPS(h) = FOPS(h), ∀c ∈ R. The corresponding gradient flow recovers Hamilton’s Ricci flow (cf.
[OPS88]). The analogy justifies lead the definition of modular Gaussian curvature Kϕ := gradh FOPS
on T2
θ
in [CM14].
We would like to show, by studying the variation of the heat trace Tr(e−t∆ϕ) and the zeta function
ζ∆ϕ(s), that the functional density R∆ϕ almost recovers the gradients gradk FEH and gradk FOPS. The
precise statements are given in Corollary 3.2 and Proposition 3.5. Computations carried out in S3.2
and S3.3 are completely parallel to those in [CM14, §2, §4], but every thing is expressed in terms of
the Weyl factor k.
3.2. Variation of the heat trace. From computational perspective, it is easier to compute the heat
asymptotic of the operator:
∆k := k∆= k
1/2(k1/2∆k1/2)k−1/2 = k1/2∆ϕk−1/2,(3.6)
because the symbol σ(∆k) = k |ξ|2 has only one term, the leading part. Their heat traces are related
in a similar way: Tr( f e−t∆ϕ) = Tr((k1/2 f k−1/2e−t∆k) for all f ∈ C∞(T2
θ
). Therefore, Vl( f ,∆ϕ) =
Vl(y−1/2( f ),∆k), l ∈ N. When l = 2, we have ϕ0( f R∆ϕ) = ϕ0(y−1/2( f )R∆k), that is
R∆ϕ = y
1/2(R∆k).(3.7)
Proposition 3.1. Keep the variation notations as above, we have, for l = 0,1, 2, . . . ,
δaVl(1,∆k) =
l −m
2
Vl(δa(k)k
−1,∆k) =
l −m
2
Vl (exp[0,−x] (δa(h)) ,∆k) .(3.8)
Proof. Start with
δa(∆k) = δa(k)∆ = δa(k)k
−1∆k.
According to Duhamel’s formula, for t > 0,
δa Tr
 
e−t∆k

= −t Tr  δa(∆k)e−t∆k= Tr  δa(k)k−1∆ke−t∆k
= t
d
d t
Tr
 
δa(k)k
−1e−t∆k

.
(3.9)
Use the fact that both δa and d/d t pass through the asymptotic expansion, we continue:
∞∑
l=0
δaVl(1,∆k)t
(l−m)/2 =
∞∑
l=0
Vl(δa(k)k
−1,∆k)t
d
d t
t(l−m)/2
=
∞∑
l=0
l −m
2
Vl(δa(k)k
−1,∆k)t(l−m)/2.
The first = sign in Eq. (3.8) follows from comparing the coefficients of t(l−m)/2. To see the second
equal sign, we need Lemma 2.5:
δa(k)k
−1 = eh e
x − 1
x
δa(h)k
−1 = y−1

ex − 1
x

(δa(h)) =
1− e−x
x
(δa(h)).

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For any self-adjoint a ∈ C∞(Tm
θ
),
δaFEH(k) = δaV2(1,∆k) =
2−m
2
V2(δa(k)k
−1,∆k) =
2−m
2
ϕ0
 
δa(k)(k
−1R∆k)

.
Similarly,
δaFEH(h) = δaV2(1,∆k) =
2−m
2
V2(exp[0,−x]δa(h),∆k)
=
2−m
2
ϕ0
 
exp[0,−x](δa(h))R∆k

=
2−m
2
ϕ0
 
δa(h)exp[0,x](R∆k)

.
Therefore, we have obtained the gradient of the EH-action:
Corollary 3.2. When the dimension m≥ 2, we have
gradk FEH =
2−m
2
k−1R∆k , gradh FEH =
2−m
2
exp[0,x](R∆k).(3.10)
Remark. When m = 2, it follows immediately that gradk FEH = gradh FEH = 0. The result is known as
Connes-Moscovici’s variational proof of Gauss-Bonnet theorem on noncommutative two tori T2
θ
.
3.3. Variation of the zeta-function ζ∆ϕ(s). Let us fix the dimension m = 2 in this section §3.3.
Let Pϕ be the orthogonal projection onto ker∆ϕ. For any f ∈ C∞(T2θ ), consider the zeta function
ζ∆ϕ(z) := ζ∆ϕ(1; z), where
ζ∆ϕ( f ; z) = Tr( f∆
−z
ϕ (1− Pϕ)), ℜz > 1.(3.11)
The inverse ∆−1k is defined to be the identity on ker∆k. It admits a meromorphic extension to the
complex plane with at most simple poles by Mellin transform:
ζ∆ϕ( f ; z) =
1
Γ(z)
ˆ ∞
0
tz−1
 
Tr( f e−t∆ϕ(1− Pϕ))

d t.(3.12)
The heat asymptotic (3.2) for small t leads to a meromorphic extension of the zeta function and the
singularities correspond to the coefficients Vl(·,∆ϕ), l ∈ N. In dimension two, the zeta function is
regular at zero with value (cf. [CM14] Eq.(3.11)):
ζ∆ϕ( f ; 0) = V2( f ,∆ϕ)− Tr( f Pϕ) = V2( f ,∆ϕ)−
ϕ0( f k−1)
ϕ0(k−1)
.(3.13)
For example:
ζ∆ϕ(1;0) = V2(1,∆ϕ)− 1.
Lemma 3.3 ([CM14], §4.1). Let s ∈ R, denote ks := ks and ∆ϕs = ks/2∆ks/2, then
d
ds
ζ∆ϕs
(z) = −zζ∆ϕs (log k; z).(3.14)
Applying d/dz|z=0 on both sides above yields:
− d
ds
ζ′∆ϕs (0) = ζ∆ϕs (log k; 0).(3.15)
Proof. Set h= log k. Since d(ks)/ds = hks,
d
ds
∆ϕs =
1
2
hk1/2∆k1/2 +
1
2
k1/2∆k1/2h=
1
2
 
h∆ϕs +∆ϕs h

.
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Note that Tr(h∆ϕs e
−t∆ϕs ) = Tr(∆ϕs he−t∆ϕs ), Similar to the computation in (3.9), we have
d
ds
Tr(e−t∆ϕs ) = Tr

−t

d
ds
∆ϕs

e−t∆ϕs

=
1
2
Tr
 −t  h∆ϕs +∆ϕs h e−t∆ϕs 
= Tr
 −th∆ϕs e−t∆ϕs = t dd t Tr(he−t∆ϕs ).
Now we are ready to prove Eq. (3.14), starting with the meromorphic continuation (3.12),
d
ds
ζ∆ϕs
(z) =
1
Γ(z)
ˆ ∞
0
tz
d
d t
Tr(he−t∆ϕs (1− Pϕs))d t
=
−z
Γ(z)
ˆ ∞
0
tz−1 Tr(he−t∆ϕs (1− Pϕs))d t = −zζ∆ϕs (h; z),
in which we have used integration by parts for d/d t and dropped the vanishing term
Γ(z)−1(tz Tr(he−t∆ϕs )(1− Pϕs)
∞
0
.

Proposition 3.4. Recall the OPS-functional
FOPS(k) = ζ
′
∆ϕ
(0) + logϕ0(k
−1),(3.16)
which is defined on Weyl factors, that is all positive invertible elements: k = eh with h= h∗ ∈ C∞(T2
θ
).
It is determined by the second heat coefficient in the following way:
FOPS(k) =
ˆ 1
0
V2(log k,∆ϕs)ds+ ζ
′
∆(0),(3.17)
where ∆ϕs = k
s/2∆ks/2 with s ∈ R.
Remark. The flat Laplacian ∆ on T2
θ
is isospectral to the Dolbeault Laplacian on the usual flat two
torus. In particular, they have the same log-determinant, which equals
ζ′∆(0) = − log(4pi2 |η(τ)|4),
where τ ∈ C with Im τ > 0 defines the complex structure of the Dobleault Laplacian and η(τ) is the
Dedekind eta function:
η(τ) = e
pii
12τ
∏
n>0
 
1− e2piinτ .
Proof. If we integrate two sides of Eq. (3.15) in s from 0 to 1 and take (3.13) into account:
ζ′∆ϕs (0)− ζ′∆(0) = −
ˆ 1
0
ζ′∆ϕs (log k; 0)ds = −
ˆ 1
0

V2(log k,∆ks)−
ϕ0(k−s log k)
ϕ0(k−s)

ds.
It remains to see that the second term will cancel out when we substitute ζ′∆ϕs (0) into Eq. (3.16).
Indeed, ˆ 1
0
ϕ0(he−sh)
ϕ0(e−sh)
ds = −
ˆ 1
0
d
ds
logϕ0(e
−sh)ds = − logϕ0(e−h),
where h= log k. 
Proposition 3.5. On T2
θ
, the functional gradient gradk FOPS almost agrees with the funtional density
R∆k in the following way:
gradk FOPS = −k−1R∆k , gradh FOPS = −exp[0,x](R∆k).(3.18)
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Remark. By comparing the result with Eq. (3.10), we observe that switching the action from EH to
OPS in dimension two, in other words, from ζ∆ϕ(0) to ζ
′
∆ϕ
(0), gives rise to a renormalization of the
coefficient (2−m)/2.
Proof. We shall repeat the steps in the proof of Lemma 3.3 with respect to the variational derivative
δa along a seldf-adjoint a ∈ C∞(T2θ ). The keys difference is
δa(∆ϕ) = δa(k
1/2)k−1/2∆ϕ +∆ϕδa(k1/2)k−1/2
and
δa(k
1/2)k−1/2 +δa(k1/2)k−1/2 = k−1/2(1+ y−1/2)δa(k1/2)
= k−1/2k1/2−1(1+ y−1/2)(z1/2[1,y])(δa(k))
= k−1y1/2(δa(k)) = y−1/2(δa(k))k−1.
Similar to Eq. (3.14), we have
δaζ∆k(z) = −zζ∆k(y1/2(δa(k))k−1; z).
Apply d/dz|z=0 on both sides and then use (3.13):
δaζ
′
∆k
(0) = −ζ∆k(y1/2(δa(k))k−1; 0) = −V2(y1/2(δa(k))k−1,∆k) +
ϕ0(y1/2(δa(k))k−2)
ϕ0(k−1)
,
where the last term equals −δa logϕ0(k−1). Indeed,
δaϕ0(k
−1) = ϕ0
 
δa(k
−1)

= −ϕ0(k−1δa(k)k−1) = −ϕ0(δa(k)k−2).
Therefore:
δa logϕ0(k
−1) = −ϕ0(δa(k)k
−2)
ϕ0(k−1)
= −ϕ0(y
1/2(δa(k))k−2)
ϕ0(k−1)
.
Finally:
δaFOPS(k) = δaζ
′
∆k
(0) +δa logϕ0(k
−1) = −V2(y1/2(δa(k))k−1,∆k),
that is,
−δaFOPS(k) = ϕ0

y1/2(δa(k))k
−1R∆ϕ

= ϕ0

δa(k)k
−1y−1/2(R∆ϕ)

= ϕ0
 
δa(k)k
−1R∆k

= ϕ0
 
δa(h)exp[0,x](R∆k)

,
where we have used Eq. (3.7) to replace R∆ϕ and applied the change of variable Eq. (2.25) in the
last step. The result Eq. (3.18) follows immediately from its definition. 
4. CLOSED FORMULAS OF THE GEOMETRIC ACTIONS
4.1. Functional density of V2(·,∆k). Computation of functional density R∆k of the second heat
coefficient was initiated by Connes and Tretkoff at the end of 1980’s was recorded only as MPI
preprint. The Gauss-Bonnet forT2
θ
was published much later [CT11] in which only the local expression
ϕ0(R∆k) was obtained. Facilitated by CAS, the full expression was first achieved in [CM14] and
further confirmed via independent calculation in [FK13]. The assistant of CAS was soon set free
in later examples: toric noncommutative manifolds [Liu18b, Liu17] and Heisenberg modules over
C∞(T2
θ
) [LM16]. The version of R∆k we will recall below was obtained in [Liu18a, §4], which works
for arbitrary dimension.
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Proposition 4.1. For the perturbed Laplacian ∆k = k∆, the corresponding functional density of the
second heat coefficient R∆k is given by, upto a constant factor Vol(S
m−2)/2,
R∆k =
m∑
α=1
k−m/2K∆k(y)(∇2αk; m) + k−m/2−1H∆k(y1,y2; m)(∇αk · ∇αk).(4.1)
The one-variable function can be expressed in terms of Gauss hypergeometric functions (Eq. (5.1)):
K∆k(y; m) =
4
m
H3,1(z; m)−H2,1(z; m), z = 1− y(4.2)
Similarly, with Eq. (5.2), we write:
H∆k(y1, y2; m) = (
4
m
+ 2)H2,1,1 (z1, z2; m)− 4(1− z1)H2,2,1 (z1, z2; m)m
− 8H3,1,1 (z1, z2; m)
m
,
(4.3)
where z1 = 1− y1 and z2 = 1− y1 y2.
Remark. Because of Eq. (3.7), R∆ϕ is of the same form as in the right hand side of (4.1) with the
spectral functions:
K∆ϕ(y; m) =
p
yK∆k(y; m),(4.4)
H∆ϕ(y1, y2; m) =
p
y1 y2H∆k(y1, y2; m).(4.5)
We follow Lemma 2.14 to rewrite the functoinal density in terms of the log-Weyl factor h.
Proposition 4.2. In terms of h= log k ∈ C∞(T m
θ
), the functional density R∆k can be rewritten as:
R∆k =
m∑
α=1
e−m/2+1
 
K˜∆k(x)(∇2αh) + H˜∆k(x1,x2)(∇αh · ∇αh)

,(4.6)
with
K˜∆k(x) = exp[0, x]K∆k(e
x)
H˜∆k(x1, x2) = e
x1 exp[0, x1]exp[0, x2]H∆k(e
x1 , ex1)
+ 2K∆k(e
x1+x2)exp[0, x1, x1 + x2].
(4.7)
4.2. The EH (Einstein-Hilbert) action. With the full local expression of R∆k , the closed formulas of
the EH-action
FEH(k) := V2(1,∆ϕ) = V2(1,∆k) = ϕ0(R∆k),
follows quickly using the operators ι : C(Rn)→ C(Rn−1) and η : C(Rn+)→ C(Rn−1+ ) in Lemma 2.1
and 2.2 respectively.
Proposition 4.3. On Tm
θ
, the Einstein-Hilbert action defined above admits the following closed formula.
In terms of the Weyl factor k:
FEH(k) =
m∑
α=1
ϕ0
 
k−m/2−1T∆k(y; m)(∇αk) · (∇αk)

.(4.8)
In terms of h= log k:
FEH(h) =
m∑
α=1
ϕ0
 
e(−m/2+1)h T˜∆k(x; m)(∇αh) · (∇αh)

.(4.9)
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The function T∆k and T˜∆k are determined by the spectral functions in Eq. (4.1) and (4.6) respectively:
T∆k(y; m) = −η(K∆k)z−m/2[1, y] +η(H∆k)(y)(4.10)
= −K∆k(1; m) y
−m/2 − 1
y − 1 +H∆k(y, y
−1; m).
Also,
T˜∆k(x; m) = −ι(K˜∆k)e(−m/2+1)z[0,x]z + ι(H˜∆k)(x)(4.11)
= −K˜∆k(0; m) e
−mx/2 − 1
x
+ H˜∆k(x ,−x; m).
In term of hypergeometric functions:
T∆k(y; m) = (
4
m
+ 2)H3,1(1− y; m)− 4ym H3,2(1− y; m)−
8
m
H4,1(1− y; m)(4.12)
−η(K∆k)z−m/2[1, y].
Proof. Further simplification can be achieved according to Lemma 2.2 when we apply the trace
functional ϕ0 onto Eq. (4.1):
ϕ0

k−m/2−1H∆ϕ(y1,y2)(∇αk∇kk)

= ϕ0
 
k−m/2−1η(H∆k)(y)(∇αk) · (∇αk)

,
ϕ0

k−m/2K∆ϕ(y)(∇2k)

=η(K∆ϕ)ϕ0
 
k−m/2∇2αk

= −η(K∆ϕ)ϕ0
 
k−m/2−1(z−m/2[0,y]z)(∇αk) · (∇αk)

,
here we have used Eq. (2.26): ∇αk−m/2 = k−m/2−1(z−m/2[0,y]z)(∇αk). By adding up the two terms,
we complete the proof of (4.8). We leave the parallel computation of (4.9) to the reader.
To see (4.12), one just needs to apply (5.8) onto individual term of H∆k in (4.3). 
So far, we have proved that the EH-action admits closed formulas of the form in Theorem 2.17
(with j = −m/2− 1) and Theorem 2.15 (with j = −m/2+ 1), which provides a second method to
compute the functional gradient based on variation of local expressions.
Proposition 4.4. Let T∆k and T˜∆k be the spectral functions defined in Prop. 4.3 with the dimension
m≥ 2. The functional gradient at metric k is given by:
gradk FEH =
m∑
α=1
k−m/2−1KEH(y)(∇2αk) + k−m/2−2HEH(y1,y2)(∇αk · ∇αk),(4.13)
with
KEH = −(1+σ−m/2−1)(T∆k),(4.14)
HEH = (1+σ−m/2−2 −σ2−m/2−2) ·+(KEH).(4.15)
In terms of the log-Weyl factor h,
gradh FEH = e
(−m/2+1)h
 m∑
α=1
K˜EH(x)(∇2αh) + H˜EH(x1,x2)(∇αh · ∇αh)

,(4.16)
with
K˜EH = −(1+τ−m/2+1)(T˜∆k),(4.17)
H˜EH = (1+τ−m/2+1 −τ2−m/2+1) ·Î+(K˜EH).(4.18)
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In dimension two, we have the Gauss-Bonnet theorem, which, in the current setting, asserts that
the variation, that is gradk FEH = gradh FEH = 0. Since HEH (resp. H˜EH) is completely determined by
KEH (resp. K˜EH), vanishing of the gradient becomes KEH = K˜EH = 0, that is, T˜∆k(x) is an odd function:
(1+τ0)T˜∆k(x) = T˜∆k(x) + T˜∆k(−x) = 0,
which was first verified in [CT11].
4.3. Osgood-Phillips-Sarnak (OPS) functional. We will reproduce derivation of the closed formula
of the OPS-functional given in [CM14], but in terms of the Weyl factor k. The comparison of the
spectral functions appeared in the calculation reveals many subtleties under the change of coordinate
h→ k = eh. Let us start with the variation of the zeta function carried out in Prop. 3.3.
Proposition 4.5. On noncommutative two tori T2
θ
, the OPS-functional admits a closed form (upto a
constant) as in Eq. (2.59):
FOPS(k) = −
ˆ 1
0
V2(h,∆ks)ds+ ζ
′
∆(0)
=
2∑
α=1
ϕ0
 
k−2TOPS(y)(∇αk) · ∇αk

+ ζ′∆(0),(4.19)
where the spectral function is given by
TOPS(y) = ITζ′ (y) + IITζ′ (y)(4.20)
=η(K) ln[1, y]
ˆ 1
0
σ−1 (zs[1, y]) ds+
1
2
ˆ 1
0
(zs[1, y]z)
2T∆k(y
s; 2) ln yds.
where η(K) = K(1) = 1/6 and K, H and T are defined in (4.21).
Remark. The validation of Eq. (4.20) will be further confirmed in §5.4 by explicit verification of the
functional relation Eq. (5.33),
Proof. We abbreviate:
K(y) := K∆k(y; 2), T (y) := T∆k(y; 2), H(y1, y2) := H∆k(y1, y2; 2).(4.21)
In dimension two, Eq. (4.1) reads:
R∆k =
2∑
α=1
k−1K(y)(∇2αk) + k−2H(y1,y2)(∇αk∇αk),
and Eq. (4.10) becomes:
T (y) =η(K)y−1 +η(H)(y).(4.22)
For s ∈ R, set ks := ks and ∆ks := ks∆. The corresponding modular operators and derivatives become
ys and sx respectively. Lemma 2.2 yields:
V2(h,∆ks) = ϕ0(hR∆ks )
=η(K)ϕ0
 
hk−s∇2αks

+ϕ0
 
hk−2sη(H)(ys)(∇αks∇αks)

,
For the first term:
ϕ0
 
hk−s∇2αks

= −ϕ0
 
(∇αh)k−s∇αks
−ϕ0  h(∇αk−s)∇αks
= −ϕ0
 
(∇αh)k−s∇αks

+ϕ0
 
hk−2sy−s(∇αks) · (∇αks)

,
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where we have used ∇αk−s = −k−s(∇αks)k−s = −y−s(∇αks). To continue, with Eq. (4.22) in mind:
V2(h,∆ks)
= −η(K)ϕ0
 
(∇αh)k−s∇αks

+ϕ0
 
hk−2s

η(K)y−s1 +η(H)(ys)

(∇αks∇αks)

= −η(K)ϕ0
 
(∇αh)k−s∇αks

+ϕ0
 
hk−2sT (ys)(∇αks) · (∇αks)

.
(4.23)
We would like to convert the two terms in the RHS of (4.23) into the desired form in Eq. (4.19). The
calculation of the first term is postponed to Lemma 4.6, which leads to the first part of (4.20):
ITζ′ (y) =η(K) ln[1, y]
ˆ 1
0
σ−1 (zs[1, y]) ds.(4.24)
The −1 in front of η(K) in (4.23) disappears because of the minus sign in the definition of FOPS. There
is a extra factor h in the second term of Eq. (4.23), which can be turned into a modular derivation
provided the Gauss-Bonnet functional equation (1+σ−2)(T ) = 0:
ϕ0
 
k−2sT (ys)(∇αks · h)(∇αks)

= ϕ0
 
k−2sσ−2s(T (ys))(∇αks · h)

= −ϕ0
 
hk−2sT (ys)(∇αks) · (∇αks)

.
It follows that
ϕ0
 
hk−2sT (ys)(∇αks)(∇αks)

=
1
2
ϕ0
 
adh

k−2sT (ys)(∇αks)

(∇αks)

= −1
2
ϕ0
 
k−2s lnyT (ys)(∇αks)(∇αks)

.
Before integrating in s, we further move the parameter to the modular operator.
(∇αks)(∇αks) = (ks−1zs[1,y]z(∇αk))2
= k2(s−1)(y1)s−1zs[1,y1]zzs[1,y2]z(∇αk · ∇αk),
in which the spectral function becomes:
η(y s−11 (zz[1, y1]z)(zz[1, y2]z))(y) = (zz[1, y]z)2
after applying ϕ0, that is
ϕ0
 
hk−2sT (ys)(∇αks)(∇αks)

= −1
2
ϕ0
 
k−2
 
lnyT (ys)(zz[1,y]z)
2

(∇αk)(∇αk)

.
For y > 0, we denote
IITζ′ (y) =
1
2
ˆ 1
0
(zs[1, y]z)
2T (y s) ln yds.(4.25)
Finally, according to Eq. (4.23) and taking the minus sign in the definition of FOPS into account, we
obtain
TOPS(y) = ITζ′ (y) + IITζ′ (y).

Lemma 4.6. Keep notations. For α= 1, 2, we haveˆ 1
0
ϕ0
 
(∇αh)k−s∇αks

ds = ϕ0
 
k−2 L(y)(∇αk)(∇αk)

with
L(y) = ln[1, y]
ˆ 1
0
σ−1(zs[1, y])ds =
−y + y ln y + 1
(y − 1)2 y .
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Proof. We start with Lemma 2.5:
∇αh= k−1(exp[0,x])−1(∇αk) = k−1 ln[1,y](∇αk), ∇αks = ks−1zs[1,y]z .
Hence
ϕ0
 
(∇αh)k−s∇αks

= ϕ0
 
k−1 (ln[1,y](∇αk))
 
k−sks−1(zs[1,y])(∇αk)

= ϕ0

k−2η
 
y−11 ln[1, y1]zs[1, y2]z
 
y=y
(∇αk) · (∇αk)

,
where η is defined in (2.17):
η
 
y−11 ln[1, y1]zs[1, y2]z

= y−1 ln[1, y]zs[1, y−1] = ln[1, y]σ−1(zs[1, y]).
The result follows from integrating the spectral function in s from 0 to 1. 
Finally, we are ready to apply Theorem 2.17 to complete the second computation of the gradient
using the closed formula.
Proposition 4.7. For a Weyl factor k ∈ C∞(T2
θ
), the gradient of the OPS-functional is given by:
gradk FOPS =
2∑
α=1
k−2KOPS(y)(∇2αk) + k−3HOPS(y1,y2)(∇αk · ∇αk),(4.26)
where
KOPS = −(1+σ−2)(TOPS),(4.27)
HOPS = (1+σ−3 −σ2−3) ·+(KOPS).(4.28)
4.4. Functional relations and hypergeometric functions. Recall the precise relation, obtained in
§3, between the second heat coefficient R∆k and gradh F , where the functional F is defined in Eq.
(3.4):
gradk FEH =
2−m
2
k−1R∆k gradh FEH =
2−m
2
exp[0,x](R∆k) .
When m= 2:
gradk FOPS = −k−1R∆k , gradh FOPS = −exp[0,x](R∆k) .
By comparing the spectral functions, we see that
KEH(y; m) =
2−m
2
K∆k(y; m), HEH(y; m) =
2−m
2
H∆k(y1, y2; m),
K˜EH(x; m) =
2−m
2
exp[0, x]K˜∆k(x; m), H˜EH(x; m) =
2−m
2
exp[0, x1 + x2]H˜∆k(x1, x2; m),
In dimension two,
KOPS(y) = −K∆k(y; 2), HOPS(y) = −H∆k(y1, y2; 2),
K˜OPS(x) = exp[0, x]K˜∆k(x; 2), H˜OPS(x) = exp[0, x1 + x2]H˜∆k(x1, x2; 2).
Therefore functional relations from variation stated in Propositions 4.7 and 4.4, impose a priori rela-
tions onto the spectral functions K∆k and H∆k , which are completely determined in the computation
of the heat asymptotic. The verification of those relations based on their explicit expressions, which
will be carried out in the next section, provides strong conceptual confirmation for the validation of
our results.
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Theorem 4.8. For one-variable functions, we have for m≥ 2
m− 2
2
K∆k(y; m) = (1+σ−m/2−1)(T∆k)(y; m).
When m= 2,
K∆k(y; 2) = (1+σ−2)(TOPS)(y; 2),
where TOPS is defined in Prop. 4.5.
Theorem 4.9. For all m≥ 2, the spectral function defined in Eq. (4.2) and (4.3) in terms of hypergeo-
metric geometric functions fulfil the functional relation:
H∆k(y1, y2; m) = (1+σ−m/2−2 −σ2−m/2−2) ·+(K∆k(y; m))(4.29)
For the log-Weyl factor side, recall K˜∆k and H˜∆k defined in Eq. (4.7), denote by
K˜∆k(x; m) = exp[0, x]K˜∆k(x; m), H˜∆k(x1, x2; m) = exp[0, x1 + x2]H˜∆k(x1, x2; m),
we have
H˜∆k(x1, x2; m) = (1+τ−m/2+1 −τ2−m/2+1) ·Î+(K˜∆k(x; m))(4.30)
Remark. In dimension m= 2, (4.30) reads:
H˜∆k(x1, x2) = (1+τ0 −τ20) ·Î+(K˜∆k(x))
= K∆k[x1, x1 + x2] + K∆k[−x1,−x1 − x2]− K∆k[−x1, x2]
=
K∆k(x1 + x2)− K∆k(x1)
x1
+
K∆k(−x1 − x2)− K∆k(−x2)
−x1
− K∆k(x1)− K∆k(−x1)
x1 + x2
.
Provided the fact that K∆k is an even function, the right hand side above recovers exactly the original
Connes-Moscovici version in Eq. (1.7).
Proof. With the assumption9 on the one variable functions
σ−m/2−1(K∆k) = K∆k , resp. K˜∆k = τ−m/2+1(K˜∆k),
we shall demonstrate the equivalence of the two sets of relations Eq. (4.29) and Eq. (4.30) with
respect to the change of variable:
x → y = ex , x1→ y1 = ex1 , x2→ y2 = ex2 .
We show only one direction of the equivalence, that is Eq. (4.29) implies Eq. (4.30) and leave
the other to the reader. Also the explicit verification of Eq. (4.29) will be carried out in later section
(Prop. 5.8). Because of the cyclic property: τ3−m/2+1 = 1 and σ3−m/2−1 = 1, Eq. (4.29) and (4.30) are
equivalent to
(1+σ−m/2−2)(H∆k) = 2
+(K∆k), resp. (1+τ−m/2+1)(H˜∆k) = 2Î
+(K˜∆k).(4.31)
We now assume the first relation in (4.31) and would like to prove the second one. Starting with
Î+(K˜∆k)(x1, x2) = ((exp[0, z])
2K∆k(z))[x1, x1 + x2]z = (Q
I +QII +QIII)(x1, x2),
9The assumption holds due to the relations in Theorem 4.8.
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where QI to QIII are obtained by applying the Leibniz property of divided differences:
QI(x1, x2) = exp[0, x1, x1 + x2]exp[0, x1 + x2]K∆k(e
x1+x2),
QII(x1, x2) = exp[0, x1]exp[0, x1, x1 + x2]K(e
x1),
QIII(x1, x2) = exp[0, x1]exp[0, x1 + x2]K(e
z)[x1, x1 + x2]z ,
(4.32)
here we have used composition rule of divided differences: (exp[0, z])[x1, x1+ x2]z = exp[0, x1, x1+
x2]. Also, we will freely use the following fact due to the multiplicative nature of the exponential
function:
ev(exp[u1, . . . , un]) = exp[u1 + v, . . . , un + v], u1, . . . , un, v ∈ R.
On the other side, with Eq. (4.7), we see that
H˜∆k(x1, x2) = exp[0, x1 + x2]H˜∆k(x1, x2) = fH(x1, x2)H∆k(e
x1 , ex2) + 2QI(x1, x2),
with
fH(x1, x2) = exp[0, x1]exp[x1, x1 + x2]exp[0, x1 + x2].(4.33)
Now we claim that
fH = τ
2
3( fH), Q
II = τ2−m/2+1(QI).(4.34)
If true, we have (1+τ2−m/2+1)(QI) =QII +QI and
τ2−m/2+1( fH ·Hexp∆k ) = τ23( fH) ·τ2−m/2+1(Hexp∆k ) = fH ·τ2−m/2+1(Hexp∆k ),
where Hexp∆k (x1, x2) := H∆k(e
x1 , ex2). Then
(1+τ2−m/2−1)( fH ·Hexp∆k )(x1, x2) = fH(x1, x2) · (1+τ−m/2+1)(Hexp∆k )(x1, x2)
= fH(x1, x2) · (1+σ−m/2−2)(H∆k)(y1, y2) = fH(x1, x2) · 2+(K∆k)(y1, y2)
= 2 fH(x1, x2)(exp[x1, x1 + x2])
−1K∆k(e
z)[x1, x1 + x2] = 2Q
III(x1, x2),
which concludes the proof of the second relation in Eq. (4.31). In the calculation above, we have
used our assumption, namely the first relation in (4.31) and Prop. 2.10 to carefully exchange the
variational operators

σ−m/2−2,+
	
and

τ−m/2+1,Î+
	
.
Let us check the claim (4.34). Recall for j ∈ R, τ2j is obtained by applying the substitution:
x1→ x2, x2→−x1 − x2, x1 + x2→−x1
followed by multiplying e j x1 . Therefore
τ23( fH)(x1, x2) = e
3x1 exp[0, x2]exp[x2,−x1]exp[0,−x1]
= exp[x1, x1 + x2]exp[0, x1 + x2]exp[0, x1] = fH(x1, x2),
and
τ−m/2+1(QI)(x1, x2) = e(−m/2+1)x1 exp[0, x2,−x1]exp[0,−x1]K∆k(e−x1)
= e2x1 exp[0, x2,−x1]exp[0,−x1]e(−m/2−1)x1 K∆k(e−x1)
= exp[x1, x2 + x1, 0]exp[0, x1]

y−m/2−11 K∆k(y
−1
1 )

= exp[x1, x2 + x1, 0]exp[0, x1]K∆k(y1) =Q
II,
notice that we have used the property σ−m/2−1(K∆k) = K∆k to complete the argument. 
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5. VERIFICATION OF THE FUNCTIONAL RELATIONS
One of main results the paper is a conceptual proof (at least no longer relies on CAS) for the
verification of the functional relations. The computation suggests deeper connections between two
technical backbones: pseudo-differential and variational calculus.
On the pseudo-differential side, the result that determines the building blocks of the spectral
functions, is known as the rearrangement lemma, developed by Connes-Tretkoff-Moscovici [CT11,
CM14] and later improved by Lesch [Les17]. In previous work [Liu18a], we landed the building
blocks into hypergeometric functions, which brings in differential and divided difference relations so
that the computation of their explicit expressions is free of symbolic integration. The new observation
is that the differential and divided difference relation can be turned into recurrence relations with the
help of the transformations in the variational calculus, especially the cyclic operator. The functional
relations in Theorem 4.8 and 4.9 can be reduced to the same relations of the initial values.
5.1. Hypergeometric functions appeared in the rearrangement lemma. In the previous work
[Liu18a], we showed that the building blocks lie in a family of multivariable hypergeometric functions
knows as Lauricella functions of type D. In particular, the one and two variable families are Gauss
hypergeometric functions 2F1 and Appell’s F1 functions respectively. With a, b, c ∈ Z+, we denote:
Ha,b(z; m) =
Γ(dm)
Γ(a)Γ(b)
ˆ 1
0
(1− t)a−1 t b−1(1− zt)−dm d t(5.1)
=
Γ(dm)
Γ(a+ b) 2
F1(dm, b; b+ a; z),
where m denote the dimension and dm = a+ b+m/2− 2. In like manner,
Ha,b,c(z1, z2; m)(5.2)
=
Γ(dm)
Γ(a)Γ(b)Γ(c)
ˆ 1
0
ˆ 1−t
0
(1− t − u)a−1 t b−1uc−1(1− z1 t − z2u)−dm dud t
=
Γ(dm)
Γ(a+ b+ c)
F1(dm; b, c, a+ b+ c; z1, z2),
where dm = a+ b+ c+m/2−2. From those Euler type integrals in Eq. (5.1) and (5.2), we can derive
the following differential and divided difference relations (cf. [Liu18a, Theorem 3.3]):
Ha,c(z; m) =
1
(c − 1)!
d c−1
dz
Ha,1(z; m),(5.3)
Ha,b,c(z1, z2; m) =
∂ b−1z1
(b− 1)!
∂ c−1z2
(c − 1)! Ha,1,1(z1, z2; m),(5.4)
Ha,1,1(z1, z2; m) = (zHa+1,1(z; m))[z1, z2]z .(5.5)
Since F1(α;β ,β ′;γ; z1, z2) = F1(α;β ′,β;γ; z2, z1), we have
Ha,b,c(z1, z2; m) = Ha,c,b(z2, z1; m).(5.6)
As a consequence, the symbolic evaluation is reduced to the Gauss hypergeometric functions
Ha,1(z; m), which admits fast evaluation, as symbolic functions in a and m, in CASs (computer algebra
systems) like Mathematica.
In later computations, we shall fix the default arguments (z; m) or (z1, z2; m) of the spectral
functions and abbreviate:
Ha,b := Ha,b(z; m), Ha,b,c := Ha,b,c(z1, z2; m).
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5.2. Further recurrence relations. We now discuss how the operators

η,σ j ,+
	
act on the H-
family. First of all, the parameters a, b, c in the H-family are positive integers in our pseudo-differential
calculus application, but many of the results holds when they take real or complex values, as long as the
hypergeometric functions 2F1(a+ b+m/2−2; b; a+ b; z) and F1(a+ b+c+m/2−2; b; a+ b+c; z1, z2)
make sense.
The precise functions appeared in the rearrangement lemma are Ha,b(1− y; m) and Ha,b,c(1−
y1, 1− y1 y2; m), therefore we fix the notations in the rest of the discussion:
z = 1− y, z1 = 1− y1, z2 = 1− y1 y2.(5.7)
In particular, for f ∈ C(R+), we have
+( f )(y1, y2) = f [y1, y1 y2] = f [1− z1, 1− z2] = − f [z1, z2].
Therefore, Eq. (5.5) becomes:
Ha,1,1 = −+(zHa+1,1).
The contraction map η in Eq. (2.17) is obtained by setting y2 → y−11 , that is y1 y2 → 1 or z2 → 0
with respect to the change of variable Eq. (5.7). The corresponding relation in the H-family is the
following:
Ha,b,c(z, 0; m) = Ha+c,b(z; m).(5.8)
For the cyclic permutation σ0, the transformations behind are y → y−1 and y1→ y2 and y2→ y1 y2
respectively, in terms of z, z1 and z2:
z→ (1− z)−1, z1→ z2z2 − 1, z2→
z2 − z1
z2 − 1 .
Proposition 5.1. The cyclic operator σ0 indeed permutes the indices {a, b, c} in the H-family:
σ0(Ha,b(·; m))(z) := Ha,b

1
1− z ; m

= (1− z)a+b+m/2−2Hb,a(z; m).(5.9)
For two variable functions,
σ0(Ha,b,c(·, ·; m))(z1, z2) := Ha,b,c

z2
z2 − 1,
z2 − z1
z2 − 1 ; m

= (1− z2)a+b+c+m/2−2Hb,c,a(z; m).(5.10)
For example, we have:
Ha,1 = (1− z)m/2−1σ0(H1,a), Ha,1,1 = (1− z2)m/2σ0(H1,a,1),
where H1,a and H1,a,1 are derivatives of H1,1 and H1,1,1. In fact, we can further tern the differential
relations into recurrence ones by looking at commutators between σ0 and (partial) derivatives.
Corollary 5.2. Let m be the dimension parameter and we abbreviate:
Ha,b = Ha,b(z) := Ha,b(z; m), Ha,b,c = Ha,b,c(z1, z2) := Ha,b,c(z1, z2; m).
Then, when a, b, c and a+ b+m/2− 2 are all non-zero, we have:
bHb+1,a = (a+ b+m/2− 2)Ha,b − a(1− z)Hb,a+1
bHb+1,c,a = (a+ b+ c +m/2− 2)Hb,c,a − c(1− z1)Hb,c+1,a − a(1− z2)Hb,c,a+1(5.11)
Proof. They are obtained by computing d/dz(σ0(Ha,b)) and ∂z2(σ0(Ha,b,c)) in two ways respectively.
We will proof the two-variable case and left the rest to the reader. Denote
Jσ0(z1, z2) := (J1(z1, z2), J2(z1, z2)) :=

z2
z2 − 1,
z2 − z1
z2 − 1

.
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Then
∂z2(σ0(Ha,b,c)(z1, z2)) = ∂z2
 
Ha,b,c
 
Jσ0(z1, z2)

= (∂1Ha,b,c)
 
Jσ0(z1, z2)

(∂z2 J1) + (∂2Ha,b,c)
 
Jσ0(z1, z2)

(∂z2 J2)
= − 1
(z2 − 1) 2 bσ0(Ha,b+1,c)(z1, z2) +
z1 − 1
(z2 − 1) 2 cσ0(Ha,b,c+1)(z1, z2)
= − (1− z2)a+b+c+m/2−3
 
bHb+1,c,a + c(1− z1)Hb,c+1,a

,(5.12)
where we have used the differential relations from Eq (5.4): ∂1Ha,b,c = bHa,b+1,c and ∂2Ha,b,c =
cHa,b,c+1 and Eq. (5.10) to remove the σ0 in the third line.
On the other hand, we can first apply Eq. (5.10) and then carry out the differentiation:
∂z2(σ0(Ha,b,c)(z1, z2)) = ∂z2
 
(1− z2)a+b+c+m/2−2Hb,c,a(z1, z2)

= (1− z2)a+b+c+m/2−3
 
(a+ b+ c +m/2− 2)Hb,c,a + (1− z2)aHb,c,a+1

.(5.13)
We complete the proof by equating Eq. (5.12) and (5.13). 
On the other hand, the differential equations attached to 2F1 and F1 leads to the following
recurrence relations of the H-family. The hypergeometric ODE is transformed into
B2Ha,b+2 + B1Ha,b+1 + B0Ha,b = 0(5.14)
with
B2 = b(b+ 1)(1− z)z, B1 = b(−z(a+ 2b+m/2− 2) + a+ b), B0 = −b(a+ b+m/2− 2).
The PDE system of Appell’s F1 reads:
C2,0Ha,b+2,c + C1,1Ha,b+1,c+1 + C1,0Ha,b+1,c + C0,1Ha,b,c+1 + C0,0Ha,b,c = 0(5.15)
C0,2Ha,b,c+2 + C˜1,1Ha,b+1,c+1 + C˜1,0Ha,b+1,c + C˜0,1Ha,b,c+1 + C˜0,0Ha,b,c = 0(5.16)
where the coefficients are given as below:
C2,0 = b(b+ 1)(1− z1)z1, C1,1 = bc(1− z1)z2, C0,1 = −bcz2,
C1,0 = b (−z1 (a+ 2b+ c +m/2− 1) + a+ b+ c) , C0,0 = −b (a+ b+ c +m/2− 2) ,
and
C0,2 = c(c + 1)(1− z2)z2, C˜1,1 = bc(1− z2)z1, C˜0,1 = −bcz1,
C0,1 = c (−z1 (a+ b+ 2c +m/2− 1) + a+ b+ c) , C0,0 = −c (a+ b+ c +m/2− 2) .
Some remarks:
(1) Eq. (5.15) and (5.16) are equivalent provided the fact that Ha,b,c(z1, z2; m) = Ha,c,b(z2, z1; m).
(2) By applying σ0 onto Eq. (5.14) and (5.15), one obtains another set of relations among
Ha,b, Ha+1,b, Ha+2,b
	
and

Ha,b,c , Ha+1,b,c , Ha+2,b,c
	
which provide new routes for the reduc-
tion of Ha,1 (resp. Ha,1,1) to H1,1 (resp. H1,1,1).
The recurrence relations allow us to express Ha,b (resp. Ha,b,c) as linear combinations of H1,1 and
H1,2 (resp. H1,1,1, H1,2,1, H1,1,2 and H1,2,2) with rational function coefficients. For the two variable
functions, one can further remove H1,2,2 using the fact that Ha,1,1 = (zHa+1,1)[z1, z2] is a divided
difference. In fact,
Ha,2,1 = ∂z1
 
(zHa+1,1)[z1, z2]

= (zHa+1,1)[z1, z1, z2],
Ha,1,2 = ∂z2
 
(zHa+1,1)[z1, z2]

= (zHa+1,1)[z1, z2, z2].
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Thus
Ha,2,2 = ∂z1∂z2
 
(zHa+1,1)[z1, z2]

= (zHa+1,1)[z1, z1, z2, z2]
=
(zHa+1,1)[z1, z1, z2]− (zHa+1,1)[z1, z2, z2]
z1 − z2 =
Ha,2,1 −Ha,1,2
z1 − z2 .(5.17)
As for the dependence on the dimension m (assume m≥ 2), we recall from [Liu17] that:
Ha,b(z; m+ 2) = aHa+1,b + bHa,b+1,
Ha,b,c(z1, z2; m+ 2) = aHa+1,b,c + bHa,b+1,c + cHa,b,c+1,
where Ha,b := Ha,b(z; m) and Ha,b,c := Ha,b,c(z1, z2; m).
5.3. Initial values and relations. At last, the initial values are given by
H1,1(z; m) =
Γ(m/2)
Γ(2)
ˆ 1
0
(1− zt)−m/2d t
=
− log(1− u)[0, z]u, m= 2
Γ(m/2− 1)(1− u)−m/2+1[0, z]u, m 6= 2(5.18)
Notice that, for m 6= 2, one can use 2F1 to make sense of H0,1(z; m) = (1 − z)1−m2 Γ
 m
2 − 1

even
though the integral representation in Eq. (5.1) diverges and then H1,1 = H0,1[0, z]. Therefore, if we
define
H0,1(z; m) =
− log(1− z), m= 2
Γ(m/2− 1)(1− z)−m/2+1, m 6= 2(5.19)
H0,2(z; m) :=
d
dz
H0,1(z; m) = Γ(m/2)(1− z)−m2 .(5.20)
then
H1,1 = H0,1[0, z],(5.21)
and for H1,2 := H1,2(z; m):
H1,2 =
d
dz
H1,1 =
d
dz
H0,1[0, z] = H0,1[0, z, z] =
H0,1[z, z]−H0,1[0, z]
z − 0
= z−1

d
dz
H0,1 −H1,1

= z−1
 
H0,2 −H1,1

.(5.22)
We shall need the following initial relation later: for m 6= 2
mH1,1 + 2zH1,2 − 2H0,2[0, z] = (m− 2)H1,1 + 2H0,2 − 2H0,2[0, z] = 0,(5.23)
the right hand side vanishes because, for m 6= 2, we have (1− z)H0,2 = (−m/2+ 1)H0,1, applying the
divided difference [0, z] on both sides leads to
−H0,2 +H0,2[0, z] = 2−m2 H0,1[0, z] =
2−m
2
H1,1.
5.4. Verification of Theorem 4.8.
Lemma 5.3. Let us abbreviate Ha,b := Ha,b(z; m). All the required recurrence relations for the one-
variable family are listed as below.
H2,1 =
1
2
mH1,1 + (z − 1)H1,2, H3,1 = 14
 
(m+ 2)H2,1 + 2(z − 1)H2,2

,
H4,1 =
1
6
 
(m+ 4)H3,1 + 2(z − 1)H3,2

.
(5.24)
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H1,3 = −H1,2((m+ 4)z − 4) +mH1,14(z − 1)z , H1,4 = −
H1,3((m+ 8)z − 6) + (m+ 2)H1,2
6(z − 1)z
H2,3 = −H2,2((m+ 6)z − 6) + (m+ 2)H2,14(z − 1)z
(5.25)
H2,2 = (m/2+ 1)H1,2 + 2(z − 1)H1,3, H3,2 = (m/4+ 1)H2,2 + (z − 1)H2,3.(5.26)
Proof. The first set (5.24) is a special case of Lemma Corollary 5.2. The second set (5.25) comes from
the differential equation (5.14). At last, we obtain (5.26) by differentiating the relations of H2,1 and
H3,1 in (5.24). 
At y = 1, that is z = 1− y = 0, we have:
Ha,b(0; m) =
Γ(a+ b+m/2− 1)
Γ(a+ b+ 1)
,
then
K∆k(1; m) = −H2,1(0; m) + 4m H3,1(0; m) = Γ(m/2)(4−m)/12
moreover, with Eq. (5.20), we rewrite:
−η(K∆k)u−m/2[1, y]u = 4−m12 Γ(m/2)(1− u)
−m/2[0, z]u =
4−m
12
H0,2[0, z].
Let K∆k := K∆k(y; m) = K∆k(1− z; m), similar meaning for T∆k , and Ha,b := Ha,b(z; m) as before. We
recall
K∆k = −H2,1 + 4m H3,1, T∆k =
4−m
12
H0,2[0, z]− 4(1− z)H3,2m +
2(m+ 2)H3,1
m
− 8H4,1
m
.(5.27)
Proposition 5.4. Consider the spectral functions K∆k and T∆k given in Eq. (5.27), then for m> 2, the
relation
m− 2
2
K∆k = (1+σ−m/2−1)(T∆k)(5.28)
derived in Theorem 4.8 can be reduced to the following one among the initial values of the hypergeometric
family, cf. Eq. (5.23):
mH1,1 + 2zH1,2 − 2H0,2[0, z] = 0.
For m= 2, Eq. (5.28) becomes (1+σ−2)(T∆k) = 0, which is reduced to Eq. (5.22):
H0,2 −H1,1 − zH1,2 = 0.
Proof. According to Prop. 5.1, σ−m/2−1(T∆k) is given by:
σ−m/2−1(T∆k) =
4−m
12
H0,2[0, z] +
2(1− z)  (m+ 2)H1,3 + 4(z − 1)H1,4 − 2H2,3
m
,(5.29)
here we have also used the fact that σ−m/2−1(H0,2[0, z]) = H0,2[0, z]. By repeating the substitutions
given in Lemma 5.3, one can replace all the Ha,b with a, b > 0 Eqs. (5.27) and (5.29) by H1,1 and
H1,2, the result reads as follows:
(1+σ−m/2−1)(T∆k)− (m− 2)K∆k/2= m− 412
 
mH1,1 + 2zH1,2 − 2H0,2[0, z]

= 0,
where the vanishing of right hand side was checked in (5.23) (with the assumption m 6= 2). When
m = 2, Eq. (5.28) reduces to (1+σ−2)(T∆k) = 0. Indeed, again using the reductions relations in
Lemma 5.3, we obtain
(1+σ−2)(T∆k) =
1
3
 
H0,2 −H1,1 − zH1,2

= 0,
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where the vanishing is due to Eq. (5.22). 
In dimension m = 2, the corresponding functional of (5.28) is derived by the variation of the
OPS-functional and the function T∆k is replaced by TOPS, which we recall from (4.20):
TOPS(y) = ITζ′ (y) + IITζ′ (y)
=η(K) ln[1, y]
ˆ 1
0
σ−1 (zs[1, y]) ds+
1
2
ˆ 1
0
(zs[1, y]z)
2T∆k(y
s; 2) ln yds.
Lemma 5.5. For the given function TOPS as above, we have
(1+σ−2)(TOPS)(y) =η(K)y−1 + (y − 1)−2
ˆ y
1
(u− 1)2T (u)u−1du,(5.30)
where T (u) = T∆k(u; 2).
Proof. One checks that:
σ−1(ln[1, y]) = ln[1, y], σs(zs[1, y]z) = zs[1, y]z .(5.31)
Also, since σ−2(T ) = −T , we see that
σ2s(T (y
s)) = −T (y s), σ0(ln(y)) = − ln(y).(5.32)
Therefore, IIT is invariant under σ−2:
σ−2
 
(zs[1, y])2T (y s) ln y

= (σs(z
s[1, y]))2σ−2s(T (y s))σ0(ln y)
= (zs[1, y])2T (y s) ln y.
Thus
(1+σ−2)(IIT )(y) = 2IIT (y) =
ˆ 1
0
(zs[1, y]))2T (y s) ln yds
= (y − 1)−2
ˆ y
1
(u− 1)2T (u)u−1du.
Meanwhile, to compute σ−2(IT ), note that σ2−1 = 1:
σ−2 (ln[1, y]σ−1(zs[1, y])) =σ−1(ln[1, y])σ2−1(zs[1, y]) = ln[1, y]zs[1, y].
It follows that
(1+σ−2)(IT )(y) =η(K) ln[1, y]
ˆ 1
0
(1+σ−1) (zs[1, y])ds =η(K)y−1.

Proposition 5.6. Keep notations as above. The functional relations
K∆k = (1+σ−2)(TOPS)(5.33)
is can be reduced to the initial relation defined in Eq. (5.22):
zH2,1 = H0,2 −H1,1, H0,2 = (1− z)−1.(5.34)
Proof. Set K := K∆k(·; 2) and T := T∆k(·; 2), we have simplified the right hand side of Eq. (5.33):
(1+σ−2)(TOPS)(y) =η(K)y−1 + (y − 1)−2
ˆ y
1
(u− 1)2T (u)u−1du.
In particular, we see that (1+σ−2)(TOPS)(1) =η(K) = K(1), thus it suffices to check their derivatives
are equal. We group Eq. (5.33) in the following way:
(y − 1)2(K −η(K)y−1) =
ˆ y
1
(u− 1)2T (u)u−1du
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and then apply d/d y to both sides:
(2+ (y − 1)d/d y)  K(y)−η(K)y−1= y−1(y − 1)T (z).
−(1− z)z−1 (2+ zd/dz)  K(1− z)−η(K)(1− z)−1= T (z),(5.35)
where z = 1− y . With the help of d/dz(Ha,b) = bHa,b+1, we write the difference of two sides
T (z) + (1− z)z−1 (2+ zd/dz)  K(1− z)−η(K)(1− z)−1
=
−6(z − 1)H2,1 − 3(z − 1)zH2,2 + 12zH4,1 − 12H3,1 + 1
3z
=
(z − 1)H1,1 + (z − 1)zH1,2 + 1
3z
,
where the last line is obtained by applying the relations in Lemma 5.3. Moreover, the vanishing of
the last line is equivalent to the conditions in (5.34). 
5.5. Verification of Theorem 4.9.
Lemma 5.7. Keep the abbreviation: Ha,b,c := Ha,b,c(z1, z2; m). The recurrence relations will be needed
in later computation are listed as below:
H3,1,1 =
1
4
 
(m+ 4)H2,1,1 + 2 (z2 − 1)H2,1,2 + 2 (z1 − 1)H2,2,1

,
H2,1,2 =
1
2
(m+ 4)H1,1,2 + 2 (z2 − 1)H1,1,3 + (z1 − 1)H1,2,2,
H2,1,1 =
1
2
(m+ 2)H1,1,1 + (z2 − 1)H1,1,2 + (z1 − 1)H1,2,1,
(5.36)
and
H1,1,3 = −H1,1,2 ((m+ 6)z2 − 6) + (m+ 2)H1,1,1 + 2z1
 
(z2 − 1)H1,2,2 +H1,2,1

4 (z2 − 1) z2 ,
H1,3,1 = −H1,2,1 ((m+ 6)z1 − 6) + (m+ 2)H1,1,1 + 2z2
 
(z1 − 1)H1,2,2 +H1,1,2

4 (z1 − 1) z1 ,
(5.37)
and
H1,2,2 =
H1,2,1 −H1,1,2
z1 − z2 .(5.38)
Proposition 5.8. The verification of functional relation
H∆k = (1+σ−m/2−2 +σ
2−m/2−2)(K∆k)
can be reduced to the following initial relations: for m> 2, we use Eq. (5.22) and (5.23):
zH1,2 = H0,2 −H1,1, mH1,1 + 2zH1,2 − 2H0,2[0, z] = 0,(5.39)
While in dimension m= 2, we need (5.22) and (5.20):
zH1,2 = H0,2 −H1,1, H0,2 = (1− z)−1.(5.40)
Proof. Due to the cyclic property σ3−m/2−2 = 1, we shall prove the equivalent functional relation
1
2
(1+σ−m/2−2)(H∆k) = Î
+(K∆k).
Start with the left hand side,
σ−m/2−1(H∆k) =
2(m+ 2)H1,1,2 + 8 (z2 − 1)H1,1,3 − 4H2,1,2
m
38 YANG LIU
and then
(1+σ−m/2−1)(H∆k) =
2
m

(m+ 2)H1,2,1 + (m+ 2)H2,1,1 + 2 (z2 − 1)H1,2,2
+ 4 (z1 − 1)H1,3,1 + 2 (z1 − 1)H2,2,1 − 4H3,1,1

,
which admits further simplification due to the recurrence relations listed in Lemma 5.7:
−2
 
(m+ 2) (z1 + z2)H1,1,1 + 2 (z2 − 1) (2z1 + z2)H1,1,2 + 2 (z1 − 1) (z1 + 2z2)H1,2,1

mz1z2
.
Notice that
H1,1,1 = (zH2,1)[z1, z2]z , H1,2,1 = ∂z1 H1,1,1, H1,1,2 = ∂z2 H1,1,1,
and apply again the recurrence relations in Lemma 5.3 for one-variable functions, we can express the
difference, which we would like to prove to be zero, in terms of H1,1 and H1,2:
1
2
(1+σ−m/2−2)(H∆k)−Î+(K∆k)
= − z1 + z2
2z1z2
 
mzH1,1 + 2z
2H1,2 − 2zH1,2 − 2H1,1

[z1, z2]z .
It remains to show that mzH1,1 + 2z2H1,2 − 2zH1,2 − 2H1,1 is a constant function (in z), therefore
becomes zero after applying the divided difference. Indeed, with the initial relations in Eq. (5.39) for
dimension m> 2, one sees that
(mzH1,1 + 2z
2H1,2)− (2zH1,2 + 2H1,1) = 2H0,2[0, z]− 2H0,2 = −2H0,2(0; m),
and when m= 2, the initial relations in Eq. (5.40) implies that
mzH1,1 + 2z
2H1,2 − 2zH1,2 − 2H1,1 = 2 (z1 − 1)
 
z1H1,2 +H1,1

= 2 (z1 − 1)H0,2 = −2.

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