We present an improvement to the wavelet Galerkin BEM in [J. Tausch, A variable order wavelet method for the sparse representation of layer potentials in the nonstandard form. J. Numer. Math. 12(3): 2004]. In the non-standard form representation of integral operators the number of wavelets in every level determines the efficiency of the underlying Galerkin scheme. In order to increase this number, the partial singular value decomposition (PSVD) of the moment matrix is employed. Since the resulting wavelets do not exactly satisfy the conventional vanishing moment condition, i.e., a certain number of polynomial moments of the wavelets are zero, we introduce the concept of "quasi-vanishing moment". For integral equations of the second kind we prove that the asymptotic convergence of the full Galerkin scheme can be retained by controlling the cut-off for singular values in the PSVD appropriately. Numerical results show that our improvement can largely decrease the time and memory usage while preserving the optimal convergence rate of the method.
Introduction
Many mathematical models concerning problems in applied science and engineering are based on boundary integral operators. In this paper we consider the following settings.
Model problem
Let Ω ⊂ R 3 be a bounded domain with piecewise smooth Lipschitz boundary Γ. We consider a boundary integral operator K :
where the kernel K : R 3 × R 3 → R is assumed to be asymptotically smooth; i.e., |∂ 
holds for all x, y ∈ R 3 with x = y, for all multi-indices α, β ∈ N 3 0 and s ∈ [0, 2).
Given a quasi uniform triangulation T h = ∪ 
in which χ i = 1/ | i | on i and vanishes elsewhere. Then the Galerkin discretization of K is a matrix A with coefficient
We will refer to such a coefficient as the interaction of function χ i with χ j .
Related work and introduction to our work
Since K is an integral operator the matrix A in (4) is densely populated and therefore storage and complexity of linear algebra is O(N 2 ). A remedy to this problem is to perform matrix vector products approximately to reduce the complexity to almost linear cost. Examples of such algorithms are the fast multipole method [4] , panel clustering [12] , hierarchical matrices (H-matrices) [9] , and adaptive cross approximation [2] .
A different successful solution of the difficulties associated with dense matrices is the wavelet boundary element method (WBEM), in which wavelet bases are applied for the discretization instead of the usual nodal basis functions. The first step in this direction is the pioneering paper [1] where it was shown that certain operators could be represented by a numerically sparse matrix in wavelet coordinates. Discarding all entries below a specified threshold will give rise to a sparse matrix (This process is called matrix compression). This observation has thus motivated a number of subsequent studies on wavelet method for solution of BIEs. The work in [13, 14] constructed a sophisticated discretization scheme which leads to nearly optimal complexity for integral equations of the second kind. Recently, Dahmen and his coworkers [15] proposed a wavelet Galerkin scheme having linear complexity O(N ) for integral operators of non-zero order. The implementation of the scheme is reported in [16] .
When defining wavelets for BEM, one usually assumes that the boundary surface is given as a parametric surface consisting of smooth patches. Wavelets are defined in the parameter space and lifted on the surface. If the number of patches is large it is necessary to have wavelets that are supported by several patches to maintain high compression rates. To implement such a method, one needs the parameterizations as well as information about the topological connectedness of the patches.
However, there are situations where such detailed information about the geometry is not available. For instance, some CAD systems or 3D scanners describe the geometry only in form of a triangulation of the surface. Likewise, in free or moving boundary problems the surface itself is usually approximated numerically in form of a collection of panels. For these cases the conventional wavelet BEM is not available.
To overcome this drawback, Tausch [3, 5] described an alternative approach of generating wavelet-like functions (subsequently, simply referred to as wavelets) which are directly constructed on the surface instead of a parameter space. These wavelets are linear combinations of standard nodal basis functions of the triangulation which are orthogonal to boundary traces of three-variate polynomials. To define this wavelet basis it is only necessary to have a list of all panels with their vertices.
This approach leads to sparse representations of integral operators in complicated geometries, unstructured grids and comparatively coarse discretizations. One important feature of this construction is that the order of the wavelets can be adjusted to the dyadic level. Thus it is possible to obtain optimal compression with the nonstandard form when discretizing operators order zero [3] . For nonzero operators, or non-smooth geometries one typically obtains log-linear behavior. Further results in this direction can be found in [10] and [11] . Applications of the method to potential theory and Stokes flow are described in [7] .
However, there is still room for improvement with the method regarding the computational complexity. While the asymptotic estimates are optimal or nearly optimal, the constant factors involved are often large and have a major influence on the applicability of the method to real-life problems. The major computational work is usually the computation of the non-standard form, which in turn is strongly influenced by the number of wavelet functions n ψ in every level. A larger n ψ , or equivalently, a smaller number of scaling functions n φ implies lower computational work. In the wavelet basis described in the original papers, n φ is equal to the number of nonzero singular values of the associated moment matrix M ∈ R n l ×n , which in most case equals to n l . Here, n l is the number of three-variate moments up to a given order p l , which is proportional to the third power of the order.
In this work we relax the condition that wavelets have vanishing moments, thereby increasing n ψ and improving the compression rate of the integral operator in the wavelet basis. In this new construction the wavelet spaces are spanned by the singular vectors of M corresponding to small singular values. We refer to this as the quasi-vanishing moment condition (QVM). If the three-variate polynomials restricted to the boundary become linearly dependent or nearly linearly dependent, the number of wavelets can be increased significantly in this manner.
Since the vanishing moment (VM) property of wavelets is lost, the standard estimates of the matrix coefficients in the wavelet basis do no longer apply. We therefore have to estimate the effect of small moments in the overall error. This analysis makes clear that it is necessary to work with the singular value decomposition of a scaled moment matrix to obtain the desired benefit from the QVM condition.
In Section 2, we present the construction of boundary wavelets with certain number of QVM. In Section 3 we prove that the error in QVM can be controlled so as to retain the asymptotic convergence rate and linear complexity of the underlying Galerkin scheme. Numerical examples are given in Section 4 to validate the theory.
Further notations
The boundary Γ is embedded in a top level cube C 0 . The cube is subdivided into eight cubes of equal size and these cubes are repeatedly refined until the finest cubes contain at most a predetermined number of panels. Thus the finest level L is linked to h in that L is incremented with each mesh refinement. The set of cubes that have a non-empty intersection with Γ at l-th level is denoted by C l . The collocation of all the non-empty cubes is
Other notations concerning a given cube are:
(1) The subspace of X h that is spanned by nodal basis functions in v ∈ C is denoted by X v . The index set of nodal functions
The union of all the boundary patches contained in cube v ∈ C is denoted by Γ v . (3) The level of cube v ∈ C is Level(v), the set of non-empty son cubes of v ∈ C is sons(v). (4) B v ⊆ R 3 is the smallest axis-parallel box the encloses Γ v , x v is B v 's center and ρ v is the half-length of its diagonal. (5) The α-th moment of a function f ∈ X v is given by
where
We will consider transformations of a set of functions Φ = {φ 1 , . . . , φ n } supported by Γ v . The transformed functions arẽ
In the following we will often use matrix-vector notations for this relationshipΦ = ΦQ.
If Q ∈ R n×n is orthogonal and the functions φ i are orthogonal, then it is easy to see that the functionsφ i are also orthogonal.
Throughout this paper a b means that a is bounded by a constant multiple of b, uniformly with respect to all parameters on which a and b may depend. Then a ∼ b means a b and a b.
Wavelet basis
In this section we briefly review the general framework of the wavelet basis in [3] . In the following we will introduce wavelets with quasi-vanishing moments.
General construction method
Consider a finest-level cube v ∈ C L and the nodal basis functions
that are associated with a node inside cube v. We select an orthogonal matrix Q v ∈ R nv×nv and split it into two blocks
For a cube in a coarser level v ∈ C l with l < L, we transform the scaling functions of the sons v ∈ sons(v) to scaling functions and wavelets of the cube v. Specifically, we select an orthogonal matrix with two blocks
By performing transformations (7) recursively from level L to 2, we obtain a multiscale decomposition of space X h . Let
We have
and thus we obtain a multiscale decomposition of the finite element space
The matrices Q v , v ∈ C and their splitting into two blocks is at our disposition. However, their choice determines whether the resulting multiscale basis leads to sparse representations of the integral operator. The traditional approach is to insist that the wavelets have vanishing moments. To that end, consider the
By linearity, the moment matrix of the transformed functions is given by the matrix product
We choose Q v to be the matrix of the right-singular vectors in the singular value decomposition of 
and the moments of Φ v are given by
If the cube v is in a coarser level, the transformation matrix consists of the right singular vectors of the moment matrix M (Φ 
Quasi-vanishing moments
In the WGBEM, the approximation is created by the traces of the spatial Taylor polynomials on Γ. For a general boundary, these traces may become dependent or nearly dependent, i.e., some of the singular values of M v are very close to zero. Therefore we can expect to approximate functions in V l well by a lower dimensional subspace. This is achieved by cutting off the small singular values. The price to pay is that the exact VM property of wavelets is lost. Thus, we have to consider wavelets with small or QVMs. In the following we will make precise how large the moments of a scaling function can be without affecting the asymptotic error of the discretization scheme.
When analyzing the error due to quasi-vanishing moments it will become clear that it is necessary to compute the SVD of a scaled version of the moment matrix. Specifically, we define the diagonal matrix
and compute the SVD D
We let Q v,0 be the matrix whose columns consist of the singular vectors associated with singular values larger than a threshold
and let Q v,1 consist of the remaining columns of Q v . The rest of the construction is identical to original wavelets. The choice of ε sv may still depend on the level. This will be discussed later on.
If f = ψ v,ifi ∈ W v := span{Ψ v } we cannot expect that its moments vanish. Instead, they satisfy
where the summation is taken over all singular values that are associated with W v . Hence the 2-norm of the moment vector m(f ) = [m α (f )] |α|≤p and the L 2 -norm of f satisfy
3 Matrix compression
Compression scheme
Integral operators can be efficiently compressed in wavelet basis. There are two ways to do this, namely via the standard and the non-standard form. Both two ways can lead to O(N ) complexity.
From the viewpoint of implementation, it is easier to work with the nonstandard form as it involves only interactions of scaling functions and wavelets in the same level. This is the approach we take here. We briefly recall the compression scheme in [3] .
The main idea is to delete the small matrix entries which results in a sparse approximate representation of the Galerkin matrix. If the kernel K is asymptotically smooth, the interactions of wavelets with non-overlapping domains are small due to the vanishing or quasi-vanishing moment condition. The distance from which interactions can be dropped is qualified by the separation ratio
For the non-standard form it is sufficient to introduce the separation ratio of two cubes v, v ∈ C with Level(v) = Level(v ). The neighbors of a cube v ∈ C are defined as (14) where η < 1 is a parameter at our disposition. Two cubes which are not neighbors are said to be well separated. When the cubes of two wavelets or a wavelet and a scaling function are well separated, the associated matrix entry are small enough and set to zero. Using this scheme in every level we finally obtain a sparse non-standard form of the system matrix.
Truncation error
We estimate the error due to truncating terms in the non-standard form corresponding to well separated interactions. The method used parallels the discussion of the paper [3] . Instead of repeating this development here, we only address the differences introduced by the quasi-vanishing moment condition. The primary concern in analyzing the error due to truncating terms in the non-standard form is to obtain bounds of well separated interactions. These estimates in turn depend on how well the kernel in this situation can be approximated by polynomials. One possible approximation is the Taylor expansion, which provides the following bound, see [6] .
, and let K(x, y) and K p (x, y) be the kernel satisfying (2) and the p order generalized Taylor polynomial of y → K(x, y) with center y 0 ∈ Γ v , i.e.,
Then we have
It can be shown that Lemma 1 is satisfied for the Green's functions that arise for the Laplace and Helmholtz equations, linear elasticity and Stokes flow (see, e.g., [6] ). Now we can give estimates of the bounds of one well separated interactions.
holds.
PROOF. We only show the assertion for the case that g v ∈ W v . The other case is completely analogous.
Let K p be the Taylor polynomial given in (15), then
Theorem 4.1 in [3] implies that
Now, we consider K p .
By virtue of (2), we have
By the definition of (11) it follows that for
Then, using estimates (18) and (13)
Thus
Combining the estimates of I 1 and I 2 gives the assertion. 2
The previous result gives a bound for the error of truncating one interaction from the Galerkin matrix. Clearly, the error consists of two parts, the first part is error of wavelets with vanishing moments and the second part is the additional error of QVMs. Before we state the error of all truncations we need one result whose proof can be found in [5] .
We now turn to estimating the bilinear form of the global error. The difference between the original and the compressed non-standard form K c is
Theorem 2 provides a bound for each term in this expression, thus we estimate
There are different ways to proceed from this point, depending on the type of operator equation we wish to solve and the order of the discretization scheme. In order to minimize the level of technicality of the discussion, we limit our considerations to an operator equation of order zero which is discretized with piecewise constant ansatz functions. In this setting it was shown in [3] that for wavelets with vanishing moments an optimal compression scheme can be obtained when the expansion order is low in the fine levels and increased in the coarser levels. Likewise, when including wavelets with QVMs, one has to adjust the threshold for the largest singular value in (12) to the level. This is expressed in the next theorem.
Theorem 4 If the expansion orders and the thresholds are chosen such that
where p L and ε 0 are constants, then the error of the bilinear form satisfies
Because of (19) estimate the contributions S 1 and S 2 separately. The term S 1 represents the error of vanishing moments which has been estimated in Theorem 4.5 of [3] . It follows that
To establish our theorem, we have to obtain a similar estimate for S 2 . Lemma 3 provides bounds for the summation over the cubes, thus
To continue the estimate note that, because of orthogonality and the choice of ε sv , we have
From this it follows that S 2 2 −L f 0 g 0 and the proof is complete. 2 Theorem 4 asserts that the error of the bilinear form has the same order as the discretization error. This is because 2 −L ∼ h. Suppose we solve the operator equation
Γ) compact and λ in the resolvant set of K. Using standard stability arguments it can be shown that the solution u h ∈ X h of the compressed variational form
satisfies the error estimate u − u h h.
Numerical examples
Smooth surface. We illustrate the complexity and convergence of improved WGBEM on an integral formulation related to Laplace's equation. We consider the equation
where Γ is the ellipsoid (x 1 /2) 2 + x 2 2 + (x 3 /3) 2 = 1 and x 0 is a point in the interior of the ellipsoid. The solution u is the equilibrium charge distribution when the ellipsoid has constant potential, [8] , and can be expressed analytically using ellipsoidal coordinates. Note that the integral operator in (21) 
The initial discretization of the ellipsoid consists of 192 panels, which is several times uniformly refined. We compare the results of the improved WGBEM with different ε 0 in (20). The number of entries (# entries ) in the non-standard form system matrix, the compression rate in percent, the total memory usage (Mem), the total CUP-time (Time) and the L 2 -error of u is given in each case. We have to point out that when ε 0 = 0 all the wavelets have exact VMs, which can be reckoned as the case of the original version of WGBEM in [3] .
In an optimal scheme, time and memory allocation are increased by a factor of four whereas the L 2 -error is reduced by a factor of two with each mesh refinement. All our results closely reproduce this behavior. Moreover, the time and memory usage can be largely decreased by choosing certain ε 0 > 0 while preserving the optimal convergence rates of the WGBEM. Table 4 shows that this is true even when ε 0 = 1. A more attractive point is that the time and memory usage of ε 0 = 1 is only about 1/5 and 1/3 of ε 0 = 0, i.e., the WGBEM in [3] .
We have compared with the reported compression rates in [16] . For the adjoint double layer operator on the sphere, the compression rate for about 100,000 panels is 0.2% (gathered from Fig 10. 4 in [16] ); ours is 0.281% for 196,000 panels (Table 3 ). This is a lower compression, but the difference is not significant. We also note that a higher compression rate does not necessarily result in lower memory consumption, as bookkeeping costs play a singnificant role. More specifically, to benefit from the second compression the matrix must be kept in sparse matrix form, which requires storing the positions in addition to the actual values of the non-zero entries. The additional memory overhead which will, to some extent, offset some of the memory saved in compression. In our method, we significantly reduce bookkeeping by storing the matrices corresponding to interacting cubes in full matrix form and do not perform an a-posteriori compression. Multiply Connected Surface. To illustrate the scaling of the method when increasing the complexity of the geometry, we solve the exterior Neumann problem of the Laplace equation using the indirect BEM approach with the adjoint operator. The domain were we solve the equation is the exterior n S disjoint spheres. We begin with two spheres and refine the discretization several times, then we solve the problem with eight spheres and several refinements, then we proceed with 32 spheres and so on. The spheres have the same radius, and the minimal distance between two spheres is at least one radius. Furthermore, we ensure that the density of the spheres stays approximately the same as the number of spheres is increased; otherwise the positions of the spheres is arbitrary. The Neumann condition is chosen such that the solution is known, thus we are able to compare the computed Dirichlet data with the exact Dirichlet data on the surface of the spheres.
In a conventional wavelet method each sphere is parameterized a number of patches, for instance, one could use the stereographic projection of the sphere on the six faces of a cube. In this case there would be 6n S patches. Since every patch contains a fixed number of scaling functions, there will be at least O(n 2 S ) interactions in the influence matrix that cannot be truncated. With our appoach, the number of entries in the compressed non-standard form is optimal in the number of panels, with the constant independent of n S . This is demonstated in Figure 1 which shows the compression ratios as well as the relative errors u h − u 0 / u 0 with our wavelet approach. It is apparent that in this example the constants in the errors and compression rates are independent of the number of spheres. with the WGBEM approach on a graded mesh shown in Figure 2 . The triangulation has cosine spacing, that is, the distance of the i-th row of triangles from an edge is O((i/n) 2 ), where n is the total number of rows in a linear direction. For this kind of discretization it is known that the full Galerkin scheme is stable in L 2 , if a fixed number of rows of triangles is deleted from an edge, see Elschner [17] . Furthermore, the error is O(1/n) and the number of panels is N = O(n 2 ).
In the generation of the wavelet basis, we let L ∼ log 2 (n). In this case, the maximal number of panels in a finest level cube is independent of n only if the cube is near the center of a face. Because of the mesh grading, the number of panels per cube increases near the edges. It is not hard to show that in this case the number of entries in the non-standard form in a variable-order scheme grows like O(n 2 log 2 n).
Combining the result of Theorem 4 with Elschner's stability result it can be shown that the error of the compressed scheme is O(1/n), just like the full scheme. Thus the WGBEM approach with is optimal up to logarithmic factors. The numerical results displayed in Figure 3 reproduce this behavior. Note that the figures are on a logarithmic scale, thus the differences of vanishing and quasi-vanishing moments appear less significant than what they actually are. In fact, the number of entries in the nonstandard form is reduced by more than a factor of two. The finest mesh consists 1,696,512 panels. With QVMs the total CPU time which consists of stetting up the single-and double layer potential and the solution of the linear system was 12,869 seconds and the total memory allocation was 17 Gigabyte. With the memory constraints of the computer, it was not possible to solve this problem with vanishing moments.
