Abstract: This paper presents a novel approach to fault detection of train center plate bolts loss based on Local Binary Patterns (LBP) and Gabor-GA optimization theory. A modified LBP operator including the positive-negative sign and magnitude components of local gray difference is introduced to extract much more texture information. Multi-channel Gabor wavelet with different scales and orientations is applied on the images to create new representations in the spatial domain. Then, the weight of each Gabor channel can be optimized through the Genetic Algorithm (GA) to obtain enhanced features. Finally, the weighted features are concatenated together and delivered into Support Vector Machine (SVM) network for classification. Experimental results show that the new approach can be an effective and reliable measure for monitoring fault.
INTRODUCTION
Fault detection of train center plate bolts loss (TCPBL) is an important part of the trouble of moving freight car detection System (TFDS) which is highly demanded by the China Ministry of Railways today [1] . With trackside cameras taking photographs of the key parts of the running train, fault detection is accomplished automatically by computer image recognition, so the efficiency and reliability of train safety inspection are greatly improved [2] [3] . TCPBL has a high incidence and can easily lead to the train derailment. In recent years, detection methods mainly focus on the statistical analysis of the shape and gray values of image for feature extraction, such as the constraint-rectangle calculator and gray average of local domain [4] , the binary map and Hough transform [5] and the Haar-like features [6] . However these methods tend to suffer when variations in different factors (such as pose, illumination and occlusion etc.) are present. Therefore, the approach to increase the robustness of the system against different factors is researched.
The Local Binary Patterns (LBP) histogram is used to extract features. LBP is a simple yet efficient operator to describe the local texture information, which has achieved impressive results on face images [7] [8] . A new personindependent facial expression recognition algorithm by Zhao et al. [9] , whose feature vectors is the combination of the LBP features and the local statistic features of images after Gabor transform. Gabor wavelets have been widely used to extract the local frequency information from an image, which can estimate the strength of different frequency bands and orientations and give new representations in the spatial domain [10] [11] [12] [13] . Gabor wavelets were applied on fabric images divided in windows to extract the texture features, and Principal Component Analysis (PCA) was used to reduce the dimension of feature vectors [14] . Furthermore, features of each Gabor channel have different contribution to the final classification. With features extracted from multichannel Gabor filters, a weighted voting face recognition method using the 40 different Gabor was reported by Nouyed et al. [15] . Gao et al. [16] pointed out that high recognition performance can be obtained by weighting the Local Gabor Magnitude Map (LGMM) based on the different contribution of each sub-pattern to the classification. Although the corresponding optimum weight of each Gabor channel is difficult to determine in theory, Genetic Algorithm (GA) is routinely used to generate useful solutions to parameter optimization problems [17] . With GA optimizing weights of a 38-dimensional feature set, further improvements in speaker recognition performance is attained [18] . Besides, Support Vector Machine (SVM) is a very powerful discriminative method for classification [19] . With features generated by concatenating the Gabor features of all image blocks, SVM can classify each fabric image as nondefective and defective [20] .
Although an enormous amount of literature has been published on image recognition techniques, little research has been done on the research of TCPBL problem and it is still a challenging task to find a reliable detection method. In this paper, a useful approach to fault detection of TCPBL is proposed. A modified LBP operator is introduced to extract the feature of Gabor representations. Both the positivenegative sign and magnitude parts of local gray difference are coded; thus much more texture information is obtained. With weight optimized by GA, the features of each channel of Gabor representations are combined together and then classified by the SVM network. Experimental results indicate that the proposed method has much higher recognition rate compared with methods based on original LBP feature with no weight optimization.
The rest of this paper is organized as follows: Section 2 describes the algorithm of LBP feature extraction, Gabor-GA optimization, SVM classifier and the entire recognition method. Then the bolts region image databases and the experimental results are given in Section 3. Section 4 gives some conclusions and future plans.
ALGORITHM DESCRIPTION

Modified LBP Operator
The LBP operator is a powerful means to describe the local texture characteristics of images, which has good robustness on the influence of light illumination, angle and occlusion. The original LBP operator is defined as:
where g c is the gray value of the central pixel. g i (i = 0,…,P− 1) is P neighbor sampling points on a circle of radius R. According to Equation (1), LBP actually uses only the sign component during the local structure extraction. Apparently, this may lead to some incorrect matches. Two vectors shown in Fig. (1) have the same LBP vector. However, it is hard to say they have similar local structures. Although the sign component preserves most of local difference information, the magnitude component can also contribute additional discriminant information if it is properly used. Therefore, a modified LBP operator considering both the sign and magnitude components of the local difference is proposed. The sign component of the new operator is described as:
where t is a user-defined threshold which can decrease the sensitivity to noise. For simplified calculation, the sign vector is divided into two parts: LBP_H operator ("-1" is coded as "0") and LBP_L operator ("1" is coded as "0" and "-1" is coded as "1").
The magnitude component of the new operator is defined as:
where c is a threshold to be determined adaptively. Here we set it as the mean value of the neighborhood magnitude space. By coding both the sign and magnitude features into LBP codes and fusing them, much better texture classification results can be obtained than using only one of them. A typical modified LBP operator is shown in Fig. (2) . 
Gabor-GA Optimization
Gabor wavelet is a set of narrow band-pass filters with different scales and orientations which has a good resolution in the spatial domain. The Gabor wavelet transform of image is helpful to extract the features of image and also has well robustness to the local deformation, which is widely used in texture representation and target recognition. The kernel function of Gabor wavelets used in this paper is:
where :
here u and ν are the orientation and scale of the gabor kernel and f = 2,δ = 2π are selected.
Given a gray-level image, which has been preprocessed already, we take the convolution of it with a Gabor kernel for image representation. In this paper, 40 Gabor wavelet kernels are used at five scales and eight orientations, thus Nu = 0,1,, 4
representations is obtained by convolving the input image with these 40 Gabor kernels. Then, the output images of 40 Gabor channels are acquired, which represent the information of original image in different frequency scales and texture directions. Finally, the features of each Gabor channel are extracted and combined together. These features of different Gabor channel are usually treated equally or selected partially in the traditional methods, however the features of every channel distinctively contribute to the recognition task. It will have a positive influence on the recognition task to weight each Gabor channel differently. Although the contribution of each channel is invariant, it lacks of theory to calculate the corresponding global optimum weights. Fig. (3) explains the schematic of the Gabor-GA optimization algorithm that enhance the final features by optimally adjusting the feature weight of each Gabor channel. Apparently, the design variables are elements of the weight for each Gabor channel, where GA is used to seek for optimal weights of each Gabor channel with its powerful capability in global-optimization. Thus, the final feature is acquired by concatenating the weighted features of 40 Gabor channel together. 
SVM Classifier
Support Vector Machines (SVM) is a machine-learning tool based on the statistical learning theory and the structure risk minimization construct. It is a good solution to problems such as small sample, high dimension, over learning and local minimum. In this work, RBF kernel shown in Equation (6) is selected, which shows good learning performance in the practical application.
However it is difficult to determine the appropriate values of the penalty parameter c and the kernel parameter σ . The best combination of c and σ is often selected by a grid search with exponentially growing sequences which is the defect in the practical application. In this paper, the parameter selection is optimized by GA. Within the parameter groups of c and σ with the highest fitness, the one with the smallest c is chosen as the best parameter combination.
Fault Detection Method
The entire fault detection method is shown in Fig. (4) . Fig (4) . The framework of the whole system. Gabor wavelet transform is the optimal image representation from different scales and orientations. However the feature dimensionality of the Gabor representation is 40 times of the original image which contains massive redundant information and will influence the recognition efficiency. Therefore, the modified LBP operator is used to extract the features of each Gabor channel. Considering 40 Gabor channels, the whole LBP histograms still contain a large amount of features. Consequently, PCA is adopted on each Gabor channel to reduce the dimensionality, which can retain most of the important information of the original histograms and save computation time for classification. With GA optimizing the corresponding weight of each channel, the final feature are fusion of all the 40 channels. Finally, the fault detection is completed by the SVM classifier.
EXPERIMENTS, RESULTS AND DISCUSSIONS
Experiment Database
The images are shot in the process of train movement with cameras exposed outside. Different environment such as weather and illumination have a significant impact on the brightness and contrast of the acquired images. It might have the problems of blur, poor illumination, excess exposure and occlusion. Fig. (5) is a typical field image photographed by high speed trackside camera. There should be four fixed bolts normally, however one bolt has been lost while the upper of another bolt is covered by the drawbar. This paper mainly studies on the automatic recognition method of bolts region images after segmentation of region of interest (ROI). Therefore, the experiment database is from the segmentation of ROI of the field images with fault detection manually checked, which contains 500 normal images and 500 fault images. Each image has a resolution of 32 × 32 pixels. Some of them are illustrated in Fig. (6) .
Experiment Results and Discussions
The main steps of the proposed approach are as described below:
1.
The image preprocess procedure including Gamma correction, DOG filter and contrast normalization is performed and the preprocessed results are shown in Fig. (7) . 
2.
The preprocessed images are filtered by multichannel Gabor wavelets with five scales and eight orientations. Then the modified LBP histograms of each Gabor channel are extracted.
3.
PCA is used on each channel. The classification accuracy varies with the number of bins of LBP histograms maintained during PCA process. The contrast results of different number of bins maintained of LBP and modified LBP features of each channel are shown in Fig. (8) ; thus the best number of bins maintained is selected as 8.
4.
The Gabor-GA optimization algorithm is used to obtain the best weights of 40 Gabor channels. The best and average fitness (i.e. cross validation rate) of the chromosome populations during the GA evolution are shown in Fig. (9) .
5.
The weighted feature vectors of every channel are serial connected and then delivered into the SVM network for the final classification.
To save the computation time for bins number in Step 3 and the weight optimization in Step 4, the 10-fold Cross Validation is adopted. In Step 5, the Leave-One-Out Cross Validation is adopted to reduce the influence of stochastic factors and improve the reliability of classification accuracy.
To evaluate the performance of this approach, several different feature extraction methods with the Nearest Neighbor (NN) classifier and the SVM classifier are compared and their recognition results are given in Table 1 .
In Table 1 , some abbreviations are expressed as follows:
PP ---the preprocess procedure; MLBP ---the proposed modified LBP operator;
The chi-square distance χ 2 shown in Equation (7) is selected as the dissimilarity measurement of NN classifier:
The test sample is assigned to the class of model that minimizes
where, The results show that the preprocess method is useful to reduce the influence of shooting limitation. The modified LBP operator always has much higher accuracy than the basic one because it can maintain much more local difference information. Furthermore, the Gabor-GA optimization algorithm can significantly increase the recognition rate. The combination of Gabor filter and PCA can effectively extract abundant texture features of new representations with different scales and orientations in a lower dimensionality. Moreover, the weight of each channel is optimized by GA which can also enhance the feature and then improve the recognition performance. Besides, SVM classifier always has much higher recognition rate than NN, which shows its powerful capability in fault detection. 
CONCLUSION
The automatic fault detection of TCPBL is a new application problem in pattern recognition and a novel 
