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Abstract
A characterization of the Kerr-NUT-(A)de Sitter metric among four dimensional
Λ-vacuum spacetimes admitting a Killing vector ξ is obtained in terms of the pro-
portionality of the self-dual Weyl tensor and a natural self-dual double two-form
constructed from the Killing vector. This result recovers and extends a previous
characterization of the Kerr and Kerr-NUT metrics [30]. The method of proof is
based on (i) the presence of a second Killing vector field which is built in terms of ge-
ometric information arising from the Killing vector ξ exclusively, and (ii) the existence
of an interesting underlying geometric structure involving a Riemannian submersion
of a conformally related metric, both of which may be of independent interest. Other
related metrics can also be similarly characterized, in particular the Λ < 0 “black
branes” recently used in AdS/CFT correspondence to describe via holography the
physics of Quark-Gluon plasma.
1 Introduction
The Kerr-NUT-(A)de Sitter spacetimes is a class of solutions of the Einstein field equations
with cosmological constant Λ (of any value) which includes the class of Kerr and Kerr-NUT
spacetimes. These spacetimes are widely believed to play an important role as stationary
endpoints of self-gravitating collapsing systems. Although we are very far from any rigor-
ous result in this direction, substantial work has been made on this problem at the linear
level, specially in the case of vanishing cosmological constant where there is a large body
of literature concerning boundedness and decay properties of linear waves propagating in
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a Kerr background (see [8] and references therein). For the case of positive cosmological
constant, it has been shown that linear waves in the Kerr-de Sitter background decay expo-
nentially in time outside and including the event horizon (see [11] and references therein).
In the case of negative cosmological constant, Holzegel has proven boundedness [20] of the
Klein-Gordon equation in Kerr-Anti de Sitter backgrounds and Holzegel and Smulevici [21]
have shown logarithmic decay of the solutions. This very slow decay suggests non-linear
instability of these spacetimes, and this behaviour has been conjectured for all asymptot-
ically Anti-de Sitter spacetimes in [21] (see, however, [10] for heuristic arguments in favor
of non-linear stability). All these considerations show the physical relevance of the class of
Kerr-NUT-(A)de Sitter spacetimes, which makes it of interest to try and find a geometric
characterization for them.
In the case of the Kerr metric (and also Kerr-NUT metric), a spacetime characteri-
zation within the class of vacuum spacetimes admitting a Killing vector ξ was found in
[30] motivated by previous results [43] in the quotient manifold of the Killing field in the
region where the Killing is timelike. This characterization was local in nature (see [32] for
a discussion of this point) and involved the proportionality of the self-dual Weyl tensor and
a tensor with the same algebraic properties constructed out of the Killing vector ξ. The
characterization assumed implicitly a property never spelled out, namely, that the Killing
vector was nowhere orthogonal to the 2-plane spanned by the two principal directions of the
Weyl tensor, see [35] where this omission was corrected and the accurate result explained
in detail. Of course, the omitted assumption is automatically satisfied if the Killing vector
is timelike somewhere. Nevertheless, the characterization of Kerr in [30, 31] has played
an interesting role in trying to extend the uniqueness of stationary black holes from the
analytic setting to the general case [24], [1]. It has also been used to characterize initial
data for the Kerr metric in [15] and, more recently, to define a quality factor measuring the
deviation of a given metric admitting a Killing vector with respect to the Kerr metric [14].
A characterization of the Kerr-Newman spacetime in the same spirit has been obtained by
Wong [46].
Given the natural relation between the Kerr (and Kerr-NUT) metrics and the Kerr-
NUT-(A)de Sitter metrics, it is most natural to ask whether the characterization above
can be extended to the larger class of spacetimes. This is the problem we address in this
paper. The derivations in [30] and [46] used extensively the Newman-Penrose formalism to
find local properties of the spacetimes under consideration. Here we follow a completely
different approach which allows us to dispense of the use of the Newman-Penrose formalism
altogether. This has the advantage that the underlying geometric structures become much
more clearly exposed. As we will see, two such structures will play a fundamental role. The
first one involves a Riemannian submersion (of codimension two) involving a conformally
related metric, where the conformal factor is determined in terms of objects constructed
from the Killing vector ξ. The second one is the presence of a second Killing vector field in
the spacetime. This Killing field is again constructed solely in terms of geometric informa-
tion arising from the Killing vector ξ. The explicit form of the second Killing field may have
potential interest in other areas of research, such as, for instance, in extending the Hawking
rigidity theorem for stationary black holes from the analytic to the smooth setting (see [2],
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[3],[25] for interesting developments in this direction). We emphasize that the cosmological
constant Λ is not assumed to be non-zero anywhere in the paper, so all our results apply to
the vacuum case as well. As already mentioned, the proof presented here is very different
to the proofs in [30] and [31] which were based in a tetrad approach. The method in [30]
was based on constructing a tetrad of commuting vector fields, two of which were Killing
vector fields of the spacetime. There is no simple parallelism between this proof and the
one presented here. The method in [31], although still based on tetrads, already has some
of the ingredients we exploit here. More specifically a two-dimensional distribution and its
corresponding quotient space also plays a fundamental role in integrating the field equations
in [31] (cf. Proposition 2 in this reference). However, no isometric submersion is identified
in that paper. The geometrically much more transparent proof presented here is not only
able to deal with Einstein spaces but also reveals interesting geometric structure that helps
understanding the vacuum characterization as well.
Given that the characterization condition we impose is fully local in nature, it is clear
that no global restrictions on the spacetime can be deduced from it. Our aim is therefore
to prove a local isometry to the Kerr-NUT-(A)de Sitter spacetime in the following precise
sense.
Definition 1. Given real constants {Λ, m, a, l} for which the function ∆θ := 1+Λ3 a cos θ(4l+
a cos θ) is everywhere positive, a spacetime (M, g) is locally isometric to the Kerr-NUT-
(A)de Sitter spacetime with parameters {Λ, m, a, l} if for any point p ∈M where no Killing
vector of (M, g) vanishes there is a neighbourhood Up of p and coordinates {u, r, θ, φ} on
Up such that g takes the local form
g =− ∆− a
2 sin2 θ∆θ
ρ2
(
du− (a sin2 θ + 4l sin2(θ/2))dφ
)2
+ 2
(
dr − a sin2 θ∆θdφ
)×
(
du− (a sin2 θ + 4l sin2(θ/2))dφ
)
+ ρ2
(
dθ2
∆θ
+∆θ sin
2 θdφ2
)
(1)
where
ρ2 := r2 + (l + a cos θ)2, ∆ := a2 − l2 − 2mr + r2 − Λ
3
(3l2(a2 − l2) + (a2 + 6l2)r2 + r4).
Note that, at points where dr is non-null, the metric (1) can be transformed into the
more usual form (see e.g. [17]):
g =− ∆
ρ2
(
dt− (a sin2 θ + 4l sin2(θ/2))dϕ
)2
+
∆θ sin
2 θ
ρ2
(
adt− (r2 + (a+ l)2)dϕ
)2
+
+
ρ2
∆
dr2 +
ρ2
∆θ
dθ2
by the coordinate transformation
dt = du− r
2 + (a+ l)2
∆
dr, dϕ = dφ− a
∆
dr.
A suitable combination of the main results in this paper can be stated as the following
theorem (see below for definitions)
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Theorem 1. Let (M, g) be a Λ-vacuum spacetime admitting a Killing vector ξ with self-
dual two-form Fαβ. Assume there exists Q ∈ C∞(M,C) such that
Cαβµν = Q
(
FαβFµν − 1
3
F2Iαβµν
)
, (2)
where Cαβµν is the self-dual Weyl tensor of g and F2 def= FαβFαβ and assume that ∃ p, p′, p′′ ∈
M such that (QF2)|p 6= 0, (QF2 − 4Λ)|p′ 6= 0, and ξ|p′′ is not orthogonal to the 2-plane
generated by the two real null eigenvectors of Fαβ|p′′. Then F2 6= 0 and QF2 − 4Λ 6= 0
everywhere and there exist constants b1, b2, c, k ∈ R such that
36Q(F2) 52 + (b2 − ib1) (QF2 − 4Λ)3 = 0
g(ξ, ξ) + Re
(
6F2 (QF2 + 2Λ)
(QF2 − 4Λ)2
)
+ c = 0
−k +
∣∣∣∣ 36F2(QF2 − 4Λ)2
∣∣∣∣∇αZ∇αZ − b2Z + cZ2 + Λ3 Z4 = 0
where Z = Im
(
6i
√
F2
QF2−4Λ
)
. If these constants are such that the polynomial V (ζ) := k+ b2ζ −
cζ2 − Λ
3
ζ4 can be factored as
V (ζ) = Vˆ (ζ)(ζ − ζ0)(ζ1 − ζ) (3)
with ζ0 ≤ ζ1 and Vˆ (ζ) > 0 on [ζ0, ζ1] and Z :M→ [ζ0, ζ1] then (M, g) is locally isometric
to the Kerr-NUT-(A)dS with parameters {Λ, m, a, l} where
m =
b1
2v0
√
v0
, a =
ζ1 − ζ0
2
√
v0
, l =
ζ1 + ζ0
2
√
v0
and v0 := Vˆ (
ζ0+ζ1
2
).
In fact we obtain in Theorem 4 a full characterization of Λ-vacuum spacetimes for which
(2) holds and for which F2 is not identically zero.
Other local characterization results for Kerr-NUT-(A)de Sitter spacetimes have been
obtained based on the separability of the Hamilton-Jacobi equation. As it is well-known
from the Kerr case, the underlying reason for this separability is the presence of hidden
symmetries in the form of Killing tensors or, more generally, in the form of conformal Killing-
Yano tensors. The presence of such symmetries of the Kerr-NUT-(A)de Sitter spacetime
(in fact, on the corresponding class of metrics in arbitrary dimension, as given in [6]) was
found in [29] (see also [7] for the particular case when all rotation parameters except one
vanish). Results concerning the relationship between the Kerr-NUT-(A)de Sitter spacetimes
and Λ-vacuum spacetimes admitting a closed conformal Killing-Yano tensor have been
obtained in [23] (in arbitrary dimension) based on previous work in [22] and [28]. The
results in these papers and the characterization of Kerr-NUT-(A)de Sitter presented here
are a priori completely different. It is an interesting open problem whether there is any
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way of connecting both types of results. Besides its intrinsic interest, this would open up
the possibility of extending the characterization results in this paper (which are restricted
to four spacetime dimensions) to the higher dimensional case. In this respect, it is worth
mentioning that a generalization [31] of the spacetime characterization of the Kerr spacetime
in [30] has been used [4] (see also [12] for related statements) to obtain an alternative
characterization of this metric involving Killing spinors (and hence hidden symmetries).
A final remark is in order. The hypotheses in our characterization theorems restrict the
spacetime to be of Petrov type D on a non-empty open subset. However, our hypotheses
allow a priori that the Weyl tensor degenerates to type N or type O elsewhere in the
spacetime. In the field of exact solutions, Λ-vacuum spacetimes of Petrov type D have
been thoroughly studied, and the most general class of such metrics has been found to
be the so-called Pleban´ski-Demian´ski metric and its limiting cases (this was analyzed by
Deveber at al [9] and Garc´ıa [13], see also [18]). So, one might think that a convenient
strategy to prove the characterization results in this paper would be to identify (within this
general class) those metrics satisfying the proportionality condition between the self-dual
Weyl tensor and the self-dual double two-form of the Killing vector. However, there are two
main reasons why this is not so. First and foremost, in the field of exact solutions the aim is
to find explicit Lorentzian metrics solving the Einstein field equations. Often the equations
split into several cases depending on whether certain quantities vanish or not. The method
typically proceeds by assuming that either the quantity is not zero or it vanishes on an
open set. This is fine in this field of research, since the regions left out by the analysis are
of empty interior. However, it is not quite sufficient for our purposes, where we want to
identify the metric locally around any point in the given spacetime (or at least keeping full
control of the points that are left out). Studying the transition between a priori disjoint
regions, which may or may not belong to the same spacetime, is a difficult task in general.
This makes the use of the exact solution results of little use in the present context. The
second reason is related to the previous one. As already mentioned, main hypotheses do
not fix a priori the Weyl tensor to be of Petrov type D everywhere in the spacetime so it
becomes necessary to study what happens at the boundary (if any) of open set where the
Petrov type is D. For this, a semiglobal analysis is required, which again precludes (or
makes it difficult) the use of fully local results, as those in the field of exact solutions. All
these considerations were also present in the case of vanishing Λ studied in [30].
The plan of the paper is as follows. In Section 2 we review a number of known results
for spacetimes admitting a Killing vector, especially those concerning the so-called self-dual
Killing form and the Ernst one-form constructed from it. We first present results valid for
general spacetimes and then we concentrate, in Subsection 2.1, on Λ-vacuum spacetimes.
Algebraic and differential consequences of the proportionality between the self-dual Weyl
tensor and the self-dual double Killing two-form are obtained in Subsection 2.2 (further
results on the self-dual Killing form necessary for the paper are included in an Appendix).
In Section 3 we show that the Ernst one-form is globally exact, and construct explicitly
a second Killing vector in terms of the geometry of ξ. The two Killing vectors span a
two-dimensional Killing algebra except in special cases, which are analyzed in detail in
Subsection 3.1, as they require a separate treatment throughout the paper. In Section 4
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the field equations are solved by exploiting the local Riemannian submersion in a confor-
mally related spacetime mentioned above. Our main results here are Theorems 2 and 3
where local forms of the metric are obtained around any point in the spacetime, except
fixed points of the Killing vector ξ. Section 5 is devoted to showing first that the Petrov
type must remain constant throughout the spacetime and understanding the relationship
between the special cases and the generic cases. For this, the Killing algebra derived in
Sect. 3 plays a fundamental role. Our last Section 6 is devoted to identifying the met-
rics obtained in the previous sections, and hence writing down our characterization results.
First of all we summarize in Theorem 4 the main results of the previous sections in a self-
contained form, so as to avoid the need to refer to previous definitions in the reminder of
the paper. Based on this result we obtain characterizations of the Pleban´ski, uncharged
Bertotti-Robinson and Nariai metrics in Theorem 5. Finally, the Kerr-NUT-(A)de Sitter
metric is fully characterized in Theorem 6, and we also discuss similar characterizations
of other related interesting metrics, such as the “black branes” (also called “planar” black
holes) found in [27] and recently discussed in connection with the AdS/CFT holographic
description of the Quark-Gluon plasma [36, 37, 38].
2 Preliminaries
Throughout this paper, a spacetime (M, g) is a smooth, orientable, four-dimensional, con-
nected manifold endowed with a smooth1 metric g of Lorentzian signature. We assume
further that the spacetime is time orientable and time oriented. The Levi-Civita covariant
derivative of g is denoted by ∇ and the volume form by ηαβγδ.
Our basic assumption is that the spacetime possesses a Killing vector field ξ, whose
norm is denoted by N
def
= −ξµξµ. The 2-form Fµν def= ∇µξν defines the complex self-dual
Killing 2-form:
Fαβ def= Fαβ + iF ⋆αβ , F⋆αβ = −iFαβ,
where ⋆ is the Hodge dual operator. Well known identities for F (see e.g. [26]) are
FµρFνρ = 1
4
F2gµν , F2 def= FαβFαβ, FµρFµρ = 0 (4)
where overbars denote complex conjugation. The Ernst one-form is defined by
χβ
def
= 2ξαFαβ, ξβχβ = 0 χαχα = −NF2 (5)
the last relation being a consequence of (4) by contraction with ξ. Actually, by the same
route one gets from (4)
χρFρµ = −1
2
F2ξµ, Fµνχµχν = 0. (6)
The real part of the Ernst one-form satisfies
χµ + χµ = 4ξ
ρFρµ = −4ξρ∇µξρ = 2∇µN
1Smoothness is assumed only for notational simplicity. All the results hold if the metric is merely C3.
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so that we can always write
χµ = ∇µN + iωµ (7)
for some real one-form ω called the twist of ξ. We also introduce the following real one-form
ηµ
def
= χρFρµ = χρFρµ, ηµ = ηµ
which satisfies
ηρFρµ = −1
4
F2χµ, ηµχµ = 0, ηµξµ = −
1
2
χρχρ, ηµη
µ = −N
4
F2F2. (8)
This seems to be a better choice than the more “natural” real one-form iηαβµνχ
βξµχν , and
in any case one has the following relations
ξ ∧ η = i
2
⋆ (χ ∧ χ) =⇒ iηαβµνχβξµχν = 2Nηα − (χρχρ)ξα ,
where we use bold symbols to refer to p-forms (in particular covectors) when no abstract
indices are used. We will also use the following symmetric tensor
tµν
def
=
1
2
FµρFνρ (9)
which is nothing but the “energy-momentum tensor” of the 2-form Fµν . Well known prop-
erties of this tensor are (cf. (4))
tµν = tνµ, t
ρ
ρ = 0, tµρtν
ρ =
1
4
tρσt
ρσgµν , tρσt
ρσ =
1
16
F2F2.
Note however that it is not divergence-free in general, as F does not necessarily satisfy the
Maxwell equations in vacuum.
As ξ is a Killing vector we obviously have
£ξFµν = 0, £ξtµν = 0, ξ(F2) = 0, ξ(N) = 0, [ξ, χ] = 0, [ξ, η] = 0 .
Further properties of all these objects are collected in an Appendix.
A complex self-dual 2-form Fµν is said to be regular at p ∈ M if F2|p 6= 0. If F2|p = 0
then Fµν is called singular. In the regular case, there exist two different real (and necessarily
null) eigenvectors k± of Fµν at p with opposite eigenvalues ±R
kν±Fµν = ±Rk±µ , g(k±, k±) = 0
while there exists only one, k+ = k−, with zero eigenvalue, in the singular case. Then k±
are also eigenvectors of tµν and we have
kµ±tµν = −
1
2
RRk±ν , F2 = −4R2 (10)
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as well as
g(k±, χ) = ±2Rg(ξ, k±), g(k±, η) = 2RRg(ξ, k±). (11)
The relations (110) in the Appendix imply in general
η + 2RRξ = −4RR[g(k−, ξ)k+ + g(k+, ξ)k−]
Rχ+Rχ = 4RR[g(k−, ξ)k+ − g(k+, ξ)k−]
from where some particular possibilities arise
1. Case with g(k+, ξ) = 0. In this situation one easily obtains
g(k+, χ) = g(k+, η) = 0, g(χ, χ) = −4NRR
and also
−(η + 2RRξ) = Rχ+Rχ = 4RRg(k−, ξ)k+ .
2. Case g(k+, ξ) = g(k−, ξ) = 0. In this subcase one obviously has, in addition to the
above,
g(k−, χ) = g(k−, η) = 0, η = −2RRξ, Rχ+Rχ = 0
so that η, ξ and χ are all eigenvectors of tµν , the first two with eigenvalue −RR/2,
the last with the opposite eigenvalue.
2.1 Λ-vacuum
Throughout this paper we will assume that the spacetime satisfies the Einstein field equa-
tions for vacuum with a cosmological constant Λ, that is to say,
Rαβ = Λgαβ (12)
where Rαβ is the Ricci tensor. In that case we will say that the metric g is Λ-vacuum. The
Weyl curvature tensor of the spacetime is denoted by Cαβλµ and its (unique) Hodge dual
by C⋆αβλµ =
1
2
ηρσλµCαβ
ρσ. Then, the complex self-dual Weyl tensor is
Cαβλµ = Cαβλµ + iC⋆αβλµ, C⋆αβλµ = −iCαβλµ.
Under assumption (12) one has that the Riemann tensor becomes
Rαβλµ = Cαβλµ +
Λ
3
(gαλgβµ − gαµgβλ) (13)
so that
∇αCαβλµ = 0, (14)
and the standard property of Killing vectors ∇β∇λξµ = ξαRαβλµ can be appropriately
rewritten in the language of complex self-dual objects as
∇µFαβ = ξν
(
Cνµαβ + 4Λ
3
Iνµαβ
)
, (15)
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where
Iαβµν = 1
4
(gαµgβν − gανgβµ + iηαβµν)
is the metric in the space of complex self-dual 2-forms, i.e. it satisfies IαβµνUµν = Uαβ for
any self-dual two form.
Taking the covariant derivative of the first in (5) one can obtain
∇µχν = −F
2
4
gµν − 2tµν + 2ξρξσCρµσν − 2Λ
3
(Ngµν + ξµξν) (16)
and therefore, in this situation the Ernst one-form is closed [40]
∇[µχν] = 0. (17)
For completeness, one can also derive an expression for the covariant derivative of η, which
after a calculation becomes
∇µην = −F
2
4
Fµν − Λ
3
(ξµχν + 2NFµν) + ξσχρCσµρν + c.c. (18)
Immediate consequences of (15) are
∇µF2 = 2ξνFαβCνµαβ + 4Λ
3
χµ , (19)
∇αχα = −F2 − 2ΛN , (20)
∇µ∇µF2 = −CαβµνFαβFµν − 4
3
ΛF2 − N
2
(
CαβµνCαβµν + 16Λ
2
3
)
. (21)
2.2 Alignment of C and F
The self-dual Cαβλµ defines an eigenvalue problem acting on self-dual 2-forms. The content
of this problem leads to the important Petrov classification of the Weyl tensor [45]. In the
case under consideration, the spacetime has a distinguished self-dual 2-form, the Killing
2-form Fµν . It seems natural to ask what are the implications of Fµν being an eigen-2-form
of Cαβλµ
CαβµνFαβ ∝ Fµν
and this was the essential assumption in the several unique characterizations of the Kerr
and other relative spacetimes given in references [30, 31, 32, 33].
The previous relation does not restrict the Petrov type of the spacetime in general.
However, a particularly interesting case where that condition is achieved is by assuming
Cαβµν = Q
(
FαβFµν − 1
3
F2Iαβµν
)
(22)
which is actually the starting point in [30] —also [33]. We will assume this condition herein.
If (22) holds, then at p ∈M
kα±k
µ
±Cαβµν =
2
3
QR2k±β k
±
ν
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showing that the real null eigenvectors of Fµν are multiple principal null directions of the
Weyl tensor, so that the Petrov type is D if QF2|p 6= 0, N if F2|p = 0 and Q|p 6= 0, or type
0 if Q|p = 0.
Under the assumption (22) equations (15), (19) and (21) become, after using (5),
∇µFαβ = 1
2
QχµFαβ + 1
3
(
4Λ−QF2) ξνIνµαβ , (23)
∇µF2 = 2
3
(
QF2 + 2Λ)χµ, (24)
∇µ∇µF2 = −2
3
F2 (QF2 + 2Λ)− N
3
(
Q2
(F2)2 + 8Λ2) . (25)
Similarly, equations (16) and (18) become, respectively
∇µχν = −F
2
4
gµν − 2tµν + Q
2
χµχν +
1
6
(
QF2 − 4Λ) (Ngµν + ξµξν) (26)
∇µην = −F
2
4
Fµν + 1
12
(
QF2 − 4Λ
)
(ξµχν + 2NFµν) + 1
2
Qχµην + c.c. . (27)
3 Existence of Ernst potential and a second Killing
vector
In this section we will assume that the self-dual Killing form Fαβ is regular everywhere,
i.e. F2 6= 0 everywhere on M. This implies the existence of a smooth complex function
R : M −→ C satisfying F2 = −4R2. Note that at each point ±R coincide with the
eigenvalues introduced in Section 2, and that there are two possible choices for the smooth
function R, namely R and −R. We assume from now on that one such choice has been
made. Let k = k+ be a (real) null eigenvector field with eigenvalue R and ℓ = k− a (real)
null eigenvector field with eigenvalue −R. Being eigenvectors of multiplicity one, they can
be both chosen to be smooth on M and, without loss of generality, as future directed and
satisfying g(k, ℓ) = −1. The freedom left in the choice is k′ −→ Ak, ℓ′ −→ A−1ℓ with
A : M −→ R+ smooth. Note that, had we chosen −R instead of R, the null vector fields
{k, ℓ} would have been interchanged.
Let us also introduce a complex one-form Pα, a real one-form qα and a self-dual two-form
Wαβ by means of
χα
def
= 2RPα, ηµ
def
= 2RRqµ, Wαβ def= 1
R
Fαβ . (28)
These objects are all smooth and satisfy the following properties as a consequence of the
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expressions in Section 2
WµρWνρ = −gµν , WαβWαβ = −4, WµρWµρ = 0, (29)
Pα = ξ
βWβα, P αWαβ = ξβ, P αWαβ = qβ , qαWαβ = P β, (30)
ξαPα = 0, q
αPα = 0, P
αPα = −qαqα = N, qµξµ = −P µP µ, (31)
tµν =
RR
2
WµρWνρ, P αtαβ = −RR
2
P β, ξ
αtαβ = −RR
2
qβ, q
αtαβ = −RR
2
ξβ, (32)
ξ(R) = 0, £ξWµν = 0, [ξ, P ] = 0, [ξ, q] = 0, (33)
as well as
ξ ∧ q = i ⋆ (P ∧ P ) =⇒ iηαβλµP βξλP µ = Nqα − (PµP µ)ξα. (34)
In combination with the null eigenvectors k and ℓ we also have
tαβ =
RR
2
(gαβ + 2kαℓβ + 2kβℓα) , (35)
Wαβ = W−αβ − iW+αβ , with W−αβ = −kαℓβ + kβℓα, W+αβ = ηαβµνkµℓν (36)
W−αβW
−αβ = −W+αβW+αβ = −2, W−αβW+αβ = 0, (37)
g(k, P ) = g(k, q) = g(k, ξ), (38)
−g(ℓ, P ) = g(ℓ, q) = g(ℓ, ξ), (39)
ξ + q = −2 [g(ℓ, ξ)k+ g(k, ξ)ℓ] , (40)
P + P = 2 [g(ℓ, ξ)k− g(k, ξ)ℓ] . (41)
In this section, it is useful to introduce a smooth function J by
Q
def
=
3J
R
− Λ
R2
(42)
where recall that Q is the proportionality factor in (22). In terms of the new variables,
equation (24) transforms into
∇µR = (2JR− Λ)Pµ (43)
which, inserted in (20), implies the following expression for the divergence of Pµ
∇µP µ = 2 (R− JN) . (44)
More generally we have
Lemma 1. The tensors Wαβ, Pα, qα and ξα satisfy the following equations
∇µWαβ = J (PµWαβ + 4ξνIνµαβ) , (45)
∇µPα = R
2
gµα − 1
R
tµα + J (PµPα −Ngµα − ξµξα) , (46)
∇µqα =
(
R
2
−NJ
)
Wµα +
(
R
2
−NJ
)
Wµα + qα(JPµ + JP µ)− ξµ(JPα + JPα), (47)
∇µξα = 1
2
(
RWµα +RWµα
)
. (48)
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Proof: First note that (23) in terms of the new variables becomes
∇µFαβ = (3JR− Λ)PµWαβ + 4JR ξνIνµαβ .
which inserted into
∇µWαβ = 1
R
∇µFαβ − 1
R2
Fαβ∇µR (49)
gives (45). The second and third equations follow similarly from (26) and (27) after a
straightforward calculation. The fourth is obvious from ∇µξα = 12
(Fµα + Fµα).
Lemma 2. The principal null directions k and ℓ satisfy the following relations
2∇µkβ = kβ
(
JPµ + JP µ − ℓα∇µkα
)
+ (J + J) [ξβkµ − g(ξ, k)gβµ] + i(J − J)ξνkαηναµβ ,
(50)
2∇µℓβ = ℓβ
(
JPµ + JP µ − kα∇µℓα
)− (J + J) [ξβℓµ − g(ξ, ℓ)gβµ]− i(J − J)ξνℓαηναµβ .
(51)
Proof: Taking the real part of (45) one derives
2∇µW−αβ = (JPµ+JP µ)W−αβ− i(JPµ−JP µ)W+αβ+(J+J)(ξαgµβ−ξβgµα)+ i(J−J)ξνηνµαβ
whose left-hand side equals by the definition (36)
2 (ℓα∇µkβ + kβ∇µℓα − kα∇µℓβ + ℓβ∇µkα) .
Contracting then with kα, and with ℓα, gives the result directly.
Equation (46) implies directly that
∇αPβ −∇βPα = 0,
so that the one-form Pα is closed. This will be used in the proof of the next Lemma.
Lemma 3. The Ernst one-form χα (or equivalently Pα) is non-zero almost everywhere and
in fact vanishes only at points where ξ vanishes. Moreover, ξ is null at most on sets with
empty interior and the function J satisfies the equation
∇µJ = J2Pµ. (52)
Proof: From the first identity in (6) and F2 6= 0 it follows that χµ vanishes at one point if
and only if ξ vanishes there. In particular χα (or Pα) cannot vanish on any non-empty open
set. For the second statement, assume that ξ were null on a non-empty open set V ⊂ M,
i.e. N = 0 on V . The last expression in (5) would imply χαχα = 0 which combined with
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(7) would lead to χα = iωα being null so that necessarily χµ = 2Aξµ for some function A
such that A = −A. But then the first in (6) would provide
2AξρFρµ = Aχµ = 2A2ξµ = 2R2ξµ
so that A = ±R, that is to say χµ = ±2Rξµ with R = −R. Thus Pµ = ±ξµ and the
left-hand side of (44) is real while its right-hand side is purely imaginary (since N = 0). So
R = 0 and thus χµ would vanish on V , a contradiction.
Using F2 = −4R2 and (43) equation (25) transforms into
Pµ∇µJ = J2N. (53)
Taking the exterior derivative in (43) and using the fact that Pα is closed one derives the
existence of a smooth function G : V0 −→ C on the open dense set V0 := {p ∈M;χ|p 6= 0}
satisfying ∇µJ = GPµ. Inserting this into (53) implies N (G− J2) = 0. Since N vanishes
almost nowhere, we conclude G = J2 on V0 and consequently (52) holds on the open, dense
set V0. Both the right- and the left-hand sides in this equation are smooth one-forms on
M. Since they agree on an open, dense set, they agree everywhere. .
The next lemma shows that Pµ and χµ are not only closed but in fact exact, and provides
explicit expressions for J , R and the Ernst potential χ satisfying χα = ∇αχ.
Lemma 4. Assume that Q is not identically zero or Λ 6= 0. Then, the one-form Pα is
exact on M and the complex function P : M −→ C satisfying Pα = ∇αP can be chosen
to be non-zero everywhere. Moreover, there exist smooth complex functions j, r, x defined
on C \ {0} such that J and R satisfy J = j ◦ P , R = r ◦ P and χ def= x ◦ P satisfies (i)
∇αχ = χα and (ii) χ + χ = 2N (in particular, the Ernst one-form is exact). Moreover,
{j, r, x} belong to one of the two following classes,
(A) j(ζ) = 0, r(ζ) = −Λζ, x(ζ) = c− Λζ2, c ∈ R, Λ 6= 0.
(B) j(ζ) = −1
ζ
, r(ζ) =
b
2ζ2
− Λ
3
ζ, x(ζ) = c− b
ζ
− Λ
3
ζ2, b = b1 + ib2, b1, b2, c ∈ R.
Proof: Assume first that J vanishes everywhere on M. Then, Λ 6= 0 (otherwise we would
also have Q = 0 against hypothesis). Equation (43) implies Pα = −∇α
(
R
Λ
)
, and hence
P
def
= −R
Λ
satisfies ∇αP = Pα and vanishes nowhere, as claimed. From χα = 2RPα it follows
χα = − 1Λ∇αR2 which implies χα = ∇αχ for χ = −R
2
Λ
+ c for a constant c which can be
taken to be real without loss of generality. Moreover, from (7) it follows that c can always
be adjusted so that χ + χ = 2N . This proves the Lemma for class (A).
Assume now that J is not identically zero. We first show that J vanishes nowhere. Let
V1
def
= {p ∈ M; J(p) 6= 0} and assume that V1 6= M. Let p be a point in the topological
boundary ∂V1. Sufficiently near p, Pα is exact Pα = ∇αP for some smooth function P .
Since Pµ vanishes if and only if ξµ vanishes and the set of fixed points of a Killing vector is at
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least of co-dimension two, p can be chosen so that Pµ|p 6= 0. Restricting the neighbourhood
of p if necessary we can assume Pµ nowhere zero there and hence there exists a smooth
complex function j defined on a neighbourhood of P0
def
= P (p) ∈ C such that J = j ◦ P
and j′ = j2 (this follows from (52)). Uniqueness of solutions of ODE implies j ≡ 0 in a
neighbourhood of p, against hypothesis. Thus V1 = M and J 6= 0 everywhere. We can
define P = − 1
J
which satisfies ∇αP = Pα (hence Pα is exact) and vanishes nowhere.
Equation (43) becomes
∇αR = −
(
2R
P
+ Λ
)
∇αP
which integrates to R = r ◦ P with
r =
b
2ζ2
− Λ
3
ζ, b ∈ C.
Finally, χα = 2RPα reads
χα = −∇α
(
b
P
+
Λ
3
P 2
)
,
which proves that χα is exact χα = ∇αχ with χ = x ◦ P and x : C \ {0} → C given by
x(ζ) = c− b/ζ− (Λ/3)ζ2, where c is an arbitrary constant. Again without loss of generality
c can be chosen to be real and adjusted so that χ+ χ = 2N . .
Remark: In the rest of the paper all results will split into the two cases (A) and (B) of
this theorem. We will simply write (A) and (B) without further mention, e.g. in Proposition
1 below.
The complex function P will be decomposed in real and imaginary parts as
P = y + iZ
where y, Z :M→ R are smooth. The condition PαP α = N (31) imposes
∇αy∇αy −∇αZ∇αZ = N ∇αy∇αZ = 0. (54)
From g(ξ, P ) = g(q, P ) = 0 and g(k, P ) = g(ξ, k) (38) and taking real and imaginary parts
one has
ξ(y) = 0, ξ(Z) = 0, q(y) = 0, q(Z) = 0, k(y) = g(ξ, k), k(Z) = 0. (55)
From (47) and the formulas for case (A) in Lemma 4 one sees that, in this case, ∇(µqν) =
0, so that q is another Killing vector field on M. The existence of a second Killing vector
is proven in general in the next proposition
Proposition 1. The following vector fields
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(A) ς = Aξ + Cq,
(B) ς = (A− CP 2 − CP 2)ξ + 2CPPq.
are Killing vectors on (M, g) for arbitrary real constants A and C. Moreover, any two
vector fields in this class commute.
Proof: Let ς = Fξ + Gq for some real functions F and G to be determined. A direct
calculation using (47) and that ξ is Killing provides
∇µςν +∇νςµ = ξµ
(∇νF −GJPν −GJP ν)+ ξν (∇µF −GJPµ −GJP µ)
+qµ
(∇νG+GJPν +GJP ν)+ qν (∇µG+GJPµ +GJP µ)
so that ς is a Killing vector provided the following two equations are satisfied
∇µF = GJPµ +GJP µ, ∇µG = −GJPµ −GJP µ.
Using the formulas in Lemma 4 we have that their general solution is F = A, G = C, where
A and C are real constants in case (A). For case (B), the second equation integrates easily
to
G = 2CPP
and then the first can be solved to give
F = −C(P 2 + P 2) + A.
The commutation follows directly from (33) and ξ(P ) = ξµPµ = 0.
Remark. In the case of vanishing cosmological constant and assuming that the Killing
vector ξ is timelike so that it makes sense to pass locally to the quotient manifold defined
by the orbits of ξ, a vector field equivalent to the one in case (B) of this Proposition
was introduced by Perje´s [41] as a useful tool to characterize locally the vacuum strictly
stationary spacetimes with vanishing Simon tensor. This vector field was shown to leave
invariant the metric components [41], so that it is a Killing vector field of the spacetime,
see also [44].
This Proposition provides two linearly independent Killing vectors except in some special
situations where q and ξ happen to be co-linear. This leads to the analysis of the special
cases arising from (34).
3.1 Special cases
From Eq.(34) we know that the set {ξ, q, P, P} constitutes a basis on the tangent spaces
unless P and P are collinear. These special cases are characterized by the condition P∧P =
0. First note that at any p ∈M and for any a ∈ C,
P |p = aP |p ⇐⇒ q|p = aξ|p, (56)
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as a direct consequence of (30). Unless ξ|p = 0 (and then q|p = P |p = 0) it follows that
a is real and actually P = aP = a2P at p so that either a = ±1 or P |p = 0. Thus,
P ∧ P |p = 0 is equivalent to either P |p = ǫP |p with ǫ = ±1 or P |p = 0. In each case one
has, respectively, q|p = ǫξ|p or q|p = 0 and ξ|p = 0, the last as a consequence of Lemma 3.
Conversely, if q|p is proportional to ξ|p 6= 0, then necessarily q|p = ±ξ|p because of (56).
Moreover, ξ|p = 0 implies q|p = 0 and P |p = 0.
If P ∧ P = 0 on an open connected set, then there is ǫ ∈ {+1,−1} such that P = ǫP
everywhere because of Lemma 3 and we then have q = ǫξ. Conversely, ξ∧q = 0 on an open
set implies q = ǫξ for ǫ ∈ {−1, 1} constant and then P = ǫP . From (44) it also follows
R− ǫR = N(J − ǫJ) (57)
which, upon using the expressions in Lemma 4, becomes
(A): y(ǫ− 1)− iZ(ǫ+ 1) = 0 (58)
(B): (ǫ− 1)
(
b1 − 2cy + 4Λ
3
y3
)
+ i(ǫ+ 1)
(
b2 − 2cZ − 4Λ
3
Z3
)
= 0. (59)
Further information can be obtained for each value of ǫ separately
1. P |p 6= 0 purely imaginary (ǫ = −1): From (40,41) and (38,39) one gets at p
g(k, P ) = g(k, q) = g(k, ξ) = g(ℓ, P ) = g(ℓ, q) = g(ℓ, ξ) = 0 (60)
so that 〈ξ, P 〉 is at p a plane orthogonal to the plane generated by the principal null
directions 〈k, ℓ〉. One also has
2 ξ ∧ P |p = N(W −W)|p = +2NiW+|p. (61)
2. P |p 6= 0 real (ǫ = 1): From (40,41) and (38,39) one gets
P |p = P |p = (g(ℓ, ξ)k− g(k, ξ)ℓ)|p, ξ|p = q|p = (−g(ℓ, ξ)k− g(k, ξ)ℓ)|p (62)
so that 〈ξ, P 〉 is at p the plane generated by the principal null directions 〈k, ℓ〉. One
also has
2ξ ∧ P |p = 2Nk ∧ ℓ|p = −N(W +W)|p = −2NW −|p (63)
3. If P |p = 0, all equations (60)-(63) hold trivially as ξ|p = 0 and q|p = 0 too.
4 Solving the field equations
Equation (46) will be the key for the integration of the field equations. This integration will
proceed by identifying a natural Riemannian submersion and integrating the equations first
on the quotient space and then going up into the total space. In the generic case, namely
when the Killing vector ξ is not simultaneously orthogonal to both null eigenvectors k and
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ℓ and when dZ 6= 0, we will be able to identify enough structure in the quotient so that its
geometry can be fully determined. In the special cases when either dZ = 0 or when ξ is
orthogonal to both null eigenvectors, the problem will become harder and the fundamental
equations for Riemannian submersions will have to be used. In fact, different submersions
will have to be introduced in order to deal, respectively, with the cases (i) dZ = 0 and
(ii) ξ orthogonal to both k and ℓ. In subsection 4.1 we identify the conformal rescaling
in the spacetime that will allow is to define the Riemannian submersions in the following
subsections. In subsection 4.2 we assume that ξ and k are not orthogonal and introduce
a two-dimensional distribution in the spacetime which is proven to be integrable and to
define a Riemannian submersion. The geometry of this Riemannian submersion is analyzed
in detail with the additional assumption that dZ 6= 0. In subsection 4.3 we study this
distribution in the case when dZ = 0 and we also introduce a second distribution capable
of dealing with the situation when ξ is simultaneously orthogonal to k and ℓ. This second
distribution is also shown to be two-dimensional and integrable and to define a Riemannian
submersion. Despite the very different nature of both distributions, we introduce a notation
that allows us to work with them simultaneously. Once the geometry of the Riemannian
submersions is understood, we proceed by integrating up the field equations and determining
the most general class of spacetime metrics satisfying our characterization hypotheses. This
is done in subsection 4.4 where the main results of this section are stated and proved.
Theorem 2 determines the spacetime metric when the Killing vector is not orthogonal to
the eigenspace of the self-dual Killing form and Theorem 3 is the analogous result when ξ
is simultaneously orthogonal to k and ℓ.
4.1 Conformal rescaling
Let us first recall that a Riemannian submersion between two semi-Riemannian manifolds
(of arbitrary signature) (M, g) and (S, h) is a smooth surjective map π : M→ S of rank
= dim(S) such that, for all p ∈ S and all q ∈ Vp def= π−1(p) the tangent space TqM admits a
direct sum decomposition TqM = TqVp⊕NqVp, where TqVp is the tangent space of Vp (this
is a submanifold because π is of maximum rank) and NqVp = (TqVp)
⊥ (orthogonal with
respect to the metric g) satisfying the property that π⋆ : NqVp −→ TpS is an isometry. For
details on Riemannian submersions see [39].
Consider now an integrable distribution D in M of dimension m and assume that at
each point p ∈ M the induced metric at Dp ⊂ TpM is non-degenerate. Let {Lα} be
the collection of maximal integrable manifolds of the distributions (which exists by the
Frobenius theorem). This collection defines a foliation in M (as usual, each integrable
manifold is called a “leaf”). For any subset A ⊂ M we define an equivalence relation:
p1, p2 ∈ A are related p1 ∼ p2 if and only if the there exists a smooth path γ from p1 to p2
fully contained in A with tangent vector γ′ everywhere tangent to D. The quotient space
will be denoted by A/ ∼.
We can construct the orthogonal projector to Dp, i.e. the one-one tensor hαβ satisfying
h|Dp = 0 and h|D⊥p = Id|D⊥p . Let hαβ = gαµhµβ (which is well-known to be symmetric) and
let X be an arbitrary vector field on M tangent to D (i.e. X|p ∈ Dp, ∀p ∈ M). Then the
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following result is well-known (cf. Theorem 1.2.1 in [19])
Lemma 5. If £Xhαβ = 0 for all vector fields X tangent to D, then for any p ∈ M there
exists an open connected neighbourhood Up of p such that Up/ ∼ is a smooth manifold and
the projection π : Up → Up/ ∼ is a Riemannian submersion.
The condition for £Xhαβ can be rewritten in terms of covariant derivatives of Xα as
follows
Lemma 6. For any vector field X tangent to D the following expression holds
£Xhαβ = h
µ
αh
ν
β (∇µXν +∇νXµ) .
Proof: Let Y be any vector field tangent to the distribution D. It follows that £XY is also
tangent to the distribution. Let Vα be any one-form normal to the distribution, then £XVα
is also normal to the distribution because, for any tangent vector Y , we have
(£XVα) Y
α = £X (VαY
α)− Vα[X, Y ]α = 0.
Also (£Xh
α
µ)Vα = 0, because(
£Xh
α
µ
)
Vα = £X
(
hαµVα
)− hαµ£XVα = (δαµ − hαµ)£XVα = 0.
It it clear then that (£Xh
µ
α)hµν = 0 (because its contraction in the index ν with a tangent
vector or with a normal vector vanishes). Using hαβ = h
µ
αh
ν
βgµν ,
£Xhαβ = £X
(
hµαh
ν
βgµν
)
= hµαh
ν
β£Xgµν = h
µ
αh
ν
β (∇µXν +∇νXµ) .
The Riemannian submersions we will define involve a suitable conformal rescaling of g.
We start with the following Lemma concerning the principal null direction k.
Lemma 7. Let D be an integrable distribution in M such that k|p ∈ Dp ∀p ∈ M and let
hαβ be the corresponding projector. Then
hαµh
β
ν (∇αkβ −∇βkα) = i
(
J − J) ξσkρησραβhαµhβν , (64)
£khαβ = −g(ξ, k)
(
J + J
)
hαβ. (65)
Moreover, if g(ξ, k) 6= 0 everywhere then kα∇αkβ = k(g(ξ, k))
g(ξ, k)
kβ.
Proof. Projecting (50) and using the fact that hαβkα = 0 one gets
2hαµh
β
ν∇αkβ = −g(ξ, k)
(
J + J
)
hµν + i(J − J)ξσkρησραβhαµhβν .
The symmetric and anti-symmetric part of this relation give (65) and (64), respectively.
For the last statement, (50) gives 2kα∇αkβ = −(ℓρkσ∇σkρ)kβ. Contracting with ξβ fixes
−ℓρkσ∇σkρ = 2 k (g(ξ, k))
g(ξ, k)
.
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This Lemma suggests the metric transformation required in order to define a Riemannian
submersion. Let s : C\{0} → C\{0} be a solution of the ODE s′ = −sj and define S def= s◦P
and Ω
def
= SS. The latter is a positive real function satisfying
∇αΩ = −Ω
(
JPα + JP α
)
. (66)
The conformally related metric
gˆαβ
def
=
1
Ω
gαβ
will play a fundamental role in the integration of the field equations. Without loss of
generality we choose s (and hence Ω) as follows in each of the classes defined in Lemma 4:
(A) s(ζ) = 1, Ω = 1.
(B) s(ζ) = ζ, Ω = y2 + Z2.
Lemma 8. Let D be a distribution satisfying the same hypothesis as in Lemma 7. Let hˆαβ
be the corresponding projector with the spacetime metric gˆ. Then
£khˆαβ = 0.
Proof: First note that k(Ω) = −Ω (J + J) g(ξ, k). Since hˆαβ = 1Ωhαβ , it follows
£khˆαβ =
1
Ω
(
£khαβ − k(Ω)
Ω
hαβ
)
=
1
Ω
(
£khαβ + g(ξ, k)
(
J + J
)
hαβ
)
= 0.
We adopt the convention that all spacetime indices are raised and lowered with the
metric g, unless contrarily indicated. The covariant derivative with respect to gˆ will be
denoted by ∇̂. The standard transformation law for covariant derivatives under conformal
rescaling allows us to obtain ∇̂µPα from (46). The result is
∇̂µPα = R
2
gµα − 1
R
tµα − J
(
ξµξα +
N
2
gµα
)
− J
2
(
P µPα + PµP α − gµαPνP ν
)
(67)
whose imaginary part implies the following equation for Z:
2i∇̂µ∇̂αZ =
(
R− R)(1
2
gµα +
1
RR
tµα
)
+
+
(
J − J) (−ξµξα +∇µy∇αy +∇µZ∇αZ − gµα (N +∇νZ∇νZ)) . (68)
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4.2 Riemannian submersion in the generic case
In this subsection we assume that g(ξ, k) 6= 0 and introduce a distribution shown to be a
Riemannian submersion. Several of its properties, required later, are stated and proven.
We start will the following Proposition.
Proposition 2. Assume that ξ satisfies g(ξ, k) 6= 0 everywhere and define Dp = span{ξ, k}|p
⊂ TpM. This collection of vector subspaces defines a two-dimensional integrable distribution
with timelike leaves. Let hµα be the corresponding orthogonal projector and hˆαβ = gˆµαh
µ
α.
Then, for any vector field X tangent to the distribution we have £X hˆαβ = 0 and the fol-
lowing equation holds
hµνh
α
β∇̂µ∇̂αZ = Uhˆνβ , with U def=
Ω
2i
(
R −R −N (J − J)) . (69)
Remark: Substituting the explicit expressions in classes (A) and (B) defined in Lemma
4, it follows that U = u ◦ Z, where u : R \ {0} → R is given by
(A) u = −Λζ.
(B) u =
b2
2
− c ζ − 2Λ
3
ζ3.
Proof: The condition g(ξ, k) 6= 0 implies that ξ and k are linearly independent every-
where, so that Dp is two-dimensional. To show that it is integrable it suffices to show that
[ξ, k]|p ∈ Dp, but this is immediate because k is a simple eigenvector of a tensor Fαβ which
is invariant under ξ and hence [ξ, k] ∝ k. The induced metric on Dp is non-degenerate be-
cause clearly no linear combination of ξ and k can be orthogonal to ξ and k simultaneously.
Being non-degenerate, it is obviously timelike because it contains a null direction. For the
statement £X hˆαβ = 0, it suffices to check that £ξhˆαβ = 0 and £khˆαβ = 0. The first is
immediate from the fact that ξ is a Killing vector for gˆ, due to ξ(Ω) = 0, and the second
has been proven in Lemma 8.
In order to establish (69), we define Vα
def
= hµα∇µy. Note that hµα∇µZ = ∇αZ because
of (55). From (35) it follows tµαh
ν
νh
α
β =
RR
2
hνα and (68) implies
2ihµνh
α
β∇̂µ∇̂αZ =
(
R− R−N (J − J)) hνβ + (J − J) (VνVβ +∇νZ∇βZ − hνβ∇ρZ∇ρZ) .
Since hνβ = Ωhˆνβ it only remains to show that VνVβ +∇νZ∇βZ − hνβ∇ρZ∇ρZ vanishes.
From (54) one has Vα∇αZ = 0. Moreover, it is immediate to check that the projector hαβ
can be written as
hαβ = gαβ − N
g(ξ, k)2
kαkβ − 1
g(ξ, k)
(kαξβ + kβξα) (70)
and hence, using (55),
VαV
α = hαβ∇αy∇βy =
(
gαβ − N
g(ξ, k)2
kαkβ − 1
g(ξ, k)
(
kαξβ + kβξα
))∇αy∇βy =
= ∇αy∇αy −N = ∇αZ∇αZ
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The claim now follows from the fact that D⊥p is two-dimensional.
The direct sum decomposition TpM = Dp ⊕ D⊥p allows to decompose any vector X in
TpM as X = XV+XH, where V stands for “vertical” (i.e. along Dp) and H for “horizontal”
(i.e. along D⊥p ). The following lemma relates the orientation of the quotient space to the
orientation of the ambient spacetime.
Lemma 9. Assume that g(ξ, k) 6= 0 everywhere, define Dp = span{ξ, k}|p ⊂ TpM and
assume that M/ ∼ is a manifold. Then there exists a volume form ηˆ on M/ ∼ such that
ηˆµν
def
= π⋆(ηˆ)µν satisfies
Ω−1ηαβρσh
α
µh
β
νk
ρℓσ = Ω−1W+µν = ηˆµν .
In particular hαµh
β
ν (∇αkβ −∇βkα) = ig(ξ, k)
(
J − J)Ωηˆµν .
Proof: The two-form W+αβ = ηαβρσk
ρℓσ is orthogonal to k so that, from (70),
W+αβW
+
µνh
αµhβν = W+αβW
+αβ = 2,
where in the last equality we used (37). Consequently the two-form W+αβh
α
µh
β
ν vanishes
nowhere. Let ηˆ be the volume-form on M/ ∼ such that W+αβhαµhβν is proportional to
ηˆµν = π
⋆(ηˆ)µν with a positive proportionality factor (existence follows because both are
two-forms on the two-dimensional vector space D⊥p and both are everywhere non-zero).
Squaring
W+αβh
α
µh
β
ν = f ηˆµν , f > 0
with the metric gˆ, and using ηˆµν ηˆρσgˆ
µρgˆνσ = 2 (gˆαβ is the inverse of gˆαβ and not the tensor
obtained by raising indices with gαβ) we conclude f 2 = Ω2 and hence f = Ω, as claimed.
Expanding the vertical part of ℓ in the basis {ξ, k} we find ℓV = − 1
g(ξ,k)
ξ + h0k where
h0 is a function whose explicit from does not concern us. It follows that
ηαβρσh
α
µh
β
νk
ρℓσ =
1
g(ξ, k)
ηαβρσh
α
µh
β
νξ
ρkσ (71)
so that the last statement follows directly from (64) in Lemma 7.
Remark. This Lemma implies that, for any pair of horizontal vectors X1 = X
H
1 and X2 =
XH2 in TpM, the pair {π⋆(X1), π⋆(X2)} is positively oriented if and only if {k, ℓ,X1, X2} is
positively oriented in TpM, and also if and only if 1g(ξ,k)ηαβρσXα1Xβ2 ξρkσ > 0. This will be
used below.
The function Z is constant along the leaves of {D}. Hence there exists a function Zˆ
such that Z = π⋆(Zˆ). Let ⋆hˆdZˆ be the Hodge dual of dZˆ, in components
(⋆hˆdZˆ)A = ηˆABD
BZˆ,
where D is the covariant derivative of hˆ and all indices (A,B, . . . ) onM/ ∼ are raised and
lowered with hˆAB. It is immediate that {⋆hˆdZˆ, dZˆ} is either identically zero or defines a
positively oriented basis.
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Lemma 10. Under the same conditions as in Lemma 9, assume further that dZ 6= 0
everywhere. Then, the one-form Vα
def
= hβα∇βy is given by Vα = π⋆(⋆hˆdZˆ)α.
Proof: We already know the properties VαV
α = ∇αZ∇αZ and Vα∇αZ = 0. Since both
Vα and π⋆(⋆hˆdZˆ)α are horizontal, it must happen that Vα = ǫ1π⋆(⋆hˆdZˆ)α, with ǫ1 = ±1. To
decide the sign, it is necessary to analyze the orientation of {ξα, kβ, V α,∇αZ}. We compute
ηαβµνV
α∇βZξµkν = ηαβµν∇αy∇βZξµkν = − i
2
ηαβµνk
αP
β
ξµP ν = −1
2
(
Nqν − PαPαξν
)
kν
where in the last equality we have used (34). Since qνk
ν = g(ξ, k) (cf. (40)) and N−PαPα =
Pα(P
α − Pα) = −2∇αZ∇αZ we conclude that
1
g(ξ, k)
ηαβµνV
α∇βZξµkν = ∇αZ∇αZ ≥ 0.
Hence, in view of (71), {V α,∇αZ, kα, ℓα} is positively oriented provided ∇αZ 6= 0. Since
{⋆hˆdZˆ, dZˆ} is also positively oriented in the quotient, it follows that ǫ1 = 1.
4.3 Riemannian submersions in the special cases
The results in the previous subsection will be sufficient to determine fully the geometry of
the quotient space (M/ ∼, hˆ) of the Riemannian submersion when dZ 6= 0. The key for
this will be equation (69) in Proposition 2. However, when Z is a constant this equation
gives no information at all, so an alternative method must be used. In addition, when ξ is
orthogonal to both k and ℓ the distribution span{ξ, ℓ} in the previous subsection is no longer
non-degenerate, and hence does not define a Riemannian submersion. In order to deal with
this situation we need to introduce an alternative distribution and show that it defines a
Riemannian submersion. Note that the situation Z = const. corresponds precisely to the
special case Pα = Pα in Subsection 3.1 while the case g(ξ, k) = g(ξ, ℓ) = 0 corresponds to
the other special case Pα = −P α, see (41).
The next lemma introduces the second distribution and proves it to define a Riemannian
submersion.
Lemma 11. Assume g(ξ, k) = g(ξ, ℓ) = 0 with ξ 6= 0 everywhere. Then the distribu-
tion D−p def= span{ξ|p, grad Z|p} with (grad Z)α = ∇αZ is two-dimensional, spacelike and
integrable. Let Hµα be its orthogonal projector and Hˆαβ
def
= gˆαµH
µ
α. Then,
£ξHˆαβ = £grad ZHˆαβ = 0.
Proof: From Pα = −P α it follows y = const and hence, using (54), ∇αZ∇αZ = ξαξα =
−N > 0 (recall that Pα = i∇αZ can vanish only if ξ vanishes and ξα∇αZ = 0). This proves
that the distribution {D−} is two-dimensional and spacelike and, moreover, that the metric
gµα can be decomposed as
gµα = −kµℓα − kαℓµ − 1
N
(∇µZ∇αZ + ξµξα) = Hµα − 1
N
(∇µZ∇αZ + ξµξα) . (72)
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{D−} is also integrable because [ξ, grad Z] = 0 as a consequence of ξ being a Killing vector.
£ξHαβ = 0 for the same reason. To show £grad ZHαβ = 0 we use Lemma 6. First note,
from (68) and Hµα∇µZ = Hµαξν = 0,
2iHµνH
α
β∇ˆµ∇ˆαZ =
(
R−R)HµνHαβ
(
1
2
gµα +
1
RR
tµα
)
= 0
where in the last equality we used (35) so that
1
2
gµα +
1
RR
tµα = gµα + kµℓα + kαℓµ = −N−1 (∇µZ∇αZ + ξµξα) .
Applying now Lemma 6 (observe that (grad Z)αgˆαβ = Ω
−1∇ˆβZ)
£grad ZHˆαβ = H
µ
αH
ν
β
(
∇ˆµ
(
Ω−1∇ˆνZ
)
+ ∇ˆν
(
Ω−1∇ˆµZ
))
=
2
Ω
HµαH
ν
β∇ˆµ∇ˆνZ = 0.
In order to deal with the special cases we exploit the relationship between the Riemann
tensor on the quotient and suitable components of the Riemann tensor on the ambient
manifold valid for any Riemannian submersion
Proposition 3 ([39]). Let π : (M, gˆ)→ (S, hˆ) be a Riemannian submersion and denote by
gˆR, hˆR the respective Riemann tensors. Let {X, Y,W,Z} be horizontal vector fields. Then
hˆR(π⋆(X), π⋆(Y ), π⋆(W ), π⋆(Z)) =
gˆR(X, Y,W,Z) +
1
2
gˆ
(
[X, Y ]V , [W,Z]V
)
+
+
1
4
gˆ
(
[X,W ]V , [Y, Z]V
)− 1
4
gˆ
(
[X,Z]V , [Y,W ]V
)
.
In our situation, we know the Riemann tensor of (M, g) and the conformal transforma-
tion between g and gˆ, so we will be able to compute the first term in the right-hand side.
For the remaining terms, we need to compute the vertical part of the commutator of two
arbitrary horizontal vectors. We have two distributions to consider. In order to deal with
both of them in parallel and given their characterization as Pα = ǫPα, ǫ = ±1, we intro-
duce the following notation (we work always away from fixed points of ξ). The distribution
{Dǫ} is defined as span{k, ℓ} if ǫ = 1 and span{ξ, grad Z} if ǫ = −1. The corresponding
orthogonal projectors are denoted by hµα (so that, in the notation above h
µ
α = h
µ
α if ǫ = 1
and hµα = H
µ
α if ǫ = −1) and we also write hˆαβ = hµαgˆµβ. Note that
hµαh
ν
βWµν = −ǫ
√−ǫW ǫαβ (73)
where, naturally, W ǫαβ is W
+
αβ when ǫ = +1 and W
−
αβ when ǫ = −1 and the square root is
defined by
√−ǫ = i when ǫ = 1 and √−ǫ = 1 when ǫ = −1.
We have the following result for the vertical parts of the commutator of horizontal fields.
Lemma 12. Assume both Pα = ǫPα and ξ 6= 0 everywhere. With the notation above, let
X, Y be any pair of horizontal vector fields of the distribution {Dǫ}. Then, the vertical part
of their commutator is
[X, Y ]V =
√−ǫ (J − ǫJ)XµY νW ǫµνξ.
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Proof. We first note that for any pair of horizontal vectors X, Y and a vertical vector t
we have, using the orthogonality of t and X, Y ,
g([X, Y ], t) = tν (X
µ∇µY ν −Xµ∇µY ν) = −XµY νhαµhβν (∇αtβ −∇βtα) .
We first prove that [X, Y ]V is proportional to ξ. It suffices to show that its scalar product
with a vertical, nowhere zero vector orthogonal to ξ vanishes.
For the case ǫ = +1, the condition ∇αZ = 0 implies Vα = 0 so that, using the projector
(70)
0 = Vα = h
α
β∇αy = ∇αy − ξα −
N
g(ξ, k)
kα.
It follows that t
def
= ξ+ N
g(ξ,k)
k is vertical, nowhere zero, orthogonal to ξ and satisfies ∇αtβ −
∇βtα = 0. Consequently [X, Y ]V is orthogonal to t as required. For the case ǫ = −1 the
claim follows immediately with the choice t = grad Z which is again vertical, nowhere zero,
orthogonal to ξ and satisfies ∇αtβ −∇βtα = 0.
In order to determine the proportionality factor between [X, Y ]V and ξ we compute
g([X, Y ]V , ξ) =−XµY ν hαµhβν (∇αξβ −∇βξα) =
=−XµY ν hαµhβν
(
RWαβ + RWαβ
)
= −√−ǫ (R− ǫR)XµY νW ǫµν
where in the third equality we used (73). The lemma follows from (57) and g(ξ, ξ) = −N .
We can now determine the geometry of the quotient in the special cases.
Proposition 4. Assume both P α = ǫPα and ξ 6= 0 everywhere. Choose any point p ∈ M
and a sufficiently small neighbourhood Up of p where Lemma 5 applies. Then, the curvature
scalar of (Up/ ∼, hˆ) reads
(A) R(hˆ) = 2Λ.
(B) R(hˆ) =
{
2(c+ 2ΛZ2) if ǫ = 1
2(−c + 2Λy2) if ǫ = −1
Remark. In the case ǫ = 1 we can equivalently write R(hˆ) = −2u′(Z) where u is the
real function defined in the Remark after Proposition 2.
Proof: We have already indicated the steps to prove this result. We start with the
determination of Rαβµνh
α
ρh
β
σh
µ
κh
ν
δ. From (22) and (42) and recalling (73),
Cαβµνhαρhβσhµκhνδ = (3JR − Λ)
(
−ǫW ǫρσW ǫκδ +
1
3
(hρκhσδ − hρδhσκ)
)
. (74)
SinceW ǫρσW
ǫ
κδ has the same symmetries as a Riemann tensor in two-dimensions andW
ǫ
αβW
ǫαβ =
−ǫ it follows
ǫW ǫρσW
ǫ
κδ = hρκhσδ − hρδhσκ.
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Taking the real part in (74) and using (13) it follows
Rαβµνh
α
ρh
β
σh
µ
κh
ν
δ =
(
Λ− JR − J R) (hρκhσδ − hρδhσκ) .
The next step is to perform the conformal rescaling gˆ = Ω−1g and obtain the corresponding
Riemann tensor. The distribution {Dǫ} is such that (recall expression (35) for tµα)
hµνPµ = 0, h
µ
νh
α
βtµα =
ǫRR
2
hνβ.
Thus, equation (46) implies, using (57),
hµνh
α
β∇µPα = −
1
2
N
(
J + ǫJ
)
hνβ. (75)
Given that Pα = ǫPα, equations (66) and (75) yield
∇αΩ = −Ω
(
J + ǫJ
)
Pα,
hµνh
α
β∇µ∇αΩ =
1
2
NΩ
(
J + ǫJ
)2
hνβ.
The standard transformation law for the Riemann tensor under conformal rescaling gives,
after a straightforward calculation,
gˆRαβµνh
α
ρh
β
σh
µ
κh
ν
δ =
1
Ω
(
Λ +
1
4
N
(
J + ǫJ
)2 − JR − JR) (hρκhσδ − hρδhσκ) .
Inserting this into Proposition 3 and using Lemma 12 gives
hˆRABCD =Ω
(
Λ +
N
4
(
J + ǫJ
)2 − JR − J R + 3N
4
(
J − ǫJ)2)(hˆAC hˆBD − hˆADhˆBC) .
The Proposition now follows by explicit substitution of the formulae in Lemma 4 in this
expression and using (58,59).
4.4 Spacetime geometry
We are ready to prove our main results of this section, namely to determine the spacetime
metric under our characterization hypotheses. As already discussed, the strategy is to use
the information in the previous two subsections concerning the Riemannian submersions and
integrate the field equations from the quotient up to the spacetime. We need to distinguish
two cases depending on whether or not ξ is orthogonal to k and ℓ.
Theorem 2. Let (M, g) be a Λ-vacuum, non-locally flat, spacetime admitting a Killing
vector ξ. Let Fµν be the self-dual Killing form of ξ and assume that F2 6= 0 everywhere
on M and that the self-dual Weyl tensor Cαβµν satisfies (22). Let k and ℓ be the two
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eigenvectors of Fαβ and let p ∈ M be such that ξ|p 6∈ span{k|p, ℓ|p}⊥ ⊂ TpM. Then, there
exists an open, connected neighbourhood Up of p with ξ = ∂v and such that g takes the form
g = −N (dv − wˆ)2 + 2 (dy − ⋆hˆdZ) (dv − wˆ) + Ωhˆ.
where hˆ is a Riemannian metric on a two-dimensional manifold Sp with Gaussian curvature
K(hˆ) = −u′ ◦ Z, (76)
wˆ is a one-form on the metric hˆ satisfying the equation
dˆwˆ = (f ◦ Z)ηˆ, (77)
and Z is a function on the metric hˆ whose Hessian satisfies
HessZ = (u ◦ Z)hˆ. (78)
Here, u′ is the derivative of u, ηˆ and ⋆hˆ denote the volume 2-form and its corresponding
Hodge dual of the metric hˆ and dˆ is the exterior differential on Sp. The functions N,Ω :
M→ R and u, f : R→ R belong to one of the following two classes
(A) N = c− Λ (y2 − Z2) , Ω = 1, u(ζ) = −Λζ, f = 0, Λ 6= 0.
(B) N = c− Λ
3
(
y2 − Z2)− b1y + b2Z
y2 + Z2
, Ω = y2 + Z2, u(ζ) =
b2
2
− c ζ − 2Λ
3
ζ3, f = 2ζ.
where b1, b2, c are arbitrary real constants.
Proof: Since ξ|p is not simultaneously orthogonal to k|p and ℓ|p we can assume, after
interchanging ℓ and k if necessary, that g(ξ, k) 6= 0 at p. Choose Up an open, connected
neighbourhood of p where g(ξ, k) 6= 0 everywhere. Without loss of generality we can assume
g(ξ, k) = 1 on Up. From
ξα[ξ, k]
α = ξα (ξ
µ∇µkα − kµ∇µξα) = ξµ∇µg(ξ, k) = 0,
together with [ξ, k] ∝ k we conclude [ξ, k] = 0. Let {D} be the distribution defined
in Proposition 2 and restrict Up further, if necessary, so that Lemma 5 can be applied
to the spacetime (M, gˆ). Denote by π the corresponding submersion and hˆ the metric
of Sp
def
= Up/ ∼. We can assume without loss of generality that Sp is connected and
Up = I1 × I2 × Sp, where I1 and I2 are open intervals of the real line. After restricting Sp
if necessary, let us introduce coordinates {xˆA} in Sp. As in [31] we introduce a coordinate
system in Up as follows. Since the bundle (Up, Sp, π) is trivial, select a global section
σˆ : Sp −→ Up. The sets Σy0 def= {y = y0} are smooth hypersurfaces (because ∇αy 6= 0
everywhere) and transversal to the fibers π−1(xˆ), xˆ ∈ Sp (because k(y) 6= 0 everywhere).
Consider an arbitrary point s ∈ Up and let ys = y(s). The point s′ = σˆ(π(s)) belongs to
the same fiber as s. Consider the integral line of k passing through s′ and let r be the
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intersection of this line with Σys (this intersection exists and it is unique, possibly after
restricting Up further, because k is everywhere transverse to {Σy}). The points s and r
belong to the same fibre and to the same hypersurface Σys . Since ξ is tangent to the fibers
and tangent to Σys, there exists an integral line of ξ connecting r and s. Let v be the
natural parameter of this curve starting at r (i.e. ξ(v) = 1 with v(r) = 0) and define
vs = v(s). By construction, it follows that the set of values {v(s), y(s), xA def= xˆA(π(s))}
define a coordinate system on Up. Moreover, ξ = ∂v and k = ∂y in these coordinates (recall
that we have chosen g(ξ, k) = 1 and hence k(y) = 1). Given that k is null, it follows that
the one-form k reads
k = dv −w (79)
for some one-form w that satisfies £ξw = 0 due to £ξk = 0. The last statement in Lemma
7 implies also that £kk = 0 so that £kw = 0 too. Thus, there is a one-form wˆ on (Sp, hˆ)
satisfying w = π⋆wˆ. The explicit form of the projector (70) and the definition hαβ∇αy = Vβ
implies
ξβ = ∇βy −Nkβ − Vβ
which, inserted in (70), provides
gαβ = Ωhˆαβ −Nkαkβ + kα (∇βy − Vβ) + kβ (∇αy − Vα) . (80)
From Lemma 10 we have V = π⋆(⋆hˆdZˆ). Since in the coordinates {v, y, xA} the submersion
π takes a trivial form, it is safe to use the same notation for objects on the quotient and
for corresponding objects on the spacetime (this applies in particular to hˆ, wˆ and to Zˆ).
Thus the metric g in (80) takes the form claimed in the Theorem. It only remains to show
that the field equations (76), (77) and (78) hold.
From Proposition 2 we have
DADBZ = (u ◦ Z)hˆAB
where as before D denotes the covariant derivative in (Sp, hˆ). This proves (78). The Ricci
identity applied to this equations implies
R(h)DAZˆ = −2u′(Zˆ)DAZˆ.
Since Sp is connected, dZˆ is either non-zero on an open dense set or identically zero In
the former case we can drop DAZˆ and we conclude (76). The case dZ = 0 has been dealt
with in Proposition 4 (see in particular the Remark after this Proposition) and also leads
to (76). Finally, (79) and Lemma 9 imply
dˆwˆ = i
(
J − J)Ωηˆ.
In case (A) we have J = 0 so (77) holds with f = 0 and in case (B) we have J = −1/P
and Ω = PP . Hence, i(J − J)Ω = 2Z, as claimed.
Having dealt with the case when ξ is not orthogonal to the eigenspace of Fαβ we study
next the remaining case when ξ is orthogonal to both k and ℓ.
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Theorem 3. Let (M, g) be a Λ-vacuum, non-locally flat, spacetime admitting a Killing
vector ξ with no fixed points. Let Fµν be the self-dual Killing form of ξ and assume that
F2 6= 0 everywhere on M and that the self-dual Weyl tensor Cαβµν satisfies (22). Let k
and ℓ be the two real null eigenvectors of Fαβ and assume that g(ξ, k) = g(ξ, ℓ) = 0 on M.
Then, locally the metric g adopts the form
g =
1
−N dZ
2 −N (dv − wˆ)2 + ΩHˆ.
where ξ = ∂v, Hˆ is a 2-dimensional Lorentzian metric of constant curvature κ, wˆ is a
one-form on the metric Hˆ satisfying the equation
dˆwˆ = 2yηˆ
where y is an arbitrary real constant and dˆ and ηˆ are the exterior differential and volume
form of the metric Hˆ. The functions N and Ω belong to one of the following two classes:
(A) y = 0, N = c+ ΛZ2, Ω = 1, κ = Λ, Λ 6= 0.
(B) N =
1
y2 + Z2
(
c(Z2 − y2)− b2Z + Λ
3
(
Z4 + 3y4
))
, Ω = y2 + Z2, κ = 2Λy2 − c.
(81)
where b2, c are arbitrary (real) constants.
Proof: Let p ∈M be any point and choose Up an open, connected neighbourhood so that
Lemma 5 can be applied to the distribution {D−} and with respect to the metric (M, gˆ).
Denote by π the corresponding submersion and Hˆ the (Lorentzian) metric of Sp
def
= Up/ ∼.
Proposition 4 shows that Hˆ is a two-dimensional metric of constant curvature κ as given
in cases (A) and (B) of the Theorem. Let ηˆ be a volume form of (Sp, Hˆ) (the orientation
will be chosen later) and define ηˆαβ = π
⋆(ηˆ)αβ. Since W
−
αβ is a horizontal two-form, it must
be proportional to ηˆαβ. Its square norm in the metric gˆ is −2Ω2 (cf. (37)) which forces
W−αβ = ±Ωηˆαβ . Choose the orientation in (Sp, Hˆ) so that the plus sign holds.
In order to construct the metric, the starting point is (72). ∇αZ is nowhere zero (because
ξ has no fixed point in M), so Z can be used as a coordinate on Up and we can write
g = − 1
N
(
ξ ⊗ ξ + dZ2)+ ΩHˆ.
It only remains to find ξ. From dξ = F +F = RW+RW and ∇αN = RPα+RPα (recall
that 2N = (χ+ χ) and ∇αχ = 2RPα) the following general identity follows
d
(
N−1ξ
)
= N−1
(
RW +RW +N−1ξ ∧ (RP +RP )) .
In the present case P = −P and (61) holds, so that
d
(
N−1ξ
)
= N−1
(
R +R
)
W− =
(
J + J
)
Ωηˆ, (82)
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where in the second equality we used (57) and the relationship between W− and ηˆ just
discussed. In either case (A) or (B) we have (J + J)Ω = −2y. Let wˆ be a one-form on
(Sp, Hˆ) satisfying
dˆwˆ = 2yηˆ.
It follows from (82) that d (N−1ξ + π⋆(wˆ)) = 0, and consequently, the existence (restricting
Up further if necessary) of a function v : Up → R such that
ξ = N (dv − π⋆(wˆ)) .
With the slight abuse of notation of naming π⋆(wˆ) still as wˆ, the metric given in the
Theorem follows. Finally, expressions (81) are a consequence of the general formulae in
Lemma 4 after using (58)-(59) with ǫ = −1.
5 Semiglobal considerations
So far we have found the local form of the metric under the assumption F2 6= 0 everywhere
and we have split the analysis depending on whether ξ 6∈ span{k, ℓ}⊥ everywhere or ξ ∈
span{k, ℓ}⊥ everywhere. In a given spacetime it may happen a priori that F2 becomes zero
and/or that those different situations can occur in disjoint open sets. We analyze in this
section whether this is possible or not.
Throughout this section we assume that (M, g) is a smooth Λ-vacuum spacetime ad-
mitting a Killing vector ξ such that (22) holds with a smooth proportionality function
Q. Note that smoothness of Q is an assumption, because in principle it may be the case
that Q diverges somewhere, while Fαβ → 0 at the same place so that the right-hand side
in (22) stays smooth. However, this is not what is meant when saying that Cαβµν and
FαβFµν − 13F2Iαβµν are proportional everywhere. We have the following result concerningF2.
Proposition 5. Define MF2 def= {p ∈ M;F2|p 6= 0} and assume MF2 6= ∅ and that there
is p ∈MF2 with Q(p) 6= 0. Then MF2 =M.
Remark: If Q = 0 everywhere on MF2, then the spacetime on this open set is locally
isometric to the Minkowski (Λ = 0), de Sitter (Λ > 0) or Anti-de Sitter (Λ < 0) spacetimes.
In the case Λ 6= 0, these spacetimes admit Killing vectors for which F2 is not identically
zero and vanishes somewhere (an example is the Killing vector ξ = y(∂t + ∂x) + (t − x)∂y
in the de Sitter space in conformally flat coordinates {t, x, y, z}, for which F2 ∝ (t − x)2
with a nowhere zero proportionality factor). Thus, the condition on the existence of p is
necessary when Λ 6= 0. On the other hand, if Λ = 0, then the spacetime on MF2 would
be locally Minkowski for which F2 is constant for any Killing vector. So automatically we
would have MF2 = M in this case. This shows that the condition on the existence of p
can be dropped in the Λ = 0 case.
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Proof: Consider the connected component M0F2 of MF2 containing p and assume
M0F2 6= MF2 . Let q ∈ ∂M0F2 and consider the smooth function QF2 on M, which on
M0F2 takes the form
− 1
4
QF2 = R2Q = 3JR− Λ. (83)
The left-hand side approaches zero when we approach q. We know that J is either identically
zero or nowhere zero on M0F2. In the former case, the right hand-side of (83) takes the
constant value −Λ which cannot approach 0 at q unless Λ = 0, but then Q vanishes
identically on M0F2 against hypothesis.
For the remaining case J 6= 0 on M0F2, we use the expressions in Lemma 4 to compute
the right-hand side of (83) as
R2Q = (3JR− Λ)|M0
F2
= − 3b
2P 3
Since Q(p) 6= 0, the constant b cannot be zero. Hence, it must be P → ∞ when we
approach q. Since R = b/(2P 2) − ΛP/3 and R → 0 at q, we necessarily have Λ = 0. But
then Q = 3J
R
= −6P
b
which diverges at q against hypothesis.
Concerning the possibility that the functions g(ξ, k) and g(ξ, ℓ) vanish at a point p ∈M,
we can prove the following general result concerning the special cases of subsection 3.1.
Proposition 6. Assume that ξ ∧ q|p = 0 at p ∈ M. Then, there exists ǫ ∈ {−1, 1} such
that either
1. q = ǫξ everywhere, or
2. p belongs to a 2-dimensional connected and totally geodesic surface B, such that q|B =
ǫξ|B on all B,
depending on whether R − ǫR − N(J − ǫJ) vanishes (case 1) or not (case 2) at p. In the
latter case, B is spacelike or timelike if ǫ is −1 or 1, respectively.
Remark: At p one has, from the results of subsection 3.1, that P |p = ǫP |p (allowing also
the case when they vanish identically), ergo dy|p = 0 (if ǫ = −1) or dZ|p = 0 (if ǫ = 1)
From (44), we have that
(R− ǫR−N(J − ǫJ))|p =


∇µ∇µy|p if ǫ = −1
i∇µ∇µZ|p if ǫ = 1
so one can reformulate the proposition in terms of the vanishing or not of the differential
and the D’Alembertian of y (ǫ = −1) or Z (ǫ = 1) at p.
Proof: From the results in Subsection 3.1 we know that ξ ∧ q|p = 0 implies that there
is ǫ ∈ {−1, 1} such that q|p = ǫξ|p (if ξ|p = 0 then q|p = 0 and the two choices of ǫ are
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allowed). From Proposition 1 there is a Killing vector ς that vanishes at p, given by the
constants C 6= 0 and A = −ǫC in case (A), and A = C(P |p − ǫP |p)2 in case (B). Thus
p is a fixed point of this Killing ς. The connected set of fixed points of ς containing p is
a totally geodesic, smooth surface with the same dimension and causal character as the
vector subspace Vp(ς) = {u ∈ TpM; dς|p(u, ·) = 0} (see e.g. Lemma 5 in [34]). So, we must
compute the Killing 2-form ∇µςν at p. By using formulas (47) and ∇µP = Pµ = ǫP µ and
recalling (61) and (63), a somewhat long calculation leads to
∇µςν |p =
√−ǫG|p
(
R− ǫR −N(J − ǫJ))W ǫµν |p
where G is as in the proof of Proposition 1. Thus, if R − ǫR − N(J − ǫJ) vanishes at p
the Killing vector ς vanishes everywhere on M and we have (using again the notation in
the proof of Prop. 1) q = −G−1Fξ everywhere with G−1F |p = −ǫ. The function −G−1F
is smooth in M and according to Subsect. 3.1 it must be constant and equal to ǫ and we
are in case 1 of the Proposition.
If on the other hand (
R− ǫR −N(J − ǫJ)) |p 6= 0 (84)
then the vector subspace Vp(ς) is two-dimensional and spacelike if ǫ = −1 or timelike if
ǫ = 1. To finish the proof, observe that the Killing vector ς vanishes on all of B, and
therefore ξ ∧ q|B = 0. Invoking again Subsection 3.1 we know that this can only happen
if, at each point of B, either q = ±ξ or q = 0 = ξ. If ξ|B 6= 0 everywhere then qB = ǫξ|B
on all B. If on the other hand there is a p′ ∈ B such that ξ|p′ = 0 (and thus q|p′ = 0
too), the condition (84) may hold or not at p′. If it does not for either value of ǫ then the
same reasoning as above, applied now to the point p′, proves that q = ǫξ everywhere for
that choice of ǫ. Otherwise, (84) at p′ —where N = 0— provides R|p′ − ǫR|p′ 6= 0 for both
choices of ǫ, so that R can be neither real nor purely imaginary at p′. But then p′ is a fixed
point of ξ whose Killing 2-form is given by (48), and thus dimV ′p(ξ) = 0, so that p′ ∈ B is
isolated and ξ does not vanish around p′ on B. Thus, again there is an ǫ ∈ {−1, 1} such
that q|B = ǫξ|B.
From item 2 in the Proposition and (56) we have, on B, P = ǫP . For ǫ = 1 this means
dZ|B = 0 and for ǫ = −1, dy|B = 0. Given that B is connected it follows
y|B = yp if ǫ = −1; Z|B = Zp if ǫ = 1.
As an immediate consequence of the previous Proposition we have
Corollary 1. Assume that g(ξ, k)|p = g(ξ, ℓ)|p = 0 at p ∈M. Then, either
1. g(ξ, k) = g(ξ, ℓ) = 0 everywhere on M, or
2. p belongs to a 2-dimensional connected and totally geodesic spacelike surface B such
that g(ξ, k) and g(ξ, ℓ) vanish on all B,
depending on whether R +R −N(J + J) vanishes (case 1) or not (case 2) at p.
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6 Alternative forms of the metrics and characteriza-
tion results
The main theorems in the previous sections involve field equations on two dimensional
Riemannian manifolds. The following Lemma solves them.
Lemma 13. Let (S, hˆ) be a two-dimensional oriented Riemannian manifold with smooth
metric hˆ and volume form ηˆ. Let Z be a scalar and wˆ a one-form on S satisfying
HessZ = (u ◦ Z)hˆ, dˆwˆ = (f ◦ Z)ηˆ. (85)
where u, f : I ⊂ R −→ R are smooth real functions. Then, on the open set {p ∈ S; dZ|p 6=
0} (if non-empty) there exist local coordinates {Z, x} such that
hˆ =
dZ2
V (Z)
+ V (Z)dx2, wˆ = F (Z)dx+ wˆ0, (86)
where
dV
dZ
= 2u(Z),
dF
dZ
= f(Z) and wˆ0 is a closed one-form. Moreover ⋆hˆdZ = −V dx.
Proof: From DADBZ = u(Z)hˆAB it follows DA ((dZ, dZ)hˆ) = 2u(Z)DAZ. On any
connected component U0 of {p ∈ S; dZ|p 6= 0} this implies the existence of a function
V : I −→ R satisfying V ′ = 2u and (dZ, dZ) = V ◦ Z (observe that this is positive).
The Hodge dual ⋆hˆdZ is nowhere zero on U
0 and hence defines a distribution, which is
always integrable in two dimensions. Locally, there exists a function x : U0 −→ R such
that ⋆hˆdZ = −V (Z)Hdx, where H(Z, x) is a positive function to be determined (the sign
is chosen so that {dZ, dx} is positively oriented). Given that (⋆hˆdZ, ⋆hˆdZ)hˆ = (dZ, dZ)hˆ =
V (Z), and ⋆hˆdZ is orthogonal to dZ, the metric on U
0 takes the local form
hˆ =
dZ2
V (Z)
+ V (Z)H2dx2.
The ‘xx’ component of (Hess Z)AB = u(Z)hˆAB reads ∂ZH = 0. Redefining x as a function
of itself, we can set H = 1 without loss of generality. This gives the metric in (86). The
volume form is ηˆ = dZ ∧ dx, so equation (85) is simply dˆwˆ = f(Z)dZ ∧ dx. With F (ζ)
being any integral of f(ζ), the general solution of this equation is as in (86). The last
statement is obvious from the previous considerations. .
The following theorem summarizes the main results so far in a self-contained form.
Theorem 4. Let (M, g) be a Λ-vacuum spacetime admitting a Killing vector ξ and corre-
sponding self-dual two-form Fαβ. Assume
Cαβµν = Q
(
FαβFµν − 1
3
F2Iαβµν
)
(87)
for a smooth function Q : M → C and that ∃ p ∈ M such that Q|p 6= 0 and F2|p 6= 0.
Then F2 6= 0 everywhere and
qµ
def
= 4(F2F2)−1/2ξαF βα Fβµ
exists globally.
(A) If QF2 − 4Λ = 0 at one point, then it vanishes everywhere and q is a Killing vector
field satisfying [ξ, q] = 0. The metric is locally reducible g = h− + h+ where h−
(resp. h+) is a two-dimensional Lorentzian (resp. Riemannian) metric of constant
curvature Λ and ξ is any of the Killing vectors of h− or h+ as long as it satisfies
dξ 6= 0 everywhere.
(B) If QF2−4Λ 6= 0 at one point then it does not vanish anywhere onM and χα def= 2ξβFβα
is exact χα = ∇αχ˜ with
χ˜ = 6F2 QF
2 + 2Λ
(QF2 − 4Λ)2 .
Moreover ∃ b1, b2, c ∈ R such that
36Q(F2) 52 = (−b2 + ib1) (QF2 − 4Λ)3 (88)
and N − Re(χ˜) = c, where N def= −g(ξ, ξ) and the vector field
ςµ =
4
|QF2 − 4Λ|2ξ
σFσρFρµ + Re
( F2
(QF2 − 4Λ)2
)
ξµ
is Killing and commutes with ξ. Let L = span{ξ, ς}.
(B.i) If dim(L) = 2, then ∃k ∈ R such that, away from totally geodesic, codimension-
two, non-degenerate surfaces where a Killing vector in L vanishes, the metric is,
locally
ds2 = −N (dv − Z2dx)2 + 2 (dy + V dx) (dv − Z2dx)+ (y2 + Z2)(dZ2
V
+ V dx2
)
ξ = ∂v, N = c− Λ
3
(
y2 − Z2)− b1y + b2Z
y2 + Z2
, V = k + b2Z − cZ2 − Λ
3
Z4.
(B.ii) If dim(L) = 1, then ∃ǫ ∈ {−1, 1} and κ, β, n ∈ R such that, away from fixed
points of ξ, the metric is, locally,
ds2 =
{ −V (dv − wˆ)2 + 2dx (dv − wˆ) + (β2 + x2)h+ if ǫ = 1
V −1dx2 + V (dv − wˆ)2 + (β2 + x2)h− if ǫ = −1
V = (β2 + x2)−1
(
−Λ
3
(
x4 + 6β2x2 − 3β4)− κ (β2 − x2)+ nx) ,
ξ = ∂v, dˆwˆ = 2βηǫ (89)
where hǫ is a metric of constant curvature κ, signature {ǫ, 1} and volume form
ηǫ.
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Concerning the result in case (A), note that any Killing vector on the sphere satisfies
dξ 6= 0 everywhere, but this is not the case for the rest of two-dimensional spaces of constant
curvature (Riemannian or Lorentzian), so the condition dξ 6= 0 is a restriction for the choice
of Killing in those cases. Nevertheless, in any 2-dimensional space of constant curvature
there is an open subset of the Killing algebra satisfying dξ 6= 0 everywhere.
Proof: From (42) we note that QF2 − 4Λ = 0 is equivalent to J = 0. Since J = 0 at one
point if and only if J = 0 everywhere, the first claim follows. So we are in case (A) (in the
notation above). From Proposition 1 we have that q is a Killing vector which commutes
with ξ, hence the Lie algebra they generate has dimension one or two. The former case
corresponds, by definition, to the so-called special cases with J = 0. So either we are in
case (A) of Theorem 2 with Z = 0 (because of (58) with ǫ = 1) or in case (A) of Theorem
3. The one-form wˆ is closed, hence locally exact and a redefinition of v and x, respectively,
makes it identically zero. Define h− = −N(y)dv2 + 2dydv, h+ = hˆ in the case ξ + q = 0
and h− = Hˆ, h+ = N−1(Z)dZ2 + N(Z)dx2 in the case ξ − q = 0, where N(ζ) def= c − Λζ2.
It is immediate to check that, in all cases, h− and h+ are of constant curvature Λ.
In the other case —when the Lie algebra is two-dimensional—, from Theorem 2, Propo-
sition 6 and Lemma 13 ∃ c, k ∈ R such that, away from a collection of totally geodesic,
nowhere null, codimension-two surfaces where a Killing vector in span{ξ, q} vanishes, the
metric is, locally,
ds2 = −Ndv2 + 2 (dy + V dx) dv + dZ
2
V
+ V dx2,
where ξ = ∂v, N = c − Λ(y2 − Z2) and V = k − ΛZ2. Performing the trivial change
dx˜ = d(x+ v) this can be rewritten as
ds2 = −N˜(y)dv2 + 2dydv + dZ
2
V
+ V dx˜2,
where now N˜(y) = N + V = c+ k − Λy2 and the claim follows again.
To conclude the first part of the theorem, it remains to show that (87) holds for any
Killing vector ξ of h± for which dξ is nowhere zero. Let η± be the volume form of h±,
so we have dξ = 2Sη± with S nowhere zero. The curvature tensor of a product manifold
inherits a product structure. As a consequence, it turns out that the tensor relation (87)
contains just one independent equation, which can be computed to be QS2 = ±Λ showing
the proportionality claimed for such ξ.
Concerning the case QF2 − 4Λ 6= 0, by computing χ˜ as defined in the theorem and
using Lemma 4 it follows χ˜ = χ − c, from which the statement N − Re(χ˜) = c follows
immediately. The expression involving −b2 + ib1 = ib also follows by direct computation
from Lemma 4. The Killing vector is simply ς in case (B) of Proposition 1 with A = 0 and
C = 1/36, after rewriting P in terms of F2 as
P =
6i
√F2
QF2 − 4Λ .
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The form of the metric in case (B.i) is a direct consequence of Theorem 2, Proposition 6
and Lemma 13. Regarding case (B.ii), this is achieved from case (B) in Theorem 3 (for
ǫ = −1) and from case (B) with Z =const. in Theorem 2 (for ǫ = 1; recall that then (59)
implies b2 = 2cZ + 4ΛZ
3/3) together with the name substitutions {y → β, Z → x, c →
2Λβ2− κ, b2 → n,N → −V } in the case ǫ = −1 and {Z → β, y → x, c→ −2Λβ2 + κ, b1 →
−n,N → V } in the case ǫ = 1. .
We can proceed to the identification of the metrics and consequently obtain character-
izations thereof.
Theorem 5. 1. The metric in case (A) corresponds to the uncharged Bertotti-Robinson
metric, and in particular it is the Nariai metric for Λ > 0.
2. At points where ∇αy∇αy 6= 0, the metric in case (B.i) in Theorem 4 is locally iso-
metric to the uncharged Plebanski metric.
3. At points where the Killing vector ξ is not null the metric in case (B.ii) with ǫ = 1
is locally isometric to a spacetime determined by Cahen and Defrise [5] having a
4-dimensional group of isometries acting on timelike (respectively spacelike) hyper-
surfaces on the regions where ξ is spacelike (resp. timelike). In particular, for κ > 0
they are locally isometric to the Taub-NUT-(A)de Sitter spacetime.
4. The metric in case (B.ii) with ǫ = −1 are the Λ-vacuum type-D solutions of Kundt’s
class. They happen to have both principal null directions expansion- and twist-free,
and a 4-dimensional group of isometries acting on spacelike hypersurfaces.
Proof: Point 1 follows directly because the generalized Bertotti-Robinson is the general
metric product of two 2-dimensional metric of constant curvature, and due to the fact that
Nariai’s solution corresponds to the case with a positive curvature Riemannian part.
To prove point 2, in the (B.i) metric we easily find ∇αy∇αy = (y2 + Z2)W (y) with
W (y) = k − b1y + cy2 − Λ
3
y4.
On any domain where∇αy∇αy 6= 0 we can define new coordinates τ and σ by the coordinate
change
dτ = dv − y
2
W (y)
dy, dσ = dx+
1
W (y)
dy.
After elementary manipulations the line-element in (B.i) becomes
ds2 =
1
y2 + Z2
(
V (Z)
(
dτ + y2dσ
)2 −W (y) (dτ − Z2dσ)2)+ (y2 + Z2)( dZ2
V (Z)
+
dy2
W (y)
)
.
which is exactly the form of the Plebanski metric as given in formula (21.16) in [45] with
the electric and magnetic charges set to zero.
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Similarly, to prove point 3, on any domain where g(ξ, ξ) = −V (z) 6= 0, one can define
a new coordinate t by means of dt = dv − dz/V (z) so that the line-element in case (B.ii)
with ǫ = 1 becomes
ds2 = −V (dt− wˆ)2 + 1
V
dz2 + (k2 + z2)h+ .
This form corresponds to the Λ-vacuum solutions presented in formulae [(2.6) plus (4.33)]
or [(2.8) plus (4.43)] of [5], the former for the case with V < 0 having a 4-dimensional group
of motions acting on timelike hypersurfaces, the latter for V > 0 and has a 4-dimensional
group of motions acting on spacelike hypersurfaces (see alternatively [(13.9) plus (13.48)]
without charge in [45]). The Taub-NUT case with a cosmological constant corresponds to
the case where h+ has positive constant curvature.
Finally, to prove point 4, and as the case (B.ii) with ǫ = −1 corresponds to the special
case with g(ξ, k) = g(ξ, ℓ) = 0, it is easily checked from (50) and (51) that both principal
null directions have zero expansion and twist. Hence, they belong to the Λ-vacuum Petrov
type-D Kundt class. They actually exhaust this class, as can be seen by simply comparing
the metric with that in the discussion in section 7.2.1 of [16] —alternatively, with expression
(31.61) in [45] without the electromagnetic charges plus the Λ term mentioned in p.484 of
that reference. These solutions were presented also in [5] as [(2.11) plus (4.61)] and thus
they possess a 4-dimensional group of motions acting on spacelike hypersurfaces everywhere.
.
We can finally obtain the characterization of the Kerr-NUT-(A)dS metric as defined in
the Introduction.
Theorem 6. With the same hypothesis as in Theorem 4, assume that there is one point
p ∈ M where QF2 − 4Λ 6= 0 (and hence everywhere), and that at least at one point ξ is
not orthogonal to the plane spanned by the two real null eigenvectors of Fαβ. Let b1, b2, c
be as in Theorem 4 and define P := 6i
√
F2
QF2−4Λ and y, Z :M→ R by P := y + iZ. Then the
function
k = (y2 + Z2)∇αZ∇αZ − b2Z + cZ2 + Λ
3
Z4 (90)
is constant on M. If the polynomial
V (ζ) := k + b2 ζ − c ζ2 − Λ
3
ζ4 (91)
admits two zeros ζ0 ≤ ζ1 such that the factor polynomial Vˆ ≡ V (ζ − ζ0)−1(ζ1 − ζ)−1 is
strictly positive on [ζ0, ζ1] and Z takes values in [ζ0, ζ1] then the spacetime (M, g) is locally
isometric to the Kerr-NUT-(A)dS with parameters {Λ, m, a, l} where
m =
b1
2v0
√
v0
, a =
ζ1 − ζ0
2
√
v0
, l =
ζ1 + ζ0
2
√
v0
and v0 := Vˆ (
ζ0+ζ1
2
).
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Remark. It is immediate to check that the characterization Theorem 1 stated in the
introduction is a combination of Theorems 4 and 6.
Proof: If Z is constant on M, the constancy of k is trivial. Otherwise, its constancy
has been shown in the proof of Lemma 13 with u as given in Theorem 2. The conditions
V (ζ0) = V (ζ1) = 0 and the definitions of l, a, v0 imply
b2 = 2v0
√
v0l(1 +
Λ
3
(a2 − 4l2)), k = v20(a2 − l2)(1− l2Λ), c = v0(1−
Λ
3
(a2 + 6l2)), (92)
and the polynomial Vˆ reads Vˆ = v0(1+
Λ
3
( ζ√
v0
−l)( ζ√
v0
+3l)). Assume first that ζ1−ζ0 > 0 (i.e.
a 6= 0). We first show that there is no point where dZ and ∇µ∇µZ vanish simultaneously.
Indeed, if this were the case, then Z would be constant on M (see the Remark after
Proposition 6), which, given the definitions (90), (91) and the hypothesis Image(Z) ⊂
[ζ0, ζ1], can only happen if Z = ζi (i = 0, 1) everywhere. In either case, expression (59)
with ǫ = 1 becomes 2av0
√
v0Vˆ (ζi) = 0, against hypotheses. Thus, we are in case (B.i) of
Theorem 4. Moreover, if Z takes somewhere the values ζ0 or ζ1, it does so (by Proposition 6)
on a totally geodesic 2-dimensional timelike surface where a Killing vector vanishes. Away
from these points we can perform the coordinate changes
Z =
√
v0 (l + a cos θ) , y =
√
v0r, v =
u√
v0
+ v0(a+ l)
2x, x = − φ
v0
√
v0a
,
which brings the metric of case (B.i) in Theorem 4 into (1).
If on the other hand ζ0 = ζ1 (i.e. a = 0), then Z = ζ0 =
√
v0 l is constant and we
are in case (B.ii) of Theorem 4 with ǫ = 1. Given the relation c = −2Λv0l2 + κ (see the
proof of Theorem 4) it follows κ = v0 > 0 and hence h+ = (1/v0)γ where γ is the standard
metric of the sphere. Since β = Z =
√
v0l, equation (89) becomes dˆwˆ = (2l/
√
v0)ηγ , where
ηγ the volume form of γ. The general solution to this equations is, in standard spherical
coordinates {θ, φ}, wˆ = (4l/√v0) sin2(θ/2)dφ+df0, where f0 is any smooth function on the
sphere. With the change of variables y =
√
v0r and v = f0 + u/
√
v0 and the redefinition
n = −2v0√v0m, the metric in case (B.ii) (ǫ = 1) of Theorem 4 becomes (1) with a = 0.
6.1 Comments on Theorem 6 and remarks concerning other re-
lated metrics
As we have seen, the spacetime characterization of the Kerr-NUT-(A)dS metric given in
Theorem 6 requires some extra conditions, apart from our main assumption (87). Even
though those conditions may look somehow artificial, they are actually required and gener-
alize similar previous conditions used to characterize other simpler metrics. For instance,
Theorem 6 includes and extends the characterization of the Kerr metric —and of the Kerr-
NUT metric [32]— as originally given in [30, 31] and recently complemented and corrected
in [35] with the necessary, but only implicitly assumed in [30, 31], condition that ξ must be
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non-orthogonal to the 2-plane spanned by the real null eigenvectors of Fαβ somewhere. Ob-
serve that this omitted assumption is actually redundant whenever ξ is timelike somewhere.
Taking this assumption into account we note that, in the Λ = 0 case, the condition that
the polynomial (91) has two zeros ζ0, ζ1 and the factor polynomial Vˆ is positive between
them is simply equivalent to c > 0, which is the characterization of the Kerr-NUT metric
as given in Theorem 3 in [32]. The Kerr subcase corresponds to the NUT parameter l being
zero and m 6= 0, or equivalently b1 6= 0 and b2 = 0 (see (92)). Since in the case Λ = 0 we
have from (88):
Λ = 0 =⇒ F2Q4(−b2 + ib1)2 = 362
the conditions b1 6= 0 = b2 can be equivalently written by demanding that the constant
F2Q4 is real and negative, which agrees with the statement of Theorem 1 in [31].
The question arises about metrics for which the polynomial (91) does not satisfy the
conditions of Theorem 6 —while still satisfying the main assumption (87). We do not
intend to give an exhaustive discussion here. We just mention two known classes solutions
which do satisfy our main characterization hypothesis (87) but not the conditions on the
zeroes of the polynomial V (ζ) in Theorem 6. More precisely, in [27] two families of metrics
with negative cosmological constant are constructed. First, the family of metrics (10) in
[27] is obtained by analytic continuation of the parameters of the Kerr-de Sitter metric with
vanishing NUT parameter l = 0. Second, the family (43) in [27] is built by direct choice
of parameters in the Plebanski solution. Thereby, these two classes of Λ-vacuum solutions
also satisfy our main algebraic constraint (87), thus they must belong to the general family
in Theorem 4. It turns out that the two classes have b2 = 0, and are then distinguished as
follows (keeping Λ < 0)
• The first class, (10) in [27], corresponds to the situation when furthermore the constant
k defined as in Theorem 6 is negative. In this case, the polynomial V (ζ) has precisely
two real zeros −ζ1 = ζ2 > 0 and V (ζ) ≥ 0 on the set D0 := (−∞,−ζ2]∪ [ζ2,∞). The
solution is recovered with Z : M → R taking values in either of the two connected
components of D0. Not surprisingly, the analytic continuation of the parameters per-
formed in [27] changes drastically the structure of the domains where the polynomial
V (ζ) is positive (in this case, it transforms a compact interval into a non-compact
closed interval). It is precisely this domain structure that plays a crucial role in
determining the local form of the metric. This is why the statement of Theorem 6
characterizing the Kerr-NUT-(A) de Sitter metric requires fixing one such domain
structure.
• The second class, (43) in [27], has V (ζ) > 0 everywhere, so that V (ζ) has no zeros, and
moreover c = 0 which implies also that k > 0. Thus, V (ζ) has a unique minimum at
the origin. This class of metrics, have been considered in the context of the AdS/CFT
correspondence as viable models of an holographic description for the Quark-Gluon
plasma [36, 37].
Actually, a generalization of the last case has also been recently analyzed in [38]. The
metric (21) in [38] is simply the case (keeping Λ < 0, b2 = 0) with no zeros for V (ζ), which
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has k > 0 necessarily and is defined by c2+4kΛ/3 < 0, plus the condition c > 0, ergo V (ζ)
has a local maximum at the origin.
It seems therefore advisable to perform a complete analysis of the different qualitative
possibilities for the function (91) according to its roots and local extrema, see [18] pp. 309
and following, where several results along these lines can be found.
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Appendix
In this Appendix we collect some of the formulas that are used in the main text.
Fµρtνρ = 1
8
F2Fµν , (93)
ξµtµν = −1
4
ην , χ
µtµν =
1
8
F2χν , ηµtµν = −
1
16
F2F2ξν , (94)
ξµξνtµν =
1
8
χρχ
ρ, ξµχνtµν = 0, ξ
µηνtµν =
N
16
F2F2, χµηνtµν = 0, (95)
χµχνtµν =
1
8
F2χρχρ, χµχνtµν = −N
8
F2F2, ηµηνtµν = 1
32
F2F2χρχρ . (96)
For arbitrary (complex or real) 2-forms Aµν and Bµν , the Lanczos identity for double
2-forms —expression (A15) in p.2839 of [42]— applied to AαβBµν implies the 4-dimensional
identity
AαβBµν +B
⋆
αβA
⋆
µν = Lµαgβν − Lναgβµ − Lµβgαν + Lνβgαµ
where Lµν
def
= Bµ
ρAνρ − (1/4)gµν BρσAρσ. In particular, one has the identity
FαβFµν + FαβFµν = 2 (tαµgβν − tανgβµ − tβµgαν + tβνgαµ) . (97)
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Different contractions here lead to
4tβ[µξν] = gβ[µην] − 1
2
χβFµν − 1
2
χβFµν , (98)
2Ntβµ =
1
4
χρχ
ρgβµ + ξ(βηµ) +
1
8
χ(βχµ), (99)
4tβ[µχν] =
1
2
F2 (ξβFµν − gβ[µχν])− ηβFµν , (100)
2(χρχ
ρ)tβµ = ηβηµ +
1
4
(
F2χβχµ + F2χβχµ
)
+
1
4
F2F2 (ξβξµ +Ngβµ) (101)
4tβ[µην] =
1
4
F2F2gβ[µξν] + 1
4
F2χβFµν + 1
4
F2χβFµν (102)
Contracting (98,100,102) with k± one gets
− 2RRk± ∧ ξ = k± ∧ η ∓ 2g(ξ, k±)
(
RF +RF
)
, (103)
−RRk± ∧ χ = R2 k± ∧ χ− 2Rg(ξ, k±)
(
RF +RF
)
, (104)
−RRk± ∧ η = 2(RR)2k± ∧ ξ ∓ 2RRg(ξ, k±)
(
RF +RF
)
. (105)
Observe that (105) is simply (103) multiplied by RR.
Using again the identity (97) we derive
4tβ[µk
±
ν] = 2RRgβ[µk
±
ν] ± k±β
(
RFµν +RFµν
)
(106)
and contracting here the +-equation with kβ−
RFµν +RFµν = −2RR(k+µ k−ν − k−µ k+ν ) (107)
or with kµ−
− 2g(k+, k−)tµν = RR
[
2k+µ k
−
ν + 2k
−
µ k
+
ν − g(k+, k−)gµν
]
(108)
and both equations with ξ
2g(k±, ξ)tµν = RRg(k±, ξ)gµν − 1
2
k±ν
(
ηµ + 2RRξµ
)∓ 1
2
k±µ
(
Rχν +Rχν
)
. (109)
Equations (103) and (104) —or directly (109)— imply necessarily
k± ∧
(
η + 2RRξ ∓ Rχ∓ Rχ) = 0
whose general solution reads
η + 2RRξ ∓Rχ∓ Rχ = A±k± (110)
for real A± with
g(k+, k−)A± = 8RRg(k∓, ξ), A±g(k±, ξ) = −2NRR − 1
2
g(χ, χ).
The above is valid for both the regular and singular cases. In this paper we are only
concerned with the regular case, and thus F2 = −4R2 6= 0. We can always normalize the
null eigenvectors such that g(k+, k−) = −1 so that (108) becomes
2tµν = RR
[
gµν + 2k
+
µ k
−
ν + 2k
−
µ k
+
ν
]
. (111)
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