Abstract. The paper brings forward a hierarchical fuzzy-neural multi-model with recurrent neural procedural consequent par for systems identification, states estimation and adaptive control of complex nonlinear plants. The parameters and states of the local recurrent neural network models are used for a local direct and indirect adaptive trajectory tracking control systems design. The designed local control laws are coordinated by a fuzzy rule-based control system. The upper level defuzzyfication is performed by a recurrent neural network. The applicability of the proposed intelligent control system is confirmed by simulation examples and by a DC-motor identification and control experimental results. Two main cases of a reference and plant output fuzzyfication are considered-a two membership functions without overlapping and a three membership functions with overlapping. In both cases a good convergent results are obtained.
Introduction
In the last decade, the computational intelligence(CI), including artificial neural networks(ANN) and fuzzy systems(FS) became a universal tool for many applications. Because of their approximation and learning capabilities [1] , the ANNs have been widely employed to dynamic process modeling, identification, prediction and control [2, 3] . Mainly, two types of ANN models are used: feedforward (FFNN) or static and recurrent (RNN) or dynamic. The first type of ANN could be used to resolve dynamic tasks introducing external dynamic feedbacks. The second one possesses its own internal dynamics performed by its internal local feedbacks so to form memory neurons [4, 5] . The application of the FFNN for modeling, identification and control of nonlinear dynamic plants caused some problems which could be summarized as follows: (1) The dynamic systems modeling usually is based on the nonlinear autoregressive moving average model which need some information of input/output model orders, and input and output tap-delays ought to be used. ( 2) The FFNN application for multi-input multi-output systems identification needs some relative order structural information. ( 3) The lack of universality in ANN architectures caused some difficulties in its learning and a Backpropagation (BP) through time learning algorithm needs to be used. (4) Most of the ANN-based models are nonparametric ones [3] , and so, not applicable for an indirect adaptive control systems design.
The major disadvantage of all this approaches is that the identification ANN model applied is a nonparametric one that does not permit them to use the obtained information directly for control systems design objectives.
Similarly to the static ANNs, the fuzzy models could approximate static nonlinear plants where structural plant information is needed to extract the fuzzy rules [6, 7] . The difference between them is that the ANN model are global models where training is performed on the entire pattern range and the FS models perform a fuzzy blending of local models space based on the partition of the input space. So the aim of the neuro-fuzzy (fuzzy-neural) model is to merge both ANN and FS approaches so to obtain fast adaptive models possessing learning [8] . The fuzzy-neural networks are capable of incorporating both numerical data and expert's knowledge, and describe them in the form of linguistic IF-THEN rules. During the last decade considerable research has been devoted towards developing recurrent neuro-fuzzy models. In reference [9] an ANFIS with external feedback is used as a neuro-fuzzy controller. Through BP learning, ANFIS is adapted to refine, or derive the fuzzy IF-THEN rules using system input-output data. Due to the recurrent neuro-fuzzy model with internal dynamics, the recurrent fuzzy rules introduced the feedback in the antecedent and the consequent part of the model [10, 11] , which is in fact a computational procedure. Reference [12] use the hierarchical approach to reduce the number of IF-THEN rules. A promising approach of recurrent neuro-fuzzy systems with internal dynamics is the application of the TakagiSugeno (T-S) fuzzy rules with a static premise and a dynamic function consequent part [13] .
So, the present paper proposed to extend the power of the fuzzy rules, using in its consequent part a learning procedure instead of dynamic nonlinear function and to organize the defuzzyfication part as a second RNN hierarchical level incorporated in a new hierarchical fuzzy-neural multi-model (HFNMM) architecture. The output of the upper level represents a filtered weighted sum of the outputs of the lower level RTNN models. The fuzzy-neural hierarchical multi-model proposed uses only three membership functions (positive, zero and negative), which combine the advantages of the RNNs with that of the fuzzy logic, simplifying the structure, augmenting the level of adaptation and decreasing the noise. Also we propose in the consequent part of the fuzzy rules to use a learning procedures or sequences of procedures which extend its computational capabilities incorporating identification and control features in the same architecture.
RTNN Model and Control Laws Description
A. Architecture and Learning of the RTNN The RTNN model is described by the following equations [14] :
) (⋅ Φ are vector-valued activation functions like saturation, sigmoid or hyperbolic tangent, which have compatible dimensions, B and C are weight input and output matrices with compatible dimensions and block structure, corresponding to the block structure of J.
The RTNN topology has a linear time varying structure properties like controllability, observability, reachability and identifiability, which are considered in [15] . These properties of the RTNN structure signify that starting from the block-diagonal matrix structure of J, we can find a correspondence in the block structure of the matrices B and C, that show us how to find out the ability of learning of this RTNN.
B. Direct and Indirect Adaptive Neural Control Laws
The block-diagram of the direct adaptive neural control system is given in Fig. 1 . The control scheme contains three RTNNs. The RTNN-1 is a plant identifier, learned by the identification error
, which estimates the state vector and the plant parameters. The RTNN-2 and RTNN-3 are feedback and feedforward neural controllers, both learned by the control error
The block-diagram of the indirect adaptive neural control system is given in Fig. 2 [16, 17] . The control scheme contains an RTNN identifier, learned by the same learning procedure, which issue a parameter and state information to the sliding mode controller, designed using the methodology given in [17] . The SM control law is given by the equations: 
HFNMM Identifier and HFNMM Controllers Description
A.HFNMM Description Let us assume that the unknown system ) (x f y = generates the data y(k) and x(k) measured at k , k − 1,...,p , then the aim is to use this data to construct a deterministic function ) (x F y = that can serve as a reasonable approximation of y = f(x) in which the function f(x) is unknown. The variable x is called an antecedent variable and the variable y is called a consequent variable. In FS modeling, the function F(x)is represented as a collection of IF-THEN fuzzy rules, represented by the statement:
IF antecedent proposition THEN consequent proposition. The linguistic fuzzy model of Zadeh and Mamdani, cited in [6, 8] consists of rules Ri, where both the antecedent and the consequent are fuzzy proposition:
Ri: If x(k) is A i then y(k) is B i , i= 1, 2 ,...,P (6) The model of T-S is a mixture between a linguistic and mathematical regression models, as it could be a dynamic state-space model, has a form as:
The output of the fuzzy neural multi-model system, represented by the upper hierarchical level of defuzzyfication is given by the following equation: 
B.Systems Identification by Means of HFNMM
The systems identification is an essential part of the control systems theory and a powerful tool in the case when the plants mathematical model and their parameters are not known. In this point, the systems identification permits us to obtain plants structure, states and parameters when the output of the model follows the output of the plant. A block-diagram of the dynamic systems identification, using an HFNMM identifier is given in Fig. 3 . 
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C. Direct and Indirect Adaptive Control by Means of HFNMM The structure of the entire identification system contains a Fuzzyfier, a fuzzy rule-based inference system (FRBIS), containing up to three T-S rules and a defuzzyfier. The system uses an RTNN model as an adaptive, upper hierarchical level defuzzyfier. The local and global errors used to learn the respective RTNNs models are )
The HFNMM identifier has two levels-lower hierarchical level of identification (LLI), and upper hierarchical level of identification (ULI). Detailed block diagram of the direct adaptive HFNMM controller is given in Fig. 4 .
The detailed structure of the indirect adaptive HFNMM controller is given in Fig. 5 . The identification part on the right contains three RTNNs, corresponding to the three rules, fired by the fuzzyfied plant output and taking part of the FRBIS HFNMM identifier, and the RTNN DF1 represents the defuzzyfier of the HFNMM identifier.
Figure5.Detailed block diagram of the indirect adaptive HFNMM controller

Simulation and Experimental Results
Simulation results are given below as applying proposed tracking control methods for nonlinear plant model, then some experimental result of DC-motor control with the same direct HFNMM are given.
We use a nonlinear single-input single-output plant, given by the following equation:
The graphical simulation results of the proposed indirect adaptive two RTNN model control, are given in Fig.6a-d .
The result, given in Fig. 6a shows that in the beginning, there are some discrepancy between the reference signal and the output plant signal due to improper identification, which reduces after few seconds, when the learning process has converged. The final MSE% of control is about 2.5%. 
, which is divided in two parts-positive and negative. The time of learning is 100s. The two identification and the two FF control RTNNs have topologies. Fig.7b shows the results of identification, where the output of the plant is divided in two parts, identified by two RTNNs. The state and parameter information issued by the identification multi-model is used to design a linear SM control law. The combined control signal and the MSE% of control are given in Fig.7c,d . As it could be seen from the last graphics, the MSE% of control are given in Fig.10c,d . As it could be seen from the last graphics, the MSE% rapidly decreases, and reached values below 2%. Finally, a respective comparative results of direct adaptive plant control, obtained using only one RTNN, and that using HFNMM control are given in Fig. 8a-d , using the same 1-DOF mechanical plant model. From the graphics of Fig.8a-d , we could see that the direct adaptive HFNMM feedforwardfeedback control is better than that using single RTNNs.
Conclusions
An HFNMM, containing fuzzy rules with procedural consequent parts, is proposed to be used for identification and control of complex nonlinear plants. Two control schemes (direct and indirect) using an HFNMM has been experimented and compared with a respective single-RTNN control and a fuzzy control. The proposed identification and control methods have the following advantages with respect to the conventional methods of intelligent fuzzy and neural control: (1) the number of T-S rules used is lower, (2) the level of adaptation is higher, (3) the resistance of noise and the robustness is superior due to the error correction (BP) learning of RTNNs applied.
