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Tunable Spin Dynamics in Chiral Soliton Lattice
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We study the dynamics of a chiral soliton lattice (CSL) in a classical one-dimensional spin chain
coupled to conduction electrons under an electric field. The CSL has attracted much interest because
its period can be easily controlled by an external magnetic field. We clarify the dependence of the
CSL dynamics on its period. A collective coordinate and an SU(2) gauge method are used for the
analysis. It turns out that the velocity of the CSL decreases as the period becomes longer. We also
mention the relation between the velocity and the magnetic resistance.
I. INTRODUCTION
Recently, the Dzyaloshinskii–Moriya (DM)1,2 interac-
tion has attracted much attention. It is an interaction
between spins that appears when the inversion symme-
try is broken. One of the most interesting materials that
have nonlinear spin structures is a chiral helical magnet
(CHM); the CHM is a quasi-one-dimensional system with
the DM interaction parallel to the spin axis. When an
external magnetic field is applied perpendicular to the
one-dimensional direction, there is competition between
the Zeeman energy and the DM interaction. In this case,
the period of the nonlinear spin structure continuously
becomes longer when the magnetic field becomes larger;
finally the system becomes a forced ferromagnet (FFM).
Figure 1 shows this situation. This tunable superlattice
is called a chiral soliton lattice (CSL)3–5.
Recently, several experiments have reported the real-
ization of the CSL6–8 . Inspired by these experiments,
many experimental and theoretical studies have been car-
ried out. It turned out that many fascinating phenom-
ena originate from the interaction between the CSL and
conduction electrons.9 Togawa et al.10 revealed that the
magnetic resistivity (MR) depends on the period of the
CSL in CrNb3S6, which is one of the ideal materials re-
alizing the CSL. They found a negative MR in a wide
range of temperatures. The origin of this negative MR is
ascribed to the decrease in soliton density, in accordance
with the increasing period upon increasing the magnetic
field strength. In addition, discretization effects of the
MR occur in a micrometer-size sample, where the num-
ber of solitons is limited to a several hundred11.
The above experiments show a fascinating feature of
the CSL; one can easily control various responses of
the CSL by an external magnetic field. It is also ex-
pected that the torque on the CSL induced by spin-
polarized electric current can be controlled by an ex-
ternal magnetic field. This torque causes the dynam-
ics of domain walls12–14 and will have a large impact on
its application15,16. However, the effects of changing the
spin structure on the torques have not been well studied.
There is a previous study on the dynamics of the CSL
under an electrical current17, which shows that the CSL
moves at a certain velocity after some relaxation time.
FIG. 1. Schematic picture of a chiral soliton lattice (CSL).
The period of the CSL continually becomes longer from the
CHM state to the FFM state.
However, in this work, only the limit of the weak mag-
netic field was considered and consequently the effects
of a finite magnetic field on the torque were left unad-
dressed. Therefore, the magnetic field dependence of the
dynamics of the CSL is still unknown. In the present
paper, we clarify the magnetic field dependence of the
velocity of the CSL, starting from a microscopic model
and using the SU(2) spin gauge transformation, which is
applicable to an arbitrary spin structure. We will show
that the torque from conduction electrons depends on the
magnetic field and that the dynamics can be controlled.
The outline of this paper is as follows. In section 2, we
show how the CSL changes under an external magnetic
field; we construct the CSL Lagrangian in section 3. In
section 4, we solve the equation of motion. At this stage,
we need to calculate the quantum expectation value of
spins of the conduction electrons. Finally we show the
period dependence of the CSL dynamics in section 5. We
also mention the relation between the CSL dynamics and
the MR.
II. MODEL AND THE CSL
We consider the CSL interacting with the conduction
electrons through the s-d exchange interaction, which is
2described by the Hamiltonian, H = HCSL + Hsd + Hel
with
HCSL =
∫ L(Hx)
0
dz
JS2a0
2
[
(∂zθ)
2 + (∂zϕ)
2 sin2 θ
]
− S2D(∂zϕ) sin
2 θ +
S
a0
gµBH
x sin θ cosϕ, (1)
Hsd =−
SJsd
a0
∫
d3xn(z) ·
(
cˆ†(x)σcˆ(x)
)
, (2)
Hel =
∫
d3x
∑
σ
cˆ†σ(x)
[
−
~
2
2me
(∇2)− µe
−
e~
me
iAem ·∇
]
cˆσ(x). (3)
Here, we use the polar angle of the classical spin as
S = Sn = S(sin θ cosϕ, sin θ sinϕ, cos θ), which gives the
shape of the CSL. We will see later that θ and ϕ represent
the out-of-plane and in-plane angles, respectively. J(> 0)
is the exchange interaction and D is the coefficient of the
DM interaction parallel to the one-dimensional direction.
In the third term of Eq. (1), g is the gyromagnetic ra-
tio, µB is the Bohr magneton, and a0 is a lattice con-
stant. Hereafter we treat gµB, a0, and ~ as 1 for sim-
plicity. Hx is the external magnetic field acting on the
local spins and is perpendicular to the one-dimensional
direction (see Fig. 1). It should be noted that L(Hx)
is a magnetic-field-dependent length that represents the
period of the CSL; in the following, we sometimes write
L(Hx) as L.
In Eqs. (2) and (3), we denote the annihilation (cre-
ation) operators of electrons as cˆσ (cˆ
†
σ), where σ = ±
represents the spin state. Jsd is the coefficient of the s-d
interaction. We assume that the conduction electrons are
three-dimensional, while the CSL does not depend on x
and y. In Eq. (3), we assume that the conduction elec-
trons are not subjected to the external magnetic field,
and Aem is given by
Aem = i
E
Ω0
eiΩ0t, (4)
where E is the applied homogeneous electric field paral-
lel to the one-dimensional direction. At the end of the
calculation, the frequency Ω0 is set as Ω0 → 0.
In this section, we analyze HCSL. By minimizing the
energy, we can see that the ground-state spin configura-
tion is given by
sin
ϕ0(z)
2
=sn
(m
κ
z, κ
)
, (5)
θ(z) =
π
2
, (6)
where m2 = H
x
JS
, sn(z, κ) is Jacobi’s elliptic function18
and κ (0 ≤ κ ≤ 1) is the elliptic modulus (see Fig. 1). κ
is determined from the following relation:
Hx
Hxc
=
(
κ
E(κ)
)2
, (7)
where Hxc
[
=
(
πD
4J
)2
JS
]
19 is the critical magnetic field
above which the system becomes an FFM. When the sys-
tem is an FFM, κ = 1. In addition, κ = 0 and 0 < κ < 1
correspond to the CHM and CSL, respectively. Typi-
cally, Hc is not so high and H
x
c ≃ 0.23T in the case of
CrNb3S6 for instance
7. From the nature of the sn func-
tion, the period of the CSL is determined as
L(Hx) =
8E(κ)K(κ)
πq0
, (8)
with q0 =
D
J
, andK(κ) andE(κ) are the complete elliptic
integrals of the first kind and second kind, respectively.
The period L(Hx) monotonically increases from L(0) =
2π
q0
to infinity.
Since we study the states under an electric field, it
is necessary to know the excited states. Therefore, we
introduce small deviations, δθ(z) and δϕ(z), of the local
spins around the ground state as
θ(z) =
π
2
+ δθ(z), (9)
φ(z) =φ0(z) + δφ(z). (10)
By substituting Eqs. (9) and (10) into Eq. (1) and ex-
panding the Hamiltonian with respect to δθ(z) and δϕ(z)
up to the second order, we obtain
∂HCSL =
JS2a0
2
∫ L
0
dz(δφΛˆφδφ+ δθΛˆθδθ), (11)
where
Λˆφ =−
m2
κ2
(∂2z¯ − 2κ
2sn2z¯ + κ2), (12)
Λˆθ =Λˆφ +∆(z), (13)
∆(z) =− (∂zφ0)
2 + 2q0(∂zφ0), (14)
with z¯ = (m/κ)z. We set the ground-state energy of the
CSL as 0.
To diagonalize Eq. (11), we treat the inhomogeneous
gap ∆(z) as its average value ∆¯,
∆¯ =
1
L
∫ L
0
dz
[
−(∂zφ0)
2 + 2q0(∂zφ0)
]
=
π2q20
4K(κ)E(κ)
. (15)
This approximation is valid in the weak-field region.
Then, the characteristics polynomials of Eq. (11) are
classified as the Lame´ equation18,20. We introduce eigen-
functions ν(z) and u(z) and eigenvalues λ(θ) and λ(ϕ)
that satisfy the characteristics polynomials
∂z¯ν(z) =
[
2κ2sn2z¯ − κ2 −
( κ
m
)2
λ(ϕ)
]
ν(z), (16)
∂z¯u(z) =
[
2κ2sn2z¯ − κ2 −
( κ
m
)2
(λ(θ) −∆0)
]
u(z).
(17)
3They are labeled by an index q and given by
νq(z) = uq(z) = N
θ4
(
π
2K(κ) (z¯ − ξq)
)
θ4
(
π
2K(κ) z¯
) e−i κm qz¯ , (18)
where θ4(z) is Jacobi’s theta function, N is a normaliza-
tion constant, and ξq is a shift parameter
19,20. νq and uq
are orthonormal eigenstates satisfying
∫ L
0
dzνq(z)νq′(z) =δq,q′ , (19)∫ L
0
dzuq(z)uq′(z) =δq,q′ . (20)
Using these orthonormal bases, we expand the polar
coordinates ϕ(z, t) and θ(z, t) as
δϕ(z, t) =
∑
q
ηq(t)νq(z), (21)
δθ(z, t) =
∑
q
ξq(t)uq(z), (22)
where ηq(t) and ξq(t) are the coefficients of each mode.
Then, δHCSL is diagonalized as
∂HCSL =
∑
q
[ǫ(ϕ)q η
2
q (t) + ǫ
(θ)
q ξ
2
q (t)]. (23)
In the weak-field approximation, ǫ
(θ)
q has the simple
relation19
ǫ(θ)q = ǫ
(ϕ)
q +
JS2a0
2
∆0. (24)
The spectra of the CSL are shown in Fig. 2. The in-plane
mode ǫ
(ϕ)
q is gapless; it is related to the renormalized
Klein-Gordon equation20. On the other hand, the out-
of-plane mode ǫ
(θ)
q has a finite gap, which corresponds to
the energy tilting out of the easy plane caused by the DM
interaction. The bottoms of the dispersions are called the
zero mode and quasi-zero mode, respectively.
III. LAGRANGIAN AND EQUATION OF
MOTION
First, we construct the Lagrangian. Hereafter, we only
consider the quasi-zero mode and ignore the other modes.
This approximation corresponds to the assumption that
the CSL is sufficiently rigid. In this case, the polar coor-
dinates are written as
ϕ(z, t) = ϕ0 (z − Z(t)) , (25)
θ(z, t) =
π
2
+ ξ0(t)u0 (z − Z(t)) , (26)
FIG. 2. Spectra of CSL: the in-plane mode ǫ
(ϕ)
q is gapless
while the out-of-plane mode ǫ
(θ)
q has a gap. There are other
gaps at ±π/2K, where a junction between an acoustic branch
and an optical branch exists20.
where Z(t) represents the coordinate of the CSL. Since
the quasi-zero mode u0 has a finite energy ǫ
(θ)
0 while the
ϕ-mode is gapless, Eq. (23) is now given by
∂HCSL = ǫ
(θ)
0 ξ
2
0(t). (27)
As a result, the only dynamical variables are ξ0(t) and
Z(t). Thus, we reconstruct the Lagrangian with these
two variables. The Lagrangian of the spin system is writ-
ten as
L = LBerry − ∂HCSL −Hsd, (28)
where
LBerry = S
∫ L
0
dz(cos θ − 1)∂tϕ, (29)
and
∂HCSL = ǫ
(θ)
0 ξ
2
0(t), (30)
Hsd = −SJsd
∫ L
0
dz < sˆ(z, t) > ·n(z, t). (31)
Here, we treat spins of the conduction electrons as their
expectation values in Hsd. Equation (29) is the Berry
phase term, which describes the time development of
spins. Since there are only two variables ξ0(t) and Z(t),
Eq. (29) can be written as
LBerry = S
∫ L
0
dz(cos θ − 1)∂tϕ
= S
∫ L
0
dz (∂xϕ0u0 (z − Z(t)) ξ0(t)) Z˙(t)
= SKξ0(t)Z˙(t), (32)
where
K =
∫ L
0
dzu0(z − Z(t))∂zϕ0
=
√
2πq0. (33)
4Note that K is independent of the magnetic field.
To take into account a damping effect, we include the
Rayleigh dissipation term
WRayleigh =
αS
2
∫ L
0
dz(∂tθ)
2 + sin2 θ(∂tϕ)
2
=
αS
2
∫ L
0
dz
(
ξ˙20(t)u
2
0 + sin
2 θ(∂zϕ)
2Z˙2(t)
)
=
αS
2
(
MZ˙2(t) + ξ˙20(t)
)
, (34)
where
M =
∫ L
0
dz(∂zϕ0)
2 = 2πq0, (35)
and α is a small coefficient α =0.01–0.1, representing the
Gilbert damping21.
Using the Euler-Lagrange-Rayleigh equation22, the
equation of motion becomes
−SKZ˙(t) + 2ǫ
(θ)
0 ξ0(t)− τ(< sˆ(z, t) >) = −αSξ˙0(t),
(36)
SKξ˙0(t)− F (< sˆ(z, t) >) = −αSMZ˙(t).
(37)
Hereafter, we only take ξ0(t) and Z(t) up to linear
terms in the equation of motion. F (< sˆ(z, t) >) and
τ(< sˆ(z, t) >) are the force and torque to the local spins
due to the conduction electrons, respectively, which are
expressed as
F (< sˆ(z, t) >) ≡JsdS
∫ L
0
dzδn[Z, ξ0]· < sˆ(z, t) >
δZ
=− JsdS
∫ L
0
dz(∂zn)· < sˆ(z, t) >
=− JsdS
∫ L
0
dz(∂zθ) < sˆθ(z, t) >
+ sin θ(∂zϕ) < sˆϕ(z, t) >, (38)
τ(< sˆ(z, t) >) ≡JsdS
∫ L
0
dzδn[Z, ξ0]· < sˆ(z, t) >
δξ0
=JsdS
∫ L
0
dzu0 (z − Z(t))
× (n× < sˆ(z, t) >) · eϕ
=JsdS
∫ L
0
dzu0 (z − Z(t))
× sin θ < sˆθ(z, t) >, (39)
with
< sˆθ(z, t) >≡< sˆ(z, t) > ·eθ, (40)
< sˆϕ(z, t) >≡< sˆ(z, t) > ·eϕ, (41)
where eθ(z, t) and eϕ(z, t) are the unit vectors in the θ
and ϕ directions in the spin space. Note that the θ and
ϕ directions depend on z and t, and we only need the
components of < sˆ(z, t) > perpendicular to n(z, t).
IV. MOTION OF THE CSL UNDER AN
ELECTRIC FIELD
In this section, we analyze the dynamics of the CSL
by solving Eqs. (36)-(39). So far, Eqs. (38) and (39) are
exact. To calculate these terms, we need to analyze the
quantum expectation value< sˆ(z, t) >, which is obtained
from the Hamiltonian of the conduction electrons, Hel +
Hsd [Eqs. (2) and (3)].
Since we change the period of the CSL, we cannot use
the hopping gauge method used in the preceding work17,
which is valid only in the CHM case. Instead, in this
paper, we use a local gauge transformation in spin space
that diagonalizes the s-d coupling such that
U †(z, t) (n · σ)U(z, t) = σz , (42)
where σ is the Pauli matrix. U(z, t) is a 2×2 unitary
matrix and its explicit form is given by
U(z, t) =m(z, t) · σ, (43)
m(z, t) =
(
sin
θ
2
cosϕ, sin
θ
2
sinϕ, cos
θ
2
)
. (44)
After this unitary transformation, a new electron opera-
tor aˆ(x, t) is defined as
cˆ(x, t) = U(z, t)aˆ(x, t). (45)
In this framework, Hsd in Eq. (2) becomes H˜sd =
−SJsd
∫
d3xaˆ†(x)σz aˆ(x). Alternatively, the electrons
represented by aˆ(x, t) are subjected to the SU(2)
gauge field, which arises from ∂µcˆ(x, t) = U(z, t)(∂µ +
iAµ(z, t))aˆ(x, t), where µ = 0 or z (∂0 = ∂/∂t) with
Aµ(z, t) = (−i)U
−1(z, t)∂µU(z, t)
= (m× ∂µm) · σ
= Aµ(z, t) · σ, (46)
and
Aµ(z, t) =
1
2

 −∂µθ sinϕ− sin θ cosϕ∂µϕ∂µθ cosϕ− sin θ sinϕ∂µϕ
(1− cos θ)∂µϕ

 . (47)
Note that only Az(z, t) and A0(z, t) are nonzero.
By this gauge transformation, the Lagrangian for the
conduction electrons (Lelectron =
∫
d3x(i~c†c˙) − Hel −
Hsd) becomes
Lelectron =
∑
k,σ
i~aˆ†kσ(∂t − ǫk,σ)aˆkσ −HA, (48)
HA =
∑
kq
[
1
me
(
kz +
q
2
)
Az(−q)aˆ
†
k+qσaˆk
+A0(−q)aˆ
†
k+qσaˆk
]
+
ieE
meΩ0
eiΩ0t
[∑
k
kzaˆ
†
kaˆk
+
∑
kq
Az(−q)aˆ
†
k+qσaˆk
]
+O(A2z), (49)
5where q = (0, 0, q), Aµ(q, t) ≡
∫ L
0
dzAµ(z, t)e
iqz repre-
sents the Fourier transform of Aµ(z, t), and
ǫk,± =
k2
2me
− µe ∓ JsdS. (50)
q represents the momentum of the CSL. Hereafter, we
treatAµ perturbatively because the structure of the CSL
changes slowly in a real space.
To study the dynamics of the CSL, we need to calculate
< sˆ(z, t) > for a conduction electron. The expectation
value < sˆ(z, t) > is obtained as
< sˆ(z, t) >= −iTr[G<zσ,zσ′(t, t)σσ,σ′ ], (51)
with
G<zσ,z′σ′(t, t
′) ≡i < cˆ†σ′ (z
′, t′)cˆσ(z, t) >
= < aˆ†τ ′(z
′, t′)U †τ ′,σ′(z
′, t′)Uστ (z, t)aˆτ (z, t) >,
(52)
which is the Keldysh lesser Green function. We define
spin density without the factor 12 . Tatara et al.
23 ob-
tained this quantity for general cases using diagrammatic
perturbation theory at T = 0. Using their results, we ob-
tain
< sˆθ(z, t) > =< sˆ
(0)
θ (z, t) > + < sˆ
(1)
θ (z, t) >, (53)
< sˆϕ(z, t) > =< sˆ
(0)
ϕ (z, t) > + < sˆ
(1)
ϕ (z, t) >, (54)
where
< sˆ
(0)
θ (z, t) > =
−1
JsdS
∑
q
e−iqz
[
((eϕ × ez) ·A0 (q, t))
× χ
(0)
1 (q) + (eϕ ·A0 (q, t))χ
(0)
2 (q)
]
,
(55a)
< sˆ(0)ϕ (z, t) > =
−1
JsdS
∑
q
e−iqz
[
(eϕ ·A0 (q, t))χ
(0)
1 (q)
− ((eϕ × ez) ·A0 (q, t))χ
(0)
2 (q)
]
, (55b)
< sˆ
(1)
θ (z, t) > =
−E
JsdS
∑
q
e−iqz
[
((eϕ × ez) ·Az (q, t))
× χ
(1)
1 (q) + (eϕ ·Az (q, t))χ
(1)
2 (q)
]
,
(55c)
< sˆ(1)ϕ (z, t) > =
−E
JsdS
∑
q
e−iqz
[
(eϕ ·Az (q, t))χ
(1)
1 (q)
− ((eϕ × ez) ·Az (q, t))χ
(1)
2 (q)
]
, (55d)
with ez being (0,0,1) and
χ
(0)
1 (q) =
2JsdS
V
∑
k,±
fk±
ǫk+q − ǫk ± 2JsdS
, (56a)
χ
(0)
2 (q) =
2JsdS
V
∑
k,±
π
2
(fk+ − fk−)δ (ǫk+q − ǫk ± 2JsdS) ,
(56b)
χ
(1)
1 (q) =
eτJsdS
3πm2eV
∑
k±
(
k · (k +
q
2
)
)
i
grk± − g
a
k±
ǫk+q − ǫk ± 2JsdS
,
(56c)
χ
(1)
2 (q) =
eτJsdS
3πm2eV
∑
k±
(
±
π
2
)(
q ·
(
k +
q
2
))
× δ(ǫk+q − ǫk ± 2JsdS)i(g
r
k± − g
a
k±). (56d)
Here, < sˆ
(1)
θ (z) > and < sˆ
(1)
ϕ (z) > are the terms propor-
tional to E and the Ω0 → 0 limit has been taken. In
χ
(0)
1 (q) and χ
(0)
2 (q), fk± = Θ(−ǫk,±) is the Fermi distri-
bution function, where Θ(x) represents the step function.
In χ
(1)
1 (q) and χ
(1)
2 (q), g
r(a)
k± = (−ǫk,± ±
i
2τ )
−1. Here the
relaxation time τ is phenomenologically introduced.
As a further approximation, we consider an adiabatic
approximation24. In this approximation, we assume that
the spin of a conduction electron completely follows the
local spin Sn(z, t). This situation is realized by neglect-
ing the q dependences of χ
(i)
j (q) (i = 0, 1, j = 1, 2), i.e.,
by approximating χ
(i)
j (q) as χ
(i)
j (0). In the present case,
we obtain
χ
(0)
1 (0) = s, (57a)
χ
(0)
2 (0) = 0, (57b)
χ
(1)
1 (0) =
js
E
, (57c)
χ
(1)
2 (0) = 0, (57d)
where
s = n+ − n− (58)
js =
e2τ
m
(n+ − n−)E, (59)
are the spin density and spin current density of conduc-
tion electrons, respectively, and n± is the density of elec-
trons with spin ± in the aˆk framework determined from
ǫk,± in Eq. (50). Substituting these values into Eqs. (53)
and (54), we obtain24
< sˆ
(ad)
θ (z, t) > = −
1
SJsd
[sAθ0(z, t) +
js
e
Aθz(z, t)], (60)
< sˆ(ad)ϕ (z, t) > = −
1
SJsd
[sAϕ0 (z, t) +
js
e
Aϕz (z, t)], (61)
where Aθµ ≡ eθ ·Aµ and A
ϕ
µ ≡ eθ ·Aµ. From Eq. (47),
6Aθµ and A
ϕ
µ become
Aθ0 =
1
2
Z˙(t)(∂zϕ), (62a)
Aθz = −
1
2
(∂zϕ), (62b)
Aϕ0 =
1
2
u0 (z − Z(t)) ξ˙(t), (62c)
Aϕz =
1
2
∂zu0 (z − Z(t)) ξ(t). (62d)
After some algebra, Eqs. (38) and (39) become
F (ad) = −
sK
2
ξ˙0(t), (63)
τ (ad) =
K
2
[
sZ˙(t)−
js
e
]
. (64)
The above results are in the adiabatic approximation.
However, in this approximation, the dynamics of the CSL
stops after a certain relaxation time, which is unphysical.
Therefore, we consider the nonadiabatic force F (non−ad)
in addition to F (ad). In the adiabatic approximation,
the expectation value for conduction electrons depends
only on the spin configuration n(z, t) at the same posi-
tion. However, the nonlocal contributions with q 6= 0 in
χ
(i)
j (q) neglected in the adiabatic approximation give the
nonadiabatic force. In the present case, F (non−ad) acts
in the same way as the so-called β term25,26.
Using a similar method to that of Tatara et al.23, we
obtain
F (non−ad) =
∑
k,q,±
4πeEτS2J2sd
mV
δ(ǫk±)δ(ǫk+q∓ − ǫk±)
×A±z (q, t)A
∓
z (−q, t)
=
S2J2sd
π
(
neτE
me
)∑
q
f(q, t)
4q
×Θ
(
1 +
q
2kF
)
Θ
(
−
q
2kF
+ 1
)
, (65)
with
f(q, t) =
q
2
[
|
∫ L
0
dz cosϕeiqz |2 + |q
∫ L
0
dz sinϕeiqz |2
]
.
(66)
In calculating F (non−ad), we used θ = π2 and ϕ = ϕ0 for
simplicity. In other words, we have ignored the effect of
the quasi-zero mode. We have also assumed that ǫF >>
SJsd. We will see later that F
(non−ad) represents the
reflection of the conduction electrons by the CSL.
Nonadiabatic torque contributions, which arise in the
same manner as F (non−ad), only give the renormalization
factor of the second term in Eq. (64), so we ignore these
contributions.
V. RESULTS
Substituting F (< sˆ(z, t) >) = F (ad) + F (non−ad) and
τ(< sˆ(z, t) >) = τ (ad) into Eqs. (36) and (37), we obtain
the equation of motion of the CSL as
−K
(
S +
s
2
)
Z˙(t) + αSξ˙0(t) + 2ǫ
(θ)
0 ξ0(t) +
K
2
js
e
= 0,
(67)
αMSZ˙(t) +K
(
S +
s
2
)
ξ˙0(t)− F
(non−ad) = 0.
(68)
By eliminating Z˙(t) from Eqs. (67) and (68), and impos-
ing the boundary condition ξ0(0) = 0, we obtain
ξ0(t) = ξ
∗(1− e−λt), (69)
where
λ =
2ǫ
(θ)
0 αS(
S + s2
)2
+ (αS)2
, (70)
ξ∗ =−
K
4ǫ0
js
e
+
(
S + s2
)
F (non−ad)
2ǫ0αKS
. (71)
Then the velocity of the CSL becomes
Z˙(t) = V ∗ + V0e
−λt, (72)
with
V0 =−
js
2e
(
S + s2
)
α2S2 +
(
S + s2
)2 −
(
S + s2
)2
αMS
F (non−ad)
(αS)2 +
(
S + s2
)2 ,
(73)
V ∗ =
1
αMS
F (non−ad). (74)
After the relaxation time 1
λ
, the velocity of the CSL
becomes the terminal velocity V ∗. It is apparent that
F (non−ad) causes a qualitative change in the dynamics; in
the adiabatic limit, the terminal velocity is zero because
F (non−ad) = 0. This is different from the domain wall
case, where a domain wall can move above a critical cur-
rent even in the adiabatic limit.14,23 The direction of mo-
tion is opposite to the current, in other words, in the same
direction as the carrier flow. We also point out that the
CSL is tilted out of the easy plane by δθ = u0(z−Z(t))ξ
∗
under an electric field.
We show the magnetic field (Hx) dependence of V ∗
in Fig. 3. The terminal velocity of the CSL decreases
when the magnetic field increases. It becomes zero when
the magnetic field reaches the critical field Hxc , where
the system becomes the FFM state. It is natural that
the velocity becomes low when the density of solitons
decreases because the torque is generated by the spatial
modulation of the spin configuration.
As already mentioned, we have used an approximation
that is valid in the weak-magnetic-field region. There-
fore, when Hx is close to Hxc , our model is not exact.
7FIG. 3. Magnetic field dependence of the terminal velocity
of the CSL: V ∗ decreases when the magnetic field increases.
Finally, V ∗ becomes 0. A steep curve arises near Hx = Hxc .
The x-axis and y-axis are normalized by Hxc and V
∗(0), re-
spectively.
However, in the FFM state, it is natural to expect that
no motion occurs under an electric field. Thus, it appears
that the tendency shown in Fig. 3 nearHxc is more or less
correct. To estimate V ∗ at Hx = 0, we use typical values
Jsd
ǫF
= 10−1, ne
2τE
me
= 108[A/m
2
], a0 = 10
−10[m], kF =
1010[m−1], D/J = 10−1, α = 10−2, n = 1029[m−3]. In
this case, we obtain V ∗(0) ≃0.1[m/s], which would be a
reasonable value in experiments.
Finally, we mention the relation between the terminal
velocity and the magnetoresistance. The resistivity ρs
due to the spin structure is given by24
ρs =
4πJsd
e2n2
1
V
∑
k,q,σ
|Aσz (q)|
2δ(ǫk±)δ(ǫk+q−σ − ǫkσ).
(75)
Therefore, we can see
F (non−ad) =
e3Eτ
m
ρsn
2 = enρsj. (76)
In other words, F (non−ad) is the reaction of the momen-
tum transfer of conduction electrons which causes the re-
sistance. This is consistent with a previous experiment10
that showed a negative MR in proportion to the CSL
density. The Hx dependence in Fig. 3 is not exactly the
same as that of the CSL density. To compare with ex-
perimental results more closely, we need to consider other
contributions to the resistivity originating from the mech-
anisms other than the present mechanism. This remains
as a future problem.
Before we finish this section, we mention the pinning
effect. In this paper, we ignore the possible effects of pin-
ning. Experimentally, it has been reported7 that the CSL
formed in CrNb3S6 exhibits reasonably robust coherence
over macroscopic scales. Therefore, we expect that once
the CSL begins to move as a coherent heavy object, a
microscopic pinning mechanism may be irrelevant. For
example, in the case of a ferromagnetic domain wall, the
Barkhausen effect of the magnetization is caused by ir-
reversible magnetic domain wall motion by it breaking
away from pinning sites. However, experiments by Tsu-
ruta et al.27 clearly indicate that there is no Barkhausen
effect for the CSL formed in CrNb3S6. This fact also
suggests the irrelevance of pinning effects. However, at
this stage there has been not theoretical study on possi-
ble pinning effects to determine their relevance or irrele-
vance. Thus, we will keep this issue beyond the scope of
the present paper.
VI. CONCLUSION
In this paper, we extended the theory of CSL motion
to a finite magnetic field. We pointed out that the torque
from the conduction electrons changes as a function of the
external magnetic field. As a result, the terminal velocity
of the CSL decreases when the magnetic field increases.
One of the most important features of the CSL is that we
can control the responses by an external magnetic field.
We hope that our tunable local spin dynamics will open
a new door in the research of spintronics.
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