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Abstrakt
ROC krˇivka (z anglicke´ho Receiver Operating Characteristic curve) je zobrazen´ı dvou
r˚uzny´ch distribucˇn´ıch funkc´ı F0 a F1, kde na osy se vyna´sˇ´ı hodnoty 1−F0(c) a 1−F1(c).
Parametr c je rea´lne´ cˇ´ıslo. Takto sestrojena´ krˇivka se v posledn´ı dobeˇ cˇasto vyuzˇ´ıva´ k
posouzen´ı kvality diskriminacˇn´ıho pravidla pro zarˇazen´ı objektu do jedne´ ze dvou trˇ´ıd.
Jako krite´rium pak slouzˇ´ı velikost plochy pod ROC krˇivkou. V rea´lny´ch u´loha´ch se pak
uplatnˇuj´ı metody bodovy´ch a intervalovy´ch odhad˚u ROC krˇivek a testova´n´ı statisticky´ch
hypote´z o ROC krˇivka´ch.
Summary
The ROC (Receiver Operating Characteristic) curve is a projection of two different
cumulative distribution functions F0 and F1. On axis are values 1− F0(c) and 1− F1(c).
The c-parameter is a real number. This curve is useful to check quality of discriminant
rule which classify an object to one of two classes. The criterion is a size of an area under
the curve. To solve real problems we use point and interval estimation of ROC curves and
statistical hypothesis tests about ROC curves.
Kl´ıcˇova´ slova
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test statisticke´ hypote´zy.
Keywords
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1 U´vod
ROC krˇivky (z anglicke´ho RECEIVER OPERATING CHARACTERISTIC CURVE )
pouzˇ´ıva´me prˇi rozrˇazen´ı objekt˚u do dvou trˇ´ıd, prˇicˇemzˇ v´ıme, zˇe dany´ objekt patrˇ´ı pra´veˇ
do jedne´ z nich. Plocha pod krˇivkou pak uda´va´ kvalitu rozhodovac´ıho krite´ria.
Poprve´ byly vyuzˇity k vojensky´m u´cˇel˚um. Beˇhem II. sveˇtove´ va´lky slouzˇily prˇi analy´ze
radarovy´ch signa´l˚u, kdy bylo trˇeba rozliˇsit vlastn´ı vzdusˇne´ s´ıly a neprˇ´ıtele. Odtud vzniklo
oznacˇen´ı ROC. Od padesa´ty´ch let pak nacha´z´ı uplatneˇn´ı v medic´ıneˇ prˇi vyhodnocen´ı tes-
tova´n´ı novy´ch le´k˚u a v diagnostice.
Dnes se optimalizace klasifikace pomoc´ı ROC krˇivek pouzˇ´ıva´ v rˇadeˇ obor˚u. Znacˇneˇ
rychle se rozv´ıjej´ı metody umozˇnˇuj´ıc´ı prova´deˇt statistickou analy´zu rea´lny´ch populac´ı po-
moc´ı ROC krˇivek. V mnohy´ch situac´ıch chyb´ı srovna´n´ı jednotlivy´ch metod, popis jejich
statisticky´ch vlastnost´ı a mnohdy nen´ı k dispozici odpov´ıdaj´ıc´ı programa´torske´ za´zemı´
pro vy´pocˇet odhad˚u a pro proveden´ı prˇ´ıslusˇny´ch statisticky´ch test˚u.
C´ılem te´to pra´ce bude popsat statisticke´ metody pro stanoven´ı bodove´ho a interva-
love´ho odhadu ROC krˇivky v dane´m bodeˇ, metody pro odhad plochy pod ROC krˇivkou a
odhad optima´ln´ı diagnosticke´ klasifikacˇn´ı meze. Da´le budou popsa´ny statisticke´ testy pro
testova´n´ı hypote´z o vlastnostech dane´ ROC krˇivky a testy pro srovna´n´ı dvou ROC krˇivek.
Vy´stupem te´to pra´ce bude take´ pocˇ´ıtacˇova´ implementace jednotlivy´ch metod v prostrˇed´ı
MATLAB.
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2 Za´kladn´ı pojmy
V te´to kapitole budou uvedeny za´kladn´ı pojmy, oznacˇen´ı a poznatky z teorie odhadu a
testova´n´ı statisticky´ch hypote´z a to v souladu s [1]. Tyto budou da´le vyuzˇity pro popis
vlastnost´ı ROC krˇivek a k jejich vza´jemne´mu srovna´n´ı.
Oznacˇme ω vy´sledek na´hodne´ho pokusu nebo deˇje, tento nazy´va´me elementa´rn´ı jev.
Mnozˇinu vsˇech elementa´rn´ıch jev˚u znacˇ´ıme Ω a nazy´va´me ji prostor elementa´rn´ıch jev˚u.
Meˇjme syste´m podmnozˇin Ω tvorˇ´ıc´ı σ-algebruA. Pak tyto podmnozˇiny nazy´va´me na´hodne´
jevy. Jednotlivy´m mnozˇina´m patrˇ´ıc´ım do A pak prˇipisujeme pravdeˇpodobnostn´ı mı´ru P .
Trojice (Ω,A, P ) se nazy´va´ pravdeˇpodobnostn´ı prostor.
Definice 2.1. Necht’ (Ω,A, P ) je pravdeˇpodobnostn´ı prostor. Da´le necht’ R je mnozˇina
rea´lny´ch cˇ´ısel a B syste´m jej´ıch borelovsky´ch mnozˇin. Meˇrˇitelnou funkci X : (Ω,A) →
(R,B) nazveme na´hodnou velicˇinou.
Definice 2.2. Oznacˇme Q(B) pravdeˇpodobnost, zˇe na´hodna´ velicˇina X na´lezˇ´ı do
mnozˇiny B z B (tedy Q(B) = P{X ∈ B}, B ∈ B). Mı´ra Q se nazy´va´ indukovana´ mı´ra
nebo take´ rozdeˇlen´ı pravdeˇpodobnosti na´hodne´ velicˇiny X.
Zvol´ıme-li konkre´tneˇ B = (−∞, x), dosta´va´me
Q(B) = P{X < x} = F (x).
Funkce F (x) se nazy´va´ distribucˇn´ı funkce.
Existuje-li takova´ funkce f(x), zˇe
F (x) =
x∫
−∞
f(t)dt,
pak se jedna´ o spojite´ rozdeˇlen´ı pravdeˇpodobnosti s hustotou f .
Definice 2.3. Meˇrˇitelne´ zobrazen´ı X : (Ω,A)→ (Rn,Bn), kde Rn je n-rozmeˇrny´ eu-
klidovsky´ prostor a Bn syste´m jeho borelovsky´ch podmnozˇin, nazy´va´me na´hodny´ vektor.
(Jiny´mi slovy jde o vektor na´hodny´ch velicˇin X = (X1, . . . , Xn)
′ definovany´ch na te´mzˇe
pravdeˇpodobnostn´ım prostoru.)
Definice 2.4. Na´hodne´ velicˇiny X1, . . . , Xn se nazy´vaj´ı neza´visle´, plat´ı-li pro libovolne´
borelovske´ mnozˇiny vztah
P
(
n⋂
k=1
{ω : Xk(ω) ∈ Bk}
)
=
n∏
k=1
P{ω : Xk(ω) ∈ Bk}.
Pozna´mka. Vol´ıme-li konkre´tn´ı borelovske´ mnozˇiny Bk = (−∞, xk), pak X1, . . . , Xn
jsou neza´visle´, pra´veˇ tehdy, pokud sdruzˇena´ distribucˇn´ı funkce F je rovna soucˇinu mar-
gina´ln´ıch distribucˇn´ıch funkc´ı Fi, i = 1, . . . , n.
F (x1, . . . , xn) = P (X1 < x1, . . . , Xn < xn) =
= P (X1 < x1) · · ·P (Xn < xn) = F1(x1) · · ·Fn(xn).
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Definice 2.5. Usporˇa´dana´ n-tice neza´visly´ch, stejneˇ rozdeˇleny´ch na´hodny´ch velicˇin
X1, . . . , Xn se nazy´va´ na´hodny´ vy´beˇr o rozsahu n. Plat´ı-li X1 ≤ X2 ≤ · · · ≤ Xn nazveme
tento na´hodny´ vy´beˇr usporˇa´dany´ a znacˇ´ıme jej X(1), . . . , X(n).
2.1 Teorie odhadu
Prˇedpokla´dejme, zˇe na´hodny´ vektor X = (X1, . . . , Xn)
′ ma´ hustotu f(x,θ) vzhledem k
σ-konecˇne´ mı´ˇre µ. Parametr θ = (θ1, . . . , θm)
′ je nezna´my´. C´ılem je z´ıskat na za´kladeˇ
vektoru X co nejlepsˇ´ı odhad vektoru θ.
Hleda´me-li meˇrˇitelne´ zobrazen´ı g : (Rn,Bn) → (Rm,Bm) takove´, zˇe na´hodny´ vektor
T = g(X) co mozˇna´ nejle´pe aproximuje hodnotu θ, pak se jedna´ o bodovy´ odhad parame-
tru θ. Jestlizˇe hleda´me interval nebo jinou vhodnou mnozˇinu do ktere´ s dostatecˇneˇ velkou
pravdeˇpodobnost´ı θ na´lezˇ´ı, dosta´va´me intervalovy´ odhad.
Definice 2.6. Rˇekneme, zˇe odhad T parametru θ je
1. nestranny´, plat´ı-li ET = θ pro kazˇde´ θ ∈ Θ.
2. vychy´leny´, jestlizˇe ET = θ + b(θ) a funkce b nen´ı identicky rovna nule, b(θ) se
nazy´va´ vychy´len´ı odhadu T .
3. nejlepsˇ´ı nestranny´, je-li rozptyl nestranne´ho odhadu T nejmensˇ´ı z rozptyl˚u vsˇech
nestranny´ch odhad˚u te´hozˇ parametru θ.
Definice 2.7. Necht’ X1, . . . , Xn je na´hodny´ vy´beˇr z rozdeˇlen´ı Q, za´visle´ho na jedno-
rozmeˇrne´m parametru θ. Rˇekneme, zˇe odhad Tn = gn(X1, . . . , Xn) je konsistentn´ı, jestlizˇe
Tn → θ podle pravdeˇpodobnosti prˇi n→∞.
Veˇta 2.8. Necht’ strˇedn´ı hodnota ET 2n < ∞ pro kazˇde´ prˇirozene´ n. Jestlizˇe strˇedn´ı
hodnota ETn → θ a rozptyl varTn → 0, pak Tn je konsistentn´ı odhad parametru θ.
D˚ukaz:
Pro kazˇde´ ε > 0 plat´ı
P (|Tn − θ| > ε) = P (|Tn − ETn + ETn − θ| > ε) ≤
≤ P (|Tn − ETn| > ε2 ∨ |ETn − θ| > ε2) ≤
≤ P (|Tn − ETn| > ε2)+ P (|ETn − θ| > ε2) .
Jestlizˇe ETn → θ, pak pro n→∞: P
(|ETn − θ| > ε2)→ 0.
Podle Cˇebysevovy nerovnosti
P
(
|Tn − ETn| > ε
2
)
≤ varTn(
ε
2
)2 .
Za prˇedpokladu varTn → 0 pro n → ∞ i tato pravdeˇpodobnost konverguje k nule.
Doka´zali jsme tedy, zˇe
P (|Tn − θ| > ε)→ 0.
2
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2.2 Fisherova mı´ra informace
Nyn´ı zavedeme Fisherovu mı´ru informace o parametru θ obsazˇenou v na´hodne´m vektoru
X.
Definice 2.9. Necht’ na´hodny´ vektorX = (X1, . . . , Xn)
′ ma´ hustotu f(x, θ) vzhledem
k neˇjake´ σ-konecˇne´ mı´ˇre µ. Prˇedpokla´dejme, zˇe plat´ı:
• Ω je nepra´zdna´, otevrˇena´ mnozˇina.
• Mnozˇina M = {x : f(x, θ) > 0} neza´vis´ı na θ.
• Pro skoro vsˇechna x ∈M (vzhledem k µ) existuje konecˇna´ parcia´ln´ı derivace
f ′i(x, θ) =
∂f(x, θ)
∂θ
.
• Pro vsˇechna θ ∈ Ω plat´ı ∫
M
f ′(x, θ)dµ(x) = 0
.
• Integra´l
Jn(θ) =
∫
M
[
f ′(x, θ)
f(x, θ)
]
f(x, θ)dµ(x)
je konecˇny´ a kladny´.
Pak se syste´m hustot {f(x, θ), θ ∈ Ω} nazy´va´ regula´rn´ı a Jn(θ) se nazy´va´ Fisherova mı´ra
informace.
2.3 Princip maxima´ln´ı veˇrohodnosti
Necht’ na´hodny´ vektor X = (X1, . . . , Xn)
′ ma´ hustotu f(x, θ), kde θ ∈ ω. Prˇi pevne´
hodnoteˇ x se funkce f(x, θ) nazy´va´ veˇrohodnostn´ı funkce. Budeme uvazˇovat prˇ´ıpad, kdy
X1, . . . , Xn je na´hodny´ vy´beˇr.
Hodnotu θˆ parametru θ, maximalizuj´ıc´ı veˇrohodnostn´ı funkci f(x, θ), pak nazveme
maxima´lneˇ veˇrohodny´ odhad parametru θ.
Meˇjme funkci L(x, θ) = ln f(x, θ). Tato funkce se pro pevna´ x nazy´va´ logaritmicka´
veˇrohodnostn´ı funkce.
Kasicky´ postup hleda´n´ı maxima L pomoc´ı jej´ı derivace vede k nalezen´ı maxima´lneˇ
veˇrohodne´ho odhadu, ktery´ konverguje ke skutecˇne´ hodnoteˇ parametru θ. A to s pravdeˇ-
podobnost´ı bl´ızˇ´ıc´ı se k jedne´. Du˚kaz viz. [1].
Necht’ θ0 je skutecˇna´ hodnota parametru θ. Hleda´me tedy korˇen θˆn = θˆn(X) veˇrohod-
nostn´ı rovnice
∂L(X, θ)
∂θ
= 0
takovy´, zˇe |θˆn − θ0| < , pro kazˇde´  > 0.
Veˇta 2.10. Necht’ f(x, θ), θ ∈ Θ je regula´rn´ı syste´m hustot s Fisherovou mı´rou infor-
mace J(θ). Necht’ jsou splneˇny na´sleduj´ıc´ı prˇedpoklady:
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(p1) Θ je parametricky´ prostor, ktery´ obsahuje takovy´ nepra´zdny´ otevrˇeny´ interval ω,
zˇe θ0 ∈ ω
(p2) X = (X1, . . . , Xn)
′, kde Xi jsou neza´visle´ stejneˇ rozdeˇlene´ na´hodne´ velicˇiny s hus-
totou f(x, θ) vzhledem k neˇjake´ σ-konecˇne´ mı´ˇre µ.
(p3) M = {x : f(x, θ) > 0} neza´vis´ı na θ.
(p4) Necht’ θ1, θ2 ∈ Ω. Pak f(x, θ1) = f(x, θ2) skoro vsˇude pra´veˇ tehdy, kdyzˇ θ1 = θ2.
(p5) Pro vsˇechna θ ∈ ω a skoro vsˇechna x ∈M existuje derivace
f ′′′(x, θ) =
∂3f(x, θ)
∂θ3
.
(p6) Pro vsˇechna θ ∈ ω plat´ı: ∫
M
f ′′(x, θ)dµ(x) = 0.
(p7) Existuje takova´ neza´porna´ meˇrˇitelna´ funkce H(x), zˇe strˇedn´ı hodnota Eθ0H(X) <
∞ a prˇitom pro skoro vsˇechna x ∈ M a pro vsˇechna θ takova´, zˇe |θ − θ0| <  pro
dostatecˇneˇ male´  > 0 plat´ı: ∣∣∣∣∂3 ln f(x, θ)∂θ3
∣∣∣∣ ≤ H(x).
Pak plat´ı na´sleduj´ıc´ı tvrzen´ı:
(i) Jestlizˇe n→∞, pak
1√
n
L′(θ0) ⇀ N [0, J(θ)]
(ii) Existuje-li dostatecˇneˇ velke´ n a pro kazˇdou hodnotuX takovy´ korˇen θˆn veˇrohodnostn´ı
rovnice, zˇe θˆn je konsistentn´ım odhadem parametru θ0, pak
√
n(θˆn − θ0) ⇀ N
[
0,
1
J(θ)
]
.
Na za´kladeˇ poznatk˚u o maxima´lneˇ veˇrohodny´ch odhadech lze pak prova´deˇt asympto-
ticke´ testy statisticky´ch hypote´z.
Veˇta 2.11. Necht’ jsou splneˇny vsˇechny prˇedpoklady veˇty 2.10. Oznacˇme
LM(θ0) =
[L′(θ0)]2
nJ(θ0)
,
ULM =
L′(θ0)√
nJ(θ0)
.
Pak ULM ma´ asymptoticky rozdeˇlen´ı N(0,1) a LM ma´ asymptoticky χ
2 rozdeˇlen´ı pravdeˇ-
podobnosti s jedn´ım stupneˇm volnosti.
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3 Teoreticka´ konstrukce ROC krˇivky
V tomho odd´ılu budou uvedeny za´kladn´ı poznatky z teorie vyuzˇit´ı ROC krˇivek prˇi klasi-
fikaci objekt˚u, vlastnosti ROC krˇivek a prˇ´ıklady jejich konstrukce pro norma´ln´ı a neˇktera´
dalˇs´ı rozdeˇlen´ı pravdeˇpodobnosti.
3.1 Senzitivita a specificita
Uvazˇujme diagnosticky´ test, ktery´ ma´ urcˇit zda sledovany´ objekt ma´ urcˇitou vlastnost
D. Prˇedpokla´dejme, zˇe kazˇdy´ objekt na´lezˇ´ı pra´veˇ do jedne´ ze dvou skupin pi1, pi0. Jestlizˇe
ma´ danou vlastnost (D = 1), pak na´lezˇ´ı do skupiny pi1. Naopak pokud tuto vlastnost
nema´ (D = 0), na´lezˇ´ı do skupiny pi0. D je na´hodna´ velicˇina s alternativn´ım rozdeˇlen´ım
pravdeˇpodobnosti.
Oznacˇme na´hodnou velicˇinu T , vy´sledek testu. Klasifikaci objektu (odhad prˇ´ıslusˇnosti
k dane´ skupineˇ) provedeme na za´kladeˇ srovna´n´ı vy´sledku testu T s danou mez´ı c. Je-li
T ≥ c klasifikujeme objekt jako prvek skupiny pi1 a rˇekneme, zˇe klasifikace je pozitivn´ı.
Je-li T < c klasifikujeme objekt jako prvek skupiny pi0 a rˇekneme, zˇe klasifikace je nega-
tivn´ı. Oznacˇen´ı mezn´ı hodnoty c vycha´z´ı z anglicke´ho vy´razu(cut-off point).
Definice 3.12. Pro danou hodnotu klasifikacˇn´ı meze c definujeme senzitivitu testu
jako podmı´neˇnou pravdeˇpodobnost, zˇe vy´sledek testu T objektu ze skupiny pi1 je veˇtsˇ´ı
nebo roven c.
Se(c) = P (T ≥ c|D = 1) = 1− P (T < c|D = 1). (3.1)
Dosta´va´me tedy pravdeˇpodobnost spra´vneˇ urcˇene´ pozitivn´ı klasifikace.
Meˇjme nyn´ı na´hodnou velicˇinu T1, vy´sledek testu ve skupineˇ pi1, s distribucˇn´ı funkc´ı
F1 a hustotou f1. Pak z´ıska´va´me ekvivalentn´ı vyja´drˇen´ı senzitivity ve tvaru:
Se(c) = 1− P (T < c|D = 1) = 1− P (T1 < c) = 1− F1(c). (3.2)
Definice 3.13. Pro danou hodnotu klasifikacˇn´ı meze c definujeme specificitu testu
jako podmı´neˇnou pravdeˇpodobnost, zˇe vy´sledek testu T objektu ze skupiny pi0 je mensˇ´ı
nezˇ c.
Sp(c) = P (T < c|D = 0). (3.3)
Tedy pravdeˇpodobnost spra´vneˇ urcˇene´ negativn´ı klasifikace.
Nyn´ı oznacˇme na´hodnou velicˇinu T0, vy´sledek testu ve skupineˇ pi0. Pak z´ıska´va´me
ekvivalentn´ı vyja´drˇen´ı specificity pomoc´ı distribucˇn´ı funkce F0 na´hodne´ velicˇiny T0:
Sp(c) = P (T < c|D = 0) = P (T0 < c) = F0(c). (3.4)
Senzitivita a specificita jsou za´kladn´ımi vlastnostmi testu. Jejich doplnˇky pak uda´vaj´ı
pravdeˇpodobnosti chybne´ klasifikace.
Zvol´ıme-li chybneˇ negativn´ı klasifikaci, dopousˇt´ıme se chyby prvn´ıho druhu a to
s pravdeˇpodobnost´ı 1− Se.
Zvol´ıme-li chybneˇ pozitivn´ı klasifikaci, dopousˇt´ıme se chyby druhe´ho druhu a to
s pravdeˇpodobnost´ı 1− Sp.
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3.2 ROC krˇivka
V na´sleduj´ıc´ım textu se dosta´va´me k zaveden´ı pojmu ROC krˇivky. Provedeme teoretickou
konstrukci krˇivky jako funkce distribucˇn´ıch funkc´ı F1 a F0. Na prˇ´ıkladech pak uka´zˇeme
vlastnosti ROC krˇivek a geometricky´ vy´znam senzitivity a specificity.
Definice 3.14. ROC krˇivku definujeme jako mnozˇinu bod˚u dany´ch sourˇadnicemi
[1− Sp(c), Se(c)], c ∈ (−∞,∞). (3.5)
Jestlizˇe podle vztah˚u (2.2) a (2.4)
F1(c) = 1− Se(c),
F0(c) = Sp(c),
(3.6)
pak za prˇedpokladu existence inverzn´ı distribucˇn´ı funkce F−10 lze ROC krˇivku vyja´drˇit
vza´vislosti na parametru t. Polozˇ´ıme
t = 1− Sp(c) = 1− F0(c), pak c = F−10 (1− t), Se(c) = 1− F1(c).
Dosta´va´me tedy ekvivalentn´ı vztah:
ROC(t) = 1− F1(F−10 (1− t)), pro t ∈ (0, 1). (3.7)
Prˇ´ıklad 3.15. Meˇjme prˇ´ıpad, kdy na´hodna´ velicˇina T0 ma´ norma´ln´ı rozdeˇlen´ı pravdeˇ-
podobnosti s nulovou strˇedn´ı hodnotou a rozptylem rovny´m jedne´ - N(0, 1) a T1 ma´
rozdeˇlen´ı N(2, 1.5). Na obra´zku 1 je pro hustoty f0 a f1 zna´zorneˇna senzitivita a specifi-
cita testu prˇi klasifikaci s mezn´ı hodnotou c.
Obra´zek 1: Senzitivita a specificita pro klasifikacˇn´ı mez c.
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3.3 Vlastnosti a parametry ROC krˇivek
Z tvaru z´ıskane´ ROC krˇivky lze odhadnout rozliˇsovac´ı schopnost zkoumane´ho testu.
Jestlizˇe krˇivka nejprve prudce roste a pote´ je te´meˇrˇ konstantn´ı, pomeˇr chybneˇ klasifi-
kovany´ch objekt˚u bude maly´. Bude-li se krˇivka bl´ızˇit diagona´le pomeˇr chyb poroste.
Pokud se hustoty f0 a f1 shoduj´ı, krˇivka je totozˇna´ s diagona´lou. Pravdeˇpodobnosti
spra´vne´ a chybne´ klasifikace se rovnaj´ı - obra´zek 2a.
V idea´ln´ım prˇ´ıpadeˇ, kdy test je schopen spra´vneˇ rozrˇadit vsˇechny objekty, krˇivka
procha´z´ı bodem [1, 1] - obra´zek 2b.
Pokud nastane prˇ´ıpad, kdy zˇa´dny´ objekt nebyl zarˇazen spra´vneˇ - obra´zek 2c, lze jej
prˇevra´cen´ım testovac´ıho kriteria prˇeve´st opeˇt na idea´ln´ı stav.
Obra´zek 2: Extre´mn´ı prˇ´ıpady ROC krˇivek.
Veˇta 3.16. ROC krˇivka je invariantn´ı vzhledem k monoto´nn´ı rostouc´ı transformaci
T0,T1.
D˚ukaz:
Necht’ h je monoto´nn´ı rostouc´ı transformace takova´, zˇe
h : x0 → u, tj. u = h(x0),
h : x1 → v, tj. v = h(x1).
Oznacˇme
F0h(x0) = F0(h
−1(x0)) = P (T0 ≤ h−1(x0)),
F1h(x1) = F1(h
−1(x1)) = P (T1 ≤ h−1(x1)),
ROCh(t) = 1− 1− F1h(F−10h (1− t)).
Da´le plat´ı
F−10h (x0) = h(F
−1
0 (x0)),
F−11h (x1) = h(F
−1
1 (x1)).
Je trˇeba doka´zat
ROC(t) = ROCh(t).
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Pak po dosazen´ı dosta´va´me
ROCh(t) = 1− F1h(F−10h (1− t)) = 1− F1(h−1(F−10h (1− t))) =
= 1− F1(h−1(h(F−10 (1− t)))) = 1− F1(F−10 (1− t)) = ROC(t).
T´ımto je dana´ vlastnost doka´za´na.
2
Veˇta 3.17. Je-li na´hodna´ velicˇina T1 stochasticky veˇtsˇ´ı nezˇ na´hodna´ velicˇina T0,
tedy kdyzˇ F0(c) ≥ F1(c) pro vsˇechna c ∈ (−∞,∞), pak ROC krˇivka lezˇ´ı nad diagona´lou
v jednotkove´m cˇtverci.
D˚ukaz:
Je-li F0(x0) ≥ F1(x1), pak za prˇedpokladu existence inverzn´ıch funkc´ı F−10 (x0) ≤ F−11 (x1).
Potom pro t ∈ (0, 1)
ROC(t) = 1− F1(F−10 (1− t)) ≥ 1− F1(F−11 (1− t)) = 1− (1− t) = t.
Tedy ROC(t) ≥ t a krˇivka lezˇ´ı nad diagona´lou v jednotkove´m cˇtverci.
2
Veˇta 3.18. Kdyzˇ hustoty f0, f1 maj´ı monoto´nn´ı veˇrohodnostn´ı pomeˇr (tj. kdyzˇ exis-
tuje statistika S takova´, zˇe pod´ıl hustot f0/f1 je neklesaj´ıc´ı funkc´ı statistiky S), pak ROC
krˇivka je konka´vn´ı.
D˚ukaz:
V tomto bodeˇ je trˇeba doka´zat, zˇe za dany´ch prˇedpoklad˚u je ROC krˇivka konka´vn´ı. Tedy
derivace ROC krˇivky je klesaj´ıc´ı funkc´ı. Prˇedpokla´dejme existenci inverzn´ıch distribucˇn´ıch
funkc´ı a potrˇebny´ch derivac´ı.
Vypocˇteme tedy
∂ROC(t)
∂t
=
∂(1− F1(F−10 (1− t)))
∂t
= −∂(F1(F
−1
0 (1− t)))
∂F−10 (1− t)
∂F−10 (1− t)
∂t
.
Cˇlen
∂(F1(F
−1
0 (1− t)))
∂F−10 (1− t)
= f1(F
−1
0 (1− t)).
Oznacˇme u = (1− t), pak dosta´va´me
∂u
∂t
= −1 tedy ∂u = −∂t.
Pak plat´ı
∂F−10 (1− t)
∂t
= −∂F
−1
0 (u)
∂u
.
Necht’ w = F−10 (u)⇒ u = F0(w), pak
−∂F
−1
0 (u)
∂u
= − ∂w
∂F0(w)
= − 1
∂F0(w)
∂w
= − 1
f0(w)
⇒
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⇒ −∂F
−1
0 (1− t)
∂t
=
1
f0(F
−1
0 (1− t))
.
Dosazen´ım z´ıska´va´me vztah
∂ROC(t)
∂t
=
f1(F
−1
0 (1− t))
f0(F
−1
0 (1− t))
.
Pro 0 < t1 < t2 < 1 plat´ı 1− t1 > 1− t2, protozˇe F−10 je rostouc´ı funkce
F−10 (1− t1) > F−10 (1− t2).
Maj´ı-li f0 a F1 neklesaj´ıc´ı veˇrohodnostn´ı pomeˇr, tedy pro x1 < x2
f1(x1)
f0(x1)
≤ f1(x2)
f0(x2)
,
dosta´va´me
f1(F
−1
0 (1− t1))
f0(F
−1
0 (1− t1))
≥ f1(F
−1
0 (1− t2))
f0(F
−1
0 (1− t2))
.
T´ım je tvrzen´ı doka´za´no.
2
Veˇta 3.19. Plocha pod krˇivkou je rovna pravdeˇpodobnosti P (T0 < T1). Tedy
AUC =
1∫
0
ROC(t)dt = P (T0 < T1). (3.8)
D˚ukaz:
1∫
0
ROC(t)dt =
1∫
0
[1− F1(F−10 (1− t))]dt =

substituce
F−10 (1− t) = x0
1− t = F0(x0)
t = 1− F0(x0)
dt = −f0(x0)dx0
 =
=
∞∫
−∞
[1− F1(x0)]f0(x0)dx0 =
∞∫
−∞
∞∫
x0
f1(x1)f0(x0)dx0dx1 = P (T0 < T1).
2
Velikost plochy pod ROC krˇivkou (zkratka AUC z anglicke´ho area under curve) je
jedn´ım za´kladn´ıch meˇrˇ´ıtek kvality diagnosticke´ho testu. Protozˇe krˇivka lezˇ´ı v jednotkove´m
cˇtverci, mu˚zˇe AUC obecneˇ naby´vat hodnot od 0 do 1. Splnˇuje-li krˇivka prˇedpoklad veˇty
3.17, lezˇ´ı nad diagona´lou a naby´va´ tedy hodnot od 0, 5 do 1.
Detailn´ımu popisu plochy pod ROC krˇivkou bude veˇnova´na kapitola 6. Tento para-
metr je vhodne´ vyuzˇ´ıt take´ ke srovna´n´ı neˇkolika test˚u, v´ıce v kapitole 8.
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Prˇ´ıklad 3.20. Na obra´zku 3 jsou vykresleny prˇ´ıklady ROC krˇivek, kdy na´hodne´
velicˇiny T0 a T1 maj´ı a) norma´ln´ı, b) logaritmicke´ norma´ln´ı, c) exponencia´ln´ı, d) beta
rozdeˇlen´ı pravdeˇpodobnosti. (V popisu parametr˚u T0 ≈T0 a T1 ≈T1.)
Obra´zek 3: Prˇ´ıklady ROC krˇivek.
Prˇ´ıklad 3.21. Meˇjme prˇ´ıklad diagnosticke´ho testu v medic´ıneˇ. Bylo testova´no 200
osob, prˇicˇemzˇ 120 z nich bylo nemocny´ch (D = 1) a 80 zdravy´ch (D = 0). Vy´sledky byly
zaznamena´ny do na´sleduj´ıc´ı tabulky.
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Zdravotn´ı stav
D = 1 D = 0
Vy´sledek Nemocny´ 92 9
testu Zdravy´ 28 71
Tabulka 1: Tabulka cˇetnost´ı
Tedy u 92 osob ze 120 test nemoc spra´vneˇ diagnostikoval, 9 oznacˇil za nemocne´,
prˇestozˇe byli zdrav´ı, u 71 zdravy´ch pacient˚u nemoc vyloucˇil a u 28 nemoc neodhalil,
ikdyzˇ pacient nemocny´ byl.
Nyn´ı do te´zˇe tabulky zaznamena´me relativn´ı cˇetnosti.
Zdravotn´ı stav
D = 1 D = 0
Vy´sledek Nemocny´ 0, 767 0, 113
testu Zdravy´ 0, 233 0, 887
Tabulka 2: Tabulka relativn´ıch cˇetnost´ı
Tento test tedy spra´vneˇ rozeznal nemoc u 76,7% nemocny´ch pacient˚u a vyloucˇil u
88,7% zdravy´ch. Z´ıskali jsme tedy odhad senzitivity a specificity pouzˇite´ho testu ve tvaru
pozorovany´ch relativn´ıch cˇetnost´ı.
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4 Bodove´ odhady ROC krˇivky
V na´sleduj´ıc´ı cˇa´sti budou popsa´ny statisticke´ metody pro stanoven´ı hodnoty ROC krˇivky
v dane´m bodeˇ. Prˇi neparametricke´m prˇ´ıstupu p˚ujde o konstrukci empiricke´ ROC krˇivky,
po cˇa´stech linea´rn´ı krˇivky a metodu zalozˇenou na ja´drovy´ch odhadech distribucˇn´ıch funkc´ı.
Da´le pak zavedeme binorma´ln´ı model a provedeme odhad jeho parametr˚u.
4.1 Empiricka´ ROC krˇivka
Jako prvn´ı neparametricky´ bodovy´ odhad ROC krˇivky uvedeme metodu zalozˇenou na
nestranne´m odhadu distribucˇn´ı funkce vy´beˇrovou distribucˇn´ı funkc´ı.
Definice 4.22. Necht’ X1, . . . , Xn je na´hodny´ vy´beˇr z rozdeˇlen´ı o dostribucˇn´ı funkci
F (x). Necht’ IA je indika´tor jevu A, tj. IA = 1 jestlizˇe jev A nastane, jinak IA = 0. Pak
definujeme vy´beˇrovou distribucˇn´ı funkci vztahem:
F̂e(x) =
1
n
n∑
i=1
I[Xi≤x]. (4.9)
Oznacˇme T01, . . . , T0n na´hodny´ vy´beˇr z rozdeˇlen´ı o distribucˇn´ı funkci F0 a T11, . . . , T1m
na´hodny´ vy´beˇr z rozdeˇlen´ı o dostribucˇn´ı funkci F1, F̂e0, F̂e1 odhady distribucˇn´ıch func´ı F0,
F1 dane´ vztahem 4.9. Pak parametricke´ zobrazen´ı [1− F̂e0, 1− F̂e1] nazy´va´me empiricka´
ROC krˇivka.
4.2 Po cˇa´stech linea´rn´ı ROC krˇivka
Dalˇs´ı mozˇnost´ı zalozˇenou na neparametricke´m odhadu F0 a F1 je konstrukce po cˇa´stech
linea´rn´ı ROC krˇivky.
Definice 4.23. X(1), . . . , X(m) je usporˇa´dany´ na´hodny´ vy´beˇr z rozdeˇlen´ı o distribucˇn´ı
funkci F(x).Necht’ strˇedy interval˚u (X(i), X(i+1)) jsou
ci =
X(i+1) +X(i)
2
pro i = 1, . . . ,m− 1,
c0 =
3X(1) −X(2)
2
, cm =
3X(m) −X(m−1)
2
.
Da´le necht’
fl(x) = (m(ci+1 − ci))−1, x ∈ 〈ci, ci+1), i = 1, . . . ,m− 1,
jinak f(x) = 0. Pak po cˇa´stech linea´rn´ı odhad distribucˇn´ı funkce F (x) je definova´n vzta-
hem
F̂l(x) =
x∫
−∞
fl(t)dt. (4.10)
Oznacˇme nyn´ı T0(1), . . . , T0(n) usporˇa´da´ny´ na´hodny´ vy´beˇr z rozdeˇlen´ı o distribucˇn´ı funkci
F0 a T1(1), . . . , T1(m) usporˇa´dany´ na´hodny´ vy´beˇr z rozdeˇlen´ı o dostribucˇn´ı funkci F1, F̂l0,
F̂l1 odhady distribucˇn´ıch func´ı F0, F1 dane´ vztahem 4.10. Pak parametricke´ zobrazen´ı
[1− F̂l0, 1− F̂l1] nazy´va´me po cˇa´stech linea´rn´ı ROC krˇivka.
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4.3 Ja´drovy´ odhad senzitivity a specificity
Vy´hodou te´to metody proti prˇedchoz´ım je, zˇe z´ıska´me aproximaci ROC krˇivky hladkou
krˇivkou. Pro vyja´drˇen´ı vyuzˇijeme ja´drovy´ odhad distribucˇn´ı funkce autor˚u Zhou, Hall,
Shapiro, popsa´ny´ v [11].
Definice 4.24. Necht’ funkce k : R→ R splnˇuje na´sleduj´ıc´ı podmı´nky:
1. nosicˇ supp(k) = 〈−1, 1〉, tedy k(x) = 0, ∀x /∈ 〈−1, 1〉 ,
2. k je lipschitzovsky spojita´ na 〈−1, 1〉 ,
tj. |k(x)− k(y)| ≤ L|x− y|, L > 0,∀x, y ∈ 〈−1, 1〉 ,
3. integra´l
∞∫
−∞
k(x)dx = 1.
Pak k nazveme ja´drovou funkc´ı zkra´ceneˇ ja´drem.
Vy´znamny´m faktorem ovlivnˇuj´ıc´ım chova´n´ı ja´drovy´ch odhad˚u je sˇ´ıˇrka vyhlazovac´ıho
oke´nka h > 0. Transformac´ı
kh =
1
h
k
(x
h
)
pak dojde ke zmeˇneˇ nosicˇe ja´dra na interval 〈−h, h〉.
Necht’ X1, . . . , Xn je na´hodny´ vy´beˇr z rozdeˇlen´ı o hustoteˇ f(x). Ja´drovy´ odhad te´to
hustoty je pak da´n vztahem:
f̂k =
1
nh
n∑
i=1
k
(
x−Xi
h
)
s uzˇ´ıtm ja´dra s dvojna´sobnou va´hou
k
(
x−Xi
h
)
=
15
16
[
1−
(
x−Xi
h
)2]2
, x ∈ (Xi − h,Xi + h),
kde k = 0 jinde a sˇ´ıˇrkou vyhlazovac´ıho okna
h = 0, 9 min(SD, IQR/1, 34)/ 5
√
n,
kde SD je smeˇrodatna´ odchylka a IQR rozd´ıl 0,75-kvantilu a 0,25-kvantilu.
Odhad distribucˇn´ı funkce je pak definova´n jako:
F̂k(t) =
n∑
i=1
t∫
−∞
1
nh
k
(
x−Xi
h
)
dx.
Prˇi numericke´m vy´pocˇtu naby´va´ integra´l ve vztahu pro vy´pocˇet F̂k(t) na´sleduj´ıc´ıch
hodnot:
je-li t > Xi + h, pak je intega´l roven nule,
je-li c < Xi − h, pak je intega´l roven 1/n,
je-li Xi − h < t < Xi + h, pak je intega´l roven 116n(8− 15v + 10v3 − 3v5),
kde v = (t−Xi)/h.
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Vy´sledna´ podoba krˇivky je pak da´na jako [1− F̂k0, 1− F̂k1], kde F̂k0, F̂k1 jsou ja´drove´
odhady distribun´ıch funkc´ı na´hodny´ch velicˇin T0, T1.
4.4 Binorma´ln´ı model
V te´to cˇa´sti se budeme zaby´vat situac´ı, kdy obeˇ distribucˇn´ı funkce maj´ı norma´ln´ı rozdeˇlen´ı,
takzvany´m binorma´ln´ım modelem. C´ılem bude nale´zt odhad jeho parametr˚u.
Necht’ F0(x) a F1(x) definovane´ vztahy 3.6 jsou distribucˇn´ı funkce norma´ln´ıho rozdeˇlen´ı
pravdeˇpodobnosti.
F0(x) ∼ N(µ0, σ20), F1(x) ∼ N(µ1, σ21)
Mu˚zˇeme tedy polozˇit
ROC(t) = 1− F1(F−10 (1− t)) = 1− Φ
(
F−10 (1− t)− µ1
σ1
)
=
1− Φ
(
µ0 + σ0Φ
−1(1− t)− µ1
σ1
)
= 1− Φ
(
σ0
σ1
Φ−1(1− t)− µ1 − µ0
σ1
)
.
kde Φ je distribucˇn´ı funkce standadizovane´ho norma´ln´ıho rozdeˇlen´ı.
Oznacˇme a = µ1−µ0
σ1
a b = σ0
σ1
. Dosta´va´me
ROC(t) = 1− Φ(b Φ−1(1− t)− a), t ∈ 〈0, 1〉 . (4.11)
Nyn´ı je potrˇeba odhad nezna´my´ch parametr˚u a a b. Pokud jsou p˚uvodn´ı data skutecˇneˇ
binorma´ln´ı je mozˇne´ pouzˇ´ıt pro tento u´cˇel vy´beˇrovy´ pr˚umeˇr a vy´beˇrovy´ rozptyl
µ̂ = X =
1
n
n∑
i=1
Xi,
σ̂2 = S2 =
1
n− 1
n∑
i=1
(Xi −X)2.
Odhad parametr˚u je tedy da´n vztahy:
â =
X1 −X0
S1
, b̂ =
S0
S1
.
Prˇed pouzˇit´ım tohoto odhadu je potrˇeba nejprve otestovat, zda jde o norma´ln´ı rozdeˇlen´ı
pravdeˇpodobnosti. Pokud tomu tak nen´ı provedeme vhodnou transformaci dat (za prˇedpo-
kladu zˇe takova´ transformace existuje).
Jedna z mozˇny´ch metod vyuzˇ´ıva´ Box-Cox transformaci danou
t(y) =

(yλ−1)
λ
λ 6= 0
ln(y) λ = 0
.
Odhad parametru λ lze nale´zt metodou maxima´ln´ı veˇrohodnosti nebo naprˇ´ıklad prˇipouzˇit´ım
software Matlab.
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4.5 Nejlepsˇ´ı nestranny´ odhad senzitivity a specificity binorma´ln´ıho
modelu
Tato metoda vyuzˇ´ıva´ Kolmogorov˚uv nejlepsˇ´ı nestranny´ odhad distribucˇn´ı funkce vyja´drˇeny´
vztahy:
F̂K(x) =

0 pro Q(x) ≤ −1
1
2
− 1
2
βQ2(x)
(
1
2
, m
2
− 1) pro − 1 < Q(x) ≤ 0
1
2
+ 1
2
βQ2(x)
(
1
2
, m
2
− 1) pro 0 < Q(x) ≤ 1
1 pro Q(x) > 1
,
kde
Q(x) =
x−X
(m− 1)S
√
m
a funkce
βa(p, q) =
1
β(p, q)
a∫
0
tp−1(1− t)q−1dt
je normovana´ neu´plna´ beta funkce parametr˚u a ∈ 〈0, 1〉 , p ≥ 0, q ≥ 0.
Du˚kaz zˇe jde o nejlepsˇ´ı nestranny´ odhad je uveden v [6].
Odhah senzitivity pak opeˇt z´ıska´me ve tvaru (1 − F̂K1(c)) a specificitu testu odhad-
neme pomoc´ı F̂K0(c).
Prˇ´ıklad 4.25. U pacient˚u s poraneˇn´ım hlavy byla 24 hodin po u´razu meˇrˇena hodnota
isoenzymu CK-BB (creatine kinase-BB). Z 59 pacient˚u se 19 plneˇ zotavilo a u zby´vaj´ıc´ıch
40 osob zanechal u´raz trvale´ na´sledky. Na za´kladeˇ tohoto meˇrˇen´ı ma´ by´t sestaven test,
schopny´ predikovat podle hladiny CK-BB na´sledny´ vy´voj zotaven´ı.
Oznacˇme T0 hodnoty CK-BB u pacient˚u, kterˇ´ı se plneˇ zotavili a T1 hladiny isoen-
zymu ve skupineˇ pacient˚u s trvaly´mi na´sledky. Z´ıskane´ hodnoty jsou uvedeny v tabulce 3.
Odhady ROC krˇivky jsou vykresleny na obra´zku 4.
Hodnota CK-BB u pacient˚u
Bez trvaly´ch na´sledk˚u S trvaly´mi na´sledky
136 286 140 1087 230 183
281 23 1256 700 16 800
200 146 253 740 126 153
220 96 283 90 303 193
100 60 73 1370 543 913
17 27 230 463 60 509
126 100 576 671 80 490
253 70 156 356 323 1560
40 6 120 216 443 523
46 76 303 353 206
Tabulka 3: Hodnoty CK-BB
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Obra´zek 4: Odhady ROC krˇivky.
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Obra´zek 5: Srovna´n´ı jednotlivy´ch metod odhadu ROC krˇivky.
Na leve´m grafu obra´zku 5 pak vid´ıme porovna´n´ı ja´drove´ho odhadu (zelena´), binorma´ln´ıho
modelu (modrˇe) a odhadu zalozˇene´ho na nejlepsˇ´ım nestranne´m odhadu Se a Sp (cˇerveneˇ).
V prave´ cˇa´sti je pak srovna´n´ı empiricke´ (modra´) a po cˇa´stech linea´rn´ı ROC krˇivky
(cˇervena´).
5 Intervalove´ odhady
V te´to cˇa´sti se budeme zaby´vat urcˇen´ım hranic, mezi ktery´mi se ROC krˇivka s danou
pravdeˇpodobnost´ı nacha´z´ı.
5.1 Pointwise confidence
Ma´me tedy bodovy´ odhad binorma´ln´ıho mobelu ROC krˇivky
ROC(t) = 1− Φ(̂b Φ−1(1− t)− â),
da´le lze urcˇit 100(1− α)% interval spolehlivosti pro senzitivitu, ktery´ je da´n vztahem
1− Φ
[
b̂ Φ−1(1− t)− â± z1−α/2
√
V ar(̂b Φ−1(1− t)− â)
]
, (5.12)
zde z1−α/2 = Φ−1(1− α/2),
V ar(̂b Φ−1(1− t)− â) = V ar(̂b)(Φ−1(1− t))2 + V ar(â)− 2(Φ−1(1− t))Cov(â, b̂)).
Z´ıska´va´me 100(1− α)% asymptoticky´ interval spolehlivosti.
Rozptyly â a b̂ a kovarianci â, b̂ odhadneme
V̂ ar(â) =
n1(â
2 + 2) + 2n0b̂
2
2n0n1
,
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V̂ ar(̂b) =
(n1 + n0)̂b
2
2n0n1
,
Ĉov(â, b̂) =
âb̂
2n0
.
Pozna´mka. Alternativn´ı konstrukc´ı lze z´ıskat takzvane´ simulta´nn´ı intervaly spoleh-
livosti(simultaneous confidence bands) zalozˇene´ na Working-Hotelling modelu popsane´
v [4].
1− Φ
[
â− b̂ Φ−1(1− t)± kα
√
V ar(â− b̂ Φ−1(1− t))
]
,
kde k =
√−2 ln(α).
Prˇ´ıklad 5.26. Odhad binorma´ln´ıho modelu pro data z prˇ´ıkladu 4.25 dopln´ıme o asympto-
ticky´ odhad 95% intervalu spolehlivosti senzitivity.
Kostrukce podle podle vztahu 5.12 je vykreslena modrˇe na obra´zku 6 vlevo a je
na´sledneˇ srovna´na s alternativn´ı konstrukc´ı simulta´nn´ıho intervalu spolehlivosti (zeleneˇ)
v prave´m grafu obra´zku 6.
Obra´zek 6: 95% intervaly spolehlivosti senzitivity testu CK-BB.
5.2 Simulta´nn´ı sdruzˇena´ oblast
V prˇedchoz´ıch dvou prˇ´ıpadech byl postup zalozˇen na vy´pocˇtu intervalu spolehlivosti pro
senzitivitu v dane´m bodeˇ. Nyn´ı uplatn´ıme odliˇsny´ prˇ´ıstup. Pro senzitivitu a neza´visle
pro specificitu urcˇ´ıme intervaly spolehlivosti s vyuzˇit´ım Kolmogorovova-Smirnovova jed-
novy´beˇrove´ho testu. V bobeˇ [1− F0, 1− F1] je obde´ln´ıkova´ oblast spolehlivosti da´na
[1− F0 ± d, 1− F1 ± e],
kde d, e jsou prˇ´ıslusˇne´ kriticke´ hodnoty K-S testu pro (1 − α) z tabulky 10 v prˇ´ıloze 2.
Dany´ bod se pak v tomto obde´ln´ıku nacha´z´ı s pravdeˇpodobnost´ı (1 − α)2. Doln´ı hranici
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oblasti spohlevosti tvorˇ´ı spojnice pravy´ch doln´ıch roh˚u jednotlivy´ch obde´ln´ık˚u. Spojnice
levy´ch horn´ıch roh˚u vymezuje horn´ı hranici.
Obra´zek 7: JSR [4]
Prˇ´ıklad 5.27. Pouzˇijeme opeˇt data z prˇ´ıkladu 4.25 a pro po cˇa´stech linea´rn´ı odhad
ROC krˇivky zkonstruujeme sdruzˇenou oblast spolehlivosti.
Obra´zek 8: Simulta´nn´ı sdruzˇena´ oblast spolehlivosti testu CK-BB.
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6 Plocha pod ROC krˇivkou - AUC
6.1 Lichobeˇzˇn´ıkove´ pravidlo
Plocha pod krˇivkou mu˚zˇe by´t prˇ´ımo odhadnuta soucˇtem obsah˚u lichobeˇzˇn´ık˚u dany´ch
body empiricke´ ROC krˇivky.
ÂUC =
1
n0n1
n0∑
i=1
n1∑
j=1
Ψ(T1i, T0j),
kde Ψ je funkc´ı dvou promeˇnny´ch:
Ψ(T1i, T0j) =

1 T1i > T0j
1
2
T1i = T0j
0 T1i > T0j
6.2 Plocha a parcia´ln´ı plocha pod krˇivkou binorma´ln´ıho modelu
Nyn´ı se opeˇt zameˇrˇ´ıme na binorma´ln´ı model. Parcia´ln´ı plochou pod ROC krˇivkou se
rozumı´ plocha pod krˇivkou mezi dveˇmi dany´mi hodnotami Sp respektive 1 − Sp (dva
body na vodorovne´ ose). Tedy
AUC(e1≤1−Sp(c)≤e2) =
c2∫
c1
Φ(bv − a)φ(v)dv,
kde
c1 = Φ
−1(e1),
c2 = Φ
−1(e2),
φ(v) =
1√
2pi
e−
v2
2 .
Je tedy zrˇejme´, zˇe maxima´ln´ı hodnotou bude plocha obde´ln´ıka
AUC(e1≤1−Sp(c)≤e2) ≤ AUCmax(e1,e2) = (e2 − e1)× 1.
Naopak minima´ln´ı hodnota je plocha lichobeˇzˇn´ıka omezene´ho diagona´lou
AUC(e1≤1−Sp(c)≤e2) ≥ AUCmin(e1,e2) =
1
2
(e2 − e1)(e2 + e1).
Oznacˇme na´hodnou velicˇinu Y = T0 − T1, kde T0 ma´ norma´ln´ı rozdeˇlen´ı pravdeˇpo-
dobnosti s parametry (µ0, σ
2
0) a T1 ma´ norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti s parametry
(µ1, σ
2
1). Pak
Y = T0 − T1 ∼ N(µ0 − µ1, σ20 + σ21) , U =
T0 − T1 − (µ0 − µ1)√
σ20 + σ
2
1
∼ N(0, 1).
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Obra´zek 9: Maxima´ln´ı a minima´ln´ı parcia´ln´ı plocha pod ROC krˇivkou [11].
Podle veˇty 3.19 vyja´drˇ´ıme plochu pod ROC krˇivkou
AUC = P (T0 − T1 ≤ 0) = P
(
T0 − T1 − (µ0 − µ1)√
σ20 + σ
2
1
≤ µ1 − µ0√
σ20 + σ
2
1
)
= Φ
(
µ1 − µ0√
σ20 + σ
2
1
)
.
Po dosazen´ı a = µ1−µ0
σ1
a b = σ0
σ1
dosta´va´me
AUC = Φ
(
a√
1 + b2
)
. (6.13)
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6.3 Testy hypote´z o AUC
Jak bylo jizˇ uvedeno vy´sˇe, pokud je graf ROC krˇivky totozˇny´ s diagona´lou, velikost polchy
pod krˇivkou (prˇ´ımkou) je rovna jedne´ polovineˇ a zkoumany´ diagnosticky´ test ma´ nulovou
klasifikacˇn´ı schopnost.
Polozˇ´ıme tedy nulovou hypote´zu
H0 : AUC =
1
2
,
proti alternativeˇ
Ha : AUC 6= 1
2
.
Testovac´ı statistikou bude
Z =
ÂUC − 0.5√
V̂ ar(ÂUC)
,
tato ma´ prˇiblizˇneˇ(approximetely) normovane´ norma´ln´ı rozdeˇlen´ı.
Da´le je mozˇne´ testovat hypote´zu, zˇe parcia´ln´ı AUC na dane´m intervalu naby´va´ sve´ho
maxima
H0 : AUC(e1≤FPR≤e2) = AUCmin,
proti alternativeˇ
Ha : AUC(e1≤FPR≤e2) 6= AUCmin.
Zde bude testovac´ı statistikou
Z =
ÂUC(e1≤FPR≤e2) − AUCmin√
V̂ ar
(
ÂUC(e1≤FPR≤e2)
) .
7 Volba optima´ln´ı klasifikacˇn´ı meze
V te´to sekci se budeme zaby´vat proble´mem urcˇen´ı optima´ln´ı meze pro klasifikaci objektu,
tj. takove´ho c, pro ktere´ jsou chyby v klasifikaci minima´ln´ı.
Jak je videˇt na obra´zku 10 s rostouc´ı senzitivitou klesa´ specificita testu a naopak.
Jestlizˇe snizˇujeme chybu prvn´ıho druhu, roste chyba druhe´ho druhu a pokud snizˇujeme
chybu druhe´ho druhu roste naopak chyba prvn´ıho druhu.
Meˇjme optimalizacˇn´ı u´lohu ve smyslu minimalizace soucˇtu chyby prvn´ıho a druhe´ho
druhu. V nasˇem prˇ´ıpadeˇ tedy
z(c) = 1− Se(c) + 1− Sp(c)
z → min .
Tuto lze prˇeve´st na ekvivalentn´ı tvar
z(c) = Se(c) + Sp(c)− 2
z → max .
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Obra´zek 10: Senzitivita a specificita
Jestlizˇe od fukce z odecˇteme jednicˇku, pak maximum te´to funkce nazy´va´me Youden index
(J),
J = max
c
{Se(c) + Sp(c)− 1}
Meˇjme parametricke´ vyja´drˇen´ı ROC krˇivky ve tvaru [1−Sp(c), Se(c)], c ∈ (−∞,∞).
Grafem krˇivky [1 − Sp(c), 1 − Sp(c)], c ∈ (−∞,∞) je diagona´la v jednotkove´m cˇtverci.
Vzda´lenost bodu ROC krˇivky od diagona´ly pro dane´ c je pak da´na vztahem√
(Se(c)− 1 + Sp(c))2 = Se(c) + Sp(c) + 1
Graficky je tedy mozˇne´ Youden index interpretovat jako nejveˇtsˇ´ı vertika´ln´ı vzda´lenost
mezi krˇivkou a diagona´lou.
Obra´zek 11: Youden index, optima´ln´ı klasifikacˇn´ı mez
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Pozna´mka. Rˇesˇen´ı vy´sˇe uvedene´ho proble´mu je tedy bod krˇivky, ve ktere´m je smeˇrnice
tecˇny rovna jedne´. V praxi se ale setka´va´me s prˇ´ıpady, kdy chyby prvn´ıho a druhe´ho druhu
nemaj´ı stejnou va´hu. Pak rˇesˇ´ıme u´lohu
z(c) = k1(1− Se(c)) + k2(1− Sp(c))
z → min,
kde, k1, k2 jsou va´hy jednotlivy´ch chyb. Rˇesˇen´ım tohoto proble´mu je pak bod, ve ktere´m
je smeˇrnice tecˇny rovna k2/k1.
Prˇ´ıklad 7.28. Rozsˇ´ıˇr´ıme prˇ´ıklad 4.25 o urcˇen´ı optima´ln´ı klasifikacˇn´ı meze. Pro vy´pocˇet
odhadu Youden indexu vyuzˇijeme metody bodovy´ch odhad˚u senzitivity a specificity z ka-
pitoly 4. Vy´sledne´ hodnoty jsou uvedeny v tabulce 4
Metoda odhadu ROC J c
Empiricka´ ROC krˇivka 0.53 286
Po cˇa´stech linea´rn´ı ROC krˇivka 0.53 286
Ja´drovy´ odhad ROC krˇivky 0.486 304.3
Odhad binorma´ln´ıho modelu ROC krˇivky 0.514 201.3
Nejlepsˇ´ı nestranny´ odhad Se a Sp 0.513 207.2
Tabulka 4: Optima´ln´ı klasifikacˇn´ı mez CK-BB
Velky´ rozd´ıl mezi vy´sledky neparametricky´ch a parametricky´ch metod je v tomto
prˇ´ıpadeˇ zavineˇn sˇpatnou schopnost´ı prvn´ıch trˇ´ı metod aproximovat ROC krˇivku v pocˇa´tecˇn´ı
cˇa´sti, kdy krˇivka rychle roste.
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8 Srovna´n´ı dvou ROC krˇivek
Oznacˇ´ıme-li mı´ru prˇesnosti dane´ho diagnosticke´ho testu ϑ, pak tuto mı´ru mu˚zˇeme pouzˇ´ıt
jako krite´rium prˇi srovna´n´ı dvou test˚u. Tedy testujeme nulovou hypote´zu
H0 : ϑ1 = ϑ2,
proti
Ha : ϑ1 6= ϑ2.
Opeˇt pouzˇijeme statistiku
Z =
ϑ̂1 − ϑ̂2√
V ar(ϑ̂1 − ϑ̂2)
.
8.1 Testy odliˇsnosti
Pro prˇ´ıme´ srovna´n´ı dvou ROC krˇivek uvazˇujeme na´sleduj´ıc´ı tvrzen´ı:
1. Dveˇ krˇivky jsou shodne´.
Binorma´ln´ı model je plneˇ popsa´n parametry a a b. Maj´ı-li se dveˇ ROC krˇivky
shodovat, mus´ı se i jejich parametry rovnat. Polozˇ´ıme tedy nulovou hypote´zu
H0 : a1 = a2 a b1 = b2,
proti alternativeˇ
Ha : a1 6= a2 nebo b1 6= b2.
Pro tento test vyuzˇijeme statistiku [Metz, Wang, Kronman]
X2 =
â12V ar(̂b12) + b̂
2
12V ar(â12)− 2â12b̂12Cov(â12, b̂12)
V ar(â12)V ar(̂b12)− Cov(â12, b̂12)2
,
kde a12 = a1 − a2 a b12 = b1 − b2 jsou rozd´ıly parametr˚u srovna´vany´ch krˇivek. Pro
vy´pocˇet jednotlivy´ch rozptyl˚u a kovarianc´ı lze vyuzˇ´ıt vztahy uvedene´ vy´sˇe v cˇa´sti
4.1.
Tato statistika ma´ asymptoticky chi-kvadra´t rozdeˇlen´ı pravdeˇpodobnosti s dveˇma
stupni volnosti.
2. Dveˇ krˇivky se shoduj´ı v partikula´rn´ım bodeˇ.
Opacˇny´ prˇ´ıstup je postaven na srovna´n´ı krˇivek v jednotlivy´ch bodech. Pro tento
u´cˇel zava´d´ıme difrenci D(Ze) takto:
D(Ze) = (b1Ze − a1)− (b2Ze − a2) = b12Ze − a12.
Tato odpov´ıda´ rozd´ılu hodnot v bodeˇ, kdy 1 − Sp(c) = e. Jako nulovou hypote´zu
pak polozˇ´ıme
H0 : D(Ze) = 0, proti Ha : D(Ze) 6= 0.
Testovac´ı statistika
Z =
D̂(Ze)√
V ar[D̂(Ze)]
pak ma´ normovane´ norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti.
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8.2 Test ekvivalence
Narozd´ıl od prˇedesˇly´ch test˚u, nyn´ı posoud´ıme mozˇnost vy´skytu statisticky vy´znamne´ho
rozd´ılu mezi dveˇma diagnosticky´mi testy, proti hypote´ze, zˇe tyto testy jsou ekvivalentn´ı.
Pak je tedy testova´na nulova´ hypote´za
H0 : (ϑ1 − ϑ2) ≤ ∆L nebo(ϑ1 − ϑ2) ≥ ∆U ,
proti alternativn´ı hypote´ze (ekvivalence)
Ha : ∆L < (ϑ1 − ϑ2) < ∆U ,
kde ∆L je stanovena´ doln´ı mez a ∆U horn´ı mez.
Rea´lneˇ jde o u´lohu skla´daj´ıc´ı se ze dvou test˚u
Z1 =
(ϑ̂1 − ϑ̂2)−∆L√
V ar(ϑ̂1 − ϑ̂2)
a Z2 =
∆U − (ϑ̂1 − ϑ̂2)√
V ar(ϑ̂1 − ϑ̂2)
.
Nulovou hypote´zu zamı´ta´me, jestlizˇe obeˇ statistiky Z1 i Z2 jsou veˇtsˇ´ı nezˇ prˇ´ıslusˇne´
kriticke´ hodnoty na hladineˇ α.
Pokud je prvn´ı test alesponˇ tak dobry´ jako druhy´ (ϑ1 ≥ ϑ2), pak dosta´va´me nulovou
hypote´zu
H0 : (ϑ1 − ϑ2) ≥ ∆M
a alternativu
Ha : (ϑ1 − ϑ2) < ∆M ,
kde ∆M je nejmensˇ´ı mozˇny´ rozd´ıl prˇesnost´ı, ktery´ jesˇteˇ neznamena´ ekvivalenci.
Testovac´ı statistika
ZNI =
ϑ̂1 + ∆M − ϑ̂2√
V ar(ϑ̂1 − ϑ̂2)
ma´ asymptoticky normovane´ norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti.
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9 Ordina´ln´ı data
V te´to cˇa´sti se budeme zaby´vat prˇ´ıpadem, kdy vy´sledek zkoumane´ho dagnosticke´ho testu
mu˚zˇe naby´vat pouze konecˇne´ho pocˇtu usporˇa´dany´ch hodnot (naprˇ´ıklad 1 = velmi sˇpatny´,
2 = sˇpatny´, 3 = dobry´, 4 = velmi dobry´). Vysoke´ hodnoty pak znacˇ´ı pozitivn´ı klasifikaci,
n´ızke´ naopak negativn´ı.
9.1 Empiricka´ ROC krˇivka
Necht’ vy´sledek testu T naby´va´ hodnot 1, . . . , K. Pro kazˇdou ordina´ln´ı hodnotu testu T ,
definujeme senzitivitu jako
Ŝe(i) = P (T ≥ i|D = 1) = 1
n1
K∑
j=i
sj
a hodnotu 1− Sp(c)
1− Ŝp(i) = P (T ≥ i|D = 0) = 1
n0
K∑
j=i
rj,
kde jednotlive´ parametry jsou da´ny tabulkou
Vy´sledek testu (T )
Rea´lny´ stav (D) 1 . . . K Celkem
D = 1 s1 . . . sK n1
D = 0 r1 . . . rK n0
Celkem m1 . . . mK N
Tabulka 5: Test s ordina´n´ımi daty
Tedy sj je pocˇet jedinc˚u s pozitivn´ım sledovany´m znakem a vy´sledkem testu T = j.
Naopak rj je pocˇet jedinc˚u se stejny´m vy´sledkem testu, ale negativn´ım sledovany´m zna-
kem.
Empiricka´ ROC krˇivka pro ordina´ln´ı data je pak da´na vykreslen´ım pa´r˚u [1−Ŝp(i), Ŝe(i)],
pro i = 1 . . . K, spojeny´ch lomenou cˇarou.
9.2 Parametricy´ model aproximace hladkou krˇivkou
Empiricka´ krˇivka odhadnuta´ z 2×K hodnot je pomeˇrneˇ neprˇesna´ a da´va´ pouze hrubou
prˇedstavu o vlastnostech prˇ´ıslusˇne´ho testu. Proto se snazˇ´ıme naj´ıt vhodnou aproximaci.
Prˇedpokla´dejme zˇe, data ordina´ln´ıho typu vznikla z dat p˚uvodneˇ spojity´ch. Obecneˇ
je tedy vy´sledek u pozitivn´ıch jedincu´ na´hodna´ velicˇina T ∗1 s distribucˇn´ı funkc´ı F1. Ve
skupineˇ negativn´ıch pak T ∗0 s distribucˇn´ı funkc´ı F0. Je-li c klasifikacˇn´ı mez, ROC krˇivku
pak z´ıska´me v parametricke´m tvaru
[1− F0(c), 1− F1(c)], −∞ < c <∞
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T ∗i ≤ c˜1 → Ti = 1
c˜j−1 < T ∗i ≤ c˜j → Ti = j, j = 2, 3, . . . , K − 1
T ∗i > c˜K−1 → Ti = K
Pro ordina´ln´ı data prˇedpokla´da´me K−1 nezna´my´ch klasifikacˇn´ıch mez´ı c˜1, c˜2, . . . , c˜K−1
takovy´ch, zˇe pro i = 0, 1
Veˇtsˇinou prˇedpokla´da´me, zˇe F1 i F0 jsou distribucˇn´ı funkce norma´ln´ıho rozdeˇlen´ı.
Tedy zˇe T ∗i jsou na´hodne´ velicˇiny s norma´ln´ım rozdeˇlen´ım pravdeˇpodobnosi nebo existuje
monoto´nn´ı transformace dat na toto rozdeˇlen´ı. Pak
T ∗1 ∼ N(µ1, σ01), T ∗0 ∼ N(µ0, σ20).
Da´le pak postupujeme jako prˇi odhadu binorma´ln´ıho modelu spojity´ch na´hodny´ch
velicˇin. Vı´ce naprˇ´ıklad v [8]
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10 Simulacˇn´ı studie
V tomto u´seku budou na simulovany´ch datech srovna´ny jednotlive´ vy´sˇe popsane´ metody.
10.1 Bodove´ odhady ROC krˇivky
Z dat vygenerovany´ch v programu Matlab provedeme konstrukci a na´sledne´ srovna´n´ı
empiricke´ ROC krˇivky (EM), po cˇa´stech linea´rn´ı ROC krˇivky (PL), odhadu zalozˇene´ho na
ja´drovy´ch odhadech distribucˇn´ıch funkc´ı (JO), binorma´ln´ıho modelu (B) a ROC krˇivky
pro nejlepsˇ´ı nestranny´ odhad senzitivity a specificity (K).
Pro binorma´ln´ı model s parametry F0 ∼ N(0, 1), F1 ∼ N(1, 1), byly vygenerova´ny
vy´beˇry o celkove´m rozsahu (n = n0 + n1 = 20, 40, 100, 200, 800) a to v pomeˇru n0 =
n1, n0 = 3n1 a n1 = 3n0. Pro kazˇdy´ stav bylo spusˇteˇno 500 simulac´ı. Pro srovna´n´ı
teoreticke´ krˇivky s jej´ım odhadem byla meˇrˇena vzda´lenost bodu [1−F0(ci), 1−F1(ci)] od
jeho odhadu [1− F̂0(ci), 1− F̂ (ci)]
vi =
√
(F̂0(ci)− F0(ci))2 + (F̂1(ci)− F1(ci))2
pro vsˇechna generovana´ ci, i = 1 . . . , n. Z teˇchto hodnot pro kazˇdy´ bodovy´ odhad ROC
krˇivky vypocˇteme smeˇrodatnou chybu RMSE
RMSE =
√√√√ 1
n
n∑
i=1
v2i .
Takto pro kazˇdou jednotlivou metodu bodove´ho odhadu ROC krˇivky vznikne sou-
bor 500 hodnot RMSE. V tabulce 6 jsou pak uvedeny vy´beˇrove´ pr˚umeˇry a smeˇrodatne´
odchylky RMSE.
Pr˚ubeˇh simulac´ı pro n = 20, 100, 800 E, PL, JO a B proti teoreticke´ ROC krˇivce
(cˇerveneˇ) je vykreslen na obra´zc´ıch 12 a 13. Hodnoty B a K byly v tomto prˇ´ıpadeˇ te´meˇrˇ
identicke´, proto simulacˇn´ı studie ROC krˇivek zalozˇena´ na nejlepsˇ´ım nestranne´m odhadu
senzitivity a specificity nen´ı zobrazena.
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Obra´zek 12: Simulace: empiricke´ a poca´stech linea´rn´ı ROC krˇivky.
34
Obra´zek 13: Simulace: ja´drove´ odhady a odhady binorma´ln´ıho modelu ROC krˇivky.
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Na oba´zku 14 vid´ıme srovna´n´ı metod konstrukce bodove´ho odhad˚u ROC krˇivky po-
moc´ı pr˚umeˇrne´ hodnoty RMSE (graf v horn´ı cˇa´sti) a smeˇrodatny´ch odchylek RMSE (doln´ı
graf).
Obra´zek 14: Simulace: srovna´n´ı bodovy´ch odhad˚u ROC krˇivky.
Da´le byly stejny´m postupem provedeny simulace pro binorma´ln´ı model s parame-
try F0 ∼ N(0, 1), F1 ∼ N(3, 1) a model kdy F0 a F1 meˇly exponencia´ln´ı rozdeˇlen´ı
pravdeˇpodobnosti s parametry F0 ∼ exp(0.5), F1 ∼ exp(1). Vy´sledky jsou zaznamema´ny
v tabulka´ch 11 a 12 v prˇ´ıloze 3.
Ve vsˇech prˇ´ıpadech z pr˚ubeˇh˚u simulac´ı pozorujeme, zˇe pro male´ rozsahy odhady ROC
krˇivky pokry´vaj´ı veˇtsˇinu polchy jednotkove´ho cˇtverce. Nejvysˇsˇ´ı prˇesnost vykazuje odhad
binorma´ln´ıho modelu. Nejlepsˇ´ı nestranny´ odhad Se a Sp da´va´ podobne´ vy´dledky, ale
vy´pocˇetn´ı na´rocˇnost te´to metody je vysˇsˇ´ı. Ja´drovy´ odhad v popsane´m tvaru nedoka´zˇe
36
s dostatecˇnou prˇesnost´ı aproximovat ROC krˇivku v cˇa´sti u´vodn´ıho rychle´ho r˚ustu. To
mu˚zˇe zp˚usobovat proble´m v na´sledne´m hodnocen´ı ROC krˇivky nebo prˇi odhadu optima´ln´ı
klasifikacˇn´ı meze. Empiricka´ a po cˇa´stech linea´rn´ı ROC krˇivka, hlavneˇ pro mala´ n, da´va´
pouze hrubou prˇedstavu o tvaru krˇivky a je vhodne´ ji doplnit neˇktery´m dalˇs´ım odhadem.
10.2 Intervalove´ odhady
V te´to cˇa´sti bude provedena simulacˇn´ı studie metod intervalovy´ch odhad˚u ROC krˇivek po-
sany´ch v kapitole 5. Pro binorma´ln´ı model s parametry F0 ∼ N(0, 1), F1 ∼ N(1, 1), byly
vygenerova´ny vy´beˇry o rozsahu n = n0 = n1 = 10, 20, 50, 100, 400. Pro kazˇdy´ stav bylo
spusˇteˇno 100 simulac´ı. U jednotlivy´ch metod pak byl sledova´n pocˇet prˇ´ıpad˚u, ve ktery´ch
teoreticka´ krˇivka zasahovala mimo odhadnute´ hranice. Do tabulky 7 byly zaznamena´ny
pozorovane´ spolehlivosti (AI - asymptoticke´ intervaly spolehlivosti, SI - simulta´nn´ı inter-
valy spolehlivosti, JSR - simulta´nn´ı sdruzˇene´ oblasti spolehlivosti).
n
Metoda 10 20 50 100 400
AI 81% 76% 82% 90% 88%
SI 86% 81% 86% 94% 93%
JSR 100% 100% 100% 100% 100%
Tabulka 7: Pozorovana´ spolehivost intervalovy´ch odhad˚u
Obra´zek 15: Pr˚ubeˇh simulac´ı AI pro n=20 vlevo a n=100 vpravo.
Prˇi pouzˇit´ı prvn´ıch dvou metod, nebyla ani v jednom prˇ´ıpadeˇ dosazˇena spolehlivost
95%. Naopak u trˇet´ı metody teoreticka´ krˇivka lezˇela vzˇdy v odhadnute´ oblasti viz. obra´zek
17. V tomto prˇ´ıpadeˇ jsou ale hranice nejˇsirsˇ´ı.
10.3 Youden index a optima´ln´ı c
V te´to cˇa´sti bude pomoc´ı metod bodovy´ch odhad˚u senzitivity a specificity odhadnut
youden index a prˇ´ıslusˇna´ hodnota optima´ln´ı klasifikacˇn´ı meze. Pr˚ubeˇh simulac´ı je shodny´
jako prˇi simulac´ıch bodovy´ch odhad˚u ROC krˇivek pro binorma´ln´ı model s parametry
F0 ∼ N(0, 1), F1 ∼ N(1, 1). Teoreticka´ hodnota youden indexu J = 0, 383 a optima´ln´ı
klasifikacˇn´ı meze c = 0, 5.
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Obra´zek 16: Pr˚ubeˇh simulac´ı SI pro n=20 vlevo a n=100 vpravo.
Obra´zek 17: Pr˚ubeˇh simulac´ı JSR pro n=20 vlevo a n=100 vpravo.
n = 20 n = 40 n = 100 n = 200 n = 800
Metoda J RMSE J RMSE J RMSE J RMSE J RMSE
EM 0,54 0,230 0,49 0,169 0,45 0,105 0,43 0,074 0,40 0,0353
PL 0,48 0,196 0,45 0,140 0,43 0,0958 0,42 0,069 0,40 0,034
JO 0,46 0,184 0,43 0,131 0,40 0,087 0,40 0,060 0,39 0,031
B 0,41 0,171 0,39 0,1192 0,39 0,077 0,39 0,054 0,38 0,027
K 0,41 0,170 0,39 0,119 0,39 0,0769 0,39 0,054 0,38 0,026
Tabulka 8: Youden index pro F0 ∼ N(0, 1) a F1 ∼ N(1, 1)
n = 20 n = 40 n = 100 n = 200 n = 800
Metoda c RMSE c RMSE c RMSE c RMSE c RMSE
EM 0,29 0,600 0,38 0,489 0,44 0,377 0,46 0,296 0,49 0,172
PL 0,7 0,705 0,57 0,524 0,52 0,359 0,51 0,2916 0,51 0,178
JO 0,53 0,545 0,49 0,469 0,48 0,347 0,50 0,276 0,51 0,160
B 0,51 0,395 0,50 0,259 0,49 0,153 0,49 0,100 0,50 0,054
K 0,50 0,439 0,50 0,273 0,49 0,157 0,49 0,102 0,50 0,054
Tabulka 9: Optima´ln´ı c a RMSE
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Obra´zek 18: Odhad Youden indexu a jeho RMSE
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I v prˇ´ıpadeˇ hleda´n´ı odhadu youden indexu se ukazuje jako nejvhodneˇjˇs´ı metoda odhad
senzitivity a specificity jako distribucˇn´ı funkce norma´ln´ıho rozdeˇlen´ı pravdeˇpodobnosti.
Vsˇechny odhady s rostouc´ım rozsahem vy´beˇru klesaj´ı k teoreticke´ hodnoteˇ 0,383. Bereme-
li hodnotu J jako meˇrˇ´ıtko kvality testu, pak je tento odhad nadhodnoceny´.
Obra´zek 19: Odhad optima´ln´ı klasifikacˇn´ı meze a RMSE
Odhad optima´ln´ı klasifikacˇn´ı meze na za´kladeˇ maximalizace youden indexu se u metod
JO, B a K uka´zal jako prˇesny´ i u maly´ch rozsah˚u.
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11 Za´veˇr
V u´vodn´ıch cˇa´stech byly uvedeny za´kladn´ı poznatky z teorie odhadu a testova´n´ı sta-
titicky´ch hypote´z. Da´le byla zavedena ROC krˇivka jako funkce senzitivity a specificity
zkoumane´ho testu a na teoreticky´ch prˇ´ıkladech byly demonstrova´ny jej´ı za´kladn´ı vlast-
nosti a parametry. Zde vid´ıme prvn´ı mozˇnost posouzen´ı kvality testu z tvaru ROC krˇivky.
V cˇa´sti 4 byly popsa´ny metody bodovy´ch odhad˚u ROC krˇivky. Z neparametricky´ch me-
tod to byl odhad empiricke´ a po cˇa´stech linea´rn´ı ROC krˇivky. Ze simulacˇn´ıch studi´ı v kapi-
tole 10 vyply´va´, zˇe tyto metody poskytuj´ı pouze hruby´ odhad, cˇasto pomeˇrneˇ vzda´leny´ od
teoreticke´ krˇivky. Dalˇs´ım neparametricky´m odhadem ROC krˇivky byla metoda zalozˇena´
na ja´drovy´ch odhadech distribucˇn´ıch funkc´ı. Vy´hodou te´to metody je schopnost aproxi-
movat ROC krˇivku hladkou krˇivkou, nevy´hodou je pak neprˇ´ıznivy´ vliv hranicˇn´ıho efektu.
Parametricka´ metoda odhadu binorma´ln´ıho modelu a metoda nejlepsˇ´ıho nestranne´ho
odhadu senzitivity a specificity binorma´ln´ıho modelu pak na za´kladeˇ srovna´n´ı simulacˇn´ıch
studi´ı vycha´zej´ı jako nejprˇesneˇjˇs´ı. Nevy´hodou metody nejlepsˇ´ıho nestranne´ odhadu Se a Sp
je jej´ı vy´pocˇetn´ı na´rocˇnost.
Da´le pak byly popsa´ny metody intervalovy´ch odhad˚u ROC krˇivek. Take´ tyto byly
srovna´ny pomoc´ı simulovany´ch dat. Pozorovana´ spolehlivost byla nejvysˇsˇ´ı u sdrzˇene´ si-
multa´nn´ı oblasti, ale hranice te´to oblasti jsou podstatneˇ sˇirsˇ´ı nezˇ u ostatn´ıch metod.
V na´sleduj´ıc´ıch kapitola´ch je pak popsa´na problematika vy´pocˇtu plochy pod ROC
krˇivkou, ktera´ uda´va´ kvalitu testovac´ıho krite´ria, volba optima´ln´ı klasifikacˇn´ı meze. Ka-
pitola 8 se zaby´va´ testy statisticky´ch hypote´z o ROC krˇivka´ch, slouzˇ´ıc´ıch k vza´jemne´mu
srovna´n´ı test˚u.
Te´ma statisticke´ analy´zy ROC krˇivek je pomeˇrneˇ rozsa´hle´. Tato pra´ce prˇina´sˇ´ı po-
pis za´kladn´ıch pouzˇ´ıvany´ch metod a jejich srovna´n´ı. Da´le je mozˇne´ se zaby´vat hleda´n´ım
a u´pravou jednotlivy´ch metod pro konkre´tn´ı prakticke´ u´lohy, nebo naopak pokracˇovat
v popisu novy´ch metod na teoreticke´ u´rovni.
41
42
Reference
[1] ANDEˇL, J. Matematicka´ statistika. SNTL/ALFA Praha, 1978.
[2] GREINER, M. - PFEIFFER, D. - SMITH, R.D.: Principles and practical application
of the receiver-operating characteristic analysis for diagnostic tests. In Preventive
Veterinary Medicine 45. p. 23-41, 2000
[3] KUTA´LEK, D: Uzˇit´ı ROC krˇivek ke klasifikaci objekt˚u. [Bakala´rˇska´ pra´ce] Brno:
Vysoke´ ucˇen´ı technicke´ v Brneˇ, Fakulta strojn´ıho inzˇeny´rstv´ı, 2008.
[4] MACSKASSY, A. - PROVOST F. Confidence Bands for ROC Curves: Methods and
an Empirical Study. Proceedings of the First Workshop on ROC Analysis in AI.
August 2004.
[5] MICHA´LEK, J. - VESELY´, V. A Comparison of the ROC curve estimators by si-
mulations.
[6] MICHA´LEK, J. - VESELY´, V. The ROC and ODC curve estimators in binomial
model based on the best unbiased estimator of CDF. XXIII International Colloquium
on the Acqusition Process Managemant. Universitz of Defence Brno 2005.
[7] PAVLI´K, J. Aplikovana´ statistika. 1. vyd. Vysoka´ sˇkola chemicko-technologicka´ v
Praze, Praha 2005, ISBN 80-7080-569-2.
[8] PEPE, M.S.: The statistical evaluation of medical tests for classification and pre-
diction. Oxford University Press, 2004
[9] SEDLACˇI´K, M.:Vyuzˇit´ı ROC krˇivek prˇi konstrukci klasifkacˇn´ıch a regresn´ıch strom˚u
[Disertacˇn´ı pra´ce.] Brno: Masarykova univerzita, Prˇ´ırodoveˇdecka´ fakulta, 2006.
[10] SCHISTERMAN E.F. - PERKINS N.J. - LIU A., BONDELL H. Optimal Cut-point
and Its Corresponding Youden Index to Discriminate Individuals Using Pooled Blood
Samples, 2005.
[11] ZHOU X.H., OBUCHOVSKI N.A., McCLISH D.K. Statistical methods in Diagnostic
Medicine. John Wiley. 2002
[12] Receiver operating characteristic [online], posledn´ı revize 12.6.2010 [cit. 2010-14-06].
Dostupne´ z <http://en.wikipedia.org/wiki/Receiver_operating_characteristic>
43
44
12 Seznam pouzˇity´ch zkratek a symbol˚u
AI asymptoticky´ interval spolehlivosti
AUC area under curve
B odhad binorma´ln´ıho modelu ROC krˇivky
EM empiricka´ ROC krˇivka
J Youden index
JO ja´drovy´ odhad ROC krˇivky
JSR simulta´nn´ı sdruzˇena oblast spolehlivosti
K nejlepsˇ´ı nestranny´ odhad senzitivity a specificity binorma´ln´ıho modelu
podle Kolmogorova
PL po cˇa´stech linea´rn´ı ROC krˇivka
ROC receiver operating characteristic
Se senzitivita
SI simulta´nn´ı interval spolehlivosti
Sp specificita
a sloupcovy´ vektor rea´lny´ch cˇ´ısel
a′ transponovany´ vektor
A′ transponovana´ matice
A−1 inverzn´ı matice
|A| determinant matice
B syste´m borelovsky´ch mnozˇin
EX strˇedn´ı hodnota na´hodne´ velicˇiny X
varX rozptyl na´hodne´ velicˇiny X
F−1 inverzn´ı distribucˇn´ı funkce
Rm rea´lny´ m-rozmeˇrny´ prostor
P (a|b) podmı´neˇna´ pravdeˇpodobnost jevu a za podmı´nky b
Θ parametricky´ prostor
Ω prostor elementa´rn´ıch jev˚u
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13 Seznam prˇ´ıloh
1. CD s implementac´ı jednotlivy´ch algoritmu˚ v jazyce MATLAB.
2. Tabulka kriticky´ch hodnot pro jednovy´beˇrovy´ K-S test.
3. Tabulky vy´sledk˚u simulacˇmı´ch studi´ı.
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14 prˇ´ılohy
Tabulka 10: Kriticke´ hodnoty pro jednovy´beˇrovy´ Kolmogorov˚uv-Smirnov˚uv test
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