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Chapter 8
Limits: large N
Beside the limit h¯→ 0, we consider the limit N →∞, where N could be the principal
quantum number labeling orbits in atomic physics (as in Bohr’s Correspondence
Principle), or the number of particles or lattice sites, or the number of identical
experiments in a long run measuring the relative frequencies of possible outcomes.
The case of large quantum numbers will be dealt with ﬁrst: as our toy model
of an classical orbit we take a coadjoint orbit in the dual g∗ of the Lie algebra g
of a compact connected Lie group G, see §5.9; for G = SU(2) or SO(3) these are
simply two-spheres S2r . The corresponding quantum theories are indexed by their
spin j = 12n, where n ∈N, which we send to inﬁnity in order to recover the classical
orbit. This can be done more generally by rescaling the highest weight λ of some
ﬁxed irreducible representation of G to nλ and again letting n→ ∞.
The second case, where the limit N → ∞ is typically the thermodynamic limit
(namely if the density N/V is kept ﬁxed, whereV is the volume of the system sent to
inﬁnity, too), has been rigorously studied using operator algebras since the 1960s. In
such work the system constructed at the limit N =∞ is typically quantum statistical
mechanics in inﬁnite volume, whose existence (followed by the establishment of
e.g. phase transitions) was a major achievement of mathematical physics.
However, our goal in taking the limit N → ∞ is quite different, in that—in the
spirit of Bohriﬁcation—our limiting system will be classical; from the traditional
point of view we look at the macroscopic rather than the quasi-local observables.
Nonetheless, for each ﬁnite value of N ∈ N our (quantum) system will be the same
as in the usual theory! Like the ﬁrst case, in which increasingly large matrix alge-
bras converge to an algebra of continuous functions on some compact space, this
apparent miracle is described by the theory of continuous bundles of C*-algebras,
as outlined in §C.19. As in the case h¯→ 0 studied in the previous chapter, this theory
provides a convenient mathematical machinery for studying the limit N → ∞ also.
We then apply the the limit N → ∞ to N repeated experiments, and, applying the
doctrine of classical concepts, rederive the Born rule (avoiding the conceptual and
mathematical pitfalls of various previous attempts to do so).
Bridging the gap to the next two chapters, we close with an introduction to quan-
tum spin systems (as a later playing ground for spontaneous symmetry breaking).
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8.1 Large quantum numbers
As in §5.9, let G be a compact connected Lie group with Lie algebra g and dual
g∗, and let T ⊂ G be a maximal torus with Lie algebra t and dual t∗. Let Oλ be a
regular integral coadjoint orbit in g∗, labeled by a dominant weight λ ∈ Λd . This
means that there is a point θ ∈Oλ whose stabilizer Gθ is T , and λ = θ|t; conversely,
λ ∈ t∗ determines θ ∈ g∗, which vanishes on each generator Eα of gC (α ∈ Δ ).
Following Theorems 5.49 and 5.51, we associate a unitary irreducible represen-
tation uλ : G →U(Hλ ) to Oλ (or rather to λ ), whose underlying Hilbert space Hλ
contains a unique highest weight vector υλ . We then have (5.228). We abbreviate
dλ = dim(Hλ ). (8.1)
For SU(2) we have λ ∈ N0/2 = {0, 12 ,1, . . .}, usually called j, and the (regular)
coadjoint orbits in g∗ ∼=R3 are the spheres S2j with radius j (with j = 0). The corre-
sponding highest weight representation u j is carried by Hj with d j = 2 j+1, whose
highest weight vector υ j is an eigenvector of L3 = iu′(S3) with eigenvalue j.
We are going to deﬁne a continuous bundle of C*-algebras over the base space
I = (1/N)∪{0} ≡ 1/N˙, (8.2)
where N= {1,2, . . .} and N˙ =N∪{∞}; as required, I contains 0 as an accumulation
point. One may think of elements of I as “quantized” values of Planck’s constant
h¯= 1/N, upon which the limit N → ∞ is formally the same as the limit h¯→ 0.
If λ ∈Λd , then nλ ∈Λd for all n ∈ N. We may therefore deﬁne the C*-algebras
A0 = C(Oλ ); (8.3)
A1/n = B(Hnλ ). (8.4)
For each f ∈ C(Oλ ) we deﬁne fλ = π∗ f under the canonical projection π : G →
G/Gθ ∼= Oλ (i.e., fλ (x) = f (π(x))), which enables us to deﬁne the operators
Q1/n( f ) = dnλ
∫
G
dx fλ (x)|unλ (x)υnλ 〉〈unλ (x)υnλ | ∈ A1/n. (8.5)
In fact, the entire integrand in (8.5) is a function on Oλ , because for z ∈ T we have
unλ (xz)υnλ = unλ (x)unλ (z)υnλ = χnλ (z)unλ (x)υnλ ,
and χnλ (z) ∈ T cancels the factor χnλ (z) from the last term in (8.5). Note that
Q1/n(1Oλ ) = 1Hnλ , (8.6)
as follows by taking ψ2 = ψ3 = υnλ in Schur’s well-known orthogonality relations
dnλ
∫
G
dx〈ψ1,unλ (x)ψ2〉〈unλ (x)ψ3,ψ4〉= 〈ψ1,ψ4〉〈ψ3,ψ2〉 (ψi ∈ Hnλ ). (8.7)
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Other properties of the maps Q1/n :C(Oλ )→ B(Hnλ ) (between C*-algebras) are:
• Self-adjointness, i.e., Q1/n( f )∗ = Q1/n( f ∗).
• Positivity, i.e., Q1/n( f )≥ 0 whenever f ≥ 0.
• Equivariance, i.e., writing Ly f (x) = f (y−1x) as usual, for any y ∈ G we have
Q1/n(Ly f ) = unλ (y)Q1/n( f )unλ (y)
∗. (8.8)
Positivity does not follows from self-adjointness, as Q1/n is not a homomorphism.
Theorem 8.1. There exists a continuous bundle of C*-algebras A over I as deﬁned
in (8.2), with ﬁbers (8.3) - (8.4), whose continuous sections are given by all se-
quences (a1/n)n∈N˙ ∈∏n∈N˙A1/n for which a0 ∈C(Oλ ) and a1/n ∈ B(Hnλ ), and the
sequence (a1/n)n∈N is asymptotically equivalent to (Q1/n(a0))n∈N, in the sense that
lim
n→∞‖a1/n−Q1/n(a0)‖= 0. (8.9)
In particular, if f ∈C(Oλ ), then the cross-section of ∏n∈N˙A1/n deﬁned by
a0 = f ; (8.10)
a1/n = Q1/n( f ), (8.11)
is continuous. In fact, we have a deformation quantization ofOλ in the sense of Deﬁ-
nition 7.1, where the Poisson structure ofOλ is inherited from (minus) the canonical
one on the Poisson manifold g∗, but we shall merely prove the claim of the theorem.
Proof. This will follow from Proposition C.124, in whose notation A˜ (which will
actually coincide with A) consists of all a˜= (a˜h¯)h¯∈I where f runs through C(Oλ ) in
a˜0 = f ; (8.12)
a˜1/n = Q1/n( f ). (8.13)
To verify the conditions for Proposition C.124 we start with the property that the set
{a˜h¯ | a˜ ∈ A˜} be dense in Ah¯; we will show that it even coincides with Ah¯. At h¯ = 0
this is true by construction. At h¯= 1/n, the required property
Q1/n(C(Oλ )) = B(Hnλ ) (8.14)
can be proved in two steps. For simplicity we set n = 1; the proof is the same for
any n ∈ N. The ﬁrst step is to deﬁne a function La on G for each a ∈ B(Hλ ) by
La(x) = Tr(a|uλ (x)υλ 〉〈uλ (x)υλ |) = 〈υλ ,uλ (x)∗auλ (x)υλ 〉. (8.15)
This function is continuous and is right-invariant under T , so that La is really an
element of C(Oλ ). Thus we have a map L : B(Hλ )→C(Oλ ), a → La. Furthermore,
〈a,Q1( f )〉HS = 〈La, f 〉2, (8.16)
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where the Hilbert–Schmidt inner product on left-hand side is 〈a,b〉HS = Tr(a∗b),
cf. (B.495)—which is well deﬁned since Hλ is ﬁnite-dimensional—and the right-
hand side is the inner product on L2(Oλ ) with respect to the measure induced by the
subspace of L2(G,dλ ·dx) consisting of T -invariant functions. Now Q1/n(C(Oλ )) is
a (necessarily closed) linear subspace of B(Hλ ), which coincides with B(Hλ ) iff its
orthogonal complement in the Hilbert–Schmidt inner product is zero.
Hence (8.14) is equivalent to the implication: a ∈ (Q1/n(C(Oλ )))⊥ ⇒ a = 0. By
(8.16), the antecedent holds iff 〈La, f 〉2 = 0 for each f ∈ C(Oλ ), which, because
C(Oλ ) is dense in L2(Oλ ), holds iff La = 0. Hence the the above implication is
equivalent to: La = 0⇒ a= 0, i.e., kerL = {0}. We must therefore prove the latter.
If La(x) = 0 for all x ∈ G, then, taking x = exp(t1A1) · · ·exp(tnAn), where each
Ai ∈ g, and applying (5.156) for each ti to the right-hand side of (8.15), we obtain
〈υλ , [u′λ (An), · · · [u′λ (A2), [u′λ (A1),a]] · · · ]υλ 〉= 0. (8.17)
This equality extends to gC, so we may take Ai =Eαi for some positive root αi ∈Δ+.
Since u′λ (Eα)υλ = 0 for α ∈ Δ+, of each commutator [u′λ (Eαi),a] only the term
u′λ (Eαi)a contributes. Moving the u
′
λ (Eαi) to act as u
′
λ (Eαi)
∗ = u′λ (E−αi) on the
vector on the left in the inner product in (8.17) gives all other eigenvectors of t, so
that (8.17) implies 〈ψ,aυλ 〉 = 0 for each ψ ∈ Hλ , and hence aυλ = 0. Now it is
clear from (8.15) that Luλ (y)∗auλ (y)(x) = La(yx), so if La(x) = 0 for all x ∈ G, then
also Luλ (y)∗auλ (y)(x) = 0 for all x ∈ G. Hence we may replace a by uλ (y)∗auλ (y) in
the above argument, ﬁnding uλ (y)∗auλ (y)υλ = 0 and hence auλ (y)υλ = 0 for each
y∈G. Since uλ is irreducible, this implies aψ = 0 for any ψ ∈Hλ , and hence a= 0.
This completes the proof of (8.14). Proposition C.124 furthermore requires
lim
n→∞‖Q1/n( f )‖= ‖ f‖∞, (8.18)
This follows from the following key property (to be proved at the end):
lim
n→∞〈unλ (y)υnλ ,Q1/n( f )unλ (y)υnλ 〉= fλ (y), (8.19)
for any y ∈ G and f ∈C(Oλ ). Indeed, for any y ∈ G we obviously have
‖Q1/n( f )‖ ≥ 〈unλ (y)υnλ ,Q1/n( f )unλ (y)υnλ 〉. (8.20)
Since G and hence Oλ is compact, by Weierstrass’s Theorem there is an y ∈G such
that | fλ (y)|= ‖ f‖∞. Using this y in (8.20) and (8.19), the two of these imply
lim inf
n→∞‖Q1/n( f )‖ ≥ ‖ f‖∞. (8.21)
Conversely, for any unit vector ψ ∈ Hnλ , eqs. (8.5) and (8.7) imply
〈ψ,Q1/n( f )ψ〉= |〈ψ,Q1/n( f )ψ〉| ≤ ‖ f‖∞. (8.22)
If f is real-valued, then Q1/n( f )∗ =Q1/n( f ∗) =Q1/n( f ). In that case, (8.22) implies
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‖Q1/n( f )‖ ≤ ‖ f‖∞. (8.23)
By the C*-identity ‖a∗a‖= ‖a‖2, this is true for any f ∈C(Oλ ). Therefore,
lim sup
n→∞
‖Q1/n( f )‖ ≤ ‖ f‖∞. (8.24)
Eqs. (8.21) and (8.24) yield (8.18). It remains to prove (8.19), i.e.,
lim
n→∞dnλ
∫
G
dx fλ (x)|〈unλ (y)υnλ ,unλ (x)υnλ 〉|2 = fλ (y). (8.25)
The key to the proof is the fact that if λ and μ are dominant weights, with associated
highest weight representations uλ and uμ , respectively, for any x ∈ G one has
〈υλ ,uλ (x)υλ 〉 · 〈υμ ,uμ(x)υμ〉= 〈υλ+μ ,uλ+μ(x)υλ+μ〉. (8.26)
Namely, because the exponential map is surjective for compact connected Lie
groups, eq. (8.26) is equivalent to the property
〈υλ ,u′λ (A)υλ 〉+ 〈υμ ,u′μ(A)υμ〉= 〈υλ+μ ,u′λ+μ(A)υλ+μ〉, (8.27)
for any A ∈ g. For A ∈ t this amounts to λ + μ = λ + μ , cf. (5.228), whereas for
A= Eα for some root α ∈ Δ we have 0 = 0, so that (8.27) is true for all A ∈ g. This
also proves (8.26), of which we need the special (and iterated) case
〈υnλ ,unλ (x)υnλ 〉= 〈υλ ,uλ (x)υλ 〉n. (8.28)
This motivates us to introduce a sequence (μn) of probability measures on G by
dμn(x) = dnλ ·dx |〈υλ ,uλ (x)υλ 〉|2n, (8.29)
so that, after a change x → yx of the integration variable, eq. (8.25) reads
lim
n→∞dnλ
∫
G
dμn(x) fλ (yx) = fλ (y), (8.30)
for any f ∈ C(Oλ ). Now F(x) = |〈υλ ,uλ (x)υλ 〉| takes values in (0,1] and hence
the measure (8.29) is dμn(x)∼ exp(−nS(x)) for S(x) =− ln(F(x)), with S≥ 0 and
S(x) = 0 iff x ∈ Gθλ = T (using regularity of the orbit). In that case, i.e., if z ∈ T ,
then fλ (yz) = f (π(yz)) = f (π(y)) = fλ (y). The method of steepest descent shows
that any part of G (of positive Haar measure) where S(x)> 0 makes no contribution
as n→ ∞, so that we may replace fλ (yx) in (8.30) by fλ (y), obtaining
lim
n→∞
∫
G
dμn(x) fλ (yx) = fλ (y) limn→∞
∫
G
dμn(x) = fλ (y) limn→∞1 = fλ (y). (8.31)
We have now veriﬁed conditions 1 and 2 in Proposition C.124, and no. 3 is trivially
satisﬁed since in condition 1 we have equality with Ah¯, as shown above. 
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8.2 Large systems
We now move from large quantum numbers within a single system to large quantum
systems that consist of N identical sites, where we eventually study what happens
as N → ∞ (as is customary in quantum statistical mechanics we change notation
from n ∈N to N ∈N). This limit gives rise to two different continuous bundles A(q)
and A(c) of C*-algebras over I as given by (8.2), which have exactly the same ﬁbers
at 1/N but, amazingly, differ dramatically at N = ∞, i.e., 1/N = 0. This difference
reﬂects two choices one may make for the N-particle observables that have a limit
as N →∞, namely local ones, giving rise to a highly non-commutative limit algebra
A(q)0 (which is the one usually studied in quantum statistical mechanics of inﬁnite
systems), and macroscopic ones, which generate a commutative algebra A(c) of ob-
servables of an inﬁnite quantum system (describing classical thermodynamics as a
limit of quantum statistical mechanics). It is the latter that we need for Bohriﬁcation.
Let B be a ﬁxed unital C*-algebra, describing a single quantum system. The
case of a two-level system, where B = M2(C), is already fascinating, and many
other interesting examples are described by ﬁnite-dimensional C*-algebras. Though
irrelevant in ﬁnite dimension, we note that the constructions below are generally
valid if (for technical reasons to be found in Proposition C.97) we use the projective
tensor product ⊗ˆmax between C*-algebras; see §C.13. For any N ∈ N we put
A(c)1/N = A
(q)
1/N = B
N , (8.32)
i.e., the N-fold (projective) tensor product ⊗ˆNmaxB of B with itself. Furthermore,
A(c)0 = C(S(B)); (8.33)
A(q)0 = B
∞, (8.34)
where S(B) is the state space of B, seen as a compact convex set in the weak∗-
topology, as usual, and B∞ is the inﬁnite (projective) tensor product of B with itself
as described in §C.14; see especially (C.318) with Ci = B for each i. For example,
the state space of B=M2(C) is afﬁnely homeomorphic to the unit ball in R3, whose
boundary is the familiar Bloch sphere of qubits; see Proposition 2.9.
We now explain how (8.32) and (8.33) - (8.34) give rise to continuous bundles
A(c) and A(q) of C*-algebras, starting with the former. First, for each N ∈ N, let SN
be the permutation group (i.e. symmetric group) on N objects, acting on BN in the
obvious way, i.e., by linear and continuous extension of
α(N)p (b1⊗·· ·⊗bN) = bp(1)⊗·· ·⊗bp(N), (8.35)
where bi ∈ B. This yields a symmetrization operator SN : BN → BN deﬁned by
SN =
1
N! ∑p∈SN
α(N)p . (8.36)
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If B is inﬁnite-dimensional, these maps can be extended by continuity to the com-
pletion B∞ = ⊗ˆ∞maxB of the algebraic tensor product ⊗∞B; indeed, passing to any
faithful representation of B it is easy to see that SN is even continuous with respect
to the minimal cross-norm (cf. §C.13). For N ≥M we then deﬁne
SM,N : BM → BN (8.37)
by linear (and if necessary continuous) extension of
SM,N(a1/M) = SN(a1/M ⊗1B⊗·· ·⊗1B) (a1/M ∈ BM), (8.38)
with N −M copies of the unit 1B ∈ B so as to obtain an element of BN . Clearly,
SN,N = SN . In particular, S1,N : B→ BN gives the average of b over N copies of B:
S1,N(b) =
1
N
N
∑
k=1
1B⊗·· ·⊗b(k)⊗1B · · ·⊗1B, . (8.39)
For example, take B = Mn(C) for simplicity, and pick some a = a∗ ∈ B and λ ∈
σ(a), with associated spectral projection eλ . Putting b= eλ in (8.39) gives
f (λ )N = S1,N(eλ ). (8.40)
This is a frequency operator: applied to states of the kind υ1 ⊗ ·· ·⊗υN ∈ (Cn)N ,
where each υi is an eigenstate of a, so that aυi = λiυi for some λi ∈ σ(a), the
corresponding operator counts the relative frequency of λ in the list (λ1, . . . ,λN).
The commutative case B=C(X) provides a classical analogue. Eq. (C.271) gives
BN =C(X)N ∼=C(XN), (8.41)
so that, identifying elements of BN with functions on XN , for f ∈C(X) we have
S1,N( f )(x1, . . . ,xN) =
1
N
N
∑
k=1
( f (x1)+ · · · f (xN)). (8.42)
We return to the construction of a continuous bundle of C*-algebras with ﬁbers
(8.32) and (8.33). As in §8.1, we construct this bundle by specifying a preliminary
family of continuous cross-sections and then using Proposition C.124 to ﬁnish.
Deﬁnition 8.2. We say that a sequence (a1/N)N∈N, with a1/N ∈ BN, is symmetric
when there exist M ∈ N and a1/M ∈ BM such that for each N ≥M one has
a1/N = SM,N(a1/M). (8.43)
This implies a1/M = SM(a1/M). Symmetric sequences can start in any ﬁnite way
they like, but their inﬁnite tails consist of averaged observables. Hence symmetric
sequences asymptotically commute: if (a1/N) and (b1/N) are symmetric, then
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lim
N→∞
‖a1/Nb1/N −b1/Na1/N‖BN = 0, (8.44)
simply because the commutators of single-site operators are nonvanishing only at
ﬁnitely many positions, upon which the factor 1/N in (8.39) guarantees (8.44).
For example, if B=M2(C), and (σi) are the Pauli matrices, we have
[S1,N( 12 h¯σ1),S1,N( 12 h¯σ2)] = i
h¯
N
S1,N( 12 h¯σ3), (8.45)
et cetera, showing that the averaged spin- 12 operators effectively rescale h¯ by h¯/N.
In view of this, it is reasonable to expect that we may be able to assemble the
algebra BN into a continuous bundle whose limit algebra at N = ∞ is commutative.
For each symmetric sequence (a1/N) we deﬁne a function a0 : S(B)→ C by
a0(ω) = lim
N→∞
ωN(a1/N), (8.46)
where ω ∈ S(B), and ωN ∈ S(BN) is deﬁned by linear (and continuous) extension of
ωN(b1⊗·· ·⊗bN) = ω(b1) · · ·ω(bN); (8.47)
continuity of ωN on the algebraic tensor product ⊗NB (and hence extendibility to
A1/N) is guaranteed by Proposition C.98, although this is not really needed here
because a0 only requires the values of ωN on⊗NB itself. In any case, the limit exists
by deﬁnition of a symmetric sequence, from which we also see that a0 ∈C(S(B)),
because it is a ﬁnite sum of ﬁnite products of the type ω(b1) · · ·ω(bM), each of
which is continuous in ω by deﬁnition of the w∗-topology on S(B).
For example, the frequency operators (8.40) deﬁne a symmetric sequence ( f λN )N∈N,
whose the limit function f λ0 : S(B)→ C in the sense of (C.560) or (8.46) is
f λ0 (ω) = ω(eλ ). (8.48)
Thus (8.46) gives the Born probability for the outcome a = λ in the state ω; see
§8.4. Classically, identifying elements of S(C(X)) with probability measures μ on
X , the limit of the sequence a1/N = S1,N( f ) for ﬁxed f ∈C(X), cf. (8.42), is
a0(μ) =
∫
X
dμ f . (8.49)
This convergence is an example of the strong law of large numbers, see §8.3.
We return to the general case.
Deﬁnition 8.3. A sequence (a1/N)N∈N as above is quasi-symmetric if for each N ∈
N one has a1/N = SN(a1/N) and for any ε > 0 there is a symmetric sequence (a˜1/N)
and some M ∈ N such that ‖a1/N − a˜1/N‖< ε for all N >M.
For example, if limN→∞ ‖a1/N − a˜1/N‖ = 0 for some ﬁxed symmetric sequence
(a˜1/N), then (a1/N)N∈N is obviously quasi-symmetric.
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Theorem 8.4. For any unital C*-algebra B, the C*-algebras (8.32) and (8.33), i.e.,
A(c)0 = C(S(B)); (8.50)
A(c)1/N = B
N , (8.51)
where BN is N-fold projective tensor power ⊗ˆNmaxB, are the ﬁbers of a continuous
bundle A(c) of C*-algebras over I = (1/N)∪{0} ≡ 1/N˙ whose continuous cross-
sections are the quasi-symmetric sequences (a1/N) with limit a0 given by (8.46).
As in Theorem 8.1, also here we have a deformation quantization of S(B) in the
sense of Deﬁnition 7.1, where the Poisson bracket on S(B) may be deﬁned by spec-
ifying its value on linear function bˆ ∈C(S(B)), where b ∈ B and bˆ(ω) = ω(b), by
{aˆ, bˆ}= î[a,b]. (8.52)
Unfortunately, this involves the theory of inﬁnite-dimensional Poisson manifolds,
which we prefer to omit. Thus we shall only prove Theorem 8.4 as stated.
The proof relies on Størmer’s quantum De Finetti Theorem 8.6 below.
Deﬁnition 8.5. Let B be a unital C*-algebra. A state ρ on BN is called:
• permutation-invariant if ρ ◦α(N)p = ρ for any p ∈SN.
• K-exchangeable (K ∈ N) if it is permutation-invariant and in addition ρ is the
restriction to BN of some permutation-invariant state on BN+K.
• Inﬁnitely exchangeable if it is K-exchangeable for all K ∈ N.
The set of all permutation-invariant states / K-exchangeable states / inﬁnitely ex-
changeable states on BN is denoted by SSN (BN) / SSNK (B
N) / SSN∞ (B
N).
Theorem 8.6. Let B be a unital C*-algebra. For any N ∈ N the correspondence
ωN ↔ ω , where ω ∈ S(B) and ωN ∈ S(BN), cf. (8.47), gives a bijection
∂eSSN∞ (B
N)∼= S(B). (8.53)
This theorem was originally stated (in the language of inﬁnite tensor products) as
Theorem 8.9 in §8.3, where it (and hence Theorem 8.6) will also be proved.
We also need a formula for the norm of any self-adjoint element a of any C*-
algebra A in terms of the state space A and the pure state space P(A), viz.
‖a‖= sup{|ω(a)| : ω ∈ S(A)}= sup{|ω(a)|,ω ∈ P(A)}. (8.54)
This follows from Proposition C.15, the spectral radius formula (B.254), and com-
pactness of σ(a), implying that the supremum in (B.254) is reached on σ(a).
Proof. The proof of Theorem 8.4 is quite similar to the proof of Theorem 8.1, in
that we once again rely on Proposition C.124, where the symmetric sequences are
going to play the role of A˜. To apply Proposition C.124, we should prove that:
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1. The set A˜0 (consisting of all a˜0 ∈A0 =C(S(B)) as deﬁned by (8.46), where (a˜1/N)
runs through all symmetric sequences) is a ∗-algebra which is dense in A0.
2. For any symmetric sequence (a˜1/N) with limit a˜0 as given by (8.46), one has
lim
N→∞
‖a˜1/N‖= ‖a˜0‖∞. (8.55)
To prove the ﬁrst claim, we ﬁrst note that a˜0 is the linear span of all ﬁnite products
ω(b1) ·ω(bN), where N ∈ N and b1, . . . ,bN ∈ B. Since ω(b) = ω(b∗) this is obvi-
ously a ∗-algebra. The monomials bˆ(ω) = ω(b) already separate points of S(B) ⊂
B∗, since if ω ′ = ω then clearly is there some b ∈ B for which (ω −ω ′)(b) = 0.
Hence claim no. 1 follows from the Stone–Weierstrass Theorem B.51.
For the second, let (a˜1/N) be a symmetric sequence. Since there are M ∈ N and
a˜1/M ∈ BM with a˜1/M = SM(a˜1/M) and a˜1/(M+K) = SM,M+K(a˜1/M) for all K ∈ N,
‖a˜1/M‖ = sup{|ρ(a˜1/M)| : ρ ∈ S(BM)}= sup{|ρ(a˜1/M)| : ρ ∈ SSM (BM)};
‖a˜1/(M+K)‖ = sup{|ρ(SM,M+K(a˜M))| : ρ ∈ SSM+K (BM+K)}
= sup{|ρ(a˜1/M)| : ρ ∈ SSMK (BM)},
where we used (8.54) and (8.43). Theorem 8.6 and (8.46) then yield (8.55):
lim
N→∞
‖a˜1/N‖ = limK→∞‖a˜1/(M+K)‖
= sup{|ρ(a˜1/M)| : ρ ∈ SSM∞ (BM)}
= sup{|ρ(a˜1/M)| : ρ ∈ ∂eSSM∞ (BM)}= sup{|ωM(a˜1/M)| : ω ∈ S(B)}
= sup{| lim
N→∞
ωN(a˜1/N)| : ω ∈ S(B)}= sup{|a˜0(ω)| : ω ∈ S(B)}
= ‖a˜0‖∞
The proof that the sequences (a1/N) for which condition (C.552) in Proposition
C.124 holds are precisely the approximately symmetric sequences is the same as the
proof of the equivalence of the two conditions in Lemma C.125, taking h¯0 = 0.
Finally, it is easy to show that the limit (8.46) exists also for quasi-symmetric
observables a: take ε > 0 and ﬁnd a˜ and M as in Deﬁnition 8.3. For this a˜, let M0 be
such that (8.43) holds (with MM0). For all N,N′ greater than both M and M0,
|ωN(a1/N)−ωN
′
(a1/N′)| ≤ |ωN(a1/N − a˜1/N)−ωN
′
(a1/N′ − a˜1/N′)|
+ |ωN(a˜1/N)−ωN
′
(a˜1/N′)|
≤ ‖a1/N − a˜1/N‖+‖a1/N′ − a˜1/N′)‖+0
< 2ε, (8.56)
since ‖ωN‖= 1. Hence (ωN(a1/N)) is a Cauchy sequence (in C). 
Our second continuous bundle of C*-algebras of interest is described by the fol-
lowing changes in Deﬁnitions 8.2 and 8.3.
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Deﬁnition 8.7. Let B be a unital C*-algebra and let a1/N ∈ BN for each N ∈ N.
• A sequence (a1/N)N∈N is called local when there exist M ∈ N and a1/M ∈ BM
such that for each N ≥M one has
a1/N = a1/M ⊗1B⊗·· ·⊗1B, (8.57)
with N−M copies of the unit 1B ∈ B (so that indeed a1/N ∈ BN).
• A sequence (a1/N)N∈N is quasi-local if for any ε > 0 there is a local sequence
(a˜1/N) and some M ∈ N such that ‖a1/N − a˜1/N‖< ε for all N >M.
For the right analogue of Theorem 8.4 we recall the description of the inﬁnite tensor
product B∞; cf. §C.14, especially the explanation preceding (C.315). Accordingly, a
dense subspace of B∞ is given by equivalence classes of local sequences (a1/N)N∈N
under the equivalence relation a∼ a′ iff limN→∞ ‖a1/N−a′1/N‖= 0; the C*-algebraic
operations in B∞ are inherited from the BN , and if we denote the equivalence class
of (a1/N)N by [a1/N ]N , the norm in B∞ is given by
‖[a1/N ]N‖= limN→∞‖a1/N‖. (8.58)
By construction, this number is independent of the representative (a1/N)N in the
class [a1/N ]N . By deﬁnition, B∞ is the completion of the space of these equivalence
classes in the norm (8.58). As explained after (C.315), for each M ∈ N we have an
injective (and hence isometric) homomorphism ϕM : BM → B∞ that maps a1/M ∈ BM
to the equivalence class [a1/N ]N of the sequence (a1/N)N deﬁned by
a1/N = 0, (N < M); (8.59)
a1/N = a1/M, (N =M); (8.60)
a1/(M+K) = a1/M ⊗1B⊗·· ·⊗1B, (K > 0), (8.61)
with K copies of 1B. It is easy to verify that one might as well have started from
quasi-local sequences and their equivalence classes, for which the limit (8.58) exists
by an argument similar to (8.56). In that case the ensuing C*-algebra is already
complete, which leads to a direct description of the elements of B∞ as equivalence
classes of quasi-local sequences. This fact also follows from the following analogue
of Theorem 8.4, which may be proved in the same way, i.e., from Proposition C.124,
where this time the elements of A˜ are local sequences rather than symmetric ones
(in fact, the proof is much easier, since this time we obtain (C.552) for free):
Theorem 8.8. For any unital C*-algebra B, the C*-algebras (8.32) and (8.34), i.e.,
A(q)0 = B
∞; (8.62)
A(q)1/N = B
N , (8.63)
are the ﬁbers of a continuous bundle A(q) of C*-algebras over I = 1/N˙ whose con-
tinuous cross-sections are the quasi-local sequences (a1/N) with limit a0 = [a1/N ]N.
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8.3 Quantum de Finetti Theorem
As an initial step in exploring the connection between the bundles A(c) and A(q)
we prove Theorem 8.6, which we ﬁrst restate in an equivalent form. Let S∞ be the
group of bijections of N that differ from the identity only on a ﬁnite set. Each such
ﬁnite permutation p∈S∞ deﬁnes a map αp : B∞→ B∞, as follows. Let S⊂N be the
ﬁnite subset of N on which p acts nontrivially (if S = /0 we have p = idN, in which
case also αp = idB∞ , see below). Take a local sequence (a1/N)N , so that (8.57) holds,
in which we may assume M ≥ maxS; we also redeﬁne a1/N = 0 for each N < M.
For each N ≥ M ≥ maxS, the map p may be regarded as an element pN of SN by
restriction to {1, . . . ,N} ⊂ N and hence p acts on BN by permuting the entries in
elementary tensor products of operators, cf. (8.35). For each p ∈S∞, deﬁne a map
αp : B∞ → B∞; (8.64)
αp([a1/N ]N) = [α
(N)
p (a1/N)]N . (8.65)
This uses a speciﬁc representative of the equivalence class [a1/N ]N ∈ B∞, but
nonetheless the map αp is well deﬁned. Furthermore, since each α
(N)
p : BN → BN is
an automorphism (i.e., an invertible homomorphism), it is an isometry, so that also
αp is an isometry on its domain and hence extends to an automorphism of B∞. The
ensuing map p → αp from S∞ to the group Aut(B∞) of all automorphisms of B∞ is
a homomorphism of groups, and we say that S∞ is an automorphism group of B∞.
Writing SS∞(B∞) for the set of all S∞-invariant states on B∞, i.e., ρ ∈ SS∞(B∞)
iff ρ ◦αp = ρ for each p ∈S∞, we may now rephrase Theorem 8.6 as follows:
Theorem 8.9. Let B be a unital C*-algebra. There is a bijection
∂eSS∞(B∞)∼= S(B), (8.66)
given by ω∞↔ ω , where ω ∈ S(B), and ω∞ ∈ S(B∞) is deﬁned by, cf. (8.47),
ω∞([a1/N ]N) = limN→∞ω
N(a1/N). (8.67)
This is essentially the same as Theorem 8.6: for any M ∈N, a state on BM is inﬁnitely
exchangeable iff it is the restriction of an element of SS∞(B∞) to BM ⊂ B∞, where
the inclusion is given by the map ϕM deﬁned below (8.58).
Proof. Let S(B)⊂ SS∞(B∞) under the map ω → ω∞. We ﬁrst show the inclusion
∂eSS∞(B∞)⊆ S(B) (8.68)
contrapositively, i.e., if ρ ∈ SS∞(B∞) does not lie in S(B), then ρ has a nontrivial
convex decomposition in SS∞(B∞). We identify BN with ϕN(BN) ⊂ B∞ and denote
the restriction of ρ to BN by ρN . If ρ = ω∞ for some ω ∈ S(B), then
ρM+K(a′1/M ⊗a′1/K) = ρM(a′1/M)ρK(a′1/K), (8.69)
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for each a′1/M ∈ BM and a′1/K ∈ BK . If (8.69) holds whenever 0≤ a′1/M ≤ 1BM , then
by Lemma C.53 and (C.8) it always holds. Adding suitable multiples of the unit and
rescaling, it follows that if (8.69) holds whenever
1
3 ·1BM ≤ a′1/M ≤ 23 ·1BM ; (8.70)
then it always holds. Therefore, if (8.69) fails, then it fails for some a′1/M satisfying
(8.70) and some and a′1/K , in which case
1
3 ≤ ρM(a′1/M)≤ 23 . However, such a failure
implies the existence of a nontrivial convex decomposition
ρ = tρ ′+(1− t)ρ ′′, (8.71)
with t = ρM(a′1/M), and the functionals ρ
′ and ρ ′′ on B∞ are deﬁned by
ρ ′([a1/N ]N) = limN→∞ρM+N(a
′
1/M ⊗a1/N)/ρM(a′1/M); (8.72)
ρ ′′([a1/N ]N) = limN→∞ρM+N((1BN −a
′
1/M)⊗a1/N)/ρM(1BM −a′1/M). (8.73)
These limits exist on symmetric sequences (where they stabilize), and hence they
exists in general. Furthermore, since ρM(1BM − a′1/M) = 1− t, the property (8.71)
is obvious. Both ρ ′ and ρ ′′ belong to SS∞(B∞), since each functional ρM+N is an
element of SSM+N (BMN ). Finally, (8.71) is nontrivial, since if ρ ′= ρ ′′, then ρ ′K = ρ ′′K ,
and hence (8.69) would hold (whose violation we assumed). This proves (8.68).
Though it is always true, for simplicity we prove the converse inclusion
S(B)⊆ ∂eSS∞(B∞) (8.74)
just for the case where B is generated by projections, as in the case B = Mn(C),
B = B(H), or B a von Neumann algebra, or more generally an AW*-algebra (see
§C.24). In that case also each BN is generated by its projections.
For each ρ ∈ SS∞(B∞), each N ∈ N, and each projection e ∈ BN , we have
ρN(e)2 ≤ ρ2N(e⊗ e), (8.75)
see below. Assuming (8.75), suppose ω ∈ S(B) and ω∞ = tρ ′+(1− t)ρ ′′ for some
t ∈ (0,1) and ρ ′,ρ ′′ ∈ SS∞(B∞). Since ω∞N = ωN , we then have
ωN(e)2 = (tρ ′N(e)+(1− t)ρ ′′N(e))2 =
〈( √
t√
1− t
)
,
(
ρ ′N(e)
√
t
ρ ′′N(e)
√
1− t
)〉2
≤
〈( √
t√
1− t
)
,
( √
t√
1− t
)〉
·
〈(
ρ ′N(e)
√
t
ρ ′′N(e)
√
1− t
)
,
(
ρ ′N(e)
√
t
ρ ′′N(e)
√
1− t
)〉
= tρ ′N(e)
2+(1− t)ρ ′′N(e)2
≤ tρ ′2N(e⊗ e)+(1− t)ρ ′′2N(e⊗ e)
= ω2N(e⊗ e) = ωN(e)2,
306 8 Limits: large N
where the inner product in the ﬁrst line is the usual one in R2, and, noting it is
positive, we have used the Cauchy–Schwarz inequality for this inner product, as
well as (8.75). Hence both inequalities must be equalities, and for the ﬁrst one this
implies ρ ′N(e) = ρ ′′N(e). Since this is true for all N and all projections in BN , this
implies ρ ′ = ρ ′′ = ω∞, so that ω∞ ∈ ∂eSS∞(B∞), and (8.74) has been established,
up to the proof of (8.75). To this effect, note for each M ∈ N and t ∈ R we have
ρMN((1BN ⊗·· ·⊗1BN ⊗ e+ · · ·+ e⊗1BN ⊗·· ·⊗1BN + t ·1BMN )2) (8.76)
= M(M−1)ρ2N(e⊗ e)+MρN(e)+2tMρN(e)+ t2, (8.77)
with M− 1 copies of 1BN and e moving from right to left in the ﬁrst line, leaving
M terms before the ﬁnal one t · 1BMN in (8.76). In working out the square in (8.76)
and moving to the second line we used e2 = e as wel as permutation invariance of
the state ρMN . The point is that (8.76) is positive, so that (8.77) must be positive,
too, for all M ∈N and t ∈R. Now a function f (t) = t2+2bt+c= (t+b)2−b2+c
obviously satisﬁes f (t)≥ 0 for each t iff b2 ≤ c, so that (8.76) is positive for all t iff
M2ρN(e)2 ≤M(M−1)ρ2N(e⊗ e)+MρN(e).
Letting M → ∞ gives (8.75). 
Taking B = C(X) for some compact Hausdorff space X , in view of (8.41) the
situation may be transferred to the Cartesian product XN , equipped with the product
topology (which is generated by products A1 × ·· · ×AN ⊂ XN with each Ai ⊂ X
open) and the ensuing Borel σ -algebra (generated by the above products with each
Ai Borel). If μ1, . . . ,μN are (probability) measures on X (in which case we write
μi ∈ Pr(X)), then there is a unique (probability) measure μ1×·· ·×μN whose value
on a product as above is equal to μ1(A1) · · ·μN(AN). In particular, any probability
measure μ ∈ Pr(X) on X deﬁnes a probability measure μN on XN .
The symmetric group SN acts on XN in the obvious way, and hence its acts on
the power setP(XN). We call the latter action σ (N), so that for p ∈SN we have
σ (N)p (A1×·· ·×AN) = Ap(1)×·· ·×Ap(N). (8.78)
The Cartesian product X∞ ≡ XN is well deﬁned both topologically and measure-
theoretically (the topology is generated by all products ∏i Ai with ﬁnitely many Ai
open and different from X , and likewise for the Borel structure), and the inﬁnite
symmetric group S∞ = ∪NSN acts on it in the obvious way, in that p ∈SN ⊂S∞
permutes the ﬁrst N coordinates. Specializing Deﬁnition 8.5 to B=C(X), we obtain:
Deﬁnition 8.10. A probability measure νN on XN is called:
• permutation-invariant if νN ◦σ (N)p = νN for any p ∈SN.
• K-exchangeable (K ∈ N) if it is permutation-invariant and in addition νN is the
restriction to BN of some permutation-invariant probability measure on XN+K.
• exchangeable if it is K-exchangeable for all K ∈ N.
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A probability measure ν∞ on X∞ is called permutation-invariant if ν∞ ◦σ (N)p = ν∞
for any p ∈SN and N ∈N, where σ (N)p acts on∏i Ai by (8.78) on the ﬁrst N factors
A1, . . . ,AN whilst acting trivally on all remaining Ai’s.
The connection between the two parts of this deﬁnition is that νN is exchangeable
iff it is the restriction to XN of some permutation-invariant measure ν∞ on X∞.
From Theorems 8.6 and 8.3 we obtain the Hewitt–Savage Theorem:
Corollary 8.11. Let X be a compact Hausdorff space. For any N ∈N, any inﬁnitely
exchangeable probability measure νN on XN takes the form
νN =
∫
Pr(X)
dP(μ)μN (8.79)
for some probability measure P on Pr(X) that is uniquely determined by νN, and
similarly for N = ∞, where ν∞ is a permutation-invariant probability measure.
The two claims in the theorem are equivalent by the remark after Deﬁnition 8.10.
The probability measure P ∈ Pr(Pr(X)) has the following interpretation. For N ∈
N and (x1, . . . ,xN) ∈ XN , deﬁne the so-called empirical measure E(x1,...,xN)N on X as
E(x1,...,xN)N =
1
N
N
∑
i=1
δxi , (8.80)
where δx is the Dirac measure on X . Seen as a map on C(X), this is the same as∫
X
dE(x1,...,xN)N f =
1
N
N
∑
i=1
f (xi). (8.81)
Given a probability measure νN on XN , these formulae give a random probability
measure on X depending on a drawing from XN , i.e., a map
EN : XN → Pr(X); (8.82)
(x1, . . . ,xN) → E(x1,...,xN)N . (8.83)
Proposition 8.12. The probability measure P in Corollary 8.11 is given by
lim
N→∞
∫
Pr(X)
dPN F =
∫
Pr(X)
dPF, (8.84)
for each F ∈ C(Pr(X)) (that is, P = limN→∞PN weakly), where PN ∈ Pr(Pr(X)) is
the probability measure on Pr(X) deﬁned by νN ∈ Pr(XN) and (8.82) - (8.83), i.e.,
PN(A) = νN(E−1N (A)) (A⊂ Pr(X)). (8.85)
Proof. By the Stone–Weierstrass Theorem it sufﬁces to prove (8.84) for linear com-
binations of monomials like F(μ) = μ( f1) · · ·μ( fK), where f1, . . . , fK ∈ C(X) are
arbitrary and μ( f ) =
∫
X dμ f . This is a simple computation: using (8.85), we have
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Pr(X)
dPN F =
∫
XN
dνN(x1, . . . ,xN)F(E
(x1,...,xN)
N )
=
∫
XN
dνN(x1, . . . ,xN)
K
∏
j=1
(
1
N
N
∑
i=1
f j(xi)
)
=
∫
Pr(X)
dP(μ)
∫
XN
dμN(x1, . . . ,xN)
K
∏
j=1
(
1
N
N
∑
i=1
f j(xi)
)
,
where in the third step we used (8.79). The result follows, since clearly
lim
N→∞
∫
Pr(X)
dP(μ)
∫
XN
dμN(x1, . . . ,xN)
K
∏
j=1
(
1
N
N
∑
i=1
f j(xi)
)
=
∫
Pr(X)
dP(μ)
∫
X
dμ(x1) f1(x1) · · ·
∫
X
dμ(xK) fk(xK) =
∫
Pr(X)
dPF. 
We can also say more about the limit of the sum (8.81), So far, we have been
dealing with the Borel σ -algebras BN ⊂P(XN) and B∞ ⊂P(X∞) generated by
the topology (i.e., by the open sets). On top of this, consider SN ⊂ BN , deﬁned
as the σ -algebra generated by the permutation-invariant Borel subsets of XN , or,
equivalently, as the smallest σ -algebra for which the permutation-invariant Borel
measurable functions on XN are measurable. Likewise, S∞ ⊂B∞; regarding A ⊂
XN as a subset A×∏K>N X of X∞, we have S∞ = ∩N∈NSN . For any permutation-
invariant probability measure νN on XN , the Hilbert space L2(X ,SN ,νN) is a closed
subspace of L2(XN ,BN ,νN), and the associated conditional expectation
E(SN ,νN) : L
2(XN ,BN ,νN)→ L2(X ,SN ,νN) (8.86)
is deﬁned as the corresponding orthogonal projection. Since C(XN)⊂ L2(XN), this
map restricts to C(XN). Similarly for N = ∞. For each N ∈ N, and also for N = ∞,
we may regard f ∈C(X) as a function fK on XN through
fK(x1, . . . ,xN) = f (xK) K = 1, . . . ,N. (8.87)
Proposition 8.13. Let ν∞ be a permutation-invariant probability measure on X∞,
with restriction νN to XN. Recall (8.42). For any f ∈C(X) we have pointwise:
S1,N( f ) = E(SN ,νN)( f1), νN-almost surely; (8.88)
lim
N→∞
S1,N( f ) = E(S∞,ν∞)( f1), ν∞-almost surely, (8.89)
where the left-hand sides of (8.88) and (8.89) are functions on XN and X∞, respec-
tively. Furthermore, if ν∞ = μ∞ for some μ ∈ Pr(X), then pointwise on X∞,
lim
N→∞
S1,N( f ) =
∫
X
dμ f , μ∞-almost surely ( f ∈C(X)). (8.90)
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Equivalently, if Lμ ⊂ X∞ is the set of inﬁnite sequences (x1,x2, . . .) in X∞ for which
the limit in (8.90) exists for each f ∈C(X) and equals ∫X dμ f , then
μ∞(Lμ) = 1. (8.91)
Proof. Eq. (8.88) is almost trivial, since S1,N( f ) is permutation invariant and hence
already lies in L2(X ,SN ,νN), so that the equality just expresses the projection prop-
erty E2(SN ,νN) = E(SN ,νN). Eq. (8.89) follows from the ergodic theorem, applied to
the probability space (X∞,B∞,ν∞), the unilateral shift
T : (x1,x2, . . .) → (x2,x3, . . .),
and the random variable f1 deﬁned by f ∈C(X) via (8.87). Since ν∞ is permutation
invariant, it is also T -invariant (in the sense that ν∞(T−1(A)) = ν∞(A) for any A ⊂
B∞). This follows either directly, where one has to realize ﬁrstly that
T−1(A1×A2×·· ·An×·· ·) = X×A1×A2×·· ·× · · ·An×·· · ,
and secondly thatB∞ is generated by products∏i Ai with ﬁnitely many Ai different
from X , or, more easily, from Corollary 8.11. The (pointwise) ergodic theorem gives
lim
N→∞
S1,N( f ) = E(BT ,ν∞)( f1), ν∞-almost surely ( f ∈C(X)), (8.92)
whereBT is the σ -algebra withinB∞ by the T -invariant sets, and f1 ∈C(X∞) is still
deﬁned by (8.87). SinceS∞⊂BS and the left-hand side of (8.89) isS∞-measurable
(provided it exists, as we have just shown), eq. (8.89) follows from (8.92).
If ν∞ = μ∞, then the unilateral shift on X∞ is ergodic by Kolmogorov’s 0–1 law,
and hence the ergodic theorem gives (8.90). Alternatively, if ν∞ = μ∞, then the
random variables ( fN), deﬁned by (8.87) with N = ∞, are i.i.d. (i.e., independent
and identically distributed) and (8.90) follows from the strong law of large numbers
(which, coherently, in turn may be derived from the ergodic theorem!). 
Note that (8.92) has been proved for f ∈C(X), but it holds for many other func-
tions, including f = 1A, where A ∈B. This gives Borel’s law of large numbers
lim
N→∞
S1,N(1A) = μ(A), μ∞-almost surely. (8.93)
For example, take X = {0,1} (e.g., a coin toss with outcomes 1 = heads and 0 =
tails). With f (x) = x in (8.90) or A= {1} in (8.93), writing p= μ({1}), we obtain
lim
N→∞
1
N
N
∑
i=1
xi = p, μ∞-almost surely on 2N. (8.94)
Equivalently, if Lp ⊂ 2N is the set of inﬁnite binary sequences x1x2 · · · for which the
limit in (8.94) exists and equals p, then μ∞(Lp) = 1, cf. (8.91).
310 8 Limits: large N
8.4 Frequency interpretation of probability and Born rule
Results like (8.90), (8.93), and (8.94) give a relationship between the single-case
probabilities μ(A) or p and the limits of long series of trials on samples drawn ac-
cording to μ or p. Despite the seemingly comforting appearance of N < ∞ on the
left-hand side, this relationship depends in an essential way on the inﬁnite idealiza-
tion X∞, which is strictly necessary in order to be able to say that the limit (8.94)
holds almost surely relative to the measure μ∞. This violates Earman’s Principle (cf.
the Introduction), which is the reason why we prefer the limit (8.49) over (8.93).
Although these results are mathematically equivalent, both formalizing the idea
that if (x1, . . . ,xN) are sampled from X according to some probability measure μ ,
then (1/N)∑Ni=1 f (xi) converges to
∫
X dμ f as N → ∞, in (8.49) we never need to
work with the “actual inﬁnity” N = ∞ and (8.49) holds everywhere on Pr(X) rather
than almost everywhere on X∞. One reason for this is that in (8.93) etc. the choice of
the sampling measure μ has to be made at the beginning, whereas in (8.49) it only
comes in at the very end. But it has to made either way, and similarly for any other
serious effort to relate probability to frequencies in long runs of measurements.
The extreme delicacy of such efforts is clear from the fact that limiting results
like (8.90), (8.93), and (8.94) are insensitive to any ﬁnite part of the sum, whereas
any practical use of probability only involves ﬁnite trials. As Lord Keynes once said:
‘In the long run we are all dead.’
The founder of the mathematical theory of probability expressed himself likewise:
‘The frequency concept based on the notion of limiting frequency as the number of trials
increased to inﬁnity, does not contribute anything to substantiate the applicability of the
results of probability theory to real practical problems where we have always to deal with a
ﬁnite number of trials.’ (Kolmogorov).
Moreover, a deﬁnition of probability based on e.g. (8.93) is well known to be cir-
cular: although superﬁcially the “almost sure” terminology in the statement of the
result might instill conﬁdence in the reader, in fact it is an exceptionally strong con-
straint on the sequences (xn)∈ X∞ in question that the limit should exist and has the
right value μ(A), i.e., that (x) ∈ Lμ , cf. (8.91), and we see that this constraint can
only be formulated if the single-case probability μ was already deﬁned in the ﬁrst
place. This shows that the link between probability and frequencies of outcomes of
long runs of trials only exists and makes sense if single-case probabilities are prior.
On the other hand, if single-case probabilities are “objective”, as those provided
by the Born measure in quantum mechanics ought to be at least in remotely realistic
interpretations of the theory (as opposed to “personal” or “subjective” probabili-
ties construed as “degrees of belief” or “rationality constraints” or whatever other
decision-theoretic concept in human psychology), then it is hard to say what they
really mean, since it is precisely about single cases that they do not seem to say
anything. This brings us to what we propose to call the Paradox of Probability:
Although single-case probabilities must be logically prior to probabilities construed
as frequencies, the numerical values of the former have no bearing on single trials
and can only be validated through their predictions about (ﬁnite) frequencies.
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This paradox imposes the following consistency requirement (which philosophers
may want to compare with Lewis’s “Principal Principle” that regulates credences):
The assumption that a single-case probability measure be μ must imply that the
probabilities for the various outcomes of long runs of repetitions of identical exper-
iments (provided these are possible) are distributed according to μ .
This describes the relationship between theoretical and experimental physics quite
well, but still leaves us in the dark as to the meaning of single-case probabilities!
We are now ready to revisit the Born rule, which we already discussed from
a purely mathematical point of view in §§§2.1, 2.5, and 4.1. To repeat the main
point, if a = a∗ ∈ B(H) is a bounded self-adjoint operator on a Hilbert space, with
spectrum σ(a), then any state ω on B(H) deﬁnes a unique probability measure μω
on σ(a)⊂ R, called the Born measure, such that
ω( f (a)) =
∫
σ(a)
dμω f , f ∈C(σ(a)), (8.95)
where f (a) ∈C∗(a) ⊂ B(H) is deﬁned through the continuous functional calculus
(Theorem 4.3). For example, for f = idσ(a), i.e., the function x → x, eq. (8.95) yields
ω(a) =
∫
σ(a)
dμω(λ )λ . (8.96)
The point of this construction of the Born measure is that it is obtained by simply
restricting the state ω , initially deﬁned on B(H), to its commutative C*-subalgebra
C∗(a). If, in the spirit of (exact) Bohriﬁcation, such commutative algebras are iden-
tiﬁed with corners of classical physics within quantum theory, one may argue that
Heisenberg gave the right picture of the origin of probability in quantum mechanics:
‘One may call these uncertainties objective, in that they are simply a consequence of the
fact that we describe the experiment in terms of classical physics; they do not depend in
detail on the observer. One may call them subjective, in that they reﬂect our incomplete
knowledge of the world.’ (Heisenberg, 1958, pp. 53–54)
See, however, §11.1. In any case, there are extensions of this construction to un-
bounded self-adjoint operators as well as to families of commuting self-adjoint op-
erators, to which the following discussion applies, too, mutatis mutandis.
The Born rule relates the Born measure for a to measurements of a and as such
is responsible for most predictions of quantum physics, especially in quantum ﬁeld
theory, where the connection between theory and experiment mainly involves the
measurement of cross-sections computed from the Born measure via Feynman rules.
The Born rule and the Heisenberg uncertainty relations are often seen as a turning
point where indeterminism entered fundamental physics. Nonetheless, it is hard to
say what this Born rule actually states! We made a ﬁrst attempt in §4.1:
If an observable a is measured in a state ω , then the probability Pω(a ∈ A) that the
outcome lies in some measurable subset A⊆ σ(a)⊂ R is given by
Pω(a ∈ A) = μω(A). (8.97)
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Two questions immediately arise:
1. What is meant by a “measurement” of a (and by its “outcome”)?
2. What does the “probability” Pω(a ∈ A) mean?
Perhaps these are even the main questions in the foundations of quantum mechanics.
The ﬁrst will be taken up in Chapter 11; for now, we simply assume that measure-
ments of quantum-mechanical observables a are deﬁned and have outcomes in σ(a).
The second has just been answered (or some might say evaded): through the Born
measure, the formalism of quantum mechanics provides numerical values of μω(A),
whose mathematical meaning seems unquestionable, and whose operational mean-
ing is given by the predictions they give for outcomes of long runs of repetitions of
identical experiments. Therefore, all that remains to be done is derive these predic-
tions by analogy with the results in §8.3 for the commutative C*-algebra C(X).
One such attempt is—in its strengths and its weaknesses—quite analogous to the
Borel’s law of large numbers (8.93). Although we will soon move to B= B(H), the
following result is valid for any unital C*-algebra B, with inﬁnite tensor product B∞
as deﬁned in §C.14 and recalled at the end of §8.2, including the map ϕM :BM →B∞.
Proposition 8.14. If ω ∈ S(B), there is a unique state ω∞ on B∞ such that
ω∞(ϕM(b1⊗·· ·⊗bM)) =
M
∏
n=1
ω(bn), M ∈ N, b1, . . . ,bM ∈ B. (8.98)
Moreover, ω∞ is pure iff ω is pure.
This is a special case of Proposition C.105, with Ci = B and ωi = ω for all i ∈ N.
We now take B = B(H) for some separable Hilbert space H, some observable
a = a∗ ∈ B(H) with spectrum σ(a) ⊂ R, and some unit vector υ ∈ H, with asso-
ciated (normal) pure state ωυ in B(H) deﬁned by ωυ(b) = 〈υ ,bυ〉, and Born mea-
sure μωυ ≡ μυ on σ(a). Now take the corresponding pure state ω∞υ on B(H)∞ and
construct the associated GNS-representation πω∞υ (B(H)
∞). The Hilbert space Hω∞υ
carrying this representation is an example of an inﬁnite tensor product of Hilbert
spaces in the sense of von Neumann, which may also be deﬁned directly, as follows.
Take sequences (ψn)≡ (ψ1,ψ2, . . .) with ψn ∈ H satisfying the condition
∑
n
|‖ψn‖−1|< ∞; (8.99)
the rationale behind this condition is that for any sequence (zn) of complex numbers,
the product ∏n zn converges and has a nonzero limit iff ∑n |zn−1|< ∞, so (8.99) is
equivalent to the requirement that ∏n ‖ψn‖ converges to some nonzero value. Fol-
lowing von Neumann, we now introduce the convention that if, for some sequence
(zn) of complex numbers, ∏n |zn| converges but ∏n zn does not, we deﬁne the latter
to be zero. On this convention, linear and continuous extension of the expression
〈(ψn),(ψ ′n)〉=∏
n
〈ψn,ψ ′n〉H , (8.100)
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deﬁnes an inner product on the ﬁnite linear span H∞0 of all sequences (ψn) satisfy-
ing (8.99); the complete tensor product H∞ is deﬁned as the closure of H∞0 in the
ensuing norm. However, this is not the Hilbert space of interest, since it is far too
large (e.g., it is not separable even if H is). To deﬁne interesting separable subspaces
of H∞, we call sequences (ψn) and (ψ ′n) that both satisfy (8.99) equivalent if
∑
n
|〈ψn,ψ ′n〉−1|< ∞; (8.101)
this turns out to be a bona ﬁde equivalence relation. In particular, if (ψn) and (ψ ′n)
are inequivalent, then 〈(ψn),(ψ ′n)〉 = 0. For any unit vector υ ∈ H, we now deﬁne
the incomplete tensor product H∞υ as the closure of the linear span of all sequences
(ψn) that satisfy (8.99) and are equivalent to υ∞ (i.e., the sequence (ψ ′n)with ψ ′n = υ
for each n), with inner product borrowed from H∞ (note that von Neumann’s termi-
nology “incomplete” is somewhat confusing, since H∞υ is complete as a normed
vector space and in particular it is a Hilbert space). By construction, υ∞ ∈ H∞υ , and
it is easy to show that H∞υ is the closed linear span of all sequences (ψn) that differ
from υ ∈ H in at most ﬁnitely many places. We often write ⊗nψn or ψ1⊗ψ2⊗·· ·
for (ψn). Furthermore, for any M ∈ N, any b ∈ B(H) deﬁnes a bounded operator
b(M)υ on H∞υ by continuous linear extension of
b(M)υ (ψ1⊗ψ2⊗·· ·⊗ψM ⊗·· ·) = ψ1⊗ψ2⊗·· ·⊗bψM ⊗·· · . (8.102)
This extends to a representation π∞υ of B∞ on H∞υ , as follows. Deﬁne b(M) ∈ B∞ by
b(M) = ϕM(1H ⊗·· ·⊗1H ⊗b), (8.103)
in which 1H ⊗ ·· ·⊗ 1H ⊗ b ∈ BM , and ϕM : BM → B∞ was deﬁned after (8.58). In
other words, for b ∈ B(H), the operator b(M) is the element of B∞ given by the
equivalence class [a1/N ]N of the sequence (a1/N)N with 1B in every place except
a1/M = b. We then deﬁne π∞υ (B∞) by linear and continuous extension of
π∞υ (b
(M1)
1 · · ·b(MN)N ) = b(M1)1υ · · ·b(MN)Nυ . (8.104)
Proposition 8.15. For any unit vector υ ∈ H, the GNS-representation πω∞υ (B∞) on
Hω∞υ is unitarily equivalent with π
∞
υ (B
∞) on H∞υ , under which equivalence the cyclic
vector Ωω∞υ ∈ Hω∞υ corresponds with υ∞ ∈ H∞υ .
Proof. This is a simple consequence of Proposition C.91 and the equality
ω∞υ (a) = 〈υ∞,π∞υ (a)υ∞〉H∞υ , (8.105)
initially for a = b(M), subsequently for a = b(M1)1 · · ·b(MN)N , and ﬁnally, by linearity
and continuity, for any a ∈ B∞. 
In view of this, we will henceforth identify the two Hilbert spaces etc., so that:
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Hω∞υ = H
∞
υ ; (8.106)
πω∞υ (b
(M)) = b(M)υ ; (8.107)
Ωω∞υ = υ
∞. (8.108)
Recall that P(H) is the set of all projections on H, seen as a lattice ordered by
e ≤ f iff e f = e, which is equivalent to eH ⊆ fH, and coincides with the order
in B(H)sa, cf. Proposition C.170. Also, B is the Boolean lattice of Borel subsets
of σ(a), ordered by inclusion. For each Borel set A ⊂ σ(A) we have an associated
spectral projection eA ∈P(H), and the map A → eA deﬁned by the Borel functional
calculus, i.e., Theorem B.102, is a lattice homomorphism from B to P(H). This
follows because from the perspective of the Borel functional calculus the map A →
eA is really the map 1A → eA, which is the restriction of a homomorphism between
C*-algebras and hence preserves positivity. LetB∞ be the Boolean lattice of Borel
sets B∞ in σ(a)∞. As above, take some unit vector υ ∈ H, with corresponding
vector state ωυ on B(H) and associated state ω∞υ on B(H)∞ as deﬁned in Proposition
8.14, which in turn deﬁnes the GNS-representation πω∞υ of B(H)
∞ on the Hilbert
space Hω∞υ . The lattice homomorphism A → eA then extends to a homomorphism
e∞ :B∞ →P(Hω∞υ ); (8.109)
A1×·· ·×AM ×
∞
∏
M+1
σ(a) → πω∞υ (e(1)A1 · · ·e
(M)
AM
); (8.110)
this deﬁnes e∞ on the basis Borel sets in σ(a)∞ and extends to all ofB∞. Realizing
Hω∞υ as the inﬁnite tensor product H
∞
υ , cf. (8.106) - (8.108), we rewrite this as
e∞
(
A1×·· ·×AM ×
∞
∏
M+1
σ(a)
)
= e(1)A1υ · · ·e
(M)
AMυ . (8.111)
Theorem 8.16. Let a = a∗ ∈ B(H), let μυ be the Born measure on σ(a) deﬁned by
some unit vector υ ∈ H, and deﬁne e∞ by (8.111). Let σ(a)∞υ be the set of all points
in σ(a)∞ for which (8.92), or, equivalently, (8.93) holds (with μ  μυ ). Then
e∞(σ(a)∞υ ) = 1Hω∞υ . (8.112)
Furthermore, if A⊆ σ(a) is Borel measurable, then, using the notation (8.39),
lim
N→∞
S1,N(eA) = μυ(A) ·1Hω∞υ , (8.113)
in the strong operator topology (i.e., applied to each ﬁxed vector in Hω∞υ ).
This is the quantum-mechanical law of strong numbers, plus its Borel version. In
comparison, the strong law of large numbers or Borel’s law of large numbers gives
μ∞υ (σ(a)
∞
υ ) = 1. (8.114)
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Proof. For any probability measure μ on any σ -ﬁnite compact space X , the corre-
sponding probability measure μ∞ on X∞ is characterized by the property
μ∞
(
A1×·· ·×AM ×A×
∞
∏
M+2
σ(a)
)
= μ(A)μ∞
(
A1×·· ·×AM ×
∞
∏
M+1
σ(a)
)
,
for any M ∈ N and Borel sets Ai ⊆ X . The measure ν on σ(a)∞ deﬁned by
ν
(
A1×·· ·×AM ×
∞
∏
M+1
σ(a)
)
= ω∞υ
(
e(1)A1 · · ·e
(M)
AM
)
(8.115)
satisﬁes the above property for μ = μυ and hence coincides with μυ . In view of this,
eqs. (C.196) and (8.114) give
〈Ωω∞υ ,e∞(σ(a)∞υ )Ωω∞υ 〉= 1. (8.116)
For any projection e′ and any unit vector ψ ′ ∈ H ′ in any Hilbert space H ′, the prop-
erties 〈ψ ′,e′ψ ′〉= 1, ‖e′ψ ′‖= 1, and e′ψ ′ = ψ ′ are equivalent. Therefore,
e∞(σ(a)∞υ )Ωω∞υ = Ωω∞υ . (8.117)
Consider a vector ⊗nψn ∈ H∞υ , where only ψ1, . . . ,ψK possibly differ from υ (K <
∞). Noting that by (8.106) - (8.107) the right-hand side of (8.115) may be written as
ω∞υ
(
e(1)A1 · · ·e
(M)
AM
)
= 〈Ωω∞υ ,πω∞υ
(
e(1)A1 · · ·e
(M)
AM
)
Ωω∞υ 〉
= 〈υ∞,(e(1)A1υ ⊗·· ·⊗ e
(M)
AMυ)υ
∞〉, (8.118)
we modify (8.115) so as to deﬁne a new measure ν ′ on σ(a)∞ by
ν ′
(
A1×·· ·×AM ×
∞
∏
M+1
σ(a)
)
= 〈⊗nψn,(e(1)A1υ ⊗·· ·⊗ e
(M)
AMυ)⊗n ψn〉.
Generalizing the above case of μ∞, the measure ν ′′ = μψ1 × ·· ·× μψK ×∏∞K+1 μυ
on σ∞ is characterized by the following two properties:
ν ′′
(
A1×·· ·×AK ×
∞
∏
K+1
σ(a)
)
= μψ1(A1) · · ·μψK (AK); (8.119)
ν ′′
(
A1×·· ·×AM ×A×
∞
∏
M+2
σ(a)
)
= μυ(A)ν ′′
(
A1×·· ·×AM ×
∞
∏
M+1
σ(a)
)
,
(M > K), (8.120)
and hence ν ′ = ν ′′. Therefore, even though ν ′ = μ∞υ , we have ν ′(σ(a)∞υ ) = 1, since
membership of σ(a)∞υ is entirely deﬁned by the tail of the event. Hence we obtain
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e∞(σ(a)∞υ )⊗n ψn =⊗nψn, (8.121)
by the same reasoning as for υ∞ ≡ Ωω∞υ . Since the linear span of such vectors is
dense in H∞υ ≡ Hω∞υ and the projection e∞(σ(a)∞υ ) is bounded, we obtain (8.112).
To derive (8.113), we use the deﬁnition of the Born measure μυ to ﬁnd
‖(S1,N(eA)−μυ(A))υ∞‖= 1N (μυ(A)−2μυ(A)
2), (8.122)
which vanishes as N→∞, so that (8.113) holds on υ∞. A similar computation proves
(8.113) on vectors ⊗nψn as above, since the initial K terms where possibly ψn = υ
drop out in the limit N → ∞. Thus we have (8.113) on a dense subspace of Hω∞υ .
Since the strong limit operator μυ(A) ·1Hω∞υ is bounded, this proves (8.113). 
An alternative argument shows the mere existence of the limit on the left-hand side
of (8.113) on the same dense set, upon which the limit operator is seen to commute
with all local and hence (by norm-continuity) with all quasi-local operators. Since
ωυ is pure, so is ω∞υ , and hence πω∞υ is irreducible. Thus the limit is a multiple of
the unit, and the coefﬁcient μυ(A) then follows from the computation
lim
N→∞
〈υ∞,S1,N(eA)υ∞〉= μυ(A). (8.123)
To reduce the level of abstraction and since it is an important case, we now spe-
cialize Theorem 8.16 to a two-level system, i.e., B=M2(C). In other words, we take
H =C2, and pick a simple observable a= diag(1,0) with non-degenerate spectrum
σ(a) = 2 = {0,1}, so that measurements outcomes are just strings of zero’s and
one’s. Furthermore, we take a unit vector υ = c0|0〉+ c1|1〉, where |0〉 = (1,0)
and |1〉 = (0,1) form the standard basis of C2, and |c0|2 + |c1|2 = 1. We write
p = |c1|2. The Born measure μυ on σ(a) = {0,1} is then given by μυ({1}) = p
and μυ({0}) = 1− p; cf. (2.10) - (2.11). Taking A= {1}, we have eA = |1〉〈1|. The
Hilbert space (C2)∞υ is the closure of the ﬁnite linear span of vectors of the kind
ψ1⊗ψ2 · · · with ψn ∈ C2 and only ﬁnitely many ψn possibly different from υ . For
M ∈N, the operator|1〉〈1|(M)) sends such a vector to ψ1⊗ψ2 · · ·⊗(|1〉〈1|ψM)⊗·· · ,
with all ψn unaffected except for n=M. Eqs. (8.112) - (8.113) then simply read
e∞(2∞p ) = 1(C2)∞υ ; (8.124)
lim
N→∞
1
N
N
∑
M=1
(|1〉〈1|(M)) = p ·1(C2)∞υ , (8.125)
where 2∞p denotes the set of all inﬁnite binary strings x1x2 · · · for which xi ∈ 2 and
lim
N→∞
1
N
N
∑
i=1
x1 = p, (8.126)
and once again the limit in (8.125) is meant strongly, i.e., the expression on the
left-hand side must be applied to a ﬁxed vector in (C2)∞υ .
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Theorem 8.16 forms the (mathematical) culmination of attempts that started in
1960s to derive the Born rule from other postulates of quantum mechanics, no-
tably the so-called eigenvalue-eigenvector link, according to which a quantum-
mechanical observable has a deﬁnite value if and only if the current quantum state is
an eigenvector of the associated operator. This link is applied to the state υ∞ (or to
any other state with approximately the same tail) and the operators e∞(σ(a)∞υ ) and
limN→∞ S1,N(eA). The idea, then, is that according to (8.112), the property expressed
by the projection e∞(σ(a)∞υ ) is certain in the state υ∞ (for qubits this means that any
possible inﬁnite string of binary measurement outcomes has average value p). This
is reinforced by (8.113), which states that the frequency operator for the outcome A
has a sharp limit equal to μ(A) (for qubits, with A= {1} this limit is p).
However, although the mathematics is suggestive, apart from the fact that the
eigenvalue-eigenvector link itself falls prey to Earman’s Principle (in that sharp
eigenvalues and eigenvectors are an idealization in a world full of continuous spec-
tra), this particular application of the link makes sense only at N = ∞. In this re-
spect, eq. (8.124) has the same drawback as the strong law of large numbers (on
which its derivation indeed relies), including the fact that attempts to deﬁne proba-
bilities through (8.113) or its special case (8.125) are inherently circular. Moreover,
υ∞ fails to be an eigenvector of any ﬁnite-N approximant to (8.125), and by the
same token, the limit operator deﬁned by (8.125) can only be measured via its in-
dividual contributions |1〉〈1|(M), none of which has υ∞ as an eigenvector; in fact, it
can be shown that any joint eigenvector of all projections |1〉〈1|(M) is orthogonal to
the entire space (C2)∞υ with the complete inﬁnite tensor product (C
2)∞.
Problems with Earman’s Principle are avoided if we use Theorem 8.4 (applied
to B = B(H)) rather than Theorem 8.16: the sequence of operators S1,N(eA) forms
a continuous section of the continuous bundle of C*-algebras with ﬁbers (8.50) -
(8.51), whose limit at N = ∞, in the sense of (8.46) or (C.560), is given by
S1,∞(eA) : ω → ω(A); (8.127)
recall that S1,∞(eA) ∈C(S(B(H))). In particular, for pure states ω = ωυ we obtain
the Born probability μυ(A). As we have also seen in the commutative case, this limit
avoids inﬁnite idealizations and other problems with the law of large numbers.
From the point of view of (asymptotic) Bohriﬁcation, C(S(B(H))) provides a
classical description of a long run of identical experiments, which becomes increas-
ingly accurate as N → ∞; this is the whole point of the limits (8.46) and (C.560). In
particular, the unsound eigenvalue-eigenvector link has been replaced by the role of
points ω ∈ S(B(H)) as truthmakers, which is uncontroversial in classical physics.
If the quantum state in each identical experiment on the given (single) system is ω ,
then the above derivation shows that in the limit N → ∞, this state acquires a clas-
sical meaning (which according to Bohr would even be the only meaning it has),
namely as the point in the “classical phase space” S(B(H)) that gives the relative
frequencies of outcomes of the given long runs of identical experiments. Short of
deriving the Born rule, this at least provides the reasoning that links the Born mea-
sure (which is canonically given by the theory) to experiment.
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8.5 Quantum spin systems: Quasi-local C*-algebras
Beside the Born rule, our second application of the previous formalism is to quan-
tum spin systems, especially to spontaneous symmetry breaking (SSB), see Chapter
10. Postponing a conceptual discussion of inﬁnite systems in their role of idealiza-
tions of ﬁnite systems to the preamble of that chapter, for the moment we just de-
scribe inﬁnite quantum spin systems mathematically. As in §C.14, we take a Hilbert
space H, here assumed ﬁnite-dimensional, i.e., H ∼= Cn, and use the standard lattice
Zd ⊂ Rd in dimension d. For any ﬁnite subset Λ ⊂ Zd , i.e., Λ ∈P f (Zd), we put
HΛ = ⊗x∈ΛHx; (8.128)
AΛ = B(HΛ )∼=⊗x∈ΛB(Hx), (8.129)
where Hx = H for each x ∈Λ , cf. (C.297) and (C.303). The symbolic notations
A=⊗x∈ZdB(H) = limΛAΛ =
⋃
Λ∈P f (Zd)
AΛ
‖·‖
, (8.130)
all come down to the same thing—see §C.14, notably (C.323) and (C.317)—and
deﬁne a quasi-local C*-algebra. Elements of each AΛ ⊂ A are called local observ-
ables, those in the closure of their union are referred to as quasi-local observables.
Eq. (8.129) deﬁnes a map Λ → AΛ , which has three important properties:
AΛ (1) ⊆ AΛ (2) if Λ (1) ⊆Λ (2) (Isotony); (8.131)
[AΛ (1) ,AΛ (2) ] = 0 if Λ
(1)∩Λ (2) = /0 (Einstein locality); (8.132)
A′Λ = AΛ ′ (Haag duality), (8.133)
where A′Λ in (8.133) is the commutant of AΛ within A, and, in cute notation, we put
Λ ′ = Zd\Λ (which is inﬁnite), so that the right-hand side of (8.133) denotes
AΛ ′ =⊗x∈Λ ′B(H) =
⋃
Λ (1)∈P f (Zd\Λ)
AΛ (1)
‖·‖
, (8.134)
which is a C*-subalgebra of A. Since Λ (2) ⊂ Zd\Λ (1) whenever Λ (1) ∩Λ (2) = /0,
Haag duality implies Einstein locality (and sharpens it), but it is still worth men-
tioning these properties separately: although in quantum spin systems (8.133)—and
hence (8.132)—holds, Einstein locality is a more fundamental property (e.g. it is
also valid in algebraic quantum ﬁeld theory, where Haag duality may well fail).
We now discuss some C*-algebraic concepts that will be needed for the analysis
of SSB. Through the associated GNS-representation πω : A→ B(Hω), any state ω on
A deﬁnes two interesting subalgebras of B(Hω), which a priori may be different:
• The center Acω = πω(A)′′ ∩πω(A)′;
• The algebra at inﬁnity A∞ω =
⋂
Λ∈P f (Zd)πω(AΛ ′)
′′.
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Recall that the center of a von Neumann algebra M ⊂ B(H) is M∩M′, and that M is
called a factor if M∩M = C ·1 (cf. §C.21), so Acω is the center of the von Neumann
algebra πω(A)′′. It is easy to show from Einstein locality that A∞ω ⊆ Acω . If each local
algebra AΛ is simple, Haag duality yields the opposite inclusion, so in that case,
A∞ω = A
c
ω . (8.135)
Given (8.129), this applies as long as dim(H)< ∞, in which case also A is simple.
The algebra at inﬁnity provides a new perspective on the macroscopic observ-
ables in §8.2. Averages like |Λ |−1∑x∈Λ b(x), where b ∈ B(H), do not have a limit
in A as Λ ↑ Zd , but (depending on ω) their representatives |Λ |−1∑x∈Λ πω(b(x))
may have a weak limit in B(Hω). If they do, Einstein locality implies that the limit
operator lies in algebra at inﬁnity A∞ω (and hence, assuming (8.135), in A
c
ω ). If the
algebra of inﬁnity is trivial (i.e. C ·1Hω ), macroscopic observables are therefore “c-
numbers”, i.e., multiples of the unit operator. In particular, they do not ﬂuctuate,
which is among the deﬁning properties of pure thermodynamic phases. Formally,
this idea is captured by the following generalization of the notion of a pure state:
Deﬁnition 8.17. A representation π(A) is primary if π(A)′′ ∩π(A)′ is trivial.
A state ω ∈ S(A) is primary if the GNS-representation πω is primary.
For compact groups G (or rather their group C*-algebrasC∗(G)), all representations
are completely reducible, and a representation is primary iff it is a (possibly inﬁnite)
multiple of some irreducible representation. However, this is not the right picture for
general groups or C*-algebras, which requires some discussion. In preparation, we
call some representation π ′(A) on a Hilbert space H ′ ⊂ H a subrepresentation of
a representation π(A) on H, written π ′ ⊂ π , if π ′ = π|H ′ . Subrepresentations π ′
of π correspond to projections e ∈ π(A)′, such that π ′(a) = eπ(a). It follows that
π1(A) and π2(A) have equivalent subrepresentations iff there exists a nonzero partial
isometry w : H1 → H2 such that wπ1(a) = π2(a)w for all a ∈ A.
Deﬁnition 8.18. Two representations π1 and π2 of a C*-algebra A are called:
1. equivalent if there is a unitary u : H1 → H2 such that uπ1(a)u∗ = π2(a) (a ∈ A);
2. quasi-equivalent if every subrepresentation of π1 has a subrepresentation that
is equivalent to some subrepresentation of π2, and vice versa;
3. disjoint if they do not have any equivalent subrepresentations.
We say that two states ω1 and ω2 on A equivalent, disjoint, or quasi-equivalent if
the corresponding GNS-representations πω1 and πω2 have the said property.
In other words, π1 and π2 are quasi-equivalent iff π1 has no subrepresentations dis-
joint from π2, and vice versa. This, in turn, is equivalent to the property that the set
of πi-normal states on A, i.e. states of the form a → Tr(ρπi(a)) with ρ ∈D(Hi), is
the same for i = 1 as it is for i = 2. Contrapositively, π1 and π2 are disjoint iff no
state exists that is both π1-normal and π2-normal. For example, taking A = C(X),
in which case states are probability measures μ on X , equivalence and disjointness
of states recovers the usual notions of equivalence and disjointness of measures,
respectively (i.e., having the same null sets and having disjoint supports).
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Proposition 8.19. For any state ω , if ω = tω1 +(1− t)ω2 for some t ∈ (0,1), then
ω1 and ω2 are disjoint iff there is a projection e ∈ Acω = πω(A)′ ∩πω(A)′′ such that
πω(A)|eHω ∼= πω1(A); (8.136)
πω(A)|e⊥Hω
∼= πω2(A). (8.137)
Since subrepresentations of πω(A) always correspond to projections e∈ πω(A)′; the
key assumption being made here is that e also lies in the weak closure πω(A)′′.
Proof. One direction is easy: if (8.136) - (8.137) hold, then (arguing by contradic-
tion) equivalent subrepresentations π1(A) of πω1(A) and π2(A) of πω2(A) are given
by projections e1 ≤ e and e2 ≤ e⊥ = 1Hω − e , respectively, through
πi(a) = πω(a)|eiHω , (i= 1,2,a ∈ A), (8.138)
and the partial isometry w on Hω whose restriction to e1Hω implements a (unitary)
equivalence between π1(A) and π2(A) by deﬁnition satisﬁes w∗w = e1, ww∗ = e2.
Moreover, e1 ≤ e implies we=w and e2 ≤ e⊥ implies e⊥w=w, which together give
e⊥we = w. Furthermore, again by deﬁnition, w ∈ πω(A)′. If now e ∈ πω(A)′′, then
we= ew. Combining these equalities gives w= 0, which is the desired contradiction.
Lemma 8.20. For any functional ω ′ ∈ A∗ such that 0 ≤ ω ′ ≤ ω , where ω ∈ S(A),
there is an operator c ∈ πω(A)′ on Hω such that 0≤ c≤ 1H and
ω ′(a) = 〈Ωω ,cπω(a)Ωω〉 (a ∈ A). (8.139)
In particular, there is a vector ξ ∈ Hω such that
ω ′(a) = 〈ξ ,πω(a)ξ 〉Hω . (8.140)
Proof. Cauchy–Schwarz for the positive semideﬁnite form 〈a,b〉′ = ω ′(a∗b) gives
|ω ′(a∗b)|2 ≤ ω ′(a∗a)ω ′(b∗b)≤ ω(a∗a)ω(b∗b) = ‖πωi(a)Ωωi‖2‖πωi(b)Ωωi‖2.
Hence we obtain a well-deﬁned positive quadratic form B on Hω , initially deﬁned
on the dense domain πω(A)Ωω ×πω(A)Ωω by the formula
B(πω(a)Ωω ,πω(b)Ωω) = ω ′(a∗b), (8.141)
and extended to Hω ×Hω by continuity; the above inequality immediately gives
|B(ϕ,ψ)| ≤ ‖ϕ‖‖ψ‖, and hence Proposition B.79 yields an operator 0 ≤ c ≤ 1H
such that B(ϕ,ψ) = 〈ϕ,cψ〉. With (8.141), this gives (8.139). We now compute
ω ′(a∗b∗d) = B(πω(ba)Ωω ,πω(d)Ωω) = 〈πω(a)Ωω ,πω(b∗)cπω(d)Ωω〉
= B(πω(a)Ωω ,πω(b∗d)Ωω = 〈πω(a)Ωω ,cπω(b∗)πω(d)Ωω〉,
so that [c,πω(b∗)] = 0 for each b ∈ A, i.e., c ∈ πω(A)′. Writing c= c21 with c∗1 = c1,
and then ξ = c1Ωω , completes the proof. 
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We continue the proof of Proposition 8.19 in the converse direction. Assume
ω = tω1+(1− t)ω2 = ω ′1+ω ′2, (8.142)
with ω ′1 = tω1 and ω
′
2 = (1− t)ω2, so that 0 ≤ ω ′1 ≤ ω and 0 ≤ ω ′2 ≤ ω . It follows
from the ﬁrst claim in Lemma 8.20 that there is c ∈ B(Hω) as stated such that
ω ′1(a) = 〈Ωω ,cπω(a)Ωω〉; (8.143)
ω ′2(a) = 〈Ωω ,(1Hω − c)πω(a)Ωω〉, (8.144)
where (8.144) follows from (8.143), (C.196), and ω = ω ′1+ω
′
2. Deﬁne ω
′ ∈ A∗ by
ω ′(a) = 〈Ωω ,c(1Hω − c)πω(a)Ωω〉. (8.145)
We have 0 ≤ ω ′ ≤ ω ′1 (since c(1Hω − c) ≤ c) as well as 0 ≤ ω ′ ≤ ω ′2 (since also
c(1Hω − c) ≤ 1Hω − c). Now assume that ω1 and ω2 are disjoint. Applying (8.140)
with ωωi shows that ω ′ is π1-normal as well as π2-normal, so that it follows from
the remarks following Deﬁnition 8.18 that ω ′ = 0. Since Ωω is cyclic for πω(A) by
the GNS-construction, this implies c(1Hω − c) = 0, and hence c2 = c. Since c ≥ 0,
which implies c∗ = c, it follows that c is a projection, henceforth called e. Therefore,
ω1(a) = 〈Ωω ,eπω(a)Ωω〉/‖eΩω‖2; (8.146)
ω2(a) = 〈Ωω ,e⊥πω(a)Ωω〉/‖e⊥Ωω‖2, (8.147)
where t = ‖eΩω‖2. We see from these formulae and Proposition C.91 that πω1 and
πω2 are equivalent to the restrictions of πω to eHω and e
⊥Hω , respectively; under
this equivalence, the cyclic vectors Ωω1 and Ωω2 correspond with eΩω/‖eΩω‖ and
e⊥Ωω/‖e⊥Ωω‖, respectively. Since e ∈ πω(A)′ by Lemma 8.20, it only remains to
be shown that e ∈ πω(A)′′. To this effect, for any b ∈ πω(A)′ and ψ ∈ Hω , deﬁne
ω ′′ ∈ A∗;
ω ′′(a) = 〈e⊥beψ,πω(a)e⊥beψ〉. (8.148)
Then ω ′′ is positive, as well as πω2 -normal, the latter because of the presence of the
projection e⊥ and (8.147). But for a ∈ A+ we have the inequalities
0≤ ω ′′(a)≤ ‖e⊥b‖2〈eψ,πω(a)eψ〉, (8.149)
so that 0≤ ω ′′ ≤ ω ′′1 for the state (assuming eψ is a unit vector)
ω ′′1 (a) = 〈ψ,eπω(a)eψ〉. (8.150)
Since eψ ∈ eHω , the latter state is πω1 -normal, so that ω ′′1 is itself πω1 -normal by
Lemma 8.20 (which argument by now should sound familiar). Again invoking dis-
jointness of ω1 and ω2, it follows that ω ′′ = 0, which, since ψ was arbitrary, in turn
yields e⊥be= 0 for any b ∈ πω(A)′. This forces e ∈ πω(A)′′. 
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The ﬁrst of the following corollaries to Proposition 8.19 is Hepp’s Lemma:
Lemma 8.21. Let π : A → B(H) be a representation of A, and let ψ1,ψ2 be unit
vectors in H. Then the vector states ωi(a) = 〈ψi,π(a)ψi〉 (i= 1,2) are disjoint iff
〈ψ1,π(a)ψ2〉= 0 (a ∈ A). (8.151)
Proof. Take, for example, ω = 12 (ω1+ω2) in Proposition 8.19. 
Corollary 8.22. 1. Two primary states are either disjoint or quasi-equivalent.
2. A state is primary iff it has no convex decomposition into disjoint states.
Recall that a state is pure if it has no nontrivial convex decomposition whatsoever.
The analogy between pure states and primary states may be completed as follows:
• ω pure ↔ πω(A)′ = C ·1 (cf. Theorem C.90);
• ω primary ↔ πω(A)′ ∩πω(A)′′ = C ·1 (cf. Deﬁnition 8.17).
A physical property of primary states is that the corresponding correlation functions
have a clustering property of a kind that may even be experimentally accessible:
Theorem 8.23. A state ω on a quasi-local C*-algebra A (8.130) has trivial algebra
at inﬁnity, i.e., A∞ω = C ·1, iff it is clustering, in the following sense: for each a ∈ A
and ε > 0 there is a ﬁnite Λ ⊂ Zd such that for all b ∈ AΛ ′ with ‖b‖= 1 one has
|ω(ab)−ω(a)ω(b)| ≤ ε. (8.152)
In particular, if ω is primary, then it is clustering and hence (8.152) holds.
Proof. The complete proof is quite technical, but the main idea is as follows. Choose
ﬁnite regions Λn moving to inﬁnity (i.e., eventually avoiding any given Λ ), and pick
elements cn ∈ AΛn), ‖cn‖ = 1. The sequence (πω(cn)) in B(Hω) has a weakly con-
vergent subsequence with limit c ∈ B(Hω). This follows from the Banach–Alaoglu
Theorem B.48, applied to B(Hω) seen as the dual space of B1(Hω)): on the unit
ball, the corresponding weak∗-topology on B(Hω) coincides with the weak operator
topology, so that the unit ball in B(Hω) is weakly compact and the theorem applies.
• By von Neumann’s Bicommutant Theorem C.127 we have c ∈ πω(A)′′.
• By Einstein locality (8.132) and the delocalization of the Λn, also c ∈ πω(A)′.
Hence c∈Acω , and by a more reﬁned argument (which is unnecessary if if A∞ω =Acω ),
even c ∈ A∞ω . So if A∞ω = C ·1 we have c= (Ωω ,cΩω) ·1. On the other hand,
〈Ωω ,cΩω〉= lim
n
〈Ωω ,πω(cn)Ωω〉= lim
n
ω(cn),
so that we may compute:
lim
n
ω(acn) = lim
n
〈Ωω ,πω(a)πω(cn)Ωω〉= 〈Ωω ,πω(a)cΩω〉= ω(a) lim
n
ω(cn).
Thus for any ε > 0 there is an N such that |ω(acn)−ω(a)ω(cn)| ≤ ε for all n> N.
To derive (8.152) from this, an easy reductio ad absurdum argument sufﬁces.
The converse direction follows from Kaplansky’s Density Theorem C.131. 
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8.6 Quantum spin systems: Bundles of C*-algebras
In this section we reformulate the theory of quantum spin systems in the continuous
C*-bundle language of §8.2. First, for each N ∈ N we deﬁne ΛN ∈P f (Zd) by
ΛN = {x ∈ Zd | ‖x‖ ≤ N}. (8.153)
We then have the following analogue of the continuous bundle of C*-algebras A(q)
of C*-algebras of Theorem 8.8. The base space remains I = 1/N˙ ⊂ [0,1], where
N˙= {1,2, . . . ,∞} (seen as possible values of 1/h¯), and the ﬁbers are given by
A0 = A= limNAΛN =
⋃
N∈N
AΛN
‖·‖
; (8.154)
A1/N = AΛN = B(HΛN ) (N ∈ N), (8.155)
cf. (8.128) - (8.130), still assuming dim(H) < ∞. As before, the topology of this
bundle is deﬁned through its continuous cross-sections (a1/N)N∈N˙, which are the
analogues of the quasi-local sequences of Deﬁnition 8.7. Given (8.154) - (8.155),
each ﬁber algebra A1/N is a subalgebra of A0, and some sequence (a1/N)N∈N˙ simply
deﬁnes a continuous cross-section of the bundle iff within A (i.e. in norm) we have
lim
N→∞
a1/N = a0. (8.156)
In other words, a sequence (a1/N)N∈N with a1/N ∈ A1/N ⊂ A is quasi-local in the
sense of Deﬁnition 8.7 iff it converges in A (i.e., iff it is Cauchy in the norm of A).
The continuous bundle of Theorem 8.4 makes equally good sense for quantum
spin systems. First, with B= B(H)∼=Mn(C), the ﬁbers are obviously given by
A(c)0 =C(S(B(H))); (8.157)
A(c)1/N = B(HΛN ). (8.158)
Second, the continuous sections are once again speciﬁed via symmetrization maps
SM,N : B(HΛM )→ B(HΛN ), (8.159)
deﬁned similarly to (8.39), namely via canonical symmetrizers
SN : B(HΛN )→ B(HΛN ) (8.160)
that are deﬁned a` la (8.35) - (8.36), where this time the tensor product and ensuing
permutation in (8.35) are over all sites x ∈ ΛN . Regarding a1/M ∈ B(HΛM ) as an
element a′1/M of B(HΛN ) via the embedding AΛM ↪→ AΛN , we ﬁnally deﬁne SM,N by
SM,N(a1/M) = SN(a
′
1/M). (8.161)
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Symmetric and quasi-symmetric sequences may then be deﬁned exactly as in
Deﬁnitions 8.2 and 8.3; each quasi-symmetric sequence (a1/N)N∈N duly has a limit
a0 ∈ A(c)0 given by (8.46), where ωN is deﬁned as in (8.47), once again with a tensor
product over all sites x ∈ ΛN . By deﬁnition, the continuous sections of the bundle
(8.157) - (8.158) are then given by the quasi-symmetric sequences.
Although the ﬁbers A in (8.154) and C(S(B(H))) in (8.157) are as wide apart as
they could possibly be, they stunningly arise as limit algebras at h¯ = 0 (i.e., N = ∞
or Λ = Zd) for the same ﬁber algebras (8.155) and (8.158) at h¯ > 0 (i.e., N < ∞ or
Λ ∈P f (Zd)). As in §8.2, the difference lies in the choice of the topology on the
bundle, deﬁned via the continuous sections, which in the ﬁrst case are the quasi-local
sequences, and in the second are the quasi-symmetric (i.e., macroscopic) ones.
An interesting connection between these bundles can be obtained via the follow-
ing concept, which in a way justiﬁes the introduction of the bundles themselves.
Deﬁnition 8.24. A continuous ﬁeld of states on a continuous bundle of C*-algebras
with ﬁbers (A1/N)N∈N˙ is a family (ω1/N)N∈N˙ where
ω1/N ∈ S(A1/N); (8.162)
lim
N→∞
ω1/N(a1/N) = ω0(a0), (8.163)
for each continuous cross-sections (a1/N). In that case, we write
ω0 = lim
N→∞
ω1/N , (8.164)
despite the fact that all states in question may be deﬁned on different C*-algebras.
For example, any state ω on A0 = A as in (8.154) deﬁnes a continuous ﬁeld:
Proposition 8.25. For any state ω ∈ S(A), the set (ω1/N)N∈N˙ of states deﬁned by
ω0 = ω; (8.165)
ω1/N = ω|A1/N , (8.166)
is a continuous ﬁeld of states on the bundle with ﬁbers (8.154) - (8.155).
Proof. We use the notation of Deﬁnition 8.7. For local sequences (8.57) we have
ω1/N(a1/N) = ω(a1/N) = ω(a1/M),
for all N ≥M. Since a0 = a1/M , this equals ω0(a0). For quasi-local sequences, a0 is
the limit of the sequence (a1/N) in the norm of A, so that ω(a1/N)→ ω(a0). 
Deﬁnition 8.26. A state ω ∈ S(A) is macroscopic if limN→∞ω(a1/N) exists for any
(quasi-) symmetric sequence (a1/N).
It does not matter whether we put “symmetric” or “quasi-symmetric” here, since
existence of the limit for symmetric sequences implies its existence on quasi-
symmetric sequences. Indeed, using the fact that ‖ω‖= 1, we may estimate
8.6 Quantum spin systems: Bundles of C*-algebras 325
|ω(a1/N)−ω(a1/M)| ≤ |ω(a˜1/N)−ω(a˜1/N)|
+ |‖a1/N − a˜1/N‖+‖a1/M − a˜1/M‖, (8.167)
for any sequence (a˜1/M). Using Deﬁnition 8.3, and hence taking (a˜1/M) symmetric,
we see that if (ω(a˜1/N)) is a Cauchy sequence, then so is (ω(a1/N)).
Proposition 8.27. A macroscopic state ω determines a state ω(c)0 on C(S(B)) by
ω(c)0 (a0) = limN→∞ω(a1/N), (8.168)
where (a1/N) is any quasi-symmetric sequence with limit a0 ∈C(S(B)), cf. (8.46).
Proof. First, note that ω(c)0 is independent of the choice of the approximating se-
quence (a1/N), since by the same argument as in the proof of Proposition C.126, if
a1/N → a0 as well as a′1/N → a0, we have
lim
N→∞
‖a1/N −a′1/N‖= ‖a0−a0‖= 0, (8.169)
and because ‖ω‖= 1 for any state ω , we also have
|ω(a1/N −a′1/N)| ≤ ‖a1/N −a′1/N‖. (8.170)
Eqs. (8.169) - (8.170) obviously imply
lim
N→∞
ω(a1/N) = limN→∞ω(a
′
1/N). (8.171)
We next show that if a1/N → a0 and b1/N → b0 in the sense of (C.560), then
a1/Nb1/N → a0b0.
If (a1/N) is a symmetric sequence a` la (8.43), and likewise (b1/N), where we may
assume without loss of generality that M is the same for both, then
a0(ρ) = ρM(a1/M), (8.172)
where ρ ∈ S(B), and likewise for b0. Using (8.38), we obtain
lim
N→∞
ρN(a1/Nb1/N) = ρM(a1/M)ρM(b1/M) = a0(ρ)b0(ρ) = (a0b0)(ρ). (8.173)
In particular, if a1/N → a0, then a∗1/Na1/N → a∗0a0. Since ω is a state, it follows
that ω(c)0 (a
∗
0a0) ≥ 0, and since also ω(c)0 (1S(B)) = 1 (because the sequence with
a1/N = 1HΛN converges to 1S(B(H))), the claim follows for symmetric sequences.
For quasi-symmetric sequences (a1/N) the result follows by approximating (a1/N)
with symmetric sequences (cf. Deﬁnition 8.3). 
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Each state ω(c)0 ∈ S(A(c)0 ) is represented by a probability measure μ on the state
space S(B(H)) of B(H). We compute this measure if ω ∈ S(A) is permutation-
invariant in that each restriction ω1/N = ω|B(HΛN ) is invariant under the natural
action of the permutation group S|ΛN | on B(HΛN ) ∼= ⊗x∈ΛNB(H), where N ∈ N
and |ΛN | is the number of points in ΛN (as in the case of B∞ in §8.2). It fol-
lows from the Quantum De Finetti Theorem 8.9 (and the fact that that the set
SS∞(A) of permutation-invariant states on A is a so-called Bauer simplex) that each
permutation-invariant state ω ∈ SS∞(A) takes the form
ω =
∫
S(B(H))
dμ(ρ)ρ∞, (8.174)
where μ is some probability measure on S(B(H)), and ρ ∈ S(B(H)); the associated
state ρ∞ on A is deﬁned by its values on each AΛN ⊂ A via the isomorphism
AΛN ∼=⊗x∈ΛNB(H). (8.175)
Furthermore, the integral in (8.174) is deﬁned weakly, i.e., for any a∈ A the number
ω(a) is obtained by integrating the function ρ → ρ∞(a) on S(B(H)) with respect to
μ . In particular, ω ∈ ∂eSS∞(A) iff μ is a Dirac measure on S(B(H)).
Proposition 8.28. Each permutation-invariant state ω ∈ SS∞(A) is macroscopic
(cf. Deﬁnition 8.26), and the probability measure μ on S(B(H)) deﬁned by ω(c)0
via (8.168) coincides with the one appearing in (8.174).
Proof. Let (a1/N) be a symmetric sequence (the quasi-symmetric case follows from
this), so that a1/N = SM,N(a1/M) for some M whenever N >M, cf. (8.43). The limit
a0 ∈C(S(B(H))) is given by (8.172), so that state ω(c)0 on C(S(B(H))) deﬁned by
ω(c)0 ( f ) =
∫
S(B(H))
dμ(ρ) f (ρ) (8.176)
satisﬁes the required condition
lim
N→∞
ω1/N(a1/N) = ω1/M(a1/M) =
∫
S(B(H))
dμ(ρ)ρM(a1/M) = ω
(c)
0 (a0). 
To proceed we make the following technical assumption on ω ∈ S(A) (which is
satisﬁed in typical physical models): if πω(a1/N)→ 0 weakly in B(Hω), for some
sequence (a1/N) where a1/N ∈ A1/N , then πω(a1/N)Ωω → 0 in B(Hω) (in norm).
Theorem 8.29. Assume that the state ω in part 1 below (and likewise the states ω1
and ω2 in part 2) satisﬁes the above technical condition. Then:
1. If ω is a primary macroscopic state on A, then the corresponding state ω(c)0 is
pure, i.e., the probability measure μ on S(B(H)) is a Dirac measure.
2. If ω1 and ω2 are quasi-equivalent primary macroscopic state on A, then μ1 = μ2
(and hence if μ1 = μ2, then ω1 and ω2 are disjoint).
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The techniques in the proof below can be used to show that our additional assump-
tion is equivalent to: if (8.178) below holds weakly in B(Hω), then it also holds
strongly. Thus we could have redeﬁned a macroscopic state ω as one for which the
strong limit limN→∞πω(a1/N) exists in B(Hω) (and some authors indeed do so).
Proof. We ﬁrst show that if ω is a primary macroscopic state on A, and (a1/N) is
symmetric (from which the quasi-symmetric case duly follows) such that
lim
N→∞
ω(a1/N) = α, (8.177)
then, in the weak operator topology on the GNS-representation space B(Hω),
lim
N→∞
πω(a1/N) = α ·1Hω . (8.178)
To this end, we ﬁrst note that ‖a1/N‖ is uniformly bounded in N: if (a1/N) is sym-
metric, as in (8.43), then obviously ‖a1/N‖= ‖a1/M‖ for all N >M, so that if (a1/N)
is merely quasi-symmetric we have ‖a1/N‖ ≤ ‖a1/M‖+ ε for all N > M, where ε
and M are the quantities appearing in Deﬁnition 8.3. Hence it is enough to establish
the weak limit (8.178) between states in a dense set, viz. πω(b)Ωω , where b ∈ A,
or even in ∪NA1/N . Furthermore, using the polarization identity (A.5) and (C.8) -
(C.9), it is enough to prove that for each K ∈ N and b ∈ A1/K , we have
lim
N→∞
ω(b∗a1/Nb) = αω(b∗b), (8.179)
since by the GNS-construction we obviously have
〈πω(b)Ωω ,πω(a1/N)πω(b)Ωω〉= ω(b∗a1/Nb). (8.180)
Theorem 8.23 implies (or even states) that if ω is primary, for each b ∈ A and ε > 0
there is M ∈ N such that for all a ∈ A′ΛM with ‖a‖= 1, we have
|ω(b∗ba)−ω(b∗b)ω(a)| ≤ ε. (8.181)
Assuming b ∈ A1/K , we ﬁrst note that limN→∞[a1/N ,b] = 0 in norm (even though
limN→∞ a1/N does not exist in norm), and secondly that, for any given M ∈ N, if
a˜1/N is the same as a1/N except that in any term b1⊗·· ·⊗ b|ΛN | that contributes to
a1/N we replace bi  1H whenever bi ∈ A1/M , then
lim
N→∞
‖a˜1/N −a1/N‖= 0. (8.182)
Given (8.177), these facts with (8.181) immediately give (8.179) and hence (8.178).
According to (8.177) and (8.178), the state ω(c)0 ∈ S(C(S(B(H)))) is given by
ω(c)0 (a0) = limN→∞〈Ωω ,πω(a1/N)Ωω〉, (8.183)
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where a1/N is some symmetric sequence converging to→ a0 in the sense of (C.560);
as in the proof of Proposition 8.27, the left-hand side is independent of the particular
choice of this sequence. The proof of Proposition 8.27 also showed that if a1/N → a0
and b1/N → b0, then a1/Nb1/N → a0b0, so that
ω(c)0 (a0b0) = limN→∞〈Ωω ,πω(a1/Nb1/N)Ωω〉
= lim
N→∞
〈Ωω ,πω(a1/N)−α ·1Hω )πω(b1/N)Ωω〉+αβ ,
where α is deﬁned by (8.177), and likewise β . At this point that we need our ad-
ditional assumption, which, together with uniform boundedness of ‖πω(a1/N)‖ and
hence of ‖πω(a1/N)Ωω‖ in N yields that the ﬁrst term in the second line is zero.
Therefore, ω(c)0 is multiplicative and hence pure (cf. Proposition C.14).
To prove the second claim, ﬁrst suppose ω1 and ω2 are quasi-equivalent. In that
case, up to unitary equivalence, either πω1 is a subrepresentation of πω2 , or vice
versa; assume the former. We then have a projection e ∈ πω2(A)′ such that
πω1(a) = eπω2(a), (8.184)
for each a ∈ A, and since e= 1Hω1 by construction, eq. (8.178) gives
lim
N→∞
πω1(a1/N) = α1 · e; (8.185)
lim
N→∞
πω2(a1/N) = α2 ·1Hω2 . (8.186)
Multiplying both sides of (8.186) with e gives α1 = α2. 
Corollary 8.30. A permutation-invariant state ω ∈ SS∞(A) is primary iff the cor-
responding measure μ in (8.174) is a Dirac measure, and it is pure iff the latter is
supported by a pure state on B(H).
Proof. In the ﬁrst claim, the inference from “primary“ to “Dirac” obviously follows
from Theorem 8.29. The converse direction is a consequence of the commutation
theorem (C.329) for von Neumann algebras, combined with the fact that each rep-
resentation of B(H) for ﬁnite-dimensional H is primary (which in turn follows from
the fact, not proved in this book, that B(H) has just one irreducible representation,
up to equivalence). The second claim follows from Proposition C.105. &unionsq
Finally, one macroscopic state generates many others. A folium in the state space
S(A) of a C*-algebra A is a convex, norm-closed subspace F of S(A) with the
property that if ω ∈F and b ∈ A such that ω(b∗b) > 0, then the “reduced” state
ωb : a → ω(b∗ab)/ω(b∗b) must be in F . For example, if π is a representation of
A on a Hilbert space H, then the set of all density matrices on H (i.e. the π-normal
states on A) comprises a foliumFπ . In particular, each state ω on A deﬁnes a folium
Fω ≡Fπω through its GNS-representation πω . It then follows from cyclicity of the
GNS-representation that each state in the foliumFω of a macroscopic state ω ∈ S(A)
is automatically macroscopic and even has the same limit state ω(c) as ω .
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Notes
§8.1. Large quantum numbers
Theorem 8.1 has been adapted from Landsman (1998b); the proof relies on Si-
mon (1980), who, generalizing the case of SU(2) treated by Lieb (1973), in turn uses
the coherent states for Lie groups introduced by Perelomov (1972, 1986). Dufﬁeld
(1999) gives the details of the method of steepest descent used in proving (8.30).
Although this material was inspired by Bohr’s Correspondence Principle, at the end
of the day the relationship may seem remote.
§8.2. Large systems
The theory in this section, which elaborates on Landsman (2007), is a reformula-
tion in terms of continuous bundles of C*-algebras of the formal parts of a series of
papers on quantum mean-ﬁeld systems by Raggio & Werner (1989, 1991), Dufﬁeld
& Werner (1992a,b,c), and Dufﬁeld, Roos, & Werner (1992). These models have
their origin in the treatment of the BCS theory of superconductivity due to Bogoli-
ubov (1958) and Haag (1962); for further references see the notes to §10.8.
§8.3. Quantum de Finetti Theorem
Theorem 8.9 is due to Størmer (1969), whose proof was based on the fact that
the S∞-action on B∞ is asymptotically abelian, in that for any a,a′ ∈ B∞ one has
inf{‖[αp(a),a′]‖, p ∈S∞}= 0.
This implies that SS∞(B∞) is a Choquet simplex, which quickly leads to (8.66). Our
proof is taken from Hudson & Moody (1975). See also Caves, Fuchs, & Schack
(2002a). Finite-size corrections to Theorem 8.9 are studied e.g. in Ko¨nig & Mitchi-
son (2009). Corollary 8.11 is due to Hewitt & Savage (1955), who credit Jules Haag
(rather than De Finetti) for the binary case (i.e., X = {0,1}). See Kallenberg (2005)
for an exhaustive account of such results (in classical probability theory).
Proposition 8.12 is taken from Diaconis & Freedman (1980), who also give
ﬁnite-size corrections to Corollary 8.11, as follows. Let a permutation-invariant
probability measure νN on XN be K-exchangeable, so that there is a permutation-
invariant probability measure νN+K on XN+K whose restriction to XN is νN . Let
PN+K be the probability measure on Pr(X) deﬁned by νN+K as in (8.85), i.e.,
PN+K(A) = νN+K(E−1N+K(A)), and ﬁnally deﬁne
ν ′N+K =
∫
Pr(X)
dPN+K(μ)μN+K ,
as in (8.79). Then, in terms of the usual norm on the Banach dual C(XN)∗,
‖νN −ν ′N‖ ≤
K(K−1)
N
.
Proposition 8.13 is stated without proof in Kingman (1978). See Mackey (1974) or
Gray (2009) for ergodic theory in connection with probability theory.
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Of course, there are numerous results in probability theory that do not share the
problems of the law of large numbers. For example, in the situation (8.94), for any
ε > 0 one has the Chernoff–Hoeffding bound
μN
(
| 1
N
N
∑
i=1
xi− p| ≥ ε|
)
≤ e−2Nε2 ,
which is superior to the weak law of large numbers, i.e., for every ε > 0,
lim
N→∞
μN
(
| 1
N
N
∑
i=1
xi− p| ≥ ε|
)
= 0,
which from the point of view of Earman’s Principle is already a marked conceptual
improvement over the strong law (but which is mathematically weaker).
§8.4. Frequency interpretation of probability and Born rule
The Kolmogorov quote is from Fine (1973, p. 94), which even 40 years later is
still to be recommended as one of the best (technical) book on the foundations of
probability theory. See also Ha´jek & Hitchcock (2016) for a comprehensive recent
survey of the philosophy of probability. The Keynes quote is from Hacking (2001,
p. 149), which is a very elementary introduction to the foundations of probability
At a more advanced level see also Gillies (2000), whilst Howson (1995) is a useful
brief survey.
The original version of the Principal Principle (Lewis, 1980) equated probabil-
ity (or chance) as subjective degree of belief (i.e. credence) with objective chance
(though in the single case as opposed to relative frequency. Our own version in the
main text is meant to clarify the relationship between singe-case probabilities and
long run frequencies, both seen as objective.
Attempts to derive the Born rule started with Finkelstein (1965) and were contin-
ued e.g. by Hartle (1968), Farhi, Goldstone, & Gutmann (1989), Van Wesep (2006),
Aguirre & Tegmark (2011), Moulay (2014), and others, partly based on indubitable
mathematical arguments in the spirit of the strong law of large numbers supplied
by e.g. Ochs (1977, 1980), Bugajski & Motyka (1981), Pulmannova´ & Stehlkova´
(1986). Such attempts (typically presented as claims) provoked valid critiques of the
kind mentioned in the main text from e.g. Cassinelli & Sa´nchez-Go´mez (1996) and
Caves & Schack (2005). For a balanced account see also Cassinelli & Lahti (1989).
Inﬁnite tensor products of Hilbert spaces were introduced by von Neumann (1938).
Our approach, which is sympathetic to both sides of the dispute, is a vast ex-
pansion of Landsman (2008). The existence of e∞ as in (8.109) - (8.110) is based
on the same extension argument that proves the Kolmogorov existence theorem for
inﬁnite product probabilities, see e.g. Dudley (1989), proof of Theorem 8.2.2, and
Van Wesep (2006), who carries out the proof for X = {0,1}.
There is also a large (and inconclusive) literature on alleged derivations of the
Born rule in the context of the Many-Worlds (i.e. Everettian) Interpretation of quan-
tum mechanics, which may be traced back from Wallace (2012), who supports such
derivations, and Dawid & The´bault (2015), who criticize them.
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§8.5.Quantum spin systems: Quasi-local C*-algebras
Basic references are Ruelle (1969), Israel (1979), Bratteli & Robinson (1987,
1997), and Simon (1993); for macroscopic states see Hepp (1972) and Sewell
(2002). Naaijkens (2013) is a useful brief introduction to quantum spin systems.
The proof that Haag duality holds for quantum spin systems is far from trivial: see
Simon (1993), Prop. IV.1.6. In the proof of (8.135), simplicity of A given simplicity
of each AΛ is easily inferred from the fact that if I ⊂ A is an ideal, then IΛ = I∩AΛ is
an ideal in AΛ = B(HΛ ), which must be either zero or AΛ , both of which contradict
non-triviality of I. Theorem 8.23 is a famous result due to Lanford & Ruelle (1969),
partly anticipated by Powers (1967). For a complete proof see also Simon (1993),
Theorem IV.1.4.
§8.5.Quantum spin systems: Bundles of C*-algebras
This section was inspired by Landsman (2007), §6, and Gerisch (1993).
Folia of states (in the sense meant here) were introduced by Haag, Kadison, &
Kastler (1970), but note that the name “folium” is poorly chosen, since S(A) is by
no means foliated by its folia (for example, a folium may contain subfolia).
