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Abstract
List decoding is a decoding strategy that provides a set of codewords at the output of
the channel decoder. Since this technique corrects errors beyond the correcting bound of
the code, upper layers in the application or in the communications protocol can choose
the appropriate candidate codeword among the elements of the set. The Koetter-Vardy
algorithm is a soft-decision decoding algorithm for Reed-Solomon codes. It is based
on two sequential processes: interpolation and factorization. In most applications it is
interesting to eﬃciently decode in real time. This paper discusses some parallelization
results about the interpolation process, which is the highest time-consuming part of the
Koetter-Vardy algorithm.
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1 Introduction
Reed-Solomon (RS) codes are a family of error-correcting codes which have been used in
many applications since their formulation. Countless applications can be found in error
control coding of digital communications standards such as Digital Video Broadcasting
(DVB) [9], WIMAX [8], etc. Other applications such as ﬁngerprinting or watermarking
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beneﬁt from this family of codes in order to protect hidden information that can identify
dishonest users performing unauthorized redistribution of digital contents [15, 6].
Decoding of RS codes has been an active research topic for the past decades. The last
breakthrough came with the work of Sudan in list decoding [2], where the ﬁrst polynomial-
time list decoding algorithm for RS codes was presented. List decoding was introduced by
Elias in [5]. As its name suggests, it provides at the output of the decoder not a single
codeword but a set of them, in which the sent codeword can be found. This initial work
was later extended by Guruswami and Sudan in [1]. Furthermore, in [3] Koetter and Vardy
use reliability (soft) information provided by the channel in order to improve the decoding
process.
1.1 Objectives and paper organization
Parallel implementations of the Koetter-Vardy soft-decision decoding algorithm (KV algo-
rithm) can be found in the literature, mainly as hardware implementation on FPGAs (see
[11], [12], [13]). Unfortunately, there is lack of implementations and variations in the context
of parallel multicore systems. These systems are having a widespread use in handheld and
mobile devices, so an eﬃcient parallel implementation based in multithread programming
is of increasing interest.
In this paper we discuss an eﬃcient implementation of the interpolation process, which
is the highest complexity part of the KV algorithm. After describing its sequential imple-
mentation, we proceed to present the parallelization scheme and its performance evaluation.
Finally we give some conclusions.
2 The Koetter-Vardy soft-decision decoding algorithm
Before discussing the KV algorithm, let us deﬁne formally a Reed-Solomon code.
Let GF (q) be the ﬁnite ﬁeld of q elements, and let γ be a primitive element of GF (q).
The Reed-Solomon code of length n = q−1 and dimension k over GF (q), denoted RS[n, k],
is deﬁned as the following vector subspace of GF (q)n:
RS[n, k] = {(p(γ1), . . . , p(γn)) : p(x) ∈ GF (q)[x]k−1},
where GF (q)[x]k−1 is the ring of polynomials over GF (q) of degree less than k.
The codeword is transmitted through a noisy channel and the decoder receives a cor-
rupted version of it. In this work, we focus on the decoding of RS codes using the KV
algorithm [3].
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2.1 Overview of the KV algorithm
In this section we brieﬂy review the KV algorithm. For a detailed description, we refer the
reader to [3].
The KV algorithm is based on the Guruswami-Sudan algorithm. Both algorithms con-
sist of two main steps: an interpolation step and a factorization step. In addition, Koetter
and Vardy included a preprocessing step in which the reliability information provided by
the channel is translated into the set of interpolation constraints used in the subsequent
process. The reliability information given to the decoder usually takes the form of the
likelihood that a given symbol has been sent.
Before presenting the KV algorithm, we recall that if Q(x, y) =
∑
i,j qi,jx
iyj is a bi-
variate polynomial with coeﬃcients in GF (q), the (1, k − 1)-weighted degree of Q(x, y) is
deﬁned as max{i+ (k − 1)j : qi,j = 0}.
The outline of the KV algorithm for a RS[n, k] code is as follows:
1. Preprocessing step. Translate the soft information provided by the channel into a
set of interpolation constraints: S = {(xl, yl,ml)}, where xl, yl ∈ GF (q) and ml is a
positive integer.
2. Interpolation step. Construct a bivariate polynomial over GF (q) of minimum (1, k−1)-
weighted degree,
Q(x, y) =
dx∑
i=0
dy∑
j=0
ai,jx
iyj , (1)
such that it satisﬁes the interpolation constraints. That is, Q(x, y), has a zero in (xl, yl)
of multiplicity ml for every triple (xl, yl,ml) ∈ S. This is equivalent to specifying
the value of the function and its mi − 1 symbolic derivatives in the interpolating
polynomial.
3. Factorization step. Find all factors of Q(x, y) of the form y − p(x), where p(x) is a
polynomial of degree k−1 or less. The output of the algorithm is the list of codewords
L generated from each such p(x).
We can ﬁnd several algorithms that solve the interpolation process (see for example
[4, 14]). We have implemented the Koetter algorithm that can be found in [7, 4]. There are
several algorithms for the factoring process we want to solve [4, 10, 16, 17]. In this case, the
Roth-Ruckenstein algorithm has been implemented whose main background can be found
in [4].
2.2 The interpolation step
Since our focus in this work is the speedup of the interpolation step when running on
multicore environments, we describe in greater detail this part of the KV algorithm.
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Koetter Algorithm for Interpolation
Input: Set of interpolation constraints S = {(xi, yi,mi)}; maximum y-degree dy;
monomial order (1, v).
Output: Bivariate polynomial Q(x, y) of minimum (1, k − 1)-weighted degree that
satisﬁes the interpolation constraints.
Initialization: Qj = y
j for j = 0 to dy
Process:
for each (xi, yi,mi) ∈ S
for (r, s) = (0, 0) to (mi − 1, 1)
for j = 0 to dy
DISC: Δj = coeﬀ(Qj(x+ xi, y + yi), x
r ys)
j∗ = argmin(1,k−1){Qj : j ∈ J}
f = Qj
Δ = Δj∗
if (j = j∗)
Qj = ΔQj −Δjf
else (j = j∗)
Qj = (x− xi)f
Q(x, y) = min(1,k−1){Qj(x, y)}
For a bivariate polynomial Q(x, y) =
∑
i,j qi,jx
iyj, the function coeﬀ(Q(x, y), xr ys)
simply returns qr,s. Also, the functions min(1,k−1) and min(1,k−1) output the minimum (1, k−
1)-weighted degree and the index of the minimum (1, k − 1)-weighted degree polynomial,
respectively.
3 Sequential implementation
3.1 Hardware/software platform
All the tests have been executed in a SMP dual Intel(R) Xeon(TM) Hex-core CPU X5675
@3.07 GHz with 128 GB of main memory, without multithreading, running a Linux oper-
ating system with kernel 2.6.32, using the Intel icc C/C++ compiler version 12.1.
3.2 Execution time and serial fractions
Figures 1(a) and 1(b) show the execution time of the interpolation process versus the mul-
tiplicity m of the points for several maximum values for the grade of y (dy) and for diﬀerent
amount of points respectively. The measurements have been averaged 10 times, and the
maximum and minimum value of the measurement are denoted in the drawn segment of it.
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We can observe that the execution time grows with the multiplicity m, with the maximum
grade for y, dy and with the number of points np.
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Figure 1: Sequential interpolation execution time
The most interesting information comes from the proportion of time the interpolation
process takes respect to the total decoding time (interpolation time plus factorization time);
this is shown in Figures 2(a) and 2(b). A great percentage of the execution time of the GS
algorithm is concentrated in the interpolation part as curves show. In general, the higher
value for dy, the higher proportion of interpolation execution time. The variance in the
time proportion measurements is high due to a strong dependency on the problem instance.
So from an eﬃciency point of view, it is interesting to concentrate the eﬀort in parallelizing
this part of the algorithm.
Inside the interpolation process, any iteration of the Koetter algorithm has data de-
pendency from the previous iteration so a parallelization of any of the outermost for loops
would be quite ineﬃcient. In the innermost j-loop, where the discrepancies are computed,
each iteration is completely independent from any other one, so we can parallelize it eﬀec-
tively. Fortunately, the rest of the code is relatively light respect to this innermost loop.
Figures 3(a) and 3(b) show the ratio between the discrepancy computation execution time
respect to the total interpolation execution time. This proportion is relatively constant
(between 75 and 85%) with the multiplicity m and the number of points np and higher with
higher values of dy.
Again, this part of the code is the most time-consuming part, so its parallelization can
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Figure 2: Proportion of interpolation execution time vs. total decoding execution time
potentially provide a favorable speedup in the computation. Anyway, these fractions or
proportions of the parallelizable code will limit the maximum achievable speedup to the
range 4–6.6 due to Amdahl’s law.
4 Parallelization and speedup
We have used OpenMP compiler directives to parallelize the innermost loop of the Koetter
algorithm. Parallel and sequential times have been obtained for the interpolation process
using the -O3 compiler switch for all cases.
Figures 4(a) and 4(b) show the speedup in the interpolation code for two diﬀerent
number of points. The speedup obtained ranges between 1.7 and 3.5 depending on the
parameter values. If we compare these values to the Amdahl’s law maximum attainable
speedup, the eﬃciency is in the range 43–53%.
5 Conclusions
In this paper we have shown the performance results of the interpolation process paral-
lelization in the Koetter-Vardy algorithm. In this algorithm we ﬁnd nested loops with data
dependency iterations which result in a diﬃcult parallelization. Only part of the algorithm
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Figure 3: Proportion of discrepancy execution time vs total interpolation execution time
can be fully parallelized, so the serial fraction of the algorithm is meaningful and it imposes
a limit in the maximum attainable speedup. This is the main reason why only a moderate
speedup or parallel eﬃciency has been obtained.
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