Abstract. In infrared astronomy, an observed image from a chop and nod process can be considered as the result of passing the original image through a highpass filter. Here we propose a restoration algorithm which builds up a tight framelet system that has the highpass filter as one of the framelet filters. Our approach reduces the solution of restoration problem to that of recovering the missing coefficients of the original image in the tight framelet decomposition. The framelet approach provides a natural setting to apply various sophisticated framelet denoising schemes to remove the noise without reducing the intensity of major stars in the image. A proof of the convergence of the algorithm based on convex analysis is also provided. Simulated and real images are tested to illustrate the efficiency of our method over the projected Landweber method.
1. Introduction. We start with a very brief introduction to the formation of chopped and nodded images and refer the readers to the papers by Bertero et al. in [2] - [5] for details. In ground-based astronomy at mid-infrared wavelengths (λ ≈ 5-20µm), the weak astronomical signal f is corrupted by the overwhelming thermal background produced by the atmosphere and the telescope. The observed signal s from the direction (x, y) at time t on the detector plane is the superposition of the weak signal f (x, y) together with a large time-varying background η(x, y, t) coming from the atmosphere and telescope optics, i.e.,
s = f (x, y) + η(x, y, t).
To extract the celestial source f , we need to eliminate the effect of the background η(x, y, t). A common approach called chop-and-nod is employed. Chopping refers to the rapid modulation of the telescope beam between the target and an empty sky area. Nodding refers to a second chopping sequence done with the telescope pointing to an offset position. In essence, if the target position is (x, y) and the two sky areas are (x, y + ∆) and (x, y − ∆), the chopping and nodding techniques produce a second difference of the observed signal s −f (x, y − ∆) + 2f (x, y) − f (x, y + ∆) + e, (1.1) 1 where the quantity ∆ is called the chopping throw or chopping amplitude and e := −η(x, y − ∆, t ) + 2η(x, y, t) − η(x, y + ∆, t ) with the time t and t being close to t. Under suitable assumptions [2] , the term e can be modeled by a white Gaussian process. One gets the so-called chopped and nodded image:
g(x, y) := −f (x, y − ∆) + 2f (x, y) − f (x, y + ∆) + e.
( 1.2)
The effect of noise e to the accuracy of the restoration is discussed in Section 5. To restore f , we need to solve the inversion problem (1.2) from g. In this paper, we only consider the case when the chopping amplitude ∆ is an integral multiple of the sampling distance in the detector plane, i.e. ∆ = K is an integer. We remark that this assumption can be restrictive in some situations, see [3, 5, 21] . We can write (1.2) in the following discrete form: g j,m = −f j,m−K + 2f j,m − f j,m+K + e j,m (1.3) where g j,m and f j,m are the samples of g(x, y) and f (x, y) respectively, and e j,m is the samples of e at (j, m). For each j, let g j be the vector whose mth entry is given by g j,m , m = 1, 2, . . . , N respectively; and f j be the vector with the nth entry given by f j,n−K , n = 1, 2, . . . , N + 2K. Then (1.3) can be written in a matrix form:
where the (m, n)th entry of A is given by A(m, n) = −δ m,n + 2δ m+K,n − δ m+2K,n with m = 1, 2, . . . , N ; n = 1, 2, . . . , N + 2K and δ m,n = 0 if m = n and δ n,n = 1. The matrix A is called the imaging matrix. Formulation (1.4) is similar to deconvolution problems except here that A is a highpass filter instead of being a lowpass filter. One standard approach for deconvolution problems is to find f j such that Af j ≈ g j (data-fitting) while requiring f j to be smooth in certain sense (regularization). In [4] , the projected Landweber method is used to find the solution of (1.4) . It is defined as follows:
(n) j ) , n = 0, 1, . . . (1.5) where P + is the projection operator onto the set of non-negative vectors (since brightness distribution of a celestial source must be non-negative) and is a relaxation parameter which satisfies 0 < < 2/λ 1 with λ 1 being the largest eigenvalue of A T A. For a detail discussion of the method, see [1, Chapter 6] .
It was pointed out in [1, 4] that the projected Landweber method has a regularization property, known as semiconvergence: the iterates f (n) j first approach the true image, but the noise will be amplified when n is larger than a certain threshold. Thus a stopping criterion, called the discrepancy principle, is introduced in order to obtain the best approximation of the required solution. However, due to the special structure of the matrix A, the restored images always have some kinds of artifacts (see Figure  5 .4 (b)).
In this paper, we introduce a tight frame method for solving (1.4). There are many papers on using wavelet methods to solve inverse problems, and in particular, deconvolution problems. One of the main ideas is to construct a wavelet or "wavelet inspired" basis that can almost diagonalize the given operator. The underlying solution has a sparse expansion with respect to the chosen basis. The Wavelet-Vaguelette decomposition proposed in [20, 22] and the deconvolution in mirror wavelet bases in [28, 29] can both be viewed as examples of this strategy. Another approach is to apply Galerkin-type methods to inverse problems using an appropriate, but fixed wavelet basis (see e.g. [6, 13] ). Again, the idea there is that if the given operator has a sparse representation and the solution has a sparse expansion with respect to the wavelet basis, then the inversion is reduced approximately to the inversion of a truncated operator.
Recently, two new iterative thresholding ideas have been proposed in [10, 11, 12] and [17, 24] . Instead of requiring the system to have an almost diagonal representation of the operator, they only require that the underlying solution has a sparse expansion with respect to a given orthonormal but not necessary wavelet basis or to a tight frame system. The main idea of [17] is to expand the current iterate with respect to the chosen orthonormal basis for a given algorithm such as the Landweber method. Then a thresholding algorithm is applied to the coefficients of this expansion. The results are then combined to form the next iterate. The algorithm of [17] is shown to converge to the minimizer of certain cost functional. An essentially same algorithm for inverting convolution operator acting on objects that are sparse in the wavelet domain is given in [24] .
The tight frame algorithm that we are going to propose for (1.4) is closer to the approach in [10, 11, 12] , where high-resolution image reconstruction or, more generally, deconvolution problem with the convolution kernel being a lowpass filter are considered. An analysis of the convergence and optimal property of these algorithms are given in [10] . In fact, our algorithm in this paper is motivated by the ideas in [10, 11, 12] to convert the deconvolution problem g = Af into an inpainting problem in the transformed domain. To make use of the given data g for inpainting, one needs to construct a tight frame system where the given convolution operator A corresponds to one of the framelet masks of the system, say h. Then the convolution equation g = Af can be viewed as giving us the framelet coefficients of f corresponding to the given mask h. Hence the problem is to find the framelet coefficients of f corresponding to the framelet masks other than h. In short, by choosing one of the framelet masks of the system corresponding to A, the deconvolution problem is converted to the problem of inpainting in the framelet domain-finding the missing framelet coefficients. This is to be compared with inpainting in the image domain where we are given part of the image and finding the missing part of the image. Here we iteratively regenerate the missing framelet coefficients. The noise are removed by thresholding at each iteration. We will see that this iterative algorithm converges and its limit satisfies certain optimal properties. To make all these work, we need to build up a tight framelet system from the A given in (1.4) . This can be done by using the unitary extension principle of [34] . We remark here that for our A, it is impossible to construct an orthonormal (or non-redundant) wavelet system with A corresponds to one of the masks.
We note that since tight frames are redundant systems, so information lost along one framelet direction can still be contained in, and hence, recovered from other framelet directions. In fact, the redundancy not only helps in recovering the missing framelet coefficients, it also helps in reducing artifacts introduced by the thresholding denoising scheme built in the algorithm as pointed out in [14] . We further remark that unlike the approaches in [6, 13, 20, 22, 28, 29] , our approach does not attempt to find a tight frame system under which the convolution operator can be sparsely represented. Instead, similar to the approaches in [10, 11, 12, 17, 24] , we only require the underlying solution f to have a sparse representation under the tight frame system we constructed. It is shown in [7, 8] that piecewise smooth functions with a few spikes do have sparse representations by compactly supported tight frame systems. Hence, implicitly, we assume that f is piecewise smooth with possibly some spikes. Furthermore, the fact that the limit minimizes a functional of 1 norm of framelet coefficients is desirable in image restoration as have already been observed by many researchers (see e.g. [10] ).
Before getting into the technical details of our approach, we summarize the main ideas in the followings:
1. Designing a tight framelet system: In view of (1.3), we consider the chopped and nodded image g in (1.2) as the output obtained by passing the true image f through the highpass filter:
We first design a tight framelet system from a multiresolution analysis that has this chop-and-nod highpass filter (1.6) as one of the framelet masks. Then g can be understood as framelet coefficients of f corresponding to the framelet with (1.6) as the framelet mask. The restoration of f becomes the problem of recovering the coefficients of other framelets and the coefficients of the coarse level approximations (low frequency information) in the tight frame representation of f . 2. Restoring the missing information in f : The missing coefficients of f are found by an iterative procedure. The previous iterate is first decomposed by a tight framelet decomposition. Then the missing coefficients of f are approximated by the corresponding coefficients in the previous iterate and combined with g in the tight framelet reconstruction algorithm to obtain a new iterate. The tight framelet decomposition and reconstruction algorithms are based on those given by [18] . We will see that the projected Landweber method (1.5) with = 1/16 is a simple version of our tight frame algorithm, where no noise removal thresholding is done on any framelet coefficients. This observation not only gives a new interpretation of the Landweber method, but it also gives a platform to understand the method in terms of framelet theory and multiresolution analysis. 3. Denoising by thresholding: In our tight frame algorithm, the denoising is done by damping the framelet coefficients using a tight framelet denoising scheme. The scheme can denoise part of the components in each iterate, and leave other components intact. It is because our tight frame approach can identify the precise components that needs to be denoised. In contrast, the denoising scheme in [17, 24] is applied to every component of the iterate. As it is shown in the numerical simulation, this step also helps to remove some of the artifacts. Since we have to restrict the solution onto the set of non-negative vectors due to the physical meaning of f , the analysis in [10] , which is based on framelet analysis, cannot be applied here. In this paper, we give an entirely different approach from [10] to prove the convergence of our framelet algorithm. The analysis uses the framework of proximal forward-backward splitting proposed in [15] constructed under the theory of convex analysis and optimization. It will be shown in our numerical tests that the timing of our tight frame algorithm is higher than those of Landweber type methods (see, e.g., [3, 5] ) but is quite manageable. Our method can be used as a good postprocessing method to clean up these kinds of chopped and nodded infrared images.
The outline of the paper is as follows. In Section 2, we give a brief review on tight frames and design filters used in this paper. In Section 3, we give our iterative algorithm. In Section 4, we prove the convergence of the algorithm. Results on simulated and real images are presented in Section 5.
2. Tight Framelet Analysis. The chopped and nodded image g in (1.2) and (1.3) can be viewed as the result of passing the original image f through a highpass filter given in (1.6). Since we only have the highpass filter available to us, it only can be a framelet mask. We therefore have to design a framelet system and its associated multiresolution analysis with this given highpass filter. Here, we note that the associated multiresolution analysis is important in order to have a fast algorithm for the framelet transform, and the framelet transform is a necessity for any framelet based algorithm. To this end, we will make use of the unitary extension principle for tight frame constructions given in [34] . We also remark that there are no papers that we are aware of on building a wavelet or framelet system and its associated multiresolution analysis when one of the given wavelet or framelet masks is a highpass filter.
We start with the basics of tight frames in Section 2.1 and their constructions in Section 2.2. As can be seen in (1.4), the recovering of the chopped and nodded images can be reduced to the restoration of one-dimensional signals (along every fixed j in (1.4)). We therefore consider the univariate setting only. However, it is straightforward to extend the analysis given here to the multivariate case.
Preliminaries on Tight Framelets
This is equivalent to
where ·, · and · 2 = ·, · 1/2 are the inner product and norm of L 2 (R). It is clear that an orthonormal basis is a tight frame, and a tight frame is a generalization of orthonormal basis. A tight frame preserves the identities (2.1) and (2.2) which hold for an arbitrary orthonormal basis of L 2 (R). But it sacrifices the orthonormality and the linear independence of the system in order to get more flexibility. Therefore tight frames can be redundant. This redundancy is often useful in image processing applications such as denoising, see [16] .
If X(Ψ) is the collection of the dilations and the shifts of a finite set Ψ ⊂ L 2 (R), i.e.,
is called a wavelet (or affine) system. In this case the elements in Ψ are called the generators.
A normal framelet construction starts with a refinable function. A compactly supported function φ ∈ L 2 (R) is refinable (a scaling function) with a refinement mask τ φ if it satisfies
Here φ is the Fourier transform of φ, and τ φ is a trigonometric polynomial with τ φ (0) = 1, i.e., a refinement mask of a refinable function must be a lowpass filter. One can define a multiresolution analysis from a given refinable function, we omit the detailed discussion here and refer the readers to [19, 26] .
For a given compactly supported refinable function, the construction of tight framelet systems is to find a finite set Ψ that can be represented in the Fourier domain as
for some 2π-periodic τ ψ . The unitary extension principle of [34] says that the wavelet system X(Ψ) generated by a finite set Ψ forms a tight frame in L 2 (R) provided that the masks τ φ and {τ ψ } ψ∈Ψ satisfy:
for almost all ω in R. Practically, we require all masks to be trigonometric polynomials. Thus, (2.3) together with the fact that τ φ (0) = 1 imply that τ ψ (0) = 0 for all ψ ∈ Ψ. Hence, {τ ψ } ψ∈Ψ must correspond to highpass filters. The sequences of Fourier coefficients of τ ψ , as well as τ ψ itself, are called framelet masks. The construction of framelets Ψ essentially is to design, for a given refinement mask τ φ , framelet masks {τ ψ } ψ∈Ψ such that (2.3) holds.
The unitary extension principle of [34] gives the flexibility in designing filters and will be used here. A more general principle of construction tight framelets, the oblique extension principle, was obtained recently in [18] .
Filter Design.
For any positive integer K, we need to design a set of framelets Ψ such that the chop-and-nod highpass filter given in (1.6) is one of the framelet masks (up to a constant factor). Note that the trigonometric polynomial corresponding to this chop-and-nod highpass filter is sin 2 (Kω/2). We have the following result:
Proposition 2.1. For an arbitrary odd number K, let τ 2 (ω) = sin 2 (Kω/2) be the given chop-and-nod highpass filter given in (1.6). Let
Then, τ 0 , τ 1 , and τ 2 satisfy (2.3). Furthermore, 1. the function
is the refinable function with the refinement mask τ 0 , and 2. ψ 1 and ψ 2 , defined by
Proof. The proof is a straightforward extension of spline framelets given in [34] . For completeness, we give an outline of the proof here. First, the spline theory says immediately that the refinable function corresponding to the mask τ 0 is the piecewise linear spline with 1/K at origin and 0 at ±K, i.e. φ(
Secondly, we can check directly that τ 0 , τ 1 , and τ 2 satisfy (2.3). Therefore, X(Ψ) is a tight frame for L 2 (R) by the unitary extension principle of [34] .
The Fourier coefficients of the masks τ 0 , τ 1 and τ 2 are:
Clearly b 2 matches the chop-and-nod filter in (1.6). This, together with (2.4) and (2.5), leads to
Hence, the framelets are precisely the piecewise linear functions supported on
When K is even, the simple construction of the tight frame in Proposition 2.1 does not work. Nevertheless, the filter design for even K can be done similarly. Since the real astronomical images we have are all obtained using odd K, we omit the discussion for this case.
Matrix Form.
To implement our algorithm, we need to convert the filters to operators in matrix forms. For this, we need to consider boundary conditions, i.e. assumptions of the true image outside the region of interest. For simplicity, we use symmetric (reflective) extension here, see [32] . For other extensions, the derivation is similar, see for example [9] . In fact, for our method, the difference between symmetric and periodic boundary extensions is small.
For a given sequence h = {h(j)} J j=−J , we let T (h) to be the M -by-M Toeplitz matrix
where M > 2J + 1. We also define two matrices:
They correspond to the symmetric boundary conditions on the left and on the right respectively. Finally let S + (h) and S − (h) be
For the masks a, b 1 and b 2 given in (2.6)-(2.8), their corresponding decomposition (and respectively reconstruction) matrices are:
(and
respectively) with J = K and M = N + 2K. Clearly
, it is easy to verify that 10) where I is the identity.
3. Framelet Algorithm. In this section, we first show that Landweber method with = 1/16 is a framelet method with no thresholding. Then we introduce a framelet thresholding scheme. Using that, we derive our main algorithm.
3.1. Landweber Algorithm. Notice that H 2 defined by (2.9) and the imaging matrix A in (1.4) are related by:
where * here denotes non-zero matrices of size K-by-(N + 2K), cf. (1.6) and (2.8). Therefore, for any given f (n) we write
Replacing Af (n) in (3.2) by g and using (2.10), we obtain an iteration
3)
The idea of the iteration (3.3) is as follows. We view the recovering of f as the reconstruction of the finer level approximations of f from a given framelet coefficient sequence H 2 f . Note that the major part of the sequence H 2 f is already given as g. We need the sequences H 0 f and H 1 f , which we do not have. At the (n + 1)th iteration of the algorithm, we use the corresponding coefficient sequences of f (n) to approximate the missing ones. The first term in the right hand side of (3.3) represents the approximation of the low-frequency components of f whereas the second term improves its high frequency approximation. Finally
. Hence by (3.2), (3.3) can be rewritten as
Comparing it with (1.5), we see that (3.3), which uses the tight frame approach, is just a reformulation of the projected Landweber method with = 1/16. As a side product of our approach, this new formulation puts the Landweber method within the multiresolution analysis framework and gives analytical representations of the chopped and nodded image g and the restored image f in terms of the tight framelet systems. The analysis tells us that, at each iteration, the Landweber method tries to improve the low resolution approximation and the missing framelet coefficients of the true image, and it does so by combining the corresponding parts in the previous iterate with the given chopped and nodded image.
In the next section, we will see that we denoise each f (n) by damping the framelet coefficients using a framelet denoising scheme, see (3.10) . By comparing (3.3) with (3.10), we see that the framelet coefficients are not denoised at all in (3.3), which is equivalent to (3.4). Our new framelet viewpoint allows us to incorporate more sophisticated nonlinear denoising schemes to identify and remove the noise more accurately than the Landweber method (3.4).
Framelet Denoising Scheme.
Here we introduce the framelet denoising scheme. We can use any reasonable framelet systems for our noise removal. For simplicity, we just use the framelet system in Proposition 2.1 by choosing K to be 1. Its masks are: α = { }. They are short masks, and hence will give a more efficient algorithm in noise suppression. To perform a multi-level framelet decomposition without down sampling in noise removal, we need the mask α at level
The masks β ( ) 1 and β ( ) 2 can be given similarly. Let
Then the multi-level decomposition matrix to level L for this tight framelet system is
. . . 6) and the corresponding reconstruction matrix G = G T . By the tight framelet theory in [18] , we have
For an arbitrary f , the thresholding scheme D is given by the following formula:
Here,
and t λ (x) being t λ (x) = sgn(x) max(|x| − λ, 0), which is referred to as the soft thresholding. According to [23] , the thresholding parameters λ are chosen to be
where κ is the variance of the noise contained in f (n) estimated numerically by the method given in [23] . Our thresholding denoising scheme in the framelet domain is similar to that in the orthonormal wavelet domain [23] . As already pointed out by many authors, see for examples [18, 29, 35] , framelets give better denoising results. (ii) Iterate on n until convergence:
10) where D is the soft-thresholding operator given in (3.8) and P + is the projection operator onto the set P + of nonnegative vectors defined by
Both framelet masks in (2.6)-(2.8) and masks in previous subsection for denoising have a total of 8 non-zero elements. Therefore the computational cost of the framelet decomposition and reconstruction in (3.10) needs 16(L + 1)(N + 2K) multiplicative operations, while the cost of applying D is O((N + 2K) log(N + 2K)). In contrast, the projected Landweber method requires (5N + 6K) multiplicative operations per iteration [2] .
For 2D astronomical images, we first recall that the chop and nod process is a 1D process. In fact, in (1.4), we can restore the image columnwise for each fixed j. Thus there is no need to change the restoration part of Algorithm 1 . More precisely, we can still use the 1D tight framelet system {H i , H i } 2 i=0 for 2D images. However, to better capture the noise and artifacts in between the columns, we use a 2D noise reduction scheme. More precisely, we replace G and G by its 2D versions which can be obtained easily by using tensor products. For example, for 2D image f expressed as a matrix, the framelet decomposition of f gives the data: {Gf G T } where G are given in (3.6). The denoising scheme in 2D is
4. Analysis of Algorithm 1. In this section, we prove the convergence of Algorithm 1. We also show that its limit satisfies a certain minimization property. For simplicity, we give the 1D proof here. The proof can be extended to 2D images easily. Our proof is based on the framework of proximal forward-backward splitting proposed in [15] constructed under the theory of convex analysis and optimization. We first show that our algorithm can be written as an alternate direction algorithm for a minimization problem. Then we show that it converges.
An Equivalent Formulation.
In the following, we partition any vector
and x H2 ∈ R N +2K . Notice that by (3.1) we have
Therefore, in matrix form, the iteration (3.10) can be rewritten into
where
with u H given in (3.9) and by (
We are going to show that each component here is a solution to a minimization problem. First, since the soft-thresholding is equivalent to a minimization procedure (cf. [15, 33] ), i.e.,
we have
Therefore, {x
are solutions of the following minimization problems:
Secondly, we can show that for an arbitrary vector x,
Indeed, for any vector z ∈ C, we have
Equation (4.5) shows that x (n)
H2 is the solution of the minimization problem:
Define the indicator function ι C for the closed convex set C by
(4.7) Equation (4.6) can be rewritten as
By (4.4) and (4.8), x (n) can be written as the solution of the minimization problem:
Substituting (4.3) into (4.1), we obtain
By the definition of P + , f (n+1) is the solution of
where ι P+ is the indicator function of P + defined similar to (4.7). Combining (4.10) and (4.11), we can rewrite our iteration (3.10) in Algorithm 1 as
4.2. Convergence. To prove the convergence of the iteration (4.12), we recall the definitions of Moreau's proximal operator and Moreau's envelope originally introduced in [30, 31] . For any convex and lower semi-continuous function ξ, the proximal operator is defined by
The Moreau's envelope, which is a convex and differentiable function, is defined by
By Lemma 2.5 in [15] , the gradient of the envelope 1 ξ is given by
By (4.12) and (4.13), we obtain
Since by (2.10) and (3.7), B T B = I, we have
By (4.15) and the chain rule (as ∇ is the gradient with respect to f (n) ),
Therefore,
Thus we see that (3.10) in Algorithm 1, which is equivalent to (4.12), is equivalent to (4.17).
Let
This iteration is the proximal forward-backward splitting in [15] for the minimization problem
which is equivalent to min f ∈P+ F 2 (f ). By (4.14), it is further equivalent to For synthetic data we stop the iteration when ς n reaches its minimum value. For real data, we stop the iteration when |ε n+1 − ε n | < 10 −3 . This stopping criterion was used in [3, 5] . The initial guess for all algorithms is set to be zero. For Algorithm 1, the number of decomposition level L in (3.6) is 5 in all experiments.
We first test three 1D examples, the first two of which are given in [2] . In all three examples, N = 128 and K = 37. The true object f * has 202 points and the observation region lies between point 38 and point 165. Example 1. The true object consists of two narrow Gaussian functions (simulating two bright stars over a black background), one inside and one outside the observation region (see Figure 5.1(a) ). Example 2. The true object consists of one narrow Gaussian function (simulating a bright star) over a smooth background (see Figure 5.2(a) ). In all three examples, we can see the significant improvement of our method over the projected Landweber method and those in [3, 5] . We remark that the algorithm in [3] (resp. [5] ) assumes the signal f * lives on [K + 1, N + K] and imposes the periodic (resp. Dirichlet) boundary condition at K + 1 to N + K. In contrast, we assume the Neumann boundary condition for the signal at indices 1 and N + 2K. We show the visual results in Figures 5.1-5.3 . Table 5 .4 shows the numbers of iterations and the CPU time for generating the corresponding results listed in Tables 5.1-5.3. The CPU time is the average time of 100 runs of the algorithms on a 2.16 GHz Pentium-IV Dell Laptop. We see that the timing of our algorithm is higher than those of Landweber type methods but is quite manageable. Our method can be used as a good post-processing method to clean up these kinds of infrared images.
Finally we consider a real 2D image obtained from United Kingdom Infra-Red Telescope [2] . The results are given in Figure 5 .4. It is clear from the figures that our results have much less noise. 
Instead of considering the above minimization problem, we consider the following minimization problem first:
where W = w : w T 1 = 0 and 1 is the vector of all ones. We will then prove the existence of a minimizer of (6.2). Then we show that the existence of a minimizer of (6.2) implies the existence of a minimizer of (6.1). This concludes that (4.18) has a minimizer.
To start, we need the following lemma on the eigenvalues and eigenvectors of the matrices appearing in the matrix B in (4.9) . In what follows, the discrete cosine transform (DCT) matrix refers to the DCT matrix of the type II in [27] .
Lemma 6.1. The eigenvalues γ i of the matrix H 0 in (2.9) is given by Proof. By the definition of H 0 and Lemma 3.1 in [32] , the matrix H 0 can be diagonalized by the DCT matrix. By the formula (3.3) in [32] , after calculation, we can see that the eigenvalues of H 0 are given exactly by (6.3). Since G ( ) 0 are special cases of H 0 with K = 2 −1 , the statements for G ( ) 0 can be proved similarly. The following lemma shows the existence of a minimizer of (6.2). Lemma 6.2. If K and N are relatively prime, then (6.2) has a minimizer. Proof. Since F 2 (f ) is lower semi-continuous and convex, in order to prove the existence of a minimizer of (6.2), by Theorem 2.5.1(ii) in [36] , it suffices to show that F 2 is coercive in W, i.e., if w ∈ W is such that w 2 → ∞, then F 2 (w) → ∞.
Let w ∈ W, we define
Then by the definition of B in (4.9) and (4.4),
x * H0 = arg min
By (4.2), we have
Let λ m and λ M be the smallest and largest entries in u H respectively. Then 
, (c) result by the projected Landweber method (38 iterations); (d) result by the algorithm in [5] (7 iterations); (e) result by the algorithm in [3] (3 iterations); and (f ) result by Algorithm 1 (771 iterations).
Denote v = H 0 w. By (3.7), we obtain
we need to consider the eigenvalues and eigenvectors of
. By Lemma 6.1, all the matrices G ( ) 0 can be diagonalized by the DCT matrix. Therefore, the matrix I − G T L G L can be diagonalized by the DCT matrix too, and the eigenvalues are given by
which, by Lemma 6.1, equals to 0 if and only if i = 0. Therefore, the null space of It is easy to verify that 1 is the corresponding eigenvector. Therefore, W is an invariant subspace of H 0 , i.e, v = H 0 w is also in W. Hence, by (6.5), we obtain
This together with (6.4), (6.6 ) and the definition of v imply that Thus, F 2 (w) goes to infinity when w 2 goes to infinity. It means that F 2 is coercive in W. Hence a minimizer of (6.2) exists by Theorem 2.5.1(ii) in [36] . Next we show that the existence of a minimizer of (6.2) implies the existence of a minimizer of (6.1).
Lemma 6.3. Assume that a minimizer of (6.2) exists. Then a minimizer of (6.1) also exists.
Proof. First, we observe that if the identity
, ∀c ∈ R (6.7) holds for every f , then the conclusion follows immediately. Indeed, let w * ∈ W be a minimizer of (6.2), i.e. F 2 (w) ≥ F 2 (w * ) for all w ∈ W. Let p * + = w * + ρ1, where ρ is the absolute value of the smallest entry of w * . It is obvious that p * + ∈ P + . For any p + ∈ P + , we orthogonally decompose it into p + = w + δ1, where w ∈ W. Then,
which implies that p * + is a minimizer of F 2 (f ) in P + , i.e., a minimizer of (6.1). Next, we verify the equality (6.7). For this, we first define is independent, we have
By direct calculation, one has
This leads to
for all c ∈ R. Hence
which completes the proof of (6.7)
Combining Lemmas 6.2 and 6.3, we obtain Theorem 4.3.
