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1. Summary 
THE EFFECT OF INVERSE SAMPLING ON RANKING 
MULTINOMIAL CELL PROBABILITIES 
by 
Theophilos Cacoullos and Milton Sobel 
The problem of selecting the particular one of k multinomial cells with 
the highest probability is considered from the ranking tqepry--indifference 
zone point of view. The sampling procedure used differs 'from the fixed 
sample size procedure (FSP) of Bechhofer, Elmaghraby and Morse (1) in that 
observations are taken one at a time until any one cell has N counts in it. 
It is shown that for k = 2 the same requirement on the probability of a 
correct selection can be satisfied by the inverse sampling procedure (ISP) 
with a smaller expected total number of observations than the fixed sample 
size of [1], regardless of the true parameter point. A concept of asymptotic 
proportion saved (APS2 ) by the ISP relative to the FSP is defined as an 
asymptotic limit as the probability requirement gets stricter, i.e., 
8*-+l (cf. (3.2) and (7.6) ), and it is shown to be positive for any P* > ½ 
and any k; analogous comparisons are made for the worst case when all the 
cells have equal probability. 
The required value of N for this problem is easily obtained from 
existing tables [4] and relevant asymptotic results obtained here; a short 
table of such values is included. 
2. Introduction 
This paper was motivated by the Banach match box problem [3]. In this 
problem matches are drawn from either of two boxes (of N matches each) with 
specified probabilities until one box is found to be empty; the problem 
deals with the distribution of the number R remaining in the other box; 
·hel,"e R -takes on d.nteger values from t,;.ttt N, inclusive. A closely 
,f 
I 
;J 
,'< 
:.. 
rel~ted problem is to stop sampling when the last match is drawn out from either 
7 I 
. 
~ box, so that R only takes on values from 1 to N, inclusive. This paper deals 
A 
mostly with generalizations and applications of the latter variation, which 
appears to have more application than the original variation of the problem. 
Although the problem deals with the removal of matches from the boxes, we 
could equally well consider the same problem with matches being put into the 
boxes. Then we continue until either box has N matches in it and consider the 
distribution of the·q9mber X of matches in the other box. Clearly the two pro-
blems are equi~alent with X correspon~ing to N - R. This latter aspect shows 
that the problem is one of inverse sampling from a Bernoulli or, more generally 
fork~ 2, from a multinomial distribution. 
The problem of deciding which cell has the highest probability is consid-
ered here with this inverse sampling procedure (ISP). The corresponding problem 
with a fixed sample size procedure (FSP) was considered by Bechhofer, Elmaghraby 
and Morse [1]. T~e two procedures are comparable since they satisfy the same 
requirement on the probability of a correct selection and the so-called least 
favorable configuration in the parameter space is the same for both procedures. 
Let n denote the fixed sample size needed for the FSP and let E(TILF) 
0 
denote the expected total number of observations required from the ISP in the 
least favorable configuration (defined in Section 4). The main results of this 
paper deal with a comparison of n
0 
and E(TfLF); fork= 2 we can make exact 
comparisons and fork~ 3 we make comparisons tiased on asymptotic normal 
approximations. In.(1] the normal approximation to n
0 
is carried out ~tter the 
arc sine~squate root transformation is applied to the chance variables; a cor-
responding (but not the same) transformation is used in this paper to give a 
better normal approximation. Comparisons of n
0 
and E{TIW}, i.e., the expected 
value of Tin the equal parameter (W) configuration, are also made in this 
paper. 
- 2 -
Jhe value of N needed to make the ISP explicit and to satisfy the proeabil-
' , 
-'" 1.ty requirement turns out to be easily obtainable from an existing table in (4); 
A 
a short table of N- values is included here to make this paper self-contained. 
A basic tool used several times in this paper is an identity (see (4.2) below) 
connecting a negative u1uli:inomial sum and a Dirichle:t ii.,tt..~-L~a1; this identity is 
proved in [ 7 ] • 
3. Formulation of the Problem 
Obscrvati.nn~ P;rc taken one at a time from a nrultinomial distribution with 
k cells, c1 , c2 , ••• , Ck with probabilities p1 , p2 , ••• , pk, respectively, such 
k 
that I pi= l.· The orderod values of these cell probabilities are denoted by 
1 
(3.1) 
and we let C(i) denote the cell associated with p(i] (i = 1, 2, ... ., k). The 
problem (or goal) is to select the cell C(k)' which we shall sometimes refer to 
as the "best" cell. · The probability requirement to be satisfied is expressed in 
terms of the ratio 6k,k-l = 6{say) of p[k] to p[k-l] and two preassigned constants, 
P* and 6*:, such that 1 /k < P* < 1 and 8* > 1 • For any 6 > 1, we define a cor-
rect selection {cs) in the obvious way, as the selection of the cell C{k); for 
6 = 1 we would define it as the selection of any cell C{i) with p[i] = p[k], but 
we shall not need the definition for 6 = 1. The experimenter would like to have 
a procedure R for selecting the best cell which satisfies the probability requirement, 
(3.2) for 6 ~ 6* 
Let R = R (k, 8*, P*) denote the fixed sample procedure {FSP) of [1] that 
0 0 
satisfies (3.2) and let R1 = R1 (k, 8*, P*) denote the following inverse sampling 
procedure (ISP) that satisfies (3.2). Let E1 = E~N} denote the event that we 
observe N observations from cell Ci before observing N observations ·from any 
- 3 -
• 
.... 
other cell (i = 1, 2, ••• , k); the integer N = N(k, P*, 6*} is chosen in advance 
I ... 
. of.experimentation in.such a way that (3.2) is satisfied. 
Inverse Sampling Procedure (R1): Continue sampling one at a time until one of the 
events Ei occurs and then select the cell Ci as being the best cell: 
4. The 1,cs JR1J and the Determination of N · 
Let E(j) =E(j?) denote the event that the cell C(j)associated with P[j] is 
emptied first (j = 1, 2, ••• , k) and let X(i} denote the number of observations 
taken from C{i)' i + j at the time E(j) occurs, so that O ~ X(i) ~ N-1 for each 
i + j. [In the dual model of taking out items (~ithout replacement) from k cells 
all containing N items at the outset, we use Z(i) to denote the number remaining 
in cell C( i) for i f j when E( j) occurs; then Z;( i) = N-X( i) and 1 ~ z· ( i} ~ N: ~ 
The probability of a correct selection is easily seen to be 
N-1 
(4.1) ~CS!Ri} = ~E(k)} = l>[~] 4 
"1=0 
N-J 
... l 
X: =o 
m 
1i 
i=l 
Xi. 
Pr i.1. 
~
xi.• 
where m = k-1 and x
0 
= x 1 + x2 -t:' ••• + xm •. T_he multiple sum in (4.1) can be 
written as a Dirichlet integral using theor~ 2.4 of [ 7 l: if s 1 , s2, ••• , sm 
are positive integers, s > O, 0. ~ O, i = 1, 2, ••• , m and 6 = e1+e2+ ••• +0 < 1 1 o m 
then 
(4.2) 
s1-l s -1 
c1-eo>8 I ... ~ 
x 1=0 xm=O 
r.(s+x) 
. 0 
r(s1 1i i::sl 
= 
r(s+s·) 
0 
res) IT rc~11 
i.=l 
,_ 
1,: 
. el 
\ 100 
... ' .. 
. e 
.m 
xi 
ei 
:::-r-
xi. 
fi f 8 i-l l t!i . dyi1 i-1 . · 
. h±Y ~ s:r.s o 
.. ' 01 . 
* where y
0 
= y1+y2+ ••• +ym, s 0 = s 1+s2+ ••• +sm' 01 = 
·1 ) el ·{1-0 
0 
, i = 1, 
and x is as defined above. Hence we obtain from 0 . 
(4.3) . r kN •.• • . 00 1()0. 
.Jcs!R1} = ~(. lk 1~1 6-1 L ft(NfJ 0k,l k;m 
- 4 -
(4.1) with m = k-1 
m N 1 1ll ~Yi- dyi] 
• &. 
(l+y
0
)kN 
2, ••• , m 
•. where1 6k,i = p[k]!;p[i] (i = 1, 2, ••• , m). 
•· ' [It should be noted that the probability ~C( i) !Ri} that the cell C( i), 
associated with p[i]' empties first is given by the same integral as in (4.3) 
~1:~. 
except that the lower limits are replaced by 6:i_',j (j = 1,2, .•• ,i-l,i+l, ••• ,k).] 
Clearly the 1csjRJ is minimized if the lower limits of integration in (4.3) 
. * 
are maximized or the 8k,:i _are minimized subject to the condition 8k,i~5 .(cf.(3.2)·}. 
* Hence we need only set ik,i = 6_(i=l,2, ••• ,m), i.a., the least favorable config-
uration (LFC), where the Pi_cs IR1} attains it& mininnim subject to the condition 
6 ~ 6*, is given by 
(4.4) 
.. 1 
= P[2] =- •.• • = p[m] = 6 *+m = q(say) 
5* 
-.-6 +m 
= p(say) ; p+mq=l 
We remark that the same configuration (4.4) is least favorable for the FSP 
in [l], the proof in that case being given in a separate paper ( 5 ]. This makes 
the FSP and the ISP directly comparable and comparisons are made in section 7 below. 
The above discussion proves 
Theorem 4.1 The value of N required to satisfy (3.2) is the smallest integer 
equal to or greater than the solution n = 
(4.5) r{kn) 
[r(n)]k 
co a, 
A,~· ··· h.,6. 
equation 
= P* 
* Using already existing tables of r/6 - values satisfying (4.5) for selected values 
of k, P* and n given in [ 4 J, ·it is easy to find the re~uired N- values for 
.. . . .. 
: selected values of k, P• and 8: our symbols k = ·mt1, N P• an~ 6* correspond to 
-~ . . k = p+l, vl.~, P• and l/e, respectively, in [ 4 ] . (See Table I below.) 
Since these tables are limited to N ~ 25 and apply only for P*=.75, .90, 
.95, and .99 it is desirable for both practical and theoretical reasons to develop 
an asymptotic expression for the left side of (4.5) and an asymptotic solution of 
- 5 -
. ~ 
:\ 
"\ 
-i 
}4.5), for n. We shall also need asympto·tic expressions for E~?l~-) and_.-~(T]w) 
r for the ISP to make compariaons with the value of n needed by th~ FSP since the· 
A 0 
exact expressions for~:::> 2 are involved. Finally, these asymptotic results may 
have some interest per se. 
For the special case k = 2 the right side of (4.3) ean be written as an 
-1 Incomplete ~eta function by applying the transformation l+y1 = u ; we obtain 
(4.6) } 
. p pt I r(2N} J N-1( ,N-1 ( ) CS R = ------ u l-u1 du = I N,N l [r(N) ]~ o . p 
where p = ~-·/(1+8·:~-). This result will be expecially useful in making comparisons 
in Section 7with the resultf for the FSl in [1]. 
5. 
(5.1) 
Asymptotic Theory 
Consider the random ve~tor Y = (Y10 Y2 , ••• , Ym) with the Dirichle_t density 
-A- y si-1 -
r(s+a ) Jl1 i Yi ~ 0 
___ o__ ----- (i = 1,2, ••• ,m) 
r(.} ft:r(sij 
1~). 
wheres and the si_are an~/positive numbers and s
0 
= s 1+s2+ ••• +sm• The means of 
the t 1 for a> 1 and the covariances of the Yi for s > 1-aEe easily eomputed and 
if s and the si (i = 1,2, ••• ,m) -t · • in such a way that •IN -+ 1 and 
(5.2} 
s +·~ ~i ( i • 1, 2, ••• , m, ) 
where the Ai are positive, finite limits, than 
{i = 1,2,. .. ~,m.). 
(5.3) ( i = 1, 2, ••• , m) 
(j + i) • 
- 6 -
\. 
) 
.0 
' 
) 
_r 
~ It i.-8 clear from the left side of (4.5~ that our main interest is in the case 
~i ~ 1 (i = 1,2, ••• ,m}, in which case the common mean, variance and correla-
tion in (5.3) are asymptotically 1, 2/N and 1/2, respectively. 
Theorem 5 . 1: If the limits ~i in (5.~) are positive and finite then the asymptotic 
\ 
·distribution of the variables 
(5.4) (i = 1,2, ••• ,m) 
is a joint normal distribution with zero 
correlation matrix /\ = f ij} with pij = 
for ~i = 1 (i = 1,2, ••• ,m) we obtain 
means, unit variances and an m X m 
p(Yj,Y.) given by (5.3). In particular, 
. J 
(5.5) 
exp {- rm~ xI - 2[_ 
. L1 T···. i<j 
Proof: Using Stirling's well-known approximation tor(•} throughout (5.1) and 
some elementary limiting arguments, we obtain theorem 5.1 by a direct limiting 
process; the det~ils are omitted. 
Corollary 5 .1: If ~i = ~ > 0 ( i = 1,2, ••• , m). and >.. b* f l, then 
(5.6) N ~ (8*) 2 ~(1+A) H2 (P* A) 
- * m '!+t (A-6 -1 ) 2 
where H = H (.P·*,p) is given in .ter~ of the standard univariate normal density 
m 
f(x) and the. corresponding c.d.f. F(x~, as the solution of· 
(5.7) Fm ( x [p·+H ) f(x) dx = P* 
,11-p 
Proof:: If N is large ~hen,by theorem 5.1, N sati~fies 
(5.8) ( i = 1 , 2 , ••• , m'} = P* 
where the Xi are standard normal chance variables with common correlation 
'·' p = A/(l+A) > O. It is clear that for p > 0 we can set 
- 7 -
1 .. 
Jj 
.. (5.9) ( i = 1 ,2, .•• , m) 
wpere the Yi and Y
0 
are all independent, standard normal chance variables. 
Hence (5.8) can be written in the form (5.7). with p = A/(l+A~ and 
(5.10). H = H (P*, 2:.._) 
m l+A = 
\jN(M>*-1) 
8*JA(l+A) 
Solving (5.10) for N gives the result (5.6), which completes the proof. 
It was found that a better normal approximation could be had if we first 
transform the Dirichlet variable by a logarithmic transformation; this would be 
,; the appropriate transformation for stabilizing the variance if a common scale 
,.-,,~ parameter were present. (All logs in this paper are taken to the natural base e.) 
Corollary 5.2: If the limits Ai in (5.2) are positive and finite, then the 
i asymptotic (N ~~} distribution of the chance variables 
·' 
; 
~m:_ :, 
·1 
:~ 
.,, 
j 
(5.11) (i = 1,2, •.• ,m) 
is a joint normal distribution with zero means, unit variances and the same 
m.x m correlation matrix A as given by (5.3). 
Proof: The proof follows from straightforward asymptotic methods using theorem 
5.1 and the facts that asymptotically 
. (i ;:::. 1,2, ... ,m} 
(5.12) (i = 1,2, ••• ,m) 
( j + if . 
From corollary 5.2 we now obtain as in (5.6) 
Corollary 5 .3: If Ai = A > 0 ( i = 1,2, .•• ,m~ ,and A 8* f 1, then 
N - (l+A) 
- 8 -
---------------··--·----··. 
J 
i 
... 
'? 
' ~ 
] 
: 1} 
Ji 
:'1 
1 
-~ 
--~ 
·1 
3 
'i 
J 
-~ 
·5 
:il 
,~, 
1 
·~1 
-~ 
~~ 
] 
jj 
-~ 
.. 
where H = H (P*,p) is given by (5.7). Tables of H-values have been obtained by 
• m 
~ several different authors and are available in the literature. For the case A=l 
~ 
of special interest here, it has been found by empirical comparisons with the 
exact solutions in [ 4] that the addition of log m, i.e., . 
( 5~14) N ~l ~~2 
(log 6*)2 H
2 (P*,. ½) + log m, 
m 
appears to give a uniform improvement to (5.13) with A= 1; some numerical 
results based on this correction··term are given· .above th~. ;i.eavy lines in Table I. 
The following asymptotic results describe the basic structure of the inverse 
sampling procedure for large values of N. They deal with the asymptotic (N-+oo) 
distributions of the number of observations X(i) taken from the cell C(i) assoc-
iated with the cell probability p[i]when event E(j) occurs (j f i) [or equival-
ently with the number of remaining items Z(i) = N-X(i) in the dual model when 
E(j) occurs (j f i)]. We obtain two different types of results, both of interest, 
according to whether p[k-l] < p[k] or p[l] = ••• = p[k] = 1/k; the other cases 
are not·considered. For convenience, let ei = p(i]/p[k] (i = 1,2, ••• ,m); we define 
standardized variables xr and analogous nonnegative variables z1 by 
(5.15) 
(5.16) 
xr = (X(i) - NBi)/~NBi(l+Bi) 
z; = z(i)J.../Ne1(1+ei) 
(i = 1,2, ••• ,m) 
(i = 1,2, ••• ,m) 
Theorem 5.2:(a)For em< 1 the asymptotic (N -too) joint density of the x; is the 
same joint normal_.density as in theorem 5.1 with }-..i replaced by 0i (i -= 1,2, ••• ,m). 
ln particular, if 81c9 < 1(1~1,2, ••• ,m), then the asymptotic (N-+oo) joint density 
* of the Xi is 
- 9 -
• _., • .,.& ........... ..!.~~-- ~· 
I 
_j 
·::_1_· 
''J 
·1 
! 
1 
·; 
.,!) 
·' ,; 
.j 
.. :.; 
1 
(b) For ei = l(i = 1,2, ••• ,m) the conditional asymptotic (N~~) joint density 
of the 
(5.18) N-X( i) = -------- = V2N - x* 1- {i = 1,2, ••. ,m) 
given that cell C(k) empties first, is the restricted joint normal density 
where zi > 0 (i = 1,2, ••• ,m); with the appropriate relabeling of the z's, 
the same result holds if any other cell empties first. 
Proof: Setting x~ = xiJa; + ••• i,:xm Ja: where 6i = e1(1+ei)(i = 1,2, ••• ,m) 
and 00 = e1+e2+ ••• +em = (1-p(k])/p(k] we easily obtain (cf. (4.1) ) 
~. } r(N+x'~+e N) 
(5.20) Lx~ = xi(i = 1,2,. •• ,m) = , ·r(N) 0 N 11 P[i] m ~ x1.JN5Z +NB1 j p [ k] i= 1 r--(-x i---V-N8_i_+_N_e_i +-1) 
I 
Since each X~ takes steps of size (N61)-2 , we need to aduoin the factor ~ 
mm ½ (N TT6i) on the right side of (5.20) in passing over to the limiting continuous 
1 
density. Using Stirling's formula for r( ·) throughout (5.19) and passing to 
the limit (with the above factor adjoined} gives the first result of theorem 5.2 • 
The proof of (5.19) is quite similar ·except that.we.nrultiply the final result 
by k to make it a probability density. 
- 10 -
' ··-~ 
... i ~ 
--~~--
·"·:i 
.. 1 
·i·,··.·. f. 
-4 
·, .. ·1· 
.!/ 
t 
l 
··1.·. 
,. 
\ 
~ l; 
-11 
-~ 
~ 21 
.. , 
temark: The vector (X( i) ,x(2 ), ••• ,X(m)) is asymptotically a "bona fide" random 
* ~ vector when em< 1 since P (E(k)} -+ 1 as N -t ~, i.e., P(X{kt N} -. 1 as N -+ 00 • 
We also remark that the Z~ in (5.18) are interchangeable, and equicorrelated, 
l. 
and that the corresponding unrestricted chance variables Z!(say) with 
l. 
- 00 < Z ! < oo(i = 1,2, ••• ,m), whose density is 1/k times the density in (5.19), 
l. 
l are standardized normal chance variables with common correlation p = 2 • 
Corollary 5.4 : If 8k,i= 8 .-i: p/q > 1, where p and q are defined in (4.4), then 
the x; in (5.15) are jointly normal with mean 0, variance one and common correlation 
( 5 .21) 
Another type of result follows from the fact that the conditional c.d.f. 
of X
0 
= X(l)+x( 2)+ ••• +X(m}' given that cell C(k) empties first, can be written as 
X 
~. l " r(N+x ) 
( 5 .22) ri_Xo;i;, xJ = l r(N)x o ! 
0 
X =() 
0 
G ]
x. 
p[j) J 
1-p[k) 
and O ~ xi~ N~i(i:,=1,2, ••• ,m). If we disregard the latter restriction or if 
x ~ N-1 then the multinomial sum in (5.22) is unity and we obtain 
(5.23) r(N+i) r(N) i ! (1-p[k])i = I (N,x+l) P[k] 
(cf. equations (2.24) and (2.3) in [ 7 ]). 
A lower bound to Ek(X
0
) = E(X
0
jc(k) empties first) is easily seen to be 
- 11 -
-11_ 
-~:;1 
l:_'_·. '· ·1 
.. .,_ ...  
.~~ 
'1 
~ 
''1 
! 
i 
·:-, 
·I 
·i 
i 
:i 
·:1. 
I 
1 
--~--i! 
''T!JI 
;J 
.j 
1 . . -
~, 
1 
Ill 
' N N-1 
(5.24) Ek(x) ~ Ek(x Ix ~ N-1) 
0 0 0 
p(k] \ 
= I (N,N) L 
p(k] i=O 
N( 1-p[k]) I (N+l ,N-1) 
P[k] N(l-p[k]) 
= P[k] = Ip ('N,NJ (k] 
_,, i 
(1-p[k]) 
r, _ b2N-l (N ;p[k)) J 
,~ p·[k]·_(N,N) 
where bn(x;p) is the binomial probability (:)px(l-p)n-x. For p[k] = 1/k 
r b2N 1 (N; 1/k)] 
(5.25) Nm~- - Il/~(N,N) ~ Ek(xojw) ~ m(N~l) 
by symmetry, the same result (5.25) holds whichever cell empties fitst and 
hence it also holds unconditionally. Since the ratio of: the left and right 
members of (5.25) tends to one, the two limits in (5.25) provide close 
bounds for large N. 
6. Exact and Asymptotic Evaluation of E(T). 
In order to assess the cost of using the ISP and to make canparisons 
with other procedures, e.g., the FSP, it is necessary to obtain exact and· 
asymptotic expressions for E(TjR1); the asymptotic being needed because the 
exact ones are too involved to make direct comparisons. 
We define a generalized least favorable (GLF) configuration to be one with 
(6.1) p[l] = p[2 ] = ••• = p[m] = q(say) and p[k] = p(say) • 
We are interested in E(TJGLF) and," in particular E(TILF) and E(T(W), for 
procedure R1• First we shall give an upper bound for E(TjGLF) based on a 
simple probability argument. Then we shall develop exact formulas for 
E(TfGLF) and asymptotic (5*-+ 1) approximations based on these exact results. 
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~twill be seen that the leading term in the asymptotic approximations is 
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_ j r in agreement with the upper bound. 
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Upper Bound for E(T) 
An upper bound to E(TjGLF) for any number of cells k can· be obtained 
by using a negative binomial p~obability.argument. We assume q < p and write 
(6.2) E(TIGLF) = P*E(TIGLF), cs)+ (1-P*) E(TIGLF, is) 
where IS denotes any incorrect selection. Consider the first conditional 
expectation on the right side of (6.2) and let an obsevation from the cell 
C(k) be called a success and an observation:from.aµy other-cell be·called a 
failure. Then the expected number of observations required to obtain the 
first success is well-known to be 1/p; hence we obtain N/p for N successes. 
This argument disregards the restriction we need, viz •. , that the number of 
failures from any one cell should be at most N. It is therefore clear that 
the resulting value will necessarily be an upper bound •. A similar argument 
holds for the second conditional expectation in (6.2) and we thus obtain 
(6.3) E(TIGLF) ~ P*(!'!.) + (1-P*)(!'!.) p q 
Under the GLF-configuration we have q ~ 1/k and hence N/~ ~ TtN > kN-m = Max T, 
where the maxinrum is over all possible configurations. Hence 
(6.4) E(TlGLF) ~ P*(!) + (1-P*)(kN-m), p· 
which for the LF configµration becomes 
(6.5)· E(TILF) ~ P*N(~~~) + (1-P*)[kN-m] 
This upper bound will be used to make comparisons with the FSP in Section 7. 
The coefficient of P* in (6.5) can also be regarded .as a nsefoi' (Le., quickly 
computable) rough approximation to E(TILF) for large N since (for large N 
- 13 -
,, 
.l 
J 
··1 
.] 
•· .. ,,; 
,j 
-j 
_j 
j 
j 
and fixed 8*) P* will be close to 1 and the restrictions, which were omitted 
.-
in order to obtain (6.5), have a negligible effect on the result; more precise 
asymptotic results for E(TILF) are obtained below. 
An inequality on E(T) for the W-configuration can be obtained by adding 
N to each of the three members of (5.25); this gives 
(6.6) G . mb2N-l (N ,1/k)J N k - . I (N N) ~ E(T)W) ~ kN-m • 1/k ' 
Exact Evaluation of E(T) 
Clearly we have for any configuration 
For the GLF configuration, using symmetry, we obtain from (6.7) 
fl-P(E( ) )71" l 
+ (k-1) t k-1 k JLE(X(k) IE( 1)) + (k-2) E(X(2) IE( 1) ~ 
= N + (k-l) (µl,k+ µk,l+ (k-2 ) µ2,1] 
where for i + j 
for j=k, ifk 
= for i=k, Jfk 
for ifk, Jfk(needed only fork~ 3), 
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x =x1+x2+ ••• +x throughout and each summation is over all ordered m-tuples ~ m 
(~1 ,x2 , ••• ,xm) with O ~xi~ N-1 (i = 1,2, ••• ,m). For the LF configuration 
we merely set p = 6*/(m+8*) and q = 1/(m+8*); in the W-configuration we set 
p = q = 1/k and obtain 
~ (6.10) E(TIW) = N + (k-1) E(X(2) LE(l)) = N + (k-l)k µ 
·,, 
.;, 
·"'-7 
·-q 
'l 
"] 
"'l 
·-i~· :;. 
···."f 
····i 
·-X 
··-;ir., 
.:1 
·:··1· .. · 
. ~ 
... 3 
~ 
1Ij 
.. ~ 
.:3 
~1 
.
:] 
~-i 
where 
N-1 
( 6.11) µ = I x P(X(2)= x, E(l)) = 
x=O 
I x2r(N+x0 ) 
r(N) it x. ! 
i=l l. 
(½)N+x0 
the summation being over the same range as in (6.9). Using the above result 
(4.2) taken form [7], the above sums in (6.9) and (6.11) can be written in 
the form of Dirichlet integrals and those that do not have equal exponents 
and equal lower limits of integration can be "symmetrized" by using appro- · 
priate identities and integrations-by-parts. We state the result first in 
terms of the Dirichlet integral 
(6.12) Dm(M,N1 , ••• ,Nm; a 1 ,a2 , ••• ,am) 
r(M+N ) 
= . 0 
r(M) x!l r(Ni) 
m T 
1
00 00 ,r [ Ni-1 1 
. • .. la i!J1 Yi dyil 
~ am ( l+y )M+No 
0 
(M,N? 0) 
( i= 1, 2, ••• , m) 
where y
0
=y1+y2+ ••• +ym and N0 =N1+N2+ ••• +Nm, and finally in terms of 
II semi-
symmetric" Dirichlet integrals with N1= ••• =Nm=N( say) or "completely symmetric" 
Dirichlet int~grals with M=N1= ••• =N =N(say). We shall write D (M,N1 , •.• ,N ;a) m m m 
if a1=a2= ••• am=a and if, in addition, we have N1=N2= ••• =Nm=N then we write 
D (M,N;a); by definition D (N;a) ~ 1 and it is easily checked that 
m o 
. n1(M,N;a) = r8(M,N) where 8 = (l+a)-
1
• For convenience let q1=q/(p+q). 
- 15 -
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Theorem 6.1: For the GLF-configuration with q ~ p 
(Remark:Note·that q < p and q =pare both included in (6.13) ... Special results 
An.other. ~:i-:pres.sion for .E(TI LF) in terms of the derivative of Dm(N,N;,Jp) is: given 
in equation (B7) of the Appendix). 
For the proof of theorem 6.1 we require the following two lemmas. The 
first lemma is a generalization of the well-known result 1-10(~,N) = 11_0(N,M) 
for the Incomplete Beta function, which is obtained by setting m = 1 in (6.14). 
Lemma 6 .1: For any e ~ 0, any M ~ 1 and any N. ~ 1 ( i = 1,2, •.. ,m) 
l 
More generally, if e in the left member of (6.14) is associated with the 
integral of xi, which has the exponent N1-1, then an analogous result holds 
with Ni as the first argument and M as the· ( i+1)8t argument in the expression 
corresponding to the right side of (6.14). 
Proof: Starting with the right side of (6.14), the region of integration 
is such that at least one yi < 1/0. This integral, by a symmetry argument, 
is easily seen to be m times the integral with ym as the smallest yi, i.e., 
m T(MrN ) 
(6.15) 1-D (M,N1 , ••• ,N ;1/0) = --m~--
0
-
m m r(M) ~r(N1) 
If we now let x1 = yi/ym (i = 1,2, ••• ,m-1) and xm = 1/ym then the Jacobian 
is (1/x )tn4-l and the result (6.14) follows immediately after simplif.ic~tiori •. · 
m 
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(5.16) 
where a1 = a/(l+a) 
Proof: Starting with the left member of (6.16) we insert (l+y) - y in the 
0 0 
integrand and separate into 2 terms. Using symmetry on the 2d integral, we obtain 
(6.17) ( ) ( Mtm...N-1 ) ( ) Nm ( ) D M,N;a = Ml D M-1,N;a - Ml D M-1,N+l,N, ••. ,N;a 
m - m - m 
Integrating the last member of (6.17) by parts with respect to y1 and 
collecting like terms gives the required result (6.16). 
Proof of theorem 6.1: We shall evaluate each of theµ. j in the last 
1., 
expression of (6.8). From (4.2) and (6.12) 
(6.18) µl k = Nq D (N+l,N-1,N, ••• ,N;q/p) 
, p m 
(6.19) µk·l = Np D (N+l,N-1,N, ••• ,N;p/q,l,~ •• ,1) 
, q m 
(6.20) µ2 ,l = NDm(N+l,N-1,N, ••• ,N;l, ••• ,l,p/q) 
Integrating-by-parts with respect to y1 in (6.18) gives 
Using lemma. 6.2 to replace D above we obtain 
m 
For (6.19) we first apply Iemma 6.1 withe= p/q, N1=N-l,N2=N3= ••• =Nm~N 
and M=N+l and obtain 
(6.23) Np µk,l = mq l-Dm(N-1,N+l,N, ••• ,N;q/p) 
First integrating-by-parts with respect to y1 and then using lemma 6.2 gives 
- 17 -
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Applying lemma 6.1 to (6.20) gives 
(6.25) µ2 ,l = ~ ~ - Dm(N,N-1,N, ••• ,N,N~l;q/p)J 
Integrating-by-parts (twice) with respect toy and y gives 1 m 
where 42 = q/(l+q). If we now use lemma 6.2 with M = 2N and a1 = 42 to 
replace the last term in (6.26), then 
( 6 . 27) µ N r: ]) 2,1 = iii t_: - Dm(N,N;q/pj 
Substituting (6.22), (6.24) and (6.27) in (6.8) gives finally the 
desired result (6.13); this proves theorem 6.1. 
For the special case k = 2 we obtain .a simpler: result for E(TJGLF) with 
q ~pin terms of the Incomplete Beta function, i.e., for N > 1 
(6.26) E(TIGLF) = N '1·+ i I (N+l,N-1) +EI (N+l,N-1~ r p p q q J 
and for p = q we have p = q =½and this reduces to 
Clearly if N = 1, then T = 1 and, of course, E(T) = 1. It is easily verified 
'l that these results are in agreement with ( 6.13). 
·~r, -18 -
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.- R~mark: For the more general ISP problem with Ni~ 1 and pi> 0 associated 
with cell c1 (i = 1,2, ••• ,k) (cf. sections 2, 3), it should be noted that we 
can still write E(T) in terms of D -integrals; in fact, the result by (4·.2) it: 
m 
easily ·.seen t6 be 
(6.28) E(T) 
k k 
+ r, r, 
j=l i=l 
ttj 
Nli D P1 (Nj+l,N1 ,.,.,N1-l, ••• ,Nk;-pj m pj 
where it is to be understood that, for each j, N. :is only in th~ first argument 
J 
of D and the lower limit of ·1ntegration. p :Ip. is'. omitted. . This can be 
- . m . J J 
further simplified using a generalization of lemma 6.2, but lemma 6.1 is 
not available for unequal p's and the resulting D's are not simple;. 
m 
we omit these results as they are not used here. 
Corollary 6.1: In addition to the exact E(TIW) obtained by setting all the 
p's equal and to the exact E(TILF) obtained by using (4.4), we also have the 
approximation(:) 
(6 ) ( I. ) _ !__(m+8*)
2{[P*+8*(1-P*)] I ( *) ( *)1_ 
.29 E T LF - 8* . _ _ m+B* _ - 2 b2N N_;ql Dm-l 2N ,N;ql 'J 
* ·~ where q1 = 1/( 1+8*) • 
1 
Proof: By the defintion of Nin (4.5) we can replace the first D -expression 
m 
by P* and (6.29) readily follows; the approximation is due only to the discrete-
ness of N. 
The folla-1ing recursion formula is a corollary of lemmas 6.1 and 6.2; 
it is useful for computing D (M,N;a) for small values of m, especially when 
m 
Mis not too large, 
Corollary 6.2; For M~ .1, N ~ 1, and m~ 1 
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{6.30) D (M,N;a} 
m 
M-1 b (N· ) 
= 1-Nm E N+j ,al 
j=O N+j Dm-l (N+j ,N;a1} 
M-1 
= 1-m a1(1-a1) E bN l .(N-l,a1}D 1(N+J 1N;a1) j=O - +J m- • 
In particular, form= 2 this gives 
( 6. 31) n2(M,N;a) = 1 - 2 a1(1-a1} 
M-1 
E bN-1+/N-l;al} Ia (N+j ,N) j=O 2 . 
where a
1 
= a/(l+a) and a2 = l/(l+a1;) . 
Proof: Iterating lemma 6.1 6n the argument M gives 
(6.32) D (M,N;a} = D (l,N;a} - Nm 
m m 
M-1 
E 
j=l 
bMtN-j (N ;al} 
.M+N-j Dm-l (M+N-j ,N;a1) 
· l From lemma 6.2 with N1 = 1 and M = N2= ••• =N =N, we obtain after integration ;I m 
. .:} 
.. , 
3 
: . '!! 
.J 
. ... 1 
1:,j 
. ~i 
,J 
_J 
.. , 
1 
--~ 
-~ 
i 
(6.33) N Dm(l,N;a) = 1 - m a1 Dm_1(N,N;a1) 
and substituting this in (6.32) gives the desired result (6.30) • 
Asymptotic Results for E(T). 
The results of corollary 5.2, Stirling's approximation to the r-function 
and some lemmas below will be combined to give an asymptotic expression for 
E(TjGLF) which requires that N be large and that p > q. In a subsequent 
corollary we replace Nin this expression as a function of 8*(for fixed P*) 
using (5.14) and, staying ih the LF-configuration, we then let 8~1 (which 
-
implies that N-+~) and obtain an asymptotic approximation for E(TjLF). Later 
we also obtain asymptotic (N-+~) results for E(TjW). 
- 20 -
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· Theorem 6.2: For the GLF-configuration with q < p and N large 
(6.34) E(TIGLF) - ? { 1 (p-q) J~ Fm(x + JN log E. ) f(x)dx p - 00 q 
Proof: By corollary 5 .2 with Ai = A = lim(N /M) as N~ 00( i = 1,2, ••• ,m) and 
by an .argument similar to the one used for corollary 5.1, we obtain for q < p 
( 6 .. 35) D (M,N;a) - ~ Fm(x~ +~log~) f(x)dx • 
m Loo a 
App!ying this in ( 6.13) for D and D 1 and using Stirling's approximation m m-
tor(•) in the binomial factor, gives the desired result (6.34). 
Corollary 6.2: For the LF-configuration with N large 
I m+8* -~ ( 6.36) E(T LF) ,., N( ~) (P* + 8*( 1-P*) ] 
.. 
, . ., 
--,, 
J ( mt-8*) 2 ;· 46* -J·.N r"° 
lf 28*. i-_C 1+8*) 2 J-a> 
l. 
, r;;~ 1+8* ~ 
F
m-l f .. x + \J N .. log(~) 
f(x)dx. \ ff 
Proof: This follows from {6.34), (5.7) aqd (5.13) with~= 1. 
We shall use the symbol E (TjLF) to denote the limit of E(TILF) as 
0 
6*-+ 1, after using (5.14) to replace N;le.t H -=>ff ... (P*,½J be defined by (5 .. 7). 
·m 
. . . 
As 8*~ 1 ( for fixed P* J in the LF-configur at ion, it follows from ( 5 .14) 
that N~oo and expanding (6.~· .in increasing powers of 8* - 1 gives 
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( 6.37) 2H2 E0 (TILF) - (log B*)2 [k + (8*-1)(1-kP*)] 
2k.H2 + _H_ { 2H[ l+k( 1-P*)] 
- (8*-1} 2 8*-1 . -
Thus for 6* sufficiently close to 1 we have 
(6.38) E (T ILF) 
0 
2k.H2 2H~ ~ (8*-l)2 + B*~l [l + k(l-P*)] • 
It is interesting to compare (6.38) with the corresponding reshlt 
obtained from the upper bound (6.5); expanding the latter about 8* = 1 gives 
which gives a better upper bound than (6.38). We shall therefore use (6.39) 
in ma.king comparisons with the FSP in Section 7. 
For the W-configuration (i.e., with equal parameters) we use (6.13) 
with q = p and N-+~ to obtain an asymptotic expression for E(TfW). This is 
the direct approach involving the limit (of the exact expression.for E(TIW)) 
as N-+~ and is somewhat different from that obtained by finding E(TIW) for 
the limiting distribution, i.e., for the "resticted normal" distribution. 
The former, i.e., the limit of the exact E(TfW), is the more appropriate 
value for our needs and it is also numerically more meaningful; the l~t;er· 
is given with01Jt proof for purposes of comparison. -More specifically, these 
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t\Jo asymptotic results agree on the "leading term", kN, bµt give different 
'results for the "Jif term"; this points up the fact that in general the limit 
of the exact expectation need not be the same as the expectation under the 
limiting distribution • 
Cotollary 6.4: For the W-configuration 
(6.40) E(TIW) - kN Ii - .. k J 00 Fm-l t2-) f(x)cbJ [ 2'1N7r ..Q) J2 J 
Proof: Clearly we can disregard the middle term in {6.13) and using Stirling's 
1 
approximation for r(•) we obtain (N ,r)-2 for the binomial factor. For the last 
factor, we consider upper and lower bounds by writing 
(6.41) Dm_1(2N,N;q1e&/ N)_ ~_Dm-l(2N,N;q1) ~ Dm-l(2N,N;q1e-e/ N) 
for a fixed e > O. Since Dm_1(2N,N;q1) must lie between these for every N, 
it is easy to see using corollary 5.2 and continuity with respect toe in 
(6.41) that Dm_1(2N,N;q1) approaches the orthant probability 
··i (6.42) Dm_1(2N,N;q1) - [ Fm-\i) f(x)dx , 
'.1 ___ ;
~i1 
, .. ..., 
j 
-~-'-_ 
.} 
··1~ _, 
·'·" .. 
~ 
-~ 
. -~ffl 
ill 
·'11_'. . 
-~ 
which completes the proof of (6.40). The computations of numerical values 
for E(TIW) in Table II are based on (6.40); the values of the right side of 
(6.42) are tabulated in (8] and the notation used there for it is ·. 
v 1 1(3) = u 1(3) • m- ,m- m-
For purposes of comparison we now give {without proof) formulas for 
E(T lw) and a2 (TIW) computed under the limiting "restricted· normal" ·-distribu-
tion (cf. theorem 5.2): they are 
f6.43) E(T tw) - k[N - JN E(Vk)] 
(6.44) o2 (Tlw) ,.. N[(m+1) 2 _ o2 (:V~) - 2m] 
where Vk is the maxinrum of k independent standard normal chance variables. 
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7 .. Comparison of ISP and FSP 
In this section the ISP will be conpared with the FSP which selects the 
cell with the highest observed frequency as the best cell and uses random-
ization when ties occur. A separate comparison will be made for k = 2 and 
fork> 2,since the results .fork-= 2 form one of the motivating factors for 
writing this paper. One of the difficulties of making "small sample" 
comparisons of the ISP and FSP is that the tables in [ 1 ] give the values 
of the P(CS) for fixed n. = 1(1)30 instead of giving the values of n for 
0 
fixed P*; this makes them quite inadequate for any triple (k, 8*, P*) that 
requires n > 30. There is a large sample approximation given but no table 
gives explicit n values based on the normal approximation. Special values 
0 
·-i~ were extracted from the tables in [ 1 ] and numerical comparisons are made 
J 
-·j 
in Table II for these selected values. Asymptotic (8*~ 1) comparisons for 
k ~ 2 given below indicate that the ISP is more efficient than the FSP for 
any P* ~½;fork= 2 we can state a stronger result, i.e., that-the random 
variable Tis at most equal ton with probability 1. 
0 
Binomial Case (k = 2) 
The P(cslR1) for the ISP with k = 2 is given in (4.6). For the FSP, 
which we denote by R, the corresponding P(CSIR) fork= 2 can also easily 
0 0 
be written as an Incomplete Beta function and we obtain for odd n 
(7 .1) P(CSIR) 
0 
and for even n 
(7.2) 
n 
= .E 
i=n+~ 
.. -T 
(n) i n-i i p q = 
(~) i n-i 1. p q 
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wkere p ~½and the last equality of (7.2) is straightforward. It follows 
from (7.1) and (7.2) that we get the same probability. for any odd n and the 
even integer n + 1, and this is evident in the tables for k = 2 in [ 1 ] ; 
hence we can restrict our attention to odd integer solutions. 
It follows that the value of n required by the FSP fork= 2 is the 
smallest odd integer n ~ x where xis the solution of 
0 
( ) (x+l x+l) * 7.3 18*/(1+8*) 2' 2 = P • 
J Comparing (7.7) with the corresponding probability requirement based on (4.6) 
·-:., with the same 6* and P*, we get the astonishing result that 
'~ 
··,1 
'j 
'I j 
_., 
j 
·1·.£ -~.1_: 
' -·· . .-
--~-~·£!··-.··. 
--l_,._ 
·_ :-~-; 
. --~•· : 
']:.,.·.· .-  
~J 
·,i 
. :-ilffi 
(7.4) n = 2N-1 = Max (T) > E(T) 
0 
where the last inequality holds for any configuration of the parameters. 
We define a procedure R to be more efficient relative to (8*, P*) 
than R' if they satisfy the same probability requirement and the 
E(TIR) ~ E(TIR') in the LF-configuration; if the inequality holds for all 
pairs (6*, P*) then we say that R is uniformly more efficient than R'. 
Since (7.4) holds for any configuration, it follows a fortiori that we 
have proved 
Theorem 7.1: Fork= 2 with any 6* and any P* the ISP is uniformly more 
efficient than the FSP. 
Moreover fork= 2 we can assert the stronger result that with probabil-
ity one the random variable T associated with the ISP is at most equal to 
the value of n required by the FSP for the same probability requirement; 
0 
it should be pointed out that this stronger result does not hold fork> 2. 
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As already mentioned exact "small sample" comparisons are difficult to 
make fork> 2 and it is necessary to make "asymptotic" comparisons. Our 
principal results deal with the LF- and W-configurations with P* f~xed and 
6*~ 1. In accord with the definition of "more efficient" above, we now 
define for fixed P* the first· order asymptotic proportion saved.for any 
-· 
:.r 
4 J procedure R relative to R' as 
(7.5) APS 1(R,R'; P*) = lim rE(T R 
1 
,LF) · - 1] 
8*~· 1LE T R,LF 
Of course, E(TILF) = n for the FSP; we shall take R for the procedure R' 
0 0 
and R1 for R in (7.5). If the limit in (7.5) is zero then we define the 
,1 corresponding second order asymptotic proportion saved for R relative to R' as 
.i ) 
(7.6) APS2(R,R'; P*) = lim 6*~ 1 
.. 1 
(6*-1) 
Theorem 7 .2: For k ~ 2 and all P* 
(7.8) 
~(T R' ,LF) I! T R,LF 
- 1 
J which is positive for all P* ~ ½; in particular, for k=2 and 3, it .. is positive 
for all non-trivial P*-values., Le.-~ for all P* > 1/k. 
-~ 
-l 
'.i 
1 
' l 
Proof: It is clear th-at for fixed P* as 6*~ 1, N~co. For R1 we. shall use 
the results of ( 6 ~-37) and ( 6. 39), but first we need analogous results for 
then ; E(TjR) of the FSP. 
0 0 
Using the arc sine-square root transformation and the subsequent 
normal approximation for the FSP given in (l], we have asymptotically (6~ 1), 
using the notation in [1], 
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t7 .9) n -0 
bl 
~ a-
l 
{\2 
~ 
bl 
-
a2 
H2 (P* 1) 1D ,2 
1 
where we have set p = ½ since ~ ½ as 8*-4, l, and where a1 =2 ~re s in,/p ~ arc sin JiJ , 
(7 .10) b1 = 2 + 2 / m{i-q) 
and p, q are in the LF-configuration (4.4). Expanding the right side of (7.9) 
in increasing powers of 6* - 1 we obtain 
(7 .11) 
2kH2 ( P* 1 ) m ,2 
n - -
0 (6* - 1)2 + 
{k+2) H2 (P*,½) 
m + Lfc1) 
6.* - 1 
Using the first terms of (6.37) and {7.11) we obtain (7.7). To get a lower 
bound for APS2(R1,R0 ;P*) we use the upper bound given by (6.39) and {7.11) 
to obtain the right member of (7.8); the latter is positive whenever 
(7.12) P* > ½ (k-2) k-1 
and, a fortiori, whenever P* > ½. Since the right side of {7.12) is~ 1/k 
fork= 2 and 3, the rest of the assertion in theorem 7.2 follows. 
It is also of interest to see-whether the stronger result, that 
E(TIW) ~ n, is true for any values of k > 2; we have already .. seen that this 
0 
holds fork= 2. For this purpose we expand (6.4o) in increasing powers of 
6* - 1 after substituting for N from (5.14) and compare term-by-term with the 
expansion in (7.11); the values of the integral in (6.38) are taken from (8). 
We find that for 8* sufficiently close to 1 (and hence N large) 
(7.13) 
E(Tlw) < n
0 
E(Tlw) > no 
for k ~ 3 
for k > 3 
, 
/ 
The numerical results of Table II are consistent: with (7 .13). 
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• APPENDIX 
A: Remarks on the Variance of T. 
It is interesting to note that by applying (4.2) we can obtain an exact 
expression for ET2 , and hence for a2 (T), in terms of D - integrals defined in 
m 
(6.12). This initial expression can then be symmetrized by using leDllllas 6.1 and 
6. 2 but the final expression appears to be "tediously11 -long and is omitted. The 
intermediate result with a ·common lower limit of integration q/e for each D is 
m 
+ 
E(T21 GLF) = (2N+l )E(TI GLF) + N(N+l) {- 1 + ;;
2 
[°m(N+2,N-2,N, ... ,N;q/p) 
. (m-1 )D (N+2,N-l ,N-l ,N, .•. ,N;q/p )7 + (.E.)2 11-n (N-2,N+2,N, ••• ,N;q/p ~ 
m 'J qLm j 
+ (m-1) ~-Dm (N,N-2,N+2,N, ••• ,N; q/p ~ + 2(m-1) ! ~-Dm(N-1,N+2,N-1,N, ... ,N;q/p ~ 
+ (m-1 )(m-2) E-Dm(N,N-1,N-1,N+2,N, ••• ,N;q/p >] } . 
Using the symmetrized form of (Al) and the result'for E(TIGLF) in (6.13) to compute 
a2 (T), it was found that the sum of the terms, say T1(N), involving N
2 (after 
much calculation!) reduced to 
It should be noted that D (N,N;q/p) ~ 1 as N ~ 00 (or p* ~ 1) and 
m 
N2 (1-D (N,N;q/p)] ~ O, since 1-D (N,N;q/p)"""l-P* and it cari be shown using 
m m . \ 
(5.14) and the definition of H (P*, ½) in (5.7) that N~- 4 log (1-P*). It is 
m 
conjectured that a similar result holds for the terms involving N312 and that 
the leading "non-zero" term in the asymptotic expression for a2 (T) 
as that obtained from theorem 5.2(a), namely, for q < p 
is the same 
I 
It should also be noted that T1(N) = 0 for q = p. It is conjectured that 
a similar result holds for the terms involving N312 and that the leading 
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• • "non-zero" term for a2 (T) when q = p is asymptotically equivalent to that 
..... 
(Bl) 
(B2) 
(B3) 
(B4) 
• given in (6.44). 
B: A Property of· D (M,N;B). 
m 
For convenience, we denote D (M,N;e) by 
m 
f (M,8) and we use M~r) to 
denote the product of the r factors M(Mf-1) (Mi-r-1). Differentiating the 
expression (6.12) for D (M,N;B) with respect to 8 and letting D = o/oe 
m 
denote the partial derivative with respect to e, we obtain 
8Df{M,8) = M ~(Ml-1,8) - f(M,8)] = Mt. f(M,8) 
where D. denotes the usual finite-difference operator. 
We now prove the more general 
Theorem Al: For any M, N, e and any r (r = 0,1, ••• ) 
M(r )D.rf(M,8) = BrDrf~M,8) 
~- The proof is by induction and we have already shown it to be true for 
r = 1. Assuming it is true for r = k, we have by applying the operator MD. 
to the left side of (B2) for r = k 
Mt, { M(k)t.kf(M,8)] = M~Ml-l)(k)t.k+lf(M,8) + k(M!-l)(k-l)t.kf(M,8J 
= M(k+l)D.k+lf(M,8) + kM(k)D.kf(M,8) 
Now, using the induction hypothesis and the fact that 6. and D operate on 
different arguments and hence connnute, we have from (B3) 
M(k+l)D.k+lf(M,e) + k8kDkf(M,9) = M 6. { ekDkf(M,8)} 
from which (B2) follows. 
= ekok { M 6. f(M,e)) = eknk C 6Df(M,e) i 
= ek [eok+lf{M,e) + kDkf{M,e)J 
= ek+lDk+lf(M,8) + kBkDkf(M,8) 
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... , 
(B5) 
(B6) 
_j (B7) 
! 
c As a corollary we note that if we let f(r)(M,6) denote the left {or right) 
• side of (B2) then 
(r=O, 1, .•. ). 
We remark that by using lennna (6.2) or by taking the derivative of D (M,N,6) 
m 
directly ehat 
and hence the expression for E(TIGLF) in theorem 6.1 can also be written as 
Acknowledgement 
J The authors wish to thank Mr. Satindar Kumar, Mr. Desu Mahamanulu and Mr. 
George G. Woodworth for their help with the computation of Table II. 
··, 
··, 
- 30 -
., 
-. .. • 
Table I 
• t \ 
~~--Values needed to satisfy ( 4 .• 5) for the ISP .Ii 
P* 75 = . 
m 
I 6* 1 2 3 4 5 6 7 8 9 
1:2 . 29-] 63 87 104 119 l~O lhn l4Q 1S7 
1.4 9 -0 19-u 27-0 32 36 4o 4~ 46 48 
1.6 5 10 14 17 19 21 23 24-0 26-0 
1.8 3 7 10 11 13 14 15 16 17 
2.0 3 5 7 9 10 11 11 12 lq 
_2.2 2 4 6 7 8 8 9 10 10 
2.4 2 4 5 6 7 7 8 8 8 
2.6 2 3 4 5 6 6 7 7 7 
2.8 2 3 4 4 5 5 6 6 6 
q.o 1 ~ q 4 5 I 5 5 6 6 
P* = .9() 
m 
6* 1 2 3 4 5 6 7 8 9 
1.2 99 151 182 205 223 238 250 261 270 
1.4 30 45 55 62 67 71 75 78 81 
1.6 16 24-u 29 32 35 38 40 41 43 
1.8 10 16 19 21 23 25 26 27 2a-0 
2o0 8 12 14 16 17 18 19 20 21 
2.2 6 9 11 12 13 14 15 16 16 
2.4 5 8 9 10 11 12 12 13 13 
2.6 4 7 8 9 10 10 11 11 12 
2.8 4 6 7 8 8 9 9 10 10 
3.0 4 5 6 7 8 8 8 9 9 
# See footnote on next page. 
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m 
5* 1 2 3 
~ 
1.2 163 222 257 
1.4 49 66 77 
1.6 25 34 40 
1.8 17 22-0 26-0 
2.0 12 16 19-0 
2.2 10 13 15 
2.4 8 11 12 
2.6 7 9 11 
2.8 6 8 9 
3.0 5 7 8 
2.0 
2.2 
2.4 
.o 10 12 1 
Table I' (cont.) 
P* = 95 . 
4 5 
283 302 
84 90 
44 47 
29 31 
21-0 23-0 
17 18 
14 15 
12 12 
10 11 
9 10 
P* = .99 
4 
14 1 
6 
318 
95 
50 
33 
24-0 
19 
15 
13 
11 
10 
7 8. 9 
~~2 ~44 ~54 
gg lOi 106 
52 54 56 
14 i'5 ~7 
25-0 26-0 2~1 
19 20 21 
16 17 17 
14 14 15 
12 12 1~ 
11 11 11 
16 . 
#All entries above the heavy line are based on the asymptotic normal approxi-
mation (5.14); those below the heavy line are exact values taken from Table 3 
of (4]. The "exponents" in certain boundary cells are the differences between 
the asymptotic (A) and the exact (E) values of N, i.e., A-E, and give some 
indication of their agreement. 
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r' 
8* 
1.2 
1.6 
2.0 
3.0 
Table II 
Exact and Asymptotic E(T)-Values for the ISP 
and Comparisons with n -Values for the FSP. 
0 
P* = • 75 P* = .9() 
N, E(T) and 
- -
n -Values m = 1 m=2 m = 3 m = 1 m=2 
0 
N 29 (63) (87) (99) ( 151) 
E(TILF: Exact 50.97 168.23 --- 180.15 403.~59 Asympt. (51.01) ( 169.89) (309.84) :1so.15) (4o5.29) 
~xact 51.95 179.15 186.77 437-.62 E(TIW) ---lsympt. (51.92) (178.92) (335.20) (186.77) (437.45) 
n (57) (18o) (327) ( 198) (437) 0 
N 5 10 14 16 24 
E(TILF) Exact 7.30 22.86 45.88 25.51 54.71 Asympt. (7.32) (24.45) ( 42. 71) (25.57) (56.73) 
Exact 7.54 26.17 47 .l7 27.52 65.95 E(TfW) 
~sympt. (7.48) (25.99) (50.86) (27.49) (65.78) 
n 11 26 (46) 31 (64) 0 
N 3 5 7 8 12 
' E(T I LF) Exact 3.96 10.40 18.93 11.68 25.65 Asympt. (4.08) (11.02) (19.63) ( 11.Bo) (25.76) 
Exact 4.13 12.37 21.87 12.86· 31.78 E(TfW) 
~sympt. (4.05) ( 12. 16) (24.37) ( 12 .81) (31.60) 
no 5 12 20 15 28 
N 1 3 3 4 5 
E(TILF) IExact 1 6.19 7.28 5.16 8.94 
~sympt. (0.87) (6.20) (7.50) (5.45) (9.92) 
!Exact 1 7.02 8.04 5.81 12.37 E(TIW) 
~sympt, (0.87) (6.8o) (9.62) (5.74) ( 12 .16) 
no 1 5 8 7 .. 11 
·-
m=3 
( 182) 
---(642.04) 
---(709.48) 
(694) 
29 
86.54 ( 85 .,67) 
102.64 
( 109.08) 
(98) 
14 
36.40 (36.78) 
47.17 (50.86)' 
( 56) 
6 
13.20 
(13.33) 
17.72 (20.64) 
lh 
All entries in parentheses are asymptotic; all entries without parentheses are 
exact, except that E(TILF) form= 2,3 is based on the approximation (6.29). A 
"dashed" entry indicates a value not computed. The 6 entries in each cell are 
based on (4.5) or (5.14), (6.13) or (6.29), (6.36), (6.13), (6.40), and (1] or 
(7.9), respectively. The second decimal of the E(T)-entries above may not be 
accurate in some cases. 
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