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Abstract—Frequency modulation (FM) is a form of radio
broadcasting which is widely used nowadays and has been for
almost a century. We suggest a software-defined-radio (SDR)
receiver for FM demodulation that adopts an end-to-end learning
based approach and utilizes the prior information of transmit-
ted speech message in the demodulation process. The receiver
detects and enhances speech from the in-phase and quadrature
components of its base band version. The new system yields
high performance detection for both acoustical disturbances, and
communication channel noise and is foreseen to out-perform the
established methods for low signal to noise ratio (SNR) conditions
in both mean square error and in perceptual evaluation of speech
quality score.
Index Terms—FM;LSTM; SDR; Deep Learning; end-to-end
learning; amplitude noise; phase noise; PESQ
I. INTRODUCTION
Frequency modulation (FM) is a nonlinear encoding
of information on a carrier wave. It can be used for
interferometric, seismic prospecting, telemetry and many
more applications, each with its own statistics, dominated
by the underling generating process. However, its widest
use is for radio broadcasting, which is commonly used for
transmitting audio signal representing voice.
Communication transmission channel is subject to various
distortions, noise conditions and other impairments. Those
impairments severely degrade FM demodulator performance
when a critical level is exceeded. As a result thereof, the
intelligibility and quality of the detected speech decreases
significantly. This phenomenon is known as the Threshold
Effect.
Long Short-Term Memory (LSTM) recurrent neural networks
[8] are powerful models that can capture long range
dependencies and non-linear dynamics. LSTMs achieve
excellent performance on a general sequence to sequence
learning problems [18], and are used for solving many
difficult problems such as text to speech mapping [3]
language translation and speech and music generation ( [23],
[12]).
This paper introduces FM demodulator based on Long
Short-Term Memory recurrent neural network. The main con-
tributions of this work are as follows:
• utilizing the LSTM abilities to capture the temporal
dynamics of speech signals and take advantage of the
prior statistics of the speech to overcome transmission
channel disturbances.
• Taking an end-to-end learning based approach for fil-
tering both acoustical disturbances, modeled as phase
noise and transmission channel disturbances, modeled as
amplitude noise. In this approach, the LSTM learn to
map directly from the modulated baseband signal to the
modulating audio that had been applied at the transmitter,
thus creating a baseband to speech mapping.
We demonstrate this method by applying it to Frequency
modulation (FM) decoding in varying levels of amplitude and
phase noise and show it has a superior performance over
legacy reception systems in low SNR conditions.
II. PROBLEM FORMULATION AND RELATED WORK
Traditionally radio transmission decoding and speech en-
hancement are considered as two separate problems. However,
optimal signal estimation algorithms are usually constructed
on the basis of statistical properties of a measurement process
and prior statistical or deterministic model of the reconstructed
signals. This is often a difficult problem with no analytic solu-
tion that can be only approximately solved based on simplistic
models of noise and signal. On the other hand, any signal
estimation can be considered as a non-linear mapping from
input data to the desired output. Having a universal function
approximation tool in hand, we can learn such mapping using
a set of training examples, pairs of input modulated baseband
signals and the desired audio output signals.
Except for the traditional methods for radio transmission
decoding and for minimum mean square error (MMSE)
based speech enhancement techniques, several, though not
many, neural networks based methods have been proposed
for each of the two problems separately. For example the
radio transmission decoding: [1], [14] and recently [2], and for
channel noise estimation [13], however, these works deal with
digital communication for which bit-streams are mapped to
symbols, moreover, traditionally the symbols are precoded and
scrambled before transmitted, therefore effectively the coded
data stream is uncorrelated from time-sample to time-sample
[21], and use of the prior speech data to overcome the noise
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in the transmission channel is not possible.
The fact that the modulating input is proportional only to
the instantaneous frequency of the received FM signal has
driven the development of traditional FM demodulators to rely
on very short time frame processing in order to extract the
modulating signal, disregarding long range dependencies that
are present in the transmitted voice.
[16] addressed the analog FM problem, but the approach taken
was to imitate the way a conventional FM demodulator works
by implementing different neural network for each building
block separately. It used memoryless (or very short memory)
feed-forward neural network with only one input at some
intermediate blocks, and therefore it did not take into account
the prior knowledge of the transmitted speech. Moreover,
demodulation was performed directly on the passband signal
so the input of the neural network needed to be sampled
with very high sampling rate in order to detect the change
in the input, resulting in several samples, most of which are
redundant, and a very large network for actual sampling rates
that is very difficult to train and not suitable for practical use.
As for the problem of speech enhancement, several neural
networks based solutions were suggested and shown to give
good performance, for example [22], [10], [4] and in [9] an
LSTM based model was suggested.
While the listed works have applied neural networks to the task
of radio demodulation and for speech enhancement separately,
neither of these works suggested the task of radio transmission
decoding with the prior information of transmitted speech
messages. In this sense, our project is entirely novel as our
network exploits the prior knowledge of the speech signal
to overcome both acoustical disturbances and noise in the
communication channel and performs audio reconstruction
by directly operating on the baseband representation of the
modulated data.
In the work, Demodulation as Probabilistic Inference [20],
demodulation is viewed as a problem of inference and learning
and it was suggested to use a demodulation process that can
be shaped by user-specific prior information. We adopt this
approach in our work and suggest a neural network based
solution for this problem.
III. BACKGROUND
A. Signal modulation
Frequency Modulation is the process of modulating a sine
wave with an information message xm (t) in the following
manner:
y (t) = Accos
(
2pifct+ 2pif∆
∫ t
0
xm (τ) dτ
)
Where xm (t) is the data signal, which is typically a speech
signal, xc(t) = Ac cos(2pifct) is the sinusoidal carrier, fc is
the base frequency of the carrier, Ac is the amplitude of the
carrier and f∆ is the frequency deviation, which represents
the maximum shift away he carrier’s base frequency.
Fig. 1: Communication system with amplitude and phase noise
sources.
1) Noise Model: During the process of transmission and
reception, the signal is subject to several impairments. On
the receiving side, the modulator’s role is to reconstruct the
original signal from the received signal with maximal level
of reliability, overcoming the impairments introduced by the
transmission and reception phases.
As mentioned, the message signal undergoes several distor-
tions, the signal impairments due to those distortions can be
divided into two categories:
1) Phase noise: Impairments due to environmental con-
ditions such as audio distortions and the operation
of frequency modulation, those original audio additive
impairments are translated to the phase to become phase
noise.
r (t) = Accos
(
2pifct+ 2pif∆
∫ t
0
(xm (τ) + n (τ)) dτ
)
2) Amplitude noise: Impairments due to communication
channel distortions such as convolution with the
communication channel, multi-path, additive noise
due to propagation characteristics of the channel
environment, etc. those impairments are translated to
additive amplitude noise, r (t) = y (t) + n (t).
In communication systems, the statistical model for each of the
above noise models is usually assumed to be white Gaussian
noise. For clarity a Fig. 1 presents a diagram depicting the
communication system and its elements.
2) Baseband equivalents of bandpass signals: Sinusoid
with frequency modulation can be decomposed into two
amplitude-modulated sinusoids that are offset in phase by one-
quarter cycle (pi/2 rad). The amplitude modulated sinusoids
are known as in-phase and quadrature components or the
I/Q components. By using simple trigonometric identities the
general expression representing the transmitted signal can be
expressed as follows:
y (t) =
Accos (2pifct) cos
(
2pif∆
∫ t
0
xm (τ) dτ
)
−
Acsin (2pifct) sin
(
2pif∆
∫ t
0
xm (τ) dτ
)
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The I/Q components can be defined in the following way:
I (t) = Accos
(
2pif∆
∫ t
0
xm (τ) dτ
)
Q (t) = Acsin
(
2pif∆
∫ t
0
xm (τ) dτ
)
and we can represent the modulated signal with its I/Q
components in the following way:
y (t) = I (t) cos (2pifct)−Q (t) sin (2pifct)
This signal has a bandpass spectrum centered around the
carrier frequency fc.
It is common to analyze communication systems by using
the low pass equivalents, also referred to as baseband (or I/Q
components) of the original band pass signals.
B. Long Short-Term Memory Networks
Long short-term memory (LSTM) is a recurrent neural
network architecture. Due to the vanishing and exploding
gradient [15] the training of recurrent neural networks is a
challenging task. To address this issue, the LSTM cell has been
introduced by [8]. We are using the common LSTM version
[5], with the following update equations:
it = σi (Wxixt +Whiht−1 +Wcict−1 + bi)
ft = σf (Wxfxt +Whfht−1 +Wcfct−1 + bf )
ct = ftct−1 + ittanh (Wxcxt +Whcht−1 + bc)
ot = σo (Wxoxt +Whoht−1 +Wcoct + bo)
ht = ottanh (ct)
where σ is the logistic sigmoid function, i, f, o and c are
respectively the input gate, forget gate, output gate and cell
activation vector cells at time t. xt is the input feature vector,
ht is hidden output vector, bi, bf and bo are the bias terms and
Whi,Whf ,Who,Wxi,Wxf and Wxo are the weight matrices
connecting the different inputs and gates with the memory
cells.
C. Natural speech structure
Natural speech is composed of many timescale features,
generated by anatomic processes that control sound
production. A typical segment of speech can be decomposed
to sentences or words that are of a typical time scale of one
second. On a smaller time scale, words can be decomposed
into phonemes, which are one of the units of sound that
distinguish one word from another. Usually phonemes last a
duration which is smaller than 10−1 seconds. We can look on
an even smaller time scale, such as pitch 10−2 and formants
10−3. For an optimal reconstruction to take place, all those
timescales need to be accounted for in the reconstruction
task.
IV. METHOD DESCRIPTION
A. Dataset and training procedure
In order to support high quality audio transmissions broad-
cast, FM stations use large values of frequency deviation.
The FM broadcast standards in the United States specify
a value of 75kHz of peak deviation and 240kHz sampling
frequency of the output signal. The default value of the
modulating audio signal is 48kHz. For the above reasons,
the training set was generated using Matlab FM modulation
[7] with the above stated standard specifications. The above
system constraints dictates the number of baseband samples
the modulator produces (five in-phase and five quadrature) for
each audio sample on its input. In order to avoid manipulating
FM passband signal directly, we assume that conversion to
baseband from intermediate frequency will be performed by
another digital or analog hardware. This conversion process
is known as synchronous detection or heterodyning the sig-
nal down to baseband and it is usually performed in the
analog front end. Converting the high frequency signal to
baseband signal, enables more convenient processing in a
lower sampling rate than the original carrier frequency and
alleviates the demodulator (either standard or DNN based)
computational demands. The audio waveforms used in our
experiments were downloaded from TIMIT Acoustic-Phonetic
Continuous Speech Corpus [24]. The TIMIT corpus includes
16-bit, 16kHz speech waveform file for each utterance. We
used male speakers from New England dialect region. The
speech material in the TIMIT corpus is subdivided into por-
tions for training and testing. The criteria for the subdivision
has no relation to the data distributed, and can by found in
the corpus documentation. For the input of the neural network
we used two features, samples of the in-phase and quadrature
components of the baseband signal. For compatibility with
standard United States specifications described above the
waveforms were up-sampled to 48 kHz.
B. Architecture
In many signal estimation tasks, the advantage of recurrent
neural network becomes significant only when there is a
statistical dependency between the examples. We utilize those
abilities of the recurrent neural network, more specifically
LSTM, to capture the temporal dynamics of speech signals for
the problem of source signal estimation from noisy frequency-
modulated measurements. Since there is a direct mapping
between the generating speech and the modulated FM signal,
future baseband samples are also related to previous baseband
samples, as dictated by the underling generating speech. We
would like the demodulator to exploit future context as well
as prior speech statistics in the speech demodulation task.
To exploit this dependency we introduce a small delay of
100 samples, this enables us to use bidirectional RNNs [25],
this network is trained using input information from the past
as well as from the future of a specific time frame. This
is achieved by processing the data in both directions with
two separate hidden layers. For higher level representations
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Fig. 2: Network architecture, stacked bidirectional LSTM
of the modulated speech signal we use deep architectures.
Deep RNNs can be created by stacking multiple LSTM
layers on top of each other, with the output sequence of
one layer forming the input sequence for the next. The
stacking of multiple recurrent hidden layers can combine the
multiple levels or representations of speech with flexible use
of long range context, and have proven to give state-of-the-
art performance for acoustic modeling [6], [11]. The fact that
our inputs (baseband samples) and outputs (audio samples)
are synced sequences, and for the above stated reasons we
have decided to adopt Deep bidirectional LSTM architecture
based on the architecture proposed in [6]. For regularization
we added a dropout layer [26]. We trained with batches of
512 examples and truncated backpropagation through time
to length of 100 time steps. Using the system specification
described in Dataset and training procedure section dictates
ten baseband samples for each audio sample, i.e. in training
we unrolled the network to 100 time steps, in each time step
the input is a baseband vector of length ten, and the output
is its corresponding audio sample, As illustrated in Fig. 2.
Long term dependencies were accounted for by preserving
the network state between batches, as the last state of a batch
was used as the initial state for the following batch. The entire
system was optimised with RmsProp[19] optimization method,
using backpropagation through time [17].
V. EXPERIMENTAL RESULTS
In order to evaluate the performance of the DNN de-
modulator we used both the Mean Squared Error (MSE)
objective measure and Perceptual Evaluation of Speech Qual-
ity, PESQ[27]. PESQ was particularly developed to model
subjective tests commonly used in telecommunications and is a
more suitable measure for speech quality assessment. The aim
of the PESQ score is to achieve high correlation with majority
opinion score (MOS) tests for speech quality assessment as
perceived by human beings. We compare the performance
of proposed LSTM demodulator against the performance of
conventional demodulator implementation from Matlab com-
munication toolbox, which is based on [7]. In both cases, DNN
and conventional demodulator, the modulated signal sample
rate is set to 240 kHz and the frequency deviation is set
to 75 kHz (United States standard). In order to boost the
Fig. 3: Full broadcast system, used for performance compari-
son
Fig. 4: Spectrogram of the original audio signal and DNN
demodulator reconstruction.
performance of the conventional FM receiver and compensate
FM characteristic in that it amplifies high frequency noise and
degrades the overall signal-to-noise ratio, we used matlab FM
broadcasters. FM broadcasters insert a pre-emphasis filter prior
to FM modulation to amplify the high-frequency content. The
FM receiver has a reciprocal de-emphasis filter after the FM
demodulator to attenuate high-frequency noise and restore a
flat signal spectrum. For clarity the full FM broadcast system
is depicted in figure 3. We start with the noise free case, i.e.
neither phase nor amplitude noise were added to the modulated
signal. For the noise free case we get output SNR of 36.56
dB and the PESQ score measured between the reconstructed
and the original audio is 4.54, these results indicate high
quality reconstruction. Fig. 4 shows the spectrogram of the
original audio and spectrogram of the LSTM demodulator
reconstruction for noise free case. We investigated the perfor-
mance of the proposed scheme, by testing the reconstruction
quality in experiments employing FM modulation for various
levels of additive white Gaussian (AWGN) amplitude noise.
Fig. 5 shows MSE of the speech reconstruction comparison
between the proposed LSTM demodulator and conventional
demodulator for various levels of AWGN amplitude noise. Fig.
6 shows PESQ score of the speech reconstruction comparison
between the proposed LSTM demodulator and conventional
demodulator for various levels of AWGN amplitude noise.
As shown in the conducted experiments the proposed re-
ceiver has a clear advantage over the conventional receiver
in noise conditions, this is mostly due to the fact that the
proposed LSTM demodulator takes advantage of the statistics
4 | P a g e
Fig. 5: Output SNR of the audio reconstruction Vs. channel
input SNR
Fig. 6: PESQ score of the audio reconstruction Vs. channel
input SNR
of the generating speech signal. We prove this point by limiting
the memory of the network to only one time step, as in theory
we can map the FM signal back to audio with almost no
memory. Though we were able to reconstruct the audio for
noise free case with rather small reconstruction error of SNR
17.76 dB, however for low SNR conditions, of 0 dB amplitude
noise, reconstruction was not possible without using memory,
and the demodulation failed. This experiment shows that
indeed in order for quality reconstruction to take place under
noise conditions the statistics of the generating speech signal
must be accounted for. Next we compare the reconstruction
quality of the proposed LSTM demodulator and conventional
demodulator, in the presence of phase noise. This is done by
adding AWGN noise both to the modulating speech signal
and to the frequency modulated signal separately. We add
phase noise by adding AWGN with SNR of 0 dB with respect
to the speech signal and conduct experiments employing
FM demodulation for various levels of amplitude AWGN.
Fig. 7 shows MSE of the speech reconstruction comparison
between the proposed LSTM demodulator and conventional
demodulator for phase noise of 0 dB with respect to the speech
signal and for various levels of AWGN amplitude noise. Fig.
8 shows PESQ score of the speech reconstruction comparison
between the proposed LSTM demodulator and conventional
demodulator for phase noise of 0 dB and for various levels
of AWGN amplitude noise. It can be seen that the LSTM
demodulator outperforms the conventional demodulator in the
case of both amplitude and phase noise, thus creating an end-
to-end radio receiver that can overcome both communication
channel disturbances and acoustical disturbances, modeled as
phase noise.
VI. CONCLUSION
We have presented a new approach to decode FM transmis-
sion of audio speech signals based on bidirectional stacked
LSTM. In this approach we utilize the statistics of the infor-
mation message, more specifically long and short time-scale
temporal structure in speech. As a result the proposed receiver
has a clear advantage over the conventional receiver as it yields
much higher reconstruction quality and can overcome both
distortions in the information message and distortions in the
transmission channel. With the availability of sufficient com-
putation power, which became practical with the appearance of
powerful graphical processing units (GPU) and corresponding
software, the proposed receiver can be used as an extremely
robust radio receiver.
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