We consider the problem of recovering a complex signal x ∈ C n from m intensity measurements of the form |aix|, 1 ≤ i ≤ m, where ai is a measurement row vector. Our main focus is on the case where the measurement vectors are unconstrained, and where x is exactly K-sparse, or the so-called general compressive phase-retrieval problem.
I. INTRODUCTION
The generalized phase retrieval problem is to construct a signal x ∈ C n from the magnitude of linear measurements y = |Ax|, x ∈ C n , where A ∈ C m×n is the measurement matrix, and the magnitude is taken on each element of the vector Ax. This problem is motivated by many applications in which one can measure only the intensity of the measurements, such as optics [16] , X-ray crystallography [4] , astronomy [5] , and ptychography [9] .
In this paper, we study the compressive phase-retrieval of sparse signals, targeting the case where x is K-sparse. 1 The phase-retrieval problem has been studied extensively over several decades. Here, we provide a brief review of related works, and refer the readers to [21] for a more extensive literature review. A large body of literature is dedicated to the phase-retrieval problem for the case where the signal to be recovered has no structure and is non-sparse. "Phaselift" proposed by Candes et al. [7] and "PhaseCut" proposed by Waldspurger et al. [18] are examples of convex relaxation methods to solve the problem via semi-definite programming using O(n log(n)) measurements. In [15] , the authors propose an efficient algorithm based on alternating minimization that reconstructs the signal with O(n log(n) 3 ) measurements.
To the best of our knowledge, the first algorithm for compressive phase retrieval was proposed by Moravec et al. in [6] . This approach requires knowledge of the 1 norm of the signal, making it impractical in most scenarios. The authors in [17] showed that 4K − 1 measurements are theoretically sufficient to reconstruct the signal, but did not propose any algorithm. The "PhaseLift" method is also proposed for the sparse case in [12] and [14] , requiring O(K 2 log(n)) intensity measurements, and having a computational complexity of O(n 3 ), making the method less practical for large-scale applications. Compressive phaseretrieval via generalized approximate message passing (PR-GAMP) is proposed in [8] , with good performance in both runtime and noise robustness shown via simulations without theoretical proofs.
Jaganathan et al. consider the phase retrieval problem from Fourier measurements [10] , [11] . They propose an SDPbased algorithm, and show that the signal can be provably recovered with O(K 2 log(n)) Fourier measurements [10] . Recently, Cai et al. propose proposed SUPER algorithm for compressive phase-retrieval in [1] . The SUPER algorithm uses O(K) measurements and features O(K log(K)) complexity with a zero-error-floor asymptotically.
A. Main Contribution
The key contribution of this work is in the introduction of coding theory techniques such as density evolution and sparse-graph codes for compressive phase-retrieval problem. This allows us to come up with a provably efficient and fast PhaseCode family of algorithms that are order-optimal in terms of number of measurements needed, time-complexity, and memory-complexity, which are all O(K). Furthermore, we provide precise constants for the number of measurements needed to achieve a targeted reliability as defined in Section III. To the best of our knowledge, this is the first work that provides precise constants for the number of measurements that are small factors from the fundamental lower bound. As a specific operating point, our proposed Unicolor PhaseCode algorithm can provably recover a frac-tion of at least 1−10 −7 of the active signal components with 14K measurement, with an asymptotically high reliability of 1−O(1/K). This is one instance of an entire family of tradeoffs between the number of measurements needed and the fraction of non-zero signal components that can be recovered using PhaseCode.
We also provide simulation results that validate our theoretical findings, and verify the close match between theory and practice. In this regard, we go beyond the UniColor PhaseCode algorithm, which comes with strong theoretical guarantees, to the MultiColor PhaseCode algorithm, which outperforms the UniColor PhaseCode algorithm empirically, but whose theoretical analysis remains open, and will be part of our ongoing and future work. Concretely, for the same instance cited earlier for the UniColor PhaseCode operating point (recovery of 1 − 10 −7 fraction of the active signal components with 14K measurements), the more efficient MultiColor PhaseCode algorithm is shown to need only about 11K measurements. Simulations confirm the runtime and memory requirements of our proposed algorithms as being linear in K and independent of n. This allows us to run PhaseCode using parameters as high as n = 10 10 and K = 10 4 on a regular laptop. See Figure 3 .
II. PROBLEM FORMULATION
Consider a complex signal x ∈ C n of length n which is K-sparse; that is, only K out of n components of vector x are non-zero. Let A ∈ C m×n be the measurement matrix that needs to be designed. The phase retrieval problem is to recover the signal x from magnitude measurements y i = |a i x|, where a i is the i-th row of matrix A.
The main objectives of the compressive phase retrieval problem are to design matrix A, and the decoding algorithm to recover x, that satisfy the following objectives.
• The number of measurements m is as small as possible.
Ideally, one wants m to be close to the fundamental limit of 4K − O(1) [17] . • The decoding algorithm is fast with low computational complexity and memory requirements. Ideally, one wants the time complexity and the memory complexity of the algorithm to be O(K), which is optimal. • The reliability of the recovery algorithm should be maximized. Ideally, one wants the probability of failure to be vanishing as the problem parameters K and m get large. 2 
III. THE PHASECODE ALGORITHM
Suppose that x ∈ C n is K-sparse. First we define A ∈ C 4M ×n to be a "row tensor product" 3 of matrices T and H, where H ∈ {0, 1} M ×n is a binary "code" matrix, to be shortly explained, and T ∈ 4 × n is the "trigonometric modulation" matrix that provides 4 measurements per each row of H. We define a row tensor product of matrices T and H, T ⊗H, as follows. Let Then, our measurement matrix A is design from:
Matrix H is constructed using a carefully chosen "ballsand-bins" model, where as mentioned, the balls refer to the non-zero values of x, and the bins refer to the measurements. Thus, each column of H denotes a ball and each row of H denote a bin. Matrix H is designed to ensure that each ball goes to exactly d bins uniformly at random, where d is a design parameter. For instance, in the above toy example d = 2. Thus, H ij = 1 if and only if ball j is in bin i, and H ij = 0 otherwise. Formally, we construct the ensemble of d-left regular degree bipartite graphs C n (d, M ), using a ballsand-bins model as follows. We construct a bipartite graph of n left nodes and M right nodes. When a ball goes to a bin, we construct an undirected edge between the corresponding left and right nodes in the bipartite graph.
While we provide the details of how to design matrix T in Section V, for completeness of the description, here we state the precise expression for T without further explanation. Let ω = 2πL n be a random phase between 0 and 2π, i.e. the discrete random variable L is uniformly distributed between 0 and n − 1. We design T ∈ C 4×n to be
Letx ∈ C K be the shortened vector constructed from the K non-zero components of x in the way that the order of these components' indices are maintained. LetH ∈ C M ×K be the corresponding code matrix that is constructed from the active columns of H in the trivial way. Let C K 1 (d, M ) be the ensemble of bipartite graphs induced byx. Note that the induced graph also has a d-left regular degree, and when K is large and M/K is a constant, the weight of each row of matrix H or the right-node degree approaches a Poisson random variable with parameter λ = Kd M . As in [3] , in the balls-and-bins model, we use the following terminology extensively throughout the paper: two balls. • Multiton: A bin is a multiton if it contains more than one ball. 4 We propose two decoding algorithms called Unicolor PhaseCode and Multicolor PhaseCode. We first describe Unicolor PhaseCode, and analyze it in Section IV. Next, we describe Multicolor PhaseCode that is more efficient, but whose analysis remains unresolved, and is part of our ongoing work. Our decoding algorithms are based on the coloring of balls; and merging of different colors. With the aid of the carefully designed matrix T , our decoder is capable of performing the following functions:
• When a ball is in a singleton bin, the ball is colored with a new color. Figure 1a illustrates this operation. • When all the balls in a multiton bin are colored, and the number of colors in that multiton bin is exactly two, then those two colors can be combined into a single composite color. Figure 1b illustrates this operation. • When a multiton bin consists of exactly one uncolored ball, and the other non-empty set of balls in the bin have all the same color (let's say red), then the uncolored ball is colored with that color (i.e. it becomes red). Figure  1c illustrates this operation.
Remark Note that matrix T should enable the decoder to first detect the singleton bins, multiton bins with two colors, and multiton bins with a single uncolored ball and 1 color, and then perform the above functions. In this section, we do not provide the details of how these operations can be done. Instead, we focus on a coloring problem on a balls-and-bins model. The rules of the coloring problem are as mentioned above, and the goal is to design matrixH such that almost all the balls get colored with the same color, when the coloring procedure ends.
Unicolor Algorithm In the first iteration of the algorithm all the singletons are colored. In the second iteration, all the doubletons that each contain two colored balls from the first iteration, are detected, and their colors are combined. Then, the largest set of balls having the same color 5 is selected, and every other ball gets uncolored. At this point, there is only one color, and no new colors are added to the system. Hence, we use the terminology Unicolor for this algorithm.
In the following iterations, if there is only one uncolored ball in a bin, with one or more colored balls, then that uncolored ball gets colored. (See Figure 1c .) The algorithm continues until no more balls can be colored.
Multicolor Algorithm In the first iteration of the algorithm, all the singletons are colored. In the following iterations, the decoder checks all the non-singleton bins. If they consist of only 2 colors, those colors are combined. (See Figure 1b .) If the colored balls in the bin all have the same color, and if there is only one uncolored ball in that bin, then that ball gets colored. (See Figure 1c .) The algorithm continues until no more balls can be colored, or no more colors can be merged.
We provide pseudocode of both algorithms in [21] .
Remark Both algorithms have O(K) sample and decoding complexity, with Multicolor PhaseCode having a better constant than Unicolor PhaseCode in sample complexity due to its greater color-combining power.
Note that in both algorithms, the recovered balls are the largest set of balls having the same color. Intuitively, it is clear that the Unicolor PhaseCode is less expressive, since does not exploit the ability to combine colors after the second iteration. The following example illustrates the two algorithms and illustrates why Unicolor PhaseCode is suboptimal compared to Multicolor PhaseCode.
Example Let K = 4, M = 5 and d = 2. Label the balls by 1 to 4. Suppose that the induced bipartite graph is such that the bins are {1}, {1, 2}, {3}, {3, 4}, and {2, 3, 4}. In the first iteration, both algorithms color balls 1 and 3, let us say by red and blue, respectively since these balls are in singletons. In the second iteration, Multicolor PhaseCode can color ball 2 as red using {1, 2}, and ball 4 as blue using {3, 4}. However, the Unicolor PhaseCode does not find any doubleton containing balls 1 and 3. Thus, Unicolor PhaseCode has to pick either ball 1 and ball 3 randomly (let's say ball 1) as the largest set with one color. Finally, since bin 5 consists of a red ball and two blue balls, Multicolor PhaseCode has the ability to merge colors red and blue. This completes the successful decoding of Multicolor PhaseCode, since all the balls are colored and they have the same color. However, Unicolor PhaseCode can only color ball 2 and add it to the largest set. Thus, it recovers only 2 out of 4 balls.
The main theoretical contribution of this paper is the following theorem.
where H is chosen uniformly at random from the ensemble C n (d, M ) and T is the "modulation" matrix defined in (1) . Using the m measurements y = |Ax|, Unicolor PhaseCode is able to recover a fraction 1−p * (m) of nonzero components of x with probability 1 − O(1/K), where m and p * (m) form a family of trade-offs as shown in Table I for selected operating points. In particular, Unicolor PhaseCode is able to recover a fraction 1 − 10 −7 of the non-zero components of x with 14K measurements with high probability. Furthermore, the decoding complexity of the algorithm is O(K) which is order-optimal.
Proof. See Section IV.
The achievable trade-off between reliability and measurement cost as specified by Theorem 1 is shown in the Table  I Fig. 3 : Time Complexity of Unicolor PhaseCode. We measured runtime of Unicolor PhaseCode algorithm. We chose n = 10 10 and varied K in order to see linear time complexity of the algorithm. Because both computational complexity and memory complexity depend only on K not n, we can easily simulate arbitrarily large n such as 10 10 .
Before we move to the proof of the main theorem, we first exhibit the simulated performance of Unicolor PhaseCode and Multicolor PhaseCode in Figure 2 . Theorem 1 guarantees that Unicolor PhaseCode recovers a fraction p * (m) of x with m measurements with high probability, where (m, p * (m)) can be chosen from Table I . We chose the 3rd column of the table as an operating point, i.e., (m, p * (m)) = (13.28K, 3.2 × 10 −6 ). 6 Thus, we expect that the Unicolor PhaseCode algorithm will recover a fraction 1−3.2×10 −6 of K active symbols with high probability when m = 13.28K. Using simulations, we measured the error probability of both Unicolor PhaseCode and Multicolor PhaseCode while m is varied between 8K and 14K; we ran each point 1000 times and determined error probability. Note that the error probability is defined as probability of not recovering a fraction p * (m) or more of nonzero components of x. We repeated the same set of simulations for several values for K.
As claimed in the theorem, Unicolor PhaseCode algorithm indeed successfully recovers the signal near perfectly with very high probability when m = 13.28K. It is also observed that the error probability for larger K is lower than that of smaller K. The simulation results not only support the main theorem but also show the superior performance of Multicolor PhaseCode algorithm over that of Unicolor PhaseCode algorithm: Multicolor PhaseCode is observed to achieve the same level of reliability with m 11K, that is about 17% reduction in number of measurements.
Theorem 1 states also that the decoding complexity of the PhaseCode algorithms is O(K), which is optimal. Additionally, its memory complexity is O(K), which is also optimal. In order to corroborate these claims, we measured the running time of Unicolor PhaseCode Algorithm. We chose the same operating point as in the above simulations: (m, p * (m), d) = (13.28K, 3.2 × 10 −6 , 7). We randomly generated signals of length n = 10 10 , and varied the sparsity K up to 10 4 to see the average runtime scaling behavior of the algorithm. The results are plotted in Figure 3 . As one can see, the measured decoding time increases linearly with K. The exact runtime can be much improved considering that the simulator is written in Python and not fully optimized, and that we measured the runtime on a normal laptop. 7 . 6 It will be explained in the following section how one can choose an operating point. For these simulations, we set the left degree as 7, i.e., d = 7. 7 For the measurements, we used a laptop with 2GHz Intel Core i7 and 8GB memory.
IV. ANALYSIS OF UNICOLOR PHASECODE
In this section, we analyze the performance of Unicolor PhaseCode using density evolution techniques [2] , [19] that are used to analyze the performance of message passing algorithms on sparse-graph codes. Our arguments are similar to that in [2] . We find a recursion relating the probability that a randomly chosen ball (or left node) in the graph is not colored after j iterations of the algorithm, p j , to the same probability after j + 1 iterations of the algorithm, p j+1 . It is important to recognize that our density evolution equation is however, different from that for phase-aware systems (such as LDPC graphs) having similar graph ensemble, and therefore requires a different analysis. Furthermore, our graph ensemble C K  1 (d, M ) is different from the one in [2] as left nodes have regular degree, while right nodes have irregular degree in our ensemble. (In [2] , both left and right nodes have regular degree.)
Let ρ i , i ≥ 1 be the probability that a randomly selected edge has degree i on the right node. Since ρ i is the fraction of edges that are connected to a right node of degree i, we have
as the polynomial representing the edge degree distribution of right nodes. Then,
Let µ i , i ≥ 1 be the probability that a randomly selected edge has degree i on the left node. Clearly, µ i = 1 {i=d} , where 1 E is the indicator that event E has happened, i.e. 1 E = 1 if E is true, and 1 E = 0, otherwise. Define µ(t) = ∞ i=1 µ i t i−1 = t d−1 as the polynomial representing the edge degree distribution of left nodes.
At each iteration of Unicolor PhaseCode, we call the giant component as the largest set of balls that have the same color. The algorithm follows 3 major steps to recover almost all the balls by coloring them. 
Here is a proof of Equation (3). A ball v passes a message to bin c that it is not part of a giant component at step j + 1, if none of the other d − 1 neighbor bins of v can tell v that it is part of the giant component at step j. First note that if a bin is a singleton, it cannot tell the ball that it is part of a giant component. This is a fundamental difference of our decoding process compared to that of conventional peeling-based decoders such as the LDPC decoder for erasure channel [19] . In LDPC decoding, since there is no phase ambiguity, as soon as a singleton bin is detected, the ball in the singleton bin is recovered and it is peeled from all other bins that also contain that ball. However, singleton balls cannot be peeled from other bins in our setting. Indeed, our problem has the peculiar attribute that singleton bins, while critical to initiating the growth of the giant component at the outset, are not useful once a giant component is formed, and too many singletons actually hurt the system performance by featuring useless isolated measurements. This is a significant departure from "phase-aware" measurement systems like LDPC codes. More precisely, a bin can tell a ball that it is not part of the giant component if the bin is connected to a non-empty set of balls other than v, and they are all in the giant component.
This happens with probability
Thus, the probability that ball v passes a message to bin c v c Fig. 4 : Length-2 tree-like neighborhood of (v, c) for d = 4.
that it is not part of the giant component is the probability that none of the other d − 1 bins can tell v that it is in the giant component. These messages are all independent if the bipartite graph is a tree. Assuming this, one has
Note that in Multicolor PhaseCode, another possibility of joining the giant component is that v is colored, let's say as red, with the color of the giant component being another color, say blue, and a neighbor bin of v contains only blue and red balls. This will boost system performance by accelerating the coloring and merging process, but is hard to analyze precisely. Therefore, for analytical purposes only, we do not allow this opportunity to be exploited by Unicolor PhaseCode.
An interesting but unfortunate fact is that p 0 = 1 is a fixed point of the density evolution equation. Thus, one cannot use (3) at the outset to follow the evolution of p j , and to argue that it goes close to 0, since p j can get stuck at 1. To use Equation (3), we need a more careful characterization of the first two steps of the algorithm that form the giant component. At the first iteration, all the balls in singleton bins are found. Therefore, no giant component is formed yet; thus, p 1 = 1. At the second iteration, the giant component is formed by coloring the balls in doubleton bins having both balls in singleton bins found in step 1. After the giant component is formed in the second iteration, the probability that a randomly chosen ball is part of the giant component is p 2 . If one can show that p 2 is small enough such that after a fixed number of iterations p j gets close to 0, then concentration bounds can be used to show that the number of balls not being in the giant component is indeed highly concentrated around its mean after iterations, Kp . In Lemma 2, we show that if p 2 = 1 − δ for some arbitrary constant 0 < δ < 1 independent of K, p j gets close to 0 after a constant number of iterations. Clearly p 2 = 1 − δ if there exists a giant component of size linear in K after the second step.
Towards this end, in Lemma 1, we form a graph with nodes that are balls which are in singletons. We consider edges between these balls if they are in a doubleton, and we use an Erdos-Renyi random graph model [20] to find parameters d and M for which there is a giant component of size linear in K in the initial phase of the algorithm. See [21] for details. Proof. See [21] .
Recall that p j is the probability that a randomly chosen ball is not part of the giant component at iteration j. By Lemma 1, for proper choices of d and M , there exists a linear-size giant component, let's say of size K s = δK for some constant 0 < δ < 1, at step 2. Therefore, p 2 = K−Ks K = 1 − δ. The following corollary is an immediate result of Lemma 1.
Corollary 1.
There exists a constant 0 < δ < 1 independent of K, such that p 2 = 1 − δ.
Due to the formation of a linear-size giant component in step 2 of the algorithm, we can revisit the density evolution equation (3):
with the aid of Corollary 1, which guarantees that p 2 is strictly smaller than 1. Recall that p 0 = 1 is a fixed point of (3). But with the giant component formation, we can break away from the shackles of "being stuck" at p 0 = 1. With p 2 < 1, we hope to find a better fixed point of (3) to which our density evolution will converge.
Towards this end, ideally one wants Equation (1) to have the property
for all p j ∈ (0, 1). Let's take a closer look at the fixed point equation
As mentioned, one solution is t * 1 = 1. As we can break away from t * 1 , fortunately there exists another solution approximately at t * 2 e −λ(d−1) which is close to 0. From now on, we will refer to this fixed point as the error floor p * . Proof. See [21] .
With the aid of Lemma 2, we can show that p j gets very close to fixed point p * = t * 2 after a constant number of iterations. This is established in the following corollary.
Corollary 2. For any > 0, there exists a constant ( ) such that p ≤ p * + . Table II illustrates how the error floor p * and the minimum ratio of bins to balls c = M/K change for different values of d. If our reliability target allows the error floor to be set at 1.1 × 10 −3 , then d = 5 minimizes the number of required bins. Recall that the total number of measurements is m = 4M which matches the result of Table I . (See Section III) If one wants to achieve smaller error floor, then d and c should be both increased.
In the density evolution analysis so far, we have shown that the average fraction of balls that cannot be recovered will be arbitrarily close to the error floor after a fixed number of iterations, provided that the tree-like assumption is valid. It remains to show that the actual fraction of balls that are not in the giant component after iterations is highly concentrated around p . Towards this end, first in Lemma 3 we show that a neighborhood of depth of a typical edge is a tree with high probability for a constant . Second, in Lemma 4, we use the standard Doob's martingale argument [2] , to show that the number of uncolored balls after iterations of the algorithm is highly concentrated around Kp .
Consider a directed edge from e = (v, c) from a leftnode (ball) v to a right-node (bin) c. Define the directed neighborhood of depth of ( e) as N e , that is the subgraph of all the edges and nodes on paths having length less than or equal to , that start from v and the first edge of the path is not e. . In order to track the evolution of pj, pictorially, one draws a vertical line from (pj, pj) to (pj, f (pj)), and then a horizontal line between (pj, f (pj)) and (f (pj), f (pj)). Since the two curves meet at (1, 1) if p0 = 1, then pj gets stuck at 1. However, if p0 = 1 − δ, pj decreases after each iteration, and it gets very close to 0. Figure  (b) illustrates the same phenomenon by showing the evolution of pj versus the iteration, j. Note that in this example, pj gets very close to 0 after only 20 iterations. after iterations of the Unicolor PhaseCode algorithm. Then, for any > 0, there exists a large enough K and constants β and γ such that
where p is derived from the density evolution equation (3).
The proofs of the above two lemmas are provided in the appendix of [21] . Now gathering the results of Corollary 2 and Lemmas 1 and 4 completes the proof of Theorem 1. Note that the dominant probability of error is due to the event that the giant component is not formed in the second iteration which happens with probability O(1/K).
V. MEASUREMENT DESIGN: "TRIG-MODULATION"
In this section, we will explain the choice of the measurement matrix T . Our design of T draws heavily from the proposed trigonometric subsystem in [1] with proper modifications to better match our sparse-graph code subsystem, H, that is distinct from [1] . We also show that one can decrease the number of these trig-based measurements from 5 per bin as proposed in [1] to 4 per bin as we describe.
Define the length 4 vector y i to be the measurement vector corresponding to the i-th row of matrix H for 1 ≤ i ≤ M . Then y = [y T 1 , y T 2 , . . . , y T M ] T , where y i = [y i,1 , y i,2 , y i,3 , y i,4 ] T . Let ω = π 2n . We design the measurement matrix T = [t j ] as follows. For all , 1 ≤ ≤ n,
where as mentioned in Section III, ω = 2πL n and L is uniformly distributed between 0 and n − 1.
As mentioned in Section III, the measurement matrix should enable us to detect whether we have a singleton bin, and if yes, the location index of the corresponding ball in the singleton bin. Furthermore, it should detect if a multiton bin consists of only known balls having exactly two unique colors. We call these as mergeable multitons (See Figure 1b) . Finally, if a multiton bin consists of known balls with the same color and only one uncolored ball, the measurement should be able to find the index of uncolored ball. We call these as resolvable multitons as in [1] (See Figure 1c ). In the following, we show how each of these detections can be accomplished using "guess and check" approach.
(i) Singletons: Suppose that we want to check the hypothesis that the i-th bin is a singleton. If the bin is a singleton, only one non-zero component of x, let's say x , is involved in vector y i , that is y i,1 = |x e iω |, y i,2 = |x e −iω |, and so on. Thus, the i-th bin is a singleton only if y i,1 = y i,2 = y i,4 . The event that bin i is not a singleton, and all these measurements are equal has measure 0 for our generic choice of signal components. In order to find the index , one uses y i,3 to get
Note that cos(ω ) is positive if 0 ≤ ω ≤ π 2n for all , 1 ≤ ≤ n.
(ii) Mergeable multitons: Consider a bin i as in Figure  1b , in which we already know that there are some red balls (non-empty set R) and some blue balls (non- Fig. 6 : Performance of PhaseCode with Noisy Measurements. We evaluate the robustified Unicolor PhaseCode algorithm with noisy measurements, i.e., y = |Ax|+w, where w is white Gaussian noise. Signal-to-noise ratio, SNR, is defined as the power ratio between a measured signal and the added noise signal. We measured the L0 norm of estimation errors. We used a random signal of length n = 2048 and sparsity K = 5. Each point is averaged over 500 runs. empty set B). This means that the red balls are known in magnitude and phase relative to each other, and similarly the blue balls are known relative to each other. However, the relative phase of blue balls and red balls are not known. We can show that if there is no other ball in the bin, the relative phase can be found. See [21] for details. (iii) Resolvable multitons: Consider a bin, let's say bin i, in which we know that there are some known balls that have the same color. We want to check if bin i has exactly one other uncolored ball; i.e. one unknown nonzero component of x, say x , as in Figure 1c . In [21] , we show how one can find and x . See [21] for details.
VI. CONCLUSION AND FUTURE WORK
We considered the problem of recovering a complex Ksparse signal x ∈ C n from m intensity measurements of the form |a i x|, 1 ≤ i ≤ m, where a i is a measurement row vector. We proposed Unicolor PhaseCode and Multicolor PhaseCode algorithms that are based on a sparse-graph coding framework. We showed that Unicolor PhaseCode can provably recover all but a tiny fraction of the non-zero signal components with high probability. To the best of our knowledge, our work is the first one that characterizes the precise number of measurements needed to guarantee high reliability, rather than only Big Oh statements. Our proposed algorithms have both an order-optimal O(K) decoding time and an order-optimal O(K) memory complexity. In [21] , motivated by some important practical classes of optical systems, we also consider a "Fourier-friendly" constrained measurement setting, and show that its performance matches that of the unconstrained setting described here. We also study the general non-sparse signal case, for which we propose a simple deterministic set of 3n − 2 measurements that can recover the n-length signal under some mild assumptions. We refer the readers to [21] for more details on these results.
In practical systems, the magnitude measurements are noisy due to various sources of noise. Our proposed PhaseCode algorithms can be robustified, while retaining the basic sparse-graph coding architecture of the underlying noiseless PhaseCode algorithm. Without providing much details about the actual measurement designs in this paper, we provide simulation results with noisy measurements in Figure 6 , which shows how well our robust PhaseCode algorithm performs in the presence of noise. Rigorous analysis of the noisy case is an important future work regarding compressive phase retrieval problem. We refer the readers to [21] for more discussions on interesting future directions.
