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a b s t r a c t
We study an online multiple-strip packing problem, whose goal is to pack the given
rectangles into m vertical strips of unit width such that the maximum height used among
the strips is minimized. Rectangles arrive one by one. The decision of delivering the
rectangles to a strip as well as packing them into the strip must be done immediately
and irrevocably without any information on the next rectangles. Both randomized and
deterministic online algorithms are investigated, all of which are guaranteed a constant
competitive ratio.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Strip packing is one of the classical combinatorial optimization problems. Given a two-dimensional strip of width 1 and
infinite height, one is asked to pack a set of rectangular items into the strip such that no items overlap and the sides of the
rectangles packed are parallel to the strip sides. Any rotation is not allowed. The objective is to minimize the height of the
strip used in packing the items. Strip packing is known to be NP-hard [1] and has many real-world applications, e.g., VLSI
design and stock cutting problem for packing newspaper commercials.
It is very natural to consider multiple strips. Instead of a single strip, one may handle a number of strips, and the goal
becomesminimizing themaximumheight used among the strips to pack the given rectangles.We call the problemmultiple-
strip packing. It is also motivated by many real-world applications. In operating systems, multiple-strip packing arises in
the computer grid [6] and server consolidation [11]. Just as an example, in the system supporting server consolidation
on many-core chip multiprocessors (CMP), multiple server applications are deployed on to virtual machines (VMs). Every
virtual machine is allocated several processors and each application might require a number of processors simultaneously.
Hence, a virtual machine can be regarded as a strip and server applications can be represented as rectangles whose height
and width are equal to the running time and the required number of processors, respectively. Similarly, in the distributed
virtual machines environment, each physical machine can be regarded as a strip and virtual machines are represented as a
rectangle. It is quite natural to investigate the packing algorithm by minimizing the maximum height of the strips. This is
related to the problem maximizing the throughput, which is commonly used in the area of operating systems.
In this paper we study online multiple-strip packing. In the online version, the items (rectangles) appear one by one and
the placement decision for the incoming rectangle must be immediately and irrevocably made without any knowledge on
subsequent items. Since we have multiple strips, the decision consists of assigning the current item a strip and packing it
to the strip. In our model both assignment and packing have been done before the next item is seen. If we assign items
immediately (online) but pack them later (offline), it becomes semi-online.
∗ Corresponding author. Tel.: +86 571 88916744.
E-mail addresses: yedeshi@zju.edu.cn (D. Ye), hanxin.mail@gmail.com (X. Han), zgc@zju.edu.cn (G. Zhang).
0304-3975/$ – see front matter© 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2009.09.029
234 D. Ye et al. / Theoretical Computer Science 412 (2011) 233–239
Table 1
Upper bounds on online multiple-strip packing.
Randomized algorithms Deterministic algorithms
One strip RLS-NF: UB≤ 6.58 NFS UB= 7.46 [2]
RLS-FF: UB≤ 6.1 FFS UB= 6.99 [2]
RLS-RFF: UB≤ 5.75 RFFS UB= 6.6623 [14,9]
m identical RLS-NF: UB≤ 2r + 1+m(r−1)m ln r LS-NF: UB≤ (
√
3m+ 1)2/m
strips RLS-FF: UB≤ 1.7r + 1+m(r−1)m ln r LS-FF: UB≤ (
√
2.7m+ 1)2/m
RLS-RFF: LS-RFF:
UB≤

2+ (2m−1)r−(m−1)m ln r , r ≤ 4/3;
3
2 r + (2m−1)r−(m−1)m ln r , r > 4/3.
UB ≤
1/m+ 2.5+ 10/
√
10m, m ≤ 3;
10/3+ 4/m, 4 ≤ m ≤ 8;
3+ 2/√m+ 1/m, m ≥ 9.
Table 2
Upper bounds for a small number of strips.
m RLS-NF RRLS-NF RLS-FF RRLS-FF RLS-RFF RRLS-RFF
1 7.4641 6.5949 6.9863 6.0937 6.6623 5.7512
2 5.9495 5.4566 5.5238 5.0155 5.2361 4.7158
3 5.3333 4.9741 4.9307 4.5594 4.6591 4.2783
4 4.9821 4.6931 4.5932 4.2939 4.3333 4.0238
5 4.7492 4.5041 4.3697 4.1155 4.1333 3.8539
6 4.5809 4.3661 4.2083 3.9854 4.0000 3.7381
7 4.4522 4.2598 4.0850 3.8851 3.9048 3.6553
8 4.3497 4.1746 3.9869 3.8048 3.8333 3.5932
Performancemeasures. For any input list I and a deterministic approximation (online) algorithm A, we denote byOPT (I) and
A(I), respectively, themaximumheight of strips used by an optimal algorithm and themaximumheight of strips used by the
algorithmA to pack the list I. The approximation (competitive) ration of AlgorithmA is defined to be RA = supI{A(I)/OPT (I)}.
If algorithm A is a randomized online algorithm, then A(I) is a random variable. We define the competitive ratio by the
expected value of this random variable with oblivious adversary, that is
RA = sup
I
{E[A(I)]/OPT (I)}.
Related work. The classical online strip packing problem, where only one strip is available, has been extensively studied.
Baker and Schwarz [2] developed the first class of online algorithms named shelf algorithms. They showed that the next fit
shelf algorithm (NFS) has a competitive ratio at most 7.46 and the first fit shelf algorithm (FFS) has a competitive ratio at
most 6.99. They also gave a lower bound of 2. Hurink and Paulus [10] recently improved the lower bound to 2.43. To the
best of our knowledge, the best upper bound by far is 6.6623 [14,9]. There is a lot of work concerning about the asymptotic
performance of online algorithms as well [2,4].
A closely related problem is parallel-job (or multiprocessor-task) scheduling [5,9,12,15]. Parallel jobs might require
more than one processor at the same time. If we regard the item width as the resource requirement and the item height
as the processing time, strip packing is essentially a version of parallel-job scheduling with an additional constraint that a
job (item) must be scheduled on consecutively numbered processors. Any algorithm for strip packing can thus be applied
to parallel-job scheduling. Schwiegelshohn et al. [12] studied parallel-job scheduling in grids, where the jobs arrive over
time but do not need to be allocated to processors immediately at their submission times. They presented a grid scheduling
algorithm that guarantees a competitive ratio at most 5.
Multiple-strip packingwas first considered by Zhuk [16]. They proved that the problem does not admit an approximation
algorithm with a performance ratio strictly small than 2 unless P = NP even if there are only two strips. A semi-online
algorithm was provided, which assigns jobs to a strip in an online manner, but packs items within a strip after all items
appear (and thus an offline strip packing algorithm can be used at this stage). In fact Zhuk [16] employed the bottom-left
decreasing algorithm [1] and showed that the competitive ratio is 10.
Our contribution. We deal with the (pure) online problem by assigning and packing the current item without any future
information. Both randomized and deterministic online algorithms are presented. The main algorithmic results (algorithms
and upper bounds) are listed in Table 1, wherem is the number of machines and r > 1 is a parameter (to be specified later).
The proposed deterministic online algorithms are named LS-NF, LS-FF and LS-RFF, while the randomized online algorithms
are RLS-NF, RLS-FF and RLS-RFF. For a small number of m (up to 8), we compute the upper bounds for these algorithms in
Table 2. When the numberm of strips is arbitrarily large, much better competitive ratios can be achieved. Clearly our results
beat the previous bound of 10 that works only for the semi-online problem [16].
Finally, as a remark, we deal with the offline problem by presenting a (2 + ε)-approximation algorithm for any small
number of ε > 0. It is nearly best possible by considering the lower bound of two.
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2. Randomized online algorithms
We are given m vertical strips of width 1. Denote by T = {T1, . . . , Tn} the list of items (rectangles). Let w(Tj) ≤ 1 and
h(Tj) be the width and the height of the item Tj, respectively.
To get an online algorithm, we have to answer two questions upon arrival of a new item: (i) which strip it goes to and
(ii) where it is placed inside the strip? The basic idea is: using the list scheduling (LS) algorithm [7] to select a strip for the
incoming item and using a shelf algorithm [2] to pack the item into the selected strip.
Let us first discuss the packing rules. In an online shelf packing, the strip is gradually divided level by level. A shelf is the
rectangular bin formed by two consecutive levels and the distance of the two levels gives the height of the shelf. A shelf
with a specified height is designed for a class of items. In other words, items are grouped into classes. An item can only be
assigned to a shelf designed for its class. Our algorithms consist of two steps.
1. If the incoming item can be packed into some existing shelf among all strips, then pack the item in such a shelf with a
shelf algorithm.
2. If no existing shelves can accommodate the incoming item, open a new shelf for the item in the strip with the least load,
where the load of a strip is defined as the current height used of the strip.
We will employ several shelf algorithms in the first step. The next fit shelf algorithm [2] packs each item as far to the left
as possible at the current active shelf (the first on the top) that has the required height until the next item is too wide to fit.
A new such shelf is created and becomes the active shelf of that height once there is no room. In the first fit approach [2],
the item is packed to the lowermost shelf that it can fit. If there is no shelf of the required height, or none of the appropriate
shelves have a sufficient room, then a new shelf of that height is created. Moreover, we will also use the revised shelf
algorithm [14].
In the second step, to assign a newly created shelf to a strip, there are lots of strategies. Actually, this step can be reduced
to the classical scheduling problem. A shelf is regarded as a job whose processing time is equal to its height and a strip is
regarded as a machine. As mentioned before we use the LS algorithm [7] in the second step to assign the shelf to a strip.
Algorithm LS always schedules the current job as early as possible, i.e., to the machine with the least load currently.
In the following we will present three randomized online algorithms. The first two algorithms RLS-NF and RLS-FF are
based on the next fit shelf algorithm and the first fit shelf algorithm, respectively. The key point is to determine the height
of a shelf with a random variable. The 3rd algorithm RLS-RFF is a modified version of RLS-FF.
2.1. Randomized LS-NF algorithm
Algorithm RLS-NF
1: Choose a uniform random real number ε ∈ [0, 1) and a constant real number r > 1, and let d = rε .
2: For an incoming item with height pj, find an integer k such that d · rk < pj ≤ d · rk+1.
3: if it is feasible to pack the item by the Next Fit algorithm to a shelf with height d · rk+1, then
4: pack it to the shelf.
5: else
6: create a new shelf with height d · rk+1.
7: The newly created shelf is assigned to a strip with the least load (recall that the load of a strip is the height used of the
strip.)
8: end if
Remark: The first line of RLS-NF gives the randomization. And the algorithm is oblivious randomized algorithm, i.e., the
optimal algorithm does not know our randomized choice. When the algorithm Next Fit is replaced by First Fit, then RLS-FF
follows.
Consider the final packing that consists of shelves. The shelves with the same height d · rk are of class k. For each k, if
the number of shelves used is odd then the last shelf is called sparse, and all the other shelves are dense. Let HS and HD be
the total height of sparse shelves and dense shelves over all k, respectively. Denote by h the maximum height among all the
shelves and by µ the maximum height among all the rectangles. Let H1 and Opt be the objective value by algorithm RLS-NF
and the objective value of an optimal offline algorithm, respectively.
Lemma 1. H1 ≤ HS+HD−hm + h.
Proof. Let hi be the height of the ith strip, where 1 ≤ i ≤ m. Note that the difference of heights between any two strips is
at most h. We have
H1 = max
i
{hi}
and |hi − hj| ≤ h for any 1 ≤ i, j ≤ m. Then,
m−
i=1
hi + (m− 1)h ≥ m ∗max
i
{hi} = m ∗ H1.
Noting that
∑m
i=1 hi = HS + HD, this lemma holds. 
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Remark: For algorithm RLS-FF we have the similar result.
Lemma 2. The expected value of the random variable h/µ is r−1ln r .
Proof. With the similar randomized technique for online bidding problem [3], we know that h/r < µ ≤ h and h/µ is a
random variable of rX , where X is uniformly chosen from [0, 1).
The value of E[h/µ] can be computed directly from its definition.
E[h/µ] =
∫ 1
0
rxdx =
∫ r
1
y
1
y ln r
dy = r − 1
ln r
.  (1)
Theorem 1. For any r > 1, the competitive ratio of algorithm RLS-NF is
RRLS-NF = min
r>1

2r + 1+m(r − 1)
m ln r

. (2)
Proof. We estimate the usage of each shelf created by the algorithm. Consider the dense shelves. By the next fit rule,
horizontally the average usage of the shelves in each class is at least half. By the shelf algorithm, vertically the usage of
a shelf is at least 1/r times its height. Thus
m ∗ Opt ≥ 1/2 ∗ 1/r ∗ HD. (3)
Each class has at most one spare shelf. Note that the height of each sparse shelf differs at least r times. We have
HS ≤ h ∗
−
i=0
r−i ≤ h/(1− 1/r).
By Lemma 1,
H1 ≤ HS + HD − hm + h (4)
≤ HD/m+ HS/m+ h ∗ (m− 1)/m (5)
≤ 2r ∗ Opt +

r
m ∗ (r − 1) +
(m− 1)
m

∗ h (6)
≤ 2r ∗ Opt +

r
m ∗ (r − 1) +
(m− 1)
m

∗ h/µ ∗ Opt. (7)
Then
RRLS-NF = E[H1]/Opt ≤ 2r +

r
m ∗ (r − 1) +
(m− 1)
m

∗ E[h/µ].
By Lemma 2,
E[H1]/Opt ≤ 2r + 1+m(r − 1)m ln r .
Let c(m, r) = 2r + 1+m(r−1)m ln r . For each specific value ofm, we need to calculate r so that c(m, r) reaches its minimum, which
can be computed by setting its derivative to be zero.
d(c(m, r))
dr
= 2+ m
2 ln r − (m2r +m−m2)/r
m2 ln2 r
= 0. (8)
It is not easy to get an explicit solution for each m. By the aid of computer programming, we get the following table for a
number of smallm’s. 
m = 1 2 3 4 5 6 7 8
r = 1.6487 1.4550 1.3702 1.3199 1.2857 1.2605 1.2410 1.2254
RNLS-NF ≤ 6.5949 5.4567 4.9742 4.6931 4.5042 4.3662 4.2598 4.1747
2.2. Randomized LS-FF (RLS-FF)
In this section, we consider the randomized algorithm RLS-FF, which simply replaces the Next Fit algorithm by the First
Fit algorithm in RLS-NF. To analyze the algorithm RLS-FF, we take advantage of the online algorithm of packing rectangles
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into a single strip. Let H and H∗ be the objective value of the first fit shelf algorithm and the objective value of an optimal
offline algorithm to pack all the items into one strip, respectively. Then we have the following lemma from [2].
Lemma 3. H/r − h/(r − 1) ≤ 1.7H∗.
Theorem 2. For any r > 1,
RRLS-FF ≤ min
r>1

1.7r + 1+m(r − 1)
m ln r

. (9)
Proof. Let H2 and Opt be the objective value of the algorithm RLS-FF and an optimal offline algorithm to pack rectangles
into them strips, respectively. By the definition, we have H∗ ≤ m ·Opt . Again similar with the proof of Lemma 1, we can get
H ≥ m ∗ H2 − (m− 1)h (recall that h is the maximum height among all the shelves.) Hence,
1.7m · Opt ≥ m · H2/r − (m− 1)h/r − h/(r − 1),
and then
H2 ≤ 1.7r · Opt + (m− 1)h/m+ r · h/(m(r − 1)). (10)
Since h ≤ r · µ ≤ r · Opt , by Lemma 2,
E[H2]/Opt ≤ 1.7r +

m− 1
m
+ r
m(r − 1)

· E[h/µ] (11)
≤ 1.7r + 1+m(r − 1)
m ln r
. (12)
The following table shows the upper bounds of algorithm RLS-FF for a small number of strips. 
m = 1 2 3 4 5 6 7 8
r = 1.6942 1.4863 1.3957 1.3418 1.3051 1.2783 1.2574 1.2407
RNLS-FF ≤ 6.0937 5.0156 4.5594 4.2930 4.1156 3.9854 3.8851 3.8048
2.3. Randomized LS-RFF algorithm (RLS-RFF)
In this section, we give a randomized version of the revised shelf algorithm in [14]. The details of the RLS-RFF algorithm
are given as follows.
Algorithm RLS-RFF
1: if the incoming item is wide (its width is larger than 1/2), then
2: it is packed to a new shelf with the same height as the item. This shelf is then assigned to a strip with the minimum
load.
3: end if
4: if the incoming item is narrow (its width is at most 1/2), then
5: call the algorithm RLS-FF.
6: end if
In this algorithm wide items and narrow items are handled separately. The wide items each occupies a shelf while the
narrow items are packed by the algorithm RLS-FF. Denote by HF the height of shelves that contain wide items. Different
from RLS-NF the last shelf for each class is called sparse and the other shelves are dense in RLS-FF. Let HS and HD be the total
heights of the sparse shelves and the dense shelves, respectively. Denote by H3 and Opt the objective value produced by the
algorithm RLS-RFF and the optimal objective value.
Lemma 4 ([14]). The total area of all the rectangles is at least HF2 + 23 · 1r · HD.
Theorem 3.
E[H3]/Opt ≤

2+ 1+r(m−1)m ln r , 1 < r ≤ 4/3;
3
2 r + 1+r(m−1)m ln r , r > 4/3.
(13)
Proof. By a similar proof as in Lemma 1, we can get that H3 ≤ (HS + HD + HF − h)/m+ h, where h is the maximum height
among all the shelves.
By Lemma 4,
m ∗ Opt ≥
−
j
h(Tj)w(Tj) ≥ HF2 +
2
3
· 1
r
· HD.
Hence,m ∗ Opt ≥ (HF + HD)/2 if 1 < r ≤ 4/3 andm ∗ Opt ≥ 2(HF + HD)/(3r) if r > 4/3.
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For the case that 1 < r ≤ 4/3,
H3 ≤ (HD + HF )/m+ HS/m+ (m− 1)h/m (14)
≤ 2Opt +

r
m(r − 1) +
m− 1
m

· h
µ
· Opt. (15)
Thus,
RRLS-RFF ≤ 2+

r
m(r − 1) +
m− 1
m

· E
[
h
µ
]
(16)
= 2+ 1+m(r − 1)
m ln r
. (17)
For the case that r > 4/3, similarly we have
RRLS-RFF ≤ 1.5r + 1+m(r − 1)m ln r . (18)
Again we present below the upper bounds for the smallm up to 8. 
m = 1 2 3 4 5 6 7 8
r = 1.7305 1.5114 1.4159 1.3592 1.3334 1.3334 1.3333 1.3333
RNLS-FF ≤ 5.7513 4.7158 4.2783 4.0239 3.8540 3.7381 3.6553 3.5933
3. Deterministic online algorithms
Let ε = 0 in the first step of the above random algorithms. All the algorithms become deterministic. Denote the corre-
sponding algorithms by LS-NF, LS-FF and LS-RFF respectively.
Theorem 4. For any m strips, the competitive ratio of LS-NF algorithm is at most 3r+ r/(m(r−1)), which reaches the minimum
value (3m+ 2√3m+ 1)/m as r = 1+ 1/√3m.
Proof. The proof is very similar as Theorem 1. To obtain a deterministic analysis, we replace with the item h/µ by the
parameter r in Eq. (7), since h/µ ≤ r . Therefore,
RLS-NF ≤ 2r +

r
m ∗ (r − 1) +
(m− 1)
m

∗ r = 3r + r/(m(r − 1)). (19)
The minimum value of the right hand side of the above inequality is (3m+ 2√3m+ 1)/m by setting r = 1+ 1/√3m. 
By an analogous analysis, we can achieve:
Corollary 5. The competitive ratio of deterministic algorithm LS-FF is at most 2.7r + r/(m(r − 1)), which reaches the minimum
value (2.7m+ 2√2.7m+ 1)/m as r = 1+ 1/√2.7m.
Corollary 6.
RLS-RFF ≤

2+ r + rm(r−1) , 1 < r ≤ 4/3;
5r
2 + rm(r−1) , r > 4/3.
By setting appropriate values of r, we have
RLS-RFF =
1/m+ 2.5+ 10/
√
10m, m ≤ 3, r = 1+ 2/√10m;
10/3+ 4/m, 4 ≤ m ≤ 8, r = 4/3;
3+ 2/√m+ 1/m, m ≥ 9, r = 1+ 1/√m.
4. The offline version
In [16], it was shown that there is unlikely to have an approximation algorithmwith a factor of 2− ε for any ε > 0, even
if there are just two strips. In this section, we present a (2+ ε)-approximation algorithm by simply combining two known
approaches.
Multiple-strip packing consists of grouping items and packing each group of items into a strip. Clearly the second step
can be done by an offline strip packing algorithm. By far the best known approximation ratio for strip packing is two [13]. If
we know an optimal assignment of the multi-strip packing problem, i.e., the first step can be done optimally, then a trivial
2-approximation algorithm is achieved by applying Steinberg’s algorithm to each strip. Unfortunately one cannot find an
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optimal solution for the first step. However, the following result by Steinberg [13] tells that for each group of items we only
need to take care of their total area but not their geometric structures.
Given any set T of n rectangles, let aL = max{w(Ti)|1 ≤ i ≤ n}, bL = max{h(Ti)|1 ≤ i ≤ n}. Let sj = w(Tj) ∗ h(Tj) be the
area of the rectangle Tj, and SL =∑ni=1 si.
Lemma 5 ([13]). If the following inequalities hold
aL ≤ 1, bL ≤ x and SL ≤ x,
then it is possible to pack all the rectangles of T into a rectangle with width 1 and height 2x.
This lemma says that a set of items with a total area of S, a maximum height of h and a maximum width at most 1 can
be packed into a strip of height 2h∗ and width 1, where h∗ = max{h, S}. Now we consider packing the set T of items into
m strips. Clearly hmax = max h(Tj) is a lower bound of the optimal value. To guarantee an approximation ratio of two we
have to partition the items intom groups such that the maximum sum of item areas among the groups is minimized. This is
equivalent to minimizing the makespan for scheduling the n jobs with processing times s1, s2, . . . , and sn on m machines.
Obviously, the optimal makespan denoted by C∗, is again a lower bound of the optimal value for the multiple-strip packing
problem. This classical scheduling problem admits a polynomial time approximation scheme (PTAS) [8]. Thus we can pack
all items into the m strips with a maximum height of 2max{hmax, C∗(1 + ε/2)}, for any given ε > 0. Therefore obtain a
(2+ ε)-approximation algorithm is derived. The algorithm can be formally stated below.
1: For every item Tj, let sj = w(Tj) ∗ h(Tj). An instance I of the classical scheduling problem is created, where sj is the
processing time of the jth job andm is the number of machines. Let hmax = max{h(Tj)|1 ≤ j ≤ n}.
2: Apply the PTAS [8] to the instance I . Denote Bi to be the index set of jobs assigned toMachine i and li to be the completion
time of Machine i, for 1 ≤ i ≤ m.
3: For 1 ≤ i ≤ m, apply Steinberg’s algorithm [13] to all items j ∈ Bi by setting the height of a bin to be 2max{li, hmax}.
The running time is mainly due to the PTAS, which is O((n/ε)1/ε
2
), while Steinberg’s algorithm for packing n items is of
O((n log2 n)/ log log n).
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