Information Retrieval system plays an essential role in web services. However, the web services in which users can upload files as attachments typically do not support enough search conditions and often rely only on the title or the description that the users provide during upload. We present a topic-model based framework for fast and effective Content Based Document Information Retrieval that retrieves the information from the actual contents in the attachment. The proposed systems is analyzed and compared with conventional methods in various aspects. In particular, we propose an efficient keyword extraction method based on Latent Dirichlet Allocation which is compared with the Term Frequency Inverse Document Frequency approach typically used in conventional systems. Moreover, a per-category indexing structure is also proposed and compared with the existing total indexing scheme. Our experimental results validate the utility of the proposed system for web services that can upload document attachments.
Introduction
Information Retrieval (IR) [1, 2] plays an important role in World Wide Web services and has been developed in many computer science fields [3] . The web services provide users with necessary information through various retrieval systems such as Lucene, Solr and Elastic Search. Usually, the user can retrieve the information using search conditions such as a title, a description or an author based on the stored database [4] .
However, the conventional information retrieval systems often suffer from certain limitation that arises from ignoring the actual contents of the documents. For example, when a user is searching a document related to a specific topic, he/she has to rely on the title, description and the author information provided by the one who uploads the document, and not directly on the full content of the document. According to the search conditions, the user has to enter the exact and correct keywords. Moreover, those limited search conditions may not provide enough information for the user to search the document. To resolve this issue, we propose a new approach for Content Based Document Information Retrieval (CBDIR) that uses a fast and effective indexing technique for improved information retrieval performance. It makes use of the embedded content in the document in addition to the title and description. To show the effectiveness of our system in terms of keyword extraction, we perform an extensive validation using various models for content analysis such as the vector space model, the probability model, Term Frequency Inverse Document Frequency (TFIDF) [5] and Latent Dirichlet Allocation (LDA) [6] . We also evaluated the result with the per-category indexing structure which is used in our system with a total indexing that is commonly used in a conventional system.
Related Work
Content-based information retrieval has been studied in various domains such as music [7, 8] , images [9, 10] and documents [11] . In this study, we focus on the embedded content in a document. For effective contentbased document retrieval, both the vector space model and the topic model such as Term Frequency Inverse Document Frequency [12] , Probabilistic Latent Semantic Indexing (pLSI) [13] and Latent Dirichlet Allocation (LDA) have been used. The LDA, a generative topic model, has been widely used in many different kinds of area. For information retrieval, a topic model for ad-hoc information retrieval using LDA (IR) has been proposed [14, 15] . As the LDA model is proved to have better performance than other methods, we utilized the LDA model for topic modeling.
For fast information retrieval, the efficient database schema construction is required. There are various indexing techniques for the database schema construction. Kenta Funaki at al. [16] proposed a parallel indexing scheme for processing a large amount of data efficiently. J. Zobel at al. [17] proposed an inverted indexing scheme to speed up the file access time. E. Gabrilovich and S. Markovitch [18] proposed an explicit semantic analysis to represent the text from Wikipedia using inverted indexing. Brian F. D Comer [19] discussed the variations of B-tree based indexing scheme. C Von der Weth et al. [20] proposed the indexing technique for NoSQL. Zhu Wei-ping at al. [21] utilized NoSQL database in place of Relational Database Management System (RDBMS). Considering the pros and cons of the existing methods, we construct the database for this study with NoSQL rather than RDBMS and adapt the inverted indexing scheme with B-tree based indexing.
Content Based Document Information Retrieval (CBDIR)
We propose Content Based Document Information Retrieval (CBDIR) system that is an information retrieval system based on the embedded text in a document in a Portable Document Format (PDF), a Microsoft document file format (DOC) and a Power Point file (PPT) format. Fig. 1 shows the overview of our system that consists of both client and server. The client can vary such as a web browser, Android platform and a web-server. It sends the information such as a title, description and the content of a document.
The server includes five main layers that are Connection, Content Extraction, Morpheme Analysis, Keyword Extraction and Database Modeling.
First layer is Connection that communicates with the client. The server receives the data with Java Script Object Notation (JSON) format [21] through protocol such as TCP or HTTP because JSON format has an advantage in that it is a platform independent and also a language independent. The Content Extraction layer extracts the raw text of the document using an open source PDFBOX library [22] . Morpheme Analysis layer tokenizes the text into lexical units using CoreNLP library [23] . In this stage, we only extracted nouns and verbs as they contain more representative meaning than the other lexical categories. Also, we removed email addresses, URLs and special characters for data preprocessing.
Keyword Extraction layer is the most important one because it extract meaningful keywords. For an effective keyword extraction, we utilized the LDA model that is a state-of-the-art topic modeling algorithm with the implementation in Mallet library [24] . In the final layer, we stored the extracted keywords in MongoDB of NoSQL database management system [25, 26] . For an efficient search, we used the inverted indexing structure and B-tree index [27] . The details of the Keyword Extraction layer and the Database Modeling layer will be provided in the next section. 
Data Collection
In a SlideShare Web service, the user can easily share their presentation files with others. To share their slides, PDF files are uploaded with the title and the description which summarize their slides. As it is the most widely used platform, we collected the data using a SlideShare Search API [29] .
For data consistency, we extracted the data among six categories from Gartner's top-10 strategic technology trends for 2015. The selected categories are 'Computing Everywhere', 'Advanced Analytics', 'Internet of Things', '3D Printing', 'Software Defined' and 'Web Scale'. Each category name is used as a query for retrieving documents in the SlideShare Search API.
We manually selected relevant document written in English and removed the documents in other languages. We also excluded the documents that do not contain enough text to extract. Table 1 shows the number of documents in each category we used in our experiment. 
Keyword Extraction Model
To extract meaningful keywords for a given document, we used TFIDF for the vector space model and LDA for the probability model. These are commonly used in information retrieval and each model has its advantages and disadvantages. While LDA can extract topics from an individual document in real-time, TFIDF needs to extract the keywords by considering all the documents simultaneously. Additionally, while TFIDF considers the relation of words between documents, LDA does not reflect this relation.
TFIDF Model
TFIDF is often used as a weight model in information retrieval framework such as Lucene, Solr and Elastic Search. We apply a standard TFIDF formula which is defined as:
where , is the number of times that term appears in a document ; max , is the total number of times that all terms appear in a document ; is the total number of documents; is the number of documents where the term appears. Furthermore, we applied inverse frequency smooth as IDF that is the logarithmically scaled fraction of the documents. We note that the document represents the content of it uploaded by the user and we consider either nouns or verbs as terms.
LDA Model
While the conventional information retrieval framework does not support topic modeling as weighting schema, LDA can extract keywords considering the weights of them in a document. It is a generative probability model that allocates K topics under Dirichlet distribution in a document. The words with high weights in the extracted topics are considered as highly relevant keywords. Fig. 2 shows the graphical model for LDA. There are several parameters in LDA model. M is the number of documents. N is the number of unique keywords in the document which is the number of nouns and verbs from morphological analyzer in our system. W is the observed word and Z is the index to the allocated topic in W. Θ is the topic proportion in the document. α and β is the Dirichlet priori weights of the topic and words in it, respectively. The number of topics is set to K. As a result of LDA estimation, N words are allocated to K topics. We can obtain that is calculated with both topic proportion and word weight and it follows the equation (4) . Note that is the proportion of topic k and is the weight of word n in each topic.
We can select the top P keywords in ascending order of
Database Index Structure
We constructed our database with the inverted indexing structure and B-tree index in MongoDB. The inverted indexing structure is widely used in IR and can be easily adapted. Because it is a key value schema design, keywords in document are stored as a key and document identifications are saved as a value. However, it has limitation that it yields too many number of keywords, thus makes it hard to retrieve them efficiently. Thus we used the B-tree indexing to resolve this issue.
In addition, we experiment with per-category indexing and total indexing. In total indexing, which has been used in conventional information retrieval systems, keyword is stored in one index database. On the other hand, we propose a per-category indexing structure. In per-category indexing, keyword is separately stored for each category in each index database. To evaluate the performance, we manually selected relevant keywords in the title, description and content of the document for each category. In order to reduce the subjectivity, at least two computer science experts have chosen the relevance keywords for each category and then the overlapping keywords are used as ground-truth. Table 2 shows the number of relevant keywords for each category.
Experimental Results

Extracted Keywords
Ground Truth
CBDIR
Our system needs to determine the optimal model parameters such as the number of topics K in LDA. The parameter setting for LDA is summarized in Table 3 .
In Fig. 3 , the extracted keywords from LDA estimation are shown in each category. The word size and color in the word-cloud varies depending on . We easily identify that 3D printing category in Fig. 3(A) contains many relevant words such as 'print', 'material', and 'manufacturing'. Likewise, Fig.  3 shows that the other categories also contain many relevant words. 
Evaluation
We evaluated the retrieval performance of our system in terms of the precision, recall and F-measure defined as follows:
Note that Precision means the proportion of relevant documents among all retrieved documents; Recall means the proportion of retrieved documents among all relevant documents; F-measure is the harmonic mean of precision and recall.
In the equation (7), (8) and (9), the retrieved documents are the number of documents that are retrieved from the extracted keywords in CBDIR, and the relevant documents are the number of documents which are relevant as a ground truth. We note that if there is no document to be retrieved, the precision, recall and F-measure are all zero.
CBDIR Evaluation
The performance of CBDIR is evaluated for each keyword in each category. Table 4 describes the performance on 3D Printing category as on example. We calculated the average precision, recall and Fmeasure in each keyword. Then we examine the performance along with a varying number of used keywords P in six categories including 3D Printing, Advanced Analytics, Computing Everywhere, Internet of Things, Software Defined and Web Scale. The performance is evaluated from 5 to 50 extracted keywords using LDA weight schema. The comparison is done with the conventional system using only the title and the description without using indexing scheme or topic modeling as a baseline. Note that the baseline performance does not change regardless of the number of extracted keywords. To compare the contribution of actual contents on CBDIR performance, we also consider the performance of CBDIR that does not use the title and description, but relies only on the content. The overall result shows the competitive improvement by adding the content information in a document.
In Fig. 4 , the average recall can reach 97% in CBDIR whereas that of the baseline is 58% in the 3D Printing category. With the increase of the number of keywords, there was a steady rise in average recall from 5 to 50 keywords. While there is little difference between CBDIR and CBDIR without the title and description information, there is slight improvement in 3D Printing, Advanced Analytics and Web Scale. In this result, we show that CBDIR can also extract the important keywords without title and description. Also, we demonstrate that the content of the document has a high impact on the improvement.
Similarly as in the average recall, there was substantial improvement in average precision by 20% from CBDIR to the baseline as shown in Fig. 5 . Likewise, the average F-measure of CBDIR is also increased in CBDIR as shown in Fig. 6 .
In CBDIR evaluation, we found that the performance on 3D Printing category is more than twice Computing Everywhere categories by 40% from about 23 % to about 63 % in each measure and other categories also is similar. This is because other categories such as 'computing everywhere' or 'web-scale' cover a wider range and they contain various kinds of keywords in different areas. Meanwhile, 3D printing contains more specific keywords than other categories. The overall result shows that the performance is likely to converge when about 25 keywords are used as the number of keywords increases. As the size of data highly affects the computation speed and maintenance cost which are very important in IR, our system can be applied in real world effectively.
Keyword Extraction Model Comparison
We then compare the keyword extraction model based on LDA in CBDIR with the one using TFIDF weighting scheme. Note that most of the information retrieval system has been adapted TFIDF weight schema. Fig. 7 compares the average recall between LDA and TFIDF models. There was a gradual increase in average recall from 5 to 50 keywords in both LDA and TFIDF. The average recall in LDA was generally higher than that of TFIDF in four categories excluding 'Computing Everywhere' and 'Web Scale'. Likewise, Fig. 8 shows the average precision between LDA and TFIDF. There is no big difference in both LDA and TFIDF. The average precision in TFIDF overall is greater than that of LDA.
In Fig. 9 , because F-measure is the harmonic mean of recall and precision, there is not big difference between LDA and TFIDF. In Advanced Analytics, LDA has better performance than TFIDF. On the other hand, TFIDF is higher performance than LDA in Computing Everywhere, Internet of Things. Also, performance in other categories are similar.
Precision may play an important role in the retrieval system because users are easy to find relevance document in retrieved documents. Although TFIDF is slightly better than LDA in terms of Precision, the difference is marginal and considering other aspects as well, LDA can also be adapted as weighting scheme in information retrieval. In particular, TFIDF needs to recompute the term weights using all the documents whenever a new document comes, while LDA can extract the keywords considering the new specific document only.
Indexing Structure Evaluation
As most of the information retrieval system has commonly used total indexing structure, we compared the per-category indexing scheme we proposed with the total indexing to evaluate its performance. The performance comparison measured as the average Fmeasure in these two indexing structures is shown in Fig. 10 and 11 with LDA and TFIDF, respectively. Fig. 10 shows that the performance from per-category indexing is substantially better than that from total indexing in all the categories. With the increase of the number of keywords, the performance is likely to be improved in all the categories except for 3D Printing. 3D printing category has almost the same average Fmeasure after more than 25 keywords are extracted.
As shown in Fig. 11 , average F-measure in TFIDF shows very similar result as in LDA. We find that if the data can be included in a specific category, per-category indexing structure is better than total indexing. For percategory indexing structure, category keyword takes priority over other keywords. Also, there are similar keyword of stored keywords than total indexing structure.
Computation Power
The computation power is a significant factor in IR. These factor is related to the number of keywords stored in a database. We analyzed the number of keywords in the database with total indexing and per-category indexing. Table 5 shows the number of the stored keywords in the total index structure with various methods including baseline, CBDIR with LDA (25 keywords and 50 keywords) and CBDIR with TFIDF (25 keywords and 50 keywords). Baseline method stored the smallest number of keywords, because it only uses the title and description. Also, CBDIR with TFIDF has more number of stored keywords than that of LDA. It shows that LDA is more efficient than TFIDF. In addition, if we only used 25 keywords which performs similar as 50 keywords, it is more efficient because it uses less stored keywords than 50 keywords. Table 6 shows the number of the stored keywords in per-category indexing structure. LDA leads to a less number of stored keywords than TFIDF in three categories such as Internet of Things, Software Defined and Web Scale, while TFIDF has a less number of the keywords than LDA in the other categories. When we compare the category indexing and total indexing, per-category indexing structure stores much less number of keywords. The average F-measure of category indexing is also much higher than that of total indexing as shown in Fig. 10 and 11 . It is because percategory indexing structure actually retrieves the query in each category index, thus the number of retrieved keywords is much less than that from total indexing.
Discussion
In this work, we analyzed CBDIR in various aspects. Especially, we found the following observations. First of all, both CBDIR and CBDIR without using the title and description show superior performance than that of the baseline. Also, CBDIR has better performance than CBDIR not using the title and description information. Second, the performance from TFIDF and LDA weighting scheme for keyword extraction is very similar. As we mentioned earlier, TFIDF weight schema considers the document relation, but it needs to go through the entire documents to extract the keywords when a new document is uploaded. In contrast, LDA extracts the keyword independently in each document, so it does not need to re-do the calculations in the same situation. Therefore, the usage of LDA can greatly enhance the efficiency of the system. Third, percategory indexing structure improves the performance over the total indexing scheme. Also it has a good performance in terms of search speed.
As a result, the final CBDIR is based on LDA as weighting schema on all the title, description, and the contents information together along with the percategory indexing structure. Also, our system should be maintained in situations with continuous content uploads. However, the selection depends on data characteristic and system development environment.
Conclusion
In this paper, we analyzed and showed the effectiveness of the proposed CBDIR system with real data and various perspectives. The proposed system can be easily applied in web service that supports data uploading. We shows that the performance of CBDIR without title and description is similar with that of CBDIR. It shows that the content of the document is the most important factor for improving the retrieval performance. The performance between TFIDF and LDA is also very similar. Even though most of the IR system showed the TFIDF weighting scheme, we select LDA, because it is useful for real-time in information retrieval. We also demonstrated that per-category indexing structure showed better performance than total indexing when the data is categorized.
Moreover, there still remain possibilities for further improvement. First, larger number of data would be needed for evaluation to show more reliable results. Second, the computation time of LDA estimation can be reduced to construct the database more quickly. Third, our system needs more storage because there is a lot of information in the document.
In our future work, other topic modeling techniques such as Hierarchical Dirichlet Processes (HDP) [30] and explicit semantic analysis [31] will be investigated for further improvement. We can also speed up the LDA estimation time for faster database construction.
