Abstract-The generalized degrees of freedom (GDoF) region of the MIMO Gaussian interference channel (IC) is obtained for the general case of an arbitrary number of antennas at each node and where the signal-to-noise ratios (SNRs) and interference-tonoise ratios vary with arbitrary exponents to a nominal SNR. The GDoF-optimal coding scheme involves message splitting and partial interference decoding and consists of linear Gaussian superposition coding of the private and common submessages that can be seen as jointly performing signal-space and signal-level interference alignment. The admissible degree of freedom (DoF)-splits between the private and common messages are also specified. A study of the GDoF region reveals various insights through the joint dependence of optimal interference management techniques at high SNR on the SNR exponents and the numbers of antennas at the four terminals. For instance, it reveals that, unlike in the scalar IC, treating interference as noise is not always GDoF-optimal even in the very weak interference regime. Moreover, while the DoFoptimal strategy that relies just on transmit/receive zero-forcing beamforming and time sharing is not GDoF optimal (and thus has an unbounded gap to capacity), the precise characterization of the very strong interference regime-where single-user DoF performance can be achieved simultaneously for both users-depends on the relative numbers of antennas at the four terminals and thus deviates from what it is in the single-input single-output case. For asymmetric numbers of antennas at the four nodes, the shape of the symmetric GDoF curve can be a "distorted W" curve to the extent that for certain multiple-input multiple-output ICs it is a "V" curve.
in [10] and [11] . Moreover, the degrees of freedom (DoFs) region of the general MIMO IC was obtained in [12] .
The constant gap capacity approximations in [9] and [11] provide performance guarantees to within a constant number of bits on SISO and MIMO ICs, respectively, by showing that simple Han-Kobayashi (HK) [13] coding schemes with Gaussian inputs and no time sharing can achieve the capacity region to within a constant number of bits, with the constant being independent of the signal-to-noise ratios (SNRs), interference-tonoise ratios (INRs), and the channel matrices. The capacity approximation through the DoF characterization in [12] shows that simple transmit beamforming and receive zero-forcing is sufficient to preserve the DoF optimality of the MIMO IC. While in the DoF characterization, it is assumed that the SNRs and INRs at each receiver scale in a similar way, asymmetric scaling of the SNRs and INRs on the dB scale has been shown to provide more insight about optimal interference management at high SNR as a function of that asymmetry. This phenomenon was captured succinctly through the so-called generalized degrees of freedom (GDoF) metric in the context of the SISO IC in [9] . This study obtains the GDoF region for the general MIMO IC, thereby generalizing the same result for the SISO IC obtained in [9] and the usual DoF region for general MIMO IC obtained in [12] .
The GDoF region metric, as its name suggests, generalizes the notion of the conventional DoF region metric by additionally emphasizing the signal level as a signaling dimension. It therefore characterizes the simultaneously accessible fractions of spatial and signal-level dimensions (per channel use) by the two users in the limit of high SNR, while the ratios of the SNRs and INRs relative to a reference SNR, each expressed in the dB scale, are held constant, with each constant taken, in the most general case, to be arbitrary. The GDoF region was obtained for the SISO IC in [9] based on the constant gap to capacity result found therein. The symmetric GDoF, , which is the maximum common GDoF achievable by each of the two users, for the symmetric SISO IC with equal SNRs and equal INRs for the two users, i.e., with , was evaluated in [9] to be the well-known "W" curve [e.g., see Fig. 6(b) ]. The W-curve clearly delineates the very weak, weak, moderate, strong, and very strong interference regimes, depending on the value of , pointing to the optimal (upto GDoF accuracy) interference management techniques as a function of the severity or mildness of the interference.
There have been several other recent works on characterizing the GDoF of various channels but only under specialized assumptions. For example, in [14] , the symmetric GDoF of a class of symmetric MIMO ICs-for which the SNRs at each receiver are the same and the INRs at each receiver are also the same, with -and where both transmitters have antennas and both receivers have antennas, with the restriction , was obtained and found to be a "W" curve also. In [15] , the symmetric GDoF in the perfectly symmetric (with all direct links 0018-9448/$31.00 © 2012 IEEE having identical gains and all cross links having identical gains) scalar -user interference network was found (see also [16] ). In [17] , the symmetric GDoF was obtained for the -user symmetric SIMO IC with antennas at each receiver and with equal direct link SNRs and equal cross-link INRs. The symmetric GDoF of a symmetric model of the scalar X-channel with real-valued channel coefficients was found in [18] .
In this work, we obtain the GDoF region of the general MIMO IC with an arbitrary number of antennas at each node and in the most general case where the SNR and INR vary with arbitrary exponents to a nominal SNR. This result is made possible by the recent constant gap to capacity characterization for the general MIMO IC in [10] and [11] . The GDoF result of this paper thus generalizes the GDoF region of the SISO IC found in [9] to the MIMO IC. It also recovers the symmetric GDoF result in [14] for the class of symmetric MIMO ICs and the conventional DoF region result obtained in [12] for the MIMO IC as special cases. In addition to providing several insights that include whatever is common between certain symmetric (in numbers of antennas) MIMO ICs and SISO ICs and what is not, the GDoF result of this paper gives rise to new insights into optimal signaling strategies that make jointly optimal use of the available spatial and signal level dimensions.
The single, unified achievable scheme studied in depth here that is GDoF optimal (and indeed constant-gap-to-capacity optimal [11] ) is a simple HK coding scheme with mutually independent Gaussian inputs for the private and public messages of each user without time sharing. The private and public message can be thought of consisting of several information streams. The private information streams are either directed along the null space of the corresponding cross-link channel matrix or transmitted at power levels that ensure that they reach the unintended receiver below the noise floor. The streams corresponding to the common message at each transmitter are sent along the orthogonal complement of the null space of cross channel matrix so that the unintended receiver can hear and decode it along with its own message. Such a scheme can be seen as jointly and optimally employing both signal-level [19] and signal-space [20] interference alignment techniques. 1 In contrast to the DoF optimal coding scheme in [12] , where each data stream carries one DoF, the GDoF optimal coding scheme has data streams that can carry fractional DoF, and moreover, these fractions depend in general on the INR exponents. Given a GDoF pair , the nontrivial question of how each should be split between the private and public messages at each transmitter is also answered in this work. To the best of our knowledge, this is the first GDoF characterization of a network to address this issue. Indeed, an in-depth and novel description of how different DoF pairs in the GDoF region are achieved through the joint specification of the strategies at the transmitters and the receivers is given in the context of a specific but insightful example of a weak interference MIMO IC. It is clear from the previous discussion that the GDoF of the MIMO IC has various features that are not present in its SISO counterpart in [9] or its coarser DoF-optimal counterpart in [12] . In addition, because of its generality with respect to numbers of antennas at the different terminals, the GDoF of this paper can be used to obtain upper bounds on the GDoF of the K-user IC by dividing transmitters and receivers into two groups and allowing them to cooperate, as was done recently in [21] . Moreover, as an intermediate result, we derive two new asymptotic equalities (e.g., see Lemmas 4 and 5) which can be used to derive the GDoF of other multiuser networks as well. We illustrate this fact by obtaining the GDoF of a two-user MIMO multiple-access channel (MAC) .
The rest of this paper is organized as follows. In Section II, we describe the channel model and the GDoF optimal coding scheme. In Section III, we obtain the GDoF region of the general MIMO IC. Specializations of this result to the SISO IC and to the DoF region of the MIMO IC are also given in Section III, recovering the results in [9] and [12] , respectively. In Section III-B, the GDoF characterization is completed with explicit specifications of DoF splitting between private and public submessages. Further, an in-depth description is given, through a specific example of a weak interference MIMO IC, of how different DoF pairs in the GDoF region are achieved through the joint specification of the strategies at the transmitters and the receivers. The reciprocity property of the GDoF region (which denotes the invariability of GDoF with respect to direction of information flow) is described in Section IV, as are specializations of the GDoF region to obtain the symmetric GDoF of the symmetric MIMO IC for any and , thereby contrasting the result in [14] for in which no channel state information is needed at the transmitters with that for the reciprocal case of where for GDoF optimality such knowledge is indeed necessary. In Section V, we provide several insights revealed by the GDoF of the MIMO IC and also obtain the GDoF region of the two-user MIMO MAC as an instance of other possible applications of the tools developed herein. Section VI concludes this paper.
A. Notations

Let
, and represent the field of complex numbers, the set of nonnegative real numbers, and the set of nonnegative integers, respectively. Let represent the set of -tuples with components from . An matrix with entries coming from will be denoted by and its entry in the row and column will be denoted by . We shall denote the transpose and the conjugate transpose of the matrix by and , respectively. represents the identity matrix, represents an all zero matrix, and represents the set of unitary matrices. The column (row) of the matrix will be denoted by ( ), whereas ( ) will represent a matrix whose columns (rows) are the same as the to columns (rows) of matrix . If , then . will represent an ordered set of matrices. and will represent the mutual information and conditional mutual information of the arguments, respectively. , and represent the minimum and maximum between and and maximum between and 0, respectively. We also use Landau notations for error terms in approximations. denotes a term which goes to zero asymptotically and denotes a term which is bounded above by some constant. We say is of the order of if , i.e., . All the logarithms in this paper are with base 2. We denote the distribution of a complex circularly symmetric Gaussian random vector with zero mean and covariance matrix , by . Finally, the indicator function is defined as follows: if S is true if S is false.
II. CHANNEL MODEL AND PRELIMINARIES In this section, we define the two-user MIMO IC, its capacity region and the GDoF region, and state the upper and lower bounds on the capacity region that are within a constant gap of each other as obtained in [11] for the sake of completeness. We describe the achievable scheme in [11] and then give asymptotic (high SNR) approximations upto of key quantities that arise in the bounds on capacity region. These approximations are used later to derive the GDoF region of the MIMO IC.
A. MIMO IC
The two-user MIMO IC, with and antennas at transmitter ( ) and receiver ( ), respectively, for as shown in Fig. 1 (hereafter referred to as IC), is considered. We consider a time invariant or fixed channel where the channel matrices 's remain fixed for the entire duration of communication. We also assume that the entries of these matrices are drawn i.i.d. from a continuous and unitarily invariant [22] distribution, i.e., is identically distributed to for any and which ensures that the channel matrices are full rank with probability one (w.p.1). This class of distributions will be denoted by in the rest of this paper. In the channel model, we also incorporate a real-valued path loss or attenuation factor, denoted as , for the signal transmitted from to receiver . At time chooses a vector and sends over the channel, where we assume the following average input power constraint at :
for , where and 's can depend on the channel matrices. The received signals at time can be written as (2) (3) where are i.i.d. across and represents the SNR at receiver , and represents the INR at receiver for . The performance on the MIMO IC should depend on the strength of the interference relative to the desired signal level on the dB scale with, for example, a better DoF performance expected when interference strength is much less or much higher than the signal strength as in the SISO IC [9] . This variation of performance due to relative difference in strengths of SNRs and INRs cannot be captured (at high SNR) by a DoF analysis alone, i.e., if they differ say by only a constant. To characterize the DoF region under such a scenario, we thus let the SNRs and INRs vary exponentially with respect to a nominal SNR, , with different scaling factors as follows: (4) Without loss of generality, we assume or throughout the rest of this paper. As mentioned earlier, this technique of varying different SNRs and INRs was first introduced in [9] to characterize the DoF region of the SISO two-user IC and the corresponding DoF region was called the GDoF region.
B. Capacity Region Bounds to Within a Constant Gap
In what follows, the MIMO IC with the channel matrices, SNRs and INRs as described previously will be denoted by , where and or equivalently as where . In what follows, and will be used interchangeably to indicate the power levels of different links of the channel. The capacity region of is defined in the usual way (cf., [11] ) and will be denoted by . Inner and outer bounds from [11] are stated next.
1) An Outer Bound to the Capacity Region:
Lemma 1 (Lemma 1 of [11] ): For a given and , the capacity region, of a two-user MIMO Gaussian IC, with input power constraint (1), is contained within the set of rate tuples , i.e., where represents the set of rate pairs , satisfying the following constraints:
where and is as specified in (12) and for .
2) Inner Bound to the Capacity Region:
A simple HK coding scheme, denoted as , is described in detail in the next section. Here, we state an inner bound to the rate region achievable using this scheme found in [11] which is hence also an inner bound to the capacity region. 
C. Simple HK Coding Scheme
We describe next the coding scheme whose rate region contains the rate region of Lemma 2 which is in turn within a constant gap to the capacity region. Let each of the users divide its message into two submessages (called the private and public messages hereafter) and use superposition coding to encode the two submessages with mutually independent random zero-mean Gaussian codewords so that we have (11) where and represent the codewords of the private and public messages of user , respectively. 2 Moreover, the covariance matrices of the public and private messages are taken for each to be (12) In what follows, we shall refer to such a coding scheme as the scheme, where we drop the dependence of and on the channel matrices for notational convenience. Let the singular value decomposition (SVD) of the channel matrix be given by , where and are unitary matrices and is a rectangular matrix containing the singular values along its diagonal. Using the SVD of the matrix , the covariance matrices for and of (12) can alternatively be written as (13) where is a diagonal matrix containing the nonzero eigenvalues of and denoting the quantity where is the nonzero eigenvalue of for we have for for .
Similarly, we have (15) where for . Now, it is well known that a Gaussian vector with covariance matrix can be expressed as , where is a Gaussian vector with identity as covariance matrix if . Using this result along with (13) and (15), we can write (16) where and are mutually independent normal Gaussian vectors. Substituting this in the expression for , we see that the transmit signal at can be written as (17) In the aforementioned equation, for and for represent the and stream of the public and private information along directions and , respectively, for transmitter .
Remark 1:
Note that each of the private streams in the second sum of the right-hand side of (17) have power proportional to . Hence, all the streams encoded through for after passing through the cross channel with strength reach at the noise floor. This technique can be considered as a form of interference alignment at the signal level.
On the other hand, in the SVD of the matrix , the last columns of are all zeros and hence for . In other words, each of the 's for lie in the null space of the matrix . Therefore, a stream sent along any one of these directions reaches in a subspace which is perpendicular to the subspace in which the useful signals of lie. That is, each transmitter can be said to align the interference to the undesired receiver in a particular subspace, which is a simple form of signal space interference alignment. This explains why we call the streams carried by , private streams. Evidently, the public information streams are sent in the orthogonal complement of the null space of so that can hear and decode these streams (even though they are not desired) along with the private and common parts of its desired message by treating the private streams that arrive in this subspace (at the noise level) as noise.
Thus, the specific choice of the covariance matrices in for amounts to employing a technique that simultaneously performs both signal space and signal level interference alignments as described in this remark.
D. GDoF Region
Definition 1: The GDoF region, , of is defined as (18) Even though the capacity region of an MIMO IC is not known, a constant number of bits are insignificant in the GDoF analysis. Hence, to derive the GDoF region, we shall use the constant-gap-to-capacity result found by the authors in [11] . In particular, the in the definition of the GDoF region can be replaced by either or to compute the GDoF region of the MIMO IC. We state this fact as a lemma for easy further reference.
Lemma 3:
The GDoF region of the MIMO IC is given as (19) where is given by Lemma 1. Proof: From Lemmas 1 and 2, we have the following: (20) To obtain the desired result, we use in the definition of the GDoF region of (18), the aforementioned set inclusions along with the fact that 's in Lemma 2 are independent of and .
E. Asymptotic Approximations
In the derivation of the GDoF region of the two-user MIMO IC, quantities like the sum rate upper bound on two-and threeuser MIMO MACs will appear frequently. Thus, in the following two lemmas, we provide asymptotic approximations up to of such quantities for different and number of antennas.
Lemma 4:
Let and are two full rank (w.p.1) channel matrices such that is also full rank w.p.1. Then, for asymptotic (21) where for any and , the function is as specified as (22) for such that . Proof: This result was proved in [14] when . The proof for the case when is given in Appendix A.
Remark 2:
If and are mutually independent and , then and therefore is a full-rank matrix w.p.1. That is, if and represent the two incoming channel matrices at any of the receivers in the MIMO IC, then Lemma 4 holds.
Lemma 5:
Let for be three channel matrices with statistics described at the beginning of this section; then, for asymptotic (23) where for any and , the function is defined as (24) for such that . Proof: The proof is given in Appendix B.
Remark 3: Suppose in Lemma 5, then can also be written as
For example
Remark 4:
in Lemma 5 represents the sum DoFs achievable on a three-user MIMO MAC with antennas at the receiver, antennas at the transmitter, where the SNR of the user is for . Similarly, in Lemma 4 can be interpreted as the sum GDoF achievable on a two-user MIMO MAC.
III. GDOF REGION OF THE MIMO IC
Using the explicit expression for the upper bounds to the capacity region from Lemma 1 and using it in Lemma 3, we get the GDoF region of the MIMO IC. where , functions and are as defined in (22) and (24), respectively, for , and as defined previously.
Proof of Theorem 1 (Outline):
The GDoF region of the two-user MIMO IC is obtained from the rate region as per Lemma 3. Thus, to evaluate the GDoF region, we evaluate the limits of the ratios with respect to with of all the terms in the right-hand side of the inequalities that describe . For example, consider the third bound in (6), namely, . Dividing both sides by and taking the limit, we get Following the same steps for other bounds, we get To prove the theorem, we evaluate the right-hand side limits by finding the asymptotic approximations of the different s of Lemma 1 using Lemmas 4 and 5. The detailed proof is given in Appendix C.
The aforementioned theorem is specialized next to the SISO IC (by putting ) in the following corollary, yielding its GDoF region.
Corollary 1:
The GDoF region of the SISO IC is given as
Remark 5: The region of Corollary 1 provides a single unified formula for the GDoF region of the SISO IC for all interference regimes. It can be specialized to obtain GDoF regions for different interference regimes given in [9, Sec. V]. For instance, for the weak interference regime, putting and in (32) we recover [9, eq. (78)] which represents the GDoF region of the SISO IC in the weak interference regime (note that and are denoted as , and , respectively in [9] ). [12] ): The conventional DoF region of the MIMO IC obtained in [12] can also be recovered from Theorem 1 by putting , for in Theorem 1 and simplifying the different bounds.
Remark 6 (The Main Result of
Theorem 1, while compact and very general-as is evident from the aforementioned two specializations-does not by itself reveal much insight about the structure of the various bounds that describe the GDoF region. The next remark does.
Remark 7 (An Interpretation of the GDoF Region):
We know that the GDoF optimal coding scheme divides each user's message into two submessages. Let the DoFs of the private and the public messages of user be denoted by and , respectively. Note that has a -dimensional null space along which can send private information to its desired receiver at an SNR of . Combining the aforementioned two equations, we get the third bound of the GDoF region. The fourth bound can be similarly interpreted just by interchanging the roles of and . As explained previously, the two parts of the private message of can be thought of as two virtual users to the MAC receiver ; in addition to them, can send a maximum of public DoFs to through , which can be interpreted as the third virtual user (with SNR and transmit antennas) to the MAC receiver at , and therefore, Lemma 5 provides the following sum DoF upper bound:
A similar consideration regarding the DoFs decodable at gives Combining the last two equations, we get the fifth bound of Theorem 1. The other two bounds of the theorem can be similarly interpreted.
A. DoF-Splitting Strategy
In order to complete the specification of the GDoF optimal coding scheme, it is necessary to not only specify the distributions and power levels of the codewords, but also the DoFs carried by the private and public messages of the two transmitters (i.e., and for ). Moreover, unlike in the DoF optimal coding scheme in [12] , the DoF carried by an information stream is dependent on the cross-link channel gains , and can be a fraction. For instance, consider that a receive dimension is affected by interference coming at . Then, in that dimension only signals having less than DoF can be received. Therefore, given a DoF pair , it is not straightforward to know how much of the DoF is carried by the private and public messages at . The following lemma addresses this issue and in fact completes the specification of the GDoF optimal coding scheme by providing a set of 4-tuples, , which is achievable on the two-user MIMO IC by the GDoF optimal coding scheme in Section II-C. The region has the property that, for any (which is specified in Theorem 1), there exists an such that for . 
where , and functions and are as defined in (22) and (24), respectively.
Proof: The proof is given in Appendix D.
As explained in Section II-C, in the GDoF optimal coding scheme, the private and public messages of each user are essentially a weighted sum of several independent streams of information, each stream directed along a beam which is dependent on the channel matrix of the cross link emerging from the corresponding transmitter. The direction of these beams and their weights is chosen in such a manner (see, e.g., (13)- (17) ) that the effective covariance matrix of the overall codeword corresponding to each of the message is as given by (12). 3 As for decoding, it is clear that with respect to , and sees an MAC for and for any -tuple belonging to the achievable region (see Lemma 6) , can decode , and with probability of error going to zero. Therefore, any decoding scheme which is capacity optimal on an MAC will be GDoF optimal for the MIMO IC if each receiver tries to decode the two public messages and its own private message while treating the other private message as noise. Fig. 2 depicts the GDoF region of a MIMO IC with . Clearly, it is sufficient to illustrate the achievability of the vertices of the GDoF region since any point on the line joining any two vertices can be achieved via time sharing. The time sharing argument, however, is just a matter of convenience. It is not necessary 4 to achieve a point in the GDoF region. Note that points A or E can be achieved simply by turning off or , respectively. To analyze the achievability of the other corner points, we need to know the DoFs carried by the private 
Example 1 (A MIMO IC With Weak Interference):
Achievability of Point B:
From the set of bounds in (34), we see the only choice for the different DoFs for the public and private messages of the two users given as and . Since the first user needs to send only private information having DoF 1, it is best to send it in the direction of the null space of , i.e.,
On the other hand, the structure of the codeword for the second user is also clear from (17) where and carries and DoFs, respectively for both .
Decoding:
first projects the received signal on the 2-D space which is perpendicular to to remove the effect of by zero forcing. In the resulting 2-D signal space, only contribution from is present, carrying Fig. 3(a) , where each stream is represented by a box the top level of which marks its signal strength and the vertical height is proportional to the DoFs carried by it. Note that, though transmitted at a power level of 1 does not appear at since it is transmitted along the null space of the channel from to . Decoding: The decoding procedure at is exactly the same as in the previous case.
, on the other hand, can decode , and , respectively, in that order through successive interference cancellation, i.e., it first decodes , treating and (both of which are received below ) as noise. Subtracting the contribution of , it next decodes treating as noise. Finally, subtracting the contribution of , it decodes . It should be noted that during the decoding of each of these messages, the noise floor is actually at the power level of the messages being treated as noise. Fig. 3(b) . It is clear from Fig. 3(b) that an MAC receiver can decode all the messages.
IV. SYMMETRIC GDOF REGION OF THE MIMO IC
Suppose the roles of the transmitters and receivers of the MIMO IC are interchanged. In the notations defined in Section II, this resulting IC (hereafter referred to as the "reciprocal" channel) can be denoted by , where and . Clearly, denotes the GDoF region of the reciprocal channel where .
Corollary 2 (Reciprocity of the GDoF Region):
The GDoF region of the MIMO IC is same as that of its reciprocal channel, i.e., Proof: It was proved in [11] that the capacity region of a two-user MIMO IC and its reciprocal channel are within a constant (independent of ) number of bits to each other (see Lemma 6 of [11] ). The corollary is easily proved by using this result in the definition of the GDoF region of the IC in (18) , which states that the GDoF regions of two channels with capacity regions differing by only a constant number of bits are the same.
In other words, the GDoF region of the channel does not change if the roles of the transmitters and the receivers are interchanged. Note that this is a more general result than the reciprocity of the conventional DoF region proved in [12] . In what follows, we define the symmetric GDoF metric. 
Definition 2 (Symmetric GDoF
However, the techniques developed in [14] were not sufficient to derive the GDoF of the channel with more input antennas than the number of output antennas. Using the results of this paper, the GDoF of such a channel can be computed in two different ways.
1) From the reciprocity result: from Corollary 2, we know that the GDoF region of the IC is given by (37), since this is the reciprocal channel of the IC. 2) From Theorem 1: the same result can be obtained by substituting , and in Theorem 1. Note that in both of the aforementioned cases, the number of transmit antennas is greater than or equal to the number of antennas at the receivers.
Remark 8:
It must be noted that the achievable schemes on the two channels are entirely different. For IC with , the coding scheme need not depend on the channel matrices at the transmitters (see the achievability scheme in [14] ), while for IC, the covariance matrices are necessarily functions of the channel matrices. Hence, a naive extension of the scheme in [14] to the case of IC is not GDoF optimal. In fact, such a scheme would not even be DoF optimal because while on a MIMO IC with fewer antennas at the receiving end of each cross link, receive zero-forcing is sufficient to achieve the DoF region, for the reciprocal case, the knowledge of channel state information at the transmitters (CSIT) is necessary to achieve DoF-optimal performance [24] [25] [26] such as through transmit beamforming [12] .
Remark 9 (A Scheme That Ignores CSIT):
The GDoF optimal coding scheme in [14] does not utilize any CSIT. The approach in [14] was to divide the range of into the five regimes delineated in the SISO IC case in [9] and employ the main idea of the achievable schemes that are known to be GDoF-optimal in the SISO case (e.g., treat interference as noise in the very weak interference regime, set the power level of private messages so that they arrive at the noise level at the unintended receiver in the moderate and weak interference regimes following the prescription in [9] , send only common messages in the strong and very strong interference regimes). Hence, this coding scheme effectively only employs signal level interference alignment without any form of transmit beamforming. While on an IC with , beamforming is not necessary because neither of the cross links have a null space; it is so on the reciprocal IC. Therefore, the coding scheme in [14] when applied naively to the IC cannot achieve the fundamental GDoF region of the channel. Fig. 4(a) and (b) shows the GDoF achievable by the GDoF optimal coding scheme of this paper in comparison with the coding scheme used in [14] . Comparing the GDoF curves of the two schemes, it is clear that the no-CSIT coding scheme in [14] fails to achieve the fundamental GDoF of the IC.
V. FURTHER INSIGHTS AND RESULTS
A. Only Tx/Rx ZF Beamforming Is Not GDoF Optimal
The fundamental GDoF gives a finer high SNR approximation than the DoF approximation and therefore reveals insights that are not revealed by the DoF analysis. Fig. 5(a) illustrates this point by comparing the DoF and GDoF region of the IC with . It is known from [12] that only transmit/receive zero-forcing beamforming is sufficient to achieve any point in the DoF region of the channel. The DoF region achievable using this scheme is shown in Fig. 5 as against the fundamental GDoF region. It is easily seen that forgoing the opportunity to align signals in the signal-level dimension leads to a strictly GDoF suboptimal performance. In particular, this technique cannot achieve any point in the triangular region BCD. However, the coding scheme in Section II, which in addition to beamforming also employs signal-level interference alignment, can achieve all the points in the region BCD.
B. Suboptimality of Treating Interference as Noise
Another fundamental difference of the MIMO IC from the SISO IC revealed by the GDoF analysis is this: in general, treating interference as noise (TIN) is not GDoF optimal on an MIMO IC even in the very weak interference regime, i.e., when . This is seen in Fig. 4(a) where the dotted line, which represents the symmetric GDoF achievable by TIN, is strictly suboptimal with respect to the fundamental GDoF of the channel for whenever . See also Fig. 6 (a) which illustrates this point for the MIMO IC. This characteristic of the GDoF curve of the MIMO IC is not revealed in the GDoF analysis of the special class of MIMO ICs in [14] . For that class of MIMO ICs, the optimal scheme in [14] does indeed treats interference as noise (e.g., see point 5 on [14, pp. 2]) for . However, the result that the TIN scheme is not always optimal was found in a different context via the GDoF characterization of the symmetric -user SIMO IC (with antennas at each receiver) for in [17] .
C. Deviation From the "W" Shape
Unlike in the SISO IC, the symmetric GDoF region of an MIMO IC in general need not maintain the "W" shape. The deviation in general is due to asymmetry in the numbers of antennas. For example, consider the IC with and , for . The best achievable symmetric DoF ( ) on this channel denoted by is which is depicted in Fig. 6(b) . Diagonalizing the cross link from to and then turning off the subchannel which interferes with gives the GDoF equivalent channel in Fig. 7 which is an SISO "Z" IC. The symmetric GDoF region of this channel is indeed "V" shaped as found in [9] . Although a little more involved, the distorted "W" in Fig. 6(a) for the MIMO IC can be explained similarly. 
D. GDoF Region of the Two-User MIMO MAC
Both the sets of lower and upper bounds to the capacity region of the two-user MIMO IC contain terms that also appear in the capacity region of a two-user MIMO MAC channel. Thus, as a by product, we can obtain the GDoF region of the MIMO MAC channel.
Consider an MIMO MAC with two transmitters having and antennas, respectively, and with receive antennas at the common receiver. The input-output relation for this channel can be written as where is the transmitted signal from user , where is the received signal and and are the channel matrices from users 1 and 2 to the receiver, respectively, both of which are assumed to have full rank, and is additive white Gaussian noise. Without loss of generality, we assume that the SNR of the second user is represented as .
Let denote the capacity region of the two-user MIMO MAC defined previously. The GDoF region is defined as
The following result gives the GDoF region of the two-user MIMO MAC.
Corollary 3:
The GDoF region of the two-user MIMO MAC defined previously is given as where is given by (22) . Proof: Following the analysis of the MIMO IC in [11] , it can be easily shown that an achievable rate region of the MIMO MAC is given as and an upper bound is given as Note that the two regions differ only by constant (independent of SNR) number of bits. The desired result now follows by replacing in the definition of the GDoF region by or , since a constant number of bits are insignificant in the GDoF analysis. Remark 10: The GDoF regions for the case when is depicted in Fig. 8(a) and the case when is depicted in Fig. 8(b) , where , and . Although the GDoF analysis reveals the possibility of achieving a larger sum DoFs when one of the link's strength is exponentially larger that the other ( ), this result is not as interesting as that of the MIMO IC since the GDoF region of the MAC can be achieved using independent Gaussian codes with scaled identity input covariances at each transmitter and joint decoding just as in an MAC with . In other words, this DoF-optimal scheme in the MIMO MAC is also GDoF-optimal, whereas this is not the case for the MIMO IC.
VI. CONCLUSION
The GDoF optimal coding scheme of this paper and its analysis unifies and generalizes the earlier results on GDoF of SISO IC [9] , the DoF region [12] of MIMO IC, and the symmetric GDoF [14] of MIMO IC through a single achievable scheme for all. The coding schemes in [12] and [14] are strictly suboptimal in the GDoF sense on a general two-user MIMO IC in one case or other. The analysis here reveals various insights about GDoF-optimal coding over the MIMO IC including the fact that, in general, partially decoding the unintended user's message is necessary for GDoF optimality even in the so-called very weak interference regime. The two types of signaling dimensions available on a MIMO IC-namely, signal space and signal level-are jointly and optimally exploited in the GDoF optimal scheme. where the last step follows from the definition of , i.e., (22) . Next, putting (45) and (48) into (27) , we get Similarly, approximating the terms in (7) by Lemma 4 and putting it in (28), we get 3) Fifth Bound: Note that neither of the terms in (8) are in a form on which we can apply Lemmas 4 or 5. However, as we shall see next, these terms can be expressed in an alternative format on which Lemma 5 can be used. Let the eigenvalue decomposition of the matrix is given as where and is a diagonal matrix containing only the positive eigenvalues. Using this decomposition, we get where . Note that is identically distributed to . Therefore, both and have the same distribution as specified in Section II, having all the properties of a typical channel matrix of the two-user MIMO IC. Substituting this in the previous equation, we get Clearly, we can now apply Lemma 5 on (50) Applying similar technique for the other term in (8), we get It is evident from the definitions of and that
Substituting the expressions for and in this equation and the resulting expression in (29) we get the fifth bound for the GDoF region.
4) Sixth and Seventh Bound: Note that (9) and (10) involves terms whose approximations are already computed. Using those approximations, we get the remaining two bounds of the GDoF region completing the proof.
APPENDIX D PROOF OF EQUIVALENT GDOF REGION
In the HK coding scheme [13] , each user's message is divided into two parts called the private ( ) and public ( ) messages with rate and , respectively. It was proved in [13] that for any given probability distribution which factors as (50) the rate region is achievable where for . Let the 2-D projection of the set be denoted by , which is defined as follows:
Clearly, if , then there exists a 4-tuple such that for , and vice versa. This is true for any distribution satisfying (50). Using the Fourier-Motzkin elimination method, a compact formula for the rate region has been recently derived in Lemma 1 in [27] , which when evaluated for the input distributions specified in Section II-C results in an achievable rate region containing the rate region given in Lemma 2 (See Theorem 2 in [11] ). Let us denote the rate region by , when is same as the distributions specified in Section II-C. Using the technique in the proof of Lemma 2 (given in [11] ), it then follows that , where for , where , and 's for are constants independent of or channel matrices. The GDoF region corresponding to the aforementioned achievable rate region can be defined as follows:
Using this definition, and following a similar approach as in Theorem 1, we get (33).
From the aforementioned analysis, we have, on the one hand, the achievable rate region for the Gaussian IC, which is evaluated for the distribution of Section II-C, and on the other, we have , which is a subset of the rate region obtained when is evaluated at the distribution in Section II-C. This two facts together imply that (51) i.e., for any rate pair , there exists a 4-tuple such that for . In other words, is a subset of the 2-D projection of the set . Since and are the high SNR scaled versions of the rate regions and , respectively, the same is true for them. That is, is a subset of the 2-D projection of the set or, for every , there exists a 4-tuple such that for .
