Abstract. In this paper we study a Monte Carlo simulation based approach to stochastic discrete optimization problems. The basic idea of such methods is that a random sample is generated and consequently the expected value function is approximated by the corresponding sample average function. The obtained sample average optimization problem is solved, and the procedure is repeated several times until a stopping criterion is satisfied. We discuss convergence rates, stopping rules and computational complexity of this procedure and present a numerical example for the stochastic knapsack problem.
Pflug [7, 8] , and Nelson et al. [17] . Another approach that has been studied consists of modifying the well-known simulated annealing method in order to account for the fact that the objective function values are not known exactly. The work on this topic includes Gelfand and Mitter [9] , Alrefaei and Andradóttir [1] , Fox and Heine [6] , Gutjahr and Pflug [10] , and Homem-de-Mello [13] . A discussion of two-stage stochastic integer programming problems with recourse can be found in Birge and Louveaux [3] . A branch and bound approach to solving stochastic integer programming problems was suggested by Norkin, Ermoliev, and Ruszczyński [18] and Norkin, Pflug and Ruszczyński [19] . Schultz, Stougie, and Van der Vlerk [20] suggested an algebraic approach to solving stochastic programs with integer recourse by using a framework of Gröbner basis reductions.
In this paper we study a Monte Carlo simulation based approach to stochastic discrete optimization problems. The basic idea is simple indeed-a random sample of W is generated and consequently the expected value function is approximated by the corresponding sample average function. The obtained sample average optimization problem is solved, and the procedure is repeated several times until a stopping criterion is satisfied. The idea of using sample average approximations for solving stochastic programs is a natural one and was used by various authors over the years. Such an approach was used in the context of a stochastic knapsack problem in a recent paper of Morton and Wood [16] .
The organization of this paper is as follows. In the next section we discuss a statistical inference of the sample average approximation method. In particular we show that with probability approaching one exponentially fast with increase of the sample size, an optimal solution of the sample average approximation problem provides an exact optimal solution of the "true" problem (1.1). In section 3 we outline an algorithm design for the sample average approximation approach to solving (1.1), and in particular we discuss various stopping rules. In section 4 we present a numerical example of the sample average approximation method applied to a stochastic knapsack problem, and section 5 gives conclusions. We refer to (1.1) and (2.1) as the "true" (or expected value) and sample average approximation (SAA) problems, respectively. Note that IE[ĝ N (x)] = g (x) .
Since the feasible set S is finite, problems (1.1) and (2.1) have nonempty sets of optimal solutions, denoted S * andŜ N , respectively. Let of the respective problems. We also consider sets of ε-optimal solutions. That is, for ε ≥ 0, we say thatx is an ε-optimal solution of (1.1) ifx ∈ S and g(x) ≤ v * + ε. The sets of all ε-optimal solutions of (1.1) and (2.1) are denoted by S ε andŜ ε N , respectively. Clearly for ε = 0, set S ε coincides with S * , andŜ ε N coincides withŜ N .
Convergence of Objective Values and Solutions.
The following proposition establishes convergence with probability one (w.p.1) of the above statistical estimators. By the statement "an event happens w.p.1 for N large enough" we mean that for P -almost every realization ω = {W 1 , W 2 , . . .} of the random sequence, there exists an integer N (ω) such that the considered event happens for all samples {W 1 , . . . , W n } from ω with n ≥ N (ω). Note that in such a statement the integer N (ω) depends on the sequence ω of realizations and therefore is random. Proof. It follows from the (strong) Law of Large Numbers that for any x ∈ S, g N (x) converges to g(x) w.p.1 as N → ∞. Since the set S is finite, and the union of a finite number of sets each of measure zero also has measure zero, it follows that w.p.1,ĝ N (x) converges to g(x) uniformly in x ∈ S. That is, Since for any x ∈ S \ S ε it holds that g(x) > v * + ε and the set S is finite, it follows that ρ(ε) > 0.
Let N be large enough such that δ N < ρ(ε)/2. Thenv N < v * + ρ(ε)/2, and for any x ∈ S \ S ε it holds thatĝ N (x) > v * + ε + ρ(ε)/2. It follows that if x ∈ S \ S ε , then g N (x) >v N + ε and hence x does not belong to the setŜ Note that if δ is a number such that 0
Consequently it follows by the above proposition that for any
for N large enough. In particular, if the true problem (1.1) has a unique optimal solution x * , then w.p.1 for sufficiently large N the approximating problem (2.1) has a unique optimal solutionx N andx N = x * . Also consider the set A := {g(x) − v * : x ∈ S}. The set A is a subset of the set IR + of nonnegative numbers and |A| ≤ |S|, and hence A is finite. It follows from the above analysis that for any ε ∈ IR + \ A the event {Ŝ ε N = S ε } happens w.p.1 for N large enough (cf. [13] 
X i be the corresponding sample average. Then for any real numbers a and t ≥ 0 it holds that P (Z N ≥ a) = P (e tZN ≥ e ta ), and hence it follows from Chebyshev's inequality that
By taking the logarithm of both sides of the above inequality, changing variables t := t/N and minimizing over t ≥ 0, it follows for a ≥ µ that
Note that for a ≥ µ it suffices to take the supremum in the definition (2.4) of I(a) for t ≥ 0, and therefore this constraint is omitted. The inequality (2.5) corresponds to the upper bound of Cramér's LD theorem.
The constant I(a) in (2.5) gives, in a sense, the best possible exponential rate at which the probability P (Z N ≥ a) converges to zero for a > µ. This follows from the lower bound lim inf
of Cramér's LD theorem. A simple sufficient condition for (2.6) to hold is that the moment generating function M (t) is finite valued for all t ∈ IR. For a thorough discussion of the LD theory, the interested reader is referred to Dembo and Zeitouni [5] .
The rate function I(z) has the following properties. The function I(z) is convex, attains its minimum at z = µ, and I(µ) = 0. Moreover, suppose that the moment generating function M (t) is finite valued for all t in a neighborhood of t = 0. Then it follows by the dominated convergence theorem that M (t), and hence the function Λ(t), are infinitely differentiable at t = 0, and Λ (0) = µ. Consequently for a > µ the derivative of ψ(t) := ta − Λ(t) at t = 0 is greater than zero, and hence ψ(t) > 0 for t > 0 small enough. It follows that in that case I(a) > 0. Finally, suppose that X has finite variance σ 2 . Then I (µ) = 0 and I (µ) = σ −2 , and hence by Taylor's expansion
Consequently, for a close to µ one can approximate I(a) by (a − µ) 2 /(2σ 2 ). Moreover, for any˜ > 0 there is a neighborhood N of µ such that
In particular, one can take˜ = 1. Now we return to the problems (1.1) and (2.1). Consider numbers ε ≥ 0, δ ∈ [0, ε], and the event {Ŝ (2.9) and hence
Consider a mapping u : S \ S ε → S. It follows from (2.10) that
We assume that the mapping u(x) is chosen in such a way that for some ε * > ε,
Note that if u(·) is a mapping from S \ S
ε into the set S * , i.e., u(x) ∈ S * for all x ∈ S \ S ε , then (2.12) holds with ε * := min x∈S\S ε g(x) − v * , and that ε * > ε since the set S is finite. Therefore a mapping u(·) that satisfies condition (2.12) always exists.
For each x ∈ S \ S ε , let 
It follows from (2.11) that
Let I x (·) denote the large deviations rate function of H(x, W ). The inequality (2.13) together with (2.5) implies that
It is important to note that the above inequality (2.14) is not asymptotic and is valid for any random sample of size N . Assumption (A) For every x ∈ S the moment generating function of the random variable H(x, W ) is finite valued in a neighborhood of 0. 
Inequality (2.17) means that the probability of the event {Ŝ
ε } approaches one exponentially fast as N → ∞. This suggests that Monte Carlo sampling, combined with an efficient method for solving the deterministic SAA problem, can efficiently solve the type of problems under study, provided that the constant γ(δ, ε) is not "too small".
It follows from (2.7) that
Therefore the constant γ(δ, ε), given in (2.16), can be approximated by
A result similar to the one of Proposition 2.2 was derived in [14] by using slightly different arguments. The large deviations rate functions of the random variables G(x, W ) were used there, which resulted in estimates of the exponential constant similar to the estimate (2.19) but with σ 
2 . This suggests that the estimate given in (2.19) could be more accurate than the one obtained in [14] .
To illustrate some implications of the bound (2.15) for issues of complexity of solving stochastic problems, let us fix a significance level α ∈ (0, 1), and estimate the sample size N which is needed for the probability P (Ŝ δ N ⊂ S ε ) to be at least 1 − α. By imposing that the right-hand side of (2.15) is less than or equal to α, it follows that
Moreover, it follows from (2.8) and (2.16) 
for all ε ≥ 0 sufficiently small. Therefore it holds that for all ε > 0 small enough and δ ∈ [0, ε), a sufficient condition for (2.21) to hold is that
The above estimate is similar to the one derived in [14] , the main difference being that the term σ 2 max is replaced by max x∈S Var[G(x, W )] in [14] . It appears that the bound (2.22) may be too conservative for practical estimates of the required sample sizes (see the discussion of section 4.2). However, the estimate (2.22) has interesting consequences for complexity issues. A key characteristic of (2.22) is that N depends only logarithmically both on the size of the feasible set S and on the tolerance probability α. An important implication of such behavior is the following. Suppose that (1) the size of the feasible set S grows at most exponentially in the length of the problem input, (2) the variance σ 2 max grows polynomially in the length of the problem input, and (3) the complexity of finding a δ-optimal solution for (2.1) grows polynomially in the length of the problem input and the sample size N . Then a solution can be generated in time that grows polynomially in the length of the problem input, such that, with probability at least 1 − α, the solution is ε-optimal for (1.1). A careful analysis of these issues is beyond the scope of this paper, and will be published elsewhere. Now suppose for a moment that the true problem has unique optimal solution x * , i.e., S * = {x * } is a singleton, and consider the event that the SAA problem (2.1) has unique optimal solutionx N andx N = x * . We denote that event by {x N = x * }. Furthermore, consider the mapping u : S \ S ε → {x * }, i.e., u(x) ≡ x * , and the corresponding constant γ * := γ(0, 0). That is,
with I x (·) being the large deviations rate function of 
Consider the complement of the event {x N = x * }, which is denoted {x N = x * }. The event {x N = x * } is equal to the union of the events {ĝ N (x) ≤ĝ N (x * )}, x ∈ S \ {x * }. Therefore, for any x ∈ S \ {x * },
By using the lower bound (2.6) of Cramér's LD theorem it follows that the inequality lim inf
holds for every x ∈ S \ {x * }. Inequalities (2.25) and (2.26) imply (2.24). Suppose that S * = {x * } and consider the number
It follows from (2.7) and (2.23) that κ ≈ 1/(2γ * ). One can view κ as a condition number of the true problem. That is, the sample size required for the event {x N = x * } to happen with a given probability is roughly proportional to κ. The number defined in (2.27) can be viewed as a discrete version of the condition number introduced in [22] for piecewise linear continuous problems.
For a problem with a large feasible set S, the number min x∈S\{x * } g(x) − g(x * ), although is positive if S * = {x * }, typically is small. Therefore large problems tend to be ill conditioned, i.e., the sample size required to calculate the exact optimal solution x * with a high probability could be very large, even if the optimal solution x * is unique. For large problems it makes sense to search for approximate (ε-optimal) solutions of the true problem. In that respect the bound (2.15) is more informative since the corresponding constant γ(δ, ε) is guaranteed to be at least of the order (ε − δ) 2 /(2σ 2 max ). It is also insightful to note the behavior of the condition number κ for a discrete optimization problem with linear objective function G(x, W ) := k i=1 W i x i and feasible set S given by the vertices of the unit hypercube in IR k , i.e., S := {0, 1} k . In that case the corresponding true optimization problem is
. . , k}, and hence the origin is the unique optimal solution of the true problem, i.e., S * = {0}. Let
denote the squared coefficient of variation of W i , and let
denote the correlation coefficient between W i and W j . It follows that for any x ∈ {0, 1} k \ {0},
Asymptotics of Sample Objective Values.
Next we discuss the asymptotics of the SAA optimal objective valuev N . For any subset S of S the inequalityv N ≤ min x∈S ĝ N (x) holds. In particular, by taking S = S * , it follows that v N ≤ min x∈S * ĝ N (x), and hence
That is, the estimatorv N has a negative bias (cf. Mak, Morton, and Wood [15] ). It follows from Proposition 2.1 that w.p.1, for N sufficiently large, the setŜ N of optimal solutions of the SAA problem is included in S * . In that case it holds that
Since the opposite inequality always holds, it follows that w.p. 
Since convergence w.p.1 implies convergence in probability, it follows from (2.28) 
] converges in probability to zero, i.e.,
Suppose that for every x ∈ S, the variance
exists. Then it follows by the Central Limit Theorem (CLT) that, for any
] converges in distribution to a normally distributed variable Z(x) with zero mean and variance σ 2 (x). Moreover, again by the CLT, random variables Z(x) have the same covariance function as G(x, W ), i.e., the covariance between Z(x) and Z(x ) is equal to the covariance between G(x, W ) and G(x , W ) for any x, x ∈ S. Hence the following result is obtained (it is similar to an asymptotic result for stochastic programs with continuous decision variables which was derived in [21] ). We use "⇒" to denote convergence in distribution.
Proposition 2.4. Suppose that variances σ 2 (x), defined in (2.29), exist for every
where Z(x) are normally distributed random variables with zero mean and the covariance function given by the corresponding covariance function of G(x, W ). In particular, if S
Although for any given x the mean (expected value) of Z(x) is zero, the expected value of the minimum of Z(x) over a subset S of S can be negative and tends to be smaller for a larger set S . Therefore, it follows from (2.30) that for ill conditioned problems, where the set of optimal or nearly optimal solutions is large, the estimatê v N of v * tends to be heavily biased.
Algorithm Design.
In the previous section we established a number of convergence results for the sample average approximation method. The results describe how the optimal valuev N and the setŜ ε N of ε-optimal solutions of the SAA problem converge to their true counterparts v * and S ε respectively, as the sample size N increases. These results provide some theoretical justification for the proposed method. When designing an algorithm for solving stochastic discrete optimization problems, many additional issues have to be addressed. Some of these issues are discussed in this section.
Selection of the Sample Size.
In an algorithm, a finite sample size N or a sequence of finite sample sizes has to be chosen, and the algorithm has to stop after a finite amount of time. An important question is how these choices should be made. Estimate (2.22) gives a bound on the sample size required to find an ε-optimal solution with probability at least 1 − α. This estimate has two shortcomings for computational purposes. First, for many problems it is not easy to compute the estimate, because σ 2 max and in some problems also |S| may be hard to compute. Second, as demonstrated in section 4.2, the bound may be far too conservative to obtain a practical estimate of the required sample size. To choose N , several trade-offs should be taken into account. With larger N , the objective function of the SAA problem tend to be a more accurate estimate of the true objective function, an optimal solution of the SAA problem tend to be a better solution, and the corresponding bounds on the optimality gap, discussed later, tend to be tighter. However, depending on the SAA problem (2.1) and the method used for solving the SAA problem, the computational complexity for solving the SAA problem increases at least linearly, and often exponentially, in the sample size N . Thus, in the choice of sample size N , the trade-off between the quality of an optimal solution of the SAA problem, and the bounds on the optimality gap on the one hand, and computational effort on the other hand, should be taken into account. Also, the choice of sample size N may be adjusted dynamically, depending on the results of preliminary computations. This issue is addressed in more detail later.
Typically, estimating the objective value g(x) of a feasible solution x ∈ S by the sample averageĝ N (x) requires much less computational effort than solving the SAA problem (for the same sample size N ). Thus, although computational complexity considerations motivates one to choose a relatively small sample size N for the SAA problem, it makes sense to choose a larger sample size N to obtain an accurate estimateĝ N ( With such an approach, several issues have to be addressed. One question is whether there is a guarantee that an optimal (or ε-optimal) solution for the true problem will be produced if a sufficient number of SAA problems, based on independent samples of size N , are solved. One can view such a procedure as Bernoulli trials with probability of success p = p(N ). Here "success" means that a calculated optimal solutionx N of the SAA problem is an optimal solution of the true problem. It follows from Proposition 2.1 that this probability p tends to one as N → ∞, and moreover by Proposition 2.2 it tends to one exponentially fast if Assumption A holds. However, for a finite N the probability p can be small or even zero. The probability of producing an optimal solution of the true problem at least once in M trials is 1 − (1 − p) M , and this probability tends to one as M → ∞ provided p is positive. Thus a relevant question is whether there is a guarantee that p is positive for a given sample size N . The following example shows that the sample size N required for p to be positive is problem specific, cannot be bounded by a function that depends only on the number of feasible solutions, and can be arbitrarily large. Another issue that has to be addressed, is the choice of the number M of replications. Similar to the choice of sample size N , the number M of replications may be chosen dynamically. One approach to doing this is discussed next. For simplicity of presentation, suppose each SAA replication produces one candidate solution, which can be an optimal (ε-optimal) solution of the SAA problem. Letx . ., are independent and identically distributed, and their common probability distribution has a finite support because the set S is finite. Suppose that M replications with sample size N have been performed so far. If the probability distribution of g(x N ) were continuous, then the probability that the (M + 1)-th SAA replication with the same sample size would produce a better solution than the best of the solutions produced by the M replications so far, would be equal to 1/(M + 1). Because in fact the distribution of g(x N ) is discrete, this probability is less than or equal to 1/(M +1). Thus, when 1/(M + 1) becomes sufficiently small, additional SAA replications with the same sample size are not likely to be worth the effort, and either the sample size N should be increased or the procedure should be stopped.
Performance Bounds.
To assist in making stopping decisions, as well as for other performance evaluation purposes, one would like to compute the optimality gap g(x) − v * for a given solutionx ∈ S. Unfortunately, the very reason for the approach described in this paper implies that both terms of the optimality gap are hard to compute. As before,ĝ
is an unbiased estimator of g(x), and the variance ofĝ N (x) is estimated by S G(x, W mj ).
The variance ofḡ
Which estimator of the optimality gap has the least variance depends on the correlation betweenĝ , so that the accuracy of an optimality gap estimator can be taken into account by adding a multiple z α of its estimated standard deviation to the gap estimator. Here z α := Φ −1 (1 − α), where Φ(z) is the cumulative distribution function of the standard normal distribution. For example, ifx ∈ S denotes the candidate solution with the best value ofĝ N (x) found after M replications, then an optimality gap estimator taking accuracy into account is given by either
For algorithm control, it is useful to separate an optimality gap estimator into its components. For example,
In the four terms on the right hand side of the above equation, the first term has expected value zero, the second term is the true optimality gap, the third term is the bias term, which has positive expected value decreasing in the sample size N , and the fourth term is the accuracy term, which is decreasing in the number M of replications and the sample size N . Thus a disadvantage of these optimality gap estimators is that the gap estimator may be large if M , N or N is small, even ifx is an optimal solution, i.e., g(x) − v * = 0.
Postprocessing, Screening and Selection.
Suppose a decision has been made to stop, for example when the optimality gap estimator has become small enough. At this stage the candidate solutionx ∈ S with the best value ofĝ N (x) can be selected as the chosen solution. However, it may be worthwhile to perform a more detailed evaluation of the candidate solutions produced during the replications. There are several statistical screening and selection methods for selecting subsets of solutions or a single solution, among a (reasonably small) finite set of solutions, using samples of the objective values of the solutions. Many of these methods are described in Hochberg and Tamhane [12] and Bechhofer, Santner, and Goldsman [2] . In the numerical tests described in Section 4, a combined procedure was used, as described in Nelson et al. [17] . During the first stage of the combined procedure a subset S of the candidate solutions S := x 
Numerical Tests.
In this section we describe an application of the SAA method to an optimization problem. The purposes of these tests are to investigate the viability of the SAA approach, as well as to study the effects of problem parameters, such as the number of decision variables and the condition number κ, on the performance of the method.
Resource Allocation Problem.
We apply the method to the following resource allocation problem. A decision maker has to choose a subset of k known alternative projects to take on. For this purpose a known quantity q of relatively low cost resource is available to be allocated. Any additional amount of resource required can be obtained at a known incremental cost of c per unit of resource. The amount W i of resource required by each project i is not known at the time the decision has to be made, but we assume that the decision maker has an estimate of the probability distribution of W = (W 1 , . . . , W k ) . Each project i has an expected net reward (expected revenue minus expected resource use times the lower cost) of r i . Thus the optimization problem can be formulated as follows:
where [x] + := max{x, 0}. This problem can also be described as a knapsack problem, where a subset of k items has to be chosen, given a knapsack of size q to fit the items in. The size W i of each item i is random, and a per unit penalty of c has to be paid for exceeding the capacity of the knapsack. For this reason the problem is called the
Static Stochastic Knapsack Problem (SSKP).
This problem was chosen for several reasons. First, expected value terms similar to that in the objective function of (4.1) occur in many interesting stochastic optimization problems. Another such example is airline crew scheduling. An airline crew schedule is made up of crew pairings, where each crew pairing consists of a number of consecutive days (duties) of flying by a crew. Let {p 1 , . . . , p k } denote the set of pairings that can be chosen from. Then a crew schedule can be denoted by the decision vector x ∈ {0, 1} k , where x i = 1 denotes that pairing p i is flown. The cost C i (x) of a crew pairing p i is given by
where b d (x) denotes the cost of duty d in pairing p i , t i (x) denotes the total time duration of pairing p i , n i denotes the number of duties in pairing p i , and f and g are constants determined by contracts. Even ignoring airline recovery actions such as cancellations and rerouting, b d (x) and t i (x) are random variables. The optimization problem is then
where X denotes the set of feasible crew schedules. Thus the objective function of the crew pairing problem can be written in a form similar to that of the objective function of (4.1). Still another example is a stochastic shortest path problem, where travel times are random, and a penalty is incurred for arriving late at the destination. In this case, the cost C(x) of a path x is given by
where b ij is the cost of traversing arc (i, j), t ij is the time of traversing arc (i, j), q is the available time to travel to the destination, and c is the penalty per unit time late. The optimization problem is then
where X denotes the set of feasible paths in the network from the specified origin to the specified destination.
Objective functions with terms such as IE
are also interesting for the following reason. For many stochastic optimization problems good solutions can be obtained by replacing the random variables W by their means and then solving the resulting deterministic optimization problem max x G(x, E[W ]), called the expected value problem (Birge and Louveaux [3] ). It is easy to see that this may not be the case if the objective contains an expected value term as in (4.1). For a given solution x, this term may be very large, but may become small if W 1 , . . . , W k are replaced by their means. In such a case, the obtained expected value problem may produce very bad solutions for the corresponding stochastic optimization problem.
The SSKP is also of interest by itself. One application is the decision faced by a contractor who can take on several contracts, such as an electricity supplier who can supply power to several groups of customers, or a building contractor who can bid on several construction projects. The amount of work that will be required by each contract is unknown at the time the contracting decision has to be made. The contractor has the capacity to do work at a certain rate at relatively low cost, for example to generate electricity at a low cost nuclear power plant. However, if the amount of work required exceeds the capacity, additional capacity has to be obtained at high cost, for example additional electricity can be generated at high cost oil or natural gas fired power plants. Norkin, Ermoliev, and Ruszczyński [18] also give several interesting applications of stochastic discrete optimization problems.
Note that the SAA problem of the SSKP can be formulated as the following integer linear program
This problem can be solved with the branch and bound method, using the linear programming relaxation to provide upper bounds.
Numerical Results.
We present results for two sets of instances of the SSKP. The first set of instances has 10 decision variables, and the second set has 20 decision variables each. For each set we present one instance (called instances 10D and 20D, respectively) that was designed to be hard (large condition number κ), and one randomly generated instance (called instances 10R and 20R, respectively). Table 4 .1 shows the condition numbers, the optimal values v * , and the values g(x) of the optimal solutionsx of the associated expected value problems max x G(x, E[W ]), for the four instances.
For all instances of the SSKP, the size variables W i are independent normally distributed, for ease of evaluation of the results produced by the SAA method, as described in the next paragraph. For the randomly generated instances, the rewards r i were generated from the uniform (10, 20) distribution, the mean sizes µ i were generated from the uniform (20, 30) were generated from the uniform (5, 15) distribution. For all instances, the per unit penalty c = 4.
If
. . , k, are independent normally distributed random variables, then the objective function of (4.1) can be written in closed form. That is, the random variable
. It is also easy to show, since
where Φ denotes the standard normal cumulative distribution function. Thus, it follows that
The benefit of such a closed form expression is that the objective value g(x) can be computed quickly and accurately, which is useful for solving small instances of the problem by enumeration or branch and bound (cf. Cohn and Barnhart [4] ), and for evaluation of solutions produced by the SAA Algorithm. Good numerical approximations are available for computing Φ(x), such as Applied Statistics Algorithm AS66 (Hill [11] ). The SAA Algorithm was executed without the benefit of a closed form expression for g(x), as would be the case for most probability distributions; (4.3) was only used to evaluate the solutions produced by the SAA Algorithm.
The first numerical experiment was conducted to observe how the exponential convergence rate established in Proposition 2.2 applies in the case of the SSKP, and to investigate how the convergence rate is affected by the number of decision variables and the condition number κ. Figures 4.1 and 4.2 show the estimated probability that a SAA optimal solutionx N has objective value g(x N ) within relative tolerance d of the optimal value v * , i.e.,P [v 
, and the variance of this estimator was estimated by One noticeable effect is that the probability that a SAA replication generates an optimal solution (d = 0) increases much slower with increase in the sample size N for the harder instances (10D and 20D) with poor condition numbers κ than for the randomly generated instances with better condition numbers. However, the probability that a SAA replication generates a reasonably good solution (eg., d = 0.05) increases quite fast with increase in the sample size N for both the harder instances and for the randomly generated instances.
The was too large, it indicated that the optimality gap estimate would be too large, and that the sample size N should be increased. Otherwise, if S 2 M was not too large, then SAA replications were performed with the same sample size N until M SAA replications had occurred. If the optimality gap estimate was greater than a specified tolerance, then the sample size N was increased and the procedure was repeated. Otherwise, if the optimality gap estimate was less than a specified tolerance, then a screening and selection procedure was applied to all the candidate solutionsx m N generated, and the best solution among these was chosen. First, good and often optimal solutions were produced early in the execution of the algorithm, but the sample size N had to be increased several times thereafter before the optimality gap estimate became sufficiently small for stopping, without any improvement in the quality of the generated solutions. Second, for the randomly generated instances a larger proportion of the SAA optimal solutionsx m N were optimal or had objective values close to optimal, and optimal solutions were produced with smaller sample sizes N , than for the harder instances. For example, for the harder instance with 10 decision variables (instance 10D), the optimal solution was first produced after m = 6 replications with sample size N = 120; and for instance 10R, the optimal solution was first produced after m = 2 replications with sample size N = 20. Also, for the harder instance with 20 decision variables (instance 20D), the optimal solution was not produced in any of the 270 total number of replications (but the second best solution was produced 3 times); and for instance 20R, the optimal solution was first produced after m = 15 replications with sample size N = 50. Third, for each of the instances, the expected value problem max x G(x, E[W ]) was solved, with its optimal solution denoted byx. The objective value g(x) of eachx is shown in 
) than g(x).
As mentioned above, in the second numerical experiment it was noticed that often the optimality gap estimate is large, even if an optimal solution has been found, i.e., v * − g(x) = 0, (which is also a common problem in deterministic discrete optimization). Consider the components of the optimality gap estimatorĝ N (x) −v ] − v * decreases as the sample size N increases. However, the second numerical experiment indicated that a significant bias can persist even if the sample size N is increased far beyond the sample size needed for the SAA method to produce an optimal solution.
The third numerical experiment demonstrates the effect of the number of decision variables and the condition number κ on the bias in the optimality gap estimator. 
/v
* of the optimality gap estimate changes as the sample size N increases, for different instances. The most noticeable effect is that the bias decreases much slower for the harder instances than for the randomly generated instances as the sample size N increases. This is in accordance with the asymptotic result (2.30) of Proposition 2.4. In Section 2.2, an estimate N ≈ 3σ 2 max log(|S|/α)/(ε − δ) 2 of the required sample size was derived. For the instances presented here, using ε = 0.5, δ = 0, and α = 0.01, these estimates were of the order of 10 6 , and thus much larger than the sample sizes that were actually required for the specified accuracy. The sample size estimates using σ 2 max were smaller than the sample size estimates using max x∈S Var[G(x, W )] by a factor of approximately 10.
Several variance reduction techniques can be used. Compared with simple random sampling, latin hypercube sampling reduced the variances by factors varying between 1.02 and 2.9, and increased the computation time by a factor of approximately 1.2. Also, to estimate g(x) for any solution x ∈ S, it is natural to use 
Conclusion.
We proposed a sample average approximation method for solving stochastic discrete optimization problems, and we studied some theoretical as well as practical issues important for the performance of this method. It was shown that the probability that a replication of the SAA method produces an optimal solution increases at an exponential rate in the sample size N . It was found that this convergence rate depends on the well-conditioning of the problem, which in turn tends to become poorer with an increase in the number of decision variables. It was also found that for many instances the SAA method produces good and often optimal solutions with only a few replications and a small sample size. However, the optimality gap estimator considered here was in each case too weak to indicate that a good solution had been found. Consequently the sample size had to be increased many fold before the optimality gap estimator indicated that the solutions were good. Thus, a more efficient optimality gap estimator can make a substantial contribution toward improving the performance guarantees of the SAA method during execution of the algorithm.
The proposed method involves solving several replications of the SAA problem (2.1), and possibly increasing the sample size several times. An important issue is the behavior of the computational complexity of the SAA problem (2.1) as a function of the sample size. Current research aims at investigating this behavior for particular classes of problems.
