Abstract. We established a new eighth-order iterative method, consisting of three steps, for solving nonlinear equations. Per iteration the method requires four evaluations (three function evaluations and one evaluation of the first derivative). Convergence analysis shows that this method is eighth-order convergent which is also substantiated through the numerical works. Computational results ascertain that our method is efficient and demonstrate almost better performance as compared to the other well known eighth-order methods.
Introduction
This paper concerns the numerical solution of non-linear equations of the general form f (x) = 0. Such equations appear in real world situations frequently while there is no closed form solution for them. That is why the numerical solution of these types of equations draw much attention to itself day by day. One of the common problems encountered in science and engineering problems is that given a single variable function f (x), find the values of x for which f (x) = 0. The root of such nonlinear equations may be real or complex. There are two general types of methods available to find the roots of algebraic and transcendental equations. First, direct methods, which are not always applicable to find the roots, and second, iterative methods based on the concept of successive approximations. In this case, the general procedure is to start with one or more initial approximation(s) to the root and attain a sequence of iterates, which in the limit converges to the true solution. Multipoint iterative methods for solving nonlinear equations are of great practical importance since they overcome 1 theoretical limits of one-point methods concerning the convergence order and computational efficiency. Here, we focus on the simple root of nonlinear scalar equations by iterative method. Let the function f : D ⊆ ℜ −→ ℜ be a sufficiently differentiable function and α ∈ D be a simple root of f (x) = 0. The famous Newton's method [4] of order two which can be defined as x n+1 = x n − f (x n )/f ′ (x n ) is one of the oldest and the most applicable method in the literature. Traub [11] proposed the concept of efficiency index as a measure for comparing methods. This index is prescribed by p 1/n , where p is the order of convergence and n is the whole number of evaluations per iteration. Kung and Traub [9] then presented a hypothesis on the optimality of roots by giving 2 n−1 as the optimal order. This means that the Newton iteration by two evaluations per iterations is optimal with 1.414 as the efficiency index. By taking into account the optimality concept many authors have tried to build iterative methods of optimal higher order of convergence. Anyway, these schemes are divided into two main categories. First the derivative free and second, the methods in which (first, second, ...) derivative evaluation is used per cycle. In this paper we present a new eighth-order iterative method to find a simple root α of the nonlinear equation f (x) = 0. We will compare our new method with well known existing eighth-order methods, namely proposed in [20] , [12] , [15] , [14] , [22] , [8] , [7] , [3] , [21] , .
This paper is organized as follows: In section 2, we describe the eighth-order method and prove that the method obtained preserves their convergence order. This new method agree with the Kung and Traub conjecture for n = 4. In section 3, we will briefly state the well known established methods in order to compare the effectiveness of the new method. Finally, in section 4, the new method is compared in the performance with some well known eighth-order methods. Numerical results indicate that the our proposed method give better performance. Consequently, we have found that the new eighth-order method is consistent, stable and convergent.
Development of the method and analysis of convergence
In this section, we will define a new eighth-order method. In order to establish the order of convergence of this new method, we state following definitions: Definition 2.1. Let f(x) be a real function with a simple root α and let x n be a sequence of real numbers that converge towards α. The order of convergence m is given by
where ζ is the asymptotic error constant and m ∈ R + .
Definition 2.2. Let β be the number of function evaluations of the new method. The efficiency of the new method is measured by the concept of efficiency index [19, 10] and defined as
where µ is the order of the method.
2.1. New Eighth-order Method. In this section, we construct our eight-order method by considering three step cycles. Kung [16] developed a one-parameter family of fourth-order methods, which is written as
3)
where β is a constant. In particular, the special method for β = −1/2 is as follows:
To achieve an 8 th order method, we use the first and second steps of the three step cycle from the above method and in the third step we apply the Newtons iteration
As we can see, this method consists of three evaluation of the function and two evaluation of the first derivative per iteration, which has efficiency index 1.5157. To derive a scheme with a higher efficiency index, we approximate f ′ (z n ) using a Hermite interpolation polynomial which is equal to the function f (x) in the domain D (D is the interval in which f has a simple root).
To approximate f ′ (z n ), we construct a Hermite interpolation polynomial, H(x), that meets the interpolation conditions
The H(x) could be defined as follows:
where the interpolation basis functions ω 0 (x), ω 1 (x), ω 2 (x) and ω 0 (x) are cubic polynomial function that satisfy in the following conditions
(2.9)
, where A, B are constants. The conditions ω 0 (x n ) = 1 and ω
Similarly,
.
With the specific expressions of the interpolation basis functions ω 0 (x),
(2.14)
Differentiating the above equation then putting x = z n and Simplifying we can get 15) and subsequently, we can find
and f [y n , x n , x n ] are defined below by taking into consideration the divided differences:
Now this method consists of three evaluation of the functions and one evaluation of the first derivative per iteration, now it has improved efficiency index 1.6817. Now we prove the convergence of this method by the following theorem:
Theorem 2.1. Let us consider α as the simple root of the nonlinear equation f(x)=0 in the domain D and assume that f(x) is sufficiently smooth in the neighborhood of the root. Then, the iterative scheme defined by (2.5), (2.6) and (2.17) is of local order eight and has the following error equation
, where e n = x n − α and c h =
Proof. We provide the Taylor series expansion of each term involved in (2.5), (2.6) and (2.17). By Taylor expansion around the simple root in the n th iteration, we have and, we have Further more it can be easily find f (x n f ′ (x n ) = e n − c 2 e At this time, we should expand f (y n ) around the root by taking into consideration (2.21). Accordingly, we have This implies that the order of convergence for this method is eight i.e. optimal order of convergence and its efficiency index is 8 1/4 ≈ 1.6817, which is more that 1.4142 of Newton's method, and 1.5650 of threestep methods [6, 2] , and is equal to 1.6817 of [20] , [12] , [15] , [14] , [22] , [8] , [7] , [3] , [21] but numerical performance is better to almost all the eighth-order methods ( later shown in the Tables 2-8).
Well established eighth-order Methods
First we are giving here some well established eighth-order methods:
Bi et al. Methods, [ [20], 2009]:
4) where γ ∈ R and denominator is not equal to zero.
Sharma et al. Methods, [ [12], 2010]:
where γ ∈ R and denominator is not equal to zero. 
Thukral Method, [ [15], 2010]:
, (3.14)
where 
Numerical Testing
To demonstrate the performance of the new eighth-order method, we take seven particular non-linear equations. We will determine the consistency and stability of results by examining the convergence of the new iterative method. We will give estimates of the approximate solution produced be the eighth-order method.
Here we consider, the following test functions to illustrate the accuracy of new iterative method. The root of each nonlinear test function is also listed in from of each page up to fifteen decimal places, when such roots are non-integers. All the computations reported here we have done using Mathematica 8, Scientific computations in many branches of science and technology demand very high precision degree of numerical precision. The test non-linear functions are listed in Table- 
Non-linear function
Roots
results of comparison for the test function are provided in the Table 2 -8. It can be seen that the resulting method from our class are accurate and efficient in terms of number of accurate decimal places to find the roots after some iterations. Table 2 . Errors Occurring in the estimates of the root of function f 1 by the method described with initial guess x 0 = 0.7. 0.101e-4 0.414e-58 0.217e-645 Table 3 . Errors Occurring in the estimates of the root of function f 2 by the method described with initial guess x 0 = 1.2. Table 4 . Errors Occurring in the estimates of the root of function f 3 by the method described with initial guess x 0 = −0.55. Table 6 . Errors Occurring in the estimates of the root of function f 5 by the method described with initial guess x 0 = −3. Table 7 . Errors Occurring in the estimates of the root of function f 6 by the method described with initial guess x 0 = 1.5. 0.870e-6 0.363e-54 0.332e-441 Table 8 . Errors Occurring in the estimates of the root of function f 7 by the method described with initial guess x 0 = −2.3. 
Methods

Conclusion
In this work, we have developed a new eighth-order convergent method for solving non-linear equations. Convergence analysis shows that our new method is eighth-order convergent which is also supported by the numerical works. This iterative method require evaluation of three functions and one first derivative during each iterative step. Computational results demonstrate that the iterative method is efficient and exhibit better performance as compared with other well known eighthorder methods.
