Abstract-This paper addresses the system reliabilityredundancy allocation problem by resorting to three evolutionary computation methods, namely genetic algorithm, cuckoo optimization algorithm with penalty function, and penalty guided stochastic fractal search. The numerical results are compared in order to highlight the differences in the solution methods.
INTRODUCTION
Competitive industrial plants require highly reliable systems. The reliability-redundancy allocation is one way to increase the overall reliability of a system [1] .
Mathematically, the reliability-redundancy allocation problem includes integer and real variables and is subject to design constraints, e.g. with respect to volume, weight, and cost. Several research works have been proposed for trying to efficiently solve this optimization problem. Recently, solution approaches have been proposed, based on evolutionary computation methods. The immune based algorithms (IA) have been used in [2] , [3] , whereas the artificial bee colony has been applied for solving different system reliability configurations in [4] . In [5] , a particle swarm optimization based on Gaussian distribution and chaotic sequence has been proposed. Genetic algorithms have been applied several times [6] - [11] . A modified imperialist competitive algorithm based on attraction and repulsion concepts has been used in [12] . In [13] , the particle swarm optimization has been modified for this purpose. Recently, a penalty guided stochastic fractal search has been implemented and its effectiveness has been proven. In all works, the number of subsystems of the system considered is limited to twenty.
The aim of the present paper is to address the reliabilityredundancy allocation problem for systems consisting of ten and thirty subsystems connected in series. The problem involves sixty decision variables. Genetic algorithm (GA), cuckoo optimization algorithm with penalty function (PFCOA) [14] and penalty guided stochastic fractal search (PSFS) [15] are applied for solving the problem. The remainder of the paper is organized as follows: Section 2 presents the reliability-redundancy allocation problem. The results with a discussion are given in Section 3. Finally, the last section concludes this paper.
II.
-
A. Case Study 1
The system studied here is a pharmaceutical plant containing ten subsystems (see Figure 1 ) [15] , [16] . The bounds considered in this paper are as follows: 1≤n 1 ≤6, 1≤n 2 , n 6 ≤4, 1≤n 3 ≤7, 1≤n 4 , n 7 , n 10 ≤3, 1≤n 5 , n 8 , n 9 ≤5, V=270, C=480, and W=519. The data are reported in Table I . The numerical data of the system are given in Table I . The mission time considered in both case studies is 1000h, whereas the upper limits constraining the system are V=1200, C=1500, and W=1100.
III. RESULTS AND DISCUSSION
The reliability-redundancy allocation problems described in Eqs. (1) (8) with the data reported in Tables I  and II are solved using GA [17] , PFCOA [14] and PSFS [15] . The algorithms have been encoded in MATLAB 2015 and run on a PC with the following characteristics: Intel Pentium Processor G620 of 2.60 GHz with 4 GB of RAM and 3Mo Cache. In this paper, the penalty factors are dynamic values. It decreases when the violation of the constraints decreases. Tables II, III , and IV summarize the parameters of the implemented evolutionary computation methods. The parameters values have been set by a systematic procedure of trial and error.
The optimal results provided by the GA, PFCOA and PSFS are reported in Tables VI XI. The CPU time required by each method for providing the optimal solutions is 183s for the GA, 122s for the PFCOA, and 35s for the PSFS in the first case study, whereas 257s, 180s and 76s in the second case study. Therefore, the comparison between the optimal solutions and the execution performances reveals that PSFS has outperformed GA and PFCOA in solving the considered reliability-redundancy allocation problems. The dynamic values of the penalty factors have handled the NFE required by each algorithm. The PSFS is better since its optimization procedures are simple and powerful over GA and PFCOA.
IV. CONCLUSIONS
In this paper, the reliability-redundancy allocation problem has been addressed using three evolutionary computation methods: genetic algorithm (GA), cuckoo optimization algorithm with penalty function (PFCOA), and the penalty guided stochastic fractal search (PSFS). The systems considered in the case studies contain ten and thirty subsystems connected in series, respectively. It is shown that on the case studies considered, the PSFS has outperformed the two other methods in terms of better system reliability solution and execution performance. It should be noted that the dynamic penalty factors are an advantage in solving the reliability-redundancy allocation problem.
