• the computation of the energy-to-moment slowness parameter introduced by Newman and Okal, by defining a regional empirical correction based on recordings at distant stations for events otherwise routinely studied. In turn, this procedure allows the study of earthquakes in a similar source-station geometry, but for which the only available data are located beyond the original distance threshold, notably in the case of historical earthquakes predating the development of dense networks of short-period seismometers. This methodology is applied to the twin 1947 earthquakes off the Hikurangi coast of New Zealand for which we confirm slowness parameters characteristic of tsunami earthquakes. In addition, we identify as such the large aftershock of 1934 July 21 in the Santa Cruz Islands, which took place in the immediate vicinity of the more recent 2013 shock, which also qualifies as a tsunami earthquake. In that subduction zone, the systematic compilation of for both recent and pre-digital events shows a diversity in slowness correlating with local tectonic regimes controlled by the subduction of fossil structures. Our methodology is also well adapted to the case of analogue records of large earthquakes for which short-period seismograms at conventional distances are often off-scale.
I N T RO D U C T I O N
This paper examines quantitatively three historical 'tsunami earthquakes' in the Southwest Pacific. We recall that this class of events was defined by Kanamori (1972) as earthquakes whose tsunamis are significantly larger than expected from their seismic magnitudes, especially classical ones; charter examples included the famous 1896 Sanriku and 1946 Aleutian earthquakes. Such events obviously pose enormous challenges, since tsunami warning remains largely based on an assessment of the parent earthquake (e.g. Okal 2008) . While several models have been proposed to explain the occurrence of tsunami earthquakes in various environments (Fukao 1979; Tanioka et al. 1997; Bilek & Lay 2002) , the systematics of their occurrence at any given subduction zone remain elusive. In this context, and because tsunami earthquakes are relatively rare, it is crucial to investigate as quantitatively as possible those events predating the development of digital networks. In the present paper, we extend to distances > 80
• the computation of the Energy-to-Moment parameter , introduced by Newman & Okal (1998) and used as a robust discriminant to characterize source slowness, notably during tsunami earthquakes.
Following the work of Boatwright & Choy (1986) , Newman & Okal (1998) developed an estimate E E of the seismic energy radiated by an earthquake into its teleseismic body waves, not requiring the precise knowledge of focal mechanism and source depth (assuming the earthquake remains shallower than 80 km), and defined a slowness parameter:
where M 0 is the seismic moment of the source. Under seismic scaling laws, should remain constant, its theoretical value being −4.90, but earthquakes featuring an anomalous source spectrum can have excessive or deficient values, by as much as 2 logarithmic units, the latter being the case of tsunami earthquakes. In their original study, Newman & Okal (1998) had shown that three tsunami earthquakes (Nicaragua, 1992; Java, 1994; and Chimbote, Peru, 1996) postdating Kanamori's (1972) study all featured deficient values of , in the −5.8 to −6.3 range. The computation of was later implemented as part of routine procedures at a number of tsunami warning centres (e.g. Weinstein & Okal 2005) . In order to allow a proper, theoretically justifiable, implementation of a distance correction into the algorithm, Newman & Okal (1998) originally restricted its use to the window 25
• < < 90
• . In later studies (e.g. Okal & Newman 2001; Weinstein & Okal 2005; Okal 2013 ), we used a narrower range of distances (35
• < < 80 • ), made possible by the abundance of digital stations deployed in recent years. At shorter distances, this guards against the effects of the triplications resulting from mantle discontinuities, and at greater ones, against complexities due to reflections such as PcP, and more generally to the interaction of the generalized P wave with the D boundary layer, known to feature considerable lateral heterogeneity (e.g. Garnero & Helmberger 1996) , even before the initiation of genuine diffraction by the core-mantle boundary around 102
• . In a previous contribution, used large digital data sets to define an empirical correction allowing the extension of to distances as short as 5
• ; in the context of tsunami warning in the regional field, these authors were motivated by the desire to obtain information on potential source slowness as soon as possible following the event, and hence from stations located as close as possible to the source.
Our motivation in the present paper is different. We have shown in a number of previous studies that the concept can be successfully applied to historical events, helping define or confirm the anomalous behaviour of both slow tsunami earthquakes such as the Mexican aftershock of 1932 June 22 ( = −6.18) and the Aleutian event of 1946 April 1 ( = −7.03) (López & Okal 2006; Okal & Borrero 2011) , and fast, 'snappy' events, such as the Chillán shock of 1939 January 25 ( = −4.04) and the great Showa Sanriku earthquake of 1933 March 2 ( = −4.24) (Okal & Kirby 2002; Okal et al. 2016) . However, such investigations must rely on short-period records of body-wave arrivals offering adequate and documented response in the relevant frequency range (typically 0.1 to 2 Hz). While torsion seismometers (Anderson & Wood 1925) can occasionally provide adequate records for historical events, those instruments were typically low-gain, and they were deployed only in a few active areas such as Southern California, restricting their use to relatively short distances (e.g. 19 • at PAS, for the 1932 Mexican earthquakes, Okal & Borrero 2011 ).
In the specific cases of the 1947 New Zealand and 1934 Santa Cruz earthquakes detailed below, it was not possible to find appropriate short-period records allowing quantification of body-wave energy at distances less than 80
• , even though short-period instruments (Benioff 1932) were by then deployed at greater distances, either as prototypes (1934; Pasadena) or in regular operation (1947; Pasadena, Tucson) . This study derives a methodology to quantify the information contained in those seismograms, reproduced on Fig. 1 .
In addition, and as will be discussed in Section 5, the extension of the algorithm beyond 80
• allows the occasional processing of large earthquakes from the era of the World-Wide Standardized Seismic Network (WWSSN), for which records at conventional distances may have gone off-scale.
T H E 1 9 4 7 H I K U R A N G I D O U B L E T
The Eastern coast of the North Island of New Zealand, fringed by the Hikurangi Trench, was the site of two exceptional earthquakes on 1947 March 25 and May 17 (hereafter Events I and II, respectively). Their local magnitudes did not exceed M L = 5.9 and 5.6, respectively, while their conventional surface magnitudes were M s = 7.2 for both events (Bell et al. 2014) . They were followed by local tsunamis running up 10 m and 6 m, respectively (Solov'ev & Go 1984a) . Eiby (1947) has documented that Event I was hardly if at all felt (maximum MMI IV) in areas which were to be devastated 30 min later by the tsunami, while Event II was felt at maximum MMI of V. These properties clearly classify the two 1947 events as tsunami earthquakes.
The 1947 Hikurangi earthquakes were particularly poorly located by global agencies, including during modern relocation efforts such as the Centennial and ISC−GEM projects (Engdahl & Villaseñor 2002; Storchak et al. 2013) . As shown on Fig. 2 , the original ISS source for Event I, as well as its two modern estimates, locate as much as 150 km inside the North Island, and were assigned clearly erroneous depths of about 160 km. The ISS location for Event II, originally on the outer rise oceanwards of the trench, was moved onland during the ISC−GEM relocation, this supposedly improved epicentre being incompatible with the primary source of a large tsunami. We were able to relocate Event I at 38.66
• S, 178.59
• E, from phase data listed in the ISS, but excluding times at the nearby station Tuai (TUA; see below), using Wysession et al.'s (1991) algorithm which includes a Monte Carlo estimate for confidence ellipses obtained by injecting into the data set Gaussian noise (with a standard deviation σ G = 3 s for events in the 1940s). A similar effort for Event II could not converge satisfactorily; that event is also absent from B. Gutenberg's notepads (Goodstein et al. 1980) and from the Centennial catalogue. As detailed by Downes et al. (2001) , this unparalleled scattering of relocations, and especially the failure of global modern techniques, reflect the emergent character of arrivals, poorly correlated between stations, itself due to the slowness of the earthquake source. However, careful relocations by these authors, including a reappraisal of arrival times on original seismograms at New Zealand stations, led them to hypothesize that the closest station (TUA) may have recorded weak foreshocks; once the TUA times were removed, Downes et al. (2001) obtained solutions on the plate boundary in the immediate vicinity of the trench, at 38.85
• S, 178.80
• E for Event I, and 38.42
• S, 178.87
• E for Event II. These are shown as diamonds on Fig. 2 , and will be used in this study. Note that our confidence ellipse for Event I grazes their solution; it is also remarkable that Gutenberg and Richter's (1954) epicentre, rounded to the nearest quarter-degree, fits inside our ellipse, a mere 28 km away from Downes et al. (2001) . The mechanisms of the 1947 Hikurangi earthquakes were studied by Doser & Webb (2003) , using Downes et al. (2001) relocations. They proposed moments of (4-5.1) × 10 26 dyn cm for Event I and (2.8-4.5) × 10 26 dyn cm for Event II, based on teleseismic body-wave inversions; they were however unable to fully constrain the focal mechanisms. Assuming a low-angle thrust fault at the interface between the Pacific and Australian plates [one of Doser & Webb's (2003) mechanisms], Bell et al. (2014) obtained a value of 4.7 × 10 26 dyn cm for Event I from the modelling of regional and teleseismic body waves. Most significantly, their results require an exceptionally slow rupture velocity, on the order of 150-300 m s −1 , that is, 10-20 times slower than standard rupture velocities and even 3-5 times slower than documented in recent tsunami earthquakes (e.g. Pelayo & Wiens 1992; Kikuchi & Kanamori 1995; López & Okal 2006) ; 1 the corresponding source duration could be on the order of 300 s.
In this context, we computed the low-frequency source spectra of Events I and II from long-period surface waves. We have shown in a number of previous studies that it is possible to derive the seismic moment of comparably sized events (with moments between 10 27 and 10 28 dyn cm) from historical records written on instruments such as the long-period Golitsyn system or the broad-band Benioff 1-90 (e.g. Okal & Borrero 2011; Okal 2012) . In the present study, we obtained records of mantle waves from Events I and II at Pasadena, Tucson, De Bilt and San Juan, with representative examples of waveforms shown on Fig. 3 (the earthquakes were too small to be meaningfully recorded on Wiechert mechanical instruments). We processed them through the M m algorithm (Okal & Talandier 1989) , with results shown on Fig. 4 in the form of the variation with frequency of the mantle magnitude corrected for focal mechanism and depth, related to seismic moment through:
where M 0 is in dyn cm. We use dips of 8
• for Event I, as suggested by Bell et al. (2014) , and of 10
• for Event II (Doser & Webb 2003) . In the frequency range 6 − 8 mHz, we obtain average values of ∼2 and 1 × 10 27 dyn cm, respectively for Events I and II, both significantly larger than previously proposed. We also note a significant trend of increase in M 0 with period, reaching values of 4 and 3 × 10 27 dyn cm around 5 mHz, respectively for Events I and II. This trend is verified on Fig. 5 , which uses a more traditional logarithmic scale for frequency (e.g. López & Okal 2006) ; it suggests that any source corner frequency would have a very low value, on the order of 3 mHz, which could not be precisely quantified, as it lies beyond our domain of investigation. These results support the conclusions of Bell et al. (2014) for Event I and their extension to Event II; 856 E. A. Okal and N. Saloor we retain as low-frequency values M 0 = 4 and 3 × 10 27 dyn cm, respectively for Events I and II, representative of our measurements around 5 mHz.
In this context, we use the slopes of M c versus frequency f on Fig. 4 as empirical parameters characterizing the slowness of the sources; we have documented in previous studies (Okal & Borrero 2011; Okal 2014 ) that tsunami earthquakes generally feature slopes on the order of −0.07 logarithmic units per mHz or more (in absolute value) in the 5-12 mHz range (e.g. Java, 2006 (−0.11), and Mentawai, 2010 (−0.08) Kaikoura, 2016 (−0.03) , the contrast being particularly strong for the 1932 Manzanillo series with slopes of −0.05 (main shock, 3 June), −0.01 (regular main aftershock, 18 June) and −0.14 (tsunami earthquake after-shock, 22 June; Okal & Borrero 2011) . In the present case, we obtain values of −0.07 and −0.08 respectively for Events I and II, comparable to those obtained for several tsunami earthquakes.
We note that Doser & Webb (2003) obtained a vastly different mechanism (with a fault strike of 314
• , essentially perpendicular to the local plate boundary) when inverting their bodywave data set for Event I using the formalism of McCaffrey & Abers (1988) . We have verified that the resulting solution is poorly matched by our mantle wave data set, and thus select the mechanism expressing low-angle subduction, as also preferred by Bell et al. (2014) . Fig. 4 , but plotted using a logarithmic scale for frequencies. Note that any corner frequency must be lower than the spectral window used in our study.
In conclusion, our results confirm in the domain of mantle waves the slow nature of both 1947 sources, and their character as tsunami earthquakes, identified at generally shorter periods by the previous authors. They suggest the need for a more quantitative investigation using energy-to-moment ratios and the parameter . Unfortunately, in 1947, there were no stations operating well calibrated short-period instruments in the distance range of Newman & Okal's (1998) algorithm (35 • -80 • ). In addition, the regional records used by Bell et al. (2014) were written at distances shorter than allowed in extension. By contrast, we were able to obtain records at Tucson (TUC; = 96.2 • ) for Event I and Pasadena (PAS; = 93.0
• ) for Event II, which are reproduced on Figs 1(a) and (b), motivating the development of an algorithm to extend the computation of E E and hence to distances beyond 80 • .
T H E S A N TA C RU Z A F T E R S H O C K O F 1 9 4 J U LY 2 1 ( 0 6 : 1 8 G M T )

Evidence for a tsunami earthquake
This event occurred off Nendö (Santa Cruz) Island, as an aftershock of a major earthquake which took place 3 d earlier off Vanikolo (see Fig. 6 ). The aftershock on 1934 July 21 is clearly smaller than the main shock on 18 July, with 'Pasadena' magnitudes estimated by Gutenberg & Richter (1954) at M PAS = 7.3 and 8.1, respectively. Unfortunately, the only available reports regarding the tsunamis of 18 and 21 July are from the Northern coast of New Caledonia, 1000 km to the South (Anonymous 1935) . They describe the arrival of a tsunami in Hienghène and Touho (see Fig. 6 ) around 8 a.m. local time on the 19th, which fits the expected arrival time from the main shock, assuming the present local time zone (GMT + 11). By contrast, arrivals in Poindimié in the [local] evening on the 19th are difficult to reconcile. The amplitude of the wave was interpreted by Solov'ev & Go (1984b) as a run-up of 0.6 m. Tsunami arrivals from the aftershock are reported at Touho and Thio in the evening of the 21st (they would be expected around 19:00 local time), and described as stronger (if shorter in duration) than for the main shock. In addition, an intriguing harbour oscillation was reported on the 22nd (local time) in Nouméa on the Southern coast of New Caledonia, during an ebbing tide (but with no precise indication of time), while no such phenomenon was described following the main shock. This report is difficult to interpret, since, in order to be observed presumably in daylight, it would require a propagation time of at least 13 hr for a distance (around New Caledonia) not exceeding 1500 km (see Fig. 6 ); it could involve harbour resonance at a frequency propagating outside the undispersed shallow-water approximation . Nevertheless, these observations generally uphold the character of a tsunami earthquake for the aftershock on 1934 July 21. This pattern of a seismically smaller event generating a larger tsunami than the main shock constitutes one class of 'tsunami earthquakes', initially described by Fukao (1979) in the Kuril Islands, with other examples including the 1932 Manzanillo series (Okal & Borrero 2011) , and the 2010 Mentawai earthquake following the 2007 Bengkulu megathrust event (Borrero et al. 2009; Hill et al. 2012) . They are often modelled as releasing stress transferred by the main shock either onto the shallowest section of the interplate contact or onto splay faults in an accretionary wedge featuring deficient mechanical properties, resulting in decreased rupture velocities and redshifting of the source spectrum towards the lower frequencies responsible for tsunami genesis. Okal (1988) has verified that rupture in softer 'sedimentary' material can amplify tsunami excitation relative to that of seismic waves. We will refer to such events as 'aftershock tsunami earthquakes', or ATEs, as opposed to 'primary tsunami earthquakes' (PTEs) occurring as main shocks (e.g. Aleutian, 1946; Nicaragua, 1992; Java, 1994 and . In this general context, we conducted a systematic seismological reassessment of the 1934 main-shock-aftershock sequence.
Relocation of the 1934 Santa Cruz sequence
We relocated the main shock and 16 aftershocks occurring over the next 20 d, using arrival times listed by the International Seismological Summary and the method of Wysession et al. (1991) , with a larger Gaussian noise standard deviation, σ G = 5 s, for an event in the 1930s. Results are listed in Table 1 The 1934 main shock locates about 50 km North of the 1980 foreshock-main-shock sequence (F80, M80 on Fig. 6 ), which featured a classical interplate thrust geometry (e.g. Tajima et al. 1990) , and also of the large earthquake of 1966 December 31 (m b = 5.5; M PAS = 7.5; Fig. 7b ). However, as described in Section 5, the latter took place at significant depth (78 km), most probably inside the downgoing slab; its tsunami reached only 2 m on Vanikolo (Solov'ev & Go 1984b).
While our relocations are in general agreement with other published solutions, we note that, in the case of the tsunami earthquake aftershock, both the Centennial catalogue solution (Engdahl & Villaseñor 2002 ) and the ISC-GEM relocation are significantly offset to the ESE (respectively 60 and 100 km). Incidentally, the quality of all relocations of the 21 July aftershock is systematically poorer than for the main shock: a grade of 'B' as opposed to 'A' for the main shock, assigned by Engdahl & Villaseñor (2002) , and a large proportion of arrivals excluded from the data sets (20 out of 85 or 24 per cent in our relocation; 55 out of 202 or 27 per cent for the ISC solution, versus 8 per cent and 3 per cent, respectively for the main shock). This suggests emergent arrivals, as would be expected from a slow earthquake deficient in high frequencies. Note: All relocations carried at a constrained depth of 10 km.
The relocated aftershocks feature a bimodal distribution, largely correlated with time: during the first 2 d, they cluster around the main shock, suggesting a fault extending Southeast 150 km along the Vanuatu trench. Starting with Event 10 (and perhaps the poorly located Event 9), they move North and cluster around the tsunami earthquake of 21 July (Event 12), suggesting a fault length of 100 km for the latter. The late events, 16 and 17, return to the area of the main shock.
We note further that our relocated epicentre for the tsunami earthquake of 1934 July 21 coincides (within 7 km) with that of the large earthquake of 2013 February 6 (M 0 = 9.4 × 10 27 dyn cm; grey centred square symbol on Fig. 7c) . That event generated a powerful tsunami running-up 12 m and causing 10 deaths on Nendö Island (Fritz et al. 2013) , and we have verified that it qualifies as a tsunami earthquake with a parameter = −5.94; it also features a somewhat high ratio of P-wave duration to the cubic root of radiated energy E E , as characterized by their normalized logarithmic ratio (Okal 2013) : with = 0.38, the 2013 Santa Cruz event fits marginally above the threshold of 0.35 proposed for slow events including tsunami earthquakes, and is directly comparable to the 2010 Mentawai ATE ( = 0.39). The 2013 earthquake has also been recognized as deficient in high frequencies by Lay et al. (2013) .
Focal mechanism and moment
Unfortunately, we were unable to build a fully constrained focal mechanism for either the main shock or the aftershock, due to the scarcity and poor azimuthal distribution of stations, and in the case of the tsunami earthquake, to the strongly emergent nature of first arrivals. In the case of the main shock, we have verified that a mechanism slightly adapted from that of the nearby 1980 main shock (φ = 338
• ; δ = 23
is compatible with the few available first motions, and results in an acceptable scatter of moments for a data set of 13 mantle waves at worldwide stations (Fig. 8) , suggesting a low-frequency moment M 0 = 2.5 × 10 28 dyn cm. In the case of the tsunami earthquake, we use a mechanism derived from that of the 2013 event, but with a steeper dip (φ = 340
• ; δ = 40 • ; λ = 70 • ), which yields an average moment of 2.7 × 10 27 dyn cm; however, the mantle wave spectra feature a strong growth with period, with an average moment of 7.3 × 10 27 dyn cm at 170 s, and a slope of −0.1 logarithmic unit per mHz, suggesting a static moment as large as 10 28 dyn cm (Fig. 8) . Note that these moment values are generally compatible with the faults lengths (150 and 100 km, respectively) suggested by the aftershock distribution (Fig. 7a) .
Record available for the computation of estimated energy
The only record available is the Pasadena short-period vertical (Benioff 1932) , whose P wave is shown in Fig. 1(c) .
E X T E N S I O N O F T H E A L G O R I T H M B E YO N D 8 0 •
Methodology
In this section, we define a procedure to obtain a special distance correction in order to compute a value of E E at distances greater than 80
• . For this purpose, we consider a modern reference event for which an ample data set of worldwide digital stations in the range 35
• < < 80
• allows the routine computation of E E and hence of a reference value ref , using the standard algorithm of Newman & Okal (1998) . We then use digital stations (indexed i) recording the same event at distances greater than 80
• to study the residual r i = i − ref as a function of distance, where i is computed by simply extrapolating the algorithm derived for shorter distances by Newman & Okal (1998) . A regressed value of the opposite of the residual can then be used as an empirical correction, allowing an estimate of for the historical event from a single record beyond 80
• . We recall that Newman & Okal's (1998) algorithm corrects the energy flux recorded at a teleseismic station through the combination of geometrical spreading (their eq. 4), and of a squared-average estimate of the radiation coefficient of the generalized P wave 
where is in degrees. There are a priori two contributions to the residual r i . One is the inadequacy of the correction (3) beyond the domain of distances for which it was derived; in particular, lateral heterogeneity at the base of the mantle (e.g. Vidale & Hedlin 1998) will result in scattering which will affect both geometrical spreading and the description of attenuation in terms of a parameter t * taken as independent of distance. The second contribution to r i is the effect of focal mechanism, which is ignored in the computation of the estimated energy E E . As discussed in detail by Newman & Okal (1998) , in routine computations of the parameter , the use of a large number of stations with a diversity of distances and azimuths provides an adequate sampling and averaging of the focal sphere, allowing the use of the coefficient (F Est. ) 2 given by (3) to obtain the estimated value of E E . However, in the case of a single station, the true value of the generalized radiation coefficient may depart significantly from (3), especially if the station lies in the vicinity of a fault plane on the focal sphere.
In the case of the 1947 Hikurangi events, we have verified the absence, in the GlobalCMT catalogue, of any interplate thrust event at latitudes between 40
• S and 37
• S, with a sufficient moment (M 0 > 10 25 dyn cm) to be used as a reference event; in this context, we use the Kermadec earthquake of 2003 May 4 (30.53
• S; 178.23
• W; M 0 = 1.2 × 10 26 dyn cm; M w = 6.7). This event features a focal geometry comparable to that of the 1947 events, but being farther North along the trench, it offers a large number of records on the North American continent at distances between 85
• and 100
• . We compute a standard parameter ref = −4.50 using 18 stations worldwide, at distances ranging from 35
• to 80
• . We then select 37 North American stations at epicentral distances of 86 to 97 degrees, within a ±10
• window of azimuths at the epicentre (Fig. 9a) , and compute values of i using (3) extrapolated beyond 80
• as a distance correction. Results are plotted as residuals r i on Fig. 10 . At distances between 85
• and 88.5
• , the residual is largely independent of distance, with an average value of −0.37, which we attribute primarily to the effect of focal geometry, expected to result in deficient amplitudes, since the take-off azimuth to North America is close to the fault plane. Starting at about 90
• , the residuals become increasingly negative with distance; they can be regressed between 90
• and 97
where r is dimensionless (logarithmic units) and is in degrees, as shown by the solid line on Fig. 10 . In the case of the 1934 Santa Cruz tsunami earthquake, we use for reference the event of 2009 October 7 at 11.86
• S; 166.01
• E (M 0 = 6.7 × 10 27 dyn cm; M w = 7.8), which locates in the vicinity of the 1934 main shock (see Fig. 7b ). We similarly compute a value ref = −5.47 from 21 records at distances 35
• < < 80 • , and study the residuals r i at 92 North American stations ranging in distance from 83.5
• to 98 • (Fig. 11a) . The residuals, shown on Fig. 12 , can be regressed between 90
• and 100 
The fact that eqs (4a) and (4b) are different is a reflection of the differences in focal mechanisms between the two events, as well as, probably, in laterally heterogeneous structure of D along the two paths. The latter justifies a posteriori the conservative upper bound in distances ( < 80
• ) implemented in the routine worldwide algorithm processing modern events for . However, the opposites of the regressed residuals
and
will remain adequate corrections when implemented to recover from a measurement beyond 90
• , respectively in New Zealand and Santa Cruz, as long as the paths sampled in the lower mantle are similar and the focal mechanism and receiver geometries are also comparable. In both instances (Hikurangi 1947 and Santa Cruz 1934), we have selected the reference events specifically to enforce those conditions. In this respect, eqs (5) bears no pretence to be universally applicable.
Validation of the approach
Before applying the above algorithm to our historical records, we validate it on recent events in the vicinity of the Hikurangi tsunami earthquakes. In the absence of interplate thrust events, we consider the two nearby normal faulting earthquakes of 2014 November 16 (M 0 = 1.3 × 10 26 dyn cm; M w = 6.7) and 2016 September 1 (M 0 = 4.2 × 10 26 dyn cm; M w = 7.0). The validation epicentres are shown on Fig. 2 as bull's eye symbols, and the geometry of the rays to PAS and TUC on Fig. 9(b) . While their mechanisms differ from that of the reference earthquake, they share the property that stations in the southwestern US are close to a focal plane, which legitimizes the use of (5a). Using worldwide stations in the 35
• -80 This experiment thus validates the algorithm extending the computation of to distances greater than 80
• through the use of the corrections (5).
Application to historical records
All three records shown on Fig. 1 were optically blown-up and digitized at a time sampling of 0.1 s. Instrument responses were obtained from available laboratory ledgers at Caltech for the PAS records (H. Kanamori, personal communication, 2015 ; see additional discussion in Okal et al. 2016) ; the Appendix details the derivation of the response at TUC in 1947. Computed values of are listed in Table 2 .
In the case of Event I (Hikurangi, 1947 March 25) at TUC, we obtained a value of the estimated energy using eq. (3), of E E = 2.27 × 10 20 erg, which with the moment M 0 = 4 × 10 27 dyn cm suggested at very long periods from Section 2 and Corr NZ = 1.31 from (5a), yields = −5.94. Similarly, in the case of Event II (Hikurangi, 1947 May 17) at PAS, we obtain E E = 1.50 × 10 20 erg, and with M 0 = 3 × 10 27 dyn cm, = −6.51, using Corr NZ = 0.89.
In the case of the Santa Cruz tsunami earthquake of 1934 July 21, we similarly obtain E E = 1.41 × 10 21 erg. However, the distance to PAS is only 85.2
• , in a range where (5b) may not apply (green points on Fig. 12) . Rather, we use as a correction the opposite of the average residual for that group of points, Corr g = −r g = 0.75. We have verified that the 2009 residual at PAS (one of the 'green' stations on Fig. 12) , r PAS = −0.78, is not significantly different from r g . With an estimated static moment of 10 28 dyn cm, this yields a final value of = −6.10 for the event of 1934 July 21, confirming its slow character as a tsunami earthquake. Note that even the more conservative value of the seismic moment M 0 = 7.2 × 10 27 dyn cm, which is the average of measured values from mantle waves at 170 s (Fig. 8) , still results in a significantly deficient = −5.96.
Results from the three tsunami earthquakes quantified in this study are regrouped on Fig. 13 , which provides an update to similar plots by Newman & Okal (1998); Okal (2013) , and more recently Okal et al. (2016) .
In this context, we note that even though some early instruments featured very high magnification (Benioff (1932) experimented with values of up to 100 000 on his short-period seismometer), all of them used analogue recording, which featured a very limited 864 E. A. Okal and N. Saloor dynamic range, defined by the ratio of the width of the paper record usable before clipping to that of the ink or light trace, in practice 3, at best 4, orders of magnitude. This is in contrast to the 7 (resp. 9) orders of magnitude achieved by a modern instrument using a 24 (resp. 32)-bit digitizer (e.g. Wielandt 2002 ). In addition, early short-period instruments had a considerably narrower frequency response than present-day broadband digital ones, which raises the legitimate question of whether they can have an adequate response over the frequency range defining the integral of the energy flux in the frequency domain, typically from 0.1 to 2 Hz. This could conceptually lead to spectral components below noise level at frequencies contributing significantly to radiated energy. However, because of their high maximum magnifications, the short-period instruments used here keep an absolute response comparable to that of the torsion instruments used in the analysis of the 1932 Mexican series (Okal & Borrero 2011) , over most of the frequency band relevant to the Parseval integral, and much higher around 1 Hz, where the energy of 'tsunami earthquakes' is typically deficient. Since that study was able to clearly identify a tsunami earthquake of comparable moment (4 × 10 27 dyn cm), we expect that our results would not be biased by inadequate frequency response. At any rate, this effect would lead to the processing of background noise into the Fourier integral for energy flux, and thus to an artificial increase in the value of ; therefore, it cannot affect our conclusion that the three earthquakes studied are indeed slow.
D I S C U S S I O N A N D C O N C L U S I O N S
We have derived an algorithm allowing the use of stations at epicentral distances greater than 80
• to compute the slowness parameter introduced by Newman & Okal (1998) , a procedure which may be necessary in the study of historical earthquakes having occurred at large distances from the few stations then equipped with shortperiod instruments.
Hikurangi Trench
Our application of this method to the 1947 Hikurangi earthquakes allows the quantification of their character as tsunami earthquakes, which was established by the descriptive reports of both felt intensities and tsunami inundation, and the body-wave investigations of Doser & Webb (2003) and Bell et al. (2014) . By studying the spectrum of mantle waves from both events, we obtain low-frequency moments significantly (but expectedly) larger than derived from body-wave modelling. As shown on Fig. 13, for Event I falls within the range (−6.0 ± 0.1) of the classical PTEs in Java (J94 and J06) and Peru (CP), while Event II ( = −6.51) is more comparable to the Nicaragua and El Salvador PTEs (N92 and ES). In this respect, the exceptionally slow ruptures proposed by Bell et al. (2014) for Event I need not translate necessarily into extreme values of the parameter . If the source consists of the jagged rupturing of discrete asperities (Polet & Kanamori 2000) , radiated energy and hence will be controlled primarily by the rise time of each asperity, and remain relatively insensitive to the time delay between asperities, the latter merely affecting the apparent average rupture velocity. As mentioned above, these results cannot be compared directly to modern estimates of for nearby events, since the Hikurangi Trench region does not feature even one single entry for a thrust mechanism above 10 25 dyn cm in the GlobalCMT catalogue. In addition, the 1947 earthquakes are the only ones documented in the historical data set covering the years 1917-1961 analysed by Doser & Webb (2003); between 1962 and 1975 , the only thrust faulting event with a reported magnitude M ≥ 6 is the 1966 Gisborne earthquake for which Webb et al. (1985) have computed a moment of only 4 × 10 24 dyn cm. Several fundamental questions regarding the nature of large subduction earthquakes at the Hikurangi Trough thus remain wide open.
(1) First, is the slowness featured in the two 1947 events a regional trend to be expected for all large interplate events in the area? As documented by Okal & Newman (2001) (2) In addition, could the Hikurangi Trench sustain a so-called 'mega-thrust' earthquake (with a moment reaching 10 29 dyn cm)? In the wake of the 2004 Sumatra earthquake (and more recently of the 2011 Tohoku event), the once promising model of Ruff & Kanamori (1980) , correlating the simple plate tectonics parameters of plate age and convergence velocity to maximum earthquake size at subduction zones, had to be abandoned (McCaffrey 2007; Stein & Okal 2007) . While Schellart & Rawlinson (2013) have indeed listed the Hikurangi Trough as the potential site of a megathrust event, their model, based on an extensive set of plate and morphological properties, remains at this point tentative. (3) In the affirmative, would such a megathrust event be slow? While the three largest events ever recorded (Chile, 1960; Sumatra, 2004; and Alaska, 1964) all featured source slowness (Kanamori & Cipar 1974; Nettles et al. 2005; Stein & Okal 2007) , this property was not shared by the 2010 Maule and 2011 Tohoku events (Fig. 13) , and the case of the Hikurangi trench remains totally speculative in this respect.
Santa Cruz and Vanuatu Trench: regional variation of
By contrast, the abundant seismicity of the Santa Cruz−Vanuatu subduction system in the vicinity and to the South of the 1934 ATE earthquake ( = −6.10) allows comparison with a number of other events. As mentioned in Section 3.2, we have obtained a very comparable = −5.94 for the 2013 PTE in its immediate vicinity. We have computed systematically slowness parameters for all GlobalCMT solutions in the region since 1990 (to allow for a sufficient development of the global digital network) featuring an interplate thrust mechanism and M 0 ≥10 26 dyn cm, as well as for a number of key events before 1990. Results, summarized in Table 3 and mapped on Fig. 14, suggest variations in values of which correlate reasonably well with the local tectonic features of the Santa Cruz−Vanuatu Island chain (Pelletier et al. 1998 ). The right frame on Fig. 14 reproduces the value of as a function of latitude for interplate thrust events, but excludes intraslab (1966), outer rise (1992) and backarc (1999) shocks.
In very general terms, one can distinguish five morphologically different regions:
(1) In the Northern one ('SC' on Fig. 14) , the plate interface is poorly coupled, with a well-developed trench reaching 8500 m. Most large interplate thrust earthquakes have −5.6 ≤ ≤−5.2 (yellow, with a trend towards slowness), typical of other subduction zones, with only deeper events such as the 1980 foreshock (F80) featuring a standard value around −4.90 (grey). In its Northern part, this segment sustains tsunami earthquakes (red), either as a PTE (2013), or the ATE of a (presumably) regular earthquake (1934) .
(2) At the latitude of the Torres Islands ('TI'), the collision of the buoyant West Torres Plateau results in shallowing of the trench to no more than 6000 m and uplifting of the Torres Islands (Taylor et al. 1985; Louat & Pelletier 1989 ). This region is characterized by standard values of , with no known sources featuring slowness or trending towards it; this reflects a stronger level of coupling at the collision zone.
(3) The next segment ('SM') involves the collision of the d'Entrecasteaux system ('d'EFZR' on Fig. 14) , a complex feature including both a fossil fracture zone and a passive ridge expressing the distortion of bathymetry at the fracture contact (Taylor et al. 1980) ; it has resulted in the complete disappearance of the trench and in the massive uplift of the two largest islands in Vanuatu, Santo and Malekula. This region was the site of the 1965 earthquake swarm, of which the second aftershock (A−2 in Table 3 ) was recognized by Ebel (1980) as being particularly anomalous; it generated a significant tsunami with 2 m run-up on Santo (Solov'ev & Go 1984b) . Despite the large size of the main shock and of A-2, we were able to compute parameters for the five events studied in detail by Ebel (1980) , notably by using the correction Corr SC (5b) at high-gain North American stations beyond 90
• , where the short-period P waves remain on scale; they are plotted as diamonds on Fig. 14. As summarized in Table 3 , the values for the 1965 swarm range from standard (A-1) to trending (towards slowness), with A-2 featuring a definitely deficient value (−5.88). We also confirm from mantle waves a relatively high value of the low-frequency moment of A-2 (2 × 10 27 dyn cm). Finally, we were able to identify T waves from all five major events in the swarm on short-period WWSSN records at Kipapa, Hawaii (but unfortunately not at other island stations in the Pacific). Their small amplitude precludes the quantification of their energy fluxes (Okal 2007) , but still allows a qualitative comparison. T waves from A-2 are recorded as traces at a level comparable to those of A-1 (despite a moment eight times larger), and significantly weaker than from FS-1 and FS-2, whose moments are 3 and 6 times smaller. They are considerably less intense than the clearly emerging T phase from the main shock, whose moment is only ∼1.5 times larger than that of A-2. Such a deficiency in T-wave generation is regularly observed in tsunami earthquakes (Okal et al. 2003) as a result of a paucity of high frequencies in their source spectrum.
All these properties clearly characterize aftershock A-2 (1965 August 13; 12:40) as an ATE. Note that Centennial catalogue epicentral parameters for the 1965 events (Engdahl & Villaseñor 2003) , listed in Table 3 and mapped as the five diamonds on Fig. 14, show that A-2 took place Southwest of the other events in the swarm, and presumably updip from them, in a geometry typical of other ATEs (Fukao 1979; Okal & Borrero 2011) .
The only 'snappy' event in this sector, in 1992 ( = −4.54), is an outer rise shock which, despite a thrust mechanism, does not represent interplate motion. We exclude it from the right frame of Fig. 14. (4) South of the d'EFZR collision, at the latitude of Efate ('E'), the coupling loosens, the morphological expression of the trench reappears, and values return to a more traditional distribution featuring a gradient across the trench, from snappy or standard downdip to trending towards slowness updip. The lone slow event ( = −5.90) in 1981 might have qualified as a tsunami earthquake, but for its mediocre size, too small to generate a significant wave in the first place.
(5) Finally in Southern Vanutu ('SV') and despite the presence of a reasonably well defined trench reaching 7000 m, features a standard gradient across the subduction system, but offset towards 'snappier' values. This suggests increased coupling, which may reflect the incipient collision of the Loyalty Islands group.
Our results correlate remarkably well with Wyss et al.'s (1983) , who mapped on their fig. 10 stress drops inferred from m b : M s discrepancies, based on an algorithm by Archambeau (1978) . We note in particular the transition from low stress drops in SC to higher ones in TI (labelled ERIR on their fig. 10 ), back to relatively low values around Efate, and to higher ones in SV. Regarding the SM segment, we note that Wyss et al.'s (1983) individual stress drop values (labelled '1' to '4' on their fig. 10 ) remain significantly lower than in TI (which features several values of '6'), with the exception of both a presumably intraplate event in the general area of our 1992 'snappy' solution, and a number of backarc earthquakes in the vicinity of the 1999 Pentecost event, all of which are not representative of the subduction interface. By contrast, several high stress drop shocks (with a label of '6') are present in the 'SV' segment, where we have identified higher values of .
The case of the earthquake of 1966 December 31 (inverted triangle on Fig. 14) is more intriguing. This event, which occurred as the main shock of a complex swarm lasting several days, was given magnitudes m b = 5.5 and M PAS = 7.5, suggesting significant source slowness; however, its tsunami was only marginally reported with a maximum run-up of 2 m on Vanikolo (and no known casualties). Johnson & Molnar (1972) published a thrusting focal mechanism (φ = 251
• ; δ = 50 • ; λ = 110 • ), but with a P axis in the azimuth N327
• E, that is, parallel to the trench. Marthelot (1983) later rotated the mechanism to a geometry marginally consistent with first motion data, but in agreement with interplate thrust motion (φ = 337
• ; δ = 47
• ; λ = 95 • ); on that basis, several authors have interpreted the 1966 event as a genuine interplate thrust earthquake, contributing to the plate motion budget (e.g. Tajima et al. 1990; Lay et al. 2013) . A significant issue with this model is the depth of the source, which was originally given as 56 km by the USGS, and 73 km by the ISC. The modern Centennial catalogue relocation puts it at 83 km (Engdahl & Villaseñor 2002) , but the ISC-GEM one uses a constrained depth of 55 km (Storchak et al. 2013) ; our own relocation places it at 78 km, with Monte Carlo hypocentral depths (obtained with σ G = 1 s in the 1960s) ranging from 67 to 95 km; as shown on Fig. 15(a) , this locates the source inside the subducting slab, rather than at the plate interface; note that this hypocentre is consistent with the mediocre reported tsunami amplitude, and moots the argument against Johnson & Molnar's (1972) mechanism. The analysis of the strong mantle waves at Pasadena yields a moment of 4 × 10 27 dyn cm in Johnson & Molnar's (1977) geometry. In general, P waves at most short-period WWSSN stations are off scale, but we were able to process the record at Wellington (WEL), written at a particularly low gain of only 6250, and records in North America at distances greater than 80
• [Albuquerque, Golden (WWSSN) and Yellowknife (Canadian Network)], and on the Benioff broadband 1-90 record at PAS, spectacularly devoid of high frequencies (Fig. 15b) . With appropriate corrections for the short distance at WEL and the large ones (Corr g or Corr SC ; see above) in North America, we obtain = −5.83 ± 0.11, which supports the large difference in m b and M PAS values and casts the 1966 event as a rather unique example of intraslab earthquake, at the limit between classically defined shallow and intermediate events, featuring a significantly deficient (Saloor & Okal 2015) .
C O N C L U S I O N S
We have derived a procedure for the extension to distances > 80
• of the slowness parameter defined by Newman & Okal (1998) . This allows the quantification of energy-to-moment ratios when appropriate stations are unavailable in the standard distance range, a situation characteristic of the pre-digital era of seismic recording, when short-period stations were either scarce (as in the case of the 1947 and 1934 events), or analogue instrumentation resulted in offscale recording of P waves at conventional distances during large earthquakes (a situation typical of the WWSSN during the years [1963] [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] .
Because of the influence of lateral heterogeneity in D at the high frequencies involved in the computation of estimated energy, we cannot derive a universal correction to the algorithm, but rather must proceed with regionally adapted corrections. Nevertheless, we were able to successfully process three major historical earthquakes. In the Hikurangi province of New Zealand, we confirm the slow character of the two 1947 tsunami earthquakes. Their quantification through the parameter casts Events I and II as comparable to tsunami earthquakes in Java and Northern Peru, and Central America, respectively, with the major difference that no significant background interplate thrust seismicity is known in the region.
In the Santa Cruz Island region, we quantify the event of 1934 July 21 as a tsunami earthquake occurring as an aftershock of a major event, in the immediate vicinity of the recent 2013 primary tsunami earthquake, casting the Santa Cruz corner as a region structurally prone to slow strain release during major events, in either context. Our comprehensive study of source slowness for more recent events along the Santa Cruz−Vanuatu subduction system identifies a wide diversity in parameters , which correlates with variations in tectonic regime in the context of the collision of fossil features born by the subducting Australian plate. Of particular interest is the identification of Aftershock A-2 of the 1965 Santo Island as a tsunami earthquake. This illustrates an additional benefit of the extension of the algorithm beyond 80
• , which allows the processing of P-wave data when records at standard distances are systematically off-scale on analogue records constituting the only available database during the WWSSN era. It would be anticipated that many more such records could thus be processed in the future for the quantification of crucially important earthquake sources during that time window (1962) (1963) (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) . This constitutes one more argument (if need be) for the permanent preservation of the relevant archives, and their eventual transfer to digital support (Okal 2015) .
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