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Error vector magnitude (EVM) has proven to be one of the optical performance monitoring (OPM) metrics providing 
the quantitative estimation of the error statistics. However, the EVM estimation efficiency is not fully exploited in 
terms of complexity and energy consumption. Therefore, in this article, we explore two deep-learning-based EVM 
estimation schemes. The first scheme exploits convolutional neural networks (CNNs) to extract EVM information 
from images of constellation diagram in the In-phase/Quadrature (IQ) complex plane or amplitude histograms (AH). 
The second scheme relies on feedforward neural networks (FFNN) extracting features from a vectorized 
representation of AHs. In both cases, we use short sequences of 32 Gbaud m-ary quadrature amplitude modulation 
(mQAM) signals captured before or after a carrier phase recovery (CPR). The impacts of the sequence length, neural 
network structure, and dataset representation on the EVM estimation accuracy as well as the model training time 
are thoroughly studied. Furthermore, we validate the performance of the proposed schemes using the experimental 
implementation of 28 Gbaud 64QAM signals. We achieve a mean absolute estimation error below 0.15% with short 
signals consisting of only 100 symbols per IQ cluster. Considering the estimation accuracy, the implementation 
complexity, and the potential energy savings, the proposed CNN- and FFNN-based schemes can be used to perform 
time-sensitive and accurate EVM estimation for mQAM signal quality monitoring purposes. 
http://dx.doi.org/10.1364/JOCN.99.099999 
1. INTRODUCTION 
Optical transport experiences an exponential data traffic increase. This 
is driven by the explosive growth of Internet services and cloud 
applications [1,2]. Coherent optical communications pave a way for 
addressing the capacity crunch and, therefore, these solutions are 
deployed in evolving metro and long-haul optical networks. 
Simultaneously, optical performance monitoring (OPM) is gaining a 
more important role for the timely management of such networks [3,4]. 
The commonly monitored parameters are optical power, optical signal 
to noise ratio (OSNR), bit-error-rate (BER), Q-factor, and error vector 
magnitude (EVM) [5]. EVM is a well-developed quality measure metric 
for m-ary quadrature amplitude modulation (mQAM) formats. For an 
optical channel limited by the additive white Gaussian noise (AWGN), 
an EVM can be mapped to a BER and SNR [6-8]. Traditionally, EVM 
calculation needs millions of received symbols [6]. However, such a 
cumulative process meets an implementation complexity issue in terms 
of the required time and energy consumption. Thanks to intelligent 
estimation schemes [9,10], EVM has been promoted as an OPM metric 
for fast and accurate signal quality monitoring in optical networks. In the 
literature, Q-factor [11] and BER [12,13] are chosen for the quality of 
transmission (QoT) estimation, which are typically performed 
establishing new lightpaths. Besides, OSNR is widely studied for OPM to 
measure the actual optical signal itself to estimate signal/link quality 
[14-20]. Monitoring EVM can extend the functionality of the OPM 
module, which provides more accurate estimation of the performance 
compared with the OSNR only. 
An ideal OPM scheme is expected to be versatile (considering the 
diversity of signals in a network), simple, and improving the cost-
effectiveness of the network. In this regard, deep learning is widely 
considered [5,11,13-23]. It has strong capability to extract features from 
different signal representations, such as time-domain symbol sequence 
[14,15], phase portrait [16], frequency-domain transformation [17], 
constellation diagram in the In-phase/Quadrature (IQ) complex plane 
[9,18,21], and amplitude histogram (AH) [10,19,20]. Recently we have 
proposed a fast and accurate EVM estimation scheme based on a 
convolutional neural network (CNN) [9,10]. It uses grayscale images of 
IQ [9] or AH [10] of a short sequence for signal quality monitoring 
purposes. However, the processing of these images with a CNN can be 
computationally demanding. That may overweight the benefits 
obtained by operating with short signal sequences. Hence, their 
representation must be changed so they can be inferred with a 
computationally less demanding machine learning (ML) model such as 
feedforward neural networks (FFNNs). Particularly, signal AH can be 
fed into an FFNN model. Moreover, both the processing time and the 
energy consumption can be further reduced by skipping some DSP 
blocks, for instance, a carrier phase recovery (CPR) [10]. The higher a 
QAM order, the higher a CPR energy consumption [24]. Estimating 
transmission performance is required for both the intermediate 
network nodes and receiver. OPM devices located in intermediate 
network nodes can afford limited complexity due to cost constraints 
[5,19]. Therefore, it is advantageous to implement OPM schemes that 
are modulation-format-independent and use as simplified DSP routines 
as possible, unless the estimation accuracy is degraded. 
Compared with our previous works on a CNN-based scheme for EVM 
estimation [9,10], the main contributions of this paper are: first, it 
provides experimental validation of the proposed scheme; second, it 
questions the necessity of CNN-based structures and the CPR module to 
be a part of the signal quality monitoring functionality; and, third, it 
performs a study on the required training time and the associated 
energy consumption for the CNN vs. a newly proposed FFNN scheme in 
the coherent optical system with QAM orders as high as 256. A newly 
proposed scheme relies solely on a vectorized representation of AHs 
obtained from short mQAM signal sequences captured before the CPR 
module in coherent transceivers. This approach reduces the 
computational requirements, processing time, and energy consumption 
for the OPM task. The accuracy of the proposed EVM estimator is 
evaluated using simulation datasets consisting of 32 Gbaud quadrature 
phase-shift keying (QPSK, M = 4 clusters), 16QAM (M = 16 clusters), 
64QAM (M = 64 clusters) and 256QAM (M = 256) signals after 2000 km, 
1500 km, 1000 km, 300 km long fiber transmission, respectively. 
Considering that images may better preserve EVM features, we also 
explore the performance of the CNN-based scheme operating with 
images of IQs and AHs. Furthermore, the experimental validation of the 
proposed schemes is also conducted for 28 Gbaud 64QAM signals. In 
the experimental setup, these signals are impaired by AWGN, phase 
noise, and inherent implementation penalty. The results show that our 
proposed FFNN-based EVM scheme maintains the estimation accuracy. 
Therefore, it is a good candidate to perform time-sensitive and accurate 
EVM estimation for mQAM signal quality monitoring purposes. 
The rest of the paper is organized as follows. Section 2 outlines the 
proposed EVM estimation schemes and describes the datasets used in 
this study. In Section 3, the performance of the proposed schemes is 
comprehensively evaluated and compared with the previous EVM 
estimation schemes. Section 4 analyzes the energy consumption for 
neural network models. The experimental validation is presented in 
Section 5. Finally, Section 6 concludes the paper. 
2. OPERATING PRINCIPLES 
In this section, we detail the operating principles of the proposed 
schemes, including the simulation setup used for the dataset collection, 
CNN and FFNN structures, and their hyperparameters. 
2.1 Datasets Collection 
We use VPItransmissionMakerTM [25] to realize a coherent optical 
transmission system operating at 32 Gbaud as shown in Fig. 1. In the 
coherent transmitter, the repeated copies of the generated 215-1 
pseudorandom bit sequence (PRBS) are Gray-mapped onto 219 symbols 
in a complex plane. The modulated symbols are then filtered by pulse 
shaper to generate bandwidth-limited signals. The pulse shaper is a 
root-raised cosine filter with a 0.15 roll-off factor. The considered 
modulation formats are QPSK, 16QAM, 64QAM, and 256QAM. The 
Mach-Zehnder-based in-phase and quadrature modulator (IQM) is 
used to create the optical signal. Then it is amplified by an erbium-doped 
fiber amplifier (EDFA) and transmitted over a fiber link. Each span 
consists of a 100km-long standard single-mode fiber (SSMF) and an 
inline EDFA. The SSMF has a chromatic dispersion coefficient D = 16e-6 
s/m2, an attenuation coefficient α = 0.2 dB/km, and a nonlinear 
refractive index n = 2.6e-20 m2/W. The transmission system works in 
linear region by operating with optimized launch power. In the 
simulations, we consider the maximum transmission distance for QPSK, 
16QAM, 64QAM, 256QAM to be 2000 km, 1500 km, 1000 km, 300 km, 
respectively. Before the transmission, we set the OSNR to 45dB in the 
transmitter. We measure the OSNR at 0.1nm resolution after a set of 
transmission spans using an optical spectrum analyzer (OSA). After a 
certain transmission distance, we save signal waveforms and use them 
for the DSP and the dataset accumulation. 
To quantify the influence of the CPR processing on the EVM 
estimation accuracy, we collect short signal datasets before and after 
this module. For the CNN-based scheme, we generate images of AHs and 
IQs, whereas a vectorized representation of AHs is used for the FFNN-
based scheme. The image datasets are used as a reference to benchmark 
the performance of the FFNN. Examples of 16QAM signal 
representations are shown in Fig. 1. Before the CPR processing, the 
signal is dominantly impaired by the phase noise. Therefore, we observe 
the IQ symbol rotation in the complex plane and as distortions of the 
 
Fig. 1. Schematic diagram of the simulation setup used for the dataset collection. The dataset examples for 16QAM signals with 100 
symbols per cluster are shown as insets. EDFA, erbium-doped fiber amplifier; SSMF, standard single-mode fiber; OBPF, optical 
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phase-impaired symbol amplitude distributions in the AHs. They 
display numerical data by grouping them into uniformly spaced 
amplitude levels called bins [5]. The number of bins can be freely set and 
used to consider distortions from a low-resolution analog-to-digital 
converters (ADC). Hence, to assess the impact that the number of bins 
has on the EVM estimation accuracy, we use AHs with 8, 16, and 64 bins. 
Finally, to explore how short signal sequences are sufficient for accurate 
EVM estimation, we generate several dataset options, containing AHs 
and IQs from N = 10, 50, 100, 500, 1000 symbols per cluster in the 
complex constellation plane (N-symbol/cluster). Every N-
symbol/cluster dataset contains 22 simulation scenarios (the product 
of modulation format and transmission distance (OSNR) options). Each 
simulation scenario contains 100 samples of vectorized AHs or AHs/IQs 
images represented by N-symbol/cluster short data sequences. We 
calculate the true EVM labels from received symbols after the CPR using 
the k-mean clustering method to obtain centroids for each constellation 
cluster [26]. Later, each dataset is divided using a 50:25:25 ratio for 
training, validation, and testing purposes. 
2.2 Neural Network Structures 
After grooming the accumulated datasets, we construct the 
corresponding regression models using FFNN and CNN structures for 
outputting the estimated EVM value. A FFNN, a.k.a. multi-layer 
perceptron, is an inference model that transforms the input space to the 
output space through multiple compositions of simple nonlinear 
functions [27,28]. Our implemented EVM estimator consists of the input 
layer, hidden layers, and output layer, as depicted in Fig. 2 (a). The AH 
vector 𝑥 enters input layer and passes through the constructed FFNN 
structure. Each neuron in the layer 𝑚 can receive outputs from neurons 
in the previous layer 𝑚− 1 and produce an output propagated to the 
next layer. This operation can be denoted as 
𝒂𝒎 = 𝒇𝒎(𝑾
𝒎 ∙ 𝒂𝒎−𝟏 + 𝒃𝒎),   (1) 
where 𝑊𝑚  and 𝑏𝑚  denote the weight and bias matrix from layer 
𝑚 − 1 to layer 𝑚. The 𝑓𝑚(∙)is the activation function of layer 𝑚. A CNN, 
however, is composed of convolutional, pooling, and fully connected 
layers, as shown in Fig. 2 (b). In our case, the input layer receives the 2D 
array of the AHs/IQs image pixels. Thanks to further convolution 
operation, the CNN has excellent feature extraction capabilities. A 
convolutional layer generates feature maps by convolving its input and 
filters. Each convolutional layer is followed by a pooling layer; we use 
max-pooling layers to perceive the main features of a certain region. 
These layers are followed by a fully connected (FC) layer responsible for 
mapping the feature maps to the output target.  
We use a rectified linear unit (ReLU) as an activation function for both 
types of neural networks to prevent the gradient vanishing problem 
[29]. An essential work in the regression process is the adjustment of the 
network weights and biases through the iteration using training data. 
We randomly initialize all weights and biases in the network and then 
update them to minimize the loss by backpropagating the gradient of 
error during the training process [30]. We adopt the mean squared 
logarithmic error (MSLE) as the loss function to grasp small estimation 
errors. The MSLE between the true EVM (EVMt) and the estimated EVM 




∑ (𝐥𝐨𝐠(𝑬𝑽𝑴𝒕𝒊 + 𝟏) − 𝐥𝐨𝐠(𝑬𝑽𝑴𝒆𝒊 + 𝟏))
𝟐𝒏
𝒊=𝟏  (2) 
where n represents the total number of samples. During the training 
process, we try to minimize the error; and a larger number of hidden 
layers allow the neural network to learn more complex decision 
boundaries. However, this may lead to overfitting [31]. Therefore, we 
optimize the number of hidden layers and neurons in each hidden layer. 
Table 1. The performance of the EVM estimator for different neural network structures when operating 
with 16-bin AHs obtained for the signal sequence of 100-symbol/cluster. MAE are given for a test dataset. 
Neural network 
types  
Number of neurons in each layer MAE [%] Training time [s] 
of 200 epochs 
FLOPs [G] 
FFNN structure 
100, 1 3.0 19.8 7.0e-5 
500, 100, 1 0.7 21.4 2.3e-3 
500, 500, 100, 1 0.6 23.0 1.2e-2 
500, 500, 500, 100, 1 0.5 24.8 2.2e-2 
1000, 500, 500, 100, 1 0.4 25.7 3.3e-2 
1000, 500, 500, 500, 100, 1 0.4 30.2 4.3e-2 
2000, 500, 500, 500, 100, 1 0.5 32.9 6.3e-2 
The reference CNN 
structure 
4 convolutional layers with 8, 16, 16 
and 8 filters; 3-by-3 Kernel; 2 FC 
layers with 500 and 100 neurons, 
output layer with 1 neuron 
0.5 901.1 5.7 
 
 







































































3. RESULTS AND DISCUSSION 
Table 1 summarizes the performance of the EVM estimator for different 
FFNN structures defined by the number of neurons in each layer. The 
performance is compared in terms of mean absolute error (MAE) for 
the test datasets and training time required for 200 epochs. We use the 
dataset of 16-bin AHs obtained from the signal sequence of 100 symbols 
per cluster. The Adam optimization algorithm [32], with the learning 
rate of 1e-4, is used to minimize the MSLE loss. The neural network 
model is implemented using the Keras framework and TensorFlow 
library [33,34]. Note that the experiments reported in this paper are 
performed on a 2.4GHz Intel Xeon E5-2630-v3 with 64 GB of random-
access memory (RAM) and a GTX TITAN Black graphics processing unit 
(GPU). This table also includes the corresponding metrics but for a CNN-
based scheme that we use as a reference case. The CNN structure is the 
same as in [9,10]. It consists of 4 convolutional layers (having 3-by-3 
kernel size and containing 8, 16, 16, and 8 filters), two fully connected 
layers with 500 and 100 neurons, and an output layer with one neuron 
that outputs an estimated EVM value. As input, we use grayscale images 
of AHs (not vectorized AHs as it is for the FFNN). The results show that 
the MAE steadily decreases with the number of layers up to a certain 
number of layers. Increasing further the number of layers in the FFNN 
to five does not improve the MAE. With each additional layer, the 
training time slightly increases due to the complexity of the model. 
However, it is still approximately 30 times faster than for the reference 
CNN structure with similar accuracy. The floating-point operations 
 
Fig. 3. EVM estimation errors versus N symbols/cluster for 
various mQAM signal representations in the test datasets. 
  
(a)      (b) 
  
(c)      (d) 
Fig. 4. True EVM versus FFNN-estimated EVM for the test dataset as a function of transmission distance and OSNR for (a) QPSK, 
(b) 16QAM, (c) 64QAM, (d) 256QAM. The considered FFNN scheme operates with 16-bin and 64-bin AHs datasets obtained from 
mQAM signals with 100 symbols/cluster. The insets show the mean of FFNN-estimated EVMs.  
QPSK 16QAM
64QAM 256QAM
(FLOPs) measure the amount of computation for a neural network 
model [35]. We list Giga (G) FLOPs for each one of those structures in 
Table 1. Considering the tradeoff between the accuracy and the model 
complexity, the four-layer FFNN structure with 1000, 500, 500, 100, and 
1 neurons is used for further investigations. 
First, we illustrate the estimated MAE for different values of N-
symbol/cluster and datasets represented as images and vectors (see 
Fig. 3). Unless 8-bin AHs are used, the MAE below 0.5% can be achieved 
with only N = 100 symbols/cluster. Yet, a substantial difference in 
estimation accuracy occurs for lower N values. The IQ dataset after CPR 
provides the most accurate estimation. However, such performance 
comes at the price of increased complexity. When operating with short 
sequences before the CPR, the direct input of the vectorized AHs to a 
neural network ensures a lower MAE compared with the input of 
images of AHs. At N = 100 symbols/cluster, the FFNN with 64-bin AHs 
can provide comparable performance to the CNN operating with IQs 
after the CPR. 
Next, we evaluate the performance of the FFNN-based scheme when 
operating with the vectorized AHs having 16 and 64 bins. Figure 4 
shows the estimated EVMs for the test datasets and the true EVMs for a 
specific transmission distance and each considered modulation format. 
The measured OSNR values are also shown on the upper X-axis of each 
plot. For 16QAM and 64QAM signals, AHs with 16 and 64 bins allow 
achieving similar performance. However, a substantial difference is 
observed for 256QAM signals where a higher bin resolution is beneficial. 
After carefully considering the trade-offs, for further studies, we choose 
to use AHs with 64 bins. 
Finally, we explore how the number of symbols per cluster impacts 
the MAE for different transmission distances and modulations formats 
when AHs with 64 bins are used as the input to the FFNN. Figure 5 
shows both the estimated MAE and the normalized MAE values for the 
test datasets. The normalized MAE is calculated by dividing an MAE and 
its corresponding true EVM value. The normalized MAE allows 
comparing the estimation accuracy across mQAM modulation formats 
of a different order. It can be observed that the normalized MAE is below 
6.7% (QPSK), 2.4% (16QAM), 2.1% (64QAM), 1.0% (256QAM) using 
only 100 symbols per cluster. The estimation accuracy of 16QAM, 
64QAM, and 256QAM is higher than for the QPSK. This can be explained 
by a thresholding effect with respect to the number of clusters. Namely, 
with the same number of N symbols per cluster, we can get longer 
sequences captured for a higher-order modulation format and, 
therefore, more features are fed for EVM estimation. In such a way, more 
information about the signal quality can be extracted. With the increase 
of transmission distance, we observe that the estimation results of the 
10-symbol/cluster dataset are more fluctuant than they are for the 
1000-symbol/cluster dataset. The high estimation variances are caused 
by the too-short signal sequence. 
4. ENERGY CONSUMPTION ANALYSIS 
 
(a)      (b) 
 
(c)      (d) 
Fig. 5. The MAE performance of the FFNN-based EVM estimator for the test datasets, when it operates with 64-bin AHs 
containing 10- to 1000-symbol/cluster. (a) QPSK, (b) 16QAM, (c) 64QAM, (d) 256QAM. 
QPSK 16QAM
64QAM 256QAM
The energy consumption of a neural network depends on hardware 
devices. We run the deep learning-based EVM estimator on NVIDIA’s 
GPUs and therefore we have the possibility to use its System 
Management Interface (nvidia-smi [36]) tool to monitor the GPU status. 
We use its option of recording the power usage while running different 
types/structures of neural networks. Figure 6 shows a real-time GPU 
power for the CNN and FFNN estimators when the 100-
symbols/cluster 64-bin AH dataset is used. It can be observed that the 
FFNN estimator not only has a shorter operation time but the average 
GPU power usage is reduced by half. The training and testing energy 
consumption for the CNN and the FFNN are summarized in Table 2. The 
low complexity FFNN estimator saves over 95% of the energy 
compared with the CNN case, making the proposed EVM estimation 
scheme feasible to low-cost OPM devices distributed in intermediate 
network nodes. 
The overall energy consumption reduction depends on the OPM 
location. For OPM at the receiver, the monitoring functionality is added 
to a conventional coherent receiver. In this case, the operational 
complexity of OPM depends on the ML structure. For an OPM module 
installed at the intermediate network nodes, full recovery of the signal 
is not required, and typical metrics used to estimate signal/link quality 
include the measured signal power and OSNR. Estimating EVM can 
extend the functionality of the OPM module to directly evaluate the 
performance of the transmitted signal. Therefore, we aim at minimizing 
the required DSP process to reduce complexity and save energy, and 
with the FFNN-based approach, we can completely turn off the CPR 
block. Further details on the CPR enabling/disabling are left for the 
implementation. 
5. EXPERIMENTAL VALIDATION 
We perform the validation of the CNN-based and the FFNN-based 
schemes for EVM estimation using the experimental setup of 28 Gbaud 
64QAM signals (see Fig. 7). First, we use a pseudo-random bit sequence 
(PRBS) with a word length of 215-1 as the input bits. The PRBS bits are 
mapped to the symbols to form 64QAM signals. This operation is 
followed by Nyquist pulse shaping (with a 0.15 roll-off factor) to 
generate bandwidth-limited signals. Then, resampling of the signal 
sequences is performed to match the sampling rate of the arbitrary 
waveform generator (AWG). After that, the electrical signal is amplified 
in electrical amplifiers (EAs) and sent to an in-phase and quadrature 
modulator (IQM). We use an external cavity laser (ECL) with 100 kHz 
linewidth as a continuous wave (CW) light source to obtain the 
modulated optical signal at the transmitter. Additionally, we use an 
EDFA to amplify the signal at the transmitter. To adjust the OSNR of the 
modulated signal, we use a variable optical attenuator (VOA) and two 
cascaded EDFAs without input signal as an amplified spontaneous 
emission (ASE) noise source. We obtain the OSNR values from 25 to 44 
dB at the resolution of 0.1 nm. This OSNR range allows obtaining the 
BER values across and below the soft-decision forward error correction 
(SD-FEC) limit. After the OSNR loading setup, we place an optical band-
pass filter (OBPF) to remove the excess noise from the system not to 
overload the coherent receiver. In the receiver, we use a local oscillator 
(LO) laser with a 200 kHz linewidth. Therefore, the combined laser 
linewidth is around 300 kHz [37]. The coherent beating product 
between the transmitted signal and the LO laser signal is detected in 
balanced photodetectors. It is then sampled by an 80 GSa/s digital 
sampling oscilloscope (DSO). In Fig. 8, we show the BER vs. OSNR curve 
for the considered 28 Gbaud 64QAM configuration. The complex signal 
constellation diagram examples are shown as insets. It can be observed 
that the signals are limited by the AWGN and the inherent 
 
Fig. 7. Experimental setup for 28 Gbaud 64QAM which was used for 
dataset collection. PRBS, pseudorandom bit sequence; ECL, external 
cavity laser; EA, electrical amplifier; IQM, in-phase and quadrature 
modulator; EDFA, erbium-doped fiber amplifier; VOA, variable 
optical attenuator; ASE, amplified spontaneous emission; OBPF, 












































































Fig 6. The real-time GPU power for CNN and FFNN based EVM 
estimator. 
Table 2. Energy consumption for 64-bin AH dataset. Training 
dataset size: 1650 samples, testing dataset size: 550 samples. 
Energy 
consumption 
Training [J] Testing [J] 
CNN 194487.9 290.1 
FFNN 2856.7 10.3 
 
 
Fig. 8. BER versus OSNR for the considered 28 Gbaud 64QAM 
signals. The insets are examples of the constellation diagram. 
implementation penalty. We can observe non-perfect square shapes of 
IQs at high OSNR values. 
As before, we collect the images of IQs after the CPR, images of AHs 
with 64 bins before the CPR as well as their vectorized representations 
to form three separate datasets. For this purpose, we use short 64QAM 
signal sequences with a length of 10 to 1000 symbols per cluster. We 
split each dataset into training (50%), validation (25%), and testing 
(25%) subsets. Then we perform the EVM estimation using the CNN- 
and the FFNN-based schemes. The results are shown in Figure 9. From 
Fig. 9 (a), one can see that the estimation accuracy increases with the 
number of symbols per cluster. For a 100-symbol/cluster signal 
sequence, the FFNN-based scheme achieves 0.1% MAE. Furthermore, 
the accuracy does not change with the OSNR, as shown in Fig. 9 (b). The 
CNN-based scheme with IQ images provides an MAE of 0.02%. It is 
much smaller than the other two cases which come at the cost of more 
complex signal processing. Finally, Fig. 9 (c) illustrates what is the actual 
impact of the MAE on the EVM deviation from its true values. For our 
experimental implementation of the 28 Gbaud 64 QAM signal, the EVM 
deviation is below 0.5 %. Therefore, the FFNN-based scheme can ensure 
decent EVM estimation accuracy and provide energy savings thanks to 
the operation with the vectorized representation of AHs taken before 
the CPR processing. 
6. CONCLUSION 
This paper compares and experimentally validates two EVM estimation 
schemes for signal quality monitoring in coherent communication 
systems. We exploit CNN- and FFNN-based structures to propose a low-
complexity energy-efficient EVM estimation model. Therefore, we also 
consider the simplified DSP without CPR, which helps to save time and 
energy required for processing. In the first case, we input images of IQs 
or AHs obtained from a short signal sequence after or before the CPR, 
respectively. In the second case, we input the vectorized representation 
of AHs. Both schemes operate with short signal sequences for time-
sensitive EVM monitoring. The performance of the proposed schemes 
is verified using 32 Gbaud QPSK, 16QAM, 64QAM, and 256QAM signals 
after 2000km, 1500km, 1000km, and 300km of transmission over the 
EDFA-amplified fiber-optic link. The estimation accuracy, expressed in 
terms of MAE and EVM deviation, is studied for different signal lengths, 
OSNR values, and dataset representations. Compared with the 
previously proposed centroid-based EVM estimation scheme [9], the 
proposed FFNN-based scheme particularly relaxes the signal 
processing requirements by inferring the EVM from the signal 
representation before the CPR processing. Furthermore, we calculated 
that the FFNN-based scheme consumes by 95% less energy as 
compared with the CNN-based solution. Besides, experimental 
validation is performed using the 28 Gbaud 64QAM configuration. With 
both schemes, we achieve the MAE below 0.15% for a wide range of 
OSNR values when operating with the signal sequence of 100 symbols 
per cluster. Therefore, these results indicate that the proposed schemes 
can be used to perform time-sensitive and accurate EVM estimation for 
mQAM signal quality monitoring in coherent communication systems. 
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