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Abstract
We construct new examples of self-similar solutions and translating
solitons for Lagrangian mean curvature flow by extending the method
of Joyce, Lee and Tsui [3]. Those examples include examples in which
the Lagrangian angle is arbitrarily small as the examples of Joyce, Lee
and Tsui [3].
1 Introduction
In recent years the Lagrangian mean curvature flow has been extensively
studied, as it is a key ingredient in the Strominger-Yau-Zaslow Conjecture
and Thomas-Yau Conjecture. Strominger-Yau-Zaslow Conjecture explains
Mirror Symmetry of Calabi-Yau 3-folds. In Joyce, Lee and Tsui [3], many
examples of self-similar solutions and translating solitons for Lagrangian
mean curvature flow are constructed. Those Lagrangian submanifold L are
the total space of a 1-parameter family of quadrics Qs, s ∈ I, where I is
an open interval in R. In this paper, we construct new examples of those
Lagrangian submanifolds that link up with the examples of Lagrangian sub-
manifolds given in [1], [2], [3], [4] and so on. To do so we improve theorems
in [3] by describing Lagrangian submanifolds of the forms of Ansatz 3.1 and
Ansatz 3.3 in [3].
1
Let L be a Lagrangian submanifold in Cn. Define a function c : L→ C
by the relation that
dz1 ∧ · · · ∧ dzn|L ≡ c · volL
where volL is the volume form of L. Then |c| ≡ 1 holds. So we can define
Lagrangian angle θ : L→ R or θ : L→ R/2piZ by the relation that
dz1 ∧ · · · ∧ dzn|L ≡ eiθvolL.
On a Lagrangian submanifold L in Cn, the mean curvature vector H is given
by
H = J∇θ, (1)
where ∇ is the gradient on L and J is the standard complex structure in
C
n. The proof of (1) is given in [5].
Definition 1.1. Let L ⊂ RN be a submanifold in RN . L is called a self-
similar solution if H ≡ αF⊥ on L for some constant α ∈ R, where F⊥ is the
orthogonal projection of the position vector F in RN to the normal bundle
of L, and H is the mean curvature vector of L in RN . It is called a self-
shrinker if α < 0 and a self-expander if c > 0. On the other hand L ⊂ RN
is called a translating soliton if there exists a constant vector T in RN such
that H ≡ T⊥, where T⊥ is the orthogonal projection of the constant vector
T in RN to the normal bundle of L and H is the mean curvature vector of
L in RN . We call T a translating vector.
It is well-known that if F is a self-similar solution then Ft =
√
2αtF is
moved by the mean curvature flow, and if F is a translating soliton then
Ft = F + tT is also moved by the mean curvature flow.
First we consider self-similar solutions.
Theorem 1.2. Let B, C, λ1, · · · , λn ∈ R − {0}, E > 1, a1, · · · , an >
0, and α,ψ1, · · · , ψn ∈ R be constants. Let I ⊂ R be a connected open
neighborhood of 0 ∈ R such that E{∏nk=1(1 + 2akBλks)}e2Bαs − 1 and
1/aj + 2λjBs are positive for any j ∈ {1, · · · , n} and any s ∈ I. Define
r1, · · · , rn : I → R by
rj =
√
1
aj
+ 2λjBs.
Define φ1, · · · , φn : I → R by
φj = ψj +
∫ s
0
λj |B|
( 1
aj
+ 2λjBt)
√
E{∏nk=1(1 + 2akBλkt)}e2Bαt − 1dt.
Then the submanifold L in Cn given by
L = {(x1r1(s)eiφ1(s), · · · , xnrn(s)eiφn(s))|
n∑
j=1
λjx
2
j = C, xj ∈ R, s ∈ I}
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is an immersed Lagrangian submanifold, and its position vector F and mean
curvature vector H satisfy CH ≡ αF⊥.
Remark 1.2.1. In the situation of Theorem 1.2, let I ′ ⊂ I be a subinterval
such that rj has positive lower and upper bounds. Put α 6= 0, n ≥ 2, λj > 0
for 1 ≤ j ≤ k < n and λj < 0 for k < j ≤ n where k is a positive integer
less than n. Let t ∈ R be a constant. Define
Lt = {(x1r1(s)eiφ1(s), · · · , xnrn(s)eiφn(s))|
n∑
j=1
λjx
2
j = 2αt, xj ∈ R, s ∈ I ′}.
The fact that the varifold ∪t Lt, −∞ < t <∞, forms an eternal solution for
Brakke flow without mass loss is proved similarly to Lee and Wang [4]. So
see Lee and Wang [4]. By Theorem 1.2, Lt is a Lagrangian self-shrinker if
t < 0, a Lagrangian self-expander if t > 0, and a Lagrangian cone if t = 0.
Theorem 1.3. Let aj > 0 , ψj ∈ R,@E > 1, and α ≥ 0 be constants.
Define rj(s) : R→ R by rj(s) =
√
1
aj
+ s2. Define φj(s) : R→ R by
φj(s) = ψj +
∫ s
0
|t|
( 1
aj
+ t2)
√
E{∏nk=1(1 + akt2)}eαt2 − 1dt. (2)
Then the submanifold L in Cn given by
L = {(x1r1(s)eiφ1(s), · · · , xnrn(s)eiφn(s))|
n∑
j=1
x2j = 1, xj ∈ R, s ∈ R, s 6= 0}
is an immersed Lagrangian diffeomorphic to (R−{0})×Sn−1, and its position
vector F and mean curvature vector H satisfy H ≡ αF⊥.
Remark 1.3.1. The manifold obtained as limE→1+0 L is the same as Theorem
C in [3] . So the condition s 6= 0 on the definition of L is not necessary if
E = 1. If we put E = 1 then changing 0 7→ −∞ in the integral of (2) gives
the example of [2].
Remark 1.3.2. Define φ¯1, · · · , φ¯n > 0 by
φ¯j =
∫
∞
0
|t|
( 1
aj
+ t2)
√
E{∏nk=1(1 + akt2)}eαt2 − 1dt.
We put α > 0. From the proof of Theorem 1.3 and (6) in § 2 the Lagrangian
angle θ satisfies
θ =
∑
j
φj + arg(s+ i
|s|√
E{∏nk=1(1 + aks2)}eαs2 − 1) and
θ˙ =
−α|s|√
E{∏nk=1(1 + aks2)}eαs2 − 1 .
(3)
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It follows that θ is strictly decreasing. We define the submanifold L1 ⊂ L
by restricting s > 0 and L2 ⊂ L by restricting s < 0. Therefore we have
L = L1∪L2.We rewrite θ1, θ2 as the Lagrangian angle of L1, L2 respectively.
Then lims→+∞ θ1(s) < θ1(s) < lims→0+0 θ1(s) and lims→0−0 θ2(s) <
θ2(s) < lims→−∞ θ2(s). So from the first equation of (3) we have∑
j
ψj +
∑
j
φ¯j < θ1 <
∑
j
ψj + tan
−1 1√
E − 1
and ∑
j
ψj + pi − tan−1 1√
E − 1 < θ2 <
∑
j
ψj + pi −
∑
j
φ¯j .
Therefore by choosing tan−1(1/
√
E − 1) close to 0, that is, choosing E close
to ∞, the oscillation of the Lagrangian angle of L1, L2 can be made arbi-
trarily small. Furthermore Φ : (a1, · · · , an) 7→ (φ¯1, · · · , φ¯n) gives a diffeo-
morphism
Φ : (0,∞)n → {(φ¯1, · · · , φ¯n) ∈ (0, tan−1 1√
E − 1)
n| 0 <
∑
j
φ¯j <
tan−1
1√
E − 1}.
We can prove that Φ is a diffeomorphism similarly to the proof of Theorem
D in [3]. So we omit the proof. Therefore by choosing
∑
j φ¯j close to
tan−1(1/
√
E − 1), the oscillation of the Lagrangian angle of L1, L2 can also
be made arbitrarily small.
Remark 1.3.3. If we put B = 1/2, C = λ1 = · · · = λn = 1, α ≥ 0 in the
situation of Theorem 1.2 then L is the same as L in Theorem 1.3 where
s > 0.
Next we turn to translating solitons.
Theorem 1.4. Let B, λ1, · · · , λn−1 ∈ R− {0}, E > 1, a1, · · · , an−1 > 0,
and α, ψ1, · · · , ψn−1 ∈ R, K ∈ C be constants. Let I ⊂ R be a connected
open neighborhood of 0 ∈ R such that E{∏n−1k=1(1+2akBλks)}e2Bαs− 1 and
1/aj + 2λjBs are positive for any j ∈ {1, · · · , n− 1} and any s ∈ I. Define
r1, · · · , rn−1 : I → R by
rj =
√
1
aj
+ 2λjBs.
Define φ1, · · · , φn−1 : I → R by
φj = ψj +
∫ s
0
λj |B|
( 1
aj
+ 2λjBt)
√
E{∏n−1k=1(1 + 2akBλkt)}e2Bαt − 1dt.
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Then the submanifold L in Cn given by
L = {(x1r1(s)eiφ1(s), · · · , xn−1rn−1(s)eiφn−1(s),−1
2
n−1∑
j=1
λjx
2
j +Bs+
i|B|
∫ s
0
dt√
E{∏n−1k=1(1 + 2akBλkt)}e2Bαt − 1 +K)|x1, · · · , xn−1 ∈ R, s ∈ I}
is an immersed Lagrangian submanifold, and its mean curvature vector H
satisfy H ≡ T⊥ where T = (0, · · · , 0, α) ∈ Cn.
Theorem 1.5. Let a1, · · · , an−1 > 0 , ψ1, · · · , ψn−1 ∈ R,@E > 1, and
α ≥ 0 be constants. Define rj(s) : R → R by rj(s) =
√
1
aj
+ s2. Define
φj(s) : R→ R by
φj(s) = ψj +
∫ s
0
|t|
( 1
aj
+ t2)
√
E{∏n−1k=1(1 + akt2)}eαt2 − 1dt.
Then the submanifold L in Cn given by
L = {(x1r1(s)eiφ1(s), · · · , xn−1rn−1(s)eiφn−1(s),−1
2
n−1∑
j=1
x2j +
1
2
s2+
i
∫ s
0
|t|dt√
E{∏n−1k=1(1 + akt2)}eαt2 − 1)|x1 · · · , xn−1 ∈ R, s ∈ R, s 6= 0}
is an immersed Lagrangian diffeomorphic to (R−{0})×Rn−1 , and its mean
curvature vector H satisfy H ≡ T⊥ where T = (0, · · · , 0, α) ∈ Cn.
Remark 1.5.1. If we put ψ1 = · · · = ψn−1 = 0 then the manifold obtained
as limE→1+0 L is the same as Theorem G in [3] . So the condition s 6= 0 on
the definition of L is not necessary if E = 1.
Remark 1.5.2. We define the submanifold L1 ⊂ L by restricting s > 0 and
L2 ⊂ L by restricting s < 0. Similarly to Remark 1.3.2 if we fix α > 0 then
by choosing the parameters a1, · · · , an > 0 or E > 1, the oscillation of the
Lagrangian angle of L1, L2 can be made arbitrarily small.
Remark 1.5.3. If we put B = 1/2, λ1 = · · · = λn−1 = 1, K = 0, α ≥ 0 in
the situation of Theorem 1.4 then L is the same as L in Theorem 1.5 where
s > 0.
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2 Proofs for self-similar solutions
In order to prove Theorem 1.2 and Theorem 1.3 we use the following The-
orem 2.1 and Theorem 2.3 that are a slight generalization of Theorem A
and Theorem B in [3]. The following Theorem 2.1 sets up the ordinary
differential equations for immersed Lagrangian submanifolds diffeorphic to
S1 × Sm−1 × Rn−m or R× Sm−1 × Rn−m where 1 ≤ m ≤ n.
Theorem 2.1. Let I ⊂ R be an open interval. Let λ1, · · · , λn, C ∈ R− {0}
be constants, and ω1, · · · , ωn : I → C− {0} and f : I → C− {0} be smooth
functions. Suppose that
dωj
ds
=
λjf
ωj
, j = 1, · · · , n (4)
hold in I. Then the submanifold L in Cn given by
L = {(x1ω1(s), · · · , xnωn(s))|
n∑
j=1
λjx
2
j = C, xj ∈ R, s ∈ I} (5)
is a Lagrangian submanifold in Cn, with Lagrangian angle
θ(s) = arg(ω1 · · ·ωnf) (6)
at (x1ω1(s), · · · , xnωn(s)) ∈ L, so θ is a function depending only on s, not
on x1, · · · , xn. Further we have
H =
θ˙
〈 ∂
∂s
, ∂
∂s
〉J
(
∂
∂s
)
and
F⊥ = −C Im(f)〈 ∂
∂s
, ∂
∂s
〉 J
(
∂
∂s
)
.
Remark 2.1.1. A direct calculation shows that
〈 ∂
∂s
,
∂
∂s
〉 =
n∑
j=1
λ2jx
2
j |f |2
|ωj |2 .
Remark 2.1.2. Let θ˜ : I → R be a function satisfying
dθ˜
ds
= −α Im(eiθ˜ ω1 · · ·ωn).
Put
f = eiθ˜ ω1 · · ·ωn.
Then it is proved in [3] that L is a Lagrangian submanifold and L is a
self-similar solution. This is Theorem A in [3].
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Corollary 2.2. Let I ⊂ R be an open interval. Let λ1, · · · , λn, C ∈ R−{0}
be constants, and ω1, · · · , ωn : I → C− {0} and f : I → C− {0} be smooth
functions. Suppose that
dωj
ds
=
λjf
ωj
, j = 1, · · · , n
and
d
ds
arg(ω1 · · ·ωnf) = −αIm(f)
hold in I. Then the submanifold LC in C
n given by
LC = {(x1ω1(s), · · · , xnωn(s))|
n∑
j=1
λjx
2
j = C, xj ∈ R, s ∈ I}
is a Lagrangian submanifold in Cn, and its position vector F and mean
curvature vector H satisfy CH ≡ αF⊥. Moreover, If |ωj | has positive lower
and upper bounds and α ∈ R − {0}, n ≥ 2, λj > 0 for 1 ≤ j ≤ k < n and
λj < 0 for k < j ≤ n where k is a positive integer less than n then the
varifold ∪t L2αt, −∞ < t < ∞, forms an eternal solution for Brakke flow
without mass loss. The fact is proved similarly to Lee and Wang [4]. Then
L2αt is a Lagrangian self-shrinker if t < 0, a Lagrangian self-expander if
t > 0, and a Lagrangian cone if t = 0.
The following Theorem 2.3 gives the solution to ordinary deferential
equations in Theorem 2.1.
Theorem 2.3. In the situation of Theorem 2.1 write ωj := rje
iφj , for
functions r1, · · · , rn : I → (0,∞), φ1, · · · , φn : I → R. Fix s0 ∈ I. Define
u : I → R by
u(s) := 2
∫ s
s0
Re(f(t))dt.
Then we have
r2j = αj + λju, φj = ψj +
∫ s
s0
λj Im(f(t))
αj + λju(t)
dt,
with αj = r
2
j (s0), ψj = φj(s0).
Remark 2.3.1. Thus if f is explicitly given, the ordinary differential equation
(4) is solved by Theorem 2.3.
Proof of Theorem 2.1. If we set
xn =
√
1
λn
(C − λ1x12 − · · · − λn−1xn−12),
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then (x1, · · · , xn−1, s) is a coordinate of L. With this coordinate we have
(dz1 ∧ dz1 + · · ·+ dzn ∧ dzn)|L
=(ω1dx1 + x1ω˙1ds) ∧ (ω1dx1 + x1ω˙1ds) + · · ·+
(ωn−1dxn−1 + xn−1ω˙n−1ds) ∧ (ωn−1dxn−1 + xn−1ω˙n−1ds)+
(− λ1x1
λnxn
ωndx1 − · · · − λn−1xn−1
λnxn
ωndxn−1 + xnω˙nds)∧
(− λ1x1
λnxn
ωndx1 − · · · − λn−1xn−1
λnxn
ωndxn−1 + xnω˙nds)
=2Im(x1ω1ω˙1)dx1 ∧ ds+ · · ·+ 2Im(xn−1ωn−1ω˙n−1)dxn−1 ∧ ds
+ 2Im(−λ1
λn
x1ωnω˙n)dx1 ∧ ds+ · · · + 2Im(−λn−1
λn
xn−1ωnω˙n)dxn−1 ∧ ds
=0,
and
dz1 ∧ · · · ∧ dzn|L
=
∣∣∣∣∣∣∣∣∣
ω1 · · · · · · x1ω˙1
. . . 0
...
0 ωn−1 xn−1ω˙n−1
− λ1x1
λnxn
ωn · · · −λn−1xn−1λnxn ωn xnω˙n
∣∣∣∣∣∣∣∣∣
dx1 ∧ · · · ∧ dxn−1 ∧ ds
=
ω1 · · ·ωn
λnxn
(
n∑
j=1
λjx
2
j ω˙j
ωj
)dx1 ∧ · · · ∧ dxn−1 ∧ ds
=
ω1 · · ·ωnf
λnxn
∑
j
λ2jx
2
j
|ωj |2dx1 ∧ · · · ∧ dxn−1 ∧ ds.
It follows that L is a nonsingular immersed Lagrangian, with Lagrangian
angle
θ(s) = arg(ω1 · · ·ωnf)
at (x1ω1(s), · · · , xnωn(s)). Since
dθ = θ˙ds,
and
〈 ∂
∂s
,
∂
∂xj
〉 = 〈(x1ω˙1(s), · · · , xnω˙n(s)), (0, · · · , 0, ωj , 0, · · · , 0,− λjxj
λnxn
ωn)〉
= Re(xjω˙jωj − λj
λn
xjω˙nωn)
= xjλj Re(f − f)
= 0
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for any 1 ≤ j ≤ n− 1, it follows that
∇θ = θ˙〈 ∂
∂s
, ∂
∂s
〉
(
∂
∂s
)
.
Therefore we obtain
H =
θ˙
〈 ∂
∂s
, ∂
∂s
〉J
(
∂
∂s
)
.
The normal projection of the position vector F is computed by
〈F, J ∂
∂xj
〉 = 〈(x1ω1, · · · , xnωn), i(0, · · · , 0, ωj , 0, · · · , 0,− λjxj
λnxn
ωn)〉
= 0,
and
〈F, J ∂
∂s
〉 = 〈(x1ω1, · · · , xnωn), i(x1ω˙1(s), · · · , xnω˙n(s))〉
= Re(
∑
xj
2ωj · iω˙j)
= −C Im(f).
It follows that
F⊥ = −C Im(f)〈 ∂
∂s
, ∂
∂s
〉 J
(
∂
∂s
)
.
This completes the proof of Theorem 2.1.
Proof of Theorem 2.3. Since we have
dr2j
ds
=
d
ds
(ωjωj) = λjf + λj f¯ = 2λj Re(f),
we obtain
r2j = αj + λju.
So we have
r˙j =
λj Ref
rj
.
By our assumption we have
ω˙j =
λjf
ωj
.
This is equivalent to
r˙je
iφj + rjiφ˙je
iφj =
λjf
rje−iφj
.
Then we have
λj Re(f)
rj
+ rjiφ˙j =
λjf
rj
.
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Then
φ˙j =
λj Im(f)
αj + λju
.
Therefore
φj = ψj +
∫ s
s0
λj Im(f(t))
αj + λju(t)
dt.
This completes the proof of Theorem 2.3.
From Theorem 2.1 if θ˙ = −α Im(f) then L is a self-similar solution.
From Theorem 2.3 and (6), θ˙ = −α Im(f) is equivalent to
∑
j
λj Im(f)
αj + 2λj
∫ s
s0
Re(f)dt
+
d
ds
arg(f) = −αIm(f). (7)
Therefore if (7) holds then L is a self-similar solution. So we can get self-
similar solutions by getting solutions of (7). For example if we put f ≡ i then
f is a solution of (7). In this case if we put α1 = · · · = αn = 0, λ1, · · · , λn ∈
Z− {0} then the construction reduces to that of Lee and Wang [4].
Proof of Theorem 1.2. Define ωj : I → C − {0} by ωj = rjeiφj . Define
f : I → C− {0} by
f =
ωj ω˙j
λj
.
A direct calculation shows that
f = B + i
|B|√
E{∏nk=1(1 + 2akBλks)}e2Bαs − 1 .
Then f 6= 0 in I. Apply Theorem 2.1 to the data ωj, f above. Then we get
a Lagrangian submanifold L defined by (5). A direct calculation shows that
f satisfies (7). So this completes the proof.
Proof of Theorem 1.3. Put I = R>0 or I = R<0. Define ωj : I → C−{0}
by ωj = rje
iφj . Define f : I → C− {0} by
f = ωj ω˙j.
A direct calculation shows that
f = s+ i
|s|√
E{∏nk=1(1 + aks2)}eαs2 − 1 .
Then f 6= 0 in I. Apply Theorem 2.1 to the data ωj, f above and λ1 = · · · =
λn = C = 1. Then we get a Lagrangian submanifold L defined by (5). A
direct calculation shows that f satisfies (7). So this completes the proof.
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3 Proofs for translating solitons
In order to prove Theorem 1.4 and Theorem 1.5 we use the following The-
orem 3.1 and Corollary 3.2 that are a slight generalization of Theorem A
and Theorem B in [3]. The following Theorem 3.1 sets up the ordinary
differential equations for immersed Lagrangian submanifolds diffeorphic to
R
n.
Theorem 3.1. Fix n ≥ 2. Let λ1, · · · , λn−1 ∈ R\{0} and α ∈ R be con-
stants, I be an open interval in R, and ω1, · · · , ωn−1 : I → C\{0} and
β : I → C be smooth functions. Suppose that
dωj
ds
=
λj
ωj
· dβ
ds
(8)
and
dβ
ds
6= 0
hold in I. Then the submanifold L in Cn given by
L = {(x1ω1(s), · · · , xn−1ωn−1(s),−1
2
n−1∑
j=1
λjx
2
j + β(s))|
x1, · · · , xn−1 ∈ R, s ∈ I}
(9)
is an immersed Lagrangian submanifolds diffeomorphic to Rn, with La-
grangian angle
θ(s) = arg(ω1 · · ·ωn−1β˙). (10)
Further we have
H =
θ˙
〈 ∂
∂s
, ∂
∂s
〉J
(
∂
∂s
)
and
T⊥ =
−α Im(β˙)
〈 ∂
∂s
, ∂
∂s
〉 J
(
∂
∂s
)
,
where T = (0, · · · , 0, α) ∈ Cn is a constant vector.
Remark 3.1.1. A direct calculation shows that
〈 ∂
∂s
,
∂
∂s
〉 =
n−1∑
j=1
λ2jx
2
j |β˙|2
|ωj|2 + | −
1
2
n−1∑
j=1
λjx
2
j + β|2.
Remark 3.1.2. Let θ˜ : I → R be a function satisfying
dθ˜
ds
= −α Im(eiθ˜ ω1 · · ·ωn−1).
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Suppose that
dβ
ds
= eiθ˜ ω1 · · ·ωn−1.
hold in I. Then it is proved in [3] that L is a Lagrangian submanifold and
L is a translating soliton with translating vector (0, · · · , 0, α) ∈ Cn. This is
Theorem G in [3].
The following Corollary 3.2 gives the solution to ordinary deferential
equations in Theorem 3.1.
Corollary 3.2. In the situation of Theorem 3.1, write ωj := rje
iφj , for
functions r1, · · · , rn−1 : I → (0,∞), φ1, · · · , φn−1 : I → R. Define u : I → R
by
u(s) := 2
∫ s
s0
Re(β˙(t))dt.
Then we have
r2j = αj + λju, φj = ψj +
∫ s
s0
λj Im(β˙(t))
αj + λju(t)
dt
with αj = r
2
j (s0), ψj = φj(s0).
Remark 3.2.1. Thus if β is explicitly given, the ordinary differential equation
(8) is solved by Theorem 3.2.
Proof of Theorem 3.1. We consider the map
ι : Rn−1 × I → Cn
given by
ι((x1, · · · , xn−1), s) = (x1ω1(s), · · · , xn−1ωn−1(s), 1
2
n−1∑
j=1
λjx
2
j + β(s)).
Then we have L = ι(Rn−1 × I). So (x1, · · · , xn−1, s) is a coordinate of L.
With this coordinate we have
(dz1 ∧ dz1 + · · · + dzn ∧ dzn)|L
=(ω1dx1 + x1ω˙1ds) ∧ (ω1dx1 + x1ω˙1ds) + · · ·+
(ωn−1dxn−1 + ω˙n−1ds) ∧ (ωn−1dxn−1 + xn−1ω˙n−1ds)
+ (−λ1x1dx1 − · · · − λn−1xn−1dxn−1 + β˙(s)ds)
∧ (−λ1x1dx1 − · · · − λn−1xn−1dxn−1 + β˙(s)ds)
=2iIm(x1ω1ω˙1)dx1 ∧ ds+ · · ·+ 2iIm(xn−1ωn−1ω˙n−1)dxn−1 ∧ ds
− 2iIm(λ1x1β˙)dx1 ∧ ds− · · · − 2iIm(λn−1xn−1β˙)dxn−1 ∧ ds
=0
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and
dz1 ∧ · · · ∧ dzn|L
=(ω1dx1 + x1ω˙1ds) ∧ · · · ∧ (ωn−1dxn−1 + xn−1ω˙n−1ds)∧
(−λ1x1dx1 − · · · − λn−1xn−1dxn−1 + β˙ds)
=ω1 · · ·ωn−1β˙(1 +
n−1∑
j=1
λ2jx
2
j
|ωj |2 )dx1 ∧ · · · ∧ dxn−1 ∧ ds.
It follows that L is a nonsingular immersed Lagrangian, with Lagrangian
angle
θ = arg(ω1 · · ·ωn−1β˙).
Since
〈 ∂
∂s
,
∂
∂xj
〉
=〈(x1ω˙1(s), · · · , xn−1ω˙n−1(s), β˙), (0, · · · , 0, ωj , 0, · · · , 0,−λjxj)〉
=Re(ωjxj ω˙j − λjxj β˙)
=0,
and dθ = θ˙ds, it follows that
∇θ = θ˙〈 ∂
∂s
, ∂
∂s
〉
(
∂
∂s
)
.
Therefore we obtain
H =
θ˙
〈 ∂
∂s
, ∂
∂s
〉J
(
∂
∂s
)
.
The normal projection of the position vector F is computed by
〈T, J ∂
∂xj
〉
=〈(0, · · · , 0, α), i(0, · · · , 0, ωj , 0, · · · , 0,−λjxj)〉
=0
and
〈T, J ∂
∂s
〉 =〈(0, · · · , 0, α), i(x1ω˙1(s), · · · , xn−1ω˙n−1(s), β˙)〉
=Re(αiβ˙)
=− α Im(β˙).
It follows that
T⊥ = −α Im(β˙)〈 ∂
∂s
, ∂
∂s
〉 J
(
∂
∂s
)
.
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This completes the proof of Theorem 3.1.
As the proof of Theorem G in [3] there is an another proof of Theorem
3.1 which obtains Theorem 3.1 from Theorem 2.1 by a limiting procedure.
See Joyce, Lee and tsui [3].
Proof of Corollary 3.2. Changing f to β˙ in the proof of Theorem 2.3
gives the proof of Corollary 3.2.
From Theorem 3.1 if θ˙ = −α Im(β˙) then L is a translating soliton with
translating vector T = (0, · · · , 0, α) ∈ Cn. From Theorem 3.2 and (10),
θ˙ = −α Im(β˙) is equivalent to
n−1∑
j=1
λj Im(β˙)
αj + 2λj
∫ s
s0
Re(β˙)dt
+
d
ds
arg(β˙) = −α Im(β˙). (11)
Therefore if (11) holds then L is a translating soliton with translating vector
T = (0, · · · , 0, α) ∈ Cn.
Proof of Theorem 1.4. Define ωj : I → C − {0} by ωj = rjeiφj . Define
β : I → C− {0} by
β˙ =
ωj ω˙j
λj
and β(0) = −K.
A direct calculation shows that
β(s) =
∫ s
0
(B + i
|B|√
E{∏n−1k=1(1 + 2akBλks)}e2Bαs − 1)ds+K.
Then β˙ 6= 0 in I. Apply Theorem 3.1 to the data ωj , β above. Then we get
a Lagrangian submanifold L defined by (9). A direct calculation shows that
β satisfies (11). So this completes the proof.
Proof of Theorem 1.5. Put I = R>0 or I = R<0. Define ωj : I → C−{0}
by ωj = rje
iφj . Define β : I → C− {0} by
β˙ = ωj ω˙j and β(0) = 0.
A direct calculation shows that
β(s) =
∫ s
0
(s+ i
|s|√
E{∏n−1k=1(1 + aks2)}eαs2 − 1 )ds.
Then β˙ 6= 0 in I. Apply Theorem 3.1 to the data ωj, β above and λ1 = · · · =
λn−1 = 1. Then we get a Lagrangian submanifold L defined by (9). A direct
calculation shows that β satisfies (11). So this completes the proof.
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