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Abstract—Code review consumes much time and effort of de-
velopers and reviewers, yet many mature Open-Source Software
(OSS), as well as commercial, organizations have adopted peer
code review as an integral part of the development process to
ensure the quality of the product. Of particular interest are
code changes that end up “abandoned,” either because they are
rejected, or (more commonly) because they are never accepted
at all (at least not through the review tool). Several factors such
as resource allocation, job environment, and efficiency mismatch
between the author and the reviewer may cause a code change to
be abandoned even after months of efforts from the developers
and the reviewers. Predicting the review outcome of such code
changes can ease the prioritization of tasks and the utilization
of limited resources by saving time spent on low-quality code
changes. In this paper, we conducted a comprehensive study
to predict whether a code change is merged or abandoned
and applied various well-known supervised machine learning
algorithms. We propose PredCR, a Random Forest based model
that predicts the review outcome of a code change with 0.91
f-measure at the beginning of the code change on the test set.
Also, it improves predictions of abandoned changes by 27%-
103% and merged changes by 5%-11%. Our model accurately
classifies 93% of the top 25% code changes (with average 196
days duration) that go longest without being merged. PredCR can
also adapt to the changes in feature values at different stages of
the review process although it achieves very high performance
at the very early stage (within 10% of the review process). This
way, prediction quality for a particular code change can improve
as the code review progresses. We also conducted a study to find
out the properties of an ideal training set for our tool. We found
that training with the instances from the same projects ensures
9%-25% performance increase.
Index Terms—Code Review, Supervised Learning, Mining
Software Repositories
I. INTRODUCTION
Software development is a very dynamic process. When the
developers finish writing code, they are likely to change it
several times based on the comments of the code reviewers
and findings of the testers. People spend significant time and
resources on every department of this process. A code change
may not be accepted at all after a few rounds of interactions
between code author and reviewer. It would cause wastage of
effort, time, and resource for such unproductive phenomena.
The software development companies could save a fortune
if the management could predict the outcome of an ongoing
review process and take the necessary steps to minimize the
risks. However, predicting the acceptability of any component
of a software project is challenging as it is related to many fac-
tors (such as nature of the application(s) under development,
team formation quality, requirement volatility, and personal
experience) [1]. Though experienced managers can predict
the quality of ongoing activities correctly to some extent for
small projects, it is next to impossible for large projects. The
complexity of this task increases with the growing diversity
and size of the project. This increasing complexity occurs
irrespective of both commercial and OSS projects.
We believe that the management of a project and the owner
organization may have some actionable insights into ongoing
activities of the project using a prediction tool. They may
respond at the possibility of the abandonment of a code change
very early without wasting time. In the case of a high likeli-
hood of abandonment, the management has three options: (i)
re-evaluation of the project design and development strategy,
(ii) abandon the code change and save some time for both the
developer and the reviewer, or (iii) reallocation of resources to
fulfill the deficit or overcome the limitations. Thus, predicting
the acceptability of the code change eventually may have
a positive impact on the revenue and performance of the
organization. Related works have introduced several tools for
predicting the fate of a change, but all of them do not perform
well for both merged and abandoned code changes [2]–[4].
In practice, many code changes get abandoned. We found
that, on average, code changes took over 10 days to merge. It
is not possible to measure the average duration of abandoned
code changes precisely because some of them never marked
as rejected and some of them are labeled as abandoned after
months of inactivity on particular code change. However,
considering our mining period as a time frame, we observed
that abandoned changes took more than 65 days. Both Table I
and Figure 1 suggest that predicting abandoned code changes
early on, with high precision, can save more time and effort.
Predicting merged code changes is also useful for task prior-
itization [2]. Recently, fan et al. investigated the importance
of anticipating the fate of code changes [2] by sending emails
to 200 developers. 95% of the developers (59 developers to
be precise out of 62 responders) think that having a tool to
predict whether the code change will eventually get merged is
a great idea.
Code review [5] is the process of reviewing other devel-
opers’ code to ensure the quality of the code. Code review
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tools contain a large volume of historical data of software
development projects. Nowadays machine learning techniques
are being used to help in decision making by learning a
large volume of historical data. Prior researchers discussed
factors that play a significant role in acceptability of individual
code change [6]–[9], but a comprehensive evaluation of both
important factors and models is missing. In this paper, we
present a comprehensive study on predicting the fate of code
changes. We built the most extensive dataset so far for this
purpose, selected 39 features, and applied almost all the well-
known supervised machine learning algorithms. We propose
a Random Forest based tool, PredCR that outperforms the
state-of-the-art work [2] by 27.0%-103% f-measure improve-
ment for abandoned changes and by 5.37%-11.4% f-measure
improvement for merged changes. We achieve 0.96-0.97 f-
measure for merged code changes and 0.62-0.71 for aban-
doned ones.
Some of the features we selected may not be available
at the early stage of the review process, and some of them
(such as the number of revision, number of messages by
the authors and developers, the sentiments expressed in the
communication, etc.) may change over time. PredCR can adapt
with such changes of feature values and have the capability
to improve over time. However, we are especially interested
in the prediction quality achieved at the very early stage (e.g.,
right after submission of the first patch set) when features
generated from review iterations are yet to be available, for
a rapid response from the management. Our study shows that
PredCR achieves very close (0.938) f-measure within 10% of
code review progress time compared to what it produces after
90% time is passed (0.956). To the best of our knowledge,
none of the previous tools has this dynamic property.
We also conducted an empirical study to observe whether
the performance of our tool depends on the data we used
in the training phase. We found that if the training and
test instances are from the same projects, the f-measure of
PredCR increases by 9%-25% compared to the PredCR trained
with data from entirely different projects. Moreover, project(s)
developed with the same programming language (as the project
under consideration) in the training set contributes to a slight
improvement in the performance. However, PredCR performs
well and achieves 0.71-0.89 f-measure even when the training
instances are from entirely different projects developed in
different programming languages. Therefore, PredCR can be
applied to a new project without compromising much perfor-
mance.
Specifically, the primary contributions of this paper are:
• A comprehensive study predicting the fate of code
changes and the introduction of a tool PredCR, which
performs well for both merged and abandoned code
changes. To encourage replications, we will release our
tool and dataset.
• Study on whether prediction quality increases with the
progress of the code review process.
• Study on whether the performance of our tool depends
on the data we use in the training phase.
Fig. 1: Average duration of abandoned and merged code
changes
II. BACKGROUND AND RELATED WORK
In this section, we present a brief discussion on code review
and prediction model.
A. Code Review
Code review is the practice where a developer submits
his/her code change to a reviewer to judge its eligibility to
be a part of the main project code-base [5]. Code review
tools contain a plethora of important information including
the review request submission time, number of review itera-
tions, development time, authors’ and reviewers’ experience,
number of files, and interactions between the developer and the
reviewer. It is an essential part of the development process, and
developers spend a significant amount of time for preparing
the code for reviews or reviewing others’ code. There are
some automated support tools such as Gerrit1, Phabricator2,
and ReviewBoard3. These tools provide a side-by-side display
to facilitate the review process. The code review process has
some distinct steps. It starts when a developer introduces a
review request by creating a patch set/revision which presents
all files in a single revision for addition or modification.
After the review, the developer may provide a new patch set
addressing the review comment and generate a new review
iteration. This process repeats until either the reviewer accepts
the changes and it gets merged to the main project, or the
developer abandons it.
1https://code.google.com/p/gerrit/
2http://phabricator.org/
3https://www.reviewboard.org/
B. Prediction in Software Engineering Research
Prior SE researchers followed different approaches includ-
ing statistical methods, parametric models, and machine learn-
ing (ML) methods for software effort and duration predic-
tion [10], [11], software cost prediction [12], [13], software
fault or defect prediction [14]–[16], etc. There was some
work on search-based peer reviewers recommendation [17]
also. A few more prediction models were introduced in SE
domain such as predicting the question quality [18], question
difficulty [19], and response time [20] in Stack Overflow.
In these models, the authors exploit the interactions among
users. In our work, we try to follow a machine learning
based approach to predict whether a code change is merged
or abandoned. We also apply some features which generated
as a result of communication between the developers and the
reviewers.
Bosu et al. identified factors that lead to useful code
reviews [21]. Some prior researches suggest that higher num-
ber of reviewers reduces the number of bugs and increases
the probability of acceptability [6], [7]. Experience of the
reviewers sometimes leads to useful code changes [7], [8]. On
the other hand, Jiang et al. state that experienced developers
are more successful than younger ones [9]. Hellendoorn et
al. used project code style as a feature and found that The
result was that rejected code resembles the project less than
accepted code [22]. We considered all the factors proposed by
prior researches while designing our feature set.
Jeong et al. worked with code reviews and achieved good
precision and recall (f-measure 0.80) for rejected code re-
views [4]. However, their tool do not perform well on accepted
review requests (f-measure 0.57). They have trained their
model with two Java-based projects. Their features include
patch meta-data, patch content, and bug-report. They used
Java keywords as a feature which makes their model language
dependent. Besides, they avoided historical data (like previous
bugs, changes, etc.) as features in their prediction model. Shin
et al. established that without historical data prediction models
usually yields low accuracy [23]. Jiang et al. worked on the
Linux kernel to predict whether a patch will be accepted and
how fast [9]. They grouped the features into six dimensions:
experience, email, review, patch, commit and development.
Their model’s precision and recall are around 66.3% and
68.5% on average.
Gousios et al. proposed a supervised machine learning based
prediction tool using GitHub pull requests [3]. They manually
observed 350 GitHub pull requests and designed a model with
15 features. They grouped the features into three dimensions:
pull request, project, and developer. The authors suggest that
the decision to merge a pull request is affected by whether
it touches an actively developed part of the system, how
large the projects source code base is and how many files
the pull request changes. Fan et al. presented a tool with
34 features, and their tool performs well on merged review
requests (f-measure 0.87-0.92) but fails to perform well on
abandoned review requests (f-measure 0.31-0.41) [2]. They
grouped the features into five dimensions: code, file history,
owner experience, collaboration network, and text. Their main
objectives are predicting the acceptability of a code review and
prioritizing reviewing tasks. It will not yield good results if
the owner wants to investigate the changes facing the risk of
abandonment. To the best our knowledge, it is the most recent
approach for predicting the acceptability of review requests.
In Section IV-C, we explicitly compare our result with this
tool.
III. PREDICTING THE FATE OF CODE CHANGES
To predict the fate of code changes, we used python for
preprocessing data, WEKA [24] for computing information
gain and scikit-learn [25] for applying supervised machine
learning based classification algorithms. In the following sub-
sections, we briefly describe the dataset generation, feature
selection, evaluation of PredCR, and hyperparameter tuning
of the algorithms used for our experiment.
A. Data mining and preprocessing
Since there is no benchmark dataset in the SE domain for
this problem, we built a dataset for our tool. We developed
a Gerrit miner using REST API service [26], following the
approach of [2]. We built our Oracle from 10 popular OSS
projects and collected relevant information of 388,529 code
changes (Table I) including a brief introduction of the changes,
messages of both the developer and the reviewer(s), detailed
information about each revision, and different labels/scores
given by reviewer(s) on the change. We preprocessed our data
by removing code changes where the subject contained ”NOT
MERGE.” Since PredCR evolves with time, we discarded the
data with inconsistent timing information. Moreover, we used
the earliest date of work history to measure the experience of
the author and the reviewer if their joining date is missing.
B. Feature selection
We analyzed the data manually and designed some key
features for the classifier. We tried to incorporate all the
features suggested by prior researches and selected 39 features
considering their information gain. We used WEKA [24], a
popular data mining tool to find out the information gain for
selected features.
Gousios et al. [3] and Fan et al. [2] divided their features
into 3 and 5 groups, respectively. Similarly we have cate-
gorized our features into 7 groups as detailed in Table II.
Most of the feature names are self-explanatory. However, we
present a detailed description of some features in Section III-C
to describe our feature processing steps. Note that some
features become available whenever the author submits the
first patch set for review. However, some are available after
some activities on that code change by both the author and
the reviewer. Moreover, most of the feature values may change
with time. Therefore, it is a very challenging task to contain all
the information, changes and trends of the review process on
a single training example. To combat this issue, we introduce
a new term ‘event.’ We define an event as any activity (e.g., an
TABLE I: Overview of the 10 selected OSS projects
Project Domain Technologies Mining Date Number of Code Changes Mean Duration (Days)
Overall Merged aban-doned Overall Merged
aban-
doned
Android Mobile OS Java, C, C++ 2011.06-2018-07 7,994 3,998 3,996 20.9 5.95 36.0
Carbonrom Firmware C, Java 2017.01-2018.07 2,612 1,506 1,106 25.3 7.55 49.4
Chromium Browser C++, C, JavaScript 2013.09-2018.07 3,996 2,003 1,993 26.2 4.72 47.8
Cloudera Cloud Java, Python 2015.01-2019.01 2,924 1,500 1,424 29.5 14.5 46.1
Eclipse Java IDE Java 2012.02-2019.01 103,594 86,826 16,768 19.6 9.84 70.4
GerritHub Code Review Python, C, Java 2014.03-2019.01 34,281 21,489 12,792 12.3 6.07 27.8
LibreOffice Office Suite C++ 2012.03-2019.01 60,094 54,725 5,369 5.17 3.47 22.4
OpenCord CORD Python, Java, JavaScript 2016.05-2019.01 10,839 9,751 1,088 5.51 2.29 34.3
OpenStack Cloud Python, JavaScript 2011.07-2019.01 14,9894 74,942 74,942 49.2 19.8 78.6
Unlegacy Mobile OS C, C++ 2016.09-2019.01 4,835 4,104 731 20.4 13.0 61.8
Total 388,529 268,284 120,245 27.8 10.7 65.9
addition of a new message, rating, reviewer, or revision) on the
code change. We add a single training example for each event
of training changes since the features get updated after each
event. That means, in training set one review request yields
multiple training examples with the same class label. However,
in test cases, we follow a similar but more straightforward
approach. At our moment of interest (e.g., after 30% of review
progress), we take the closest earlier event using time-stamp.
Finally, we generated feature vector using our listed features
(Table II) and applied state-of-the-art machine learning based
classification algorithms. We also applied a feature ‘merge
ratio.’ This feature may deprive the new (i.e., without an
experience of working on at least five requests) developers.
To compensate for this issue, we used 0.50 as a default value
for new developers.
C. Descriptions of some selective features
In this section, we briefly discuss the definition and pro-
cessing steps of 12 features. Though we have enlisted all the
feature in Table II, we try to address only those features which
require some embellishment.
Maximum event delay: We use maximum time difference
(in days) between two successive events of a review request
as a feature for PredCR. Several reasons may act behind the
delay including less interest or activeness of the developers,
complication of the task, and lack of attention by the authority.
This feature is not available at the beginning of change and
can be updated with each review iterations.
Merge ratio of the author: We measure this feature based
on the work done so far by the author. We take the ratio of
the merged code changes and total submitted code changes by
that author. However, this feature may get updated while code
change is ongoing depending on the performance of the author
in other review requests. This feature is available during the
submission of code change.
Most experienced reviewer’s experience: For this feature, we
consider the time passed (in days) since the reviewer joined
the project as his experience. This feature is not available until
someone adds a reviewer to the code change. We set the default
value to 0.
Author Experience: We prepare this feature following the
same steps as we followed for preparing the feature “most
experienced reviewer’s experience.”
Average experience of the reviewers: The arithmetic mean
of the experiences of reviewers in a code change is used to
compute this feature. The availability of this feature follows
the criteria of the “most experienced reviewer’s experience.”
Average delay between revisions: We take the arithmetic
mean of the delay (in days) between successive revisions and
include it in our feature set. The feature value may change
with time.
Average changes per revision: We count the total changes
(insertion or deletion of lines) throughout the review process
and divide that by the total number of revisions/patchsets to
get this feature. The feature value is available on submission
of first patch set and may change with time.
Positive review: Review label is a score given by the
reviewer to indicate whether the newly developed code meets
the project’s desired requirement. This label ranges from -2 to
+2, where any -2 blocks submission process and +2 enables
submission. We directly mine this score from Gerrit without
any preprocessing. We take the summation of positive review
labels to compute this feature. However, when a new review
appears, we multiply the previous summation of a positive and
negative review by a reduction factor (we used 0.80) to reduce
the effect of past reviews a bit to make the new review more
influential in feature value. We also consider a negative review
as a feature. This feature value may change with each activity.
Average negative emotion: Negative emotion expressed in
the review comments and messages is also an indicator for
predicting the acceptability. We applied SentiCR [27], a cus-
tomized tool for negative sentiment detection of code review
comments. We also tried SentiStrength [28] but did not get
the acceptable result. We take the average number of negative
comments from each revision. This feature value may change
with each activity.
Average positive emotion: We detect positive emotion by
a keyword-based search approach instead of SentiCR since
SentiCR can only detect negative and non-negative emotions.
We modified the oracle of SentiCR. However, the precision
and recall of positive emotion were not satisfactory. Therefore,
we manually selected some positive keywords (presented in
Table IV) and found out the comments containing those words.
We resolve the double negation problem by applying regular
expression. We follow a similar method for computing average
positive emotion as we did in case of negative.
Bug and complexity: Presence of bug and messy coding style
are likely to increase the risk of abandonment. We do not apply
any computationally expensive algorithm or analyze codes
either. Instead, we apply a keyword-based search technique
in interactions similar to the approach we follow for positive
emotion. Table IV presents the keywords for these features.
Modification of entropy: We also use the entropy of the
modified code as an attribute of our classifier. If n is the num-
ber of files modified in the change, and Pk is the proportion
of lines modified in file k among lines modified in this code
change, then entropy is calculated as:
Entropy = −
n∑
k=1
Pk ∗ log2 Pk
D. Evaluation of PredCR
We applied state-of-the-art machine learning approaches to
evaluate the performance of PredCR. On this goal, we divided
our data into three groups. We selected 60% review requests
as the training set, 20% as a validation set, and the remaining
20% as the test set. To create validation and test sets, we
followed the approach described in Goodfellow et al. [33].
We used uniform random distribution to divide the data into
these three groups. For all groups, we collected merged and
abandoned code changes (completed changes). However, our
task is to predict the acceptability of code changes at any
stage of the review process. If we take data from an ongoing
code change, we need to wait until the reviewers decide on
that code change. It is essential to find out a way to combat
this problem. Hence, when we select the test set, we take a
snapshot of each review request at our moment of interest.
Accordingly, we take the snapshot of each code change at the
beginning of the review process (when the author uploaded
the first patchset). However, for the training set, we used
multiple snapshots which is equal to the number of events that
happened to that code change from its inception to completion.
After preparing the dataset, we applied several commonly
used machine learning algorithms. However, in this paper, we
present the result of the six best-performing algorithms. The
algorithms are:
1) Adaptive Boosting (ADB) [34], [35],
2) Multi-layer Perceptron (MLP) [36],
3) Random Forest (RF) [37], [38],
4) Decision Tree (DT) [39],
5) Gradient Tree Boosting (GTB) [40],
6) k-Nearest Neighbor (KNN) [41].
In Table III, we present the performance of six algorithms
at the beginning of the review process. Here, Random Forest
(RF) performs the best in all criteria (accuracy, precision, and
recall) for both validation and test set. Also, the results are
very close to both validation and test set. Hence, we can
Fig. 2: Precision- recall curve (at initial time)
assume that PredCR is free from overfitting. Fan et al. [2]
also apply Random Forest as base classifier. However, PredCR
achieves higher AUC (0.935) than their model (AUC = 0.740).
The precision-recall curve in Figure 2 shows that PredCR
does not lose precision that much (retains more than 80%)
even for more than 90% recall. Hence, we can detect a
significant number of instances from a particular class with
higher precision.
E. Hyperparameter Tuning for the Algorithms
The objectives of parameter tuning are (i) to ensure the
best performance of the algorithms by setting up the proper
hyper-parameters and (ii) to reduce the difference between
validation and test error. In other words, it would ensure better
generalization avoiding overfitting. We now briefly discuss our
parameter tuning for different algorithms.
1) For AdaBoost classification algorithm, we used 50 es-
timators and 1.0 as learning rate, which is default in
sklearn.
2) Multi-Layer Perceptron performs well with 100 neurons
in the hidden layer. We did not find any improvement
of classification with an increased number of neurons
and observed similar results for ‘sigmoid’ and ‘relu’
activation functions.
3) For Random Forest, we used 200 estimators and re-
stricted the maximum depth of the trees to 30. We did
not observe any notable improvement with the increased
number of estimators or depths.
4) Decision Tree classifier overfits for depth more than 35.
Therefore, we restricted the maximum depth to 35.
5) We used 100 estimators and 0.1 learning rate for Gra-
dient Tree Boosting classification algorithm. Learning
rate of more than 0.1 causes the performance to drop.
However, there was no significant impact of increased
number of estimators.
6) We applied k-Nearest Neighbor algorithm with k=5.
Its performance decreases with increased number of
neighbors.
TABLE II: List of features with information gain and references (if available)
Group Feature Name InformationGain
Sentiment and error
Number of positive emotion in messages 0.0278
Avg. positive emotion in messages per revision 0.0291
Number of negative emotion in messages 0.0124
Avg. negative emotion in messages per revision 0.0263
Number of bug-count in messages [4], [29] 0.0105
Avg. error and complexity in messages per revision 0.0190
Change
Total duration (days) of the review request [30] 0.0165
Number of messages in review request 0.0108
Number of review labels in review request 0.0309
Number of event in review request 0.0108
Maximum event delay (days) [30] 0.3822
Revision
Number of revision 0.0080
Average delay (days) between revisions [9] 0.0764
Standard deviation of delay between revisions 0.0541
File
Number of modified files in last revision 0.0162
Average number of files per revision [31] 0.0265
Total files size (KB) in last revision 0.2933
Average file size (KB) in last revision 0.2931
Number of files in the last revision 0.0167
Change of file size (KB) in the last revision 0.1248
Average change of file size (KB) in the last revision 0.1474
Code
Lines added in last revision 0.0401
Lines deleted in last revision 0.0302
Lines changed (added or deleted) in last revision 0.0500
Average lines changed (added or deleted) per revision [31] 0.0568
Modification of entropy [32] 0.2426
Author
Number of CRRs on which author has worked before 0.1028
Weighted number of CRRs on which author has worked before (giving less weight to older CRRs) 0.1605
Merge ratio [2]–[4] 0.2965
Number of review requests in current project done by the author 0.0581
Merge ratio in current project by the author 0.1841
Author’s experience [4], [7], [9] 0.2002
Reviewer
Number of reviewers of the review request 0.0776
Average experience of the reviewers [7] 0.7462
Most experienced reviewer’s experience [29] 0.8539
Number of active reviewers 0.0727
Is author in reviewers list 0.0234
Positive review 0.1191
Negative review 0.0590
TABLE III: Performance of six machine learning algorithms at the beginning of the review process on validation and test set
Validation Set Test set
Algo. Prec. Recall F-meas. Acc. Prec. Recall F-meas. Acc.
RF 88.61% 94.73% 0.92 87.96% 88.44% 94.69% 0.91 87.76%
MLP 85.19% 89.08% 0.87 81.78% 85.12% 88.90% 0.87 81.56%
ADB 83.30% 88.56% 0.86 79.84% 83.42% 88.41% 0.86 79.81%
DT 87.70% 88.71% 0.88 83.46% 87.66% 88.58% 0.88 83.46%
GTB 83.60% 90.82% 0.87 81.36% 83.52% 90.40% 0.87 81.00%
KNN 77.50% 87.20% 0.82 73.69% 77.60% 87.32% 0.82 72.75%
∗ AUC = 0.935 for Random Forest
IV. RESULT
In this section, we will discuss the outcome of our study
mentioned in Section I. To compare the performance of
PredCR with the state-of-the-art tool [2], we will also report
the performance metrics of PredCR on the similar dataset used
by Fan et. al.
A. Progress of code change vs. prediction quality
To find out whether the quality of prediction increases
with the progress of the review process, we experiment with
four projects (Eclipse, LibreOffice, GerritHub, and OpenStack)
from our dataset. We consider one of these four as the test
project and the other three for training. We design our experi-
ment this way to eliminate the bias from the test set generated
by their project instances. Note that we have classified some
test examples at the very early stage of their review process
and some at later part of the process. If the accuracy for the
latter group of code changes is higher than the former group,
then we may state that quality of prediction increases with
time. Accordingly, we divide the review requests of test project
into two equal groups. We take snapshots of the first group of
code changes when the author uploads the first patch set. For
TABLE IV: List of keywords for specific features
Features Keywords
Positive
emotion
best, done, fine, good, got it, successful, approve,
merge, alright, congratulation, i confirm, is fine, :) ,
nice, keep up, is still valid, looks good, looks ok,
ready+, thank, verified+
Complexity
?, broken, but, complex, crash, can’t make sure ,
confuse , changed, couldn’t, disagree, failure, expected,
hard, incorrect, i think, i’m thinking, irrelevant,
misunderstand, not sure, not relevant, no opinion, not
reliable, not supported, no longer supported, n’t fix ,
obsolete, obsoleted, ouldn’t, rebased, restored, removed
reviewer, t understand, t help, trying, t find , t know,
untested, unstable, unrelated, unusual, unnoticed, wh
Bug and
lack of
interest
abandon, abort, bad, bug , conflict , crash, error,
exposing, fail, fault, incomplete, problem, already
merged, already exists, fixed elsewhere, cherry-pick,
rebase, t verif, t work, t merge, t build, unfortunately,
wrong, warning, verified-1, lack of interest, no interest,
fixed in another, not needed, no longer, nolonger
the other group, we take snapshots after 50% of their review
duration is expired. For example, let the second group have
two review processes with 50 days and 100 days duration.
We took snapshots after 25 days and 50 days respectively for
them. The second group of code changes is likely to have
gone through multiple revisions and contain information that
might have been produced due to the interactions between the
author and the reviewer. We prepare the training examples in
a similar way that we followed in Section III, i.e., by taking
multiple snapshots of each review requests from its inception
to completion. After preparing the dataset, we applied Random
Forest classifier. We repeated the process for three more times
taking a different group as test each time.
We observed the f-measure of PredCR for both groups
of data. For the first group, f-measure ranges from 0.62 to
0.86 whereas for the second group the value ranges from
0.78 to 0.86. The f-measure of PredCR is 1%-20% higher
for the group having snapshots at 50% review time for all
projects. Since we have considered snapshots taken in two
different progress milestones, we transformed this problem
to a dichotomous variable problem domain. We applied the
Chi-Square test to determine whether there is a significant
difference between the two groups of code changes. For three
(out of four) projects, we observed a statistically significant
difference (Chi-Square, p < 0.001) in the performance of
PredCR on both groups of data.
We also applied all the mentioned (in Section III) supervised
machine learning based algorithms on our test dataset. How-
ever, unlike the result presented in Table III, we took snapshots
at 50% of the review time of code changes. Table V shows
that all the algorithms perform better than the experiments
done with early snapshots. In this case, we also observed
that Random Forest remains the best performing algorithm
for predicting acceptability. Figure 3 shows the results of
the experiments done on our test set. We see that both f-
measure and accuracy increase with time. We took snapshots
at different percentages of review duration and observed that
all performance metrics show similar characteristics.
TABLE V: Performance of six machine learning algorithms
after 50% of the total duration of each CRR on test set
Algo. Preci. Recall F-meas. Accuracy
RF 94.43% 95.14% 0.95 92.75%
MLP 91.32% 89.48% 0.87 86.83%
ADB 91.50% 88.03% 0.90 86.06%
DT 93.35% 89.73% 0.92 86.46%
GTB 91.32% 89.80% 0.91 87.03%
KNN 76.44% 87.66% 0.82 72.75%
∗ AUC=0.96 for Random Forest
TABLE VI: F-measure for different distributions of training
instances
Project TrainingPoject F-meas.
Training
Pojects F-meas.
Android Android 0.93 S\Android 0.77
Carbonrom Carbonrom 0.98 S\Carbonrom 0.82
Chromium Chromium 0.79 S\Chromium 0.71
Cloudera Cloudera 0.95 S\Cloudera 0.85
Eclipse Eclipse 0.96 S\Eclipse 0.79
GerritHub GerritHub 0.93 S\GerritHub 0.76
LibreOffice LibreOffice 0.97 S\LibreOffice 0.83
OpenCord OpenCord 0.97 S\OpenCord 0.88
OpenStack OpenStack 0.91 S\OpenStack 0.72
Unlegacy Unlegacy 0.97 S\Unlegacy 0.89
S = set of all projects
B. Distribution of training instances vs. prediction quality
In this section, we discuss how prediction quality changes
with the distribution of the training examples. We observe the
intra-project and inter-project performance of our tool PredCR.
We also investigate whether the presence of the project(s)
written in the same programming language in the training set
increases the performance of PredCR for the project under
consideration.
To observe the impact of the distribution of training exam-
ples on the performance of PredCR, we experiment and find
out the intra-project and inter-project performance of PredCR.
We randomly separate 20% of the data from a specific project
for testing the performance of PredCR. We train two separate
instances of PredCR. One using the remaining 80% of the
data and the other one using all the projects except the one
under consideration. We repeat this process for all ten projects.
Table VI and Figure 4 show that for all the projects PredCR
performs significantly better if the training instances are from
the same project. However, we achieve 0.71-0.89 f-measure
when the training instances are from entirely different projects.
Therefore, PredCR can be applied to a new project which
might not have any instances in training dataset.
1) Programming language vs. prediction quality: We in-
vestigate whether the presence of the project(s) written in the
same programming language in the training set increases the
performance of PredCR for the project under consideration.
We take four popular languages for experiments such as C,
C++, Java, and Python. Since C and C++ are very similar in
syntax, we keep them in a single group for our experiment.
Table VII shows the test sets having projects written in the
same and also different programming languages in the training
Fig. 3: Performance of PredCR using Random Forest, Gradient Tree Boosting and Decision Tree with the progress of code
review request on test set
Fig. 4: Intra and Inter project F-measure of PredCR
set. We divide the test project’s code changes into two equal
parts. We test one group with the classifier trained with
projects written in the same language as shown in Table VII,
and the remaining group with projects written in different
programming languages using PredCR. Note that a project can
be written in multiple programming languages. We consider
the major ones for our experiment.
TABLE VII: Test projects with same and different program-
ming languages as in training set
Program-
ming
language
Test project
Training project
with same
language
Training project
with different
language
C, C++ Chromium LibreOffice andAndroid
Cloudera and
GerritHub
Python GerritHub Cloudera andOpenCord
LibreOffice and
Chromium
Java Android Cloudera andEclipse
Unlegacy and
LibreOffice
We transformed this problem into a dichotomous variable
problem domain. We applied the Chi-Square test to determine
whether there is a significant difference between the two
groups of code changes. Table VIII shows that the performance
of PredCR is higher for the group trained with projects
written in the same programming language. For C, C++, and
Python null hypothesis is rejected (Chi-Square, p < 0.001)
and we observed a statistically significant difference between
the groups. However, the effect size for all languages is
meager (less than 0.10). Following McGrath and Meyers’ [42]
interpretation of effect size, we can conclude that the presence
of project(s) developed on the same programming language
has minimal impact on the performance of PredCR.
C. Does PredCR perform better than other tools?
To compare our tool to the most recent tool, we found in the
literature proposed by Fan et al. [2], we applied PredCR on
their dataset. They have used different features. Therefore, we
had to mine the data again following the procedure proposed
TABLE VIII: H2: Same programming language vs. accuracy
Lan-
guage
Chi
Square
(χ2)
Perfor-
mance
Metrics
Trained with
same
Language?
Effect
size
(rpb)
Yes No
C, C++ 12.39∗ Acc. 62% 59% 0.039F-meas. 0.72 0.70
Python 14.51∗ Acc. 80% 79% 0.015F-meas. 0.85 0.84
Java 1.23 Acc. 74% 73% 0.009F-meas. 0.72 0.70
∗Statistically significant at p < 0.001 level
by the authors. To reproduce the dataset, we mined the
data from the same period mentioned by the authors. They
designed their model using data from the same project for
training and test phases and experimented with three projects
(Eclipse, LibreOffice, and OpenStack). They achieved 0.87-
0.92 f-measure for merged CRRs and only 0.31-0.41 for
abandoned CRRs. We followed a similar approach to compare
our tool with them.
Table IX shows that we achieved 0.96-0.97 f-measure
for merged review requests and 0.62-0.71 for abandoned
ones. PredCR shows 5.37%-11.4% f-measure improvement for
merged code changes and 27.0%-103% f-measure improve-
ment abandoned code changes.
V. IMPLICATIONS OF THE RESULTS
The following subsections describe the implications of the
results.
A. Quick Reflection on Code Reviews
PredCR can enlighten the management about the newly
started or ongoing code changes. It predicts the consequences
of individual changes as well as presents the whole picture of
one or more projects can be retrieved. We propose to consider
the outcome of PredCR as an early performance metric for
a project that can be utilized to manage a project effectively.
As evident from Figure 3, PredCR achieves 0.94 f-measure
within 15% of code review progress time which is very close
to what is achieved (0.956) after 90% time is passed. Hence,
if the management takes decisive action early based on the
prediction, it hardly hampers the quality of the decision.
B. Actionable Insight for the Management
The expected significant application of this tool is to support
in monitoring code changes by the management. Multiple
reasons may act behind the abandonment of changes including
resource allocation, job environment, and efficiency mismatch
between the author and the reviewer, and even their terms of
relations. Thus, managing the code review is a complex task.
Management can analyze the predicted outcome and consider
taking necessary steps such as change of team formation,
addition or reduction of resources, etc. if the prediction is
negative. Though it is not always prudent to take the final
decision based on PredCR, it certainly helps them to prioritize
and focus on those who need it badly. Note that management
might have to additionally consider factors outside the code
repositories such as organizational strategy, business model,
etc. in the decision making process about a project.
VI. THREATS TO VALIDITY
The following subsections describe four common threats to
the validity of this study.
A. Internal Validity
Project and code review selection tool is the primary threat
to internal validity in this study. We selected ten publicly
available OSS projects for our tool that vary across domains,
platforms, and programming languages and thus is relieved
of potential bias. There are a few popular code review tools.
Though we mined data only from one code review tool
(Gerrit), we believe that this choice has no impact on the
performance of PredCR as we did not use any feature in
our tool which is available to Gerrit only. We can extract
the selected features from any other code review tool (e.g.,
Phabricator, Reviewboard, etc.). Besides, basic workflow (i.e.,
submitting code, reviewing the submitted code, and requiring
approval from reviewer before code integration to the main
code base) and basic purpose (i.e., detecting defects and
improving the code) of most of the code review tools are
similar. Therefore, we can expect that the tool will perform
consistently on the dataset collected from other tools.
B. Construct Validity
We validated our classification model in multiple ways.
We used separate validation and test set to evaluate the
performance of our Random Forest based model PredCR.
In both cases, PredCR performed consistently. We tested the
model with both early-stage and mature code changes, and the
tool performed well irrespective of the types.
Second, overfitting is a potential threat for any supervised
learning based model. We think this threat is minimal in our
tool for two reasons:
1) To combat overfitting, we generated separate validation
and test set and reported the performance of PredCR
on separate test projects. The results we received from
all approaches are pretty similar which indicate better
generalization of the classification algorithm.
2) We have done rigorous experiments on hyper-parameter
settings of the algorithms. We have carefully set the
hyper-parameters to avoid overfitting. We discuss on
parameter tuning in Section III-E.
Thus, we have followed almost all standard procedures
to avoid overfitting. Therefore, we believe that the risk of
overfitting is very low for our model.
Though our model uses the authors’ experience and merge
ratio as features of our classifier, our model works well for
new authors also. Dropping author merge ratio as a feature
shows a drop of 0.03 in f-measure (from 0.95 to 0.92) at 50%
review time on the test set. If we drop both these features,
the f-measure reduces to 0.90. Therefore, we can suggest that
our tool works well for authors with diverse experience and
performance.
TABLE IX: Comparison with tool proposed in [2]
Abandoned Merged
Project Approach AUC Prec. Recall F-meas. Prec. Recall F-meas.
OpenStack Our 0.89 0.94 0.47 0.62 0.94 0.99 0.97
OpenStack Fan et al. [2] 0.74 0.45 0.37 0.41 0.87 0.91 0.89
Eclipse Our 0.89 0.87 0.60 0.71 0.94 0.98 0.96
Eclipse Fan et al. [2] 0.71 0.40 0.39 0.39 0.87 0.88 0.87
LibreOffice Our 0.92 0.80 0.60 0.68 0.95 0.98 0.96
LibreOffice Fan et al. [2] 0.73 0.34 0.29 0.31 0.91 0.93 0.92
Finally, there may be a few factors such as code complexity,
the relationship between an author and the reviewer, etc. that
could influence the performance of code review. However,
there is no evidence that these factors would systematically
bias our measurements. Moreover, we found similar results in
case of all ten projects which indicate that those factors do
not significantly impact the study results.
C. External Validity
The 10 OSS projects that we considered in this study have
diversity in terms of domain, language, age, and governance.
We analyzed a large number of code changes for each project.
On average, we extracted 40k changes from each. All the
projects in this study are mature having sufficient time of
growth and used in practice. To be specific, at least six
out of the ten included projects are practicing Gerrit-based
reviews for more than five years. The results may differ for a
small-scale or less-mature project. However, considering the
diversity and unbiased choice of projects, we believe that the
results are not likely to differ significantly with other standard
projects.
D. Conclusion Validity
We used a large dataset drawn from 10 projects with differ-
ent domain and size. We tested the data for normality before
conducting statistical analyses and performed appropriate tests
based on the results we received. Different machine learning
classifiers produced similar results boosting the confidence
about the validity of the results. We used standard implemen-
tations of the commonly used machine learning techniques for
this study. The results are validated using standard measures
such as randomly selected independent test set. We conducted
statistical significance testing and measured the effect size in
a standard way. Therefore, our study does not have any severe
conclusion validity threat.
VII. CONCLUSION
In this paper, we conduct a comprehensive study to predict
the fate of code changes. We tried various well-known super-
vised machine learning algorithms and carefully tuned their
hyperparameters. We try to include all the factors mentioned
by the previous researchers in our feature set as well as intro-
duce some new ones. Finally, we proposed PredCR, a Random
Forest based tool to predict the fate of code changes, which
outperforms all other tools. We also observe that PredCR
can evolve and it works best when the testing and training
instances come from the same project.
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