Abstract. We study the dynamical behaviour of a smooth vector field on a 3-manifold near a heteroclinic network. Under some generic assumptions on the network, we prove that every path on the network is followed by a neighbouring trajectory of the vector field -there is switching on the network. We also show that near the network there is an infinite number of hyperbolic suspended horseshoes. This leads to the existence of a horseshoe of suspended horseshoes with the shape of the network.
Introduction
Heteroclinic phenomena, such as cycles and networks, have attracted the attention of many authors in the last 25 years. It has been observed that these phenomena are often associated with complex dynamics. Although there are many results on the dynamics arising from the existence of heteroclinic cycles there are still very few analytic results concerning dynamic behaviour induced by a network in its vicinity. These are the main concern of this paper.
We shall think of a heteroclinic cycle as a cycle of (relative) equilibria connected by non-trivial intersections of their invariant manifolds. In this case we say there is a connection between the equilibria. Nearby trajectories may follow along the connections.
In some examples there is more than one heteroclinic cycle for the same dynamical system. When coexisting heteroclinic cycles have a nonempty intersection we talk about a heteroclinic network.
If there are trajectories following along all the sequences of connections in the network, we say there is switching on the network.
We prove switching under generic assumptions on a network. Our approach also shows the existence of a horseshoe of suspended horseshoes with the shape of the network.
There have been examples of robust heteroclinic cycles involving periodic trajectories as well as equilibria, using various symmetry groups and settings. Symmetry is a natural setting for the existence of persistent heteroclinic cycles since, as shown by Field [11] in 1980, symmetry can force non-transversal intersections of invariant manifolds. If the connections between the (relative) equilibria in the cycle are contained in fixed-point spaces, the invariance of these spaces guarantees robustness of the cycle. A review of results on robust heteroclinic cycles up to 1997 can be found in Krupa [21] . See Chossat et al [9] , Ashwin and Chossat [4] , Field and Swift [14] and Dias et al [10] for more recent developments.
The phenomenon of bifurcation from heteroclinic cycles is studied by Campbell and Holmes [7] and Worfolk [28] . In the work of Worfolk, complicated dynamics in the neighbourhood of a perturbed heteroclinic cycle appears due to the existence of Smale horseshoes embedded in the flow. A review of results on the dynamical consequences of some homoclinic and heteroclinic motions in three and four dimensions is described by Wiggins [27] .
Early examples of heteroclinic networks may be found in Melbourne et al [23] , Silber et al [26] , Lauterbach and Roberts [22] , Field and Richardson [13] , Ashwin and Field [5] and Kirk and Silber [20] .
The last authors raise two questions. The first concerns the stability of the heteroclinic cycles that form the network. This issue is also addressed by Brannath [6] who provides necessary and sufficient conditions for heteroclinic cycles to be relatively asymptotically stablegiven that being part of a network prevents them from being asymptotically stable attractors. The second question concerns the dynamics associated with the existence of the heteroclinic network. They conjecture the existence of random switching between the cycles of the network in case the "dynamics along the network include sequences of visits to the equilibria more complicated than those associated with a simple heteroclinic cycle". We prove this conjecture for certain heteroclinic networks.
An example of switching appears in Guckenheimer and Worfolk [18] . In 2003, the phenomenon of switching was introduced by Armsbruster et al [3] as noise-induced. We show the existence of switching without noise.
Numerical evidence of complex behaviour near a network was observed by, for example, Field [15] and Chawanya [8] . An analytic approach appears in Reissner [24] using the context of time-reversible systems, partly to simplify the analysis. We address the problem analytically without the use of reversing-symmetries.
In Appendix A of [15] , Field conjectures that a given dynamical system in R 4 possesses a network of heteroclinic cycles leading to horseshoe dynamics. These conjectures and further discussions with Field, motivated our study of the dynamical system that we present here. We prove Field's conjectures concerning the dynamics and the existence of switching for this example, assuming the existence of numerically observed connections. Our results hold under general assumptions and are therefore not strictly about Field's example.
We conclude this introduction with a description of our results and of their presentation.
Framework of the paper. In the next section we present and discuss some definitions which will be used throughout this paper. The following section contains the description of the dynamical system in Appendix A of Field [15] and its symmetries. Numerical evidence of the connections and the way symmetry can be used to generate the network are described in sections 4 and 5, respectively. The connections between saddles are obtained by numerical integration of the dynamical system. We then use the symmetry of the system to show how all observed connections can be obtained using the group action on a selected set of numerically observed connections. In section 5, we also use symmetry to reduce the original network to a quotient network which will be used in subsequent sections.
Section 6 starts with a technical description of the geometry of the Poincaré map near the connections. This is then used to establish switching and dynamics-related results. Assuming the existence of the heteroclinic connections, we prove: the existence of horseshoe dynamics in a neighbourhood of heteroclinic cycles in the network; switching both at every node of the network; and switching on the network. Beyond the initial conjectures of Field, the existence of switching on the network amounts to proving that all the connections of the network are realized by nearby dynamics. These proofs rely on some general hypotheses on the dynamical system (which are satisfied by generic systems besides the one studied in [15] ). We make a couple of more restrictive hypotheses to include some resonances present in this particular dynamical system. The resonance-related hypotheses are not essential for the proof, which holds without them although with dirtier calculations. We also note that although for Field's example there are two pairs of complex eigenvalues, one pair is enough to guarantee the existence of switching and horseshoes.
The results of section 6 are presented in five subsections. In the first subsection we show the existence of switching at every node of the quotient network. In the following two subsections, we prove the existence of suspended horseshoe dynamics in the neighbourhood of heteroclinic cycles of the quotient network, with all the usual consequences for the dynamics. In actual fact, we prove that there exists an infinite number of hyperbolic suspended horseshoes. Subsection 6.3 contains the proof of the hyperbolicity of the Poincaré map. This guarantees that invariant sets persist under symmetry-breaking perturbations. Hence, the horseshoes and switching persist generically. Switching on the network is proved in subsection 6.4 and we relate the results obtained to the notion of shadowing in the last subsection of section 6.
The final section of this paper is devoted to showing how results obtained for the quotient network translate to the original setting. We show that the switching obtained in the quotient network can be lifted to the original network, thus proving that all the connections of the original network are realized by the dynamics.
Preliminaries
Let X be a smooth vector field on R m . Suppose that A is a compact invariant set for the flow of X. Following [15] we say that A is an invariant saddle if both W s (A) \ A and W u (A) \ A contain A. Notice that invariant saddles do not have to be hyperbolic, although in our example they are.
We say saddles A 1 and A 2 are a pair of connected saddles if there exists a connection from A 1 to A 2 . A connection from saddle
. Let {A i , i = 0, . . . , n − 1} be a finite ordered set of mutually disjoint invariant saddles for the vector field X. If there are connections [A i → A i+1 ] for i = 0, . . . , n − 1 (mod n) then we say that
is the heteroclinic cycle determined by {A i }.
We think of a heteroclinic network, usually denoted by Σ, as a finite union of heteroclinic cycles. The saddles defining the heteroclinic cycles and network are called nodes of the network and we denote them by n i . We define a subnetwork as a network consisting of the union of fewer cycles, not necessarily involving a smaller number of nodes. We shall assume that the network is connected. The disconnected case is a disjoint union of connected networks. This is a loose definition. In the literature, several definitions have appeared, mostly due to the different needs of the issues addressed. See Field and Richardson [13] , Field [15] , Kirk & Silber [20] and Dias et al [10] where the expressions web, complex and network are used for roughly the same concept.
Ashwin & Field present in [5] a definition of heteroclinic network that generalizes the definitions of heteroclinic network thus far, and introduce the concept of depth in the network. They define a heteroclinic network as a flow-invariant set that is indecomposable but not recurrent.
Their definition covers many previously discussed examples of heteroclinic behaviour but not the Shilnikov network of Field's example in ( [15] , appendix A) that we study here as we establish the existence of an infinite set of recurrent points in the neighbourhood of the network.
Let Σ be a network with a finite set of nodes. We define a path on Σ as a bi-infinite sequence (c j ) j∈Z of connections in Σ such that c j = [n j−1 → n j ], with n j nodes of Σ.
We say there is switching at a node n if, for any neighbourhood of a point in a connection leading to node n, trajectories starting in that neighbourhood will follow along all the possible connections forward from n.
Let N Σ be any neighbourhood of a network Σ and U n arbitrary neighbourhoods of the nodes n ∈ Σ. For every connection contained in Σ, let p be an arbitrary point on it and consider an arbitrary neighbourhood U p of each p. We say there is switching on the network if, for each path (c i ) i∈Z contained in Σ, there is a trajectory x(t) ⊂ N Σ and sequences (t i ), (s i ) with t i−1 < s i < t i such that x(s i ) ∈ U p i and x(t i ) ∈ U n i , where p i ∈ c i .
We remark that switching at every node is not enough to guarantee the existence of switching on the network. In fact, the latter is a much stronger concept. with x = (x 1 , y 1 , x 2 , y 2 ) and real parameters λ, β and γ. These equations are studied by Field [15] as a counterexample to the maximal isotropy subgroup conjecture. We describe some of its properties and refer the reader to appendix A of [15] for more details.
Identifying R 4 ≈ C 2 we may rewrite the equations in complex coordinates (z 1 , z 2 ) where z j = x j + iy j , j = 1, 2. With this notation, the family (1) is equivariant by the discrete group Γ of order 40 generated by
where ω = e 2πi 5 . We denote by < g > the subgroup generated by an element g ∈ Γ. There are five copies of each of the following proper fixed-point spaces ( [15] , Lemma A.7):
From now on we fix parameter values as follows:
For these parameter values the cubic term of (1) is contracting (Lemma A.10 of [15] ). By the Invariant Sphere Theorem ( [12] , [15] ) the dynamics of (1) can be reduced to an invariant three-dimensional sphere that is globally attracting in the sense that every trajectory except the trivial equilibrium is forward asymptotic to the sphere. The invariant sphere can be obtained as the graph of a function from the unit sphere in R 4 into R + . In the particular case β = −γ this function is constant and thus the topological sphere is indeed the geometric sphere of radius √ λ. We restrict our attention to the flow on the topological sphere, denoted S 3 . The following results on the dynamics on the fixed-point spaces are relevant for later sections.
• Each one of the axes L 1 and L 2 meets S 3 at two equilibria, ±a(λ) and ±b(λ) respectively. These are the only nontrivial equilibria on P 1 ([15] , Lemma A.11).
• For the flow restricted to P 1 , the points ±b(λ) are sinks, ±a(λ) are saddles ( [15] , Lemma A.14); see figure 1.a).
• The intersection of S 3 with the plane P 1 consists of four arcs formed by trajectories joining ±a(λ) to ±b(λ); see figure 1.a).
• In the restriction to S 3 , dim(W u (b(λ))) = 2 and dim(W s (a(λ))) = 2 and both W u (b(λ)) and W s (a(λ)) are transverse to the plane P 1 ([15] , Lemma A.14).
• There are no nontrivial equilibria on the plane P 2 ( [15] , Proposition A.15). The intersection of P 2 and S 3 is a periodic trajectory, c(λ), that attracts all points in P 2 − {0}.
• The only equilibria of (1) are the origin, ±s n a(λ) and ±s n b(λ) (n = 0, ..., 4).
The dynamics in the conjugates by Γ of these fixed-point spaces is similar.
Field conjectures the existence of a heteroclinic network involving a(λ), b(λ), c(λ) and all their conjugates and that there is chaotic dynamics near the network. Numerical evidence for such a network is discussed in the following two sections. The existence of chaotic dynamics near the network is left for the last sections.
Numerical evidence of connections
From now on we assume λ = 1 fixed and we omit references to λ in the text, using a = a(1), b = b(1), c = c(1).
In our numerical study we used the dynamical systems package Dstool(Dynamical systems toolkit) [17] , incorporating a C-routine of Aguiar [1] . For each Dstool computation of a trajectory, with given initial conditions, the C-routine gives as output a sequence that identifies the invariant saddles near the trajectory. See [1] for details, including the C-routine.
The sequences produced give evidence of the existence of several connections. We single out the following:
with s the element of Γ defined in (2).
As we show in the next section, the connections listed above, together with the symmetry of the problem, suffice to produce all the connections observed numerically as well as to construct a heteroclinic network Σ.
Note that we do not know the multiplicity of these connections. This seems to be impossible to determine numerically.
The periodic trajectory c on the plane P 2 is a hyperbolic saddle whose unstable manifold may have dimension 2 or 3. Numerical computations with GAIO(Global Analysis of Invariant Objects) (Junge [19] ) indicate that the unstable manifold of the periodic trajectory is two-dimensional.
In the cases where invariant manifolds of dimension ≥ 2 of two equilibria intersect, numerical computations with GAIO indicate that the intersection is tranversal.
Symmetries and heteroclinic networks
Given a connection in (1), the symmetry can be used to obtain other connections. When applied to the connections obtained numerically, it produces a heteroclinic network.
Let X be a smooth vector field on R m . Consider a pair of connected saddles A 1 , A 2 for X. Let Γ be a discrete Lie group acting on R m . If X is Γ-equivariant, then for g ∈ Γ we have
Thus we have an action of Γ in the set consisting of pairs of connected saddles together with the connections between them. The group Γ acts on Γ(
. The connections we can obtain by symmetry from [
For the group Γ and the saddles a, b, c of section 3 the isotropy subgroups and orbits are listed in table 1.
saddle group orbit isotropy subgroup a {±s n a} t b {±s n b} −t c {s n c} −I, t Table 1 . Isotropy subgroups and orbits for the saddles a, b, c of (1).
The 220 pairs of connected saddles listed in table 2 were obtained by computing the Γ orbits of the pairs of section 4. No other pairs of connected saddles were found numerically.
As an illustration on the use of symmetry to obtain new connections, we derive the second row of table 2. The isotropy subgroups for b and sa can be read from table 1 and using the relation ts 2 = st so that we get Γ sa =< ts >. Thus, Table 2 . New connections between pairs of connected saddles generated by symmetry.
Theorem 1. Consider a vector field X having invariant saddles a, b, and c and the original connections in the first column of table 2. Let Γ be the finite group of section 3. If X is Γ-equivariant, then it has a heteroclinic network Σ involving all the invariant saddles of Γ({a, b, c}) and all the pairs of connected saddles in table 2.
Proof: Since the symmetry group is finite, given the original connections we get by symmetry a finite number of connections which are given in table 2. For each invariant saddle there is at least one connection starting and at least one connection ending at that saddle. Thus there are sequences of connections starting and ending at the same invariant saddle and every connection belongs to at least one of those sequences. Each sequence of connections gives a heteroclinic cycle. The union of all the heteroclinic cycles is a heteroclinic network involving all the invariant saddles of equations (1).
If there are more connections involving the saddles of Γ({a, b, c}) then, by the same method, we obtain a larger network of which Σ (in theorem 1) is a subnetwork.
Remark: The pairs of connected saddles in Γ({a, b, c}) × Γ({a, b, c}) that were not found correspond to:
where g 1 , g 2 are arbitrary elements of Γ, k, n ∈ Z (mod 5) and n = 0.
5.1. Quotient network. Suppose there are no connections besides those of table 2 and that there is only one connection for each pair of connected saddles. A considerable simplification is obtained if we restrict our attention to the subnetwork corresponding to the conjugates of the equilibria a, b. This reduces the number of pairs of connected saddles from 220 to 100. The subnetwork of equilibria is already interesting from the point of view of the dynamics and, henceforth, we restrict our attention to this subnetwork. A further reduction consists in identifying some of the points in a group orbit, as we proceed to describe.
The subgroup G =< s, −I >⊂ Γ acts freely on R 4 and on the invariant sphere S 3 . We work on the orbit space S 3 /G, a three-dimensional manifold. The restriction of (1) to S 3 defines a quotient vector field on
The invariant circles with four equilibria in the group orbit of S 3 ∩ F ix(< t 2 >) by Γ drop down to an H-invariant circle with two equilibria A, B in S 3 /G (see figure 1 ). Note that these equilibria correspond, respectively, to the group orbits Γ(a) and Γ(b), since ta = a and tb = −b. The equilibria A and B are fixed by H and semicircles are interchanged by H. More importantly, the group H acts freely on the two-dimensional stable and unstable manifolds of A and B.
Thus, the 20 connections in S 3 forming the G-orbit of the two connections [a → ±b] drop down to two connections from A to B in S 3 /G. Consider one of the connection [b → sa]. As we have already seen its H-orbit has four elements. The G-orbit of these four connections consists of 40 connections in S 3 that drop down to four connections from B to A in S 3 /G (given by the action of H). Yet another four connections drop down from the 40 pairs in the orbit of [b → −sa].
In conclusion, the heteroclinic network between the 20 equilibria in S 3 drops down, by the reduction to the orbit space S 3 /G, to a quotient heteroclinic network between the two equilibria A and B. There are two connections from A to B and eight connections from B to A as shown in figure 1. These are representatives of all the connections in the subnetwork of equilibria. 
The Poincaré map
In this section we describe the geometry of the flow in a neighbourhood of a network involving two equilibria A, B, like the quotient network of subsection 5.1. We are concerned with persistent behaviour and thus many of the calculations are illustrated for a particular case. The results hold for any network with a similar structure, so we state the properties that are going to be used.
(H0) Let X be a smooth vector field in a 3-manifold with two equilibria A, B.
Let λ e and α e ± iβ e be the eigenvalues of the linearization of X at e = A, B. We consider
Hypotheses (H1) (H2) and (H3) are satisfied at the equilibria of (1). The results of this paper still hold if the eigenvalues do not satisfy (H2) and (H3), with slightly more complicated proofs. A saddle with a pair of complex eigenvalues in R 3 will not have resonances of order 1. By theorem 1 in Samovol [25] , the flow is C 1 linearizable around each equilibrium. In fact, the only obstruction to C 1 linearization would come from terms of degree 2, which do not exist here.
In neighbourhoods N e of e, e = A, B we choose coordinates for which the flow is linear, with the equilibrium at the origin and such that the local stable and unstable manifolds are either the horizontal plane or the vertical axis. Using polar coordinates r, θ in the horizontal plane and z for the vertical axis, we have for A:
and for B:
Inside each neighbourhood N e , e = A, B we consider cylindrical neighbourhoods of the equilibria, delimited by the surfaces: Let p 1 , p 2 ∈ W A 0 be two of these connection points (possibly the same) and consider neighbourhoods p 1 ∈ R 1 and
In what follows we define a Poincaré map Ψ for the points in R 1 whose image by the flow follows the connection of the positive halfaxes in (H4) and then returns to R 2 along one of the connections in (H6). The Poincaré map will be the composition of transition maps (see Figure 2 ) Ψ = φ BA • ϕ B • φ AB • ϕ A , that are locally defined in neighbourhoods of the connections. The maps are not defined at all points of the walls W e and tops T e of the cylinders, nor for the whole neighbourhood R 1 , but roughly speaking they are as in Figure A similar return map can be defined when the flow goes through the bottom B e of the cylinders with analogous results. First we explore the
For e = A, B we parametrize the cylinder walls W e , e = A, B by (x, y) → (r e , x, y) = (r e , θ, z) with x ∈ W e 0 being the azimuthal direction θ. The cylinder tops T e are parametrized in polar coordinates by (r, θ) → (r, θ, z e ), r > 0. For p = (x 0 , 0) ∈ W e 0 we define a rectangle centered at p as the set Φ(x, y) = (Φ 1 (x, y), Φ 2 (x, y)) = (x + c 1 ln y + c 2 , y) .
Proof: Choose coordinates (x, y) in W A as above, with p at the origin x = y = 0. It is sufficient to show the result for R p and R q arbitrary rectangles centered at p and q respectively.
Since the flow has been linearized in N e and using (H1) the expressions for ϕ e in these coordinates are:
= (x, y).
Without loss of generality, we take φ AB to be the identity map. With the simplifying assumptions r A = r B and z A = z B = z 1 we get the coordinates (x, y) of Φ:
where
By the hypotheses (H1, H2), c 1 < 0 and by (H1, H3) we have c 3 = 1, c 4 = 1. Hence, Φ(x, y) = (x + c 1 ln y + c 2 , y). Thus, Φ maps a vertical segment (x 1 , u), 0 < u < y 0 on the wall W A into a helix that winds around W B and accumulates on the circle W B 0 as u → 0 -see Figure  3 . The image of another vertical segment, Φ(x 2 , u), 0 < u < y 0 may be obtained from that of the first segment by displacing the helix around the cylinder by an angle ( Note that if we had taken the rotation in N B with the opposite orientation, then the two rotations in ϕ A and ϕ B would cancel out and we would obtain the identity map as the first order approximation of Φ. We adapt the definition of horizontal and vertical strips in Guckenheimer and Holmes [16] , chapter 5 to serve our purposes:
In a rectangle
for some 0 < µ < 1. Similarly, a horizontal curve y = h(x) is one for which
Given two nonintersecting vertical curves v 1 (y) < v 2 (y), y ∈ [−h, h] and two nonintersecting horizontal curves h 1 (x) < h 2 (x), x ∈ [−w, w], we define vertical and horizontal strips, respectively, as
Note that, in some instances, we shall use the generic word strip for a subrectangle. Proposition 3. Let X be a vector field satisfying (H0-H6). Let p 1 , p 2 ∈ W A 0 be points in the connections [B → A] (in the same or in different connections). Then, for sufficiently small rectangles R p j ⊂ W A centered at p j of width w j , j = 1, 2, there are two sequences (z i ) and (y i ) with lim i→∞ z i = 0 and 0 < y i+1 < z i+1 < y i < z i such that the transition map Figure 4 . Geometrical setting of Proposition 3.
a vertical strip across R p 2 . Moreover, in suitable coordinates in R p 1 and R p 2 we may take in each strip:
where the constants c 1 < 0 and c 2 are the same as in Proposition 2.
Proof: Let q ∈ W B 0 be such that the trajectory through q arrives at p 2 -see Figure 4 . We choose local coordinates (x, y) in W A and W B with p 1 and q at the origin, so
Let h 2 and w 2 be the height and width, respectively, of R p 2 and consider a rectangle R q ∈ W B centered at q, of height h 3 = w 2 and width w 3 = h 2 .
First we obtain strips in R + p 1 that are mapped by Φ across R q . Using the expression (7) for Φ, let z i be the largest value of u such that Φ 1 (w 1 , u) = −w 3 (mod 2π) with 0 < u < y i−1 (for i = 1 take 0 < u < min{h 1 , h 3 }). This value always exists, since u → Φ(w 1 , u) makes a complete turn around the cylinder when Ky i−1 ≤ u ≤ y i−1 as remarked at the end of the proof of Proposition 2. Now we take y i as the largest value of u such that Φ 1 (−w 1 , u) = w 3 (mod 2π) with 0 < u < z i . Thus Φ maps the horizontal strip [−w 1 ,
We may assume, by shrinking the rectangles if necessary, that R q is contained in a flow-box around the trajectory connecting q to p 2 . The map φ BA is well defined in R q . It follows that Ψ is well defined in the strips [−w 1 ,
Take coordinates (x,ỹ) in W A near p 2 with p 2 at the origin. As a simplification, we assume φ BA is a rotation of π/2 and take q at the origin of the coordinates in W B , to obtain using (7): (8) Ψ(x, y) = −y, x + c 1 ln
where c 1 = 0 as before. The expression for Ψ is well defined only when Φ(x, y) is near q and its coordinates are both defined modulo 2π. Since R p 2 is the image by φ BA of R q and h 2 = w 3 , a strip Figure 5 . Geometry of the return map in Proposition 3 6.1. Switching at nodes. We are now able to describe the dynamics in a neighbourhood of a network such as the quotient network of subsection 5.1. We start with switching at the nodes. The result is implicit in Propositions 2 and 3.
Theorem 4. There is switching at the two nodes of a network of a vector field satisfying (H0-H6).
Proof: First we show that switching at A follows directly from (H0), (H1) and (H6). Let q be a point in one of the connections [B → A]. Any sufficiently small neighbourhood of q is contained in a flow-box around the connection and so it is mapped by the flow into W B either in small positive or in small negative time, so we may suppose q ∈ W B . Any neighbourhood of q contains a connected arc N 0 such that q ∈ N 0 ⊂ W B 0 . Transversality of the intersection of the 2-manifolds implies that there are points in N 0 that are mapped by the flow into W Next, we use (H0), (H1), (H4) and (H5) to obtain switching at B. Points in a neighbourhood of the connection from T A to T B are mapped by the flow into a neighbourhood of the origin of T B . Consider any ray (r, θ 0 ) in T B , θ 0 fixed, 0 < r < r 0 . Using (6) it is easy to see that this ray is mapped by ϕ B into a helix, similar to those in Figure 3 Note that to establish switching at A, we have exhibited trajectories that lie in W u (B) and therefore these trajectories do not follow the network in negative time. This exemplifies the fact that switching at all nodes does not guarantee switching on the network. We are not using all the information available, as will be clear in subsection 6.4 below.
6.2. Horseshoe geometry. Now we address the special case of points in a neighbourhood of a connection [B → A] that return to a neighbourhood of the same connection. This corresponds to the case p 1 = p 2 in Proposition 3.
The next result shows that the return map Ψ has the geometrical behaviour of a horseshoe. We use the same coordinates as in the proofs of Propositions 2 and 3. In these coordinates we have obtained an expression for Ψ and the expression is the same, independently of the connection considered.
Corollary 5. Let X be a vector field satisfying (H0-H6). Let p ∈ W A 0 be a point in one of the connections [B → A] and R p a rectangle centered at p. Then, there is a rectangle R = [−ν, ν] × [y, z] ⊂ R p with ν > 0 and z > y > 0 such that there are two horizontal strips H i ⊂ R, i = 1, 2 such that Ψ is well defined in each strip H i and Ψ(H i ) ∩ R is a vertical strip across R .
Proof: Reducing R p if necessary, suppose it is sufficiently small so we may apply Proposition 3 with p = p 1 = p 2 and R p = R p 1 = R p 2 , w = w 1 = w 2 to obtain two sequences (z j ) and (y j ). The result follows from Proposition 3.
We point out that the horseshoe in Corollary 5 lies between heights y and z. Applying the Corollary to another rectangle R p of height less than y, we obtain another horseshoe, and therefore there is an infinite number of horseshoes accumulating on the connection. 6.3. Hyperbolicity. Let Ψ be the transition map from a strip contained in a rectangle centered at a connection point into another rectangle centered at another connection point. We have seen in the proof of Proposition 3 that in suitable coordinates these maps all have the same expression.
In this section we show that Ψ is hyperbolic in the sense defined below. When Ψ is a return map on a rectangle centered at a connection point, i.e. when the two connection points are the same, this guarantees that the invariant sets of the Poincaré map Ψ are Cantor sets, where the dynamics is conjugated to a shift on infinite sequences of two symbols. Hyperbolicity of the transition map Ψ between different rectangles is important to establish persistence of the dynamics and switching on the network, and will be used in 6.4 below.
We say that Ψ is hyperbolic at a point (x, y) if both Ψ and Ψ −1 are well defined at (x, y) and if there is δ, 0 < δ < 1 such that, in suitable coordinates:
• The sector-bundle
Theorem 6. Assume hypotheses (H0-H6) hold. Let p 1 , p 2 ∈ W A be connection points and let R p i be open rectangles of height h ≤ −c 1 /2 centered at p i . Then the Poincaré map Ψ from R p 1 to R p 2 is hyperbolic at all points in R p 1 where it is well defined.
Proof: Let p = p 1 . It is sufficient to verify hyperbolicity at points (x, y) in the strips of Proposition 3 but we will consider any point (x, y) in R p .
Using (8) at a point (x, y) ∈ R p , we get
Note that the symmetry (w 1 , w 2 ) → (w 2 , w 1 ) transforms DΨ into DΨ −1 . Therefore all results proved for DΨ hold for DΨ −1 with coordinates interchanged.
We obtain explicit expressions for the eigenvalues and eigenvectors of DΨ in Lemma 7 below. The invariance of sector bundles is shown in Lemma 8 and the expansion property in Lemma 9.
Lemma 7. Under the conditions of Theorem 6, the derivative DΨ |(x,y) at a point (x, y) ∈ R p , such that 0 < y < −c 1 /2, has real eigenvalues µ u and µ s satisfying µ u < −1 < µ s < 0 with eigenvectors v u = (−µ s , 1) corresponding to µ u , and v s = (1, −µ s ) corresponding to µ s .
Proof:
The eigenvalues of DΨ |(x,y) can be computed directly:
Since 0 < y < −c 1 /2, the two eigenvalues are real. That µ s < 0 follows from c 1 2y
Since c 1 /2y < −1 and 1 + 1 − 4
> 1 it follows that µ u < −1. On the other hand, it is easy to check the µ s > −1 is equivalent to c 1 /2y < −1. An eigenvector of DΨ |(x,y) corresponding to the eigenvalue µ has the form (−1/µ, 1). The expressions for v u and v s follow since µ s µ u = det DΨ |(x,y) = 1. Choose the invariant sectors S u , near the vertical direction, and S s , near the horizontal direction, and define them as above.
Lemma 8. With the hypotheses of Theorem 6, with
Proof: We show the invariance of S u ; the result for S s follows by symmetry. It is sufficient to show that (δ, 1) and (−δ, 1) are mapped by DΨ |(x,y) inside the same component of S u -the invariance follows by linearity.
Since (x, y) ∈ R + p it follows that d = c 1 /2y < −1. With this notation the eigenvalues of DΨ |(x,y) are
Consider first the image of (δ, 1), given by (
u . Analogously, we show that the image of (−δ, 1), given by (w 1 , w 2 ) = (−1, −δ + 2d), lies in S u . Finally, since both v 2 and w 2 are negative, they lie in the same component of S u , proving the result.
Proof: We show the result for S u and DΨ, the other case follows from symmetry. We have DΨ |(x,y) (v 1 , v 2 ) = (ω 1 , ω 2 ) = (−v 2 , v 1 + 2dv 2 ) with d = c 1 /2y. The expansion condition is
For this it is sufficient to show that (δ, 1) and (−δ, 1) lie in the same component of the sector defined by δ|v 1 + 2dv 2 | ≥ |v 2 |.
The roots of δ 2 +2dδ+1 = 0 are −µ s and −µ u and so −(δ 2 +2dδ+1) > 0 if −µ s < δ < −µ u . It follows that (δ, 1) lies in the v 2 > 0 component of the sector.
Analogously, we prove that (−δ, 1) lies in the v 2 > 0 component of the sector.
Corollary 5 and the case p 1 = p 2 = p of Theorem 6 guarantee the existence of horseshoe dynamics near the heteroclinic cycles in the quotient network. Near each cycle there is a suspended horseshoe that meets W A in a Cantor set. See Guckenheimer and Holmes [16] , chapter 5 and Wiggins [27] , chapter 2.
Remark. By (H6) there is a flow-invariant neighbourhood of the connection through p that meets W A in R p . Using (H5), and by the stronger version of switching at A in the proof of Theorem 10 below, it follows that the suspended horseshoe is captured by the union of N A , N B and the two flow-invariant neighbourhoods of the connections. file SwitchNet.tex In the coordinates we are using, + is the origin of T A . A path in Σ visits the nodes A and B alternately since there are no connections from a node to itself. Thus, paths in Σ may be represented by sequences (a n ) n∈Z where a 2n ∈ {p 1 , . . . , p m } and a 2n+1 ∈ { + , − }.
The following stronger version of switching at the node A holds. Given h > 0, with h < z A , consider the cylinder of height h in W + A ; in coordinates (x, y) on W A this is {(x, y) : 0 ≤ y ≤ h}. Using the expression for ϕ A in the proof of Proposition 2, it is easy to see that this cylinder is mapped inside a disk of radius r(h) in T A such that lim h→0 r(h) = 0 (actually, r(h) is an increasing function of h, with r(0) = 0). Similarly, a cylinder of height h in W − A is mapped inside a small disk in B A .
Let R p j be the rectangle centered at p j of height h and width w. Points in R + p j follow paths corresponding to the partial sequence a 0 , a 1 = p j , + and those on R 
is a Cantor set of points where the return to R p j is well defined in forward and backward time for arbitrarily large times. The dynamics of Ψ in the invariant set Λ is conjugated to a full shift on the 2m symbols, (p j , l ) that represent paths in Σ. Each point in Λ will correspond to the path on the network that it follows in forward and backward time. This establishes the switching. 
] at the same node N of a network Σ can be seen as a pseudo-orbit of X, by removing the parts of the connections that lie near N . Switching at N means that these pseudo-orbits can be shadowed.
A path on Σ can also be seen as a pseudo-orbit of X, with infinitely many discontinuities. Switching on Σ means that these infinite pseudoorbits can also be shadowed.
This shadowing does not respect the time parametrization: the shadowing trajectory will have to spend some time near the node and this will introduce a time delay for each node. It might be possible to control the delay when shadowing a finite pseudo-orbit, by introducing bounds on the distance to the node.
For the discrete dynamical system defined by the return map Ψ, consider representative points {p 1 , . . . , p m } = W A 0 ∩ W u loc (B) of the connections [B → A] defined in the proof of Theorem 10. Switching on the network means that any sequence (a n ) n∈Z of points a n ∈ {p 1 , . . . , p m } can be shadowed by an orbit of Ψ. Moreover, the shadowing orbit may 
Lifted dynamics
In this section we describe the consequences of the results obtained in the previous section to the dynamics of the original flow. We discuss how to lift the dynamics from the quotient to the original network of equilibria.
For clarity we list next the attributes of the original vector field X that are going to be used here. All these have already been discussed for the vector field (1) with parameters satisfying (3), and the network of equilibria Σ given by the first two rows of Table 2 .
♠ The finite group Γ acts orthogonally on S 3 , with a subgroup G acting freely on S 3 . X is a Γ-equivariant vector field on S 3 with a Γ-invariant network of equilibria Σ. For any two nodes n 1 , n 2 in Σ there is at most one trajectory connecting n 1 to n 2 in Σ. The only element of G that fixes a node in Σ is the identity. Under these asumptions we may lift Theorem 4 to the original network:
Corollary 11. Let X be a vector field on S 3 with a network of equilibria Σ satisfying ♠ and suppose the quotient networkΣ = Σ/G on S 3 /G for the quotient vector fieldX = X/G satisfies (H0-H6). Then there is switching at each node of Σ.
Proof: This follows from the same arguments used in the proof of Theorem 4, after lifting Propositions 2 and 3 to the original vector field. Instead of repeating the arguments we note that since the action of G is free, then for each node n in Σ the natural projection π : S 3 −→ S 3 /G is a diffeomorphism that maps a neighbourhood of n onto a neighbourhood of π(n). Local behaviour of the flow, like switching at node n, is preserved by π and by its local inverse.
Switching on the network is not a local property and thus its lifting requires more work. We start by lifting paths on the network. Lemma 12. Let X be a vector field on S 3 with a network of equilibria Σ satisfying ♠ and letΣ = Σ/G be the quotient network on S 3 /G for the quotient vector fieldX = X/G. Then any two paths on Σ that coincide in one node and that drop down to the same path onΣ are the same. Theorem 13. Let X be a vector field on S 3 with a network of equilibria Σ satisfying ♠ and suppose the quotient networkΣ = Σ/G on S 3 /G for the quotient vector fieldX = X/G satisfies (H0-H6). Then there is a suspended horseshoe in any neighbourhood of each cycle in Σ.
Proof: When we iterate Ψ we are following along a simple cycle in the quotient network: by Corollary 5 and Theorem 6 the quotient flow is a suspended horseshoe. From Lemma 12 it follows that the simple cycle lifts to a finite number of disjoint simple cycles in Σ. By the remark at the end of section 6.3, the suspended horseshoe is contained in flow-invariant neighbourhoods of the connections. The suspended horseshoe lifts to a suspended horseshoe that follows the lifted cycle. Theorem 14. Let X be a vector field on S 3 with a network of equilibria Σ satisfying ♠ and suppose the quotient networkΣ = Σ/G on S 3 /G for the quotient vector fieldX = X/G satisfies (H0-H6). Then there is switching in Σ.
Proof: Without loss of generality, consider a Γ-invariant neighbourhood N Σ of Σ, and take a Γ-invariant set of neighbourhoods of the nodes in Σ. These drop down to neighbourhoods NΣ, N A , N B ofΣ and of A and B respectively. The results of section 6 hold in these neighbourhoods, reducing them if necessary. Again without loss of generality, consider a Γ-invariant set of representative points of the connections in Σ and a Γ-invariant set of their neighbourhoods, that drop down to representative points q j , j = 1, . . . , 10 of all the ten connections inΣ and neighbourhoods N q j of the q j .
Start with a path ([m j−1 → m j ]) j∈Z on Σ that drops down to a path ([M j−1 → M j ]) j∈Z onΣ.
By Theorem 10 the quotient path can be shadowed, inside NΣ, by a trajectoryx(t) of the quotient vector fieldX. More precisely, if p j is the representative point p j ∈ {q 1 , . . . , q 10 } that lies on the connection [M j−1 → M j ], then there are sequences (t j ), (s j ), j ∈ Z with t j−1 < s j < t j , such thatx(s j ) ∈ U p j andx(t j ) ∈ U M j .
Let x 0 be a point in the neighbourhood of m 0 ∈ S 3 satisfying π(x 0 ) =x(t 0 ) ∈ U M 0 , and let x(t) be the trajectory of X satisfying x(t 0 ) = x 0 , and thus, π(x(t)) =x(t). Using hypotheses (H5) and (H6), Theorem 10 can be stated and proved with flow-invariant neighbourhoods of the connections. The proof is complete since, by arguments like those in the proof of Lemma 12, x(t) follows the path ([m j−1 → m j ]) j∈Z .
