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1. Introduction
In this corrigendum, we correct some mistakes made in the above paper, in which we
neglected the existence of possible negative eigenvalues for the simplest Sturm–Liouville
problem, when q = 0. Thus the conclusions (Theorems 1.1 and 3.7) were valid only for
Dirichlet boundary conditions. However, non-Dirichlet boundary conditions can still be
tackled.
2. Scalar case
We first consider the scalar case. Consider
−y′′ + q(x)y = λy, (2.1)
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y(0) cosα + y′(0) sinα = 0,
y(π) cosβ + y′(π) sinβ = 0, (2.2)
where q ∈ L1(0,π), α,β ∈ [0,π). Also let N2 = {n2: n ∈N} and let σ(q) be the spectrum
for the potential function q . We restate Theorem 2.1 as follows.
Theorem 2.1′. For the Sturm–Liouville problem (2.1) and (2.2), when q = 0, N2 ⊂ σ(0) if
and only if α = β . In that case,
σ(0) =
{
N
2 ∪ {− cot2 α}, when α > 0,
N
2, when α = 0.
Proof. When q = 0, we let the general solution be
y = c1 cos
√
λx + c2 sin
√
λx√
λ
,
where c1c2 = 0. So y(0) = c1, y(0) = c2. Then we substitute the general solution into the
boundary conditions to obtain a system of linear equations in c1 and c2. The system has a
solution if and only if (cf. (2.3))
(λ sinα sinβ + cosα cosβ) sin(
√
λπ)
λ
+ √λ sin(β − α) cos(√λπ) = 0.
Hence if
√
λ ∈N, then α = β . Conversely if α = β , then
(
λ sin2 α + cos2 α) sin(
√
λπ)√
λ
= 0.
Therefore
√
λ ∈N or λ = − cot2 α. Thus σ(0) =N2 ∪{− cot2 α} when α > 0; when α = 0,
σ(0) =N2. 
Definition.
(1) S(α) =
{
N
2 ∪ {− cot2 α}, when α > 0,
N
2, when α = 0 .
(2) We say q ∈ L1 satisfies the condition C(α) if ∫ π0 q(x) cos 2x dx = 0 when α = 0, or∫ π
0 q(x)e
−2x cotα dx = 0 when α > 0.
Theorem 1.1′. Assume that α = β ∈ [0,π). Then σ(q) = S(α) and q satisfies condition
C(α) if and only if q = 0 in L1.
Proof. The previous proof works when α = β = 0. When α = β > 0, we use the Rayleigh–
Ritz formula to show that e−x cotα is indeed the first eigenfunction. Let y = e−x cotα . Then
2
∫ π
0 −yy′′ dx +
∫ π
0 qy
2 dx 2
∫ π
0 q(x)e
−2x cotα dx− cot α  〈y, y〉 = − cot α + ∫ π0 e−2x cotα dx .
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and (2). Therefore q = 0 in L1. 
Remark. The above theorem also works for α = β = π2 , in which case S(π2 ) = N2 ∪ {0},
and q satisfies C(π2 ) if and only if
∫ π
0 q(x) dx = 0, which can be derived by the eigenvalue
asymptotics [4]:
√
λn = (n − 1) + 1
(n − 1)π (cotβ − cotα) +
1
2(n − 1)π3
π∫
0
q(x) dx + o
(
1
n
)
.
This gives a simplified proof of the classical Ambarzumyan theorem.1
Theorem 1.2′. For the Sturm–Liouville problem (2.1) and (2.2), any two of the following
three conditions imply the third one:
(1) α = β ∈ [0,π).
(2) σ(q) = S(α) and q satisfies condition C(α).
(3) q = 0 a.e.
3. Vectorial case
For the vectorial Sturm–Liouville problem{−φ′′ + P(x)φ = λφ,
Aφ(0) + Bφ′(0) =Aφ(π) +Bφ′(π) = 0, (3.1)
where P(x) is a d × d real symmetric continuous matrix-valued function and A,B,A,B
satisfy{
BA∗ = AB∗, BA∗ =AB∗,
rank[A,B] = rank[A,B] = d. (3.2)
These conditions are needed to guarantee that the problem is self-adjoint.
Theorem 3.1′. Let P(x) = 0. Then N2 ⊂ σ(P ) and each eigenvalue n2 has multiplicity d
if and only if BA∗ =AB∗. Furthermore, if B,B are both invertible, this is also equivalent
to B−1A = B−1A.
The proof goes by analyzing the matrix-valued function
W(λ) = −(λBB∗ +AA∗) sin(
√
λπ)√
λ
+ cos(√λπ)(AB∗ −BA∗).
We note that if P = 0 and B−1A = B−1A, then
AA∗ + λBB∗ = B(B−1AA∗(B∗)−1 + λI)B∗,= B((B−1A)2 + λI)B∗.
1 We thank the referee for informing us that Kuznezov [2] found this simplified proof in 1962. See also [3].
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and if and only if B−1A has real eigenvalues. As B−1A is hermitian, it is diagonalizable
with d real eigenvalues. Let S be the similarity matrix such that
S−1
(
B−1A
)
S = diag{cotα1, . . . , cotαd}, (3.3)
where each αk ∈ (0,π). Let φ = Sψ . Then (3.1) becomes
ψ ′′ + λψ = 0,
and
S−1
(
B−1A
)
Sψ(0) + ψ ′(0) = 0 = S−1(B−1A)Sψ(π) + ψ ′(π).
We can easily check that ψ(x) = e−x cotαk ek is an eigenfunction of the problem associated
to the negative eigenvalue λ = − cot2 αk . Observe that the multiplicity may not be d in
general. However, for the Neumann boundary condition, B−1A = 0. So 0 is an eigenvalue
of multiplicity d .
Without loss of generality, we may assume that
|cotα1| |cotα2| · · · |cotαd |.
Then we let φk(x) = e−x cotαkSek be the test function for the eigenvalue λk = − cot2 αk . In
particular, the set {φk: 1 k  d} is an orthogonal set. Now
− cot2 α1 
∫ π
0 (−φ∗1φ′′1 + φ∗1Pφ1) dx∫ π
0 φ
∗
1φ1 dx
= − cot2 α1 +
∫ π
0 (S
∗P(x)S)11e−2x cotα1 dx∫ π
0 e
−2x cotα1 dx
.
Hence if
∫ π
0 (S
∗P(x)S)11e−2x cotα1 dx = 0, then equality holds and φ1 is the first eigen-
function. As the φk’s are mutually orthogonal, we can use the Rayleigh–Ritz for-
mula to show that each φk is indeed an eigenfunction for λk = − cot2 αk , provided∫ π
0 (S
−1P(x)S)kke−2x cotαk dx = 0. Substituting each φk back into (3.1) implies P ≡ 0.
Assume that an invertible matrix S satisfies (3.3). We say that the potential function
P in (3.1) is of type C(S) if ∫ π0 (S−1P(x)S)kke−2x cotαk dx = 0, for each k = 1,2, . . . , d .
Thus we have proved the following corrected theorem.
Theorem 3.4′. In (3.1) and (3.2), suppose that B , B are invertible and B−1A = B−1A has
similarity matrix S. Then P ≡ 0 if and only if
(i) σ(P ) = N2 ∪ {− cot2 αk: k = 1,2, . . . , d} where each αk ∈ (0,π), while each eigen-
value in N2 has multiplicity d;
(ii) P is of type C(S).
Remarks.
(1) Theorem 3.4′ includes the d-dimensional Ambarzumyan’s theorem [1] as a spe-
cial case. For in the Neumann case, A = 0, αk = π2 for k = 1,2, . . . , d , reduces to∫ π
0 P(x)dx = 0.
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statement is still valid. However, it is now useful only in the Dirichlet and Neumann
cases.
(3) A similar statement is valid when we assume that A,A are invertible and A−1B =
A−1B.
Theorem 3.5′. For the vectorial Sturm–Liouville system (3.1) and (3.2), suppose that B
and B are both invertible. Then for some invertible matrix S and αk ∈ (0,π) k = 1, . . . , d ,
any two of the following three conditions imply the third one:
(a) B−1A = B−1A and satisfies (3.3).
(b) σ(P ) = N2 ∪ {− cot2 αk: k = 1,2, . . . , d}, and each eigenvalue in N2 is of multiplic-
ity d . Furthermore, P is of type C(S).
(c) P ≡ 0.
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