ABSTRACT. We prove that the noncrossing partition lattices associated with the complex reflection groups G (d, d, n) for d, n ≥ 2 admit symmetric decompositions into Boolean subposets. As a result, these lattices have the strong Sperner property and their rank-generating polynomials are symmetric, unimodal, and γ-nonnegative. We use computer computations to complete the proof that every noncrossing partition lattice associated with a well-generated complex reflection group is strongly Sperner, thus answering affirmatively a question raised by D. Armstrong.
INTRODUCTION
The lattice NC n of noncrossing partitions of an n-element set, introduced by G. Kreweras [30] , is a remarkable lattice with beautiful enumerative and structural properties. It is a pure-shellable, (locally) self-dual and complemented lattice, whose cardinality is given by the n th Catalan number; see [23, 30] for other interesting enumerative invariants. Its maximal chains encode parking functions of length n − 1, and afford a natural transitive action (called the Hurwitz action) of the braid group. The lattice NC n has appeared and proved to be significant in a variety of contexts, such as algebraic topology, geometry, free probability, and representation theory; see [34, 47] for surveys on this topic.
Noncrossing partitions can be viewed as elements of the symmetric group. This connection was perhaps first made explicit by P. Biane [8] via a map which transforms blocks of a set partition into cycles of a permutation. An algebraization of this connection allowed for defining analogous posets for every well-generated complex reflection group [5, [10] [11] [12] 42] ; this definition is recalled in Section 2.4. It was shown that these posets are always lattices, but to date no uniform proof of this fact is available. A beautiful geometric argument by T. Brady and C. Watt establishes this result simultaneously for all real reflection groups [13] , but for the remaining well-generated complex reflection groups we still have to rely on a case-by-case verification [6, 7] . Consequently, bearing the prototypical example of NC n in mind, these posets are called noncrossing partition lattices associated with a well-generated complex reflection group W; denoted by NC W .
It is a natural question to ask which properties of NC n survive the transition to NC W , and whether these properties can be proved without using the classification of irreducible well-generated complex reflection groups or not. For instance, there is a uniform formula for the cardinality of NC W in terms of the degrees of W, see [42, Remark 2] and [6, Section 13] , but no uniform proof is available. There are formulas for the Möbius number [2, 3] , and for the number of maximal chains of NC W [17, 41] . The shellability of the order complex of NC W was established uniformly when W is a real reflection group [3] , and case-by-case for the remaining groups [36] . Likewise, the transitivity of the Hurwitz action of the braid group on the maximal chains of NC W was shown uniformly when W is a real reflection group [21] , and case-by-case for the remaining groups [6] . It seems that the main obstacle for extending the known uniform proofs for real reflection groups to the remaining well-generated complex reflection groups is the absence of a wellbehaved root system in the latter groups 1 .
The main purpose of this article is to show that yet another property of NC n , namely the strong Sperner property, holds in NC W for every well-generated complex reflection group W. The origin of this property goes back to a classical result of E. Sperner, who showed in [49] that the maximum size of a family of pairwise incomparable subsets of an n-element set is ( n ⌊ n 2 ⌋ ). This result was generalized by P. Erdős, who showed that the maximum size of a k-family, i.e. a family of subsets of an n-element set that does not contain k + 1 pairwise comparable sets, is the sum of the k largest binomial coefficients [25, Theorem 5] . The case k = 1 clearly yields Sperner's original result. These notions can be easily rephrased as poset properties as follows. Given a graded poset P = (P, ≤), a k-family is a set X ⊆ P that does not contain a chain of length k + 1. Then, P is k-Sperner if the size of a k-family does not exceed the sum of the k largest rank numbers, and P is strongly Sperner if it is k-Sperner for all k > 0. Examples of strongly Sperner posets include the Boolean lattices, the lattices of divisors of an integer [20] , and the Bruhat posets associated with parabolic quotients of finite Coxeter groups other than H 4 [51] 2 .
Some posets that in general lack the Sperner property are geometric lattices [22] , in particular lattices of set partitions of a sufficiently large set [15, 29, 45] . Despite the fact that the lattice of all set partitions need not be strongly Sperner, the restriction to noncrossing set partitions does have this property. This result was established by R. Simion and D. Ullman in [48] , by showing that the lattice NC n admits a decomposition into saturated chains that are symmetric about the middle ranks. (In fact, they proved the stronger result that NC n can be decomposed into Boolean lattices that are symmetric about the middle ranks.) Such a symmetric chain decomposition (respectively symmetric Boolean decomposition) implies the strong Sperner property, while the converse is not necessarily true [27, 31] . The key property to constructing a symmetric chain or Boolean decomposition for NC n is the fact that its intervals are isomorphic to direct products of smaller noncrossing Our proof of Theorem 1.3 uses an idea similar to the aforementioned construction of a symmetric chain decomposition of NC n due to R. Simion and D. Ullman. We view the elements of NC G (d,d,n) as permutations of a set consisting of n integers each occurring in d different colors, and we group them according to the image of the first integer in the first color. A careful analysis of this decomposition shows that it produces parts that sit not symmetrically in NC G (d,d,n) . We overcome this issue by slightly modifying this decomposition, and eventually prove Theorem 1.3 by induction. We remark that according to [4] , E. Tzanaki previously constructed a symmetric chain decomposition of NC G (2,2,n) , which unfortunately did not appear in print.
A consequence of our decomposition of NC G (d,d,n) is a recursive formula for its rank vector, see Proposition 3.16. If we had an explicit formula for this vector, we could derive an explicit formula for the corresponding γ-vector, and since Theorem 1.3 asserts that this vector consists of nonnegative integers, it is a natural question to ask for combinatorial interpretations of these numbers. A combinatorial interpretation for the entries of the γ-vector of NC n is for instance given in [39, Section 4.3] . See also [39, Section 4.7] for more background on γ-vectors and symmetric Boolean decompositions.
For the exceptional irreducible well-generated complex reflection groups, we approach Questions 1.1 and 1.2 with the help of a computer. The main obstacle in answering Question 1.1 is that it is extremely difficult from a computational perspective; it essentially amounts to checking certain properties for each antichain of the poset. We managed to complete this computation for almost all exceptional groups of rank at most 4. A priori, an answer to Question 1.2 is equally difficult, however we used a decomposition argument (Proposition 4.4) to simplify the computation. This enabled us to use SAGE [52, 53] In his thesis [2] , D. Armstrong generalized the noncrossing partition lattice associated with a Coxeter group W by adding a parameter m so that one obtains a certain partial order on the multichains of length m of NC W , and this construction naturally extends to well-generated complex reflection groups. Let us denote the resulting poset by NC The rest of the article is organized as follows. In Section 2 we recall the necessary notions, in particular the definitions of strongly Sperner posets and symmetric decompositions (Section 2.1), complex reflection groups (Section 2.2), and noncrossing partitions (Section 2.4). In Section 3 we prove Theorem 1.3, and the proof of Theorem 1.4 is assembled in Section 4.
PRELIMINARIES
In this section we recall the necessary definitions that we use in this article. For further background on partially ordered sets we recommend [19] , an excellent introduction to the Sperner property and related subjects is [1] . An extensive textbook on complex reflection groups is [33] , and a recent exposition on Coxeter elements is [43] . Throughout the paper we use the abbreviation [n] = {1, 2, . . . , n} for an integer n, and we consider only finite posets.
2.1. Partially Ordered Sets. Let P = (P, ≤) be a partially ordered set (poset for short). Given two elements p, q ∈ P, we say that q covers p if p < q and there exists no x ∈ P with p < x < q. In this case, we also say that p is covered by q or that p and q form a covering, and we usually write p ⋖ q. If P has a least element, say0, then every p ∈ P with0 ⋖ p is an atom of P. Dually, if P has a greatest element, say1, then every p ∈ P with p ⋖1 is a coatom of P. A closed interval of P is a subset of P that can be written in the form [p, q] = {x ∈ P | p ≤ x ≤ q} for some p, q ∈ P with p ≤ q. A chain of P is a subset of P that can be written as C = {p 1 , p 2 , . . . , p s } such that p 1 < p 2 < · · · < p s , and the length of a chain is its cardinality minus one. A chain is saturated if it is a sequence of coverings. A saturated chain is maximal if it contains a minimal and a maximal element of P. A poset is graded if all maximal chains have the same length, which we call the rank of P and denote by rk(P ). We can now define the rank function of P by
A lattice is a poset in which any two elements have a least upper bound and a greatest lower bound. Given two posets P = (P,
A decomposition of P = (P, ≤) is a partition of P with the property that if D is a part of this partition, then D cannot be written as a disjoint union of two or more nonempty subposets of P, and each cover relation in (D, ≤) is a cover relation in P. A decomposition of a graded poset is symmetric if for each part D there is a bijection from the minimal elements of (D, ≤) to the maximal elements of (D, ≤), and if p is a minimal with corresponding maximal element q, then rk(p) + rk(q) = rk(P ). A symmetric chain decomposition is a symmetric decomposition of P into chains, and a symmetric Boolean decomposition is a symmetric decomposition of P into Boolean lattices. See Figure 1 for some examples. Observe that the poset in Figure 1 (c) does not admit a symmetric Boolean decomposition, since it does not have enough elements. The following observation follows from the fact that each Boolean lattice admits a symmetric chain decomposition.
Proposition 2.1 ([38, Observation 10]). A graded poset that admits a symmetric Boolean decomposition also admits a symmetric chain decomposition.
In the remainder of this section we collect a few structural consequences of the existence of a symmetric decomposition into chains or Boolean lattices. For that let P = (P, ≤) be a graded poset of rank n, and let R P (t) = r 0 (P ) + r 1 (P )t + · · · + r n (P )t n be its rank-generating polynomial, i.e. the polynomial whose coefficients are defined by r k (P ) = {x ∈ P | rk(x) = k} . The sequence of coefficients of R P (t) is the rank vector of P. We call P rank-symmetric if r j (P ) = r n−j (P ) for j ∈ {0, 1, . . . , ⌊ n 2 ⌋}, and we call P rank-unimodal if there exists some j ∈ {0, 1, . . . , n} such that r 0 (P ) ≤ r 1 (P ) ≤ · · · ≤ r j (P ) ≥ r j+1 (P ) ≥ · · · ≥ r n (P ). If P is rank-symmetric, then we can write 
Therefore, its γ-vector is (1, −1, 0). On the other hand, the poset in Figure 1 (d) is rank-γ-nonnegative, since its rank-generating polynomial is
which yields the γ-vector (1, 2, 1). A k-family is a subset of P that does not contain a chain of length k + 1. A 1-family is usually called an antichain. A graded poset is k-Sperner if the size of a maximal k-family equals the sum of the k largest rank numbers, and it is strongly Sperner if it is k-Sperner for all k ∈ [n]. See Figure 2 for some examples. The next result states the connection between symmetric chain decompositions and the strong Sperner property. 
]). If a graded poset admits a symmetric chain decomposition, then it is strongly Sperner, rank-symmetric, and rankunimodal.
The existence of a symmetric Boolean decomposition has an even stronger consequence. 
Proposition 2.3 ([38, Observation 11]). If a graded poset of rank n admits a symmetric Boolean decomposition, then it is rank-γ-nonnegative. In fact, the j th entry in the γ-vector
equals the number of parts in this decomposition with cardinality 2 n−2j .
Complex Reflection Groups.
A reflection is a unitary transformation t on an n-dimensional complex vector space V that has finite order and fixes a subspace of V of codimension 1, the so-called reflecting hyperplane associated with t. A subgroup W of the group of all unitary transformations on V is a complex reflection group if it is generated by reflections. If W does not preserve a proper subspace of V, then W is irreducible, and the rank of W is the codimension of the space fixed by W. If W has rank n and can be generated by n reflections, then we call W wellgenerated. Any maximal subgroup of W that fixes a subspace of V pointwise is a parabolic subgroup of W.
An important property that distinguishes complex reflection groups from other finite groups is that its algebra of invariant polynomials is again a polynomial algebra [18, 46] . Moreover, if we choose the generators of this algebra homogeneously, then the corresponding degrees become group invariants, and will simply be called the degrees of W. We usually denote the degrees of W by d 1 , d 2 , . . . , d n , where we implicitly assume that their values increase weakly.
According to the classification of irreducible complex reflection groups due to G. C. Shephard and J. A. Todd [46] , there is one infinite family of such groups, parametrized by three integers d, e, n, whose members are usually denoted by G(de, e, n), as well as 34 exceptional groups, usually denoted by G 4 , G 5 , . . . , G 37 . The groups G(de, e, n) can be realized as groups of monomial n × n matrices, i.e. matrices with a unique non-zero entry in each row and in each column. For a monomial matrix to belong to G(de, e, n) its non-zero entries need to be (de) th roots of unity, while the product of all its non-zero entries needs to be a d th root of unity. Consequently these groups possess a wreath product structure, see [33, Chapter 2.2] for the details. It follows from [37, Table 2 ] that there are three infinite families of irreducible well-generated complex reflection groups, namely G(1, 1, n) for some n ≥ 1, G(d, 1, n) for some n ≥ 1 and some d ≥ 2, and G(d, d, n) for some d, n ≥ 2, as well as 26 exceptional irreducible well-generated complex reflection groups.
We remark that the finite irreducible Coxeter groups are the irreducible wellgenerated complex reflection groups realizable over a real vector space; we have the following correspondences:
• the group G(1, 1, n) is isomorphic to the Coxeter group A n−1 (which in turn is isomorphic to the symmetric group of rank n), • the group G(2, 1, n) is isomorphic to the Coxeter group B n (which in turn is isomorphic to the hyperoctahedral group of rank n), 2.4. Noncrossing Partitions. Let W be an irreducible well-generated complex reflection group, and let T ⊆ W denote the set of all reflections of W. The absolute length of w ∈ W is defined by (1) ℓ
The absolute order on W is the partial order ≤ T defined by
for all u, v ∈ W. For every Coxeter element γ ∈ W, define the set of W-noncrossing partitions by
where ε denotes the identity of W. The poset NC W (γ) = NC W (γ), ≤ T is the lattice of W-noncrossing partitions, and its structure does not depend on the choice of γ as the next result shows. We thus suppress the Coxeter element in the notation whenever it is not necessary. The fact that NC W is a lattice was shown by a collaborative effort of several authors [4-7, 10, 12, 30, 42] . To date a uniform proof of the lattice property of NC W is only available for the real reflection groups [13] .
The noncrossing partition lattices enjoy many nice structural properties. It is straightforward from the definition that they are graded, atomic, (locally) selfdual, and (locally) complemented, and it is a little more involved to show that they are also EL-shellable [3, 9, 36, 42] . Another striking property is that the cardinality of NC W is given by the corresponding W-Catalan number, defined by
This was observed for the real reflection groups in [4, 16, 42] , and in the general case in [6, 7] . Again, to date a uniform proof of this fact is not available. For later use, we record the following observation A parabolic Coxeter element is any w ∈ W that satisfies one of the properties stated in Proposition 2.5. Remark 2.6. We need to be a little careful when using Proposition 2.5 together with our definition of Coxeter elements from Section 2.3. The reference [44] uses a less general definition of a Coxeter element (it considers only those coming from the regular number e 2iπ/h ). However, the results in [43] guarantee that Proposition 2.5 also holds in the more general setting.
DECOMPOSITIONS OF NC G(d,d,n)
3.1. The Setup. In this section, we focus on the irreducible well-generated complex reflection group G(d, d, n) for some fixed choice of d, n ≥ 2. Recall from Section 2.2 that the elements of G(d, d, n) can be realized as monomial n × n matrices whose non-zero entries are d th roots of unity and for which the product of all non-zero entries is 1. In this representation, we can view G(d, d, n) as a subgroup of the symmetric group S dn acting on the set
of n integers with d colors, where k (s) represents the column vector whose k th entry is ζ s for some primitive d th root of unity ζ, and whose other entries are zero. In
where π ∈ S n and the numbers t k depend only on w and k. (Here, addition in the superscript is considered modulo d.) More precisely, the permutation π is given by the permutation matrix that is derived from w by replacing each non-zero entry by 1, and the number t k is determined by the non-zero value in position (k, π(k)) of w. Consequently, we can decompose the elements of G(d, d, n) into generalized cycles of the following form
. We call the first type a simultaneous cycle and the second type a balanced cycle, and we usually suppress the subscript 1. In each case we say that r is the length of such a generalized cycle. Now we recall some general statements.
Lemma 3.1 ([14, Table 5]). Let W be a parabolic subgroup of G(d, d, n). If W is irreducible, then it is either isomorphic to
G(1, 1, n ′ ) or to G(d, d, n ′ ) for n ′ ≤ n. If W is reducible,
then it is isomorphic to a direct product of irreducible parabolic subgroups of G(d, d, n).

Lemma 3.2. Let w be a parabolic Coxeter element of G(d, d, n). If w consists of a single simultaneous cycle of length k, then the interval
Proof G(d, d, n) . Moreover, γ can be expressed as a product of two balanced cycles, namely
The next two lemmas describe the atoms and coatoms in 
The following lemma describes a translation principle that simplifies computations in noncrossing partition lattices. (1,1,n−1) and R i ∼ = NC G (1,1,i−2) × NC G(1,1,n−i+1) for 3 ≤ i ≤ n. This decomposition is symmetric. Theorem 3.6 has the following immediate corollary.
Corollary 3.7. For n > 0 the lattice NC G (1,1,n) admits a symmetric Boolean decomposition, and hence a symmetric chain decomposition.
Proof. This follows by induction on n from Theorem 3.6 and the fact that symmetric Boolean decompositions are preserved under direct products [39, Observation 4.4], as well as Propositions 2.1 and 2.4.
In the spirit of Theorem 3.6 we define
for i ∈ [n] and s ∈ {0, 1, . . . , d − 1}. It is immediately clear that
Lemma 3.8. The set R (s) i is empty if and only if either
Proof. See Appendix A.
A consequence of Lemma 3.8 is that we can write
In what follows, we describe the isomorphism type of the subposets of
induced by the nonempty sets R 
1 , the claim follows. 
It follows that R (s)
n forms a closed interval in NC G(d,d,n) (γ) whose least element has length 1 and whose greatest element has length n − 1. Finally Lemmas 3.2 and 3.5 imply that R (s) n ∼ = NC G (1,1,n−1) as desired.
Moreover, its least element has length 1 and its greatest element has length n − 1.
Proof. Lemma 3.3 implies that 1
i , and Lemma 3.4 implies that the only coatom that maps
It follows once more that R
i forms a closed interval in NC G(d,d,n) (γ) whose least element has length 1 and whose greatest element has length n − 1. It is also immediate to check that the greatest element of R Proof. This is essentially the same proof as that of Lemma 3.11. Observe that the greatest element of R
which is a Coxeter element in a parabolic subgroup of are both isomorphic to NC G (1,1,n−2) . In the first case the least element has length 2 and the greatest element has length n − 1, while in the second case the least element has length 1 and the greatest element has length n − 2.
Proof. See Appendix A.
We observe that the induced subposet R (1) 2 consists only of the atom 1 (0) 2 (4) , and these two elements are incomparable.) Furthermore, since both R (1)
and R
,n) (γ) symmetrically, the decomposition in (7) is not a suitable starting point to obtain a symmetric decomposition of NC G(d,d,n) (γ). We overcome this issue in the next section. 
used by D. Bessis and R. Corran in [7] , then we obtain a decomposition of
with the following properties:
• the parts R The decomposition (7) may not be symmetric, but it can be used to derive a recursive formula for the rank-generating polynomial of NC G (d,d,n) .
Proposition 3.16. Let d, n ≥ 2, and let R NC
,n) has a least and a greatest element. The value
follows from Lemmas 3.3 and 3.4. If k ∈ {2, 3, . . . , n − 2}, then each part of the
The decomposition according to (7) is highlighted.
1 -which consists of the least and the greatest element-is isomorphic to a 2-chain, but does not form a cover relation in the whole lattice.
decomposition (7) contributes to r k (d, n). In order to determine these contributions, let us recall a few facts. First of all, recall from [30, Corollaire 4.1] that the rank-generating polynomial of NC G (1,1,n) is given by
where
is a Narayana number. Moreover, if P and Q are graded posets, then the k th coefficient of R P ×Q (t) is given by ∑ k j=0 r j (P )r k−j (Q). It follows from Lemmas 3.9-3.14 that the following elements contribute to the k th rank of NC G (d,d,n) for k ∈ {2, 3, . . . , n − 2}: (1,1,n−2) , and • the elements of rank k − 1 in NC G (1,1,n−2) .
If we put the corresponding numbers together, we obtain
Since 2 has rank 1, only the terms with j ∈ {k − 1, k} contribute to the first sum, and as mentioned before, we have r k NC G(1,1,n) = Nar(n, k + 1). Therefore, the above formula simplifies to
If we shift the indices in the second sum, and regroup the binomial coefficients appearing in the terms involving Narayana numbers, then we arrive at the desired formula. NC G(d,d,n) (γ) . We have seen in Section 3.3 that the decomposition (7) is not symmetric when n > 2, which is due to the fact that the parts R NC G(d,d,n) (γ) symmetrically, and their induced subposet is disconnected. We now describe a modification of this decomposition that suits our needs. Loosely speaking, we peel a copy of R , respectively. This produces two symmetric pieces that are each isomorphic to a direct product of a two-chain and a smaller noncrossing partition lattice (see Lemma 3.17) . The remaining part of
A Second Decomposition of
is symmetrically decomposable into direct products of smaller noncrossing partition lattices by virtue of Theorem 3.6 (see Lemma 3.18).
Recall from Lemma 3.14 that R
(1)
and greatest
is clearly injective, since group multiplication is. Moreover, since 1 (0) n (0)
, the image of f 1 constitutes the interval
, which is isomorphic to NC G(1,1,n−2) in its own right. Lemma 3.14 implies now that the restriction f 1 : R
is injective, and since 2 (0) n (0)
, which is again isomorphic to NC G (1,1,n−2) . Lemma 3.14 implies again that the restriction f 2 :
The following lemma is now immediate. (1,1,n−2) , and the least elements of D 1 and D 2 have length 1, while the greatest elements of D 1 and D 2 have length n − 1.
Proof. It is clear by definition that
. In view of Lemma 3.5, the maps f 1 and f 2 are poset isomorphisms, when we restrict their images to E 1 and E 2 , respectively. It follows now from Lemma 3.14 that
The least element of D 1 is 1 (0) n (d−1) , while the greatest element of D 1 is
, which completes the proof.
Lemma 3.18. For d, n ≥ 2, we have
D ∼ = n−1 i=3 NC G(1,1,i−2) × NC G(1,1,n−i) .
Moreover, this decomposition is symmetric as a poset decomposition.
Proof. It follows from Lemma 3.10 that the map
, and this set is in bijection with NC G(1,1,n−1) (1 2 . . . (n − 1) . Under this bijection, the elements in
correspond to the permutations in R 1 , while the
correspond to the permutations in R 2 . Now the claim follows from Theorem 3.6.
Proof. This follows from Lemmas 3.9-3.12 and Lemmas 3.17 and 3.18.
In particular, the symmetric decomposition of NC G(d,d,n) (γ) in Theorem 3.19 consists of parts that are direct products of noncrossing partition lattices of smaller rank. As a consequence, we can prove Theorem 1.3 by induction on rank. The next lemma states that the induction hypthesis holds. (6), as well as the decomposition of NC G(d,d,3 ) (γ) from (9), which can be simplified to
Lemma 3.9 implies that the subposet R (0) ,2) , and the first part of this proof, together with the fact that symmetric Boolean decompositions are preserved under direct products [39, Observation 4.4] , implies that we can decompose this part into symmetric Boolean lattices. Lemma 3.10 im- 
Proof of Theorem 1.3. First of all we consider
is the Coxeter element defined in (6) . Lemma 3.20 implies that we can assume that NC G(d,d,n ′ ) (γ ′ ) admits a symmetric Boolean decomposition for every n ′ < n and every parabolic Coxeter element γ ′ ∈ G(d, d, n ′ ). We further use the fact that symmetric Boolean decompositions are preserved under direct products [39, Observation 4.4] and Corollary 3.7, as well as Lemmas 3.9-3.12 and Lemmas 3.17 and 3.18 to conclude that the decomposition of NC G(d,d,n) (γ) described in (9) consists of pieces all of which admit a symmetric Boolean decomposition, and we are done.
Once more we can generalize the existence of a symmetric Boolean decomposition from NC G(d,d,n) (γ) to every Coxeter element of G(d, d, n) using Proposition 2.4. Propositions 2.1-2.3 conclude the proof.
THE REMAINING CASES
Now that we have completed the affirmative answer of Questions 1.1 and 1.2 for the infinite families of irreducible well-generated complex reflection groups, it remains to deal with the exceptional cases. These could in principle be treated by computer, and we strongly believe that Question 1.1 has an affirmative answer for these groups as well. However, explicitly constructing such a decomposition is computationally hard. In this section we provide some computational evidence that supports this belief. In particular, we show that the consequences of the existence of a symmetric Boolean decomposition mentioned in Section 2.1, namely the strong Sperner property (which affirmatively answers Question 1.2 for all well-generated complex reflection groups), rank-symmetry, rank-unimodality, and rank-γ-nonnegativity, hold in each noncrossing partition lattice.
again. A symmetric Boolean decomposition coming from (9) is highlighted, where the single Boolean lattice of rank 2 is colored in brown, while the remaining nine Boolean lattices of rank 1 are colored in green.
Before we accomplish that, we use another tool to show the existence of a symmetric chain decomposition for noncrossing partition lattices of small rank. Let P = (P, ≤) be a graded poset of rank n with rank-generating polynomial R P (t) = r 0 (P ) + r 1 (P )t + · · · + r n (P )t n , and let R i = {x ∈ P | rk(x) = i} for i ∈ {0, 1, . . . , n}. If L ⊆ R i , then we define its shade to be ∇L = {p ∈ R i+1 | x ⋖ p for some x ∈ L}. We say that P has the normalized matching property if for every i ∈ {0, 1, . . . , n}, and every L ⊆ R i the following inequality is satisfied:
. Proof. This was verified using SAGE [52, 53] and GAP [35] . More precisely, GAP was used to create the noncrossing partition lattices, and SAGE was used to verify that these lattices satisfy the assumptions of Theorem 4.1.
Remark 4.3. A particularly rewarding answer to Question 1.1 would be one that involves a uniform argument, i.e. an argument that does not rely on the classification of irreducible well-generated complex reflection groups. We observe that the strategies producing symmetric Boolean decompositions of the noncrossing partition lattices associated with each of the groups G (1, 1, n),  G(d, 1, n) , and G(d, d, n) reviewed in this article, all rely on a decomposition of these lattices into parts that correspond to direct products of noncrossing partition lattices associated with parabolic subgroups of either of these groups. If we try to do the same for NC G 28 (which is isomorphic to the noncrossing partition lattice associated with the Coxeter group F 4 ), then this process fails. In particular, if we remove a subposet from NC G 28 that corresponds to a direct product of a 2-chain and a noncrossing partition lattice associated with a maximal parabolic subgroup of G 28 , then the resulting poset does not admit a symmetric chain decomposition anymore.
Therefore, a potential uniform proof answering Question 1.1 affirmatively needs to pursue a completely different approach. One possible approach might be a uniform definition of an R*S-labeling of these posets, since [28, Theorem 5] implies that each graded poset with such a labeling admits a symmetric Boolean decomposition.
While it may not be feasible to run through all subsets of every single rank of a poset, there exist fast algorithms to compute the maximum size of an antichain (or the width) of a given poset, and it is thus possible to check by computer if a poset is Sperner. In what follows we describe a strategy to reduce the question whether a poset is strongly Sperner to successively checking whether certain subposets are Sperner.
Let P = (P, ≤) be a graded poset of rank n with rank-generating polynomial R P (t) = r 0 (P ) + r 1 (P )t + · · · + r n (P )t n . There is certainly some s ∈ {0, 1, . . . , n} such that r j (P ) ≤ r s (P ) for all j ∈ {0, 1, . . . , n}. (This s need not be unique.) Let X = {p ∈ P | rk(p) = s}, and define P [1] = (P \ X, ≤). Moreover 
is an (i + 1)-family in P [0] = P whose size exceeds the sum of the i + 1 largest rank numbers, which contradicts the assumption that P is strongly Sperner.
Conversely, suppose that each of P [0], P [1], . . . , P [n] is Sperner. Since P [0] = P it follows that P is 1-Sperner. Thus a maximum-sized antichain in P is for instance R (0) . Since P [1] is Sperner, a maximum-sized antichain in P [1] is for instance R (1) , or in other words, a maximum-sized 2-family in P is for instance R (0) ⊎ R (1) . It follows that P is 2-Sperner. The same argument shows that for every i ∈ [n] a maximum-sized i-family in P is for instance R (0) ⊎ R (1) ⊎ · · · ⊎ R (i−1) , and hence P is i-Sperner. By definition, it follows that P is strongly Sperner.
The weaker statement "P is k-Sperner if and only if P [i] is Sperner for each i ∈ {0, 1, . . . , k}" is not true, as for instance the example in Figure 2 shows. If the poset in Figure 2 (b) is denoted by P, then the poset in Figure 2( G(1, 1, n) 
The exceptional cases have been verified to be strongly Sperner by computer using Proposition 4.4, and their rank-and γ-vectors are listed in Table 1 . Wdihedral groups, since they are trivial), for the noncrossing partition lattices associated with exceptional irreducible well-generated complex reflection groups, as well as for the noncrossing partition lattices associated with the groups G(d, d, n) for 3 ≤ d ≤ 8 and 3 ≤ n ≤ 6, as well as 3 ≤ d ≤ 6 and n = 7 can be found here: http://homepage.univie.ac.at/henri.muehle/files/ncp.zip. The SAGE script which converts the GAP output to a SAGE poset object, and which provides functions for checking whether a poset has the normalized matching or the strong Sperner property can be found here: http://homepage.univie.ac.at/henri.muehle/files/sperner.sage.
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We use this connection to prove the following results. 
is the greatest element of R
1 , and has length n − 1. Moreover, Lemma 3.3 implies that no atom of NC G(d,d,n) (γ) belongs to R 
