Hurricane-driven storm surge is one of the most deadly and costly natural disasters, making precise quantification of the surge hazard of great importance. Physics-based computer models of storm surge can be implemented with a wide range of fidelity due to the nature of the system, though the danger posed by surge makes greater fidelity highly desirable. However, such models and their high-dimensional outputs tend to come at great computational cost, which can make highly detailed studies prohibitive. These needs make the development of an emulator combining high-dimensional output from multiple complex computer models with different fidelity levels important. We propose a parallel partial autoregressive cokriging model that is able to address these issues. Based upon the data-augmentation technique, model parameters are estimated via Monte Carlo expectation-maximization algorithm and prediction is made in a computationally efficient way when input designs across different fidelity levels are not nested. This methodology is applied to emulate high-fidelity storm surges in Southwestern Florida from two different surge models. R codes are provided to show the numerical demonstration through an R package called ARCokrig.
Introduction
Storm surge is one of the most severe natural disasters that can lead to significant flooding in coastal areas that brings billion dollar damages and is responsible on average for half of lives lost from hurricanes (Rappaport, 2014) . To mitigate these impacts, modeling and simulating storm surges can provide useful information in assessing the hazard. Risk assessment of storm surge hazards requires a synthesis of computer modeling, statistical modeling, and extreme-event probability computation. Computer models, also termed as simulators, of storm surges are software tools developed based on mathematical representations of the underpinning physical processes, and hence can predict storm surges in the hazard space.
Statistical modeling is needed to determine the input distribution based on historical data.
In dealing with rare events, large-scale numerical simulations of storm surge are required.
Various storm surge modeling systems are available for predicting storm surge. One of the primary surge models is the ADvanced CIRCulation (ADCIRC) storm surge model (Luettich and Westerink, 2004; Westerink et al., 2008) . Due to the sophistication of the physics incorporated in mathematical models, accuracy of numerical solvers, and resolutions of meshes, ADCIRC can be run at different levels of accuracy. ADCIRC scales very efficiently in parallel on large supercomputers (Tanaka et al., 2011) , however the computational cost scales with the cube of the spatial resolution, meaning that very high fidelity models are several orders of magnitude more expensive than lower fidelity ones. By incorporating the physics of ocean waves, ADCIRC can generate storm surges with even greater fidelity, but this adds another order of magnitude to the run time as compared to the uncoupled ADCIRC model (Dietrich et al., 2012) . For instance, a single high-resolution, coupled simulation in Southwestern Florida takes roughly 2000 core-hours on a high-performance supercomputer (Towns et al., 2014) . Hence, a crucial need is the development of an emulator -a fast probabilistic approximation of a simulator. The idea of using an emulator to approximate a simulator is not new, and has been widely adopted in computer experiments and uncertainty quantification. One of the most widely used emulators is the Gaussian process emulator due to its desirable theoretical properties and its computational convenience (Sacks et al., 1989) .
In the storm surge application, the development of a Gaussian process emulator for the high-fidelity surge model directly is computationally prohibitive. An alternative is to develop an emulator that can combine a limited number of highly accurate simulations from a highfidelity but expensive surge model and a larger number of less accurate simulations from a low-fidelity but cheaper surge model. Combining simulations from different fidelity levels relies on the idea that, after quantifying discrepancy between models of different fidelity levels, information from the low-fidelity surge model can facilitate prediction at high fidelity.
Several statistical works have been proposed to combine output from simulators at different fidelity levels based on a well-known geostatistical method called cokriging (see Chapter 3 of Cressie, 1993) . The idea to emulate multiple computer models is originated in Kennedy and O'Hagan (2000) using an autoregressive cokriging model. The work in Kennedy and O'Hagan (2000) has been extended in several ways. For instance, Qian and Wu (2008) propose a Bayesian hierarchical formulation with fully Bayesian inference. Le Gratiet (2013) devises an efficient Bayesian approach to estimate model parameters. Konomi and Karagiannis (2019) introduce nonstationarity in the autoregressive cokriging model by partitioning the input space via a Bayesian tree structure. These works focus on univariate computer model output.
Building upon a univariate autoregressive cokriging model, we propose a multivariate autoregressive cokriging model that can deal with high-dimensional output under nonnested design. We also develop an empirical Bayesian approach to facilitate inference via a data-augmentation technique. To estimate model parameters, we devise a Monte Carlo expectation-maximization (MCEM) algorithm. To make prediction, we devise a sequential prediction approach in which prediction at a higher fidelity level requires prediction to be made at a lower fidelity level. This multivariate formulation explicitly introduces nonstation-arity to model the mean parameters and variance parameters in Gaussian processes at each fidelity level. Inference in the multivariate autoregressive cokriging model is computationally efficient as demonstrated in the storm surge application.
The proposed methodology can also be implemented to address a wide range of applications in physics and engineering where interest lies in predicting real-world processes while taking into account high-dimensional computer model output at different levels of fidelity.
This article develops a computationally efficient approach for synthesizing highly multivariate output from multiple computer models. Statistical inference based on the proposed model is accomplished in an empirical Bayesian framework.
The remainder of the article is organized as follows. Section 2 introduces the storm surge application with two storm surge simulators. In Section 3, we present the proposed methodology to handle high-dimensional output and non-nested design. In Section 4, an analysis of storm surge simulators is performed with the proposed methodology. Section 5 is concluded with discussions and possible extensions.
Motivating Application: Storm Surge

Storm Surge Simulators
The ADvanced CIRCulation (ADCIRC) storm surge model is a hydrodynamic circulation numerical model that solves the shallow-water equations for water levels and horizontal currents using the finite-element method over an unstructured gridded domain representing bathymetric and topographic features (Luettich and Westerink, 2004) . ADCIRC has been widely used to predict storm surge by groups including federal agencies, academic researchers, and private companies (e.g., Niedoroda et al., 2010) . It was also certified by the Federal Emergency Management Agency (FEMA) for use in performing storm surge analyses. In what follows, we will refer to ADCIRC as the low-fidelity simulator, meanwhile we will refer to the coupled SWAN + ADCIRC model as the high-fidelity simulator. The latter incorporates the Simulating WAves Nearshore (SWAN) wave model (Booij et al., 1999; Zijlema, 2010) in order to enhance system physics and accuracy. This is achieved by tightly coupling the ADCIRC and SWAN models, simulating them on the same unstructured mesh (Dietrich et al., 2011 (Dietrich et al., , 2012 . This coupling is important to accurate prediction of waves in the nearshore, which ride on top of storm surge and bring substantial destructive power to coastal structures and defenses. The coupling also enhances storm surge because, as storm waves break in shallow water, there is also a change in radiation stress gradients, which tends to further enhance the shoreward momentum flux (Longuet-Higgins and Stewart, 1964) . Figure 1 shows a basic diagram for the ADCIRC simulator and the SWAN + ADCIRC simulator. In this study, we focus on six input parameters to characterize the storm: ∆P ,
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, with their physical meaning given in Table 1 . These parameters will be treated as inputs in the ADCIRC simulator. Although the behavior of hurricanes is much more complex than this characterization, using this simplified storm parameterization is acceptable for the probabilistic characterization of future storms since no practical or robust model exists to represent these effects for surge-frequency calculations for future storms. In this application, the response variable of interest is the peak surge elevation (PSE) for the landfalling hurricane simulated from these surge models, where the peakness is taken across time over the course of one storm. 
Model Simulation Setup
In this application, the ADCIRC simulator and the SWAN + ADCIRC simulator are run on the same mesh with 148,055 nodes (spatial points). We primarily focus on storm surges at N = 9, 284 selected spatial locations in the Cape Coral region of Southwestern Florida. For each combination of these 5 storm parameters, the landfall location is repeated with one R p spacing along the coastline in Cape Coral. For each of the 5 storm parameters, the initial position of landfall location is randomly chosen, meaning that no two storms make landfall at the same location. In total, we obtained 226 inputs, which will be referred to as X 0 . We randomly selected 60 inputs from the 226 inputs to run the SWAN + ADCIRC simulator, which will be referred to as X 2 . Then we randomly selected 140 inputs from the the remaining 166 inputs to run the ADCIRC simulator, which will be referred to as X 1 1 . To characterize the difference between the ADCIRC simulator and the SWAN + ADCIRC simulator, we also randomly chose 50 inputs form the 60 inputs to run the ADCIRC simulator, which will be referred to as X 2 1 . Let X 1 := X 1 1 ∪ X 2 1 be the collection of 200 inputs from X 1 1 and X 2 1 . Notice that only 50 inputs in the SWAN + ADCIRC simulator are nested within the 200 inputs in the ADCIRC simulator. The meteorological forcing in both the ADCIRC simulator and the SWAN + ADCIRC simulator is produced by a single group (Oceanweather, Inc.) using the work in Cardone and Cox (2009) . (48.30, 20.48, 6.187, 62.28, 1.260, −82.08, 26.59 ) and x 2 = (68. 85, 34.34, 8.778, 55.57, 1.066, −82.15, 26.69) .
The output surfaces also have very different variations in different regions at each fidelity level. This indicates that a spatially-varying mean function or a spatially-varying variance function may help capture the spatial variations in the output space. The third column shows that PSEs have their maximum difference less than 0.3 meters between the low and high fidelity simulators, and also shows that the discrepancy has different spatial structures.
At some specific regions, very sharp changes can be detected. Physically, the changes in the surge elevation arise from differences in the spatial and temporal structures of the surge-only versus the wave response to storm forcing. For instance, in the top panel, the addition of wave-driven water level setup leads to greater overtopping of coastal barrier islands, bringing greater water into the semi-protected bays in the southeastern portion of the figure. It can be difficult to detect these sorts of patterns without modeling. Although the discrepancy between the low-fidelity simulator and high-fidelity simulator is "small", the accuracy of storm surges has a substantial impact on risk assessment of storm surges in coastal areas, and the increase in computational cost is substantial. In what follows, we develop a cokriging based emulator to approximate the high-fidelity simulator by combining simulations from a limited number of high-fidelity runs and a larger number of low-fidelity simulation runs. 3 The Methodology
A Univariate Autoregressive Cokriging Model
Assume that we have s levels of code with output functions y 1 (·), . . . , y s (·), where the code associated to y t (·) is assumed to be more accurate than the one associated to y t−1 (·) for t = 2, . . . , s. Let X be a compact subset of R d , which is assumed to be the input space of computer code. Further assume that the code y t (·) is run at a set of input values denoted by X t ⊂ X for t = 1, . . . , s, where X t contains n t input values. Consider the following autoregressive model:
where δ t (·) is the unknown location discrepancy representing the local adjustment from level t − 1 to level t. Likewise, γ t−1 (·) is the scale discrepancy representing the scale change from level t − 1 to level t. γ t−1 (·) can be modeled as a basis function representation, i.e.,
is a vector of known basis functions and ξ t−1 is a vector of unknown coefficients.
To account for uncertainties in the unknown functions y 1 (·) and δ t (·), we assign Gaussian process priors
( 3.2) for t = 2, . . . , s. Here, r(·, · | φ t ) is a correlation function with parameters φ t . Following (Sacks et al., 1989) , we use a product form of correlation structure, i.e., r(
For each input dimension, we will focus on the Matérn family of the following form:
where u is the distance between two inputs along a specific input dimension. K υ (·) is the modified Bessel function of the second kind, φ is a range parameter, and υ is a smoothness parameter controlling the differentiability of the Gaussian process. This parameter is typically chosen to be a fixed value, since it cannot be estimated consistently based on a single realization of a Gaussian process (Stein, 1999) . The choice of this parameter value is often made after a preliminary examination of the application. In our storm surge application, we have taken in to account that the underling physical process is typically smooth, and we judged that a reasonable choice for the smoothness parameter is 2.5. If a nugget term is assumed in the correlation function r(·, · | φ t ), the notation φ t includes both the range parameters and the nugget parameter. h t (·) is a vector of basis functions and β t is a vector of coefficients at code level t.
The autoregressive cokriging model defined in (3.1) and (3.2) has been used to model computer model output at different fidelity levels in previous work (e.g., Kennedy and O'Hagan, 2000; Qian and Wu, 2008; Le Gratiet, 2013) . However, in order to be able to perform the required computations in practice, these models are built upon the assumption that the input design is hierarchically nested, in the sense that X t ⊂ X t−1 for t = 2, ..., s. In practice, the code may not be run at each level with a hierarchically nested design, and hence the above assumption can be an important restriction. In Figure 3 , a toy example is used to illustrated the performance of autoregressive cokriging with a non-nested design. This example shows that the information from a low-fidelity code can be used to better infer the high-fidelity
code. In the storm surge application, each simulator generates highly multivariate output.
To the best of our knowledge, no method has been proposed to tackle this high-dimensional problem for multilevel computer models. Fig. 3 . Illustration of the autoregressive cokriging model under a non-nested design. The low-fidelity code is y 1 (x) = 0.5(6x − 2) 2 sin(12x − 4) + 10(x − 0.5) − 5, and the high-fidelity code is y 2 (x) = 2y 1 (x) − 20x + 20 + sin(10 cos(5x)). The triangles represent design points for the high-fidelity code (level 2 code). The dots represent design points for the low-fidelity code (level 1 code). The left panel shows the kriging emulator trained against only highfidelity runs at 10 design points via the R package RobustGaSP (Gu et al., 2018) . The right panel shows the autoregressive cokriging emulator trained against both low-fidelity runs at 20 design points and high-fidelity runs at 10 design points. The bounds in gray areas are 95% credible intervals. Two design points run by the high-fidelity code are not nested within the design points run by the low-fidelity code.
Extension for High-Dimensional Output
In Section 3.1, we only consider a univariate output for the code y t (·) at each fidelity level.
Suppose that each level of code gives output values over the same N spatial locations, and that there are available n t simulations of the code at different input values at level t. Let y t,j be a vector of output values over all inputs in X t at coordinate j and code level t. Let y t,D := {y t,1 , . . . , y t,N } be a vector of output values across all spatial locations and input values at level t. Let y D j := (y 1,j , . . . , y s,j ) be a vector of output values at coordinate j over all inputs in X and all code levels. Let (y t ) N j=1 := (y t,1 , . . . , y t,N ) be a vector of output at code level t over all N spatial coordinates.
A standard approach to dealing with multivariate output is to assume a separable covariance structure between input space and output space (Conti and O'Hagan, 2010) , that is, the correlation matrix for output, y t,D , is a Kronecker product of the spatial correlation matrix and the model input correlation matrix. In the storm surge application, each model run generates output at N = 9, 284 spatial locations. As the number of simulator output is high-dimensional for the storm surge application and many real applications, this approach is computationally infeasible. Gu and Berger (2016) show that by assuming independent Gaussian processes for each coordinate with the same range parameter only, the parallel partial (PP) Gaussian process emulator will give identical posterior predictive mean and nearly identical posterior predictive variance as in Conti and O'Hagan (2010) . However, a main limitation of this approach is the lack of joint modeling among spatial locations due to the independence assumption. In the storm surge application, the goal of obtaining the marginal distribution would suffice. This parallel partial idea is attractive when the interest is in the predictive mean and predictive variance, since the computation is linear in the number of simulator outputs N , and the computation can even be parallelized to ensure scalability for massive outputs.
In what follows, we extend the univariate formulation in Section 3.1 to multivariate formulation using the parallel partial idea in Gu and Berger (2016) .
The Parallel Partial Cokriging Model
For each coordinate j, we assume independent autoregressive cokriging models with different regression parameters {β 1,j , . . . , β s,j }, different variance parameters {σ 2 1,j , . . . , σ 2 s,j }, different scale discrepancy parameters {γ 1,j , . . . , γ t−1,j }, but the same correlation parameters φ := (φ 1 , . . . , φ s ) . For the j-th coordinate, the following cokriging model is assumed:
for t = 2, . . . , s and j = 1, ..., N , where y 1,j (·), δ t,j (·) and γ t−1,j (·) are unknown functions.
Similar to Section 3.1, we assume γ t−1,j to be an unknown constant and assume the following Gaussian processes
4)
where h t (·) is a vector of common fixed basis functions across all N spatial locations. σ 2 t,j is the variance parameters at each fidelity level and spatial location. r(·, ·|φ t ) is a correlation function with parameters φ t . If a nugget term is assumed in this correlation function, we can assume that the parameters φ t include not only range parameters in a Gaussian process, but also a nugget term τ 2 t . As in Section 3.1, one can use a product form of Matérn correlation functions.
The model developed in (3.3) and (3.4) leads to a methodology that we call parallel partial cokriging. Here the parallel partial (PP) reflects the fact that independent autoregressive cokriging models are assumed for each coordinate but they share the same correlation parameters.
Data Augmentation
Given the cokriging model in (3.3) and (3.4), the form of the marginal likelihood often requires that the collection of input runs at each level is nested in order to have closed-form inference, i.e., X t ⊂ X t−1 . In this article, we develop a Bayesian approach for non-nested design, since the code run at each level does not necessarily require the inputs to be nested in practice. To present our idea, we replace original input domain X t byX t = X t ∪X t such that X t := X (t+1):s \ X t , where X (t+1):s := ∪ s k=t+1 X k . Letẙ t,j be a vector of missing output values all inputs inX t at coordinate j and code level t. Letẙ D j := (ẙ 1,j , . . . ,ẙ s,j ) be a vector of missing output values at coordinate j over all inputs inX and all code levels, whereẙ s,j is defined to be empty for notational convenience. Let (ẙ t ) N j=1 := (ẙ t,1 , . . . ,ẙ t,N ) be a vector of missing output at code level t over all N spatial coordinates. Letỹ t,j := (y t,j ,ẙ t,j ) and
. Then the augmented sampling distribution at the j-th coordinate is
5)
with π(ỹ 1,j | β 1,j , σ 2 1,j , φ 1 ) = N (H 1 β 1,j , σ 2 t,jR 1 ), π(ỹ t,j | β t,j , γ t,j , σ 2 t,j , φ t ) = N (H 1,j β 1,j +W t−1,j γ t−1,j , σ 2 t,jR t ), whereH t,j := h t (X t ),R t := r(X t ,X t | φ t ), andW t−1,j := y t−1,j (X t ) with y t−1,j (A) := [y t−1,j (x), x ∈ A] being a vector of output over inputs in A. When A is either X t orX t , it follows immediately that y t−1,j (X t ) = y t−1,j (X t ∩X t−1 ) and y t−1,j (X t ) = y t−1,j (X t ∩X t−1 ) which are both sub-vectors ofẙ t−1,j , since X t ⊂X t−1 andX t ⊂X t−1 . This sampling distribution provides a convenient form to perform likelihood-based inference.
Parameter Estimation
Letỹ D := (ỹ D 1 , . . . ,ỹ D N ) be a vector of augmented outputs over all N spatial locations. We introduce the following notation: β := (β 1 , . . . , β N ) , γ := (γ 1 , . . . , γ N ) , and σ 2 := (σ 2 1 , . . . , σ 2 N ) . The overall augmented sampling distribution across all N spatial locations is assumed to be a product of each augmented sampling distribution, which is given by
We specify the following a priori model for the unknown parameters
where independent Jeffreys prior can be assumed for β t,j , γ t−1,j , σ 2 t,j : i.e., π(β t,j , γ t−1,j , σ 2 t,j ) ∝ 1 σ 2 t,j for t = 2, . . . , s, and π(β 1,j , σ 2 1,j ) ∝ 1 σ 2 1,j at each coordinate j. For each level t, the jointly robust prior (Gu, 2019) is assumed for φ t . The jointly robust prior is a proper prior and has been shown to have desirable properties for Gaussian process emulation.
After integrating out model parameters {β, γ, σ 2 }, the conditional distribution ofỹ D given φ is
To estimate φ, we take an empirical Bayesian approach to maximizing the integrated posterior π(φ |ỹ D ), since the empirical Bayesian approach has the advantage of avoiding Markov chain Monte Carlo methods and is computationally faster than the fully Bayesian approach. As direct maximization of π(φ |ỹ D ) is impossible due to the intractable form of π(φ |ỹ D ), we introduce an expectation-maximization (EM) algorithm to tackle this challenge. In the EM algorithm, we treatẙ D as "missing data" and {ẙ D , y D } as the complete data. Let φ [ ] be the parameters in the th iteration of the EM algorithm. The EM algorithm consists of two steps. The first step is to compute the so-called Q-function based on a complete-data-log-likelihood ln π(ỹ D , φ) in the E-step, which is given by
Starting with initial values φ [ ] at the -th iteration, we compute the Q-function in the
is given in Appendix B. As this expectation cannot be computed analytically, Monte
Carlo samples from the distribution π(ẙ D | y D , φ [ ] ) can be used to approximate this expectation. Specifically, the Q-function is
, (3.10)
where {(ẙ [k] t ) N j=1 : t = 1, . . . , s} is a sample from the distribution π(ẙ D | y D , φ [ ] ). The second step is to numerically maximize this function with respect to parameters φ t for t = 1, . . . , s.
This leads to the so-called Monte Carlo EM (MCEM) algorithm (Wei and Tanner, 1990) .
In each iteration of the MCEM algorithm, the computation of the function g(φ t , (ẙ t ) N j=1 ) has computational cost O(Nñ 3 t ). Lemma 2 in Appendix A shows that the computational complexity of this function can be reduced to O(Nñ 2 t +ñ 3 t ), which substantially reduces computational cost when N is very large as in our real application. In addition, parameters {φ t : t = 1, . . . , s} can be estimated independently in the M-step. This allows great advantage in estimating model parameters with the proposed methodology. As the number of simulations is limited for high-fidelity simulators in real applications, the proposed cokriging model is anticipated to produce more stable estimates than independent kriging models. The procedure of the MCEM algorithm is given in Algorithm 1.
Algorithm 1 The MCEM algorithm
Input: Initial values φ [1] and data y. Output: Values φ that maximize π(φ | y).
1: repeat 2:
t ) N j=1 : t = 1, . . . , s; k = 1, . . . , M }.
3:
for t = 1, . . . , s do can be run in parallel 4:
t ) N j=1 ).
5:
M-step:
6: end for 7: until certain stopping convergence criterion is satisfied.
Prediction
For any new input x 0 ∈ X , the goal is to make prediction for {y s,j (x 0 ), j = 1, . . . , N } based upon the data y D . With the prior model (3.7), the predictive distribution of interest is
In what follows, we derive the predictive distribution in two different ways. The first approach is based on the same idea used in Kennedy and O'Hagan (2000) ; Le Gratiet (2013) .
It is easy to show that
Notice that
is a multivariate normal distribution with mean and variance given in Appendix B. π(y s,j (x 0 ) |ỹ j , β j , γ j , σ 2 j , φ) is a normal distribution with mean m s,j (x 0 ) and variance v s,j (x 0 ) given in Lemma 1 of Appendix A, which requires O(N ( s t=1ñ t ) 3 ) flops to compute for all spatial locations. In the storm surge application, the high-dimentionality of simulator output makes this predictive formula computationally infeasible. In addition, to obtain predictive distribution π(y s,j (x 0 ) | y D , φ), model parameters {β, γ, σ 2 } have to be nu-
is not available in a closed-form. This one-step predictive formula requires Monte Carlo approximations to take account of uncertainty in both model parameters {β, γ, σ 2 } and missing dataẙ D . This will even hinder the practicality of this predictive formula. To overcome this challenge, we develop a sequential prediction formula. This approach gives a new way to make prediction directly without Monte Carlo approximations to integrate model parameters {β, γ, σ 2 }.
The second approach to predict y s,j (x 0 ) is derived based upon the idea that the new input x 0 is added to eachX t such that a hierarchical nested design can be obtained. To fix the notation, we defineX 0 t :=X t ∪ {x 0 }, andX 0 t := X t ∪X 0 t . Hence the collection of inputs {X 0 t : t = 1, . . . , s} also forms a nested design withX 0 t ⊂X 0 t−1 . Let y(x 0 ) := (y 1 (x 0 ) , . . . , y s (x 0 ) ) with y j (x 0 ) := (y 1,j (x 0 ), . . . , y s,j (x 0 )) . The predictive distribution of y(x 0 ) givenỹ D and φ is the product of N independent distributions with
The following theorem gives the predictive distribution at each spatial coordinate.
Theorem 1 (Sequential Prediction). According to the cokriging model (3.2), the predic-tive distribution at each spatial coordinate is
(3.12)
With non-informative priors (3.7) , the conditional distributions on the right-hand side of (3.12) are Student-t distributions with degrees of freedom, location, and scale parameters given by
Proof. Proof of this theorem follows straightforwardly from standard kriging results.
This result shows that a random sample from the predictive distribution can be sequentially drawn from a collection of conditional distributions in an efficient manner , since the total computational cost required for such a simulation is O( s t=1ñ 3 t ) at each spatial coordinate. As the correlation matrix is the same across all spatial locations at each fidelity level, the total computational cost to obtain one single random sample from the predictive distribution across all spatial locations is O( s t=1ñ 3 t + N s t=1ñ 2 t ). Notice that a sample from π(y s (x 0 ) | y D , φ) can be obtained via the composition sample technique based on π(y s (x 0 ) | y D , φ) = π(y s (x 0 ) |ỹ D , φ)π(ẙ D | y D , φ) dẙ D , by recycling the realizations of y D from Algorithm 1.
Computational Cost
In the PP cokriging model, the computational cost can be broken into two parts; one related to the parameter estimation and the other related to the prediction.
• In parameter estimation, each iteration of the MCEM algorithm requires the compu-
) and its numerical optimization with respect to correlation parameters φ t at each level of code. The evaluation ofQ t,M (φ t | φ 
Analysis of Storm Surge Simulations
In this section, the parallel partial cokriging model is used to analyze high-dimensional output from the ADCIRC simulator and the SWAN + ADCIRC simulator.
The analysis of emulation results and numerical comparison is presented to illustrate the advantage of the parallel partial cokriging model with high-dimensional output. The PP cokriging model is trained on 200 inputs from the ADCIRC simulator and 60 inputs from the SWAN + ADCIRC simulator, where 50 inputs from the second fidelity level are nested within the first fidelity level. With such model runs, the proposed method can be applied readily. To measure predictive performance, we run the SWAN + ADCIRC simulator at 166 inputs from the original 226 inputs after excluding 60 inputs that are used in the training data.
As a comparison, we also train the parallel partial (PP) Gaussian process emulator via the R package RobustGaSP with the same 60 high-fidelity runs used in the PP cokriging emulator.
As the landfall location is along the coastline, we define a distance measure d to replace the actual longitude and latitude coordinate of the landfall location. Specifically, we first choose a reference location 0 to be the landfall location that is in the most northwest direction along the coastline. Then for any landfall location , d is defined as the the spherical distance between and 0 . As the coastline is unique, the landfall location determines the distance measure d and vice versa. In the implementation of the PP emulator and the PP cokriging model, the input variables are ∆P , R p , V f , θ, B, d . To measure the predictive performance, we run the high-fidelity simulator at 60 new inputs that are not in the training inputs. Evaluation of predictive performance is based on root-mean-squared-prediction errors (RMSPE), coverage probability of the 95% equal-tail credible interval (CVG(95%)), average length of the 95% equal-tail credible interval (ALCI(95%)), and continuous rank probability score (CRPS; Gneiting and Raftery, 2007) .
Emulation Accuracy
In the cokriging model, we include unknown constants in the mean functions. The discrepancy function is assumed to be an unknown constant as well. For parameter estimation, the MCEM algorithm is initialized with multiple starting values and took about 5 hours to achieve convergence for a pre-specified tolerance on a 2-core Macbook Pro with 8 GB random access memory. The estimated range parameters show that the peak surge elevation is highly dependent on the inputs: central pressure deficit (∆P ), Holland's B parameter (B), since these two inputs have relatively large range parameters compared to their input ranges in the training sets. The small impact of the landfall location ( ) is due to our focus on a small coastal region in Cape Coral.
In terms of prediction, the predictive mean and predictive variance is approximated by 30 random draws from the distribution (3.12). Negligible improvement is seen from increasing the number of draws. The results in Table 2 show that the PP cokriging model gives better prediction results than the PP emulator, since the PP cokriging model gives smaller RMSPE and CRPS than the PP emulator, and the PP cokriging model has nominal coverage probability close to 0.95 and short interval length for the 95% credible interval.
As the root-mean-squared difference between the low-fidelity simulator runs and the highfidelity simulator runs is 0.132, the PP cokriging model gives a much smaller RMSPE that the low-fidelity simulator. Figure 4 shows the predicted PSE with the PP cokriging model against held-out PSE at two different storm inputs. This indicates a very good fit, since the predicted PSE against the held-out PSE are scattered around the 45 degree straight line. In contrast, the PP emulator is not able to provide better results than the low-fidelity simulator itself. This is mainly because the PP emulator is trained based on 60 high-fidelity simulator runs, which have limited ability to explore the complex input space. The computation of predictive means and predictive variances over N = 9, 284 spatial locations at one input took about 10 seconds. This shows the computational efficiency of the PP cokriging model.
In addition, we can compute the Nash-Sutcliffe model efficiency coefficient (NSME):
where m j (x) is the value to predict the high level code y 2,j (·) at input x and j-th spatial coordinate andȳ 2,j := x∈X 2 y 2,j (x)/n 2 is the average of code y 2,j (·) at j-th spatial coordinate.
The NSME computes the residual variance with the total variance. The closer NSME is to 1, the more accurate the model is. If the ADCIRC simulator is used to predict the SWAN Fig. 4 . Scatter plot of predicted PSE against held-out PSE over N = 9, 284 spatial locations at two different input settings. + ADCIRC simulator at these 166 inputs, NSME is -1.089, which indicates that the mean of the training data in the high-fidelity simulator is a better predictor than the low-fidelity simulator at these inputs. The PP emulator has NSME -1.086, which indicates that the PP emulator performs slightly better than the low-fidelity simulator. The PP cokriging emulator has NSME 0.998, which indicates that the PP cokriging emulator performs much better than the low-fidelity simulator and the PP emulator.
In our application, the high-fidelity simulator is about 10 times slower than the lowfidelity simulator. Increasing the number of model runs in the high-fidelity simulator is therefore computationally prohibitive. The computational cost of predicting a new highfidelity model run via the PP cokriging model is negligible compared to that needed to get a single run from the actual SWAN + ADCIRC simulator. This implies that emulating the high-fidelity simulator by using the our proposed PP cokriging model that combines only a small number of high-fidelity runs and a few hundred low-fidelity runs is preferable than using the low-fidelity simulator, in terms of both accuracy and computational cost. The capability to use the low fidelity simulator, without substantial loss of accuracy through use of the PP cokriging model, to explore more of the parameter space greatly enhances the feasibility of achieving high-precision modeling results without a massive computational budget. 
Uncertainty Analysis
Cross-validation in the previous section showed that the PP cokriging model can provide very accurate predictions when compared to the true high-fidelity surge model runs in an overall sense. Figure 5 compares the predicted storm surges against held-out storm surge from the high-fidelity surge model across N = 9, 284 spatial locations at two storm inputs that are used in Figure 2 and Next, we explore the relationship between storm inputs and error structures in the PP cokriging model. We compute the prediction errors across all spatial locations at all heldout inputs. The scatter plot of emulation error against each storm parameter in Figure 6 shows that the majority of emulation errors range from -0.5 to 0.5. This indicates that the PP cokriging model can capture the input-output relationship quite well. As we can see, the emulation errors become larger as the central pressure deficit and the forward speed increase. The scale pressure radius seems to impact the emulation error in an opposite way as central pressure deficit. The emulation errors across different spatial locations are different as shown in Figure 6 . This indicates that the current PP cokriging model can capture part Fig. 5 . High-fidelity runs and predicted peak surge elevations with predictive standard errors at two input settings. The first column shows the high-fidelity runs at two different input settings. The second and third columns show the corresponding predicted PSE and associated predictive standard errors.
of the inhomogeneous structures in the output space, and some variations due to inputs are still left. We discuss how we can introduce nonstationarity in input space in Section 5.
Finally, we show the parameter estimates for β 1 , σ 1 , β 2 , γ 1 , and σ 2 in Figure 7 . As we can see, these estimated parameters show strong spatially-varying structures at different regions.
The estimated regression parametersβ 1 and standard deviationσ 1 at the low-fidelity level seem to be smoother than those estimates at fidelity level 2. This is because more variations are captured by the Gaussian process at the low-fidelity level. The remaining variations captured by the discrepancy function δ 2,j (·) are small. This implies that the Gaussian process at the low-fidelity level fits well with model runs from the ADCIRC simulator and the discrepancy between the low-fidelity simulator and the high-fidelity simulator is relatively small. The estimated scale discrepancy parametersγ 1 at all locations also show strongly heterogeneous spatial structures with values slightly greater than 1. This indicates that the high-fidelity simulator is more likely to generate higher values of storm surges than the low-fidelity simulator, but this trend is very small. The estimated standard deviationsσ 1 andσ 2 seem to have more local structures than their corresponding regression parameters.
This makes sense because we expect the regression trend in Gaussian processes to capture large-scale variations, and covariance structure to capture small-scale variations.
Discussion
This article develops a methodology called parallel partial autoregressive cokriging with the capability to emulate a highly complex and computationally demanding high-fidelity storm surge model and provides the necessity for accurate coastal flooding analysis. Although the proposed methodology is applied to the storm surge application, this formulation can be used in a wide range of applications in physical science and engineering when prediction of realworld processes involves multiple computer models with high-dimensional output at different fidelity levels. In real applications, the high-fidelity computer model is more expensive to of output values and also induces nonstationarity in output space, which is crucial to deal with non-smooth surface in output space.
The assumption of independent Gaussian processes at each spatial coordinate seems to be very strong. However, this assumption leads to a separable covariance structure between input space and output space, which has been widely adopted in computer experiments to simplify computations. Due to the independence assumption, output at nearby spatial locations can differ a lot. In risk assessment of storm surge hazards, the marginal distribution is needed to compute the rare-event probability. The proposed methodology has the capability to obtain this marginal distribution in a computationally efficient way. If interest lies in joint modeling across spatial locations, one can choose a spatial window to enable joint modeling. This is left for future research.
Several extensions of the proposed approach can be pursued in future work. Many applications in computer experiments have small number of computer model runs, however, when the real application is extremely complex, large number of model runs are required to explore the input space so that the emulator can be trained more accurately. This problem can be tackled either via computationally efficient Gaussian process approximation approaches (e.g. Gramacy and Apley, 2015) or via sequential design (Le Gratiet and Cannamela, 2015) .
The former handles the computational issue directly via fast approximations, and the latter selects model runs sequentially to improve the emulator's performance. Another extension is to deal with nonstationarity in input space for complex real applications. For instance, one can introduce nonstationarity via treed Gaussian process (Gramacy and Lee, 2008; Konomi and Karagiannis, 2019) .
Finally, the parallel partial cokriging methodology provides an efficient way to generate high-fidelity simulations. These are applicable across a wide range of storm surge work. Most notably, this method should enable more precise, lower-cost estimation of flood hazards across a wide range of event probabilities. These analyses support hazard delineation for insurance rate maps, siting of critical infrastructure, design and planning of coastal protections.
