Abstract This paper presents a computational approach to author profiling taking gender and language variety into account. We apply an ensemble system with the output of multiple linear SVM classifiers trained on character and word ngrams. We evaluate the system using the dataset provided by the organizers of the 2017 PAN lab on author profiling. Our approach achieved 75% average accuracy on gender identification on tweets written in four languages and 97% accuracy on language variety identification for Portuguese.
Introduction
With vast amounts of texts available on social media, author (or authorship) profiling has become a popular research area in NLP. A number of characteristics such as age [19] , gender [20] , and native language [7, 12] can be predicted based on the topics and the linguistic properties present in a person's writings.
The PAN labs 1 at CLEF have been providing a forum for scholars to evaluate authorship profiling approaches on user-generated content. Author profiling tasks organized in the past PAN labs included age, gender, and personality traits prediction [25, 26] . This year, for the first time PAN includes language varieties and dialects from four languages: Arabic, English, Portuguese, and Spanish along with gender identification. 2 This paper describes computational methods for gender and language variety identification on social media. Our approach builds on the experience acquired in the previous gender identification tasks of the PAN labs and the four editions of the Discriminating between Similar Languages (DSL) 3 shared task organized at the workshop on Similar
Languages, Varieties and Dialects (VarDial) [36, 37, 18, 34] . The DSL shared tasks included all languages 4 and most of the dialects and language varieties included in the PAN lab 2017 thus establishing benchmarks for language variety and dialect identification.
Related Work
The inclusion of language varieties at PAN is motivated by the growing interest in dialect and language variety identification evidenced by several research papers and the aforementioned DSL and ADI shared tasks. Examples of such studies include Portuguese varieties [33, 35, 4] , English varieties [11] , Romanian dialects [6] , Chinese varieties [31] , and a number of studies on Arabic dialect identification [29, 32, 27, 15] .
The DSL and ADI shared task reports and their respective system description papers provide valuable information about successful approaches for dialect, language variety, and similar language identification. Successful approaches such as those by Goutte et al. (2014) [8] , [13] , [16] , and Bestgen (2017) [2] rely on the combination of higher-order character n-grams (4 and above), word n-grams, POS tags in [3] , and multiple linear classifiers such as SVMs and Naive Bayes arranged in ensembles and/or trained in a two-stage approach, in which first the language is identified and subsequently individual classifiers are trained to discriminate between language varieties or dialects of the same language. 5 An exception is the approach proposed by Ionescu and Butnaru (2017) [10] which achieved great results for Arabic dialect identification relying on kernel learning.
The main difference between the language variety sub-task at PAN and the DSL and ADI shared tasks is the kind of data provided by the organizers. The PAN challenge provides data collected from social media, whereas the data used in the DSL task comes from newspapers [28] and the ADI shared tasks used transcripts from broadcast speeches along with audio features [1] . With respect to the data, the most similar task to the PAN challenge is the 2014 TweetLID shared task [38] which included microblog posts from the languages spoken in the Iberian Peninsula and English.
Methods

Task and Data
The organizers of the PAN challenge on author profiling provided participants with a training set containing~1,140,000 microblog posts from Twitter. Each post in the training set was annotated with the user's metadata including the language, language variety or dialect, and gender. A test set including unlabeled posts was released a month later.
The four languages and their respective varieties and dialects included in the PAN 2017 dataset are listed next.
-Arabic: Egypt, Gulf, Levantine, Maghrebi.
-English: Australia, Canada, Great Britain, Ireland, New Zealand, United States.
-Portuguese: Brazil, Portugal.
-Spanish: Argentina, Chile, Colombia, Mexico, Peru, Spain, Venezuela.
The training set was annotated in XML format. Next we present an example of the meta-data for a male English speaker from the United States.
<author id="author-id" lang="en" variety="united states" gender="male"> With the data provided by the PAN 2017 organizers in hand we trained SVM classifiers to identify both the gender and the language variety or dialect of users. Participants could choose to participate in any or both sub-tasks and we decided to participate in both.
Finally, it is worth noting that, unlike most NLP shared tasks, PAN requires participants to run their scripts in a virtual machine provided by the organizers. This ensures that all teams have the same computing power to participate in the challenge allowing full reproducibility [22] . 6 
Approach
We use a single-label multi-class classification approach based on SVM ensembles, following the methodology proposed by Malmasi and Dras [13] .
Classification ensembles are systems that combine the results of multiple classifiers, with the purpose of improving the overall performance. Ensembles have been successfully used in various research areas, such as complex word identification [14] or grammatical error diagnosis [30] . The individual classifiers can differ in various regards, such as training data, features or classification methods.
In our system, the classifiers differ in terms of features. We use character n-grams (with n in {1, ..., 6}) and word n-grams (with n in {1, 2}) and build a classifier for each type of feature. Thus, our ensemble consists of eight individual classifiers. To combine the classifiers, we employ a fusion method based on the probability estimates provided by the individual classifiers: the predicted probabilities for each class are added, and the prediction of the ensemble is the class with the highest sum. We use the SVM implementation provided by Scikit-learn [21] , based on the Libsvm library [5] .
We train the ensembles individually for predicting gender and language varieties. We perform 3-fold cross-validation on the training dataset for hyperparameter tuning, for each classifier, searching for the optimal value of C in {10 −5 , ..., 10 5 }.
Results
In the next two sections we present the results obtained by our method. Section 4.1 presents the results obtained using cross-validation on the training set. Section 4.2 presents the official results obtained using the PAN author profiling test set released by the shared task organizers over a month after the training set was released.
Cross-Validation
The cross-validation results are reported in Table 1 with the best results presented in bold. We note that the highest joint accuracy (when both the gender and language variety are correctly predicted together) is obtained for Portuguese, where the system obtains 0.75 accuracy. For gender identification, the highest accuracy of 0.79 is obtained for English, while language variety is best predicted for Portuguese, with 0.97 accuracy. Portuguese also obtains the highest average accuracy of 0.83 (average of gender, language variety and joint accuracy). The high results obtained for Portuguese were not surprising, as there were only two Portuguese varieties in the dataset, from Brazil and from Portugal. The dataset included more varieties and dialects from the other four languages, namely: six English varieties, seven Spanish varieties, and four Arabic dialects. The individual classifiers do not outperform, in any case, the ensembles. Portuguese is the only language for which the best individual performance equals the performance of the ensembles. For the others, the improvement reaches a maximum of 0.08 in accuracy (for the English joint prediction) when using ensembles. For three languages out of four (English, Spanish and Portuguese), word unigrams obtain the highest joint accuracy from all the individual classifiers. For Arabic, character 4-grams obtain the highest joint accuracy. As far as the language variety and gender labels are concerned, character 4-grams, character 5-grams and word unigrams obtain better results than the other types of features. For both gender and language variety identification, the best results are obtained for Portuguese, using character 4-grams for gender identification and word unigrams for language variety identification.
Test Set
In the official evaluation carried out on the test set by the PAN organizers our system was ranked 13 th among 22 participating teams in both sub-tasks. The system achieved 0.7842 average average accuracy for language variety and gender identification. The results and ranks are described in more detail in the PAN labs report [23] and in the author profiling task report [24] .
In Table 2 we present the results obtained for language variety identification. For reference we provide two baselines provided by the organizers: the BOW-baseline, a bag-of-words model with the 1,000 most frequent items and the STAT-baseline, a simple majority class baseline. As observed in the cross-validation experiments, the best results in the test set were also obtained when discriminating between the two Portuguese varieties achieving 0.9788 accuracy. On language variety identification our system achieved an average performance of 0.8524 accuracy ranking 11 th among 22 shared task entries. In Table 3 we present the results obtained for gender identification with tweets from different languages along with the two aforementioned baselines. This is a binary classification setting in which the systems are trained to discriminate between tweets written by male and female writers. The variable gender was constant between all languages whereas the number of varieties and dialects for each language varied between 2 for Portuguese and 7 for Spanish. For this reason we observed that the results across languages for gender identification varied much less than the results obtained on language variety/dialect identification. The results presented in this section indicate that our approach performed substantially better than the two baselines provided and it was consistently ranked in the middle of the table both for language variety and for gender identification. Even though the results obtained by our method were not low, taking the experience obtained in the past PAN labs and DSL shared tasks into account we expected our system to rank higher in the official scores table. Possible factors that may have influenced the performance of our method are: 1) the type of dataset used at PAN which contain very short and non-standard texts, 2) the large size of the dataset that might have made possible for the other teams to use innovative approaches (e.g. deep learning), and 3) our implementation of the classifier which might not have been optimal. A thorough analysis of the misclassified instances is being carried out to determine the reasons for this outcome and possible ways to improve our system's performance.
Conclusion
This paper presented an SVM ensemble-based system trained on character and word n-grams developed for author profiling tested on the PAN 2017 dataset which takes gender and language variety/dialect identification into account. The approach described in our submission was inspired by successful submissions to past editions of the PAN task on gender identification, to the Discriminating between Similar Languages (DSL), and to Arabic Dialect Identification (ADI) shared tasks, the last two organized at the VarDial workshop.
In the training set cross-validation stage, our best results for gender identification were obtained on English data, 0.79 accuracy, and the best results for language variety identification were obtained for Portuguese, 0.97 accuracy. In the official evaluation carried out on the test set our system was ranked 11 th on language variety identification and 12 th on gender identification out of 22 submissions achieving 0.85 and 0.75 accuracy respectively.
To the best of our knowledge, the PAN labs 2017 was the first shared task to include language varieties and dialects in author profiling opening avenues for future research. Regarding our system's performance, there is still room for improvement. We are currently investigating ways to improve our system's performance by testing a meta-classifier which achieved very good results on German dialect identification [17] .
