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Abstract 
Extensive research works have been carried out over the past few decades in the 
development of simulation tools to predict the thermal performance of buildings. These 
validated tools have been used in the design of the building and its components. However, 
limited simulation tools have been developed for modeling of district energy systems, 
which can potentially be a very laborious and time-consuming process. Besides many 
associated limitations, providing a realistic demand profile of the district energy systems 
is not a straightforward task due to high number of parameters involved in predicting a 
detail demand profile. 
This paper reports the development of a simplified model for predicting the thermal 
demand profile of a district heating system. The paper describes the method used to 
develop two types of simplified models to predict the thermal load of a variety of buildings 
(residential, office, attached, detached, etc.). The predictions were also compared with 
those made by the detailed simulation models. 
The simplified model was then utilized to predict the energy demand of a variety of 
districts types (residential, commercial or mix), and its prediction accuracy was compared 
with those made by detailed model: good agreement was observed between the results. 
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Introduction: 
Evidence from a variety of research suggests that the built environment contributes 
to the global energy consumption and to the production of greenhouse gases that impact 
climate change. In particular, building sector uses about 40% of the world-wide total 
energy [1]. This fact highlights the importance of targeting building energy use as a key 
strategy to minimize energy consumption. Hence, district generation and cogeneration 
systems together with energy storage technologies and energy efficient buildings have 
been suggested as approaches to achieve the future goal of energy road map defined by 
IEA[2].  
There are number of challenges in the design, construction, and operation of 
energy-efficient district heating system; simulation tools are addressed among one of the 
essential lacks when such systems are designed and implemented. Over the past few 
decades, many simulation tools have been developed for predicting the performance of 
energy efficient buildings such as Energy plus [3], TRNSYS [4],  eQUEST [5], etc. These 
simulation tools are broadly used to investigate the effectiveness of integrating energy 
storage and renewable energy resources to the building [6-9]. Nonetheless, only limited 
research can be addressed toward the development of simulation tools associated with 
the prediction of the energy demand at the district level [10, 11]. Furthermore, detailed 
building simulation tools (e.g., TRNSYS, EnergyPlus) are utilized for the energy analysis 
of the district energy networks; while other tools, such as HOMER Pro [12],  utilize the 
predicted demand profile from other software or measured data in the form of a user-
defined profile as an input to the DHS. In both scenarios, existing tools cannot satisfy the 
current need for a dynamic, reliable, and accurate tool that can envisage a demand profile 
of a large-scale district network in a timely manner. As a result, the simplified methods 
emerged as popular options for prediction of demand profile of district networks. 
Development of a practical and simplified demand load model for a building stock 
is a complex task and requires a high level proficiency. Since the demand profile of a 
building is varying as a function of a time. This variation has a stochastic behaviour than 
a deterministic behaviour and as a result increases the level of the complexity of the 
model [13-15]. In a district heating system (DHS), with the high level of the building 
heterogeneity, particularly in terms of urban settings, and also diverse properties and 
corresponding demand. Thus developing an accurate and reliable model that could 
predict the heating demand of the entire district in a timely manner is essential. Different 
methods have been developed to predict the demand of district systems, which can be 
categorized as (1) historical methods [16, 17], (2) deterministic methods, and (3) time 
series predictive methods [18].  
Historical (times series) methods have been widely used at the building level while 
deterministic methods are more favourable at the district level due to their high level of 
dependency to data for training proposes, especially in the case of large DHSs with a 
diverse building type [10]. Many studies have also addressed the utilization of simplified 
deterministic models to predict the demand profile of DHSs as can be seen in Table 1. 
Table 1: Summary of simulation methods in the DHS 
Ref. Country Method Scaling  
Building 
Type 
Output 
[19] Japan Archetype/Survey No. per Archetype Residential Total EUI 
[20] USA 
eQUEST/Comprehensive 
modeling/Archetype 
Area Weighted Mixed 
Hourly/Total 
consumption 
[21] Italy Regression analysis of measured data Area Weighted Residential Total consumption 
[22] Finland  Archetype/Linear development using REMA No. per Archetype Mixed Total consumption 
[23] Italy Archetype/Comprehensive modeling Area Weighted Mixed Total consumption 
[24] Italy Simplified equivalent resistance Area Weighted Residential Total consumption 
[25] Greece  Archetype/Comprehensive modeling Area Weighted Residential 
Hourly/Total 
consumption 
[26] Germany 
Simplified equivalent resistance/ Degree 
Day 
Bldg. by Bldg. Mixed Total consumption 
[27]  Archetype/Simplified model/Adjusted HDD Area Weighted Residential Total consumption 
  
 These methods have mainly been adopted to predict buildings‘ total energy 
consumption and maximum demand (e.g. Shimoda [19], Dall’O’ [21], Tuominen [22], 
Caputo [23], Eicker [26] and Fonseca [27]) while predicted the actual demand of the 
system in a smaller interval such as an hourly basis (e.g. Heiple [20] and Theodoridou 
[25]). Even though DHSs are mainly designed based on the total energy consumption 
and the maximum peak system demand, detail demand profile of the network is further 
required to improve the system efficiency and to enhance the energy distribution 
management. Aside from the complexity of the prediction, the accuracy is another 
limitation of the existing models. Table 2 compares the prediction accuracy of some 
related studies at both building and district levels. 
Table 2: Accuracy level at district level vs. building level 
 District Level  Building Level 
Ref Country 
Error 
(%) 
  Ref Country 
Error 
(%) 
[19] Japan 18%   USA 11-23% 
[20] USA 10-13%  [25] Greece 12-55% 
[21] Italy 10%  [28] Germany 5-50% 
[23] Italy 4%  [28] Germany 18-31% 
[24] Italy 8%  [29] Germany 1-60% 
[28] Germany 21%  [30] Switzerland 6-88% 
[28] Germany 7%  [27] Switzerland 8-99% 
[30] Switzerland 8%     
[27] Switzerland 9-66%     
 
 Three primary sources of discrepancies identified for the existing models are 
occupant behaviour, neighbourhood interference, and scaling effect. Since most of the 
models do not directly take into consideration the occupant behaviour influence, the 
accuracy of the prediction, particularly at the building level, is observed to show a much 
lower value in many cases. In contrast, the accuracy is significantly higher at the district 
level with more diverse building types due to the fact that several building influencing 
parameters at a district level overlap one another and therefore they compensate the 
accumulated error at some points; As a consequence of this misleading schedule 
prediction, most of the previous works are only focused on one type of building in order 
to improve their simulation accuracy.  
 The unmeasured effects of the district/community on buildings such as shared 
walls between them and also the solar blockage by the adjacent shadow casted from 
surrounding buildings significantly impact on the prediction of the heating demand 
schedules. Most of the existing models are designed as a standalone building, barely 
representing the complexity of an urban/district setting. Indeed, the first assumption in the 
modelling of a standalone building is that the entire building shell receives solar radiation 
and exchanges heat with the surrounding environment. 
 Finally, many of the recent studies are utilizing scaling methods to represent the 
entire housing stocks (see Table 1Table 2), which is another source of discrepancy in the 
demand schedule prediction of DHSs. Commonly used methods are area weighted 
scaling method; in which the demand profile of the reference building has been multiply 
by the total district area over reference building area ratio in order to predict the demand 
profile of the entire district or number based in which, the demand profile of the reference 
building has been multiplied by the number of buildings within an archetype. In such 
approaches, the level of simplification in the representation of the building stock modeling 
is observed to be very high. For example, the orientation and other geometrical diversity 
of the buildings are mainly neglected compared to the reference building within a defined 
archetype. The above addressed shortcomings in demand profile prediction are more 
magnified in the case of having larger DHSs with more uniform building type. For instance, 
in the case of Japanese district [19], German district [28] or Swiss district [27], with more 
homogeneous building type, the simulation accuracy is presumably much lower 
compared with Italian district [23] which has more heterogeneous building archetypes. To 
this end, this paper aims to propose a new procedure for predicting the heating demand 
schedule of the DHSs using simplified models. For this purpose, Autoregressive Multiple 
Linear Regression (MLR) and Autoregressive Multiple Non-Linear Regression methods 
(MNLR) are utilized to develop a series of demand schedule for a case study of validated 
DHS. 
Methodology 
 The first step in defining the new procedure to predict the heading demand profile 
of a district is to identify the entire building stock and to segment it into different building 
archetypes. In order to have different building archetypes, a reference building has been 
defined for each archetype, which represent all the buildings within that category. Using 
the geometrical properties and actual demand schedule of the reference building, either 
determined from a measurement campaign or using a verified detailed model, two linear 
and nonlinear regressive models have been developed to predict the demand profile of a 
entire district.    
Using these regressive simplified models (linear and nonlinear), the heating demand 
of two random buildings (R1 and R2) and three different district energy systems have 
been predicted. Results from the simplified models then compared with the one obtained 
from a detailed modeling of the same buildings. 
1.1. Building Stock Model (BSM) 
To develop a simplified model to predict the energy demand profile of buildings, the 
entire building stock is initially segmented into predefined building archetypes to represent 
a group of similar buildings. In general, building segmentation in a building stock requires 
a thorough identification of the attributed parameters in energy demand. Table 3 presents 
the addressed parameters used in previous building stock segmentation studies. 
According to this table, the parameters used for the forming of an BSM can be divided 
into the below categories: 
 Building physical characteristics and properties 
 Building usage and occupant behavior 
 Regional climate 
 Building mechanical system 
While the main focus of the building stock segmentation is on the space mechanical 
conditioning at the national level, in smaller scale, such as urban/district level, this focus 
has been shifted toward the usage as well as the building age (see Table 3). Regardless 
of the scale of the segregation procedure, in the first step, the existing building stock is 
segmented based on the occupancy. The buildings are further grouped based on their 
physical properties and their type of the mechanical systems. Eventually, the segmented 
archetypes could be further clustered based on the regional climate in the case of defining 
the archetypes at the national level.  
Table 3: Building archetype segmentation studies 
Level 
Statistics Parameters  
Country Ref 
Number of 
Buildings 
Number of 
Archetype 
Shape Area Age Use System Climate 
Urban 
Level 
Japan [19] 1,128 20           
USA [20]   30         
England  [31] 267,000 144           
Italy [21] 1,320 7            
Italy [23]   56          
Netherland [32] 300,000 26           
USA  200 12         
Switzerland [33] 20,802 20          
National 
Level 
England [34] 115,751 47       
Italy [35] 11 M 96       
Greece [25] 2.5 M 5       
Ireland* [36] 40,000 13       
France [37] 14.9 M 92       
Spain [37] 9.8 M 120       
Germany  [37] 18 M 122       
UK [37] 20.5 M 252       
Finland [22] 36,000 12       
* Ireland: Construction, Thermal 
 
1.2. Generation of a simplified BSM 
To improve the generation of the building archetypes for predicting the DHS heating 
demand profile, in this study, the thermal mass of the building has been considered in the 
clustering process. This element is recognized to have a significant impact in developing 
a dynamic model at the district level. Therefore, the modified clustering process is 
characterized as below:  
1. Building occupancy schedule; residential, commercial, etc. 
2. Construction method; steel structure, concrete structure, etc.  
3. Shape of the buildings; low-rise, high-rise, medium rise, etc. 
4. Construction period; in the case of renovation, time of the renovation was 
considered to be a construction time for a specific building. Thus, it is reasonable 
to assume that a building constructed at each time is following the minimum 
thermal resistance requirements code for that time period. 
Here, it should be noted that different parameters are suggested to define building 
shape. Mastrucci [32] used the shading interaction of a building with its surrounding 
buildings, and categorized them as detached, semi-detached, and townhouse. In another 
study, Mata [37] has added the building height to the latter parameters. In this study, since 
exposure area is one of the system input data, only buildings’ height will be considered 
as the shape factor. 
1.3. Simplified Model 
 After defining different archetypes, two statistical models of MLR and MNLR are 
developed to predict a building demand profile.  
1.3.1. Multiple Linear Autoregressive Model  
 The main assumption of this method is linear relationships between independent 
variables, predictors, the dependent variable, and criterion variable. ASHRAE 
fundamental represents the MLR equation as follows: 
𝑌 = ∝0+ ∝1 𝑋1 + ∝2 𝑋2 + ⋯ + ∝𝑘 𝑋𝑘, Equ. 1 
where Y is the dependent variable; αk are the coefficients; Xk is the independent variables 
and k is the number of independent variables. 
Different methods were used to estimate the regression coefficients of which the 
least square method is a popular one [38]. Once the regression coefficients are 
extrapolated based on the verified set of data, the results are used to predict the new Y 
based on the new set of independent variables. In some cases, the results of the 
dependent variable at the time “t” is highly influenced by the value of the independent 
variables at the time “t” as well as some previous time steps. In these cases, such as a 
building with high thermal mass, the dependent variable is predicted based on the 
previously observed set of independent variables. Due to its effectiveness in predicting 
the dependent variable, this method become a popular tool to forecast future results [39]. 
The Autoregressive (AR) method is a linear prediction time series method that works 
based on the simple exponential smoothing method, and was adapted in this study as 
below:   
𝑌(𝑡) =∝1 𝑋1(𝑡) +∝2 𝑋1(𝑡 − 1) +∝3 𝑋1(𝑡 − 2) + ⋯ +∝𝑛 𝑋1(𝑡 − 𝑛 − 1) + 
𝛽1𝑋2(𝑡) + 𝛽2𝑋2(𝑡 − 1) + 𝛽3𝑋2(𝑡 − 2) + ⋯ + 𝛽𝑛𝑋2(𝑡 − 𝑛 − 1) + 
ψ1𝑋2(𝑡) + ψ2𝑋2(𝑡 − 1) + ψ3𝑋2(𝑡 − 2) + ⋯ + ψ𝑛𝑋2(𝑡 − 𝑛 − 1) + 
𝛾1𝑌(𝑡 − 1) + 𝛾2𝑌(𝑡 − 2) + 𝛾3𝑌(𝑡 − 3) + ⋯ + 𝛾𝑛−1𝑌(𝑡 − 𝑛 − 1) + 
𝐶 
Equ. 2 
where α, β, ψ, γ, and φ are the coefficients obtained from auto-regression and 𝑋1,…𝑛 are 
the input parameters of the system. 
1.3.2. Multiple Non-Linear Autoregressive Model  
 The second method adopted in this study was the non-linear regression method. 
The main assumption of the MNLR is the non-linearity between the dependent variable 
and independent variables. Adamowski [40] represents the MNLR equation as follows: 
𝑌 =  𝛼0 +  𝛼1𝑋𝑖 + 𝛼2𝑋𝑗 + 𝛼3𝑋𝑘 + 𝛼4𝑋𝑖
2 + 𝛼5𝑋𝑗
2 + 𝛼6𝑋𝑘
2 + ⋯ + 𝛼𝑝𝑋𝑖𝑋𝑗𝑋𝑘 Equ. 3 
 
where 𝛼𝑖s are the regression coefficients, and p is the number of observations. Similar to 
the MLR, the least squares method was used to estimate the regression coefficients: 
𝑌(𝑡) = 𝑓(𝑋(𝑡 − 1), ⋯ , 𝑋(𝑡 − 𝑑), 𝑌(𝑡 − 1), ⋯ , 𝑌(𝑡 − 𝑑)) Equ. 4 
 
The main advantage of this method over the MLR method is in the associated 
accuracy of the results due to taking into consideration of a wider range of the buildings 
in the energy demand prediction. Inversely, its main disadvantage is related to the need 
of a large dataset for its training and validation. 
Two different tools have been utilized to develop the linear and nonlinear 
regression models: The first tool adopted for the linear model (MLR) was R-Studio. It is a 
powerful and user-friendly interface for R software.  While the ANN toolbox of MATLAB 
has been used for the nonlinear model (MNLR). The closed loop forward ANN model was 
trained and validated using the existing set of data from a detailed simulated schedule of 
more than 100 buildings. 
The ANN model was used to predict the heating demand profile of the buildings 
within a district by finding the correlation between hourly demand profile of a target and 
another input files defined in 1.4.2. This nonlinear autoregressive model with an external 
Input (NARX) has been therefore used to predict the hourly heating demand profile of the 
model by taking into consideration of the past target data, demand profile, and other 
series of input parameters defined earlier. Thus, to predict the demand profile of the future 
hours, previously predicted values and input files were used at the same time. It should 
be noted that the utilized dataset has been initially divided into three parts, including 75 
buildings for the training stage (75%), 23 buildings for the validation stage (23%), and 
finally, two buildings for the testing stage. The number of the hidden unites decided to be 
9 based on Lu [41]’s suggestion. He suggested the best number of hidden units for the 
system is equal with two times the number of input layer plus one. To determine the 
accuracy of the model, the mean square error of the predicted results against the 
validated data was calculated.  
1.4. Model Input for MLR and MNLR models 
As a primary study, an extensive sensitivity analysis was performed to identify the 
most influential input parameters.  
1.4.1. Sensitivity Analysis 
The local sensitivity method was applied to identify the influential input parameters 
using the central differences approach. Firth [42] used this method to determine the effect 
of each parameter on the model output for a domestic district energy model. Even though 
results obtained from Firth and Saltelli [43] showed that the local sensitivity study cannot 
represent a thorough uncertainty analysis of the model, in the case of a district with a 
wider range of building archetypes, results could be trusted with a good level of accuracy 
[43, 44]. In this method, for a model consists of multiple output variables (M) and multiple 
input variables (N), the sensitivity coefficient can be determined as below:  
 
Equ. 5 
where 𝜇𝑁 is the nominal value of the input variables, and ∆𝜇 denotes the small variation 
of a variable while other variables kept constant. Chang [44] suggested that the 𝜇𝑁 could 
be calculated as a weighted average of the Nth input parameter over all sample buildings. 
Turanyi [45] suggested that perturbation size can affect the accuracy of the 
analysis though a large step size and can influence the local linearity assumption. 
Inversely, too small step size can cause in a highly round of error. After calculation of the 
sensitivity coefficient, the normalized sensitivity coefficient can also be determined as 
below:  
 Equ. 6 
 Since in real case scenarios, more than one parameter changes from a building to 
another building, the linearity and additivity test also performed to study the effects of 
change of multiple parameters on the model prediction.  
𝐿𝑖𝑛𝑒𝑎𝑟𝑖𝑡𝑦 𝑇𝑒𝑠𝑡 ∶ 𝑌(𝛽. ∆𝑢) = 𝛽. 𝑌(∆𝑢) Equ. 7 
𝐴𝑑𝑑𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑇𝑒𝑠𝑡 ∶ 𝑌 (∆𝑢1 + ∆𝑢2) = 𝑌(∆𝑢1) + 𝑌(∆𝑢2) Equ. 8 
 
In this study, the sensitivity analysis was carried out by performing over 100 
simulations using eQUEST.  
1.4.2. Inputs 
Based on the results obtained from the sensitivity analysis of different building 
archetypes and the main sources of the heat gain and heat loss in the buildings, three 
time-dependent variables were identified as the input to the model:  
 Solar dependent variable: an equivalent of the solar gain of the building based on 
its shape, orientation, exposed wall and window to wall ratio.   
 Thermal dependent variable: an equivalent of the heat gains or loss of the building 
based on the interior set point and the equivalent thermal resistance.   
 Internal generation: an equivalent of the heat generation based on occupant 
behavior. 
 Thermal mass of the building: represented in the form of autoregressive model. 
 
Solar Dependent variable  
In this paper, a solar dependent variable was defined based on a measured dataset in 
the form of a TMY2 file and an isotropic solar model. The TMY [46] weather data defined 
the solar radiation based on the global horizontal radiation (I) direct normal radiation (𝐼𝑏𝑛) 
and diffuse horizontal radiation (𝐼𝑑). The global horizontal radiation is defined as the total 
amount of direct and diffuse solar radiation on a horizontal surface while the direct normal 
is the solar radiation received on a surface normal to sun. By having the incident angle, 
tilt angle, solar altitude, building orientation as well as the exposed façade of the building, 
hourly total heat gain profile of a building are calculated as follows: 
𝐼𝑏𝑡 =   𝐼𝑏𝑛 . cos 𝜃 Equ. 9 
𝐼𝑑𝑡 = 𝐼𝑑(
1 + 𝑐𝑜𝑠𝛽
2
) Equ. 10 
𝐼𝑟𝑡 = 𝐼. 𝜌𝑔. (
1 − 𝑐𝑜𝑠𝛽
2
) Equ. 11 
𝐼𝑡𝑜𝑡𝑎𝑙 = 𝐼𝑏𝑡 +  𝐼𝑑𝑡 + 𝐼𝑟𝑡 Equ. 12 
 
where   𝐼𝑏𝑡 represents the beam radiation, 𝐼𝑑𝑡 is the diffuse sky radiation, 𝐼𝑟𝑡 is the reflected 
ground radiation, 𝜌𝑔is the ground reflectance, 𝜃 is the incident angle and β is the tilt angle. 
Having the 𝐼𝑡𝑜𝑡𝑎𝑙, the solar dependent variable can be written as: 
𝑆𝐺 = ∑ [𝐼𝑡𝑜𝑡𝑎𝑙,𝐹𝑂 . 𝐴𝑤𝑎𝑙𝑙,𝐹𝑂 . (1 − 𝛼𝑤𝑎𝑙𝑙) +  𝐼𝑡𝑜𝑡𝑎𝑙,𝐹𝑂 . 𝐴𝑤𝑖𝑛,𝐹𝑂 . 𝜏𝑤𝑖𝑛]
𝑁𝐹𝑂
𝐹𝑂=1
+  𝐼𝑡𝑜𝑡𝑎𝑙  . 𝐴𝑟𝑜𝑜𝑓 . (1 −  𝛼𝑟𝑜𝑜𝑓) 
Equ. 13 
where 𝛼𝑤𝑎𝑙𝑙 is the wall albedo, 𝛼𝑟𝑜𝑜𝑓 is the roof albedo and 𝜏𝑤𝑖𝑛 is the window 
transmittance of each side of the building. This approach allows the model to take into 
account the effects of shared wall by only measuring the solar gain on the exposed 
exterior façade of a building. 
Thermal dependent variable 
The equivalent thermal resistance of a building is defined as below:  
𝑅𝐸𝑞𝑢. = ∑
𝐴𝑡𝑜𝑡𝑎𝑙
(
𝐴𝑖
𝑅𝑖
)
𝑛
𝑖=1
, [
𝑚2. ℃
𝑊
] Equ. 14 
 
where 𝐴𝑡𝑜𝑡𝑎𝑙  is the total building exterior façade area, and 𝐴𝑖 and 𝑅𝑖  are the area and 
thermal resistance of each wall, respectively. The temperature difference can be then 
determined using the outdoor dry bulb temperature from the TMY2 file and indoor air 
temperature set point. For residential buildings with low internal heat generation, it can 
be concluded that cooling and heating will not happen simultaneously, thus, it is logical 
to separate these load profiles from each other.  
Internal heat generation 
The internal heat generation effect on the heating load varies from day to day and from a 
building to another one. The variation is due to a different level of occupant density and 
the minimum internal load associated to their occupancy type. For example, for residential 
buildings with low occupant density and a 24-hour operational schedule, the effect of 
internal heat generation on the energy consumption schedule is more or less uniform 
whereas it becomes more significant for commercial buildings which higher internal heat 
generation. This implies that the study of the internal heat generation effect requires a 
comprehensive statistical analysis, which is beyond the scope of this study. In this study, 
the typical design schedule suggested by NRCEE [47] was used for each building 
archetype.  
 
Thermal mass 
The thermal mass, as the simplest means of thermal storage in buildings, regulates the 
temperature and heat demand profile. As a result, heat demand of the building at present 
time can be assumed as a function of the building loads at the previous hours. Pfafferott 
[48] showed that buildings with a higher thermal mass can regulate the temperature 
fluctuation for a longer period of time. In this study, buildings were assumed to have low, 
medium and high thermal mass [49].  
Results 
Results obtained from the sensitivity analysis and heat demand profile prediction are 
presented in this section.  
1.5. Sensitivity Analysis 
 Sensitivity analysis was initially performed by carrying out over 100 simulations 
using a validated eQUEST model. The simulation was conducted over a range of building 
by multiplying the selected input parameter(s) by a random number within predefined 
range. As mentioned earlier (section 1.4.1), the linearity and additivity test, the simulations 
were done by changing a single parameter in 60% of the cases.  While in remaining 40%, 
2 parameters in 25% of the cases, and 3 parameters in 15% of the cases were changed. 
Then the heating demand profiles obtained from detailed simulation (eQuest) were used 
for sensitivity analysis as well as performing the linearity and additivity tests. Further 
simulation was also conducted to study the combined effects of different parameters on 
performance of the model archetypes. They were: 
 
 Occupancy density * Ran (1±0.20) 
 Win/Wall * Ran(1 ~ 3) 
 Area * Ran (1±0.40) 
 Aspect Ratio * Ran (1±0.5) 
 Infiltration * Ran (1±0.50) 
 Area * Ran (1±0.25) 
 No. Stories * Ran (1±1) 
 
The results obtained from the sensitivity analysis are presented in Table 4: 
Table 4: Results obtained from sensitivity analysis 
Input Parameter μ f(Δμ) R2 Norm. Sens. Coeff. δ 
Area (L): ΔY=0.7053Δμ+0.2929 0.9998 0.71 
Infiltration (L): ΔY=0.0133Δμ+0.9867 1 0.018 
Story height (NL): ΔY= +0.002Δμ+1.0001 0.9999 0.01 
Window to wall ratio (NL): ΔY= 0.0027Δμ2-0.025Δμ+1.0223 1 -0.025 
Orientation (NL): ΔY= 0.2454Δμ2 -0.4555Δμ+1.1643 0.9876 0.46 
Aspect ratio (NL): ΔY= 0.0486Δμ2 -0.0895Δμ+0.9943 0.9999 0.091 
No stories (NL): ΔY= -0.0101Δμ2+0.1615Δμ+0.7175 1 0.16 
 
 In general, it can be concluded that the results obtained from the sensitivity 
analysis are in a good agreement with those reported by Cheng [44]. 
1.6. Building Model Validation 
 In this section, the developed MLR and MNLR models were used to predict the 
heating demand profile of the individual buildings. The results were compared with the 
one predicted by a comprehensive software model.  
1.6.1.1. MLR 
 Two new buildings were developed using the verified, DOE based model to 
validate the proposed simplified approach (MLR), called “Building R1 and Building R2”. 
The new buildings were first modeled in DOE, by changing some of the parameters, see 
Table 5. Since one of the identified source of discrepancy in predicted results was the 
common wall, one of the newly developed building “R1” assumed to have a common wall 
on the east side. Next, the heating demand profiles of the new buildings were obtained 
using MLR approach, and were compared with those obtained from the DOE simulation. 
Table 5: Building description 
Building Area Stories Window/Wall Set Point Note 
Reference 1,858 4 30 Constant 25ºC  Detached No Shading 
R1 2,044 4 35 Constant 24 ºC Common Wall on East 
R2 1,998 4 35 Schedule 1 20 ° Rotate to East 
      
Schedule 1 
Month Nov Dec Jan Feb Mar Apr 
Ave Temp [ºC] 2.61 -6.82 -9.83 -9.43 -2.72 6.49 
Set-Point [ºC] 22 23 24 24 22 21 
 
 Also, to check the accuracy of the model under different circumstance, two 
different air temperature set-point scenarios were defined (see Table 5) and the accuracy 
of the results was compared with those obtained from the comprehensive modeling. In 
the first scenario (R1), a constant set-point air temperature was defined for the entire 
year. In the second scenario (R2), two different heating and cooling seasons were 
defined. It was assumed that there is no heating load during the cooling season, even if 
the indoor air temperature drops below the thermostat set-point. On the other hand, 
different set-points were defined based on the average outdoor temperature of that 
month. For this study, the heating season was assumed to be from 1st of November until 
the end of April. As mentioned earlier, to take into account the effect of thermal mass on 
the heating demand profile of the buildings, set of regression analysis with different “t” 
past values were performed and the best fit for each archetype was selected. For 
instance, for a low-rise multifamily residential building, this value determined to be 4. To 
determine the best fit, two criteria were checked; having highest R-value while 
maintaining the P value within 95% confident interval, less than 0.05. Table 6, shows the 
best-fit results of the regression analysis obtained for “t=4” for a low-rise multifamily 
residential building, reference building. 
Table 6: Regression analysis of the reference building 
Regression Statistics 
Multiple R 0.9966 
Adjusted R Square 0.9966 
 
 Results obtained from the regression analysis, Table 6, shows a high correlation 
between the input file, Section 1.4.2 and target values, heating demand profile. Having 
the coefficients of the regression analysis of the reference building, further simulations 
were performed using MLR method to predict the heating demand profile of R1 and R2 
buildings. As shown in Table 5, building R1 has a common wall with another building on 
the east side and a constant set-point set of 24ºC. 
 
 Figure 1 present the prediction made by the simplified model against one made by 
comprehensive simulation for the month of December: They are in good agreement. The 
R-value and standard error of the prediction are given in Table 7. 
 
 Figure 1:Building "R1” heating demand profile, (Top) one-month period, December, 
(Bottom) 8 days’ period in mid-December; Blue Line: Simulation, Red Line: Prediction 
 
  
Table 7: Prediction Vs. simulation for building "R1 
Building MSE R 
R1 6.996 0.9971 
" 
Since the main assumption in using the MLR method is that there is a linear relation 
between load at time t and inputs, the linearity assumption was checked. As shown in 
Figure 2 (left), the red line shows almost a linear relationship between predicted values 
and simulated ones. Also, the magnitude of the errors between predicted and simulated 
profile is shown in the histogram as depicted in Figure 2 (right).  
 Figure 2: (Left) Residual against fitted value; (Right) error histogram of the building "R1" 
  
In the second scenario, the demand profile of building “R2” was predicted only for 
the heating season (1st of November till 30th of April). Unlike the previous scenario, based 
on the average outdoor temperature, the set-point was varied between 21-24°C. Figure 
3 shows the predicted demand profile against the simulated profile of building “R2”.  
Similarly a good agreement between the predicted and simulated demand profile can be 
seen. Results obtained from the heating demand prediction for the second building 
tabulated in Table 8. Even the predicted heating demand profile for second building (R2) 
shows slightly lower correlation with the demand profile obtained from detailed simulation. 
This however should be pointed out that the duration of simulation was different for the 
two cases. It was 4341 for R2 while it was 8760 for the R1. The MSE value for R1 has 
been improved.  
Table 8 : Prediction Vs. simulation for building "R1" 
Building MSE R 
R2 5.462 0.9947 
 Figure 3: Building "R2” heating demand profile, (Top) heating season, (Bottom) 10 days’ 
period late December till early January; Blue Line: Simulation, Red Line: Prediction 
   
 
Figure 4: (Left) Residual against fitted value; (Right) Error Histogram of the Building 
"R2" 
  
Figure 4 also proves the linearity assumption made earlier in proposing the MLR methods. 
It also illustrates the error histogram for the "R2" building. 
1.6.1.2. MNLR 
 The ANN network was trained, and the heating demand profile of R1 and R2 
buildings were predicted using MNLR methods. Results obtained from the nonlinear 
analysis are presented in Table 9 and Figure 1. 
Table 9: MSE and R-value of building R1 and R2 using the MNLR method 
 MSE R 
R1  11.7 0.9961 
R2 5.230 0.9978 
 
 
Figure 5: Error Histogram of Building R1&2 Using MNLR Method 
 Similar to MLR methods, results obtained from MNLR method show good 
agreements between predicted one and the one obtained from detailed simulation. Unlike 
the MLR method, using the nonlinear model (MNLR) shows higher correlation between 
the predicted profile and the simulation one for Building R2. This is mainly due to the fact 
that most of the buildings used for training and validation stage of the ANN network were 
standalone buildings and did not have the common wall (unlike building R1). Having more 
diversified training data is a key point in using the MNLR method. Comparing MLR and 
MNLR methods show that, in cases with smaller training batch, using MNLR methods not 
only computationally more expensive but also does not result in better prediction for all 
cases.  
Demand Profile of DHS 
 The main purpose of this paper was to develop a method for predicting the heating 
demand profile of a district and compare the results with those obtained from detail 
modeling using eQUEST and TRNSYS. Thus, three districts have been initially 
considered: 
 District 1, solely comprised of 95 residential buildings; 
 District 2, solely consisting of 82 office buildings, 
 District 3, which includes a mixture of 84 residential and 28 office buildings.  
Two validated reference buildings were selected for the study of these districts. The 
geometric parameters (i.e., number of stories, aspect ratio, orientation, net area and 
window to wall ratio) were altered in accordance to these buildings in order to define the 
district. In other words, the geometric parameters from the reference buildings were 
utilized to define the range of the parameters of every other building in the district. These 
ranges were based on the likelihood of the characteristics of the buildings’ archetypes 
within each district. Subsequently, the parameters of each building were given a random 
value within each of the defined ranges in  
 After defining the buildings within each district, the heating demand profile of 
every individual building was obtained using both simplified MLR approach as well as 
eQUEST. Results obtained from detailed simulation show that average space heating 
load for low-rise multifamily residential buildings is 53.3 kWh/m2/Yr with a maximum 
heating demand of 200 kW while for low-rise office buildings 55.3 kWh/m2/Yr and 959 
kW, respectively. Since the office buildings were assumed to be operating for a limited 
period of the time each day, two different occupancy set point temperatures were 
defined. To have more consistently in the results, all buildings were assumed to use 
electrical heating systems.  
Table 10, Table 11, and  
 
Table 12.  Random values within the defined ranges are attributed. For example, in 
the district 1, consisting of 95 residential buildings, a range of 4-6 stories has been 
randomly assigned to the buildings; 32 x 4-story buildings, 36 x 5-story buildings and, 27 
x 6-story buildings.  
 In order to further define other geometric parameters, more randomized values 
were attributed to these 4-6 story buildings. For instance, for 60% of the 4-story buildings, 
one other geometric parameter value was modified within its predefined range as it can 
be seen in  
 After defining the buildings within each district, the heating demand profile of every 
individual building was obtained using both simplified MLR approach as well as eQUEST. 
Results obtained from detailed simulation show that average space heating load for low-
rise multifamily residential buildings is 53.3 kWh/m2/Yr with a maximum heating demand 
of 200 kW while for low-rise office buildings 55.3 kWh/m2/Yr and 959 kW, respectively. 
Since the office buildings were assumed to be operating for a limited period of the time 
each day, two different occupancy set point temperatures were defined. To have more 
consistently in the results, all buildings were assumed to use electrical heating systems.  
Table 10. For 25% of the 4-story buildings, 2 parameters were modified within their range, 
and finally, for 15% of the 4-story buildings, 3 parameters were changed. A similar 
modification process was then assigned to the 5 and 6-story buildings. It is important to 
note that the allocated 60%, 25% and 15% distribution for the modifications were 
constructed based on a random process.  
 It is also noteworthy to mention that other than the reference buildings, which 
provide realistic values, and the ranges of the geometric parameters, which have been 
determined based on their likelihood within their specific district, all other values were 
randomly constructed. In order to construct the buildings within district 2 and district 3, 
similar pattern of assigning random values were applied. Since the internal heat 
generation of buildings is one of the input parameters for both MLR and MNLR methods, 
the internal generation determined by multiplying the density factor by usage schedule 
defined by ASHRAE 90.1 [50] and MNECB [47]. Error! Reference source not found. 
and Error! Reference source not found. show the usage schedules that were used for 
multifamily residential buildings as well as office buildings. More detail description of the 
buildings within each district tabulated in Tables 10-12. 
 
Figure 6: Usage schedule for the residential buildings 
 
 
Figure 7: Usage schedule for the residential buildings 
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 After defining the buildings within each district, the heating demand profile of every 
individual building was obtained using both simplified MLR approach as well as eQUEST. 
Results obtained from detailed simulation show that average space heating load for low-
rise multifamily residential buildings is 53.3 kWh/m2/Yr with a maximum heating demand 
of 200 kW while for low-rise office buildings 55.3 kWh/m2/Yr and 959 kW, respectively. 
Since the office buildings were assumed to be operating for a limited period of the time 
each day, two different occupancy set point temperatures were defined. To have more 
consistently in the results, all buildings were assumed to use electrical heating systems.  
Table 10: Description of district 1 
No. of 
Storey   
No. 
Buildings 
Area [m2] Window/Wall 
Aspect 
ratio  
Orientation 
with South 
Set Point 
[ºC]  
4   32 3,500-4,500 20-45% 0.75-1.3 ± 25º 24 
5  36 3,800-5,000 20-45% 0.75-1.3 ± 25º 24 
6  27 3,500-5,500 20-45% 0.75-1.3 ± 25º 24 
 
Table 11: Description of district 2 
 No. of 
Storey  
No. 
Buildings 
Area [m2] Window/Wall 
Aspect 
ratio  
Orientation 
with South 
Set Point [ºC]  
4   21 10,200-12,000 20-40% 0.75-1.3 ± 25º 24/20 
5  37* 10,200-13,000 20-35% 0.75-1.3 ± 25º 24/20 
6  24 11,500-14,000 20-35% 0.75-1.3 ± 25º 24/20 
* 5 buildings assumed to have common wall on east or west side 
 
 
 
 
Table 12: Description of district 3 
Type of 
Building  
No. of 
Storey  
No. 
Buildings 
Area [m2] Window/Wall 
Aspect 
ratio  
Orientation 
with South 
Set Point 
[ºC]  
Residential 
4   25 3,500-4,500 20-40% 0.75-1.3 ± 20º 24 
5 32 3,800-5,000 20-40% 0.75-1.2 ± 25º 24 
6  27 3,500-5,500 20-40% 0.75-1.3 ± 20º 24 
Office 
4   12 10,200-12,000 20-35% 0.75-1.3 ± 25º 24/20 
5  10 10,200-13,000 20-35% 0.75-1.3 ± 25º 24/20 
6  6 11,500-14000 20-35% 0.75-1.1 ± 25º 24/20 
   
 The MLR approach was used to predict the heating demand profile of three 
districts. The reference building used for modeling of the residential building is the same 
as the one used earlier (Section 1.6.1.1). Similar approach was used for the office 
buildings. Due to the characteristics of the office buildings, which have different daily 
usage schedule as well as temperature set point for occupied and unoccupied periods, 
the results obtained from multilinear regression analysis of the district 2 shows a lower 
correlation between, R = 0.9401, compared with 0.9966 obtained for district 1. This lower 
correlation is due to higher daily heating load variation in the office buildings in district 2 
compared with the residential buildings in distrcit1. Figure 8 shows the daily heating load 
variation for the first 150 hrs for district 1 and district 2 for the same weather data.  
 
Figure 8: Hourly heating load variation of residential against office 
  
Comparing the total heating demand load of district 1, solely residential, with the 
schedule obtained from the summation of the profile of all individual buildings using 
eQUEST model shows high agreement between them. Figure 9 presents the predicted 
against simulated heating demand profile of the district as well as the error histogram.  
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 Figure 9: Predicted heating demand schedule vs. simulated demand profile of 
community 1; Last 11 Days of December 
 Based on the reference office building developed earlier, the average heating 
demand schedule of the office buildings within district 2 predicted and presented in 
Figure 10. Due to higher daily fluctuation of the heating demand schedule of the office 
building especially at the early morning and the late afternoon, switching between 
occupied and unoccupied periods, the average standard errors for office buildings is 
higher and about 20.16 kW. Taking into account average office building area and average 
maximum pick, this value is slightly higher for office buildings, 1.6%. 
 
 Figure 10: Average Heating Demand Load of district 2; Last 11 Days of December  
   
 Finally, the last community was modeled using both simulation and simplified 
models. Results obtained for district 3 shows that due to higher number of the residential 
buildings within community, the predicted profile is better fitted with simulated schedule. 
The R-value for district 3 is about 0.9856 and the average error is about 5.2%, which is 
quite close to the one obtained for district 1, 4.67%.  Figure 11 presents the simulated 
heating demand profile against the predicted one for district 3.  
 
  
 Figure 11: Total Heating Demand Load of district 3; Last 11 Days of December  
Conclusion 
 Due to lack of an easy to use and reliable tool, which could be used to predict the 
heating demand profile of large-scale district networks (e.g., within the urban sector) in a 
timely manner and with high accuracy, designers have developed an array of simplified 
models.  Most of the existing methods focus on the building’s total energy consumption 
instead of its energy profile.  Aside from the type of prediction, the accuracy of the existing 
models is predominantly low.  Another drawback of these models is that they are not 
applicable to different types of buildings and are mainly used for sole prediction of 
residential buildings’ heating demand.  Finally, most existing models are based on 
standalone buildings and cannot take into consideration the unmeasured effects of the 
neighborhood on buildings such as shared walls and also the solar blockage by the 
adjacent shadow casted from other buildings.  This paper describes the development of 
a procedure using a linear and nonlinear regression model that can predict the total 
heating demand profile a community using accessible information in a timely manner with 
high accuracy.   
 In order to validate the procedure, first both linear and nonlinear model were 
applied to mid-rise residential buildings, R1& R2, and their heating demand profile were 
predicted.  Results obtained from both models, linear and nonlinear, showed good 
agreement with the one obtained from comprehensive modeling.  Later on, three different 
districts with 85-112 buildings each modeled using random number and their heating 
demand profile determined using both simplified procedures as well as a comprehensive 
simulation using eQUEST.  Even though, in all three communities, predicted results show 
high agreement with the one obtained from comprehensive modeling, however, due to 
non-uniform daily usage of the office buildings, compared with residential buildings the 
average error for district 2, all office building, was slightly higher that the community with 
all residential buildings, 1.6%. 
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