It is shown that for two dynamical approximation entropies (one C * and one W * ) the implementing inner automorphism in a crossed product A α Z has the same entropy value as the automorphism α.
Introduction.
In this paper we show that for two definitions of dynamical entropy (both based on Voiculescu's approximation approach; [Vo2] ) getting calculations for general automorphisms is equivalent to getting calculations for inner automorphisms. More precisely, we show that if α ∈ Aut(A), η ∈ S(A) is an α-invariant state and η • E denotes the Adu-invariant state on A α Z induced by η (u ∈ A α Z is the implementing unitary) then the entropies of α and Adu agree with respect to η and η • E, respectively, for the entropy quantities defined in [Ch3] and [Vo2, Section 3] . (See [St2, Problem 4.2 
].)
One may regard A α Z as the closure of the "fibers" A k = {au k : a ∈ A}. Then each A k is globally invariant under Adu and, moreover, the action of Adu on A k is precisely that of α. Thus it seems natural to expect the same entropy value for α and Adu, which we show by constructing explicit completely positive maps on A α Z using the techniques of [SS] as in [Br] .
The maps constructed on A α Z can also be used to estimate entropy for some outer automorphisms of A α Z. Since many operator algebras can be realized as crossed products we get a large class of examples where these techniques are relevant. Indeed, similar ideas were used in [Ch2, Ch3] to obtain various entropy values for Cuntz's canonical endomorphism of the Cuntz algebra O n , 2 ≤ n < ∞ [Cu] , and Longo's canonical endomorphism of type III factors. In this paper we exploit the isomorphism O ∞ ⊗K ∼ = F Φ Z, where K denotes the algebra of compact operators and F is an AF algebra, to obtain the following result. [Vo2, Br] .
Theorem. The free shift on the Cuntz algebra O ∞ has topological entropy zero in the sense of
The free shift is the automorphism of O ∞ = C * ({S i : i ∈ Z}) such that S i → S i+1 . This is a highly ergodic non-asymptotically abelian automorphism.
There is a natural embedding C * r (F ∞ ) → O ∞ of the reduced group C * -algebra of the free group in infinitely many generators and hence the above theorem also holds for the free shift on C * r (F ∞ ) since topological entropy decreases in subalgebras (cf. [Br, Prop. 2.1] ). In fact, we will obtain the same results for automorphisms arising from any bijective function Z → Z.
(See also [St1, St3] , [Dy] for related results.)
In Section 2 we observe several consequences of the construction of Sinclair and Smith [SS] . The reader is encouraged to first go through [SS] as we will be rather sketchy. In Section 3 we prove that the entropy of α and Adu agree for the entropies defined in [Ch3] and [Vo2, Section 3] . In Section 4 the topological entropy (in the sense of [Br] ) of the free shift is shown to be zero.
Maps on Crossed Products.
We first observe that the techniques of [SS] allow one to construct maps on A α G out of maps on A in such a way that the map constructed on A α G inherits many nice properties that the map on A may have (e.g., normality, positivity, invariance with respect to an α-invariant state, approximation properties). For future reference it will be convenient to separate each of these observations into individual propositions. However, all of the results in this section are easy consequences of [SS] and we refer the reader to that paper for all of the details and notation which appears below.
In this section A will denote a C * -algebra which is faithfully nondegenerately represented in B(H), where H is a separable Hilbert space. We assume that an action α : G → Aut(A) is given with G a countable discrete amenable group. As in [SS] , we further assume (without loss of generality) that α is spatially implemented; i.e., that there exists a unitary represen-
for all a ∈ A and g ∈ G. We will regard A α G, the reduced (or full, since G is amenable) crossed product, as faithfully represented (via the regular representation) in B(l 2 (G) ⊗ H) and let π : A → A α G denote the natural inclusion. Since α is spatially implemented, the map π makes perfectly good sense on all of B(H). An easy calculation shows that π : B(H) → B(l 2 (G) ⊗ H) is both ultraweak-ultraweak and ultrastrong-ultrastrong continuous. Recall that there is a natural unitary representation
) for all x ∈ A and such that the span of
If F ⊂ G is a finite set, we will let p F denote the orthogonal projection onto the span of {ξ g : g ∈ F } (where {ξ g } g∈G is the natural orthonormal basis of l 2 (G)) and [SS, Lem. 3.3] .
Definition 2.1. If Λ : A → B(H) is a linear map, f ∈ l ∞ (G) has finite support, and F ⊂ G is a finite set we define
hence Φ Λ,f,F is well defined. Since P F is weakly continuous, this also shows that when A is a von Neumann algebra, the weak closure of A α G (i.e., the W * -crossed product) also gets mapped into p F (B(l 2 (G)))p F ⊗ A and hence Φ Λ,f,F is well defined for W * -algebras and W * -crossed products as well.
In the following proposition, I will denote the identity operator on both l 2 (G) and H and hence I ⊗ I denotes the unit of B(l 2 (G) ⊗ H). For each finite set F ⊂ G we also let {e p,q } p,q∈F denote the canonical matrix units of
Proposition 2.2. The following assertions hold.
1) T f is a completely positive map (cf. [Pa] ) with
Proof. The first assertion is essentially [SS, Lem. 3.3 ] and it's proof. (The last statement follows easily from the definition of T f .)
The second assertion follows from Lemmas 2.2 and 3.1 in [SS] , together with the definition of T f .
The third assertion follows from the second since we noted that π is continuous in both the ultraweak and ultrastrong topologies.
The fourth is immediate from the first since P F is a completely positive contraction and id F ⊗ Λ cb ≤ Λ cb .
The fifth follows from the third since
The final assertion follows from the first since
Proof. See Lemma 3.2 in [SS] .
Let 1 denote the unit of G. [Pe, Lem. 7.11.3] ). When A is a von Neumann algebra then we regard E as a map (
If A is a von Neumann algebra, η is normal and Λ is ultraweakly contin-
Proof. Evidently Proposition 2.3 implies
Thus the proposition follows from parts 4 and 5 of Proposition 2.2.
The next proposition is immediate from the definitions and part 1 of Proposition 2.2.
Let {e p,q } p,q∈F be the canonical matrix units of
⊂ A we can give an explicit formula for the map Ψ. (There is always an explicit formula for Φ.) Proposition 2.6. With the assumptions and notation of Proposition 2.5 we have:
Proof. The first assertion follows from [SS, Lem. 2 .1] while 2 follows from the definition of T f , [SS, Lem. 3 .1] and [SS, Lem. 2.2] . 1 (resp. 2 ) is an easy calculation using 1 (resp. 2).
We will need the following proposition to compute [Ch3] entropy.
Proposition 2.7. If ϕ and ψ in Proposition 2.5 are unital and completely positive,
for all b ∈ B (i.e., under the natural identifications of B and
Proof. This is an easy calculation using the previous proposition.
Finally we observe that Φ Λ,f,F has good approximation properties whenever Λ does. If K ⊂ G is a finite set and f ∈ l ∞ (G) has finite support F then we let
Proposition 2.8. For each finite set K ⊂ G and δ > 0 there exists f ∈ l ∞ (G) of finite support with f 2 = 1 and the following property: Let ω ⊂ A be a finite set with
Proof. If Λ(A) ⊂ A then this is essentially contained in the proof of [SS, Thm. 3.4 ]. However, a slightly different series of estimates handles the general case (see the proof of [Br, Lem. 3.4] ).
Assume that η ∈ S(A) is an α-invariant state and consider the seminorm
An easy calculation shows π(a)λ g η•E = a η for all a ∈ A and g ∈ G. Similarly one shows α t (a) η = a η for all a ∈ A and t ∈ G. From this it follows that if Λ(A) ⊂ A then
for all a ∈ A and g, t ∈ G. However, with this observation the estimates in the proof of [SS, Thm. 3 .4] go through essentially without change. Hence we get the following analogue of the previous proposition.
Proposition 2.9. For each finite set K ⊂ G and δ > 0 there exists f ∈ l ∞ (G) of finite support with f 2 = 1 and the following property: Let η ∈ S(A) be an α-invariant state and ω ⊂ A be a finite set with
Entropy and Inner Automorphisms.
We will now establish the analogue of [Br, Thm. 3.5] for the dynamical entropies defined in [Ch3] and [Vo2, Section 3] . In this section, α will always denote an action of a countable discrete abelian group G on a given operator algebra. Crossed products (both C * and W * ) will be regarded as subalgebras of B(l 2 (G) ⊗ H) (as in the previous section), π : A → A α G is the natural inclusion and E : A α G → A is the natural faithful normal conditional expectation.
We begin with the analogues of [Br, Lem. 3.4] . The next lemma is used to compute [Ch3] entropy in crossed products. We refer the reader to [Ch3] and [Vo2, Section 3] for the definitions and notation which appears below.
Lemma 3.1. Let A be a unital nuclear C * -algebra (cf. [Wa] ) and η ∈ S(A) be an α-invariant state (i.e., η
Proof. Apply Proposition 2.8 with K, δ to get a function f ∈ l 2 (G) with finite support, f 2 = 1 and the property stated in that proposition. We will show that F = F K,f is the desired finite set.
To prove the inequality we let ε > 0 be arbitrary and choose unital completely positive maps ϕ :
by Proposition 2.5. Note also that Φ and Ψ are unital completely positive maps by Propositions 2.5 and 2.6. Proposition 2.8 says that Φ Λ,f,F (x)−x ≤ δ for all x ∈ ω K and thus (by definition)
Finally, from Proposition 2.7, we have
, δ/2) + ε, by our choice of ψ, which proves the lemma since ε was arbitrary.
The next lemma allows one to compute the entropy of [Vo2, Section 3] in crossed products. The proof is similar to the previous one and will be omitted (see also [Br, Lem. 3.4] ). Due to the definitions involved, one uses Proposition 2.9 instead of Proposition 2.8. The replacement of the inequality
is the remark that if rank (C) denotes the dimension of a maximal abelian subalgebra of C then rank (M n (C) ⊗ B) ≤ n · rank(B). We also note that one must appeal to Proposition 2.4 to ensure that the maps used in the previous proof (i.e., Φ Λ,f,F ) remain η • E-invariant. 
As in the previous section, we let λ g ∈ A α G be the unitary implementing α g ∈ Aut(A). We also remind the reader that G is now assumed to be a discrete abelian group. Theorem 3.3. If A is a unital nuclear C * -algebra with α-invariant state η, then for all g ∈ G we have ht η (α g ) = ht η•E (Adλ g ), where ht η (·) is defined in [Ch3] .
Proof. We only sketch the argument as it is similar to the proof of [Br, Thm. 3.5] . The inequality ht η (α g ) ≤ ht η•E (Adλ g ) for all g ∈ G follows from [Ch3, Prop. 2.2]. Let δ > 0, ω ⊂ A a finite set with x ≤ 1 for all x ∈ ω, and a finite set K ⊂ G be given. Choose a finite set F = F (K, δ) according to Lemma 3.1 and define Ω = ∪ g∈F α −g (ω). Since G is abelian, from Lemma 3.1 one may deduce the inequality
as in the proof of [Br, Thm. 3.5] . Since this inequality holds for all n ∈ N, the desired inequality follows from [Ch3, Prop. 2 
In particular, this theorem generalizes the results of [Vo2, Appendix] .
Entropy for Automorphisms of O ∞ .
In this section we will show that ht(α) = 0 (cf. [Br] ) for the free shifts on O ∞ and C * r (F ∞ ). This will follow from a more general result concerning automorphisms of O ∞ induced by bijective mappings α : Z → Z. These results have also been obtained by K. Dykema (cf. [Dy, Thm. 1 and Example 7]) using directly the free product construction as opposed to the crossed product construction used here. As mentioned in the introduction, we use the isomorphism O ∞ ⊗ K ∼ = F Φ Z and the techniques of the previous two sections to achieve our calculations.
Recall that the Cuntz algebra O ∞ is defined as the universal C * -algebra generated by isometries {S i } i∈Z which satisfy the relation We begin with a technical lemma which should have appeared in [Br] and will be necessary for our calculations. If A ⊂ B(H) we will let ι A denote the inclusion A → B(H). See [Br, Def. 1.1] for the notation which appears below. Proof. From the proofs of [Br, Prop. 1.3 and 2 .14] we have rcp(ι C , ω, δ) = rcp (π, ω, δ) and rcp (ι D , π(ω) 
We only show rcp (π, ω, δ 
Remark 4.2. In particular, this lemma improves [Br, Lem. 2.4] and hence the proofs of Propositions 2.5, 2.6 and 2.8 in [Br] are slightly more technical than they need to be.
Given n ∈ N and a subset I ⊂ Z we let W (n, I) = {µ = (µ 1 , . . . , µ n ) :
It is known that if I is a finite subset of Z then F(n, I) = F([n, n], I
) is isomorphic to the matrix algebra M |I| n (C), where |I| denotes the cardinality of I, and is isomorphic to the compact operators on an infinite dimensional separable Hilbert space when I is infinite (cf. [Cu] ). If I ⊂ Z is a finite set, we define for each j ∈ N the projection
Note that P j ≥ P j+1 .
Lemma 4.3. If I ⊂ Z is a finite set then
with a complete set of pairwise orthogonal minimal projections given by
Proof. For each j, the set {S µ S * ν : µ, ν ∈ W (j, I)} is a complete set of matrix units for F(j, I) and the unit of F(j, I) is P j . For each 0 ≤ j ≤ n − 1 we define
. This also shows that the A j are pairwise orthogonal and hence
However, this clearly implies the lemma.
and ρ i : B i → B be the induced embeddings. As in [Cu] , there is an automorphism Φ of B which shifts the above sequence one space to the left and satisfies the relation
Another important relation that follows immediately from the construction is
Let u be the implementing unitary in the multiplier algebra M (B Φ Z). One readily verifies that the elementsS i = ρ 0 (S i S * 0 )u ∈ B Φ Z are partial isometries with support projection ρ 0 (1) and satisfying
for all r ∈ N. Hence there is an induced *-monomorphism π :
However, for our calculations, it will only be necessary to observe that for every x ∈ F ∞ we have π(x) = ρ 0 (x). We will use this map π (and Lemma 4.1) to estimate the completely positive δ-rank of certain finite sets in O ∞ . To compute δ-ranks in crossed products (i.e., B Φ Z) we recall [Br, Lem. 3.4] (in a slightly different, but equivalent, form than the original). 
Considering the case G = Z, what this lemma roughly says is that to approximate polynomials in A α Z it suffices to approximate a finite number of iterates of the coefficients.
For convenience, we assume both O ∞ and B Φ Z to be faithfully represented on the same Hilbert space H and use ι O∞ and ι B Φ Z to denote the inclusions. It will also be convenient to define
Proof. Note that π(S
Thus we see that the "coefficients" of π(ω k,l,I ) (i.e.,
)) all come from the finite dimensional algebra ρ −k (F([0, l + k], I) ) by reducing the terms S * ν S i 0 and S * i 0 S µ . By virtue of Lemmas 4.1 and 4.4, to estimate rcp(ι O∞ , ω k,l,I , δ) it suffices to understand a finite number of the iterates (under Φ) of the coefficients of π (ω k,l,I ). But since there is always a conditional expectation onto finite dimensional subalgebras, we only need to understand a finite number of iterates of the finite dimensional subalgebra ρ −k (F([0, l + k] , I)) (since this contains the coefficients of π(ω k,l,I )).
So let m ∈ N be arbitrary and consider
By the relations Φ
Hence, by Lemmas 4.1, 4.4 and our observations above, there exists m = m (k, δ) 
where
Since O ∞ is nuclear, the following theorem holds for the entropy defined in [Vo2, Section 4] although we will be using the definition in [Br] (cf. [Br, Prop. 1.4] ).
) and i = j − j. From this observation and a similar remark when j > j , one deduces that the span of the finite sets ω k,l,I with k ≤ l and 0 ∈ I are norm dense in O ∞ . Hence it suffices, by [Br, Prop. 2.6] , to show that ht(ι O∞ , α, ω k,l,I , δ) = 0 for all such sets.
If µ, ν ∈ W (j, I) then an easy calculation shows α(
for all n ∈ N, whenever k ≤ l and 0 ∈ I ⊂ Z. Hence
for all n and all δ > 0. However, the previous lemma shows that Remark 4.7. Note that we have never used the fact that α : Z → Z is surjective. Thus the previous theorem also holds for any endomorphism of O ∞ which is induced by an injective function α : Z → Z.
The following recovers a special case of [St3, Thm. 2] in the case of CNT entropy.
Corollary 4.8. Let α ∈ Aut(O ∞ ) be induced by a bijective function α : Z → Z and ϕ be an α-invariant state. Then h ϕ (α) = ht ϕ (α) = 0, where h ϕ (·) and ht ϕ (·) are defined in [CNT] and [Ch3] , respectively.
Proof. Since O ∞ is nuclear we appeal to [Ch3, Thm. 2.6 .1] to get the inequalities ht(α) ≥ ht ϕ (α) ≥ h ϕ (α).
If F ∞ is the free group on generators {g i } i∈Z then C * r (F ∞ ) is the C * -algebra generated by the left regular representation λ : F ∞ → B(l 2 (F ∞ )). If α : Z → Z is any bijective function then there is a natural automorphism of C * r (F ∞ ), also denoted by α, such that λ(g i ) → λ (g α(i) ). The free shift on C * r (F ∞ ) is induced by the mapping i → i + 1. Proof. By monotonicity of ht(·) (i.e., the fact that topological entropy decreases in invariant subalgebras; cf. [Br, Prop. 2 .1]) it suffices to provide an embedding of C * r (F ∞ ) into O ∞ such that α lifts to an automorphism of O ∞ of the type considered in Theorem 4.6. That such an embedding exists is known to the experts so we only sketch the proof. (See also [BD] .)
Let {S i } i∈Z generate O ∞ and ϕ ∈ S(O ∞ ) be the vacuum state (cf. [VDN, Ex. 1.5.8] v n (t) 1 − t 2 dt = 0, for all nonzero n ∈ Z. Hence each B i contains a unitary u i with ϕ i (u n i ) = 0 for all nonzero n ∈ Z. Then C * ({u i : i ∈ Z}) is isomorphic to C * r (F ∞ ) and α lifts to an automorphism of O ∞ under this identification.
