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1. Statement of theorem
If S is a subset of the finite group G, set
QS,G = Q
({
χ(s)
∣∣ s ∈ S and χ ∈ IrrG}).
We say that S is rational in G if and only if QS,G = Q. Set QG = QG,G. If g ∈ G, we say that g
is rational in G if and only if Q{g},G = Q, and we say that G is rational if and only if QG = Q.
Feit and Seitz have shown that there is a set E of five simple groups such that if S is a non-
abelian simple group which is a composition factor of some rational finite group, then S is either
an alternating group, or S ∈ E .
Theorem 1.1. If p is a prime such that some rational finite group has a composition factor of
order p, then p  11.
E-mail address: jthompso@math.ufl.edu.0021-8693/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2006.04.040
J.G. Thompson / Journal of Algebra 319 (2008) 558–594 559I suspect that the theorem can be improved to p  5. I have not found any rational groups
with a cf. of order p if p ∈ {7,11}, but I have not been able to eliminate this possibility either.
2. Some families of groups and a preliminary reduction
I need the results of Feit and Seitz [4]. Set
C = {Cn ∣∣ n ∈ {2,3,5,7,11}},
A= {An | n 5},
E = {S4(3), S6(2),O+8 (2),L3(4),U4(3)}.
Here Cn denotes a cyclic group of order n. I follow the notation in the Atlas [2] so that, for
example, O+8 (2) is the simple group which Feit and Seitz call O
+
8 (2)
′
. Set
R= C ∪A∪ E .
If p is a prime  13, set
Rp =
{
S
∣∣ S is simple and one of the following holds:
(i) S = Cp, (ii) S ∈R and p  |S|
}
, (2.1)
R−p =
{
G
∣∣ (i) G ∈Rp, (ii) r  p for every prime r dividing |G|}. (2.2)
Suppose the theorem is false, and X is a counterexample of least order. Let V be a minimal
normal subgroup of X. Set
G0 = X/V. (2.3)
Then G0 is rational, so every composition factor of G0 is in R. Hence, V is an elementary
abelian -group for some prime   13. Since the Schur multiplier of every group in R is an
′-group [1, p. 170 for A; p. 4 for ], and since C /∈R, we have CX(V ) = V × O(CX(V )).
Thus X/O(CX(V )) is rational and has a composition factor of order , so by minimality of X,
it follows that
V = CX(V ). (2.4)
It is this group X which we shall examine carefully after lengthy preliminaries. For the remainder
of this paper, X,V,G0 and  have the meanings given here. We call  the exceptional prime.
If S is a set of simple groups, we say that the group G is an S-group if and only if every
composition factor of G is in S .
If k is a field, k¯ denotes an algebraic closure of k, and if n ∈ N, μ(n) denotes the set of
nth roots of 1 in k¯. In the following sections, G is understood to be a finite group, subject to
conditions in force at the time. If M is a kG-module, we say that M is trivial if and only if every
element of G fixes every element of M . If M is not trivial, we say that M is non-trivial; and we
adopt similar expressions for characters. The set of components of G is denoted Comp(G), and
F(G),E(G),F ∗(G),Op′,E(G),Oπ(G) are frequently used subgroups of G [1, Chapter 11].
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convention that ‘A B’ means that A is a subgroup of the group B , while ‘A ⊆ B’ is the usual
notation for set-theoretic containment [1, p. 2].
If n ∈ N and p is a prime, I adopt a convention for labeling the irreducible FpGn-modules.
Let k + 1 be the number of p-regular classes of G. Let {U0,U1, . . . ,Uk} be a set of representa-
tives for the isomorphism classes of irreducible FpG-modules, where U0 is a trivial module. If
(i1, . . . , in) is a sequence of integers, 0 iν  k,1 ν  n, then set
U(i1, . . . , in) = Ui1 ⊗ · · · ⊗Uin, (2.5)
as FpG
n
-module, the tensor produce being taken over Fp . When i1 = i2 = · · · = in = i, set
U(i) = U(i1, . . . , in). (2.6)
Every irreducible FpGn-module is isomorphic to U(i1, . . . , in) for a uniquely determined se-
quence (i1, . . . , in).
3. Results aboutR-groups
If n ∈ N, then QAn/Q is a Galois extension whose Galois group is an elementary abelian 2-
group. If p is a prime and p is a prime ideal of the ring O of integers of QAn which contains p,
then |O/p| = p or p2. This is a property of any group of index 2 in a rational group.
Let k be an algebraically closed field of characteristic p, and let φ be the Brauer character
of an irreducible kG-module M . Let B be the p-block containing φ, and let χ1, . . . be all the
ordinary irreducible characters in B . There are integers c1, . . . such that φ(g) =∑i ciχi(g) for
every p-regular g ∈ G [3, p. 147]. Thus, if G = An, then φ(g) ∈ QAn , from which it follows that
the trace of every element of An on M lies in Fp2 , whence there are e ∈ {1,2} and an irreducible
FpeAn-module M0 such that M ∼= k ⊗Fpe M0, and Fpe = Fp({trM g | g ∈ An}).
If R is a commutative ring and Ω is a finite set, denote by R(Ω) the free R-module with
basis Ω , and set
R(Ω)+ =
{∑
ω
rωω
∣∣∣∑
ω
rω = 0
}
,
R(Ω)+ = R
(∑
ω
ω
)
,
R(Ω)0 = R(Ω)+/R(Ω)+ ∩R(Ω)+.
If ρ ∈ hom(G,Sym(Ω)), then R(Ω)0 has an evident structure as RG-module, and we
call R(Ω)0 the standard module for (G,ρ,R). When G = SymΩ and ρ = id, we say that
any RG-module M isomorphic to R(Ω)0 is a standard module for G and G′ over R. We omit
reference to R when context permits, and say that M is standard. In particular, we have standard
modules for Sn and An.
If ρ ∈ hom(G,Sym(Ω)) and Δ ⊆ Ω , then GΔ denotes the preimage in G of the pointwise
stabilizer of Δ in ρ(G) and G(Δ) denotes the corresponding setwise stabilizer.
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(∈ An), then An = 〈σ1, . . . , σn−2〉 and (σiσi+1)2 = 1, 1  i < n − 2. If 0  m  d − 1, set
τm = σ3m+1, P = 〈τ0, . . . , τd−1〉. Then P is elementary abelian of order 3d . If k is a field which
contains a primitive cube root of 1, and λ ∈ hom(P, k×), set suppλ = {τi | λ(τi) = 1}. Let Λm =
{λ | |suppλ| = m}. Then |Λm| =
(
d
m
)
2m, and Λm is permuted transitively by NAn(P ). (Here
n 5 is used.) Set
ξm =
∑
λ∈Λm
λ, 0m d.
The Brauer character φ of the kAn-module M has the property that
res
An
P φ = a0 + a1ξ1 + · · · + amξm + · · · + adξd, ai ∈ N ∪ {0}. (3.1)
If sg :Sn → {1,−1} is the signature map, and R is a commutative ring, let Rsg be the RSn-
module with structure R, and with the group action twisted by sg; rσ = sg(σ )r . If V is an
RSn-module, set V sg = V ⊗R Rsg.
Lemma 3.1. If p is a prime, p > 3, k is a field of characteristic p, n  6, and M is a kAn-
module such that M(1 − (123))(1 − (456)) = 0, then for each irreducible subquotient W of M ,
W is either trivial or standard.
Proof. Let U = indSnAnM . As (14)(25)(36) is an odd permutation interchanging (123) and (456)
by conjugation, we have U(1 − (123))(1 − (456)) = 0. Thus, it suffices to show that each irre-
ducible subquotient of U is of dimension  1, or is standard or is the twist of a standard module.
We assume with no loss of generality that k is algebraically closed.
Set G = Sn,α = (1 − (123))(1 − (456)) ∈ kG. We make use of (3.1) and the group P . Let W
be an irreducible subquotient of U . Let φ be the Brauer character of an irreducible constituent
of resGAnW . Then
res
An
P φ =
d∑
m=0
amξm, am ∈ N ∪ {0}, 0m d.
Since Wα = 0, we have am = 0 for all m 2, so
res
An
P φ = a + bξ1, a = a0, b = a1.
Set τ = τ0, . . . , τd−1. Since ξ1(1) = 2d , ξ1(τ1) = −1 + 2(d − 1), ξ1(τ ) = −d , we have
φ(1) = a + 2db, φ(τ1) = a + b(2d − 3), φ(τ ) = a − bd. (3.2)
Since dimW > 1 if and only if b = 0, and since we assume with no loss of generality that
dimW > 1,
b 1. (3.3)
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If φ belongs to a p-block of defect 0, then the Atlas, together with (3.2), picks out the standard
module or its twist. Suppose φ is not in a p-block of defect 0. Then p  6, and since 3 < p, the
only possibility is that p = 5 and that φ is in the principal 5-block of A6. There are precisely two
irreducible Brauer characters in the principal 5-block, namely in Atlas notation, the restriction to
5-regular elements of χ1 and χ4, of degrees 1 and 8. We exclude χ1 by (3.3). As for χ4, we have
χ4(1) = 8, χ4(τ0) = −1, χ4(τ ) = −1, (3.4)
and we have d = 2. Since φ and χ4 agree on 5-regular elements, (3.2), (3.4) force b = 0, a = −1,
φ(1) = −1, which is false by (3.3).
Case 2. n 7.
It will help in handling this case to note that since p > 3,
one of the following holds:
(i) n 8,
(ii) p  n− 1. (3.5)
By induction, every irreducible subquotient of resGG1W is of dimension 1, is standard, or is the
twist of a standard module. Let W0 be an irreducible submodule of resGG1W . Since sg commutes
with resGG1, we may assume that W0 is standard or trivial.
There is a kG-homomorphism, the evaluation map
ν : indGG1W0 → W,
ν
( ∑
t∈G/G1
wt ⊗ t
)
=
∑
wt t. (3.6)
Since W is irreducible and ν = 0, ν is surjective. If W0 is trivial, then W is a quotient of
k({1, . . . , n}), so is standard (and in this case p  n). We may therefore assume that no irre-
ducible submodule of resGG1W is one-dimensional. The dual module W
∗ = hom(W,k) is also
annihilated by α, so we may assume that
no irreducible quotient module of resGG1W is one-dimensional. (3.7)
Set W1 = k({x2, . . . , xn})+. There is a surjective kG1-homomorphism μ :W1 → W0, since
W0 ∼= k
({x2, . . . , xn})+/k({x2, . . . , xn})+ ∩ k({x2, . . . , xn})+.
From μ we get a surjective kG-homomorphism
indGG1(μ) : ind
G
G1
W1 → indGG1W0,
indGG1(μ)
( ∑
wt ⊗ t
)
=
∑
t
μ(wt )⊗ t. (3.8)
t∈G/G1
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ν indGG1(μ) : ind
G
G1
W1 → W . Let
Y = ker(ν indGG1(μ)
)
. (3.9)
Since Wα = 0, we have
(
indGG1W1
)
α ⊆ Y. (3.10)
As coset representatives for G1 in G, I take
T = {1, (12), (13), . . . , (1n)}.
As basis for W1, I take {vi = xi − xi+1 | 2 i  n− 1}. Thus
{vi ⊗ t | t ∈ T , 2 i  n− 1}
is a basis for indGG1W1. We note that
dim indGG1W1 = (n− 2)n, (3.11)
as |G : G1| = n and dimW1 = n− 2. Set Y0 = (indGG1W1)α · kG. Since Y is a kG-module, (3.10)
implies that Y0 ⊆ Y . We compute that
[
(x2 − x3)⊗ (15)
]
α · 1
3
(
1 − (23))= (x1 − x3)⊗ [(15)− (16)],
and so for each pairwise distinct i, j, r, s ∈ {2,3, . . . , n}, (xi − xj ) ⊗ ((1r) − (1s)) ∈ Y0. Set
I = {(i, j) | 2 i  n− 2, 2 j  n, j /∈ {i, i + 1, i + 2}}, Ii = {j | (i, j) ∈ I }. If (i, j) ∈ I , set
aij = (xi − xi+1)⊗
[
(1, i + 2)− (1, j)].
Set
J = {j | 3 j  n− 2}, βj = (xn−1 − xn)⊗
[
(12)− (1j)], 3 j  n− 2.
Thus
|I ∪ J | = (n− 4)(n− 2).
Set Ui =∑j∈Ii kαij , 2  i  n − 2, Un−1 =∑j∈J kβj , Z = U2 + · · · + Un−1. By inspection,
dimUi = n− 4, and also by inspection
Z = U2 ⊕ · · · ⊕Un−1.
So
dimZ = (n− 4)(n− 2). (3.12)
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since (14) · (15) = (45) · (14). If 2 i  n− 2, set
γi = (xi − xi+1)⊗
[
1 − (1, i + 2)],
and set
γn−1 = (xn−1 − xn)⊗
[
1 − (12)].
Set
Z′ =
n−1∑
i=2
kγi.
Then
dimZ′ = n− 2, Z ∩Z′ = 0, and Z′ ⊆ Y0. (3.13)
For each i = 2, . . . , n− 1, set
Ni =
{∑
t∈T
at t
∣∣∣ tat ∈ k, ∑
t
at = 0, a(1i) = a(1,i+1) = 0
}
.
Then Ni is a k-subspace of kG and dimNi = n− 3, while
Z +Z′ =
n−1∑
i=2
(xi − xi+1)⊗Ni.
Next (x3 − x4)⊗ [(15)− (12)] ∈ Y0. Since (12) · (23) = (23) · (13), we get
{
(x3 − x4)⊗
[
(15)− (12)]}(23) = (x2 − x3)⊗ [(15)− (13)]+ (x3 − x4)⊗ [(15)− (13)].
If 2 i  n− 3, set
fi = (xi − xi+1)⊗
[
(1, i + 3)− (1, i + 1)]+ (xi+1 − xi+2)⊗ [(1, i + 3)− (1, i + 1)],
Z′′ =
n−3∑
i=2
kfi.
Then
dimZ′′ = n− 4, (3.14)
and (Z +Z′)∩Z′′ = 0. This intersection is 0, for if 0 =∑n−3i=2 cifi ∈ Z +Z′, let j be the largest
integer m such that cm = 0. Then the coefficient of (xj+1 − xj+2) in the unique expression of∑
cifi as
∑n−1
r=2(xr − xr+1) ⊗ hr with hr ∈ kT , is cj ((1, j + 3) − (1, j + 1)), which is not
in Nj+1.
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β = {(x2 − x3)⊗ [(14)− (15)]}(12) ∈ Y0 and β = (x3 − x4)⊗ [(15)− (14)] + (x4 − x5)⊗ (15).
If 2 i  n− 2, set
i = (xi − xi+1)⊗
[
(1, i + 2)− (1, i + 1)]+ (xi+1 − xi+2)⊗ (1, i + 2), Z′′′ =
n−2∑
i=2
ki .
Then
dimZ′′′ = n− 3, (3.15)
(Z + Z′ + Z′′) ∩ Z′′′ = 0. This intersection is 0, since if 0 = ∑n−2i=2 cii ∈ Z + Z′ + Z′′, and
j is the largest integer m such that cm = 0, then the coefficient of xj+1 − xj+2 in the unique
expression of
∑
cii as
∑n−1
r=2(xr − xr+1) ⊗ hr , with hr ∈ kT is of the form
∑
t∈T dt t , with
dt ∈ k, and ∑t∈T dt = 0, while no element of Z + Z′ + Z′′ has such a representation. Now
(3.12)–(3.15), together with (3.11) and W +W ′ +W ′′ +W ′′′ = W ⊕W ′ ⊕W ′′ ⊕W ′′′, yield
dimW = dim(indGG1W1
)− dimY
 dim
(
indGG1W1
)− dimY0
 dim
(
indGG1W1
)− dimZ − dimZ′ − dimZ′′ − dimZ′′′
= n(n− 2)− (n− 2)(n− 4)− (n− 2)− (n− 4)− (n− 3)
= n+ 1.
I argue that W = W0. To see this, first suppose that n 8. Since W0 is standard for G1 we have
dimW0  n − 3. Since n  8, we have 2(n − 3) > n + 1. This implies that G′1 acts trivially
on W/W0, for otherwise W/W0 would have an irreducible subquotient of dimension > 1, hence
of dimension  n − 3, by our induction hypothesis. This is forbidden since 2(n − 3) > n + 1.
On the other hand, W0 has no one-dimensional kG1-quotient modules by (3.7), so W = W0 is
forced. If n = 7, then we use (3.5) and get dimW0  n − 2 = 5. Since 10 > 8, we again get
W = W0.
Since W = W0 is standard for G1, we have
dimW = n− 2 if p  n− 1,
dimW = n− 3 if p | n− 1.
If dimW = n − 3, then W ∼= k({4,5, . . . , n}) as kG{1,2,3}-module, so CW(G′{1,2,3}) is one-
dimensional. This is false, since W(1 − σ1) is of dimension  2 and is elementwise fixed by
every 3-cycle of G{1,2,3}. So dimW = dimW0 = n− 2. If φ is the Brauer character of W , we get
φ((23)) = n− 4, so
φ
(
(12)
)= n− 4, (3.16)
as φ is a class function. If p  n−2, then W is completely reducible as kG{1,2}-module, and since
(12) centralizes G{1,2}, the action of (12) is uniquely determined, so W is standard and p | n.
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forces (12) to act as a scalar transformation of order 1 or 2 on W ; both possibilities are excluded
by (3.16), since n− 4 = n− 2 and n− 4 = −(n− 2). The proof is complete. 
If k is a field, H G, and M is a kG-module, I say that M is full for H , or simply H -full,
if and only if resGHM has a non-zero free summand. In case p is a prime, k has characteristic p,
and H is a cyclic p′-subgroup, then M is H -full if and only if the minimal polynomial on M of a
generator of H is x|H | − 1. In this paper, the only subgroups H for which we study the question
of fullness are cyclic p′-subgroups, but the general notion deserves mention.
In the next two lemmas, the condition q < 2p is imposed on a pair of primes. I suspect it is
not necessary.
Lemma 3.2. Assume the following:
(a) p and q are distinct primes, p  7, q  3 and q < 2p.
(b) n q , n 5 and the expansion of n to the base q is n = a0 + a1q + · · · + arqr .
(c) g ∈ An and q has cycle type (1a0(q)a1 · · · (qr )ar ).
(d) M is a non-trivial irreducible FpAn-module.
Then one of the following holds:
(i) M is 〈g〉-full.
(ii) q = n = 5.
(iii) n = qr and M is standard.
(iv) There is an integer s, 0 s < r , such that n = qs + qr , p | n, and M is standard.
Proof. Since ar = 0, g has order qr . Let μ(qr) be the set of all qr th roots of 1 in Fp . Since p = q ,
|μ(qr)| = qr . If ζ ∈ μ(qr), let Mζ = {m ∈ M | mg = ζm}. Let μ(M,g) = {ζ ∈ μ(qr) | Mζ = 0}.
We may and do assume that (i) false, so μ(M,g) ⊂ μ(qr). We proceed by induction on n.
If n ∈ {5,6}, then since p  7, M can be lifted to a CAn-module. A check of character tables
shows that (i) or (ii) holds. (When n = q−5, (iii) may also hold.) Thus, induction gives us n 7.
We say that n is ordinary for (the odd prime) q if and only if there are n1, n2 ∈ N such that
(i) n1 = b0 + b1q + · · · + brqr , n2 = c0 + c1q + · · · + crqr ,
bi, ci ∈ N ∪ {0}, 0 i  r,
(ii) bi + ci = ai, 0 i  r,
(iii) max(n1, n2) 6.
(3.17)
One checks easily that if n 7 and n is not ordinary for q , then one of the following holds:
(i) qr = 5, n = 10,
(ii) qr = n 7. (3.18)
Case 1. n is ordinary for q .
Choose n1, n2 as in (3.17) with n2  n1. Thus, n1  6. Since br +cr = ar > 0, we get n1  qr ,
so br > 0. Write {1, . . . , n} = Γ1 ∪ Γ2, where Γi is 〈g〉-invariant, |Γi | = ni . Since n1 + n2 = n,
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(An)Γ2 , G2 = (An)Γ2 . Thus, Gi ∼= Ani . Also g = g1g2, gi ∈ Gi ; g1 has order qr , and g2 has
order dividing qr . Set G = 〈G1,G2〉, so that G = G1 ×G2.
Let M = V0 ⊃ V1 ⊃ · · · ⊃ Vh ⊃ Vh+1 = 0 be a composition series for M as FpG-module. Set
Wi = Vi/Vi+1. There are FpGj -modules Wij , j = 1,2, such that Wi ∼= Wi1 ⊗ Wi2, where, for
z ∈ G, z = z1z2, z1 ∈ G1, z2 ∈ G2, wij ∈ Wij , we have (wi1 ⊗wi2)z = wi1z1 ⊗wi2z2.
Case 1a. There is i such that Wi1 is 〈g1〉-full.
In this case, for each ζ ∈ μ(qr), there is wζ ∈ Wi1 − {0} such that wζg1 = ζwζ . Choose
x ∈ Wi2 − {0} such that x is an eigenvector for g2 with eigenvalue ζ0. Then ζ0 ∈ μ(qr), since g2
has order dividing qr . Choose ζ1 ∈ μ(qr). Set ζ = ζ1ζ−10 . Then
(wζ ⊗ x)g = wζg1 ⊗ xg2 = ζwζ ⊗ ζ0x = ζ ζ0wζ ⊗ x = ζ1(wζ ⊗ x),
and as wζ ⊗ x = 0, (i) holds for Wi . Since M is a completely reducible Fp〈g〉-module, (i) holds
for M .
Case 1b. For each i,Wi1 is not 〈g1〉-full. Induction implies that for each i, one of the following
holds:
(i) dimWi1 = 1,
(ii) Wi1 is standard for G1.
(3.19)
Since Wi , as FpG1-module, is homogeneous, it follows that one of the following holds for each i:
(i) G1 acts trivially on Wi,
(ii) Wi is a direct sum of standard modules for G1.
(3.20)
For G1 = G′1, so (3.19)(i) implies (3.20)(i), and by homogeneity, (3.19)(ii) implies (3.20)(ii).
Since n1  6,G1 contains two 3-cycles σ1, σ2 with disjoint support. Since G1 = (An)Γ2 ,
σ1, σ2 are 3-cycles of An. Now (3.20) implies that Wi(1 − σ1)(1 − σ2) = 0 for all i. As M is
a completely reducible Fp〈σ1, σ2〉-module, we have M(1 − σ1)(1 − σ2) = 0. By Lemma 3.1,
M is standard for An, whence conclusion (iv) of the lemma holds, as n is ordinary for q and
μ(M,g) ⊂ μ(qr).
Case 2. n is not ordinary for q .
We examine the cases given in (3.18).
Case 2(i). q = 5, n = 10.
Let Γ1,Γ2 be the two orbits of 〈g〉 on {1, . . . ,10}. Set G1 = (A10)Γ2 , G2 = (A10)Γ1 , G =〈G1,G2〉, so that G = G1 ×G2, g = g1g2, gi ∈ G#i , i = 1,2. Since p  7, M is a completely re-
ducible FpG-module. We note that if α,β are irreducible ordinary characters of A5 and both are
non-trivial, then αβ is afforded by a CA5-module N = Nαβ which is 〈x〉-full for every 5-element
x of A5. If we apply this result to an irreducible FpG-submodule V of M , then since M is not 〈g〉-
full, neither is V , so one of G1,G2 acts trivially on V , hence V is annihilated by (1−σ1)(1−σ2),
where σi is an element of Gi of order 3. Since Gi = (A10)Γ3−i , each of σ1, σ2 is a 3-cycle in A10,
so p = 3 and Lemma 3.1 force M to be standard, whence p > 5 forces (i) to hold.
568 J.G. Thompson / Journal of Algebra 319 (2008) 558–594Case 2(ii). n = qr  7.
One of the following holds:
(α) r = 1, n = q  7,
(β) qr−1 > 5,
(γ ) qr = 9,
(δ) qr = 25.
(3.21)
The proof of this assertion is obvious by inspection, since by hypothesis, q  3.
Case 2(ii)(α).
It is in this case that we use the hypothesis that q < 2p. This tells us that p > n2 , so p
2  |An|.
Case 2(ii)(α)(1). p  |An|.
Lift M to a CAn-module M , with character χ . Pick ζ ∈ μ(q), ζ /∈ μ(M,g). Then ζ−1χ(g)
is a sum of qth roots of unity, none of which is 1. Since [Q(e2πi/q) : Q] = q − 1, it follows that
ζ−1χ(g) = 0, so χ(g) = 0. Thus, M is in the principal q-block. If χ is non-exceptional for q ,
then there is  ∈ {1,−1} such that χ(1) ≡  (mod q), and χ(g) = . Since μ(M,g) ⊂ μ(q),
the only possibility is that  = −1, χ(1) = q − 1, and M is standard over C, whence M is
standard over Fp (as p = q). If χ is exceptional for q , then indSnAnχ is the irreducible character
of Sn whose associated partition is ( q+12 1
g−1
2 ), of degree d = (q − 1)!/{( q−12 )!}2 [7, p. 77]. So
dimM = χ(1) = 12d , which in the present situation is q−12 of q+12 . The only possibility is that
q = 5, χ(1) = 3, against n = q  7.
Case 2(iii)(α)(2). p | |An|.
As already remarked, p2  |An|. Let 〈g〉 = Q. Then NAn(Q) has 3 orbits on hom(Q,k×),
namely, {1}, {λm | m a square in F×q }
{
λm
∣∣m a non-square in F×q }.
Here is a fixed linear Fp character of Q other than 1. Set
ξ+ =
∑
m a square in F×q
λm, ξ− =
∑
m a non-square in F×q
λm,
Then the Brauer character φ of M satisfies
res
An
Q φ = α · 1 + bξ+ + cξ−,
a, b, c ∈ N ∪ 0, and 0 = min{a, b, c}. In particular, φ(g) = 0.
Let B be the p-block of An containing φ. Let χ1, . . . be all the ordinary irreducible characters
in B . If B is of defect 0 for p, then M can be lifted to a CAn-module. The lift is standard over C,
so m is standard over Fp (and p | q − 1). Suppose B is of positive defect.
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on g; each is of degree
1
2
(q − 1)!
{( q−12 )!}2
.
Since p > q2 >
q−1
2 , these two characters are of defect 0 for p, so are not in B . This implies that
φ(g) ∈ Q, and so b = c. As An acts faithfully on M,max(b, c) > 0, so a = 0. Thus xq−1x−1 is the
minimal polynomial of g on M .
Let N be an irreducible submodule of indSnAnM . Since g is rational in Sn, the minimal polyno-
mial of g on N is xq−1
x−1 , so if ψ is the Brauer character of N , then ψ(1) = dimN = (q − 1)D,
ψ(g) = −D, D ∈ N. Let B˜ be the p-block of Sn containing ψ .
Let Ξ be the set of ordinary irreducible characters χ of Sn such that
(i) χ(1) ≡ 0 (mod p),
(ii) χ(g) = 0. (3.22)
Since ψ(g) = 0, B˜ contains at least one element of Ξ . Define an equivalence relation on Ξ by:
χ ∼ χ ′ if and only if χ and χ ′ are in the same p-block. Suppose χ = χ ′ and χ ∼ χ ′. Let μ,μ′
be the partitions associated to χ,χ ′, respectively. By (3.22)(ii), μ = (m1q−m), μ = (m′1q−m)
for suitable integers m,m′. Since μ and μ′ have the same p-core, and since p > q2 , the p-core
of each is obtained by removing precisely one p-hook. This forces |m − m′| = p, and so each
equivalence class of Ξ has 1 or 2 characters. The equivalence class containing χ,χ associated
to (m1q−m), has 2 elements if and only if
max(m− 1, q −m) p;
this inequality fails precisely when q − p < m  p, and this is precisely the set of integers m
such that the character of Sn associated to (m1q−m) has defect 0 for p. So B˜ contains precisely
two elements of Ξ .
The Brauer tree of B˜ is an open polygon and has an edge labelled ψ [3, p. 307]. The deletion
of this edge disconnects the tree into two components Γ0,Γ1, and we choose Γ0 so that at most
one element of Ξ is a node of Γ0. On p-regular elements ψ =∑χ∈Γ0 (χ)χ, (χ) ∈ {1,−1}, so
we see that ψ(g) ∈ {1,−1}. Since ψ(g) = −D, and D ∈ N, we have D = 1, ψ(1) = q − 1.
We again make use of (3.1) and the group P . Hence n = q = 3d + r , and resSnp ψ = b0 +
b1ξ1 + · · · + bdξd . Now
min
2md
{(
d
m
)
2m
}
= min
{(
d
2
)
22,2d
}
,
so either b2 = b3 = · · · = bd = 0, or
min
{
d(d − 1) · 2,2d} q − 1.
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min
(
(q − 2)
3
· (q − 5)
3
· 2,2 q−23
)
 q − 1.
This is false for all q  13. Thus, if q  13, then bm = 0 for all m 2, so by Lemma 3.1, M is
standard.
There remain the cases q = 11 and q = 7. Since p  7, p = q , and p | |Aq |, the only sur-
vivor is q = 11, p = 7, and we must consider the possibility that dimN = 10, while N is neither
standard for S11 nor the twist of a standard module for S11. We get resSnp ψ = 2.1 + ξ3, whence
ψ((123)) = −2. If 1,ω,ω2 are the three cube roots of 1 in F×p , and N1,Nω,Nω2 the correspond-
ing eigenspaces for (123), then
dimN1 = 2, dimNω = dimNω2 = 4.
Hence, (An){1,2,3} ∼= A8 acts trivially on N1, on Nω and on Nω2 , since in characteristic p  7,
A8 has no faithful module of dimension  4. But N is not a trivial A11-module, so is not a trivial
A8-module.
Case 2(ii)(β).
Set m = qr−1. Then An has a subgroup which is isomorphic to a split extension
C = B〈t〉, B = Aqm, tq = 1,
(b1, . . . , bq)
t = (bq, b1, . . . , bq−1), all b1, . . . , bq ∈ Am.
We get an embedding of C into An by choosing the subgroup {(b1, . . . , bq) ∈ B | b1 ∈ (Am)1},
and letting C act on the coset space of this subgroup. The image of C contains a Sylow q-
subgroup of An, so contains a conjugate of g, and we may assume that g˜ = (b,1, . . . ,1)t maps
to g, where b is an m-cycle in Am. We study g via this embedding of C in An.
I use the notation and convention of Section 2, in particular, that of (2.5). Let U be the set of
all (k + 1)q modules constructed there when G = B , n = q .
If N is any FpB-module, we get an FpB-module by twisting by t : Nt = N as Fp-space, and
if v ∈ Nt , σ ∈ B , then v ◦ σ = v · σ t . We see that
(Ui1 ⊗ · · · ⊗Uvq )t ∼= Ui2 ⊗ · · · ⊗Uiq ⊗Ui1
as FpB-modules, and an isomorphism φ is given by the rule
φ(ui1 ⊗ · · · ⊗ uiq ) = ui2 ⊗ · · · ⊗ uiq ⊗ ui1,
extending by linearity.
If the sequence (i1, . . . , iq) is not constant then indCBU(i1, . . . , iq) is irreducible and
resCB ind
C
BU(i1, . . . , iq) is the direct sum of an orbit of 〈t〉 on U . If U(i1, . . . , iq) is fixed by t ,
i1 = · · · = iq = i.
To each λ ∈ hom(〈t〉,F×p ), we get an action of t on U(i) by setting (u1 ⊗ · · · ⊗ uq)t =
λ(t)(u2 ⊗· · ·⊗uq ⊗u1), u1, . . . , uq ∈ Ui . Call this FpC-module Uλ(i). Then indCU(i, . . . , i) =B
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λ ⊕Uλ(i). Every irreducible FpC-module is either isomorphic to some Uλ(i) or to some
indCBU(i1, . . . , iq), where (i1, . . . , iq) is not a constant sequence.
We view M as a FpC-module via the given embedding of C in An. Let M = V0 ⊃ V1 ⊃
· · · ⊃ Vh ⊃ Vh+1 = 0, set Wi = Vi/Vi+1, where each Wi is an irreducible FpC-module. We have
g˜ = (b,1, . . . ,1)t, b an m-cycle in Am. Thus, g˜q = (b, b, . . . , b).
Case 2(ii)(β)(1).
For some i, Wi ∼= indCBU(i1, . . . , iq), where the sequence (i1, . . . , iq) is not constant, and Ui1
is 〈b〉-full.
Choose ζ ∈ μ(qr). Set ζ0 = ζ q . For ν = 2, . . . , q , choose ζν ∈ μ(Uiν , b), which is possible
as μ(Uiν , b) = φ. Set ζ1 = ζ0ζ−12 · · · ζ−1q . Choose uν ∈ Uiν − {0} such that uνb = ζνuν . These
elements exist for ν  2 by definition of μ(Uiν , b), and for ν = 1 as Ui1 is 〈b〉-full, and as
ζ0ζ
−1
2 · · · ζ−1q ∈ μ(m). Then (u1 ⊗ · · ·⊗uq)(b, . . . , b) = u1b⊗ · · ·⊗uqb = ζ1u1 ⊗ ζ2u2 ⊗ · · ·⊗
ζquq = ζ0(u1 ⊗ · · · ⊗ uq). The q images (u1 ⊗ · · · ⊗ uq)g¯i , 0 i < q , are linearly independent
and on the 〈g¯〉-module they span g¯ has minimal polynomial xq − ζ0, so ζ ∈ μ(Wi, g¯). As ζ is
arbitrary in μ(qr), M is 〈g¯〉-full, so is 〈g〉-full, as g¯ and g agree on M . So (i) holds.
Case 2(ii)(β)(2). There is some i such that Wi ∼= Uλ(j), λ ∈ hom(〈t〉,Fxp), and U(j) is 〈b〉-full.
Again, choose ζ ∈ μ(qr) and set ζ1 = ζ q . If ζ1 = 1, choose u2 ∈ Uj − {0} with u2b = u2,
and choose u1 ∈ Uj − {0} with u1b = ζ1u1. Then u1 and u2 are linearly independent. Set u =
u1 ⊗ · · · ⊗ uq , where u2 = u3 = · · · = uq . Then u(b, . . . , b) = ζ1u. Thus u(b, . . . ,1)t = ug¯ =
(ζ1u)t = λ(t)ζ1(u2 ⊗ u1 ⊗ u2 ⊗ u2 ⊗ · · · ⊗ u2). Thus, we see that {ug¯i | 0  i < q} is linearly
independent, and since λ(t)q = 1, the minimal polynomial of g¯ on their span is xq − ζ1, so
ζ ∈ μ(Wi, g¯). If ζ1 = 1, then ζ ∈ μ(q). In this case, choose ζ0 ∈ μ(Uj , b), ζ0 = 1. Then choose
u1, u2 ∈ Uj − {0} with u1b = ζ0u1, u2b = ζ−10 u1. Then choose u3 = · · · = uq ∈ Uj − {0}, with
u3b = u3. Then set u = u1 ⊗ u2 ⊗ · · · ⊗ uq . We get u(b, . . . , b) = u, the set {ug¯i | 0 i < q} is
linearly independent and on their span, g¯ has minimal polynomial xq − 1. So μ(Wi, g¯) = μ(qr),
and M is 〈g〉-full.
Case 2(ii)(β)(3). Neither Case 1 nor Case 2 occurs for any i.
In this case, each Wi is isomorphic to either Uλ(j) for some λ, j , where U(j) is trivial or
standard, or is isomorphic to some indCBU(i1, . . . , iq), where (i1, . . . , iq) is not constant and
each Uiν is either trivial or standard. Since m 6, we may choose σ, r ∈ Am, σ, r 3-cycles with
disjoint support, and conclude that Wi(1−σ)(1− r) = 0 for all i, whence M(1−σ)(1− r) = 0,
so M is standard by Lemma 3.1.
Case 2(ii)(γ ).
If p > 9, then the ordinary character table shows that the standard module is the only non-
trivial irreducible FpAn-module which is not 〈g〉-full.
If p  9, then since p  7, we have p = 7. If M is in a p-block of defect 0, then the ordinary
character table of A9 shows that M is 〈g〉-full. Suppose B is in a p-block of positive defect. As
p = 7, the only available block is the principal one.
Let ψ be the Brauer character of M . Let Γi be all the Fp-characters of 〈g〉 of order pre-
cisely 3i , i = 0,1,2. Set ηi =∑γ∈Γi γ . Then resA9〈g〉φ = a0η0 + a1η1 + a2η2, and ai ∈ N ∪ {0},
min(a0, a1, a2) = 0. Set
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φ4 = χ14 − χ5 + χ2, φ5 = χ5 − χ2, φ6 = χ2,
where we are using Atlas notation. The restriction to 7-regular elements of each φi is an irre-
ducible Brauer character in the principal 7-block, and these six restrictions exhaust all such. We
compute the multiplicities of the ηi in the resA9〈g〉φi , and get the following matrix:
η0 η1 η2
φ1 1 0 0
φ2 5 6 5
φ3 9 12 13
φ4 11 12 11
φ5 3 2 2
φ6 0 1 1
Thus φ ∈ {φ1, φ6}. Since M is non-trivial, φ = φ6, and M is standard.
Case 2(ii)(δ).
In this case, we work with the group C when q = qr−1 = 5. Since p  7, M is a completely
reducible FpC-module. Assume that M is not standard. Set C1 = {(b1,1,1,1,1) | b1 ∈ A5},
C2 = Ct1. Choose σi ∈ Ci , σi of order 3. Then in the embedding of C in A25, σ1, σ2 are mapped
to 3-cycles. We can then choose an irreducible FpC-submodule N of M such that N(1−σ1)(1−
σ2) = 0. The ordinary character table of A5 and the construction of the irreducible FpC-modules
show that N is 〈g˜〉-full, so M is too, and (i) holds. The proof is complete. 
Lemma 3.3. Assume the following:
(a) p and q are distinct primes, p  7, q  3, and q < 2p.
(b) m,n1, . . . , nm ∈ N, ni  q , ni  5, and
ni = ai0 + ai1q + · · · + airi qri
is the expansion of ni to the base q , 1 i m.
(c) gi ∈ Ani , and gi has cycle type (1a,i0(q)ai1 · · · (qri )airi ).
(d) G = G1 × · · · ×Gm, g = (g1, . . . , gm), Gi = Ani , 1 i m.
(e) M is a FpG-module and M = 0.
(f) CM(g) = 0.
(g) No irreducible FpG-subquotient of M is trivial.
Then for each irreducible subquotient W of M , there is an integer j = j (W) such that 1 
j  m, and Gj does not act trivially on W while Gj ′ , acts trivially on W for all j ′ = j . As
FpGj -module, W is standard, and one of the following holds:
(i) nj = qrj .
(ii) There is an integer sj , 0 sj < rj , such that nj = qsj + qrj and p | nj .
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composition series for M . Set Wi = Vi/Vi+1, 0 i  h. Let
J (Wi) = {j | 1 j m and Gj acts trivially on Wi}.
Then J (Wi) is a proper subset of {1, . . . ,m} by (g). Let I (Wi) = {1, . . . ,m} − J (Wi). For
each j ∈ I (Wi), there is an irreducible FpGj -module X(i, j) of dimension > 1 such that
Wi ∼= ⊗j∈I (Wi) X(i, j) as G(I (Wi))-module, where for each subset I of {1, . . . ,m},G(I) =〈Gi | i ∈ I 〉. Let R = maxj∈I (Wi)(rj ). Set g(I (Wi)) = ∏j∈I (Wi) gj . Choose j ∈ I (Wi) with
rj = R. Then gj and g(I (Wi)) have order qR . If Wi is 〈gj 〉-full, then we get easily that Wi is
g(I (Wi))-full, so CM(g) = 0, against (f). So we conclude from Lemma 3.2 that X(i, j) is stan-
dard, and either nj = qrj or p | nj and nj = qsj + qrj for some sj , 0 sj < rj . If |I (Wi)| > 1
for some i, then choose j as we have done, and then choose j ′ ∈ I (Wi), j ′ = j . Then X(i, j ′) is
not 1-dimensional. Since μ(X(i, j), gj ) = μ(qR)−{1}, it follows easily that μ(Wi, g) = μ(qR),
against (f). So |I (Wi)| = 1 for all i. Every irreducible subquotient of M is isomorphic to one of
the Wi , and the lemma follows. 
Remark 3.4. Lemmas 3.2 and 3.3 remain valid if Fp is replaced by Fp . For minimal polynomials
of p-regular elements are stable under Fp⊗Fp , and so is the existence or non-existence of non-
zero fixed points.
Lemma 3.5. Assume the following:
(a) G ∈ E .
(b) g ∈ G# and g5 = 1.
(c) M is a non-trivial F7G-module.
Then M is 〈g〉-full.
Proof. We assume with no loss of generality that M is irreducible. If M is in a 7-block of
defect 0, the lemma holds by inspection of the 5 relevant character tables. Suppose M is in a 7-
block B of positive defect. Then G = S4(3). For each G ∈ E −{S4(3)}, G has a self-centralizing
subgroup of order 7, so B is the principal 7-block. The Brauer tree for G is
◦ ◦ ◦ ◦
1 45 64 20 G = L3(4);
◦ ◦ ◦ ◦
1 90 729 640 G = U4(3).
As for S6(2), there is a parabolic subgroup P = E · S6, where E is elementary abelian of
order 25, so P contains a Frobenius group EQ-module of order 24 · 5, where Q ∈ Syl5 S6(2).
This implies that every faithful kEQ-module is Q-full for all fields k of characteristic = 2, in
particular, for all fields k of characteristic 7. Finally, every 5-element of O+8 (2) is contained in a
subgroup ∼= S6(2), so the lemma follows. 
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Name Order
A5 22 · 3 · 5
L2(7) 23 · 3 · 7
A6 23 · 32 · 5
L2(8) 23 · 32 · 7
L2(11) 22 · 3 · 5 · 11
A7 23 · 32 · 5 · 7
L2(19) 23 · 32 · 5 · 19
U3(3) 25 · 33 · 7
M11 24 · 32 · 5 · 11
A8 26 · 32 · 5 · 7
L3(4) 26 · 32 · 5 · 7
L2(37) 22 · 32 · 19 · 37
S4(3) 26 · 34 · 5
M12 26 · 33 · 5 · 7
U3(5) 24 · 32 · 53 · 7
J1 23 · 3 · 5 · 7 · 11 · 19
A9 26 · 34 · 5 · 7
M22 27 · 32 · 5 · 7 · 11
J2 27 · 33 · 52 · 7
L2(112) 23 · 3 · 5 · 112 · 61
A10 27 · 34 · 52 · 7
A11 27 · 34 · 52 · 7 · 11
U3(11) 25 · 32 · 5 · 113 · 37
L3(11) 24 · 3 · 52 · 7 · 113 · 19
4. Consequences of the classification
I record three of them.
(4.1) If S is a non-abelian finite simple {2,3,5}-group, then
S ∈ {A5,A6, S4(3)}.
The remaining two results involve Tables I–II.
(4.2) If S is a non-abelian finite simple group and |S| | 27 · 34 · 53 · 7 · 113 · 19 · 37 · 61, then S
appears in Table I.
(4.3) If S is a non-abelian finite simple group and |S| | 29 · 34 · 52 · 73 · 19 · 43, then S appears in
Table II.
For we have 27 · 34 · 53 · 7 · 113 · 19 · 37 · 61 < 1015, 29 · 34 · 52 · 73 · 19 · 43 < 1012, so the
information from the Atlas [2, pp. 239–241] produces the tables yielding (4.2), (4.3); (4.1) is part
of the folklore and is easily verified.
I take this occasion to mention that the order of G2(7) is 28 · 33 · 76 · 19 · 43, and that 817 =
19 · 43 (cf. [2, p. 241]).
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Name Order
A5 22 · 3 · 5
L2(7) 23 · 3 · 7
A6 23 · 32 · 5
L2(8) 23 · 32 · 7
A7 23 · 32 · 5 · 7
L2(19) 23 · 32 · 5 · 19
U3(3) 25 · 33 · 7
A8 26 · 32 · 5 · 7
L3(4) 26 · 32 · 5 · 7
S4(3) 26 · 34 · 5
L2(72) 24 · 3 · 52 · 72
A9 26 · 34 · 5 · 7
J2 27 · 33 · 52 · 7
S6(2) 29 · 34 · 5 · 7
A10 27 · 34 · 52 · 7
L3(7) 25 · 32 · 73 · 19
U3(8) 29 · 34 · 7 · 19
U3(7) 27 · 3 · 73 · 43
5. Symplectic spaces and groups
Suppose p is an odd prime and M is a non-singular finite-dimensional symplectic space
over Fp . Set S = Sp(M). If g is a p-element of S, we say that M is homogeneous for g if
and only if
M = M1 ⊕ · · · ⊕Mn, (5.1)
where M1, . . . ,Mn are indecomposable 〈g〉-modules of the same dimension; {0} is also deemed
to be homogeneous for all p-elements of S.
Lemma 5.1. Suppose g is a p-element of S of order pd . Then there is a decomposition M =
N1 ⊕ · · · ⊕Npd such that
(i) Ni admits g,1 i  pd ,
(ii) (Ni,Nj ) = 0 if 1 i < j  pd ,
(iii) Ni is homogeneous for g | Ni , 1 i  pd ,
(iv) the non-zero indecomposable summands of Ni as 〈g〉-module have dimension i, 1 i  pd .
Proof. We may assume that M = 0. since M(g−1)pd = M(gpd −1) = 0, there is a positive inte-
ger r  pd such that M(g−1)r−1 = 0,M(g−1)r = 0. If r = 1, then g = 1, and the lemma holds,
since every vector space has a basis. Suppose r > 1. Let M(1) = {v ∈ M | v(g − 1)r−1 = 0},
M(1) = M(g − 1)r−1. Thus M(1) = 0. If v ∈ M and v1 ∈ M(1), then
(
v(g − 1)r−1, v1
)= (v, v1(g−1 − 1)r−1)= (v,0) = 0,
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non-singular, |M/M⊥(1)| = |M(1)|, so M(1) = M⊥(1). Define n by |M/M(1)| = pn, and choose
{v1, . . . , vn} with M = M(1) ⊕∑ni=1 Fpvi . Let Nr be the 〈g〉-module generated by {v1, . . . , vn}.
Thus |Nr | = pnr and CNr (g) = M(1). If w ∈ Nr ∩ N⊥r ∩ M(1), then w⊥ ⊇ M(1) + Nr = M ,
so w = 0. Since Nr ∩ N⊥r admits the p-element g, it follow that Nr ∩ N⊥r = 0. Since Nr is
homogeneous for g | Nr , and since M = Nr ⊕N⊥r , induction completes the proof. 
Lemma 5.2. Assume that M is homogeneous for the p-element g. Let r be the dimension of an
indecomposable 〈g〉-summand of M . Then there is a decomposition (5.1) such that one of the
following holds:
(i) r is even and Mi is non-singular for 1 i  n.
(ii) r is odd, n = 2m is even, M2i−1 +M2i is non-singular for 1 i m and
(M2i−1 +M2i ,M2j−1 +M2j ) = 0 for 1 i < j m.
Proof. By (5.1), dimM = nr . We may assume r  1. If some Mi is non-singular, then r is
necessarily even, and the lemma follows by induction on dimM , and by the Krull–Schmidt
theorem. We may assume that
Mi is singular for all i and all decompositions (5.1). (5.2)
Let M1 = 〈v1, . . . , vr 〉, where vi(g − 1) = vi+1, 1  i < r . Since 〈vr 〉 is the unique minimal
〈g〉-submodule of M1, we have M1 ⊆ v⊥r by (5.2). Since (vr , v) = (vrg, vg) = (vr , vg) for all
v ∈ M , it follows that
M(g − 1) ⊆ v⊥r . (5.3)
Choose w1 ∈ M − v⊥r . Define wi+1 = wig − wi , i = 1, . . . , r − 1. If wr = 0, then w1(g −
1)r−1 = 0, so by homogeneity, w1 ∈ M(g−1). Thus, (5.3) forces w1 ∈ v⊥r . This is false, so N1 =
〈w1, . . . ,wr 〉 is an r-dimensional cyclic 〈g〉-module, so is a summand of M . If M1 ∩ N1 = 0,
then 〈vr 〉 is the minimal submodule of M1 and N1, and so N1 is non-singular. This violates (5.2),
so M1 ∩N1 = 0.
If r = 1, we get that M1 + N1 is non-singular, and we are done by induction on dimM . We
may assume that r  2.
Let M˜1 = M1 ∩w⊥1 . Thus M˜1 is a hyperplane of M1 which does not contain vr , so there is an
element v˜1 ∈ M˜1 ∩ (v1 +〈vr〉). Thus, we assume with no loss of generality that (v1,w1) = 0. Set
c = (vr ,w1). Then (v1,wr) = (v1,w1(g − 1)r−1) = (v1(g−1 − 1)r−1,w1) = (−1)r−1(v1(g −
1)r−1 · g−r+1,w1) = (−1)r−1(vrg−r+1,w1) = (−1)r−1(vr ,w1), so
(v1,wr) = (−1)r−1c, (vr ,w1) = c ∈ F×p . (5.4)
Suppose by way of contradiction that r is even. Then (v1 + w1, (v1 + w1)(g − 1)r−1) =
(v1 + w1, vr + wr) = (v1,wr) + (w1, vr ) = −2c, by (5.4), whence the 〈g〉-module generated
by v1 + w1 is non-singular, hence is a summand of M as 〈g〉-module. This is false by (5.2), so
r is odd. Hence r  3.
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bwr, v1) = (avr + bwr,w1). Since (vr , v1) = (wr,w1) = 0, we get from (5.4) that a = b = 0.
Hence V1 is non-singular and we are done by induction.
Suppose g is a p-element of S and
M = P1 ⊕ · · · ⊕ Pk,
where each Pi is an indecomposable 〈g〉-module. If dimM = n and μ = (1ai 2a2 · · ·) is a partition
of n, we say that g is of type μ if and only if for all i = 1,2, . . . ,
ai =
∣∣{j | 1 j  k and dimPj = i}∣∣.
Lemmas 5.1 and 5.2 imply that
If g is of type (1ai 2a2 · · ·), then
(i) ai is even for all odd i,
(ii) M has a non-singular 2-dimensional 〈g〉-invariant subspace
on which g acts non-trivially if and only if a2 = 0.
(5.5)
As special cases, we have
If g ∈ Sp(M), g = 1, and g is a p-element for which a2 = 0, then the following hold:
(i) If dimM = 4, then g is of type (4).
(ii) If dimM = 6, then g is of type (6), (124) or (32).  (5.6)
Lemma 5.3. Suppose p is an odd prime, M is a non-singular symplectic space over Fp , and
S = Sp(M). Suppose g is a p-element of S and W = 〈v,w〉 is a 2-dimensional subspace of M
such that
vg = v +w, wg = w.
Let a be a primitive root (mod p). Then there is no element g0 ∈ S such that
g−10 gg0 = ga, vg0 = av + x,
where x ∈ M(g − 1).
Proof. Let pd be the order of g. Since W is non-singular, so is W⊥ and M = W ⊕ W⊥. Let
W⊥ = W1 ⊕· · ·⊕Wpd , where each Wi is non-singular, admits g, and where (Wi,Wj ) = 0 if i =
j , and where the non-zero indecomposable summands of Wi as 〈g〉-module have dimension i.
These subspaces exist by Lemma 5.1. Suppose by way of contradiction that g0, x exist.
Since x ∈ M(g − 1), we have
x = cw + x1 + · · · + xpd ,
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W2(g − 1)2 = 0, so
x(g − 1) = 0 + 0 + 0 + x3(g − 1)+ · · · + xpd (g − 1),
where xk(g − 1) ∈ Wk(g − 1)2, k = 3, . . . , pd .
Let V(2) = {z ∈ V | z(g − 1)2 = 0}. Since v ∈ W , we have v ∈ V(2). Since g0 normalizes 〈g〉,
V(2)g0 = V(2), so x = vg0 − av ∈ V(2). Since V(2) = W ⊕ W1 ⊕ W2 ⊕ ∑pdk=3 ⊕V(2) ∩ Wk , it
follows that for k = 3, . . . , pd , xk ∈ Wk(g − 1)k−2, so xk(g − 1) ∈ Wk(g − 1)k−1. Hence,
(xk, xk(g − 1)) = 0 for k = 3, . . . , pd , from which we get
(
x, x(g − 1))= 0. (5.7)
More immediate is
(
v, x(g − 1))= 0, (5.8)
since x(g − 1) ∈ W⊥. Finally, (w,w) = 0, and so
(x,w) = 0. (5.9)
Let b be an integer such that ab ≡ 1 (mod pd). Thus, g0gg−10 = gb , that is g0g = gbg0. We
thus get
vg0g = vgbg0 = (v + bw)g0 = av + x + bwg0,
while (vg0)g = (av + x)g = av + aw+ xg, whence, from the equality v(g0g) = (vg0)g, we get
(bw)g0 = aw + x(g − 1).
Multiply by a and use ab ≡ 1 (mod p) to get
wg0 = a2w + ax(g − 1).
Since g0 ∈ S, we have
(v,w) = (vg0,wg0) =
(
av + x, a2w + ax(g − 1)).
Using (5.7)–(5.9), we get
(v,w) = a3(v,w).
Since (v,w) = 0 we get a3 ≡ 1 (mod p). This is false since a (mod p) has order p − 1 and p is
odd. 
Lemma 5.4. Suppose p and q are primes, p = q , p > 3, and M is an FpSL(2, q)-module.
Suppose CM(g) = 0 for every non-identity p-regular element g of SL(2, q). Suppose also that
M = 0. Then q  5.
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Suppose 3 | q − 1. Then SL(2, q) contains a Frobenius group F of order 3q . Every element
of F is p-regular, so CM(g) = 0 for all g ∈ F #. This is impossible by consideration of ordinary
character theory. So 3 | q + 1.
Set
α =
(
0 1
−1 −1
)
, β =
(−1/3 1/3
−7/3 −2/3
)
.
Then α,β ∈ SL(2, q), trαβ = −2, and (αβ)2 = 1. Thus if H = 〈α,β〉, then q | |H |. By
[6, p. 213], we get H = SL(2, q).
Let v ∈ M − {0}, λ ∈ Fp be chosen so that v(α − β) = λv. Such a choice of v,λ is possible
since Fp is algebraically closed. Since x2 +x+1 is the minimal polynomial of α and of β on M ,
and since Fpv + Fpvα = Fp + Fpvβ = N0 is stable under 〈α,β〉, and since CM(−I ) = 0, it
follows that SL(2, q) acts faithfully on N0. Hence SL(2, q) SL(2,Fp), so SL(2, q) SL(2,pe)
for some e ∈ N. This is false, by [6, p. 213]. 
Remark 5.5. This elegant argument appear in [8].
Lemma 5.6. Assume the following:
(a) p is a prime  7.
(b) A = Op(G) = 1, and A is elementary abelian.
(c) CG(A) = A.
(d) ( , ) is a non-singular G-invariant symplectic form on A.
(e) Every p-element of G is rational in G.
Let Ψ be the set of pairs (g,W), where g is a p-element of G, W  A, m(W) = 2,W is
g-invariant, g does not act trivially on W and W is non-singular.
Then one of the following holds:
(i) Ψ = ∅ and p  11.
(ii) G does not split over A.
Proof. Suppose Ψ = ∅ and G splits over A. Let H0 be a complement to A in G. Let (g′,W) ∈ Ψ .
Then Ag′ ∩ H0 has precisely one element. Call it g. Choose a basis {v,w} for W such that
vg = v +w, wg = w, where we are using additive notation for A.
We have G ∼= {(h, a) | h ∈ H0, a ∈ A} = G∗ with group multiplication given by (h, a) ·
(h1, a1) = (hh1, ah1 + a1). Since every p-element of G∗ is rational in G∗, it follows that
if b is a positive integer which is a primitive root (mod p), then there is (g0, y) ∈ G∗
such that (g0, y)−1(g, v)(g0, y) = (g, v)b . Now (g, v)b = (gb, v(gb−1 + · · · + g + 1)), and
(g0, y)−1(g, v)(g0, y) = (g−10 gg0,−yg−10 gg0 + vg0 + y). So g−10 gg0 = gb, v(gb−1 + · · · +
g + 1) = −yg−10 gg0 + vg0 + y. Using the first equation, we get
vg0 = v
(
gb−1 + · · · + g + 1)+ ygb − y = bv + x,
where x = y(gb − 1)+ v(−b + gb−1 + · · · + g + 1) ∈ A(g − 1). This violates Lemma 5.3.
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preceding discussion, we conclude that Ψ = ∅. It only remains to prove that p  11. Suppose by
way of contradiction that p  13.
Let H0 be a complement to A in G. We identify G with {(g, v) | g ∈ H0, v ∈ A}, and write A
additively.
We proceed to construct a subgroup G∞ of G0 and a subspace V∞ of A. The first step in the
construction is to set σ1 = {l | l is a prime = p and H0 has an element of order l which has a
non-zero fixed point on A}.
If σ1 = ∅, set G∞ = H0,V∞ = A. If σ1 = ∅, let p1 be the smallest prime in σ1, and let P1
be a p1-subgroup of G0 which is maximal among all p1-subgroups of H0 which have non-zero
fixed points on A. Let V1 = CA(P1), and let G1 = NH0(P1). Thus, every element of G1/P1 of
order p1 acts without fixed points on V1.
Let σ2 = {l | l is a prime = p and G1/P1 has an element of order l which has a non-zero fixed
point on V1}.
If σ2 = ∅, set G∞ = G1, V∞ = V1. If σ2 = ∅, let p2 be the smallest prime in σ2 and let P2
be a p2-subgroup of G1 which is maximal among all p2-subgroups of G1 which have non-zero
fixed points on V1. Set G2 = NH0(P1P2),V2 = CV1(P2).
If G1, . . . ,Gh, P1, . . . ,Ph, σ1, . . . , σh, p1, . . . , ph, V1, . . . , Vh have been defined and
Gi = NH0(P1 · · ·Pi), Vi = CA(P1 · · ·Pi) = {0},
set σh+1 = {l | l is a prime = p and Gh/(P1 · · ·Ph) has an element of order l which has a non-
zero fixed point on Vh}.
If σh+1 = ∅, set G∞ = Gh, V∞ = Vh. If σh+1 = ∅, let ph+1 be the smallest prime in σh+1, and
let Ph+1 be a ph+1-subgroup of Gh which is maximal among the ph+1-subgroups of Gh which
have non-zero fixed points on Vh, set Gh+1 = NH0(P1 · · ·Ph+1), Vh+1 = CVh(Gh+1). Notice
that p1 < p2 < · · · < ph+1. Since G is finite, there is h such that G∞ = Gh,V∞ = Vh. Since
P1 · · ·Ph is a p′-group, V∞ is a non-singular symplectic space with symplectic form being the
restriction to V∞ of ( , ).
Let a be a primitive root (mod p). I contend that for each v ∈ V∞ − {0}, there is g(v) ∈ G∞
such that
(i) vg(v) = av,
(ii) g(v) is a σ -element, where σ is the set of primes dividing p − 1. (5.10)
To see this, we use (e) to produce (g˜, x) ∈ G such that (g˜, x)−1(1, v)(g˜, x) = (1, v)a , which
give vg˜ = av.
Let C = CH0(v) so that P1, . . . ,Ph ⊆ C. Let N = NH0(〈v〉) so that N/C ∼= Z/(p − 1)Z, and
N = 〈C, g˜〉. Since P1 is maximal among the p1-subgroup of H0 which have a non-zero fixed
point on A, it follows that P1 ∈ Sylp1(C). Since C N,pg˜−11 ∈ Sylp1(C), so there is c ∈ C with
p
g˜−1
1 = P c1 . Set g1 = cg˜, so that pg11 = P1 and vg1 = av.
Set C1 = C ∩ NG(P1), N1 = 〈C1, g1〉. Thus, C1  N1, N1/C1 ∼= Z/(p − 1)Z, and
P1, . . . ,Ph ⊆ C1. Since P2 is a maximal among all the p2-subgroups of NH0(P1) which have
non-zero fixed points on CA(P1), it follows that P2 ∈ Sylp2(C1), so there is g2 ∈ C1g1 with
P2 = Pg22 . Set C2 = C1 ∩ NH0(P2), N2 = 〈C2, g2〉, so that N2/C2 ∼= Z/(p − 1)Z. By induc-
tion, we get an element g(∞), depending on v, such that g(∞) ∈ G∞ and vg(∞) = av. Write
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we have g(∞)σ ∈ G∞. Since g(∞)σ ′ is a power of g(∞), and since the order of g(∞)σ ′ is prime
to p − 1, g(∞)σ ′ fixes v. Set g(v) = g(∞)σ . Thus, (5.10)(i) and (ii) hold.
Set H∞ = 〈P1, . . . ,Ph, g(v) | v ∈ V∞ − {0}〉. Thus, H∞ ⊆ Op(G∞). Set D∞ = CH∞(V∞).
Thus, P1, . . . ,Ph ⊆ D∞. Set M = H∞/D∞. Then M acts faithfully on the non-singular sym-
plectic space V∞. Let τ = {l | l is a prime = p, and l | |M|}. Thus, σ ⊆ τ , and if l ∈ τ , then every
subgroup of M of order l acts without fixed points on V∞. This implies that g(v)D∞ has order
precisely p − 1 in M for all v ∈ V∞ − {0}.
A further reduction is helpful. Suppose m1,m2 ∈ M , v ∈ A− {0}, c ∈ F×p and
vm1 = vm2 = cv.
Then 〈〈m1,m2〉′,m1m−12 〉 centralizes v, so is a p-group.
Let V ′∞ = CV∞(Op(M)). Thus, V ′∞ = {0}, since V∞ and Op(M) are p-groups, Op(M) acts
on V∞, and V∞ = {0}.
Case 1. There are an integer l and a subgroup Q of M of order l such that QOp(M)M and
such that
(a) every subgroup of M of order l is contained in QOp(M),
(b) either l ∈ σ − {2} or l = 4 | p − 1.
Let b be an integer such that b (mod p) has order l in F×p ; b exists since l | p − 1. Since
all elements of M of order l are in Q · Op(M), it follows that for each v ∈ V∞ − {0}, there is
y(v) ∈ Q ·Op(M) such that vy(v) = bv, and with y(v) of order l. Thus, every subspace of V ′∞
admits Q, so Q acts as scalar transformations of V ′∞. Since l > 2, this forces V ′∞ to be totally
singular. Choose a generator z for Q such that xz = bx for all x ∈ V ′∞. Pick w ∈ V ′∞ − {0}. Then
there is v ∈ V∞ such that vz = b−1v and (v,w) = 0. Then there is y ∈ QOp(M) of order l such
that (v +w)y = b(v +w). We have y = zi t , t ∈ Op(M). Then
(v +w)y = (b−iv + biw)t = b−ivt + biw,
as wt = w. This gives b−ivt = bv + (b − bi)w. Since t is a p-element, we get bi = b−1 and
vt = v+ (1 − b−2)w. Now t is a coset of D∞ and t is a p-element of M , so there is a p-element
in t , whence X = ∅. This shows that Case 1 does not occur.
Since Case 1 does not hold, and since for each l ∈ σ , Sylow l-subgroups of M are cyclic or
generalized quaternion, it follows that for each l ∈ σ − {2},Ol(M/Op(M)) = 1. In addition, if
Sylow 2-subgroups of M are cyclic and 4 | p − 1, then |O2(M/Op(M))| 2.
Case 2. M is solvable.
Let Op(M) F , where F = F/Op(M) is the Fitting subgroup of M/Op(M). Thus, F is the
direct product of its Sylow subgroups F,  ∈ r , and each F is cyclic or generalized quaternion.
First, suppose σ = {2},  ∈ σ − {2} and Q ∈ Syl(M) Since Case 1 does not hold, it follows that
F ∩Q = 1, so Q acts faithfully on F . Since every subgroup of M of order 12 is cyclic for all
1, 2 ∈ τ , it follows that Ω1(Q) centralizes O(F), so Q acts faithfully on O2(F ). This forces
O2(F ) to be quaternion of order 8, |Q| = 3, p − 1 = 2d · 3. In this case, M has no element of
order 12, so d  1, against p > 11. This contradiction forces p to be a Fermat prime  17.
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T is a cyclic subgroup of M of order p− 1, then every element of M of order p− 1 is contained
in T [O(M),T ]. By definition of the elements g(v), we have M = 〈T x | x ∈ M〉, so
M = T ·O(M), O(M) = [O(M),T ].
Since F is cyclic, we get O(M) ⊆ [M,M] ⊆ F , so Op(M) ∈ Sylp(M).
Since Case 1 does not hold, Ω2(T ) · Op(M)  M . In particular, O(M) ⊃ Op(M) and
|O2(M/Op(M))| 2.
Let H be an Sp′ -subgroup of M containing T . Thus, H acts on V ′∞, and for every v ∈ V ′∞,
there is h = h(v) in H such that vh = av, where a is a primitive root (mod p). Since every
subgroup of H of order 12 is cyclic for 1, 2 ∈ τ , we get |O2(H)| = 2.
We next show that V ′∞ is an irreducible FpH -module. Since H is a p′-group, V ′∞ is com-
pletely reducible, so we assume that V ′∞ = V1 ⊕ V2, where each Vi is a non-zero FpH -module.
Let t be a generator for T . Since t has order p − 1 and no element of H has any fixed points
on V1 ⊕ V2 − {0}, it follows that
Vi = Vi1 ⊕ · · · ⊕ Vimi , i = 1,2,
where |Vij | = p, Vij = 〈vij 〉 and
vij t = aij · vij ,
and where each aij is a generator for F×p . Since |O2(H)| 2, t does not induce a scalar transfor-
mation of either V1 or V2. Thus there is some j , 1 j m2, such that a11 = a2j . Set a = a11,
b = a2j , so that both a and b are generators of F×p . Set v = v11, w = w2j . Then there is h ∈ H
such that (v +w)h = a(v +w). Since V1 and V2 are FpH -modules, this yields
vh = av, wh = aw.
Hence ht−1 fixes v, so ht−1 is a p-element in the p′-group H , whence ht−1 = 1. This is false,
as a = b. So V ′∞ is irreducible as FpH -module.
The next step is to show that the restriction to V ′∞ of the given symplectic form on V is zero.
Suppose false. Since V ′∞ is irreducible, this restriction is non-singular.
Since every Sylow subgroup of H is cyclic, it follows that [H,H ] is cyclic. Set [H,H ] =
E = 〈e〉, so that H = E · T ,E ∩ T = 1. Set V ′∞ = A1 ⊕ · · · ⊕ Ar , where the Ai are the homo-
geneous components of V ′∞ as FpE-module. Thus, T permutes transitively {A1, . . . ,Ar}. This
forces r = 1, since H has an element of order [T ] = p − 1 which fixes some 1-dimensional
subspace of A1. So V ′∞ = A1 = B1 ⊕· · ·⊕Bs , where the Bi are pairwise isomorphic irreducible
FpE-modules. Choose v ∈ B1 − {0}. Then there is an element t ′ of H of order p− 1 which nor-
malizes 〈v〉, so normalizes 〈vE〉 = B1. Since 〈E, t ′〉 = H , we have s = 1. So B1 has the structure
of a field k ∼= Fpd , where d is the smallest positive integer n such that pn ≡ 1 (mod |E|). The
generator e of E acts as multiplication by η, where η ∈ k× and η has order |E|. Since e and
e−1 have the same characteristic polynomial on V ′∞, owing to the existence of a non-singular
E-invariant symplectic form on V ′∞, it follows that d is even and that ηp
d/2+1 = 1, so
|E| | pd/2 + 1. (5.11)
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ηr ∈ {η,ηp, ηp2, . . .}; let ηr = ηpj .
Since |O2(H)| = 2, it follows that r has order
q = p − 1
2
(5.12)
in (Z/|E|Z)×, so if k1 ∼= Fpd1 is the fixed field of the automorphism of k given by x → xp
j
, then
d = qd1. (5.13)
We choose our generator t of T so that
t−1et = epd1 . (5.14)
Now we work in GL(V ′∞), viewing V ′∞ as a d-dimensional space over Fp , choosing a basis to
obtain a matrix representation of H . Let ρ :H → GL(V ′∞) be the corresponding homomorphism.
We seek to determine ρ(t), given ρ(e), so let
R= {X ∈ GL(V ′∞) ∣∣X−1ρ(e)X = ρ(e)pd1 },
R0 =
{
X ∈R ∣∣Xq = −1}.
Thus, ρ(t) ∈R0.
If X1,X2 ∈ R, then X1X−12 ∈ F× = {U ∈ GL(V ′∞) | Uρ(e) = ρ(e)U}, and we have F =
F× ∪ {0} ∼= k. Suppose X1,X ∈R0. Then there is Y ∈ F× such that X1 = YX. Since X ∈R,
and since Fp[ρ(e)] =F , it follows that X−1YX = Ypd1 . Hence, we get
−I = Xq1 = (YX)q = (XY)q = (−I ) · YX
q−1 · YXq−2 · · ·YX · Y,
whence
Y 1+pd1+···+p(q−1)d1 = I.
Since d = qd1, and since F× is a cyclic group of order pd − 1, there is Z ∈ F× such that Y =
Zp
d1
Z−1. So X1 = YX = Zpd1Z−1X = Zpd1XZ−pd1 . So the action of H on V ′∞ is uniquely
determined to within an FpH -isomorphism, and there is a map θ which is an isomorphism of
groups,
θ :H → 〈mη,mξ,σ 〉,
where mη,mξ,σ : k → k, xmη = xη, xmξ,σ = ξσ (x), ξ ∈ k×, σ ∈ Autk. We have θ(e) = mη ,
θ(t) = mξ,φ , where φ(x) = xpd1 , and ξ in k× satisfies
Nk/k1(ξ) = −1,
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ι(vh) = i(v)θ(h), v ∈ V ′∞, h ∈ H.
If a is a generator for F×p , then
Nk/k1(z) = a[k:k1] = aq = −1,
by (5.12), so with no loss of generality we take
ξ = a. (5.15)
By hypothesis, for each x ∈ k, there is h ∈ H , h of order p − 1, such that
xθ(h) = ax.
Now h = f ti , f ∈ E, i ∈ Z, so
xθ(h) = ai(xθ(f ))pid1 .
Also f = ei′ , i′ ∈ Z, and so xθ(f ) = xηi′ , whence
ax = ai(xηi′)pid1 . (5.16)
Since h has order p − 1, the integer i is odd; it depends on x. From (5.16), we get
x1−pid1 ∈ F×p 〈η〉.
If i is odd and 1 i  p − 1, set
A(i) = {x ∈ k× ∣∣ ax = aixpid1 }.
Thus, |A(i)| is the number of elements v of V ′∞ − {0} such that vti = av. Since i is odd, it
follow that (a1−i )q = 1. Since a is in the prime field, and [k : k1] = q , we have Nk/k1(a1−i ) = 1,
so a1−i = b1−pid1 for some b ∈ k×. Thus
bx = (bx)pid1 ,
so 1 = (bx)pid1−1, 1 = (bx)pd−1. Since i is odd and q is a power of 2, we get (pid1 −1,pd −1) =
pd1 − 1, and so
∣∣A(i)∣∣= pd1 − 1. (5.17)
Fix a generator a0 of F×p . Define χ :H × V ′∞ → {0,1} by
χ(h, v) =
{1 if v = 0, h has order p − 1 and vh = a0v,0 otherwise.
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h∈H
χ(h, v) 1.
Summing over H gives ∑
(h,v)∈H×V ′∞
χ(h, v) pd − 1. (5.18)
On the other hand, for each h ∈ H , (5.17) yields
∑
v∈V ′∞
χ(h, v)
{
 pd1 − 1 if h has order p − 1,
= 0 otherwise.
Summing over H gives
∑
(h,v)∈H×V ′∞
χ(h, v) p − 1
2
· |E| · (pd1 − 1). (5.19)
Now (5.18), (5.19), (5.11) yield
pd − 1 (p − 1)(pd/2 + 1)(pd1 − 1).
Since d = qd1  8d1, and since d  8, p  17, we have
pd − 1 (p − 1)(pd/2 + 1)(pd/8 − 1).
There are no solutions.
Case 3. M is non-solvable.
Since M has no 4-groups, it follows that M has a normal subgroup L such that Op(M) L
and L/Op(M) ∼= SL(2, q) or a covering group of A7. This second possibility is excluded since
Sylow 3-subgroups of A7 are non-cyclic, while p = 3. Set S = L/Op(M). So S ∼= SL(2, q) for
some odd prime power q  5.
Case 3a. p  q .
Every p-regular element of S −{1} is fixed point free on V ′∞. Hence q is a prime. Since every
p-regular element of S − {1} is fixed point free on Fp ⊗Fp V ′∞, Lemma 5.4 implies that q  5.
Since S = S′, we get q = 5. Since Case 1 does not hold,  | |S| for every  ∈ σ , and as |M|2 = 8
or 16, it follows that p − 1 divides 24 or 40. Since M has no element of order 40, and p  13,
the only possibility is that p = 13, and that Sylow 2-subgroups of M are of order 16.
Let |V ′∞| = pd . Choose Q ∈ Syl3(S). Then M/Op(M) has precisely 10 subgroups of order 3,
and Q normalizes precisely 2 · pd/2−1
p−1 subgroups of order p. If Q1, Q2 are distinct subgroups
of S of order 3, then no subgroup of V ′∞ of order p is normalized by Q1 and by Q2. Hence
20 · p
d/2 − 1
p − 1 =
pd − 1
p − 1 .
As p = 13, there are no solutions.
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Define s by q = ps .
The next step is to show that M = L. Equivalently, we show that every element of M of order
p − 1 is in L. Let p − 1 = 2bc, where c is odd. Since L contains elements of order p − 1, it
follows that L contains every element of M of order c. If b = 1, it is obvious then that L contains
every element of M of order p − 1, so suppose b  2. Let T ∈ Syl2(M), T0 = L ∩ T . Then T
and T0 are (generalized) quaternion groups, and so since T0  T , we have |T : T0| = 1 or 2. If
T = T0, then obviously every 2-element of M is in L, so every element of M of order p − 1
is in L. Hence, we may assume that |T : T0| = 2. Let U be the unique cyclic subgroup of T of
index 2. Thus, |U | = |T0| > 2b, the inequality holds since 2 | q+1, and T0 ∈ Syl2(L). Thus, every
element of U of order 2b is in T0, so again we are done unless 2b = 4. In this case, we conclude
that c > 1, as p > 5. Since T/Z(T ) is dihedral, it follows that TL/Z∗(L) ∼= PGL(2,ps), and so
if P ∈ Sylp(L), then S2-subgroups of NM(P ) are cyclic of order |T0|, and all elements of order 4
in NM(P ) are in L. Moreover, if x is any element of order c in NM(P ), then every element of
order 4 in CM(x) is in L. So M = L.
Let A0 be an irreducible FpM-submodule of V ′∞. It is straightforward to check that
EndFpM(A0) ∼= Fps , and that |A0| = p2s . If the symplectic form is non-zero on A0 then trivially
X = ∅, which is not the case. So the symplectic form is zero on A0. We proceed more carefully,
and make a preliminary remark. If m is a p-element of M , and w ∈ A0, then w(m − 1)2 = 0,
since every p-element of M acts quadratically on A0. Also, if t is any element of M of order
p − 1, the set of p-subgroups of M which are normalized by t is partially ordered by inclu-
sion. The maximal elements are Sylow p-subgroups of M , and there are precisely two such. If
they are P+ and P−, then there is a generator a of F×p such that for x ∈ P+, t−1xt = xa2h,
where h ∈ Op(M), while if x ∈ P−, then t−1xt = xa−2h, where h ∈ Op(M). The set {a,−a} is
determined by (t,P+).
Choose an element w ∈ A0 − {0} with wt = aw, t being some fixed element of M of order
p−1 and a some generator of F×p . Then choose v ∈ V∞ with (v,w) = 0 and vt = a−1v. Choose
m of order p − 1 in M with
(v +w)m = a−1(v +w).
Then m−1t and 〈m, t〉′ fix v + A⊥0 , so 〈〈m, t〉′,m−1t〉 is a p-group, and m ∈ 〈〈m, t〉′,m−1t〉 · t .
Let P be a Sylow p-subgroup of M which contains 〈m, t〉′ and is normalized by t . Let b be a
generator of F×p such that t−1yt ≡ yb2 mod Op(M) for all y ∈ P .
Thus, m = tx, t−1xt = xb2h, where h ∈ Op(M), x ∈ P .
Set w′ = wx −w, so that w′x = w′, and vm = a−1(v +w)−wm = vtx = a−1vx = a−1v +
a−1w − awx = a−1v + a−1w − aw − aw′, whence
vx = v + (1 − a2)w − a2w′, (5.20)
wx = w +w′, (5.21)
w′x = w′. (5.22)
Also, t−1x = xb2ht−1, so wt−1x = a−1wx = a−1w + a−1w′ = wxb2ht−1 = (w +
b2w′)ht−1 = (w + b2w′)t−1 = a−1w + b2w′t−1. Here we have used the fact that h ∈ Op(M)
and Op(M) is 1 on A0. We thus get
J.G. Thompson / Journal of Algebra 319 (2008) 558–594 587w′t−1 = b−2a−1w′. (5.23)
If w′ ∈ 〈w〉, then w′ = 0, since x is a p-element. But then X = ∅. We may therefore assume
|〈w,w′〉| = p2.
The only characteristic roots of t on A0 are a and a−1, and b2 = 1, since b is a generator
for F×p , so (5.23) implies that b−2a−1 = a, so b2 = a−2. Hence, we have
vt = a−1v, (5.24)
wt = aw, (5.25)
w′t = aw′, (5.26)
and t−1x = xa−2ht−1, so that
h = x−a−2 t−1xt. (5.27)
Since 〈x, t〉 normalizes 〈v,w,w′〉, so does h, and h fixes w and w′. Using (5.20)–(5.26), we find
that
vh = v + (a2 − a−2)(1 − a2)w + a′w′, (5.28)
wh = w, (5.29)
w′h = w′, (5.30)
where a′ ∈ Fp . It now follows from (5.20)–(5.22), (5.28)–(5.30) that [h,x] does not centralize v,
whence 〈h,x〉/C〈h,x〉(〈v,w,w′〉) is of order p3. Hence there is g0 ∈ 〈h,x〉 such that v0g0 =
v +w, wg0 = w, and so Ψ = ∅. The proof of the lemma is complete. 
Remark 5.7. The bulk of the proof of Lemma 5.6 has involved the case where p is a Fermat prime
 17. The improbable configuration this led to was cumbersome to eliminate, but heuristically
obvious.
6. Gow’s construction of the symplectic form
The relevance of Lemma 6.1 to the study of rational groups was recognized by Gow [5].
Lemma 6.1. Suppose every element of the finite group G is real, p is an odd prime, k is a
finite field of characteristic p and M is an irreducible kG-module. Then there is a G-invariant
non-singular k-bilinear form ( , ) :M ×M → k which is either symmetric or skew symmetric.
Proof. Let K = EndkG(M). Then M is an absolutely irreducible KG-module. Set M∗ =
HomK(M,K). The Brauer characters of M and M∗ coincide, so M ∼= M∗. It follows that there
are KG-isomorphisms
M ⊗K M ∼= M ⊗K M∗ ∼= HomK(M,M),
588 J.G. Thompson / Journal of Algebra 319 (2008) 558–594so G has a non-zero fixed point on M ⊗ M . Since M ⊗ M = S2(M) ⊕ ∧2(M), it follows that
there is a non-zero G-invariant ( , )0 :M ×M → K which is K-bilinear and is either symmetric
or skew symmetric. Clearly, ( , )0 is surjective and so ( , ) :M × M → k defined by (m,m′) =
trK/k(m,m′)0 is surjective. Since M is an irreducible kG-module, ( , ) is non-singular.
The proof is complete. 
Lemma 6.2. Suppose G is a rational group. If M is a minimal normal subgroup of G, M is a p-
group, and p > 3, then there is a G-invariant non-singular symplectic form ( , ) :M ×M → Fp .
Proof. By Lemma 6.1, which is applicable as every element of G is real, there is a G-invariant
non-singular bilinear form ( , ) :M × M → Fp , which is either symmetric or skew symmetric.
If m ∈ M , then, writing M additively, m and 2m are G-conjugate since p = 2, so (m,m) =
(2m,2m), so 3(m,m) = 0. Since p = 3, it follows that (m,m) = 0, so ( , ) is skew symmetric,
i.e., symplectic.
For the remainder of this paper, ( , ) denotes the X-invariant non-singular symplectic form
on V × V . If V1  V , and the restriction to V1 × V1 of ( , ) is non-singular, we say that V1 is
non-singular; if the restriction is 0 we say that V1 is totally singular or totally isotropic. 
7. The non-existence of certain An-bouquets
If q ∈ {5,7},  is the exceptional prime, and q = , we say that the positive integer n is special
for the pair (q, ) if and only if one of the following holds:
(i) n = qr, r ∈ N.
(ii) n = qs + qr,  | n, 0 s < r, and r, s ∈ N ∪ {0}. (7.1)
It is then obvious that
If q ∈ {5,7},  is the exceptional prime, q = , and n is special
for (q, ), then n 7 or q = 5. (7.2)
We turn to the examination of G0. By Lemma 6.2, there is G0-invariant non-singular sym-
plectic form ( , ) on V × V .
If n is an integer  7, we define
Compn(G0) is the set of components L of G0 such that
(i) L ∼= An,
(ii) every irreducible FL-submodule of V is either trivial or standard.
(7.3)
Lemma 7.1. If q ∈ {5,7},  is the exceptional prime, q = , n  7, and n is special for (q, ),
then Compn(G0) = φ.
Proof. Suppose false for (n, q, ). If L ∈ Compn(G0), then LG0. Since V is an irreducible
FG0-module, it follows that V is a completely reducible FL-module, so
V = V+(L)⊕ V−(L),
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is standard. Since G0 acts faithfully on V , V−(L) = 0.
A non-empty subset B of Compn(G0) is said to be an An-bouquet if and only if
⋂
L∈B
V−(L) = 0. (7.4)
Thus, {L} is an An-bouquet for all L ∈ Compn(G0). Let B be an An-bouquet with b = |B| max-
imal. Let B = 〈L | L ∈ B〉, B = {L1, . . . ,Lb}, so that B = L1 ×L2 × · · · ×Lb . Since B G0,
V is a completely reducible FB-module. Set
V0 =
⋂
L∈B
V−(L). (7.5)
Then, maximality of B gives
V0 = 0 and V0 ∩ V−(L) = 0 for all L ∈ Compn(G0)−B. (7.6)
We have
V = V0 ⊕ V1 ⊕ · · · ⊕ Vm, (7.7)
where, for i  1, Vi is an irreducible FB-module, and there is L(i) ∈ B such that Vi ⊆
CV (L(i)). Hence, (V0,Vi) = 0 for all i  1, so
V0 is non-singular. (7.8)
Let V be the set of all FB-submodules of V0 which are non-singular and = 0. Thus, V0 ∈ V .
Choose W ∈ V with W minimal. Let W0 be an irreducible FB-submodule of W . Then
W0 ∼= U1 ⊗ · · · ⊗Ub, Ui is a standard FLi-module, 1 i  b.
The tensor product is over F. Since n  5, we see that W0 is absolutely irreducible, and
there is an obvious B-invariant non-singular symmetric form on W0 × W0, inherited from the
symmetric forms on each Ui × Ui , which in turn are inherited by converting F({x1, . . . , xn})
to an orthogonal space by decreeing that {x1, . . . , xn} is an orthonormal basis. Thus, our given
symplectic form on V × V vanishes on W0 ×W0. The minimality of W now yields
W = W0 ⊕W ′0, W0 ∼= W ′0, (W0,W ′0) = 0, (W0,W0) = (W ′0,W ′0) = 0.
(7.9)
Define
δ =
{
1 if   n,
2 if  | n, (7.10)
d = (n− δ)b. (7.11)
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Since EndFB(W0) ∼= F, it follows that EndFB(W) ∼= M2(F), and it follows from this that
W0 contains precisely  + 1 non-zero irreducible FB-submodules, which intersect pairwise
in {0}. Define:
P is the set of all subgroups of W of order  which are not
contained in any irreducible FB-submodule of W. (7.12)
We check that
|P| = 
2d − 1
− 1 −
(+ 1)(d − 1)
(− 1) , (7.13)
as W has (2d − 1)/(− 1) subgroups of order , and each non-zero irreducible FB-submodule
of W has (d − 1)/(− 1) subgroups of order .
Choose an integer a which is a primitive root (mod ). For each w ∈ V − {0}, choose
g(w) ∈ G0 such that wg(w) = aw. These elements g(w) exist since w is rational in X for all
w ∈ V . I argue that
g(w) ∈ NG0(B) for all 〈w〉 ∈ P . (7.14)
Suppose false for some 〈w〉 ∈ P . Then there is L ∈ B such that Lg /∈ B, where I have set g =
g(w). Now wFL = N is a direct sum of irreducible FL-submodules, each of which is standard
for L, since w ∈ V0. Hence Ng is a direct sum of irreducible FLg-submodules, each of which
is standard for Lg , so Ng ⊆ V−(Lg). Also, w ∈ N , so wg = aw ∈ Ng, and since a = 0, we
have w ∈ Ng. Thus, w ∈ V0 ∩ V−(Lg). Since Lg ∈ Compn(G0), it follows that B ∪ {Lg} is an
An-bouquet, violating the maximality of b. Set
H = 〈g(w) ∣∣ 〈w〉 ∈ P 〉 ·B. (7.15)
By (7.14), H NG0(B). I argue that
W is stable under H. (7.16)
Since H is generated by B together with elements g(w), where 〈w〉 ∈ P , it suffices to show
that g = g(w) stabilizes W for all these w. In any case, Wg is an FB-submodule of V , as
g ∈ NG0(B). Also, W ∩Wg contains w, as wg = aw and a = 0. Thus, W ∩Wg ⊇ wFB . Since〈w〉 ∈P , it follows that wFB = W . This is (7.16).
Let K = CH(B), K0 = CK(W). Then K/K0 is isomorphic to a subgroup of EndFB(W)× ∼=
GL(2, ), so |K : K0|  (2 − 1)(2 − ). Also, |H/K|  |AutB| = b!(n!)b , as n = 6. Putting
these inequalities together gives
|H/K0| b!(n!)b
(
2 − 1)(2 − ). (7.17)
Set D = H/K0 and define χ :D ×P → {0,1},
χ
(
g, 〈w〉)= {1 if wg = aw,0 otherwise.
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∑
〈w〉∈P
χ
(
g, 〈w〉) (d − 1)
(− 1) , (7.18)
since W is non-singular symplectic space of dimension 2d over F and g induces a symplectic
transformation of W , so that, as  > 3 and a (mod ) generates F× , the eigenspace of W cor-
responding to the eigenvalue a (mod ) for g has dimension  d , this eigenspace being totally
isotropic.
Set
M =
∑
(g,〈w〉)∈D×P
χ
(
g, 〈w〉).
If we sum (7.18) over D, we get
M 
(
d − 1
− 1
)
· |D|. (7.19)
If 〈w〉 ∈ P , we get
∑
g∈D
χ
(
g, 〈w〉) 1, (7.20)
since g(w) ∈ D. If we sum (7.20) over 〈w〉 ∈ P , we get
M  |P|. (7.21)
Now (7.27), (7.19), (7.17), (7.13) yield
2d − 1
− 1 −
(− 1)(d − 1)
− 1 
d − 1
− 1 · b!(n!)
b · (2 − 1)(2 − ). (7.22)
Rewriting (7.22) gives
(
2 − 1)(2 − )b!(n!)b  d + 1 − (− 1) > d − . (7.23)
Since (2 − 1)(2 − ) 4, we get
b!(n!)b  d−4 − −3. (7.24)
Since the left side is an integer and  > 1, we have
b!(n!)b  d−4, d = (n− δ)b. (7.25)
Since  7, we have log > 1.9, so taking logarithms, using the estimate m! <mm, we have
b logb + bn logn > ((n− δ)b − 4)× 1.9. (7.26)
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decreasing function of x for all x  2, y  7, δ ∈ {1,2}, and is negative at x = 2. Hence
b = 1. (7.27)
To study the case B = {L}, set c = a2, and let
H0 =
〈
g(w)2
∣∣ 〈w〉 ∈ P 〉 ·B.
Then for each 〈w〉 ∈ P , there is h(w) ∈ H0 such that wh(w) = cw, where c (mod ) has order
−1
2 in F
×
 . Also
H0 = B ×C,
where C = CH0(B). Here I am using B = L, |OutL| = 2.
First, suppose   n. Then W0 ∼= F({x1, . . . , xn})+ and
θ : W ∼= {(α,β) ∣∣ α,β ∈ F({x1, . . . , xn})+}. (7.28)
Let 〈 , 〉 denote the inner product on F({x1, . . . , xn}) for which 〈xi, xj 〉 = δij . We get 4 inner
products on {(α,β) | α,β ∈ F({x1, . . . , xn})+}, namely
f1
(
(α,β), (α′, β ′)
)= 〈α,α′〉,
f2
(
(α,β), (α′, β ′)
)= 〈β,β ′〉,
f3
(
(α,β), (α′, β ′)
)= 〈α,β ′〉,
f4
(
(α,β), (α′, β ′)
)= 〈β,α′〉.
These 4 inner products are linearly independent over F and span the space of L-invariant inner
products on W · f1, f2, f3 + f4 span a 3-dimensional space of symmetric inner products, and
f3 − f4 spans the unique one-dimensional space of skew symmetric inner products. Thus θ
in (7.28) satisfies
(w,w′) = η[f3(θ(w), θ(w′))− f4(θ(w), θ(w′))] (7.29)
for some fixed η ∈ F× . Under θ , each element of C is carried to a map
(α,β) → (a0α + b0β, c0α + d0β),
(
a0 b0
c0 d0
)
∈ GL(2, ). (7.30)
The condition that C preserve ( , ) on W ×W is just that
a0d0 − b0c0 = 1, (7.31)
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there is no element h of H0 such that wh = cw0, since c2 ≡ 1 (mod ). If  | n, we use, in place
of (x1 − x2, x1 − 2x2 + x3), the element
(
x1 − x2 + F(x1 + · · · + xn), x1 − 2x2 + x3 + F(x1 + · · · + xn)
)
.
Since n 7, this works.
The proof of Lemma 7.1 is complete. 
8. Completion of the proof
The first thing we prove is that
X does not split over V. (8.1)
Suppose false. Since X is rational, every -element of X is also rational. Since  > 3,
Lemma 6.2 implies that there is a non-singular X-invariant symplectic form on V × V . This
violates Lemma 5.6 with  in the role of p, X in the role of G, V in the role of A. We next show
that
E(G0) = S1 × · · · × Sm, m 1, (8.2)
Si ∼= Ami , mi  , i = 1, . . . ,m. (8.3)
To see this, set F = O′(G0). Suppose that F = 1. In this case, it follows from (2.4) and the
irreducibility of V that CV (F ) = 0, and by the Frattini argument, this implies that X = V ·
NX(F˜ ), where F˜ ∼= F , F = F˜ V /V . Thus, as NX(F˜ ) ∩ V = CV (F ) = 0, (8.1) is violated. This
contradiction shows that F = 1.
Since V is an irreducible FG0-module on which G0 acts faithfully, it follows that
O(G0) = 1. Since O′(G0) = 1, we conclude that
F ∗(G0) = E(G0) = S1 × · · · × Sm,
with |Si | divisible by  for all i. Since Si ∈R for each i, (8.2) and (8.3) follow.
For each i = 1, . . . ,m, we have ni   > 6, and so AutSi ∼= Sym(ni). This implies that G0
splits over E(G0). Let G1 be a complement to E(G0) in G0, chosen so that for each i, G1 ∩
NG0(Si)/CG1(Si) is a 2-group.
It is straightforward, using the fact that G1 is an R-group, to show that G1 contains an ele-
ment g1 such that
(a) g1 is a 5-element,
(b) CG1(g1) is a {2,3,5,7,11}-group and is both 7-solvable and 11-solvable.
Set C1 = 〈g1〉, |C1| = 5c. Let C be a subgroup of X of order 5c with C1 = CV/V . Then C1
acts faithfully on E(G0) since CG0(E(G0)) = 1. Set
Δ = {S1, . . . , Sm},
594 J.G. Thompson / Journal of Algebra 319 (2008) 558–594and let Δ1, . . . ,Δr be the orbits of C1 on Δ. Since no non-identity element of G1 induces an
inner automorphism of E(G0), it follows that C1 has at least one regular orbit on Δ. This in turn
implies that E(G0) contains an elementary abelian 2-group on which C1 acts faithfully, and the
existence of this 2-group implies that CV (C) = V1 = 0.
Now CE(G0)(C1) = T1 × · · · × Tr , where Ti = C〈Δ0〉(C1), and if Sj ∈ Δi , then Ti ∼= Sj . Then
CG0(C1) is an extension of T1 ×· · ·×Tr by a {2,3,5,7,11}-group and CX(C)V/V = CG0(C1).
Since every {5,7, }-element of X is rational, it follows that every {7, }-element of CX(C) is
rational in CX(C). By Lemmas 3.3 and 7.1, CX(C) contains a 7-element g2 such that
(a) CX(C)∩CX(g2)V/V is a {2,3,5,7,11}-group,
(b) CV (g2) = 0.
Set D = CX(C)∩CX(g2). Then O(D) = 1, and every -element of D is rational in D, while
D/O(D) is an ′-group. This violates Lemma 5.6 and completes the proof of the theorem.
Remark 8.1. In a subsequent paper, I hope to show that if p is a prime and the rational group G
has a cf. of order p, then p  5. However, I find that the discussion of the case p ∈ {7,11} is
sufficiently complicated to merit separate treatment, although several of the results in this paper
are relevant to the discussion of this troublesome case.
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