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A formula to calculate the invariant J of a
quasi-homogeneous map germ
O.N. Silva∗
Abstract
In this work, we consider a quasi-homogeneous, corank 1, finitely determined map germ f from (C2, 0) to (C3, 0).
We consider the invariants m(f(D(f)) and J , where m(f(D(f)) denotes the multiplicity of the image of the double
point curve D(f) of f and J denotes the number of tacnodes that appears in a stabilization of the transversal slice
curve of f(C2). We present formulas to calculate m(f(D(f)) and J in terms of the weights and degrees of f .
1 Introduction
In this work, we consider a quasi-homogeneous, corank 1, finitely determined map germ f from (C2, 0) to (C3, 0).
Local coordinates can be chosen so that these map germs can be written in the form f(x, y) = (x, p˜(x, y), q˜(x, y)), for
some quasi-homogeneous function germs p˜, q˜ ∈ m22, where m2 is the maximal ideal of the local ring of holomorphic
function germs in two variables O2 (see Lemma 2.11).
In [7], Nun˜o-Ballesteros and Marar studied the transversal slice of a corank 1 map germ f : (C2, 0)→ (C3, 0) (see
[7, Section 3]). They show in some sense that if a set of generic conditions are satisfied, then the transverse slice curve
contains information on the geometry of f . They also introduced the invariants C, T and J , which are defined as the
number of cusps, triple points and tacnodes that appears in a stabilization of the transversal slice of f , respectively.
They showed in [7, Prop. 3.10] that the numbers C and T are the same as the numbers of cross-caps and triple points
that appear in a stabilization of f , which are usually denoted by C(f) and T (f), respectively, and were defined by
Mond in [11]. On the other hand, the invariant J is related to both, the delta invariant of the transverse slice curve
of f(C2) and N(f) (see [7, page 1388]), where N(f) is the Mond’s invariant defined in [11].
In [12], Mond presented formulas to calculate the invariants C(f), T (f) and µ(D(f)) of a quasi-homogeneous
finitely determined map germ of any corank in terms of the weights and degrees of f , where µ(D(f)) denotes the
Milnor number of the double point curve D(f) of f (see Section 2.1 for the definition of D(f) and Th. 2.13). So, a
natural question is:
Question 1: Let f : (C2, 0) → (C3, 0) be a quasi-homogeneous, corank 1, finitely determined map germ. Can the
invariant J be calculated in terms of the weights and the degrees of f?
It follows by Propositions 3.5 and 3.10 and Corollary 4.4 of [7] that
J =
1
2
(
µ(D(f))− C(f)− 1
)
− 3T (f) +m(f(D(f)),
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where m(f(D(f)) denotes the multiplicity of the image of the double point curve D(f). So, using Mond’s formulas for
C(f), T (f) and µ(f(D(f)) (Th. 2.13) we conclude that Question 1 has a positive answer if and only if there is a for-
mula to calculate the invariant m(f(D(f)) in terms of the weights and the degrees of f . So, another natural question is:
Question 2: Let f be as in Question 1. Can the invariant m(f(D(f)) be calculated in terms of the weights and
degrees of f?
In [13, Proposition 6.2], Ruas and the author provided answers to both questions above in the case where f is
homogeneous. In this work, using a normal form for f (Lemma 2.11), we present a positive answer for both questions
without any restriction on the weights and degrees of f . More precisely, we present in Theorem 3.2 formulas to
calculate both invariants, m(f(D(f)) and J , in terms of the weights and the degrees of f . We finish this work by
calculating the invariants m(f(D(f)) and J in some examples to illustrate our formulas.
2 Preliminaries
Throughout this paper, given a finite map f : C2 → C3, (x, y) and (X,Y, Z) are used to denote systems of coordinates
in C2 (source) and C3 (target), respectively. Also, C{x1, · · · , xn} ' On denotes the local ring of convergent power
series in n variables. The letters U, V and W are used to denote open neighborhoods of 0 in C2, C3 and C, respectively.
We also use the standard notation of singularity theory as the reader can find in Wall’s survey paper [18].
2.1 Double point curves for corank 1 map germs
In this section, we deal only with of corank 1 maps from C2 to C3. For the general definition of double point
spaces, see for instance [5, Section 1], [6, Section 2] and [11, Section 3].
Consider a finite and holomorphic map f : U → C3, where U is an open neighbourhood of 0 in C2. The double
point space of f , denoted by D(f), is defined (as a set) by
D(f) := {(x, y) ∈ U : f−1(f(x, y)) 6= {(x, y)}} ∪ Σ(f),
where Σ(f) is the ramification set of f . We also consider the lifting of the D(f) in U ×U , denoted by D2(f), given by
the pairs ((x, y), (x
′
, y
′
)) such that either f(x, y) = f(x
′
, y
′
) with (x, y) 6= (x′ , y′) or (x, y) = (x′ , y′) with (x, y) ∈ Σ(f).
We need to choose convenient analytic structures for the double point space D(f) and the lifting of the double
point space D2(f). As we said in Introduction, when f has corank 1, local coordinates can be chosen so that these
map germs can be written in the form f(x, y) = (x, p˜(x, y), q˜(x, y)), for some function germs p˜, q˜ ∈ m22, where m2 is
the maximal ideal of O2. In this case, we define the lifting of the double point space D2(f), (as a complex space) by
D2(f) = V
(
x− x′ , p˜(x, y)− p˜(x, y
′
)
y − y′ ,
q˜(x, y)− q˜(x, y′)
y − y′
)
where (x, y, x
′
, y
′
) are coordinates of C2 × C2.
Once the lifting D2(f) ⊂ U ×U is defined as a complex analytic space, we now consider its image D(f) (also as a
complex analytic space) on U by the projection
pi : U × U → U
2
onto the first factor, which will be considered with the structure given by Fitting ideals. We also consider the double
point space in the target, that is, the image of D(f) by f , denoted by f(D(f)), which will also be consider with the
structure given by Fitting ideals.
We remark that given a finite morphism of complex spaces h : X → Y the push-forward h∗OX is a coherent
sheaf of OY−modules (see [3, Chapter 1]) and to it we can (as in [10, Section 1]) associate the Fitting ideal sheaves
Fk(h∗OX). Notice that the support of F0(h∗OX) is just the image h(X). Analogously, if h : (X,x) → (Y, y) is a
finite map germ then we denote by Fk(h∗OX) the kth Fitting ideal of OX,x as OY,y−module. In this way, we have
the following definition.
Definition 2.1 Let f : U → V be a finite mapping, where U and V are open neighbourhoods of 0 in C2 and C3,
respectively.
(a) Let pi|D2(f) : D2(f) ⊂ U × U → U be the restriction to D2(f) of the projection pi. The double point space of f is
the complex space
D(f) = V (F0(pi∗OD2(f))).
Set theoretically we have the equality D(f) = pi(D2(f)).
(b) The double point space of f in the target is the complex space f(D(f)) = V (F1(f∗O2)). Notice that the underlying
set of f(D(f)) is the image of D(f) by f .
(c) Given a finite map germ f : (C2, 0) → (C3, 0), the germ of the double point space of f is the germ of complex
space D(f) = V (F0(pi∗OD2(f))). The germ of the double point space of f in the target is the germ of the complex space
f(D(f)) = V (F1(f∗O2)).
Remark 2.2 If f : U ⊂ C2 → V ⊂ C3 is finite and generically 1-to-1, then D2(f) is Cohen-Macaulay and has
dimension 1 (see [6, Prop. 2.1 ]). Hence, D2(f), D(f) and f(D(f)) are complex analytic curves. In this case, without
any confusion, we also call these complex spaces by the “lifting of the double point curve”, the “double point curve”
and the “image of the double point curve”, respectively.
2.2 Finite determinacy and the invariants C(f) and T (f)
Definition 2.3 (a) Two map germs f, g : (C2, 0) → (C3, 0) are A-equivalent, denoted by g ∼A f , if there exist map
germs of diffeomorphisms η : (C2, 0)→ (C2, 0) and ξ : (C3, 0)→ (C3, 0), such that g = ξ ◦ f ◦ η.
(b) A map germ f : (C2, 0)→ (C3, 0) is finitely determined (or A-finitely determined) if there exists a positive integer
k such that for any g with k-jets satisfying jkg(0) = jkf(0) we have g ∼A f .
Consider a finite map germ f : (C2, 0) → (C3, 0). By Mather-Gaffney criterion ([18, Theorem 2.1]), f is finitely
determined if and only if there is a finite representative f : U → V , where U ⊂ C2, V ⊂ C3 are open neighbourhoods
of the origin, such that f−1(0) = {0} and the restriction f : U \ {0} → V \ {0} is stable.
This means that the only singularities of f on U \ {0} are cross-caps (or Whitney umbrellas), transverse double
and triple points. By shrinking U if necessary, we can assume that there are no cross-caps nor triple points in U .
Then, since we are in the nice dimensions of Mather ([8, p. 208]), we can take a stabilization of f ,
F : U ×D → C4, F (z, s) = (fs(z), s),
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where D is a neighbourhood of 0 in C.
Definition 2.4 We define
T (f) := ] of triple points of fs and C(f) := ] of cross-caps of fs,
where s 6= 0.
It is well known that the numbers T (f) and C(f) are independent of the particular choice of the stabilization and
they are also analytic invariants of f (see for instance [9]).
We remark that the space D(f) plays a fundamental role in the study of the finite determinacy. In [5, Theorem
2.14], Marar and Mond presented necessary and sufficient conditions for a map germ f : (Cn, 0)→ (Cp, 0) with corank
1 to be finitely determined in terms of the dimensions of D2(f) and other multiple points spaces. When (n, p) = (2, 3),
in [6], Marar, Nun˜o-Ballesteros and Pen˜afort-Sanchis extended this criterion of finite determinacy to the corank 2 case.
More precisely, they proved the following result.
Theorem 2.5 ([6, Corollary 3.5 ]) Let f : (C2, 0) → (C3, 0) be a finite and generically 1-to-1 map germ. Then f is
finitely determined if and only if µ(D(f)) is finite (equivalently, D(f) is a reduced curve).
2.3 Identification and Fold components of D(f)
When f : (C2, 0)→ (C3, 0) is finitely determined, the restriction of a representative of f to D(f) is finite. In this
case, f|D(f) is generically 2-to-1 (i.e; 2-to-1 except at 0). On the other hand, the restriction of f to an irreducible
component D(f)i of D(f) can be generically 1-to-1 or 2-to-1. This motivates us to give the following definition which
is from [15, Def. 4.1] (see also [13, Def. 2.4] and [14, Sec. 3]).
Definition 2.6 Let f : (C2, 0)→ (C3, 0) be a finitely determined map germ. Let f : U → V be a representative, where
U and V are neighbourhoods of 0 in C2 and C3, respectively. Consider an irreducible component D(f)j of D(f).
(a) If the restriction f|D(f)j : D(f)
j → V is generically 1-to-1, we say that D(f)j is an identification component of
D(f).
In this case, there exists an irreducible component D(f)i of D(f), with i 6= j, such that f(D(f)j) = f(D(f)i).
We say that D(f)i is the associated identification component to D(f)j or that the pair (D(f)j , D(f)i) is a pair of
identification components of D(f).
(b) If the restriction f|D(f)j : D(f)
j → V is generically 2-to-1, we say that D(f)j is a fold component of D(f).
(c) We define the sets IC(D(f)) = {identification components of D(f)} and FC(D(f)) = {fold components of D(f)}.
And we define the numbers ri(D(f)) := ]IC(D(f)) and rf (D(f)) := ]FC(D(f)).
Remark 2.7 Let f and g be finitely determined map germs from (C2, 0) to (C3, 0). Suppose that g ∼A f and write
g = ξ ◦ f ◦ η as in Definiton 2.3. Consider representatives f, g : U → V of f and g. Let D(g)i be an irreducible
component of D(g) and consider its corresponding image by η, D(f)i := η(D(g)i), which is an irreducible component
of D(f). Note that , f|D(f)j : D(f)
i → V is generically k-to-1 if and only if g|D(g)i : D(g)i → V is generically k-to-1,
where k = 1, 2. Hence
ri(D(f)) = ri(D(g)) and rf (D(f)) = rf (D(g)).
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The following example illustrates the two types of irreducible components of D(f) presented in Definition 2.6.
Example 2.8 Let f(x, y) = (x, y2, xy3 − x7y) be the singularity C7 of Mond’s list ([11, p.378 ]). In this case, D(f) =
V (xy2 − x7). Then D(f) has three irreducible components given by
D(f)1 = V (y − x3), D(f)2 = V (y + x3) and D(f)3 = V (x).
Notice that (D(f)1, D(f)2) is a pair of identification components and D(f)3 is a fold component. Hence, we
have that ri(D(f)) = 2 and rf (D(f)) = 1. We have also that f(D(f)
3) = V (X,Z) and f(D(f)1) = f(D(f)2) =
V (Y −X6, Z) (see Figure 1).
Figure 1: Identification and fold components of D(f) (real points)
Remark 2.9 In the Example 2.8, we have made use of the software Surfer [17].
2.4 Quasi-homogeneous map germs and Mond’s formulas
Definition 2.10 A polynomial p(x1, · · · , xn) is quasi-homogeneous if there are positive integers w1, · · · , wn, with no
common factor and an integer d such that p(kw1x1, · · · , kwnxx) = kdp(x1, · · · , xn). The number wi is called the weight
of the variable xi and d is called the weighted degree of p. We also write w(p) to denote the weighted degree of p. In
this case, we say p is of type (d;w1, · · · , wn).
This definition extends to polynomial map germs f : (Cn, 0)→ (Cp, 0) by just requiring each coordinate function
fi to be quasi-homogeneous of type (di;w1, · · · , wn). In particular, when f : (C2, 0)→ (C3, 0) is quasi-homogeneous,
we say that f is quasi-homogeneous of type (d1, d2, d3; a, b), where here we change the classical notation w1, w2 of the
weights of x and y by a, b, for simplicity.
The following lemma describes a normal form for a class of quasi-homogeneous map germs from (C2, 0) to (C3, 0)
which will be considered in this work.
Lemma 2.11 (Normal form lemma) Let g(x, y) = (g1(x, y), g2(x, y), g3(x, y)) be a quasi-homogeneous, corank 1,
finitely determined map germ of type (d1, d2, d3; a, b). Then g is A-equivalent to a quasi-homogeneous map germ f
with type (di1 = a, di2 , di3 ; a, b), which is written as
f(x, y) = (x, yn + xp(x, y), αym + xq(x, y)), (1)
for some integers n,m ≥ 2, α ∈ C, p, q ∈ O2, p(x, 0) = q(x, 0) = 0, where (di1 , di2 , di3) is a permutation of (d1, d2, d3)
such that di2 ≤ di3 .
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Proof. Since g has corank 1, gi is a regular in x or y for some i. Without lose of generality, suppose that g1 is regular
in x. Thus g1(x, y) = γx + g
′
1(x, y), where γ ∈ C, γ 6= 0. We have that g is quasi-homogeneous, this implies that
g
′
1(x, y) = θy
a, where θ ∈ C. Also, if θ 6= 0, then b = 1. Consider the analytic isomorphisms η : (C2, 0)→ (C2, 0) and
ξ : (C3, 0)→ (C3, 0) defined by
η(x, y) = (x− (γ−1θ)ya, y) and ξ(X,Y, Z) = (γ−1X,Y, Z).
Note that the map g˜ := ξ ◦ g ◦ η is a quasi-homogeneous map germ of type (d1, d2, d3; a, b). There exist integers
v1, v2, complex numbers α1, α2 and polynomials p1, p2 ∈ O2 such that g˜ is written as
g˜(x, y) = (x, α1y
v1 + xp1(x, y), α2y
v2 + xp2(x, y)),
with 2 ≤ v1, v2. After a change of coordinates (which does not change the quasi-homogeneous type of g˜), we can assume
that p1(x, 0) = p2(x, 0) = 0. So, we need to show that αi 6= 0 for some i with w(αiyvi+xpi(x, y)) ≤ w(αjyvj+xpj(x, y)),
where i 6= j and i, j ∈ {1, 2}. Since g˜ is also finitely determined, in particular, it is finite, so either α1 6= 0 or α2 6= 0.
Thus we have three cases.
(1) α1, α2 6= 0.
(2) α1 = 0 and α2 6= 0.
(3) α1 6= 0 and α2 = 0.
(1) Suppose that α1, α2 6= 0. In this case, we can suppose that α1 = α2 = 1 (applying the change of coordinates
(X,Y, Z) 7→ (X,α−11 Y, α−12 Z)). Define n := min{v1, v2} and p := pi if n = vi. Define also m := v1 and q := p1 if
n = v2 or m := v2 and q := p2 if n = v1. So, g˜ is A-equivalent to f(x, y) = (x, yn + xp(x, y), ym + xq(x, y)). Note that
w(yn + xp(x, y) ≤ w(ym + xq(x, y)).
(2) If α1 = 0 and α2 6= 0, then the restriction of g˜ to V (x) is v2-to-1. Since g˜ if finitely determined and singular,
we have that v2 = 2. In this case, g˜(x, y) = (x, xp1(x, y), α2y
2 + xp2(x, y)). Again, after a change of coordinates, we
can assume that α2 = 1. Write xp1(x, y) = λ1x
k1ys1 + · · ·+ λlxklysl .
Statement: We have that w(y2 + xp2(x, y)) ≤ w(xp1(x, y)).
Proof of Statement: Note that p1(x, y) 6≡ 0, otherwise the set of cross-caps C(g˜) of g˜ is not finite and hence g˜ is
not finitely determined. Since p1(x, 0) = 0, we have that si ≥ 1 for all i. If si ≥ 2 for some i, then the statement is
clear and after a change of coordinates, we see that g˜ is A-equivalent to
f(x, y) = (x, y2 + xp(x, y), xq(x, y)),
where p = p2, q = p1 and w(y
2 + xp(x, y)) ≤ w(xq(x, y)), as desired.
Now, suppose that si = 1 for all i. In this case, after a change of coordinates, we can write g˜ as g˜(x, y) =
(x, xky, y2 + xp2(x, y)), for some k ≥ 1. We have that D2(g˜) = V (x− x′ , xk , y+ y′ + x(p2(x, y)− p2(x, y′))/(y− y′))
which is not reduced if k ≥ 2. Since g˜ is finitely determined, by Theorem 2.5 and [6, Theorem 2.4] we have that
k = 1. In this case, D2(g˜) = V (x, x
′
, y + y
′
) ⊂ C2 × C2 is a smooth curve and g˜ does not have any triple points. It
follows by [5, Th. 2.14] that g˜ is stable. Hence, g˜ is A-equivalent to f(x, y) = (x, y2, xy), which is considered with
quasi-homogeneous type (1, 2, 2; 1, 1) and has the desired properties, that is, w(y2) ≤ w(xy).
Now, the analysis of case (3) is analogous.
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Remark 2.12 Some versions of Lemma 2.11 are well know by specialists (see for instance [9, Lemma 4.1 ]). We
include its proof for completeness. Given a quasi-homogeneous, corank 1, finitely determined map germ, we will
assume in the proofs throughout this paper that f is written in the normal form in (1), presented in Normal form
lemma.
In [12], Mond showed that if f is quasi-homogeneous then the invariants C(f), T (f) and also µ(D(f)) are deter-
mined by the weights and the degrees of f . More precisely, he showed the following result.
Theorem 2.13 ([12]) Let f : (C2, 0) → (C3, 0) be a quasi-homogeneous finitely determined map germ of type
(d1, d2, d3; a, b). Then
C(f) =
1
ab
(
(d2 − a)(d3 − b) + (d1 − b)(d3 − b) + (d1 − a)(d2 − a)
)
,
T (f) =
1
6ab
(δ − )(δ − 2) + C(f)
3
and µ(D(f)) =
1
ab
(δ − − a)(δ − − b).
where  = d1 + d2 + d3 − a− b and δ = d1d2d3/(ab).
3 Formulas for the invariants J and m(f(D(f)))
We note that by a parametrization of an irreducible complex germ of curve (X, 0) ⊂ (Cn, 0) we mean a primitive
parametrization, that is, a holomorphic and generically 1-to-1 map germ n from (C, 0) to (Cn, 0), such that n(W, 0) ⊂
(X, 0) (see for instance [4, Section 3.1]). Before we present our main result, we will need the following lemma.
Lemma 3.1 Let f be a finitely determined, corank 1, quasi-homogeneous map germ of type (d1, d2, d3; a, b). Write f
as in Lemma 2.11, that is, f(x, y) = (x, yn + xp(x, y), αym + xq(x, y)), with d2 ≤ d3. Then
(a) If V (y) is an irreducible component of D(f), then V (y) ∈ IC(D(f)) and a = 1.
(b) D(f) = V (λ(x, y)), where λ(x, y) is a quasi-homogeneous polynomial of type
(
d2d3
b
− d2 − d3 + b; a, b
)
and
λ(x, y) = xs
r∏
i=1
(ya − αixb), (2)
where αi ∈ C are all distinct, r = (d2 − b)(d3 − b)− sab
ab2
≥ 0 and either s = 0 or s = 1.
(c) If a > d2, then p(x, y) = 0. That is, f(x, y) = (x, y
n, αym + xq(x, y)).
(d) If s = 1 in (2), that is, if V (x) is an irreducible component of D(f), then it is a fold component of D(f).
(e) If α = 0, then n = 2.
(f) s = 0 if and only if α 6= 0 and gcd(n,m) = 1. In other words, s = 1 if and only if either α = 0, or α 6= 0 and
gcd(n,m) = 2.
Proof. Consider a representative f : U → V of f .
((a) and (b)) Suppose that V (y) is an irreducible component of D(f). Consider the parametrization of V (y) given
by the map ϕ0 : W → U , defined by ϕ0(u) = (u, 0). So, f ◦ ϕ0 : W → V , defined as
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(f ◦ ϕ0)(u) = (u, 0, 0), (3)
is a parametrization of f(V (y)). Since f ◦ ϕ0 is 1-to-1, V (y) is an identification component of D(f). Since f
is quasi-homogeneous and finitely determined, we have that λ(x, y) is a quasi-homogeneous polynomial of type(
d2d3
b
− d2 − d3 + b; a, b
)
, by [12, Prop. 1.15].
The only irreducible quasi-homogeneous polynomials with w(x) = a and w(y) = b in the ring of polynomials C[x, y]
are x, y and ya−αixb, with αi ∈ C and αi 6= 0. Since the ring of polynomials C[x, y] is an unique factorization domain,
each irreducible factor of λ is on the form of x, y or ya − αixb. By Theorem 2.5, λ is reduced, hence the irreducible
factors of λ are all distinct. So, λ can take the following form:
λ(x, y) = xsyl
r
′∏
i=1
(ya − αixb), (4)
where s, l ∈ {0, 1}, r′ ≥ 0, αi are all distinct and αi 6= 0 for all i. We note that if r′ = 0, then
0∏
i=1
(ya − αixb) = 1 (the
empty product).
Consider the parametrization of V (ya − αixb) given by the map ϕαi : W → U , defined by ϕαi(u) = (ua, γiub),
where γi = α
1/a
i . So, f ◦ ϕαi : W → V , defined as
(f ◦ ϕαi)(u) = (ua, γ1,iud2 , γ2,iud3), (5)
is a parametrization of f(V (ya − αixb)), for some γ1,i, γ2,i ∈ C.
Since f(V (x))∩ f(V (y)) = {(0, 0, 0)}, the associated identification component of V (y) is a curve V (ya − αjxb) for
some αj 6= 0. Since, (V (y), V (ya − αjxb)) is a pair of identification components of D(f), comparing (3) and (5) we
see that γ1,j = γ2,j = 0 and a = 1. Consequently, the expression (4) can be rewritten as follows:
λ(x, y) = xs
r∏
i=1
(ya − αixb),
where s ∈ {0, 1}, r = (d2 − b)(d3 − b)− sab
ab2
≥ 0, αi are all distinct and we allow one of the α′is to be zero.
(c) Suppose that p(x, y) 6= 0. By assumption of the normal form of f , we have that p(x, 0) = 0, hence p(x, y) is
not a constant. If a > d2 = bn, then w(xp(x, y)) > a > d2, a contradiction.
(d) Note that for all i, V (x) and V (ya−αixb) have distinct images. Hence, V (x) /∈ IC(D(f)). So if V (x) ⊂ D(f),
then we conclude that V (x) ∈ FC(D(f)).
(e) Suppose that α = 0, then restriction of f to V (x) is n-to-1. Since f is finitely determined, either n = 1 or
n = 2. Since f has corank 1, we conclude that n = 2.
(f) By (d), we have that V (x) is an irreducible component of D(f) if and only if f ◦ ϕ is generically 2-to-1, where
ϕ : W → U is the parametrization of V (x), defined by ϕ(u) = (0, u). Suppose that V (x) ⊂ D(f). This implies that
either α = 0 or α 6= 0 and gcd(n,m) = 2. On the other hand, if α = 0 then by (e) we have that n = 2 and f ◦ ϕ is
generically 2-to-1. Hence, in this case V (x) ⊂ D(f). If α 6= 0 and gcd(n,m) = 2, then again f ◦ϕ is generically 2-to-1
and hence V (x) ∈ FC(D(f)).
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Now, suppose that V (x) is not an irreducible component of D(f). Since f is generically 1-to-1, by (d) we have
that V (x) 6⊂ D(f) if and only if f ◦ ϕ is generically 1-to-1 if and only if α 6= 0 and gcd(n,m) = 1.
In the following result, m(f(D(f))) denotes the Hilbert-Samuel multiplicity of the maximal ideal of the local ring
Of(D(f)) of (f(D(f)), 0) (or equivalently, the multiplicity of f(D(f)) at 0). Also, J denotes the number of tacnodes
that appears in a stabilization of the transversal slice curve of f(C2) (see [7, Def. 3.7]).
Note that if ϕ : W ⊂ C → V ⊂ C3, ϕ(u) = (um, ϕ2(u), ϕ3(u)) is a Puiseux parametrization of a reduced curve
in C3, then its multiplicity is m (see for instance [1, page 98]). We remark that given a germ of reduced curve
(C, 0) ⊂ (Cn, 0), it is not true that its irreducible components are also reduced, see for instance [2, Example 4.12]
where (X0, 0) = (X
1
0 ∪X20 , 0) is a germ of reduced curve in (C3, 0), but (X10 , 0) is not reduced at 0.
Suppose that f : (C2, 0)→ (C3, 0) is finitely determined. So, D(f) is a reduced curve, by Theorem 2.5. It follows
by [6, Th. 4.3] that f(D(f)) is also a reduced curve. However, given an irreducible component f(D(f)i) of f(D(f)),
it may contain a (embedded) zero dimensional component, and therefore may not be reduced. If this is the case, we
say that f(D(f)i) is a generically reduced curve. Recently, the author and Snoussi showed in [16, Lemma 4.8] that
if (C, 0) is a germ of generically reduced curve and (|C|, 0) is its associated reduced curve, then the multiplicities of
(C, 0) and (|C|, 0) at 0 are equal. Hence, we also can calculate the multiplicity of f(D(f)i) considering its reduced
structure and using a corresponding Puiseux parametrization for it. We are now able to present our main result.
Theorem 3.2 Let f be a finitely determined, corank 1, quasi-homogeneous map germ. Write f as in Lemma 2.11,
that is, f(x, y) = (x, yn + xp(x, y), αym + xq(x, y)) and it is of type (d1 = a, d2, d3; a, b) such that d2 ≤ d3. Then
m(f(D(f)) =
1
2ab2
(
(d2 − b)(d3 − b)c+ sab(d2 − c)
)
and
J =
1
2ab2
(
(d2 − b)(d3 − b)(c− 3b) + b(δ − − a)(δ − − b) + b(− δ)(δ − 2) + sab(d2 − c)− ab2
)
where  = d2 + d3 − b, δ = d2d3/b, c = min{a, d2} and
s =
{
0 if α 6= 0 and gcd(n,m) = 1,
1 otherwise.
Proof. Take a representative f : U → V of f . By Lemma 3.1 (b), we have that D(f) = V (λ(x, y)), where
λ(x, y) = xs
r∏
i=1
(ya − αixb),
s = 0 or 1, αi ∈ C are all distinct and r = (d2 − b)(d3 − b)− sab
ab2
.
Set Cαi := V (y
a − αixb). As in the proof of Lemma 3.1, consider a parametrization ϕαi : W → U of Cαi defined
by ϕαi(u) = (u
a, γiu
b), where W is an open neighbourhood of 0 in C and γi := α1/ai . So, if Cαi is an identification
component of D(f), then the mapping ϕ˜αi := f ◦ ϕαi : W → V , defined by
ϕ˜αi := (u
a, γ1,iu
d2 , γ2,iu
d3), (6)
is a parametrization of f(Cαi), for some γ1,i, γ2,i ∈ C. On the other hand, if Cαi is a fold component of D(f), then
the mapping ϕ
′
αi : W → V , defined by
ϕ
′
αi(u) := (u
a/2, γ
′
1,iu
d2/2, γ
′
2,iu
d3/2), (7)
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is a parametrization of f(Cαi), for some γ
′
1,i, γ
′
2,i ∈ C. Set c := min{a, d2}. Note that if a > d2, then γ1,i, γ
′
1,i 6= 0, by
Lemma 3.1 (c). It follows by (6) and (7) that
m(f(Cαi)) =
{
c if Cαi ∈ IC(D(f)),
c/2 if Cαi ∈ FC(D(f)).
Set C := V (x). If C ⊂ D(f), then by Lemma 3.1 (d) we have that it is a fold component of D(f). In this case,
the map ϕ : W → V defined by
ϕ(u) = (0, un/2, αum/2) (8)
is a parametrization of C . It follows by (8) that m(C ) = n/2. Hence, we have that
m(f(D(f))) =
(
ri(D(f))
2
)
c+ (rf (D(f))− s)
(
c
2
)
+ s
(
n
2
)
.
By Lemma 3.1 (b), we have that ri(D(f)) + rf (D(f))− s = r = (d2 − b)(d3 − b)− sab
ab2
. Also, note that n = d2/b.
Hence,
m(f(D(f))) =
(
(d2 − b)(d3 − b)− sab
ab2
)(
c
2
)
+ s
(
d2
2b
)
=
1
2ab2
(
(d2 − b)(d3 − b)c+ sab(d2 − c)
)
. (9)
It follows by Propositions 3.5 and 3.10 and Corollary 4.4 of [7] that
J =
1
2
(
µ(D(f))− C(f)− 1
)
− 3T (f) +m(f(D(f)). (10)
Now, by Theorem 2.13 and the expressions (9) and (10), we have that
J =
1
2ab
(
(δ − − a)(δ − − b) + (− δ)(δ − 2)− 3(d2 − b)(d3 − b)− ab
)
+
1
2ab2
(
(d2 − b)(d3 − b)c+ sab(d2 − c)
)
=
1
2ab2
(
(d2 − b)(d3 − b)(c− 3b) + b(δ − − a)(δ − − b) + b(− δ)(δ − 2) + sab(d2 − c)− ab2
)
,
where  = d2 + d3 − b and δ = d2d3/b.
4 Examples
When we look to the formulas in Theorem 3.2, we identify four cases. More precisely, we identified four situations
depending on the values that c and s assume. In this section, we present examples illustrating these situations.
Example 4.1 (a) (c = a and s = 0) Consider the F4-singularity of Mond’s list [11], given by
f(x, y) = (x, y2, y5 + x3y).
We have that f is quasi-homogeneous of type (4, 6, 15; 4, 3). In this case c = 4 and s = 0. By Theorem 3.2 we have
that m(f(D(f))) = 2 and J = 3.
(b) (c = a and s = 1) Consider the map germ
f(x, y) = (x, y4, y6 + x5y − 5x3y3 + 4xy5),
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which is quasi-homogeneous of type (1, 4, 6; 1, 1). In this case c = 1 and s = 1. Again by Theorem 3.2 we have that
m(f(D(f))) = 9 and J = 39. We remark that f is from [13, Example 5.5 ], where finite determinacy is proved.
(c) (c = d2 and s = 0) Consider the H2-singularity of of Mond’s list, given by
f(x, y) = (x, y3, y5 + xy),
which is quasi-homogeneous of type (4, 3, 5; 4, 1). Using Theorem 3.2 we have that m(f(D(f))) = 3 and J = 2.
(d) (c = d2 and s = 1) Consider the map germ
f(x, y) = (x, y2, x2y − xy5),
which is quasi-homogeneous of type (4, 2, 9; 4, 1). We have that D(f) = V (x(x−y4)) which is reduced. So, by Theorem
2.5 we have that f is finitely determined. Using Theorem 3.2 we have that m(f(D(f))) = 2 and J = 4.
Example 4.2 Inspired in Example 4.1(a) and (c) we finish this work presenting in Table 1 values for m(f(D(f)) and
J for every map germ in Mond’s list using the formulas of Theorem 3.2. We also include in Table 1 the values of
ri(D(f)) and rf (D(f)).
Table 1: Quasi-homogeneous map germs in Mond’s list [11].
Name f(x, y) = Quasi-Homogeneous type ri(D(f)) rf (D(f)) m(f(D(f))) J
Cross-Cap (x, y2, xy) (1, 2, 2; 1, 1) 0 1 1 0
Sk, k ≥ 1 odd (x, y2, y3 + xk+1y) (1, k + 1, 3(k+1)2 ; 1, k+12 ) 2 0 1 0
Sk, k ≥ 1 even (x, y2, y3 + xk+1y) (2, 2k + 2, 3k + 3; 2, k + 1) 0 1 1 0
Bk, k ≥ 3 odd (x, y2, y2k+1 + x2y) (k, 2, 2k + 1; k, 1) 2 0 2 k
Bk, k ≥ 3 even (x, y2, y2k+1 + x2y) (k, 2, 2k + 1; k, 1) 0 2 2 k
Ck, k ≥ 3 odd (x, y2, xy3 + xky) (1, k − 1, 3k−12 ; 1, k−12 ) 2 1 2 2
Ck, k ≥ 3 even (x, y2, xy3 + xky) (2, 2k − 2, 3k − 1; 2, k − 1) 0 2 2 2
F4 (x, y
2, y5 + x3y) (4, 6, 15; 4, 3) 0 1 2 3
Hk (x, y
3, y3k−1 + xy), k ≥ 2 (3k − 2, 3, 3k − 1; 3k − 2, 1) 2 0 3 2
T4 (x, y
3 + xy, y4) (2, 3, 4; 2, 1) 2 1 3 3
P3 (x, y
3 + xy, cy4 + xy2)∗ (2, 3, 4; 2, 1) 2 1 3 3
∗ c 6= 0, 1/2, 1, 3/2 .
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