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Résumé
Après un rappel des principaux outils
servant à la prévision du temps (essen-
tiellement les modèles numériques
simulant l’évolution de l’atmosphère),
on décrit les critères et scores objectifs
permettant de juger la qualité de la
prévision. Ces critères varient beau-
coup suivant l’échelle spatio-tempo-
relle à laquelle on cherche à évaluer la
prévision, l’échéance de la prévision
(généralement présentée en mode
déterministe à courte échéance, en
mode probabiliste au-delà), mais aussi
les caractéristiques plus ou moins
extrêmes de l’événement que l’on
cherche à prévoir. Une vérification
régulière des prévisions permet aussi
bien un suivi sur plusieurs décennies
mettant en évidence les progrès à long
terme qu’une évaluation détaillée des
changements scientifiques et tech-
niques effectués sur la chaîne de prévi-
sion à une date donnée.
Abstract
The verification of meteorological
forecasts in Météo-France
The main tools used for forecasting
the weather (mainly the numerical
models simulating the atmospheric
evolution) are described. Objective
criteria and scores which provide an
estimation of the forecast quality are
then presented. These criteria show
large variations depending on the
space-time scale used for evaluating
the forecast, the forecast range (gene-
rally presented in deterministic mode
in the short-range, in probabilistic
mode beyond), but also on the more
or less extreme character of the event
to forecast. A regular verification of
weather forecasts provides an assess-
ment of the long-term progress
(achieved over several decades), as
well as a detailed evaluation of scienti-
fic and technical changes made on the
forecasting system on a given date.
Les outils utilisés
pour la prévision
du temps
Les prévisionnistes se servent des sor-
ties d’une hiérarchie de modèles de pré-
vision numérique du temps (PNT) afin
d’élaborer leurs prévisions pour les
10 jours à venir. Tous ces modèles résol-
vent de façon approchée les équations
de la mécanique des fluides en calcu-
lant, par pas de temps discrets, l’évolu-
tion des champs météorologiques depuis
une condition initiale (appelée analyse
par la suite) jusqu’à l’échéance voulue.
Ces modèles se différencient essentielle-
ment par les résolutions horizontale et
verticale. Plus une prévision est
détaillée, plus le pas de temps doit être
petit et plus le nombre de points de grille
élevé. Tout ceci amène un coût en temps
de calcul d’autant plus élevé par heure
de prévision que la maille est fine. Par
conséquent, on est obligé de faire des
compromis permanents entre la résolu-
tion des calculs et la puissance finie des
supercalculateurs pour effectuer les pré-
visions, en limitant par exemple les
simulations les plus fines à la journée en
cours et à une partie du lendemain.
La fabrication des champs initiaux est
une étape fondamentale pour pouvoir
disposer de prévisions de bonne qualité.
Elle s’appuie sur des techniques d’assi-
milation de données de plus en plus
complexes et coûteuses en temps calcul
du fait des résolutions de plus en plus
élevées des modèles, mais aussi des
observations toujours plus nombreuses.
Par exemple, le modèle global français
(nommé Arpège) assimile 21,5 mil-
lions d’observations par jour : des
mesures traditionnelles des champs
météorologiques comme la tempéra-
ture, le vent, la pression et l’humidité à
partir de stations au sol, de bouées ou
embarquées sur des avions et des
bateaux, des mesures de vent par les
radars, des mesures indirectes de tem-
pératures de brillance ou de vent collec-
tées par les satellites géostationnaires et
défilants. À partir de cette représenta-
tion la plus fidèle possible de l’atmo-
sphère à un moment donné, on calcule
l’évolution de l’atmosphère en espérant
obtenir la meilleure prévision possible.
Ces prévisions sont entachées d’erreurs
provenant de multiples origines : ana-
lyse imparfaite, erreurs de troncature
liées à la dimension finie de la maille
des modèles, erreurs sur la représenta-
tion des phénomènes physiques météo-
rologiques… Afin de pouvoir donner
une idée de la confiance que l’on peut
accorder aux champs prévus, des tech-
niques ensemblistes ont été dévelop-
pées à la fin du siècle dernier : une
analyse, un modèle de PNT et une pré-
vision à un instant donné du futur sont
remplacés par un ensemble de plusieurs
dizaines de prévisions réalisées par des
versions proches du modèle de PNT
partant d’autant d’analyses proches.
Ces conditions initiales proches sont
obtenues en perturbant aléatoirement
les observations dans des intervalles de
valeurs représentant notre méconnais-
sance de la distribution des valeurs réel-
les des champs météorologiques dans la
maille du modèle de PNT. On ajoute
aussi une autre source de variabilité en
recherchant les modes les plus instables
de la situation météorologique pour une
zone donnée (croissance des dépres-
sions synoptiques, des orages dans les
zones extratropicales ou de cyclones
dans les zones tropicales, etc.) puis en
ajoutant de l’énergie supplémentaire sur
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Figure 1. Comparaison des précipitations cumulées de 18 à 21 h UTC le 6 octobre 2014 sur le sud de la France. Le panneau de gauche correspond à la
lame d’eau observée mêlant observations des pluviomètres avec les radars et celui du centre à la lame d’eau prévue par la simulation du modèle Arome
démarrant à 0 h UTC. Les valeurs des plages de couleur sont indiquées dans le panneau de droite.
ces modes. Enfin, les versions proches
des modèles correspondent soit à des
versions de paramétrisations différentes
modélisant les orages, la turbulence,
etc., soit à un ensemble de paramétrisa-
tions où les paramètres clés sont pertur-
bés aléatoirement d’une simulation à
l’autre.
Les prévisionnistes de Météo-France
disposent sur leurs stations de travail
des sorties des modèles globaux du
Centre européen pour les prévisions
météorologiques à moyen terme
(CEPMMT) déterministe et ensem-
bliste. Météo-France contribue au déve-
loppement de ces modèles par une
collaboration étroite depuis 25 années
(Pailleux et al., 2015). Le modèle déter-
ministe du CEPMMT dispose d’une
résolution uniforme de 16 km sur l’en-
semble du globe alors que la résolution
de son ensemble de 51 prévisions est de
32 km. Pour la partie à plus courte
échéance allant du jour J à J + 4, ces
sorties sont accompagnées par celles du
modèle global français déterministe
Arpège qui possède une maille étirée
allant de 7,5 km sur la France à 36 km
sur la Nouvelle-Zélande, et celles de
sa version ensembliste Pearp (prévi-
sion d’ensemble Arpège) à plus faible
résolution (de 10 à 60 km). Ces modè-
les globaux sont complétés par la ver-
sion d’Arpège à aire limitée (nommée
Aladin) pour affiner la résolution sur les
domaines ultramarins (Antilles, La
Réunion, Nouvelle-Calédonie et Poly-
nésie) avec une maille de 8 km, pour les
trois premiers jours.
Enfin, le modèle Arome (figure 1) est
un modèle d’une nouvelle génération
(non hydrostatique, assimilant les
réflectivités et les vents des radars
météorologiques), qui permet d’obtenir
des champs prévus jusqu’à 42 h à la
résolution de 1,3 km sur la France
métropolitaine. Il constitue le maillon le
plus fin d’un ensemble de modèles de
PNT, répertoriés dans le tableau 1 sur
lequel s’applique l’expertise des prévi-
sionnistes de Météo-France.
Sur les sorties de ces modèles de prévi-
sion numérique du temps sont branchés
des modèles applicatifs donnant des
informations spécialisées comme l’état
de la mer (houle, hauteur des vagues...),
l’état des routes (verglas, hauteur de
neige...), la stabilité du manteau nei-
geux… Enfin, les sorties des modèles
de PNT sont expertisées plusieurs fois
par jour par les prévisionnistes afin de
sélectionner et corriger la meilleure
information à retenir pour la prévision
diffusée sur le site internet de Météo-
France et vers ses clients directs, et
aussi pour choisir le niveau d’alerte
dans la procédure de vigilance.
Estimation de
la qualité des modèles
numériques
Prévisions déterministes
Il est très important de contrôler la qua-
lité des prévisions afin de pouvoir four-
nir une estimation objective de l’erreur
de prévision pour chaque paramètre
physique. Cela permet aussi de vérifier
que ces prévisions s’améliorent lors de
chaque modification des modèles. À cet
effet, des protocoles d’évaluation des
prévisions ont été édictés par l’Orga-
nisation météorologique mondiale
(OMM) afin que les différents centres
nationaux de prévision du temps puis-
sent comparer leurs résultats. Une des
mesures les plus importantes est fournie
Tableau 1. Caractéristiques des systèmes de prévision mis en œuvre ou utilisés en France. Le nombre de membres vaut 1 dans le cas d’une simulation
déterministe. Il s’agit des modèles opérationnels principaux disponibles sur les stations de travail des prévisionnistes de Météo-France.
Nom Résolutionhorizontale
Domaine
de simulation
Nombre
de prévisions
par jour
Échéances
maximales
Nombre
de membres
Arpège 7,5 à 36 km Global 5 60 à 114 h 1
Modèle du CEPMMT 16 km Global 2 240 h 1
Pearp 10 à 60 km Global 2 90 et 108 h 35
Prévision d’ensemble CEPMMT 32 km Global 2 240 h 51
Aladin 8 km Quatre domainesOutre-Mer 2 54 à 84 h 1
Arome 1,3 km Ouest de l’Europe 5 36 à 42 h 1
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Figure 2. Évolutions temporelles des erreurs quadratiques moyennes annuelles (EQM) de la prévision à
48 h du réseau de 0h UTC du géopotentiel à 500 hPa (en m) par rapport aux mesures des radiosonda-
ges européens. Cette EQM annuelle est obtenue en moyennant les EQM journalières sur les 365 jours
précédents. Elle est tracée en fonction du mois sur les 10 dernières années. Les différentes EQM des
modèles globaux sont tracées en couleurs : FRANCE correspond au modèle français, JMA au modèle
japonais, CMC au modèle canadien, ECMWF au modèle du CEPMMT, NCEP au modèle américain,
NMOC au modèle australien, UKMO au modèle britannique et DWD au modèle allemand.
par l’erreur quadratique moyenne
(EQM) de la prévision de la hauteur
géopotentielle Z de la surface iso-pres-
sion de 500 hPa. Il s’agit en fait de la
hauteur de la surface sous laquelle se
situe approximativement la moitié de la
masse de l’air en chaque point. La réfé-
rence est l’ensemble des mesures de
cette quantité fournies par les radioson-
dages européens. Cette quantité varie au
cours du temps en fonction de la saison
mais aussi des perturbations synop-
tiques. La définition de l’EQ est donnée
pour l’échéance de prévision ech et
moyennée sur la période per :
EQM (Z, ech, per) =
1
N
jours
N
obs
Zprévu (ech,o,j) – Zobservé (o,j)
2
,
NobsNjours j=1 o=1
où Nobs est le nombre d’observations de
radiosondages sélectionnés dans la zone
de vérification et Njours le nombre de
jours de la période per.
Les scores de chaque service national
sont calculés et échangés tous les
mois ; les EQM sont généralement plus
importantes l’hiver que l’été sur
l’Europe du fait de l’activité synop-
tique (défilement des dépressions) plus
intense. On moyenne les EQM sur une
fenêtre temporelle de 12 mois (figure
2) pour filtrer ces effets saisonniers et
mieux mettre en évidence le signal des
changements apportés à un modèle, qui
s’étale sur les douze mois suivants.
Pour l’échéance 48 h, on note que le
modèle français Arpège obtient de très
bons scores sur l’Europe, où sa résolu-
tion est maximale, juste derrière le
modèle du CEPMMT. On s’aperçoit
que lors de l’année 2010 l’écart entre
les deux modèles s’est fortement réduit
du fait de la mise en œuvre d’un
ensemble très important de modifica-
tions pour Arpège, combinant des
changements dans le traitement des
données satellitaires avec une hausse
de résolution (passage de 15 à 10 km
sur la France). D’une façon analogue,
le modèle du service météorologique
canadien a fortement progressé lors de
l’année 2013. Ce type de comparaison
permet aussi de montrer que certaines
périodes ont des prévisibilités plus
importantes que d’autres comme l’an-
née 2011, où l’on peut noter un meil-
leur comportement de l’ensemble
des modèles sur l’Europe. Ce compor-
tement général des modèles de prévi-
sion s’explique par des anomalies
climatiques, comme par exemple l’in-
tensité de l’oscillation nord atlantique,
qui pilotent la localisation et l’ampli-
tude du flux perturbé où naissent les
perturbations synoptiques.
La tendance générale donnée par la
figure 2 montre que les modèles s’amé-
liorent au cours des années. Une raison
en est la multiplication des données
mesurées (essentiellement satellitaires)
qui permet d’avoir des analyses plus
exactes : par exemple, les données utili-
sées par Arpège ont été sept fois plus
nombreuses en 2014 qu’en 2009. Les
autres causes sont les changements dans
les résolutions des analyses et des prévi-
sions, les techniques numériques et les
paramétrisations physiques. D’autres
scores que l’EQM, pour d’autres para-
mètres que Z et d’autres domaines que
l’Europe, sont évalués tous les mois par
les services météorologiques, car une
seule mesure de qualité ne peut suffire
pour mesurer la performance d’un sys-
tème de prévision. Dans le contexte de
l’intercomparaison des modèles organi-
sée par l’OMM, le CEPMMT a été
désigné centre pilote pour les modèles
globaux déterministes et alimente un
site internet (http://apps.ecmwf.int/
wmolcdnv/) qui permet de comparer les
modèles opérationnels d’une dizaine de
centres mondiaux de PNT au moyen de
toute une palette de scores (EQM ou
autres). On peut aussi bien y voir le
comportement détaillé de chaque
modèle sur le dernier mois que l’évolu-
tion des scores sur la période correspon-
dant environ aux 25 dernières années.
On peut ainsi estimer l’amélioration des
modèles en comparant par exemple
leurs scores actuels à 72 h d’échéance à
leurs scores à 48 h il y a une dizaine
d’années. On constate alors que pour
certaines variables météorologiques
telles que la pression de surface ou le
géopotentiel, ces scores sont très sem-
blables. On résume souvent un tel
résultat en disant que, en 10 ans de
recherche, de développement et d’aug-
mentation de la puissance de calcul, on
a gagné un jour sur l’échéance de la
prévision. Mais les courbes montrent
aussi une forte variabilité des progrès de
la PNT d’une variable à l’autre (toutes
les variables n’ont pas la même prévisi-
bilité intrinsèque) ou encore d’un
modèle à l’autre (suivant les développe-
ments importants mis en œuvre dans tel
ou tel centre de PNT).
On peut isoler la part de l’amélioration
des prévisions due aux progrès réalisés
sur les systèmes d’observation et mon-
trer qu’elle est sensible, en utilisant des
« réanalyses » effectuées sur une longue
période (plusieurs années) au moyen
d’une version unique et figée d’un sys-
tème d’assimilation. On doit ensuite
effectuer des prévisions régulières sur
cette longue période (par exemple quo-
tidiennement) au moyen d’une version
figée d’un modèle. L’évolution de la
qualité de la prévision sur cette longue
période reflète essentiellement l’évolu-
tion des systèmes d’observation utilisés
dans les réanalyses, puisque le système
d’assimilation et de prévision est gardé
fixe sur toute cette période. Ainsi les
réanalyses du CEPMMT, dites « ERA-
Interim » ont permis de mettre en évi-
dence les progrès signif icatifs des
systèmes mondiaux d’observation sur
les trois dernières décennies.
Si les hauteurs de la surface iso-
pression à 500 hPa n’est pas très par-
lante pour le grand public, elle permet
un suivi fin de la qualité synoptique des
modèles : les versions modifiées des
modèles doivent nécessairement amé-
liorer ce type de scores pour pouvoir
devenir à leur tour les versions opéra-
tionnelles. Par contre, de nombreux
autres scores sont calculés tous les jours
afin de suivre la qualité du modèle.
Dans le même esprit que les scores
Σ Σ ( )√
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Figure 3. Série temporelle des HSS par rapport à la prévision par persistance calculée sur des pério-
des trimestrielles pour les pluies journalières supérieures à 1 mm. La référence est fournie par les
mesures des pluviomètres du réseau climatologique français. La liste des acronymes des différents
services météorologiques est la même que pour la figure 2, à l’exception de PERS pour la prévision
par persistance et MF pour le modèle Arpège de Météo-France.
échangés dans le cadre de l’OMM, une
inter-comparaison des prévisions de
pluies journalières est réalisée chaque
trimestre. On présente son résultat sur
l’ensemble des 4000 stations du réseau
climatique français qui mesurent tous
les jours la pluie cumulée de 6 h UTC à
6 h UTC le lendemain. La vérification
de ce type de prévision est générale-
ment réalisée par des scores calculés à
partir de la table de contingence don-
nant la distribution conjointe des événe-
ments prévus et observés (Jolliffe et
Stephenson 2012). Les définitions de la
table de contingence et de quelques sco-
res de base sont données dans le tableau
2 pour des événements binaires cor-
respondant à des dépassements de
seuils. La vérification des pluies se fait
avec une autre mesure que l’EQM, il
s’agit du score relatif de Heidke par rap-
port à la prévision par persistance (HSS
pour Heidke skill score) : c’est un score
positivement orienté qui vaut 1 quand le
modèle est parfait et 0 quand le modèle
ne fait que jeu égal en performance
avec la prévision par persistance (report
de l’observation du jour comme prévi-
sion de la pluie du lendemain).
L’intercomparaison des pluies est pré-
sentée ici pour les événements définis
par « la pluie accumulée sur 24 h est
supérieure à 1 mm », événements que
l’on tente de prévoir à une échéance
allant de 30 à 54 h. La figure 3 montre
le fort impact du changement réalisé
en 2009 sur la physique Arpège, qui a
corrigé un problème majeur dans la
gestion de la pluie qui entraînait une
sur-prévision des petites pluies durant
l’été de façon plus forte que pour la plu-
part des autres modèles globaux dispo-
nibles. Ceci conduisait à des scores
HSS nettement plus bas l’été par rap-
port aux autres modèles. Des tests de
signif icativité sont effectués pour
chaque score afin de savoir si les diffé-
rences entre les modèles sont suffisam-
ment grandes pour être significatives,
c’est-à-dire reproductibles sur d’autres
périodes similaires. Ils permettent de
voir que seuls les grands écarts sont
signif icatifs en particulier pour le
modèle du centre américain « NCEP »
sur les derniers trimestres d’été mais
que les autres modèles restent très pro-
ches en qualité. On peut enfin noter que
le modèleArpège et celui du CEPMMT
fournissent fréquemment au cours de
ces dernières années les meilleures
prévisions de pluies.
Les contrôles présentés ci-dessus utili-
sent comme référence des observations
ayant subi un contrôle de qualité (cohé-
rence spatio-temporelle, écart aux ana-
lyses des modèles) af in d’éliminer
toutes celles qui seraient aberrantes ou
non représentatives. Cependant, ces
observations restent encore entachées
d’erreurs systématiques ou aléatoires.
C’est par exemple le cas des mesures de
précipitations par les pluviomètres qui
peuvent présenter des sous-estimations
significatives par vent fort, en particu-
lier lorsque les précipitations tombent
sous forme de neige. Enfin, les observa-
tions ne sont pas la seule référence pos-
sible : en effet, les analyses des modèles
de prévision numérique du temps peu-
vent aussi remplir ce rôle. Leur utilisa-
tion bénéf icie alors de leur nature
tridimensionnelle et de leur couverture
spatiale du globe, même sur des régions
où les observations conventionnelles
sont plutôt éparses. Les scores fondés
sur les différences entre prévisions et
analyses sont aussi largement utilisés
pour la validation des prévisions opéra-
tionnelles. Cependant, ils rendent plus
difficiles les comparaisons entre les
modèles des différents centres natio-
naux dont les analyses diffèrent forcé-
ment. De plus, les analyses peuvent être
considérées comme une représentation
proche de l’atmosphère à un instant
donné, mais elles contiennent une partie
résiduelle de l’erreur des modèles de
prévision. La référence du contrôle
n’est donc pas complètement indépen-
dante de la prévision. Ainsi, les scores
par rapport aux analyses sont, de façon
générale, meilleurs que ceux par rap-
port aux observations pour un même
modèle de prévision sur une même
zone.
Table de contingence
a b Détections Fausses alarmes
=
c d Non-détections Rejets corrects
Score relatif de Heidke par rapport
à la persistance
(a + d) – (a + d)persistance
HSS =
(a + b + c + d) – (a + d)persistance
Taux de détection
a
H =
a + c
Taux de faux négatifs pour les alertes
b
F =
b + d
Taux de fausses alarmes
b
FAR =
b + a
Biais fréquentiel
a + b
Biais =
a + c
Tableau 2. Table de contingence et quelques scores classiques.
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Figure 5. Diagramme ROC pour la prévision de la Pearp des pluies journalières supérieures à 1 mm,
calculé sur août, septembre et octobre 2014. Les observations sont fournies par les observations de
pluies en temps réel sur l’Europe. Les différentes courbes correspondent aux pluies prévues entre les
échéances 12-36 h (bleu), 36-60 h (rouge), 60-84 h (vert) et 84-102 h (marron). La première bissec-
trice (noir) représente le cas de prévisions n’apportant aucune aide à la décision.
Prévisions
ensemblistes
Le contrôle des prévisions ensemblistes
a toujours été plus difficile à appréhen-
der que celui des prévisions déterminis-
tes. En effet, les sorties des ensembles
de prévisions sont, entre autres, des
fréquences prévues d’événements.
Reprenons l’exemple des pluies pré-
senté ci-dessus. Comment vérifier la
prévision suivante : la probabilité de
l’événement « pluie cumulée sur 24 h
supérieure à 1 mm sur Toulouse dans
2 jours » est de 80 % ? Il est impossible
de conclure si on ne possède qu’une
seule journée avec le couple fréquence
prévue et observation. Pour arriver à
évaluer correctement ce type de prévi-
sion, il faut disposer d’un ensemble de
couples (fréquences prévues, obser-
vations). On peut alors calculer des fré-
quences observées et les comparer aux
fréquences prévues. Pour cela, on utilise
des scores probabilistes pour mesurer
cette adéquation, comme le score de
Brier (BS), défini par :
BS=
1
N
jours 1
N
obs
νprévu (o,j) – νobservé (o,j)
2
Njours j=1 Nobs o=1
où Njours est le nombre de jours de la
période de vérification, Nobs le nombre
de points d’observation.
BS est l’équivalent d’une EQM mais
on évalue alors non pas le carré de la
différence des champs, mais celui des
fréquences prévues νprévu et observées
νobs en prenant 1 lorsque l’événement
se réalise et 0 dans le cas contraire.
Ce score est compris entre 0 (prévision
déterministe parfaite) et 1 (prévision
déterministe systématiquement fausse).
Ce type de vérification est utilisé en
routine pour évaluer les prévisions de
pluies des ensembles du CEPMMT et
de la Pearp. On peut enfin normaliser
ce score par sa valeur calculée pour
la prévision « climatologique » qui
donne tous les jours la même valeur
égale à la fréquence « climatologique »
observée :
BS
BSS = 1 – ––––––
BSclim
où BSclim est le score de Brier de la pré-
vision climatologique. Ce score de
Brier relatif par rapport à la prévision
climatologique BSS (acronyme anglais
pour Brier skill score) vaut 1 quand la
prévision ensembliste est parfaite et 0
quand elle est de qualité équivalente à la
prévision « climatologique ».
On voit sur la figure 4, que les deux
ensembles se comportent de façon simi-
laire pour ce paramètre avec un avan-
tage l’été pour l’ensemble du
CEPMMT et l’hiver pour la Pearp. Les
valeurs des scores BSS oscillent entre
0,5 et 0,1 pour l’ensemble PEARP et
entre 0,45 et 0,25 pour l’ensemble du
CEPMMT. Cela démontre qu’ils appor-
tent chacun une information significa-
tive sur la probabilité de pluie
supérieure à 1mm par rapport à la prévi-
sion « climatologique ».
Il existe de nombreux critères permet-
tant de caractériser une prévision proba-
biliste, par exemple sa « fiabilité » ou
encore sa « résolution » (voir Atger,
2004). L’importance de ces critères
dépend de l’usage exact que l’on veut
faire de cette prévision probabiliste. Il
s’agit souvent pour l’utilisateur de pren-
dre des décisions en tenant compte de
l’aléa météorologique donné par les fré-
quences prévues. Une façon de mesurer
la qualité de cette prise de décision est
de fabriquer le diagramme ROC
Σ Σ ( )
Figure 4. Série temporelle des scores de Brier relatifs par rapport à la prévision climatologique BSS
pour les pluies cumulées sur 24 h supérieures à 1 mm pour les ensembles du CEPMMT (rouge) et de
la Pearp (bleu) pour les années 2013 et 2014. Les observations sont celles de pluies en temps réel
sur l’Europe. Les étoiles en haut du graphique signalent que la différence du trimestre est significative
par un test bilatéral de niveau 5%.
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Figure 6. Représentation simplifiée de la « double peine ». La grille noire est celle du modèle sur
laquelle on vérifie les prévisions. La première isoligne en pointillé coloré matérialise les zones de pluie
faible et la surface colorée celles de pluie forte. La couleur orange est utilisée pour la pluie observée
et la couleur mauve pour les prévisions du modèle HR à gauche et du modèle BR à droite. Le carré
rouge représente le voisinage ou la zone de tolérance appliquée pour comparer observations et prévi-
sions au centre du carré rouge.
(Receiver Operating Characteristic) qui
correspond au tracé du taux de détec-
tion H en fonction du taux de faux
négatifs pour les alertes F (tableau 2).
La prise de décision dépend de la sensi-
bilité aux deux types d’erreurs que le
décideur doit prendre en compte : s’il
est sensible autant aux non-détections
d’événements qu’aux fausses alarmes,
alors son seuil de décision sera l’événe-
ment, « est prévu dès que la probabilité
de celui-ci est supérieure à 0,5 ». Par
contre, s’il est très sensible aux non-
détections, car les dégâts provoqués lors
d’un événement non prévu sont très for-
tement supérieurs aux coûts induits par
une surprotection contre de tels événe-
ments, alors le seuil de décision sera
descendu à des probabilités nettement
plus faibles. Le diagramme ROC est la
mesure a posteriori de la qualité des
décisions prises quand on fait varier
les seuils de décision de 0 à 1. On
obtient une courbe contenant autant de
points que de membres de l’ensemble
(figure 5).
Plus la prise de décision est de bonne
qualité, plus la courbe du diagramme
ROC doit se rapprocher du point (0,1)
appartenant à l’axe des ordonnées, qui
correspond à une prévision parfaite
sans non-détection ni fausse alarme. Le
diagramme ROC pour cette prévision
parfaite est alors constitué du segment
[0,1] de l’axe des ordonnées, puis du
segment reliant le point (0,1) au point
(1,1). On peut aussi quantif ier de
manière globale la qualité de la prévi-
sion en calculant l’intégrale de la
courbe ROC et en la comparant à la
valeur 1, correspondant à cette prévi-
sion parfaite d’une part, et à 0,5, cor-
respondant au cas de prévisions
n’apportant aucune aide à la décision
(Jolliffe et Stephenson, 2012). Les
valeurs de ces intégrales pour la prévi-
sion d’ensemble Pearp notées « Aire
ROC » sur le graphique restent compri-
ses entre 0,8 et 0,9 pour toutes les
échéances. On peut calculer ce même
diagnostic en prenant le cas du modèle
déterministe Arpège et vérifier que la
prise en compte de l’incertitude dans la
prévision d’ensemble Pearp permet de
prendre de meilleures décisions,
puisque l’intégrale calculée pour cet
ensemble à un membre est inférieure de
0,1 à celle de la Pearp pour toutes les
échéances.
Une autre façon d’évaluer la qualité des
prévisions probabilistes est de calculer
l’impact économique cumulé en termes
de coûts-pertes pour une utilisation
donnée de la prévision d’ensemble. On
trouvera de plus amples descriptions de
ces scores dans les ouvrages classiques
de vérification (Wilks, 2006 ; Jolliffe et
Stephenson, 2012).
Particularité
de la vérification
à haute résolution
L’évaluation des modèles à haute réso-
lution pose des problèmes spécifiques,
car si l’on applique aux prévisions à
haute résolution (HR) les mêmes scores
que ceux utilisés pour les modèles à
basse résolution (BR), on trouve géné-
ralement une dégradation de ces scores,
alors que les modèles HR semblent
fournir une information pertinente sur
la structure et l’intensité de certains
phénomènes météorologiques.
Si l’on considère encore le cas de pluies
intenses qui se produisent lors d’orages
convectifs, un modèle BR aura ten-
dance à étaler le maximum de pluies sur
une surface plus importante menant à
des cumuls locaux trop faibles, plutôt
que de simuler la structure pluvieuse
très localisée dans toute son intensité.
Par exemple, la zone de forte pluie
(zone colorée en mauve) de la figure 6
entourée par une zone de pluie faible
(zone circonscrite par l’isoligne poin-
tillée mauve) est simulée par le modèle
HR (panneau de gauche) alors que seule
une zone de faible pluie est reproduite
par le modèle BR sur une plus grande
surface (panneau de droite).
La lame d’eau du modèle BR reste sou-
vent proche de la réalité à grande
échelle. Un modèle HR approche en
général mieux la structure spatiale de
l’orage grâce à sa plus haute résolution
mais le problème de sa localisation est
encore plus aigu (figure 6). Une petite
erreur de localisation peut engendrer un
très fort impact négatif dans les scores.
On considère la table de contingence
pour cet événement observé et prévu de
fortes pluies (zones colorées en orange
ou en mauve sur la figure 6). Dans le
cas de la prévision HR, on trouvera
autant de non-détections (8) que de
mailles couvrant la zone colorée en
orange au centre du carré rouge mais
aussi autant de fausses alarmes (8) que
de mailles couvrant la zone colorée en
mauve prévue dans le coin inférieur
droit du carré rouge. Pour le modèle
BR, on ne trouve que les non-détections
de la zone orange au centre du carré
rouge, car les pluies prévues plus éta-
lées ne dépassent pas le seuil étudié.
Ainsi, le modèle BR obtient de
meilleurs scores en moyenne sur le
domaine de vérification que le modèle
HR. Ce problème classique en vérifica-
tion s’appelle « la double peine »,
puisque le nombre d’erreurs de la prévi-
sion HR est le double de la prévision
BR. Ce type de double peine défavorise
de la même façon le modèle HR si l’on
calcule une EQM sur l’ensemble de la
zone de vérification.
Pourtant, un utilisateur aura tendance à
trouver la prévision HR meilleure que
la prévision BR si la distance entre
structure prévue et observée reste rai-
sonnablement faible comme sur la
figure 6. Des scores alternatifs ont été
proposés afin de limiter l’impact de
cette double peine : on trouve des pro-
positions originales dans Roberts et
Lean (2008) et une synthèse dans
Eberth (2008). Un tel score alternatif
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pour évaluer les modèles HR est opé-
rationnel à Météo-France (Amodei et
Stein, 2009). Le principe est de rem-
placer la vérif ication en un point
donné par la vérif ication sur un
domaine ou voisinage comprenant un
nombre important de points de grille.
Par exemple, au lieu de comparer évé-
nement prévu et événement observé au
centre du carré rouge, on compare la
fréquence des événements prévus et
observés sur l’ensemble du carré
rouge. On a ainsi remplacé la prévision
déterministe ponctuelle de l’événe-
ment par une prévision probabiliste
(sur le carré rouge) au point de ce
même événement. Ce faisant, on
néglige la distribution spatiale des évé-
nements à l’intérieur du carré rouge,
c’est pourquoi on parle aussi de tolé-
rance à une erreur de localisation spa-
tiale de l’ordre de la taille du carré
rouge.
Pour caractériser la qualité de la proba-
bilité prévue, on utilise le score de
Brier. Cependant, une modification
importante par rapport au calcul clas-
sique présenté plus avant consiste à cal-
culer la fréquence observée νobs sur le
même voisinage que νprévu, ce qui per-
met d’obtenir des valeurs comprises
entre 0 et 1. À partir de ce score, on éla-
bore un score relatif par rapport à la
prévision triviale par persistance,
comme pour les pluies journalières
dans le cas des modèles globaux. Celle-
ci utilise comme prévision pour les
jours à venir l’observation du jour
précédent à la même heure que la
prévision. Ceci permet de rendre l’indi-
cateur moins sensible à la variabilité
interannuelle.
Pour suivre les performances du
modèle à aire limitéeArome, on a voulu
s’intéresser à des paramètres touchant
plus au temps sensible. Pour cela, les
paramètres retenus sont les pluies
cumulées sur 6 heures et les rafales de
vent. La tolérance retenue sur la locali-
sation spatiale est de 50 km pour le
score de Brier pour les pluies et les
rafales. Les événements sont définis
par des dépassements de seuils météo-
rologiquement pertinents et contrôla-
bles : 0,5, 2 et 5 mm par 6 heures pour
la pluie et 40 km/h pour les rafales. Un
indicateur composite a été élaboré
après normalisation de ces scores.
L’indicateur pour Arome est alors
obtenu par une moyenne arithmétique
des scores obtenus pour chaque para-
mètre toutes les 6 heures pendant les
premières 24 heures de simulation.
Son évolution temporelle depuis la
mise en service d’Arome (figure 7)
présente une forte amélioration des
scores de pluies lors de l’année 2010
qui correspond à la mise en service de
l’assimilation des données radars, à
l’utilisation de nouvelles statistiques
dans l’analyse Arome et du couplage
sur les bords latéraux des champs pré-
vus par le modèle Arome directement
au modèle Arpège. Les variations des
scores pour les rafales ont été plus lon-
gues à régler avec une modification du
modèle apportée en novembre 2010
pour augmenter la rugosité en zones
orographiques suivie d’un ajustement
en septembre 2011, qui a permis d’ob-
tenir des rafales Arome de meilleure
qualité. Les dégradations de 2011 sont
aussi dues en partie à la variabilité
interannuelle avec une fréquence de
rafales plus faible.
L’apport du modèle Arome peut être
vérifié pour ces deux paramètres en
comparant ses valeurs à celles obte-
nues pour les modèles Arpège et du
CEPMMT par les mêmes calculs
(figure 8). L’apport d’Arome est com-
pris entre 5 et 10 % et est plus sensible
sur les pluies que sur les rafales. Si la
tolérance de 50 km était éliminée et la
comparaison effectuée au point de
grille le plus proche de l’observation,
alors le résultat serait inverse avec des
modèles BR qui obtiendraient des
meilleurs scores qu’Arome du fait de
l’impact de la double peine (Amodei et
al., 2015). Cet indicateur est utilisé
pour fixer les cibles futures de perfor-
mance de ce modèle (courbe noire de
la figure 8) correspondant à des amé-
liorations moyennes attendues compte-
tenu des moyens humains et infor-
matiques consacrés à ce modèle et de
l’historique de cet indicateur : l’indica-
teur est prévu en croissance de 0,5 %
par an pour les deux années à venir. La
cible a été atteinte en 2014 par le
modèle Arome grâce aux amélio-
rations apportées aux observations et
au modèle.
Figure 7. Séries temporelles mensuelles de l’indicateur de qualité du modèle Arome (trait noir) et de
ses quatre composantes : pluies cumulées sur 6 h supérieures à 0,5 mm (trait plein rouge), 2 mm
(trait tireté rouge), 5 mm (trait pointillé rouge), et rafales maximale sur 6 h supérieures à 40 km/h
(trait plein bleu). Les prévisions d’Arome sont comparées aux mesures du réseau temps réel des
stations de surface sur la France sur 12 mois.
Figure 8. Séries temporelles mensuelles de l’indicateur de qualité des modèles Arome (trait violet),
Arpège (trait bleu) et du CEPMMT (trait vert). Les prévisions des trois modèles sont comparées aux
mesures du réseau temps réel des stations de surface sur la France sur 12 mois. Le trait noir repré-
sente l’objectif de performance assigné à Arome.
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Figure 9. Taux de détection (à gauche), taux de fausses alarmes (au centre) pour les prévisions
d’Arome-PI à 2 h d’échéance (courbe bleue) et d’Arome-OPER (courbe rouge) pour la même heure de
validité en fonction du seuil de pluie cumulée sur 1 h (en mm). On superpose, en fond, la fréquence
observée de dépassement de seuil (le trait vertical rouge donne la valeur du seuil correspondant à
10 %). Les scores de Brier par rapport à la prévision par persistance (courbe orange) et la prévision
d’Arome-OPER (courbe verte) sont présentés sur le panneau de droite avec les fréquences observées
de pluies. La période de validation comprend 30 journées orageuses prises entre le 10 avril et le
30 juin 2012.
Vérification de
la prévision
immédiate
Une nouvelle version du modèle
Arome, dénommée Arome-PI va deve-
nir opérationnelle en 2015 : elle effec-
tue toutes les heures des prévisions à
courte échéance (6 heures), disponi-
bles très précocement à partir d’une
analyse incluant moins d’observations
que celle d’Arome opérationnel
(Arome-OPER par la suite). Ce
modèle permet de tirer partie de la
disponibilité d’observations très récen-
tes qu’il mélange avec une prévision à
très courte échéance venant d’un
réseau plus ancien d’Arome-OPER
pour constituer l’analyse d’Arome-PI.
Les applications de ce type de prévi-
sion sont nombreuses, comme les
assistances effectuées par les prévi-
sionnistes de Météo-France lors d’évé-
nements sportifs ou culturels, les
avertissements automatiques de pluies
ou de phénomènes sévères.
Afin de valider la pertinence de ces pré-
visions horaires, des comparaisons
entre les sorties d’Arome-PI et
d’Arome-OPER sur 30 jours d’été ora-
geux ont été effectuées sur une version
préliminaire d’Arome-PI et les scores
calculés pour quantifier cet apport. On
présente sur la figure 9 une telle compa-
raison pour l’échéance 2 h de la prévi-
sion de la pluie. On utilise les taux de
détection et de fausses alarmes (tableau
2) ainsi que le score de Brier déjà utilisé
pour Arome-OPER.
On peut constater que les prévisions
d’Arome-PI sont meilleures que celles
d’Arome-OPER disponibles à la même
heure puisque ce modèle fait moins de
fausses alarmes et plus de détections
pour tous les seuils de pluies. La taille
de la zone de tolérance est prise égale à
10 km pour les taux de détection et de
fausse alarme. Elle est portée à 20 km
pour le score de Brier. Deux versions de
BSS sont calculées, la première se fait
par rapport à la prévision par persis-
tance définie comme la persistance de
la dernière observation disponible (celle
de l’heure d’avant pour la figure 9) et la
seconde se fait directement par rapport
à la prévision d’Arome-OPER. Dans les
deux cas, on retrouve un apport positif
pour l’ensemble des seuils, puisque les
BSS par rapport aux deux références
sont toujours positifs. La poursuite des
tests sur d’autres périodes montre que
cet apport reste en moyenne significatif
jusqu’à 3 h pour l’ensemble des para-
mètres de surface (pluies, vent, tempé-
rature). Cette mesure objective de
l’apport de ce nouveau modèle de pré-
vision est une information indispen-
sable à la fois pour définir au mieux la
plage d’utilité de ce type de prévision et
les erreurs associées.
Vérification de
la prévision expertisée
Même si la qualité des modèles de pré-
vision s’est fortement améliorée au
cours des dernières années, l’expertise
humaine reste indispensable, notam-
ment dans la prévision de la nébulosité
(ciel clair, nuageux, couvert...) et du
temps présent (beau temps, pluie,
brouillard, orages...). À Météo-France
cette expertise transparaît à plusieurs
niveaux de la chaîne de prévision
amont :
1) au CNP (Centre national de prévi-
sion, à Toulouse), le chef prévisionniste
réalise le « cadrage CNP » : il choisit
le(s) modèle(s) à utiliser pour la prévi-
sion d’un jour donné et effectue une
prévision générale sur la France.
2) dans les régions, les PAR (prévision-
nistes amont régionaux) complètent la
prévision du cadrage CNP en tenant
compte des spécificités locales. Ils utili-
sent pour cela un outil permettant de
réaliser des prévisions par pas de 3 à
6 heures sur des zones géographiques
restreintes et jusqu’à 3 jours d’échéance.
3) les prévisions régionales sont harmo-
nisées et stockées dans une base de don-
nées jusqu’à J + 3.
4) au-delà de J + 3, les prévisions ne
sont expertisées qu’au CNP avant leur
mise en base de données.
Le composant de données productible
horaire (CDPH) est un produit collec-
tant les prévisions sur l’ensemble des
communes françaises. Ses prévisions
alimentent jusqu’à J + 3 le site internet
de Météo-France. Le contrôle du CDPH
est donc de première importance. Les
paramètres quantitatifs (température,
force du vent, quantité de précipita-
tions...) sont contrôlés de la même
manière que les modèles de prévision.
Leur qualité est équivalente pour le
CDPH et les modèles : les prévisionnis-
tes retouchent peu ces paramètres géné-
ralement bien prévus par les modèles.
Le choix du pictogramme représentant
le temps sensible permet de mettre en
valeur l’intervention des prévisionnis-
tes, car c’est sur ce paramètre qu’ils
apportent le plus leur expertise. Pour
réaliser le contrôle de ce dernier, les
observations faites soit par des observa-
teurs soit par des capteurs automatiques
sont utilisées comme référence. Pour
chaque type de temps présent contrôlé,
on dresse une table de contingence syn-
thétisant la qualité de la prévision. Par
exemple, pour le temps présent de type
pluvieux, en chaque point de prévision
on regarde si de la pluie est prévue et on
vérifie s’il y en a effectivement eu ou
non. Le biais fréquentiel (cf. tableau 2)
du type de temps pluvieux, calculé à
partir d’une de ces tables de contin-
gence, est tracé sur la figure 10 pour la
prévision de 9 h UTC du CDPH et sur
l’année 2013. Le biais fréquentiel est
proche de 1 (score parfait), sauf l’après-
midi où il est de l’ordre de 1,5 (50 % de
plus de pluies prévues qu’observées).
Cette surestimation l’après-midi est due
en partie à la prévision d’averses
convectives, phénomènes localisés et
difficilement repérables par les capteurs
automatiques. En effet, ce phénomène
peut se produire près du capteur sans
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Figure 10. Biais fréquentiel pour le type de temps pluvieux pour le CDPH (trait plein) et pour le CDPH-
auto (trait tireté) calculé sur l’année 2013.
être détecté : cela conduit à avoir
moins de cas observés que ce qui se
passe dans la réalité et à augmenter
artificiellement le biais fréquentiel. Ce
problème de référence est d’autant
plus important pour les phénomènes
très ponctuels comme les orages ou les
brouillards.
Pour quantifier l’apport des prévision-
nistes, il faut pouvoir comparer les
scores du CDPH à ceux d’un produit
non expertisé. Aussi un CDPH parti-
culier, ne prenant en compte dans son
élaboration que les prévisions du
modèle du CEPMMT, a été déve-
loppé : le CDPH-auto. La comparaison
des scores de temps présent du CDPH
(qui contient toute l’expertise des pré-
visionnistes) avec le CDPH-auto (qui
ne contient aucune intervention
humaine) permet alors de quantifier
l’apport du prévisionniste. Le biais
fréquentiel du CDPH-auto du réseau
de 9 h UTC pour le temps présent
« pluie » est également représenté sur
la figure 10. Le biais fréquentiel du
CDPH-auto est d’environ 2,5 (il pré-
voit 2,5 fois plus de pluies prévues
qu’observées), alors que le biais fré-
quentiel du CDPH est proche du score
parfait. Cela reste vrai pour les autres
types de temps présent et montre l’im-
portance de l’expertise humaine pour
améliorer les prévisions issues des
modèles.
L’expertise des prévisionnistes
s’applique aussi pour corriger les pro-
duits ensemblistes de moyenne
échéance (au-delà de 3 jours) pour
fournir un produit probabiliste équiva-
lent au CDPH pour les échéances loin-
taines. Enfin, leur analyse permet de
tester les qualités et les défauts de pré-
visions au-delà de 10 jours pour voir
s’il existe des signaux pertinents soit
pour le grand public, soit pour des uti-
lisateurs plus météo-sensibles, comme
par exemple les producteurs d’énergie.
Vérification de
la prévision des cas
extrêmes : la vigilance
météorologique
La sécurité des biens et des personnes
est une des missions essentielle de
Météo-France. Un des outils importants
pour remplir cette mission est la procé-
dure de vigilance qui permet, lors
d’événements extrêmes, une mise en
place anticipée des moyens de la sécu-
rité civile et aussi d’atteindre plus direc-
tement l’ensemble des Français. La
mise en vigilance se traite département
par département, le niveau de vigilance
étant caractérisé par un code de couleur
allant du vert au rouge en passant par le
jaune et l’orange. Cette mise en vigi-
lance est prononcée par les services de
Météo-France en analysant la gravité de
la situation prévue dans les prochaines
24 heures pour le vent, la pluie, les ora-
ges, la neige, les avalanches, les tempé-
ratures extrêmes et les vagues-
submersions. Les inondations sont
expertisées par le Schapi (Service
central d’hydrométéorologie et d’appui
à la prévision des inondations).
La mise en vigilance de niveau orange
ou rouge doit limiter à des très faibles
valeurs les cas de non-détections quitte
à générer un nombre non-négligeable
mais raisonnable de fausses alarmes.
Dès sa création, une évaluation a poste-
riori de ces mises en vigilance a été
mise au point par Météo-France en
incluant toutes les observations météo-
rologiques pertinentes et surtout les
retours des partenaires de la vigilance.
Cette évaluation annuelle, réalisée au
niveau départemental, fait la synthèse
des différentes situations afin de les
classer selon l’adéquation entre phéno-
mène prévu et phénomène observé.
Comme il s’agit de cas rares, la vérifi-
cation par des scores classiques se
heurte à des problèmes de stabilité et de
représentativité d’une année sur l’autre,
puisque le nombre de cas peut varier
fortement typiquement d’un facteur 2.
Par exemple, l’année 2013 a été l’année
de tous les records de mise en vigilance
orange, avec 71 épisodes (dont 10 pour
les crues) contre une moyenne de l’or-
dre de 45 cas. Il reste toujours relative-
ment informatif de suivre les scores
classiques définis dans le tableau 2 pour
ce type d’événement (tableau 3). D’une
part, on compte les erreurs franches de
Indicateurs à l’échelle
départementale 2006 2007 2008 2009 2010 2011 2012 2013
Taux de non-détections (%) 1 2 2 2 2 8 4 3
Taux de fausse alarmes (%) 25 26 17 17 14 20 10 12
Proportions de départements
en orange partiellement touchés (%) 20 22 23 21 22 24 30 18
Proportions de départements
en orange réellement touchés (%) 55 52 59 62 64 56 60 70
Tableau 3. Scores évaluant la procédure de vigilance entre 2006 et 2013 au niveau départemental.
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fausses alarmes et de non-détections de
façon classique en vérification. D’autre
part, il a fallu tenir compte des cas dif-
férents des départements réellement
touchés (adéquation subjective entre
phénomène prévu et phénomène
observé sur le département) où le
département n’a été que partiellement
touché, c’est à dire sur une faible part
du département ou de façon atténuée de
façon à moduler les cas de bonnes pré-
visions. Ceci permet d’avoir une prise
en compte plus fine du ressenti des uti-
lisateurs sur chaque situation vérifiée.
On peut souligner la forte amélioration
en termes de fausses alarmes qui a été
obtenue par la prévision au cours de ces
deux dernières années (environ deux
fois moins de fausses alarmes) en
gardant un niveau acceptable de non-
détections.
Cette évaluation est complétée par des
mesures de l’anticipation des situations
dangereuses, car l’action de mise en
alerte est d’autant plus efficace qu’elle
est précoce. Des mesures quantitatives
sont définies comme la proportion (en
%) de départements pour lesquels l’an-
ticipation de la mise en vigilance par
rapport à l’événement a été supérieure
au seuil d’anticipation considéré parmi
les départements qui ont été effecti-
vement touchés, même partiellement.
Les résultats 2014 pour les seuils
d’anticipation de 1 h et 3 h sont respec-
tivement de 95 % et 90 %. Ils sont
excellents et en progrès par rapport aux
années précédentes.
Les mesures de la qualité de la prévi-
sion finale sont le résultat d’une analyse
subjective des situations et diffèrent de
scores calculés par rapport à une réfé-
rence observée par un réseau de stations
de mesures, par exemple. Cela est dû au
fait que les événements extrêmes sont
rares et correspondent à des queues de
distributions fréquentielles des champs
météorologiques des vents, des pluies…
La fourniture de mesures stables de la
correspondance entre phénomènes rares
observés et prévus est un champ de
recherche très actif ces dernières années
et de nouveaux indicateurs seront testés
dans le futur sur ce type d’événement.
Conclusion
La vérification est un élément clé de
l’amélioration continue de la prévision
à Météo-France. Elle s’applique non
seulement aux sorties des modèles de
prévision numérique, mais aussi aux
prévisions expertisées par les prévision-
nistes de Météo-France. Les contrôles
des prévisions numériques sont adaptés
à chaque modèle de PNT selon leur
échelle et leur nature : on a pu montrer
la diversité et la complémentarité des
scores qu’il convient d’utiliser, selon
que la prévision contrôlée est détermi-
niste ou ensembliste, de grande ou de
petite échelle. Une façon très parlante
d’évaluer la progression des modèles de
grande échelle consiste à mesurer le
temps qu’il a fallu pour que les prévi-
sions à n jours soient de qualité équiva-
lente à celles à n – 1 jours. Entre 10 et
13 ans ont été nécessaires pour gagner
un jour de prévision pour les prévisions
au-delà d’un jour, cette durée variant
selon le paramètre considéré. Cette
amélioration provient de celle des systè-
mes d’observations, des techniques des
modèles d’analyse et de prévision, et
enfin de la puissance des calculateurs. Il
est donc logique que l’échéance maxi-
male des prévisions ne cesse de s’allon-
ger dans le futur, même si l’information
météorologique à longue échéance doit
se présenter sous forme probabiliste et
non sous la forme déterministe davan-
tage réservée à la courte échéance.
Le contrôle des prévisions expertisées
se heurte souvent à des problèmes de
référence pour les phénomènes de
temps sensible. Néanmoins, son utilité
reste indéniable pour montrer l’apport
et la qualité de ces prévisions finales
aussi bien dans les prévisions diffusées
sur le site de Météo-France que pour la
mise en vigilance des départements
exposés à des phénomènes extrêmes. La
place de l’expert prévisionniste sera
toujours importante pour repérer et
expliquer les éléments importants
du temps sensible, et évaluer l’incerti-
tude associée à ceux-ci, afin d’aider au
mieux l’ensemble des utilisateurs
météo-sensibles, aussi bien au quotidien
que dans les situations extrêmes.
La vérif ication des prévisions des
modèles de PNT se fait aussi indirecte-
ment, c’est-à-dire en évaluant les modè-
les applicatifs qui sont branchés sur les
modèles de PNT : modèles d’océans, de
vagues, de houle ; modèles hydro-
logiques pour simuler les débits des
cours d’eau ; modèles décrivant l’évolu-
tion du manteau neigeux ou l’état des
routes ; modèles estimant les para-
mètres nécessaires à l’aviation (givrage,
consommation de carburant) ou à la
production d’énergie hydroélectrique
ou éolienne. De tels modèles applicatifs
sont utilisés en routine chez Météo-
France mais aussi dans beaucoup
d’organisations extérieures. Ils utilisent
comme données d’entrée les prévisions
des modèles de PNT de grande échelle
et parfois la prévision expertisée, pour
les variables météorologiques locales.
La qualité du produit f inal de ces
applications dépend de tous les élé-
ments de la chaîne de traitement, en
particulier de la prévision météorolo-
gique, mais pas seulement. Ces usagers
indirects de la prévision numérique
peuvent évaluer l’apport des modèles
de la PNT sur leur produit final par des
expériences numériques simples, où ils
font varier uniquement « l’entrée
météorologique » dans leur chaîne de
traitement. Ce type d’évaluation indi-
recte confirme les progrès de la prévi-
sion tels qu’indiqués par les méthodes
de vérification appliquées directement
aux champs météorologiques.
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