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Lattice spinor gravity is a proposal for regularized quantum gravity based on fermionic degrees of
freedom. In our lattice model the local Lorentz symmetry is generalized to complex transformation
parameters. The difference between space and time is not put in a priori, and the euclidean and
Minkowski quantum field theory are unified in one functional integral. The metric and its signature
arise as a result of the dynamics, corresponding to a given ground state or cosmological solution.
Geometrical objects as the vierbein, spin connection or the metric are expectation values of collective
fields built from an even number of fermions. The quantum effective action for the metric is invariant
under general coordinate transformations in the continuum limit. The action of our model is found
to be also invariant under gauge transformations. We observe a “geometrical entanglement” of
gauge- and Lorentz-transformations due to geometrical objects transforming non-trivially under
both types of symmetry transformations.
I. INTRODUCTION
Lattice spinor gravity [1] has been proposed as a regu-
larized model for quantum gravity. It is based on a Grass-
mann functional integral for fermions which is mathemat-
ically well defined for a finite number of lattice sites. For
a realistic model of quantum gravity the decisive feature
is the invariance of the quantum effective action under
general coordinate transformations (diffeomorphism sym-
metry). The basic degrees of freedom used for the for-
mulation of the functional integral are less important. In
our fermionic formulation the metric and vierbein, as well
as other geometrical objects, arise as expectation values
of suitable collective fields built from an even number of
fermions.
For a realistic lattice quantum field theory for quantum
gravity we require the following six criteria:
(1) The functional integral is well defined for a finite
number of lattice points.
(2) The functional measure and lattice action are lattice
diffeomorphism invariant.
(3) Lattice diffeomorphism invariance turns to diffeomor-
phism symmetry for the quantum effective action in
the continuum limit.
(4) For a model with fermions the functional measure
and lattice action are invariant under local Lorentz
transformations.
(5) The continuum limit includes massless (or very light)
degrees of freedom with gravitational interactions.
(6) A derivative expansion gives a reasonable approxima-
tion for the quantum effective action for the metric
at long wavelength.
We will present a model that obeys the first four cri-
teria. The fifth criterion is not yet shown, but likely to
hold in view of the diffeomorphism symmetry of the quan-
tum effective action for the metric. For an investigation of
the sixth criterion new methods for a reliable computation
of the quantum effective action need to be developed, as
sketched briefly in the conclusions. We emphasize that the
derivative expansion of a diffeomorphism symmetric effec-
tive action for the metric permits only few invariants with
a low number of derivatives. The two leading ones are
a “cosmological constant term” with zero derivatives, and
an “Einstein-Hilbert term” proportional to the curvature
scalar with two derivatives. The coefficients of both terms
may depend on additional scalar fields. If the cosmological
constant term is small enough the gravitational field equa-
tions are close to Einstein’s equations of general relativity
and therefore to a realistic theory of gravity.
The use of fermions as basic variables has several ad-
vantages: (i) Fermions transform as scalars with respect
to diffeomorphisms. This facilitates the formulation of a
lattice diffeomorphism invariant functional measure which
would be much harder (and has never been achieved so
far) for fundamental metric degrees of freedom. (ii) For
a Grassmann functional integral there is no problem of
“boundedness” of the action. Criterion (1) is obeyed au-
tomatically. (iii) Fermions need to be included anyhow in
any realistic model of particle physics. Bosons as the gravi-
ton, photon, W - and Z-boson, gluons and Higgs scalar can
arise as collective states. Thus an extension of the present
model of lattice spinor gravity can be a candidate for a
unified description of all interactions. For these reasons we
stick here to a purely fermionic functional integral and do
not introduce bosonic lattice variables as in ref. [2]. The
fermionic formulation and the implementation of lattice
diffeomorphism invariance distinguish our approach from
other lattice proposals for quantum gravity [3–5].
Diffeomorphism symmetry of the continuum action can
be achieved rather easily for a purely fermionic model. It
is underlying earlier versions of spinor gravity [6–8] and
has been pioneered very early [9–11]. The work in [6–8]
and [9–11] does not implement local Lorentz symmetry,
however. If the action is invariant only with respect to
global Lorentz symmetry additional torsion-type massless
degrees of freedom are present. Their phenomenology is
discussed in ref. [7]. In order to avoid such complications
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that is invariant under local Lorentz transformations. Our
formulation of lattice spinor gravity differs therefore from
ref. [6–11]. We investigate the lattice action proposed in
ref. [1] for which local Lorentz symmetry is manifest. This
model resembles in several aspects the higher-dimensional
continuum action with local Lorentz symmetry proposed
in ref. [12].
In ref. [13] we have formulated the concept of lattice dif-
feomorphism invariance. In this paper it was shown that
a lattice diffeomorphism invariant action and functional
measure imlpy diffeomorphism symmetry for the quantum
effective action, including the quantum effective action for
the metric as expectation value of a collective field. Our
lattice model is lattice diffeomorphism invariant and there-
fore also obeys criteria (2) and (3).
Our approach has at the basic level neither a metric not
a vierbein. We also do not employ any objects of lattice
geometry that replace these fields in a discrete formulation.
The absence of a metric contrasts with “induced gravity”
[14] where a metric is present, while its kinetic term in
the effective action is induced by matter fluctuations. In
our model the metric and the vierbein arise as expectation
values of suitable collective fields. In this respect there is
some resemblance to the appearance of a vierbein or a met-
ric as condensates or order parameters in certain condensed
matter systems [15], or other ideas that the vierbein may
originate from a fermion condensate [16].
The formulation of a functional integral for quantum
gravity without basic metric degrees of freedom opens the
door for the interesting possibility that the signature of the
metric which distinguishes between space and time is not
introduced a priori. The difference between time and space
can therefore arise dynamically, as induced by a particu-
lar expectation value of a collective field. For fermions,
such a setting requires that we do not fix the choice be-
tween a euclidean rotation group SO(4) or the Lorentz
group SO(1, 3) a priori. This can be realized [12] if the
model is invariant under the complexified orthogonal group
SO(4,C). This group obtains if the real transformation
parameters of SO(4) are generalized to arbitrary complex
transformation parameters. The group SO(4,C) contains
both SO(4) and SO(1, 3) as subgroups. Which one is re-
alized depends again on the ground state (or cosmological
solution for an appropriate Lorentz-type signature).
Models with SO(4,C) symmetry have the important ad-
vantage that both the euclidean and the Minkowski setting
are realized by one and the same functional integral. On
the level of the basic theory there are no longer two dif-
ferent functional integrals that are related by an operation
of analytic continuation. Now “analytic continuation” ap-
pears within one given functional integral and relates pos-
sible expectation values of objects that correspond to the
vierbein. Such a realization of analytic continuation has
been discussed previously in ref. [17]. The requirement
of local SO(4,C) symmetry restricts the possible form of
the lattice action. In short, the signature tensor ηmn can
no longer be used as a basic object for the construction of
invariants.
The lattice action [1] realizing the criteria (1)-(4) in-
volves two species of Dirac fermions. It is found to
be invariant under global chiral SU(2)L × SU(2)R gauge
transformations acting in “flavor-space”. These symme-
tries are actually extended to their complexified versions
SU(2,C)L × SU(2,C)R. In the continuum limit the ac-
tion exhibits even local gauge symmetry. The presence
of additional gauge symmetries has the interesting conse-
quence that some of the collective geometrical degrees of
freedom transform non-trivially under both the generalized
Lorentz transformations SO(4,C) and the gauge trans-
formations. This new “geometric entanglement” between
Lorentz- and gauge-transformations results in interesting
aspects of “gauge-gravity unification”.
In the present paper we work out several aspects of lat-
tice spinor gravity that are crucial for progress towards a
realistic theory of gravity in this setting. We investigate
the fermion-bilinears that can play the role of a vierbein,
both for the continuum limit and the lattice version. We
discuss their behavior under symmetry transformations, in-
cluding gauge symmetries. We further establish the con-
nection between the vierbein bilinears and a collective field
for the metric. We investigate various continuous and dis-
crete symmetries of the action, including an extension of
the model where the Lorentz- and gauge transformations
are unified within a larger group SO(8,C). We give a de-
tailed account of the lattice formulation.
One of the important aspects of this work concerns the
observation that a given lattice action can be seen from
different geometrical perspectives. This is related to the
different possibilities to group fermions into collective bi-
linear fields. From one point of view the proposed action
for lattice spinor gravity appears a type of kinetic term
for scalar bilinears, involving four derivatives contracted
by an ǫ-tensor. These scalars are invariant under general-
ized local Lorentz transformation such that the symmetry
of the action is manifest. From a different point of view
the action involves vierbein bilinears which transform non-
trivially under Lorentz and gauge transformations. Finally,
the action can also be seen from a purely fermionic point
of view where eight spinors without derivatives and four
derivatives of spinors are grouped into invariants.
This paper is organized as follows: In sect. II we for-
mulate the functional integral and discuss the symmetry
transformations SO(4,C) as well as the continuum limit
of the action. This section has substantial overlap with
the shorter presentation in the letter of ref. [1] and per-
mits a systematic and self-consistent presentation for the
present paper. In sect. III we introduce the geometrical
objects as the vierbein bilinears and the collective metric
field in a continuum version. They will later be related
to corresponding lattice objects. Sect. IV discusses the
symmetries of the action.
In sect. V we turn to the detailed lattice formulation.
Basic building blocks are invariant hyperlinks that corre-
spond to the plaquettes in lattice gauge theories. We intro-
duce lattice derivatives and compute the continuum limit,
showing that it is diffeomorphism symmetric. In sect. VI
we introduce fermion bilinears that act as links, somewhat
3similar to the link variables in lattice gauge theories. We
present an equivalent expression for the lattice action in
terms of links. The lattice vierbeins are closely connected
to these links. Their continuum limit yield the vierbein
bilinears of sect. III. In sect. VII is devoted to the lattice
metric collective field. In sect. VIII we finally establish lat-
tice diffeomorphism invariance of the proposed functional
integral. Our conclusions are drawn in sect. IX. In order
to keep the main lines of the presentation clear we display
the more technical aspects of our arguments in various ap-
pendices.
II. ACTION
1. Functional integral
It is our aim to formulate a quantum field theory for
gravity based on the standard functional integral formal-
ism. Our basic degrees of freedom are fermions, and the
functional integral will therefore be a Grassmann func-
tional integral. We also want all operations for this func-
tional to be mathematically well defined. We therefore
implement spinor gravity with a lattice regularization.
Let us explore a setting with 16 Grassmann variables
ψaγ at every spacetime point x, γ = 1 . . . 8, a = 1, 2. The
coordinates x parametrize the discrete points of a four di-
mensional lattice, i.e. xµ = (x0, x1, x2, x3). We will later
associate t = x0 with a time coordinate, and xk, k = 1, 2, 3,
with space coordinates. There is, however, a priori no dif-
ference between time and space coordinates. The spinor
index γ denotes the eight real Grassmann variables that
correspond to a complex four-component Dirac spinor. We
consider two flavors of fermions, labeled by a, similar to
the electron and neutrino, or up- and down-quark (with-
out color). The “real” Grassmann variables ψaγ can be
combined to complex Grassmann variables ϕaα, α = 1 . . . 4,
ϕaα(x) = ψ
a
α(x) + iψ
a
α+4(x), (1)
with α the “Dirac index”.
We concentrate on an action which involves twelve
Grassmann variables and realizes diffeomorphism invari-
ance and extended local Lorentz symmetry of the group
SO(4,C)
S = α
∫
d4xϕa1α1 . . . ϕ
a8
α8ǫ
µ1µ2µ3µ4 (2)
×Ja1...a8b1...b4α1...α8β1...β4∂µ1ϕb1β1∂µ2ϕb2β2∂µ3ϕb3β3∂µ4ϕb4β4 + c.c..
We sum over repeated indices. The complex conjugation
c.c. replaces α → α∗, J → J∗ and ϕα(x) → ϕ∗α(x) =
ψα(x) − iψα+4(x), such that S∗ = S. (Occasionally we
use a notation where the flavor index a is not written ex-
plicitly, such that each ϕα should be interpreted as a two-
component complex vector.) In terms of the Grassmann
variables ψγ(x) the action S as well as exp(−S) are ele-
ments of a real Grassmann algebra.
The precise meaning of the derivatives ∂µϕ(x) in the lat-
tice formulation will be explained in sect. V. There we also
relate
∫
d4x to a sum over the lattice points. In the contin-
uum limit x labels points of a region ofR4, ∂µϕ(x) becomes
a partial derivative of a Grassmann field, and
∫
d4x denotes
the integration over the region in R4.
In the continuum limit the invariance of the action un-
der general coordinate transformations follows from the
use of the totally antisymmetric product of four deriva-
tives ∂µ = ∂/∂x
µ. Indeed, with respect to diffeomorphisms
ϕ(x) transforms as a scalar, and ∂µϕ(x) as a vector. The
particular contraction with the totally antisymmetric ten-
sor ǫµ1µ2µ3µ4 , ǫ0123 = 1, allows for a realization of diffeo-
morphism symmetry without the use of a metric. In sect.
VIII we introduce for the discrete lattice the concept of lat-
tice diffeomorphism invariance: This property of the action
(2) guarantees diffeomorphism symmetry in the continuum
limit. Finally, the object J will be chosen such that the ac-
tion is invariant under local Lorentz transformations and
their generalization to SO(4,C).
The partition function Z is defined as
Z =
∫
Dψgf exp(−S)gin,
∫
Dψ =
∏
x
2∏
a=1
{∫
dψa1 (x) . . .
∫
dψa8 (x)
}
. (3)
For a finite number of discrete spacetime points on a lattice
the Grassmann functional integral (3) is well defined math-
ematically. We assume that the time coordinates x0 = t
obey tin ≤ t ≤ tf . The boundary term gin is a Grass-
mann element constructed from ψγ(tin, ~x), while gf in-
volves terms with powers of ψγ(tf , ~x), were ~x = (x
1, x2, x3).
The product gfgin can be generalized to a “boundary ma-
trix” ρfi that depends on ψ(tf , ~x) and ψ(tin, ~x). If gfgin
or ρfi are elements of a real Grassmann algebra the par-
tition function is real. We may restrict the range of the
space coordinates or use periodic or antiperiodic boundary
conditions for ϕ(x) with xk discrete points on a torus T 3.
The Grassmann integration involves then a finite number
of Grassmann variables. (For suitable ρfi also the time-
coordinate can be put on a torus.) The boundary term gin
specifies the initial values of a pure quantum state, while
ρfi can be associated with a type of density matrix. The
particular form of the boundary terms play no role in the
discussion of this paper and we may, for simplicity, put
both t and ~x on a torus T 4.
Observables A will be represented as Grassmann ele-
ments constructed from ψγ(x). We will consider only
bosonic observables that involve an even number of Grass-
mann variables. Their expectation value is defined as
〈A〉 = Z−1
∫
DψgfA exp(−S)gin. (4)
“Real observables” are elements of a real Grassmann alge-
bra, i.e. they are sums of powers of ψγ(x) with real coef-
ficients. For real gin and gf all real observables have real
expectation values. We will take the continuum limit of
vanishing lattice distance at the end. Physical observables
are those that have a finite continuum limit.
4In the remainder of this section and sections III-IV we
will discuss the properties of the action (2) in the contin-
uum limit where ∂µ denotes partial derivatives. Most prop-
erties can be directly extended to the discrete formulation.
Sects. V-VIII will then provide an explicit discussion of
the discrete setting on a lattice.
2. Generalized Lorentz transformations
We do not want to introduce a difference between time
and space from the beginning. In consequence, we do not
want to fix the signature of the Lorentz rotations a pri-
ori. This is achieved by extending the euclidean SO(4) ro-
tations to complex transformations SO(4,C). Depending
on the choice of parameters both the euclidean rotations
SO(4) and the Lorentz group SO(1, 3) are subgroups of
SO(4,C).
Our aim is the construction of an action (2) that is invari-
ant under local SO(4,C) transformations. It is therefore
necessary that the tensor Ja1...a8b1...b4α1...α8β1...β4 is invariant under
global SO(4,C) transformations. We will often use double
indices ǫ = (α, a) or η = (β, b), ǫ, η = 1 . . . 8. The tensor
Jǫ1...ǫ8η1...η4 is totally antisymmetric in the first eight in-
dices ǫ1 . . . ǫ8, and totally symmetric in the last four indices
η1 . . . η4. This follows from the anticommuting properties
of the Grassmann variables ϕǫϕη = −ϕηϕǫ. We will see
that for an invariant J the action (2) is also invariant un-
der local SO(4,C) transformations.
Local SO(4,C) transformations act infinitesimally as
δϕaα(x) = −
1
2
ǫmn(x)(Σ
mn
E )αβϕ
a
β(x), (5)
with arbitrary complex parameters ǫmn(x) =
−ǫnm(x),m = 0, 1, 2, 3. The complex 4 × 4 matrices
ΣmnE are associated to the generators of SO(4) in the
(reducible) four-component spinor representation. They
can be obtained from the euclidean Dirac matrices
ΣmnE = −
1
4
[γmE , γ
n
E ] , {γmE , γnE} = 2δmn. (6)
Subgroups of SO(4,C) with different signatures obtain by
appropriate choices of ǫmn. Real parameters ǫmn corre-
spond to euclidean rotations SO(4). Taking ǫkl, k, l =
1, 2, 3 real, and ǫ0k = −iǫ(M)0k with real ǫ(M)0k , realizes the
Lorentz transformations SO(1, 3). The Lorentz transfor-
mations can be written equivalently with six real trans-
formation parameters ǫ
(M)
mn , ǫ
(M)
kl = ǫkl, using Lorentz-
generators ΣmnM and signature η
mn = diag(−1, 1, 1, 1),
δϕ = −1
2
ǫ(M)mn Σ
mn
M ϕ, (7)
with
ΣmnM = −
1
4
[γmM , γ
n
M ] , {γmM , γnM} = ηmn. (8)
The euclidean and Minkowski Dirac matrices are related
by γ0M = −iγ0E, γkM = γkE .
The transformation of a derivative involves an inhomo-
geneous part
δ∂µϕβ = −1
2
ǫmn(Σ
mn∂µϕ)β − 1
2
∂µǫmn(Σ
mnϕ)β , (9)
with Σmn = ΣmnE , γ
m = γmE . The first “homogeneous
term” ∼ ∂µϕ transforms as ϕβ . Contributions of the sec-
ond “inhomogeneous term” to the variation of the action
δS involve at least nine spinors at the same position x, i.e.
(Σmnϕ)bβ(x)ϕ
a1
α1 (x) . . . ϕ
a8
α8(x). This inhomogeneous contri-
bution to δS vanishes due to the identity ϕα(x)ϕα(x) = 0
(no sum here). This invariance of S under global SO(4,C)
transformations entails the invariance under local SO(4,C)
transformations. We have constructed in ref. [12] a sixteen
dimensional spinor gravity with local SO(16,C) symme-
try. The present four-dimensional model shows analogies
to this.
It is important that all invariants appearing in the ac-
tion (2) involve either only factors of ϕα = ψα + iψα+4 or
only factors of ϕ∗α = ψα − iψα+4. It is possible to con-
struct SO(1, 3) invariants which involve both ϕ and ϕ∗.
Those will not be invariant under SO(4,C), however. We
can also construct invariants involving ϕ and ϕ∗ which are
invariant under euclidean SO(4) rotations. They will not
be invariant under SO(1, 3). The only types of invariants
invariant under both SO(4) and SO(1, 3), and more gen-
erally SO(4,C), are those constructed from ϕ alone or ϕ∗
alone, or products of such invariants. (Invariants involving
both ϕ and ϕ∗ can be constructed as products of invariants
involving only ϕ with invariants involving only ϕ∗.)
We conclude that for a suitable invariant tensor J the
action has the symmetries required for a realistic theory
of gravity for fermions, namely diffeomorphism symmetry
and local SO(1, 3) Lorentz symmetry. No signature and
no metric are introduced at this stage, such that there is
no difference between time and space [12]. As discussed
extensively in ref. [7], global Lorentz symmetry may be
sufficient for a realistic theory of gravity. Nevertheless,
models with local SO(1, 3)-symmetry may be preferable,
since they contain only the metric as massless composite
bosonic degree of freedom.
For an action of the type (2) local SO(4,C) symme-
try is realized for every invariant tensor J . We define the
SO(4,C) variation of arbitrary tensors with Dirac indices
α1 . . . αN as
δTα1...αN = Tα˜α2...αNΣα˜α1 + · · ·+ Tα1...α˜Σα˜αN , (10)
with
Σαβ = −1
2
ǫmnΣ
mn
αβ . (11)
We can express global SO(4,C)-transformations (with ǫmn
independent of x) of the action equivalently by a transfor-
mation (5) of the spinors ϕ with fixed J , or by a transfor-
mation (10) of J with fixed ϕ. For δJ = 0 the action is
invariant under global SO(4,C)-transformations.
3. Action with local Lorentz symmetry
We will compose the invariant J from a totally symmet-
ric four-index invariant Lη1...η4 and a totally antisymmetric
eight-index invariant A
(8)
ǫ1...ǫ8 . For two flavors we can con-
struct two real symmetric SO(4,C) invariants
S±η1η2 = −(τ2)β1β2(τ2)b1b2 , (12)
5where (β1, β2) are restricted to the values (1, 2) for S
+,
and (3, 4) for S−, and τk are the Pauli matrices. These
invariants and their relation to Weyl spinors are described
in more detail in appendix A. We work here in a basis (cf.
app. A) where γ¯ = diag(1, 1,−1,−1) such that the Weyl
spinors ϕ± = (1± γ¯)ϕ/2 correspond to the upper or lower
two components of ϕ.
A totally symmetric four-index invariant can be con-
structed by symmetrizing a product of two-index invariants
Lη1η2η3η4 =
1
6
(S+η1η2S
−
η3η4 + S
+
η1η3S
−
η2η4 + S
+
η1η4S
−
η2η3
+S+η3η4S
−
η1η2 + S
+
η2η4S
−
η1η3 + S
+
η2η3S
−
η1η4). (13)
Multiplication of L with four spinor derivatives ∂µϕη yields
an expression D that is invariant under global SO(4,C)
transformations
D = ǫµ1µ2µ3µ4∂µ1ϕη1∂µ2ϕη2∂µ3ϕη3∂µ4ϕη4Lη1η2η3η4 . (14)
This invariant involves two Weyl spinors ϕ+ and two Weyl
spinors ϕ−.
Furthermore, an invariant with eight factors of ϕ (with-
out derivatives) involves the totally antisymmetric tensor
for the eight values of the double-index ǫ
A(8) =
1
8!
ǫǫ1ǫ2...ǫ8ϕǫ1 . . . ϕǫ8
=
1
(24)2
ǫα1α2α3α4ϕ
1
α1 . . . ϕ
1
α4ǫβ1β2β3β4ϕ
2
β1 . . . ϕ
2
β4
= ϕ11ϕ
1
2ϕ
1
3ϕ
1
4ϕ
2
1ϕ
2
2ϕ
2
3ϕ
2
4. (15)
It is easy to verify that δ(ǫǫ1...ǫ8) = 0 in the sense of eq.
(10). An invariant J in eq. (2) can therefore be constructed
by multiplying Lη1...η4 with ǫǫ1...ǫ8 .
In conclusion of this discussion we will consider an action
with local SO(4,C) symmetry which takes the form
S = α
∫
d4xA(8)D + c.c. (16)
Indeed, the inhomogeneous contribution (9) to the vari-
ation of D(x) contains factors (Σmnϕb)β(x). It vanishes
when multiplied with A(8)(x), since the Pauli principle(
ϕaα(x)
)2
= 0 admits at most eight factors ϕ for a given
x. In consequence, the inhomogeneous variation of the ac-
tion (16) vanishes and S is invariant under local SO(4,C)
transformations. In contrast to
∫
d4xD(x) the action S is
not a total derivative.
The derivative-invariant D can be written in the form
D = ǫµ1µ2µ3µ4D+µ1µ2D
−
µ3µ4 , (17)
where
D±µν = ∂µϕη1S
±
η1η2∂νϕη2 , (18)
involves two Weyl spinors ϕ+ or two Weyl spinors ϕ−,
respectively. This shows that D is invariant under an
exchange ϕ+ ↔ ϕ− of the Weyl spinors. The trans-
formation ϕ → γ0ϕ maps S+η1η2 ↔ S−η1η2 and therefore
D+µ1µ2 ↔ D−µ1µ2 , such that again D is invariant. (For a
suitable choice γ0 = τ1 ⊗ 1 the transformation ϕ → γ0ϕ
actually corresponds to ϕ+,η ↔ ϕ−,η, cf. app. A.) We can
also decompose
A(8) = A+A−, (19)
with
A+ = ϕ1+1ϕ
1
+2ϕ
2
+1ϕ
2
+2 (20)
involving four Weyl spinors ϕ+, and similarly for A
−.
The invariants A± can be expressed in terms of the
Lorentz invariant bilinears H±k
H±k = ±ϕa±,α(τ2)αβ(τ2τk)abϕb±,β, (21)
(with ϕ±,α two-component Weyl spinors). These scalar
fields are simple building blocks for SO(4,C) invariant ac-
tions. One finds (cf. sect. VI),
A± = − 1
24
H±k H
±
k . (22)
The combinations
F±µ1µ2 = A
±D±µ1µ2 (23)
are therefore composed of six Weyl spinors ϕ+ or six Weyl
spinors ϕ−, respectively. The action involves products of
F+ and F−,
S = α
∫
d4xǫµ1µ2µ3µ4F+µ1µ2F
−
µ3µ4 + c.c. (24)
Since the tensor Sη1η2 involves (τ2)
ab all contributions
to D+µν have one spinor of each flavor, i.e. only terms
∂µϕ
1
α∂νϕ
2
β appear. This implies that D
+
µν is odd under
the transformation ϕ2α → −ϕ2α. On the other hand, A+
is even under this transformation, such that F+µν is odd.
Since F−µν is invariant, the action changes sign. Similar in-
volutions that change the sign of S can be found by noting
that each term in S contains exactly three spinors of each
of the four sorts ϕ1+, ϕ
2
+, ϕ
1
− and ϕ
2
−.
The action (16) is not the only possible action with
twelve spinors and SO(4,C) symmetry. The tensor
Jǫ1...ǫ8η1...η4 in eq. (2) must be totally antisymmetric in
the first eight indices ǫ1 . . . ǫ8, implying J = ǫ
(8)L˜. Since
the totally antisymmetric tensor with eight indices ǫ1 . . . ǫ8
is a singlet with respect to SO(4,C), the remaining piece
L˜η1...η4 must be a SO(4,C)-singlet which is totally sym-
metric in the four indices η1 . . . η4. Besides L in eq. (13)
we can also construct a tensor L+ where S
−
η1η2 is replaced
by S+η1η2 , and similarly for a tensor L−. The three possible
terms in L˜ = αL+ βL+ + γL− all lead to local SU(2,C)F
gauge symmetry of the action, cf. sect. IV. The action (2)
becomes unique, however, if we require an equal number
of six Weyl spinors ϕ+ and six Weyl spinors ϕ−. One can
also find contributions to an action with local SO(4,C)
symmetry that involve only eight or ten spinors. They are
discussed in a separate publication.
64. Minkowski action
Defining the Minkowski action by
S = −iSM , e−S = eiSM , (25)
one finds the usual “phase factor” for the functional inte-
gral written in terms of SM . We emphasize that one and
the same functional integral (3) describes the euclidean and
the Minkowski setting. The use of the euclidean action S
or the Minkowski action SM is purely a matter of conve-
nience. There is no “analytic continuation” between the
euclidean and the Minkowski setting. They are the same,
and different signatures arise only from different expecta-
tion values for collective bosonic fields describing the metric
or the vierbein. Our setting realizes a version of analytic
continuation in terms of the continuation of the possible
values of the vierbein [17].
We can define the operation of a transposition as a total
reordering of all Grassmann variables. The result of trans-
position for a product of Grassmann variables depends only
on the number of factors Nϕ. For Nϕ = 2, 3 mod 4 the
transposition results in a minus sign, while for Nϕ = 4, 5
mod 4 the product is invariant. In consequence, one finds
for the action (2) with 12 spinors
ST = S. (26)
The hermitean conjugation hc is the combination of trans-
position with the complex conjugation c.c, such that
hc(S) = S. (27)
With respect to the complex conjugation c.c. used in eq.
(2) the Minkowski action is therefore antihermitean
hc(SM ) = −SM . (28)
There exists a different complex structure for which SM
is hermitean. This is discussed in appendix B. One can
use the complex structure (1) in order to show that we
deal with a real Grassmann algebra, while the different
complex structure with hermitean SM can be employed for
establishing a unitary time evolution.
III. GEOMETRY
The action (2), (16) or (24) has all required symmetries
for a quantum field theory of gravity. The geometric con-
tent is not very apparent, however, in this formulation. In
this section we will discuss collective bosonic fields whose
expectation values correspond to usual geometric objects
as the vierbein or metric. We will express the action in
terms of such fields.
1. Vierbein bilinear
The action of spinor gravity has the symmetries of a the-
ory for gravity, namely invariance under diffeomorphisms
and local Lorentz transformations. One may therefore ex-
pect that a geometrical formulation in terms of a vierbein
and metric should be possible. Indeed, the vierbein may
appear as the expectation value of a suitable fermion bilin-
ear. Bilinears of the type
(E˜m1,µ)
ab = ϕaα(C1γ
m
M )αβ∂µϕ
b
β = −∂µϕbα(C1γmM )αβϕaβ
(29)
transform as a vector under general coordinate transfor-
mations and as a vector under global SO(4,C) variations
(5) of ϕ, i.e. for ǫmn independent of x,
δ(E˜m1,µ)
ab = −(E˜n1,µ)abǫ(M)np ηpm. (30)
The same holds for E˜m2,µ for which we replace C1 → C2
in eq. (29). In this case the sign of the second term in
eq. (29) is positive. The antisymmetric invariant 4 × 4-
matrices C1 and C2 are displayed explicitly in app. A. Un-
der local generalized Lorentz transformation the vierbein
bilinear acquires an inhomogeneous piece that we discuss
in appendix C.
A candidate for a vierbein can be obtained by a suitable
contraction with a 2× 2 matrix V ab,
E˜mµ = V
ab(E˜m1,µ)
ab. (31)
We observe that for antisymmetric V ab = −V ba the vier-
bein is the derivative of a vector
E˜mµ =
1
2
∂µ(ϕ
aC1γ
m
Mϕ
bVab), (32)
while for symmetric V ab = V ba one has
E˜mµ = ϕ
aC1γ
m
M∂µϕ
bV ab
= −∂µϕaC1γmMϕbV ab. (33)
Further objects V ab(E˜m2,µ)
ab with the transformation prop-
erty of a vierbein can be found by replacing C1 → C2 =
C1γ¯. In this case a symmetric V leads to the derivative of
a vector.
We conclude that for real ǫ(M) the vierbein bilinear E˜mµ
has almost the transformation properties of the vierbein
in general relativity with a Minkowski signature. The
only difference concerns the inhomogeneous piece for lo-
cal Lorentz transformations. It is also not clear at this
stage which one of the possible candidates for E˜mµ should
be selected.
2. Absence of cosmological constant invariant
We next investigate if the action (16) can be written in
terms of a suitable vierbein bilinear E˜mµ and its deriva-
tives, plus suitable collective bosonic fields that transform
as scalars under diffeomorphisms and global Lorentz trans-
formations. We will see that this is indeed the case.
One may first ask if an invariant action of the type (2)
can be written in the intuitive form
S = α
∫
d4xW det(E˜mµ ) + c.c., (34)
with E˜mµ given by eqs. (29), (31) for some particular choice
of Vab, or by similar expressions with C2 instead of C1.
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dex µ and second index m. The invariant W must in-
volve two Weyl spinors ϕ+ and two Weyl spinors ϕ−. The
invariance of the action (34) under diffeomorphisms and
SO(4C) transformations would be particularly transpar-
ent in this language. The transformation (30) implies the
invariance of S under global Lorentz transformations in a
simple way. With respect to diffeomorphisms the determi-
nant E˜ = det(E˜mµ ) has the same transformation properties
as the determinant of the vierbein in general relativity. The
latter equals the usual volume factor
√
g = | det(gµν)|1/2,
and we recover the general coordinate invariance of the ac-
tion (34). One may callW det E˜mµ a “cosmological constant
invariant” due to its resemblance to a cosmological con-
stant in standard general relativity for 〈W 〉 =const. How-
ever, we show in appendix D that such a “cosmological
constant invariant” is not possible in the present formula-
tion of spinor gravity.
This observation may have interesting consequences for
the issue of a cosmological constant. For ∆〈E˜mµ 〉 = emµ a
term in the effective action ∆−4〈W 〉det emµ could be as-
sociated with a cosmological constant 〈W 〉/∆4. Earlier
proposals for spinor gravity [6, 7] or similar theories [9–11]
have based the action on a “cosmological constant invari-
ant” (with W = 1). The absence of such an invariant in
the present formulation is a distinctive feature. An expres-
sion of the action (16) in terms of the vierbein bilinears
E˜mµ must involve derivatives of those bilinears.
3. Flavored vierbein
Besides the inhomogeneous transformation property un-
der local generalized Lorentz transformations a second im-
portant difference between the vierbein bilinears and the
usual vierbein concerns the nontrivial transformation of
E˜mµ with respect to gauge transformations. We will discuss
in the next section that the action (16) is invariant under
chiral gauge transformations SU(2,C)L×SU(2,C)R. Here
the first factor SU(2,C)L acts on the indices of the Weyl
spinor ϕ+, while the second factor SU(2,C)R acts on ϕ−.
Since the vierbein bilinear involves one Weyl spinor ϕ+ and
one Weyl spinor ϕ− it transforms in the (2, 2) representa-
tion of this gauge group. The non-trivial transformation of
geometrical objects under gauge transformations is a novel
feature of our approach. Possible interesting observational
consequences of this new type of “gauge-gravity unifica-
tion” will be postponed to future investigations. We only
describe here some features that will be needed later in this
work. We also discuss in appendix E some other collective
fields which show this entanglement between geometrical
and gauge aspects.
With respect to the vectorlike gauge transformations
SU(2,C)F which consist of the diagonal subgroup of
SU(2,C)L × SU(2,C)R the vierbein bilinears transform
as singlets and three component vectors. The singlet that
is not a pure derivative is given by
E¯m2,µ = ϕ
a(τ2)
abC2γ
m
M∂µϕ
b
= −∂µϕa(τ2)abC2γmMϕb, (35)
where we observe that the matrices (C2γ
m
M )αβ are antisym-
metric, cf. app. A.
The vector with respect to SU(2,C)F which is not a
total derivative involves the matrix C1,
E¯m1(k)µ = ϕ
a(τ2τk)
abC1γ
m
M∂µϕb. (36)
Now the matrices C1γ
m
M are symmetric, cf. app. A, and
also (τ2τk) are symmetric 2× 2 matrices. The three “com-
ponents” of E1 labeled by (k) transform indeed as a vector
with respect to the gauge symmetry SU(2,C)F .
Objects with the transformation properties of the vier-
bein under diffeomorphisms and Lorentz rotations, but also
transforming non-trivially with respect to gauge symme-
tries acting on flavor, may be called “flavored vierbeins”.
Such objects are not common in usual formulations of gen-
eral relativity. They give a first glance on a more intrinsic
unification of gravity and gauge symmetries that may be
realized in our scenario. Any nonzero expectation value
〈E¯m1(k)µ〉 would lead to spontaneous breaking of the gauge
symmetry.
4. Dimension of vierbein
A third difference between E˜mµ and the usual vierbein
does not concern the transformation property, but rather
the dimension. In fact, the spinors ϕ are dimensionless,
such that the presence of a derivative in eq. (29) implies
that E˜mµ has dimension of mass or inverse length. The
discrete formulation in sect. V will introduce the lattice
distance ∆ with dimension of length. One may therefore
consider the dimensionless vierbein bilinears
e˜m1(k)µ = ∆E¯
m
1(k)µ , e˜
m
2,µ = ∆E¯
m
2,µ. (37)
Other dimensionless fields transforming as scalars with
respect to general coordinate transformations and vectors
with respect to global generalized Lorentz transformations
are
A¯m = ϕa(τ2)
abC1γ
m
Mϕ
b (38)
and
S¯m(k) = ϕ
a(τ2τk)
abC2γ
m
Mϕ
b. (39)
These objects transform as scalars or vectors with respect
to the vectorlike gauge transformation of SU(2,C)F . With
respect to SU(2,C)L×SU(2,C)R they belong again to the
representation (2, 2), similar to e˜m2,µ and e˜
m
1(k)µ.
The inhomogeneous part of the Lorentz transformation
(9) mixes the bilinears e˜m1(k)µ, S¯
m
(k) and e˜
m
2,µ, A¯
m, cf. app.
C,
δinhe˜
m
2,µ =
1
2
∆∂µǫ˜
(M)m
n A¯
n,
δinhe˜
m
1(k)µ =
1
2
∆∂µǫ˜
(M)m
n S¯
n
(k). (40)
One observes that this inhomogeneous part vanishes in the
limit ∆ → 0. We will discuss this important property
in more detail later. If the inhomogeneous part can be
neglected the expectation values 〈e˜m2,µ〉 and 〈e˜m1(k)µ〉 have
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vierbein in Cartan’s formulation [18] of general relativity.
5. Connection bilinear
We will now proceed to an expression of the action (16)
in terms of the vierbein bilinears e˜m2,µ and e˜
m
1(k)µ
. For this
purpose we will introduce a collective field related to the
spin connection. More generally, the expectation values
of suitable bosonic collective fields can be used to define
geometrical objects transforming as vierbein, metric, spin
connection, curvature, tensor etc.. If we can find geomet-
ric fields with the standard transformation properties, they
can be used to construct diffeomorphism and Lorentz in-
variant objects in the standard way. One only has to verify
that such objects do not vanish identically due to the Pauli
principle for spinors. We will see, however, that not all
standard geometrical objects can be implemented in this
way. In particular, the inverse vierbein cannot be obtained
as a polynomial of spinors.
We define “spin connection bilinears” by
Ω˜m2,µν = −
1
2
(∂µe˜
m
2,ν − ∂ν e˜m2,µ),
Ω˜m1(j)µν = −
1
2
(∂µe˜
m
1(j)ν − ∂ν e˜m1(j)µ). (41)
The transformations properties of these objects and their
relation to the usual spin connection are discussed in ap-
pendix F. There we also show that in terms of those bilin-
ears the action (16) can be written as
S =
α
16 · 242∆2
∫
d4xǫµ1µ2µ3µ4ηmnH
+
k H
+
k H
−
l H
−
l
{Ω˜m2,µ1µ2Ω˜n2,µ3µ4 − Ω˜m1(j)µ1µ2Ω˜n1(j)µ3µ4}+ c.c.. (42)
This is obtained by a suitable reordering of the Grassmann
variables.
The expression (42) involves first derivatives of the vier-
bein, with the structure
D¯ =
1
16
ǫµνρσΩµν
pΩρσp. (43)
From the transformation properties in app. F, eq. (F.8),
one finds that D¯ is not invariant under local Lorentz trans-
formations
δD¯ =
1
16
ǫµνρσ∂µ(eν
meρ
n)∂σǫ
(M)
mn . (44)
Nevertheless, the action is invariant under local SO(4,C)
transformations due to the Pauli principle. (Recall that
also D in eq. (14) transforms inhomogeneously under lo-
cal SO(4,C).) The structure D¯ can be written as a total
derivative
D¯ =
1
16
∂µ(eν
p∂ρeσ
q)ηpqǫ
µνρσ, (45)
and the action can therefore also be written with a deriva-
tive ∂µ acting on H .
Other forms of the action can be obtained by further
reordering of the Grassmann variables. For example, we
may use
A(8) =
1
192
H+k H
−
k H
+
l H
−
l , (46)
which follows from squaring the relation
H+k H
−
k = 8{ϕ1+1ϕ1+2ϕ2−1ϕ2−2 + ϕ2+1ϕ2+2ϕ1−1ϕ1−2}
− 4{ϕ1+1ϕ2+2ϕ1−1ϕ2−2 + ϕ1+1ϕ2+2ϕ2−1ϕ1−2
+ϕ2+1ϕ
1
+2ϕ
1
−1ϕ
2
−2 + ϕ
2
+1ϕ
1
+2ϕ
2
−1ϕ
1
−2}.(47)
A reordering can now be performed in the factor
H+k H
−
k D
+
µνD
−
ρσ.
6. Inverse vierbein
What is not available on the level of multi-fermion fields
is the inverse vierbein. Any given choice of the vierbein bi-
linear E˜mµ (given choice of Vab) is an element of the Grass-
mann algebra. Inverse elements are not defined, however,
for a Grassmann algebra. Nevertheless, with
E˜ = det(E˜mµ ) (48)
=
1
24
ǫµ1µ2µ3µ4ǫm1m2m3m4E˜
m1
µ1 E˜
m2
µ2 E˜
m3
µ3 E˜
m4
µ4 ,
we can define an object that transforms as the product of
the inverse vierbein with the determinant of the vierbein
I˜µm =
1
6
ǫµ1µ2µ3µ4ǫm1m2m3m4E˜
m2
µ2 E˜
m3
µ3 E˜
m4
µ4 , (49)
=̂ E˜E˜m
µ.
It obeys
I˜µmE˜
n
µ = E˜δ
n
m , I˜
µ
mE˜
m
ν = E˜δ
µ
ν , (50)
where we recall that E˜−1 is not defined.
Similarly, the antisymmetrized product of two inverse
vierbeins, multiplied by E˜, can be defined as
I˜µνmn =
1
2
ǫµνµ3µ4ǫmnm3m4E˜
m3
µ3 E˜
m4
µ4
=̂ E˜(E˜m
µE˜n
ν − E˜mνE˜nµ). (51)
It obeys
I˜µνmnE˜
p
ν = I˜
µ
mδ
p
n − I˜µnδpm,
I˜µνmnE˜
n
ρ = I˜
µ
mδ
ν
ρ − I˜νmδµρ . (52)
One also has
1
6
ǫµνρσǫmnpqE˜
q
σ =̂ E˜Aˆ{E˜mµE˜nνE˜pρ}, (53)
where Aˆ stands for total antisymmetrization in the indices
(mnp), or equivalently, in (µνρ).
97. Metric collective field
On the level of the metric we can define an invariant
under local Lorentz transformations by use of the scalars
H±k in eq. (21),
g˜µν =
2
3
∆2(∂µH
+
k ∂νH
−
k + ∂µH
−
k ∂νH
+
k ). (54)
This object involves four spinors and transform as a second
rank symmetric tensor under general coordinate transfor-
mations. We may identify its expectation value with the
metric
gµν =
1
2
(〈g˜µν〉+ 〈g˜µν〉∗). (55)
We note, however, the particularity that g˜µν is a singlet
with respect to global vectorlike gauge transformations
SU(2,C)F , while δg˜µν acquires an inhomogeneous term for
local gauge transformations. Furthermore, for the chiral
gauge group SU(2,C)L × SU(2,C)R the metric collective
field g˜µν is not a representation. (It is an element of the
(3, 3) representation.) Any nonvanishing metric therefore
breaks this gauge symmetry.
One can express the collective metric field (55) in terms
of vierbein bilinears as
g˜µν = ηmn{e˜m2,µe˜n2,ν +
1
3
e˜m1(k)µe˜
n
1(k)ν
−∆
2
4
∂µA¯
m∂νA¯
n − ∆
2
12
∂µS¯
m
(k)∂ν S¯
n
(k)}. (56)
This can be verified by a reordering of Grassmann variables
and recombination to bilinears in the expression
g˜µν = −8
3
∆2{∂µϕa+αϕb+β∂νϕc−γϕd−δ
×(τ2)αβ(τ2)γδ(τ2τk)ab(τ2τk)cd + µ↔ ν}. (57)
For ∆→ 0 the last two terms in eq. (56) can be neglected.
If we associate, for example, the vierbein with e˜m2,µ we ob-
serve a relation between the collective metric and the vier-
bein bilinear similar to the usual one between metric and
vierbein.
8. Emergent geometry
The task of determining the geometry for our model of
spinor gravity consists in evaluating the metric as the ex-
pectation value (55). We should do so in the presence of
appropriate sources for the collective field, in order to ac-
count for the response of the metric to an energy momen-
tum tensor. The formalism of this program involves the
quantum effective action Γ[gµν ] for the metric. In the reg-
ularized proposal for quantum gravity that we present in
sect. V all steps for the definition of the effective action are
mathematically well defined. We do not aim in this paper
for a computation of Γ, but rather present here shortly its
definition in a continuum language.
We first introduce sources T˜ µν(x) for the collective field
g˜µν(x). The partition function (3) becomes then a func-
tional of the sources
Z[T˜ ] =
∫
D exp{−S + 1
2
∫
x
(
g˜µν(x) + g˜
∗
µν(x)
)
T˜ µν}. (58)
The metric obtains then by a functional derivative with
respect to the sources
gµν(x) =
δW [T˜ ]
δT˜ µν(x)
, W (T˜ ) = lnZ[T˜ ]. (59)
The quantum effective action is defined by a Legendre
transform
Γ[gµν ] = −W +
∫
x
gµν(x)T˜
µν(x). (60)
The metric obeys the exact field equation
δΓ
δgµν(x)
= T˜ µν(x). (61)
We recognize the relation between the source T˜ µν and the
energy momentum tensor T µν
T˜ µν =
1
2
√
gT µν , g = | det gµν |. (62)
The effective action is diffeomorphism symmetric. This
is a consequence of lattice diffeomorphism invariance of the
lattice action, as discussed in ref. [13] and briefly in sect.
VIII. Diffeomorphism symmetry constitutes a strong re-
striction for the possible form of the effective action. Re-
alistic gravity can be obtained if Γ admits a derivative ex-
pansion for metrics with a long wavelength, for example
compared to ∆. In this case the leading terms are a cos-
mological constant (no derivatives) and an Einstein-Hilbert
term involving the curvature scalar (two derivatives). (The
coefficients of both terms may depend on other fields as, for
example, scalar fields.) If the cosmological constant term
is small enough one would find the usual geometric setting
for a massless graviton. It remains to be seen if the effec-
tive action for the metric can be computed in a satisfactory
approximation by using suitable methods, for example the
Schwinger-Dyson equation employed in ref. [8].
IV. SYMMETRIES
Symmetries consist in transformations of the Grassmann
variables ψaγ(x) → ψ′aγ (x) that leave the action and the
functional measure invariant. We note that symmetry
transformations do not involve a complex conjugation of
parameters or other coefficients in the action, in contrast
to hermitean conjugation or complex conjugation. Not
all symmetries must be compatible with a given complex
structure.
Besides the generalized Lorentz transformations
SO(4,C) the action (16) is also invariant under continu-
ous gauge transformations. By the same argument as for
local SO(4,C) symmetry, any global continuous symmetry
of the action is also a local symmetry due to the Pauli
principle.
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1. Vectorlike gauge symmetry and electric charge
The vectorlike gauge symmetry SU(2,C)F transforms
δϕaα(x) =
i
2
α˜k(x)(τk)
abϕbα(x), (63)
with three complex parameters α˜k. For real α˜k these are
standard gauge transformations with compact gauge group
SU(2). The basic spinors ϕ transform as a doublet, and the
left- and right-handed Weyl spinors ϕ+ and ϕ− have the
same transformation property with respect to this gauge
group. The spinors are therefore in a vectorlike represen-
tation, similar to quarks with respect to the color group
SU(3)C , but different from the chiral representation of
quarks and leptons in the standard model of electroweak
interaction. We do not aim in this paper for realistic gauge
symmetries of the standard model and are rather inter-
ested in a consistent theory of gravity which is as simple
as possible.
As one possibility one may identify the third component
of the isospin with electric charge
Q = 2I3 = τ3, (64)
where τ3 acts in flavor space. Then our model describes
one Dirac spinor ϕ1α with charge Q = 1, and another Dirac
spinor ϕ2α with charge Q = −1. At the present stage these
are distinguished fermions. We will discuss elsewhere the
possibility to associate ϕ2 with the antiparticle of ϕ1. In
this case the two Dirac spinors are no longer independent
and our model describes an electron, and its antiparticle,
the positron. Here we concentrate, however, on the setting
where the antiparticle of ϕ1 differs from ϕ2.
2. Axial U(1)-symmetry
Let us next turn to further global continuous symmetries
that leave the action invariant. A global phase rotation of
ϕ is not a symmetry. We may, however, decompose ϕ into
irreducible representations of SO(4,C) and use different
phase rotations for the different representations. Since the
action contains an equal number of Weyl spinors ϕ+ and
ϕ− it is invariant under global chiral U(1)A transforma-
tions
ϕ+ → eiαϕ+ , ϕ− → e−iαϕ−. (65)
We can express E˜mµ in terms of the Weyl spinors ϕ± as
E˜mµ = ϕ+V C+γ
m
M∂µϕ− ± ϕ−V C−γmM∂µϕ+, (66)
where the + sign applies for C = C1, and the − sign for
C = C2, C2 = C1γ¯. We employ here the matrices
C± =
1
2
(1± γ¯)C1 (67)
defined in app. A. We observe that the relations
{γ¯, γmM} = 0 , Cγ¯ = γ¯TC (68)
hold both for C1 and C2 independently of the particular
representation of the Dirac matrices. (For details cf. ref.
[17].) The global chiral U(1) symmetry (65) leaves E˜mµ
invariant.
A transformation which is compatible with the complex
structure has to obey (for real α)
ϕ→ exp(iαγ¯)ϕ , ϕ∗ → exp(−iαγ¯∗)ϕ∗. (69)
Defining
ϕ∗± =
1
2
(1 ± γ¯∗)ϕ∗ (70)
yields
ϕ∗+ → e−iαϕ∗+ , ϕ∗− = eiαϕ∗−, (71)
and
(E˜mµ )
∗ = ϕ∗+V
∗C∗+γ
m∗
M ∂µϕ
∗
− ± ϕ∗−V ∗C∗−γm∗M ∂µϕ∗+ (72)
is invariant. We can extend this axial symmetry to
U(1,C)A by using complex parameters α. Invariance un-
der this symmetry holds for all expressions containing an
equal number of factors ϕ+ and ϕ−.
3. Chiral SU(2)L × SU(2)R gauge symmetry
The gauge symmetries SU(2)F × U(1)A leave the vier-
bein bilinear (35) invariant. They are, however, not the
only gauge symmetries of the action (16). We rather can
extend the symmetry SU(2,C)F to a chiral gauge sym-
metry SU(2,C)L × SU(2,C)R, where the first factor acts
only on the Weyl spinors ϕ+, while the second acts only on
ϕ−. Altogether, we have four SU(2,C) factors, and with
respect to G = SU(2,C)+ × SU(2,C)− × SU(2,C)L ×
SU(2,C)R the Weyl spinors ϕ+ and ϕ− transform as
(2, 1, 2, 1) and (1, 2, 1, 2), respectively.
In order to establish the extended chiral SU(2,C)L ×
SU(2,C)R symmetry we write the invariant D in eq. (14)
in the form (18). Here
D+µ1µ2 = −∂µ1ϕb1β1(C+)β1β2(τ2)b1b2∂µ2ϕb2β2 (73)
involves only the Weyl spinor ϕ+ and is invariant under
the transformation SU(2,C)L,
δLϕ
a
α =
i
4
α˜L,k(τk)
ab(1 + γ¯)αβϕ
b
β . (74)
Similarly
D−µ1µ2 = ∂µ1ϕ
b1
β1
(C−)β1β2(τ2)
b1b2∂µ2ϕ
b2
β2
(75)
involves only ϕ− and is invariant under SU(2,C)R, with
δRϕ
a
α =
i
4
α˜R,k(τk)
ab(1 − γ¯)αβϕbβ . (76)
Thus D is invariant under SU(2,C)L × SU(2,C)R. (The
vectorlike subgroup SU(2,C)F obtains for α˜L,k = α˜R,k =
α˜k. We note that the total symmetrization in the indices
(η1 . . . η4) in eqs. (14), (13) results automatically from the
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permutation properties of Grassmann variables.) Similarly,
we write the invariant A(8) in eq. (15) as
A(8) = A+A−,
A+ =
1
4
(
ϕa1(τ2)
abϕb1
)(
ϕc2(τ2)
cdϕd2
)
,
A− =
1
4
(
ϕa3(τ2)
abϕb3
)(
ϕc4(τ2)
cdϕd4
)
. (77)
The factor A+ involves only the Weyl spinor ϕ+ and is in-
variant under SU(2,C)L, while A
− involves ϕ− and is a
singlet of SU(2,C)R. Thus A
(8) is invariant under global
SU(2,C)L×SU(2,C)R transformations. Since all inhomo-
geneous pieces of local symmetry transformations vanish
due to the Pauli principle, the action (16) exhibits a local
SU(2,C)L × SU(2,C)R gauge symmetry. The compact
part for real α˜L,R corresponds to the chiral gauge group
SU(2)L × SU(2)R.
The vierbein bilinear (35) is not invariant under chiral
SU(2,C)L×SU(2,C)R transformations. We may consider
(E˜m±,µ)
ab = ϕaC±γ
m
M∂µϕ
b (78)
which transforms in the (2, 2) representation of
SU(2,C)L × SU(2,C)R. Any expectation value 〈E˜mµ 〉
will lead to spontaneous symmetry breaking of the chiral
gauge symmetry.
4. Extended generalized Lorentz symmetry
SO(8,C)
The generalized Lorentz transformations SO(4,C) and
the chiral gauge transformations SU(2,C)L × SU(2,C)R
are subgroups of an extended group SO(8,C) which unifies
the Lorentz transformations and the gauge transformations
into a common group. The eight complex spinors ϕaα trans-
form as a vector with respect to SO(8,C). With respect
to the subgroup SO(4,C)+ × SO(4,C)− it decomposes as
8→ (4, 1) + (1, 4) (79)
with (4, 1) and (1, 4) decomposing as (2, 2, 1, 1) and
(1, 1, 2, 2) under SU(2,C)+ × SU(2,C)L × SU(2,C)− ×
SU(2,C)R. The totally antisymmetric combination of
eight spinors A(8) is invariant under SO(8,C). Thus the
action is invariant under local SO(8,C)-transformations if
we can replace D in eq. (16) by an invariant D′ which is
invariant under global SO(8,C)-transformations.
Indeed, the totally symmetric product of four vectors
contains a singlet. The corresponding invariant tensor
reads, with η = 1 . . . 8,
Tη1η2η3η4 = Sˆ{δη1η2δη3η4}, (80)
where Sˆ{} denotes total symmetrization over all four in-
dices. Replacing L by T in eq. (14) yields a global invariant
D′ with all required properties. The corresponding action,
with D replaced by D′ in eq. (16) is manifestly SO(8,C)
invariant and therefore also invariant under the subgroup
SO(4,C) × SU(2,C)L × SU(2,C)R. In the present pa-
per we will not consider this interesting possible exten-
sion of our model and stick to the action (16) which is not
SO(8,C) symmetric.
5. Discrete symmetries
Discrete symmetries are a useful tool to characterize the
properties of the model. Simple symmetries of the action
(16) are Z12 phase-transformations or multiplications with
γ¯, or γ0 e.g.
ϕ→ exp(2πin/12)ϕ , ϕ→ γ¯ϕ , ϕ→ γ0ϕ. (81)
We observe that the transformations ϕ→ iϕ and ϕ→ γ¯ϕ
change the sign of all E˜mµ . On the other hand, all trans-
formations ϕ → Aϕ with ATV CγmA = V Cγm leave E˜mµ
invariant. If {A, γ¯} = 0 the role of ϕ+ and ϕ− in eq. (66)
are interchanged. In our conventions the transformation
ϕ(x)→ γ0ϕ(x). (82)
corresponds to the exchange of the two Weyl spinors ϕ+ ↔
ϕ−. With (γ
0)TC2γ
mγ0 = C2γ
0γmγ0 this transformation
changes the sign of E˜kµ for k 6= 0, while E˜0µ is left invariant.
(This holds for E˜mµ constructed with C2 as in eq. (35),
while using C1 results in an overall additional minus sign.)
Thus E˜ = det(E˜mµ ) changes sign under this transformation,
and any invariant action in the form (34) would have to
involve a scalarW that is odd under ϕ→ γ0ϕ, as discussed
in sect. III.
Discrete flavor symmetries include
ϕa → (τ3)abϕb. (83)
This amounts to ϕ2 → −ϕ2, with ϕ1 invariant. Since S
contains six factors ϕ2 it is invariant under this flavor re-
flection. With respect to this transformation the vierbeins
obey E¯m2,µ → −E¯m2,µ , E¯m1(3)µ → −E¯m1(3)µ, while E¯m1(1)µ and
E¯m1(2)µ are invariant. Identifying any one of those with the
vierbein E˜mµ one finds that E˜ = det(E˜
m
µ ) is invariant. An-
other flavor reflection is
ϕa → (τ1)abϕb, (84)
which amounts to an exchange ϕ1 ↔ ϕ2. The factors A+
and A− in eq. (20) are invariant. Since τ1τ2τ1 = −τ1 the
invariants S± in eq. (A.1) both change sign, such that L
in eq. (13) is invariant. Correspondingly, this transfor-
mation maps D±µν → −D±µν , D → D in eqs. (A.21), (18).
The action is invariant. Under the transformation (84) the
possible vierbeins transform as E¯m2,µ → −E¯m2,µ , E¯m1(1)µ →
−E¯m1(1)µ, while E¯m1(2)µ and E¯m1(3)µ are invariant. Again E˜ is
invariant.
The reflection of the three space coordinates
ψaγ(x)→ ψaγ(Px) , P (x0, x1, x2, x3) = (x0,−x1,−x2,−x3),
(85)
changes the sign of the action. If this transformation is
accompanied by any other discrete transformation which
inverts the sign of S the combined transformation amounts
to a type of parity symmetry. As an example, we may
consider the transformation,
ϕ1(x)→ γ0ϕ1(x) , ϕ2(x)→ γ0γ¯ϕ2(x). (86)
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This results in S → −S. Many other discrete transfor-
mations changing the sign of S exist, as ϕ2 → γ¯ϕ2 which
corresponds to ϕ2− → −ϕ2−, with ϕ1±, ϕ2+ invariant. Par-
ity transformations can be constructed by combining the
transformations (85) and (86), together with some trans-
formation that leaves S invariant. For example, the trans-
formation
ϕ1(x)→ γ0M γ¯ϕ1(Px) , ϕ2(x)→ γ0Mϕ2(Px) (87)
leaves the action invariant.
Time reflection symmetry can be obtained in a similar
way by combining ψaγ(x)→ ψaγ(−Px) with a suitable trans-
formation that changes the sign of S, as for eq. (82). Re-
flections of an even number of coordinates, including the
simultaneous space and time reflections, ψaγ(x)→ ψaγ(−x),
leave the action invariant.
V. DISCRETIZATION
In this section we formulate a regularized version of the
functional integral (3). For this purpose we will use a lat-
tice of space-time points. We recall that the action (16) is
invariant under SO(4) and SO(1, 3) transformations and
does not involve any metric. The regularization will there-
fore be valid simultaneously for a Minkowski and a eu-
clidean theory.
1. Spacetime lattice
Let us consider a four-dimensional hypercubic lattice
with lattice distance ∆. We distinguish between the “even
sublattice” of points yµ = y˜µ∆, y˜µ integer, Σµy˜
µ even,
and the “odd sublattice” zµ = z˜µ∆ , z˜µ integer, Σµz˜
µ
odd. The odd sublattice is considered as the fundamental
lattice, and we associate to each position zµ the 16 (“real”)
Grassmann variables ψaγ(z), or their complex counterpart
ϕaα(z). (We use here z instead of x in sect. II in order
to make the distinction to the continuum limit more vis-
ible.) For a finite number of lattice points the number of
Grassmann variables is finite and the regularized functional
integral is mathematically well defined. For example, this
can be realized by a periodic lattice with L lattice points on
a torus in each “direction” µ, such that the total number of
lattice points is NL = L
4/2. Alternatively, we could take
some finite number of lattice points Lt in some direction,
without imposing a periodicity constraint. The continuum
limit corresponds to NL → ∞ and is realized by keeping
fixed zµ with ∆→ 0.
We write the action as a sum over local terms or La-
grangians L(y˜),
S = α˜
∑
y˜
L(y˜) + c.c. (88)
Here y˜µ denotes a position on the even sublattice or “dual
lattice”. It has eight nearest neighbors on the fundamental
lattice, with unit distance from y˜. To each point y˜ we
associate a “cell” of those eight points x˜j(y˜), j = 1 . . . 8,
with z˜-coordinates given by
z˜µ
(
x˜j(y˜)
)
= y˜µ + V µj . (89)
The eight vectors Vj obey
V1 = (−1, 0, 0, 0) , V5 = (0, 0, 0, 1)
V2 = (0,−1, 0, 0) , V6 = (0, 0, 1, 0)
V3 = (0, 0,−1, 0) , V7 = (0, 1, 0, 0)
V4 = (0, 0, 0,−1) , V8 = (1, 0, 0, 0), (90)
and we indicate the positions x˜j in the z
0 − z1 plane and
the z2 − z3 plane, respectively in Fig. 1. The distance
x~
x~
x~
x~
x~
x~
x~
x~
1
2
3
4
5
6
z
z
z
z 1
2
3
0
∆
∆∆
∆
8
7
FIG. 1: Positions of x˜j . The center of the squares corresponds
to y˜.
between two neighboring x˜j is
√
2, and each point in the
cell has six nearest neighbors. There is further an “opposite
point” at distance 2, with pairs of opposite points given by
(x˜1, x˜8), (x˜2, x˜7), (x˜3, x˜6), (x˜4, x˜5).
The Lagrangian L(y˜) is given by a sum of “hyperloops”.
A hyperloop is a product of an even number of Grassmann
variables located at positions x˜j(y˜) within the cell at y˜.
In accordance with eq. (2) we will consider hyperloops
with twelve spinors. The reason for the name “hyperloop”
and the number twelve will become more apparent below.
In a certain sense the hyperloops are a four-dimensional
generalization of the plaquettes in lattice gauge theories.
2. Local SO(4,C symmetry
We want to preserve the local SO(4,C)-symmetry for
the lattice regularization of spinor gravity. We therefore
employ hyperloops that are invariant under local SO(4,C)
transformations.
Local SO(4,C) symmetry can be implemented by con-
structing the hyperloops as products of invariant bilinears
involving two spinors located at the same position x˜j(y˜),
H˜k±(x˜) = ϕaα(x˜)(C±)αβ(τ˜k)abϕbβ(x˜). (91)
Since the local SO(4,C) transformations (5) involve the
same ǫmn(x˜) for both spinors the six bilinears H˜k± are all
invariant. The three matrices
τ˜k = τ2τk (92)
are symmetric, such that C± ⊗ τ˜k is antisymmetric, as re-
quired by the Pauli principle.
An SO(4,C) invariant hyperloop can be written as a
product of six factors H˜(x˜j
(
y˜)
)
, with x˜j belonging to the
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hypercube y˜ and obeying eq. (89). We will take all six po-
sitions x˜j1 . . . x˜j6 to be different. Furthermore, we will take
three factors H˜+ and three factors H˜− in order to realize
the global symmetries of the continuum limit discussed in
sect. II. The values of k for the three factors H˜+ will be
taken all different, and similar for the three factors H˜−.
An invariant hyperloop is therefore fully specified by three
positions {j+} = (j1, j2, j3) for the bilinears H˜1+, H˜2+ and
H˜3+, and three positions {j−} = (j4, j5, j6) for the bilinears
H˜1−, H˜2− and H˜3−, such that
L(y˜) =
∑
{j+},{j−}
h{j+}{j−} (93)
× H˜1+(x˜j1 )H˜2+(x˜j2 )H˜3+(x˜j3 )H˜1−(x˜j4)H˜2−(x˜j5)H˜3−(x˜j6 ).
We recall that all jm can take the values 1 . . . 8 according
to eqs. (89), (90), and they are all different. This means
that for six out of the possible eight sites x˜j(y˜) a bilinear
H˜k+ or H˜k− is present. For a given term the bilinears are
absent only for two of the possible sites within a cell.
3. Lattice action
The lattice action is a sum of local terms L(y˜) for all
hypercubes y˜, where each L(y˜) is a combination of hyper-
loops. We consider a Lagrangian of the form
L(y˜) = 1
24
ǫµνρσF+µν(y˜)F−ρσ(y˜). (94)
Here we use the basic building blocks (no sums over µ, ν
here)
F±µν(y˜) =
1
12
ǫklmHk±µν(y˜)p±l,µ(y˜)p±m,ν(y˜), (95)
with
Hk±µν(y˜) =
1
4
{H˜k±(y˜ + vµ) + H˜k±(y˜ − vµ)
+H˜kk±(y˜ + vν) + H˜k±(y˜ − vν)} (96)
and
p±k,µ(y˜) = H˜k±(y˜ + vµ)− H˜k±(y˜ − vµ). (97)
We employ lattice vectors vµ with components (vµ)
ν =
δνµ. We show in appendix G that this action is invariant
under π/2-rotations in all lattice planes, and odd under the
reflection of a single coordinate, as well as under diagonal
reflections z˜µ ↔ z˜ν. Further details of the lattice geometry
can be found in appendix H.
Since all terms in L(y˜) are products of SO(4,C)-singlets
the lattice action is invariant under local generalized
Lorentz transformations. Furthermore, the contraction
with the invariant ǫklm in eq. (95) guarantees that F±µν
and therefore the action are invariant under global chiral
SU(2,C)L × SU(2,C)R gauge transformations. The local
gauge symmetry that is present in the continuum limit is
not realized on the lattice level since the factors H˜k± are
placed at different points of the cell. We discuss this issue
in app. G.
In the continuum limit we can associate
Hk±µν(y˜)→ H±k (y) , p±k,µ(y˜)→ 2∆∂µH±k (y). (98)
From eqs. (94), (95) we conclude that L(y˜) is proportional
to ∆4. On the other hand, for a computation of the action
we have to convert the sum over cells Σy into an integral
∆4
∑
y˜
=
1
2
∫
y
, (99)
where the factor 1/2 accounts for the fact that the positions
y˜ of the cells are placed only on the even sublattice of a
hypercubic lattice. The continuum action is independent
of ∆,
S =
α˜
432
ǫklmǫk
′l′m′ǫµνρσ (100)∫
y
H+k ∂µH
+
l ∂νH
+
mH
−
k′∂ρH
−
l′ ∂σH
−
m′ + c.c..
In this form the continuum action is a type of unusual
kinetic term for the scalar bilinears H±k which involves four
derivatives. The diffeomorphism symmetry is manifest by
the contraction of the derivatives with the ǫ-tensor.
In app. G we establish for the continuum limit the rela-
tion between F±µν in eq. (95) and F±µν in eq. (23),
F±µν(y˜)→ ±16i∆2F±µν(y), (101)
such that
S =
16
3
α˜
∫
y
ǫµ1µ2µ3µ4F+µ1µ2F
−
µ3µ4 + c.c (102)
This coincides with the continuum action (24), provided
we choose α˜ = 3α/16. At this stage we have established
three equivalent forms of the continuum action, given by
eqs. (24), (42) and (100). The form (100) makes the local
SO(4,C) symmetry manifest since H± is invariant.
VI. LINKS AND VIERBEIN ON THE LATTICE
In order to understand the appearance of geometrical
objects as the vierbein bilinear in the lattice formulation it
is useful to consider the building blocks L(y˜) of the action
from a different perspective. The local SO(4,C) symmetry
is manifest by the formulation in terms of invariant spinor
bilinears at every lattice site. Alternatively, one can group
the spinors into bilinears with the two spinors at neighbor-
ing lattice sites. These bilinears will show similarities to
the link variables in lattice gauge theories and will there-
fore be called links. In a geometrical view the links have
two endpoints. Under local transformations they trans-
form according to the spinors “sitting” at their endpoints.
We show in this section that the vierbein bilinear is closely
connected to appropriate links.
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1. Links
Links are bilinears involving two spinors at two differ-
ent sites x˜j1 (y˜) and x˜j2(y˜). Since both x˜j1 and x˜j2 belong
to the fundamental lattice, the distance between two near-
est neighbors is
√
2∆. We recall that not all pairs (j1, j2)
within a cell are nearest neighbors, for example x˜1 and x˜8
specify positions with distance 2∆. According to the pres-
ence of Weyl spinors ϕ+ and ϕ− we distinguish four types
of links labeled by (s1, s2),
L
(s1,s2)ab
(k)αβ (x˜j1 , x˜j2 ) =
(
1 + s1γ¯
2
ϕa(x˜j1 )
)
α
×
(
ϕc(x˜j2)C1
1 + s2γ¯
2
)
β
(τ˜k)
cb, (103)
with s1, s2 = ±1 or +,−. (The link L(++) involves two
Weyl spinors ϕ+, with C1(1 ± γ¯)/2 = C±). For each type
(s1, s2) we employ three links with different flavor struc-
ture, labeled by k.
We will consider hyperloops that can be written as closed
loops of six nearest neighbor links within a cell, with in-
dices contracted when two links join. Indeed, one has the
identity
L
(s1,s2)ab
(k)αβ (x˜j1 , x˜j2)L
(s2,s3)bc
(l)βγ (x˜j2 , x˜j3) =(
1 + s1γ¯
2
ϕa(x˜j1 )
)
α
H˜ks2(x˜j2 )
×
(
ϕd(x˜j3 )C1
1 + s3γ¯
2
)
γ
(τ˜l)
dc, (104)
while L(s1,s2)L(−s2,s3) = 0. This can be continued for
chains of links, such that a closed loop obeys
L
(s1,s2)a1a2
(k2)α1α2
(x˜j1 , x˜j2)L
(s2,s3)a2a3
(k3)α2α3
(x˜j2 , x˜j3) . . .
× . . . L(s6,s1)a6a1(k1)α6α1 (x˜j6 , x˜j1 )
= H˜k1s1 (x˜j1 )H˜k2s2 (x˜j2 ) . . . H˜k6s6 (x˜j6 ). (105)
In the sum (93) we only include hyperloops which can be
written in the form (135) - this explains the name. We
observe that hyperloops follow a similar construction prin-
ciple as the plaquettes in lattice gauge theory.
The lattice action (88), (94)-(97) can be written in the
form
L((y˜)) = sˆ{C˜(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6)}, (106)
where
C˜(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6) = 1
36
ǫklmǫpqr
×L+−k (x˜1, x˜3)L−+p (x˜3, x˜2)L+−l (x˜2, x˜4)
×L−+q (x˜4, x˜8)L+−m (x˜8, x˜6)L−+r (x˜6, x˜1) (107)
denotes a combination of hyperloops with positions given
by {j+} = (1, 2, 8) or (x˜1, x˜2, x˜8) and {j−} = (3, 4, 6) or
(x˜3, x˜4, x˜6). In eq. (107) we have suppressed the con-
tracted Dirac and flavor indices. The symmetrization op-
eration sˆ guarantees the proper behavior under rotations
and discrete symmetries and will be specified below. We
observe that L(y˜) indeed involves six Weyl spinors ϕ+ and
six Weyl spinors ϕ−. If we rewrite the loop according to
eq. (105) all invariant bilinears H˜k±(x˜j) occur for differ-
ent positions x˜j within the cell. (We have omitted the
specification x˜j(y˜).) The invariance under local SO(4,C)
transformations is guaranteed by construction.
The three locations x˜1, x˜2, x˜8 for the Weyl spinors ϕ+
define a rectangular triangle, with vectors
x˜2 − x˜1 = (1,−1, 0, 0)
x˜8 − x˜2 = (1, 1, 0, 0). (108)
(The vector x˜8 − x˜1 has length 2 such that x˜1 and x˜8 are
not nearest neighbors.) The same holds for the positions
x˜3, x˜4, x˜6 of the Weyl spinors ϕ−, with orthogonal vectors
x˜4 − x˜3 = (0, 0, 1,−1),
x˜6 − x˜4 = (0, 0, 1, 1). (109)
All four vectors x˜2 − x˜1, x˜8 − x˜2, x˜4 − x˜3 and x˜6 − x˜4 are
mutually orthogonal. They may be considered as the basis
vectors of a four dimensional space. The hyperloops in
eq. (107) can therefore be considered as a four-dimensional
objects.
We can write the expression (107) as a product of two
terms
C˜(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6) = C˜+(x˜1, x˜2, x˜8)C˜−(x˜3, x˜4, x˜6),
(110)
with
C˜±(x˜j1 , x˜j2 , x˜j3) =
1
6
ǫklmH˜k±(x˜j1)H˜l±(x˜j2)H˜m± (x˜j3 ). (111)
Both C˜+(x˜1, x˜2, x˜8) and C˜−(x˜3, x˜4, x˜6) can be considered as
two-dimensional objects, defining each a two-dimensional
plane. The two planes are orthogonal to each other. In
terms of links we can write
C˜+(x˜1, x˜2, x˜8)
=
1
6
ǫklmL++k (x˜1, x˜2)L
++
l (x˜2, x˜8)L
++
m (x˜8, x˜1),
C˜−(x˜3, x˜4, x˜6)
=
1
6
ǫklmL−−k (x˜3, x˜4)L
−−
l (x˜4, x˜6)L
−−
m (x˜6, x˜3).
(112)
We note that the expression (112) does not only contain
next-neighbor links.
The symmetrization in eq. (106) can be understood
most easily in terms of the quantities employed in app.
G. From eqs. (110) and (G.2) it is apparent that
C˜(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6) has the structure of a product of
the first term in F1,2,8,7+ with the first term in F3,4,6,5− . The
symmetrization sˆ in eq. (106) can therefore be performed
in two steps,
sˆ{C˜} = s{s¯{C˜}}. (113)
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The first part averages over the sixteen terms that are ob-
tained by π/2-rotations in the z0 − z1 plane and z2 − z3-
plane, e.g. exchanging (1, 2, 8) by (2, 8, 7) etc.. This yields,
cf. app. G,
s¯
{C˜(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6)} = F+01F−23 = F1,2,8,7+ F3,4,6,5− .
(114)
The second step averages over the remaining rotations and
is the same as in eq. (G.1), leading to eq. (G.7), and finally
to the lattice action (94).
Comparing the construction of L(y) in terms of links
with lattice gauge theories it becomes apparent why our
discretized version does not preserve the local gauge sym-
metries. Joining two links produces factors Hk±, which
are SO(4,C)-invariant, but not invariant under the gauge
transformations. Local gauge symmetry of the lattice for-
mulation can be achieved if Hk± is replaced by an object
that is invariant under gauge transformations. Within our
setting this is not compatible with local SO(4,C) trans-
formations. Indeed, one would need to replace τ˜k in eqs.
(91) and (103) by the invariant tensor τ˜0 = τ2. However,
τ˜0 is antisymmetric such that C± ⊗ τ˜0 is symmetric. Due
to the Pauli principle such a modification of H˜ vanishes,
and therefore the product of two links vanishes.
On the other hand, we could realize local SU(2,C)L ×
SU(2,C)R gauge symmetries by abandoning the general-
ized local Lorentz symmetry, for example replacing (C±)αβ
by the symmetric matrices (C±τk)αβ . Indeed, replacing in
eq. (91) C+ ⊗ τ2τk by C+τk ⊗ τ2 our model would be in-
variant under local SU(2,C)L×SU(2,C)R gauge transfor-
mations and global SO(4,C)-Lorentz rotations. To some
extent this issue resembles the setting of anomalies in gauge
theories. It is rather obvious that a simultaneous realiza-
tion of gauge symmetries and local Lorentz symmetry be-
comes possible for an extended flavor structure or in other
dimensions. It is sufficient that an anti-symmetric ten-
sor Aη1η2 exists which is invariant under both Lorentz and
gauge transformations. We emphasize that our construc-
tion can also be used for a formulation of local gauge the-
ories only in terms of spinors, without introducing gauge
fields. The issue of local Lorentz symmetry is not impor-
tant for this purpose, global Lorentz symmetry is sufficient.
2. Lattice vierbein bilinears
We define “lattice vierbein bilinears” by (τ˜0 = τ2, τ˜k =
τ2τk)
E¯m1(k)(x˜j1 , x˜j2 ) = ϕ(x˜j1 )C1γ
m
M ⊗ τ˜kϕ(x˜j2 ),
E¯m2 (x˜j1 , x˜j2 ) = ϕ(x˜j1 )C2γ
m
M ⊗ τ0ϕ(x˜j2 ). (115)
They involve spinors at two different points x˜j1 and x˜j2
of a cell y˜. The matrices C1γ
m
M ⊗ τ˜k and C2γmM ⊗ τ˜0 are
symmetric, cf. app. A, such that in the continuum limit the
leading contribution is a derivative. Using the definitions
(35)-(37) and (90) one obtains
E¯m1(k)(x˜j1 , x˜j2 ) → (V µj2 − V
µ
j1
)e˜m1(k)µ(y),
E¯m2 (x˜j1 , x˜j2 ) → (V µj2 − V
µ
j1
)e˜m2,µ(y). (116)
This establishes the direct connection between the lattice
vierbeins and the continuum vierbeins.
The lattice vierbein bilinears are linear combinations of
links. This algebraic relation is discussed in appendix I.
We show here only the expression of the links in terms of
the vierbein bilinears and the two scalars
S¯m(k)(x˜j1 , x˜j2 ) = ϕ(x˜j1 )C2γ
m
M ⊗ τ˜kϕ(x˜j2 ,
A¯m(x˜j1 , x˜j2 = ϕ(x˜j1 )C1γ
m
M ⊗ τ˜0ϕ(x˜j2 ). (117)
(Since C2γ
m
M ⊗ τ˜k and C1γmM ⊗ τ˜0 are antisymmetric ma-
trices, the continuum limit is given in leading order by the
scalars (38), (39), S¯mk (x˜j1 , x˜j2 ) → S¯mk (y), A¯m(x˜j1 , x˜j2) →
A¯m(y˜).) One finds the relation
L
(+−)ab
(k)αβ (x˜j1 , x˜j2 ) =
i
4
(τm)αβ(V
m
+k)
ba(x˜j2 , x˜j1), (118)
L
(−+)ab
(k)αβ (x˜j1 , x˜j2 ) = −
i
4
(τˆm)αβ(V
m
−k)
ba(x˜j2 , x˜j1),
with τˆm = (−τ0, τk) = (−1, τk), and
(V m±k)
ab =
1
2
(E¯m1(k) ∓ S¯m(k))δab
+
i
2
ǫklj(E¯
m
1(l) ∓ S¯m(l))(τ2τjτ2)ab
±1
2
(E¯m2 ∓ A¯m)(τ2τkτ2)ab. (119)
This algebraic relation between the links and the lattice
vierbein bilinears can be used in order to express the lat-
tice action in terms of the lattice vierbein bilinears. The
procedure is sketched in appendix J.
3. Local Lorentz transformation of lattice vierbein
The 32 bilinears E¯m1(k), E¯
m
2 , S¯
m
(k) and A¯
m are a complete
basis for bilinears within a cell which are formed from two
different Weyl spinors ϕ+ and ϕ−. Local Lorentz trans-
formations act within the space of these bilinears. Let us
consider the possibility of different transformation param-
eters ǫpq(x˜j1 ) and ǫpq(x˜j2 ) and define ǫ¯
(M)
pq and δ
(M)
pq by
ǫ(M)pq (x˜j1 ) = ǫ¯
(M)
pq (x˜j1 , x˜j2) + δ
(M)
pq (x˜j1 , x˜j2 ),
ǫ(M)pq (x˜j2 ) = ǫ¯
(M)
pq (x˜j1 , x˜j2)− δ(M)pq (x˜j1 , x˜j2 ). (120)
The generalized Lorentz transformation of the bilinear E¯m2
becomes
δE¯m2 (x˜j1 , x˜j2) = −E¯n2 (x˜j1 , x˜j2)ǫ¯(M)mn (x˜j1 , x˜j2)
−1
2
A¯n(x˜j1 , x˜j2 )ǫn
mpqδ(M)pq (x˜j1 , x˜j2 ), (121)
and similarly
δA¯m(x˜j1 , x˜j2) = −A¯n(x˜j1 , x˜j2 )ǫ¯(M)mn (x˜j1 , x˜j2)
−1
2
E¯n2 (x˜j1 , x˜j2)ǫn
mpqδ(M)pq (x˜j1 , x˜j2). (122)
Here the “Lorentz-indices”m,n, p, q are raised and lowered
with ηmn or ηmn. The same transformation law applies
for the pair E¯M1(k), S¯
m
(k) if we replace in eqs. (121), (122)
E¯2 → E¯1(k), A¯ → S¯(k). We may treat the transforma-
tions with ǫ¯
(M)
mn and δ¯
(M)
mn =
1
2ǫmn
pqδ
(M)
pq as independent
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symmetry transformations. The first acts on the bilin-
ears which are formed from spinors at x˜j1 and x˜j2 as a
global Lorentz-rotation. The second with parameter δ¯
(M)
mn
rotates, in addition, between E¯2 and A¯ and between E¯1(k)
and S¯(k). Thus the combinations (E¯
m
2 E¯
n
2 + A¯
mA¯n)ηmn
and (E¯m1(k)E¯
n
1(k) + S¯
m
(k)S¯
n
(k))ηmn are invariant under local
Lorentz transformations.
In the continuum limit we write
ǫ(M)pq (x˜j) = ǫ
(M)
pq (y) + ∆V
µ
j ∂µǫ
(M)
pq (y). (123)
The transformation (121) reads, with ǫ˜
(M)
mn =
1
2ǫmn
pqǫ
(M)
pq ,
δE¯
(m)
2 (x˜j1 , x˜j2 ) = −E¯n2 (x˜j1 , x˜j2 )ǫ(M)mn (y)
−1
2
∆(V µj1 − V
µ
j2
)A¯n(x˜j1 , x˜j2)∂µǫ˜
(M)m
n (y), (124)
and similar for the other transformations as eq. (122).
For fixed E¯2 and A¯ the inhomogeneous term ∼ ∂µǫ˜(M)mn
vanishes for ∆ → 0. This feature persists if we express
E¯m2 (x˜j1 , x˜j2) by its continuum limit in terms of the dimen-
sionless vierbein bilinear e˜m2,µ(y) according to eq. (116),
and similar A¯m(x˜j1 , x˜j2 ) → Am(y). Again, the inhomoge-
neous term vanishes for ∆→ 0,
δe˜m2,µ = −e˜n2,µǫ(M)mn +
1
2
∆An∂µǫ˜
(M)m
n . (125)
This situation is remarkable. While the inhomogeneous
term in the local Lorentz transformation of the bilinears
E˜m,ab2,µ or E¯
m
2,µ survives in the continuum limit and involves
the bilinear Am, it vanishes for e˜m2,µ due to the additional
factor ∆ in its definition (37). In turn, the inhomogeneous
term in the local Lorentz transformation of Am involves
∆e˜m2,µ = ∆
2E¯m2,µ and vanishes again in the continuum limit.
This suggests that the relevant vierbein bilinear for the
formulation of a geometry is actually e˜m2,µ or e˜
m
1(k)µ. This
quantity is dimensionless and transforms homogeneously
under Lorentz transformations in the continuum limit. We
observe that for the discrete formulation e˜m2,µ corresponds
to bilinears of the type E¯m2 and does not involve any factors
of ∆. A nonzero and finite expectation value for ∆→ 0,
〈e˜m2,µ〉 = emµ , (126)
or similar for e˜m1(k)µ, seems quite reasonable. For an ac-
tion formulated in terms of e˜mµ and A
m, Sm we observe the
presence of a factor ∆−4 which arises from Σy =
1
2∆
−4
∫
y.
It is an interesting question if this is canceled by a suf-
ficient number of derivatives acting of e˜mµ , A
m, Sm. For
dimensionless reason such derivatives always appear in the
combination ∆∂µ.
VII. LATTICE METRIC
In this section we construct a lattice metric. This is an
object whose continuum limit is a symmetric second rank
tensor with respect to general coordinate transformations.
It is a singlet under generalized Lorentz transformations
SO(4,C).
1. Lorentz-invariant lattice metric
Consider the SO(4,C)-invariant object
Gkl01(y˜) =
1
2
{(H˜k+(x˜8)− H˜k+(x˜1))(Hl−(x˜7)− H˜l−(x˜2))
+
(H˜k+(x˜7)− H˜k+(x˜2))(H˜l−(x˜8)− H˜l−(x˜1))}. (127)
All spinors are placed in the z0 − z1-plane of the cell, and
we indicate this plane as an index (01) of G. The reflection
z0 ↔ z1 leaves G invariant, Gkl10 = Gkl01, and the same
holds for the other diagonal reflection z0 ↔ −z1. On the
other hand, Gkl01 is odd under the reflections z
0 → −z0 or
z1 → −z1. Furthermore, Gkl01 changes sign under a π/2-
rotation in the z0−z1-plane. These are the transformation
properties of the 0, 1-component of a metric tensor. We
can easily generalize eq. (127) to the other planes in the
cell, defining the off-diagonal components Gµν , µ 6= ν. For
the diagonal components as Gkl00 we replace in eq. (127)
x˜7 → x˜8, x˜2 → x˜1. We can summarize this by writing
Gklµν =
1
2
{(H˜k+(y˜ + vµ)− H˜k+(y˜ − vµ)) (128)
×(H˜l−(y˜ + vν)− H˜l−(y˜ − vν))+ (µ↔ ν)},
with (vµ)
ν = δνµ, and we note
Gklµν = G
kl
νµ = G
lk
µν . (129)
In terms of lattice derivatives and the derivative-bilinear
Dk±µ in eq. (G.18) we can express G as
Gklµν = 8∆
2
{Dk+µDl−ν + (µ↔ ν)}. (130)
In the continuum limit (G.27) Gklµν becomes indeed a sec-
ond rank tensor with respect to general coordinate trans-
formations. Writing the continuum limit in the form
Gklµν → 2∆2(∂µHk+∂νH l− + ∂νHk+∂µH l−), (131)
the invariance under generalized Lorentz transformations
is particularly transparent. With respect to SU(2,C)F
flavor transformations Gklµν transforms as a singlet and a
five-component symmetric tensor, and we may concentrate
on the singlet
G¯µν =
1
3
∑
k
Gkkµν . (132)
(With respect to SU(2,C)L × SU(2,C)R-transformations
G¯µν is not invariant, however. Further Lorentz-singlets
transforming as second rank symmetric tensors under dif-
feomorphisms can be constructed by using one type of
Weyl spinors ϕ+ or ϕ−, e.g. replacing H− → H+ in
eq. (127). Then the contraction of the type (132) yields
SU(2,C)L×SU(2,C)R singlets.) We may identify the ex-
pectation value of G¯µν with the lattice metric,
gµν(y˜) =
1
2
〈G¯µν(y˜) + G¯∗µν(y˜)〉. (133)
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The continuum limit of G¯µν
G¯µν(y˜) =
1
6
{(H˜k+(y˜ + vµ)− H˜k+(y˜ − vµ))
×(H˜k−(y˜ + vν)− H˜k−(y˜ − vν))
+(µ↔ ν)
}
. (134)
coincides with g˜µν in eq. (54).
2. Lattice metric and vierbein
In general relativity the vierbein and the metric are re-
lated. A corresponding, but somewhat more complicated,
relation exists for the collective field G¯µν and the vierbein
bilinears. In order to establish this relation we reorder the
four spinors in the definition of G¯µν . Using identities of
the type (G.32) and
(τ˜k)
a1b1(τ˜k)
a2b2 = −3
2
(τ˜0)
a1a2(τ˜0)
b1b2 − 1
2
(τ˜k)
a1a2(τ˜k)
b1b2 ,
(135)
one obtains
G¯µν = − 1
24
(
3(τ˜0)
a1a2(τ˜0)
b1b2 + (τ˜k)
a1a2(τ˜k)
b1b2
)
{{[
ϕa1(y˜ + vµ)C+γ
mϕa2(y˜ + vν)
]
×[ϕb1(y˜ + vµ)C+γnϕb2(y˜ + vν)]δmn
−(vµ → −vµ)− (vν → −vν)
+(vµ → −vµ , vν → −vν)
}
+ (µ↔ ν)
}
. (136)
This can be expressed in terms of the bilinears (I.18) as
G¯µν =
1
2
− 1
48
ηmn
{[
E¯m1(k)E¯
n
1(k) + 3E¯
m
2 E¯
n
2 + S¯
m
(k)S¯
n
(k)
+3A¯mA¯n
]
(y˜ + vµ , y˜ + vν) (137)
−(vµ → −vµ)− (vν → −vν) + (vµ → −vµ, vν → −vν)
}
.
The bilinears E¯mi , S¯
m and A¯m all transform as vectors
under global SO(4,C)-transformations. The inhomoge-
neous part of the local SO(4,C)-transformations trans-
forms these objects into each other in a way such that G¯µν
remains invariant, cf. eqs. (121), (122).
It is interesting to consider the continuum limit
E¯mi (y˜ + vµ, y˜ + vν)→ ∆(E¯mi,ν(y˜)− E¯mi,µ(y˜)
)
,
S¯m(k)(y˜ + vµ, y˜ + vν)→ S¯m(k)(y˜) +
1
2
∆(∂µ + ∂ν)S¯
m
(k)(y˜)
+∆2S˜m(k)µν(y˜),
A¯m(y˜ + vµ, y˜ + vν)→ A¯m(y) + 1
2
∆(∂µ + ∂ν)A¯
m(y˜)
+∆2A˜mµν(y˜), (138)
with
S˜m(k)µν = ∂µϕC2γ
m
M ⊗ τ˜k∂νϕ,
A˜mµν = ∂µϕC1γ
m
M ⊗ τ˜0∂νϕ. (139)
Expanding G¯µν in terms of ∆ we note that the lowest order
terms ∼ S¯2, A¯2 drop out. Since vµ → −vµ corresponds to
∂µ → −∂µ there is also no term linear in ∆. The leading
term is quadratic in ∆,
G¯µν =
1
6
∆2ηmn
{
E¯m1(k)µE¯
n
1(k)ν + 3E¯
m
2,µE¯
n
2,ν
−1
4
∂µS¯
m
(k)∂ν S¯
n
(k) −
3
4
∂µA¯
m∂νA¯
n
−S¯m(k)S˜n(k)µν − 3A¯mA˜mµν
}
. (140)
The last two terms containing S˜ and A˜ can again be re-
ordered and one obtains
G¯µν = ∆
2ηmn
{
1
3
E¯m1(k)µE¯
n
1(k)ν + E¯
m
2,µE¯
n
2,ν
− 1
12
∂µS¯
m
(k)∂ν S¯
n
(k) −
1
4
∂µA¯
m∂νA¯
n
}
. (141)
This can also be obtained by performing a suitable reorder-
ing of Grassmann variables directly in the continuum limit
(131), cf. (56).
We may consider the case where we can approximate
〈E¯m2,µE¯n2,µ〉 ≈ 〈E¯m2,µ〉〈E¯n2,µ〉 and this contribution domi-
nates. Denoting
∆〈E¯m2,µ〉 = emµ , (142)
this yields the familiar relation between the metric and the
vierbein
〈G¯µν〉 ≈ ηmnemµ enν . (143)
The situation is similar if a different single vierbein dom-
inates. (Note that ∂µS¯
m, ∂µA¯
m also have the transforma-
tion property of a vierbein.) For real emµ we obtain a metric
with a Minkowski signature, whereas other signatures can
arise for complex emµ . The metric defining the geometry
may be chosen either as
g(1)µν =
1
2
ηmn(e
m
µ e
n
ν + e
m∗
µ e
n∗
ν ), (144)
or as
g(2)µν =
1
2
〈G¯µν + G¯∗µν〉. (145)
The two definitions only differ by higher correlation func-
tions for the spinors.
VIII. LATTICE ACTION AND
DIFFEOMORPHISM SYMMETRY
The diffeomorphism symmetry of the continuum action
can be rooted in particular properties of the lattice ac-
tion. In this section we discuss this lattice origin of the
invariance under general coordinate transformations. We
will describe “lattice diffeomorphism invariance” which be-
comes the usual diffeomorphism symmetry in the contin-
uum limit. Lattice diffeomorphism invariance is not a sym-
metry of the type discussed in sect. IV, i.e. it is not a pure
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transformation among Grassmann variables. It is rather
related to the redundancy that appears when a formula-
tion of the lattice action in terms of a continuous manifold
is chosen.
1. Lattice diffeomorphism invariance
Coordinates are used to parametrize some continuous
manifold. For a suitable given region of this manifold
we will choose coordinates xµ parametrizing a region in
R
4. We now place the lattice points, labeled by {z˜µ}, on
this manifold. This means that we associate a position
xµ
({z˜ν}) or x(z˜) to each lattice point. One particular pos-
sibility is the choice xµ = zµ = z˜∆, that we have employed
in sects. V-VII. In the present section we will consider now
much more general choices of positions. Instead of a reg-
ular lattice we will now consider rather arbitrary irregular
lattices. (This is somewhat reminiscent of random lattices.
We consider, however, one given lattice and do not take
averages over different lattices.)
Lattice derivatives are defined in terms of the positions
of the lattice points on the manifold x(z˜). In turn, the
lattice action can be expressed in terms of lattice deriva-
tives and average quantities within cells y˜ whose position
on the manifold is some conveniently defined x(y˜). Then
the action is given as
S =
∑
y˜
Lˆ(y˜), (146)
with Lˆ(y˜) an element of the Grassmann algebra generated
by variables ϕ(y˜) , ∂ˆµϕ(y˜) , ∂ˆµ∂ˆνϕ(y˜), etc. (More gener-
ally, if ϕ is not necessarily a spinor, Lˆ(y˜) is a function of
ϕ(y˜) , ∂ˆµϕ(y˜) etc.).
Furthermore, we associate to each cell y˜ a “cell volume”
V (y˜) which depends on the positions xµ
(
z˜(x˜j(y˜)
)
of the
lattice points x˜j(y˜) belonging to the cell. An integral over
a region of the manifold is defined by
∫
d4x =
∑
y˜ V (y˜).
We introduce
L¯(y˜) = Lˆ(y˜)/V (y˜), (147)
such an action takes the form
S =
∑
y˜
V (y˜)L¯(y˜) =
∫
d4xL¯(x), (148)
where L¯(x) equals L¯(y˜) at the position of the cell x(y˜).
Here we recall that in the discrete lattice formulation L¯(x)
is only defined for a discrete set of points, corresponding
to the cell positions. Thus the action remains regularized,
with a finite number of Grassmann variables in a finite
region ofR4. The number of variables within a given region
in R4 may vary, however, in dependence on the assignment
of positions x(y˜). The regularized definition of the integral
is given by eq. (146).
We may now change the positions of the lattice points
to x′(z˜), for example by an infinitesimal change
x′µ(z˜) = xµ(z˜) + ξµ(z˜), (149)
and ask how the action depends on the assignment of po-
sitions. More precisely, since we use a fixed manifold de-
scribed by the coordinates xµ, we want to know how L¯(y˜),
expressed in terms of average fields and lattice derivatives,
depends on ξµ(z˜). If L¯(y˜) is found to be independent of
ξµ(z˜) the action is lattice diffeomorphism invariant. In
this case the particular positioning of lattice points plays
no role for the form of the action in terms of average fields
and lattice derivatives. Lattice diffeomorphism invariance
is a property of a particular class of lattice actions and will
not be realized for some arbitrary lattice action. For exam-
ple, the standard Wilson action for lattice gauge theories
is not lattice diffeomorphism invariant.
The continuum limit of a lattice diffeomorphism invari-
ant action for spinor gravity is rather straightforward. Lat-
tice derivatives are replaced by ordinary derivatives. The
independence on the positioning of the variables ϕ(x) re-
sults in the independence of the continuum action S =∫
x L¯(x) on the variable change ϕ(x)→ ϕ(x − ξ) = ϕ(x) −
ξµ∂µϕ(x). This amounts to diffeomorphism symmetry of
the continuum action. Indeed, in the continuum diffeo-
morphisms can be formulated as a genuine symmetry cor-
responding to a map in the space of variables. This is due
to the fact that for any given point x there will be some
variable, originally located at x−ξ, which will be moved to
this position by the change of the positioning (149). This
property is only realized in the continuum. For a lattice
typically no variable will be positioned precisely at x af-
ter the change of positions (149), if before a variable was
located there. More precisely, the connection between lat-
tice diffeomorphism invariance and diffeomorphism sym-
metry of the continuum limit both for the action and the
quantum effective action can be understood in terms of in-
terpolating functions. This issue is discussed in detail in
ref. [13].
We emphasize that we employ here a fixed “coordinate
manifold” for the coordinates xµ. No metric is introduced
at this stage. Physical distances do not correspond to
cartesian distances on the coordinate manifold. They will
rather be induced by appropriate correlation functions, as
described in general term by “geometry from general statis-
tics” [19]. The appropriate metric for the computation of
infinitesimal physical distances will be associated to the ex-
pectation value of a suitable collective field, as discussed in
sect. III.
2. Lattice diffeomorphism invariant action in two
dimensions
The lattice action (146) as given by eq. (94), is lattice
diffeomorphism invariant. The basic construction princi-
ple can be understood in two dimensions and is then easily
generalized to four dimensions. The concept of lattice dif-
feomorphism invariance is not linked in a crucial way to a
formulation of the model in terms of fermions. We will
therefore first present a simple example with three real
bosonic fields Hk(z˜) , k = 1, 2, 3 where we restrict the
lattice points to the plane spanned by z˜0, z˜1. We keep
the same notation as before, i.e. cell positions y˜ given by
(y˜0, y˜1), with y˜µ integers with even y˜0 + y˜1. To each cell
y˜ we associate four lattice points x˜1(y˜), x˜2(y˜), x˜7(y˜), x˜8(y˜)
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as given by eqs. (89), (90) and depicted in the left part of
fig. 1. We specify the lattice action by
L(y˜) = 1
8
[H3(x˜1) +H3(x˜2) +H3(x˜7) +H3(x˜8)][(H1(x˜8)−H1(x˜1))(H2(x˜7)−H2(x˜2))
−(H2(x˜8)−H2(x˜1))(H1(x˜7)−H1(x˜2))]. (150)
(We may also consider complex fieldsHk and add to L(y˜) in
eq. (150) its complex conjugate. Actually, two fields H1,2
would be sufficient and H3 could be a linear combination
of them. We keep here an independent H3 for the sake of
analogy with our setting of spinor gravity.)
To each position x˜j(y˜) within a cell a lattice point z˜j
is associated by eq. (89), and to every z˜j we associate a
position x(z˜j) on the manifold. In an intuitive notation
we will denote these four positions by x1, x2, x7, x8. As
depicted in fig. 2 these positions are at (almost) arbitrary
points in the plane.
x8
x7
x2
x1
FIG. 2: Positions of variables in a cell
The volume V (y˜) associated to the cell corresponds to
the surface enclosed by the solid lines in fig. 2. It is given
by
V (y˜) =
1
2
|(x08 − x01)(x17 − x12)− (x18 − x11)(x07 − x02)|
=
1
2
ǫµν(x
µ
8 − xµ1 )(xν7 − xν2). (151)
For the particular case xµ = z˜µ∆ this yields
x08 − x01 = 2∆ , x18 − x11 = 0,
x17 − x12 = 2∆ , x07 − x02 = 0, (152)
and therefore V (y˜) = 2∆2. For simplicity we restrict the
discussion to deformations from this simple case where
ǫµν(x
µ
8 − xµ1 )(xν7 − xν2) remains positive, i.e. V (y˜) > 0.
We also assume that in the course of such deformations
no position ever crosses any boundary line of the surface
between two other positions.
The next step needs the definition of average fields and
lattice derivatives. The average field takes the mean over
all positions in the cell
H(y˜) = 1
4
{H(x˜1) +H(x˜2) +H(x˜7) +H(x˜8)}. (153)
We also have to associate a position x(y˜) to the cell. The
prescription for the location of x(y˜) is unimportant, how-
ever. We only require that x(y˜) is a point situated in-
sider the cell volume. The definition of lattice derivatives
is rather straightforward. We define them implicitly by
H(x˜8)−H(x˜1) = (xµ8 − xµ1 )∂ˆµH(y˜)
H(x˜7)−H(x˜2) = (xµ7 − xµ2 )∂ˆµH(y˜), (154)
assuming nonzero differences x8−x1 and x7−x2. The two
equations (154) determine the two derivatives ∂ˆ0H(y˜) and
∂˜1H(y˜) uniquely.
We can now compute Lˆ(y˜) from the lattice action (150)
and find
Lˆ(y˜) = 1
2
H3(y˜)
[
(x08 − x01)(x17 − x12)
−(x18 − x11)(x07 − x02)
]
(155)[
∂ˆ0H1(y˜)∂ˆ1H2(y˜)− ∂ˆ1H1(y˜)∂ˆ0H2(y˜)
]
.
We recognize that the position dependent factor precisely
corresponds to the volume V (y˜), such that
L¯ = ǫµνH3(y˜)∂ˆµH1(y˜)∂ˆνH2(y˜). (156)
All dependence on the positions x(z˜j) has dropped out and
L¯(y˜) is indeed independent of ξ in eq. (149). Thus the
particular lattice action (150) is lattice diffeomorphism in-
variant. It is obvious that this property does not hold for
an arbitrary lattice action. What is required is that the x-
dependence of Lˆ(y˜) is exactly canceled by dividing out the
volume V (y˜). For example, an omission of the second term
in the last bracket of eq. (150) would not yield a lattice
diffeomorphism invariant action. We also note that the
lattice action (150) would remain lattice diffeomorphism
invariant even if we leave out the factor containing H3. It
would be, however, a total derivative.
3. Lattice diffeomorphism invariance for four-
dimensional spinor gravity
The generalization to higher dimensions is straightfor-
ward. For the four-dimensional cells discussed in sect. V
the cell volume is
V (y˜) =
1
8
ǫµνρσ(x
µ
8−xµ1 )(xν7−xν2)(xρ6−xρ3)(xσ5−xσ4 ). (157)
The structure of a lattice diffeomorphism invariant action
is now
L(y˜) = M(y˜)AABCD (158)(HA(x˜8)−HA(x˜1))(HB(x˜7)−HB(x˜2))
× (HC(x˜6)−HC(x˜3))(HD(x˜5)−HD(x˜4)),
with M(y˜) containing only average fields in the cell. This
structure requires at least four different bosonic fields
HA,B,C,D in order to permit a nonvanishing contraction
with an object AABCD that is totally antisymmetric in the
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four indices A,B,C,D. There may be more than four dif-
ferent bosons HA, A = 1 . . . Amax, Amax ≥ 4. Expressed in
terms of lattice derivatives this action yields
Lˆ(y˜) = 1
3
V (y˜)M(y˜)AABCDǫµνρσ
× ∂ˆµHA(y˜)∂ˆνHB(y˜)∂ˆρHC(y˜)∂ˆσHD(y˜). (159)
As it should be, no dependence on the positions x1 . . . x8
remains after dividing out the cell volume in L¯(y˜) =
Lˆ(y˜)/V (y˜). Up to terms that vanish in the continuum
limit the lattice action (94) has the structure (158). We
establish this in appendix K.
IX. CONCLUSIONS AND DISCUSSION
We have investigated a lattice regularized functional in-
tegral as a model for quantum gravity. It is based on
fermion degrees of freedom, while geometrical objects as
the vierbein and metric arise as expectation values of col-
lective fields. The lattice action is invariant under local
Lorentz transformations and their generalization to the
complexified group SO(4,C). The functional integral ex-
hibits lattice diffeomorphism invariance which implies dif-
feomorphism symmetry for the quantum effective action.
Our model obeys the criteria (1)-(4) for a realistic lattice
quantum field theory that we have mentioned in the intro-
duction.
One of the interesting consequences of our model is
the appearance of geometrical quantities that carry fla-
vor indices. As an example we cite the vierbein candidate
(em1,µ)
ab = ∆〈(E˜m1,µ)ab〉 in eq. (29). It has flavor indices
(a, b) and one expects different (a, b) components to have
different couplings to different fermion flavors or genera-
tions. It will be interesting to investigate if such a “flavored
geometry”, once implemented in a more realistic setting, is
compatible with observation. We actually expect that only
one linear combination of the different “flavor vierbeins”
will remain massless, while the other components corre-
spond to massive fields. The massless vierbein and the
associated metric then still play a universal role. Possible
different couplings to different fermion generations can be
absorbed by a rescaling of the fermion fields. As long as
only the massless vierbein is involved no observable devia-
tion from standard gravity is expected.
This may change due to effects involving the heavy vier-
bein components. As long as Lorentz symmetry is pre-
served by all vierbeins. e.g. (em1,µ)
ab = Zabδmµ , it seems
likely that effects from possible small expectation values of
the heavy vierbeins can still be absorbed by a rescaling of
the fermion fields. This would be different if the expecta-
tion values of some heavy fields violate Lorentz symmetry.
Then the speed of massless fermions belonging to different
generations or flavors would be different from each other,
and differ from the speed of light.
The next important step towards a realistic model for
quantum gravity will be the computation of the quantum
effective action for collective fields as the vierbeins em1(k)µ
and em2,µ, scalars h
±
k = 〈H±k 〉 etc.. The formal setting is
straightforward by introducing sources for the various col-
lective fields and performing a Legendre transform similar
to eq. (60). The general form of the continuum limit of
the action is restricted by diffeomorphism symmetry. Still,
many different invariants involving the various expectation
values of collective bosonic fields are possible if one only
uses symmetry considerations.
A suitable method for a computation of the effective ac-
tion for bilinears could be the bosonic effective action [20]
which is based on the two-particle-irreducible formalism
[21]. This method has already been applied to six-fermion
interactions (induced by instantons in QCD) in ref. [22],
and to a different setting of spinor gravity in ref. [8].
The lowest order term is a “classical action” for the col-
lective bilinears, which is supplemented by a fermion loop
in the presence of background fields. The extremum of the
bosonic effective action determines the expectation values
em2,µ etc.. The extremum condition amounts to gap equa-
tion as familiar from Schwinger-Dyson equations [23].
The classical action replaces in the action (16) the
spinors by different combinations of bilinears, with com-
putable coefficients. For example, it contains terms of type
(42) or (100) with H±k replaced by h
±
k and e˜
m
2,µ replaced
by em2,µ, etc. (The coefficients differ, however, from the
coefficients in eqs. (42) or (100).) There are many other
similar terms, corresponding to different groupings of the
fermions into bilinears. The absence of the cosmological
constant invariant discussed in sect. III implies that the
classical action does not contain a potential term for the
scalars h±k which would be of the form W (h) det(e
m
µ ). It
will be interesting to see if the classical action contains an
Einstein-Hilbert term of the form∫
x
eF (h)R =
1
4
∫
x
Rµν
mneρ
reσ
sǫmnrsǫ
µνρσF (h), (160)
with Rµν
mn an object transforming as the curvature tensor
and built from bilinears.
The classical bosonic action will directly inherit the sym-
metries from the action (16), including diffeomorphism
symmetry. All coefficients of the various terms will be di-
mensionless if we use the bilinears h and Emµ = e
m
µ /∆. In
terms of these fields the lattice distance does not appear in
the classical action which is therefore scale invariant. The
n-point functions for the fields h and Emµ derived from
the classical action will depend on momentum as the only
scale, without the appearance of ∆. Their dependence on
the momentum scale is therefore uniquely determined by
appropriate dimensions. In turn, if we use the dimension-
less vierbein emµ instead of E
m
µ one has a factor ∆
−1 for
every factor of emµ in the classical action. This situation
may be changed by running couplings if the fermion loop
term is included.
This short discussion highlights that substantial work is
still needed in order to see if the present model can describe
realistic quantum gravity which also obeys the criteria (5)
and (6) mentioned in the introduction. So far there is,
however, no obvious obstacle in sight. The perspective of a
classical bosonic action with at most four derivatives gives
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some hope that the loop correction does not destroy the
validity of the derivative expansion for the bosonic effec-
tive action for a low number of derivatives. One should
be ready, however, to explore some uncommon features as
“flavored geometry”.
APPENDIX A: INVARIANT QUADRATIC FORMS
FOR WEYL SPINORS
Our model with two flavors allows us to construct sym-
metric invariants with two Dirac indices
S±η1η2 = (S
±)b1b2β1β2 = ∓(C±)β1β2(τ2)b1b2 , (A.1)
with Pauli matrices τk. The invariant tensors C± are anti-
symmetric
(C±)β2β1 = −(C±)β1β2 , (A.2)
such that S± is symmetric under the exchange (β1, b1) ↔
(β2, b2), or, in terms of the double index η = (β, b),
S±η2η1 = S
±
η1η2 . (A.3)
We will employ a representation of the Dirac matrices
where C± are given by the 4× 4 matrices
C+ =
(
τ2 , 0
0 , 0
)
, C− =
(
0 , 0
0 , −τ2
)
. (A.4)
The SO(4,C)-invariants C± can best be understood in
terms of Weyl spinors. The matrix
γ¯ = −γ0γ1γ2γ3 (A.5)
commutes with Σmn such that the two doublets
ϕ+ =
1
2
(1 + γ¯)ϕ , ϕ− =
1
2
(1 − γ¯)ϕ (A.6)
correspond to inequivalent two component complex spinor
representations (Weyl spinors). We employ here a
representation of the Dirac matrices γm where γ¯ =
diag(1, 1,−1,−1), namely
γ0 = τ1 ⊗ 1 , γk = τ2 ⊗ τk. (A.7)
(The general structure is independent of this choice. Our
representation corresponds to the Weyl basis of ref. [17]
where details of conventions can be found.) In this repre-
sentation one has ϕ+ = (ϕ1, ϕ2), ϕ− = (ϕ3, ϕ4). We may
order the double index η or ǫ such that
ϕ+,η = (ϕ1, ϕ2, ϕ3, ϕ4) = (ϕ
1
1, ϕ
2
1, ϕ
1
2, ϕ
2
2)
ϕ−,η = (ϕ5, ϕ6, ϕ7, ϕ8) = (ϕ
1
3, ϕ
2
3, ϕ
1
4, ϕ
2
4), (A.8)
i.e. β = 1, b = 2 corresponds to η = 2.
According to eq. (10) a general invariant matrix C obeys
ΣTC + CΣ = 0. (A.9)
In four dimensions, this condition implies that the matrix
C must be antisymmetric [24]. There exist two matrices
C1 and C2 which obey the condition (A.9), which can also
be written as
CΣmnC−1 = −(Σmn)T . (A.10)
We can choose C = C1 obeying
C1γ
mC−11 = −(γm)T , CT1 = −C1 , C†1C1 = 1. (A.11)
Then C1γ
m is a symmetric matrix
(C1γ
m)T = C1γ
m. (A.12)
Another possible choice for C obeying eq. (A.10) is the
antisymmetric matrix C2 = C1γ¯ which obeys
C2γ
mC−12 = (γ
m)T , CT2 = −C2. (A.13)
Now C2γ
m is antisymmetric
(C2γ
m)T = −C2γm. (A.14)
The bilinears ϕC1ϕ and ϕC2ϕ correspond to the
two singlets contained in the antisymmetric prod-
uct of two Dirac spinors. In our basis one has
C1 =diag(τ2,−τ2), C2 =diag(τ2, τ2). The matrices C1 and
C2 are related to C+ and C− by
C+ =
1
2
(C1 + C2) =
1
2
C1(1 + γ¯),
C− =
1
2
(C1 − C2) = 1
2
C1(1 − γ¯). (A.15)
For the transposed spinors one has the identities ϕT±C1 =
ϕT±C± = ϕ
TC±.
The invariant S+ involves only the indices η = 1 . . . 4,
while S− involves only η = 5 . . . 8. Both can be represented
as 4× 4 matrices S˜,
S˜ =


0 , 0 , 0 , 1
0 , 0 , −1 , 0
0 , −1 , 0 , 0
1 , 0 , 0 , 0

 , (A.16)
such that the representation as 8× 8 matrices reads
S+ =
(
S˜ , 0
0 , 0
)
, S− =
(
0 , 0
0 , S˜
)
. (A.17)
It is straightforward to construct invariants only involv-
ing the two Weyl spinors ϕ1+ and ϕ
2
+. For this purpose we
can restrict the index η to the values 1 . . . 4. The action of
SO(4,C) on ϕ+ is given by the subgroup of complexified
SU(2,C)+ transformations. In our basis the generators of
SU(2,C)+ read
Σ0k = − i
2
τk , Σ
kl = ǫklmΣ0m, (A.18)
such that Σkl is linearly dependent on Σ0k. (For SU(2,C)−
the generators Σkl are identical, while Σ0k = i2τk. The sub-
group of unitary transformations SU(2) obtains for real
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transformation parameters, while we consider here arbi-
trary complex transformation parameters.)
We observe that we can also consider a group SU(2,C)L
acting on the flavor indices. With respect to SU(2,C)+ ×
SU(2,C)L the four component spinor ϕ+,η (η = 1 . . . 4)
transforms as the (2, 2) representation. Since the matrix
(τ2)
ab in eq. (A.1) is invariant under SU(2,C)L, the in-
variant S+ is invariant under the group
SO(4,C)+ ≡ SU(2,C)+ × SU(2,C)L. (A.19)
Here SO(4,C)+ should be distinguished from the general-
ized Lorentz transformation since it acts both in the space
of Dirac and flavor indices. With respect to SO(4,C)+
the two-flavored spinor ϕ+ transforms as a four compo-
nent vector 4v. The classification of tensors, invariants
and symmetries can be directly inferred from the analysis
of four-dimensional vectors.
Invariants only involving ϕ− can be constructed in a sim-
ilar way. Now S− is left invariant under the group
SO(4,C)− = SU(2,C)− × SU(2,C)R, (A.20)
which acts on the spinor and flavor indices ϕ−, respectively.
In consequence, the fermion bilinears
D±µ1µ2 = ∂µ1ϕη1S
±
η1η2∂µ2ϕη2 . (A.21)
are invariant under generalized global Lorentz transforma-
tions
SO(4,C) = SU(2,C)+ × SU(2,C)−, (A.22)
as well as under global gauge transformations SU(2,C)L×
SU(2,C)R acting on the flavor indices.
We can also construct bilinears that do not involve
derivatives and are invariant under local generalized
Lorentz transformations,
H±k = ϕ
a
α(C±)αβ(τ2τk)
abϕbβ . (A.23)
They transform as vectors with respect to the flavor gauge
symmetries SU(2,C)L and SU(2,C)R, respectively. The
bilinears H±k are important building blocks for the con-
struction of actions with local generalized Lorentz sym-
metry. We will employ this for our discretized setting in
sect. V. We will also construct a metric collective field from
derivatives of H±k .
APPENDIX B: COMPLEX STRUCTURES
We can express the action (2) or (16) as an element of a
real Grassmann algebra, based on the sixteen “real” Grass-
mann variables ψaγ . On the level of ψ a complex structure
consists of an involution ψ → ψ∗ = Kψ , K2 = 1, accom-
panied by a map ψ → Iψ , I2 = −1, which anticommutes
with K,
K2 = 1 , I2 = −1 , {K, I} = 0. (B.1)
The complex structure used in eqs. (1), (2) amounts to
K1: ψ
a
α → ψaα , ψaα+4 → −ψaα+4, for α = 1 . . . 4, and
I1 : ψ
a
α → −ψaα+4 , ψaα+4 → ψaα. The maps K1 and I1
are flavor blind and their action on the index γ can be
represented by the 8× 8-matrices
K1 =
(
14 , 0
0 , −14
)
, I1 =
(
0 , −14
14 , 0
)
. (B.2)
The action (2) is invariant under this transformation and
therefore “real” with respect to this complex structure.
There are many possible ways to define complex struc-
tures obeying eq. (B.1). For example, we can replace K1
by K2 : ψα ↔ ψα+4,
K2 =
(
0 , 14
14 , 0
)
, (B.3)
while keeping I = I1. If we keep the definition (1) this
amounts to the map
K2 : ϕ→ ϕ∗∗ = iϕ∗ , ϕ∗ → (ϕ∗)∗∗ = −iϕ, (B.4)
where (∗∗) denotes complex conjugation according to K2.
With respect to K2 the meaning of “real and imaginary
parts” is changed as compared toK1. They are now defined
as linear combinations that are even or odd with respect
to K2, (α = 1 . . . 4)
ψˇα =
1√
2
(ψα + ψα+4) , ψˇα+4 =
1√
2
(ψα − ψα+4), (B.5)
and we may replace eq. (1) by
ϕˇα = ψˇα + iψˇα+4. (B.6)
(In the basis ψˇ the map K2 is represented by diag(1,−1),
similar to the representation of K1 in the basis ψ.)
As another possibility we consider the involution
K3 : ψ1,2,7,8 → ψ1,2,7,8 , ψ3,4,5,6 → −ψ3,4,5,6,
K3 =
(
γ¯ , 0
0 , −γ¯
)
, γ¯ =
(
12 , 0
0 , −12
)
, (B.7)
again with I = I1. With eq. (1) this amounts to ϕ →
γ¯ϕ∗ , ϕ∗ → γ¯ϕ. Finally, we consider K4 : ψ1 ↔ ψ3, ψ2 ↔
ψ4, ψ5 ↔ −ψ7, ψ6 ↔ −ψ8 (again with I = I1), which
reads for our convention of γ0
K4 =
(
γ0 , 0
0 , −γ0
)
, γ0 =
(
0 , 12
12 , 0
)
. (B.8)
With eq. (1) one has ϕ → γ0ϕ∗ , ϕ∗ → γ0ϕ. Complex
Grassmann variables corresponding to the complex conju-
gation K4 are
ϕˆ1 =
1√
2
(ψ1 + ψ3 + iψ5 + iψ7),
ϕˆ2 =
1√
2
(ψ2 + ψ4 + iψ6 + iψ8),
ϕˆ3 =
1√
2
(ψ5 − ψ7 − iψ1 + iψ3),
ϕˆ4 =
1√
2
(ψ6 − ψ8 − iψ2 + iψ4). (B.9)
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The “reality” of the action depends on the choice of the
complex structure. The action (16) is invariant with re-
spect to the complex conjugations K1, K2, K3 and K4.
There exist other complex structures, however, where the
action (16) is odd under the complex conjugation K and
therefore “imaginary”. As an example we consider the in-
volution K5 given by
K5 : ψ
1 →


12 , 0 , 0 , 0
0 , 12 , 0 , 0
0 , 0 , −12 , 0
0 , 0 , 0 , −12

 ,
ψ2 →


12 , 0 , 0 , 0
0 , −12 , 0 , 0
0 , 0 , −12 , 0
0 , 0 , 0 , 12

 , (B.10)
while we keep the same transformation I1 given in
eq. (B.2). Under the complex conjugation K5
the Grassmann variables ψaγ that change sign are
ψ15 , ψ
1
6 , ψ
1
7 , ψ
1
8 , ψ
2
3 , ψ
2
4 , ψ
2
5 , ψ
2
6 . For a = 1 we keep the same
definition for complex Grassmann variables ϕ1α as in eq.
(1), and similar for the first two components of ϕ2, i.e. ϕ21
and ϕ22. However, instead of ϕ
2
3 and ϕ
2
4 we use new complex
variables
ξ23 = ψ
2
7 − iψ23 , ξ24 = ψ28 − iψ24 . (B.11)
The complex conjugation is now realized by a standard
complex conjugation of ξ23 and ξ
2
4 ,
(ξ23)
∗ = ψ27 + iψ
2
3 , (ξ
2
4)
∗ = ψ28 + iψ
2
4 . (B.12)
(Note that under the complex conjugation K5 the combi-
nations ϕ23 and ϕ
2
4 transform as K5(ϕ
2
3) = K5(ψ
2
3 + iψ
2
7) =
−ψ23 + iψ27 = −(ϕ23)∗ , K5(ϕ24) = K5(ψ24 + iψ28) = −ψ24 +
iψ28 = −(ϕ24)∗, such that ϕ23 and ϕ24 are no longer mapped
to (ϕ23)
∗ and (ϕ24)
∗.) The complex conjugation K5 can
be understood as a multiplication of the conjugation K1
(corresponding to c.c. in eq. (2)) with the transformation
ϕ2− → −ϕ2− or ϕ2 → γ¯ϕ2. The action changes sign under
the involution K5.
If we write the euclidean action S in eq. (16) in terms
of ϕ1±, ϕ
2
+ and ξ
2
− = (ξ
2
3 , ξ
2
4), it changes sign under the new
complex conjugation ϕ1± → (ϕ1±)∗ , ϕ2+ → (ϕ2+)∗ , (ξ2−)→
(ξ2−)
∗, such that S is purely imaginary. With respect to the
complex conjugation K5 the Minkowski action SM = iS
is now real and symmetric, and therefore hermitean. We
can use the involution K1 in order to establish that S is
an element of a real Grassmann algebra (with Grassmann
variables ψaγ(x)). The complex structure based on K5 can
be employed to define hermiticity of SM , which is related
to a unitary time evolution.
APPENDIX C: INHOMOGENEOUS LORENTZ
TRANSFORMATION OF THE VIERBEIN
BILINEARS
With respect to diffeomorphisms E˜mµ transforms as a co-
variant vector. It also transforms as a vector with respect
to global SO(4,C) transformations. This is seen most eas-
ily by defining the “euclidean vierbein bilinear”
E˜(E)mµ = ϕV Cγ
m∂µϕ (C.1)
by multiplication with an appropriate factor i,
E˜(E)0µ = iE˜
0
µ , E˜
(E)k
µ = E˜
k
µ. (C.2)
One obtains the standard homogeneous transformation
property of a vector
δE˜(E)mµ = −E˜(E)nµ ǫnpδpm, (C.3)
with arbitrary complex transformation parameters ǫnp for
SO(4,C). The transformation (C.3) is equivalent to trans-
formation (30). For real ǫ
(M)
np the “vierbein bilinears” E˜mµ
are Lorentz-vectors with respect to global SO(1, 3) trans-
formations.
Thus the bilinears E˜mµ transform as the usual vierbein
with respect to global Lorentz transformations. With re-
spect to local SO(4,C) transformations, however, the vier-
bein bilinears do not transform homogeneously. The trans-
formation of E˜mµ involves an inhomogeneous term propor-
tional to the derivative of the transformation parameter.
Indeed, for x-dependent ǫmn the variation of the euclidean
vierbein bilinear E˜
(E)m
µ reads (with ǫmn = δ
mpǫpn and
C = C1)
δE˜(E)mµ = ǫ
m
nE˜
(E)n
µ + δinhE˜
(E)m
µ ,
δinhE˜
(E)m
µ = −
1
4
∂µǫnpϕV C1{γm,Σnp}ϕ
=
1
4
∂µǫnpϕV C1γ
mnpϕ
=
1
4
∂µǫnpϕV C2γ
qϕǫq
mnp
= −1
2
∂µǫ˜
m
nϕV C2γ
nϕ. (C.4)
Here γmnp is the totally antisymmetrized product of three
Dirac matrices
γmnp = γ[mγnγp] = ǫq
mnpγ¯γq, (C.5)
and
ǫ˜qm =
1
2
ǫqm
npǫnp. (C.6)
If we choose C2 instead of C1 for the definition of the vier-
bein, the transformation (C.4) applies with the role of C1
and C2 interchanged. (In a general formulation one may
replace C1 → C, C2 → Cγ¯.)
Local SO(4,C) symmetry of an action involving the vier-
bein bilinears requires that the inhomogeneous term van-
ishes when multiplied with the other factors in S. For
our setting with twelve spinors we have already seen that
this happens automatically if the action is invariant un-
der global SO(4,C) transformations. A similar discussion
applies for the Minkowski vierbein bilinear E˜mµ if we re-
place γm → γmM , Σnp → ΣnpM , ǫmn → ǫ(M)mn and use ηmn
or ηmn for raising and lowering indices. Furthermore, the
transformation property (C.4) remains also unaffected if
we consider (E˜mµ )
ab instead of E˜mµ .
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APPENDIX D: PROOF OF ABSENCE OF
COSMOLOGICAL CONSTANT INVARIANT
In this appendix we show that a cosmological constant
invariant (34) is not compatible with the symmetries of
the action. This holds for an arbitrary choice of the flavor
matrix V ab in eq. (31). It is therefore not possible to
reorder the spinors in eq. (16) such that the expression
(34) is obtained.
The Lorentz invariance of det(E˜mµ ) is related to the ex-
istence of an invariant tensor K which is defined as
Ka1...a4b1...b4α1...α4β1...β4 = (D.1)
Sˆ(η1 . . . η4)K¯α1...α4β1...β4V
a1b1 . . . V a4b4 ,
with
K¯α1...β4 =
1
24
ǫm1m2m3m4(Cγ
m1)α1β1 . . . (Cγ
m4)α4β4 .
(D.2)
Here C = C1 or C = C2 and Sˆ(η1 . . . η4) denotes total
symmetrization over the four double indices ηi = (βi, bi).
Concerning the determinant of E˜m2,µ we observe that
for antisymmetric V ab = (τ2)
ab = −V ba the product
K¯α1...β4V
a1b1 . . . V a4b4 is antisymmetric with respect to the
exchange of index pairs ǫj = (αj , aj) ↔ ηj = (βj , bj). It
is also symmetric with respect to (aj , bj) ↔ (ak, bk) and
antisymmetric with respect to (αj , βj)↔ (αk, βk). In con-
sequence, the symmetrized tensor K in eq. (D.1) is totally
antisymmetric in the first four double-indices (ǫ1, . . . , ǫ4).
Similar symmetry considerations apply for other choices of
C or V .
For arbitrary C the action (34) may be written in the
form (2) with
Jǫ1...ǫ8η1...η4 = Aˆ(ǫ1 . . . ǫ8)
[
Kǫ1...ǫ4η1...η4Wǫ5ǫ6ǫ7ǫ8
]
, (D.3)
where Wǫ5ǫ6ǫ7ǫ8 is an appropriate invariant tensor and
Aˆ(ǫ1 . . . ǫ8) denotes total antisymmetrization over the in-
dices ǫ1 . . . ǫ8. The action (34) involves six Weyl spinors
ϕ+ and six Weyl spinors ϕ− and should be invariant under
SO(4,C). Since an action with these properties is unique,
one concludes that the expression (34) either vanishes or is
proportional to the action (16).
We next show that no invariant
W =Wǫ5ǫ6ǫ7ǫ8ϕǫ5ϕǫ6ϕǫ7ϕǫ8 (D.4)
exists which is compatible with the symmetries of the ac-
tion. Since E˜ involves four Weyl spinors ϕ+ and four Weyl
spinors ϕ− we infer thatW has to involve two Weyl spinors
ϕ+ and ϕ− each. The invariance under Lorentz transfor-
mations requires then W to be of the form
W = bklH
+
k H
−
l . (D.5)
The symmetry ϕ+ ↔ ϕ− leaves the action invariant. Since
E˜ is odd under ϕ+ ↔ ϕ−, alsoW has to be odd under this
transformation. Furthermore, ϕ+ ↔ ϕ− or ϕ → γ0ϕ ex-
changes H+ ↔ −H−, and we conclude that bkl = −blk
must be antisymmetric. The discrete flavor symmetry
ϕ1 ↔ ϕ2 leaves E˜ invariant, (cf. sect. IV), and there-
fore W must be invariant, containing two spinors ϕ1 and
two spinors ϕ2. Under the symmetry ϕ2 → −ϕ2 the action
and E˜ are invariant, such that W must be invariant. This
transforms H±3 → −H±3 such that bk3 = 0 and b3l = 0 are
required. At this stage bkl can only have the nonvanishing
component b12 = −b21. Under the transformation ϕ1 ↔ ϕ2
one finally finds H±1 → −H±1 such that bk1 = b1l = 0 and
therefore bkl = 0. This concludes the proof that no invari-
ant W exists which is compatible with the symmetries of
the action. In turn, no cosmological constant invariant is
compatible with the symmetries.
APPENDIX E: FLAVORED GEOMETRICAL
COLLECTIVE FIELDS
There are various ways to group an even num-
ber of spinors to a bosonic collective field. We
have already encountered several such fields, as
D±µν , A
±, e˜m1(k)µ, e˜
m
2,µ, S¯
m
(k), A¯
m or products thereof. As
a characteristic feature of our model of spinor gravity we
observe an entanglement between gauge transformations
and generalized Lorentz transformations. Many of the
possible geometrical objects transform non-trivially under
both. In this appendix we discuss a few of these “flavored”
geometrical quantities, as well as some other collective
bosonic fields.
An interesting type of bilinears are the fields
B±mnµ = ϕ
a
±C±Σ
mn
M (τ2)
ab∂µϕ
b
±
= ∂µϕ
a
±C±Σ
mn
M (τ2)
abϕb±. (E.1)
(Here we use the fact that the matrices C±Σ
mn
M are sym-
metric according to eqs. (A.9), (A.2).) The field B+mnµ
transforms as a vector under general coordinate trans-
formations and is an antisymmetric tensor under global
Lorentz transformations in the representation (3, 1). Simi-
larly, the vector B−mnµ belongs to the (1, 3) representation
of the Lorentz group. Both B+mnµ and B
−mn
µ are singlets
with respect to the SU(2,C)L×SU(2,C)R gauge transfor-
mations. With respect to local SO(4,C) transformations
the inhomogeneous part reads
δinhB
±mn
µ = −
1
2
∂µǫ
(M)
pq ϕ
a
±C±Σ
mn
M Σ
pq
M (τ2)
abϕb±. (E.2)
Due to the anticommuting property of Grassmann vari-
ables only the symmetric part of C±Σ
mn
M Σ
pq
M contributes.
This can be written in terms of a commutator
C±Σ
mn
M Σ
pq
M + (C±Σ
mn
M Σ
pq
M )
T = C±[Σ
mn
M ,Σ
pq
M ]. (E.3)
Since ΣmnM are generators of a Lie group their commutator
is again a generator, with structure constants fmnpqst.
[ΣmnM ,Σ
pq
M ] = f
mnpqstΣstM . (E.4)
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The fields B±mnµ show a certain analogy to the gauge fields
associated to Lorentz transformations, but the inhomoge-
neous part of their transformation differs from the standard
setting.
We may also consider scalars (with respect to diffeomor-
phisms)
M±mn = ϕa±C±Σ
mn
M (τ2)
abϕb± (E.5)
which transform in the (3, 1) or (1, 3) representation of
SO(4,C). In terms of these scalars the inhomogeneous
part of the transformation of B+mnµ becomes
δinhB
±mn
µ = −
1
4
fmnpqst∂µǫ
(M)
pq M
±st (E.6)
= −1
2
(∂µǫ
(M)m
p M
±pn + ∂µǫ
(M)n
p M
±mp).
This is also found by noting that we can write Bµ as a
derivative of M ,
B±mnµ =
1
2
∂µM
±mn, (E.7)
with
δM±mn = −M±pnǫ(M)mp −M±mpǫ(M)np . (E.8)
A similar setting holds for the fields
A±k,µ =
1
2
∂µH
±
k , (E.9)
which show analogies to the gauge fields of the flavor sym-
metries SU(2)L and SU(2)R, respectively. Again, the in-
homogeneous part of the local gauge transformation dif-
fers from the standard transformation. On the other hand,
A±k,µ are singlets with respect to local SO(4,C) transfor-
mations. They transform homogeneously, albeit trivially,
with respect to the local generalized Lorentz transforma-
tions.
Other bilinears involving one derivative can be con-
structed as
P±mnk,µ = ϕ
a
±C±Σ
mn
M (τ2τk)
ab∂µϕ
b
±
= −∂µϕa±C±ΣmnM (τ2τk)abϕb±. (E.10)
Under general coordinate and global generalized Lorentz
transformations they show the same transformation prop-
erties as B±mnµ , but they are now vectors with respect to
global gauge transformations SU(2,C)L and SU(2,C)R,
respectively. The inhomogeneous piece of the local Lorentz
transformations reads
δinhP
±mn
k,µ = −
1
2
∂µǫ
(M)
pq ϕ
a
±C±Σ
mn
M Σ
pq
M (τ2τk)
abϕb±
= −1
4
∂µǫ
(M)
pq ϕ
a
±C+{ΣmnM ,ΣpqM}(τ2τk)abϕb±.
(E.11)
Second rank tensors with respect to diffeomorphisms can
be constructed from two derivatives. We are first interested
in antisymmetric tensors. Singlets with respect to Lorentz
transformations can be found as
Qkl,µν = ∂µH
+
k ∂νH
−
l − ∂νH+k ∂µH−l . (E.12)
Since Qµν transforms homogeneously under SO(4,C),
other tensors can be constructed by multiplying with terms
not containing derivatives, as
R±mnkl,µν = Qkl,µνM
±mn. (E.13)
For every given choice of (k, l) this object is antisymmetric
in the first and second index pair (µ, ν) and (m,n), respec-
tively. It has the same transformation properties as the
curvature tensor multiplied with inverse vierbeins in stan-
dard geometry, i.e. Rµνρσe
mρenσ. Other objects trans-
forming as Rµν
mn can be obtained by replacing M±mn by
other combinations of scalars that transform as an anti-
symmetric tensor under Lorentz transformations.
From tensors as Rµν
mn one can form invariants with re-
spect to diffeomorphisms and local Lorentz transformations
by multiplication and contraction with suitable invariants.
For the object defined by eq. (E.13) we may investigate
the diffeomorphism and Lorentz invariants
I1 = A
k1k2k3k4
1 R
+m1m2
k1k2,µ1µ2
R−m3m4k3k4,µ3µ4
×ǫµ1µ2µ3µ4ǫm1m2m3m4 , (E.14)
or
I2 = A
k1k2k3k4
2 R
+m1m2
k1k2,µ1µ2
R−m3m4k3k4,µ1µ2ǫ
µ1µ2µ3µ4
×(ηm1m3ηm2m4 − ηm1m4ηm2m3), (E.15)
with suitable flavor structures given by Ak1k2k3k41,2 . Both I2
and I2 involve six Weyl spinors ϕ+ and six Weyl spinors
ϕ−.
It is an interesting question if the action (16) can be
written in terms of I1 or I2. For this purpose we classify
the behavior of Qkl,µν and M
+mn under various discrete
symmetry transformations. For ϕ → γ¯ϕ both Q and M±
are invariant. For the flavor reflections ϕa → τab3 ϕb and
ϕa → τab1 ϕb one finds that both M+ and M− change sign.
For the first transformation Qkl changes sign if precisely
one of the indices k, l equals three. For the second one
the sign flip of Qkl occurs if one index equals one. Thus
both I1 and I2 are invariant if for the nonvanishing values
of Ak1...k41,2 every index k = 1, 2, 3 occurs an even number
of times, e.g. A1111 or A2233 etc.. For ϕ → γ0ϕ we find
Qkl,µν → −Qlk,µν , while
M+kl ↔ −M−kl , M+0k ↔M−0k. (E.16)
As a result, the combination
J1 =M
+m1m2M−m3m4ǫm1m2m3m4 (E.17)
is odd under ϕ→ γ0ϕ, while
J2 =M
+m1m2M−m3m4(ηm1m3ηm2m4 − ηm1m4ηm2m3)
(E.18)
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is even. If we require I1 and I2 to be invariant under ϕ→
γ0ϕ one needs
Ak2k1k4k31 = −Ak1k2k3k41 , Ak2k1k4k32 = Ak1k2k3k42 . (E.19)
This allows combinations of the type A23231 = −A32321 etc.,
while for A2 one has many simple possibilities, as A2 =
δk1k3δk2k4 or A2 = δ
k1k2δk3k4 .
Since for six Weyl spinors ϕ+ and six spinors ϕ− only
one independent invariant under diffeomorphisms and gen-
eralized Lorentz transformations exists we conclude I1 =
c1I0, I2 = c2I0, with I0 = DA
(8), up to a total derivative.
Here the coefficients ci depend on the choice of A
k1...k4
i
and may vanish. If we require invariance under the chiral
SU(2,C)L × SU(2,C)R gauge transformations only
Ak1k2k3k4 = δk1k3δk2k4 (E.20)
is allowed since Qkl belongs to the (3, 3) representation of
this group. Then I2 remains as the only candidate. With
the choice (E.20) one also finds that I2 is odd under the
transformation ϕ2− → −ϕ2−, represented by ϕ2 → γ¯ϕ2 or
ϕa− → (τ3)abϕb−. Under this transformationM− is odd and
M+ even, such that both J1 and J2 change sign. The only
component of H±k that changes sign is H
−
3 . The combina-
tion
Ki = Qk1k2,µ1µ2Qk3k4,µ3µ4ǫ
µ1µ2µ3µ4Ak1k2k3k4i ,
I1,2 = K1,2J1,2 (E.21)
is invariant for the choice (E.20). An action ∼ ∫y I2 is
therefore invariant under the same parity and time reversal
operations as
∫
y
I0. We conclude c1 = 0, while c2 may
differ from zero such that the action may be represented
by a suitable contraction of a product of two “curvature
tensors”.
What is remarkable in the discussion of geometric fields
is the close linkage between Lorentz and flavor structures.
In usual geometry these two structures are separated - ge-
ometrical objects as the vierbein carry no flavor indices.
The observation that this is different in spinor gravity may
perhaps be less surprising if we remember the SO(8,C)
symmetry of an extended action which unifies the flavor
gauge symmetries and the generalized Lorentz symmetries.
APPENDIX F: ACTION IN TERMS OF SPIN
CONNECTION BILINEARS
In this appendix we express the action (16) in terms of
the spin connection bilinears (41). On the level of fermions
we can perform reorderings of Grassmann variables, relat-
ing different bosonic fields to each other. The invariant D
in eq. (14), (18),
D = ǫµ1µ2µ3µ4(τ2)α1β1(τ2)
a1b1(τ2)α2β2(τ2)
a2b2
× ∂µ1ϕa1+α1∂µ2ϕb1+β1∂µ3ϕa2−α2∂µ4ϕb2−β2 , (F.1)
can be written as a sum of products of two bilinears differ-
ent from eq. (18), by using the identity
(τ2)α1β1(τ2)α2β2 =
1
2
(τ2)α1α2(τ2)β1β2
−1
2
(τ2τk)α1α2(τ2τk)β1β2 . (F.2)
This yields
D =
1
4
ǫµ1µ2µ3µ4
{
(∂µ1ϕ+C+ ⊗ τ2∂µ2ϕ−)
×(∂µ3ϕ+C+ ⊗ τ2∂µ4ϕ−)
−(∂µ1ϕ+C+τk ⊗ τ2∂µ2ϕ−)(∂µ3ϕ+C+τk ⊗ τ2∂µ4ϕ−)
−(∂µ1ϕ+C+ ⊗ τ2τl∂µ2ϕ−)(∂µ3ϕ+C+ ⊗ τ2τl∂µ4ϕ−)
+(∂µ1ϕ+C+τk ⊗ τ2τl∂µ2ϕ−)
×(∂µ3ϕ+C+τk ⊗ τ2τl∂µ4ϕ−)
=
1
4
ǫµ1µ2µ3µ4ηmn
{
(∂µ1ϕC+γ
m
M ⊗ τ2∂µ2ϕ)
×(∂µ3ϕC+γnM ⊗ τ2∂µ4ϕ)
−(∂µ1ϕC+γmM ⊗ τ2τl∂µ2ϕ)
×(∂µ3ϕC+γnM ⊗ τ2τl∂µ4ϕ)
}
. (F.3)
Since all contributions ∼ ∂µ1∂µ2X vanish due to the con-
traction with the ǫ-tensor, one finds
D =
1
16
ǫµ1µ2µ3µ4ηmn
{
Ω¯m2,µ1µ2Ω¯
n
2,µ3µ4
−Ω¯m1(k)µ1µ2Ω¯n1(k)µ3µ4
}
, (F.4)
with
Ω¯m2,µ1µ2 = −
1
2
(∂µ1 E¯
m
2,µ2 − ∂µ2E¯m2,µ1),
Ω¯m1(k)µ1µ2 = −
1
2
(∂µ1 E¯
m
1(k)µ2
− ∂µ2E¯m1(k)µ2 ). (F.5)
The bilinears Ω¯m2,µν and Ω¯
m
1(k)µν transform as antisym-
metric second rank tensors under diffeomorphisms, and
they are vectors with respect to global generalized Lorentz
transformations. With respect to local Lorentz transforma-
tions they can be associated to the spin connection. Indeed,
for a standard vierbein emµ in geometry one may define
Ωµν
p = −1
2
(∂µeν
p − ∂νeµp), (F.6)
which is related to the spin connection ωµmn by suitable
multiplications with inverse vierbeins em
µ, i.e.
Ωmnp = em
µen
νηpqΩµν
q,
ωµnp = −eµm(Ωmnp − Ωmpn − Ωnpm). (F.7)
Under local Lorentz transformation Ωµν
p acquires an in-
homogeneous piece
δΩµν
p = −Ωµνnǫ(M)pn
+
1
2
(eν
m∂µǫ
(M)p
m − eµm∂νǫ(M)pm ). (F.8)
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This is almost the transformation property of Ω¯µν
p, e.g.
δΩ¯p2,µν = −Ω¯n2,µνǫ(M)pn
+
1
2
(E¯m2,ν∂µǫ
(M)p
m − E¯m2,µ∂νǫ(M)pm )
+
1
4
(∂µǫ˜
(M)p
n ∂νA¯
n − ∂ν ǫ˜(M)pn ∂µA¯n), (F.9)
and similar for Ω¯1(l), with E¯2 replaced by E¯1(l) and A¯ by
S¯(l). The last piece vanishes for ∆ → 0 if we consider the
transformation property of
Ω˜p2,µν = ∆Ω¯
p
2,µν (F.10)
and replace E¯m2,ν by e˜
m
2,ν . In this limit Ω˜
p
2,µν has indeed the
same transformation property (F.8) as Ωµν
p in standard
geometry.
We have now collected all pieces that we need for an ex-
pression of the action (16) in terms of the vierbein bilinears
and scalars and derivatives thereof. Using eqs. (19), (22),
(F.4) we infer eq. (42)
APPENDIX G: SYMMETRIES OF THE LATTICE
ACTION AND LATTICE DERIVATIVES
In this appendix we provide some details of our lattice
formulation of spinor gravity.
1. Lattice symmetries and action
For the construction of the lattice action we want to
implement the same behavior under π/2 rotations and re-
flections as for the continuum action. Our starting point is
the Lagrangian
L(y˜) = s{F1,2,8,7+ (y˜)F3,4,6,5− (y˜)} (G.1)
with
Fabcd± =
1
24
ǫklm
[Hk±(x˜a)Hl±(x˜b)Hm± (x˜c)
+Hk±(x˜b)Hl±(x˜c)Hm± (x˜d) +Hk±(x˜c)Hl±(x˜d)Hm± (x˜a)
+Hk±(x˜d)Hl±(x˜a)Hm± (x˜b)
]
. (G.2)
The symbol s denotes a symmetrization that will be dis-
cussed below.
We observe that F1,2,8,7+ is invariant under rotations by
π/2 in the z0− z1-plane, corresponding to x˜1 → x˜2 , x˜2 →
x˜8 , x˜8 → x˜7 , x˜7 → x˜1. These rotations exchange the
four terms cyclically in eq. (G.2), and we observe
Fabcd± = Fbcda± = Fcdab± = Fdabc± . (G.3)
A reflection z˜0 → −z˜0 exchanges x˜1 ↔ x˜8, while all other
x˜j remain invariant. (It also exchanges the positions of
the cells by y˜0 → −y˜0. Since the action involves a sum
over all positions y˜, it is sufficient to discuss rotations and
reflections for the cell at y˜ = 0.) The reflection x˜1 ↔ x˜8
maps
F1,2,8,7+ → F8,2,1,7+ = −F1,2,8,7+ , (G.4)
such that L(y˜) changes sign. Indeed, Fabcd± is antisymmet-
ric under the exchange of the two indices a and c. This
amounts to an exchange k ↔ m for the first and third
factor in eq. (G.2), whereas the second and fourth factor
are mapped into each other, together with k ↔ m. The
exchange k ↔ m yields a minus sign due to the total anti-
symmetry of ǫklm.
Similarly, one finds antisymmetry in the second and
fourth index of F ,
Fcbad± = Fadcb± = −Fabcd± , (G.5)
implying that F1,2,8,7+ is odd under the reflection z˜1 → −z˜1
which exchanges x˜2 ↔ x˜7. Furthermore, we may consider
a reflection on a diagonal in the z0 − z1-plane, which ex-
changes simultaneously x˜1 ↔ x˜7 and x˜2 ↔ x˜8, resulting
in F1,2,8,7 → F7,8,2,1 = −F2,8,7,1 = −F1,2,8,7. The same
holds for the other diagonal reflection, x˜1 ↔ x˜2 , x˜7 ↔ x˜8.
Since F3,4,6,5− is invariant under reflections and rotations in
the z0− z1-plane we conclude that L(y = 0) and therefore
also the action (127) are invariant under π/2-rotations in
the z0 − z1-plane, while the action changes sign under the
reflections z˜0 → −z˜0 , z˜1 → −z˜1 , z˜0 ↔ z˜1 and z˜0 ↔ −z˜1.
These are the required symmetry properties for the contin-
uum action. The same transformation properties hold for
rotations and reflections in the z2− z3-plane. Now F1,2,8,7+
is invariant, while F3,4,6,5− is even under π/2-rotations and
odd under reflections.
The particular hyperlink F1,2,8,7+ F3,4,6,5− is only one out
of several possibilities to place the factors H˜+ and H˜− on
two planes that are orthogonal to each other. For example,
we could equally start with
L(y) = s{F1,3,8,6+ F7,4,2,5− }. (G.6)
Now the factors H˜+ all occur in the z0 − z2-plane, while
the factors H˜− are placed in the z1− z3-plane. The hyper-
link F1,3,8,6+ F7,4,2,5− can be obtained from F1,2,8,7+ F3,4,6,5−
by a π/2-rotation in the z1 − z2-plane, x˜2 → x˜3 , x˜3 →
x˜7 , x˜7 → x˜6 , x˜6 → x˜2. The symmetrization s in eqs.
(G.1) and (G.6) sums over all six possibilities to place the
factors H˜+ on the possible planes spanned by two coordi-
nates z˜µ, e.g. (0, 1), (0, 2) . . . (2, 3). The signs of the hy-
perlinks are thereby chosen such that the six terms can be
obtained from each other by π/2-rotations, similar to the
pair in eqs. (G.1), (G.6). (This guarantees that the ex-
pressions (G.1) and (G.6) are indeed equal.) We can write
the symmetrization explicitly as
L(y˜) = 1
6
{F1,2,8,7+ F3,4,6,5− + F1,3,8,6+ F7,4,2,5−
+F1,4,8,5+ F3,7,6,2− + (F+ ↔ F−)
}
. (G.7)
Here the third term obtains from the first term by a π/2-
rotation in the z1 − z3 plane, x˜2 → x˜4 , x˜4 → x˜7, x˜7 →
x˜5 , x˜5 → x˜2, while the second term is invariant under this
rotation.
As a result, L(y˜) is invariant under π/2-rotations in all
six planes spanned by two coordinates z˜µ. It is also odd
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under all four reflections of a single coordinate, z˜µ → −z˜µ.
For a “diagonal reflection as z˜1 ↔ z˜2 corresponding to
x˜2 ↔ x˜3 , x˜6 ↔ x˜7 we observe R{F1,2,8,7+ F3,4,6,5− } =
F1,3,8,6+ F2,4,7,5− = −F1,3,8,6F7,4,2,5, such that the sum of
the first two terms in eq. (G.7) changes sign. The third
term is odd itself, and the three remaining terms ob-
tained by exchanging ϕ+ ↔ ϕ− show the same transfor-
mation properties as the first three terms. Thus L(y˜) in
eq. (G.7) is odd under this reflection, and the same holds
for all twelve diagonal reflections of the type z˜µ ↔ z˜ν or
z˜µ ↔ −z˜ν. The discretized action (127) shares with the
continuum action the transformation properties with re-
spect to π/2-rotations in all zµ − zν-planes, as well as re-
flections of single z˜µ or diagonal reflections. Further details
about the lattice formulation can be found in appendix H.
Since the four points x˜1, x˜2, x˜8 and x˜7 are all in the z
0−
z1-plane of the cell we may switch notation and denote
F±01 = −F±10 = F1,2,8,7± . (G.8)
Similarly, one defines
F±02 = −F±20 = F1,3,8,6± ,
F±03 = −F±30 = F1,4,8,5± , (G.9)
and
F±12 = −F±21 = F3,7,6,2± ,
F±13 = −F±31 = F2,4,7,5,
F±23 = −F±32 = F3,4,6,5± . (G.10)
In this notation we find the intuitive expression
L(y˜) = 1
24
ǫµ1µ2µ3µ4F+µ1µ2F−µ3µ4 . (G.11)
This structure is already very similar to the continuum
action (24). Writing
F1,2,8,7+ =
1
24
ǫklm
{
H˜k+(x˜1)H˜m+ (x˜8)
[H˜l+(x˜2)− H˜l+(x˜7)]
+H˜k+(x˜2)H˜m+ (x˜7)
[H˜l+(x˜8)− H˜l+(x1)]},(G.12)
=
1
48
ǫklm
(H˜k+(x˜1) + H˜k+(x˜2) + H˜k+(x˜7) + H˜k+(x˜8))
× (H˜l+(x˜8)− H˜l+(x˜1))(H˜m+ (x˜7)− H˜m+ (x˜2))
an intuitive expression for F±µν is given by
F±µν(y˜) =
1
48
ǫklm (G.13){H˜k±(y˜ + vµ) + H˜k±(y˜ − vµ) + H˜k±(y˜ + vν) + H˜k±(y˜ − vν)}
×[H˜l±(y˜ + vµ)− H˜l±(y˜ − vµ)][H˜m± (y˜ + vν)− H˜m± (y˜ − vν)].
Here we employ unit lattice vectors vµ whose components
obey (vµ)
ν = δνµ. (The eight points in the cell are y˜ ± vµ.)
The expression (G.13) agrees with eq. (95).
Finally, we note that the three components H˜k+ in eq.
(131) transform as a three-component vector with respect
to global SU(2,C)F gauge transformations. Thus the
contraction (G.2) with the invariant tensor ǫklm yields
a SU(2,C)F -singlet, and Fabcd± is invariant under global
SU(2,C)F transformations. Since F+µν and F−µν are sep-
arately invariant the global gauge symmetry extends to
SU(2,C)L×SU(2,CR. Again, the discretized action (G.1)
shares this symmetry with the continuum action. The issue
of local gauge transformations will be discussed below.
2. Lattice derivatives
Lattice derivatives in the zµ-directions are defined, with
∂ˆµ=̂∂/∂z
µ, as
∂ˆ0ϕ(y˜) =
1
2∆
(
ϕ(x˜8)− ϕ(x˜1)
)
,
∂ˆ1ϕ(y˜) =
1
2∆
(
ϕ(x˜7)− ϕ(x˜2)
)
,
∂ˆ2ϕ(y˜) =
1
2∆
(
ϕ(x˜6)− ϕ(x˜3)
)
,
∂ˆ3ϕ(y˜) =
1
2∆
(
ϕ(x˜5)− ϕ(x˜4)
)
. (G.14)
Here we have suppressed the spinor and flavor indices of
ϕaα, and x˜j stands for x˜j(y˜). Note that we associate the
lattice derivatives with positions y˜ on the dual lattice. To
each position y˜ of a cell we can also associate “average
spinors”
ϕ¯0(y˜) =
1
2
(
ϕ(x˜1) + ϕ(x˜8)
)
, ϕ¯1(y˜) =
1
2
(
ϕ(x˜2) + ϕ(x˜7)
)
,
ϕ¯2(y˜) =
1
2
(
ϕ(x˜3) + ϕ(x˜6)
)
, ϕ¯3(y˜) =
1
2
(
ϕ(x˜4) + ϕ(x˜5)
)
,
(G.15)
and we write for each cell y˜
ϕ(x˜1) = ϕ¯0 −∆∂ˆ0ϕ , ϕ(x˜8) = ϕ¯0 +∆∂ˆ0ϕ,
ϕ(x˜2) = ϕ¯1 −∆∂ˆ1ϕ , ϕ(x˜7) = ϕ¯1 +∆∂ˆ1ϕ,
ϕ(x˜3) = ϕ¯2 −∆∂ˆ2ϕ , ϕ(x˜6) = ϕ¯2 +∆∂ˆ2ϕ,
ϕ(x˜4) = ϕ¯3 −∆∂ˆ3ϕ , ϕ(x˜5) = ϕ¯3 +∆∂ˆ3ϕ. (G.16)
We next express L(y˜) in terms of the averages ϕ¯ and
lattice derivatives ∂ˆµϕ. We write
H˜k±(x˜j) = σµj H¯k±µ(y˜) + 2∆V µj Dk±µ(y˜) + ∆2σµj Gk±µ(y˜),
(G.17)
where H¯µ(y˜) obtains from H˜(x˜j) by the replacement
ϕ(x˜j) → ϕ¯µ(y˜), with σµj = (V µj )2 or σ01 = σ08 = σ12 =
σ17 = σ
2
3 = σ
2
6 = σ
3
4 = σ
3
5 = 1 and σ
µ
j = 0 otherwise. We
also define (no sum over µ here and all quantities evaluated
at y˜)
Dk±µ = (ϕ¯µ)aα(C±)αβ(τ2τk)ab∂ˆµϕbβ (G.18)
and
Gk±µ = ∂ˆµϕaα(C±)αβ(τ2τk)ab∂ˆµϕbβ . (G.19)
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Expanding F1,2,8,7+ in powers of ∆ one finds that all con-
tributions ∼ H¯3 vanish since there are an equal number of
terms with positive and negative signs in the sum (G.2).
For this purpose we can use expressions of the type
H˜k±(x˜1)H˜m± (x˜8) = Hˆk±0Hˆm±0 + 2∆(Hˆk±0Dm±0 − Hˆm±0Dk±0)
−4∆2(Dk±0Dm±0 +Dm±0Dk±0), (G.20)
where
Hˆk±µ = H¯k±µ +∆2Gk±µ. (G.21)
The contraction with ǫklm implies that only the term linear
in ∆ contributes in the expression (G.20). Employing
H˜k±(x˜1)− H˜k±(x˜8) = −4∆Dk±0,
H˜k±(x˜2)− H˜k±(x˜7) = −4∆Dk±1, (G.22)
one obtains
F1,2,8,7+ =
2∆2
3
ǫklm
{Hˆk+1Dm+1Dl+0 − Hˆk+0Dm+0Dl+1}.(G.23)
We finally define
Hk±ab =
1
2
(Hˆk±a + Hˆk±b),
Mk±ab =
1
2
(Hˆk±a − Hˆk±b), (G.24)
and note that Mab drops out due to the contraction with
ǫklm. This yields a simple final result
F1,2,8,7+ =
2∆2
3
ǫklmHk+01(Dl+0Dm+1 −Dl+1Dm+0). (G.25)
The relations similar to (G.25) can then be summarized
as
F±µν =
2∆2
3
ǫklmHk±µν(Dl±µDm±ν −Dl±νDm±µ). (G.26)
3. Continuum limit
The continuum limit obtains formally as ∆ → 0 at
fixed yµ. In this limit we can replace ϕ¯µ(y˜) by ϕ(y).
The lattice derivative ∂ˆµ becomes the continuum deriva-
tive ∂µ = ∂/∂y
µ. This results in
Dk±µ(y˜)→ ϕaα(y)(C±)αβ(τ2τk)ab∂µϕbβ(y), (G.27)
and
Hk±µν(y˜)→ ϕaα(y)(C±)αβ(τ2τk)abϕbβ(y) = H±k (y). (G.28)
In terms of the scalar bilinears H±k the continuum limit
(G.27) reads
Dk±µ(y˜)→
1
2
∂µH
±
k (y), (G.29)
such that
F±µν =
∆2
3
ǫklmH±k ∂µH
±
l ∂νH
±
m. (G.30)
We next want to establish the connection to the form
(24) of the continuum action, thereby also relating α˜ to α.
For this purpose we compare the continuum limit of F±µν
in eq. (G.26) with F±µν in eq. (23). It is useful to employ
the matrices
τ˜k = τ2τk , τ˜0 = τ2, (G.31)
where τ˜Tk = τ˜k and τ˜
T
0 = −τ˜0. With the help of the iden-
tities
(C+)α1β1(C+)α2β2 =
1
2
(C+)α1α2(C+)β1β2
− 1
2
(C+τk)α1α2(C+τk)β1β2 ,(G.32)
and
ǫklm(τ˜l)
a1b1(τ˜m)
a2b2 =
−i[(τ˜k)a1a2(τ˜0)b1b2 + (τ˜0)a1a2(τ˜k)b1b2],(G.33)
we infer (cf. eq. (A.21))
ǫklmDl+µDm+ν = −
i
2
H+k (y)D
+
µν
− i
2
ϕa1α1(C+τn)α1α2(τ˜0)
a1a2ϕa2α2
×∂µϕb1β1(C+τn)β1β2(τ˜k)b1b2∂νϕb2β2 . (G.34)
We next investigate the product
H+k H
+
k = A
a1a2a3a4
α1α2α3α4ϕ
a1
+α1ϕ
a2
+α2ϕ
a3
+α3ϕ
a4
+α4 (G.35)
with α1 . . . α4 taking values 1, 2 and
Aa1a2a3a4α1α2α3α4 = (C+)α1α2(C+)α3α4(τ˜k)
a1a2(τ˜k)
a3a4(G.36)
= ǫα1α2ǫα3α4(ǫ
a1a4ǫa3a2 + ǫa1a3ǫa4a2),
and ǫ the two-index antisymmetric tensor ǫ12 = −ǫ21 = 1.
Insertion into eq. (G.35) yields (similar for H−)
H±k H
±
k = −24A±. (G.37)
This term appears when we multiply the first term in eq.
(G.34) with H+k .
For the second term the multiplication with H+k yields
an expression involving four spinors without derivatives
ϕa1α1(C+τn)α1α2(τ˜0)
a1a2ϕa2α2ϕ
a3
α3(C+)α3α4(τ˜k)
a3a4ϕa4α4
= (Bnk)
a1a2a3a4
α1α2α3α4ϕ
a1
α1ϕ
a2
α2ϕ
a3
α3ϕ
a4
α4 . (G.38)
Under Lorentz transformations this expression transforms
as (3, 1). Since a product of four spinors ϕ+ must be a
Lorentz singlet we expect the expression (G.38) to vanish.
This can be verified by explicit computation of the totally
antisymmetric part of
(Bnk)
a1a2a3a4
α1α2α3α4 = (τ˜n)α1α2(τ˜0)α3α4(τ˜0)
a1a2(τ˜k)
a3a4 .
(G.39)
Using the identity
(τ˜0)α1α2(τ˜k)α3α4 =
1
2
[
(τ˜0)α1α4(τ˜k)α2α3 (G.40)
−(τ˜k)α1α4(τ˜0)α2α3
]
+
i
2
ǫklm(τ˜l)α1α4(τ˜m)α2α3
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one finds
X = (Bnk)
a1a2a3a4
α1α2α3α4 (G.41)
−1
4
(Bnk)
a1a4a3a2
α1α4α3α2 −
1
4
(Bnk)
a3a2a1a4
α3α2α1α4 ,
where X is symmetric under the exchange of at least one
index pair ηi = (αi, ai) and ηj = (αj , aj). The totally anti-
symmetric part of Xη1η2η3η4 vanishes, while the totally an-
tisymmetric part of the left hand side of eq. (G.41) yields
(3/2) times the totally antisymmetric part of Bη1η2η3η4 .
Thus the totally antisymmetric part of B vanishes indeed,
and the second expression in eq. (G.34) does not con-
tribute.
In the continuum limit we arrive at the simple result
F+µν = 16i∆2F+µν . (G.42)
The discussion for F−µν proceeds in parallel, where we ob-
serve an additional minus sign of the first term in eq.
(G.34) which arises from the definition (G.48),
F−µν = −16i∆2F−µν (G.43)
This yields the continuum limit of L(y),
L(y)→ 32
3
∆4ǫµ1µ2µ3µ4F+µ1µ2F
−
µ3µ4 . (G.44)
Again the factor ∆4 cancels in Σy˜L(y˜), the action is in-
dependent of the lattice distance ∆, and we arrive at eq.
(102).
4. Gauge symmetry
The continuum action is invariant under local SU(2,C)F
gauge transformations. For the discretized action (127),
(G.1) we have so far only established the invariance un-
der global SU(2,C)F gauge transformations. The question
arises how Fabcd± in eq. (G.2) transforms under local gauge
transformations.
Under a local gauge transformation the spinors trans-
form infinitesimally according to eq. (63), which implies
that the bilinear H˜k± transforms as a three-component vec-
tor
δH˜k±(x˜j) = −ǫklmα˜l(x˜j)H˜m± (x˜j). (G.45)
In turn, the product of three H-factors at three different
positions, contracted with ǫklm, transforms as
δ
{
ǫklmH˜k(x˜a)H˜l(x˜b)H˜m(x˜c)
}
= AH(x˜a, x˜b, x˜c)(G.46)
= α˜k(x˜a)H˜l(x˜a)
{H˜l(x˜b)H˜k(x˜c)− H˜l(x˜c)H˜k(x˜b)}
+α˜k(x˜b)H˜l(x˜b)
{H˜l(x˜c)H˜k(x˜a)− H˜l(x˜a)H˜k(x˜c)}
+α˜k(x˜c)H˜l(x˜c)
{H˜l(x˜a)H˜k(x˜b)− H˜l(x˜b)H˜k(x˜a)}.
(G.47)
In general, this variation does not vanish and the lattice
action is not invariant under local gauge transformations.
The r.h.s. of eq. (G.46) vanishes for global gauge trans-
formations where α˜k(x˜j1 ) = α˜k(x˜j2 ). This is seen most
easily in the form
AH(x˜a, x˜b, x˜c) =
(
α˜k(x˜a)− α˜k(x˜b)
)H˜l(x˜a)H˜l(x˜b)H˜k(x˜c)
+
(
α˜k(x˜b)− α˜k(x˜c)
)H˜l(x˜b)H˜l(x˜c)H˜k(x˜a)
+
(
α˜k(x˜c)− α˜k(x˜a)
)H˜l(x˜c)H˜l(x˜a)H˜k(x˜b).
(G.48)
The invariance under global SU(2,C)F transformations
extends to F+µν and therefore to the action. The global
invariance also holds for chiral SU(2,C)L transformations
where only the Weyl spinors ϕ+ are transformed, while ϕ−
is left invariant, and similarly for SU(2,C)R.
APPENDIX H: LATTICE GEOMETRY
In this appendix we investigate further aspects of the
lattice formulation. The lattice coordinates z˜ make no dis-
tinction between time and space coordinates. So far we
have associated one of the z˜µ coordinates, e.g. z˜0, with a
time coordinate, which is appropriate if the metric takes
the expectation value gµν = diag(−1, 1, 1, 1). Even if a
Minkowski-signature is selected by the ground state or cos-
mological solution, it is a priori not clear how the “equal
time-hyperface” is embedded in the lattice geometry. The
time direction could also correspond to a “diagonal direc-
tion” in the space of lattice coordinates z˜µ. For this reason
we reformulate in this appendix our lattice also in different
lattice coordinates.
1. Diagonal coordinates
Let us consider in the continuum new coordinates uµ =
(t, u1, u2, u3) that are expressed in terms of the coordinates
zµ used in the main text by
z0 =
1
2
(t+ u1 + u2 + u3),
z1 =
1
2
(t− u1 + u2 − u3),
z2 =
1
2
(t+ u1 − u2 − u3),
z3 =
1
2
(t− u1 − u2 + u3). (H.1)
In a matrix notation this reads
zµ = Rµνu
ν (H.2)
with an orthogonal matrix
R =
1
2


1 , 1 , 1 , 1
1 , −1 , 1 , −1
1 , 1 , −1 , −1
1 , −1 , −1 , 1

 (H.3)
obeying
R2 = 1 , R = RT , detR = 1. (H.4)
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This implies
uµ = Rµνz
ν , δµνz
µzν = δµνu
µuν (H.5)
and ∫
d4u =
∫
d4z. (H.6)
Defining ∂µ = ∂/∂z
µ and ∂˜µ = ∂/∂u
µ yields
∂µ = ∂˜νR
ν
µ , ∂˜µ = ∂νR
ν
µ. (H.7)
Since ǫµνρσ is invariant under rotations the continuum ac-
tion (16) has the same form in the new and old coordinate
system.
We next introduce integer lattice coordinates u˜µ that are
obtained from z˜u by
u˜µ = Rµν z˜
ν +
(
1
2
,
1
2
,
1
2
,
1
2
)
. (H.8)
(We have performed in addition to the rotation an additive
shift such that u˜µ are integers with Σµu˜
µ even. With this
shift the points u˜ = (u˜0, u˜1, u˜2, u˜3) are on the same even
sublattice as the cell positions y˜. For a regular lattice the
continuum coordinates are uµ = ∆u˜µ).
To each y˜ we associate again the eight positions x˜j(y˜)
that belong to the cell at y˜, j = 1 . . . 8. They can be
written as
x˜µj (y˜) = y˜
µ +
1
2
(vµj + 1), (H.9)
with
v1 = (−1,−1,−1,−1) , v2 = (−1, 1,−1, 1),
v3 = (−1,−1, 1, 1) , v4 = (−1, 1, 1,−1),
v5 = (1,−1,−1, 1) , v6 = (1, 1,−1,−1),
v7 = (1,−1, 1,−1) , v8 = (1, 1, 1, 1).
(H.10)
(The positions in the cell obey for each j the constraint∏
µ v
µ = 1.) The points x˜j are indicated in fig. 3. Here
the time coordinate of the points on the right cube is one
unit higher than the one of the points on the left cube.
Two neighboring hypercubes have two common points on
the fundamental lattice.
We have chosen the u˜-coordinates such that for y˜ =
(0, 0, 0, 0) the first four cell points x˜1, x˜2, x˜3, x˜4 all have
a “time coordinate” t˜ = u˜0 = 0, and the other four
x˜5, x˜6, x˜7, x˜8 are at t˜ = 1. The same situation holds for all
cells, with time coordinate of x˜5, . . . x˜8 one unit higher than
for x˜1, . . . x˜4. Our definition of lattice derivatives (G.14) in-
volves for all ∂ˆµ one point in the cell among x˜1, . . . x˜4, and
another one among x˜5, . . . x˜8. For the u˜ coordinates these
are a type of “light-cone derivatives”. In the following we
discuss a few lattice properties in the u˜-coordinates.
2. Reflections
The continuum action (2) changes sign under the re-
flection of one coordinate, for example ϕaα(u
0, ~u) →
ϕaα(−u0, ~u). More generally, it changes sign under reflec-
tions at arbitrary 3-dimensional hyperplanes. We want to
x
y
z
3
2
4
1
8
6x
y
7
z
5
FIG. 3: Points of the fundamental lattice belonging to a cell.
The time coordinate of the right cube is one unit higher than
the one of the left cube.
preserve this property for the lattice action for suitable hy-
perplanes consistent with the lattice symmetries. As an
example, we consider the exchange of the coordinates u1
and u2, ϕ(u0, u1, u2, u3) → ϕ(u0, u2, u1, u3). This is real-
ized by the combination of an exchange of the locations of
the cells, (y˜0, y˜1, y˜2, y˜3) → (y˜0, y˜2, y˜1, y˜3), together with a
reflection inside each cell (fixed y˜), whereby
x˜2(y˜)↔ x˜3(y˜) , x˜6(y˜)↔ x˜7(y˜), (H.11)
while the positions x˜1, x˜4, x˜5 and x˜8 remain invariant. In
other words, we reflect in eq. (H.9) y˜1 ↔ y˜2 , v1j ↔ v2j ,
whereby the transformation of v can also be expressed as
v2 ↔ v3 , v6 ↔ v7 with v1,4,5,8 invariant. As an example, a
term that is odd under this reflection is realized by the com-
bination C˜(x˜1, x˜4, x˜8, x˜3, x˜7, x˜6)− C˜(x˜1, x˜4, x˜8, x˜2, x˜6, x˜7).
We list the twelve lattice reflections of this type in table 1
by specifying which positions are exchanged within a given
cell. (Positions not listed are invariant within a given cell.)
We also indicate by shorthands which
R1 x˜2 ↔ x˜5 , x˜4 ↔ x˜7 (0, 1) R7 x˜1 ↔ x˜6 , x˜3 ↔ x˜8 (0, 1)−
R2 x˜3 ↔ x˜5 , x˜4 ↔ x˜6 (0, 2) R8 x˜1 ↔ x˜7 , x˜2 ↔ x˜8 (0, 2)−
R3 x˜2 ↔ x˜6 , x˜3 ↔ x˜7 (0, 3) R9 x˜1 ↔ x˜5 , x˜4 ↔ x˜8 (0, 3)−
R4 x˜2 ↔ x˜3 , x˜6 ↔ x˜7 (1, 2) R10 x˜1 ↔ x˜4 , x˜5 ↔ x˜8 (1, 2)−
R5 x˜2 ↔ x˜4 , x˜5 ↔ x˜7 (2, 3) R11 x˜1 ↔ x˜3 , x˜6 ↔ x˜8 (2, 3)−
R6 x˜3 ↔ x˜4 , x˜5 ↔ x˜6 (1, 3) R12 x˜1 ↔ x˜2 , x˜7 ↔ x˜8 (1, 3)−
table 1: lattice reflections
coordinates are exchanged. For example, R4 with the
shorthands (1, 2) corresponds to u1 ↔ u2, or to an ex-
change of the components v1j ↔ v2j . Similarly, R10 with
shorthand (1, 2)− denotes the exchange of the components
v1j ↔ −v2j , together with y˜1 ↔ −y˜2. For the coordi-
nates of the lattice points this corresponds to the reflec-
tion u˜1 ↔ 1 − u˜2. For the action to be odd under these
reflections it is sufficient that L(y˜ = (0, 0, 0, 0)) changes
sign under each reflection. For appropriate boundary con-
ditions the sum over cells in the action (127) contains for
every y˜ also the reflected y˜. Then a change of sign of L(y˜)
under the exchange of positions specified in table 1 implies
a change of sign of the action. Since the transformations
in table 1 only refer to an exchange of positions within a
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cell, but not to the location of the cell, we can investigate
an arbitrary y˜, in particular y˜ = (0, 0, 0, 0).
Each of the reflections R1 . . . R12 leaves four positions in
the cell invariant. They are on opposite ends of two max-
imal diagonals. For example, both R1 and R5 leave the
points x˜1, x˜3, x˜6 and x˜8 invariant, and the corresponding
maximal diagonals join the points (x˜1, x˜8) and (x˜3, x˜6),
respectively. These four points define a two-dimensional
plane since the vector from x˜1 to x˜3 is the same as the
one from x˜6 to x˜8. The three dimensional hyperplane on
which the reflection is performed needs the specification
of one further direction, and this distinguishes the hyper-
planes relevant for R1 and R5. This further direction is
fixed by indicating which pairs of points are exchanged
by the reflection, e.g. x˜2 ↔ x˜5 , x˜4 ↔ x˜7 for R1, and
x˜2 ↔ x˜4 , x˜5 ↔ x˜7 for R5. We observe that an exchange
of pairs at the ends of a maximal diagonal, i.e. x˜2 ↔ x˜7 and
x˜4 ↔ x˜5, cannot be realized by a reflection. (The vectors
from x˜2 to x˜7, and from x˜4 to x˜5, are not parallel.) These
properties are shared by all reflections Rs, s = 1 . . . 12: the
pairs of exchanged points are never ends of maximal diag-
onals within a hypercube.
The list of twelve reflections Rs in table 1 is complete for
this type - there are no more reflections that map two pairs
of points of the cell (shown in fig. 1) into each other. This
type of reflections corresponds to the diagonal reflections in
the z˜ coordinates, e.g. of the type z˜0 ↔ z˜1. (There are four
further reflections changing the sign of one coordinate z˜u.
These exchange only two points within a cell, e.g. x˜1 and
x˜8, leaving all others invariant.) The lattice action should
change sign whenever one of the reflections is applied. For
the example R1 the lattice action should change sign if we
replace in each hyperlink ϕaα(x˜2) → ϕaα(x˜5) , ϕaα(x˜5) →
ϕaα(x˜2) , ϕ
a
α(x˜4)→ ϕaα(x˜7) and ϕaα(x˜7)→ ϕaα(xˆ4).
None of the reflections Rs leaves the hyperlink
C˜(x˜1, x˜4, x˜8, x˜3, x˜7, x˜6) invariant. This is required since
otherwise the properly symmetrized lattice action would
vanish. For all Rs except R1, R7, R11 either x˜2 or x˜5
appear as an “occupied position” of the reflected hyper-
link, which differs therefore from the original hyperlink for
which the positions x˜2 and x˜5 are “empty”. The reflec-
tion R1 exchanges the positions x˜4 and x˜7 of the hyperlink.
The hyperlink C˜(x˜1, x˜7, x˜8, x˜3, x˜4, x˜6) differs from the orig-
inal link since the position x˜7 is now occupied by a Weyl
spinor ψ−, in contrast to ψ+ for the original link. Also
the reflection R7 and R11 exchange different types of Weyl
spinors. Actually, the requirement of the lattice action
being odd under all reflections Rs restricts the possible
choice of hyperlinks severely. For example, the hyperlink
C˜(x˜1, x˜4, x˜3, x˜8, x˜6, x˜7) is invariant under the reflection R1.
We recall at this place that hyperlinks are uniquely deter-
mined by the occupied positions {j+} and {j−}. Different
link orderings can correspond to identical hyperlinks.
3. Rotations
We may also consider combinations of two reflections.
The lattice action should remain invariant under such
transformations. As an example, we may consider the com-
binations of the reflections R1 and R2,
R2R1 : x˜2 → x˜5 , x˜5 → x˜3 , x˜3 → x˜2,
x˜4 → x˜6 , x˜6 → x˜7 , x˜7 → x˜4, (H.12)
and
R1R2 : x˜1 → x˜3 , x˜3 → x˜5 , x˜5 → x˜2,
x˜4 → x˜7 , x˜7 → x˜6 , x˜6 → x˜4. (H.13)
The order matters, reflections do not commute. We note
(R2R1)
2 = R1R2 and (R2R1)
3 = 1. Indeed, R2R1 is a
rotation of 2π/3 around an axis which is the maximal di-
agonal linking the invariant points x˜1 and x˜8, with R1R2
a rotation around the same axis with opposite direction.
All combinations of two reflections with a common pair
of invariant points are similar 2π/3-rotations around suit-
able axes. There are a total of eight independent transfor-
mations of this type, corresponding to the four maximal
diagonals (1, 8), (2, 7), (3, 6) and (4, 5), with two rotation
directions for each axis. The lattice action should be in-
variant with respect to these eight discrete rotations that
we denote by Tr, r = 1 . . . 8.
The reflections that do not share common invariant
points commute, e.g.
R1R7 = R7R1 : x˜1 ↔ x˜6 , x˜2 ↔ x˜5 , x˜3 ↔ x˜8,
x˜4 ↔ x˜7,
R4R10 = R10R4 : x˜1 ↔ x˜4 , x˜2 ↔ x˜3 , x˜5 ↔ x˜8,
x˜6 ↔ x˜7. (H.14)
Their multiplication combines to rotations by π around
suitable axes. For example, R4R10 is a rotation around
the u3-axis through the center of the hypercube, with
u0 kept fixed. There are a total of twelve π-rotations
of this type, corresponding to the products of re-
flections R6R12, R2R12, R6R8, R2R8, R3R10, R4R10, R3R9,
R4R9, R1R7, R1R11R5R7, R5R11. Together, we have 20 in-
dependent discrete transformations which can be obtained
by products of two reflections Rs1Rs2 . We can further form
products of three or more reflections. All products with an
odd number of reflections change the sign of the lattice ac-
tion, whereas products with an even number of reflections
leave the action invariant. The products of the twelve basic
reflections form a large non-abelian discrete group.
4. Diagonal sublattices
One may perform a rotation of the coordinates uµ by
defining new coordinates sµ as
s0 =
1√
2
(u0 + u2) , s1 =
1√
2
(u1 + u3),
s2 =
1√
2
(u0 − u2) , s3 = 1√
2
(u1 − u3). (H.15)
The rotation matrix R, sµ = R˜µνu
ν , obeys
R˜ =
1√
2


1 , 0 , 1 , 0
0 , 1 , 0 , 1
1 , 0 , −1 , 0
0 , 1 , 0 , −1

 , R˜T = R˜ , R˜2 = 1.
(H.16)
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Similarly, we may introduce
s˜µ =
1√
2
R˜µν u˜
ν . (H.17)
Integer values of s˜µ define a hypercubic lattice with lat-
tice distance
√
2∆. This is a sublattice of the fundamen-
tal lattice that we may denote by L(1). Indeed, for u˜µ =√
2R˜µν s˜
ν one finds an even value for Σµu˜
µ = 2(s˜0 + s˜1).
The number of lattice points of L(1) amounts to one half
of the points of the fundamental lattice. If all lattice coor-
dinates s˜µ are half-integer one finds again that u˜ belongs
to the fundamental lattice. The half-integer values of s˜µ
define a second hypercubic lattice L(2), again with lattice
distance
√
2∆. It obtains from L(1) by a translational shift
by a vector ∆s˜µ = 12 (1, 1, 1, 1) or ∆u˜
µ = (1, 1, 0, 0). We
call L(1) and L(2) the diagonal sublattices. The sum of L(1)
and L(2) constitutes the fundamental lattice.
For the cell at y˜ = 0 we list in table 2 first the four
positions on the diagonal sublattice L(1), and subsequently
those on L(2). We list the coordinates z˜, u˜ and s˜ for each
position in the cell.
z˜ u˜ s˜
x˜1 (−1, 0, 0, 0) (0, 0, 0, 0) (0, 0, 0, 0)
x˜2 (0,−1, 0, 0) (0, 1, 0, 1) (0, 1, 0, 0)
x˜7 (0, 1, 0, 0) (1, 0, 1, 0) (1, 0, 0, 0)
x˜8 (1, 0, 0, 0) (1, 1, 1, 1) (1, 1, 0, 0)
x˜3 (0, 0,−1, 0) (0, 0, 1, 1)
(
1
2 ,
1
2 ,− 12 ,− 12
)
x˜4 (0, 0, 0,−1) (0, 1, 1, 0)
(
1
2 ,
1
2 ,− 12 , 12
)
x˜5 (0, 0, 0, 1) (1, 0, 0, 1)
(
1
2 ,
1
2 ,
1
2 ,− 12
)
x˜6 (0, 0, 1, 0) (1, 1, 0, 0)
(
1
2 ,
1
2 ,
1
2 ,
1
2
)
table 2: Positions x˜j(y˜) in the hypercube y˜ = 0 for
different lattice coordinates.
For the hypercube at y˜ = (1, 0, 1, 0) one adds to s˜ the vec-
tor (1, 0, 0, 0), such that x˜1,2,7,8 belong again to L(1), and
x˜3,4,5,6 are on L(2). On the other hand, for the hyper-
cube located at y˜ = (1, 1, 0, 0) the s˜-coordinates are shifted
by a vector (12 ,
1
2 ,
1
2 ,
1
2 ) as compared to the values shown
in table 2. Now x˜1,2,7,8 belong to the sublattice L(2) and
x˜3,4,5,6 to L(1). The two common points for the hypercubes
at y˜ = (1, 1, 0, 0) and y˜ = (0, 0, 0, 0) are
x˜1(1, 1, 0, 0) = x˜6(0, 0, 0, 0),
x˜5(1, 1, 0, 0) = x˜8(0, 0, 0, 0), (H.18)
consistent with the assignment to sublattices.
The reflection R2 acts in a simple way within the di-
agonal lattice: it simply reverses the coordinate s˜2, i.e.
R2(s˜
0, s˜1, s˜2, s˜3) = (s˜0, s˜1,−s˜2, s˜3). Similarly, the reflec-
tion R8 describes a reflection of the diagonal coordinate s˜
0,
now at the hyperplane s˜0 = 12 , such thatR8(s˜
0, s˜1, s˜2, s˜3) =
(1 − s˜0, s˜1, s˜2, s˜3). In an analogous way R6 describes a re-
flection of s˜3 at the hyperplane s˜3 = 0, R6(s˜
0, s˜1, s˜2, s˜3) =
(s˜0, s˜1, s˜2,−s˜3), while R12 reflects s˜1 at the hyperplane
s˜1 = 12 , i.e. R12(s˜
0, s˜1, s˜2, s˜3) = (s˜0, 1− s˜1, s˜2, s˜3). We con-
clude that the four reflections (R2, R6, R8, R12) describe
the reversal of the s-coordinates.
For the hypercube at y˜ = 0 the local SO(4,C) invari-
ant C˜+(x˜1, x˜7, x˜8) in eq. (110) involves only Weyl spinors
ϕ+ which are all situated on the sublattice L(1), while
C˜−(x˜3, x˜4, x˜6) involves Weyl spinors ϕ− with positions on
L(2). The reflections R2 and R6 act only on the points of
L(2) within this hypercube, while the points x˜1, x˜2, x˜7 and
x˜8 are left invariant. The symmetrized expression
C¯− =
1
4
{
C˜−(x˜3, x˜4, x˜6)− C˜−(x˜4, x˜5, x˜6)
+C˜−(x˜3, x˜5, x˜6)− C˜−(x˜3, x˜4, x˜5)
}
(H.19)
changes sign under the reflections R2 and R6 and is invari-
ant under R8 and R12. Similarly, the symmetrized combi-
nation
C¯+ =
1
4
{
C˜+(x˜1 x˜7, x˜8)− C˜+(x˜2, x˜7, x˜8)
+C˜+(x˜1, x˜2, x˜8)− C˜+(x˜1, x˜2, x˜7)
}
(H.20)
is odd under R8 and R12 and even under R2 and R6. We
conclude that the combination C¯+C¯− changes sign under
all four reflections R2, R6, R8 and R12. We may therefore
use
L(y) ∼ sˇ[C¯+C¯−], (H.21)
where sˇ denotes the remaining necessary symmetrization
which guarantees the correct transformations with respect
to the remaining eight reflections.
5. Alternative lattice derivatives
One may investigate alternative choices of lattice deriva-
tives by suitable linear combinations of spinors on sites
belonging to the cell. As an example, we can define the
four derivatives in the diagonal directions
∂ˇ0ϕη(y˜) =
1
2
√
2∆
{
ϕη(x˜7)− ϕη(x˜1) + ϕη(x˜8)− ϕη(x˜2)
}
,
∂ˇ1ϕη(y˜) =
1
2
√
2∆
{
ϕη(x˜2)− ϕη(x˜1) + ϕη(x˜8)− ϕη(x˜7)
}
∂ˇ2ϕη(y˜) =
1
2
√
2∆
{
ϕη(x˜5)− ϕη(x˜3) + ϕη(x˜6)− ϕη(x˜4)
}
,
∂ˇ3ϕη(y˜) =
1
2
√
2∆
{
ϕη(x˜4)− ϕη(x˜3) + ϕη(x˜6)− ϕη(x˜5)
}
(H.22)
Here ∂ˇµ stands for ∂/∂s
µ. All four lattice deriva-
tives are odd with respect to one of the four reflections
R2, R6, R8, R12, namely
R8(∂ˇ0ϕ) = −∂ˇ0ϕ , R12(∂ˇ1ϕ) = −∂ˇ1ϕ,
R2(∂ˇ2ϕ) = −∂ˇ2ϕ , R6(∂ˇ3ϕ) = −∂ˇ3ϕ. (H.23)
They are invariant under the remaining three reflections.
We can also introduce mixed second derivatives as
∂ˇ0∂ˇ1ϕ = ∂ˇ1∂ˇ0ϕ =
1
2∆2
{
ϕ(x˜1)− ϕ(x˜2) + ϕ(x˜8)− ϕ(x˜7)
}
.
(H.24)
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This expression changes sign under each of the two reflec-
tions R8 and R12 and is invariant under R2 and R6. Simi-
larly, the mixed derivative
∂ˇ2∂ˇ3ϕ = ∂ˇ3∂ˇ2ϕ =
1
2∆2
{
ϕ(x˜3)− ϕ(x˜4)− ϕ(x˜5) + ϕ(x˜6)
}
(H.25)
changes sign under R2 and R6 and is invariant under R8
and R12. The “average value” of ϕ within the hypercube
ϕη(y˜) =
1
8
8∑
j=1
ϕη(x˜j) (H.26)
is invariant under all reflections. Finally, the combination
Eη(y˜) =
1
8
{
ϕη(x˜1) + ϕη(x˜2) + ϕη(x˜7) + ϕη(x˜8)
− ϕη(x˜3)− ϕη(x˜4)− ϕη(x˜5)− ϕη(x˜6)
}
(H.27)
is invariant under R2, R6, R8, R12, while it changes sign
under the π-rotations R1R7, R3R9, R4R10 and R5R11.
We can combine the expressions (H.22)-(H.27) in order
to express the variables within a given hypercube in terms
of the lattice derivatives at the location of this hypercube,
ϕ(x˜1) = ϕ+ E − ∆√
2
∂ˆ0ϕ− ∆√
2
∂ˇ1ϕ+
∆2
2
∂ˇ0∂ˇ1ϕ,
ϕ(x˜2) = ϕ+ E − ∆√
2
∂ˇ0ϕ+
∆√
2
∂ˇ1ϕ− ∆
2
2
∂ˇ0∂ˇ1ϕ,
ϕ(x˜7) = ϕ+ E +
∆√
2
∂ˇ0ϕ− ∆√
2
∂ˇ1ϕ− ∆
2
2
∂ˇ0∂ˇ1ϕ,
ϕ(x˜8) = ϕ+ E +
∆√
2
∂ˇ0ϕ+
∆√
2
∂ˇ1ϕ+
∆2
2
∂ˇ0∂ˇ1ϕ.
(H.28)
and similar for the remaining spinors which involve the
lattice derivatives ∂ˇ2 and ∂ˇ3. (Here we suppress spinor
indices and the position y˜ of the hypercube.)
APPENDIX I: RELATION BETWEEN LINKS AND
LATTICE VIERBEIN BILINEARS
The discretized version of the vierbein bilinears is in close
correspondence with the links. It can be obtained by con-
traction of the links with Dirac matrices and some internal
matrix Uab. We observe the identities
(γmM )βαU
baL
(+−)ab
(k)αβ (x˜j1 , x˜j2) =
−ϕb−(x˜j2 )C−γmMϕa+(x˜j1)V ba, (I.1)
and
(γmM )βαU
baL
(−+)ab
(k)αβ (x˜j1 , x˜j2 ) =
−ϕb+(x˜j2)C+γmMϕa−(x˜j1 )V ba, (I.2)
with
V ba = (τ2τkU)
ba. (I.3)
(Dirac indices are suppressed on the r.h.s. of eqs. (I.1),
(I.2).) For symmetric V ba = V ab we consider
Em1 (x˜j2 , x˜j1) = −(γmM )βαU ba
[
L
(+−)ab
(k)αβ (x˜j1 , x˜j2 )
+L
(−+)ab
(k)αβ (x˜j1 , x˜j2 )
]
= ϕa(x˜j2 )C1γ
m
MV
abϕb(x˜j1 ), (I.4)
while for antisymmetric V ba = −V ab we take
Em2 (x˜j2 , x˜j1) = (γ
m
M )αβU
ba
[
L
(+−)ab
(k)αβ (x˜j1 , x˜j2)
−L(−+)(k)αβ(x˜j1 , x˜j2 )
]
= ϕa(x˜j2 )C2γ
m
MV
abϕb(x˜j1). (I.5)
The continuum limit of E1 and E2 corresponds to the
vierbein (or linear combinations of vierbeins) with the same
V ab. Indeed, the matrices C1γ
m ⊗ V or C2γm ⊗ V for E1
or E2, respectively, are symmetric. Defining similarly to
eq. (G.16)
ϕ(x˜j) = ϕ¯(y˜) + ∆V
µ
j ∂ˆµϕ(y˜) + 0(∆
2), (I.6)
the contribution ∼ ϕ¯ vanishes due to the anticommuting
properties of the Grassmann variables. The leading terms
in E1,2 are therefore
Emi (x˜j2 , x˜j1) = ∆(V
µ
j1
− V µj2)ϕ¯a(y˜)CiγmMV ab∂ˆµϕb(y˜)
→ ∆(V µj1 − V
µ
j2
)E˜mµ . (I.7)
We want to express the links in terms of vierbein bi-
linears. This is, in principle, simple algebra that we per-
form here in several steps. We first introduce the bilinears
(m = 0 . . . 3)
Qm,ab+− (x˜j1 , x˜j2) = ϕ
a
+,α(x˜j1 )(C+τm)αβϕ
b
−,β(x˜j2 ),
Qm,ab−+ (x˜j1 , x˜j2) = ϕ
a
−,α(x˜j1 )(C−τm)αβϕ
b
+,β(x˜j2 ),(I.8)
with τ0 = 12. Using the identity
(τm)αβ(τm)γδ = 2δαδδβγ , (I.9)
one finds
L
(+−)ab
(k)αβ (x˜j1 , x˜j2) = −
1
2
Qm,ca−+ (x˜j2 , x˜j1)(τm)αβ(τ˜k)
cb,
(I.10)
and a similar equation for L−+ with + and − exchanged.
We also define the linear combinations
R0,ab1 = i(Q
0,ab
+− +Q
0,ab
−+ ),
Rk,ab1 = −i(Qk,ab+− −Qk,ab−+ ),
R0,ab2 = i(Q
0,ab
+− −Q0,ab−+ ),
Rk,ab2 = −i(Qk,ab+− +Qk,ab−+ ), (I.11)
such that
Rm,ab1,2 (x˜j1 , x˜j2 ) = ϕ
a
α(x˜j1 )(C1,2γ
m
M )αβϕ
b
β(x˜j2 ). (I.12)
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We next consider the symmetric and antisymmetric parts
of R separately and define
Em,ab1 =
1
2
(Rm,ab1 +R
m,ba
1 ),
Am,ab =
1
2
(Rm,ab1 −Rm,ba1 ). (I.13)
In the continuum limit (I.6) one obtains
Em,ab1 (x˜j1 , x˜j2) =
1
2
∆(V µj2 − V
µ
j1
)
[
(E˜m1,µ)
ab + (E˜m1,µ)
ba
]
Am,ab(x˜j1 , x˜j2) = ϕ
aC1γ
m
Mϕ
b. (I.14)
Similarly, we define
Sm,ab =
1
2
(Rm,ab2 +R
m,ba
2 ),
Em,ab2 =
1
2
(Rm,ab2 −Rm,ba2 ), (I.15)
with continuum limit
Sm,ab(x˜j1 , x˜j2 ) = ϕ
aC2γ
m
Mϕ
b, (I.16)
Em,ab2 (x˜j1 , x˜j2 ) =
1
2
∆(V µj2 − V
µ
j1
)
[
(E˜m2,µ)
ab − (E˜m2,µ)ba
]
.
Insertion of these relations yields for the link bilinears
the relation (118), with
(V m±k)
ab(x˜j1 , x˜j2) = (τ˜k)
ac(Em1 ∓Em2 +Am∓Sm)cb(x˜j1 , x˜j2).
(I.17)
We finally use SU(2)V representations similar to eqs.
(35)-(39) for the “lattice vierbein bilinears”
E¯m1(k)(x˜j1 , x˜j2) = E
m,ab
1 (x˜j1 , x˜j2 )(τ˜k)
ab
= ϕ(x˜j1 )C1γ
m
M ⊗ τ˜kϕ(x˜j2 ),
E¯m2 (x˜j1 , x˜j2) = E
m,ab
2 (x˜j1 , x˜j2 )(τ˜0)
ab
= ϕ(x˜j1 )C2γ
m
M ⊗ τ˜0ϕ(x˜j2 ),
S¯m(k)(x˜j1 , x˜j2 ) = S
m,ab(x˜j1 , x˜j2 )(τ˜k)
ab
= ϕ(x˜j1 )C2γ
m
M ⊗ τ˜kϕ(x˜j2 ),
A¯m(x˜j1 , x˜j2 ) = A
m,ab(x˜j1 , x˜j2)(τ˜0)
ab
= ϕ(x˜j1 )C1γ
m
M ⊗ τ˜0ϕ(x˜j2 ). (I.18)
The quantities Em,ab1,2 , S
m,ab and Am,ab can be expressed in
terms of those bilinears
Em,ab1 (x˜j1 , x˜j2) =
1
2
E¯m1(k)(x˜j1 , x˜j2)(τkτ2)
ab
Em,ab2 (x˜j1 , x˜j2) = −
1
2
E¯m2 (x˜j1 , x˜j2)(τ2)
ab
Sm,ab(x˜j1 , x˜j2) =
1
2
S¯m(k)(x˜j1 , x˜j2)(τkτ2)
ab
Am,ab(x˜j1 , x˜j2) = −
1
2
A¯m(x˜j1 , x˜j2)(τ2)
ab. (I.19)
Insertion into eq. (I.17) yields the relation (119).
APPENDIX J: LATTICE ACTION IN TERMS OF
VIERBEIN BILINEARS
One can use the expression (106) in order to write the lat-
tice action as a sum of terms involving six powers of lattice
vierbeins (115) or scalars (117). This employs the relations
(107), (118) and (119). In this appendix we briefly sketch
the necessary algebra. One has to evaluate the hyperlink
C˜(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6) = 1
36
1
4096
ǫkljǫpqrYm1m2...m6
× tr{V m6−r (x˜1, x˜6)V m5+j (x˜6, x˜8)V m4−q (x˜8, x˜4)V m3+l (x˜4, x˜2)
× V m2−p (x˜2, x˜3)V m1+k (x˜3, x˜1)
}
, (J.1)
where
Ym1...m6 = tr(τm1 τˆm2τm3 τˆm4τm5 τˆm6). (J.2)
The trace in eq. (J.1) is over flavor indices, with V m±k in-
terpreted as 2× 2 matrices in flavor space and matrix mul-
tiplication implied. We recall the definitions τ0 = −τˆ0 =
1, τˆk = τk.
The first task is an evaluation of Ym1...m6 . We first con-
sider those components of Y for which an even number of
indices equals zero, as
Y000000 = −2,
Y0000kl = −Y000k0l = 2δkl. (J.3)
We can use the identities
τ0τˆ0 = −1 , τ0τˆk = −τˆ0τk = τk,
τk τˆl = τkτl = δkl + iǫklmτm, (J.4)
and
τiτjτkτl = δijδkl + iǫijmτmδkl + iǫklmτmδij
−ǫijnǫklmτnτm (J.5)
in order to establish
Y00ijkl = 2(δikδjl − δilδjk − δijδkl) (J.6)
and
Yijklpq = Yjklpqi = 2(δijδklδpq
+δijδkqδlp − δijδkpδlq
+δiqδjpδkl − δipδjqδkl
+δilδjkδpq − δikδjlδpq
+δikδjpδlq − δikδjqδlp
+δilδjqδkp − δilδjpδkq
+δipδjlδkq − δipδjkδlq
+δiqδjkδlp − δiqδjlδkp) (J.7)
The value of Y for other positions of the index 0 is easily
obtained by keeping track of the minus sign if τ0 in eq.
(J.2) is replaced by τˆ0 and vice versa. We observe the
cyclic property for index pairs
Ym1m2m3m4m5m6 = Ym3m4m5m6m1m2
= Ym5m6m1m2m3m4 , (J.8)
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which is a direct consequence of the definition by the trace
(J.2).
We denote by Y + the part with an even number of in-
dices 0, and Y − the part with an odd number,
Ym1...m6 = Y
+
m1...m6 + Y
−
m1...m6 . (J.9)
Since Y must be invariant under SO(1, 3)-Lorentz trans-
formations it is suggestive to generalize eq. (J.7) to
Y +m1m2m3m4m5m6 = 2(ηm1m2ηm3m4ηm5m6
+ηm1m2ηm3m6ηm4m5 − ηm1m2ηm3m5ηm4m6
+ηm1m6ηm2m5ηm3m4 − ηm1m5ηm2m6ηm3m4
+ηm1m4ηm2m3ηm5m6 − ηm1m3ηm2m4ηm5m6
+ηm1m3ηm2m5ηm4m6 − ηm1m3ηm2m6ηm4m5
+ηm1m4ηm2m6ηm3m5 − ηm1m4ηm2m5ηm3m6
+ηm1m5ηm2m4ηm3m6 − ηm1m5ηm2m3ηm4m6
+ηm1m6ηm2m3ηm4m5 − ηm1m6ηm2m4ηm3m5).(J.10)
Indeed, it is straightforward to verify the relations (J.3),
(J.6), and (J.7). This can easily be extended to other po-
sitions of the index 0. One finds the relations
Y +m1m2m3m4m5m6 = Y
+
m2m3m4m5m6m1
= Y +m6m5m4m3m2m1 . (J.11)
What remains is the part Y − with an odd number of
indices 0, as
Y00000k = 0,
Y000ijk = −tr(τiτjτk) = −2iǫijk. (J.12)
The contribution with five indices different from zero reads
Y0ijklm = tr(τiτjτkτlτm) (J.13)
= 2i(δijǫklm + δklǫijm + δimǫjkl − δjmǫikl).
The values for other positions of the index 0 are obtained
easily.
For a systematic expression the next step expresses V in
terms of E¯, A¯, S¯. For this purpose we write
(V m−k)
ab =
1
2
[
τ2(v
0,m
−k τ0 + v
j,m
−k τj)τ2
]ab
(V m+k)
ab =
1
2
[
τ2(v
j,m
+k τˆ0 + v
j,m
+k τˆj)τ2
]ab
, (J.14)
with
v0,m−k = E¯
m
1(k) + S¯
m
(k),
v0,m+k = −E¯m1(k) + S¯m(k),
vj,m−k = −(E¯m2 + A¯m)δjk + iǫklj(E¯m1(l) + S¯m(l)),
vj,m+k = (E¯
m
2 − A¯m)δjk + iǫklj(E¯m1(l) − S¯m(l)). (J.15)
The τ2-factors drop out in the trace in eq. (J.1) and we
recognize the structure (J.2), such that with si = 0, 1, 2, 3
one obtains
C˜(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6) = 1
36
1
218
ǫk1k3k5ǫk2k4k6
×Ym6m5m4m3m2m1Ys1s2s3s4s5s6
×vs1,m1−k1 (x˜1, x˜6)v
s2,m2
+k2
(x˜6, x˜8)v
s3,m3
−k3
(x˜8, x˜4)
×vs4,m4+k4 (x˜4, x˜2)v
s5,m5
−k5
(x˜2, x˜3)v
s6,m6
+k6
(x˜3, x˜1). (J.16)
Eq. (J.16) expresses the hyperlink C and therefore the lat-
tice action (106) in terms of the lattice vierbeins E¯m1(k), E¯
m
2
and S¯m(k), A¯
m.
The combinatorics of eq. (J.16) is still rather involved.
Insight in the structure can be gained by studying special
cases. We consider the case where only E¯m2 differs from
zero, such that v0,m±k = 0, v
j,m
±k = E¯
m
2 δjk. Using
ǫk1k3k5ǫk2k4k6Yk1k2k3k4k5k6 = −24 (J.17)
yields
C(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6) = 1
6
1
216
Ym6...m1
×E¯m12 (x˜1, x˜6)E¯m22 (x˜6, x˜8)E¯m32 (x˜8, x˜4)E¯m42 (x˜4, x˜2)
×E¯m52 (x˜2, x˜3)E¯m62 (x˜3, x˜1). (J.18)
The contribution from Y + yields a Lorentz-invariant ex-
pression where index pairs (ma,mb) are contracted by
ηmamb .
In the continuum limit we may consider first the leading
order relations
E¯m2 (x˜j1 , x˜j2) = (V
µ
j2
− V µj1 )e˜m2,µ(y), (J.19)
with
e˜m2,µ(y) = ∆ϕ
a(y)C2γ
m
M (τ2)
ab∂µϕ
b(y). (J.20)
We also can use
E¯m2 (x˜j1 , x˜j2 )E¯
n
2 (x˜j3 , x˜j4)ηmn
= (V µj2 − V
µ
j1
)(V νj4 − V νj3 )g˜2,µν , (J.21)
with
g˜2,µν = e˜
m
2,µe˜
n
2,νηmn. (J.22)
Insertion into eq. (J.18) yields
C(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6) = 1
6
1
216
Yˆm6...m1 , (J.23)
where Yˆm6...m1 obtains from Y
+
m6...m1 by replacing in eq.
(J.10) ηmamb → g˜2,µνwµmawνmb , with
wm1 = V6 − V1 = (1, 0, 1, 0),
wm2 = V8 − V6 = (1, 0,−1, 0),
wm3 = V4 − V8 = (−1, 0, 0,−1),
wm4 = V2 − V4 = (0,−1, 0, 1),
wm5 = V3 − V2 = (0, 1,−1, 0),
wm6 = V1 − V3 = (−1, 0, 1, 0). (J.24)
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A second contribution arises from Y −. No diffeomorphism
invariant exists which involves six powers of the vierbein
e˜m2,µ. We therefore expect that for the action the sum of all
contributions of this type vanishes.
For the particular term where only Em2 contributes we
can, of course, also use directly eq. (119),
(V m±k)
ab = ±1
2
E¯m2 (τ2τkτ2)
ab. (J.25)
Eqs. (107), (118) then yield
C˜(x˜1, x˜3, x˜2, x˜4, x˜8, x˜6) = − 1
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Ym1...m6
× ǫklmǫqprtr(τrτmτqτlτpτk)
× E¯m12 (x˜3, x˜1)E¯m22 (x˜2, x˜3)E¯m32 (x˜4, x˜2)
× E¯m42 (x˜8, x˜4)E¯m52 (x˜6, x˜8)E¯m62 (x˜1, x˜6), (J.26)
which agrees with (J.18).
APPENDIX K: LATTICE DIFFEOMORPHISM
INVARIANT ACTION IN FOUR DIMENSIONS
In this appendix we discuss the general structure of a
lattice diffeomorphism invariant action (158) in four di-
mensions. We relate this to the lattice action (94).
In our model of spinor gravity we have six fields HA
which corresponds to the spinor bilinears H˜+k , H˜−k , i.e. A =
(k+, k−). A lattice diffeomorphism invariant action can be
written as
L(y) = cBBA1...A6HA1(y˜)HA2(y˜)
)
(K.1)
× (HA3(x˜8)−HA3(x˜1)
)(HA4(x˜7)−HA4(x˜2))
× (HA5(x˜6)−HA5(x˜3))(HA6(x˜5)−HA6(x˜4)),
with BA1...A6 totally antisymmetric in the last four indices
A3, A4, A5, A6 andHA1(y˜),HA2(y˜) average fields in the cell
HA(y˜) = 1
8
8∑
j=1
H(x˜j). (K.2)
The use of H˜±k guarantees local generalized Lorentz sym-
metry and SU(2,C)F flavor symmetry follows for suitable
B. For our order of the indices A = 1, 2, 3 corresponds to
the index k of H+k , k+ = 1, 2, 3, while A = 4, 5, 6 corre-
sponds to k− = 1, 2, 3 for H−k . For an action with six Weyl
spinors ϕ+ and six Weyl spinors ϕ− three of the indices of
B must be of the type k+, and the other three of the type
k−. The chiral flavor symmetry SU(2,C)L×SU(2,C)R is
realized if B is totally antisymmetric in the three indices
(k+, l+,m+), as well as in the three indices (k−, l−,m−).
We specify BA1A2A3A4A5A6 by the following properties:
(1) B vanishes whenever two indices are equal, (2) B van-
ishes if the first two indices A1, A2 are both of the type k+
or both of the type k−, (3) B vanishes whenever the last
four indices A3, A4, A5, A6 do not have two indices of the
type k+, and the other two of the type k−, (4) B is totally
antisymmetric in the last four indices, (5) B is symmetric
in the first two indices, (6) B is specified by its value when
A1, A3, A4 are of the type k+,
Bk+k−l+m+l−m− = ǫk+l+m+ǫk−l−m− . (K.3)
Property (4) fixes then the value of all other combinations
of the last four indices Bk+k−A3A4A5A6 consistent with the
constraint (3), i.e.
Bk+k−l+l−m+m− = −ǫk+l+m+ǫk−l−m− ,
Bk+k−l−m−l+m+ = ǫk+l+m+ǫk−l−m− . (K.4)
Finally, the condition (5),
Bk−k+A3A4A5A6 = Bk+k−A3A4A5A6 , (K.5)
fixes the remaining nonzero values of B. Our conditions,
which are not all independent, determine B completely.
The symmetries of lattice reflections and rotations be-
come apparent if we use the expression (159) in terms of
lattice derivatives
L(y˜) = cB
3
V (y˜)BA1...A6HA1HA2ǫµ1...µ4 ∂ˆµ1HA3 . . . ∂ˆµ4HA6 .
(K.6)
The cell volume V (y˜) is invariant under rotations and re-
flections. For L¯ = L/V we can use the particular coordi-
nates xµ = z˜µ∆ such that lattice rotations and reflections
are easily realized by the contraction of derivatives with
ǫµ1...µ4 . The average fields H(y˜) are invariant under lattice
reflections and rotations.
For a suitable choice of the constant cB the action (K.1),
with B determined by eqs. (K.3), (K.4), equals the leading
term in the lattice action (G.7). For a comparison with the
lattice action (G.7) we employ relations of the type
1
2
(H˜k+(x˜1)H˜m+ (x˜8)− H˜m+ (x˜1)H˜k+(x˜8))
= −1
4
{
(H˜k+(x˜1) + H˜k+(x˜8)
)(H˜m+ (x˜1)− H˜m+ (x˜8))
−(k ↔ m)} (K.7)
in order to write
F1,2,8,7+ =
1
12
ǫklmH˜k+,1278
× (H˜l+(x˜8)− H˜l+(x˜1))(H˜m+ (x˜7)− H˜m+ (x˜2)),
employing shorthands
H˜k±,abcd =
1
4
{H˜k+(x˜a) + H˜k+(x˜b) + H˜k+(x˜c) + H˜k+(x˜d)}.
(K.8)
One finds for the action (G.7)
L(y˜) = 1
6
1
122
ǫk+l+m+ǫk−l−m−
× {H˜k++,1278H˜k−−,3456Dl+m+l−m−
−H˜k++,1368H˜k−−,2457Dl+l−m+m−
−H˜k++,1458H˜k−−,2367Dl+m−l−m+
+H˜k++,3456H˜k−−,1278Dl−m−l+m+
−H˜k++,2457H˜k−−,1368Dl−l+m−m+
−H˜k++,2367H˜k−−,1458Dl−m+l+m−
}
, (K.9)
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with
Dl+m+l−m− = (K.10)(H˜l++ (x˜8)− H˜l++ (x˜1))(H˜m++ (x˜7)− H˜m++ (x˜2))
×(H˜l−− (x˜6)− H˜l−− (x˜3))(H˜m−− (x˜5)− H˜m−− (x˜4)),
while Dl+m−l−m+ obtains from Dl+m+l−m− by exchanging
Hm++ and Hm−− , etc.. (The ordering of indices in D is such
that the first refers to x˜8 − x˜1, the second to x˜7 − x˜2, the
third and fourth to x˜6 − x˜3 and x˜5 − x˜4. For an index l+
the H-factor is Hl++ , and for l− one uses Hl−− .)
We next express Habcd in eq. (K.8) by the cell average
H˜(y˜) defined in eq. (K.2), and
G˜abcd,efgh = 1
2
(Habcd −Hefgh), (K.11)
which results in
H˜k++,1278H˜k−−,3456 = H˜k++ (y˜)H˜k−− (y˜)
−H˜k++ (y˜)G˜k−−,1278,3456(y˜) + G˜k++,1278,3456(y˜)H˜k−(y˜)
−G˜k++,1278,3456(y˜)G˜k−−,1278,3456(y˜).
(K.12)
We concentrate first on the first term on the r.h.s. of eq.
(K.12) which only contains H˜(y˜). This term is the same
for all six terms in eq. (K.9) and one obtains
L(1)(y˜) = 1
864
ǫk+l+m+ǫk−l−m−
× Hk++ (y˜)Hk−− (y˜)D(A)l+l−m+m− , (K.13)
with
D
(A)
l+m+l−m−
= Aˆ{Dl+m+l−m− +Dl+l−m−m+
+Dl+m−m+l− +Dl−m−l+m+ +Dl−l+m+m−
+Dl−m+m−l+}, (K.14)
with Aˆ denoting antisymmetrization in l+ ↔ m+ and l− ↔
m−. The combination D
(A) is totally antisymmetric in all
four indices. The action L(1) coincides with the lattice
diffeomorphism invariant action (K.1) for cB = 1/864.
In the continuum limit the factors D involve four deriva-
tives and therefore four powers of ∆. The term G˜1278,3456
involves further derivatives and therefore further factors of
∆ as compared to H˜(y˜). The leading term in the contin-
uum limit therefore only retains the lattice diffeomorphism
invariant contribution L(1)(y˜). This explains the diffeomor-
phism symmetry of the action in the continuum limit.
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