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REIDEMEISTER TORSION, COMPLEX VOLUME, AND ZOGRAF
INFINITE PRODUCT
JINSUNG PARK
Abstract. In this paper, we prove an equality which involves Reidemeister torsion, complex
volume, and Zograf infinite product for closed hyperbolic 3-manifolds.
1. Introduction
This paper can be considered as a continuation of a series of papers [26, 27, 13] of the author
concerned on the invariants realized as special values of various dynamical zeta functions for
hyperbolic manifolds. In this paper, we restrict our study to the case of closed hyperbolic
3-manifolds and obtain a specific result on a relationship of these invariants.
Although the main machinery to prove the result of this paper is the same as the line of
previous works in [26, 27, 13] for more general situations, the motivation of this paper was
given from works in a totally different subject, that is, the works of Zograf [35] and McIntyre-
Takhtajan [19]. Since their works seem to be unrelated to the previous works [26, 27, 13]
directly, it would be helpful for readers to explain how the author has been motivated and
suggested by the works in [35, 19] to consider the problem resolved in this paper.
Let us consider the Teichmu¨ller space Tg of marked closed Riemann surfaces of genus g.
Each marked closed Riemann surface in Tg carries a unique hyperbolic metric. By [35, 19],
the following equality holds over Tg,
(1.1)
det∆n
detNn
= cg,n exp
(
−6n
2 − 6n+ 1
12π
S
)
|Fn|2.
Here det∆n is the regularized determinant of the Laplacian ∆n in the hyperbolic metric
acting on the space of n-differentials, Nn is the Gram matrix of the natural basis of the
holomorphic n-differentials with respect to the inner product given by the hyperbolic metric,
S is the classical Liouville action defined in [36], and cg,n is a constant depending only on
g and n. The last term Fn is the Zograf infinite product which defines a harmonic function
over Tg. Let us remark that the log of other two parts are the Ka¨hler potentials of the Weil-
Petersson metric on Tg respectively. The equality (1.1) can be understood in several different
view points. From the number theoretic view point, it can be considered as a higher genus
generalization of Kronecker’s first limit formula as explained in the introduction of [19]. It
can be also understood as a holomorphic factorization of the determinant of the Laplacian
recalling the holomorphic factorization theorem of [3].
All the terms in (1.1) are defined in terms of structures over a marked closed Riemann
surface, so that the equality (1.1) seems to be unrelated to higher dimensional hyperbolic
manifolds. On the other hand, there are some ways to understand (1.1) in terms of the
corresponding quantities from a hyperbolic 3-manifold. For a given marked closed Riemann
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surface, one can consider its Schottky uniformization. This defines a hyperbolic 3-manifold
M called Schottky hyperbolic 3-manifold, which bounds the original Riemann surface as a
conformal boundary. Then the concerning geometric data defining Fn is given by exactly
complex lengths of the closed geodesics in M. Secondly, by the works of [15, 30, 28], the
classical Liouville action S is related to the renormalized volume Volr of M by
(1.2) S = −4Volr.
Here Volr is defined by a regularization process to obtain a finite value for hyperbolic manifold
M of infinite volume.
The above view point in terms of a hyperbolic 3-manifold suggested the author the existence
of the corresponding formula for hyperbolic 3-manifolds, in particular, for closed hyperbolic
3-manifolds. Here another new aspect comes in noticing that the hyperbolic volume always
appears with the Chern-Simons invariant to define the following complex volume
(1.3) V(M) = Vol(M) + i2π2CS(M) mod C/iπ2Z
for a hyperbolic manifold M of finite volume. Here Vol and CS denote respectively the
hyperbolic volume and the Chern-Simons invariant defined by the Levi-Civita connection for
the hyperbolic metric. We refer to [25, 33, 34] for more extensive study on V. Moreover,
the term involving Fn in (1.1) is just given by taking the modulus part for complex valued
Fn. Hence, one can expect that the formula in question might exist as a relationship between
complex valued invariants of a hyperbolic 3-manifold.
The term on the left hand side of (1.1) is the square inverse of the norm of a canonical
section, which is defined by the Quillen metric for a determinant line bundle over Tg. This also
suggests that the corresponding invariant would be related to a metric of the corresponding
determinant line bundle for hyperbolic 3-manifoldM. In this view point, a natural candidate
corresponding to the left hand side of (1.1) seems to be a complex valued Reidemeister torsion
studied by [6, 4, 8]. For a closed hyperbolic 3-manifold M defined by a Kleinian group Γ,
let ρm denote the m-th symmetric power of a lifting of the natural holonomy representation
from Γ to SL(2,C). A candidate for the corresponding quantity seems to be
(1.4)
( T (M, ρm)
T0(M, ρm)
)−2
.
Here T (M, ρm) is the Reidemeister torsion ofM attached to ρm and T0(M, ρm) is the torsion
defined by a complex of spaces of the zero generalized eigensections of non-selfadjoint Hodge
Laplacians. Indeed we could prove the following theorem
Theorem 1.1. For a closed hyperbolic 3-manifold MΓ defined by a Kleinian group Γ, the
following equality holds for n ≥ 3,
(1.5)
(T0(MΓ, ρ2(n−1))
T (MΓ, ρ2(n−1))
)12
= exp(6πiθ2(n−1)) exp
(
2
π
(
6n2 − 6n+ 1)V(MΓ)
)
F 12n .
Here θ2(n−1) ∈ R is given by a linear combination of eta invariants.
Precise definitions of terms in (1.5) are given at (4.24), (4.21), (5.9), (2.22), and (5.7)
respectively. The term Fn in [19] contains an additional normalization factor.
Remark 1.2. One can see that the formula (1.5) is exactly compatible with (1.1) taking
modulus of both sides of (1.5) by (1.2) and (1.3). The extra power by 6 in (1.5) is due to
ambiguity of the imaginary part of V up to iπ2Z. In order to define a lifting of the holonomy
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representation of Γ to SL(2,C), we need to use a spin structure ofMΓ, but an even symmetric
power representation ρ2(n−1) is independent of this choice of the spin structure. Hence, the
equality (1.5) does not depend on any choice of a spin structure of MΓ. A similar equality
for ρ2n−1 with n ≥ 3 also holds as given in (5.12) where a choice of spin structure is involved.
It seems to be interesting problem to extend (1.5) to a noncompact hyperbolic 3-manifold.
For a hyperbolic 3-manifold with cusps, combining the works in [26, 27, 13, 34] one can
try to obtain a generalization of (1.5) possibly with a new contribution from cusps. Such a
generalization would be related to the study of volume conjecture [14, 23] where the hyperbolic
3-manifold with a cusp is given by the knot complement from S3. Note that the complex
volume and the Reidemeister torsion are two leading parts of a certain expansion derived
from the N -colored Jones polynomial as N →∞. Another possible direction of generalization
of (1.5) is the case of a convex cocompact hyperbolic 3-manifold with infinite volume. As
mentioned before, this is closely related to the study of renormalized volume [15, 30, 28] for
this case. A related formula with Bergman tau function is proved in [20] for a Schottky
hyperbolic 3-manifold.
Here is a structure of this paper. In the section 2, we review some basic materials which are
needed in the next sections. In the section 3, we introduce various zeta functions and prove
a primitive version of Theorem 1.1. In the section 4, we prove formulae between invariants
derived from the Selberg trace formulae and review the work of [8]. In the section 5, we prove
the main theorem combining all the results proved in the previous sections.
Acknowledgements. The work of the author was partially supported by SRC - Center for
Geometry and its Applications - grant No. 2011-0030044. He thanks R. Wentworth for useful
remarks which were helpful to improve the result of this paper.
2. Basic Materials
2.1. Hyperbolic 3-space as a symmetric space. Let G = SL(2,C) and K = SU(2) be a
maximal compact subgroup of G. Recall that G is a double cover of PSL(2,C) which is the
isometry group of the hyperbolic 3-space H3. The action of PSL(2,C) is given by
(2.1)
(
a b
c d
)
q =
aq + b
cq + d
where ( a b
c d
) ∈ PSL(2,C) and q = z + tj is the quoternion representation of a point (z, t) ∈
H
3. Therefore G also acts on H3 and the isotropy subgroup of (0, 1) ∈ H3 is SU(2), hence
H
3 ∼= G/K. From now on, we use this realization of the hyperbolic 3-space as a symmetric
space to apply some basic harmonic analysis over a symmetric space.
Let G = NAK be the Iwasawa decomposition of G where
(2.2) N =
{(
1 x+ iy
0 1
)
| x, y ∈ R
}
, A =
{(
eu 0
0 e−u
)
| u ∈ R
}
.
We assume that the Haar measures of N,A,K are given by dn = dxdy, du, dk respectively
where dk has the total mass 1. A Cartan subgroup T of G is given by AM where
(2.3) M =
{(
eiθ 0
0 e−iθ
)
| θ ∈ [0, 2π]
}
.
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We take the Haar measure of T to be dt = 12πdudθ. The set of unitary characters of M
denoted by Mˆ is parametrized by k ∈ Z. The character corresponding to k is given by
(2.4) σk
((
eiθ 0
0 e−iθ
))
= eikθ.
Let g, k, n, a, and m be the Lie algebras of G,K,N,A, and M respectively. Let
(2.5) g = k⊕ p
be the Cartan decomposition of g given by the Cartan involution θ where k, p are the 1,−1
eigenspaces of θ respectively. Let α be the unique positive root of (g, a). Let H ∈ a be such
that α(H) = 1. Let a+ ⊂ a be the positive Weyl chamber and A+ = exp(a+). Put h = a⊕m.
Then h is a Cartan subalgebra of g.
The Cartan-Killing form C is positive definite on p and is negative definite on k. We may
identify p with the tangent space to G/K at the identity coset. Then C provides with an
invariant metric on G/K. We use a normalized symmetric bilinear form defined by
(2.6) C0(X,Y ) =
1
4
C(X,Y ) for X,Y ∈ g,
so that the corresponding invariant metric has the constant curvature −1. Let {Zi} be an
orthonormal basis for k with respect to −C0 and {Zj} be an orthonormal basis for p with
respect to C0. Then the normalized Casimir elements Ω, ΩK in the universal enveloping
algebra of gC, kC are given by
(2.7) Ω = −
∑
i
Z2i +
∑
j
Z2j , ΩK = −
∑
i
Z2i .
For the right regular representation R of G on C∞(G) defined by R(g2)f(g1) = f(g1g2) for
g1, g2 ∈ G and f ∈ C∞(G), the normalized Casimir element induces a differential operator
denoted by R(Ω).
Let Γ be a cocompact torsion free discrete subgroup of G. ThenMΓ := Γ\H3 is a compact
hyperbolic manifold by definition and this is a special case of a locally symmetric space with
a realization of the double coset space Γ\G/K. Any compact hyperbolic 3-manifold has such
a realization. Since we assume that Γ is a discrete subgroup of G = SL(2,C) rather than
PSL(2,C), the resulting manifold MΓ is equipped with a spin structure.
For a nontrivial γ ∈ Γ, there exist g ∈ G, aγ ∈ A+, and mγ ∈M such that
(2.8) gγg−1 = aγmγ .
It is known that aγ depends only on γ and mγ is determined by γ up to conjugacy in M (see
Lemma 6.6 of [32]). By definition, there exist ℓγ > 0 and θγ ∈ [0, 2π] such that
(2.9) aγ = exp(ℓγH) =
(
eℓγ/2 0
0 e−ℓγ/2
)
, mγ =
(
eiθγ/2 0
0 e−iθγ/2
)
.
From (2.1), it follows that aγmγ acts on H
3 by (z, t) → (eℓγ+iθγz, eℓγ t). The positive real
number ℓγ is the length of the unique closed geodesic Cγ in MΓ that corresponds to the
conjugacy class of γ in Γ. A closed geodesic Cγ also corresponds to a fixed point of the
geodesic flow on the unit sphere bundle Γ\G/M over MΓ ∼= Γ\G/K. Its tangent bundle is
given by Γ\G×M (n¯⊕ a⊕ n) where n¯ = θ(n) and M acts on n¯⊕ a⊕ n by the adjoint action
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Ad. The Poincare´ map P (Cγ) is the differential of the geodesic flow at Cγ , which is given by
P (Cγ) = Ad(aγmγ) if γ = aγmγ . Now we put
D(γ) :=
∣∣∣det(Ad(aγmγ)∣∣n¯⊕n − Id
) ∣∣∣1/2 = e−ℓγ ∣∣∣det (Ad(aγmγ)∣∣n − Id
) ∣∣∣
=eℓγdet
(
Id−Ad(aγmγ)
∣∣
n¯
)
= eℓγ (1− e−(ℓγ+iθγ))(1− e−(ℓγ−iθγ)).
(2.10)
A nontrivial γ ∈ Γ is called primitive if it can not be written as γ = γk0 for some other
γ0 ∈ Γ and k > 0. For any nontrivial γ ∈ Γ, there exists a unique primitive element γ0 ∈ Γ
and nγ ∈ N such that γ = γnγ0 .
2.2. Bundles induced by representations. By Proposition 2.2.3 of [12], for an integer
m ≥ 0, there exists a unique (up to equivalence) irreducible representation
(2.11) ρm : G→ GL(Sm(C2)),
which is given by the m-th symmetric power of the standard representation of G on C2. The
restrictions of ρm to AM decomposes as follows:
(2.12) ρm|AM =
⊕m
k=0
e(
m
2
−k)α ⊗ σm−2k.
For a finite dimensional irreducible representation (χ, Vχ) of Γ, we define a flat vector
bundle Eχ over MΓ = Γ\G/K by
(2.13) Eχ = Γ\(G/K × Vχ)
where Γ acts on G/K × Vχ by γ(gK, v) = (γgK,χ(γ)v). In this paper, we mainly use the
restriction of the representation ρm in (2.11) to Γ to define a flat vector bundle by (2.13).
Throughout this paper, we denote by Eρm the resulting flat vector bundle over MΓ.
For a finite dimensional irreducible representation (τ, Vτ ) of K, we also define a locally
homogeneous vector bundle Eτ over MΓ by
(2.14) Eτ = (Γ\G× Vτ )/K
where K acts on Γ\G× Vτ by (Γg, v)k = (Γgk, τ(k)−1v).
For m ≥ 0, we denote by τm the irreducible representation of K given by the restriction of
ρm to K. By (2.12),
(2.15) τm|M =
m⊕
k=0
σm−2k.
Let R(K) and R(M) denote the representation rings of K and M respectively. The inclusion
ı :M → K induces the restriction map ı∗ : R(K)→ R(M). By (2.15),
ı∗(τm − τm−2) = σm + σ−m, for m ≥ 2,
ı∗(τ1) = σ1 + σ−1, ı
∗(τ0) = σ0.
(2.16)
Note that τ1 is the spin representation of K and σ1, σ−1 are the half spin representations of
M .
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2.3. Eta invariant and Chern-Simons invariant. The locally homogeneous vector bundle
Eτ1 defined by the spin representation τ1 is equipped with the Dirac operator
(2.17) Ds =
3∑
i=1
c(ei)∇τ1ei s for s ∈ C∞(MΓ, Eτ1)
where c(ei) denotes the Clifford multiplication of an local orthonormal frame {ei} of TMΓ
and ∇τ1 denotes the unique locally G-invariant connection of Eτ1 . Then canonically the
vector bundle Eτ1 ⊗ Eτk−1 is equipped with the Dirac operator defined in a similar way to
(2.17) replacing ∇τ1 by ∇τ1 ⊗ Id + Id ⊗ ∇τk−1 where ∇τk−1 denotes the unique locally G-
invariant connection of Eτk−1 . We denote by D(σk) the resulting Dirac operator acting on
C∞(MΓ, Eτ1⊗τk−1). The representations σk and τk−1 are related by
(2.18) σk − σ−k = (σ1 − σ−1)⊗ i∗(τk−1)
where i∗ : R(K) → R(M). By the above construction, D(σ1) denotes the Dirac operator
defined by a spin structure, and D(σ2) denotes the odd signature operator. The Dirac op-
erator D(σk) is a first order selfadjoint differential operator with spectrum consisting of real
eigenvalues of finite multiplicities {λℓ}ℓ∈Z. The eta function η(D(σk), s) is defined by
(2.19) η(D(σk), s) =
∑
λℓ>0
λ−sℓ −
∑
λℓ<0
(−λℓ)−s for Re(s)≫ 0,
which has a meromorphic extension to C and is regular at s = 0. The eta invariant of D(σk)
is defined by
(2.20) η(D(σk)) = η(D(σk), 0).
We refer to [1, 10] for more details on the eta invariant.
As explained in the section 3 of [33], the following 3-form is a left-invariant on PSL(2,C),
which can be identified with the frame bundle F (H3),
C =
1
4π2
(
4θ1 ∧ θ2 ∧ θ3 − d(θ1 ∧ θ23 + θ2 ∧ θ31 + θ3 ∧ θ12)
)
+
i
4π2
(
θ12 ∧ θ13 ∧ θ23 − θ12 ∧ θ1 ∧ θ2 − θ13 ∧ θ1 ∧ θ3 − θ23 ∧ θ2 ∧ θ3
)
.
(2.21)
Here θi, θij denote the fundamental form and the connection form respectively of the Levi-
Civita connection on F (H3). Since it is left-invariant, it descends to the frame bundle
F (MΓ) ∼= Γ\F (H3) where Γ ⊂ SL(2,C) acts on F (H3) in an obvious way. Now the complex
volume of MΓ is defined by
(2.22)
1
π2
V(MΓ) := 1
π2
(
Vol(MΓ) + i2π2CS(MΓ)
)
=
∫
MΓ
s∗C mod iZ.
Here s denotes a section from MΓ to F (MΓ) and the ambiguity in the phase part of (2.22)
by iZ is due to a choice of s. The Chern-Simons invariant has the following relation with the
eta invariant of the odd signature operator D(σ2) over MΓ,
(2.23) 2CS(MΓ) = 3 η(D(σ2)) mod Z.
Actually this equality holds for any closed Riemannian 3-manifold M. We refer to [2] for
more details about this formula.
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2.4. Hodge Laplacian. We begin with a general case of a Riemannian manifold. LetM be
an oriented Riemannian manifold of dimension n. For the differential d : Ωp−1(M)→ Ωp(M),
its formal adjoint operator d∗ : Ωp(M)→ Ωp−1(M) is defined by
(2.24) d∗ = (−1)np+n+1 ⋆ d⋆
where ⋆ : Ωp(M) → Ωn−p(M) denotes the Hodge star operator with ⋆2 = (−1)p(n−p)Id on
Ωp(MΓ). Then the Hodge Laplacian on Ωp(M) is defined by ∆p = (d+ d∗)2 .
For a flat vector bundle E over M, the above operators are extended as follows. Let U be
an open subset in M where ∧p−1T ∗M and E are trivial over U . Let e1, · · · , er be a basis of
flat sections of E|U where r is the rank of E. Then any φ ∈ Ωp−1(U,E) can be written as
(2.25) φ =
r∑
i=1
φi ⊗ ei
where φi ∈ Ωp−1(U). Now d : Ωp−1(U,E)→ Ωp(U,E) is defined by
(2.26) d(φ) =
r∑
i=1
dφi ⊗ ei.
Note that this is well-defined since the flat vector bundle E has a constant transition map.
The operator in (2.24) can be extended to an operator d∗,♭ : Ωp(M, E)→ Ωp−1(M, E) by
(2.27) d∗,♭ = (−1)np+n+1(⋆⊗ IdE) d (⋆ ⊗ IdE).
Here note that (d∗,♭)2 = 0. Now an extension of the Hodge Laplacian ∆p on Ω
p(M, E) is
defined by
(2.28) ∆♭p = (d+ d
∗,♭)2
where d and d∗,♭ are defined in (2.26) and (2.27).
Assuming a Hermitian metric 〈·, ·〉E on E, we define the usual formal adjoint operator
d∗ : Ωp(M, E)→ Ωp−1(M, E) extending the operator in (2.24) by
(2.29) d∗ = (−1)np+n+1(⋆⊗ IdE)µ−1 dµ(⋆⊗ IdE).
Here µ : E → E∗ is the map defined by
(2.30) 〈u, v〉E = (u, µ(v))
where (·, ·) is the dual pairing. We refer to the section 2 of [18] and the section 8 of [8] for
more details of this construction. Now the usual Hodge Laplacian on Ωp(M, E) is defined by
(2.31) ∆p = (d+ d
∗)2
where d and d∗ are defined in (2.26) and (2.29).
By the definition in (2.29), ∆p = ∆
♭
p when E is unitarily flat, and for a non-unitary flat
vector bundle E, the difference d∗−d∗,♭ is a zero order operator. Hence, in general ∆p−∆♭p is
a first order differential operator on Ωp(M, E). For a Hermitian metric on E, we can consider
a L2-completion of Ωp(M, E), which is denoted by L2(Ωp(M, E)).
Proposition 2.1. The spectrum of non-selfadjoint operator ∆♭p on L
2(Ωp(M, E)) is discrete
and consists of generalized eigenvalues of finite multiplicities, which are contained in the set
Br ∪ λǫ for some r > 0 and ǫ > 0 where Br = {z ∈ C | |z| < r} and Λǫ = {reiθ ∈ C | |θ| ≤ ǫ}.
Proof. This follows from Theorem 8.4 and Theorem 9.3 of [29]. 
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The above general construction applies to the case of the non-unitary vector bundle Eρ over
a hyperbolic 3-manifold MΓ. In particular, we have the operator ∆♭p acting on Ωp(MΓ, Eρ).
The vector bundle ∧p T ∗MΓ can be given as a locally homogeneous vector bundle Eτ for the
representation τ = ∧pAdp∗ of K. Hence,
(2.32) Ωp(M˜Γ) ∼= (C∞(G) ⊗ ∧pp∗)K
where k ∈ K acts by R(k)⊗∧pAdp∗(k). Let us denote by ∆˜♭p the lifting of ∆♭p on the universal
covering space M˜Γ ∼= G/K. With respect to (2.32), by Kuga’s Lemma,
(2.33) ∆˜♭p = −R(Ω)⊗ IdVρ .
2.5. Heat kernel. We denote by L an elliptic second order differential operator acting on
C∞(MΓ, Eτ ⊗Eρ). We assume that the spectrum σ(L) is discrete and consists of generalized
eigenvalues of finite multiplicities and that σ(L) lies in the set Br ∪ λǫ ⊂ C for some r > 0
and ǫ > 0 as in Proposition 2.1.
For simplicity, first we assume that L has no zero generalized eigenvalue, that is, 0 /∈ σ(L).
Under this condition, there exists an Agmon angle for L and we can define L1/2 following the
section 10 of [29]. One can prove that the spectrum of L1/2 lies in the subset with conditions
C with Re(λ) > δ and |Im(λ)| < a for some δ > 0 and a > 0. For an even test function
ϕ(λ) = e−tλ
2
for λ ∈ C and t > 0, we define ϕ(L1/2) by
(2.34) ϕ(L1/2) :=
i
2π
∫
Γ
ϕ(λ)
(
L1/2 − λId
)−1
dλ.
Here Γ is a counterclockwise oriented smooth curve given by Γ1 ∪ Γ2 ∪ Γ3 where
Γ1 = {λ ∈ C | Im(λ) = a,∞ > Re(λ) ≥ δ1}, Γ3 = {λ ∈ C | Im(λ) = −a, δ1 ≤ Re(λ) <∞},
for some δ > δ1 > 0 and Γ2 ⊂ {λ ∈ C | δ1 ≤ Re(λ) < δ} is a simple curve connecting the finite
boundary points of Γ1 and Γ3.
The following construction also works for any even ϕ in the space of Paley-Wiener functions,
so we keep to denote our test function by ϕ rather than the specific ϕ(λ) = e−tλ
2
.
For f ∈ C∞(MΓ, Eτ⊗Eρ), we can express ϕ(L1/2)f in terms of the solution of the following
wave equation
(2.35)
(
∂2
∂t2
+ L
)
u = 0, u(0, x) = f(x), ut(0, x) = 0.
By the construction in the sections IV-1 and IV-2 of [31], there exists a unique solution
u(t, f) ∈ C∞(R×M, Eτ ⊗ Eρ) of (2.35). Now, by Proposition 3.2 of [24],
(2.36) ϕ(L1/2)f =
1√
2π
∫
R
ϕˆ(t)u(t, f) dt
for f ∈ C∞(MΓ, Eτ ⊗ Eρ).
The above construction can be generalized when L has a zero generalized eigenvalue. For
this, following the section 2 of [24], we put
(2.37) Lˆ = L(Id−Π0)⊕Π0
where Π0 denotes the orthogonal projection onto the generalized eigenspace V0 such that
there exists an integer N0 with L
N0V0 = 0. Since Π0 is a smoothing operator, Lˆ is a pseudo-
differential operator with the same symbol as L. Moreover, σ(Lˆ) also lies in the same set
Br ∪ λǫ ⊂ C and 0 /∈ σ(Lˆ), and Lˆ has an Agmon angle. Hence, we can define Lˆ1/2 as in the
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section 10 of [29]. Let V1 be the complementary subspace of V0 which is invariant under L.
We can also repeat the construction given in (2.34) for Lˆ
1/2
1 := Lˆ
1/2|V1 to define ϕ(Lˆ1/21 ). To
deal with the remaining part of L, putting N := LΠ0 we define
(2.38) ϕ(N1/2) :=
1√
2π
∫
R
ϕˆ(t)U(t,N) dt
where U(t,N) :=
∑d
k=0
(−1)kt2k
(2k)! N
k with d = dim(V0). Then, combining these constructions,
we define
(2.39) ϕ(L1/2) := ϕ(Lˆ
1/2
1 )(Id −Π0) + ϕ(N1/2)Π0.
By Proposition 3.2 of [24], the expression as in (2.36) holds even when 0 ∈ σ(L).
Proposition 2.2. For L = ∆♭p and ϕ(λ) = e
−tλ2 , the heat operator e−tL := ϕ(L1/2) is of
trace class operator with the smooth kernel
(2.40) Kϕ(Γg1K,Γg2K) =
∑
γ∈Γ
Hϕ(g
−1
1 γg2)⊗ ρ(γ)
where Γg1K,Γg2K ∈MΓ ∼= Γ\G/K and Hϕ : G→ End(Vτ ) is a C∞-function which satisfies
Hϕ(k1gk2) = τ(k1) ◦Hϕ(g) ◦ τ(k2) for k1, k2 ∈ K.
Proof. Basically we follow the construction given in the sections 3 and 4 of [24] with some
modification since ϕˆ does not have a compact support for ϕ(λ) = e−tλ
2
.
First, one can show that ϕ(L1/2) is of trace class with a smooth kernel Kϕ by a standard
argument as in Lemma 2.4 of [24]. To derive the expression in (2.40), we consider the liftings
of u(t, x, f) and f satisfying (2.35) to M˜Γ, which we denote by u˜(t, x˜, f) and f˜ respectively.
Then, for the operator L˜♭ = ∆˜♭p over M˜Γ, the lifted solution u˜(t, f) satisfies
(2.41)
(
∂2
∂t2
+ L˜♭
)
u˜(t, f) = 0, u˜(0, f) = f˜ , u˜t(0, f) = 0.
By the energy estimate given in the chapter 2 of [31], the solutions of ( ∂
2
∂t2
+L˜♭)u = 0 have finite
propagation speed. This implies that for every ψ ∈ C∞(M˜Γ, E˜τ ⊗ E˜ρ), the wave equation
(2.42)
(
∂2
∂t2
+ L˜♭
)
u(t, ψ) = 0, u(0, ψ) = ψ, ut(0, ψ) = 0
has a unique solution. Hence,
(2.43) u˜(t, f) = u(t, f˜).
Since M˜Γ ∼= G/K with G = SL(2,C) and K = SU(2), we apply some harmonic analysis
for (G,K) to obtain more explicit expression of (2.43). First, recall that [π|K : τ ] ≤ 1 for any
τ ∈ Kˆ, π ∈ Gˆ. For π ∈ Gˆ(τ) = {π ∈ Gˆ : [π|K : τ ] = 1}, the τ -isotypical subspace Hπ(τ) of τ
in Hπ can be identified with Vτ . Define τ -spherical function Φπτ on G by
(2.44) Φπτ (g) = Pτπ(g)Pτ
for g ∈ G where Pτ denotes the orthogonal projection of Hπ onto the τ -isotypical subspace
Hπ(τ). Moreover, we have the following identification
(2.45) C∞(G/K, E˜τ ) ∼= C∞(G; τ)
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where
(2.46) C∞(G; τ) =
{
f : C∞(G,Vτ ) | f(gk) = τ(k−1)f(g), g ∈ G, k ∈ K
}
.
Then, for fπτ,v := Φ
π
τ (g
−1)(v) ∈ C∞(G; τ) with v ∈ Vτ , we define
(2.47) L˜ fπτ,v = −π(Ω)fπτ,v.
Hence, the unique solution u(t, x, fπτ,v) with u(0) = f
π
τ,v of the corresponding equation with L˜
to (2.42) is given by
(2.48) u(t, x, fπτ,v) = cos
(
t
√
−π(Ω)
)
fπτ,v.
This immediately implies
ϕ
(
L˜1/2
)
fπτ,v = ϕ
(√
−π(Ω)
)
fπτ,v
=
1√
2π
∫
R
ϕˆ(t) cos
(
t
√
−π(Ω)
)
fπτ,v dt =
1√
2π
∫
R
ϕˆ(t)u(t, x, fπτ,v) dt.
(2.49)
By the same way as the proposition 2.2 of [27], one can show that ϕ(L˜1/2) has a smooth
kernel K˜ϕ ∈ C∞(M˜Γ × M˜Γ,Hom(E˜τ , E˜τ )) such that for ψ ∈ C∞(M˜Γ, E˜τ ),
(2.50)
1√
2π
∫
R
ϕˆ(t)u(t, x˜, ψ) dt =
∫
M˜Γ
K˜ϕ(x˜, y˜)ψ(y˜) dy˜.
Since ϕ(L˜1/2) is a G-invariant integral operator, its kernel K˜ϕ satisfies
(2.51) K˜ϕ(gx˜, gy˜) = K˜ϕ(x˜, y˜), for g ∈ G.
With respect to (2.45), the kernel K˜ϕ can be identified with a C
∞-functionHϕ : G→ End(Vτ ),
which satisfies
(2.52) Hϕ(k1gk2) = τ(k1) ◦Hϕ(g) ◦ τ(k2) for k1, k2 ∈ K.
Then ϕ(L˜1/2) acts by convolution
(2.53)
(
ϕ(L˜1/2)f
)
(g1) =
∫
G
Hϕ(g
−1
1 g2)f(g2) dg2.
Recalling the relations of ∆♭p with L˜
♭ = ∆˜♭p and with L˜, one can see that the kernel Kϕ of
ϕ
(
L1/2
)
has the form given in (2.40). This completes the proof. 
By Proposition 2.2, applying the Lidskii’s theorem (see Theorem 8.4 of [11]), and the
definition of an integral kernel, we have
Corollary 2.3. For L = ∆♭p and ϕ(λ) = e
−tλ2 , the following equalities hold∑
λ∈spec(L)
m(λ)e−tλ = Tr
(
e−tL
)
=
∫
MΓ
trKϕ(m,m) dm =
∑
γ∈Γ
tr ρ(γ)
∫
Γ\G
hϕ(g
−1γg) dg˙
(2.54)
where m(λ) denotes the multiplicity of the generalized eigenvalue λ of L and hϕ = trHϕ.
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2.6. Selberg trace formula.
Proposition 2.4. The following equalities hold
Tr(e−t(∆
♭
0−1)) =dim(Vρ)Vol(MΓ) 1
4π2
∫
R
λ2 e−tλ
2
dλ
+
∑
[γ] 6=[e]
ℓγ0 tr ρ(γ)
D(γ)
1√
4πt
e−ℓ
2
γ/4t,
(2.55)
Tr(e−t∆
♭
1)− Tr(e−t∆♭0) =dim(Vρ)Vol(MΓ) 1
2π2
∫
R
(
λ2 + 1
)
e−tλ
2
dλ
+
∑
[γ] 6=[e]
ℓγ0 tr ρ(γ)
D(γ)
(
eiθγ + e−iθγ
) 1√
4πt
e−ℓ
2
γ/4t
(2.56)
where D(γ) = eℓγ |(1 − e−(ℓγ+iθγ))|2 defined in (2.10) and the sums on the right hand sides
run over the set of conjugacy classes in Γ of hyperbolic elements in Γ.
Remark 2.5. The same formulae as (2.55) and (2.56) are well known for the selfadjoint
operators ∆p, which can be derived from Theorem 6.7 of [32] easily. Note that we used the
following equality for the first terms on the right hand sides of (2.55) and (2.56),
(2.57) Vol(MΓ) = πVol(Γ\G).
This can be derived by the same way as the equation (4.31) of [13].
Proof. Since the proof is essentially the same, we prove only the equality (2.56). From the
right hand side of (2.54) with ϕ(λ) = e−tλ
2
and using (2.16), we can proceed as in the original
way of Selberg to obtain the following equality in our context. For more details about this
we refer to the section 4 of [27].∑
λ∈spec(∆♭1)
m(λ)e−tλ −
∑
λ∈spec(∆♭0)
m(λ)e−tλ
= dim(Vρ)Vol(MΓ) 1
2π2
∫
R
Θ2,λ(hϕ)
(
λ2 + 1
)
dλ
+
∑
[γ] 6=[e]
ℓγ0 tr ρ(γ)
D(γ)
(
eiθγ + e−iθγ
) 1
2π
∫
R
Θ2,λ(hϕ) e
−iℓγλ dλ.
(2.58)
Here we denote by Θk,λ the character of the induced representation (πk,λ,Hk,λ) where
(2.59) πk,λ = Ind
G
MAN (σk ⊗ eiλ ⊗ 1).
By (2.49) and the equality π2,λ(Ω) = −λ2,
(2.60) Θ2,λ(hϕ) = ϕ
(√
−π2,λ(Ω)
)
= ϕ (λ) = e−tλ
2
.
Here we used that ϕ is even for th second equality. Hence, the first term of the right hand
side of (2.58) has the expression as in (2.56). For the second term of the right hand side of
(2.58), we use the following equality
(2.61)
1
2π
∫ ∞
−∞
e−tλ
2
e−iℓλ dλ =
1√
4πt
e−ℓ
2/4t
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to obtain the expression as in (2.56). This completes the proof of (2.56).

3. Zeta functions
For a discrete subgroup Γ, the critical exponent δ(Γ) is defined by
(3.1) δ(Γ) = inf

s
∣∣ ∑
γ∈Γ
e−sℓγ <∞

 .
It is known that δ(Γ) < 2 for a cocompact torsion free discrete subgroup Γ (see Theorem
3.14.1 of [17]). Hence, we have
(3.2)
∏
[γ]p
∞∏
k=1
(1− e−skℓγ) <∞ for Re(s) > 2.
Here and from now on, the product notation with [γ]p always means that the product runs
over the set of conjugacy classes in Γ of the primitive hyperbolic elements in Γ. First we put
(3.3) R(σk, s) =
∏
[γ]p
(
1− ek2 (iθγ ) e−s lγ) for Re(s) > 2.
It is well known that R(σk, s) has a meromorphic extension over C (see [5]).
For a representation (χ, Vχ) of Γ, the Ruelle zeta function Rχ(s) attached to χ is defined
by
(3.4) Rχ(s) =
∏
[γ]p
det
(
Id− χ(γ) e−s lγ) for Re(s)≫ 0.
We are interested in the case χ = ρ|Γ where ρ = ρm is a representation of G. Now we have
Proposition 3.1. For the restriction to Γ of the representation ρm of G, the Ruelle zeta
function attached to ρm has the following expression
(3.5) Rρm(s) =
m∏
l=0
R
(
σm−2l, s− m
2
+ l
)
for Re(s) > 2 +
m
2
,
and Rρm(s) has a meromorphic extension over C.
Proof. The equality (3.5) follows from (2.8) and (2.12) easily. Then, the meromorphic exten-
sion of Rρm(s) over C follows from the one of R(σk, s). 
For a representation (χ, Vχ) of Γ, the Selberg zeta function Zχ(σk, s) attached to χ is defined
by
Zχ(σk, s) =
∏
[γ]p
∏
p≥0,q≥0
det
(
Id− χ(γ)ek2 iθγe−p(lγ+iθγ)e−q(lγ−iθγ)e−s lγ) for Re(s)≫ 0.
For the trivial χ, we denote it by Z(σk, s), and the convergence of Z(σk, s) for Re(s) > 2
follows from (3.2). It is also well known that Z(σk, s) has a meromorphic extension over C
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(see [5, 13]). For χ = ρm, the Selberg zeta function Zρm(σk, s) has the following expression
by (2.8) and (2.12)
(3.6) Zρm(σk, s) =
m∏
l=0
Z
(
σm−2l+k, s − m
2
+ l
)
for Re(s) > 2 +
m
2
,
which has the meromorphic extension over C.
In the following two propositions, we will derive two expressions for Rρm(s) in terms of the
Selberg zeta functions. These two formulae and their relationship are the starting point for
the proofs of main results of this paper.
Proposition 3.2. The following equality holds over C,
(3.7) Rρm(s) =
Z(σm, s− m2 )Z(σ−m, s + m2 + 2)
Z(σm+2, s− m2 + 1)Z(σ−(m+2), s+ m2 + 1)
.
Proof. Since the Selberg zeta function Z(σk, s) attached to σk has a meromorphic extension
over C, it is sufficient to show the equality (3.7) over a domain where both sides converge
absolutely. Over such a domain, we have
Z(σm, s− m
2
) =
∏
[γ]p
∏
p≥0,q≥0
(
1− em2 iθγe−p(lγ+iθγ)e−q(lγ−iθγ)e−(s−m2 ) lγ)
=
∏
[γ]p
∏
p≥0,q≥0
(
1− em2 (ℓγ+iθγ)e−p(lγ+iθγ)e−q(lγ−iθγ)e−s lγ).(3.8)
Similarly we have
Z(σm+2, s− m
2
+ 1) =
∏
[γ]p
∏
p≥0,q≥0
(
1− e(m2 +1)iθγe−p(lγ+iθγ)e−q(lγ−iθγ)e−(s−m2 +1) lγ)
=
∏
[γ]p
∏
p≥0,q≥1
(
1− em2 (ℓγ+iθγ)e−p(lγ+iθγ)e−q(lγ−iθγ)e−s lγ).(3.9)
By (3.8) and (3.9),
(3.10)
Z(σm, s − m2 )
Z(σm+2, s− m2 + 1)
=
∏
[γ]p
∏
p≥0
(
1− em2 (ℓγ+iθγ)e−p(lγ+iθγ)e−s lγ).
By the same way,
(3.11)
Z(σ−m, s+
m
2 + 2)
Z(σ−(m+2), s +
m
2 + 1)
=
∏
[γ]p
∏
p≥1
(
1− e−m2 (ℓγ+iθγ)e−p(lγ+iθγ)e−s lγ)−1.
By (3.10) and (3.11),
Z(σm, s− m2 )Z(σ−m, s + m2 + 2)
Z(σm+2, s − m2 + 1)Z(σ−(m+2), s + m2 + 1)
=
∏
[γ]p
m∏
k=0
(
1− e(m2 −k)(ℓγ+iθγ)e−s lγ)
=
m∏
k=0
R
(
σm−2k, s − m
2
+ k
)
.
(3.12)
Combining this and Proposition 3.1 completes the proof. 
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Proposition 3.3. The following equality holds over C,
(3.13) Rρm(s) =
Zρm(σ0, s)Zρm(σ0, s+ 2)
Zρm(σ2, s+ 1)Zρm(σ−2, s+ 1)
.
Proof. By (3.6), we have
(3.14)
Zρm(σ0, s)
Zρm(σ−2, s+ 1)
=
Z(σm, s− m2 )
Z(σ−(m+2), s+
m
2 + 1)
,
and
(3.15)
Zρm(σ0, s+ 2)
Zρm(σ2, s+ 1)
=
Z(σ−m, s+
m
2 + 2)
Z(σm+2, s− m2 + 1)
.
Combining (3.14), (3.15) and (3.7) completes the proof. 
Now let us introduce one of the main ingredients of this paper. This is defined by the
infinite products of the Ruelle zeta functions attached to σ−m for even or odd integers m ∈ N:
Fn(s) =
∞∏
k=n
R(σ−2k, s+ k) for Re(s) > 2− n, n ∈ N ,(3.16)
Gn(s) =
∞∏
k=n
R(σ−(2k+1), s+ k +
1
2
) for Re(s) >
3
2
− n, n ∈ N ∪ {0} .(3.17)
The convergences of Fn(s), Gn(s) over each half planes follow from (3.2). Note that a spin
structure is involved in the construction of Gn(s). The relations of Fn(s), Gn(s) with other
zeta functions are given as follows.
Proposition 3.4. The functions Fn(s), Gn(s) have meromorphic extensions over C and they
satisfy the following relations with Selberg zeta functions:
Fn(s) =
Z(σ−2n, s + n)
Z(σ−2(n−1), s+ n+ 1)
,(3.18)
Gn(s) =
Z(σ−(2n+1), s+ n+
1
2 )
Z(σ−(2n−1), s+ n+
3
2 )
.(3.19)
Proof. The equality of (3.18) over the absolute convergence domain Re(s) > 2 − n implies
the meromorphic extension of Fn(s) over C. Hence it suffices to show the equality over the
convergence domain. Over the absolute convergence domain, we have
Fn(s) =
∞∏
k=n
∏
[γ]p
(1− e−k(ℓγ+iθγ)e−sℓγ)
=
∏
[γ]p
∏
p≥0,q≥0
(1− e−(p+n)(ℓγ+iθγ)e−q(ℓγ−iθγ)e−sℓγ )
(1− e−(p+n)(ℓγ+iθγ)e−(q+1)(ℓγ−iθγ)e−sℓγ )
=
Z(σ−2n, s + n)
Z(σ−2(n−1), s+ n+ 1)
.
(3.20)
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As above the meromorphic extension of Gn(s) can be proved by the following equality over
the absolute convergence domain Re(s) > 32 − n,
Gn(s) =
∞∏
k=n
∏
[γ]p
(1− e−(k+1/2)(ℓγ+iθγ)e−sℓγ )
=
∏
[γ]p
∏
p≥0,q≥0
(1− e−(p+n+1/2)(ℓγ+iθγ)e−q(ℓγ−iθγ)e−sℓγ )
(1− e−(p+n+1/2)(ℓγ+iθγ)e−(q+1)(ℓγ−iθγ)e−sℓγ )
=
Z(σ−(2n+1), s+ n+
1
2)
Z(σ−(2n−1), s+ n+
3
2)
.

By Propositions 3.2 and 3.4, we have
Corollary 3.5. The following equality holds for s ∈ C and n ∈ N,
Fn(s)
2Rρ2(n−1)(s) =
Z(σ2(n−1), s− n+ 1)Z(σ−2n, s+ n)
Z(σ−2(n−1), s+ n+ 1)Z(σ2n, s− n+ 2)
,(3.21)
Gn(s)
2Rρ2n−1(s) =
Z(σ2n−1, s− n+ 12)Z(σ−(2n+1), s+ n+ 12 )
Z(σ2n+1, s− n+ 32)Z(σ−(2n−1), s+ n+ 32 )
.(3.22)
The following theorem can be considered as a primitive form of Theorem 1.1 and Theorem
5.1.
Theorem 3.6. The functions Fn(s)
2Rρ2(n−1)(s) is regular at s = 0 and
Fn(s)
4Rρ2(n−1)(s)
2
∣∣∣
s=0
=exp
(
− 2
π
(
2n2 − 2n+ 1
3
)
Vol(MΓ)− 2iπ
(
η(D(σ2n))− η(D(σ2(n−1)))
))
.
(3.23)
The function Gn(s)
2Rρ2n−1(s) is regular at s = 0 and
Gn(s)
4Rρ2n−1(s)
2
∣∣∣
s=0
=exp
(
− 2
π
(
2n2 − 1
6
)
Vol(MΓ)− 2iπ (η(D(σ2n+1))− η(D(σ2n−1)))
)
.
(3.24)
Remark 3.7. By definitions in (3.16), (3.17), and equalities (3.23), (3.24), one can see that
Rρm(s) is regular and has a finite value at s = 0 for m ≥ 3.
Proof. We prove only for the case with Fn(s) since the proof for the other case with Gn(s) is
the same. We start by rewriting (3.21) as follows,
Fn(s)
2Rρ2(n−1)(s) =
Z(σ2(n−1), s− n+ 1)
Z(σ−2(n−1),−s+ n+ 1)
Z(σ−2(n−1),−s+ n+ 1)
Z(σ−2(n−1), s + n+ 1)
· Z(σ−2n,−s+ n)
Z(σ2n, s− n+ 2)
Z(σ−2n, s+ n)
Z(σ−2n,−s+ n) .
(3.25)
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By Theorem 3.18 of [5],
(3.26) Z(σk, 1 + s) = e
iπη(D(σk)) exp
(
Vol(MΓ)
π
(
1
3
s3 − k
2
4
s
))
Z(σ−k, 1− s).
By (3.25) and (3.26),
Fn(s)
2Rρ2(n−1)(s)
∣∣∣
s=0
=exp
(
− 1
π
(
2n2 − 2n+ 1
3
)
Vol(MΓ)− iπ
(
η(D(σ2n))− η(D(σ2(n−1)))
) )
·
(
Z(σ−2(n−1),−s+ n+ 1)
Z(σ−2(n−1), s+ n+ 1)
Z(σ−2n, s + n)
Z(σ−2n,−s+ n)
) ∣∣∣
s=0
.
(3.27)
The last part evaluated at s = 0 on the right hand side of (3.27) need not to be 1 since each
factor given by the Selbeg zeta function may have a zero or a pole at s = 0. Hence, the
concerning part is 1 or −1 in general. We remove this ambiguity by taking the square to
obtain (3.23).

Theorem 3.8. The following equalities hold
F1(s)
2Rρ0(s)
∣∣∣
s=0
=− exp
(
− 1
3π
(
Vol(MΓ) + i3π2η(D(σ2))
) )
,(3.28)
G0(s)
4
∣∣∣
s=0
=exp
( 1
3π
(
Vol(MΓ)− i12π2η(D(σ1))
) )
.(3.29)
Remark 3.9. For the equality (3.29), the Ruelle zeta function does not appear on the left
hand side of it. This is because the corresponding term is formally Rρ−1(0), which can be
understood to be 1 putting m = −1 on the right hand side of (3.7).
Proof. The equality (3.27) for n = 1 is written as
F1(s)
2Rρ0(s)
∣∣∣
s=0
=exp
(
− 1
3π
Vol(MΓ)− iπη(D(σ2))
)
·
(
Z(σ0,−s+ 2)
Z(σ0, s+ 2)
Z(σ−2, s + 1)
Z(σ−2,−s+ 1)
) ∣∣∣
s=0
(3.30)
noting η(D(σ0)) = 0. By (3.26),
(3.31) Z(σ0,±s) = exp
(
Vol(MΓ)
π
1
3
(1± s)3
)
Z(σ0, 2∓ s).
By Theorem 4.6 of [13], the Selberg zeta function Z(σ0, s) has a simple zero at s = 0, which
corresponds to the zero eigenvalue of the selfadjoint Hodge Laplacian acting on Ω0(MΓ).
Combining these, we have
(3.32)
Z(σ0,−s+ 2)
Z(σ0, s + 2)
∣∣∣
s=0
=
Z(σ0, s)
Z(σ0,−s)
∣∣∣
s=0
= −1.
Again, by (3.26),
(3.33) Z(σ−2, 1 + s) = e
−iπη(D(σ2)) exp
(
Vol(MΓ)
π
(
1
3
s3 − s
))
Z(σ2, 1− s).
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noting η(D(σ2)) = −η(D(σ−2)). Hence,
(3.34)
Z(σ−2, s + 1)
Z(σ−2,−s+ 1)
∣∣∣
s=0
=
Z(σ2,−s+ 1)
Z(σ−2,−s+ 1)
∣∣∣
s=0
e−iπη(D(σ2)) = 1.
The last equality follows from the main theorem at p.2 of [22]. By (3.30), (3.32), and (3.34),
we conclude that the equality (3.28) holds.
To prove the statement for G0(s), let us introduce the following zeta functions
(3.35) Ze(s) = Z(σ1, s)Z(σ−1, s), Z
o(s) =
Z(σ1, s)
Z(σ−1, s)
.
By (3.26) and η(D(σ1)) = −η(D(σ−1)), we have
Ze(1 + s) = exp
( 2
π
Vol(MΓ)(s
3
3
− s
4
)
)
Ze(1− s),
Zo(1 + s)Zo(1− s) = exp (2πiη(D(σ1))).
(3.36)
By (3.19), we have
G0(s)
2 =
Z(σ−1, s+
1
2 )
2
Z(σ1, s+
3
2)
2
=
(Z(σ−1, s + 12)
Z(σ1, s+
1
2)
· Z(σ−1, s+
3
2)
Z(σ1, s +
3
2)
)
·
(Z(σ1, s+ 12)Z(σ−1, s+ 12)
Z(σ1, s+
3
2)Z(σ−1, s+
3
2)
)
=Zo(s+
1
2
)−1 Zo(s+
3
2
)−1 Ze(s+
1
2
)Ze(s+
3
2
)−1
=Zo(s+
1
2
)−1 Zo(s+
3
2
)−1
Ze(s+ 12)
Ze(−s+ 12 )
Ze(−s+ 12 )
Ze(s+ 32)
.
(3.37)
Using this and the equalities in (3.36), we have
(3.38) G0(s)
2 =
Ze(s + 12 )
Ze(−s+ 12)
exp
(
− 2
π
Vol(MΓ)
(1
3
(s+
1
2
)3−1
4
(s+
1
2
)
) )
exp(−2πiη(D(σ1))).
Hence, the function G0(s) is regular at s = 0. As before, to remove the ambiguity from
the first part at s = 0 on the right hand side of (3.38), we take its square and obtain the
expression of G0(s)
4 at s = 0 given in (3.29). 
4. Determinant and Torsion
4.1. Determinant and Selberg zeta function. We start with
Lemma 4.1. For p = 0, 1, we have the following asymptotics as t→ 0,
(4.1) Tr
(
e−t∆
♭
p
)
∼ 1
4π2
dim(Vρ)Vol(MΓ)
(
a1(p)t
−3/2 + a2(p)t
−1/2
)
+O(t1/2)
where a1(0) =
1
2
√
π, a2(0) = −12
√
π, a1(1) =
3
2
√
π, a2(1) =
3
2
√
π.
Proof. The small time asymptotics of Tr(e−t(∆
♭
0−1)), Tr(e−∆
♭
1) − Tr(e−t∆♭0) follow from the
ones of the right hand sides of (2.55) and (2.56) respectively. The second part of the right
hand side from hyperbolic element γ’s has the size of O(e−c/t) for a constant c > 0, hence the
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main contribution is given by the first part from the identity element in Γ. Hence, we have
the following asymptotics
Tr(e−t(∆
♭
0−1)) ∼ 1
4π2
dim(Vρ)Vol(MΓ)
(
a1(0)t
−3/2 + a2(0)t
−1/2
)
+O(t1/2),
Tr(e−∆
♭
1)− Tr(e−t∆♭0) ∼ 1
4π2
dim(Vρ)Vol(MΓ)
(
a1(1)t
−3/2 + a2(1)t
−1/2
)
+O(t1/2)
(4.2)
where a1(0) =
1
2
√
π, a2(0) = 0, a1(1) =
√
π, a2(1) = 2
√
π. From these, the equality (4.1)
follows easily. 
Now we choose a complex number s is in Λǫ \ Br for some ǫ > 0 and r > 0 such that the
spectrum of ∆♭p + s
2 for p = 0, 1 lies on the right half plane with its real part is bigger than
some δ > 0. Under this assumption for a fixed s, we consider
(4.3) ζp(z, s) =
1
Γ(s)
∫ ∞
0
tz−1e−ts
2
Tr
(
e−t∆
♭
p
)
dt.
Note that this integral converges absolutely and uniformly on compact subsets of the half
plane Re(z) > 32 . Using Lemma 4.1, one can show that the ζp(z, s) has a meromorphic
extension with respect to z over C, and it is regular at z = 0. For p = 0, 1, we define
(4.4) det
(
∆♭p + s
2
)
= exp
(
− d
dz
∣∣∣
z=0
ζp(z, s)
)
.
In a similar way, we define det
(
∆♭0 − 1 + s2
)
.
Lemma 4.2. As s→∞ in the region Λǫ \Br,
log det
(
∆♭0 − 1 + s2
)
=
1
2π
dim(Vρ)Vol(MΓ)
(
−1
3
s3
)
+O(s−1),
log det
(
∆♭1 + s
2
)
− log det
(
∆♭0 + s
2
)
=
1
π
dim(Vρ)Vol(MΓ)
(
s− 1
3
s3
)
+O(s−1).
(4.5)
Here we take the principal branch for the logarithm.
Proof. The asymptotics as s→∞ follows from (4.2) and ∫∞0 tz−1e−ts2 dt = s−2z Γ(z). 
By Lemma 4.1, we have
1
2s
d
ds
log det
(
∆♭p + s
2
)
− 1
2s0
d
ds
∣∣∣
s=s0
log det
(
∆♭p + s
2
)
= lim
z→0
(
− 1
2s
d
ds
(Γ(z)ζp(z, s)) +
1
2s0
d
ds
∣∣∣
s=s0
(Γ(z)ζp(z, s))
)
=
∫ ∞
0
(
e−ts
2 − e−ts20
)
Tr(e−t∆
♭
p) dt.
(4.6)
Now, we deal with the geometric side of (2.56) as we did for the spectral side, that is, we
multiply e−ts
2
to the geometric side of (2.56) and take integral
∫∞
0 · dt. First, to deal with
the terms from hyperbolic elements, from (2.10) we recall
D(γ)−1 = e−ℓγ (1− e−(ℓγ+iθγ))−1(1− e−(ℓγ−iθγ))−1
= e−ℓγ
∏
p≥0,q≥0
e−p(lγ+iθγ)e−q(lγ−iθγ).(4.7)
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Then we obtain the following equalities
∑
[γ] 6=[e]
ℓγ0 tr ρ(γ)
D(γ)
eiθγ
∫ ∞
0
1√
4πt
e−ℓ
2
γ/4t−ts
2
dt =
1
2s
∑
[γ] 6=[e]
ℓγ0 tr ρ(γ)
D(γ)
eiθγe−sℓγ
=
1
2s
∑
[γ] 6=[e]
ℓγ0 tr ρ(γ)e
iθγ
∏
p≥0,q≥0
e−p(lγ+iθγ)e−q(lγ−iθγ)e−(s+1)ℓγ
=
1
2s
∑
[γ]p 6=[e]
∞∑
m=1
ℓγ
m

tr ρ(γ)eiθγ ∏
p≥0,q≥0
e−p(lγ+iθγ)e−q(lγ−iθγ)e−(s+1)ℓγ


m
=− 1
2s
∑
[γ]p 6=[e]
ℓγ log det

Id− ρ(γ)eiθγ ∏
p≥0,q≥0
e−p(lγ+iθγ)e−q(lγ−iθγ)e−(s+1)ℓγ


=
1
2s
d
ds
logZρ(σ2, s+ 1).
(4.8)
Here the sums at the third and forth lines run over the set of conjugacy classes in Γ of primitive
hyperbolic elements in Γ. For the first equality above, we used
(4.9)
∫ ∞
0
1√
4πt
e−ℓ
2/4t−ts2 dt =
1
2s
e−ℓs.
Repeating the same procedure for the identity contribution of the geometric side of (2.56),
1
4π2
dim(Vρ)Vol(MΓ)
∫ ∞
0
e−ts
2
∫ ∞
0
(
λ2 + 1
)
e−tλ
2
dλ dt
=
1
4π2
dim(Vρ)Vol(MΓ)
∫ ∞
0
e−ts
2√
π
(
1
2
t−3/2 + t−1/2
)
dt
=
1
2s
1
2π
dim(Vρ)Vol(MΓ)
(−s2 + 1) .
(4.10)
Combining (2.56), (4.6), (4.8), and (4.10),
1
s
d
ds
log
det
(
∆♭1 + s
2
)
det
(
∆♭0 + s
2
) − 1
s0
d
ds
∣∣∣
s=s0
log
det
(
∆♭1 + s
2
)
det
(
∆♭0 + s
2
)
=
1
s
d
ds
log (Zρ(σ2, s+ 1)Zρ(σ−2, s+ 1))
− 1
s0
d
ds
∣∣∣
s=s0
log (Zρ(σ2, s+ 1)Zρ(σ−2, s + 1))
+
1
s
1
π
dim(Vρ)Vol(MΓ)
(−s2 + 1) − 1
s0
1
π
dim(Vρ)Vol(MΓ)
(−s20 + 1) ,
(4.11)
which implies
log det
(
∆♭1 + s
2
)
− log det
(
∆♭0 + s
2
)
= logZρ(σ2, s+ 1) + logZρ(σ−2, s + 1)
+
1
π
dim(Vρ)Vol(MΓ)
(
s− 1
3
s3
)
+ c2s
2 + c0
(4.12)
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for some constants c2, c0. In a similar way using (2.55), we obtain
log det
(
∆♭0 − 1 + s2
)
= logZρ(σ0, s + 1) +
1
2π
dim(Vρ)Vol(MΓ)
(
−1
3
s3
)
+ d2s
2 + d0
(4.13)
for some constants d2, d0. By Lemma 4.2 and the fact that logZρ(σk, s) decays exponentially
as s→∞, the constants c2, c0, d2, d0 are trivial. Hence, we have
Proposition 4.3. The following equalities hold for s ∈ C,
det
(
∆♭0 − 1 + s2
)
= Zρ(σ0, s+ 1) exp
(
− 1
6π
dim(Vρ)Vol(MΓ)s3
)
,(4.14)
det
(
∆♭1 + s
2
)
det
(
∆♭0 + s
2
) = Zρ(σ2, s+ 1)Zρ(σ−2, s+ 1) exp
(
1
π
dim(Vρ)Vol(MΓ)
(
s− 1
3
s3
))
.(4.15)
Proof. Although the left hand sides of (4.14) and (4.15) are defined a priori for s with some
conditions, these can be extended over C by the meromorphicity of Zρ(σk, s). 
By (3.7), (4.14), and (4.15),
Rρ(s) =
Zρ(σ0, s)Zρ(σ0, s+ 2)
Zρ(σ2, s+ 1)Zρ(σ−2, s+ 1)
=
det
(
∆♭0 − 1 + (s− 1)2
)
det
(
∆♭0 − 1 + (s+ 1)2
)
det
(
∆♭0 + s
2
)
det
(
∆♭1 + s
2
)
· exp
(
2s
π
dim(Vρ)Vol(MΓ)
)
.
(4.16)
This equality implies the following functional equation of Rρ(s),
Theorem 4.4. The following equality holds for s ∈ C,
(4.17) Rρ(s) = Rρ(−s) exp
(
4s
π
dim(Vρ)Vol(MΓ)
)
.
Noting (2.57), the equation (4.17) is compatible with Theorem 1.1 of [13] which holds for
unitary representation ρ. Let us remark that the Ruelle zeta function in this paper is the
inverse of the one of [13].
4.2. Reidemeister torsion. For an n-dimensional vector space over C, let v = (v1, . . . , vn)
and w = (w1, . . . , wn) are two bases for V . Let [w/v] denote the determinant of the matrix
T = (tij) representing the change of base from v to w, that is, wi =
∑
tijvj . Suppose
(4.18) C : CN
∂→ CN−1 ∂→ · · · ∂→ C1 ∂→ C0
is a chain complex of finite complex modules. Let Zq denote the kernel of ∂ in Cq, Bq ⊂ Cq
the image of Cq+1 under ∂, and Hq(C) = Zq/Bq the q-th homology group of C. Choose a
base bq for Bq for each q, and let b˜q−1 be an independent set in Cq such that ∂b˜q−1 = bq−1,
and h˜q an independent set in Zq representing a base hq of Hq(C). Then (bq, h˜q, b˜q−1) is a
base for Cq. For a given preferred base cq for Cq, note that [bq, h˜q, b˜q−1/cq] depends only on
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bq, hq, bq−1, hence we denote it by [bq, hq, bq−1/cq]. The torsion τ(C) of the chain complex C
is the nonzero complex number defined by
(4.19) T (C) =
N∏
q=0
[bq, hq, bq−1/cq]
(−1)q .
Note that T (C) depends only on the choice of the bases cq, hq, but not on the choice of the
bases bq.
Let K be a finite cell complex and K˜ the simply connected covering space of K with the
fundamental group π1 of K acting as deck transformations on K˜. Regarding that K˜ is a just
the set of translates of a fundamental domain under π1, the complex cochain groups C
q(K˜)
become modules over the complex group algebra C(π1) with a preferred base consisting of
the dual element of cells of K. Relative to these preferred base, the boundary operator on
the right C(π1)-module C
q(K˜) is a matrix with coefficients in C(π1). For a representation ρ
of π1(K) into SL(C
N ), define the chain complex C(K, ρ) by
(4.20) Cq(K, ρ) = Cq(K˜)⊗C(π1) CN
where CN is considered as left C(π1)-module via the action of ρ. The boundary map of
C(K, ρ) is defined to be the dual map of the boundary map of the cell complex. We choose a
preferred base ei⊗xj where ei runs through the preferred base of Cq(K˜) and xj runs through
a base for CN . Now the Reidemeister torsion T (K, ρ) attached to the representation ρ is
defined by
(4.21) T (K, ρ) = T (C(K, ρ)).
A different choice of the preferred bases ei can give at most sign change of T (K, ρ) since ρ
is a representation into SL(CN ). A different choice of the base x′j for C
N can also give the
change by the factor [x′/x]χ(C) where χ(C) denotes the Euler characteristic of C. Hence, if
χ(C) = 0, the Reidemeister torsion T (C(K, ρ)) is well-defined as an invariant with a value
in C∗/{±1} depending only on the choice of the bases hq for Hq(C). By [21], it is known
that T (C(K, ρ)) is a combinatorial invariant of (K, ρ). Hence, if M is a compact oriented
manifold, any smooth triangulation of M gives the same Reidemeister torsion. We denote it
by T (M, ρ).
When the cohomology groups H∗(M, ρ) := H∗(C(K, ρ)) are trivial for a smooth trian-
gulation K of M, the square of Reidemeister torsion T 2(M, ρ) is a well defined complex
number.
To state the theorem 10.1 of [8], we need some preparation to introduce the analytic
torsion defined by the non-selfadjoint operators ∆♭p in the context of the subsection 2.4.
Hence, the operator ∆♭p acts on C
∞(M, Eρ) where M is a closed Riemannian manifold and
E is a flat vector bundle defined by a representation ρ : π1(M) → SL(CN ). In general,
the non-selfadjoint operator ∆♭p acting on Ω
p(M, Eρ) may have a generalized eigenvalue with
non-positive real part. Hence, the definitions (4.3) and (4.4) do not work simply if we put
s = 0 at (4.3) and (4.4). For this, we recall the construction in the section of [8]. Let r > 0
be a real number that is not the real part of any generalized eigenvalues of ∆♭p. Let Πp,r
denote the spectral projection on the span of the generalized eigenvectors with generalized
eigenvalues with real part less than r. Noting that Lemma 4.2 still holds for the heat operator
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of ∆♭p,r := (Id−Πp,r)∆♭p since Πp,r is a smoothing operator, we define
(4.22) det∆♭p,r = exp
(
− d
dz
∣∣∣
z=0
ζp,r(z)
)
where
(4.23) ζp,r(z) =
1
Γ(s)
∫ ∞
0
tz−1Tr
(
e−t∆
♭
p,r
)
dt.
Let us denote the zero generalized eigenspace of ∆♭p by Ω
p
0(M, Eρ). The cohomology of the
complex (Ω∗0(M, Eρ), d) is the same as the cohomology of (Ω∗(M, Eρ), d). We define its
torsion as in (4.19) by
(4.24) T0(M, ρ) = T (Ω∗0(M, Eρ), d).
Then the analytic torsion T (M, ρ) is defined by
(4.25) T (M, ρ) = T0(M, ρ)2 ·
N∏
p=1
(
det∆♭p,r
)p(−1)p+1
·
N∏
p=1

 ∏
λp,j∈S(p,r)
λp,j


p(−1)p+1
.
Here S(p, r) denotes the set of all the nonzero generalized eigenvalues counted with multi-
plicities with real part less than r. By the theorem 8.3 of [8], the above definition of T (M, ρ)
in (4.25) does not depend on the choice of r. When the cohomology groups H∗(M, ρ) are
trivial, the following equality holds between two complex valued invariants
(4.26) T 2(M, ρ) = T (M, ρ)
by the theorem 10.1 of [8].
5. Proof of Main theorem
By Remark 3.7, Rρm(s) is regular and has a finite value at s = 0 for m ≥ 3. By this fact
and (4.16), we have
(5.1) Rρm(0) = lim
s→0
det
(
∆♭0 + s
2 − 2s) det (∆♭0 + s2 + 2s) det (∆♭0 + s2)
det
(
∆♭1 + s
2
) .
For p = 0, 1, we take a sufficiently small r > 0 such that the real parts of the generalized
eigenvalues of ∆♭p with positive real parts are bigger than r. Then, it is easy to check that
lim
s→0
s−2hpdet
(
∆♭p + s
2
)
= lim
s→0
det
(
∆♭p,r + s
2
)
· s−2hp
∏
λp,j∈S(p,r)
(
λp,j + s
2
)
= det∆♭p,r ·
∏
λp,j∈S(p,r)
λp,j
(5.2)
where hp denotes the multiplicities of the zero generalized eigenvalue of ∆
♭
p. Similar equalities
hold for other factors det
(
∆♭0 + s
2 ± 2s) on the right hand side of (5.1). By (5.1), we have
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2h0 = h1. Using this and by (4.25), (5.1), and (5.2),
Rρm(0) = lim
s→0
s−4h0 det
(
∆♭0 + s
2 − 2s) det (∆♭0 + s2 + 2s) det (∆♭0 + s2)
s−2h1 det
(
∆♭1 + s
2
)
=
(
det∆♭0,r ·
∏
λ0,j∈S(0,r)
λ0,j
)3
det∆♭1,r ·
∏
λ1,j∈S(1,r)
λ1,j
=
(
det∆♭1,r ·
∏
λ1,j∈S(1,r)
λ1,j
) (
det∆♭3,r ·
∏
λ3,j∈S(3,r)
λ3,j
)3
(
det∆♭2,r ·
∏
λ2,j∈S(2,r)
λ2,j
)2
=
T (MΓ, ρm)
T0(MΓ, ρm)2 .
(5.3)
For the third equality of (5.3), we used
(5.4)
(
⋆⊗ IdEρm
)
∆♭p = ∆
♭
3−p
(
⋆⊗ IdEρm
)
over Ωp(MΓ, Eρm),
which follows from (2.27).
For the representation ρm : Γ → SL(Sm(C2)) ⊂ SL(Cm+1), the cohomology groups
H∗(MΓ, Eρm) are trivial by the theorem 6.7 at p.226 of [7]. Hence, the square of the Reide-
meister torsion T 2(MΓ, ρm) is a well-defined complex valued invariant. By (4.26), we have
T 2(MΓ, ρm) = T (MΓ, ρm). Combining this and (5.3),
(5.5)
T (MΓ, ρm)2
T0(MΓ, ρm)2 = Rρm(0).
From now on we split the proof when m is even or odd.
When m = 2(n− 1) with n ≥ 3, by (3.23) and (5.5),(T0(MΓ, ρ2(n−1))
T (MΓ, ρ2(n−1))
)4
= exp
(
2iπ(η(D(σ2n))− η(D(σ2(n−1))))
)
· exp
(
2
π
(
2n2 − 2n + 1
3
)
Vol(MΓ)
)
· F 4n .
(5.6)
Here
(5.7) Fn := Fn(0) =
∞∏
k=n
R (σ−2k, k) =
∞∏
k=n
∏
[γ]
(
1− e−k(ℓγ+iθγ)
)
.
Recall that s = 0 lies in the convergence domain of Fn(s) for n ≥ 3 (see (3.16)). By (2.23)
and (5.6),(T0(MΓ, ρ2(n−1))
T (MΓ, ρ2(n−1))
)12
= exp
(
6πiθ2(n−1)
)
exp
(
2
π
(
6n2 − 6n+ 1) (Vol(MΓ) + i2π2CS(MΓ))
)
· F 12n
(5.8)
where
(5.9) θ2(n−1) = η(D(σ2n))− η(D(σ2(n−1)))−
(
6n2 − 6n+ 1) η(D(σ2)).
24 JINSUNG PARK
Let us remark that θ0 = 0 with n = 1 by the definition as expected from (3.28). Hence,
θ2(n−1) can be understood as an anomaly for nonzero m = 2(n−1). This completes the proof
of (1.5).
When m = 2n− 1 with n ≥ 2, by (3.24) and (5.5),(T0(MΓ, ρ2n−1)
T (MΓ, ρ2n−1)
)4
= exp (2iπ(η(D(σ2n+1))− η(D(σ2n−1))))
exp
(
2
π
(
2n2 − 1
6
)
Vol(MΓ)
)
·G4n.
(5.10)
Here
(5.11) Gn := Gn(0) =
∞∏
k=n
R
(
σ−(2k+1), k +
1
2
)
=
∞∏
k=n
∏
[γ]
(
1− e−(k+1/2)(ℓγ+iθγ)
)
.
Recall that s = 0 lies in the convergence domain of Gn(s) for n ≥ 2. Rewriting (5.10)
motivated by (3.29),
Theorem 5.1. For m = 2n− 1 with n ≥ 2, the following equality holds(T0(MΓ, ρ2n−1)
T (MΓ, ρ2n−1)
)4
= exp (2iπθ2n−1)
· exp
(
2
π
(
2n2 − 1
6
)(
Vol(MΓ) + i3π2η(D(σ1))
)) ·G4n
(5.12)
where θ2n−1 := η(D(σ2n+1))− η(D(σ2n−1))−
(
6n2 − 12
)
η(D(σ1)).
Let us remark that the equality (5.12) is compatible with (3.29) if we put n = 0 formally
and note η(D(σ1)) = −η(D(σ−1)) (see Remark 3.9).
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