Scour around pile groups is rather complicated and not yet fully understood due to the fact that it arises from the triple interaction of fluid-structure-seabed. In this study, two data mining approaches, i.e. Support Vector Machines (SVM) and Artificial Neural Networks (ANN), were applied to estimate the wave-induced scour depth around pile groups. To consider various arrangements of pile groups in the development of the models, datasets collected in the field and laboratory studies were used and arrangement parameters were considered in the models.
INTRODUCTION
The scour depth around pile groups as supports of marine structures is a major issue that needs to be considered in their design. Since most pile groups are constructed in erodible beds in the marine environment, prediction of scour depths around pile groups due to waves is of great importance. The arrangement of piles in addition to their geometry, sediment and wave characteristics should be considered to estimate the scour depth around a group of vertical piles.
Prediction of wave-induced scour depth around a single pile has been studied extensively (e.g. Palmer 1969; Wang & Hebrich 1983; Hebrich et al. 1984; Eadie & Hebrich 1986; Sumer et al. 1992a Sumer et al. , 1993 Kobayashi & Oda 1994) . However, limited models have been given for the scour depth around pile groups while most of them were concentrated on a unique arrangement or did not consider the parameters controlling the arrangements of piles in pile groups. Chow & Hebrich (1986) studied pile groups made of three, four and six piles. They investigated the influence of gap to diameter ratio, G/D, where G is the space between piles and D is the pile diameter. Scour around different groups of vertical piles has also been investigated by Sumer & Fredsoe (1998) . In their laboratory experiments, pile groups made of two, three and four piles in tandem, side by side and staggered arrangements were studied. They found that the equilibrium scour depth (S/D) was controlled by the Keulegan-Carpenter number (KC) number for small G/D ratios.
They also noted that interactions between piles in a pile group increase with the decrease of G/D.
Experimental investigations made by Sumer & Fredsoe (1998) also showed the importance of the arrangement in a pile group scour. Chow & Hebrich (1986) and Sumer & Fredsoe (1998) studied various arrangements of piles in pile groups but no formula was given in their studies. Bayram & Larson (2000) studied the scour depth around pile groups in the field. Their study also showed that the equilibrium scour depth is governed by KC number. They presented an empirical relationship for estimating the equilibrium scour depth using the KC number in the 2 Â 2 pile arrangement.
Although it was shown by Sumer & Fredsoe (1998) Recently, a new soft computing approach named Support
Vector Machines (SVM) has been successfully applied in problems such as the prediction of wind speed (Mohandes et al. 2004) , runoff modeling (Bray & Han 2004) , prediction of storm surge (Rjasekaran et al. 2008) , hourly reservoir inflow forcasting (Lin et al. 2009a) , effective forecasting of hourly typhoon rainfall (Lin et al. 2009b ) and prediction of significant wave height (Mahjoobi & Mosabbeb 2009) . However, the performance of the SVM approach in the prediction of scour hole properties in a pile group has not been investigated yet. In this study, two soft computing models, SVM and ANN,
were developed and applied to estimate the scour depth around pile groups with various arrangements. Performances of both methods were compared with those of empirical approaches.
SCOUR AROUND PILES
Wave-induced scour around a single pile depends on several groups of variables such as the characteristics of the wave and the sediment properties and geometry of the pile. Thus, the following functional relationship can be used to describe the equilibrium scour depth for a single pile (Sumer et al. 1992b ):
where S is the equilibrium scour depth, T is the wave period, d 50 is the medium sediment diameter, U m is the maximum undisturbed orbital velocity at the sea bottom just above the wave boundary, U fm is the shear velocity at the undisturbed bed given by U fm ¼ (0.5f) 0.5 U m in which f is the wave friction factor, D is the pile diameter, s is the specific gravity of sediments and n is the kinematics viscosity. Using the dimensional analysis, the above relationship can be presented in non-dimensional form as follows (Sumer et al. 1992b) :
where Re is the pile Reynolds number, N s is the sediment number, y is the Shield's parameter and KC is the KeuleganCarpenter number defined as follows:
The non-dimensional parameters should include the effect of various physical processes occurring during the scour, i.e.
flow-seabed interaction, flow-structure interaction and sediment transport. In Equation (2) 
The existing empirical methods for estimating scour depth at pile groups are briefly given in Table 1 . The equations given in this table were originally for single piles and are modified to be used for pile groups using the concept of effective diameter, D e (Bayram & Larson 2000) . D e is the diameter of a hypothetical circle, having an area equal to that of a parallelogram circumscribing the pile group . In the following subsection, models developed based on these non-dimensional numbers are given in detail.
METHODS
In this subsection, two data-mining approaches, including artificial neural networks and support vector machines, are introduced briefly.
Artificial neural networks
ANN is the most famous data-mining approach that imitates some functions of the human brain (Singh et al. 2008) . Neural networks are the general-purpose computing tools that can solve complex nonlinear problems (Fischer 1998) . The network comprises of a large number of simple processing elements linked to each other by weighted connections according to a specified architecture. These networks learn from the training data by adjusting the connection weights (Bishop 1995) . The connection of neurons to each other can be carried out in various configurations. Hence, the simplest way of modeling a neural network consists of three layers:
input layer, hidden layer and output layer. The optimum topology of ANN is usually determined by a trial-and-error procedure. More details can be found in Jain & Deo (2006) .
Support vector machines (SVM)
Support vector machines, like artificial neural networks, are a kind of data-mining approach. SVM have been successfully applied to a number of applications ranging from particle identification, facial identification and text categorization to engine knock detection, bioinformatics and database marketing. The classification problem is used to investigate the basic concepts behind SVM and to examine their strengths and weaknesses from a data-mining perspective (Campbell 2000) .
Regression algorithms of support vector machines are achieved by some modification to the classification algorithms of SVM.
In support vector regression the objective is to find a function f(x) which has at most E deviation from the actually obtained targets y i for all the training data {(x 1, y 1 ),y,(x i, y i )} and at the same time is as flat as possible. In other words, errors are negligible as long as they are less than E and any deviation larger than this is not accepted. f(x) can be expressed as (Smola & Scholkopf 2004) 
where w is a weight vector (w 2 R n ); b is additive noise (b 2 R) and (w, x) denote dot points in X. Flatness of the regression function f(x) can be achieved by smaller values of w. One way to ensure this is to minimize the Euclidean norm as defined by ||w|| 2 ¼ (w,w). The minimization problem can be written as a convex optimization problem (Singh et al. 2008) :
The optimization problem can be feasible if the error on any training data is less than E. Sometimes, it is allowed to have some more errors. Hence slack variables x i and x i * can be introduced and the minimization formula (9) will be written as follows (Vapnik 1995) :
The constant C40 determines the trade-off between the flatness of f(x) and the tolerable amount larger than E which is defined by the user.
By introducing the Lagrangian parameters Z i , Z i * , a i and a i * and multiplying the constraints to these parameters the Lagrangian form of (10) can be written as
The saddle points of Equation (11) can be calculated as below:
Substituting Equations (12)- (14) into Equation (11) yields the dual maximization problem (Smola & Scholkopf 2004) :
Finally, the prediction function can be written as
Nonlinear support vector regressions can be used in complex and nonlinear problems by introducing kernel functions (Vapnik 1995) . Solving nonlinear problems can be achieved by mapping the data into a higher-dimensional feature space with the help of kernel functions.
The problem of support vector regression in the feature space can be written by substituting
Finally f(x) can be written as (17) in the feature space as
In addition to the choice of a kernel, SVM requires the setting up of kernel-specific parameters. Furthermore, optimum values of the regularization parameter C and the size of error in the sensitive zone need to be determined. The choice of these parameters controls the complexity of the prediction. 
Dataset used
In this study, both prototype and small-scale data, i.e. datasets collected by Bayram & Larson (2000) in the field and by Sumer & Fredsoe (1998) in the laboratory were used. The details of these experiments are as follows.
Laboratory data of Sumer & Fredsoe (1998) Small-scale experiments of Sumer & Fredsoe (1998) From this study 44 datasets of side-by-side, tandem and 4 Â 4 arrangements were selected. These arrangements of pile groups are shown in Figure 1 . The ranges of different parameters are given in Table 2 . As shown in Table 2 , the configurations selected from this study covers a wide range of G/D from 0 to 2, KC numbers ranging from 3 to 37, and arrangement parameters m/n which varies from 0.33 to 3.0. Table 3 .
The ranges of G/D and S/D are much wider than those of the laboratory data of Sumer & Fredsoe (1998) .
Development of models
The ANN and SVM models were developed using the previously mentioned six non-dimensional numbers as input parameters and the measured non-dimensional scour depths and 0.01 to 3.45 in training and testing sets, respectively. The arrangement parameter m/n varied from 0.33 to 3.0 in both training and testing sets. The number of 4 Â 4 arrangements in training and testing were 90 and 2, 2 Â 2 were 45 and 13, 2 Â 1 were 10 and 1, 1 Â 2 were 6 and 2, 3 Â 1 were 7 and 1 and the number of 1 Â 3 arrangements in training and testing were 4 and 3, respectively.
ANN model
In this study, the multi-layer perceptron neural network (MLP with a 6-1-1 architecture) with one hidden layer and back-propagation training algorithm was used. The learning rate was assumed 0.2 and the training of the ANN models was stopped either when the acceptable level of error of about 0.03 per epoch was achieved or when the number of iterations exceeded a prescribed maximum of 8000. The performances of models were assessed quantitatively using the following statistical parameters: coefficient of correlation (CC), root mean square error (RMSE) and scatter index (SI) which are defined as the following relationships:
In the above formulae, O i and T i represent target and network outputs for the ith output, respectively; O i and T i are the average of target and network outputs and N is the total number of data points. A higher value of CC and smaller values of RMSE and SI mean a better model performance.
Networks with different numbers of neurons were developed and their skills were compared based on the RMSE values.
Over-training was checked by using 10-fold cross-validation.
In addition the training phase of the ANN model was stopped when the results of the validation phase seemed to decrease.
Finally, a 6-6-1 architecture with error statistics shown in Table 4 was selected.
SVM model
The use of SVM requires setting of a few user-defined parameters, such as the regularization parameter (C) and the type of kernel (polynominal or RBF). Previous investigators such as Singh et al. (2008) have shown that the polynominal kernel can be used successfully and we used the same type. The regularization parameter C and the size of error in sensitive zone parameters control the complexity of prediction. A value of C ¼ 3.44 and E ¼ 0.000 010 were selected based on the process of error minimizing shown in Table 5 . For choosing the optimal C and E, first E was kept constant and 
RESULTS AND DISCUSSIONS
As mentioned before, a BP neural network and a polynominal SVM model were developed to predict the equilibrium scour depth. In the following section, the results are compared and discussed for both data-mining approaches and they are compared with previous approaches.
Comparison of data-mining approaches
To assess the performance of the models, observed normalized equilibrium scour depth values were plotted against the predicted ones for the training and testing datasets. 
Comparison with previous models
To evaluate the accuracy and capability of the developed models in predicting the scour depth around pile groups due to waves, their results were also compared with those of three existing semi-empirical methods. Figure 5 shows scour depth values using two data-mining models and the existing formulae for the same dataset. As illustrated, the methods proposed by Myrhaug & Rue (2005) , Bayram & Larson (2000) and the ANN model overestimate the scour depth, while other approaches underestimate it. Table 7 illustrates the error statistics of all models. Note that the same dataset was used for all of them. As seen, both data-mining models provide better results compared to the previous empirical with those of empirical methods shows that complex problems like scour around pile groups can be modeled more accurately using soft computing methods.
Sensitivity analysis
To extend the outcomes of the study, sensitivity tests were also conducted to determine the relative significance of each input variable on the normalized scour depth (output) for the SVM model. Table 8 demonstrates each model performance in the absence of each input parameter. The results in Table 8 show that G/D and KC have the most significant effect on equilibrium scour depth since, by ignoring each of them, the SI and RMSE values increase by about 50%. According to Sumer & Fredsoe (1998) , the G/D value determines the interaction between piles in pile groups. They showed that piles will act as a unique pile in a pile group if G/Do0.1 or they will act separately for large values of G/D (41-3). This is because the interaction of piles and vortices decreases as the gap between piles increases. In this case, the number of piles is less important in the scour process since they act Sumer & Fredsoe (1998) and Bayram & Larson (2000) about the relative importance of the input parameters on equilibrium scour depth around pile groups due to waves. Table 8 shows that sensitivity analysis of To extend the outcomes of the study, a parametric analysis was conducted using the trained SVM and ANN models. 
SUMMARY AND CONCLUSIONS
In this paper, the development and application of a multilayer perceptron neural network with a 6-1-1 architecture, Comparison of ANN (MLP/BP) with SVM illustrates that, although the former trains better than the latter, the SVM results are more accurate. This indicates that SVM is a more reliable model with better generalization error, independent from the variations of the training data in addition to its robustness and less required time to be trained which are the main advantages of SVM over ANN(MLP/BP) (see also Lin et al. (2009a) ). A sensitivity analysis was also conducted to investigate the effect of different input parameters on the equilibrium scour depth. The sensitivity analysis showed that the scour depth was mainly governed by the KeuleganCarpenter (KC) number and the gap to diameter ratio. 
