INTRODUCTION
A bound of Cramer-Rao type is provided for an estimator of a real-valued parameter 0 in the presence of an abstract nuisance parameter TJ, such as an unknown distributional shape, on the basis of N i.i.d. observations. The bound consists of the reciprocal of the effective Fisher information in the sample, plus a term involving the integrated mean squared error of an estimator of a multiple of the so-called conditional score function for 0, for the case where 0 is known. This implies that an estimator of 0 can only perform well over a class of shapes TJ if it is possible to estimate the conditional score function for 0 accurately over this class. For the special case where fully adaptive estimation may be possible, this result was given in a companion paper (Klaassen and van Zwet (1985) ).
AN INEQUALITY OF CRAMER-RAO TYPE
Let Xr, ... , XN be independent and identically distributed (i.i.d.) random variables taking values in some measurable space (X, A), with a common density f( ·; 17, 0) with respect to a a-finite measure J.L on (X, A). , 0) is the effective Fisher information, which measures how well 0 can be estimated when 7J is unknown (cf. Begun et al. (1983) , but note that we do not assume that B ( 7J, 0) itself is a linear space).
Let C (TJ, 0) denote the set of all square-integrable functions b(tj~(x; 0)) with 
,e {JN(x;fJ)-J(x;TJ,fJ)} f(x;TJ,fJ)dJi-(x). (2.24)
The theorem asserts that the Cramer-Rao bound (2.20) may be improved by adding N-1 times the integrated mean squared error (MSE) of the estimator J N of the function J, which is an unknown multiple of the conditional score function rc. For practical purposes it is unsatisfactory that the right-hand side of (2.24) depends on the choice of TN. However, one may obviously rephrase the theorem to assert only the existence of an estimator JN such that (2.24) holds. In a sense, the result of the theorem is not surprising. Estimation of a parameter 0 for an unknown distributional shape is based typically on a preliminary estimate of an unknown score function followed by a good estimate of f) for the distributional shape corresponding to the estimated score function.
For such estimators a result like (2.24) is to be expected. The interesting aspect of the theorem, however, is that it is not assumed that the estimator TN is based on a preliminary estimate of a score function, but that an estimate of J for known 0 is derived from TN. In effect we are saying that a successful estimation procedure for 0 must involve -either explicitly or implicitly -the estimation of J and that because of this, the accuracy of estimating J enters into the lower bound for the variance of the estimator of 0.
Although the theorem is purely a finite sample result, it obviously has asymptotic implications. An asymptotic analogue would imply that effective estimation of e' i.e. An even more special case occurs if rc = r, so that IE = I and J = r I I. Now (2.24) provides a finite sample analogue of the statement that fully adaptive estimation of B is possible only if r I I can be estimated consistently.
This situation was discussed in the companion paper Klaassen and van Zwet (1985) .
PROOF OF THE THEOREM
The proof resembles that of theorem 1.1 in Klaassen and van Zwet (1985) . J ( ) JJ(x; 11, 11, 0) As O' tends to 0, the first term on the right tends to zero for every C in view of (2.2). Since E 11 fJTJ., < oo and E 118 r 2 (X1 ;17,0) < oo, the second term converges to zero as C -+ oo. It follows that the left-hand side of (3.7) converges to zero, and together with (3.4) and (3.6) this proves (2.15). A similar argument produces (2.16) and (2.19) follows.
It remains to show that a~8 (TN- SN(11, 0) ) ~ ~E 11 (} J {JN(x; 17, 0)} 2 f(x; 17, O)dJ.L(x). (3.8) To see this, we copy the argument leading from (2.9) to (2.11) in Klaassen and
