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Introduction
On December 11, 2008, the Swedish government announced that it would launch a rescue plan for the Swedish vehicle industry. The government would potentially invest SEK 28
Billion (USD 8 Billion) in an attempt to save car producers VOLVO and SAAB, as well as numerous sub-contractors, from vanishing in the storm generated by the global financial crisis . This rescue package was to ensure that firms could obtain financing to develop more environment-friendly technologies. The government also launched a new research institute in order to "strengthen the competitiveness of the Swedish vehicle industry", with the aim of keeping Sweden's position as one of the few countries in Europe capable of hosting the full chain of vehicle production from research and design to production (Dagens Nyheter, December 12, 2008) .
While the present financial distress has put government support to the business sector at the forefront, government industrial support has been a major issue in international policy discussions for a long time. 1 A substantial share of this government support is directed towards Research and Development (R&D) and, in some countries, government support to R&D may constitute up to 1/3 of business R&D. In general, two motives seem relevant for explaining such huge government investments: First, R&D is seen as important in generating and sustaining economic growth; that is, in addition to the internal benefits for an inventing firm, R&D or R&D-intensive production also has external benefits since the knowledge created is not fully appropriable. Due to such knowledge spillovers, R&D tends to be under-provided from a social perspective. Many countries also use subsidies to appropriate rents on international markets to domestic firms, so-called strategic trade-or industrial policy (see, for instance, Brander, 1995) . 2 What is not always recognized is that the benefits of subsidy polices often accrue to Multinational Enterprises (MNEs). 3 Granting R&D subsidies to MNEs does not necessarily 1 According to OECD, annual programs transfer some US $50 billion from public budgets to the enterprise sector. "Public Support to Industrial R&D Efforts", available at http://www1.oecd.org/dsti/ sti/prod/intro-21.htm. OECD (1996) . 2 Recent papers investigating the effect of subsidy policies in international oligopolistic markets are Haaland and Kind (2008) and Neary and Leahy (2009) . 3 The car producers VOLVO and SAAB are owned by the US firms FORD and GM with global car 2 mean that R&D-intensive production increases in the home country, since an MNE may transfer new technologies or products into overseas production. 4 5
The purpose of this paper is to investigate the impact of R&D subsidies on a firm's location decision. To this end, I extend Norbäck (2001) , which examines how (endogenous)
R&D affects a firm's location choice, to incorporate the effect of R&D subsidies on the location of production. I investigate the following scenario: The government first states a per unit R&D subsidy. Then, given that subsidy, a monopoly firm makes three distinct choices:
It invests in costly R&D to improve its technology, thereby decreasing its marginal cost.
Then, it either implements the technology in an affiliate supplying a foreign market from a local plant, or in a domestic plant supplying the foreign market by export production.
Given the location choice, the firm chooses how much to sell.
The fact that export production is subject to a trade cost is taken into account by the firm, but also the fact that implementing the technology abroad is more costly, due to technology transfer costs. 6 Since foreign direct investment (FDI) avoids the trade cost, larger sales in foreign production also allow for increased spending on R&D, as compared to the alternative of exports. This trade cost-effect tends to make affiliate production more profitable and, consequently, a location of production abroad becomes more likely.
However, overseas production implies that technology needs to be transferred from home producing capabilities. In the empirical analysis conducted below (Jakobsson (1999) ). In 2004, 22 Swedish and 12 foreign multinationals accounted for 70% of all aggregate R&D expenditures in Sweden (ITPS, 2007) . Indeed, the ability to add the services of their firm-specific assets into additional production facilities at low costs is often put forward as a key ingredient in explaining the existence of MNEs (see Dunning (1977) and Markusen (1995) Teece (1977) provides strong evidence of the existence of such technology transfer costs.
3 R&D labs. Costly transfers of technology then tend to restrict the firm's R&D, a transfer cost-effect which tends to make export production more profitable.
The model predicts that when transfer costs are small, high-tech firms will choose FDI, and that subsidies to R&D reinforce the incentives to migrate production. At higher transfer costs, on the other hand, high-tech firms choose to export. In the latter case, R&D-subsidies reinforce the alternative of home-based export production.
Using firm-level regressions on a data set of Swedish multinational firms, I first find a statistically significant negative correlation between R&D intensity and my location measure, the affiliate share of foreign sales. This is surprising considering the close tie in the literature between firm-specific assets and MNEs, but it confirms earlier findings in Norbäck (2001) , where exports were shown to be the preferred choice by R&D-intensive firms.
From the theoretical model, R&D subsidies should then also give rise to export production, since the negative correlation between R&D intensity and the affiliate share of foreign sales suggests that the transfer cost-effect dominates the trade cost-effect. Indeed, I find no evidence of R&D-subsidies contributing to relocating production abroad. In contrast, consistent with my theoretical model, there is evidence that, at the margin, R&D-subsidies induce firms to choose home-based export production.
It should be noted that the presented theory based on a monopoly firm easily extends into MNE oligopoly models. Some related papers investigating policy in the presence of MNEs are Horstmann and Markusen (1992) and Smith (1987) examining tariffs, Flam (1994) studying voluntary export restraints, and Dick (1993) investigating the consequences of foreign ownership. Sanna-Randaccio (2002) shares some similarities with the present paper. In contrast to the previous literature, she also allows for both R&D and location to be endogenously determined. However, while her paper theoretically investigates the welfare effects of lump-sum subsidies from a home government trying to attract inward FDI, this paper investigates outward FDI. In particular, its contribution is to both theoretically and empirically investigate the effects of government R&D policy (in terms of per unit of R&D subsidies) on a firm's R&D and location choice. Thereby, it stresses the impact of technology transfer costs, which are not considered in Sanna-Randaccio (2002) . The paper is organized as follows. In section 2, the theory is presented. In section 3, I test the 4 implications of the theory and section 4 concludes the paper.
Theory
In this section, I will investigate how R&D subsidies issued by the government affect a firm's choice between foreign and export production, as alternative means of serving a market abroad. 
Profit:
Marginal costs:
Fixed costs:
-Plant
The model
The model presented builds on Norbäck (2001) . There is a single firm producing a homogeneous good. The demand is located in another country, which may be considered as the world market for the good in question. The government first states a per unit of R&D subsidy and then, the firm makes three decisions: It invests in costly R&D at home. I assume the technological level of the firm to be represented by its cost level of production, and that R&D reduces the marginal cost. Then, the technology is implemented either in export production from a home factory (henceforth denoted E), or there is a direct investment (henceforth denoted FDI) and production takes place in a foreign affiliate (henceforth denoted A). Finally, the market is supplied. It is assumed that the government cannot condition its subsidy on the location choice of the firm. 7
Subscripts will denote location. For example, q h is the output choice of the firm in location h, for h = {E, A} . Hence, q E is the export quantity of the firm, whereas q A is the production quantity when an affiliate is established.
Demand is linear and given by (1) in Table 1 , where a > 0 is a demand parameter and s > 0 can be interpreted as a measure of the size of the market. Total profit Π h is expressed as (2). Note that (P h − c h ) q h is variable profits, where the marginal cost c h is given in (3) and (4), where θ and c 0 are positive constants. Several factors affect the marginal cost.
The firm chooses a level of R&D, indicated by x h , which reduces its marginal cost. Export production is also subject to a trade cost (transport cost or tariff barrier), t, which can be avoided by FDI.
Turning to fixed costs F h in (2), as shown in (5), these come as three types: F h , T h and
First, R&D is assumed to incur quadratic costs, so that in (6), x h gives rise to firm-
where γ is a positive constant . 8 7 When government agencies support the development of a product, financing is provided at the development stage often years before actual production takes place. The government could, in principle, write a contract conditioning payments in the development phase on the location production. Such practice seems rare, however. Conditions for the location of production appear not to be attached to government support in Sweden. 8 See Cheng (1984) .
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Second, technology transfer costs are given in (7) . Following Teece (1977) , transfer costs for implementing the technology in a factory located abroad are assumed to be higher. I normalize such that new technology can be implemented at home without cost, whereas there is an additional cost T of transferring the technology abroad, since it must be adapted to local conditions. 9 I then define a parameter δ such that 0 ≤ δ A < ∞, for foreign production and δ E = 0 for export production. This implies that a given level of R&D, x, equally reduces the cost of production, irrespective of location (cf. equation (3)), but that the implementation of the technology abroad requires additional R&D efforts amounting to δx. Total R&D costs are then γ((1+δ)x A ) 2 2 , which can be separated into research costs
is increasing with the level of R&D, x. This reflects the fact that more complex technologies may require a closer interchange of information with manufacturing, thereby increasing communication and information costs if production is located abroad. 10
Third, the firm has production units at home, but initiating production abroad involves additional plant-level investments. Plant-level fixed costs G h are then defined in (7).
Finally, the last term in (2) σx h shows the total subsidy payments where σ is a per unit of R&D subsidy. The effect of this term on the firms location decision constitutes the key interest in the analysis.
Profit-maximizing production quantities, q h , and R&D expenditures, x h , are chosen so that (9) must hold:
As shown by Leahy and Neary (1996) , all endogenous variables can be solved in a parameter η, defined as:
9 I model the costs of transferring the new technology to a foreign affiliate in a very simple way. Markusen (2002) uses a more general model to show how firms with knowledge-capital intensive production risk asset dissipating when producing abroad and how this affects the choice between foreign production and exporting. Agency problems affecting the mode to serve a foreign market are also extensively discussed in Barba-Navaretti and Venables (2004) . 10 The assumption of a quadratic transfer cost is not essential. What is important is that the transfer cost influences the level of R&D, x.
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Affiliate production
which may then be interpreted as the relative return to R&D. Note that η is zero, if R&D is completely ineffective (θ = 0), infinitely costly (γ = ∞) or if the size of the market is very small (s = 0) . Profits are always positive in both locations. This, in turn, implies that η τ < 2 must hold, where parameter τ is a measure of the impact of the transfer cost: 11
Using (9)-(11), I can derive reduced-form functions for the profit level Π h (η), production level q h (η) and R&D level x h (η) for each location choice h in η. These are given in Table   2 , where it will be assumed that A − t > 0 and A = a − c 0 > 0. 12 11 In the appendix, it is shown that the latter assumption guarantees that the second-order condition for the firm's maximization is fulfilled. 12 These conditions are necessary to guarantee that production is profitable. 8 2.2 The equilibrium location and the effect of R&D-subsidies I can now address the question of whether subsidies to R&D can generate a relocation of production to abroad. For this purpose, I proceed as follows:
I first characterize the type of firm choosing FDI/exports, which can conveniently be done in terms of the relative return to R&D, η. This is also useful for the empirical exercise in the next section, as η can be shown to be positively related with a firm's R&D-intensity, defined as the share of R&D-expenditures of its sales. Then, I investigate the effect of a subsidy to R&D on a marginal firm's location decision. I summarize the results and additional comparative statics results in Table 3 . It is easy to show the following Lemma:
is increasing or non-decreasing in the relative return to R&D, η.
Proof. See the appendix.
The profit in export and foreign production increases in η simply because a higher return to R&D implies higher spending on R&D, thereby lowering the marginal costs. I can now describe the location decision:
Lemma 2 Suppose the parameter values to be such that reduced-form total profits are equal in export-and affiliate production at some η * , that is, Π E (η * ) ≡ Π A (η * ).Then, if technology transfer costs are low τ < τ * , a firm endowed with a high relative return to R&D, η > η * , chooses FDI, whereas a firm endowed with a low return to R&D η < η * exports. The opposite holds if technology transfer costs are high, τ > τ * .
This result is due to the relative strength of two opposing forces.
Since FDI avoids the transport cost, larger sales in foreign production also imply increased spending on R&D, as compared to the alternative of exports. This follows directly from (9), where the marginal revenue of research is θq h + σ. In turn, more R&D leads to lower marginal cost and additional sales, further increasing R&D-expenditures. Affiliate production therefore tends to result in a more efficient production technology, generating a difference in marginal costs between the two location alternatives which tends to exceed the transport cost, t. 13 This trade cost-effect tends to make profits in affiliate production more responsive to a increase in the relative return to R&D, η, and works towards high-tech (R&D intensive) firms choosing FDI.
However, locating production abroad implies that technology must be transferred from home R&D labs. At an increasing relative return to R&D η, increasing technology transfer costs tend to restrict the firm's R&D which, in turn, limits the reduction of the marginal cost in production, if affiliate production is chosen. Once more, this can be seen from (9) where the marginal cost of R&D with production abroad is τγx A , which can be compared to the marginal cost of R&D when exports is chosen, γx E . This transfer cost-effect then tends to make profits in export production more responsive to an increase in the relative return to R&D, η, and influences high-tech firms to choose exporting.
For low transfer costs, τ < τ * , high-tech firms with η > η * , produce abroad. Intuitively, these firms then gain more by avoiding transfer costs than by avoiding trade costs associated with physical goods. For low transfer costs, the roles are changed and high-tech firms produce abroad.
The effects of R&D-subsidies can now be described as follows:
Proposition 3 Suppose that parameter values are such that total profits are equal in export-and affiliate production at some η * . If technology transfer costs are low, τ < τ * , a government subsidy to R&D, σ, induces the marginal firm endowed with a relative return to R&D η * to choose FDI, whereas this firm will export if technology transfer costs are high, τ > τ * .
Proof. See the Appendix.
The proposition can be understood as follows: At low transfer costs, the trade-cost effect (where expanding sales and increasing R&D-expenditures reinforce each other), dominates the transfer-cost effect (where higher transfer costs limit the resources spent R&D). In this case, an R&D-subsidy further strenghtens the trade cost-effect, and induces the marginal firm to produce abroad. On the other hand, at high transfer costs, an R&D subsidy 13 Comparing marginal costs, note that ∆c = c E − c A , which can be written as ∆c = t + θ(x A − x E ).
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induces the marginal firm to export and the transfer-cost effect dominates the trade-cost effect. Intuitively, as research and production are geographically separated when affiliated production is chosen, an R&D-subsidy then gives rise to smaller cost-savings, as research takes place at a high marginal cost. firm's incentive to choose FDI and locate production abroad. 15 We can then note that whatever the size of transfer costs, the marginal firm chooses FDI when plant-level fixed costs G and trade costs t are higher, whereas this firm chooses exports when there is an increase in transfer costs τ .
Empirical analysis
In this section, I will investigate how R&D-subsidies have affected the location decisions of Swedish multinational firms. I first show how a test can be performed based on the theory presented in the last section. Then, I describe data and the included variables.
The econometric model
The theory predicts a firm's choice between implementing its technology in export or affiliate production. Translating this prediction into an empirical analysis, I follow Brainard (1997) and use the share of foreign sales accounted for by the affiliates as my dependent variable. This variable is labeled AF SHARE it , and is defined as:
14 Table 3 assumes a small subsidy. The appendix presents simulations which show that these results also extend to subsidies that are not infinitesimal. 15 A decrease in η * is indicated by a minus sign, an increase in η * by a plus sign. 
where SQ it denotes the level of foreign production for firm i at time t and SX it is the corresponding export level. This relative measure then indirectly captures the implementation choices of the firms, since the sales pattern must reflect location choices. It also subsumes the two endogenous variables, export and affiliate production, into a single variable.
The following equation is estimated:
The variables are presented in more detail below.
Dependent variable
To calculate the dependent variable, AF SHARE it , I use data on outward FDI by Swedish MNEs, originating from the Research Institute of Industrial Economics (RIIE). I use data from seven surveys : 1965, 1970, 1974, 1978, 1986, 1990 and 1994 . The surveys cover firms which have at least one production affiliate abroad. They include almost all Swedish multinational firms in the manufacturing sector, and detailed information is available on variables such as R&D, employment, production and their distribution between domestic and foreign units, as well as internal and external trade flows.
The analysis takes place on the firm level, i.e. the overall foreign activity of firm i is examined. Hence, aggregating over all countries j in which firm i records sales, exports and affiliate sales are calculated as SX it = P j SX ijt and SQ it = P j SQ ijt . I choose to focus on OECD countries, since the modelling framework does not emphasize differences in factor costs. 16 In addition, sales to OECD countries cover the vast majority of foreign sales for the firms in the sample. When calculating SX it , I use exports sales of final goods only; so exports of input goods to the affiliates are excluded. I also exclude exports back to Sweden by affiliates from SQ it . These measures are due to the absence of input-goods and home-market effects in the theoretical section.
Exogenous variables
In table 4, the independent variables and the corresponding exogenous variables from the theoretical section (for which they act as proxies), are presented. For convenience, I also reproduce their expected sign (absent the R&D variables), based on my findings in the theoretical section. I will use the contemporaneous R&D intensity, RDINT it , defined as the share of R&D expenditures in the total sales of the firm in time t, as a proxy for the relative return to R&D, η. 17 Since R&D expenditures are endogenously determined in the theoretical section, there may be an endogeniety problem with the R&D variable in the empirical analysis. The theory presented suggests that a lagged R&D intensity may be considered (since R&D 16 The countries included are: Belgium, France, Italy, the Netherlands, Germany, Luxemburg, UK, Norway, Ireland, Denmark, Spain, Portugal, Greece, Finland, Austria, Switzerland, USA, Canada, Japan, Australia and New Zealand. The last two countries are combined into one single country observation. 17 Using Table 2 and assuming a small subsidy, RDIN T can be written as x h P * q h = θ γ 1 P . From Table 2 and (1), it also follows that dP dq h dq h dη < 0. Hence, RDIN T must be monotonously increasing in η.
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expenditures are set before the location decision and the sales decision). Ravenscraft and Scherer (1982) propose a lag of approximately five years between R&D expenditures and profits, which suggests that the four-year lag, corresponding the one period lag in terms of surveys, should be treated as endogenous. To reduce any simultaneity bias, one alternative is then to use the eight year lag on R&D intensity. I will, however, only report a specification using the contemporaneous R&D intensity RDINT it as an instrument for the four-year lag. As discussed in Norbäck (2001) , this prevents a massive loss of observations associated with the eight-year lag, due to a heavily unbalanced firm panel, as many firms disappear when they are acquired or reorganized over time. Note that given that R&D is conducted before sales take place, R&D in time t should also be uncorrelated with the error term in (16). The latter also points to the advantage of using specifications with the contemporaneous R&D intensity, RDINT it , as a proxy for η since this avoids the loss of observations and the potential selection bias associated with a lagged R&D intensity.
For R&D subsidies, I do not have data on subsidies individual firms have received.
Instead, government subsidies to R&D, σ, are measured as the share of total R&D expenditures at the Swedish two-digit industry level financed by the government. Here, I use data from the OECD -Basic Science and Technology Statistics (1999) and SCB (1965 SCB ( , 1970 .
Since I am investigating the effects of government subsidies on the location of production, RDSUB ht is the key variable in the analysis.
To measure the plant level fixed costs G, I use a measure of plant size calculated from Swedish industrial statistics. GSCALE ht is then defined as the average size of plants in terms of the number of employees for plants with more than one hundred employees, in the three-or four-digit industry h to which the firm belongs.
As a measure of trade costs, t, I use T RANSP ht which is the share of transport costs in total variable costs, and once more, Swedish three-or four-digit industry level data are used. In addition to transport costs, total variable costs include costs for electricity, raw materials and packing as well as wages for blue-collar workers.
Finding a variable capturing the effect of technology transfer costs is problematic. Swedenborg (1982) argues that more experience of production abroad should reduce technology transfer costs to units abroad. To capture the effects of experience in foreign production, I use the variable AGE it , which is a weighted average of the mean age of the affiliates in the respective countries in which the firm is active. Weights are calculated as the share of the world-wide number of affiliates the firm holds in a host country. 18 I do not include a market size measure since the overall world-wide foreign activity of firm i is examined which makes it difficult to measure demand. The growth in the world market might be captured by the time fixed effects which are included in all specifications. 19 Additional fixed effects are also included (see below). Summary statistics for all variables are provided in Table 5 . Table 6 reports the results from estimating (16). Specification (i) controls for time-specific and industry-specific effects. In specification (ii), I undertake panel estimations controlling for firm-specific and time-specific effects, since unobservable firm-characteristics may drive the results. In specification (iii), I use a tobit specification since the dependent variable AF SHARE is bounded between zero and one. Finally in (iv), a 2SLS estimation is performed where the contemporaneous R&D-intensity is used as an instrument for the four year lag in R&D-intensity. Specifications (i), (iii) and (iv) include time-specific and two-digit industry-specific effects.
Estimation results
Irrespective of the specification, the estimated coefficient for RDINT is negative and highly significant; that is, the larger the R&D intensity, the smaller is the share of foreign 18 Ideally, one would like to find a direct measure of technology transfer costs. A measure using the age of the affiliates should reflect that such costs are lower in more experinced firms but, admittedly, this is not an exact measure. It is very hard to find alternatives, however. One alternative, which has been suggested, is to try measures of royalty payments from the affiliates back to the parents as a proxy for technology transfer costs. However, there are reasons to believe this to be a biased measure. First, it is not clear how royalties would reflect the cost of transferring technology. As a part of the firm's internal pricing system, they could equally well just reflect profit flows from the affiliates. Moreover, there is a great variety in the way firms use transfer pricing. Many firms with high R&D intensities do not even use transfer-or royalty payments for technology. And for firms which do use such payments, there are reasons to believe that they would distort such prices or payments to avoid taxes, or other costs created by government policies. 19 For a small subsidy it can also be shown from (A1) in the Appendix that market size s only impacts the location choice from the return to R&D η = s θ 2 μ . Market size is then controlled for by the R&D intensity of a firm. sales accounted for by the affiliates. Comparing with theory in Table 3 , this negative, significant sign is consistent with the relationship predicted by high transfer costs.
Once more, comparing with the theory in Table 3 , we should then expect to find a negative sign on the subsidy variable, RDSUB. This is indeed the case in the OLS (i), the panel estimation with firm-specific effects (ii) and the tobit specification (iii). The sign on the 2SLS estimate is also negative, but in contrast to the other specifications, it is insignificant. However, as shown in Table 6 , the IV-regression carries less observations, since when using the four-year lag of R&D as regressor almost eliminates half of sample.
As noted above, the reason for this loss of observations is a heavily unbalanced firm panel, as many firms disappear when they are acquired or reorganized over time.
Turning to transport costs, T RANSP has the predicted, positive sign and is significant in all but the IV regression. The plant-scale variable GSCALE has the predicted negative sign in all specifications. Once more, the effect is statistically significant in all but the IV regression, showing the problem of loss of observations when using lagged variables. The variable AGE has the predicted sign in all specifications and is strongly significant in all but the specification (ii) with firm-specific effects. 20 Overall, more experience in foreign production increases the share of foreign sales produced by affiliates abroad.
Finally, I did a robustness checking for the effect of observations with very large values of government subsidies. Excluding these observations did not qualitatively change the results. 21 Reestimating (16) and examining also a firm's location choice in individual countries, also did not qualitatively change results. 22 In sum, I find no evidence of subsidies leading to a relocation of production abroad. If anything, there is some evidence of the opposite -that, on the margin, increased R&Dsubsidies give rise to more exports. This is consistent with the theory, given the finding that, on the margin, exports and not foreign production is the preferred choice of R&D- 20 The firm-specific effects pick up the variation in the AGE variable, rendering this variable insignificant.
This may be so because for firms remaining in the sample, age-differences between firms are roughly constant over time. 21 Large subsidies were recorded in 1965 for group 4 (Machinery n.e.c.; Office, accounting and computing machinery; Instruments Electrical machinery; Electronic equipment). 22 These regressions investigate the location decision for firm i country j at time t. In the present paper, the overall location decision of firm i in time t is examined. Results are available on request.
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intensive firms.
Conclusions
The recent financial crises has led governments to increase its industrial support to hightech industries dominated by MNEs. In the literature on MNEs, high R&D intensity is often associated with multinational firms; this mirrors the development of firm-specific assets such as technology, which are seen as essential for expanding sales and production into foreign markets. Subsidizing R&D in such firms, it is not evident that an MNE will expand its home-based production of high-tech goods or services. Indeed, as shown in this Studying historical data on Swedish Multinational firms for a long time period gives no evidence that R&D subsidies may relocate high-tech production, however. Instead, the data is consistent with R&D-subsidies tending to lead to increased home based export production. R&D subsidies do not lead to a relocation since R&D-intensive firms tend to prefer export production from the home country, where new products and technologies are development. 23 R&D-intensive firms may then gain more by avoiding transfer costs of technology than by avoiding trade costs of physical units, since more complex technologies demand larger resources for technology transfer.
The negative correlation between technology and foreign location of production is in contrast with the common notion in the literature of MNEs being R&D intensive firms, but confirms the findings in Norbäck (2001) , where the same result was found on a more dis-aggregated sample. Given the many examples of large MNEs in R&D-intensive industries, this seems paradoxical, but simply suggests that such firms tend to keep their high-tech activities at home, whereas less R&D-intensive activities are carried out abroad. 24 A weakness of the empirical analysis is that, while I do have firm-level data on the location and R&D choices, I do not have access to data government subsidies at the firmlevel. Such data is to my knowledge not available for the studied time period. I have also abstracted from the effects tax incentives on R&D and how this may affect the location of production. According to the classification of OECD, governments support to R&D in Sweden is more directed to giving direct funding than supporting R&D through tax incentives. 25 An extension of the analysis incorporating tax incentives would nevertheless
give new insights but is subject to future research. 24 It might be argued that there is a sample selection bias present since purely exporting firms are absent in the RIIE sample. However, there also seems to be an export-bias for R&D-intensive firms in other studies. In Brainard (1997) , where trade data from the US Bureau of Census and FDI data from the Bureau of Economic Analysis are combined, it is found that when levels of affiliate production and exports are regressed separately against R&D intensity; both increase in R&D, but the elasticity of exports is about two and half times larger. While R&D intensity is not used as a regressor when explaining the variation in the affiliate share of foreign sales, these elasticities implicitly suggest a negative correlation. 25 See, http://www.oecd.org/dataoecd/12/27/2498389.pdf.
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5 Appendix:
First, the statements in Lemmas 1 and 2 are proved, then Table 3 is derived. A simulation of the model is also provided. Finally, second-order conditions are shown.
Proof of Lemmas 1 and 2
In Table 7 , I provide most expressions needed for this appendix. These can be derived noting that Π h from Table 2 can be written as follows:
The first entries in the first row in Table 7 proves Lemma 1. To prove Lemma 2, define the difference in variable profits as 4Π = Π E −Π A . It is easily seen that τ = ∞ (infinite transfer costs) implies ∂4Π ∂η > 0, whereas τ = 1 (no transfer costs) implies ∂4Π ∂η < 0. It follows that ∂4Π ∂η must be monotonically increasing in τ . Then, define τ * such that ∂4Π((τ * ,z) ∂η = 0.
Hence, if there is a η = η * such that 4Π(η * , z) = 0 ⇔ Π E (η * , z) = Π A (η * , z) , where z is the vector of exogenous variables, it follows that Π E < Π A for η > η * and τ < τ * , whereas Π E > Π A for η > η * and τ > τ * .
Proof of Proposition 3
I show only the proof for a small subsidy. Below, I provide a simulation illustrating that results also extend beyond infinitesemal subsidies.
Using the equality Π E (η * , z) = Π A (η * , z), implicit differentiation yields:
where (A2) is used to determine the signs in Table 3 . Inserting the appropriate expressions from and thatτ >τ > 0 holds. Setting τ * =τ completes the proof of Proposition 3.
A simulation with non-infinitesemal R&D-subsidies
Here, I present a simulation showing that the results also extend into subsidies which are not infinitesimal. Figure 1 shows how large the trade cost must be for the firm to be indifferent between affiliate-and export production. More formally, I define this critical trade cost, t * , where Π E (t * , z) = Π A (t * , z). In Figure 1 , t * , is plotted against the transfer cost, τ, and the return to R&D, η. Other parameter values are A = s = 5, σ = 0.5, θ = 0.2 and G = 1. Figure 1 is easily interpreted: If trade costs are above the surface t * , "tariff-jumping" occurs and the firm chooses FDI. Conversely, if trade cost are below t * , export production takes place. Note that when transfer costs τ are high (low) and the return to R&D η is high, exports (FDI) are chosen, as predicted by the theory in section 2.
In figure 2, I make the following experiment. Suppose that the R&D subsidy is originally set at σ = 0.5, generating the critical trade cost t * (τ, η)| σ=0.5 shown in Figure 1 , where once more t * is level of the trade cost such that the firm is indifferent between the two location strategies. Figure 2 then shows the effect on the location decision of an increase in the R&D subsidy from σ = 0.5 to σ = 3. Calculating t * (τ, η)| σ=3 , it follows that the firm chooses affiliate production whenever t * (τ, η)| σ=3 < t * (τ, η)| σ=0.5 and export production, whenever the opposite holds. As predicted from the theory, it can be seen that when transfer costs are absent or low, FDI is chosen. However, once the return to R&D η is sufficiently increased for positive transfer costs, exports are preferred. This is also the case for higher transfer costs, irrespective of the return to R&D.
Appendix: Second-order conditions
In this appendix, we check the firm's second-order conditions for the maximization of Π h .
For having a well-posed maximization problem, the Hessian, defined in (A3), must be negative definite:
where, for example, Π h,q h ,x h = ∂ 2 Π h ∂q h ∂x h . This, in turn, requires that |Q h | > 0, Π h,q h ,q h < 0 and Π h,x h ,x h < 0. I can show that this will hold if η τ < 2, since: , Table 3) share of a firm's total R&D expenditures in its total sales (RIIE) σ RDSUB (see , Table 3) share Note : AGE is 0 if affiliates "are born" in the same year as the survey takes place No. of groups 291 F (firm) 2.54**** Note: Remarks: *, **, *** indicate significance at the 1 percent, 5 percent and 10 percent level, respectively.
