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RAYLEIGH-FABER-KRAHN, LYAPUNOV AND HARTMANN-WINTNER
INEQUALITIES FOR FRACTIONAL ELLIPTIC PROBLEMS
AIDYN KASSYMOV, MICHAEL RUZHANSKY, AND BERIKBOL T. TOREBEK
Abstract. In this paper in the cylindrical domain we consider a fractional elliptic oper-
ator with Dirichlet conditions. We prove, that the first eigenvalue of the fractional elliptic
operator is minimised in a circular cylinder among all cylindrical domains of the same
Lebesgue measure. This inequality is called the Rayleigh-Faber-Krahn inequality. Also, we
give Lyapunov and Hartmann-Wintner inequalities for the fractional elliptic boundary value
problem.
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1. Introduction
Let Ω ⊂ RN , N > 2, be an open bounded domain with smooth boundary and (a, b), −∞ <
a < b < +∞ be an interval. In cylindrical domain D = (a, b)× Ω we define the operator
(1.1) Lα,su(x, y) :≡ Dαa+,xD
α
b−,xu(x, y) + (−∆)
s
yu(x, y), (x, y) ∈ D,
with Dirichlet boundary conditions
(1.2) u(a, y) = u(b, y) = 0, y ∈ Ω,
(1.3) u(x, y) = 0 y ∈ RN \ Ω,
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where 1/2 < α ≤ 1 and s ∈ (0, 1). Here Dαa+,xu (x, y) = ∂xI
1−α
a+,xu(x, y) is the left Riemann-
Liouville, Dαb−,xu (x, y) = I
1−α
b−,xux(x, y) is the right Caputo fractional derivatives of order
0 < α ≤ 1 with the left and right Riemann–Liouville fractional integrals
Iαa+,xu (x, y) =
1
Γ (α)
x∫
a
(x− s)α−1 u (s, y)ds
and
Iαb−,xu (x, y) =
1
Γ (α)
b∫
x
(s− x)α−1 u (s, y)ds, x ∈ (a, b),
respectively, and (−∆)s is the fractional Laplacian of order s ∈ (0, 1) defined by
(1.4) (−∆)syu(x, y) = CN,s
∫
RN
u(x, y)− u(x, ξ)
|y − ξ|N+2s
dξ, y ∈ RN ,
where CN,s is some normalisation constant.
The main goals of this paper are to obtain the Rayleigh-Faber-Krahn and Lyapunov
inequalities for the boundary value problem (1.1), (1.2), (1.3).
It is known that the first eigenvalue of the multidimensional Dirichlet-Laplacian is min-
imised in a ball among all domains of the same Lebesgue measure. This inequality is called
the Rayleigh-Faber-Krahn inequality [Hen06]. Recently, some Rayleigh-Faber-Krahn type
inequalities were obtained for the volume potentials [RRS16, RS16, RSS20], and for the
fractional elliptic operators [BLP14, Con17].
For the second order differential equation with Dirichlet boundary condition Lyapunov
[Lia07] proved a necessary condition of existence of non-trivial solutions. In [HW51], Hart-
man and Wintner generalised the Lyapunov inequality. Recently, the study of Lyapunov-
type inequalities was extended to the multidimensional elliptic problems by some authors
[NP16, JKS17a, JKS17b, Odz20].
For the convenience of the reader, let us briefly summarise the results of this paper:
• Rayleigh-Faber-Krahn inequality for circular cylinder. Suppose that 1
2
<
α ≤ 1 and s ∈ (0, 1). Then the first eigenvalue of the problem
Lα,su(x, y) = νu(x, y), in D = (a, b)× Ω,
with boundary conditions (1.2)-(1.3) is minimised in the circular cylinder C among
all cylindric domains of a given measure, that is
ν1(D) ≥ ν1(C),
for all D with |D| = |C|.
• Rayleigh-Faber-Krahn inequality for polygonal cylinder. Suppose that 1
2
<
α ≤ 1 and s ∈ (0, 1). Then first eigenvalue of the problem
Lα,su(x, y) = νu(x, y), in D = (a, b)× Ω,
with boundary conditions (1.2)-(1.3) is minimised in the equilateral triangular (or
square) cylinder D⋆ = (a, b) × Ω⋆ among all triangular (or quadrilateral) cylindric
domains of a given measure, that is
(1.5) ν1(D) ≥ ν1(D
⋆),
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for all D with |D| = |D⋆|.
• Lyapunov inequality. Assume that 1
2
< α ≤ 1, s ∈ (0, 1) and q ∈ C([a, b]). Then
for the fractional elliptic equation
Lα,su(x, y) = q(x)u(x, y), in D = (a, b)× Ω,
with boundary conditions (1.2)-(1.3) we have∫ b
a
|q(x)− λ1(Ω)|dx ≥
(
sup
a<x<b
G(x, x)
)−1
,
where λ1(Ω) is the first eigenvalue of the fractional Dirichlet-Laplacian (3.2) and
G(x, t) = K(x, t)− K(a,t)K(x,a)
K(a,a)
and K(x, t) = 1
Γ2(α)
∫ b
max{x,t}
(s− x)α−1(s− t)α−1ds.
• Hartmann-Wintner inequality. Assume that 1
2
< α ≤ 1, s ∈ (0, 1) and q ∈
C([a, b]). Then for the fractional elliptic equation
Lα,su(x, y) = q(x)u(x, y), in D = (a, b)× Ω,
with boundary conditions (1.2)-(1.3) we have
b∫
a
(
K(a, a)K(s, s)−K2(a, s)
)
[q(x)− λ1(Ω)]
+ds >
(b− a)2α−1
Γ2(α)(2α− 1)
,
where [q(x)− λ1(Ω)]
+ = max{q(x)− λ1(Ω), 0}.
2. One dimensional fractional boundary value problem
Let us consider the following problem:
(2.1)
{
Dαa+D
α
b−u(x)− q(x)u(x) = 0, x ∈ (a, b), α ∈
(
1
2
, 1
]
,
u(a) = u(b) = 0.
Theorem 2.1. Assume that α ∈
(
1
2
, 1
]
and let u = u(x) be the solution of (2.1). Then the
solution of (2.1) is the solution of the following integral equation
(2.2) u(x) =
∫ b
a
G(x, t)q(t)u(t)dt,
where
G(x, t) = K(x, t)−
K(a, t)K(x, a)
K(a, a)
and
K(x, t) =
1
Γ2(α)
∫ b
max{x,t}
(s− x)α−1(s− t)α−1ds.
Proof. By acting with the Riemann-Liouville fractional integral on problem (2.1), and using
the property [KST06, Lemma 2.5]
Iαa+D
α
a+u(x) = u(x)−
I1−αa+ u(a)
Γ(α)
(x− a)α−1, 0 < α ≤ 1,
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we have
0 = Iαa+D
α
a+D
α
b−u(x)− I
α
a+(q(x)u(x))
= Dαb−u(x)−
I1−αa+ D
α
b−u(a)
Γ(α)
(x− a)α−1 − Iαa+(q(x)u(x)).
(2.3)
By acting with Iαb−, with u(b) = 0, and applying the property [KST06, Lemma 2.22]
Iαb−D
α
b−u(x) = u(x)− u(b), 0 < α ≤ 1,
we obtain
0 = Iαb−D
α
b−u(x)−
I1−αa+ D
α
b−u(a)
Γ(α)
Iαb−(x− a)
α−1 − Iαb−I
α
a+(q(x)u(x))
= u(x)− u(b)−
I1−αa+ D
α
b−u(a)
Γ(α)
Iαb−(x− a)
α−1 − Iαb−I
α
a+(q(x)u(x))
= u(x)−
I1−αa+ D
α
b−u(a)
Γ2(α)
∫ b
x
(t− x)α−1(t− a)α−1dt
−
1
Γ2(α)
∫ b
x
(s− x)α−1
(∫ s
a
(s− t)α−1q(t)u(t)dt
)
ds
= u(x)−
I1−αa+ D
α
b−u(a)
Γ2(α)
∫ b
x
(t− x)α−1(t− a)α−1dt
−
1
Γ2(α)
∫ b
a
q(t)u(t)
(∫ b
max{x,t}
(s− x)α−1(s− t)α−1ds
)
dt
= u(x)− I1−αa+ D
α
b−u(a)K(x, a)−
∫ b
a
K(x, t)q(t)u(t)dt.
By the condition u(a) = 0, we get
0 = u(a)− I1−αa+ D
α
b−u(a)K(a, a)−
∫ b
a
K(a, t)q(t)u(t)dt
= −I1−αa+ D
α
b−u(a)K(a, a)−
∫ b
a
K(a, t)q(t)u(t)dt,
then, we have
I1−αa+ D
α
b−u(a) = −
1
K(a, a)
∫ b
a
K(a, t)q(t)u(t)dt.
Finally, we have
u(x) =
∫ b
a
[
K(x, t)−
K(a, t)K(x, a)
K(a, a)
]
q(t)u(t)dt =
∫ b
a
G(x, t)q(t)u(t)dt.(2.4)
The proof is complete. 
Next let us prove one of the main tools to show the Lyapunov inequality.
Lemma 2.2. Assume that α ∈
(
1
2
, 1
)
. Then we have
(2.5) sup
a<t<x
G(x, t) = G(x, x) > 0, a < t < x < b,
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where G(x, t) is defined in Theorem 2.1.
Proof. Firstly, we have
(2.6) G(x, a) = K(x, a)−
K(a, a)K(x, a)
K(a, a)
= 0.
Then, we have
(2.7)
∂G(x, t)
∂t
=
∂K(x, t)
∂t
−
K(x, a)
K(a, a)
∂K(a, t)
∂t
.
Let us calculate the first term of the right hand side of (2.7). For a < t < x < b, we have
∂K(x, t)
∂t
=
1
Γ2(α)
∂
∂t
∫ b
max{x,t}
(s− x)α−1(s− t)α−1ds
a<t<x<b
=
1
Γ2(α)
∂
∂t
∫ b
x
(s− x)α−1(s− t)α−1ds
=
1− α
Γ2(α)
∫ b
x
(s− x)α−1(s− t)α−2ds > 0.
(2.8)
Then let us calculate the second term of (2.7). By integrating by parts, we get
K(a, t) =
1
Γ2(α)
∫ b
max{a,t}
(s− a)α−1(s− t)α−1ds
a=x<t
=
1
Γ2(α)
∫ b
t
(s− a)α−1(s− t)α−1ds
=
1
Γ2(α)α
(b− a)α−1(b− t)α −
α− 1
Γ2(α)α
∫ b
t
(s− a)α−2(s− t)αds
=
1
Γ2(α)α
(b− a)α−1(b− t)α +
1− α
Γ2(α)α
∫ b
t
(s− a)α−2(s− t)αds.
(2.9)
Hence, we have
(2.10)
∂K(a, t)
∂t
= −
1
Γ2(α)
(b− a)α−1(b− t)α−1 −
1− α
Γ2(α)
∫ b
t
(s− a)α−2(s− t)α−1ds < 0.
It easy to see that K(x, a) > 0 for all x ∈ [a, b]. Then by combining this fact, (2.8) and
(2.10), we have
∂G(x, t)
∂t
=
∂K(x, t)
∂t
−
K(x, a)
K(a, a)
∂K(a, t)
∂t
> 0.
It means G(x, t) is an increasing function in the variable t. By using this fact with (2.6), we
obtain
(2.11) sup
a<t<x
G(x, t) = G(x, x) > 0, a < t < x < b,
completing the proof. 
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3. Rayleigh-Faber-Krahn-type inequality on cylindrical domains
Let us consider the following eigenvalue problem in cylindrical domain:
(3.1) Lα,su(x, y) = νu(x, y), in D = (a, b)× Ω,
with Dirichlet boundary conditions (1.2)-(1.3), where Ω is a bounded domain.
First, we give the following auxiliary statement for the application of further research.
Lemma 3.1. Let 1/2 < α ≤ 1. Then, the operator Dαa+D
α
b− with Dirichlet boundary condi-
tions:
• is self-adjoint and positive in L2([a, b]);
• the spectrum is discrete, positive and increasing.
Proof. It follows from Theorem 2.1 that the inverse operator to Dαa+D
α
b− with Dirichlet
boundary conditions has the form (2.2). Then the symmetry and positivity of the kernel
G(x, t) implies the self-adjointness and positivity of the operator (2.2) in L2([a, b]). Hence,
all eigenvalues of operator Dαa+D
α
b− with Dirichlet boundary conditions are real and positive.
It is easy to show the complete continuity of the kernel G(x, t), then the discreteness of the
spectrum of the operator (2.2) follows from this. This completes the proof. 
Theorem 3.2. Let 1/2 < α ≤ 1 and s ∈ (0, 1). Then, the operator (1.1)-(1.3) is self-adjoint
and positive in L2(D), and all its eigenvalues are discrete, positive and increasing.
The theorem is proved by the method of separation of variables, by reducing problem
(1.1)-(1.3) to two self-adjoint operators: fractional Dirichlet-Laplacian and Dαa+D
α
b− with
Dirichlet boundary conditions.
From [BLP14], we can choose the first eigenfunction of
(3.2)
{
(−∆)syϕ1(y) = λ1(Ω)ϕ1(y), y ∈ Ω,
ϕ1(y) = 0, y ∈ R
N \ Ω,
to be positive, corresponding to the simple and positive first eigenvalue λ1(Ω) > 0. It is
known that the first eigenvalue λ(Ω) of the fractional Dirichlet-Laplacian (3.2) is minimised
in a ball B among all domains of the same Lebesgue measure (see [BLP14, Th 3.5]), i.e.
(3.3) λ1(Ω) ≥ λ1(B), |Ω| = |B|.
Let us denote by | · | the Lebesgue measure, and let us introduce the Rayleigh quontient
for the problem (3.1), (1.2)-(1.3) in the following form:
(3.4) ν1(D) = inf
u 6=0
〈Lα,su, u〉
‖u‖2
L2(D)
,
where 〈·, ·〉 is an inner product in L2(D).
3.1. Circular cylinder case. In this subsection we give estimate of the first eigenvalue of
(3.1) in the circular cylinder.
Theorem 3.3. Suppose that 1
2
< α ≤ 1 and s ∈ (0, 1). Then first eigenvalue of (3.1) is
minimised in the circular cylinder C among all cylindric domains of a given measure, that is
(3.5) ν1(D) ≥ ν1(C),
for all D with |D| = |C|.
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Proof. Recall that D = (a, b) × Ω is a bounded measurable set in RN+1. Its symmetric
rearrangement C = (a, b)×B is the circular cylinder with the measure equal to the measure
of D, i.e. |D| = |C|. Here B ⊂ RN is an open ball. Let u be a nonnegative measurable
function in D, such that all its positive level sets have finite measure. With the definition
of the symmetric-decreasing rearrangement of u we can use the layer-cake decomposition
[LL01], which expresses a nonnegative function u in terms of its level sets as
(3.6) u(x, y) =
∫ ∞
0
χ{u(x,y)>z}dz, ∀y ∈ Ω,
where χ is the characteristic function of the domain. The function
(3.7) u∗(x, y) =
∫ ∞
0
χ{u(x,y)>z}∗dz, ∀y ∈ Ω,
is called the (radially) symmetric-decreasing rearrangement of a nonnegative measurable
function u.
If a domain D is the cylindrical domain, we can use Fourier’s method, hence we have
u(x, y) = X(x)ϕ(y) and u1(x, y) = X1(x)ϕ1(y) is the first eigenfunction of the operator
(1.1)- (1.3). Then we have,
(3.8) ϕ1(y)D
α
a+,xD
α
b−,xX1(x) +X1(x)(−∆)
s
yϕ1(y) = ν1X1(x)ϕ1(y).
Let us denote
((−∆)syg, g)Ω =
(∫
Ω
∫
Ω
|g(y)− g(t)|2
|y − t|N+2s
dtdy
)1
2
.
By the variational principle for the self-adjoint positive operator Lα,s, we get
ν1(D) =
∫ b
a
X1(x)D
α
a+,xD
α
b−,xX1(x)dx
∫
Ω
ϕ21(y)dy + (
∫ b
a
X21 (x)dx)((−∆)
s
yϕ1, ϕ1)
2
Ω∫ b
a
X21 (x)dx
∫
Ω
ϕ21(y)dy
=
∫ b
a
X1(x)D
α
a+,xD
α
b−,xX1(x)dx
∫
Ω
ϕ21(y)dy + λ1(Ω)
∫ b
a
X21 (x)dx
∫
Ω
ϕ21(y)dy∫ b
a
X21 (x)dx
∫
Ω
ϕ21(y)dy
=
∫ b
a
X1(x)D
α
a+,xD
α
b−,xX1(x)dx
∫
Ω
ϕ21(y)dy + λ1(Ω)
∫ b
a
X21 (x)dx
∫
Ω
ϕ21(y)dy∫ b
a
X21 (x)dx
∫
Ω
ϕ21(y)dy
,
where λ1(Ω) is the first eigenvalue of the fractional Dirichlet-Laplacian (3.2).
For each non-negative function v ∈ L2(Ω), we obtain
(3.9)
∫
Ω
|v(y)|2dy =
∫
B
|v∗(y)|2dy.
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By using Theorem A.1 in [FS06] and (3.9), we establish
ν1(D) =
∫ b
a
X1(x)D
α
a+,xD
α
b−,xX1(x)dx
∫
Ω
ϕ21(y)dy + λ1(Ω)
∫ b
a
X21 (x)dx
∫
Ω
ϕ21(y)dy∫ b
a
X21 (x)dx
∫
Ω
ϕ21(y)dy
(3.3)
≥
∫ b
a
X1(x)D
α
a+,xD
α
b−,xX1(x)dx
∫
B
(ϕ∗1(y))
2dy + λ1(B)
∫ b
a
X21 (x)dx
∫
B
(ϕ∗1(y))
2dy∫ b
a
X21 (x)dx
∫
B
(ϕ∗1(y))
2dy
=
∫ b
a
X1(x)D
α
a+,xD
α
b−,xX1(x)dx
∫
B
(ϕ∗1(y))
2dy +
∫ b
a
X21 (x)dx((−∆)
s
yϕ
∗
1, ϕ
∗
1)
2
B∫ b
a
X21 (x)dx
∫
B
(ϕ∗1(y))
2dy
≥ inf
u∗
1
(x,y)6=0
〈Lα,su∗1, u
∗
1〉
‖u∗1‖
2
L2(C)
= ν1(C).
The proof is complete. 
Corollary 3.4. Suppose that 1
2
< α ≤ 1 and s ∈ (0, 1). Then first characteristic number
µ1(D) =
1
ν1(D)
of (3.1) is maximised in the circular cylinder C among all cylindric domains
of a given measure, that is
(3.10) µ1(D) ≤ µ1(C),
for all D with |D| = |C|.
3.2. Polygonal cylindric case. In this subsection we show the Rayleigh-Faber-Krahn in-
equality on the triangular and quadrilateral cylinders. Firstly, we recall the definition of the
Steiner symmetrization (see [Hen06] and [Con17]).
Let u(x, y) be a nonnegative, measurable function on (a, b) × RN , and let V be a N − 1
dimensional plane through the origin of RN . Choose an orthogonal coordinate system in RN
such that the y1-axis is perpendicular to V ∋ z = (y2, . . . , yN).
Definition 3.5. A nonnegative, measurable function u⋆(x, y) on (a, b) × Rn is called the
Steiner symmetrization with respect to V of the function u(x, y), if u⋆(x, y1, y2, . . . , yN) is a
symmetric decreasing rearrangement with respect to y1 of u(x, y1, y2, . . . , yN) for each fixed
y2, . . . , yN .
The Steiner symmetrization (with respect to the y1-axis) D⋆ = (a, b)×Ω⋆ of a measurable
set D = (a, b) × Ω is defined in the following way: if we write y = (y1, z) with z ∈ RN−1,
and let Ωz = {y
1 : (y1, z) ∈ Ω}, then
D⋆ := {(x, y1, z) ∈ (a, b)× R× RN−1 : y1 ∈ Ω∗z},
where Ω∗z is the symmetric rearrangement of Ωz (see the proof of Theorem 3.3). Then, we
have the Rayleigh-Faber-Krahn inequality on triangle and quadrilateral cylinders.
Theorem 3.6 ([Con17], Theorem 1.1). The equilateral triangle has the least first eigenvalue
for the fractional Dirichlet p-Laplacian among all triangles of given measure. The square has
the least first eigenvalue for the fractional Dirichlet p-Laplacian among all quadrilaterals of
given measure. Moreover, the equilateral triangle and the square are the unique minimizers
in the above problems.
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Let us consider the following eigenvalue problem in triangular (or quadrilateral) cylindrical
domain:
(3.11) Lα,su(x, y) = νu(x, y), in D = (a, b)× Ω,
with Dirichlet boundary conditions (1.2)-(1.3), where Ω is a triangle (or quadrilateral). Let
us give the main result of this subsection.
Theorem 3.7. Suppose that 1
2
< α ≤ 1 and s ∈ (0, 1). Then first eigenvalue of the (3.11)
is minimised in the equilateral triangular (or square) cylinder D⋆ = (a, b) × Ω⋆ among all
triangular (or quadrilateral) cylindric domains of a given measure, that is
(3.12) ν1(D) ≥ ν1(D
⋆),
for all D with |D| = |D⋆|.
Proof. Since the Steiner symmetrization has the same property as the symmetric-decreasing
rearrangement, proof of this theorem is similar to Theorem 3.3, but instead of the symmetric-
decreasing rearrangement we use the Steiner symmetrization. 
4. Lyapunov and Hartmann-Wintner inequalities
4.1. Lyapunov inequality. Let us consider the fractional elliptic equation:
(4.1) Lα,su(x, y) = q(x)u(x, y), in D = (a, b)× Ω,
with boundary conditions (1.2)-(1.3), where q(x) be a real-valued, continuous function.
In this section we show a Lyapunov-type inequality for (4.1).
Theorem 4.1. Assume that 1
2
< α ≤ 1 , s ∈ (0, 1) and q ∈ C([a, b]). Then for (4.1), we get
(4.2)
∫ b
a
|q(x)− λ1(Ω)|dx ≥
(
sup
a<x<b
G(x, x)
)−1
,
where λ1(Ω) is the first eigenvalue of (3.2).
Proof. By multiplying (4.1) with ϕ1(y) and integrating over Ω, we obtain∫
Ω
Dαa+,xD
α
b−,xu(x, y)ϕ1(y)dy +
∫
Ω
((−∆y)
su(x, y))ϕ1(y)dy − q(x)
∫
Ω
u(x, y)ϕ1(y)dy
=Dαa+,xD
α
b−,x
∫
Ω
u(x, y)ϕ1(y)dy +
∫
Ω
((−∆y)
su(x, y))ϕ1(y)dy − q(x)
∫
Ω
u(x, y)ϕ1(y)dy
=Dαa+,xD
α
b−,x
∫
Ω
u(x, y)ϕ1(y)dy +
∫
Ω
((−∆y)
sϕ1(y))u(x, y)dy − q(x)
∫
Ω
u(x, y)ϕ1(y)dy
=Dαa+,xD
α
b−,x
∫
Ω
u(x, y)ϕ1(y)dy + λ1(Ω)
∫
Ω
u(x, y)ϕ1(y)dy − q(x)
∫
Ω
u(x, y)ϕ1(y)dy
=Dαa+,xD
α
b−,xv(x)− q1(x)v(x) = 0,
where v(x) =
∫
Ω
u(x, y)ϕ1(y)dy, q1(x) = q(x)−λ1(Ω), from boundary conditions (1.2), (1.3),
we get
v(a) = 0, v(b) = 0.
That is
Dαa+,xD
α
b−,xv(x)− q1(x)v(x) = 0, x ∈ (a, b), v(a) = 0, v(b) = 0.
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By using Theorem 2.1 and Lemma 2.2, we establish
(4.3) |u(x)| ≤
∫ b
a
|G(x, t)||q1(t)|u(t)|dt
(2.5)
≤ G(x, x)
(
sup
a<t<b
|u(t)|
)∫ b
a
|q1(t)|dt.
Then by taking supremum in both sides in a < x < b, we have
(4.4)
(
sup
a<x<b
G(x, x)
)−1
≤
∫ b
a
|q1(t)|dt.
Finally, by using (4.4), we have
∫ b
a
|q1(x)|dx =
∫ b
a
|q(x)− λ1(Ω)|dx ≥
(
sup
a<x<b
G(x, x)
)−1
.(4.5)
The proof of Theorem 4.1 is complete. 
Corollary 4.2. By taking α = 1, we get
∫ b
a
|q1(x)|dx =
∫ b
a
|q(x)− λ1(Ω)|dx ≥
4
b− a
.
Proof. Firstly, let us calculate some integrals. Then,
(4.6) K(x, x) = K(x, a) = b− x,
and
(4.7) K(a, a) = b− a.
Then by using these facts, we have
G(x, x) = b− x−
(b− x)2
b− a
.
Then supremum of the function G(x, x) on a < x < b equals to b−a
4
. 
Theorem 4.3. Suppose that 1
2
< α < 1 and s ∈ (0, 1). Then we have,
b∫
a
|q(x)|dx+ (b− a)λ1(Ω) ≥
b∫
a
|q(x)|dx+ (b− a)λ1(B)
≥
(
sup
a<x<b
G(x, x)
)−1
,
(4.8)
where λ1(B) is the first eigenvalue of the eigenvalue problem (3.1) in a ball B with |Ω| = |B|.
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Proof. By the previous Theorem, let B be a ball, then by using Theorem A.1 in [FS06], we
have
b∫
a
|q(x)|dx+ (b− a)λ1(Ω) ≥
b∫
a
|q(x)|dx+ (b− a)λ1(B)
≥
∫ b
a
|q(x)− λ1(B)|dx
≥
(
sup
a<x<b
G(x, x)
)−1
,
(4.9)
completing the proof. 
4.2. Hartman-Wintner inequality. In this section, we show a Hartman-Wintner type
inequality for problem (4.1), (1.2), (1.3).
Theorem 4.4. Let 1
2
< α ≤ 1 and s ∈ (0, 1), and q ∈ C([a, b]). Suppose that the fractional
boundary value problem (4.1), (1.2), (1.3) has a nontrivial continuous solution. Then, we
have
(4.10)
b∫
a
(
K(a, a)K(s, s)−K2(a, s)
)
[q(x)− λ1(Ω)]
+ds ≥
(b− a)2α−1
Γ2(α)(2α− 1)
,
where [q(x)− λ1(Ω)]
+ = max{q(x)− λ1(Ω), 0}.
Proof. By multiplying (4.1) with ϕ1(y) and integrating over Ω, for the function v(x) =∫
Ω
u(x, y)ϕ1(y)dy we have the following problem:
(4.11)
{
Dαa+,xD
α
b−,xv(x)− q1(x)v(x) = 0, x ∈ (a, b),
v(a) = 0, v(b) = 0.
By Theorem 2.1 the problem (4.11) is equivalent to the integral equation
v(x) =
b∫
a
G(x, s)q1(s)v(s)ds,
where
G(x, t) =
K(x, t)
Γ2(α)
−
K(a, t)K(x, a)
Γ2(α)K(a, a)
,
K(x, t) =
1
Γ2(α)
∫ b
max{x,t}
(s− x)α−1(s− t)α−1ds,
and from Lemma 2.2, we have
(4.12) G(x, s) ≤ G(s, s), for a < x < s < b.
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From this, by (4.12) for any a ≤ x ≤ b, we obtain
|v(x)| ≤
b∫
a
|G(x, s)||q1(s)||v(s)|ds
≤
b∫
a
G(s, s)|q1(s)||v(s)|ds
=
1
K(a, a)
b∫
a
(
K(a, a)K(s, s)−K2(a, s)
)
|q1(s)||v(s)|ds
=
Γ2(α)(2α− 1)
(b− a)2α−1
b∫
a
(
K(a, a)K(s, s)−K2(a, s)
)
|q1(s)||v(s)|ds,
thanks to K(a, a) = (b−a)
2α−1
Γ2(α)(2α−1)
. Theorem 4.10 is proved. 
Corollary 4.5. By taking α = 1 and s = 1 in (4.10), we get the classical Hartman-Wintner
inequality
(4.13)
∫ b
a
(b− s)(s− a)q+1 (s) ≥ b− a.
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