In this paper a free analogous of completely random measure is introduced. Furthermore, a representation theorem is proved for free completely random measures that are free infinitely divisible.
a unital complex algebra, and τ is a linear function such that τ (1) = 1. Elements of the algebra A are called random variables.
It turns out that a noncommutative probability space can be modeled using operator algebras such as algebras, von Neumann algebras, or algebras of bounded operators on a Hilbert space (see Barndorff-Nielsen and Thorbjørnsen [2006] and Voiculescu, Dykema, and Nica [1992] ). For our purposes we need some structure and then we will consider W * -probability spaces, where A is a von Neumann algebra and τ a linear, positive and weakly continuous functional.
This abstract formalism allows to extend the classical, commutative theory of probability to the more general framework of noncommutative probability, which does not have an underlying sample space, but it is instead built directly upon a noncommutative algebra of random variables. The new setting does not include only probability, but also spectral theory (with matrices or operators in place of random variables, and the trace taking the role of expectation), random matrix theory and quantum mechanics (with observables in place of random variables, and their expected value on a given quantum state being the expectation), see Biane [2003] .
When we generalise classical probability to noncommutative probability theory, the notion of classical independence no longer applies and must be replaced by the concept of free independence (or freeness), which was introduced by Voiculescu [1986] (for an account of this subject we refer to the surveys by Speicher [2003] and Biane [2003] ). Definition 1.2. Let X 1 , . . . , X r be noncommutative random variables. We say that X 1 , . . . , X r are freely independent (or free) with respect to τ , if
for any p ∈ N, any bounded Borel functions f 1 , . . . , f p : R → R and any indeces i 1 , . . . , i p ∈ {1, 2, . . . , r} satisfying the conditions
The analogy between free and classical independence is that around freeness, several notions can be developed similar to those around independence: addition of free random variables, central limit theorem for free random variables, processes with free independent increments, stochastic calculus, etc. (see Barndorff-Nielsen and Thorbjørnsen provides an interesting free analogous of convolution theory.
Whenever we sum two independent classical random variables X and Y , the distribution µ X+Y of the sum is the convolution µ X * µ Y of the distributions µ X , µ Y and can be computed by means of the characteristic function. Similarly, if X and Y are two free noncommutative random variables the distribution µ X+Y turns out to be a certain µ X ⊞ µ Y , known as free convolution. To approach it the correct tool is the Cauchy transform. Let C ± = {z ∈ C : Im z > (<)0}. For a probability measure µ on R, we denote G µ :
and
Moreover, it was proved in Bercovici and Voiculescu [1993] that an (analytic) right
is defined on a suitable region Γ. The free cumulant transform C ⊞ µ of µ (see Barndorff-Nielsen and Thorbjørnsen [2006] ) is defined by
and allows us to characterize the free convolution of two probability measures µ 1 , µ 2 on R. In fact, we have
and we can recover G µ from F µ , µ 1 ⊞µ 2 from G µ1⊞µ2 via Stieltjes inversion formula.
As a consequence of the concept of free convolution, one can extend the notion of infinitely divisible law: a probability measure µ is said to be free infinitely divisible if for any n ∈ N there exists a probability µ n so that µ = µ n ⊞ · · · ⊞ µ n n times
. In analogy to the classical case, the free Lévy-Khintchine characterization of the free cumulant transform establishes when a probability measure satisfies this property.
Proposition 1.1 (Barndorff-Nielsen and Thorbjørnsen [2006] ; Bercovici and Voiculescu [1993] ). A probability measure µ on R is free infinitely divisible if and only if there exist a non-negative number a, a real number η and a Lévy measure ν, satisfying ν({0}) = 0 and R min{x 2 , 1} ν(dx) < +∞, such that the free cumulant transform C ⊞ µ has the representation:
In that case, the triplet (a, η, ν) is uniquely determined and is called the free characteristic triplet for µ.
An important connection between free and classical infinite divisibility was established by Bercovici and Pata [1999] , in form of the bijection Λ from ID( * ) to ID(⊞),
where ID( * ) and ID(⊞) denote the classes of the laws which are infinitely divisible with respect to convolution and free convolution, respectively. In the next proposition we recall some crucial-for our purposes-properties of Λ.
Proposition 1.2 (Barndorff-Nielsen and Thorbjørnsen [2006] ; Bercovici and Voiculescu [1993] ). Consider the mapping Λ : ID( * ) → ID(⊞).
and has free characteristic triplet (a, η, ν).
In this setting, motivated by possible applications in Statistics, we aim at characterizing the free analogous of completely random measures (CRM) (we refer to Kingman [1993] and Ç ınlar [2011] for a complete review of the subject). Since CRM's were introduced in the seminal paper by Kingman [1967] , they have been extensively used in nonparametric Bayesian Statistics. In fact, the construction of priors as normalization of CRM's is a standard procedure (see James, Lijoi, and Prünster [2006, 2009] ), the Dirichlet process being the most popular example (refer to Ferguson [1973, 1974] ). The present paper is intended as the first step in generalizing this approach to the noncommutative framework.
2 Free Completely Random Measure
Definition and examples
A free completely random measure (FCRM) is a blend of two aspects. On one hand, it is an attempt of extending the classical notion of CRM to the free case. On the other, it must be a natural generalization of the free Poisson random measure (see Thorbjørnsen [2002, 2006] ; Voiculescu [2000] ). In this spirit, we suggest the following definition.
Definition 2.1. Let (A, τ ) be a W * -probability space and let A + denote the cone of positive, selfadjoint operators in A. Moreover, denote by E a Polish space endowed with its Borel σ-field E. A free completely random measure on (E, E), with values in (A, τ ), is a mapping Φ ⊞ : E → A + such that, for any collection of disjoint sets
Definition 2.1 above enable us to prove properties similar to those fulfilled by a classical CRM. Every deterministic measure is a FCRM. By construction, every free
Poisson random measure is a FCRM. The free 1 2 -stable process is a FCRM (refer to Demni [2011] ; Pérez-Abreu and Sakuma [2008] ). Also the free subordinators are (see Hasebe and Sakuma [2012] for definition and related results); in fact Proposition 2.1. A free subordinator (Z t ) t≥0 , affiliated with a W * -probability space (A, τ ), is a free completely random measure on (R + , B(R + )).
Proof. We have to prove properties 1, 2 of Definition 2.1. The statements are a direct consequence of the definition of free Lévy process. In fact, thanks to the stationarity of the increments we obtain directly 2 in Definition 2.1 and, by using in addition the free independence of the increments, we get freeness. Moreover, the free regularity of the distribution of Z 1 guarantees that the distributions of all increments are supported on R + .
Moreover, a FCRM of general interest (it is related to Lévy processes) can be constructed as stochastic integral with respect to the free Poisson measure. We derive such representation in the next Subsection.
Construction of FCRM's
We show that a FCRM can be regarded as the sum of three components: one concentrated on a random set of atoms, one concentrated on a fixed set of atoms and one deterministic.
We start providing a characterization of a FCRM making use of free Poisson random measure (we refer to Barndorff-Nielsen and Thorbjørnsen [2002, 2006] for its definition).
Proposition 2.2. Let M be a free Poisson random measure on a σ-finite measure
with values in the W * -probability space (A, τ ).
Furthermore, assume that {|x|≤1} |x|ν B (dx) < +∞. Then, for every E ∈ E, the operator
is a free completely random measure. The free cumulant transform for the law of
Proof. First we observe that the technical assumption {|x|≤1} |x|ν B (dx) < ∞ ensures the stochastic integral in the right-hand side of (4) is well-defined (refer to Proposition 6.25(ii) in Barndorff-Nielsen and Thorbjørnsen [2006] ).
We have to verify that the operator H(·) satisfies properties 1, 2 of Definition 2.1. Statement 2 follows directly by the properties of free Poisson random measure and the linearity of integral operators. Self-adjointness and free independence are guaranteed by Lemma 6.25 and Proposition 6.22 in Barndorff-Nielsen and Thorbjørnsen [2006] . Now we derive the formula for the free cumulant transform. For any set E ∈ E, let us consider the functional
where N is a classical Poisson random measure on E × R + , with intensity ν E ⊗ ν B .
The (classical) drift type cumulant transform of (6) reads
(refer to Ç ınlar [2011, Chapter VI, Section 4] and Pérez-Abreu and Sakuma [2008] ).
By Corollary 6.20 in Barndorff-Nielsen and Thorbjørnsen [2006] , we know that
} are uniquely determined by the triplet (0, 0, ν E ⊗ ν B ) and the conclusion follows.
Remark 2.1. In the case E is the real line, the operator H in (4) is a free subordinator. In fact, it is a Lévy process in law and furthermore, H([0, 1]) is free regular being a compound free Poisson distribution (see Theorem 6.26 in Barndorff-Nielsen and Thorbjørnsen [2006] and Section 3 in Arizmendi et al. [2012] ).
Next, we introduce a purely atomic random measure, that is a measure with randomly weighted fixed atoms. Proposition 2.3. Let (Ω, F , P ) be a probability space and (E, E) a Polish space.
Consider D a countable subset of E and {V x } x∈D a family of self-adjoint, positive free random variables. Then, for every E ∈ E, the operator
is a free completely random measure.
Proof. We have to verify that J(·) satisfies properties 1, 2 of Definition 2.1. Concerning statement 2: consider E 1 , . . . , E n disjoint sets in E, it readily yields
Moreover, we have
where the last equality holds since the variables
are mutually free independent being sums of free random variables indexed on disjoint sets. Then, also 1 is verified.
In view of the results concerning the operators H and J, by recalling that obviously deterministic measures are FCRM, we get the following theorem.
Theorem 2.1. Let α be a deterministic measure on E. Let H and J be as in Propositions 2.2 and 2.3 respectively, and assume that H and J are free independent.
Then, for every E ∈ E,
Proof. Since the sum of free independent FCRM's is again a FCRM, the statement is straightforward from Propositions 2.2 and 2.3.
FCRM's without fixed atomic component
From a FCRM we can subtract the pure atomic component J, getting a FCRM Φ ⊞ wfa without fixed atoms. For any E ∈ E, Φ ⊞ wfa (E) belongs to ID(⊞) and its law is easily obtained as
where L is defined in (6). Moreover, since L {α(E) + L(E)} ∈ ID( * ) ∩ M + , with M + the set of probability measures supported on R + , it follows that
where ID We conclude with few observations concerning relation (9).
Remark 2.2. Consider a CRM Φ * wfa without fixed jumps on a Polish space (E, E). According to Kingman [1967] , the canonical representation of Φ * wfa is Φ * wfa = α + L and it is unique. Then, as consequence, thanks to the bijectivity of Λ, we get a representation in law in the free setting. In other words, every FCRM Φ Remark 2.3. Rephrasing (9) gives that, for any set E ∈ E,
meaning that, if we restrict to random measures without fixed atoms, the law of a FCRM can always be seen as the image of the law of a CRM through the BercoviciPata bijection. This property allows to prove easily the existence of the "wfa" subclass of FCRM's. The proof can be found in A.
With abuse of notation, we will drop the subscript "wfa" in the rest of the Appendix, so as not to clutter our formulae. Hence, whenever we write Φ • , we mean
Consider the Polish space (E, E), we define the partition I := k∈N I k , where
. . , E k ∈ E \ {∅} and are disjoint} and we identify (E 1 , . . . , E k ) with E π(1) , . . . , E π(k) for any permutation π of the set of indices {1, . . . , k}. Moreover, we introduce a partial order on I. Let (E 1 , . . . , E k ) and (F 1 , . . . , F h ) two elements of I, then
Lemma A.1. Given S = (E 1 , . . . , E k ) ∈ I, there exists a W * -probability space (A S , τ S ) generated by freely independent positive operators Φ
Proof. By Voiculescu's theory of (reduced) product of von Neumann algebras (see Voiculescu et al.
[1992]), we can construct the space (A S , τ S ) as the free product of the W * -probability
) and E µi is the expectation with respect to µ i . Lemma A.2. Consider two elements S = (E 1 , . . . , E k ) and T = (F 1 , . . . , F h ) of I and suppose that S ≤ T . Let (A S , τ S ) and (A T , τ T ) be W * -probability spaces as in Lemma A.1. Then there exists an injective, unital, normal * -homomorphism ι S,T : A S → A T , such that τ S = τ T • ι S,T .
Proof. We adapt the notation from Lemma A.1. For any fixed index i ∈ {1, . . . , k},
we have E i = F j(i,1) ∪ · · · ∪ F j(i,hi) for suitable (distinct) indices j(i, 1), . . . , j(i, h i ) ∈ {1, . . . , h}. Then
In addition, Φ ⊞ T (E 1 ), . . . , Φ ⊞ T (E k ) are freely independent selfadjoint operators and, similarly, the operators hi ℓ=1 Φ ⊞ T F j(i,ℓ) , for i = 1, . . . , k, are freely independent and selfadjoint. Combining these observations with Remark 1.8 in Voiculescu [1990] , it follows that there exists an injective, unital, normal * -homomorphism Thus, it remains proved the following.
Theorem A.1. Let (E, E) be a Polish space. Then there exist a W * -probability space (A, τ ) and a free completely random measure Φ ⊞ on (E, E) with values in (A, τ ).
