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The present article is a continuation of our former work (Xiao and
Wei (2010) [35]) to some extent. Motivated by Brešar’s and Che-
ung’s wonderful ideas, wewill study semi-centralizingmaps of gen-
eralized matrix algebras and describe its general form by routine
and complicated computations. Skew-commuting maps and semi-
centralizing maps of generalized matrix algebras are specially
considered. We prove that any skew-commuting map on a class of
generalized matrix algebras is zero and that any semi-centralizing
derivation on a generalized matrix algebra is zero. These results not
only give new perspectives to the work of Brešar (2004) [6] but also
extend the main results of Cheung (2001) [13]. A number of appli-
cations related to semi-centralizing maps are given.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let us begin with the definition of generalized matrix algebras given by a Morita context. LetR be
a commutative ring with identity. AMorita context consists of twoR-algebras A and B, two bimodules
AMB and BNA, and two bimodule homomorphisms called the pairings MN : M ⊗
B
N −→ A and
NM : N ⊗
A
M −→ B satisfying the following commutative diagrams:
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M ⊗
B
N ⊗
A
M MN⊗IM 
IM⊗NM

A ⊗
A
M
∼=

M ⊗
B
B ∼= M
and
N ⊗
A
M ⊗
B
N NM⊗IN 
IN⊗MN

B ⊗
B
N
∼=

N ⊗
A
A ∼=  N .
Let us write this Morita context as (A, B, AMB, BNA, MN, NM). If (A, B, AMB, BNA, MN, NM) is a
Morita context, then the set⎡⎣ A M
N B
⎤⎦ =
⎧⎨⎩
⎡⎣ a m
n b
⎤⎦ a ∈ A,m ∈ M, n ∈ N, b ∈ B
⎫⎬⎭
form anR-algebra undermatrix-like addition andmatrix-likemultiplication, where at least one of the
two bimodulesM andN is distinct from zero. Such anR-algebra is called a generalizedmatrix algebra of
order 2 and is usually denoted by G = [ A MN B ]. This kind of algebrawas first introduced by Sands in [31],
where the author investigated various radicals of rings occurring in Morita contexts. G degenerates
an upper triangular algebra provided N = 0; G becomes a lower triangular algebra provided M = 0.
The upper triangular algebras and lower triangular algebras are wholly said to be triangular algebras.
It should be remarked that our current generalized matrix algebras contain those generalized matrix
algebras in sense of Brown [10] as special cases (see below Section 2.4).
LetRbeacommutative ringwith identity,Abeaunital algebraoverRandZ(A)be thecenterofA. An
R-linear map f : A −→ A is called semi-centralizing if either f (a)a− af (a) ∈ Z(A) or f (a)a+ af (a) ∈
Z(A) for all a ∈ A. Furthermore, the map f is called centralizing (resp. skew-centralizing) if f (a)a −
af (a) ∈ Z(A) (resp. f (a)a + af (a) ∈ Z(A)) for all a ∈ A. In the special case where f (a)a − af (a) = 0
(resp. f (a)a + af (a) = 0) for all a ∈ A, the map f is said to be commuting (resp. skew-commuting).
When we treat a semi-centralizing map of an arbitrary algebra, the principal task is to describe its
form. This common consent can be reflected by a series of articles [2–9,12,13,20,21,26,27,33–36]. We
call a centralizing (or commuting) map f of A proper if it is of the form
f (a) = ac + h(a), c ∈ Z(A), h : A −→ Z(A) (1.1)
with h being an R-linear map. Indeed, there are some algebras of which every centralizing (or com-
muting) map is proper, and there are some other algebras in which centralizing (or commuting) maps
can be characterized by the forms similar to (1.1). For more related results, we encourage the reader
to read the well-written and elegant survey paper [6] and references therein. Brešar [4] showed that
every skew-commutingmap on a 2-torsion free (semi-)prime ring is zero. Posner’s theorem [29] states
that zero is the only centralizing derivation on a noncommutative prime algebra. Mayne [27] proved
that any centralizing automorphism on a noncommutative prime algebra is trivial, that is, any cen-
tralizing automorphism on a noncommutative prime algebra is an identical map. Chung and Luh [15]
showed any semi-commuting automorphismon a noncommutative prime algebra is trivial, that is, any
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semi-commuting automorphism on a noncommutative prime algebra is an identical map. In [21],
Hirano et al. jointly obtained that every semi-centralizing derivation on a noncommutative prime
algebra is zero. Brešar in [5] gave a much more generalization concerning centralizing derivations.
He proved that if d and g are a pair of derivations of noncommutative prime algebra A such that
d(a)a − ag(a) ∈ Z(A) for all a ∈ A, then d = 0 or g = 0.
Cheung initially started to study commuting maps of matrix algebras in his Doctor thesis [12] and
in his beautiful work [13]. He clearly described the general form of any commuting map on a tri-
angular algebra and determined the class of triangular algebras in which every commuting map is
proper. Recently, Xiao andWei [35] extended Cheung’s work to the case of generalizedmatrix algebras
and got some analogous results in a much broader background. Benkovicˇ and Eremita in [2] consid-
ered commuting traces of bilinear mappings on triangular algebras and gave conditions under which
each commuting trace of a triangular algebra is proper. Yu and Zhang [36] introduced the notion of
σ -commutingmaps anddescribed the general formof anyσ -commutingmapof the nest algebra asso-
ciated a Hilbert space H with dim{0}+ = 1 (or dimH⊥− = 1). Although the aforementioned progress
are made, the problem to describe the structure of commuting maps of an arbitrary algebra seems
to be unapproachable. Brešar [6] and Cheung [13] both constructed concrete examples to illustrate
that in general not much can be said about commuting (or centralizing) maps. People pay much less
attention to linear maps of generalized matrix algebras, to the best of our knowledge there are fewer
articles dealingwith linearmaps of generalizedmatrix algebras except for [25,35]. Following Cheung’s
[12–14] wonderful ideas and the well-established computational methods [35], we shall describe the
general form of semi-centralizingmaps of generalizedmatrix algebras in this article. We especially fix
attention on skew-commutingmaps and semi-centralizing derivations of generalizedmatrix algebras
and extend their ring-theoretic results to the case of generalized matrix algebras.
This paper is devoted to the study of semi-centralizing maps of generalized matrix algebras and its
outline is as follows. The second section provides some basic examples of generalized matrix algebras
whichwewill workwith in later. In the third sectionwe describe the general formof semi-centralizing
maps on generalized matrix algebras (Propositions 3.1 and 3.5). In particular, skew-commuting maps
of generalized matrix algebras are specially considered. The forth section firstly gives some charac-
terizations of (Lie-)derivation on generalized matrix algebras and then investigates semi-centralizing
derivations of generalized matrix algebras. In the last section, some applications of semi-centralizing
maps to various generalized matrix algebras are presented.
2. Examples of generalized matrix algebras
Let us begin this section with typical examples of generalizedmatrix algebras which wewill use or
revisit in the sequel. These generalized matrix algebras mainly come frommatrix theory and operator
theory.
2.1. Natural generalized matrix algebras and quasi-hereditary algebras
Let R be a commutative ring with identity and A be a unital algebra over R. Suppose that there
exists a non-trivial idempotent e ∈ A. One can easily construct the following natural generalizedmatrix
algebra:
G =
⎡⎣ eAe eA(1 − e)
(1 − e)Ae (1 − e)A(1 − e)
⎤⎦ =
⎧⎨⎩
⎡⎣ eae ec(1 − e)
(1 − e)de (1 − e)b(1 − e)
⎤⎦ a, b, c, d ∈ A
⎫⎬⎭ .
It was shown that theR-linear map
ξ : A −→ G
a −→
⎡⎣ eae ea(1 − e)
(1 − e)ae (1 − e)a(1 − e)
⎤⎦
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is an isomorphism from A to G [35]. This shows that any unital algebra with non-trivial idempotents
is isomorphic to a generalized matrix algebra. Furthermore, simulating the proof of [12, Proposition
1.2.6] we can obtain
Proposition 2.1 [35, Proposition 2.1]. LetR be a commutative ringwith identity and A be a unital algebra
over R. Then A is a generalized matrix algebra if and only if there exists an idempotent e ∈ A such that
eA(1 − e) = 0.
This kind of natural construction idea is not abrupt and quite often appear in associative algebras.
Let A be a finite-dimensional algebra over an algebraically closed field K. An ideal I  A is called a
heredity ideal provided it satisfies the following three conditions:
(a) I is projective as a left A−module;
(b) I2 = I;
(c) I · Rad(A) · I = 0.
We say that A is a quasi-hereditary algebra if there exists a sequence 0 = I0 ⊆ I1 ⊆ I2 ⊆ · · · ⊆ It = A
of ideals such that for each 1  k  t, Ik/Ik−1 is a heredity ideal in A/Ik−1. The sequence I• is
called a defining sequence for A. Each Ik is an idempotent ideal: Ik = AekA for some idempotents
ek ∈ A(1  k  t).
Let us consider a quasi-hereditary algebra A, together with a left (resp. right) A-moduleM (resp.N).
We form the (A, A)-bimoduleM
⊗
K N and suppose that there is given an algebra A˜ defined by extend-
ing A viaM
⊗
N; thus,M
⊗
N identifies as an ideal (of square 0) in A˜ and A˜/M
⊗
N ∼= A. Equivalently,
the algebra A˜ is determined by a Hochschild cohomology class γ ∈ H2(A,M⊗K N). Extending the
action of A on N andM to an action of A˜ by inflation, we obtain a generalized matrix algebra
G =
[
A˜ M
N K
]
.
The matrix multiplication in G is subject to the conventions: (i) in calculating the (1, 1) position in a
product, the productm · n (m ∈ M, n ∈ N) is identified withm⊗ n ∈ M⊗N ⊆ A˜; (ii) in calculating
the (1, 2) or (2, 1) positions,M and N are regarded as (˜A,K) and (K, A˜)-bimodules, respectively; and
(iii) in calculating the (2, 2) position, a product n · m is set equal to 0,m ∈ M, n ∈ N.
If e =
[
0 0
0 1
]
, then I = GeG =
[
M
⊗
K N M
N K
]
satisfies G/I ∼= A. In order to show that G is a
quasi-hereditary algebra, it suffices to check that I satisfies the conditions of a heredity ideal in the
above definition. First, (b) clearly holds by definition. While eGe ∼= K, so (c) also holds. Finally, I as a
left G-module is a direct sum of dimN + 1 copies of the projective left module
[
M
K
]
.
On the other hand, if 0 = I0  I1  I2  · · ·  It−1  It = A is a defining sequence of a
quasi-hereditary algebra A and It−1 = AeA for some idempotent e, then the Peirce decomposition
realizes A as an algebra of 2 × 2 matrices
G =
[
eAe eA(1 − e)
(1 − e)Ae (1 − e)A(1 − e)
]
with
It−1 =
[
eAe eA(1 − e)
(1 − e)Ae (1 − e)AeA(1 − e)
]
In addition, an upper (or a lower) triangular algebra is brought into being via the above-mentioned
natural generalizedmatrix algebras. LetRbe a commutative ringwith identity andAbe aunital algebra
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over R. Suppose that there exists an idempotent e in A such that (1 − e)Ae = 0 but eA(1 − e) = 0.
One can easily construct an upper triangular algebra
T =
⎡⎣ eAe eA(1 − e)
O (1 − e)A(1 − e)
⎤⎦ =
⎧⎨⎩
⎡⎣ eae ea(1 − e)
0 (1 − e)a(1 − e)
⎤⎦ a ∈ A
⎫⎬⎭ .
Similarly, if there exists an idempotent e in A such that eA(1− e) = 0 but (1− e)Ae = 0, then we can
get a lower triangular algebra
T ′ =
⎡⎣ eAe O
(1 − e)Ae (1 − e)A(1 − e)
⎤⎦ =
⎧⎨⎩
⎡⎣ eae 0
(1 − e)ae (1 − e)a(1 − e)
⎤⎦ a ∈ A
⎫⎬⎭ .
Corollary 2.2 [12, Proposition 1.2.6]. LetR be a commutative ring with identity and A be a unital algebra
over R. Then A is an upper triangular algebra if and only if there exists an idempotent e ∈ A such that
(1− e)Ae = 0 but eA(1− e) = 0; A is a lower triangular algebra if and only if there exists an idempotent
e ∈ A such that eA(1 − e) = 0 but (1 − e)Ae = 0.
2.2. Generalized matrix algebras of order n
In a similarway,we can define a generalizedmatrix ring of any order n > 2. LetR be a commutative
ringwith identity and Ai(i = 1, 2, . . . , n) be unital algebras overR. Let iMj be non-zero unital (Ai, Aj)-
bimodules for 1  i  j  n and iMi = Ai. We observe a family of (Ai, Ak)-bilinear homomorphisms
η
j
i,k : iMj
⊗
Aj
jMk −→ iMk
η
j
i,j : iMj
⊗
Aj
Aj ∼= iMj
ηii,j : Ai
⊗
Ai
iMj ∼= iMj
and a family of diagrams
iMj
⊗
Aj
jMk
⊗
Ak
kMl
Ii,j⊗ηkj,l 
η
j
i,k⊗Ik,l

iMj
⊗
Aj
jMl
η
j
i,l ,

iMk
⊗
Ak
kMl
ηki,l 
iMl
(♣)
where Ii,j and Ik,l denote the identitymappingsof iMj and kMl , respectively. Letusconsider the following
set
Gn(Ai; iMj) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1a1 1m2 · · · 1mn−1 1mn
2m1 2a2 · · · 2mn−1 2mn
...
...
. . .
...
...
n−1m1 n−1m2 . . . n−1an−1 n−1mn
nm1 nm2 . . . nmn−1 nan
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
iai ∈ Ai, imj ∈ iMj
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
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We can define the matrix-like addition and matrix-like multiplication on Gn(Ai; iMj) as below
(imj) ± (im′j) = (imj ± im′j)
(imj) · (im′j) =
(∑
η
j
i,k(imj ⊗ jm′k)
)
.
It is clear that this product is associative if and only if the family of diagrams (♣) are commutative.
One can check that Gn(Ai; iMj) is an R-algebra under the matrix-like addition and the matrix-like
multiplication. In this case, Gn(Ai; iMj) is said to be a generalized matrix algebra of order n associated
with those bimodules iMj(1  i  j  n) and is usually written as
Gn(Ai; iMj) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 1M2 · · · 1Mn−1 1Mn
2M1 A2 · · · 2Mn−1 2Mn
...
...
. . .
...
...
n−1M1 n−1M2 . . . An−1 n−1Mn
nM1 nM2 . . . nMn−1 An
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Up to isomorphism, arbitrary generalized matrix algebra of order n (n  2) is a generalized matrix
algebra of order 2. Indeed, if Gn(Ai; iMj) is a generalized matrix algebra of order n, then there exist
R-algebras
A = Gn−1(Ai; iMj)(1  i  j  n − 1), B = An,
a non-zero (A, B)-bimodule
M =
⎡⎢⎢⎢⎢⎢⎣
1Mn
2Mn
...
n−1Mn
⎤⎥⎥⎥⎥⎥⎦ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎣
1mn
2mn
...
n−1mn
⎤⎥⎥⎥⎥⎥⎦ imn ∈ iMn, 1  i  n − 1
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
and a non-zero (B, A)-bimodule
N =
[
nM1 nM2 · · · nMn−1
]
=
{ [
nm1 nm2 · · · nmn−1
]
nmj ∈ nMj, 1  j  n − 1
}
such that
Gn(Ai; iMj) ∼=
⎡⎣ A M
N B
⎤⎦ .
A special case of generalized matrix algebras of order n is the case of tensor generalized matrix algebras
of order n: themodules sMr with r−s 2 are tensor products sMs+1⊗As+1 · · ·⊗Ar−1 r−1Mr . The roles
of the morphisms η
j
i,k are played by the identity morphisms of iMj
⊗
Aj j
Mk , and the associativity of
the product of Gn(Ai; iMj) results from the associativity of the tensor products. In view of the isomor-
phism relation between generalized matrix algebras of order 2 and generalized matrix algebras of
order n (n>2) and technical considerations, only generalized matrix algebras of order 2 are studied in
this paper.
2.3. Full matrix algebras
Let R be a commutative ring with identity, A be a unital R-algebra and Mn(A) be the algebra
consisting of all n × nmatrices over A (n  2). Then the full matrix algebra Mn(A) can be represented
as a generalized matrix algebra of the form
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Mn(A) =
⎡⎣ A M1×(n−1)(A)
M(n−1)×1(A) Mn−1(A)
⎤⎦ .
2.4. Inflated algebras
Let R be a commutative ring with identity, A be a unital R-algebra and V be an R-linear space.
Given an R-bilinear form γ : V ⊗R V → A, we define an associative algebra (not necessarily with
identity) B = B(A, V, γ ) as follows: As anR-linear space, B equals to V ⊗R V ⊗R A. Themultiplication
is defined as follows
(a ⊗ b ⊗ x) · (c ⊗ d ⊗ y) := a ⊗ d ⊗ xγ (b, c)y
for all a, b, c, d ∈ V and for all x, y ∈ A. This definition enable B to be an associativeR-algebra and B is
called an inflated algebra of A along V . The inflated algebras are closely related to the so-called cellular
algebras which are extensively studied in representation theory. We refer the reader to [24] and the
references therein for these algebras.
Let us assume that V is a non-zero linear space with a basis {v1, . . . , vn}. Then the bilinear form γ
can be characterized by an n × n matrix  over A, that is,  = (γ (vi, vj)) for 1  i, j  n. Now we
could define a new multiplication “ ◦ " on the full matrix algebraMn(A) by
X ◦ Y := XY for all X, Y ∈ Mn(A).
Under the usual matrix addition and the new multiplication “ ◦ ", Mn(A) becomes a new associative
algebra which is a generalized matrix algebra in the sense of Brown [10]. We denote this new alge-
bra by (Mn(A), ). It should be remarked that our current generalized matrix algebras contain all
generalized matrix algebras defined by Brown [10] as special cases. By [24, Lemma 4.1], the inflated
algebra B(A, V, γ ) is isomorphic to (Mn(A), ) and hence is a generalized matrix algebra in the sense
of ours.
2.5. Upper and lower triangular matrix algebras
Let R be a commutative ring with identity and A be a unital algebra over R. We denote the set of
all p× qmatrices over A byMp×q(A). Let us denote the set of all n× n upper triangular matrices over
A and the set of all n × n lower triangular matrices over A by Tn(A) and T ′n(A), respectively. For n  2
and each 1  k  n − 1, the upper triangular matrix algebra Tn(A) and lower triangular matrix algebra
T ′n(A) can be written as
Tn(A) =
⎡⎢⎣ Tk(A) Mk×(n−k)(A)
O Tn−k(A)
⎤⎥⎦ and T ′n(A) =
⎡⎢⎣ T ′k (A) O
M(n−k)×k(A) T ′n−k(A)
⎤⎥⎦ ,
respectively. LetH be a complex Hilbert space and B(H) be the algebra of all bounded linear operators
on H. A subalgebra I of B(H) is defined to be a triangular operator algebra if D = I⋂ I∗ is a maximal
abelian self-adjoint subalgebraofB(H).D is thediagonal ofI . To check thatI is a triangular algebrawith
diagonalD, it is sufficient to show that each self-adjoint operator in I lies inD and thatD is contained
in I . In fact, I⋂ I∗ is a self-adjoint algebra containing each self-adjoint operator in I and generated
linearly by these operators (see [23, Remark 2.1.3]). Any finite dimensional triangular operator algebra
is isomorphic to a subalgebra of the upper triangular matrices Tn(A) which contains the diagonal Dn,
for some positive integer n.
2.6. Block upper and lower triangular matrix algebras
Let R be a commutative ring with identity and A be a unital algebra over R. Let N be the set
of all positive integers and let n ∈ N. For any positive integer m with m  n, we denote by d¯ =
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(d1, . . . , di, . . . , dm) ∈ Nm an ordered m-vector of positive integers such that n = d1 + · · · + di +
· · · + dm. The block upper triangular matrix algebra Bd¯n(A) is a subalgebra ofMn(A) with form
Bd¯n(A) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Md1(A) · · · Md1×di(A) · · · Md1×dm(A)
. . .
...
...
Mdi(A) · · · Mdi×dm(A)
O
. . .
...
Mdm(A)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Likewise, the block lower triangular matrix algebra B′d¯n (A) is a subalgebra ofMn(A) with form
B′d¯n (A) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Md1(A)
...
. . . O
Mdi×d1(A) · · · Mdi(A)
...
...
. . .
Mdm×d1(A) . . . Mdm×di(A) . . . Mdm(A)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Note that the fullmatrix algebraMn(A)of alln×nmatrices overA and theupper (resp. lower) triangular
matrix algebra Tn(A) of all n× n upper triangular matrices over A are two special cases of block upper
(resp. lower) triangularmatrix algebras. If n  2 and Bd¯n(A) = Mn(A), then Bd¯n(A) is an upper triangular
algebra and can be written as
Bd¯n(A) =
⎡⎣ Bd¯1j (A) Mj×(n−j)(A)
O(n−j)×j Bd¯2n−j(A)
⎤⎦ ,
where 1  j < m and d¯1 ∈ Nj, d¯2 ∈ Nm−j . Similarly, if n  2 and B′d¯n (A) = Mn(A), then B′d¯n (A) is a
lower triangular algebra and can be represented as
B′d¯n (A) =
⎡⎣ B′d¯1j (A) Oj×(n−j)
M(n−j)×j(A) B′d¯2n−j(A)
⎤⎦ ,
where 1  j < m and d¯1 ∈ Nj, d¯2 ∈ Nm−j .
LetK be a field of characteristic zero. The block upper (resp. lower) triangularmatrix algebra Bd¯n(K)
(resp. B′d¯n (K)) overKnaturally arises in anyfinite-dimensional algebra and also implies that anyfinite-
dimensional algebra contains sufficiently many subalgebras of the type Bd¯n(K) and subalgebras of the
type B′d¯n (K). Bd¯n(K) and B′d¯n (K) are extensively applied in studying the exponent growth of various
varieties of associative algebras over K [18,19].
2.7. Nest algebras
Let X be a Banach space over the real or complex field F and B(X) be the algebra of all bounded
linear operators on X. Let I be an index set. A nest is a set N of closed subspaces of X satisfying the
following conditions:
(a) 0,X ∈ N ;
(b) If N1,N2 ∈ N , then either N1 ⊆ N2 or N2 ⊆ N1;
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(c) If {Ni}i∈I ⊆ N , then⋂i∈I Ni ∈ N ;
(d) If {Ni}i∈I ⊆ N , then the norm closure of the linear span of⋃i∈I Ni also lies in N .
If N = {0,X}, then N is called a trivial nest, otherwise it is called a non-trivial nest.
The nest algebra associated toN , denoted by T (N ), is theweakly closed operator algebra consisting
of all bounded linear operators that leave N invariant, i.e.,
T (N ) = { T ∈ B(X) | T(N) ⊆ N for all N ∈ N }.
IfX is aHilbert space, theneverynon-trivial nest algebra is a triangular algebra. Indeed, ifN ∈ N\{0,X}
and E is the orthogonal projection onto N, then N1 = E(N ) and N2 = (1 − E)(N ) are nests of N and
N⊥, respectively. Moreover, T (N1) = ET (N )E, T (N2) = (1 − E)T (N )(1 − E) are nest algebras and
T (N ) =
⎡⎣ T (N1) ET (N )(1 − E)
O T (N2)
⎤⎦⎛⎝or T ′(N ) =
⎡⎣ T (N1) O
(1 − E)T (N )E T (N2)
⎤⎦⎞⎠ .
However, it is not always the case for a nest N on a general Banach space X, since N ∈ N may be not
complemented. We refer the reader to [16] for the theory of nest algebras.
It is clear that every non-trivial nest algebra on a finite dimensional Banach space is isomorphic to
a complex (or real) block upper (or lower) triangular matrix algebra. Let X be an infinite dimensional
Banach space over the real or complex field F and N be a nest on X. Suppose that there exists a non-
trivial element N ∈ N which is complemented in X. Then X = N  M for some closed subspace M.
Let N1 = {N′ ∩ N|N′ ∈ N } and N2 = {N′ ∩ M|N′ ∈ N }. It follows that
T (N ) =
⎡⎣ T (N1) B(M,N)
O T (N2)
⎤⎦
is an upper triangular algebra and that
T ′(N ) =
⎡⎣ T (N1) O
B(N,M) T (N2)
⎤⎦
is a lower triangular algebra.
3. Semi-centralizing maps of generalized matrix algebras
Throughout this section, we denote the generalized matrix algebra of order 2 originated from the
Morita context (A, B,A MB,B NA, MN, NM) by
G :=
⎡⎣ A M
N B
⎤⎦ ,
where at least one of the two bimodules M and N is distinct from zero. We always assume that M
is faithful as a left A-module and also as a right B-module, but no any constraint conditions on N. In
view of the aforementioned isomorphism relation between generalizedmatrix algebras of order 2 and
generalized matrix algebras of order n (n > 2) (see Section 2.2) and technical considerations, only
generalized matrix algebras of order 2 are considered in this section. An R-linear map 	:G−→G
is called semi-centralizing if either 	
([
a m
n b
]) [
a m
n b
] − [ a mn b ]	 ([ a mn b ]) ∈ Z(G) or 	 ([ a mn b ]) [ a mn b ]+ [ a mn b ]	 ([ a mn b ]) ∈ Z(G) for all [ a mn b ] ∈ G. Furthermore, the map 	 is said to be centralizing if
	
([
a m
n b
]) [
a m
n b
]− [ a mn b ]	 ([ a mn b ])∈Z(G) for all [ a mn b ] ∈ G. The map	 is said to be skew-centralizing
if 	
([
a m
n b
]) [
a m
n b
] + [ a mn b ]	 ([ a mn b ]) ∈ Z(G) for all [ a mn b ] ∈ G. In particular, when Z(G) = 0, a
centralizingmap of G is called commuting and a skew-centralizingmap of G is called skew-commuting.
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The center of G is
Z(G) =
⎧⎨⎩
⎡⎣ a 0
0 b
⎤⎦ am = mb, na = bn, ∀ m ∈ M, ∀n ∈ N
⎫⎬⎭ .
Indeed, by [25, Lemma 1] we know that the center Z(G) consists of all diagonal matrices [ a 00 b ], where
a ∈ Z(A), b ∈ Z(B) and am = mb, na = bn for allm ∈ M, n ∈ N. However, in our situation whichM
is faithful as a left A-module and also as a right B-module, the conditions that a ∈ Z(A) and b ∈ Z(B)
become redundant and can be deleted. Indeed, if am = mb for allm ∈ M, then for any a′ ∈ Awe get
(aa′ − a′a)m = a(a′m) − a′(am) = (a′m)b − a′(mb) = 0.
The assumption that M is faithful as a left A-module leads to aa′ − a′a = 0 and hence a ∈ Z(A).
Likewise, we also have b ∈ Z(B).
Let us define two naturalR-linear projections πA : G → A and πB : G → B by
πA :
⎡⎣ a m
n b
⎤⎦ −→ a and πB :
⎡⎣ a m
n b
⎤⎦ −→ b.
By the above paragraph, it is not difficult to see that πA (Z(G)) is a subalgebra of Z(A) and that
πB (Z(G)) is a subalgebra of Z(B). Given an element a ∈ πA(Z(G)), if [ a 00 b ] , [ a 00 b′ ] ∈ Z(G), then we
have am = mb = mb′ for allm ∈ M. SinceM is faithful as a right B-module, b = b′. That implies there
exists a unique b ∈ πB(Z(G)), which is denoted by ϕ(a), such that [ a 00 b ] ∈ Z(G). It is easy to verify
that the map ϕ : πA(Z(G)) −→ πB(Z(G)) is an algebraic isomorphism such that am = mϕ(a) and
na = ϕ(a)n for all a ∈ πA(Z(G)),m ∈ M, n ∈ N.
Proposition 3.1. Let 	ce be a centralizing map of G. Then 	ce is of the form
	ce
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ2(m)
ν3(n) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦ ,
∀
⎡⎣ a m
n b
⎤⎦ ∈ G,
(1)
where
δ1 :A −→ A, δ2 :M −→ Z(A), δ3 :N −→ Z(A), δ4 :B −→ A,
μ1 :A −→ B, μ2 :M −→ Z(B), μ3 :N −→ Z(B), μ4 :B −→ B,
τ2 :M −→ M, ν3 :N −→ N,
are allR-linear maps satisfying the following conditions:
(1) δ1 and μ4 are commuting maps of A and B, respectively ;
(2) τ2(m) = δ1(1)m − mμ1(1) = mμ4(1) − δ4(1)m;
(3) ν3(n) = μ4(1)n − nδ4(1) = nδ1(1) − μ1(1)n;
(4) [δ4(b), a] ∈ Z(A) and [μ1(a), b] ∈ Z(B);
(5) δ1(a)m − mμ1(a) = a(δ1(1)m − mμ1(1)), μ1(a)n − nδ1(a) = (nδ4(1) − μ4(1)n)a;
(6) δ4(b)m − mμ4(b) = (mμ1(1) − δ1(1)m)b, μ4(b)n − nδ4(b) = b(μ4(1)n − nδ4(1));
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(7) δ2(m)m = mμ2(m), δ3(n)m = mμ3(n);
(8) μ3(n)n = nδ3(n), μ2(m)n = nδ2(m).
Proof. Suppose that the centralizing map 	ce is of the form
	ce
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ1(a) + τ2(m) + τ3(n) + τ4(b)
ν1(a) + ν2(m) + ν3(n) + ν4(b) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦ ,
(3.1)
for all
[
a m
n b
] ∈ G, where δ1, δ2, δ3, δ4 are R-linear maps from A,M,N, B to A, respectively; τ1, τ2,
τ3, τ4 are R-linear maps from A,M,N, B to M, respectively; ν1, ν2, ν3, ν4 are R-linear maps from
A,M,N, B to N, respectively; μ1, μ2, μ3, μ4 areR-linear maps from A,M,N, B to B, respectively.
In view of [	ce ([ 1 00 0 ]) , [ 1 00 0 ]] ∈ Z(G), we routinely compute that τ1(1) = ν1(1) = 0. Linearizing[	ce(X), X] ∈ Z(G) leads to
[	ce(X), Y] − [X, 	ce(Y)] ∈ Z(G) (3.2)
for all X, Y ∈ G. For any a ∈ A, b ∈ B, taking X = [ a 00 b ] and Y = [ 1 00 0 ] into (3.2) yields
[	ce(X), Y] =
⎡⎣ 0 −τ1(a) − τ4(b)
ν1(a) + ν4(b) 0
⎤⎦ (3.3)
and
[X, 	ce(Y)] =
⎡⎣ [a, δ1(1)] 0
0 [b, μ1(1)]
⎤⎦ . (3.4)
Thus −τ1(a) − τ4(b) = 0 and ν1(a) + ν4(b) = 0 for all a ∈ A, b ∈ B. Since a and b are arbitrary
elements of A and B, respectively, we know that τ1 = τ4 = 0 and that ν1 = ν4 = 0. Repeating the
same computational process and choosing X = [ 1 00 0 ] and Y = [ 0 m0 0 ] in (3.2), we get
[	ce(X), Y] =
⎡⎣ 0 δ1(1)m − mμ1(1)
0 0
⎤⎦ (3.5)
and
[X, 	ce(Y)] =
⎡⎢⎣ 0 τ2(m)
−ν2(m) 0
⎤⎥⎦ . (3.6)
Combining (3.5) with (3.6) gives ν2 = 0 and τ2(m) = δ1(1)m − mμ1(1) for all m ∈ M. Similarly, if
we choose X = [ 0 00 1 ] and Y = [ 0 0n 0 ] in (3.2), then we arrive at τ3 = 0 and ν3(n) = μ4(1)n − nδ4(1)
for all n ∈ N. Therefore (3.1) becomes
	ce
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) δ1(1)m − mμ1(1)
μ4(1)n − nδ4(1) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦
(3.7)
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for all
[
a m
n b
] ∈ G. In addition, if we take X = [ 0 m0 0 ] and Y = [ 0 00 b ] into (3.2), then τ2(m) = mμ4(1)−
δ4(1)m is observed. Similarly, let X = [ 0 0n 0 ] and Y = [ a 00 0 ] in (3.2), then ν3(n) = nδ1(1) − μ1(1)n is
obtained. Thus the statements (2) and (3) are proved.
By (3.7) we immediately compute that⎡⎣ 0 0
0 [μ1(a), b]
⎤⎦ =
⎡⎣	ce
⎛⎝⎡⎣ a 0
0 0
⎤⎦⎞⎠ ,
⎡⎣ 0 0
0 b
⎤⎦⎤⎦
and ⎡⎣ [a, δ4(b)] 0
0 0
⎤⎦ =
⎡⎣⎡⎣ a 0
0 0
⎤⎦ , 	ce
⎛⎝⎡⎣ 0 0
0 b
⎤⎦⎞⎠⎤⎦
for all a ∈ A, b ∈ B. Thus we have⎡⎣−[a, δ4(b)] 0
0 [μ1(a), b]
⎤⎦ ∈ Z(G) (3.8)
for all a ∈ A, b ∈ B. Therefore −[a, δ4(b)] ∈ Z(A) and [μ1(a), b] ∈ Z(B) for all a ∈ A, b ∈ B, which
is the desired result (4). By this fact and (3.7) we obtain⎡⎣	ce
⎛⎝⎡⎣ a 0
0 b
⎤⎦⎞⎠ ,
⎡⎣ a 0
0 b
⎤⎦⎤⎦ =
⎡⎣ [δ1(a), a] 0
0 [μ4(b), b]
⎤⎦ ∈ Z(G). (3.9)
Then [δ1(a), a] ∈ Z(A) for all a ∈ A and [μ4(b), b] ∈ Z(B) for all b ∈ B. Note that ϕ([δ1(a), a]) =[μ4(b), b], where ϕ is an algebraic isomorphism from πA(Z(G)) into πB(Z(G)). Let us choose b = 0.
Then we can obtain [δ1(a), a] = 0 for all a ∈ A. Likewise, we also have [μ4(b), b] = 0 for all b ∈ B.
This implies that δ1 and μ4 are commuting maps of A and B, respectively.
Putting X = [ a 00 0 ] and Y = [ 0 mn 0 ] and applying (3.7) again gives
[	ce(X), Y] =
⎡⎢⎣ 0 δ1(a)m − mμ1(a)
μ1(a)n − nδ1(a) 0
⎤⎥⎦ (3.10)
and
[X, 	ce(Y)] =
⎡⎢⎣ [a, δ2(m)] + [a, δ3(n)] a(δ1(1)m − mμ1(1))
(nδ4(1) − μ4(1)n)a 0
⎤⎥⎦ (3.11)
for all a ∈ A,m ∈ M, n ∈ N. By (3.10) and (3.11) it follows that δ1(a)m − mμ1(a) = a(δ1(1)m −
mμ1(1)) for all a ∈ A,m ∈ M and that μ1(a)n − nδ1(a) = (nδ4(1) − μ4(1)n)a for all a ∈ A, n ∈ N,
which is the required statement (5). On the other hand,we also have [a, δ2(m)]+[a, δ3(n)] ∈ Z(A) for
all a ∈ A,m ∈ M, n ∈ N. Due to the arbitrariness of the elementsm and n, we get that δ2(m) ∈ Z(A)
for all m ∈ M and that δ3(n) ∈ Z(A) for all n ∈ N. Likewise, choosing X = [ 0 00 b ] and Y = [ 0 mn 0 ] we
compute that
[	ce(X), Y] =
⎡⎣ 0 δ4(b)m − mμ4(b)
μ4(b)n − nδ4(b) 0
⎤⎦ (3.12)
and
[X, 	ce(Y)] =
⎡⎣ 0 (mμ1(1) − δ1(1)m)b
b(μ4(1)n − nδ4(1)) [b, μ2(m)] + [b, μ3(n)]
⎤⎦ (3.13)
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for all b ∈ B,m ∈ M, n ∈ N. The statement (6) of this proposition follows from (3.12) and (3.13).
In view of the arbitrariness of the elements m and n, we obtain μ2(m) ∈ Z(B) for all m ∈ M and
μ3(n) ∈ Z(B) for all n ∈ N.
Finally, taking X = [ 0 mn 0 ] into the relation [	ce(X), X] ∈ Z(G) leads to
[	ce(X), X] =
⎡⎣ (δ1(1)m − mμ1(1))n (δ2(m) + δ3(n))m
(μ2(m) + μ3(n))n (μ4(1)n − nδ4(1))m
⎤⎦
−
⎡⎣m(μ4(1)n − nδ4(1)) m(μ2(m) + μ3(n))
n(δ2(m) + δ3(n)) n(δ1(1)m − mμ1(1))
⎤⎦ (3.14)
for all m ∈ M, n ∈ N. Thus (δ2(m) + δ3(n))m = m(μ2(m) + μ3(n)) for all m ∈ M, n ∈ N. Let
us choose n = 0. Then δ2(m)m = mμ2(m) for all m ∈ M and hence δ3(n)m = mμ3(n) for all
m ∈ M, n ∈ N. On the other hand, (μ2(m) + μ3(n))n = n(δ2(m) + δ3(n)) for all m ∈ M, n ∈ N.
Let us take m = 0. We have μ3(n)n = nδ3(n) for all n ∈ N and further get μ2(m)n = nδ2(m) for
all m ∈ M, n ∈ N. Hereto, the statements (7) and (8) are obtained. We complete the proof of the
proposition. 
As a direct consequence of Proposition 3.1 we have
Corollary 3.2 [35, Proposition 3.3]. Let 	co be a commuting map of G. Then 	co is of the form
	co
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ2(m)
ν3(n) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦ ,
∀
⎡⎣ a m
n b
⎤⎦ ∈ G,
(2)
where
δ1 :A −→ A, δ2 :M −→ Z(A), δ3 :N −→ Z(A), δ4 :B −→ Z(A),
μ1 :A −→ Z(B), μ2 :M −→ Z(B), μ3 :N −→ Z(B), μ4 :B −→ B
τ2 :M −→ M, ν3 :N −→ N,
are allR-linear maps satisfying the following conditions:
(1) δ1 and μ4 are commuting maps of A and B, respectively;
(2) τ2(m) = δ1(1)m − mμ1(1) = mμ4(1) − δ4(1)m;
(3) ν3(n) = μ4(1)n − nδ4(1) = nδ1(1) − μ1(1)n;
(4) δ1(a)m − mμ1(a) = a(δ1(1)m − mμ1(1)), μ1(a)n − nδ1(a) = (nδ4(1) − μ4(1)n)a;
(5) δ4(b)m − mμ4(b) = (mμ1(1) − δ1(1)m)b, μ4(b)n − nδ4(b) = b(μ4(1)n − nδ4(1));
(6) δ2(m)m = mμ2(m), δ3(n)m = mμ3(n);
(7) μ3(n)n = nδ3(n), μ2(m)n = nδ2(m).
A centralizing map 	ce of G is called proper if it is of the form
	ce(X) = XC + (X), ∀X ∈ G,
where C ∈ Z(G) and  is an R-linear map from G into Z(G). A centralizing map which is not proper
is called improper. Xiao and Wei in [35] gave the sufficient and necessary conditions such every
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commuting map of the generalized matrix algebra G to be proper. But, Cheung [13] explicitly illu-
minated that not every commuting map of generalized matrix algebras is proper. He therein quoted
us a beautiful counterexample in order to support his conclusion. On the other hand, Bresˇar [5] con-
sidered the question of when a centralizing map on a prime ring is proper. It is natural for us to revisit
the question of when a centralizing map on the generalized matrix algebra G is proper. By comparing
Proposition 3.1 with Corollary 3.2 one immediately observe that the condition (4) of Proposition 3.1
can not appear in Corollary 3.2, which is the unique difference between them. In view of Proposition
3.1 and [35, Proposition 3.5], we have the following result.
Proposition 3.3. Let 	ce be a centralizing map of G. Then 	ce is of the form
	ce
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠ =
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ2(m)
ν3(n) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦ ,
∀
⎡⎣ a m
n b
⎤⎦ ∈ G
where
δ1 :A −→ A, δ2 :M −→ Z(A), δ3 :N −→ Z(A), δ4 :B −→ A,
μ1 :A −→ B, μ2 :M −→ Z(B), μ3 :N −→ Z(B), μ4 :B −→ B
τ2 :M −→ M, ν3 :N −→ N,
are all R-linear maps satisfying the additional conditions (1) − (8) of Proposition 3.1. Furthermore, if
δ4(b) ∈ Z(A) and μ1(a) ∈ Z(B) hold for all a ∈ A, b ∈ B. Then the following statements are equivalent:
(1) 	ce is proper; i.e. 	(X) = XC + (X) for all X ∈ G, where C ∈ Z(G) and  maps G into Z(G).
(2) μ1(A) ⊆ πB(Z(G)), δ4(B) ⊆ πA(Z(G)) and
[
δ2(m) 0
0 μ2(m)
]
∈ Z(G),[
δ3(n) 0
0 μ3(n)
]
∈ Z(G) for all m ∈ M, n ∈ N.
(3) δ1(1) ∈ πA(Z(G)), μ1(1) ∈ πB(Z(G)) and
[
δ2(m) 0
0 μ2(m)
]
∈ Z(G),[
δ3(n) 0
0 μ3(n)
]
∈ Z(G) for all m ∈ M, n ∈ N.
Similarly, by [35, Theorem 3.6] we can provide a sufficient condition which enables every central-
izing map on the generalized matrix algebra G to be proper.
Theorem 3.4. With notations as above. If the following four conditions are satisfied:
(1) δ4(b) ∈ Z(A) and μ1(a) ∈ Z(B) for all a ∈ A, b ∈ B;
(2) Z(B) = πB(Z(G)), or A = [A, A];
(3) Z(A) = πA(Z(G)), or B = [B, B];
(4) there exist m0 ∈ M, n0 ∈ N such that
Z(G) =
⎧⎨⎩
⎡⎣ a 0
0 b
⎤⎦ a ∈ Z(A), b ∈ Z(B), am0 = m0b, n0a = bn0
⎫⎬⎭ .
Then 	ce is proper.
Let us next describe skew-centralizing maps of generalized matrix algebra G and its general forms.
As you will see in below, the operating process and obtained result are quite different from the afore-
mentioned description concerning centralizing maps.
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Proposition 3.5. Let 	sce be a skew-centralizing map of G. Then 	sec is of the form
	sce
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ2(m)
ν3(n) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦ ,
∀
⎡⎣ a m
n b
⎤⎦ ∈ G,
(3)
where
δ1 :A −→ A, δ2 :M −→ A, δ3 :N −→ A, δ4 :B −→ A,
μ1 :A −→ B, μ2 :M −→ B, μ3 :N −→ B, μ4 :B −→ B
τ2 :M −→ M, ν3 :N −→ N,
are allR-linear maps satisfying the following conditions:
(1) δ1 and μ4 are skew-commuting maps of A and B, respectively;
(2) τ2(m) = −δ1(1)m − mμ1(1) = −δ4(1)m − mμ4(1);
(3) ν3(n) = −μ1(1)n − nδ1(1) = −μ4(1)n − nδ4(1);
(4) δ2(m)a + aδ2(m) ∈ Z(A), δ3(n)a + aδ3(n) ∈ Z(A) and δ4(b)a + aδ4(b) ∈ Z(A);
(5) μ1(a)b + bμ1(a) ∈ Z(B), μ2(m)b + bμ2(m) ∈ Z(B) and μ3(n)b + bμ3(n) ∈ Z(B).
Proof. Let us assume that the commuting map 	sce is of the form
	sce
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ1(a) + τ2(m) + τ3(n) + τ4(b)
ν1(a) + ν2(m) + ν3(n) + ν4(b) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦ ,
(3.15)
for all
[
a m
n b
] ∈ G, where δ1, δ2, δ2, δ3, δ4 are R-linear maps from A,M,N, B to A, respectively;
τ1, τ2, τ3, τ4 are R-linear maps from A,M,N, B to M, respectively; ν1, ν2, ν3, ν4 are R-linear maps
fromA,M,N, B toN, respectively;μ1, μ2, μ3, μ4 areR-linearmaps fromA,M,N, B toB, respectively.
For computational convenience, we will adopt the notation 	sce〈X, Y〉 = 	sce(X)Y + X	sce(Y).
In view of 〈	sce ([ 1 00 0 ]) , [ 1 00 0 ]〉 ∈ Z(G), we routinely compute that 2δ1(1) ∈ Z(A), τ1(1) =
ν1(1) = 0. Linearizing 〈	sce(X), X〉 = 0 leads to
〈	sce(X), Y〉 + 〈	sce(Y), X〉 ∈ Z(G) (3.16)
for all X, Y ∈ G.
For any a ∈ A, putting X = [ a 00 0 ] and Y = [ 1 00 0 ] in (3.16) yields
〈	sce(X), Y〉 =
⎡⎣ 2δ1(a) τ1(a)
ν1(a) 0
⎤⎦ (3.17)
and
〈	sce(Y), X〉 =
⎡⎣ δ1(1)a + aδ1(1) 0
0 0
⎤⎦ . (3.18)
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By (3.17) and (3.18) we know that τ1 = ν1 = 0. Repeating the same computational process and taking
X = [ 0 00 b ] and Y = [ 1 00 0 ] into (3.16), we get
〈	sce(X), Y〉 =
⎡⎢⎣ 2δ4(b) τ4(b)
ν4(b) 0
⎤⎥⎦ (3.19)
and
〈	sce(Y), X〉 =
⎡⎢⎣ 0 0
0 μ1(1)b + bμ1(1)
⎤⎥⎦ . (3.20)
Combining (3.19) with (3.20) gives τ4 = ν4 = 0 and 2δ4(b) ∈ Z(A) for all b ∈ B. Putting X = [ 0 m0 0 ]
and Y = [ a 00 0 ] in (3.16), we arrive at
〈	sce(X), Y〉 =
⎡⎢⎣ δ2(m)a + aδ2(m) aτ2(m)
ν2(m)a 0
⎤⎥⎦ (3.21)
and
〈	sce(Y), X〉 =
⎡⎢⎣ 0 δ1(a)m + mμ1(a)
0 0
⎤⎥⎦ . (3.22)
Therefore ν2 = 0, τ2(m) = −δ1(1)m − mμ1(1) and δ2(m)a + aδ2(m) ∈ Z(A) for all a ∈ A and
for all m ∈ M. Similarly, taking X = [ 0 0n 0 ] and Y = [ a 00 0 ] into (3.16), we have τ3 = 0, ν3(n) =−μ1(1)n− nδ1(1) and δ3(n)a+ aδ3(n) ∈ Z(A) for all a ∈ A and for all n ∈ N. If we choose X = [ a 00 0 ]
and Y = [ 0 00 b ] in (3.16), then we have
〈	sce(X), Y〉 =
⎡⎣ 0 0
0 μ1(a)b + bμ1(a)
⎤⎦ (3.23)
and
〈	sce(Y), X〉 =
⎡⎣ δ4(b)a + aδ4(b) 0
0 0
⎤⎦ . (3.24)
Combining (3.23) and (3.24) we arrive at δ4(b)a + aδ4(b) ∈ Z(A) and μ1(a)b + bμ1(a) ∈ Z(B) for
all a ∈ A and for all b ∈ B.
For any b ∈ B, putting X = [ 0 m0 0 ] and Y = [ 0 00 b ] in (3.16) yields that μ2(m)b + bμ2(m) ∈ Z(B)
and τ2(m) = −δ4(1)m − mμ4(1) for all b ∈ B,m ∈ M. On the other hand, choosing X = [ 0 0n 0 ]
and Y = [ 0 00 b ] in (3.16) leads to μ3(n)b + bμ3(n) ∈ Z(B) and ν3(n) = −μ4(1)n − nδ4(1) for
all b ∈ B, n ∈ N. Hereto, we have proved all statements except (1). Finally, let us take X = [ a 00 0 ]
or X = [ 0 00 b ]. Then the identity 	sce(X)X + X	sce(X) = 0 gives δ1(a)a + aδ1(a) ∈ Z(A) and
μ4(b)b + bμ4(b) ∈ Z(B) for all a ∈ A, b ∈ B, which implies that δ1 and μ4 are skew-centralizing
maps of A and B, respectively. 
Basing on the above description concerning skew-centralizing maps of generalized matrix alge-
bras, one can easily obtain the following corollary. Let R be a commutative ring with identity and
A be an associative algebra A over R. An element a of A is called skew-central if ax = −xa for
all x ∈ A.
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Corollary 3.6. Let 	sco be a skew-commuting map of G. Then 	sco is of the form
	sco
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ2(m)
ν3(n) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦ ,
∀
⎡⎣ a m
n b
⎤⎦ ∈ G,
(4)
where
δ1 :A −→ A, δ2 :M −→ A, δ3 :N −→ A, δ4 :B −→ A,
μ1 :A −→ B, μ2 :M −→ B, μ3 :N −→ B, μ4 :B −→ B
τ2 :M −→ M, ν3 :N −→ N,
are allR-linear maps satisfying the following conditions:
(1) δ1 and μ4 are skew-commuting maps of A and B, respectively;
(2) τ2(m) = −δ1(1)m − mμ1(1) = −δ4(1)m − mμ4(1) for all m ∈ M;
(3) ν3(n) = −μ1(1)n − nδ1(1) = −μ4(1)n − nδ4(1) for all n ∈ N;
(4) δ2(m), δ3(n) and δ4(b) are skew-central elements of A for all m ∈ M, n ∈ N, b ∈ B;
(5) μ1(a), μ2(m) and μ3(n) are skew-central elements of B for all a ∈ A,m ∈ M, n ∈ N.
Many papers are contributed to the study of semi-commuting of associative algebras and a num-
ber of wonderful results are obtained, see [3,4,6,7,12,13,15,35,36]. To explain our motivation of the
subsequent work, we only set forth several classic results.
Example 3.7 [4, Theorem 2]. LetR be a 2-torsion free semiprime ring. If an additive map f : R −→ R
is skew-commuting onR, then f = 0.
Before proceedingwith next example, we need to provide some basic facts. LetR be a commutative
ringwith identity andAbe an associative algebra overR. Amapϒ : A×A −→ A is said to be symmetric
if ϒ(x, y) = ϒ(y, x) for all x, y ∈ A. For the symmetric map ϒ : A × A −→ A, its trace is defined
as υ(x) = ϒ(x, x) for all x ∈ A. When ϒ : A × A −→ A is a symmetric bi-additive map (which is
additive in each argument), the trace υ ofϒ satisfies the relation υ(x+ y) = υ(x)+υ(y)+ 2ϒ(x, y)
for all x, y ∈ A.
Example 3.8. Let T3(C) be the upper triangular matrix algebra of order 3 over the complex field C.
Then
U3(C) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎣
a b c
0 a d
0 0 a
⎤⎥⎥⎥⎦ a, b, c, d ∈ C
⎫⎪⎪⎪⎬⎪⎪⎪⎭
is a subalgebra of T3(C). We can define an additive map f : U3(C) −→ U3(C) by
f
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
a b c
0 a d
0 0 a
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ =
⎡⎢⎢⎢⎣
0 0 c
0 0 0
0 0 0
⎤⎥⎥⎥⎦
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for all
[
a b c
0 a d
0 0 a
]
∈ U3(C). Basing on the additivemap f , we further define amapϒ : U3(C)×U3(C) −→
U3(C) by
ϒ
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
a1 b1 c1
0 a1 d1
0 0 a1
⎤⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎣
a2 b2 c2
0 a2 d2
0 0 a2
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
=
⎡⎢⎢⎢⎣
⎡⎢⎢⎢⎣
a1 b1 c1
0 a1 d1
0 0 a1
⎤⎥⎥⎥⎦ , f
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
a2 b2 c2
0 a2 d2
0 0 a2
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
⎡⎢⎢⎢⎣
a2 b2 c2
0 a2 d2
0 0 a2
⎤⎥⎥⎥⎦ , f
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
a1 b1 c1
0 a1 d1
0 0 a1
⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
for all
[
a1 b1 c1
0 a1 d1
0 0 a1
]
,
[
a2 b2 c2
0 a2 d2
0 0 a2
]
∈ U3(C). One can easily check that ϒ is symmetric bi-additive and that
the trace υ
([
a b c
0 a d
0 0 a
])
= ϒ
([
a b c
0 a d
0 0 a
]
,
[
a b c
0 a d
0 0 a
])
of ϒ is skew-commuting on U3(C). We immediately
observe that υ = 0 and ϒ = 0.
In fact, we have a much more general result on the symmetric bi-additive maps of associative
algebras.
Example 3.9. Let A be a 2-torsion free unital associative algebra. Suppose that ϒ : A × A −→ A is a
symmetric bi-additive map. If the trace υ of ϒ is skew-commuting on A, then υ = 0 and ϒ = 0.
Indeed, by the assumption we have
aυ(a) + υ(a)a = 0 (3.25)
for all a ∈ A. Taking the identity element e into (3.25) gives
2υ(e) = 0.
The fact that A is 2-torsion free leads to υ(e) = 0. Let us replace a by a + e in (3.25). Since ϒ is
symmetric and bi-additive, we get
2υ(a) + 2aϒ(a, e) + 2ϒ(a, e)a + 4ϒ(a, e) = 0 (3.26)
for all a ∈ A. Substituting −a for a in (3.26) and comparing (3.26) with the result yields
2ϒ(a, e) = 0 (3.27)
for all a ∈ A, since υ is an even function and A is 2-torsion free. This gives ϒ(a, e) = 0 for all
a ∈ A. By (3.27) we know that υ(a + e) = υ(a) + υ(e) + 2ϒ(a, e) = υ(a) for all a ∈ A. Since
υ is skew-commuting on A, the relation (a + e)υ(a + e) + υ(a + e)(a + e) = 0 will now become
aυ(a) + υ(a)a + 2υ(a) = 0. It follows that
2υ(a) = 0
for all a ∈ A. This implies that υ(a) = 0 for all a ∈ A and hence ϒ = 0.
In view of Example 3.7-Example 3.9, it is reasonable to attempt to say something concerning skew-
commuting maps of generalized matrix algebra G. It turns out that, under rather mild assumptions,
every skew-commuting map on a class of generalized matrix algebra is zero.
Theorem 3.10. Let G be 2-torsion free generalizedmatrix algebra over the commutative ringR. Then there
is no non-zero skew-commuting map on G.
1140 Y. Li, F. Wei / Linear Algebra and its Applications 436 (2012) 1122–1153
Proof. Althoughwe have got the general form (4) of skew-commutingmaps on generalizedmatrix
algebra G in Corollary 3.6, we must restart a new computational process under the condition that G is
2-torsion free. Suppose that 	sco is a skew-commuting map of G and that 	sco is the form
	sco
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠ =
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ1(a) + τ2(m) + τ3(n) + τ4(b)
ν1(a) + ν2(m) + ν3(n) + ν4(b) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦
(3.28)
for all
[
a m
n b
] ∈ G, where δ1, δ2, δ2, δ3, δ4 are R-linear maps from A,M,N, B to A, respectively;
τ1, τ2, τ3, τ4 are R-linear maps from A,M,N, B to M, respectively; ν1, ν2, ν3, ν4 are R-linear maps
from A,M,N, B to N, respectively; μ1, μ2, μ3, μ4 are R-linear maps from A,M,N, B to B,
respectively.
In view of 〈	sco ([ 1 00 0 ]) , [ 1 00 0 ]〉 = 0, we routinely compute that 2δ1(1) = 0 and τ1(1) = ν1(1) =
0. We further get δ1(1) = 0, which is due to the fact that G is 2-torsion free. By employing analogous
computational method, one can compute μ4(1) = 0 and τ4(1) = ν4(1) = 0 via 〈	sco ([ 0 00 1 ]) ,[
0 0
0 1
]〉 = 0. Linearizing 〈	sco(X), X〉 = 0 leads to
〈	sco(X), Y〉 + 〈	sco(Y), X〉 = 0 (3.29)
for all X, Y ∈ G.
For any a ∈ A, taking X = [ a 00 0 ] and Y = [ 1 00 0 ] into (3.29) yields
〈	sco(X), Y〉 =
⎡⎣ 2δ1(a) τ1(a)
ν1(a) 0
⎤⎦ (3.30)
and
〈	sco(Y), X〉 =
⎡⎣ δ1(1)a + aδ1(1) 0
0 0
⎤⎦ =
⎡⎣ 0 0
0 0
⎤⎦ . (3.31)
(3.30) and (3.31) jointly imply that δ1 = τ1 = ν1 = 0. If we let X = [ a 00 0 ] and Y = [ 0 00 1 ] in (3.29),
then μ4 = 0 will follow from. Repeating the same computational process and putting X = [ 0 00 b ] and
Y = [ 1 00 0 ] into (3.29), we obtain
〈	sco(X), Y〉 =
⎡⎣ 2δ4(b) τ4(b)
ν4(b) 0
⎤⎦ (3.32)
and
〈	sco(Y), X〉 =
⎡⎣ 0 0
0 μ1(1)b + bμ1(1)
⎤⎦ . (3.33)
Combining (3.32) with (3.33) gives δ4 = τ4 = ν4 = 0. Let us choose X = [ 0 m0 0 ] and Y = [ 0 00 b ] in
(3.29). Then
〈	sco(X), Y〉 =
⎡⎣ 0 τ2(m)b
bν2(m) μ2(m)a + aμ2(m)
⎤⎦ (3.34)
and
〈	sco(Y), X〉 =
⎡⎣ 0 δ4(b)m + mμ4(b)
0 0
⎤⎦ =
⎡⎣ 0 0
0 0
⎤⎦ . (3.35)
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In view of (3.34) and (3.35), we arrive at τ2 = ν2 = μ2 = 0 due to the arbitrariness of ele-
ments a and b. By an analogous approach and taking X = [ 0 0n 0 ] and Y = [ 0 00 b ] into (3.29), we have
〈	sco(X), Y〉 =
⎡⎣ 0 τ3(n)b
bν3(n) μ3(n)b + bμ3(n)
⎤⎦ (3.36)
and
〈	sco(Y), X〉 =
⎡⎣ 0 0
μ4(b)n + nδ4(b) 0
⎤⎦ =
⎡⎣ 0 0
0 0
⎤⎦ . (3.37)
Due to the arbitrariness of element b, τ3 = ν3 = μ3 = 0 will follow form (3.36) and (3.37). Let us
put X = [ a 00 0 ] and Y = [ 0 00 b ] into (3.29). Then
〈	sco(X), Y〉 =
⎡⎣ 0 0
0 μ1(a)b + bμ1(a)
⎤⎦ (3.38)
and
〈	sco(Y), X〉 =
⎡⎣ δ4(b)a + aδ4(b) 0
0 0
⎤⎦ =
⎡⎣ 0 0
0 0
⎤⎦ . (3.39)
Then μ1 = 0, which is due to the arbitrariness of elements a and b. Likewise, if we choose X = [ 0 m0 0 ]
and Y = [ a 00 0 ] in (3.29), then
〈	sco(X), Y〉 =
⎡⎣ δ2(m)a + aδ2(m) aτ2(m)
ν2(m)a 0
⎤⎦ =
⎡⎣ δ2(m)a + aδ2(m) 0
0 0
⎤⎦ (3.40)
and
〈	sco(Y), X〉 =
⎡⎣ 0 δ1(a)m + mμ1(a)
0 0
⎤⎦ =
⎡⎣ 0 0
0 0
⎤⎦ . (3.41)
In view of the arbitrariness of element a, one easily observes that δ2 = 0. Lastly, let us take X =[
0 0
n 0
]
, Y = [ a 00 0 ] into (3.29). Then
〈	sco(X), Y〉 =
⎡⎣ δ3(n)a + aδ3(n) 0
0 0
⎤⎦ (3.42)
and
〈	sco(Y), X〉 =
⎡⎣ 0 0
0 0
⎤⎦ . (3.43)
Since a is an arbitrary element of A, δ3 = 0. We complete the proof of this theorem. 
Bresˇar in [5, Proposition 3.1] proved that any centralizing map on a 2-torsion free semiprime ring
can degenerate a commuting map. A similar result also holds for the skew-centralizing maps on gen-
eralized matrix algebras. More precisely speaking, we assert that every skew-centralizing additive
map on a 2-torsion free generalized matrix algebra G degenerates a commuting map. Let 	sce be a
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skew-centralizing map on a 2-torsion free generalized matrix algebra G. Then
G	sce(G) + 	sce(G)G ∈ Z(G) (3.44)
for all G ∈ G. The relation (3.44) gives that
[G2, 	sce(G)] = [G, G	sce(G) + 	sce(G)G] = 0 (3.45)
for all G ∈ G. We now define a map ϒ : G × G −→ G by
ϒ(G1, G2) = [G1, 	sce(G2)] + [G2, 	sce(G1)]
for all G1, G2 ∈ G. Clearly, ϒ is symmetric and bi-additive. The trace of ϒ is υ(G) = ϒ(G, G) =
2[G, 	sce(G)] for all G ∈ G. Then (3.45) is equivalent to
Gυ(G) + υ(G)G = 0
for all G ∈ G. This shows that υ is skew-commuting on G. By Example 3.9 or Theorem 3.10 we
know that υ = 0 and hence [G, 	sce(G)] = 0 for all G ∈ G. This implies that 	sce is commuting
on G.
Furthermore,weuse ring-theoretic techniques aswell as ideas from [32] to obtain onemore general
result. As you will see, our proof heavily depends on the fact that G is a unital algebra with identity
element I.
Proposition 3.11. Let n be a positive integer with n  2 and G be a n!-torsion free generalized matrix
algebra over the commutative ring R. If f is an additive map of G such that Gnf (G) + f (G)Gn ∈ Z(G) for
all G ∈ G, then
(1) f is commuting on G;
(2) f is of the form (2).
Proof. (1) By assumption we know that
[G, Gnf (G) + f (G)Gn] = 0 (3.46)
for all G ∈ G. This implies that
Gn[G, f (G)] + [G, f (G)]Gn = 0 (3.47)
for all G ∈ G. We now define a map ϒ : G × G −→ G by
ϒ(G1, G2) = [G1, f (G2)] + [G2, f (G1)]
for all G1, G2 ∈ G. Clearly, ϒ is symmetric and bi-additive. The trace of ϒ is υ(G) = ϒ(G, G) =
2[G, f (G)] for all G ∈ G and it is an even function defined on G. Then (3.47) is equivalent to the
identity
Gnυ(G) + υ(G)Gn = 0 (3.48)
for all G ∈ G. Taking the identity matrix I ∈ G into (3.48) and considering the fact that G is n!-torsion
free (n  2), we obtain υ(I) = 0. Let t be any positive integer. Replacing G + tI for G in (3.48) and
using υ(G + tI) = υ(G) + t2υ(I) + 2tϒ(G, I) for all G ∈ G, we get
tp1(G, I) + t2p2(G, I) + · · · + tn+1pn+1(G, I) = 0, (3.49)
for all G ∈ G, where pi(G, I) is the sum of terms involving G and I such that pi(G, tI) = tipi(G, I), i =
1, 2, . . . , n + 1. Replacing 1, 2, . . . , n + 1 for t in (3.49) in turn and obtaining a system of n + 1
homogeneous equations with the variables p1(G, I), p2(G, I), . . . , pn+1(G, I), we observe that the
coefficient matrix of the system is a Vandermonde matrix
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1 1 · · · 1
2 22 · · · 2n+1
· · · · · · · · · · · ·
n + 1 (n + 1)2 · · · (n + 1)n+1
⎤⎥⎥⎥⎥⎥⎥⎦ .
The determinant of Vandermonde matrix is equal to a product of positive integers, each of which is
less than n + 1. By the fact that G is n!-torsion free, it follows that
pi(G, I) = 0
for all G ∈ G(i = 1, 2, 3, . . . , n + 1). In particular, we have
pn+1(G, I) = 2ϒ(G, I) = 0 (3.50)
for all G ∈ G. This leads to ϒ(G, I) = 0 for all G ∈ G. On the other hand
0 = pn(G, I) = 2υ(G) + 2n(Gϒ(G, I) + ϒ(G, I)G) = 2υ(G) (3.51)
for all G ∈ G. (3.51) implies that υ(G) = 0 for all G ∈ G. Therefore [G, f (G)] = 0 for all G ∈ G, which
is the desired result.
(2) By Corollary 3.2 it follows that f is of the form (2). 
The following proposition is in essential the remark of [4]. For the sake of completeness, we give a
detailed proof.
Proposition 3.12. Let G be 2-torsion free and 3-torsion free generalized matrix algebra over the commu-
tative ring R. If f is a semi-commuting map of G, then f is either a commuting map of G with form (2)
or a zero map of G.
Proof. Let us define two bi-additive maps
 : G × G −→ G
(G1, G2) −→ f (G1)G2 + G1f (G2), ∀ G1, G2 ∈ G,
and
 : G × G −→ G
(G1, G2) −→ f (G1)G2 − G1f (G2), ∀ G1, G2 ∈ G.
we assert that G = P ⋃Q, where P = {G ∈ G|(G, G) = 0} and Q = {G ∈ G|(G, G) = 0}.
Suppose that our assertion is not true. Then P = G and Q = Q. This implies that there exist some
elementsG,H ∈ G such that(G, G) = 0 and(H,H) = 0. It should be noted that(H,H) = 0 and
(G, G) = 0. Letus take theelementG+H. IfG+H ∈ P , thenwehave(G, G)+(G,H)+(H, G) =
0, and if G + H ∈ Q, then we get (G,H) + (H, G) + (H,H) = 0. Similarly we can choose the
elements G − H and G + 2H. In view of the fact that R is 2-torsion free and 3-torsion free, one can
easily obtain that either(G, G) = 0 or(H,H) = 0, which is contradictory to our assumption. This
proves our assertion.
If f is commuting on G, then f is of the form (2) by Corollary 3.2. If f is skew-commuting on G,
then f is a zero map of G by Theorem 3.10. 
Remark 3.13. It should be pointed out that for the generalized matrix algebra G = [ A MN B ] in this
section, all results still hold under the following assumption:N is faithful as a left B-module and is also
faithful as a right A-module, but no any constraint conditions concerning the bimoduleM.
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4. Semi-centralizing derivations of generalized matrix algebras
Let G be the generalized matrix algebra of order 2 originated from the Morita context
(A, B,A MB,B NA, MN, NM) and let us denote it by
G :=
[
A M
N B
]
.
Here, at least one of the two bimodulesM andN is distinct from zero. In this section, we always assume
that M is faithful as a left A-module and also as a right B-module, but no any constraint conditions
concerning the bimodule N. The main goal of this part is to study semi-centralizing derivations of
the generalized matrix algebra G. Our motivation originate from the following results. Mayne in [27]
showed that any centralizing automorphism on a noncommutative prime ringR is trivial, that is, any
centralizing automorphism on R is an identical map. Chung and Luh [15] further developed Mayne’s
work by proving the following result. LetR be a noncommutative prime ring of characteristic = 3 or a
ring with non-zero center. Then any semi-commuting automorphism ofR is trivial, that is, any semi-
commuting automorphism of R is an identical map. Posner’s theorem [29] states that the existence
of a non-zero centralizing derivation on a prime ring forces the ring to be commutative. Hirano et al.
[21] jointly extended Posner’s theorem and proved that a prime ring possessing a semi-centralizing
derivation is necessarily commutative.
In order to proceed with our work we are forced to characterize derivations of the generalized
matrix algebra G. Although we only focus on the behavior of derivations in the current article, the
general form of Lie derivations on G will be described. As you see in below, we naturally obtain the
description concerning derivations of G via the characterization of Lie derivations on G.
Proposition 4.1. Let 	Lied be a Lie derivation of G. Then 	Lied is of the form
	Lied
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
[
δ1(a) − mn0 − m0n + δ4(b) am0 − m0b + τ2(m) + τ3(n)
n0a − bn0 + ν2(m) + ν3(n) μ1(a) + n0m + nm0 + μ4(b)
]
,
∀
⎡⎣ a m
n b
⎤⎦ ∈ G,
(5)
where m0 ∈ M, n0 ∈ N and
δ1 :A −→ A, δ4 :B −→ Z(A) τ2 :M −→ M, τ3 :N −→ M,
ν2 :M −→ N, ν3 :N −→ N μ1 :A −→ Z(B), μ4 :B −→ B
are allR-linear maps satisfying the following conditions:
(1) δ1 is a Lie derivation of A and δ1(mn) = δ4(nm) + τ2(m)n + mν3(n);
(2) μ4 is a Lie derivation of B and μ4(nm) = μ1(mn) + nτ2(m) + ν3(n)m;
(3) δ4([b, b′]) = 0 for all b, b′ ∈ B and μ1([a, a′]) = 0 for all a, a′ ∈ A;
(4) τ2(am) = aτ2(m) + δ1(a)m − mμ1(a) and τ2(mb) = τ2(m)b + mμ4(b) − δ4(b)m;
(5) ν3(na) = ν3(n)a + nδ1(a) − μ1(a)n and ν3(bn) = bν3(n) + μ4(b)n − nδ4(b);
(6) 2τ3(n) = 0 and 2ν2(m) = 0.
Proof. Suppose that the Lie derivation 	Lied is of the form
	Lied
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
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=
⎡⎣ δ1(a) + δ2(m) + δ3(n) + δ4(b) τ1(a) + τ2(m) + τ3(n) + τ4(b)
ν1(a) + ν2(m) + ν3(n) + ν4(b) μ1(a) + μ2(m) + μ3(n) + μ4(b)
⎤⎦ , (4.1)
for all
[
a m
n b
] ∈ G, where δ1, δ2, δ3, δ4 are R-linear maps from A,M,N, B to A, respectively; τ1, τ2,
τ3, τ4 are R-linear maps from A,M,N, B to M, respectively; ν1, ν2, ν3, ν4 are R-linear maps from
A,M,N, B to N, respectively; μ1, μ2, μ3, μ4 areR-linear maps from A,M,N, B to B, respectively.
For any G1, G2 ∈ G, we will intensively employ the Lie derivation equation
	Lied([G1, G2]) = [	Lied(G1), G2] + [G1, 	Lied(G2)]. (4.2)
Let us choose G1 = [ 1 00 0 ] and G2 = [ 0 m0 0 ] in (4.2). We have
	Lied([G1, G2]) =
⎡⎣ δ2(m) τ2(m)
ν2(m) μ2(m)
⎤⎦ (4.3)
and
[	Lied(G1), G2] + [G1, 	Lied(G2)] =
⎡⎣−mν1(1) δ1(1)m − mμ1(1) + τ2(m)
−ν2(m) ν1(1)m
⎤⎦ . (4.4)
(4.3) and (4.4) jointly imply that 2ν2(m) = 0, δ2(m) = −mν1(1) and μ2(m) = ν1(1)m for all
m ∈ M. For convenience, let us denote ν1(1) by n0. Then δ2(m) = −mn0 and μ2(m) = n0m for all
m ∈ M. Similarly, taking G1 = [ 1 00 0 ] and G2 = [ 0 0n 0 ] into (4.2) gives
	Lied([G1, G2]) =
⎡⎣−δ3(n) −τ3(n)
−ν3(n) −μ3(n)
⎤⎦ (4.5)
and
[	Lied(G1), G2] + [G1, 	Lied(G2)] =
⎡⎣ τ1(1)n τ3(n)
μ1(1)n − nδ1(1) − ν3(n) −nτ1(1)
⎤⎦ . (4.6)
Combining (4.5) with (4.6) yields 2τ3(n) = 0, δ3(n) = −τ1(1)n and μ3(n) = nτ1(1) for all n ∈ N.
Let us denote τ1(1) bym0. Then δ3(n) = −m0n and μ3(n) = nm0 for all n ∈ N.
Putting G1 = [ a 00 b ] and G2 = [ 1 00 0 ] in (4.2), we get
	Lied([G1, G2]) =
⎡⎣ 0 0
0 0
⎤⎦ (4.7)
and
[	Lied(G1), G2] + [G1, 	Lied(G2)]
=
⎡⎣ aδ1(1) − δ1(1)a −τ1(a) − τ4(b) + am0 − m0b
ν1(a) + ν4(b) + bn0 − n0a bμ1(1) − μ1(1)b
⎤⎦ . (4.8)
By (4.7) and (4.8)one immediately see that τ1(a)+τ4(b) = am0−m0b andν1(a)+ν4(b) = n0a−bn0
for all a ∈ A, b ∈ B. Likewise, if we choose G1 = [ a 00 0 ] and G2 = [ 0 00 b ] in (4.2), then
	Lied([G1, G2]) =
⎡⎣ 0 0
0 0
⎤⎦ (4.9)
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and
[	Lied(G1), G2] + [G1, 	Lied(G2)] =
⎡⎢⎣ aδ4(b) − δ4(b)a τ1(a)b + aτ4(b)
−bν1(a) − ν4(b)a μ1(a)b − bμ1(a)
⎤⎥⎦ . (4.10)
Then δ4(b) ∈ Z(A) and μ1(a) ∈ Z(B) will follow from (4.9) and (4.10).
Furthermore, taking G1 = [ a 00 0 ] and G2 = [ a′ 00 0 ] into (4.2), one observe that
	Lied([G1, G2]) =
⎡⎢⎣ δ1([a, a′]) τ1([a, a′])
ν1([a, a′]) μ1([a, a′])
⎤⎥⎦ (4.11)
and
[	Lied(G1), G2] + [G1, 	Lied(G2)] =
⎡⎢⎣ [δ1(a), a′] + [a, δ1(a′)] −a′τ1(a) + aτ1(a′)
ν1(a)a
′ − ν1(a′)a 0
⎤⎥⎦ . (4.12)
(4.11) and (4.12) show that δ1 is a Lie derivation of A and μ1[a, a′] = 0 for all a, a′ ∈ A. Similarly,
putting G1 = [ 0 00 b ] and G2 = [ 0 00 b′ ] in (4.2) yields
	Lied([G1, G2]) =
⎡⎢⎣ δ4([b, b′]) τ4([b, b′])
ν4([b, b′]) μ4([b, b′])
⎤⎥⎦ (4.13)
and
[	Lied(G1), G2] + [G1, 	Lied(G2)] =
⎡⎢⎣ 0 τ4(b)b′ − τ4(b′)b
−b′ν4(b) + bν4(b′) [μ4(b), b′] + [b, μ4(b′)]
⎤⎥⎦ .
(4.14)
It follows from (4.13) and (4.14) that μ4 is a Lie derivation of A and δ4[b, b′] = 0 for all b,
b′ ∈ B.
Let us choose G1 = [ 0 m0 0 ] and G2 = [ 0 0n 0 ] in (4.2). We arrive at
	Lied([G1, G2]) =
⎡⎢⎣ δ1(mn) − δ4(nm) τ1(mn) − τ4(nm)
ν1(mn) − ν4(nm) μ1(mn) − μ4(nm)
⎤⎥⎦ (4.15)
and
[	Lied(G1), G2] + [G1, 	Lied(G2)] =
⎡⎢⎣ τ2(m)n + mν3(n) mμ3(n) − δ3(n)m
μ2(m)n − nδ2(m) −nτ2(m) − ν3(n)m
⎤⎥⎦ . (4.16)
By (4.15) and (4.16)weget δ1(mn) = δ4(nm)+τ2(m)n+mν3(n) andμ4(nm) = μ1(mn)+nτ2(m)+
ν3(n)m for allm ∈ M, n ∈ N.
If we let G1 = [ a 00 0 ] and G2 = [ 0 m0 0 ] in (4.2), then
	Lied([G1, G2]) =
⎡⎣ δ2(am) τ2(am)
ν2(am) μ2(am)
⎤⎦ (4.17)
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and
[	Lied(G1), G2] + [G1, 	Lied(G2)]
=
⎡⎣−mν1(a) + aδ2(m) − δ2(m)a aτ2(m) + δ1(a)m − mμ1(a)
−ν2(m)a ν1(a)m
⎤⎦ . (4.18)
(4.17) and (4.18) imply that τ2(am) = aτ2(m)+δ1(a)m−mμ1(a) for all a ∈ A,m ∈ M. By employing
the same computational approach and choosing G1 = [ 0 00 b ] and G2 = [ 0 m0 0 ] in (4.2), we at once have
τ2(mb) = τ2(m)b + mμ4(b) − δ4(b)m for all m ∈ M, b ∈ B. Likewise, let us put G1 = [ a 00 0 ] and
G2 = [ 0 0n 0 ] in (4.2), then ν3(na) = ν3(n)a+ nδ1(a) − μ1(a)nwill follow for all n ∈ N, a ∈ A. Taking
G1 = [ 0 00 b ] andG2 = [ 0 0n 0 ] into (4.2) leads to ν3(bn) = bν3(n)+μ4(b)n−nδ4(b) for all b ∈ B, n ∈ N.
We complete the proof of this proposition. 
Proposition 4.2. An additive map 	d is a derivation of G if and only if 	d has the form
	d
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) − mn0 − m0n am0 − m0b + τ2(m)
n0a − bn0 + ν3(n) n0m + nm0 + μ4(b)
⎤⎦ ,
∀
⎡⎣ a m
n b
⎤⎦ ∈ G,
(6)
where m0 ∈ M, n0 ∈ N and
δ1 :A −→ A, τ2 :M −→ M, τ3 :N −→ M,
ν2 :M −→ N, ν3 :N −→ N, μ4 :B −→ B
are allR-linear maps satisfying the following conditions:
(1) δ1 is a derivation of A with δ1(mn) = τ2(m)n + mν3(n);
(2) μ4 is a derivation of B with μ4(nm) = nτ2(m) + ν3(n)m;
(3) τ2(am) = aτ2(m) + δ1(a)m and τ2(mb) = τ2(m)b + mμ4(b);
(4) ν3(na) = ν3(n)a + nδ1(a) and ν3(bn) = bν3(n) + μ4(b)n.
Proof. Let	d be a derivation of G. It should be remarked that every derivation on G is a Lie derivation.
By Proposition 4.1, we immediately have
	d
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠ =
⎡⎣ δ1(a) − mn0 − m0n + δ4(b) am0 − m0b + τ2(m) + τ3(n)
n0a − bn0 + ν2(m) + ν3(n) μ1(a) + n0m + nm0 + μ4(b)
⎤⎦ (4.19)
for all
[
a m
n b
] ∈ G, wherem0 ∈ M, n0 ∈ N and
δ1 :A −→ A, δ4 :B −→ Z(A) τ2 :M −→ M, τ3 :N −→ M,
ν2 :M −→ N, ν3 :N −→ N μ1 :A −→ Z(B), μ4 :B −→ B
are all R-linear maps satisfying the additional conditions (1) − (6) in Proposition 4.1. On the other
hand, the derivation equation
	d(G1G2) = 	d(G1)G2 + G1	d(G2),∀G1, G2 ∈ G (4.20)
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is available for us. Basing on the above two relations (4.19) and (4.20) we will do some further
computational work.
Let us first take G1 = [ a 00 0 ] and G2 = [ 0 00 b ] into (4.20). We obtain
	d(G1G2) =
⎡⎣ 0 0
0 0
⎤⎦ (4.21)
and
	d(G1)G2 + G1	d(G2) =
⎡⎣ aδ4(b) 0
0 μ1(a)b
⎤⎦ . (4.22)
It follows from (4.21) with (4.22) that δ4(b) = 0 and μ1(a) = 0, which is due to the arbitrariness of
the elements a and b. Thus the additional conditions in Proposition 4.1 become as follows:
δ1(mn) = τ2(m)n + mν3(n), u4(nm) = nτ2(m) + ν3(n)m,
τ2(am) = aτ2(m) + δ1(a)m, τ2(mb) = τ2(m)b + mμ4(b),
ν3(na) = ν3(n)a + nδ1(a), ν3(bn) = bν3(n) + μ4(b)n.
Furthermore, if we let G1 = [ a 00 0 ] and G2 = [ a′ 00 0 ] in (4.20), then
	d(G1G2) =
⎡⎣ δ1(aa′) aa′m0
n0aa
′ μ1(aa′)
⎤⎦ =
⎡⎣ δ1(aa′) aa′m0
n0aa
′ 0
⎤⎦ (4.23)
and
	d(G1)G2 + G1	d(G2) =
⎡⎣ δ1(a)a′ + aδ1(a′) aa′m0
n0aa
′ 0
⎤⎦ . (4.24)
Thus δ1 is a derivation ofA since a and a
′ are arbitrary elements ofA. Similarly, the factμ4 is a derivation
of B follows by taking G1 = [ 0 00 b ] and G2 = [ 0 00 b′ ] into (4.20).
Putting G1 = [ 0 m0 0 ] and G2 = [ 1 00 0 ] into (4.20), we get
	d(G1G2) =
⎡⎣ 0 0
0 0
⎤⎦
and
	d(G1)G2 + G1	d(G2) =
⎡⎣ 0 0
ν2(m) 0
⎤⎦ . (4.25)
Hence ν2(m) = 0 for allm ∈ M. Similarly, if we put G1 = [ 1 00 0 ] and G2 = [ 0 0n 0 ] into (4.20), τ3(n) = 0
for all n ∈ N follows.
If 	d has the form (6) and satisfies conditions (1) − (4), then by direct computations, the fact
that 	d is a derivation of G follows. 
We are ready to state and prove the main theorem of this section.
Theorem 4.3. Let G be a generalized matrix algebra. Then any semi-centralizing derivation on G is
zero.
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Proof. Let	sced be a semi-centralizing derivation of the generalized matrix algebra G. By Proposition
4.2 we know that 	sced is of the form s
	sced
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠
=
⎡⎣ δ1(a) − mn0 − m0n am0 − m0b + τ2(m)
n0a − bn0 + ν3(n) n0m + nm0 + μ4(b)
⎤⎦ ,
∀
⎡⎣ a m
n b
⎤⎦ ∈ G,
(4.26)
wherem0 ∈ M, n0 ∈ N and
δ1 :A −→ A, τ2 :M −→ M, τ3 :N −→ M,
ν2 :M −→ N, ν3 :N −→ N, μ4 :B −→ B
are allR-linear maps satisfying the additional conditions (1) − (4) in Proposition 4.2. Whether	sced
is a centralizing derivation of G or	sced is a skew-centralizing derivation of G, the proof of Proposition
3.1 and that of Proposition 3.5 show us that m0 = τ1(1) = 0 and n0 = ν1(1) = 0. Then (4.25)
becomes
	sced
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠ =
⎡⎣ δ1(a) τ2(m)
ν3(n) μ4(b)
⎤⎦ (4.27)
for all
⎡⎣ a m
n b
⎤⎦ ∈ G.
Suppose that	sced is a centralizing derivation of G. Then the conditions (2) and (3) of Proposition
3.1 prove that τ2(m) = δ1(1)m − mμ1(1) and ν3(n) = μ4(1)n − nδ4(1). In view of Proposition
4.2, we conclude that τ2(m) = 0 and ν3(n) = 0. If 	sced is a skew-centralizing derivation of G, then
τ2(m) = −δ1(1)m − mμ1(1) and ν3(n) = −μ4(1)n − nδ4(1) by the conditions (2) and (3) of
Proposition 3.5. Applying Proposition 4.2 again gives τ2(m) = 0 for all m ∈ M and ν3(n) = 0 for all
n ∈ N. In any case, we succeed in proving that
	sced
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠ =
⎡⎣ δ1(a) 0
0 μ4(b)
⎤⎦ (4.28)
for all
⎡⎣ a m
n b
⎤⎦ ∈ G.
It suffices to show that δ1(a) = 0 for all a ∈ A and μ4(b) = 0 for all b ∈ B. By the condition
(3) of Proposition 4.2 we know that τ2(am) = aτ2(m) + δ1(a)m for all a ∈ A and m ∈ M and
τ2(mb) = τ2(m)b + mμ4(b) for all b ∈ B and m ∈ M. Since τ2(m) = 0 for all m ∈ M, we at once
obtain δ1(a)m = 0 for all a ∈ A,m ∈ M andmμ4(b) = 0 for allm ∈ M, b ∈ B. Note that the bimodule
M is faithful as a left A-module and is also faithful as a right B-module. This implies that δ1(a) = 0
and μ4(b) = 0. 
As we know, (non-)linear (Lie-)derivations of matrix algebras have been investigated by many
researchers from various views. A number of literature references are contributed to this topics, see
[1,3,11,14,22,30,37]. Therefore Lie derivations and derivations of G have so many interests and are
deserved to be studied in the frame of generalized matrix algebras. The related work will appear in a
separate article written by the current authors very soon.
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According to routine analysis, semi-centralizing automorphisms which quite often associate with
semi-centralizing derivations should be at our hand. We can not make any progress in this regards,
although the structures and properties of automorphisms of some other matrix algebras are clear.
Question 4.4. Let	aut be an automorphism of generalized matrix algebra G. How can we describe its
general form ? That is,
	aut
⎛⎝⎡⎣ a m
n b
⎤⎦⎞⎠ =
⎡⎣ ? ?
? ?
⎤⎦ , ∀
⎡⎣ a m
n b
⎤⎦ ∈ G.
Conjecture 4.5. Let G be a generalized matrix algebra. Then every semi-centralizing automorphism on G
is trivial, that is, every semi-centralizing automorphism on G is an identical map.
Remark 4.6. We will now indicate that for the generalized matrix algebra G = [ A MN B ] in this section,
all results are also true under the following assumption: N is faithful as a left B-module and is also
faithful as a right A-module, but no any constraint conditions concerning the bimoduleM.
5. Applications
In this section, we will present some applications of semi-centralizing maps to natural general-
ized matrix algebras, quasi-hereditary algebras, full matrix algebras, inflated algebras, block upper
and lower triangular matrix algebras, nest algebras, general upper and lower triangular algebras. The
involved maps include commuting maps, skew-commuting maps and semi-centralizing derivations.
5.1. Natural generalized matrix algebras and quasi-hereditary algebras
LetR be a commutative ring with identity and A be a unital algebra overR. By Proposition 3.12 we
directly obtain
Corollary 5.1. Let G =
⎡⎣ eAe eA(1 − e)
(1 − e)Ae (1 − e)A(1 − e)
⎤⎦ be the natural generalized matrix algebra de-
fined in 2.1. IfR is 2-torsion free and 3-torsion free, then any semi-commutingmap ofG is either commuting
or zero.
Similarly, we also have
Corollary 5.2. Let K be an algebraically closed field of characteristic not 2, 3 and A be a quasi-hereditary
algebra over K. Then any semi-commuting map of A is either commuting or zero.
For the quasi-hereditary A, we by Section 2.1 know that there exists an idempotent e ∈ A such that
A ∼=
⎡⎣ eAe eA(1 − e)
(1 − e)Ae (1 − e)A(1 − e)
⎤⎦ .
This result follows from Proposition 3.12.
Corollary 5.3. LetKbeanalgebraically closedfield, Abeaquasi-hereditary algebraoverKandG =
[
A˜ M
N K
]
be the hereditary generalized matrix algebra constructed in 2.1. If either M is faithful as a left A˜-module or
N is faithful as a right A˜-module, then any semi-centralizing derivation on G is zero.
Y. Li, F. Wei / Linear Algebra and its Applications 436 (2012) 1122–1153 1151
This is due to Theorem 4.3 and Remark 4.6. The behaviors of derivations on G are closely related to
Hochschild cohomology theory of the quasi-hereditary algebra A, see [17,28].
5.2. Full matrix algebras and inflated algebras
Let F be the real or complex field.Mn(F) is the full matrix algebra over F, where n  2.
Corollary 5.4. Let f be a semi-commuting map of Mn(F). Then f is either a proper commuting map or
zero map.
If f is commuting onMn(F), then f is proper by [35, Corollary 4.1]. If f is skew-commuting onMn(F),
then f is zero by Theorem 3.10.
Corollary 5.5. Any semi-centralizing derivation on Mn(F) is zero.
By Section 2.3 we know thatMn(F) can be written as
Mn(F) =
⎡⎣ A M1×(n−1)(F)
M(n−1)×1(F) Mn−1(F)
⎤⎦ .
It is not difficult to observe that M1×(n−1)(F) is faithful as left A-module and is also faithful as right
Mn−1(F)-module. Likewise, M(n−1)×1(F) is faithful as left Mn−1(F)-module and is also faithful as
right A-module. This result follows from Theorem 4.3 and Remark 4.6.
Corollary 5.6. Let R be a commutative ring with identity, A be a unital R-algebra and B(A, V, γ ) be the
inflated algebra defined in Section 2.4. Suppose that B(A, V, γ ) has an identity element.
(1) If f is a commuting map on B(A, V, γ ), then f is proper;
(2) IfR is 2-torsion free, then any skew-commuting map on B(A, V, γ ) is zero.
Proof. If B(A, V, γ ) has an identity element, then the matrix  defined by the bilinear form γ is
invertible in the full matrix algebraMn(A) by [24, Proposition 4.2]. We define
σ : Mn(A) −→ (Mn(A), )
X −→ X−1.
Note that σ(X) ◦ σ(Y) = σ(X)σ(Y) = XY−1 = σ(XY) for all X, Y ∈ Mn(A) and hence σ is an
algebraic isomorphism. The statement (1) follows from Corollary [35, Corollary 4.3].
The statement (2) follows from the fact B(A, V, γ ) ∼= (Mn(A), ) and Theorem 3.10. 
5.3. Block upper (or lower) triangularmatrix algebras, nest algebras and general upper (or lower) triangular
algebras
LetR be a commutative ring with identity, A be a unital algebra overR and Bd¯n(A) (resp. B′d¯n (A)) be
the block upper (resp. lower) triangular matrix algebra over A. By Theorem 3.10 we have
Corollary 5.7. Let Bd¯n(A) and B
′d¯
n (A) be the block upper and lower triangular matrix algebra over A,
respectively. Suppose thatR is 2-torsion free. Then
(1) every skew-commuting map on Bd¯n(A) is zero;
(2) every skew-commuting map on B′d¯n (A) is zero.
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We will now apply Theorem 4.3 and Remark 4.6 to the block upper and lower triangular matrix
algebras and obtain
Corollary 5.8. Let Bd¯n(A) and B
′d¯
n (A) be the block upper and lower triangular matrix algebra over A,
respectively. Then
(1) any semi-centralizing derivation on Bd¯n(A) is zero;
(2) any semi-centralizing derivation on B′d¯n (A) is zero.
Let us next see the semi-centralizing maps of nest algebras. If X is one of the following spaces:
(1) X is a Hilbert space over the real or complex field F and N is a nest on X,
(2) X is a finite dimensional Banach space over the real or complex field F and N is a nest on X,
(3) X is an infinite dimensional Banach space over the real or complex field F andN is a nest on X.
Suppose that there exists a non-trivial element N ∈ N which is complemented in X,
then by Section 2.7we know that the two nest algebras T (N ) and T ′(N ) associated toN are triangular
algebras.
Corollary 5.9. Let T (N ) and T ′(N ) be the nest algebras associated to N . Then
(1) any commuting map of T (N ) is of the form X → rX + (X)1, where r ∈ F and  is a linear
functional;
(2) any commuting map of T ′(N ) is of the form X → r′X + ′(X)1, where r′ ∈ F and ′ is a linear
functional;
(3) every skew-commuting map on T (N ) is zero;
(4) every skew-commuting map on T ′(N ) is zero.
Combining Theorem 4.3 with Remark 4.6 and applying them to the nest algebras T (N ) and T ′(N )
gives
Corollary 5.10. Let T (N ) and T ′(N ) be the nest algebras associated to N . Then
(1) any semi-centralizing derivation on T (N ) is zero;
(2) any semi-centralizing derivation on T ′(N ) is zero.
We will end this article by discussing the semi-centralizing maps of general upper and lower tri-
angular algebras. Let R be a commutative ring with identity and G = [ A MN B ] be a generalized matrix
algebra of order 2 originated from the Morita context (A, B, AMB, BNA, MN, NM). We require that
at least one of the (A, B)-bimodule M and the (B, A)-bimodule N is distinct from zero. If the (B, A)-
bimoduleN is zero, then G degenerates an upper triangular algebra T . Likewise, if the (A, B)-bimodule
M is zero, then G becomes a lower triangular algebra T ′. The non-zero bimoduleM in T is faithful as a
left A-module and also as right B-module. The non-zero bimodule N in T ′ is faithful as a left B-module
and also as right A-module. Let us give some new presentations concerning semi-centralizing maps
on triangular algebras.
Corollary 5.11. LetR be a 2-torsion free commutative ring and T and T ′ be the upper and lower triangular
algebras, respectively. Then
(1) any skew-commuting map on T is zero;
(2) any skew-commuting map on T ′ is zero.
This is a direct consequence of Theorem 3.10 and Remark 3.13.
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Corollary 5.12. Let T and T ′ be the upper and lower triangular algebras, respectively. Then
(1) any semi-centralizing derivation on T is zero;
(2) any semi-centralizing derivation on T ′ is zero.
This result is due to Theorem 4.3 and Remark 4.6.
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