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ABSTRACT

Vision-based Path Planning, Collision Avoidance, and Target Tracking
for Unmanned Air and Ground Vehicles in Urban Environments

Huili Yu
Department of Electrical and Computer Engineering
Doctor of Philosophy
Unmanned vehicle systems, specifically Unmanned Air Vehicles (UAVs) and Unmanned
Ground Vehicles (UGVs) have found potential use in both military and civilian applications. For
many applications, unmanned vehicle systems are required to navigate in urban environments
where obstacles with various types and sizes exist. The main contribution of this research is to
offer vision-based path planning, collision avoidance, and target tracking strategies for Unmanned
Air and Ground vehicles operating in urban environments.
Two vision-based local-level frame mapping and planning techniques are first developed for
Miniature Air Vehicles (MAVs). The techniques build maps and plan paths in the local-level frame
of MAVs directly using the camera measurements without transforming to the inertial frame. Using
a depth map of an environment obtained by computer vision methods, the first technique employs
an extended Kalman Filter (EKF) to estimate the range, azimuth to, and height of obstacles, and
constructs local spherical maps around MAVs. Based on the maps, the Rapidly-Exploring Random
Tree (RRT) algorithm is used to plan collision-free Dubins paths. The second technique constructs
local multi-resolution maps using an occupancy grid, which give higher resolution to the areas that
are close to MAVs and give lower resolution to the areas that are far away. The maps are built
using a log-polar representation. The two planning techniques are demonstrated in simulation and
flight tests.
Based on the observation that a camera does not provide accurate time-to-collision (TTC)
measurements, two and three dimensional observability-based planning algorithms are explored.
The techniques estimate both TTC and bearing using bearing-only measurements. A nonlinear
observability analysis of state estimation process is conducted to obtain the conditions for complete
observability of the system. Using the conditions, the observability-based planning algorithms
are designed to minimize the estimation uncertainties while simultaneously avoiding collisions.
The two dimensional planning algorithm parameterizes an obstacle using TTC and azimuth, and
constructs local polar maps. The three dimensional planning algorithm parameterizes an obstacle
using inverse TTC, azimuth, and elevation, and constructs local spherical maps. The algorithms
are demonstrated in simulation.

Lastly, a probabilistic path planning algorithm is developed for tracking a moving target
in urban environments using UAVs and UGVs. The algorithm takes into account occlusions due
to obstacles. It models the target using a dynamic occupancy grid and updates the target location
using a Bayesian filter. Based on the target’s current and probable future locations, a decentralized path planning algorithm is designed to generate suboptimal paths that maximize the sum of
the joint probability of detection for all vehicles over a finite look-ahead horizon. Results demonstrate the planning algorithm is successful in solving the moving target tracking problem in urban
environments.

Keywords: path planning, collision avoidance, target tracking, unmanned air and ground vehicles
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Chapter 1
Introduction
1.1

Problem Motivation and Description
Recently, there has been significant research on the development of unmanned vehicle sys-

tems, which have found important uses in both military and civilian applications. For example,
unmanned vehicle systems can be used to monitor critical infrastructure and disasters, perform
search and rescue, and perform in-store weather measurements [1]. For many of these applications, unmanned vehicles are required to navigate in urban environments, where obstacles of
various types and sizes, like buildings or trees, exist and may hinder the success of missions. This
research addresses path planning, collision avoidance, and target tracking problems for unmanned
vehicle systems operating in urban environments.
To navigate between two configurations in unknown urban environments, small Unmanned
Air Vehicles (UAVs) or Miniature Air Vehicles (MAVs) must have the capability to sense the
obstacles and to autonomously plan collision-free paths. Small aircraft have significant weight
limitations that prevent many sensors, like radar, ladar, and sonar, to be carried on board. Sensors
commonly used on commercial aircraft to detect obstacles are not feasible on MAVs. A camera
is lightweight and cheap and fits the physical requirements of MAVs and may be used to detect
obstacles. Since the camera measurements are obtained in the body-frame, it is most natural to
create maps and to plan paths in the local-level frame of the MAV directly using the camera measurements without transforming to the inertial frame. The local-level frame is defined to be the
coordinate frame located at the center of mass and rotated to capture the yaw angle of the vehicle, but with zero roll and pitch angles. This research first explores two vision-based local-level
frame mapping and path planning techniques. Using a depth map of the environment obtained by
computer vision methods, the first technique constructs local cylindrical maps by estimating the
range, azimuth to, and height of obstacles using an extended Kalman Filter (EKF). Based on the
1

local cylindrical maps, the Rapidly-Exploring Random Tree (RRT) algorithm developed in [2] is
used to plan paths in the local-level frame. In the second technique, a local log-polar map around
the MAV is constructed using an occupancy grid [3]. The grid map assigns higher resolution to
the areas that are close to the MAV and assigns lower resolution to the areas that are far away. A
collision-free path is planned based on the occupancy grid using the RRT algorithm.
A monocular camera does not provide accurate time-to-collision (TTC) measurements,
but it does provide accurate bearing measurements. This observation motivates us to consider a
monocular camera as a bearing-only measurement device and use it to estimate both TTC and
bearing. To ensure the error covariance matrix computed by the EKF is bounded, the system
must be observable. We conduct a nonlinear observability analysis to obtain the conditions for
complete observability. Using these conditions, we develop an observability-based path planning
and collision avoidance technique using a bearing-only camera that minimizes the uncertainty of
state estimation while simultaneously avoiding collisions. For two dimensional path planning,
we parameterize an obstacle using TTC and bearing, and construct a local map around the MAV
in polar coordinates. For three dimensional path planning, the obstacle is parameterized by the
inverse TTC, azimuth, and elevation, and a local map is constructed in spherical coordinates.
In addition to collision avoidance, target tracking in urban terrain is another desirable feature for autonomous vehicles. Urban terrain complicates the tracking problem because buildings
and other obstacles occlude the line of sight between the cameras and the target. This research explores a probabilistic path planning algorithm for tracking a moving target in urban environments
using multiple UAVs in cooperation with multiple unmanned ground vehicles (UGVs). UAVs have
a wide field of view and can cover large areas quickly. However, due to the limitations on altitude
and airspeed, UAVs are unable to localize the target on the ground accurately. UGVs are slower
with limited field of view, but they are capable of getting closer to targets and resolving the target
location more accurately. The planning algorithm takes into account occlusions due to obstacles
in the environments. It models the target state using a dynamic occupancy grid and updates the
target location using a Bayesian filter. Based on the probability of the target’s current and predicted
future locations, we design a decentralized path planning approach that relies on an auction algorithm. The decentralized planning approach generates suboptimal paths that maximize the sum of
the joint probability of detection for all vehicles over a finite look-ahead horizon.
2

1.2

Background and Terminology
In this section, we provide background and terminology that will be used throughout the

dissertation.
1.2.1

State Space Representation
A state space representation is a mathematical model of a dynamic system as a set of input,

output, and state variables related by first-order differential equations. The general form of a state
space representation is written as
ẋ = f(x(t), u(t)),

(1.1)

z(t) = h(x(t), u(t)),

(1.2)

where x is the vector of state variables, u is the vector of input variables, z is the vector of output
variables. The state variables are the minimum subset of system variables that represent the entire
state of the system at all time, i.e. a minimum subset of system variables that can be determined
for all time given an initial condition and a sequence of inputs. Equation (1.1) is called the state
equation or state transition equation that consists of n first order differential equations, which relate
the first derivatives of the state variables to functions of the state variables and the inputs, where
n is the number of the state variables. Equation (1.2) is called the measurement or observation
equation that relates the state variables to the system outputs.
1.2.2

State Space of the Kinematic Guidance Model of MAVs
We give a brief introduction of the state space of the kinematic guidance model of MAVs.

For a detailed discussion, refer to [4].
MAV Coordinate Frames
We define the coordinate frames which will be used to introduce the state variables of the
MAVs’ kinematic guidance model. The coordinate frames are the inertial frame, the vehicle frame,
the local-level frame, the pre-body frame, and the body frame.
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The inertial frame is an Earth-fixed reference frame. Its origin is located at a defined home
location and its x, y, and z axes point North, East, and Down. The origin of the vehicle frame is
located at the MAV’s center of mass. The x, y, and z axes of the vehicle frame are the same as the
inertial frame, which point North, East, and Down.
The local-level frame is obtained by rotating the vehicle frame in the positive right-handed
direction about the vehicle frame z axis by an angle ψ , which we call the heading angle. The origin
of the local-level frame is the same as the vehicle frame. The x axis of the local level frame points
out the nose of the airframe when the aircraft is not pitching, the y axis points out the right wing
when the aircraft is not rolling, and the z axis points down.
Rotating the local-level frame in a right-handed rotation about its y axis by an angle θ ,
which we call the pitch angle, results in the pre-body frame. The origin of this frame is also
located at the MAV’s center of mass. Its x axis points out the nose of the airframe, its y axis points
out the right wing, and its z axis points out the belly.
We obtain the body frame by rotating the pre-body frame in a right-handed rotation about
the pre-body frame x axis by an angle ϕ , which we call the roll angle. The origin of the body frame
is again the MAV’s center of mass. The x axis points out the nose of the airframe, the y axis points
out the right wing, and the z axis points out the belly of the airframe.
By defining the above coordinate frames, we introduce three angles: roll angle represented
by ϕ , pitch angle represented by θ , and yaw angle represented by ψ , which are often called Euler
angles.
Airspeed and Ground Speed
In this section, we describe airspeed and ground speed of the MAV and the relationship
between them. Let Va represent the velocity of the MAV with respect to the surrounding air and
let its magnitude Va represent airspeed. Let Vg represent the velocity of the MAV with respect to
the inertial frame and let its magnitude Vg represent the ground speed. Let Vw represent the wind
velocity relative to the inertial frame. The relationship between Va and Vg is given by
Va = Vg − Vw .
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(1.3)

Let u, v, and w represent the components of the MAV velocity Vg along x, y, and z axes of
the body frame. Let uw , vw , and ww represent the components of the wind velocity Vw along x, y,
and z axes of the body frame. The airspeed Va of the MAV is then expressed as [4]
Va =

√
u2r + v2r + w2r ,

(1.4)

where ur = u − uw , vr = v − vw , and wr = w − ww .
When wind is absent, ur = u, vr = v, wr = w, and Va = Vg . Accordingly, Eq. (1.4) becomes
Vg =

√
u2 + v2 + w2 .

(1.5)

In this dissertation, we assume a zero wind condition.
Course Angle and Flight Path Angle
The MAV velocity Vg with respect to the inertial frame is specified by two angles: the
flight path angle γ and the course angle χ . The flight path angle γ is the angle between Vg and the
horizontal plane. The course angle χ is the angle between North direction and the projection of Vg
onto the horizontal plane.
Kinematic Guidance Model
Based on the notations defined above and assuming zero wind condition, we use the kinematic guidance model of the MAV discussed in [4]
ṗn = Vg cos ψ cos γ ,
ṗe = Vg sin ψ cos γ ,
ṗd = −Vg sin γ ,
g
ψ̇ =
tan ϕ ,
Vg
γ̇ = bγ (γ c − γ ),
V˙g = bVg (Vgc −Vg ),

ϕ̇ = bϕ (ϕ c − ϕ ),
5

(1.6)

where pn , pe , and pd are North, East, and Down coordinates of the MAV, ϕ , γ , and ψ are the roll
angle, the flight path angle, and the heading angle, Vg is the ground speed, g is the gravity constant,
Vgc , ϕ c , and γ c are the commanded ground speed, roll angle, and flight path angle, and bVg , bγ ,
and bϕ are positive constants that depend on the implementation of the low-level control loops.
Let xa = [pn , pe , pd , ψ , γ ,Vg , ϕ ]⊤ represent the state vector of the kinematic guidance model of the
MAV. We then define the state space Xa of the MAV as the set of all feasible xa . For designing
the path planning algorithm, this dissertation assumes that all the states of the MAV’s kinematic
guidance model are available.
1.2.3

Configuration Space of MAVs
A configuration of the MAV is a number of parameters that uniquely define the location

and orientation of the MAV [5, 6]. The number of parameters are equal to the degree-of-freedom
(DOF) of the MAV. For instance, in constant-altitude flight, the configuration of the MAV consists
of three parameters: North and East coordinates, and heading angle. For three dimensional flight,
the configuration of the MAV consists of three position parameters namely North, East, and Down
coordinates, and three orientation parameters namely the roll angle, the flight path angle, and the
yaw angle. The space of all feasible MAV configurations is called the configuration space of the
MAV, which is denoted by C .
In this dissertation, all the proposed mapping and planning algorithms for collision avoidance are designed in the local-level frame, which is the body frame with the roll and pitch angles set
to zero. We are therefore only interested in specifying the MAV position and heading for planning
its motion. Accordingly, for the three dimensional path planning algorithms discussed in Chapters 2 and 5 of this dissertation we reduce the dimension of the configuration space by leaving the
roll and pitch angles unspecified.
1.2.4

Path Planning Problem For MAVs
Given the definition of the configuration space, this section formulates the path planning

problem for MAVs. Our objective is to design a path planning algorithm that generates a collisionfree path in the configuration space so that an inner loop controller, which is assumed to be available, can be used to track the high-level commands provided by each configuration along the path.
6

Let Cobst represent the set of configurations where the MAV is either in a collision state or cannot
avoid a collision because of kinematic constraints, and let C f ree = C \Cobst . A path is defined as
a function τ : [0, L] → C , parameterized by the length L of the path. A path is said to be feasible
if τ (σ ) ∈ C f ree and τ (σ ) satisfies Eq. (1.6) with feasible inputs for all σ ∈ [0, L]. Given an initial
configuration q0 and a goal configuration q f , the path planning problem for the MAV can be formulated as finding a feasible path τ such that τ (0) = q0 and τ (L) = q f . A path planning algorithm
is complete if it returns a feasible solution when one exists and it returns failure otherwise.
1.3

Contributions
The contributions of this research are as follows.
• We explore two vision-based local-level frame mapping and planning techniques. The techniques directly use the camera measurements to build maps and to plan paths without transforming to the inertial frame, which saves the computation cost and removes the error introduced by the transformation. The techniques do not require GPS data of the vehicle locations
and only require the camera data for collision avoidance. The EKF-based mapping and planning technique estimates the range, azimuth to, and height of obstacles and constructs local
cylindrical maps that are more compatible with camera data and that allow the data to be
processed more efficiently. The multi-resolution mapping and planning technique using an
occupancy grid constructs log-polar maps in the local-level frame that are compatible with
camera data and that reflect the pixel quantization error of vision. It does not require a
data association algorithm and is well suited to address the planning problem for cluttered
environments.
• We develop two and three dimensional observability-based path planning and collision avoidance algorithms using a bearing-only camera. The algorithms minimize the uncertainties of
the state estimates while simultaneously avoiding collisions. The two- dimensional path
planning algorithm parameterizes an obstacle using TTC and azimuth, which are independent of ground speed of the MAV. The three dimensional path planning algorithm parameterizes an obstacle using the inverse TTC, azimuth, and elevation. The inverse TTC
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parametrization can handle the initialization of obstacles at all TTC within a standard EKF
framework and can explicitly address the obstacle initialization problem.
• We develop a decentralized suboptimal path planning algorithm for tracking a moving target
in urban environments using UAVs and UGVs. The algorithm takes into account occlusions
in the environments and results in linear computational growth as the number of vehicles
increases.
1.4

Document Organization
The organization of this dissertation is as follows. In Chapters 2, the EKF-based local-level

frame mapping and planning technique is discussed. Chapter 3 introduces the local-level frame
multi-resolution mapping and planning technique using an occupancy grid. Chapters 4 and 5
describe the two and three dimensional observability-based path planning and collision avoidance
algorithms using a bearing-only camera respectively. Chapter 6 illustrates the probabilistic path
planning algorithm for cooperative target tracking using both UAVs and UGVs. Conclusions and
future directions of research are discussed in Chapter 7.
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Chapter 2
Vision-based Local-level Frame Mapping and Planning Using an EKF
2.1

Introduction
An important problem in the design of MAVs is collision avoidance. When navigating

in urban or unknown terrains where obstacles of various types and sizes exist, MAVs must have
the capability to autonomously plan paths that do not collide with obstacles. Therefore, the path
planning problem for MAVs has received significant attention [1, 7–10].
The path planning problem can be grouped into global path planning and local path planning [11]. Global path planning requires complete knowledge about the environment and a static
terrain. In that setting a feasible path from the start to the destination configuration is generated
before the vehicle starts its motion [11]. The global path planning problem has been addressed by
many researchers with the three most common solutions being potential field methods, probabilistic roadmap methods and cell decomposition methods [5, 6].
The potential field planner was originally described in [5, 12, 13] and its basic idea is to
construct an attractive force at the goal and a repulsive force on the obstacles, which are functions
of the current state. Potential fields cannot guarantee collision-free paths since they often produce
local minima. The probability roadmap planner produces fast paths to the goal [14–16]. It consists of two phases: preprocessing and query processing. The preprocessing phase constructs a
roadmap by taking random samples from a configuration space and connecting these configurations to other nearby configurations. The query phase connects the start and goal configurations
to the roadmap. While the original probability roadmap planners were designed for holonomic
vehicles, Reference [17] extends the probability roadmap to nonholonomic vehicles. The cell decomposition planner partitions a configuration space into cells, which are connected to generate a
graph. Search algorithms, like A* or Dijkstra’s algorithm, are applied to the graph for finding a
path from the initial to goal configuration [18, 19].
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For the environments where the complete knowledge is not available, obstacles may pop up
as the MAV flies along the pre-defined trajectory generated by the global path planning algorithms,
and collisions may occur. A local path planning algorithm is designed to address the path planning
problem for unknown or partially known environments. It is executed in real-time during flight
and its basic idea is to first sense obstacles in the environment and then determine a collision-free
path [1]. Local path planning algorithms require sensors to detect obstacles. Among the suite of
possible sensors, a video camera is cheap and lightweight and fits the physical requirements of
MAVs [1].
Since the camera measurements are obtained in the body frame of the MAV, it is most natural to directly build maps and to plan paths in the local-level frame using the camera measurements
without transforming to the inertial frame. In addition, building maps and planning paths in the
local-level frame does not require the GPS data. Reference [20] designs a local path planning algorithm using the sensor data directly to construct a sector-like multi-resolution decomposition of
the agent’s immediate environment using wavelets. The cell decomposition is constructed in polar
coordinates compatible with the on-board sensor data and a path is planned locally based on the
cell decomposition. This algorithm assumes that knowledge of the environment at the finest level
of resolution is available. Based on that knowledge, the environment is decomposed at different
levels of resolution using the wavelet transform.
In this chapter, we develop a vision-based local-level frame mapping and path planning
technique for MAVs operating in unknown environments. Using computer vision based time-tocollision estimation, we obtain a depth map at each time step. Based on the depth map, we use an
EKF to estimate the range, azimuth to, and height of obstacles and we then construct maps in the
local-level frame of the MAV using cylindrical coordinates. Given the maps, we apply the RRT
algorithm to generate collision-free Dubins paths in the local-level frame, which are flyable for the
MAV. The EKF-based local mapping and planning technique has been published in [21, 22].
The main contributions of this chapter are as follows.
• We build cylindrical maps in the local-level frame of the MAV directly using the camera
measurements without transforming to the inertial frame. The local-level frame mapping
saves the computation cost and removes the error produced by the transformation. The
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cylindrical coordinates are more compatible with the camera data than Cartesian coordinates,
allowing the data to be processed more efficiently.
• We design an EKF to jointly estimate the range, azimuth, and height for all the existing
obstacles in the map, explicitly accounting for the correlations between obstacles. In addition, we use the joint compatibility branch and bound approach described in [23] to jointly
associate the camera measurements with the existing obstacles.
• The RRT algorithm is used to plan collision-free Dubins paths [24] in the local-level frame
that satisfy the kinematic constraints of the MAV.
• We analyze the behavior of the local path planning algorithm and describe the characteristics
of the environments in which the local path planning algorithm is guaranteed to generate
collision-free paths and to maneuver the MAV to the goal region.
The vision-based local mapping and planning algorithm using the EKF is separated into
three categories: computer vision, mapping, and guidance. Figure 2.1 shows the information flow
of the algorithm. The video stream sent by the camera is processed by time-to-collision estimation
methods to generate a depth map of environments. The depth map provides the range and bearing
to obstacles. Using the range and bearing measurements and IMU measurements from the MAV,
the localizer estimates the range and bearing. Based on the locations of the obstacles, the map
builder creates a map in the local-level frame. The path planner then applies the RRT algorithm to
plan collision-free paths. The paths are smoothed by the path smoother and sent to the autopilot.
The chapter is organized as follows. Section 2.2 describes the vision-based local-level
frame mapping using an EKF. The path planning algorithm in the local-level frame is introduced
in Section 2.3. In Section 2.4, the behavior of the planning algorithm is analyzed. Section 2.5 and
Section 2.6 present simulation results and flight test results for the local planning algorithm.
2.2

Vision-based Local-level Frame Mapping Using an EKF
In this section, we describe the range and bearing measurements to obstacles, and we de-

scribe the measurement uncertainties produced by an on-board camera. Based on the camera
measurements, we use an EKF to estimate the range, azimuth to, and height of obstacles. We
11

Figure 2.1: The information flow of the vision-based local mapping and planning algorithm using an
EKF.

use a joint compatibility branch and bound approach to address the data association problem. We
then build a planning map using cylindrical coordinates in the local-level frame of the MAV that
is suitable for solving the three dimensional path planning problem in a computationally efficient
manner.
2.2.1

Range and Bearing Measurements
There are numerous computer vision algorithms that estimate the time-to-collision to ob-

stacles in the camera field of view. Reference [25] provides an overview of algorithms that estimate
time-to-collision. By multiplying time-to-collision by the ground speed of the MAV, a depth map
that represents the range and bearing to obstacles can be obtained. We assume that the depth map
is available. Figure 2.2 shows an image of a simulated environment that we call Megacity, and an
associated 640 × 480 (in units of pixels) depth map. In the figure, each pixel provides the range
information. The darker pixels represent the areas that are close to the MAV and the lighter pixels
represent the areas that are far away from the MAV. The depth map is obtained in the body frame
of the MAV. We construct a map of the environment in the local-level frame. Besides the range
information, the position of each pixel in the depth map also provides the azimuth and elevation to
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the pixel. Let ϕ and θ represent the MAV roll and pitch angles. Figure 2.3 shows how the azimuth
and elevation information expressed in the local-level frame for the pixel at the jth row and the ith
column of the depth map can be obtained. Consider the center of the depth map as its origin and
consider its width and height directions as its x and y axes. Let rx and ry represent the number of
pixels in width and height of the depth map respectively. The coordinates of the pixel at the jth
row and the ith column of the depth map are [i − rx 2+1 , j −

ry +1 ⊤
2 ] .

The pixel coordinates after the

pixel is rotated about the origin of the depth map by −ϕ are given by



i′
j′





=

cos ϕ

sin ϕ

− sin ϕ cos ϕ




i − rx 2+1
j−

ry +1
2


.

(2.1)

The azimuth and elevation angles to the pixel with the roll angle removed are given by

η

′

= tan

−1

ξ ′ = tan−1

( ′)
i
,
f
(
√

(2.2)
j′

f 2 + (i′ )2

)
,

(2.3)

where f is the focal length (in units of pixels) of the camera that is the distance between the camera
focal point and the center of the image plane. The azimuth and elevation angles to the pixel with
the roll and pitch angles removed are given by

η = η ′,

(2.4)

ξ = ξ ′ + tan−1 (tan θ cos η ′ ).

(2.5)

Using the K-mean clustering method [26], the range, azimuth, and elevation data provided
by all pixels in the depth map can be classified into a group of measurements {z1 , · · · , zm }, where
z j = [r j , η j , ξ j ]⊤ , ∀ j = 1, · · · , m. Suppose that there exist n obstacles in the local-level frame
map. Let ri , ηi , and hi represent the range, azimuth to, and height of the ith obstacle and let xi =
[ri , ηi , hi ]⊤ represent the state vector associated with the obstacle. Assuming that the measurement
noise is normally distributed, the jth measurement associated with the ith obstacle in the local-level
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Depth map (dark=close,light=far)

(a) Megacity

(b) Depth map

Figure 2.2: The Megacity simulation environment and its 640 × 480 (in units of pixels) depth map.
Each pixel in the depth map gives the range to obstacles and its position gives the bearing to obstacles.

(a)

(b)

Figure 2.3: The azimuth and elevation expressed in the local-level frame for the pixel at the jth row
and the ith column of the depth map. The roll and pitch angles are represented by ϕ and θ . The origin
of the depth map is O.

frame map at time step k is given by



z j [k] = h j (xi [k]) + v j [k] = 



ri [k]

ηi [k]
(

tan−1
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hi [k]
ri [k]



 + v j [k],
) 

(2.6)

where the measurement noise v j [k] is a Gaussian random vector with zero mean. We assume that
the covariance matrix R j [k] of v j [k] has a diagonal structure



R j [k] = 




σr2j [k]

0

0

0

ση2 j [k]

0

0

0

σξ2j [k]



.


(2.7)

Since the measurement uncertainties produced by the camera increase as the distance from the
MAV increases, we use the sweet spot measurement uncertainty model [27] to represent the diagonal terms of R j [k] as
△

σr2j [k] = a1 (r j [k] − a2 )2 + a0 ,
△

ση2 j [k] = a3 σr2j [k],
△

σξ2j [k] = a4 σr2j [k],

(2.8)
(2.9)
(2.10)

where a0 , a1 , a2 , a3 and a4 are model parameters. In this model, the range measurement noise
variance σr2j [k] is a function of the range r j [k] to the obstacle from the camera. The azimuth and
elevation measurement noise variances are also related to the range. This measurement uncertainty
model assumes there exists a “sweet spot” location r j [k] = a2 at which the noise is at its minimum
value [27]. As the difference between the range r j [k] and the sweet spot a2 increases, the noise
increases.
2.2.2

Range, Azimuth, and Height Estimation Using the EKF
Based on the measurements, we use an EKF to estimate the range, azimuth, and height.

Since the obstacle map is in the local-level frame of the MAV, we need to derive the equation of
motion of each obstacle relative to the MAV. Let Vg represent the ground speed of the MAV. Let

ϕ and γ represent the roll angle and flight path angle. As described in Chapter 1, Vg , ϕ , and γ are
assumed to be available. Figure 2.4 depicts the motion of the ith obstacle relative to the MAV in
the local-level frame at time t, where p(t) is the location of the MAV, Oi represents the obstacle, ri
is the range to the obstacle considered in the x-y plane of the local-level frame, ηi is the azimuth to
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the obstacle whose positive direction is defined as the right-handed rotation about the z-axis of the
local-level frame, and hi is the height of the obstacle in the local-level frame.

Figure 2.4: The motion of the ith obstacle relative to the MAV at time t. The location of the MAV is
p(t). The obstacle is represented by Oi . The ground speed is represented by Vg . The flight path angle is
represented by γ . The range and azimuth to the obstacle are represented by ri and ηi . The height of the
obstacle in the local-level frame is represented by hi .

Based on Fig. 2.4, the equation of motion of the obstacle relative to the MAV in terms of
range, azimuth, and height is given by



ẋi = fi (xi ) + wi = 


−Vg cos γ cos ηi





− ψ̇  + wi ,

−Vg sin γ

Vg cos γ sin ηi
ri

(2.11)

where ψ̇ = Vgg tan ϕ , where ϕ is the roll angle, and the process noise wi is a Gaussian random vector
with zero mean and covariance matrix Qi .
The motion of the MAV in the inertial frame determines the motion of obstacles relative to
the MAV in the local-level frame. Accordingly, the locations of obstacles in the local-level frame
are correlated to each other through the MAV’s location. We design the EKF to take into account
the correlations. Let


σr2i r j

σr2i η j

σr2i h j



Pi j =  ση2i r j ση2i η j ση2 h
i j

2
2
2
σhi r j σhi η j σhi h j
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represent the state error covariance matrix between the ith obstacle and the jth obstacle. Let x =
[ ⊤ ⊤
]⊤
x1 , x2 , · · · , x⊤
represent the augmented state vector of the n obstacles, where xi = [ri , ηi , hi ]⊤ ,
n


and let

P
· · · P1n
 11
.
 .
P =  .. . . . ..

Pn1 · · · Pnn







[
]⊤
represent the augmented state error covariance matrix. Let z[k] = z1 [k]⊤ , z2 [k]⊤ , · · · , zm [k]⊤
represent m measurements at time step k. The state transition and observation models for the
augmented system are given by
ẋ = f(x) + w,
z[k] = h(x[k]) + v[k],

(2.12)
(2.13)

[
[
]
]
⊤ , · · · , f⊤ ⊤ , and f is given by Eq. (2.11), h = h⊤ , h⊤ , · · · , h⊤ ⊤ , and h is given
where f = f⊤
,
f
i
j
n
m
1 2
1
2
[ ⊤ ⊤
]
⊤
by Eq. (2.6), w = w1 , w2 , · · · , w⊤
and its covariance matrix Q = diag(Q1 , Q2 , · · · , Qn ), v[k] =
n
[
]
⊤
v1 [k]⊤ , v2 [k]⊤ , · · · , vm [k]⊤ and its covariance matrix R[k] = diag(R1 [k], R2 [k], · · · , Rm [k]). Based
on the state transition model given by (2.12) and the measurement model given by (2.13) for the
augmented system, we use a standard continuous-discrete time EKF algorithm in [28] to estimate
x.
The EKF algorithm consists of four stages: prediction, update, feature initialization, and
state deletion. Let x̂i represent the estimate of the state vector xi that is associated with the ith
obstacle. Let x̂ represent the estimate of the augmented state vector x. The prediction stage is
given by
x̂˙ = f(x̂),

(2.14)

Ṗ = AP + PA⊤ + Q,

(2.15)
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where A =

∂f
∂ x |x̂

= diag( ∂∂ xf1 |x̂1 , · · · , ∂∂ xfnn |x̂n ). Because of the sparse matrix of A, the term AP + PA⊤
1

can be computed as



Ṗ = 




H11 · · · H1n

..
.. 
..
.
.  + Q,
.

Hn1 . . . Hnn

∂ ⊤f j
∂ fi
|
P
+
P
i
j
i
j
x̂
∂ xi i
∂ x j |x̂ j , i, j = 1, · · · , n.
x̂− [k] represent the predicted state estimate

(2.16)

where Hi j =
Let

produced by Eq. (2.14) at time step k. Let

P− [k] represent the predicted estimate covariance produced by Eq. (2.15). Let x̂+ [k] represent the
posterior state estimate and let P+ [k] represent the posterior estimate covariance. The update stage
of the EKF is given by

∂h
∂ ⊤h
−
| − P [k]
| − + R[k],
∂ x x̂ [k]
∂ x x̂ [k]
∂ ⊤h
P− [k]
| − (S[k])−1 ,
∂ x x̂ [k]
x̂− [k] + K[k](z[k] − h(x̂− [k])),
(
)
∂h
I − K[k] |x̂− [k] P− [k],
∂x

S[k] =
K[k] =
x̂+ [k] =
P+ [k] =

where the Jacobian matrix

∂h
∂ x |x̂− [k]

[
=

0 ··· 0

∂h
∂ xi

0 ··· 0

∂h
∂xj

(2.17)
(2.18)
(2.19)
(2.20)

0 ···

]
is a sparse ma-

trix, where i, j ∈ D and D is the index set of the existing obstacles that the measurements are
associated with. The computation of S[k] therefore reduces to
S[k] =

∂h

∂ ⊤h

∑ ∑ ∂ xi P−i j ∂ x j

+ R[k],

(2.21)

j∈D i∈D

th
th
where P−
i j is the predicted state error covariance matrix between the i obstacle and the j obstacle.
[
]⊤
To initialize a new obstacle, let z j [k] = r j [k], η j [k], ξ j [k] represent its measurement when

it is observed for the first time, and let R j [k] represent the associated covariance matrix. The
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function transforming the measurement z j [k] to the states for that obstacle is given by



g j (z j [k]) = 



r j [k]

η j [k]
r j [k] tan(ξ j [k])



.


(2.22)

[
]⊤
The state vector is augmented by x̂⊤ , g⊤j (z j [k]) and the error covariance matrix is augmented
by




P

0

0

∂gj
∂ ⊤g j
∂ z j |z j [k] R j [k] ∂ z j |z j [k]

.

(2.23)

Removal of obstacles from the map is accomplished as follows. Let C represent the configuration space where each configuration consists of North, East, and Down coordinates, and
heading angle. Let q(t) = [qn (t), qe (t), qd (t), qψ (t)]⊤ represent the MAV configuration at time t,
where qn (t), qe (t) and qd (t) are North, East and Down coordinates and qψ (t) is the heading angle.
For two configurations q1 = [q1n , q1e , q1d , q1ψ ]⊤ ∈ C and q2 = [q2n , q2e , q2d , q2ψ ]⊤ ∈ C , we define
the distance between q1 and q2 as
√
∥q1 − q2 ∥ , (q1n − q2n )2 + (q1e − q2e )2 + (q1d − q2d )2 ,

(2.24)

and define the two dimensional distance between q1 and q2 projected onto x-y plane of the local
level frame as
∥q1 − q2 ∥2D ,

√

(q1n − q2n )2 + (q1e − q2e )2 .

Let M(q(t)) = {q′ ∈ C : ∥q′ − q(t)∥2D ≤ Rl and |q′d − qd (t)| ≤

H
2}

(2.25)

represent the cylindrical region

with radius Rl and with height H centered at the origin of the local-level frame map. When an
obstacle disappears from M(q(t)) for a time t, it is removed from the map. We remove the states
corresponding to the obstacle from the state vector and remove the associated row and column
from the error covariance matrix.
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2.2.3

Data Association
The camera measurements must be associated with the existing obstacles in the local-level

frame map correctly. Otherwise, the proposed EKF will diverge quickly. This problem motivates
data association algorithms that relate sensor measurements with the features included in the map.
A data association algorithm is composed of two elements: a test to determine the compatibility
between a sensor measurement and a map feature, and a selection criterion to choose the best match
among the set of possible matches [23]. The nearest neighbor approach, which is a classic tracking
technique, can be used to address the data association problem, where the normalized innovation
square test is employed to determine compatibility, and the smallest Mahalanobis distance is used
to select the best matchings [29]. However, the nearest neighbor approach does not take into account the correlations among obstacles and it causes the EKF to diverge especially for cluttered
environments like urban terrains. As discussed in previous section, the locations of obstacles in
the local-level frame map are correlated to each other. Accordingly, as an alternative we use the
joint compatibility branch and bound (JCBB) method [23] that takes into account the correlation
between map features. This data association algorithm generates tentative sets of associations and
searches the largest set that satisfies the joint compatibility test [23, 30]. For a given set of association pairs, the joint compatibility test is determined by computing a joint normalized innovation
squared gate. The advantage of the test is that it preserves the correlations among the set of the
observations and predicted observations [30].
For completeness of this dissertation, we briefly describe the JCBB method in this section.
⊤ ⊤
Refer to [23] for a detailed discussion of the method. Let x̂ = [x̂⊤
1 , · · · , x̂n ] be a set of obstacle
⊤ ⊤
state estimates with covariance matrix P and let z = [z⊤
1 , · · · , zm ] be a set of measurements with

covariance matrix R. Consider the tentative set of association pairs E = {e1 , · · · , el }, where eo =
⊤ ⊤
{i, j}, o ∈ {1, · · · , l} represents the association pair zi and x̂ j . Let zE = [z⊤
e1 , · · · , zel ] be the joint
⊤
⊤
observation with covariance matrix RE and let ẑE = hE (x̂) = [h⊤
e1 (x̂), · · · , hel (x̂)] be the jointly

predicted observation. The joint innovation and innovation covariance matrix are then given by
vE = zE − ẑE ,
∂ hE
∂ ⊤ hE
|x̂ P
|x̂ + RE .
SE =
∂x
∂x
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(2.26)

The joint normalized innovation squared decision gate is given by
−1
ME = v⊤
E SE vE < γ3l ,

(2.27)

where γ3l is the test threshold obtained from the 3l degree of freedom χ 2 distribution [23, 30].
The algorithm generates tentative association sets by Eq. (2.27) and then searches for the
set with the largest size. The search is performed by incrementally constructing an interpretation
tree of the solution space [23]. Figure 2.5 shows an interpretation tree for two existing obstacles
and three measurements, where each level of the tree represents the set of possible associations for
a particular measurement, each descending path from the tree root represents a set of association
pairs, and a match of a measurement and the null character indicates that the measurement is associated with a new obstacle. The data association algorithm constructs the interpretation tree using
the branch and bound algorithm and searches the tree using the depth-first algorithm [31]. The

Figure 2.5: An interpretation tree for two existing obstacles and three measurements.

search process may generate multiple alternative joint compatible association sets, which produces
the data association ambiguity. To address the problem, we choose an association set with the maximum likelihood function from the valid association sets of maximum size [30]. Consider a set of
association sets {E1 , · · · , E p }, where Ei = {ei1 , · · · , eil }, i = 1, · · · , p satisfies the joint compatibility
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test given by (2.27). The likelihood function of the association set Ei is given by
Λi =

1

1
−1
√
exp(− v⊤
Ei SEi vEi ),
3l/2
2
(2π )
|SEi |

(2.28)

where vEi and SEi are the joint innovation and innovation covariance matrix, which can be obtained
by Eq. (2.26). By taking the logarithm of Eq. (2.28), maximizing Λi is equivalent to minimizing
−1
NEi = v⊤
Ei SEi vEi + ln |SEi |.

(2.29)

Accordingly, the algorithm selects an association set Ei , i = 1, · · · , p among Ω that minimizes
Eq. (2.29).
2.2.4

Local-level Frame Mapping
Based on the range, azimuth to, and height of the obstacles, we build a map directly in the

local-level frame instead of the inertial frame. Accordingly, we save the computational resources
of transforming the camera data from the local-level frame to the inertial frame, at the expense
of updating the map from body motion. In addition, collision avoidance is inherently a local
phenomenon and vision data is obtained in the body frame of the MAV. Therefore, transforming to
the inertial frame is unneeded and introduces error. We construct maps in cylindrical coordinates
for the three dimensional path planning problem that are more compatible with vision data than
Cartesian coordinates and that allow the data to be processed more efficiently. We encode obstacles
with general shape in the environment as the smallest cylinders that enclose obstacles. By doing
so, all the obstacles in the local-level frame map are assumed to be cylinders. Figure 2.6 shows the
local-level frame map in cylindrical coordinates, where the origin of the map is the current location
of the MAV and the cylinders represent the obstacles.
2.3

Path Planning in the Local-level Frame
Given the local-level frame map, a standard planning method, like cell decomposition

methods, sample-based planning methods, or potential field methods, can be used as the local

22

Height (m)

100
0
−100
200

100

0

200
100
−100

0

Heading direction (m)

−100
−200

Right wing direction (m)

−200

Figure 2.6: The local-level frame map in cylindrical coordinates for the three dimensional path planning problem. The origin of the map is the current location of the MAV. The cylinders represent the
obstacles.

planning algorithm that generates collision-free paths to drive the MAV to a region of the goal
configuration while avoiding the obstacles.
As a specific example, in this section we propose to use the RRT algorithm that generates
collision-free paths. The RRT algorithm was initially developed in [2] and has been widely used
in robot path planning. The RRT algorithm can quickly search the space of possible solutions
by extending a tree in random directions in the configuration space. When the RRT algorithm is
employed to plan a path for the MAV, the nodes of the tree are potential MAV configurations and the
branches are paths to the configurations. The tree initially consists of the MAV location as a single
node. A random configuration is generated and the tree is extended toward that configuration,
creating a new branch and node. When a path is found or a maximum number of iterations is
reached, the RRT algorithm terminates.
The paths between configurations must satisfy the kinematic constraints given by Eq. (1.6)
in order for the MAV to fly along the paths. The RRT algorithm can easily handle the kinematic
constraints since these constraints are considered when adding nodes to the tree. We plan Dubins
paths using the RRT algorithm to ensure that the paths are kinematically feasible.
Before discussing the concept of a Dubins path, we first introduce the notion of the minimum turning radius of the MAV. The minimum turning radius is the radius of the smallest circular
turn that the MAV is capable of making for feasible inputs. The minimum turning radius for the
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MAV with the maximum roll angle ϕmax and the maximum flight path angle γmax is given by [4]
rmt

Vg2 cos γmax
=
.
g tan ϕmax

(2.30)

A Dubins path between an initial configuration and an end configuration consists of an arc
with radius rt that starts at the initial configuration, followed by a straight line, and followed by
another arc with radius rt that terminates at the end configuration [4]. The radius of the arc rt is
no less than the minimum turning radius rmt . There exist four possible paths between the initial
and end configurations that consist of an arc, followed by a straight line, and concluded by another
arc. The Dubins path is defined as the path with the shortest path length [4, 24]. When the RRT
algorithm is used to plan Dubins paths, the branches between tree nodes are the Dubins paths, and
collision check relies on the Dubins paths.
Let q f represent a goal configuration and define the goal region G(q f ) , {q ∈ C f ree : ∥q −
q f ∥2D ≤ Rl and |qd − q f d | ≤
H
2}

H
2 }.

Let ∂ M(q(t)) = {q′ ∈ C : ∥q′ − q(t)∥2D = Rl and |q′d − qd (t)| ≤

represent the boundary of M(q(t)). The idea of the local path planning algorithm is to plan a

collision-free path to a configuration on ∂ M(q(t)) such that the distance between the MAV configuration and the goal configuration decreases and that the MAV will eventually be maneuvered
to the goal region G(q f ). Figure 2.7 shows the geometry of the relative positions of the local-level
frame map centered at the current MAV configuration q(t) = [qn (t), qe (t), qd (t), qψ (t)]⊤ and the
goal configuration q f = [q f n , q f e , q f d , q f ψ ]⊤ . The cylinder C(q(t)) is centered at [q f n , q f e , (q f d +
qd (t))/2]⊤ , and its radius and height are ∥q(t) − q f ∥2D and |qd (t) − q f d |. The cylinders M(q(t))
and C(q(t)) intersect at line qI q′′I and line q′I q′′′
I .
Let S(q(t)) represent the set of configurations that are on ∂ M(q(t)) and that are contained
in C(q(t)), as shown by the red area in Fig. 2.7. If the MAV configuration q(t) satisfies ∥q(t) −
q f ∥2D > Rl and |qd (t) − q f d | >

H
2 },

i.e. the MAV is outside of the goal region, for a configuration

q′ ∈ S(q(t)), it must be that ∥q′ − q f ∥2D ≤ ∥q − q f ∥2D and |q′d − q f d | ≤ |qd (t) − q f d |. Let εr < Rl
and εd < H2 represent two positive numbers. Define U(q(t)) , {q′ ∈ S(q(t)) : ∥q(t)−q f ∥2D −∥q′ −
q f ∥2D ≥ εr and |qd (t) − q f d | − |q′d − q f d | ≥ εd } as the set of configurations in S(q(t)) such that the
distance between each configuration in U(q(t)) and the goal is closer than the distance between
q(t) and the goal by a finite amount.
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Figure 2.7: The geometry of relative positions of the local-level frame map centered at the MAV
configuration q(t) and the goal q f . The cylinder M(q(t)) is the local-level frame map with the radius
q +q (t)
Rl and height H. The cylinder C(q(t)) is centered at [q f n , q f e , f d 2 d ]⊤ and its radius and height are
∥q(t) − q f ∥2D and |qd (t) − q f d |. The cylinders M(q(t)) and C(q(t)) intersect at line qI q′′I and line q′I q′′′
I .

The local path planner uses the RRT algorithm to generate a collision-free Dubins path to a
configuration in U(q(t)), as shown in Algorithm 1, so that the distance between the MAV and goal
configuration decreases. In line 1 a tree T l is initialized to contain one node − the current MAV
configuration q(t). The while loop in Lines 2-10 adds nodes to the tree T l until a configuration
in U(q(t)) is included to the tree or the maximum number of iterations is reached. In Line 3
a random configuration qrand is uniformly drawn from M(q(t)) \ U(q(t)) with probability P and
from U(q(t)) with probability 1 − P. Line 4 finds the node qnear in the tree T l that is closest to
qrand and Line 5 finds the Dubins path between qnear and qrand . If the Dubins path is feasible and
satisfies the maximum flight path angle constraints as checked in Line 6, qrand is added to the tree
T l as a tree node in Line 7 and the Dubins path is added to T l as a tree edge in Line 8. Once
the iteration loop has been executed, the algorithm checks whether a configuration in U(q(t)) is
connected to the tree T l in Line 11. If such a configuration is found, the path from q(t) to that
configuration is extracted in Line 12. Otherwise, a tree node is randomly picked and a path from
q(t) to that tree node is extracted in Line 15.
Note that for some environments there may not always exist a configuration in U(q(t))
such that a collision-free path from q(t) to that configuration can be found. In Section 2.4 we
will analyze the characteristics of the environments in which there exist configurations in U(q(t))
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Algorithm 1: plan RRT Dubins
l
1 Initialize the tree T so that it only contains q(t);
2 while No configuration in U(q(t)) is connected to the tree and the maximum number of
iteration is not reached do
3
Uniformly draw a random configuration qrand from M(q(t)) \U(q(t)) with probability P
and from U(q(t)) with probability 1 − P;
4
Find the node qnear in the tree T l that is closest to qrand ;
5
Find the Dubins path between qnear and qrand ;
6
if the Dubins path is feasible and satisfies the maximum flight path angle constraints
then
7
Add qrand as a tree node to T l ;
8
Add the Dubins path as a tree edge to T l ;
9
end
10 end
l
11 if A configuration in U(q(t)) is connected to the tree T then
12
Extract the path from q(t) to that configuration;
13 end
14 else
15
Randomly pick a tree node and extract the path from q(t) to that tree node;
16 end

that result in collision-free paths starting from q(t) for all time t given a suitable initial MAV
configuration.
The path generated by the RRT algorithm may include numerous extraneous configurations
that may cause unnecessary maneuvering, and should therefore be smoothed. We design a fast and
effective configuration elimination algorithm to smooth the path. This algorithm walks through
the path from the beginning to the end nodes, eliminating unnecessary nodes along the way. It
initially looks at the first node and tries to find the last node in the path to which the first node
can be directly connected without collision. It is guaranteed to at least connect to one node in the
graph. If the only node that can be connected is the next node in the path, the algorithm moves
forward one step and tries to connect the second node to the last possible node. If the first node
can be connected to any other node, all intermediate nodes are eliminated and the algorithm moves
forward to the connecting node and repeats the process until a connection to the end node is found.
Using this algorithm, all intermediate nodes that can be skipped without causing any collision are
eliminated from the path.
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2.4

Analysis
In this section, we analyze the behavior of the local planning algorithm. We first describe

the characteristics of the environments in which the algorithm is guaranteed to generate collisionfree paths for the MAV and we then illustrate under what environments the MAV is guaranteed to
be maneuvered to the goal region using the local planning algorithm. We focus our analysis on the
environments with cylindrical obstacles. The analysis is based on the following assumption.
Assumption 1 The local path planning algorithm is complete and is guaranteed to find a collisionfree path in finite time when one exists in the local map.
By this assumption, our analysis applies to any planning algorithm that is guaranteed to
generate a collision-free path in finite time when there exists one in the environment. As shown
in [32], the RRT algorithm is probabilistically complete, which means the probability that the RRT
algorithm is guaranteed to find a collision-free path when one exists goes to one as the number
of the RRT nodes goes to infinity. References [32, 33] show the probability converges to one
exponentially fast with the number of random samples used to construct the tree. Reference [8]
develops a randomized planning algorithm that is a variant of the RRT algorithm, and shows the
bound of convergence rate of the algorithm in terms of geometric complexity of the environment,
which cannot be measured easily for nontrivial environments. Characterizing the convergence
rate of the RRT algorithm in terms of simple parameters that can be checked remains an open
problem. However, our experience is that the local planner using the RRT algorithm consistently
finds collision-free paths for multiple obstacle avoidance scenarios in finite time.
2.4.1

Collision Avoidance
For collision avoidance, we design the local planning algorithm that searches a collision-

free path in the local-level frame map until one is found. We analyze collision avoidance behavior
of the local planning algorithm that satisfies Assumption 1. To guarantee collision avoidance with
a cylindrical obstacle, it is necessary to establish a region around the obstacle outside which the
MAV is guaranteed to avoid the obstacle using the local planning algorithm with feasible inputs.
Let qOi represent the center of an obstacle Oi and let HOi represent the height of the obstacle.
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Define
F(qOi , Ric , HOi ) , {q′ ∈ C : ∥q′ − qOi ∥2D ≤ Ric and q′d ≥ −HOi }

(2.31)

as a cylinder region centered at qOi with the radius Ric and with the height HOi . Since the distance
between the MAV and an obstacle increases if the absolute value of the bearing to the obstacle
is greater than

π
2,

we say that the MAV successfully avoids the obstacle if the MAV flies to a

configuration with the bearing equal to

π
2

or − π2 from an initial configuration without causing

collision with the obstacle.
Lemma 2.4.1 Given Assumption 1, if the initial MAV configuration q0 is not contained in the
cylinder region F(qOi , Ric min , HOi ) given by Eq. (2.31) with the radius
Ric min

√
=

2
(Ri + rmt )2 − rmt

(2.32)

around a cylindrical obstacle Oi with the radius Ri and with the height HOi , where rmt is the minimum turning radius of the MAV given by Eq. (2.30), then the local planning algorithm guarantees
a collision free path from q0 to a configuration with the bearing angle equal to

π
2

or − π2 inside

F(qOi , Ric min , HOi ) that is arbitrarily close to the boundary of the obstacle.
Proof: Consider the scenario where a MAV is flying at a cylindrical obstacle Oi with a negative
bearing angle η0 , as shown in Fig. 2.8. The minimum distance to the obstacle by which the
MAV has capability to avoid the obstacle can be determined when the maximum roll angle and
the maximum flight path angle are applied and the generated circle with the minimum turning
radius rmt is tangent to the boundary of the cylindrical obstacle at q′ . Based on the geometry, the
√
2 sin2 η + R2 + 2R r − R . We can see that
minimum distance is given by d = −rmt sin |η0 | + rmt
i mt
i
0
i
when the MAV with an initial configuration q0 outside the cylinder region F(qOi , Ri + d, HOi ) flies
at the obstacle with an initial negative bearing angle η0 , there must exist a configuration with the
bearing angle equal to − π2 inside F(qOi , Ri + d, HOi ), which leads to a collision-free path from q0
and which is arbitrarily close to the boundary of the obstacle, before the MAV reaches the boundary
of F(qOi , Ri + d, HOi ). Similarly, for η0 > 0, there must exist such a configuration with the bearing
√
2 −R .
angle equal to π2 . When η0 = 0, d reaches its maximum value dmax = (Ri + rmt )2 − rmt
i
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Let Ric min = dmax + Ri =

√

2 . Therefore, if the initial MAV configuration q is not
(Ri + rmt )2 − rmt
0

contained in the cylinder region F(qOi , Ric min , HOi ), there must exist a collision-free path from q0 to
a configuration with the bearing angle equal to

π
2

or − π2 inside F(qOi , Ric min , HOi ) that is arbitrarily

close to the boundary of the obstacle. In addition, since the local planning algorithm satisfies
Assumption 1, it is guaranteed to find the collision-free path.

Figure 2.8: The geometry of the scenario projected on x-y plane of the inertial frame where the MAV is
flying at a cylindrical obstacle with the bearing angle η0 and avoiding the obstacle by banking in right
direction.

For environments with multiple cylindrical obstacles, we specify the conditions under
which the local planning algorithm guarantees collision-free paths for the MAV. We refer the cylinder region F(qOi , Ric min , HOi ) of the ith obstacle to the unsafe region for that obstacle and define the
shortest distance between the points on the boundaries of the ith obstacle and the jth obstacle as
di j ,

√
min

pi ∈∂ Oi ,p j ∈∂ O j

(pin − p jn )2 + (pie − p je )2 ,

(2.33)

where pi = [pin , pie , pid ]⊤ and p j = [p jn , p je , p jd ]⊤ . Let I represent the index set of all obstacles.
We introduce the notion of a passable environment.
j

Definition 1 An environment is said to be passable if di j > max{Ric min − Ri , Rc min − R j } for every
i and j in I , where di j is the distance between the ith and jth obstacles given by Eq. (2.33), Ri and
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j

R j are the radius of the ith and the jth obstacles, and Ric min and Rc min are the radius of the unsafe
region for the ith and the jth obstacles given by Eq. (2.32).
In other words, an environment is passable if every pair of obstacles is separated by a
distance that is greater than the maximum of the differences between the radii of their unsafe
region and their radii. This means that no points on the boundary of an obstacle are contained
in the unsafe region of all the other obstacles in the environment. Theorem 2.4.2 describes the
collision avoidance behavior of the planning algorithm.
Theorem 2.4.2 Given Assumption 1, if the environment is passable and if the initial MAV configuration q0 is not contained in the unsafe region F(qOi , Ric min , HOi ), ∀i ∈ I , then the MAV will
remain in C f ree for all time t using the local planning algorithm.
Proof:

Suppose that the MAV is initially located at q0 , which is not contained in the unsafe

region F(qOi , Ric min , HOi ), ∀i ∈ I , and suppose that the MAV will collide with obstacle Oi if it
flies along its initial heading, as shown in Fig. 2.9. Since q0 is not contained in the unsafe region
F(qOi , Ric min , HOi ), ∀i ∈ I , based on Lemma 2.4.1, there exists a collision-free path from q0 to
a configuration qA with the bearing angle equal to

π
2

or − π2 inside F(qOi , Ric min , HOi ) around the

obstacle Oi , where qA is arbitrarily close to Oi . In addition, since the environment is passable,
j

which implies di j > max{Ric min − Ri , Rc min − R j } for every i and j in I , the configuration qA must
j

be outside the unsafe region F(qO j , Rc min , HO j ), ∀ j ∈ I \ {i}. Accordingly, there must exist a
collision-free path from qA to a configuration qB with the bearing angle equal to

π
2

or − π2 inside

j

the unsafe region F(qO j , Rc min , HO j ) of the obstacle O j , where qB is arbitrarily close to O j and
where it is also outside F(qOk , Rkc min , HOk ), ∀k ∈ I \ { j}. This process can be repeated so that
there always exist collision-free paths. Since the local planning algorithm satisfies Assumption 1,
it is guaranteed to find the collision-free paths. Therefore, the MAV will remain in C f ree for all
time t using the local planning algorithm.
2.4.2

Goal Reaching
In the previous section, we derived the conditions under which the local planning algo-

rithm guarantees collision-free paths for the MAV. Now suppose that the objective is not just to
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Figure 2.9: The local path planning algorithm generates a collision-free path for the MAV operating
in the environment where the distance between each two obstacles is greater than the maximum of the
differences between the radii of their unsafe region and their radii.

avoid obstacles, but to move to a region of a goal configuration, where the MAV knows its own
configuration and the goal configuration in the inertial frame.
The proposed local planning algorithm is designed in the local-level frame to maneuver the
MAV from an initial configuration q0 ∈ C f ree to a configuration in the goal region G(q f ) = {q ∈
C f ree : ∥q − q f ∥2D ≤ Rl and |qd − q f d | ≤

H
2}

as defined in Section 2.3. We introduce the notion of

global convergence to describe the performance of the local planning algorithm for goal reaching.

Definition 2 Given Assumption 1, for an initial configuration q0 ∈ C f ree and a goal configuration
q f ∈ C f ree , the local planning algorithm is globally convergent if it finds a feasible path from q0 to
the goal region G(q f ) without collisions.
Our objective is to specify the conditions under which the local planning algorithm that
satisfies Assumption 1 achieves global convergence. Using a camera, we assume that the camera
measurements are accurate enough so that the collision-free local path generated is safe until the
MAV has finished following the local path.
To guarantee goal reaching performance, we require the local planning algorithm generates
a path to a configuration in U(q(t)) from the MAV configuration q(t) at all time t. To achieve this
goal, we require (a) the separation between obstacles is large enough so that the local planning
algorithm is guaranteed to find collision-free paths from q(t) to collision-free configurations on
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the boundary of the local-level frame map; (b) the planning horizon, which is the radius of the
local map, is large enough so that there exist such collision-free configurations in U(q(t)).
For achieving (a), if the MAV avoids obstacles by banking in either direction, it will fly
between each two obstacles without collisions and will eventually reach the configurations on the
boundary of the local map. Accordingly, we establish a cylinder region around an obstacle outside
which the MAV is guaranteed to avoid the obstacle by banking in either direction using the local
planning algorithm.
Lemma 2.4.3 Given Assumption 1, if the initial MAV configuration q0 is not contained in the
cylinder region F(qOi , Ri + 2rmt , HOi ) around a cylindrical obstacle Oi with the radius Ri and with
the height HOi , where rmt is the minimum turning radius of the MAV given by Eq. (2.30), then
the local planning algorithm guarantees a collision-free path from q0 to a configuration with the
bearing angle equal to π2 and a collision-free path from q0 to a configuration with the bearing angle
equal to − π2 , where the two configurations are arbitrarily close to the boundary of the obstacle.
Proof: Consider the scenario where the MAV is flying at a cylindrical obstacle Oi with a negative
bearing angle η0 , as shown in Fig. 2.10. The minimum distance to the obstacle when the MAV has
capability to avoid the obstacle by banking in left direction can be determined when the maximum
roll angle and the maximum flight path angle are applied and the generated circle with the minimum turning radius rmt is tangent to the boundary of the cylindrical obstacle at q′′ . Based on the
√
2 sin2 η + R2 + 2R r − R ,
geometry, the minimum distance is given by d ′ = rmt sin |η0 | + rmt
i mt
i
0
i
√
2 sin2 η + R2 + 2R r − R
which is greater than the minimum distance d = −rmt sin |η0 | + rmt
i mt
i
0
i
by which the MAV has capability to avoid the obstacle by banking in right direction, as shown
in the proof of Lemma 2.4.1. Accordingly, if the MAV with an initial configuration q0 outside
the cylinder region F(qOi , Ri + d ′ , HOi ) flies at the obstacle with an initial negative bearing angle

η0 , there must exist a configuration with the bearing angle equal to π2 , which leads to a collisionfree path from q0 and which is arbitrarily close to the boundary of the obstacle, before the MAV
reaches the boundary of F(qOi , Ri + d ′ , HOi ). In addition, based on Lemma 2.4.1 there must exist
a configuration with the bearing angle equal to − π2 , which leads to a collision-free path from q0
and which is arbitrarily close to the boundary of the obstacle. When η0 = π2 , d ′ reaches its maximum value 2rmt . Therefore, if the initial MAV configuration q0 is not contained in the cylinder
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region F(qOi , Ri + 2rmt , HOi ), there must exist collision-free paths from q0 to a configuration with
the bearing angle equal to

π
2

and to a configuration with the bearing angle equal to − π2 , where the

two configurations are arbitrarily close to the boundary of the obstacle. Since the local planning
algorithm satisfies Assumption 1, it is guaranteed to find the collision-free paths.

Figure 2.10: The geometry of the scenario projected onto x-y plane of the inertial frame where the
MAV is flying at a cylindrical obstacle with the bearing angle η0 , and avoiding the obstacle by banking
in left direction.

We say that a collision-free path goes through two obstacles if there exists a configuration
with bearing angle to one obstacle equal to

π
2

(- π2 ) and a configuration with bearing angle to the

other obstacle equal to − π2 ( π2 ) along the path, as shown in Fig. 2.11. Lemma 2.4.4 shows the en-

(a)

(b)

Figure 2.11: The examples of the collision-free paths that go through two obstacles.
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vironment where the local planning algorithm guarantees collision-free paths that go through each
two obstacles and guarantees the MAV to reach the boundary of the local map without collisions.
Lemma 2.4.4 Given Assumption 1, if di j > 2rmt , ∀i, j, and the MAV configuration q(t) at time t
is not contained in the cylinder region F(qOi , Ri + 2rmt , HOi ), ∀i ∈ I , where rmt is the minimum
turning radius given by Eq. (2.30), di j is the distance between the ith and jth obstacles given by
Eq. (2.33), then the local planning algorithm guarantees collision-free paths that go through each
two obstacles and the MAV will reach the boundary of the local-level frame map without collisions.
Proof:

Since the MAV configuration q(t) is not contained in the cylinder region F(qOi , Ri +

2rmt , HOi ), ∀i ∈ I , based on Lemma 2.4.3, there exists a collision-free path from q(t) to a configuration qA with the bearing angle equal to π2 , where qA is arbitrarily close to the boundary of an
obstacle Oi . Since qA is arbitrarily close to the boundary of the obstacle Oi and di j > 2rmt , ∀i, j,
it must be outside the cylinder region F(qO j , R j + 2rmt , HO j ), ∀ j ∈ I \ {i}. Accordingly, there
exists a collision-free path from qA to a configuration qB with the bearing angle equal to − π2 . This
means there exists a collision-free path that goes through the obstacle Oi and the obstacle O j . This
process can be repeated so that there exists a collision-free path that goes through each two obstacles. Therefore, the local planning algorithm that satisfies Assumption 1 is guaranteed to find
those collision-free paths and the algorithm will drive the MAV to the boundary of the local-level
frame map.
Besides the separation between obstacles, we also require the planning horizon (the radius
of the local map) is large enough so that U(q(t)) contains configurations which the local planning
algorithm is guaranteed to drive the MAV to. We define the notion of local sparseness of an
environment as follows.
Definition 3 An environment is said locally sparse if it satisfies both: (a) di j > 2rmt , ∀i, j; (b)
max 2Ri + 2rmt + εl < Rl , where rmt is the minimum turning radius given by Eq. (2.30), di j is the
i

distance between the ith and jth obstacles given by Eq. (2.33), Ri is the radius of the ith obstacle,
Rl is the size of the planning horizon, and εl is a positive number.
In Definition 3, condition (a) places a restriction on separation between obstacles and
requires that the distance between each two obstacles is greater than 2rmt , and condition (b) places
a restriction on the size of planning horizon.
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Theorem 2.4.5 Given Assumption 1, if an environment is locally sparse and if an initial MAV
configuration q0 that is not contained in the cylinder region F(qOi , Ri + 2rmt , HOi ), ∀i ∈ I , then
the local planning algorithm is globally convergent for the initial MAV configuration q0 and a goal
configuration q f ∈ C f ree .
Proof: The local sparseness of the environment implies di j > 2rmt , ∀i, j. Based on Lemma 2.4.4
the local planning algorithm guarantees collision-free paths to a configuration q(t) outside the
cylinder region F(qOi , Ri + 2rmt , HOi ), ∀i ∈ I at time t from an initial MAV configuration q0
outside F(qOi , Ri + 2rmt , HOi ), ∀i ∈ I . Accordingly, the proof is conducted for the case where the
MAV is located at q(t).
Figure 2.12 shows the geometry of the relative position of the local map centered at q(t) and
the goal q f projected onto the x-y plane of the local-level frame, where qs is the intersection point
of q(t)q f and the boundary of M(q(t)). It is obvious that qs is the middle point on the arc from qI to
q′I . Let η f represent the inertial angle to q f . Based on the geometry, the two dimensional distance
√ √
Rl
between the intersection points qs and qI is given by ∥qI − qs ∥2D = 2Rl 1 − 2∥q −q(t)∥
and
f

decreases as ∥q f − q(t)∥2D decreases. When ∥q f − q(t)∥2D =

Rl ,

2D

which means the MAV reaches

the goal region, ∥qI − qs ∥2D reaches its minimum value Rl . That is, ∥qI − qs ∥2D ≥ Rl .
Consider the worst case scenario that an obstacle Oi with the maximum radius is located at
qs that is the middle point on the arc from qI to q′I . Since di j > 2rmt , ∀i, j, based on Lemma 2.4.4
there exists a collision-free path from q(t) to a configuration qA that is arbitrarily close to the
boundary of the obstacle. If the distance between the obstacle and qI , which is ∥qI − qs ∥2D , is
greater by a finite amount than the total length of 2Ri and 2rmt , there must exist a collision-free path
from qA to U(q(t)) by choosing a suitable finite amount. Since the environment is locally sparse,
which implies max 2Ri +2rmt + εl < Rl , and ∥qI −qs ∥2D ≥ Rl , there exists a collision-free path from
i

q(t) to U(q(t)) for all time t. For the case where the obstacle is located at any configuration other
than qs , the longest distance between the obstacle and qI or q′I must be greater than ∥qI − qs ∥2D in
the worst case scenario. Therefore, the longest distance is greater than max 2Ri + 2rmt + εl , which
i

means there must exist a collision-free path from q(t) to U(q(t)) for all time t. In addition, since
the local planning algorithm satisfies Assumption 1, it is guaranteed to find such a path to U(q(t)).
This process is repeated so that the distance between the MAV and the goal configuration decreases
as time progresses. The MAV will eventually reach the goal region.
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Heading

Figure 2.12: The geometry of relative positions of the local map centered at q(t) and the goal configuration q f projected onto the x-y plane of the local-level frame.

The passability and local sparseness assumptions are used to provide a theoretical guarantee
for collision avoidance and goal reaching behaviors of the local planning algorithm. The assumptions are only sufficient conditions for collision avoidance and goal reaching, which implies there
may exist environments that do not satisfy the assumptions but where the planning algorithm can
still maneuver the MAV to the goal without causing collisions.
2.5

Simulation
The feasibility of the mapping and planning algorithms was tested using a simulation en-

vironment developed in MATLAB/SIMULINK. The simulator uses the kinematic guidance model
of the aircraft given by Eq. (1.6), where a North-East-Down (NED) coordinate system is used. We
tested the vision-based local path planning algorithm in two scenarios as described below. We also
conducted Monte Carlo simulations for testing the collision avoidance and goal reaching behaviors of the algorithm in environments that are passable or locally sparse to demonstrate that these
conditions are only sufficient. In the simulations, the maximum roll angle and the maximum flight
path angle for the MAV were 30◦ and 15◦ .
2.5.1

Scenario I
In the first simulation scenario, the MAV was maneuvered through the twenty-five build-

ings between waypoint S (0,100,-20) and waypoint E (600,700,-80), as shown in Fig. 2.13, where
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the square and cross signs represent the waypoints S and E. The heights of the buildings were
randomly generated. A 20×20 pixel depth map was used. The parameters for the sweet spot measurement model were set at a0 = 0.1528, a1 = 0.002, a2 = 0, a3 = 0.000076,
and a4 = 0.000076.


10
0
0


The covariance matrix of the process noise for each obstacle was Qi =  0 0.0076
0

0
0
0.0076
and the ground speed was Vg = 10 m/s.






Figure 2.13: The terrain for the first simulation scenario. The MAV is maneuvered through 25 obstacles
between waypoints S and E, which are represented by square and cross signs.

Figure 2.14 shows the update of the local-level frame map in cylindrical coordinates and
the evolution of the path. Subfigures on the left show the local-level frame maps and Dubins paths
based on the available information about the obstacles at different time. Subfigures on the right
show the actual paths followed by the MAV. Figure 2.15 shows the altitude of the MAV over the
entire flight. Figure 2.16 shows the tracking error for the range, azimuth to, and height of the
obstacle located at (150, 250) using the EKF.
2.5.2

Scenario II
In the second simulation scenario, the MAV was commanded to maneuver through a sim-

ulated city called Megacity as shown in Fig. 2.2. The path followed waypoint (−200, −300, −20)
to waypoint (250, 150, −80). A 640×480 pixel depth map was used. The parameters for the
sweet spot measurement model were set at a0 = 0.1528, a1 = 0.001, a2 = 0, a3 = 0.00002 and
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Figure 2.14: The update of the local-level frame map in cylindrical coordinates and the evolution of
the path for the first simulation scenario. Subfigures on the left show the local-level frame maps and
Dubins paths based on the available information about the obstacles at different time. Subfigures on the
right show the actual paths followed by the MAV.
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Figure 2.15: The altitude of the MAV during the entire flight.
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Figure 2.16: The tracking error for the range, azimuth to, and height of the obstacle located at
(150, 250) using the EKF.
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a4 = 0.00002. The covariance matrix of the process noise was Qi =  0 0.000076
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and the ground speed was Vg = 10 m/s.







Figure 2.17 shows the local-level frame maps and the corresponding collision-free paths as
the MAV maneuvered through the Megacity terrain. Subfigures in the first and second columns
show the camera views and the depth maps at different time. Subfigures in the third column show
the update of the map and the evolution of the path in the local-level frame. Figure 2.18 shows the
actual path followed by the MAV for the Megacity terrain.
2.5.3

Monte Carlo Simulation
The passability assumption of Theorem 2.4.2 and the local sparseness assumption of The-

orem 2.4.5 are only sufficient conditions for collision avoidance and goal reaching of the local
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Figure 2.17: The update of the local-level frame map in cylindrical coordinates and the evolution of
the path for the second simulation scenario. Subfigures in the first, second and third columns show the
camera view, depth maps, and the maps and paths in the local-level frame respectively.
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Figure 2.18: The actual path followed by the MAV using the local path planning algorithm for the
second simulation scenario.
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Figure 2.19: The statistical performance of the local planning algorithm implemented in the environments with varying minimum distance between obstacles for the cases with and without measurement
uncertainties. Subfigure (a) plots the average number of collisions over 100 simulation runs versus the
minimum distance. Subfigure (b) plots the percentage of runs where the MAV reached the goal versus
the minimum distance.

planning algorithm. When the environment does not satisfy the assumptions, the algorithm may
still generate collision-free paths and maneuver the MAV to the goal region. Accordingly, we conducted Monte Carlo simulations to demonstrate this is true and to quantify the expected behavior
of the algorithm.
We executed 100 simulation runs for each environment with a fixed minimum distance
between obstacles. In each simulation run, the MAV was maneuvered from the initial position
(0,100,-40) to the end position (580,580,-40) through an environment. The environment was con41

structed with each obstacle being added to the environment based on a uniform distribution over
the rectangular area with South-West corner (100,100) and the North-East corner (600,600) until
no more obstacles can be added. The radius and height of all obstacles were 20 meters and 100
meters respectively. We evaluated two criteria: the number of collisions and the percentage of runs
where the MAV reached the goal. We conclude that the MAV reaches the goal if it is maneuvered
to the goal in t < 100 seconds without causing collisions.
Figure 2.19 plots the average number of collisions over 100 simulation runs and the percentage of runs where the MAV reached the goal versus the minimum distance between obstacles
for the case where the measurement uncertainties are given by the sweet spot model with the parameters a0 = 0.1528, a1 = 0.001, a2 = 0, a3 = 0.000076, and a4 = 0.000076, and for the case
where the measurement uncertainties do not exist. The solid and dash lines show the results for the
cases with and without measurement uncertainties respectively. For the case with the measurement
uncertainties, the number of collisions decreases dramatically as the minimum distance between
obstacles increases from 5 to 20 meters. After the minimum distance is greater than 20 meters, the
number of collision decreases slowly. Similar results happen to the percentage of runs where the
MAV reached the goal. This is because collisions become less frequent as the environments become more sparse. Given Vg = 13 m/s, ϕmax = 30◦ , θmax = 15◦ , and Ri = 20 meters, the minimum
distance that satisfies the passability condition is 19.42 meters. Accordingly, when the minimum
distance is greater than or equal to 20 meters, the environments are passable and the local planning
algorithm guarantees collision-free paths if the obstacle locations are perfectly known, which corresponds to the dash line in Fig. 2.19 (a). Since the estimation uncertainties exist, the MAV still
encounters a small number of collisions, which corresponds to the solid line in Fig. 2.19 (a). When
the minimum distance is 60 meters, which is greater than the distance 2rmt = 57.70 meters for the
local sparseness condition, the environment is locally sparse and the percentage of runs where the
MAV reached the goal is 100%, as shown in Fig. 2.19 (b).
In addition, when the minimum distance between obstacles is less than 19.42 meters, the
average number of collisions is less than one. This implies that the local planning algorithm generates collision-free paths for the environments that are not passable, and that the passability is
only a sufficient condition for collision avoidance of the planning algorithm. Similarly, for the
environments with the minimum distance less than 57.70 meters, the percentage of runs where the
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MAV reached the goal is nonzero. When the minimum distance is 50 meters and 55 meters, the
percentage is 100%. Accordingly, the local planning algorithm can maneuver the MAV to the goal
for the environments that are not locally sparse. The local sparseness is only a sufficient condition
for goal reaching of the planning algorithm.

(a)

(b)

(c)

Figure 2.20: The hardware testbed. Subfigure (a) shows the Kestrel autopilot, subfigure (b) shows the
airframe, and subfigure (c) shows the ground-station components.

Figure 2.21: The flowchart describing the layout of the basic hardware and software components used
in the flight test.
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2.6
2.6.1

Flight Test
Experimental Testbed
Figure 2.20 shows the main components of the experimental testbed. Figure 2.20(a) shows

the Kestrel autopilot designed by Brigham Young University (BYU) and commercialized by Procerus Technologies [34]. It is equipped with 3400 29-MHz microprocessor, rate gyroscopes, accelerometers, and absolute and differential pressure sensors. The autopilot measures 2.0 × 1.37 ×
0.47 inches and weighs 16.65 grams, making it ideal for MAVs. Figure 2.20(b) shows the airframe
used in the flight test. This airframe is a 48 inches wingspan XS EPP foam flying wing selected
for its durability, ease of component installation, and flying characteristics. Embedded in the airframe are the Kestrel autopilot, batteries, a 1000 mW 900 MHz radio modern, a GPS receiver, a
video transmitter, and a small analog camera. Figure 2.20(c) shows the ground station components.
A laptop runs the Virtual Cockpit ground-control software and interfaces with the MAV through
a communication box. Video is transmitted to ground via a 2.4 GHz analog transmitter and captured on the laptop using an Imperx VCE-PRO PCMCIA frame grabber, which provides 640 × 480
images at 30 frames per second. An RC transmitter is used as a stand-by fail-safe mechanism to
facilitate safe operation. Figure 2.21 shows the flowchart describing the interaction of the hardware
and software components used in the flight test.

Figure 2.22: The two red targets used to verify the EKF-based local planning algorithm.
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Figure 2.23: The telemetry plot of the MAV avoiding two targets. The rectangles represent the targets.
The dotted line represents the flight path and the solid line represents the commanded but conflicted
waypoint path.

2.6.2

Flight Test Results
We conducted flight tests to verify the feasibility of the EKF-based local planning algo-

rithm, which was used to avoid two large red targets, as shown in Figure 2.22. Information about
the locations and dimensions of the targets was not provided to the MAV, rather color segmentation was used as a temporary surrogate for TTC estimation to test the mapping and avoidance
algorithm. The ground speed was Vg = 11 m/s. During the flight, the guidance strategy generated
roll commands on the ground station and transmitted them to the autopilot. Telemetry information
was recorded on the ground station.
Figure 2.23 shows the telemetry plot of the MAV avoiding the two targets, where the rectangles represent the targets, the dotted line represents the flight path, and the solid line represents
the originally commanded but conflicted waypoint path. As the MAV approached the targets, the
local planning algorithm generated a path around the targets and the MAV began to track the generated path. As the MAV passed the targets, it once again began to track the original waypoint path.
As shown in Figure 2.23, the MAV successfully avoided the targets without human intervention.
Figure 2.24 shows the images of the targets as captured by the MAV as it executes the avoidance
maneuver. The range and azimuth tracking errors using the EKF during the time that the targets
are in the field of view of the camera are shown in Figure 2.25. These tracking errors converge to
small steady errors as the MAV approaches the targets.
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(a)

(b)

(c)

(d)

Figure 2.24: The images of the targets from the MAV as it executes the avoidance maneuver.

2.7

Conclusions
In this chapter, we present an EKF-based local-level frame mapping and planning technique

using computer vision for collision avoidance for MAVs operating in unknown environments. We
create the local-level frame maps in cylindrical coordinates directly using the camera data without
transforming to the inertial frame. An EKF taking into account the correlations between obstacles
is used to estimate the range, azimuth, and height and to address the measurement uncertainties.
The data association problem is solved in the local-level frame using the joint compatibility branch
and bound approach. Dubins paths are planned in the local-level frame using the RRT algorithm.
We analyze the behaviors of the EKF-based local planning technique and describe the characteristics of the environments in which the technique is guaranteed to generate collision-free paths and
to maneuver the MAV to the goal region. The local planning technique is demonstrated in both
simulation and flight tests.
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Figure 2.25: The range and azimuth tracking errors using the EKF during the time that the targets are
in the field of view of the camera.

In this section, the analysis of collision avoidance and goal reaching behaviors of the algorithm assumes the obstacle locations are perfectly known. In the future, we will analyze the
behaviors of the algorithm that takes into account the estimation uncertainties.
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Chapter 3
Vision-based Local Multi-resolution Mapping and Planning Using Occupancy
Grid
3.1

Introduction
The measurement uncertainties produced by a camera increase as the distance from the

camera increases. Information about the areas that are close to the MAV is more reliable than
information about the areas that are far away. This observation motivates the use of a multiresolution mapping and path planning scheme for collision avoidance.
There is some work on multi-resolution path planning schemes for robots and UAVs. Reference [35] develops a quadtree decomposition of the environment that gives finer resolution to the
areas that are close to the boundaries of obstacles and that gives coarser resolution to the areas that
are far from obstacles. Even though it is efficient in many cases, this quadtree-based decomposition still tends to waste computational resources because the finer resolution is used to map the
boundaries of all obstacles, regardless of their distance from the robot. Reference [36] uses high
resolution to represent the configuration space that is in close proximity to the robot and uses low
resolution for regions that are far from the robot. This approach concentrates the planning resource
at the beginning part of the path, where the information about obstacles is more reliable.
Reference [37] presents a hierarchical path planning scheme using wavelets for agents operating in partially known environments so that the computational cost can be managed. Wavelets
are used to obtain an approximation of the environment at different level of fidelity, causing a
cell decomposition of the environment with variable resolution. Based on the cell decomposition,
Dijkstra’s algorithm is used to plan paths at each time globally. Reference [38] designs a local
replanning algorithm that extends the results of [37] using the localization property of the wavelet
transform so that the path is planned globally once and is replanned locally at each time step. Reference [20] improves the performance of the local path planning stategy in [38] using the sensor
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data directly to construct a sector-like multi-resolution decomposition of the agent’s immediate
environment. The cell decomposition is constructed in polar coordinates that are compatible with
the on-board sensor data and a path is planned locally based on the cell decomposition.
The algorithms developed in [20, 37, 38] assume that knowledge of the environment at the
finest level of resolution is available. Using that knowledge, the wavelet transform can be applied
to decompose the environment at different levels of resolution. However, the UAV only has the
knowledge obtained by its sensors and does not likely have knowledge of the environment at the
desired levels of resolution.
In this section, we explore a two dimensional vision-based local multi-resolution mapping
and path planning algorithm using an occupancy grid. We build local multi-resolution maps in the
local-level frame of the MAV using a log-polar representation. In the multi-resolution maps, we
use finer resolution to represent the areas that are close to the MAV and use coarser resolution to
represent the areas that are far away from the MAV. The occupancy of each grid cell is updated
using a Bayesian filter. We apply the RRT algorithm to the grid maps and to plan collision-free
paths in the local-level frame.
The mapping and planning algorithm using the occupancy grid can address the path planning problem for a MAV operating in an unknown environment. Instead of being used to build a
global map, the occupancy grid is used to build a map in the local-level frame of the MAV and to address the measurement uncertainties produced by a camera. The multi-resolution mapping scheme
using a log-polar representation is introduced to reduce the computation cost. The log-polar representation is more compatible with on-board camera information than Cartesian coordinates and it
also reflects the pixel quantization uncertainty of vision, thereby allowing the data to be processed
more efficiently. The mapping algorithm using the occupancy grid does not require a data association algorithm and it is well suited to address the planning problem for cluttered environments.
Based on the maps, paths are planned directly in the local-level frame. The local multi-resolution
mapping and planning algorithm using the occupancy grid has been published in [39].
This chapter is organized as follows. Section 3.2 describes the vision-based local multiresolution mapping and planning algorithm using an occupancy grid. In Section 3.3, the simulation
results for the local mapping and planning algorithm are shown. Section 3.4 concludes this chapter
and lists future work.
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3.2
3.2.1

Vision-based Local Multi-resolution Path Planning Using Occupancy Gird
Vision-based Local Multi-resolution Mapping Using Occupancy Grid
As described in Section 2.2 of Chapter 2, the depth map obtained by computer vision

algorithms gives range and bearing to obstacles. Based on the range and bearing measurements, we
construct a local map around the MAV using a log-polar representation, which is ideally matched
to camera information. Let xp and yp represent the Cartesian coordinates of a point p in the locallevel frame. Let rp and ηp represent the range and bearing to point p. The log-polar mapping for
point p is represented by
√

xp2 + y2p ,
yp
= tan−1 ( ).
xp

rp = log

ηp

(3.1)

The measurement uncertainties produced by the camera increase as the distance from the MAV
increases. This observation motivates the use of a cell decomposition of the environment using
variable resolution. Figure 3.1 shows a multi-resolution map in the local-level frame using the logpolar representation. In the figure, the origin of the map is the current location of the MAV. The
resolution level increases as the distance from the MAV decreases. The higher resolution is used to
represent the areas that are close to the MAV and the lower resolution is used to represent the areas
that are far away from the MAV. This multi-resolution map using the log-polar representation is
compatible with the camera range and bearing measurements. It also reflects the pixel quantization
uncertainty of vision since each annulus at a given range in the log-polar representation has the
same number of bins, which fits the fact that each pixel in the depth map subtends a fixed bearing.
The multi-resolution map in Fig. 3.1 can be considered as an occupancy grid. Occupancy
gird mapping is a classical approach, which has been widely used in robotics community, to address
the problem of generating consistent maps from noisy and uncertain measurement data [3, 40].
The basic idea of the occupancy grid is to represent a map as a spaced grid, where each cell has a
random variable associated with it. The random variable has two states, occupied and empty, which
correspond to the occupancy of that cell. The occupancy grid mapping algorithms implement
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Figure 3.1: A multi-resolution map in the local-level frame using a log-polar representation. The origin
of the map is the current location of the MAV. The higher resolution is used to represent the areas that
are close to the MAV and the lower resolution is used to represent the areas that are far away from the
MAV.

approximate posterior estimation for each cell in the occupancy grid [3,40]. The posterior estimate
is updated using a Bayesian filter, which consists of prediction and update steps.
The traditional occupancy mapping algorithms represent a global map as an evenly space
grid using Cartesian coordinates. In this section, however, we employ the occupancy grid to represent a local map using the log-polar representation in the local-level frame of the MAV. Let xC (t)
represent the binary state variable associated with a grid cell C at time t, which has two values,
occupied and empty, denoted by occ and emp. Let xC′ (t − 1) represent the binary state variable
associated with a grid cell C′ at time t − 1. The prediction step of the Bayesian filter gives the
predicted occupancy of the cell C at time t before the new measurements are taken into account
∫

P̄(xC (t)) =

P(xC (t)|xC′ (t − 1))P(xC′ (t − 1))dxC′ (t − 1),
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(3.2)

where P(xC′ (t − 1)) is the posterior for a cell C′ of the grid at time t − 1, and P(xC (t)|xC′ (t − 1))
represents the probability that the cell C is occupied or empty at time t given the cell C′ is occupied
or empty at time t − 1.
The probability P(xC (t)|xC′ (t − 1)) is determined by the equations of motion of an obstacle
relative to the MAV in the local-level frame. Figure 3.2 shows the motion of an obstacle Oi relative
to the MAV in the local-level frame. Based on the figure, the equations of motion of the obstacle
relative to the MAV in terms of range and bearing are given by
ṙi = −Vg cos ηi ,
Vg sin ηi
η̇i =
− ψ̇ ,
ri

(3.3)
(3.4)

where ri is the range to the obstacle, ηi is the bearing to the obstacle, Vg is the ground speed of
the MAV, and ψ̇ =

g
Vg

tan ϕ , where ϕ is the roll angle of the MAV. We consider that there exist n

particles uniformly distributed in the cell C′ and that each particle has a probability mass

P(xC′ (t−1))
.
n

Then using the equations of motion, P(xC (t)|xC′ (t − 1)) is given by the ratio of the number of
particles in the cell C′ that enter the cell C from time t − 1 to time t and the total number of
particles in the cell C′ .

North

East

Figure 3.2: The motion of an obstacle Oi relative to the MAV. The range and bearing to the obstacle
are represented by ri and ηi . The ground speed is represented by Vg . The heading angle is represented
by ψ .

Let r(t) and η (t) represent the measured range and bearing, and let z(t) = [r(t), η (t)]⊤ . The
update step of the Bayesian filter integrates z(t) to update the cell occupancy, which is represented
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by
P(xC (t)|z(t)) =

P̄(xC (t))P(z(t)|xC (t))
,
P(z(t))

(3.5)

where P(z(t)|xC (t)) is the likelihood probability that is the probability of receiving the measurement z(t) given the occupancy of the cell C, and P(z(t)) = P(occ)P(z(t)|occ)+P(emp)P(z(t)|emp).
The likelihood probability is given by the camera model. We assume that the camera is
modeled with Gaussian uncertainty in both range and bearing. Let rc and ηc represent the range
and bearing to the center of the cell C. The likelihood probability density function for the cell C is
then given by
[
(
)]
1
1 (r(t) − rc )2 (η (t) − ηc )2
,
P(z(t)|xC (t)) =
+
exp −
2π |R(t)|
2
σr2 (t)
ση2 (t)

(3.6)

where σr2 (t) and ση2 (t) are the variances of the range and bearing measurements, and the mea

σr2 (t)
0
.
surement covariance matrix R(t) is assumed to have diagonal structure R(t) = 
2
ση (t)
0
The variances of the range and bearing measurements are given by the sweet spot measurement
uncertainty model [27]

σr 2 (t) = a1 (r(t) − a2 )2 + a0 ,

(3.7)

ση 2 (t) = a3 σr 2 (t),
where a0 , a1 , a2 and a3 are the model parameters. The measurement uncertainty model assumes
there exists a “sweet spot” location r(t) = a2 at which the noise is at its minimum value [27]. As
the difference between the range r(t) and the sweet spot a2 increases, the noise increases.
Prior to the flight, no knowledge about the environment is available. The occupancy for
all of the grid cells is initialized as 0.5, which means the probability that each cell is occupied by
obstacles is equal to the probability that each cell is empty. During the flight, we use Eqs. (3.2)
and (3.5) to recursively update the posterior probability of each grid cell.
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3.2.2

Path Planning Using the RRT Algorithm
Given the multi-resolution map, the cells with the occupancy probability greater than a

certain threshold are considered to be occupied by obstacles. We call those cells as “grid obstacles”.
Since obstacles that are far away are represented using the cells with low resolution, we use the
RRT algorithm developed in [2] to generate paths that avoid grid obstacles with the range less than
a certain threshold. Let q(t) represent the MAV configuration at time t and let q f represent the
goal configuration. At time t a path is planned to the intersection configuration ql between line
q(t)q f and the boundary of the local map. The RRT algorithm is described as follows. The tree
is initialized to contain the MAV configuration q(t) as the start node. The RRT algorithm then
draws a random configuration qrand in the local-level frame map based on a uniform distribution
and finds the node qnear in the tree that is closest to qrand . A path of fixed length from the tree node
qnear in the direction of qrand is planned, generating a configuration qnew . If the path between qnear
and qnew is feasible, then qnew is added to the tree as a tree node and the path is added to the tree
as a tree edge. This process is repeated until ql is included in the tree or the maximum number of
iterations are reached.
3.3

Simulation
The local mapping and planning algorithm using the occupancy grid was tested in the sim-

ulation environment developed in MATLAB/SIMULINK. The simulator uses the kinematic guidance model of the aircraft given by Eq. (1.6). The coordinate system is represented by NED (NorthEast-Down) coordinates. The MAV was commanded to maneuver through sixteen 16×10×100 (in
units of meters) obstacles between the waypoint S (0,100,-40) and the waypoint E (700,500,-40),
which are represented by the square and the plus sign respectively. A 20×20 (in units of pixels) depth map was used and the parameters for the sweet spot measurement model were set at
a0 = 0.1528, a1 = 0.001, a2 = 0, and a3 = 0.002. The ground speed was Vg = 10 m/s.
Figure 3.3 shows the update of the map and the evolution of the corresponding path as
more and more obstacles are observed. Subfigures on the left show the update of the occupancy
grid map and local path in the local-level frame. The red cells represent grid obstacles. Subfigures
on the right show the actual path followed by the MAV. Figure 3.4 shows the final path followed
by the MAV between waypoints S and E.
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Figure 3.3: The update of the multi-resolution map and the evolution of the path. Subfigures on the left
show the update of the occupancy grid map and the path in the local-level frame. The red cells represent
grid obstacles. Subfigures on the right show the actual path followed by the MAV.
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Figure 3.4: The final path followed by the MAV between waypoints S and E.

3.4

Conclusions
In this chapter we present a vision-based local multi-resolution mapping and path planning

algorithm for MAVs using an occupancy grid. A multi-resolution map is constructed using a logpolar representation, which is more compatible with the camera measurements and which reflects
the pixel quantization error of vision. In the map, higher resolution is used for the areas that are
close to the MAV and lower resolution is used for the areas which are far away from the MAV.
This technique is motivated by the observation that a camera loses resolution as the distance from
it increases. The multi-resolution grid map is updated using a Bayesian filter. Based on the grid
map, the RRT algorithm is used to plan a collision-free path.
In the future, we will use a log spherical mapping to create multi-resolution maps for addressing the three dimensional planning problem. We will analyze the collision avoidance and goal
reaching behaviors of the local planning algorithm. In addition, in this chapter we only consider
the cells with the occupancy greater than a threshold as grid obstacles, and plan paths that avoid
the grid obstacles using the RRT algorithm. In the future, we will consider both cell occupancy
and distance to the goal for all cells and plan optimal paths in terms of cell occupancy and distance
to the goal using the RRT* algorithm developed in [41].
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Chapter 4
Observability-based Path Planning Using a Bearing-only Camera
4.1

Introduction
Because of projective geometry, a monocular camera really only measures the bearing to

the object. TTC can be estimated by considering the change in the size of the object in the image
plane, but this estimate relies on accurately segmenting the image, which can be a noisy process.
Therefore, it is a reasonable engineering choice to consider a monocular camera as a bearing-only
measurement device and to use the camera to estimate both TTC and bearing. We use an EKF
to extract TTC from bearing measurements. In this chapter, we design an observability-based
path planning technique using a bearing-only camera. The key idea is to maneuver the MAV to
minimize the state estimation uncertainty while simultaneously avoiding obstacles. We will show
that these two tasks are complementary.
We use the EKF-based local-level frame mapping technique presented in Chapter 2, which
builds maps in the local-level frame using the camera measurements directly without transforming
to the inertial frame. However, instead of using both TTC and bearing measurements, we only
use bearing measurements to estimate both TTC and bearing to obstacles. For this purpose we
will use nonlinear observability theory developed by Hermann and Krener [42]. Observability is
a measure of information available for state estimation. Song et al. [43] show that the EKF is
a quasi-local asymptotic observer for discrete-time nonlinear systems, and that the convergence
and boundedness of the filter are achieved when the system satisfies the nonlinear observability
rank condition and when the states stay within a convex compact domain. Observability analysis
has been studied extensively for the purpose of estimation [44–46]. While Bryson and Sukkarieh
[47] perform the observability analysis of SLAM and develop an active control algorithm, the
observability analysis is not used to develop active control.
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The observability-based path planning technique has been published in [48]. The main
contributions of this chapter are as follows:
• We build polar maps using the TTC, which are independent of the ground speed of the MAV.
• We perform an observability analysis of the state estimation process from bearing-only measurements and find the necessary conditions for observability of the system.
• We design a path planning algorithm that minimizes the uncertainties in the TTC and bearing
estimates while simultaneously avoiding obstacles.
• We analyze the behavior of the path planning algorithm and determine the class of environments where the algorithm guarantees collision-free paths that maneuver the MAV to a goal
configuration.
The chapter is organized as follows. In Section 4.2, the notion of observability of a system
is introduced. Section 4.3 describes the model of the vehicle in the local-level frame and details a
nonlinear observability analysis. In Section 4.4 we describe the observability-based path planning
algorithm. Section 4.5 analyzes the behavior of the planning algorithm. Simulation results are
provided in Section 4.6, and our conclusions are in Section 4.7.
4.2

Observability
We first introduce the notion of observability that will be used in this chapter. Observability

is a measure of how well the system states can be determined by observing the system outputs for
a finite period of time. For the state space representation of a general nonlinear system given by
Eq. (1.1), two states x0 and x1 are said to be distinguishable if there exists an input function u∗ such
that z(x0 ) ̸= z(x1 ) [42]. The system is locally observable at a state x0 if there exists a neighborhood
of x0 such that every x in that neighborhood other than x0 is distinguishable from x0 [42].
The local observability of the system is tested using the nonlinear observability rank con∂ Lfi−1 (h)
th
th
∂ x f represent the i order Lie derivative with the 0 order Lie
Ω = [Lf0 (h), Lf1 (h), · · · , Lfn−1 (h)]⊤ represent the vector of Lie derivatives

dition [42]. Let Lfi (h) =
derivative Lf0 (h) = h. Let

for a system with n state variables. The nonlinear observability rank condition is then described as:
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if the observability matrix Oi =

∂Ω
∂ x |x0

at x0 has full rank n, then the system is locally observable at

x0 [42].
4.3

Observability Analysis of State Estimation
In this section we will build a local map using the TTC to obstacles in the local-level frame

of the MAV. The map is constructed in polar coordinates by estimating the TTC and bearing to
obstacles. We perform a nonlinear observability analysis of the state estimation problem using
bearing-only measurements, find necessary conditions for complete observability of the system,
and establish a link between estimation accuracy and collision avoidance.
In this chapter, we assume the MAV is flying at a constant height above ground level. Since
the obstacle map is in the local-level frame of the MAV, the equations of motion of each obstacle
relative to the MAV in terms of TTC and azimuth need to be derived. Let Vg represent the ground
speed of the MAV and let ϕ and ψ represent the roll and heading angles respectively. Suppose that
there exist n obstacles in the local-level frame map. Figure 4.1 shows the motion of the ith obstacle
relative to the MAV in the local-level frame, where τi is the TTC, ηi is the bearing whose positive
direction is defined as the right-handed rotation about the z-axis of the local-level frame, and Oi
represents the ith obstacle. Based on Fig. 4.1, the equations of motion of the obstacle relative to
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Figure 4.1: The motion of the ith obstacle relative to the MAV. The TTC and bearing to the obstacle
are represented by τi and ηi . The ground speed is represented by Vg . The heading angle is represented
by ψ . The ith obstacle is represented by Oi .
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the MAV in terms of TTC and bearing are given by

τ̇i = − cos ηi ,
sin ηi
η̇i =
− ψ̇ ,
τi
where ψ̇ =

g
Vg

(4.1)
(4.2)

tan ϕ , and where g is the gravity constant. Since we use the camera to measure the

bearing only, the measurement at time step k is given by
zi [k] = ηi [k] + vi [k],

(4.3)

where vi [k] is the measurement noise that is assumed to be a zero-mean Gaussian random variable.
Based on the state transition model expressed by Eqs. (4.1) and (4.2) and the observation model
expressed by Eq. (4.3), we use the EKF to estimate the TTC and bearing and we build the local
TTC map in the local-level frame using polar coordinates, as shown in Fig. 4.2. The origin of the
map is the current location of the MAV. The circles represent the obstacles and the ellipses around
them represent the TTC and bearing uncertainties.

Figure 4.2: The local TTC map in the local-level frame of the MAV using polar coordinates. The origin
of the map is the current MAV location. The circles represent the obstacles and the ellipses around them
represent the TTC and bearing uncertainties. The radial direction is TTC in units of seconds.
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To decrease the uncertainties in the TTC and bearing estimates, we analyze the observability of the system given by Eqs. (4.1), (4.2), and (4.3). Let xi = [τi , ηi ]⊤ represent the state vector
associated with the ith obstacle and let u = ϕ represent the control input. Let ẋi = fi (xi , u) represent
the state transition model given by Eqs. (4.1) and (4.2) and let zi = hi (xi ) represent the observation
model given by Eq. (4.3). The 0th order Lie derivative is Lf0i (hi ) = ηi and the 1st order Lie derivative
is Lf1i (hi ) =

∂ Lf0 (hi )
i
∂ xi fi

=

sin ηi
τi

− ψ̇ . The vector of Lie derivatives is given by Ω = [Lf0i (hi ), Lf1i (hi )]⊤ .

The observability matrix is computed as

Oi =



∂Ω  0
=
ηi
∂ xi
− sin
(τ )2

1
cos ηi
τi

i

.

(4.4)

The observability matrix has rank two if and only if τi ̸= ∞, ηi ̸= 2π p where p ∈ Z. The EKF is
a quasi-local asymptotic observer for nonlinear systems and its convergence and boundedness are
achieved when the system is fully observable [43]. Bounds on the EKF error covariance Pi are
related to the observability of the system given by Lemma 4.3.1 proved in [43].
Lemma 4.3.1 ( [43]) Suppose that there exist positive real scalars α1 , α2 , β1 , β2 such that β1 I ≤
Oi ⊤ Oi ≤ β2 I and α1 I ≥ Ci C⊤
i ≥ α2 I then,
(

)
1
β2 + α12

)
1
I ≤ Pi ≤ α1 +
I,
β1
(

(4.5)

where I is identity matrix and Ci is the controllability matrix.
From Lemma 4.3.1, we can see that both the maximum and minimum singular values β1
and β2 of the observability matrix should be maximized in order to minimize both the upper and
lower bounds of the error covariance matrix. For the problem in this chapter the order of the system
is two, and therefore minimizing the inverse of the determinant of Oi ⊤ Oi will maximize the two
eigenvalues of Oi ⊤ Oi . The determinant of Oi ⊤ Oi related to the ith obstacle is given by
sin2 ηi
det(Oi Oi ) =
.
(τi )4
⊤
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(4.6)

From Eq. (4.6), the inverse of determinant is given by

(τi )4
.
sin2 ηi

It can be seen that for large

τi , the inverse is high, which means observability is less, because the change in the bearing measurement is very small with the large TTC (low parallax). It can also be seen that the inverse is
minimum at ηi = π /2 and is maximum at ηi = 0, which means that the vehicle is moving directly
towards the obstacle. Minimizing the inverse will ensure that ηi ̸= 2pπ and will regulate ηi → π /2.
This implies that the minimization of the inverse of the determinant will minimize the lower and
upper bounds of the error covariance matrix as well as steer the MAV away from the obstacle.
Therefore the minimization of uncertainty and obstacle avoidance are complementary.
4.4

Observability-based Path Planning
Based on the observability analysis in the previous section, we design the observability-

based path planning algorithm denoted by π o such that (a) the uncertainties in the TTC and bearing
estimates are minimized and (b) the MAV is maneuvered to the goal configuration. For the objective of goal reaching, the MAV requires knowledge of its own inertial position and the inertial
position of the goal. Accordingly, the path planning algorithm π o requires the use of GPS.
Let τg (t) and ηg (t) represent the TTC and bearing to the goal configuration at time t, and
let xg (t) = [τg (t), ηg (t)]⊤ represent the state vector associated with the goal configuration. Let τi (t)
and ηi (t) represent the estimated TTC and bearing to the ith obstacle and let xi (t) = [τi (t), ηi (t)]⊤
represent the state vector associated with the ith obstacle. Let x(t) = [x1 (t)⊤ , · · · , xn (t)⊤ ]⊤ represent the augmented state vector for all obstacles. The determinant of the matrix Oi ⊤ Oi associated
ηi (t)
with the ith obstacle is given by det(Oi (t)⊤ Oi (t)) = sin
. Let ν (t) = [xg (t)⊤ , x(t)⊤ ]⊤ . Let I (t)
(τ (t))4
2

i

represent the index set of all n obstacles and let

τl

represent the maximum TTC to obstacles that

the planning algorithm π o reacts to. Let B(t) = {i ∈ I (t) : τi (t) ≤ τ l , ηi (t) ≤ π2 } represent the
index set of obstacles with the TTC no greater than τ l and with the azimuth no greater than

π
2.

Define the utility function S : R2n+2 → R as
n

S(ν (t)) = a1 (τg (t))2 + a2 (ηg (t))2 + ∑ bi IB(t) (i)
i=1
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(τi (t))4
,
sin2 ηi (t)

(4.7)

where a1 , a2 , bi , i = 1, · · · , n are non-negative weights, and IB(t) (i) is the indicator function of the
index i, which zeros out the contribution of obstacles that are far away or that are passed by the
MAV.
By minimizing the first two terms of Eq. (4.7), the algorithm drives the MAV towards the
goal configuration. The third term penalizes the weighted sum of the inverse of the determinant of
the matrix Oi ⊤ Oi for all obstacles. By minimizing this term, the algorithm achieves two objectives
simultaneously. First, it minimizes the uncertainties in the TTC and bearing estimates. Second,
the MAV is steered around the obstacles. It is important to note that these two objectives are
complementary to each other. We use a look-ahead policy over the horizon T to design the path
planner π o . The cost function to be minimized is given by
∫ t+T

J=
t

S(ν (ρ ))d ρ ,

(4.8)

subject to the constraints
ẋg (ρ ) = fg (xg (ρ ), u(ρ )),
ẋi (ρ ) = fi (xi (ρ ), u(ρ )), i = 1, · · · , n,

(4.9)

|u(ρ )| ≤ ϕmax ,
where ẋi = fi (xi , u) is given by Eqs. (4.1) and (4.2), and ẋg = fg (xg , u) is given by

τ̇g = − cos ηg ,
sin ηg
η̇g =
− ψ̇ .
τg

(4.10)
(4.11)

To solve the constrained optimization problem, we discretize the time horizon T as the
m-step look-ahead horizon {t,t + ∆t, · · · ,t + m∆t}, where ∆t = T /m. Equation (4.8) then becomes
m

J=

∑ S(ν (t + j∆t)).

j=1
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(4.12)

The optimal path over the m-step look-ahead horizon is found using the nonlinear optimization
function fmincon in MATLAB [49] and is replanned once the MAV has followed the first portion
of the m-step look-ahead path.
4.5

Analysis
The utility function given by Eq. (4.7) can be decomposed as the sum of
S1 (xg (t)) = a1 (τg (t))2 + a2 (ηg (t))2 ,

(4.13)

(τi (t))4
S2 (x(t)) = ∑ bi IB(t) (i) 2
.
sin ηi (t)
i=1

(4.14)

and
n

Accordingly, the observability-based path planner π o that minimizes Eq. (4.8) can be decomposed
into the goal reaching planner denoted by π g , which maneuvers the MAV to the goal by minimizing
the cost function
∫ t+T

J1 =

t

S1 (xg (ρ ))d ρ ,

(4.15)

and the collision avoidance planner denoted by π c , which maximizes the observability of the system by minimizing the cost function
∫ t+T

J2 =

t

S2 (x(ρ ))d ρ .

(4.16)

Remark 1 We decompose the observability-based path planner π o into the collision avoidance
planner π c and the goal reaching planner π g to simplify the analysis of collision avoidance and
goal reaching behaviors.
Accordingly, we analyze the obstacle avoidance behavior of the collision avoidance planner π c that maximizes the observability of the system and describe under what environment π c
guarantees collision-free paths. We also describe under what environment the collision avoidance
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planner π c is guaranteed to drive the MAV to the goal when π c is combined with the goal seeking
planner π g .
4.5.1

Collision Avoidance
We analyze the behavior of the collision avoidance planner π c for avoiding circular obsta-

cles. The collision avoidance planner π c minimizes the cost function given by Eq. (4.16) subject
to the constraints
ẋi (ρ ) = fi (xi (ρ ), u(ρ )), i = 1, · · · , n,
Vg τi (ρ ) ≥ Ri , i = 1, · · · , n,

(4.17)
(4.18)

where Vg is the ground speed of the MAV and Ri is the radius of the ith obstacle. Let ϕmax represent
the maximum roll angle of the MAV and let g represent the gravity acceleration. Since this chapter
addresses two dimensional path planning problem, the minimum turning radius when the MAV
flies at a constant altitude is given by [4]

rmt

Vg2
.
=
g tan(ϕmax )

(4.19)

In order to avoid a circular obstacle, it is necessary to establish the minimum distance to the
obstacle by which the MAV has capability to avoid the obstacle with feasible inputs. We call that
distance the minimum turn away distance. Theorem 4.5.1 shows the minimum turn away distance
required to avoid a circular obstacle with the radius R using the collision avoidance planner π c .
Theorem 4.5.1 Using the collision avoidance planner π c which minimizes the cost function given
by Eq. (4.16) subject to the constraints given by Eqs. (4.17) and (4.18), collision avoidance with a
circular obstacle with the radius R is guaranteed if the initial condition Vg τ0 is greater than
√
dmin =

2 − R,
(R + rmt )2 − rmt
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(4.20)

where τ0 represents the initial TTC to the obstacle and rmt is the minimum turning radius given
by Eq. (4.19). In addition, the MAV converges to a circle around the obstacle with the radius
max{R, rmt }.
Proof:

Consider the worst case scenario where the MAV is flying perpendicular to a circular

obstacle Oi in the local-level frame map, as shown in Fig. 4.3. The minimum turn away distance
dmin to the obstacle can be determined when the maximum roll angle ϕmax is applied and the
generated circle with the minimum turning radius rmt is tangent to the surface of the obstacle.
Based on the geometry, the planner π c is guaranteed to avoid the obstacle if the initial condition
√
2 − R.
satisfies Vg τ0 > dmin = (R + rmt )2 − rmt
To show that the trajectory converges to an orbit around the obstacle, if Vg τ0 > dmin , the
collision avoidance planner π c will cause the MAV to move in such a way that the TTC to the obstacle decreases and the bearing to the obstacle increases. The MAV will first reach a configuration
at time t where the bearing to the obstacle η (t) =

π
2

and the range to the obstacle Vg τ (t) > R. Then

the planner π c will further cause the MAV to reach a configuration at time t ′ such that η (t ′ ) =

π
2

and Vg τ (t) > Vg τ (t ′ ) > R. This process is repeated such that the TTC decreases progressively. Because of the constraints given by Eq. (4.18) on the TTC and the minimum turning radius constraint,
the MAV converges to max{R, rmt }.

Figure 4.3: The worst case scenario that the MAV flies perpendicular to a circular obstacle.
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To this point we have found the conditions under which a single circular obstacle can be
successfully avoided using π c . We extend the analysis to investigate the multiple obstacle avoidance problem. Our approach characterizes the environment with minimum separation between
obstacles such that collisions are avoided with all the obstacles. Let C represent the configuration space, where each configuration consists of North and East coordinates, and heading angle.
For two configurations q1 = [q1n , q1e , q1ψ ]⊤ ∈ C and q2 = [q2n , q2e , q2ψ ]⊤ ∈ C , where qin and qie ,
i = 1, 2, represent North and East coordinates, and qiψ , i = 1, 2, represent the heading angle, define
the distance between q1 and q2 as
∥q1 − q2 ∥ ,

√
(q1n − q2n )2 + (q1e − q2e )2 .

(4.21)

For a configuration q and the ith obstacle Oi , we define the distance between q and the boundary of
Oi as
dqi , min ∥q − q′ ∥.

(4.22)

q′ ∈∂ Oi

j

i
Let dmin
and dmin represent the minimum turn away distance for the ith obstacle Oi and the jth

obstacles O j . Let
di j ,

min

pi ∈∂ Oi ,p j ∈∂ O j

∥pi − p j ∥

(4.23)

represent the shortest distance between the points along the boundaries of Oi and O j . Let q0 represent the initial MAV configuration. Theorem 4.5.2 describes the characteristics of the environment
in which the collision avoidance planner π c guarantees collision-free paths.
j

i ,d
Theorem 4.5.2 If the environment satisfies d i j > max{dmin
min }, ∀i, j, and the initial MAV coni , ∀i, where d i j represents the distance between the ith and the jth
figuration q0 satisfies dqi 0 > dmin
j

i
obstacles given by Eq. (4.23), dmin
and dmin represent the minimum turn away distances to the

ith and the jth obstacles given by Eq. (4.20), dqi 0 represents the distance between q0 and the ith
obstacle given by Eq. (4.22), then the collision avoidance planner π c , which minimizes the cost
function given by Eq. (4.16) subject to constraints given by Eqs. (4.17) and (4.18), guarantees that
the MAV will avoid all obstacles in the future.
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i , ∀i, and that it will collide
Proof: Consider that the MAV is initially located at q0 with dqi 0 > dmin
i
with an obstacle Oi if it flies along its initial heading, as shown in Fig. 4.4. Since dqi 0 > dmin
j

c
i ,d
and d i j > max{dmin
min }, in the worse case scenario the planner π leads to a collision-free path
j

j

from q0 to qA on the boundary of Oi with direction tangent to the boundary, where dqA > dmin .
This means that the MAV certainly has the capability to avoid the obstacle O j when it reaches
j

k }, in the worse case scenario the planner π c leads to
qA . In addition, since d jk > max{dmin , dmin

a collision-free path from qA to qB on the boundary of O j with direction tangent to the boundary,
k . This process can be repeated so that the MAV does not collide with any obstacle
where dqkB > dmin

using π c for all time t.

Figure 4.4: The collision avoidance planner π c drives the MAV to avoid multiple obstacles.

4.5.2

Goal Reaching
Besides the collision avoidance behavior of the planner π c , we are also interested in its goal

reaching behavior when it is combined with the planner π g . In this section, we combine the two
path planners using a switching algorithm that executes them alternately.
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Remark 2 We analyze the goal reaching behavior of the switching algorithm to simplify the determination of analytical conditions under which the collision avoidance planner π c is guaranteed
to drive the MAV to the goal when π c is combined with the goal reaching planner π g . However, in
simulation we use the observability-based planner π o that takes into account collision avoidance
and goal reaching simultaneously.
The switching algorithm is described as follows. The algorithm first executes the goal
reaching planner π g to maneuver the MAV toward the goal from an initial configuration. If there
exist obstacles with the TTC less than τ l that collide with the MAV, the algorithm executes the
collision avoidance planner π c to react to nearby obstacles. The collision avoidance planner π c is
executed until the MAV reaches a configuration such that the goal reaching planner π g can generate
a path from that configuration to the goal, which does not collide with any obstacle with TTC less
than τ l . The algorithm then executes the goal reaching planner π g . This process is repeated until
the MAV reaches the goal.
The switching algorithm needs conditions on the environment to ensure that it drives the
MAV to the goal. The following theorem describes the conditions under which the MAV can reach
the goal from an initial configuration with the heading pointing to the goal using the switching
algorithm.
Theorem 4.5.3 If the environment satisfies d i j > 2Vg τ l , ∀i, j and the initial MAV configuration q0
i , ∀i, then the MAV is guaranteed to be
with the heading pointing to the goal satisfies dqi 0 > dmin

maneuvered to the goal using the switching algorithm.
Proof: Let q0 represent the initial MAV configuration with the heading pointing to the goal at
time t0 as shown in Fig. 4.5 and let d(t0 ) = ∥q0 − q f ∥ represent the distance between q0 and q f .
Consider a scenario that there exists an obstacle Oi in the MAV’s initial course towards the the goal
q f and that the TTC to the obstacle is no greater than τ l . For this scenario, since d i j > 2Vg τ l , ∀i, j,
there are no other obstacles with TTC no greater than τ l when the MAV is located at q0 . The
switching algorithm executes the collision avoidance planner π c to react to the obstacle Oi . Based
on Theorem 4.5.1, the planner π c will cause the distance between the MAV and the obstacle Oi
to decrease until the MAV converges to a circle with the radius max{R, rmt }. This implies that
the MAV will stay within the circle Ci centered at Oi with the radius Vg τ l , where the planner π c
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only reacts to the obstacle Oi , until the MAV converges to the circle with the radius max{R, rmt }.
Accordingly, the switching algorithm executes the collision avoidance planner π c to avoid Oi until
the MAV reaches a configuration q1 at time t1 such that the goal reaching planner π g can generate
a path from q1 to q f that does not collide with the obstacle Oi . While the MAV flies from q0 to q1
using π c , the bearing to the obstacle Oi is no greater than π2 . Since the MAV inertial angle to the
goal during its flight from q0 to q1 is less than the bearing to the obstacle, the inertial angle to the
goal must be less than π2 . Therefore, it must be that d(t1 ) = ∥q1 − q f ∥ < d(t0 ).
Once the MAV reaches q1 , the algorithm executes the goal reaching planner πg until the
MAV reaches a configuration q2 outside of the circle Ci , where another obstacle O j with TTC no
greater than τ l exists in the MAV’s course towards the goal. It is apparent that d(t2 ) = ∥q2 − q f ∥ <
d(t1 ). Once the MAV reaches q2 , the switching algorithm executes the collision avoidance planner

π c to react to the obstacle O j . As the process is repeated, the distance between the MAV and the
goal decreases progressively and the MAV will be eventually maneuvered to the goal using the
switching algorithm.

Figure 4.5: The MAV can be maneuvered to q f using the switching algorithm.
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The conditions given by Theorem 4.5.3 require that each two obstacles in the environment
are separated far enough so that the MAV reacts to and avoids obstacles one by one until it reaches
the goal. We assume the environment satisfies these conditions in order to provide a theoretical
guarantee for the goal reaching behavior of the collision avoidance planner π c when it is combined
with the goal reaching planner π g . The conditions may not be necessary for the observabilitybased planning algorithm π o to achieve goal reaching performance. This implies that there may
exist environments that do not satisfy the conditions but where the MAV can still be maneuvered
to the goal without causing collisions using π o .
4.6

Simulation
In this section, we tested the observability-based planning algorithm π o that minimizes the

cost function given by Eq. (4.8) and takes into account collision avoidance and goal reaching simultaneously using the simulation environment developed in MATLAB/SIMULINK.
The covariance


matrices of the measurement and process noises were Ri = 0.0012 and Qi = 

0.001

0

.

0
0.0076
The weighting scalars a1 and a2 were 10 and 1. All the weighting scalars bi = 2, i = 1, · · · , n. A
look-ahead policy over a horizon 3.6 seconds was used. The ground speed was Vg = 13 m/s. The
maximum roll angle for the MAV was 30◦ . We tested the algorithm for both single and multiple
obstacle avoidance scenarios. We also conducted a Monte Carlo simulation to test the collision
avoidance and goal reaching performance of the observability-based planning algorithm π o with
varying measurement uncertainties in the environments with varying minimum distance between
obstacles.
4.6.1

Single Obstacle Avoidance
In this scenario, the MAV was commanded to maneuver around an obstacle located at

(150,250) between waypoint S (0,100,-40) and waypoint E (600,700,-40) represented by the box
and plus signs shown in Fig. 4.6(a).
Figure 4.6 shows the path followed by the MAV for avoiding the obstacle using the planning
algorithm π o , the determinant of the matrix Oi ⊤ Oi for that obstacle, the TTC and bearing, and the
TTC and bearing tracking error. It can be seen that when the determinant is maximum, then the
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bearing is η =

π
2

and the TTC reaches its minimum value τmin ≈ 4 s. At the same time, the

bound on the error covariance for the TTC is minimum, which shows that the uncertainties in state
estimates can be minimized while simultaneously avoiding collisions.
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Figure 4.6: The simulation results of single obstacle avoidance problem. Subfigures (a), (b), (c), (d),
and (e) shows the inertial path, the determinant of the matrix Oi ⊤ Oi , TTC and bearing to the obstacle,
and TTC and bearing estimation error respectively.
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4.6.2

Multiple Obstacle Avoidance
In the multiple obstacle avoidance scenario, the MAV was commanded to maneuver through

twenty-five obstacles between waypoint S (0,100,-40) and waypoint E (600,700,-40), as shown in
the subfigures on the right of Fig. 4.7.
Figure 4.7 shows the evolution of the local map in the local-level frame and the update
of the path in the inertial frame at different time. The dashed circles in the subfigures on the left
represent the TTC at 3 s, 6 s, and 9 s for the inner, middle, and outer circles respectively. The
plus sign in subfigure (d) on the left represents the waypoint E in the local-level frame. Red lines
in the subfigures on the right represent the paths followed by the MAV and black lines represent
the optimal look-ahead paths. Figure 4.8 shows the TTC and bearing to the obstacle located at
(150,250), the TTC and bearing tracking error, and the determinant of the matrix Oi ⊤ Oi of that
obstacle. We can see that minimizing the cost function for multiple obstacle avoidance gives the
same behavior for the obstacle avoidance, observability and further estimation uncertainties.
Figure 4.9 shows how the value of the cost function changes as time progresses. Based
on the figure, the cost function decreases initially when there are no obstacles in the local map.
The cost function only consists of the first term. Once a new obstacle pops up, the cost function
increases because the obstacle term is added to the cost function. The planning algorithm π o then
minimizes the second term, causing the cost function to decrease. Once the collision is avoided
and the obstacle is passed, it does not add any cost to the cost function. The cost function then
decreases based on the first term. Similar behavior occurs when multiple obstacles are observed.
4.6.3

Monte Carlo Simulation
To simplify the analysis of collision avoidance and goal seeking performance and determine

analytical conditions, in previous section we decompose the observability-based planner π o into
the collision avoidance planner π c and the goal reaching planner π g . We then analyze of obstacle
avoidance behavior of the planner π c and the goal seeking behavior of the switching algorithm that
executes the two planners alternately. Accordingly, the conditions for collision avoidance and goal
reaching described in Theorem 4.5.2 and Theorem 4.5.3 may not be identical for the observabilitybased planner π o to achieve collision avoidance and goal reaching performance. Accordingly, we
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Figure 4.7: The evolution of the local map and the update of the path at different times. Subfigures
on the left show the evolution of the local map. The dashed circles represent the TTC at 3 s, 6 s and 9
s for inner, middle and outer circles respectively. Subfigures on the right show the path in the inertial
frame. The black lines represent the three-step look-ahead paths and red lines represent the actual path
followed by the MAV.
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Figure 4.8: The simulation results for the obstacle located at (150,250) for multiple obstacle avoidance
problem. Subfigures (a) and (b) show the TTC and bearing. Subfigures (c) and (d) show the error and
±3σ bounds of the error covariance. Subfigure (e) shows the determinant of the matrix Oi ⊤ Oi .

conduct Monte Carlo simulations to demonstrate the statistical performance of the observabilitybased planner π o .
For each environment with a fixed minimum distance between obstacles, we executed
100 simulation runs. In each simulation run, the MAV was maneuvered from the initial position
(120,120,-40) to the end position (580,580,-40) through an environment using π o . The environment was constructed so that each obstacle was added to the environment based on a uniform
distribution over the square area with the South-West corner (100,100) and the North-East corner
(600,600) until no more obstacles could be added. The height and radius for all obstacles were 100
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Figure 4.9: The value of the cost function as time progresses.

meters and 20 meters, and the MAV was flying at a height of 40 meters. The observability-based
planner π o reacts to obstacles with TTC no greater than τ l = 4 s. We evaluate two criteria: the
number of collisions and the percentage of runs where MAV reached the goal. We say that the
MAV reaches the goal if it is maneuvered to the goal in t < 100 seconds without any collisions.
Figure 4.10 (a) plots the average number of collisions over 100 simulation runs versus the
minimum distance between obstacles for the case where the standard deviation for the azimuth
measurement noise is 2◦ , as shown by the solid line, and for the case where the locations of
obstacles are perfectly known, as shown by the dashed line. The figure shows the average number
of collisions decreases dramatically as the minimum distance between obstacles increases from
5 to 20 meters for both cases. After the minimum distance is greater than 20 meters, the average
number of collisions decreases slowly for the case with measurement uncertainties, and the average
number of collisions is zero for the case where the locations of obstacles are perfectly known.
The results match the obstacle avoidance behavior of the collision avoidance planner π c . Given
Vg = 13 m/s, ϕmax = 30◦ , and Ri = 20 m, ∀i, the minimum distance that satisfies the obstacle
avoidance conditions of Theorem 4.5.2 for the planner π c is 19.93 meters. When the minimum
distance is less than 19.93 meters, the number of collisions decreases quickly as the minimum
distance increases. When the minimum distance is greater than 19.93 meters, the conditions of
Theorem 4.5.2 are satisfied. The collision avoidance planner π c guarantees collision-free paths if
the obstacle locations are perfectly known. For the case with measurement uncertainties, the MAV
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still encounters a small number of collisions when the minimum distance is greater than 20 meters.
In addition, when the minimum distance is 10 and 15 meters for the case with perfectly known
obstacle locations, the average number of collisions is less than one, which implies that there exist
environments that do not satisfy the conditions of Theorem 4.5.2 but where the observability-based
planner π o still generates collision-free paths.
Figure 4.10 (b) plots the percentage of runs where the MAV reached the goal versus the
minimum distance for the two cases. The percentage increases as the minimum distance between obstacles increases. When the minimum distance is greater than 80 meters for the case
with measurement uncertainties or when the minimum distance is greater than 70 meters for the
case with perfectly known obstacle locations, the MAV is always maneuvered to the goal using
the observability-based planner π o . In addition, the percentage for all the environments with the
minimum distance from 10 to 100 meters for both cases is nonzero. Accordingly, the minimum
distance 2Vg τ l = 104 m, which satisfies the goal reaching conditions of Theorem 4.5.3 for the
switching algorithm, is not necessary for the observability-based planner π o to achieve goal reaching performance.
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Figure 4.10: The statistical performance of the observability-based planner π o implemented in the
environments with varying minimum distance between obstacles for the cases with the standard deviation of measurements 2◦ and with perfectly known obstacle locations. Subfigure (a) plots the average
number of collisions over 100 simulation runs versus the minimum distance. Subfigure (b) plots the
percentage of runs where the MAV reached the goal versus the minimum distance.
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To take into account the effect of measurement uncertainties, Monte Carlo simulations are
also conducted to test the performance of the planner π o with varying measurement uncertainties.
Similarly, we evaluate the number of collisions and the percentage of runs for the MAV to reach the
goal. Figure 4.11 plots the average number of collisions over 100 simulation runs and the percentage of runs where the MAV reached the goal versus the standard deviation of measurements for the
environment with the minimum distance 30 meters. Based on the figure, as the standard deviation
of the measurement noise increases, the number of collisions increases and the percentage of runs
where the MAV reached the goal decreases.
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Figure 4.11: The statistical performance of the observability-based planner π o with varying measurement uncertainties in the environment with the minimum distance 30 meters. Subfigure (a) plots the
average number of collisions over 100 simulation runs versus the standard deviation of measurements.
Subfigure (b) plots the percentage of runs where the MAV reached the goal versus the standard deviation.

4.7

Conclusions
This chapter presents an observability-based planning algorithm using bearing-only mea-

surements. We perform a nonlinear observability analysis for state estimation and argue that collision avoidance and uncertainty minimization problem are complementary. Based on this analysis,
we design a cost function that minimizes the estimation uncertainties while simultaneously avoiding obstacles. By minimizing the cost function, the path planning algorithm is developed directly in
the local-level frame. We use a look-ahead policy to plan optimal paths over a finite time horizon.

80

Simulation results show that the observability-based planning algorithm is successful in solving
the single and multiple obstacle avoidance problems while improving the estimation accuracy.
Future work includes the analysis of the observability-based planning algorithm that takes
into account estimation uncertainties, and flight test validation of the algorithm.
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Chapter 5
Vision-based Local-level Frame Mapping and Planning in Spherical Coordinates
5.1

Introduction
Feature initialization is a critical issue for a bearing-only camera. Since the camera only

provides the bearing to a feature, the TTC estimate for the feature is uncertain when it is initially
observed or when the feature exhibits low parallax during motion of the platform. The uncertainties
are not well represented by a Gaussian distribution in the context of an EKF [50]. There have been
methods presented for addressing the feature initialization problem in the Simultaneously Localization and Mapping (SLAM) community. The methods are classified into delayed and undelayed
initialization.
Delayed initialization methods consider the new observed features separately from the map
and accumulate depth information over several video frames to reduce depth uncertainty before
adding the new features to the map [51–53]. However, the drawback of using these methods for
collision avoidance is that the new observed obstacles do not contribute to the path generation until
they are added to the map. Reference [50] develops an undelayed feature initialization method
that can handle the initialization of features at all depths within the standard EKF framework using
direct parametrization of inverse depth relative to the camera position from which a feature was
first observed. The inverse depth parametrization represents a feature by a six-state vector, which
is more computationally expensive. Once the depth estimate is accurate enough, the inverse depth
parametrization is converted to Euclidean XYZ form to speed up the computation.
In this chapter, we construct a map in local-level spherical coordinates and design a three dimensional observability-based path planning algorithm. We parameterize the local spherical maps
using the inverse TTC, which allows the obstacle initialization problem to be addressed explicitly.
In addition, compared to using a switching strategy between the inverse depth parametrization and
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Euclidean XYZ representation, parameterizing the maps only using the inverse TTC, azimuth, and
elevation enhances the computational efficiency. We perform an observability analysis of the estimation process of inverse TTC, azimuth, and elevation using bearing-only measurements and find
the conditions for observability of the system. Based on the conditions, we design the planning
algorithm that minimizes the uncertainties of the state estimates while simultaneously avoiding
collisions with obstacles. We analyze the behavior of the three dimensional planning algorithm
and describe the characteristics of the environment in which the algorithm guarantees collisionfree paths for the MAV. The three dimensional observability-based path planning algorithm will
appear in [54] and has also been submitted to [55].
The chapter is organized as follows. Section 5.2 describes the vision-based spherical mapping in the local-level frame using the inverse TTC, azimuth, and elevation. A nonlinear observability analysis of the system is also presented. In Section 5.3, the three dimensional planning
algorithm is designed based on the observability conditions. Section 5.4 analyzes the behavior of
the planning algorithm. Section 5.5 presents simulation results that demonstrate the effectiveness
of the algorithm.
5.2

Vision-based Local-level Frame Mapping in Spherical Coordinates
In this section we will build a map using the inverse TTC to obstacles in the local-level

frame of the MAV. The map is constructed in spherical coordinates by estimating the inverse TTC,
azimuth, and elevation to obstacles. We then perform a nonlinear observability analysis of the
state estimation problem using bearing-only measurements, and find the conditions for complete
observability of the system.
5.2.1

Estimates of Inverse TTC, Azimuth, and Elevation
Let Vg represent the ground speed of the MAV and let ψ and γ represent the heading and

flight path angles respectively. Suppose there exist n obstacles in the local-level frame map. Figure 5.1 shows the three dimensional motion of the ith obstacle relative to the MAV in the local-level
frame, where Oi represents the obstacle, and ri , ηi , and ξi are the range, azimuth, and elevation to
the obstacle. The positive directions of azimuth ηi and elevation ξi are defined as the right-handed
rotation about z-axis and y-axis of the local-level frame respectively. Based on Fig. 5.1, the equa84

Figure 5.1: The three dimensional motion of the ith obstacle relative to the MAV. The current MAV
location is p(t). The obstacle is represented by Oi . The flight path angle is represented by γ . The range,
azimuth, and elevation to the obstacle are represented by ri , ηi , and ξi . The ground speed is represented
by Vg .

tions of motion of the obstacle relative to the MAV in terms of the range, azimuth, and elevation
are given by
ṙi = −Vg cos γ cos ηi cos ξi −Vg sin γ sin ξi ,
Vg cos γ sin ηi
η̇i =
− ψ̇ ,
ri cos ξi
Vg cos γ cos ηi sin ξi −Vg sin γ cos ξi
ξ̇i =
,
ri
where ψ̇ =

g
Vg

(5.1)
(5.2)
(5.3)

tan ϕ , and where g is gravity acceleration and ϕ is the roll angle of the MAV. Let

κi = Vg /ri represent the inverse TTC to the obstacle. Substituting κi into Eqs. (5.1) - (5.3) and
adding process noise give the equation of motion of the ith obstacle relative to the MAV in the
local-level frame in terms of the inverse TTC, azimuth, and elevation as
ẋi =





= 


fi (xi , u) + wi
(κi )2 cos γ cos ηi cos ξi + (κi )2 sin γ sin ξi
γ sin ηi
κi coscos
ξi

− ψ̇

κi cos γ cos ηi sin ξi − κi sin γ cos ξi




 + wi ,


(5.4)

where xi = [κi , ηi , ξi ]⊤ is the state associated with the ith obstacle, u = [ϕ , γ ]⊤ is the control input,
and the process noise wi is a Gaussian random vector with zero mean and covariance matrix Qi .
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Since the camera directly measures the azimuth and elevation angles, the measurement at
time step k is given by

zi [k] = hi (xi [k]) + vi [k] = 

ηi [k]
ξi [k]


 + vi [k],

(5.5)

where the measurement noise vi [k] is a Gaussian random vector with zero mean and covariance
matrix Ri [k]. Based on Eqs. (5.4) and (5.5), the inverse TTC, azimuth, and elevation are estimated
using the EKF.
When an obstacle is observed for the first time, we initialize the azimuth and elevation
using the measurement data. The uncertainties of the initial inverse TTC to the obstacle can be
well approximated by a Gaussian distribution with the mean κ0 and the standard deviation σκ0 [50].
The values for κ0 and σκ0 are set empirically such that the 95% confidence region spans a range
of the TTC from close to the camera up to infinity. Let zi [k] represent the measurement for the
new observed obstacle and let Ri [k] represent the covariance matrix of measurement noise for that
⊤ ⊤
obstacle. The state for the obstacle
is initialized

 as [κ0 , zi [k] ] and the error covariance matrix for

that obstacle is initialized as 

5.2.2

σκ20

0

0

Ri [k]

.

Local-level Frame Mapping in Spherical Coordinates
Based on the estimated inverse TTC, azimuth, and elevation, we construct a map in spher-

ical coordinates, as shown in Fig. 5.2. The origin of the map is the current location of the MAV.
The blue dots are a numerical representation of 95% uncertainty region in the inverse TTC for each
obstacle.
5.2.3

Observability Analysis
We analyze the observability of the system for the ith obstacle given by Eqs. (5.4) and (5.5)

by computing the rank of the observability matrix. For an angle α , define cα , cos α and sα ,
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Figure 5.2: The local-level frame map in spherical coordinates. The origin of the map is the current
location of the MAV. The blue dots are a numerical representation of 95% uncertainty region in the
inverse TTC for each obstacle.

sin α . The 0th order Lie derivative is

Lf0i (hi ) = 



ηi

.

ξi

(5.6)

The 1st order Lie derivative is given by

Lf1i (hi ) =

∂ Lf0i (hi )
∂ xi


fi = 

c s
κi γc ηi
ξi

− ψ̇

κi cγ cηi sξi − κi sγ cξi


.

(5.7)

The 2nd order Lie derivative is given by


Lf2i (hi ) =

∂ Lf1i (hi )
∂ xi

2(κi )2 c2γ sηi cηi
c2ξ

κc c
− ψ̇ i cγ ηi
ξi


i

 2(κ )2 s c c s2 − 2(κ )2 s c c c2
i
γ γ ηi ξi
i
γ γ ηi ξi

fi = 
 +2(κ )2 c2 c2 c s − 2(κ )2 s2 c s

i
i
γ ηi ξi ξi
γ ξi ξi

2
2
2
(κi ) cγ sηi sξi
−
− κi cγ sηi sξi ψ̇
c
ξi
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.




(5.8)

The observability matrix is computed as

 0

 0

 cγ sηi
 c

Oi =  ξi

 Oi41


 Oi51

Oi61


1

0

0

1

κi cγ cηi
cξi

κi cγ sηi sξi
c2ξ

Oi42

Oi43

Oi52

Oi53

Oi62

Oi63








,







i

(5.9)

where
Oi41 = cγ cηi sξi − sγ cξi ,
Oi42 = −κi cγ sηi sξi ,
Oi43 = κi cγ cηi cξi + κi sγ sξi ,

Oi51 =
Oi52 =
Oi53 =

4κi c2γ sηi cηi

ψ̇ cγ cηi
−
,
2
cξi
cξ
i
2
2(κi ) c2γ c2ηi 2(κi )2 c2γ sη2 i ψ̇κi cγ sηi
−
+
,
cξi
c2ξ
c2ξ
i
i
2
2
2(κi ) cγ sξi sηi cηi ψ̇κi cγ cηi sξi
,
−
c2ξ
c3ξ
i
i

Oi61 = 4κi sγ cγ cηi sξ2i − 4κi sγ cγ cηi c2ξi + 4κi c2γ cη2 i cξi sξi
−4κi s2γ cξi sξi −

2κi c2γ s2ηi sξi
− cγ sηi sξi ψ̇ ,
cξi

Oi62 = −2(κi )2 sγ cγ sηi s2ξi + 2(κi )2 sγ cγ sηi c2ξi − 4(κi )2 cγ2 cηi sηi cξi sξi
2(κi )2 c2γ sηi cηi sξi
− κi cγ cηi sξi ψ̇ ,
−
cξi
Oi63 = 4κi sγ cγ cηi sξi cξi + 4(κi )2 sγ cγ cηi cξi sξi + 2(κi )2 c2γ c2ηi c2ξi − 2(κi )2 c2γ c2ηi sξ2i
+2(κi )2 s2γ s2ξi − 2(κi )2 s2γ c2ξi − κi cγ sηi cξi ψ̇ −

(κi )2 c2γ s2ηi
cξ2

i
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.

Based on the observability matrix, Lemma 5.2.1 gives the conditions under which the system for
the ith obstacle is observable.
Lemma 5.2.1 The ith obstacle, whose motion is given by Eqs. (5.4) and (5.5), is observable at
time t if and only if at least one of the following three conditions is satisfied (a) ηi (t) ̸= 0, (b)

ξi (t) ̸= γ (t), and (c) ϕ (t) ̸= 0, where ηi (t) and ξi (t) are the azimuth and elevation angles to the
obstacle, and ϕ (t) and γ (t) are the roll and flight path angles of the MAV.
Proof: The observability matrix given by Eq. (5.9) loses rank if and only if all elements in the
first column are zero. Accordingly, the ith obstacle, whose motion is given by Eqs. (5.4) and (5.5),
is unobservable if and only if all elements in the first column are zero. For Oi31 to equal zero at
time t, it must be that ηi (t) = 0. For Oi41 to equal zero at time t, it must be that ξi (t) = γ (t). For
Oi51 to equal zero at time t, it must be that ψ̇ = Vgg tan ϕ = 0, which implies ϕ (t) = 0. Substituting

ηi (t) = 0, ξi (t) = γ (t) and ϕ (t) = 0 into Oi61 also leads to Oi61 = 0. Therefore, the system is
unobservable at time t if and only if all three conditions of (a) ηi (t) = 0, (b) ξi (t) = γ (t), and (c)

ϕ (t) = 0 are satisfied.
The conditions in Lemma 5.2.1 state that the system is observable when the MAV does not
directly fly toward the obstacle. When the MAV is not flying directly at the obstacle, parallax can
be used to estimate TTC.
5.3

Path Planning in the Local-level Frame
We design the three dimensional path planning algorithm that minimizes the uncertainties

of the inverse TTC, azimuth, and elevation estimates while simultaneously causing the MAV to
avoid collisions. Based on Lemma 4.3.1, we can see that the minimum eigenvalue of the matrix
Oi ⊤ Oi determines the upper bound on the error covariance. To minimize the upper bound on the
error covariance, the minimum eigenvalue should be maximized, which is equivalent to minimizing
the inverse of the minimum eigenvalue.
When the system is unobservable, the rank of the observability matrix is two and the inverse
of the minimum eigenvalue is infinite. When the system is observable, the rank of the observability
matrix is three and the inverse of the minimum eigenvalue is finite. Minimizing the inverse of the
minimum eigenvalue ensures that the observability conditions given by Lemma 5.2.1 are satisfied,
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causing the MAV to avoid flying toward the obstacle. This implies that the minimization of the
inverse of the minimum eigenvalue will minimize the upper bound of the error covariance as well
as steer the MAV away from the obstacle. Therefore, the minimization of uncertainties and obstacle
avoidance are complementary.
Let κg (t), ηg (t), and ξg (t) represent the inverse TTC, azimuth, and elevation to the goal
configuration at time t, and let xg (t) = [κg (t), ηg (t), ξg (t)]⊤ represent the state vector associated
with the goal configuration. Suppose there exist n obstacles in the local map. Let κi (t), ηi (t),
and ξi (t) represent the inverse TTC, azimuth, and elevation to the ith obstacle, and let xi (t) =
[κi (t), ηi (t), ξi (t)]⊤ represent the state vector associated with the ith obstacle in the MAV’s locallevel frame. Let ν (t) = [xg (t)⊤ , x1 (t)⊤ , · · · , xn (t)⊤ ]⊤ . Let I (t) represent the index set of all
n obstacles at time t and let κ l represent the minimum inverse TTC to obstacles that the local
planning algorithm reacts to. Let B(t) = {i ∈ I (t) : κi (t) ≥ κ l , ηi (t) ≤ π2 , ξi (t) ≤ π2 } represent
the index set of obstacles with the inverse TTC no less than κ l and with the azimuth and elevation
no greater than π2 . Define the utility function S : R3n+3 → R as
S(ν (t)) =

n
di IB(t) (i)
c1
2
2
η
ξ
(t))
+
c
(
(t))
+
+
c
(
,
3 g
2 g
∑
2
⊤
(κg (t))
i=1 λmin (Oi Oi )

(5.10)

where c1 , c2 , c3 , and di , i = 1, · · · , n are positive weights, λmin (Oi ⊤ Oi ) is the minimum eigenvalue
of the matrix Oi ⊤ Oi , and IB(t) (i) is the indicator function that only includes elements of B(t).
Minimizing the first three terms of Eq. (5.10) drives the MAV to the goal. The fourth term penalizes
the weighted sum of the inverse of the minimum eigenvalue for all obstacles. By minimizing
the fourth term, the algorithm achieves two objectives simultaneously. First, it minimizes the
uncertainties in the inverse TTC, azimuth, and elevation estimates. Second, the MAV is steered
around the obstacles. We use a look-ahead policy over the horizon T to design the path planner.
The cost function to be minimized is given by
∫ t+T

J=
t

S(ν (ρ ))d ρ ,
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(5.11)

subject to the constraints
ẋg (ρ ) = fg (xg (ρ ), u(ρ )),
ẋi (ρ ) = fi (xi (ρ ), u(ρ )), i = 1, · · · , n,
|ϕ (ρ )| ≤ ϕmax ,

(5.12)

|γ (ρ )| ≤ γmax ,
where ẋi = fi (xi , u) is given by Eq. (5.4), and ẋg = fg (xg , u) is given by



ẋg = 


(κg )2 cos γ cos ηg cos ξg + (κg )2 sin γ sin ξg
cos γ sin η
κg cos ξg g

− ψ̇

κg cos γ cos ηg sin ξg − κg sin γ cos ξg




.


To solve the constrained optimization problem, we discretize the time horizon T as the mstep look-ahead horizon {t,t + ∆t, · · · ,t + m∆t}, where ∆t = T /m. Equation (5.11) then becomes
m

J=

∑ S(ν (t + j∆t)).

(5.13)

j=1

The optimal path over the m-step look-ahead horizon is found using the nonlinear optimization
function fmincon in MATLAB [49] and is replanned once the MAV has followed the first portion
of the m-step look-ahead path.
5.4

Analysis
In this section, we describe the characteristics of the environments under which the three

dimensional observability-based planning algorithm is guaranteed to generate collision-free paths
for the MAV. We focus our analysis on environments with spherical obstacles with known locations.
For avoiding spherical obstacles, the optimization needs the additional constraints
Vg
≥ Ri , i = 1, · · · , n, ∀ρ ∈ [t,t + T ],
κi (ρ )
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(5.14)

where Ri is the radius of the ith obstacle. We evaluate the minimum turn away distance at the horizontal plane of the MAV’s center of mass. Lemma 5.4.1 shows the minimum turn away distance
for the MAV to avoid a spherical obstacle Oi with the radius Ri using the planning algorithm.
Lemma 5.4.1 Using the planning algorithm which minimizes the cost function given by Eq. (5.11)
subject to the constraints given by Eqs. (5.12) and (5.14), avoidance of a collision with a spherical
obstacle Oi with the radius Ri is guaranteed if the distance of the MAV to the obstacle is greater
than
√
2 −R ,
dmin = (Ri + rmt )2 − rmt
i
where rmt =

Vg2 cos γmax
g tan ϕmax

(5.15)

is the minimum turning radius of the MAV, where ϕmax is the maximum roll

angle and γmax is the maximum flight path angle.
Proof:

Consider the worst case scenario where a MAV is flying perpendicular to a spherical

obstacle Oi and where the MAV’s center of mass and the center of the obstacle are in the same
horizontal plane. Figure 5.3 shows the geometry of the worst case scenario projected on x-y
i
plane of the inertial frame. The minimum turn away distance from the obstacle dmin
can be de-

termined when the maximum roll angle and the maximum flight path angle are applied and the
generated circular trajectory with the minimum turning radius rmt is tangent to the boundary of
the spherical obstacle. The horizontal plane passing through the tangent point intersects the surface of the obstacle, generating a circle with the radius R′i . Based on the geometry, the planning
algorithm is guaranteed to avoid the obstacle if the distance from the MAV to the obstacle is
√
√
2 − R . Since R′ < R , we choose d i
2 −R >
=
(Ri + rmt )2 − rmt
greater than (R′i + rmt )2 − rmt
i
i
i
i
min
√
2 − R as the minimum turn away distance from the obstacle. Accordingly, if the
(R′i + rmt )2 − rmt
i
i , the algorithm is guaranteed to generate a path that
distance to the obstacle is greater than dmin

avoids the obstacle.
For the environments with multiple spherical obstacles, we specify the conditions under
which the planning algorithm guarantees collision-free paths. Let C represent the configuration
space, where each configuration consists of North, East, and Down coordinates, and heading angle.
For two configurations q1 = [q1n , q1e , q1d , q1ψ ]⊤ ∈ C and q2 = [q2n , q2e , q2d , q2ψ ]⊤ ∈ C , where qin ,
qie , and qid , i = 1, 2, represent North, East and Down coordinates, and qiψ , i = 1, 2, represent the
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Figure 5.3: The worst case scenario that the MAV is flying perpendicular to a spherical obstacle Oi .
The MAV’s center of mass and the center of the obstacle are in the same horizontal plane.

heading angles of the MAV, define the two dimensional distance between q1 and q2 projected on
x-y plane of the inertial frame
∥q1 − q2 ∥2D ,

√

(q1n − q2n )2 + (q1e − q2e )2 .

(5.16)

For a configuration q and the ith obstacle Oi , we define the two dimensional distance between q and the boundary of Oi as
dqi = min ∥q′ − q∥2D .
q′ ∈∂ Oi

(5.17)

Let
di j =

min

pi ∈∂ Oi ,p j ∈∂ O j

∥pi − p j ∥2D

(5.18)

represent the shortest two dimensional distance between the points along the boundaries of the ith
obstacle Oi and the jth obstacle O j . Let q0 represent the initial MAV configuration and let qOi =
[qOin , qOie , qOid , qOiψ ]⊤ represent the configuration of the ith obstacle’s center. Let I represent the
index set of obstacles and let K , {(i, j) ∈ I × I : |qOid − qO jd | ≤ (Ri + R j )} represent the set
of obstacle pairs in which the altitude difference between each two obstacles is no greater than
the sum of their radii. Theorem 5.4.2 describes the collision avoidance behavior of the planning
algorithm.
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j

i ,d
Theorem 5.4.2 If the environment satisfies d i j > max{dmin
min }, ∀(i, j) ∈ K and the initial MAV
i , ∀i ∈ I , where d i j is the distance between the ith and jth obstaconfiguration satisfies dqi 0 > dmin
j

i
cles given by Eq. (5.18), dmin
and dmin are the minimum turn away distances to the ith and jth

obstacles given by Eq. (5.15), and dqi 0 is the distance between q0 and the ith obstacle given by
Eq. (5.17), then the planning algorithm, which minimizes the cost function given by Eq. (5.11)
subject to the constraints given by Eqs. (5.12) and (5.14), is guaranteed that the MAV will avoid
all the obstacles in the future.
Proof: For the obstacle pairs that are not contained in K , there exists an altitude gap between
each two obstacles. It is obvious that if the planning algorithm can maneuver the MAV to avoid
one of the two obstacles then it can maneuver the MAV to avoid the other. We therefore focus
on collision avoidance for the obstacle pairs that are contained in K . Consider that the MAV is
i , ∀i ∈ I , and that it will collide with an obstacle O if it
initially located at q0 with dqi 0 > dmin
i
j

i
i ,d
and d i j > max{dmin
flies along its initial heading, as shown in Fig. 5.4. Since dqi 0 > dmin
min },

∀(i, j) ∈ K in the worst case scenario the planning algorithm leads to a collision-free path from
j

j

q0 to qA on the boundary of Oi with direction tangent to the boundary, where dqA > dmin . This
means that the MAV certainly has the capability to avoid the obstacle O j when it reaches qA . In
j

k }, in the worst case scenario the planning algorithm leads to
addition, since d jk > max{dmin , dmin

a collision-free path from qA to qB on the boundary of O j with direction tangent to the boundary,
k . This process can be repeated so that the MAV does not collide with any obstacle
where dqkB > dmin

using the planning algorithm for all time t.
We assume that the environment satisfies the conditions of Theorem 5.4.2 in order to provide a theoretical guarantee for collision avoidance behavior of the planning algorithm. The assumptions are only sufficient conditions for collision avoidance, which means there may exist environments that do not satisfy the conditions but where the planning algorithm can still maneuver
the MAV without causing collisions.
5.5

Simulation
The feasibility of the three dimensional planning algorithm was tested using the simulation

environment developed in MATLAB/SIMULINK. The covariance matrix of the process noise for
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Figure 5.4: The three dimensional observability-based planning algorithm maneuvers the MAV to
avoid multiple obstacles.
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0.0012



each obstacle was Qi = 


0





 and the covariance matrix of the measure

. The values for the initial inverse TTC and its standard

0
0.0012
deviation were set at κ0 = 0.06 and σκ0 = 0.03. The ground speed was Vg = 13 m/s. The maximum
roll and flight path angles for the MAV were 30◦ and 15◦ respectively. The weights were selected
as ci = 1, ∀i = 1, · · · , 3 and di = 10, ∀i = 1, · · · , n. A look-ahead policy over the horizon 6 seconds
was used. We tested the algorithm for multiple obstacle avoidance scenarios. We also conducted
Monte Carlo simulations to test the collision avoidance and goal reaching performance of the algorithm with varying measurement uncertainties in the environments with varying minimum two
dimensional distance between obstacles.
Multiple Obstacle Avoidance
In the multiple obstacle scenario, the MAV was commanded to maneuver through twentyfive spherical obstacles between waypoint S (0,100,-20) and waypoint E (600,700,-100).
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Figure 5.5 shows the evolution of the maps using the inverse TTC parametrization in the
local-level frame and the update of the actual paths followed by the MAV in the inertial frame.
Subfigures on the left show the local-level frame maps in spherical coordinates. Subfigures on
the right show the actual paths. Based on the figures, when the obstacle is first observed, the
95% acceptance region of the inverse TTC includes κ = 0. Accordingly, the uncertainties in the
inverse TTC map to the infinity depth. As time progresses, parallax reduces the uncertainties which
become progressively smaller, causing the uncertainties in the depth to be reduced. Figure 5.6
shows the tracking error and ±2σ bounds for the inverse TTC, azimuth, and elevation to the
obstacle with x and y coordinates at (150, 250).
Monte Carlo Simulation
The conditions of Theorem 5.4.2 are only sufficient for collision avoidance of the planning
algorithm. When the environment does not satisfy the conditions, the algorithm may still generate
collision-free paths. Accordingly, we conduct Monte Carlo simulations to quantify the expected
behavior of the algorithm.
For each environment with a fixed minimum two dimensional distance between obstacles,
we executed 100 simulation runs. In each simulation run, the MAV was maneuvered from the
initial position (120,120,-60) to the end position (580,580,-60) through an environment with a fixed
minimum two dimensional distance. The environment is constructed such that each obstacle is
added to the environment based on a uniform distribution over the cubic area with the South-WestDown corner (100,100,-20) and the North-East-Up corner (600,600,-100) until no more obstacles
can be added. The radius of all obstacles is 20 meters. We evaluate two criteria: the number of
collisions and the percentage of runs where the MAV reached the goal. We say that the MAV
reaches the goal if it is maneuvered to the goal in t < 100 seconds without collisions.
Figure 5.7 plots the average number of collisions over 100 simulation runs and percentage
of runs where the MAV reached the goal versus the minimum two dimensional distance between
obstacles for the case where the standard deviation for both azimuth and elevation measurement
noise is 2◦ and for the case where the obstacle locations are perfectly known. The solid lines show
the results for the case with the standard deviation 2◦ and the dash lines show the results for the case
where the obstacle locations are perfectly known. When the standard deviation is 2◦ , the number
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Figure 5.5: The evolution of the maps using the inverse TTC parametrization in the local-level frame
and the update of the actual paths followed by the MAV.
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Figure 5.6: The tracking error and ±2σ bounds for the inverse TTC, azimuth, and elevation to the
obstacle with x and y coordinates at (150, 250).

of collisions decreases dramatically as the minimum two dimensional distance between obstacles
increases from 5 to 20 meters. After the minimum distance is greater than 20 meters, the number
of collisions decreases slowly. Similar phenomenon happens to the percentage of runs where the
MAV reached the goal. This is because that more sparse environments cause less collisions. Given
Vg = 13 m/s , ϕmax = 30◦ , γmax = 15◦ , and Ri = 20 meters, the minimum distance that satisfies
the conditions of Theorem 5.4.2 is 19.42 meters. Accordingly, when the minimum distance is
greater than or equal to 20 meters, the environments satisfy the conditions of Theorem 5.4.2 and
the local planning algorithm guarantees collision-free paths if the obstacle locations are perfectly
known, which corresponds to the dash line in Fig. 5.7 (a). Because of the existence of estimation
uncertainties, the MAV still encounters a small number of collisions during its flight to the goal,
which corresponds to the solid line in Fig. 5.7 (a). In addition, when the minimum distance between
obstacles is 10 and 15 meters, the average number of collisions is less than one. This shows the
local planning algorithm generates collision-free paths for the environments that do not satisfy the
conditions of Theorem 5.4.2, and the conditions of Theorem 5.4.2 are only sufficient for collision
avoidance behavior of the planning algorithm.
To take into account the effect of estimation uncertainties, we also conduct Monte Carlo
simulations to test the performance of the algorithm with varying measurement uncertainties. The
minimum two dimensional distance between obstacles is fixed at 20 meters. Similarly, we evaluate
the number of collisions and the percentage of runs where the MAV reached the goal. Let σm
represent the standard deviation for both azimuth and elevation measurement noise. Figure 5.8
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Figure 5.7: The statistical performance of the observability-based planning algorithm implemented in
the environments with varying minimum two dimensional distance between obstacles for the cases with
and without measurement uncertainties. Subfigure (a) plots the average number of collisions over 100
simulation runs versus the minimum distance between obstacles. Subfigure (b) plots the percentage of
runs where the MAV reached the goal versus the minimum distance.

(a) plots the average number of collisions over 100 simulation runs versus σm . Figure 5.8 (b)
plots the percentage of runs where MAV reached the goal versus σm . Based on the figure, as the
standard deviation of the measurement noise increases, the number of collisions increases and the
percentage of runs where the MAV reached the goal decreases.
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Figure 5.8: The statistical performance of the planning algorithm with varying measurement uncertainties. Subfigure (a) plots the average number of collisions over 100 simulation runs versus σm . Subfigure
(b) plots the percentage of runs where the MAV reached the goal versus σm .
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5.6

Conclusions
This chapter presents a vision-based local-level frame mapping and planning technique

for MAVs using spherical coordinates. To explicitly address the obstacle initialization problem,
we construct the local-level frame maps in spherical coordinates using the inverse TTC, azimuth,
and elevation to obstacles. Using bearing-only measurements, we employ an EKF to estimate the
inverse TTC, azimuth, and elevation, and perform an observability analysis of the state estimation
to find the conditions under which the system is observable. Based on the observability conditions,
we design a planning algorithm that minimizes the uncertainties in the state estimation process
while simultaneously avoiding collisions with obstacles. We describe the characteristics of the
environments in which the planning algorithm is guaranteed to generate collision-free paths for
MAVs.
Future work includes the analysis of the three dimensional observability-based planning algorithm that takes into account estimation uncertainties, and flight test validation of the algorithm.
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Chapter 6
Probabilistic Path Planning for Target Tracking Using Aerial and Ground
Vehicles
6.1

Introduction
In addition to obstacle avoidance, another research topic for autonomous vehicles is target

tracking. Small UAVs have recently found applications in the task of tracking moving targets on
the ground. Many approaches to this topic have been presented in the last few years [56–59]. The
main advantages of target tracking using UAVs are that they have a wide field of view and can
cover large areas quickly. However, sensors mounted on UAVs are unable to localize the target on
the ground accurately due to the limitations on altitude and airspeed. On the other hand, UGVs are
slower with limited fields of view, but they are capable of getting closer to targets and of resolving
their relative locations with greater accuracy [60]. In addition, in a pursuit-evasion scenario, a
ground vehicle has the ability to ”capture“ a target, whereas an aerial vehicle can only observe and
inform. Accordingly, the complimentary strength of air and ground based sensors motivates the
cooperative use of both UAVs and UGVs for target tracking.
Some approaches to the target tracking problem using both UAVs and UGVs have been
proposed. Reference [61] describes an information based approach to cooperative tracking using
UAVs and UGVs. This approach works well when the targets are static, and when the environment
is relatively free of occlusions, allowing the efficient use of log-likelihood filters, but the approach
is ill-suited to tracking evasive targets in complicated urban environments. Air and ground vehicle
cooperation in a probabilistic pursuit-evasion framework is considered in Reference [62]. But this
approach does not consider sensor data fusion, complex terrain, or planning for occluded vision.
Reference [63] presents a control scheme that guides a team of UGVs into a formation to effectively
“corral” targets into a specific region, while a team of UAVs fly over the formation to detect targets.
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The approach assumes large teams of air and ground robots, and does not consider the effect of
occlusions, non-navigable terrain, and data fusion.
This chapter presents a probabilistic path planning algorithm for tracking a moving target
in urban environments using both UAVs and UGVs. Urban terrain complicates the tracking problems because buildings and other obstacles occlude the line of sight between the sensors and the
target. The main contribution of the probabilistic path planning algorithm is to take into account
the occlusions due to obstacles. We model the target state using a dynamic occupancy grid and use
a second-order Markov chain model to represent the target motion. The probability of the target
location is updated using a Bayesian filter. For designing the planning algorithm, we define the
probability of detection given the locations of the sensor and the target using a Gaussian function
of the distance between the sensor and the target. To include the effect of occlusions, the probability of detection for the configurations where occlusions exist is assigned as zero. Based on
the probability of detection of the target’s current and predicted future locations, we design the
path planning algorithm for independent target tracking by a single vehicle (UAV or UGV). The
algorithm generates optimal paths that maximize the sum of probability of detection over a finite
look-ahead horizon. Optimal paths are found using dynamic programming. For cooperative target
tracking using multiple UAVs and UGVs, we define the joint probability of detection and design
a decentralized approach that relies on an auction algorithm. The decentralized planning algorithm generates suboptimal paths that maximize the sum of joint probability of detection over a
finite look-ahead horizon. The advantage of this approach is that it results in linear computational
growth as the number of vehicles increases. The probabilistic path planning algorithm has been
published in [64, 65].
This chapter is organized as follows. Section 6.2 describes the target state modeling and
estimation using a dynamic occupancy grid. In Section 6.3, the path planning algorithm for target
tracking using a single UAV or UGV is introduced. Section 6.4 introduces the decentralized path
planning algorithm for cooperative target tracking using multiple UAVs and UGVs. Simulation
results are shown in Section 6.5.
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6.2

Target State Modeling and Estimation
To plan paths for UAV/UGV to track the target, we must estimate the target state at each

time step. In this section, we describe the method for target state estimation using a dynamic
occupancy grid. A discrete probabilistic model of the target motion is constructed to predict the
target location using a second-order Markov chain, and is then combined with Bayes-filtered sensor
measurements to update the target location.
We use a dynamic occupancy grid to represent changing belief about the target location.
Fig. 6.1 shows the dynamic occupancy grid of the target location. To calculate the probability
that the target will be in a given cell at time t we use data from two previous time steps, which is a
second-order Markov model, and we assume that the target will most likely proceed in its direction,
as shown in Fig. 6.2. In the figure, the target moves up from time t − 2 to t − 1. Accordingly, the
target will be assumed to move up with a high probability Pc at time t. The probability 1 − Pc will
be equally divided between the neighboring cells, as shown in Fig. 6.2 (c). One of the advantages
of using a probabilistic model of the target motion is that several potential target paths can be
captured simultaneously.

Figure 6.1: The dynamic target occupancy grid.

Let xT (t − 1) represent the target state at time t − 1 and let P(xT (t − 1)) represent the
posterior probability that the target is at xT (t −1), which is used as the prior probability of the target
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(a) t-2

(b) t-1

(c) t

Figure 6.2: The target motion model. The target moves up from time t − 2 to t − 1. Accordingly, the
target will be assumed to move up with a high probability Pc at time step t. The probability 1 − Pc will
be equally divided between the neighboring cells.

location at time t. The dynamic occupancy grid approach utilizes a Bayesian filter to implement
approximate posterior estimation for each grid cell. The Bayesian filter consists of two phases:
prediction and update. The prediction phase uses the target motion model given by P(xT (t)|xT (t −
1)), which represents the probability that the target is at xT (t) at time t given its location at time
t − 1. As mentioned above, we represent the target motion model using a second-order Markov
chain. The predicted target probability at time t before the new measurements are taken into
account is then given by
∫

P̄(xT (t)) =

P(xT (t)|xT (t − 1))P(xT (t − 1))dxT (t − 1).

(6.1)

When the position of the target is observed by a member of the UAV/UGV team, the occupancy
grid is updated to reflect the new information. This update is the measurement phase in the
Bayesian filter. The measurement model is represented by P(zi (t)|xT ), which is the probability
of receiving the measurement zi (t) from the ith observation platform (UAV/UGV) given that the
target is located at xT . The posterior probability that the target is xT (t) at time t is given by
P(xT (t)) = η P(zi |xT )P̄(xT (t)),

(6.2)

where η is a normalization factor. Equations (6.1) and (6.2) constitute the Bayesian filter for
updating the posterior probability of the target location. We should note that if a measurement is
not received at every time step, then the probability of the target location is updated using Eq. (6.1).
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The measurement update in Eq. (6.2) occurs when a measurement is received from any vehicle
and may be applied multiple times if measurements are received from multiple platforms at the
same time. At the beginning of an observation mission, when the target has not been observed
by any platforms, the probability of the target location can be initialized as a uniform distribution.
However, if priori information is known, then the probability map can be initialized using this
information.
6.3

Path Planning for a Single Vehicle Based on Predicted Target Behavior
Given the probability of the target’s current and probable future locations computed using

the procedure described in the previous section, we design a path planning algorithm for tracking
the target by a single vehicle (UAV or UGV). The objective of the algorithm is to generate a
parameterized path over a finite look-ahead TL . Future paths can be parameterized in a number of
different ways including a set of roll angles or a set of waypoints. To be general, let Θi represent the
path parametrization over the time horizon [t,t + TL ]. We use the notation xi (t, σ , Θi ) to represent
the predicted location of the ith sensor platform (UAV/UGV) at time t + σ , given its current location
at time t, and the path parametrization Θi , where σ ∈ [0, TL ].
Let Di represent the event that the target is detected by the ith vehicle, and let P(Di |xi , xT )
represent the probability that the target is detected by the ith vehicle when the vehicle is at xi and
the target is at xT . We assume that the sensor is gimbaled and pointing toward the target. We also
assume without loss of generality that P(Di |xi , xT ) resembles a Gaussian function of the distance
between the target and the sensor:
1
P(Di |xi , xT ) = η exp(− (xi − xT )⊤ Σ−1 (xi − xT )),
2

(6.3)

where Σ is the covariance and η is a normalization factor. In this chapter, we pay particular
attention to the problem of tracking a moving target in urban and cluttered environments where
occlusions due to buildings and other terrain are prevalent. We assume that an elevation map
of the environment is available to the vehicles before the mission begins. To include the effect
of occlusions, we also include the map as a dependence in the probability of detection where
P(Di |xi , xT , m) is the probability that the target is detected by the ith vehicle given that the ith
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vehicle is at xi , the target is at xT , and the map is given by m. We then compute

 P(D |x , x ) LOS is not occluded,
i i T
P(Di |xi , xT , m) = η
 0
otherwise,

(6.4)

where again, η is a normalization factor. Figure 6.3 shows an example probability of detection in
an urban environment. In this example, the target location xT is held constant at (0,0), while the
vehicle location xi is varied in one meter increments on both axes. As shown, when a building
occludes the line of sight, the probability of detection is zero. Occlusions are detected by testing
each line of sight vector for intersections with each building polygon in the map. Since we assume
that the map is known, P(Di |xi , xT , m) can be precomputed for each pair of xi and xT and stored in
memory.

Figure 6.3: The probability of detection when buildings occlude the line of sight vector. The location
of the target is at (0,0) and the location of the sensor is varied.

Using the law of total probability, the probability that the target is detected when the ith
vehicle is at xi is
P(Di |xi ) =

∫

P(Di |xi , xT )P(xT )dxT .
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(6.5)

We are interested in maximizing the probability of detection over the future time horizon [t,t + TL ].
Using the path parameterization discussed above, we have that the probability of detection at σ ∈
[0, TL ] is given by
P(Di |xi (t, σ , Θi )) =

∫

P(Di |xi (t, σ , Θi ), xT (t + σ ))P(xT (t + σ ))dxT (t + σ ).

(6.6)

For optimizing the path parametrization Θi , we propose a return function, which measures the sum
of probability of detection over the look-ahead window and which is given by
∫ TL

Ji (Θi ) =

0

P(Di |xi (t, σ , Θi ))d σ .

(6.7)

The myopic planning problem for a single vehicle is then to find Θi to maximize Ji (Θi ). The
optimum path parameters are then passed to the low level autopilot and followed for a time less
than or equal to TL .
For independent target tracking using a UAV, we parameterize the paths by roll angles
since different roll angles generate different paths. Let Φi = [−ϕmax , ϕmax ] represent the set of
roll angles, where ±ϕmax is the positive/negative maximal roll angle. To solve the optimization
problem, we discretize Φi as a finite set of roll angles represented by Φid = {ϕ1 , ϕ2 , · · · , ϕm },
where ϕ1 = −ϕmax and ϕm = ϕmax , and we also discretize the look-ahead window [0, TL ] as Td =
{0, ∆σ , · · · , n∆σ }, ∆σ = TL /n, which is the n-step look-ahead horizon. Let Θai ∈ Φid represent
the path parametrization over the n-step look-ahead horizon. For the n-step look-ahead planning
horizon, the cost function given by Eq. (6.7) becomes
Ji (Θai ) =

n

∑ P(Di|xi(t, j∆σ , Θai)).

(6.8)

j=0

To maximize the return function given by Eq. (6.8), we recursively search a tree that represents a set of potential paths over the n-step look-ahead horizon. Each node in the tree represents
the UAV configuration at a certain stage and it has multiple children, each of which represents the
resulting configuration at the next stage corresponding to a certain roll angle.
The path planning algorithm for target tracking using a single UAV can be described as
follows. When the UAV is at the configuration xi (t, 0, Θai ) at time t, an optimal path τi (t) =
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{xi (t, 0, Θai ), xi (t, ∆σ , Θai ), · · · , xi (t, n∆σ , Θai )} has already been determined. The UAV is maneuvered towards xi (t, ∆σ , Θai ). During that period, the algorithm first takes xi (t, ∆σ , Θai ) as the tree
root and the tree is pruned by only maintaining the branches with the root at xi (t, ∆σ , Θai ). The
tree is then extended by one stage and the new tree is searched to find a new path τi (t + ∆σ ). Once
the UAV reaches xi (t, ∆σ , Θai ), the new path τi (t + ∆σ ) has been generated. We repeat this process recursively so that the UAV is always maneuvered to configurations where the probability of
detection is high.
Figure 6.4 shows a two-step look-ahead planning horizon tree, where the discretized set
of roll angles is Φid = {ϕ1 , ϕ2 , ϕ3 } and the discretized look-ahead window is Td = {0, ∆σ , 2∆σ }.
When the UAV is at the configuration xi (t, 0, Θai ) at time t and the path τi (t) = {xi (t, 0, Θai ), xi (t, ∆σ ,
Θai ), xi (t, 2∆σ , Θai )} has been found, as shown in Fig. 6.4(a). In Fig. 6.4(b), the UAV is maneuvered to xi (t, ∆σ , Θai ) and the branches whose root is not at xi (t, ∆σ , Θai ) are removed. The tree is
then extended by one step horizon and the new tree is searched to find a new path τi (t + ∆σ ) =
{xi (t + ∆σ , 0, Θai ), xi (t + ∆σ , ∆σ , Θai ), xi (t + ∆σ , 2∆σ , Θai )}. Once the UAV reaches xi (t, ∆σ , Θai ),
the new path τi (t + ∆σ ) has been found.

(b) t + ∆σ

(a) t

Figure 6.4: A two-step look-ahead path planning tree for the UAV, where Td = {0, ∆σ , 2∆σ } and
Φid = {ϕ1 , ϕ2 , ϕ3 }.

Given a tree, searching the tree and finding a path can be solved efficiently using dynamic
programming [66]. Dynamic programming is an optimization method that breaks the decision
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problem into simple subproblems at different steps. It keeps track of how the decision is evolving
over previous steps and makes decisions for subproblems in a recursive manner to obtain an overall
solution [67]. The decision for the subproblem at each step is made based on the state information
resulting from the evolution of decisions for the subproblems at all previous steps. Let ẋi = f (xi , ϕ )
represent the state transition model of the UAV, where ϕ ∈ Φi . For each node at a specific stage s,
define
Ji∗ (xi (t, s∆σ , Θai ), s) ,

n−1

max

Θai ( j+1)∈Φid

∑ P(Di|xi(t, ( j + 1)∆σ , Θai)),

(6.9)

j=s

where
xi (t, ( j + 1)∆σ , Θai ) =

∫ ( j+1)∆σ
j∆σ

f (xi (t, σ , Θai ), Θai ( j + 1))d σ + xi (t, j∆σ , Θai ).

Using the standard dynamic programming, Ji∗ satisfies the recursion
Ji∗ (xi (t, s∆σ , Θai ), s) =
max

Θai (s+1)∈Φid

(6.10)

{P(Di |xi (t, (s + 1)∆σ , Θai )) + Ji∗ (xi (t, (s + 1)∆σ , Θai ), s + 1)},

with boundary constraint
Ji∗ (xi (t, (n − 1)∆σ , Θai ), n − 1) =

max P(Di |xi (t, n∆σ , Θai )).

Θai (n)∈Φid

(6.11)

For independent target tracking using a single UGV, we decompose the roads into cells and
construct a graph using those cells since the UGV can only move along the roads. Similarly, we
discretize the look-ahead window [0, TL ] as the n-step look-ahead horizon Td = {0, ∆σ , · · · , n∆σ },
where ∆σ = TL /n. For each stage, the paths to the next stage are parameterized by the waypoints
denoted by Θgi , which are the centers of the neighboring cells. The cost function to be maximized
for target tracking using a single UGV is given by
Ji (Θgi ) =

n

∑ P(Di|xi(t, j∆σ , Θgi)).

j=0

109

(6.12)

Similarly, the n-step look-ahead planning horizon tree is constructed. The connectivity
of the graph determines the extension of the tree. Figure 6.5 shows a three-step look-ahead
planning horizon tree, where the cells represent the nodes of the graph and the tree is extended
based on the connectivity of the graph. At time t, the UGV is at the configuration xi (t, 0, Θgi ) and
the path τi (t) = {xi (t, 0, Θgi ), xi (t, ∆σ , Θgi ), xi (t, 2∆σ , Θgi ), xi (t, 3∆σ , Θgi )} has been found as shown
in Fig. 6.5(a). The UGV is maneuvered to xi (t, ∆σ , Θgi ) and the branches whose root is not at
xi (t, ∆σ , Θgi ) are removed, as shown in Fig. 6.5(b). The tree is then extended by one stage and
the new tree is searched to find a new path τi (t + ∆σ ) using dynamic programming. Once the
UGV reaches xi (t, ∆σ , Θgi ), the new path τi (t + ∆σ ) = {xi (t + ∆σ , 0, Θgi ), xi (t + ∆σ , ∆σ , Θgi ), xi (t +
∆σ , 2∆σ , Θgi ), xi (t + ∆σ , 3∆σ , Θgi )} has been found.

(b) t + ∆σ

(a) t

Figure 6.5: A three-step look-ahead path planning tree for the UGV.

6.4

Path Planning for Multiple Vehicle Collaboration
The approach described in the previous section can easily be extended to multiple vehicles.

Let I be an index set of vehicles and let xI be the combined state of all vehicles whose index is in
I. Let DI represent the event that at least one vehicle in I can detect the target. The probability
that at least one of vehicles detects the target given xI and the target location xT is denoted by
P(DI |xI , xT ). It can be shown using standard probabilistic reasoning, that if the measurements
made by each vehicle are independent, then
P(DI |xI , xT ) = 1 − ∏ (1 − P(Di |xi , xT )) .
i∈I

110

(6.13)

This formula is significant, because it shows that the joint probability of detection can be computed
by combining the probability of detection for each vehicle. The probability that at least one of
vehicles detects the target given xI is denoted by
P(DI |xI ) =

∫

P(DI |xI , xT )P(xT )dxT .

(6.14)

Let ΘI be the combined path parameters for all vehicles in the index set I. We can define
the optimization criteria similar to Eq. (6.7) that are over the index set I, where
∫ TL

J(ΘI ) =

0

P(DI |xI (t, σ , ΘI ))d σ .

(6.15)

The joint team optimization problem is to let I include all UAVs and UGVs on the team, and to
maximize the return function J(ΘI ) at each planning instant. Unfortunately, this problem is NPcomplete and so the computational time will grow exponentially in the number of UAVs and UGVs.
In addition, solving the full joint optimization problem requires a centralized implementation. To
mitigate these problems, we propose using a decentralized suboptimal approach that relies on an
auction algorithm. To best describe our approach, we need some additional notation. Let I and K
represent two index sets where I

∩

K = 0,
/ and let J(ΘI |ΘK ) represent the return function defined

by Eq. (6.15) but where the path parameters for the vehicles in I are free to change and the path
parameters for the vehicles in K are fixed.
Consider that there are n vehicles in the groups. The decentralized algorithm that we use
j

consists of n steps. Let Θi represent the path parametrization for the ith vehicle at the jth step of the
algorithm. The first step of the algorithm is for each vehicle to maximize J(Θ1i ), i = 1, · · · , n, and to
send the optimal myopic return to the other vehicles in the network. If l1 is the index of the vehicle
such that l1 = arg max(J(Θ1i )), then the path of the (l1 )th vehicle over the look-ahead window [0, TL ]
i

is parameterized by Θ1l1 , and each vehicle assigns K = l1 . At the second step, the remaining vehicles
maximize J(Θ2i |ΘK ), i = 1, · · · , l1 − 1, l1 + 1, · · · , n and send the resulting optimal value to the
group. If l2 is the index of the vehicle such that l2 = arg max(J(Θ2i |ΘK )), then the path of the (l2 )th
i

vehicle is parameterized by Θ2l2 . The (l2 )th vehicle is added to K such that K = {l1 , l2 }. The process
repeats until all vehicles {l1 , l2 , · · · , ln } have been assigned path parameters {Θ1l1 , Θ2l2 , · · · , Θnln }. For
the n vehicles, n − 1 auctions will be required. Let |Θi | represent the cardinality of the set Θi .
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The advantage of this approach is that rather than optimizing over |Θi |n , the process requires n
optimizations over |Θi | parameters, resulting in linear computational growth.
6.5

Simulation
The algorithm was tested using a simulation environment developed in MATLAB, as shown

in Fig. 6.6, where green blocks represent the buildings. A single UAV and UGV were used to track
a target cooperatively. A 49 × 49 occupancy grid, where the size of each cell is 5 m × 5 m, was
used to model the target state. The simulator uses six state navigation equations for the aircraft
and uses four state navigation equations for the ground vehicle. Three-step look-ahead horizon
paths were planned for the UAV and the UGV with the sample interval σ = 2 s. The set of
roll angles for the UAV was {−30◦ , −15◦ , 0◦ , 15◦ , 30◦ }. The camera mounted on the UAV was
assumed to be gimballed so that it was always pointed down and the field of view of it was 40◦ .
An omnidirectional camera was used for the UGV and the area it can observe was a square of 30
m×30 m. The covariance of the probability of detection was Σ = 20. The parameter Pc was set at
0.9. In the simulation, the UAV flew at an altitude of 120 m. The target is initially placed at NorthEast coordinate (75 m,75 m) and it will move among the waypoints (75 m,75 m), (75 m,-75 m),
(-75 m,-75 m) and (-75 m,75 m) in turn. The motion model of the target is not known by the UAV
and the UGV.
Figure 6.6 shows the snapshots of the target occupancy grid and the paths for the UAV
and the UGV for cooperatively tracking the target at different time steps. There exist 36 buildings
in the environment, each of which is 40 m high. The algorithm assumes the target is initially
located at the origin. It then updates the target occupancy grid using a Bayesian filter and plans the
corresponding paths such that the joint cost function is maximized. By doing so, the UAV and the
UGV can eventually detect the target at time t = 40 s, as shown in Fig. 6.6(c). Figure 6.7 shows
the trajectories of the target, the UAV and the UGV. Figure 6.8 shows the cost associated with the
UAV, the UGV, and their cooperation. Based on the figure, the cost associated with the UAV shows
more oscillations than the cost associated with the UGV. This is due to the fact that the UAV must
always fly along its orbits and cannot stop. The algorithm takes around 40 s to detect the target,
as shown in the green area. The UAV and the UGV then start to track the target. The straight
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Figure 6.6: The snapshots of target occupancy grid and the paths of the UAV and the UGV at different
time steps.

horizontal lines in the figure show the mean of the cost associated with the UAV, the UGV, and
their cooperation before and after the first detection.
To show the statistical performance of the algorithm, we implemented the algorithm in
the environments with different building height and density. For each environment, we executed
100 simulation runs. Each simulation run lasted 300 seconds and different initial positions of the
UAV and the UGV were chosen based on a uniform distribution. We evaluated two criteria: (a)
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Figure 6.7: The trajectories of the target, the UAV, and the UGV.

(a) The cost for the UAV

(b) The cost for the UGV

(c) The joint cost

Figure 6.8: The cost associated with the UAV, the UGV, and their cooperation.

the search time for the first detection denoted by Ts , and (b) the time percentage of target loss by
both the UAV and the UGV (out of the field of view of both cameras or occluded by buildings)
denoted by ρ . Figure 6.9 shows the change of average values of Ts and ρ over 100 simulations
versus the height of the buildings for the environment where 36 buildings exist. Figure 6.10 shows
the change of average values of Ts and ρ versus the density of the environment where the building
height is 100 m. In the simulation, we consider the environment where at most 36 buildings exist.
The density of the environment is assumed to be the ratio of the number of existing buildings over
36. From the two figures, Ts and ρ increase as the height of the buildings and the density of the
environment increase. This is because that more occlusions will be generated as the height and the
density increase.
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Figure 6.9: The change of Ts and ρ versus the building height.

80

0.4

0.3

60
ρ

Ts(s)

70

0.2

50
0.1

40
30
0

20

40
60
Density

80

0
0

100

0.2

0.4
0.6
Density

(b) Density vs. ρ

(a) Density vs. Ts

Figure 6.10: The change of Ts and ρ versus the density of the environment.

6.6

Conclusions
We have presented a path planning algorithm for tracking a moving target in urban en-

vironments using both UAVs and UGVs. The algorithm takes into account occlusions between
the sensors and the target. We use a dynamic occupancy grid to model the target state and use
a Bayesian filter to update the probability of the target location. For target tracking by a single
vehicle, we design the path planning algorithm that generates paths that maximize the sum of
probability of detection over a finite look-ahead horizon. For target tracking using multiple vehicles, we design a decentralized path planning algorithm that relies on an auction algorithm. The
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decentralized planning algorithm generates suboptimal paths that maximize the sum of the joint
probability of detection over the finite horizon.
In this chapter, we assume that the terrain map is accurately known and not changing in
time. In the future, we will design algorithms for tracking targets in unknown environments. We
will also use higher-order Markov models to represent the target motion and will design algorithms
for tracking multiple moving targets using multiple UAVs and multiple UGVs.
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Chapter 7
Conclusions and Future Work
7.1

Conclusions
Collision avoidance and target tracking in urban terrains are two challenging problems due

to the existence of obstacles with various types and sizes. In this work, we contribute to current
literature by exploring solutions to collision avoidance and target tracking problems.
In Chapter 2, we present an EKF-based local-level frame mapping and planning technique
using computer vision. The technique uses the camera measurements obtained by computer vision
algorithms to estimate the range, azimuth to, and height of obstacles using an EKF, and constructs
cylindrical maps in the local-level frame of the MAV. Based on the maps, the RRT algorithm is
used to plan collision-free Dubins paths in the local-level frame.
In Chapter 3, we design a multi-resolution mapping and planning algorithm in the locallevel frame using an occupancy grid. The algorithm constructs a log-polar map in the local-level
frame and the map is updated using a Bayesian filter. The algorithm does not require a data association algorithm and is well suited to solving the path planning problem in cluttered environments.
A camera does not provide accurate TTC measurements, but it provides accurate bearing measurements. This motivates the use of a bearing-only camera. Chapter 4 presents an
observability-based path planning algorithm using a bearing-only camera for addressing two dimensional path planning problem. We use the EKF to estimate TTC and azimuth to obstacles,
and construct local polar maps. To ensure the system is observable, we conduct a nonlinear observability analysis to find conditions for complete observability. Based on conditions, we design
the observability-based planning algorithm to generate paths that minimize the uncertainties of the
state estimation while simultaneously avoiding collisions.
To explicitly address the obstacle initialization problem, in Chapter 5 we parameterize obstacles using inverse TTC, azimuth and elevation. The EKF is employed to estimate the inverse
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TTC, azimuth, and elevation using bearing-only measurements. Based on the estimated inverse
TTC, azimuth, and elevation, we construct a local spherical map around the MAV for addressing
three dimensional planning problem. We conduct a nonlinear observability analysis of state estimation process and design a three dimensional observability-based planning algorithm that minimizes
the estimation uncertainties while simultaneously avoiding obstacles.
In Chapter 6, we present a probabilistic path planning algorithm for tracking a moving
target using UAVs and UGVs. The algorithm takes into account vision occlusions due to obstacles
in the environment. We model the target state using a dynamic occupancy grid and the occupancy
of each grid cell is updated using a Bayesian filter. Based on the probability of the target’s current
and predicted behavior, we design the path planning algorithm to generate paths for a single vehicle
that maximize the sum of probability of detection over a finite look-ahead horizon. For tracking
the target using multiple UAVs and UGVs, we design a decentralized planning algorithm using
an auction scheme to generate suboptimal paths that maximize the sum of joint probability of
detection over a finite look-ahead horizon.
The research contributions of this work are as follows:
• An EKF-based local-level frame mapping and planning technique is presented by directly
using the camera measurements without transforming to the inertial frame. The local maps
are constructed using cylindrical coordinates that are more compatible with camera data,
allowing the data to be processed more efficiently.
• A vision-based local multi-resolution mapping and planning algorithm using an occupancy
grid is developed. The algorithm constructs maps in log-polar coordinates, which are compatible with the camera data and which reflect the pixel quantization uncertainties. The
algorithm does not require a data association algorithm and is well suited to solve the path
planning problem in cluttered environments.
• An observability-based path planning algorithm is designed to generate paths that maximize
the observability of the system while simultaneously avoiding collisions.
• The inverse TTC parametrization is proposed to explicitly address the obstacle initialization
problem.
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• A decentralized path planning algorithm for tracking a moving target in urban environments
using UAVs and UGVs is presented. The algorithm takes into account occlusions in the
environments and it results in linear computational growth in the number of vehicles.
7.2

Future Work
There are number of prospective research topics that may extend from this work. We ana-

lyzed the behaviors of collision avoidance and goal reaching for the planning algorithms presented
in Chapters 2, 4 and 5 assuming the locations of obstacles are known. The analysis should take
into account the estimation uncertainties of obstacle locations. Accordingly, the uncertainty bound
needs to be determined. In addition, the collision avoidance behavior was analyzed only for circular, cylindrical, and spherical obstacles. The analysis for obstacles with general shapes needs to be
conducted.
We assume that the local planning algorithms presented in Chapters 2 and 3 using the RRT
algorithm can find a collision-free path when one exists in finite time. Accordingly, the convergence rate of the RRT algorithm needs to be further explored. The algorithms also did not explore
computer vision algorithm extensively that can be used to obtain the depth map. In the flight test,
the color segmentation technique was used instead to extract the red targets from the image plane.
More advanced computer vision algorithms like structure-from-motion and expansion segmentation need to be studied to generate a depth map in real-time.
In Chapter 3, we presented a two dimensional mapping and planning algorithm using an
occupancy grid. This work can be extended for addressing three dimensional planning problem by
constructing log-spherical maps. The analysis of collision avoidance and goal reaching behaviors
of the algorithm needs to be conducted.
We presented the observability-based path planning algorithms in Chapters 4 and 5. The
algorithms were designed to minimize the upper bound of the error covariance matrix computed
by the EKF. In the future, we will design a planning algorithm that minimizes the upper bound of
the actual error covariance.
The tracking algorithm presented in Chapter 6 assumes an accurate terrain map is available. For tracking a target in unknown environments, the tracking algorithm needs to be combined
with a mapping technique. The algorithm also does not take into account the communication
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constraints by assuming each vehicle can communicate with all other vehicles. Without communication constraints, all vehicles share their measurements and the target location is updated by all
measurements. A target tracking algorithm that takes into account the communication constraints
needs to be designed and a sensor fusion algorithm needs to be explored to provide more accurate measurements by better combining the measurements obtained by each individual vehicle.
The single target tracking algorithm can be extended to a multiple target tracking algorithm using
multiple UAVs and multiple UGVs.

120

Bibliography
[1] B. Call, “Obstacle avoidance for Unmanned Air Vehicles using computer vision,” Master’s
thesis, Brigham Young University, December, 2006. 1, 9, 10
[2] S. LaValle, “Rapidly-exploring random trees: A new tool for path planning,” Computer Science Dept, Iowa State University, Tech. Rep. TR 98-11, Tech. Rep., August 1998. 2, 23,
55
[3] A. Elfes, “Occupancy grids: A probabilistic framework for robot perception and navigation,”
Ph.D. dissertation, Department of Electrical and Computer Engineering, Carnegie Mellon
University, 1989. 2, 51, 52
[4] R. W. Beard and T. W. McLain, Small Unmanned Aircraft: Theory and Practice. Princeton
University Press, 2012 (to appear). 3, 5, 24, 67
[5] J. Latombe, Robot Motion Planning.
9

Kluwer Academic Publishers, Boston, MA, 1991. 6,

[6] S. M. LaValle, Planning Algorithms. Cambridge University Press, 2006. 6, 9
[7] A. Curtis, “Path planning for Unmanned Air and Ground Vehicles in urban environments,”
Master’s thesis, Brigham Young University, 2008. 9
[8] E. Frazzoli, M. Dahleh, and E. Feron, “Real-time motion planning for agile autonomous
vehicles,” Journal of Guidance, Control and Dynamics, vol. 25, pp. 116–129, Jan.-Feb. 2002.
9, 27
[9] Y. Watanabe, E. Johnson, and A. Calise, “Vision-based approach to obstacle avoidance,” in
Proceedings of the AIAA Guidance, Navigation, and Control Conference and Exhibit, August
2005. 9
[10] A. Pongpunwattana and R. Rysdyk, “Real-time planning for multiple autonomous vehicles
in dynamics uncertain environments,” AIAA Journal of Aerospace Computing, Information,
and Communication, vol. 1, pp. 580–604, December 2004. 9
[11] K. Sedighi, K. Ashenayi, R. Wainwright, and H. Tai, “Autonomous local path planning for a
mobile robot using a genetic algorithm,” Congress on Evolutionary Computation, vol. 2, pp.
1338–1345, June 2004. 9
[12] J. Barraquand and J. Latombe, “Robot motion planning: a distributed representation approach,” The International Journal of Robotics Research, vol. 10(6), pp. 628–649, 1991.
9
121

[13] J. Barraquand, B. Langlois, and J. Latombe, “Numerical potential field techniques for robot
path planning,” IEEE Transaction On Systems, Man, and Cybernetics, vol. 22(2), pp. 224–
241, March/April 1992. 9
[14] N. Amato and Y. Wu, “A randomized roadmap method for path and manipulation planning,”
in Proceedings of the IEEE International Conference on Robotics and Automation, Minneapolis, MN, 1996, pp. 113–120. 9
[15] L. Kavraki, P. Svestka, J. Latombe, and M. Overmars, “Probabilistic roadmaps for path planning in high-dimensional configuration spaces,” IEEE Transaction on Robotics and Automation, vol. 12(4), pp. 566–580, 1996. 9
[16] L. Kavraki, M. Koloumtzakis, and J. Latombe, “Analysis of probabilistic roadmaps for path
planning,” IEEE Transaction on Robotics and Automation, vol. 14(1), pp. 166–171, 1998. 9
[17] P. Cheng, Z. Shen, and S. LaValle, “Using randomization to find and optimize trajectories
for nonlinear systems,” in Proceedings of Annual Allerton Conference on Communications,
Control, Computing, 2000. 9
[18] T. Lozano-Perez, “Automation planning of manipulator transfer movements,” IEEE Transaction Systems, Man and Cybernetics, vol. 11(10), pp. 681–698, 1981. 9
[19] D. Zhu and J. Latombe, “New heuristic algorithms for efficient hierarchical path planning,”
IEEE Transaction on Robotics and Automation, vol. 7(1), pp. 9–20, 1991. 9
[20] E. Bakolas and P. Tsiotras, “Multiresolution path planning via sector decompositions compatible to on-board sensor data,” in Proceedings of AIAA Guidance, Navigation and Control
Conference and Exhibit, Honolulu, Hawaii, August 2008. 10, 49, 50
[21] H. Yu, R. Beard, and J. Byrne, “Vision-based local multi-resolution mapping and path planning for Miniature Air Vehicles,” in Proceedings of American Control Conference, June 10-12
2009. 10
[22] ——, “Vision-based navigation frame mapping and planning for collision avoidance for
Miniature Air Vehicles,” Control Engineering Practice, vol. 18, no. 7, pp. 824–836, July
2010. 10
[23] J. Neira and J. Tardos, “Data association in stochastic mapping using the joint compatibility
test,” IEEE Transactions on Robotics and Automation, vol. 17, no.6, pp. 890–897, December
2001. 11, 20, 21
[24] L. Dubins, “On curves of minimal length with a constraint on average curvature, and with
prescribed initial and terminal positions and tangents,” Amercian Journal of Mathematics,
vol. 79, pp. 497–516, July 1957. 11, 24
[25] J. Byrne and C. Taylor, “Expansion segmentation for visual collision detection and estimation,” in IEEE International Conference on Robotics and Automation (ICRA’09), 2009. 12

122

[26] R. Szeliski, Computer Vision: Algorithms and Applications, 1st ed. Springer, November 24
2010. 13
[27] P. Yang, R. Freeman, and K. Lynch, “Multi-agent coordination by decentralized estimation
and control,” IEEE Transaction on Automatic Control, 2008. 15, 54
[28] F. Lewis, Optimal Estimation: With An Introduction To Stochastic Control Theory.
York: Wiley, 1986. 17
[29] Y. Bar-Shalom and T. Fortmann, Tracking and Data Association.
1988. 20

New

Boston, MA: Academic,

[30] T. Bailey, “Mobile robot localisation and mapping in extensive outdoor environments,” Ph.D.
dissertation, University of Sydney, 2002. 20, 21
[31] W. Eric and L. Grimson, Object Recognition by Computer: The Role of Geometric Constraints. The MIT Press, Cambridge, Mass, 1990. 21
[32] S. M. LaValle and J. J. Kuffner, Algorithmic and Computational Robotics: New Directions.
A K Peters, 2001, ch. Rapidly-exploring random trees: Progress and prospects, pp. 293–308.
27
[33] ——, “Randomized kinodynamic planning,” International Journal of Robotics Research,
vol. 20, no. 5, pp. 378–400, May 2001. 27
[34] “Procerus technologies:
Fly light with the world’s smallest UAV autopilot,”
http://www.procerusuav.com/, August 2006. 44
[35] S. Kambhampati and L. Davis, “Multi-resolution path planning for mobile robots,” IEEE
Journal of Robotics and Automation, vol. RA-2, no. 3, Septmber 1986. 49
[36] S. Behnke, “Local multiresolution path planning,” Lecture Notes in Computer Science, vol.
3020, pp. 332–343, 2004. 49
[37] P. Tsiotras and E. Bakolas, “A hierarchical on-line path-planning scheme using wavelets,” in
European Control Conference, Kos, Greece, July 2-5 2007. 49, 50
[38] R. Cowlagi and P. Tsiotras, “Multiresolution path planning with wavelets: a local replanning
approach,” in IEEE American Control Conference, 2008. 49, 50
[39] H. Yu, R. Beard, and J. Byrne, “Vision-based local multi-resolution path planning and obstacle avoidance for Micro Air Vehicles,” in Proceedings of the AIAA Guidance, Navigation and
Control Conference, August 10 2009. 50
[40] S. Thrun, W. Burgard, and D. Fox, Probabilistic Robotics.
Massachusetts, 2005. 51, 52

The MIT Press, Cambridge,

[41] S. Karaman and E. Frazzoli, “Incremental sampling-based algorithms for optimal motion
planning,” in Robotics: Science and Systems (RSS) Conference, 2010. 57
123

[42] R. Hermann and A. Krener, “Nonlinear controllability and observability,” IEEE Transaction
on Automatic Control, vol. 22, no. 5, pp. 728–740, Oct 1977. 59, 60, 61
[43] Y. Song and J. W. Grizzle, “The extended Kalman Filter as a local asymptotic observer for
discrete-time nonlinear system,” Journal of Mathemetical Systems, Estimation, and Control,
vol. 5, pp. 59–78, 1995. 59, 63
[44] A. Martinelli and R. Siegwart, “Ovservability analysis for mobile robot localization,” in Proceedings of IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS
2005), August 2005, pp. 1471–1476. 59
[45] I. Rhee, M. Abdel-Hafez, and J. Speyer, “Observability of an integrated gps/ins during maneuvers,” IEEE Transactions on Aerospace and Electronic Systems, vol. 40, pp. 526–535,
April 2004. 59
[46] T. Vidal-Calleja, M. Bryson, S. Sukkarieh, A. Sanfeliu, and J. Andrade-Cetto, “On the
observability of bearing-only slam,” in Proceedings of IEEE International Conference on
Robotics and Automation, April 2007. 59
[47] M. Bryson and S. Sukkarieh, “Observability analysis and active control for airborne slam,”
IEEE Transportations on Aerospace and Electroinic Systems, vol. 44, no. 1, pp. 261–280,
January 2008. 59
[48] H. Yu, R. Sharma, R. Beard, and C. Taylor, “Observability-based local path planning and collision avoidance for Micro Air Vehicles using bearing-only measurements,” in Proceedings
of IEEE American Control Conference, 2011. 60
[49] MathWorks, Optimization Toolbox, http://www.mathworks.com/. 66, 91
[50] J. Civera, A. Davision, and J. Montiel, “Inverse depth parametrization for monocular SLAM,”
IEEE Transactions on Robotics, vol. 24, pp. 932–945, Oct. 2008. 83, 86
[51] M. Bryson and S. Sukkarieh, “Bearing-only SLAM for an airborne vehicle,” in Australian
Conference on Robotics and Automation (ACRA’ 05), Sidney, 2005. 83
[52] A. Davision, “Real-time simultaneous localization and mapping with a single camera,” in In
Proc. International Conference on Computer Vision, 2003. 83
[53] J. H. Kim and S. Sukkarieh, “Airborne simultaneous localisation and map building,” in In
Proceedings of the IEEE International Conference on Robotics and Automation, 2003, pp.
406–411. 83
[54] H. Yu and R. Beard, “Vision-based local-level frame mapping and planning in spherical coordiantes for micro air vehicles,” in Proceedings of IEEE Conference on Decision and Control,
2011. 84
[55] ——, “Vision-based local-level frame mapping and planning in spherical coordinates for
micro air vehicles using bearing-only camera,” IEEE Transactions on Control System Technology, (under review). 84
124

[56] J. Kim and Y. Kim, “Moving target tracking in dense obstacle areas using UAVs,” in Proceedings of 17th IFAC World Congress, Seoul, Korea, 2008. 101
[57] T. Tang and U. Ozguner, “Sensor fusion for target tracking maintenance with multiple UAVs
based on bayesian filtering method and hospitability map,” in Proceedings of the 42nd IEEE
Conference on Decision and Controls, vol. 1, 9-12 Dec 2003. 101
[58] U. Zengin and A. Dogan, “Real-time target tracking for autonomous UAVs in adversarial
environments: A gradient search algorithm,” IEEE Transportations on Robotics, vol. 23,
no. 2, pp. 294–307, April 2007. 101
[59] S. Kanchanauvally, R. Ordonez, and J. Layne, “Mobile target tracking by networked uninhabited autonomous vehicles via hospitability maps,” in Proceedings of American Control
Conference, vol. 6, 2004, pp. 5570–5575. 101
[60] B. Grocholsky, R. Swaminathan, J. Keller, V. Kumar, and G. Pappas, “Information driven
coordinated air-ground proactive sensing,” in Proceedings of IEEE International Conference
on Robotics and Automation, 18-22 April 2005, pp. 2211–2216. 101
[61] B. Grocholsky, J. Keller, V. Kumar, and G. Pappas, “Cooperative air and ground surveillance,”
IEEE Robotics and Autonomous Magazine, vol. 13, no. 3, pp. 16–25, 2006. 101
[62] R. Vidal, O. Shakernia, H. J. Kim, D. H. Shim, and S. Sastry, “Probabilistic pursuitevasion games: theorey, implementation, and experimental evaluation,” IEEE Transactions
on Robotics and Automation, vol. 18, no. 5, pp. 662–669, Oct. 2002. 101
[63] H. G. Tanner, “Switched uav-ugv cooperation scheme for target detection,” in Proceedings
of IEEE International Conference on Robotics and Automation, 10-14 April 2007, pp. 3457–
3462. 101
[64] H. Yu, R. Beard, M. Argyle, and C. Chamberlain, “Probabilistic path planning for cooperative
target tracking using aerial and ground vehicle,” in Proceedings of IEEE American Control
Conference, 2011. 102
[65] M. Owen, H. Yu, T. McLain, and R. Beard, “Moving ground target tracking in urban terrain
using air/ground vehicles,” in International Workshop on Wireless Networking for Unmanned
Aerial Vehicles of IEEE Global Communication Conference, December 6-10 2010. 102
[66] F. Lewis, Optimal Control. New York: John Wiley and Sons, 1986. 108
[67] R. E. Bellman, Dynamic Programming. Princeton University Press, 1957. 109

125

