Abstract
The Basel III Accord requires that banks and other Authorized Deposit-taking Institutions (ADIs) communicate their daily risk forecasts to the appropriate monetary authorities at the beginning of each trading day, using one of a range of alternative risk models to forecast Value-at-Risk (VaR). The risk estimates from these models are used to determine the daily capital charges (DCC) and associated capital costs of ADIs, depending in part on the number of previous violations, whereby realized losses exceed the estimated VaR. In this paper we define risk management in terms of choosing sensibly from a variety of risk models and discuss the optimal selection of the risk models. Previous approaches to model selection for predicting VaR proposed combining alternative risk models and ranking such models on the basis of average DCC, or other quantiles of its distribution. These methods are based on the first moment, or specific quantiles of the DCC distribution, and supported by restrictive evaluation functions. In this paper, we consider robust uniform rankings of models over large classes of loss functions that may reflect different weights and concerns over different intervals of the distribution of losses and DCC. The uniform rankings are based on recently developed statistical tests of stochastic dominance (SD). The SD tests are illustrated using the prices and returns of VIX futures. The empirical findings show that the tests of SD can rank different pairs of models to a statistical degree of confidence, and that the alternative (recentered) SD tests are in general agreement.
Introduction
The Basel III Accord requires that banks and other Authorized Deposit-taking Institutions (ADIs) communicate their daily risk forecasts to the appropriate monetary authorities at the beginning of each trading day, using one one of a range of alternative financial risk models to forecast Value-at-Risk (VaR). The risk estimates from these models are used to determine the daily capital charges (DCC) and associated capital costs of ADIs, depending in part on the number of previous violations, whereby realized losses exceed the estimated VaR (for further details see, for example, Chang et al. (2011) ).
In 1993 the Chicago Board Options Exchange (CBOE) introduced a volatility index, VIX (Whaley, 1993) , which was originally designed to measure the market expectation of 30-day volatility implied by at-the-money S&P100 option prices. In 2003, together with Goldman Sachs, CBOE updated VIX to reflect a new way of measuring expected volatility, one that continues to be widely used by financial theorists.
The new VIX is based on the S&P500 Index, and estimates expected volatility by averaging the weighted prices of S&P500 puts and calls over a wide range of strike prices. Although many market participants considered the index to be a good predictor of short term volatility, namely daily or intraday, it took several years for the market to introduce volatility products, starting with over-the-counter products, such as variance swaps and other financial derivatives. The first exchange-traded product, VIX futures, was introduced in March 2004, and was followed by VIX options in February 2006. Both of these volatility derivatives are based on the VIX index as the underlying asset. McAleer et al. (2013a, b, c) analyse, from a practical perspective, how the new market risk management strategies performed during the 2008-09 global financial crisis (GFC), and evaluate how the GFC affected the best risk management practices. These papers define risk management in terms of choosing,using appropriate financial targets, from a variety of financial risk models, and discuss the selection of optimal risk models. They forecast VaR using ten univariate conditional volatility models with different error distributions.
Additionally, they analyze twelve new strategies based on combinations of the previous standard univariate model forecasts of VaR, namely: Infinum (0th percentile), Supremum (100th percentile), Average, Median and nine additional strategies based on the 10 th through to the 90 th percentiles.
Such an approach is intended to select a robust VaR forecast, irrespective of the time period, that provides reasonable daily capital charges and number of violation penalties under the Basel II Accord. They found that the Median is a GFC-robust strategy, in the sense that maintaining the same risk management strategy before, during and after the GFC leads to comparatively low daily capital charges and violation penalties under the Basel II Accord. Chang et al. (2011) apply a similar methodology for choosing the best strategy to forecast
VaR for a portfolio based on VIX futures.
These prior methods focus on the first moment, or certain quantiles of the DCC distribution.
Alternative criteria may consider mean-variance trade-offs, as in substantial areas of financial research, or general evaluation criteria that incorporate higher moments and quantiles of the underlying probability distributions. These will all provide appropriate "cardinal" and "complete" rankings of models and strategies, based on subjective valuations of different aspects, or parts of the DCC distribution. For instance, were DCC to be a Guassian variate, mean-variance assessments would be strongly justified. This is not likely, however, and consensus on appropriate weighting and assessment functionals of non-Gaussian distributions has been elusive. that the model that produces G is dominant over all merely increasing evaluation functions since, at all quantiles, the probability that capital charges are smaller under G is greater than under F. In particular, the distribution F will have a higher median DCC than G. Similarly, each and every (quantile) percentile of the F distribution will be at a higher DCC level than the corresponding percentile of the G distribution. Consequently, model 2 will be preferred to model 1, to a statistical degree of confidence, on the basis of lower capital charges.
Higher order SD rankings reference further subclasses of evaluation functions, those that are increasing and concave, reflecting increasing risk aversion; see sections 4-5 below.
In this paper we examine several standard models for forecasting VaRs, including GARCH, EGARCH, and, GJR, paired with Gaussian and Student-t distributions. The results show that the Gaussian distribution is preferred to Student-t in forecasting DCC. With the Student-t distribution, the EGARCH model provides a greater likelihood of higher DCC in comparison with GARCH and GJR. Using the Gaussian distribution to forecast DCC does not lead to either first or second order stochastic dominance. In respect of the CDF and integrated CDF, the basis of first and Second Order Stochastic dominance testing, it seems that the higher expected DCC of GJR or GARCH may be compensated by lower risk compared with EGARCH.
The remainder of the paper is organized as follows. In Section 2 the definition, notation and properties of stochastic dominance are presented. Section 3 describes briefly the Basel II Accord for computing daily capital charges. Section 4 presents alternative GARCH models to produce daily capital charges. Section 5 introduces the data, describes the block bootstrapping method to simulate time series, and illustrates the application of stochastic dominance to enhance financial risk management strategies of banks. Section 6 presents the main results. Section 7 gives some concluding comments.
Forecasting Value-at-Risk and Daily Capital Charges
In this section we introduce the calculation of daily capital charges (DCC) as a basic criterion for choosing between risk models. The Basel II Accord stipulates that daily capital charges (DCC) must be set at the higher of the previous day's VaR or the average VaR over the last 60 business days, multiplied by a factor (3+k) for a violation penalty, where a violation occurs when the actual negative returns exceed the VaR forecast negative returns for a given day: Table 1 ).
[Insert Table 1 here]
The formula given in equation (1) Stahl (1997) 
, where µ t and σ t are the time-varying conditional mean and standard deviation of ε t , respectively, these can be estimated using a variety of parametric, semi-parametric or non-parametric methods.
The VaR threshold for Y t can be calculated as:
where α is the critical value from the distribution of ε t to obtain the appropriate confidence level. It is possible for σ t to be replaced by alternative estimates of the conditional standard deviation in order to obtain an appropriate VaR (for useful reviews of theoretical results for conditional volatility models, see Li et al. (2002) The next section describes several volatility models that are widely used to forecast the 1-day ahead conditional variances and VaR thresholds.
Models for Forecasting VaR
ADIs can use internal models to determine their VaR thresholds. There are alternative time series models for estimating conditional volatility. In what follows, we present several wellknown conditional volatility models that can be used to evaluate strategic market risk disclosure, namely GARCH, GJR and EGARCH, with Gaussian and Student-t distributions.
These models are chosen as they are widely used in the literature. For an extensive discussion of the theoretical properties of several of these models, see Ling and McAleer (2002a , 2002b , 2003a , McAleer (2005) , and Caporin and McAleer (2012) .
GARCH
For a wide range of financial data series, time-varying conditional variances can be explained empirically through the autoregressive conditional heteroskedasticity (ARCH) model, which was proposed by Engle (1982) . When the time-varying conditional variance has both autoregressive and moving average components, this leads to the generalized ARCH(p,q), or GARCH(p,q), model of Bollerslev (1986) . It is very common in practice to impose the widely estimated GARCH(1,1) specification in advance.
Consider the stationary AR(1)-GARCH(1,1) model for daily returns, t y :
for n t ,..., 1 = , where the shocks to returns are given by: 
EGARCH
An alternative model to capture asymmetric behaviour in the conditional variance is the Exponential GARCH, or EGARCH(1,1), model of Nelson (1991) , namely:
where the parameters , α β and γ have different interpretations from those in the GARCH(1,1) and GJR(1,1) models.
EGARCH captures asymmetries differently from GJR. The parameters α and γ in EGARCH(1,1) represent the magnitude (or size) and sign effects of the standardized residuals, respectively, on the conditional variance, whereas α and γ α + represent the effects of positive and negative shocks, respectively, on the conditional variance in GJR(1,1).
Unlike GJR, EGARCH can accommodate leverage, depending on the restrictions imposed on the size and sign parameters, though leverage is not guaranteed.
As noted in McAleer et al. (2007) , there are some important differences between EGARCH and the previous two models, as follows: (i) EGARCH is a model of the logarithm of the conditional variance, which implies that no restrictions on the parameters are required to
; (ii) moment conditions are required for the GARCH and GJR models as they are dependent on lagged unconditional shocks, whereas EGARCH does not require moment conditions to be established as it depends on lagged conditional shocks (or standardized residuals); (iii) Shephard (1996) observed that
is likely to be a sufficient condition for consistency of QMLE for EGARCH(1,1); (iv) as the standardized residuals appear in equation (6), 1 | | < β would seem to be a sufficient condition for the existence of moments;
and (v) in addition to being a sufficient condition for consistency,
is also likely to be sufficient for asymptotic normality of the QMLE of EGARCH(1,1).
The three conditional volatility models given above are estimated under the following distributional assumptions on the conditional shocks: (1) Gaussian and (2) Student-t, with estimated degrees of freedom. As the models that incorporate the t distributed errors are estimated by QMLE, the resulting estimators are consistent and asymptotically normal, so they can be used for estimation, inference and forecasting.
GJR
In the symmetric GARCH model, the effects of positive shocks (or upward movements in daily returns) on the conditional variance, t h , are assumed to be the same as the effect of negative shocks (or downward movements in daily returns) of equal magnitude. In order to accommodate asymmetric behaviour, Glosten, Jagannathan and Runkle (1992) proposed a model (hereafter GJR), for which GJR(1,1) is defined as follows: Although GJR permits asymmetric effects of positive and negative shocks of equal magnitude on conditional volatility, the special case of leverage, whereby negative shocks increase volatility while positive shocks decrease volatility (see Black (1976) for an argument using the debt/equity ratio), cannot be accommodated, in practice (for further details on asymmetry versus leverage in the GJR model, see Caporin and McAleer (2012) ).
Stochastic Dominance 1
The objective is to evaluate each of the alternative conditional volatility models with respect to the DCC function. Observe that each model will yield different values of DCC because they will produce different VaR forecasts. The stochastic dominance concept is applied to determine which model should be used to produce the lowest DCC for a given investment, while not taking into account the number of violations since the primary purpose of the analysis is to assist risk managers in choosing among alternative models. Below we briefly describe the SD tests that are used in this paper.
Definitions and Hypothesis Formulation
Let X and Y be two random variables with cumulative distribution functions (CDF) F X and F Y , respectively. For first order stochastic dominance
F is the distribution of an underlying variable, and U is any "utility" function. SD1 is defined over monotonically increasing utility functions, that is,
Technical assumptions for the underlying statistical theory include the following:
Assumption 4.1: Linton, Maasumi and Whang, (2005) (hereafter LMW), Linton, Song and Whang (2010) and Donald and Hsu (2013) for further details).
F X and F Y are continuous functions on Z such that F X
In order to test if Y SD1 X, Donald and Hsu (2013) formulate their hypotheses as:
This is different from LMW, who provide a simultaneous test of either Y SD1 X or X SD1 Y.
Assumption 4.2:
1. 
M is a function of N satisfying that M(N) → ∞ and N/(N
The CDF's F X and F Y are estimated by empirical CDFs:
where 1(·) denotes the indicator function. The Kolmogorov-Smirnov test statistic is given by: 
with λ defined in Assumption 4.2. Then,
See, for example, Linton et al (2005) , or Donald and Hsu (2013) . A typical limiting result is:
Several approaches for resampling and subsampling implementation of SD tests have been proposed. Some methods simulate the limiting Guassian process, in the spirit of Barret and Donald (2003) , using the Multiplier method, bootstrap with separate samples, or bootstrap with combined samples. Simulated processes weakly converge to the same process as the limit process, conditional on the sample path with probability approaching 1.
4.2
Re-centering Functions.
These simulation methods do not work when the data are weakly dependent, as for time series samples in this paper. In these cases one has to appeal to either the subsampling technique of Linton, Maasoumi and Whang (2005) , or a variant of the block bootstrap. Donald and Hsu (2013) provide a comparative examination of these alternatives. Hsu (2013) and LMW (2005) propose re-centering methods introduced by Hansen (2005) 
( ) is the "S" statistic computed with the b--th resample/subsample block.
If the decision rule is to reject the null hypothesis, H 0 :
, then the corresponding test has the same size properties as in the independent random samples case. 
More on Weakly Dependent Data
( ) ( )))
which is the long-run covariance kernel function. In order to simulate 2 h Ψ , Donald and Hsu (2013) propose the blockwise bootstrap as in LMW (2005) 
The critical value ˆk N q is bounded away from zero in probability. Since η can be chosen to be arbitrarily small, we can assume that η ≺q N k , which implies that Donald and Hsu (2013) are able to show that, given Assumptions 4.1, 4.2, and α < ½,
bs and bc.
This would imply that the power and size of these tests are never smaller than those of BD (2003). 
Linton
conditional on the sample(s) with probability one (denoted as D→ p). When λs ≠ λ, in the limit the left-hand side of (14) may not be a good approximation to the limiting null distribution of the original test statistic.
The limiting distribution theory in LMW (2005) covers weakly stationary, dependent samples, with certain mixing conditions, such as we deal with in our application. In addition, they allow for the prospects being ranked to be estimated functions, rather than original series described above. As long as estimators involved in these estimated functions permit certain expansions, as described in LMW (2005) But, DCC is a maximal function of two functions of past VaRs, and to the extent that this may lead to discontinuities, or non-smoothness, in the estimated empirical CDFs, the accuracy of the underlying limiting distributions may be affected. It is known that the subsampling method is valid for many non-standard cases of this kind. But the same may not be true of bootstrap methods. A more careful technical examination of this issue is beyond the scope of this paper.
Data and Implementation of Tests

Data description
The data used for estimation and forecasting are closing daily prices ( Although VIX represents a measure of the expected volatility of the S&P500 over the next 30-days, the prices of VIX futures are based on the current expectation of what the expected 30-day volatility will be at a particular time in the future (on the expiration date). Although the VIX futures should converge to the spot at expiration, it is possible to have significant disparities between the spot VIX and VIX futures prior to expiration. Figure 1 shows the daily VIX futures index together with the 30-day maturity VIX futures closing prices. VIX has a correlation (0.96) with the 30-day maturity VIX futures. VIX futures prices tend to show significantly lower volatility than VIX, which can be explained by the fact that VIX futures must be priced in a manner that reflects the mean reverting nature of VIX. For the whole sample, the standard deviation is 9.99 for VIX and 8.58 for VIX futures prices.
[Insert Figures 1-2 here]
If t P denotes the closing prices of the VIX futures contract at time t, the returns at time t ( ) t R are defined as: Figure 2 shows the daily VIX futures returns, and the descriptive statistics for the daily returns are given in Table 2 . The returns to the VIX futures are driven by changes in expectations of implied volatility. Figure 3 shows the histograms for the daily returns, together with the theoretical Gaussian and Student-t probability density functions and a kernel density estimator. The Student-t density fits the returns distributions better than does its Gaussian counterpart.
[Insert Figure 3]
Regarding the returns volatility, several measures of volatility are available in the literature. In order to gain some intuition, we adopt the measure proposed in Franses and van Dijk (1999) , who define the true volatility of returns as: 
The Block Bootstrapping and subsampling
In order to test for SD rankings between risk models using different conditional volatility models for forecasting VaR, we implement the Circular Block Bootstrapping (CBB) method developed in Politis and Romano (1992) Joining the k blocks with m = k×l observations, the bootstrap sample is given as:
The CBB procedure is based on wrapping the data around a circle and forming additional blocks using the "circularly defined" observations. For i n ≥ , it is defined that 1
where mod n i i n = and 0 n X X = . The CBB method resamples overlapping and periodically extended blocks of length l. Notice that each X i appears exactly l times in the collection of blocks and, as the CBB resamples the blocks from this collection with equal probability, each of the original observations X 1 , ..., X n receives equal weight under the CBB. This property distinguishes the CBB from previous methods, such as the non-overlapping block bootstrap of Carlstein (1992) .
Note that DCC (VaR) is estimated for each drawn sample, thus generating the bootstrap (subsample) distribution of the test statistics.
Daily Capital Charges (DCC) and Evaluation Framework: Stochastic Dominance
The primary objective is to evaluate each of the alternative conditional volatility models with respect to the DCC function. Each model will imply different values of DCC as they will produce different VaR forecasts. The stochastic dominance concept is used to determine which model should be used for producing the lowest DCC for a given investment, not taking into account the number of violations. The main purpose of the analysis is to assist risk managers in choosing among alternative financial risk models. would mean that the risk manager would prefer Model 2 because the probability is higher that the bank will have to set aside less money for covering losses.
In summary, the decision rule would be as follows: Graphically, FSD exists when the cumulative distribution functions do not intersect; if they do cross, then the FSD is statistically indeterminate. This is the case shown in Figure 5 , where the right box includes CDFs for models 1 and 2 from the previous example. As the two CDFs cross, first order stochastic dominance cannot be established. From this figure, a lot of information in the probability distribution would be lost examining only the first or second moments. For example, for low values of DCC, model 2 provides a higher probability of having higher values of DCC, while for high values of DCC, a higher probability would be more likely under model 1.
Decision Rule
We can test for second order stochastic dominance (SSD) in order to account for risk aversion, over increasing and concave utility functions. Model 2 SSD model 1 when the area under the cumulative distribution for model 2 is less than the corresponding area for model 1, at every point on the support. In Figure 6 , model 2 SDD model 1, with the graph on the right showing the difference in areas, which is always greater than zero over the entire range of possible values of DCC. This means that model 2 yields higher DCC for all but one set of circumstances. If this case is not too severe, SSD indicates that model 1 is better than model 2.
This testing strategy may also be extended to consider cases where a limited part of the support is of interest. Table 3A describes the different alternatives analysed in the paper. Tables 3B and 3C [Insert Tables 3A, 3B and 3C here] (1)For alternatives A, B and C in Table 3B , the BB and BD tests clearly show that the DCC values, assuming the Student-t distribution, first order dominate Gaussian distributions for all three GARCH models. As these results imply a higher likelihood of higher DCC under the Student-t distribution, they are preferred to the Gausssian distribution. Figure 7 shows the Cumulative Distribution Function (CDF) and the integrated CDF (ICDF) for alternative A.
6.-Results
Regarding CDF in the left panel, dashed line, DCC produced by GARCH for the Student-t distribution lies ahead of the solid line, DCC produced by GARCH assuming the Gaussian distribution. The right panel in Figure 7 shows that DCC produced by GARCH assuming the Student-t distribution second order dominates DCC produced by GARCH assuming the Gaussian distribution, as the dashed line is always below the solid one. This means that GARCH assuming the Gaussian distribution would be preferred by a financial risk manager.
(2) Assuming the Gaussian distribution, alternatives D, E and F, the three tests conclude that neither EGARCH nor GJR FSD GARCH, and GJR does not FSD EGARCH. Figures 8-10 show the CDFs and ICDFs for the alternatives for one of the 500 daily simulations for DCC.
In each case, Y CDF (dashed line) crosses X CDF (solid line), therefore we do not find FSD.
Not having found FSD, we check for SSD, but again, the hypothesis is rejected in all three cases. The rejection rates for SSD are given in Table 3C . Even though we cannot establish SD of any order, it is worth examining Figure 8 The left panel in Figure 12 shows the solid CDF (GJR) underneath the blue CDF (GARCH) at low quantiles, then crosses the dashed one, stays above during some quantiles, and then returns below the dashed CDF. Accordingly, we do not find either first or second order SD. Figure 13 shows the last case, EGARCH versus GJR using the Student-t distribution (alternatives I and O). Even though the tests in Table 3B show that EGARCH FSD GJR (alternative O), the selected case 2 for Figure 13 does not provide clear evidence in favour of the hypothesis.
In summary, the Gaussian distribution is preferred to Student-t for forecasting DCC.
EGARCH seems to provide a higher likelihood of higher DCC when compared with GARCH and GJR, when using the Student-t distribution. Using the Gaussian distribution for forecasting DCC does not lead to either first or second order stochastic dominance. However, on the basis of the CDF and integrated CDF, it seems that the higher expected DCC values of GJR or GARCH may be compensated by lower uncertainty than for EGARCH. These results lend support to the empirical findings in Table 5 of Chang et al. (2011) , where it is shown that EGARCH provides the highest average DCC for all periods in comparison with GARCH and GJR. Moreover, Chang et al. (2011) also show that GJR always provides higher DCC values than GARCH. These results notwithstanding, the SD criterion does not seem to show any dominance between these two models.
Conclusions
In the spectrum of financial assets, VIX futures prices are a relatively new product. As with any financial asset, VIX futures are subject to risk. In this paper we analyzed the performance of a variety of strategies for managing the risk, through forecasting VaR, of VIX futures under the Basel II Accord.
The alternative strategies for forecasting VaR of VIX futures, and for managing financial risk under the Basel II Accord, are several univariate conditional volatility models, specifically GARCH, EGARCH and GJR, with each based on either the Gaussian and Student t distributions. The main criterion for choosing among the alternative strategies was minimizing average daily capital charges. In the paper we used a methodology based on stochastic dominance that permits partial ordering of strategies by accommodating the entire distribution of DCC values. This methodology provides a search for uniformly higher ranked volatility models, based on large classes of evaluation functions and the entire DCC distribution.
The main empirical findings of the paper are as follows:
1. The Gaussian models are generally preferred to their Student-t counterparts.
2. SD relations between DCC values produced by Gaussian models are generally not uniformly ranked. An analysis of CDFs and ICDF seems to show, however, that EGARCH provides DCC distributions with greater uncertainty, so the other models would be preferred.
A lack of uniform rankings by SD also indicates that there exist special utility/evaluation functions that may provide complete, albeit subjective, rankings.
3. Within the class of Student-t distributions, EGARCH SD both GARCH and GJR, implying that EGARCH would be uniformly preferred to GARCH and GJR by a financial risk manager.
4. In general, a stochastic dominance criterion can be used to rank different models of VIX futures and distributions, as illustrated in the previous empirical results. Even in cases of no FSD and SSD, the tests provide additional information about the entire distribution over specific ranges.
5. The graphs of the CDFs of each pair of models allow a comparison globally for the whole distribution, and also locally for a given range of DCC values and probabilities. This allows more specific comparisons than previously afforded based on the mean and other moments of the relevant distributions.
In this paper we have not found an optimal model in the sense that it outperforms the other models during the whole sample period. On the other hand, we have restricted attention to a set of widely used, though not necessarily exhaustive set of forecasting models and distributions. The paper does not pay explicit attention to the number of violations, as defined by the Basel Accords, except in the computation of the DCC. The analysis provided in the paper highlights the need for specific evaluation functions when an optimal model is to be identified.
The results of the paper suggest that further work is needed to compare, not only univariate models, but also combinations of models, such as based on the mean or median. This framework presented above should also be applied to a portfolio of assets to determine the usefulness of the stochastic dominance approach. This paper performed pairwise comparisons for a variety of models. The extension to comparisons among multivariate models is a topic for future research, as is a detailed analysis of the useful information that is contained in the CDF and ICDF. Note: The number of violations is given for 250 business days. The penalty structure under the Basel II Accord is specified for the number of violations and not their magnitude, either individually or cumulatively. Table 3C Rejection Rates for Second-order SD Tests Gaussian 
Student-t Gaussian Student
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