Abstract. Let Fq be a finite field with q elements and denote by θ : Fq → Fq an automorphism of Fq. In this note, we deal with skew constacyclic codes, i.e. linear codes of F
Introduction
Let F q be a field with q elements. A linear code C of length n and dimension k, called an [n, k] q -code, is a k-dimensional subspace of F n q . Moreover, an [n, k] q -code C with minimum Hamming distance d := d(C) is denoted as an [n, k, d] q -code. A fundamental problem in Coding Theory is that of optimizing one of the parameters n, k, d for given the other two. If d q (n, k) denotes the largest value of d for which an [n, k, d] q -code exists, we call an [n, k, d q (n, k)] q -code simply an optimal code. It is well known that a large number of new linear codes achieving the best known bounds d q (n, k), in particular over small fields, have been constructed as cyclic, constacyclic or quasi-cyclic codes, including the corresponding ones in the non-commutative case (e.g., see [2] and [8] ). For this reason, the main purpose of this note is to study some algebraic and geometric properties of skew constacyclic codes (Definition 1) and their duals, the latest ones being strongly related to the above minimum Hamming distance d which is useful in error-correcting codes and for some decoding algorithms. Finally, two lower bounds for the distance of these kind of codes are given, together with some MAGMA programs (Programs 1 to 5) as an application of the main theoretical results.
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During the preparation of this paper in the framework of the Project Anillo ACT 1415 PIA CONICYT, the authors were partially supported by Proyecto VRID N. 214.013.039-1.OIN. Moreover, the first author was partially supported by CONICYT-PCHA/Magíster Nacional año 2013 -Folio: 221320380. we give some geometric properties about the parity check matrices of skew constacyclic codes (Theorems 12 and 13), whose columns are composed of orbits of points in projective spaces via semi-linear maps. Furthermore, inspired by [8] and [9] , we firstly generalize at the end of Section 1 a result about 1-generator QT codes to the non-commutative case (Theorem 20) and secondly, by using a factorization algorithm of A. Leroy in the commutative case, in Section 2 we give two lower bounds for the minimum Hamming distance d of skew θ-module codes, in particular for skew constacyclic codes (Theorems 26 and 29) . Finally, as an application of the above results, we write five MAGMA Programs [1] and for small fields we construct a table with some 1-generator skew QT codes (see Definition 19) which reach the known best minimum Hamming distance.
Properties of skew constacyclic codes and their duals
Along all this note, we will use the following notation. Let F q be a finite field with q elements, where q = p n for some prime p. Define F * q := F q − {0} and take α ∈ F * q . Let θ be an automorphism of F q and let us recall here the definition of the main object which we will treat in this note.
Definition 1 ([2],[4]).
A linear code C ⊆ F n q is called a skew (α, θ)-cyclic code (simply a skew α-cyclic code, or a θ-constacyclic code) if C is invariant under the semi-linear map φ α,θ : (c 0 , c 1 . . . , c n−1 ) → (αθ(c n−1 ), θ(c 0 ), . . . , θ(c n−2 )).
Moreover, for some fixed θ, we call a linear code C ⊆ F n q a skew constacyclic code (or, a skew pseudo-cyclic code) if C is a skew α-cyclic code for some α ∈ F * q . The above definition can be reinterpreted in an algebraic way by the following Proposition 2 ([4] ). Let α ∈ F * q . A linear code C ⊆ F n q is a skew (α, θ)-cyclic code if and only if C is invariant under the semi-linear map T := Θ • A, that is, ( c)T ∈ C for all c ∈ C, where Θ : F n q → F n q is defined by ((c 0 , . . . , c n−1 ))Θ := (θ(c 0 ), . . . , θ(c n−1 )) and A is the n × n matrix given by
code is simply a constacyclic code.
From now on, we mainly show some algebraic and geometric properties for the dual code of a skew constacyclic codes.
First of all, with the purpose of giving an algebraic structure to skew α-cyclic codes, write R := F q [x; θ] and consider the following one-to-one correspondence:
Note that π is an F q -linear isomorphism of vectorial spaces over F q . So, we can identify F n q with R/R(x n −α) and any vector a = (a 0 , a 1 , . . . , a n−1 ) ∈ F n q with the polynomial class π( a) :=
is not a ring and we cannot argue about its ideals, as in the commutative case. For instance, when α = 1 the condition m | n is assumed (e.g., see [2] and [3] ) and one can construct a one-to-one correspondence between skew cyclic codes and the ideals of R/R(x n − 1). On the other hand, the set R/R(x n − α) could be considered a left F q -module or a left F q [x; θ]-module.
The next two results give an equivalent definition of skew constacyclic codes and some of their well-known properties.
Theorem 4 (see, e.g., [3] and [10] ). A nonempty subset C ⊂ F n q is a skew α-cyclic code if and only if π(C) is a left R-submodule of the left R-module R/R(x n − α).
Theorem 5 (see, e.g., [2] and [4] ). Let π(C) be a left R-submodule of R/R(x n − α) with R := F q [x; θ], i.e. C is a skew α-cyclic code of F n q . Then there exists a unique monic polynomial of minimal degree in R such that (a) π(C) = Rg(x), i.e. g(x) is the generator polynomial of π(C); (b) g(x) is a right divisor of x n − α; (c) Every c(x) ∈ π(C) can be written uniquely as c(x) = f (x)g(x) ∈ R/R(x n − α), where f (x) ∈ R has degree less than or equal to n − deg g(x). Moreover, the dimension of C is equal to n − deg g(x);
, then C has a generator matrix G given by
. . .
For skew a-cyclic codes of F n q with θ(x) := x p t , where q = p r for some prime p, r ∈ Z ≥2 and an integer t such that 1 ≤ t ≤ r − 1, type the following Program 1 before the Programs 2 to 5: The following technical result will be useful to prove Theorem 8.
Lemma 7. Let C ⊆ F n q be a linear code and let T :
Proof. (a) Since T is invertible, the semi-linear map T is injective. Hence
(b) Note that T is invertible since α ∈ F * q . Then we can conclude by [10, Proposition 25 ]. Now, we are able to show in an easy and direct way that, similarly to the commutative case, the dual code of a skew α-cyclic code is a skew α −1 -cyclic code. This result was first presented and proven in very different forms in [3, Theorem 8] , [4, Theorem 1] and [6, Theorem 6.1] .
Theorem 8. Let C ⊆ F n q be a linear code and take α ∈ F * q . Then C is a skew α-cyclic code if and only if its dual code C ⊥ is a skew α −1 -cyclic code.
Proof. Suppose that C is a skew α-cyclic code invariant under the semi-linear
Since Θ • M θ = M • Θ for any matrix M , by Lemma 7(a) we get
Thus we can conclude that C ⊥ is a skew α −1 -cyclic code. Finally, having in mind that (C ⊥ ) ⊥ = C, the converse of the statement can be immediately obtained.
Corollary 9 (see, Proposition 13 of [3] , or Proposition 1 of [5] ). Let C ⊆ F n q be a skew α-cyclic code. If C = C ⊥ , then n is even and α = ±1.
Proof. First of all, observe that n = dim C + dim C ⊥ = 2 dim C. Finally, let g(x) be the generator polynomial of C. By Theorem 8 we have
and this shows that
With the next result one can write directly the generator polynomial of the dual code of any skew constacyclic code.
Proposition 10 (see, Theorem 8 of [3] , or Theorem 6.1 of [6] ). Let C ⊆ F n q be a skew α-cyclic code generated by the polynomial g(x) = g 0 + g 1 x + · · · + g n−k x n−k . Then the dual code C ⊥ is generated by
where (x) :
Proof. Since C is a skew α-cyclic code, by Theorem 8 we know that the dual code C ⊥ is a skew α −1 -cyclic code. Thus from Theorem 5 it follows that there exists a unique monic polynomial h(x) of minimal degree in R := F q [x; θ] such that C ⊥ = Rh(x). Therefore by [3, Theorem 8] we deduce that there exist (x) ∈ R and c ∈ F * q such that Lemma 2] we obtain that
The following MAGMA Program 3 defines a function DualCode(n,a,g) which gives all the main informations about the dual code of a skew a-cyclic codes of length n with generator polynomial g :
DualCode:=function(n,a,g) k:=n-Degree(R!g); C:=a^(p^(k*(r-t))); P:=[0]; for i in [1..n-2] do P:=P cat [0]; end for; T:= [-C] cat P cat [1] ; f:=R!T; g1:=R!g; E:=[x : x in F | x ne 0]; S:=CartesianProduct(E,CartesianPower(F,n-Degree(g1))); for ss in S do ll:=[ss [1] ] cat [p : p in ss [2] ]; if g1*R!ll eq f then h:=R!ll; end if; end for; d:=Degree(h); h1:=Matrix (F, 1, d+1, [Eltseq(h) 
The following two results show a geometric property of the dual codes of skew constacyclic codes. More precisely, we will see that the columns of a parity check matrix of a skew constacyclic code can be considered as points in a projective space which are particular orbits under the action of the semi-linear map associated to the code. Therefore, in line with [7] , in the non-commutative case we obtain the following two results.
Theorem 12. Let C be a linear [n, n − k]-code over F q . Then C is a skew α-cyclic code if and only if C has a parity check matrix of the form
such that P τ n = αP , where P ∈ F k q , τ = Θ • T and T ∈ GL(k, q).
also a parity check matrix for C. Thus there is a matrix T t ∈ GL(k, q) such that H = T t · H ′ . This gives
Furthermore, we have
So, by putting τ := Θ • T and P := P 1 , we obtain that
with P τ n = αP .
"⇐" Let C be a code with parity check matrix
with P ∈ F k q , τ = Θ • T and T ∈ GL(k, q) such that P τ n = αP . Then, for any c = (c 0 , c 1 , . . . , c n−1 ) ∈ C we have cH t = 0. This implies
i.e. (αθ(c n−1 ), θ(c 0 ), . . . , θ(c n−2 )) ∈ C and C is a skew α-cyclic code.
Theorem 13. Let g(x) = k i=0 a i x i with a k = 1 be a skew polynomial of degree k in F q [x; θ] that divides on the right x n − α, where α ∈ F * q . Then C ⊂ F n q is a skew α-cyclic [n, n − k]-code over F q with generator polynomial g(x) if and only if C is a code with partity check matrix
where P = (1, 0, . . . , 0), τ = Θ • T g and T g is the companion matrix of g(x), i.e.
Proof. Consider the following linear map (2) π :
. Then, we can see that π(P τ i ) = x i with P = (1, 0, . . . , 0), for all i ∈ Z ≥0 . Thus, we have
is a right divisor of x n − α, we have
and this implies that P τ n − αP = (0, 0, . . . , 0), that is, P τ n = αP . Take
q is an element of C, since gH t = 0. Furthermore, we get gτ i H t = 0 for every i = 0, . . . , n − k − 1, i.e. { g, gτ, . . . , gτ n−k−1 } are n − k linear independent elements of C. Thus C has a parity check matrix G given by
As P τ n = αP , by Theorem 12 we see that H is a parity check matrix of a skew α-cyclic [n, n − k]-code. Finaly, since g(x) is a monic polynomial which corresponds to the vector g ∈ C, we conclude that C is a skew α-cyclic [n, n − k]-code over F q with generator polynomial g(x).
"⇒" Let C be a skew α-cyclic [n, n − k]-code over F q with generator polynomial g(x) = a 0 + a 1 x + · · · + a k−1 x k−1 + x k . Then the generator matrix of C in the canonical form is as in (3) . Let us show now that H is the parity check matrix of C. From a 0 P + a 1 P τ + · · · + a k−1 P τ k−1 + P τ k = 0, it follows that
This implies that GH t = O, i.e. HG t = O and H is a parity check matrix of C.
As an application of Theorem 13, the following MAGMA Program 4 defines the function PCM(n,g) which gives the parity check matrix in standard form of a skew a-cyclic codes in F n q with generator polynomial g : .d}])*CM; PCM2:=VerticalJoin(PCM2,PCM1); end for; PCM3:=Transpose(PCM2); print "==========================================="; print " "; print "Polynomial generator:"; print g1; print " "; print "Companion Matrix:"; print CM; print " "; print "Parity Check Matrix:"; print PCM3; print " "; print "==========================================="; end if; return "end"; end function; Example 14. Consider the finite field F 4 = {0, 1, w, w 2 }, where w 2 + w + 1 = 0, and the Frobenius automorphism θ defined by θ(x) = x 2 for any x ∈ F 4 . The skew w-cyclic [7, 3] By the command PCM (7,[1,w^2,1,0,1] ) in Program 4, we obtain that its parity check matrix is H := [P t , (P τ ) t , (P τ 2 ) t , . . . , (P τ 6 ) t ], where P = Definition 15 (see [7] ). A linear code C ⊆ F n q with parity check matrix of the form
is called a code C defined by (τ, P, n). Furthermore, one can define also the following set Γ α k := {(τ, P, n) | ∃ a skew α-cyclic [n, n − k] q -code defined by (τ, P, n)}. Proposition 16. Let C i be the code defined by (τ i , P i , n) ∈ Γ α k for i = 1, 2. Then, C 1 = C 2 if and only if there exists a matrix S ∈ GL(k, q) such that τ 1 = S · τ 2 · S −1 and P 1 S = P 2 .
Proof. "⇒" Since C 1 = C 2 , there exists a matrix S ∈ GL(k, q) such that
From the first columns we deduce that P 1 S = P 2 , that is,
} are linearly independent vectors of F n q and a vector v ∈ F n q can be written as v = k−1 i=0 λ ij P 2 τ i 2 . So we have
Since e j τ 2 = e j S −1 τ 1 S for any canonical vector e j with j = 1, . . . , k, we conclude that S −1 τ 1 S = τ 2 .
"⇐" Since there is a matrix S ∈ GL(k, q) such that τ 2 = S −1 · τ 2 · S y P 1 = P 2 S −1 , we see that
By Theorem 12, the matrices defined by (τ 1 , P 1 , n) and (τ 2 , P 2 , n) are parity check matrices of skew α-cyclic codes which differ by an invertible matrix, i.e. they correspond to the same code. Hence C 1 = C 2 .
Remark 17. Unlike the commutative case (see [7, Theorem 4] ), when θ = id we have to consider the minimal polynomial m τ of a semi-linear map τ (see [11, Proposition 3.2] ) instead of the characteristic polynomial. On the other hand, a minimal polynomial may be associated with two different codes. In fact, if C 1 = C 2 then m τ 1 = m τ 2 , but the reverse is not true in general, as the following example shows.
Example 18. Consider R := F 4 [x; θ], g 1 = 1 + wx + x 2 + x 3 and g 2 = 1 + w 2 x + x 2 + x 3 in R, where θ is the Frobenius automorphism. Let C i := Rg i be a skew 1-cyclic [14, 11] 4 -codes for i = 1, 2. Since g 1 (x) = g 2 (x) in R/R(x 14 − 1), we have C 1 = C 2 . On the other hand, we get
with minimal polynomials m τ 1 (x) = m B 1 (x 2 ) = x 6 + x 2 + 1 and m τ 2 (x) = m B 2 (x 2 ) = x 6 + x 2 + 1 respectively (e.g., see [11] ), where
This shows that there exist two different linear codes C i := Rg i , i = 1, 2, with the same associated minimal polynomial m τ i (x).
Finally, let us consider also 1-generator skew quasi-twisted codes which can be easily defined from the notion of 1-generator QT codes (see [8, §1] ).
So, similarly to [8] , we give first the following Definition 19. Take α ∈ F * q and let θ be an automorphism of F q . Denote
is called the 1-generator Skew Quasi-Twisted (SQT) code with generator g. Moreover, if α = 1 then C g is called the 1-generator Skew Quasi-Cyclic (SQC) code with generator g.
From Theorem 13 we know that an [n, n − k]-code over F q is a skew α-cyclic code with generator polynomial g(x) = k i=0 a i x i with a k = 1 if and only if C is a linear code with parity check matrix
where P = (1, 0, . . . , 0), τ = Θ • T g and T g is the companion matrix of g(x). Now, let T be the projective map of P k−1 (F q ) defined by τ . We can say that T is defined by g(x). Then the columns of [g n ] can be considered as points in P k−1 (F q ) of an orbit of T . Conversely, we can obtain similarly a skew constacyclic code from an orbit of a projective map of
. . , O m of T with large N and starting points P i ∈ O i for i = 1, ..., m. For simplicity, take P 1 ≡ P = (1, 0, . . . , 0) and define the matrix
2 + · · · + P nm m . Then, the matrix [g N ] + P N 2 + · · · + P N m generates a SQT code whose generator g is given by the following result.
where h * (x) is as h(x) in Proposition 10 and b i (x) is the polynomial given by (1, x, . . . ,
Take P 1 ≡ P := (1, 0, . . . , 0) = e 1 and note that P τ j−1 = e j for all j = 1, . . . , k, where e j is the j-th canonical vector of F k q . Then, for P i ∈ (F θ q ) k and λ ij ∈ F θ q , we have
where
and, for i = 1, . . . , m, this implies that
Let H * 1 be the generator matrix of C ⊥ with C =< g(x) > written as
with det(J) = 0, where
. By hypothesis, H 1 is also a parity check matrix of C which can be written as
, where I k is the identity matrix of dimension k. This implies that
Let A be a matrix with N columns and define the linear operator ⋄ as follows:
Observe that
for any two matrices A ′ and B ′ such that A ′ · B ′ is well defined and B ′ has N columns.
Furthermore, for h = 0, . . . , N − 1, we get
Hence, we have
Therefore, we conclude that
are two generator matrices of the same [mN, k] q -code.
The following MAGMA Program 5 defines the function SQT(m,N,g) which gives an application of the above result :
Example 21. Consider F 8 = {0, 1, w, w 2 , . . . , w 6 }. From Program 2, by using the command SD (7,w^3) it follows that g(x) = x 4 −(w 3 +x+w 2 x 2 ) ∈ F[x; θ] divides x 7 − w 3 , where θ(x) = x 4 for every x ∈ F 8 . Moreover, by Program 5 with the command SQT (2,7,[w^3,1,w^2,0,1] ) we see that the point P 2 := [0 : w 4 : 0 : 1] ∈ P 3 (F 8 ) has an orbit of length 7. So, we get a SQT [14, 4, 7] For simplicity of notation, let us denote w, w 2 , . . . , w 6 with 2, 3, . . . , 7, respectively. With this notation, the above parity-check matrix can be written simply as [g] 7 + P 7 2 = [4130] 7 + 0501 7 . Example 22. Consider F 9 = {0, 1, β, β 2 , . . . , β 7 }, where β is a root of x 2 + 2x + 2 ∈ F 3 [x] . We denote 0, 1, β, β 2 , . . . , β 7 by 0, 1, 2, 3, . . . , 8, respectively. We set that g(x) = x 4 +(1+8x+5x 2 +4x 3 ) = x 4 −(5+4x+x 2 +8x 3 ) ∈ F 9 [x; θ] divides x 5 − 2 with θ(a) = a 3 for every a ∈ F 9 . Let T be the semi-linear map defined by θ and g(x). Consider the following three points P 1 , P 2 and P 3 of P 3 (F 9 ): Then, under T , the orbit of P 1 is of length 5 and the orbits of P 2 and P 3 are both of length 10. Thus we deduce that Finally, as an application of Theorem 20 and Program 5, Table 1 gives an example of how to construct some known linear codes with BKLC distance as SQT codes for small values of q.
A lower bound for the distance
In [9] the author shows how a factorization of a skew polynomial can be made in a suitable commutative polynomial ring. By this method, we can transfer some properties of constacyclic codes to skew constacyclic codes and vice versa. In particular, a factorization of a skew polynomial in F q [x; θ] can be made in F q [x] by a Leroy's algorithm (see Theorem 2.5, [9] ). For any prime number p and an integer i ≥ 1, he defines [i] := p i − 1 p − 1 and
Note that the Leroy's algorithm and the above definitions can be generalized by considering a power of the Frobenius automorphism. More precisely, let F q be a finite field with q = p t and p prime, and consider the automorphism θ(a) = a p s for all a ∈ F q with 0 ≤ s ≤ t − 1.
[n, 
Proposition 24. Let C ⊆ F n q be a skew α-cyclic code generated by
Proof. From Theorem 5, we know that f (t) is a right divisor of x n − α. Moreover, by Theorem 2.5 [9] , we see that the associated
is also an α-cyclic code.
Remark 25. More in general, if C ⊆ F n q is a skew θ-module code generated by g(t) ∈ F q [t; θ], then by [9, Theorem 2.5] we see that the code
is also a module code generated by
Theorem 26. Let C ⊆ F n q be a linear code generated by
and equality holds if and only if there exists a polynomial of minimal weight in
Proof. Let w(t) ∈ C be a polynomial of minimal weight. By Theorem 5 we have w(t) = a(t) · f (t) for some a(x) ∈ F q [t; θ]. Then by Theorem 2.5 [9] we get . This shows that w(t) = b(t) · f (t), i.e. w(t) ∈ C. Therefore, we can conclude that (ω l+ci ) = 0, for i = 0, . . . , ∆ − 2 and some l ∈ Z ≥0 . Then by Theorem 26 and [11, Theorem 3.9] we conclude that d(C) ≥ d(C []s ) ≥ ∆.
Conclusion
In this work, we consider skew constacyclic codes and some of the main algebraic and geometric properties of their dual codes. First of all, we prove again in an easy and direct way that the dual code of a skew α-cyclic code is a skew α −1 -cyclic code and we show explicitly how to build its generator polynomial. Secondly, we observe that the parity check matrix of a skew α-cyclic code has a very special form because its columns are related to orbits of points in projective spaces via semi-linear maps. Moreover, a generalization to the non-commutative case of a result on 1-generator Quasi Twisted (QT) codes is given and by a commutative method due to A. Leroy we prove two lower bounds for the distance of skew θ-module codes, in particular for skew constacyclic codes. Finally, from a computer point of view, some MAGMA programs are given as application of the main theoretical results and by them a table is constructed, where for small fields some examples of known linear codes with BKLC distance are constructed as 1-generator skew QT codes.
