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unexpected because immersion in buffered neutral for-
malin, their technique, fixes full kidneys poorly. Similar
limitations affect Randall’s autopsy study, and all other
studies that used autopsy material to determine morpho-
logical changes in the kidneys of stone formers.
Increased interstitial osteopontin need not connote cell
injury. Osteopontin has multiple functions, including bone
formation. Vascular calcifications in coronary disease and
uremia share characteristics with embryonic bone forma-
tion and repair including osteopontin expression. Inter-
stitial osteopontin in ICSF may be linked to osteoblast-like
activity of the papillary interstitial cells, a hypothesis
suggested since 1942.5
In contrast to brushite, cystine, and obesity bypass
stone formers, ICSF, as we define them, have Randall’s
plaque and no evidence of cell injury.6
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To the Editor: The paper1 shows a relevant comparison
between support vector machines versus artificial neural
network (ANN). We think that support vector machine is a
very effective and promising method. Nevertheless, we think
that a different ANN approach should be used. In our
opinion, the authors should better explain what they mean by
ANN. In fact, ANN is a wide family of different algorithms
and methods. We could suppose that the ANN used in the
work is a Multi-Layer-Perceptron with Backpropagation
algorithm. In any case, stating ‘support vector machine
outperformed ANN’ by testing only one kind of ANN seems
not appropriate.
Besides, the authors say ‘training and testing should be
performed more than once and test set performances
averaged out, to reduce the variance of the performance
estimate’.
It is well known that every training performed by an ANN
is unique, owing to many intrinsic characteristics, as, for
example, the randomly selected starting weights.2 Every
training has its own history and results. If we average out
these results, changing the test-set each time, we find a
medium value of a particular kind of ANN. It is a statistical
measure of different things. It could be more interesting to
train several ANNs, test them once, and take the best. There
are many ways to understand whether the training and
testing subsets have been chosen correctly. For example, a
third subset of the database can be used as a validation set.3
We suggest that different ANN approaches and further
tests should be carried out before asserting ‘support vector
machine outperformed ANN’.
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We try to elucidate the issues raised in the Letter by
Tonello1 with the following points:
1. In Dal Moro et al.2 we adhered to what is the widely
most accepted structure for artificial neural network
(ANN), the multi-layer, feed-forward ANN trained via
the back-prop algorithm; the depth and width of the
structure (number of layers and of nodes per layer),
along with other parameters (thresholds and starting
weights) were modified. It is known that such an ANN
can interpolate even discontinuous functions hence its
structure is quite general, especially for the considered
problem.
2. As for the training method, we again adhered to a
statistically sound technique: for each fixed combina-
tion of the above structure/parameters, we ran several
simulations and performed proper averages; this is
necessary because the training is non-deterministic,
hence performing it once would yield statistically
unreliable outputs, as strongly motivated in Dal Moro
et al.2
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