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1. Introduction
An inﬁnite optimization problem is to minimize a real-valued function f (x) on a Banach space X subject to φ(x, y) 0
for all y ∈ Y , where Y is an inﬁnite set. Usually it is called a semi-inﬁnite optimization problem when X is ﬁnite di-
mensional. In the last three decades, inﬁnite optimization and semi-inﬁnite optimization have been extensively studied in
mathematical programming (see [1,6,10,13,14,20,22,29] and references therein).
The notion of a sharp minimum, equivalently, a strong isolated minimizer or strongly unique local minimum, was intro-
duced by Polyak (see [19] and references therein). It has far-reaching consequences for convergence analysis in mathematical
programming (see [4,12,17]). In 1988, as a generalization of sharp minima, Ferris introduced and studied weak sharp min-
ima for real-valued functions. Many authors studied weak sharp minima for real-valued functions (cf. [2,3,23,25]) and some
authors (cf. [18,25]) found this notion is closely related to error bounds in mathematical programming.
Recently the authors [28] studied local weak sharp minima for smooth semi-inﬁnite optimization problems. In this
paper, replacing the smoothness assumption in [28] with the convexity one, we mainly consider global weak sharp minima
of convex inﬁnite optimization problems in general Banach spaces.
Let X be a Banach space, Ω a closed convex subset of X , and Y an inﬁnite set. Let f : X → R∪ {+∞} be a proper lower
semicontinuous convex function and φ : X × Y →R∪ {+∞} be such that for each y ∈ Y , the function x → φ(x, y) is convex
and lower semicontinuous. Consider the following convex inﬁnite optimization problem
min f (x) subject to x ∈ Ω and φ(x, y) 0 for all y ∈ Y . (CIP)
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Z := {x ∈ Ω: φ(x, y) 0 for all y ∈ Y }.
Let
λ := inf{ f (x): x ∈ Z} and S = {x ∈ Z : f (x) = λ}.
We say that x¯ ∈ X is a local weak sharp minimum of (CIP) if x¯ ∈ S and there exist η, δ ∈ (0,+∞) such that
ηd(x, S) f (x) − f (x¯) + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) for all x ∈ B(x¯, δ), (1.1)
where d(x, S) := inf{‖x− u‖: u ∈ S} and B(x¯, δ) denotes the open ball with center x¯ and radius δ.
We say that (CIP) has a global weak sharp minimum property if there exists η ∈ (0,+∞) such that
ηd(x, S) f (x) − λ + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) for all x ∈ X . (1.2)
We say that x¯ ∈ X is a sharp minimum of (CIP) if S = {x¯} and there exist η, δ ∈ (0,+∞) such that (1.1) holds.
Tapia and Trosset [24] provided optimality conditions for smooth inﬁnite optimization problems. In the case when X is
ﬁnite dimensional and Ω = X , some authors considered optimality conditions for convex (not necessarily smooth) semi-
inﬁnite optimization problems (see [5,29] and references therein). For example, under the following assumptions:
(A1) φ is joint upper semicontinuous on X × Y ;
(A2) Y is a compact metric space and for any x ∈ X , y → φ(x, y) are continuous;
it is proved that x¯ is a solution of the corresponding convex semi-inﬁnite optimization problem if x¯ is feasible and there
exist x∗ ∈ ∂ f (x¯), yi ∈ I0(x¯), x∗i ∈ ∂φ(·, yi)(x¯) and ti ∈ [0,+∞) (i = 1, . . . ,n) such that
0= x∗ +
n∑
i=1
tix
∗
i (1.3)
where I0(x¯) := {y ∈ Y : φ(x¯, y) = 0} denotes the index set of active inequality constraints at x¯. Moreover, if the Slater
condition is satisﬁed then (1.3) is suﬃcient for x¯ ∈ Z to be a solution of the convex semi-inﬁnite optimization problem. In
contrast with the above optimality condition, we provide some suﬃcient or/and necessary conditions for (CIP) to have global
or local weak sharp minimum property. In particular, in the case when (A1) and (A2) hold and X is ﬁnite dimensional, we
prove that (CIP) has the global weak sharp minimum property if and only if one can ﬁnd η ∈ (0,+∞) such that for any
u ∈ bd(S) and u∗ ∈ N(S,u) ∩ ηBX∗ there exist x∗ ∈ ∂ f (x¯), ω∗ ∈ N(Ω,u) ∩ BX∗ , yi ∈ I0(x¯), x∗i ∈ ∂φ(·, yi)(x¯) and ti ∈ [0,+∞)
with
∑n
i=1 ti = 1 such that
u∗ = x∗ +
n∑
i=1
tix
∗
i +ω∗,
where BX∗ denotes the closed unit ball of X∗ .
As applications, we consider the global calmness of multifunctions deﬁned by inﬁnitely many convex inequalities.
2. Preliminaries
Let X be a Banach space and ψ : X → R ∪ {+∞} a proper lower semicontinuous convex function. For x ∈ dom(ψ), let
∂ψ(x) denote the subdifferential of ψ at x, that is,
∂ψ(x) := {x∗ ∈ X∗: 〈x∗,u − x〉ψ(u) − ψ(x) ∀u ∈ X}.
For h ∈ X , let
d+ψ(x)(h) = lim
t→0+
ψ(x+ th) − ψ(x)
t
.
Then ∂ψ(x) = {x∗ ∈ X∗: 〈x∗,h〉 d+ψ(x)(h) ∀h ∈ X}.
Let Y be an index set and φ : X × Y → R∪ {+∞} be such that for each y ∈ Y , x → φ(x, y) is a proper lower semicontin-
uous convex function. For y ∈ Y and a ∈ X with φ(a, y) < +∞, let
∂φ(·, y)(a) := {x∗ ∈ X∗: 〈x∗,u − a〉 φ(u, y) − φ(a, y) ∀u ∈ X}.
For h ∈ X , let
d+x φ(a, y)(h) := lim+
φ(a + th, y) − φ(a, y)
.
t→0 t
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N(A,a) := {x∗ ∈ X∗: 〈x∗, x− a〉 0 for all x ∈ A}.
Let T (A,a) denote the tangent cone of A at a, that is,
T (A,a) := {h ∈ X: ∃tk → 0+ and hk → h s.t. a + tkhk ∈ A for all k ∈N}.
It is known that
N(A,a) = {x∗ ∈ X∗: 〈x∗, v〉 0 ∀v ∈ T (A,a)}. (2.1)
For convenience, we adopt the convention maxy∈T [φ(x, y)]+ = 0 for all x ∈ X if T = ∅. We will need the following
lemmas.
Lemma 2.1. Let X be a Banach space and Y be an index set. Let φ : X × Y → R∪ {+∞} be such that for each y ∈ Y , x → φ(x, y) is a
proper lower semicontinuous convex function. Suppose that u ∈ X and φ(u, y) 0 for all y ∈ Y . Then
〈u∗, x− u〉 sup
y∈I0(u)
[
φ(x, y)
]
+ (2.2)
for all u∗ ∈ cow∗ (⋃y∈I0(u) ∂φ(·, y)(u)) and all x ∈ X, where cow∗ (·) denotes the weak∗ closed convex hull.
Proof. We need only to show that (2.2) holds for all u∗ ∈ co(⋃y∈I0(u) ∂φ(·, y)(u)). Let u∗ ∈ co(⋃y∈I0(u) ∂φ(·, y)(u)). Then
there exist yi ∈ I0(u), u∗i ∈ ∂φ(·, yi)(u) and ti  0 (i = 1, . . . ,n) such that
∑n
i=1 ti = 1 and u∗ =
∑n
i=1 tiu∗i . Hence, for any
x ∈ X ,
〈u∗, x− u〉 =
n∑
i=1
ti
〈
u∗i , x− u
〉

n∑
i=1
ti
(
φ(x, yi) − φ(u, yi)
)=
n∑
i=1
tiφ(x, yi).
It follows that (2.2) holds. 
We will also need the following known lemma, which can be found in [11,25].
Lemma 2.2. Let X be a Banach space and Y be a compact metric space. Let φ : X × Y → R be such that for each y ∈ Y , x → φ(x, y)
is a proper lower semicontinuous convex function. Let I(u) := {y ∈ Y : φ(u, y) = supz∈Y φ(u, z)} for any u ∈ X. Suppose that (A1)
and (A2) hold. Then,
∂
(
sup
y∈Y
φ(·, y)
)
(u) = cow∗
( ⋃
y∈I(u)
∂φ(·, y)(u)
)
∀u ∈ X .
If, in addition, X =Rn, then
∂
(
sup
y∈Y
φ(·, y)
)
(u) = co
( ⋃
y∈I(u)
∂φ(·, y)(u)
)
∀u ∈ X .
For a convex subset A of X∗ , we adopt the convention that
[0,1]A := co(A ∪ {0});
thus, [0,1]A = {0} if A = ∅.
Lemma 2.3. Let X be a Banach space and Y be a compact metric space. Let φ : X × Y → R be such that for each y ∈ Y , x → φ(x, y)
is a proper lower semicontinuous convex function. Suppose that (A1) and (A2) hold. Then
∂
(
max
y∈Y
[
φ(·, y)]+
)
(u) = [0,1]cow∗
( ⋃
y∈I0(u)
∂
[
φ(·, y)]+(u)
)
∀u ∈ S. (2.3)
Proof. Let u ∈ S . When I0(u) = ∅, it is clear that I0(u) = I(u) (because u is feasible); and so (2.3) follows from Lemma 2.2.
Now suppose that I0(u) = ∅. Then ⋃y∈I0(u) ∂[φ(·, y)]+(u) = ∅, and so [0,1]cow∗ (⋃y∈I0(u) ∂[φ(·, y)]+(u)) = {0}. We need
only to show that there exists δ > 0 such that φ(x, y)  0 for all (x, y) ∈ B(u, δ) × Y . Suppose to the contrary that there
exists a sequence {(un, yn)} in X × Y such that un → u and φ(un, yn) 0. Since Y is compact, there exists a subsequence
{ynk } of {yn} convergent to some y in Y and so (xnk , ynk ) → (u, y). By (A1), one has φ(u, y) limsupk→∞ φ(unk , ynk ) 0.
Since u is feasible, φ(u, y) = 0. Hence y ∈ I0(u), a contradiction. 
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‖a∗‖ = 1 and γ ‖x− a‖min{d(x, A), 〈a∗, x− a〉}
where bd(A) denotes the boundary of A.
The above lemma can be found in [16].
Lemma 2.5. (See [21, Example 6.16].) Let X be an Euclidean space and A a closed convex subset of X . Then,
x− a ∈ N(A,a) ∀a ∈ P A(x),
where P A(x) := {a ∈ A: ‖x− a‖ = d(x, A)} is the projection of x to A.
3. The main results
In this section, unless otherwise stated, we assume that Ω is a closed convex subset of a Banach space X , f : X →
R ∪ {+∞} is a proper lower semicontinuous convex function and that φ : X × Y → R ∪ {+∞} is such that for each y ∈ Y ,
the function x → φ(x, y) is lower semicontinuous and convex.
Some authors [2,3,25,27] studied weak sharp minima for a real-valued convex function. The following remark presents
relationships between weak sharp minima for (CIP) and that for a convex function.
Remark 3.1. Let
ψ(x) := f (x) − λ + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) ∀x ∈ X . (∗)
Then ψ is lower semicontinuous and convex. It is easy to verify that if (CIP) has the global (resp. local) weak sharp minimum
property then ψ has the global (resp. local) weak sharp minimum property. But the converse may not be true. Indeed, let
Ω = X =R, Y = {1,2}, f (x) := |x−1|−1, φ(x,1) = 12 x and φ(x,2) = − 12 x. Then Z = {x ∈ Ω: φ(x, y) 0, y ∈ Y } = {0}, λ = 0
and S = Z . Thus,
d(x, S) = |x|, f (x) − λ +max
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) = |x− 1| +
1
2
|x| − 1,
and so f (x)−λ+maxy∈Y [φ(x, y)]+ +d(x,Ω) = − 12 |x| for all x ∈ [0,1]. It follows that (CIP) has no local weak sharp minima
at 0. On the other hand, note that ψ(x) = |x− 1| + 12 |x| − 1. Then inf{ψ(x): x ∈ X} = − 12 and S˜ := {x ∈ X: φ(x) = − 12 } = {1}.
It follows that
1
2
d(x, S˜)ψ(x) + 1
2
∀x ∈ X .
This means that ψ has the global weak sharp minimum property. Thus, we cannot obtain weak sharp minimum results for
(CIP) from existing weak sharp minimum ones for a convex function.
In this section, we mainly consider the global weak sharp minimum property for convex inﬁnite optimization prob-
lem (CIP). To do this, we ﬁrst provide a suﬃcient condition for (CIP) to have local weak sharp minima.
In what follows, we assume that the solution set S is nonempty.
Theorem 3.1. Let a ∈ S and suppose that there exist δ,η ∈ (0,+∞) such that
N(S,u) ∩ ηBX∗ ⊂ ∂ f (u) + [0,1]cow∗
( ⋃
y∈I0(u)
∂φ(·, y)(u)
)
+ N(Ω,u) ∩ BX∗ (3.1)
for all u ∈ bd(S) ∩ B(a, δ). Then
ηd(x, S) f (x) − λ + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) ∀x ∈ B
(
a,
δ
2
)
. (3.2)
Proof. Let x ∈ B(a, δ2 ) \ S . Thus, d(x, S) < δ2 and take γ ∈ ( 2d(x,S)δ ,1). Then, by Lemma 2.4, there exist u ∈ bd(S) and u∗ ∈
N(S,u) with ‖u∗‖ = 1 such that
γ ‖x− u‖ <min{d(x, S), 〈u∗, x− u〉}. (3.3)
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⋃
y∈I0(u) ∂φ(·, y)(u) = ∅. In this case,
by (3.1) there exist u∗1 ∈ ∂ f (u) and u∗2 ∈ N(Ω,u)∩ BX∗ such that ηu∗ = u∗1 + u∗2. Noting that N(Ω,u)∩ BX∗ = ∂d(·,Ω)(u), it
follows that
η〈u∗, x− u〉 = 〈u∗1, x− u〉+ 〈u∗2, x− u〉
 f (x) − f (u) + d(x,Ω) − d(u,Ω)
 f (x) − λ + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω).
This and (3.3) imply that
γ ηd(x, S) γ η‖x− u‖ f (x) − λ + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω).
Letting γ → 1, one sees that
ηd(x, S) f (x) − λ + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω). (3.4)
In the case when
⋃
y∈I0(u) ∂φ(·, y)(u) = ∅, by (3.1) there exist t ∈ [0,1], u∗1 ∈ ∂ f (u), u∗2 ∈ cow
∗
(
⋃
y∈I0(u) ∂φ(·, y)(u)) and
u∗3 ∈ N(Ω,u) ∩ BX∗ such that ηu∗ = u∗1 + tu∗2 + u∗3. Noting that f (u) = λ and d(u,Ω) = 0, it follows from Lemma 2.1 that
η〈u∗, x− u〉 f (x) − λ + sup
y∈I0(x)
[
φ(x, y)
]
+ + d(x,Ω).
This implies that (3.4) still holds when
⋃
y∈I0(u) ∂φ(·, y)(u) = ∅. The proof is completed. 
The following global weak minimum result is immediate from the convexity and Theorem 3.1.
Theorem 3.2. Suppose that S = ∅ and that there exists η ∈ (0,+∞) such that (3.1) holds for all u ∈ bd(S). Then
ηd(x, S) f (x) − λ + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) ∀x ∈ X .
Proposition 3.1. Let a ∈ S and suppose that there exists η ∈ (0,+∞) such that
N(S,a) ∩ ηBX∗ ⊂ ∂ f (a) + [0,1]cow∗
( ⋃
y∈I0(a)
∂φ(·, y)(a)
)
+ N(Ω,a) ∩ BX∗ . (3.5)
Then
ηd
(
h, T (S,a)
)
 d+ f (a)(h) + sup
y∈I0(a)
[
d+x φ(a, y)(h)
]
+ + d
(
h, T (Ω,a)
) ∀h ∈ X . (3.6)
Proof. Let h ∈ X . Then
d
(
h, T (S,a)
)= d+(d(·, S))(a)(h) = max
x∗∈∂(d(·,S))(a)
〈x∗,h〉 = max
x∗∈N(S,a)∩BX∗
〈x∗,h〉.
Since N(S,a) ∩ BX∗ is weak∗ compact, there exists u∗ ∈ N(S,a) ∩ BX∗ such that
d
(
h, T (S,a)
)= 〈u∗,h〉. (3.7)
If
⋃
y∈I0(a) ∂φ(·, y)(a) = ∅, by (3.5) there exist u∗1 ∈ ∂ f (a) and u∗2 ∈ N(Ω,a) ∩ BX∗ such that ηu∗ = u∗1 + u∗2. Since
〈u∗1,h〉 d+ f (a)(h) and 〈u∗2,h〉 d(h, T (Ω,a)), it follows that ηd(h, T (S,a)) d+ f (a)(h)+ d(h, T (Ω,a)), and so (3.6) holds
in this case. If
⋃
y∈I0(a) ∂φ(·, y)(a) = ∅, it follows from (3.5) that there exist u∗1 ∈ ∂ f (a), u∗2 ∈ cow
∗
(
⋃
y∈I0(a) ∂φ(·, y)(a)),
u∗3 ∈ N(Ω,a) ∩ BX∗ and t ∈ [0,1] such that ηu∗ = u∗1 + tu∗2 + u∗3. This and (3.7) imply that
ηd
(
h, T (S,a)
)= 〈u∗1,h〉+ t〈u∗2,h〉+ 〈u∗3,h〉 〈u∗1,h〉+ [〈u∗2,h〉]+ + 〈u∗3,h〉.
It follows from Lemma 2.1 that (3.6) holds. The proof is completed. 
Theorem 3.3. Let a ∈ Z and suppose that 0 is an interior point of the following set
∂ f (a) + [0,1]cow∗
( ⋃
y∈I0(a)
∂φ(·, y)(a)
)
+ N(Ω,a) ∩ BX∗ .
Then a is a sharp minimum of (CIP).
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ηBX∗ ⊂ ∂ f (a) + [0,1]cow∗
( ⋃
y∈I0(a)
∂φ(·, y)(a)
)
+ N(Ω,a) ∩ BX∗ . (3.8)
Let x ∈ Z and take x∗ ∈ ηBX∗ such that η‖x− a‖ = 〈x∗, x− a〉. It follows from the convexity and (3.8) that
η‖x− a‖ f (x) − f (a) + sup
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) = f (x) − f (a).
This implies that λ = f (a) and S = {a}. The proof is completed. 
Now we consider the case when (A1) and (A2) hold.
Theorem 3.4. Suppose that φ is real-valued and that (A1) and (A2) hold. Then the following statements are equivalent.
(i) (CIP) has a global weak sharp minimum property.
(ii) There exists η ∈ (0,+∞) such that (CIP) has a local weak sharp minimum at each u ∈ S with the constant η.
(iii) There exists η ∈ (0,+∞) such that (3.1) holds for all u ∈ bd(S).
(iv) There exists η ∈ (0,+∞) such that
ηd
(
h, T (S,u)
)
 d+ f (u)(h) + max
y∈I0(u)
[
d+x φ(u, y)(h)
]
+ + d
(
h, T (Ω,u)
)
for all u ∈ S and all h ∈ X.
(v) There exists η ∈ (0,+∞) such that
d
(
0, ∂ f (u) + [0,1]co
( ⋃
y∈I(u)
∂φ(·, y)(u)
)
+ N(Ω,u)
)
 η ∀u /∈ S.
Proof. (i) ⇒ (ii) is trivial.
(ii) ⇒ (iii). Let η > 0, u ∈ bd(S) and δu > 0 be such that
ηd(x, S) f (x) − λ +max
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) ∀x ∈ B(u, δu). (3.9)
Let x∗ ∈ N(S,u)∩ BX∗ and x ∈ B(u, δu). It follows from the convexity of S that 〈x∗, x−u〉 d(x, S). This and (3.9) imply that
〈ηx∗, x− u〉 f (x) − λ +max
y∈Y
[
φ(x, y)
]
+ + d(x,Ω) ∀x ∈ B(u, δu).
Noting that f (u) = λ and maxy∈Y [φ(u, y)]+ = 0, it follows from (A1) and (A2) that
ηx∗ ∈ ∂
(
f +max
y∈Y
[
φ(·, y)]+ + d(·,Ω)
)
(u) = ∂ f (u) + ∂
(
max
y∈Y
[
φ(·, y)]+
)
(u) + N(Ω,u) ∩ BX∗ .
This and Lemma 2.3 imply that (iii) holds.
(iii) ⇒ (i) and (iii) ⇒ (iv) are immediate from Theorem 3.2 and Proposition 3.1, respectively.
Let u ∈ bd(S). Noting that
N
(
T (S,u),0
)= N(S,u),d+ f (u)(0) = 0, d+x φ(u, y)(0) = 0 for all y ∈ I0(u),
∂ f (u) = ∂(d+ f (u))(0) and ∂(max
y∈Y d
+
x φ(u, y)
)
(0) = [0,1]cow∗
( ⋃
y∈I0(u)
∂φ(·, y)(u)
)
,
(iv) ⇒ (iii) can be proved similar to the proof of (ii) ⇒ (iii).
(i) ⇒ (v). Let ψ be as in (∗). Then (i) and Remark 3.1 imply that ψ has the global weak sharp minimum property and
S = {x ∈ X: ψ(x) = inf{ψ(u): u ∈ X}}= {x ∈ X: ψ(x) inf{ψ(u): u ∈ X}}.
It follows from [25, Theorem 3.10.1] that d(0, ∂ψ(x)) η for some η > 0 and all x ∈ X \ S . Since (A1) and (A2) imply
∂ψ(x) = ∂ f (x) + [0,1]cow∗
( ⋃
y∈I(x)
∂φ(·, y)(u)
)
+ N(Ω, x),
it follows that (v) holds.
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{
x ∈ X: ψ(x) = inf{ψ(u): u ∈ X}}= S, (3.10)
where ψ is as in (∗). Granting this, by [25, Theorem 3.10.1], ψ has the global weak sharp property. This and (3.11) imply
that (i) holds. It remains to show that (3.10) holds. Let v /∈ S . Then d(0, ∂ψ(v)) η, and so 0 /∈ ∂ψ(v). This shows that v is
not a minimizer of ψ . Therefore,
inf
{
ψ(x): x ∈ X}= inf{ψ(u): u ∈ S}.
Noting that
f (u) = λ, sup
y∈Y
[
φ(u, y)
]
+ = 0 and d(u,Ω) = 0 ∀u ∈ S,
one has that ψ(u) = 0 for all u ∈ S . This shows that (3.10) holds. The proof is completed. 
In the setting of semi-inﬁnite optimization problems, we have the following further results. In what follows, we assume
that Rn is endowed with the Euclidean norm.
Theorem 3.5. Let X =Rn and φ satisfy (A1) and (A2). Then, the following statements are equivalent.
(i) (CIP) has the global weak sharp minimum property.
(ii) There exists η > 0 such that
N(S,u) ∩ ηBX∗ ⊂ ∂ f (u) + [0,1]co
( ⋃
y∈I0(u)
∂φ(·, y)(u)
)
+ N(Ω,u) ∩ BX∗ ∀u ∈ bd(S).
(iii) There exists η ∈ (0,+∞) such that for any x ∈ X and u ∈ P S(x),
η‖x− u‖ d+ f (u)(x− u) + max
y∈I0(u)
[
d+x φ(u, y)(x− u)
]
+ + d
(
x− u, T (Ω,u)). (3.11)
Proof. Let u ∈ bd(S). Then, by X =Rn and Lemmas 2.2 and 2.3,
∂
(
max
y∈Y
[
φ(·, y)]+
)
(u) = co
( ⋃
y∈I0(u)
∂
[
φ(·, y)]+(u)
)
= [0,1]co
( ⋃
y∈I0(u)
∂φ(·, y)(u)
)
.
Hence [0,1]cow∗ (⋃y∈I0(u) ∂φ(·, y)(u)) = [0,1]co(⋃y∈I0(u) ∂φ(·, y)(u)). It follows from Theorem 3.4 that (i) ⇔ (ii) holds.
(ii) ⇒ (iii). Clearly, (3.11) holds when x ∈ S . Let x ∈ X \ S . By X = Rn and Lemma 2.5, P S(x) ⊂ bd(S) and x− u ∈ N(S,u)
for all u ∈ P S (x). This and (ii) imply that for any u ∈ P S (x),
η(x− u)
‖x− u‖ ∈ ∂ f (u) + [0,1]co
( ⋃
y∈I0(u)
∂φ(·, y)(u)
)
+ N(Ω,u) ∩ BX∗ .
It follows that〈
η(x− u)
‖x− u‖ , x− u
〉
 d+ f (u)(x− u) + max
y∈I0(u)
[
d+x φ(u, y)(x− u)
]
+ + d
(
x− u, T (Ω,u))
and so (3.11) holds.
(iii) ⇒ (i). Let x ∈ X \ S and take u ∈ P S (x). Then, (iii) implies that
ηd(x, S) = η‖x− u‖ d+ f (u)(x− u) + max
y∈I0(u)
[
d+x φ(u, y)(x− u)
]
+ + d
(
x− u, T (Ω,u)).
Noting that d+ f (u)(x− u) f (x) − f (u) = f (x) − λ,
[
d+x φ(u, y)(x− u)
]
+ 
[
φ(x, y) − φ(u, y)]+ = [φ(x, y)]+ for all y ∈ I0(u)
and d(x− u, T (Ω,u)) d(x,Ω) (by Ω − u ⊂ T (Ω,u)), it follows that
ηd(x, S) f (x) − λ + max
y∈I0(u)
[
φ(x, y)
]
+ + d(x,Ω).
Hence (i) holds. The proof is completed. 
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Ω = X and that (A1) and (A2) hold. Let C(Y ) denote the Banach space of all continuous functions on Y equipped with the
maximum norm and consider the multifunction M : C(Y )⇒ X deﬁned by
M(g) := {x ∈ X: φ(x, y)−g(y) ∀y ∈ Y } ∀g ∈ C(Y ). (3.12)
For g¯ ∈ C(Y ) and x¯ ∈ M(g¯), recall (cf. [7–9]) that M is calm at (g¯, x¯) if there exist L, δ ∈ (0,+∞) such that
d
(
x,M(g¯)
)
 L‖g − g¯‖ ∀g ∈ B(g¯, δ) and ∀x ∈ B(x¯, δ) ∩ M(g).
Let Λ := {g ∈ C(Y ): g(y) 0 ∀y ∈ Y } and x¯ ∈ M(0). It is known (cf. [9]) that M is calm at (0, x¯) if and only if there exist
L, δ ∈ (0,+∞) such that
d
(
x,M(0)
)
 Ld
(
φ(x, ·),Λ) ∀x ∈ B(x¯, δ).
We say that M is globally calm at 0 if there exists L ∈ (0,+∞) such that
d
(
x,M(0)
)
 Ld
(
φ(x, ·),Λ) ∀x ∈ X .
Noting that
M(0) = Z and d(φ(x, ·),Λ)=max
y∈Y
[
φ(x, y)
]
+,
it follows that M is globally calm at 0 (resp. calm at (0, x¯)) if and only if there exists η ∈ (0,+∞) (resp. η, δ ∈ (0,+∞))
such that
ηd(x, Z)max
y∈Y
[
φ(x, y)
]
+ ∀x ∈ X
(
resp. ∀x ∈ B(x¯, δ)). (3.13)
As observed in [28], setting f (x) = 0 for all x ∈ X and Ω = X in (CIP), (3.13) means that x¯ is a global (resp. local) weak sharp
minimum of (CIP). Thus, by Theorems 3.2 and 3.4 we can establish the corresponding suﬃcient or/and necessary conditions
for M to be globally calm at 0. Using the Robinson–Ursescu theorem, one can obtain a different kind of suﬃcient conditions
for M to be calm. We say that φ satisﬁes the Slater condition if there exists x0 ∈ X such that
φ(x0, y) < 0 for all y ∈ Y . (SC)
Under the assumptions (A1) and (A2), the above Slater condition implies that M is calm at (0, x¯) for all x¯ ∈ M(0). If, in
addition, there exist a bounded set A and a convex cone C such that M(0) = A + C , then the Slater condition implies that
M is globally calm at 0. The former is immediate from the Robinson–Ursescu theorem (cf. [15, Theorem 2.1]), while the
latter is a consequence of [26, Corollary 3.4].
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