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Abstract. Due to the quick advancement of technology, application of different methods is highly 
required to maintain the high quality of production and health assessment of production lines. 
Hence, condition monitoring is widely used in the industry as an efficient approach. The purpose 
of the present study was to classify faults in centrifugal pumps using the vibration signal analysis 
and support vector machine (SVM) method. Vibration signals were decomposed in three levels 
by Daubechies wavelets, and a total of 44 descriptive statistical features were extracted from detail 
coefficients and approximation coefficients of the wavelets. In order to find the best model for 
fault classification of centrifugal pumps, parameters such as penalty, degree of polynomial, and 
width of the Gaussian radial basis function kernel (RBF kernel) were investigated. The 
classification results using the SVM method indicated that the maximum classification accuracy 
was 96.67 percent, which was obtained at an RBF kernel width of 0.1 and a penalty parameter 
value of 1. 
Keywords: centrifugal pumps, fault detection, support vector machine (SVM). 
1. Introduction 
Due to the advancement of technology, industrial equipment is increasingly made more 
complex, requiring more careful attention to be paid to them as their failure and breakdown can 
cause significant costs. Hence, factors such as reliability, accessibility, reduction of failure 
duration, and reparability of equipment are of great importance. To this goal, condition monitoring 
has been of high interest as an efficient method to enhance the factors of safety, health and optimal 
performance of machineries. 
Condition monitoring has been defined as fault detection and maintenance of equipment 
without interrupting their activities [1]. Generally, this method is based on regular data acquisition 
from the dynamic characteristics of the equipment, as well as comparison of the data with those 
of healthy conditions. In traditional condition monitoring, fault detection was usually based on 
analysis of either vibration or acoustic data [2]. Various methods have been introduced and 
implemented for single-sensor condition monitoring based on a single characteristic such as 
vibration [3-5] and acoustic [6-8] using classifiers such as support vector machines (SVMs) 
[5, 9, 10] and artificial neural networks (ANNs) [11].  
Vibration behavior analysis techniques have been widely used in researches on different 
subjects such as analysis of natural frequencies [12], acquisition of real mechanical behaviors of 
micro/nano structures [13-15] and fault diagnosis in rotational machinery [16-18]. 
Centrifugal pumps play vital role in many critical applications and therefore continuous 
availability of such mechanical components becomes an absolute essential. Pumps are the key 
elements in waste water treatment plants, food industries, agriculture, oil and gas industries, 
paper and pulp industries, etc. [19]. Hence, fault detection in this type of pump is considerably 
important in order to prevent further failures and breakdowns.  
In recent years numerous researches have been focused on the vibration analysis and intelligent 
method for fault diagnosis. Kiran et al. [20] have presented a new method for signal processing 
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by using a fast Fourier transform and wavelet transform for fault diagnosis of the gear used in an 
internal combustion engine. Li et al. [21] have developed a new planetary gearboxes fault 
diagnosis method based on vibration signals and the support vector machine. Yunlong and Peng 
[22] have developed a method based on the empirical mode decomposition (EMD) and SVM for 
fault classification of centrifugal pump. Li et al. [18] presented a novel feature extraction algorithm 
based on the multiscale permutation entropy (MPE) and SVM for rolling bearing fault diagnosis. 
Sakthivel et al. [23] have presented an approach based on C4.5 decision tree algorithm for fault 
detection of monoblock centrifugal pumps. Cui et al. [24] have developed a method based on the 
information entropy and SVM for compressor valve fault diagnosis. Farokhzad et al. [11] have 
developed a fault diagnosis technique for fault detection of centrifugal pumps based on their 
vibration behavior in a centrifugal pump in frequency domain and artifical neural network. 
Therefore, in this study we presented a method based on the wavelet transform and SVM for 
detection and classification of faults in centrifugal pumps.  
2. Background materials 
2.1. Signal processing 
The vibration diagnosis is normally carried out in the following main steps: signal 
measurement, signal analysis, diagnosis and strategic decision, where the signal analysis plays a 
key role and has the task of extracting useful information, filtering noise from a measured vibration 
signal and finding the fault feature and its developing trend. Traditional spectral analysis 
techniques based on the Fourier transform provide a good description of stationary and pseudo 
stationary signals. Unfortunately, these techniques have several shortcomings. Therefore, in recent 
years, there has been an increasing interest in the research of signal analysis concerning the 
time-frequency domain. The time-frequency analyses are able to analyze a non stationary signal 
and indicate not only which frequencies the signal contains, but also when these frequencies occur 
[25]. The best approach for analysis of a non stationary vibration signal in a time-frequency 
domain is a wavelet transform. 
2.1.1. Wavelet transform (WT) 
The use of a wavelet transform (WT) was very popular for two decades, due to advantageous 
properties of this transformation and availability of computer software. The WT is used in 
different fields of science, like medicine, biology and engineering; it is also employed to process 
signals and images [26]. Generally, conventional data processing is computed in a time or 
frequency domain. Wavelet processing combines both time and frequency. In simple language, 
we use the term ‘time-frequency’ analysis. A wavelet is a basis function characterized by two 
aspects; one is its shape and amplitude that is chosen by the user and the other is its scale 
(frequency) and time (location) relative to the signal [27]. The wavelet transform of signal  
݂(ݐ) ∈ ܮଶ(ܴ) is defined by the inner-product between ߰௔௕(ݐ) and ݂(ݐ) as [28]: 
ܥܹܶ(݂, ܽ, ܾ) = 1√ܽ න ݂(ݐ)߰ ൬
ݐ − ܾ
ܽ ൰
ାஶ
ିஶ
݀ݐ, (1)
where ܽ and ܾ are the scaling (dilation) and translation (time shift) constants respectively, and ߰ 
is the wavelet function that may not be real as assumed in the above equation for simplicity. The 
choice of the wavelet function (mother wavelet) is flexible provided that it satisfies the so called 
admissibility conditions [28]. The discrete wavelet transform (DWT) is derived from the 
discretization of continuous wavelet transform (CWT). The most common discretization is dyadic. 
The DWT is given by: 
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ܦܹܶ(݂, ݉, ݊) = 1ඥܽ଴௠
෍ ݂(ݐ)߰ ቆ݊ − ݇ܽ଴
௠
ܽ଴௠ ቇ௞
, (2)
where, the parameters ܽ and ܾ in Eq. (1) are replaced by ܽ଴௠ and ݇ܽ଴௠, respectively, with ݇ and ݉ 
being integer variables [28].  
The discrete signal is passed through a high pass filter (H) and a low pass filter (L), resulting 
in two vectors at the first level; approximation coefficient (A1) and detail coefficient (D1). 
Application of the same transform on the approximation (A1) causes it to be decomposed further 
into approximation (A2) and detail (D2) coefficients at the second level. Finally, the signal is 
decomposed at the expected level. The approximations are the high-scale low-frequency 
components of the signal, whereas details are its low-scale, high-frequency components. The 
wavelet decomposition for level 3 is illustrated in Fig. 1 [29]. 
Each vector ܣ௝  includes approximately ܰ 2௝⁄  coefficients, where ܰ  is the number of data 
points in the input signal ݏ, and provides information about a frequency band [0, ܨݏ 2௝ାଵ⁄ ], where 
ܨݏ is the sampling frequency. In Fig. 1, H and L represent the decomposition filters, and ↓2 
denotes a down sampling by a factor of 2. An important property of the DWT is [29]: 
ݏ = ܣ3 + ܦ1 + ܦ2 + ܦ3. (3)
 
Fig. 1. The principle of the DWT decomposition [29] 
2.2. Support vector machine (SVM) 
This section gives a brief description of SVM. For more details, one can refer to [30], which 
provides a complete description of the SVM theory. 
You can use an SVM when your data has exactly two classes. An SVM classifies data by 
finding the best hyperplane that separates all data points of one class from those of the other class. 
The best hyperplane for an SVM means the one with the largest margin between the two classes. 
Margin means the maximal width of the slab parallel to the hyperplane that has no interior data 
points. The support vectors are the data points that are closest to the separating hyperplane; these 
points are on the boundary of the slab. The Fig. 2 illustrates these definitions, with + indicating 
data points of type 1 and – indicating data points of type –1 [31]. 
 
Fig. 2. The schematic model of a linear SVM [32] 
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2.2.1. Mathematical formulation: primal 
The data for training is a set of points (vectors) ݔ௜ along with their categories ݕ௜. For some 
dimension ݀ , ݔ௜ ∊ ܴௗ , and ݕ௜ =  ±1. The equation of a hyperplane is 〈ݓ, ݔ〉 + ܾ =  0, where  
ݓ ∊ ܴௗ, 〈ݓ, ݔ〉 is the inner product of ݓ and ݔ, and ܾ is real. The following problem defines the 
best separating hyperplane. Find w and b that minimize ‖ݓ‖ such that for all data points (ݔ௜, ݕ௜), 
ݕ௜(〈ݓ, ݔ௜〉 + ܾ) ≥  1. The support vectors are ݔ௜  on the boundary, those for which  
ݕ௜(〈ݓ, ݔ௜〉 + ܾ) = 1. For mathematical convenience, the problem is usually given as the equivalent 
problem of minimizing 〈ݓ, ݓ〉/2. This is a quadratic programming problem. The optimal solution 
w, b enables classification of a vector z as follows [31]: 
Class (ݖ) = sign (〈ݓ, ݖ〉 + ܾ). 
2.2.2. Mathematical formulation: dual 
It is computationally simpler to solve the dual quadratic programming problem. To obtain the 
dual, take positive Lagrange multipliers ߙ௜ multiplied by each constraint, and subtract from the 
objective function [31, 32]: 
ܮ௣ =
1
2 〈ݓ, ݓ〉 − ෍ ߙ௜(ݕ௜(ݓ, ݔ௜ + ܾ) − 1)௜
, (4)
where you look for a stationary point of ܮ௉ over ݓ and ܾ. Setting the gradient of ܮ௉ to 0, you get 
ݓ = ∑ ߙ௜ݕ௜ݔ௜௜ , ∑ ߙ௜ݕ௜ =௜  0, and substituting into ܮ௉, you get the dual ܮ஽  [31]: 
ܮ஽ = ෍ ߙ௜
௜
− 12 ෍ ෍ ߙ௜௝௜
ߙ௝ݕ௜ݕ௝〈ݔ௜, ݔ௝〉. (5)
Which you maximize over ߙ௜ ≥ 0. In general, many ߙ௜ are 0 at the maximum. The nonzero ߙ௜ 
in the solution to the dual problem defines the hyperplane, as seen in Eq. (4), which gives ݓ as 
the sum of ߙ௜ݕ௜ݔ௜. The data points ݔ௜ corresponding to nonzero ߙ௜ are the support vectors. The 
derivative of ܮ஽  with respect to a nonzero ߙ௜  is 0 at an optimum. This gives  
ݕ௜(〈ݓ, ݔ௜〉 + ܾ) − 1 = 0.  
In particular, this gives the value of ܾ at the solution, by taking any ݅ with nonzero ߙ௜. The 
dual is a standard quadratic programming problem.  
2.2.3. Non-separable data 
Your data might not allow for a separating hyperplane. In that case, the SVM can use a soft 
margin, meaning a hyperplane that separates many, but not all data points. There is a standard 
formulation of soft margins which involves adding slack variables ݏ௜ and a penalty parameter ܥ. 
The ܮଵ-norm problem is: 
min௪,௕,௦ ൭
1
2 〈ݓ, ݓ〉 + ܥ ෍ ݏ௜௜
൱. 
Such that ݕ௜(〈ݓ, ݔ௜〉 + ܾ) ≥ 1 − ݏ௜, ݏ௜ ≥ 0.  
In these formulations, you can see that increasing ܥ places more weight on the slack variables 
ݏ௜ , meaning that the optimization attempts to make a stricter separation between classes. 
Equivalently, reducing ܥ towards 0 makes misclassification less important. 
For easier calculations, consider the ܮଵ dual problem to this soft-margin formulation. Using 
Lagrange multipliers ߤ௜, the function to minimize for the ܮଵ-norm problem is [31]: 
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ܮ௣ =
1
2 〈ݓ, ݓ〉 + ܥ ෍ ݏ௜௜
− ෍ ߙ௜
௜
൫ݕ௜(〈ݓ, ݔ௜〉 + ܾ) − (1 − ݏ௜)൯ − ෍ ߤ௜
௜
ݏ௜, (6)
where you look for a stationary point of ܮ௉ over ݓ, ܾ and positive ݏ௜. Setting the gradient of ܮ௉ to 
0, you get ܾ = ∑ ߙ௜௜ ݕ௜ݔ௜, ∑ ߙ௜௜ ݕ௜ = 0, ߙ௜ = ܥ − ߤ௜ . These equations lead directly to the dual 
formulation [31, 32]: 
maxఈ ෍ ߙ௜௜
− 12 ෍ ෍ ߙ௜௝௜
ߙ௝ݕ௜ݕ௝〈ݔ௜, ݔ௝〉. (7)
Subject to the constraints ∑ ߙ௜௜ ݕ௜ = 0,0 ≤ ߙ௜ ≤ ܥ. 
The final set of inequalities, 0 ≤ ߙ௜ ≤ ܥ, shows why ܥ is sometimes called a box constraint. 
ܥ keeps the allowable values of the Lagrange multipliers ߙ௜ in a “box”, a bounded region. The 
gradient equation for b gives the solution b in terms of the set of nonzero ߙ௜, which corresponds 
to the support vectors. 
2.2.4. Nonlinear transformation with Kernels 
Some binary classification problems do not have a simple hyperplane as a useful separating 
criterion. For those problems, there is a variant of the mathematical approach that retains nearly 
all the simplicity of an SVM separating hyperplane. This approach uses these results from the 
theory of reproducing kernels [31]: 
There is a class of functions ܭ(ݔ, ݕ) with the following property. There is a linear space ܵ and 
a function ߮ mapping ݔ to ܵ such that: 
ܭ(ݔ, ݕ) = 〈߮(ݔ), ߮(ݕ)〉. (8)
The dot product takes place in the space ܵ. 
This class of functions includes: 
Polynomials: For some positive integer ݀: 
ܭ(ݔ, ݕ) = (1 + 〈ݔ, ݕ〉)ௗ. (9)
Radial basis function: For some positive number ߪ: 
ܭ(ݔ, ݕ) = exp ቆ– 〈(ݔ– ݕ), (ݔ– ݕ)〉2ߪଶ ቇ. (10)
In this study, different parameters including degree of the polynomial (݀), the RBF kernel and 
the penalty parameter (ܥ) were considered to find the best SVM model. 
3. Materials and methods 
3.1. Experimental setup 
In order to conduct the intended experiments and install the pump and the electrical motor for 
a better acquisition of data from different faults, the setup of the experiment, as one of the most 
important parts of data acquisition, was installed according to Fig. 3.  
The vibration signals are measured from the pump working under normal condition at a 
constant rotation speed of 1440 rpm. The accelerometer sensor was attached to the body using 
magnetic probe (Fig. 4). Vibration data in this study was collected through interrupted-sampling 
technique. To this end, a path was defined using the SpectraPro4 software package, which was 
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then transferred to the data acquisition system, i.e., the Easy_Viber device. This device is equipped 
with a piezoelectric accelerometer and a tachometer to measure and record the speed. 
The considered faults were applied to the impeller of the pump and the mechanical seal, as 
demonstrated in Fig. 5. In the present study, the following faults were simulated. 
3.1.1. Fault in impeller 
Two impellers (݀ = 220 mm) were used. One impeller was assumed to be free from defect. 
The other impeller was prepared from an out-of-service pump. This impeller was rusted and the 
corrosion existed at the surface and the eye of the impeller as shown in Fig. 5. 
Fig. 3. Experimental setup 
 
Fig. 4. Location of the sensor 
 
 
a) 
 
b) 
Fig. 5. a) Faulty seal, b) faulty impeller 
3.1.2. Fault in sealing system 
Packing’s are one of the oldest sealing devices, named for the way they perform the sealing 
function. Packing is a rope-like material that is inserted into the cylindrical opening in the rear of 
the pump casing where the shaft passes through it. This soft material, usually with lubricant in it, 
consists of a number of rings that wrap around the shaft and compress the inner sides of the stuffing 
box. This effectively limits leakage out of the pump. The bronze component that separates the two 
sets of packing is called a lantern ring. The bronze lantern ring serves a number of functions inside 
the pump packing. The lantern ring is grooved with an oil groove and drilled with holes to allow 
lubrication to reach the packing material. The lantern ring is also used to distribute cooling water 
to all packing rings as well as keep the stuffing box clean of containments. Faulty packing was 
used to reduce the pressure of the pumped liquid and maximize leakage. Sometimes gland packing 
slightly swells on contact with water. This must be considered and an appropriate clearance should 
be provided. Otherwise, it would seize the shaft leading to overheating and burning of the packing. 
In some cases, the shafts have been even broken due to excessively tightened packing. Also, wear 
in the internal surface of the lantern ring makes friction and heat between the pump shaft and 
lantern ring, and destroys them. Heat and friction destroys pump shaft and lantern ring. Thus, in 
this study, we used a burned gland packing and a worn lantern ring, as shown in Fig. 5. 
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3.1.3. Cavitation 
When a pump is under low pressure or high vacuum conditions, suction cavitation occurs. 
Thus, to simulate the cavitation, the valve at the inlet of the pump is used to make the pressure 
drop between the suction and the eye of the impeller. The valve control system is used to adjust 
the flow at the inlet and outlet of the pump. The control of priming and leakage of the pump was 
done. After closing the delivery valve, the pump started. Then the delivery valve was opened fully 
and the valve at the suction side was gradually closed. For more information on how to make 
cavitation, refer to [19]. 
3.2. Signal processing 
As shown in Fig. 6, the collected signals of the first stage are in time domain. Before analyzing 
the signals, the samples were imported into MATLAB for preprocessing purposes, on each of 
which then the wavelet transform was applied using the Daubechies mother wavelet at three levels. 
 
a) 
 
b) 
 
c) 
 
d) 
Fig. 6. Vibration signals during different pump conditions;  
a) good condition; b) defect in seal; c) defect in impeller; d) cavitation 
3.3. Feature extraction and feature selection 
In order to detect the symptoms for each of the faults in the centrifugal pump, the wavelet 
transform method was used for signal processing.  
Vibration signals were processed by the WT at three levels of decomposition. Each signal was 
decomposed into one approximation signal and three detail signals. These signals are required to 
be transformed into usable forms; however, due to the large number of data for each fault, their 
processing procedure using conventional computers is a difficult and time-consuming task. To 
overcome the problem, 11 features from each coefficient of the wavelet transform were extracted. 
Mathematical equations of features are shown in Table 1. These features were extracted from 
Approximation3 (Ap3), Detail1 (De1), Detail2 (De2) and Detail3 (De3). Since each signal is 
subdivided into four auxiliary signals, 44 statistical features were extracted from each vibrational 
signal. However, since not all these features contain beneficial information, superior features 
should be selected as the input to the classifier. For this purpose, we used the correlation-based 
feature selection method as one of the most important feature selection techniques available in 
Weka software.  
One hundred samples were collected for each of the pump conditions, 70 percent of which 
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were used for training the SVM, and the remaining 30 percent for testing. The training and testing 
data were randomly selected, such that the SVM test was conducted using those data never 
exposed to the classifier. 
Table 1. Features and their equations used for feed classifier [11] 
Mean value → ܨଵ = ቆ
∑ ݔ(݊)ே௡ୀଵ
ܰ ቇ 
Standard deviation → ܨଶ = ඨቆ
݊ ∑ ݔ(݊)ଶ − (ܨଵ)ଶே௡ୀଵ
݊(݊ − 1) ቇ 
Sample variance → ܨଷ = ቆ
݊ ∑ ݔ(݊)ଶ − (ܨଵ)ଶே௡ୀଵ
݊(݊ − 1) ቇ 
Root mean square (RMS) → ܨସ = ඨ
∑ (ݔ(݊))ଶே௡ୀଵ
ܰ  
Crest factor → ܨହ = ቆ
max(|ݔ(݊)|)
ܴܯܵ ቇ 
Skewness → ܨ଺ = ቀ
݊
݊ − 1ቁ ෍(ݔ(݊) − ܨଵ/ܨଶ)
ଷ
ே
௡ୀଵ
 
Slippage → ܨ଻ = ൬
1
ܰ൰ ൮෍ (ݔ(݊) − ܨଵ)
ଷே
௡ୀଵ
/ ቌඨ1ܰ ෍ (ݔ(݊) − ܨଵ)
ଶ
ே
௡ୀଵ
ቍ
ଷ
൲  
Kurtosis → ଼ܨ = ൝ ݊(݊ + 1)(݊ − 1)(݊ − 2)(݊ − 3) ෍ ቆ
ݔ(݊) − ܨଵ
ܨଶ ቇ
ସே
௡ୀଵ
ൡ − 3(݊ − 1)
ଶ
(݊ − 2)(݊ − 3) 
Fifth Central Moment → ܨଵ଴ = ቆ
∑ (ݔ(݊) − ܨଵ)ହே௡ୀଵ
ܰ ቇ 
Sixth Central Moment → ܨଵଵ = ቆ
∑ (ݔ(݊) − ܨଵ)଺ே௡ୀଵ
ܰ ቇ 
ݔ(݊) is a signal series for ݊ = 1, 2, …, ܰ. ܰ is the number of data points 
4. Classification results using the SVM 
The performance of the SVM depends on different factors including type of kernel function, 
penalty parameter, kernel parameter, and degree of a polynomial. In this study, one-vs-one 
classification was used to classify different conditions of the pump. In order to find the most 
appropriate model for classification of the faults in the centrifugal pump using the SVM, different 
parameters including penalty parameter (ܥ), degree of a polynomial (݀) (increasing from 1 until 
the accuracy of the classifier decreases) and RBF kernel (0.1 ≤ ߪ ≤ 1) were considered. Table 2 
shows the classification results of the SVM for different values of the parameters. By changing 
the penalty parameter, the type of the kernel function and its degree, different classification 
percentages were obtained. The results revealed that the accuracy of the classifier increased as the 
penalty coefficient (ܥ) decreased, such that the best results were obtained by changing ܥ = 10 to 
ܥ = 1, through which the accuracy of the SVM classifier increased by 10 percent. Moreover, the 
accuracy of the classifier increased as the degree of the polynomial increased, such that the 
maximum accuracy was obtained for a degree of 6. It should be noted that this is not always true, 
and better performances may be achieved for lower degrees. The most accurate results of fault 
classification using the SVM were obtained as 66.67 percent for a 6-degree kernel at a penalty 
coefficient of 1. 
Fault classification using the SVM with the RBF kernel is given in Table 3 for different values 
of the penalty coefficient and kernel width. The results indicate that by decreasing the kernel width 
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from 1 to 0.1, the accuracy of the SVM in detecting faults significantly increases, such that the 
best accuracy was obtained for a kernel width of 0.1. Similar to the previous results, the accuracy 
of the classifier increased with decreases in penalty coefficient. The best accuracy for fault 
classification using the SVM with the RBF kernel was obtained as 96.67 percent for a penalty 
coefficient of 1 and a kernel width of 0.1. 
Table 2. The accuracy of fault classification for a pump using a SVM with polynomial kernel 
The penalty coefficient  
The kernel degree of the polynomial (݀) 
Classification accuracy (%) 
ܥ = 10 ܥ = 5 ܥ = 1 
1 50.00 50.00 53.33 
2 50.00 53.33 56.67 
3 53.33 56.67 56.67 
4 53.33 60.00 60.00 
5 56.67 63.33 63.33 
6 56.67 53.33 66.67 
7 50.00 53.33 56.67 
8 50.00 53.33 56.67 
Table 3. The accuracy of fault classification for a pump using a SVM RBF kernel 
The penalty coefficient 
RBF kernel Sigma parameter (ߪ) 
Classification accuracy (%) 
ܥ = 10 ܥ = 5 ܥ = 1 
0.1 93.33 93.33 96.67 
0.2 93.33 93.33 93.33 
0.3 90.00 93.33 93.33 
0.4 90.00 93.33 93.33 
0.5 86.67 86.67 90.00 
0.6 83.33 86.67 90.00 
0.7 83.33 86.67 86.67 
0.8 77.67 83.33 86.67 
0.9 77.67 77.67 86.67 
1 75.13 76.33 77.67 
Table 4. Comparisons between the current work and some published work 
References Fault types Classifier type 
Classified 
states 
Maximum 
classification 
efficiency (%) 
Denoising 
technique 
Feature 
selection 
method 
Yunlong and Peng 
[22] 
IA, U, L SVM 4 92.60 EMD LS 
Sakthivel et al. [23] 
BF, IF, 
SF, IBF, 
Ca 
C4.5 decision 
tree algorithm 6 100 – – 
Farokhzad et al. [11] IF, SF, Ca ANN 4 100 FFT – 
Zouari et al. [33] IA, Ca, PF, AI ANN, FNN 5 99.77 – PCA 
Muralidharan and 
Sugumaran [19] 
BF, Ca, 
IF, IBF  J48 algorithm 5 99.76 WT – 
Ebrahimi (Present 
work) 
SF, IF, Ca SVM 4 96.67 WT CFS 
In order to illustrate the potential application of the proposed methodology in centrifugal pump 
fault diagnosis, a comparative study between the present work and published literature is presented 
in Table 4 [11, 19, 22, 23, 33]. The comparing items include the machine elements used, fault type, 
classifier type, classified states, maximum classification efficiencies, denoising technique and 
feature selection method. Therefore, the comparison results demonstrate that the proposed 
approach is effective and reliable in detecting centrifugal pump faults. 
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Also, the results of this study were in agreement with those of Konar [27], Yin and Hu [34] 
and, Bordoloi and Tiwari [35]. Comparison of the polynomial kernel method and the RBF kernel 
indicates that the RBF kernel has more accuracy for faults classification. 
5. Conclusions 
The aim of the present study was to use the wavelet transform and SVM to detect faults in 
centrifugal pumps. Five classical states viz., good condition, defect in seal, defect in impeller and 
cavitation, were simulated on the centrifugal pump. The vibration signals were decomposed by 
the Daubechies wavelets, and statistical features were extracted from the detail coefficients and 
approximation coefficients of the wavelet. Superior features should be selected as the input to the 
classifier. For this purpose, we used the correlation-based feature selection method as one of the 
most important feature selection techniques. Various parameters were used to increase the 
accuracy of the classifier, the effect of each of which is given in the following: 
1) The accuracy of the classifier increased as the degree of kernel increased. However, this is 
not always true and lower degrees may result in better performances.  
2) The accuracy of the classifier increased as the penalty coefficient (ܥ) decreased, such that 
the best results were obtained by changing ܥ = 10 to ܥ = 1, through which the accuracy of the 
SVM classifier increased by 10 percent. 
3) Reducing the width of the RBF kernel results in further accuracy of the classifier. 
The best accuracy for fault classification using the SVM and RBF kernel was obtained as 
96.67 percent for a penalty coefficient of 1 and a kernel width of 0.1. The results demonstrate that 
the proposed method can achieve good performance for fault detection of the centrifugal pump. 
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