By using the tools of derivatives with respect to the domain we study the positiveness of the quadratic form a particular case of the Alt Caffarelli's functional J which related to a Bernoulli's free boundary problem for Laplacian operator. We give sufficient conditions to get local strict minimum or the stability for a Bernoulli's free boundary problem.
Introduction
In 1981, H.W. Alt and L. Caffarelli [3] studied the existence and regularity for a minimization problem with a free boundary. They considered the following minimization problem: min J (u), where J (u) = D∩{u>0} f (x, u, ∇u)dx with side condition u = 0 on D ∩ ∂{u > 0}, where D ⊂ R N is a given open connected set (may be unbounded). The set {u > 0} is unknown. In fact they focussed on the case f (x, u, ∇u) = |∇u| 2 + g(x) 2 , where g is a non negative and measurable function. The functional J they considered is : 
where Ω = {0 ≤ u ≤ 1} K ⊂ R N is a regular compact set K ⊂ Ω and Ω ⊂ D . For instance K is a C 2 regular compact set and N ≥ 2, g : R N −→ R * + g is a continuous function,and the over determined condition − ∂u ∂n = g on ∂Ω is to be understood in the following weak sense :
Where n is the exterior normal vector defined on ∂{u > }, for more details see [3] . In a pioneer work [5] , in 1957, A. Beurling investigated a free boundary problem ( exterior and interior Bernoulli's free boundary problems) for Laplace equation with Cauchy data prescribed on the free boundary, namely the problem (1) . He used tools of complex analysis are restricted to two dimensions. In [18] , A.Henrot generalized the method of sub solutions and super solutions due to A. Beurling [5] in N dimensions (N ≥ 2), by studying the quadrature surface problems:
where µ is a measure and g is a continuous positive function. Using the A.Beurling's technique, A. Henrot and D. Seck constructed in the convex case and another particular case, ( [25] , [32] ) a domain Ω ⊂ R N , (N ≥ 2) such that (2) admits a solution but the over determined condition is understood in the following way − ∂u ∂n = g, a.e on ∂Ω and u is a classical solution of :
Where K is a regular set of R N and such that K ⊂ Ω. Before going on, let us present the Beurling's technique. A. Beurling introduced two particular classes of open domains.Let C be a set of subsets defined as follows:
N , open connected and bounded set and K ⊂ Ω} For any Ω ∈ C, we consider the Poisson's problem
Let g be a continous function, and let:
(A is said to be the set of sub-solutions) and let
where(B is said to be the class of super-solutions). And we say that,Ω ∈ C is a solution of problem (2) if Ω ∈ A ∩ B and the problem (4) is solved. Let us call it in the next, the solution in the Beurling sense. One of our main question is the following: Is it possible to get sufficient conditions so that the solution of the free boundary problem (2), obtained by the Beurling's technique, should minimize the particular functional J ( page (pp 2)) introduced by H. W. Alt and L. Caffarelli.
To answer this question, we study the positiveness of the quadratic form of the functional J which is related to the free boundary problem (2) . The notion of local strict minimum is to be studied too.
The paper is organized as follows, in section 2, we present the free boundary problem, and study the positiveness of the quadratic form deriving from the second derivative with respect to the domain. From the above study we give the sufficient conditions to get a local minimum. In section 3 we deduce from our study, the characterization result to obtain a local minimum for the Bernoulli's interior free boundary.
Notation On this paper, we are going to use the following notation:
2 Bernoulli's free boundary problem and positiveness of the quadratic form
Let g be a continuous positive function. We are going to consider the following free boundary problem ;Find (u, Ω) such that the exterior case:
K is a given regular domain contained in Ω. And n is the exterior unit normal vector to Ω. The interior case is :
K is a given regular domain containing Ω. And n is the interior unit normal vector to Ω.
The regularity of the domain Ω is supposed in this work. Hence we are going to consider a domain Ω of class C 2 . Let us consider the particular functional of H. W. Alt and L. Caffarelli defined as follows:
And then the functionnal J is expressed as follows :
and in the sequel we shall set J (u) = J(Ω)
Before going on let us note that u satisfies
K is a compact set included in Ω. Now, we are going to start by the study of the critical point of the above functional. In fact the domain solution of the free boundary problem is not automatically a minimum for the functional J.That justify the study of the critical point of J followed by the study of the quadratic form.
Critical point
Let (u, Ω) be a solution of the above free boundary problem (5), we would like to know if Ω is a critical point of the functional:
, for every speed vectors field V locally supported in a neighborhood of {u = 0} = ∂Ω (the exterior boundary).Then, we have dJ(Ω; V ) = 0.
The technical tools of derivatives with respect to the domain can be found by the reader for example in [20] , [29] , [34] and [35] .
Before going on, let us give the definition of dJ(Ω, V
Where V is a speed field and y Ω is the shape derivative defined by y Ω =ẏ Ω − ∇y Ω .V (0, x),ẏ Ω is the material derivative of y Ω . Proof of the Proposition 2.1 Using the definition of the derivative with respect to the domain we have
By the Green 's formula , we get
where n stands for the exterior unit normal vector of Ω;
where u is the shape derivative of u, and u satisfies
For more details on the techniques on the shape derivatives, see for example [35] , [20] . Replacing u by its expression and since ∂Ω is a level line of u then we have
Finally, we get:
Since Ω is solution of the problem (5 ) (then |∇u| = g on ∂Ω), we have :
We have just proved tha Ω is a critical point of J. And our aim is to know whenever Ω is the minimum of J under some hypotheses. This leads us to study the positiveness of a quadratic form that we are going to denote by Q . This quadratic form is obtained by computing the second derivative of J with respect to the domain. So before going on, we need some hypotheses , let us suppose that:
(ii) -g = c > 0 ( a positive constant). [11] , Michel Pierre and Marc Dambrine ([7] , [8] )showed that it is not sufficient to prove that the quadratic form is positive to claim that: a critical shape is a minimum. In fact most of the time people use the Taylor Young formula to study the positiveness of the quadratic form. , see the example in [11] . Then such an argument does not insure that the critical point is a local strict minimum.We will use the main result in [11] and the Taylor formula with integral remainder in order to see if Ω is a local strict minimum or not.
Proposition 2.2
Let us assume that Ω a solution of the free boundary problem (5) , be a critical point of J, then
Where Λ is a solution of the following boundary value problem
H is the mean curvature of ∂Ω and L is a pseudo differential operator which is known as the Steklov-Poincaré or capacity or Dirichlet to Neumann(see e.g [12] ) operator, defined by Lv = ∂Λ ∂n .
In fact Λ is the harmonic extension of v in Ω\K.
Proof of the Proposition (2.2)
We use the definition of the derivative with respect to the domain and we apply it to dJ(Ω, V ). Then we get
Since Ω is a solution of the free boundary problem (5) then
By assumption, ∂Ω is of C 2 class and since u = 0 on ∂Ω,
we have : ∇u = ∂u ∂n n = −cn. Hence
We have already seen in the last paragraph that u = − ∂u ∂n V.n = cV.n on ∂Ω.
And since − ∂u ∂n = c a.e on ∂Ω and V.n = v , we get u = cv on ∂Ω and
where L is a pseudo differential operator, defined by Lv = ∂Λ ∂n and such that
Λ is the extension of v in Ω\K. Hence
Let us compute now div((|∇u| 2 − c 2 )vn) on ∂Ω. Since |∇u| = c on ∂Ω, we have
Since by hypothesis Ω is C 2 , then we get we use the formula of the motion of level set which is related to the mean curvature. In fact ∂Ω = {x ∈ R N ; u(x) = 0} and we have
where H is the mean curvature of ∂Ω. Furthermore: since ∆u = 0 in Ω\K and u = 0 on ∂Ω, we have ∆u = 0 on ∂Ω. Finally we get
And by the Green's formula we get
We need the following definition.
Definition 2.1 We say that a critical shape Ω for the functional J is stable if the quadratic form Q defined in proposition (2.2) is positive.
Remarks and commentaries (i) It is easy to see that if Ω is a convex domain (i.e H non negative) then
Hence Ω is stable and is a good candidate to be a local strict minimum. we are going to see how one can give sufficient conditions on Ω to get a local strict minimum for J.
(ii) We will see in the theorem (2.1) below that if ||H − || ∞ > 0 with some hypotheses, one can show that Q(v) is positive for every v in H 1 2 (∂Ω).
A necessary condition for the positiveness of Q
For convenience let us remind that the quadratic for of the functional J is expressed as follows:
Let Ω be a C 2 class domain. We suppose that ,Ω is a solution of the free boundary problem (5). Let us suppose V (x; t) = v(x)n(x), v ∈ H 1 2 (∂Ω) and n(x) is the exterior normal defined on ∂Ω. Before proving the theorem we need the following lemma Lemma 2.1 There exists a positive constant c 0 depending only on Ω and N such that
And Λ is a solution of
Proof of the lemma 2. 
where
on ∂K Z n = w n on ∂Ω.
(13)
By the Friederich's inequality, there is a positive constant c 1 such that
hence Z n is bounded in H 1 (Ω\K), there exists Z n k := Z n ∈ H 1 (Ω\K) and Z ∈ H 1 (Ω\K) such that Z n converges weakly to Z in H 1 (Ω\K). Since ∂K, ∂Ω are regular, by the Rellich Kondratchov and the Lebesgue theorems for a subsequence of Z n still noted Z n ; Z n converges to Z in L 2 (Ω\K). By (11), we have ∇Z n converges to 0. This implies that ∇Z = 0 a.e then Z = cte a.e on Ω\K. Thanks to the continuity of the trace application ,Z n converges to Z = cte. 
Proof of the theorem 2.1 It is easy to prove (i) .
(ii) We decompose H 1 2 (∂Ω) in direct sum as follows:
⊥ where 1 is the constant function equal to 1, and
Since the mean curvature H can be decomposed as :
By the lemma (2.1), we obtain :
Let us take α 0 = 1 c 0 (N − 1)
, and then (1
Hence Q ≥ 0 , on [1] ⊥ . We have to verify the positiveness of Q on H
where φ(1, w) is the bilinear form associated to Q defined as follows: And for the particular extension of w such that
On the one hand, by the Cauchy -Schwartz inequality and the lemma (2.1), we get :
On the other hand we have
where W is a solution of
A sufficient condition to obtain (14) is :
This is equivalent to
.
Sufficient and necessary conditions for the positiveness of Q
Let us remind again that the quadratic form Q is given by:
Let A be an operator defined in the following sense :
where I is the identity operator and L is the pseudo differential operator as defined in the proposition (2.2).
Remark 2.1
As hypothesis ∂Ω is of class C 2 , then the mean curvature H is a continuous function on ∂Ω. Let us set α(x) = (N − 1)(||H − || ∞ + H(x)), ∀ x ∈ ∂Ω. We remark that α is continous and ∀ x ∈ ∂Ω, α(x) ≥ 0 (and α(x) > 0 on a sufficiently large set). (∂Ω) such that : αu + Lu = f . This is equivalent to find an extension U of u such that
It is easy to show that : there exists c 0 > 0 such that for all U ∈ H 1 (Ω\K) we have
By this inequality we deduce the coercitivity and the continuity of the bilinear form
is a continuous bilinear form.
Using the Lax Milgram theorem, there exits a unique U ∈ H(Ω\K) with U = 0 on ∂K such that:
Then U is the unique weak solution of (16) . 
It is easy to see, by using the Green formula, that :< v, w >=< w 1 , v 1 >.
Now we get enough information to deduce numerous consequences from lemma (2.2).
Remark 2.2
1 -Since the inverse operator : (αI + L) −1 is compact, self adjoint, then there exists a Hilbert basis (φ n ) (n ∈ N) ⊂ H 1 2 (∂Ω) and a decreasing sequence of eigenvalues µ n which goes to 0.
-Since
So (λ n ) is an increasing sequence going to infinity. Then we have
3-Q is non negative on H 
Where Λ is the solution of the following boundary value problem
The minimum in 3 is realized for φ 0 satisfying.
Theorem 2.2
The following two assertions are equivalent:
1 -Ω, solution of the free boundary problem (5), is stable or is a local strict minimum of the functional J, 2 -λ 0 > 0; this is equivalent to
Furthermore, the best constant in the lemma (2.1 )(in the subsection 2.2) is expressed as follows:
In fact
Before giving hints for the proof of this theorem, let us present the following remark which give information on the local strict minimum for the fonctional J. .
We are now in the case where it is possible to use the main result in [11] ,which can be formulated as follows: there is a positive constant C and a positive function w and lim η−→0
w(η) = 0 such that
, where
By the Taylor formula with integral rest we get: j(t) = j(0) + 
In this section, we are going to point out only the difference between the exterior case and the interior one. In fact, the techniques and the tools to do the calculations are the same. But the unit normal vector n stands for the unit interior normal vector to Ω. The subsection (2.2) related to the necessary condition for positiveness of the quadratic form is not valid at all here because: 
3.
If Ω is convex and c ≥ Λ 2 (K) then it realize a minimum for the AltCaffarelli's functional. Ant it is important to stress that all convex domains Ω are not minimum. In fact when K is a ball of radius r, by the Serrin's result [33] , must be a ball of radius ρ smaller strictly than r. And the lower bound for c is less than Λ 2 (K) in all dimension N ≥ 3. For example in two dimensions the lower bound of c is equal to e r which is less than 2 √ e r .
