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In this paper, we prove the existence of inﬁnitely many solutions
for the following elliptic problem with critical Sobolev growth:
−u = |u|2∗−2u + g(u) in Ω, ∂u
∂ν
= 0 on ∂Ω,
where Ω is a bounded domain in RN with C3 boundary, N  3,
ν is the outward unit normal of ∂Ω , 2∗ = 2NN−2 , and g(t) =
μ|t|p−2t − t, or g(t) = μt, where p ∈ (2,2∗), μ > 0 are constants.
We obtain the existence of inﬁnitely many solutions under certain
assumptions on N , p and ∂Ω . In particular, if g(t) = μt with μ > 0,
N  7, and Ω is a strictly convex domain, then the problem has
inﬁnitely many solutions.
© 2011 Published by Elsevier Inc.
1. Introduction
We consider the following elliptic Neumann problem:
⎧⎨
⎩
−u = |u|2∗−2u + g(u), in Ω,
∂u
∂ν
= 0, on ∂Ω, (1.1)
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2∗ = 2N/(N − 2), and g(t) is a lower order term. In this paper, we will mainly consider the cases
g(t) = μt and g(t) = μ|t|p−2t − t , where μ > 0, p ∈ (2,2∗) are constants.
The functional corresponding to (1.1) is
I(u) = 1
2
∫
Ω
|Du|2 − 1
2∗
∫
Ω
|u|2∗ −
∫
Ω
G(u), u ∈ H1(Ω), (1.2)
where G(t) = ∫ t0 g(s)ds.
Since 2∗ is the critical exponent for the Sobolev embedding from H1(Ω) to Lq(Ω), I(u) does not
satisfy the Palais–Smale condition ((PS) condition for short) for large energy level. So it is not easy to
obtain multiplicity result for (1.1) by using variational methods.
Recently, there were a few results on the existence of inﬁnitely many solutions for Dirichlet prob-
lem involving critical growth (see [9,10] for instance). On the other hand, it seems that there is no
result on the existence of inﬁnitely many solutions for Neumann problem with critical nonlinearities.
The aim of this paper is to prove that (1.1) has inﬁnitely many solutions under the assumptions that
Ω is strictly convex. Since I(u) does not satisfy the (PS) condition, we ﬁrst look at the following
perturbed problem:
⎧⎨
⎩
−u = |u|2∗−2−εu + g(u), in Ω,
∂u
∂ν
= 0, on ∂Ω, (1.3)
where ε > 0 is a small parameter which will be chosen such that ε → 0. The functional corresponding
to (1.3) becomes
Iε(u) = 1
2
∫
Ω
|Du|2 − 1
2∗ − ε
∫
Ω
|u|2∗−ε −
∫
Ω
G(u), u ∈ H1(Ω). (1.4)
Since Iε(u) is an even functional and satisﬁes the (PS) condition for all energy level, by using the
symmetric Mountain Pass Lemma of Ambrosetti and Rabinowitz [5], (1.3) has inﬁnitely many solu-
tions. More precisely, there are positive numbers cε,k with cε,k → +∞ as k → +∞, and a solution
uε,k for (1.3), satisfying
Iε(uε,k) = cε,k.
Moreover, cε,k → ck < +∞ as ε → 0 and by the deﬁnition of cε,k , we have ck → +∞ as k → ∞.
Now we want to study the behavior of uε,k as ε → 0 for each ﬁxed k. If we can prove that uε,k
converges strongly in H1(Ω) to uk as ε → 0, then uk is a solution of (1.1) with I(uk) = ck . The fact
that ck goes to ∞ implies that (1.1) has inﬁnitely many solutions.
For u ∈ H1(Ω), let ‖u‖ = (∫
Ω
|∇u|2 + |u|2) 12 .
The main result of this paper is the following.
Theorem 1.1. Suppose that Ω is a bounded domain in RN with C3 boundary. Assume that for any x ∈ ∂Ω , all
the principal curvatures of ∂Ω at x are nonnegative and the largest principal curvature at x is positive. Suppose
that N  7 if g(t) = μt, μ > 0; or N > max( 2(p+1)p−1 ,4) if g(t) = μ|t|p−2t − u, μ > 0 and p ∈ (2,2∗). Then
for any sequence un, which is a solution of (1.3) with ε = εn → 0, satisfying ‖un‖  C for some constant
independent of n, un (up to a subsequence) converges strongly in H1(Ω) as n → +∞.
Let us make some remarks on the conditions in Theorem 1.1.
D. Cao, S. Yan / J. Differential Equations 251 (2011) 1389–1414 1391Remark 1.2. The assumption that Ω is a domain with C3 boundary is used in Section 3. It is a
technique condition and may be improved. Here we are not seeking for the optimal condition.
Remark 1.3. If Ω is strictly convex, then the condition on Ω in Theorem 1.1 holds.
Remark 1.4. If g(t) = μ|t|p−2t − t , μ  0, N  5, and Ω is a ball, then, by Theorem A.1, (1.3) has a
solution, which blows up at the center of the ball as ε → 0. See also the result in [8]. Thus, we see
the assumption μ > 0 is needed to obtain Theorem 1.1.
Remark 1.5. If g(t) = μ|t|p−2t− t , 2 < p < 2(N−1)N−2 , N  5, and there is a point x0 ∈ ∂Ω , such that x0 is
an isolated local maximum point of the mean curvature H(x0) with H(x0) < 0, then by Theorem B.1,
(1.3) has a solution, which blows up at x0 as ε → 0. See also [6]. In particular, if Ω = D \ A, and the
mean curvature of ∂ A has an isolated local minimum point x0 with positive minimum, then, (1.3) has
a solution, which blows up at x0 as ε → 0. Thus, some condition on Ω , such as Ω is strictly convex
is needed, to obtain Theorem 1.1.
A direct consequence of Theorem 1.1 is the following multiplicity result.
Theorem 1.6. Assume that for any x ∈ ∂Ω , all the principal curvatures of ∂Ω at x are nonnegative and the
largest principal curvature at x is positive. Suppose that N  7 if g(t) = μt, μ > 0; or N > max( 2(p+1)p−1 ,4) if
g(t) = μ|t|p−2t − t, μ > 0 and p ∈ (2,2∗). Then (1.1) has inﬁnitely many solutions.
Remark 1.7. It follows from Theorem 1.6 that if Ω is strictly convex and N  7, then (1.1) has inﬁnitely
many solutions in both cases.
Another problem which is similar to (1.3) is the following singularly perturbed elliptic problem
involving critical nonlinearities:
⎧⎨
⎩
−ε2u = |u|2∗−2u + g(u), in Ω,
∂u
∂ν
= 0, on ∂Ω, (1.5)
where ε > 0 is a small parameter.
For the case g(t) = −t +μ|t|p−2t , μ 0, existence of a least energy positive solution for (1.5) was
proved in [24] for all ε > 0. On the other hand, it is proved in [16] that the least energy solution
of (1.5) has exactly one maximum if ε > 0 is small enough. Furthermore, the maximum point must
be on the boundary and approaches to one of those points of ∂Ω achieving the maximum of H(y),
the function of mean curvature, as ε → 0. The existence of multiple boundary peak solutions has also
been studied in [17,13,26]. In particular, in [26], it was showed that if N  3, Ω is strictly convex, the
number of the positive solutions for (1.5) is unbounded as ε → 0. But for ﬁxed ε > 0, the result in
[26] does not claim that (1.5) has inﬁnitely many solutions.
For other results on (1.5), the readers can refer to [1–4,7,8,12,20,21,25], and the references therein.
This paper is arranged as follows. In Section 2, we will derive some integral estimates which are
needed in the proof of Theorem 1.1. In Section 3, we will prove that the boundary blow-up cannot
occur under the condition that all the principal curvatures of ∂Ω are nonnegative and the largest
principal curvature is positive. The estimates in Section 3 are quite different from the problem with
Dirichlet boundary condition studied in [10]. In Section 4, we prove that the interior blow-up cannot
occur. In Appendices A and B, we give some existence results on the peak solutions, so as to justify
the assumptions imposed in Theorem 1.1.
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For any λ > 0 and x ∈ RN , we deﬁne
ρx,λ(u) = λN/2∗u
(
λ(· − x)), u ∈ H1(Ω).
From now on we will always let un be a solution of (1.3) with ε = εn → 0, satisfying ‖un‖ C for
some constant independent of n. Then, by the global compactness [23] (see [22] for similar result),
un can be decomposed as
un = u0 + u1n + u2n + ωn, (2.1)
where ωn converges to zero strongly in H1(Ω), u0 is a solution for (1.1). u1n,u
2
n ∈ H1(Ω) have the
following decomposition:
1) either u1n ≡ 0 or there exists an integer k 1 such that
u1n =
k∑
j=1
ρxn, j ,λn, j (U j), (2.2)
where for j ∈ {1, . . . ,k}, xn, j ∈ Ω , λn, j > 0 satisfying, as n → +∞, λn, j d(xn, j, ∂Ω) → +∞, U j is a
solution of {
−u = b j|u|2∗−2u, in RN ,
u ∈ D1,2(RN)
for some positive constant b j  1;
2) either u2n ≡ 0 or there exists integer m 1 such that
u2n =
m∑

=1
ρx∗n,
,λ∗n,

(
U∗

)
, (2.3)
where for 
 ∈ {1, . . . ,m}, x∗n,
 ∈ ∂Ω , λ∗n,
 → +∞ as n → +∞, U∗
 is a solution of
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−u = b
|u|2∗−2u, in RN+,
u ∈ D1,2(RN+),
∂u
∂ yN
= 0, on ∂RN+
for some positive constant b
  1.
In the sequel we will take u1n + u2n as a whole. We will also denote x∗n,
 by xn,k+
 , λ∗n,
 by λn,k+
 ,
and U∗
 by Uk+
 if u1n is not identically zero.
To prove the strong convergence of un in H1(Ω), we just need to show that the bubbles
ρxn, j ,λn, j (U j) (now j = 1, . . . ,k +m) will not appear in the decomposition of un .
Among all the bubbles ρxn, j ,λn, j (U j), we can choose a bubble, such that this bubble has the slowest
concentration rate. That is, there is j0 such that the corresponding λn, j0 is the lowest order inﬁnity
among all the λn, j appearing in the bubbles. For simplicity, we denote λn the slowest concentration
rate and xn the corresponding concentration point.
In this section, we will derive some integral estimates for |un|.
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(
∫
ω |u|p)
1
p . If ω = Ω then ‖u‖p,ω will be denoted by ‖u‖p .
For any p2 < 2∗ < p1, α > 0 and λ > 0, we consider the following relation:
{‖u1‖p1  α,
‖u2‖p2  αλ
N
2∗ − Np2 .
(2.4)
Deﬁne
‖u‖p1,p2,λ = inf{α > 0: there are u1 and u2, such that (2.4) holds and |u| u1 + u2}.
The main result in this section is the following:
Proposition 2.1. For any p1, p2 ∈ (2∗/2,+∞), p2 < 2∗ < p1 , there is a constant C , depending on p1 and p2 ,
such that
‖un‖p1,p2,λn  C .
We postpone the proof of Proposition 2.1 and establish some auxiliary lemmas ﬁrst.
Suppose that μ > 0, g(t) = μt or g(t) = μ|t|p−2t − t , where p ∈ (2,2∗). It is not diﬃcult to check
that for any ε ∈ (0,2∗ − 2), p ∈ (2,2∗)
∣∣|t|2∗−2−εt + g(t) − t∣∣ (1+ μ)|t|2∗−1 + (2+ μ), ∀t ∈ (−∞,∞). (2.5)
Let wn be the solution of the following problem:
⎧⎨
⎩
−w + w = (1+ μ)|un|2∗−1 + 2+ μ, in Ω,
∂w
∂ν
= 0, on ∂Ω. (2.6)
Then the comparison theorem gives
|un| wn,
which implies that ‖un‖p1,p2,λn  ‖wn‖p1,p2,λn . Using the comparison theorem again we get wn  1.
Thus to prove Proposition 2.1, we only need to prove that
‖wn‖p1,p2,λn  C . (2.7)
Since |un| wn , it follows from (2.6) that wn satisﬁes
∫
Ω
(DwnDφ + wnφ)
∫
Ω
(
(1+ μ)w2∗−1n + 2+ μ
)
φ, ∀φ ∈ H1(Ω), φ  0. (2.8)
In order to prove (2.7), we need to deduce some elementary estimates for solutions of linear
elliptic equation with Neumann boundary value.
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{−w + w = a(x)v, in Ω,
∂w
∂ν
= 0, on ∂Ω.
Then there is a constant C = C(p), such that
‖w‖p  C‖a‖N/2‖v‖p .
Proof. First, we assume that a, v ∈ C(Ω). Then, w ∈ L∞(Ω).
For any p > N/(N − 2), let q = p/2∗ > 12 . Since w  1 and w ∈ L∞(Ω), we see w2q−1 ∈ H1(Ω).
Then, from the equation satisﬁed by w and Hölder’s inequality we have
∫
Ω
(
DwDw2q−1 + w2q)= ∫
Ω
a(x)vw2q−1
 ‖v‖p
(∫
Ω
(
a(x)w2q−1
)2∗q/(2∗q−1))(2∗q−1)/2∗q
 ‖v‖p‖a‖N/2
(∫
Ω
w2
∗q
)(2q−1)/2∗q
= ‖v‖p‖a‖N/2‖w‖2q−1p .
On the other hand, by the Sobolev embedding we have
∫
Ω
(
DwDw2q−1 + w2q)= (2− 1
q
)
1
q
∫
Ω
∣∣Dwq∣∣2 + ∫
Ω
w2q min
(
1,
2
q
− 1
q2
)∫
Ω
(∣∣Dwq∣∣2 + w2q)
 c0
(∫
Ω
wq2
∗
)2/2∗
= c0‖w‖2qp ,
where c0 > 0 is a constant depending on p and N only.
Thus,
c0‖w‖2qp  ‖v‖p‖a‖N/2‖w‖2q−1p ,
and the result follows, if a, v ∈ C(Ω).
In the general case, we choose ai, vi ∈ C(Ω) such that
‖ai − a‖N/2 → 0, ‖vi − v‖p → 0,
as i → ∞. Corresponding to these ai and vi , the solution wi satisﬁes
‖wi‖p  C‖ai‖N/2‖vi‖p
and
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Thus, wi → w strongly in Lp(Ω), and
‖w‖p  C‖a‖N/2‖v‖p . 
Lemma 2.3. Let p2 ∈ (2N/(N + 2),2∗) and r be a number such that 1p2 = 1r + 12∗ − 1N . Suppose that a ∈
Lr(Ω), v ∈ L2∗ (Ω). Let w  1 be a solution of{−w + w = a(x)v, in Ω,
∂w
∂ν
= 0, on ∂Ω.
Then there is a constant C = C(p2), such that
‖w‖p2  C‖a‖r‖v‖2∗ .
Proof. Similar to Lemma 2.2, we may assume that a, v ∈ C(Ω). Then, w ∈ L∞(Ω).
Let q = 2p2/2∗ . Since p2 > 2N/(N + 2) and N  3, we see q > 1. Let t = 2N/(N + 2). Applying the
Sobolev inequality to w
q
2 and the fact that w satisﬁes the equation we have
c0‖w‖qp2 
∫
Ω
(
DwDwq−1 + wq)= ∫
Ω
avwq−1  ‖v‖2∗
(∫
Ω
(
awq−1
)t)1/t
 ‖v‖2∗‖a‖r
(∫
Ω
w(q−1)tr/(r−t)
) 1
t − 1r
.
By the deﬁnition, we can check
(q − 1)tr/(r − t) = 2q/2∗ = p2.
As a result,
‖w‖qp2  C‖v‖2∗‖a‖r‖w‖
p2(
1
t − 1r )
p2 .
On the other hand, it is easy to check
p2
(
1
t
− 1
r
)
= 2p2
2∗
− 1 = q − 1.
Thus, the result follows. 
Lemma 2.4. Let p ∈ (1,N/2), f ∈ Lp(Ω). Let w  1 be a solution of{−w + w = f (x), in Ω,
∂w
∂ν
= 0, on ∂Ω.
Then there is a constant C = C(p), such that
‖w‖ Np
N−2p
 C‖ f ‖p .
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∫
Ω
(
DwDw2q−1 + w2q)= ∫
Ω
f (x)w2q−1.
Similar to the proof of Lemma 2.2, we can deduce that if q > 12 ,∫
Ω
(
DwDw2q−1 + w2q) c0‖w‖2q2∗q,
where c0 > 0 depends only on q and N .
For any p  1, let q = p/(2p − 2∗(p − 1)), then q > 12 . Using Hölder’s inequality we have
∣∣∣∣
∫
Ω
f (x)w2q−1
∣∣∣∣ ‖ f ‖p
(∫
Ω
w(2q−1)p/(p−1)
)1−1/p
 ‖ f ‖p‖w‖2q−12∗q .
Thus,
‖w‖2∗q  C‖ f ‖p,
and the conclusion follows since 2∗q = 2∗p2p−2∗(p−1) = NpN−2p . 
We are now ready to prove Proposition 2.1 by following the same procedures as in [10].
Lemma 2.5. Suppose that a ∈ L N2 (Ω), p1, p2 > N/(N−2) and ‖v‖p1,p2,λ ∞. Let w  1 be aweak solution
of
{−w + w  a(x)v, in Ω,
∂w
∂ν
= 0, on ∂Ω.
Then there is a constant C(p1, p2) depending on N and on the exponents p1, p2 , such that for any λ > 0,
‖w‖p1,p2,λ  C(p1, p2)‖a‖N/2‖v‖p1,p2,λ.
Proof. Using Lemma 2.2, we can prove this lemma in a similar way as in [10]. 
Lemma 2.6. Let w  1 be a weak solution of
⎧⎨
⎩
−w + w  (1+ μ)w2∗−1 + 2+ μ, in Ω,
∂w
∂ν
= 0, on ∂Ω.
Let p1, p2 ∈ ( N+2N−2 , N2 N+2N−2 ) with p2 < 2∗ < p1 , and let qi be given by
1 = N + 2 1 − 2 , i = 1,2.
qi N − 2 pi N
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‖w‖q1,q2,λ  C
(‖w‖(N+2)/(N−2)p1,p2,λ + 1).
Proof. We can use Lemma 2.4 and follow the same procedure as in the proof of Lemma 2.2 in [10]
to prove this lemma. Note that if we choose p = pi N+2N−2 , then NpN−2p = qi , i = 1,2. 
Lemma 2.7. There are p1, p2 ∈ ( NN−2 ,+∞) with p2 < 2∗ < p1 , and a constant C = C(N, p1, p2) > 0, such
that
‖wn‖p1,p2,λn  C .
Proof. We can use Lemmas 2.5 and 2.3 and follow the same procedure as in [10] to prove this
lemma. 
Proof of Proposition 2.1. Using Lemma 2.7, we can obtain p1, p2 ∈ ( NN−2 ,+∞) with p2 < 2∗ < p1
such that
‖wn‖p1,p2,λn  C .
Since wn satisﬁes (2.8), we can use Lemma 2.6 to obtain q1,q2 given by
1
qi
= N + 2
N − 2
1
pi
− 2
N
, i = 1,2, ‖wn‖q1,q2,λn  C .
It is not diﬃcult to check that 2∗ < p1 < q1 and q2 < p2 < 2∗ , and by iteration, q1 can be
any number bigger than 2∗ . The similar argument can also be applied to q2. Thus for any q1,q2 ∈
(N/(N − 2),+∞) with q2 < 2∗ < q1 we have
‖un‖q1,q2,λn  ‖wn‖p1,p2,λn  C,
and the conclusion of Proposition 2.1 follows. 
3. No boundary blow-up
For y ∈ RN , r > 0, let Br(y) denote the ball centered at y with radius r. We will use the same C
to denote positive constants which do not depend on n and may be different from line to line. Let xn
be the concentration point corresponding to the lowest concentration rate λn .
By choosing subsequence if necessary, we have two possibilities:
λ
1/2
n d(xn, ∂Ω) c¯ > 0 for some c¯ > 0, (3.1)
or
λ
1/2
n d(xn, ∂Ω) → 0. (3.2)
In this section, we prove that (3.2) cannot occur. We argue by contradiction. Suppose λ1/2n d(xn,
∂Ω) → 0, as n → +∞. Let x¯n ∈ ∂Ω , such that d(xn, ∂Ω) = |xn − x¯n|. By a translation and a rotation,
we may assume that x¯n = 0 and there exists a number τ1 > 0 (which will be ﬁxed from now on) and
a function ξ(y′) ∈ C3 satisfying ξ(0) = 0, Dξ(0) = 0 such that
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{
y = (y′, yN): yN > ξ(y′)}∩ Bτ1(0),
∂Ω ∩ Bτ1(0) =
{
y = (y′, yN): yN = ξ(y′)}∩ Bτ1(0),
and
ξ
(
y′
)= N−1∑
j=1
a j y
2
j + O
(∣∣y′∣∣3),
for some a j ∈ R1, j = 1, . . . ,N−1. Here, a j , j = 1, . . . ,N−1, is the principal curvature of ∂Ω at x¯ = 0.
By the assumption, a j  0, j = 1, . . . ,N − 1, and a j0 > 0 for some j0.
As in [14], we make the following transformation to ﬂat the boundary near x¯n = 0: y = Φ(z),
where
Φ j(z) =
{
z j − zN ∂ξ∂z j (z j), j = 1, . . . ,N − 1,
zn + ξ(z′), j = N.
Set B∗τ1 (0) = Φ−1(Bτ1 (0) ∩ Ω). We can choose τ ∈ (0,1) small so that
B+τ (0) =:
{
z ∈ Bτ (0): zN  0
}⊂ B∗τ1(0).
Then vn(z) = un(Φ(z)) satisﬁes⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−
N∑
i, j=1
∂
∂xi
(
aij(z)
∂vn
∂x j
)
+
N∑
j=1
b j(z)
∂vn
∂x j
= f (vn), in B+τ (0),
∂vn
∂zN
= 0, on zN = 0,
(3.3)
where f (t) = |t|2∗−2−εn t + g(t),
aij(z) =
N∑
l=1
∂Ψi
∂ yl
(
Φ(z)
)∂Ψ j
∂ yl
(
Φ(z)
)
,
b j(z) =
N∑
i=1
∂aij
∂zi
+ (Ψ j)
(
Φ(z)
)
,
and Ψ (y) is the inverse map of y = Φ(z).
Now we consider the function wn(Φ(z)), where wn is the solution of (2.6). For simplicity, we still
use wn to denote this function. It is easy to see that this wn satisﬁes⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−
N∑
i, j=1
∂
∂xi
(
aij(z)
∂wn
∂x j
)
+
N∑
j=1
b j(z)
∂wn
∂x j
+ wn = (1+ μ)|vn|2∗−1 + (2+ μ), in B+τ (0),
∂vn
∂zN
= 0, on zN = 0.
(3.4)
We will use O (|z|2) to denote a function ϕ(z) satisfying |ϕ(z)| C |z|2 and |Dϕ(z)| C |z| in the
following. By a result in [14,15], we have
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aii(z) = 1+ 2ai zN + O
(|z|2), i = 1, . . . ,N − 1,
aNN(z) = 1+ O
(|z|2),
aij(z) = O
(|z|2), i = j,
∂aij(z)
∂zl
=
{
2ai + O (|z|), for i = j, i  N − 1, l = N;
O (|z|), otherwise,
and
b j(z) = −δ jN
N−1∑
i=1
ai + O
(|z|).
Proof. It follows from (A.6) in [14] that
∂Ψi
∂ yl
(
Φ(z)
)= δil(1+ ai zN) + O (|z|2), i, l = 1, . . . ,N − 1,
∂ΨN
∂ yN
(
Φ(z)
)= 1+ O (|z|2),
∂Ψi
∂ yN
(
Φ(z)
)= ai zi + O (|z|2), i = 1, . . . ,N − 1,
and
∂ΨN
∂ yl
(
Φ(z)
)= −alzl + O (|z|2), l = 1, . . . ,N − 1.
Thus, the estimates of aij follow from the above estimates. For example,
aiN =
N−1∑
l=1
δil(1+ ai zN)(−alzl) + ai zi + O
(|z|2)= O (|z|2). 
If zN < 0, we deﬁne
vn(z, zN ) = vn(z,−zN ), aij
(
z′, zN
)= aij(z′,−zN), b j(z′, zN)= −b j(z′,−zN).
Then, vn satisﬁes
−
N∑
i, j=1
∂
∂xi
(
aij(z)
∂vn
∂x j
)
+
N∑
j=1
b j(z)
∂vn
∂x j
= f (vn), in Bτ (0). (3.5)
Similarly, we deﬁne wn(z, zN ) = wn(z,−zN ) for zN < 0. Then
−
N∑
i, j=1
∂
∂xi
(
aij(z)
∂wn
∂x j
)
+
N∑
j=1
b j(z)
∂wn
∂x j
+ wn = (1+ μ)|vn|2∗−1 + 2+ μ, in Bτ (0). (3.6)
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‖v‖p1,p2,λ,Bτ (0) =
{
α > 0: there are u1 and u2, such that |v| u1 + u2,
‖u1‖p1,Bτ (0)  α, ‖u2‖p2,Bτ (0)  αλ
N
2∗ − Np2 }.
It follows from Proposition 2.1 and Lemma 2.7 that for any 2
∗
2 < p2 < 2
∗ < p1 < +∞, the following
estimate holds:
‖vn‖p1,p2,λn,Bτ (0)  ‖wn‖p1,p2,λn,Bτ (0)  C . (3.7)
Next, we prove
Lemma 3.2. For any B  Bτ (0),
−
∫
∂B
aij(x)D jwnνi dS  C
∫
B
(|wn|2∗−1 + |Dwn| + 1),
where ν is the unit outward normal of ∂B.
Proof. By (3.6), noting that |vn| wn , we have C3 > 0,∫
B
aij(x)DiwnD jφ = −
∫
B
D j
(
aij(x)Diwn
)
φ +
∫
∂B
aij(x)Diwnν jφ dS
 C3
∫
B
(|wn|2∗−1 + |Dwn| + 1)φ +
∫
∂B
aij(x)Diwnν jφ dS. (3.8)
If we take φ ∈ H10(Bτ (0)) with φ = 1 in B , φ  0 in (3.8), we obtain
−
∫
∂B
aij(x)Diwnν j dS  C
∫
B
(
w2
∗−1
n + |Dwn| + 1
)
. 
Since
λ
1/2
n d(xn, ∂Ω) → 0,
we can ﬁnd a constant C¯ > 0, such that
A˜1n = B(C¯+5)λ−1/2n (0) \ BC¯λ−1/2n (0)
does not contain any concentration point.
Proposition 3.3. There is a constant C > 0, independent of n, such that
∣∣vn(x)∣∣ C, ∀x ∈ A˜2n,
where
A˜2n = B(C¯+4)λ−1/2n (0) \ B(C¯λ−1/2n +1)(0).
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Lemma 3.4. There is a constant C > 0, independent of n, such that
1
rN−1
∫
∂Br(0)
|vn|dS  C,
for all r ∈ [C¯λ−1/2n , (C¯ + 5)λ−1/2n ].
Proof. Since ‖un‖ is uniformly bounded, by the deﬁnition of vn we can ﬁnd a constant C > 0 in-
dependent of n and τ (C may depend on Ψ , for example, depends on the C1 norm of Ψ , but Ψ
does not depend on τ ) such that
∫
Bτ (0)
|wn|2  C , where τ is the same as in (3.3). Using Hölder’s
inequality we have
∫
Bτ (0)
wn dx C˜ with C˜ being a constant independent of n and τ . So we can ﬁnd
an rn ∈ [ τ2 , τ ], such that
1
rN−1n
∫
∂Brn (0)
wn dS  C .
For any C2 function v , letting r = |x − y|, σ = x−yr and writing v(x) = v(y + rσ) we have the
following (see page 14 in [11]):
∫
Bt (y)
v dx =
∫
∂Bt (y)
∂v
∂ν
dS =
∫
∂Bt (0)
∂v
∂r
(y + tσ)dS = tN−1
∫
|σ |=1
∂v
∂r
(y + tσ)dS
= tN−1 ∂
∂t
∫
|σ |=1
v(y + tσ)dS = tN−1 ∂
∂t
[
t1−N
∫
∂Bt (y)
v dS
]
,
which implies
r∫
rn
d
dt
(
1
tN−1
∫
∂Bt (0)
v dS
)
dt =
r∫
rn
1
tN−1
∫
Bt (0)
v dxdt. (3.9)
Since aij(0) = δi j , aij Dij v = v we have
r∫
rn
d
dt
(
1
tN−1
∫
∂Bt (0)
v dS
)
dt =
r∫
rn
1
tN−1
∫
Bt (0)
aij(0)Dij v dxdt.
Using
∫
Bt (0)
aij(0)Dij v dx =
∫
∂Bt (0)
(−aij(0)νi D j v)dx,
we obtain
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rn
d
dt
(
1
tN−1
∫
∂Bt (0)
v dS
)
dt =
rn∫
r
1
tN−1
∫
∂Bt (0)
(−aij(0)νi D j v)dxdt. (3.10)
Applying (3.10) to wn we obtain
1
rN−1
∫
∂Br(0)
wn dS = 1
rN−1n
∫
∂Brn (0)
wn dS +
rn∫
r
1
tN−1
∫
∂Bt (0)
(−aij(0)D jwnνi)dS dt, (3.11)
which, together with Lemma 3.2, gives
1
rN−1
∫
∂Br(0)
wn dS = 1
rN−1n
∫
∂Brn (0)
wn dS +
rn∫
r
1
tN−1
∫
∂Bt (0)
(−aij(x)D jwnνi)dS dt
+
rn∫
r
1
tN−1
∫
∂Bt (0)
(
aij(x) − aij(0)
)
D jwnνi dS dt
 C + C
rn∫
r
1
tN−1
∫
Bt (0)
(
w2
∗−1
n + |Dwn| + 1
)
dxdt
+ C
rn∫
r
1
tN−2
∫
∂Bt (0)
|Dwn|dS dt
= C + C
rn∫
r
1
tN−1
∫
Bt (0)
(
w2
∗−1
n + |Dwn|
)
dxdt
+ C
rn∫
r
1
tN−2
∫
∂Bt (0)
|Dwn|dS dt, (3.12)
where in obtaining the ﬁrst inequality, |aij(x) − aij(0)| C |t| for x ∈ ∂Bt(0) has been used.
We now estimate the third and fourth terms in (3.12). Let θ¯ > 0 be a ﬁxed small constant and let
q = 1 + θ¯ > 1. By the Sobolev embedding theorem in unit ball and using scaling, we have a positive
constant C4 depending only on N , such that
1
t
∫
Bt (0)
|Dwn| +
∫
∂Bt (0)
|Dwn|dS  C4
∫
Bt (0)
∣∣D2wn∣∣+ C4
t2
∫
Bt (0)
|wn|
 C4tN(1−
1
q )
( ∫
Bt (0)
∣∣D2wn∣∣q
)1/q
+ C4tN(1−
1
q )−2
( ∫
B (0)
|wn|q
)1/q
. (3.13)2t
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that |vn| wn , we have positive numbers C5, C6 independent of n and t
( ∫
Bt (0)
∣∣D2wn∣∣q
)1/q
 C5
t2
( ∫
B2t (0)
|wn|q
)1/q
+ C5
( ∫
B2t (0)
(|vn|2∗−1 + 1)q
)1/q
 C6
t2
( ∫
B2t (0)
|wn|q
)1/q
+ C6
( ∫
B2t (0)
|wn|(2∗−1)q
)1/q
+ C6tN/q. (3.14)
Combining (3.12), (3.13) and (3.14), we can ﬁnd a constant C7 > 0 independent of n such that the
following estimate holds
1
rN−1
∫
∂Br(0)
wn dS  C7
[
1+
rn∫
r
1
tN−1
∫
Bt (0)
w2
∗−1
n dxdt +
rn∫
r
tN(1−1/q)
tN−2
( ∫
B2t (0)
|wn|(2∗−1)q dx
)1/q
dt
+
rn∫
r
1
tN/q
( ∫
B2t (0)
|wn|q dx
)1/q
dt
]
. (3.15)
Let us estimate the second term in (3.15) ﬁrst. To start with, let us recall that by (3.7), we know
that ‖wn‖q,p,λn  C for any 2
∗
2 < p < 2
∗ < q. Set p2 = N+2N−2 , p1 = N N+2N−2 . Then we can choose v1,n and
v2,n , such that wn  v1,n + v2,n , and
‖v1,n‖p1  C
and
‖v2,n‖p2  Cλ
N
2∗ − Np2
n .
As a result,
rn∫
r
1
tN−1
∫
Bt (0)
v
N+2
N−2
1,n dxdt  C‖v1,n‖
N+2
N−2
p1  C (3.16)
and
rn∫
r
1
tN−1
∫
Bt (0)
v
N+2
N−2
2,n dxdt  C
rn∫
C¯λ−1/2n
1
tN−1
λ
( N2∗ − Np2 )
N+2
N−2
n dt
 Cλ
2−N
2
n
rn∫
C¯λ−1/2n
t−N+1 dt  C . (3.17)
Combining (3.16) and (3.17), we obtain the estimate of the second term in (3.15):
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r
1
tN−1
∫
Bt (0)
w
N+2
N−2
n dxdt  C
rn∫
r
1
tN−1
∫
Bt (0)
v
N+2
N−2
1,n dxdt + C
rn∫
r
1
tN−1
∫
Bt (0)
v
N+2
N−2
2,n dxdt  C . (3.18)
To deal with the third term in (3.15), we can argue in a similar way. In fact, let p¯2 = q N+2N−2 , and
let p¯1 > 2∗ be a large number. Then we can choose v¯1,n and v¯2,n , such that wn  v¯1,n + v¯2,n , and
‖v¯1,n‖p¯1  C,
and
‖v¯2,n‖p¯2  Cλ
N
2∗ − Np¯2
n .
So, letting p1 = pq N+2N−2 and choosing p large enough we have
rn∫
r
tN(1−1/q)
tN−2
( ∫
B2t (0)
w
q N+2N−2
n dx
)1/q
dt
 C
rn∫
r
tN(1−1/q)
tN−2
( ∫
B2t (0)
v¯
q N+2N−2
1,n dx
)1/q
dt + C
rn∫
r
tN(1−1/q)
tN−2
( ∫
B2t (0)
v¯
q N+2N−2
2,n dx
)1/q
dt
 C‖v¯1,n‖
N+2
N−2
qp N+2N−2
rn∫
r
t2−
N
pq dt + Cλ
1
q (
2−N
2 + N+22 (1−q))
n ‖v¯2,n‖
N+2
N−2
p¯2
rn∫
C¯λ−1/2n
tN(1−1/q)
tN−2
dt  C, (3.19)
where in obtaining the second inequality, we have used Hölder’s inequality.
To deal with the last term in (3.15), we take p˜2 = NN−2 + θ with θ > 0 small, and take p˜1 > 2∗
large enough. Then we can choose v˜1,n and v˜2,n , such that wn  v˜1,n + v˜2,n and
‖v˜1,n‖p˜1  C,
and
‖v˜2,n‖p˜2  Cλ
N
2∗ − Np˜2
n .
So, using Hölder’s inequality we have
rn∫
r
1
tN/q
( ∫
B2t (0)
wqn dx
)1/q
dt

rn∫
r
1
tN/q
( ∫
B2t (0)
v˜q1,n dx
)1/q
dt +
rn∫
r
1
tN/q
( ∫
B2t (0)
v˜q2,n dx
)1/q
dt
 C‖v˜1,n‖p˜1
rn∫
C¯λ−1/2n
1
tN/q
t
N( 1q − 1p˜1 ) dt + C‖v˜2,n‖p˜2
rn∫
C¯λ−1/2n
1
tN/q
t
N( 1q − 1p˜2 ) dt  C . (3.20)
Consequently the result follows from (3.15), (3.18), (3.19) and (3.20). 
D. Cao, S. Yan / J. Differential Equations 251 (2011) 1389–1414 1405Lemma 3.5. Let w be a solution of
−D j
(
aij(x)Diw
)+ b j(x)D jw = c(x)w in D,
where (aij(x)) satisﬁes aij(x) ∈ C1(D), and there is a0 > 0, such that
ai j(x)ξiξ j  a0|ξ |2, x ∈ D,
and b j ∈ L∞(D). Then there is a small constant δ > 0, such that if
∫
Bτ (y)
|c| N2 dx δ, Bτ (y) D,
then, there is a constant C = C(τ ) > 0, such that
‖w‖L∞(B τ
2
(y))  C‖w‖L1(Bτ (y)).
Proof. This lemma can be proved by the Moser iteration similar to that on pages 195–198 of [11].
The argument consists essentially of obtaining an inverse Hölder inequality. 
Proof of Proposition 3.3. It follows from Lemma 3.4 that for any y ∈ A˜2n , we have
1
λ
N/2
n
∫
B
C¯λ
−1/2
n (y)
|wn| C .
Let
v¯n(x) = vn
(
C¯λ−1/2n x+ y
)
.
Then v¯n satisﬁes
−D j
(
aij
(
C¯λ−1/2n x+ y
)
Di v¯n
)+ λ−1/2n b j(λ−1/2n x+ y)D j v¯n = λ−1n c(x)v¯n,
where
c(x) = f (v¯n)
v¯n
.
Since for y ∈ A˜2n , Bλ−1/2n (y) does not contain any concentration point of un , we ﬁnd
∫
B1(0)
∣∣λ−1n c(x)∣∣ N2 dx C
∫
B
C¯λ
−1/2
n
(y)
|vn|2∗ dx+ Cλ−N/2n → 0
as n → +∞. Thus, by Lemma 3.5, we obtain
1406 D. Cao, S. Yan / J. Differential Equations 251 (2011) 1389–1414‖v¯n‖L∞(B 1
2
(0))  C
( ∫
B1(0)
|v¯n|dx+ 1
)
= C
(
1
λ
N/2
n
∫
B
C¯λ
−1/2
n
(y)
|vn|dx+ 1
)
 C
(
1
λ
N/2
n
∫
B
C¯λ
−1/2
n
(y)
|wn|dx+ 1
)
 C . 
Let
A˜3n = B(C¯+3)λ−1/2n (0) \ B(C¯+2)λ−1/2n (0).
From Proposition 3.3, we can deduce the following:
Proposition 3.6.We have
∫
A˜3n
|Dvn|2 dx C
∫
A˜2n
(|un|2∗ + 1)dx+ Cλn
∫
A˜2n
|vn|2 dx. (3.21)
In particular,
∫
A˜3n
|Dvn|2 dx Cλ−(N−2)/2n . (3.22)
Corollary 3.7. There exists tn ∈ [C¯ + 2, C¯ + 3], such that
∫
∂B
tnλ
−1/2
n
(0)
|Dun|2 dS  Cλ−(N−3)/2n . (3.23)
Let F (x,u, p) be a C1 function in Ω¯ × R × RN . Suppose that u ∈ C2(Ω) is a solution of
div
(
F p(x,u, Du)
)= Fu(x,u, Du) + W (x,u, Du).
Using the remark on page 685 of [18], we have the following Pucci–Serrin identity:
Di
(
hi F (x,u, Du) − h jD juF pi (x,u, Du) −
N − 2
2
uFpi (x,u, Du)
)
= Dihi F (x,u, Du) + hi Fxi (x,u, Du) − D juDih j F pi (x,u, Du)
− N − 2
2
(
DiuF pi (x,u, Du) + uFu(x,u, Du)
)−(h jD ju + N − 22 u
)
W (x,u, Du), (3.24)
where h = (h1, . . . ,hN) is a C1 vector ﬁeld.
D. Cao, S. Yan / J. Differential Equations 251 (2011) 1389–1414 1407We apply (3.24) to the following function:
F (x,u, p) = 1
2
aij(x)pi p j − 12∗ − ε |u|
2∗−ε − G(u),
W (x,u,q) =
N∑
j=1
b j(x)p j,
and hN = 1, h j = 0, j = 1, . . . ,N − 1, to obtain
1
2
∫
B
DNaij Di vnD j vn −
∫
B
(
DN vn + N − 2
2
vn
) N∑
j=1
b jD j vn
=
∫
∂B
(
1
2
aij(x)Di vnD j vn − 12∗ − ε |vn|
2∗−ε − G(vn)
)
νN −
∫
∂B
aij(x)DN vnD j vnνi, (3.25)
where B is any set with smooth boundary ∂B , which is contained in Bτ (0), and ν is the outward unit
normal of ∂B .
Now we take B = B
tnλ
−1/2
n
(0) in (3.25), where tn is the number in Corollary 3.7. Noting that vn is
bounded on ∂B , we obtain
∫
∂B
(
− 1
2∗ − ε |vn|
2∗−ε − G(vn)
)
νN = o(1),
where and hereafter we use o(1) to denote various quantities that go to 0 as n → ∞.
On the other hand, from Lemma 3.1, we have∫
∂B
aij(x)Di vnD j vnνN =
∫
∂B
|Dvn|2νN + o(1) = o(1),
because |Dvn|2 is even in xN and νN is odd in xN .
Similarly, ∫
∂B
aij(x)DN vnD j vnνi =
∫
∂B
DN vn〈Dvn, ν〉 + o(1) = o(1),
because DN vn〈Dvn, ν〉 is an odd function of xN . Thus, (3.25) becomes
1
2
∫
B
DNaij Di vnD j vn −
∫
B
(
DN vn + N − 2
2
vn
) N∑
j=1
b jD j vn = o(1). (3.26)
Using Lemma 3.1 again, we ﬁnd
∫
B
DN vn
N∑
j=1
b jD j vn =
∫
B
bN |DN vn|2 + o(1) = o(1).
Here, we have used that fact that bN (z) is odd in zN , and |DN vn|2 is even in zN .
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∫
B
|vn|2  Cλ−1n = o(1),
from which, we deduce
∫
B
vn
N∑
j=1
b jD j vn = o(1).
So, (3.26) becomes
∫
B
DNaij Di vnD j vn = o(1). (3.27)
Using the estimates of DNaij in Lemma 3.1, we can rewrite (3.27) as
N−1∑
j=1
2ai
∫
B
|Di vn|2 = o(1). (3.28)
Since ρxn,λn (vn) → v strongly in D1,2(RN+), we ﬁnd that for any i = 1, . . . ,N − 1,
∫
B
|Di vn|2 =
∫
RN+
|Di v|2 + o(1) c > 0.
We reach a contradiction in (3.28) since ai  0, i = 1, . . . ,N − 1, and at least one ai0 > 0.
4. No interior blow-up
In this section, we prove that
lim
n→+∞λ
1/2
n d(xn, ∂Ω) c¯ > 0
cannot occur.
We argue by contradiction. Suppose that
lim
n→+∞λ
1/2
n d(xn, ∂Ω) c¯ > 0.
Choose c˜ ∈ (0, c¯) small. Since the number of the bubbles of un is ﬁnite, we can always ﬁnd a
constant C¯ > 0, independent of n, such that
B
(C¯+5)c˜λ−1/2n (xn)Ω,
and
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does not contain any concentration point of un for any n.
Let
A2n =
(
B
(C¯+4)c˜λ−1/2n (xn) \ B(C¯+1)c˜λ−1/2n (xn)
)
.
Then, we have
Proposition 4.1. There is a constant C > 0, independent of n, such that
∣∣un(x)∣∣ C, ∀x ∈ A2n.
Proof. The proof of this proposition is similar to, but is much simpler than that in the last section.
In fact, since B
(C¯+5)c˜λ−1/2n (xn)Ω , we can consider the problem in B(C¯+5)c˜λ−1/2n (xn) and do not need
to straighten the boundary of Ω as we did in the preceding section. In this case, we can follow the
arguments exactly as in [10] which studied the similar equation with Dirichlet boundary condition to
prove
1
rN−1
∫
∂Br(y)
|un| C,
for r ∈ (C¯ c˜λ−1/2n , (C¯ + 5)c˜λ−1/2n ).
The rest of the proof is also the same as in [10] and thus we omit it for the sake of simplicity. 
By Proposition 4.1, we can ﬁnd a tn ∈ [(C¯ + 2)λ−1/2n , (C¯ + 3)λ−1/2n ], such that∫
∂Bn
|Dun|2  Cλ(3−N)/2n , (4.1)
where Bn = Btn (xn) ⊂ Ω .
Let B be a domain with B Ω . We apply (3.24) to the following functions:
F (x,u, p) = 1
2
|p|2 − 1
2∗ − ε |u|
2∗−ε − G(u),
W (x,u,q) = 0,
and h = x− x¯, to obtain the following Pohozaev identity:
(
N
2∗ − εn −
N
2∗
)∫
B
|un|2∗−εn +
∫
B
(
NG(un) − N
2∗
ung(un)
)
=
∫
∂B
(
1
2∗ − εn |un|
2∗−εn + G(un)
)
〈x− x¯, ν〉 − 1
2
∫
∂B
|Dun|2〈x− x¯, ν〉
+
∫
∂un
∂ν
〈x− x¯, Duu〉 + N − 2
2
∫
∂un
∂ν
un. (4.2)∂B ∂B
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that un is bounded in ∂Bn using (4.1), we obtain
∫
B
(
NG(un) − N
2∗
ung(un)
)
 Cλ−(N+1)/2n − 12
∫
∂Bn
|Dun|2〈x− xn, ν〉
+
∫
∂Bn
∂un
∂ν
〈x− xn, Dun〉 + N − 2
2
∫
∂Bn
∂un
∂ν
un. (4.3)
But using (4.1), we see
∣∣∣∣
∫
∂Bn
|Dun|2〈x− xn, ν〉
∣∣∣∣ Cλ−1/2n
∫
∂Bn
|Dun|2  Cλ(2−N)/2n , (4.4)
∣∣∣∣
∫
∂Bn
∂un
∂ν
〈x− xn, Dun〉
∣∣∣∣ Cλ−1/2n
∫
∂Bn
|Dun|2  Cλ(2−N)/2n , (4.5)
and
∣∣∣∣
∫
∂Bn
∂un
∂ν
un
∣∣∣∣
( ∫
∂Bn
|Dun|2
)1/2( ∫
∂Bn
u2n
)1/2
 Cλ(3−2N)/4n . (4.6)
Combining (4.3)–(4.6), we are led to
∫
B
(
NG(un) − N
2∗
ung(un)
)
 Cλ(2−N)/2n . (4.7)
Similar to the proof of Lemma 6.1 in [10], we can check that for any q ∈ [2,2∗),
∫
Bn
|un|q  c0λ−N+q(N−2)/2n , (4.8)
where c0 > 0 is a constant independent of n.
Case 1. g(t) = μt . Taking q = 2 in (4.8), we obtain from (4.7) that
λ−2n  Cλ
(2−N)/2
n .
This is a contradiction, if N  7.
Case 2. g(t) = μ|t|p−2t − t . We claim that if N  5,
∫
Bn
u2n  Cλ−2n .
In fact, by Proposition 2.1, we can ﬁnd v1,n and v2,n , such that |un| v1,n + v2,n ,
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)∫
Ω
|v1,n|p1  C,
∫
Ω
v22,n  Cλ
2( N2∗ − N2 )
n = Cλ−2n ,
where p1 > 0 is any ﬁxed large constant. Here 2 > 2
∗
2 because N  5. As a result,
∫
Bn
u2n  2
∫
Bn
v21,n + 2
∫
Bn
v22,n  C
( ∫
Ω
|v1,n|p1
)2/p1
λ
− N2 (1− 2p1 )
n + Cλ−2n
 Cλ
− N2 (1− 2p1 )
n + Cλ−2n  Cλ−2n .
Thus, taking q = p in (4.8), we obtain from (4.7) that
λ
−N+p(N−2)/2
n  Cλ−2n + Cλ(2−N)/2n .
Since λ−2n = o(λ−N+p(N−2)/2n ), we obtain
λ
−N+p(N−2)/2
n  Cλ(2−N)/2n .
This is a contradiction, if N > 2(p+1)p−1 .
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Appendix A. Existence of interior peak solution
In this section, we will construct a solution uε , which blows up at the center of the ball as ε → 0
for the following problem
⎧⎨
⎩
−u + u = |u|2∗−2−εu + μ|u|p−2u, x ∈ B1(0),
∂u
∂ν
= 0, on ∂B1(0)
(A.1)
where μ 0. The existence of such blowing up solutions implies that the assumption μ > 0 in Theo-
rem 1.1 cannot been removed.
To construct such solutions, we ﬁrst deﬁne the approximate solution for (A.1). Let
Ux,λ(y) = c0λ
N−2
2
(1+ λ2|y − x|2) N−22
,
where λ > 0 and c0 > 0 is the constant, such that
−Ux,λ = U2∗−1x,λ , in RN .
We denote U = U0,1.
Direct calculations show that the following estimates hold:
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B1(0)
|DU0,λ|2 =
∫
RN
U2
∗ + O
(
1
λN−2
)
,
∫
B1(0)
|U0,λ|q = 1
λN− N−22 q
∫
RN
Uq + O
(
1
λN− N−22 q+σ
)
, if q 2, N  5,
and
∫
B1(0)
|U0,λ|2∗−ε dy =
∫
RN
U2
∗ − ε lnλ
∫
RN
U2
∗ + O
(
ε1+σ + 1
λN−2
)
,
where σ > 0 is some ﬁxed small constant. So, we obtain that if N  5,
1
2
∫
B1(0)
(|DU0,λ|2 + |U0,λ|2)− 1
2∗ − ε
∫
B1(0)
|U0,λ|2∗−ε − μ
p
∫
B1(0)
|U0,λ|p
= 1
N
∫
RN
U2
∗ + 1
2∗
ε lnλ
∫
RN
U2
∗ + 1
2λ2
∫
RN
U2 − μ
pλN− N−22 p
∫
RN
U p
+ O
(
ε1+σ + 1
λ2+σ
+ μ
λ
N− N−2p +σ
)
. (A.2)
If μ 0, the following function has a critical point λε:
1
2∗
ε lnλ
∫
RN
U2
∗ + 1
2λ2
∫
RN
U2 − μ
pλN− N−22 p
∫
RN
U p .
Using (A.2), similar to the arguments in [19], we can obtain the following result:
Theorem A.1. Suppose that N  5 and μ 0. Then, there is an ε0 > 0, such that for any ε ∈ (0, ε0], (A.1) has
a radial solution uε , satisfying
uε ∼ U0,λε ,
where as ε → 0, λε → +∞.
Appendix B. Existence of boundary peak solution
In this section, we will construct a solution uε , which blows up at a boundary point of ∂Ω as
ε → 0 for the following problem
⎧⎨
⎩
−u + u = |u|2∗−2−εu + μ|u|p−2u, x ∈ Ω,
∂u
∂ν
= 0, on ∂Ω, (B.1)
under the condition that the mean curvature H(x) of ∂Ω has an isolated local maximum point x0 ∈
∂Ω with H(x0) < 0. So we see that certain conditions, such as Ω is strictly convex, are needed to
obtain Theorem 1.1.
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1
2
∫
Ω
|DUx,λ|2 − 1
2∗
∫
Ω
|Ux,λ|2∗−ε
= 1
2N
∫
RN
U2
∗ − EH(x)
λ
+ N − 2
4N
ε lnλ
∫
RN
U2
∗ + O
(
ε1+σ + 1
λ1+σ
)
,
where E > 0 is a constant depending on N only, σ > 0 is some small ﬁxed constant; and
∫
Ω
|Ux,λ|q = 1
2λN− N−22 q
∫
RN
Uq + O
(
1
λN− N−22 q+σ
)
, if q 2, N  5.
So, we obtain that if N  5, p < 2(N−1)N−2 ,
1
2
∫
Ω
(|DUx,λ|2 + |Ux,λ|2)− 1
2∗ − ε
∫
Ω
|Ux,λ|2∗−ε − μ
p
∫
Ω
|Ux,λ|p
= 1
2N
∫
RN
U2
∗ + N − 2
4N
ε lnλ
∫
RN
U2
∗ − EH(x)
λ
+ O
(
ε1+σ + 1
λ1+σ
)
. (B.2)
Suppose that the mean curvature H(x) of ∂Ω has an isolated local maximum point x0 ∈ ∂Ω with
H(x0) < 0. Then the following function has a minimum point (xε, λε):
N − 2
4N
ε lnλ
∫
RN
U2
∗ − EH(x)
λ
,
satisfying xε → x0 and λε → +∞ as ε → 0. Using (B.2), similar to the arguments in [19], we can
obtain the following result:
Theorem B.1. Suppose that N  5, 2 < p < 2(N−1)N−2 , and the mean curvature H(x) of ∂Ω has an isolated local
maximum point x0 ∈ ∂Ω with H(x0) < 0. Then, there is an ε0 > 0, such that for any ε ∈ (0, ε0], (B.1) has a
solution uε , satisfying
uε ∼ Uxε,λε ,
where xε ∈ ∂Ω , xε → x0 , and λε → +∞, as ε → 0.
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