In order to maintain eet readiness, the Navy requires accurate undersea tracking systems for testing and evaluation. To obtain tracking information, undersea vehicles transmit known acoustic signals into the ocean. Spatially separated undersea microphones called hydrophones convert the received acoustic signals into electrical signals which are cabled back to shore to be processed by a real-time programmable digital signal processor (DSP). The purpose of the DSP is to detect and time-tag the incoming undersea signals for input to a tracking computer. Optimal use of the signal processing capabilities requires computationally e cient signal processing algorithms. A common undersea tracking signal format is the interrupted continuous wave (ICW) signal. This paper will present a computationally efcient complex demodulation algorithm for detecting and time-tagging ICW signals. A complete discussion of the ICW complex demodulation algorithm will be presented, as will the design requirements for processing an ICW signal at any given frequency. Implementation of this complex demodulation algorithm increases the exibility and capabilities of a real-time DSP system.
INTRODUCTION
In order to maintain eet readiness, the Navy requires accurate undersea tracking systems for testing and evaluation. To obtain tracking information, undersea vehicles transmit known acoustic signals into the ocean. Spatially separated undersea microphones called hydrophones convert the received acoustic signals into electrical signals which are cabled back to shore to be processed by a real-time programmable digital signal processor (DSP). The purpose of the DSP is to detect and time-tag the incoming undersea signals for input to a tracking computer. Optimal use of the signal processing capabilities requires computationally e cient signal processing algorithms. A common undersea tracking signal format is the interrupted continuous wave (ICW) signal. This paper will present a computationally efcient complex demodulation algorithm for detecting and time-tagging ICW signals. A complete discussion of the ICW complex demodulation algorithm will be presented, as will the design requirements for processing an ICW signal at any given frequency. Implementation of this complex demodulation algorithm increases the exibility and capabilities of a real-time DSP system.
COMPLEX DEMODULATION ALGORITHM OVERVIEW
The ICW detection algorithm was designed with an emphasis on computational e ciency without sacri cing performance. Due to the nature of received ICW signals, a noncoherent detection algorithm was designed. Figure 1 shows an overview block diagram of the algorithm. The algorithm achieves computational e ciency in three ways: 1) demodulation prior to ltering, 2) using periodic demodulating look-up tables to avoid the computational overhead of generating demodulation multipliers in real-time, and 3) utilizing e cient decimating digital lters that allow a signi cant data rate reduction. 
INTERRUPTED CONTINUOUS WAVE SIGNALS
An ideal digitized ICW signal may be written as:
x(n) = Ar(nT s ) cos(2 f c nT s + ) (1) where r(nT s ) is the rectangular envelope of duration T p seconds and A cos(2 f c nT s + ) is the sinusoidal carrier at frequency f c . The sample period T s is the reciprocal of the sample rate f s and n is the sample integer. It is assumed here that the sample rate is su cient to satisfy the Nyquist sampling criteria for all frequencies of interest. Figure 2 shows a time and frequency domain plot of an arbitrary ideal ICW signal. Determining the leading edge time-tag and pulse duration T p of the ICW signal envelope are the processing goals.
COMPLEX DEMODULATION
Immediately after digitization, demodulation to baseband occurs. Early demodulation will allow the digital data stream being processed to be decimated quickly, which increases computational efciency. Complex demodulation of (1) to obtain a demodulated portion of the spectrum symmetric about zero Hz. The sinusoidal mixer terms in (2) could be calculated in real-time by calling subroutines. However, the subroutine computation is avoidable by using periodic lookup tables of the sin() and cos() terms.
To create circular look-up tables of sinusoidal terms, the following equation must be satis ed:
In equation (3), n c is the total number of coe cients stored, and n p is the number of sinusoidal periods contained within the periodic lookup table. Choosing the integer ratio in (3) is a tradeo between the total number of coe cients to store n c and how close f m is to f c . For a given n c and f s , n p is selected to minimize the di erence between f m and f c . As n c approaches in nity, there exists an n p such that the di erence (f m ? f c ) approaches zero.
Once the integer ratio in (3) is chosen, the argument within the sinusoids in (2) becomes:
2 f m nT s ) 2 n p n c n for 0 n (n c ? 1) (4)
To generate the periodic look-up tables, calculate sin() and cos() terms using the argument in (4).
LOWPASS FILTERING AND DECIMA-TION
After demodulation (assuming f m = f c ), the spectrum of y(n) near the origin is shown in Figure 3 . To lter out undesired frequency components and capture the entire main lobe of the baseband signal, y(n) must be lowpass ltered The bandwidth bw of the ltered signal is roughly bw = 1=T p Hz. Since the sampling frequency f s is much greater than twice the bandwidth of the ltered signal, the signal is oversampled. This oversampled condition should be exploited by decimating the sample rate to increase computational e ciency. Instead of ltering followed by a data decimation, a more computationally ecient technique is to commute the decimation into the lter itself. Special multirate lters to perform this function were developed by 
DETECTION, TIME-TAGGING, AND PULSEWIDTH CALCULATIONS
Once the magnitude squared of the signal envelope is calculated, the detection portion of the algorithm is entered. A small integration is performed to calculate a "boxcar" signal. The reason for this integration is to use the signal history in the detection decision making process.
The boxcar signal b(n) is the energy in the latest N samples of s(n):
The boxcar signal is compared to a threshold, and if b(n) exceeds the threshold, the time-tagging and pulsewidth portion of the algorithm is entered.
The value of N should be chosen to produce a triangular-shaped boxcar waveform for the ICW pulsewidth under consideration. A boxcar signal with this format will allow for optimal timing signals in the timing portion of the algorithm. To accomplish this, the value of N must be equal to the number of decimated samples corresponding to the time duration of the ICW envelope:
Using the value of N in (9) results in b(n)
waveforms similar to that shown by the middle graph of Figure 5 .
Running in parallel with the detection process is the timing portion of the algorithm. Whenever b(n) exceeds the threshold and a signal is detected, a time-tag and pulsewidth must be calculated. This is accomplished using an edge detection signal t(n) formed from the boxcar signal b(n):
Notice that t(n) is equal to b(n) minus a delayed version of b(n). A typical waveform for t(n)
is illustrated in the bottom graph of Figure 5 .
The positive peak of t(n) corresponds to the leading edge of the ICW signal envelope and is the time-tag. The negative peak of t(n)
indicates the trailing edge of the ICW signal envelope. The di erence in time between the positive and negative peaks is equal to the ICW signal pulsewidth. Both peaks may be processed using interpolation if increased timing accuracy is required. Figure 6 shows the detection and timing signal generation portion of the algorithm. The entire complex demodulation algorithm is shown in Figure 7 .
CONCLUSIONS
A complex demodulation algorithm with an emphasis on computational e ciency was developed to process ICW signals. This algorithm was designed to be programmed onto a DSP to optimize available processing power. Equations for determining critical algorithm parameters are given to accommodate any arbitrary IWC signal. Although designed to process received undersea ICW signals, the algorithm easily lends itself to a wide variety of signal processing applications where ICW signals are processed and computational e ciency is important.
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