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Abstract
The main goal of this work is to rigorously define Brownian motion and understand
its relevance when doing mathematical models of different phenomena from the
reality. In addition, going from the properties of nowhere differentiability and finite
quadratic variation of the sample paths, we illustrate the necessity of a new calculus
in order to solve stochastic differential equations (SDE), which model dynamical
systems with random perturbations, using the definition of the stochastic (or Itoˆ)
integral and its lemma. Finally, we apply the developed Mathematics theory to the
problem of the motion of a Brownian particle in suspension in a fluid, being able to
correctly describe the velocity distribution that follows the particle and recovering
some important Physics’ results.
Resum
L’objectiu principal d’aquest treball e´s definir rigorosament el moviment Brownia`
i comprendre la seva relleva`ncia al fer models matema`tics de diversos feno`mens de
la realitat. A me´s a me´s, passant per les propietats de la no diferenciabilitat i la
variacio´ quadra`tica finita de les seves trajecto`ries, il.lustrem la necessitat d’un nou
ca`lcul per tal de resoldre les equacions diferencials estoca`stiques (SDE), les quals
modelen sistemes dina`mics amb pertorbacions aleato`ries, tot fent u´s de la definicio´
d’integral estoca`stica (o d’Itoˆ) i del seu lema. Per acabar, apliquem la teoria ma-
tema`tica desenvolupada al problema del moviment d’una part´ıcula Browniana en
suspensio´ en un fluid, tot podent descriure correctament la distribucio´ de velocitat
que segueix la part´ıcula i recuperant importants resultats de la f´ısica.
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1 Introduccio´
El projecte
El moviment Brownia` pren el nom del bota`nic Robert Brown, que el 1828 va ob-
servar el moviment irregular de les part´ıcules de pol.len en suspensio´ en aigua i el
seu comportament difusiu, e´s a dir, de les trajecto`ries erra`tiques de les part´ıcules
a nivell microsco`pic (degudes a les col.lisions amb les mole`cules d’aigua), pero` pro-
vocant un comportament molt suau de la densitat de totes elles com a conjunt. El
moviment Brownia` e´s doncs una eina matema`tica per a modelar el moviment de
les part´ıcules difusores individualment, i tot i les nombroses contribucions de dife-
rents personalitats al llarg de la histo`ria (me´s explicat en la seccio´ 3), la descripcio´
matema`tica rigorosa e´s atribu¨ıda a Norbert Wiener (1923).
En un sentit me´s ampli, aquest moviment e´s un objecte central en l’estudi de
processos estoca`stics i en models matema`tics sobre feno`mens de disciplines molt
diverses. No nome´s serviex per modelar el moviment de part´ıcules en un fluid,
sino´ que apareix en la majoria de models amb pertorbations aleato`ries degudes a la
interaccio´ amb l’ambient o qualsevol altre para`metre, en l’a`mbit de la f´ısica, biologia
i economia. Aquest fet e´s degut al Teorema del L´ımit Central, ja que la suma de
variables aleato`ries independents (per exemple forces externes en sistemes f´ısics)
te´ com a resultat una distribucio´ normal, propietat dels increments del moviment
Brownia`. Per aixo`, aquest e´s tan este`s en models matema`tics i un punt clau per
l’ana`lisi estoca`stic, ja que apareixen equacions diferencials estoca`stiques (SDE) que
cal resoldre, i tambe´ d’aqu´ı neix la necessitat d’introdu¨ır la integral estoca`stica
(Kiyoshi Itoˆ el 1944) aix´ı com diverses eines per a trobar-ne la solucio´.
Estructura de la Memo`ria
Per tal de poder definir el moviment Brownia` i les seves propietats me´s impor-
tants pel desenvolupament del ca`lcul estoca`stic, primer en la seccio´ 2 recordem
nocions ba`siques de probabilitat i presentem els processos estoca`stics en general.
Seguidament en la 3 definim el moviment Brownia`, provant-ne la seva existe`ncia
i construccio´ aix´ı com la no diferenciabilitat de les seves trajecto`ries i la variacio´
infinta. En la seccio´ 4 introdu¨ım la necessitat d’unes noves regles d’integracio´, ja
que degut a la variacio´ infinita del moviment, no es poden definir les integrals a
trossos de Riemann-Stieljes. Expliquem la construccio´ de la integral d’Itoˆ, central
pel ca`lcul estoca`stic, aix´ı com la fo´rmula d’Itoˆ, que e´s l’ana`leg a la regla de la cadena
i permet calcular solucions de moltes SDE.
Finalment en 5, presentem una aplicacio´ del ca`lcul estoca`stic a l’anomenat proce´s
d’Ornstein-Uhlenbeck, que e´s un model me´s realista (que el moviment Brownia` des-
crit per Wiener) del moviment d’una part´ıcula en un fluid, presentant me´s conne-
xions amb la velocitat i la posicio´ de les part´ıcules. A me´s, a trave´s del teorema
d’equiparticio´ de l’energia, ens permet dedu¨ır constants i equacions f´ısiques impor-
tants, com el teorema de fluctuacio´-dissipacio´ i la llei d’Einstein-Stokes.
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2 Preliminars
2.1 Definicio´ de proce´s estoca`stic
Fem primer memo`ria d’algunes definicions ba`siques de probabilitat.
Definicio´ 2.1. Un espai de probabilitat e´s una terna (Ω,F , P ) on:
1. Ω e´s el conjunt de resultats possibles de l’experie`ncia aleato`ria (espai mostral).
2. F e´s una famı´lia de parts de Ω que descriu els esdeveniments possibles i te´
estructura de σ-a`lgebra, e´s a dir compleix:
(i) Ω ∈ F .
(ii) F e´s estable per pas al complementari, i.e. si F ∈ Ω =⇒ F c ∈ Ω.
(iii) F e´s estable per unions numerables, i.e. si {Fn, n ≥ 1} ⊂ F =⇒⋃
n≥1
Fn ⊂ F .
3. P e´s una aplicacio´ P : F −→ [0, 1] (probabilitat) tal que:
(i) P (Ω) = 1.
(ii) Te´ la propietat de la σ-additivitat, i.e. si {Fn, n ≥ 1} ⊂ F disjunts dos
a dos, aleshores P (∪∞n=1Fn) =
∑∞
n=1 P (Fn).
Definicio´ 2.2. Un espai mesurable e´s un parell ordenat (S,L) tal que S e´s un
conjunt i L una σ-a`lgebra de subconjunts de S. Aleshores es diu que una funcio´ e´s
mesurable si e´s funcio´ entre dos espais mesurables.
Definicio´ 2.3. Una variable aleato`ria en un espai de probabilitat (Ω,F , P ) e´s una
aplicacio´ X : Ω −→ S que compleix que, sigui (S,L) un espai mesurable, ∀L ∈
L, X−1(L) ∈ F , on X−1(L) = {ω ∈ Ω;X(ω) ∈ L}. La llei de la variable e´s la
probabilitat sobre (S,L), Q, tal que Q(L) = P (X−1(L)).
Recordem aleshores que la funcio´ de distribucio´ d’una variable aleato`ria uni-
dimensional ve donada per F (x) = P ◦ X−1((−∞, x]), i la funcio´ de densitat, si
aquesta e´s cont´ınua, sera` f tal que f(x) = dF (x)/dx. Notem que les variables ale-
ato`ries so´n per definicio´ funcions mesurables definides sobres espais mostrals (per
convencio´ es diuen F/L-mesurables o simplement F -mesurables). Ara estem ja en
condicions de definir un proce´s estoca`stic.
Definicio´ 2.4. Un proce´s estoca`stic e´s una famı´lia de variables aleato`ries X =
{Xt, t ∈ T} indexades per un espai de para`metres T , definides en un mateix espai
de probabilitat (Ω,F , P ) i que prenen valors en un espai mesurable (S,L), anomenat
espai d’estats.
El conjunt T ⊂ R sovint s’interpreta com un interval de temps, de forma que Xt
descriu l’estat del proce´s a l’instant de temps t. Si T = N (o Z) es diu que el proce´s
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e´s discret, mentre que si e´s un interval de R es diu que e´s continu. S e´s el conjunt
on pren valors el proce´s estoca`stic (normalment R o be´ C).
Per tal de caracteritzar els estats passats d’un proce´s (aix´ı com diverses propie-
tats) sera` interessant donar la definicio´ de filtracio´.
Definicio´ 2.5. L’espai de probabilitat (Ω,F) es pot equipar amb una filtracio´, e´s a
dir, una famı´lia de sub-σ-a`lgebres de F , {Ft, t ≥ 0}, tal que F0 conte´ els subconjunts
de F de probabilitat nul.la, i ∀s < t, Fs ⊆ Ft ⊆ F . La filtracio´ es diu cont´ınua per
la dreta si per qualsevol s ≥ 0, ∩t>sFt = Fs.
Aix´ı doncs la filtracio´ Ft conte´ la informacio´ fins a l’instant de temps t, i aquesta
es va acumulant (hi ha tanta o me´s informacio´ a Ft que a Fs amb s ≤ t). Direm que
un proce´s estoca`stic X esta` adaptat a la filtracio´ {Ft}t≥0 si ∀t, Xt e´s una variable
aleato`ria Ft-mesurable, i per tant, la informacio´ disponible al temps t e´s suficient
per avaluar-la. O`bviament tot proce´s esta` adaptat a la seva filtracio´ natural, que
e´s la generada pel mateix proce´s, Ft = σ(Xs, 0 ≤ s ≤ t).
2.1.1 Trajecto`ries i distribucions
Si no diem el contrari, durant tota la memo`ria el proce´s estoca`stic X vindra` donat
com en la Definicio´ 2.4.
Definicio´ 2.6. Fixada ω ∈ Ω, una trajecto`ra o camı´ mostral del proce´s e´s una
aplicacio´ X(·, ω) : T −→ S tal que t 7→ Xt(ω). Aix´ı doncs cada proce´s determina
una aplicaco´ X : Ω −→ ST , tal que ω 7→ X(·, ω) i ST e´s el conjunt de trajecto`ries
del proce´s, {X(·, ω) : T −→ S}ω∈Ω.
Figura 1: Simulacio´ de cinc trajecto`ries d’un proce´s estoca`stic (de
moviment Brownia` geome`tric) i la seva esperanc¸a. Font: [9].
Finxant-nos doncs amb la figura, cada Xt(ωi) e´s una trajecto`ria diferent i el
conjunt de totes elles formen ST . Podem pensar el proce´s com una eleccio´ a l’atzar
(seguint una certa distribucio´ de probabilitat) d’un element de ST , i en el cas de
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que T sigui discret es pot entendre com un vector aleatori (aplicacio´ X : Ω −→ Sm,
X = (X1, . . . , Xm) tal que cada Xi : Ω −→ S e´s una variable aleato`ria). Podem
constru¨ır una σ-a`lgebra producte apropiada per ST , LT , per tal de definir la llei del
proce´s. Representem els x ∈ ST com (xt)t∈T .
Definicio´ 2.7. Donat T0 ⊂ T , la projeccio´ cano`nica e´s l’aplicacio´ ΠT0 : ST −→ ST0
tal que ΠT0(x) = x|T0, amb x ∈ ST . Aleshores denotem LT com la σ-a`lgebra que fa
mesurables les aplicacions {Π{t} = Πt, t ∈ T}.
De fet, es pot construir LT com la σ-a`lgebra generada pel conjunt de cilindres
finits de ST , donats per C = Π−1T0 (A) = {x ∈ ST ; (xt)t∈T0 ∈ A} on A ⊂ ST0 ([7] p.2).
Definicio´ 2.8. Sigui un proce´s estoca`stic X i T0 = {t1, . . . , tn} ⊂ T ordenat,
la llei de probabilitat del vector aleatori (Xt1 , . . . , Xtn) : Ω −→ ST0, donada per
Qt1,...,tn = P ◦ (Xt1 , . . . , Xtn)−1 en l’espai producte (ST0 ,LT0), s’anomena distribucio´
marginal en dimensio´ finita del proce´s.
De manera ana`loga podem pensar que la llei del proce´s, QX , ve donada per
QX = P ◦X−1 en (ST ,LT ), e´s a dir:
QX(L) = P (X
−1(L)), L ∈ LT .
Es pot demostrar, a trave´s del teorema de Kolmogorov, l’existe`ncia d’un proce´s
estoca`stic associat a una famı´lia de distribucions marginals en dimensio´ finita i que
compleixin la condicio´ de consiste`ncia. El teorema diu el segu¨ent:
Teorema 2.9. Sigui {Qt1,...,tn , t1 < t2 < · · · < tn, n ≥ 1, ti ∈ T} on:
1. Qt1,...,tn e´s una probabilitat en S
T ,
2. Si {tk1 < · · · < tkm} ⊂ {t1 < · · · < tn}, Qtk1 ,...,tkm e´s la distribucio´ marginal
de Qt1,...,tn (condicio´ de consiste`ncia).
Aleshores, existeix un u´nic proce´s estoca`stic {Xt, t ∈ T} amb llei QX en (ST ,LT ),
tal que la famı´lia de distribucions marginals en dimensio´ finita e´s {Qt1,...,tn}.
No en donarem la demostracio´ perque` ens estendr´ıem massa, pero` la idea e´s
provar el teorema sota condicions topolo`giques de l’espai (S,L) i imposant les con-
dicions de consiste`ncia de les distribucions marginals (demostracio´ en [7] p.6 pel cas
(S,L) = (R,B(R)), on B denota la σ-a`lgebra de Borel).
Pel que e´s d’intere´s en el treball, a partir d’ara considerarem T = [0,∞) i
processos que prenen valors reals. Per tant S = Rd l’espai Euclidia` d-dimensional
i L = B(Rd) la σ-a`lgebra de Borel, que e´s la me´s petita que conte´ tots els oberts
de l’espai S. En aquest cas el proce´s X es diu mesurable si l’aplicacio´ (t, ω) 7→
Xt(ω) : ([0,∞) × Ω,B([0,∞)) ⊗ F) −→ (Rd,B(Rd)) e´s mesurable. En particular,
estudiarem processos unidimensionals i per tant tindrem d = 1.
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2.2 Principals classes de processos estoca`stics
A continuacio´ donarem les definicions d’algunes de les principals classes de processos
que existeixen i que ens seran me´s u´tils. Considerem el subconjunt finit {t1 < · · · <
tn} ⊂ T i els subconjunts de Borel A1, A2, . . . , An ∈ B(R) (a cada apartat ja
s’especifica a quin subconjunt pertanyen les variables).
Definicio´ 2.10. Es diu que un proce´s X te´ increments independents si les variables
aleato`ries Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1 so´n independents.
E´s a dir, per definicio´ d’independe`ncia, s’ha de complir que P (Xt1 ∈ A1, Xt2 −
Xt1 ∈ A2, . . . , Xtn −Xtn−1 ∈ An) = P (Xt1 ∈ A1)
∏n
i=2 P (Xti −Xti−1 ∈ Ai). Alesho-
res si T = [0,∞), les distribucions marginals del proce´s queden totalment determi-
nades per Xt1 i Xt −Xs, per a tot s, t ∈ T i s < t.
Definicio´ 2.11. X e´s un proce´s de Markov (o te´ la propietat de Markov) si donat
A ∈ B(R) la probabilitat condicionada P (Xtn ∈ A|Xt1 ∈ A1, . . . , Xtn−1 ∈ An−1) =
P (Xn ∈ A|Xtn−1 ∈ An−1) quasi segurament (q.s.), e´s a dir amb probabilitat 1.
Per simplificar la notacio´ sovint ometem els subconjunts de Borel i simplement
escriurem P (Xtn|Xt1 , . . . , Xtn−1) = P (Xn|Xtn−1), tant si fem refere`ncia a la proba-
bilitat com a l’esperanc¸a. Intu¨ıtivament i sense entrar-hi me´s formalment, donat el
present d’un proce´s de Markov el seu futur i passat so´n independents (l’estat futur
nome´s depe`n del present).
En aquest cas, per a variables cont´ınues s’introdueix la funcio´ de densitat de
transicio´ de la variable X, p(s, t, x, y), que e´s la funcio´ de densitat de probabilitat
de Xt si Xs = x, amb s ≤ t (i e´s per tant una funcio´ de y). En canvi, per a
variables discretes, ve donada per p
(m)
ij = P (Xn+m = i|Xn = j), on m representa el
salt. Per a aquests processos e´s molt important l’equacio´ de Chapman-Kolmogorov
(demostracio´ en [10] p.24 per una distribucio´ Gaussiana), que per a les variables
cont´ınues e´s:
p(t1, t3, x1, x3) =
∫
R
p(t2, t3, x2, x3)p(t1, t2, x1, x2)dx2, (2.1)
i per a les discretes es converteix en una multiplicacio´ de matrius de les probabilitats
de transicio´ de passos diferents.
Definicio´ 2.12. X e´s un proce´s estrictament estacionari si amb {t1 + h < · · · <
tn + h} ⊂ T , P (Xt1+h ∈ A1, . . . , Xtn+h ∈ An) = P (Xt1 ∈ A1, . . . , Xtn ∈ An).
Definicio´ 2.13. Un proce´s X amb esperanc¸a finita E(|X|) <∞ e´s una martingala
si l’esperanc¸a condicionada compleix E(Xtn|Xt1 , . . . , Xtn−1) = Xtn−1 q.s. E´s una
supermartingala si enlloc de igualtat tenim ≤, i una submartingala si e´s ≥.
Equivalentment podem definir-ho fent refere`ncia a una certa filtracio´ {Ft, t ≥ 0}
de l’espai de probabilitat (Ω,F), i direm que X e´s una martingala respecte {Ft} si
cada variable pertany a L1(Ω) (espai de funcions integrables) i:
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1. Xt esta` adaptada a la filtracio´ Ft per a tot t ≥ 0,
2. per a tot 0 ≤ s ≤ t, E(Xt|Fs) = Xs.
L’esperanc¸a condicionada d’una variable aleato`ria respecte d’una σ-a`lgebra e´s doncs
una eina crucial en l’estudi dels processos estoca`stics, aix´ı que la podem trobar
definida a l’ape`ndix A juntament amb algunes propietats que ens seran u´tils me´s
endavant.
2.2.1 Processos de segon ordre
Definicio´ 2.14. Un proce´s {Xt, t ∈ T} e´s de segon ordre si l’esperanc¸a E(X2t ) <∞
per a tot t ∈ T , i per tant, e´s una funcio´ de t en l’espai de Hilbert L2(Ω,F , P ) (espai
de funcions de quadrat integrables).
La mitjana d’un proce´s (no forc¸osament de segon ordre) que pren valors reals e´s
la funcio´ mX : T −→ R tal que mX(t) = E(Xt), i es diu que el proce´s e´s centrat si
mX(t) = 0.
Per processos de segon ordre podem definir tambe´ la funcio´ de covaria`ncia, que e´s
una funcio´ ΓX : T×T −→ R tal que ΓX(s, t) = Cov(Xs, Xt) ≡ E[(Xs−E(Xs))(Xt−
E(Xt))]. I aleshores la varia`ncia e´s σ
2
X(t) = V ar(Xt) ≡ E[(Xt−E(Xt))2] = ΓX(t, t).
Com que Xt − m(t) e´s centrat i d’igual covaria`ncia que Xt, a partir d’ara si no
diem el contrari estarem considerant processos centrats, que compleixen ΓX(s, t) =
E(XsXt).
Observacio´ 2.15. Notem que ΓX e´s sime`trica i definida no negativa, ja que per a
tot n ≥ 1, ti ∈ T i ai ∈ R:
n∑
i,j=1
ΓX(ti, tj)aiaj =
n∑
i,j=1
E(XtiXtj)aiaj
= E
( n∑
i=1
Xtiai
n∑
j=1
Xtjaj
)
= E
( n∑
i=1
Xtiai
)2
≥ 0
Definicio´ 2.16. Sigui X de segon ordre, es diu que e´s un proce´s estacionari en
sentit ampli si ∀t, t+ h ∈ T , E(Xt+h) = E(Xt) i Cov(Xt+h, Xs+h) = Cov(Xt, Xs).
Definirem seguidament els processos Gaussians, que so´n processos de segon ordre
i una part central en el moviment Brownia`.
Definicio´ 2.17. Un proce´s estoca`stic e´s Gaussia` (o normal) si totes les seves distri-
bucions marginals en dimensio´ finita segueixen lleis Gaussianes multidimensionals.
Fent memo`ria, sigui A ∈ B(R), una variable Gaussiana unidimensional X ∼
N (µ, σ2) (amb mitjana µ i varia`ncia σ2) segueix la segu¨ent funcio´ de distribucio´:
P (X ∈ A) =
∫
A
fX(x)dx =
1√
2piσ2
∫
A
exp
(
− (x− µ)
2
2σ2
)
dx. (2.2)
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Aleshores
E(X) =
∫
Ω
XdP =
∫
R
xfX(x)dx = m,
V ar(X) = E[(X −m)2] =
∫
R
(x−m)2fX(x)dx = σ2.
A l’ape`ndix B s’hi pot trobar me´s informacio´ sobre les lleis Gaussianes multidi-
mensionals. La mitjana i funcio´ de covaria`ncia d’un proce´s Gaussia` determinen
totalment les seves distribucions marginals. I inversament, siguin m : T −→ R i
Γ : T ×T −→ R sime`trica i definida no negativa, es pot demostrar (amb el teorema
de Kolmogorov, [10] p.6) que existeix un proce´s estoca`stic Gaussia`, centrat i amb
Γ com a funcio´ de covaria`ncia. De fet, si Γ pren valors en els complexos tambe´
existeix un proce´s de segon ordre amb aquesta mitja i funcio´ de covaria`ncia.
2.3 Continu¨ıtat i diferenciabilitat
Donem algunes definicions de continu¨ıtat i diferenciabilitat dels processos estoca`stics,
tenint en compte sempre amb quin tipus els estem definint.
Definicio´ 2.18. Es diu que un proce´s X = {Xt, t ∈ T} e´s continu en probabilitat
si limh→0Xt+h = Xt en P , e´s a dir, per a tot  > 0 i t ∈ T ,
lim
h→0
P (|Xt+h −Xt| > ) = 0.
Degut a que molts dels processos me´s interessants so´n de segon ordre, e´s u´til
definir la continu¨ıtat i la diferenciabilitat dels processos en L2.
Definicio´ 2.19. Sigui X de segon ordre, es diu que e´s continu en mitjana quadra`tica
en t ∈ T si limh→0Xt+h = Xt en L2, e´s a dir,
lim
h→0
E(|Xt+h −Xt|2) = 0.
I e´s diferenciable en L2 en t ∈ T si existeix el l´ımit en mitjana quadra`tica
X ′t ≡ lim
h→0
Xt+h −Xt
h
.
Tot i aixo`, la continu¨ıtat del proce´s no implica forc¸osament que les trajecto`ries
siguin cont´ınues q.s., sino´ que aquestes ho so´n si el conjunt de Ω que fa que tinguin
discontinu¨ıtats en T e´s negligible. En relacio´ a les trajecto`ries doncs, tenim el
segu¨ent criteri de Kolmogorov (veure la demostracio´ en [5] p.24):
Proposicio´ 2.20. Sigui X un proce´s que satisfa` per α, β, C > 0 i ∀s, t ∈ T que
E(|Xt −Xs|α) ≤ C|t− s|1+β,
aleshores les trajecto`ries del proce´s so´n γ-Ho¨lder cont´ınues ∀γ tal que 0 < γ < β
α
,
e´s a dir, ∃K > 0 constant tal que |Xt(ω)−Xs(ω)| ≤ K|t− s|γ, ω ∈ Ω. I de fet aixo`
implica que so´n cont´ınues en t q.s.
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3 El moviment Brownia`
El 1828 el bota`nic Robert Brown va observar un moviment irregular dels grans de
pol.len en suspensio´ en aigua, que me´s tard es va cone`ixer com a moviment Brownia`
i es va poder explicar degut a col.lisions aleato`ries de les part´ıcules de pol.len (tambe´
anomenades part´ıcules Brownianes) amb les mole`cules d’aigua. El primer en estudi-
ar quantitativament aquest moviment fou Thorvald N. Thiele en un article sobre el
me`tode dels mı´nims quadrats publicat el 1880, i potseriorment Louis Bachelier, que
interessat en les fluctuacions en els preus de les accions, el 1900 va publicar la tesi
“La teoria de l’especulacio´”. Cinc anys me´s tard, Albert Einstein i paral.lelament
Marian Smoluchowski, van calcular la densitat de transicio´ del moviment a partir
de la teoria cine`tica i de la termodina`mica, tot proposant l’equacio´ de difusio´ i rela-
cionant el coeficient de difusio´ amb el desplac¸ament quadra`tic mitja` de la part´ıcula
Browniana. No fou pero` fins el 1923 quan Norbert Wiener va donar la descripcio´
matema`tica me´s rigurosa del moviment, demostrant l’existe`ncia d’una probabilitat
a l’espai de funcions cont´ınues i provant-ne me´s tard la no diferenciabilitat de les
trajecto`ries. De fet el moviment Brownia` unidimensional es diu comunament proce´s
de Wiener. Paul Le´vy el 1948, va fer un ana`lisi exhaustiu del proce´s, introdu¨ınt
la construccio´ per interpolacio´ i altres propietats de les trajecto`ries. Definirem en
aquesta seccio´ el moviment, en demostrarem l’existe`ncia i en presentarem algunes
propietats importants.
3.1 Definicio´ del moviment
Definicio´ 3.1. El moviment Brownia` esta`ndard o proce´s de Wiener unidimensi-
onal, e´s un proce´s estoca`stic B = {Bt, t ≥ 0} Gaussia`, centrat i amb funcio´ de
covaria`ncia Γ(s, t) = s ∧ t ≡ min(s, t).
Per tant al ser Gaussia` esta` clar que e´s un proce´s de segon ordre. A me´s,
veurem que les seves trajecto`ries so´n cont´ınues i que la llei del proce´s ve donada
per distribucions multidimensionals normals amb vector de mitjanes nul i matriu
de covaria`ncies Γ (veure ape`ndix B). Al ser centrat m(t) = E(Bt) = 0 i Γ(s, t) =
E(BsBt), i l’existe`ncia del proce´s ens l’assegura el teorema de Kolmogorov, provant
que Γ(s, t) e´s definida no negativa:
n∑
i,j=1
ΓX(ti, tj)aiaj =
n∑
i,j=1
(ti ∧ tj)aiaj =
n∑
i,j=1
aiaj
∫ ∞
0
1[0,ti](r)1[0,tj ](r)dr
=
∫ ∞
0
( n∑
i=1
ai1[0,ti](r)dr
)2
≥ 0.
Veiem ara una definicio´ equivalent de moviment Brownia` amb la segu¨ent proposicio´.
Proposicio´ 3.2. Un proce´s estoca`stic B = {Bt, t ≥ 0} e´s un moviment Brownia`
⇐⇒ B0 = 0 q.s., B te´ increments independents i ∀ 0 ≤ s ≤ t la variable Bt − Bs
segueix una distribucio´ normal N (0, t− s).
8
Demostracio´. En primer lloc suposem que B e´s un moviment Brownia`.
(i) Suposem que B0 6= 0 i per tant B20 > 0. Aleshores per les propietats de
l’esperanc¸a, com que 0 < B20 =⇒ 0 = E(0) < E(B20), pero` per hipo`tesis
E(B0B0) = 0, que e´s una contradiccio´. Aix´ı doncs B0 = 0 q.s.
(ii) Donades s ≤ t, com que Bt i Bs tenen lleis Gaussianes, Bt − Bs tambe´ sera`
Gaussiana al ser tranformacio´ lineal d’ambdues (veure densitat de transfor-
macions de vectors aleatoris de [11] p.73 i ape`ndix B). A me´s a me´s, com
que per hipo`tesis m(t) = 0, E(Bt − Bs) = E(Bt) − E(Bs) = 0, i la varia`ncia
V ar(Bt−Bs) = E[(Bt−Bs)2] = E(B2t−2BtBs+B2s ) = t∧t−2t∧s+s∧s = t−s.
Per tant Bt −Bs ∼ N (0, t− s).
(iii) Finalment cal veure que fixat t0 < t1 < · · · < tn, les variables Bti+1 − Bti
i Btj+1 − Btj so´n independents ∀i < j. Com que variables normalment dis-
tribu¨ıdes so´n independents si i nome´s si no estan correlacionades (ape`ndix B
propietat (iii)), u´nicament ens cal comprovar aixo` u´ltim. Aix´ı doncs,
E[(Bti+1 −Bti)(Btj+1 −Btj)] = E(Bti+1Btj+1)− E(Bti+1Btj)− E(BtiBtj+1)
+ E(BtiBtj) = ti+1 − ti+1 − ti + ti = 0,
i per tant E[(Bti+1−Bti)(Btj+1−Btj)] = E(Bti+1−Bti)E(Btj+1−Btj) =⇒ B
te´ increments independents.
Ara demostrem el rec´ıproc. Suposant que ∀s, t tals que 0 ≤ s ≤ t, Bt−Bs ∼ N (0, t−
s) i amb increments independents, altre cop per transformacio´ lineal de vectors
aleatoris B e´s un proce´s Gaussia` centrat. Aleshores, utlitzant que per hipo`tesis Bs
i Bt−Bs so´n independents i que E(Bt−Bs) = 0, la funcio´ de covaria`ncia compleix:
E(BsBt) = E[Bs(Bt − Bs + Bs)] = E[Bs(Bt − Bs)] + E(B2s ) = E(B2s ) = s = s ∧ t.
Per tant queda vist que B e´s un moviment Brownia`. 
Aix´ı doncs, amb aquesta proposicio´ veiem que l’evolucio´ que modelitza el mo-
viment Brownia` comenc¸a a x = 0 a l’instant de temps t = 0 i els canvis nome´s
depenen de la longitud dels increments de temps (llei d’estacionarietat) i no dels
estats passats (propietat de Markov).
Observacio´ 3.3. En general, la llei moviment Brownia` (no esta`ndard) ve donada
per distribucions multidimensionals normals Bt ∼ N (x0, σ2t), on σ fa el paper
de la varia`ncia i x0 el punt inicial, i llavors per a cada s < t, Bt − Bs segueix una
distribucio´N (0, σ2(t−s)). Tot i aixo`, degut al seu intere´s ens centrem en l’esta`ndard
amb σ = 1 i comenc¸ant en 0.
A partir d’ara al parlar de moviment Brownia` estarem fent refere`ncia tota l’es-
tona a l’esta`ndard.
Proposicio´ 3.4. Sigui {Bt, t ≥ 0} un moviment Brownia`, aleshores tambe´ ho so´n:
1. −B = {−Bt, t ≥ 0} (moviment sime`tric),
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2. Bλ = { 1
λ
Bλ2t, t ≥ 0} per λ > 0 (invaria`ncia d’escala),
3. Ba = {Bt+a −Ba, t ≥ 0} per a ≥ 0, i a me´s, e´s independent de σ({Br}r∈[0,a])
(propietat simple de Markov),
4. Si {Bt, t ∈ [0, T ]} moviment Brownia`, tambe´ ho e´s {BT − BT−t, t ∈ [0, T ]}
(invaria`ncia sota inversio´ temporal).
Demostracio´. Tots els processos anteriors so´n Gaussians en tant que transforma-
cio´ lineal de processos Gaussians, i les seves trajecto`ries so´n cont´ınues ja que so´n
composicio´ de funcions cont´ınues (a l’apartat 3.2 demostrem la continu¨ıtat de les
seves trajecto`ries). Nome´s ens cal veure doncs que la seva funcio´ de covaria`ncia e´s
el mı´nim. Siguin s ≤ t:
1. Γ(s, t) = E[(−Bs)(−Bt)] = E(BsBt) = s ∧ t.
2. Γ(s, t) = E[( 1
λ
Bλ2s)(
1
λ
Bλ2t)] =
1
λ2
E(Bλ2sBλ2t) =
1
λ2
(λ2s ∧ λ2t) = s ∧ t.
3. Γ(s, t) = E[(Bs+a−Ba)(Bt+a−Ba)] = E(Bs+aBt+a)−E(Bs+aBa)−E(BaBt+a)+
E(BaBa) = (s + a) ∧ (t + a) − a − a + a = s ∧ t. I so´n independents per la
Proposicio´ 3.2.
4. Γ(s, t) = E[(BT−BT−s)(BT−BT−t)] = E(BTBT )−E(BTBT−t)−E(BT−sBT )+
E(BT−sBT−t) = T − (T − t)− (T − s) + (T −max(s, t)) = s ∧ t. 
3.1.1 Martingala i propietat de Markov
Amb la Definicio´ 2.13 de martingala es pot comprovar que el moviment Brownia`
n’e´s una. Considerem la filtracio´ natural de B com Fs = σ(Br, 0 ≤ r ≤ s) que
e´s generada per Br. Clarament Bs e´s Fs-mesurable i per definicio´ del moviment
(increments independents) sabem que Bt − Bs i Br − B0 = Br amb 0 ≤ r ≤ s ≤ t,
so´n independents. Per tant com que Fs e´s generat per Br, en segueix que Bt − Bs
e´s independent de Fs. Aleshores, per les propietats (a), (b) i (d) de l’esperanc¸a
condicionada (veure ape`ndix A):
E(Bt|Fs) = E(Bt −Bs +Bs|Fs) = E(Bt −Bs|Fs) + E(Bs|Fs)
= E(Bt −Bs) +Bs = Bs.
Tambe´ veiem que posseeix la propietat de Markov. Fixant-nos amb la Definicio´
2.11, degut a que un proce´s de moviment Brownia` segueix una llei amb distribucions
multidimensionals normals i increments Bt−Bs ∼ N (0, t− s) la funcio´ de densitat
de transicio´ e´s:
p(s, t, x, y) =
1√
2pi(t− s)e
− (x−y)2
2(t−s) .
Aleshores, siguin t1 < · · · < tn ∈ T i A1, A2, . . . , An ∈ B(R) subconjunts de Borel,
P (Bt1 ∈ A1, . . . , Btn ∈ An)
=
∫
A1
· · ·
∫
An
p(0, t1, 0, x1)p(t1, t2, x1, x2) . . . p(tn−1, tn, xn−1, xn)dx1 . . . dxn,
i es compleix l’equacio´ de Chapman Kolmogorov.
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3.1.2 El moviment Brownia` d-dimensional
Sigui d ≥ 1, el moviment Brownia` d-dimensional e´s simplement el producte cartesia`
de d moviments Brownians unidimensionals i independents Bit amb i = 1 . . . d, e´s
a dir, Bt = (B
1
t , B
2
t , . . . , B
d
t ) amb t ≥ 0. Per tant, nome´s caldra` que estudiem la
construccio´ i les propietats de moviments Brownians unidimensionals, ja que la seva
extensio´ a les d dimensions sera` directe.
3.2 Construccio´ de Le´vy-Ciesielski
Hi ha va`ries maneres de constru¨ır el moviment Brownia`. Una opcio´ e´s escriure com
han de ser les distribucions marginals en dimensio´ finita (tals que compleixin les
propietats en la Proposicio´ 3.2) i constru¨ır una mesura de probabilitat en un espai
mesurable per tal d’obtenir-les (teoremes de Daniell-Kolmogorov i Kolmogorov-
C˘entsov, veure [4] p. 49). Tambe´ se’n pot demostrar l’existe`ncia com a l´ımit d’una
sequ¨e`ncia de camins aleatoris (teorema de Donsker, [10] p.12). Finalment, la tercera
manera de demostrar-ho e´s a partir de la construccio´ de Paul Le´vy del 1948 (amb
la posterior simplificacio´ de Ciesielski el 1961), explotant la propietat Gaussiana del
proce´s. Aquesta e´s la me´s semblant a la construccio´ original de Wiener, i e´s en la
que ens centrarem.
En primer lloc constru¨ırem el moviment Brownia` a l’interval [0, 1] com un element
aleatori de l’espai de funcions cont´ınues C[0, 1], i despre´s l’extendrem en tot R+. La
idea e´s definir-lo pas a pas en el conjunt finit de punts dia`dics Dn = { j2n ; j =
0, 1, . . . , 2n}, per despre´s interpolar linealment els valors obtinguts i demostrar que
el l´ımit uniforme d’aquestes funcions e´s justament un moviment Brownia` amb totes
les trajecto`ries cont´ınues. Definirem primer les funcions de Haar i Schauder en
l’espai de Hilbert L2([0, 1]) (ja que el moviment Brownia` e´s de segon ordre i per
tant e´s una funcio´ en l’espai de Hilbert) que e´s el conjunt de funcions de quadrat
sumable (
∫ 1
0
|f(x)|2dx <∞) dotat del producte intern 〈f, g〉 = ∫ 1
0
f(x)g(x)dx.
3.2.1 Funcions de Haar i de Schauder
Siguin n = 0, 1, . . . i k ∈ In, on In = {k = 1, . . . , 2n; k senar} definim en 0 ≤ t ≤ 1
les funcions de Haar com H01 (t) = 1 i per n ≥ 1 :
Hnk (t) =

2
n−1
2 , k−1
2n
≤ t ≤ k
2n
,
−2n−12 , k
2n
< t ≤ k+1
2n
,
0, en qualsevol altre cas.
Proposicio´ 3.5. {Hnk } formen una base ortonormal completa de L2([0, 1]), i.e.,
〈Hn1k1 , Hn2k2 〉 = δn1n2δk1k2 (delta de Kronecker) i ∀f ∈ L2([0, 1]) tal que 〈f,Hnk 〉 = 0∀n, k =⇒ f = 0.
Demostracio´. Si ens fixem amb la Figura 2 on hem representat alguns exem-
ples de les funcions de Haar, e´s immediat veure que so´n ortonormals dos a dos
11
〈Hn1k1 , Hn2k2 〉 = δn1n2δk1k2 , ja que o be´ hi haura` un interval dins de [0, 1] en que` una
de les funcions de Haar e´s zero, o be´ una sera` constant i l’altra totalment sime`trica
en l’interval, pel que la integral sera` igualment nul.la.
Per altra banda, sigui f ∈ L2([0, 1]), suposem 〈f,Hnk 〉 =
∫ 1
0
f(t)Hnk dt = 0 ∀n, k.
Si definim Jnj ≡
∫ j+1
2n
j
2n
f(t)dt, per a j = 0, 1, . . . , 2n − 1 llavors, per n ≥ 1:
0 = 〈f,Hn1 〉 =
∫ 1
2n
0
f(t)2
n−1
2 dt+
∫ 2
2n
1
2n
f(t)(−2)n−12 dt = 2n−12 (Jn0 −Jn1 ) =⇒ Jn0 = Jn1 .
Ana`logament e´s fa`cil comprovar que 〈f,Hnk 〉 = 0 =⇒ Jnk−1 = Jnk . Pero` tambe´, si
ara considerem n− 1:
0 = 〈f,Hn−11 〉 =
∫ 1
2n−1
0
f(t)2
n−2
2 dt+
∫ 2
2n−1
1
2n−1
f(t)(−2)n−22 dt = 2n−22 (Jn−10 − Jn−11 )
= 2
n−2
2 (Jn0 + J
n
1 − Jn2 − Jn3 ) =⇒ 2Jn0 = 2Jn2 =⇒ Jn0 = Jn1 = Jn2 = Jn3 .
Per tant altra vegada es pot comprovar que 〈f,Hn−1k 〉 = 0 =⇒ Jnk−1 = Jnk =
Jnk+1 = J
n
k+2. Per n − 2 tindr´ıem vuit igualtats, i aix´ı recursivament fins a obtenir
que ∀j, Jnj = Jn0 . Ara, utilitzant tambe´ que 0 = 〈f,H01 〉 per hipo`tesis, tindrem:∫ 1
0
f(t)dt =
2n−1∑
j=0
Jnj = 2
nJn0 = 0 =⇒ Jn0 = 0 =⇒ Jnj = 0 ∀j.
Aleshores
∫ b
a
f(t)dt = 0 per a tots els nombres racionals dia`dics a, b ∈ [0, 1]. Com
que l’a`lgebra generada per aquests intervals genera al seu torn la σ-a`lgebra de Borel,∫
A
f(t)dt = 0 per a tot A ∈ B([0, 1]) =⇒ f = 0 i per tant la base e´s completa. 
Figura 2: Alguns exemples de funcions de Haar. Font: pro`pia
(representat amb Python).
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D’aquesta forma, qualsevol f ∈ L2([0, 1]) pot expressar-se com a combinacio´
lineal de la base amb els coeficients com les projeccions:
f =
∞∑
n=0
∑
k∈In
〈f,Hnk 〉Hnk .
I si tambe´ g ∈ L2([0, 1]) la igualtat de Parseval soste´ 〈f, g〉 =
∞∑
n=0
∑
k∈In
〈f,Hnk 〉〈g,Hnk 〉.
Definim a continuacio´ les funcions de Schauder com les integrals indefinides de
les funcions de Haar, de forma que S01(t) =
∫ t
0
H01 (s)ds = t i per n ≥ 1 :
Snk (t) =
∫ t
0
Hnk (s)ds =

2
n−1
2
(
t− k−1
2n
)
, k−1
2n
≤ t ≤ k
2n
,
2
n−1
2
(
k+1
2n
− t), k
2n
< t ≤ k+1
2n
,
0, en qualsevol altre cas.
(3.1)
Per a cada n, k, t fixades, es compleix que |Snk (t)| ≤ 2−
n+1
2 ja que gra`ficament les
funcions so´n com tendes de ma`xim 2−
n+1
2 a k
2n
i amb zeros a k−1
2n
i k+1
2n
:
Figura 3: Funcio´ de Schauder general. Font: http://wwwf.imperial.
ac.uk/~mdavis/course_material/sp1/BROWNIAN_MOTION.PDF.
Finalment, si apliquem la igualtat de Parseval a f = 1[0,t] i g = 1[0,s] obtenim:
s ∧ t =
∞∑
n=0
∑
k∈In
Snk (t)S
n
k (s). (3.2)
3.2.2 Recursio´ i interpolacio´ de processos normals
Construccio´ en [0,1]
Per cada n = 0, 1, . . . el conjunt de punts dia`dics e´s Dn = { j2n ; j = 0, 1, . . . , 2n} i
compleix per a n ≥ 1 que Dn = Dn−1 ∪ { k2n ; k ∈ In} amb D0 = {0, 1}. Considerem{Nnk , k ∈ In, n = 0, 1, . . . } com una famı´lia de variables aleato`ries independents
amb llei N (0, 1) i definides en un espai de probabilitat (Ω,F , P ).
Aleshores per cada n ≥ 0 definim un proce´s Bn = {Bnt , 0 ≤ t ≤ 1} de manera
que els valors en el conjunt finit de punts dia`dics queden fixats per recursio´, i per
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interpolacio´ lineal en la resta de valors de l’interval [0, 1]. Usarem indistintament
Nnk i N
n
k (ω) on ω ∈ Ω (i tambe´ Bnt i Bnt (ω)). La idea e´s la segu¨ent:
(i) Per n = 0, D0 = {0, 1}. Definim B00 = 0 i B01 = N01 , i per interpolacio´ lineal
llavors B0t = tN
0
1 amb t ∈ [0, 1].
(ii) Per n ≥ 1, conservem els valors dels conjunts dia`dics que haurem definit
anteriorment, e´s a dir per d ∈ Dn−1, fixem Bnd = Bn−1d (que e´s el mateix que
escriure d = k±1
2n
∀k ∈ In). Aleshores els punts que falten de Dn\Dn−1 =
{ k
2n
; k ∈ In} els definim com:
Bnk
2n
=
1
2
(
Bn−1k−1
2n
+Bn−1k+1
2n
)
+
1
2
n+1
2
Nnk , (3.3)
on tots els termes que hi participen ja hauran estat definits. Obtindrem doncs
tots els Bnd amb d ∈ Dn, i nome´s ens caldra` interpolar linealment en cada
interval.
D’aquesta manera veiem que a cada pas s’afegeixen components aleatoris de
variables normals per tal de tenir definits tots els punts en el conjunt dia`dic pertinent
i despre´s poder interpolar-los. Per a fer la construccio´ me´s visual, representem uns
esquemes dels tres primers passos i l’u´ltim a la Figura 4.
Fent u´s de les funcions de Schauder, clarament B0t = tN
0
1 = S
0
1(t)N
0
1 , i per
induccio´ en n es pot comprovar (fet a l’ape`ndix C) que podem expressar les Bnt
interpolades com una combinacio´ lineal d’aquestes funcions (n ≥ 0 i ω ∈ Ω):
Bnt (ω) =
n∑
m=0
∑
k∈Im
Nmk (ω)S
m
k (t). (3.4)
Exemple 3.6. Fem me´s expl´ıcit el cas n = 1 (k = 1) perque` sigui me´s entenedor.
Com que D1 = {0, 12 , 1}, conservem els punts 0, 1 ∈ D0 de forma que B10 = B00 = 0
i B11 = B
0
1 = N
0
1 . El punt de D1\D0 = {12 = k2n} el definim com:
B11/2 =
1
2
(B00 +B
0
1) +
1
2
N11 =
1
2
(N01 +N
1
1 ).
Per tant interpolant linealment entre aquests tres punts, i amb les definicions de les
funcions de Schauder en cada interval, tindrem:
• Si t ∈ [0, 1
2
]: B1t =
B1
1/2
−B10
1/2−0 t+B
1
0 = 2B
1
1/2t = N
0
1 t+N
1
1 t = N
0
1S
0
1 +N
1
1S
1
1 .
• Si t ∈ [1
2
, 1]: t−1
1/2
=
B1t−B11
B11−B11/2
=⇒ B1t = 2(t − 1)(N01 − 12(N01 + N11 )) + N01 =
tN01 + (1− t)N11 = N01S01 +N11S11 .
Obtenint aix´ı la fo´rmula (3.4) per n = 1. Els ca`lculs per n = 2 en tots els intervals
corresponents i la demostracio´ del cas general per induccio´ es pot trobar a l’ape`ndix.
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Figura 4: Processos de construccio´ de la sequ¨e`ncia Bn en t ∈ [0, 1] per a les n indi-
cades en cada cas. En la primera figura la l´ınia discont´ınua fa refere`ncia al cas n = 0
i per tant a (i). Notem tambe´ que per a n = 3 ens falta indicar la separacio´ de B33/8
que e´s N33/4 i la de B
3
7/8 que e´s N
3
7/4. Font: Base dels gra`fics obtinguts de https://
www.stat.ncsu.edu/people/bloomfield/courses/ma547/slides/AE-03-2.pdf i ano-
tacions pro`pies.
L´ımit com a moviment Brownia`
Un cop tenim la construccio´ de les sequ¨e`ncies Bn, ara cal que demostrem que el
l´ımit uniforme e´s un moviment Brownia`. Donem primer un resultat d’ana`lisi que
farem servir posteriorment.
Lema 3.7. Si (fn)n e´s una successio´ de funcions cont´ınues de S ⊂ R a R que
convergeixen uniformement a f : S −→ R, aleshores f tambe´ e´s cont´ınua.
Demostracio´. Hem de veure que ∀x ∈ S i  > 0, ∃δ > 0 tal que |f(x)− f(y)| < 
si |x− y| < δ, amb y ∈ S.
Com que fn −→ f uniformement en S, aleshores ∃n0 ∈ N tal que ∀n ≥ n0,
|fn(x) − f(x)| < /3 ∀x ∈ S. Tambe´ al ser fn cont´ınua, ∃δ > 0 tal que |fn(x) −
fn(y)| < /3, si |x− y| < δ. Per tant en aquestes condicions tindrem:
|f(x)− f(y)| ≤ |f(x)− fn(x)|+ |fn(x)− fn(y)|+ |fn(y)− f(y)| < 3 
3
= .
I obtenim el que vol´ıem demostrar. 
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Aix´ı doncs ja podem provar el segu¨ent teorema sobre la converge`ncia de les
sequ¨e`ncies Bn.
Teorema 3.8. La sequ¨e`ncia de funcions {Bnt (ω), 0 ≤ t ≤ 1} donada per (3.4)
convergeix uniformement en t q.s. quan n −→∞ a una funcio´ cont´ınua {Bt(ω), 0 ≤
t ≤ 1}.
Demostracio´. Per veure que (Bnt )n≥0 convergeix uniformement en t q.s. utilitza-
rem el resultat que diu que, sigui {cn, n ≥ 0} una successio´ de nombres reals positius
tals que
∑∞
n=0 cn <∞, i {Xn, n ≥ 0} una successio´ de variables aleato`ries que com-
pleixen
∑∞
n=1 P (||Xn −Xn−1|| > cn−1) < ∞, on || · || ≡ sup0≤t≤1 | · |, aleshores Xn
convergeix q.s. ([11] p.132). Aix´ı doncs,
||Bn −Bn−1|| = sup
0≤t≤1
|Bnt −Bn−1t | = sup
0≤t≤1
∣∣∣∣∑
k∈In
Nnk (ω)S
n
k (t)
∣∣∣∣ ≤ 2−n+12 maxk∈In |Nnk (ω)|,
on hem utilitzat a la u´ltima igualtat que sup0≤t≤1 |Snk (t)| = 2−
n+1
2 .
Ara podem escollir cn = 2
−n+2
4 ja que
∑∞
n=0 2
−n+2
4 < ∞ pels criteris de con-
verge`ncia (per exemple el del quocient). Comprovem que el sumatori de les proba-
bilitats de l’esdeveniment ||Bn −Bn−1|| > cn−1 e´s finit.
P
(
||Bn −Bn−1|| > 2−n+14
)
≤ P
(
max
k∈In
|Nnk (ω)| > 2
n+1
4
)
= P
( ⋃
k∈In
{
|Nnk (ω)| > 2
n+1
4
})
≤
∑
k∈In
P
(
|Nnk (ω)| > 2
n+1
4
)
< 2n exp
(
− (2
n+1
4 )2
2
)
= 2ne−2
n−1
2 ,
on en la darrera desigualtat hem utilitzat que el cardinal de k < 2n i que si X ∼
N (0, 1), per a qualsevol a ≥ 1 es te´:
P (|X| > a) = 2P (X > a) = 2√
2pi
∫ ∞
a
e−
x2
2 dx ≤ 2√
2pi
∫ ∞
a
x
a
e−
x2
2 dx =
2
a
√
2pi
e−
a2
2 ,
ja que 1 ≤ x
a
. Fent u´s de 2
a
√
2pi
≤ 1, s’obte´ P (|X| > a) ≤ e−a22 . Per tant, amb els
criteris de converge`ncia de se`ries infinites veiem fa`cilment que:
∞∑
n=1
P
(
||Bn −Bn−1|| > 2−n+14
)
<
∞∑
n=1
2ne−2
n−1
2 <∞.
Llavors pel lema de Borel-Cantelli, si definim An ≡ {||Bn−Bn−1|| > 2−n+14 }, tenim
que P (lim supn→∞An) = 0 o equivalentment, P (lim infn→∞A
c
n) = 1 ([11] p.127).
E´s a dir, ∀ω ∈ lim infn→∞Acn,∃n0(ω) tal que ω ∈ Acn ∀n ≥ n0(ω). Per tant, si
n ≥ n0(ω) tindrem ω ∈ Acn =⇒ ||Bn(ω)−Bn−1(ω)|| ≤ 2−
n+1
4 .
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Aixo` ens diu que la successio´ {Bnt (ω), n ≥ 0} e´s convergent en C([0, 1]) per
a un conjunt de ω de probabilitat 1, i definim en aquest conjunt el l´ımit com
Bt(ω) = limn→∞Bnt (ω). Per tant B
n
t (ω) convergeix uniformement en t q.s.
Finalment ens falta veure que el l´ımit e´s una funcio´ continua. Degut a que per a
cada n, ω la funcio´ Bnt (ω) e´s continua (en tant que les funcions de Schauder tambe´
ho so´n), i que com acabem de provar (Bnt )n convergeix uniformement en t, pel Lema
3.7 el l´ımit Bt tambe´ e´s una funcio´ continua. 
Veiem ara que aquest l´ımit que hem definit e´s, en efecte, un moviment Brownia`.
Teorema 3.9. El proce´s B = {Bt, 0 ≤ t ≤ 1} defineix un moviment Brownia`
indexat per [0, 1] amb trajecto`ries cont´ınues q.s.
Demostracio´. Segons la definicio´ de moviment Brownia` cal provar tres propietats.
En primer lloc, que B segueix una distribucio´ Gaussiana prove´ d’aplicar la fo´rmula
de com varia la densitat per transformacions dels vectors aleatoris {Nnk }, degut a
que Bnt s’expressen com a transformacio´ lineal de les N
n
k (ape`ndix B).
Per provar que e´s centrat n’hi ha prou amb remarcar que B te´ trajecto`ries
cont´ınues (com hem provat al Teorema 3.8), i que a l’estar definit en l’interval
tancat [0, 1] aleshores e´s acotat (tambe´ es pot veure degut a que les funcions de Sc-
hauder i les variables {Nnk }n so´n acotades). Per tant, pel Teorema de la converge`ncia
dominada podrem intercanviar l´ımits i esperances. Aix´ı, E(Bt) = E(limnB
n
t ) =
limnE(B
n
t ) = 0 ∀t ∈ [0, 1] al ser Bnt transformacio´ lineal de variables normals
centrades. I la funcio´ de covara`ncia e´s E(BsBt) = s ∧ t ja que:
E(lim
n
BnsB
n
t ) = lim
n
E(BnsB
n
t ) = lim
n
E
( n∑
m=0
∑
k∈Im
Nmk (ω)S
m
k (s)
∑
k′∈Im
Nmk′ (ω)S
m
k′ (t)
)
= lim
n
n∑
m=0
E
(∑
k∈Im
Nmk (ω)S
m
k (s)
∑
k′∈Im
Nmk′ (ω)S
m
k′ (t)
)
= lim
n
n∑
m=0
∑
k∈Im
Smk (s)S
m
k (t),
on a la u´ltima igualtat hem utlitzat que E[Nmk (ω)N
m
k′ (ω)] = δkk′ degut a la inde-
pende`ncia de les variables normals i a la seva varia`ncia. Per la igualtat de Parseval
(3.2), finalment obtenim s ∧ t, per tant queda provada l’existe`ncia del moviment
Brownia` en t ∈ [0, 1]. 
Extensio´ a R+
Per acabar amb la construccio´ cal obtenir un moviment Brownia` indexat per R+.
Aquest es construeix reescalant el moviment obtingut a [0, 1] i unint una infinitat
de tots aquests processos, com s’intueix a la Figura 5.
Corol.lari 3.10. En un espai de probabilitat (Ω,F , P ), existeix un moviment Brow-
nia` unidimensional esta`ndard B = {Bt, t ≥ 0}.
Demostracio´. Podem considerar una sequ¨e`ncia de moviments Brownians inde-
pendents i amb trajecto`ries cont´ınues indexats per [0, 1], Bm = {Bmt , t ∈ [0, 1]} per
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m ≥ 1, ja que n’hem provada l’existe`ncia en els teoremes anteriors. Llavors definim
recursivament:
Bt =

B1t , 0 ≤ t ≤ 1,
B11 +B
2
t−1, 1 ≤ t < 2
. . . . . . .
m∑
i=1
Bi1 +B
m+1
t−m , m ≤ t < m+ 1.
. . . . . . .
Aquest proce´s e´s Gaussia`, centrat i amb les trajecto`ries cont´ınues en tant que
tots els Bm so´n processos Gaussians, centrats, mu´tuament independents, conti-
nus i limt→mBt = B11 + · · · + Bm1 . Ens falta veure que te´ la funcio´ de covaria`ncia
adequada. Siguin 0 < s < t i s ∈ [i, i+ 1), t ∈ [j, j + 1) amb i ≤ j, cal veure que:
E(BsBt) = E[(B
1
1 + · · ·+Bi1 +Bi+1s−i )(B11 + · · ·+Bj1 +Bj+1t−j )] = s ∧ t = s.
Tenint en compte la independe`ncia dels processos Bm, i que per construccio´ so´n
moviments Brownians, per m1,m2 ≥ 1 E(Bm1t1 Bm2t2 ) = (t1 ∧ t2)δm1m2 . Distingim
doncs dos casos:
(i) Si i = j: E(BsBt) =
∑i
k=1E[(B
k
1 )
2] + E(Bi+1s−iB
i+1
t−i ) = i+ (s− i) = s.
(ii) Si i < j: E(BsBt) =
∑i
k=1E[(B
k
1 )
2] + E(Bi+1s−iB
i+1
1 ) = i + (s − i) = s, ja que
al ser s ∈ [i, i+ 1) llavors s− i < 1.
Per tant el proce´s B = {Bt, t ≥ 0} e´s un moviment Brownia` indexat a tot R+. 
Figura 5: Extensio´ del moviment Brownia` a R+. Font: [2] p.44.
3.3 Propietats de les trajecto`ries
Un cop provada l’existe`ncia del moviment Brownia` i sabent que les seves trajecto`ries
so´n cont´ınues, veiem-ne dues altres propietats que seran importants per la definicio´
de la integral estoca`stica.
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3.3.1 No diferenciabilitat
El teorema sobre la no diferenciabilitat de les trajecto`ries fou originalment anun-
ciat per Paley, Wiener i Zigmund (1933), pero` en donarem una adaptacio´ de la
demostracio´ feta per Dvoretski, Erdo¨s i Kakutani (1961).
Teorema 3.11. Per gairebe´ tot ω ∈ Ω, les trajecto`ries d’un moviment Brownia`
{Bt, t ≥ 0} no so´n enlloc diferenciables.
Demostracio´. E´s suficient provar que les trajecto`ries no so´n diferenciables en cap
t ∈ [0, 1], ja que hem constru¨ıt el moviment Brownia` a tot R+ com a recursio´ d’una
sequ¨e`ncia de moviments Brownians indexats per [0, 1]. Aix´ı doncs, volem veure que
el conjunt N ≡ {ω ∈ Ω;B(·, ω) diferenciable per algun t ∈ [0, 1]}, e´s negligible. De
fet, per la definicio´ d’ana`lisi de diferenciabilitat,
N =
{
ω ∈ Ω;∃t ∈ [0, 1],M, k ∈ N t.q. ∀s ∈
[
t, t+
1
k
]
, |Bs(ω)−Bt(ω)| ≤M |s− t|
}
.
Suposem que fixada ω ∈ N existeixen t,M, k tals que compleixen la hipo`tesi de
diferenciabilitat, i ens cal veure que P (N) = 0 per tal que les trajecto`ries no siguin
enlloc diferenciables. N’hi haura` prou doncs trobant un conjunt N˜ que contingui N
i sigui de probabiliat nul.la. Per a fer-ho considerem uns intervals ve¨ıns que tambe´
queden descrits sota la hipo`tsi de diferenciabilitat i tals que la seva interseccio´ ens
donara` el conjunt que busquem.
Sigui un enter n ≥ 4k, podem trobar un altre enter i ∈ [1, n] tal que i−1
n
≤ t ≤ i
n
i per tant faci que els intervals [ i
n
, i+1
n
], [ i+1
n
, i+2
n
] i [ i+2
n
, i+3
n
] estiguin tots continguts
a [t, t+ 1
k
], ja que:
i+ j
n
− t ≤ i+ j
n
− i− 1
n
≤ j + 1
n
≤ j + 1
4k
≤ 1
k
(3.5)
es compleix nome´s si j = 0, 1, 2, 3.
Figura 6: Esquema intervals. Font: [2] p.46.
Per tant en els intervals considerats estem dins la hipo`tesi de diferenciabilitat
(degut a (3.5)). Aleshores fent u´s d’aquesta hipo`tesi i la desigualtat triangular, per
a j = 1, 2, 3 es compleix:∣∣B i+j
n
−B i+j−1
n
∣∣ ≤ ∣∣B i+j
n
−Bt
∣∣+ ∣∣Bt −B i+j−1
n
∣∣ ≤M j + 1
n
+M
j
n
= M
2j + 1
n
.
D’aquesta forma, definim el conjunt:
C
(n)
i ≡
3⋂
j=1
{
ω ∈ Ω; ∣∣B i+j
n
(ω)−B i+j−1
n
(ω)
∣∣ ≤M 2j + 1
n
}
,
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i aleshores:
N ⊆ N˜ ≡
⋃
M,k∈N
⋂
n≥4k
n⋃
i=1
C
(n)
i . (3.6)
Ara trobem la probabilitat de N˜ , tot calculant primer la del conjunt C
(n)
i . Degut
a que les variables B i+j
n
(ω)−B i+j−1
n
(ω) so´n independents i amb llei N (0, 1/n):
P (C
(n)
i ) =
3∏
j=1
P
(
|B1/n| ≤M 2j + 1
n
)
=
3∏
j=1
P
(
|B1| ≤
√
nM
2j + 1
n
)
< M
3√
n
M
5√
n
M
7√
n
=
105M3
n3/2
,
on hem utilitzat que, amb el canvi x′ =
√
nx,
P
(|B1/n| ≤ ) = √ n
2pi
∫ 
−
e−
nx2
2 dx =
1√
2pi
∫ √n
−√n
e−
x′2
2 dx′ <
2
√
n√
2pi
<
√
n.
Aleshores:
P
( ⋂
n≥4k
n⋃
i=1
C
(n)
i
)
≤ lim inf
n→∞
n∑
i=1
P (C
(n)
i ) < lim inf
n→∞
n
105M3
n3/2
< lim inf
n→∞
105M3√
n
= 0.
I finalment utilitzant aquest resultat i (3.6), P (N) ≤ P (N˜) = 0 =⇒ P (N) = 0.
D’aquesta forma queda provat que el conjunt de punts on B(·, ω) e´s diferenciable
e´s negligible. 
De fet, tot i que no ho demostrarem, modificant una mica el raonament anterior
encara en podr´ıem donar un resultat me´s fort ([10] p.17), que diu que les trajecto`ries
d’un moviment Brownia` {Bt, t ≥ 0} no so´n enlloc γ-Ho¨lder cont´ınues amb γ ∈ (12 , 1],
mentre que s´ı que ho so´n per γ ∈ (0, 1
2
). Aixo` implica la no diferenciabilitat de les
trajecto`ries (cas γ = 1).
3.3.2 Variacio´ quadra`tica finita
Que la variacio´ quadra`tica del moviment Brownia` sigui finita e´s important pel desen-
volupament del ca`lcul infinitessimal, principalment en les regles de Itoˆ.
Teorema 3.12. Sigui {Bt, t ≥ 0} un moviment Brownia`, considerem una successio´
de particions de l’interval [0, T ] com {Πn}n≥1 amb Πn = {tn0 = 0 ≤ tn1 ≤ · · · ≤ tnkn =
T} i tal que |Πn| = supj(tnj − tnj−1) −−−→
n→∞
0. Definim l’increment ∆jB = Btnj −Btnj−1
per j = 1, . . . , kn. Aleshores la sequ¨e`ncia {
∑kn
j=1(∆jB)
2, n ≥ 1} convergeix en L2 a
la variable T.
Demostracio´. Hem de veure que limn→∞
∑kn
j=1(∆jB)
2 = T en L2, e´s a dir que
lim
n→∞
E
[( kn∑
j=1
(∆jB)
2 − T
)2]
= 0.
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Per un n fixat, definim ∆jt = t
n
j−tnj−1 per j = 1, . . . , kn de forma que
∑kn
j=1 ∆jt = T .
Fixem-nos que les variables (∆jB)
2−∆jt so´n independents (en tant que el moviment
Brownia` te´ increments independents) i centrades, perque` per definicio´ de la funcio´
de covaria`ncia, E[(∆jB)
2 −∆jt] = E(B2tnj − 2BtnjBtnj−1 + B2tnj−1 − tnj + tnj−1) = tnj −
2tnj−1 + t
n
j−1 − tnj + tnj−1 = 0. Aleshores al fer el quadrat del sumatori, nome´s so´n no
nuls els termes d’igual j i podem entrar el quadrat dins:
E
[( kn∑
j=1
(∆jB)
2 − T
)2]
= E
[( kn∑
j=1
(
(∆jB)
2 −∆jt
))2]
=
kn∑
j=1
E
[(
(∆jB)
2 −∆jt
)2]
=
kn∑
j=1
E
[
(∆jB)
4 − 2(∆jB)2∆jt+ (∆jt)2
]
=
kn∑
j=1
[
3(∆jt)
2 − 2(∆jt)2 + (∆jt)2
]
= 2
kn∑
j=1
(∆jt)
2
≤ 2 sup
j
|∆jt|
kn∑
j=1
(∆jt) = 2|Πn|T −−−→
n→∞
0.
On per calcular els moments de les variables ∆jB hem utlitzat que, sigui una
variable normal X ∼ N (0, σ2) i p ∈ N:
E[Xp] =
1√
2piσ2
∫ ∞
−∞
xpe−
x2
2σ2 dx =
1√
2piσ2
2
Γ(p+1
2
)
( 1
2σ2
)2(
p+1
2
)
=
√
2p
pi
σpΓ
(p+ 1
2
)
,
essent Γ la funcio´ Gamma. Aix´ı doncs, per les variables ∆jB, que pel fet de ser in-
crements d’un moviment Brownia` tenen varia`ncia ∆jt = σ
2, i utilitzant la propietat
Γ(m+ 1
2
) = 1·3·5...(2m−1)
2m
√
pi per m enter positiu, tindrem:
E[(∆jB)
4] =
√
16
pi
(∆jt)
2 3
4
√
pi = 3(∆jt)
2,
E[(∆jB)
2] =
√
4
pi
(∆jt)
1
2
√
pi = ∆jt.
D’aquesta forma queda provada la converge`ncia en L2. 
Corol.lari 3.13. El moviment Brownia` te´ variacio´ infinita.
Demostracio´. Suposant que te´ variacio´ finita, V ≡ supn
∑kn
j=1 |∆jB| < ∞, ales-
hores tindr´ıem
kn∑
j=1
(∆jB)
2 ≤ sup
j
|∆jB|
kn∑
j=1
|∆jB| ≤ V sup
j
|∆jB| −−−→
n→∞
0.
I aixo` contradiu la converge`ncia en L2 de la variacio´ quadra`tica cap a T . 
E´s interessant notar que de fet, per a alguns casos la converge`ncia e´s quasi segura,
pero` no en donarem la demostracio´ ([10] p.20). A partir d’aqu´ı tenim ja tots els
ingredients per entrar al ca`lcul estoca`stic del moviment Brownia`.
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4 Ca`lcul estoca`stic
En disciplines com en la f´ısica o matema`tica financera, hi ha molts feno`mens que
es poden explicar seguint un moviment Brownia`, aix´ı que les equacions diferencials
estoca`stiques (SDE) regides per aquest proce´s so´n un important objecte d’estudi.
Sigui l’equacio´ diferencial ordina`ria d’un proce´s Xt tal que dXt/dt = f(t,Xt) amb
condicio´ inicial X0 = x0 (prenem t0 = 0 sense pe`rdua de generalitat), podem
introdu¨ır pertorbacions aleato`ries al sistema (soroll Gaussia`) tot definint l’objecte:
dXt
dt
= f(t,Xt) + σ(t,Xt)ξt,
on σ i f funcions de t,Xt definides en el mateix espai de probabilitat que ξt, que
idealment e´s un proce´s continu, estrictament estacionari, centrat i tal que si t1 6= t2,
ξt1 i ξt2 so´n independents. Un proce´s amb aquestes propietats no existeix ([9] p.21),
pero` alternativament podem definir-ho introduint dBt:
dXt = f(t,Xt)dt+ σ(t,Xt)dBt,
on Bt e´s un moviment Brownia`. Com que les trajecto`ries de Bt no so´n diferenciables,
la interpretacio´ d’aquesta equacio´ s’ha d’entendre sempre en el marc de la forma
integral Xt = x0 +
∫ t
0
f(s,Xs)ds+
∫ t
0
σ(s,Xs)dBs. Per resoldre l’equacio´, recordem
com ve´nen definides les integrals a trossos de Riemann-Stieltjes i veiem que e´s
impossible definir la integral estoca`stica (respecte el moviment Brownia`) a trossos.
Integracio´ de Riemann-Stieltjes
Considerem una successio´ de particions de l’interval [0, T ] com {Πn}n≥1 amb Πn =
{tn0 = 0 ≤ tn1 ≤ · · · ≤ tnkn = T} i tal que |Πn| = supj(tnj − tnj−1) −−−→n→∞ 0, i
sigui la successio´ de punts intermitjos {σn}n≥1 amb σn = {snj |tnj ≤ snj ≤ tnj+1, j =
0, . . . , kn − 1}. Si f i g so´n dues funcions en [0, T ], la integral de Riemann-Stieltjes
ve donada per: ∫ t
0
fdg = lim
n→∞
kn−1∑
j=0
f(snj−1)(g(t
n
j+1)− g(tnj )),
que existeix si f e´s cont´ınua i g te´ variacio´ finita, e´s a dir, supn
∑kn−1
j=0 (g(t
n
j+1) −
g(tnj )) < ∞. Per tant, com que sabem que les trajecto`ries del moviment Brownia`
tenen variacio´ infinita en qualsevol interval finit (demostrat al Corol.lari 3.13), e´s
impossible definir la integral
∫ t
0
σ(s,Xs)dBs a trossos com una integral de Riemann-
Stieltjes.
Per aquest motiu necessitem un nou enfoc, que sera` el ca`lcul d’Itoˆ, per tal de
poder constru¨ır la integral
∫ t
0
XtdBt (anomenada integral d’Itoˆ) d’un integrand Xt
(que compleix certes condicions de mesurabilitat i integrabilitat que veurem me´s
endavant) respecte el moviment Brownia`. Es fa amb un procediment probabil´ıstic
tenint en compte totes les ω ∈ Ω i fent que es compleixin les propietats d’una
integral. De forma me´s general, es pot donar una interpretacio´ de
∫ t
0
XsdMs on
Mt e´s una martingala cont´ınua i de quadrat integrable, pero` no hi entrarem ja que
queda fora de l’abast d’aquest treball.
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4.1 Construccio´ de la integral d’Itoˆ
Considerem al llarg de tota la seccio´ un moviment Brownia` B = {Bt, t ≥ 0} definit
a (Ω,F , P ), i adaptat a una filtracio´ {Ft, t ≥ 0}. Com hem dit abans, la construccio´
de la integral d’Itoˆ es fa per integrands que so´n processos estoca`stics que compleixen
unes certres condicions. En particular, pertanyen al segu¨ent conjunt.
Definicio´ 4.1. L2a,T e´s el conjunt de processos h = {ht, t ∈ [0, T ]} tals que:
1. Estan adaptats i so´n mesurables en (t, ω), e´s a dir, (t, ω) −→ ht(ω) e´s mesu-
rable en [0, T ]× Ω respecte la σ-a`lgebra producte B([0, T ])⊗F ,
2. So´n de quadrat integrable E
(∫ T
0
h2tdt
)
=
∫ T
0
E(h2t )dt <∞.
Per tant els h com a funcions de dues variables so´n elements de l’espai de Hilbert
L2([0, T ] × Ω) amb norma ||h||L2a,T =
( ∫ T
0
E(h2t )dt
)1/2
. Per tal de constru¨ır la
integral, el que volem e´s un operador lineal I que satisfaci les condicions d’isometria
i linealitat:
I : L2a,T → L2(Ω,F , P )
h 7→ I(h) =
∫ T
0
htdBt,
on, de la mateixa forma que Bt depe`n de ω, el proce´s ht tambe´ dependra` de la
mateixa ω i de la informacio´ disponible fins l’instant de temps t.
4.1.1 Processos simples
En realitat es definira` la integral d’un proce´s h ∈ L2a,T com el l´ımit en mitjana
quadra`tica de la integral d’un proce´s simple (o d’escala), que e´s constant en t en
cada subinterval de [0, T ]. Definim primer aquests processos.
Definicio´ 4.2. Un proce´s u ∈ L2a,T es diu que e´s simple si ve donat per ut =∑n
j=1 uj1[tj−1,tj)(t) amb 0 = t0 ≤ t1 ≤ · · · ≤ tn = T i uj, j = 1, . . . , n variables
aleato`ries Ftj−1-mesurables i de quadrat integrable. Denotem per ST ⊂ L2a,T el
conjunt d’aquests processos.
Figura 7: Exemple de proce´s simple. Font: [12] p.127.
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En aquest cas doncs tenim:∫ T
0
utdBt =
n∑
j=1
uj(Btj −Btj−1) , (4.1)
que esta` ben definida ja que compleix les propietats de la segu¨ent Proposicio´.
Proposicio´ 4.3. Siguin u, u˜ ∈ ST i a, b ∈ R es compleix:
(i) Isometria d’Itoˆ: E
[( ∫ T
0
utdBt
)2]
= E
( ∫ T
0
u2tdt
)
.
(ii) Lineatitat:
∫ T
0
(aut + bu˜t)dBt = a
∫ T
0
utdBt + b
∫ T
0
u˜tdBt.
(iii) Centrada: E
( ∫ T
0
utdBt
)
= 0.
Demostracio´. Definim ∆jB ≡ Btj −Btj−1 i provem cada propietat per separat:
(i) Substituint la fo´rmula (4.1) i desenvolupant el quadrat del sumatori, tenim
E
[( ∫ T
0
utdBt
)2]
= E
[∑n
j=1 u
2
j(∆jB)
2
]
+ E
[
2
∑
i<j ujui(∆jB)(∆iB)
]
. Com
que ∆jB e´s independent de Ftj−1 per definicio´ del moviment Brownia` (incre-
ments independents) i uj e´s Ftj−1-mesurable, tindrem que u2j i (∆jB)2 so´n
independents, i per i < j, ujui(∆jB) i ∆iB tambe´ ho so´n. Per tant:
E
[(∫ T
0
utdBt
)2]
=
n∑
j=1
E(u2j)E[(∆jB)
2] + 2
∑
i<j
E[ujui(∆jB)]E[(∆iB)]
=
n∑
j=1
E(u2j)(tj − tj−1) =
∫ T
0
E(u2t )dt = E
(∫ T
0
u2tdt
)
,
on hem fet servir les propietats del moviment Brownia` E[(∆jB)
2] = tj− tj−1 i
E[(∆iB)] = 0, i que al ser ut constant en cada interval [tj−1, tj) es pot convertir
el sumatori en integral.
(ii) Ambdo´s u i u˜ no tenen perque` estar definits en els mateixos intervals, pero`
podem prendre’n la seva interseccio´ i considerar ut =
∑n
j=1 uj1[tj−1,tj)(t) i
u˜t =
∑n
j=1 u˜j1[tj−1,tj)(t). Llavors:∫ T
0
(aut + bu˜t)dBt =
n∑
j=1
(auj + bu˜j)(∆jB) = a
n∑
j=1
uj(∆jB) + b
n∑
j=1
u˜j(∆jB)
= a
∫ T
0
utdBt + b
∫ T
0
u˜tdBt.
(iii) Finalment com que uj i ∆jB so´n independents i aplicant la definicio´ de la
integral, tenim:
E
(∫ T
0
utdBt
)
= E
[ n∑
j=1
uj(∆jB)
]
=
n∑
j=1
E(uj)E[(∆jB)] = 0.

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4.1.2 Sequ¨e`ncia de processos simples
Un cop definida la integral per processos simples, ara cal definir-la per processos
me´s generals de L2a,T . De fet, aixo` e´s possible degut a un resultat ba`sic d’ana`lisi
funcional, que diu que un operador lineal definit en un espai X (en el nostre cas ST )
i que pren valors a L2(Ω,F , P ), es pot extendre de manera u´nica a l’espai complet
X (ST = L2a,T ) i preservant la norma. El segu¨ent lema e´s clau per demostrar que ST
e´s dens en L2a,T i per a la construccio´ de la integral (se’n pot trobar la demostracio´
a [10] p.31, [6] p.191).
Lema 4.4. Per qualsevol h ∈ L2a,T existex una sequ¨e`ncia de processos simples
(u(n))n≥1 ⊂ ST tal que convergeixen a h, e´s a dir que compleixen:
lim
n→∞
E
(∫ T
0
|u(n)t − ht|2dt
)
= 0. (4.2)
La idea de demostracio´ e´s que el proce´s simple que aproxima a l’integrand h
es pot constru¨ır triant una particio´ {tnj = jTn , j = 1, . . . , n}n≥1, i definint a cada
subinterval [tj−1, tj) el valor constant del proce´s simple uj com htj−1 . Al fer que
el salt entre intervals tendeixi a zero, tindrem la converge`ncia a h (formalment
s’utilitza el teorema de la converge`ncia dominada). Tot i aixo`, per a aquesta tria
de u(n) cal que les trajecto`ries de h estiguin acotades i siguin cont´ınues, aix´ı que la
prova e´s me´s complexa si h no te´ aquestes propietats. Notem que la sequ¨e`ncia u(n)
no e´s u´nica.
Figura 8: Exemple de moviment Brownia` aproximat per
processos simples. Font: [12] p.135.
En aquest cas, tindrem que la integral d’Itoˆ e´s el l´ımit en mitjana quadra`tica de
la integral per processos simples donada en (4.1):
I(h)u ≡
∫ T
0
htdBt = L
2 − lim
n→∞
∫ T
0
u
(n)
t dBt . (4.3)
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Per tal de veure que e´s una bona definicio´ d’integral, cal comprovar que el l´ımit
existeix i que no depe`n de l’aproximacio´ de processos simples:
1. El l´ımit existeix : Cal veure que
∫ T
0
u
(n)
t dBt e´s una sequ¨e`ncia de Cauchy en L
2
i que per tant e´s convergent:
E
[(∫ T
0
u
(n)
t dBt −
∫ T
0
u
(m)
t dBt
)2]
= E
(∫ T
0
∣∣u(n)t − u(m)t ∣∣2dt)
= E
(∫ T
0
∣∣u(n)t − ht + ht − u(m)t ∣∣2dt)
≤ 2E
(∫ T
0
∣∣u(n)t − ht∣∣2dt)+ 2E(∫ T
0
∣∣u(m)t − ht∣∣2dt) −−−−→
n,m→∞
0,
on hem utilitzat la propietat d’isometria provada a la Proposicio´ 4.3, la desi-
gualtat triangular i el Lema 4.4.
2. Esta` ben definida: Siguin dues sequ¨e`ncies de processos simples (u(n))n i (u˜
(n))n
que aproximen el mateix proce´s h, veiem que la integral coincideix. De manera
ana`loga al que acabem de provar tindrem que:
lim
n→∞
E
[(∫ T
0
u
(n)
t dBt −
∫ T
0
u˜
(n)
t dBt
)2]
= 0 =⇒ I(h)u = I(h)u˜,
on I(h)u ve definit com en (4.3). 
Proposicio´ 4.5. Siguin h, h˜ ∈ L2a,T i a, b ∈ R es tenen les segu¨ents propietats:
(i) Isometria d’Itoˆ: E
[( ∫ T
0
htdBt
)2]
= E
( ∫ T
0
h2tdt
)
.
(ii) Linearitat:
∫ T
0
(aht + bh˜t)dBt = a
∫ T
0
htdBt + b
∫ T
0
h˜tdBt.
(iii) Centrada: E
( ∫ T
0
htdBt
)
= 0.
Demostracio´. E´s directe utilitzant sequ¨e`ncies de ST que aproximen h i h˜ i els
resultats de la Proposicio´ 4.3. I de fet e´s imprescindible que la isometria d’Itoˆ es
preservi per tal que tambe´ ho faci la norma. 
Exemple 4.6. L’exemple me´s senzill i famo´s e´s la integracio´ del propi moviment
Brownia` respecte ell mateix. Si Bt fos diferenciable amb dBt = B˙tdt, seguint les
regles d’integracio´ ordina`ries esperar´ıem tenir:∫ T
0
BtdBt =
∫ T
0
BtB˙tdt =
1
2
∫ T
0
∂t(B
2
t )dt =
1
2
B2T (procediment incorrecte),
pero` com que les trajecto`ries de Bt no so´n diferenciables enlloc, veiem que aixo`
no e´s aix´ı. Si considerem una sequ¨e`ncia de particions de [0, T ] com {tnj = jTn , j =
1, . . . , n}n≥1, i al ser les trajecto`ries de Bt cont´ınues, podem escollir la sequ¨e`ncia de
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processos simples u
(n)
t =
∑n
j=1Btnj−11[tnj−1,tnj )(t). Veiem que es compleix la condicio´
de converge`ncia (4.2):
E
(∫ T
0
|u(n)t −Bt|2dt
)
= E
( n∑
j=1
∫ tnj
tnj−1
|Btnj−1 −Bt|2dt
)
=
n∑
j=1
∫ tnj
tnj−1
E(|Btnj−1 −Bt|2)dt
=
n∑
j=1
∫ tnj
tnj−1
(t− tnj−1)dt
=
n∑
j=1
1
2
(tnj − tnj−1)2 =
1
2
n∑
j=1
(
T
n
)2
=
T 2
2n
−−−→
n→∞
0.
Llavors la integral del proce´s simple sera`, fent u´s de (4.1) i utilitzant la identitat
a(b− a) = 1
2
(b2 − a2)− 1
2
(a− b)2:∫ T
0
u
(n)
t dBt =
n∑
j=1
Btnj−1(Btnj −Btnj−1) =
1
2
n∑
j=1
(B2tnj −B
2
tnj−1
)− 1
2
n∑
j=1
(Btnj −Btnj−1)2
=
1
2
B2T −
1
2
n∑
j=1
(Btnj −Btnj−1)2.
I finalment, amb el Teorema 3.12 que diu que {∑nj=1(∆jB)2, n ≥ 1} convergeix en
L2 a la variable T, tindrem que:∫ T
0
BtdBt = L
2 − lim
n→∞
(
1
2
B2T −
1
2
n∑
j=1
(Btnj −Btnj−1)2
)
=
1
2
(B2T − T ).
Podr´ıem fer altres ca`lculs amb diferents integrands, per exemple∫ T
0
tdBT = TBT −
∫ T
0
Btdt (4.4)∫ T
0
B2t dBt =
1
3
B3T −
∫ T
0
Btdt (4.5)
es poden trobar a la refere`ncia [1] p.214, pero` inclu´s en el que hem il.lustrat ja es
veu que, tot i ser l’exemple me´s senzill, ens porta forc¸a feina de ca`lcul. Per tant la
definicio´ que tenim fins aleshores d’integral d’Itoˆ no e´s molt pra`ctica i es preferira`
utilitzar la fo´rmula del canvi de variable que presentarem me´s endavant.
Integral indefinida com a martingala
Definicio´ 4.7. Sigui h ∈ L2a,T i t ∈ [0, T ], el proce´s h1[0,t] = {hs1[0,t](s)}0≤s≤T
tambe´ pertany a L2a,T . Aleshores la integral d’Itoˆ indefinida, que compleix totes les
propietats anteriorment esmentades, es defineix per It(h) ≡ I(h1[0,t]):
It(h) =
∫ t
0
hsdBs =
∫ T
0
hs1[0,t](s)dBs.
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Proposicio´ 4.8. El proce´s estoca`stic {It(h)}0≤t≤T e´s una martingala.
Demostracio´. Sigui u ∈ ST tal que uξ =
∑n
j=1 uj1[tj−1,tj)(ξ), primer provem que
la integral estoca`stica per aquest proce´s simple e´s una martingala, e´s a dir que
It(u) =
∫ T
0
us1[0,t](s)dBs n’e´s una. Per la Definicio´ 2.13 de martingala caldra` veure:
E(It(u)|Fs) = Is(u),
per a tot 0 ≤ s ≤ t. Aix´ı doncs, considerem la particio´
0 = t0 < t1 < · · · < tk−1 = s < tk < · · · < tm = t < tm+1 < · · · < tn = T,
i denotem ∆jB = Btj − Btj−1 . Llavors us1[0,t](s) =
∑m
j=1 uj1[tj−1,tj)(s) tambe´ e´s
un proce´s simple, i amb la definicio´ de la integral estoca`stica per processos simples
(4.1):
It(u) = I(u1[0,t]) =
m∑
j=1
uj∆jB.
Llavors per la linealitat de l’esperanc¸a condicionada (ape`ndix A propietat (a)),
E(It(u)|Fs) =
∑m
j=1E(uj∆jB|Fs) i podem separar dos casos:
(i) Si j < k: Com que tj ≤ s i uj e´s Ftj−1-mesurable per hipo`tesi de proce´s simple,
per a tots els j tindrem que uj i ∆jB so´n Fs-mesurables. Per les propietats
(b) i (c) de l’ape`ndix tenim:
E(uj∆jB|Fs) = uj∆jB.
(ii) Si j ≥ k: Ara tj > s i per tant s ≤ tj−1 =⇒ Fs ⊆ Ftj−1 , aix´ı que utilizem la
propietat (e):
E(uj∆jB|Fs) = E(E(uj∆jB|Ftj−1)|Fs)
= E(ujE(∆jB|Ftj−1)|Fs)
= E(∆jB)E(uj|Fs) = 0,
ja que uj e´s Ftj−1-mesurable, i ∆jB e´s independent de Ftj−1 (propietats (b),
(c) i (d)), i l’esperanc¸a del moviment Brownia` e´s zero.
D’aquesta manera obtenim que E(It(u)|Fs) =
∑k−1
j=1 uj∆jB = I(u1[0,s]) = Is(u).
Suposem ara que (u(n))n≥1 e´s una sequ¨e`ncia de processos simples que aproximen
1[0,t]h ∈ L2a,T (existeix pel Lema 4.4). Llavors pel que acabem de provar, tenim que
per a tot n:
E(It(u(n))|Fs) = Is(u(n)). (4.6)
Si considerem la sequ¨e`ncia (u(n)1[0,s])n≥1, aquesta aproxima h1[0,s] i per tant:
I(u(n)1[0,s]) L
2−−−→
n→∞
I(h1[0,s]),
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i de la mateixa forma prenent (u(n)1[0,t])n≥1,
I(u(n)1[0,t]) L
2−−−→
n→∞
I(h1[0,t]).
Per tant, prenent l´ımits a banda i banda de (4.6) i fent u´s del Lema A.3 de l’ape`ndix
per a la banda esquerra, obtenim el que busca`vem:
E(I(h1[0,t])|Fs) = I(h1[0,s]) =⇒ E(It(h)|Fs) = Is(h),
i queda provat que {It(h)}0≤t≤T e´s una martingala. 
4.1.3 Extensions i alternatives a la integral d’Itoˆ
Com hem dit a l’inici d’aquesta seccio´, hi ha diferents maneres de constru¨ır la inte-
gral estoca`stica o d’estendre-la per a integrands me´s generals. No hi entrarem massa
ja que queda fora de l’abast d’aquest treball pero` en donarem quatre pinzellades
que resulten interessants.
Per tal de generalitzar la integral d’Itoˆ s’han de relaxar les condicions de me-
surabilitat o integrabilitat. Una manera que e´s u´til per a moviments Brownians
multidimensionals, e´s considerar una filtracio´ Ht me´s extensa que Ft, tal que el mo-
viment Brownia` sigui una martingala respecte a ella i l’integrand hi estigui adaptat.
La integral d’Itoˆ sera` igualment una H-martingala. La segona manera d’estendre
la construccio´, e´s considerar integrands h tals que compleixin la condicio´ 1 de la
Definicio´ 4.1 de L2a,T , pero` enlloc de la 2, P (
∫ T
0
h2tdt < ∞) = 1. Aleshores amb
un procediment ana`leg a l’anterior i processos simples d’aquest nou espai, podr´ıem
acabar definint
∫ T
0
htdBt = P − limn→∞
∫ T
0
u
(n)
t dBt, aix´ı que ara el l´ımit seria en
probabilitat.
Pel que fa a alternatives de la integral d’Itoˆ, la que ha resultat me´s u´til e´s la
de Stratonovich, que consisteix en agafar el punt mig de u de l’interval [tj−1, tj)
enlloc de l’extrem esquerre. Es denota per ◦ i ve donada per:∫ T
0
ht ◦ dBt = L2 − lim
n→∞
n∑
j=1
uj−1 − uj
2
(Btj −Btj−1).
Aquesta i la d’Itoˆ porten a fo´rmules del canvi de variable diferents i per tant les
interpretacions de l’equacio´ diferencial tambe´ diferiran. La de Stratonovich te´ l’a-
vantatge de que amb un canvi de variable obtenim les regles de la cadena usuals
pero` no e´s una martingala, mentre que com hem demostrat la d’Itoˆ s´ı que ho e´s i
per tant els ca`lculs so´n me´s senzills. A me´s, aquest fet de que la d’Itoˆ no depengui
del futur sembla ser una bona rao´ per utilitzar-la en molts casos, com podria ser en
sistemes relacionats amb biologia. Pels propo`sits del treball doncs ens centrem en
la d’Itoˆ.
4.2 Fo´rmula d’Itoˆ
Tambe´ anomenada fo´rmula del canvi de variable, e´s l’ana`leg a la regla de la ca-
dena del ca`lcul diferencial ordinari i e´s una eina crucial per al ca`lcul d’equacions
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diferencials estoca`stiques (SDE), ja que ens permet calcular-ne la solucio´. Prova-
da inicialment per Kyoshi Itoˆ a la de`cada dels 50 pel cas especial de la integracio´
respecte del moviment Brownia`, me´s endavant es va generalitzar per a martingales
i, encara me´s, pel que s’anomenen semimartingales cont´ınues (descomposicio´ d’una
martingala local i un proce´s adaptat amb variacio´ finita), ja que aquestes so´n els
processos me´s amplis respecte dels quals es pot definir la integral d’Itoˆ (i de fet
la de Stratonovich tambe´). No e´s la intencio´ d’aquest treball entrar-hi, pero` qui
n’estigui interessat pot adrec¸ar-se per exemple a [4] i [5]. Aix´ı doncs ens centrarem
en la descripcio´ que va donar-ne Itoˆ.
Definicio´ 4.9. Siguin at i bt processos estoca`stics tals que at esta` adaptat a Ft i
e´s Lebesgue integrable, e´s a dir compleix
∫ T
0
|at|dt < ∞, i bt ∈ L2a,T . Aleshores el
proce´s definit per
Xt = X0 +
∫ t
0
asds+
∫ t
0
bsdBs (4.7)
s’anomena proce´s d’Itoˆ.
En forma diferencial dXt = atdt + btdBt, tot i que aquesta no te´ un significat
matema`tic ben definit, sino´ que sempre s’ha d’entendre en el context de (4.7). Aix´ı
doncs, la motivacio´ principal de la fo´rmula d’Itoˆ sera` entendre els efectes del soroll
blanc (fluctuacions aleato`ries normalment no correlacionades) afegit en equacions
diferencials ordina`ries, com hem introdu¨ıt a l’inici de la seccio´ (on la funcio´ a d’ara
correspondria a f i b a σ).
Exemple 4.10. Veiem doncs que el moviment Brownia` e´s un proce´s d’Itoˆ amb
at = 0 i bt = 1, ja que Bt =
∫ T
0
dBt. Tambe´ podem calcular d(B
2
t ) fent u´s de
l’Exemple 4.6, ja que:∫ T
0
BtdBt =
1
2
(B2T − T ) =⇒ B2T =
∫ T
0
dt+ 2
∫ T
0
BtdBt,
per tant amb at = 1 i bt = 2Bt veiem queB
2
t e´s un proce´s d’Itoˆ i d(B
2
t ) = dt+2BtdBt.
De manera semblant i amb les fo´rmules (4.4) i (4.5) podr´ıem demostrar que tBt i
B3t so´n processos d’Itoˆ, amb at = Bt, bt = t en el primer cas, i at = 3Bt, bt = 3B
2
t
en el segon.
Aquests exemples so´n casos particulars de la fo´rmula d’Itoˆ que presentem a
continuacio´.
Teorema 4.11. Sigui g(t, x) : [0, T ] × R −→ R una funcio´ C1,2 (∂g
∂t
, ∂g
∂x
i ∂
2g
∂2x
cont´ınues) i Xt un proce´s d’Itoˆ donat per (4.7), aleshores el proce´s g(t,Xt) e´s altra
vegada un proce´s d’Itoˆ que compleix:
g(t,Xt) = g(0, X0) +
∫ t
0
∂g
∂s
(s,Xs)ds+
∫ t
0
∂g
∂x
(s,Xs)dXs +
1
2
∫ t
0
∂2g
∂x2
(s,Xs)(dXs)
2
(4.8)
o en forma diferencial:
dg(t,Xt) =
∂g
∂t
(t,Xt)dt+
∂g
∂x
(t,Xt)dXt +
1
2
∂2g
∂x2
(t,Xt)(dXt)
2.
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L’u´ltim terme d’aquesta equacio´ s’anomena correccio´ d’Itoˆ, ja que e´s lu´nic terme
que difereix de les regles de la cadena usuals.
Esbo´s de demostracio´. Veiem primer que e´s un proce´s d’Itoˆ. Fent u´s de dBt·dBt =
dt (per la variacio´ quadra`tica finita 3.12) i degut a que els altres termes de productes
de variacions so´n me´s petits i per tant negligibles (dt · dt = dt · dBt = dBt · dt = 0),
tenim les regles:
× dBt dt
dBt dt 0
dt 0 0
i per tant podem calcular (dXt)
2 = (atdt+ btdBt)
2 = b2tdt. Substituint dXt i (dXt)
2
expressem totes les integrals respecte el moviment Brownia`:
g(t,Xt) = g(0, X0) +
∫ t
0
(∂g
∂s
(s,Xs) +
∂g
∂x
(s,Xs)as +
1
2
∂2g
∂x2
(s,Xs)b
2
s
)
ds
+
∫ t
0
∂g
∂x
(s,Xs)bsdBs, (4.9)
que, en efecte, e´s un proce´s d’Itoˆ tal i com s’ha definit a (4.7), i amb notacio´
diferencial:
dg(t,Xt) =
(∂g
∂t
(t,Xt) +
∂g
∂x
(t,Xt)at +
1
2
∂2g
∂x2
(t,Xt)b
2
t
)
dt+
∂g
∂x
(t,Xt)btdBt.
Ara ens falta demostrar (4.8) (o el seu equivalent (4.9)). Provarem el teorema
en el cas especial de que la funcio´ g i les derivades ∂g
∂t
, ∂g
∂x
i ∂
2g
∂x2
siguin funcions
acotades, i les funcions a i b processos simples i acotats. Aleshores el cas general es
podria demostrar prenent sequ¨e`ncies en n acotades i que convergissin uniformement
a g i les seves derivades, i sequ¨e`ncies de processos simples que convergissin a a i b
(d’una manera semblant a com vam constru¨ır la integral estoca`stica). Per a veure
el procediment de forma me´s detallada (en el cas de que a i b no siguin processos
simples), dirigir-se a [10] p.47.
Considerem una successio´ de particions de l’interval [0, t] com {Πn}n≥1 amb Πn =
{tn0 = 0 ≤ tn1 ≤ · · · ≤ tnkn = t} i tal que |Πn| −−−→n→∞ 0. Definim per j = 1, . . . , kn:
∆jt = t
n
j − tnj−1, ∆jB = Btnj −Btnj−1 ∆jX = Xtnj −Xtnj−1 ,
i siguin a i b processos simples donats com en la Definicio´ 4.2, aleshores
∆jX =
∫ tnj
tnj−1
asds+
∫ tnj
tnj−1
bsdBs = aj
∫ tnj
tnj−1
ds+ bj
∫ tnj
tnj−1
dBs = aj∆jt+ bj∆jB.
Llavors:
g(t,Xt)− g(0, X0) =
kn∑
j=1
[g(tnj , Xtnj )− g(tnj−1, Xtnj−1)]
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i pel desenvolupament de Taylor a cada terme del sumatori de la dreta de la igualtat:
g(t,Xt)− g(0, X0) =
kn∑
j=1
∂g
∂t
∆jt+
kn∑
j=1
∂g
∂x
∆jX +
1
2
kn∑
j=1
∂2g
∂t2
(∆jt)
2
+
kn∑
j=1
∂2g
∂t∂x
(∆jt)(∆jX) +
1
2
kn∑
j=1
∂2g
∂x2
(∆jX)
2 +
kn∑
j=1
Rj,
on totes les derivades estan avaluades al punt (tnj−1, Xtnj−1) (sovint ho ometem per
estalviar-nos notacio´) i Rj ≡ o(|∆jt|2+|∆jX|2). Al l´ımit n→∞, tenim ∆jt→ 0 (ja
que |Πn| −→ 0) i cal provar la converge`ncia terme a terme d’aquest desenvolupament
a les fo´rmules (4.8) i (4.9).
1. Pel que fa al primer terme, degut a que ∆jt =
∫ tnj
tnj−1
ds, llavors el sumatori de
les integrals a cada subinterval es converteix en una u´nica integral:
kn∑
j=1
∂g
∂t
(tnj−1, Xtnj−1)∆jt −−−→n→∞
∫ t
0
∂g
∂s
(s,Xs)ds.
Me´s finament es demostra convertint la integral de la banda dreta a un sumatori
d’integrals definides en cada subinterval [tnj−1, t
n
j ], fent el suprem del mo`dul de la
difere`ncia i veient que tendeix a zero degut a la continu¨ıtat de ∂g
∂t
i del proce´s X.
2. De la mateixa forma el segon terme, ∆jX =
∫ tnj
tnj−1
dXs i aleshores:
kn∑
j=1
∂g
∂x
(tnj−1, Xtnj−1)∆jX −−−→n→∞
∫ t
0
∂g
∂x
(s,Xs)dXs,
que si ho separem en els dos termes de ∆jX i amb ∆jB =
∫ tnj
tnj−1
dBs, llavors:
kn∑
j=1
∂g
∂x
aj∆jt −−−→
n→∞
∫ t
0
∂g
∂x
(s,Xs)asds,
kn∑
j=1
∂g
∂x
bj∆jB −−−→
n→∞
∫ t
0
∂g
∂x
(s,Xs)bsdBs.
Me´s finament (si a i b no fossin simples) es demostra amb la converge`ncia en L2 de
cada terme. Pel primer es fa igual que en 1 aplicant el teorema de la converge`ncia
dominada, i pel segon es prova que l’esperanc¸a del mo`dul al quadrat de la difere`ncia
tendeix a zero. Es fa convertint la integral de la banda dreta en sumatori d’integrals
definides en cada [tnj−1, t
n
j ], aplicant que l’esperanc¸a dels termes creuats del sumatori
sera` 0 degut a la independe`ncia d’intervals disjunts i de que so´n variables centrades,
i finalment s’aplica la isometria de la integral d’Itoˆ juntament amb el teorema de la
converge`ncia dominada.
32
3. Els tercer i quart termes tendeixen a zero degut a que ∆jt −→ 0, i es poden
aplicar raonaments ana`legs als que ve´nen a continuacio´ (veure (4.10) i (4.11)).
4. Pel penu´ltim terme cal veure:
1
2
kn∑
j=1
∂2g
∂x2
(tnj−1, Xtnj−1)(∆jX)
2 −−−→
n→∞
1
2
∫ t
0
∂2g
∂x2
(s,Xs)(dXs)
2.
En primer lloc podem substitu¨ır
(∆jX)
2 = (aj∆jt+ bj∆jB)
2 = a2j(∆jt)
2 + b2j(∆jB)
2 + 2ajbj(∆jt)(∆jB),
i aleshores cal provar els segu¨ents tres l´ımits en la converge`ncia q.s.:
1
2
kn∑
j=1
∂2g
∂x2
a2j(∆jt)
2 −−−→
n→∞
0, (4.10)
kn∑
j=1
∂2g
∂x2
ajbj(∆jt)(∆jB) −−−→
n→∞
0, (4.11)
1
2
kn∑
j=1
∂2g
∂x2
b2j(∆jB)
2 −−−→
n→∞
1
2
∫ t
0
∂2g
∂x2
(s,Xs)b
2
sds. (4.12)
Els dos primers es demostren de manera semblant. Cal veure que l’esperanc¸a del
terme al quadrat e´s nul.la (converge`ncia en L2), aix´ı que per exemple en el primer
cas al fer el quadrat el terme (∆jt)
4 ho fa tendir a zero. Pel que fa al segon:
E
[( kn∑
j=1
∂2g
∂x2
ajbj(∆jt)(∆jB)
)2]
= E
[ kn∑
j=1
(∂2g
∂x2
ajbj(∆jt)(∆jB)
)2]
=
kn∑
j=1
E
[(∂2g
∂x2
ajbj
)2]
(∆jt)
3 −−−→
n→∞
0,
on hem utilitzat que degut a la independe`ncia dels increments del moviment Brownia`
i que so´n centrats, els termes creuats del sumatori al quadrat desapareixen, i tambe´
que E[(∆jB)
2] = ∆jt. Tot plegat tendeix a zero ja que estem sota la hipo`tesis de
que la derivada, a i b so´n acotades, i ∆jt −→ 0. Si a i b no fossin simples es podria
provar la converge`ncia a 0 en L1 tot manipulant les expressions de l’esperanc¸a del
mo`dul de les integrals per tal que al final aparegue´s |Πn|1/2 → 0.
Veiem doncs el tercer l´ımit (4.12). Definim G(t) ≡ ∂2g
∂x2
(t,Xt)b
2
t i tambe´ G(t
n
j−1) =
∂2g
∂x2
(tnj−1, Xtnj−1)b
2
j ≡ Gj (deixem l’´ındex j enlloc de j−1 per analogia amb la definicio´
dels processos simples, ja que el valor que pren b en tnj−1 l’hem definit com bj).
Llavors com que ∫ t
0
G(s)ds =
kn∑
j=1
∫ tnj
tnj−1
Gjds =
kn∑
j=1
Gj∆jt,
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provem la converge`ncia en L2 :
E
[( kn∑
j=1
Gj(∆jB)
2 −
kn∑
j=1
Gj∆jt
)2]
=
kn∑
j=1
E
[
G2j((∆jB)
2 −∆jt)2
]
+ 2
∑
i<j
E
[
Gi((∆iB)
2 −∆it)Gj((∆jB)2 −∆jt)
]
=
kn∑
j=1
E(G2j)E
[
((∆jB)
2 −∆jt)2
]
=
kn∑
j=1
E(G2j)E
[
((∆jB)
4 − 2∆jB∆jt+ (∆jt)2
]
= 2
kn∑
j=1
E(G2j)(∆jt)
2 −−−→
n→∞
0,
on a la segona igualtat hem utilitzat que els termes creuats del sumatori desapa-
reixen degut a la independe`ncia dels increments del moviment Brownia` i a que
E[(∆jB)
2 − ∆jt] = 0, en la tercera que Gj e´s independent de ((∆jB)2 − ∆jt)2 i
finalment, amb un ca`lcul semblant al que vam fer per a la variacio´ quadra`tica finita
del moviment Brownia` (Teorema 3.12), en segueix el resultat de la u´ltima igualtat.
Per tant d’aquesta manera queda provat que
kn∑
j=1
Gj(∆jB)
2 −→
kn∑
j=1
Gj∆jt =
∫ t
0
G(s)ds,
que en efecte e´s el que vol´ıem.
5. Per acabar el terme del residu es pot provar de manera ana`loga a com acabem
de fer, i veur´ıem que
kn∑
j=1
Rj =
kn∑
j=1
o(|∆jt|2 + |∆jX|2) −→ 0.
D’aquesta forma hem vist que terme a terme del desenvolupament de Taylor que
hem fet de g(t,Xt) convergeix a (4.8) al l´ımit a l’infinit, i per tant queda demostrat
el teorema sota les hipo`tesis considerades. 
4.2.1 Fo´rmula d’Itoˆ multidimensional
La fo´rmula d’Itoˆ que acabem de presentar es pot estendre tambe´ en el marc de
moviments Brownians multidimensionals. Considerant Bt = (B
1
t , B
2
t , . . . , B
d
t ), a
i
t i
bijt amb 1 ≤ i ≤ n, 1 ≤ j ≤ d processos estoca`stics que compleixen les condicions de
(4.7), es pot definir el proce´s d’Itoˆ n-dimensional dXt = atdt + btdBt amb notacio´
matricial
dXt =
dX
1
t
...
dXnt
 , at =
a
1
t
...
ant
 , bt =
b
11
t · · · b1dt
...
. . .
...
bn1t · · · bndt
 , dBt =
dB
1
t
...
dBdt
 .
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Teorema 4.12. Sigui
g : [0, T ]× Rn → Rp
(t, x) 7→ (g1(t, x), . . . , gp(t, x))
una funcio´ C1,2 i Xt un proce´s d’Itoˆ n-dimensional, aleshores el proce´s g(t,Xt) e´s
altra vegada un proce´s d’Itoˆ p-dimensional amb cada component 1 ≤ k ≤ p complint
dgk(t,Xt) =
∂gk
∂t
(t,Xt)dt+
n∑
i=1
∂gk
∂xi
(t,Xt)dX
i
t +
1
2
n∑
i,j=1
∂2gk
∂xi∂xj
(t,Xt)dX
i
tdX
j
t ,
on dBit · dBjt = δijdt, dBit · dt = dt · dBit = dt · dt = 0.
La demostracio´ e´s semblant a la del cas unidimensional.
4.3 Teorema d’existe`ncia i unicitat de solucions
Al motivar el ca`lcul estoca`stic a l’inici de la seccio´ hem presentat les equacions
diferencials estoca`stiques, i hem comentat que la fo´rmula d’Itoˆ e´s u´til per a resoldre-
les. Tot i no fer-ne la demostracio´ ja que queda fora de l’abast del treball, e´s
important subratllar el teorema d’existe`ncia i unicitat de les solucions d’una SDE,
per tal de ser conscients de que e´s correcte buscar-ne la solucio´ amb la fo´rmula d’Itoˆ
ja que aquesta existeix. Considerem un moviment Brownia` d-dimensional.
Definicio´ 4.13. Sigui x un vector aleatori n-dimensional independent del moviment
Brownia`, donat el problema de valors inicial
dXt = f(t,Xt)dt+ σ(t,Xt)dBt
X0 = x, (4.13)
amb f : [0, T ] × Rn → Rn i σ : [0, T ] × Rn → Rn×d que sovint es denoten com
f(t, x) = (f i(t, x))1≤i≤n i σ(t, x) = (σij(t, x))1≤i≤n,1≤j≤d. Es diu que el proce´s es-
toca`stic n-dimensional {Xt, t ≥ 0}, mesurable i Ft-adaptat, e´s una solucio´ forta de
(4.13) si es compleix:
(i) El proce´s {f i(s,Xs), s ≥ 0} pertany a L2a,∞ (Definicio´ 4.1 amb T →∞) per a
tot 1 ≤ i ≤ n.
(ii) El proce´s {σij(s,Xs), s ≥ 0} pertany a L1a,∞ per a tot 1 ≤ i ≤ n i 1 ≤ j ≤ d.
(iii) L’equacio´ integral
Xt = x0 +
∫ t
0
f(s,Xs)ds+
∫ t
0
σ(s,Xs)dBs
e´s certa per a tot t ≥ 0 amb probabilitat 1.
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A me´s a me´s, es diu que la solucio´ e´s u´nica si dues solucions fortes X1 i X2 de
(4.13) so´n indistingibles, de forma que P{X1t = X2t,∀t ≥ 0} = 1. El teorema
d’existe`ncia i unicitat diu doncs el segu¨ent:
Teorema 4.14. Si existeix una constant positiva L tal que f i σ satisfan, ∀x, y ∈ Rn
i t ≥ 0:
1. Creixement lineal: supt
(
|f(t, x)|+ |σ(t, x)|
)
≤ L(1 + |x|),
2. Lipschitz en x: supt
(
|f(t, x)− f(t, y)|+ |σ(t, x)− σ(t, y)|
)
≤ L|x− y|.
Aleshores existeix una u´nica solucio´ forta del problema de valors inicial (4.13).
Es pot trobar la demostracio´ per exemple a [10] p.70 o [9] p.69. Aix´ı doncs,
per a les equacions diferencials estoca`stiques complint les condicions 1 i 2 d’aquest
teorema sabrem que sempre existeix solucio´, i podrem fer u´s de la fo´rmula d’Itoˆ per
a trobar-la.
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5 Aplicacio´ en el moviment de part´ıcules en un
fluid
Com hem dit abans, les equacions diferencials estoca`stiques so´n una part central
per a models dina`mics en molts a`mbits, principalment en matema`tica financera i en
f´ısica. Centrant-nos en aquest u´ltim, veiem que les SDE so´n u´tils per modelar tots
els sistemes dina`mics amb soroll, e´s a dir regits per a pertorbacions aleato`ries (dei-
xant de banda efectes qua`ntics o tractant-los com a pertorbacions). Aix´ı, la majoria
de sistemes reals estan sota aquestes condicions, des de dina`miques moleculars fins
a neurodina`miques i objectes astrof´ısics, ja que pra`cticament mai es troben a¨ıllats
de la influe`ncia estoca`stica de l’ambient.
La manera me´s comuna de resoldre les SDE en f´ısica e´s resoldre l’equacio´ de
Fokker-Planck que e´s una equacio´ diferencial parcial que descriu l’evolucio´ tem-
poral de la funcio´ de densitat de probabilitat p(t, x) (normalment de la velocitat
d’una part´ıcula sota la influe`ncia de forces externes). No hi entrarem perque` ens
comportaria un treball sencer, pero` l’analogia amb la definicio´ que hem donat de
processos d’Itoˆ, on dXt = atdt+ btdBt, seria:
∂
∂t
p(t, x) = − ∂
∂x
(atp(t, x)) +
1
2
∂2
∂x2
(b2tp(t, x)), (5.1)
i cal resoldre-la tot coneixent la distribucio´ inicial. En general fent ∂tp = 0 trobarem
la solucio´ estaciona`ria de la densitat de probabilitat.
Tot i aixo`, per una gran majoria de sistemes tambe´ es pot trobar la solucio´
amb les te`cniques de la fo´rmula d’Itoˆ anteriorment presentades. Aixo` e´s el que
farem a continuacio´, per un exemple en concret de SDE que e´s l’anomenat proce´s
d’Ornstein-Uhlenbeck i que me´s endavant compararem amb el moviment Brownia`
esta`ndard i en detallarem l’aplicacio´ al problema f´ısic d’una part´ıcula Browniana
en un fluid (de gran tamany en comparacio´ amb les mole`cules del fluid).
5.1 Proce´s d’Ornstein-Uhlenbeck
Sigui Ut un proce´s estoca`stic, s’anomena d’Ornstein-Uhlenbeck (OU) si la seva
equacio´ diferencial ve donada, de forma general, per
dUt = θ(µ− Ut)dt+ σdBt, (5.2)
on µ ∈ R i θ, σ ∈ R+. Aix´ı doncs, veiem que es tracta d’un proce´s d’Itoˆ tal i com
s’ha donat a (4.7) amb at = θ(µ − Ut) i bt = σ que compleixen les hipo`tesis, i per
tant es satisfa` la fo´rmula d’Itoˆ del Teorema 4.11. Per a trobar la solucio´ es fa u´s
d’aquesta fo´rmula assajant-la amb la funcio´ g(t, x) = xeθt. D’aquesta forma tenim:
∂g
∂t
(t, Ut) = Utθe
θt,
∂g
∂x
(t, Ut) = e
θt,
∂2g
∂x2
(t, Ut) = 0.
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Posant g(0, U0) = u0 i utilitzant doncs (4.9):
g(t, Ut) = Ute
θt = u0 +
∫ t
0
(
Usθe
θs + eθsθ(µ− Us)
)
ds+
∫ t
0
eθsσdBs =
u0 + µθ
∫ t
0
eθsds+ σ
∫ t
0
eθsdBs = u0 + µ(e
θt − 1) + σ
∫ t
0
eθsdBs,
i per tant a¨ıllant Ut trobem:
Ut = u0e
−θt + µ(1− e−θt) + σ
∫ t
0
e−θ(t−s)dBs, (5.3)
on la integral e´s una integral d’Itoˆ ja que s’integra respecte el moviment Brownia`.
Propietats del proce´s
Veiem en primer lloc que Ut segueix una distribucio´ Gaussiana igual que el moviment
Brownia`. Si considerem una particio´ de l’interval [0, t] com {Πn}n≥1 amb Πn =
{tn0 = 0 ≤ tn1 ≤ · · · ≤ tnkn = t} i tal que |Πn| −−−→n→∞ 0, llavors, com que l’integrand
e−θ(t−s) e´s una funcio´ determinista, per la Definicio´ d’integral d’Itoˆ 4.3:∫ t
0
e−θ(t−s)dBs = lim
n→∞
kn∑
j=1
e−θ(t−tj−1)(Btj −Btj−1).
Aquesta doncs segueix una distribucio´ normal ja que la suma de variables aleato`ries
independents i normalment distribu¨ıdes (com so´n Btj −Btj−1) e´s altra vegada nor-
mal, aix´ı com el seu l´ımit a n → ∞. Per tant d’aqu´ı se’n dedueix que Ut, degut a
la seva expressio´ (5.3), segueix una distribucio´ Gaussiana.
Per a caracteritzar el proce´s doncs, simplement caldra` calcular els dos primers
moments (esperanc¸a, covaria`ncia i varia`ncia) i n’obtindrem la seva distribucio´. Aix´ı
doncs, fent u´s de les propietats de la integral d’Itoˆ de la Proposicio´ 4.5, en particular
que e´s centrada, tenim:
E(Ut) = u0e
−θt + µ(1− e−θt) + σE
[ ∫ t
0
e−θ(t−s)dBs
]
= u0e
−θt + µ(1− e−θt) = µ+ (u0 − µ)e−θt. (5.4)
Pel que fa a la covaria`ncia, si suposem que s = s ∧ t ≤ t (el cas t < s e´s ana`leg):
Cov(Us, Ut) = E[(Us − E(Us))(Ut − E(Ut))]
= σ2E
[ ∫ s
0
e−θ(s−ξ)dBξ
∫ t
0
e−θ(t−ξ)dBξ
]
= σ2e−θ(t+s)
(
E
[(∫ s∧t
0
eθξdBξ
)2]
+ E
[ ∫ s
0
eθξdBξ
∫ t
s
eθξdBξ
])
,
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on primer hem substitu¨ıt el resultat de l’esperanc¸a i despre´s hem partit la integral
de 0 a t en dos subintervals definits de [0, s] i de [s, t]. Ara utilizem la propietat
d’isometria de la integral d’Itoˆ pel primer terme, i que les dues integrals que ens
apareixen al segon so´n independents (ja que els intervals so´n disjunts) i centrades,
per tant s’annul.len. Aix´ı doncs:
Cov(Us, Ut) = σ
2e−θ(t+s)E
[ ∫ s∧t
0
e2θξdξ
]
=
σ2
2θ
e−θ(t+s)(e2θ(s∧t) − 1)
=
σ2
2θ
(e−θ|t−s| − e−θ(t+s)). (5.5)
Amb aquest resultat doncs e´s fa`cil trobar la varia`ncia:
V ar(Ut) = Cov(Ut, Ut) =
σ2
2θ
(1− e−2θt). (5.6)
I per tant, tindrem que fixat t, Ut segueix una distribucio´ normal
Ut ∼ N
(
u0e
−θt + µ(1− e−θt), σ
2
2θ
(1− e−2θt)
)
,
amb la qual cosa la densitat de probabilitat de transicio´, si Us = u, e´s:
p(t, u, x) =
√
θ
piσ2(1− e−2θt) exp
{
− θ
σ2
[
(x− µ− (u− µ)e−θt)2
1− e−2θt
]}
,
que e´s la mateixa a la que hague´ssim arribat fent servir l’equacio´ de Fokker-Planck.
Asimpto`ticament si t→∞, aleshores Ut ∼ N
(
µ, σ
2
2θ
)
i:
p(t, u, x) =
√
θ
piσ2
e−θ(x−µ)
2/σ2 ,
aix´ı que e´s un moviment Brownia` reescalat.
5.1.1 Interpretacio´ dels para`metres
Amb els resultats anteriors, podem veure que µ e´s la mitjana asimpto`tica del proce´s,
θ la tende`ncia a retornar a la mitjana (propietat “mean-reverting”), e´s a dir, la in-
tensitat amb que` el proce´s reacciona a pertorbacions (ritme de deca¨ıment o de crei-
xement), i finalment σ2 la intensitat del soroll, similar a la varia`ncia d’un moviment
Brownia`.
El moviment Brownia` no serveix per a modelar el moviment de part´ıcules Brow-
nianes en un fluid ni tampoc molts altres aspectes de la vida real, ja que a la que
t− s va a l’infinit la seva desviacio´ esta`ndard tambe´. Per tant, si eventualment es
dispara tendira` a no retornar mai me´s a valors me´s petits. En canvi, veiem a la
Figura 9 que aixo` no e´s aix´ı pel que fa el proce´s d’OU (o algun altre proce´s amb la
propietat de “mean-reverting”). Per tant, aquest servira` per a fer models molt me´s
acurats de la realitat.
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Figura 9: Simulacio´ de trajecto`ries d’un moviment Brownia` (dalt a l’esquerra) i
simulacio´ d’una trajecto`ria per a tres processos d’OU amb para`metres diferents.
Veiem que en els tres casos el proce´s tendeix cap a la mitjana µ i ho fa me´s
ra`pid quant me´s gran sigui θ. Font: http://michael.orlitzky.com/presentations/
ornstein-uhlenbeck_processes.pdf.
5.2 Aplicacio´ en f´ısica de fluids. Equacio´ de Langevin
Considerem el problema f´ısic que va donar lloc a la descripcio´ matema`tica del
moviment Brownia` que ens ha estat ocupant tota l’estona, el d’una part´ıcula de
massa m (la part´ıcula Browniana) immersa en un fluid compost de mole`cules molt
me´s petites. El moviment de la part´ıcula e´s degut a les col.lisions aleato`ries amb les
mole`cules del fluid, provocades al seu torn per les fluctuacions en la densitat. Com
hem comentat, Einstein va estudiar aquest moviment en [3] des d’un punt de vista
probabil´ıstic, obtenint l’equacio´ diferencial per la densitat de part´ıcules p(t, x):
∂p
∂t
=
1
2
D
∂2p
∂x2
, t > 0,
on D s’anomena coeficient de difusio´. Aquesta te´ la forma d’una equacio´ de Fokker-
Planck (5.1) amb at = 0 i bt =
√
D. Si a l’instant inicial la part´ıcula es troba a
y ∈ R3 (i per tant p(0, y) = δy e´s una Delta de Dirac), aleshores la solucio´ ve donada
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per:
p(t, x) =
1√
2piDt
exp
(
− (x− y)
2
2Dt
)
,
e´s a dir, p e´s la densitat d’una llei N (y,Dt). A me´s a me´s, amb raonaments f´ısics
Einstein (i paral.lelament Smoluchowski) va demostrar que
D =
kBT
γ
,
on kB e´s la constant de Boltzmann (pren el valor de kB = 1, 381 · 10−23JK−1), T
la temperatura del fluid i γ el coeficient de friccio´, que per la llei de Stokes [13]
ve donat per γ = 6piηR amb η la viscositat del fluid i R el radi de la part´ıcula
Browniana. Tot i aixo`, el treball d’Einstein no proporciona una teoria dina`mica del
moviment, sino´ que les primeres formulacions dina`miques so´n degudes a Langevin
i a Ornstein i Uhlenbeck (1930), com veiem a continuacio´.
Per la segona llei de Newton l’equacio´ del moviment de la part´ıcula Browniana
vindra` donada per:
m
dv(t)
dt
= F (t),
on v(t) e´s la velocitat i F (t) la forc¸a instanta`nia exercida sobre ella. A me´s, s’ha
vist experimentalment que la forc¸a es pot descriure amb dues contribucions, una
dominada per la forc¸a de friccio´ que exerceix el fluid (−γv(t)), i l’altra com un
terme estoca`stic degut a les fluctuacions aleato`ries (ξ(t)). Aix´ı doncs, l’equacio´ del
moviment, anomenada equacio´ de Langevin e´s:
m
dv(t)
dt
= −γv(t) + ξ(t).
Considerarem els efectes de la forc¸a estoca`stica com un soroll blanc Gaussia`, e´s a
dir, amb ξ(t) seguint una distribucio´ Gaussiana amb les variables no correlacionades
(blanc), i per tant amb primer i segon moments donats per:
E[ξ(t)] = 〈ξ(t)〉ξ = 0, E[ξ(t1)ξ(t2)] = 〈ξ(t1)ξ(t2)〉ξ = Cδ(t1 − t2),
on C e´s una mesura de la intensitat de la forc¸a que esta` actuant sobre la part´ıcula.
El fet que l’esperanc¸a sigui zero e´s degut a que ja hem restat el terme de la friccio´,
i la delta de Dirac apareix ja que no hi ha correlacio´ entre impactes en diferents
instants de temps. Aixo` s’explica degut a que en un interval de temps petit respecte
l’escala temporal caracter´ıstica del proce´s (la qual veurem que e´s τ = m/γ) hi ha
molt´ıssimes col.lisions, per tant no hi pot haver memo`ria entre elles. Valors t´ıpics
so´n de τ ≈ 10−3s i τs ≈ 10−12s per l’escala ato`mica, aix´ı que per exemple en un
interval petit comparat amb τ , dt = 10−5s hi haura` dt/τs ≈ 107 col.lisions.
Tot i aixo`, com vam comentar a l’inici de la seccio´ 4 de ca`lcul estoca`stic, no e´s
clara la interpretacio´ d’aquesta equacio´ en termes del proce´s estoca`stic ξ(t), pero`
amb les hipo`tesis que hem fet podem posar ξ(t)dt = dBt. Aleshores l’equacio´ de
Langevin e´s
dv(t) = − γ
m
v(t)dt+
1
m
dBt. (5.7)
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Estem a l’espai real tridimensional, pero` en realitat tenim un sistema de 3 equacions
diferencials estoca`stiques unidimensionals desacoblades, ja que podem considerar
cada component (x, y, z en l’espai real) per separat. Per tant, sense pe`rdua de
generalitat, considerem la SDE unidimensional, la qual e´s exactament l’equacio´
diferencial estoca`stica del proce´s d’Ornstein-Uhlenbeck de (5.2) amb v(t) = Ut i
para`metres µ = 0, θ = γ
m
≡ 1
τ
i σ = 1
m
.
Aix´ı doncs, trobem que la velocitat segueix una distribucio´ Gaussiana, i subs-
titu¨ınt a les fo´rmules calculades anteriorment (tenint en compte els moments de
ξ(t) i per tant que ara caldra` multiplicar pel terme C de la intensitat de la forc¸a
al calcular la covaria`ncia), podem trobar la seva expressio´ (5.3), l’esperanc¸a (5.4),
covaria`ncia (5.5) i varia`ncia (5.6) d’aquest proce´s:
v(t) = v0e
−t/τ +
1
m
∫ t
0
e−
(t−s)
τ dBs, E[v(t)] = v0e
−t/τ ,
Cov(v(s), v(t)) =
τC
2m2
(e−
|t−s|
τ − e− (t+s)τ ), V ar(v(t)) = τC
2m2
(1− e− 2tτ ).
Relacionem finalment els resultats amb dos teoremes f´ısics importants.
5.2.1 Teorema de fluctuacio´-dissipacio´
En meca`nica estad´ıstica cla`ssica, el teorema d’equiparticio´ de l’energia relaciona
la temperatura d’un sistema amb les energies de les mole`cules o dels seus cons-
tituents. En el cas particular que ens pertoca (un u´nic grau de llibertat en una
dimensio´), s’expressa tal que a l’equilibri hem de tenir 〈E〉eq = 12m〈v2〉eq = kBT2 ,
aix´ı que 〈v2〉eq = kBT/m. Com que aquest s’ha de complir sempre, podem trobar la
intensitat de la forc¸a aleato`ria ξ(t) que actua sobra la part´ıcula. Calculem primer
〈v(t)2〉 :
〈v(t)2〉 = E[v(t)2] = E[v(t)]2 + V ar(v(t)) = v20e−2t/τ +
τC
2m2
(1− e− 2tτ )
= (v20 −
τC
2m2
)e−
2t
τ +
τC
2m2
,
que per tal que a l’equilibri no pugui dependre del temps, caldra` que el primer terme
s’annul.li i llavors pel teorema d’equiparticio´:
〈v20〉eq =
τC
2m2
=
kBT
m
=⇒ C = 2kBTm
2γ
m2
= 2kBTγ,
resultat que es coneix pel teorema de fluctuacio´-dissipacio´. Per tant la forc¸a es-
toca`stica anteriorment definida compleix
〈ξ(t1)ξ(t2)〉ξ = 2kBTγδ(t1 − t2),
i substitu¨ınt, la velocitat de la part´ıcula Browniana segueix una distribucio´ normal:
v(t) ∼ N
(
v0e
−t/τ ,
kBT
m
(1− e−2t/τ )
)
.
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5.2.2 Coeficient de difusio´
Per acabar e´s interessant calcular el desplac¸ament quadra`tic ja que e´s de les mag-
nituds que s’observen me´s directament en els experiments. Integrem doncs altra
vegada la solucio´ per la velocitat per a trobar la posicio´. Tot i no ser molt rigoro´s
matema`ticament, a la segona igualtat utilitzem un Fubini estoca`stic (en aquest
cas es pot fer perque` la funcio´ que s’esta` integrant e´s determinista). Aix´ı posant
x(0) = x0 tenim:
x(t) = x0 +
∫ t
0
v0e
−s/τds+
1
m
∫ t
0
ds
∫ s
0
e−
(s−ξ)
τ dBξ
= x0 + v0τ(1− e− tτ ) + 1
m
∫ t
0
dBξ
∫ t
ξ
e−
(s−ξ)
τ ds
= x0 + v0τ(1− e− tτ ) + τ
m
∫ t
0
(1− e− (t−ξ)τ )dBξ.
Aleshores per la centralitat de la integral estoca`stica,
E[x(t)] = x0 + v0τ(1− e− tτ )
i amb uns ca`lculs similars als fets anteriorment (aplicant la isometria d’Itoˆ i sense
deixar-nos el terme C), podem calcular doncs el desplac¸ament quadra`tic com:
〈(x(t)− x0)2〉 = v20τ 2(1− e−t/τ )2 +
τ 2C
m2
E
[ ∫ t
0
(
1− e− t−sτ
)2
ds
]
= v20τ
2(1− e−t/τ )2 + τ
2C
m2
[
t− τ(1− e−t/τ )− τ
2
(1− e−t/τ )2
]
= τ 2(1− e−t/τ )2
[
v20 −
kBT
m
]
+
2kBT
γ
[
t− τ(1− e−t/τ )
]
.
En equilibri el primer terme desapareix degut al teorema d’equiparticio´, i pel que
fa al segon podem veure que el comportament asimpto`tic segueix:
〈(x(t)− x0)2〉eq =

kBT
m
t2, si t τ (fent un desenvolupament de Taylor),
2kBT
γ
t, si t τ.
Aix´ı doncs, veiem que al principi el moviment e´s uniforme, ja que 〈x(t) − x0〉eq =
〈v〉eqt. Per a temps grans cal relacionar-ho amb l’equacio´ de difusio´, tal que ∂c∂t =
D~∇2c on c la concentracio´ de part´ıcules en el fluid, de la qual se’n dedueix que
el desplac¸ament quadra`tic e´s 〈(x(t) − x0)2〉 = 2dDt, essent d e´s la dimensio´ del
moviment. Aix´ı amb d = 1 i comparant-ho amb el que hem obtingut trobem:
D =
kBT
γ
,
reprodu¨ınt aix´ı el resultat d’Einstein-Smoluchowski [3].
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6 Conclusions
Durant la memo`ria hem dut a terme un estudi del moviment Brownia`, des de la seva
definicio´, construccio´ i motivacio´ i importa`ncia a nivell de fer models matema`tics de
molts feno`mens de la realitat, fins a provar-ne les propietats de la no diferenciabilitat
de les trajecto`ries i variacio´ quadra`tica finita. Si be´ hague´ssim pogut entrar molt me´s
en detall sobre altres propietats del moviment (com la propietat forta de Markov, el
principi de reflexio´, els temps d’espera, la impredictibilitat relacionada amb fractals,
o la llei del logaritme iterat entre d’altres), ens hague´ssim excedit en l’abast d’aquest
treball, i les propietats demostrades eren les claus pel posterior desenvolupament
del ca`lcul estoca`stic.
A partir d’aqu´ı, hem pogut descobrir la relleva`ncia d’aquest moviment en models
amb pertorbacions aleato`ries i d’aplicar-lo al ca`lcul estoca`stic per a la resolucio´ de
les SDE que modelen molts sistemes dina`mics. Ha sigut un proce´s molt enriquidor,
passant de la construccio´ de la integral estoca`stica fins a poder aplicar la fo´rmula
d’Itoˆ en un cas concret d’equacio´ diferencial. Hague´ssim pogut presentar la integral
estoca`stica respecte un proce´s me´s general que no el moviment Brownia`, ja fossin
martingales o, encara me´s, semimartingales cont´ınues, pero` pel que era l’objectiu
del treball no ha sigut necessari. Queda pendent per un treball d’aprenentatge
futur. De la mateixa forma, un estudi rigoro´s de les SDE, de l’existe`ncia i unicitat
de les solucions aix´ı com de propietats d’aquestes, tambe´ queda pendent.
Per acabar, he trobat molt interessant poder aplicar la teoria matema`tica que
havia estat desenvolupant al model f´ısic del moviment d’una part´ıcula Browniana
en un fluid. Hague´s pogut escollir una altra aplicacio´ degut a la gran quantitat de
models (sobretot financers) que hi ha a la bibliografia, pero` degut al meu lligam amb
la f´ısica em va cridar l’atencio´ el proce´s d’Ornstein-Uhlenbeck per tal de relacionar-
lo amb l’equacio´ de Langenvin. Tambe´ aqu´ı podria haver profunditzat me´s en
qu¨estions com l’equacio´ de Fokker-Planck, pero` veure que estudiant el proce´s amb
la integral d’Itoˆ em portava a recuperar resultats tan imporants com el teorema de
fluctuacio´-dissipacio´ o del coeficient de difusio´, ha sigut molt satisfactori.
Aix´ı doncs, he gaudit i apre`s molt fent aquest treball, i el considero com una
primera introduccio´ al mo´n del ca`lcul estoca`stic que espero seguir descobrint en un
futur.
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A Ape`ndix: Esperanc¸a condicionada
Recordem que l’esperanc¸a d’una variable aleato`ria X : Ω −→ Rd en un espai de pro-
babilitat (Ω,F , P ), ve donada per la integral de Lebesgue E(X) = ∫
Ω
X(ω)dP (ω),
de forma que es converteix en un sumatori en el cas de que la variable sigui discreta,
o una integral amb la funcio´ de densitat si e´s absolutament continua.
Per altra banda l’esperanc¸a condicionada ens do´na el valor esperat o mitja` que
prendra` la variable despre´s d’haver incorporat certa informacio´ d’esdeveniments
anteriors i que modifiquen lleugerament la seva funcio´ de probabilitat. Aquesta
informacio´ pot ser d’un u´nic esdeveniment, d’una variable aleato`ria discreta o d’una
σ-a`lgebra G ⊂ F . Aquest e´s el cas general i en el que ens centrarem per tal de no
estendre’ns massa, pero` si es vol llegir el pas a pas de la construccio´ (i demostracio´)
de l’existe`ncia de l’esperanc¸a condicionada respecte una σ-a`lgebra, dirigir-se a [1]
p.17. Considerem tota l’estona que X te´ esperanc¸a finita.
Definicio´ A.1. Donada la variable aleato`ria X, l’esperanc¸a condicionada respecte
d’una σ-a`lgebra G e´s una altra variable aleato`ria que denotem per E(X|G) que
satisfa`:
1. (Mesurabilitat) E´s G-mesurable (∀A ∈ B(Rd), Z−1(A) ∈ G),
2. (Mitjana parcial) Per a tot G ∈ G, E(E(X|G)1G) = E(X1G), que e´s
equivalent a
∫
G
E(X|G)dP = ∫
G
XdP.
Les propietats me´s ba`siques i u´tils, que s’utilitzen al llarg del treball, so´n les de
la segu¨ent proposicio´.
Proposicio´ A.2. . L’esperanc¸a condicionada tal i com s’ha definit anteriorment,
compleix:
(a) Linealitat: E(aX + bY |G) = aE(X|G) + bE(Y |G), on a, b ∈ R.
(b) Si X e´s G-mesurable, llavors E(X|G) = X.
(c) Factoritzacio´: si Y acotada i G-mesurable, E(Y X|G) = Y E(X|G).
(d) Si X e´s independent de G (e´s a dir qualsevol X−1(B), B ∈ B(R) e´s independent
de G), aleshores E(X|G) = E(X).
(e) Si G1 ⊂ G2 so´n dos σ-a`lgebres, E(E(X|G1)|G2) = E(E(X|G2)|G1) = E(X|G1).
(f) Monotonia: X ≤ Y =⇒ E(X|G) ≤ E(Y |G).
(g) E(E(X|G)) = E(X).
Demostracions. Considerarem tota l’estona G ∈ G i X, Y variables aleato`ries.
(a)
∫
G
E(aX + bY |G)dP = ∫
G
(aX + bY )dP = a
∫
G
E(X|G)dP + b ∫
G
E(Y |G)dP.
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(b) Si X e´s G-mesurable, llavors es compleixen trivialment les condicions 1. i 2. de
la Definicio´ A.1 i per tant E(X|G) = X.
(c) Provem-ho primer per a Y = 1A amb A ∈ G. En aquest cas e´s trivial que
1AE(X|G) e´s G-mesurable, i:∫
G
1AE(X|G)dP =
∫
A∩G
E(X|G)dP =
∫
A∩G
XdP =
∫
G
1AXdP
=
∫
G
E(1AX|G)dP =⇒ 1AE(X|G) = E(1AX|G).
Ana`logament obtindr´ıem el mateix resultat (utilitzant linealitat) si Y fos una
variable aleato`ria simple G-mesurable, Y = ∑mj=1 aj1Aj , amb Aj ∈ G, i aplicant
converge`ncia mono`tona ho estendr´ıem a variables aleato`ries de L1(Ω).
(d) Com que X e´s independent de G, les variables X i 1G so´n independents i per
tant E(X1G) = E(X)E(1G). Llavors:∫
G
E(X|G)dP =
∫
G
XdP = E(X1G) = E(X)E(1G) =
∫
G
E(X)dP,
aix´ı que E(X|G) = E(X).
(e) Sigui G ∈ G1, aleshores tambe´ G ∈ G2, i aplicant la definicio´ d’esperanc¸a
condicionada tres vegades:∫
G
E(E(X|G2)|G1)dP =
∫
G
E(X|G2)dP =
∫
G
XdP =
∫
G
E(X|G1)dP.
Per altra banda, com que E(X|G1) e´s G1-mesurable per definicio´, aleshores per
la propietat (b) E(E(X|G1)|G2) = E(X|G1). D’aquesta forma:
E(E(X|G2)|G1) = E(X|G1) = E(E(X|G1)|G2).
(f) Per definicio´, i fent servir la monotonia de l’esperanc¸a de variables aleato`ries
llavors:
E(E(X|G)1G) = E(X1G) ≤ E(1GY ) = E(E(Y |G)1G).
(g) Finalment si considerem G = Ω ∈ G, e´s fa`cil veure de la definicio´:
E(E(X|G)) = E(E(X|G)1Ω) = E(X1Ω) = E(X).

Un resultat que ens sera` u´til e´s el que do´na l’esperanc¸a d’una se`rie convergent. Per
a provar-lo e´s necessa`ria la desigualtat de Jensen, que amb analogia a l’esperanc¸a de
variables aleato`ries, diu que si φ : R −→ R e´s una funcio´ convexa i ξ, φ(ξ) variables
aleato`ries de quadrat integrable, aleshores:
φ(E(ξ|G)) ≤ E(φ(ξ)|G) q.s.
No ho demostrarem pero` es pot trobar a [12] p.70 ([11] p.104 per a l’esperanc¸a no
condicionada).
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Lema A.3. Sigui G ⊂ F una σ-a`lgebra, i siguin ξ1, ξ2, . . . variables aleato`ries de
quadrat integrable tals que limn→∞ ξn = ξ en L2, aleshores
E(ξn|G) L
2−−−→
n→∞
E(ξ|G). (A.1)
Demostracio´. Per la desigualtat de Jensen tenim que, sigui φ = | · |2,
|E(ξn|G)− E(ξ|G)|2 = |E(ξn − ξ|G)|2 ≤ E
(
|ξn − ξ|2
∣∣∣G),
que implica que, prenent esperances a banda i banda, utilitzant la propietat (g) i
la converge`ncia en L2 de ξn a ξ:
E
(
|E(ξn|G)− E(ξ|G)|2
)
≤ E
(
E
(
|ξn − ξ|2
∣∣∣G)) = E(|ξn − ξ|2) −−−→
n→∞
0.
Per tant, obtenim aix´ı (A.1). 
B Ape`ndix: Llei Gaussiana multidimensional
A la Definicio´ 2.17 es menciona la llei Gaussiana multidimensional (ja que tant
els processos estoca`stics Gaussians com el moviment Brownia` ve´nen donats per
aquesta llei). Ba`sicament e´s la generalitzacio´ de la llei Gaussiana unidimensional
(2.2) a dimensions superiors.
Proposicio´ B.1. Sigui µ ∈ Rn i Γ una matriu sime`trica d’ordre n definida no
negativa, existeix una probabilitat en Rn que s’anomena llei Gaussiana (o normal)
n-dimensional Nn(µ,Γ), que te´ per funcio´ caracter´ıstica
ϕ(u) = exp
(
iuTµ− 1
2
uTΓu
)
.
Demostracio´. Com que Γ e´s sime`trica existeix una matriu ortogonal P tal que
PΓP T = D, on D e´s una matriu diagonal amb coeficients λ1 . . . λn els autovalors
de Γ (positius perque` Γ e´s definida positiva). Aleshores, sigui Y = (Y1, . . . , Yn) un
vector aleatori amb components independents i tals que
Yi ∼
 N (0, λi), si λi 6= 00, si λi = 0,
per a i = 0 . . . n, la seva funcio´ caracter´ıstica sera`:
ϕY (u) = E(e
iuTY ) = E
[
exp
(
i
n∑
j=1
ujYj
)]
=
n∏
j=1
E(eiujYj) =
n∏
j=1
e−
1
2
u2jλj = e−
1
2
uTDu,
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on u = (u1, . . . , un) ∈ Rn i a la penu´ltima igualtat hem fet servir la funcio´ carac-
ter´ıstica d’una llei normal unidimensional. Si definim ara X = P TY + µ, la funcio´
caracter´ıstica del vector X sera`:
ϕX(u) = E[e
iuT (PTY+µ)] = eiu
TµE[ei(Pu)
TY ] = eiu
TµϕY (Pu) = e
iuTµe−
1
2
(Pu)TD(Pu)
= eiu
Tµ− 1
2
uTΓu,
que en efecte, e´s la llei que busquem. 
Enunciem algunes propietats importants de les lleis normals multidimensionals
(veure demostracions a [8] p.127). Sigui un vector aleatori X ∼ Nn(µ,Γ) (amb llei
normal multidimensional):
(i) El vector de mitjanes ve donat per E(X) = µ i la matriu de varia`ncies i
covaria`ncies e´s E[(X − µ)(X − µ)T ] = Γ.
(ii) Si A e´s una matriu d’ordre r × n, el vector AX te´ llei Nr(Aµ,AΓAT ). En
particular, tot vector aleatori (Xi1 , . . . , Xim) amb m ≤ n te´ llei normal, i tota
combinacio´ lineal
∑n
i=1 aiXi tambe´. El rec´ıproc tambe´ e´s cert.
(iii) La independe`ncia de les variables X1, . . . , Xn e´s equivalent a que la matriu Γ
sigui diagonal, e´s a dir amb les variables X1, . . . , Xn incorrelacionades.
(iv) En el cas no degenerat en que` det(Γ) > 0, si x ∈ Rn la funcio´ de densitat del
vector aleatori ve donada per:
fX(x) =
1√
(2pi)n det(Γ)
exp
(
− 1
2
(x− µ)TΓ−1(x− µ)
)
Aquest u´ltim cas de fet e´s doncs el que ens incumbeix pel moviment Brownia`. Sigui
X = {Xt, t ∈ R+} un moviment Brownia` (no esta`ndard sino´ amb varia`ncia σ2 i
punt inicial x0), tindrem que µ = (x0, . . . , x0)
T i, com que Γ(s, t) = σ2(s ∧ t), e´s
definida positiva i
Γ = σ2

t1 t1 t1 . . . t1
t1 t2 t2 . . . t2
t1 t2 t3 . . . t3
...
...
...
. . .
...
t1 t2 t3 . . . tn
 .
Per tant, siguin 0 = t0 < t1 < · · · < tn, i Bi subconjunts de la σ-a`lgebra de Borel
∀i = 0, . . . , n:
P (X0 ∈ B0, Xt1 ∈ B1, . . . , Xtn ∈ Bn) =
δx0(B0)
∫
B1×···×Bn
n∏
i=1
1√
2piσ2(ti − ti−1)
exp
{−(xi − xi−1)2
2σ2(ti − ti−1)
}
dx1 . . . dxn.
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En realitat, amb un canvi de variables trobar´ıem que la densitat del vector aleatori
(Xt1 −X0, Xt2 −Xt1 , . . . , Xtn −Xtn−1) e´s
n∏
i=1
1√
2piσ2(ti − ti−1)
exp
{ −y2i
2σ2(ti − ti−1)
}
,
i per tant esta` format per variables independents amb llei N (0, σ2(ti − ti−1)).
C Ape`ndix: Demostracio´ per induccio´ de la cons-
truccio´ en [0,1]
Quan es construeix el moviment Brownia`, expressem la sequ¨e`ncia Bn en termes
d’una combinacio´ lineal de les funcions de Schauder i les variables normals Nnk
(3.4). Vam veure ja a l’Exemple 3.6 el cas n = 1 i, abans de fer la demostracio´ per
induccio´, podem il.lustrar novament el procediment per a n = 2 (veure Figura 4 per
a fer-ho me´s entenador).
Aix´ı doncs, si n = 2 (k = 1, 3) i D2 = {0, 14 , 12 , 34 , 1}, conservem els punts 0, 12 , 1 ∈D1 de forma que B20 = B10 = 0, B21/2 = B11/2 = 12(N01 + N11 ) i B21 = B11 = N01 . Els
punts de D2\D1 = {14 , 34 = k2n} seran, utilitzant (3.3):
B21/4 =
1
2
(B10 +B
1
1/2) +
1√
8
N21 =
1
4
(N01 +N
1
1 ) +
1√
8
N21 ,
B23/4 =
1
2
(B11/2 +B
1
1) +
1√
8
N23 =
3
4
N01 +
1
4
N11 +
1√
8
N23 .
Ara cal interpolar linealment entre aquests punts i fer u´s de les funcions de Schauder
(3.1) en cada interval:
• Si t ∈ [0, 1
4
]: B2t =
B2
1/4
−B20
1/4−0 t + B
2
0 = 4B
2
1/4t = N
0
1 t + N
1
1 t +
√
2N21 t = N
0
1S
0
1 +
N11S
1
1 +N
2
1S
2
1 , i S
2
3 = 0 en aquest interval.
• Si t ∈ [1
4
, 1
2
]: t−1/2
1/4
=
B2t−B21/2
B2
1/2
−B2
1/4
=⇒ B2t = 4(t − 12)(14N01 + 14N11 − 12√2N21 ) +
1
2
N01 +
1
2
N11 = t(N
0
1 +N
1
1 ) +
1√
2
(1− 2t)N21 = N01S01 +N11S11 +N21S21 , i S23 = 0
en aquest interval.
• Si t ∈ [1
2
, 3
4
]: t−1/2
1/4
=
B2t−B21/2
B2
3/4
−B2
1/2
=⇒ B2t = 4(t − 12)(14N01 − 14N11 + 12√2N23 ) +
1
2
N01 +
1
2
N11 = tN
0
1 + (1 − t)N11 +
√
2(t − 1
2
)N23 = N
0
1S
0
1 + N
1
1S
1
1 + N
2
3S
2
3 , i
S21 = 0 en aquest interval.
• Si t ∈ [3
4
, 1]: t−1
1/4
=
B2t−B21
B21−B23/4
=⇒ B2t = 4(t− 1)(14N01 − 14N11 − 12√2N23 ) +N01 =
tN01 + (1− t)N11 +
√
2(1− t)N23 = N01S01 +N11S11 +N23S23 , i S21 = 0 en aquest
interval.
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Per tant efectivament, obtenim el que vol´ıem.
Demostracio´ del cas general. Suposem que (3.4) e´s certa per a n − 1, i prenem
k ∈ In, de forma que k2n ∈ Dn\Dn−1 i k+12n , k−12n ∈ Dn−1 (els casos k = 0, k = 2n
s’haurien de fer apart pero` so´n ana`legs, aix´ı que els obviarem). Aleshores tenim que
per hipo`tesis d’induccio´ i per (3.3):
Bnk−1
2n
= Bn−1k−1
2n
=
n−1∑
m=0
∑
k∈Im
Nmk S
m
k ,
Bnk+1
2n
= Bn−1k+1
2n
=
n−1∑
m=0
∑
k∈Im
Nmk S
m
k ,
Bnk
2n
=
1
2
(
Bn−1k−1
2n
+Bn−1k+1
2n
)
+
1
2
n+1
2
Nnk =
n−1∑
m=0
∑
k∈Im
Nmk S
m
k +
1
2
n+1
2
Nnk .
Interpolem doncs linealment entre t ∈ [ k
2n
, k+1
2n
] utilitzant l’equacio´ de la recta
punt-vector:
t− k+1
2n
1
2n
=
Bnt −Bnk+1
2n
Bnk+1
2n
−Bnk
2n
,
i per tant:
Bnt = 2
n
(
t− k + 1
2n
)(
− 1
2
n+1
2
Nnk
)
+
n−1∑
m=0
∑
k∈Im
Nmk S
m
k
= 2
n−1
2
(k + 1
2n
− t
)
Nnk +
n−1∑
m=0
∑
k∈Im
Nmk S
m
k .
A me´s, 2
n−1
2
(
k+1
2n
− t
)
= Snk per la Definicio´ 3.1 de les funcions de Schauder en
l’interval corresponent. Per tant Bnt =
n∑
m=0
∑
k∈Im
Nmk S
m
k . 
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