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Abstract
In this Letter we consider the stabilization problem of unstable periodic orbits of discrete time chaotic systems. We
a novel and simple periodic delayed feedback law and present some stability results. These results show that all hyperboli
periodic orbits as well as some non-hyperbolic periodic orbits can be stabilized with the proposed method. The stability proofs
also give the possible feedback gains which achieve stabilization. We will also present some simulation results.
 2005 Elsevier B.V. All rights reserved.
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After the seminal work of[1], where the term “con
trolling chaos” was introduced, the interest in the stud
of various aspects of chaotic systems has rece
great interest among scientists from various fields
to their numerous potential applications[2]. Among
such aspects, the problem of controlling chaos as m
tioned in [1] is an important subject. As in classic
control theory, various control problems can be
fined for chaotic systems as well. Among such pr
E-mail address:morgul@ee.bilkent.edu.tr(Ö. Morgül).0375-9601/$ – see front matter 2005 Elsevier B.V. All rights reserved
doi:10.1016/j.physleta.2004.11.057lems, an important one, which was investigated in[1],
is to obtain simple schemes which stabilize some
stable periodic orbits. As is well known, chaotic sy
tems usually have infinitely many periodic orbits e
bedded in their attractors, most of which are uns
ble [3]. As was shown in[1], by using appropriate
inputs, some of these orbits may be stabilized. F
lowing the work of [1], various schemes have be
proposed for this as well as other control problems
chaotic systems,[2,4]. Among these methods, the d
layed feedback scheme (DFC), first proposed by P
gas in[5], has gained attention due to its simplici
In this scheme, the required input for stabilization
the difference between the current and one period.













































aslayed states multiplied by a gain, and the problem i
find an appropriate gain which stabilizes a given un
ble periodic orbit. DFC is then successfully applied
many systems including lasers, electronic oscillat
chemical systems, etc., and for details see, e.g.,[2,6],
and the references therein.
Despite its simplicity, a detailed stability analys
of DFC seems to be very difficult, see, e.g.,[6–8].
These results show that classical DFC has some in
ent limitations, i.e., it cannot stabilize certain unsta
periodic orbits, see, e.g.,[7,9,10]. To overcome thes
limitations, some modifications of DFC have been p
posed, see, e.g.,[10–16]. Among these, the periodi
feedback scheme proposed in[15] seems to be promis
ing due to its simple structure. This method elimina
most of the limitations of DFC for the period 1 cas
and various extensions to higher period cases are
sible. In[15] such an extension was given, but as sta
in [6], the related stability result is not clear. In th
Letter we will propose another extension of such a
riodic feedback scheme, which is different than
one proposed in[15]. We will show that the result
ing feedback system achieves the stabilization o
given periodic orbit under a very mild condition. Th
condition is related to thehyperbolicity of the related
periodic orbit and we will prove that all hyperbolic p
riodic orbits as well as some non-hyperbolic orbits c
be stabilized with the proposed scheme. This poin
interesting since recentlyit was shown that the metho
of [1] may fail to stabilize some non-hyperbolic pe
odic orbits,[17].
This Letter is organized as follows. In the next se
tion we will formally state the problem under inves
gation and present some notation which will be use
the sequel. In Section3 we will propose our feedbac
scheme to solve the proposed problem. In Section4 we
will provide some stability results. In the next secti
we will present a simple implementation of the pr
posed scheme by utilizing its local nature. After so
simulation results we will give some concluding r
marks.
2. Problem statement
Let us consider the following discrete-time syste
(1)x(k + 1) = f (x(k)),-
wherek = 1,2, . . . is the discrete time index,∈ Rn,
f : Rn → Rn is an appropriate function, which is a
sumed to be differentiable wherever required. We
sume that the system given by(1) possesses aT peri-
odic orbit characterized by the set
(2)ΣT =
{
x∗1, x∗2, . . . , x∗T
}
,
i.e., for x(1) = x∗1, the iterates of(1) yields x(2) =
x∗2, . . . , x(T ) = x∗T , x(k) = x(k − T ) for k > T .
Let x(·) be a solution of(1). To characterize th
convergence ofx(·) to ΣT , we need a distance me
sure, which is defined as follows. Forx∗i , we will use
circular notation, i.e.,x∗i = x∗j for i = j (mod (T )).




∥∥x(k + i) − x∗i+j∥∥2,
where‖ · ‖ denotes any norm inRn. Without loss of
generality, we will use standard Euclidean norm in




) = min{dk(1), . . . , dk(T )}.
Clearly, if x(1) ∈ ΣT , thend(x(k),ΣT ) = 0,∀k. Con-
versely if d(x(k),ΣT ) = 0 for somek0, then it re-
mains 0 andx(k) ∈ ΣT , for k  k0. We will use
d(x(k),ΣT ) as a measure of convergence to the
riodic solution given byΣT .
Letx(·) be a solution of(1) starting withx(1) = x1.
We say thatΣT is (locally) asymptotically stable
if there exists anε > 0 such that for anyx(1) ∈ Rn
for which d(x(1),ΣT ) < ε holds, we have
limk→∞ d(x(k),ΣT ) = 0. Moreover, if this decay is
exponential, i.e., the following holds for someM  1










then we say thatΣT is (locally) exponentially stable.
To stabilize the periodic orbits of(1), let us apply
the following control law:
(6)x(k + 1) = f (x(k)) + u(k),
whereu(·) is the control input. In classical DFC, th
following feedback law is used (k > T ):
(7)u(k) = K(x(k) − x(k − T )),
whereK ∈ Rn×n is a constant gain matrix to be d
termined. It is known thatthe scheme given above h


















no-certain inherent limitations, see, e.g.,[7]. For example,
assume thatn = 1 and letΣ1 = {x∗1} be a period 1 orbi
of (1) and seta1 = f ′(x∗1), where a prime denotes th
derivative. It can be shown thatΣ1 can be stabilized
with this scheme if−3 < a1 < 1 and cannot be stab
lized if a1 > 1, see[7]. ForΣT , let us setai = f ′(x∗i ).
It can be shown thatΣT cannot be stabilized with thi
scheme if
∏T
i=1 ai > 1, see, e.g.,[7,8], and a similar
condition can be generalized to the casen > 1 [10].
A set of necessary and sufficient conditions to gu
antee exponential stabilization forn = 1 can be found
in [8].
3. Single period delayed feedback scheme
To overcome the limitations of DFC scheme, v
ious modifications have been proposed, see[10–16].
One of these schemes is the so-called periodic, or
cillating feedback, see[15]. For period 1 case, the co
responding feedback law is given by:
(8)u(k) = ε(k)(x(k) − x(k − 1)),











whereK ∈ Rn×n is a constant gain matrix to be dete
mined. It is well known that this scheme eliminates
limitations of classical DFC, for the casem = 1, see,
e.g.,[15].
The idea given above can be generalized to the
T = m > 1. One particular generalization is given
[15]. However, as noted in[6], the stability analysis
given in[15] is not clear. In the sequel, we will provid
a different generalization along with a simple stabil
analysis.
As a generalization of the control law given by(8),
(9) for the caseT = m > 1, we propose the following
control law:
(10)u(k) = ε(k)(x(k) − x(k − m)),





mod(m + 1)) = 0,
0, k
(
mod(m + 1)) = 0.Clearly, form = 1, both(10) and(11) reduces to(8),
and(9), respectively. For the sake of clarity, we w
call the scheme given by(10)and(11)as single period
delayed feedback scheme (SPDFC).
4. Stability analysis
To motivate our analysis, let us consider the c
m = 2 first. Let the period 2 orbit be given asΣ2 =










Let us define the errore(·) as:
(13)e(i) = x(i) − x∗i ,






, i = 1,2, . . . ,m,
where here and in the sequel we will use circular
tation forx∗i , andJi , i.e.





By using linear approximation,(6), (10)–(14), we
obtain:
(16)e(2) = x(2) − x∗2 = f
(
x(1)
) − f (x∗1) = J1e(1),
e(3) = x(3) − x∗3 = x(3) − x∗1
(17)= f (x(2)) − f (x∗2) = J2e(2),
e(4) = x(4) − x∗4 = x(4) − x∗2
= f (x(3)) − f (x∗1) + K(x(3) − x(1))
(18)= (J1 + K)e(3) − Ke(1).
Hence, by using(16), (17) in (18)we obtain:
e(4) = ((J1 + K)J2J1 − K)e(1)
(19)= (J1J2J1 + K(J2J1 − I))e(1).
Proceeding similarly, we obtain:
e(5) = x(5) − x∗5 = x(5) − x∗1
(20)= f (x(4)) − f (x∗2) = J2e(4),
e(6) = x(6) − x∗6 = x(6) − x∗2
(21)= f (x(5)) − f (x∗1) = J1e(5),



















tede(7) = x(7) − x∗7 = x(7) − x∗1
= f (x(6)) − f (x∗2) + K(x(6) − x(4))
(22)= (J2 + K)e(6) − Ke(4).
Hence, by using(20), (21) in (22)we obtain:
e(7) = ((J2 + K)J1J2 − K)e(4)
(23)= (J2J1J2 + K(J1J2 − I))e(4).
Let us define the matricesP1 andP2 as follows:
P1 =
(





J2J1J2 + K(J1J2 − I)
)
.
Now by using(24)and(19) in (23), we obtain:
(25)e(7) = P2P1e(1).
Repeating the same argument, we easily obtain
e
[
k(m + 1) + 1] = Pke[(k − 1)(m + 1) + 1],
(26)k = 1,2, . . . ,
where we use the circular notation forPk , e.g.,





By using(26)and(27), clearly we obtain:
(28)e
(
2j (m + 1) + 1) = (P2P1)j e(1).
Clearly we will havee(k) → 0 ask → ∞ if and only
if the matrixP2P1 is stable (i.e., all of its eigenvalue
are strictly inside the unit circle).
Remark 1. On the other hand, if we start(26) from
k = 2, we obtain
(29)e
[
(2j + 1)(m + 1) + 1] = (P1P2)j e(4).
Clearly we will havee(k) → 0 ask → ∞ if and only
if the matrixP1P2 is stable. At a first glance this migh
seem to be inconsistent with our previous stabi
statement. But note that the matricesP2P1 andP1P2
share the same eigenvalues, hence they have the
stability properties, see, e.g.,[3, Lemma A.2, p. 558].
Now the question is whether we can make
matrix P2P1 (and henceP1P2) stable by appropriat
choice of the gain matrixK. Next, we will show that
this is possible under mild conditions. Note that a m
trix A is stable when‖A‖ < 1, where‖ · ‖ is any
operator norm. Now consider(24). Now, if (J2J1 − I)e
is invertible, then by choosing
(30)K = K1 = −J1J2J1(J2J1 − I)−1,
we will haveP1 = 0. Similarly, if (J1J2 − I) is invert-
ible, then by choosing
(31)K = K2 = −J2J1J2(J1J2 − I)−1,
we will have P2 = 0. On the other hand, we hav
‖P2P1‖  ‖P1‖‖P2‖. Hence from(24), (30), and(31)
we see that whenK = K1 or K = K2, the matrixP2P1
(and henceP1P2) will be stable, henceΣ2 will be sta-
bilized with this choice. Note that by continuity, ifK is
sufficiently close toK1 or K2, this property will still
hold, see Remark 2 below. Since the eigenvalue
J2J1 andJ1J2 are the same, the matrices(J2J1 − I)
and hence(J1J2 − I) are invertible if and only if the
matrixJ2J1 (and henceJ1J2) does not have and eige
valueλ = 1. We can summarize these results in
following theorem:
Theorem 1. Let Σ2 = {x∗1, x∗2} be a period2 orbit of
(1) and let us define the related JacobiansJ1, J2 as
given in(14). Consider the system given by(6), (10),
(11). There exists a gain matrixK such thatΣ2 is lo-
cally exponentially stable if and only if the matrixJ2J1
(and henceJ1J2) does not have an eigenvalueλ = 1.
Proof. Note that the local exponential stability is
equivalent to the stability of the linearized syste
see, e.g.,[20]. The sufficiency of the stated conditio
is obvious from the analysis given above; simply
choosingK = K1 or K = K2, we achieve stability o
the linearized system, hence for the original system
Σ2 is locally exponentially stable. Conversely, assu
thatJ2J1 has an eigenvalueλ = 1, and letφ be the cor-




J1J2J1 + K(J2J1 − I)
]
φ = P2J1φ
= (J2J1J2 + K(J1J2 − I))J1φ
(32)= φ + KJ1(J2J1 − I)φ = φ.
HenceP2P1 has an eigenvalueλ = 1, therefore it
cannot be stable. Therefore,Σ2 cannot be locally ex
ponentially stable. 
Remark 2. Let us assume that the conditions sta
in the Theorem 1holds. By choosingK = K1 or

















nsK = K2, we achieve stabilization ofΣ2 and that
P2P1 = P1P2 = 0. Let ∆i be a sufficiently small ma
trix and chooseK = Ki + ∆i . Then we havePi =
∆i(Ji+1Ji+2 − I) (note that we have circular notatio
see(15)), Pi+1 = Ci1 + ∆iCi2, whereCi1 andCi2 are
appropriate matrices depending on the Jacobian m
cesJi . Hence we will have
‖P2P1‖  ‖∆i‖‖Ji+1Ji+2 − I‖
(33)× (‖Ci1‖ + ‖∆i‖‖Ci2‖).
Clearly as∆i → 0, the upper bound in(33) will ap-
proach to 0. Hence, there exist bounds∆̄1, ∆̄2 such
that when‖∆i‖ < ∆̄i , we have‖P2P1‖ < 1, hence
stabilization occurs. Therefore for any gain matrixK
satisfying‖K − Ki‖ < ∆̄i , i = 1,2, stabilization oc-
curs.
Now let us consider the general caseT = m.
Let a periodm solution of (1) be given asΣm =
{x∗1, x∗2, . . . , x∗m}. Let us define the related Jacobi
matrices as given in(14). By using (6), (10), (11),
the fact thatx∗i+1 = f (x∗i ) for i = 1,2, . . . ,m, and
by repeating the analysis between(16)–(26), similar
to (26), we obtain:
e
[
k(m + 1) + 1] = Pke[(k − 1)(m + 1) + 1],
(34)k = 1,2, . . . ,
wherePk is given by
(35)Pk = (Jk + K)Jk+m−1Jk+m−2 · · ·Jk+1Jk − K,
where we use circular notation forPk andJk , see(15),
(27). By using(34) repeatedly, we obtain:
(36)e
[
mj(m + 1) + 1] = Pj e(1), j = 1,2, . . . ,
whereP is given as:
(37)P = PmPm−1 · · ·P2P1.
Clearly we will havee(k) → 0 ask → ∞ if and only
if the matrixP is stable. By starting(34) from various
initial points k, we may obtain various circular mu
tiplications ofPi , which may seem to yield differen
error equations, cf.(28), (29). To show that stability is
preserved among such error equations, let us form
define the setσ as follows:
(38)σ = {1,2, . . . ,m − 1,m},and letσ(j) be anyj circular permutation of the ele
ments ofσ , defined as follows:
(39)σ(j) = {j, j + 1, . . . ,m + j − 2,m + j − 1},
where we have circular notation, e.g.,j = l (mod(m)).
So, we haveσ(1) = σ . Accordingly, let us define th
matrixPσ(j) as follows:
Pσ(j) = Pm+j−1Pm+j−2 · · ·Pj+1Pj ,
(40)j = 1,2, . . . ,m.
Therefore,P given by(37)is also given asP = Pσ(1).
Hence, if we start(34)with k = i, then we obtain
e
[
(m + i − 1)j (m + 1) + 1]
(41)= Pjσ(i)e
[
(i − 1)(m + 1) + 1], j = 1,2, . . . .
Clearly we will havee(k) → 0 ask → ∞ if and only
if the matrix Pσ(i) is stable. This is not in contradic
tion with our previous statement, since all matric
Pσ(i) are circular multiplications of matricesPi , their
eigenvalues are the same, hence they all have the
stability properties, seeRemark 1, and see, e.g.,[3,
Lemma A.2, p. 558].
Similar to(40), let us define the following multiple
of Jacobians:
Jσ(j) = Jm+j−1Jm+j−2 · · ·Jj+1Jj ,
(42)j = 1,2, . . . ,m.
By using(42) in (35)we obtain:
Pj = JjJσ(j) + K(Jσ(j) − I),
(43)j = 1,2, . . . ,m.
Hence, ifJσ(j) − I is invertible, then by choosing:
K = Kj = −JjJσ(j)(Jσ(j) − I)−1,
(44)j = 1,2, . . . ,m,
we obtainPσ(j) = 0, hence it becomes a stable m
trix. Since all matricesPσ(i) have the same eigenva
ues, with this choice all matricesPσ(i) become stable
i = 1,2, . . . ,m. Also note that the matricesJσ(j) also
share the same eigenvalues. We can summarize
results as follows.
Theorem 2. Let Σm = {x∗1, x∗2, . . . , x∗m} be a period
m orbit of (1) and let us define the related Jacobia
Ji as given in(14). Consider the system given by(6),


































d of(10), (11). There exists a gain matrixK such thatΣm
is locally exponentially stable if and only if the matr
Jσ(1) (and hence allJσ(j)) does not have an eigen
valueλ = 1.
Proof. Note that the local exponential stability is
equivalent to the stability of the linearized system, s
e.g., [20]. The sufficiency follows from the analys
given above and from the fact that all matricesJσ(j)
share the same eigenvalues,i = 1,2, . . . ,m. Con-
versely, assume thatJσ(1) has an eigenvalueλ = 1,
and letφ be the corresponding eigenvector, i.e.,




J1Jσ(1) + K(Jσ(1) − I)
]
φ = J1φ,
P2P1φ = P2J1φ =
[
J2Jσ(2) + K(Jσ(2) − I)
]
J1φ
= [J2J1Jm · · ·J2 + K(J1Jm · · ·J2 − I)]J1φ
= [J2J1Jσ(1) + KJ1(Jσ(1) − I)]φ
(46)= J2J1φ.
Similarly we obtain
PjPj−1 · · ·P2P1φ = Jj Jj−1 · · ·J2J1φ,
(47)j = 1,2, . . . ,m.
Hence we have
(48)Pσ(1)φ = Jσ(1)φ = φ.
Therefore,Pσ(1) has an eigenvalueλ = 1, hence is no
stable, therefore for the original systemΣm cannot be
locally exponentially stable. 
Remark 3. By choosingK = Kj , whereKj is given
by (44), j = 1,2, . . . ,m, we can stabilizeΣm. Similar
to Remark 2, there exist constants̄∆j , j = 1,2, . . . ,m
such that for any gain matrixK satisfying ‖K −
Kj‖ < ∆̄j , stabilization occurs.
Remark 4. Note that with the proposed scheme, on
the periodic orbitsΣm for whichJσ(1) has at least on
eigenvalueλ = 1 cannot be exponentially stabilize
A periodic orbitΣm is called hyperbolic if none of th
eigenvalues ofJσ(1) has unit magnitude, see, e.g.,[21].
Hence any hyperbolic periodic orbit can be stabiliz
with the proposed scheme. On the other hand, for
non-hyperbolic case some eigenvalues ofJσ(1) may
have unit magnitude, and some of these orbits mbe stabilized with the proposed scheme dependin
the location of the eigenvalues. For classification p
poses, we consider the following 2 cases:
(i) Type1 non-hyperbolic case: In this case, at leas
one eigenvalue ofJσ(1) has value 1. This is related t
fold type bifurcation, see[18], or saddle-node type b
furcation, see, e.g.,[19].
(ii) Type2 non-hyperbolic case: In this case,Jσ(1)
does not have an eigenvalue at 1, but has some e
values of the formeθ , 0 < θ < π , and/or at least an
eigenvalue−1. The first case is related to a Hopf b
furcation, see, e.g.,[19], and the second case is relat
to a flip bifurcation, see, e.g.,[18,19].
By using the classification given above, we state
all hyperbolic periodic orbits as well as type 2 no
hyperbolic periodic orbits can be stabilized with t
proposed method.
5. A simple implementation
Note that the SPDFC scheme given above achie
only local stabilization, i.e., it achieves stabilizati
only when the solutions of(1) are sufficiently close to
the periodic orbit. Hence, from implementation po
of view, it is reasonable to apply SPDFC only wh
the solutions are sufficiently close toΣm. Let εm > 0
denote a constant related to the size of the dom
of attraction ofΣm. A reasonable implementation o
SPDFC, which we will use in our simulations, is giv
as follows:
(49)x(k + 1) = f (x(k)) + u(k),













where we computedk(j) a little different that the one
given in (3), see also(4). The reason is very simple
sinceT iterates of(1) starting fromx(k) are compared
with ΣT in dk(j), whereas to computeu(k) we could
only use the past iterates. For this reason, instea
(3), we modifydk(j) in this section as follows(j =
1,2, . . . , T ):






































∥∥x(k − T + 1+ i) − x∗i+j∥∥2
and computed(x(k),Σm) as given by(4). With this
modification, we always compute the pastT iterates
of x(k) with the circular permutations of the period
points inΣm. Since the solutions of(49) are chaotic
for u = 0, eventually the trajectories of the unco
trolled system will enter into the domain of attracti
of Σm, i.e., d(x(k),ΣT ) < εm will be satisfied for
somek, and hence afterwards the SPDFC given
(49)–(51)will be effective. Also, with this modifica
tion SPDFC will achieve stabilization for any initia
condition in the domain of attraction of the chao
attractor of(1). Obviously, for higher order periodi
orbits, the time required till the trajectories enter in
the domain of attraction ofΣm will be larger.
6. Simulation results
In the simulations, we used the system given
(49)–(51)for various well-known chaotic maps. W




µx, 0 x < 0.5,
µ(1− x), 0.5 x  1,
whereµ = 1.9. It is well known that this map ha
chaotic solutions and periodic orbits of all orders. Two
true period 3 orbits of this map can be compu
as Σ3− = {0.872757,0.241761,0.459345}, Σ3+ =
{0.846390,0.291858,0.554531}. For Σ3−, we have
J1 = −1.9, J2 = J3 = 1.9, Jσ(1) = −6.859. Obvi-
ously, the condition inTheorem 2is satisfied and
this periodic orbit can be stabilized by using SPDF
Note that by using the necessary and sufficient c
ditions given in[8], it can be shown that this orb
cannot be stabilized by using classical DFC. Sin
J2 = J3, and due to the scalar nature of Jacobians
haveJσ(1) = Jσ(2) = Jσ(3), by using(44) we obtain
K1 = 1.65823,K2 = K3 = −1.65823, and by using
the ideas given inRemarks 2 and 3, we see thatΣ3−
can be exponentially stabilized when 1.65805< K <
1.658421, or−1.68223< K < −1.63423. For this
case, since the stabilization interval forK2 = K3 is
larger, we chooseK = −1.65, and by extensive nu
merical simulations we find that we haveεm = 0.1.Our simulations show exponential stabilization for a
x(1) ∈ (0 1). We present a particular simulation res
starting withx(1) = 0.1. The simulation results ar
shown inFig. 1, whered(x(k),Σ3−) vs. k andu(k)
vs. k are shown inFig. 1(a) and (b). As can be see
the trajectory converges toΣ3− for k  200. To show
the asymptotic periodic behaviour, we showx(k) vs.k
for 980 k  1000 andx(k) vs.x(k − 3) for k  200
in Fig. 1(c) and (d).
For Σ3+, we haveJ1 = J3 = −1.9, J2 = 1.9,
Jσ(1) = 6.859, and sinceJσ(1) > 1, this orbit canno
be stabilized by classical DFC[7,8]. SinceJ1 = J3,
and due to the scalar nature of Jacobians we h
Jσ(1) = Jσ(2) = Jσ(3), by using(44) we obtainK1 =
K3 = 2.22428, K2 = −2.22428, and by using th
ideas given inRemarks 2 and 3, we see thatΣ3+
can be exponentially stabilized when 2.19278< K <
2.25578, or−2.22453< K < −2.22404. Since the
first stabilization interval is larger, in this case w
chooseK = 2.2, and by extensive numerical simul
tions we find that we haveεm = 0.1. Our simulations
show exponential stabilization for anyx(1) ∈ (0 1).
We present a particular simulation result starting w
x(1) = 0.1. The simulation results are shown inFig. 2,
whered(x(k),Σ3+) vs.k andu(k) vs.k are shown in
Fig. 2(a) and (b). As can be seen, the trajectory c
verges toΣ3+ for k  200. To show the asymptot
periodic behaviour, we showx(k) vs.k for 980 k 
1000 andx(k) vs. x(k − 3) for k  200 in Fig. 2(c)
and (d).
For 2-dimensional case, we choose the well-kno
lozi map given below:
(54)x(k + 1) = 1+ y(k) − a∣∣x(k)∣∣,
(55)y(k + 1) = bx(k),
where a = 1.7 and b = 0.4. It is well known that
this system exhibits chaotic behaviour and has a la
number of unstable periodic orbits. Let us denotez =
(x y)T . The system given above has a period 4 o
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The remaining gainsK2,K3,K4 which also achieve
exponential stabilization can be found by using(44),
and the bounds on these gains can be found by
ing the ideas given in theRemarks 2 and 3. By ex-
tensive numerical simulations we find that we ha
εm = 0.1. Our simulations show exponential stabiliz
tion for anyx(1), y(1) ∈ (0 1). We present a particulasimulation result starting withx(1) = y(1) = 0.5 in
Fig. 3. The simulation results are shown inFig. 3,
whered(x(k),Σ4) vs. k, u1(k) and u2(k) vs. k are
shown inFig. 3(a)–(c), respectively. As can be see
the trajectory converges toΣ4 for k  600. Finally,
we showx(k) vs.y(k) in Fig. 3(d) for k  600, which
also confirms that the trajectory converges toΣ4.
Remark 5. The inputu(k) given by(6) has the same
dimension ofx(k). As noted by one of the reviewer
in some cases the dimension ofu is required to be
less than that ofx. In such cases,(6) can be replaced
by
(59)x(k + 1) = f (x(k)) + Bu(k),
whereB ∈ Rn×q andq < n. Therefore,u(k) ∈ Rq×n,
hence its dimension is less than that ofx. The analy-
sis given above does not apply to this case directly
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general. Note that in this case, by using(7)–(11), we
may chooseε(k) = CT whereC ∈ Rn×q , hence we
can write the gain matrixK given in(7) asK = BCT .
If B is not given, one approach might be to pertu
the matricesKj given by(44) so thatK = Kj + K
has the form ofBCT . By Remark 3, if K is suffi-
ciently small, the analysis given above still holds. T
applicability of this approach might be limited. On
possible application of this approach is the stabili
tion of a saddle typeΣm when m is large. In such
cases,q eigenvalues ofJσ given in (44) will be un-
stable, whereas the remaining− q of them will be
quite close to zero, hence the gain matrixK given by
(44) will be quite close to a rankq matrix. Hence, by
a small perturbation, i.e., by choosingK = Kj + K
with an appropriateK, we may obtain a gain ma
trix with rank(K) = q , therefore we may expressKas K = BCT with the dimensions as given abov
By Remark 3, if K is sufficiently small, then the
stability analysis given above will be valid. As an e
ample, consider the last simulation given above. H
Σ4 is of saddle type and the eigenvalues ofJσ are
−8.0289 and−0.0032, hence we haveq = 1 in this
case. The eigenvalues ofK1 given by(58) are 1.6999
and−0.0007, henceK1 is very close to a rank 1 ma
trix. Therefore by perturbing any entry ofK1 by an
appropriately small amount, we may obtain a ra
1 gain matrixK̂ which is very close toK1. Let us
chooseK̂ with entriesk̂11 = k11, k̂12 = k12, k̂21 = k21
andk̂22 = 0.15763816916478. Note that‖K̂ − K1‖ =
|k̂22 − k22| = 0.000732, andK̂ is a rank 1 matrix.
Therefore we may writeK = BCT with B = (r 1)T ,
C = (c1 c2) with r = k11/k21 = −4.94572482546695
c1 = k11/r = −0.31185400267176, andc2 = k12/r =
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ieve0.15763816916478. Note that in this case, we h
(59) with B as given above, andu(k) = c1(x(k) −
x(k−4))+c2(y(k)−y(k−4)) whenk (mod(5)) = 0,
andu(k) = 0 otherwise. We simulated this case w
x(1) = y(1) = 0.5, εm = 0.1, and the simulation re
sults are shown inFig. 4, whered(x(k),Σ4) vs. k,
andu(k) vs. k are shown inFig. 4(a) and (c), respec
tively. As can be seen, the trajectory converges toΣ4
for k  200. We also showx(k) for 980 k  995
and x(k) vs. y(k) for k  200, in Fig. 4(c) and (d),
respectively, which also confirms that the traject
converges toΣ4.
On the other hand, ifB is given, one may still try
to apply the procedures given above but most pro
bly the applicability will be limited. In such cases,
stated by one of the reviewers, the controllability
the linearized version of(59) aroundΣm should be
taken into consideration, and most probably the staity analysis will be very complicated. Obviously th
point is worth investigating and requires further
search.
7. Conclusion
In this Letter we considered the stabilization
unstable periodic orbits of discrete time chaotic s
tems. We proposed a simple periodic delayed fe
back scheme, which we called as Single Period D
(SPDFC), and present some stability results. Thes
sults show that all hyperbolic periodic orbits as w
as some non-hyperbolic periodic orbits can be st
lized with the proposed scheme. We also present
scheme to choose the required gain matrix to ach
stabilization, seeRemark 1.
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10.The proposed method may not achieve stabil
tion only when the given periodic orbit is of type
non-hyperbolic orbit, seeRemark 3. This type of pe-
riodic orbits may occur due to fold bifurcation[18],
or saddle-node bifurcations[19]. An interesting open
problem may be to modify the proposed scheme
achieve stabilization for the case mentioned above
well.
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