On the Frobenius Complexity of Stanley-Reisner Rings by Ilioaea, Irina
ar
X
iv
:1
91
1.
06
41
7v
1 
 [m
ath
.A
C]
  1
4 N
ov
 20
19
ON THE FROBENIUS COMPLEXITY OF STANLEY-REISNER RINGS
IRINA ILIOAEA
Abstract. The Frobenius complexity of a local ring R measures asymptotically the abun-
dance of Frobenius operators of order e on the injective hull of the residue field of R. It is
known that, for Stanley-Reisner rings, the Frobenius complexity is either −∞ or 0. This
invariant is determined by the complexity sequence {ce}e of the ring of Frobenius operators
on the injective hull of the residue field. We will show that {ce}e is constant for e ≥ 2, gen-
eralizing work of A`lvarez Montaner, Boix and Zarzuela. Our result settles an open question
mentioned by A`lvarez Montaner in [1].
1. Introduction
Let (R,m, k) be a Noetherian, local ring of positive characteristic p, where p is prime. The
study of Frobenius operators on R−modules has played an important role in commutative
algebra in the past several decades with applications to tight closure theory and singularities
of local rings. In particular, Lyubeznik and Smith studied the algebra of Frobenius operators
on the injective hull of the residue field of R in connection with the localization problem in
tight closure theory. They asked the following question in [7]:
Question 1.1 (Lyubeznik, Smith). Is F(ER) always finitely generated as a ring over R?
In 2009, in [6], Katzman gave an example of a Stanley-Reisner ring R such that F(ER) is
not finitely generated as a ring over R. Subsequently, A`lvarez Montaner, Boix and Zarzuela
have completely described the situation in the case of Stanley-Reisner rings in [2]:
Theorem 1.2 (A`lvarez Montaner, Boix and Zarzuela). The Frobenius algebra F(ER) asso-
ciated to a Stanley-Reisner ring R is either principally generated or infinitely generated.
In both papers, [2] and [6], the infinite generation of the Frobenius algebra has been
established by exhibiting, for e >> 0, a Frobenius operator of order e, with the property
that it is not part of the subring generated by the Frobenius operators of order strictly less
than e. In this paper, I will describe all operators with this property, for all e.
Enescu and Yao were motivated by the finite generation question to introduce a new
invariant of a local ring of prime characteristic, called the Frobenius complexity in [4]. This
gives a systematic way of measuring the abundance of Frobenius actions on the injective
hull of the residue field of a local ring. In the case when this Frobenius algebra is infinitely
generated over R, they used the complexity sequence in order to describe how far it is from
being finitely generated. The complexity sequence counts the number of algebra generators in
each degree which cannot be obtained from elements of lower degree. From this perspective,
the main result of this note provides the full description of the complexity sequence of the
Frobenius algebra of any Stanley-Reisner ring. This settles an open question mentioned by
A`lvarez Montaner in [1], page 318.
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Let us introduce the main definitions and terminology relevant to the paper. From now
on, let k be a field of characteristic p and (R,m, k) a complete local ring.
Let F e : R → R be the eth iteration of the Frobenius map, that is F e(r) = rq, where
q = pe, e ∈ N.
For any e ≥ 0, we let R(e) be the R-algebra defined as follows: as a ring R(e) equals R
while the R-algebra structure is defined by rs = rqs, for all r ∈ R, s ∈ R(e). In the same
way, starting with an R-module M, we can define a new R-module M (e).
Let ER := ER(k) denote the injective hull of the residue field k. An eth Frobenius
operator(or eth Frobenius action) of ER is an additive map φ : ER → ER such that φ(rz) =
rqφ(z), for all r ∈ R and z ∈ ER. The collection of eth Frobenius actions on ER is an
R-module, denoted by F e(ER).
Definition 1.3. The algebra of the Frobenius operators on ER is defined by
F(ER) = ⊕e≥0F
e(ER).
This is a N-graded noncommutative ring under composition of maps and due to Matlis
duality, its zero degree component is R.
Let Ge := Ge(F(ER)) be the subring of F(ER) generated by elements of degree less or
equal to e. Note that Ge−1 ⊆ Ge, for all e ≥ 1. Moreover, (Ge)i = F(ER)i, for all 0 ≤ i ≤ e
and (Ge−1)e ⊆ F(ER)e.
We will denote the minimal number of homogeneous generators of Ge as a subring of
F(ER) over F(ER)0 = R by ke. The sequence {ke}e is called the growth sequence for F(ER).
By convention, k−1 = 0. Note that k0 = 0.
Proposition 1.4 (Enescu, Yao). The minimal number of generators of the R-module
F(ER)e
(Ge−1)e
equals ke − ke−1, for all e ≥ 1.
The following definitions are central to our paper.
Definition 1.5. (i) The complexity sequence of F(ER) is given by {ce = ke − ke−1}e.
Note that c0 = 0. The complexity of F(ER) is
cx(F(ER)) = inf{n > 0 : ce = O(n
e)}.
It is obvious that cx(F(ER)) = 0 when F(ER) is finitely generated as a ring over R.
(ii) The Frobenius complexity of the ring R is defined by
cxF (R) = logp(cx(F(ER))).
Under the notations above, Theorem 3.10 of this note shows that the complexity sequence
{ce}e of the Frobenius algebra of operators on the injective hull of the residue field of any
Stanley-Reisner ring stabilizes starting with e = 2.
2. Preliminary Results
In order to investigate the finite generation of the Frobenius algebra of operators on the
injective hull, we will use a consequence of a result by Fedder in [5]. This gives us a nice
description of the Frobenius algebra for a quotient of a regular ring.
Proposition 2.1 (Fedder). Let k be a field of characteristic p, S = k[[x1, . . . , xn]] and
q = pe, for e ≥ 0. Let I ≤ S be an ideal in S and R = S/I.
There exists an isomorphism of R-modules:
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F e(ER) ∼=
I [q] :S I
I [q]
.
Therefore,
F(ER) ∼=
⊕
e≥0
I [q] :S I
I [q]
.
In [6], Katzman described the eth Frobenius actions that come from Frobenius actions of
lower degree e′, with e′ < e. Using the notations in Proposition 2.1, for any e ≥ 0 denote
Ke := (I
[pe] :S I) and
Le :=
∑
1≤β1,...,βs<e,β1+...+βs=e
Kβ1K
[pβ1 ]
β2
· · ·K
[pβ1+···+βs−1 ]
βs
.
Proposition 2.2 (Katzman). For any e ≥ 1, let F<e be the R-subalgebra of F(ER) generated
by F0(ER), . . . ,F
e−1(ER). Then
F<e ∩ F
e(ER) = Le.
Therefore, (Ge−1)e ∼=
Le + I
[q]
I [q]
and ce = µS
(
I [q] :S I
Le + I [q]
)
.
Let x1 denote the product of all the variables, i.e. x1 = x1 · · ·xn.
Definition 2.3. We define Jq to be the unique minimal monomial ideal satisfying the equal-
ity
(I [q] : I) = I [q] + Jq + (x
1)q−1.
I would like to present the structure of the ideal Jq for a Stanley-Reisner ring such that
the simplicial complex associated to it has no isolated vertices. For the remaining part of
this section, we are working in this context.
Let k be a field of characteristic p, S = k[[x1, . . . , xn]] and q = p
e, for e ≥ 0. Let I ≤ S be
a square-free monomial ideal in S and R = S/I the Stanley-Reisner ring associated to I.
Let αk = (αk1, . . . , αkn) ∈ {0, 1}
n, 1 ≤ k ≤ r, be distinct vectors. The support of the
vector αk is defined as supp(αk) = {i : αki = 1}.
We consider Iαk = (xi : i ∈ supp(αk)), for every 1 ≤ k ≤ r and x
αk = xαk11 · · ·x
αkn
n such
that Iα1 + Iα2 + · · ·+ Iαr = (x1, . . . , xn).
In [2], A`lvarez Montaner, Boix and Zarzuela presented a formula to compute the colon
ideals (I [q] : I) based on the minimal primary decomposition of the ideal I.
Proposition 2.4 (A`lvarez Montaner, Boix and Zarzuela). If I = Iα1 ∩ Iα2 ∩ . . . ∩ Iαr is the
minimal primary decomposition of the ideal I, then
(I [q] :S I) = (I
[q]
α1
:S Iα1) ∩ . . . ∩ (I
[q]
αr
:S Iαr) = (I
[q]
α1
+ (xα1)q−1) ∩ · · · ∩ (I [q]αr + (x
αr)q−1).
Remark 2.5. (i) Since the ideals in the intersection are monomial ideals, one can com-
pute the minimal monomial generators of the ideal (I [q] : I) by taking the least
common multiples of the minimal monomial generators of the ideals (I
[q]
αi +(x
αi)q−1).
In this way, we can see that the minimal generators xγ = xγ11 · · ·x
γn
n of (I
[q] : I)
satisfy γi ∈ {0, q − 1, q}.
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(ii) One can notice that the formula obtained for (I [q] : I) depends only on q and on
the vectors αi’s. Since the vectors αi are invariants of the ideal I, we can obtain the
minimal monomial generators of (I [q] : I) from the minimal monomial generators of
(I [p] : I) by changing p into q.
Example 2.6. Let I = (x1x5, x2x5, x2x3, x2x4). Then
(I [q] : I) = (xq1x
q
5, x
q
2x
q
5, x
q
2x
q
3, x
q
2x
q
4, x
q−1
1 x
q−1
2 x
q
5, x
q
2x
q−1
3 x
q−1
4 x
q−1
5 ,
xq−11 x
q−1
2 x
q
4x
q−1
5 , x
q−1
1 x
q−1
2 x
q
3x
q−1
5 , x
q−1
1 x
q−1
2 x
q−1
3 x
q−1
4 x
q−1
5 )
and therefore
Jq = (x
q−1
1 x
q−1
2 x
q
5, x
q
2x
q−1
3 x
q−1
4 x
q−1
5 , x
q−1
1 x
q−1
2 x
q
4x
q−1
5 , x
q−1
1 x
q−1
2 x
q
3x
q−1
5 ).
Lemma 2.7. We have that Jq 6= 0 if and only if there exists a generator x
γ ∈ (I [q] : I)
having γi = q, γj = q − 1 and γk = 0 for some 1 ≤ i, j, k ≤ n.
Proof. It is trivial to see that if there exists xγ ∈ (I [q] : I) with γi = q, γj = q− 1 and γk = 0
for some 1 ≤ i, j, k ≤ n, then Jq 6= 0.
Let us assume that Jq 6= 0. By Remark 2.5, if x
γ ∈ Jq, then x
γ = xγ11 · · ·x
γn
n must have
γi ∈ {0, q − 1, q}, for all i ∈ {1, . . . , n}.
Moreover, xγ = lcm(xθ1 , . . . , xθr), where xθi ∈ (I
[q]
αi + (x
αi)q−1), for i ∈ {1, . . . , r}.
If γi 6= 0, for all i ∈ {1, . . . , n}, then (x
1)q−1 divides xγ , hence xγ ∈ (x1)q−1.
If γi 6= q, for all i ∈ {1, . . . , n}, then we must have x
θi ∈ ((xαi)q−1), for all i ∈ {1, . . . , r}.
But that happens only if xγ ∈ (x1)q−1.
If γi 6= q − 1, for all i ∈ {1, . . . , n}, then there exists at least one x
θi ∈ (I
[q]
αi ), hence we
have that xγ ∈ I [q].
Therefore, if Jq 6= 0, then there exists at least one generator x
γ ∈ Jq with γi = q, γj = q−1
and γk = 0 for some 1 ≤ i, j, k ≤ n. 
In [2], A`lvarez Montaner, Boix and Zarzuela found that there are only four cases that may
occur, considering the minimal primary decomposition of the ideal I and the heights of the
ideals Iαi :
Proposition 2.8. There are only four posibilities for the minimal generators of (I [q] : I):
(i) Assume ht(Iαi) > 1, for all i = 1, . . . , r.
(a) (I [q] : I) = I [q] + (x1)q−1.
(b) (I [q] : I) = I [q] + Jq + (x
1)q−1, Jq ( I
[q] + (x1)q−1.
(ii) Assume ht(I) = 1 and and there exists an i ∈ {1, . . . , r} such that ht(Iαi) > 1.
In this case, (I [q] : I) = Jq + (x
1)q−1, with Jq ( (x
1)q−1.
(iii) Assume ht(Iαi) = 1 for all i ∈ {1, . . . , r}.
Then (I [q] : I) = (x1)q−1.
The Frobenius algebra F(ER) is principally generated in cases (i.a) and (iii) and is infinitely
generated in cases (i.b) and (ii).
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Remark 2.9. (i) In the case when F(ER) is principally generated, it is generated by
(x1)p−1. When F(ER) is infinitely generated, F
1(ER) has µ+ 1 minimal generators,
µ of them being the minimal generators of Jp and (x
1)p−1. Each graded piece F e(ER)
adds up µ new generators coming from Jq.
(ii) The complexity sequence {ce}e≥2 is bounded by above by the minimal number of
generators of the ideal Jp, i.e. ce ≤ µS(Jp), for any e ≥ 2. Note that c1 = µ+ 1 and
c0 = 1.
Definition 2.10. Let Supp(Jq) be the set of all the supports of the minimal monomial
generators of Jq. We define Γ := Supp(Jq) to be the support set of the ring R. Then (Γ,⊆)
is a partially ordered set.
Definition 2.11. Let Γ be the support set of a Stanley-Reisner ring R = S/I. Let Min(Γ)
be the set of elements in Γ which are minimal with respect to inclusion. We call Γ minimal
if Γ 6= ∅ and Min(Γ) = Γ.
Example 2.12. Let I = (x1x2, x1x3, x2x4). Then
Jq = (x
q
1x
q−1
2 x
q−1
3 , x
q−1
1 x
q
2x
q−1
4 ).
The support set is
Γ = {(1, 2, 3), (1, 2, 4)}.
In this case, Γ is minimal.
Example 2.13. The support set of the ideal in Example 2.6 is
Γ = {(1, 2, 5), (2, 3, 4, 5), (1, 2, 4, 5), (1, 2, 3, 5)}.
In this case, Γ is not minimal.
3. Main Result
In this section, we will prove that the complexity sequence {ce}e≥0 of the Frobenius algebra
of operators of the injective hull of the residue field of any Stanley-Reisner ring with non-
empty support set stabilizes starting with e = 2.
Let k be a field of characteristic p, S = k[[x1, . . . , xn]] and q = p
e, for e ≥ 0. Let I ≤ S
be a square-free monomial ideal in S and R = S/I the Stanley-Reisner ring associated to I.
We will assume that the simplicial complex associated to the ring R has no isolated vertices
and use the notations introduced in the previous section.
Lemma 3.1. Let e ≥ 0 an integer and suppose that Jq 6= 0. Let x
γe be a minimal monomial
generator of Jq. If there exists a minimal monomial generator x
γ′e of Jq with supp(γ
′
e) (
supp(γe), then there exists at least one variable xk such that
degxk(x
γe) = q − 1 and degxk(x
γ′e) = q.
Proof. We will prove the lemma by contradiction. Assume not. Then, for all the variables
xk with degxk(x
γ′e) = q, we have that degxk(x
γe) 6= q − 1, therefore degxk(x
γe) ∈ {0, q}, by
Remark 2.5.
But since supp(γ′e) ( supp(γe), we have that degxk(x
γe) > 0. Hence, degxk(x
γe) = q.
Then, we have that xγ
′
e divides xγe , which is a contradiction. 
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Definition 3.2. Let e ≥ 0 an integer and suppose that Jp 6= 0. Let x
γ ∈ Jp a minimal
monomial generator. Using Remark 2.5, we have a bijective correspondence between the
minimal monomial generators of Jp and the minimal monomial generators of Jq. Under this
map, there exists xγe ∈ Jq which corresponds to x
γ ∈ Jp. We define Me(γ) ⊆ Ke to be the
ideal generated by the minimal monomial generators xδ ∈ Jq with supp(x
δ) ⊆ supp(xγe) =
supp(xγ).
Lemma 3.3. Let e ≥ 0 an integer and suppose that Jp 6= 0. Let x
γ ∈ Jp a minimal monomial
generator. Let 1 ≤ β1, . . . , βs < e with β1 + . . .+ βs = e.
Then,
xγe ∈ Kβ1K
[pβ1 ]
β2
· · ·K
[pβ1+···+βs−1 ]
βs
if and only if
xγe ∈Mβ1(γ)(Mβ2(γ))
[pβ1 ] · · · (Mβs(γ))
[pβ1+···+βs−1 ].
Proof. Let xγe ∈Mβ1(γ)(Mβ2(γ))
[pβ1 ] · · · (Mβs(γ))
[pβ1+···+βs−1 ].
Since Mβi(γ) ⊆ Kβi, we obtain that x
γe ∈ Kβ1K
[pβ1 ]
β2
· · ·K
[pβ1+···+βs−1 ]
βs
.
Now, let xγe ∈ Kβ1K
[pβ1 ]
β2
· · ·K
[pβ1+···+βs−1 ]
βs
. Then for every i ∈ {1, . . . , s}, there exists
mβi ∈ Kβi such that x
γe = mβ1m
pβ1
β2
· · ·mp
β1+···+βs−1
βs
·m, for some m ∈ S.
If there exists at least an i with supp(mβi) 6⊆ supp(x
γe), there exists at least one xk ∈
supp(mβi) \ supp(x
γe). But this contradicts the equality xγe = mβ1m
pβ1
β2
· · ·mp
β1+···+βs−1
βs
·m.
Therefore, we must have that supp(mβi) ⊆ supp(x
γe), for all i ∈ {1, . . . , s}.
Hence, xγe ∈Mβ1(γ)(Mβ2(γ))
[pβ1 ] · · · (Mβs(γ))
[pβ1+···+βs−1 ]. 
Proposition 3.4. Let e ≥ 2 an integer and suppose that Jq 6= 0. If all the minimal monomial
generators of Jq are not contained in Le, then ce = ce+1, for all e ≥ 2.
Proof. Let e ≥ 2 and let xγe a minimal monomial generator of Jq. We know that x
γe is not
contained in Le. So, we obtain that 0¯ 6= xγe ∈
(
I [q] :S I
Le + I [q]
)
. Since xγe was arbitrarly chosen
in Jq and ce = µS
(
I [q] :S I
Le + I [q]
)
, we have that ce = µS(Jq), for all e ≥ 2. Therefore, ce = ce+1,
for all e ≥ 2. 
Remark 3.5. In order to show that the complexity sequence {ce}e≥0 stabilizes starting with
e = 2, it is enough to show that all the minimal monomial generators of Jq are not contained
in Le.
Theorem 3.6. Let e ≥ 0 an integer and suppose that Jq 6= 0. Let x
γe be a minimal monomial
generator of Jq. Then, x
γe is not contained in Le.
Proof. Let xδ
(i)
e ∈ Jq be a minimal monomial generator with
supp(δ
(1)
e ), . . . , supp(δ
(k)
e ) ( supp(γe),
where k ≥ 0. Note that if k = 0, all the minimal monomial generators of xγe have minimal
support. Note that
Me(γ) := (x
γe , xδ
(j)
e : j = 1, . . . , k).
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We want to show that xγe /∈ Le.
If xγe ∈ Le, there exists 1 ≤ β1, . . . , βs < e with β1+. . .+βs = e with x
γe ∈ Kβ1K
[pβ1 ]
β2
· · ·K [p
β1+···+βs−1 ]
βs
.
Using Lemma 3.3, we have that xγe ∈Mβ1(γ)(Mβ2(γ))
[pβ1 ] · · · (Mβs(γ))
[pβ1+···+βs−1 ], where
Mβi(γ) := (x
γβi , x
δ
(j)
βi : j = 1, . . . , k), for all i ∈ {1, . . . , s}.
Then there exists mβi ∈Mβi(γ) such that mβ1m
pβ1
β2
· · ·mp
β1+...+βs−1
βs
divides xγe .
By Lemma 3.1, we have the following:
For any j ∈ {1, . . . , k}, there exists at least one variable xo(j) ∈ supp(δ
(j)
e ) with
degxo(j)(x
γe) = q − 1 and degxo(j)(x
δ
(j)
e ) = q,
for all e ≥ 0. If mβs is a multiple of x
δ
(j)
βs , for some j ∈ {1, . . . , k}, using the Lemma 3.1 there
exists xo(j) ∈ supp(δ
(j)
e ) with
degxo(j)(x
γβs ) = pβs − 1 and degxo(j)(x
δ
(j)
βs ) = pβs.
Then, we obtain that
degxo(j)(x
γe) = q − 1 ≥ degxo(j)(mβs) · p
β1+...+βs−1 ≥ q,
which is a contradiction.
Therefore, we must have that mβs is a multiple of x
γβs .
Now for those variables xr with degxr(x
γe) = q, we have that
degxr(x
γe) = q ≥ degxr(mβs) · p
β1+...+βs−1 ≥ q,
so we must have equality.
That means that degxr(mβ1m
pβ1
β2
· · ·mp
β1+...+βs−2
βs−1
) = 0, which implies that mβj is not a
multiple of xγβj , for all j ∈ {1, . . . , s− 1}.
In particular, we have that mβs−1 is a multiple of x
δ
(j)
βs−1 , for some j ∈ {1, . . . , k}.
Using the Lemma 3.1 again, we know that there exists a variable xt ∈ supp(δ
(j)
e ) with
degxt(x
γβs−1 ) = pβs−1 − 1 and degxt(x
δ
(j)
βs−1 ) = pβs−1 .
Hence
degxt(x
γe) = q − 1 ≥ degxt(mβs−1) · p
β1+...+βs−2 + degxt(mβs) · p
β1+...+βs−1
≥ pβs−1 · pβ1+...+βs−2 + (pβs − 1) · pβ1+...+βs−1 = q,
which gives us a contradiction.
We proved that xγe /∈ Le.

Corollary 3.7. Let R be a Stanley-Reisner ring such that the simplicial complex associated
to it has no isolated vertices. Then the complexity sequence of the Frobenius algebra of
operators on the injective hull of the residue field of the ring R is given by
{ce}e≥0 = {0, µ+ 1, µ, µ, µ, . . .},
where µ := µS(Jp).
Remark 3.8. Corollary 3.7 implies Theorem 4.9 in [3].
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3.1. General Case. So far, we worked with Stanley-Reisner rings satisfying Iα1+Iα2+ · · ·+
Iαr = (x1, . . . , xn), and we showed that for these rings, the complexity sequence stabilizes
starting with e = 2.
Now our main goal will be to extend this result to all the Stanley-Reisner rings, by drop-
ping the condition on the supports of the minimal prime ideals in the minimal primary
decomposition of the ideal I.
Let ce,R := ce(F(ER)).
Theorem 3.9. Let (S,m) −→ (T, n) be a flat, local extension of regular local rings and let
I ≤ S be an ideal in S. Let R :=
S
I
and R′ :=
T
IT
. Then, ce,R = ce,R′ , for all e ≥ 0.
Proof. We know that ce,R = µS
(
I [q] :S I
Le,R + I [q]
)
and ce,R′ = µT
(
(IT )[q] :S (IT )
Le,R′ + (IT )[q]
)
, for all e ≥ 0.
Since S −→ T is a flat extension of rings, we have that (IT )[q] :S (IT ) = (I
[q] :S I)T,
for all e ≥ 0. Hence, we obtain that Le,R′ = LeT. Moreover, (IT )
[q] = I [q]T, for all e ≥ 0.
Therefore,ce,R′ = µT
(
(I [q] :S I)T
(Le,R + I [q])T
)
, for all e ≥ 0.
Let A := (I [q] :S I), B := (I
[q] + Le) and M :=
A
B
. Now in order to show that ce,R = ce,R′ ,
for all e ≥ 0, it sufices to prove that µS(M) = µT (T ⊗S M).
It is enought to show that µK
(
M
mM
)
= µK
(
T ⊗S M
n(T ⊗S M)
)
, where K is the residue field
S/m.
Let K :=
S
m
and L :=
T
n
. By tensoring the exact sequence
0 −→ n −→ T −→ L −→ 0| ⊗S M
we obtain the following exact sequence
. . . −→ Tor1(L,M) −→ n⊗S M −→ T ⊗S M −→ L⊗S M −→ 0.
Hence, we have that Im(n⊗S M −→ T ⊗S M) = Ker(T ⊗S M −→ L⊗S M).
By the Fundamental Theorem of Isomorphism,
T ⊗S M
Ker(T ⊗S M −→ L⊗S M)
∼= Im(T ⊗S M −→ L⊗S M).
But the map T ⊗S M −→ L⊗S M is surjective, therefore
Im(T ⊗S M −→ L⊗S M) = L⊗S M.
Moreover, it is easy to see that Im(n⊗S M −→ T ⊗S M) = n(T ⊗S M).
Hence, we showed that
T ⊗S M
n(T ⊗S M)
∼= L⊗S M.
In order to complete the proof, we will show that µL(L⊗S M) = µK
(
M
mM
)
.
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We have that
L⊗S M ∼= L⊗K
S
m
⊗S M ∼= L⊗K
M
mM
.
Hence, µL(L⊗S M) = µL(L⊗K
M
mM
). It is easy to see that
µL(L⊗K
M
mM
) = µK
(
M
mM
)
,
which completes the proof. 
Corollary 3.7 and Theorem 3.9 give us the following result
Theorem 3.10. Let k be a field of characteristic p, S = k[[x1, . . . , xn]] and q = p
e, for
e ≥ 0. Let I ≤ S be a square-free monomial ideal in S and R = S/I its Stanley-Reisner
ring. Then,
{ce}e≥0 = {0, µ+ 1, µ, µ, µ, . . .},
where µ := µS(Jp).
Proof. Let Iα1 + Iα2 + · · · + Iαr = (x1, . . . , xm), where 1 ≤ m < n. Since k[[x1, . . . , xm]] ⊆
k[[x1, . . . , xn]] is a flat local extension of regular local rings, we are under the hypothesis of
Theorem 3.9. Corollary 3.7 combined with Theorem 3.9 give us the desired conclusion. 
Remark 3.11. Using the notations in the proof of 3.10, one can notice that µk[[x1,...,xm]](Jp) =
µS(Jp).
In [1], A`lvarez Montaner defined the generating function of a skew R-algebra using the
complexity sequence.
Definition 3.12. (see Definition 2.1 in [1]) The generating function of F(ER) is defined as
GF(ER)(T ) =
∑
e≥0
ceT
e.
Note that in [1] the author takes c0 = 1.
As a consequence of Theorem 3.10, we obtain the generating function of the Frobenius
algebra of operators on the injective hull of the residue field of any Stanley-Reisner ring.
Corollary 3.13. Let k be a field of characteristic p, S = k[[x1, . . . , xn]] and q = p
e, for
e ≥ 0. Let I ≤ S be a square-free monomial ideal in S, R = S/I its Stanley-Reisner ring.
Then the generating function of the Frobenius algebra of operators is
GF(ER)(T ) = (µ+ 1)T +
∑
e≥2
µT e =
(µ+ 1)T − T 2
1− T
.
Proof. Note that by Definition 1.5, c0 = 0. Using the Theorem 3.10, we have that c1(R) =
µ+ 1 and ce = µ, for every e ≥ 2. 
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