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PARITY DUALITY FOR THE AMPLITUHEDRON
PAVEL GALASHIN AND THOMAS LAM
Abstract. The (tree) amplituhedron An,k,m(Z) is a certain subset of the Grassmannian
introduced by Arkani-Hamed and Trnka in 2013 in order to study scattering amplitudes
in N = 4 supersymmetric Yang-Mills theory. Confirming a conjecture of the first author,
we show that when m is even, a collection of affine permutations yields a triangulation of
An,k,m(Z) for any Z ∈ Gr>0(k + m,n) if and only if the collection of their inverses yields
a triangulation of An,n−m−k,m(Z) for any Z ∈ Gr>0(n− k, n). We prove this duality using
the twist map of Marsh and Scott. We also show that this map preserves the canonical
differential forms associated with the corresponding positroid cells, and hence obtain a
parity duality for amplituhedron differential forms.
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1. Introduction
1.1. The amplituhedron and its triangulations. The amplituhedron An,k,m(Z) is a
remarkable compact subspace of the real Grassmannian Gr(k, k + m) that was introduced
by Arkani-Hamed and Trnka [AHT14] in order to give a geometric basis for computing
scattering amplitudes in N = 4 super Yang-Mills theory. It is defined to be the image
of Postnikov’s totally nonnegative Grassmannian Gr≥0(k, n) under the (rational) map Z :
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2 PAVEL GALASHIN AND THOMAS LAM
Gr(k, n) 99K Gr(k, k+m) induced by a (k+m)×n matrix Z with positive maximal minors.
Triangulations of the amplituhedron play a key role in the connection between the geometry
of the amplituhedron and the physics of scattering amplitudes.
The totally nonnegative Grassmannian Gr(k, n)≥0 has a stratification by positroid cells de-
noted Π>0k+f , where f is an affine permutation. We say that a collection of affine permutations
f1, f2, . . . , fN forms a Z-triangulation if the images Z(Π
>0
k+fi
) all have the same dimension as
An,k,m(Z) and are mutually non-overlapping, the union of the images is dense in An,k,m(Z),
and the maps Z : Π>0k+fi → Z(Π>0k+fi) are injective. We say that these affine permutations
form an (n, k,m)-triangulation if they form a Z-triangulation for all Z ∈ Gr>0(k +m,n).
The amplituhedron depends on nonnegative integer parameters k,m, n where k +m ≤ n.
Setting ` := n − k − m, we have k + ` + m = n. Throughout the paper, we only deal
with the case where m is even. Our first main result states that (n, k,m)-triangulations of
the amplituhedron are in bijection with (n, `,m)-triangulations of the amplituhedron. This
bijection is obtained by taking an affine permutation to its inverse. One of the enumerative
motivations of our work is a conjectural formula of Karp, Williams, and Zhang [KWZ17]
for the number of cells in a particular triangulation of the amplituhedron. This formula is
invariant under the operation of swapping the parameters k and `, which is called parity
duality in physics.
1.2. The stacked twist map. The twist map is a rational map τ : Mat(r, n) 99K Mat(r, n)
on matrices first defined by Marsh and Scott [MaSc16]. It was motivated by the twist map
on a unipotent group, due to Berenstein, Fomin, and Zelevinsky [BFZ96, BZ97]. Marsh and
Scott’s work has subsequently been extended by Muller and Speyer [MuSp17]. The main
interest of Marsh and Scott, and Muller and Speyer, is the induced twist map Gr(r, n) 99K
Gr(r, n) on the Grassmannian. Taking r := k + `, we study instead the stacked twist map
θ : Gr(k, n)×Gr(`, n) 99K Gr(`, n)×Gr(k, n).
At the heart of our approach is the result that the (rational) stacked twist map restricts to
a diffeomorphism
θ : Π>0k+f ×Gr⊥>0(k +m,n)→ Gr⊥>0(`+m,n)× Π>0`+f−1
on positroid cells indexed by affine permutations related by inversion. (See (4.5) for a
definition of Gr⊥>0(k + m,n).) This allows us not only to relate triangulations under parity
duality, but to study other geometric questions such as subdivisions and whether images of
positroid cells overlap.
1.3. The amplituhedron form. The physical motivation for the study of the amplituhe-
dron is an important (but conjectural) top-degree rational differential form ωAn,k,m(Z) on the
Grassmannian Gr(k, k + m) called the amplituhedron form. The case of main interest in
physics is the case m = 4. Roughly speaking, scattering amplitudes in N = 4 super Yang-
Mills theory can be computed by formally integrating ωAn,k,m(Z) to obtain a rational function
depending on a 4× n matrix, thought of as the momentum four-vectors of n particles. The
integral removes the dependence of the form on the Grassmannian Gr(k, k+ 4), leaving only
the dependence on the (k + 4) × n matrix Z; furthermore, k of the k + 4 rows of Z are
taken to be Grassmann or fermionic parameters to account for the supersymmetry of the
theory [AHT14].
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The amplituhedron form ωAn,k,m(Z) can be obtained from a triangulation of the ampli-
tuhedron as follows. Each positroid cell Π>0k+f has a canonical form ωk+f of top degree in
Π>0k+f . Conjecturally, ωAn,k,m(Z) is obtained by summing the pushforwards Z∗ωk+f over any
triangulation of the amplituhedron.
The form ωAn,k,m(Z) has degree km while the form ωAn,`,m(Z′) has degree `m. To relate
them, we consider the universal amplituhedron An,k,m, a compact subset of the two-step flag
variety Fl(`, k + `;n). The fiber of An,k,m over a point Z⊥ ∈ Gr(`, n) can be canonically
identified with the amplituhedron An,k,m(Z), hence the terminology “universal”. A related
construction in the complex algebraic setting was studied in [Lam16b]. The dimension of
An,k,m is equal to k`+ km+ `m.
We show that the stacked twist map descends to a homeomorphism θ˜ : An,k,≥m → An,`,≥m
between subsets An,k,≥m ⊂ An,k,m and An,`,≥m ⊂ An,`,m that contain the respective interiors.
In particular, triangulations of An,k,m are taken to triangulations of An,`,m via the stacked
twist map. We introduce the universal amplituhedron form, a top-degree rational differential
form ωAn,k,≥m defined by summing pushforward canonical forms over a triangulation of the
universal amplituhedron. Our main result concerning universal amplituhedron forms is that
they are related by pullback under the stacked twist map: θ˜∗ωAn,`,≥m = ωAn,k,≥m .
Outline. We recall some preliminaries on the positroid stratification of Gr≥0(k, n) in Sec-
tion 2. Next, we define triangulations of the amplituhedron in Section 3 and state a duality
result for them (Theorem 3.5). We then explain the construction and some properties of
the stacked twist map θ and use them to give a short proof to Theorem 3.5 in Section 4.
After that, we discuss canonical forms of positroid cells in Section 5 and state that they
are preserved by θ in Theorems 5.9 and 5.13. In Section 6, we give several examples that
illustrate our main results. In Section 7, we define subdivisions of the amplituhedron, and
give an analog of Theorem 3.5 for them (Theorem 7.2). In the same section, we define the
universal amplituhedron and its subdivisions. We explain the relationship of our results with
physics in Section 8, where we define the universal amplituhedron form and show that it is
preserved by the stacked twist map (Theorem 8.16). We then proceed to proving the numer-
ous properties of the stacked twist map that we have mentioned in the previous sections. We
discuss the topology of the amplituhedron in Section 9. In Section 10, we prove that θ takes
triangulations to triangulations. In Section 11, we prove that θ preserves the canonical form,
and in Section 12, we show that θ preserves the universal amplituhedron form. Finally, we
discuss some open problems in Section 13.
Acknowledgments. We are grateful to Steven Karp for numerous conversations on topics
related to this work, and for helpful comments and suggestions at various stages of this
project. We also thank Nima Arkani-Hamed, Jake Bourjaily, and Alex Postnikov for inspiring
conversations.
2. The totally nonnegative Grassmannian
Let n ≥ 2 be a positive integer, and denote [n] := {1, 2, . . . , n}. Let S˜n be the affine
Coxeter group of type A: the elements of S˜n are all bijections f : Z→ Z satisfying
(1) f(i+ n) = f(i) + n for all i ∈ Z;
(2)
∑n
i=1 (f(i)− i) = 0.
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Given any bijection f : Z→ Z satisfying (1), its number of inversions inv(f) is the number
of pairs (i, j) such that i ∈ [n], j ∈ Z, i < j, and f(i) > f(j). We will work with certain
finite subsets of S˜n. Namely, for integers a, b ≥ 0, define
S˜n(−a, b) := {f ∈ S˜n | i− a ≤ f(i) ≤ i+ b for all i ∈ Z}.
A (k, n)-bounded affine permutation is a bijection f : Z→ Z satisfying
• f(i+ n) = f(i) + n for all i ∈ Z;
• ∑ni=1 (f(i)− i) = kn;
• i ≤ f(i) ≤ i+ n for all i ∈ Z.
We let B(k, n) denote the set of (k, n)-bounded affine permutations. There is a distinguished
element idk ∈ B(k, n) defined by idk(i) := i + k for all i ∈ Z, and it is clear that we have
k+f ∈ B(k, n) if and only if f ∈ S˜n(−k, n−k). Here k+f is defined by (k+f)(i) := f(i)+k
for all i ∈ Z. Throughout the text, we will work with S˜n(−k, n−k) rather than with B(k, n).
Let k ≤ n and Gr(k, n) denote the Grassmannian of k-planes in Rn. We let ([n]
k
)
be the
collection of all k-element subsets of [n]. For I ∈ ([n]
k
)
and X ∈ Gr(k, n), we denote by
∆I(X) the Plu¨cker coordinate of X, i.e., the maximal minor of X with column set I. The
totally nonnegative Grassmannian Gr≥0(k, n) ⊂ Gr(k, n) consists of all X ∈ Gr(k, n) such
that ∆I(X) ≥ 0 for all I ∈
(
[n]
k
)
. Similarly, the totally positive Grassmannian Gr>0(k, n) ⊂
Gr≥0(k, n) is the set of X ∈ Gr(k, n) with all Plu¨cker coordinates strictly positive.
The totally nonnegative Grassmannian has a stratification by positroid cells that are
indexed by bounded affine permutations, or equivalently by S˜n(−k, n − k). As we will
explain in Definition 11.1, each f ∈ S˜n(−k, n − k) gives rise to a certain collection Mk+f
of k-element subsets of [n] called a positroid, and then we associate an open positroid cell
Π>0k+f ⊂ Gr≥0(k, n) to f by
Π>0k+f := {X ∈ Gr≥0(k, n) | ∆J(X) > 0 for J ∈Mk+f and ∆J(X) = 0 for J /∈Mk+f}.
We similarly define a closed positroid cell Π≥0k+f by requiring ∆J(X) ≥ 0 for J ∈ Mk+f and
∆J(X) = 0 for J /∈Mk+f . The positroid cell has dimension dim(f) := k(n−k)−inv(f), so we
say that it has codimension inv(f). The unique cell Π>0idk of codimension zero coincides with
Gr>0(k, n). Each element X ∈ Gr≥0(k, n) belongs to Π>0k+f for a unique f ∈ S˜n(−k, n − k),
and thus the totally nonnegative Grassmannian decomposes as a union of positroid cells:
(2.1) Gr≥0(k, n) =
⊔
f∈S˜n(−k,n−k)
Π>0k+f .
See Lemma 10.3 for an alternative definition of Π>0k+f .
3. Triangulations of amplituhedra
Fix four nonnegative integers k, `,m, n such that m is even and k + ` + m = n. Let
Z ∈ Gr>0(k + m,n) be a matrix with all maximal minors positive.1 We treat Z as a map
from Gr≥0(k, n) to Gr(k, k + m) sending (the row span of) a k × n matrix V to (the row
span of) V · Zt, where t denotes matrix transpose. The (tree) amplituhedron An,k,m(Z) is
1Abusing notation, we treat elements of Gr(r, n) as full rank r × n matrices. For example, choosing
different representatives of Z ∈ Gr>0(k + m,n) yields different subsets of Gr(k, k + m), but does not affect
the notion of a triangulation of the amplituhedron.
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defined to be the image of Gr≥0(k, n) under Z. We note that An,k,m(Z) ⊂ Gr(k, k +m) is a
km-dimensional compact subset of Gr(k, k +m).
Definition 3.1. Let f ∈ S˜n(−k, n − k) be an affine permutation. We say that f is Z-
admissible if the restriction of the map Z to the positroid cell Π>0k+f is injective. We say that
f is (n, k,m)-admissible if it is Z-admissible for any Z ∈ Gr>0(k +m,n).
Clearly, in order for an affine permutation f to be Z-admissible, the dimension of Π>0k+f
must be at most km. Thus the codimension of Π>0k+f in Gr(k, n) must be at least k`, equiv-
alently, we must have inv(f) ≥ k`. If f is Z-admissible, then in order for Z(Π>0k+f ) to be a
full-dimensional subset of An,k,m(Z) it is necessary to have inv(f) = k`. However, it is not
sufficient:
Lemma 3.2. Let f ∈ S˜n(−k, n − k) be an affine permutation with inv(f) = k` and let
Z ∈ Gr>0(k+m,n). If f /∈ S˜n(−k, `) then f is not Z-admissible, the dimension of Z(Π>0k+f )
is less than km, and Z(Π>0k+f ) is a subset of the boundary of An,k,m(Z).
Definition 3.3. Let f, g ∈ S˜n(−k, n− k) be two affine permutations. We say that f and g
are Z-compatible if the images Z(Π>0k+f ) and Z(Π
>0
k+g) do not intersect. We say that f and g
are (n, k,m)-compatible if they are Z-compatible for any Z ∈ Gr>0(k +m,n).
Definition 3.4. Let f1, . . . , fN ∈ S˜n(−k, n−k) be a collection of Z-admissible and pairwise
Z-compatible affine permutations, and assume that inv(fs) = k` for 1 ≤ s ≤ N . We say
that f1, . . . , fN form a Z-triangulation if the images Z(Π
>0
k+f1
), . . . , Z(Π>0k+fN ) form a dense
subset of An,k,m(Z). We say that f1, . . . , fN form an (n, k,m)-triangulation if they form a
Z-triangulation for any Z ∈ Gr>0(k +m,n).
Thus by Lemma 3.2, if f1, . . . , fN ∈ S˜n(−k, n−k) form a Z-triangulation for some Z then
they all must belong to S˜n(−k, `). We are now ready to state our first main result.
Theorem 3.5.
(1) Let f ∈ S˜n(−k, `) be an affine permutation. Then f is (n, k,m)-admissible if and
only if f−1 ∈ S˜n(−`, k) is (n, `,m)-admissible.
(2) Let f, g ∈ S˜n(−k, `) be two affine permutations. Then f and g are (n, k,m)-compatible
if and only if f−1, g−1 ∈ S˜n(−`, k) are (n, `,m)-compatible.
(3) Let f1, . . . , fN ∈ S˜n(−k, `) be a collection of affine permutations. Then they form an
(n, k,m)-triangulation of the amplituhedron if and only if f−11 , . . . , f
−1
N ∈ S˜n(−`, k)
form an (n, `,m)-triangulation of the amplituhedron.
Using the properties of the stacked twist map, we give a simple proof of this theorem in
Section 4. In Section 7, we define a more general notion of Z-subdivisions and give an analog
of Theorem 3.5.
3.1. Motivation and further remarks. We discuss the relationship of Theorem 3.5 with
some results present in the literature on amplituhedra.
Remark 3.6. For k = 1, the amplituhedron An,k,m(Z) ⊂ Gr(1,m + 1) is just the cyclic
polytope in the m-dimensional projective space. The combinatorics of its triangulations2 is
2The notion of a triangulation of a polytope imposes an additional restriction that the intersection of any
two simplices is their common face. However, this extra condition is not necessary for cyclic polytopes, see
e.g. [OT12, Theorem 2.4]. We thank Alex Postnikov for bringing this subtle point to our attention.
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well-understood, see e.g. [Ram97, ERR00, Tho02, OT12]. Therefore in this case Theorem 3.5
describes explicitly the triangulations of the ` = 1 amplituhedron, which has not yet been
studied in the literature. We refer the reader to Section 6 for an illustration.
Remark 3.7. From the point of view of physics, the most interesting case is m = 4, which
corresponds to computing tree level scattering amplitudes in the planar N = 4 supersym-
metric Yang-Mills theory. In particular, the terms in the BCFW recurrence introduced
in [BCF05, BCFW05] for computing these amplitudes correspond to a collection of affine
permutations called the BCFW triangulation. (It is a conjecture that these affine permu-
tations indeed form an (n, k,m)-triangulation of the amplituhedron.) We note that in this
special m = 4 case, the map f 7→ f−1 sends a BCFW triangulation for (k, `) to a BCFW
triangulation for (`, k). It amounts to switching the colors of the vertices in the correspond-
ing plabic graphs in Gr(k + 2, n) and Gr(` + 2, n) (the indices are shifted by 2 because of
a transition from the momentum space to the momentum-twistor space). See [AHTT18,
Section 11], [KWZ17, Proposition 8.4], or Section 13.5 for further discussion.
The following conjecture states that the notions of Z-admissibility, Z-compatibility, and
Z-triangulation do not depend on the choice of Z ∈ Gr>0(k+m,n). It is widely believed to
be true in the physics literature.
Conjecture 3.8. Fix some Z ∈ Gr>0(k +m,n).
(1) Let f ∈ S˜n(−k, n− k) be an affine permutation. Then f is Z-admissible if and only if f
is (n, k,m)-admissible.
(2) Let f, g ∈ S˜n(−k, n− k) be two affine permutations. Then f and g are Z-compatible if
and only if they are (n, k,m)-compatible.
(3) Let f1, . . . , fN ∈ S˜n(−k, n− k) be a collection of affine permutations. Then they form a
Z-triangulation if and only if they form an (n, k,m)-triangulation.
Therefore, assuming Conjecture 3.8, the notion of, say, Z-compatibility does not depend
on Z, and thus gives rise to an interesting binary relation on the set S˜n(−k, n− k).
Let us now explain some motivation that led to Theorem 3.5. For integers a, b, c ≥ 1,
define
M(a, b, c) :=
a∏
p=1
b∏
q=1
c∏
r=1
p+ q + r − 1
p+ q + r − 2
to be the number of plane partitions that fit into an a× b× c box [Mac04]. This expression
is symmetric in a, b, c. In [KWZ17, Conjecture 8.1], the authors noted that in all cases
where a (conjectural) triangulation of An,k,m(Z) is known, it has precisely M(k, `,m/2) cells,
and they conjectured that for all n, k,m, there exists a triangulation of the amplituhedron
with M(k, `,m/2) cells. For example, for m = 4, the number of terms in the BCFW
recurrence, which correspond to the cells in the conjectural BCFW triangulation ofAn,k,m(Z),
equals M(k, `, 2) = 1
n−3
(
n−3
k+1
)(
n−3
k
)
(a Narayana number), see [AHBC+16, Eq. (17.7)]. We
generalize [KWZ17, Conjecture 8.1] as follows.
Conjecture 3.9. For every triangulation f1, . . . , fN ∈ S˜n(−k, n−k) of An,k,m(Z) (where m
is even), the number N of cells equals M(k, `,m/2).
This conjecture holds for k = 1 (see e.g. [Ram97]), and therefore by Theorem 3.5 it holds
for ` = 1 as well. Additionally, we have experimentally verified it in the case k = ` = m = 2,
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n = 6, where there are 120 triangulations of the amplituhedron, and each of them has size
M(2, 2, 1) = 6. We discuss this example in more detail in Section 13.4. See also [KWZ17,
Section 8] for a list of other cases where Conjecture 3.9 holds in a weaker form.
Remark 3.10. In [KWZ17, Remark 8.2], a similar conjecture is given for odd values of m.
One could generalize this conjecture as follows: for odd m, the maximal number of cells in a
triangulation of the amplituhedron is equal to M(k, `, m+1
2
). This conjecture remains open,
but we note that the result of Theorem 3.5 does not hold for odd m, as one can easily observe
already in the case k = 1, ` = 2, m = 1, n = 4. In this case, the maximal number of cells in
a triangulation is indeed M(1, 2, 1) = 3 and is invariant under switching k and `, however,
replacing each affine permutation with its inverse does not take (n, k,m)-triangulations to
(n, `,m)-triangulations.
Remark 3.11. Theorem 3.5 provides partial progress to answering [KWZ17, Question 8.5]:
assuming that for each n, k, and even m there exists an (n, k,m)-triangulation of the am-
plituhedron, [KWZ17, Question 8.5] has positive answer.
Remark 3.12. Form = 4, it was already observed in [GGS+14, AHTT18] that the twist map
of Gr(4, n) is related to the parity duality of scattering amplitudes. However, without the
stacked twist map, the remarkable combinatorics and geometry of triangulations is hidden.
4. The stacked twist map
In this section, we explain a construction that lies at the core of the proof of Theorem 3.5.
It is based on the twist map of Marsh and Scott [MaSc16]. For our purposes, it is more
convenient to use the version of the twist map from [MuSp17], which differs from the one
in [MaSc16] by a column rescaling. See [MuSp17, Remark 6.3] for details.
Let k, `,m, n be as in the previous section, that is, they are all nonnegative integers such
that m is even and n = k + ` + m. Let V be a k × n matrix and W be an ` × n matrix.
For j = 1, 2, . . . , n, define V (j) ∈ Rk (resp., W (j) ∈ R`) to be the j-th column of V (resp.,
W ). We extend this to any j ∈ Z by the condition that V (j + n) = (−1)k−1V (j) and
W (j + n) = (−1)k−1W (j). Define
U = stack(V,W ) :=
(
V
W
)
to be a (k+`)×n block matrix obtained by stacking V on top of W . That is, the j-th column
U(j) of U equals (V (j),W (j)) ∈ Rk+`, and thus we also have U(j + n) = (−1)k−1U(j) for
all j ∈ Z.
Definition 4.1. Given a (k + `)× n matrix U , we write U ∈ Mat◦(k + `, n) if for all j ∈ Z,
the vectors U(j − `), U(j − `+ 1), . . . , U(j + k − 1) form a basis of Rk+`.
We now define a map τ : Mat◦(k+ `, n)→ Mat◦(k+ `, n) sending a matrix U to a matrix
U˜ with columns U˜(j), j ∈ Z. Up to sign changes and a cyclic shift, this map coincides with
the right twist of [MuSp17], see (10.1). For each j ∈ Z, define a vector U˜(j) ∈ Rk+` by the
following conditions:
(4.1) 〈U˜(j), U(j − `)〉 = (−1)j, 〈U˜(j), U(j − `+ 1)〉 = · · · = 〈U˜(j), U(j + k − 1)〉 = 0,
where 〈·, ·〉 denotes the standard inner product on Rk+`. Since the vectors U(j−`), U(j−`+
1), . . . , U(j+k−1) form a basis, the above conditions determine U˜(j) uniquely. It is also not
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hard to see directly that U˜ ∈ Mat◦(k + `, n) (alternatively, see (10.3)). Moreover, we have
U˜(j + n) = (−1)n+k−1U˜(j) = (−1)`−1U˜(j), because m is assumed to be even. This defines
U˜ = τ(U) ∈ Mat◦(k + `, n). Muller and Speyer also define a left twist ←τ : Mat◦(k + `, n) →
Mat◦(k + `, n). They show:
Theorem 4.2 ([MuSp17, Theorem 6.7]). The left and right twists are inverse diffeomor-
phisms of Mat◦(k + `, n).
Finally, let W˜ (resp., V˜ ) be the k × n matrix (resp., the ` × n matrix) such that U˜ =
stack(W˜ , V˜ ). In other words, we let the j-th column W˜ (j) of W˜ and V˜ (j) of V˜ be defined
so that U˜(j) = (W˜ (j), V˜ (j)).
Definition 4.3. Given a k × n matrix V and an ` × n matrix W such that stack(V,W ) ∈
Mat◦(k + `, n), we denote θ(V,W ) := (W˜ , V˜ ), where W˜ and V˜ are defined above. The map
θ is called the stacked twist map.
The relationship between the maps τ , stack, and θ is shown in (4.2). Dashed (resp., solid)
arrows denote rational (resp., regular) maps.
(4.2)
Mat(k, n)×Mat(`, n) Mat(k, n)×Mat(`, n)
Mat◦(k + `, n) Mat◦(k + `, n)
stack
θ
stack
τ
(V,W ) (W˜ , V˜ )
U U˜
stack
θ
stack
τ
Our first goal is to view θ as a map on pairs of subspaces rather than pairs of matrices.
Thus we would like to treat V and W not as matrices but as their row spans. The following
result will be deduced as a simple consequence of Lemma 10.1.
Lemma 4.4. The map θ descends to a rational map
θ : Gr(k, n)×Gr(`, n) 99K Gr(k, n)×Gr(`, n).
It turns out that θ has remarkable properties when restricted to the totally nonnegative
Grassmannian. For each 0 ≤ m ≤ n− k, define a subset Gr≥m(k, n) ⊂ Gr≥0(k, n) by
(4.3) Gr≥m(k, n) :=
⊔
f∈S˜n(−k,n−k−m)
Π>0k+f .
Comparing this to (2.1), we see that setting m = 0 indeed recovers Gr≥0(k, n). More
generally, we have
Gr≥0(k, n) ⊃ Gr≥1(k, n) ⊃ · · · ⊃ Gr≥n−k(k, n) = Gr>0(k, n).
As we will see in Lemma 10.3, the set Gr≥m(k, n) can be alternatively described as follows.
Proposition 4.5. For 0 ≤ m ≤ n− k and ` = n− k −m, we have
Gr≥m(k, n) = {V ∈ Gr≥0(k, n) : rk([V (j−`)|V (j−`+1)| . . . |V (j+k−1)]) = k for all j ∈ Z}.
Here [V (j− `)|V (j− `+ 1)| . . . |V (j+ k− 1)] denotes the k× (k+ `) matrix with columns
V (j − `), . . . , V (j + k − 1), and rk denotes its rank. We set
(4.4) An,k,≥m(Z) := Z(Gr≥m(k, n)) ⊂ An,k,m(Z).
Let us also define
(4.5) Gr⊥>0(k +m,n) := {Z⊥ | Z ∈ Gr>0(k +m,n)} ⊂ Gr(`, n).
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Here for Z ∈ Gr>0(k + m,n) we denote by W := Z⊥ ∈ Gr(`, n) the subspace orthogonal to
Z.
Remark 4.6. The sets Gr⊥>0(k +m,n) and Gr>0(`, n) are related as follows. Define a map
alt : Gr(`, n) → Gr(`, n) sending a matrix W ∈ Gr(`, n) with columns W (j), 1 ≤ j ≤ n
to a matrix W ′ := alt(W ) with columns W ′(j) = (−1)j−1W (j). It turns out alt is a
diffeomorphism between Gr>0(`, n) and Gr
⊥
>0(k + m,n). In fact, for any set I ⊂ [n] of size
`, we have
(4.6) ∆I(alt(W )) = ∆[n]\I(Z),
where Z := W⊥. See [KW17, Lemma 3.3] and references therein.
The following result is the main ingredient of the proof of Theorem 3.5.
Theorem 4.7. Let V ∈ Gr≥m(k, n) and W ∈ Gr⊥>0(k +m,n).
(i) We have stack(V,W ) ∈ Mat◦(k + `, n), thus θ(V,W ) = (W˜ , V˜ ) is well defined.
(ii) We have W˜ ∈ Gr⊥>0(`+m,n) and V˜ ∈ Gr≥m(`, n).
(iii) Let f ∈ S˜n(−k, `) be the unique affine permutation such that V ∈ Π>0k+f . Then
V˜ ∈ Π>0`+f−1.
By Theorem 4.2, we conclude that θ restricts to a homeomorphism
θ : Gr≥m(k, n)×Gr⊥>0(k +m,n)→ Gr⊥>0(`+m,n)×Gr≥m(`, n),
and for each f ∈ S˜n(−k, `), θ restricts to a diffeomorphism
(4.7) θ : Π>0k+f ×Gr⊥>0(k +m,n)→ Gr⊥>0(`+m,n)× Π>0`+f−1 .
Finally, we note that θ “preserves the fibers” of the map Z : Gr≥m(k, n) → An,k,≥m(Z).
More precisely, given V ∈ Gr≥m(k, n), let us define a fiber F(V, Z) of Z by
(4.8) F(V, Z) := {V ′ ∈ Gr≥0(k, n) | V · Zt = V ′ · Zt}.
As we will see later in Proposition 9.2, for V ∈ Gr≥m(k, n) we have F(V, Z) ⊂ Gr≥m(k, n).
Proposition 4.8. Let V ∈ Gr≥m(k, n), Z ∈ Gr>0(k + m,n), W := Z⊥ ∈ Gr⊥>0(k + m,n),
θ(V,W ) = (W˜ , V˜ ), and Z˜ := W˜⊥ ∈ Gr>0(` + m,n). Then for any V ′ ∈ F(V, Z), we have
θ(V ′,W ) = (W˜ , V˜ ′) for some V˜ ′ ∈ F(V˜ , Z˜). The map V ′ 7→ V˜ ′ is a homeomorphism between
F(V, Z) ⊂ Gr≥m(k, n) and F(V˜ , Z˜) ⊂ Gr≥m(`, n).
We postpone the proof of Theorem 4.7 and Proposition 4.8 until Section 10. Let us now
give a simple proof of Theorem 3.5 using these results.
Proof of Theorem 3.5. Let f ∈ S˜n(−k, `) be an affine permutation. Then f is (n, k,m)-
admissible if and only if Π>0k+f ∩F(V, Z) contains at most one point for each V ∈ Gr≥m(k, n)
and Z ∈ Gr>0(k + m,n). By Proposition 4.8, this fiber F(V, Z) maps bijectively to a
fiber F(V˜ , Z˜) for some Z˜ ∈ Gr>0(` + m,n) and V˜ ∈ Gr≥m(`, n). Moreover, the points of
Π>0k+f ∩F(V, Z) map bijectively to the points of Π>0`+f−1 ∩F(V˜ , Z˜) by Theorem 4.7, part (iii).
This proves Theorem 3.5, part (1).
Similarly, if f, g ∈ S˜n(−k, `) are two affine permutations then they are (n, k,m)-compatible
if and only if either one of Π>0k+f ∩F(V, Z) or Π>0k+g∩F(V, Z) is empty for each V ∈ Gr≥m(k, n)
and Z ∈ Gr>0(k + m,n). Again by Proposition 4.8 and Theorem 4.7, part (iii), this is
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equivalent to saying that either one of Π>0`+f−1 ∩ F(V˜ , Z˜) or Π>0`+g−1 ∩ F(V˜ , Z˜) is empty,
showing Theorem 3.5, part (2).
Finally, let f1, . . . , fN ∈ S˜n(−k, `) be a collection of (n, k,m)-admissible and pairwise
(n, k,m)-compatible affine permutations. By the previous two parts, we see that f−11 , . . . , f
−1
N ∈
S˜n(−`, k) are (n, `,m)-admissible and pairwise (n, `,m)-compatible. Suppose now that
f1, . . . , fN form an (n, k,m)-triangulation. This means that the union of the images Z(Π
≥0
k+f1
),
. . . , Z(Π≥0k+fN ) equals to An,k,m(Z) for each Z ∈ Gr>0(k + m,n). In particular, this implies
that for all V ∈ Gr≥m(k, n) and Z ∈ Gr>0(k + m,n), F(V, Z) contains a point V ′ of Π≥0k+fs
for some 1 ≤ s ≤ N . Since V belongs to Gr≥m(k, n), there is a unique affine permutation
f ∈ S˜n(−k, `) such that V ′ ∈ Π>0k+f ⊂ Π≥0k+fs . Applying Theorem 4.7, part (iii) together
with Proposition 4.8, we get that for all V˜ ∈ Gr≥m(`, n) and Z˜ ∈ Gr>0(` + m,n), F(V˜ , Z˜)
contains a point V˜ ′ ∈ Π>0`+f−1 ⊂ Π≥0`+f−1s for some 1 ≤ s ≤ N . Thus the union of the images
Z˜(Π≥0
`+f−11
), . . . , Z˜(Π≥0
`+f−1N
) contains An,`,≥m(Z˜). Since this union is closed, it must contain the
closure of An,`,≥m(Z˜) which is clearly equal to An,`,m(Z) (see also Proposition 9.1), finishing
the proof of Theorem 3.5, part (3). 
5. The canonical form
In this section, we give an accessible introduction to the canonical form on the Grassman-
nian and explain its relationship with the stacked twist map.
5.1. The canonical form for the top cell. The Grassmannian Gr(k, n) is a k(n − k)-
dimensional manifold. It can be covered by various coordinate charts. For example, one can
represent any generic element X ∈ Gr(k, n) as the row span of a k×n block matrix [Idk | A]
for a unique k× (n−k) matrix A. Here Idk denotes the k×k identity matrix. Alternatively,
any generic X is determined by its Plu¨cker coordinates lying in a cluster {∆J | J ∈ C}
(see [FZ02, Sco06] and Definition 11.3), where C is a collection of k(n− k) + 1 subsets of [n],
each of size k, satisfying certain properties. Here we view {∆J | J ∈ C} as an element of the
k(n−k)-dimensional projective space. There is a (rational) differential k(n−k)-form ωk,n on
Gr(k, n) with remarkable properties called the canonical form. Before we give its definition,
we note that ωk,n is a rational top form (i.e., an r-form on an r-dimensional manifold), and
on the chart [Idk | A] it can therefore be written as f(A) dk×(n−k)(A), where f(A) is some
rational function of the entries of A, and
dk×(n−k)(A) := da1,1 ∧ da1,2 ∧ · · · ∧ dak,n−k.
Thus defining ωk,n amounts to giving a formula for f(A). For X ∈ Gr(k, n), define
∆circk (X) :=
n∏
i=1
∆{i,i+1,...,i+k−1}(X)
to be the product of all circular k × k minors of X (the indices are taken modulo n).
Definition 5.1. The canonical form ωk,n on Gr(k, n) is defined as follows: if X ∈ Gr(k, n)
is the row span of [Idk | A] for a k × (n− k) matrix A then
ωk,n(X) := ±d
k×(n−k)(A)
∆circk (X)
.
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Until Section 8, we view ωk,n as only being defined up to a sign.
Example 5.2. Consider an element X ∈ Gr(2, 4) given by the row span of
(5.1)
(
1 0 p q
0 1 r s
)
.
Then we have
(5.2) ωk,n(X) = ±dp ∧ dq ∧ dr ∧ ds
p(ps− rq)s .
What makes ωk,n special is that it can be alternatively computed using other coordinate
charts on Gr(k, n) in a simple way. For the proof of the following result, see [Lam16b,
Proposition 13.3].
Proposition 5.3. Suppose that the Plu¨cker coordinates {∆J | J ∈ C} form a cluster for
some C = {J0, J1, . . . , Jk(n−k)} (see Definition 11.3), and suppose that they are normalized
so that ∆J0(X
′) = 1 for all X ′ in the neighborhood of X ∈ Gr(k, n). Then
(5.3) ωk,n(X) = ±
d(∆J1(X)) ∧ d(∆J2(X)) ∧ · · · ∧ d(∆Jk(n−k)(X))
∆J1(X) ·∆J2(X) · · ·∆Jk(n−k)(X)
.
The normalization ∆J0(X
′) = 1 means that the homogeneous coordinates ∆Ji(X) become
rational functions on Gr(k, n). Instead of normalization, one could also replace ∆Ji(X) by
the rational function ∆Ji(X)/∆J0(X) in (5.3).
The form ωk,n(X) depends neither on the choice of the cluster C nor on the choice of
J0 ∈ C. This result will serve as a definition of the canonical form for any positroid cell in
the next section.
Example 5.4. There are two clusters in Gr(2, 4): C := {{1, 2}, {2, 3}, {3, 4}, {1, 4}, {1, 3}}
and C ′ := {{1, 2}, {2, 3}, {3, 4}, {1, 4}, {2, 4}}. For X being the row span of the matrix given
in (5.1), we have
∆12(X) = 1, ∆23(X) = −p, ∆34(X) = ps− rq, ∆14(X) = s,
∆13(X) = r, ∆24(X) = −q.
Letting J0 be {1, 2} and applying Proposition 5.3 to C and C ′ yields the following two
expressions for ωk,n(X):
ωk,n(X) = ±dp ∧ d(ps− rq) ∧ ds ∧ dr
p(ps− rq)sr = ±
dp ∧ d(ps− rq) ∧ ds ∧ dq
p(ps− rq)sq .
One easily checks that each of these expressions is indeed equal up to a sign to the one given
in (5.2): we have d(ps− rq) = p ds+ s dp− r dq− q dr, but only one of these four terms stays
nonzero after taking the wedge with dp ∧ ds ∧ dr or dp ∧ ds ∧ dq.
Remark 5.5. Yet another simple alternative way to compute ωk,n is to use Postnikov’s
parametrization [Pos07] in terms of edge weights of a plabic graph. See [Lam16b, Section 13]
for the proof that all three ways of computing ωk,n produce the same answer.
Remark 5.6. The definition of the canonical form given in Proposition 5.3 generalizes to
all cluster algebras, see [AHBL17, Section 5.7].
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Before we state the main result of this section, let us give a warm-up result on the re-
lationship between the twist map of [MaSc16] and the canonical form. Recall that τ :
Mat◦(k + `, n) → Mat◦(k + `, n) sends a matrix U ∈ Mat◦(k + `, n) to another matrix
U˜ ∈ Mat◦(k + `, n) defined in (4.1). Similarly to Lemma 4.4, one can prove that τ descends
to a rational map Gr(k + `, n) 99K Gr(k + `, n). Let ωk+`,n denote the canonical form on
Gr(k + `, n).
Proposition 5.7. The twist map τ : Gr(k + `, n) 99K Gr(k + `, n) preserves the canonical
form ωk+`,n up to a sign. That is, ωk+`,n equals to the pullback ±τ ∗ωk+`,n of ωk+`,n via τ .
Example 5.8. Let k + ` = 2, n = 4, and suppose that U is the row span of (5.1). After
possibly switching the signs of some columns, U˜ := τ(U) is the row span of(
0 1 r s
−1 0 −p −q
)
· diag
(
1
s
, 1,
1
p
,
1
ps− rq
)
'k+`
(
1 0 s qs
ps−rq
0 1 r
p
s
ps−rq
)
.
Here diag denotes a diagonal matrix, and the matrix on the right hand side is obtained from
the matrix on the left hand side by multiplying the bottom row by −s and switching the
two rows (these operations preserve its row span). Thus a cluster of Plu¨cker coordinates of
U˜ is given by
∆12 = ±1, ∆23 = ±s, ∆34 = ±s
p
, ∆14 = ± s
ps− rq , ∆13 = ±
r
p
.
Applying Proposition 5.3, we see that the pullback of ωk+`,n under τ is equal to
(5.4) ±
ds ∧ d
(
s
p
)
∧ d
(
r
p
)
∧ d
(
s
ps−rq
)
s · s
p
· r
p
· s
ps−rq
= ±
ds ∧ s dp
p2
∧ dr
p
∧ sr dq
(ps−rq)2
s · s
p
· r
p
· s
ps−rq
.
Here e.g. d(∆23) = ±ds and d(∆34) = ±
(
ds
p
− s dp
p2
)
, but because we are already taking the
wedge with ds, only the s dp
p2
term appears in the numerator of (5.4). We see that after some
cancellations, (5.4) indeed yields the same result as (5.2), in agreement with Proposition 5.7.
Consider the manifold Gr(k, n)×Gr(`, n) for some k + `+m = n as above with m even.
One can consider a top form ωk,n ∧ ω`,n on this manifold. We are now ready to state the
main result of this section.
Theorem 5.9. The stacked twist map θ : Gr(k, n)×Gr(`, n) 99K Gr(k, n)×Gr(`, n) preserves
the form ωk,n ∧ ω`,n up to a sign.
Proposition 5.7 has a short proof using the results of [MaSc16] and [MuSp17], see Sec-
tion 11.4. On the other hand, the proof of Theorem 5.9 is quite involved and is given in
Section 11.5. See Section 6.3 for an example.
5.2. The canonical form for lower positroid cells. Given an affine permutation f ∈
S˜n(−k, n−k), one can consider certain collections C ⊂
(
[n]
k
)
of k-element subsets of [n] called
clusters, see Definition 11.1. All clusters have the same size, and give a parametrization of
Π>0k+f :
Proposition 5.10 ([OPS15]). Let C be a cluster for f ∈ S˜n(−k, n− k). Then it has size
(5.5) |C| = k(n− k) + 1− inv(f).
The map Π>0k+f → RPC>0 given by X 7→ {∆J(X) | J ∈ C} is a diffeomorphism.
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Here RPC>0 denotes the subset of the (|C| − 1)-dimensional real projective space where all
coordinates are positive.
Thus we have various coordinate charts on Π>0k+f , which now allows us to use Proposi-
tion 5.3 to define a canonical form on this manifold.
Definition 5.11. Let C = {J0, J1, . . . , JN} be a cluster for f ∈ S˜n(−k, n − k), where N =
k(n − k) − inv(f). Suppose that the values of the Plu¨cker coordinates are rescaled so that
∆J0(X
′) = 1 for X ′ in the neighborhood of X ∈ Π>0k+f . Then the canonical form ωk+f on
Π>0k+f is defined by
ωk+f (X) := ±d(∆J1(X)) ∧ d(∆J2(X)) ∧ · · · ∧ d(∆JN (X))
∆J1(X) ·∆J2(X) · · ·∆JN (X)
.
Proposition 5.12. The form ωk+f depends neither on the choice of C nor on the choice of
J0 ∈ C.
See [Lam16b, Theorem 13.2] for a proof. In fact, we will see later that the form ωk+f can
be obtained from the form ωk,n = ωk+id0 by subsequently taking residues (see Section 12.1
for a definition). This implies Proposition 5.12, as well as a generalization of Theorem 5.9
to lower cells which we now explain.
By (4.6), the set Gr⊥>0(k +m,n) can be identified with Gr>0(`, n) by changing the sign of
every second column, and since the form ω`,n is only defined up to a sign, we can view ω`,n
as a top rational form on Gr⊥>0(k+m,n) instead. The following is our main result regarding
canonical forms.
Theorem 5.13. For f ∈ S˜n(−k, `), under the stacked twist map diffeomorphism
θ : Π>0k+f ×Gr⊥>0(k +m,n)→ Gr⊥>0(`+m,n)× Π>0`+f−1
(see (4.7)) we have
(5.6) θ∗(ωk,n ∧ ω`+f−1) = ±ωk+f ∧ ω`,n.
We discuss the application of Theorem 5.13 to the amplituhedron form in Section 8.
6. Examples
In this section, we illustrate each of our main results by an example.
6.1. Triangulations of a pentagon. As a warm-up, we let k = 1, ` = 2, m = 2,
n = 5. In this case, the amplituhedron An,k,m(Z) is a pentagon in RP2 whose vertices
are the five columns of Z ∈ Gr>0(3, 5). We write f ∈ S˜n in window notation, i.e., f =
[f(1), f(2), . . . , f(n)]. Let Pn,k,m ⊂ S˜n(−k, n − k) be the set of affine permutations f with
inv(f) = k` = 2. We say that f, g ∈ S˜n are the same up to rotation if for some s ∈ Z
we have f(i + s) = g(i) + s for all i ∈ Z. There are ten affine permutations in P5,1,2, and
up to rotation, they form two classes of five affine permutations in each, shown in Figure 1
(bottom). All of these ten affine permutations are (n, k,m)-admissible, and the images of
the corresponding positroid cells are the
(
5
3
)
= 10 triangles in a pentagon. The affine per-
mutation [2, 1, 3, 5, 4] in Figure 1 (bottom left) corresponds to the convex hull of the triangle
with vertex set {1, 3, 4} inside a pentagon, while the affine permutation [3, 1, 2, 4, 5] in Fig-
ure 1 (bottom right) corresponds to the convex hull of a triangle with vertex set {1, 4, 5}.
These two permutations are therefore (5, 1, 2)-compatible and together with the permutation
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f = [2, 1, 3, 5, 4] g = [2, 3, 1, 4, 5] h = [1, 4, 2, 3, 5]
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−3
−3
−2
−2
−1
−1
0
0
6
6
7
7
8
8
9
9
1
1
2
2
3
3
4
4
5
5
−4
−4
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1
2
2
3
3
4
4
5
5
f−1 = [2, 1, 3, 5, 4] g−1 = [3, 1, 2, 4, 5]
Figure 1. Up to rotation, there are three affine permutations in S˜n(−k, n−k)
for k = 2, n = 5 with two inversions (top). There are only two such affine
permutations in S˜n(−k, n− k) for k = 1, n = 5 (bottom).
j -1 0 1 2 3 4 5 6 7
2 1 1 0 0 −2 −1 −1 0
U(j) −2 0 0 1 1 2 0 0 −1
2 −1 1 −1 3 −2 1 −1 1
j -1 0 1 2 3 4 5 6 7
2 0 −1 4 −8 2 0 −1 4
(U˜ ·D)(j) 4 −2 1 0 −6 4 −2 1 0
2 0 1 0 2 2 0 1 0
Figure 2. The columns of U (top) and of U˜ ·D (bottom) for j = −1, 0, . . . , 7.
[1, 2, 5, 3, 4] (corresponding to a triangle with vertex set {1, 2, 3}) they form a triangulation
of An,k,m(Z).
6.2. Triangulations of the ` = 1 amplituhedron. We now study the “dual” case k = 2,
` = 1, m = 2, n = 5 in detail. There are fifteen affine permutations in P5,2,2, and they form
three classes (up to rotation) of five permutations in each, shown in Figure 1 (top).
The permutations f = [2, 1, 3, 5, 4] and g = [2, 3, 1, 4, 5] belong to S˜n(−k, `) while h =
[1, 4, 2, 3, 5] does not belong to S˜n(−k, `) because h(2) = 4 > 2 + `. Thus by Lemma 3.2, h
is not (n, k,m)-admissible (and it is indeed easy to check directly that h is not Z-admissible
for all Z ∈ Gr>0(k + m,n)). Note that h−1 does not correspond to any triangle inside a
pentagon.
Let us now fix f = [2, 1, 3, 5, 4] and consider V ∈ Π>0k+f and W ∈ Gr⊥>0(k +m,n) given by
(6.1) V =
(
1 0 0 −2 −1
0 1 1 2 0
)
; W =
(
1 −1 3 −2 1) .
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(−1, 1) (0, 1)
(0, 0)(−1, 0)
(0,−1
3
)
(1, 0)
V ′ ≥ 0
∆12(V
′) = a− b+ 1
∆23(V
′) = −4a
∆34(V
′) = 8a+ 6b+ 2
∆45(V
′) = −2a− 4b+ 2
∆15(V
′) = 2b
Figure 3. Each of the ten lines represents the set of pairs (a, b) for which
one of the minors of V ′ is zero. We have V ′ ∈ Gr≥0(k, n) precisely when (a, b)
belongs to the shaded region.
The fact that V ∈ Π>0k+f can be easily checked using (10.4) while the fact that W ∈
Gr⊥>0(k +m,n) follows since alt(W ) is totally positive, see (4.6). We would like to compute
(W˜ , V˜ ) = θ(V,W ). To do so, we first need to find the matrix U˜ = τ(U). Let us introduce
a diagonal n × n matrix D = diag(|∆J1(U)|, . . . , |∆Jn(U)|), where Jj = {j − `, j − ` +
1, . . . , j+ k− 1}. We will consider the matrix U˜ ·D rather than U˜ itself in order to clear the
denominators (cf. (10.1)). The matrix U is given in Figure 2 (top), so
(6.2) D = diag(| − 2|, |4|, | − 8|, |10|, | − 4|) = diag(2, 4, 8, 10, 4).
Thus the column U˜(j) gets rescaled by the absolute value of ∆Jj(U). The matrix U˜ · D
is given in Figure 2 (bottom): we encourage the reader to check that the column U˜(j) is
orthogonal to the columns U(j) and U(j + 1), and that 〈U˜(j), U(j − 1)〉 = (−1)j. (Recall
also that U(j + n) = (−1)k−1U(j) and U˜(j + n) = (−1)`−1U˜(j), which is consistent with
Figure 2.) Thus the output of the stacked twist map in this case is given by
(6.3) W˜ ·D =
(−1 4 −8 2 0
1 0 −6 4 −2
)
; V˜ ·D = (1 0 2 2 0) .
We observe that alt(W˜ ) is a totally positive 2× 5 matrix, and thus W˜ ∈ Gr⊥>0(`+m,n).
Similarly, V˜ is a totally nonnegative 1 × 5 matrix. Moreover, we have V˜ ∈ Π>0`+f ′ for f ′ =
[2, 1, 3, 5, 4] = f−1, as predicted by Theorem 4.7, part (iii).
We now consider the fibers of Z. Let V,W be given by (6.1), and consider a 4 × 5
matrix Z := W⊥. Suppose that V ′ ·Zt = V ·Zt for some V ′ ∈ Gr≥0(k, n), then we must have
V ′ = V +A·W for some 2×1 matrix A =
(
a
b
)
with a, b ∈ R. The matrix U ′ := stack(V ′,W )
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is therefore given by
U ′ =
a+ 1 −a 3a −2a− 2 a− 1b −b+ 1 3b+ 1 −2b+ 2 b
1 −1 3 −2 1
 .
We then find the matrix U˜ ′ := τ(U ′):
U˜ ′ ·D =
 −1 4 −8 2 01 0 −6 4 −2
a− b+ 1 −4a 8a+ 6b+ 2 −2a− 4b+ 2 2b
 .
Here D = diag(2, 4, 8, 10, 4) is unchanged since U ′ is obtained from U by row operations.
Setting (W˜ ′, V˜ ′) := θ(V ′,W ), we get
W˜ ′·D =
(−1 4 −8 2 0
1 0 −6 4 −2
)
; V˜ ′·D = (a− b+ 1 −4a 8a+ 6b+ 2 −2a− 4b+ 2 2b) .
(Note that by Proposition 4.8, W˜ ′ = W˜ . As we will later see in Lemma 10.6, we have
V˜ ′ = V˜ − At · W˜ .) We can now write down the fiber F(V, Z) as the set of pairs (a, b) for
which V ′ = V + A ·W is totally nonnegative. There are (5
2
)
= 10 minors of V ′, and each
of them turns out to be a linear polynomial in the variables a, b. For example, ∆13(V
′) =
(a+ 1)(3b+ 1)− 3ab = a+ 3b+ 1.
The ten lines ∆I(V
′) = 0 in the (a, b)-plane are shown in Figure 3. For example, the line
∆13(V
′) = 0 is the black line passing through the points (−1, 0) and (0,−1
3
). The region
where V ′ is totally nonnegative is the pentagon shaded in blue. The vertices of this pentagon
correspond to V ′ being in Π>0k+f ′ for f
′ equal to f up to rotation (in particular, the vertex
(0, 0) corresponds to f itself). Thus F(V, Z) intersects Π>0k+f ′ for all such f
′, and hence f is
not (n, k,m)-compatible with any of its four rotations. Observe that the inverses of these five
permutations correspond to the triangles in a pentagon with vertex sets {1, 3, 4}, {2, 4, 5},
{1, 3, 5}, {1, 2, 4}, and {2, 3, 5}. No two of these five triangles can appear together in a
triangulation of the pentagon, in agreement with part (2) of Theorem 3.5.
On the other hand, V˜ ′ is a 1×5 matrix and thus has only five minors. However, the (a, b)-
region where all of them are nonnegative turns out to be exactly the same as the shaded
pentagon in Figure 3. More precisely, for each j ∈ Z, we have ∆{j}(V˜ ′ · D) = ∆{j,j+1}(V ′)
(see Lemma 11.5 for a general statement). For example,
∆1(V˜
′ ·D) = ∆12(V ′) = a− b+ 1.
Since the boundary of the shaded region in Figure 3 only involves circular minors of V ′
being zero, we see that the fibers F(V, Z) and F(V˜ , Z˜) are equal as regions in the (a, b)-
plane. However, the five vertices of the pentagon F(V˜ , Z˜) correspond to the five rotations
of f−1. The main idea of our proof in Section 10 is based on the observations made in this
example.
6.3. Canonical forms for lower cells. Let k = 2, ` = 1, m = 2, n = 5, f = [2, 3, 1, 5, 4].
Consider parametrizations of Π>0k+f and Gr
⊥
>0(k +m,n) by
V :=
(
1 0 0 −a −c
0 1 0 b 0
)
, W :=
(
p −q 1 −r s) , a, b, c, p, q, r, s > 0.
PARITY DUALITY FOR THE AMPLITUHEDRON 17
We can take C := {{1, 2}, {2, 4}, {4, 5}, {2, 5}} to be a cluster for V :
∆12(V ) = 1, ∆24(V ) = a, ∆45(V ) = bc, ∆25(V ) = c,
and thus
ωk+f = ±da ∧ d(bc) ∧ dc
abc2
= ±da ∧ db ∧ dc
abc
.
Since ω`,n = ±dp∧dq∧dr∧dspqrs , the form ωk+f ∧ ω`,n is given by
(6.4) ωk+f ∧ ω`,n = ±da ∧ db ∧ dc ∧ dp ∧ dq ∧ dr ∧ ds
abcpqrs
.
Let us now see what happens to this form when we apply the stacked twist map. Let
(W˜ , V˜ ) := θ(V,W ). We find
W˜ :=
(− p
cp+s
1 − b
a
s
c
0
q
cp+s
0 −1 cr+as
bc
−1
b
)
, V˜ :=
(
1
cp+s
0 0 1 0
)
.
Note that f−1 = [3, 1, 2, 5, 4], and indeed V˜ ∈ Π>0`+f−1 , while W˜ ∈ Gr⊥>0(` + m,n) because
alt(W˜ ) ∈ Gr>0(k, n), see (4.6). Choosing a cluster C ′ := {{4}, {1}} for Π>0`+f−1 , we get that
the pullback of ω`+f−1 to Π
>0
k+f ×Gr⊥>0(k +m,n) under θ is
(6.5) θ∗ω`+f−1 = ±
d
(
1
cp+s
)
1
cp+s
=
± (p dc+ c dp+ ds)
cp+ s
.
Let us now compute the pullback of ωk,n to Π
>0
k+f ×Gr⊥>0(k +m,n) under θ. Applying row
operations to W˜ , we transform it into
W˜ ′ =
(
− ap+bq
(cp+s)a
1 0 − r
a
1
a
− q
cp+s
0 1 − cr+as
bc
1
b
)
.
The submatrix of W˜ ′ with column set {2, 3} is an identity matrix, and thus we can use
Definition 5.1 (together with the fact that ωk,n is cyclically invariant) to calculate
(6.6) θ∗ωk,n = ±
d2×3
(
− ap+bq
(cp+s)a
− r
a
1
a
− q
cp+s
− cr+as
bc
1
b
)
∆circk (W˜
′)
.
Computing the circular minors of W˜ ′, we get
∆12(W˜
′) =
q
cp+ s
, ∆23(W˜
′) = 1, ∆34(W˜ ′) =
r
a
, ∆45(W˜
′) =
s
bc
, ∆15(W˜
′) =
−p
b(cp+ s)
.
The denominator in the right hand side of (6.6) is therefore
∆circk (W˜
′) =
−pqrs
(cp+ s)2 ab2c
.
A longer computation is needed to find the numerator in the right hand side of (6.6), which
in the end produces the following answer (the symbol ∧ is omitted):
(6.7)
θ∗ωk,n = ±
(
da db dc dp dr ds
abcprs
− da db dc dq dr ds
abcqrs
+
s da db dc dp dq dr
(cp+ s)abcpqr
+
da db dp dq dr ds
(cp+ s)abpqr
)
.
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The reader is invited to check that the form θ∗(ωk,n ∧ ω`+f−1) = θ∗ωk,n ∧ θ∗ω`+f−1 , obtained
by taking the wedge of the right hand sides of (6.5) and (6.7), equals to ±ωk+f ∧ω`,n, which
is given on the right hand side of (6.4).
7. Subdivisions and the universal amplituhedron
In this section, we introduce a more general set up. First, similarly to triangulations of
An,k,m(Z) defined in Section 3 we define its subdivisions. Second, we describe the universal
amplituhedron (originally studied in the complex algebraic setting in [Lam16b, Section 18.1]),
and define its subdivisions as well. The universal amplituhedron provides a convenient
framework to formulate the results of Section 4, as well as some other results regarding
canonical forms as we do in Section 8.
7.1. Subdivisions. Let Z ∈ Gr>0(k + m,n). We denote by ≤ the Bruhat order on S˜n,
defined as follows. We say that t ∈ S˜n is a transposition if we have t(i) 6= i for precisely two
indices i ∈ [n], and then we define the covering relation l of the Bruhat order by
(7.1) flg if and only if f = g◦t for some transposition t ∈ S˜n and inv(g) = inv(f)+1.
Here ◦ denotes the composition of bijections Z → Z. Given two affine permutations f, g ∈
S˜n(−k, n− k), we have f ≤ g if and only if Π≥0k+f ⊆ Π≥0k+g, see e.g. [Lam16b, Theorem 8.1].
Definition 7.1. Let f1, . . . , fN ∈ S˜n(−k, n − k) be a collection of pairwise Z-compatible
affine permutations. We say that f1, . . . , fN form a Z-subdivision of the amplituhedron if
the union of the images Z(Π>0k+f1), . . . , Z(Π
>0
k+fN
) forms a dense subset of An,k,m(Z), and we
have dim(Z(Π>0k+fs)) = km for each 1 ≤ s ≤ N .
More generally, suppose that g ∈ S˜n(−k, n−k) and f1, . . . , fN ∈ S˜n(−k, n−k) is a collec-
tion of pairwise Z-compatible affine permutations satisfying fs ≤ g for all 1 ≤ s ≤ N . We say
that f1, . . . , fN form a Z-subdivision of Z(Π
≥0
k+g) if the images Z(Π
>0
k+f1
), . . . , Z(Π>0k+fN ) form
a dense subset of Z(Π≥0k+g), and we have dim(Z(Π
>0
k+fs
)) = dim(Z(Π>0k+g)) for each 1 ≤ s ≤ N .
We say that f1, . . . , fN form an (n, k,m)-subdivision of the amplituhedron (resp., of g) if
they form a Z-subdivision of the amplituhedron (resp., of Z(Π≥0k+g)) for any Z ∈ Gr>0(k +
m,n).
It thus follows that a (Z- or (n, k,m)-) triangulation of the amplituhedron is a (Z- or
(n, k,m)-) subdivision f1, . . . , fN ∈ S˜n(−k, n − k) of An,k,m(Z) such that the permutations
f1, . . . , fN are (Z- or (n, k,m)-)admissible.
The following result gives an analog to part (3) of Theorem 3.5, with the same proof which
we omit.
Theorem 7.2. Let f1, . . . , fN ∈ S˜n(−k, `) be a collection of affine permutations. Then
they form an (n, k,m)-subdivision of the amplituhedron (resp., of g ∈ S˜n(−k, `)) if and
only if f−11 , . . . , f
−1
N ∈ S˜n(−`, k) form an (n, `,m)-subdivision of the amplituhedron (resp., of
g−1 ∈ S˜n(−`, k)).
7.2. The universal amplituhedron. Let Fl(`, k+`;n) be the 2-step flag variety consisting
of pairs of subspaces W ⊂ U ⊂ Rn such that dim(W ) = ` and dim(U) = k + `. Define the
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universal amplituhedron An,k,m ⊂ Fl(`, k + `;n) to be the closure (in the analytic topology3)
An,k,m := {(W,U) | W ∈ Gr⊥>0(k +m,n) and span(V,W ) = U for some V ∈ Gr≥0(k, n)}.
Let
pi : Fl(`, k + `;n)→ Gr(`, n)
be the projection (W,U) 7→ W . Let us fix Z ∈ Gr>0(k +m,n) and let W := Z⊥. The fiber
pi−1(W )∩An,k,m can be identified with the Z-amplituhedron An,k,m(Z) via the map sending
U to the row span of the (k+m)× (k+m) matrix U ·Zt (which has rank k). Thus we have
dim(An,k,m) = (k +m)(n− k −m) + km = km+ k`+ `m.
We have a map
Z : Gr≥0(k, n)×Gr⊥>0(k +m,n)→ An,k,m
given by (V,W ) 7→ (W, span(V,W )). Since the matrix U · Zt has rank k, and the subspace
U contains the kernel W of Z, it follows that the subspace span(V,W ) always has dimension
k + `. For f ∈ S˜n(−k, n− k), define
A>0k+f := Z(Π>0k+f ×Gr⊥>0(k +m,n)) ⊂ An,k,m,
A≥0k+f := A>0k+f ⊂ An,k,m.
Define An,k,≥m ⊂ An,k,m by
An,k,≥m := {(W,U) | W ∈ Gr⊥>0(k +m,n) and span(V,W ) = U for some V ∈ Gr≥m(k, n)}.
The map Z restricts to a map Z : Gr≥m(k, n) × Gr⊥>0(k + m,n) → An,k,≥m. Let
Zop : Gr⊥>0(` + m,n) × Gr≥m(k, n) → An,`,≥m denote the similar map sending (W˜ , V˜ ) to
(W˜ , span(W˜ , V˜ )).
Theorem 7.3. The stacked twist map
θ : Gr≥m(k, n)×Gr⊥>0(k +m,n)→ Gr⊥>0(`+m,n)×Gr≥m(`, n)
descends to a homeomorphism θ˜ : An,k,≥m → An,`,≥m, forming a commutative diagram
(7.2)
Gr≥m(k, n)×Gr⊥>0(k +m,n) Gr⊥>0(`+m,n)×Gr≥m(`, n)
An,k,≥m An,`,≥m
Z
θ
Zop
θ˜
The map θ˜ restricts to homeomorphisms θ˜ : A>0k+f → A>0`+f−1 for each f ∈ S˜n(−k, `).
Proof. Suppose (W,U) ∈ An,k,≥m. Let V ∈ Gr≥m(k, n) be chosen so that U = span(V,W ).
Then θ˜(W,U) := (W˜ , U˜), where θ(V,W ) = (W˜ , V˜ ) and U˜ = span(W˜ , V˜ ). It follows from
Proposition 4.8 that (W˜ , U˜) does not depend on the choice of V . Thus θ˜ is well-defined.
(Alternatively, the rational map θ˜ : Fl(`, k + `;n) 99K Fl(k, k + `;n) can be defined directly
from Lemma 10.1.) The last statement is immediate from Theorem 4.7. 
3We refer to the standard topology on the real manifolds Gr(k, n) and Fl(`, k+`;n) as the analytic topology
in order to distinguish it from Zariski topology which we will later use on their complex algebraic versions.
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7.3. Subdivisions of the universal amplituhedron. We recast the notions of (n, k,m)-
triangulations/subdivisions in the language of the universal amplituhedron.
Lemma 7.4.
(1) Let f ∈ S˜n(−k, n − k) be an affine permutation. Then f is (n, k,m)-admissible if
and only if pi−1(W ) ∩ A>0k+f contains at most 1 point for all W ∈ Gr⊥>0(k +m,n).
(2) Let f, g ∈ S˜n(−k, n − k) be two affine permutations. Then f and g are (n, k,m)-
compatible if and only if A>0k+f and A>0k+g do not intersect.
Proof. See the proof of Theorem 3.5 (parts (1) and (2)) at the end of Section 4. 
The following is an analog of Definition 7.1.
Definition 7.5. Let f1, . . . , fN ∈ S˜n(−k, n−k) be a collection of pairwise (n, k,m)-compatible
affine permutations. We say that f1, . . . , fN form a subdivision of the universal amplituhe-
dron if the union of A>0k+f1 , . . . ,A>0k+fN is a dense subset of An,k,m, and we have dim(A>0k+fs) =
dim(An,k,m) for each 1 ≤ s ≤ N .
More generally, suppose that g ∈ S˜n(−k, n − k) and f1, . . . , fN ∈ S˜n(−k, n − k) is a
collection of pairwise (n, k,m)-compatible affine permutations satisfying fs ≤ g for all 1 ≤
s ≤ N . We say that f1, . . . , fN form a subdivision of A≥0k+g if the union of A>0k+f1 , . . . ,A>0k+fN
is a dense subset of A≥0k+g, and we have dim(A>0k+fs) = dim(A>0k+g) for each 1 ≤ s ≤ N .
Lemma 7.6.
• Let f1, . . . , fN ∈ S˜n(−k, n−k) be a collection of affine permutations. Then f1, . . . , fN
form an (n, k,m)-subdivision of the amplituhedron if and only if they form a subdivi-
sion of the universal amplituhedron.
• Suppose that g ∈ S˜n(−k, n − k) and f1, . . . , fN ∈ S˜n(−k, n − k) is a collection of
affine permutations. Then f1, . . . , fN form an (n, k,m)-subdivision of g if and only
if they form a subdivision of A≥0k+g.
Proof. Let
A′n,k,m := {(W,U) | W ∈ Gr⊥>0(k +m,n) and span(V,W ) = U for some V ∈ Gr≥0(k, n)}
so that by definitionAn,k,m is the closure ofA′n,k,m. Suppose that f1, . . . , fN form an (n, k,m)-
subdivision of the amplituhedron. Thus the images Z(Π>0k+f1), . . . , Z(Π
>0
k+fN
) form a dense
subset of An,k,m(Z) for any Z ∈ Gr>0(k + m,n). We claim that A>0k+f1 , . . . ,A>0k+fN form a
dense subset of A′n,k,m, from which it follows that their union is dense in An,k,m. Indeed,
take a pair (W,U) ∈ A′n,k,m and let Z := W⊥ ∈ Gr>0(k + m,n). There exists 1 ≤ s ≤ N
such that U · Zt belongs Z(Π≥0k+fs), and thus (W,U) belongs to the closure of A>0k+fs .
Conversely, suppose that A>0k+f1 , . . . ,A>0k+fN form a dense subset of An,k,m. Fix Z ∈
Gr>0(k + m,n), let W := Z
⊥, V ∈ Gr≥0(k, n), U := span(V,W ), and consider the point
Y := V ·Zt of the amplituhedron An,k,m(Z). We want to show that Y belongs to the closure
of Z(Π>0k+fs) for some 1 ≤ s ≤ N . We know that (W,U) belongs to the closure of A>0k+fs for
some 1 ≤ s ≤ N . By assumption, there exists a sequence (W1, U1), (W2, U2), . . . converging
to (W,U) in Fl(`, k+`;n) such that (Wi, Ui) ∈ A>0k+fs for all i ≥ 1. By the definition of A>0k+fs ,
for each i ≥ 1 there exists Vi ∈ Π>0k+fs such that Ui = span(Vi,Wi). Let us now consider the
sequence (W, span(Vi,W )) ∈ A>0k+fs for i ≥ 1. We claim that a subsequence of the points
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span(Vi,W ) converges to U in Gr(k+ `, n), and thus (W,U) belongs to the closure of A>0k+fs .
The points Vi all belong to the compact set Π
≥0
k+fs
and therefore a subsequence Vi1 , Vi2 , . . .
converges to V ′ ∈ Π≥0k+fs . Any subspace V ′′ ∈ Gr(k, n) in the neighborhood of V ′ satisfies
V ′′ ∩ W = {0}, and thus the map V ′′ 7→ span(V ′′,W ) is continuous at V ′. We get that
span(Vi1 ,W ) = Ui1 , span(Vi2 ,W ) = Ui2 , . . . converges to span(W,V
′) in Gr(k + `, n), and we
must also have span(W,V ′) = U .
We have shown the first part of the lemma, and the proof of the second part is completely
analogous. 
Definition 7.7. A triangulation of the universal amplituhedron (resp., of A≥0k+g) is a subdi-
vision f1, . . . , fN ∈ S˜n(−k, n − k) of the universal amplituhedron that consists of (n, k,m)-
admissible affine permutations.
The following result follows from Lemmas 7.4 and 7.6 together with Theorem 3.5.
Corollary 7.8. Let f1, . . . , fN ∈ S˜n(−k, n − k) be a collection of affine permutations. The
following are equivalent:
• f1, . . . , fN form an (n, k,m)-triangulation of the amplituhedron;
• f1, . . . , fN form a triangulation of the universal amplituhedron An,k,m;
• f−11 , . . . , f−1N form a triangulation of the universal amplituhedron An,`,m;
A similar result applies to triangulations of g ∈ S˜n(−k, n− k).
8. The amplituhedron form
We review the definition of the amplituhedron form, which is a rational differential form
on the Grassmannian. In Section 8.5, the constructions are illustrated by computations for
k = ` = 1, m = 2, and n = 4.
It is natural to work over the complex numbers, and we denote by GrC(k, n) and FlC(a, b;n)
the complex Grassmannian and the complex 2-step flag variety, respectively. The map Z
induces a rational map Z : GrC(k, n) 99K GrC(k, k + m), the image of which is equal to
GrC(k, k+m). Given an affine permutation f ∈ S˜n(−k, n− k), denote by ΠCk+f ⊆ GrC(k, n)
the Zariski closure of Π>0k+f in GrC(k, n), called the positroid variety. See Definition 11.1 for
an alternative description.
8.1. Degree 1 cells.
Definition 8.1. Let Z ∈ GrC(k+m,n). We say that an affine permutation f ∈ S˜n(−k, n−k)
has Z-degree 1 if dim ΠCk+f = dimZ(Π
C
k+f ) = km and the rational map Z : Π
C
k+f 99K
GrC(k, k+,m) is birational, that is, it restricts to an isomorphism between Zariski open
subsets A ⊂ ΠCk+f and B ⊂ GrC(k, k +m).
We say that an affine permutation f ∈ S˜n(−k, n− k) has degree 1 if it has Z-degree 1 for
Z belonging to a nonempty Zariski open subset of GrC(k +m,n).
Thus in order for f to have Z-degree 1, we must have inv(f) = k`. We note that if f
satisfies dim ΠCk+f = dimZ(Π
C
k+f ) = km for a generic Z ∈ GrC(k, k + m) then f is said to
have kinematical support, see [AHBC+16, Section 10].
Remark 8.2. Suppose that f has degree 1. Since Gr>0(k+m,n) is Zariski dense in GrC(k+
m,n), f has Z-degree 1 for Z belonging to an open dense subset of Gr>0(k + m,n) in the
analytic topology.
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Remark 8.3. Suppose that f has Z-degree 1. Since Π>0k+f is Zariski dense in Π
C
k+f , it
follows that Z restricts to a diffeomorphism on an open dense subset of Π>0k+f in the analytic
topology.
Thus if f has Z-degree 1 then Z is injective on an open dense subset of the positroid cell
Π>0k+f , but not necessarily on the whole positroid cell.
Conjecture 8.4. Let f ∈ S˜n(−k, n − k) be an affine permutation with inv(f) = k`. Then
the following are equivalent:
(a) f is (n, k,m)-admissible,
(b) f has degree 1,
(c) f has Z-degree 1 for all Z ∈ Gr>0(k +m,n).
In each case, Z is a diffeomorphism Π>0k+f → Z(Π>0k+f ).
It is clear that (c) implies (b). In what follows, we restrict ourselves to only (n, k,m)-
admissible affine permutations that have degree 1. It is not difficult to see that Conjecture
8.4 holds for k = 1, since in this case every affine permutation f ∈ S˜n(−k, n − k) with
inv(f) = k` satisfies (a), (b), and (c). Let us now explain why Conjecture 8.4 also holds for
` = 1. Let ` = 1, and consider an affine permutation f ∈ S˜n(−k, `) with inv(f) = k`. Then f
satisfies (a) by Theorem 3.5, part (1). Next, f satisfies (b) by Proposition 8.5 below. Finally,
we have already noted above that f−1 satisfies (c), i.e., that f−1 ∈ S˜n(−`, k) has Z˜-degree
1 for all Z˜ ∈ Gr>0(` + m,n). In particular, it is easy to see that for any V˜ ∈ Gr>0(`, n),
there exists a unique V˜ ′ ∈ ΠC`+f−1 such that V˜ · Z˜t = V˜ ′ · Z˜t. By Lemma 10.6, it follows
that for any Z ∈ Gr>0(k + m,n) and V ∈ Gr>0(k, n), there exists a unique V ′ ∈ ΠCk+f
such that V · Zt = V ′ · Zt. Since this holds for all V ∈ Gr>0(k, n), it must hold for V
belonging to a Zariski dense subset of GrC(k, n), and thus f indeed has Z-degree 1 for any
Z ∈ Gr>0(k +m,n). This shows that Conjecture 8.4 holds for ` = 1.
We will see in Lemma 9.3 that if f ∈ S˜n(−k, n − k) has degree 1 then we must have
f ∈ S˜n(−k, `). By a result of [Lam16a], f has degree 1 if and only if the coefficient of a
certain rectangular Schur function in the corresponding affine Stanley symmetric function is
equal to 1. An important corollary of this is the following result that we prove in Section 12.3.
Proposition 8.5. An affine permutation f ∈ S˜n(−k, `) has degree 1 if and only if f−1 ∈
S˜n(−`, k) has degree 1.
Definition 8.6. Given Z ∈ Gr>0(k + m,n), we say that f1, . . . , fN ∈ S˜n(−k, n − k) form
a Z-triangulation of degree 1 if they form an Z-triangulation and fs has Z-degree 1 for
1 ≤ s ≤ N .
We say that f1, . . . , fN ∈ S˜n(−k, n− k) form an (n, k,m)-triangulation of degree 1 if they
form an (n, k,m)-triangulation of the amplituhedron and fs has degree 1 for 1 ≤ s ≤ N .
Note that (without knowing Conjecture 8.4) it may not be true that an (n, k,m)-triangulation
of degree 1 is a Z-triangulation of degree 1 for all Z ∈ Gr>0(k + m,n), but only for all Z
belonging to an open dense subset of Gr>0(k +m,n).
Corollary 8.7. Let T = {f1, . . . , fN} ⊂ S˜n(−k, `) be an (n, k,m)-triangulation of degree 1.
Define T ′ := {f−11 , . . . , f−1N } ⊂ S˜n(−`, k). Then T ′ is an (n, `,m)-triangulation of degree 1.
Proof. Follows directly from Proposition 8.5 combined with the proof of Theorem 3.5. 
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8.2. The amplituhedron form. For us, the crucial property of a degree 1 map is that it
allows one to define the pushforward form ωZ(ΠCk+f ) on GrC(k, k+m) via a pullback. Suppose
that f ∈ S˜n(−k, n−k) has Z-degree 1 and inv(f) = k`. Thus Z restricts to an isomorphism
between Zariski open subsets A ⊂ ΠCk+f and B ⊂ GrC(k, k +m). We define the rational top
form ωZ(ΠCk+f ) on B, and by extension on GrC(k, k +m), as the pullback
(8.1) ωZ(ΠCk+f ) = Z∗ωk+f := (Z
−1)∗ωk+f ,
where Z−1 : B → A denotes the inverse of the isomorphism Z : A→ B.
Recall from Section 5.2 that for f ∈ S˜n(−k, n − k), the canonical form ωk+f on Π>0k+f is
defined up to a sign. For the purposes of the amplituhedron form, we need to add up the
forms ωZ(ΠCk+f ) for various f . Thus it is necessary pick a particular sign of ωk+f for each
f ∈ S˜n(−k, n− k).
Proposition 8.8. Let f ∈ S˜n(−k, n−k) be an affine permutation of Z-degree 1. Recall that
by Remark 8.3, there exists an open dense subset A ⊂ Π>0k+f such that the restriction of Z to
A is a diffeomorphism. If f is Z-admissible then the Jacobian of Z on A has constant sign.
Thus for an (n, k,m)-admissible affine permutation of degree 1, we can distinguish between
Z being orientation reversing or orientation preserving on the real manifold Π>0k+f .
Let us choose some rational top form ωrefk,k+m on Gr(k, k + m) that is non-vanishing on
An,k,m(Z). This is always possible since An,k,m(Z) lies completely within some open Schubert
cell (diffeomorphic to the orientable manifold Rkm) of Gr(k, k+m), see [Lam16b, Proposition
15.2 and Lemma 15.6]. We call ωrefk,k+m the reference form.
Definition 8.9. Suppose that f ∈ S˜n(−k, n − k) has Z-degree 1. We say that the form
ωk+f is positive with respect to ω
ref
k,k+m if the forms ωZ(ΠCk+f ) and ω
ref
k,k+m have the same sign
when restricted to Z(Π>0k+f ) (whenever both are nonzero).
We note that ωk+f is nonvanishing on Π
>0
k+f . By Proposition 8.8, we may and will pick
a sign for ωk+f so that the pushforward form ωZ(ΠCk+f ) is positive with respect to the fixed
reference form ωrefk,k+m on Gr(k, k +m).
Definition 8.10. For Z ∈ Gr>0(k+m,n) and a Z-triangulation T = {f1, . . . , fN} of degree
1, define the amplituhedron form ω
(T )
An,k,m(Z) on GrC(k, k +m) by
(8.2) ω
(T )
An,k,m(Z) :=
N∑
s=1
ωZ(ΠCk+fs )
.
We emphasize again that the sign of every summand in the right hand side of the above
equation is chosen so that the signs of ωZ(ΠCk+fs )
and ωrefk,k+m coincide on Z(Π
>0
k+fs
) for each
1 ≤ s ≤ N . The following has been numerically verified in the physics literature in a number
of cases when m = 4.
Conjecture 8.11. The form ω
(T )
An,k,m(Z) does not depend on the choice of a triangulation T .
When Conjecture 8.11 holds, we denote by ωAn,k,m(Z) the triangulation independent am-
plituhedron form. This conjectural amplituhedron form is the one presented in the original
definition of the amplituhedron [AHT14]. A different conjectural characterization of the
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amplituhedron form via “positive geometries” is given in [AHBL17]. It is an important open
problem to give a formula for ωAn,k,m(Z) without referring to triangulations. See Conjec-
ture 13.5 for related discussion.
8.3. The universal amplituhedron form. The form ω
(T )
An,k,m(Z) is a top form on GrC(k, k+
m) that depends on Z. We now let Z vary over Gr>0(k+m,n), and define a closely related
top form ω
(T )
An,k,≥m on FlC(`, k + `;n).
As in the construction of ωrefk,k+m, each Z-amplituhedron An,k,m(Z) is contained in an open
Schubert cell C(Z) of Gr(k, k + m). Thus the interior of the universal amplituhedron is
contained in the orientable submanifold of Fl(`, k+ `;n) which maps to Gr>0(k+m,n) with
fiber C(Z) over each Z ∈ Gr>0(k +m,n). (Note that Gr>0(k +m,n) is diffeomorphic to an
open ball and is in particular orientable and contractible.) We may thus choose a reference
top form ωrefFl(`,k+`;n) on Fl(`, k + `;n) so that it is non-vanishing on the interior of An,k,m.
Proposition 8.12. Suppose that f ∈ S˜n(−k, n− k) has degree 1. Then the rational map
Z : ΠCk+f ×GrC(`, n) 99K FlC(`, k + `;n)
sending (V,W ) to (W, span(V,W )) is a birational map.
Proposition 8.13. Let f ∈ S˜n(−k, n − k) be an (n, k,m)-admissible affine permutation of
degree 1. Then there exists an open dense subset A ⊂ Π>0k+f × Gr⊥>0(k + m,n) such that the
restriction of Z to A is a diffeomorphism, and the Jacobian of Z on A has constant sign.
By Proposition 8.12, if f has degree 1 then the pushforward form Z∗(ωk+f ∧ ω`,n) on
FlC(`, k + `;n) can be defined as the pullback via the inverse of Z (see (8.1)). By Proposi-
tion 8.13, if f is furthermore (n, k,m)-admissible we may choose a sign for ωk+f such that
the form Z∗(ωk+f ∧ ω`,n) has the same sign as ωrefFl(`,k+`;n) when restricted to A>0k+f .
Definition 8.14. Given an (n, k,m)-triangulation T = {f1, . . . , fN} ⊂ S˜n(−k, `) of degree
1, the universal amplituhedron form ω
(T )
An,k,≥m on FlC(`, k + `;n) is defined by
(8.3) ω
(T )
An,k,≥m =
N∑
s=1
Z∗(ωk+fs ∧ ω`,n).
Here the signs of the terms in the right hand side are chosen in the same fashion as in (8.2).
Conjecture 8.15. The form ω
(T )
An,k,≥m does not depend on the choice of a triangulation T .
It follows from Proposition 8.19 below that Conjecture 8.15 is equivalent to Conjecture 8.11
for all Z such that the triangulations in question have Z-degree 1. Also, Conjectures 8.11
and 8.15 are known for k = 1: a triangulation independent construction of the polytope
form is given in [AHBL17]. It follows from Theorem 8.16 that the two conjectures also hold
for ` = 1.
We state our main result on the amplituhedron form.
Theorem 8.16. Suppose that we are given an (n, k,m)-triangulation T = {f1, . . . , fN} ⊂
S˜n(−k, `) of degree 1, and let T ′ := {f−11 , . . . , f−1N } ⊂ S˜n(−`, k) be the corresponding
(n, `,m)-triangulation of degree 1 (cf. Corollary 8.7). Then the stacked twist map preserves
the universal amplituhedron form:
(8.4) θ˜∗ω(T
′)
An,`,≥m = ±ω
(T )
An,k,≥m .
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In (8.4), the map θ˜ can be considered either as a diffeomorphism between the interiors of
An,k,≥m and An,`,≥m, or as a rational map θ˜ : FlC(`, k + `, n) 99K FlC(k, k + `;n).
Remark 8.17. Definition 8.14 can be extended to forms ω
(T )
A≥0k+g
for a triangulation T of
A≥0k+g. It is straightforward to generalize Theorem 8.16 to ω(T )A≥0k+g . We still expect the analog
of Conjecture 8.11 to hold in this case. Furthermore, assuming that Conjecture 8.11 holds for
all A≥0k+g, the forms are expected to be compatible with subdivisions. Namely, if f1, f2, . . . , fN
form an (n, k,m)-subdivision of g, then we should have ωA≥0k+g =
∑N
i=1 ωA≥0k+fi
.
Remark 8.18. We expect that An,k,m is a positive geometry in the sense of [AHBL17], and
that the conjectural universal amplituhedron form ωAn,k,≥m we have defined is its canonical
form.
8.4. From the universal amplituhedron form back to the amplituhedron form. In
this section we explain how the amplituhedron form can be recovered from the universal
amplituhedron form.
First suppose that f ∈ S˜n(−k, `) is (n, k,m)-admissible and has degree 1. Then we have
Z∗(ωk+f ∧ ω`,n) = (Z−1)∗(ωk+f ∧ ω`,n) = (Z−1)∗(ωk+f ) ∧ (Z−1)∗(ω`,n) = Z∗(ωk+f ) ∧ pi∗(ω`,n)
where we assume that Z and Z−1 have been restricted to the locus where they are isomor-
phisms.
Suppose that Z ∈ Gr>0(k +m,n) and f has Z-degree 1. Let
jZ : pi
−1(Z⊥) ↪→ FlC(`, k + `;n)
be the inclusion of a fiber of pi : FlC(`, k+`;n)→ GrC(`, n) over Z⊥. We have an isomorphism
pi−1(Z⊥) ∼= GrC(k, k+m) and Z restricts to a map Z : ΠCk+f → pi−1(Z⊥) that can be identified
with Z : ΠCk+f → GrC(k, k +m). It follows that
j∗Z(Z∗(ωk+f )) = Z∗ωk+f
as forms on pi−1(Z⊥) ∼= GrC(k, k +m).
Now suppose that we are given an (n, k,m)-triangulation T = {f1, . . . , fN} ⊂ S˜n(−k, `)
of degree 1. Then
(8.5) ω
(T )
An,k,≥m =
N∑
s=1
Z∗(ωk+fs ∧ ω`,n) =
(
N∑
s=1
Z∗(ωk+fs)
)
∧ pi∗(ω`,n)
and thus when Z belongs to some Zariski open subset of Gr>0(k + m,n), f1, f2, . . . , fN all
have Z-degree 1, and we obtain
j∗Z
(
N∑
s=1
Z∗(ωk+fs)
)
= ω
(T )
An,k,m(Z)
under the isomorphism pi−1(Z⊥) ∼= GrC(k, k +m).
Finally, suppose we have the equality ω
(T )
An,k,≥m = η∧ω`,n = η′ ∧ω`,n for two rational forms
η, η′ of degree km on FlC(`, k + `;n). Then (η − η′) ∧ ω`,n = 0. The form ω`,n contracts to 0
with any vertical tangent vector (i.e., a tangent vector of a fiber pi−1(Z⊥)). It follows that
the top form j∗Z(η − η′) on pi−1(Z⊥) is equal to 0. We have thus shown the following.
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Proposition 8.19. Let Z ∈ Gr>0(k+m,n). Suppose that we have an (n, k,m)-triangulation
T = {f1, . . . , fN} ⊂ S˜n(−k, `) of degree 1 such that f1, f2, . . . , fN all have Z-degree 1. Then
there exists a rational form η of degree km such that ω
(T )
An,k,≥m = η ∧ ω`,n. Any such form
satisfies
(8.6) ω
(T )
An,k,m(Z) = j
∗
Z(η).
Thus in order to reconstruct the amplituhedron form ω
(T )
An,k,m(Z) from the universal ampli-
tuhedron form ω
(T )
An,k,≥m , one needs to represent ω
(T )
An,k,≥m as a wedge of η and ω`,n for some
form η, and then use (8.6). Conversely, if ω
(T )
An,k,m(Z) exists for generic Z ∈ Gr>0(k + m,n),
it will depend continuously on Z, and one can find a form η satisfying (8.6) and use it to
find ω
(T )
An,k,≥m = η ∧ ω`,n. As Proposition 8.19 and the example in the next section show,
with the right choice of coordinates (explained in Section 11.3 in full generality), the univer-
sal amplituhedron form ω
(T )
An,k,≥m carries essentially the same information and computational
complexity as the amplituhedron form ω
(T )
An,k,m(Z).
8.5. Example. In this section, we compute the amplituhedron form ω
(T )
An,k,m(Z) and the uni-
versal amplituhedron form ω
(T )
An,k,≥m , and explain how the former can be recovered from the
latter, in the case k = ` = 1, m = 2, n = 4. In this case, the amplituhedron An,k,m(Z) is a
quadrilateral in RP2 with vertices being given by the four columns of a totally positive 3× 4
matrix Z which we may assume to be given by
Z =
1 s 0 00 p 1 0
0 −q 0 1
 ; W := Z⊥ = (−s 1 −p q)
for some s, p, q > 0.
There are precisely two (n, k,m)-triangulations of the amplituhedron, each of them con-
tains M(1, 1, 1) = 2 cells and has degree 1. We choose the triangulation T = {f, g} with
f = [2, 1, 3, 4] and g = [1, 2, 4, 3] in window notation. The cells Π>0k+f and Π
>0
k+g are parame-
terized as follows. Each V ∈ Π>0k+f can be represented by a matrix
(
1 0 b c
)
while each
V ∈ Π>0k+g can be represented by a matrix
(
1 a b 0
)
for some a, b, c > 0.
We would like to find ω
(T )
An,k,m(Z) using (8.2), so let us compute ωZ(Π>0k+f ) and ωZ(Π>0k+g)
separately and then add them up. Each generic point in Gr(k, k + m) is the row span of a
matrix
(
1 x y
)
, so we fix a reference form ωrefk,k+m := dx ∧ dy on Gr(k, k +m).
The restriction of Z to Π>0k+f maps
(
1 0 b c
)
to the row span of
(
1 b c
)
in Gr(k, k+m),
and thus we have x = b and y = c on Z(Π>0k+f ). Therefore the map Z
−1 is given by b = x
and c = y, and since ωk+f =
db∧dc
b·c , the pullback (Z
−1)∗ωk+f equals
Z∗ωk+f = ±dx ∧ dy
x · y .
Furthermore, since the functions x = b and y = c are positive on Z(Π>0k+f ), the form Z∗ωk+f
is positive with respect to ωrefk,k+m if the sign above is chosen to be +.
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The computation of ωZ(Π>0k+g) is more involved. The restriction of Z to Π
>0
k+g maps
(
1 a b 0
)
to the row span of
(
1 + sa pa+ b −qa) ' (1 pa+b
1+sa
−qa
1+sa
)
in Gr(k, k+m). Thus we have
x = pa+b
1+sa
and y = −qa
1+sa
on Z(Π>0k+g). The fact that g has degree 1 means that Z is birational
when restricted to Π>0k+g, equivalently, that we can solve the above equations for a and b
and write them as rational functions of x and y. Indeed, this can be done, and the map
Z−1 : Z(Π>0k+g) 99K Π>0k+g is given by
a =
−y
sy + q
, b =
qx+ py
sy + q
.
We can now find the pullback of the form ωk+g =
da∧db
a·b under Z
−1:
(8.7) Z∗ωk+g = ±
d
(
−y
sy+q
)
∧ d
(
qx+py
sy+q
)
−y
sy+q
· qx+py
sy+q
= ± q
2 · dx ∧ dy
(qx+ py)(sy + q)y
.
Here in fact we must choose the − sign, because the functions qx + py and sy + q are
positive on Z(Π>0k+g) while the function y =
−qa
1+sa
is negative. We are finally able to find the
amplituhedron form:
(8.8)
ω
(T )
An,k,m(Z) = Z∗ωk+f +Z∗ωk+g =
dx ∧ dy
x · y −
q2 · dx ∧ dy
(qx+ py)(sy + q)y
=
(qsx+ psy + pq) · dx ∧ dy
(qx+ py)(sy + q)x
.
We encourage the reader to check that choosing T to be the other triangulation of An,k,m(Z)
(consisting of affine permutations f ′ = [1, 3, 2, 4] and g′ = [0, 2, 3, 5]) yields the same expres-
sion for ω
(T )
An,k,m(Z). Agreeing with general expectations (see [AHBL17]), the form ω
(T )
An,k,m(Z)
has four poles (along the hypersurfaces qx+py, sy+ q, x, and at infinity) which corresponds
to the four facets of the quadrilateral An,k,m(Z).
We now compute the universal amplituhedron form ω
(T )
An,k,≥m on Fl(`, k+ `;n). In order for
it to be compatible with our previous calculations, we introduce the following coordinates
on Fl(`, k + `;n). For each generic pair (W,U) ∈ Fl(`, k + `;n), there are unique numbers
s, p, q, x, y such that W is the row span of
(−s 1 −p q) while U is the row span of
(8.9)
(−s 1 −p q
1 0 x y
)
.
Our goal is to find ω
(T )
An,k,≥m from (8.5). We first compute pi
∗(ω`,n), which is a (k`+ `m)-form
on Fl(`, k+ `;n). In our coordinates, the map pi : Fl(`, k+ `;n)→ Gr(`, n) simply sends the
row span of U given by (8.9) to the row span of
(−s 1 −p q), and thus we have
pi∗(ω`,n) = ±ds ∧ dp ∧ dq
spq
.
We now compute Z∗(ωk+f ). The map Z sends a pair (V,W ) to (W, span(V,W )), and as-
suming V is the row span of
(
1 0 b c
)
for some b, c > 0, we get that our coordinates (8.9)
for the pair (W, span(V,W )) are given by s = s, p = p, q = q, x = b, and y = c. Thus
Z∗(ωk+f ) = dx∧dyx·y as a km-form on Fl(`, k + `;n).
Similarly, we find Z∗(ωk+g). Assuming V is the row span of
(
1 a b 0
)
for some a, b > 0,
we get that our coordinates (8.9) for the pair (W,U ′ := span(V,W )) are given by s = s, p = p,
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q = q, but in order to find x and y, we need to transform the matrix U ′ :=
(−s 1 −p q
1 a b 0
)
into the form (8.9) by row operations, which yields(−s 1 −p q
1 0 b+pa
1+sa
−qa
1+sa
)
.
Thus we have x = b+pa
1+sa
and y = −qa
1+sa
, and as we have already computed earlier, solving for a
and b yields a = −y
sy+q
, b = qx+py
sy+q
. The form Z∗(ωk+g) now however is given by an expression
that is slightly different from (8.7):
Z∗(ωk+g) = ± q
2 · dx ∧ dy
(qx+ py)(sy + q)y
+ α,
where α denotes a sum of terms containing either one of ds, dp, or dq. All those terms vanish
after we take the wedge with pi∗(ω`,n), so we use (8.5) to find the universal amplituhedron
form:
(8.10)
ω
(T )
An,k,≥m = (Z∗(ωk+f ) + Z∗(ωk+g)) ∧ pi∗(ω`,n) =
(qsx+ psy + pq) · dx ∧ dy ∧ ds ∧ dp ∧ dq
(qx+ py)(sy + q)xspq
.
This is a top form on Fl(`, k + `;n), and we can choose the form η from Proposition 8.19 to
be
(8.11)
(qsx+ psy + pq) · dx ∧ dy
(qx+ py)(sy + q)x
+ β,
where β is an arbitrary sum of terms containing either one of ds, dp, or dq. Comparing
Equations (8.8), (8.10), and (8.11), the similarities between the forms in Proposition 8.19
become apparent. We are done with the computation, and will continue the discussion of
this example in Section 13.2.
9. The interior of the amplituhedron
In this section, we discuss some topological properties of An,k,m(Z). In particular, we ex-
plain why it is sufficient for our purposes to concentrate on Gr≥m(k, n) rather than Gr≥0(k, n).
Recall that An,k,≥m(Z) was defined in (4.4) to be the image of Gr≥m(k, n) under Z. Let
us also denote by A◦n,k,m(Z) the interior of the amplituhedron. The following result implies
Lemma 3.2.
Proposition 9.1. We have inclusions
(9.1) Z(Gr>0(k, n)) ⊂ A◦n,k,m(Z) ⊂ An,k,≥m(Z) ⊂ An,k,m(Z).
Note that this proposition implies in particular that the amplituhedron is equal to the
closure of its interior (see Lemma 9.4 below), because An,k,m(Z) is equal to the closure of
Z(Gr>0(k, n)).
Suppose that V ∈ Gr≥0(k, n), Z ∈ Gr>0(k + m,n), and let W := Z⊥. Then by
Lemma 10.5, having V ∈ Gr≥m(k, n) is equivalent to saying that the circular (k + `)-minors
of U := stack(V,W ) are all nonzero. For V ′ ∈ F(V, Z), it follows from (10.7) that the
matrix stack(V ′,W ) has the same maximal minors. Therefore for all V ′ ∈ F(V, Z) we have
V ′ ∈ Gr≥m(k, n). We have shown the following result.
Proposition 9.2. For each point Y ∈ An,k,m(Z), exactly one of the following holds:
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• for all V ∈ Gr≥0(k, n) such that V · Zt = Y , we have V ∈ Gr≥m(k, n), or
• for all V ∈ Gr≥0(k, n) such that V · Zt = Y , we have V /∈ Gr≥m(k, n).
Note also that the first condition holds if and only if Y ∈ An,k,≥m(Z). The next lemma
characterizes An,k,≥m(Z) as a subset of An,k,m(Z) satisfying certain boundary inequalities
and implies Lemma 3.2. Recall that the columns of Z satisfy Z(j + n) = (−1)k−1Z(j).
Lemma 9.3. Let Y ∈ An,k,m(Z) be represented by a k × (k + m) matrix, and denote by
y1, . . . , yk ∈ Rk+m the row vectors of Y . Then for each j ∈ Z, the function
α(Y, Z, j) := det([y1|y2| . . . |yk|Z(j)|Z(j + 1)| . . . |Z(j +m− 1)])
takes a fixed sign on An,k,m(Z) and we have Y ∈ An,k,≥m(Z) if and only if α(Y, Z, j) 6= 0 for
all j ∈ Z.
Proof. By [Lam16b, Proposition 20.3], α(Y, Z, j) takes a fixed sign on An,k,m(Z). It remains
to show that Y ∈ An,k,≥m(Z) if and only if α(Y, Z, j) 6= 0. Let W := Z⊥ and V ∈ Gr≥0(k, n)
be such that V ·Zt = Y . Define X := (span(V,W ))⊥. Thus X is an m-dimensional subspace
inside the row span of Z. By [KW17, Lemma 3.10], we have ∆{j,j+1,...,j+m−1}(X) = α(Y, Z, j).
Let J ⊂ [n] denote the complement of the set {j, j + 1, . . . , j + m − 1} (viewed modulo n)
inside [n]. By (4.6), ∆J(stack(V,W )) = ∆{j,j+1,...,j+m−1}(X), and thus α(Y, Z, j) 6= 0 for
all j ∈ Z if and only if all circular minors of U := stack(V,W ) are nonzero. This happens
precisely when U ∈ Mat◦(k + `, n), and the result now follows from Proposition 9.2. 
Proof of Proposition 9.1. Lemma 9.3 proves the second inclusion A◦n,k,m(Z) ⊂ An,k,≥m(Z)
in (9.1). The third inclusion An,k,≥m(Z) ⊂ An,k,m(Z) is obvious, and the first inclusion is
the content of Lemma 9.4 below. 
Lemma 9.4. The closure of the interior of An,k,m(Z) equals An,k,m(Z), and we have
Z(Gr>0(k, n)) ⊂ A◦n,k,m(Z).
Proof. Let V ∈ Gr>0(k, n) and Y := V · Zt. We would like to show that Y belongs to the
interior of An,k,m(Z). Note that GLk+m(R) acts transitively on Gr(k, k +m), so let A(E) =
Idk+m +E ∈ GLk+m(R) belong to the neighborhood of the identity for each sufficiently small
(k+m)×(k+m) matrix E . We need to show that Y ·A(E) belongs to the image of Gr>0(k, n),
equivalently, that there exists V ′(E) ∈ Gr>0(k, n) such that V ′(E) · Zt = Y · A(E), for all
small E . Let us construct this V ′(E) explicitly. Assume without loss of generality that
Z = [Idk+m | St] for an `× (k +m) matrix S. Then set
V ′(E) := V ·
(
Idk+m +E 0
SE Id`
)
.
Clearly for small E this matrix is close to V and thus totally positive. Let us calculate the
image of V ′(E) under Z:
V ′(E) · Zt = V ·
(
Idk+m +E
SE + S
)
= V · Zt · A(E) = Y · A(E). 
10. The stacked twist map: proofs
In this section, we examine the stacked twist map from Section 4. We adopt the setting and
all notation from that section. Our ultimate goal is to prove Theorem 4.7 and Proposition 4.8.
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We first discuss the relationship between the stacked twist map and the twist map of [MaSc16].
We remark that in [MuSp17], the twist map of [MaSc16] was extended to U ’s not necessarily
belonging to Mat◦(k + `, n). However, we only focus on U ∈ Mat◦(k + `, n), and mostly use
the results of [MaSc16].
For two integers a < b, we denote [a, b) := {a, a + 1, . . . , b − 1} ⊂ Z. Let j ∈ Z,
J := [j − `, j + k), U ∈ Mat◦(k+ `, n), and let U˜ := τ(U) be defined by (4.1). Denote by U˜ ′
the result of applying the twist map of [MaSc16] to U , and let U˜ ′′ be the result of applying
the right twist map of [MuSp17]. Then we have4
(10.1) U˜(j) =
±1
∆J(U)
U˜ ′(j + k) = ±U˜ ′′(j − `).
Here ∆J(U) := det(U(J)), where U(J) denotes the submatrix [U˜(j− `)| . . . |U˜(j + k− 1)] of
U with column set J . Thus for example the definition of τ given in (4.1) can be restated as
follows:
(10.2) for each j ∈ Z, (−1)jU˜(j) is the first row of the matrix (U(J))−1.
We now use (10.1) to apply some results of [MaSc16] to our setting.
Lemma 10.1. Let g ∈ GLk+`(R) be an invertible (k+ `)× (k+ `) matrix and U ∈ Mat◦(k+
`, n). Then
τ(g · U) = (g−1)t τ(U).
Proof. This follows from (10.1) combined with the proof of [MaSc16, Lemma 2.3]. 
Proof of Lemma 4.4. For g1 ∈ GLk(R), g2 ∈ GL`(R), we can take g :=
(
g1 0
0 g2
)
to be a
block matrix, and thus for θ(V,W ) = (W˜ , V˜ ) we have
θ (g1 · V, g2 ·W ) =
(
(g−11 )
t · W˜ , (g−12 )t · V˜
)
. 
Lemma 10.2. Let j ∈ Z, J := [j − `, j + k), and K := [j, j + k + `). Then for every
U ∈ Mat◦(k + `, n) and U˜ := τ(U), we have
(10.3) ∆K(U˜) =
(−1)j+(j+1)+···+(j+k+`−1)
∆J(U)
.
Proof. This follows from [MaSc16, Remark 3.7], but we deduce this as a simple consequence
of Lemma 10.1. Namely, if the submatrix U(J) of U is the identity matrix then the submatrix
U˜(K) is upper triangular with diagonal entries (−1)j, . . . , (−1)j+k+`−1, so in this case (10.3)
is obvious. We can write any matrix U as U(J) · U ′ where U ′(J) is the identity matrix, and
thus by Lemma 10.1, U˜ = (U(J)−1)t · τ(U ′(J)), which proves (10.3) in general. 
For a subspace V ∈ Gr(k, n) and integers a < b ∈ Z, define
rk(V ; a, b) := rk([V (a)| . . . |V (b− 1)]).
The positroid cell Π>0k+f is defined in Definition 11.1, however, we will work with a more
convenient alternative characterization.
4The columns in [MaSc16, MuSp17] satisfy U(j+n) = U(j) while we impose U(j+n) = (−1)k−1U(j). In
addition, we have the sign (−1)j in (4.1) which is not present in [MaSc16, MuSp17]. Thus for k < j ≤ n− `,
the ± sign in (10.1) is just (−1)j .
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Lemma 10.3. Let V ∈ Gr≥0(k, n). Then the unique affine permutation f ∈ S˜n(−k, n− k)
such that V ∈ Π>0k+f is characterized by the property that for each a < b ∈ Z,
(10.4) rk(V ; a, b) = #{i < a | a ≤ f(i) + k < b}.
Proof. This is well-known, see e.g. [KLS13, §5.2]. 
Thus Proposition 4.5 follows from Lemma 10.3 as a simple corollary. We can now describe
the relationship between Π>0k+f and Π
>0
`+f−1 for f ∈ S˜n(−k, `). Note that by Proposition 4.5,
we have rk(V ; a, b) = k for V ∈ Gr≥m(k, n) when b− a ≥ k + `.
Lemma 10.4. Let f ∈ S˜n(−k, `), g ∈ S˜n(−`, k), and consider subspaces V ∈ Π>0k+f , V˜ ∈
Π>0`+g. Then we have g = f
−1 if and only if for every a < b ∈ Z satisfying b− a < k + `,
(10.5) rk(V˜ ; b− k, a+ `) + b− a = `+ rk(V ; a, b).
Proof. By Lemma 10.3,
rk(V ; a, b) = #{i < a | a ≤ f(i) + k < b},
rk(V˜ ; b− k, a+ `) = #{j < b− k | b− k ≤ g(j) + ` < a+ `}.
Since #{i < a | a ≤ f(i) + k} = k, we get that #{i < a | b ≤ f(i) + k} = k − rk(V ; a, b).
Now, using the fact that i− k ≤ f(i) ≤ i+ `, we find that
(10.6) {i < a | b ≤ f(i) + k} = {b− k − ` ≤ i < a | b ≤ f(i) + k < a+ `+ k}.
On the other hand, since #{j ∈ Z | b− k ≤ g(j) + ` < a + `} = ` + k + a− b, we get that
#{b− k ≤ j | b− k ≤ g(j) + ` < a+ `} = `+ k + a− b− rk(V˜ ; b− k, a+ `). Using the fact
that j − ` ≤ g(j) ≤ j + k, we find
{b− k ≤ j | b− k ≤ g(j) + ` < a+ `} = {b− k ≤ j < a+ ` | b− k ≤ g(j) + ` < a+ `}.
We arrive at
#{b− k ≤ j < a+ ` | b− k ≤ g(j) + ` < a+ `} = `+ k + a− b− rk(V˜ ; b− k, a+ `).
Rearranging the terms in the right hand side of (10.6), we get
#{b− k ≤ i+ ` < a+ ` | b− k ≤ f(i) < a+ `} = k − rk(V ; a, b).
Thus if f = g−1 then i = g(j) 7→ j = f(i) is a bijection between the sets in the left hand
sides of the two equations above, so we get `+k+a− b− rk(V˜ ; b−k, a+ `) = k− rk(V ; a, b)
which is equivalent to (10.5). This proves one direction of the lemma.
Conversely, if (10.5) holds, then f and g−1 must define two positroid cells such that the
ranks of columns a, a+ 1, . . . , b− 1 are the same for all a < b. By Lemma 10.3, the two cells
must therefore be the same and we conclude that f = g−1. 
The next lemma proves part (i) of Theorem 4.7.
Lemma 10.5. Let V ∈ Gr≥0(k, n), Z ∈ Gr>0(k + m,n), W := Z⊥, and U := stack(V,W ).
Let f ∈ S˜n(−k, n − k) be such that V ∈ Π>0k+f . Then f ∈ S˜n(−k, `) if and only if U ∈
Mat◦(k + `, n).
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Proof. This is essentially [Lam16b, Proposition 20.3], but we include the proof for complete-
ness. Let J := [j − `, j + k). The minor ∆J(U) can be written as a sum
∆J(U) =
∑
I∈(Jk)
(−1)inv(I,J\I)∆I(V )∆J\I(W ),
where inv(I, J \ I) = #{i ∈ I, i′ ∈ J \ I : i′ < i}. Moreover, ∆I(V ) is nonnegative and
the sign of ∆J\I(W ) depends only on the parity of
∑
i′∈J\I i
′, because alt(W ) ∈ Gr>0(`, n)
by (4.6). It follows that all the terms in the above sum have the same sign, because the
terms corresponding to I and I \ {i} ∪ {i + 1} have the same sign for each i ∈ I such that
i+ 1 ∈ J \ I. Moreover, ∆J\I(W ) is always nonzero, and thus ∆J(U) is nonzero if and only
if ∆I(V ) is nonzero for some I ⊂ J . This is exactly equivalent to saying that the rank of
[V (j−`)|V (j−`+1)| . . . |V (j+k−1)] equals to k, so the result follows by Proposition 4.5. 
Let Mat◦C(k + `, n) denote the set of complex (k + `) × n matrices with nonzero circular
minors. We give a simple result relating the fibers F(V, Z) with their images under θ.
Lemma 10.6. Let V ∈ GrC(k, n), W ∈ GrC(`, n) be such that stack(V,W ) ∈ Mat◦C(k+`, n).
Denote Z := W⊥, and let V ′ ∈ GrC(k, n) be such that V ′ ·Zt = V ·Zt. Let (W˜ , V˜ ) := θ(V,W )
and (W˜ ′, V˜ ′) := θ(V ′,W ). Then we have W˜ ′ = W˜ and there exists a k × ` matrix A such
that:
• V ′ = V + A ·W , and
• V˜ ′ = V˜ − At · W˜ .
Proof. It is clear that V · Zt = V ′ · Zt is equivalent to saying that V ′ = V +A ·W for some
k × ` matrix A. But then U ′ := stack(V ′,W ) is obtained from U := stack(V,W ) by
(10.7) U ′ =
(
Idk A
0 Id`
)
· U.
Here Idk denotes the k × k identity matrix. By Lemma 10.1, the matrix U˜ ′ = stack(W˜ , V˜ ′)
is obtained from U˜ by
U˜ ′ =
(
Idk 0
−At Id`
)
· U˜ ,
which finishes the proof. 
Lemma 10.7. Let V ∈ Gr≥m(k, n), Z ∈ Gr>0(k+m,n), W := Z⊥, and (W˜ , V˜ ) := θ(V,W ).
Then for every a < b ∈ Z, we have the following:
(a) if b− a = k then the vectors W˜ (a), . . . , W˜ (b− 1) form a basis of Rk;
(b) if b− a ≥ k + ` then rk(V ; a, b) = k and rk(V˜ ; a, b) = `;
(c) if b− a < k + ` then rk(V˜ ; b− k, a+ `) + b− a = `+ rk(V ; a, b).
Proof. Part (b) follows from Lemmas 10.2 and 10.5. We now prove part (a), so let b := a+k.
Denote r := rk(W˜ ; a, b), and consider the (k − r)-dimensional space
Q := {q = (qa, . . . , qb−1) ∈ Rk | qaW˜ (a) + . . . qb−1W˜ (b− 1) = 0}.
Recall that the matrix U˜ has columns U˜(j) = (W˜ (j), V˜ (j)), and by (10.3), the column
vectors U˜(a), . . . , U˜(b−1) are linearly independent. Therefore we get an injective linear map
λ : Q→ R` defined by λ(q) = qaV˜ (a)+· · ·+qb−1V˜ (b−1), so that qaU˜(a)+· · ·+qb−1U˜(b−1) =
(0k, λ(q)) ∈ Rk+`. Here 0k ∈ Rk denotes the zero vector.
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Recall that we have a + k = b. By (4.1), each of the columns U˜(a), . . . , U˜(b − 1) =
U˜(a+ k− 1) is orthogonal to each of the columns U(b− `) = U(a+ k− `), . . . , U(a+ k− 1),
where U(j) = (V (j),W (j)). Thus λ(q) is orthogonal to W (a + k − `), . . . ,W (a + k − 1).
Since these vectors are the columns of W , they must form a basis of R`, which implies that
Q must be a zero-dimensional space, and thus k − r = 0. This finishes the proof of (a).
The proof of (c) will be completely similar. Denote r := rk(V ; a, b), and consider the
(b− a− r)-dimensional space
Q := {q = (qa, . . . , qb−1) ∈ Rb−a | qaV (a) + . . . qb−1V (b− 1) = 0}.
By Lemma 10.5, we get an injective map λ : Q → R` defined by λ(q) = qaW (a) + · · · +
qb−1W (b − 1), so that qaU(a) + · · · + qb−1U(b − 1) = (0k, λ(q)). By (4.1), each of the
vectors U(a), . . . , U(b − 1) is orthogonal to each of the vectors U˜(b − k), . . . , U˜(a + ` − 1),
so λ(q) is orthogonal to V˜ (b − k), . . . , V˜ (a + ` − 1). This implies that rk(V˜ ; b − k, a + `) ≤
`−dim(Q) = `−b+a+rk(V ; a, b). This inequality is in fact an equality, since for any vector
h ∈ R` that is orthogonal to V˜ (b − k), . . . , V˜ (a + ` − 1), the vector (0k, h) is orthogonal
to U˜(b − k), . . . , U˜(a + ` − 1), The latter vectors are linearly independent and span the
orthogonal complement of the span of U(a), . . . , U(b−1) in Rk+`. Thus there are coefficients
(qa, . . . , qb−1) ∈ Rb−a such that (0k, h) = qaU(a)+ · · ·+qb−1U(b−1). It follows that h belongs
to the image of λ, which finishes the proof of (c). 
An important special case of part (c) of Lemma 10.7 is b = a+k, where we get rk(V˜ ; a, a+
`)+k = `+rk(V ; a, a+k). Thus we have rk(V ; a, a+k) = k if and only if rk(V˜ ; a, a+`) = `.
Proof of Theorem 4.7. The only ingredient missing to show Theorem 4.7 is to prove that
V˜ ∈ Gr≥0(`, n) and W˜ ∈ Gr⊥>0(` + m,n). This would imply part (ii) of the theorem, and
then part (iii) will follow from Lemma 10.7 combined with (10.5). Note that as long as
V ∈ Gr>0(k, n), Lemma 10.7 implies that rk(V˜ ; a, a+ `) = ` for all a ∈ Z. It suffices to find
one pair (V0,W0) ∈ Gr>0(k, n) × Gr⊥>0(k + m,n) for which the image θ(V0,W0) = (W˜0, V˜0)
belongs to Gr⊥>0(`+m,n)×Gr>0(`, n). Indeed, then for any other pair (V,W ) ∈ Gr≥m(k, n)×
Gr⊥>0(k +m,n), one can construct a path (Vt,Wt), 0 ≤ t ≤ 1 such that (V0,W0) is as above,
(V1,W1) = (V,W ), and for 0 ≤ t < 1, (Vt,Wt) belongs to Gr>0(k, n)×Gr⊥>0(k+m,n). In this
case, the image (W˜t, V˜t) = θ(Vt,Wt) will belong to Gr
⊥
>0(` + m,n) × Gr>0(`, n), because in
order to exit this space, one of the circular minors of either V˜t or W˜t must vanish. It follows by
continuity that (W˜ , V˜ ) ∈ Gr≥0(`+m,n)×Gr≥0(`, n), and by Lemma 10.7, (W˜ , V˜ ) actually
must belong to Gr>0(`+m,n)×Gr≥m(`, n).
In order to construct this pair (V0,W0), we make use of the cyclically symmetric amplituhe-
dron introduced in [GKL17, Section 5]. In fact, the computation we need is almost literally
the same as the one outlined in [Sco79], see [Kar] or [GKL17, Lemma 3.1] for details.
Consider the set of n-th roots of (−1)k−1, and let z1, . . . , zk be those k of them with the
largest real part and let zk+1, . . . , zk+` be those ` of them with the smallest real part. Let
V0 be (the real k-dimensional subspace of) the linear C-span of the vectors (1, zi, . . . , zn−1i ),
for 1 ≤ i ≤ k, and let W0 be (the real k-dimensional subspace of) the linear C-span of
the vectors (1, zi, . . . , z
n−1
i ), for k + 1 ≤ i ≤ k + `. Then we have V0 ∈ Gr>0(k, n) and
W0 ∈ Gr⊥>0(k +m,n), see [GKL17, Lemma 3.1].
Proposition 10.8. Let θ(V0,W0) = (W˜0, V˜0). Then V˜0 ∈ Gr>0(`, n) and W˜0 ∈ Gr⊥>0(` +
m,n). Moreover, we have V˜0 = alt(W0) and W˜0 = alt(V0).
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Proof. Recall from Section 4 that the columns of U := stack(V0,W0) satisfy U(j + n) =
(−1)k−1U(j) for all j ∈ Z. We see that U is just the Vandermonde matrix with entries
(zj−1i )1≤i≤k+`,1≤j≤n. Thus by (10.2), the vector U˜(j) has coordinates given by ratios of
Vandermonde determinants. More precisely, its i-th coordinate equals
U˜ij =
(−1)i+j−1det(zs−1p )1≤p≤k+`: p 6=i;
j−`<s<j+k
det(zs−1p ) 1≤p≤k+`;
j−`≤s<j+k
= (−1)jz−(j−`−1)i · h(i),
where
h(i) := (−1)i−1
(z1 · · · zk+`)j−`−1
∏
1≤s<t≤k+`:
s,t 6=i
(zt − zs)
(z1 · · · zk+`)j−`
∏
1≤s<t≤k+`
(zt − zs)
.
After dividing row i of U˜ by h(i) for each i (which does not affect total positivity of either
V˜0 or W˜0), the (i, j)-th entry of U˜ becomes (−1)jz−(j−`−1)i . We can now divide row i of U˜
by z`+1i , and after that the i-th entry becomes just (−1)jz−ji . This matrix is obtained from
alt(U) by switching the rows that correspond to pairs of inverse zi’s. It is clear that each of
the sets {z1, . . . , zk} and {zk+1, . . . , zk+`} is closed under taking the inverse, thus these row
operations belong to GLk(C)×GL`(C) ⊂ GLk+`(C). Therefore we indeed get that the span
V˜0 of the last ` rows of U˜ is totally positive and equal to alt(W0), while the span W˜0 of the
first k rows of U˜ is equal to alt(V0) and thus belongs to Gr
⊥
>0(` + m,n) by (4.6). We are
done with the proof. 
As we have explained earlier, Proposition 10.8 finishes the proof of Theorem 4.7. 
It remains to note that Proposition 4.8 now follows from Lemma 10.6.
11. The canonical form: proofs
In this section, we prove Theorem 5.9, and then deduce its generalization, Theorem 5.13,
as a corollary. We start by recalling some notions related to the combinatorics of clusters of
Plu¨cker coordinates.
11.1. Clusters. Let f ∈ S˜n(−k, n− k) be an affine permutation. The Grassmann necklace
associated with f is a sequence Ik+f = (I1, I2, . . . , In) of k-element subsets of [n] defined by
Ii = {f(j) + k | j < i and f(j) + k ≥ i}
for i ∈ [n] with the indices taken modulo n.
For each i ∈ [n], define a total order i on [n] by
i ≺i i+ 1 ≺i · · · ≺i i+ n− 1,
where the indices again are taken modulo n. For two sets S, T ∈ ([n]
k
)
, we write S i T
if S = {s1 ≺i · · · ≺i sk}, T = {t1 ≺i · · · ≺i tk} with sj i tj for j ∈ [k]. The positroid
Mk+f ⊂
(
[n]
k
)
of f is a collection of subsets of [n] given by
Mk+f :=
{
J ∈
(
[n]
k
)
| J i Ii for all i ∈ [n]
}
,
where Ik+f = (I1, . . . , In) is the Grassmann necklace associated with f .
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Definition 11.1. The sets Π>0k+f ⊂ Π≥0k+f ⊂ Gr(k, n) and ΠCk+f ⊂ GrC(k, n), are defined by
Π>0k+f := {X ∈ Gr≥0(k, n) | ∆J(X) > 0 for J ∈Mk+f and ∆J(X) = 0 for J /∈Mk+f}.
Π≥0k+f := {X ∈ Gr≥0(k, n) | ∆J(X) ≥ 0 for J ∈Mk+f and ∆J(X) = 0 for J /∈Mk+f}.
ΠCk+f := {X ∈ GrC(k, n) | ∆J(X) = 0 for J /∈Mk+f}.
The variety ΠCk+f can alternatively be defined either as the Zariski closure of Π
>0
k+f in
GrC(k, n) or as the set of all V ∈ GrC(k, n) satisfying
rk(V ; a, b) ≤ #{i < a | a ≤ f(i) + k < b}
for all integers a < b. See [KLS13].
For instance, when f = id0 : Z→ Z is the identity map, we have Ii = {i, i+1, . . . , i+k−1}
(modulo n) for all i ∈ [n], Mk+f =
(
[n]
k
)
, Π>0k+f = Gr>0(k, n), Π
≥0
k+f = Gr≥0(k, n), and
ΠCk+f = GrC(k, n).
By Definition 11.1, an element X ∈ Π>0k+f can be described by a collection {∆J(X) | J ∈
Mk+f} ∈ RPMk+f>0 of positive real numbers, however, this data is highly redundant.
Definition 11.2 ([LZ98]). We say that two sets S, T ∈ ([n]
k
)
are weakly separated if there do
not exist 1 ≤ a < b < c < d ≤ n such that a, c ∈ S \ T and b, d ∈ T \ S, or vice versa.
We say that a collection C ⊂ ([n]
k
)
is weakly separated if any two of its elements are weakly
separated. For example, it is not hard to check that Ik+f is a weakly separated collection
for any f ∈ S˜n(−k, n− k), see [OPS15, Lemma 4.5].
Definition 11.3. Given an affine permutation f ∈ S˜n(−k, n − k), a weakly separated col-
lection C ⊂ Mk+f is called a cluster if it contains Ik+f and is not contained inside any other
weakly separated collection C ′ ⊂Mk+f .
Recall from Proposition 5.10 that if C is a cluster for f then the size of C is given by (5.5),
and the map X 7→ {∆J(X) | J ∈ C}, is a diffeomorphism between Π>0k+f and the positive
part RPC>0 of the (k(n− k)− inv(f))-dimensional projective space.
11.2. Circular minors. We state an identity from [MaSc16] relating certain minors of U˜
to those of U .
Lemma 11.4. Fix k, `,m, n, and let U ∈ Mat◦(k + `, n) and U˜ := τ(U). Let p, q ≥ 0 be
integers such that p + q = k + `, and choose some a, b ∈ [n] so that the following two sets
(viewed modulo n) have size k + `:
(11.1) J := [a, a+ p) ∪ [b, b+ q), I := [a+ k − q, a+ k) ∪ [b+ k − p, b+ k).
Then
(11.2) ∆J(U˜) = ± ∆I(U)
∆[a−`,a+k)(U) ·∆[b−`,b+k)(U) .
Proof. Follows from (10.1) together with [MaSc16, Proposition 3.5]. 
Using Lemma 11.4, we give a formula for circular minors of W˜ and V˜ .
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Lemma 11.5. Let (W˜ , V˜ ) := θ(V,W ) and U := stack(V,W ). Then for j ∈ Z, we have
∆[j−k,j)(W˜ ) = ±
∆[j−`,j)(W )
∆[j−k−`,j)(U)
,(11.3)
∆[j,j+`)(V˜ ) = ±
∆[j,j+k)(V )
∆[j−`,j+k)(U)
.(11.4)
Proof. The proof is similar to that of Lemma 10.2. Let us denote K := [k+ `], U˜ := τ(U) =
stack(W˜ , V˜ ), U ′ := (U(K))−1 ·U , and U˜ ′ := τ(U ′) which by Lemma 10.1 equals (U(K))t · U˜ .
Let V ′,W ′, V˜ ′, W˜ ′ be such that U ′ = stack(V ′,W ′) and U˜ ′ = stack(W˜ ′, V˜ ′). Note that the
submatrix of U˜ ′ with column set [` + 1, 2` + k + 1) is upper triangular with ±1’s on the
diagonal. Applying Lemma 11.4 to U ′ and U˜ ′ with a = `− k + 1, b = j, p = k, q = ` yields
∆[j,j+`)(V˜
′) = ± ∆[j,j+k)(V
′)
1 ·∆[j−`,j+k)(U ′) .
Let r := det(U(K)). Applying the same lemma to U and U˜ , we get
r−1 ·∆[j,j+`)(V˜ ) = ±
r ·∆[j,j+k)(V )
r · r ·∆[j−`,j+k)(U) .
This proves (11.4). The proof of (11.3) is completely similar, except that we need to set
U ′ := w0 · (U(K))−1 ·U , where w0 is the (k+ `)× (k+ `) permutation matrix having (i, j)-th
entry equal to 1 if i+ j = k + `+ 1 and to 0 otherwise. 
Example 11.6. Let k = 2, ` = 1, n = 5, and U and U˜ · D be given in Figure 2, with the
matrix D = diag(2, 4, 8, 10, 4) given in (6.2). Furthermore, let p = 1, q = 2, a = 1, b = 3,
so (11.1) yields J = {1, 3, 4} and I = {1, 2, 4}. By (11.2), we have
(11.5) ∆134(U˜) = ± ∆124(U)
∆125(U) ·∆234(U) .
We note that ∆134(U˜ ·D) = 20, so the left hand side of (11.5) is ∆134(U˜) = 202×8×10 = 18 . On
the other hand, we have
∆124(U) = 2, ∆125(U) = 2, ∆234(U) = −8,
so the right hand side of (11.5) is ±1
8
, in agreement with Lemma 11.4.
Let us now set j := 3, and verify (11.3) and (11.4). We have
∆[1,3)(W˜ ·D) = det
(−1 4
1 0
)
= −4,
thus the left hand side of (11.3) is −4
2×4 = −12 . The right hand side of (11.3) is given by
± ∆2(W )
∆125(U)
= ±1
2
.
Similarly, the left hand side of (11.4) is ∆3(V˜ ) =
2
8
= 1
4
, because ∆3(V˜ ·D) = 2. The right
hand side of (11.4) is ± ∆34(V )
∆234(U)
= ±2
8
= ±1
4
.
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11.3. Coordinates on Gr(k, n) × Gr(`, n). For a k × ` matrix T and an ` × k matrix S,
define
M(T, S) :=
(
Idk T
S Id`
)
.
Remark 11.7. By the well known formula for the determinant of a block matrix, we have
(11.6) det(M(T, S)) = det(Idk−TS) = det(Id`−ST ).
For U,U ′ ∈ Mat◦(k+`, n), we write U 'k,` U ′ if U = g ·U ′ for some g ∈ GLk(R)×GL`(R).
Lemma 11.8. For M(T, S) ∈ GLk+`(R) and U ∈ Mat◦(k + `, n), we have
τ(M(T, S) · U) 'k,` M(−St,−T t) · τ(U).
Proof. First, note that the matrix M(−T,−S) must also be invertible because it has the
same determinant as M(T, S) by (11.6). Multiplying them together, we get(
Idk −T
−S Id`
)
·
(
Idk T
S Id`
)
=
(
Idk−TS 0
0 Id`−ST
)
.
In particular, the matrix on the right hand side (which we denote by g) must be invert-
ible: g ∈ GLk(R) × GL`(R). Thus g−1 ·M(−T,−S) = M(T, S)−1, i.e., M(−T,−S) 'k,`
M(T, S)−1. Lemma 11.8 now follows from Lemma 10.1. 
We introduce a convenient coordinate chart on Gr(k, n) × Gr(`, n). Let T, S,A,B be
k × `, `× k, k ×m, and `×m matrices respectively. Denote
N(T, S,A,B) :=
(
Idk T A
S Id` B
)
.
Take a generic pair (V,W ) ∈ Gr(k, n)×Gr(`, n), and let span(V,W ) ∈ Gr(k+ `, n) be the
row span of U := stack(V,W ). Since the pair (V,W ) is generic, there exists a unique pair
T, S such that U([k + `]) 'k,` M(T, S), and thus we can write
(11.7) U 'k,` N(T, S,A+ TB,B + SA) = M(T, S) ·N(0, 0, A,B).
Here V ∈ Gr(k, n) is the row span of [Idk |T |A + TB], and W ∈ Gr(`, n) is the row span of
[S| Id` |B + SA].
Recall from Definition 5.1 that the canonical forms on Gr(k, n), Gr(`, n), and Gr(k+ `, n)
are given in these coordinates by
ωk,n(V ) = ±d
k×`(T ) ∧ dk×m(A+ TB)
∆circk (V )
, ω`,n(W ) = ±d
`×k(S) ∧ d`×m(B + SA)
∆circ` (W )
,
ωk+`,n(U) := ±d
k×m(A) ∧ d`×m(B)
∆circk+`(N(0, 0, A,B))
.
Lemma 11.9. In the above notation, we have
ωk,n ∧ ω`,n = ±(det(M(T, S)))
m · dk×`(T ) ∧ d`×k(S) ∧ dk×m(A) ∧ d`×m(B)
∆circk (V ) ·∆circ` (W )
.
Proof. We need to show that after taking the wedge with dk×`(T ) ∧ d`×k(S) (i.e., treating
the entries of T and S as constants), we have
dk×m(A+ TB) ∧ d`×m(B + SA) = ±(det(M(T, S)))m · dk×m(A) ∧ d`×m(B).
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Consider a linear operator on the (k+ `)-dimensional vector space Rk+` given by the matrix
M(T, S). For vectors v ∈ Rk and w ∈ R`, this operator sends (v, w) ∈ Rk+` to (v +
Tw,w + Sv). Therefore it sends the form ω(v, w) := dv1 ∧ · · · ∧ dvk ∧ dw1 ∧ · · · ∧ dw`
to det(M(T, S)) · ω(v, w). Letting v := A(j) and w := B(j) for j ∈ [n], we get that
(A+ TB)(j) = v + Tw and (B + SA)(j) = w + Sv, and thus
dk×1((A+ TB)(j)) ∧ d`×1((B + SA)(j)) = ±det(M(T, S)) · dk×1(A(j)) ∧ d`×1(B(j)).
The result follows by applying this to j = 1, 2, . . . ,m. 
Lemma 11.9 implies that ωk,n ∧ ω`,n = ±ωk+`,n ∧ ωKer, where
ωKer := ±
(det(M(T, S)))m ·∆circk+`(N(0, 0, A,B)) · dk×`(T ) ∧ d`×k(S)
∆circk (V ) ·∆circ` (W )
We first prove Proposition 5.7 which states that ωk+`,n is preserved by τ , and then we will
concentrate on showing that ωk+`,n ∧ ωKer is preserved by θ.
11.4. Proof of Proposition 5.7. We start by constructing two collections C, Cop of (k+ `)-
element subsets of [n] such that they both form clusters for Gr(k + `, n), and whenever I
and J are related by (11.1), we have I ∈ C if and only if J ∈ Cop. Explicitly, C is the set of
all I ∈ ( [n]
k+`
)
that are unions of two cyclic intervals, one of which is of the form [c, 1 + k) for
c ∈ [n] (if c > 1 + k then we view this interval modulo n). Either of the two cyclic intervals
is allowed to be empty. Similarly, Cop is the set of all J ∈ ( [n]
k+`
)
that are unions of two cyclic
intervals, one of which is of the form [1, 1 + p) for some p ≥ 0. It is easy to check5 that both
C and Cop are maximal weakly separated collections of size (k + `)m+ 1, which is one more
than the dimension of Gr(k + `, n).
Let us index the elements of C by C := {I0, I1, . . . , I(k+`)m} and consider the coordinate
chart on Gr(k+`, n) given by {∆I | I ∈ C}, rescaled so that ∆I0 = 1 for I0 := [`+1, 2`+k+1)
modulo n. Then by Proposition 5.3, we have
ωk+`,n(U) = ±d∆I1(U)
∆I1(U)
∧ · · · ∧ d∆I(k+`)m(U)
∆I(k+`)m(U)
.
Similarly, letting Cop := {J0, J1, . . . , J(k+`)m} so that J0 = [k + `], we have
ωk+`,n(U˜) = ±d∆J1(U˜)
∆J1(U˜)
∧ · · · ∧ d∆J(k+`)m(U˜)
∆J(k+`)m(U˜)
.
If I ∈ C is a cyclic interval (there are n such intervals in both C and Cop), then Lemma 10.5
provides a cyclic interval J ∈ Cop such that
∆J(U˜) =
±1
∆I(U)
.
Differentiating both sides, we get that
d∆J(U˜)
∆J(U˜)
= ±d∆I(U)
∆I(U)
.
5In the language of [Pos07], Cop is the collection of face labels of the corresponding L-diagram, while C is
the collection of face labels of the “opposite” L-diagram.
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Thus the expression for ωk+`,n(U˜) contains d∆K(U) for all cyclic intervals K of [n] of size
k+ `. Therefore we may treat them as constants while computing d∆J(U˜) for other J ∈ Cop.
For each J ∈ Cop, Lemma 11.4 provides a set I ∈ C and cyclic intervals K,L ⊂ [n] such that
∆J(U˜) = ± ∆I(U)
∆K(U) ·∆L(U) .
Differentiating both sides and ignoring the terms with d∆K(U) and d∆L(U), we get
d∆J(U˜)
∆J(U˜)
= ±d∆I(U)
∆I(U)
.
Applying this to all J ∈ Cop finishes the proof. 
11.5. Proof of Theorem 5.9. Consider the cyclic shift map σ : Mat◦(k+`, n)→ Mat◦(k+
`, n) sending a matrix U with columns U(j), j ∈ Z such that U(j + n) = (−1)k−1U(j) to a
matrix σU defined by (σU)(j) := U(j−1). This operator acts on V and W similarly. Rather
than working with the maps θ and τ , we will work with their cyclically shifted versions:
τ ′ := σ` ◦ τ, θ′ := σ` ◦ θ.
By (10.1), the map τ ′ coincides (up to sign) with the right twist map of [MuSp17]. Since
the map θ′ differs from the map θ by a cyclic shift, and the forms ωk,n, ω`,n, and ωk+`,n are
preserved by σ, it suffices to prove the version of Theorem 5.9 with θ replaced with θ′.
Proof of Theorem 5.9. We have shown above that ωk+`,n is preserved by θ, and therefore by
θ′. What we need to show in order to complete the proof of Theorem 5.9 is that ωKer∧ωk+`,n
is preserved by θ′ up to a sign. Let us split ωKer into a product of two terms:
ωKer = ± d
k×`(T ) ∧ d`×k(S)
(det(M(T, S)))k+`
· ∆
circ
k+`(U)
∆circk (V ) ·∆circ` (W )
.
Here we are using the fact that ∆circk+`(U) = (det(M(T, S)))
n ·∆circk+`(N(0, 0, A,B)).
By Lemma 10.5, we have ∆circk+`(U) ·∆circk+`(U˜) = ±1, and then Lemma 11.5 implies
(11.8)
∆circk+`(U)
∆circk (V ) ·∆circ` (W )
= ± ∆
circ
k+`(U˜)
∆circk (W˜ ) ·∆circ` (V˜ )
.
Note that ωKer itself may not be preserved by θ
′. Indeed, let T˜ , S˜, A˜, B˜ be the unique
matrices such that
τ ′(N(T, S,A+ TB,B + SA)) 'k,` N(T˜ , S˜, A˜+ T˜ B˜, B˜ + S˜A˜).
Let us write down T˜ , S˜, A˜, B˜ more explicitly. Recall that N(T, S,A + TB,B + SA) =
M(T, S) ·N(0, 0, A,B). Thus by Lemma 11.8, we have
τ ′(N(T, S,A+ TB,B + SA)) 'k,` M(−St,−T t) ·H = M(−St,−T t) ·H([k + `]) ·H ′,
where H := τ ′(N(0, 0, A,B)), H([k + `]) is the square submatrix of H spanned by the first
k + ` columns, and H ′ := (H([k + `]))−1 ·H. We see that the first k + ` columns of H ′ form
an identity matrix, and therefore we can write H ′ = N(0, 0, A˜, B˜) for some A˜, B˜. Thus T˜ , S˜
are the unique matrices such that
(11.9) M(T˜ , S˜) 'k,` M(−St,−T t) ·H([k + `]).
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(We will later show that such matrices exist, i.e., that the upper left k × k and the lower
right ` × ` submatrices of the matrix on the right hand side are invertible.) We see that
the entries of H, and therefore of A˜ and B˜, depend on the entries of A and B but not on
the entries of T and S. However, the entries of T˜ and S˜ depend on the entries of all four
matrices T, S,A,B. By definition, ωKer is proportional to d
k×`(T )∧ d`×k(S), so the pullback
of ωKer under θ
′ will be proportional to dk×`(T˜ ) ∧ d`×k(S˜), and therefore will contain daij’s
and dbij’s as well as dtij’s and dsij’s. This shows that ωKer is not in general preserved by θ
′.
On the other hand, since ωk+`,n is preserved by θ
′ and is proportional to dk×m(A)∧d`×m(B),
we only need to show that ωKer is preserved by θ
′ when we treat A and B as constants. We
now investigate how exactly the matrices T˜ and S˜ depend on T, S,A,B.
Lemma 11.10. The matrix H([k + `]) from (11.9) is an upper triangular (k + `)× (k + `)
matrix with ±1’s on the diagonal.
Proof. This is clear from the definition of the map τ ′: for j ≤ k + `, the j-th column of H
is orthogonal to columns j + 1, j + 2, . . . , k + ` of N(0, 0, A,B), and its scalar product with
the j-th column of N(0, 0, A,B) equals to ±1. Since the first k + ` columns of N(0, 0, A,B)
form an identity matrix, the result follows. 
In particular, it follows from Lemma 11.10 that the upper left k × k and lower right `× `
submatrices of M(−St,−T t) · H([k + `]) are invertible, which proves the existence of T˜ , S˜
satisfying (11.9). Recall that the entries of H([k + `]) depend only on the entries of A and
B, which we treat as constants since we are taking the wedge with dk×m(A)∧ d`×m(B). Our
next result is illustrated in Example 11.12.
Lemma 11.11. Suppose that for some constant upper triangular (k+ `)× (k+ `) matrix E
with ±1’s on the diagonal, we have
M(T˜ , S˜) 'k,` M(T, S) · E.
Then
(11.10)
dk×`(T˜ ) ∧ d`×k(S˜)
(det(M(T˜ , S˜)))k+`
= ± d
k×`(T ) ∧ d`×k(S)
(det(M(T, S)))k+`
.
Proof. We can write E as a block matrix
E =
(
P Q
0 R
)
,
where P (resp., R) is an upper triangular matrix of size k× k (resp., `× `) with ±1’s on the
diagonal. In this notation,
T˜ = P−1(Q+ TR), S˜ = (R + SQ)−1SP.
If Q = 0 then we clearly have
dk×`(T˜ ) = ±dk×`(T ), d`×k(S˜) = ±d`×k(S),
and by (11.6), det(M(T˜ , S˜)) = det(M(T, S)), which shows (11.10) in this case. Note that
if E = E(1) · E(2) · · ·E(N) is a product of upper triangular matrices with ±1’s on diagonals,
then it suffices to prove the lemma for E(i) for each 1 ≤ i ≤ N , because then the result will
follow by induction. The case when E is a diagonal matrix has already been shown above,
and we may thus assume that E is a Chevalley generator, i.e., a unit upper triangular matrix
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with a single nonzero off-diagonal entry in position (i, i+ 1) for some 1 ≤ i < k+ `. If i 6= k
then Q = 0 so we are done. Now suppose that i = k and thus Q has a single non-zero
entry Qk1 = q for some constant q. We are going to verify (11.10) in this case by a direct
computation, see also Example 11.12 below.
We have T˜ = Q + T and thus dk×`(T˜ ) = dk×`(T ). Now, we have S˜ = (Id` +SQ)−1S.
Denote S = (sij). Let us first compute the matrix Id` +SQ and its inverse:
Id` +SQ =

1 + qs1k 0 . . . 0
qs2k 1 . . . 0
... 0
. . . 0
qs`k 0 . . . 1
 ; (Id` +SQ)−1 =

1
1+qs1k
0 . . . 0
− qs2k
1+qs1k
1 . . . 0
... 0
. . . 0
− qs`k
1+qs1k
0 . . . 1
 .
Thus det((Id` +SQ)
−1) = 1
1+qs1k
. Note that
M(T˜ , S˜) =
(
Idk 0
0 (Id` +SQ)
−1
)
·M(T, S) ·
(
Idk Q
0 Id`
)
,
and therefore
(11.11) det(M(T˜ , S˜)) =
det(M(T, S))
1 + qs1k
.
It remains to compute d`×k(S˜), so denote S˜ = (s˜ij). We have
s˜1k =
s1k
1 + qs1k
, ds˜1k =
ds1k
(1 + qs1k)2
;
s˜1j =
s1j
1 + qs1k
, ds˜1j =
ds1j
1 + qs1k
+ α, (1 ≤ j < k);
s˜ik =
−qsiks1k
1 + qs1k
+ sik =
sik
1 + qs1k
, ds˜ik =
dsik
1 + qs1k
+ β, (1 < i ≤ `);
s˜ij =
−qsiks1j
1 + qs1k
+ sij, ds˜ij = dsij + γ, (1 ≤ j < k, 1 < i ≤ `).
Here α and β denote sums of terms involving ds1k, while γ denotes a sum of terms involving
ds1k, ds1j, and dsik. Thus each of those terms vanishes when we take the wedge of all s˜ij’s.
We have shown that
d`×k(S˜) =
d`×k(S)
(1 + qs1k)k+`
,
and combining this with (11.11), we get
dk×`(T˜ ) ∧ d`×k(S˜)
(det(M(T˜ , S˜)))k+`
=
dk×`(T ) ∧ d`×k(S)
(1 + qs1k)k+`(det(M(T˜ , S˜)))k+`
=
dk×`(T ) ∧ d`×k(S)
(det(M(T, S)))k+`
,
finishing the proof of Lemma 11.11. 
Theorem 5.9 follows from Lemmas 11.10 and 11.11, combined with Equations (11.8)
and (11.9). 
Example 11.12. Let us illustrate Lemma 11.11 in the case k = ` = 1. We have M(T, S) =(
1 t
s 1
)
, so the right hand side of (11.10) is dt∧ds
(1−st)2 . Suppose that E =
(
1 q
0 1
)
for some
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constant q. Thus
M(T, S) · E =
(
1 q + t
s 1 + qs
)
'k,`
(
1 q + t
s
1+qs
1
)
=
(
1 t˜
s˜ 1
)
= M(T˜ , S˜).
So t˜ = q + t and s˜ = s
1+qs
. We have:
dt˜ = dt, ds˜ =
ds
(1 + qs)2
, det(M(T˜ , S˜)) =
1− st
1 + qs
,
and therefore the left hand side of (11.10) equals
dt˜ ∧ ds˜
det(M(T˜ , S˜))2
=
dt ∧ ds
(1− st)2 .
Proof of Theorem 5.13. We deduce the result as a simple corollary of Theorem 5.9. For an
affine permutation f ∈ S˜n(−k, `), we need to show that θ sends ωk+f ∧ω`,n to ±ωk,n∧ω`+f−1 .
We proceed by induction on inv(f), the base case inv(f) = 0 being precisely the content of
Theorem 5.9. Suppose that g l f in the affine Bruhat order for some f, g ∈ S˜n(−k, `), and
that the result has already been shown for f . By Proposition 12.1 below, the form ωk+g is
obtained from ωk+f by taking a residue, and the same is true for f
−1 and g−1:
ResΠCk+g ωk+f = ±ωk+g, ResΠC`+g−1 ω`+f−1 = ±ω`+g−1
Let A ⊂ ΠCk+f ×GrC(`, n) be the Zariski open subset such that
(1) stack(V,W ) ∈ Mat◦(k + `, n) whenever (V,W ) ∈ A,
(2) θ extends to an isomorphism θ : A→ B where B ⊂ GrC(k, n)× ΠC`+f−1 ,
(3) θ sends A ∩ (ΠCk+g ×GrC(`, n)) isomorphically to B ∩ (GrC(`, n)× ΠC`+g−1).
Both A ⊂ ΠCk+f ×GrC(`, n) and A∩ (ΠCk+g×GrC(`, n)) ⊂ ΠCk+g×GrC(`, n) will be nonempty
Zariski open subsets, since by Theorem 4.7 the corresponding positive points will be con-
tained in this locus. Taking residues commutes with isomorphisms, so by induction we
compute
θ∗(ωk,n ∧ ω`+g−1) = θ∗(ResB∩(GrC(`,n)×ΠC`+g−1 ) ωk,n ∧ ω`+f−1)
= ResA∩(ΠCk+g×GrC(`,n)) θ
∗(ωk,n ∧ ω`+f−1)
= ±ResA∩(ΠCk+g×GrC(`,n))(ωk+f ∧ ω`,n)
= ±ωk+g ∧ ω`,n. 
12. The amplituhedron form: proofs
In this section, we prove Theorem 8.16, as well as several other statements given in Sec-
tion 8. Before we proceed, we recall some further background that was omitted from that
section.
12.1. Residues. We start with the definition of the residue operator Res. Suppose we are
given a rational form ω on a complex variety X. Let C ⊂ X be an irreducible subvariety
of codimension one. Consider some smooth Zariski open subset U ⊂ X such that U ∩ C is
Zariski open in C. Suppose that z : U → C is a regular map such that C ∩ U is the set of
solutions to z = 0. Denote the remaining coordinates on U by u, so that every point in U is
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written as (z, u) in this coordinate chart. We say that ω has a simple pole at C if inside U
we have
ω(z, u) = ω′(u) ∧ dz
z
+ ω′′(z, u),
where ω′′(z, u) and ω′(u) are rational forms on U , and ω′(u) is non-zero. When ω has a
simple pole at C, we define the residue by
ResC ω := ω
′|U∩C
This defines ResC ω as a rational form on U ∩ C, and thus on C.
Proposition 12.1 ([Lam16b, Theorem 13.2]). For affine permutations f, g ∈ S˜n(−k, n− k)
such that g l f in the affine Bruhat order, we have
(12.1) ResΠCk+g ωk+f = ±ωk+g.
12.2. Degree of a map. Let α : X → Y be a morphism between irreducible complex
varieties of the same dimension. If dim(α(X)) = dim(X)(= dim(Y )), then there exists a
nonempty Zariski open subset B ⊆ Y such that α restricts to a d-fold covering map from
α−1(B) to B. In other words, α is locally a diffeomorphism on α−1(B), and for y ∈ B we
have |α−1(y)| = d. We say that α has degree deg(α) = d. If dim(α(X)) < dim(X), we define
deg(α) = ∞. If α : X 99K Y is instead a rational map, then we have deg(α) = deg(α|A)
where A ⊆ X is the locus where α is defined. If α has degree deg(α) = 1, then it is birational:
it restricts to an isomorphism between dense Zariski open subsets of X and Y .
In [Lam16a], an integer df ∈ {1, 2, . . . ,∞} is assigned to each f ∈ S˜n(−k, n − k) so that
for a dense Zariski open subset A ⊂ GrC(k + m,n), the rational map Z : GrC(k, n) 99K
GrC(k, k + m) has degree df whenever Z ∈ A. Since Gr>0(k + m,n) is Zariski dense in
GrC(k + m,n), this statement also holds for Z in an open dense subset of Gr>0(k + m,n).
An affine permutation f ∈ S˜n(−k, n − k) such that inv(f) = km has degree 1 in the sense
of Definition 8.1 if and only if df = 1.
Proof of Proposition 8.12. Suppose that df = 1. Let A ⊂ GrC(k+m,n) be the Zariski open
dense subset such that Z : Gr(k, n) 99K Gr(k, k + m) has degree 1 for Z ∈ A. For Z ∈ A,
let BZ ⊂ GrC(k, k+m) be the dense Zariski open subset such that Z : Z−1(BZ)→ BZ is an
isomorphism. Consider the Zariski open subset C ⊂ FlC(`, k + `;n) defined by
C = {(W,U) | Z = W⊥ ∈ A and span(U · Zt) ∈ BZ}.
Then Z : Z−1(C)→ C is an isomorphism, and thus Z : ΠCk+f ×GrC(`, n) 99K FlC(`, k+ `;n)
has degree one. 
Proof of Proposition 8.8. Note that Π>0k+f is homeomorphic to an open ball. Since f is
(n, k,m)-admissible, the restriction of Z to Π>0k+f is injective. By Brouwer’s invariance of
domain theorem [Bro12], we get that it is a homeomorphism onto its image, because the
dimension of Π>0k+f equals km. Therefore the restriction of Z to Π
>0
k+f either preserves or
reverses its topological orientation (see [GH81, Section 22] for background on topological
orientation). For smooth manifolds, it is well known that the notions of topological and
smooth orientation agree with each other. Thus whenever the Jacobian of Z is nonzero on
Π>0k+f , its sign is the same. 
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Proof of Proposition 8.13. The product Π>0k+f ×Gr⊥>0(k+m,n) is homeomorphic to an open
ball. When f is (n, k,m)-admissible, the restriction of Z to Π>0k+f×Gr⊥>0(k+m,n) is injective.
The rest of the proof is identical to that of Proposition 8.8. 
Remark 12.2. Even when df > 1, we can still define the pushforward Z∗ωk+f of the
canonical form, but the definition is more complicated. See [Lam16b] for details.
12.3. Affine Stanley symmetric functions. We review the results of the second au-
thor [Lam06, Lam16a] that allow one to give a purely combinatorial characterization of a
degree 1 positroid cell. We refer the reader to [Sta99] for background on symmetric functions.
Definition 12.3. An element v ∈ S˜n is called cyclically decreasing if it has a reduced word
v = sj1sj2 . . . sjN such that the indices j1, j2, . . . , jN are pairwise distinct modulo n, and if
ja = i+ 1 and jb = i modulo n for some a, b ≤ N then we have a < b.
Given an element f ∈ S˜n, define the affine Stanley symmetric function
F˜f (x1, x2, . . . ) :=
∑
f=f1f2...fr
x
inv(f1)
1 x
inv(f2)
2 . . . x
inv(fr)
r ,
where the sum is over all factorizations f = f1f2 . . . fr such that f1, . . . , fr ∈ S˜n are cyclically
decreasing. We list some properties of F˜f together with the references to the places where
they have been proven in the literature.
Proposition 12.4.
(1) For each f ∈ S˜n, F˜f is a symmetric function [Lam06, Theorem 6].
(2) For each f ∈ S˜n, we have ω+F˜f = F˜f−1 [Lam06, Theorem 15].
(3) If inv(f) = k` for some f ∈ S˜n(−k, n − k) then f has degree 1 if and only if the
coefficient of s`k in F˜f equals to 1 [Lam16a, Proposition 4.8].
Here ω+ denotes a certain involution on a subset Λ(n) of the algebra Λ of symmetric
functions, and s`k ∈ Λ(n) denotes the Schur function indexed by a rectangular partition
`k := (`, `, . . . , `︸ ︷︷ ︸
k times
). Since ω+s`k = sk` , Proposition 12.4 implies Proposition 8.5.
Remark 12.5. Proposition 8.5 can also be deduced directly from Proposition 4.8, since f
has degree 1 if and only if F(V, Z) ∩ Π>0k+f contains one point for a generic pair (V, Z) ∈
Π>0k+f ×Gr>0(k +m,n).
12.4. Proof of Theorem 8.16. The proof of Theorem 5.13 shows that for the rational map
θ : ΠCk+f ×GrC(`, n) 99K GrC(k, n)× ΠC`+f−1 ,
we have θ∗(ωk,n ∧ ω`+f−1) = ±ωk+f ∧ ω`,n for each f ∈ S˜n(−k, `). By Theorem 3.5 together
with Corollary 8.7, the only thing left to show is that the sign is “+” when both forms
are chosen to be positive as in Definition 8.9. We choose some reference form ωrefFl(`,k+`;n)
on Fl(`, k + `;n) and some reference form ωrefFl(k,k+`;n) on Fl(k, k + `;n) so that ω
ref
Fl(`,k+`;n) =
θ˜∗ωrefFl(k,k+`;n). The sign of ωk+f is chosen in such a way that the forms Z∗(ωk+f ∧ ω`,n) and
ωrefFl(`,k+`;n) have the same sign on A>0k+f . The sign of ω`+f−1 is chosen in such a way that the
forms Z∗(ωk,n∧ω`+f−1) and ωrefFl(`,k+`;n) have the same sign on A>0`+f−1 . Note that θ˜ sends A>0k+f
to A>0`+f−1 and pulls ωrefFl(k,k+`;n) back to ωrefFl(`,k+`;n). Since the diagram (7.2) is commutative,
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we conclude that θ∗(ωk,n∧ω`+f−1) = ωk+f ∧ω`,n with the above choice of signs, finishing the
proof of Theorem 8.16. 
13. Open questions and future directions
In addition to the multiple conjectures already mentioned in the text (Conjectures 3.8,
3.9, 8.4, 8.11, 8.15), we list several other exciting questions.
13.1. Positive Laurent formulas for the twisted Plu¨cker coordinates. Let θ(V,W ) =
(W˜ , V˜ ). Theorem 4.7 (ii) asserts that if the Plu¨cker coordinates of V and Z := W⊥ are
nonnegative then so are the Plu¨cker coordinates of Z˜ := W˜⊥ and V˜ . In fact, we believe that
an even stronger property holds.
Conjecture 13.1. Let U := stack(V,W ) ∈ Mat◦(k+ `, n), θ(V,W ) = (W˜ , V˜ ), U˜ := τ(U) =
stack(W˜ , V˜ ), Z := W⊥, and Z˜ := W˜⊥. Then there exist some polynomials H and H ′ in the
maximal minors of V and Z with nonnegative integer coefficients such that
(1) the maximal minor ∆I(Z˜) for I ∈
(
[n]
`+m
)
is equal to
H
±∏j∈I ∆[j−`,j+k)(U) ;
(2) the maximal minor ∆I(V˜ ) for I ∈
(
[n]
`
)
is equal to
H ′
±∏j∈I ∆[j−`,j+k)(U) .
Here the sign ± in the denominator is chosen so that it is positive. (Recall that the sign
of ∆[j−`,j+k)(U) is predicted by Lemma 10.5.)
Note that the case of this conjecture where I is a circular interval of [n] follows from
Lemma 11.5.
Example 13.2. For the case k = 2, ` = 1, m = 2, n = 5, let us suppose that W is the
row span of the 1× 5 matrix (p,−q, r,−s, t), so that the maximal minors of Z are precisely
p, q, r, s, t ≥ 0. Then we have
∆245(Z˜) = ∆13(alt(W˜ )) =
pr∆24(V ) + qr∆14(V ) + ps∆23(V ) + qs∆13(V )
−∆125(U)∆234(U) .
Specifically, for the matrices V and W considered in (6.1), we have
p = 1, q = 1, r = 3, s = 2, t = 1, ∆125(U) = 2, ∆234(U) = −8,
thus the formula above yields
∆13(alt(W˜ )) =
3∆24(V ) + 3∆14(V ) + 2∆23(V ) + 2∆13(V )
16
=
7
8
,
which is indeed the case as we see by computing ∆13(alt(W˜ )) directly from (6.3).
Remark 13.3. There is a formal similarity between our stacked twist map and the geomet-
ric R-matrix of Frieden [Fri17], which is essentially also a birational map R : Gr(k, n) ×
Gr(`, n) 99K Gr(`, n) × Gr(k, n). Furthermore, the geometric R-matrix can be written in
terms of subtraction-free rational formulae, and tropicalizes to the combinatorial R-matrix.
We do not know of a direct relation between the stacked twist map and the geometric R-
matrix.
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The twist map τ : Mat◦(k + `, n) → Mat◦(k + `, n) satisfies Lemma 10.1. Given any
subgroup G ⊂ GLk+`(R), one can consider the subgroup Gt := {gt | g ∈ G}. By Lemma 10.1,
if we have U ′ = g ·U for U,U ′ ∈ Mat◦(k + `, n) and g ∈ G then the matrices U˜ := τ(U) and
U˜ ′ := τ(U ′) are related by U˜ ′ = (g−1)t · U˜ . Therefore τ reduces to a map Mat◦(k+`, n)/G→
Mat◦(k+ `, n)/Gt, where we are taking the quotients modulo the left action of G (resp., Gt).
There are several interesting choices for G.
• Taking G := GLk(R)×GL`(R) recovers the stacked twist map.
• Taking G to be a maximal parabolic subgroup consisting of block matrices
(
A B
0 C
)
,
where A is k × k, B is k × `, and C is `× `, yields a map on two-step flag varieties:
τ : Fl◦(`, k + `;n) → Fl◦(k, k + `;n) sending (W,U) to (W˜ , U˜). Conjecturally, the
maximal minors of W˜ can be written as rational functions in terms of the maximal
minors of W and U . For instance, in the setting of Example 13.2, we could also write
∆13(alt(W˜ )) =
p∆234(U) + q∆134(U)
∆125(U)∆234(U)
,
which for W and U given in (6.1) yields 1×(−8)+1×(−6)
2×(−8) =
7
8
. However, the total posi-
tivity of alt(W˜ ) is obscure in this expression, because ∆134(U) can be both negative
and positive when V ∈ Gr>0(k, n) and W˜ ∈ Gr⊥>0(k +m,n).
• Finally, taking G to be the subgroup of lower-triangular matrices and letting r :=
k + ` yields a map τ : Fl◦(1, 2, . . . , r;n)→ Fl◦(1, 2, . . . , r;n) that takes a partial flag
V• := V1 ⊂ V2 ⊂ · · · ⊂ Vr (where Vi is the span of the first i rows of U) to a partial
flag V˜• := V˜1 ⊂ V˜2 ⊂ · · · ⊂ V˜r (where V˜i is the span of the last i rows of U˜). The
partial flag V• is determined by the flag minors of U , where a flag minor is a minor
of U with row set [i] and column set J ∈ ([n]
i
)
for 1 ≤ i ≤ r. Similarly, the partial
flag V˜• is determined by the opposite flag minors of U , i.e., minors of U with row
set {n − i + 1, . . . , n} and column set J ∈ ([n]
i
)
for 1 ≤ i ≤ r. In fact, an explicit
combinatorial formula in terms of matchings in a plabic graph [Pos07] for the opposite
flag minors of U˜ in terms of flag minors of U can be proven in a straightforward but
tedious fashion. To do so, one needs to combine the technique used in the proof of
Lemma 11.5 with [MaSc16, Theorem 1.1]. As a consequence of their formula, we get
the following result.
Proposition 13.4. If U˜ = τ(U) for some U ∈ Mat◦(k + `, n) then the opposite flag
minors of U˜ are positive Laurent polynomials in the flag minors of U .
13.2. A polynomial expression for the amplituhedron form. Recall that in our ex-
ample in Section 6.3, we have computed the amplituhedron form ω
(T )
An,k,m(Z) for k = ` = 1,
m = 2, n = 4, see (8.8). We observe that this expression equals
ω
(T )
An,k,m(Z) =
H(s, p, q, x, y) · dx ∧ dy
∆circk+`(U)
,
where U is given by (8.5) and H(s, p, q, x, y) = qsx + psy + pq. Let us generalize this
observation to other values of k, `,m, n using our coordinates from Section 11.3.
Similarly to (8.9), the coordinates that we assign to a pair (W,U) ∈ Fl(`, k + `;n) are
going to be matrices S,A,B of respective sizes `× k, k×m, and `×m so that W is the row
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span of [S| Id` |B] while U is the row span of
(13.1)
(
S Id` B
Idk 0 A
)
.
Taking
(13.2) Z :=
(
Idk −S 0
0 −B Id`
)
,
we get Z⊥ = W .
Conjecture 13.5. There exists a polynomial H(S,A,B) in the entries of the matrices
S,A,B such that
ω
(T )
An,k,m(Z) =
H(S,A,B) · dk×m(A)
∆circk+`(U)
,
where U is given by (13.1) and Z is given by (13.2). The universal amplituhedron form can
be written in the coordinates (13.1) as
ω
(T )
An,k,≥m =
H(S,A,B) · dk×m(A) ∧ d`×k(S) ∧ d`×m(B)
∆circk+`(U) ·∆circ` (W )
,
where W = Z⊥ is the row span of [S| Id` |B].
The polynomialH(S,A,B) from the above conjecture should take positive values whenever
there exists V ∈ Gr>0(k, n) such that span(V,W ) = U for U being given by (13.1) and
W ∈ Gr⊥>0(k +m,n) being the row span of [S| Id` |B].
13.3. Stackable cells. Even though for the amplituhedron we naturally have W ∈ Gr⊥>0(k+
m,n), the stacked twist map construction suggests that there should be symmetry between
V and W . In this section, we generalize our previous results to the case when both V and
Z := W⊥ belong to lower positroid cells. Let us define
alt
(
Π>0k+f
)
:= {alt(V ) | V ∈ Π>0k+f}
Definition 13.6. For two affine permutations f ∈ S˜n(−k, n− k) and g ∈ S˜n(−`, n− `), we
say that f and g are stackable if for all V ∈ Π>0k+f and W ∈ alt
(
Π>0`+g
)
, we have stack(V,W ) ∈
Mat◦(k + `, n).
As we saw in the proof of Lemma 10.5, f and g are stackable if and only if for every j ∈ Z,
there exists I ∈ Mk+f and J ∈ M`+g such that I ∪ J = {j − `, j − ` + 1, . . . , j + k − 1}
modulo n. This operation corresponds to taking the union of matroids, more precisely, f
and g are stackable if the positroid envelope (in the sense of [KLS13]) of the matroid union
Mk+f ∨M`+g is the uniform matroid of rank k + ` on n elements.
Of course one can check whether f and g are stackable by going through all j ∈ [n] and
all pairs of I ∈ Mk+f and J ∈ M`+g, and this algorithm works in general for unions of
matroids. We ask whether the fact that the matroidsMk+f andM`+g are positroids makes
this easier to check.
Problem 13.7. Find a simple necessary and sufficient condition for f and g to be stackable.
The following result extends Theorems 3.5 and 5.13, and has a similar proof.
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Theorem 13.8. If f ∈ S˜n(−k, `) and g ∈ S˜n(−`, k) are stackable cells then the stacked twist
map descends to a diffeomorphism
θ : Π>0k+f × alt
(
Π>0`+g
)→ alt(Π>0`+g−1)× Π>0k+f−1
satisfying
(13.3) θ∗(ω`+g−1 ∧ ωk+f−1) = ±ωk+f ∧ ω`+g.
We note that however in the original description of the problem coming from physics,
the matrices Z and V play asymmetric roles. Namely, Z encodes external data, i.e. the
momenta of the particles in the experiment, while the matrix V are hidden variables or
degrees of freedom that are integrated out in the final scattering amplitude [AHT14].
Problem 13.9. Explain the symmetry between V and W = Z⊥ from the point of view of
scattering amplitudes.
13.4. Bistellar flips and the generalized Baues problem. Recall that for k = 1, the
amplituhedron An,k,m(Z) is just a cyclic polytope C(n,m) in the m-dimensional projective
space [Stu88]. Thus the amplituhedron is a direct generalization of a cyclic polytope, and
in this section we list some properties of cyclic polytopes that we expect to generalize to
amplituhedra. One of such properties is already stated as Conjecture 3.9.
Recall that for any g ∈ S˜n(−k, `), we have defined triangulations of Z(Π>0k+g) in Section 7.
For example if g ∈ S˜n(−k, `) satisfies inv(g) = k` and is (n, k,m)-admissible then Z(Π>0k+g)
has only one triangulation {g}. Let us say that g ∈ S˜n(−k, n − k) is nearly (n, k,m)-
admissible if inv(g) = k` − 1, dim(Z(Π>0k+g)) = km for all Z ∈ Gr>0(k + m,n), and for
any h l g, we have either deg h = 1 for all Z ∈ Gr>0(k + m,n) or deg h = ∞ for all
Z ∈ Gr>0(k +m,n).
Conjecture 13.10. Let g ∈ S˜n(−k, n − k) be a nearly (n, k,m)-admissible affine per-
mutation. Then there exist two disjoint sets Tg = {h1, . . . , hN} ⊂ S˜n(−k, `) and T ′g =
{h′1, . . . , h′N} ⊂ S˜n(−k, `) of affine permutations of the same size such that for each Z ∈
Gr>0(k + m,n), Tg and T ′g are the only two triangulations of Z(Π>0k+g). The union Tg ∪ T ′g
consists of all affine permutations hl g such that deg h = 1.
Assuming that the above conjecture is true, we say that two (n, k,m)-triangulations
T , T ′ ⊂ S˜n(−k, n− k) of the amplituhedron differ by a flip if there exists a nearly (n, k,m)-
admissible affine permutation g ∈ S˜n(−k, n− k) such that Tg ⊂ T , T ′g ⊂ T ′, and
T \ Tg = T ′ \ T ′g .
This is a direct generalization of bistellar flips of triangulations of polytopes. In particular, it
was shown in [Ram97, Theorem 1.1] that any two triangulations of a cyclic polytope C(n,m)
are connected by a sequence of flips.
Conjecture 13.11. Any two triangulations of the amplituhedron are connected by a se-
quence of flips.
We note that Conjectures 13.10 and 13.11 together imply that all triangulations of the
amplituhedron have the same cardinality. This is a major step towards Conjecture 3.9, but
the latter additionally gives a simple formula for the size of any such triangulation.
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Example 13.12. Let k = 2, ` = 2, m = 4, n = 8, and consider an affine permutation
h ∈ S˜n(−k, `) given by h = [2, 1, 4, 3, 6, 5, 8, 7] in window notation. The corresponding
positroid cell Π>0k+h, known as the four-mass box [AHBC
+16, Section 11], satisfies deg h = 2.
Let us now take g := [1, 2, 4, 3, 6, 5, 8, 7], so that hl g in the affine Bruhat order. Thus g is
not nearly (n, k,m)-admissible. It is not clear to us whether g has any proper subdivisions,
and whether there exists a subdivision of the amplituhedron which involves g as one of the
cells. If such a subdivision exists and g has no triangulations then it is not the case that
every subdivision of the amplituhedron can be further refined to a triangulation.
Additionally, we note that apart from h there are 8 affine permutations h′ l g satisfy-
ing deg h′ 6= ∞, and all of them actually have degree 1. Together with h, these 9 affine
permutations give rise to an identity involving pushforwards of canonical forms, as ex-
plained in [AHBC+16, Section 11]. Moreover, there exists an expression for ωAn,k,m(Z) of
the form (8.2) with M(2, 2, 2) = 20 terms in the right hand side, one of which is ωZ(Π>0k+h).
Even though by Conjectures 3.9 and 8.11, each (n, k,m)-triangulation of the amplituhedron
has 20 cells and yields an expression for ωAn,k,m(Z) with 20 terms, the corresponding 20 affine
permutations mentioned above do not form an (n, k,m)-triangulation since h is not (n, k,m)-
admissible, and some other permutations in this collection are not (n, k,m)-compatible with
each other. We thank Jake Bourjaily for sharing the details of this example with us.
Consider a simple graph G whose vertices are triangulations of the amplituhedron, and two
triangulations are connected by an edge if they differ by a flip. Thus Conjecture 13.11 states
that this graph is connected. One can continue this process by “gluing” a higher-dimensional
cell to this graph corresponding to each coarser subdivision of the amplituhedron. In the
case of polytopes, the homotopy type of the resulting CW complex is the subject of the gen-
eralized Baues problem of [BKS94], see [Rei99] for a survey. Formally, define the Baues poset
ω(An,k,m(Z)) to be the partially ordered set consisting of all proper6 (n, k,m)-subdivisions
of the amplituhedron, ordered by refinement.
Problem 13.13. Is it true that the Baues poset ω(An,k,m(Z)) is homotopy equivalent to a
(k`− 1)-dimensional sphere?
For the case k = 1, the statement of Problem 13.13 was shown in [RS00]. We note that
Theorem 7.2 shows that the Baues poset of the (n, k,m)-amplituhedron is isomorphic to
that of the (n, `,m)-amplituhedron, and thus Problem 13.13 has a positive answer also in
the case ` = 1. We do not know whether Example 13.12 provides any obstructions for the
statement of Problem 13.13 to be true.
For polytopes, the generalized Baues problem is closely related to regular triangulations
and secondary polytopes of [GKZ08].
Problem 13.14. Generalize the notion of a regular triangulation to the amplituhedron case.
Example 13.15. We have verified our conjectures computationally in the case k = ` =
m = 2 and n = 6. There are 48 (n, k,m)-admissible affine permutations f ∈ S˜n(−k, n− k)
such that inv(f) = k`, and they are precisely all affine permutations that have degree 1 (see
Conjecture 8.4). They form 120 triangulations, and each of those consists of M(2, 2, 1) = 6
cells (see Conjecture 3.9). The flip graph G in this case has 120 vertices and 278 edges,
and is connected (see Conjecture 13.11). Finally, there are 696 proper subdivisions of the
6By definition, the only subdivision of the amplituhedron that is not proper is the one that consists of
the top cell {id0}.
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amplituhedron, and the corresponding Baues poset has homology groups equal to that of
a 3-dimensional sphere, showing some substantial evidence towards the positive answer to
Problem 13.13.
13.5. BCFW cells. Form = 4, there is a certain interesting collection Tk,` = {f1, . . . , fN} ⊂
S˜n(−k, `) of positroid cells for each k and `, see [BCFW05, AHBC+16, AHT14]. Up to a
cyclic shift, we get T`,k = {f−11 , . . . , f−1N }, as we have noted in Remark 3.7. This collection
of cells, known as the BCFW triangulation, is believed to have all the nice properties that
we have considered in this paper, in particular, it can be used (and in fact is widely used)
to compute the amplituhedron form.
Conjecture 13.16. The BCFW triangulation Tk,` is an (n, k,m)-triangulation of degree 1
for each k and ` (and m = 4).
This conjecture holds in the case k = 1 of cyclic polytopes (and therefore it holds for ` = 1
as well by Corollary 8.7). A part of Conjecture 13.16 (that the elements of Tk,` are pairwise
(n, k,m)-compatible) has been proven for k = 2 in [KWZ17]. As before, our results imply
that the elements of T`,k are pairwise (n, `,m)-compatible for k = 2.
13.6. Cohomology classes. Let X be a smooth projective complex algebraic variety and
Y ⊂ X a subvariety. Let [Y ] ∈ H∗(X,Z) denote the cohomology class of Y . The cohomology
classes [Z(ΠCk+f )] ∈ H∗(GrC(k, k + m),Z) for generic Z ∈ GrC(k + m,n) (or, equivalently,
for Z belonging to a dense subset of Gr>0(k + m,n)) were determined in [Lam16a]. Recall
that in Section 12.3, we have defined the affine Stanley symmetric function F˜f . In [Lam16a],
it is shown that the cohomology class [Z(ΠCk+f )] is represented by the symmetric function
τk+m(F˜f ), defined by
τk+m(F˜f ) =
∑
µ
cµ+`sµ if F˜f =
∑
λ
cλsλ.
Here µ+` is the partition obtained from µ by adding ` columns of height k to the left of µ
(in English notation). The term is omitted if this is not a partition.
It is an open problem to understand the cohomology classes [Z(ΠCk+f )] when Z is not
generic. Note that in the k = 1 polytope case, Z(ΠCk+f ) is always a linear hypersubspace of
projective space, so the cohomology class [Z(ΠCk+f )] ∈ H∗(GrC(k, k + m),Z) is simply the
effective generator of Hd(GrC(k, k +m),Z) where d is the codimension of Z(ΠCk+f ).
It would be interesting to extend the calculation of [Lam16a] to the universal setting.
Problem 13.17. What is the cohomology class [ACk+f ] in H∗(FlC(k, k+ `;n),Z) and how is
it related to [AC`+f−1 ]?
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