The variety of neural models and robotic hardware has made simulation writing time-consuming and error prone, forcing thus scientists to spend a substantial amount of time on the implementation of their models. We developed a framework called "Robby" that allows the quick simulation of large-scale neural networks designed for robotic control by spiking neural networks. It provides both mechanism for robotic communication and tools for building and simulating neural controllers. We present the basic building blocks of "Robby" and a simple experiment to show its practical value.
Introduction
As hardware becomes more diverse and affordable the need for controlling different hardware platforms within similar contexts becomes more prominent. The difficulty lies in the fact that each robot has a different underlying physical layout with different programming interfaces. Thus, similar control programs would have different implementations depending on the robotic platform. In this context neural simulators, that are able to simulate large-scale neural networks efficiently, and robotic frameworks, that allow them to interact with robotic devices, are highly desirable. Such frameworks: (i) allow the facile control of physical cognitive agents; (ii) enable scientist to spend less time on programming details and more on detailing experiments; (iii) provide a basis to easily explore theoretical principles in the context of real computational tasks involving physical autonomous agents; (iv) help increase our understanding of how large neural networks mediate cognitive functions. Popular frameworks either provide a collection of software and algorithms focused on robot communication, sensing and navigation while leaving the development of control programs (neural networks) to the user, like "Player/Stage" [1] (biased towards wheeled robots) or "YARP" [2] (biased towards humanoid robotics), or either provide limited support like "Pyro" [3] or "Orocos" [4] . Thus, it would be of interest to have a system that provides both the abstraction layer for robot communication and the logic to support the development of neural controllers. We introduce "Robby", a flexible and distributed framework for robotic control with spiking neural networks, ideal for large-scale simulations. It enables the control of robotic platforms occupying different physical locations by multiple types of neural networks. In the framework, controllers are primarily neural networks, but in principle they can be any user-defined controller. Additional support for joystick controllers is provided to allow direct manipulation of devices. While this setup might seem restrictive it is sufficient for common simulations in neurobotics while keeping the architecture of the system simple. Since "Robby" makes easy to simulate and explore spiking neural networks with different architectures and properties with the aim of training autonomous robots it could be of interest to the scientific community interested in cognitive robotics. In the following we present the basic principles behind "Robby" and provide several future development directions together with a simple evaluation to show its use.
Architecture and implementation details
Low level programming is tedious because it requires a deep understanding of the underlying hardware platform and knowledge of complex languages and programming interfaces. As complex behavior generally requires complex hardware, a large amount of time is spent on writing even the most basic simulations. Essentially, "Robby" is a fast and lightweight platform aimed at simulating spiking neural networks and facilitating the control of various types of robotic devices. From a software development point of view it is written to promote reusability, extensibility and flexibility. The time spent writing code is thus minimized and scientists are able to spent more time modeling rather than setting up complex environments and debugging. The framework is written in C++ and adheres to the POSIX standards. Even if C++ is considered to be a high level language, it offers the means to interact at low level with the hardware in an efficient and portable way.
The architecture of "Robby" is modular. It consists of a control structure (the server), a behavioral component (the client) and a commons component ( Fig. 1 ). The server is in strict relation with devices through an instantiation of corresponding drivers. It forwards commands received from clients, and awaits and reads replies from devices. Besides providing the communication functionality it also provides an interface to plot the raw sensory data received from the devices together with basic communication cycle parameters. The client reads data from the controller and maps it into robot commands which are later sent to the server where they are processed and forwarded. After it sends them to the server it awaits a reply before notifying the controller that the communication cycle is over. A controller implements the ControllerInterface and runs in a separate thread. Currently the available controller types are: a NeuralController which is a spiking neural network and a JoystickController which is useful for direct manipulation of devices. To allow flexibility, other user-defined controller types can be added with the restriction that they must implement the ControllerInterface. The common component contains the neural simulator which facilitates the creation and simulation of spiking neural networks [5] , device drivers and various image processing algorithms like Laplacian of Gaussian and log-polar filters [6, 7] used to process device video data. Other sensorial controllers can be added provided that they implement the ControllerInterface.
This server/client strategy acts as proxy between the client controller and server driver entities to increase flexibility in control and allow the controller and robot to be in different locations with server and client communication mediated through Ethernet. Besides this obvious geographical benefit, such a separation allows the decoupling between the computationally inexpensive communication process and the highly time consuming simulations performed by the controller. What is actually transmitted through the TCP channel are robotic commands embedded into packets. Their aim is to keep communication uniform and enable a seamless control of many types of robots. Each package contains the command together with parameters and optional sensor values. Thus, as long as a physical connection between the server and the robotic device can be initiated multiple controllers and devices can co-exist. "Robby" makes no assumption about the connection medium between the server and the robotic devices, but, as stated previously, a driver needs to be supplied. Efforts are made to increase the number of supported connection types, but currently only drivers for devices with serial connections are provided. Fig. 2 depicts the communication processes inside "Robby". The client and server communicate by using TCP sockets. At the server side, communication between devices and the server could be achieved via bluetooth, wireless or serial depending on the device capabilities. At the client side, communication between the client and the controller is achieved by using a common memory buffer guarded by a critical section. This setup allows the existence of multiple controllers at the same time. Any of the controllers can be replaced by other controllers if they comply with the ControllerInterface. While the speed of the simulation itself arguably is not important for detailed modeling of complex biophysical entities and small simulations, in the case of large-scale simulations for the purpose of robotic control it still remains an important constraint. Such simulations of large neural systems consisting of thousands of neurons are heavily time consuming because of the amount of interaction in the network which needs to be evaluated. As memory becomes an inexpensive commodity the trade-off between memory usage and simulation speed needs to be carefully investigated. Recent computing optimization techniques [8, 9] propose the usage of lookup tables to avoid the repeated computation of a value. Thus the runtime computation of what might be expensive is replaced with a simple indexing operation with constant complexity. These approaches increase code size and memory consumption, but the speed gain outweighs the cost. "Robby" implements lookup tables to improve the performance when simulating large neural networks. They are used when computing postsynaptic responses, a process that involves, for some neural models, repetitive evaluations of exponential functions. In addition, when simulating neural networks some operations are independent and can be executed in parallel (for example the update of a neuron membrane potential). These operations are implemented using OpenMP directives [10] to allow multi-threading.
Robby as a framework for robot learning
As outlined in previous sections, "Robby" is designed for the simulation of large-scale neural networks for robotic control in a computationally efficient way with as little code as possible. It is able to simulate different types of spiking neurons at different levels of detail. In the current implementation, the available models are the integrate-and-fire [5] and Izhikevich [11] . Because of its simplicity the integrate-and-fire neuron is commonly used in large-scale simulations [12, 13, 14] while the Izhikevich neuron can reproduce the complex behavior observed only at more detailed models while at the same time allowing an efficient implementation [11] . Thus, this selection of neuron models albeit small is sufficient, since complex models are computationally expensive and networks composed out of them would not be feasible as robotic controllers. Different types of static and dynamic synapses together with various plasticity rules (short-term plasticity [15] , spike-timing-dependent plasticity (STDP) [16] , synaptic scaling [17] or intrinsic neuronal plasticity [18] ) are available in order to facilitate learning. In the case of static synapses a fixed current is injected into the postsynaptic neuron at the time of the presynaptic activation while dynamic synapses feature facilitation or depression mechanisms. In addition, different supervised learning rules for spiking neural networks [19, 20] together with reward modulated spike-timing-dependent plasticity [21] are implemented in order to create a framework for reinforcement learning [22] .
In the following we present a simple experiment to demonstrate some of the features of "Robby" and their application. Consider the setup presented Figure 3 . Experiment setup. A spiking neural network controlled an E-puck robot located in a rectangular arena. The network received as input the video information from a camera mounted on top of the robot and controlled the motor activation.
in Fig. 3 . An E-puck robot with an externally mounted camera navigated through a rectangular arena which contained no obstacles. The controller of the robot was a spiking neural network with three layers of neurons. The first and third served as sensor and motor neurons respectively. The input neurons conveyed video information about the environment. More precisely, the pixels of the image received from the camera were averaged to provide input for the 400 input neurons. These activation values were normalized between 0 and 1. The input neurons fired Poisson spike trains with rate proportional to the activation, between 10 and 50 Hz. The 400 output neurons served as motor neurons, 200 for each motor (left and right). Each of these neuron populations is further divided into two 100 neuron pools. These two pools of neurons are assigned to one motor with its speed proportional to their corresponding average firing rate. The spikes were converted to effector activation by integrating them with a leaky accumulator of time constant τ = 500 ms. The activation of two 100 motor neurons populations were averaged to yield the activation of one effector at a timestep. In this antagonistic setup given the activation a + and a − of the two 100 neuron populations, the motor was given a relative command (a + + a − ). The network was thus composed out of 400 input neurons and 400 motor neurons. The network also had 1500 hidden neurons. All the neurons were modeled as integrate-and-fire. Each non-input neuron in the network sent connections to 30% of hidden and motor neurons. Input neurons projected onto 45% of the hidden neurons. All the connections were chosen randomly from the uniform distribution. The connections between the first and second layer together with the recurrences within the hidden layer were static spiking synapses while to ones that projected onto the motor neurons were static STDP synapses. In this simple experiment the goal of the robot was to freely explore the environment for 15 seconds. The distance traveled by the robot from the initial point is depicted in Fig. 4 . It was computed from the information received from a camera located on top of the environment which recorded every position of the robot. The distribution of synaptic weights of a randomly selected motor neuron at the beginning and at the end of the simulation together with the activation values of the motors received at each timestep are also depicted in Fig. 4 . The resulted bimodal weight distribution is consistent with experimental results [16] . The duration of a simulation step which includes the timestep of the neural controller together with the time required to send data to and from the robot has on average the value of 70 ms (see Fig. 4 ). Due to the low data transfer rates of the robot connection the duration of the communication cycle increases to an average of 400 ms if the video from the E-puck on-board camera is transmitted instead from the external camera on top of the robot. This value is dependent upon the settings of the camera like for example number of pixels or color depth. Although this experiment is simplistic it presents some of the basic features of "Robby" and how they can easily be used in the context of robot learning and control with spiking neural networks.
The experiment was aimed to present the flexibility of the framework that had been developed around Robby. As previously stated, this framework has a major advantage of being able to include elements of supervised learning rules with respect to the goal of achieving results in reinforced learning.
The next step that is under development is to apply the neural network framework of Robby to a new business domain in gathering information from patterns of mistakes found by analysing test papers, as presented as a theoretical approach in [23] . Results already obtained in developing a mathematical model [24] proved that in order to maximize the robustness of the framework, elements of unsupervised learning (i.e. generation of frequent item sets and determining association rules) need to be linked with elements of supervised learning, in order to prune out coincidental occurrences that are not relevant in terms of knowledge gathered as patterns of mistakes.
So far results from [24] as well as [23] were heavily based on rationales that followed strongly the mathematical model of association rules. This business domain can be extended with a new approach, incorporating elements of neural networks in addition to the existing mathematical model. Using the framework of Robby the goal is to include results gathered from association rules and frequent item set discovery in order to modify existing algorithms based on neural networks that are currently used in credit card fraud detection, in order to study the possibility of predicting frauds in evaluation tests, based on patterns of mistakes.
Conclusion
We have introduced a flexible distributed control framework for robotic interaction with spiking neural networks ideal for large-scale simulations. Our aim was to create a multi-threaded, flexible, lightweight framework which promotes code reuse. "Robby" is not intended to be a multi-purpose tool, but it proved to be a convenient tool for quickly exploring new ideas and write experiments with a small amount of code. At the current stage in the development the number of supported robotic platforms and neuron models is still limited. Future plans include support for further commonly used robotic devices and neuron models.
