Abstract-In this paper, we present a non-symmetry and antipacking object pattern representation model (NAM) for object detection. A set of distinctive sub-patterns (object parts) is constructed from a set of sample images of the object class; object pattern are then represented using sub-patterns, together with spatial relations observed among the sub-patterns. Many feature descriptors can be used to describe these sub-patterns.The NAM model codes the global geometry of object category, and the local feature descriptor of sub-patterns deal with the local variation of object. By using Edge Direction Histogram (EDH) features to describe local sub-pattern contour shape within an image, we found that richer shape information is helpful in improving recognition performance. Based on this representation, several learning classifiers are used to detect instances of the object class in a new image. The experimental results on a variety of categories demonstrate that our approach provides successful detection of the object within the image.
I. INTRODUCTION
In this paper we consider the problem of detecting and localizing object of a generic category, such as horse or car in static images. This is a difficult problem because objects in a category can vary greatly in shape and appearance. Variation arise not only from changes in illumination, occlusion, background clutter and view point, but also due to non-rigid deformations, and intra-class variation in shape and other visual properties among objects in a rich category.
How do we deal with the variation, especial the intra-class and pose variability of object? Most of the current researches have focused on modeling object variability, including several kinds of deformable template models [1] [2] , and a variety of part-based, fragment-based models [3] - [9] .
The method of Leibe et al. [10] give a highly flexible learned representation for object shape that can combine the information observed on different training examples. Opelt, et al. [9] explore a similar geometric representation to that of Leibe et al. [10] but use only the boundaries of the object, both internal and external (silhouette). The pictorial structure models [5] [11] represent an object by a collection of parts arranged in a deformable configuration, where the deformable configuration is represented by spring-like connections between pairs of parts. Crandall et al. propose k-fans model [12] to study the extent to which additional spatial constraints among parts are actually helpful in detection and localization. The patchwork of parts model from [6] is similar, but it explicitly considers how the appearance model of overlapping parts interacts to define a dense appearance model for images. It is proved that adding spatial constraints gives better performance.
Our approach has two methods to deal with the variation of object, both global and local. Firstly, we propose a non-symmetry and anti-packing object pattern representation model (NAM) to represent an object category. The NAM object model consist of several local parts, we call it subpatterns. The model codes the global geometry of generic visual object categories with spatial relations linking object pattern to sub-patterns.
Secondly, the descriptors of sub-pattern can deal with the local variation of object. Shape based information have been selected as a key component of local features. We introduce the edge direction histogram (EDH) to describe the contour shape of sub-pattern. Contour shape have been used in object recognition to a certain extent: Shatton et al. [21] and Opelt et al. [9] use boundary fragments to represent a object and use boundary matching method to detect object.
The proposed framework can be applied to any object that consists of distinguishable parts arranged in a relatively fixed spatial configuration. Our experiments are performed on images of side views of horses; therefore, this object class will be used as a running example throughout the paper to illustrate the ideas and techniques involved.
The rest of the paper is organized as follow. Section 2 describes the non-symmetry and anti-packing model. Section 3 introduces the sub-pattern descriptor. Section 4 present the framework of our approach. In section 5, experiments on real images show that the model is effective for object categorization.
II. DESCRIPTION OF NON-SYMMETRY AND ANTI-PACKING PATTERN REPRESENTATION MODEL
The non-symmetry and anti-packing object pattern representation model (NAM) is an anti-packing problem. The idea of the NAM can be described as follows: Given a packed pattern and n predefined sub-patterns {p 1 , p 2 , ..., p n }, pick up these sub-patterns from the packed pattern and then represent the packed pattern with the combination of these sub-patterns.
Here, we use an object pattern Γ to describe an object category. The object pattern that consists of n sub-patterns can be defined by the following expression:
Where x is a two-dimensional vector specifying an "anchor" position for sub-pattern p i relative to the object pattern position; r represent the scale of the sub-pattern; d is a deviation vector; φ(x, r) denote a feature vector for the i th sub-pattern and f j (1 ≥ j ≥ m i ) is one of the feature descriptors.
The non-symmetry relationship between sub-patterns describes the global structure information of object category and is designed to decouple variations due to affine warps, pose variability and other forms of shape deformations. Antipacking is a procedure that finding sup-patterns in query images, combining them into a object pattern and classifying.
III. SUB-PATTERN DESCRIPTION Sub-pattern can be described by a rich set of cues inside them, such as shape, color and texture. Based on the observation that for a wide variety of common object categories, shape matters more than local appearance. In this paper we use shape information as a key component for object detection.
Since edge points are related to shape information closely, edge direction histogram (EDH) is a very simple and direct way to characterize shape information of an object. It has been applied successfully to image retrieval [13] - [15] , and classification [16] . In addition, Kim used EDH to watermarking text document images [18] based on the idea that sub-images have similar-shaped EDHs. EDH is usually normalized to be scaling invariant, but Zhang et al. [19] compute the 1-D FFT of the normalized EDH to obtain rotation invariance and take it as the final signature of image.
EDH is computed by grouping the edge pixels which fall into edge directions and counting the number of pixels in each direction. Edge map are extracted by edge detection operator (we use Canny edge detector) and each of edge points can be represented with the vector − → D i,j = {dx i,j , dy i,j } where dx i,j and dy are, respectively, horizontal and vertical differences of the point. Each point's edge direction (i.e., gradient direction) is calculated with the equation θ i,j = arctan( dyi,j dxi,j ). We then divide direction into bins (e.g. 20
• per bin) and calculate the orientation histogram over some region.
A global direction histogram of a sub-pattern would average too much spatial information to infer pose. We divide the image of the sub-pattern into a n × n grid, as illustrated in Figure 1 , compute the direction histogram independently for each one. In the experiments reported, we use n = 3.
IV. DETECTION
The pipeline of our detection framework as follow: first, training a classifier for each sub-pattern. Next, using one classifier to detect hypothesis of object location, i.e., initial detection. After that, a verification scheme is applied to the hypothesis to obtain final detection. 
A. Learning classifiers
The task of learning is to establish n classifier {Cf 1 (·), Cf 2 (·),· · · , Cf n (·)} for an object pattern with n subpatterns, each classifier is corresponding to a sub-pattern. Take a classifier for example, given a set of training image windows labeled as positive (object) or negative (nonobjective), each image window is converted into a feature vector as described above. These vectors are then fed as input to a supervised learning algorithm that learns to classify an image window as member or nonmember of the object pattern. In our experiments, we chose SVM as classifier,its kernel is redial.
B. Detection hypothesis using one of the learned classifiers
The initial detection problem is to determine whether the query image contains instances of sub-pattern and where it is. Here, we select the j th sub-pattern p j as an initial detected sup-pattern. The classifier Cf j (·) corresponding to sub-pattern p j is applied to fix-sized windows at various locations in the feature pyramid, each window being represented as a feature vector φ(x, r), where x specifies the position of the window in the image, and r specifies the level of the image in pyramid. The following expression represents the classifier Cf j (·) at one of the sliding windows.
A threshold α is introduced to determine whether the window is positive or contain a instance. If s pj > α, then,the window is positive, h j = (x, r) is a hypothesis and we put the h j into the sub-pattern hypothesis set H = {h j,1 , h j,2 ,· · · , h j,k }. Lowering the threshold increase the correct detections but also increases the false positives; raising the threshold has the opposite effect. In our experiment, we use α = −0.3.
The feature pyramid illustrated in Fig.2 , which is similar to [17] , specifies a feature map for a finite number of scales in a fixed range. In practice we compute feature pyramid by computing a standard image pyramid via repeated soothing and subsampling, and then computing a feature map from each level of the image pyramid. A test image is scaled to sizes ranging from 0.48 to 1.2 times the original size, each scale differing from the next by a factor of 1.2.
C. Verification
These hypothesis are then refined through a verification scheme to obtain final detection result. The first step is to generate a hypothesis h Γ of the object pattern Γ by applying a transformation T(·) to h j and Γ . Fig. 3 (b) illustrate the transformation procedure. h j is one of hypothesis in set H . The transformation T(·) exploits the rough localization provided by the spatial relationship between the sub-patterns and the object pattern. Then the transformation for the hypothesis h j and object pattern Γ is characterized by:
is the expected location of sub-patterns beside h j . This transformation provides not only position x i , scale estimation r i but also deviation d i of sub-patterns in the object pattern.
Next, classifier Cf i (·) is applied to the corresponding window at location L i .
Where s pi is to determine that whether location L i contains sub-pattern p i . The overall verification score S ver (h Γ ) for object pattern Γ is a combination of the sub-patterns detection result s pi :
Where w i is the discriminative weight of sub-pattern p i , d i is the deviation of sub-pattern from the optimal position. The verification of object pattern was illustrated in Fig. 3 (c) . When the value of the S ver is above a threshold β, the hypotheses position h Γ contains an instance of the object pattern. 
V. EXPERIMENTS
We present an evaluation of the detection performance of our technique on several challenging datasets, and comparing against other methods.
First, we test our algorithm on the INRIA(168 images) and Weizmann Horse (328 images) databases, using for the negative class the INRIA neg images. We randomly split the images in equal training and testing sets. The INRIA and Weizmann are very challenging datasets of horse images, containing different breeds, colors, and textures, with varied articulations, lighting conditions, and scales. We also compare our method with Marius et al. [19] and Opelt et al. [20] on the GRAZ-01 and GRAZ-02 datasets. We randomly select 100 training images per category in Caltech101 and Google images to train classifiers. Table 1 shows the results of recognition accuracy at the equal error rate points by comparing the algorithm to Marius et. al. [19] and Opelt et. al. [20] methods. It can be seen that in the cases of Bikes and horses, the performance of the algorithm is superior to other two methods, but is inferior to other two methods in the case of People category. Next, to gain a better understanding of the different steps contributing to the success of our approach, we conducted experiments in which only two main steps were implemented. The results are shown in Table 2 . The first step is to find positive windows using one of the discriminative sub-pattern classifiers in all sliding windows. We applied our initial detector on Weizmann horse dataset, consisting of 328 images. To reduce computational costs, the 80×80 window moved in steps of size 5 percent of the window size in each dimension, i.e., steps of four pixels. In all, 6513 test windows were evaluated by initial detector, of which 6259 were negative. Once the positive windows have been found, the next is to verify these positive windows. The result of this step is important since it reduces the final detection errors. The arm of using one classifier as detector in initial detection step is to improve the detection speed. The verification step with other classifiers is to improve correct detection rate.
VI. CONCLUSION
We have proposed a non-symmetry and anti-packing object pattern representation model (NAM) to represent a object category. This model can effectively codes global structure of object. The object pattern model consists of several part sub-patterns. We selected appropriate feature descriptor for the sub-pattern to deal with the local variation. In our work, the edge direction histogram descriptor introduced to describe the shape information of sub-patterns. Based on this representation, several learning classifiers were trained to detect subpattern instances. The proposed framework can be applied to any object category that consists of distinguishable parts arranged in a relatively fixed spatial configuration.
