We consider the problem of estimating the regression function f in the regression model yi = f (xi) + εi, where f is assumed to lie in a reproducing kernel Hilbert space (RKHS) and the errors are multivariate normal. This model has wide ranging applications, from regression with a functional covariate to (naive) classification.
Introduction
Consider a sample (x 1 , y 1 ), . . . , (x , y n ), where y i is a real-valued measurement on unit i, and x i lies in a set X and represents some characteristic or collection of characteristics, numerical or otherwise, of unit i. Furthermore, let Ψ = (ψ ij ) be an n × n positive definite matrix, h a symmetric positive definite kernel over X , and F a set of real-valued functions over X . In this paper we consider the regression model
where (ε 1 , . . . , ε n ) ∼ MVN(0, Ψ −1 ).
Here, Ψ is taken to be known up to a low dimensional parameter, e.g., Ψ = ψI n (ψ > 0, I n the n × n identity matrix), reflecting iid errors. 1 We shall further assume that F is a reproducing 1 The assumption of multivariate normality of the errors can be justified by a maximum entropy argument: given that (ε 1 , . . . , εn) has zero mean and precision matrix Ψ, the corresponding multivariate normal distribution maximizes the entropy relative to Lebesgue measure. A maximum entropy distribution for a parameter (the error vector in the present case) can be thought of as a 'least informative' or 'least restrictive' distribution (Jaynes, 2003 ; see also below).
kernel Hilbert space, i.e., F possesses a reproducing kernel h (see Section 2.1 for more details). For further reference, we write F is an RKHS over X with reproducing kernel h.
An RKHS is a Hilbert space of functions for which point evaluation is a continuous linear functional, i.e., functions which are sufficiently close in norm are also pointwise close. For our purposes, the assumption that F is an RKHS has the benefit that the Fisher information on f in (1) subject to (2) exists. Arbitrary RKHSs can be used with our proposed methodology, but we focus in illustrations on RKHSs of linear functions and fractional Brownian motion (FBM) RKHSs, which have the covariance kernel of FBM as reproducing kernel. The covariate space X may be high dimensional.
If the dimension of F is high compared to n, the maximum likelihood (ML) estimator of f is typically of little use, for example, it may interpolate the data. Only one generally applicable and 'automatic' (i.e., requiring no additional user choices) estimation method for f in (1) subject to (2) and (3) appears to have been described in the literature, namely Tikhonov regularization. The Tikhonov regularizer can be defined as the minimizer of the function from F to R defined by the mapping
where λ > 0 is a scale (or smoothness) parameter (usually estimated using cross-validation), f 0 is a prior 'best guess' of f , and the first term on the right hand side is minus two times the log-likelihood of f up to a constant. The Tikhonov regularizer is well known to have a Bayesian interpretation, namely as the posterior mean of f when the prior is a Gaussian with mean f 0 and covariance kernel λh (see Appendix C). Although at first sight Tikhonov regularization seems intuitively reasonable, it has the drawback that it may undersmooth every true regression function in F in the sense we explain now. In the Bayesian interpretation of regularization, for infinite dimensional F, the prior probability of F is well known to be zero (e.g., Lifshits, 2012, Section 4.1) . Undersmoothing can be said to occur if the prior function paths are, with probability one, rougher than those in F. This happens, for example, if F is a (centered) Brownian motion RKHS, in which case the prior sample paths have regularity 0.5, while the functions in the RKHS have regularity at least 1 (see Figure 1 for an illustration and Section 3.3 for more details). As the simulations in Section 6 show, undersmoothing can adversely affect estimation of functions in F. In fact, Chakraborty and Panaretos (2016) showed that under some conditions the Tikhonov regularizer is effectively inadmissible for the problem under consideration.
A good approach to estimating f in (1) subject to (2) and (3) seems to be a Bayesian or empirical Bayesian one, and in view of this we propose a proper prior for f , called Iprior, where the 'I' refers to (Fisher) information. The I-prior maximizes entropy subject to a constraint involving the Fisher information (see Section 2.3 and Appendix A), and following Jaynes (2003) can thus be thought of as 'least informative' in a certain sense. In particular, the Fisher information, being positive definite, induces a new RKHS with norm denoted · Fn . We define the I-prior as a prior maximizing entropy relative to volume measure induced by · Fn and subject to the constraint that f − f 0 Fn is constant, where as above f 0 ∈ F is a 'best guess' of f . For the present problem the I-prior is Gaussian, with prior mean f 0 , and covariance kernel proportional to the Fisher information on f . Under the I-prior, f has the regularity = 0.5 regularity = 1 regularity = 1.5 x f(x)
Figure 1: Randomly generated paths of different regularity. The path with regularity 0.5 is a centered Brownian motion path. Functions in the corresponding centered Brownian motion RKHS (also called FBM-1/2 RKHS) have regularity greater than 1, and can be seen to be significantly smoother than the corresponding process paths. simple representation
Since h(·, x i ) ∈ F (see Section 2.1), this representation immediately shows that I-prior realizations are in F. From an intuitive perspective, the I-prior is reasonable because if the Fisher information on a linear functional of f is high, the linear functional will have a high prior variance, and the posterior mean may be largely determined by the data; if on the other hand little Fisher information is available for a particular linear functional, the prior variance will be small, and the posterior mean may be largely determined by the prior mean. It can be seen that the I-prior depends on the data x 1 , . . . , x 1 . An argument can be made that any objective prior must in fact be data dependent, and representable in the form
The argument is as follows (details on the assertions are given in Section 2.2). Any f ∈ F can be uniquely decomposed as f (x) = f n (x) + r n (x), where f n (x) = n i=1 h(x, x i )w i for some w 1 , . . . , w n and r n (x i ) = 0 for i = 1, . . . , n. Since the likelihood for f does not depend on r n , and f n and r n are orthogonal in F, the data contain no (Fisher) information on r n . Therefore, unless we have actual prior information about the relation between r n and f n , it is not possible to do statistical inference on r n using the data at hand. If the prior for f is representable as in (6), this implies the prior for r n is a point mass at our prior guess of it, and so is the posterior for r n (note that our prior guess for r n is the orthogonal projection of f 0 onto the subspace of F consisting of functions r for which r(x 1 ) = . . . = r(x n ) = 0). In summary, only with a prior representable as in (6), all the 'information' available about r n is our prior guess of it, and it remains nothing more than a mere prior guess even after observing the data. This is as it should be. Our maximum entropy argument in Section 2.3 and Appendix A then leads to the I-prior represented in (5).
An alternative approach to estimating f in (1) is to subjectively choose a prior over the space of functions F and compute the posterior distribution. If the prior is Gaussian, this method is called Gaussian process regression (GPR). A general class of Gaussian and Lévy process priors over an RKHS was characterized by Pillai, Wu, Liang, Mukherjee, and Wolpert (2007) . Of course, if an (approximately) 'correct' prior is available, GPR would seem to be preferable to the I-prior methodology. However, instead of directly specifying a prior it is sometimes preferable to specify a function space for the regression function, in which case the I-prior methodology can be used, and should be preferred over the Tikhonov regularizer.
As explained in more detail in Section 3, the use of the I-prior methodology is particularly attractive if F is a fractional Brownian motion (FBM) RKHS over a Euclidean space (which has as a special case the aforementioned centered Brownian motion). FBM process paths are non-differentiable and, having Hölder smoothness ranging between 0 and 1, an FBM process prior for the regression function may be too rough for many applications. In contrast, functions in the FBM RKHS are (weakly) differentiable if the Hurst coefficient is at least 1/2 and have minimum Hölder smoothness ranging from 0 to 2. This wide range of smoothnesses make it an attractive general purpose function space for nonparametric regression. Another advantage is that it allows us to do multivariate smoothing with just one or two parameters to be estimated: either only the scale parameter λ, while using a default setting of, say, 1/2 for the Hurst coefficient, or both the scale parameter and the Hurst coefficient. This is in contrast with standard kernel based smoothing methods, which require a scale parameter and at least one kernel hyperparameter to be estimated. For example, if we use the exponential kernel
the scale parameter λ, the smoothness parameter ξ (somewhat analogous to the Hurst coefficient), and a 'variance' parameter σ 2 need to be estimated. Default settings ξ = 1 or ξ = 2 could be used to reduce the number of free parameters to two. The only other smoothing method that we are aware of that requires only a single hyperpameter to be estimated is thin plate spline smoothing. However, for larger dimensions, thin plate splines seem to be harder to interpret and implement.
If F is the aforementioned centered Brownian motion RKHS over R (see also Section 3.4 below) and the errors are iid, I-prior estimation is similar to cubic spline smoothing. Whereas the cubic spline smoother minimizes (4) with f 2 F = f (x) 2 dx and ψ ij = I(i = j) (I is the indicator function), the I-prior estimator minimizes a similar expression with f (x) 2 dx replaced by its discrete approximation
There is a big theoretical difference between the two methods, however, in that I-prior estimation only assumes f has one derivative, while cubic spline smoothing assumes two derivatives. Like the I-prior, Zellner's g-prior (Zellner, 1986) is also based on the Fisher information. In particular, for a multiple regression model, the g-prior covariance matrix for the vector of regression coefficients is proportional to its inverse Fisher information matrix, in contrast to the actual Fisher information matrix for the I-prior. The methods are thus very different. However, we show in Section 4.3 that the standard g-prior can be interpreted as an I-prior, if the covariate space is equipped with the Mahalanobis distance.
An overview of the paper is as follows. In Section 2, we recall the definition of an RKHS, we give an expression for the Fisher information on the regression function and describe the I-prior.
In Section 3, the canonical RKHS of linear functions is briefly described, and a more detailed description is given of the family of FBM RKHSs over a Hilbert space. Smoothness properties of the functions in the FBM RKHS are given, as well as of corresponding I-prior paths. In some detail we look at one-dimensional smoothing with I-priors, and show the aforementioned connection with cubic spline smoothing. In Section 4, a comparison of I-prior modelling with some other methods is given, in particular, GPR, Jeffreys priors and g-priors, and we make a few remarks on Fisher kernels, reference priors and dimension reduction. In Section 5, we apply the I-prior methodology to a number of data sets and compare predictive performance with a number of published results for the same data sets, showing the I-prior methodology compares well. In Section 6, a simulation study is done for one-dimensional smoothing, in order to compare with Tikhonov regularization and GPR with a squared exponential prior. Again, the I-prior methodology compares favourably. Appendix A puts the proposed methodology in a broader setting and may be of interest in its own right.
I-priors
A definition of RKHSs is given in Section 2.1, an expression for the Fisher information on the regression function and the induced RKHS is given in Section 2.2, and the I-prior is defined in Section 2.3. This section gives some further details on some of the remarks made in the introductory section.
RKHSs
Recall that a Hilbert space is a complete inner product space with a positive definite inner product. Suppose F is a Hilbert space of functions over a set X equipped with the inner product ·, · F . A symmetric function h : X × X → R is a reproducing kernel of F if and only if
A Hilbert space of functions is called a reproducing kernel Hilbert space (RKHS) if it possesses a reproducing kernel. If X is a set, a function h : X × X → R is said to be positive definite on
for all α 1 , . . . , α n ∈ R, x 1 , . . . , x n ∈ X and n = 1, 2, . . .. By (a) and (b) above, a reproducing kernel h satisfies h(x, x ) = h(x, ·), h(x , ·) F , and is hence positive definite. The MooreAronszajn theorem states that every symmetric positive definite kernel defines a unique RKHS.
The Fisher information on the regression function and the induced RKHS
The log-likelihood of parameter f in (1) subject to (2) and (3) is given by
for a constant C. As shown in Appendix D (Lemma 8), the Fisher information I[f ] ∈ F ⊗ F for f is given by
and for any fixed g ∈ F, the Fisher information on
). The Fisher information, being positive definite, induces a new RKHS over a subspace of F. We describe this RKHS next. Define
and let h n be the kernel over X defined by
Note that, since h(·, x i ) ∈ F, F n is a subspace of F. The next lemma describes the RKHS induced by the Fisher information.
Lemma 1. Let F n be equipped with the inner product
where w = (w 1 , . . . , w n ) and f w (x) = h(x, x i )w i . Then h n defined by (11) is a reproducing kernel of F n .
Proof of Lemma 1.
Hence, h n is the reproducing kernel for F n .
The next lemma implies that the data do not contain any Fisher information to distinguish between two functions f and f if f (x i ) = f (x i ) for i = 1, . . . , n.
Lemma 2. The orthogonal complement of F n in F is
We can hence uniquely decompose f ∈ F as
Then I[f n ] = I[f ] and I[r n ] = 0. Furthermore, the Fisher information on any nonzero linear functional of f n is strictly positive.
Proof of Lemma 2. Let f n = n i=1 h(·, x i )w i ∈ F n and let g ∈ F. Then by the reproducing
). But this vanishes for any w 1 , . . . , w n iff g(x 1 ) = . . . g(x n ) = 0, proving (12).
Denote the log-likelihood of a parameter by L(·|y). Since L(f |y) = L(f n |y) and f n ⊥ F r n , the definition of Fisher information immediately implies
Remark 1. Another way to obtain the conclusion that the data contain no Fisher information to distinguish between two functions which have the same values at x 1 , . . . , x n is as follows. The Fisher information metric over F is the distance induced by semi-norm over F given by
The quantity f − f I can be thought of as the 'amount of information' between f and f . We see that f − f I = 0 if and only if f (
Remark 2. If F is a Hilbert space of functions but not an RKHS, then there is an x ∈ X such that the point evaluator e x (f ) = f (x) is discontinuous. Thus, if there is an x i in the sample such that the point evaluator at x i is discontinuous, the Fisher information of f does not exist because the gradient of the likelihood does not exist.
2 ) and −1 ≤ α ≤ 1. Then from Lemma 1 and Appendix H,
where 0 0 := 1. We have the special cases
Example 2. Let F be the space of functions over R with reproducing kernel
i.e., F is a centered Brownian motion RKHS (see Section 3.1). Then F n is the set of function which integrate to zero and are piecewise linear with knots at x 1 , . . . , x n . Then for f ∈ F n , W. van der Vaart and van Zanten (2008) for the first equality). Furthermore, if f ∈ F n satisfies f (x) = h(x, x i )w i and assuming x 1 ≤ x 2 , . . . ≤ x n , then it is straightforward to check (by substituting f (x k ) = h(x k , x i )w i into the right hand sides) that
and for i = 2, . . . , n − 1,
It follows that f ∈ F n can be represented as
where
with i t = max xi≤t i. Note that w i = 0 and hence lim t→±∞ β(t) = 0. By Lemma 1, f 2 Fn = w Ψ −1 w. For iid errors, the above expressions for the w i show this is proportional to (8).
Definition of I-priors
By Lemma 2, the set F is too big for the purpose of estimating f , in the sense that, for pairs of functions in F with the same values at x 1 , . . . , x n , the data do not contain information on whether one is closer to the truth than the other. An objective prior for f therefore need not have support F, instead it is sufficient to consider priors with support f 0 + F n , where f 0 ∈ F is fixed and chosen a priori as a 'best guess' of f . Lemma 2 implies the data contain information to allow a comparison between any pair of functions in f 0 + F n .
We follow Jaynes (1957a Jaynes ( , 1957b Jaynes ( , 2003 and define an objective prior using the maximum entropy principle. The entropy of a prior π over f 0 + F n relative to a measure ν is defined as
We take ν to be volume measure induced by · − f 0 Fn , which is scaled Lebesgue measure. An I-prior for f is now defined as a prior maximizing entropy subject to a constraint of the form
Variational calculus shows that I-priors for f are the Gaussian variables (see Appendix G) with mean f 0 and covariance kernel proportional to h n given by (11), i.e.,
for some λ > 0. Thus, if f has an I-prior distribution, we can use the convenient representation (5).
The posterior distribution of f and the marginal likelihood of (λ, Ψ) are given in Appendix B. Finally in this subsection we show that the I-prior methodology leaves r n in (13) untouched, which is as desired because as we saw the data contain no information on r n . Let r 0,n be the orthogonal projection of f 0 onto F ⊥ n , i.e.,
Type of function
Hölder degree Regularity (one dimensional case) FBM-γ process paths Any < γ γ FBM-γ RKHS functions ≥ γ > γ + 1/2 FBM-γ I-prior paths 2γ 2γ + 1 (asymptotically if errors iid) Table 1 : Smoothness of functions related to the FBM-γ kernel. It is seen that all functions in an FBM RKHS are smoother than the corresponding FBM process paths, while the RKHS contains both rougher and smoother functions than I-prior paths. Note that, with probability 1, the FBM RKHS does not contain an FBM path but does contain an I-prior path.
where the α i are such that r 0,n (x i ) = 0. Such α i exist because f 0 ∈ F and F = F n ⊕ F ⊥ n . From Lemma 2 and Lemma 6 in Appendix B we then have: Corollary 1. Consider the I-prior for f given by (5) and the decomposition (13). Then the implied prior and posterior for r n are both the degenerate probability distribution with all mass on the orthogonal projection of f 0 onto F ⊥ , i.e., on r 0,n .
I-priors and FBM RKHSs
The main aim of this section is to describe smoothness properties of functions in the FBM RKHS and those of I-prior paths when the regression function is assumed to be in the FBM RKHS. In Section 3.1, the FBM RKHS with Hurst coefficient γ is defined, as well as the centered version used in this paper. Section 3.2 concerns Hölder smoothness, and the main results are that functions in the FBM RKHS with Hurst coefficient γ are Hölder of order γ, while I-prior paths are Hölder of order 2γ. This can be compared with FMB-γ process paths, which are Hölder of any order less than γ. Section 3.3 concerns a different concept of smoothness, called regularity, which is based on the rate of decay of Karhunen-Loeve coefficients. This concept is perhaps most useful for one-dimensional functions. Differently from Hölder smoothness, regularity shows a gap in smoothness between FBM process paths and functions in the FBM RKHS (see also Figure 1 ). The results of Sections 3.2 and 3.3 are summarized in Table 1 . In Section 3.4, we look in some detail at smoothing with a one-dimensional Brownian motion RKHS. In this case, the I-prior methodology with iid errors gives similar results as cubic spline smoothing, but with a different theoretical justification. We also consider autoregressive and moving average errors. We remark that the results below on the FBM RKHS per se are well-known, but we did not manage to find explicit references.
Canonical and Fractional Brownian motion RKHS
In this paper we consider two (families of) RKHSs of functions over a Hilbert space X equipped with the inner product ·, · X .
Firstly, the canonical RKHS is the dual space of X and is defined by the canonical kernel
Being the dual space, it consists of all linear functions over X . The Riesz representation theorem implies that for any linear function f over X there exists a β ∈ X such that f (x) = x, β X . In that case, f F = β X .
Secondly, we consider the Fractional Brownian Motion (FBM) RKHS. Schoenberg (1937) has shown that, for 0 < γ < 1, there exists a Hilbert space B and a function φ γ : X → B such that
Using the polarization identity, we obtain
From its construction, it is clear that h γ is positive definite. It is in fact the covariance kernel of fractional Brownian motion (FBM) on X with Hurst coefficient γ (Kolmogorov, 1940; Mandelbrot & Ness, 1968) . Note that if γ = 1 then h γ (x, x ) is the canonical kernel x, x X . Following Cohen (2002), we call the RKHS with kernel h γ the FBM RKHS of order γ, and we denote it F γ . An alternative name is the Cameron-Martin space of FBM (see, e.g., Picard, 2011) .
The origin of an RKHS may be arbitrary, for example, if f is in a canonical or in an FBM RKHS, then f (0) = 0, which is undesirable for the purposes of this paper. To remedy this, an RKHS may be centered. If P is a probability distribution over X and X, X ∼ P are independent, a centered kernel is obtained as
The RKHS with kernel h cent is then centered in the sense that E P (f (X)) = 0 for all functions f in the RKHS. In the present paper we center with respect to the empirical distribution of data x 1 , . . . , x n , so that in the centered RKHS,
Remark 3. The kernel (19) forms the basis for distance covariance (Székely, Rizzo, & Bakirov, 2007) , which measures association between random variables X and Y and can be defined as
where (X , Y ) is an independent replicate of (X, Y ), and X ∼ P and Y ∼ Q (for this representation of distance covariance, see Bergsma, 2006 for the one-dimensional case and more generally Sejdinovic, Sriperumbudur, Gretton, & Fukumizu, 2013) . Since the Hadamard product of positive definite kernels is positive definite, it follows that
Since h γ is a characteristic kernel, i.e., the mapping of probability distributions over X into F γ given by P → X h γ (·, x)dP (x) is injective, it can be shown that equality holds if and only if X and Y are independent (Sriperumbudur, Fukumizu, & Lanckriet, 2011) . Distance covariance is an example of HSIC (Gretton, Bousquet, Smola, & Schölkopf, 2005 ). An extension to three variables is given by Sejdinovic, Gretton, and Bergsma (2013) .
Hölder smoothness
A function f over a set X with norm · X is Hölder of order 0 < γ ≤ 1 if there exists a C > 0 such that
and f is Hölder of order 1 < γ ≤ 2 if
for some K > 0 (see Gilbarg & Trudinger, 1998 , Chapter 4, or Stein, 1970 . It is well-known that realizations of an FBM-γ process are a.s. Hölder continuous of any order less than γ (e.g., Theorem 4.1.1 in Embrechts & Maejima, 2002 ). The next lemma shows that functions in the FBM RKHS are strictly smoother than FBM realizations.
Lemma 3. The functions in the FBM-γ RKHS are Hölder of order γ.
Proof of Lemma 3. Let f ∈ F γ . By the reproducing property of h γ , f (x) = h γ (x, ·), f Fγ for f ∈ F γ . From this, the Cauchy-Schwarz inequality and (17) 
proving the lemma.
The next example illustrates Lemma 3 is sharp.
Example 3. If X = [0, 1], the FBM-1/2 RKHS consists of all functions f that are absolutely continuous possessing a weak derivativeḟ and satisfying f (0) = 0. The norm is given by Lemma 4. If F in (1) subject to (2) is the FBM-γ RKHS, the I-prior has realizations that are Hölder of order 2γ.
Regularity
As seen above, in terms of Hölder smoothness, FBM paths and functions in the corresponding FBM RKHS may differ by an infinitesimally small amount. If we look at a different concept of smoothness, it turns out there is a gap between the two.
Let F be a Hilbert space of functions over a set X with orthonormal basis {g i }. For β > 0 and f ∈ F, consider the squared norm
A function f for which f β < ∞ is said to have regularity β relative to the basis {g i }. We have:
Lemma 5. The FBM-γ RKHS over [0, 1] is regular of order 1/2 + γ relative to the KarhunenLoeve basis for the FBM-γ process.
Proof of Lemma 5. It follows from results in Bronski (2003) that the FBM-γ kernel over [0, 1] has eigenvalues λ i ∼ i −1−2γ . Now f ∈ F γ if and only if f 2 i /λ i < ∞ (e.g., Lemma 1.1.1 in Wahba (1990) ). But then f i = o(i −1−γ ) as i → ∞ such that the sum converges. It follows that f β < ∞ if and only if β ≤ 1/2 + γ.
From Bronski (2003) , with X = [0, 1], h γ has a Mercer expansion
where λ i ∼ i −1−2γ and the g i form the Karhunen-Loeve basis for FBM-γ. Hence I-prior paths can be written as
where u i = n j=1 g i (x j )w j . Under some conditions on the x i , if the errors are iid (implying the w i are iid) and assuming the g i have a common bound (unfortunately we have no proof of this but experimental results support the assertion), we can verify that lim n→∞ f (x)/n β < ∞ a.s. for β ≤ 1 + 2γ, i.e., asymptotically, I-prior paths multiplied by 1/n are a.s. regular of order 1 + 2γ.
One-dimensional smoothing with I-priors and connection with cubic spline smoothing
This is a continuation of Example 2. We look in some detail at one-dimensional smoothing with I-priors. Thus, we assume that the regression function lies in the centered Brownian motion RKHS over R, implying it possesses a square integrable weak derivative (see Example 3). With iid errors, under the I-prior the w i in (16) are iid zero mean normals, so that β defined there is an ordinary Brownian bridge with respect to the empirical distribution function P n (x) = n i=1 I(x i < x). It is straightforward to verify that β then has covariance kernel
From (15), the prior process for f is thus an integrated Brownian bridge. This shows a close relation with cubic spline smoothers, which can be interpreted as the posterior mean when the prior is an integrated Brownian motion (Wahba, 1978 (Wahba, , 1990 Green & Silverman, 1994, Section 3.8.3) . Under the I-prior, we have var(β(x)) = P n (X < x)(1−P n (X < x)), which shows an automatic boundary correction: close to the boundary there is little Fisher information on the derivative of the regression function, so the prior variance is small. This will then lead to more shrinkage of the posterior derivative of f towards the derivative of the prior mean. Note that the problem of finding the posterior mean of f under the I-prior can be formulated as a penalized generalized least squares problem with penalty proportional to f 2 Fn which is proportional to (8) (see Example 2).
The natural cubic spline smoother and I-prior estimator under the Brownian motion RKHS are hence similar, but have the following main differences (we assume for simplicity that the prior mean is zero). In the range of the observed x-values, the former is piecewise cubic and the latter is piecewise linear; outside this range, they are linear and constant, respectively. However, the two methods are based on different models: due to the penalty f (x) 2 dx, the cubic spline smoother assumes two derivatives, whereas the I-prior estimator only assumes one, i.e., at least from a theoretical perspective the I-prior has broader applicability.
In the present setting, the smoother the errors (e.g., the more positively autocorrelated the errors are), the more difficult it is to estimate the regression function. This is because smoother errors are more like a function in the RKHS than rougher errors. The I-prior accommodates for this fact by roughening the prior, so that rough functions in the RKHS can still be estimated reasonably even if the errors are relatively smooth. Let us consider AR(1) or MA(1) errors. If the errors are dependent, β is a generalized Brownian bridge because, whilst being tied to zero outside the range of the x i s, the increments which are summed over dependent. Note that β is piecewise constant with jumps at the x i , so the I-prior for f is piecewise linear with knots at the x i , and the same holds true for the posterior mean. As follows from Lemma 12 in Appendix H, if the errors are an AR(1) process with parameter α and error variance σ 2 , the w i form an MA(1) process with parameter −α and error variance σ −2 , and if the errors are an MA(1) process with parameter α and error variance σ 2 , the w i form an AR(1) process with parameter −α and error variance σ −2 . It follows that if the errors are a random walk (i.e., and AR(1) process with parameter α = 1) then it can be checked that the I-prior is also a random walk and the model is not identified, i.e., the I-prior has (essentially) the same distribution as the errors and the regression curve cannot be separated from the errors. Thus, if the errors form a random walk, and all we know about the regression curve is that it is weakly differentiable, there is no way of determining what part of the variation in the y i s is due to the regression curve or due to the errors. To estimate f , a stronger assumption has to be made, e.g., that it is twice weakly differentiable.
Comparison with other methods
We now give a brief overview of some existing methods for estimating the regression function in (1).
Gaussian process regression
In Gaussian process regression (GPR) for model (1) subject to (2), instead of assuming f lies in a space of functions (assumption (3)), a Gaussian prior for f is assumed, i.e., it is assumed that f ∼ GP (f 0 , h) where f 0 ∈ F is the prior mean and h is a symmetric positive definite kernel over X .
Although in the present case the I-prior is a Gaussian process, the I-prior methodology and GPR are qualitatively different, the former based on a function space view, the latter on a random process based view. Furthermore, as explained in Appendix A.2, in general the I-prior methodology need not involve Gaussians.
It is of course not possible to say that either the I-prior method or GPR is to be preferred in general, as either can work well and performance can often be comparable. In a followup paper, we will describe the I-prior methodology for use with ANOVA type reproducing kernels, when it has a practical advantage of some importance compared to GPR, in that an EM algorithm with simple E and M steps is available. In contrast, for GPR EM is typically regarded as too complex and direct optimization of the marginal likelihood is done, which can be numerically problematic if there are many scale parameters.
Jeffreys priors
Like the I-prior, the Jeffreys prior is based on the Fisher information, in particular, the Jeffreys prior is proportional to the square root of the determinant of the Fisher information. Hence, it is suitable only for low-dimensional problems. An interesting property of the Jeffreys prior is that it is invariant to parameterization, which the I-prior is not (this is easy to see as the I-prior depends on the reproducing kernel of the RKHS). For model (5) subject to (2) and (3), the Fisher information on the regression function is given by (9) and can be seen not to depend on f , so the Jeffreys prior is flat, and for the purposes of this paper not very useful except potentially in low-dimensional regression (e.g., Ibrahim & Laud, 1991) . A more extensive discussion is given in Appendix A.
Zellner's g-priors
The g-prior (Zellner, 1986 ) π g for β ∈ R p in the model
. . , n subject to (2) is the multivariate normal distribution with mean some fixed β 0 ∈ R p and covariance matrix proportional to the inverse Fisher information matrix for β, that is, with X the n × p matrix with elements x ij , the Fisher information on β is X ΨX, so under the g-prior,
for a scale parameter g > 0. The g-prior may be compared to the I-prior for β, in particular, under the I-prior,
where λ > 0. Like the I-prior, the g-prior can be viewed as a maximum entropy prior, maximizing entropy subject to the constraint that D Rao (f, f 0 ) is constant, where D Rao is the Rao distance, also known as the Fisher information metric (see Appendix A; the g-prior can be viewed as a special case of the Rao-Jeffreys prior introduced there). The g-prior is invariant to linear transformation of the covariates. The g-prior has the drawback that it can only be used for low dimensional regression models because in other cases the posterior mean overfits the data. Furthermore, it has the counterintuitive property that the more information there is for a linear functional of the regression function, the smaller its prior variance.
Although I-priors and g-priors are quite different objects, we note that the standard gprior (24) can be interpreted as an I-prior, based on the assumption that f lies in the dual space of R p equipped with Mahalanobis distance D M (β, β ) = β (X ΨX) −1 β. Being scale invariant, this is a natural distance if the covariates are measured on different scales (e.g., height in metres and weight in kilograms). With this metric, the Fisher information on β is (X ΨX) −1 (rather than X ΨX in the standard Euclidean metric), and the I-prior is, in fact, the standard g-prior (24). Jaakkola and Haussler (1998) introduced the Fisher kernel, defined for a broad range of models, which can be used with kernel methods, for example in support vector machines or as a covariance kernel in Gaussian process regression. Like I-prior, it is a method based on the Fisher information, but that is the only connection. Suppose P (x|θ) is a probability function depending on a parameter θ ∈ R p . With s x (θ) = ∇ θ log P (x|θ) the score vector for θ and I[θ] the Fisher information on θ, the Fisher kernel is defined as
Fisher kernels
K(x, x ) = s x (θ) I[θ] −1 s x (θ)
Reference priors
Bernardo introduced reference priors (Bernardo, 1979 (Bernardo, , 2005 Berger, Bernardo, & Sun, 2009) . Consider a family of probability distributions P (x|θ), θ ∈ Θ. A reference prior π for θ maximizes expected Kullback-Leibler divergence of the prior from the posterior π(θ|x), that is, it maximizes
Like the Rao-Jeffreys prior introduced in Appendix A.2, reference priors are parameterization invariant.
Dimension reduction
In dimension reduction, the objective is to find a low-dimensional representation or approximation of the regression function, an idea which goes back to multiple regression selection methods (Efroymson, 1960) . So-called subspace selection procedures include principal component regression (e.g., Jolliffe, 1982; Müller & Stadtmüller, 2005; Bair, Hastie, Paul, & Tibshirani, 2006; Cook, 2007) and partial least squares. Bayes and empirical Bayes approaches to variable or subset selection are given by George and McCulloch (1997) ; Cui and George (2008) ; Efron (2010) ; Li and Zhang (2010) ; Scott and Berger (2010) , Maruyama and George (2011) , and Ročková and George (2013) . Some of the recent developments in dimension reduction are referred to as sparsity inducing regularization, and are based on minimizing
where · F is an appropriate norm on the set of functions F and λ > 0. Examples are the lasso (Tibshirani, 1996) , which is applicable to multiple regression and penalizes the 1 norm of the regression coefficients; the elastic net (Zou & Hastie, 2005) , which is a hybrid between Tikhonov regularization and the lasso; and methods based on penalizing the total variation norm of a regression function. The latter has been referred to as total variation denoising (or total variation regularization) (Rudin, Osher, & Fatemi, 1992) , locally adaptive regression splines (Mammen & Van de Geer, 1997) , 1 trend filtering (Kim, Koh, Boyd, & Gorinevsky, 2009) , or the taut string method (Davies & Kovac, 2001) .
Application to real data
In this section we apply the I-prior methodology to nine real data sets which have been extensively analyzed in the literature, and compare performance to published methods as a well as to Tikhonov regularization. We analyze one functional regression data set and eight classification problems, and obtain competitive performance of the I-prior methodology.
Model assumptions and estimation of hyperparameters
For the real data examples below, we assumed model (1) subject to iid N (0, ψ −1 ) errors, and for the set of regression functions F we used the canonical RKHS of linear functions and the FBM-1/2 RKHS. We also made some limited use of the FBM-γ RKHS where the Hurst coefficient γ was estimated, and the squared exponential RKHS (7) with ξ = 1 where σ was estimated. For Tikhonov regularization, we only used the canonical and FBM-1/2 RKHSs, . Darker areas reflect a nonsmooth surface due to numerical errors in evaluating the log-likelihood. There are local maxima on each of the two ridges, with the maximum on the diagonal ridge leading to the best predictive performance. It can be seen that the local maximum on the diagonal ridge is numerically hard to find, in fact, it is hard to establish what the global maximum is. Fortunately, predictive performance is near-identical anywhere on the diagonal ridge with say log(ψ) > 6, so for the purpose of prediction there is no need to find the actual global maximum. which leave just the scale parameter parameter λ in (4) to be estimated, which we did using generalized cross-validation.
For the I-prior methodology, λ, ψ, and possibly γ or σ were to be estimated. We first discuss estimation of λ and ψ, which we did by maximizing the marginal likelihood (28) (we also tried minimizing various cross-validation criteria, but this gave worse performance). Maximum likelihood estimation was not straightforward for two reasons: the possible occurrence of multiple local maxima, and numerical difficulties in evaluating the likelihood. A typical situation is as pictured in Figure 2 : the likelihood has two ridges, one parallel to the log(λ) axis, and one running diagonally across the graph. We found empirically that each ridge may have a local maximum, and there may be a local maximum on or near the cusp as well. Usually if there was a local maximum on the diagonal ridge, we were not able to find it because it was too difficult to numerically evaluate the likelihood. In some cases, particularly for the canonical kernel (e.g., for the Hill-Valley data below), we could not get a decent estimate of any part of the diagonal ridge. Fortunately, in most cases, it was only necessary to be able to estimate the part of the diagonal ridge near the cusp, as predictive performance did not noticeably change moving up the ridge. Some more details are given in the caption of Figure 2 . We selected the local maximum (or near-local-maximum on the diagonal ridge) that gave the smallest cross-validation error.
As a result, in most cases we could not determine the value of the maximum marginal likelihood, and in these cases it was impossible to find the maximum likelihood estimator of the Hurst coefficient γ. Instead, for different values of γ we estimated λ and ψ using maximum likelihood, and selected the value of γ which minimized cross-validation error. As this was quite time consuming, particularly due to the difficulty of finding the maximum likelihood estimators of λ and ψ for different values of γ, we omitted estimation of γ from the simulations below. 
Regression with a functional covariate
We illustrate the prediction of a real valued response when one of the covariates is a function using a widely analysed data set used for quality control in the food industry. The data consist of measurements on a sample of 215 pieces of finely chopped meat. The response variable is fat content, and the covariate is light absorbance for 100 different wavelengths. The absorbance curve can be considered a 'functional' variable (see a sample of such curves plotted in Figure 3 ). For more details see http://lib.stat.cmu.edu/datasets/tecator and Thodberg (1996) . Our aim is to predict fat content from the 100 measurements of absorbance. The first 172 observations in the data set are used as a training sample, and the remaining 43 observations are used as a test sample (following Thodberg's original recommendation).
Many different methods have been applied in the literature to the data set, estimating a model using the training sample and evaluating its performance using the test sample. One of the best results was achieved early on by Thodberg (1996) , who used neural networks on the first 10 principal components and achieved a test mean squared error of 0.36. The best test error performance we found was by Vila, Wagner, and Neveu (2000) who achieved an error rate of 0.34, also using neural networks on the principal components. More recently various other statistical models have been tried on the data set, see Table 2 for a summary. In spite of their lesser performance compared to neural networks, the interest of these methods is that they do not rely on an a priori data reduction in terms of the main principal components.
The ith spectral curve is denoted x i , with x i (t) denoting the absorbance for wavelength t. To be able to estimate a linear or smooth effect using the canonical or FBM RKHSs, an appropriate inner product for the x i needs to be found. From Figure 3 it appears the curves are differentiable, and it seems reasonable to assume the x i lie in a Sobolev-Hilbert space X with inner product
A linear effect of the spectral curve on fat content can be modelled using the canonical RKHS over X . We see in Table 2 that both Tikhonov regularization and the I-prior give a poor performance, with test RMSEs of 3.54 and 2.89, respectively. Next we fitted a smooth dependence of fat content on spectrometric curve using the FBM RKHS. As seen in the table, Tikhonov regularization performs very poorly. We tried various values of the Hurst coefficient, but all give worse results than the linear model. On the other hand, the I-prior performs rather well for different RKHSs, including the FBM and the squared exponential ones. We had some convergence problems so could not get the ML estimator of γ, the Hurst coefficient for the FBM RKHS, so instead estimated it by minimizing the cross-validation error (10-fold cross-validation gaveγ = 0.98). For the squared exponential RKHS we did manage to find the ML estimatorσ of σ, and it is given in (Vila et al., 2000) 0.34 Kernel smoothing (Ferraty & Vieu, 2006, Section 7.2) 1.85 Double index model (Chen, Hall, & Müller, 2011) 1.58 Single index model (Goia & Vieu, 2014) 1.18 Sliced inverse regression (Lian & Li, 2014) 0.90 MARS (Zhu, Yao, & Zhang, 2014) 0.88 Partial least squares (Zhu et al., 2014) 1.01 CSEFAM (Zhu et al., 2014) 0 Instead of fat content, protein content can be predicted from the spectral curve. With the I-prior based on a smooth dependence of protein content on the spectral curve we obtained an RMSE of 0.52, using a local (non-global) maximum likelihood estimate of the Hurst coefficient, γ = 0.997. This improves on Zhu et al. (2014) who obtained an RMSE of 0.85.
Classification
We now apply the I-prior methodology to classification problems, assuming model (1) with y i ∈ {0, 1} denoting the class label of observation i, and x i ∈ R p a p-dimensional covariate. A newly observed unit n + 1 with covariate value x n+1 is classified into class 0 iff (x n+1 ) < 0.5 and into class 1 iff (x n+1 ) > 0.5.
An extensive analysis of eight data sets with sixteen different methods has recently been done by Cannings and Samworth (2017) . The methods are the following: linear and quadratic discriminant analysis (LDA and QDA), k nearest neighbours (knn), Cannings and Samworth's random projection version of these methods (RP-LDA, RP-QDA and RP-knn), a single projection version of LDA and knn, random forests (RF, Breiman, 2001) , support vector machines (SVMs) with linear and radial kernels, Gaussian process regression with a radial kernel, penalized LDA (Witten & Tibshirani, 2011) , nearest shrunken centroids (Tibshirani, Hastie, Narasimhan, & Chu, 2003) , L 1 penalized logistic regression (Goeman, Meijer, & Chaturvedi, 2015) , optimal tree ensembles , and an ensemble of a subset of knn classifiers .
For each data set, random subsamples of sizes between 50 and 1000 were taken, and for each subsample the model was fitted and model based predicted class labels of the remaining data were computed. The number of random random subsamples ranged between 40 and 1000, and the average misclassification percentage for the predictions was computed as well as corresponding standard errors.
In Table 3 , for each data set the best results provided in Cannings and Samworth (2017) are reproduced, along with results for the I-prior methodology and Tikhonov regularization based on the canonical and FBM-1/2 RKHSs. For the Hill-Valley and Mice data, we also included results for the FBM-0.9 RKHS, which dramatically reduced misclassifation rates. For most subsamples,γ = 0.9 approximately minimized cross-validation error (it is coincidental that the number is the same for both data sets). For all datasets, initial analyses indicated further improvements of results could be obtained by estimating γ rather than using γ = 1/2 or γ = 0.9, but this was too time consuming to carry out. For Tikhonov regularization the scale parameter was estimated using generalized cross-validation, and for the I-prior methodology hyperparameters were estimated using a modified maximum likelihood approach (see Section 5.1). For five out of eight data sets (Eye state, Mice, Hill-Valley, Musk, and Activity recognition), the I-prior methodology gives better results than the best method reported by Cannings and Samworth, and for the Gisette data there is a tie for first place with Linear SVMs. For six out of the eight data sets, the I-prior methodology improved on the random projection ensemble results of Cannings and Samworth (2017) , while only for the Ionosphere data did an ensemble method perform better; however, it is possible that random projection ensembles can further improve the I-prior methodology. Furthermore, in most instances the I-prior methodology gives better results then Tikhonov regularization, often by a large margin. Part of the reason for this may be that for Tikhonov regularization, only a single parameter is estimated (the scale parameter λ), while for the I-prior methodology two are estimated (λ and ψ), giving more flexibility to adapt to the data. We did not show results for GP regression with the FBM-1/2 and canonical kernels, which gave results comparable to the I-prior methodology, sometimes better, sometimes worse.
Simulation study
The I-prior methodology is generally applicable, and in this section we attempt to gain some insight into its performance by considering the special case of smoothing over [0, 1] . We compare the I-prior with Tikhonov regularization and with GPR based on the squared exponential process prior. The main result is that the I-prior estimator has better small sample performance than the Tikhonov regularizer, even in cases most favourable to the latter. Furthermore, compared to the other two methods, the squared exponential prior gives very poor performance for the roughest functions in F.
The assumed model is given by (1) where F is the centered Brownian motion RKHS over [0, 1] given by (14), with norm f F = 1 0ḟ (x) 2 dx 1/2 , and the errors are iid N (0, 1). We consider the following three estimators of f :
• The posterior mean under the I-prior
• The Tikhonov regularizer, i.e., the minimizer of
• The posterior mean under the squared exponential Gaussian process prior (subsequently referred to as SE estimator), with covariance kernel given by (7) with ξ = 1.
In this case, the Tikhonov regularizer is the posterior mean of the regression function under a centered Brownian motion prior. In all cases, we estimate the smoothing parameter by maximum marginal likelihood or the implied marginal likelihood for Tikhonov regularization.
Method
Eye state data Ionosphere data n = 50 n = 200 n = 1000 n = 50 n = 100 Table 3 : Average percentage test-set misclassification for eight data sets with standard errors in the subscript. Dashes indicate the model could not be fitted due to numerical problems.
We included the SE estimator as it is commonly used, and, if the scaling parameter λ is suitably chosen, it has optimal asymptotic convergence rate for all functions in F (A. van der Vaart & van Zanten, 2007) . As mentioned above, in the present case, the regularizer of f is its posterior mean under a Brownian motion prior. Brownian motion paths have regularity 1/2, while functions in F have regularity greater than 1. Hence the sample paths of Brownian motion are 'too rough', and the posterior mean (i.e., the Tikhonov regularizer) is expected to undersmooth. As shown in Section 3, the I-prior for f is an integrated Brownian bridge which has regularity 3/2, so should perform well for functions of intermediate smoothness, but not necessarily for very rough or very smooth functions in F. Similarly, the SE estimator would not necessarily be expected to perform well for non-analytic functions.
The functions in F have a wide range of smoothness, ranging from functions which merely have one derivative to analytic functions. Hence, no estimator can be expected to perform well for all functions in F, but a desirable estimator would perform reasonably across a wide range of smoothnesses. Normally, we would probably desire good performance for the rougher functions in F.
To assess performance, we simulated regression functions with regularities 1, 1.5, and ∞ (see Figure 4) . Note that for the simulations it is only necessary to evaluate the simulated functions at x 1 , . . . , x n . With h the covariance kernel of centered Brownian motion given by (14), H the matrix with (i, j)th element h(x i , x j ) and w = (w 1 , . . . , w n ) a vector of iid normals, we simulated the following: (a) 'Rough' functions, generated as f = H 3/4 w. (In the limit as n → ∞, these can be shown to have regularity 1 and hence are slightly rougher than the roughest functions in F.) Due to their roughness, these the functions should most favour Tikhonov regularization.
(b) Functions of regularity 3/2, generated as f = Hw. These are sample paths of the I-prior and this scenario should hence favour the I-prior.
(c) Analytic functions (regularity=∞) generated as sample paths of the squared exponential process with σ = 0.02. Clearly, this scenario is expected to favour the squared exponential prior.
We standardized simulated sample paths so that their RKHS norm equals 1, see Figure 4 for examples of sample paths. The centering of the paths means no intercept needs to be estimated, simplifying the simulations. We measured quality of estimation by the median absolute error (MAE) based on different norms:
The reason we took median rather than root mean square error was related to robustness. In particular, in a small number of cases, where we did not manage to obtain good convergence. As a result, we worried there might be some bias in the estimation of the mean squared error due to outliers, and took median squared error instead.
Further simulation details are as follows. We took a sample size n = 50 and the x i equally spaced over [0, 1] . This sample size makes the computations tractable, and our explorations with other sample sizes showed no essential differences in conclusions. Hyperparameters were estimated using maximum marginal likelihood. For regularization and the I-prior method, only one hyperparameter needs to be estimated, namely the scale parameter (denoted λ in the paper). For the SE estimator, an additional hyperparameter needs to be estimated, namely the parameter σ in the formula above. The latter makes the SE estimator significantly more difficult to compute for two reasons: (i) it takes more time to search for a local maximum of the marginal likelihood, and (ii) it is often more difficult to find the global maximum because more starting values need to be tried. As can be seen in Figures 5, 6 and 7, estimation of the SE estimator broke down for very small error standard deviations and rough truths. For all estimators multiple local maxima of the marginal likelihood were sometimes encountered so we used several starting values, so that most of the time we could find the global maximum. However, in particular in some extreme cases (such as very small error standard deviations) we found for some data it could be very difficult to find the global maximum, especially for the SE estimator. As mentioned, we computed the median absolute error (MAE) rather than the mean squared error for robustness purposes.
The simulation results are displayed in Figures 5, 6 and 7 using log-log plots of the MAE as a function of the error standard deviation. It is seen that the I-prior method always outperforms regularization, though the advantage of the former is small for the roughest functions in the RKHS (see the subfigures (a)). Note that with respect to MAE(F n ) ( Figure 5 ) and not too small errors, regularization performs worse that a global constant fit (the horizontal 'Baseline'). For rougher true regression functions in the RKHS, the I-prior estimator outperforms the SE estimator, which breaks down numerically for small errors. For analytic truths, the SE estimator outperforms the I-prior, as was to be expected. Overall, because the I-prior method can estimate very smooth functions quite well, but the SE estimator cannot estimate rough functions well, the SE estimator does not seem satisfactory for use in the present case. Furthermore, as mentioned before, the SE estimator is numerically more difficult to find.
A Fisher information, associated distances, and maximum entropy priors
This section puts the I-prior methodology in a somewhat broader context and show how it can be generalized. We also give a generalization of Zellner's g-prior, which we call Rao-Jeffreys prior, being based on the Rao metric and Jeffreys measure. The I-prior and Rao-Jeffreys priors are based on two different Riemannian metrics derived from the Fisher information. 
A.1 Fisher information and distances between probability distributions
We first define the Fisher information, and then describe two distances between probability distributions based on it, namely (i) the Rao distance, which is the length of the shortest geodesic in the Riemannian metric induced by the Fisher information matrix, and (ii) the length of the shortest geodesic in the Riemannian metric induced by the inverse Fisher information matrix. The former has the attractive property of being parameterization invariant, the latter measures, on infinitesimally small regions, how 'easy' it is to decide using a data point which of two distributions is closest to the truth. Finally, we give the volume measures associated with the distances. The volume measure associated with the Rao distance is well-known to be the Jeffreys measure. Let Θ be a Hilbert space with inner product ·, · Θ , and let X be a random variable with density in the parametric family {P (·|θ)|θ ∈ Θ}. If P (X|θ) > 0, the log-likelihood function of θ is denoted L(θ|X) = log P (X|θ). Assuming existence, the score is defined as the gradient ∇L(θ|X) (see Appendix F for the definition of the gradient), and the Fisher information
For b ∈ Θ, denote θ b = θ, b Θ . We define the Fisher information on θ b as
and the Fisher information between θ b and θ b as
where ·, · Θ⊗Θ is the usual inner product on the tensor product space Θ ⊗ Θ. We now consider two distances between probability distributions P (·|θ), θ ∈ Θ, based on the Fisher information on θ. We assume Θ possesses a finite dimensional parameterization such that the Fisher information I[θ] for θ is nonsingular.
The first is the well-known Rao distance D Rao , defined as the length of the shortest geodesic on the Riemannian manifold whose metric tensor is the Fisher information (Rao, 1945; Atkinson & Mitchell, 1981; Amari, 1985) . As an example, consider the family of multivariate normal distributions with unknown mean µ ∈ R p and known covariance matrix Σ. The Fisher information on µ is Σ −1 , which does not depend on µ so the metric is flat, and the Rao distance between distributions indexed by their mean is the Mahalanobis distance and is given by
Methods for computing the Rao distance are given by Atkinson and Mitchell (1981) , and a list of further examples is given by Rao (1987) . The Rao distance is invariant to reparameterization, which is an advantage if the parameterization of the model is arbitrary, but may be a disadvantage if the parameterization is not arbitrary, because scale information is lost. This paper introduces a second distance that depends on the Fisher information, namely the distance D I defined as the length of the shortest geodesic on the Riemannian manifold with metric tensor the inverse Fisher information. For the aforementioned multivariate normal family with known covariance, the distance is given by
is a measure of how 'easy' it is to decide, based on a data point X, which of two values of µ is closest to the true mean of X. For example, suppose Σ = 1 0 0 4 . The Fisher information on µ is Σ −1 = 1 0 0 1/4 , so there is more Fisher information on the first coordinate of µ than for the second, i.e., the first coordinate of µ is easier to estimate than the second. With a and b constants, ((a, b) , (a, b + 1/4)) = 1 reflecting the fact that it is equally difficult to decide whether µ equals (a, b) or (a + 1, b) , or to decide whether µ equals (a, b) or (a, b + 1/4). The multivariate normal case is simple because the Fisher information does not depend on the parameter of interest. More generally, the above holds only locally, i.e., on infinitesimally small regions, D I measures how easy it is to decide which of two values of θ is closest to the truth.
For a distance D, define ν D to be the associated volume measure. For Euclidean θ, the densities relative to Lebesgue measure are
and
The measure ν DRao is well-known to be the Jeffreys measure (Jeffreys, 1946 ). An recent overview of geometric methods in statistics is given by Gibilisco, Riccomagno, Rogantin, and Wynn (2010).
A.2 Maximum entropy distributions
In a class of distributions, we may consider the one maximizing entropy. Such maximum entropy distributions can be thought of as the 'least informative' concerning a parameter of interest, and may hence by useful as so-called noninformative prior distributions in Bayesian inference.
Let (Θ, D) be a metric space and let ν = ν D be a volume measure over Θ induced by D (e.g., Hausdorff measure). Denote by π a density on Θ relative to ν, i.e., if θ is a random variable with density π, then for any measurable subset A ⊂ Θ, Pr(θ ∈ A) = A π(t)ν(dt). With θ 0 ∈ Θ, let Π D be the class of distributions π such that
The entropy of π relative to ν is
Standard variational calculus shows that, if it exists, the density maximizing E(π) subject to the constraint that π ∈ Π D is given by
where λ is a function of the above constant. This distribution can be thought of as maximizing 'uncertainty' subject to the constraint that the expected squared distance of the random variable θ from some 'best guess' θ 0 is fixed. If (Θ, D) is a Euclidean space, ν is a flat (Lebesgue) measure and π D is a multivariate normal density.
We now give three such maximum entropy priors, including two based on the two distances defined in the previous section and derived from the Fisher information. Suppose Θ is a finite dimensional affine subspace of a Hilbert space with norm
which is a Gaussian density as the volume measure ν DΘ is flat. The subscript 'reg' refers to regularization, because the posterior mode based on π reg is the usual regularizer of θ, based on minimizing
Alternatively, we can define a prior based on the aforementioned distances D Rao and D I , which are based on the Fisher information. We denote π RJ := π DRao and refer to this as the RaoJeffreys prior, being based on the Rao distance and the Jeffreys measure (25). We denote π I := π D I and refer to this as the I-prior. The prior densities relative to Lebesgue measure are given by
The I-prior can be generalized to infinite dimensional spaces, as done in this paper, but the Rao-Jeffreys prior cannot.
B Posterior distribution of regression function under I-prior
Denote y = (y 1 , . . . , y n ) , f = (f (x 1 ), . . . , f (x n )) , f 0 = (f 0 (x 1 ), . . . , f 0 (x n )) , ε = (ε 1 , . . . , ε n ) , w = (w 1 , . . . , w n ) and let H be the n × n matrix with (i, j)th coordinate h(x i , x j ). Then (1) implies y = f + ε. Under the I-prior,
The marginal distribution of y then is
where the marginal covariance is given as
Thus, the marginal log likelihood of (λ, Ψ) is
The maximum likelihood (ML) estimate (λ,Ψ) of (λ, Ψ) maximizes L(λ, Ψ|y), and its asymptotic distribution can be found from the Fisher information. In particular, assume λ = λ(θ) and Ψ = Ψ(θ) are sufficiently smooth functions of θ. Then straightforward calculations give the well-known result that the Fisher information matrix U for θ has (i, j)th coordinate
where the derivatives are applied to each coordinate of the matrix. Now under suitable asymptotic conditions on V y,π , √ n(θ − θ) has an asymptotic multivariate normal distribution with mean zero and covariance matrix U −1 . The next lemma gives the posterior distribution of f under the I-prior.
Lemma 6. The posterior distribution of f in (1) subject to (2) given (y 1 , . . . , y n ) under the I-prior π is Gaussian with mean given by
y (y − f 0 ), and covariance kernel given by
Proof of Lemma 6. Under the I-prior π, (5) holds and the joint distribution of (w, y) is given by w y
From this standard results give the posterior distribution of w given y, i.e, the conditional distribution of w given y, which is multivariate normal with meanŵ and covariance matrix
where the last equality is the Woodbury matrix identity. The posterior mean of f is now obtained by substituting each w i in (5) byw i , and the posterior covariance matrix is as in the lemma.
It follows from the lemma that given the I-prior, the posterior of f can be represented by the left part of (5) where (w 1 , . . . , w n ) is multivariate normal with meanw and covariance matrix V −1 y . The computational complexity of computing the posterior distribution is O(n 3 ), the same as in Gaussian process regression. This can be reduced in very specific cases, such as for parametric (i.e., finite dimensional) models or for one dimensional smoothing via the Reinsch algorithm (Green & Silverman, 1994, Section 2.3.3) . A number of approximation methods to overcome this computational problem is listed in Chapter 8 of Rasmussen and Williams (2006) .
C The Bayesian interpretation of Tikhonov regularization
The following lemma is well-known, but we did not find a general statement and proof in the literature.
Lemma 7. Let let h be a positive definite kernel over a set X and let Ψ = (ψ ij ) be a positive definite n ×n matrix. Denote byf GP the posterior mean of f in model (1) subject to (2), where the prior for f is the Gaussian process with zero mean and covariance kernel h. Furthermore, let F be the RKHS over X with kernel h and denote byf reg the minimizer of (4) Then
where theα i are the components ofα = (H + Ψ −1 ) −1 y where H = (h(x i , x j )), and y = (y 1 , . . . , y n ) .
Proof. Since h(·, x i ) ∈ F, we can write
for scalars α i and r orthogonal to each h(·, x i ). Then
h(x i , x j )α i α j + r 
D Miscelleneous results
Lemma 8. Suppose (1) subject to (2) and (3) For any fixed g ∈ F, the Fisher information on f g = f, g F is
Proof of Lemma 8. For x ∈ X , let e x : B → R be defined by e x (β) = φ(x), β B . Clearly, e x is linear and continuous. Hence, the directional derivative of e x (β) in the direction γ ∈ B is ∇ γ e x (β) = lim δ→0 e x (β + δγ) − e x (β) δ = e x (γ) = φ(x), γ B .
Hence by definition of the gradient (see Appendix F)
The log-likelihood of β is given by
ψ ij (y i − e xi (β))(y j − e xj (β))
for some constant C. Then after standard calculations and using (30),
Taking the canonical feature φ(x) = h(x, ·), the formula for I[f ] follows. For any fixed g ∈ F, the Fisher information on f, g F is
The basis functions h γ (x, ·) of F γ are smoother:
Lemma 9. For 0 < γ < 1 and x 0 ∈ X , the function h γ (x 0 , ·) over X is Hölder of order 2γ.
Proof. For 0 < γ ≤ 1/2 we have Lemma 11. [A parallelogram inequality] Let x and x be points in a Hilbert space (X , · ). Then for 0 ≤ γ ≤ 1,
with equality if γ = 1.
Proof. With φ a metric embedding into a Hilbert space satisfying (17), let A = φ γ (0), B = φ γ (x), C = φ γ (x + x ) and D = φ γ (x ). Denoting the length of the line segment between A and B by AB, and so on, we have AB = CD = x γ , AD = BC = x γ , and BD = x − x γ . With E = B + D − A, A, B, E, D form a parallelogram, and the parallelogram law gives
Hence, AE = x+x γ . Let M = (A+E)/2 = (B +D)/2 be the midpoint of the parallelogram. By a symmetry argument, AM = CM , and the triangle inequality gives AC ≤ AM + CM = AE. Hence, using (33), AC 2 + BD 2 ≤ 2AB 2 + 2AD 2 which is equivalent to (32) and completes the proof.
For γ = 1, (31) is the usual triangle inequality and (32) is the parallelogram law.
F The gradient
Let (H, ·, · ) be an inner product space and consider a function g : H → R. Denote the directional derivative of g in the direction s ∈ H by ∇ s g, that is,
The gradient of g, denoted by ∇g, is the unique vector field satisfying ∇g(x), s = ∇ s g(x) ∀x, s ∈ H.
G Gaussian random variables
Let F be a Hilbert space. A random vector f ∈ F is called Gaussian if f, g F has a normal distribution for all fixed g ∈ F. A Gaussian random vector f is characterized by its mean defined as an element f 0 ∈ F satisfying E f, g F = f 0 , g F for all g ∈ F, and its covariance defined as an element C ∈ F ⊗ F satisfying cov f, g F , f, g F = g ⊗ g , C F ⊗F for all g, g ∈ F, where ·, · F ⊗F is the topological inner product on F ⊗ F. See Skorohod (1974) or Lifshits (2012, Example 2.2) for necessary and sufficient conditions on C for existence of a Gaussian distribution. The covariance of f under a distribution π is denoted cov π (f ).
H Duality between AR(1) and MA(1) processes
Let α be a real number. Let u = (u 1 , . . . , u n ) be the AR(1) process with parameter α defined by Direct multiplication shows that AB = A B = I. Now V u = σ 2 AA and V v = σ −2 BB , so V u V v = I, which is the desired result.
