Abstract: Jacobson, Levin, and Scheinerman introduced the fractional Ramsey function r f (a 1 , a 2 , . . . , a k ) as an extension of the classical definition for Ramsey numbers. They determined an exact formula for the fractional Ramsey function for the case k = 2. In this article, we answer an open problem by determining an explicit formula for the general case k>2 by constructing an infinite family of circulant graphs for which the independence numbers can be computed explicitly. This construction gives us two further results: a new (infinite) family of star extremal graphs which are a superset of many of the families currently known in the literature, and a broad generalization of known results on the chromatic number of integer distance graphs. ᭧
INTRODUCTION
For any graph G, we define (G) to be its independence number, the maximum number of vertices that can be selected so that no two vertices are adjacent. As with many other graph parameters, there is no known polynomial-time algorithm to compute (G). Computing (G) is NP-hard (c.f. [13] ).
Circulants are symmetric graphs, and are a subset of the more general family of Cayley graphs. Each circulant graph is characterized by its order n, and its generating set S ⊆ {1, 2, . . . , n 2 }. (In the literature, the generating set is also known as the connection set.) We define G = C n,S to be the graph with vertex set V(G) = Z n and edge set E(G) = {uv : |u−v| n ∈ S}, where |x| n = min{|x|, n−|x|} is the circular distance modulo n.
Owing to the structure and symmetry of a circulant graph, one might expect that there is a simple algorithm to compute (G) when G is restricted to circulants. However, in [5] , it is proven that determining the independence number of an arbitrary circulant graph is NP-hard. Moreover, it is shown [5] that it is NP-hard even to get a good approximation for (G). A formula for (C n,S ) is known only for a handful of generating sets.
We will construct an infinite family of circulant graphs for which the independence number (G) can be determined explicitly. In Section 2, we provide necessary definitions on circulant graphs and star-extremal graphs to state two key theorems, which are then proven in Section 3. In Section 4, we apply the results of Section 3 to determine an explicit formula for the fractional Ramsey function, solving an open problem of Jacobson, Levin, and Scheinerman [12, 16] . We conclude the article by applying these results to generalize known results on the chromatic number of integer distance graphs.
DEFINITIONS
Let S ⊆ {1, 2, . . . , n 2 } be the generating set for some circulant G = C n,S , with |V(G)|=n. Define ±S (mod n) = {x : x ∈ S or n−x ∈ S}.
Fix a k-tuple of integers (a 1 , a 2 , . . . ,a k ) with each a i ≥ 3. Given our k-tuple, we construct the graphs G j,k = G j (a 1 , a 2 , ...,a k ) as follows.
Define n 0 = 1, and n i = a i n i−1 −1, for 1 ≤ i ≤ k. 
S t,i for j = i
Define G j,k to be the circulant graph C n k ,S j,k on n k vertices with generating set S j,k . To illustrate our construction, let (a 1 , a 2 , a 3 ) = (5, 6, 8) . Then, we derive (n 1 , n 2 , n 3 ) = (4, 23, 183 
In our example, S 1,3 and S 2,3 are both reversible sets with end sum n 2 = 23. We make several observations, which will be useful later in the article. As all of these results follow immediately from the definitions, the proofs are omitted. 
We say that an interval of a generating set S j,k is a maximum sequence of consecutive terms. For example, S 1,3 = {1, 2, 3, 20, 21, 22} consists of two intervals of length 3, namely the interval {1, 2, 3} and the interval {20, 21, 22}.
As mentioned in the introduction, a formula for (C n,S ) is known only for a handful of generating sets S. The majority of these known sets S have only one or two intervals. Our first key theorem will prove an exact formula for (G j,k ), for every 1 ≤ j ≤ k. This is a significant extension of previously published results, as the following lemma shows that the generating sets S j,k can have arbitrarily many intervals of equal length. 
Proof.
We proceed by induction on k. The base case k = 2 is trivial, as S 1,2 = {1, 2, . . . , n 1 −1}. Let k ≥ 3 and suppose the lemma is true for k −1. Then, for all 1 ≤ j ≤ k −2, the set S j,k−1 contains 2 k−j−2 intervals of equal length. Let S j,k−1 = {s 1 , s 2 , ...,s t }, where s 1 <s 2 < ··· <s t . By Proposition 2.3(f), S j,k = {s 1 , s 2 , ...,s t , s t+1 , s t+2 , .. . ,s 2t } where s i +s 2t+1−i = n k−1 for all 1 ≤ i ≤ 2t. Each half of S j,k (namely the first t elements and the last t elements) contains exactly 2 k−j−2 intervals of equal length, by the induction hypothesis. Now we show that no elements overlap, and that these intervals are disjoint. By Proposition 2.3(g), max(S j,k−1 ) = s t ≤ n k−2 −1, and so
It follows that all of these intervals are disjoint. Thus, S j,k contains 2 k−j−1 intervals of equal length, completing the induction. Finally, if j = k −1, then we need to show
We have now established that S j,k can have arbitrarily many intervals. Thus, finding a formula for (G j,k ) will establish a new class of graphs for which the independence number can be computed explicitly. This motivates the definition of star-extremal graphs, which have an important connection to independence numbers.
A graph G is star extremal if its fractional chromatic number f (G) equals its circular chromatic number c (G). Let us define these two graph parameters.
The chromatic number of a graph, (G), is the smallest size of a cover of the vertices of G by independent sets. We can alternately define (G) using an integer program (IP). For more information on linear and IPs, we refer the reader to [4] .
Let M denote the vertex-independent set incidence matrix of G. The rows are indexed by the vertices {v 1 , v 2 , .. . ,v n }, and the columns are indexed by the independent subsets of the vertices, {I 1 , I 2 , . . . ,I m }. The (i, j) entry of M is 1 when v i ∈ I j , and is 0 otherwise. Then, (G) = min 1·x, where Mx ≥ 1, x ≥ 0, and x ∈ Z m . Here, 1 denotes a vector of all 1's. Definition 2.5 (Hell and Nesetril [9] , Scheinerman and Ullman [21] ). The fractional chromatic number f (G) is the relaxation of the IP of (G) into the linear program:
By taking the IP of a graph parameter and relaxing the IP into the linear program, we may define a corresponding fractional analogue. For more information on the uses and applications of fractional graph theory, we refer the reader to [9, 21] . Now we define the circular chromatic number c (G). Let k and d be positive integers such that k ≥ 2d. A (k, d)-coloring of a graph G = (V, E) is a mapping C : V → {0, 1, . . . , k −1} such that the circular distance satisfies the inequality |C(x)−C(y)| k ≥ d for any xy ∈ E(G). Definition 2.6 (Vince [22] ). The circular chromatic number c (G) is the infimum of Notice that (G) is just the smallest k for which there exists a (k, 1)-coloring of G. Thus, c (G) is a generalization of (G). The circular chromatic number is sometimes referred to as the star chromatic number [22, 24] . In [22] , the following result is proven.
Theorem 2.7 (Vince [22]). For any graph G, (G) = c (G) .
Therefore, knowing c (G) immediately determines the chromatic number. The following set of inequalities is known.
Lemma 2.8 (Lih et al. [17] ).
Since f (G) ≤ c (G) for all G, a natural question is to investigate when these two parameters are equal. This motivates the following definition.
Definition 2.9 (Gao and Zhu [8]). A graph
The notion of star extremality in graphs was first introduced in the study of the chromatic number and the circular chromatic number of the lexicographic product of graphs. It is shown [8] 
that c (G[H]) = c (G) (H) for all star-extremal graphs G. (Note that G[H] refers to the lexicographic product of G with H, arising from replacing each vertex of G with a copy of H.) In other words, if G is star extremal, one can immediately compute the circular chromatic number of G[H], and hence, the chromatic number of G[H].
In [8] , the following multiplier method is introduced, which provides a sufficient condition for a circulant graph G to be star extremal.
Given G = C n,S , and a positive integer t, let
Then define
We note that, unlike (G), the parameter (G) can be determined in polynomial-time for any G = C n,S . The following lemma provides a sufficient condition for a circulant graph to be star extremal.
Lemma 2.10 (Gao and Zhu
[8]). Let G = C n,S . Then, (G) ≤ (G). Furthermore, if (G) = (G), then f (G) = c (G) = n (G) , i.e.
, G is star extremal.
In the following section, we will show that the exact value of (G) = (C n,S ) can be determined for every generating set S in our infinite family S j,k . Thus, it is a natural question to consider the star extremality of these graphs. If we can calculate a formula for (G) for every G = G j,k in our infinite family, we can compare it to (G) and check if these values are equal. This is how we will show that every G j,k is star extremal.
It turns out that many of the star extremal circulant graphs currently known in the literature [1, 11, 15, 17, 18] are specific examples of circulants in our infinite family. Thus, our construction is a broad generalization of previously published results.
A FAMILY OF STAR-EXTREMAL CIRCULANTS
For a general circulant graph C n,S , it is NP-hard [5] to compute the value of (C n,S ). However, the following theorem shows that for every k-tuple satisfying a given sequence of inequalities, we can compute the exact value of (C n,S ) = (G j,k ), for all 1 ≤ j ≤ k.
This theorem allows us to determine (G j,k ), for any k-tuple (a 1 , a 2 , .. . ,a k ) satisfying the given inequality. This powerful theorem enables us to compute exact values of (G) for an infinite family of circulant graphs, rather than just upper and lower bounds. We then show that each G j,k is star extremal: We first prove the two theorems for the j = k case. Then we use induction to simultaneously establish the two theorems for the case 1 ≤ j ≤ k −1.
First, we prove the j = k case directly.
, it suffices to find an independent set I of G k,k with n k−1 vertices. The set I = {0, 1, 2, . . . , n k−1 −1} satisfies this property. But if I is an independent set with |I|>n k−1 , then there must be two elements with a circular distance of at least 
This establishes the two theorems for the case j = k. Now we tackle the case 1
The result will follow immediately from two lemmas. The first lemma is a result of Collins [6] .
Lemma 3.4 (Collins [6] ). Let G = C n,S . Let G S be the subgraph of G induced by taking any set of (S) consecutive vertices in G. Then,
Proof. By Proposition 2.3(f), S j,k is reversible with (S j,k ) = n k−1 . Since G j,k is a circulant, all induced subgraphs of G j,k with n k−1 consecutive vertices are isomorphic. So without loss, we can take H to be the subgraph of G j,k induced by the vertices 0, 1, 2, . . . ,
This proves that H G j,k−1 , and our proof is complete.
Proof. From Lemmas 3.4 and 3.5,
As discussed in the previous section, Lemma 2.10 is the main technique used to verify that a circulant G = C n,S is star extremal. For each 1 ≤ j ≤ k −1, we will find a t for which t (G j,k ) = (G j,k ). By Lemma 2.10, this will imply that ( k ) . In other words, to prove that G j,k is star extremal, it suffices to find one multiplier t for which t (G j,k ) = (G j,k ).
The following theorem tells us how to find this multiplier t. The proof of this result is long and complicated, and appears in the second author's Ph.D thesis. 
We are now ready to prove our two main results: Theorem 3.1 and 3.2. Recall that the case j = k has already been established. So it suffices to prove the theorems for j and k satisfying 1 ≤ j ≤ k −1. We do this by induction on k. In our inductive proof, we prove both theorems simultaneously.
Proof.
We proceed by induction on k. First, we establish the base case k = 2. If k = 2, then j must be 1. Then t k = t 2 = a 2 . Thus, to verify the base case, we must prove that (G 1,2 ) = a 2 (G 1,1 )−1 and that (G 1,2 ) = (G 1,2 ) = a 2 (G 1,2 ) .
Note that n 0 = 1 and n 1 = a 1 −1. By Proposition 2.3(d), S 1,2 = {1, 2, . . . , a 1 −2}. Thus, G 1,2 = C n 2 ,S 1,2 , where n 2 = a 2 n 1 −1 = a 2 (a 1 −1)−1.
We see that I = {0, a 1 −1, 2(a 1 −1), . . . , (a 2 −2)(a 1 −1)} is an independent set of G 1,2 . Thus, (G 1,2 ) ≥ |I| = a 2 −1. Suppose that (G 1,2 ) ≥ a 2 . Then there exist vertices v 1 , v 2 , ...,v a 2 that are independent in G 1,2 . In other words, the distance between any pair of these vertices must be at least a 1 −1. This implies that |G| = n 2 ≥ (a 1 −1)a 2 , which is a contradiction since n 2 = a 2 n 1 −1 = a 2 (a 1 −1)−1. Hence, (G 1,2 ) = a 2 −1. Noting that G 1,1 is the complete graph, we have (G 1,1 ) = 1 and so (G 1,2 ) = a 2 (G 1,1 )−1.
Let t = a 2 . Then a 2 (G 1,2 ) is the minimum value of |a 2 i| n 2 over all i ∈ S 1,2 . It is easy to see that this minimum is achieved when i = a 1 −2 and so a 2 (G 1,2 ) = |a 2 (a 1 −2)| n 2 = a 2 −1. By definition, (G 1,2 ) ≥ a 2 (G 1,2 ) = a 2 −1. From Lemma 2.10 and the previous paragraph, we have a 2 −1 ≤ (G 1,2 ) ≤ (G 1,2 ) = a 2 −1. This implies that (G 1,2 ) = (G 1,2 ) = a 2 (G 1,2 ), i.e., G 1,2 is star extremal.
Having established the base case, we now complete the proof by induction. Specifically, suppose that (
(Surprisingly, we will only need the induction hypothesis for one of the two theorems.) Then, we have
by Theorem 3.7
by the induction hypothesis.
Therefore, we have equality throughout. We have (
, proving the star extremality of G j,k . As an added bonus, this chain of inequalities shows that
By induction, we have established Theorems 3.1 and 3.2 for 1 ≤ j ≤ k −1. Since these two theorems have already been established for j = k, our proof is complete.
THE FRACTIONAL RAMSEY THEORY FUNCTION
We now apply the results of the previous section to find an explicit formula for the fractional Ramsey function, an analogue to the well-known Ramsey function. Before we define this function, we first give an alternative definition for the clique number (G). It is well-known [21] that (G) is the dual of the IP for (G). Therefore, (G)=max 1·y, where M t y ≤ 1, y ≥ 0, and y ∈ Z n . (Recall that M denotes the vertex-independent set incidence matrix of G.) Definition 4.1. Let a 1 , a 2 , . . . ,a k be positive integers. Then the (classical) Ramsey  number r(a 1 , a 2 , . . . ,a k ) is the smallest positive integer n such that if H 1 , H 2 , . . . ,H k are any graphs for which
Thus, if the H i 's represent an edge decomposition of K n , then at least one index i satisfies the inequality (H i ) ≥ a i . Now we define the fractional Ramsey number r f (a 1 , a 2 , . . . ,a k ), which is introduced in [12, 16] . This is the same definition as r (a 1 , a 2 
By the duality theorem of linear programming [4] 
Ramsey's Theorem [20] states that r(a 1 , a 2 , ...,a k ) is well-defined for each choice of the a i 's. This implies that r f (a 1 , a 2 , . ..,a k ) must also exist for any choice of the a i 's, as it is bounded above by r (a 1 , a 2 
Despite much effort into computing, the exact values of Ramsey numbers, no one has made any progress in determining an explicit formula for the Ramsey function, even for the case k = 2.
The fractional Ramsey function r f (a 1 , a 2 , ...,a k ) was introduced in [12, 16] . As with the classical function, the fractional Ramsey function has the following basic properties, where each a i is a positive integer: any a i = 1, then r f (a 1 , a 2 , ...,a k f (a 1 ) = a 1 and r f (2, a 2 , a 3 , ...,a k ) = r f (a 2 , a 3 , . . . ,a k ) . (c) The function r f is invariant under permutation of the a i 's. Therefore, we may assume without loss that k ≥ 2 and that the a i 's satisfy the inequality a k ≥ a k−1 ≥ · · · ≥ a 1 ≥ 3.
An explicit formula for r f (a 1 , a 2 ) is found in [12, 16] , and a formula for r f (a 1 , a 2 , . . . ,a k ) is left as an open problem. We now determine this formula for any k-tuple (a 1 , a 2 , . ..,a k ) of positive integers, by establishing the following theorem. The proof is a simple corollary from the results of the previous section. Let a 1 , a 2 , . . ., a k be integers such that a k 
Theorem 4.3.
Recall that in Section 2, we defined n 0 = 1 and n i = a i n i−1 −1 for each 1 ≤ i ≤ k. It is a straightforward induction to verify that the right side of the identity in Theorem 4.3 is equal to n k +1. Thus, it suffices to prove that r f (a 1 , a 2 , ...,a k ) = n k +1.
The upper bound r f (a 1 , a 2 , . . . ,a k ) ≤ n k +1 is proven in [12] , and is just a simple application of the following lemma (note the similarity of this lemma to Lemma 2.10).
Lemma 4.4 (Jacobson et al. [12]). Let G be a graph on n vertices. Then f
The difficulty lies in proving the lower bound r f (a 1 , a 2 , . . . ,a k )>n k , a result conjectured in [12, 16] . From the analysis earlier in this article, the proof is straightforward. We just require one lemma, and then we can establish Theorem 4.3. Let a 1 , a 2 
Lemma 4.5.
Proof. Let 1 ≤ m ≤ k be an integer. By induction on m, we will prove that a j (G j,m )− n m ≥ 1 for all 1 ≤ j ≤ m. Letting m = k, this will establish the lemma.
We proceed by induction on m. The base case m = 1 is trivial, as n 1 = a 1 −1, and (G 1,1 ) = 1. So let m ≥ 2, and suppose the lemma is true for all indices less than m. Then, by the induction hypothesis, Thus, letting m = k, we have shown that a j (G j,k )−n k ≥ 1, from which the desired conclusion follows. Let a 1 , a 2 r f (a 1 , a 2 , . . . , a k ) >n k .
Proposition 4.6.
Proof. To establish this result, it suffices to find a k-edge coloring of K n k such that if H j is the subgraph induced by color j, then f (H j )<a j , for all j.
Let H j = G j (a 1 , a 2 , . . . ,a k ) = G j,k for each 1 ≤ j ≤ k. By Lemma 2.1, the H j 's induce a k-edge coloring of K n k . Since G j,k is star extremal, Theorem 3.2 and Lemma 2.10 imply
And then applying Lemma 4.5, we have f (G j,k )<a j , for each 1 ≤ j ≤ k. This completes the proof.
We found an explicit formula for (G), for an infinite family of circulant graphs G = G j,k . We also proved that every graph in this family is star extremal. Using these theorems, we found a precise formula for the generalized fractional Ramsey number r f (a 1 , a 2 , .. . ,a k ), for any k-tuple of positive integers (a 1 , a 2 , ...,a k ).
We remark that r f (a 1 , a 2 , . . . ,a k ) is defined for any k-tuple of positive real numbers. While we found an explicit formula for this function when each a i is an integer, it would be interesting to see if a formula can also be developed, when each a i is a real number. A formula is known [12, 16] for the k = 2 case, but not for any k ≥ 3. We leave this as an open problem.
AN APPLICATION TO INTEGER DISTANCE GRAPHS
To conclude the article, we give another application of the results in Section 3, by determining the chromatic number of an infinite family of integer distance graphs.
If S is a subset of the positive integers, then the integer distance graph G(Z, S) is defined to be the graph with vertex set Z, where two vertices u and v are adjacent iff |u−v| ∈S. Thus, S is the set of forbidden distances with respect to coloring the integers on the real line. In a way, we can regard the integer distance graph G(Z, S) as the infinite analogue of the circulant C n,S .
The distance graph, first introduced by Eggleton et al. [7] , is motivated by the well-known Hadwiger-Nelson problem which asks for the minimum number of colors needed to color all points of the plane such that points at unit distances receive different colors. This problem is equivalent to determining the chromatic number of G(R 2 , {1}), which is known to be at least 4 and at most 7. A comprehensive survey of this wellstudied problem appears in [3] .
Motivated by the plane coloring problem, we can consider the analogue to the onedimensional case by investigating the chromatic numbers of distance graphs on the real line R and the integer set Z. A particularly interesting problem is determining the value of (G(Z, S)) for a given set S. Much work has been done on this problem [1, 2, 7, 11, 14, 18, 19, 23] .
Most of the known formulas for (Z, S) occur when S is a small set or when S is a highly structured set, such as an arithmetic sequence. We generalize many of these results in this concluding section, by determining a formula for (Z, S) when S = S j,k . This gives us explicit values of (Z, S) for a new (infinite) family of sets S, and extends much of what is currently known. Specifically, we prove the following theorem which gives us our desired formula for (Z, S), for each S = S j,k . Let a 1 , a 2 , . . . , a k be integers such that a k 
Theorem 5.1.
Before we prove Theorem 5.1, we require a trivial lemma.
Lemma 5.2. Let C n,S be a circulant, where S
There are infinitely many sets S for which equality does not hold. As a simple example, consider the case n = 4 and S = {1, 2}. Then (Z, S) = 3, while (C n,S ) = (K 4 ) = 4. Now we are ready to prove Theorem 5.1.
Proof. By Theorem 3.2, G j,k is star extremal. By Lemma 2.10 and 4.5,
To complete the proof, we need to prove that there is no (a j −1) coloring of (Z, S j,k ). We split our analysis into two subcases: when j = 1, and when 2 ≤ j ≤ k −1.
On the contrary, suppose there is an (a 1 −1)-coloring of G(Z, S 1,k ). We note that S 1,2 = {1, 2, . . . , a 1 −2}. Note that an (a 1 −1)-coloring of G(Z, S 1,2 ) must be unique, up to a permutation of colors. In fact, the coloring can be characterized very easily as follows: u and v have the same color iff u ≡ v (mod a 1 −1).
By Proposition 2.3(b), S 1,2 ⊆ S 1,k , and so any (a 1 −1)-coloring of G(Z, S 1,k ) must have the property that u and v have the same color iff u ≡ v (mod a 1 −1). So in any proper coloring, the vertices 0 and (a 1 −1)(a 2 −1) must be colored the same, and hence (a 1 −1)(a 2 −1) / ∈ S 1,k , for all k ≥ 2. We claim that n 2 −n 1 +1 ∈ S 1,3 . To see this, note that a 1 −2 = n 1 −1 ∈ S 1,2 . Since S 1,3 = ±S 1,2 (mod n 2 ), we have n 2 −(n 1 −1) ∈ S 1,3 . Thus, n 2 −n 1 +1 ∈ S 1,k for all k ≥ 3.
However, n 2 −n 1 +1 = (a 2 n 1 −1)−n 1 +1 = n 1 (a 2 −1) = (a 1 −1)(a 2 −1) / ∈ S 1,k . And this is a contradiction for all k ≥ 3. Therefore, no such (a 1 −1)-coloring exists.
On the contrary, suppose there is an (a j −1)-coloring of G(Z, S j,k ). Let H j be the restriction of this graph to the vertices {0, 1, 2, . . . , (a j −1)n j−1 }. By the Pigeonhole Principle, there must be n j−1 +1 vertices in H j that appear in the same color class. Let these vertices be v 1 , v 2 , . . . ,v m , arranged in increasing order, where m = n j−1 +1. Thus,
Since v i and v i+1 belong to the same color class, u i / ∈ S j,k . By Proposition 2.3(b), S j,j+1 ⊆ S j,k , and so u i / ∈ S j,j+1 . By Proposition 2.3(e), S j,j+1 = {n j−1 , n j−1 +1, . . . ,n j −n j−1 }, so either 1 ≤ u i <n j−1 or u i >n j −n j−1 . First, suppose some u p ≥ n j −n j−1 +1, for some 1 ≤ p ≤ m−1. Since each of the other u i 's are at least 1, we have Since w 1 = 0<n j−1 and w m >n j −n j−1 , there must exist a unique index r for which w r <n j−1 and w r+1 >n j −n j−1 . For this r, we have u r = v r+1 −v r = w r+1 −w r ≥ (n j − n j−1 +1)−(n j−1 −1) = n j −2n j−1 +2 = (a j −2)n j−1 +1>n j−1 . And this contradicts our claim that every u i <n j−1 .
In both subcases, we have proven that no (a j −1)-coloring exists in G(Z, S j,k ). Therefore, we have shown that (Z, S j,k ) = a j for all k ≥ 3 and 1≤ j ≤ k −1. This completes the proof of Theorem 5.1. Therefore, we have successfully verified our formula for (Z, S j,k ), for every possible generating set S j,k in our construction. As a corollary of Theorem 5.1, we can quickly derive the chromatic number for every graph in this infinite family G j,k = C n k ,S j,k . We conclude this article by remarking that it would be worthwhile to determine other families of circulant graphs for which (G) can be computed explicitly. This will almost certainly give rise to new families of star-extremal graphs, as well as additional formulas for the chromatic number of integer distance graphs.
