distribution of species, including through the interfaces, and these results are in excellent agreement with scanning transmission electron microscopy and electron energy loss spectroscopy (STEM-EELS) mapping of local structure and composition. SW-XPS also enabled deconvolution of the LCO and STO contributions to the valence band (VB) spectra. Using a twostep analytical approach involving first SW-induced core-level binding energy shifts and then valence-band modeling, the variation in potential across the complete superlattice is determined in detail. This potential is in excellent agreement with density-functional theory models, confirming that this method as a generally useful new tool for interface studies.
III. RESULTS AND DISCUSSION

A. Standing-Wave Excited Photoemission and Rocking Curves
We conducted two sets of soft x-ray experiments with photon energies just below and just above the La M 5 x-ray absorption maximum at 830.5 eV, as shown in Fig. 1 (b) . As illustrated in Fig. 1(c) , the real (refractive) and imaginary (absorptive) parts of the index of refraction, delta and beta, respectively, of the LCO layer vary dramatically in the proximity of the absorption peak. Two photon energies, 829.7 eV and 831.5 eV, were chosen to maximize reflectivity at two positions adjacent to the absorption peak, as discussed in more detail in the Supplementary Information (Fig. S1 ). Most importantly, this choice of photon energies results in a shift in the SW phase between two measurements, as illustrated in Figs. 1(d) and 1(e), and enlarges the range of sampling depth for the SW-XPS experiments to encompass more or less the first bilayer of the sample. Figures 1(f) and 1(g) also demonstrate more clearly the true sampling depth, with the SW intensities being multiplied by the appropriate inelastic mean free paths (IMFPs) for the representative photoelectron peaks (note the logarithmic scale).
In order to shift the SW along the depth direction, spectra were measured as a function of incidence angle between 5.5° and 10° for hν = 829.7 eV, between 6° and 10° at 831.5 eV. The first-order Bragg reflection from the multilayer is spanned in all cases. To illustrate the spatial distribution of SW versus incidence angle, the YXRO-derived electric field intensities as a function of incidence angle and sample depth are shown in Figs. 1(d) and 1(e) for the photon energies of 829.7 eV and 831.5 eV. In Fig. 1(d) , at 829.7 eV, as the incidence angle increases, in the angle range of 5.5° to 7°, the maximum of the SW lies near the first interface, which we designate as LCO top /STO bottom . The maximum then sweeps down to the middle of the first STO layer in the angle range of 7° to 8° and stays there until the end of the angle scan. On the other hand, the movement of the SW in Fig. 1 (e) at 831.5 eV shows similar behavior as in Fig 1(d) but with an overall downward shift of ~20 Å, yielding more sensitivity to the second interface, STO top /LCO bottom . Note that the simulated electric field intensities are all normalized to the incident beam intensity.
Combining SW results from Figs 1(d) and 1(e), and the estimated depth sensing in Figs. 1(f) and 1(g) that allow for inelastic scattering, we see that in light of the short IMFPs of the valence electrons excited with soft x-rays (∼18 Å for STO layer and ∼16 Å for LCO layer), SW-XPS yields strong sensitivity to the top LCO layer and first interface (LCO top /STO bottom ). In order to probe more deeply, we have also taken a complementary set of hard x-ray SW data at an energy of 3.5 keV. For this case, the angle scan over the Bragg region is between 1.2° and 2.6°. The mean IMFPs of our hard x-ray data are 50 Å, and roughly equal to d ML = 56.8 Å. This means ~90% of the photoemission yields are from the top two SL periods, so our data at this energy samples the first two buried interfaces. The corresponding simulation-derived electric field strength distribution and photoemission yield at this higher energy are also shown in Figure S2 .
To first determine the detailed depth-resolved composition of the sample, we have measured the RCs of the most intense core levels for each atomic species in the LCO/STO SL at photon energies of 829.7 eV, 831.5 eV and 3.5 keV. Figure 2 (a) shows the strongest core-level spectra for all atomic species in the LCO/STO SL and their fitted components at hν = 829.7 eV. Here we see C 1s, O 1s, La 4d, Cr 3p, Sr 3d and Ti 2p spectra, with their soft x-ray RCs as derived from peak-fitted intensities shown in Fig 2(b) . The effects of the resonant La excitation are seen in the La 4d and Sr 3d spectra. There are strongly screened final states (green) for the La 4d 5/2 and 4d 3/2 manifolds that are shifted ~3.3 eV to higher binding energy from the unscreened doublet (blue) [18] . We have used the sum of these two doublets to obtain the RC in Fig. 2(b) . Also, a prominent high-binding-energy shoulder in the Sr 3d spectrum is a 4d -1 5p -1 4f resonant Auger peak associated with La [19] ; its intensity was subtracted in arriving at the Sr 3d RC. In contrast, the spectra of Cr 3p and Ti 2p are relatively simple. The low-and high-binding energy peaks in
Cr 3p result from well-known multiplet splittings involving both magnetic and spin-orbit interactions [12] . Significantly, in the Ti 2p spectrum, there is only a Ti 4+ component and no evidence of a lower-binding-energy Ti 3+ shoulder. In addition to the dominant O 1s peak (green) corresponding to oxygen in the SL, a surface-related component (magenta) is present, most likely due to surface OH formation resulting from the exposure to atmosphere in transferring the sample to the measurement chamber [20] ; its RC is in fact found to be very similar to that of C 1s, another surface-associated species, so we do not plot it in Figs. 2(b) and 2(c). comes from the topmost LCO layer when measuring with soft x-ray excitation. The same conclusions are reached by looking at the deeper-probing RCs with 3.5 keV excitation in Fig. 2(d), although the O1s RC tends to be rather flat, since averaging over RCs in a few bilayers.
Note the generally excellent agreement between experiment and simulation for the RCs at all energies, in which the thicknesses of all layers and the degree of interfacial mixing have been varied over a number of choices to yield the best fit as judged by R-factor, with a number of prior SW photoemission studies suggesting an accuracy of ∼ ±2-3 Å [13, 21] .
It is noteworthy that the shapes of the two soft x-ray RCs change markedly in going from below ( Fig. 2(b) ) to above ( Fig. 2(c) ) the La 3d resonance; thus, the two sets of data are fully complementary. We also find very strong modulations in these soft x-ray experimental RCs of up to 70 %, which facilitates measuring and fitting experiment to theory accurately, including the small phase differences between the different RCs, thus finally arriving at the optimal SL structure determination. For example, we find that there are very small phase differences of 0.2°
between Sr 3d and Ti 2p RCs and 0.1° between La 4d and Cr 3p RCs at hν = 831.5 eV, suggesting asymmetric atom distributions among the two constitute elements of the STO and LCO layers. The effect is smaller, but still noticeable, at hν = 829.7 eV, with reduced magnitude due to its different probing profile, as discussed above. The conclusion of asymmetric interfacial structures, e.g. between the top and bottom of STO, is consistent with the previous STEM study reported by Comes et al. [22] .
As noted above, we show in Fig. 2 (d) SW-XPS measurements obtained at 3.5 keV. These data probe more deeply and yield information on the top two interfaces as discussed above. Here, we again see excellent agreement between experiment and simulation, and for exactly the same sample structure that we determined with the softer x-ray energies. Moreover, Bragg peaks along with Kiessig fringes are clearly seen in the hard x-ray data. The relative positions and amplitudes of Kiessig fringes with respect to the Bragg peak are very sensitive to thickness gradients in the SL [15, 16] . Hence, the agreement between experiment and simulation ensures excellent regularity for the whole SL. The corresponding simulation-derived electric field strength distribution and photoemission yield maps at 3.5 keV are shown in Figure S2 .
The simulated RCs have been calculated using the YXRO program [13] , with appropriate x-ray optical parameters, IMFPs, and various trial sample structures as input. The SL structure was optimized by minimizing the error between all experimental and simulated RCs simultaneously via iteratively adjusting the input SL structure. The SL structures resulting from the best-fit simulations of the soft x-ray data, Figs. 2(a) and 2 (b) , and the hard x-ray data, Fig. 2(c) , are found to be the same. Figure 3 shows the optimized SL structure as determined by SW-XPS and compares this structure to that from STEM-EELS maps, which have been obtained from the same sample. In the SW-XPS structure ( Fig. 3(a) ), we find that there is a 9Å thick surface contamination layer (C+O) at the surface. Moreover, from the SW-XPS results, we find around 
B. SW Derived Depth-resolved Built-in Potential
With a SL structure with alternating positively and negatively charged interfaces, one might ask does the resulting parallel-plate-capacitor-like interfacial configuration lead to electric fields across the interfaces and through the layers? If so, how do these fields modify the electronic structure along the interface normal, in particular the valence-band maximum (VBM)? To answer these questions, we have simultaneously measured the valence-band spectra and the corelevel peak positions as the incidence angle is varied. Combining these two data sets permits a unique determination of the layer-dependent densities of states, as well as the depth-resolved potential. These results are summarized in Figures 4 and 5.
We first show in Figs. 4(a) and 4(b) the valence band RCs at photon energies of 829.7 eV and 831.5 eV, which clearly exhibit much different SW behavior as the angle is increased. Then, expanding upon prior work by our group [23] and other group using harder x-rays at few keV [24, 25] by simultaneously analyzing the valence-band (VB) and layer-specific core-level RCs, the VB contributions from the LCO or STO components of the SL can be distinguished. Since we are probing with soft x-rays, nearly all the intensities detected in Figs Based on prior DFT calculations, these correspond to the bonding states of the Cr 3d spin-up t 2g
band, the nonbonding O 2p states and bonding states of Cr 3d and O 2p, respectively [26, 27] .
Moreover, we assume that VB spectra are the sum of matrix-element-weighted DOSs (MEWDOSs) for all constituent layers, attenuated by the photoelectron IMFPs. Noting that the intensities at each binding energy step in the VB spectra contain contributions from both the LCO and STO layers, a given RC can be represented as a linear combination of RCs from the individual layers [23] , and can be written as: Note that we focus on the change in potential rather than its absolute value for now, and we e x θ θ = +°. Thus, the binding energy variation as a function of x-ray incidence angle x θ ,
, is calculated from the maximum intensity position of the sum, and is described as,
. (2) Then using the accurate depth-dependent photoemission intensity from Figs I E , with j = LCO or STO, into a sum over the built-in potential similar to that shown in Equation (2),
with the total potential 0 ( ) Fig. 5 (e), including potential gradients within constituent layers and steps at the polar interfaces due to band offsets, with the steps being varied to fit the VBM shifts discussed above. A further elaboration of this simulation process can be found in Figure S9 and its discussion.
By combining the derivation of the slopes of electrostatic potential within each layer and the magnitude of valence band offsets at two kinds of charged interface, we finally determine the absolute potential value with respect to the VB maxima, annotated as the SW-XPS derived profile in Figs 
C. Density Functional Theory
We have corroborated these results using DFT simulations with the PBEsol density functional [30] , as implemented in the VASP code [31, 32] with an adjustable U eff parameter for d-d correlation in both layers and these results are found to agree excellently with the experimental results as to both slopes and offsets at the interfaces, as shown by the black curves in Figs 5(e) and 5(f). In Fig. 5(e) , the U eff values in LCO (8 eV) and STO (3 eV) were chosen to yield the correct bulk bandgaps. We note that while U eff (Cr) = 3.0 eV and U eff (Ti) = 8.0 eV produces a correct trend and that theory agrees with experiment to within about 0.5 eV within the layers, the best agreement between the calculated and the experimental VB maximum profiles is found for U eff (Cr) = 1.5 eV and U eff (Ti) = 4.0 eV, as shown in Fig. 5(f) . This may indicate that the larger values of U eff introduce artificial electronic structure effects that exaggerate the internal field, or that the interfaces contain defects that partially offset the correlation effects on the field in the film. To see the trend of how the VB maximum profiles vary with the values of U eff , a further discussion on these theoretical calculations with different choices can be found in Figure S10 .
IV. CONCLUSION
In summary, standing-wave excited soft-and hard-x-ray photoemission measurements have been applied to a LaCrO 3 /SrTiO 3 SL that is expected to contain charged interfaces, in order to extract the depth-resolved atomic and electronic structure, and for the first time, the built-in potential. In the soft x-ray measurements, two photon energies above and below the La M 5 absorption edge were carefully chosen. These values lead to very large reflectivities and thus RC modulations of up to 70% and, because of the different phases of the SW with depth at the two energies, a sampling range which covers nearly the entire top LCO/STO bilayer, including top and bottom interfaces. In addition, complementary hard x-ray measurements were conducted to increase the probing depth. In all of these experiments, the Bragg peak is clearly resolved in the RCs, and for the higher energy x-ray, also Kiessig fringes. The same depth distributions for each atomic species are derived from RC analysis of the soft and hard x-ray regimes, and these distributions are in excellent agreement with STEM-EELS composition maps. Fadley, Making use of x-ray optical effects in photoelectron-, Auger electron-, and x-ray emission spectroscopies: total reflection, standing-wave excitation, and resonant effects, J. Appl.
Phys. 113, 073513 (2013).
Tuning photon energy to maximize reflectivity-Figure S1
In Figure S1 , we demonstrate how tuning photon energy over an absorption maximum, as done previously in SW-XPS [1, 2] , can enhance reflectivity, and thus standing-wave modulation. Fig.   S1 (a) shows a set of calculated reflectivities, based on the optical constants in Fig. 1(c) 
Hard x-ray photoemission results-Figure S2
In Figs. S2(a) and S2 (b) we show the calculated x-ray wave field and photoemission intensity profiles for 3.5 keV excitation, equivalent to those presented in Figs. 1(d) and 1(f) for 829.7 eV and Figs. 1(e) and 1(g) for 831.5 eV. Note that 3.5 keV is not a resonant energy, so the x-ray optical constants can be derived from online tabulations [3] . In Fig. S2(c) , we show the corelevel spectra, with representative peak fitting that was used to derive rocking curves (RCs).
These can be compared to Fig. 2(a) , noting that these high-energy spectra are generally simpler in form, with lower inelastic backgrounds, a simpler spin-orbit doublet for La 4d that involves deeper probing in the sample and less influence of either final-state screening or surface/interface effects. These spectra were analyzed to yield the RCs in Fig. 2(d) . components, as used to derive the RCs in Fig. 2(d) .
STEM-EELS and HAADF images-Figures S3 & Figure S4:
The high-angle annular dark field (HAADF) images acquired along with STEM-EELS measurements are shown at two different magnifications in Figure S3 . These images along with the STEM-EELS mapping in the main text confirm an excellent quality and uniformity of the superlattice and reveal no apparent structural defects or imperfections. Since Ti 3+ is one of the major sources of mobile carrier of the widely studied oxide LAO/STO hetero-interface, an important question to ask is "what is the concentration of Ti 3+ in the LCO/STO SL and how it impact the built-in potential?"
In our study, the concentration of Ti 3+ state can be derived from two aspects of our measurements: the intensity of the Ti 3+ state in Ti 2p core level spectra and the extend of indiffused Ti in the LCO layer. First, as shown in Fig. 2(a) , of the main text, there no evident Ti Simulation of the layer-projected valence spectra from bulk-reference XPS spectra-
Figure S9
In Fig. S9(a) , the reference XPS spectrum from a thick sample of LCO is shown. We will treat this as representative of a bulk sample of LCO at our excitation energy. Although it should be noted that the relative differential cross sections of the different subshells contributing to these spectra could be somewhat different, if normalized to the cross section of Cr 3d for both energies, the Cr 3p/O 2p ratios are 3.86 at 825 eV and 3.85 at 1487 eV [5] , and thus negligibly different. This reference spectrum we also assume not to vary with depth over the sensing depth of XPS and it is thus used as the "basis function" I VB, j XPS (E b − E b 0 (z i ) in the following equation for simulating the deconvoluted MEWDOSs in layer j from the SW data:
Figure S9 (b) shows the built-in potential and the photoemission intensity estimate from
, as in Fig. S8(b) . Figure S9 As discussed in a prior paper [6] , the LCO/STO hetero-structure was represented using a Å in Figure S10 . The internal coordinates and the lattice parameters for this system were optimized using the PBEsol density functional [7] as implemented in the Vienna Ab initio Simulation Package (VASP) [8, 9] . The projector-augmented wave was used to approximate the electron-ion potential [10] ; a 2×2×1 Monkhorst and Pack grid was used for Brillouin zone integration.
To investigate the dependence of the VB maximum profile on the details of the electronic structure, we performed simulations at the PBEsol+U level to allow for correlation effects, where the Hubbard U eff = U -J correction was applied to Ti 3d and Cr 3d states [11] . Several combinations of U eff (Cr) and U eff (Ti) values were selected (U eff (Cr) = 0.0, 1.5, and 3.0 eV; U eff (Ti) = 0.0, 4.0, and 8.0 eV), where the maximum values of U eff provide close agreement between calculated and experimental band gaps for the LCO and STO bulk, respectively (see Figure S10 ).
For consistency, the supercell parameters were fixed at the values derived using PBEsol (a = b = 5.48 Å; c = 58.34 Å), while the internal coordinates were re-optimized for each combination of U eff .
The profile of the valence band maximum across the LCO/STO heterostructure was calculated using a procedure outlined elsewhere [12] . First, the electrostatic potential for the supercell was calculated on a three-dimensional grid and averaged in the a-b plane; a running average of the resulting potential along the c-axis was calculated and plotted as the lower blue curves in Figure   S10 . Then we calculated the shift of the VB maximum with respect to the average electrostatic potential in bulk STO and applied this shift throughout the entire STO region of the heterostructure; the same procedure was carried out for the LCO part of the heterostructure.
Superposition of these contributions, merging half-way between the outer STO and LCO planes (shown in S10) is then the prediction of the VB maximum profile deduced from the experimental data, which agrees very well with our experimental determination, especially for the choices of Comparison between the SW-XPS derived band offsets and offsets calculated using the
Kraut Method
We also note that the VB offsets (VBOs) or steps in the potential in Fig. 5 (e) are fully consistent with a much simpler global calculation neglecting multiple interfaces and inelastic attenuation, based on the method of Kraut et al. [13] . Here, we use the angle-averaged core-to-VBM differences from our data and similar differences from the XPS reference spectra of 
