Abstract-The human lung is a complex respiratory organ, consisting of five distinct anatomic compartments called lobes. Accurate and automatic segmentation of these pulmonary lobes from computed tomography (CT) images is of clinical importance for lung disease assessment and treatment planning. However, this task is challenging due to ambiguous lobar boundaries, anatomical variations and pathological deformations. In this paper, we propose a high-resolution and efficient 3D fully convolutional network to automatically segment the lobes. We refer to the network as Pulmonary Lobe Segmentation Network (PLS-Net), which is designed to efficiently exploit 3D spatial and contextual information from high-resolution volumetric CT images for effective volume-to-volume learning and inference. The PLS-Net is based on an asymmetric encoder-decoder architecture with three novel components: (i) 3D depthwise separable convolutions to improve the network efficiency by factorising each regular 3D convolution into two simpler operations; (ii) dilated residual dense blocks to efficiently expand the receptive field of the network and aggregate multi-scale contextual information for segmentation; and (iii) input reinforcement at each downsampled resolution to compensate for the loss of spatial information due to convolutional and downsampling operations. We evaluated the proposed PLS-Net on a multi-institutional dataset that consists of 210 CT images acquired from patients with a wide range of lung abnormalities. Experimental results show that our PLS-Net achieves state-of-the-art performance with better computational efficiency. Further experiments confirm the effectiveness of each novel component of the PLS-Net.
I. INTRODUCTION
A NATOMICALLY, the human lungs are subdivided into lobes by pulmonary fissures. The right major and minor fissures separate the right lung into three lobes (upper, middle and lower), whereas the left major fissure separates the left lung into two lobes (upper and lower). Each lobe houses its own subtrees of airways and blood vessels, and is usually considered as an independent functional unit. Lobe-wise analysis is of significant interest since many pulmonary diseases are known to affect the lung lobes differently, selectively and in complex progression patterns. For example, centrilobular emphysema, cystic fibrosis and tuberculosis predominantly affect the upper lobes [1] , while interstitial pneumonia and H. Lee is with the Institute of Biomedical Engineering, Department of Engineering Science, University of Oxford, Oxford OX3 7DQ, U.K., and also with the School of Mechatronic Engineering, Universiti Malaysia Perlis, 02600 Arau, Perlis, Malaysia (e-mail: hoileong.lee@eng.ox.ac.uk).
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V. Grau is with the Institute of Biomedical Engineering, Department of Engineering Science, University of Oxford, Oxford OX3 7DQ, U.K. panlobular emphysema mainly involve the lower lobes [2] . The early onset and heterogeneity of these diseases are poorly captured in global lung function indices from pulmonary function tests, particularly when there is functional compensation from healthy lung tissues [3] .
The non-uniformity of pulmonary lobe involvement in pathology makes in vivo imaging assessment of the lungs highly desirable. Computed tomography (CT), with its high spatial resolution and excellent anatomic detail, has long been considered as the modality of choice for assessing the lung morphology. Segmentation of pulmonary lobes from chest CT images allows a more localised, sensitive diagnosis of lung diseases and more accurate treatment planning and monitoring. For instance, CT lobar volumetry and densitometry are performed to quantify spatial distribution and severity of emphysema, identifying patients with heterogeneous emphysema for lung volume reduction surgeries [4] . CT-based lobe segmentation is also required to derive lobar function measurements from functional imaging, such as hyperpolarised gas magnetic resonance imaging, which yields images with no visible interlobar fissures [5, 6] . It also enables the study of lobar structure-function relationships in different lung diseases, improving understanding of pathophysiology.
Although manual lobe delineation is possible, it is laborious, inefficient, and prone to intra-and inter-observer variability. A fast, accurate and automatic method for lung lobe segmentation is therefore highly demanded in clinical practice. The method also has to be reproducible and handle pathological cases. However, automating the segmentation is a challenging task due to complicating factors such as anatomical variations, pathological deformations, missing or incomplete fissures, and imaging artefacts. The presence of nodules, atelectasis, fibrosis, emphysema, accessory fissures or other fissure-like structures introduces additional problems.
A. Related work
Many automatic and semi-automatic methods for lung lobe segmentation in CT images have been proposed over the past decades [7] . Since pulmonary fissures define the interlobar boundaries, early works formulated lobar segmentation as a fissure detection problem. Approaches ranging from atlas registration [8] to supervised learning [9, 10] and a combination of local filtering with curve fitting [11] [12] [13] were proposed to automatically delineate the visible fissures and interpolate incomplete ones. These methods, however, are not robust to cases with incomplete fissures and severe pathologies.
Instead of solely relying on fissure information, Kuhnigk et al. [14] incorporated auxiliary anatomical cues from pulmonary vessels to segment the lobes with a 3D watershed algorithm, using the anatomical trait of lobes having sep-arate bronchial and vascular trees. This shift from fissureto anatomy-guided lobar segmentation can be seen in later work such as Ukil and Reinhardt [15] , Doel et al. [16] and Lassen et al. [17] , as well as more recently by Bragman et al. [18] and Giuliani et al. [19] . For example, Lassen et al. [17] extended the framework in [14] by including information from automatic segmentations of the lungs, fissures, airways and vessels into the cost image for watershed segmentation, while Bragman et al. [18] incorporated a group-wise fissure prior in addition to this anatomical information. Even though these methods have, to some extent, been successful in practice, they still suffer from several limitations: (i) high computational time since a complex, multi-stage pipeline is involved; (ii) the segmentation performance is dependent on the quality of the atlas and/or automatic segmentations of pulmonary structures; and (iii) traditional automatic methods based on hand-crafted features tend to depend on multiple parameters and struggle with large variations of appearance and shape, leading to poor performance in diseased and abnormal anatomy cases.
The recent success of deep learning, particularly fully convolutional networks (FCNs) [20] , has opened up new possibilities for automatic medical image segmentation. The main advantage of FCNs over traditional segmentation methods is that the features are automatically and hierarchically learned from the data to optimise the objective function in an end-to-end manner, leading them to achieve state-of-the-art performance in many segmentation tasks. Harrison et al. [21] proposed a 2D deeply supervised FCN with multi-path connections, namely progressive holistically-nested network (P-HNN), for segmenting the lungs in CT images. Later, George et al. [22] used the 2D P-HNN coupled with a 3D random walker algorithm (P-HNN+RW) to delineate the lung lobes in 3D. This 2D FCN-based method processes each CT slice independently and ignores 3D context, which is arguably a suboptimal use of 3D data and could affect segmentation accuracy, especially for cases with incomplete fissures in which anatomical information from neighbouring slices is usually needed.
A straightforward way to encode 3D spatial information in volumetric CT images is to extend the convolution kernels in FCNs from 2D to 3D. Recently, Imran et al. [23] introduced a 3D FCN architecture inspired by the P-HNN and dense Vnetwork [24] , called progressive dense V-network (PDV-Net), for automated segmentation of pulmonary lobes. Similarly, Park et al. [25] presented an automatic lung lobe segmentation method based on the 3D U-Net [26] architecture, whereas Ferreira et al. [27] proposed a fully regularized V-Net (FRVNet). Albeit promising results are reported in these studies, a number of limitations apply to the proposed 3D FCNs: (i) the networks have high computational complexity and large parameter count, which means that they need long training time and large datasets to effectively optimise millions of model parameters; (ii) the networks are memory-inefficient and cannot be trained with the entire high-resolution volumetric CT images even on a modern high-end graphics processing unit (GPU) (e.g. NVIDIA Geforce GTX 1080 Ti with 11 GB of memory). Due to these constraints, they are trained with either 3D patches [25, 27] or aggressively downsampled 3D volumes [23] , which would compromise the network capability to capture global context or to learn high-resolution 3D feature representations and thus degrade the segmentation performance; and (iii) the networks have a relatively small receptive field due to their limited depth constrained by the GPU memory, which implies that the spatial extent from which the feature information can be extracted is restricted. For example, the neurons in even the deepest layer of the 3D U-Net in [26] only have a receptive field of 68 3 voxels (the effective receptive field size is much smaller [28, 29] ). This limits the integration of global context, which has been shown to be essential for accurate fissure detection [30] .
B. Contributions
To address the aforementioned limitations, we present a novel automated lung lobe segmentation method based on a high-resolution, efficient 3D FCN which we refer to as Pulmonary Lobe Segmentation Network (PLS-Net). In contrast to recent FCN-based approaches that process a volumetric CT image in a slice-wise, 3D patch-wise or downsampled volume-wise manner, our PLS-Net is designed to work with the whole high-resolution CT volume for effective and efficient volume-to-volume learning and inference. Specifically, the network takes a preprocessed CT volume as input and outputs correspondingly-sized volumetric lobar segmentations in an end-to-end fashion by leveraging an asymmetric encoderdecoder architecture with 3D depthwise separable convolutions, dilated residual dense blocks, and input reinforcement. The main contributions of this work are summarised below:
• We extend the depthwise separable (DS) convolution presented by Sifre [31] to 3D. 3D DS convolutions factorise each regular 3D convolution into two simpler operations, resulting in a 3D model that is light-weight and computationally efficient. To the best of our knowledge, this is the first work that applies 3D DS convolutions for medical image segmentation.
• We propose a dilated residual dense block (DRDB) to efficiently enlarge the receptive field of a network and capture wide-ranging, dense multi-scale context features for segmentation.
• We introduce an input reinforcement (IR) scheme to improve the segmentation performance by reinforcing input spatial information after each downsampling stage of the network.
• We formulate a high-resolution and efficient 3D FCN, named PLS-Net, based on 3D DS convolutions, DRDBs and IR for the task of pulmonary lobe segmentation.
• We validate the proposed PLS-Net on a diverse dataset comprising 210 lung CT scans from multiple institutions. Experimental results show that the PLS-Net can efficiently segment the lobes directly from high-resolution volumetric CT images obtaining state-of-the-art results.
II. MATERIALS
The dataset used in this study consists of 210 chest CT images of different subjects, which were collected retrospectively from the Lung Tissue Research Consortium (LTRC) (n = 100) [32] , the Lung Image Database Consortium (LIDC-IDRI) (n = 80) [33] , and our in-house chronic obstructive pulmonary (a) Regular 3D convolution Fig. 1 . The difference between a regular 3D convolution and a 3D depthwise separable convolution. disease (COPD) clinical trial (n = 30) [5] . These images were acquired at different clinical centres using a variety of scanners, reconstruction kernels and imaging protocols. The slice thickness of the scans ranged from 0.50 mm to 1.50 mm, and the in-plane resolution varied between 0.53 mm and 0.88 mm. The imaged cohorts included subjects with various lung diseases such as lung cancer, COPD and interstitial lung disease. Common lung parenchymal abnormalities including fibrosis, nodules, emphysema, ground-glass opacity, reticular opacity, honeycombing and bronchiectasis were observed across the dataset. 147 CT images were found to have at least one incomplete fissure 1 (most frequently the right minor fissure) while accessory fissures were detected in 19 scans.
Reference segmentations of pulmonary lobar structures were used as the gold standard for training and evaluation. For the LTRC dataset, lobar segmentations were provided together with the original scans, which were delineated semiautomatically by a LTRC radiologist. Specifically, the radiologist first manually defined the lung lobes on a few slices, and the lobar segmentations were then obtained using shapebased interpolation and gradient edge information, followed by manual corrections if needed. The remaining CT images were segmented semi-automatically at our centre using the Pulmonary Toolkit (PTK) [16] and ITK-SNAP [34] . Manual refinement was then performed by an experienced radiologist.
III. METHODS
In this section, we first describe the core building blocks of our proposed PLS-Net: the 3D depthwise separable convolution and dilated residual dense block. We then present the complete network architecture and its implementation details.
A. 3D depthwise separable convolution
Inspired by the MobileNet [35] and Xception [36] architectures, our PLS-Net uses 3D depthwise separable (DS) convolutions, the 3D extension of the original 2D DS convolutions [31] . As shown in Figure 1 , a 3D DS convolution is a factorisation of a regular 3D convolution into a depthwise convolution and a pointwise convolution. The depthwise convolution performs a 3D spatial convolution independently over each input channel, while the pointwise convolution applies a 1 × 1 × 1 convolution to combine the depthwise convolution outputs and project them onto a new channel space. 
In essence, a regular 3D convolution (Figure 1 (a)) learns both spatial (height, width and depth) and cross-channel correlations simultaneously with a 5D convolution kernel tensor W ∈ R K×K×K×M ×N , where K is the spatial dimension of the kernel (for simplicity we assume a cube-shaped kernel), M is the number of input channels, and N is the number of output channels. It maps an input tensor X ∈ R Hi×Wi×Di×M to an output tensor Y ∈ R Ho×Wo×Do×N , where H, W and D represent the height, width and depth of the feature map in the tensor, using the following linear mapping:
The 3D convolution operation comes with high computational costs and large number of parameters. DS convolutions make this operation more efficient by explicitly factoring it into two simpler steps to capture spatial and cross-channel correlations separately. In a 3D DS convolution ( Figure 1(b) ), the 5D convolution kernel tensor W of a regular 3D convolution is factorised into a depthwise convolution kernel tensor D ∈ R K×K×K×M and a pointwise convolution kernel tensor P ∈ R M ×N . This factorisation can be expressed as:
Based on (2), the output tensor Y can be computed from the input tensor X via a depthwise convolution followed by a pointwise convolution:
where Z ∈ R Ho×Wo×Do×M . Note that the depthwise convolution can be performed with different dilation rates [37] to form a 3D dilated DS convolution. The key gains from replacing regular 3D convolutions with 3D DS convolutions can be seen in Table I , where 3D DS convolutions reduce the number of parameters and multiply-accumulate operations (MACs) by a factor of
and N = 12, a 3D DS convolution has ∼ 8 times less parameters and computations than a regular 3D convolution.
B. Dilated residual dense block
Incorporating multi-scale contextual information, including both local and global contexts, in FCNs is beneficial for accurate image segmentation [29, [37] [38] [39] . However, existing 3D FCN-based pulmonary lobe segmentation methods only make use of short-range local contexts due to their small-sized receptive fields. Since lung lobes are large and variable in size, and have a homogeneous appearance on CT, it is insufficient to segment them effectively based on such local information alone. Incomplete interlobar fissures and a wide spectrum of lung abnormalities further complicate the segmentation task. Long-range and global contexts are required to provide additional anatomical cues, such as the spatial configuration of surrounding structures and contextual relationships between them, to guide the lobar segmentation with the aim of reducing label ambiguity while enforcing spatial consistency. To capture this contextual information, we have to ensure our network has a large receptive field. Using large-sized convolutional kernels or adding more layers can enlarge the network receptive field but it increases memory and computational requirements. Another alternative is the use of striding or pooling but frequent downsampling can negatively impact the segmentation performance since detail information is decimated.
To this end, we revisit the dilated convolutions presented by Chen et al. [37] , which allow us to perform convolutions with dilated or upsampled kernels. A 3D dilated convolution with dilation rate r ∈ Z + is a convolution in which the kernels are implicitly upsampled by inserting r − 1 zeros between each kernel element, and it can be defined from (1) as follows:
When r = 1, this is a regular 3D convolution. Figure 2 (c) shows 3 × 3 × 3 convolutions with different dilation rates. A dilated convolution effectively expands the receptive field of kernels by adjusting the dilation rate, without introducing additional parameters and computations. However, the use of such sparse convolutional kernels (r > 1) can cause gridding 
Fig . 3 . Dilated residual dense block (DRDB) architecture. We depict each block as a 4D feature map tensor; the thickness of each block indicates its relative number of channels. The hyperparameter g is the growth rate, which regulates the amount of new features each dilated convolution layer adds to the cumulative information from preceding layers.
artefacts [40] as the input is sampled in a checkerboard fashion. This could impair the consistency of local information and thus hamper the network performance. Moreover, when the dilation rates of convolutional layers arranging in cascade are the same or have a common factor relationship, such as r = (2, 2, 2) or (2, 4, 8), the gridding effect can be propagated to consecutive layers [40] (Figure 2(b) ). Previous works [37] [38] [39] proposed modules that adopt dilated convolutions in cascade or in parallel to efficiently exploit contextual information for semantic segmentation. Suppose four 3 × 3 × 3 convolutions with dilation rates r = (1, 2, 3, 4) are used, the cascade module exponentially enlarges the receptive field to capture large context. Nevertheless, the final output feature maps only contain single-scale contextual information encoded by a large, fixed receptive field of size 21 3 , which may not be optimal for segmenting objects of different sizes. In addition, classifying ambiguous voxels may require contextual information captured by diverse scales of receptive fields or a combination of them. On the other hand, the parallel module, which is built on the split-transform-merge principle, can capture image context at multiple scales but only with smallsized receptive fields (i.e. 3 3 , 5 3 , 7 3 and 9 3 ) and the scale diversity is limited by the number of layers. Motivated by the above observation, we devise a new module based on dilated convolutions [37] , dense connections [41] and residual learning [42] to incorporate multi-scale contextual information for segmentation. We refer to this module as dilated residual dense block (DRDB), which is the basic building block of our PLS-Net. The DRDB not only inherits the advantages of both cascade and parallel modules of dilated convolutions, but it is also able to encode multi-scale context features of a large scale range in a dense manner, as seen in Figure 4 (a).
The structure of a DRDB is depicted in Figure 3 . It consists of four densely connected 3 × 3 × 3 convolution layers with dilation rates r = (1, 2, 3, 4), followed by a 1 × 1 × 1 convolution layer and residual learning. A progressively increased dilation rate is used so that the receptive field of each dilated convolution layer arranged in cascade fully covers a cubic region without any holes, as shown in Figure 2 (c). In this way, the layers can work interdependently to alleviate the gridding problem caused by dilated convolutions while enlarging the receptive field exponentially at no extra parameters and computations. To incorporate multi-scale context features, we introduce dense connectivity [41] to the cascade module of dilated convolutions, where each layer has direct connections to all subsequent layers. Such connections strengthen feature propagation and promote feature reuse, as early-layer features 
The typical dense block in DenseNet [41] can also capture multi-scale context features but the scale diversity is limited and different layers may extract the same types of features multiple times, resulting in a certain redundancy [43] .
can be accessed by all other layers via recursive concatenations. Thus, the i-th dilated convolution layer, i = {1, 2, 3, 4}, of the DRDB receives the feature maps of all preceding layers as input, and its output can be computed as:
where H 3,ri (·) denotes the function of a 3 × 3 × 3 convolution with dilation rate r i (the dilation rate of the layer i), and [X 0 , X 1 , ..., X i−1 ] represents the concatenation of the input feature maps X 0 and feature maps produced by the dilated convolution layers 1, 2, ..., i − 1. Through a series of dilated convolutions and feature concatenations, the output X T of the DRDB is the collective concatenation of each layer's feature maps:
If X 0 has g 0 feature maps and each dilated convolution layer generates g feature maps (where g is the growth rate [41] and is typically set to a small value between 8 and 48), it will have g 0 + 4g feature maps encoded with multi-scale contextual information. Figure 4(a) shows the unraveled view of dense connectivity in a DRDB to illustrate the scale diversity of the extracted features. Intuitively, the obtained output can be seen as a sampling of the input with different scale of receptive fields or convolutional kernels. Compared to the basic dense block in [41] (Figure 4(b) ), our DRDB that adopts dilated convolutions in combination with dense connections is able to capture features in a larger range of scales whilst mitigating the feature redundancy issue introduced by dense connectivity [43] .
To improve the computational and parameter efficiency, a 1 × 1 × 1 convolution is then applied to project the highdimensional feature maps X T onto a low-dimensional space:
This reduces the channel dimension of X T from g 0 + 4g to g 0 and enables the introduction of residual learning [42] , via a shortcut connection and element-wise addition between the input and output of the DRDB, to further enhance the information flow and refine the output feature representations. The final output of the DRDB can be obtained by:
A naive implementation of the DRDB can impose significant GPU memory burden during training; convolutional and intermediate feature maps (outputs of the concatenation, addition or batch normalisation (BN) operations) generated in each layer are kept in memory for back-propagation to compute gradients, resulting in a quadratic memory growth with network depth. Since these intermediate outputs responsible for most memory usage are cheap to compute, a memory-efficient DRDB can be implemented by storing only the convolutional outputs during the forward pass. The intermediate outputs are discarded after use in the forward pass and recomputed on-the-fly as necessary during backpropagation. This memory-efficient DRDB implementation reduces the feature map memory consumption from quadratic to linear; the memory savings allow us to train our PLSNet, which is mainly built from the DRDBs, on a reasonable memory budget, with only a small increase (around 15%) in training time. The idea of recomputing intermediate feature maps for saving memory has also been explored in [44] .
C. Network architecture
As illustrated in Figure 5 , we design our PLS-Net based on three insights, i.e. efficiency, multi-scale feature representations, and high-resolution 3D input/output. The PLS-Net is an asymmetric encoder-decoder based network, consisting of (i) a deep encoder that extracts multi-scale context features from a high-resolution volumetric CT input image, and (ii) a shallow, light-weight decoder that decodes these features to generate correspondingly-sized pulmonary lobar segmentations.
The encoder consists of stacked DRDBs, with three convolutional layers with stride 2 to increase the number of feature maps. The growth rate of each DRDB is empirically set to g = 12, which gives a good trade-off between accuracy, memory footprint and computational efficiency (see Section IV-C). According to the unravelled view of skip connections presented by Veit et al. [45] , the encoder can intuitively be viewed as an ensemble of variable depth and receptive field networks. The ensemble of different information propagation paths throughout the network can capture and aggregate multi-scale anatomical contexts in the CT images. To mitigate the spatial information loss due to convolutional and downsampling operations, we introduce an input reinforcement (IR) scheme, where the input image is reintroduced after each downsampling layer of the encoder network. Specifically, the input image is downsampled by a factor of 2 l via trilinear interpolation and concatenated with the output of the strided convolutional layer in the resolution level l, where l = {1, 2, 3}. The IR scheme helps in retaining spatial information throughout the encoding process.
The spatial resolution of the output feature maps produced by the encoder is 1 8 of the input image resolution. A simple decoder that directly upsamples the feature maps back to the input resolution would generate a coarse output with reduced boundary adherence [20] . Inspired by [23, 26] , we construct the decoder based upon a conv-upsample-merge principle: (i) It is based on an asymmetrical encoder-decoder structure with (a) depthwise separable (DS) convolution layers, (b) dilated residual dense blocks (DRDBs) with a growth rate of g = 12, and input reinforcement at each downsampled resolution. The number of input and output channels is denoted on the top of each convolutional layer. Yellow and orange boxes represent layers that perform downsampling (with strided DS convolution) and upsampling (with trilinear (TL) interpolation) operations, respectively. l indicates the resolution level, r represents the dilation rate, and C denotes the number of output classes.
conv: the feature maps from resolution levels l and l − 1 are convolved with 3 × 3 × 3 voxel kernels to produce 2C feature maps, where C represents the number of output classes (in this study C = 6, i.e. five lung lobes and background); (ii) upsample: the 2C feature maps from resolution level l are upsampled by a factor of 2 using trilinear interpolation, which is fast to compute and avoids checkerboard artefacts induced by transposed convolutions [46] ; and (iii) merge: the upsampled feature maps are then concatenated with the 2C feature maps from resolution level l − 1. This process is repeated until the spatial resolution of the feature maps is the same as the input image. Finally, the feature maps are fed to a 1 × 1 × 1 convolutional layer and a softmax activation function to yield C probability maps corresponding to each of the classes. The final predicted segmentation corresponds to the class with maximum probability at each voxel.
The convolutional kernel sizes used in the PLS-Net are either 1 × 1 × 1 or 3 × 3 × 3 voxels. To further reduce the computational cost and number of parameters, we adopt 3 × 3 × 3 DS convolutions in place of regular 3 × 3 × 3 convolutions; each of which consists of a 3 × 3 × 3 depthwise convolution and a 1 × 1 × 1 convolution. All convolutional layers in the network are followed by BN and a ReLU activation function, except for the depthwise convolutional layers and the final layer. Convolutional layers in each resolution level l use zeropadding to maintain the feature map size.
D. Implementation details 1) Pre-and post-processing:
To handle CT images with varying voxel sizes, we first standardised them by resampling to an isotropic voxel size of 1 mm 3 . These resampled images, with dimensions ranging from 352 × 352 × 344 to 400 × 400 × 396 voxels, were then normalised to zero mean and unit variance, and used as training or testing input of the PLS-Net. The fully convolutional nature of our PLSNet allows it to process CT input volumes of different sizes and produce segmentation maps of corresponding dimensions. Since training and inference were performed in the resampled resolution, the segmentation outputs were resampled back to their original image resolution for performance evaluation.
2) Training: We implemented our PLS-Net using the Pytorch library [47] . To reduce the memory footprint for processing high-resolution CT input volumes, we trained the PLS-Net using the mixed-precision training strategy [48] , which provided memory savings and improved throughput of half-precision (16-bit floating point) training whilst maintaining the accuracy of the conventional single-precision (32-bit floating point) training. The network was trained from scratch with weights initialised from a Gaussian distribution (µ = 0, σ = 0.01). The batch size was set to 1 to enable training with different input sizes. We used the categorical cross-entropy as the network loss function, and the Adam optimiser (learning rate = 0.001, β 1 = 0.9, β 2 = 0.999). Each training session required about 8.5 GB of GPU memory, and the training was stopped when there was no improvement in the model loss on the validation set over 20 epochs.
IV. EXPERIMENTS & RESULTS
Two sets of experiments were conducted on the multiinstitutional dataset described in Section II to validate the effectiveness and efficiency of our proposed PLS-Net. The first set aimed to compare the performance of the PLS-Net against five state-of-the-art methods, including four FCNbased methods (P-HNN+RW [22] , FRV-Net [27] , 3D U-Net [25] and PDV-Net [23] ), and a classical method (PTK [16] ) based on a fissureness filter combining image appearance and anatomical information from pulmonary airways and vessels. Note that PDV-Net [23] has been shown to be comparable or better than the methods proposed in [17] [18] [19] . The compared methods were implemented either by ourselves following the papers or using the source code provided by the authors. All methods were evaluated using ten-fold cross-validation except for PTK, which is an unsupervised approach. Specifically, the dataset was split into ten fixed folds, each of which consisted of 10, 8 and 3 CT images from the LTRC, LIDC-IDRI and COPD databases, respectively. Each fold was then iteratively used once for testing while the remaining nine folds were used for training and validation (with a ratio of 8:1). We measured the segmentation accuracy by computing the Dice similarity coefficient (DSC) and average symmetric surface distance (ASD), and reported the mean and standard deviation over all 210 cases. The second set of experiments (ablation experiments) aimed at analysing the performance and efficiency gains contributed by each proposed component of the PLS-Net. Different PLS-Net variants were trained and evaluated following the same ten-fold cross-validation protocol. All experiments were carried out on a machine with an Intel Xeon E5-2600 CPU and an NVIDIA GTX 1080 Ti GPU.
A. Evaluation metrics
The DSC and ASD between automatic and expertdelineated reference segmentations were used for quantitative evaluation of segmentation performance. The DSC measures the relative volume overlap between two segmentations and is defined as:
where A and B denote the automatic and reference segmentations, respectively. The ASD is a symmetric measure of average minimum distance between surface voxels of two segmentations and is expressed as:
with d(·) being the Euclidean distance while S A and S B are the surface voxels of automatic and reference segmentations, respectively. Each metric highlights different aspects of segmentation quality, allowing a more comprehensive assessment of a method. A Wilcoxon signed-rank test with a significance level of 0.05 was employed to assess whether the performance difference between two segmentation methods was statistically significant. For FCN-based approaches, we also reported the number of parameters and MACs (per forward pass) to show the model size and its computational complexity. Table II reports the quantitative results of experiments comparing our proposed PLS-Net with state-of-the-art pulmonary lobe segmentation methods. The box and whisker plots of DSC and ASD are shown in Figure 6 . From the results, it can be seen that our PLS-Net significantly outperformed the compared methods in segmenting each of the lung lobes (p < 0.05), yielding a pooled mean DSC of 0.958 ± 0.045 and ASD of 0.777 ± 0.641 mm. The standard deviations of the metrics produced by our method were also lower than those of other approaches, indicating the robustness and generalisation capability of our method. Moreover, the PLS-Net demonstrated better efficiency over the competing methods; it required only 0.25 million parameters and an average of 104 billion MACs to achieve state-of-the-art performance, with an average runtime of 0.8 and 9.7 seconds per CT image on the GPU and CPU, respectively. The training time of the PLS-Net was also faster than most of the FCNbased methods except P-HNN+RW, whose network was finetuned from the VGG-16 model pre-trained on the ImageNet dataset. There was no statistically significant difference between the overall performance of the other 3D FCN-based methods (FRV-Net, 3D U-Net and PDV-Net) (p > 0.05); however, the PDV-Net, which also uses densely-connected narrow layers and processed CT scans in a whole-volume fashion (but at a downsampled resolution) instead of patchwise, required fewer parameters to obtain the comparable performance and was faster in both training and testing time.
B. Comparison with the state-of-the-art
In addition, the performance of the P-HNN+RW that combines a 2D FCN and a 3D random walker was significantly below those of 3D FCN-based methods (p < 0.05), corroborating the efficacy of 3D FCNs in segmenting the lung lobes. Furthermore, all the FCN-based methods performed significantly faster and better than the classical unsupervised PTK method employing hand-crafted features and prior segmentations of lung structures (p < 0.05). This suggests that FCNs can learn more discriminative features in a data-driven manner to better handle the high variability of pulmonary lobar anatomy in patients with lung diseases. It is worth noting that the segmentation accuracy for the right middle lobe (RML) was notably lower than the other lobes across all the comparison methods (p < 0.05), revealing that the RML segmentation is relatively more challenging. This may be owing to its relatively small size and large anatomical variations; the prevalence of incomplete right major and minor fissures further complicates the task. Nevertheless, the largest performance improvement was observed for the RML when comparing our method with the top-performing approaches. This finding demonstrates that our PLS-Net with the deeper high-resolution multi-scale 3D features is more effective for the RML segmentation problem. Figure 7 shows the segmentation results of different methods on representative cases with various levels of pathology. As can be seen, the lobe segmentation is challenging given the structural variability across patients, either naturally or caused by diseases. The lobar boundaries are hard to identify due to the incompleteness or fuzzy appearance of fissures, and they can be confused by pathologies (middle and bottom row) or other fissure-resembling structures (e.g. accessory fissures (top row)). Nonetheless, our PLS-Net can still accurately delineate the lung lobes, demonstrating better effectiveness and robustness over the other methods.
C. Ablation studies
We investigated the effects of the three key components of our PLS-Net: depthwise separable (DS) convolutions, dilated residual dense blocks (DRDBs) and input reinforcement (IR). Quantitative results of the ablation study are summarised in Table III . The baseline network PLS DS0DRDB0IR0 was built without employing DS convolutions, DRDBs or IR: standard 3 × 3 × 3 convolutions were used, and DRDBs were replaced by regular convolutional layer stacks (without shortcut connections and dilated convolutions, i.e. r = (1, 1, 1, 1) ). It performed poorly with a pooled mean DSC of 0.813±0.094 and ASD of 1.478±1.116 mm. The poor performance may be due to the difficulty of training caused by the vanishing gradient problem [42] , leading the network to prematurely converge to an inferior solution. This suggests that simply stacking many narrow layers (e.g. 12 kernels per layer) to form a very deep 3D FCN with a high-resolution input image would not result in good performance. Replacing regular convolutional layer stacks with DRDBs and/or introducing the IR scheme yielded a statistically significant performance improvement over the baseline (p < 0.05), with the PLS DS0DRDB1IR1 that contains both components achieving the best performance. For all network architectures, adopting 3 × 3 × 3 DS convolutions in place of 3 × 3 × 3 convolutions reduced the network parameters and computational complexity (in terms of MACs) by 83% to 91% at the expense of only a small reduction in accuracy. Our PLS-Net with DS convolutions was nearly as accurate as the PLS DS0DRDB1IR1 built with regular convolutions (p > 0.05) while requiring 6× fewer parameters and being computationally cheaper to train and run. In practice, the average training/inference time on the GPU was reduced from 44 h/4.2 s to 23 h/0.8 s when using DS convolutions. These analyses demonstrate the effectiveness and benefits of each proposed component of the PLS-Net on its own or in combination with others. It can be observed that the use of DRDBs contributes the most to the performance gains of the PLS-Net. We attribute the increase in accuracy to the effective design of the DRDB that combines the advantages of dilated convolutions, dense connectivity and residual learning. To verify the contribution of each of these elements, we conducted another ablation analysis; we set the PLS DS1DRDB0IR1 (6 th combination in Table III ) as the baseline network and then added the elements individually or collectively to its convolutional layer stacks. As can be seen in Table IV , each element significantly improved the performance of the baseline (p < 0.05), as the resulting networks can benefit from the enlarged receptive field offered by dilated convolutions or the improved information and gradient flow induced by dense or residual connections. Although the top layer of the baseline network already have large theoretical receptive fields almost covering the entire input image, the effective size of such fields could be much smaller in practice [28, 29] . This may be the reason why improving the use of context with dilated convolutions can yield better performance and also suggests that global information is necessary for accurate pulmonary lobe segmentation. The deploying of feature extraction blocks with two elements would generally perform better than with only one. Our PLS-Net built with DRDBs gave the best performance, justifying our design choice of the DRDB.
The proposed PLS-Net contains 7 DRDBs, each with a growth rate of g = 12 and a progressively increased dilation rate of r = (1, 2, 3, 4); such modular architecture allows flexible management of the network's parameters, computational cost, and memory footprint by adjusting the growth rate to meet the hardware constraints and task complexity. We analysed the influence of changing these hyperparameters on the PLS-Net performance. From Table V , we can see that increasing the growth rate g to 18 or 24 yielded only marginal gains in performance but increased computational and memory costs. Whilst reducing the growth rate to g = 8 yielded a smaller and more efficient model, it also led to a proportional loss in accuracy. As we used a different dilation rate pattern (e.g. r = (2, 2, 2, 2) or r = (1, 2, 4, 8) that has been commonly used in previous works [37] [38] [39] ) for the DRDB with g = 12, the segmentation accuracy was clearly lower than that of r = (1, 2, 3, 4) . This could be due to the gridding issue caused by dilated convolutions and also underlines the effectiveness of using a progressively increased dilation rate. Moreover, we found that deeper variants of the PLS-Net (with additional DRDBs in the resolution level l = 3) did not show better performance. One possible reason is that the receptive field of the PLS-Net is already sufficient for the task.
V. DISCUSSION & CONCLUSION
In this work, we have presented PLS-Net, a novel deep 3D FCN architecture for automatic pulmonary lobe segmentation in CT images. The PLS-Net has three key features: it adopts 3D DS convolutions in place of regular 3D convolutions for reducing the network's parameters and computational cost, exploits DRDBs to adaptively extract and aggregate multi-scale features, and leverages IR to compensate information loss. Compared to existing 3D FCNs, the efficient architecture and implementation of the PLS-Net along with mixed-precision representations allow it to use less memory to accommodate larger input volumes and more network levels. Consequently, the PLS-Net can learn efficiently from whole high-resolution 3D CT image inputs and outputs on a GPU with 11 GB of memory. This allows high-resolution and global information to be learned for effective lung lobe segmentation. Extensive experiments on a challenging multi-centre dataset demonstrated the effectiveness of the PLS-Net and each of its components. For example, we have shown that 3D DS convolutions can be used as a drop-in replacement for regular 3D convolutions, yielding a 3D FCN that is smaller and computationally cheaper to train and run with negligible loss of accuracy.
To evaluate the performance of our proposed method, we compared it with state-of-the-art approaches evaluated on the same dataset: 210 healthy and pathological lung CT scans acquired with different scanners, scanning protocols and reconstruction parameters. Robustness to such diversity is usually a challenge for existing methods. Experimentally, our PLS-Net showed higher accuracy and better robustness over the compared methods, dealing with challenging cases containing severe pathologies, accessory fissures, and incomplete fissures. The performance gains can be attributed to the deeper high-resolution multi-scale 3D features learnt in the PLSNet. The PLS-Net also has better efficiency than other FCNbased methods, requiring fewer parameters and computations to achieve the best performance. It can segment the lung lobes from high-resolution 3D CT images in a single forward pass of the network, with an average inference time of 0.8 s on a GTX 1080 Ti GPU, facilitating its adoption in various clinical and research settings.
Analysing the learned features of a convolutional network could potentially offer new insights and facilitate further research.
We have explored what patterns have been automatically learned by the PLS-Net for segmenting the lung lobes. In Figure 8 , we visualise the 3D feature representations produced by the network when processing a case from the LTRC dataset. Many appearing patterns are hard to interpret, particularly in the deeper layers. Some feature maps in Figure 8 (displayed in 2D slices for illustration purposes) have an intuitive explanation. It can be observed that the PLS-Net implicitly learns to identify the lungs, fissures, airways and vessels. This indicates that incorporating information from pulmonary structures is beneficial for lobe segmentation. This is similar to the way a human expert performs manual delineation and in line with findings in the literature, where the performance of classical segmentation approaches was improved by combining the pulmonary information [7, 17] . Interestingly, the PLS-Net also learns to detect the rib cage and spine, revealing that information on the neighbouring structures of the lungs may provide additional guidance for lobar segmentation. There are several limitations in this study. Although the proposed PLS-Net can segment each of the lung lobes more accurately than state-of-the-art approaches, it appears that the same level of accuracy is difficult to obtain for the right middle lobe, which is a consistent trend among existing methods [16-19, 22, 23, 25, 27] . It is therefore necessary to evaluate its performance relative to the expert variability. Nevertheless, the dataset used in the study has only one expert annotation per CT scan and does not provide any intra-or inter-observer error margin. Moreover, the segmentation evaluation measures the segmentation fidelity with the expert reference in terms of DSC and ASD, but not the clinical utility of the resulting segmentations for deriving lobar measurements; future work will determine whether the PLS-Net is accurate enough to perform automated lobar volumetry and densitometry for quantitative lobar analysis.
