Abstract: Hydraulic modeling is a fundamental tool for managing and mitigating flood risk. Developing low resolution hydraulic models, providing consistent inundation simulations with shorter running time, as compared to high-resolution modeling, has a variety of potential applications. Rapid coarse resolution flood models can support emergency management operations as well as the coupling of hydrodynamic modeling with climate, landscape and environmental models running at the continental scale. This work sought to investigate the uncertainties of input parameters and bidimensional (2D) flood wave routing simulation results when simplifying the terrain mesh size. A procedure for fluvial channel bathymetry interpolation and floodplain terrain data resampling was investigated for developing upscaled 2D inundation models. The proposed terrain processing methodology was tested on the Tiber River basin evaluating coarse (150 m) to very coarse (up to 700 m) flood hazard modeling results. The use of synthetic rectangular cross sections, replacing surveyed fluvial channel sections, was also tested with the goal of evaluating the potential use of geomorphic laws providing channel depth, top width and flow area when surveyed data are not available.
Introduction
Floodplain landscape morphology and roughness represent the governing factors of flood flow propagation dynamics [1] [2] [3] [4] . Recent technological advancements, such as geomatics and remote sensing (or Earth Observation (EO)) sectors, allow for more efficient data gathering of fluvial bathymetry, floodplain topography and surface roughness. EO tools use both ground-based and airborne sensors, providing unprecedented conditions for effective inundation modeling and mapping [5] .
Global flood hazard modeling is now possible [6] with hyper-resolution hydraulic modeling that are being implemented [7] taking advantage of remotely sensed data from large (i.e., satellite and aerial sensors) to small scale (i.e., drones) fluvial feature and process observation systems [8, 9] . In addition, advancements of numerical hydraulic algorithms, super computational power and data rich hydrology are paving the way for hyper-resolution simulations of flood events from regional
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Study Area
The Tiber River in central Italy, selected as case study, is the second largest river basin in Italy, draining an area of 17,800 km 2 . The floodplain domain is located in the downstream portion of the catchment, south of the Umbria-Lazio regional boundary. The inundation domain goes along the river channel for about 120 km between Orte (12°23′39.52′′ E, 42°27′27.08′′ N) and Castel Giubileo (12°29′59.34′′ E; 41°59′40.29′′ N), just upstream of the city of Rome, before the river flows out into the Tyrrhenian Sea (Figure 1 ). The Tiber River-the third longest in Italy-is the subject of frequent overflow, considering that the conveyance of the incised channel in the selected reach is approximately 900 m 3 /s, as stated in the flood risk management plan issued by the Tiber River Basin Authority (TRBA) [23] , and that floods with peak discharges greater than 2000 m 3 /s occurred frequently in the last decade [24] . The river floodplain, which is predominantly developed, but mainly characterized by agricultural activities, is often the subject of channel overbank flows inundating the floodplain, with damages and service interruption to economic activities and minor urban settlements [25, 26] . Rail and road embankments, which follow the floodplain main direction, act as levees, limiting the floodplain extent, which has an average width of 2-3 km, while the average top width of the channel is 100-120 m, as observed by aerial images. 
Data
The data used for this study include topographic, hydrologic, and base cartographic dataset. A LIDAR aerial survey was gathered from the Italian Ministry of Environment National Cartographic Portal (PCN) and projected in the Universal Transverse Mercator (UTM) (WGS 1984, Zone 33N) coordinate system. The available LIDAR dataset included a Digital Surface Model (DSM) and a Digital Elevation Model (DEM) at 1 m resolution. The LIDAR DEM, capturing the land surface characteristics of the floodplain with the exception of river bathymetry and water bodies, was used to characterize the bare earth information needed to represent the topography of the floodplain. LIDAR data were processed to produce a Digital Terrain Model (DTM) of the study domain at 5 m resolution. The term DTM is used in this paper to distinguish the processed 5 m data from the original source LIDAR DEM. Surveyed cross sections were obtained from a validated set of fluvial bathymetry GPS surveying, provided by the Tiber River Basin Authority [25] , covering the entire floodplain domain. The hydrology for the flood model was obtained by the TRBA flood risk management plan. In particular, the 200-year return period hydrograph was selected as design inflow condition for the upstream node (at Orte) of the Tiber River. Aerial imageries, gathered from the PCN and TRBA database, were used mainly for visualization purposes, as cartographic base supporting the flood modeling analysis, but also for evaluating the channel top width analysis implemented in the hydraulic model geometry construction. A 2D hydraulic model input parameter set up was gathered from the TRBA flood risk management plan that included calibrated and validated topographic data, distributed roughness parameters and rating curves for bridges and culverts that characterized the floodplain domain. This 2D flood model, calibrated and validated within the TRBA studies using real events, was used as reference model for the presented research work.
Hydraulic Model: FLO-2D
FLO-2D [27] is a Quasi-2D hydraulic model based on flood volume conservation and hydraulic routing scheme simulating channel-floodplain exchange, flood wave attenuation, and the alteration of inundation dynamics due to artificial obstructions (levees, buildings, streets, etc.) on a gridded topographic surface. The surface water propagation in the incised channel is simulated with a 1D unsteady flow model until the capacity of the channel is exceeded. The 2D floodplain flow model is coupled with the 1D channel hydrograph routing model for simulating the channel overbank flow and the initiation of shallow surface water flow propagation from channel overbank flow conditions. The 2D surface flow is routed in eight potential flow directions, four cardinal (north, east, south and west) and four diagonal directions (NE, NW, SE and SW), over the floodplain topographic model that is produced using a gridded surface. The FLO-2D numerical scheme implements the full dynamic wave momentum equation and a central finite difference routing scheme with an automatic time step adjusting algorithm, always preserving the continuity of flood volume at the domain scale. The hydraulic core algorithm is governed by topography and a roughness parameter expressed using the Manning coefficient. The channel geometry is provided associating cross sections to a predefined set of floodplain cells that are flagged as channels and sketched to represent the upstream to downstream channel link 1D domain. The fluvial bathymetry can be either schematized using natural, rectangular or trapezoidal cross sections. The FLO-2D model input data are the floodplain topographic DTM, channel geometry, inflow and outflow boundary conditions as well as grid cell parameters representing the presence of artificial features on the bare earth (levees, building, bridges, etc.) [28] .
Topographic Data Processing and Floodplain Grid Resolution
The FLO-2D hydraulic model requires a grid of square cells to represent the topography of the floodplain domain. The size of the grid cell defines the resolution of the hydraulic model. The 5 m LIDAR DTM was used as source floodplain topographic information and an interpolation algorithm was implemented to produce a resampled DTM floodplain model to be used as input geometry of the hydraulic model. Nearest neighbor interpolation was selected for this study to interpolate the high resolution 5 m DTM to the desired coarser resolution [29] [30] [31] [32] . It is noted that different interpolation methods (e.g., Inverse distance weighting and ordinary kriging) would produce different DTMs. Here, we posit that the resampling model selection is not biasing the hydraulic modeling result comparison analysis, since the different flood model resolution scenarios are all developed with the same interpolation model [33] . The resampling was performed to test the effect of morphologic information upscaling process, smoothing out microtopographic floodplain features, on inundation simulations.
Urban features such as levees, bridges or streets were also not represented in the input DTM, but inserted as additional artificial features of the hydraulic model geometry. The floodplain topographic model, used by the FLO-2D model, represents the bare earth, while the impact of artificial obstructions and features on the flood wave overbank propagation was accounted for using area and width reduction factors [28] . These reduction factors account for the decreasing of available storage, expressed by the obstructions modifying the available grid cell width and area, in the cell-to-cell surface water routing downstream.
Fluvial terrain processing for supporting large scale flood models has been investigated in several works that tested optimal methods for interpolating DTMs and cross sections. Those studies evaluate the impact of floodplain bathymetry processing on performances of hydraulic models [16, [34] [35] [36] [37] [38] . The issue of lack or uncertainty of fluvial cross section data was the subject of several attempts to surrogate the missing bathymetric information in hydraulic modeling [16] . Investigation on different performances of flood hazard studies with changing resolution of floodplain DTMs have also highlighted the importance of identifying the optimal balance between accuracy and efficiency of inundation models. Resampling of DTMs from high to low resolution impacts the spatial and vertical accuracy of the simulated floodplain terrain, including mismatches of channel banks location and height, and underestimation (or overestimation) of the fluvial and floodplain conveyance capacity. interpolation methods (e.g., Inverse distance weighting and ordinary kriging) would produce different DTMs. Here, we posit that the resampling model selection is not biasing the hydraulic modeling result comparison analysis, since the different flood model resolution scenarios are all developed with the same interpolation model [33] . The resampling was performed to test the effect of morphologic information upscaling process, smoothing out microtopographic floodplain features, on inundation simulations. Urban features such as levees, bridges or streets were also not represented in the input DTM, but inserted as additional artificial features of the hydraulic model geometry. The floodplain topographic model, used by the FLO-2D model, represents the bare earth, while the impact of artificial obstructions and features on the flood wave overbank propagation was accounted for using area and width reduction factors [28] . These reduction factors account for the decreasing of available storage, expressed by the obstructions modifying the available grid cell width and area, in the cellto-cell surface water routing downstream.
Fluvial terrain processing for supporting large scale flood models has been investigated in several works that tested optimal methods for interpolating DTMs and cross sections. Those studies evaluate the impact of floodplain bathymetry processing on performances of hydraulic models [16, [34] [35] [36] [37] [38] . The issue of lack or uncertainty of fluvial cross section data was the subject of several attempts to surrogate the missing bathymetric information in hydraulic modeling [16] . Investigation on different performances of flood hazard studies with changing resolution of floodplain DTMs have also highlighted the importance of identifying the optimal balance between accuracy and efficiency of inundation models. Resampling of DTMs from high to low resolution impacts the spatial and vertical accuracy of the simulated floodplain terrain, including mismatches of channel banks location and height, and underestimation (or overestimation) of the fluvial and floodplain conveyance capacity. Figure 2 illustrates a sample case of floodplain cross section processing with resampling from the high resolution 5 m DTM to produce a coarse 150 m and very coarse 400 m grid resolution floodplain topographic model. The approximation and loss of topographic information is significant, but this does not directly imply that the loss of flood modeling result accuracy is of the same order of magnitude. 
Boundary Conditions and Roughness Parametrization
The 200-year return time hydrograph was used as the upstream inflow condition. The peak discharge was 3600 m 3 /s and simulation time was approximately 350 h corresponding to the hydrograph total duration. The downstream boundary condition was characterized by the exiting of the flood wave in undisturbed conditions by assuming uniform flow conditions at the channel and floodplain outflow nodes. Manning's roughness coefficient for channel cells was set constant to 0.04, while distributed roughness conditions for the floodplain domain were gathered from the reference TRBM 2D flood model.
Fit Index Analysis
The quantitative comparison of the different inundation extents simulated by flood models with varying resolutions is developed using a measure-to-fit index F [39] [40] [41] [42] expressed with the following formula: 
The F-index varies from F = 0 when the spatial intersection of models is null to a maximum of 1 (100% fit between model results and reference map).
Procedure
The presented methods are integrated to develop a floodplain terrain and fluvial bathymetry processing procedure that is implemented to produce a very coarse resolution (up to 700 m) flood model. The procedure aimed to test the effect of channel and floodplain topography upscaling on simulated inundation extent and dynamics comparing coarse resolution flood models with a reference higher resolution 2D hydraulic model. The original inundation model, at 150 m resolution, was used as reference case considering it was previously calibrated and validated and included surveyed natural cross sections to represent channel bathymetry. The presented tests evaluated, firstly, the possibility of replicating the reference model results at the same resolution (150 m), but substituting natural cross sections with synthetic rectangular cross section calibrated using information related to flow area and thalweg profile. Then, the upscaling of the 2D floodplain terrain model was performed producing coarser resolution inundation models (from 200 m to 700 m) evaluating differences in the hydraulic modeling results.
The implemented procedure was based on the following four steps:
(i) Building the 2D flood reference model at 150 m resolution
The high resolution 5 m DTM was interpolated at 150 m. The simulated inundation dynamics of the 150 m simulation were consistent to the original FLO-2D model gathered from the TRBM that was originally implemented at 50 m resolution. The 1D HEC-RAS model developed by the TRBA was used to gather the available 92 fluvial cross sections. The cross sections were imported into the FLO-2D model to assign a cross section to each of the 712 river channel grid cells. The FLO-2D channel geometry was created by linear interpolation of the original Hec-Ras cross sections. The 150 m flood model was evaluated to check that the floodplain DTM, channel cross section geometry and thalweg profile accurately match the original 50 m TRBM model. (ii) Interpolation of natural cross sections to produce a synthetic rectangular channel bathymetric model
The 712 river channel grid cell elevations and associated cross sections were analyzed to estimate the channel cell-by-cell flow area, top width and channel maximum depth. The cross section depth characterizes the distance from top of the banks to minimum channel elevation defining the simulated thalweg profile of the fluvial channel. A rectangle was created to approximate each cross section. The channel bed elevation of the rectangle was estimated by subtracting the channel maximum depth from the DTM cell elevation to preserve the thalweg profile of the reference hydraulic model. The rectangle width was then varied to preserve the flow area estimated from the original cross section. Basically, the hypothesis was to define a rectangle that best approximates the surveyed cross section giving priority to the conservation of the channel slope (i.e., thalweg profile) and conveyance (i.e., flow area). The top width was used as calibration parameter in this channel bathymetry interpolation. (ii) Interpolation of natural cross sections to produce a synthetic rectangular channel bathymetric model
The 712 river channel grid cell elevations and associated cross sections were analyzed to estimate the channel cell-by-cell flow area, top width and channel maximum depth. The cross section depth characterizes the distance from top of the banks to minimum channel elevation defining the simulated thalweg profile of the fluvial channel. A rectangle was created to approximate each cross section. The channel bed elevation of the rectangle was estimated by subtracting the channel maximum depth from the DTM cell elevation to preserve the thalweg profile of the reference hydraulic model. The rectangle width was then varied to preserve the flow area estimated from the original cross section. Basically, the hypothesis was to define a rectangle that best approximates the surveyed cross section giving priority to the conservation of the channel slope (i.e., thalweg profile) and conveyance (i.e., flow area). The top width was used as calibration parameter in this channel bathymetry interpolation. 
Results
The procedure is applied and results are presented in this section to depict the effect of the proposed floodplain terrain processing on flood modeling results with varying performances when upscaling the model from coarse to very coarse resolutions. 
The procedure is applied and results are presented in this section to depict the effect of the proposed floodplain terrain processing on flood modeling results with varying performances when upscaling the model from coarse to very coarse resolutions. Figure 4 presents the results of Steps (i) and (ii) of the procedure by showing the cross section width, depth and flow area associated to interpolated synthetic rectangular cross sections at varying resolution with respect to surveyed cross sections of the reference model. It is shown how the channel bed elevation and flow area are preserved in all models for adjusted channel top width. The simulated flood profile along the river channel is represented in Figure 5 . The visual comparison shows that the six upscaled models have a consistent Water Surface Elevation (WSE) with discrepancies increasing with decreasing resolution. It is noted that the simulated surface seems always consistent even in some segments of the river reach where the spatial adjustment determines The simulated flood profile along the river channel is represented in Figure 5 . The visual comparison shows that the six upscaled models have a consistent Water Surface Elevation (WSE) with discrepancies increasing with decreasing resolution. It is noted that the simulated surface seems always consistent even in some segments of the river reach where the spatial adjustment determines notable differences in the location of the bed profile. An underestimation of the water surface elevation is also noted when the channel slope is steep, while in the flat downstream valleys the differences decrease.
(c) The simulated flood profile along the river channel is represented in Figure 5 . The visual comparison shows that the six upscaled models have a consistent Water Surface Elevation (WSE) with discrepancies increasing with decreasing resolution. It is noted that the simulated surface seems always consistent even in some segments of the river reach where the spatial adjustment determines notable differences in the location of the bed profile. An underestimation of the water surface elevation is also noted when the channel slope is steep, while in the flat downstream valleys the differences decrease. The simulated channel maximum discharge is reported in Figure 6 . Here, the impact of the resolution on simulated floodplain flow dynamics is evident, considering that the expected impact of the different floodplain DTM realizations on the flood wave attenuation process. The use of synthetic cross section provides notable differences as well as the approximation of the channel bank elevation that plays here a major role, considering the importance of accurate river-floodplain The simulated channel maximum discharge is reported in Figure 6 . Here, the impact of the resolution on simulated floodplain flow dynamics is evident, considering that the expected impact of the different floodplain DTM realizations on the flood wave attenuation process. The use of synthetic cross section provides notable differences as well as the approximation of the channel bank elevation that plays here a major role, considering the importance of accurate river-floodplain exchange simulations. This result shows the significant impact of the resampling procedure on the simulation of flood wave propagation dynamics (i.e., discharge, velocities). exchange simulations. This result shows the significant impact of the resampling procedure on the simulation of flood wave propagation dynamics (i.e., discharge, velocities). Results presented in Figures 5 and 6 show that inundation simulations for the Tiber case study are not driven by peak discharge, but are mainly governed by flood volumes transiting along the valley. The maximum conveyance of the Tiber is not greater than 1000 m 3 /s, while the 200-year peak discharge is greater than 3000 m 3 /s for the entire domain. The consistency of flood profiles is Figures 5 and 6 show that inundation simulations for the Tiber case study are not driven by peak discharge, but are mainly governed by flood volumes transiting along the valley. The maximum conveyance of the Tiber is not greater than 1000 m 3 /s, while the 200-year peak discharge is greater than 3000 m 3 /s for the entire domain. The consistency of flood profiles is motivated by the fact that, once the channel has reached its maximum conveyance capacity, the floodplain of the Tiber River acts as a large storage. The presented tests support the validity of consistent simulations of coarse to very coarse resolution models even in cases where the topography is represented using only 1-3 grid cells per floodplain cross sections. While it is expected that results of very coarse resolution will not match the accuracy of high resolution models for the reconstruction of flood wave dynamics, we posit that inundation extent and depths can be reasonably captured.
Results presented in
A significant advantage of the coarse resolution is the speed of the simulation and the computational efficiency. Table 1 shows the varying simulation computational performance with varying DTM resolutions. A summary of the main specifications of the different model set ups is provided with results also evaluating the total inundated area. The run time decreased from 37 min to 2.5 min using the same computer power (a regular workstation). Table 1 also includes the results of the measure-to-fit analysis with the F-index results. The visual comparison of simulated inundation depths is represented in Figures 7-9 . Figure 7 shows the differences between the simulated maximum floodplain flow depths at coarse (150 m) to very coarse (700 m) resolution compared to the reference model. The flood model resolution is maintained with no postprocessing here developed to show the visual effect of the varying resolutions. Figure 8 presents the spatial distribution of differences between floodplain maximum flow levels of the reference model compared to the upscaled flood simulation at different resolutions. Figure 9 shows the results of the simulated maximum flow depths from the reference 2D hydraulic model simulation for the entire study domain. Three insets are inserted into Figure 9 for zooming in on an upstream, central and downstream area of the model visualizing the comparison of simulated inundation depths for the different flood model resolutions. Note in Figures 8 and 9 the use of the postprocessing tool of
Step (iv) of the presented procedure for plotting high resolution simulated inundation maps. Figure 9 shows the results of the simulated maximum flow depths from the reference 2D hydraulic model simulation for the entire study domain. Three insets are inserted into Figure 9 for zooming in on an upstream, central and downstream area of the model visualizing the comparison of simulated inundation depths for the different flood model resolutions. Note in Figures 8 and 9 the use of the postprocessing tool of Step (iv) of the presented procedure for plotting high resolution simulated inundation maps. 
Discussion
This research investigated the development of very coarse resolution 2D inundation numerical models supporting large scale flood mapping. A procedure for interpolating floodplain terrain and bathymetric data is proposed and tested with the goal of producing consistent inundation models using coarse resolution floodplain topography and synthetic representation of channel morphology. Results were evaluated compared to validated reference 2D flood models quantifying performance 
This research investigated the development of very coarse resolution 2D inundation numerical models supporting large scale flood mapping. A procedure for interpolating floodplain terrain and bathymetric data is proposed and tested with the goal of producing consistent inundation models using coarse resolution floodplain topography and synthetic representation of channel morphology. Results were evaluated compared to validated reference 2D flood models quantifying performance metrics of running time and distributed inundation extents and depths of coarse (150 m) to very coarse (700 m) hydraulic model simulations.
The proposed floodplain terrain analysis procedure for creating coarse resolution 2D inundation models, that are able to consistently simulate the inundation extent at large scale, may be beneficial for flood risk management in multiple ways. Fast and reasonably accurate 2D flood simulations, running in seconds or minutes at large scales, pave the way for the use of 2D models in early warning systems that commonly use 1D models. Coarse inundation models are also needed for implementing cross-disciplinary applications where hydrodynamic models are coupled with climatic (e.g., Global Circulation Models (GCM)), landscape evolution or ecologic models.
This research contributes to the development of alternative cost-effective parsimonious flood modeling approaches that can produce consistent results using largely available data, considering that floodplain morphology, and channel bathymetry specifically, is in constant change and measurements cannot be afforded periodically, becoming a challenge for both gauged and ungauged basins [43] . Results show that naturally surveyed cross sections can be replaced by synthetic geometry cross sections of rectangular shape maintaining a correct representation of channel slope (i.e., thalweg profile) and channel conveyance (i.e., channel flow area). This result links this research with large scale flood hazard modeling based on the use of geomorphic laws or literature values for providing valid estimation of morphologic parameters (river/floodplain width, depth and flow area) associated to varying climatic, geomorphic and hydrologic regimes [20] [21] [22] .
This study also highlights the value of floodplain terrain analysis for processing high resolution DTMs to produce upscaled geometry for 2D inundation mapping. Flood model upscaling follows scaling principles that characterize inundation dynamics. The DTM scale (i.e., grid size resolution) shall be defined according to the scale of the simulated flood processes. A major river defining a large floodplain domain with flooding dynamics characterized by inundation widths and flow depths that are in the order of, respectively, kilometer (1-3 km) and meter (1-10 m) scale requires a proportional scale for the topographic and bathymetric representation. If this scaling principle is correctly applied, we argue that the loss of details in floodplain DTMs at coarser resolutions does not necessarily imply that simulated inundations will be affected by major errors. Fluvial bathymetry interpolation and floodplain terrain resampling, also using synthetic channel geometry, allow fast and accurate flood models (Figures 5 and 6 ). Nevertheless, we cannot neglect that floodplain interpolation are difficult to be automated, but semi-automatic procedures are needed that require flood modeler interpretation, calibration and validation, especially when converting natural to rectangular shape cross sections.
The proposed procedure still requires, in fact, manual processing work by the flood analyst. Therefore, results can be sensitive to errors, time consuming activities and to subjectivity impacting the replicability and generalization of results. The full automatization of this procedure, integrating an objective analysis of the proper scale and resolution, for creating upscaled inundation models require further investigations using geomorphological laws for estimating rectangular cross sections. Moreover, the behavior of different numerical scheme of 2D flood modeling and the development of an extended set of case studies in other climatic and morphologic settings characterize future work needed for the generalization of the proposed procedure.
Conclusions
In this paper, a procedure of floodplain terrain analysis was introduced for supporting the development of coarse resolution inundation models. The procedure was tested for the 120 km domain of the Tiber River in central Italy to evaluate the consistency of simulated inundation extent and depth distributions, derived from 2D hydraulic models applying different floodplain DTM resolutions, as compared to a reference flood model that was validated in previous studies. The main conclusive remarks of this research are as follows:
(1) The proposed floodplain terrain analysis procedure does not aim to replicate the performances of accurate high-resolution flood modeling that requires surveying of fluvial bathymetry and floodplain morphology. Flood hazard management for safe urban planning and risk mitigation requires detailed modeling of floodplain and urban features exposed to inundation risk. The aim of this research was to produce consistent coarse resolution flood models, running in seconds, for investigating applications where 2D inundation modeling is actually not used for its computational and data need burden. For example, this research may pave the way to the use of 2D inundation modeling in large scale real time emergency management operations or in the coupling of hydrodynamic models with climatic global circulation models, landscape evolution models or in continental ecologic modeling applications. 
