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Abstract
This paper considers the state transition of the stochastic Morris-Lecar neuronal model
driven by symmetric α-stable Le´vy noise. The considered system is bistable: a stable fixed
point (resting state) and a stable limit cycle (oscillating state), and there is an unstable limit
cycle (borderline state) between them. Small disturbances may cause a transition between
the two stable states, thus a deterministic quantity, namely the maximal likely trajectory, is
used to analyze the transition phenomena in non-Gaussian stochastic environment. According
to the numerical experiment, we find that smaller jumps of the Le´vy motion and smaller
noise intensity can promote such transition from the sustained oscillating state to the resting
state. It also can be seen that larger jumps of the Le´vy motion and higher noise intensity are
conducive for the transition from the borderline state to the sustained oscillating state. As a
comparison, Brownian motion is also taken into account. The results show that whether it is
the oscillating state or the borderline state, the system disturbed by Brownian motion will be
transferred to the resting state under the selected noise intensity.
Keywords: State transition; State selection; Morris-Lecar model; Non-Gaussian Le´vy
noise; Maximal likely trajectory.
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1 Introduction
Recent studies have shown that neuroelectrophysiological activities contain complex nonlinear dy-
namic behaviors [1]. It is impossible to fully explain the various phenomena in neuroscience by
simply using traditional linear viewpoints and statistical methods, and the simple description of
the experimental results can not meet the requirements of quantitative analysis for neuroscience.
Therefore, based on a large amount of experimental data, it is important to apply nonlinear dy-
namics and mathematical methods to model and analyze neuronal systems, which promotes the
development of computational neuroscience. Computational neuroscience is established on the ba-
sis of biology and build mathematical model based on biological knowledge, and simulation results
are obtained through numerical simulation, so as to study biological physiological characteristics.
The advances in computational neuroscience could bring humans closer to preventing or alleviating
diseases like Parkinson’s and depression [2].
In the study of neuroscience, it is a remarkable fact that neurons live in a noisy environment and
are affected by various noises [3]. It is inevitable to consider the interference of noise when studying
some behaviors of neurons. The sources of noise include random opening and closing of ion channels,
and depolarization and hyperpolariations bursts caused by spontaneous release of neurotransmitters.
In medicine, research on the treatment of diseases such as epilepsy and Parkinson by applying
external electric field stimulation to the human body is increasing. Therefore, it is necessary to
take neuron model as the research object, and accurate mathematical model obtained by adding
noise terms is the key to the study of neuronal system problems. There is a lot of research on the
neural model under the influence of noise, mostly focusing on Gaussian white noise [4–8]. For the
non-Gaussian Le´vy noise which is more extensive than Gaussian noise, developments in the related
stochastic neuronal system [9–11] are relatively small. It is noteworthy that recent empirical research
has shown that the probability distribution of anomalous (high amplitude) neural oscillations has
heavier tail than the standard normal distribution [12]. Therefore, Le´vy motion is well suited to
modelling such kind of noise.
The existing research shows that noise can cause various phenomena in dynamical systems [13],
such as stochastic resonance [14–16], chaos [17–19] and state transitions [20–22]. Especially, the
phenomena of noise induced state transitions in neuronal systems are widely found [23–25]. So we
focus our attention in this paper on the state transition of the stochastic Morris-Lecar neuron model
described by a dynamical system driven by the symmetric α-stable Le´vy noise. The Morris-Lecar
model is a two-dimensional biological neuron model used to reproduce various oscillatory behaviors
associated with Ca2+ and K+ conductance in giant barnacle muscle fibers [26]. This model is
simple in form, low in order, and comprehensively reflects the various characteristics of neurons.
It plays an increasingly important role in the field of neuroscience. So much attention has been
payed on deterministic or stochastic Morris-Lecar model [27–29]. In [26], the authors showed that
the stochastic Morris-Lecar neuron can be approximated by a two-dimensional Ornstein-Uhlenbeck
(OU) modulation of a constant circular motion in a neighborhood of its stable point. In [30], a
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stochastic interpretation of spontaneous action potential initiation was developed for the Morris-
Lecar equations. However, related research on the effects of non-Gaussian Le´vy noise on the Morris-
Lecar model is relatively rare.
The deterministic Morris-Lecar model is represented by the following second-order system:
dvt =
1
C
[−gCam∞(vt)(vt − VCa)− gKwt(vt − VK)− gL(vt − VL) + I]dt, (1.1)
dwt = ϕ
w∞(vt)− wt
τw(vt)
dt, (1.2)
where
m∞(v) = 0.5[1 + tanh(
v − V1
V2
)], (1.3)
w∞(v) = 0.5[1 + tanh(
v − V3
V4
)], (1.4)
τw(v) = [cosh(
v − V3
2V4
)]−1. (1.5)
Here, the variable vt represents the membrane potential, wt is a recovery variable, which represents
the evolution of the potassium ion channel open probability. The parameter C is the membrane
capacitance, ϕ represents the change between the fast and slow scales of neurons. The parameters
gCa, gK , gL are the maximum conductance of calcium, potassium and leakage current channels,
respectively. And VCa, VK , VL are the reversal potential of the above channels, respectively. The
parameter I represents the total synaptic input current from the environment, m∞ and w∞ are the
steady-state values of the opening probability of Ca2+ channel and K+ channel, respectively. The
parameters V1, V2, V3, and V4 are parameters chosen to fit voltage-clamp data.
Figure 1 shows the phase portrait of the deterministic Morris-Lecar model, where the parameters
are shown below the figure. It follows from the Figure 1 that the Morris-Lecar model is bistable,
there exist both a unique stable fixed point and a stable limit cycle (the big limit cycle in Figure
1). Also, it is worth noting that there also exists an unstable periodic solution (the small limit
cycle in Figure 1). This trajectory separates those initial conditions that approach the stable fixed
point from those that approach the big stable limit cycle. The stable limit cycle corresponds to
the sustained oscillating state of neuronal system described by the Morris-Lecar model, while the
unique fixed point corresponds to the resting state of the neuron.
In this paper, our main consideration is whether the Morris-Lecar model will have state transition
between oscillating state and resting state, under the influence of non-Gaussian Le´vy noise. This
phenomenon is considered from two aspects:
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1) Whether the solution trajectory starting from the stable limit cycle will enter the attraction
basin (ie, the green area) of the stable point under the interference of Le´vy noise. In other words,
does the Le´vy noise cause the Morris-Lecar system to shift from the sustained oscillating state to
the resting state?
2) Which attraction basin does the solution trajectory starting from the unstable periodic so-
lution (borderline state) will enter under the interference of Le´vy noise? The sustained oscillating
state or the resting state? That is to say which state will the borderline state under the influence
of non-Gaussian noise become?
Dynamical system theory provides a powerful tool for analyzing deterministic systems of non-
linear differential equations, including related models of neuroscience [31,32]. In these theories, the
solution is regarded as a curve in phase space, and the dynamic behavior of the model is studied
by exploring various geometric structures of the solution. To investigate the behavior of the trajec-
tories in stochastic environment, an indicator should be introduced: the maximal likely trajectory.
Then we will use it to explore the state transition behavior of the Morris-Lecar model under the
interference of Le´vy noise as well as Brownain noise.
This paper is organized as follows: in Section 2, the stochastic Morris-Lecar model driven by
symmetric α-stable Le´vy noise is presented. In Section 3, we present the method that calculats the
maximal likely trajectory and the probability density function diagram. In Section 4, the effects
of Le´vy motion index and noise intensity on the maximal likely trajectories have been displayed.
Finally, main conclusions are summarized in Section 5.
2 The Stochastic Model
Our purpose in this work is to analyze the state transition of the stochastic Morris-Lecar model.
Inspired by [29], the perturbations are represented by a non-Gaussian Le´vy noise current added to
the membrane voltage. The dynamics of the Morris-Lecar model driven by such a stimulation is
described by the following stochastic differential equations:
dvt =
1
C
[−gCam∞(vt)(vt − VCa)− gKwt(vt − VK)− gL(vt − VL) + I]dt+ σdL
α
t ,
dwt = ϕ
w∞(vt)− wt
τw(vt)
dt,
(2.1)
where Lαt is symmetric α-stable Le´vy motions, and σ is nonnegative noise intensity. The Le´vy
motion, as an appropriate model for non-Gaussian processes with jumps [33,34], has the properties
of stationary and independent increments as Brownian motion. It is worth mentioning that the
distribution for a stable random variable is denoted as Sα(δ, β, γ), here α is called the Le´vy motion
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Figure 1: Dynamical landscape of the Morris-Lecar model. One stable state (red point) is a spiral
sink which coexists with a limit cycle, the other stable state is the big stable limit cycle (blue). The
unstable limit cycle (green curve) separates those initial conditions that approach the stable fixed
point from those that approach the big stable limit cycle. The arrow indicates the direction of the
limit cycle. The parameter values for the type II excitability of ML model are: C = 20 µF/cm2,
VCa = 120mV , VK = −84 mV , VL = −60 mV , gCa = 4.4 µS/cm
2, gK = 8 µS/cm
2, gL = 2 µS/cm
2,
V1 = −1.2 mV , V2 = 18 mV , V3 = 2 mV , V4 = 30 mV and ϕ = 0.04, I = 92 µA/cm
2.
index (non-Gaussianity index), δ is the scale parameter, β is the skewness, and γ is the shift. The
following is the definition of a symmetric α-stable Le´vy motion.
A α-stable Le´vy motion Lαt , with 0 < α < 2, is a stochastic process with the following properties
[35, 36]:
(i) Lα0=0, almost surely (a.s);
(ii) Lαt has independent increments;
(iii) Lαt − L
α
s ∼ Sα((t− s)
1
α , 0, 0);
(iv) Lαt has stochastically continuous sample paths: for every s, L
α
t → L
α
s in probability, as
t→ s.
When α is close to 0, α-stable Le´vy motion has larger jumps with lower jump probabilities, while
it has smaller jumps with higher jump frequencies for 1 < α < 2. Moreover, the jump measure is
defined as follows [33, 37]:
να =
Cαdy
|y|1+α
. (2.2)
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For 0 < α < 2, the following tail estimate holds [37]:
lim
y→∞
yαP(Lαt > y) = Cα
1 + β
2
σα, (2.3)
where Cα is a positive constant. Unlike Brownian motion’s tail estimate which decays exponentially,
this estimate indicates that Le´vy motion Lαt has a “heavy tail” which decays polynomially.
3 The method
In deterministic dynamical systems, the relevant dynamical behavior of the model can be predicted
by studying the geometry of the solution in the phase space. While, for stochastic dynamic systems,
the maximal likely trajectory as a connecting tool extends the phase portrait concept of deterministic
dynamical systems to stochastic dynamical systems. Therefore, it can help us explore some dynamic
behaviors of the Morris-Lecar system under the influence of non-Gaussian Le´vy noise.
Using the method of maximal likely trajectory to explore the impact of Le´vy noise on the
stochastic dynamical system has achieved some results. The stochastic pitchfork bifurcation for a
system under multiplicative stable Le´vy noise by the maximal likely trajectory is studied in [38].
Similarly, this indicator is also used in gene regulatory systems under stable Le´vy noise [39]. The
definition of the maximal likely trajectory is as follows:
The maximal likely trajectory [36]: we consider the solution St of a stochastic dynamical system
starting at the initial points s0 in the state space R
n. At a given time instant t, the maximizer sm(t)
for p(s, t) which is the probability density function of the solution St indicates the most probable
location of this trajectory at time t. The trajectory traced out by sm(t) is called the maximal likely
trajectory starting at s0. In our case, the state space R
n is R2.
In order to describe the state transition in the stochastic Morris-Lecar system by the maxi-
mal likely trajectory, the first step is to solve the corresponding nonlocal Fokker-Planck equation.
Generally speaking, like (2.1), the two-dimension stochastic differential equation has the following
form:
dvt = f1(vt, wt)dt+ σdL
α
t ,
dwt = f2(vt, wt)dt.
The Fokker-Planck equation of this system is:
pt(v, w, t) = −(f1p)v − (f2p)w + σ
α
∫
R\{0}
[p(v + v′, w, t)− p(v, w, t)]να(dv
′). (3.1)
with the initial conditionp(v, w, 0) = δ(v − v0, w − w0).
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In this paper, we adopt the finite difference method proposed in [40] to discretize the Fokker-
Planck equation for a numerical simulation. In the following, we present the numerical algorithms
the case of D = (a; b) × (c; d) with the natural boundary condition. In this case, we can simplify
equation (3.1) as:
pt(v, w, t) =− (f1p)v − (f2p)w + σ
α
1Cα
∫ b−w
a−v
p(v+v′, w, t)−p(v, w, t)
|v′|1+α
dv′,
for (v, w) ∈ D; and p(v, w, t) = 0 for (v, w) /∈ D.
Set x = 2
b−a
(v−a)−1, y = 2
d−c
(w−c)−1, p( b−a
2
x− a−b
2
, d−c
2
y− c−d
2
, t) = P (x, y, t), i.e., v = b−a
2
x− a−b
2
,
w = d−c
2
y− c−d
2
, then we get
Pt(x, y, t) =−
2
b− a
(f1P )x −
2
d− c
(f2P )y
+ Cα(
2σ1
b−a
)α
∫
1−x
−1−x
P (x+x′, s, t)−P (x, y, t)
|x′|1+α
dx′, (3.2)
for (x, y) ∈ D′ = (−1, 1)× (−1, 1); P (x, y, t) = 0, (x, y) /∈ D′.
Then, we use a numerical method to discretize the nonlocal Fokker-Planck equation (3.2). We
divide the interval [−2, 2]× [−2, 2] in space into (4J)2 sub-intervals and define xi = ih, yj = jh for
−2J ≤ i, j ≤ 2J , h = 1/J . Denoting the numerical solution of P at (xi, yj, t) by Pi, j, we obtain
the semi-discrete equation:
dPi,j
dt
=Chx
Pi−1,j − 2Pi,j + Pi+1,j
h2
−
2
b− a
[(f1P )
+
x,i + (f1P )
−
x,i]−
2
d− c
[(f2P )
+
y,j + (f2P )
−
y,j]
+ (
2σ1
b− a
)αCαh
J−i∑
k1=−J−i,k1 6=0
′′Pi+k1,j − Pi,j
|xk1|
1+α
(3.3)
where 0 < α < 2, i, j = −J + 1, · · · ,−2,−1, 0, 1, 2, · · · , J − 1, Chx= −(
2σ1
b−a
)αCαζ(α− 1)h
2−α are
constants, ζ is the Riemann zeta function, the superscripts ± denote the global Lax-Friedrichs
flux splitting defined as (fkP )
±
i,j =
1
2
(fkPi,j ± αkPi,j) with αk = max |fk(x, y)|, k = 1, 2. The
summation symbol
∑
′′ means that the quantities corresponding to the two end summation indices
are multiplied by 1/2.
When Lαt is replaced by Brownian motion Bt, the equation becomes
pt(v, w, t) = −(f1p)v − (f2p)w +
σ2
2
pvv. (3.4)
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(a) t = 1 (b) t = 20
(c) t = 70 (d) t = 100
Figure 2: The probability density function of the stochastic Morris-Lecar model driven by Le´vy
noise in the selected region at different time with Le´vy motion index α = 0.5 and noise intensity
σ = 0.25. The initial point is (−32.7, 0.4578). (a)-(d) shows the representative probability density
function images of t = 1, t = 20, t = 70 and t = 100, respectively.
For the stochastic differential equations driven by Le´vy process, the corresponding Fokker-Planck
equation includes a non-local term, namely the fractional Laplacian term, which quanifies the effects
of non-Gaussian. Since the equation (3.1) satisfies the condition of the theorem in [41], the equation
(3.1) under consideration has a weak Lp solution. It is known that the analytic solutions for this
kind of Fokker-Planck equations are difficult to obtain, even if the system is very simple. Therefore,
for such non-local partial differential equations, we only consider numerical solutions.
In our case, the region D = (−60, 40) × (0, 0.6) is chosen to compute the probability density
function. Figure 2 shows the probability density function graph of the trajectory starting from
the point (−32.7, 0.4578) at four fixed time. The initial point is on the big stable limit cycle and
the Le´vy motion index α = 0.5 and noise intensity σ = 0.25. The dark red region in Figure 2
represents the maximum value of the probability density function at that moment. At time t = 1,
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the maximum value of the probability density function still gathers near the initial point. Then at
t = 20, the maximum value of the probability density function moves along the limit cycle. The
maximum value along the trajectory of the limit cycle is more clearly revealed from the figure of
t = 70 and t = 100. Obviously, the red area goes along the big stable limit cycle as time goes by.
It shows that under this Le´vy motion index and noise intensity, the solution trajectory from this
initial point does not change its state, and the system continues to maintain sustained oscillation.
Only during these four fixed times, we can’t judge whether the Le´vy noise in this case can cause
the system to transfer state by the deadline of t = 100. What we need is to observe the change
in the maximum value of the probability density function in continuous time, that is the maximal
likely trajectory.
4 Result
Figure 3 presents several maximal likely trajectories starting from four initial points with different
Le´vy motion index and same noise intensity. Two initial points are on the stable limit cycle and
the other two initial points are on the unstable limit cycle. For convenience of comparison, there
are two kinds of Le´vy motion index with same noise intensity σ = 0.25, one is α = 0.5 , the other
is α = 1.5. The following summarizes the results of the comparison:
1, By comparing Figures 3 (a) with (b), we can see that under the same noise condition, the state
of the two solution trajectories starting from the stable limit cycle has not changed, the maximal
likely trajectories are still on the stable limit cycle in the time interval [0,100]. At the same time,
the stable limit cycle attracts the solution trajectories starting from the boundary. That is to say,
under the interference of such noise conditions (α = 0.5, σ = 0.25), the system continues oscillating
without state transition. While the borderline state of the system becomes the sustained oscillating
state.
2, By comparing Figures 3 (c) with (d), the opposite conclusion can be obtained to the above.
The state of the two solution trajectories starting from the stable limit cycle has changed. And the
two maximal likely trajectories enter the attraction basin of the stable fixed point. This indicates
that the noise under this condition induces the Morris-Lecar system to occur a state transition.
Similarly, the fixed point attracts the two maximal likely trajectories starting from the unstable
limit cycle. That is to say, under the interference of such noise conditions (α = 1.5, σ = 0.25),
the system changes from the sustained oscillating state to the resting state, and a state transition
occurs. Similarly, the borderline state of the system also changes to the resting state under the
disturbance of noise.
3, By comparing Figures 3 (a) with (c), it is clear to find that under the same initial point and
noise intensity conditions, different Le´vy motion index lead to completely different phenomenon
of the two maximal likely trajectories. When α = 0.5 (≤ 1) the noise does not change the state
behavior of the two maximal likely trajectories (the system remains in sustained oscillating state),
9
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Figure 3: The maximal likely trajectories starting from different initial points in two dimensional
plane. (a)The two initial points (-32.7,0.4578) and (7.459,0.5004) are on the stable limit cycle, the
stochastic Morris-Lecar model with Le´vy motion index α = 0.5 and noise intensity σ = 0.25. (b)The
two initial points (-22.73, 0.174) and (-31.27,0.15) are on the unstable limit cycles, the stochastic
Morris-Lecar model with Le´vy motion index α = 0.5 and noise intensity σ = 0.25. (c)The two initial
points (-32.7,0.4578) and (7.459,0.5004) are on the stable limit cycle, the stochastic Morris-Lecar
model with Le´vy motion index α = 1.5 and noise intensity σ = 0.25. (d) The two initial points
(-22.73, 0.174) and (-31.27,0.15) are on the unstable limit cycles, the stochastic Morris-Lecar model
with Le´vy motion index α = 1.5 and noise intensity σ = 0.25. The deadline is t = 100.
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but when α = 1.5 (≥ 1), the two maximal likely trajectories change the oscillating state under the
interference of Le´vy noise and enter the resting state.
4, By comparing Figures 3 (b) with (d), under the same initial point and noise intensity condi-
tions, the two maximal likely trajectories starting from the small unstable limit cycle are similar to
the case 3 and are attracted by the stable limit cycle when α = 0.5 (≤ 1). That means the system
changes from the borderline state to the oscillating state. While when α = 1.5 (≥ 1), the two
maximal likely trajectories are attracted by the stable point and the system becomes the resting
state.
From what has been discussed above, two issues are worth paying attention to: under what noise
conditions, the system will change from the oscillating state to the resting state. Which is more
attractive for the most likely trajectory starting from the borderline state, the oscillating state or
the resting state? Figure 4 and Figure 5 answer the two questions.
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Figure 4: Influence of Le´vy motion index α and noise intensity σ on the state transition of two
maximal likely trajectories. The initial points are (-32.7,0.4578) and (7.459,0.5004) on the stable
limit cycle. If the two maximal likely trajectories do not enter the basin of the stable point (equilib-
rium) at the corresponding Le´vy motion index and noise intensity, we mark the point with a green
circle “o”. If the two maximal likely trajectories enter the basin of the stable point (equilibrium),
we mark the point with red “x”. If one maximal likely trajectory enters the basin of the stable
point (equilibrium), the other does not, we mark the point blue “+”. As a comparison with the
Le´vy situation, the independent Brownian motion Bt is considered (corresponds to α = 2). The
deadline is t = 100.
Figure 4 and Figure 5 present a summary of the behaviors of the four maximal likely trajectories
under different Le´vy motion index and noise intensities. The difference between Figure 4 and Figure
5 is that the initial point is different. The starting point of Figure 4 is on the big stable limit cycle,
this means that the Morris-Lecar system is in the oscillating state. And the corresponding starting
11
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Figure 5: Influence of Le´vy motion index α and noise intensity σ on the state transition of two
maximal likely trajectories. The initial points are (-22.73,0.174) and (-31.27,0.15) on the small
unstable limit cycle. If the two maximal likely trajectories do not enter the basin of the stable point
(equilibrium) at the corresponding Le´vy motion index and noise intensity (which means the two
maximal likely trajectories attracted by the big stable limit cycle), we mark the point with a green
circle “o”. If the two maximal likely trajectories enter the basin of the stable point (equilibrium),
we mark the point with red “x”. Similarly, if one maximal likely trajectory enters the basin of the
stable point (equilibrium), the other does not, we mark the point blue “+”. As a comparison with
the Le´vy situation, the independent Brownian motion Bt is considered (corresponds to α = 2).The
deadline is t = 100.
point of Figure 5 is on the small unstable limit cycle, this means the Morris-Lecar system is in the
borderline state.
From Figure 4, it can be seen that when α = 1, the state of the maximal likely trajectories
starting from the stable limit cycle begins to change (the critical case is α = 1). When the noise
intensity σ = 0.25, the sustained oscillating state is changed by the interference of noise when
α ≥ 1. As the noise intensity increases, the Le´vy noise with larger α can change the sustained
oscillating state into the resting state. Similar phenomena also occur in the two maximal likely
trajectories starting from the unstable limit cycle. From Figure 5, unlike the other two maximal
likely trajectories starting on the big stable limit cycle, the two maximal likely trajectories are
attracted by the stable point when α = 1.25, so the turning point is α = 1.25 . Similarly, when
the noise intensity σ = 0.25, the state of the two maximal likely trajectories eventually enter the
resting state when α ≥ 1.25. As the noise intensity increases, the larger α is needed to make the
borderline state change to the resting state.
It is worth noting that the Brownian case (α = 2) presents a phenomenon that is completely
different from the non-Gaussian Le´vy case. Under the four selected noise intensities conditions,
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the four maximal likely trajectories are all attracted by the stable points and this system enter the
resting state.
It is known that abnormal discharges in the brain may cause seizures and hypoxia in the brain,
resulting in a series of adverse reactions. Sustained oscillation may correspond to abnormal discharge
behavior. In this paper, we consider the effect of Le´vy noise on the discharge behavior of neuronal
system (transition between two states), this is of great significance for us to fully understand some
characteristics of isolated neurons.
5 Conclusion
We have analyzed the state transition of the Morris-Lecar neural model perturbed by a symmetric
α-stable Le´vy noise (non-Gaussian noise). A new perspective has been provided to describe two
state transitions: one is from the oscillating state to the resting state and the other one is state
selection of trajectories starting from the borderline state, by means of the maximal likely trajectory.
The effects of the Le´vy motion index α and the noise intensity σ on the state of the the maximal
likely trajectories have been presented by numerical simulations. We found that smaller jumps of
the Le´vy motion and relatively smaller noise intensity are conducive to the state transition of the
Morris-Lecar neural model from the oscillating state to the resting state, while higher noise intensity
and larger jumps of the Le´vy motion promote the system from the borderline state change to the
oscillating state.
Moreover, Brownian motion has been considered in comparison. Compared with the Le´vy case,
the continuous Brownian motion showed a great difference when the noise intensity is fixed: under
the four fixed noise intensity we select, the system disturbed by Brownian noise enter into the resting
state whether it is in the state of oscillation or in the state of boundary. In fact, the maximal likely
trajectory approach allow us to capture the primary statistical features and geometric behaviors of
the solution trajectories in the stochastic Morris-Lecar neural model.
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