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In this paper, we present a sufficient condition for the differentiable optimal solu- 
tion for a problem proposed by R. Bellman [Bull. Amer. Math. Sot. 76 (1970), 
9711: given a continuous kernel K(x, y) detined on Ix I, I= [a, b], find a pair of 
continuous functions f and g such that f(x) + g(y) > K(x, y) on Ix I and j, (f + g) 
is minimum. More precisely, we prove that if K is of class CC*’ and K,, does not 
change sign on Ix I then Bellman’s problem has a unique dilferentiabie solution 
which can be found by integrating a pair of differential equations. p‘ 1992 Academic 
Press. Inc. 
INTRODUCTION 
In the paper, we present a sufficient condition for the differentiable solu- 
tion of a problem proposed by Bellman in 1970 [ 11. Bellman’s problem is 
to find two continuous functions f and g defined on I= [a, b] such that 
f(x) + g(Y) 2 K(x, Y) on IxI (1) 
for a given continuous kernel K(x, y) and 
F(J g) = 1, (f + g) is minimum. (2) 
A pair (f, g) is called an admissible pair on Ix I iff (f, g) is a pair of con- 
tinuous function which satisfies the constraint (1). An admissible pair on 
Ix I which minimizes the functional F is called a minimal pair on Ix I. It 
is clear that if (f, g) is a minimal pair then (f+ c, g - c) is also a minimal 
pair for any constant c. Thus, we cannot hope for a uniqueness theorem 
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unless the minimal pair is normalized. We normalize (f, g) by requiring 
that 
s s If= /. (3) 
We observe that by adding c = (1/2(b - a)) fI (g -f) to S and subtracting 
this constant from g, any minimal pair (f, g) can be normalized. 
In [3] we defined the operators T, and T2 as 
(T,f)(y) = sup @KG Y) -S(x)) 
XEI 
and 
(TJ)(x) = sup V(x, Y) -KY)). YEI 
A pair (f, g) is called a stationary pair on Z iff f = T2 g and g = T, f on 
Z. It is clear that if K is a symmetric function then T1 = T2 = T and, in this 
case, (f,f) is a stationary pair iff f is a fixed point of T. 
A NECESSARY CONDITION, AN ALGORITHM, AND OTHER RESULTS 
In this section, we recall some previous results obtained in the study of 
Bellman’s problem, Chattopadhyay [2] observed that if (f, g) is a minimal 
pair then (J; g) is a stationary pair and proposed the following algorithm 
for computing the solution of the problem: 
Start with an admissible pair (fO, go) and construct the sequence 
(L+lygn+l)y given by 
(4) 
If K is a symmetric kernel this iterative scheme becomes: 
Start with an admissible pair (f&&) and construct the sequence {f,, i >, 
given by 
L+I =+(f,+ TM. (5) 
The following theorem is also a result due to Chattopadhyay [2, 31. 
THEOREM 1. The sequence { (.A g,) > constructed by the above iterative 
scheme is a decreasing sequence of admissible pair which converges to a 
stationary pair. 
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In this point we recall the following theorem given in [3]. 
THEOREM 2. If K is a symmetric function and fK(x, x) is a fixed point 
of K then it is the unique fixed point of T. 
Therefore, under the hypothesis of Theorem 2, any sequence constructed 
by Chattopadhyay’s algorithm with symmetric starting data will be con- 
vergent to that unique fixed point of T. This is the case for the kernel 
K(x, y) = xy. However, a change of sign in this kernel makes a totally dif- 
ferent problem. In fact, if K(x, y) = -xy, I= [0, 11, then the operator T 
has infinitely many fixed points [3,4]. Some of these fixed points are 0, 
I 
z- X, $x2--x+ 4. Hence, for the kernel K(x, y)= -xy, I= [0, 11, 
Chattopadhyay’s algorithm is almost certain to converge to one of an 
infinitude of nonminimal fixed points. In the next section we prove a 
theorem which gives the solution to the Bellman’s problem when K is of 
class C(‘) and K.XY does not change sign on Ix I. This is the case for the 
kernel K(x, y) = -xy. 
A SUFFICIENT CONDITION AND EXAMPLES 
The next theorem is a slight variation of Theorems 6 and 8 given in [3]. 
Before stating the theorem, we recall the notion of a basic decomposition 
of K. We say that a kernel K(x, y), XE [a, 61, y E [c, d] admits a basic 
decomposition along the diagonal y = p(x) of the rectangle [a, b] x [c, d] 
iff there exists an admissible pair (f, g) on [a, h] x [c, d] such that 
for all x E [a, b]. 
f(x)+gMx))=K(x, P(X)) (6) 
THEOREM 3. Suppose K is differentiable and admits a basic decomposi- 
tion along the diagonal y = p(x) given by the differentiable pair (A g). Then, 
(a) (f, g) is the unique differentiable minimal pair for the functional 
(7) 
(b) f’(x) = KAx, P(X)) and 
g’(y)=f$W’(~)>~). (8) 
Proof. Let (p, q) be an admissible pair on [a, b] x [c, d]. Then, 
P(X) + 4@(x)) 2 K(x, P(X)) 
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From this inequality and (6) it follows that F(p, q) 2 F(f, g). This shows 
that (f, g) is a minimal pair for the functional F and jf: K(x, p(x)) dx is the 
minimum value of F. If (p, q) is any admissible pair for which F(p, q) = 
si K(x, p(x)) dx then Ji (p(x) + q(x)) - K(x, p(x))) dx = 0 and since (p, q) 
is admissible, the integrand is continuous and nonnegative, and hence 
(p, q) gives a basic decomposition of K. The uniqueness, among differen- 
tiable pairs, follows from (b), which we now prove. From f(x) + g(x) 2 
K(x, y) we subtractf(x) + g@(x)) = K(x, p(x)) to obtain g(y) - g@(x)) 2 
K(x, y) - K(x, p(x)). Fix x and let y > x. Then 
g(y) - gtdx)) > Ktx, Y) - Ktx, P(X)) 
Y-P(X) ’ Y -P(X) 
and taking the limit as y tends to p(x), we have 
lim g(y)- g”(x)) > K (x p(x)) 
Y 1 P(X) y-p(x) ’ y ’ . 
Similarly if y < p(x) then dividing by y -p(x) gives the reverse inequality 
and in the limit as y tends to p(x), we have 
lim gty) - gtptx)) < K (x p(x)). 
Ytdx) Y-P(X) Y ’ 
This shows that if g is differentiable at the point p(x), we must have 
g’(h)) = K,(x, P(X)). 
Hence, g’(y) = K,(P-‘(Y), Y). 
A similar argument shows that iff is differentiable at x, 
f’(x) = JLtx, P(X)). 
The constants of integration are found by the normalization condition and 
the condition f(x) + g(p(x)) = K(x, p(x)). Thus if a differentiable basic 
decomposition of K exists, it is unique and can be found by integrating the 
given expressions for f' and g’. 
The next theorem gives a sufficient condition for a differentiable basic 
decomposition of K. We need the following definition. 
DEFINITION. Let R be a set on which the second partial derivative Kxy 
is defined. If 
(i) K,.. > 0 on R and K,,(x,, yO) > 0 for some (x,, y,,) in R, or 
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(ii) K, < 0 on R and Kxy(xO, yO) < 0 for some (x,, y,) in R, we say 
that K,,. does not change sign on R. 
We observe that if K,, is identically zero then K(x, y) =f(x) + g(y) for 
some functions f(x) and g(y), and then the solution for the Bellman’s 
problem is trivially given by the pair (J g). 
THEOREM 4. Suppose that K is of class C”’ on some open set Q, 
[a, b] x [c, d] <Q, and suppose that K,,. does not change sign on 
[a, b] x [c, d]. Let y=p(x) be the diagonal’of [a, b] x [c, d] whose slope 
has the same sign as K,,(x,, y,). Then, K admits a differentiable basic 
decomposition along the diagonal y = p(x). 
Proof Let (A g) be the pair defined by (6) and (8). To prove the 
theorem, we must show that (f, g) is an admissible pair on [a, h] x [c, d]. 
Let 
D(x,~)=K(x,y)-f(x)-g(.~). (9) 
We have, 
By the mean value theorem, we obtain 
D&x, Y) = K,Ut YNX - P-‘(Y)), (10) 
for some 8 in the interval defined by x and p -l(y). By (6), D(x, p(x)) = 0. 
Let x be fixed. By hypothesis on K,,. we have 
6) Kx.” 20 on [a, 61 x Cc, dl and K.,,(.xo, yo) > 0 for some (x0, .vo) 
in [a, b] x [c, d], or 
(ii) K,, GO on [a, b] x [c, d] and K,Y,(xo, yO) < 0 for some (x,,, yO) 
in [a, b] x [c, d]. 
If (i) then the slope of y= p(x) is positive and hence (x-p- ‘(y)) is 
positive for y < p(x) and negative for y > p(x). 
If (ii) then the slope of the diagonal is negative and (x-p ‘(y)) is 
negative for y <p(x) and positive for y > p(x). It follows from (10) that 
D(x, y) is nondecreasing for y <p(x) and nonincreasing for y > p(x). 
Therefore, D(x, y) d 0 on [a, b] x [c, d], that is, f(x) + g(y) 2 K(x, y) on 
[a, b] x [c, d]. This completes the proof of Theorem 4. 
We summarize the results of this section in the following theorem. 
THEOREM 5. Suppose that K is of class C’*’ on some open set 52, 
[a, b] x [c, d] <Q, and suppose that K,, does not change sign on 
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[a, b] x [c, d]. Let y = p(x) be the diagonal of [a, b] x [c, d] whose slope 
has the same sign as KJx,, yO). Then, there is a unique differentiable 
minimal pair (f, g) for the functional. 
~(f, g) =jbfb) dx+ z jcddL.) dy (11) 
a 
and it is found by integrating 
f’(x) = K,(x> P(X)), g’(y)=Ky(p-‘(~)~~) (12) 
and choosing the constants of integration so that 
f(x) + &4x)) = W> P(X)) (13) 
Now, we apply Theorem 5 to some examples. 
(1) K(x,y)=xey on [0, l]x[O, 11. Since KXy(x,y)=eY>O, the 
minimal pair (f, g) is given by (12) with y = p(x) =x, 
f’(x) = K,.(x, x) = eX 
g’(y) = K,(Y, Y) = yeY. 
From these equations, f(x) = ex + c, and g(y) = yeY - eY + c2. The 
constants of integration are chosen using (13) to get ci + c2 = 0. Using this 
equation and the normalization condition (3), we obtain c, = -c2 = 
(3 - 2e)/2. 
(2) K(x, y)= -xy on [0, l] x [0, 11. In this example, K,,= -1. 
Then the normalized minimal pair is of the form (f,f), where f is given by 
(12) with y = p(x) = 1 -x, 
Thus, 
f’(x)=K,(x, 1 -x)=x- 1 
f(x)=;x*-x++. 
The constant c is found by the condition that 
f(x) + f (1 - x) = K(x, 1 -x). 
This gives c = $. Hence, f(x) = fx” -x + i. 
(3) K(x, y) = 1 y - xl3 on [0, l] x [0, 11. We observe that this kernel 
is only twice differentiable along the line y = x. We have K,,(x, y)= 
- 6 [ y - xl. Then, the solution to the Bellman’s problem for this kernel can 
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be obtained also by using the preceding theorem with p(x) = 1 -x. This 
gives 
f(x) = g(x) = ; 11 - 2x13. 
Finally, we present an example which shows that the condition "K,,. does 
not change sign on [a, b] x [c, d]” is not a necessary condition for a 
differentiable basic decomposition of K. 
(4) K(x, y) = (x- y- 5)’ on [0, l] x [0, 11. This kernel admits a 
basic decomposition along the diagonal y = x given by the pair (A g), 
j’(x) = fx - ft and g(y) = - f y + $. In fact, it is clear that f(x) + g(x) = 
K(x, x) and K(x,y)-f(x)- g(y)= (x- y)’ (x-y- I)<0 on the square 
[0, l] x [0, 11. But, K,,<O on the points (x, y) in the square for which 
x-y>$ and K,,>O if x-y<+. 
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