Abstract-The performance of Kimemia and Gershwin's hierarchical microprocessors. At each of these machines electronic composcheduling scheme for flexible manufacturing systems, as enhanced by nents are inserted into the card. Each type of card goes to a Gershwin, Akella, and Choong, is described. This method calculates times at which to dispatch parts into a system in a way that limits the disruptive effects of such disturbances as machine failures. Simulation any machine depends on the number and type of components results based on a detailed model of an IBM printed circuit card assembly that are inserted. If a machine is busy or otherwise unavailfacility are presented. Comparisons are made with other policies and the able, the workholders are stored in a buffer near the machine.
any machine depends on the number and type of components results based on a detailed model of an IBM printed circuit card assembly that are inserted. If a machine is busy or otherwise unavailfacility are presented. Comparisons are made with other policies and the able, the workholders are stored in a buffer near the machine.
hierarchical policy is shown to be superior.
In an FMS, individual part movements are practical because of the automated transportation system. The time required to change a machine from doing one operation to doing another IN THIS REPORT we discuss the performance of the (the setup or changeover time) is small in comparison with hierarchical production scheduling policy of Kimemia [4] operation times. These features enable the FMS to rapidly and Kimemia and Gershwin [5] as it has been enhanced by redistribute its capacity between different parts. This flexibilsGershwin, Akella, and Choong [2] . We use a detailed ity enables the FMS to react to potentially disruptive events simulation of an automated printed circuit card assembly line such as machine failures and changes in demand. at the International Business Machines (IBM) Corporation FMS's are useful when 1) a number of related part types plant at Tucson, Arizona as an experimental test bed.
require operations at different machines of the same line; 2) We compare this with other policies for loading parts into a different part types go to the same machines, but require flexible manufacturing system. We demonstrate that the different part types go to some hierarchical strategy is effective in meeting production re-common machines and then to different machines; and 4) the quirements (both total volume and balance among part types) required part-mix varies with time. while limiting average work-in-process (WIP). The purpose of All production systems are subject to disruptive events this policy is to respond to disruptive events that occur as part ranging from sudden changes in demand to machine failures. of the production process, particularly repairs and failures.
Their times of occurrence cannot be predicted in advance; at Simulation experiments described here show that the hierar-best, a historical record can only provide guidelines on when chical policy allows the system to run relatively smoothly in they can be expected. A scheduling policy must provide for spite of such events.
these factors. The purpose of the hierarchical policy described in this paper is to efficiently use the available information and system flexibility to anticipate and to react to disruptive A flexible manufacturing system (FMS) typically consists of events. several production machines and associated storage elements, connected by an automated transportation system. The entire Hierarchical Scheduling Policy system is automatically operated by a network of computers. Fig. 1 outlines the hierarchical structure of the scheduling The purpose of the flexibility and versatility of the configura-policy. The middle level is the heart of the scheduler. It tion is to meet production targets for a variety of part types in determines the short-term production rates, taking the capacity the face of disruptions such as demand variations and machine constraints of the system into account. Based on these rates the T failures.
lower level determines the actual times at which parts are The IBM Automated Circuit Card Line is an automated loaded into the system. The middle level uses machine status assembly system for producing a variety of printed circuit information and deviation from demand for its computations.
cards. . containngtheardsmoethrouhthe nformation and deviation from demand for its computations.
ited cards. Workholders containing the cards move through the Itedm from. machine to machine along tr rtaio e It also needs certain longer term information. This is supplied ol., system from machine to machine along transportation ele-. are, controlled by a hi y by the higher level. It is computed from machine data such as ments which are controlled by a hierarchy of computers and ov.
failure and repair rate information, and part data such as .I~~~ ~operation times and demand. listed in Table I. pline that must be imposed in scheduling the FMS. If parts are Movement of cards in the vicinity of a work station loaded into the system at a rate that violates the capacity (insertion machine, associated buffer, and transport elements) constraints, poor performance results. Material accumulates in follows a common pattern. Cards arrive at a rotating element like 603 and either turn towards the insertion machines, or buffers or in the transportation system, causing congestion and lmove s traight on. The cards the insertion machines, or preventing other material from getting to the machines. Not move straight on. The cards go ines (e.g., 101) only does the system perform below expectations, but its either wait at input elements like 605, or go into buffers like effective capacity is reduced.
201. After all the required components have been inserted, a The hierarchical policy is based on the capacity discipline .similar movement takes the card out of the insertion machines The hierarchical policy is based on the capacity discipline. Parts are loaded into the system at rates that are within the and onto output element 305. After element 606 is rotated current capacity, which is determined by the current set of toward the work station, the card is placed on it. Element 606 operational machines. This prevents congestion from ever is rotated back to its original position and the card is then occurring. machines. This prevents congestion from ever loaded onto the next transportation element (306). Finally, occurring.
In the next section we briefly describe the IBM system. In after going through the entire system, the cards exit from Section III we describe scheduling objectives and performance output element 324. measures. The hierarchical policy and some common sense Machine Parameters and Part Data policies are described in Sections IV and V, respectively. In
The mean time between failures (MTBF) and mean time to Section VI we compare and discuss the results, and we con i eco repair (MTTR) of the machines are listed in Table II . The conclude in Section VII.
average fraction of time a machine is available is the time a II. THE IBM AUTOMATED CARD ASSEMBLY LINE machine is available for production divided by the total time.
In this section we describe a system to which the hierarchi-This quantity, called the efficiency or availability of a cal scheduler is applicable. Our purpose in using this system is machine, is also listed in Table II. to assess the scheduler in a realistic setting.
There are other random perturbations affecting the system. These include machine tool jams, which occur when a Purpose of System machine jams in trying to insert a component. Rather than At IBM's General Products Division at Tucson, an auto-regard this as a failure, this small but regular disturbance mated card assembly line is being built up in stages, through a (approximately once every 100 insertions) can be modeled as series of "minilines." The portion of the system of interest to part of the processing time. us is the stage consisting of insertion machines. Printed circuit Normally there are several part (card) types being processed cards from a storage area upstream arrive at the loading area in the system. We limit our experiment to only six types to of the insertion stage. Each card is placed in a workholder, better examine the hierarchical policy. Typical demand rates which is introduced into the system. It goes to the machines are listed in Table III . Also shown in Table III are the where the electronic components it requires are inserted. It operation times required by each card type at each of the then exits the system and goes to the downstream stages, machines. These include the processing time and the time to which consist of testing and soldering machines. move in and out of each machine. There are several types of insertion machines, each of which, inserts one mechanically distinct type of component. Loading The common ones are single in-line package inserters (SIP's), Loading describes how heavily the machines in a system dual in-line package inserters (DIP's), multiform modular must be utilized to satisfy demand. The expected utilization of with other stages preceding and following. This necessitates a machine is the ratio of the total machine time required to the coordinated production scheduling. The schedule must deterised expected machine time available. The total machine time mine the part types and the number of each type to be s to required is the product of total demand and processing time. produced by the FMS over a period of several days. The ates
The expected time a machine is available is its availability objective of the short term schedule is to track demand over the multiplied by the total time period. Table II displays the the course of each day so as to meet the production targets set the average utilizations for the machines in the configuration by the long-term schedule. e to 4 reported in the runs in Section VI. This is not IBM data; it was The production target is specified for each j as Dy(T) parts created to impose a heavy loading on the simulated production of type j having to be made by time T, the production period. system. The actual utilization in any sample simulation run The cumulative production Wj{t) is the total amount of depends on the time history of machine failures and repairs material of type j produced by time t. The cumulative ten during that run. This time sequence determines the actual production must equal the total demand at time T; that is, one of amount of time a machine is available. of the objectives is to ensure that W)(T) is equal to Dj(T). 
IV. THE HIERARCHICAL POLICY
It is convenient to define the demand rate The objective of the hierarchical scheduler is to meet production targets as closely as possible. This is to be achieved dj=Dj(T)/T (1) in the presence of random disturbances. Here, we treat only and machine failures, although other types of uncertainties, such as random demand, will be dealt with in this framework in the D>(t) = tdj.
(2) future.
For efficient production, congestion in the transportation At time t, the production surplus xt) is the difference between the total number of parts of type j produced and the total number of parts required: hierarchical policy ensures this by respecting the system capacity constraints. The loss of production due to machine
xj(t) = Wj(t) -Dj(t).
(3) failures is compensated for by hedging, that is, by building up safety stock. We discuss these important concepts in detail Fig. 3 illustrates the cumulative demand Dr{t) being tracked by below. the cumulative production W(t). Our objective is to meet production targets as closely as possible at the end of time period T, or, equivalently, to keep x,(T) close to zero.
The hierarchical policy is designed to keep x(t) as close as All operations at machines take a finite amount of time. This possible to zero for all t. It does this by allowing the implies that the rate at which parts are introduced into the production surplus to grow, when enough machines are system must be limited. Otherwise, parts would be introduced operational, to a certain level (defined below as the hedging into the system faster than they can be processed. These parts point). When an essential machine fails, the surplus declines would then be stored in buffers (or worse, in the transportation and becomes negative. The level is chosen so that the average system) while waiting for the machines to be free, resulting in value of x,(t) is near zero.
undesirably large work-in-process. The effect is that throughput (parts actually produced) drops with increasing loading rate, when loading rate is beyond capacity. Thus defining the Policy Performance Measures capacity of the system carefully is a very important first step The production percentage, defined as for on-line scheduling. Consider a set of I machines processing J part types. Let the Pj = Wj(T)/Dj(T) x 100 percent, for all j (4) time to process thejth part type at machine i be rij. Assume that is of primary importance. This is the production of type j parts Wj parts of type j must be processed at machine i during a expressed as a percentage of total demand for type j. The period of T seconds. closer this measure is to 100 percent, the better the algorithm The time required by machine ito produce all the parts is is judged to be.
Also of interest is the average work-in-process, i.e., the average number of parts of each type present in the system. For the cumulative production to be feasible, this time must be The smaller the WIP, the better the algorithm.
less than or equal to Ti, the time available at machine i during Finally, to compare various control policies, it is necessary the total time period T. (Ti is less than or equal to T. It is less to aggregate the performance measures by part type, into total when failures occur during this period.) performance measures. They are total production percentage The parts can be processed if
and total average work-in-process. The average capacity of machine i is this limit on the To measure the distribution of production between the number of parts that can be produced in a period of time T. machine state changes, the set of feasible instantaneous production rates change. The key element of the hierarchical policy is to impose the discipline of satisfying the previous -inequality at all times. of which are identical ones which have been pooled together. al can take the values 0, 1, 2. When one of the type 1 Because of the finite processing times, producing parts of one machines fails, the capacity set reduces to the smaller set type implies that the time available to produce other types is indicated by dotted lines. reduced. The finite resource of machine availability deterThese examples indicate that when a machine fails, either mines, according to (8), the set of production quantities and some part types cannot be produced at all, or can be produced mixes that can be produced in a given period of time. Fig. 4 only at a reduced rate. The capacity constraint set describes describes the feasible production set of parts for a simple case. precisely this notion as a function of the machine state.
Let ei = Ti/Tbe the availability of machine i. Let uj be the To summarize, this notion of instantaneous capacity is average value of the production rate typej. Define the average crucial in the hierarchical policy. It describes the set of capacity constraint set production rates one can choose from, while ensuring that queues do not build up in the system. Any choice of production £2= [u 1 , j= 1, * * *", J rates must observe the discipline of staying within the capacity l jijijuljei, for all i, and uj>0O].
(9) constraint set.
The capacity discussed so far is a long-term capacity. Hedging However it is necessary to determine at every instant whether Section III concludes that keeping the production surplus xj a given part can be loaded. We must therefore find the small is an effective way of tracking demand. However instantaneous capacity. To do this, we first rewrite (8) as failures result in a shortfall in production capacity. One ril U l + 7r2 + *'*-+T iJUJ~ rI/T (10) compensates by building up safety stocks by overproducing when possible. where Thus rather than maintaining xA(t) at a value near zero for all t, it is reasonable to maintain it near a level H,(a) while the uj= Wj/T (11) machine state is ac. We call H,(a) the hedging point.
is the production rate of type j parts.
Overview of the Hierarchical Policy For T sufficiently small, the machine operational state does not change. Depending on whether machine i is up or down, Ti
The scheduler is divided into three levels, as shown in are required for this calculation. The middle level computes the short-term production rates Note that ei is the average value of ai over a long period.
for each part type for each machine state. The lower level The current or instantaneous capacity is then defined by dispatches parts into the manufacturing system with the aim of Til U1 + 7ilU2 + ' r' ''iJu~ja 1 i (13) maintaining the part loading rate equal to the computed production rate. for each i. As machines fail or are repaired, i.e., as the The top level is intended for off-line computation. At the middle level, the scheduler choses production rates DOWN so that when enough capacity is present, the production surplus approaches and stays at the hedging point. If too many machines are unavailable for that, the scheduler choses from among the available production rates a set of rates to control the manner in which the production surplus declines and
Consider the situation when the machine state at is such that several part types can have production rates exceeding their demand rates. The scheduler tends to allocate manufacturing system resources to those types j whose xj-Hj (a)
is most negative, i.e., whose production surplus is most behind its target value. It sometimes deviates from this behavior; it may allow x i to decrease even when it is less than the hedging point so as to concentrate resources on some other part type that is farther behind or more vulnerable to future failures. If machine state a persists for long enough, all part types k '/ ~~~~~ / \ whose demands are feasible eventually have their buffer state xj equal to the hedging point Hj. After that time, the REDUCED production rate uj is set equal to the demand rate di.
PRODUCTION CAPACITY
q These desirable characteristics are the result of choosing the production rates as the solution to a certain linear programming problem. The cost coefficients are cl, · · , c. They are functions of x which, along with the hedging points, are UI determined at the-top level. Coefficient c; tends to be negative (c) when type j is behind or below its hedging point, and its vulnerable parts.
The linear program minimizes a weighted sum of the designed to be called just once, at the start of a production run. production rates. It is restricted to those production rates that However, if the need arises, it can be called on-line to update are currently feasible, i.e., that can be achieved by the current the decision tables. set of operational machines. When there is a change in machine state, i.e., when either a Linear Program: Minimize machine fails or is repaired, the middle level is called to
compute the new values of the production rates. The resulting production surplus or buffer state trajectory is also computed. subject to At the lowest level, parts are loaded into the system so as to follow the buffer state trajectory computed at the middle level ji rijuj ai, for all i (16) as faithfully as possible. A detailed description of each of the uio, for all . levels follows.
Production rates generated according to this program Middle Level automatically satisfy the instantaneous capacity constraints. This is the most important level in the hierarchy. At this This linear program is not hard to solve on-line since the level, the current production rate of each part type is number of constraints and unknowns is not large. determined for machine state a and buffer level x. The
If the coefficients cj are all positive, the production rates objective is to compute the production rates such that x satisfying the linear program are zero. Fig. 6 shows this for a mately simple two-machine two-part system. Fig. 7 represents the situation when one of the coefficients is negative and the others
are all positive. Then the solution is such that the part type 0 associated with the negative coefficient is produced at the since the function of the lower level is to keep the actual maximum permissible rate. All the other prouction rates are production rate close to the value calculated here. set to zero.
As x(t) changes, the coefficients of linear program change If all the coefficients are negative, Fig. 8 shows the as in Fig. 9 . However the production rates of the different part prevailing situation. An optimal production rate mix, corres-types remain constant, up to a point. When the coefficients ding to point A in the figure, is chosen More general change sufficiently, the production rates jump abruptly to new situations follow from these.
values. The cost coefficients of the linear program are given by
In principle it is necessary to solve the linear program at
every time instant because it is constantly changing. This was the approach followed by Kimemia [4] and Kimemia and where Apa) and Hj(o) are determined at the higher level. Gershwin [5] . However this adds a computational burden Ajbb) is a positive quantity that reflects the relative value and which would be best to circumvent, and it leads to undersiravulnerability of each part type.
ble behavior when implemented. Gershwin, Akella, and
The production surplus x(t) is given by (3 
before xi reaches the hedging point, and a and b are weighting When the demand is not feasible, some of the production parameters. The last two quantities reflect the relative penalty rates must be less than the corresponding demand rates. The incurred for temporary surplus and backlog. production surplus for these part types fall below the To further simplify the analysis, we assumed that a, b, Tr corresponding hedging points. The cj coefficients then become and Tf and Us were such that negative and decrease. Only those part types which are Hi = di T,12.
(20) feasible and at or below their hedging points are produced. The rate at 'which they are produced depends on the coeffiThe coefficients AJ{a) can be computed from the number of cients, which describe the relative deviations of the production machines that type j parts visit. The more machines each part surplus from desired values.
type visits, the more vulnerable that part type is to failures. The system operates on a random cycle: when the machine Also the smaller the mean time between failures, the more the state ar is feasible, the production surplus x approaches H and vulnerability. To simplify our analysis, we assumed that the then stays there. When a machine fails so that the machine mean times between failures of all the machines are the same. state is not feasible, x moves away from H and eventually Thus, may become negative.
To complete the picture, the top level is required to Aj(c) = number of machines that type j parts visit.
(21) determine A and H. These are functions of the relative values of the parts and of the reliabilities of the machines that they tions show, they work very well. Further research is required visit. The bottom level is required to choose time instants to to ascertain under what general conditions they can be load parts to guarantee that the production rates and produc-expected to provide good results. tion surplus calculated at the middle level are actually realized.
The reference values for the H and A parameters for the simulated system, computed according to (20) and (21), are Lower Level tabulated in Table IV .
The lower level has the function of dispatching parts into the V. ALTERNATIVE POLICIES system in a way that agrees with flow rates calculated at the middle level. As described in detail in Gershwin, Akella and In this section we discuss a number of simpler policies. All Choong [2], the middle level of the scheduler calculates the of them limit the number of parts in the system. The projected trajectory, xP(t), the best possible future behavior of differences lie in the amount of information they use about x(t) if no repairs or failures would occur for a long' time.
system status and how they use this information. The lower level treats the projected trajectory xP(t) as the There are important differences between the hierarchical value that the actual production surplus xA(t) (given by (3)) policy and those described in this section. The most important should be close to. A part of type j is loaded into the system is that these policies are not explicitly based on satisfying the whenever the actual production surplus xjA(t) is less than its capacity constraints. As a result, there are periods during projected value (t). When there is a machine state change,a which they load more parts tlhan the system can process. new projected trajectory is calculated starting at the time of the Material accumulates in the system during those periods, change, and the same loading process continues iith the new leading to congestion and diminished effective capacity. trajectory.
The second is that they require a fair amount of tuning to A fuller description of the implementation of the loading perform well. "Tuning is the process of repeating a simulation several times in order to obtain the best values for a qualitative description of its behavior is in Gershwin, Akella, set of parameters. Tuning is undesirable because it is and Choong [2]. ''expensive. It is impractical because actual production may differ radically from tuning runs, so that good performance cannot be guaranteed.
Higher Level
The third difference is that the policies are not hierarchical. The purpose of the top level of the algorithm is to provide They do not separate the scheduling problem into a set of the Ai and Hi parameters to the middle level. These quantities problems with different characteristic time scales. As a are used in (17) to evaluate the cost coefficients ci of linear consequence they are difficult to analyze and their performprogram (16).
ance-and more importantly, the performance of any manu-)lowing That is, thaore the part in system = (demand rate) x (average time required to process each part). e same.
facturing system they control-is difficult to predict other than Note that for Nj to represent the total number of parts of type byThese are based on the simulation throughout the system, wj must include all sources of delay, (21) polces amount of material already including operation time, travel time, and queuing time. loaded into the system. Cumulative production for each part Queuing delay, i.e., time spent waiting in buffers or in the simulatype is considered to be the total number of parts loaded. It is equired equal to the number of parts completed (PDONE) plus transportation system, is neglected for the first guess because caneuired equal to the number of parts c omplurrently in the syste (PDONESYS) plus the is, it is difficult to calculate and because we intend to keep the can be number of parts currently in the system (PINSYSi). That ir number of parts in the system sufficiently small so that such number of parts in the system sufficiently small so that such for the Wj(t) = PDONEj(t) + PINSYSj(t). 
(t)= Wj(t)-Di(t) i. The
As the threshold limit N is increased, the following system about = PDONEj(t)+ PINSYSj(t) -djt.
(24) performance is expected and is indeed confirmed by simulation runs. rchical Simplest Policy: Policy X 1) The production rate increases-up to a limit. This limit is portant This policy loads a part whose type is furthest behind or less than the system's capacity as calculated in Section ing the least ahead of cumulative demand. That is, it loads a type j IV. during part, where xj is minimal.
2) The WIP increases. ,ocess.
Some limit has to be set on the total number of parts in the In addition the balance improves. This was not expected -riods, system in order to avoid filling up the buffers and transporta-since there is no direct connection between balance anexpected since there is no direct connection between balance and N. i/-g to tion system. We define Nto be the maximum permissible total Note that an increase in the work-in-process (WIP) is ting to number of parts in the system. ting a number of parts in the system. particularly likely when a machine fails. The parts going to ting a Also, buffers upstream and downstream of the FMS maybe that machine can not be processed. One of these part types will s for a have limited capacities, or the cost of extra inventory may be soon fall furthest behind. Consequentl more parts of the same nait is high. Thus even if production is ahead of demand, a limit F 1 type will be loaded. If N is large, the corresponding buffer mancy on excess production is useful. That is, we require that eventually fill up, and the whole system becomes congested. If xjcEe.
(25) N is small, this problem is avoided, but the production o~~~~~~h i~~~~cal.~ ~performance will be poor, due to under-utilization of mazhical.
Our experience suggests that this is necessary. Production chinesp set of system performance is considerably degraded in the absence of Aset oa system performance is considerably degraded in the absence of In the rest of this section, we describe other policies, which form-As a this constraint. nowbedescribedmorepreciseluse more information than policy X to obviate some of its -form-
The policy can now be described more precisely. The system is heavily loaded. That is, machines have to be 2) Steps 2-4 are as in policy X.
used for a large percentage,of the time they are operational to satisfy demand. This is the only situation in which it is The initial guesses for the N i parameters are simple (26). While performance should improve as a result of using a meaningful to compare policies. Under lighter loading condiWhile performance should improve as a result of using a tions, any strategy may be effective. However light loading is policy that uses more information about the current status of tions any strategy may be effective. However light loading is not generally realistic; the cost of capital equipment is such the system, it comes at a price. There are more parameters to tune snowe, which in principle requiresr more cmputer simula-that managers will need to get the most they can from an FMS. tune now, which in principle requires more computer simulaIn these simulations, the objective is to producez a given In these simulations, the objective is to produce a given tion runs. We circumvented that (possibly at the price of not quantity of material by the end of one shift. There is no getting the best possible performance) by using a common scaling factor for all N performance). by using a common incentive to produce more than the required amount. Consescain fct.orfor 'jcentall Nj.
wla an odipv quently the maximum production of any part is 100 percent of Production percentage as well as balance should improve requirements, and, because we are loading the system heavily, relative to policy X. This is a consequence of loading less than 100 percent is produced in most cases. We expect individual part types according to demand. WIP also decreases for the same reason.
that over a longer period, such as a week, the hierarchical policy would most often fully meet the requirements imposed Most Sophisticated Policy: Policy Z here.
While policy Yuses demand information for individual part Hierarchical Versus Policy X types, it does not use machine failure information. When a machine fails, the flow rate of parts going to it should be set to Our runs correspond to an eight-hour production shift. We zero. Equivalently the limit Nj should be set to zero. This first examine the performance of the hierarchical policy during ensures that the WIP does not increase due to the introduction a given run, with different values of the hedging and A of parts which cannot be processed. The production percent-parameters. This is compared with the performance of policy age is likely to increase as delays due to loading the wrong part X for different vilues of the threshold limit N on parts in the types are reduced.
system. The highlights of the performance are summarized in Policy Z:
Figs. 10 and 11. Tables VII-XVI contain detailed production summaries. 1) Do not load a type j part if PINSYSj > qjNj. The Fig. 10 is a plot of total production percentage versus inparameter qj is given by process-inventory, for different parameter values of the two strategies. The reference values of the Aj and hedging points 0, if any machine that type j parts visit has failed Hj are chosen as described in Section IV and tabulated in 1, otherwise. Table IV Tables XII-XVI.  1 2) Steps 2-4 are as in policies X and Y. All the points corresponding to the hierarchical controller lie in the upper left region of the graph in Fig. 10 . This The same considerations about tuning both the Nj and the Ej indicates a high total production percentage, and a low WIP. parameters apply here as in policies X and Y. Note that Nj Both high production percentage and low WIP are highly should be greater than (26) since parts should be loaded at a desirable, as we indicated in Section III. Simultaneously rate greater than dj when their machines are operational. This achieving these objectives demonstrates the effectiveness of means that we are making more parts of each type when we the hierarchical structure. can, hedging against future machine failures.
The points corresponding to different hedging parameters Policy Z shares these features with the hierarchical policy. are clustered close together. This shows robustness to parameHowever the hierarchical policy guarantees that capacity ter perturbations. The parameters are computed from demand, constraints are always satisfied. Policy Z does not, so WIP can machine and part type data, which are not always known be expected to be greater. Note that the E i parameters here are accurately. Any strategy not unduly sensitive to these is similar in their effect to the hedging points Hj in the preferred. This is a very important characteristic. Not only hierarchical policy.
does it imply that a great deal of data-gathering and processing Consider the effect of tuning policy X by increasing the threshold limit N of parts in the system. The average WIP in --the system is increased in an attempt to increase the production percentage increases. This approach is relatively crude and On the other hand the hierarchical policy always satisfies the capacity constraints and is thus able to achieve low WIP. ensures a high production percentage.
SEED = 123457.
The hierarchical policy and policy X are compared with respect to balance and production percentage in Fig. 11 is in the right range. What matters is that the hedging should ensure that the average production surplus is close to zero. The policy is also robust with respect to changes in Aj, though less so. While the approximation based on vulnerabil- that are down for the greatest periods are the ones that have the highest utilization when up. This implies that the policy is 80 a using these machines effectively. Policy X utilizes every machine much less (Tables XIII-XVI) .
-

Comparison with Different Seeds
The same type of comparison is conducted between the 60 * HIERARCHICAL hierarchical policy and policy X but for a set of different x POLICY X seeds. Each seed corresponds to a sequence of machine The hierarchical policy achieves higher production percent-TOTAL PERCENT PRODUCED ages with lower WIP and better balance. formances of the hierarchical and policy X on certain days. The performance of the simpler policy is more variable, i.e., less predictable, from day to day. Tables XVII and XX pattern. Policy Z also makes use of machine state and so has lower From the simulation results, we conclude that a hierarchi-CY Z cally structured policy designed on the basis described here 95 -and elsewhere [4] , [5] , [2] is very effective in scheduling a 95 FMS. It can achieve high output with low WIP and can cope with changes and disturbances. Future research will be 90 directed toward incorporating other kinds of uncertainties and disturbances in the hierarchical structure.
Comparison of Hierarchical Policy and Policies Y and Z
The success of the policy is a result of using feedback and adhering to the discipline of respecting system capacity 85 constraints. Capacity limits are not just observed in the long X run; they are considered as each part is considered for loading into the system. All relevant machine and system status 80 information is fully utilized.
O 85 90 95 100 This approach is robust so that for a wide range of policy PRODUCTION PERCENT parameters it works very well. This obviates the need for parameters it works very well. This obviates the need for precise machine and part data which may not always be available. It also eliminates the need to use time consuming Patrick Bevans of the C. S. Draper Laboratory was primarily (and thus infeasible) trial runs. Further research is needed in responsible for writing the simulation, and we were assisted by choosing hedging and Aj parameters for larger systems. The M.I.T. students George Nikolau and Jean-Jacques Slotine. grouping of parts into families when there are a large number of part types is another research issue.
