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Abstract 
Longitudinal data studies track the measurements of individual subjects over time. The features of the hidden classes 
in longitudinal data can be effectively extracted by clustering. In practice, however, longitudinal data analysis is 
hampered by the sparse sampling and different sampling points among subjects. These problems have been 
overcome by adopting a functional clustering data approach for sparsely sampled data, but this approach is 
unsuitable when the difference between classes is small. Therefore, we propose a semi-supervised approach for 
clustering sparsely sampled longitudinal data in which the clustering result is aided and biased by certain labeled 
subjects. The effectiveness of the proposed method was evaluated in simulation. The proposed method proved 
especially effective even when the difference between classes is blurred by interference such as noise. In summary, 
by adding some subjects with class information, we can enhance existing information to realize successful clustering. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction 
Longitudinal data measurements are repeatedly measured from individual subjects at multiple time points. 
Longitudinal data analysis is often hampered by two problems: the data are sparsely sampled and the sampling 
points differ among the subjects. To overcome the first problem, the data acquired over time can be analyzed using 
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several basis functions, an approach known as functional data analysis. In addition, approaches of functional data 
analysis that were modified for sparsely sampled data have been proposed, such as classification9 and clustering4.
There is an important difference between classification and clustering: the former groups subjects with given 
class labels; the latter groups subjects without class labels. In machine-learning terminology, classification and 
clustering are referred to as supervised and unsupervised learning, respectively. If class labels are assigned to some 
of the subjects, the learning is called semi-supervised learning1. Semi-supervised learning for subject grouping can 
be categorized into semi-supervised classification or semi-supervised clustering. Semi-supervised classification adds 
unlabeled subjects to improve the generalization of the model, whereas semi-supervised clustering uses labeled 
subjects to aid and bias the clustering results. 
     In this study, we propose a semi-supervised clustering model based on functional data approach for sparsely 
sampled longitudinal data. As the related work, Kawano and Konishi proposed semi-supervised logistic 
discrimination for functional data5, but their method is semi-supervised classification which can only be applied 
when we have the information of all classes from initial labeled subjects. However, often a situation arises where the 
information of some classes is not available. Also, this method is not for sparsely sampled data. Therefore, we 
extend the functional clustering model (FCM) for sparsely sampled data proposed by James and Sugar, so that the 
proposed model can utilize the existing class labels to aid the clustering result. In simulation, we investigate the 
effectiveness of the proposed method in a situation that we think is feasible in longitudinal data analysis. 
2. Clustering model for sparsely sampled data with class labels 
Our proposed clustering model for sparsely sampled longitudinal data exploits the existing class labels. This 
section and the one following introduce the model and the objective function, respectively. Finally, we derive the 
update formula that estimates the parameters. 
2.1. Model
 The given data of subject i are represented by two vectors: Li dimensional observation vector yi , which contains 
the observed value for subject i at each time point, and Li dimensional time point vector ti , which contains the time 
at which the observed value is obtained. We then introduce the existing p basis functions to represent observation 
vector, where the basis functions are natural cubic splines. Then the basis function matrix for subject i is the Liu p
matrix Si  (s1(ti ),..., sp (ti )).
In the proposed model, the observation vector of each subject is constructed as a linear combination of basis 
functions, and the coefficients are modeled using p dimensional vector , pu h matrix (where h (d  min(p, K-1)) 
which are common to all subjects, the h-dimensional vector (k =1, …, K), which is common to each class, and a 
p-dimensional random vector .  Moreover, for some of the subjects, the class label vector is given for which 
cik  {0, 1},     cik
k 1
K
¦ =1,     (i = 1, ... , m) (m < n).          (2.1) 
cik  1 indicates that subject i belongs to class k. In this formulation, the proposed model is written as  
(2.2a) 
(2.2b) 
                    (2.3) 
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              (2.4) 
Here, S contains the basis matrix values at the given time point of all subjects.  
The proposed model (2.2a), (2.2b) is applicable to sparsely sampled data due to the random variable in 
coefficients , which indicates the individual variability. With the constraint (2.3), represents the mean curve 
of all subjects. Another characteristic of this model is that through the formulation , can be visualized in 
low-dimensional space. In addition, under the constraint (2.4), the distance between each subject and the class mean 
can be visualized in Euclidian metrics (for details, see4).  Moreover, if all class label vector is not given in model 
(2.2a), i.e., no class label information is provided, the proposed model (2.2a), (2.2b) reduces to FCM. 
2.2. Objective function 
To estimate the parameters in the proposed model (2.2a), (2.2b), we use an expectation-maximization (EM) 
algorithm2. To derive the objective function which is maximized in EM algorithm, latent K-dimensional random 
variables are assigned to the unlabeled subjects. Let zi = (zik ) (k = 1,... , K )be a latent random variable such that 
zik  {0, 1},     zik
k 1
K
¦ =1,    (i = m +1, ... , n).          (2.5) 
zik  1 indicates that subject i belongs to class k. Note that the same notation describes the class label vector 
(2.1) the difference is that zi is unobservable. 
Under constraint (2.5), zi is distributed in a multinominal distribution. Therefore, the sample log-likelihood based 
on all random variables in the model, zi (i = m +1, ... , n) , yi and  can be written as 
   (2.6) 
2.3.  Parameter Estimation 
The EM algorithm for estimating the parameters in the proposed model proceeds as follows. 
x Initialize parameters: Randomly allocate initial values to all parameter. 
x E-step: Calculate the conditional expectations of the latent variables in (2.6), namely, zi , and  as follows. 
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x M step: Update parameters using the conditional expectations calculated in the E step, as follows. 
x Check for convergence: Terminate the calculation if the change for the objective function between two 
consecutive steps is less than a convergence criterion; otherwise, return to E step. 
3. Simulations 
     The proposed method is demonstrated in a situation that is expected to highlight its advantage, and which we 
consider feasible in longitudinal data analysis. Given this situation, we generate artificial data and compare the 
clustering results of the proposed method and FCM4.
3.1. Situation settings 
     As mentioned above, we evaluate a conceivably realistic situation that highlights the advantages of the proposed 
method. Consider that we are given some measurements; e.g., indicators of disease progress, which change over 
time in one of the two patterns: stable (cluster 1) or gradually increasing (cluster 2). Meanwhile, the measured 
subjects are divided into three groups: those whose measurements remain stable over time (group 1), those whose 
measurements will increase at later times (group 2), and those whose measurements have already increased (group 
3). Subjects in group 1 can be grouped into cluster 1, whereas subjects in groups 2 and 3 are assigned to cluster 2. In 
addition, the class label of subjects in groups 1 and 2 is unknown, whereas that of subjects in group 3 is known (in 
the artificial data, the class label of all subjects is known). 
In this scenario, we can expect that by applying the clustering, those subjects whose measurements will later 
increase (group 2) can be detected in advance. If the measurement indicates the progress of the disease, clustering 
can be used to prevent the incipient disease progression. 
3.2. Data and evaluation procedures 
     In this subsection, we explain the generation of the artificial data and evaluation of the results. The true functions 
are f1(t) = (1/10)*(1.1)t for group 1, f2(t) = (1/10)*(1.23)t for group 2, and f3(t) = (1/10)*(1.24)t for group 3 (figure 1).  
The time point t ranges from 0 to 75. The value of the time point vector of each subject is randomly selected from 0 
to 75, and the observation value for subject i at time point til is given by yil  fb (til ) eil (b =1, 2, 3) where eil ~ N (0,G).
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     From the artificial data, we constructed two datasets: dataset 1 comprising of subjects in groups 1 and 2 (namely, 
the unlabeled subjects), and dataset 2 comprising groups 1, 2, and 3. In dataset 2, the subjects in group 3 are labeled 
to cluster 2 (Figures 2, 3). The FCM were then applied to dataset 1, and the proposed method was applied to dataset 
2. The number of basis functions was set to 5. The convergence criterion was 0.001. The number of subjects in each 
group is n/3. In this simulation, three factors were manipulated: the number of subjects (n), the error variance (G ),  
the number of time point in the range of t (T), i.e., as T decreases, the data gets sparse.  
     Finally, the clustering result was evaluated by the adjusted rand index (ARI7). ARI takes the maximal value of 1 
when it perfectly recovers the underlying clustering structure. In addition, as ARI decreases, the recovery gets worse. 
To ensure a fair comparison, the evaluation was restricted to subjects in groups 1 and 2 in both datasets. For 
example, if n = 45, the number of subjects in each group is 15. Then, 30 subjects in groups 1 and 2 were used to 
evaluate ARI in both FCM and the proposed method. 
3.3. Results 
     Figure 4 shows boxplots of the ARI. Initially, the result of ARI is reduced as the error variance increases in both 
FCM and proposed method. However, in small sample n* = 30 and 40 (including group 3, n = 45 and 60, 
respectively), and the error variances are 3 and 5, the ARI tends to remain high in the proposed method but reduced 
to 0 in FCM. Meanwhile, despite the high error variance, the performances of FCM and the proposed method are 
similar in n* = 60. Because FCM uses the data of all the subjects in the parameter estimation, it might compensate 
for the incomplete information of some subjects when analyzing a sufficiently large sample.  
4. Conclusions 
     This study proposed a semi-supervised clustering model for sparsely sampled longitudinal data. The model was 
formulated and an update formula for the parameter estimation was derived. The effectiveness of the proposed 
method was demonstrated in simulation. The method proved particularly effective when the difference between 
classes was blurred by high noise variance and the number of subjects was relatively small. However, the proposed 
method performs well only when the measurements of the labeled and unlabeled subjects presumed to be in the 
same cluster are similar; otherwise, the labeled subjects do not contribute to the clustering result. Therefore, note 
that in practice, it should be known that the measurements of at least some of the unlabeled subjects must change 
similarly to those of the labeled subjects. Finally, the parameters in the proposed method are obtained by 
maximizing the likelihood, which does not necessarily yield the best classification performance. Therefore, in future 
work, we will modify the objective function to maximize the classification performance. 
Fig.1. True functions for groups 1, 2 and 3, respectively. Fig. 2. Graphical image for dataset (as a whole, n u T matrix). The 
white parts correspond to dataset 1, whereas the white and gray parts 
correspond to dataset 2. 
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Fig. 3. The left panel is an artificial dataset with groups 1 and 2, whereas the right panel is a dataset with group 1, 2 and 3 (n = 60; T = 6; G = 3). 
Fig. 4. Boxplots of ARI. From the left, the boxplots show the results of the proposed method and FCM by varyingG (1, 3, 5) respectively. n*
indicates the number of subjects in groups 1 and 2 that were used to evaluate ARI, and n indicates the number of subjects in all groups. 
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