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SUMMARY 
A general dynamic equation was developed relating 
transients in particle population density in a particle 
suspension to particle growth rate, suspension volume, and 
suspension inputs and outputs. In the case of a mixed sus­
pension, mixed product removal crystallizer, this equation 
reduces to the exponential population distribution observed 
experimentally in such crystallizers. 
This equation was solved analytically to give the size 
distribution leaving the last tank for the case of k cas­
caded crystallizing tanks operating at steady state with 
perfect mixing. This solution indicates that a bimodal 
weight distribution could be produced using three tanks in 
series with proper nucleation or seeding in each tank. 
This general dynamic equation was used to analyze size 
distribution data from a batch process and infer the form of 
the nucleation function in such a process. 
Transient size distribution behavior in a mixed sus­
pension, mixed product removal crystallizer operating with 
constant suspension magma was defined quantitatively in 
terms of kinetic nucleation behavior. Transient behavior 
was discussed qualitatively with the aid of an information 
flow diagram which graphically indicates the dynamic inter­
relationship between growth rate, nucleation rate, and size 
2 
distribution. Unstable operation can be qualitatively pre-
ûj.uueu ii'om tms diagram ir operation is such that super-
saturation is near a critical zone such as a metastable 
threshold or region of "mass" nucleation. This size dis­
tribution equation was solved numerically in dimensionless 
form on a digital computer for the cases of step changes in 
production rate, nuclei dissolving rate, and interactions of 
the two using a nucleation relationship given for the 
ammonium sulfate system. 
An alternate solution was presented in terms of the 
zeroth, first, and second moments of the size distribution. 
As a direct consequence of the constraint of constant sus­
pension magma, the third moment is constant and the nuclea­
tion rate becomes a function of the second moment which can 
be used to define transient behavior of the system. These 
equations form a set of three ordinary, nonlinear differ­
ential equations and were solved on an analog computer to 
obtain the dynamic response of the second moment to periodic 
perturbations in nucleation rate. It was observed that the 
effect of such disturbances was magnified if the disturbances 
were of a period four to six times the mean holding time in 
the vessel, which for many industrial crystallizers indi­
cates a sensitivity to daily step changes. This sensitivity 
depends on the kinetic nucleation rate. With a fifth order 
nucleation model, a given upset at the critical frequency 
3 
would be magnified two to five times in its effect on 
imuieauion me, 
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INTRODUCTION 
To separate a material in crystal form from its mother 
liquor a driving force must be established. In a crystal­
lizer this driving force is the supersaturation or concen­
tration of solute above the normal solubility at that 
temperature. Generally speaking, supersaturation may be 
induced by: a) evaporating some of the solvent, b) cooling 
a saturated solution, or c) reducing the solubility by the 
addition of a third component. The first two methods for 
producing supersaturation are the basis for three basic 
types of industrial crystallizers--evaporator, vacuum, and 
cooling (2l). The type of crystallizer chosen for a par­
ticular application depends largely on the temperature-
solubility curve. For a material with a flat solubility 
curve heat must be added to vaporize the solvent, therefore 
the crystallizer is termed an evaporator crystallizer. 
These are operated under vacuum to lower the crystallization 
temperature. Materials with a moderately sloped solubility 
curve can often be crystallized in a vacuum crystallizer 
with no external heat added. In this type of equipment a 
hot saturated solution is fed to the crystallizer. Super-
saturation is produced by both flashing off of the solvent 
and cooling. The third type of crystallizer, a cooling 
crystallizer, is used if the material has a steep solubility 
5 
curve. This type of crystallizer is not operated under 
vacuum ana supersaturation is produced solely by cooling. 
There are many modifications of these three types of 
crystallizers. For instance, agitation of the crystal sus­
pension may be produced mechanically by scrapers, impellers, 
or by proper circulation of the crystallizing solution (22). 
A crystallizer which has won large industrial usage for 
large scale operation, the "Krystal" classifying crystal­
lizer, uses circulation of the crystallizing solution to 
agitate the crystal suspension. The "Crystal" equipment 
consists of two units, an evaporator operated under vacuum 
and a crystallizer open to the atmosphere containing the 
crystal suspension. The two units are connected by an ex­
ternal circulation leg and an internal downcomer. The 
crystallizing solution is circulated between the two units 
and undergoes cyclic changes in supersaturation. The basic 
cycle of operation is as follows : a) circulation of more 
or less crystal-free solution from the top of the crystal­
lizer through the external leg to the evaporator, b) flashing 
of the solvent in the vacuum evaporator to produce super-
saturation, c) return of the supersaturated solution through 
the downcomer to the bottom of the crystallizer, and d) de­
pletion of the supersaturation by growth and nucleation in 
a crystal bed kept in suspension by the upward flow of the 
solution. Large circulation rates are maintained to suspend 
6 
the crystals. 
^ i" UJ.U.J.UH-U y c—c— j oLiao tiusc cuxiox'ox 01 crystal. size 
can be maintained by keeping the supersaturation at a low 
value so that excess nucleation of new seed crystals does 
not occur. If operated under proper design conditions, the 
suspended crystal bed is classified and only the large 
crystals are removed from the bottom of the crystallizer as 
product. 
Miller and Saeman (13) used a two foot diameter 
"Krystal" unit to pilot the first commercial process for 
crystallizing ammonium nitrate from aqueous solution. 
Previous processes crystallized ammonium nitrate from the 
melt which involved an explosion hazard at the high tempera­
tures that were required. In this very thorough pilot in­
vestigation it was found that the "Krystal" units produced 
poor quality crystals when operated at the design rate with 
a classified crystal bed. It was discovered that the 
initial supersaturation of solution entering the bottom of 
the crystallizer was too high and produced too rapid growth 
on the crystals. Consequently, the crystals were weak and 
poorly formed. The solution to this problem was found when 
baffles were installed to rotate the crystal bed converting 
it from a classified to a mixed suspension. Some of the 
supersaturated solution was diverted to the top of the 
crystallizer. The explanation given for the improved 
7 
crystals produced with these modifications was that in the 
fv-Liitc-i.- utiBc ouiuuion en uerea tne DOT;"com of the classified 
crystal bed at too high a supersaturation. This super-
saturation was all depleted in passing to the top of the 
crystal bed. Thus the growth rate varied from top to bottom 
in the crystallizer with the average being somewhere in the 
middle. With a mixed suspension, however, supersaturation 
differences were evened out and did not vary widely from 
the average value. It was the high initial value of super-
saturation which caused the weak crystals, but this high 
value was not attained in the case of a mixed suspension. 
A very important and unescapable fact which emerged from 
this work was that for crystallizers of equal capacity, the 
one operating with a mixed crystal suspension can operate at 
higher production rates than one with classified suspension 
and yet produce the same quality of crystals. 
Recent design practice in crystallization has made good 
use of this fact in the design of the so called "circulating 
magma" crystallizers (l4). In this type of crystallizer a 
central draft tube with an internal propeller is used to 
circulate the crystal suspension, This type of circulation 
is relatively gentle to the crystals and is quite efficient 
in maintaining a heavy suspension of crystals at the boiling 
surface where supersaturation is being generated. In this 
respect it has been stated (17) that because of the 
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transportation lag of supersaturated solution from the 
Doiiing surface to other parts of the suspension, there is 
an absolute limit to the size of crystallizing equipment 
which can be built. In large volume crystallizers this 
cyclic growth and decay of supersaturation in an element of 
the circulating liquor is of the order of several minutes 
and constitutes an important design consideration (l4, 17). 
Thus even in a suspension which can be considered perfectly 
mixed with respect to the distribution of crystals, there 
will be some differences in supersaturation from one region 
to another depending on internal circulation patterns of 
the suspension. 
In practice many crystallizers which were originally 
designed for operation with a classified suspension are 
operated with a mixed suspension to facilitate higher pro­
duction rates. At high production rates and subsequent high 
circulation rates very little classification occurs and the 
crystal bed approaches complete mixing. The price that is 
paid for these higher production rates is that the crystal 
product contains all sizes of crystals rather than the large 
crystals removed from a classified bed. 
Saeman (l6) developed a method of steam dissolving ex­
cess crystal nuclei segregated from a mixed crystal suspen­
sion thus increasing the relative size of the crystal 
product. The overall effect of dissolving nuclei is to 
9 
force the average supersaturation to a higher level and grow 
rewer numbers of crystals to larger sizes. This method 
gives real promise of actually controlling the resultant 
size distribution of a continuous crystallizer while re­
taining the advantages of a mixed crystal suspension. It 
also reveals the need for more fundamental information on 
nucleation and growth rate under conditions prevailing in a 
mixed crystal suspension and a knowledge of how these 
factors combine to determine the resultant size distribution. 
The purpose of this work is to investigate in a general 
way the relationship between crystal growth rate, nucleation 
rate, and resulting size distribution in arbitrary suspen­
sions and to define the dynamics of size distribution in 
mixed crystal suspensions in terms of nucleation functions 
which have been determined experimentally for certain 
crystal systems. 
10 
PREVIOUS WORK 
Nucleation 
Although nucleation in a homogeneous solution to form a 
second phase is a very basic physical phenomenon, and al­
though much work has been done in this field, very little 
information on the quantitative rates of nucleation under 
conditions resembling those of a crystal suspension has 
been obtained. One reason for a lack of information in this 
field is the problem of quantitatively counting crystal 
nuclei whose size is only slightly larger than molecular 
size. In fact, to measure nucleation rate quantitatively, 
one would either have to devise a method of counting nuclei 
or infer their population from other factors which can be 
measured, such as the size distribution from a crystallizer 
under certain modes of operation. Such a method is de­
scribed by Bransom _et al. (l) who studied the kinetics of 
nucleation of cyclonite from the interpretation of size dis­
tribution data. Their method will be discussed in detail in 
a subsequent section. 
A classic work was presented in 1906 by Miers and Isaac 
(12) which described nucleation in stirred supercooled solu­
tions of sodium nitrate. Observations of the metastable and 
labile regions and the metastable limit (or supersolubility 
curve) were reported in this work and have since been 
11 
Incorporated in the terminology of crystallization. These 
experiments were performed Dy heating a solution of sodium 
nitrate 10 or 15°C. above its saturation point and allowing 
it to cool slowly to room temperature. The refractive index 
of the solution was continuously observed while the solution 
cooled. The experiment is shown by the dotted line in 
Figure la. The solution originally at 1 was cooled at con­
stant composition to 2, which is the normal solubility curve 
T . Region A represents unsaturated solution. Region B 
represents a metastable region of supersaturation where 
crystals which have formed on the surface or edge of the 
container will continue to grow but no new crystals will 
form in solution. This region is represented by the dotted 
line from 2 to 3. At 3 the metastable limit was exceeded 
and the labile region designated C was penetrated. At this 
point a large shower of nuclei appeared in the solution. 
From 3 to 4 these crystals continued to grow until the 
supersaturation was depleted and the solution approached 
saturation at room temperature. The location of the meta­
stable limit or sunersolubility curve. T . was obtained by 
ss 
repeating this experiment at different original concentra­
tions . 
Ting and McCabe (23) performed similar experiments with 
magnesium sulfate solutions but under conditions more nearly 
representing those in a crystallizer. Their work differs 
Figure la. Supersolubility of sodium nitrate 
Figure 1b. Nucleation in magnesium sulfate solutions 
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from that of Miers in that seed crystals were added at the 
saturation point and that boundaries uorresnondine- f,n r.hp 
first appearance of nuclei and to a copius shower of nuclei 
were observed. These limits are designated by T^ and Tp in 
Figure lb. It was further observed that the position of the 
T^ and Tg curves was influenced by: a) cooling rate, 
b) stirring rate, c) amount of seed crystals, and d) size of 
seed crystals. 
From this work it is apparent that the concept of meta­
stable and labile regions is highly idealized as applied to 
a crystallizer. In practice a crystallizer must operate in 
a region where some, but not excessive, nucleation occurs. 
It is possible that the concept of supersolubility has been 
taken too literally in the past and has impeded the develop­
ment of analytic crystallization theories which treat 
nucleation as a rate process. 
The fact that cooling rate affects the supersolubility 
curves indicated that solutions are not indefinitely stable 
in the metastable region, but that there is a time prob­
ability of nucleation at each supersaturation. This prob­
ability increases as the supersaturation increases. This 
fact leads to two basic types of semiquantitative measure­
ments of nucleation: a) the supersaturation necessary to 
nucleate a solution as the solution is brought in a reason­
able time to that supersaturation and b) the time required 
15 
to nucleate If the solution is rapidly brought to a given 
1 °"bl of îupcrc^turaticn. Thv. o and Iin& cApenmenis 
are examples of type a). Van Hook and Frulla (25) use the 
latter method to study nucleation of sucrose solutions. 
Samples of sugar solutions of different concentration were 
sealed in glass vials and quickly cooled to produce varying 
degrees of supersaturation. The time required for nuclea­
tion was observed in each case. It is obvious that there is 
not a clear line of distinction between experiments of 
type a) and type b). 
LaMer (8) gives an excellent historical review of 
theoretical work pertaining to nucleation including a dis­
cussion of the Volmer-Beclcer-Doering theory. This theory 
assumes that nucleation follows an Arrenhius type equation: 
Rate = A exp(-AF/kT) (Eq. 1) 
where A is a frequency factor and AF is the free energy of 
formation of a single nuclei from a large bulk of solution. 
This free energy difference between a nuclei and the bulk 
solution depends on the equilibrium radius of the nuclei 
which in turn depends on the supersaturation. The nuclea­
tion of water droplets from supercooled water vapor has been 
explained satisfactorily by Equation 1. Equation 1 can be a 
very complex function of the supersaturation and it appears 
16 
that the best empirical method of expressing the nucleation 
1" - C kv iz x-j. wx uumt pu w cx' ui une ti up el' sa U Ul'a U1 On , I'fie 
kinetic nucleation rate for cyclonite was correlated with 
the third power of supersaturation (l). Robinson and 
Roberts (15) have proposed a kinetic relationship of the 
type 
Rate = k (s - sQ)k (Eq. 2) 
for nucleation of ammonium sulfate in a continuous crystal­
lizer with mixed suspension. In this equation s is the 
supersaturation and s the threshold supersaturation below 
which no nucleation occurs. It was stated that the value of 
k' was > 4, but no experimental data were presented. 
Crystal Growth Rates 
Logically the growth of a crystal in a supersaturated 
solution consists of two steps : a) diffusion of the solute 
from the bulk solution to the crystal interface and 
b) orientation of the solute molecules into the crystal 
lattice. Early theories of crystal growth (2) assumed that 
crystal growth consisted only of step a), i.e. the reaction 
at the crystal surface was infinitely rapid. According to 
this theory crystal growth is purely a dlffuslonal process 
and can be described as 
17 
Rate = (C_ - C ) 
o ' X n 
where Cg - C represents the bulk concentration minus the 
concentration at saturation, S is the crystal area, D is the 
solute diffus!vity, and 6 an effective film thickness. Two 
objections to this theory are that it implies the processes 
of growth and dissolving are reciprocal (experimentally they 
are not) and that no limiting value of growth rate would be 
achieved as dlffuslonal resistance was lowered by agitation. 
Other theories resulted in modification of the equation to 
account for a surface reaction of orientation of the parti­
cles into the crystal lattice. This was given by 
where k^ is the reaction velocity and CL is the concentra­
tion at the crystal interface. When a surface reaction is 
considered the term (Cg - C ) in Equation 3 becomes 
(Cg - C_). Thus Equation 3 becomes 
Rate = k, S (C, - C ) 
1 1 o (Eq. 4) 
Rate 7T (Og - C^) (Eq. 5) 
Eliminating C, from Equations 4 and 5 gives 
Rate 
= 6 +DD/k1 S (°2 - Co (Eq. 6) 
18 
which reduces to Equation 4 as the diffusion resistance is 
development of this dlffuslonal theory. 
Jenkins (7), without stating the mechanism of growth, 
showed that the velocity of crystallization was first order 
in supersaturation for a variety of crystals in both aqueous 
and organic solution. Crystallization velocity, K, was de­
fined in the equation 
where Cg was the concentration of the crystallizing solution 
and C was the concentration at saturation. Equation J is 
essentially equivalent to Equations 3 and 6 but the constant 
K does not imply anything as to the type of mechanism. 
These experiments were carried out by following the change 
in refractive index of a supersaturated solution as a known 
amount of seed crystals were allowed to grow. In this ex­
periment, if L is a characteristic dimension of the growing 
3 
crystals, then Cg is proportional to L while the surface 
2 
area, S, is proportional to L . Equation 7 can then be 
written as 
reduced. Buckley (2) gives a thorough dlROURRION NF THE 
dC 
dtr = KS (%2 - V (Eq. 7) 
(Eq. 8) 
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where r is the rate of growth along a particular crystal 
axis, ft/hr, and - C ) is the pnnprsfltnr>ati nn T"ot>q 
C— V 
Jenkins' work revealed that in a variety of organic and in­
organic crystallizations, linear growth rate along a given 
crystal axis could be regarded as a first order process with 
respect to supersaturation. 
Van Hook _et al. (24) studied the crystallization 
velocity of sucrose. Crystallization velocity was found to 
be linear with molality of sugar in solution. Stirring had 
no effect on growth rate up to 50°C. Above 50° C. stirring 
rate had a noticeable effect. This indicates that up to 
50°C. the surface reaction on the crystal is completely 
limiting while at higher temperatures both diffusion and 
surface reaction are important. The linear plots of growth 
rate versus molality are consistent with Equations 6 and 8. 
The data of Bransom et al. (l) for cyclonite also show the 
growth rate as a linear function of supersaturation. 
McCabe (9), in a work of great importance, observed 
that under a variety of conditions the growth rate as given 
by Equation 8 was independent of the crystal size. This 
fact, referred to as McCabe1 s AL Law, means that each 
crystal in a suspension will grow the same length in a given 
time if subjected to the same conditions. This relationship 
held in spite of changes in the following crystallizer vari­
ables : nature of solute, structure of crystals, crystal 
20 
habit, temperature, amount of suspension, rate of growth, 
total amount of growth, agitation, original size distribu­
tion, and changes in supersaturation during crystallization. 
However, later work has shown that large deviations 
from the AL Law occur if dlffuslonal resistance plays an 
important part in the crystal growth. McCabe and Stevens 
(ll) reported that the AL Law did not hold in a batch 
crystallization of copper sulfate where both diffusion and 
surface reaction are important in determining the growth 
rate. They showed that this could be attributed to the 
higher relative velocity between crystals and solution for 
the larger crystals than for the smaller ones. Thus there 
was less resistance to diffusion in the former case, and the 
larger crystals grew faster than the small ones. 
A study of the effect of agitation on growth of single 
crystals was presented by Hixon and Knox (5). A single 
crystal was supported by a thin metal rod in a glass tube 
and a solution of known concentration was passed through the 
tube at different velocities. The crystal was weighed 
before and after each run. The rates of diffusion and 
surface orientation were determined for two crystals, copper 
and magnesium sulfate. Both diffusion and surface reaction 
were found to be important in each case. A correlation of 
the mass transfer coefficient in terms of dimensionless 
groups was given for each crystal system. The emphasis in 
21 
this work was to compare such mass transfer correlations 
with other generalized mass transfer equations rather than 
to study crystal growth. 
Cartier et_ al. (3) used a similar apparatus to study 
the crystal growth of single itaconic acid and citric acid 
crystals. The purpose of this work was to determine the 
particle integration rate at the crystal surface and hence 
only solution velocities at which diffusion resistance was 
negligible were used. The two crystal systems, itaconic 
acid and citric acid, give a beautiful example of the 
effects of diffusion and surface rate in determining the 
overall growth rate. Itaconic crystal growth is completely 
surface limiting at all solution velocities, however both 
diffusion and particle integration rate are important with 
citric acid. A plot of overall rate versus solution 
velocity plots a straight line in the former case and plots 
a curve which increases asymptotically to a constant value 
at a velocity of about two feet per second in the latter 
case. Equations for predicting the rate of surface reaction 
as a function of temperature and supersaturation were given 
for both crystal systems. 
Closely related to crystal growth is the effect of 
chemical environment on crystal habit. Small amounts of 
impurities may drastically affect the growth of a particular 
crystal face and thus change the shape or habit of the 
22 
crystal„ The effect of foreign ions is not fully understood 
and use in industrial crystallizers of such ions lo nrorïunp 
a favorable change is largely an art (4). 
The development of crystallizer theory as a unit opera­
tion has been hindered by a lack of reliable fundamental in­
formation on growth and nucleation in crystal suspensions. 
McCabe (10), in summarizing the present state of the unit 
operation of crystallization, recognized this need. In 
spite of the lack of fundamental information in this area 
there have been several valuable contributions to crystalli­
zation theory in recent years. 
Saeman (l6) derived equations for size distribution of 
crystals in mixed suspensions assuming either classified or 
mixed product removal. The assumptions used were as fol­
lows: a) completely mixed suspension, b) steady state 
supersaturation and nucleation, c) no crystal breakage, 
d) McCabe1 s AL Law holds, and e) growth rate is first order 
with respect to supersaturation. In the case of the classi­
fied product removal it was shown that 
Present Crystallizer Theories 
W 
p S T L,J 
Tk 
O 
(Eq. 9) 
ana for mixed product removal 
W = p S T L'
3 
k 6 - e  +  h L1 L'J 
(Eq. 10) 
where W is the weight in suspension of crystals up to size 
L, p is crystal density, k is a shape factor, S is the seed 
crystal rate, T is the draw-down time (equal to total sus­
pension divided by production rate), and L1 is a reference 
size equal to the length of a crystal which could be grown 
in T hours. It was also shown that for classified removal 
the product size is equal to 4L'. A very important compari­
son between crystallizers operating with classified product 
versus those operating with mixed product removal was made 
using Equations 9 and 10. The crystallizers were compared 
under conditions of equal production rate, growth rate, and 
crystal suspension. Thus : 
T = T equal draw-down time 
m c 
L1 = L'c for equal growth rate, and 
(WT)m = (WT)C where W'T is the total suspension, and 
the subscripts, m and c, refer to mixed and classified 
product removal. (w^)u is calculated on the basis of all 
crystals up to size 4L' and (W^) includes all crystals up 
to an infinite size. (There is zero probability of finding 
an infinitely large crystal.) Thus: 
24 
3 
4 k L1 y 
\ • (Eq. 11) 
(Wnn) T ym (Eq. 12) 
- M (Eq. 13) 
Equation 13 indicates that in order to produce crystals of 
comparable quality in the two types of crystallizers under 
equal conditions, less than one tenth of the seed crystals 
needed for the mixed product crystallizer are needed in the 
classified unit. As nucleation rate is nearly always higher 
than needed to produce a large size crystal product a handi­
cap is put on the classified crystallizer. 
A further disadvantage of a crystallizer operating with 
classified product removal is a tendency toward dynamic 
instability of the crystal suspension as population upsets 
in crystal nuclei are not removed with the product. Saeman 
(l8) has mathematically simulated the dynamic response to 
pulse upsets in nucleation of mixed and classified product 
removal crystallizers on a digital computer but the details 
of this work have not been published. The inherent 
25 
instability of operation with classified product removal was 
revealed in this study. 
Robinson and Roberts (15) derived a mathematical prob­
ability function for the residence time of crystals in a 
cascade of crystallizing tanks. It was assumed that perfect 
mixing occurred in each tank, and therefore the probability 
of a crystal of a given size leaving a tank was proportional 
to the number of crystals of that size in the tank. This 
probability function was then combined with a growth rate 
equation to give the final size distribution leaving each 
tank. It was assumed that nucleation occurred only in the 
first unit and that growth but not nucleation occurred in 
succeeding tanks. This analysis was undertaken to determine 
the feasibility of converting a series of agitators to the 
production of ammonium sulfate. For one tank the equations 
reduce essentially to those of Saeman. 
To the present time, published crystallization theories 
have dealt analytically only with steady state size distri­
butions. The exponential crystal population distribution 
predicted analytically has been found to hold in crystal­
lizers varying from laboratory glassware of a few liters 
size to large industrial units producing hundreds of tons 
per day. 
DEVELOPMENT OF THEORY 
"D /"s v\ n •» *1 r-\ 4- •? —. l"- T") ^  "1 — 
— ' £«• w —1- • x. * ' X-A. _A. t—X J. A V V» 
There are at least four different ways to express the 
size distribution of an aggregate of particles distributed 
along a size axis. These are a) cumulative weight percent, 
b) weight percent distribution, c) cumulative number of 
particles, and d) population density or number distribution. 
Distributions b) and d) are respectively the derivatives of 
the cumulative functions a) and c). The cumulative weight 
plot is perhaps the most common because it is directly ob­
tainable from a screen analysis, but the population density 
is the distribution which has the most direct theoretical 
significance with respect to the factors which control size 
distribution. Thus the number of crystals present in a 
small size range AL and a small volume element of suspension 
AV is given by 
AN = n AL AV (Eq. 14) 
where n is the local population density in the volume 
element of that size range in number/ft/ft3. The following 
derivation utilizes an overall population balance for an 
arbitrary suspension of particles under unsteady state con­
ditions. The system is not restricted to a crystallizer but 
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is an arbitrary suspension as shown in Figure 2, and which 
is defined by the following assumptions : 
1. The suspension occupies a variable volume V en­
closed by fixed boundaries, except for a free 
gravity surface. 
2. This volume has inputs and outputs which can be 
considered mixed across their respective pipe 
diameters, but the suspension contained in the 
volume under consideration is not necessarily 
mixed. 
3. The particles in the suspension are small enough 
and numerous enough to be considered a continuous 
distribution over a given size range of particles 
and over a given volume element of the suspension. 
4. No particle breakage occurs, except possibly the 
chipping of a particle into unequal pieces such 
that one piece is essentially unchanged in size 
while the other is small enough to be considered a 
nuclei. 
Considering the total number of particles in the sus­
pension within an arbitrary size range to we can write 
Accumulation = Input - Output 
or expressing this statement mathematically in terms of the 
Figure 2. Arbitrary particle suspension of variable volume V with 
mouts R and outputs R i o 
(V~V2:'/Vx)u 
(Vl)!u 
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local population density 
ndLdV = 
f u 2  
R. n. l l dL (Eq. 15) 
where n is point population density per unit volume, 
number/ft / ft, R is the suspension input or output rate, 
lb/hr and p is the input or output suspension density, 
lb/ft^. 
The left hand side of Equation 15 can be differentiated 
inside the integral using the general rule of Leibnitz and 
becomes 
d_ 
dt 
f ,L 
'V 
2 
ndLdV = -r-
h , L R  
ndLdV + dV dt 
/L, 
n dL 
s 
J Ln 
(Eq. 16) 
where n is the local population density of crystals at the 
suspension surface and is considered constant across the 
surface. The first term on the right hand side of Equation 
16 can again be differentiated inside the integral to obtain 
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( fLe 
I  I  
d 
dt 
/ z ZL2 
/ 
A 
V 
ndLdV = 3E _ ^ 
3t 
! JJ-, V 
"1 £H*v+§ 
J 
n dL 
s 
(Eq. 17) 
Substituting Equation 17 into Equation 15, inter­
changing order of integration and transposing terms gives 
[l? + dV + nsI' 
- dV fVi , Vo 
pi po 
1 
dL = 0 
J 
(Eq. 18) 
As Equation 18 was derived for a completely arbitrary size 
range, L^ to L^, it is necessary that the integrand vanish 
identically. Thus 
r 
I [« 3 
"
8Ln « + ^ Ka T WFt 
R.n. R n 1 1 o o 
Pi 
= 0 (Eq. 19) 
o 
V 
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which is a general population balance for an arbitrary sus­
pension of oart ici es snhien.f. to t-.ho n-ni f cv.r ascuzp 
tlons. The individual terms in Equation 19 can be explained 
as follows. The volume integration on the first two terms 
would be necessary to describe a classified suspension. 
(Note that operation with classified product removal does 
not necessarily imply a classified suspension as this type 
of operation can be obtained with other means such as wet 
screening, elutriation, etc.) The first term represents the 
transients in population density of crystals of a given 
size. The second term represents the bulk transport of 
crystals into and out of this size range by virtue of their 
rate of growth in suspension. The third term represents 
changes in population due to changes in total suspension 
volume. The fourth and fifth terms represent inputs and 
outputs of crystals to the suspension. In the common case 
of liquid feeds, n^ is identically zero and the input term 
vanishes. 
Cascaded Crystallizers 
The use of Equation 19 can first be illustrated by con­
sidering a steady state situation amendable to an analytic 
solution. Consider the problem posed by Robinson and 
Roberts (15) of k agitator-crystallizers operating in 
series but with the more realistic condition of nucleation 
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in each tank. For steady state operation with perfect mixing 
in each tank Equation IQ rennnms r.n 
d. (||nj) .h=£i=l . (Eq. 20) 
0-1 j 
for the j1th crystallizer tank in the series, where the 
total population density n is nV and ¥ is the total mass of 
suspension in a tank. If McCabe1 s AL Law is assumed to 
hold, the growth rate r=-^~ is independent of L and can be 
taken out of the differentiation. It will be assumed that 
the ratio W/R = T, the draw-down time, is the same in each 
tank. Equation 20 can then be written for each tank to give 
the series of equations 
dn^/dL = - n^/rT 
dng/dL = (n1 - n2)/rT 
dn^/dL = (n^ - n^)/rT (Eq. 21) 
This assumes that the growth rate remains constant from tank 
to tank. At this point it is convenient to make the 
dimensionless substitution x = L/rT which yields the set of 
equations 
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dn^/dx = -
dn^/dx = n - rig 
dnk/dx = nk_1 - nk (Eq. 22: 
This set of k first order differential equations can be 
solved algebraically to give a single k'th order differ­
ential equation for the population density leaving the k'th 
stage. Thus 
(D + l)^ = 0 (Eq. 23) 
where D is the differential operator. Equation 23 has a 
solution of the form 
^k = c^e~* + Cgxe~x + . . . (Eq. 24) 
The constants in Equation 24 are determined by the nuclei 
density in each tank. These coefficients are obtained by 
equating the derivatives of n, evaluated at x = 0 from 
Equation 24 and from Equation 22. Thus 
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C1 = n k 
+ eg = 
Ci - 2c^ + (2) (1) c? = n°, ^ -2n°^ , + n°^ (Eq. 25) 
k-2 k-1 k 
where the superscript (°) refers to the nuclei population 
density or in general 
C J  =  ( j - î ) V  (Eq. 26) 
Thus for the general case of k agitator-crystallizers 
operating in series at steady state with perfect mixing in 
each tank, the population density of crystals leaving the 
last tank is given in terms of crystal size and nuclei 
density in each tank by the equation 
nk = 6 
-x o "°k-l
x n°k-2x2 n°lxk_1 
k 1! + 21 •'" (k-1)! (Eq. 27) 
For nucleation only in the first tank 
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ii,_ = 
n^x^e^ 
(k-i); 
I Kn OX 1 
which is equivalent to the equations developed by Robinson 
and Roberts (15) and for a single tank 
n = n°e x (Eq. 29) 
which is the theoretical and experimentally verified popula­
tion density in a mixed suspension, mixed product removal 
crystallizer as given by Saeman (18). 
Both the cumulative weight and weight distribution 
functions can be obtained directly from Equation 27 by 
integration. Thus 
Cumulative wt. 
fraction below = 
size x 
x3e"x 
x3e"x A .  % .  
lk-1)! 
n°^k-l 1 
(k-1)! 
dx 
dx 
(Eq. 30) 
and 
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Weight % 
distribution 
1 
"• (k-1) I . 
(Eq. 31) 
Equations 30 and 31 can easily be integrated for a given 
number of tanks, k. Figures 3 and 4 are plots of Equations 
30 and 31 for the case of nucleation only in the first tank 
and k = 1, 2, 3, and 4. Referring to Figure 4 it is seen 
that the size for maximum weight distribution increases with 
the number of tanks in series. This dominant crystal size 
is given by 
Equation 31 suggests the interesting possibility of pro­
ducing crystals of a nearly arbitrary weight distribution, 
for instance bimodal, using a series of crystallizing tanks 
with controlled nucleation or seeding in each tank. In the 
explosives industry, for example, bimodal weight distribu­
tions of explosives are used to obtain uniform density and 
detonation velocities in pressed HE charges. These bimodal 
crystal size distributions are usually obtained by mixing 
x 
m 
k + 2 (Eq. 32) 
Figure 3. Cumulative weight % versus dimensionless size 
for multi-tank operation with nucleation only 
in the first tank 
k = number of tanks. 
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Figure 4. Weight <$> distribution versus dimensionless size for multi-tank 
operation with nucleation only in the first tank 
k =: number of tanks. 
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two unimodal distributions with different dominant crystal 
sizes. inspection of Equation 31 indicates that a bimodal 
size distribution could be produced continuously with as few 
as three stages with nucleation or seeding in the first and 
last tanks. 
Batch Crystallization 
A second illustration of the use of Equation 19 is the 
analysis of nucleation behavior in a batch crystallization 
process. Size distributions from batch crystallizers are 
usually characterized by their uniformity in size; the bulk 
of the crystals are distributed toward the large end of the 
size range. Sugar crystals are a good example of this type 
of narrow size distribution which occurs when the bulk of 
the solution is nucleated nearly instantaneously and subse­
quent nucleation while the original nuclei are growing is 
relatively unimportant. 
However, when heavy nucleation occurs during the growth 
phase, size distributions from batch crystallization often 
appear very similar to those from a continuous process. 
Figure 5 plots a typical size distribution of RDX and KMX 
explosive produced at Holston Defense Corporation, Kingsport, 
Tennessee, from a batch crystallization process. It is seen 
that the size distribution expressed as population density 
fits exactly the theoretical relationship n^e-^^ derived 
Figure 5. Dimensionless plot of population density 
versus size from a batch crystallizer 
Screen analyses were obtained from typical 
RDX and HMX production lots, courtesy of 
Los Alamos Scientific Laboratory. 
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for a continuous crystallizer. In this process raw RDX1 
cryzt&lc in & I.I wo.Lex- »iur.v,y are xeu "co a dissolving tank. 
A solvent, cyclohexanone, is added until most, but not all, 
of the RDX crystals are taken into solution leaving a few 
seed crystals which can be considered nuclei. The cyclo­
hexanone is then azeotropically distilled which recrystal-
lizes the RDX leaving it in the water as a slurry. The 
crystals are then cooled and dewatered. The process for HMX 
is similar except that acetone is used as the solvent. 
For the above batch process Equation 19 becomes 
8-s :::: » 
where t is the time at the end of the crystallization, the 
growth rate, r, is assumed constant and changes in suspen­
sion volume are neglected. Making the substitutions 
x = L/b, 0 = rt/b, y = n/n° Equation 33 becomes 
with y(8^,x) = e ^ (Eq. 35) 
Robbins, R. Holston Defense Corporation, Kingsport, 
Tenn. RDX and HMX crystallization processes. Private 
communication. 1961. 
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Equation 34 has a solution of the form 
u0-|ax 
y = 0^ '^  (Eq. 36) 
where n is a separation constant. If Equation 36 is to 
- 8 
satisfy Equation 35 then |i = 1 and c^ = e °. Thus a 
solution to Equation 34 is 
y =. e0"6® e"x (Eq. 37) 
which indicates that the nuclei density, n°, is given by 
n°(G) = n° "" exp[(r/b)(t-t^)] (Eq. 38) 
Equation 38 indicates that the conditions which existed 
during the batch crystallization resulted in a net nuclei 
density which increased exponentially with time. Two ex­
planations can be advanced for the exponentially increasing 
behavior of the nucleation rate. The first and most logical 
explanation is that if a constant heat load was maintained 
during the recrystallization, then as the solvent was 
evaporated the amount of the concentration (and hence 
supersaturation) per volume would increase with time. Note 
that there is a difference between batch evaporation and 
cooling crystallizers as in the latter type the maximum 
4? 
supersaturation occurs just before the solution nucleates 
unless furthp-p pnni 1- r^rr i c ocr.tir.ud -ftcr uu^icaoiun. I L L  
batch evaporation crystallizers like the type described 
above the maximum supersaturation could well occur at the 
end of the batch if evaporation was maintained at a rate 
greater than the rate of growth of solute on the crystal 
suspension. A second explanation of the exponentially in­
creasing nucleatlon rate might be that the nucleation rate 
is auto-catalytic and increases with the total amount of 
crystals in suspension. There is undoubtedly a lot of dif­
ference between nucleation rates in clear unseeded solution 
and in mixed suspensions, but the Ting and McCabe experi­
ments indicate that the catalytic effect of crystal suspen­
sion tends to become less important as the total amount of 
crystals in suspension is increased. 
The obvious conclusion to be drawn from Figure 5 is 
that if these distributions were produced in a batch procès 
the same distributions could be produced in a continuous 
crystallizer of considerably smaller size and with less 
operating cost. 
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DYNAMIC BEHAVIOR OF A CRYSTAL SUSPENSION 
Experimental Kinetic Relationships 
It has been mentioned that the theoretical population 
distribution, e x, as derived by Saeman for a continuous 
mixed suspension crystallizer, has been well supported ex­
perimentally. Figure 6 plots the population distribution 
of the crystal product from a large commercial ammonium 
sulfate crystallizer of the Consolidated Mining and Smelting 
Company Ltd., Trail, B.C. Both nucleation rate and growth 
rate can be obtained from steady state plots of this type. 
From Equation 29 it is seen that the steady state solution 
of the size distribution equation for a continuous 
crystallizer is 
n = n° exp(-L/r^) (Eq. 39) 
Thus a plot of In n vs L obtained from a screen analysis 
should be a straight line as shown in Figure 6 having an 
intercept of n° and a slope of -1/r T . Thus it is possible 
^ O 0 0 
from such plots at different production rates to obtain a 
set of values n° and rQ to yield a kinetic nucleation rate. 
Bransom et al. (l) apparently were the first to exploit 
this method. They plotted steady state size distribution 
from a two liter salting out crystallizer using the RDX 
Figure 6. Semi-log plot of population density versus 
size illustrating method of obtaining values 
of nucleation and growth rates from steady 
state size distributions 
These data were taken on a large commercial 
ammonium sulfate crystallizer of the 
Consolidated Mining and Smelting Company, 
Limited, Trail, B.C. 
2.4 
2.0 
1.6 
Log of 
Populotion 
D e n s i t y  1 - 2  
(Reloti ve) 
0.8 
0.4 
51 
(cyclonite)-HNO^-HgO system. RDX is very soluble in nitric 
acid and can easilv be nreci nl r.at.pd fvnm «^V-V^icr. by the 
addition of water. This system was ideal to use in that 
a) the crystal habit is approximately spherical, b) the 
growth rate was large enough to permit draw-down times in 
the crystallizer of less than 15 minutes, c) the salting out 
process eliminated many problems associated with vacuum or 
cooling processes, and d) the suspension of crystals at any 
draw-down time could easily be held constant by maintaining 
a constant ratio of water to RDX feed solution. The total 
nucleation rate is related to the nuclei density by 
— = r (Eq. 40) 
dt ° ° 
where dN°/dt is the total nucleation rate in number/second 
and r is the steady state growth rate. Figure 7 plots the 
total nucleation rate versus growth rate using data from 
this study on RDX. It is seen that the nucleation rate is 
correlated by the third power of the growth rate. Thus 
— = kr^ (Eq. 41 
dt 
is a kinetic correlation of the nucleation rate for the RDX 
Figure 7- Log-log plot of nucleation rate versus growth 
rate for cyclonite which illustrates third 
order kinetic nucleation equation 
These data were reported by Bransom e_t al. 
(l) from a small experimental crystallizer 
for the eyelonite-nitrie acid-water system 
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system assuming that the relationship holds for other than 
the steady 2%p=r=&tur^tiwn <%lav measured 
in this study and growth rate was found to be linear with 
respect to supersaturation, Thus 
— = k's^ (Eq. 42) 
dt 
is also a nucleation correlation where s is the supersatura-
tion. In a crystal suspension supersaturation provides the 
driving force for both nucleation and crystal growth. When 
crystal growth rate is directly proportional to supersatura-
tion the nucleation function has the same form if correlated 
with either supersaturation or growth rate. In general 
supersaturation is difficult if not impossible to measure 
in a crystal suspension. 
Qualitative crystallization theories (20) usually 
assume that growth and nucleation proceed respectively as 
first and n'th order (n > 1) functions of the supersatura-
tion. Nucleation Equations 2 and 42, which are based on 
experimental evidence, are consistent with this assumption. 
However, it is also widely held (l4) that above a certain 
critical supersaturation a region of "mass" nucleation 
occurs where essentially all of the supersaturation is 
relieved with a "shower" of nuclei. The idea of "mass,r 
55 
nucleation probably originated with observation in clear 
Cwlvi'vivno cum Id a nu±u over rrom the concept of metastable 
and labile regions. However, if such a discontinuity in 
nucleation behavior does exist in mixed crystal suspensions 
it might account for the transient instability observed in 
some commercial crystallizers. 
In any case knowledge of nucleation behavior in a mixed 
crystal suspension is the key to understanding the transient 
behavior of size distribution in the crystal product. 
Dynamic Feedback Relationships 
Consider a continuous, mixed suspension, mixed product 
removal crystallizer operating under the following controls : 
a) Feed rate is constant. 
b) Energy input is controlled to maintain constant 
suspension density. 
c) Constant suspension volume is maintained. 
Equation 19 reduces to 
ir - -r 3E - T (Gq. 43) 
where n = nV because of mixed suspension, SL/dt = r / f(L) 
if McCabe's AL Law holds, ïï. = zero for liquid feeds, nQ = n 
because of mixed product removal, dV/dt = zero for constant 
suspension volume and 1/T = R^/p V, the reciprocal of the 
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draw-down time. The operation of the control system to main­
tain restraints a) through o. ) i s nss-nmoH •kc ±±zzl, i.e. 
instantaneous response with no time lag. In any case it 
will be shown that the characteristic time response of the 
crystal size distribution is several orders of magnitude 
greater than any reasonable time constants for the control 
system and hence fluctuations in the latter can be neg­
lected. Equation 43 demonstrates that even under conditions 
of perfect energy and material balance control, the possi­
bility for transient size distribution still exists. The 
next step is to determine the variation of the crystal 
growth rate, r, under the above conditions. From condi­
tions b) and c) above the total mass of crystals in suspen­
sion, M, remains constant where 
•CO 
M = kPc | nL3dL (Eq. 44) 
k is a shape factor and p is the crystal density. Crystals 
of all sizes are assumed similar in shape (habit). Differ­
entiating Equation 44 gives 
OO 
-jjjr I nLJdL — 0 
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oo 
' ^ (—u) — - - (^<4- 45 ) 
o 
Expanding the differentiation inside the integral gives 
<20 , OO 
3 I nL2dL = - / L3 dL (Eq. 46) 
which again assumes ôL/dt / f(L). Substituting for dn/dt 
from Equation 43 in the right hand member of Equation 46 and 
integrating by parts gives 
nL3dL 
(Gq. 47) 
6T / nL2dL 
But from Equation 44 the numerator of Equation 47 is con­
stant and hence the growth rate is given by 
r = (Eq. 48) 
T I nL2dL 
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where the k's are constants and P and F are respectively the 
product and feed rates expressed as lb solids/hour. Equa­
tion 49 shows that under conditions of constant total mass 
of crystals in a constant volume crystallizer, the growth 
rate is proportional to the feed rate (or production rate) 
and inversely proportional to the total crystal area in 
suspension. Equation 49 can be arrived at independently 
from completely physical arguments by relating the gain of 
mass on a single crystal to the growth rate and then summing 
over the entire crystal suspension to obtain the total pro­
duction rate. It is instructive to obtain the same conclu­
sion from this physical standpoint. 
Consider a single crystal of size L measured along some 
characteristic axis. The mass of this crystal is given by 
m = lcLu (Eq. 50) 
If in an interval of time dt the crystal length increases by 
dL, then the rate of weight gain of the crystal is given by 
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# = Ik!,2 = ;rkT,- (E;. 
If the total mass of crystals in suspension at any time 
is constant and any holdup of solute due to changes in 
supersaturation is neglected, then a material balance around 
the crystallizer at any time gives 
F = P (Eq. 52) 
where F and P are respectively the feed and product rates in 
lb/hr of solute. The total number of crystals in the size 
range L to L + dl is given by 
AN = ndL (Eq. 53) 
The total rate of production of crystals of this size 
is 
p = ^  AN = 3rklAdL (Eq. 54) 
Finally, the total production rate must be equal to the sum 
of production over all possible sizes of crystals. Thus 
r 
P = 3rk nl^dL 
Jo 
(Eq. 55) 
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or r = 
k'P 
• oo 
nL2dL 
Jo 
k'P / 71 . r— /" \ 
I,-OU. TO I 
nL2dL 
to 
which is equivalent to Equation 49. 
Equations 49 and 56 indicate that there is a dynamic 
interrelationship between the size distribution and the 
factors which determine size distribution, namely growth and 
nucleation rates. Figure 8 is an information flow diagram 
which illustrates the dynamic interrelationship between 
these variables which affect the product size distribution. 
Starting from the left of Figure 8 it is seen that the level 
of supersaturation in the suspension is determined by the 
feed rate and the total surface area of the crystal suspen­
sion. The level of supersaturation then simultaneously de­
termines the growth and nucleation rates. These rates are 
given by the appropriate kinetic equations. The growth rate 
and nuclei density then appear as a factor and a boundary 
value of Equation 43 which relates population density to 
size and must be solved to determine the size distribution 
at any time. However, the total surface area in the crystal 
suspension is determined by the size distribution as shown 
by the block in the feedback loop. Thus it is apparent that 
disturbances can feed back into the system and cause 
Figure 8. Information diagram showing dynamic inter­
relationship of nucleation and growth rates 
to determine size distribution 
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transient s which make control nf nr-nri-nr- r. si v p hi sf-Pihui-inn 
difficult. 
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SOLUTION OF ST7,F DISTRIBUTION EQUATION 
Numerical Solution 
Step change in production rate 
The transient size distribution equation can be solved 
for a step change in production rate for an ammonium sulfate 
crystallizer operating with mixed suspension and mixed prod­
uct removal if the kinetic nucleation equation of Robinson 
and Roberts, Equation 2, is assumed to hold. Unpublished 
nucleation experiments^ on the ammonium sulfate system re­
vealed that in a stirred seeded solution, nucleation 
occurred immediately when the solution was cooled to its 
saturation temperature, indicating that no measurable super-
saturation existed below which the solution was metastable. 
Thus s in Equation 2, which represents a metastable limit, 
can be taken as zero and Equation 2 becomes 
dN°/dt = ks^ = k'r^ (Eq. 57) 
if the exponent is taken as four. 
From Equation 40 
n° = k'r3 (Eq. 58) 
Cochran, C. Shell Chemical Corporation, Pittsburg, 
Calif. Nucleation of ammonium sulfate solutions. Private 
communication. 1957. 
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At this point it is convenient to introduce the fol 
lowing dimensionless substitutions in Equation 43. 
Let x = L/r T 
' o o 
Y = n/n° 
8 = t/T, 
% = r/r^ (Eq. 59 
where the subscripts ( ) refer to steady state values at a 
reference production rate. Under these substitutions 
Equation 43 becomes : 
v 
' 
y T2 (E<3' 60' 
The steady state solution which satisfies this equation at 
a production rate equal to the reference production rate is 
y = (Eq. 61) 
which becomes an initial condition in describing adjustment 
of the size distribution to a step change in production rate. 
(Note: to conform with constraints b) and c) a simultaneous 
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change in energy inputs would have to accomnanv 3 in 
feed rate in the case of an evaporative crystallizer.) The 
dimensionless growth and nucleation rate functions are ob­
tained directly by performing the corresponding dimension-
less substitutions. Thus 
y° = n°/n° = (r/r^)3 = cp3 (Eq. 62) 
and 
CO 
x2e~xdx 
2T /T 
cp = (Eq. 63) 
T I x2ydx / x2ydx 
Equation 60 solved with the initial and boundary conditions, 
Equations 6l and 62, and with the constraint on the growth 
rate, Equation 63, should give the transient response of the 
crystal population density as the suspension adjusts from 
one steady state production rate to another. Equations 60 
through 62 were solved numerically on an IBM 704 digital 
computer using standard finite difference techniques for the 
two cases of T /T = 1.25 and TQ/T = 0.8333. Only first 
order finite differences were used. Equation 60 in dif­
ferenced form is 
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4+1 - 4 " ft! [YLl " 4-11 - f2 YJ69 'Eq. 64) 
where J and I are respectively the indices for increments 
AG and Ax in the 0 and x directions. The value of Ax was 
chosen as 0.05 to give an accurate approximation of the 
derivative and it was found that a value of A0 < 0.003 was 
necessary to maintain a stable solution. The computer pro­
gram used for this numerical solution is given in Appendix B. 
The range of x was taken in the interval (0, 15) to 
insure the convergence of the numerical solution. It is 
recognized that in an actual crystallizer, few if any 
crystals greater than about 8 mesh would be found in solu­
tion. Crystals of this size would not obey the original 
assumptions used in developing the equations. However, they 
only constitute a small portion of the total crystal area. 
Equations 60 and 63 involve only the ratio of production 
rates and.hence are independent of the magnitude of produc­
tion rate. However, there are physical limitations which 
limit production from a crystallizer unit to some range, as 
well as an upper limit on growth rate beyond which poor 
quality crystals result. These equations would not be ex­
pected to pertain for a step change outside the allowable 
operating range. 
Figure 9 gives the transient behavior of population 
Figure 9. Dimensionless plot of population density 
versus time for step decrease in production 
rate given by T /T = 0.8333 
Equations were solved on an IBM 704 computer 
using fourth order kinetic nucleation rate. 
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density versus 9 for various dimensionless si T-P ratine •= 
step decrease of production rate of T /T = 0.8333. Figure 
10 gives the same information for a step increase of T /T = 
1.1250. From inspection of these curves it is seen that the 
change in production rate causes an abrupt change in nuclea­
tion rate. This change in nuclei density propagates as a 
wave-like disturbance traveling at the instantaneous dimen­
sionless growth velocity, approximately unity. As this wave 
disturbance travels along the x-axis the total crystal area 
changes, changing the growth and nucleation rates in a 
direction opposite from the initial step changes. With the 
kinetics which were used this feed back change in growth and 
nucleation rates is smooth and quite damped, thus causing a 
second smoother wave disturbance to propagate which is 
practically negligible compared to the first. This second 
wave generates a third and so on with each disturbance less 
than the previous one. Only the first abrupt disturbance is 
of great enough magnitude to cause a significant change in 
product weight distribution. Even though only the original 
step disturbance causes significant fluctuations in product 
weight distribution, these transients are of long term dura­
tion due to the relatively long length of time required to 
grow a product sized crystal. 
As Equation 60 was solved in dimensionless form the so­
lution should hold for any crystal system having the same 
Figure 10. Dimensionless plot of population density 
versus time for a step increase in production 
rate given by T /T = 1.250 
Equations were solved on an IBM 704 computer 
using fourth order kinetic nucleation rate. 
72 
X = 0 
0.8 
0.6 
0.4 
0.2 
X= 2 
0.08 
0.06 X = 3 
0.04 
A = H 
0.01 L 
0 10 8 6 2 4 
e 
73 
functional relationship between nucleatior. and growth rate. 
The data of Robinson and Roberts plotted in Figure 6 give a 
value of r = 0.421 mm which can be used to convert the 
dimensionless population density plots to weight percentage. 
Figure 11 plots the transient behavior of "fines" (-35 mesh) 
and "coarse" (+16 mesh) for both a step increase and de­
crease in production rate. These curves were obtained using 
the value of r T = 0.421 mm and the definition of weight 
percent in an interval. 
'x. 
x-ydx 
weight 0 = /
X1 
• oo 
= 1/6 
/Xg 
3 
x ydx 
J X1 
q 
x~ydx 
(Eq. 65) 
From Figure 11 it is seen that for a crystallizer operating 
with a draw-down time of 10 hours, a period of approximately 
40 hours is required for the size distribution to adjust to 
a new level after a 20% change in production rate. 
To use the numerical solution of Equation 60 to predict 
weight distribution for other crystal systems under the 
above conditions one would 
a) estimate a value of the growth rate, 
Figure 11. Transient response of "fines" (-35 mesh) and 
"coarse" (+16 mesh) weight fo to step changes 
in production rate 
Equations were solved on an IBM 704 computer 
using fourth order kinetic nucleatlon rate. 
A value of r T = 0.421 mm was used to convert 
o o 
dimensionless plots to screen analyses. 
/ 
U/T= 1.25 
To/T = 0.833 
76 
b) determine the dimensionless size range of 
interest, x-^ to x^, using the growth rate and 
draw-down time, and 
c) evaluate Equation 65 graphically using values of 
y from Figures 9 or 10. 
Nuclei dissolving 
It is apparent from earlier work reported in the lit­
erature and from the equations developed in this work that 
control of nucleatlon is the key to control of crystal size 
distribution. One way to affect the net nucleatlon rate 
(but not necessarily to control it in a closed-loop sense) 
is to separate nuclei (actually small seed crystals which 
can be considered nuclei, i.e. L ~ 0) from the crystal sus­
pension and steam dissolve them. If assumptions are made 
concerning the operation of the nuclei dissolving system, 
then the previously derived equations can be used to de­
scribe the transient response to changes in nuclei dis­
solving rate. 
Saeman (17) describes various means of segregating fine 
crystals from suspension prior to dissolving them in an ex­
ternal dissolving system. The most novel of these means is 
to install a fines trap within the crystallizer itself 
utilizing the internal circulation of the suspension to pro­
vide flow for elutriation in the relatively quiet zone in 
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the trap. The overflow from the trap which should contain 
uuly amcLXj. seea crystals separated from the bulk of the sus­
pension is pumped to the external dissolver. Draw-down 
times in the trap, based on total suspension volume, should 
be of the order of 10 minutes for efficient operation. This 
indicates that the dynamics of removal of the seed crystals 
(nuclei) from the suspension can be neglected and only the 
net effect of the nuclei dissolver need be considered as far 
as transients in size distribution are concerned. It is 
rather open to question what the operating characteristics 
of a nuclei dissolving system would be, but in the case of 
a dissolving region with a fixed degree of unsaturatlon and 
constant residence time of seed crystals, a proportional 
model seems reasonable in which the number of nuclei de­
stroyed is proportional to the nuclei density in the crystal­
lizer itself (again neglecting the dynamics of separation of 
the nuclei). If this proportional model is assumed, then 
the nucleatlon equation becomes 
y° = car* (Eq. 66) 
where c is the fraction of nuclei left undissolved. Equa­
tions 60, 6l, and 63 still pertain. To illustrate the 
effect of a step change in dissolving rate and also the pos­
sibility of controlling size distribution with proper steam 
dissolving, Equations 60, 6l, 63, and 66 were numerically-
solved for the three cases of a step change c = 0.5 with 
T^/T respectively O.8333, 1.0, and 1.250. Figure 12 gives 
the behavior of the population density for these three 
cases. It is seen that for the decrease in production rate, 
TQ/T = 0.8333, the application of nuclei dissolving is in 
the wrong direction. This accentuates the sudden decrease 
in nuclei density and magnifies the transient behavior of 
the system. For the case of an increase in production rate, 
T /T = 1.250, the effect of nuclei dissolving essentially 
cancels the effect due to the production rate change. 
Figure 13 gives the weight % of "coarse" and "fine" crystals 
in the product as a function of 0 for the same three cases 
as shown in Figure 12. It is apparent that for an increase 
in production rate, a steam dissolving system for seed 
crystals can be used to not only eliminate transients in 
size distribution but to maintain the original crystal size 
distribution of the lower production rate. 
As the net effect of nuclei dissolving is to force the 
growth rate (supersaturation) to a higher level there exists 
the definite possibility of forcing the crystallizer into a 
region of unstable operation by using too high a dissolving 
rate if in such operation the supersaturation is indeed 
forced into a zone of "mass" nucleatlon such that the 
dissolver cannot keep up with the excess nuclei. Figure 8 
Figure 12. Transient response of nuclei density to 
simultaneous step changes in nuclei 
dissolving and production rate 
Equations were solved on an IBM 704 computer 
using a fourth order kinetic nucleation rate 
and assuming seed crystal dissolving system 
destroyed 50% of the nuclei. . 
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Figure 13. Transient response of % weight "coarse" 
(+16 mesh) or "fines" (-35 mesh) to 
simultaneous step changes in nuclei 
dissolving rate and production rate 
Equations were solved on an IBM 704 computer 
using a fourth order kinetic nucleation rate 
and assuming seed crystal dissolving system 
destroys 50% of the nuclei. A value of 
r^T = 0.421 mm was used to convert dimen­
sionless plots to screen analyses. 
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could again "be used to explain such instability but a 
nucleation function more complicated than the simple power 
model would have to be used. In this case undissolved ex­
cess seed crystals from a previous "shower" would form a 
population peak which, as it grew along the size axis, would 
first dominate the suspension area creating a dip in super-
saturation and nucleation and finally dominate the suspen­
sion mass thus causing a dearth in suspension area, in­
creasing the supersaturation to the zone of "mass" nuclea­
tion and perpetuating the disturbance. 
Electrical Analog Solution 
Operational techniques 
Equations 60 to 63 can be written in more general form 
as 
= - cp(@) - a(8 )y x, 8 > 0 (Eq. 67) 
y(0,x) = e -x (Eq. 68) 
y(8,0) = c(8)g(cp) (Eq. 69) 
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2 
x ydx 
where a(6) = TQ/T the ratio of a fixed reference draw-down 
time to the actual draw-down time, g(cp) is a dimensionless 
nucleation function, and c(6) is a periodic disturbance which 
can be imposed upon the nucleation rate and corresponds 
directly to changes in nuclei dissolving. If a(6) is chosen 
as periodic its period should be greater than the super-
saturation decay time constant of the suspension for Equa­
tion 70 to hold. This presents no problem, however, as the 
supersaturation time constant is usually one or two orders 
of magnitude smaller than the draw-down time and hence 
choosing a(8) with a period as small as the supersaturation 
time constant would only produce "noise" in the size distri­
bution equation. 
Equation 6j is defined for all x > 0 and has no 
x-dependent coefficients which immediately suggests using 
the Laplace transform in the x-direction. This integral 
transform and its inversion integral are given by 
/
Oo 
ye'^dx (Eq. 71) 
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/e+ioo / 
and y = / yeSXds (Eq. 72) 
ye-ioo 
where y is defined as the Laplace transform of y. Under 
this transformation, Equations 67 through 69 become 
^ + [a(8) + s c p ( G ) ]  y  = ç(8)c(8)g(cp) (Eq. 73) 
and y(0, s) = =1- s+s2- s^+ ... (Eq. 74) 
The conversion of Equation 70 to an equivalent statement in 
terms of the transform is somewhat less straightforward. 
Consider the n'th moment of the size distribution given as 
Co 
rn-
Jo 
1^,(8) = / % ydx (Eq. 75) 
which, loosely speaking, converges if y behaves in general 
as e~x. Using the expression for y from the inversion 
integral, Equation 75 becomes 
8G 
f e+i oo 
/ 
e-l<?o 
yeSxdsdx (Eq. 76) 
Reversing the order of integration and integrating on x for 
a value of s < 0 gives 
(Note: the physical situation guarantees that y behave in 
least a finite region containing s = 0 as an interior point 
and which enables a value of s < 0 to be chosen for the x 
integration.) Equation 77 can be evaluated by allowing s to 
take on complex values and evaluating a contour integral in 
the complex plane. The path of integration can be taken as 
a square with corners at (e,ib), (e,-ib), (c, -ib), (c,ib) 
for e < 0, c,b > 0 and where e is taken as near as one 
pleases to zero such that y is defined. The value of this 
contour integral taken around the square in a counter­
clockwise direction is given by Cauchy's Theorem as 2ni 
times the value of the residues encompassed by the contour. 
(Eq. 77) 
general like e x. Thus the transform, y, is defined in at 
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It is obvious that if y is an analytic function within the 
square region the only residue exists at s = 0 and further 
the value of the integrations along the bottom, right hand, 
and top sides of the square approach zero as b,c approach 
n_i_l 
infinity because of the term s in the denominator. Thus 
e-ioo 
y 
n+l ds = (2rri)(residues at s = 0) (Eq. 78) 
/e+i<9o 
The residue theorem gives 
residue = (-Dn+1 fe' TnTT ds n s=0 (Eq. 79) 
for an n+l order pole at s - 0. Thus the value of I.. (6 ) is 
n 
given in terms of the transform as 
i„(e) - -1 ,n 
as" 
(Eq. 80) 
s=0 
The correctness of Equation 80 can easily be demonstrated by 
performing the indicated differentiation on Equation 71. 
Equation 70 thus becomes 
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2a(G) 
3s2 8=0 
and Equations 73, 74, and 8l are the equivalent transformed 
statements of Equations 67 through 70. It does not yet 
appear that much has been gained from this transformation as 
Equation 73 cannot be directly integrated. 
The fact that the transform exists in some finite 
region containing s = 0 as an interior point suggests 
trying a solution of the form 
where the f's are arbitrary functions of 0. The utility of 
this form for y is seen immediately as cp is given simply by 
and in general the moments of the distribution, which are 
physically measurable quantities, are given by 
y - f0(0) + (9)s + f2(®)5 + •• (Eq. 82) 
2 
(Eq. 83) 
(Eq. 84) 
If Equation 82 is to satisfy Equation 73 then it Is 
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necessary that the f1 s satisfy the relationships 
dT" + = fg c(8)s 
df^ af-, 
^ + af_ = - ^ 
dT" ^  ai2 ~ f 2 
(Eq. 85) 
together with the initial conditions 
f0(°) = i 
fx(0) = -1 
f2(0) = 1 
(Eq. 86) 
• • 
Equations 85 were obtained by equating coefficients on 
powers of s on both sides of the equality sign in Equation 
73 after substituting for y from Equation 82. The initial 
conditionsj Equations 86, were obtained by equating coeffi­
cients of powers of s from Equations 82 and 74. 
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The moments Iq, 1^, 1^, and 1^ are respectively the 
uxrriensioniess total crystal suspension population, length, 
area, and mass functions. Thus the arbitrary time coeffi­
cients have physical significance and in fact are experi­
mentally measurable quantities which can be obtained from a 
screen analysis of the crystal product. If w' is the slope 
of a cumulative weight versus size plot from a screen 
analysis, then 
fo - k (Eq. 87) 
w' 
L 
dL 
f- k-, (Eq. 88) 
Co 
~ dL 
fr k. (Eq. 89) 
w1 dL 
and 
f3 ~ k 
= "1 (Eq. 90) 
3 
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where the k's are respectively the value of the integrals at 
une steady state reference, T^. These functions can be used 
to define the transient behavior of the system under dis­
turbances c(8) and a(0). 
The total mass function, I^, was assumed constant in 
the derivation of the constraint on the growth rate. To be 
consistent with this constraint Equations 85 and 86 should 
yield f^ equal to a constant as indicated in Equation 90. 
This can easily be shown to be true as Equations 85 and 86 
give 
df g 
d0~ + af3 = ~a (eQ- 91) 
^(0) = -1 (Eq. 92) 
which indeed has the solution f_ = -1. 
Broadly speaking, the use of operational techniques has 
converted a difficult to solve and evaluate partial dif­
ferential equation into a set of three nonlinear ordinary 
differential equations in terms of moments of the size dis­
tribution which can easily be solved with simple electrical 
analog circuitry. This represents a great saving in effort 
and expense over the numerical solution on a digital com­
puter, especially if a complete frequency analysis is to be 
92 
made. To gain an idea of the savings involved, the work 
which required 10 hours of time on an IBM 704 computer was 
repeated in less than one afternoon (and at no service 
charge) with the analog computer. The price that is paid 
for this convenience in solving the equations is that the 
answer is in terms of total quantities, fQ, f and fg, 
rather than the distribution of these quantities as given 
with a point-by-point numerical solution of the original 
partial differential equation. In the case of crystalliza­
tion this convenience of solution at the price of obtaining 
total versus point quantities is a bargain as the total 
quantities define the stability of the system. In fact, 
one point quantity, the nuclei density, is given in terms of 
the total crystal area, fg, and is a key to understanding 
the stability of the system. 
Hulburt and Katz (6) in an unpublished company report 
theoretically analyze the behavior of a continuous crystal­
lizer in terms of the moments of the size distribution. In 
their work the constraint that the third moment be constant 
was not used, but instead an additional differential equa­
tion was added in which a balance on the total solute in the 
crystallizer was used. In this equation it was assumed that 
the feed solution was of a higher concentration than the 
solution in the crystallizer. This would only be true in 
the case of a cooling crystallizer, but this work could 
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probably be generalized to an evaporative crystallizer if an 
enthalpy balance was included as an additional relationship. 
Their relationships could be obtained by multiplying Equa­
tion 60 by xn and integrating on the interval (0, ). The 
constraint on the growth rate, Equation 63, would then be 
replaced by an overall material balance involving the third 
moment and the solute concentration. Their set of differ­
ential equations in the size distribution moments were not 
solved for any particular growth and nucleation functions 
but were instead arranged so that growth and nucleation 
functions could be conveniently inferred from steady state 
size distribution data which might be obtained experi­
mentally. A stability analysis was made of these equations 
in which it was found that instability might occur in an 
operating region where the nucleation rate was sufficiently 
more sensitive to a small change in concentration of solute 
than the growth rate. Such a region could occur near a 
threshold or metastable limit of concentration above which a 
jump or discontinuity in nucleation occurred. Instability 
would also result with a simple power nucleation model if 
the power were sufficiently higher than the power of the 
growth rate (in terms of supersaturation). 
No instability was observed in the present work using 
third, fourth, and fifth power nucleation models, but it is 
difficult to directly compare stability between the two 
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theoretical analyses as the concentration appears explicitly 
in the stability criterion of Hulbert and Katz. 
Comparison with numerical solution 
A value of the functions c(6) and a(6) different from 
unity starts the problem in a mathematical sense. A step 
change in a(8) to a value greater than or less than unity 
corresponds respectively to the same ratio of production 
rate increase or decrease. A value of c(0) less than unity 
corresponds to the survival of that fraction of nuclei from 
a seed crystal removal system. Both c(8) and a(0) can take 
on periodic values to test the stability of the system with 
respect to periodic upsets in the nuclei dissolving system 
and/or production rate. The functions c(0) and a(6) can 
also simultaneously take on any of the above values to 
simulate interactions between nuclei dissolving and produc­
tion rate. 
The IBM 704 calculations, using the nucleation model 
given by Equation 62, solved the transient equations for the 
five cases of a = 1.25, 1.0, 0.8333; p- = 1.0, 0.5. (The 
sixth case a = 1.0, c = 1.0 is a trivial steady state case.) 
In addition, a frequency analysis, with c(9) a periodic 
square wave function, was performed using the numerical 
solution, but this involved an inordinately large amount of 
computer time. All the work performed with the digital 
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computer was repeated on the analog computer and in addition 
several other nucleation models were studied. Only the sus­
pension area, growth rate, and distribution of weight per­
cent were read out in the digital output so direct compari­
son between the two solutions is limited to that of the 
growth rate (or total suspension area). The amplitude ratio 
plot for the frequency analysis was based on suspension area 
and could be obtained from either type of solution. Ampli­
tude ratio plots from both the analog and digital solutions 
were identical. 
Figure 14 plots analog and digital solutions of dimen­
sionless growth rate versus 9 for a step change in produc­
tion rate, a = 1.25, with and without nuclei dissolving, 
i.e. c = 0.5 or 1.0. From this plot it is easy to determine 
the interacting effects of production rate and nuclei 
dissolving as predicted by this mathematical model. At 
9=0 the growth rate makes a discontinuous jump from a 
value of 1.0 up to 1.25 due to the increased rate of pro­
duction on the same suspension area available for growth. 
Actually this jump in growth rate would take a certain 
finite amount of time, but this lag time should be of the 
order of the supersaturation decay time, about five to ten 
minutes. In the case of no nuclei dissolving this increased 
growth rate (supersaturation) results in a large increase in 
nuclei density which starts to degenerate the crystal size 
Figure 14. Dimensionless plot of growth rate versus 
time comparing results from analog and 
digital solutions 
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as the population peak grows along the size axis. At 0 ~ 2 
this population peak has its maximum effect on suspension 
area and the growth rate overshoots to a minimum value be­
tween the original value of 1.0 and the initial peak value 
of 1.25. Beyond 0=2 the growth rate settles down rapidly 
to a constant value representing a new steady state size 
distribution with smaller average size and greater total 
area. The analog and digital solutions compare very well; 
there is a slight phase shift which could be attributed 
either to a lag in the analog circuitry or to the discon­
tinuity of population tending to "diffuse"" forward in the 
finite difference numerical calculations. A Donner Model 
3500 analog computer was used for these solutions. For the 
case of a simultaneous increase in production rate and 
application of nuclei dissolving it is seen from Figure 14 
that again the growth rate makes a discontinuous jump from 
1.0 up to 1.25, but in this case the additional nuclei 
created are dissolved leaving the net nuclei density the 
same and resulting in no significant perturbation of the 
size distribution. Thus the net effect of nuclei dissolving 
is to force the growth rate to a higher level enabling the 
same size distribution to be produced at a higher production 
rate as previously shown in Figure 13. 
Figure 15 shows the analog solution for the dimension-
less total population, length, and area curves after the 
Figure lb. Relative changes in total suspension population, crystal length, 
and area after application of nuclei dissolving 
These solutions were obtained using a fourth order nucleation 
rate and assuming 50<fo of the nuclei were destroyed in seed 
dissolving system. fQ, -f^, and f2 are respectively the 
dlmenslonless total crystal population, length, and area in 
suspension. 
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application of a 50^ change in nuclei dissolving rate (i.e. 
c =0.5) at 6=0. These curves were obtained on a Goodyear 
Model L2 computer. The offset between the numerical and 
digital solutions was due to the inability to adjust the 
multiplying circuitry parameters before the start of the 
problem. Due to an annoying feature of this computer, a 
division by zero was occurring in the multiplying circuits 
at 0 < 0 which resulted in considerable noise at the start 
of the solution and the inability to get good adjustments 
on the circuit inputs. From Figure 15 it is seen that 
application of nuclei dissolving results in a quite sharp 
decrease in total crystal population up to 0 = 1.5 where the 
total population has decreased to 0.6 its former value. By 
this time the total crystal area has decreased signifi­
cantly, forcing the growth and nucleation rates up, and re­
sulting in an increase in population to approximately 
0 = 4.0. The apparent smoothness of the crystal area curve 
belies the actual dynamics of the system as fluctuations of 
weight percent in a given size interval correspond to popu­
lation fluctuations in that interval and can still be big 
nificant in the larger sizes even after the total area 
function has settled down to a new value. 
Frequency analysis 
Equations 85 and 86 were used to study the frequency 
response, based on suspension area, of a mixed suspension 
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crystallizer to periodic upsets in the nucleation rate. 
Mathematically this was accomplished by allowing c(6) to be 
a periodic square or sine wave about the value 1.0. A fre­
quency analysis could be based either on perturbations in 
the nucleation rate, c ( 8 ), or on production rate, a(0). 
For a crystallizer operating with a seed crystal dissolving 
system perturbations in the former, purposefully or acci­
dentally, are far more likely than in the latter. However, 
an experimental frequency response study using perturbations 
in production rate would be easier to perform and to define 
mathematically. This study was based on perturbations in 
nucleation rate not only because this seemed to be a more 
likely occurrence but because using a periodic function a(0) 
required additional multiplying circuits which were not 
available. 
A total of six nucleation models were studied. These 
models consisted of three power models in terms of growth 
rate, with and without a constant amount of attrition as an 
additional nuclei source. The nucleation function, g(cp), 
can be written for this general case as 
S M -H-T-TS (eQ- 93) 
where n is the power of the nucleation model with respect to 
the growth rate, and m is a number representing the amount 
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of seed crystals originating from attrition of the crystal 
bed. For m = 0, Equation 93 indicates that all seed crys­
tals come from nucleation occurring in solution as an n'th 
order function of growth rate (supersaturation). For m-> 
attrition provides the entire source of seed crystals and 
blanks out any homogeneous nucleation which occurs in solu­
tion. Of course, the latter case is uninteresting from a 
dynamics standpoint unless attrition rate were found to be 
coupled with the size distribution itself. In industrial 
crystallizers it is generally not known just what percentage 
of the net seed rate is due to attrition, but good design 
practice tends to eliminate this source of seed crystals. 
In a well designed experimental crystallizer such as was 
used in studying the nucleation of RDX (l), undoubtedly all 
of the seed crystals were formed from nucleation in solu­
tion. 
The six nucleation models which were studied on the 
analog computer are given by Equation 93 for the values 
n = 3,4,5; m = 0,1. A value of m = 1 corresponds to 50^ of 
the steady state seed crystal rate coming from a constant 
source such as attrition. The amplitude ratio was defined 
as 
ft - f: 
A.R. = £ (Eq. 94) 
(fg " fgL, 
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where the superscripts (+J_) refer to the maximum and mini­
mum values or suspension area under the influence of a 
periodic perturbation, c(0), and the subscript ) refers 
to the amplitude of suspension area fluctuations as the 
period of c(8) approaches infinity. Due to the constraints 
on the system the growth rate is inversely proportional to 
suspension area and hence Equation 94 would also represent 
the amplitude ratio of the growth rate. In the case of c(0) 
given by a square wave the aperiodic disturbance becomes a 
step change and the denominator of Equation 94 contains 
overshoot and undershoot as seen in the response of f^ in 
Figure 15. As this overshoot is not present in the case of 
a sine wave perturbation, the normalizing factor (denomi­
nator of Equation 94) is not quite as large in the latter 
case. 
Figure 16 gives the frequency response of the suspen­
sion area for m = 0, n = 3,4,5 for the case of c(0) given by 
a sine wave with maximum and minimum amplitudes of 0.85 and 
1.15. This work was performed on the Goodyear analog com­
puter. A diagram of the circuitry Is given in Figure 20 of 
Appendix A for the case of n = 4 and Figure 21 of Appendix A 
is a copy of the output from the analog computer from which 
the amplitude ratios were obtained. The time scaling and 
details of solving Equations 85, 86, and 93 are given in 
Appendix A. Figure l6 shows that periodic disturbances are 
Figure l6. Frequency response of total suspension area 
to sine wave perturbation of nucleation rate 
n = order of kinetic nucleation rate, 
m = 0, i.e. no additional nuclei sources. 
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attenuated very rapidly beyond a frequency of about 0.3 
cycles/draw-down time. As the draw-down time in a crystal­
lizer is usually anywhere from one to twenty hours this 
rapid attenuation essentially removes the crystal size dis­
tribution from the realm of interaction with other instru­
ment control systems as far as transients are concerned. 
Of course, if poor instrument control (say vacuum control) 
resulted in excessive nucleation, this would result in the 
degeneration of crystal size but should not foster tran­
sients. 
The curves in Figure 16 attenuate with a slope (on 
log-log plot) of exactly minus three. This fact was first 
observed from the results of the numerical solutions but is 
immediately explained with the analog solution from observa­
tion of Equations 85. These equations form a set of three 
nonlinear first order differential equations. At high fre­
quencies the nonlinear effects are decoupled and the equa­
tions are equivalent to a single linear 3'rd order differ­
ential equation which gives the classical 3'rd order ampli­
tude response in the region of high attenuation. 
Figure 17 plots the frequency response of the growth 
rate to a square wave perturbation of amplitude O.85 or 
1.15. The square wave analysis was undertaken in addition 
to the usual sine wave analysis as this type of disturbance 
is much more likely to occur in an operating crystallizer if 
Figure 1J. Frequency response of total suspension area 
to square wave perturbation of nucleation 
rate 
n = order of kinetic nucleation rate, 
m = 0, i.e. no additional nuclei sources. 
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control of the size distribution is attempted with manual 
changes in nuclei dissolving rate. The most interesting 
feature of the amplitude ratio plots in Figures 16 and 17 is 
the hump in the curves at frequencies of 0.15 to 0.25 cycles/ 
draw-down time which indicate that crystallizers are sensi­
tive to disturbances of this frequency. The maximum in the 
amplitude ratio depends on the order of the kinetic nuclea­
tion rate but is less in the case of the square wave pertur­
bation because of the larger normalizing factor which in­
cludes overshoot. In the case of n = 5 this maximum ampli­
tude ratio is 1.16 to 1.35 depending on whether a square or 
sine wave disturbance was assumed. However, these amplitude 
ratios are based on suspension area (growth rate), and thus 
the actual effect on nucleation rate would vary as the fifth 
power of the disturbance in growth rate. It is thus 
apparent that with a fifth order nucleation rate a given 
disturbance of the system which affected the nucleation rate 
would be magnified in its effect by a factor of roughly two 
to five if this disturbance was of a frequency near the 
critical frequency of the system. 
It is interesting to speculate that some of the ob­
served instability in commercial ammonium sulfate crystal­
lizers which normally operate with draw-down times in the 
range of 10 hours could be caused by small daily operational 
changes. Such operational upsets might be deliberate 
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changes in nuclei dissolving taken in an effort to nnnf.m i 
the size distribution, or purely operational, such as 
inadvertent nuclei dissolving due to system washes, etc. 
Figures 16 and 17 would indicate that such washes would 
best be done on a once a shift basis rather than daily. 
Figure 18 shows the frequency response of total sus­
pension area to a square wave disturbance when 50% of the 
nuclei are assumed to originate from a constant source, 
such as attrition. As one would expect, the presence of a 
constant source of nuclei reduces the sensitivity to 
periodic disturbances around the critical frequency. The 
amplitude of disturbance itself is also considerably re­
duced. This is not apparent in this plot of amplitude 
ratio. 
Figure 19 plots the phase shift of amplitude peaks in 
the total population and suspension area curves as a func-
tion of the frequency of a sine wave perturbation imposed on 
the nucleation rate. The phase response was quite insensi­
tive to the order of the nucleation rate and only a plot of 
the phase shift for n = 3 is shown. From this representative 
plot it is seen that at a very low frequency both the popu­
lation and suspension area peaks are in phase with the dis­
turbance. As the frequency is increased first the area and 
then the population begin to lag the disturbance and respec­
tively asymptote at 3^/2 and tt/2 radians at high frequencies, 
Figure 18. Frequency response of total suspension area 
to square wave perturbation 
n = order of kinetic nucleation rate, 
m = 1, i.e. 50% of nuclei were assumed to 
be given from constant source. 
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which is the characteristic "behavior of third and first 
order differential equations. At the critical frequency 
of about 0.l8 cycles/draw-down time the area function lags 
the population by about one radian. This is also seen to 
be the region of greatest change of suspension area phase 
lag with respect to frequency. 
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SIZE DISTRIBUTION CONTROL 
The work of Saeman (17) on the techniques of separating 
and dissolving excess seed crystals suggests the possibility 
of actually controlling, in an instrument control sense, the 
product size distribution from an operating crystallizer. 
The analytical work presented here suggests that this would 
present a unique and perhaps difficult control problem. 
An essential element in any control scheme is a 
measuring device to measure the controlled variable in the 
case of feed back control or some input in the case of feed 
forward control. Two such schemes immediately suggest them­
selves from this study; a feed forward scheme based on the 
measurement of suspension area and a closed loop feed back 
scheme based on the measurement of seed crystal density in 
suspension. Either method, to be made continuous and auto­
matic, would depend on the development of suitable instru­
ments to measure either suspension area or nuclei density. 
Let us consider first the feed forward scheme. A pos­
sibility for a continuous measurement of crystal area would 
be a device which measured the light transmitted between two 
probes. The exposed crystal area in solution would tend to 
scatter and adsorb the light. Such an instrument would have 
to be developed for a specific application. A more incon­
venient, but available, method would be calculation of the 
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area from periodic screen analyses of the suspension. If 
simple routine procedures were established this information 
could be made available with as little as one half hour lag 
which might be suitable for control purposes. In such a 
control scheme periodic estimates of the total crystal area 
would be used to change the set points of either flow from a 
nuclei trap or flow of steam to a dissolving region. The 
method of controlling the amount of seed crystals which are 
to be destroyed would depend on the particular seed crystal 
dissolving system which was used. This method of control 
would assume that the nucleation equation was known in 
terms of crystal area and that no unknown disturbances would 
upset the nucleation rate. In the particular case of crys­
tallization this is a very poor assumption on which to base 
the control of the system. In fact, in crystallization there 
are many unknown or difficult to analyze factors which can 
drastically affect nucleation rate. 
As an example, assume a crystallizer operating with the 
above control system. An upset in vacuum control occurs 
which flashes an extra amount of solvent, cools the solution 
a few degrees, and creates a large "shower" of nuclei. No 
change in crystal area is observed and so no compensating 
increase in dissolving rate is made. Soon the nuclei grow 
too large to be destroyed in the seed dissolving system and 
begin to affect the total crystal area. By this time the 
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suspension area has begun to increase, an appropriate de­
crease in nuclei dissolving is started, and the disturbance 
continues to travel down the size axis until all of the ex­
cess crystals are removed as product. In short, by the time 
such a control system could detect an unexpected upset it 
would be too late to remove the disturbance by an appro­
priate change in nuclei dissolving. This control scheme 
further assumes that the kinetic nucleation behavior in the 
crystallizer has been correctly assessed. If this were not 
the case changes in nuclei dissolving might be out of phase 
with the system and would certainly be of a frequency which 
would foster transients. However, if the dynamic model of 
the system were correctly known, this control scheme should 
at least aid in reducing the long term effect of unexpected 
upsets in nucleation. 
The second and more direct mode of control would in­
volve measuring the nuclei density in solution and then 
adjust dissolving to a rate proportional to the nuclei popu­
lation. This writer has invented a device while in the 
employ of Shell Chemical Corporation to segregate and 
measure small seed crystals in solution in an ammonium 
sulphate crystallizer. Considerable short term fluctuations 
in seed crystal population were observed with this device 
which were superimposed on long term trends related to long 
term size distribution transients. That these short term 
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fluctuations would not he reflected in the size distribution 
is consistent with the transient equations presented here. 
However, these fluctuations would seriously affect the con­
trol of a nuclei dissolving system if the lag time in the 
seed crystal removing system were of the same order of 
magnitude as the period of fluctuations. 
An ideal system would employ both methods of control. 
The dissolving system would normally operate on feed forward 
control based on suspension area but would be monitored by a 
feed back loop based on nuclei population which would assume 
control if the nuclei population exceeded certain limits. 
This latter control would have to be modulated so that short 
term fluctuations in nuclei population did not result in 
erratic operation of the nuclei dissolving system. The 
success of this or any other control scheme would depend 
largely on the development of suitable measuring devices and 
a correct detailed knowledge of the dynamic behavior of the 
system. 
A subtle difference between size distribution control 
and control of other distributed parameter systems, e.g. a 
double pipe heat exchanger, is the fact that as the term 
implies, the entire size distribution is the variable to be 
controlled, rather than a single exit point property as in 
the case of the exit temperature from a heat exchanger. 
This fact, together with the fact that once crystals have 
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grown beyond seed crystal size nothing can be done to 
change their population, makes the complete control of size 
distribution a difficult problem. 
122 
RESULTS AND CONCLUSIONS 
1. A general dynamic size distribution equation was 
developed which relates dynamics in crystal population to 
changes in nucleation rate, growth rate, suspension volume, 
and suspension inputs and outputs. The steady state solu­
tion of this equation for the case of a mixed suspension, 
mixed product removal crystallizer gives the exponential 
population distribution observed experimentally. 
2. The general equation was solved analytically for 
the case of k cascaded crystallizing tanks operating with 
perfectly mixed suspensions at steady state. It was con­
cluded that a bimodal size distribution could be produced 
continuously with as few as three tanks in series with 
proper nucleation or seeding in each tank. 
3. An analysis of a batch crystallization process 
haying an exponential population distribution was made using 
the general dynamic equation and it was concluded that such 
a size distribution in a batch process could be explained if 
the conditions were such that the nucleation rate increased 
exponentially with time from the start of the operation. It 
was further concluded that the same distribution could be 
produced in a continuous operation. 
4. The dynamic behavior of size distribution in the 
important case of a continuous, mixed suspension, mixed 
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product removal crystalllzer operating with constant total 
suspension magma was defined quantitatively in terms of the 
kinetic nucleation behavior. The qualitative behavior of 
such a suspension was described with the aid of an informa­
tion diagram which clearly shows the dynamic interrelation 
between nucleation rate, growth rate, and size distribution. 
5. The transient size distribution equation was 
numerically solved in dimensionless form on an IBM 704 com­
puter for the cases of step changes in nuclei density, 
production rate, and combinations of these two situations 
using a kinetic nucleation relationship given in the litera­
ture for the ammonium sulphate system. These solutions 
clearly illustrate the possibility of control of size dis­
tribution if nuclei density can be properly manipulated. 
6. A value for the product of growth rate and holding 
time was taken from data on an industrial ammonium sulphate 
crystalllzer and was used to convert the general dimension-
less solutions to screen analyses. It was shown that for 
such a system a 20fo change in production rate would generate 
significant transients in the product screen analysis for a 
period of 40 hours after the change. 
7. An alternate solution of the transient size distri­
bution equation was presented in terms of functions propor­
tional to the zeroth, first, and second moments of the size 
distribution. This solution in terms of moments of the 
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distribution converted the original difficult partial 
differential equation into a set of three nonlinear ordi­
nary differential equations in terms of functions propor­
tional to the zeroth, first, and second moments. It was 
shown that the dynamic behavior of the system could be in­
ferred from the nucleation rate and hence from the second 
moment of the distribution. 
8. A frequency analysis of the response of the second 
moment to periodic upsets in nucleation rate was studied by 
solving the moment equations on an analog computer for 
several assumed nucleation models. An interesting result of 
this study was the observation that crystal suspensions are 
sensitive to periodic disturbances of approximately 0.15 to 
0.25 cycles/draw-down time, which for many industrial crys-
tallizers would indicate a sensitivity to daily operating 
changes. For a fifth order nucleation rate a given dis­
turbance at the critical frequency would be magnified two to 
five times in its effect on nuclei population. 
9. It was further observed from the frequency analysis 
that disturbances attenuated rapidly beyond a frequency of 
about 0.3 cycles/draw-down time. IV can be concluded from 
this observation that dynamic interaction with other control 
instruments on the system would not foster transients in 
size distribution. 
10. Except for the degree of sensitivity around the 
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critical frequency, the amplitude ratio and phase lag "plots 
are relatively insensitive to the kinetic nucleation model 
used. An experimental frequency analysis of an operating 
crystalllzer should give a Bode plot attenuating with a 
slope of minus three, but this would be a test only of the 
basic wave form of the transient equation and not of the 
particular kinetics or even of the constraint on the growth 
rate. It is concluded that the method of obtaining a 
kinetic nucleation correlation from steady state size dis­
tributions as used by Bransom _et al. appears more feasible 
than an experimental frequency analysis. 
11. Two size distribution control schemes were dis­
cussed which were based on a nuclei dissolving system and 
depend on a measurement of nuclei density or suspension 
area. It was concluded that an ideal control scheme would 
use measurement of suspension area for feed forward control 
of nuclei dissolving with a monitoring feed back loop based 
on measurement of nuclei density to detect unexpected 
nucleation upsets. The success of any of these methods would 
depend on the development of suitable instruments or pro­
cedures for measuring nuclei density and suspension area. 
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RECOMMENDATIONS 
1. It is recommended that experimental verification of 
the analysis presented in this work be carried out with a 
system which can be operated under the following conditions : 
a) holding times in the order of one hour, 
b) small average particle size so that perfect mixing 
could easily be achieved, and 
c) supersaturation produced by salting out with a 
third component to avoid the problems of vacuum 
and heating or cooling. 
Condition a) would yield a tremendous experimental saving in 
operating time over a typical inorganic crystalllzer having 
a holding time of several hours. Conditions a)-c) suggest 
an organic-acid-water system. The RDX system described by 
Bransom would be ideal except for the explosive nature of 
the product. Another possibility would be the anthraquinone-
sulfuric acid-water system which is also a system of com­
mercial interest. 
2. It is recommended that research effort be directed 
toward the problem of counting nuclei population in a mixed 
crystal suspension. A breakthrough in this area would have 
wide application in crystalllzer control as well as in 
experimental nucleation studies. 
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NOMENCLATURE 
A total surface area of crystals in suspension 
A.R. amplitude ratio of fluctuations in suspension area 
caused by periodic upset of nucleation rate 
a(0),a dimensionless ratio of crystalllzer draw-down time, 
VT 
c (6 ),c dimensionless perturbation imposed as coefficient of 
nucleation function 
f.(8) arbitrary time function in series expansion which is 
proportional to i'th moment of size distribution 
P total crystalllzer feed rate, lb/hr, based on solids 
content 
g(cp) functional relationship between nucleation rate and 
crystal growth rate 
1^(0) n'th moment of the dimensionless size distribution 
k index for counting number of cascaded crystalllzer 
tanks, or general constant used in text to indicate 
proportionality between two variables 
k' notation used to indicate that constant has dif­
ferent value from immediately preceding constant, k 
L crystal length, ft, measured along a characteristic 
axis 
M total mass of crystals in suspension, lb 
m mass of single crystal of size L 
AN total number of crystals in size range AL 
N° total number of nuclei 
n total crystal population density, number/ft 
O 
n point crystal population density, number/ft/ft-3 
n. suspension input population density, number/ft/ft^ 
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suspension output population density, number/ft/ft^ 
crystal population density at _ 
suspension surface, number/ft/ft^ 
total nuclei population density, number/ft 
steady state reference total nuclei population 
density, number/ft 
crystal product rate, Ib/hr, of solid product 
production rate of crystals of size L to L + dL, 
Ib/hr 
crystal growth rate along characteristic crystal 
axis, ft/hr 
steady state reference crystal growth rate, ft/hr 
suspension input rate, Ib/hr 
suspension output rate, Ib/hr 
? 
supersaturation in solution, lb/ft , or Laplace 
transform variable 
critical supersaturation below which solution is 
metastable, lb/ft3 
draw-down time, hr 
reference draw-down time, hr 
time, hr 
total suspension volume, ftu 
total mass of suspension, lb, in j'th tank 
slope of cumulative weight versus crystal size plot 
from screen analysis 
dimensionless crystal size, L/r^T 
dominant crystal size on weight basis, dimensionless 
dimensionless population density, n/n° 
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y° dimensionless nuclei population densitv. n°/n° 
'  n  
cp dimensionless crystal growth rate, r/r 
P crystal density, Ib/ft^ 
input average suspension density, lb/ft^ 
p output average suspension density, lb/ft^ 
9 dimensionless time co-ordinate, t/T 
'  o  
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APPENDIX A 
To scale Equations 85 and 86 for solution on the analog 
computer the following substitutions were made. 
X = 50f. volts 
T = 20 seconds 
These substitutions yielded the following set of equations 
for voltages in the analog computer for the case of n = 4, 
m = C 
£ 
dX 
1 X, = 50C(T) '50^  ^  dT 2 1 
1X3 
volts/sec. 
dXg -25aX, 
dT" + 2 X2 = —3Ç- ™lts/seC 
dX -25aX 
+ 2 X3 = —x volts/sec 
X2(0) 
x3(o) 
= 50 volts 
= - 50 volts 
- 50 volts 
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where 500(T) is a square wave of amplitude either 42.5 or 
5Y.5 volts and of a variable frequency. This function was 
generated by adding ± 7.5 volts from a square wave function 
generator to a 50 volt constant source in a summing ampli­
fier. A schematic diagram of the analog circuitry required 
to solve these scaled equations is shown in Figure 20. The 
voltage X^ was taken as the output of the problem and was 
plotted on an X-Y recorder. Figure 21 is a copy of the 
output from the X-Y plotter for the case n = 4, m = 0 from 
which information the amplitude ratio plot was constructed. 
The time scale on these plots is arbitrary as the frequency 
of disturbance was obtained directly from the function gen­
erator and hence only the amplitude of the peaks was 
measured. Notice the step nature of the output for the 
lowest frequency, w = 0.04 cycles/second, which clearly 
shows the overshoot and undershoot included in the total 
amplitude difference which was used as a normalizing factor 
in calculating amplitude ratios. 
Figure 20. Schematic diagram showing analog circuitry 
used in solution of size distribution 
equation 
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generator 
square wave -75 v. 
+75±ll.25v. 
Output to 
Nucleotion model: n = 4, m 
-IOO 
Multiplier 2 
-x, 
-40 ta 
Multiplier 5 
-x .  
-40 (9 
Multiplier 6 
+40v. 
-X, Division l 
-100 K) 
Output to x-y recorder 
i model: n = 4, m « 0, square wove perturbation 
-'00(0 
Multiplier 3 multiplier 4 
Figure 21. Photostat of typical output from analog computer solution 
This output is for case of square wave perturbation 
with n = 4, m = 0. 
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APPENDIX B 
The IBM 704 computer used in the numerical solution of 
Equation 60 for the cases of step changes in production and 
nuclei dissolving rates was programmed using the following 
FORTRAN statements. An identification of the code words 
used in the FORTRAN program is given, followed by the actual 
FORTRAN statements. 
Code Word Definitions 
1. X(1500) The set of 1500 possible values of 
independent variable, x 
the 
2. YN(1500) The set of 1500 possible values of 
time 0 
y at 
3. YNP1(1500) The set of 1500 possible values of 
time 0 + A0 
y at 
4. XSQ(1500) The set of 1500 possible values of x2 
5. PERCT(1500) The set of 1500 values of the function 
è Jo x3ydx 
6. A Dummy variable with constant value of 1.0 
7. B Dummy variable with constant value of -1.0 
8. U ' Fraction of nuclei undissolved, c 
9. DELTAX Increment in x-direction, Ax 
10. DELTAT Increment in 0-direction, AG 
11. PHI Dimensionless growth rate, cp 
12. BIGP Machine reference number such that data 
are only printed out every BIGP increments 
of AG 
l4o 
13. N Number of increments in x-direction 
< 1 liQQ 
14. ISPACE Machine reference number such that data 
are only printed out every ISPACE incre­
ments of Ax 
15. PROBNO Coding number given to each problem 
16. TMAX Maximum value of 8 after which computation 
stops 
17. TERAY Ratio of draw-down times, T / T  
FORTRAN Program 
RANDOLPH ALS EWING 
EWING GMX-3 PHONE 733 
1 DIMENSION X(1500),YN(1500),YNP1(1500),XSQ(1500) 
1,PERCT(1500) 
5 READ10,A,B,U,DELTAX,DELTAT,PHI,BIGP 
10 FORMAT(1P7E10.5) 
READ 11,N,ISPACE,PROBNO,TMAX,TERAY 
11 FORMAT(2110,1P3E10.5) 
WRITE OUTPUT TAPE9, 20, A, B, U,DELTAX,DELTAT,PHI,BIGP 
20 FORMAT(1H1,1P7E14.5) 
WRITE OUTPUT TAPE9,21,N,ISPACE,PROBNO,TMAX,TERAY 
21 FORMAT(1H0,2114,1P3E14.5) 
SMALLP=0.0 
T=0.0 
X(l)=0.0 
TIME1=1.0-TERAY*DELTAT 
N1=N-1 
IT=0 
D025J=1,N 
. X(J+1)=X(J)+DELTAX 
25 XSQ(J)=X(J)*X(J)*DELTAX 
D026J=1,N 
YI\T (J )=A*EXPF' (B*X(J) ) 
26 YNP1(J)=0.0 
31 IT=0.0 
32 YNPl(l)=U*PHI*PHI*PHI 
FACTOR=PHI*DELTAT/(2.0*DELTAX) 
YTEST=-PHI*DELTAT/DELTAX*(YN(2)-YN(1)) 
1+YN(1)*TIME1 
YNP1(N)=-PHI*DELTAT/DELTAX*(YN(N)-YN(NI))+YN(N)*TIME1 
l4l 
D035J=2,N1 
35 YN?1(J)=-FAOTOR*(YN(J+1)-YN(J-1)):-YN(J)*TIME1 
ouri=u.  v  
D040J=1,N 
40 SUM=SUM+XSQ(J)*YNP1(J) 
SMALLP=SMALLP+1.0 
PHI1=2.0*TERAY/SUM 
IF(ABSF(PHI1-PHI)-.01)50,45,45 
45 PHI=PHI1 • 
IT=IT+1 
IF(IT-100)32,46,46 
46 STOP 
50 T=T+DELTAT 
PHI=PHI1 
D051J=1,N 
51 YN(J)=YNP1(J) 
IF(BIGP-SMALLP)60,60,31 
60 SUM=0.0 
SMALLP=0.0 
J SPACE=ISPACE 
DO 65 J=1,N 
SUM=SUM+XSQ(J)*X(J)*YN(J) 
IF(JSPACE-J)64,65,65 
64 JSPACE=JSPACE+ISPACE 
PERCT(J)=SUM/6.O 
65 CONTINUE 
WRITE OUTPUT TAPE 9,66,T,YTEST,SUM,PHI,IT 
66 FORMAT(IHI,IP4EI4.5,H4) 
WRITE OUTPUT TAPE 9,67 
67 FORMAT(1H0) 
J=1 
68 WRITE OUTPUT TAPE 9,70,X(J),YN(J),PERCT(J) 
70 FORMAT(1H ,1P3E14.5) 
J=J+ISPACE 
IF(J-N)68,68,75 
75 IF(T-TMAX)31,31,5 
END(0,0,0,0,1) 
