Alternating direction method of multipliers (ADMM) has been widely used in many applications due to its promising performance to solve complex regularization problems and large-scale distributed optimization problems. Stochastic ADMM, which visits only one sample or a mini-batch of samples each time, has recently been proved to achieve better performance than batch ADMM. However, most stochastic ADMM methods can only achieve a convergence rate O(1/ √ T ) on general convex problems, where T is the number of iterations. Hence, these methods are not scalable with respect to convergence rate (computation cost). There exists only one stochastic method, called SA-ADMM, which can achieve convergence rate O(1/T ) on general convex problems. However, an extra memory is needed for SA-ADMM to store the historic gradients on all samples, and thus it is not scalable with respect to storage cost. In this paper, we propose a novel method, called scalable stochastic ADMM (SCAS-ADMM), for large-scale optimization and learning problems. Without the need to store the historic gradients on all samples, SCAS-ADMM can achieve the same convergence rate O(1/T ) as the best stochastic method SA-ADMM and batch ADMM on general convex problems. Experiments on graph-guided fused lasso show that SCAS-ADMM can achieve state-of-the-art performance in real applications.
Introduction
The alternating direction method of multipliers (ADMM) [3] is proposed to solve the problems which can be formulated as follows: min x,y P (x, y) = f (x) + g(y)
s.t. Ax + By = c, with respect to memory (storage) cost.
• Experimental results on graph-guided fused lasso [7] show that SCAS-ADMM can achieve state-of-the-art performance in real applications.
The rest of this paper is organized as follows. Section 2 introduces the background of this paper. Section 3 presents the details of our proposed SCAS-ADMM method, including the algorithm and convergence analysis. Section 4 is the experimental results. Section 5 concludes the whole paper and introduces some future work for further pursuit.
Background

Preliminary
We use a to denote the Euclidean (L 2 ) norm of a. A function h(·) is called ν hLipschitz continuous if ∃ν h > 0:
which is equivalent to:
Here, ∇h(a) ∈ ϑ|h(b) ≥ h(a) + ϑ T (b − a), ∀a, b . If h(·) is differentiable at a, ∇h(a) denotes the gradient of h(a) at a, and h(·) is also called ν h -Lipschitz smooth. Otherwise, ∇h(a) denotes a subgradient of h(a) at a. ν h is called the Lipschits constant of h(·).
Definition 1. A function h(·) is called convex if h(·) satisfies the following condition: h(b) ≥ h(a) + [∇h(a)]
T (b − a), ∀a, b. L(x, y, β) =f (x) + g(y) + β T (Ax + By − c)
Definition 2. A function h(·) is called general convex if h(·)
where β is a vector of Lagrangian multipliers, and ρ > 0 is a penalty parameter. Just like the Gauss-Seidel method, ADMM iteratively updates the variables in an alternating manner as follows [3] :
where x t , y t and β t denote the values of x, y and β at the tth iteration, respectively. In the regularized risk minimization problem which this paper will focus on, the function f (x) usually has the following structure:
where x denotes the model parameter, n is the number of training samples, and each f i (·) is the empirical loss caused by the ith sample. The function g(y) is usually a regularization term. For example, f i (x) = log(1+exp
2 in least square, where (a i , b i ) is the ith training sample with the class label b i . Taking g(y) = y 1 and the constraint y = x, we can get the lasso formulation [15] . Similarly, we can get more complex regularization problems by taking more complex constraints like y = Ax.
Unless otherwise stated, f (x) of the problem we are trying to solve in this paper is defined in (7) . Then (4) becomes:
From (8) , it is easy to see that ADMM needs to visit all the n samples in each iteration. Hence, this version of ADMM is also called batch ADMM or deterministic ADMM. Some works [5, 17] have proved that the above batch ADMM has a convergence rate O(1/T ), where T is the number of iterations.
Stochastic ADMM
Different from batch ADMM, stochastic (online) ADMM visits only one sample or a mini-batch of samples in each iteration. Recent works have shown that stochastic ADMM can achieve better performance than batch ADMM to handle large-scale datasets in terms of computation complexity and accuracy [17, 10] . The computation of (5) and (6) for both batch ADMM and stochastic ADMM are the same, which can typically be easily completed. Hence, different stochastic ADMM methods mainly focus on proposing different solutions for (8) . OADM [17] is an online ADMM method. Although only one randomly chosen sample is used in each iteration, OADM is not efficient enough because it needs to solve a nonlinear optimization problem. Furthermore, OADM has a convergence rate O(1/ √ T ) for general convex problems and a convergence rate O(log T /T ) for strongly convex problems if OADM is adapted for stochastic settings with finite samples such as that in (8) .
STOC-ADMM [10] changes (8) into the following update rule:
where i t+1 is randomly sampled from {1, 2, · · · , n}, I is an identity matrix, and η t = O(1/ √ t). We can see that STOC-ADMM only needs to solve a linearized surrogate function of f (x) in each iteration which is cheaper than that in OADM. But it needs to compute the matrix inversion ( to OPG-ADMM except that it uses the average of the subgradients from former iterations to linearize f (x). OS-ADMM [1] adds two simple extra steps for updating x to that of STOC-ADMM. These extra steps are similar to those in optimal gradient decent [9] . More specifically, OS-
j=0 jβ j , to substitute the x t , y t and β t in STOC-ADMM. But it still needs to compute the matrix inversion in each iteration as in STOC-ADMM. For the strongly convex problems, STOC-ADMM and OPG-ADMM achieve a convergence rate O(log T /T ), and OS-ADMM achieves a convergence rate O(1/T ) with an assumption of bounded gradient variance. The convergence rate of RDA-ADMM for strongly convex problems is unknown. All the above online and stochastic ADMM methods can only achieve a convergence rate O(1/ √ T ) for general convex problems. Hence, they are not scalable with respect to convergence rate (computation cost). SA-ADMM [19] improves the convergence rate from O(1/ √ T ) to O(1/T ) for general convex problems by using the following update rule:
We need to compute the matrix inversion (ν f I + ρA T A) −1 in SA-ADMM which is expensive. A variant of SA-ADMM, called SA-IU-ADMM [19] , can avoid this matrix inversion by linearizing the penalty term and has the same convergence rate as SA-ADMM. We can find that SA-ADMM and SA-IU-ADMM use historic gradient of all samples to approximate the full gradient, which can achieve a convergence rate O(1/T ). However, SA-ADMM and SA-IU-ADMM need to store the historic information {x τi(t) |i = 1, 2, · · · , n} and {∇f i (x τi(t) )|i = 1, 2, · · · , n} for the next iteration. Hence, it needs an extra memory of size O(np) to store these historic information even if the dataset is sparse, where p is the dimensionality of x. In machine learning, this extra memory is typically very large, especially in neural networks with large-scale datasets. Hence, SA-ADMM and SA-IU-ADMM are not scalable with respect to storage cost.
There exists another ADMM related method called stochastic dual coordinate ascent with ADMM (SDCA-ADMM) [14] . SDCA-ADMM tries to solve the dual problem with ADMM. By assuming both parts of the objective function to be strongly convex, SDCA-ADMM achieves an exponential convergence rate for the dual problem. However, the assumption of SDCA-ADMM that both f (x) and g(y) are strongly convex is typically not satisfied in the primal problem, and hence SDCA-ADMM can not be easily adapted to directly solve the problem in (1) for general convex problems.
In sum, the existing stochastic ADMM methods are not scalable enough to solve general convex problems, which motivates the contribution of this paper.
Stochastic Gradient Descent
Actually, many existing stochastic ADMM methods are adapted from stochastic gradient descent (SGD) methods. More specifically, they adapt traditional SGD methods to solve the problem in (8) . For example, OPG-ADMM uses similar ideas from online proximal gradient descent [4] , RDA-ADMM uses similar ideas from regularized dual averaging in gradient descent [18] , SDCA-ADMM uses similar ideas from stochastic dual coordinate ascent (SDCA) in SGD [12] , and SA-ADMM uses similar ideas from MISO [8] and stochastic average gradient (SAG) [11] .
However, as mentioned in [19] , stochastic ADMM methods can solve more general optimization problems with equality constraints, which can not be easily handled by traditional SGD. Furthermore, existing works have shown that stochastic ADMM can achieve better performance than traditional SGD to solve complex regularization problems [10, 1] .
Scalable Stochastic ADMM
In this section, we present the details of our SCAS-ADMM, which is scalable with respect to both convergence rate and storage cost. As most existing stochastic ADMM methods, our SCAS-ADMM is also inspired by an existing SGD method called stochastic variance reduced gradient (SVRG) [6] . But different from SVRG, our SCAS-ADMM can be used to model more complex problems with equality constraints.
Algorithm
As in existing stochastic ADMM methods [10, 19] , the update rules for y and β are still the same as those in (5) and (6) . We only need to design a new strategy to update x. The algorithm for our SCAS-ADMM is briefly presented in Algorithm 1. It changes (8) to be:
where M t is a parameter denoting the number of iterations in the inner loop, and
being the full gradient at x t , X being the domain of x, and π X (·) denoting the projection operation onto the domain X .
Compared with SVRG [6] , the update rule in (11) has an extra vector
. If matrix A = 0, which means By = c, x and y are independent. Then Algorithm 1 will degenerate to SVRG since we only need to solve the minimization problem about f (x) and g(y) separately. We can find that SCAS-ADMM is more general than SVRG since it can solve the minimization problem with more complex equality constraints.
To reduce the computation cost in Algorithm 1, the vector ρA T Aw m + A T (β t + ρ(By t − c)) in (11) can be split into two parts: ρA T Aw m and A T (β t + ρ(By t − c)). For the first part, the matrix ρA T A can be computed in advance if it can be stored
Randomly select an i m from {1, 2, · · · , n};
in the memory. It is cheaper than pre-computing a matrix inversion or computing a matrix inversion in each iteration of some other stochastic ADMM methods like STOC-ADMM and SA-ADMM. For the second part, the vector A T (β t + ρ(By t − c)) can also be computed before running the inner loop of Algorithm 1 since it is a constant vector in the inner loop of Algorithm 1. In particular, if we take matrix B = −I and vector c = 0, which usually appears in the regularized risk minimization problems, the constant vector A T (β t + ρ(By t − c)) in the inner loop of Algorithm 1 becomes A T (β t + ρ(−y t − c)). If the matrix A has the size of l × p, the computation cost of the constant vector would be O(lp) for a dense matrix A, and maybe smaller than O(lp) for a sparse matrix.
The matrix ρA T A would occupy O(p 2 ) memory for a dense matrix A and maybe occupy a memory smaller than O(p 2 ) for a sparse one. Here, p is the number of parameters, i.e., the length of vector x. Besides the memory to store A and A T A mentioned above, it only needs some other memory to store {x t |t = 0, 1, · · · , T }, {y t |t = 0, 1, · · · , T }, and {β t |t = 0, 1, · · · , T }. This memory cost is typically small because T is not too large in practice. For example, T = 15 is enough for SCAS-ADMM to achieve satisfactory accuracy in our experiments which will be presented in Section 4. Furthermore, we can also find that SCAS-ADMM does not need to store the historic gradients for all samples which are used in SA-ADMM. Hence, SCAS-ADMM is scalable with respect to storage cost.
Convergence Analysis
In this subsection, we will prove that our SCAS-ADMM in Algorithm 1 has a convergence rate O(1/T ) for general convex problems. The key idea of the proof is based on the variational inequality (VI) approach [5] .
We call a set X is bounded if it satisfies
where D is a constant. Furthermore, we let
Then the update rule in the inner loop of Algorithm 1 can be rewritten as
Assume we have got (x t , y t , β t ), and we define:
Lemma 3.
Proof. According to the definition in (2) about ν f -Lipschitz continuous, ∀a, b, we have
where λ A ≥ 0 is the largest eigenvalue of
We can find that ν L is only determined by f (x), matrix A and the penalty parameter ρ, but has nothing to do with g(y t ), y t , B and β t .
Then, we have the following lemma about the variance of p m,t .
Lemma 3.2. The variance of p m,t satisfies:
where D is the bound of the domain of x defined in (12), ν L is the Lipschitz constant of the function L(x) defined in (17) , and G t = ∇L(x t ) .
Proof. According to (15) , we have
Then we have:
Please note that w 0 = x t , and we use the Lipschitz definition to get the result:
Lemma 3.3. For the estimation of x t+1 , we have the following result:
where α t+1 = β t + ρ(Ax t+1 + By t − c).
Proof. Since X is convex, we have: ∀x ∈ X ,
Furthermore, it is easy to prove that E [v m,t ] = ∇f (w m ). Based on the results in Lemma 3.2, we can get the expectation on (21):
Summing up (22) from m = 0 to M t − 1, we can get:
we have x t+1 = 1 Mt Mt−1 m=0 w m . By using the Jensen's inequality, we have:
, where α t+1 = β t + ρ(Ax t+1 + By t − c).
Then, we can get:
According to the results in [19] , we have the following Lemma 3.4 and Lemma 3.5 about the estimation of y t+1 and α t+1 . Lemma 3.4. For the estimation of y t+1 , we have:
where α t+1 = β t + ρ(Ax t+1 + By t − c), H = B T B, and y 2 H = y T Hy.
Lemma 3.5. For the estimation of α t+1 , we have:
The proof of Lemma 3.4 and Lemma 3.5 can be directly derived from the results in [19] , which is omitted here for space saving.
Based on Lemma 3.3, Lemma 3.4 and Lemma 3.5, we can get the following convergence theorem. Theorem 3.6. Assume the optimal solution of (3) is (x * , y * , β * ), X is bounded and contains x * , all the functions {f i (x)} are general convex, and the function g(y) is convex. We have the following result:
where H = B T B, and γ > 0 is a constant.
Summing up the equations in (20), (24) and (25), we have:
It is easy to prove that P (x t ,
Moreover, we havex
By using the Jensen's inequality, we have:
Summing up (27) from t = 0 to T − 1, and using the result in (28), we have:
The result in (29) is satisfied for any (x, y, α). In particular, if we take x = x * , y = y * and α = γ
Ax T +Bȳ T −c , we have:
. To make (x T ,ȳ T ) converge to (x * , y * ), we need to make sure that T −1 t=0 t is bounded or not too large.
2δ , we have:
• If δ > 1, then ∞ t=0 t is a constant, which means that (x T ,ȳ T ) will converge to (x * , y * ) with a convergence rate O( 1 T ).
• If δ = 1, then T −1 t=0 t = O(log T ), which means that (x T ,ȳ T ) will converge to (x * , y * ) with a convergence rate O( log T T ). Hence, by choosing δ > 1, we can get a convergence rate O( 1 T ) for our SCAS-ADMM on general convex problems, which is the same as the best convergence rate achieved by existing stochastic ADMM method (SA-ADMM).
In our proof of the convergence rate, we assume that the domain of x (i.e., X ) is bounded by D. This is a reasonable assumption, especially in machine learning and data mining applications. In machine learning and data mining, we typically add a regularization term to the parameter x to make it close to some value from prior knowledge or some value of the simplest model, which can get better performance for generalization. For example, one widely used regularization is to make x close to 0, which is adopted in least square and logistic regression. With the regularization, the optimal solution is typically located at a domain which is not too far away from some value. Hence, it's reasonable or practical to given a bound for X .
In real machine learning applications, we usually give the T an upper bound T 0 . So we only need t ≤ 1 T0 to get a converging result. In our experiments, we find that simply setting M t = n and T 0 = 15 can achieve good performance in real applications.
Comparison to Related Methods
We compare our SCAS-ADMM to other stochastic ADMM methods in terms of three key factors: penalty term linearization, convergence rate and memory cost. The matrix inversion ( 1 ηt I+ρA T A) −1 can be avoided by linearizing the penalty term
Hence, penalty term linearization can be used to decrease computation cost. The comparison results are summarized in Table 1 . Please note that A ∈ R l×p , B ∈ R l×q , x ∈ R p , y ∈ R q , c ∈ R l , p is the number of parameters to learn, and n is the number of training samples.
It is easy to see that only SCAS-ADMM can achieve the best performance in terms of both convergence rate and memory cost. Other methods either achieve only suboptimal convergence rate, or need more memory than SCAS-ADMM. In particular, SA-ADMM and SA-IU-ADMM need an extra memory as large as O(np) to store the historic gradients for all samples. Typically, n is very large in big data applications. Furthermore, SCAS-ADMM can also avoid the matrix inversion by linearizing the penalty term. Hence, SCAS-ADMM does be salable in terms of both computation cost and memory cost. 
Experiments
As in [10, 1, 19] , we evaluate our method on the generalized lasso model [16] which can be formulated as follows:
where f i (x) is the logistic loss, A is a matrix to specify the desired structured sparsity pattern for x, and λ is the regularization hyper-parameter. We can get different models like fused lasso and wavelet smoothing by specifying different A. In this paper, we focus on the graph-guided fused lasso [7] which is also used in [19] . As in [10, 19] , we use sparse inverse covariance selection method [2] to get a graph matrix (sparsity pattern) G, based on which we can get A = [G; I]. In general, both G and A are sparse.
We can formulate (31) with the ADMM framework:
where g(y) = λ y 1 .
Baselines and Datasets
Three representative ADMM methods are adopted as baselines for comparison. They are:
• Batch-ADMM [3] : The deterministic (batch) variant of ADMM which uses (8) to directly update x by visiting all training samples in each iteration.
• STOC-ADMM [10] : The stochastic ADMM variant without using historic gradient for optimization, which has a convergence rate O(1/ √ T ) for general convex problems and O(log T /T ) for strongly convex problems.
• SA-ADMM [19] : The stochastic ADMM variant by using historic gradient to approximate the full gradient, which has a convergence rate O(1/T ) for general convex problems.
Please note that other methods, such as OPG-ADMM, RDA-ADMM and OS-ADMM, are not adopted for comparison because they have similar convergence rate as STOC-ADMM. Furthermore, both theoretical and empirical results have shown that SA-ADMM can outperform other methods like RDA-ADMM and OPG-ADMM [19] . The variant of SA-ADMM, SA-IU-ADMM, is also not adopted for comparison because it has similar performance as SA-ADMM [19] . As in [19] , four widely used datasets are adopted to evaluate our method and other baselines. They are a9a, covertype, rcv1 and sido. All of them are for binary classification tasks. The detailed information about these datasets can be found in Table 2 . As in [19] , for each dataset we randomly choose half of the samples for training and use the rest for testing. This random partition is repeated for 10 times and the average values are reported. The hyper-parameter λ in (32) is set by using the same values in [19] , which are also listed in Table 2 . We adopt the same strategy as that in [19] to set the hyper-parameters ρ in (3) and the stepsize. More specifically, we randomly choose a small subset of 500 samples from the training set, and then choose the hyperparameters which can achieve the smallest objective value after running 5 data passes for stochastic methods or 100 data passes (iterations) for batch methods. As in [19] , we use y(x T ) = Ax T to replaceȳ T since the methods cannot necessarily guarantee that Ax T =ȳ T .
All the experiments are conducted on a workstation with 12 Intel Xeon CPU cores and 64G RAM.
Convergence Results
As in [19] , we study the variation of the objective value on training set and the testing loss versus the number of effective passes over the data. For all methods, one effective pass over the data means n randomly chosen samples are visited. More specifically, one effective pass refers to one iteration in batch ADMM. For stochastic ADMM methods which visit one sample in each iteration, one effective pass refers to n iterations. For SCAS-ADMM, we set M t = n and each iteration of the outer loop needs to visit 2n training samples. Hence, each iteration of the outer loop will contribute two effective passes. Although different methods will visit different numbers of samples in each iteration, we can see that the number of effective passes over the data is a good metric for fair comparison because it measures the computation costs of different methods in a unified way. Figure 1 shows the results for general convex problems with f i (x) being the logistic loss. Please note that the number of recorded points on the curve of SCAS-ADMM is half of those for other methods because each iteration of the outer loop of SCAS-ADMM will contribute two effective passes. As stated above, it is still fair to compare different methods with respect to the number of effective passes. In Figure 1 , all the points with the same x-axis value from different curves have the same number of effective passes. Hence, for two points with the same x-axis value from any two different curves, the point with smaller y-axis value is better than the other one. We can find that all the stochastic methods outperform the Batch-ADMM in terms of both training speed and test accuracy. SCAS-ADMM and SA-ADMM outperform STOC-ADMM, which is consistent with the theoretical analysis about convergence rate. Our SCAS-ADMM can achieve comparable performance as SA-ADMM, which empirically verifies our theoretical result that SCAS-ADMM has the same convergence rate O(1/T ) as SA-ADMM.
By adding a small L 2 regularization term to the logistic loss, we can get strongly convex problems. Figure 2 shows the results for strongly convex problems. Once again, we can observe similar phenomenon as that in Figure 1 . In particular, our SCAS-ADMM can achieve comparable convergence rate as SA-ADMM.
As for the memory (storage) cost, it is obvious that SCAS-ADMM needs much less memory than SA-ADMM from the theoretical analysis in Table 1 . Hence, we do not empirically compare between them.
Conclusion
In this paper, we have proposed a new stochastic ADMM method called SCAS-ADMM, which can achieve the same convergence rate as the best existing stochastic ADMM method SA-ADMM on general convex problems. Furthermore, it costs much less memory than SA-ADMM. Hence, SCAS-ADMM is scalable with respect to both convergence rate and storage. In the future work, we will focus on theoretical analysis for the cases that both of the two functions in ADMM are strongly convex. 
