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ABSTRACT
Total Variation (TV) based regularization has been widely applied in restoration problems due to
its simple derivative filters based formulation and robust performance. While first order TV suf-
fers from staircase effect, second order TV promotes piece-wise linear reconstructions. Generalized
Multi-Order Total Variation (GMO-TV) is proposed as a novel regularization method which in-
corporates a new multivariate Laplacian prior on signal derivatives in a non-quadratic regularization
functional, that utilizes subtle inter-relationship between multiple order derivatives. We also propose
a computational framework to automatically determine the weight parameters associated with these
derivative orders, rather than treating them as user parameters. Using simulation results on ECG and
EEG signals, we show that GMO-TV performs better than related regularization functionals.
Keywords Deblurring, signal restoration, higher order total variation, multi-order total variation, cross entropy, KL
divergence, multivariate pdf, correlation matrix, `1 regularization.
1 Introduction
Derivative-based regularization approach has proven to be powerful for signal restoration. The required signal is
computed as a minimizer of cost that is a weighted sum of the goodness of fit to the measured data and a roughness
measure, which is also known as the regularization functional. If the roughness functional is constructed as the square
of derivative values summed over the entire signal support, the minimization is equivalent to Tikhonov filtering. If
the roughness functional is constructed as the sum of absolute value of derivatives, the functionals are called Total
Variation (TV) [1] regularization functionals. These type of functionals and the related extensions have been widely
applied in signal/image restoration problems [2, 3, 4, 5, 6, 7] due to their simple filtering based formulation and
robust performance in the presence of noisy measurements. TV regularization not only performs better than Tikhonov
regularization [8] in terms of preserving the resolution, but also retains the benefits of filter based formulation, which
supports parallelization [9, 10] and matrix free implementation with reduced storage and computational requirements.
Though first order TV [1] suffers from staircase artifacts [11, 12], higher order methods [13, 14, 15, 16, 17] yield
better performance at the cost of increased computation. While second order TV [13] deals with the application of
second order derivatives in TV functional, Lysaker et al. [14] included both first and second order derivatives in
regularization using a parameterized function, where the parameter was adjusted manually to change contribution
from different derivatives for increased restoration performance. Total Generalized Variation (TGV) [16] generalized
the concept of bounded variation to arbitrary orders and its second order form [17] has been applied with state of
art performance in restoration problems. The significant advantage with second order TGV (TGV2) is its coupling
of first and second order terms through an auxiliary variable, which allows adaptive switching between derivative
orders based on their corresponding derivative values. Generalized Total Variation (GTV) [18] is a recent extension
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that has been proposed to exploit the idea of group sparsity in second order signal derivatives, rather than direct
sparsity of derivatives used in TV functional. The GTV functional performs better than both first and second order
TV. Combined order TV [12] is another multi-order formulation proposed as a simple combination of first and second
order TV functionals through user-tuned coupling parameters and demonstrated performance comparable to the state
of art image restoration techniques including TGV2.
The success of using multiple order derivatives lies with the fact that the relative distribution of derivative magnitude
of different orders can be exploited to retain signal sharpness in the presence of noise; this is achieved by choosing
appropriate relative weights for derivative magnitudes of different orders. However, these weights are applied only on
the global level after pixel-wise summation of the derivative magnitudes. In 2D, for a given pixel location, and given
order, this magnitude is the norm of the result of vector differential operation. To elaborate on this with an example,
consider the vectors derivative operators, L1 = [ ∂∂x
∂
∂y ], L2 = [
∂2
∂x2
∂2
∂x2
√
2 ∂
2
∂x∂x ]. Then the combined order TV
functional of Lysaker et al. [12] can be expressed as
Rctv(g) = α1
∑
r
‖(L1g)(r)‖2 + α2
∑
r
‖(L2g)(r)‖2 (1)
The method of Bredies et al [16] uses a different approach to combine orders [16], but the contributions from derivative
orders are combined in the same way as above: the weighting is applied after summing the pixel-wise derivative
magnitudes. Further, all such methods leave the relative weights (α1 and α2) as user parameters.
1.1 Contribution and Outline
We are interested in developing a multiple order derivative based regularization functional where re-combining is
performed directly on the derivative values without taking the magnitudes. For simplicity, we explore 1D signal
restoration, where we consider the following way of combining multiple order derivatives:
R(g) =
∑
r
‖S(Lg)(r)‖2 , (2)
where L =
[
∂
∂x ,
∂2
∂x2 , · · · ∂
K
∂xK
]T
is vector derivative operator, and S is a K × K full rank matrix. Our goal is to
develop a probabilistic framework to construct a signal restoration method using the above form of regularization with
automatic determination of the matrix S. Our contributions can be summarized as given below:
1. We introduce a novel multivariate Laplacian density to model multiple order derivatives as well as their inter-
dependencies. We then derive the regularization functional corresponding to the proposed density, where the
interdependency is modeled by a symmetric positive definite matrix, which we call as the structure matrix S.
2. We derive the proposed regularization applied on a signal g, as the cross entropy measure between the pro-
posed multivariate Laplacian model, and sample multivariate density function constructed from the multi-
order derivatives of the signal g. We call this regularization functional as the generalized multi-order total
variation functional (GMO-TV).
3. Given an example signal g, we derive a majorization-minimization algorithm to determine S as the minimizer
of KL divergence between the proposed multivariate Laplacian prior probability density modeled by S and
sample multivariate density function constructed from the multi-order derivatives of the signal g. Interest-
ingly, the cost minimized here is mostly identical to GMO-TV. We call this algorithm the MM-KL.
4. Next, we develop a training-based signal restoration method. Suppose we are given a set of noise-free training
signals, {g1, . . . , gn} and the noisy measured signal f originating from an underlying signal. We need to
estimate this signal, which belongs to the class represented by the model signals {g1, . . . , gn}. The first
method determines S from {g1, . . . , gn} using MM-KL and restores the required signal from f by minimizing
GMO-TV functional parameterized by S. The minimization for f is also carried out using majorization-
minimization approach. We call this algorithm the MM-GMOTV.
5. Further, we develop a signal restoration method in which the required signal and the structure matrix are
jointly determined as the minimizers of GMO-TV. The proposed method is constructed as an alternation
between MM-KL and MM-GMOTV. We also provide a proof of convergence for this method.
6. We apply the proposed approach for 1D signal restoration on ECG and EEG signals including denoising and
deblurring. The experimental results show that the proposed methods perform better than current multi-order
derivative based methods, while having no requirement for tuning the model parameters as opposed to the
compared methods, which leave the model parameters as user parameters.
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The rest of the paper is as follows: Section 2 presents the signal restoration problem, in two view points: maximum
a posteriori estimation and cross entropy penalized maximum likelihood estimation. Section 3 presents the proposed
multi-variate Laplacian prior parameterized by a structure matrix and the derivation of GMO-TV functional. It also
develops an algorithm to determine the structure matrix (MM-KL). Section 4 presents the training-based signal restora-
tion using the GMO-TV functional (MM-GMOTV). Section 5 presents the training-free signal restoration approach
using the GMO-TV functional. Section 6 presents some experimental results.
2 Signal restoration as MAP estimation and Cross-entropy penalized ML estimation
Let go : Ω→ R be the original uncorrupted 1D discrete signal defined on finite Ω ⊆ Z and f : Ω→ R be the discrete
measurement of go given by
f(x) = h(x) ∗ go(x) + η(x), x ∈ Ω (3)
where h is a known linear transfer function representing the distortion and η is the additive noise that corrupts the
measurement. When h is considered to be δ(x), the restoration problem becomes denoising. It is given that the pdf
of distribution of noise η(x) is pY (y,m), where m denotes the ideal measurable value and y denotes the actual value
measured by the acquisition device. It is also given that the values of the derivatives of go (specific order) follows a
distribution with pdf qV (v). With these definitions, the conditional probability for f being the measured signal with
the condition that the given candidate signal g is the source of the measurement, can be expressed as
p(f |g) =
∏
x
pY (f(x), (h ∗ g)(x)), (4)
where we have assumed that, for any two index x1 and x2, the noise is independently distributed.
The posterior probability of a candidate signal g, given measurement f is
p(g|f) = p(f |g)p(g)
p(f)
, (5)
where p(f |g) is the probability of obtaining the observation f given g, p(g) is the probability distribution of g and
p(f) is the probability distribution of f . The maximum a posteriori method (MAP) computes the required signal as a
maximizer of the above probability with respect to g as the maximization variable. Since p(f) is independent of the
maximization variable g, it can be skipped from the expression. The probability p(g) is known as prior probability
and is defined in terms of point-wise roughness of the signal. To maximize the above probability, we minimize its
negative logarithm. The MAP based signal restoration amounts to finding gˆ as a minimizer of negative logarithm of
p(g|f). In the remainder of the paper, we restrict ourself to Gaussian pdf for pY (·,m) which is the most commonly
used assumption.
Our focus is now on investigating the form of p(g) such that negative log of p(g|f) becomes compatible with known
forms of cost functions used in the literature for signal restoration. p(g) can be expressed as
p(g) =
∏
x
qV ((L ∗ g)(x)), (6)
where L is the discrete filter implementing the derivative of a given order, and qV (·) is the prior probability on the
distribution of derivatives. Here too, we assume that the distributions of derivatives across different sample locations
are independent. With this assumption, the negative log of p(g|f) can be written as follows with pY (·,m) restricted
to be Gaussian pdf:
J(g) =
1
2
∑
x
(((h ∗ g)(x)− f(x))2︸ ︷︷ ︸
D(f,g)
−
∑
x
log(qV ((L ∗ g)(x)))︸ ︷︷ ︸
R(g)
. (7)
The independence assumption on the derivatives at different sample locations is clearly not true. However, well-known
cost functionals used for signal restoration can be expressed using this assumption. For example, the following form
of qV (·) will give the well-known quadratic functional,
qV(v) =
1
Z
e
−λ||v||22
2 ,v ∈ R. (8)
This quadratic functional is known as Tikhonov functional, which can be expressed as
R(g) = λ
∑
x
((L ∗ g)(x))2. (9)
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Next, the total variation functional
R(g) = λ
∑
x
|((L ∗ g)(x))|, (10)
is the result of using the following form of qV (·):
qV (v) =
1
Z
e
−λ||v||2
2 . (11)
An alternative way to get the form in the equation (7) is by summing negative log of p(g|f) with a penalty term known
as the cross entropy measure. Specifically,
J(g) =
1
2
∑
x
(((h ∗ g)(x)− f(x))2 +H(pV,g, qV ), (12)
where H(pV,g, qV ) is the cross entropy measure between qV and the sample pdf obtained from the derivatives of the
candidate signal g. The cross entropy can be expressed as given below:
H(pV,g, qV ) = −
∫
v
pV,g(v)log[qV (v)]dv (13)
The sample pdf pV,g is expressed in the form of a Parzen window based estimator as given below:
pV,g(v) =
1
Z
∑
x
Gσ(||v − (L ∗ g)(x)||22) (14)
where Gσ is the Gaussian kernel with size σ, and Z is a normalization constant. Substituting equation (14) in the
equation (13) gives
H(pV,g, qV ) = −
∫
v
1
Z
∑
x
Gσ(||v − (L ∗ g)(x)||22)log[qV (v)]dv (15)
Taking the integral inside the summation gives
H(pV,g, qV ) = − 1
Z
∑
x
∫
v
Gσ(||v − (L ∗ g)(x)||22)log[qV (v)]dv. (16)
To simplify further, we take the limit σ → 0. With this limit, the integral ∫
v
Gσ(||v − (L ∗ g)(x)||22)log[qV (v)]dv
becomes log[qV ((L ∗ g)(x)] because Gσ(||v− (L ∗ g)(x)||22) becomes a sampling kernel for σ → 0. Hence, the cross
entropy becomes
H(pV,g, qV ) = −
∑
x
log[qV ((L ∗ g)(x))]. (17)
This means that the H(pV,g, qV ) is identical to R(g) introduced in the equation (7). Hence, cross entropy augmented
negative log of data-Likelihood is identical to negative log of posterior probability, and hence cross entropy penalized
ML estimation is the same as the MAP estimation. Needless to say, the well-known Tikhonov and total variation
functionals of equations (9), and (10) can also be derived as specific cases of the cross entropy H(pV,g, qV ).
So far, we have reviewed two formulations that lead to cost functionals used for regularized signal restoration namely,
MAP estimation, and cross entropy penalized ML (CE-ML) estimation. The advantage of the latter formulation is
that, it does not assume that signal derivatives across difference sample locations are distributed independently. In the
following section, we propose the GMO-TV functional parameterized by the so-called structure matrix, and derive an
iterative algorithm to determine the structure matrix using cross entropy formulation.
3 Generalized Multi-Order Total Variation Functional
3.1 Multivariate Laplacian prior on signal derivatives and the corresponding regularization functional
Consider a signal g(x) with derivative vg(x) given by vg(x) = L(x) ∗ g(x), where L is a vector derivative filter for
derivatives upto the Kth order and given by
L(x) =
[
∂
∂x
,
∂2
∂x2
, · · · ∂
K
∂xK
]T
, (18)
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To incorporate a general prior best suited for modeling long-tailed distribution observed in signal derivatives and
also handle local inter-dependencies among these derivatives, we propose to use the following form of multivariate
Laplacian prior:
qV(v) =
1
Z(K)|C| 12 e
−
√
(vTC−1v),v ∈ RK , (19)
where C is positive definite matrix, and Z(K) is normalization constant. Next, the sample multivariate pdf estimated
from the multi-order derivatives of g can be expressed as
pV,g(v) =
1
Zp
∑
x
Gσ(||v − (L ∗ g)(x)||22), (20)
where Zp is another normalization constant. Now, note that the steps used in the second part of Section 2 to derive the
expression for H(pV,g, qV ) in the univariate case are directly extendible for the multivariate case. Hence H(pV,g, qV )
for the current multivariate case can be expressed as
H(pV,g, qV ) = −
∑
x
log[qV ((L ∗ g)(x))]. (21)
Substituting the expression of the equation (19) in the above equation gives
R¯(g,C) = H(pV,g, qV ) = −
∑
x
√
((L ∗ g)(x))TC−1(L ∗ g)(x) + 1
2
log |C|. (22)
Here we have ignored the constant that is independent of both g and C. As a regularization functional applied on g,
we ignore the term involving only C and write
R(g,C) =
∑
x
√
((L ∗ g)(x))TC−1(L ∗ g)(x). (23)
Since C−1 is a symmetric matrix, it can be written as C−1 = UDUT , where U is an orthonormal matrix satisfying
UTU = I, and D is a diagonal matrix. Hence C−1 can be written as C−1 = STS, where S is a matrix of the form
S =
 p
T
1
pT2
. . . ,
pTk
 ,
wtih pi’s satisfying pTi pj = 0 for i 6= j, and pTi pi > 0. Substituting for C−1 in terms of S, we get the corresponding
functional R(g,S) as
R(g,S) =
∑
x
‖S(L ∗ g)(x)‖2. (24)
Since |C| = 1|STS| = 1|SST | , R¯(g,S) can be written as
R¯(g,S) =
∑
x
R(g,S)− 1
2
log |SST |. (25)
3.2 Determining the structure matrix S
Minimizing derivative based roughness functional helps to suppress noise; but it also leads to the loss of resolution
since sharp signal variations are suppressed by minimizing derivative magnitude. In this viewpoint, the purpose of
introducing multi-order derivative is the following: instead of minimizing individual derivative magnitudes, we intend
to minimize the deviation from the pre-determined inter-relationship among derivatives of multiple order, which will
hopefully reduce the loss of signal resolution. The inter-relationship is captured by qV(v) by means of the structure
matrix, and its deviation from the inter-relationship present in the candidate signal g is measured by the cross entropy,
H(pV,g, qV ).
Here, we address the problem of determining S, given an example signal g¯. An obvious approach is to determine S
by minimizing H(pV,g, qV ) given in equation (21). This approach is also optimal in information theoretic viewpoint:
it minimizes the complexity of representing the derivatives of g using the pdf parameterized by S by means of cross
entropy measure. Interestingly, the well-known KL divergence which is also used to estimate a parametric pdf from
5
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given set of samples coincide with cross entropy measure. The KL divergence between the pdf’s pV,g and qV is
expressed as
DKL(P ||Q) =
∫
v
pV,g(v) log
(
pV,g(v)
qV (v)
)
dv (26)
=
∫
v
pV,g(v) log(pV,g(v))dv −
∫
v
pV,g(v) log(qV (v))dv (27)
= −H(pV,g) +H(pV,g, qV ) (28)
Since H(pV,g) is independent of S, this means that minimizing DKL(P ||Q) with respect to S is the same as mini-
mizing H(pV,g, qV ). In the following section, we develop a majorization-minimization method for determining S by
minimizing DKL(P ||Q).
Now our goal is to develop a computational method for the following minimization problem:
S∗ = arg min
S
R¯(g,S) = arg min
S
R(g,S)− 1
2
log |SST |. (29)
where R(g,S) is as defined in equation (24). In order to make this method useful for both training-based and training-
free signal restoration methods (Sections 3 and 4), we need to modify the above problem as given below:
S∗ = arg min
S
RF (g,S) = arg min
S
R(g,S)− 1
2
log |SST |+ λF ‖S‖F , (30)
where ‖ · ‖F denotes the Frobenius norm of its matrix argument. The reason for using RF (g,S) instead of R¯(g,S)
is that RF (g,S) is bounded below for all g, while R¯(g,S) is not bounded below if the derivatives of g are not well-
distributed.
Let pT = [pT1 · · ·pTk ]. Note that pTi ’s are the rows of S. Let v(x) = (L ∗ g)(x). Let S0 be the initialization
towards iteratively solving the above problem. To solve the above computational problem, we adopt majorization-
minimization approach. Given current estimate of the minimum, say S(k), we build an S(k)-dependent auxiliary
functional, R(k)F (g,S,S
(k)) satisfying R(k)F (g,S
(k),S(k)) = RF (g,S
(k)), and R(k)F (g,S,S
(k)) > RF (g,S
(k)) for
S 6= S(k). Then we compute the next refined estimate as
S(k+1) = arg min
S
R
(k)
F (g,S,S
(k)). (31)
To construct the majorizer for RF (g,S), we need to find the majorizer for R(g,S) which is the most complex part of
RF (g,S). The S(k)-dependent majorizer for R(g,S), denoted by R(k)(g,S,S(k)) can be expressed as
R(k)(g,S,S(k)) =
∑
x
0.5
‖S(k)(L ∗ g)(x)‖2 ‖S(L ∗ g)(x)‖
2
2. (32)
Based on this, the majorizer for RF (g,S) can be written as
R
(k)
F (g,S,S
(k)) =
∑
x
0.5
‖S(k)(L ∗ g)(x)‖2 ‖S(L ∗ g)(x)‖
2
2 − log |STS|+ λF ‖S‖F (33)
To construct the algorithm based on the above majorization, we will need the expression for the gradients of
R
(k)
F (g,S,S
(k)) and RF (g,S), which are given in the following proposition. For notational convenience, we rep-
resent this gradient in matrix form with same size as S.
Proposition 1 The gradient ∇SRF (g,S) is given by
∇SRF (g,S) = SA− (SST )−1S+ λFS (34)
where A =
∑
x
1
‖S(L∗g)(x))‖2 ((L ∗ g)(x))((L ∗ g)(x))T
The gradient ∇SR(k)F (g,S,S(k)) is given by
∇SR(k)F (g,S,S(k)) = SAk − (SST )−1S+ λFS, (35)
where Ak =
∑
x
1
‖S(k)((L∗g)(x))‖2 ((L ∗ g)(x))((L ∗ g)(x))T
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Based on the gradient expression for R(k)F (g,S,S
(k)) from the above proposition, we get the closed form expression
for the minimum of R(k)F (g,S,S
(k)) with respect to S, which is given in the following proposition.
Proposition 2 The minimum of R(k)F (g,S,S
(k)) with respect to S is given by S(k+1) = (Dk + λF I)−1/2UTk , where
Dk and Uk are matrices involved in the Eigen decomposition of Ak, i.e., Ak = UkDkUTk .
Together with MM scheme expressed by equation (31), this completes the derivation of iterative algorithm for mini-
mizing RF (g,S). For readers’ convenience, we express the full algorithm in terms of computational steps. The input
v is given by v(x) = (L ∗ g)(x)
Algorithm I: MM-KL(v,S(0), λF , )
Initialization : A0 =
∑
x
1∥∥S(0)v(x)∥∥
2
v(x)vT (x), k = 0, r = 1
while r >  do
Factorize Ak = UkDkU
T
k
Update S(k+1) = (Dk + λF I)
−1/2UTk ,
Compute Ak+1 =
∑
x
1∥∥S(k+1)v(x)∥∥
2
v(x)vT (x)
k ← k + 1
r = ‖S(k)Ak − (S(k)(S(k))T )−1S(k) + λFS(k)‖2
Else return S(k).
Clearly, MM-KL converges to the minimum of RF (g,S) for  = 0. However, for practical purposes, we use small
positive value . Note that, calling MM-KL with λF = 0 returns the minimum of R¯(g,S), and returns the minimum
of RF (g,S) otherwise. Note that R(g,S) and RF (g,S) are both non-differentiable when v(x) = (L ∗ g)(x) = 0. For
handling such cases, we replace ‖S(k)(L ∗ g)(x)‖2 with the approximation
√
+ ||S(k)(L ∗ g)(x)||22 in practice, with
 as a small positive constant. For notational convenience, we use the term ‖S(k)(L ∗ g)(x)‖2 in equations, while
differentiability is retained through the above mentioned approximation.
4 GMO-TV based signal restoration with training
Suppose we have a set of noise-free training signal models, {g1, . . . , gn} and the noisy measured signal f originating
from an underlying signal, which we need to estimate, and which belongs to the class represented by the model signals
{g1, . . . , gn}. Let v(x) denote the vector sequence obtained by augmenting the vector sequences {(L∗gj)(x)}j=1,...,n
across the index x. We first determine S from v(x), by calling MM-KL with S(0) = I, λF = 0, and with a sufficiently
low value for . Let S∗ be the result returned by MM-KL. We then get the restored signal from f by minimizing the
following cost:
J¯(g,S∗) =
1
2
∑
x
(f(x)− (h ∗ g)(x))2 + λR¯(g,S∗). (36)
Note that, with respect to g, the cross entropy, R¯(g,S∗), differs from R(g,S∗) only by a constant. Hence, we can as
well minimize the following cost to get the required signal:
J(g,S∗) =
1
2
∑
x
(f(x)− (h ∗ g)(x))2 + λR(g,S∗). (37)
To express the gradient, we first define the following weight sequence based on a given signal g¯:
w[g¯,S∗](x) =
1
2 (‖S∗ (L(x) ∗ g¯(x)) ‖2) . (38)
Based on this, we define the following g¯-dependent operator on signal g:
(Q[g¯,S∗]g)(x) = h(−x) ∗ h(x) ∗ g(x) + λLT (x) ∗
{
w[g¯,S∗](x)S
∗TS∗ [Lg(x)]
}
(39)
7
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Note thatQ[g¯,S∗] [g(x)] is a linear operator on g if g 6= g¯. If g¯ is replaced with g, it becomes a non-linear operator, i.e.,
Q[g,S∗] [g(x)] is a non-linear operator on g. Now the gradient of J at a given candidate signal g can be expressed as
d[g,S∗](x) = ∇gJ(g,S∗) = (Q[g,S∗]g)(x)− h(−x) ∗ f(x), (40)
where the subscript in ∇g signifies that fact that gradient is taken with respect to g. Note that ∇gJ(g,S∗) is the
collection of derivatives with respect to each sample or element of g, and its number of elements is the same as that of
g. Hence we represent the gradient using notational form used for signal, i.e., we denote the gradient by d[g,S∗](x).
The minimum for J(g,S∗) can be obtained by solving∇gJ(g,S∗) = 0. We can either use majorization-minimization
(MM) approach, or nested nonlinear conjugate gradient approach (NNCG) [19] for minimizing J(g,S∗). Although
NNCG is faster than MM approach, the difference in speed will be insignificant since the current problem is in 1D; on
the other hand, MM method is easier to implement. Hence use the MM approach here.
Given current estimate of minimum, say g(k), we build a g(k)-dependent auxiliary functional, J (k)(g,S∗, g(k)) satis-
fying J (k)(g(k),S∗, g(k)) = J(g(k),S∗) and J (k)(g,S∗, g(k)) > J(g(k),S∗) for g 6= g(k). Then we compute the next
refined estimate as
g(k+1) = arg min
g
J (k)(g,S∗, g(k)). (41)
J (k)(g,S∗, g(k)) is constructed as given below:
J (k)(g,S∗, g(k)) =
∑
x
(f(x)− (h ∗ g)(x))2 + λ
∑
x
w[g(k),S∗](x)||S∗ (L(x) ∗ g(x)) ||2 (42)
The gradient of above cost is given by
d
(k)
[g,S∗](x) = ∇gJ (k)(g,S∗, g(k)) = (Q[g(k),S∗]g)(x)− h(−x) ∗ f(x). (43)
The minimum of J (k)(g,S∗, g(k)) can be computed by solving ∇gJ (k)(g,S∗, g(k)) = 0.
The cost J (k)(g,S∗, g(k)) itself has to be solved iteratively, i.e., each step in the MM update from g(k) to g(k+1)
defined in equation (41) should be solved iteratively. This is solved using the method of conjugate gradient (CG).
Let {g(k)l }l=0,1,... denote the sequence of iterates generated by this iteration. Let g(k) be the initialization for this
CG iteration, i.e., g(k)0 = g
(k). If l∗ denotes the index at which the termination criterion is attained, g(k+1) becomes
g(k+1) = g
(k)
l∗ . We propose to use the following termination condition: ‖∇gJ (k)(g(k)l∗ ,S∗, g(k))‖2 < q , where q is
a user-specified real positive number. Further, we propose to terminate the MM iteration specified by equation (41)
on the attainment of condition ‖∇gJ(g(k),S∗)‖2 < m, where ∇gJ(g(k),S∗) is as given in equation (40), and m is
an another user-specified real positive number. If the MM loop of equation (41) is initialized with g(0), and gˆ is the
result returned by the overall MM method with termination tolerances q and m, we denote the action of the overall
methods as gˆ = MM-GMOTV(g(0),S∗, q, m).
To speed-up CG iterations, we use the preconditioner based on the diagonal approximation ofQ[g(k),S∗]. This diagonal
approximation is multiplication by the following:
D[g(k)](x) =
∑
y
(h(y))
2
+
4∑
i=1
(
Lˆi(−x)
)·2
∗ w(k−1)(x), (44)
where (•)·2 denotes the element-wise squaring of its filter argument, and Lˆi(x) = pTi L(x) with pTi being the ith row
of S∗. The proposed preconditioner is the division with D[g(k)](x). As in previous section, we use the differentiable
approximation for ||S∗ (L(x) ∗ g(x)) ||2 in all cases.
Although the need for noise-free signals narrows-down the applicability of this method, such scenarios are not unnat-
ural. For example, in applications where signals such as ECG, EEG, are transmitted over a communication channel,
one can compute S∗ before transmission, and use it to restore the signals received through the transmission channel.
Another possibility is that, one can compute S∗ from signals acquired using expensive low-noise equipments, and use
it to restore signals that are acquired using inexpensive noisy equipments.
5 GMO-TV based signal restoration without training
5.1 Eliminating the training
To apply GMO-TV functional without the need for training signals, we propose to formulate the signal restoration
problem as a joint minimization problem where both the signal, g, and the structure matrix, S, become minimization
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variables. Specifically, the signal restoration becomes as given below
(g∗,S∗) = arg min
(g,S)
JF (g,S) = arg min
(g,S)
1
2
∑
x
(f(x)− (h ∗ g)(x))2 + λRF (g,S), (45)
where RF (g,S) is as given in equation (30). The restoration problem hence becomes estimating g∗ and S∗ jointly
such that they agree with each other in the sense of cross entropy, and g∗ fits the measured signal f well. Note that
RF (g,S) = R¯(g,S) + λF ‖S‖F is essentially the cross entropy H(pV,g, qV ) (except for the added Frobenius norm
of S), where qV is the parametric pdf expressed in terms of S (equation (19)), and pV,g is the sample pdf of the
derivatives of g (equation (14)). Note that R¯(g,S) can become unbounded below with respect to S when g does not
have its derivatives sufficiently distributed (example: g = 0). This is why ‖S‖F has been included, which makes the
overall cost bounded below even for the cases when g = 0. Note that λF can be chosen to be arbitrary low, and the
boundedness can still be ensured.
To compute the solution for the above problem, we adopt the method of block coordinate descent. Let S(0) be the
initialization. Then the block coordinate descent method involves the following steps withm being the iteration index:
Step 1 : g(m+1) = arg min
g
JF (g,S
(m)) (46)
Step 2 : S(m+1) = arg min
S
JF (g
(m+1),S) (47)
The algorithm expressed by equations (46) and (47), belongs to the class of block-coordinate descent methods. It is
known that these methods converge to a local minimum if the function is convex with respect to each block of variables
according to the result of Bertsekas [20]. For our problem, this requirement is clearly satisfied, i.e., JF (g,S) is convex
either with respect to g with S fixed, or with respect to S with g fixed. However, these minimization sub-problems
cannot be computed exactly as there are no closed form solutions. Hence the convergence results of Bertsekas is not
strictly applicable. In the following section, we first discuss about the iterative methods for solving these sub-problems.
Then, we propose practical termination conditions for the above minimization sub-problems to ensure convergence of
the overall algorithm.
5.2 Solving the subproblems
Note that, with respect to g alone, the functionals JF (g,S) and J(g,S) differ only by a constant. Hence, their gradients
with respect to g are identical, i.e., ∇gJF (g,S) = ∇gJ(g,S), which is given in equation (40). Hence, the minimiza-
tion in Step 1 can be solved by using Majorization-Minimization method. This can be done by calling MM-GMOTV
with g(m) as the initialization for the minimization variable g, and with S(m) as parameter for GMO-TV functional.
In other words, the result of step 1, g(m+1), can be obtained as g(m+1) = MM-GMOTV(g(m),S(m), q, m), with
appropriately chosen termination tolerances q , and m.
Next, for solving step 2, we can use MM algorithm developed in Section 3.2. Specifically, we call MM-KL with S(m)
as initialization for the minimization variable S, and with v(x) = (L ∗ g(m+1))(x). In other words, the result of
step 2 can be obtained as S(m+1) = MM-KL((L ∗ g(m+1))(x),S(m), λF , kl), with appropriately chosen termination
tolerance kl.
Note that, the iterative methods MM-GMOTV and MM-KL terminate based on the gradient norms. In our experiments,
we observed a good convergence of the overall algorithm with high quality restoration results by setting the termination
tolerance to be lower than 10−4. However, we are not aware of any theoretical results for the convergence of the
overall iteration, when the iteration for sub-problems are terminated based on the gradient norms. In the following
proposition, we provide alternative termination conditions for the sub-problem that can be met with finite number of
inner iterations.
Proposition 3 The algorithm expressed by Step 1 and Step 2 in the equations (46) and (47), converges to a local
minimum if the following conditions are satisfied:∣∣∣〈g(m+1) − g(m),∇gJF (g(m+1),S(m))〉∣∣∣ < ∣∣∣〈g(m+1) − g(m),∇gJF (g(m),S(m))〉∣∣∣ (48)∣∣∣〈S(m+1) − S(m),∇SJF (g(m+1),S(m+1))〉∣∣∣ < ∣∣∣〈S(m+1) − S(m),∇SJF (g(m+1),S(m))〉∣∣∣ (49)
6 Experimental results
To evaluate the effectiveness of the proposed regularization, GMO-TV, we used ECG and EEG signals from MIT-BIH
databases [21]. We tested the effectiveness of the proposed GMO-TV approach in two variations: in the first form, we
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used first and second order derivatives, and in the second form, we used first to fourth order derivatives. We denote
the first form by GMO-TV2 and the second form by GMO-TV4. The derivatives were implemented using the discrete
filters [1 -1], [1 -2 1], [-1 3 -3 1] and [1 -4 6 -4 1]. The choice of fourth order as the highest order derivative is ad-hoc
and the limit is allowable complexity. The corresponding iterative versions, where training is eliminated, is referred
to as IGMO-TV2 and IGMO-TV4. We compared our proposed approaches against the state of art TGV [17] and the
recent GTV [18]. We also compared with the classic TV versions, denoted as TV1 and TV2. To demonstrate the
importance of combining higher order derivative with lower ones, we also implemented two other variations: third and
fourth order total variations, denoted by TV3, and TV4. To measure the restoration performance in our experiments,
we used ISNR defined as
ISNR = 20 log10
( ||g − f ||2
||g − gˆ||2
)
(50)
where gˆ is the restored image, f is the distorted input image and g is the original image. For all cases, the tuning
parameters including λ were selected for each method to get the highest ISNR. The number of iterations was set
large enough for TGV and GTV to ensure convergence in all experiments. In the case of GMO-TV2 and GMO-TV4
formulations with training samples, the stopping condition for MM iterations was gradient norm falling below 10−6.
For implementing the training-free version, the termination conditions for the sub-problem of step 1 and step 2 (equa-
tions (46) and (47) were set as
∥∥∇gJF (g(m+1),S(m))∥∥2 < a and ∥∥∇SJF (g(m+1),S(m+1))∥∥2 < a which we found
to yield better results compared to conditions given in the Proposition 3. For all experiments, a was set to 10−6. Note
that the conditions we used are much stronger than the ones given in Proposition 3.
In the first experiment, we considered denoising of ECG signals corrupted by additive white gaussian noise (AWGN)
with the noise variances adjusted to match the listed SNR values. The comparison results are given in Table 1. For the
training mode, the structure matrix S was generated using samples of ECG record 16272 from the MIT-BIH Normal
Sinus Rhythm database [22]. For generating test signal, 2048 samples from ECG record 16265 was taken and divided
into four segments, each of 512 samples. Each experiment was performed on all four segments and the results averaged
to get accurate performance results for all algorithms. The results show that GMO-TV4 gives the best performance in
all cases followed closely by GMO-TV2, IGMO-TV4 and IGMO-TV2. It should be emphasized that the training-free
versions, GMO-TV4 and IGMO-TV2 are clearly superior to TGV, and GTV. They are also superior to the single order
total variations, TV1—TV4.
‘
Table 1: Denoising Normal Sinus Rhythm ECG Signal
SNR TV1 TV2 TV3 TV4 GMO-TV4 GMO-TV2 IGMO-TV4 IGMO-TV2 TGV GTV
25 3.43 3.18 2.99 2.52 4.06 3.97 3.83 3.98 3.20 3.36
20 4.06 3.75 3.68 3.25 4.86 4.64 4.82 4.67 3.74 4.04
15 4.90 4.30 4.46 3.94 5.92 5.45 5.80 5.43 4.37 4.88
10 6.54 5.83 5.69 5.29 7.80 7.30 7.46 7.19 5.92 6.46
In second experiment, we consider the deblurring problem. We tested both training-based and training-free methods.
For generating test measurements, we consider the same set of ECG signals used for the first experiment, along with
a new set of EEG signals. We used EEG record chb01 02 edfm from CHB-MIT Scalp EEG database [23] for training
and four 512 length segments from chb01 01 edfm record for testing. We considered four levels of Gaussian blurring
by setting the variance of blurring kernel, σ2b appropriately. Also for each blurring level, we considered four levels
of AWGN noise. The noise levels were chosen such that the corresponding BSNR attains dB values {10, 15, 20, 25}
where BSNR is defined as follows [24]:
BSNR = var(h ∗ g)/σ2η (51)
The results for ECG and EEG test signals are presented in the Table 2 and Table 3 respectively.
The results offer some interesting insights into the working of proposed approaches. While GMO-TV2 and IGMO-
TV2 utilizing first and second order derivatives perform better at high BSNR values for ECG restoration, GMO-TV4
and IGMO-TV4 perform better at lower BSNR values. This indicates that higher order derivatives are robust to
noise, as seen in the denoising experiment. Similarly at high BSNR values, IGMO-TV2 is able to give performance
comparable to learning based GMO-TV4 and GMO-TV2 or even better in some cases. This indicates that training
from noise-free samples helps in increased performance only for measurements at high noise levels. In other cases, the
measurements themselves are sufficient for building the structure matrix S. Furthermore in all cases, IGMO-TV2 and
IGMO-TV4 perform better than other TV based functionals including TGV, and GTV, demonstrating the power of our
formulation even without any training samples. Figure 6 shows the restoration result with ECG signal corresponding
to BSNR =25 and σ2b=4.
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Table 2: Deblurring Normal Sinus Rhythm ECG Signal
BSNR σ2b TV1 TV2 TV3 TV4 GMO-TV4 GMO-TV2 IGMO-TV4 IGMO-TV2 TGV
25
1 5.73 5.88 8.76 7.95 9.61 9.95 8.96 9.97 7.53
2 5.97 7.22 10.42 9.76 10.98 12.11 10.99 11.28 9.45
4 7.72 9.27 11.39 10.79 12.81 13.57 11.59 12.62 8.68
6 7.65 9.28 9.87 8.82 12.05 12.38 10.04 12.61 6.59
20
1 2.69 4.20 7.30 6.33 7.85 8.09 7.37 8.07 4.75
2 5.25 6.88 8.92 8.85 9.76 10.42 9.22 9.85 7.06
4 6.31 8.14 9.13 8.52 10.80 11.06 9.90 11.13 6.64
6 6.97 8.19 8.45 7.66 10.95 10.96 7.35 9.83 5.71
15
1 2.65 3.54 5.40 4.90 6.20 6.46 4.17 4.28 3.11
2 4.46 5.71 7.16 6.86 8.30 8.46 7.66 8.51 4.86
4 5.35 6.38 6.57 6.06 8.48 8.32 7.81 8.28 5.29
6 5.45 6.18 5.97 5.50 8.47 8.08 6.49 7.82 3.76
10
1 3.00 3.62 4.02 3.62 5.53 5.34 1.71 3.37 2.30
2 3.52 4.42 4.52 3.85 6.37 6.30 3.86 6.00 3.01
4 4.34 4.79 4.70 4.10 6.77 6.44 6.46 5.64 3.65
6 3.82 4.02 3.83 3.35 6.12 5.53 6.61 5.26 2.55
Table 3: Deblurring Scalp EEG Signal
BSNR σ2b TV1 TV2 TV3 TV4 GMO-TV4 GMO-TV2 IGMO-TV4 IGMO-TV2 TGV
25
1 1.48 2.37 2.82 2.49 2.81 2.77 2.34 2.42 2.58
2 1.10 2.74 3.06 3.07 3.12 2.84 2.72 2.81 2.95
4 1.55 3.05 3.32 3.33 3.46 3.24 3.50 3.38 3.47
6 1.25 2.61 2.72 2.81 2.77 2.64 3.31 3.08 2.83
20
1 0.29 1.78 1.73 1.8 1.99 1.82 1.18 1.52 1.51
2 0.72 2.23 2.33 2.41 2.44 2.21 1.94 2.08 2.35
4 0.96 2.21 2.40 2.42 2.48 2.29 2.98 2.81 2.78
6 1.29 2.52 2.68 2.66 2.59 2.43 2.27 2.27 2.21
15
1 0.57 1.41 1.45 1.47 1.66 1.57 0.32 1.25 1.43
2 1.08 2.16 2.36 2.42 2.49 2.31 1.71 2.15 2.00
4 1.46 2.47 2.61 2.62 2.63 2.50 2.31 2.24 2.33
6 1.27 2.13 2.18 2.14 2.29 2.21 2.20 2.25 2.27
10
1 1.73 2.54 2.59 2.57 2.76 2.58 0.95 1.78 1.58
2 1.70 2.46 2.52 2.47 2.72 2.56 1.68 2.20 2.88
4 1.99 2.52 2.66 2.59 2.68 2.63 2.63 2.83 2.59
6 1.80 2.46 2.53 2.49 2.49 2.42 2.52 2.68 2.50
While ECG signals have a discernible structure and the restoration results from Table 2 indicate that the proposed
approaches can utilize the same with or without training samples, exploiting the signal structure in EEG signals is
much more challenging. The restoration results in Table 3 show that the proposed approaches give better performance
than higher order TV as well as TGV in most cases. But unlike the case of ECG, where the proposed approaches gave
around 2-4dB improvement over other TV functionals, the difference in ISNR between the techniques is around 0.1-
1dB in the case of EEG. This is because of the fact that EEG signals are not as structured as ECG signals. Besides, TGV
has an advantage that it is spatially adaptive because of the auxiliary variable involved in its definition. Nevertheless,
all four variants of the proposed method including the training-free ones perform better than TGV in most cases.
7 Conclusion
We proposed a novel total variation based regularization functional named Generalized Multi-Order Total Variation
(GMO-TV) that exploits dependencies among multiple order signal derivatives. We derived the functional from cross-
entropy formulation by adopting a form of multivariate Laplacian prior probability for multiple order signal derivatives.
The new prior allows the regularization functional to be adaptive to the patterns of intensity variations that are specific
to the class of signals under consideration. The adaptivity is achieved by the means of a structure matrix either built via
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Figure 1: Deconvolution of ECG Signal (BSNR=25, σ2b=4)
training, or estimated jointly along with the required signal via minimization. We demonstrated, using experimental
examples, that GMO-TV outperforms standard TVs as well as TGV and GTV functionals with or without training.
Appendix
Proof of proposition 1
Let p = [pT1 p
T
2 . . .p
T
K ]
T , where pi’s are vectors of size K × 1 such that S = [p1 p2 . . . pK ]T . For notational
convenience in deriving the algorithm, we re-express RF (g,S) in terms of p and v(x) as given below:
Z(p,v) =
∑
x
√√√√ K∑
i=1
(pTi v(x))
2 +
1
2
λF ‖p‖22 (52)
− 1
2
log(det | [p1 p2 . . . pK ]T [p1 p2 . . . pK ] |)
Since the vectors pi’s are orthogonal, we get
Z(p,v) =
∑
x
√√√√ K∑
i=1
(pTi v(x))
2 − 1
2
log(
K∏
i=1
||pi||22) +
1
2
λF
K∑
i=1
||pi||22 (53)
Taking gradient of Z(p,v) with respect to each pi gives
∇piZ(p,v) =
∑
x
1√∑K
j=1(p
T
j v(x))
2
v(x)vT (x)pi − pi‖pi‖22
+ λFpi (54)
Let ∇SR¯(g,S) denote gradient with respect to whole S in matrix form. Then
∇SR¯(g,S) = [∇p1Z(p,v) . . .∇pKZ(p,v)]T (55)
Combining the equations (54) and (55) gives∇SR¯(g,S) = SA−(SST )−1S+λFS, whereA =
∑
x
1
‖S((L∗g)(x))‖2 ((L∗
g)(x))((L ∗ g)(x))T . Using similar steps, we get gradient for R¯(k)(g,S,S(k)) as given below:
∇SR¯(k)(g,S,S(k)) = SAk − (SST )−1S+ λFS, (56)
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where Ak =
∑
x
1
‖S(k)(L∗g)(x))‖2 (L ∗ g)(x))(L ∗ g)(x))T
Proof of proposition 2
To minimize R¯(k)(g,S,S(k)), we equate the gradient to zero:
SAk − (SST )−1S+ λFS = 0
Using the fact that Ak is symmetric, re-write the above equation for individual rows of S as given below:
Akpi − 1||pi||22
pi + λFpi = 0, i = 1, . . . ,K. (57)
The above equation implies that pi are of the form pi = βiei where ei is the ith Eigen vector of Ak and βi is
non-negative factor. Substituting this in the above equation gives
βiηiei − 1
β2i
βiei + λFβiei = 0, i = 1, . . . ,K. (58)
where ηi is the corresponding Eigen value. The above equation gives βi = 1√ηi+λF . This means that if S
(k+1) be the
minimum of R(k)F (g,S,S
(k)), then S(k+1) = (Dk + λF )−1/2UTk where Dk and Uk are the matrices involved in the
Eigen decomposition of Ak, i.e., Ak = UkDkUTk .
Proof of proposition 3
Let p denote the rows of S stacked vertically and let g denote the samples of g in vector form. Let y = [gTpT ]T . Let
Jv(y) is the function defined on y such that Jv(y) = JF (g,S). Let gm denote the vector corresponding to g(m) and
let pm denote the vector corresponding to S(m). Let y2m−1 = [gTm p
T
m−1]
T and y2m = [gTm p
T
m]
T . Then yl=1,2,...
denotes the sequence of iterates generated by the algorithm. Note that dl−1 = yl − yl−1 is the search direction at the
point yl−1. Note that for odd l, dl is non-zero only for the variable p; similarly, for even l, dl is non-zero only for the
variable g. Hence for any l, dl is non-zero for parts corresponding to only one of the variables in {g,p}. Further, note
that the function Jv(y) is convex with respect to any one of the variables in {g,p}. The last two statements imply
that all dl’s are descent directions. For each descent direction dl, the update yl = yl−1 + dl−1 can be considered as
a result of line search.
Then according to Zoutendijk Lemma [25], such a series of line searches along descent directions converge to a local
minimum, if the following conditions are satisfied: (1) the sub-level set of Jv(y) for initialization y0 is bounded; (2)
the gradient of Jv(y) is Lipschitz continuous; (3) the line search satisfies Wolfe’s condition, i.e.,∣∣dTl ∇yJv(yl)∣∣ < ∣∣dTl ∇yJv(yl−1)∣∣ (59)
Since the function Jv(y) is bounded below, the first condition is satisfied. Also, the gradient is obviously Lipschitz
continuous. Now, note that the condition given in the equation (59), can be written in two forms for odd and even
values of l as given below:∣∣∣(gm − gm−1)T∇gJv ([gTm pTm−1]T)∣∣∣ < ∣∣∣(gm − gm−1)T∇gJv ([gTm−1 pTm−1]T)∣∣∣ (60)∣∣∣(pm − pm−1)T∇gJv ([gTm pTm]T)∣∣∣ < ∣∣∣(pm − pm−1)T∇gJv ([gTm pTm−1]T)∣∣∣ (61)
Rewriting the above equations in terms of the original variables g and S by taking into account the dependence of the
sub-parts of JF (g,S) on the variables g and S, we get the conditions of the Proposition 3.
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