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Abstract
Generative Adversarial Networks have shown impressive
results for the task of object translation, including face-to-
face translation. A key component behind the success of re-
cent approaches is the self-consistency loss, which encour-
ages a network to recover the original input image when
the output generated for a desired attribute is itself passed
through the same network, but with the target attribute in-
verted. While the self-consistency loss yields photo-realistic
results, it can be shown that the input and target domains,
supposed to be close, differ substantially. This is empir-
ically found by observing that a network recovers the in-
put image even if attributes other than the inversion of the
original goal are set as target. This stops one combining
networks for different tasks, or using a network to do pro-
gressive forward passes. In this paper, we show empirical
evidence of this effect, and propose a new loss to bridge the
gap between the distributions of the input and target do-
mains. This “triple consistency loss”, aims to minimise the
distance between the outputs generated by the network for
different routes to the target, independent of any interme-
diate steps. To show this is effective, we incorporate the
triple consistency loss into the training of a new landmark-
guided face to face synthesis, where, contrary to previous
works, the generated images can simultaneously undergo
a large transformation in both expression and pose. To
the best of our knowledge, we are the first to tackle the
problem of mismatching distributions in self-domain syn-
thesis, and to propose “in-the-wild” landmark-guided syn-
thesis. Code will be available at https://github.
com/ESanchezLozano/GANnotation1.
1. Introduction
Recent advances in Generative Adversarial Networks
(GANs [7]) have found a broad range of applications in
the domain of face synthesis or face-to-face translation [12,
5, 6, 16, 26]. Most face-to-face synthesis scenarios trans-
1https://youtu.be/-8r7zexg4yg
Figure 1. A triple consistency loss favours networks to produce
similar results irrespective of their path to the target; either directly
to s2 or via s1. G is the generator function, I is the input image,
and H(st) are the heatmaps defined by the target shape st.
late a target set of attributes [5], landmarks [34], or expres-
sions [26], onto the face present in the input image, where
an additional goal is to preserve the identity of the input
face. One would expect the generated images to follow a
similar probability distribution as that of the input images.
However, while the generated images can be said to be
photo-realistic, the distributions generated by the currents
state of the art differ in an important way from the corre-
sponding input domain. Upon closer inspection, we reveal
an interesting phenomena: when the generated images are
re-introduced to the network with a new set of target at-
tributes, the network yields poor results, and occasionally
fails to produce even photo-realistic images. We will refer
to this way of generating images one after another as “pro-
gressive image translation”, or simply progressive.
This major problem has remained unnoticed mainly due
to the fact that existing approaches deploy a one-to-many
image translation, where the target domain is always over-
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Figure 2. This paper illustrates the drawback of the self-consistency loss for identity preserving. The top two rows show the results of the
original StarGAN [5] when the input image is translated into the attributes “Black Hair” or “Blonde Hair”. The second row illustrates the
result of generating the “Blonde Hair” attribute using as input the image generated from the “Black Hair” column. We can see that the
output of the “Blonde Hair” recovers the input image with just subtle changes in the contrast, i.e. it fails to generate the target attribute. In
the bottom rows, we illustrate the same process where the StarGAN is trained using the triple consistency loss presented in this paper. It
can be seen that now the new attributes are correctly placed even after a first pass to the network.
laid onto the input image. However, the problem leaves ex-
isting approaches with no hope solving the goal of achiev-
ing step-wise attribute translation, i.e. progressive image
translation. Consider the following example goal: Can we
use a network to convert the hair of a given person in an
image from blonde to brown, and then use another network
to modify their corresponding facial expression? With the
flaws of the current methods based on the self-consistency
loss, the answer is no.
In this paper, we argue that the reason behind this mis-
match rises from the recently introduced self-consistency
loss, where the network is expected to recover the input im-
age from the generated one, if the inverted attribute is set
as the target. This loss is used to enforce the network to
preserve identity. However, we observe that when this con-
dition is met, the input image is well recovered, no matter
what target attribute is given back to the network, i.e. it
appears that the network leaves a footprint in the generated
image, not perceptible to the human eye, but that is evident
when the generated image is re-introduced to the network.
This is illustrated in Fig. 2 (second row), where we show
the effect of using the pre-trained StarGAN [5] to progres-
sively generate the “Blonde Hair” attribute after first having
generated the “Black Hair” attribute.
Having first discovered this problem, this paper presents
a first approach to tackle this problem by introducing a
new consistency loss, which we coin triple consistency loss.
This triple consistency loss (Fig. 1) aims to bridge the gap
between the input and target distributions by imposing that
any generated image has to be the same no matter if it is tar-
geted by the network in one step or two. After retraining the
StarGAN network with our triple consistency loss, we can
see that the “Blonde Hair” attribute is correctly placed even
when using as input the output of the network after generat-
ing the “Black Hair” attribute (Fig. 2, bottom row). In addi-
tion, we present our novel approach to unconstrained land-
mark guided face-to-face synthesis, which we name GAN-
notation, and use this to illustrate the efficacy of the triple
consistency loss.
GANnotation translates a given face to a set of target
landmarks, given to the network in the form of heatmaps.
To the best of our knowledge, our GANnotation is the first
network that allows synthesising faces in a wide range of
poses and expressions, and can be used to construct person-
specific datasets with very little supervision. An example is
depicted in Fig. 1, where the input image I is translated into
the target point configurations s1 (and s2). We show that the
target points become the ground-truth at the generated im-
ages, thus being practical for face alignment applications.
We will release our code and models for the community to
construct their own datasets as well as to encourage further
research in this topic.
In short, the contributions of this paper can be sum-
marised as follows:
• We propose a triple consistency loss to bridge the
gap between the distributions of the input and gener-
ated images. This enables the training of networks that
not only reproduce photo-realistic images, but are also
2
suitable for its use in combination with other networks.
To the best of our knowledge, we are the first to in-
troduce a triple consistency loss, which better repre-
sents the target distribution, allowing progressive im-
age translation.
• We propose GANnotation, the first network that
applies a face-to-face synthesis with simultaneous
change in pose and expression. GANnotation is a
network that can synthesise faces for a set of un-
constrained target landmark annotations, whereby the
given landmarks correspond to the ground-truth points
in the generated images.
2. Related Work
Generative Adversarial Networks (GANs) [7] have proven
to be a powerful tool in many Computer Vision disciplines,
such as image generation [28], style transfer [14], or super-
resolution [18]. In the context of image to image trans-
lation [13, 41], GANs are composed of a generator that
aims to reproduce the target domain, and a discriminator
that tells whether the output of the generator is close to the
target distribution or not. Both are learnt simultaneously us-
ing the minimax strategy. Since the introduction of GANs,
many improvements on adversarial learning have been pro-
posed, including the Least-Squares GAN [23], the Wasser-
stein GAN [9, 2], the Geometric GAN [19], or Spectral Nor-
malisation [35, 38, 24], however there is no consensus as to
which exhibits a systematic improvement.
Reports on works suggesting improvements to the state
of the art in GANs are often applied to the face domain. We
review those that we consider the closest to our proposed
approach, which aims to generate faces conditioned to
attributes, landmarks, or expressions. There are works
that proposed to do face frontalisation (TP-GAN [12],
FF-GAN [37]), profile face synthesis (DA-GAN [40]),
or multi-view image generation (CR-GAN [32]). While
they employ different strategies, they have a common goal
of preserving identity. However, these methods do not
allow the synthesis of customised expressions or poses, so
while CR-GAN can generate 9 different views, these can
not include additional synthesised expressions. We will
show how our GANnotation can perform both tasks with a
landmark-guided synthesis.
There exist other works that have proposed landmark-
guided synthesis from a random seed, but without the aim
to preserve identity. For instance, GP-GAN [6] attempts
to generate landmark-guided samples that are only condi-
tioned on gender, making this method limited to variations
in expression only. Furthermore, no variations in pose are
shown. A similar approach isGAGAN [16], an appearance-
preserving face generator that generates a random image
from a latent space and a target shape. Both the GP-GAN
and GAGAN generate random faces, and thus cannot be
used for person-specific data augmentation. Similarly, the
CMN-Net [34] is a landmark guided smile generator, where
a landmark to image synthesis network is used to generate
frontal images under different expressions, supported by a
recurrent neural network to preserve spatial consistency in
the landmark generation. However, this method is limited to
frontal faces, and the input image is expected to be neutral.
Also, the GC-GAN [27] is a geometry-aware method that is
used to synthesise images from landmarks, where these are
meant to display expressions. However, this method does
not account for changes in pose. In contrast, the CAPG-
GAN [11] applies pose-specific face rotation, where the in-
put and target pose are encoded in sets of five heatmaps
each, so that the network can perform attention. The five
points are meant to capture head pose, which as an un-
wanted side-effect removes the network’s ability to perform
expression synthesis. The problem of expression synthe-
sis was recently approached by GANimation [26], where
the generated images undergo a translation in the displayed
expression. However, this method does not allow changes
in pose, and it is limited to near-frontal faces. Finally,
aside from expression and pose synthesis works, it is worth
mentioning the StarGAN [5], a multiple domain image-to-
image translation approach, that allows changing facial at-
tributes and expressions in a given image. This method is
also limited to appearance changes, and thus does not tackle
changes in pose or expression.
Most of the methods mentioned above apply a self-
consistency loss to preserve identity. As shown in Fig. 2,
this loss limits existing methods to one-to-one mappings,
and render generated images that are unable to be used as
the basis for generating further images. These methods
might leave a neutral face to a given expression [26], or a
non-frontal face to a frontal one [12]. In either case, the net-
work is not required to perform more than one forward pass
from a given image. Thus, a self-consistency loss is applied
to either preserve appearance or identity. While this yields
impressive results, it causes a mismatch between the input
and target distributions, when a desired property would be
to actually make them match. As we shall see, our pro-
posed GANnotation does have this property, and thanks to
that GANnotation is the first method that can generate faces
with a target pose and expression simultaneously.
3. Proposed approach
Our goal is to generate (synthesise) a set of person-specific
images driven by a set of landmarks, so that these become
the ground-truth landmarks in the generated image. Con-
trary to previous works, we want our network to allow for
simultaneous changes in both pose and expression. In ad-
dition, we want the generated images to be not only photo-
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Figure 3. Proposed approach: We are given an input image I , and a
set of target points st. The points are encoded as a set of heatmaps
H(st) and concatenated with the input image I;H(st). The con-
catenated volume is sent to the generator G to produce the image
Iˆ , we overlay the target points on the generated image to illustrate
the main task of the network.
realistic, but also to be distribution-wise close to the input
images. To the best of our knowledge, this is the first work
that directly permits changes in pose and expression simul-
taneously, and that reduces the gap between the input and
target distributions. An overall description of our proposed
approach is depicted in Fig. 3.
3.1. Notation
Let I ∈ I be a w × h pixels face image, for which a set
of n indexed points si ∈ R2n is available. I represents the
space of original images of size w × h. The generator is
a function G : I × H → Iˆ, with Iˆ the space of gener-
ated images, that receives as input an image I and a set of
heatmaps H(st) ∈ H encoding a target shape st, and out-
puts the warped image. In particular, the estimated image Iˆ
is defined as:
Iˆ = G (I;H(st)) (1)
where ; indicates that I and H are concatenated. The
notation H(s) is used to represent the dependence of the
heatmaps w.r.t. the shape s. In particular, H(s) ∈ Rn×w×h
is defined as a set of n heatmaps (one for each facial point),
each itself being a w × h map, in which a unit Gaussian is
centred at its corresponding landmark. In general, we will
assume that images I are drawn from a real distribution PI ,
and that generated images Iˆ are said to be drawn from PIˆ .
In some scenarios, like the one presented in this paper, we
want PIˆ to match PI as closely as possible. The discrimi-
nator will be defined as a function D that receives as input
an estimated image Iˆ , or a real image I , and aims to label
them as real or fake.
3.2. Architecture
The generator is adapted from the architecture success-
fully proposed for the task of neural transfer [14], and later
adapted to the image-to-image translation task [13, 41].
This architecture has also proven successful for the task
of face synthesis [26, 21, 11], and basically consists of
two spatial downsampling convolutions, followed by a set
of residual blocks [10], and two spatial upsampling blocks
with 1/2 strided convolutions. The generator is modified to
account for the 3 + n input channels, defined by the RGB
input image and the heatmaps corresponding to the target
landmark locations. As in [26], we adopt a mask-based ap-
proach, by splitting the last layer of the generator into a
colour image C and a mask M . The output of the generator
is thus defined as:
Iˆ = (1−M) ◦ C +M ◦ I, (2)
where ◦ represents an element-wise product. Without loss
of generality, we refer to Iˆ as the output of the generator.
Further details of the network can be found in the main
project site.
The discriminator is adopted from the PatchGAN [13,
41] architecture, and consists of several convolution-based
downsampling blocks, each increasing the number of chan-
nels to 512, and followed by a LeakyReLU [22]. For an
input resolution of 128× 128 this network yields an output
volume of 4×4×512, which is forwarded to a FCN to give
a final score.
3.3. Training
The loss function we aim to optimise consists of seven
terms. Below we give a mathematical formulation for each,
and introduce the triple-consistency loss, which is our main
contribution.
3.3.1 Adversarial loss
We adopt the hinge adversarial loss proposed in [19],
which is shown to require less updates in the discrimina-
tor per update in the generator, also allowing a faster learn-
ing [38, 24]. The loss for the discriminator is defined as:
Ladv(D) = − EIˆ∼PIˆ [min(0,−1 +D(Iˆ))]
− EI∼PI [min(0,−D(I)− 1)], (3)
whereas the loss for the generator is defined as:
Ladv(G) = −EI∼PI [D(Iˆ)]. (4)
3.3.2 Pixel Loss
In order to make the network learn the target representa-
tion, we use a pixel reconstruction loss. In particular, for a
given input image I and target points st, corresponding to
the ground-truth points of a “target” image It, the pixel loss
is defined as2:
Lpix = ‖G(I;H(st))− It‖22. (5)
2For the sake of clarity, we will onward omit the expectation term
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This loss is used along with a total variation regularisation
loss, Ltv [1, 14], which encourages the output of the net-
work to yield smoothness in the generated images.
3.3.3 Consistency Loss
In the context of face to face synthesis, the generator is ex-
pected to be able to invert the transform applied to the input
image. In practice, this is accomplished by feeding the gen-
erator with its output when a given image with target points
is given. This loss is also referred to as the identity loss
in [26, 5], and is defined as:
Lself = ‖G (G(I;H(st));H(si))− I‖2. (6)
where si represents the ground-truth points for the image I .
In practice, the consistency loss is obtained by first passing
the input image with the target landmarks to the generator,
and then by passing the corresponding output with the initial
landmarks back to the generator.
3.3.4 Triple Consistency Loss
The self-consistency loss shown above was presented
in [26, 5] to enforce the network to preserve identity. This
means that the network will recover the original image
when the original expression is given as a target to the out-
put of a first pass. In [26, 5] this approach is specifically
defined as in Eq. 6. However, we have noticed that this loss
causes the network to recover the input image no matter
what further target is considered, when we expect this to
only happen with the further target set as the inverse of the
original target.
Rather than capturing the input distribution, the network
translates images into a domain that encodes the input im-
age along with the output, i.e., PIˆ  PI . We conjecture that
this problem has so far remained undiscovered due to the
fact that existing works set a neutral-to-expression synthe-
sis goal rather than expression-to-expression, which means
that the input and output spaces do not need to overlap.
However, we want the network to not only produce photo-
realistic images, but also to make them reusable, and there-
fore the input and output domains need to be similar.
In order to solve this problem, and allow progressive im-
age generation, we introduce the triple-consistency loss. In
particular, when an image is sent to a target location, and
its output is re-sent to another location, we expect the net-
work to also do so in a single pass. Given the input im-
age I , and target points st, the output of the generator is
Iˆ = G(I;H(st)). Now, we observe that sending I and Iˆ
to another target location sn should result in similar out-
puts. That is to say, we want G(Iˆ;H(sn)) to be similar to
G(I;H(sn)). The triple-consistency loss is thus defined as:
Ltriple = ‖G(Iˆ;H(sn))−G(I;H(sn))‖2 (7)
The overall idea of the triple consistency loss is depicted in
Fig. 1. This loss will try to enforce PIˆ ∼ PI .
3.3.5 Identity preserving loss
In order to enforce the network to preserve the identity
wherever the target points allow the generated image to
do so, we also use the identity preserving network, coined
Light CNN, presented in [36]. We use a similar approach
to [11, 12] and define the identity loss as the l1 norm be-
tween the features extracted at the last two layers of the
Light CNN w.r.t. both the generated and the real images.
In particular, denoting fc and p as the fully connected
layer and last pooling layer of the Light CNN network, re-
spectively, and ΦlCNN the features extracted at the layer
l = {fc, p}, the identity loss is defined as:
Lid =
∑
l=fc,p
‖ΦlCNN (I)− ΦlCNN (Iˆ)‖ (8)
3.3.6 Perceptual loss
In order to provide the network with the ability to gener-
ate subtle details, we follow the line of recent approaches in
super resolution and style transfer [18, 4], and use the per-
ceptual loss defined by [14]. The perceptual loss enforces
the features at the generated images to be similar to those
of the real images when forwarded through a VGG-19 [31]
network. The perceptual loss is split between the feature
reconstruction loss and the style reconstruction loss. The
feature reconstruction loss is computed as the l1-norm of
the difference between the features ΦlV GG computed at the
layers l = {relu1 2, relu2 2, relu3 3, relu4 3} of the
input and generated images. The style reconstruction loss is
computed as the Frobenius norm of the difference between
the Gram matrices, Γ, of the output and target images, com-
puted from the features extracted at the relu3 3 layer:
Lpp =
∑
l
‖ΦlV GG(I)− ΦlV GG(Iˆ)‖
+‖Γ(Φrelu3 3V GG (I))− Γ(Φrelu3 3V GG (Iˆ))‖F . (9)
3.3.7 Full loss
The full loss for the generator is then defined as:
L(G) = λadvLadv + λpixLpix + λselfLself
+λtripleLtriple + λidLid + λppLpp + λtvLtv, (10)
where, in our set-up, λadv = 1, λpix = 10, λself = 100,
λtriple = 100, λid = 1, λpp = 10, and λtv = 10−4.
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4. Training Datasets
Training the network requires the use of paired data, i.e.
pairs of images from the same subject for which the points
are known. However, we approach the training with triplets
rather than pairs of images, in order to also be able to com-
pare the output of the network after one and two passes with
the ground-truth images. To this end, we use the training
partition of the 300VW [30], which is composed of anno-
tated videos of 50 people. For each video, we choose a set
of 3000 triplets, where each triplet is composed of random
samples from the video. In addition, we use the public par-
tition of the BP4D dataset [39, 33], which is composed of
videos of 40 subjects performing 8 different tasks. For each
of the BP4D videos, we select 500 triplets.
We found that using only 90 subjects results in overfit-
ting, which causes the network to lose its ability to preserve
identity. To overcome this problem, we augment our train-
ing set with unpaired data. In particular, we use a subset of
∼8000 images collected from datasets that are annotated in
a similar fashion to that of the 300VW. We use Helen [17],
LFPW [3], AFW [42], IBUG [29], and a subset of Mul-
tiPIE [8]. To ensure label consistency across datasets we
used the facial landmark annotations provided by the 300W
challenge [29]. To generate triplets on this data, we apply
random affine transformations to the images and points, as
well as a random image mirroring. This makes every image
to be “paired” with random affine perturbations on the land-
marks. While the network will learn to translate non-rigid
deformations from the 300VW subset, it will learn to pre-
serve identity and be robust to rigid perturbations, including
mirroring, from the subset of unpaired data.
5. Experiments
All the experiments are implemented in PyTorch [25], using
the Adam optimiser [15], with β1 = 0.5 and β2 = 0.9999 .
The input images are cropped according to a bounding box
defined by the ground-truth landmarks with an added mar-
gin of 10 pixels each side, and then re-scaled to be 128x128.
The model is trained for 30 epochs, each consisting of
10, 000 iterations, which takes approximately 24 hours to
be completed with two NVIDIA Titan X GPU cards. The
batch size is 16, and the learning rate is set to 10−4, and it is
linearly decreased over 20 epochs to 10−6. The size of the
heatmaps is 6 pixels, corresponding to a unit 2D Gaussian.
For each iteration a random batch is taken from either the
paired or unpaired data, as described in Section 4.
5.1. On the use of a triple consistency loss
First, we want to validate the contribution of the triple
consistency loss independently of our proposed approach.
To do so, we re-use the StarGAN [5] implementation, as it
is accompanied with author’s trained model. We appended
to the training the triple consistency loss and we compare
the results of the retrained network with that provided by
the corresponding authors. The original StarGAN model
was trained on the Celeb-A dataset [20], and it applies
to a given face a set of attributes, namely “Black Hair”,
“Blonde Hair”, “Brown Hair”, “Gender”, and “Age”. The
attributes of “Gender” and “Age” have to be understood
as generating the opposite attribute to the one given in the
input image. We show some results generated by the model
in the first row of each example on Fig. 4 and Fig. 2. In
these examples, the same input image is used to generate
all the target attributes. Then, using the same network, we
apply a progressive image generation, whereby the output
image after inserting the first attribute is forwarded to the
network to create the second attribute, and so forth. In other
words, the network takes as input the output of the network
w.r.t. the previous attribute. The results of this progressive
attribute translation are shown in the second row of Fig. 4.
We can see that the images degrade substantially as soon
as the the network has to deal with a couple of generated
images, generating burning-like artifacts. Then, we have
re-trained the StarGAN network just including the triple
consistency loss, and repeated the same process as before.
The corresponding results are shown in the bottom rows
of Fig. 4. As it can be seen in the third row, the StarGAN
trained with a triple consistency loss keeps a high-level
image generation with the target attributes, while having a
distribution that is closer to that of the input images. This
is illustrated in the bottom row.
Next, we show the contribution of the triple consistency
loss within our GANnotation. We train two models under
the same conditions, with, and without the triple consis-
tency loss. At test time, we use a set of images from the
test partition of 300VW [30] for which there are available
points. Each image is first frontalised using the given land-
marks (see Section 5.2 for further details), and then sent
to a pose-specific angle. The results are shown in Fig. 5,
where the top rows correspond to the images generated by
a model trained with the triple consistency loss and the bot-
tom rows represent the images generated by a model trained
without the triple consistency loss. We show how after the
first map, both images look alike, being similar to the in-
put image. However, after the second pass, the generator
trained without the triple consistency loss recovers the in-
put images, with subtle changes in the contrast. This effect
is not occurring with the images generated by the network
trained with the triple consistency loss, where the images
are correctly mapped. We also show how the network pro-
duces similar results after the first pass. We will release
both models for further validation. As it can be seen, while
both networks generate plausible images at a first pass, the
former fails after subsequent forwards.
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Figure 4. Comparison between the original StarGAN [5] (left) w.r.t. a StarGAN trained with the triple consitency loss introduced in this
paper. For the two examples illustrated, the first row corresponds to a one-to-one mapping where the input image is always used to generate
the target attribute. The second row shows the results after using the output of the network as input for the next target attribute.
Figure 5. Results attained by the model trained with a triple con-
sistency loss (top rows) and a model trained without it (bottom
rows). The left image corresponds to the input image, the middle
image corresponds to the output of the network after the first pass,
and the right image corresponds to the output of the network after
a second pass. The points represent the target location.
5.2. GANnotation
We now evaluate the consistency of our GANnotation for
the task of landmark-guided face synthesis. In order to
compare our GANnotation w.r.t. most recent works, we
apply a landmark-guided multi-view synthesis, and com-
pare our results against the publicly available code of CR-
GAN [32]. We compare our method in the test partition of
the 300VW [30]. To generate pose-specific landmarks, we
use a shape model trained on the datasets described in Sec-
tion 4. The shape model includes a set of specific param-
eters that allow manipulating the in-plane rotation, as well
as the view angle (pose). Using the shape model, we first
remove both the in-plane rotation and the pose, resulting in
the frontalised image given in the middle column. Then,
the pose specific parameter is manipulated to generate the
synthetic poses shown in the left and right columns w.r.t.
the frontalised face. In addition, when generating the pose-
specific landmarks, we randomly perturb the expresion re-
lated parameters, so as to generate different faces. The re-
sults are shown in Fig. 6. We show both the results of a pro-
gressive image generation (first and second rows), as well
as the one-to-one mapping (third row). Finally, we com-
pare the results w.r.t. those given by the CR-GAN model.
To show the performance of our GANnotation, we attach
7
Figure 6. Landmark-guided multi-view synthesis and comparison with CR-GAN [32]. The first and second rows correspond to a progres-
sive image generation (with and without the landmarks for a clear visualisation), whereby the input image (leftmost) is first frontalised
(middle column), and then sent progressively to the corresponding views. The third row corresponds to a one-to-one mapping. The fourth
row corresponds to the CR-GAN results. The two examples on the left images correspond to the images given along with the publicly
available code of CR-GAN. We can see that our method yields realistic results despite the tight cropping, different to that used to train our
GANnotation. On the right, two examples extracted from the 300VW test partition, cropped according to the landmarks. We can see that
the CR-GAN fails to produce photo-realistic results.
a video with a reenactment experiment3, where the appear-
ance of a given face is transferred to the points extracted
from each frame of another video.
5.3. Remarks
We have shown that our network yields photo-realistic re-
sults whilst maintaining certain consistency when applying
multiple passes to the same network. In this Section, we
want to remark an important aspect that needs consideration
when using the triple consistency loss, as well as discuss to
which extent the network will preserve the identity.
The effectiveness of the triple consistency loss. This
loss, when used with no self-consistency loss, can over-
come the degradation problem completely. However, we
have observed that when the self-consistency loss is re-
moved from the training, the network is prone to failure at
preserving identity. Therefore, while the triple consistency
loss pulls the input image out of the target domain, the self-
consistency loss is needed to better preserve identity.
Preserving identity vs. preserving the landmarks.
While our proposed approach can preserve identity in most
cases, it is important to remark some cases where the net-
work will likely fail: 1) When the target points force the
network to do so. The network will generate plausible faces
and will prioritise the target locations over the identity and
even gender. An example is depicted in the most extreme
views shown in Fig. 6, where the network enforces to lo-
cate the eyes where they are targeted, even when it means a
3https://youtu.be/-8r7zexg4yg
less realistic face. Thus, if the target landmarks do not show
identity consistency, the network will likely fail to preserve
it. 2) When there is a big mismatch between the ground-
truth points at the given image and the target landmarks.
Given that the network is not provided with any attention
mechanism, one of its tasks is to locate which information
needs to be transferred to the target points. When the net-
work fails to do so or the target points are displaced substan-
tially from the input then identity can be poorly preserved.
6. Conclusion
In this paper, we have illustrated a drawback of face-to-face
synthesis methods that aim to preserve identity by using a
self-consistency loss. We have shown that despite images
being realistic, they cannot be reused by the network for
further tasks. Based on this evidence, we have introduced
a triple consistency loss, which attempts to make the net-
work reproduce similar results independently of the num-
ber of steps used to reach the target. We have incorpo-
rated this loss into a new landmark-guided face synthesis,
coined GANnotation, which allows for high-quality image
synthesis even from low resolution images. We showed how
the target landmarks become the ground-truth points, thus
making GANnotation a powerful tool. We believe this pa-
per opens the research question of pairing distributions even
when the results support plausible images. The models used
to generate the images of this paper will be made publicly
available.
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