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I. INTHOIXJCTION 
Many existing communication channels, for example, the 
voice-band facilities of the vast telephone networks, do not 
permit digital data transmission speeds commensurate with the 
available signal-to-noise ratio and the occupied bandwidth. 
The underlying reason is that the typical channel, described 
by Alexander ^  al. [l], cannot be realistically represented 
by a constant-attenuation, linear-phase vs. frequency char­
acteristic, a condition necessary for utilization of the 
occupied bandwidth to its fullest in generalized data trans­
mission. Departures from these ideal conditions are called 
linear distortions. Bennett and Davey [^] thoroughly discuss 
the optimization of data transmission and the effects of 
linear distortions. Examples of transmission media are open-
wire pairs, multi-pair cables, and multiplexed microwave 
line-of-sight channels. In these cases the distortions are 
typically caused by the attenuation properties of the medium, 
by loading introduced to compensate for nonuniform attenua­
tion, by frequency-multiplex separation filters, and by impro­
perly matched hybrid transformers and repeaters. The effect 
of linear distortions is to modify the received spectrum and, 
in turn, spread the data signal time waveform. The result, 
known as intersymbol interference, gives rise to an increased 
probability of transmission errors. 
Even though not designed and installed for data 
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transmission application, voice channels provide the bulk of 
data communication facilities L5l. Hence, means of compensat­
ing for the characteristics are necessary as the volume of 
data flow increases. A method of reducing the intersymbol 
interference is to "equalize" the channel, preferably at the 
receiving terminal, to achieve a flat-amplitude and linear-
phase characteristic in the frequency domain. The device 
employed is termed an "equalizer". The equalization can also 
be accomplished by minimizing the intersymbol interference 
at the sampling instants of the signal waveform in the time 
domain when the signal format is known. The flat-amplitude, 
linear-phase characteristic channel is suitable for transmis­
sion usage by a wide variety of modulation techniques, rather 
than being constrained to a particular synchronous data 
format. 
Equalization achieved before the data transmission be­
gins is termed "preset" or sometimes "pre-call". Preset 
equalization should be s%?fficient in most cases since the 
typical channel characteristic changes little during an aver­
age call [27]. An "adaptive" equalizer responds to changes 
in the channel characteristic during the data transmission. 
A general discussion of equalization techniques is given in 
Chapter II. 
The puarpose of the research reported here is to develop 
and evaluate an algorithm for computing the optimumum param­
eter values of a certain type of preset equalizer given 
3 
frequency-domain measurements of the channel characteristic. 
The equalizer is to be utilized in a data communication system 
as shown in Figure 1. The frequency-domain measurements are 
assumed to be made in an interval of 1 to 3 minutes after the 
channel routing has been established. An accurate computer-
controlled measurement device capable of accomplishing this, 
assuming suitable switching automation, has been recently 
described by Reynolds [38]. This investigation considers the 
feasibility of converting such measurements into equalizer 
adjustment values. 
The method chosen for evaluating the conversion algo­
rithm is to simulate the equalizer and its control routine 
using a digital computer program. Special test cases to 
verify proper solution via the routine are reported, follow­
ed by equalization simulation results for typical channel 
characteristics. The effects of some implementation hardware 
parameters are investigated. Unique operational features of 
the scheme are also modeled, to establish the utility of the 
technique. The tapped delay line equalizer simulation model 
is identified as program EQLR. 
Control 
Digital 
Computer 
Equalizer 
Data 
receiver 
Data 
transmitter 
Measurement 
device 
receiver 
Measurement 
device 
transmitter 
Communication 
channel 
Figure 1, Automatic equalizer in data communication system 
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II. COMMUNICATION CHANNEL EQUALIZATION 
Manual equalization using a variety of fixed amplitude 
and delay compensating circuits has been employed for many 
years [4], [32]. Lang [24] presents an analysis of the use 
of lattice networks for delay equalization only, using an 
iterative computer solution of a system of nonlinear equa­
tions to determine circuit component values. 
Automated equalization is usually accomplished using a 
tapped delay line, also known as a transversal filter. The 
block diagram of such a device is shown in Figure 2. Lucky 
et al. [31] discuss the fundamentals of transversal filter 
theory and applications. The delay line shown has a total 
of N=2L+1 tap points, located at T seconds delay intervals. 
Each tap point signal is routed through an adjustable gain/ 
attenuation scaler having transmittance of c^^, hereafter 
referred to as the tap gain. It may be either positive or 
negative. The several scaled signals are collectively passed 
through a summing amplifier to the output. 
The transversal filter was patented by Lee and Wiener 
[25]f [46] in 1936 and later by Blumlein et [6]. It was 
first described in the literature by Kallmann [22], in 1940. 
Boothroyd and Creamer [7] utilized the device for forcing to 
zero the interference at sampling instants, primarily by 
experimentally adjusting the tap gains. Bellows and Graham 
[3] in 1957 applied the transversal filter to equalization in 
Delay line 
L-1 
Figure 2. Block diagram of tapped delay line equalizer 
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the 60-80 MHz band, observing the output on an oscilloscope 
to adjust the directional-coupler tap gains. In a data set 
application Gibson [l?] made adjustments by observing the 
receiver "eye pattern" [5]» thus minimizing intersymbol inter­
ference. Gibson points out that the transversal filter can, 
in theory, be used to synthesize any amplitude and phase vs. 
frequency characteristic. However, no algorithms for imple­
mentation are presented. Kisel [23] analyzes a phase-correct-
ing system consisting of a delay line in the feedback loop 
of a summator. 
In time-domain equalizer terminology, peak distortion 
is defined as the normalized sum of unwanted pulse contribu­
tion magnitudes. measured at the sample time. Also in this 
context, mean-square distortion is defined as the normalized 
sum of squared unwanted pulse contributions. The minimiza­
tion of either is usually accomplished by iteratively adjust­
ing the tap gains via hardware feedback control. The term 
"automatic equalization" usually implies preset equalization, 
with adjustments occurring during a training period, after 
which the control mechanism is disabled and tap gains are 
"frozen". 
There are many disclosures of automated transversal 
filter means for minimizing the time-domain intersymbol in­
terference when synchronous (fixed, known pulse repetition 
rate) data is transmitted. Some of these are Bappeport [373, 
Coll and George [8], Becker ^  al. [2], Schreiner et [4l], 
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Tufts [44], Lucky [2?], Gorog Ll8], Gersho il5l, Tong and 
Liu 1^3], and Niessen [34]. A tutorial discussion of auto­
matic equalization is given by Rudin [39]. The contribution 
of many of these authors is in the area of time-domain adjust-
ment algorithms, with careful attention to convergence pro­
perties, since an iterative process in the presence of noise 
is employed. For example, the mean-square distortion mini­
mization is based upon nulling the cross-correlation between 
the error and the input pulse. 
Recent developments in equalization for synchronous data 
transmission have lead to "adaptive equalizers". Changes in 
the channel characteristic result in the equalizer control 
adapting the settings to maintain minimum distortion. Per­
formance considerations are apparent in the articles by 
Lucky [28], Niessen and Drouilhet [35], DiToro [ll], Gersho 
[l6], Dominiak and Pickholtz [l2], Hirsch and Wolf [20], 
Niessen and Willim [36], Lender [26], De and Davies [lO], 
and George ^  [l4]. Some of the devices are incorporated 
into the data receiver and utilize digital equalization cir­
cuitry (shift registers), since the pulse duration is known 
and constant. Synchronous data adaptive equalization allows 
optimum performance, although the hardware configuration is 
dictated by the data format and hence is more likely to be 
employed in the channel user's data set than in the common 
carrier's equipment. 
The dominance of the channel duty cycle over that of 
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the data set may justify equalization capability in the 
transmission facilities only, due to economic considerations. 
Furthermore, the facilities can thus be equalized for all 
users of the channel. Considerations such as these have 
lead to automatic and adaptive equalizers for general-purpose 
communication channels. These are described by Lucky and 
Rudin [29], [30], [40], In both the automatic and adaptive 
versions the distortion to be minimized is the weighted 
squared magnitude of the difference between the equalized 
channel frequency-domain characteristic and that of an ideal 
channel, integrated over the frequency range of interest. 
The analysis is conducted in the time domain, using Parseval's 
theorem [31] to obtain an expression for the distortion in 
terms of the time functions corresponding to the several fre­
quency characteristics mentioned above. 
The implementation is based upon the transmission of 
repetitive pulses during the preset equalizer training period. 
The hardware is designed to iteratively adjust the various 
tap gains in the direction to minimize the cross-correlation 
between the error samples and the tap point signals. In the 
adaptive model the principle is the same except that the 
pulses must be of very low level to avoid interference with 
the user's data transmission. Hence a psuedorandom sequence 
having a spiked, periodic autocorrelation function is employed 
as the test signal. Since the information signal appears 
as a high level noise, the settling time of the adaptive 
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equalizer may be several tens of seconds. 
The automatic equalizer system model reported here is 
also intended for general-purpose communication channels. 
The concept of operation differs from the generalized equali­
zers noted above in several respects. It is assumed that the 
channel characteristic is automatically measured at uniformly 
spaced frequencies in the passband before release to the user 
at each data call. This is made feasible by the recent 
development of a fast and accurate automatic measurement 
device [38], The device measures several critical channel 
parameters, allowing faulty channels to be flagged before 
customer transmission is attempted. The fact that the fre-
quency-domain measurements obtained may be useful for deter­
mining the settings of an equalizer has stimulated this in­
vestigation. 
The number of equalizer delay sections required to 
achieve an acceptable level of distortion is a variable from 
one channel to another. Hence it seems practical to connect 
together only the required number from an array of sections 
mutually accessible to several terminating channels at a 
central installation, permitting economy in control, signal, 
and computational hardware. The equalized channel charac­
teristic is computed before the equalizer is "constructed"— 
if desired, the actual characteristic may be rapidly measured 
after set-up, to provide a record of the channel before 
release to the user. 
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III. METHOD OF PROCEDQBE 
The frequency-domain characteristic of a channel is 
given by its amplitude response and phase shift vs. frequen­
cy L5]. It is the Fourier transform of the channel impulse 
response. The following notation is defined for subsequent 
use: 
The underbar indicates a complex quantity. The overbar 
indicates a vector. 
w = radian frequency, radians/second. 
j - V-1 
The characteristic of the "raw" channel is 
X(w) = I X(w)j-expL-j 0(w)] = X(w).[cos 6(w) - j sin 6(w)]. 
It is comprised of a real amplitude response, X(w) = j x ( w )  |  ,  
and a real phase shift, e(w). 
The characteristic of the equalizer is 
C(w) = j C(w)].expC-j 0(w)] = C(w).[cos 0(w) - j sin 0(w)]. 
The characteristic of the equalized channel is 
H(w) = X(w).Ç(w) = X(w).C(w)•exp[-j ( e ( w )  +  0 ( w ) ) 3 .  
The characteristic of the ideal channel is 
G(w) = jG(w)I«expC-j q(w)] = G(w).[cos q(w) - j sin q ( w ) ] .  
According to this notation if the input voltage to the 
channel is given by = cos wt, the output voltage is 
Vout = X(w).cos[wt - ©(w)]. Note that a positive value of 
the characteristic phase shift function (e.g., 6(w) above) 
denotes a lag of the output phase with respect to the input 
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at the particular frequency w. This notation is a standard 
one for the circuits/systems being considered here. 
Usually the phase shift is not empirically determined 
directly; instead, the differential group envelope delay vs. 
frequency is measured [4]. From this the phase shift function 
can be derived to within an arbitrary reference slope and 
intercept. The absolute envelope delay of the channel at 
w^ is given by the tangent slope of the phase shift, that is, 
absolute envelope delay = d 6(w) 
dw 
It is the amount of time delay encountered by a narrow-band 
modulation envelope transmitted by the carrier w^ through 
the channel. 
Absolute envelope delay is usually not measured and is 
typically not critical in data transmission [j]. The crucial 
parameter (and the one specified and measured) is the differ­
ential envelope delay, that is, the delay at a particular 
frequency w^ relative to the delay at some reference fre­
quency Wg. Thus mathematically 
differential envelope delay = d e (w) 
w^ d w 
- d e(w) 
w_ d w 
o "b 
In practice only the difference in delay as a function of 
frequency is measured by the test equipment, and for this 
reason the absolute delay is not known. When the minimum 
differential envelope delay is assigned a value of zero, other 
values define the nonnegative differential envelope delay 
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function considered here. The phase is unknown in slope and 
in zero-frequency intercept. It is assumed here, without 
loss of generality, that both the raw channel and the ideal 
channel possess a phase intercept of zero. 
It is thus possible to reconstruct a meaningful simula­
tion of the channel phase shift function by integrating the 
differential envelope delay across the specified bandwidth. 
In the portion of the computer program which simulates the 
channel characteristic, numerical integration is used since 
delay values are given at only a limited number of frequen­
cies. The channels considered are essentially low pass; 
the delay value at the lowest specified frequency is assumed 
to apply arbitrarily close to zero frequency as well. 
With these definitions of the channel characteristic in 
mind one can specify the maximum allowable variation from a 
reference for various segments in the bandwidth in terms of 
amplitude response at 1000 Hz; which in turn is called the 
loss or gain. This latter specification varies with the par­
ticular installation/facility; it is assumed here that zero 
dJB loss is desired. Figure 3 shows the requirements of Inter­
state Tariff FCC No, 260 for C4 grade circuit designation, 
suitable for transmission at 4800 bits/second or higher. The 
delay specification has been modified to be symmetrical about 
zero delay for the purposes of this investigation. Such 
requirements are meaningful in terms of potential data 
transmission performance and for governing the conditioning 
14 
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of leased lines. 
The frequency-domain error criterion for the equalized 
channel [30] is used in this investigation; it is defined by 
E = /  j H(w) - G(w)  I ^.W^(w).dw, 
0^0 
where W (w) is a real nonnegative weighting function which 
assigns a relative weight to the equalization error at each 
frequency. In developing the equalizer algorithm one is at 
liberty to choose the error weighting function to aid in 
accomplishing the defined goal. When the frequency spectrum 
of the channel input signal is known it is possible to form 
the weighting function in such a manner as to achieve optimum 
transmission performance. However, as considered here, the 
channel is to be suitable for generalized usage and to meet 
specifications like those shown in Figure 3. Hence weighting 
functions are chosen which assign the highest "priority" on 
equalization to frequency segments whose tolerances in ampli­
tude response and differential delay are the smallest. 
Weightings numbered 1 and 2 shown in Figure 4 are examples 
used for this purpose. 
To derive the algorithm assume initially that the equal­
izer summing amplifier gain, g, is fixed at unity and that 
the various tap gains, c^, are not limited in setting range 
or accuracy. Let the time reference be §(N-1)«T seconds, 
the delay in passing from the input terminal to the midpoint 
#3 (uniform) 
#2 (100# raised-cosine) 
0 .0  
0 1000 2000 3000 
Frequency, Hz 
Figure 4. Error weighting functions 
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of the equalizer. Recall that N=2L+1 is the total number of 
tap points in the equalizer (Figure 2) and T is the delay per 
section (between tap points) of the line. It is assumed here 
that the phase shift of each section is a linear function of 
frequency with constant slope T over a frequency range signif­
icantly greater than the bandwidth being considered. This 
assumption is valid for bandwidths on the order of (10/T) Hz 
or less [33]. 
The impulse response of the line at the nth tap point 
from the midpoint is S(t-nT). Here S (u) is the Dirac delta 
function (an impulse of time width zero and area under the 
impulse of unity) occurring at u=0. According to the time 
reference designation, n has positive integer values for 
tap points on the output side of the reference point (equali­
zer midpoint), and n has negative integer values for tap 
points on the input side. Each tap point signal is modified 
in amplitude by the respective tap gain factor, and then all 
such voltages are summed to form the output. Hence the 
tapped delay line impulse response is 
c(t) = c_j^. S Ct - (-L).t] + 5 [t - (-1+1)'T] + . . . 
+CQ' s ( t) + . . , 
+ - (L-l).T] + [t-(L) .T], 
The Fourier transform of c(t) yields the frequency char­
acteristic of the equalizer: 
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L 
Ç(w) = E c «expC-j wriT). 
H——L 
This is clearly a function only of the tap gain factors, c^, 
given fixed values for T and N. The tapped delay line 
equalizer offers independent control of the amplitude- and 
phase- frequency characteristic only over a radian frequency 
range of it/T radians/sec, due to the periodicity of the 
characteristic [30]. 
To develop the frequency-domain algorithm the error 
expression is now rewritten as 
"i ^ 9 9 
E = J IX(w)' 2 c^-exp(-j wnT) -G(w) -W (w).dw, 
n=-L 
by direct substitution. If this error is differentiated 
with respect to each Cj^ in turn and each resulting expression 
set equal to zero (for minimization of the error) a set of N 
linear algebraic equations in the c^/s results. This is 
carried out in Appendix A. The resulting system of equations 
involving numerical integration is expressed in matrix 
notation by 
A ? = "5 . 
Here A is a NxN coefficient matrix with elements of the form 
a, = L X (w. )-W (w. ) •cosL(n-k)'W. .T] , 
> 2=2 11 1 
c is a Nxl solution vector representing the desired tap gain 
factors, and b is a Nxl constant vector with elements of the 
19 
form 
M o ^ 
b^= Z X(Wj^)-GCw^) .W'^(w^).cosLq(w^) - e(w^) -kw^Tj . 
i—1 
Here k and n are integers: -L,-L+l,•..,0,...,L-1,L. Recall 
that W^(w) is the error weighting function. The definitions 
of the raw channel and ideal channel characteristics are as 
given at the beginning of this chapter. 
The elements are expressed in terms of a summation in 
frequency rather than in integral form; since, as previously 
mentioned, the characteristic data is available as measure­
ment values only at selected frequencies. As indicated by 
the summation limits there are a total of M equally-spaced 
frequency locations considered. 
To reduce the dimensionality of the overall study the 
ideal channel characteristic is specified as being that of 
constant zero attenuation and some linear phase function of 
frequency. Thus notationally, 
G(w^) = 1.0 and q(w^) = p'W^ for all i = 1,2,...,M . 
This implies that the ideal channel possesses a constant 
envelope delay, p, at all frequencies, that is, the differ­
ential delay is everywhere zero. Only this particular form 
of ideal channel is included in the study as it is the most 
suitable for generalized data transmission utilization, assum­
ing no knowledge of the channel noise or data signal spectra. 
Consequently the computer program is written for this form. 
The "perfectly" equalized channel thus possesses a total 
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absolute envelope delay (from channel input terminals to the 
equalizer output terminals) equal to the sum of the following 
terms: 
(1) the absolute delay of the raw channel (at the 
frequency of zero differential envelope delay), 
(2) the absolute delay of the equalizer from its 
input to its midpoint, given previously as 
I (N-l).T, and 
(3) the ideal channel constant envelope delay, p, 
defined above. 
Since total absolute envelope delay is not specified for Inter­
state Tariff FCC No. 260 conditioned channels, terms (1) and 
(2) are not considered further in the study. It has been 
assumed that term (1) is not known. Term (2) is an integer 
multiple of T and is dictated by the length of the line. It 
has no bearing on the solution algorithm. 
It seems likely that the degree of success achieved by 
the equalization process depends upon the choice of the ideal 
channel delay, p, term (3) above. Since no specification has 
been placed on p it may be treated as a variable along with 
the tap gain factors. However, to do so results in a system 
of nonlinear equations for the condition of minimal error. 
Fortunately the problem is circumvented when the number of 
tap points utilized is more than sufficient to achieve accept­
able equalization results. For then the tap gains far removed 
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from the equalizer midpoint are assigned negligible values. 
As p is increased (or decreased) the optimum tap gains are 
modified. When p has been changed by exactly T seconds, the 
tap gain solutions are the same, except shifted by one sub­
script. The equalized channel error is thus a periodic 
function of p over a reasonable range of values. Thus if 
the initial value of p is sensibly chosen it is possible to 
obtain a near optimum ideal channel delay by iterating the 
value of p in one direction until a local minimum in the 
residual error is located. Such a technique is employed in 
this study, as indicated in the description of the digital 
computer simulation program which follows. 
The method of procedure in the simulation is to utilize 
the algorithm (summarized by the equation, Ac = b) to solve 
for the optimum tap gain settings. The amplitude response 
and phase shift function of the equalizer are then computed 
at specified locations in frequency. This information is 
combined with the raw channel characteristic to determine 
that of the equalized channel. The error is evaluated by 
comparing the resultant against the ideal channel. The equal­
ized channel amplitude, phase and differential delay (obtained 
by finite differentiation) functions of frequency are 
printed, and a check is made against the C4 specifications 
to note exceptions. 
One of the parameters of this investigation is the 
resolution of the tap gain settings. Quantizing the gain 
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settings is necessary in implementation of digital control. 
Experience disclosed in the literature [31] indicates that 
in some applications the resolution is the limiting parameter 
in equalizer performance. The program provides for specifi­
cation of the resolution as a parameter. 
It is assumed that each equalizer section has perfectly 
matched input and output impedances and possesses unity gain 
amplitude response over all frequencies of interest. In 
practice amplifiers would be employed after each section to 
overcome insertion loss. It is also assumed that the taps 
introduce negligible loading on any section, due to the use 
of isolation amplifiers. The delay of each section is 
assumed to be a constant in frequency but provision has been 
made in the program to simulate a random variation (in an 
ensemble sense) in the delay per section about a specified 
mean value. The Monte Carlo technique [19] is used to 
accumulate statistics on the effect of the delay manufactur­
ing tolerance by repeatedly assigning random values to the 
individual delays and computing the resultant equalized chan­
nel error as described above. No previous studies of this 
type have been noted in the literature. The delay is 
not likely adjustable in the field, whereas the various com­
pensation and isolation amplifiers can be kept in correct 
operation by proper maintenance. 
The following notation for parameters and variables is 
applicable to the simulation method: 
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N: number of tap points in the equalizer (always odd) 
T: delay per section of the equalizer, seconds 
F: frequency spacing between characteristic data 
points, Hz 
M: number of frequency locations at which data is given 
X(I): raw channel amplitude response at I-th frequency 
D(I): raw channel differential delay at I-th frequency, 
seconds 
W(I): error weighting function at I-th frequency 
RES: resolution of tap gain settings 
KVAR: number of delay-per-section variation sub-runs 
AM: delay-per-section distribution mean (using 
AM=1.0 effectively centers the distribution on T) 
SD: delay-per-section distribution standard deviation 
REJ: rejection value for delay per section 
Z: a random number (computer generated) 
p: ideal channel delay, seconds (computed) 
°n* ^-th tap gain setting ( computed). 
There are two modes available through an option in the 
program. The investigation mode is used to obtain simulation 
results for values of N over a specified interval. The 
operational mode is used to simulate the ability of the system 
to determine the minimum required number of tap points, thus 
demonstrating the utility of the technique. 
The digital computer simulation method begins with the 
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input of the various parameters and the raw channel amplitude 
and delay data. As previously described, the raw channel 
phase shift function is derived from the delay data using 
numerical integration. The ideal channel delay is initially 
set equal to a value which gives the same phase shift as the 
raw channel at the lowest frequency of zero differential 
delay as determined from the input data. A weighted phase 
error sum is formed by numerically integrating (in frequency) 
the weighted difference between the raw channel phase and 
the ideal phase. The value of p is then increased or de­
creased in successive iterations until the absolute value of 
the phase-error-sum is less than a prescribed tolerance. 
The unequalized channel error using this value of p as 
the ideal channel delay is calculated and labeled the R-slope 
error. In the operational mode the number of tap points need­
ed to achieve C4 specification compliance by the equalized 
channel is estimated, based upon a staircase function of the 
R-slope error. This determines the starting number of tap 
points considered in the operational mode. In the investiga­
tion mode p is increased by 20 percent to define the start­
ing value which will be used in the search for a local mini­
mum error. Such a search is not conducted in the operational 
mode. 
The next step in the method is to compute the coeffi­
cient matrix and constant vector elements and then to solve 
the system of equations, Ac=b, for the tap gains, using the 
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selected value of p as the ideal channel delay. The program 
then proceeds with the equalizer characteristic computation 
and the determination of the equalized channel error. In 
the investigation mode the value of p is next reduced by 
2.5^ and the solution-evaluation procedure repeated until 
the equalized channel error has passed through a local mini­
mum. In either mode, the value of p finally chosen is used 
in the remainder of the simulation for the run (set of 
parameters), 
The characteristic of the equalizer is evaluated at 
"sub-increment" frequencies defined as integer multiples of 
F/8 for F > 200 Hz and P/4 for F < 200 Hz. This technique 
eliminates the "branch" ambiguity of arctangent function used 
in computing the equalizer phase since the phase is not 
expected to change more than iT/2 radians over these intervals. 
To insure proper tracking near zero frequency the first sub-
increment is divided into 8 fine-frequency increments. The 
equalized channel error is computed at integer multiples of 
F/2 in all situations. The raw channel characteristic at 
each odd multiple of P/2 is estimated by linear interpola­
tion. 
In the above characteristic evaluating procedure the 
summing amplifier gain is defined by the largest tap gain 
absolute value. The tap gains are normalized so that the 
maximum absolute value is 1.0 with appropriate signs retained. 
The resolution of the tap and summing amplifier gains is 
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initially defined as .0001, so the gains are quantized using 
this value. 
Next the system performance is determined for the tap 
gain resolution set equal to the parameter EES. The tap 
gain solutions obtained originally are used—only the quan­
tizing levels are changed. 
Subsequently the random variation of the equalizer delays 
is introduced, with each section delay set equal to Z«T. 
Here Z is obtained from a random number generator subroutine 
which gives a normal distribution with standard deviation, 
SD, about the mean, AM. The power-residue method of generat­
ing uniformly distributed random numbers [19] is employed in 
subroutine BANDU [2l]. Twelve such numbers are summed in 
subroutine GAUSS [21] to generate the normally distributed 
random number, Z, using the method described by Hemmerle [19]. 
If I Z - AM I > REJ the value of Z is rejected, and a new 
one obtained. Thus the resultant distribution is a truncated 
normal distribution with standard deviation somewhat less 
than originally specified. This closely models a manufactur­
ing quality control procedure. The system performance is 
calculated using the perturbated delay line mode. This entire 
Monte Carlo process is repeated the number of times specified 
by KVAB. 
Upon completion of the sub-runs, in the investigation 
mode the delay line model is reset to the perfect condition, 
and the resolution is redefined as 10-BES and subsequently 
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as 4-0"EES. The system performance is calculated for each 
tap gain resolution. 
This completes the simulation for the run. The program 
proceeds immediately to calculation of tap gains and equal­
izer performance for an increased number of tap points, if 
so directed. In the investigation mode this occurs if the 
prescribed interval of N has not been covered. In the oper­
ational mode N is increased until C4 specifications have been 
met by the equalized channel. 
Several details of the system model are omitted in this 
description of the procedure and are given special attention 
in the discussion of findings (Chapter IV). The details of 
the simulation program are apparent in the program flow chart 
and listing (Appendix C). 
The algorithm derived in Appendix A and presented in 
this chapter could be used equally well in "filter" synthesis 
with the tapped delay line considered as the filter. In 
this situation it would be convenient to assign values to 
the "nonexistent raw channel" as follows: 
X(w^) = 1.0 and e(w^) = 0.0 for all i = 1,2,...,M. 
The desired filter characteristic would be specified by means 
of the ideal amplitude response G(w\) and phase shift function 
p . . ^  
q(w^). The error weighting function W (w^) would'be chosen 
by the designer based upon the synthesis accuracy require­
ments as a function of frequency. Such an application would 
require some modifications to the program presented here. 
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IV. DISCUSSION OF FINDINGS 
This chapter reports the findings on the equalization 
algorithm and system model performance for various param­
eters and sample distortion cases. Some of the method 
details which are based upon auxiliary investigations using 
special forms of the program are also reported. 
The raw channel characteristics utilized are fabricated 
to represent practical situations and at the same time be 
suitable for "single-number representation". To have a 
basis for comparison with results reported by Lucky _et al. 
[31] for time-domain mean-square distortion equalization, 
a portion of the channel distortion cases are specified by 
the format shown in Figure 5. The frequency range chosen 
in these investigations is 0 to 3500 Hz. The range chosen 
for some special cases is 0 to 3200 Hz. Table 1 lists all 
of the distortion cases reported here. 
The differential envelope delay of cases 1-4 is a para­
bolic function of frequency as shown in Figure 5. Placing 
the parabola axis at 1750 Hz gives a symmetric delay function 
in the chosen bandwidth. The delay can be specified by a 
single number, the maximum delay at the band edge. To relate 
this to data transmission performance assume that the center 
frequency, 1750 Hz, is defined as the carrier and that double-
sideband amplitude modulation is employed. For Nyquist cri­
terion transmission techniques utilizing the full bandwidth 
29 
2.0 
1.5 
1.0 
0.5 
0 . 0  
Distortion: 
- 3 
- 2 
- 1 
1000 2000 
Frequency, Hz 
3000 
1 
Distortion: Case 6 & 
1 1 
Response / 
1 
/ ^Attenuation 
1 1 
1000 2000 
Frequency, Hz 
3000 
Figure 5. Linear dB attenuation and parabolic delay 
format, 3500 Hz bandwidth 
30 
(assuming a full raised-cosine pulse spectrum) the maximum 
signaling rate is = 1750 pulses/second. Thus the Nyquist 
interval is l/f^^v or .572 ms. Transmission impairments 
reported in the literature are sometimes related to the maxi­
mum delay expressed in Nyquist interval units [42]. For 
example, 1.72 ms maximum delay is three Nyquist interval 
units for the 3500 Hz passband considered. 
Table 1. Channel distortion cases 
Case Figure Delay Attenuation 
number number "distortion distortion 
1 parabolic, 0.86 ms max. none 
2 5 parabolic, 1.72 ms max. none 
3 parabolic, 2.29 ms max. none 
4 parabolic, 2.86 ms max. none 
5 none linear dB, 10 dB max. 
6 5 none linear dB, 20 dB max. 
7 none linear dB, 30 dB max. 
8 16 case 2 case 5 
9 8 irreg. parabolic. approx. lin. dB, 
3 ms max. 25 dB max. 
10 9 irreg. parabolic, irreg. lin. dB, 
3.2 ms max. 18 dB max. 
11 12 none periodic components 
12 13 periodic components periodic components 
13 17 irregular irregular 
Similarily, the amplitude distortion is represented as 
a linear attenuation (in dB) increasing from the band center 
to the band edges so that it can be specified by a single 
number, the difference between the minimum and the maximum 
attenuation expressed in decibels. The input measurement 
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data is normalized so that the amplitude response is lanity 
at 1000 Hz, in keeping with U.S. practice. 
Although the computer program is generalized, most of 
the investigations reported are for F=250 Hz as the frequency 
spacing between channel characteristic measurement points. 
The value of 250 Hz is used in the previously-referenced, 
commercially-available automatic test equipment which pro­
vides data of the type required; this is the primary spacing 
studied here. The value, P=100 Hz, is used as a control for 
comparison purposes. 
The first topic to be considered is the method of util­
izing the channel data in determining the system matrix equa­
tion elements. The intuitive choice is to perform the numer­
ical integration at exactly the measurement frequency points. 
This is referred to as the "point specification algorithm". 
It results in extremely good equalization at the mentioned 
frequencies (integer multiples of 250 Hz) given an adequate 
number of taps. However, as can be seen from Figure 6, the 
equalization may be extremely poor at the midpoint frequencies. 
The points indicated as "theoretical" represent the desired 
phase response of the equalizer for this parabolic delay 
channel. For the point algorithm the number of taps used is 
such that the phase is essentially perfectly equalized at 
the specified points. The residual error not considering 
midpoints is about .001 percent, but it is evident that the 
equalized channel is of little utility because of the wide 
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excursions in phase, (The amplitude response is similarly-
erratic. ) 
To avoid equalization errors of this type the slope 
specification algorithm is used throughout this investigation. 
The numerical integration to determine the matrix equation 
elements uses liiiearily interpolated channel amplitude and 
phase data at frequency points + P/8 Hz from each nominal 
frequency. Thus the term "slope specification algorithm" is 
used. This is a realistic approach since the characteristic 
is not likely to differ radically from the interpolated values 
for this small frequency change. Furthermore, the residual 
channel error is evaluated at the midpoint and at the nominal 
frequency to detect erratic performance. Figure 6 also 
shows the result obtained using this algorithm. The residual 
error is on the order of although this result has been 
obtained without the benefit of further optimum choices to 
be described below. This equalized channel is very suitable 
for data transmission, as its amplitude response is similarly 
near-ideal. 
The equalization error, E, is obtained by numerical inte­
gration over the 2«M equally spaced frequencies where the 
incremental weighted squared error term, 
e = {H(w) - G(w) I ^ 'W^(w) 'dw, 
is formed. This represents the weighted, squared magnitude 
of the difference between the equalized and ideal channel 
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characteristics. A weighting-area correction factor, 
is defined as the weighting-function average over the band­
width, BW. This allows all errors to be scaled for a iinity-
average weighting function. An error reference is defined 
as the expected error assuming an uniformly distributed phase 
error (0 to 2'n radians) for the equalized channel. As shown 
in Appendix B, the equalized channel (rms) error used in 
these discussions as the performance index is given by the 
expression, [E/(8.n.BW.A )]% . 
For this scaling the unequalized channel errors for distor­
tion cases 1-7 are very similar to those computed by Lucky 
et al. [31] using a time-domain mean-square error expression. 
In Chapter III the "ideal channel delay" selection pro­
cedure is discussed. Figure 7 presents the variation in 
equalized channel error as a function of the ideal channel 
delay, p, for distortion cases 9 and 10, each having com­
bined amplitude and phase distortion in the raw channel. The 
distortion characteristics are plotted in Figures 8 and 9. 
The results have been obtained using a special form of the 
program. The periodic variation for reasonable values of p 
is apparent, with the period being equal to the delay per 
section. The standard program selects the initial value of 
p such that the ideal channel phase function is a linear 
approximation to the raw channel phase function. Thus the 
(local-minimum error vs. p) search should achieve near 
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optimum ideal channel delay for the given number of tap 
points. If the raw channel has no differential delay the 
procedure will automatically set p=0, as desired. 
The periodic variation in channel error with p has been 
noted on many delay distortion runs where the number of tap 
points and the delay per section are appropriate for the 
channel condition, A special form of data is presented for 
case 10. Table 2 lists computed tap gains for selected 
values of p, spaced exactly 2*T and then approximately I'T 
apart. It is to be noted that the tap gain solution values 
shift further along the delay line as p is increased. The 
equalized channel error is essentially the same in each 
instance, corresponding to local minima of the periodic 
function mentioned above. 
Figure 10 is a family of plots showing channel error 
vs. the ideal delay for a fixed parabolic delay condition 
(case 2) with the number of equalizer tap points as a parsim-
eter. Note the essentially sinusoidal dependence exhibited 
for each case and that the amplitude of the variation decreases 
as the "equalizing capability" (related to N) is increased. 
Again the apparent period is equal to the delay per section. 
All curves start on the right with an initial value of p near 
0.55 ®s, a number which yields the "summed phase error" with­
in the specified tolerance from zero. This starting point is 
a function only of the raw channel distortion, not of the 
equalizer configuration. Note also that each curve terminates 
Table 2. Computed tap gains for distortion case 10 
Tap number* 
_9 _8 -7 -6 -5 -4 -3 -2 -1 0 1 2)4 567 8 9 
.18 -.01 .50 .37 .99 .64 1.00 .55 .58 .68 .42 .77 .24 .24 .39 .26 .05 .06 .09 
Pg .08 -.04 .20 .01 .50 .38 .99 .64 1.00 .54 .60 .67 .43 .73 .25 .25 .40 .27 .07 
p^ .06 .14 -.04 .26 .01 .52 .39 1.00 .72 .99 .66 .52 .75 .38 .74 .27 .20 .37 .27 
p, ideal Equalized channel 
channel delay, ms rms error, % 
Pi = 0.93 9.9 
Pg = 1.23 9.5 
P3 = 1.40 9.7 
^or N = 25 taps. The gains for taps numbered + 10, +11, + 12 are all less 
than or equal to .10 in magnitude and are not shown. Delay per section, 
T = 0.15 ms. 
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one step after the local minimum has been identified, as p 
is decreased. These results have been obtained as a bypro­
duct of investigation mode equalization runs. Because the 
amplitude of the error variation is small for N large enough 
to yield good results, the operational mode does not employ 
the local-minimum error search. 
Attention is now directed to the choice of T, the delay 
per section. Consider the equalizer characteristic, which 
is given in Chapter III as 
L 
C(w) = 2 c exp(-j wnT). 
n——Il 
The tapped delay line equalizer offers independent control 
of the frequency characteristic only over a radian frequency 
range of ir/T radians/sec, that is, 1/2T Hz. If the chosen 
T fixes the range much smaller than the channel bandwidth, 
conflicting requirements on the equalizer result due to the 
different raw channel characteristics in the frequency incre­
ments separated by 1/2T Hz, and only compromise results are 
obtained. Conversely, if T is picked so that the range great­
ly exceeds the channel bandwidth it is conceivable that the 
equalizer will not be efficiently utilized, considering the 
number of tap points available, by the following reasoning. 
The desired equalizer characteristic can be considered as the 
complement of the raw channel characteristic. A periodic 
distortion with L/2 cycles in the bandwidth 1/2T requires 
correction by at least a (2L + l)-tap equalizer, based upon 
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paired echo theory [3l], L^5l. Thus for a fixed value of L, 
the value of 1/2T should be made approximately equal to the 
desired channel bandwidth so that optimum use is made of the 
finesse available from the (2L + 1) tap points. 
When the channel bandwidth considered is 3500 Hz a logi­
cal choice of the delay per section is T = 1/(2-3500) = 0.143 
ms. Figure 11 shows the equalized channel error as a function 
of the delay per section for two parabolic delay distortion 
cases. The values are each the local minimum in error for 
variation of the ideal channel delay over a reasonable inter­
val. For case 2 the amplitude of the error dependence on p 
has been noted to be quite large for T = 0.16 ms and very 
small for T = 0.10 ms. In the latter situation the effec­
tiveness of the p-selection routine is reduced. 
In several runs for which T = 0.15 ms a sharp dip in 
the equalizer amplitude response and rapid fluctuations in 
phase are noted in the vicinity of the 1/2T frequency, 3333 
Hz. Such perturbations are undesirable since the differen­
tial envelope delay at somewhat lower frequencies is unduly 
affected. Consequently, a value of T = O.13 ms is chosen for 
the 3500 Hz channel to extend the controlled bandwidth to 
3850 Hz (110^). 
Before beginning the discussion of the system perform­
ance for various distortion cases some comments are warranted 
on the accuracy of the simultaneous equation solution performed 
by the computer (IBM 360/Model 65). The results shown in 
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Figure 6 using the point specification algorithm were obtained 
by the linear equation subroutine SIMQ Lzi]. This general 
purpose subroutine uses the Gauss elimination method discussed 
by Pox [13J. The accuracy of the tap gain solution in 
the example quoted is such that the equalized channel error 
calculated at the input data frequency points only is about 
.001 percent, an extremely low error. It is true that the 
solution obtained in this case is not a practical one, but 
this fact arises from the point specification algorithm, not 
from the simultaneous equation solution process. 
The slope specification algorithm runs do not exhibit 
such small residual errors because the error integration is 
performed at different frequency locations than those used 
in the matrix equation derivation. However, checks can be 
made on the accuracy of tap gain solution by more direct 
means as described below. 
Subroutine SIMQ has been replaced in the equalizer simu­
lation program by subroutine GELS [21] for the system per­
formance runs which are described subsequently. This is also 
a Gauss elimination method, and it makes use of the coeffi­
cient matrix symmetry property discussed in Appendix A. Sub­
routine GELS requires specification of an internally used 
tolerance labeled EPS in the program. This tolerance defines 
how small (relative to the original diagonal elements) the 
magnitude of the matrix diagonal element used for pivoting 
at each step in the Gauss elimination may be before the 
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process is terminated without solution. This serves as a 
precaution against dividing by a nearly-zero number and 
yielding a solution which is potentially very erroneous. 
The value EPS = 1x10"^ is recommended for GELS in the pro­
gram user's manual for single precision arithmetic. This 
choice for the Investigations of system performance reported 
here is validated by the following test cases. 
The first illustration is provided by the amplitude 
response correction in the absence of phase distortion. It 
is readily seen from the equation of the equalizer character­
istic that setting the symmetrically located tap gains equal, 
i.e., c_^ = c^ (for n = 1,2,...,L) leads to a strictly real 
response. In this situation the response contribution due 
to the n-th and -n-th taps is given by 
C^(w) = c^*exp(-j wnT) + c^-exp(+j wnT) 
= Cj^Ccos(-wnT) + j sin(-wnT)] 
+ Cj^[cos(+wnT) + j sin(+wnT)] 
= c^Ccos wnT + cos wnT + j(-sin wnT + sin wnT)J 
= 2 c^'cos wnT + j.Q. 
Also CQ(w) = c^-expC-j w'O'T) = c^. The total response is 
L 
C(w) = c + 2 2 c 'COS wnT, 
n=l 
which is real and has zero phase shift at all frequencies. 
46 
If the raw channel distortion is purely amplitude distor­
tion with zero differential delay, the proper equalizer char­
acteristic should be purely real, implying that c^ = c_^ 
for 1 < n < L. There are twenty-one amplitude distortion 
only runs examinee, for distortion cases 5-7, with the number 
of tap points ranging from 3 to 17. In the computer solu­
tion the maximum difference between corresponding tap gains 
is .0001, this occurring in 14^ of the runs. This check is 
made on the .0001 resolution printout so that in the remain­
ing 86^ of the runs the difference shown is zero to four 
decimal places. Equalizer phase shifts are typically on 
Q 
order of 10" radians. Thus the computer solution accuracy 
is compatible with the finest resolution conceivable in 
practical hardware implementation. 
As a further test, the amplitude response of a 9-tap 
equalizer has been computed, assuming the following tap gains: 
Cq = 1.0; = 0.3; c^ g = -0.2; c^  ^= 0.0; c^ j^. = 0.1. 
The 0 to 3200 Hz passband is considered, and T = 1/(2*3200) = 
0.156 ms is chosen as the delay per section. The response 
consists of periodic distortion components having periods of 
6400, 3200, and I6OO Hz, corresponding to the assumed tap 
gains. The raw channel amplitude response, called case 11, 
has been set equal to the reciprocal of that for the equali­
zer; Figure 12 is a plot of this response. The differential 
envelope delay is specified to be zero at all frequencies. 
T 
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Figure 12. Case 11 amplitude response 
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(The unequalized channel error is l6l percent.) Table 3 
lists the computed tap gains as a function of the measure­
ment data spacing. It is evident that for P=100 Hz the 
solutions are accurate to two decimal places, which corres­
ponds with the representation of the input data to the pro­
gram. The equalization error increases with the measurement 
data spacing. For F=800 Hz there are only two "samples" of 
the highest-frequency distortion component in the passband, 
and these two are dependent, so the equalizer channel error 
of 11.40 percent is a reasonable result. 
Table 3. Computed tap gains for distortion case 11 
Spacing Gains Q 
F, Hz c±4 °±3 g+2 °±1 Summing Result 
Ideal .1000 .0000 -.2000 .3000 1.0000 0.00 
100 .0990 -.0011 -.1958 .3032 .9993 1.27 
200 .0995 .0011 -.1914 .3060 .9995 1.75 
250 .0963 -.0012 -.1862 .3094 .9983 2.74 
250^ .1089 -.0041 -.1829 .3128 1.0067 2.34 
400 .0936 -.0011 -.1703 .3189 .9921 4.32 
800 .0292 -.0665 -.1605 .3129 .9092 11.40 
^Equalized channel rms error in percent, resolution = 
0.0001. 
^Operational mode, N=17 taps. The gains for taps 
numbered +5, ±6, +7, ±8 are all less than ;01 in magnitude 
and are not shown. 
This situation provides an opportunity to demonstrate a 
special feature of the simulation program. After the tap 
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gains have been quantized using the specified resolution, 
the outermost taps are examined to determine whether the 
values are nonzero. Zero-gain outside taps are not required, 
so that in practice the implementation control circuitry 
need not connect these when "constructing" the equalizer, 
thus reducing the total quantity of delay line sections drawn 
from the array. In the 250 Hz spacing operational mode run 
noted in Table 3» the estimated number of required tap points 
is computed to be 17, based upon the l6l percent unequalized 
channel error. After quantizing, using 0.016 resolution, 
the program notes that the 8 (total) outside taps are unre­
quired, so that, in fact, only 9 tap points are needed. 
It can be similarily shown that if minor phase correc­
tion is required for the case of no amplitude distortion the 
symmetrically located tap gains should be opposite in sign, 
i.e., c^ = provided zero ideal channel (absolute) 
delay is desired. Such a condition does not arise in this 
study due to the method of raw channel phase distortion rep­
resentation and the associated ideal channel mode. How­
ever a check on the matrix equation subroutine and algorithm 
accuracies can be made using a special form of the program 
which represents the raw channel as perfect. The ideal 
channel delay is externally specified as follows: 
p = K'T, where K = 0,1,...,L, an integer, and T = delay 
per section. Then the equalizer is constrained to provide 
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exactly K«T seconds of delay at all frequencies, and the 
impulse response is to be 
c( t) = 8(t - KT). 
Equivalently this requires, by the Fourier transform, 
£(w) = exp(-j wKT). 
The solution for the tap gain vector is therefore 
c^ = 0 for n 7^ K 
c^ = 1 for n = K where again -L < n < L, n an integer. 
Several runs have been made in which the value of K ranges 
up to 4 sections. The program tap gain solutions typically 
satisfy the above equations to 6 decimal place accuracy, 
which is certainly adequate for this investigation and prac­
tical implementation. 
Figure 13 shows the amplitude and phase characteristic 
of distortion case 12. This has been developed as the com­
plement to 7-tap equalizer having tap gains as follows: 
= 0.1; c_2 = -0.2; = 0.3; c^ = 1.0; c^ = -0.3; 
Cg = 0.2; Cj = -0.1. 
Notice the antisymmetry of the tap gains suggests primarily 
phase distortion correction ability. Again the distortion 
has periodic components, in this case with periods of 6400, 
3200, and 2133 Hz. Table 4 lists the computed tap gains for 
several values of F. Two decimal-place accuracy is obtained 
here also. 
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Table 4. Computed tap gains for distortion case 12 
F, 
Hz 
'-3 ' -2 '-1 
Gains 
Summing c. 
Result' 
Ideal.1000 
100 .1042 
200 .1006 
400 .0939 
800 .0626 
..2000 
-.1957 
.1844 
.1864 
.1870 
.3000 
.3032 
.2828 
,3160 
,3089 
1.0000 
1.0109 
1.0152 
1.0085 
1.0312 
-.3000 
-.3031 
-.2923 
-.2954 
-.2515 
.2000 
.2049 
.2015 
2214 
2433 
..1000 
..1038 
.0966 
.0974 
.0833 
0.00 
0.91 
1.01 
2.71 
6.61 
Equalized channel rms error in percent, resolution = 
0.0001. 
The paired-echo theory application to equalizers was 
mentioned previously. In case 11 the I600 Hz period distortion 
component has two cycles in the passband. For this case one 
sets L/2 = 2 cycles, giving L = 4 and N = 9 as the required 
number of taps. The low equalized channel error achievable 
using 9 taps confirms this. Similarily, in distortion case 12 
the 2133 Hz component has li cycles, so that L = 2*1^ = 3 
and N = 7, as verified. The uniform weighting is used in these 
special cases to allow equal emphasis on errors throughout 
the passband. 
In distortion cases 1-7 (refer to Table 1) the raw channel 
distortion is modeled as either parabolic delay or linear dB 
attenuation, according to the format shown in Figure 5. All 
inins utilize 250 Hz spacing of the frequency-domain data 
points and error weighting function number 1 from Figure 4, 
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The results for delay distortion equalization are plotted in 
Figure 14 as equalized channel error vs. the maximum raw 
channel delay. Emphasis has been placed on using a large 
number of equalizer taps in an attempt to achieve C4 speci­
fication compliance. As mentioned previously the delay per 
section is O.13O ms in these runs. The slope specification 
algorithm and the (local-minimum error vs. p) search are em­
ployed. For small N the amplitude response is distorted by 
the equalizer while reducing delay distortion to obtain the 
minimum error. Table 5 lists the equalization results for 
case 1. Compliance with C4 grade specifications is indicated. 
Table 5. Equalization results^ for distortion case 1 
N, tap Equalizer^ resolution: 
points 
.0001 .0160 
None (63.0 unequalized) 
3 26.0 26.0 
5 14.5° 14.6° 
7 11.2® 11.3° 
9 3.7° 
0
 0
 
11 3.2° 3.7° 
13 H
 
00
 0
 
2.3° 
15 1.6° 2.3° 
^Equalized channel rms error in percent. 
^Equalizer delay per section: T = 0.i3 ms. 
°Correspending characteristic complies with 04 grade 
specifications. 
54 
120 
100-
0.00 
12 3 4 
Maximum delay in Nyquist interval units 
0.57 1.14 1.72 2.29 
Maximum delay, ms 
Figure 14. Equalized channel error vs. maximum of parabolic 
delay, cases 1-4 
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Table 6. Equalization results for distortion cases 2-4 
N, tap Equalizer resolution: Delay sub-runs^ 
points .0001 .0025 .0250 .1000 Mean Std. dev. 
Case 2 
None (88.4 unequalized) 
9 15.9 15.9 16.2 24.0 17.7 1.2 
11 13.0 13.1 13.5 16.9 14.2 0.5 
13 11.1° 11.1° 11.2° 14.7° 13.5° 1.9 
15 6.1° 6.1° 7.2° 11.4° 9.8° 2.2 
17 6.0° 6.1° 6.4° 14.1° 12.5 1.7 
19 4.0° 4.0° 4.7° 16.8° 9.8° 4.5 
21 3.9° 3.9° 6.1° 17.4° 9.0° 2.6 
23 3.4° 3.4° 4.2° 11.6° 11.3° 1.5 
Case 3 
fone 
o
 
o
 
1—1 
unequalized) 
13 16.8 16.8 17.1 22.4 19.1 1.0 
15 10.4 10.4 10.6 19.2 13.2 1.8 
17 10.2 10.2 10.8 18.2 12.9 1.2 
19 6.3° 6.4° 7.7° 12.8 10.9 1.5 
21 6.0° 6.0° 6.2° 15.8 11.4 1.8 
23 4.5° 4.5° 5.8° 14.1 10.3 3.7 
25 4.4° 4.4° 6.4° 16.0 11.1° 2.7 
^Equalized channel rms error in percent. 
^Equalizer delay per section variation: mean = 0.13 ms, 
standard deviation = 6%, rejection = sample size = 5 sub-
runs, resolution = 0.0025. 
^Corresponding characteristic complies with C4 grade 
specifications. 
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Table 6. (Continued) 
N, tap Equalizer resolution: Delay sub-runs^ 
points .0001 .0025 .0250 .1000 Mean Std. dev. 
Case 4 
None (116.0 unequalized) 
15 15.2 15.2 15.2 22.4 18.8 0.4 
17 13.5 13.5 14.0 20.1 17.0 1.4 
19 10.0 10.0 10.3 18.4 17.9 3.4 
21 8.8 8.8 10.0 21.6 13.5 3.1 
23 6.1° 6.1= 7.0= 20.2 12.7 3.5 
25 6.0* 6.0° 6.5° 14.5 9.4 1.4 
27 4.9° 4.9° 6.0= 16.1 11.0= 2.3 
29 4.9° 4.9° 6.1= 16.6 11.5 2.3 
31 
0
 0
 5.0° 
0
 0
0 16.2= 12.6 2.8 
A resolution value of 0.0025 has been chosen for some 
equalizers reported by Lucky [27], [28]. As shown in Table 6 
for distortion cases 2-4 the results for 0.0001 and 0.0025 
resolution are essentially identical. The effect of coarser 
resolution can be seen in the table; these results have been 
obtained by the program setting the resolution equal to 0.0250 
and 0.1000 in turn. The 0.0250 resolution performance is 
close to that for 0.0025 resolution in both residual error 
and C4 specification compliance, but the same is not true 
for 0.1000 resolution. In the latter situation the error 
"asymptote" for large N is about 10^ above the former. 
Table 6 also displays the effect of variations in the 
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delay per equalizer section for 0.0025 resolution. A delay 
distribution standard deviation of (3% and a rejection toler­
ance of are used in this investigation. The mean of the 
distribution is set at unity, that is, O.i3 ms. According 
to this model I6# of the normal distribution values exceed 
the tolerance and are replaced by new values, since the re­
jection tolerance is 1& times the standard deviation. Five 
sub-runs are made in each situation, picking random delay 
values each time. The mean and standard deviation of the 
equalized channel error are shown. The specification com­
pliance symbol is used when four or more of the Monte Carlo 
technique sub-runs comply with C4 specifications. In every 
sub-run the perturbated equalizer system error exceeds that 
of the perfect equalizer. Additional discussion of these 
results is given subsequently. 
The same parametric studies of system performance for 
amplitude distortion are represented in Figure 15 and Table 
7 with similar comments applying. 
The number of tap points required to achieve the same 
reduced error is greater for the frequency-domain general-
purpose algorithm than for the time-domain synchronous-data 
method evaluated by Lucky et al. [31]. This comment applies 
to both the parabolic delay and the linear (dB) attenuation 
distortions. One reason is that the error here is evaluated 
at frequencies in addition to those used for the input 
measurements. Also, it is known that general-purpose 
100 
80 
Distortion; Band-centered linear dB 
attenuation 
Equalizer; O.13 ms per section 
0.0025 resolution 
N taps 
t  60 
Q) 
40 
Unequalized-
channel 
N=3 
20 
N=5 
N=17 
o-
10 ' 20 
Maximun attenuation, dB 
30 
Figure 15. Equalized channel error vs. maximum attenuation, cases 
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Table 7. Equalization results^ for distortion cases 5-7 
N, tap Equalizer resolution: Delay sub-runs^ 
points .0001 .0025 .0250 .1000 Mean Std. dev. 
Case 5 
None (21.6 unequalized) 
3 19.1 19.1 19.2 20.0 19.3 0.02 
5 3.7° 3.7° 4.8° 9.0° 4.5° 0.7 
7 3.2° 3.2° 3.5° 8.1° 4.1° 0.5 
9 3.2° 3.2° 5.2° 8.1° 4.1° 0.3 
11 3.1° 3.2° 5.0° 9.0° 4.3° 0.2 
Case 6 
None (49.2 unequalized) 
3 33.4 33.4 33.6 33.8 33.3 0.1 
5 6.4° 6.4° 7.0° 14.1 9.1° 1.6 
7 6.0° 6.0° 7.6° 21.0 00
 
ON
 O 2.1 
9 4.9° 4.9° 6.3° 18.3 8.7° 2.2 
11 4.9° 4.9° 6.3° 18.3 9.5° 2.2 
13 3.2° 3.2° 6.6* 14.2 9.8° 2.6 
15 2.8° 2.9° 5.3° 13.6 9.2° 3.1 
17 2.8° 2.9° 6.1* 14.2 7.8° 2.8 
^Equalized channel rms error in percent. 
Equalizer delay per section variation: mean = 0.13 ms, 
standard deviation = 6%, rejection = 9%, sample size = 5 sub-
runs, resolution = 0.0025. 
^Corresponding characteristic complies with C4 grade 
specifications. 
^Non-compliance caused by 1750 Hz amplitude response 
only. 
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Table 7. (Continued) 
N, tap Equalizer resolution: Delay sub-nans^ 
points .0001 .0025 .0250 .1000 Mean Std. dev. 
Case 7 
None (86.2 unequalized) 
5 11.7 11.7 14.0 18.0 16.2 1.6 
7 11.5 11.6 14.6 18.0 . 16.8 2.3 
9 7.3° 7.4° 7.7° 89.6 11.1 2.2 
11 7.3° 7.4° 7.7° 89.6 21.0 4.4 
13 4.0° 4.0° 10.2° 22.1 27.2 15.2 
15 3.4° 3.6° 8.9* 24.6 13.5 4.9 
17 3.3° 3.3° 7.2° 22.1 22.9 4.7 
equalization is not as efficient as specific known-sample-
interval equalization, although the former may be economically 
justified. 
Both case 7 (amplitude distortion) and case 2 (delay 
distortion) indicate a raw channel error of 85^. Note that 
satisfactory equalization (C4 compliance) is possible with 
9 taps in the amplitude distortion case whereas 13 taps are 
required in the delay distortion case. Amplitude distortion 
is easier to correct because no phase distortion is intro­
duced by the perfect equalizer, for reasonable resolution 
values. On the contrary, major phase distortion correction 
results in significant amplitude response deviations even for 
the optimum solution, hence a larger number of taps is 
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required to offset this effect. The staircase function pre­
viously mentioned for picking the number of tap points is based 
upon these amplitude distortion cases. It has been chosen 
to give an optimistic estimate, so that the minimum number 
is likely to be found. 
It is to be noted from Table 7 that in a few situations 
use of 0.0250 resolution results in unexpected noncompli­
ance with specifications (case 6, N = I3 and 15 and case 7, 
N = 15). The location of the noncompliance is the frequency 
of the raw channel amplitude response peak—this is not con­
sidered a significant failure. The high error obtained for 
9 and 11 tap points using 0.1000 resolution in case 7 
(Table 7) arises from a 180° phase change at mid-band in the 
equalizer response—this appears to be an exceptional situ­
ation brought about by unrealistic tap gain resolution. 
The following observation is made from Table 7: given 
a fixed number of sections, N, the equalizer delay variation 
is generally more disruptive (leads to larger error mean and 
standard deviation) for more severe raw channel distortion 
conditioning. This is because the "large n" tap gains must 
be of greater magnitude to accomplish the task. It is 
apparent from the random walk analogy that the variance of 
the total delay from the equalizer midpoint to tap n increases 
with n, because this delay is the sum of n independent 
"normally-distributed" delay values in the model used. The 
consequence is degreuiation of the equalization when these 
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tap point gains are assigned significant values. 
Equalizer delay variations introduce phase distortion 
in the amplitude correction cases because the symmetrically 
located tap points do not possess exactly the same delay 
relative to the midpoint. On the other hand, relaxing the 
tap gain resolution in the amplitude-correcting perfect 
equalizer usually does not result in phase distortion because 
symmetrically located tap gains are quantized identically. 
Based upon Tables 6 and 7 it is concluded that reduction 
of the channel error to below 10% is compatible with achiev­
ing C4 grade specification compliance. This is substantiated 
by a study of the equalizer delay variation results: in 
only five percent of the Monte Carlo runs where specifi­
cations are not met is the channel error lower than 10%. Thus 
the equalizer algorithm for minimizing the channel error also 
leads to compliance with frequency-domain amplitude and 
delay standards. Figure 16 depicts the equalized channel 
characteristic for distortion case 8 (combined amplitude 
and delay distortion) and illustrates the equalizer algorithm 
utility in conditioning channels for general purpose trans­
mission usage. 
Weighting number 1 (from Figure 4) is employed in the 
parametric studies just reported. It is designed to give 
equEil emphasis throughout the 1000 to 2600 Hz range where 
the delay specification is the tightest. Weighting number 
2 is a raised-cosine function—one corresponding to the 
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Distortion: Case 8 
Equalizer: Operational mode 
0.130 ms per section 
0.016 resolution 1.5 
Channel error 98# 
Estimated N required =9 
Actual N required=13 
Equalized error=10.k% 
1.0 
rH 
.5 Unequalized 
Equalized 
0 . 0  
2 
Unequal i zed 
1 
•H Equalized 
0 
0 1000 2000 3000 
Frequency, Hz 
Figure 16. Case 8 characteristics 
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optimum pulse spectrum under certain Nyquist criteria for 
double-sideband amplitude modulation [5]. Table 8 compares 
Table 8. Effect of weighting on equalization results.^, 
cases 3 and 7 
Tap Weighting Weighting 
points #2 
Case 3 
none^ 105.0 107.4 
13 16.8 9.9 
15 10.4 6.7° 
17 10.2 4.8° 
19 6.2° 3.8° 
Case 7 
none^ 86.2 105.0 
5 11.6 7.4 
7 11.5 7.2 
9 7.3° 5.6° 
11 7.3® 5.6° 
Equalized channel rms error in percent, resolution = 
0.0001. 
%nequalized channel. 
°CoiTespending characteristic complies with 04 grade 
specifications. 
the equalization results for distortion cases 3 and 7 using 
two weightings. The differences are not very significant, 
but there is a tendency for weighting number 2 to cause 
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accomplishment of the equalization task with fewer taps. 
As previously mentioned all results reported for dis­
tortion cases 1-7 are for 250 Hz spacing of the frequency-
domain data. Only when the point specification algorithm 
is used is the 100 Hz spacing found to be significantly 
better for equalization solution. For instance, with 100 Hz 
spacing the erratic performance displayed in Figure 6 is 
eliminated. However, the slope algorithm is the preferred 
one and the 250 Hz interval is adequate. To substantiate 
this, Table 9 lists comparitive data on equalized channel 
error in distortion cases 4 and 7 for the two spacings— 
there is essentially no difference in the equalizer per­
formance . 
For some applications the 250 Hz spacing of data may 
not adequately characterize the channel because of severe 
variations in the delay or amplitude response at intermediate 
frequencies. In such cases the distortion spectral bandwidth 
is greater than considered here and a longer delay line is 
required for suitable equalization. For example, suppose 
the shortest distortion-component period is 100 Hz. Cer­
tainly measurement data at 250 Hz increments will not repre­
sent this component with fidelity. However, this component 
requires a 141-tap equalizer for complete equalization. The 
equalizer algorithm will equalize the channel only as repre­
sented by the insufficient number of frequency-domain points. 
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Table 9. Effect of measurement data spacing on equalization 
results^, cases 4 and 7 
Tap Spacing, P; 
points 100 Hz 250 Hz 
Case 4 
None^ 110.0 116.0 
15 15.8 15.2 
17 13.5 13.5 
19 11.4 10.0 
21 10.1® 8.8 
Case 7 
None^ 82.5 86.2 
5 11.9 11.7 
7 11.7 11.5 
9 7.1° 7.3° 
11 7.1° 7.3° 
13 3.5° 4.0° 
Equalized channel rms error in percent, resolution = 
0.0001. 
^nequalized channel. 
^Corresponding characteristic complies with 04 grade 
specifications. 
As seen from Tables 4 and 5» previously discussed, the algo­
rithm performs well given a reasonable representation. 
The 0.0250 resolution appears to have potential merit 
based on the above findings. For implementation one might 
select the tap gain range as -1.0 to +1.0 and utilize a 
67 
7 digit control word. One digit is needed for the sign so 
that there remain (2^ - 1) = 63 non-zero quantizing levels. 
Hence the resolution can be I/63 = 0.016, a reasonable com­
promise between 0.0025 and 0.0250 resolution. Previous 
studies reported in the literature [28] have considered a 
tapering of the tap gain resolution, assigning the finest 
resolution to the tap gains far removed from the midpoint 
since those gains take on the smallest range of values. 
This technique is especially used when the channel is con­
ditioned for known-baud synchronous data transmission, and 
it is desired to completely eliminate intersymbol interfer­
ence at the sampling instants with lesser emphasis on the 
impulse response for intermediate time values. This inves­
tigation does not suggest such a technique since the system 
performance improvement in changing from O.0250 to 0.0001 
resolution is not very significant, due to the method of 
error evaluation. Furthermore, tapering is not feasible for 
a system which constructs an equalizer from a mutually acces­
sible array of delay sections with associated tap gain con­
trols, since a particular section could be the midpoint on 
one day and the far removed tap on a subsequent day. 
In this investigation the required summing amplifier 
gain ranges from 0.4 to 2.6. Utilizing an 8 digit control 
word allows a resolution of O.OI6 (as for the tap gains) and 
a gain range of 0 to 4.0 since only positive values are 
needed. Conceivably an auxiliary amplifier would be 
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employed for correcting the raw channel gain or loss to the 
level required at the installation. 
Table 10 lists some additional results obtained in the 
Table 10. Additional equalization results^ for 
distortion case 4 
Invest. Operational mode 
mode 
Tap Ees. : Resolution: Delay sub-runs 
points .0001 . 0001 .0160 Mean std. dev. 
15 15.2 15.9 16.1 16.3 0.2 
17 13.5 12.8 13.1 13.8 0.5 
19 10.0 10.2 10.4 11.2 0.4 
21 8.8 10.2 10.4 11.2 0.4 
23 6.1® 6.2 6.4 6.9 0.4 
25 6.0* 6.0 6.4 7.5 0.4 
27 4.9° 4.4° 4.8° 5.2° 0.3 
Equalized channel rms error in percent. 
Equalizer delay per section variation: mean = 0.13 ms, 
standard deviation = 2%, rejection =3^, sample size = 5 sub-
runs, resolution = 0.0160. 
®Corresponding characteristic complies with C4 grade 
specifications. 
operational mode for case 4. It shows that this mode pro­
duces essentially the same equalized channel error as does 
the investigation mode, the latter employing the search for 
a local minimum error as a function of p. Such is not likely 
the situation when the number of tap points is not adequate 
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for satisfactory equalization; however, in practice the 
operational mode is to be preferred since it accomplishes 
the same task in less computations. It is also evident in 
the table that the O.OI6O resolution is justified in this 
case. The equalizer delay distribution standard deviation 
and rejection tolerance used are 2 percent and 3 percent 
respectively. This appears to yield satisfactory perform­
ance by the simulation model. 
Figure 17 shows the characteristics of distortion case 
13 before and after equalization using 35 taps. Results for 
other values of N are shown in Table 11. Based upon the 
Table 11. Equalization results^ for distortion case 13 
Tap Equalizer resolution: Delay sub-runs^ 
points .0001 .0160 Mean Std. dev. 
None (114.4 unequalized) 
60.9 11 59.8 59.8 0.9 
13 53.8 54.0 56.7 1.7 
15 45.4 45.6 46.7 0.7 
17 37.1 37.4 43.3 0.7 
19 24.0 24.2 26.8 1.1 
21 20.5 21.0 29.7 1.2 
23 14.8 17.4 27.3 5.8 
25 14.6 17.2 21.2 4.6 
27 12.5 14.6 18.5 1.4 
35 9.3 14.0 19.0 1.5 
^Equalized channel rms error in percent for error weight­
ing #2. 
^Equalizer delay per section vsiriation: mean = O.13 ms, 
standard deviation = 2%, reject = 3^, sample size = 5 sub-
runs, resolution = 0.0160. 
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raw channel error of 114$ it is estimated that 11 taps are 
required to achieve specification compliance, although the 
number actually needed is somewhat in excess of 35. It is 
apparent that the error is a monotonically decreasing func­
tion of N but the distortion has many components present. 
For large N, the effect of the 0.0160 resolution contrasted 
to 0.0001 is significant, suggesting a somewhat smaller value 
is warranted. The effect of the equalizer delay variation is 
likewise not negligible. This distortion case is somewhat 
more severe than the typical channel reported by Alexander 
et [l]. 
No attempt has been made to model the channel character­
istic measurement errors in this study. Since the equaliza­
tion is derived from one discrete (although potentially 
erroneous) set of measurements there is no possibility of 
the equalizer algorithm iterating indefinitely in response 
to noise, as is the case with on-line time-domain equalizers. 
Measurement errors in the amplitude response cause a bias 
in the equalizer error in the neighborhood of the error 
frequency. Differential delay measurement errors give rise 
to a phase slope error at high frequencies. Although the 
slope error should disappear over much of the bandwidth when 
the derivative is taken to obtain the differential delay, it 
is conceivable that the resultant equalization error caused 
is not removable. This suggests an alternate scheme which 
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uses the mid-frequency delay data (inherently the most accur­
ate for the commercial test equipment in mind) as the start­
ing point for the phase simulation to circumvent the above 
stated problem. 
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V. SUMMARY AND CONCLUSIONS 
The feasibility of utilizing a limited number of fre­
quency-domain channel characteristic measurements in com­
puting the optimum settings for general-purpose equalization 
using a tapped delay line is demonstrated here. The compu­
tation algorithm is derived from minimizing the equalized 
channel error as a function of the tap gain settings. This 
leads to a system of simultaneous linear equations which is 
expressed in matrix equation form. The ideal channel delay, 
p, is not treated as an unknown in this method, to avoid 
encountering nonlinear equations. Bather, a first-order 
approximation to the channel phase function yields a good 
estimate for an initial choice for p to be used in computing 
the matrix equation elements. In the investigation mode the 
process is extended by iteratively decreasing the value of 
p and computing the equalized channel error until a local-
minimum error is found. Because there is little variation 
of the error with p for well-equalized channels this process 
is not needed in operational utilization of the algorithm. 
The approach used in the research is to simulate a model 
of the tapped delay line equalizer using a digital computer 
program labeled EQLE. This approach allows verification of 
the algorithm and determination of the effects of various 
equalizer parameters upon the system performance. Several 
special distortion cases are considered—these all verify 
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the algorithm validity and the system of equations solution 
accuracy. 
It is demonstrated for several typical channel distor­
tion cases that as the number of tap points is increased the 
equalized channel error decreases monotonically. All channel 
error values are scaled, using a realistic reference error 
normalization. For most situations, reduction of the error 
to below 10 percent is accompanied by the characteristic com­
plying with C4 grade circuit specifications. This confirms 
the ability of the method to equalize channels for satisfac­
tory general-purpose use. 
Both parabolic envelope delay and linear (dB) attenuation 
distortions, centered in the passband, are considered as 
sample distortion cases. The unequalized channel distortion 
errors are found to be comparable to those reported by Lucky 
et al. [31] when time-domain mean-square distortion is evalu^ 
ated at synchronous data transmission sampling instants. The 
number of tap points required to achieve the same reduction 
in error is greater for the frequency-domain general-purpose 
algorithm than for Lucky's time domain synchronous-data 
method. The error here is evaluated at frequencies in addi­
tion to the specified measurement frequencies. 
The equalization is somewhat dependent upon T, the nomi­
nal delay per section. A value equal to or slightly less 
than 1/(2*BW), where BW is the low-pass bandwidth to be equal­
ized, is used in this investigation. The study verifies 
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the relationship between the number of distortion-component 
cycles in the 1/(2.T) bandwidth and the required number of 
tap points for complete equalization, based upon paired-echo 
theory, for certain selected distortions. 
For a moderate number of delay sections a suitable 
resolution is found to be 0.016, which can be implemented by 
a 7-digit control word for the tap gains and an 8-digit 
word for the summing amplifier. However, if the design 
application is such that 30 or more tap points are needed 
the equalizer resolution should be improved to perhaps 0.004, 
requiring two additional digits per control word. Otherwise 
the equalization error may be asymptotic to 10 or 15 percent 
when many tap points are needed. 
Similarily, a 2 percent standard deviation in the equal­
izer delay per section, with the manufacturing rejection 
tolerance set a 3 percent, yields near optimum performance 
for a moderate number of taps. This assumes that the mean 
of the distribution represents the desired nominal delay. 
Again, if the number of delay sections in the design is more 
than 30 the rejection tolerance should be reduced in order 
to prevent significant degradation of performeince due to this 
factor. 
It is apparent that the 250 Hz spacing of frequency-
domain measurement data is satisfactory for most of the chan­
nel distortions examined, when using the slope-specification 
algorithm. There can exist peaks or nulls in the channel 
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characteristic which are not adequately represented by this 
spacing. In this situation the algorithm still is applicable 
but the equalization may not be suitable for general-purpose 
transmission. If the shortest distortion-component period 
is 250 Hz there is only one measurement sample per frequency 
period, a very marginal condition. This distortion compon­
ent requires 4*14 + 1 = 57 tap points for complete equaliza­
tion, assuming 3500 Hz bandwidth and the corresponding 
1/(2*BW) delay per section of the device. More realistically, 
if two measurements per period are required for adequate 
representation the shortest distortion-component period is 
500 Hz, leading to 29 tap points for complete equalization 
under the assumptions above. This is likely the reason the 
results for distortion case 13 improve very gradually with 
increasing N for N > 25 — the 250 Hz spacing of measurement 
data is too wide in this case. 
As in other engineering designs, the goals must be 
established and considered when making the trades between 
performance capability and cost. In the general-purpose 
equalizer model studied here it is evident that the worst-
case distortions to be equalized must be defined. Then prop­
er choices for the design parameters such as resolution, 
delay-line accuracy, and frequency-domain measurement spacing 
can be made, based, at least to a degree, upon the results 
of this study. 
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VIII. APPENDIX A: DERIVATION OF ALGORITHM 
As shown in Chapter III the channel characteristic 
error expression is 
E = /^ jx(w)» 2 c^'exp(-j wnT) - G(w) |^-W^Cw)-dw. 
"" n——L 
This is expressed in terms of real and imaginary components 
as follows: 
OO 
E = /^ |x(w)[cos e(w) - j sin e(w)]'Z c^[cos(nwT) - j sin(nwT)] 
- G(w)[cos q(w) - j sin q(w) ]] j^'W^(w) «dw 
= /_ I [x(w)'COS 0(w) *2 c^ cos(nwT) - X(w)*sin 0(w) 
- n " 
•2 c sin(nwT) - G(w)*cos q(w)] + j[-X(w)'sin 0(w) 
n " 
•2 c„ cosCnwT) - X(w)'COS 0(w) «2 c^ sin{nwT) 
n ^ n " 
+ G(w) sin q(w) ] j^.W^(w)'dw. 
The summation over n is implied to be from n=-L to n=+L. 
The magnitude squared of a complex quantity is equal to the 
sum of the squared real and imaginary components. In the 
above case the squared real component is given by 
X^cos^0 (2 c_ cos nwT)^ - X^cos 0 -sin 0 (2 c^ cos nwT) 
n n n ^ 
.(2c sin nwT) - X*G*cos 0 «cos q (2 c cos nwT) -
n " n ^ 
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X^cos 0 -sin 0 "(Z cos iïwT)*(2 sin nwT) + X^sin^0 
• (E c^ sin nwT)^ + X*G*sin 6 -cos q (2 c^ sin nwT) -
X'G'COS 0 -cos q (Z c^ cos nwT) + X'G-sin 6 -cos q 
• (Z sin nwT) + G^cos^q, 
where the notation for the w-functional dependence has been 
dropped for the several variables. Likewise, the squared 
imaginary component is given by 
X^sin^0 (Z c^ cos nwT)^ + X^cos 6 «sin 0 (Z c^ cos nwT) 
•(Z c^ sin nwT) - X*G*sin 6 « sin q (Z c^ cos nwT) + X^ cos 0 
•sin 0 (Z c_ cos nwT)*(Z c_ sin nwT) + X^cos^d (Z c_ sin nwT)^ 
n n n n n n 
- X'G'COS 0 'Sin q (Z c^ Bin nwT) - X-G'sin 0 -sin q 
•(Z c^ cos nwT) - X'G'COS 0 sin q (Z c^ sin nwT) + G^sin^q. 
When these expressions are summed together certain terms 
cancel immediately and the resultant is 
X^(cos^6 + sin^0)[(Z c^ cos nwT)^ + (Z c^ sin nwT)^] + 
2 2 2 r G (cos q + sin q) - 2'X'G'cos q Lcos 0 (Z cos nwT) -
sin 6 (Z c^ sin nwT)] - 2'X«G*sin q [cos 0 (Z c^ sin nwT) 
+ sin 0 (Z c^ cos nwT)]. 
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2 2 
After utilizing the trigonometric identity, cos u + sin u = 1, 
and arranging terms, the above is equal to 
X^[(Z cos nwT)^ + (Z c^^ sin nwT) - 2'X'G'cos q 
- 2'X.G'Sin q *|n nwT) cos 0 - (sin nwT) sin 6] 
*|n nwT) cos 0 + (cos nwT) sin 0] 
By using the trigonometric identities, cos u «cos v + 
sin u 'Sin v = cos(u±v) and sin u «cos v + cos u 'Sin v 
= sin(u+v), the following equivalent expressions for the 
above are obtained: 
X^[(Z c^ cos nwT)^ + (Z c^ sin nwT)^] + G^ - 2*X«G'C0S q 
"Z c^ cos(nwT+0) - Z'X'G'Sin q -2 c^ sin(nwT+0> 
n n n n 
= x^[(g c^ cos nwT)^ + (g c^ sin nwT)^] + G^ - 2-X.G 
•2 c^Ccos q »cos(nwT+0) + sin q • sin(nviT+0)3 
= x^[(g c^ cos nwT)^ + (g c^ sin nwT)^] + G^ - 2-X-G 
•2 c^ COS(q-nwT-0). 
Therefore, the channel characteristic error is 
E = /«( cos nwT)^ + (2 c^ sin nwT)^] + G^ 
- 2'X*G*E c^ cos(q-nwT-©) 
n n 
W^.dw. 
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If a minimum error with respect to each tap gain, Cj^, 
exists it must occur when the corresponding partial deriv­
ative is zero, that is when 
^ = r X^[2(cos kwT)'2 c^ cos nwT + 2(sin kwT)*2 c^ 
sin nwT] + 0 - 2*X'G*cos(q-kwT-9) W^.dw = 0, 
for k — — , , ,  , I j—1,L, 
The differentiation inside the integrand is permitted by 
Leibniz' rule [9] since all of the functions and their 
derivatives are continuous in Cj^. The terms within the 
inner brackets can be expressed as 
(cos kwT) *2 c^ cos nwT + (sin kwT)*2 c^ sin nwT 
= i'Z c^Ccos(nwT+kwT) + cos(nwT-.kwT)3 + i'2 c^[cos(nwT-kwT) 
- cos(nwT+kwT)] 
~ n ®n GOs(nwT-kwT) = 2 c^[(n-k)wT]. 
Utilizing this result in the expression for ôE above yields, 
acj^ 
after division through by 2, 
0 = A X^'2 c^ cos[(n-k)wT] - X*G*cos(q-kwT-e) W^.dw. 
Since k is successively assigned each integer value between 
-L and +L there are 2L+1 simultaneous equations. The 
functions in the integrand all possess even symmetry about 
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zero frequency so that the lower limit can be replaced by 
zero. 
In the equalization problem under consideration the 
value of X(w) and 0(w) is assumed to be specified at M 
equally spaced discrete frequencies only. Thus each inte­
gral equation is replaced by a summation equation having 
the following form: 
M ( p 
0 = 2  X  ( w . ) " Z  c  c o s  L(n-k)w.T] -X(w.)*G(w.) 
* \ 1 XL 71 X 1 I 1—J. * 
cos[q(w^) - e(w^) - kw^Tj •W^(w^)'Aw, 
where Aw = constant. 
After division through by Aw the k-th equation can be 
rewritten as 
2 X^(w^) «W^Cw^) *2 c^ cos[(n-k)w\T] 
= 2 X(w,)•G(w.).W^(w.)•cosCq(w.)-e(w.)-kw.T] = b, . 1  1  X  X X X  A  
The right-hand side defines the k-th element of the constant 
vector. The left-hand side summations over n and i can be 
written out explicitly and then terms regrouped to yield the 
k-th equation: 
c T'2 X^(w.)-W^Cw.)•cosC(-L-k)w.T] + . . . 
—J-I X X X 
r2/_ \ ,,2/ + c_*2 X (w.)'W (w.)•cos[(0-k)w.T] + . . . V ^ X X X 
+ Cj^-2 x2(w^)'W2(w^)'cosL(L-k)w/T] = b^. 
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The system of equations is put into matrix form by 
first defining 
a^ ^  = Z X^(Wj^)•cos[(n-k)w^T], 
the coefficient of c^ in the k-th equation. Then the k-th 
equation becomes 
®k,-L-°-L + • • • + ®k,o'°o + • • • + a^,t-<=L = 
Hence the N simultaneous equations in the N unknowns (the 
tap gains, are summarized in the matrix equation, 
A'c = b . 
The dependence of ^  ^ upon k and n is only with respect to 
the difference, (n-k). The matrix is symmetric since the 
cosine is an even function. Hence it suffices to compute 
only the N distinct coefficients and then "fill-in" the 
matrix using these values. The form of the matrix thus 
becomes 
A = 
o 
^-1 ®N-2 %-3 
^-2 %_1 
®N-2 
where the coefficient subscript identifies the quantity 
|n-kI. This property is utilized in the computer program 
algorithm. 
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IX. APPENDIX B: EQUALIZED CHANNEL ERROB EXPRESSION 
To obtain the total urmormalized error, E, the incre­
mental error to be evaluated at each of the 2M frequencies 
is 
e = |h(w) - G(w) I ^•W^(w)'dw. 
By the definitions of Chapter III the equalized channel 
characteristic is 
H(w) =H(w)*exp(-j (6(w)+0(w)) 
= H(w)[cos(-O(w)-0(w)) + j sin(-e(w)-0(w))] . 
For this study the ideal channel characteristic is 
G(w) = 1.0*exp(-j P'W) = cos(-p'w) + j sin(-p*w). 
The magnitude squared of a complex quantity is the sum of 
the real and imaginary component squares; therefore, 
e =1 CH'COs(©+0) - cos(p-w)]^ + C-H-sin(©+0) + sin(p.w)] ^  
•W^-dw, 
dropping the w-dependence notation and utilizing standard 
trigonometric identities. 
The error reference value chosen for this study is 
determined by assuming that the reference channel has a 
perfect amplitude response, H(w)=l, and that a unity error 
weighting for all frequencies is employed, requiring W (w)=l. 
The incremental reference error is given by 
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®ref ~ |Cl*cos(©+0) - cos(p'w)] ^  + [-l-sin(©+0) + sin(p*w)] 
•dw. 
Using additional identities this becomes 
P p 
e^g^ = [cos (0+0) - 2'cos (6+0)•cos(p*w) + cos (p«w) + 
sin^(e+0) - 2.sin(©+0).sin(p*w) + sin^(p*w)3*dw 
= 2 1 - [cos(e+0).cos(p'w)+ sin(6+0)'Sin(p'w)]| .dw. 
or 
eref(z) = 2(1 - cos z)*dw, 
defining the phase error as z(w) = [e(w)+0(w)] - p*w. 
Assume that over the bandwidth of interest the proba­
bility of z is uniform between 0 and 2-n radians, requiring 
a probability density of 1/2-0-. Then the expected value of 
the incremental reference error is 
2Tr 
®ref ~ "^o z)'dz 
2Tr 
= l/q 2(1-COS z)'(l/2n)'dz]'dw = 2«dw. 
The total reference error over the bandwidth, BW Hz, consid­
ering both positive and negative frequencies is given by 
%EP = = Bn-mi. 
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The weighting-area correction factor is to be the 
weighting function average over the bandwidth. It is 
computed by 
1 2M 2 
^eq = 2H • • 
The expression for the (normalized) equalized channel 
mean-square error is therefore 
E . 1 E . 
EBEP V " 8"-BW.A^q 
Thus the equalized channel root-mean-square error expression 
in terms of E is [E/(Sir-BW-A ) This is converted to 
eq. 
percent (of the reference) by multiplication by 100. 
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X. APPENDIX G: PBOGBAM PLOW DIAGRAM AND LISTING 
Figure 18 is the simplified flow diagram for program 
EQLE, the simulation model. It is followed by the program 
listing. 
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( START 
Sh.2 
BEAD AND PRINT run parameters, channel 
amplitude and delay characteristic, 
and error weighting data. 
COMPUTE error scaling, normalizing 
factor, SCNOB, 
COMPUTE channel B-slope error, EBINOR 
COMPUTE channel phase shift function 
and phase slope, R, associated with 
lowest frequency of zero delay. 
Iteratively ADJUST B for acceptable 
summed weighted phase error to 
initially define ideal channel phase 
slope. 
Figure 18. Program EQLR flow diagram Sh. 1 of 9 
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M 
YES /OPERATIONAL 
\ MODE ? 
NO 
COMPUTE estimated required 
number of taps, NSTART, 
based upon ERINOR. 
LSTOP=0 
DO 97 N= =NSTART, 
NSTOP, 1 
M 
KSOL=0 
ICT=0 
KCT=0 
KZ=0 
\( 
Figure 18 continued Sh. 2 of 9 
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OPERATIONAL 
MODE ? 
NO YES 
'SPECS MET \ 
WITH PEEVIOU; NO YES 
KS0L=1 
P=R 
COMPUTE coefficient 
matrix, A. 
LST0P=1 
(exit at start of 
loop for next N.) 
Sh.4) 
Figure 18 continued Sh. 3 of 9 
95 
COMPUTE constant vector, b. 
SOLVE Ac=b for tap gains, c, 
using subroutine GELS. 
IEB=0 if solution is found. 
V 
YES IS IEB=0 ? 
M 
BNMAX= maximum 
Summing amplif 
G=1/BNMAX 
1 tap gain | . 
ier gain: 
f  
NORMALIZE tap gains to BNMAX. 
QUANTIZE gains using .0001 
resolution. 
YES 
\f 
PBINT 
exit 
message 
! 
P=P/2. 
NC0=NC0+1 
\ f  
IS 
NC0>4 ? 
Figure 18 continued Sh. 4 of 9 
96 
\ f  
PEIN^ 
Quan-
Gain: 
r 
bized 
3 
\ f  
COMPUTE and PEINT 
number of 
unrequired tap 
points 
y 
SET equalizer 
delay per section 
equal to T. 
V 
COMPUTE and PEINT equalizer zero Hz 
amplitude response and sign. 
COMPUTE and PEINT equalizer response 
real and imaginary components and 
magnitude and phase at I-th fine 
frequency increment, 1=1,8 
Figure 18 continued Sh. 5 of 9 
97 
COMPUTE equalizer and equalized 
channel responses real and imaginary 
components, msignitude and phase, and 
equalized channel error at specified 
sub-increment frequencies. 
NO KS0L=1 ? V-^ES-
P=P/1.025 
NO / MINIMUM \ YES 
EBBOB vs P ? 
V 
KSO L=1 
\ f 
COMPUT 
channe 
slope 
E 
1 P-
error. 
\ f  
COMPUTE and PRINT 
ideal channel P-
slope envelope 
delay. 
v 
PBINT equalizer 
amplitude, phase, 
and delay response 
PRINT equalized 
channel amplitude 
response. 
:sh.4) 
Figure 18 continued Sh. 6 of 9 
98 
COMPUTE and PEINT equalized channel 
gain at 1000 Hz and amplitude response, 
dB. PEINT equalized channel phase 
response. COMPUTE and PEINT equalized 
channel differential envelope delay. 
COMPAEE equalized channel amplitude 
response, dB, and differential 
envelope delay with C4 specifications 
and PEINT exception frequencies. 
\( 
M 
V 
NO IS 
KCT=1 ? 
YES 
KCT=1 V 
o.r\ 
Sh.8 
Figure 18 continued Sh. 7 of 9 
99 
IS \ 
KZ > KVAE ?\ YES NO 
IS option 
L0P=1? 
KZ=KZ+1 NO YES 
GENERATE random 
values of delay for 
each section of 
equalizer per speci­
fied distribution, 
using subroutine GAUSS 
-^IF \ 
(ICT-1) 
Sh.5 
11 
ICT=1 
RES=RES*10 
ICT=2 
EES=EES*4 
NP / IS option 
K0P=1 ? 
r 12^ 
Sh.9 
Figure 18 continued Sh. 8 of 9 
100 
CONTINUE 
STOP 
PEINT 
EES 
Sh.5; 
QUANTIZE gains 
using EES as 
resolution 
Figure 18 continued Sh. 9 of 9 
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C  F R E Q U E N C Y - D O M A I N  D A T A .  
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R E A D ( l t 6 0 )  N R U N t I X E  
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D O  1 0 0  M R U N = 1 , N R U N  
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C  = 1 ,  O M I T  T H E S E  S U B - R U N S .  N 0 P = 1  S E T S  L 0 P = 1  
C  N 0 P = 0 ,  I N V E S T I G A T I O N  M O D E  
C  = 1 ,  O P E R A T I O N A L  M O D E  
R E A D * 1 , 6 1 )  M , N S T A R T , N S T O P , K V A R , F , T , R E S , A M , S D , R E J , K O P , L O P , N O P  
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5 = ' , 1 2 )  
I F ( N O P . E Q . l )  G O  T O  1 0 0 0  
W R I T E ( 3 , 1 0 0 1 )  
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G O  T O  1 0 0 2  
1 0 0 0  W R I T E ( 3 , 1 0 0 3 1  
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1 0 0 2  C O N T I N U E  
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C  I D E A L  C H A N N E L  D I F F E R E N T I A L  D E L A Y = C O N S T A N T  F O R  A L L  F R E Q U E N C I E S .  
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0 0  9 0 6  I S * 5 , M 4 S , 2  
9 0 6  T H ( I S ) * ( T H ( I S - 1 ) + T H ( I S + l l l / Z .  
L A M . 2  
L 1 M " 4 * M  
L U M = L I M - 1  
M S F = 4  
0 * 0 . 5  
C  T H E  L O W E S T  F R E Q U E N C Y  O F  Z E R O  D E L A Y  I S  I D E N T I F I E D  A S  N S L .  
2 9  D O  3 0  J K » M S F , L I M , M S F  
I F ( D ( J K n  3 0 , 3 1 , 3 0  
3 1  N S L = J K  
G O  T O  3 2  
3 0  C O N T I N U E  
3 2  R « T H ( N S L » / N S L  
C  R  I S  P R O P O R T I O N A L  T O  T H E  Z E R O  I N T E R C E P T  P H A S E  S L O P E  A S S O C I A T E D  
C  W I T H  T H ( N S L ) .  
W R I T E ( 3 , 3 3 )  N S L , T H ( N S L )  
3 3  F 0 R M A T ( * 0 ' , '  Z E R O  D E L A Y  F R E O .  C 0 U N T = ' , I 3 , '  P H A S E  H E R E = ' , F 1 4 . 6 , *  R  
8 A D I A N S * I  
C  F R E Q U E N C Y  I N T E G E R S  F O R  1 0 0 0  H Z  A N D  2 6 0 0  H Z  A R E  I D E N T I F I E D .  
D O  4 0 0  N T = 1 , L I M  
I F ( N T * F / M S F . L T . 9 9 9 . )  G O  T O  4 0 0  
N L = N T  
G O  T O  4 0 1  
4 0 0  C O N T I N U E  
N L  =  8  
4 0 1  D O  4 0 2  N Z = 1 , L I M  
I F ( N Z * F / M S F . L E . 2 6 0 1 . I  G O  T O  4 0 2  
N H = N Z - 1  
G O  T O  4 0 3  
4 0 2  C O N T I N U E  
N H = L I M - 1  
4 0 3  C O N T I N U E  
C  E P S  D E F I N E S  T H E  M I N I M U M  M O D U L U S  O F  A  P I V O T  E L E M E N T  ( D I V I S O R *  
C  I N  T H E  S I M U L T A N E O U S  E Q U A T I O N  S O L U T I O N  S U B R O U T I N E ,  G E L S .  
E P S » . 0 0 0 0 0 1  
N C 0 L = 1  
W R I T E ( 3 , 6 4 »  
6 4  F 0 R M A T ( * 0 ' , '  R , S L O P E  P H .  P T .  S U M P H E " )  
R  I S  I T E R A T I V E L Y  A D J U S T E D  U N T I L  T H E  W E I G H T E D  P H A S E  D I F F E R E N C E  
( B E T W E E N  T H E  C H A N N E L  P H A S E  A N D  T H E  R - S L O P E  P H A S E #  S U M M A T I O N ,  
S U M P H E ,  I S  W I T H I N  T H E  I N T E R V A L ,  Z E R O  + / -  T O L E .  
T H I S  I N I T I A L L Y  D E F I N E S  T H E  I D E A L  C H A N N E L  D E L A Y .  
T 0 L E = 1 0 .  
N N E G = 0  
N P O S = 0  
I S C = 1  
I R = 0  
5 1  S U M P H E = 0 . 0  
I R = I R + 1  
D O  5 0  K = L A M , L I M , L A M  
5 0  S U M P H E = S U M P H E + ( T H ( K ) - R * K ) * W ( K ;  
P H P T = R * N S L  
W R I T E ( 3 , 6 5 »  R , P H P T , S U M P H E  
6 5  F O R M A T ( '  ' , F 7 . 4 , 2 X , F 8 . 4 , 2 X , F 9 . 3 )  
I F ( A B S ( S U M P H E I . L E . T O L E »  G O  T O  5 6  
I F ( R . E Q . O . O )  G O  T O  5 6  
I F ( I R . G T . 5 0 )  G O  T O  5 6  
I F ( S U M P H E )  5 2 , 5 6 , 5 3  
5 2  I F ( N P O S . L T . l )  G O  T O  5 4  
I F ( N N E G . L T . 1 Ï  G O  T O  5 4  
I S C = I S C + 1  
5 4  R = ( 1 . - . 1 5 / I S C ) * R  
N N E G = 1  
G O  T O  5 1  
5 3  I F < N N E G . L T . l )  G O  T O  5 5  
I F ( N P O S . L T . l )  G O  T O  5 5  
I S C = I S C + 1  
5 5  R = < 1 . + . 1 7 5 / I S C ) * R  y  
N P 0 S = 1  
G O  T O  5 1  
5 6  C O N T I N U E  
W R I T E ( 3 , 6 7 )  
6 7  F O R M A T * * 0 ' , *  C H A N N E L  A M P L I T U D E  C H A R A C T E R I S T I C * »  
W R I T E ( 3 , 6 8 1  ( X ( L X » , L X = L A M , L I M , L A M )  
6 8  F O R M A T * *  ' , 5 ( / , *  ' , 1 4 F 9 . 3 » I  
W R I T E < 3 , 6 9 )  
6 9  F O R M A T * ' 0 ' , '  C H A N N E L  D E L A Y  C H A R A C T E R I S T I C * )  
W R I T E ( 3 , 7 0 »  ( D ( L D ) , L D = M S F , L I M , M S F »  
7 0  F O R M A T * *  * , 4 ( / , *  * , 1 0 F 1 2 . 6 » )  
W R I T E ( 3 , 7 1 »  
7 1  F 0 R M A T ( * 0 * , '  C H A N N E L  P H A S E  C H A R A C T E R I S T I C  ( D E R I V E D » ' »  
W R I T E ( 3 , 6 8 >  ( T H ( L T H » , L T H = 1 , L I M »  
W R I T E * 3 , 7 2 »  
7 2  F O R M A T * * 0 * , *  E R R O R  W E I G H T I N G  C H A R A C T E R I S T I C * »  
W R I T E ( 3 , 6 8 »  ( W ( L W » , L W = L A M , L I M , L A M »  
C  T H E  C H A N N E L  E R R O R  A S S O C I A T E D  W I T H  R  I S  C O M P U T E D .  
E R I N I T = 0 . 0  
D O  3 5  K = L A M , L I M , L A M  
E R I N I T = E R I N I T + ( ( X ( K » * C 0 S ( T H ( K » ) - C 0 S * R * K » ) * * 2 + ( X ( K » * S I N ( T H ( K » ) - S I N (  
1 R * K ) » * * 2 ) * W ( K » * 6 . 2 8 3 1 8 5 * F  
3 5  C O N T I N U E  
I F ( F . G E . 2 0 0 . »  G O  T O  9 9 7  
S = 3 . 1 4 1 5 9 3 * F * T  
G O  T O  9 9 8  
9 9 7  S = 1 . 5 7 0 7 9 6 * F * T  
9 9 8  F F = S * M S F * M / ( 6 . 2 8 3 1 8 5 * T )  
W R I T E ( 3 , 7 5 »  F F  
7 5  F O R M A T C C * , *  H I G H E S T  F R E Q U E N C Y  =  *  ,  F I O  . 3  ,  *  H Z ' »  
C  T H E  E R R O R  S C A L I N G ,  N O R M A L I Z I N G  F A C T O R ,  S C N O R ,  I S  C O M P U T E D .  
W T S U M = 0 . C  
D O  1 0 0 4  I = L A M , L I M , L A M  
1 0 0 4  W T S U M = W T S U M + W ( I »  
A E Q = W T S U M / M 2  
S C N 0 R = . 2 / ( S Q R T ( M * F * A E Q »  »  
W R I T E ( 3 , 1 0 0 5 »  A E O , S C N O R  
1 0 0 5  F O R M A T ( * 0 ' , *  E Q U I V A L E N T  A R E A  W E I G H T = • , E l 1 . 5 , '  E R R O R  S C A L I N G ,  N O R  
1  M A L  I  Z I N G  F A C T 0 R = ' , E 1 1 . 5 »  
E R I N 0 R = S C N 0 R * S 0 R T ( E R I N I T »  
E R I N P C = 1 0 0 . * E R I N O R  
W R I T E ( 3 , 1 0 0 6 1  E R I N I T , E R I N O R , E R I N P C  
1 0 0 6  F O R M A T * ' 0 * , '  C H A N N E L  R - S L O P E  R A W  S Q U A R E D  E R R 0 R = ' , E 1 1 . 5 , '  S C A L E D ,  
1  N O R M A L I Z E D  E R R 0 R = ' , E 1 1 . 5 , *  I N  P E R C E N T = ' , F 7 . 2 )  
I F I N O P . N E . l l  G O  T O  1 1 0 1  
T H E  R E Q U I R E D  N U M B E R  O F  T A P  P O I N T S  I S  E S T I M A T E D  B A S E D  U P O N  T H E  
C H A N N E L  R - S L O P E  E R R O R .  ( * O P E R A T I O N A L  M O D E  O N L Y * )  
K 0 P = 0  
L 0 P = 1  
N S T 0 P = 3 5  
N I T = E R I N 0 R * 5 . 0 1  
N S T A R T = N I T * 2 . 0 1 + 1 .  
I F ( N S T A R T . G E . 3 )  G O  T O  1 1 0 0  
I F d E R I N O R . G E . O . O T )  G O  T O  1 0 9 9  
W R I T E ( 3 » 1 0 9 8 )  
F O R M A T * ' 0 ' , '  N O  E Q U A L I Z E R  R E Q U I R E D * )  
G O  T O  1 0 0  
N S T A R T = 3  
I F ( N S T A R T . L E . 3 5 )  G O  T O  1 0 9 6  
N S T A R T = 3 5  
W R I T E ( 3 , 1 1 0 2 )  N S T A R T  
F O R M A T t ' O ' , '  O P E R A T I O N A L  M O D E .  E S T I M A T E D  R E Q U I R E D  N U M B E R  O F  T A P  P  
1 0 I N T S = * , 1 2 )  
1 1 0 1  C O N T I N U E  
J S T O P = 0  
K S T 0 P = 0  
L S T 0 P = 0  
C  M A I N  E Q U A L I Z E R  S O L U T I O N  A N D  P E R F O R M A N C E  E V A L U A T I O N  L O O P  S T A R T S  
D O  9 7  N = N S T A R T , N S T 0 P , 2  
I F ( L S T O P . E Q . l )  G O  T O  1 0  
W R I T E ( 3 , 7 4 )  N  
7 4  F O R M A T * ' l ' , / , ' 0 ' , *  N U M B E R  O F  T A P  P O I N T S = ' , I 3 , / , ' 0 ' , '  T A P  G A I N  R E S O  
1 L U T I 0 N =  . 0 0 0 1 ' )  
R E F T D = 0 . 5 * ( N - 1 ) * T  
W R I T E ( 3 , 6 6 )  R E F T D  
6 6  F O R M A T * ' 0 ' , '  E Q U A L I Z E R  R E F E R E N C E  T I M E  D E L A Y = ' , F 9 . 6 , '  S E C O N D S ' )  
I C T = 0  
J I T = 0  
C  
C  
1 0 9 8  
1 0 9 9  
1100 
1 0 9 6  
1102 
K Z = 0  
K C T = 0  
V = 0 . 5 * ( N + 1 I  
I V - V + . l  
I V M = I V - 1  
I V P = I V + 1  
R E S = R E S O R  
P R E ' E R I N I T  
K F I R = 0  
K N = 0  
K S 0 L « 0  
P = R * 1 . 2  
N C 0 = 0  
I F ( N O P . N E . l »  G O  T O  1 1 0 3  
K S 0 L = 1  
P = R  
I F ( J S T O P . E Q . O . O R . K S T O P . E Q . O »  G O  T O  1 1 0 3  
C  I N  T H E  O P E R A T I O N A L  M O D E ,  I F  B O T H  A M P L I T U D E  A N D  D E L A Y  S P E C S  A R E  
C  M E T  F O R  A  C E R T A I N  N U M B E R  O F  T A P  P O I N T S  ( N ) ,  L S T O P  I S  S E T  = 1  
C  P E R F O R M A N C E  I S  T H E N  C H E C K E D  F O R  ( N + 2 1  T A P S .  T H E N  T H E  R U N  I S  
C  T E R M I N A T E D .  
L S T 0 P = 1  
1 1 0 3  C O N T I N U E  
C  S L O P E  S P E C I F I C A T I O N  A L G O R I T H M .  T H E  W E I G H T E D  S Q U A R E D  
C  C H A N N E L  A M P L I T U D E  R E S P O N S E  A T  + / -  F / 8  H Z  F R O M  E A C H  F  H Z  
C  I N C R E M E N T  F R E Q U E N C Y  L O C A T I O N  I S  C O N S I D E R E D .  
C  T H E  C O E F F I C I E N T  M A T R I X ,  A (  ,  F O R  T H E  S Y S T E M  O F  S I M U L T A N E O U S  
C  L I N E A R  E Q U A T I O N S  I S  C O M P U T E D .  
D O  5  N N = 1 , N  
A A ( N N I = 0 . 0  
D O  1  I = M S F , L I M , M S F  
1  A A ( N N ) = A A ( N N ) + W ( I ) * ( ( < . 7 5 * X ( I ) + . 2 5 * X ( I - L A M ) ) * * 2 ) * C 0 $ ( ( N N - 1 ) * ( S * I - D  
I S U - K  ( . 7 5 * X ( I  )  +  . 2 5 * X ( I + L A M ) ) * * 2 ) * C 0 S < ( N N - 1 ) * ( S * I + D S I ) »  
5  C O N T I N U E  
W R I T E ( 3 , 2 8 0 )  
2 0 0  F O R M A T * ' 0 * , *  M A T R I X  C O E F F I C I E N T S ' )  
W R I T E ( 3 , 2 8 1 )  < A A ( I ) , I = 1 , N )  
2 8 1  F O R M A T * *  ' , 1 0 E 1 3 . 4 ) )  
6 0 4  L C T = 0  
0 0  9  J = 1 , N  
D O  6  K = 1 , J  
M C T = J - K + 1  
L C T = L C T + 1  
6  A ( L C T I = A A ( M C T I  
9  C O N T I N U E  
C  T H E  W E I G H T E D  D I F F E R E N C E  B E T W E E N  T H E  C H A N N E L  P H A S E  A N D  T H E  
C  I D E A L  C H A N N E L  P H A S E  A T  + / -  F / 8  H Z  F R O M  E A C H  F R E Q U E N C Y  L O C A T I O N  
C  I S  C O N S I D E R E D .  
C  T H E  C O N S T A N T  V E C T O R ,  B (  I ,  F O R  T H E  S Y S T E M  O F  E Q N S .  I S  C O M P U T E D  
D O  8  M K = 1 , N  
B ( M K ) = 0 . 0  
D O  7  J = M S F , L I M , M S F  
7  B ( M K ) = B ( M K ) + W ( J I * ( ( . 7 5 * X { J >  +  . 2 5 * X ( J - L A M » ) * C O S ( P * ( J - Q I - ( T H ( J ) - D ( J  I *  
2 D W ) - ( M K - V ) * ( S * J - D S ) ) + ( . 7 5 * X < J ) + . 2 5 * X ( J + L A M ) ) * C 0 S < P * ( J + Q ) - ( T H ( J ) + 0 (  
3 J ) * D W ) - ( M K - V ) * ( S * J + D S ) ) )  
8  C O N T I N U E  
I F ( K S O L . E Q . O )  G O  T O  6 0 5  
W R I T E ( 3 , 2 8 2 )  
2 8 2  F O R M A T * ' 0 ' , '  C O N S T A N T  V E C T O R » )  
W R I T E ( 3 , 2 8 1 )  ( B ( I ) , I = 1 , N )  
6 0 5  C A L L  G E L S ( B , A , N , N C O L , E P S , I E R , A U X )  
C  T H E  T A P  G A I N S  S O L U T I O N  V E C T O R ,  B (  ) ,  F O R  T H E  E Q U A L I Z E R  I S  
C  O B T A I N E D  F R O M  T H E  S Y S T E M  O F  E Q N S .  U S I N G  S U B R O U T I N E  G E L S .  
W R I T E ( 3 , 2 5 )  1 E R  
2 5  F O R M A T * ' 0 ' , '  I E R = ' , I 4 )  
I F * I E R . E Q . O )  G O  T O  1 5  
C  I F  N O  S O L U T I O N  I S  O B T A I N E D  A  S M A L L E R  V A L U E  O F  T H E  I D E A L  C H A N -
C  N E L  D E L A Y  * C A L L E D  P  T H R O U G H O U T  M A I N  L O O P )  I S  T R I E D .  
P = P / 2 .  
N C 0 = N C 0 + 1  
I F * N C 0 . L E . 4 )  G O  T O  6 0 4  
I F * 1 E R )  9 8 , 1 5 , 9 9  
C  T H E  L A R G E S T  M O D U L U S  T A P  G A I N  I S  I D E N T I F I E D  A S  B N M A X  
C  T H E  S U M M I N G  A M P L I F I E R  G A I N ,  G ,  I S  D E F I N E D .  
1 5  B N M A X = A B S ( B ( 1 M  
D O  1 6  J J = 2 » N  
I F ( A B S ( 6 ( J J ) ) . L E . B N M A X )  G O  T O  1 6  
B N M A X = A B S < B ( J J ) I  
1 6  C O N T I N U E  
G = B N M A X * . 9 9 9 9 9  
I F ( K S O L . N E . l )  G O  T O  1 9  
W R I T E ( 3 t l 3 )  
1 3  F O R M A T * ' 0 * , *  T A P  G A I N S  S O L U T I O N ' *  
W R I T E ( 3 t l 2 )  < B ( I ) , I = 1 , N )  
1 2  F O R M A T * '  ' , 7 E 1 7 . 7 ; i  
C  T A P  G A I N  M O M E N T S  A R E  C O M P U T E D .  
T M O M 1 = 0 . 0  
T M 0 M 2 = 0 . 0  
T M O M 3 = 0 . 0  
D O  1 0 0 9  M K = 1 , N  
D I S T = M K - I V  
T M 0 M 1 = T M 0 M 1 + A B S ( B ( M K ) * D I S T )  
T M 0 M 2 = T M 0 M 2 + ( B ( M K 1 * * 2 ) * A B S ( D I S T )  
T M 0 M 3 = T M 0 M 3 + ( 0 1 S T * * 2 ) * A B S ( B ( M K  » )  
1 0 0 9  C O N T I N U E  
W R I T E ( 3 , 1 0 1 0 )  T M 0 M 1 , T M 0 M 2 , T M 0 M 3  
1 0 1 0  F O R M A T ! * 0 ' , '  T A P  G A I N  M O M E N T S .  F I R S T = ' , E 1 1 . 5 , '  S E C 0 N D = ' , E 1 1 . 5  
1 '  T H I R D = ' , E 1 1 . 5 )  
1 9  C O N T I N U E  
C  T H E  T A P  G A I N S  A R E  N O R M A L I Z E D  U S I N G  T H E  L A R G E S T  M O D U L U S ,  B N M A X  
C  T A P  G A I N S  A N D  S U M M I N G  A M P L I F I E R  G A I N S  A R E  Q U A N T I Z E D  U S I N G  A  
C  R E S O L U T I O N  O F  . 0 0 0 1  .  T A P  G A I N  F A C T O R S  T H E N  R A N G E  B E T W E E N  
C  - 1 .  A N D  4- 1 .  I N  V A L U E .  
D O  1 7  L N = 1 , N  
B ( L N I = B ( L N ) / G  
I N B = B ( L N I * 1 0 C 0 0 .  
1 7  B ( L N ) = I N B * 0 . 0 0 0 1  
I N G = G * 1 0 0 0 0 .  
G = I N G * 0 . 0 0 0 1  
I F ( K S O L . N E . l »  G O  T O  4 0  
1 8  W R I T E ( 3 , 7 6 )  
7 6  F O R M A T * ' 0 ' , '  T A P  G A I N  F A C T O R S ' )  
W R I T E ( 3 , 7 7 )  ( B ( L F ) , L F = 1 , N )  
7 7  F O R M A T * *  ' , 4 * / , '  S 1 0 F 1 2 . 5 ) )  
W R I T E ( 3 , 7 8 )  G  
7 8  F O R M A T * ' 0 ' , '  S U M M I N G  A M P L I F I E R  G A I N = • t F I O . 5  I  
C  C H E C K  F O R  U N R E Q U I R E D  T A P  P O I N T S .  
I T P M = I V M  
D O  3 0 0 0  I T P = 1 , I V M  
I F ( B ( I T P | . E Q . 0 . 0 . A N D . B ( N + 1 - I T P ) . E Q . 0 . 0 )  G O  T O  3 0 0 0  
I T P M = I T P - 1  
G O  T O  3 0 0 1  
3 0 0 0  C O N T I N U E  
3 0 0 1  W R I T E ( 3 , 3 0 0 2 )  I T P M  
3 0 0 2  F O R M A T * ' 0 ' , *  T H E  F O L L O W I N G  N U M B E R  O F  T A P  P O I N T S  O N  E A C H  E N D  O F  T H E  
1  E Q U A L I Z E R  H A V E  0 . 0  G A I N  F O R  T H I S  R E S O L U T I O N  A N D  A R E  N O T  R E Q U I R E D '  
2 , 1 3 )  
4 0  C O N T I N U E  
C  Y * L )  I S  P R O P O R T I O N A L  T O  T H E  D E L A Y  A T  E Q U A L I Z E R  T A P  L  R E L A T I V E  
C  T O  T H E  E Q U A L I Z E R  M I D P O I N T ,  T A P  I V .  P E R F E C T  D E L A Y  O F  T  S E C O N D S  
C  P E R  S E C T I O N  I S  A S S U M E D  H E R E .  
D O  1 4  L = 1 , N  
1 4  Y * L ) = * L - I V ) * 3 . 1 4 1 5 9 3 * F * T / L A M  
I F ( F . L T . 2 0 0 . »  G O  T O  4 2  
4 1  F I N C = 8 .  
N I N C = 8 * M  
G O  T O  4 4  
4 2  F I N C = 4 .  
N I N C = 4 * M  
4 4  C O N T I N U E  
E R = 0 . 0  
N B = 0  
S U M B N = 0 . 0  
D O  4 5  K K = 1 , N  
S U M B N = S U M B N + B * K K )  
4 5  C O N T I N U E  
I F * K S 0 L . N E . 1 . 0 R . K C T . E Q . l »  G O  T O  4 3  
Z E R E S = G * S U M B N  
C  T H E  E Q U A L I Z E R  A M P L I T U D E  R E S P O N S E  A T  Z E R O  H Z  F R E Q U E N C Y  I S  Z E R E S  
C  I F  I T  I S  N E G A T I V E ,  D C  P O L A R I T Y  R E V E R S A L  I S  A P P A R E N T .  
W R I T E ( 3 , 1 0 9 7 )  Z E R E S  
1 0 9 7  F O R M A T ! ' 0 ' , '  Z E R O  H Z  E Q U A L I Z E R  A M P L I T U D E  R E S P 0 N S E = ' , F 1 0 . 4 )  
4 3  C O N T I N U E  
I F ( S U M B N . G E . O . )  G O  T O  4 6  
N B = - 1  
6 6  C O N T I N U E  
C  T H E  F I R S T  F R E Q U E N C Y  S U B - I N C R E M E N T  I S  D I V I D E D  I N T O  8  E Q U A L  F I N E  
C  I N C R E M E N T S .  F O R  T H E  F I R S T  O F  T H E S E ,  T H E  R E A L ,  C R ( 1 ) ,  A N D  T H E  
C  I M A G I N A R Y , C n i » ,  P A R T S  O F  T H E  E Q U A L I Z E R  C H A R A C T E R I S T I C  A R E  
C  C O M P U T E D .  T H E  P H A S E  A N G L E  I S  C L O S E  T O  T H A T  A T  D C .  
C R ( 1 I = 0 . 0  
C I  ( 1 1 = 0 . 0  
D O  2 0 2  N S = 1 , N  
C R ( 1 I = C R ( 1 I + B ( N S ) * G * C 0 S ( Y ( N S ; / 1 6 . I  
C I ( 1 ) = C I ( 1 ) + B ( N S ) * G * S I N ( Y ( N S ) / 1 6 . I  
2 0 2  C O N T I N U E  
S A N G = A T A N ( C I ( 1 ) / C R ( 1 » l + A 2 * N B  
S M A G = S 0 R T ( C R ( 1 ) * * 2 + C I ( 1 ) * * 2 I  
I F ( K S 0 L . N E . 1 >  G O  T O  6 0 1  
I F ( K C T . N E . O )  G O  T O  6 0 1  
W R I T E ( 3 , 7 9 )  
7 9  F O R M A T  C O ' , 5 X , ' E Q U A L I Z E R * , / , ' 0 * , 3 X , • I ' , 3 X , ' N B '  , 4 X , ' R E A L  R E S P O N S E ' ,  
1 3 X , ' I M A G .  R E S P O N S E ' , 5 X , ' P H A S E  A N G L E ' , 7 X , ' M A G N I T U D E ' I  
W R I T E ( 3 , 8 0 »  N C 0 L , N B , C R ( 1 ) , C I ( 1  » , S A N G , S M A G  
8 0  F O R M A T C  ' , I 4 , I 5 , 4 E 1 7 . 7 )  
6 0 1  C O N T I N U E  
C  T H E  R E A L  A N D  I M A G I N A R Y  P A R T S  O F  T H E  E Q U A L I Z E R  C H A R A C T E R I S T I C  
C  A R E  C O M P U T E D  A T  E A C H  F I N E  I N C R E M E N T .  T H E  P H A S E  A N G L E  C H A N G E  I S  
C  A S S U M E D  T O  B E  L E S S  T H A N  9 0  D E G R E E S .  I N  T H I S  W A Y  T H E  B R A N C H  
C  A M B I G U I T Y  O F  T H E  A T A N  I S  R E M O V E D .  T H E  E Q U A L I Z E R  C H A R A C T E R I S T I C  
C  M A G N I T U D E ,  S M A G ,  A N D  A N G L E ,  S A N G ,  A R E  C O M P U T E D .  
D O  2 7 6  1 = 2 , 8  
CR(  n=o .o  
c i (  n=o .o  
D O  2 0 4  I L = 1 , N  
C R ( I » = C R ( n  +  B ( I L ) * G * C 0 S ( I * Y ( I L ) / 1 6 .  )  
C I < I I = C I ( I I + B ( I L ) * G * S I N ( I * Y ( I L ) / 1 6 . )  
2 0 4  C O N T I N U E  
I F ( C R ( I - 1 ) )  2 0 6 , 2 0 5 , 2 0 6  
2 0 5  I F < C I ( I ) )  2 0 7 , 2 0 9 , 2 0 8  
2 0 7  I F ( C R ( i n  2 6 0 , 2 7 0 , 2 5 1  
2 0 8  I F ( C R ( I ) )  2 5 1 , 2 7 0 , 2 6 0  
206 IFiCKin 210,209,210 
2 0 9  I F ( C R ( i n  2 6 0 , 2 4 9 , 2 6 0  
2 1 C  I F ( C R ( I ) / C R ( I - l ) »  2 1 2 , 2 1 3 , 2 6 0  
2 1 2  I F ( C I ( n )  2 1 4 , 2 0 9 , 2 1 5  
2 1 4  I F ( C R ( I ) - C R ( I - 1 ) )  2 5 0 , 2 6 0 , 2 5 1  
2 1 3  I F ( C I ( n »  2 1 6 , 2 4 9 , 2 1 7  
2 1 6  I F ( C R ( I - 1 ) )  2 7 0 , 2 7 0 , 2 6 9  
2 1 7  I F ( C R ( I - i n  2 6 9 , 2 7 0 , 2 7 0  
2 1 5  I F ( C R ( n - C R ( I - i n  2 5 1 , 2 6 0 , 2 5 0  
2 4 9  S A N G = 0 . 0  
G O  T O  2 7 5  H  
2 5 0  N B = N B - 1  
G O  T O  2 6 0  
2 5 1  N B = N B + 1  
2 6 0  S A N G = A T A N ( C I ( I ) / C R ( I ) ) + N B * A 2  
G O  T O  2 7 5  
2 6 9  N B = N B - 1  
2 7 0  S A N G = A 1 + N B * A 2  
2 7 5  S M A G = S Q R T ( C R ( I ) * * 2 + C I ( I ) * * 2 )  
I F ( K S O L . N E . l )  G O  T O  6 0 2  
I F ( K C T . N E . O )  G O  T O  6 0 2  
W R I T E  ( 3 ,  8 0  J  I , N B , C R ( I » , C i m , S A N G , S M A G  
6 0 2  C O N T I N U E  
2 7 6  C O N T I N U E  
C  T H E  E I G H T H  F I N E  F R E Q U E N C Y  I N C R E M E N T  C H A R A C T E R I S T I C  D E F I N E S  T H E  
C  F I R S T  S U B - I N C R E M E N T  C H A R A C T E R I S T I C .  
C R ( 1 ) = C R ( 8 )  
C I < 1 ) = C I ( 8 )  
L 4 = l  
L T 0 G = 2  
00 176 I"2,NINC 
lT0G*lT0G+2 
I4"l4*l 
PMN*SANG 
C  C O M P U T A T I O N  O F  T H E  E Q U A L I Z E R  C H A R A C T E R I S T I C  R E A L  A N D  I M A G I N A R Y  
C  C O M P O N E N T S  A N D  T H E N  M A G N I T U D E  A N D  A N G L E  P R O C E E D S  A T  E A C H  S U B -
C  I N C R E M E N T  I N  F R E Q U E N C Y ,  A S  A B O V E .  
C R ( I I « 0 . 0  
cnii«o.o 
D O  1 0 4  I L - l f N  
C R ( I ) " C R ( I # + B ( I L ) * G * C 0 S ( I * Y ( I L ) / 2 . )  
C I ( I ) " C I ( l ) + B ( I L ) * G * S I N ( I * Y ( I L ; / 2 . *  
1 0 4  C O N T I N U E  
I F ( C R ( I - i ; *  1 0 6 , 1 0 5 , 1 0 6  
1 0 5  I F I C n n i  1 0 7 , 1 0 9 . 1 0 6  
1 0 7  I F ( C R ( I ) )  1 6 0 , 1 7 0 , 1 5 1  
1 0 8  I F ( C R n n  1 5 1 , 1 7 0 , 1 6 0  
106 iFicntn 110,109,110 
1 0 9  I F l C R d l l  1 6 0 , 1 4 9 , 1 6 0  
1 1 0  I F ( C R ( n / C R (  I - l )  »  1 1 2 , 1 1 3 , 1 6 0  
1 1 2  I F i C K I » !  1 1 4 , 1 0 9 , 1 1 5  
1 1 4  I F ( C R ( n - C R ( I - l ) )  1 5 0 , 1 6 0 , 1 5 1  
1 1 3  I F ( C n n i  1 1 6 , 1 4 9 , 1 1 7  
1 1 6  I F ( C R < I - 1 ) )  1 7 0 , 1 7 0 , 1 6 9  
1 1 7  I F ( C R ( ! - 1 » >  1 6 9 , 1 7 0 , 1 7 0  
1 1 5  I F ( C R * I ) - C R ( I - 1 ) )  1 5 1 , 1 6 0 , 1 5 0  
1 4 9  S A N G « 0 . 0  
G O  T O  1 7 5  
1 5 0  N B - N B - 1  
G O  T O  1 6 0  
1 5 1  N B « N B + 1  
1 6 0  S A N G * A T A N ( C I ( I ) / C R ( I ) ) + N B * A 2  
G O  T O  1 7 5  
1 6 9  N B « N B - 1  
1 7 0  S A N G = A 1 + N B * A 2  
1 7 5  S M A G « S Q R T ( C R ( I ) * * 2 + C I ( I ) * * 2 I  
I F ( K S O L . N E . l )  G O  T O  6 0 3  
IF(KCT.NE.O) GO TO 603 
WRITE(3t60) I,NB,CR(I),CI(I),SANG,SMAG 
603 CONTINUE 
I F ( L T 0 G . L T . 3 I  G O  T O  1 7 6  
L T 0 G = 0  
J 2 = ( I + . l ) / 2 .  
I F ( K S O L . E Q . O . O R . K C T . E O . l )  G O  T O  6 1 4  
C  T H E  E Q U A L I Z E R  D I F F E R E N T I A L  D E L A Y  I S  O B T A I N E D  ( F O R  P R I N T O U T  
C  O N L Y )  B Y  A  N U M E R I C A L  D I F F E R E N T I A T I O N  O F  I T S  P H A S E  S H I F T  F C N .  
E ( J 2 ) = ( S A N G - P R A N I * F I N C / ( 6 . 2 8 3 1 8 5 * F )  
C H ( J 2 ) = S M A G  
C A ( J 2 ) = S A N G  
C  E Q U A L I Z E D  C H A N N E L  P H A S E  S H I F T ,  H A <  ) ,  I S  C O M P U T E D  A T  E A C H  E V E N  
C  N U M B E R E D  S U B - I N C R E M E N T  F R E Q U E N C Y .  
614 HA(J2)=TH(J2)+SANG , 
IF(F.LT.200.I GO TO 177 > 
IF(L4.NE.4) GO TO 176 
L4=0 
C  E Q U A L I Z E D  C H A N N E L  A M P L I T U D E  R E S P O N S E ,  H M (  ) ,  A N D  T H E  E Q U A L I Z E D  
C  C H A N N E L  W E I G H T E D  E R R O R  A C C U M U L A T I O N ,  E R ,  A R E  C O M P U T E D  A T  E A C H  
C  F / 2  H Z  F R E Q U E N C Y  L O C A T I O N .  P  I N  T H E  E R R O R  E Q U A T I O N  I S  R E L A T E D  
C  T O  T H E  I D E A L  C H A N N E L  P H A S E  S L O P E  B E I N G  C O N S I D E R E D .  
1 7 7  H M ( J 2 ) = X ( J 2 » * S M A G  
E R = E R + ( ( H M ( J 2 ) * C 0 S ( H A ( J 2 ) ) - C 0 S ( P * J 2 I ) * * 2 + ( H M ( J 2 I * S I N ( H A ( J 2 ) ) - S I N ( P  
4 * J 2 ) ) * * 2 ) * W ( J 2 ) * 6 . 2 B 3 1 B 5 * F  
1 7 6  C O N T I N U E  
E R N R = S C N O R * S Q R T ( E R )  
E R N R P C = 1 0 0 . * E R N R  
I F ( K F I R . N E . O )  G O  T O  6 1 8  
E R 1 = E R  
K F I R = 1  
6 1 8  I F ( K C T . E Q . l )  G O  T O  6 1 3  
P H P T = P * N S L  
W R I T E ( 3 , 6 0 9 »  P , P H P T , E R , E R N R , E R N R P C  
6 0 9  F O R M A T ! ' 0 ' , '  P = • , F 8 . 4 , 5 X , ' P H P T = • , F 8 . 4 , 5 X , • E R = • , E l 1 . 5 , •  E R N R = ' , E 1 1  
1 . 5 , '  E R N R P C = ' , F 7 . 2 )  
I F ( K S O L . E Q . l )  G O  T O  6 1 0  
I F ( P . E O . O . O )  G O  T O  6 1 6  
C  I N  T H E  I N V E S T I G A T I O N  M O D E ,  I F  A  L O C A L  M I N I M U M  O F  E Q U A L I Z E D  
C  C H A N N E L  E R R O R  V S .  P  H A S  N O T  B E E N  L O C A T E D ,  T H E  V A L U E  O F  P  I S  
C  F U T H E R  R E D U C E D .  T H E  E N T I R E  E Q U A L I Z E R  T A P  G A I N  S O L U T I O N  A N D  
C  E R R O R  E V A L U A T I O N  I S  R E P E A T E D .  T H I S  P R O C E S S  I S  O M I T T E D  I N  T H E  
C  O P E R A T I O N A L  M O D E ,  W H E R E  P = R = S L O P E  F O R  A C C E P T A B L E  S U M P H E  I S  
C  T H E  O N L Y  V A L U E  U S E D .  
P = P / 1 . 0 2 5  
J I T = J I T + 1  
C  N O  M O R E  T H A N  4 0  I T E R A T I O N S  O N  P  A R E  P E R M I T T E D .  
I F ( J I T . G T . 4 0 )  G O  T O  6 1 9  
I F ( E R - P R E )  6 0 6 , 6 0 6 , 6 0 7  
6 0 6  P R E = E R  
K N = K N + 1  
G O  T O  6 0 4  
6 1 5  P R E = E R  
G O  T O  6 0 4  
6 0 7  I F ( K N . L E . l )  G O  T O  6 1 5  
6 1 9  I F ( ( P R E - E R l ) . L T . I O O . )  G O  T O  6 1 7  
P = R  
G O  T O  6 1 6  
C  W H E N  A  L O C A L  E R R O R  M I N I M U M  I S  A P P A R E N T  P  I S  R E S E T  T O  T H E  P R E -
C  V I O U S  V A L U E  O R  T O  T H E  V A L U E  O F  R ,  A B O V E .  
6 1 7  P = ( P * 1 . 0 2 5 * * 1 . 0 2 5  
C  A  S O L U T I O N  F O R  P  H A S  B E E N  F O U N D .  S E T T I N G  K S 0 L = 1  I N D I C A T E S  T H I S  
6 1 6  K S 0 L = 1  
C  T H E  N O N - E Q U A L I Z E D  C H A N N E L  E R R O R  C O R R E S P O N D I N G  T O  T H E  C H O S E N  
C  V A L U E  O F  P  I S  C O M P U T E D .  
E R I N = 0 . 0  
D O  6 0 8  K = L A M , L I M , L A M  
6 0 8  E R I N = E R I N + ( ( X ( K ) * C 0 S ( T H ( K ) ) - C 0 S ( P * K I ) * * 2 + ( X ( K ) * S I N ( T H ( K ) ) - S I N ( P * K )  
1 ) * * 2 ) * W ( K ) * 6 . 2 8 3 1 8 5 * F  
E I P N O R = S C N O R * S Q R T ( E R I N )  
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