For sparse exponent sequences ( k ) 1 ?1 , satisfying a suitable`separation condition' de ned by an auxiliary sequence , one has a`coe cient map' C giving (c k ) 1 ?1 =: c from observation of f = P 1 k=?1 c k e i k t on any arbitrarily small interval ? ; ]. In terms of , we estimate the norm of C : L 2 ? ; ] !`2, asymptotically as ! 0. In particular, for ( k ) 1 ?1 k p (p > 1) we get a bound which is exponential in (1= ) 1=(p?1) , generalizing an earlier result for the case p = 2.
provided the asymptotic density of is bounded by = .
In this paper, we consider sequences satisfying sparsity conditions of the form j k+m ? k j m (m = 1; 2; : : :) (1.4) for suitable = f m : m = 1; 2; : : :g. Noting that m= m ! 0 ensures that C ( ) is well de ned for all > 0, we then investigate the rapidity with which kC ( )k ! 1 as ! 0.
As a by-product of this analysis, we note that our estimates are uniform over the classes of exponent sequences = ( ) satisfying (1. for some g k 2 L 2 (? ; ). There is some arbitrariness in the determination of g k since (1.5) constitutes an extension of k from M M to all of L 2 (? ; ); this also gives an extensionC of C ( ) to L 2 (? ; ).
Since we are working with exponentials, it is then convenient to construct the Fourier transforms to obtain g k and we actually will work with the adjoint ofC ,
(1.6) to estimate 3 kC k kC k = kC k.
We will be able to treat conditions (1.4) for real sequences = f m : m = 1; 2; : : :g for which 0 < 1 2 : : : and
Note that this already implies that m= m ! 0 which precisely corresponds to the condition that have asymptotic density zero. Our paper falls into three parts:
First, considering a sequence satisfying (1.4) subject to (1.7), we will apply an impor- resulted in an estimate log kC k = O(1= ) which was there shown to be sharp (by an example due to Korevaar).
The Interpolation Family
Assume that satis es (1.7) and that = ( k ) 1 ?1 is in ( ), i.e., satis es the separation condition (1.4). With we associate the function given by so one has (2.5) as desired.
Selecting any 2 such that e ? is integrable, we take ! = + which is in by Lemma A.1; then, xing > 0, we let P( ) and Q = Q( ) be as in Theorem K-L. In terms of this P, we de ne the family of functions
(2.6) Our rst principal result of this section is the following.
THEOREM 2.2:
We have: (i) Each G k is an entire analytic function of exponential type ,
(ii) For j; k 2 Z Z we have G k ( j ) = j;k := f1 for j = k; 0 else g, Proof: The assertion (i) follows on combining Lemma 2.1 (for k ) and Theorem K-L with ! = + . As noted in Lemma 2.1, we have k ( j ) = j;k ; hence, since P(0) = 1, we have (ii). The estimate (2.7) is immediate from (2.5) combined with Theorem K-L (iii) so we have (iii).
Finally, to prove (iv) we assume, with no loss of generality, that j k and set Depending on the choice of ( ), this construction will determine the`constant' Q( ) of (2.7) as a function of > 0. Also depending on the choice of ( ), but now not on , we set Now consider the Gramian matrix G with entries hg j ; g k i. Since we continue to consider the ( xed) function f 2 M M as a nite sum, we may take G to be a nite matrix, considering only the indices k for which c k 6 = 0; thus there are no convergence problems but we seek estimates independent of this restricted index set. As a Gramian matrix, G is positive de nite so the`2-induced matrix norm kGk 2 is just the largest eigenvalue of G. Hence Proof: Deferred to the Appendix.
We can now state our revised form of Theorem K-L, including the estimate of Q( ).
THEOREM 3.2:
For any > 0, de ne P(z) by
cos(a j z) (z 2 C); (3.5) using the sequence (a j ) of Lemma 3. 
Examples
We now specialize our work to treat some particular cases more explicitly. In each case, we take ! = (1 + ") , i.e., := " . A principal point, here, is that the asymptotics of Q( ) as ! 0 are (almost) determined by the asymptotics of m as m ! 1. In the rst two examples, we also note the convenience of taking m = (m) for a suitable function ( ), giving an integral version of (2.1) for the asymptotically correct determination of ( ). where # := #("; p) = 2(1 + q) ( Using (1.7) and (i), we get (iv). Statement (v) is obvious. Finally, we provide the promised proof of Lemma 3.1.
