In this paper, we prove: Let A be a nonnegative primitive tensor with order m and dimension n. Then its primitive degree γ(A) ≤ (n − 1) 2 + 1, and the upper bound is sharp. This confirms a conjecture of Shao [7] .
Introduction
In [1] and [2] , Chang et al investigated the properties of the spectra of nonnegative tensors. They defined the irreducibility of tensors, and the primitivity of nonnegative tensors, and extended many important properties of primitive matrices to primitive tensors. Recently, as an application of the general tensor product defined by Shao [7] , Shao presented a simple characterization of the primitive tensors in terms of the zero pattern of the powers of A. He also proposed the following conjecture on the primitive degree. Conjecture 1.1. When m is fixed, then there exists some polynomial f (n) on n such that γ(A) ≤ f (n) for all nonnegative primitive tensors of order m and dimension n.
In this paper, we confirm the conjecture by proving the following theorem. 
Preliminaries
An order m dimension n tensor A = (a i 1 i 2 ···im ) 1≤i j ≤n (j=1,··· ,m) over the complex field C is a multidimensional array with all entries a i 1 i 2 ···im ∈ C (i 1 , · · · , i m ∈ [n] = {1, · · · , n}). The majorization matrix M(A) of the tensor A is defined as (M(A)) ij = a ij···j , (i, j ∈ [n]) by Pearson [4] .
Let A (and B) be an order m ≥ 2 (and k ≥ 1), dimension n tensor, respectively. Recently, Shao [7] defined a general product AB to be the following tensor D of order (m − 1)(k − 1) + 1 and dimension n:
The tensor product possesses a very useful property: the associative law ( [7] , Theorem 1.1). With the general product, Shao [7] proved some results on the primitivity and primitive degree f nonnegative tensor. The following result will be used in Definition 2.3. In [7] , Shao show the following results and define the primitive degree by using the properties of tensor product and the zero patterns. Now we prove the following necessary conditions for a tensor to be primitive firstly.
Proposition 2.7. Let A be a nonnegative primitive tensor with order m and dimension n, M(A) the majorization matrix of A. Then we have:
Proof. We prove the results via contradiction.
(i) To obtain a contradiction, we suppose that there exists some integer j ∈ [n] such that (M(A)) ij = 0 for every i ∈ [n]\{j}. By definitions of the tensor product and the majorization matrix, for any u ∈ [n]\{j}, we have (M(A)) uj = 0 and
hence, by induction on k, we conclude that
holds for any positive integer k and any
(ii) Suppose, to derive a contradiction, that there is at most one nonzero element in each of the following n sets
Now we will show that for any positive integer t, there is at most one nonzero element in each of the following n sets
We prove the above assertion by induction on t. Clearly, t = 1 is obvious. Assume that the assertion holds for t = k ≥ 1, that is, there is at most one nonzero element in each of the following n sets
by the assumption, there is at most one v ∈ [n] such that a vu j ···u j = (M(A)) vu j > 0, therefore we have prove the assertion. It follows that A is not a primitive tensor, this contradiction proves (ii).
Follows from the proof of Proposition 2.7, we know that
is useful and used repeatly. By Equation (2.1), it is easy to prove the following assertions.
Corollary 2.8. Let A be a nonnegative primitive tensor with order m and dimension n.
Then we have
Proposition 2.9. Let A be a nonnegative tensor with order m and dimension n, and let a be a positive integer. Then A is primitive if and only if A a is primitive.
Let A be a nonnegative primitive tensor with order m and dimension n, for any j = j 1 ∈ [n], by Proposition 2.7, there exists a sequence
Definition 2.10. Let A be a nonnegative tensor with order m and dimension n, if
Lemma 2.11. Let A be a nonnegative tensor with order m and dimension n. Suppose that t > 1 and
Proof. We prove the assertion by induction on t. Clearly, t = 2 is obvious. Assume that the result holds for
m−1 > 0, by assumption, thus the assertion holds for any integer t > 1. We are done.
Lemma 2.12. Let A be a nonnegative primitive tensor with order m and dimension n. Then there exist an integer j ∈ [n] and an integer
Proof. By Proposition 2.7, we may assume that j 1 → j 2 → · · · → j n+1 is a walk of length n of M(A). Since j k ∈ [n], 1 ≤ k ≤ n + 1, there exist at least two integers u and v such that 1 ≤ u < v ≤ n + 1 and j u = j v . It follows from Lemma 2.11 that (M(A v−u )) juju > 0. Case 1: There exist u, v such that (u, v) = (1, n + 1). Then v − u ≤ n − 1 and we are done by taking j = j u and l = v − u. Case 2: (u, v) = (1, n + 1). Then j 1 , j 2 , . . . , j n is a permutation of 1, 2, . . . , n and j n+1 = j 1 . By (ii) of Proposition 2.7, there exist an integer i ∈ [n] and two integers p = q such that 1 ≤ p, q ≤ n, (M(A)) pi > 0 and (M(A)) qi > 0. Take i = j t for some t ∈ [n], and assume that p = j s = j t+1 . Thus s ∈ [n], and t ≤ n − 1 when s = 1.
Subcase 2.1: p ∈ {j 1 , · · · , j t−1 }. Then 1 ≤ s ≤ t − 1 and
is a cycle of M(A) with length t + 1 − s ≤ n − 1. We take j = p and l = t + 1 − s. Subcase 2.2: p = j t . Then s = t and j t → p(= j s ) is a cycle of M(A) with length 1. We take j = j t and l = 1. Subcase 2.3: p ∈ {j t+2 , · · · , j n }. Then t + 2 ≤ s ≤ n and
is a cycle of M(A) and t + n − s + 1 = n − (s − t − 1) ≤ n − 1. In this case we take j = j 1 and l = n + t + 1 − s. This proves the lemma.
Remark 2.13. By the proof of Lemma 2.12, if
A is a nonnegative primitive tensor with order m and dimension n, then there exist an integer t with 1 ≤ t ≤ n − 1 and some integers
is a cycle of length t of M(A), and for any
Note that by (2.1), (ii) of Corollary 2.8 also holds when A is a nonnegative tensor with order m and dimension n. Therefore it makes sense to consider the primitive degree of some column of a tensor. 
Proof of the main results
In this section, we will prove Theorem 1.2. We first prove the following special case of the theorem.
Theorem 3.1. Let A be a nonnegative primitive tensor with order m and dimension n.
Suppose that there is an integer
we see that if u ∈ S k , then u ∈ S k+1 . Therefore by induction on k, we can obtain that
. . , S l , . . . eventually terminates. Let l be the smallest positive integer such that S l = S l+1 , by (2.1) for k = l, l + 1, we have
. Now by the above argumnets and the definition of l, we have
and thus 2 ≤ |S 1 | < |S 2 | < · · · < |S l | = n. It follows that l ≤ n − 1 and γ j (A) ≤ n − 1.
We also need the following lemmas.
Lemma 3.2. Let A be a nonnegative primitive tensor with order m and dimension n. Let 
Proof. It is obvious that s ≤ n − 1, and s ≥ 1 by Lemma 2.12. By Proposition 2.7, we have the following walk of length n − s of M(A) starting with j:
If there exists an integer w, 1 ≤ w ≤ n − s + 1 such that j w ∈ H, then (M(A w−1 )) jwj > 0 by Lemma 2.11, and we are done. Otherwise, we have
Since n − s + 1 + |H| = n + 1, so there exist two positive integers u and v such that 1 ≤ u < v ≤ n − s + 1, j u = j v , and j u → j u+1 → · · · → j v−1 → j v = j u is a cycle with length v − u ≤ n − s ≤ n − 1 of M(A). It follows that j u ∈ H, a contradiction. This proves the lemma.
Let Z(A) be the tensor obtained by replacing all the nonzero entries of A by one. Then Z(A) is called the zero-nonzero pattern (or simply the zero pattern) of A. Let a be a complex number, we define Z(a) = 1 if a = 0 and Z(a) = 0 if a = 0. Lemma 3.3. Let A be a nonnegative tensor with order m and dimension n such that a ii 2 
Proof. We show the result by induction on r. Clearly, r = 1 is obvious. Assume that the assertion holds for r = k ≥ 1, then for any i, j ∈ [n], 
