Both historic and currently operational chlorophyll algorithms of the satellite-borne ocean color sensors, such as SeaWiFS, were evaluated for in situ spectral radiation and chlorophyll data in some Case I waters, including the waters in the Indian Ocean sector of the Southern Ocean. Chlorophyll a concentration of the data set (n = 73) ranged from 0.04 to 1.01 mg m -3 . The algorithms had higher accuracy for the lowand mid-latitude waters (RMSE: 0.163-0.253), specifically the most recently developed algorithms of OCTS and SeaWiFS showed 0.163 and 0.170 of Root Mean Square Errors, respectively. However, these algorithms had large errors (0.422-0.621) for the Southern Ocean data set and underestimated the surface chlorophyll by more than a factor of 2.6. The absorption coefficients in the blue spectral region retrieved from remote sensing reflectance varied in a nonlinear manner with chlorophyll a concentration, and the value in the Southern Ocean was significantly lower than that in the low-and mid-latitude waters for each chlorophyll a concentration. The underestimation of chlorophyll a concentration in the Southern Ocean with these algorithms was caused by the lower specific absorption coefficient in the region compared with the low-and mid-latitude waters under the same chlorophyll a concentration. 1992). A decade after the end of the CZCS mission, the second such sensor, the Ocean Color and Temperature Scanner (OCTS) on the ADEOS platform, was launched in 1996 by NASDA and collected high-resolution imagery during its ten months of operation. Moreover, the Seaviewing Wide Field-of-view Sensor (SeaWiFS) on the Orbview-2 platform was successfully launched in August 1997. The new sensors have more visible bands and two NIR bands to avoid the limitation of CZCS (Hooker et al., 1993) . Therefore, atmospheric correction has made progress in terms of accuracy (Gordon and Wang, 1994) and the effects of accessory pigments (Sathyendranath et al., 1994) , and colored dissolved organic matter (CDOM) (Aiken et al., 1992; DeGrandpre et al., 1996) can be also considered. This means that ocean color, which is a spectrum of the water leaving upwelling radiance or reflectance at the sea surface (Hovis et al., 1980) , and pigment concentration can be observed from space with increasingly high precision.
Introduction
Ocean color remote sensing has developed as a procedure to estimate pigment concentration of phytoplankton in the ocean for clarification of the global carbon cycle. The possibility of using ocean color remote sensing was mentioned by Clarke et al. (1970) and confirmed by airplane experiments conducted by NASA. After the experiments, in 1978, the first satellite-borne ocean color sensor, Coastal Zone Color Scanner (CZCS) which had only four visible bands, was launched on the Nimbus-7. Although the design was limited, the CZCS provided high quality imagery until 1986 (Hooker et al., In-water algorithms to derive chlorophyll a and pigments (chlorophyll a + pheopigment) have also developed with the progress of the ocean color sensors. The most frequently utilized in-water algorithms are represented empirically using bio-optical relationships between the ratio of radiance at two or three different wavelengths and phytoplankton pigment concentration. Clarke et al. (1970) proposed this concept, and Morel and Prieur (1977) illustrated the relationship in their figure. Gordon and Clark (1980) developed some in-water algorithms with the development of the CZCS. A bio-optical relationship given by was widely applied as a standard algorithm in processing the global CZCS data set. After the CZCS mission, a number of improved algorithms were developed for the CZCS and new sensors (e.g. Morel, 1988; Sathyendranath et al., 1989; Müller-Karger et al., 1990; Aiken et al., 1992 Aiken et al., , 1995 Mitchell, 1992; Kishino et al., 1998) . Most of these algorithms, however, were based on data of limited geographic distribution. In particular, the standard algorithm of the CZCS was derived from the Nimbus Experiment Team (NET) data set (Acker, 1994) which contains radiance and chlorophyll data observed only around North America.
The radiance spectrum at the sea surface used in an in-water algorithm depends on the radiance reflectance, which is related to inherent optical properties such as the absorption and scattering coefficients (Gordon et al., 1988) . For Case I water (Morel and Prieur, 1977) , the optical property depends on only the absorption coefficient of phytoplankton and its degradaion products. However, the chlorophyll a specific absorption coefficient varies significantly with regions and seasons (Mitchell and Kiefer, 1988; Garver et al., 1994; Allai et al., 1997; Garver and Siegel, 1997) and the variation affects spectral radiance. Despite the variability, the suitability of these algorithms has not been evaluated sufficiently. Therefore the algorithms developed using regionally limited data cause error in estimating global chlorophyll a distribution. For example the CZCS standard algorithm underestimated chlorophyll a concentration in the Southern Ocean (Arrigo et al., 1994) , and it was postulated that the phytoplankton had manifested some sort of pigment package effect (Mitchell and Holm-Hansen, 1991) .
Any utilization of historic (CZCS and OCTS), current (SeaWiFS) and future sensors (e.g. Moderate-Resolution Imaging Spectrometer (MODIS) and Global Imager (GLI)) for the estimation of chlorophyll a and productivity in the ocean requires a knowledge of bio-optical properties and algorithms, both regionally and seasonally. The data sets corresponding to new sensors, however, are limited because they use different wavelengths from the CZCS (Aiken et al., 1995) . In particular, the bio-optical data obtained from the Southern Ocean are limited due to the difficulty of access (Mitchell, 1992) , but such data are required to improve the precision of the bio-optical algorithm and to understand the mechanisms underlying regional differences (Mitchell and Holm-Hansen, 1991) .
In this paper we report the results of an evaluation of historic and currently used algorithms for our in situ spectral radiation and chlorophyll data in some Case I waters, including the Southern Ocean. For a more theoretical interpretation of the difference in the algorithm between the low-and mid-latitude waters and the Southern Ocean, we also present the difference in chlorophyll a specific absorption coefficient between both waters using a reflectance model, and we discuss their effects on the bio-optical algorithms.
Materials and Methods

Sampling location
Spectral radiation and chlorophyll data for this study were collected in the Arabian Sea, Indian Ocean, Japan Sea, Southern Ocean and the Pacific Ocean, during the cruises of T/V Umitaka-Maru III or Shinyo-Maru of Tokyo University of Fisheries, and the 38th Japanese Antarctic Research Expedition (JARE) on board the icebreaker Shirase (Fig. 1) *Spectral radiation data at one station was removed from the data set for optical analysis due to effect of squall or shipshadow.
of bio-optical stations for all observed locations are listed in Table 1 . Bio-optical measurement was carried out at 73 stations.
Profiling of spectral radiation
Downwelling irradiance (E d ) and upwelling radiance (L u ) were measured with an underwater spectroradiometer, MER-2020A or MER-2040 or PRR-600 (Biospherical Instruments) (Table 1) . Although the technical specifications of the spectroradiometers were slightly different from each other, they were compatible with the OCTS and/or SeaWiFS and some channels will be used for future ocean color sensors (Table 2) . Data from the sensors were stored on an internal memory (MER-2020A) or transmitted to a computer on deck (MER-2040 and PRR-600). The instruments were deployed from the sunny side to avoid any ship-shading effect, and measured spectral radiation up to 150 m depth.
Chlorophyll a and pheopigments
Seawater samples for the measurement of chlorophyll a standing stock of phytoplankton were collected using Van Dorn bottles or a Rossete multi water sampler equipped with an OCTOPUS system (OCTO-Parameter Underwater Sensor; Ishimaru et al., 1984) at several depths from the sea surface to 150 m.
For the determination of phytoplankton chlorophyll a and pheopigments, between 200 and 500 ml of water sample was filtered onto a glass fiber filter (Whatman GF/F, ø25 mm). The filter was immediately soaked in N,N-dimethylformamide (DMF) and pigments were extracted in the dark (Suzuki and Ishimaru, 1990) . The concentration of chlorophyll a was determined fluorometrically with a Turner Designs 10-005R fluorometer within a few days after the extraction (Parsons et al., 1984) . The fluorometer was calibrated with a spectrophotometer using pure chlorophyll a (SIGMA) and the concentration of a standard solution was calculated using the value of chlorophyll a specific absorption coefficient in DMF (Porra et al., 1989) .
Optical data processing and algorithms
E d (λ) and L u (λ) were averaged every 1 m. Values of E d (λ) and L u (λ) at just below the sea surface, E d (λ, 0-) and L u (λ, 0-), were defined as coefficients fitting the data between 0 and 10 m according to the following equations :
and
where λ is wavelength, z is depth, K d is diffuse attenuation coefficient of downwelling irradiance, and K u is diffuse attenuation coefficient of upwelling radiance. Water leaving radiance (Austin, 1974) , L w (λ), was calculated from:
where t is surface transmittance from sea to air, and n w is refractive index of sea water. t and n w are approximately 0.98 and 1.341 (Austin, 1974) , respectively, and they are relatively independent of wavelength (Gordon and Morel, 1983) . The normalized water leaving radiance used for the analysis of algorithms presented here, L wn (λ), is defined as follows:
where F o (λ) is the mean extraterrestrial solar irradiance (Neckel and Labs, 1984) , and E ds (λ) is incident irradiance at the sea surface. The value of F o (λ) was averaged over bandwidths of 10 nm, which is sufficient in this study since the bandwidths of the spectroradiometer are approximately 10 nm (Mobley, 1994) . The remote sensing reflectance used in the test of SeaWiFS algorithm and reflectance model, R rs (λ), can be written
The algorithms evaluated in this study were five empirical bio-optical relationships and their equations are as follows: . , and
where C and P are chlorophyll a and pheopigments concentration (mg m -3 ) at the sea surface, and R = log 10 [R rs (490)/R rs (555)]. Equation (6) is the standard algorithm of the CZCS for [C + P] < 1.5 (mg m -3 ) , and Eq. (7) is Clark's improved algorithm for the CZCS, which avoids the switch of the coefficients in Eq. (6) at 1.5 (mg m -3 ) (Müller-Karger et al., 1990) . Equation (8) is the OCTS standard chlorophyll a algorithm version 1.0 (Kishino et al., 1998) . Equation (9) is the SeaWiFS algorithm, updated in 1998 . Equation (10) is one of the algorithms developed by Mitchell (1992) for the waters in the Antarctic Ocean. Here we have assumed that the wavelengths 550 nm in Eqs. (6) and (7), 441 and 560 nm in Eq. (10) are equal to 555, 443, and 565 nm, respectively.
Semi-analytic model
The semi-analytic model developed by Carder et al. (1999) was used for calculating absorption coefficients. The model is an algorithm based on the following equation:
where f is an empirical factor, Q(λ) is the upwelling irradiance to radiance ratio, and t and n w are as described in the previous section. The ratio f/Q(λ) is relatively independent of wavelength, λ, and solar zenith angle (Gordon et al., 1988; Morel and Gentili, 1993) . b b (λ) is the total backscattering coefficient, a(λ) is the total absorption coefficient. The a(λ) and b b (λ) terms were expanded as
where the subscripts w, p, ph, d, and g refer to water, particles, phytoplankton, detritus, and gelbstoff (also called colored dissolved organic matter, CDOM). b bw (λ) and a w (λ) are constant and their values were taken from Smith and Baker (1981) for b bw (λ) and Pope and Fry (1997) for a w (λ). Carder et al. (1999) represented the shapes of the b bp (λ), the a ph (λ), and the a d (λ) + a g (λ) spectra as functions of R rs (λ) at three wavelengths (443, 490 and 555 nm), a ph (675), and a d (400) + a g (400), respectively. a ph (675) and a d (400) + a g (400) were computed using spectral ratios of R rs (λ) at three wavelengths (412, 443, and 555 nm) which allow one to cancel the ratio, f·t 2 /Q(λ)·n w 2 in Eq. (11). The a ph (λ) can be calculated by inserting the computed a ph (675) value into the function representing the a ph (λ) spectrum. In this paper, however, a(λ) was calculated by Eq. (11) using the values f/Q(λ) = 0.0949 (Gordon et al., 1988) , t = 0.98, and n w = 1.341 (Austin, 1974) to remove the error caused by approximation of the a ph (λ) spectrum. The a ph (λ) was then calculated by Eq. (13). The algorithm code introduced in Carder et al. (1999) was used for the computation of a d (400) + a g (400).
Evaluation of algorithm
Root-mean-square error (RMSE) was computed as an index by which to evaluate algorithm performance (O'Reilly et al., 1998; Carder et al., 1999) . The RMSE is defined as follows: where Mod is the modeled value, Obs is observed (in situ) data and n is the number of data.
The symbols that are used in this paper are listed in Table 3 .
Results
Chlorophyll a data
Frequency distributions of latitude, chlorophyll a concentration (C), and concentration of chlorophyll a + pheopigments ([C + P]) in our data set are shown in Fig.  2 . Although stations were somewhat concentrated on the latitude from 60°S to 70°S (23 stations), the observed stations were scattered over a vast geographical region from 50°N to 70°S and a ratio of the number of data in the Southern Ocean to those in the low-and mid-latitude waters was 30:43. The C and [C + P] ranged over two orders of magnitude in the low range from 0.04 to 1.01 and from 0.04 to 1.17, respectively. The mean value of chlorophyll a concentration for all stations was 0.27 mg m -3 . The Southern Ocean means of C and [C + P] (0.33 and 0.38 mg m -3 ) were greater than those in the low-and mid-latitude waters (0.22 and 0.25). Although the results in the Southern Ocean described below are mentioned separately from the low-and mid-latitude waters, the difference in the means of C and [C + P] are not statistically significant.
Spectral adjustments for L w (λ) and E ds (λ)
Wavelength constructions of spectroradiometers used in this study were different from each other ( Table 2 ). The MER-2020A is not equipped with a channel at 520 nm, while the PRR-600 has no channels at 510 nm and 555 nm. Because the bandwidth of these channels was 10 nm, differences of wavelengths between 510 and 520 nm, 555 and 565 nm, were considered to be non-negligible for algorithms and a correction between wavelengths for L w (λ) and E ds (λ) was required. The relationships between both channels were calculated with least square fitting for possible L w (λ) and E ds (λ) data, measured with MER-2040 for 510 to 520 nm adjustment (n = 27) and with MER-2020A and MER-2040 for 555 to 565 nm adjustment (n = 62) ( Table 1) . That gave linear relationships (Fig. 3) with a strong correlation of more than R 2 = 0.98 as follows:
E ds (520) = 0.9852 × E ds (510) -0.9937, (n = 27; R 2 = 0.999),
and E ds (565) = 1.0209 × E ds (555) -2.4979, (n = 62; R 2 = 0.996).
Although the optical data from some regions were used for the adjustments, these spectral relationships were significant (p < 0.0001). Therefore, the results will be useful within the range of the chlorophyll a concentration in this study to compare the ocean color sensors that have different spectral specifications. 
Evaluation of historic and currently operated algorithms
The distribution of the bio-optical data set was identified by plotting, the relationships between R rs (490)/ R rs (555) ratio and chlorophyll a concentration for the data set (n = 71) and for each sampling location (Fig. 4) . Although the ratio R rs (490)/R rs (555) is used in the SeaWiFS standard algorithm, a widely applied formulation, such as Eq. (6), is used for regression for all data as a reference, and represented by following equation:
with a low correlation (R 2 = 0.465). The R rs (490)/R rs (555) ratios were widely scattered and the subsets in the polar region and the others were distributed symmetrically with respect to the regression line.
Scatter plots of band ratio vs. C adopted in the historic and currently operated algorithms and the bio-optical relationship (solid line) represented by from Eq. (6) to (10) are shown in Fig. 5 . Regression lines were calculated separately for low-and mid-latitude waters and Southern Ocean using the CZCS-type formulation:
These are also shown in Fig. 5 . Root Mean Square Errors (RMSE) produced by Eq. (6) to (10) and regression coefficients for the low-and mid-latitude waters, the Southern Ocean including the JARE data, and for the all data are summarized in Tables 4 and 5 , respectively. The lines of the CZCS, Clark's, OCTS and SeaWiFS algorithms were close to the regression lines for the lowand mid-latitude waters (short dashed line). These algorithms showed a relatively high accuracy for the low-and mid-latitude waters in comparison with the Southern Ocean, and their RMSE ranged from 0.170 to 0.253. Only the OCTS and SeaWiFS algorithm satisfied the criteria of RMSE (<0.185) reported by O'Reilly et al. (1998) . However, these algorithms yielded a large error (0.422-0.621) and underestimated the surface C and [C + P] by a factor of more than 2.6 for the Southern Ocean data set. The underestimation appeared in the significantly large value of the regression coefficient, a, in the Southern Ocean (Table 5 ). Even if the regression for the entire data set was used, which had low coefficient of determination R 2 (0.465-0.618), the data distribution was inherently symmetric with respect to the regression line and the problem cannot be resolved. Mitchell's algorithm (Mitchell, 1992) , which was developed using the bio-optical data from cruises to the Antarctic Peninsula, gave a better re- 
Absorption coefficient
In order to confirm and to lead to a more obvious relationship between the difference of the bio-optical algorithms and absorption coefficient for our data set, we calculated the absorption coefficient from the remotesensing reflectance, R rs , based on the semi-analytic model reported by Carder et al. (1999) . Relationships between absorption coefficients at four wavelengths and chlorophyll a concentration are shown in Figs. 6, 7 and 8. The negative values of absorption calculated from the model were removed from the plots. The variation of the absorption coefficients were represented in a nonlinear manner with chlorophyll a concentration, C, as well as the report of Bricaud et al. (1998) , which is a power function:
where absorption is
, and a ph (λ). For example, the approximations with least square fits at 443 nm for the low-and mid-latitude waters and the Southern Ocean were as follows: Other results of the least square fitting, A and B, are listed in Table 6 . (Fig. 6) , which represents the total absorption coefficient with the effect of pure water itself removed, in the blue visible region (412, 443, 490 nm) in the Southern Ocean, was significantly lower than the low-and mid-latitude waters for the same value of C. In particular, the difference at 412 nm was significant (more than 2-fold), as shown in the value of A (Table 6 ). The a ph (555) + a d (555) + a g (555) value was almost constant in the low-and mid-latitude waters, and increased slightly with C in the Southern Ocean.
The sum of absorption coefficients due to detritus and gelbstoff, a d (λ) + a g (λ) (Fig. 7) , was independent of C in the Southern Ocean. In the low-and mid-latitude waters, however, it co-varied obviously with the concentration at 412, 443, and 490 nm. a d (λ) + a g (λ) at 555 nm was constant and low over the region studied. a ph (λ) (Fig. 8) at the wavelengths of 412, 443, and 490 nm in both regions increase with C. The regression lines at 412 and 443 nm of the Southern Ocean were almost linear with C, as shown in the value of B ≅ 1 for Eq. (21) ( Table 6 ). The difference of a ph (λ) at these wavelength between the Southern Ocean and the low-and midlatitude waters seems to be smaller than that of a d (λ) + a g (λ). Although the variation of a ph (555) in the Southern Ocean was large, it is somewhat dependent on C as well as the a ph (555) + a d (555) + a g (555). a ph (555) values in the low-and mid-latitude waters were almost constant. Table 5 . Results of the regression of the relationships between ratio of normalized water leaving radiance or remote sensing reflectance at two or three wavelengths and the chlorophyll a concentration illustrated in Fig. 5 . Fig. 6 . Variations of the absorption coefficients a ph (λ) + a d (λ) + a g (λ) at 412, 443, 490 and 555 nm retrieved from remote sensing reflectance, R rs , as a function of the chlorophyll a concentration for the low-and mid-latitude waters (᭹) and the Southern Ocean data (᭺). The curves represent the power function fitted to the data, and the fitting results were shown in Table 6 . Fig. 8 . As Fig. 6 , but for a ph (λ). 
Discussion
The bio-optical data used in this study were obtained from oceanic regions which are considered to be typical Case I waters. The mean value of chlorophyll a concentration for all stations, 0.27 mg m -3 , was similar to the value in the SeaBAM (SeaWiFS Bio-optical Algorithm Mini-Workshop) data set of NASA (O'Reilly et al., 1998) . Furthermore, the mean value of C in the Southern Ocean data set (0.33 mg m -3 ) was slightly less than the value in the eastern Indian sector of the Southern Ocean (0.38 mg m -3 ) reported by Fukuchi (1980) . According to the classification of trophic level in the world ocean suggested by Antoine et al. (1996) , it was considered that our data set corresponded to oligotrophic and mesotrophic water. Furthermore, Antoine et al. (1996) also reported that eutrophic water comprised only 2.4% of the world ocean, and Fukuchi (1980) reported a similar percentage of chlorophyll a concentrations (2%) greater than 2 mg m -3 in the Southern Ocean. Although the number of our data was limited, it may be possible to evaluate the oligotrophic and mesotrophic Case I waters from low to high latitude. Case I water is elementary to deal with optically (Morel and Prieur, 1977; Gordon and Morel, 1983) . However, the bio-optical relationship in the Southern Ocean was different from the low-and mid-latitude waters (Figs. 4 and 5) . The trend of the distribution was similar to the results illustrated by Mitchell and Holm-Hansen (1991) and Mitchell (1992) , and indicated the difficulty of dealing with bio-optical data in the Southern Ocean and lowand mid-latitude waters as a data set having the same characteristics. Moreover, it was suggested that any biooptical relationships based on the data sets of low-and mid-latitude waters are not suitable for application to the Southern Ocean. Although Mitchell (1992) and Arrigo et al. (1994) reported the underestimation of pigment concentrations by the standard algorithm for the CZCS, our result suggests that this propensity holds not only for the CZCS algorithm but also for the other band ratio algorithms developed using data in the low-and mid-latitude waters. The underestimation cannot be avoided due to the parallel distribution (Fig. 5 ) of the Southern Ocean data to lines of the four algorithms (CZCS, Clark's, OCTS and SeaWiFS). Even if the improved algorithms for all data were applied, they estimate an incorrect value of chlorophyll a concentration in both waters (RMSE: 0.298-0.442). Mitchell (1992) hypothesized that a lower pigmentspecific absorption coefficient, a*(λ) (m 2 mg chl -1 ), holds in the polar region compared with low-and mid-latitude waters, due to significant packaging effect (Mitchell and Holm-Hansen, 1991; Brody et al., 1992; Sosik et al., 1992) . This and a low detrital concentration, were the source of the underestimation of surface chlorophyll a concentration in the Southern Ocean. The region we surveyed was different from the area studied by the above authors, which was concentrated in the relatively coastal water off the Antarctic Peninsula. However, our results also demonstrated a similar difference in the bio-optical relationships and the underestimation using the historic and currently operated algorithms (Fig. 5) . Furthermore, the trends were attributed to low absorption coefficients of detritus or gelbstoff and lower chlorophyll a specific absorption coefficient of phytoplankton in the Southern Ocean compared with the low-and mid-latitude waters (Figs. 6, 7 and 8) . Because the values were arrived at semianalytically by using the reflectance model, it is a more analytical demonstration that the regional difference in absorption coefficients has an important effect on biooptical algorithms, such as underestimating the chlorophyll a concentration in the Southern Ocean.
The absorption coefficients, especially a ph (λ) + a d (λ) + a g (λ), varied in a nonlinear manner with chlorophyll a concentration, and power function, Eq. (21), are appropriate to represent these variations, as observed in the results by Bricaud et al. (1995) and Bricaud et al. (1998) . a ph (443) + a d (443) + a g (443) in the Southern Ocean was lower than the value in the low-and mid-latitude waters (Fig. 6) , as already mentioned. However, the fitting results for the Southern Ocean (Eq. (23)) were almost same as the result, of Bricaud et al. (1998) Although the constant A (0.1066) in Eq. (22) was approximately twice as great as the results of Bricaud et al. (1998), Eq. (22) was close to the relationship in the Case I waters reported by Morel (1988) :
where K w is the diffuse attenuation coefficient of pure
, where b bp (λ) is a backscattering coefficient, (443) between the low-and mid-latitude waters and the Southern Ocean (Fig. 8 ) was also one of the factors underlying the difference between the results in Eqs. (22) and (23). While at 555 nm, the constancy of the value of absorption coefficients in the low-and mid-latitude waters coincided with the trend of Bricaud et al. (1995) , which is revealed in the constants A and B of Eq. (21) close to 0 in the green part of the spectrum. In the Southern Ocean, a ph (555) had a little dependence on C using the power function. However, the values of a ph (555) were widely scattered with C. If linear relationships between absorption at 555 nm and C were used, they were not significant. Therefore, the difference of the chlorophyll algorithms using the 555 nm band depends almost entirely on the difference of absorption in the blue part of the spectrum.
The nonlinear relationships, which represent the decrease of specific absorption coefficient with increasing chlorophyll a concentration (Stambler et al., 1997) , suggest that the low specific absorption coefficient will not be observed in the overall chlorophyll range of the Southern Ocean. In other words, high values are expected in the low chlorophyll a concentration regions. Therefore, the cause of the underestimation of the chlorophyll a concentration in the Southern Ocean with bio-optical algorithms could be caused by the low specific absorption coefficient in the region compared with the low-and midlatitude waters under the same chlorophyll a concentration.
The data in this study are consistent with the use of historic and current bio-optical algorithms for the lowand mid-latitude Case I waters. However, those models could not be used for the data from the Southern Ocean. The SeaWiFS (490/555) algorithm is statistically superior to any other two-band-ratio algorithm (O'Reilly et al., 1998) , and this is supported by the evidence that the 490 nm wavelength is less affected by accessory pigment and CDOM absorption than any other band in the blue (Aiken et al., 1995) . However, it was still not possible to avoid the underestimation in the Southern Ocean. The difference between the low-and mid-latitude waters and the Southern Ocean is essentially attributed to the difference of absorption characteristics in the blue spectral region. Thus, an algorithm using a blue-green band ratio may not cancel the difference. To avoid the underestimation, one requires another set of coefficients in the algorithms, suitable for the Southern Ocean, such as those of Mitchell (1992) . However, switching the coefficients induces a discontinuity on the satellite chlorophyll maps (Denman and Abbott, 1988) .
Therefore the coefficients of the algorithms should be switched smoothly between the low-and mid-latitude water and the Southern Ocean. The algorithm will probably have three dimension, chlorophyll a, band ratio, and any other parameters which can predict a*(λ). a*(λ) cannot be used as a third dimension because it needs the value of chlorophyll a concentration. We will have to find a parameter that is independent of chlorophyll a concentration for accurate estimation in the Southern Ocean from satellite ocean color sensors.
