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Twisted Orthogonality Relations For Certain
Z/mZ -graded Algebras
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Abstract
In this paper we will study the notion of a Frobenius ⋆-algebra and
prove some orthogonality relations for the irreducible characters of a
Frobenius ⋆-algebra. Then we will study Z/mZ-graded Frobenius ⋆-
algebras and prove some twisted orthogonality relations for them.
Introduction
The goal of this paper is to define twisted characters for a special class of Z/mZ-
graded Frobenius algebras and prove some orthogonality relations for them.
We begin by recalling the notion of a Frobenius algebra and a symmetric
Frobenius algebra. In this paper we will only deal with symmetric Frobenius al-
gebras. Further we will give a description of the centre of a symmetric Frobenius
algebra and recall some orthogonality relations for their irreducible characters.
All of these results are found in [Fo].
In section 2 we define a Frobenius ⋆-algebra. We will prove that Frobenius
⋆-algebras are semisimple and derive some orthogonality relations for their irre-
ducible characters. An example of a Frobenius ⋆-algebra is the group ring C[G]
of a finite group G. Another example is that of a (complexified) based ring,
which is discussed in [Lu].
In section 3 we will recall the notion of group graded rings and group graded
modules over a group graded ring. Further we state some results about Clifford
theory for group graded rings without proof. We refer to [Da] for more details.
In section 4 we define the notion of a twisted character for a Z/mZ-graded
Frobenius ⋆-algebra and by applying the results from sections 2 and 3 we obtain
some orthogonality relations for twisted characters of a Z/mZ-graded symmetric
Frobenius ⋆-algebra.
Let us describe an example of twisted characters and orthogonality relations.
Let G be a finite group and σ be a automorphism of G of order m. Therefore
we get an action of Z/mZ on G and on Irr(G) (= set of all irreducible represen-
tations of G over C upto isomorphism). Then C[G⋊Z/mZ] is a Z/mZ-graded
Frobenius ⋆-algebra. If ρ ∈ Irr(G)Z/mZ, then we can extend ρ to a representa-
tion ρ˜ of G ⋊ Z/mZ. In this case the twisted character χ˜ρ of G corresponding
to ρ is χ˜ρ(g) := χρ˜(g, σ). Then the results of this paper imply that the set
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of twisted characters {χ˜ρ : ρ ∈ Irr(G)
Z/mZ} forms an orthogonal basis for the
space of σ-twisted class functions on G.
The twisted orthogonality relations are used by G. Lusztig in his theory of
character sheaves for reductive groups over a finite field. Orthogonality relations
for twisted characters of the Grothendieck algebras of Z/mZ-graded categories
was proved by T. Deshpande. For more details see [De].
1 Frobenius Algebra
Now we begin by recalling the definition of a Frobenius algebra and some of its
properties.
Definition 1.1. A Frobenius algebra A is a finite dimensional, unital, asso-
ciative C-algebra equipped with a linear functional λ : A → C such that the
bilinear form on A defined by (a, b) = λ(ab) is nondegenerate. Moreover if
λ(ab) = λ(ba), ∀ a, b ∈ A, then A is called as symmetric Frobenius algebra.
• A linear functional λ on an algebra A is said to be a nondegenerate if the
bilinear form on A defined by (a, b) = λ(ab) is nondegenerate.
• To make connection more explicit, we say that the pair (A,λ) is a Frobenius
algebra, if λ is a nondegenerate linear functional on A.
As A is finite dimensional, A∗=HomC(A,C) is an (A, A)-bimodule, where
for a ∈A and γ ∈ A∗ we define{
(a.γ)(x) = γ(xa)
(γ.a)(x) = γ(ax)
∀ x ∈ A
There is an equivalent definition of a Frobenius algebra: A Frobenius algebra
A is a finite-dimensional, unital, associative C-algebra equipped with a left A-
module isomorphism φ:A→ A∗. In this case it is denoted by the pair (A,φ).
The equivalence between the two definitions is given by:
(A, λ)  φ(a) = λ(− · a)
(A, φ)  λ(x) = φ(1)(x).
• (A,φ) is a symmetric Frobenius algebra if and only if φ is a (A,A) bimodule
isomorphism between A and A∗.
• If ((ai), (bi)) is an ordered pair of bases for A such that φ(bi)(aj) = δij , then
we say that the bases (ai), (bi) are φ-dual. If (ai) is a basis of (A,φ), then there
exists a second basis (bi) of (A,φ) such that (ai), (bi) are φ-dual.
Lemma 1.2. Let (ai), (bi) be φ-dual bases for a Frobenius algebra (A, φ), and
let γ ∈ A∗. Then
φ−1(γ) =
∑
i
γ(ai)bi.
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Definition 1.3. A linear functional γ on an algebra A is said to be a class
functional if γ(ab) = γ(ba) ∀ a, b ∈ A and cf(A) denotes the set of class
functionals on A.
Lemma 1.4. Suppose (A,φ) is a symmetric Frobenius algebra then
φ−1(cf(A)) = Z(A) (= centre of A).
Proof. As (A,φ) is a symmetric Frobenius algebra, φ is a (A,A) bimodule iso-
morphism between A and A∗. We have
γ ∈ cf(A)
⇔ γ(xy) = γ(yx), ∀ x, y ∈ A
⇔ (γ · x)(y) = (x · γ)(y), ∀ x, y ∈ A
⇔ γ · x = x · γ, ∀ x ∈ A
⇔ φ−1(γ · x) = φ−1(x · γ), ∀ x ∈ A
⇔ φ−1(γ) · x = x · φ−1(γ), ∀ x ∈ A
⇔ φ−1(γ) ∈ Z(A).
Hence, φ−1
(
cf(A)
)
= Z(A). This proves the lemma. 
1.1 Orthogonality relations for a Frobenius algebra
Let (A,φ) be a Frobenius algebra,M a simple left A-module, and let AM = {a ∈
A : am = 0, ∀ m ∈M}. Then AM is two sided ideal of A, the annihilator of
M and AM is a maximal two-sided ideal of A. If L is a left A-module, SocM (L)
will denote the M -socle of L, i.e., the sum of all submodules of L isomorphic
to M . We say that L is M -homogeneous if SocM (L) = L. Also note that L
is M -homogeneous if and only if AML = 0.
Let γ ∈ A∗ such that γ(AM )=0 then we say that γ belongs to M . If γ
belongs to M then a.γ and γ.a also belong to M , ∀ a ∈ A.
We say that χ ∈ A∗ is an A-character if χ is a character of a finite
dimensional left A-module.
Now onwards in this section A denotes a Frobenius algebra (A,φ).
Lemma 1.5. Let M be a simple A-module, and assume γ belongs to M . Set
γ∗ = φ−1(γ). Then AMγ
∗ = 0. In particular, if N is any left A-module, then
Aγ∗N is M -homogeneous.
Proof. If b ∈ AM then bγ = 0 ( ∵ (bγ)(A) = γ(Ab) ⊆ γ(AM ) = 0). Therefore
bγ∗ = φ−1(bγ) = 0, b ∈ AM , and so AMγ
∗ = 0. For N a left A -module,
AM (Aγ
∗N) = AMγ
∗N = 0, so Aγ∗N is M -homogeneous. 
Theorem 1.6. (Orthogonality relations). Let M and N be simple left A-
modules, and assume γ, µ belong to M,N respectively, where γ, µ ∈ A∗. Set
γ∗ = φ−1(γ). If γ∗N 6= 0, then M ∼= N . In particular, if µ(γ∗) 6= 0, then
M ∼= N .
3
Proof. Suppose γ∗N 6= 0. Since N is simple, Aγ∗N = N . By (1.5), N must be
M -homogeneous, i.e.,M ∼= N .
In particular if µ(γ∗) 6= 0, then γ∗ /∈ AN . i.e., γ
∗N 6= 0, so by above
M ∼= N . 
Corollary 1.7. Let M,N, γ, µ be as in (1.6), and set
γ∗ = φ−1(γ), µ∗ = φ−1(µ).
If γ∗µ∗ 6= 0, then M ∼= N.
Proof. Assume γ∗µ∗ 6= 0. Then γ∗µ 6= 0, and therefore for some a ∈A,
0 6= (γ∗µ)(a) = µ(aγ∗) = (µa)(γ∗). But µa belongs to N , so by (1.6),
M ∼= N. 
Corollary 1.8. (Orthogonality relations for characters) Let, M, N be simple left
A-modules with characters χ and ζ respectively. Set χ∗=φ−1(χ). If ζ(χ∗) 6=0,
then M ∼= N and χ = ζ. In particular if (ai), (bi) are φ-dual bases for A, and
if
∑
i χ(ai)ζ(bi) 6= 0, then M
∼= N and χ = ζ.
Proof. Corollary follows from lemma 1.2 and above corollary. 
2 Frobenius ⋆-algebra
Now we will define a Frobenius ⋆-algebra and prove some results about it.
Definition 2.1. A Frobenius ⋆-algebra A is a finite dimensional, associative,
unital C-algebra equipped with a class functional λ : A → C and a map ⋆ : A →
A, such that the following holds:
• (a+ b)⋆ = a⋆ + b⋆ , ∀ a, b ∈ A.
• (a⋆)⋆ = a, ∀ a ∈ A.
• (ab)⋆ = b⋆a⋆ , ∀ a, b ∈ A.
• (αa)⋆ = αa⋆ , ∀ a ∈ A, ∀ α ∈ C.
• 〈a, b〉 = λ(ab∗) is a positive definite hermitian form on A.
Remark 2.2. As 〈·, ·〉 is nondegenerate, so λ is a nondegenerate class functional.
Therefore A is a symmetric Frobenius algebra.
Example 2.3. A = C[G] with λ is defined as λ(g)=
{
1 if g = e;
0 otherwise.
⋆-map is defined by g⋆ = g−1, ∀ g ∈ G and extended to A by conjugate
linearity.
Now onwards in this section A denotes a Frobenius ⋆-algebra (A,λ,⋆).
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Theorem 2.4. A is a semi-simple algebra.
Proof. By Artin-Wedderburn theorem it is enough to prove that A is a semi-
simple as a right A-module. To prove the theorem it is enough to show that
for every right ideal I of A there exists another right ideal J of A such that
A = I ⊕ J , as right A-modules.
Now for a fix right ideal I of A. Define J as,
J = {a ∈ A : 〈a, y〉 = 0, ∀ y ∈ I}
i.e. J is the orthogonal compliment of I in A. As 〈 , 〉 is a positive definite
hermitian form on A, A = I ⊕ J as a vector space. To prove the theorem it is
enough to show that J is a right ideal of A. Let r ∈ J be any element and a ∈
A be any element and y ∈ I. Consider 〈ra, y〉 = λ(ray∗) = 〈r, ya∗〉 = 0 ( since
I is right ideal of A) ⇒ 〈ra, y〉 = 0, ∀ y ∈ I ⇒ ra ∈ J , ∀ a ∈ A, ∀ r ∈ J .
This proves that J is a right ideal of A, and the theorem follows. 
•Let Sim(A) = set of all simple left A-modules upto isomorphism.
By Theorem 2.4,A is a semi-simple algebra. ThereforeA=⊕M∈Sim(A)E(M),
E(M) = M -primary component of A = Sum of all left ideals of A isomorphic
to M as A-module.
As A is a semi-simple algebra, there exist primitive central orthogonal idem-
potents eM ∈ E(M), for every M ∈ Sim(A), such that {eM : M ∈ Sim(A)} is
a basis of Z(A) and E(M) = AeM .
Let M,N be simple A-modules, χM , χN characters of M,N respectively.
Set αM = φ
−1(χM ) and αN = φ
−1(χN ). As χM , χN ∈ cf(A), by lemma (1.4)
αM , αN ∈ Z(A). Therefore, αM =
∑
L∈Sim(A) cLeL, and αN =
∑
L∈Sim(A) dLeL
where cL, dL ∈ C.
Lemma 2.5. e⋆M = eM , ∀ M ∈ Sim(A).
Proof. e⋆Me
⋆
M = (eMeM )
⋆ = e⋆M , and for any a ∈A, a.e
⋆
M = (eMa
⋆)⋆ =
(a⋆eM )
⋆ = e⋆M .a and e
⋆
Me
⋆
N = (eNeM )
⋆ = 0 if M 6= N . Therefore, {e⋆M : M ∈
Sim(A)} is a set of central orthogonal idempotents. Also, 1 =
∑
M∈Sim(A) eM
and 1⋆ = 1. Therefore
1 =
∑
M∈Sim(A)
eM =
∑
M∈Sim(A)
e⋆M
⇒ e⋆M = eN for some N ∈ Sim(A). But we know that,
〈eM , eM 〉 6= 0 ⇒ λ(eMe
⋆
M ) 6= 0 ⇒ eMe
⋆
M 6= 0 ⇒ eM = e
⋆
M . 
Lemma 2.6. αM = cMeM .
Proof. Let a ∈ A be any element then we can write a =
∑
L∈Sim(A) aL.
Consider φ(eMαM ) = eMφ(αM ) = eMχM then eMχM (a) = χM (aeM ) =
χM (aM ) = χM (a) (since aN ∈ AM if M 6= N). Hence eMχM = χM ⇒
φ−1(eMχM ) = φ
−1(χM ) ⇒ eMαM = αM .
Now αM = eMαM =
∑
L∈Sim(A) eMcLeL = cMeM . Therefore αM = cMeM .

5
Lemma 2.7. αM .α
⋆
N = 0 if M ≇ N .
Proof. αM .α
⋆
N = cMeMcNeN = cMcNeMeN = 0. 
Theorem 2.8. (Orthogonality Relations) SupposeM , N are simple A-modules,
χM and χN denotes the characters of M,N respectively. Set φ
−1(χM ) =
αM and φ
−1(χN ) = αN then
〈αM , αN 〉 = 0, if M ≇ N
〈αM , αM 〉 = |cM |
2
〈eM , eM 〉.
Moreover, the irreducible characters of A forms an orthogonal basis of the space
of class functionals on A.
Proof. Follows from lemma (2.6) and lemma (2.7). 
3 Group graded Algebra
Before proceeding further we fix some notations:
• G denotes a finite group.
• 1G denotes the identity element of group G.
• Rings are assumed to contain unity.
• All modules in this section are right modules.
All results and definitions in this section are found in [Da].
Definition 3.1. A G-graded ring A is a ring with an internal direct sum de-
composition: A =
∑
σ∈GAσ (as additive groups), where the additive subgroups
Aσ of A satisfy: AσAτ ⊆ Aστ , ∀ σ, τ ∈ G.
The above decomposition is called as a G-grading of A, and its summands
Aσ are called as σ-components of A. The compoment of A corresponding to
1G is a subring of A and A is an unital module over A1G . Also Aσ is an unital
module over A1G for σ ∈ G. If A is a G-graded ring and H is a subgroup of G
then naturally we get a H-graded ring from A, AH =
∑
h∈H Ah.
Example 3.2. Let G be a finite group and H be a normal subgroup of G. Then
C[G] = ⊕σH∈G/HC[σH ] is a G/H-graded ring.
Definition 3.3. A G-graded module over a G-graded ring A is an A-moduleM
with an internal direct sum decomposition: M =
∑
g∈GMg, (as A1G -modules),
where A1G -modules Mg satisfy: MgAσ ⊆Mgσ, ∀ g, σ ∈ G.
Suppose M is a G-graded module over a G-graded ring A then we get a
natural H-graded AH -module MH =
∑
h∈HMh. A G-graded A-submodule
N of M is an A-submodule which has G-grading with σ-component, Nσ =
Mσ ∩N, ∀ σ ∈ G.
• Let M ,N be two G-graded A-modules then a G-graded homomorphism ϕ :
M → N is a right A-module homomorphism such that ϕ(Mσ) ⊆ Nσ, ∀ σ ∈ G.
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3.1 Tensor Products:
We continue with same notation as in (3.3). For any AH -module N , the tensor
product N ⊗ A = N ⊗AH A is naturally an A-module, with multiplication
determined by: (n⊗ r)s = n⊗ (rs), ∀ n ∈ N and r,s ∈ A.
Theorem 3.4 (see [Da] Theorem 4.3). If N is a H-graded AH -module, then
there is exactly one G-grading for the A-module N ⊗ A making the latter into
a G-graded A-module such that · ⊗ 1 is an isomorphism:
· ⊗ 1 : N
∼
−→ (N ⊗A)H (as H-graded AH-modules).
The σ-components of this G-grading are given by:
(N ⊗A)σ =
∑
(h,g)∈P (σ)
(Nh ⊗ 1)Ag, ∀ σ ∈ G
where P (σ) = {(h, g) ∈ H ×G : hg = σ}.
3.2 Induction
The tensor product N ⊗A is the most natural G-graded A-module associated
with a H-graded AH -module. However it is not the one that we use for in-
duction. The module that we use for induction is a quotient of N ⊗ A by a
G-graded A-submodule of it.
Let M be a G-graded A-module. We say that an G-graded A-submodule
U of M is H-null if UH = 0. Define a H-null Socle, SH(M) of M as the
largest(under inclusion) H-null G-graded A-submodule of M .
Now returning to our H-graded AH -module N and associated G-graded A-
module N ⊗A, we define induced module N⊗A to be the G-graded A-quotient
module:
N⊗A = (N ⊗A)/SH(N ⊗A).
3.3 Action of G on simple A1G-modules
Definition 3.5. A simple G-graded A-moduleM is a G-graded A-module with
no proper G-graded submodule. i.e., the only G-graded A-submodules of M
are 0 and itself.
Let Σ = the set of all G-graded A-modules. We define an action of G on Σ
as, for M ∈ Σ, τ ∈ G,
M τ = M (as A-modules)
(M τ )σ = Mτσ, ∀ σ ∈ G.
• If M is a simple G-graded module then M τ is also simple a G-graded module
for all τ ∈ G.
Define the support of a simple G-graded A-module M as,
Supp(M) = {σ ∈ G : Mσ 6= 0}.
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Lemma 3.6 (see [Da] Lemma 6.1). If M is a simple G-graded A-module, then
MH is either 0 or a simple H-graded AH-module. In the latter case M =MHA
is H-generated and there is unique isomorphism
δ = δm :M
∼
−→MH⊗A, (as G-graded A-modules)
such that:
δ(mr) = m⊗r, ∀ m ∈MH , r ∈ A.
Corollary 3.7. Let M be a simple G-graded A-module such that Mτ 6= 0 for
some τ ∈ G. Then Mτ is a simple A1G-module.
Lemma 3.8 (see [Da] Lemma 6.3). If N is a simple H-graded AH-module, then
any G-graded A-submodule U of N ⊗ A is either contained in SH(N ⊗ A) or
equal to N⊗A. Hence N⊗A is a simple G-graded A-module with (N⊗A)H 6= 0.
We define a partial action of G on simple A1G -modules as follows:
For σ ∈ G and for simple A1G -module V ,
V σ = ((V⊗A)σ)1G = (V ⊗A)σ
by lemma (3.8) V σ is a simple A1G -module, if σ ∈ Supp(V⊗A) and V
σ = 0, if
σ /∈ Supp(V ⊗A).
We say that two simple A1G -modules U and V are G-conjugate if there exists
a τ ∈ G such that U τ is A1G - isomorphic to V .
• G{U} = {σ ∈ G : Uσ ∼= U as A1G -modules}.
Lemma 3.9 (see [Da] Theorem 7.17). Let U be a simple A1G-module such
that for all τ ∈ G, U and U τ are isomorphic as A1G-modules then U⊗A is
U -primary.
Let V be a simple A1G-module then we say that an A-module M lies over
V if it satisfies:
• M is a semisimple as an A1G -module.
• The U -primary component M{U} of M is 0 for any simple A1G -module U
not conjugate to V .
• The A1G-submodule M{U}Aτ of M is 0 whenever τ ∈ G and U
τ = 0.
Definition 3.10. (Graded endomorphism ring) Let U be a simple A1G -module,
a graded endomorphism ring E(U) corresponding to U is defined as E(U) =∑
σ∈G E(U)σ , where
E(U)σ = {φ ∈ EndA(U⊗A) : φ
(
(U⊗A)τ
)
⊆ (U⊗A)στ , ∀ τ ∈ G}
• F(U) denotes a EndA1G (U) for any A1G -module U .
• F(U) ∼= E(U)1G as a ring.
Theorem 3.11 (see [Da] proposition 9.4). For any σ ∈ G the non zero elements
φ of E(U)σ are precisely the isomorphisms:
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φ : U⊗A
∼
−→ (U⊗A)σ (as graded A-modules)
Hence such a φ exists if and only if σ ∈ G{U}. Any such φ lies in U(E(U)) ∩
E(U)σ. Therefore, E(U) is equal to its G{U}-graded subring E(U)G{U}, which
is a crossed product of G{U} over the division ring E(U)1G
∼= EndA1G (U).
Theorem 3.12 (see [Da] Theorem 10.5). If M is any E(U)-module, then there
is an A1G-homomorphism λM =M ⊗ (· ⊗ 1) :M ⊗F(U) U →M ⊗E(U) (U⊗A)
sending m⊗ u to m⊗ (u⊗1), for any m ∈M and u ∈ U . This λM is an A1G-
isomorphism of M⊗F(U)U onto the U -primary component M⊗E(U) (U⊗A){U}
of M ⊗E(U) (U⊗A).
The category Mod(A | U) of A-modules which lie over U and the category
Mod(E(U)) of E(U)-modules are both abelian categories. Let ·〈U〉 denote the
additive functor HomA(U⊗A, ·) from Mod(A|U) to Mod(E(U)) and (·)
A
=
· ⊗E(U) (U⊗A) be the additive functor in the opposite direction, i.e., from
Mod(E(U)) to Mod(A|U),
Theorem 3.13 (see [Da] Theorem 10.5). The additive functors
·〈U〉 = HomA(U⊗A, ·), and (·)
A
= · ⊗E(U) (U⊗A)
form an equivalence between the abelian categories Mod(A|U) and Mod(E(U))
for any finite group G, any G-graded ring A and any simple A1G simple module
U .
Theorem 3.14 (see [Da] Theorem 12.10). Let M be a simple A-module. If
the group G is finite, then there is some A-monomorphism of M into simple
G-graded A-module N . Hence M lies over a some simple A1G-module U .
4 Twisted orthogonality relations for a Z/mZ-
graded Frobenius ⋆-algebra
In this section we consider a Z/mZ-graded Frobenius ⋆-algebra (A,λ,⋆).
Definition 4.1. A Z/mZ-graded Frobebius ⋆-algebraA is a Z/mZ-graded finite
dimensional associative unital C-algebra equipped with a map ⋆ : A → A and
a class functional λ0 : A0 → C which is extended linearly to A by zero outside
of A0 we denote this extension by λ , such that the following are holds:
• (a+ b)⋆ = a⋆ + b⋆ , ∀ a, b ∈ A.
• (a⋆)⋆ = a, ∀ a ∈ A.
• (ab)⋆ = b⋆a⋆ , ∀ a, b ∈ A.
• (αa)⋆ = αa⋆ , ∀ a ∈ A, ∀ α ∈ C.
•(Ar)
⋆ ⊆ A−r ∀ r ∈ Z/mZ.
• 〈a, b〉 = λ(ab⋆) is a positive definite hermitian form on A.
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Remark 4.2. If A is a Z/mZ-graded Frobenius ⋆-algebra then (A0, λ0, ⋆) is a
Frobenius ⋆-algebra and (A, λ, ⋆) is also a Frobenius ⋆-algebra.
Lemma 4.3. Let A= ⊕r∈Z/mZAr be a Z/mZ-graded Frobenius ⋆-algebra as
above.
(i) Let M = ⊕r∈Z/mZMr, with each Mr ⊆ Ar be a Z/mZ-graded left A-
submodule of A. Suppose that M0 = 0, i.e. M is null in the sense of [Da]
section 5. Then Mr = 0 for all r ∈ Z/mZ. In other words, the null socle of the
Z/mZ-graded left A-module A is zero.
(ii) Let M be any (left) A0-module. Then the null socle of the Z/mZ-graded
A-module A⊗A0M is zero. In other words, the A-module induced by the A0-
module M in the sense section 3.2 is equal to A⊗A0M .
Proof. Let r ∈ Z/mZ. Since M ⊆ A is a graded submodule, we have m ∈ Mr
then m⋆ ∈ A−r, m
⋆m ∈ M0 = 0, therefore 〈m,m
⋆〉 = λ0(mm
⋆) = 0. Hence we
must have Mr = 0, (since 〈·, ·〉 is positive definite) this proves part (i).
As A0 is a semisimple algebra it is enough to prove part (ii) for M ∈
Sim(A0). Then we know that M occurs as a direct summand in regular repre-
sentation of A0. Then the statement follows from (i).

Definition 4.4. (Centralizer of A0 in A) The centralizer of A0 in A is denoted
by ZA0(A) and defined as ZA0(A) = {a ∈ A : ab = ba ∀ b ∈ A0}.
Remark 4.5. ZA0(A) = ⊕r∈Z/mZZA0(Ar)
Now we will give a structure of simple ZB(A)-module for any semisimple
algebra A and its semisimple subalgebra B.
Lemma 4.6. Let A be a semisimple C-algebra and B be its subalgebra. We have
an isomorphism ZB(A) = ⊕U,VEnd(HomB(U, V )), where the sum is taken over
all pairs (U, V ) ∈ Sim(B) × Sim(A) satisfying HomB(U, V ) 6= {0}.
In other words, the algebra ZB(A) is semisimple and the irreducible ZB(A)-
modules are precisely the nonzero multiplicity spaces HomB(U, V ).
Proof. Since A is semisimple, it can be identified with ⊕V ∈Sim(A)End(V ),
it follows from structure theorem for a semisimple algebra. In this realiza-
tion, we have ZB(A) = ⊕V ∈Sim(A)EndB(V ). But we know that EndB(V ) =
⊕U∈Sim(B)End(HomB(U, V )), where the summation is taken over all U ∈
Sim(B) such that HomB(U, V ) 6= 0. Hence the proof. 
Corollary 4.7. Every simple ZA0(A0)-module is isomorphic to HomA0(U,U)
for some U ∈ Sim(A0).
To illustrate the general phenomenon to be discussed in this section, let us
consider the following example.
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Let G be a finite group, σ ∈ Aut(G) and order of σ is m then we get an
action of Z/mZ = 〈σ〉 on G, this action induces an action of Z/mZ on Irr(G).
Which is given by,
for ρ ∈ Irr(G), ρσ = ρ ◦ σ
and so on.
Let ρ ∈ Irr(G)Z/mZ then ρ ∼= ρτ , ∀ τ ∈ Z/mZ. Suppose φ is an isomorphism
between ρ and ρσ then,
ρ ◦ φ = φ ◦ ρσ ⇒ ρ(g) ◦ φ = φ ◦ ρσ(g), ∀ g ∈ G
⇒ ρ(σ(g)) ◦ φ = φ ◦ ρσ(σ(g)), ∀ g ∈ G ⇒ ρσ ◦ φ = φ ◦ ρσ
2
but ρσ = φ−1 ◦ ρ ◦ φ⇒ φ−1 ◦ ρ ◦ φ ◦ φ = φ ◦ ρσ
2
⇒ ρ ◦ φ2 = φ2 ◦ ρσ
2
.
Therefore φ2 is an isomorphism between ρ and ρσ
2
. Similarly we can show that
φr is an isomorphism between ρ and ρσ
r
. Therefore for r = m we get that,
ρ ◦ φm = φm ◦ ρσ
m
= φm ◦ ρ (since o(σ) = m) ⇒ φm = cI, for some c ∈ C
(by Schur’s lemma). Replace φ by c1/mφ, then we can assume that φm = I.
Suppose G˜ = G⋊ Z/mZ = G⋊ 〈σ〉 then we can extend ρ ∈ Irr(G)Z/mZ to
a representation ρ˜ of G˜. This can be done in the following way,
ρ˜(g) = ρ(g), for g ∈ G
ρ˜(σ) = φ, for σ
ρ˜(g, σr) = ρ(g) ◦ φr, for (g, σr) ∈ G˜.
it is easy to show that ρ˜ ∈ Irr(G˜). This extension has m choices since φ has m
choices and their characters are differ by a mth root of unity.
Let ρ1, ρ2 ∈ Irr(G)
Z/mZ then we get ρ˜1, ρ˜2 ∈ Irr(G˜), denote χρi= character
of ρi, χρ˜i = character of ρ˜i. There are well known orthogonality relations for
the irreducible characters of a finite group:
〈χρ1 , χρ2〉 =
1
|G|
∑
g∈G
χρ1(g)χρ2(g) =
{
0 if ρ1 ≇ ρ2;
1 if ρ1 ∼= ρ2.
and
〈χρ˜1 , χρ˜2〉 =
1∣∣∣G˜∣∣∣
∑
g∈G
χρ˜1(g)χρ˜2(g) =
{
0 if ρ˜1 ≇ ρ˜2;
1 if ρ˜1 ∼= ρ˜2.
We know that for an extension of ρ ∈ Irr(G)Z/mZ to G˜ has m-choices and
their characters are differ by mth root of unity. Denote all extension of ρ by
ρ˜, ρ˜ω, ρ˜ω2 , · · · , ρ˜ωm−1 , where ω is a primitive m
th root of unity. Note that
ρ˜ωr and ρ˜ωk are not isomorphic, for 0 ≤ r < k ≤ m − 1 (since their characters
are distinct).
Definition 4.8. Let ρ ∈ Irr(G)Z/mZ, the twisted character χ˜ρ corresponding to
ρ is defined as,
χ˜ρ(g) := χρ˜(g, σ).
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By using the orthogonality relations for G and G˜ we get, for ρ1, ρ2 ∈
Irr(G)Z/mZ
〈χ˜ρ1 , χ˜ρ2〉 =
{
1 if ρ1 ∼= ρ2;
0 if ρ1 ≇ ρ2.
The above relations are called asTwisted orthogonality relations for irred-
ucible characters of G. The proof is similar to the general case that we will
see in the next part.
Now we put the above discussion in the language of graded algebras. Let
A = C[G˜] then A0 = C[G]. Define ⋆ : A → A as, g˜⋆ = g˜−1 and extending by
conjugate linearity to A and define λ0 : A◦ → C as, λ0(e) = 1 and λ0(g) =
0 if g 6= e and extend linearly to A0. Now extend λ0 to A by zero outside of
A0. Then the following form on A is a positive definite hermition form on A.
〈x, y〉 = λ(xy⋆)
Therefore A becomes a Z/mZ-graded Frobenius ⋆-algebra. We know that irre-
ducible representations of G and irreducible representations of C[G] are same.
Therefore if M is a simple Ao-module and M ∈ Irr(Ao)
Z/mZ then we can make
M as a simple A-module. Let χM denotes the character ofM as an A0-module,
χ
M˜
denotes the character of M as an A-module and the restriction of χ
M˜
to
A1 is denoted χ˜M . It follows from the above discussion that for M,N simple
A-modules,
〈χ˜M , χ˜N 〉 =
{
1 if M ∼= N ;
0 if M ≇ N.
.
General Case Suppose A is a Z/mZ-graded Frobenius ⋆-algebra.
If M is a simple Ao-module then F(M) = EndA◦(M) = C, and if M ∈
Sim(Ao)
Z/mZ then E(M) = ⊕τ∈Z/mZC. By theorem (3.11), E(M) is a crossed
product of Z/mZ over C (which is isomorphic to C[Z/mZ]). Therefore upto
isomorphism there are m simple modules over E(M), all are 1-dimensional and
their characters are differ bymth roots of unity. We list all these simple modules
by C, Cω, · · · , Cωm−1 .
By using results from section 3 we get C ⊗CM ∼= C ⊗F(M) M ∼= C ⊗E(M)
(M⊗A) as A◦-modules and C ⊗F(M) M ∼= M as A◦-modules. In this way we
make M as a simple A-module and the above isomorphism has m-choices.
We denote all possible extensions of M to an A-module by M˜, M˜ω, · · · ,
M˜ωm−1 and their characters as A-modules by χM˜ , χM˜ω , · · · , χM˜ωm−1
.
Set α
M˜
= φ−1(χ
M˜
), α
M˜ω
= φ−1(χ
M˜ω
), · · · , α
M˜
ωm−1
= φ−1(χ
M˜
ωm−1
).
Where φ is an isomorphism between A and A∗ as in the definition of a Frobenius
algebra.
Note that χ
M˜ωr
(as) = ω
srχM (as), ∀ as ∈ As, 0 ≤ r, s ≤ m − 1 and
M˜ωs and M˜ωr are not isomorphic, whenever 0 ≤ r < s ≤ m − 1, since their
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characters are distinct. By theorem 2.8 we have the following orthogonality
relations for irreducible characters of A and for irreducible character of Ao.
Now fix M,N ∈ Sim(Ao)
Z/mZ then by theorem 2.8, we get that
〈αM , αN 〉 = 0, if M ≇ N
〈αM , αM 〉 = |cM |
2
〈eM , eM 〉
and
〈α
M˜
, αN˜ 〉 = 0, if M˜ ≇ N˜
〈α
M˜
, α
M˜
〉 = |cM |
2
〈e
M˜
, e
M˜
〉.
As α
M˜
∈ A we can write α
M˜
=
∑m−1
r=0 α
(r)
M , where α
(r)
M ∈ Ar and αM˜ωs =∑m−1
r=0 α
(r)
Mω
=
∑n
r=1 ω
srα
(r)
M .
Therefore,
〈α
M˜
, α
M˜
〉 =
m−1∑
r=0
〈α
(r)
M , α
(r)
M 〉 = |cM |
2
〈eM , eM 〉
〈α
M˜
, α
M˜ω
〉 =
m−1∑
r=0
〈α
(r)
M , α
(r)
Mω
〉 =
m−1∑
r=0
ω−r〈α
(r)
M , α
(r)
M 〉 = 0
〈α
M˜
, α
M˜
ω2
〉 =
m−1∑
r=0
〈α
(r)
M , α
(r)
M
ω2
〉 =
m−1∑
r=0
ω−2r〈α
(r)
M , α
(r)
M 〉 = 0
...
〈α
M˜
, α
ω(m−1)M˜
〉 =
m−1∑
r=0
〈α
(r)
M , α
(r)
ω(m−1)M
〉 =
m−1∑
r=0
ω−(m−1)r〈α
(r)
M , α
(r)
M 〉 = 0
Put xr = 〈α
(r)
M , α
(r)
M 〉, then we get a system of equations which is expressed in a
matrix form as,
1 1 · · · 1
1 ω−1 · · · ω−(m−1)
...
1 ω−(m−1) · · · ω−(m−1)
2

︸ ︷︷ ︸
P

x0
x1
...
xm−1
 =

|cM |
2 〈e
M˜
, e
M˜
〉
0
...
0

The matrix P is a Vandermonde matrix with det(P) 6= 0 i.e. P is invertible
and it is easy to compute first column of P−1 which is,

1
m
1
m
...
1
m

.
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Therefore the unique solution to the above system is,
xr =
|cM |
2
〈e
M˜
, e
M˜
〉
m
, for 0 ≤ r ≤ m− 1
〈α
(r)
M , α
(r)
M 〉 =
|cM |
2
〈e
M˜
, e
M˜
〉
m
, for 0 ≤ r ≤ m− 1. (1)
Also for M 6= N ∈ Sim(A◦)
Z/mZ,
〈α
M˜
, αN˜ 〉 =
m−1∑
r=o
〈α
(r)
M , α
(r)
N 〉 = 0
〈α
M˜
, α
N˜ω
〉 =
m−1∑
r=o
〈α
(r)
M , α
(r)
Nω
〉 =
m−1∑
r=o
ω−1〈α
(r)
M , α
(r)
N 〉 = 0
〈α
M˜
, α
N˜
ω2
〉 =
m−1∑
r=o
〈α
(r)
M , α
(r)
N
ω2
〉 =
m−1∑
r=o
ω−2r〈α
(r)
M , α
(r)
N 〉 = 0
...
〈α
M˜
, α ˜N
ω(m−1)
〉 =
m−1∑
r=o
〈α
(r)
M , α
(r)
N
ω(m−1)
〉 =
m−1∑
r=o
ω−(m−1)r〈α
(r)
M , α
(r)
N 〉 = 0
Put xr = 〈α
(r)
M , α
(r)
N 〉, then we get a system of equations which is expressed
in a matrix form as,
1 1 · · · 1
1 ω−1 · · · ω−(m−1)
...
1 ω−(m−1) · · · ω−(m−1)
2

︸ ︷︷ ︸
P

xo
x1
...
xm−1
 =

0
0
...
0

The matrix P is a Vandermonde matrix with det(P) 6= 0 i.e. P is invertible.
So the above system has a unique solution which is trivial.
Therefore the solution to above system is,
xr = 0, for 0 ≤ r ≤ m− 1.
〈α
(r)
M , α
(r)
N 〉 = 0, for 0 ≤ r ≤ m− 1. (2)
Definition 4.9. Let M ∈ Sim(A0)
Z/mZ, the twisted character χ˜M : A1 → C
corresponding to M is defined as χ˜M (a) = χM˜ (a) ∀ a ∈ A1.
Definition 4.10. A linear functional γ on A0-bimodule E is said to a twisted
class functional if γ(am) = γ(ma) ∀ m ∈ E, a ∈ Ao and cfA0(E) denotes the
set of all twisted class functionals on E.
We have thus proved
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Theorem 4.11. Suppose A is a Z/mZ-graded Frobenius ⋆-algebra. Let M,N ∈
Sim(A0)
Z/mZ then,
〈χ˜M , χ˜M 〉 =
|cM |
2
〈e
M˜
, e
M˜
〉
m
〈χ˜M , χ˜N 〉 = 0, for M ≇ N.
Moreover, the set of twisted characters {χ˜M : M ∈ Sim(A)
Z/mZ} forms an
orthogonal basis of the space of twisted class functionals on A1.
Before proving the Theorem 4.11 we will prove a small lemma that gives us
a more information about the space of twisted class functionals on A1.
Lemma 4.12. φ−1(cfA0(A1)) = ZA0(A−1).
Proof. Lemma follows from the the fact that φ is a A-bimodule isomorphism
between A and A∗. 
Let ZA0(A) = {a ∈ A : ab = ba ∀ b ∈ A0} =
⊕
r∈Z/mZ ZA0(Ar) ⊆ A is a
Z/mZ-graded Frobenious ⋆-algebra, where ⋆ and λ0 are the restrictions of those
for A. The 0th-grade of ZA0(A) is Z(A0) which is a commutative semisimple
algebra. Hence every simple module over Z(A0) is one dimensional. By lemma
4.3 we see that null socle of E ⊗Z(A0) ZA0(A) is zero for all E ∈ Sim(Z(A0)).
So E⊗ZA0(A) = E ⊗Z(A0) ZA0(A) for all E ∈ Sim(Z(A0)).
As Z(A0) is a C-vector subspace of A0 spanned by {eM : M ∈ Sim(A0)}.
For every M ∈ Sim(A0), CeM is a simple Z(A0) module. All simple Z(A0) are
given by this way. We denote CeM by EM for each M ∈ Sim(A0).
Now we get a partial action of Z/mZ on Sim(Z(A0)). This action is given
by for r ∈ Z/mZ, E(r)M = EM ⊗ ZA0(Ar), for all EM ∈ Sim(Z(A0)).
Lemma 4.13 (see [De] Lemma 3.3). For every EM ∈ Sim(Z(A0)), E
(r)
M = 0
or E
(r)
M
∼= EM , Moreover ZA0(Ar) = ⊕E(r)
M
=EM
eMZA0(Ar)
∼= ⊕EM=E(r)M
EM .
Remark 4.14. As a corollary to above lemma we get that dimension of ZA0(A−1)
is the cardinality of the set Sim(Z(A0))
Z/mZ.
Lemma 4.15. There is a bijection between the sets Sim(A0)
Z/mZ and
Sim(ZA0(A0))
Z/mZ.
Proof. Let U ∈ Sim(A0)
Z/mZ, by using results from section 3 we get a sim-
ple A-module U˜ such that U ∼= U˜ as a representation of A0. By Lemma
4.6 HomA0(U, U˜) is a simple ZA0(A)-module. But the action of ZA0(A0)
on HomA0(U, U˜) is by a central character of A0, so HomA0(U, U˜) is isomor-
phic to HomA0(U,U) as representation of ZA0(A0). Therefore HomA0(U,U) ∈
Sim(ZA0(A0))
Z/mZ.
Now assume that HomA0(U,U) ∈ Sim(ZA0(A0))
Z/mZi.e. HomA0(U,U) is a
one dimensional representation of ZA0(A0). By using results from section 3
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and Lemma 4.6, there exist a M ∈Sim(A) such that HomA0(U,M) is one di-
mensional representation of ZA0(A) and HomA0(U,M)
∼= HomA0(U,U) as a
representation of ZA0(A0). But the extension of representation of ZA0(A0) in
Sim(ZA0(A0))
Z/mZ to an irreducible representation of ZA0(A) has m-choices
and all such representations of ZA0(A) are mutually non-isomorphic. So there
arem distinct simpleA-modules denote byM1,M2, · · · ,Mm such that HomA0(U,Mr)
∼=
HomA0(U,U) as a representation of ZA0(A0) and HomA0(U,Mr) ≇ HomA0(U,Ms)
as a representation of ZA0(A) for r 6= s. Therefore for each r, Mr
∼= U as a
representation of A0, So there are m extensions for U as a representation of A.
Hence U ∈ Sim(A0)
Z/mZ. 
Corollary 4.16. Dimension of the space of twisted class functionals on A1 is
a cardinality of the set Sim(A0)
Z/mZ.
Proof. Proof of Theorem 4.11.
The first part of theorem is follows from (1) and (2) and the fact that
φ(α
(−1)
M ) = χ˜M . . The second part will follows from first part and corollary
4.16. 
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