Abstract. A squarefree module over a polynomial ring S = k[x 1 , . . . , x n ] is a generalization of a Stanley-Reisner ring, and allows us to apply homological methods to the study of monomial ideals more systematically.
Introduction
The Stanley-Reisner ring of an abstract simplicial complex ∆ ⊂ 2 {1,...,n} , which is the quotient of a polynomial ring S = k[x 1 , . . . , x n ] by the squarefree monomial ideal I ∆ , is a central concept of combinatorial commutative algebra (see [7, 22] ). In [24] , the author defined a squarefree N n -graded S-module. A Stanley-Reisner ring S/I ∆ , its syzygy module Syz i (S/I ∆ ), the canonical module ω S , and Ext i S (S/I ∆ , ω S ) are always squarefree. Using this notion, we can treat Stanley-Reisner rings and related objects in a categorical way, see [9, 15, 18, 20, 21, 25, 26, 27] . In the present paper, we will study the derived category of squarefree modules.
Let Sq S (or simply Sq) be the category of squarefree S-modules and their degree preserving maps. Then Sq is equivalent to the category of finitely generated left Λ-modules, where Λ is the incidence algebra of the Boolean lattice 2 {1,...,n} . Let On the other hand, extending an idea of Eagon-Reiner [8] , Miller [15] and Römer [20] constructed the Alexander duality functor A on Sq. Since A is exact, we can regard it as a duality functor on D b (Sq). Using D b (Sq), we can get simple and systematic proofs of many results in [15, 20, 21, 24, 25] . Moreover, we prove a strange natural equivalence
where T is the translation functor on D b (Sq). Let E = S * 1 be the exterior algebra. A squarefree module over E, which was defined by Römer [20] , is also a natural concept. The category Sq E of squarefree E-modules is equivalent to Sq S in a natural way. A famous theorem of BernsteinGel'fand-Gel'fand [4] states that the bounded derived category of finitely generated Z-graded S-modules is equivalent to the bounded derived category of finitely generated Z-graded left E-modules. The functors defining this equivalence preserve the squarefreeness, and coincide with A • D and D • A in the squarefree case under the equivalence Sq S ∼ = Sq E . We have another relation to Koszul duality. The incidence algebra Λ of 2 {1,...,n} is a Koszul algebra whose quadratic dual Λ ! is isomorphic to Λ itself. The functors A • D and D • A give a non-trivial autoequivalence of D b (Sq). This equivalence corresponds to the Koszul duality D b (mod Λ ) ∼ = D b (mod Λ ! ). In the last section, under the assumption that char(k) = 0, we study modules over the Weyl algebra k x 1 , . . . , x n , ∂ 1 , . . . , ∂ n associated to squarefree modules (e.g., the local cohomology module H i I ∆ (S)). Especially, we give the formula for their characteristic cycles.
After I received the referee's report for the first version, I widely revised the paper. Among other things, Proposition 4.6 is a new result of the second version which was submitted in September 2001. The present version is the fourth one, in which some proofs and expositions are revised.
Preliminaries
Let S = k[x 1 , . . . , x n ] be a polynomial ring over a field k. Consider an N ngrading S = a∈N n S a = a∈N n k x a , where
i is the monomial with the exponent a = (a 1 , . . . , a n ). We denote the graded maximal ideal (x 1 , . . . , x n ) by m. For a Z n -graded module M and a ∈ Z n , M a means the degree a component of M, and M(a) denotes the shifted module with M(a) b = M a+b . We denote the category of S-modules by Mod, and the category of Z n -graded S-modules by * Mod. Here a morphism f in * Mod is an S-homomorphism f : M → N with f (M a ) ⊂ N a for all a ∈ Z n . See [12] for information on * Mod. For M, N ∈ * Mod and a ∈ Z n , set
has a natural Z n -graded S-module structure. If M is finitely generated, then * Hom S (M, N) is isomorphic to the usual Hom S (M, N) as the underlying S-module.
Thus, we simply denote * Hom S (M, N) by Hom S (M, N) in this case. In the same situation, Ext i S (M, N) also has a Z n -grading with Ext
. When a ∈ Z n is squarefree, we sometimes identify a with supp + (a). Let ∆ ⊂ 2
[n] be a simplicial complex (i.e., ∆ = ∅, and F ∈ ∆ and G ⊂ F imply G ∈ ∆). The Stanley-Reisner ideal of ∆ is the squarefree monomial ideal I ∆ := (x F | F ∈ ∆) of S. Any squarefree monomial ideal is the Stanley-Reisner ideal I ∆ for some ∆. We say S/I ∆ is the Stanley-Reisner ring of ∆.
Definition 2.1 ([24]
). We say a Z n -graded S-module M is squarefree, if the following conditions are satisfied.
(
A squarefree module M is generated by its squarefree part F ⊂[n] M F . Thus it is finitely generated. For a simplicial complex ∆ ⊂ 2
[n] , I ∆ and S/I ∆ are squarefree modules. A free module S(−F ), F ⊂ [n], is also squarefree. In particular, the Z n -graded canonical module ω S = S(−1) of S is squarefree, where 1 = (1, . . . , 1). Denote by Sq S (or simply Sq) the full subcategory of * Mod consisting of all the squarefree modules. In * Mod, Sq is closed under kernels, cokernels and extensions ( [24, Lemma 2.3] ). For the study of Sq, the incidence algebra of a finite partially ordered set (poset, for short) is very useful, as shown in [18, 27] . In Section 4 of the present paper, we will use further properties of the incidence algebra (of a Boolean lattice). So we now recall basic properties of an incidence algebra for the reader's convenience. See [2, §III.1] for undefined terminology.
Let P be a finite poset. The incidence algebra Λ = I(P, k) of P over k is the kvector space with a basis {e x, y | x, y ∈ P with x ≥ y}. The k-bilinear multiplication defined by e x, y e z, w = δ y, z e x, w makes Λ a finite dimensional associative k-algebra. (The usual definition is the opposite ring of our Λ. But we use the above definition for the convenience in a later section.) Set e x := e x, x . Then 1 = x∈P e x and e x e y = δ x,y e x . We have Λ ∼ = x∈P Λe x as a left Λ-module, and each Λe x is indecomposable.
An incidence algebra Λ is the algebra associated with a quiver with relations. For a poset P , we consider the quiver Γ = {Γ 0 , Γ 1 } with Γ 0 = P and Γ 1 = { x · ←− · y | x, y ∈ P , x > y, but there is no z ∈ P with x > z > y }.
So Γ is (essentially) the Hasse diagram of P . Set ρ := { p 1 − p 2 | p 1 and p 2 are paths of Γ with s(p 1 ) = s(p 2 ) and e(p 1 ) = e(p 2 ) }, where s(p i ) and e(p i ) represent the initial vertex and the final vertex of p i respectively. Let k(Γ, ρ) be the algebra associated with (Γ, ρ). Then we have an isomorphism ψ : k(Γ, ρ)
is the residue class containing a path p of Γ, we have ψ([p]) = e x, y , where x = e(p) and y = s(p).
Denote the category of finitely generated left Λ-modules by mod Λ . If N ∈ mod Λ , we have N = x∈P N x as a k-vector space, where N x := e x N. Note that e x, y N y ⊂ N x and e x, y N z = 0 for y = z.
We have explicit descriptions of simple objects, indecomposable projectives, and indecomposable injectives in
Let 2
[n] be the Boolean lattice (i.e., we regard the power set 2
[n] of [n] as a poset by inclusions), and Λ = I(2
It is easy to see that Φ gives a covariant functor Sq → mod Λ . Recall that Λ ∼ = k(Γ, ρ), where Γ is a quiver whose set of vertices is 2
[n] , and
In [26] , the author used sheaves on a poset to understand squarefree modules. But this notion is equivalent to that of representations of (Γ, ρ) in our context. 
Corollary 2.3 ([25]
). Sq is an abelian category, and has enough projectives and injectives. An indecomposable projective (resp. injective) object in Sq is isomorphic to S(−F ) (resp. S/P F ) for some F ⊂ [n]. For any squarefree module M, both proj. dim Sq M and inj. dim Sq M are at most n.
Many invariants of squarefree modules are naturally described in terms of Λ. For example, if M is a squarefree module with
We also remark that Sq admits the Jordan-Hölder theorem and the Krull-Schmidt theorem and a simple object in Sq (i.e., a non-zero squarefree module without nontrivial squarefree submodule) is isomorphic to (S/P F )(−F ) for some F . (
For a Z n -graded S-module M = a∈Z n M a , we call the submodule a∈N n M a the N n -graded part of M, and denote it by
is squarefree. Conversely, for any squarefree module N, there is a unique (up to isomorphism) straight module Z(N) whose N n -graded part is isomorphic to N. For example, Z(S/P F ) ∼ = * E(S/P F ), where * E(S/P F ) is the injective envelope of S/P F in * Mod. Denote by Str S (or simply Str) the full subcategory of * Mod consisting of all the straight S-modules. • and an integer p, let
Under the same notation as Proposition 2.2, a projective resolution P
• ∈ Com b (Sq) is minimal if and only if so is
has a unique minimal projective resolution, and any projective resolution is a direct sum of a minimal one and an exact complex. Let P
• be a minimal projective resolution of
As projective resolutions, I
• is minimal if and only if so is
has a unique minimal injective resolution, and any injective resolution is a direct sum of a minimal one and an exact complex.
where
where µ i (−) is the usual Bass number of a complex (cf. [19] ).
For M • and N • , we define a complex Hom
is finitely generated then Hom
is an exact complex consisting of injective objects, then E
• splits and Hom
is clearly exact. So we may assume that I • is minimal. Note that Hom S (S/P F , S/P G ) is isomorphic to S/P G if F ⊃ G, and 0 otherwise. Hence we have [Hom
• )] F are 0. So we are done.
Functors on the Derived Category of Squarefree Modules
Let Λ be the incidence algebra of 2
gives a contravariant functor from mod Λ to itself. By the equivalence Sq ∼ = mod Λ of Proposition 2.2, we have an exact contravariant functor from Sq to itself. We call this functor the Alexander duality functor, and denote it by A. We have
The functor A was defined independently by Miller [15] and Römer [20] extending an idea of Eagon-Reiner [8] . But their constructions of A are different from the above one. Römer's definition is similar to ours, but it uses squarefree modules over an exterior algebra. Miller's definition uses straight modules and the Matlis duality. In fact, we have
The following is a key lemma of this section. 
* is the dual k-vector space of M F , but we set the degree of (M F ) * to be 0 (since it is essentially
Let ω • be a minimal injective resolution of ω S [n] in * Mod (according to the usual convention on dualizing complexes, we use ω S [n] instead of ω S itself). The complex ω
• is of the form
and the differential is composed of (−1) α(j,F ) · nat : * E(S/P F ) → * E(S/P F \{j} ) for j ∈ F , where nat :
Proof. By Lemma 3.1, N (Hom
and Hom
It is easy to see that D :
Remark 3.3. Let Λ be the incidence algebra of 2 [n] . For N ∈ mod Λ , the right Λ-module Hom Λ (N, Λ) can be seen as a left Λ-module by the isomorphism Λ op ∼ = Λ given in the beginning of this section. Similarly, Ext i Λ (N, Λ) ∈ mod Λ . Let Φ : Sq → mod Λ be the functor of Proposition 2.2, and let P Sq (resp. P Λ ) be the full subcategory of Sq (resp. mod Λ ) consisting of projective objects. Then the homotopic categories
) and the isomorphisms
give a natural equivalence Hom
. Moreover D corresponds to the right derived functor R Hom Let I
• be a minimal injective resolution of
• ) a be the number of copies of * E(S/m)(a) which appear in the Krull-Schmidt decomposition of I i .
Proof. Since Hom S (S(−a),
As in the lemma, the degree of (M F ) * is 0 ∈ Z n . The differential is composed of the maps
is a complex of injective objects in Sq and it is minimal. Thus we havē
, we can also describe the complex D(M • ) in a similar way. In fact,
and the differential is given by
is a complex of injective objects, but it is not minimal in general.
To see this, we use Lemma 2.6. The differential d D(M j ) induces the zero map on [Hom
So we are done.
The next result was proved in [21, Theorem 2.6] for the module case.
Let M be a squarefree module. Next we will describe the complex
• by y • , and set deg(y
and the differential map is given by
Since A is faithful and exact, we have the following. 
For a complex
in the following way:
is a complex of projective objects, but not minimal in general.
Let P • be a minimal projective resolution of M • ∈ Com b (Sq). Thus
For an integer i, the i-linear strand P
• i is defined to be the complex such that
is a direct summand of P j and the differential P
is the corresponding component of the differential P j → P j+1 of P • (so this map is represented by a matrix of linear forms). The next result generalizes [24, Theorem 4.1].
The following is immediate from Corollary 3.7 and Theorem 3.8.
Corollary 3.9 (Römer [21] ). Let M be a squarefree module. Then M is componentwise linear (i.e., the i-linear strand P To prove Theorem 3.8, we reconstruct P 
M for an S-module M, and regard it as a module over
if we identify gr m S with S).
The maps d
1 a cochain complex of free gr m (S)( ∼ = S)-modules whose differential is the "linear term" of the differential d P of P
• . Thus, under the identification
, and consider the m-adic filtration
and the differential of Q 
Theorem 3.10. We have a natural equivalence
where T is the translation functor (i.e., T 2n :
Here we simply denote the dual vector space of (M −j
, and we have
Also here, we simply denote (
The differential of the above complex is given by 
which can be regarded as a submodule of both Hom
, we get the assertion. 
Relation to Koszul duality
Let S = k[x 1 , . . . , x n ] be a polynomial ring as in the previous sections, and E := S * 1 = k e 1 , . . . , e n an exterior algebra. E is a Z n -graded ring with deg(e i ) = (0, . . . , 0, −1, 0, . . . , 0) = − deg(x i ) where −1 is in the i th position. When we regard S and E as Z-graded rings, we set deg(x i ) = 1 and deg(e i ) = −1 for all i. In this paper, E-modules are left E-modules unless otherwise specified. For a Z n -graded E-module M and a ∈ Z n , M a means the degree a component of M, and M(a) is the shifted module with M(a) b = M a+b as in the polynomial ring case.
Denote the category of finitely generated Z-graded S-modules (resp. E-modules) by mod S (resp. mod E ). Although mod S and mod E are far from equivalent, a famous theorem of Bernstein-Gel'fand-Gel'fand [4] states that
as triangulated categories. First, we will see that this equivalence also holds in the Z n -graded context. Denote the category of finitely generated Z n -graded S-modules (resp. E-modules) by * mod S (resp. * mod E ). There are several papers concerning the Bernstein-Gel'fand-Gel'fand correspondence. But their conventions are not quite the same. In this paper, we basically follow [10] , which is well suited for our purpose. Here we give functors defining
n -graded cochain complex of free E-modules as follows. (The original definition is R(M) = Hom k (E, M), but we use this grading. We will also shift the grading of L(N) defined below.) We can define a Z n -graded left E-module structure on
where ε i ∈ N n is the squarefree vector whose support is {i}. We also define the com-
) and the differential is given by
. We can apply R to a Z-graded complex M
• ∈ Com b (mod S ) (in this case, we replace S(−1) by S(−n)). Then R is equivalent to the functor given in [4, 3, 10] up to degree shifting. For
has only finitely many non-vanishing cohomologies. And R induces a covariant functor from
, which is also denoted by R.
Next, we will define the functor L :
And the differential is defined by
If we apply L to Z-graded complexes, it is equivalent to the functor given in [4, 3, 10] up to degree shifting. If
, which is also denoted by L. In the Z-graded case, Bernstein-Gel'fand-Gel'fand [4] (see also [3, 10] 
, that is, we have a natural isomorphism
In this sense, Com b ( * mod S ) and Com
, then the restriction of ϕ gives the isomorphism 
The functors R and L are closely related to D and A of the previous section. To see this, we recall the definition of a squarefree module over E. For example, a monomial ideal of E is always squarefree. We denote the full subcategory of * mod E consisting of all the squarefree E-modules by Sq E . We have the functors S : Sq E → Sq S and E : Sq S → Sq E giving an equivalence Sq S ∼ = Sq E . Here S(N) F = N −F for N ∈ Sq E , and the multiplication map 
Note that N ′ and N ′′ are E-modules, and
. Comparing L and F = A • D defined in the last section, we have the following.
On the other hand, R(M) is not a complex of squarefree E-modules. In fact, a free E-module E(−a) is not squarefree unless a = 0. But we have the following.
, we are done.
Let R = i≥0 R i be an N-graded associative k-algebra such that dim k R i < ∞ for all i and R 0 ∼ = k m for some m ∈ N as an algebra. Then r := i>0 R i is the graded Jacobson radical. We say R is Koszul, if a left R-module R/r admits a graded projective resolution
such that P −i is generated by its degree i component, that is,
(we say such a resolution is a linear resolution). If R is Koszul, it is a quadratic ring, and its quadratic dual ring R ! (see [3, Definition 2.8.1] ) is Koszul again, and isomorphic to the opposite ring of the Yoneda algebra E(R) := i≥0 Ext i R (R/r, R/r). Let gr.mod R be the category of finitely generated Z-graded left R-modules. If R is a Koszul algebra with R i = 0 for i ≫ 0, and R ! is left noetherian, we have functors
and 2.12.6] . The exterior algebra E is a Koszul algebra with E ! ∼ = S. Thus the Bernstein-Gel'fand-Gel'fand correspondence is a classical example of Koszul duality.
[n] over k. Then Λ has an N-grading with deg(e F,G ) = |F \ G|.
For each i ∈ Z, let gr.mod Λ (i) be the full subcategory of gr.mod Λ consisting of N ∈ gr.mod Λ such that N j = |F |=i+j N F for all j ∈ Z. The forgetful functor gives an equivalence gr.mod
ke F as left Λ-modules, and each ke F has a linear projective resolution
(here we regard ke F and Λe G as objects in gr.mod Λ (|F |)), Λ is Koszul. To see this we can use Proposition 2.2. In fact, a minimal free resolution of a squarefree module (S/P F )(−F ), which corresponds to ke F , is given by the Koszul complex with respect to {x i | i ∈ F }. Lemma 4.5. The quadratic dual ring Λ ! of Λ is isomorphic to Λ itself.
One might think Λ ! should be a "negatively graded ring", since Λ ! is generated by Hom Λ 0 (Λ 1 , Λ 0 ) as a Λ ! 0 -algebra. But we use the same convention as [3] here, so we regard Λ ! as a positively graded ring with Λ 2.7] for the linear algebra over a semisimple algebra Λ 0 used here.) Then Λ ∼ = T /I, where
is a two sided ideal. Let Λ * 1 := Hom Λ 0 (Λ 1 , Λ 0 ) be the dual of the left Λ 0 -module Λ 1 . Then Λ * 1 has a right Λ 0 -module structure such that (f a)(v) = (f (v))a, and a left Λ 0 -module structure such that (af )(v) = f (va), where
be the tensor ring of Λ * 1 . Note that e * F,F ∪{i} ⊗ e * G,G∪{j} = 0 if and only if F ∪ {i} = G. We have that (Λ *
, where f, g ∈ Λ * 1 and v, w ∈ Λ 1 . In particular, (e of I is equal to
gives a graded isomorphism Λ ∼ = Λ ! .
Since Λ ( ∼ = Λ ! ) is an artinian algebra, we have the functors DF and DG defining 
Proof. First, we recall the construction of DF :
under the same notation as the proof of the previous lemma. 
In Section 3, we study the endofunctor
Under the equivalence Sq ∼ = mod Λ of Proposition 2.2, this functor induces an endofunctor of 
Local Cohomology modules as holonomic D-modules
In this section, we study a local cohomology module H i I ∆ (S). The following result was essentially obtained by Mustaţǎ [17] and Terai [23] , and can be proved by the same argument as the proof of [25, Theorem 2.11] .
the graded Matlis dual * Hom S (M, * E(k)). Related arguments for straight modules over a normal semigroup ring are found in §6 of [27] .
Proposition 5.4. If M is a finitely generated left A-module, then M rat is holonomic.
Proof. We may assume that M = M rat . Consider the filtration Γ 0 ⊂ Γ 1 ⊂ · · · with Γ i := |a|≤i M a of M. Then F i Γ j ⊂ Γ i+j for all i, j ≥ 0, where {F i } is the Bernstein filtration of A. Hence gr M has a gr A-module structure. Moreover, gr M is a Z 2n -graded gr A = k[x 1 , . . . ,x n ,∂ 1 , . . . ,∂ n ]-module such that the degree of the image of y ∈ M a , a ∈ Z n , in gr M is b ∈ Z 2n , where Let M be a finitely generated left A-module. Then M admits a good filtration {Γ i } i≥0 , that is, the associated graded module gr M := i≥0 Γ i /Γ i−1 is a finitely generated gr A-module (cf. [5] ). We denote the set of minimal associated primes of gr M as a gr A-module by SS(M). For Q ∈ SS(M), we denote the multiplicity of the gr A-module gr M at Q by e Q (M) (cf. [6, A.3] ). It is known that SS(M) and e Q (M) do not depend on the particular choice of a good filtration of M.
For F ⊂ [n], we denote the monomial prime ideal (x i | i ∈ F ) + (∂ j | j ∈ F ) of gr A = k[x 1 , . . . ,x n ,∂ 1 , . . . ,∂ n ] by Q F . It is easy to see that Q F is an involutive ideal (i.e., closed under the Poisson product, see [6, A.3] ) of dimension n. Conversely, every involutive monomial prime ideal of dimension n is of the form Q F for some F .
Proposition 5.5. Let M be a finitely generated left A-module. Then SS(M rat ) = {Q F | M F −1 = 0} and e Q F (M rat ) = dim k M F −1 .
Here F represents the squarefree vector whose support is F ⊂ [n].
We need the following lemma.
Lemma 5.6. Let M be a finitely generated left A-module with M = M rat . If M is not a straight A-module, then M is not simple as an A-module.
Proof. Since M is not straight, there are some a ∈ Z n , i ∈ [n], and y ∈ M a such that a i = 0 and ∂ i y = 0. Let N := A(∂ i y) be the submodule of M. Since . Since e Q F (−) is additive, we are done.
