We study semiparametric time series models with innovations following a log-concave distribution. We propose a general maximum likelihood framework which allows us to estimate simultaneously the parameters of the model and the density of the innovations. This framework can be easily adapted to many well-known models, including ARMA, GARCH and ARMA-GARCH. Furthermore, we show that the estimator under our new framework is consistent in both ARMA and ARMA-GARCH settings. We demonstrate its finite sample performance via a thorough simulation study and apply it to model a rabbit population data set.
Introduction
Statistical analysis of time series is an important issue in many areas of science. Many existing time series models postulate Gaussian innovations. Statistical inference is then typically based on the idea of maximum likelihood estimation. Some well-known examples include autoregressive moving average (ARMA) models (Brockwell and Davis, 1991) and generalized autoregressive conditionally heteroscedastic (GARCH) models (Bollerslev, 1986) . However, it is known that time series with non-Gaussian innovations frequently occur in health, social and environmental sciences (cf. Diggle, Liang and Zeger (2002) ). Often, the Gaussian quasimaximum likelihood estimator (GQMLE) is used to alleviate this issue, and in most circumstances, the resulting estimates are still consistent (cf. Francq and Zakoïan (2004) ). Nevertheless, we argue that there are circumstances where semiparametric models are preferable, because estimating the distribution function of the innovations enhances our understanding of the data. For example, utilizing its quantile information can make the prediction more reliable.
As an early attempt to model the innovation density nonparametrically, Engle and Gonzalez-Rivera (1991) proposed a semiparametric autoregressive conditionally heteroscedastic (ARCH) model based on a nonparametric density estimation technique called discrete maximum penalized likelihood estimation. Drost, Klaassen and Werker (1997) suggested an adaptive estimator (AE) for ARMA based on the kernel density estimator. See Kreiss (1987) , Sun and Stengos (2006) and Ling and McAleer (2003) for related work on other time series models. However, we argue that the above-mentioned estimators may potentially suffer from the following drawbacks:
(a) they mainly focus on estimating the parametric part of the models;
(b) their finite-sample performances depend heavily on the choice of tuning parameters, especially when the sample size is not too large. However, none of the above-cited work gives practical guidelines on how to set tuning parameters;
(c) often some restrictive conditions are imposed, for instance, it is generally assumed that the innovation distribution has a continuous density function. Furthermore, both Kreiss (1987) and Ling and McAleer (2003) require the density function of the innovations to be symmetric.
Motivated by recent developments in shape-constrained density estimation, in this paper we take a different approach by assuming that the innovations have a log-concave density (i.e. the logarithm of the density function is concave). The class of log-concave densities contains many commonly encountered parametric families of univariate distributions, including normal, gamma with shape parameter at least 1, Weibull distributions with shape parameter at least 1, beta(α, β) with α, β ≥ 1, logistic, Laplace (double exponential) and Gumbel; see Bagnoli and Bergstrom (2005) for more examples. Throughout this paper, we denote the class of log-concave densities by F .
Our new modelling framework is as follows. Denote a class of separated semiparametric time series models by (f, θ), where f is the density function of the independent and identically distributed (i.i.d.) innovations, and θ is the parameter vector taking values in a parameter space Θ. Let l(f, θ) be its log-likelihood function. Denote the true density of the innovations and the true value of parameter vector by f 0 and θ 0 respectively. We propose to estimate f 0 and θ 0 by (f ,θ) ∈ arg max f ∈F , θ∈Θ l(f, θ).
We call (f ,θ) the log-concave maximum likelihood estimator (LCMLE).
The advantages of our method include the followings:
(a) it is free of tuning parameters; (b) it simultaneously estimates the density function of the innovations;
(c) it is straightforward to implement; (d) it is easy to adapt to a wide class of time series models with only minor modifications;
(e) it offers potential improvement over both the GQMLE and the AE in terms of finite sample performance.
Furthermore, for certain classes of models, we argue that if f 0 is log-concave, then bothf andθ are consistent. Even if f 0 is not log-concave (for instance, in the infinite variance ARMA),θ can still be a consistent estimator of θ 0 . The flexibility and robustness of this semiparametric procedure make it highly desirable in practice.
Here we list some applicable areas for our procedure. We argue that our approach gives an alternative to many of the statistical models listed below.
(a) Streamflow and other hydrological data: Investigations (Tao, Yevjevich and Kottegoda, 1976) show that
ARMA models
In this section, we consider the ARMA(p, q) process with observations {X t }. The model is defined as
where {ǫ t } are i.i.d. random variables, and where a 1 , . . . , a p , b 1 , . . . , b q are real coefficients.
Arguably, ARMA models are the most popular linear models used by time series practitioners. See Brockwell and Davis (1991) for a thorough survey of the background. Our goal in this section is to estimate the parameters a 1 , . . . , a p , b 1 , . . . , b q and the distribution of {ǫ t } simultaneously.
The log-concave maximum likelihood estimator
Assume that the observations X 1 , . . . , X n are from an ARMA(p, q) process, where the orders p and q are known Let Φ be the family of concave functions φ : R → [−∞, ∞) which are upper semicontinuous and coercive in the sense that φ(x) → −∞ as |x| → ∞. Furthermore, denote the set of concave log-densities by
The following conditions are imposed to construct the LCMLE:
(A.1) Q 0 is a distribution with density function f 0 and has finite expectation; (A.2) θ 0 ∈ Θ, where Θ is closed;
The log-concave log-likelihood can be expressed as
where φ ∈ Φ 0 , θ ∈ Θ and {ǫ t (θ)} are the estimated innovations computed recursively bỹ
The choice of the unknown initial values X 0 , . . . , X 1−p ,ǫ 0 (θ), . . . ,ǫ 1−q (θ) can be shown to be unimportant asymptotically (see Appendix). For simplicity, these initial values are taken to be fixed (i.e. neither random nor functions of the parameters).
Intuitively, one would seek to maximize l n (φ, θ) over Φ 0 × Θ. However, it turns out that this naive optimization approach is very computationally intensive. We therefore employ the standard trick of adding a Lagrange term (Silverman, 1982) and propose the following procedure:
(ii) Returnf
where we callf n andθ n the log-concave ARMA maximum likelihood estimator of f 0 and θ 0 respectively.
Remark:
One can think of − e φ(x) dx + 1 in (2.1) as a 'Lagrangian' term. For any fixed θ, the maximizer φ θ = arg max φ∈Φ Λ n (φ, θ) automatically satisfies e φ θ (x) dx = 1, so eφ n(x) always defines a density.
Theoretical properties
Theorem 2.1 (Existence in ARMA). For every n > p + q + 1, under assumptions (A.1) -(A.3), the LCMLE (f n ,θ n ) defined in (2.2) exists with probability one.
In the case q = 0 (autoregressive models), assumption (A.3) is not needed to guarantee the existence of the LCMLE. In particular, as is justified by the following corollary, one can just take Θ = R p .
Corollary 2.2. If q = 0, then for every n > p + 1, under assumptions (A.1) -(A.2), the LCMLE (f n ,θ n ) defined in (2.2) exists with probability one.
Define the ARMA polynomials as follows:
To establish the consistency of the LCMLE, we impose two more assumptions:
and B θ 0 (z) have no common roots and |a 0p | + |b 0q | = 0.
Remarks:
1. Under assumption (A.4), it can be shown in the spirit of Proposition 13.3.2 of Brockwell and Davis (1991) that observations {X t } are drawn from a strictly stationary and ergodic process. It also restricts our attention to causal and invertible ARMA processes.
2. The ARMA models without assumption (A.5) are not identifiable. Assumption (A.5) also allows for an overidentification of either p or q, but not both.
Define the best log-concave approximation of Q 0 as
where F is the class of log-concave densities. If Q 0 has a log-concave density function f 0 , then f * 0 = f 0 . Otherwise, in the case that f 0 has finite entropy, f * 0 is the density function that minimizes the KullbackLeibler divergence D KL (f 0 , f ) = f 0 log(f 0 /f ) over all f ∈ F . Therefore, if f 0 is not too far away from log-concave, f * 0 will be reasonably close to f 0 . More details regarding the properties of f * 0 can be found in and Chen and Samworth (2012) . Now we are in the position to state the consistency theorem.
Theorem 2.3 (Consistency in ARMA). Let (f n ,θ n ) be a sequence of LCMLEs defined in (2.2). Under assumptions (A.1)-(A.5), almost surely
(2.4)
When q = 0, there is no need to estimate the innovations iteratively, so assumptions can be relaxed to derive a consistent LCMLE.
Corollary 2.4. Let (f n ,θ n ) be a sequence of LCMLEs defined in (2.2). If q = 0, then under assumptions (A.1), (A.2) and (A.4), (2.4) holds almost surely.
1. As can be seen from the proofs in the appendix, it is possible to drop the first part of condition (A.1) (i.e. Q 0 has a density function), and replace it by the following slightly weaker condition:
(A.1*) Q 0 is not a point mass and has finite first moment.
But then the LCMLE exists only with asymptotic probability one. See also the numerical experiments in Section 4.3 for more evidence.
2. The convergence off n (x) in the L 1 norm can be strengthened as follows: suppose that a : R → R is a sublinear function, i.e. a(x + y) ≤ a(x) + a(y) and a(rx) = ra(x) for all x, y ∈ R and r ≥ 0, satisfying
Then it can be shown that under the conditions of Theorem 2.3, Schuhmacher, Hüsler and Dümbgen, 2011 , Theorem 2.1).
3. Unlike the common approaches in the literature, we do not require the variance of Q 0 to be finite in order to establish the consistency ofθ n for the LCMLE. For other estimator that can handle the infinite variance ARMA, see Pan, Wang and Yao (2007) .
The smoothed log-concave maximum likelihood estimator
In this subsection, we describe a variant of the LCMLE. It has some superior properties over the LCMLE defined in (2.2), is easy to implement, and yet remains computationally feasible.
One problem associated with the LCMLE is that the estimated density functionf n is not everywhere differentiable on the real line. It is not even continuous on the boundary of its support. In fact, nonsmoothness is a characteristic feature of shape-constrained maximum likelihood estimators.
To build an estimator with more attractive visual appearance, and to offer potential improvement in small sample sizes, Dümbgen and Rufibach (2009) introduced a smoothed (yet still fully automatic) version of the univariate log-concave maximum likelihood density estimator via convolving with a Gaussian density. Chen and Samworth (2012) extended this idea to the multivariate setting and studied its theoretical properties.
In the case that Q 0 has finite variance, we can adapt this general idea by modifying Step (ii) of the ARMA estimation procedure as follows:
(ii) Define the empirical distributionQ
where δ a denotes a Dirac point mass at a. Letf n =f n ⋆ φÂ
where '⋆' is the convolution operator and φ A is the univariate normal density with mean zero and variance A. Returnf n and the sameθ n . We call (f n ,θ n ) the smoothed log-concave ARMA maximum likelihood estimator or simply the smoothed LCMLE.
It can be shown thatÂ n is always positive, sof n is well-defined. We note that the value ofθ n remains unchanged, but nowf n is replaced by its slightly smoothed versionf n . All the theoretical results described in Section 2.2 are still valid. But instead of converging to f * 0 in Theorem 2.3 and Corollary 2.4,f n converges to f * * Chen and Samworth (2012) ). Nevertheless, in the case that f 0 is log-concave, f * * 0 = f * 0 = f 0 .
ARMA-GARCH models
The class of ARCH models was developed by Engle (1982) and generalized by Bollerslev (1986) . It is common in practice to fit ARMA models with GARCH errors, which can be viewed as an extension of both ARMA and GARCH models. See Francq and Zakoïan (2010) for a nice introduction.
We write the ARMA(p, q)-GARCH(r, s) model as
where innovations {ǫ t } are i.i.d. random variables with unit second moment (i.e. Eǫ 2 t = 1). Here c > 0, α i ≥ 0 for i = 1, . . . , r and β i ≥ 0 for i = 1, . . . , s.
An primary feature of this class of models is that it allows the conditional variance of the errors to change over time. Often the distribution of {ǫ t } is assumed to be standard normal, so that estimates of the all parameters can be derived by maximizing the conditional log-likelihood. If the distribution of {ǫ t } is misspecified, maximizing the Gaussian quasi-log-likelihood still gives consistent estimates of these parameters (Francq and Zakoïan, 2004) , but is occasionally inefficient. Non-Gaussian quasi-maximum likelihood estimators also exist in the literature, but they may lead to inconsistent estimates if the distribution of the innovation is misspecified (Newey and Steigerwald, 1997) . In the following, we tackle the problem by assuming that the innovations {ǫ t } have a log-concave density.
The log-concave maximum likelihood estimator
Suppose that the observations X 1 , . . . , X n constitute a realization of an ARMA(p, q)-GARCH(r, s) process, where the orders p, q, r and s are assumed to be known. The vector of the parameters
Both the true distribution of {ǫ t } and the true value of the parameter vector are unknown and to be estimated. They are denoted respectively by Q 0 and
In order to construct the LCMLE, we impose the following conditions:
(B.1) Q 0 has unit second moment and a density function f 0 ; (B.2) θ 0 ∈ Θ and Θ is compact;
Remark: Without loss of generality, we can assume in the rest of the paper that (B.2) holds true when the parameter space is of form
for some known sufficiently small δ ∈ (0, 1). Now the log-concave log-likelihood of ARMA-GARCH can be expressed as
where φ ∈ Φ 0 , θ ∈ Θ, {η t (θ)} and {σ 2 t (θ)} are defined recursively bỹ
If r ≥ q, the required initial values are X 0 , . . . , X 1−(r−q)−p ,η q−r (θ), . . . ,η 1−r (θ),σ 2 0 (θ), . . . ,σ 2 1−s (θ); otherwise, they are X 0 , . . . , X 1−(r−q)−p ,η 0 (θ), . . . ,η 1−q (θ),σ 2 0 (θ), . . . ,σ 2 1−s (θ). As is shown in the appendix, the choice of these unknown initial values is asymptotically irrelevant to our final estimates. To simplify the analysis, we take them to be fixed.
Let Φ 1 be a subset of Φ such that
Naturally, one would attempt to maximize l n (φ, θ) over Φ 1 ×Θ. However, it is hard enforce all the constraints simultaneously. Therefore we seek to reformulate the optimization problem.
Our approach is motivated by the following identifiability property of the ARMA-GARCH process: if we
process remains unchanged. Therefore we can enforce the constant c to be one in Step (i) of the following procedure and transform it back in Step (iii):
(i) Define the transformed parameter space
where (f n ,θ n ) is called the log-concave ARMA-GARCH maximum likelihood estimator of (f 0 , θ 0 ).
Remarks:
1. The functionf n is always a probability density function. Though it is not guaranteed that x 2f n (x)dx = 1, we show in Section 3.2 that this statement is asymptotically true if f 0 is log-concave.
2. By making use of the smoothed log-concave density estimator, it is easy to modify the above steps to enforce the second moment of the estimated innovation distribution to be exactly one. See Section 3.3 for more details. 3. By setting p = q = 0, the above procedure can be used for pure GARCH processes.
Theoretical properties
The existence of the LCMLE under the ARMA-GARCH setting is stated in the next theorem.
Theorem 3.1 (Existence in ARMA-GARCH). For every n > p + q + r + s + 1, under assumptions (B.1) -(B.2), the LCMLE (f n ,θ n ) defined in (3.3) exists with probability one.
In addition to the ARMA polynomials mentioned in Section 2, we define the GARCH polynomials as
To show strong consistency, several mild assumptions are needed: 
Remarks:
1. It can be shown that the assumption (B.3) is weaker than assuming strict stationarity of the GARCH processes over Θ. For instance, see Corollary 2.2 of Francq and Zakoïan (2010) . 2. A necessary and sufficient condition for the assumption (B.4) was established by Bougerol and Picard (1992) in terms of the top Lyapunov exponent. A more interpretable sufficient condition was given by Bollerslev (1986) , namely,
Note that Bollerslev's condition also implies secondorder stationarity of GARCH, but here we do not need such a strong condition to establish the consistency of our LCMLE.
3. Assumption (B.5) ensures that the GARCH part of the model is identifiable. This assumption also allows for an overidentification of either r or s. We refer to Remark 2.4 of Francq and Zakoïan (2004) for a detailed discussion. 
Remarks:
1. In the above theorem, (B.1) can be replaced by the following weaker condition:
(B.1*) Q 0 is nondegenerate, has unit second moment and is supported at more than two points.
But then one can show that the LCMLE exists only with asymptotic probability one. 2. It was shown by Francq and Zakoïan (2004) that the GQMLE for ARMA-GARCH is inconsistent if Eǫ t = 0. However, this condition is not required here to ensure the consistency of our LCMLE. Still, the asymptotic distribution of our LCMLE remains to be investigated further.
The smoothed log-concave maximum likelihood estimator
Analogous to Section 2.3, the idea of smoothing can be adapted to Step (iii) of the ARMA-GARCH estimation procedure by changing it as follows:
(iii) Compute (f n ,θ n ) in the same way as before. SetÂ n = 1 − x 2f n (x)dx andf n =f n ⋆ φÂ n (N.B. one can proveÂ n > 0). Returnf n and the sameθ n . We call (f n ,θ n ) the smoothed log-concave ARMA-GARCH maximum likelihood estimator.
One nice feature of this new estimator is that the unit second moment constraint is always satisfied, i.e. x 2f n (x)dx ≡ 1. Again, Theorem 3.1 and Theorem 3.2 are still valid, butf n converges to f * *
4 Computational issues and simulation results
Computational issues
Computing the LCMLEs proposed in Section 2 and Section 3 is fast and straightforward, especially when the orders of the processes are not too high. To see this, we note that the parametric part of the LCMLEs can be expressed asθ
It is shown in the appendix that Υ n (θ) is a continuous function. Therefore, the optimization problem can be divided into two parts:
1. for a given fixed θ, find φ ∈ Φ that maximizes Λ n (φ, θ); 2. for a given continuous function Υ n (θ) on a finite-dimensional compact set (i.e. Θ or Θ ′ ), find its maximizer.
The first part is a convex optimization problem, where the optimal φ ∈ Φ can be found very quickly by an active set algorithm implemented in the R package logcondens . More details on its implementation can be found in Dümbgen, Hüsler and Rufibach (2011) .
The second part is a continuous function optimization problem. Many well-known optimization algorithms can be utilized, including the downhill simplex algorithm (Nelder and Mead, 1965) and differential evolution (Price, Storn and Lampinen, 2005) . When initial guesses are needed for θ, one reasonable choice would be the least squares (LS) estimate of θ 0 .
In the following studies, we used the downhill simplex algorithm for optimization, because it suffices for our purpose and is typically much faster than differential evolution.
Finite sample performance I: comparing with the GQMLE
To examine the finite sample performance of our method (in estimating the parametric part of the model),
we run simulation experiments on a variety of ARMA, GARCH and ARMA-GARCH models. Both the centered exponential innovations (i.e. f 0 (x) = e x+1 , x ≥ −1) and the standard Gaussian innovations (i.e.
2 /2 , x ∈ R) are considered. We set the number of observations n = 1000. Models that we consider, together with their corresponding true values of parameters are listed in Table 1 . These values are picked in such a way that all assumptions from Section 2 and 3 are satisfied.
Linear models MA(1): The results obtained in 1000 simulations by the LCMLE are given in Table 2 in terms of the estimated root-mean-square error (RMSE). Here RMSE is defined as E θ n − θ 0 2 2 , where · 2 is the Euclidean norm. The estimates from the GQMLE are illustrated for comparison. The least squares estimator (LS) is omitted here because its performance is no better than that of the GQMLE.
Models
Estimated These results suggest that if the true innovations are non-Gaussian but log-concave, the LCMLE offers substantial improvement over the GQMLE. Strikingly, the reduction in RMSE varies from 50% to 90% in the case where the innovations follow the centered exponential distribution. Even if the true distribution of the innovations is Gaussian, our LCMLE's performance is still comparable to the GQMLE's, indicating that there is little price one has to pay for only assuming the innovations to be log-concave, rather than Gaussian.
Finite sample performance II: comparing with the AE
In this subsection, we run a small numerical study to compare the performance of our LCMLE with that of the adaptive estimator (AE) proposed by Drost, Klaassen and Werker (1997) in estimating the parametric part of the model. For simplicity, we consider the AR(1) model with the true parameter a 01 = 0.5. Different types of innovations considered together with their features are listed in Table 3 :
Type of the innovations Features For the purpose of comparison, we scaled all the variances to one. We consider the two sample sizes n = 100 and n = 1000. To implement the AE, we used the GQMLE as an initial estimator, together with the kernel density estimator with the logistic kernel and the bandwidth given in Silverman (1986, page 47) .
The results obtained in 1000 simulations are given in Table 4 and Table 5 in terms of the empirical bias and the estimated standard deviation (SD). Surprisingly, the LCMLE performs substantially better than the AE when the innovations have a log-concave but non-Gaussian density, even though the AE is efficient in the asymptotic sense. We believe that this is largely due to the difficulty in choosing the tuning parameters for the AE in finite samples. The effect is exaggerated if f 0 is non-symmetrical or has bounded support.
It is also interesting to note the robustness of the LCMLE to misspecification of log-concavity, as it still outperforms the AE for t 3 innovations at reasonably large n. The most striking improvement occurs when the distribution function of the innovations is not absolutely continuous. This is due to the fact that the AE requires the existence of a density, which is not satisfied in the last two cases. Consequently, the AE performs poorly. On the other hand, the GQMLE performs fairly well in these settings, but our LCMLE looks even better although the log-concavity assumption is violated.
This conclusion is reconfirmed in Figure 1 and Figure 2 , where boxplots of the absolute errors for different estimators of a 01 based on n = 100, 1000 observations in the above setting are given. Finally, we remark that similar boxplots can be obtained under the setting of other ARMA/ARMA-GARCH models.
Real data example
Here we illustrate our methodology on the rabbit population data set of Middleton (1934) Table 5 : The empirical bias and SD of the LCMLE, the AE and the GQMLE in AR(1) with n = 1000 observations.
centered. This transformation is commonly used in population ecology thanks to the multiplicative nature of the population dynamics processes involving birth and death. Figure 3(a) shows the transformed series.
Its partial autocorrelation function (PACF) is plotted in Figure 3 (b) . Note that the PACF is still a useful tool to help identify the appropriate order of AR(p) processes even if Q 0 is non-Gaussian (see Theorem 8.1.2 of Brockwell and Davis (1991) ). The PACF plot hints that we could summarize the series by a first-order autoregressive (AR(1)) model
where {ǫ t } are i.i.d. innovations following an unknown distribution Q 0 . It can be shown that it is inadequate to summarize this series using AR(1) with Gaussian innovations. In fact, a Shapiro-Wilk test on the residuals gives strong evidence against the normality assumption (p-value = 0.0015). One alternative is to refit the model with innovations of other parametric forms, but one still has to choose the parametric family of the innovations beforehand. Here our approach offers a new possibility. By adapting the autoregressive models into our framework, we have fitted the AR(1) withâ LCMLE = 0.5635.
The estimated density functions corresponding to both unsmoothed and smoothed LCMLE are plotted in Figure 3 (c). A quantile-quantile (Q-Q) plot of the residuals (obtained from LCMLE) against the quantiles of the fitted unsmoothed LCMLE is illustrated in Figure 3(d) , indicating that the log-concavity assumption of Q 0 seems to be adequate here. The corresponding Q-Q plot against the fitted smoothed LCMLE appears to be similar, so is omitted for brevity. 
Appendix

Preliminaries
We first introduce the p th Mallows distance and the Lévy-Prokhorov distance as useful measures of distances between two probability distributions. The p th Mallows distance is also known as the p th Wasserstein distance. For historical reasons, when p = 1, it is also called the Kantorovich-Rubinstein distance or the Earth Mover's distance. The Lévy-Prokhorov distance is a generalization of the Lévy metric defined in one dimension. More formally, for two probability measures µ and ν on the same Polish metric space equipped with the metric d, the p th Mallows distance is defined as
where the infimum is taken over all joint distributions of the random variables X and Y with marginals µ and ν respectively.
The Lévy-Prokhorov distance is defined as
where A ǫ is the ǫ-neighborhood of A.
Note that the Lévy-Prokhorov metric characterizes the topology of weak convergence. Furthmore, convergence with respect to any Mallows distance is slightly stronger than the weak convergence. See Villani (2009) for a nice introduction to these topics.
Our next definition is useful in proving the theoretical properties of the LCMLE. Let Q be the family of all probability distributions on R. Denote by Q * the subset of Q which contains all distributions with finite expectation and non-zero variance. For Q ∈ Q, define a profile log-likelihood type functional
The above function L(·) is just a special (one-dimensional) case of what has been studied in Dümbgen, Samworth and Schuh (2011) . For the reader's convenience, we briefly recall some of their results which will turn to be useful in Section 5.2. The following three lemmas are Theorem 2.2, Remarks 2.3-2.5 and Theorem 2.14-2.15 of Dümbgen, Samworth and Schuhmacher (2011) respectively.
Lemma 5.1 (Existence). For all Q ∈ Q * , there exists a unique function
Moreover, this function ψ satisfies e ψ(x) dx = 1 and
where int, dom, csupp are interior, domain and convex support operators respectively. Here the convex support is defined as the smallest closed interval
Lemma 5.2 (Properties). Let Q ∈ Q * , then (i) First moment equality: xe ψ(x) dx = xQ(dx).
(ii) Affine equivariance: for a, b ∈ R with b = 0, let Q a,b to be the distribution of a + bX when X has
The two sides are equal if and only if ψ(·|Q 1 ) = ψ(·|Q 2 ).
Lemma 5.3 (Continuity). Let Q ∈ Q * and (Q n ) n be a sequence of distributions in Q * .
Moreover, the probability densities f = e ψ(·|Q) and f n = e ψ(·|Qn) satisfy lim n→∞ |f n (x) − f (x)|dx = 0.
Proofs
Proof of Theorem 2.1 First, we show that for any n > p + q + 1, the following event is null:
To do this, we need some well-known results from differential geometry. See Guillemin and Pollack (1974) for background information. For any set of fixed initial values, consider a function H : R 2(p+q+1) → R p+q+1 defined as follows:
It is easy to check that H is a smooth (i.e. C ∞ ) function. Furthermore, the Jacobian matrix of H has full-rank, because
. . . . . .
Therefore, (0, . . . , 0) T ∈ R p+q+1 is a regular value of H.
Denote by C ∈ R p+q+1 the set in which for every (X 1 , . . . , X p+q+1 )
is a critical value for h X1,...,Xp+q+1 (θ, m) = H(θ, m, X 1 , . . . , X p+q+1 ). The transversality-density theorem (de la Fuente, 2000, page 216) shows that C has Lebesgue measure zero. Since under assumption (A.1), the distribution of (X 1 , . . . , X p+q+1 ) T has a probability density function, it is easy to check that P X1,...,Xp+q+1 (C) = 0. Furthermore, for every vector (X 1 , . . . , X p+q+1 ) T on the complement of C, the vector (0, . . . , 0) T ∈ R p+q+1 is regular for h X1,...,Xp+q+1 (θ, m).
Now fix any (X 1 , . . . , X p+q+1 ) T / ∈ C and assume Ω holds. By the preimage theorem (Guillemin and Pollack, 1974, page 21) , the preimage h , X p+q+2 can only take values at countably many points. It follows from assumption (A.1) that the event Ω is null. Next, write
where Λ n (·, ·) is defined in (2.1). On the complement of Ω, Lemma 5.3 entails the continuity of Υ n (·) over Θ. This, combined with the compactness of Θ, yields the existence of the LCMLE.
Proof of Corollary 2.2
In view of Theorem 2.1, it is enough to show that Υ n (θ) is coercive. One may refer to the proof of Corollary 2.4 for a similar (but slightly more involved) argument.
Proof of Theorem 2.3
For any θ ∈ Θ, denote by {ǫ t (θ)} the strictly stationary, ergodic and non-anticipative solution of
Here by saying "non-anticipative", we mean a process which value at each time t is a measurable function of the variables X t−u , u = 0, 1, 2, . . ..
Such solution exists because assumption (A.4)
implies that all the ARMA processes with parameter vector in Θ are invertible, thus their innovations have AR(∞) representations, i.e., {ǫ t (θ)} =
where B is the backshift operator. In particular, {ǫ t (θ 0 )} = {ǫ t }.
It is convenient to define the empirical distributions as follows:
Furthermore, let . . . ,X −1 ,X 0 ,X 1 , . . . be an independent new realization of the existing ARMA(p, q) process (i.e. with Q 0 and θ 0 ), and define {ǫ t (θ)} analogously as shown in (5.2). Denote the distribution of
We will establish our results in the following order:
(a) Asymptotic irrelevance of the initial values. Rewrite (5.2) in matrix form
The spectral radius of a matrix M , denoted by ρ(M ), is defined as the greatest modulus of its eigenvalues.
It is easy to check that under assumptions (A.2), (A.3) and (A.4)
By iterating (5.3), we have
Letỹ t (θ) be the vector obtained by replacing X 0 , . . . , X 1−p with any fixed initial guesses. Letǫ t (θ) be the vector obtained by replacing ǫ i (θ) byǫ i (θ) for all i ≤ t. We havẽ
It follows immediately from (5.4) that almost surely
where K > 0 and 0 < ρ < 1 are two constants, and · 2 is the Euclidean norm. Now elementary considerations show that almost surely lim sup 
We combine a Prohorov type approach with the standard compactness argument to establish this point. For all θ ∈ Θ and any positive integer k, denote by V k (θ) the open ball centered at θ of radius 1/k. We first show that for any fixed θ * ∈ Θ, almost surely
To see this, we note that for any fixed u ∈ R,
Notice that the function ½ inf θ∈V k (θ * )∩Θ ǫ t (θ) ≤ u is measurable because ǫ t (θ) is a continuous function.
Therefore we can use Theorem 36.4 of Billingsley (1995) and the pointwise ergodic theorem to deduce that almost surely lim sup
The monotone convergence theorem says that
Applying a similar argument to the infimum to obtain that almost surely
The tightness of ∪ θ∈V k (θ * ) Q n,θ then follows from (5.6) and (5.7) for sufficiently large k. Now suppose (5.5) does not hold. It is then possible to find a subsequence k j ∈ N with n(k j ) < n(k j+1 ) and
By the Prohorov's theorem, extracting a further subsequence if necessary, there exists a probability distribution
An application of the Portmanteau theorem shows that there at least exists an u ∈ R, such that
But this contradicts (5.7) (using the fact that for any fixed n,
decreasing function with respect to k). Consequently, (5.5) holds true. Moreover, by a similar Prohorov type of argument, one can show that
We conclude the proof of point (c) by a compactness argument. For any arbitrary δ > 0, for every θ * ∈ Θ, we can find a neighborhood V (θ * ) satisfying lim sup
Because Θ is compact, there exists a finite subcover of Θ of the form V (θ 1 ), . . . , V (θ k ). Thus
This completes the proof of point (c).
(d) Convergence ofθ n . To verify the assertion it suffices to consider a sequence of fixed observations X 1 , X 2 , . . . such that points (a) -(c) hold true. Our proof relies on the following simple result from analysis: assume that {m n } is a bounded sequence with the property that every convergent subsequence of {m n } converges to the same limit m, then {m n } must converge to m. Now consider any convergent subsequence ofθ n that converges to any arbitrary θ * , which we denote byθ n(j) → θ * . Because Θ is compact, θ * ∈ Θ.
Our goal is to show that θ * = θ 0 . Point (c), together with (5.8), entails that
Since the convergence in the Mallows metric D 1 is stronger than the weak convergence, combining this with
Lemma 5.3 and Theorem 3.5 of Dümbgen, Samworth and Schuhmacher (2011) ,
In light of point (b), this implies that there must exist a constant m ∈ R such that with probability one
Let B be the backshift operator. Under assumption (A.4), B θ (B) is invertible for all θ ∈ Θ, so (5.9) is equivalent to
If the operator in B on the left hand side was not null, then there would exist a constant linear combination ofX 1 ,X 0 ,X −1 , . . .. This is impossible since the innovations are nondegenerate by assumption (A.1) (or (A.1*)). We thus have
It follows under assumption (A.5) that A θ * = A θ 0 and B θ * = B θ 0 , so θ * = θ 0 . Finally, since Θ is compact and the convergent subsequence is picked arbitrarily, we obtainθ n → θ 0 .
(e) Convergence off n . Recall that the weak convergence of Q n,θn to Q 0 is established in the proof of point (d). Denote by µ ′ k (Q) the k-th moment of the distribution Q. We now show the convergence in the first moment, i.e. µ
. Using the notations from the proof of point (c) and applying the ergodic theorem to both the infimum and the supremum, we have that almost surely lim inf
The continuity ofǫ 1 (θ) and the monotone convergence theorem entail that
This, together with point (d), entails µ
. Now we can use Theorem 6.9 of Villani (2009) to show almost sure convergence in the 1 st Mallows metric of Q n,θn to Q 0 . Moreover, it follows from point
→ 0. Point (e) can now be established via Lemma 5.3.
Proof of Corollary 2.4
In view of the proof of Theorem 2.3, all that remains is to show the almost sure boundedness of θ n 2 .
(a 0i −â ni )X t−i and with some careful calculations, we have
It follows from Lemma 3.1 of Dümbgen, Samworth and Schuhmacher (2011) , the law of large numbers and point (b) in the previous proof that
almost surely, for sufficiently large n ∈ N, provided that
Let's consider the set {θ ∈ R p : θ − θ 0 2 = 1}. By the uniform ergodic theorem, almost surely
. . ,X p − µ X } would be linearly dependent, which would violate assumption (A.1). By the compactness of {θ ∈ R p : θ − θ 0 2 = 1},
Because of the scaling property,
Putting (5.10), (5.11), (5.12) and (5.13) together entails that almost surely θ n − θ 0 2 ≤ C 1 /C 2 , which also implies that θ n 2 is bounded.
Proof of Theorem 3.1 Following the scheme of the proof of Theorem 2.1, it suffices to show that for n > p + q + r + s + 1 the following event is null:
Note that H is actually a R 2(p+q+r+s+1) → R p+q+r+s+1 mapping, because the (p + q + 1) th component of Θ ′ is always one.
The rest of the proof is similar to that of Theorem 2.1, so is omitted.
The next lemma is a version of Slutsky's theorem with respect to the 1 st Mallows distance.
Lemma 5.4. Let X 0 , X 1 , X 2 , . . . be univariate random variables with corresponding distributions P 0 , P 1 , P 2 , . . .. Suppose E|X 0 | < ∞ and D 1 (P n , P 0 ) → 0.
(i) Let m 1 , m 2 , . . . be a real sequence with finite limit lim n→∞ m n = m 0 . Denote by Q 0 , Q 1 , . . . the corresponding distributions of m 0 X 0 , m 1 X 1 , . . ., then D 1 (Q n , Q 0 ) → 0.
(ii) Let Y be a univariate random variable independent of
Proof of Lemma 5.4
We only show (i) here. One can use a similar argument to prove (ii).
Recall the definition of the 1 st Mallows distance,
where the infimum is taken over all pairs (X n , X 0 ) of random variables X n ∼ P n , X 0 ∼ P 0 on a common probability space. Since D 1 convergence implies E|X n | → E|X 0 | < ∞, we have
The next lemma enhances our understanding of the behavior of the functional ψ(·|Q) given as (5.1). It play a critical role in the proof of Theorem 5.6.
Lemma 5.5. Let X u , X l , Y be univariate random variables. Let R u , R l and Q be the corresponding distributions of X u Y , X l Y and Y . Assume that (i) X u and Y are independent, with E|X u | < ∞;
(ii) X l and Y are independent; (iii) Q ∈ Q * ;
(iv) There exists m > 0 such that P(X u > m) = 1 and P(m ≥ X l > 0) = 1.
Proof of Lemma 5.5 First we show that both ψ(·|R u ) and ψ(·|R l ) uniquely exist. In view of Lemma 5.1, it is enough to check that R u ∈ Q * and R l ∈ Q * . This can be easily done using Q ∈ Q * , E|X u | < ∞ and E|X l | < ∞.
Now suppose ψ(·|R u ) = ψ(·|R l ) = ψ(·). We claim that the expectation of Y is zero. This is due to the first moment equality in Lemma 5.2. Moreover, the convex support of Q must be R. Otherwise, by the second part of Lemma 5.1, the domains of ψ(·|R u ) and ψ(·|R l ) would be different, which would contradict
Because ψ(·) is convex and e ψ defines a density, there exists v ∈ (−∞, ∞) such that
Without loss of generality, we may assume v ≤ 0, since otherwise by symmetry one may just take the additive inverse of Y . Let G be the cumulative distribution function with log-density ψ. Then by Theorem 2.7 of Dümbgen, Samworth and Schuhm (2011) ,
(5.14)
Note that for every t ∈ (−∞, v] ⊆ (−∞, 0], we have
Because cumulative distribution functions are right continuous with left limits (cádlàg), (5.14) and (5.15) imply that
As P(X u > m) = 1, we can find some δ > 0 such that P(X u > m + δ) > 0. Now
From above, we obtain
for all t ∈ (−∞, v) ⊆ (−∞, 0). Consequently, if we take any fixed t ∈ (−∞, v), then
On the other hand, because the convex support of Q is R, we must have P(Y ≤ t/m) > 0. The proof is complete by Reductio ad absurdum.
The following theorem can be viewed as a version of Jensen's inequality on Q * . It serves as the key element in proving Theorem 3.2, and may be of some independent interest as well.
Theorem 5.6. Let X, Y be univariate random variables with corresponding distributions P, Q and Q ∈ Q * .
Suppose further that X and Y are independent, with P(X ≥ 0) = 1 and E log X = m < ∞. Denote the distribution of XY by R. Then
The equality holds if and only if X = e m with probability one.
Proof of Theorem 5.6
The inequality is trivial in the following cases:
In this case, the inequality is strict. (ii) var(X) = 0 : P is a point mass, so L(R) = L(Q) − m by the affine equivariance of L(·).
(iii) E log X = −∞ : For the equality to hold, one needs L(R) = ∞, thus R is a point mass. It then follows that P(X = 0) = 1.
For the remaining of the proof, we assume P ∈ Q * and m > −∞. This implies that R ∈ Q * .
Denote by F and G the cumulative distribution functions corresponding to P and Q. Let X n be a random variable with the corresponding distribution P n defined as
where F −1 is the generalized inverse function of F , i.e.
Let R n be the distribution corresponding to X n Y . Abusing notation slightly in the following, given t ∈ R, we denote Q t to be the distribution corresponding to the random variable tY . Then
log F −1 (p)dp = m.
We now let n → ∞ on both sides of (5.17) to establish the inequality (5.16). Next, we show L(R) = L(Q) − m implies that X must be almost surely constant. Fix v = F −1 (1/2).
It follows from m > −∞ that v > 0 and P(X > 0) = 1. Suppose X is not almost surely constant, then
. Denote by R u and R l the corresponding distributions of (XY |X ≥ v) and (XY |X < v). Clearly, R = pR u + (1 − p)R l . From Lemma 5.5, ψ(·|R u ) = ψ(·|R l ). Now by the convexity of L(·) again, we have
Using (5.16) proved above,
Consequently, L(R) < L(Q) − m, as required.
Corollary 5.7. Let X 1 , X 2 , Y be univariate random variables with corresponding distributions P 1 , P 2 and Q. Q ∈ Q * . Suppose that X 1 and Y are independent, X 2 and Y are independent, with P(X 2 ≥ 0) = 1 and
The equality holds if and only if P 1 = δ u for some u ∈ R and P 2 = δ e m .
The proof of the above corollary is omitted owing to its similarity to that of Theorem 5.6. Before proceeding, we note that there are some similarities between the proofs of Theorem 2.3 and Theorem 3.2, mainly due to the ARMA presentation of GARCH. So certain details in the proof of Theorem 3.2 are omitted. Still, because of the emergence of the logarithmic term in (3.2), our proof below is more involved.
Proof of Theorem 3.2
Under assumptions (A.4) and (B.4), {X t } is stationary and ergodic. Let {η t (θ)} and {σ 2 t (θ)} be respectively the stationary, ergodic and non-anticipative solutions of
Note that assumptions (A.4) and (B.2)-(B.4) ensure the existence of such solutions.
Define the empirical distributions as
Let . . . ,X −1 ,X 0 ,X 1 , . . . be an independent new realization of the existing ARMA(p, q)-GARCH(r, s), and define {η t (θ)} and {σ 2 t (θ)} analogously as shown in (5.18) and (5.19). Denote the distribution ofη
by Q θ .
We will split our proof into several parts:
(a) lim n→∞ sup θ∈Θ ′ D 2 (Q n,θ ,Q n,θ ) = 0, a.s., where D 2 is the 2 nd Mallows distance. (h)ĉ n → c 0 , a.s. 
where K > 0 and 0 < ρ < 1 are two generic constants. See also point (a) in the proof of Theorem 2.3 for reference. It then follows that lim sup
where {γ i (θ)} ∞ i=1 are given as
, for i = 1, 2, . . . . Now because all the roots of B θ (z) = 0 have modulus greater than one and Θ ′ is compact, we can find two constants K > 0 and 0 < ρ < 1 such that sup θ∈Θ ′ |γ i (θ)| < Kρ i for every i ∈ N. It therefore follows that
Similarly, it can be shown that sup θ∈Θ ′ E(η 2u 1 (θ)) < ∞. Therefore, E| logσ (e) Uniform ergodic theorem. Its proof follows from that of the uniform law of large numbers, where one combines a standard bracketing idea with the compactness argument. We omit the proof for brevity.
(f ) Uniform weak convergence. The proof is similar to that given for Theorem 2.3. One may refer to point (c) in the proof of Theorem 2.3 for more details. , Q θ * ) = 0.
For all θ ∈ Θ ′ ,η
where R 1 is independent of both R 2 and In light of point (d), the equality is enforced in (5.22). So by Corollary 5.7 again, there must exist constants C 1 and C 2 ∈ (0, ∞) such that .
It can be seen that this equality holds if and only if
, ∀|z| ≤ 1 and 1
. → 0. Finally, one can apply Proposition 2 of and the dominated convergence theorem to see (3.4).
