Abstract-Survivability of wireless mesh networks (WMNs) is a crucial issue that has not received enough attention in the literature. In this paper, we present a network coding-based protection scheme that overcomes the deficiencies in traditional proactive and reactive protection mechanisms. Proactive schemes ((1+1) protection) provide instantaneous recovery, but are resource-hungry. While reactive schemes ((1:N) protection) are efficient (in terms of used resources), but impose a delay and interrupt the network operation. Our approach provides protection to many-to-one flows at the speed of proactive protection, but at the cost of reactive protection. We derive the necessary and sufficient conditions for our solution on a restricted network topology, and then we adapt our solution to take into account general topologies. We also show how to perform deterministic network coding with {0,1} coefficients to achieve independence between linear combinations. Moreover, we discuss some practical considerations related to our approach, and we study the effect of our approach on the network performance. Finally, we consider the implementation of our approach when all network nodes have single transceivers, where we solve the problem through a greedy algorithm that constructs a suboptimal feasible schedule for the sources transmissions.
I. INTRODUCTION
Wireless mesh networks (WMNs) have recently emerged as a convenient solution to provide last-mile service, where they can be deployed as community or metropolitan networks to grant Internet access to endusers. WMNs are composed of wireless mesh routers, which are organized to establish an infrastructure that serves the clients. In WMNs, it is not necessary for all the routers to be connected directly to the wired network to access Internet, contradicting the traditional infrastructure wireless networks. The routers that are connected to the wired network are commonly referred to as gateways. In WMNs, direct wireless communication between routers is allowed, and hence enabling unconnected routers to access the Internet through multihop communication with the gateways, as shown in the illustration in Fig.1 . Since the data flow on a WMN is mainly Internet related, one important characteristic of This work was supported in part by the National Science Foundation under grants CNS-0626822, CNS-0626741, CNS-0721453 and ECS-0601570 and by a gift from Cisco Systems. the flow is that it takes one of two main structures, either a one-to-many flow from a certain gateway to a certain set of users or routers, or a many-to-one flow from the routers to the gateway. The wireless communication medium in WMNs is prone to various types of interference causing a link status to dynamically change according to the channel conditions, hence resulting in information loss. To mitigate the effects of this problem, various schemes to enhance the survivability of wireless networks were presented. These methods are divided into three main classes, 1) protection schemes [1] [2] [3] [4] [5] [6] . 2) restoration schemes [7] [8], and 3) hybrid schemes [9] [10] .
The main difference between protection and restoration schemes is that protection schemes reserve backup resources in advance, before a failure occurs. While restoration schemes wait until a failure is detected, and then they start discovering the available resources, which introduces a delay in the recovery process. Hybrid schemes resort to restoration when protection fails.
Protection schemes are divided into two main categories:
1) Proactive protection, viz., 1+1 protection. In this scheme each source uses two edge-disjoint paths, each of which carries a copy of the data unit to the sink. Thus, if a link on one of the paths fail, the sink receives another copy on the other path. This is a very resource demanding solution, because we need at least twice as many resources, which makes this approach hard to realize. For example, in the network shown in Fig.2(b) , there are two sources, S 1 and S 2 , sending two data units, b 1 and b 2 , respectively to a sink node T . Since the minimum-cut between the sources and the sink is 3, each source must use the network in a different time slot to be able to tolerate a single-link failure, i.e., to have two edge-disjoint paths to the sink.
2) A less demanding solution is to use reactive protection, viz., 1:2 protection. In this scheme each source uses a primary path to the sink that is edge-disjoint from the primary paths used by other sources. In addition, one extra path is reserved to be used by any of the sources if a failure occurs, as shown in Fig.2(c) . In this case, if a failure takes place on one of the primary paths. The affected source will have to detect the failure, and then reroute its data to use the backup path, which introduces delay and interrupts network operation.
In this paper, we exploit network coding [11] [12][13] to provide protection in many-to-one flow networks in a proactive manner. The main advantage of using network coding is in reducing the needed resources to provide such protection. To the best of our knowledge, using network coding in this direction has not been explored yet.
The rest of this paper is organized as follows. Section II, describes the problem, and states the paper contributions. In Section III, we discuss the sufficient and necessary conditions for our solution to exist. In Section IV we discuss how to perform network coding using {0, 1} coefficients. Section V discusses some of the practical issues related to our approach. The network performance is studied in Section VI. In Section VII we show how to schedule the sources transmissions if all the network nodes have a single transceiver, and we compare the performance of our approach with both the 1:N and the 1+1 protection schemes. Finally, we conclude the paper in Section VIII.
II. PROBLEM DESCRIPTION
We consider a WMN that contains only one gateway, and in which the routers can be organized in t levels, where the routers in level i (or L i ) are i hops away from the gateway. For example, the network in Fig.1 has 3 levels. We assume that the t levels access the wireless medium in a TDMA manner, i.e., the routers in each level send their data units in their assigned tine slot.
Specifically, assume that there are n source nodes in the network, which correspond to the routers in a certain level, say L s , in their assigned time slot. Where each source has one data unit b i that needs to be sent to the sink, where 1 ≤ i ≤ n. The contribution of this paper lies in answering the following questions:
• How can network coding be used to provide protection against link (or path) failures in such manyto-one flow networks, while using the minimum possible number of paths? • What are the necessary and sufficient conditions for such a solution to exist?
• If such a solution exists, how does it affect the network performance?
III. PROPOSED APPROACH We utilize network coding to provide protection at the speed of proactive protection, but at the cost of reactive protection. Suppose we allow node A in the network shown in Fig.2(a) to combine b 1 and b 2 (bitwise XOR), and send the resulting symbol to the sink on the link (A, T ), as illustrated in Fig.2(d) . This way, the two sources can use the network in the same time slot and still achieve proactive protection. If any of the three symbols sent to the sink is lost due to a link failure, the sink will still be able to recover the original data units, without the need to detect the failure. For example, let us assume that link (S 2 , C) fails, the sink will receive b 1 ⊕ b 2 on link (A, T ) and b 1 on link (D, T ), and it can recover b 2 by performing the bitwise XOR operation on the received symbols.
Generally speaking, suppose we can deliver to the sink n + 1 linear combinations of the original n data units, such that, any n combinations are linearly independent. The sink can recover the original n data units by solving any n from the n + 1 linear combinations. That is, the sink will be able to recover the original n data units even if one of the combinations is lost due to a link (or path) failure. As in the 1 + 1 protection scheme the recovery can be done without the need to detect the failure, and compared to the 1 : N protection scheme, our approach requires the same number of paths, n + 1, but does not impose a delay or interrupt the network operation. This clarifies the basic idea of our approach. An example is shown in Fig.2(d) .
A. Assumptions, Definitions and Notation
We represent our network by a directed graph G(V, E) in which the set of vertices V represents the network nodes, and the set of edges E represents the available wireless links between network nodes, such that the edges are always directed from levels with higher indices to levels with lower indices. Taking that into account we define the following: 1) Let L s be the set of routers in the level being considered, where |L s | = n. 2) Let T be the only sink node in the network. and the sink node T is ≥ n + 1. Networks that do not have this property are discussed in Section V. 
B. Sufficient and Necessary Conditions
In this subsection we always assume that the created combinations are linearly independent, and we will elaborate on coding in Section IV. Creating the n + 1 combinations is the responsibility of the intermediate network nodes that connect the source nodes in L s to the sink, because each source only knows its own data, and has no further information about other data units (from assumption 6). We focus on the nodes in L s−1 , since they are the first intermediate nodes that can perform coding, and we assume the worst case scenario that occurs when |L s−1 | = n + 1, i.e., each one of the nodes in L s−1 is responsible for producing one combination and forwarding it to the sink. Since we are only considering the nodes in L s and L s−1 , under assumption 5, the original graph G can be replaced with G T 01 . Taking this into account, the condition that will enable the L s−1 nodes to construct the n + 1 combinations that can tolerate a single link failure is:
Any k nodes in L s , must be connected to at least k +1 nodes in L s−1 : Consider the network in Fig.3 , if either of the links AT or BT fails, the sink will not be able to recover all three data units, because the other link that did not fail will be carrying the only combination of the two data units b 1 and b 2 , while the sink needs at least two. That is, if node v is connected to k nodes in L s , then for the sink to be able to recover all the original data units if the combination created in v is lost, the neighboring set in L s−1 which encode data units from the k nodes in L s must be of size that is at least k, or k + 1 if we include v. In general we can say: Any group of nodes in L s of size k must be connected to at least k + 1 nodes in L s−1 . This condition is formally stated in the following theorem: Theorem 1. The sink will recover the n data units even if one of the n + 1 combinations is lost, if and only if, any subset of L s of size k is connected to a subset in L s−1 of size at least k + 1, where
This theorem is proved and generalized in [14] .
C. General Network Topology
Basically, for the sink to be able to recover the original n data units, n+1 combinations must be created (such that any n of them are linearly independent), and forwarded to the sink on n + 1 edge-disjoint paths. Whether the combinations originated from the nodes in L s−1 or any other nodes in the network (including the sources) has no effect and absolutely does not matter, as long as the linear independence condition is satisfied and the combinations arrive at edge-disjoint paths. Therefor, Theorem 1 can be generalized in the following corollary: Corollary 1. The sink will be able to recover the n data units even if one from the n + 1 combinations is lost, if and only if, any subset of L s of size k is connected to the sink through a set of edge-disjoint paths of size at least k + 1, where 1 ≤ k ≤ n.
The proof of this corollary is available in [14] .
IV. CODING A linear combination is defined by a set of data symbols, and their coefficients. Therefore, achieving independence using {0, 1} coefficients depends solely on how we compose each combination from only the data units. In this section we briefly review the coding method proposed in [14] . We presume that assumption 6 in Section III-A and the connectivity condition of Theorem 1 are satisfied, and we show how to decide on the data units composing each of the linear combinations, through finding simple paths and trees.
A. The benefits of paths and trees
First of all, let us define coding according to the connectivity on a tree (path) by assigning a coefficient of 1 to the edges on the tree (path), and assign a coefficient of 0 to edges not on the tree (path). To illustrate the benefits of coding according to the connectivity on a tree, consider the example in However, consider the tree composed of solid edges in Fig.5(a) , which is clarified in Fig.5(b) . Note that 1)all the leaf nodes must be in L s−1 for each source to have at least two neighbors, and 2) each source has at most one leaf neighbor. A special case of such a tree is a path that has its both ends in L s−1 and in the middle it visits the nodes in L s and L s−1 interchangeably (because of assumption 6). Coding according to the connectivity on such a tree will also guarantee the linear independence, because any two combinations cannot have more than one element in common. In the next subsection we will show how to create a tree that satisfies the previous conditions efficiently. Call ModTree(u,
Cut the cycle before or after v Call ModTree(v, w) 10: end if
B. Constructing a coding tree
We begin by constructing a Depth-First Search tree (DFS-tree) rooted at a node in L s−1 , then we modify its structure to guarantee that there are no leaves in L s . Finally we trim the extra L s−1 leaves if any, to guarantee that each source has at most one leaf neighbor.
A DFS-tree can be constructed in time of order O(|E|), and the trimming can be done in time of order O(|V |). The non-trivial part is modifying the structure of the tree to guarantee that there are no L s leaves. Algorithms 1 and 2 describes a procedure to do the modification. A detailed discussion and an illustrative example can be found in [14] .
V. PRACTICAL CONSIDERATIONS A. Networks with limited minimum cuts
In our previous discussion, we always assumed that the min-cut between L s−1 and the sink is greater than or equal to n + 1. However in practice this may not be the case, since in reality the network gets narrower as we approach the sink. Thus, in this section we study networks with limited min-cuts.
From Menger's theorem [15] , the maximum number of edge-disjoint paths between the nodes in L s−1 and the sink is equal to the minimum edge cut. Let the number of these edge-disjoint paths be h. If h is greater than or equal to n+1, then our approach can be applied directly, and the combinations formed in L s−1 can be forwarded to the sink. On the other hand, if h is less than n + 1, then the formed combinations cannot be forwarded as is, and must be modified.
Let us assume that h < n + 1, then the sink cannot receive more than h combinations at a time. That is, to achieve protection using our scheme, no more than h−1 sources can transmit at the same time slot. Therefore, we propose to divide the n sources into groups of size h − 1, and then choose a set of feasible groups that covers all the sources. We assume that the groups are time multiplexed, and we define a group of sources to be feasible if it satisfies the condition in Corollary 1. We say a set of groups covers all the sources, if each source is present in at least one of the groups in the chosen set. The way we choose the covering set of feasible groups must take the following into consideration:
1) The degree of disjointedness between groups, which affects the fairness and the rate at which the sources transmit, as we will see in Section VI.
2) The degree of resource utilization.
As an illustration consider the network in Fig.6 , which contains four sources. The maximum number of edgedisjoint paths (h), from L s−1 to the sink in this network is equal to 3. Therefor, the largest possible group of sources, that can be protected together, will be of size at most 2. In this example all the groups of size two are feasible according to Corollary 1. Let us now compare the following three sets of groups:
is common in all the groups, which is not a fair solution. Because, if S 1 was allowed to transmit in all the three time slots, it will be transmitting at a rate of 1 symbol/time slot. While each of the remaining sources is allowed to transmit only in one of the three time slots, i.e, transmitting at a rate of because not only we achieves better fairness than Set 1 , but also we use less network resources than Set 2 . Since each of the groups uses only three links to forward data to the minimum cut edges, compared to four links in the groups of Set 2 .
The problem of choosing the smallest set of feasible groups to cover all sources can be proved to be NPcomplete through a reduction from the K-Set Cover problem.
B. Implementation
Assumption 8 states that a node can receive from, or transmit to, multiple nodes simultaneously. Practically, this can be done through using multiple transceivers utilizing different frequency channels, where each channel will be represented by a link on the graph. On the other hand, if we want to remove this assumption completely, time scheduling on each node can be used. It can be shown for some simple examples, that if M is the number of time slots, where M is a function of N and M increases as N increases, that the difference in M between (1 : N ) protection and network coding will be very small. We elaborate more on scheduling in Section VII.
VI. NETWORK PERFORMANCE
Since redundant data is sent to provide protection, the effective data rate will be decreased, compared to the case when there is no protection. In this section, we will study the effect of network coding-based protection on the effective data rate. Specifically, we will discuss the following cases:
• Case 1: Fair bandwidth sharing, with no protection.
• Case 2: Fair bandwidth sharing, with protection.
• Case 3: Opportunistic transmission, with no protection.
• Case 4: Opportunistic transmission, with protection. By fair bandwidth sharing we mean that a source does not transmit again until all other sources have transmitted, and by opportunistic transmission we mean that a source transmits whenever it has an opportunity to do so. In our discussion, we define the rate R as the number of data units that can be received by the sink per unit time. Also we assume the following: 1) Sources will be divided into groups, like we did in section V, if h was not large enough to forward all the n + 1 combinations in the case of coding, or the n data units when there is no protection. 2) There are two edge-disjoint paths from every source to the sink, i.e., minimum number of neighbors is used. This assumption will ease the analysis, and will not affect its validity. This is because the rate is affected by the total number of combinations received at the sink, and the number of data symbols that can be recovered. But not by the number of occurrences of the data symbols in the combinations. 3) We assume that the groups are feasible as defined in section V.
... Fig. 7 . Worst case grouping Case 1.a:When h ≥ n, the sink can receive all the n data units at the same time, which means that: R = n Case 1.b: When h < n, the sources should be grouped, which will cause the rate to vary at the sink depending on the way the sources were divided.
1) The best grouping scenario is when the sources are sorted in disjoint groups, giving rise to n h groups, i.e. n h time units are needed for all the sources to be covered, which means that:
2) Since every source has two-edge disjoint paths to the sink, then any source can reach two different edges in the min-cut. The worst grouping scenario occurs when there are h − 2 min-cut edges that can be only reached by h − 2 sources, forcing the remaining n − h + 2 sources to use just the remaining two min-cut links. Because we assume no protection in this case, each source can use one edges in the min-cut. Hence, the n − h + 2 sources can be divided into n−h+2 2 pairs, each pair when combined with the other h − 2 sources will form a group. Which produces n−h+2 2 similar groups that only differ in two positions. The network in Fig.7 shows a simple example, where the sources S 1 , S 2 , ...,S h−2 are present in all the selected groups (although we assume that they transmit in only one time slot), and the sources from S h−1 to S n can connect to the sink only through the last two min-cut links. In this case the n−h+2 sources will share these two links in n−h+2 2 time slots. Which means that:
It can be seen that the last two cases are equivalent when h = 2, and they both give R = 2.
Case 2.a: When h ≥ n + 1 the sink can receive the n + 1 combinations at the same time and recover all the n data units using any n combinations, that is: R = n Case 2.b: When h < n + 1 the sources should be divided into groups, and the rate at the sink will depend on how the grouping was accomplished: 1) As before, the best grouping is when the sources can be divided into disjoint groups. But in this case, since we assume protection is provided, the groups will be of size h − 1, thus producing at most n h−1 groups. That is, the rate will be:
2) The worst case grouping is similar to that discussed in case 1.b.2. However, in this case since protection is assumed, the n − h + 2 sources mentioned earlier will not be divided into pairs, rather each of which will be active alone with the other h − 2 sources. Thus giving rise to n − h + 2 groups, each of which is of size h−1. The network in Fig.7 still gives a valid example. The rate in this case is:
Note that the last two cases are also equivalent when h = 2, and give R = 1, since each source must use two edge-disjoint paths to forward data to the sink.
Case 3: The calculations from case 1 are still valid for this case, except when h < n with worst case grouping, in which the rate at the sink will equal h, since the h − 2 sources are allowed to transmit in every one of the n−h+2 2 time slots. To capture the difference, we should consider the rate at the sources, where it was for each of the n − h + 2 sources that can only use two min-cut links.
Case 4: The only difference between this case and case 2, is when h < n + 1 with worst case grouping, in which the rate at the sink will be always equal to h − 1. To see the difference we should consider the rate at the sources, where it will be 1 for each of the h−2 common sources between all groups, and 1 n−h+2 for each of the n − h + 2 sources that share only two min-cut edges.
VII. SCHEDULING As mentioned in Subsection V-B, if each node has a single transceiver, a scheduling mechanism for the sources transmissions should be used. In this section we introduce a greedy algorithm that constructs a feasible schedule for a given set of sources (L s ), taking into consideration their connectivity with their neighbors (the nodes in L s−1 ). We use this algorithm as a common ground to compare the performance of our protection scheme with the 1 : N , and the 1+1 protection schemes, in terms of number of needed time slots. Before stating the algorithm, let us define the feasibility of a schedule for the three cases, assuming that the max-flow between L s−1 and the sink is h:
Network coding-based protection:
• The number of sources in a certain slot does not exceed h − 1.
• If source x is scheduled in a time slot, then no other source that has a common neighbor with x can be scheduled in the same time slot. 1:N protection:
• If source x is scheduled in a time slot, then there must be at least one neighbor for x, which does not receive from any source other than x in that slot. 1+1 protection:
• The number of sources in a certain slot does not exceed h/2.
• If source x is scheduled in a time slot, then there must be at least two neighbors for x, which do not receive from any source other than x in that slot. Taking the feasibility conditions into account, Algorithm 3 shows how to build a schedule that satisfies those conditions for the case of network coding-based protection (we will discuss the other two cases shortly). For each time slot, the algorithm selects the source with the least degree in L s . Then, it excludes all the sources that will violate the feasibility conditions from future choices, by putting them in the Colliding Sources set. The previous two steps are repeated until no more sources can be added to the current time slot. After that Colliding Sources is reinitialized, and the algorithm starts filling the next time slot. The process repeats until all sources are scheduled.
For the case of 1 : N protection, one slight modifications is needed. That is, in step 22 Colliding Sources should be modified to include All the L s neighbors of the one node in L s−1 that is a neighbor to x, and has the least degree.
However, in the case of 1 + 1 protection, two modifications are required:
1) The condition of the if statement in 11 should be modified to (index > h/2 || F ound == FALSE). 2) In step 22, Colliding Sources should be modified to include All the L s neighbors of the two nodes in L s−1 that are neighbors to x, and have the least degrees. To be as practical as possible, the sources in L s should have a small degree. This is because 1) the sources only see the nearby neighbors (routers), which fall within their vicinity, and 2) the routers in reality are not placed too close to each other, so that the maximum amount of end if 25: end while users is covered with the minimum number of routers. In addition to the source degree, the max-flow between L s−1 and the sink should also be small, since in reality the network gets narrower as we approach the sink.
We compared the three schemes based on the algorithm and the following setup. The cardinality of L s was varied from 2 to 20 in 19 steps. In each step, we generated ten different topologies, with the cardinality of L s−1 being randomly chosen between L s + 1 and 2L s , and with connectivity conditions in Theorem 1 satisfied. The algorithm was then executed for the three protection schemes on each of the ten topologies, and the average was taken.
We conducted two experiments with two different values for the max-flow. Specifically, we made h equals (L s−1 /4) + 1 and (L s−1 /6) + 1, the results are shown in Figures 8 and 9 respectively. It can be seen that the difference between 1:N and network coding is very small, and it shrinks further as the max-flow decreases, i.e., in more practical cases. Obviously, 1+1 protection performance is poor compared to the other two schemes, since it approximately consumes twice the resources used by the 1:N or the network coding-based protection. Thus, less sources can be scheduled together.
These results compare the performance of the three schemes when no failure occurs, which is unjust to the 1+1 and network coding-based protection schemes when compared to the 1:N protection. This is because, in the case of a failure, the performance of 1+1 and network coding will not be affected ,i.e., no more time slots are required. On the other hand, the performance of 1:N will get worse, because it will consume more time slots to do the re-routing. Which shows the advantage of network coding-based protection over the other two schemes.
VIII. CONCLUSIONS In this paper we presented a novel network codingbased approach to provide proactive protection to manyto-one flows in WMNs with minimum cost in terms of the number of used paths. We discussed the necessary and sufficient conditions to achieve this protection for n source nodes. A polynomial-time algorithm was presented to perform the coding with {0,1} coefficients. We considered some of the practical issues related to adapting our scheme to general network topologies. In addition, we studied the effect of network coding on the performance of the network. Finally, we considered the implementation of our approach when each network node has a single transceiver. This was done through a scheduling algorithm, which showed that the performance of our approach is similar to the performance of 1:N when no failures occur, and is better in the case of failures.
