Boussinesq Modelling of Rip Currents on Barred Beach  by Fang, Kezhao et al.
Procedia Engineering 24 (2011) 573 – 578
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2011.11.2698
Available online at www.sciencedirect.com
Procedia 
Engineering 
          Procedia Engineering  00 (2011) 000–000
www.elsevier.com/locate/procedia
2011 International Conference on Advances in Engineering
Boussinesq Modelling of Rip Currents on Barred Beach
Kezhao Fanga, b, Jiwei Yinb, Zhili Zoub, Zhongbo Liub，a*
aKey Laboratory of Coastal Disaster and Defence, Ministry of Education, Hohai University, Nanjing, P.R.China, 116024
bThe State Key Laboratory of Coastal and Offshore Engineering, Dalian University of Technology, Dalian, P.R.China, 116024
Abstract
Rip current is quite common in coastal zone and plays a key role in coastal engineering related issues, for example, 
nearshore pollutants transport and coastal morphology. Among variety of documented research results on rip current, 
the experiment of Haller(1999) is widely used for validating the nearshore circulation models, such  as Boussinesq-
type wave model. However to authors’ knowledge, simplifications on spatial and time scales are always made during 
Boussinesq-type simulation. In the present paper, a 2D wave breaking model based on fully nonlinear Boussinesq 
equation is adopted to reproduce Haller’s experiment under full spatial and time scale conditions. The numerical 
results including wave height, setup down\up, mean current (field) are compared against the experimental data and 
good agreements are obtained.
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of ICAE2011.
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1. Introduction
Rip currents are approximately shore-normal, seaward-directed jets that originate within the surf zone 
and broaden outside the breaking region. And it is well known that rip current plays a key role in coastal 
engineering related issues, for example, nearshore pollutants transport and coastal morphology. 
Additionally, rip currents account for more than 80% of lifeguard rescue efforts in US, and are listed as 
the top one natural hazard in the US and Australia.  For example, in the state of Florida, more beachgoers 
fall victim to rip currents in Florida, than to lighting, hurricanes, and tornadoes [1].
Variety of research results on rip current have been documented, as reviewed by MacMahan [1] and 
Darlymple[2]. Among these results, the experiment study of Haller[3] set a solid base for deeply insight
into the extremely complicated rip current system and it has been serving for a benchmark test to validate 
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numerous mathematical nearshore circulation models, Boussinesq-type wave model for example. Chen et 
al.[4], Nwogu[5], Lu and Yu[6] and Fang et al.[7] simulated Haller’s experiment using Boussinesq model 
and obtained satisfactory numerical results. However simplifications are made during simulations, mainly 
due to the lack of surveyed water depth data or aiming to reduce the computation efforts. Chen et al.[4],
Lu and Yu[6] and Fang et al.[7] adopted an ideal (alongshore uniform) bathymetry with only 1/2 size of 
real bathymetry (with slight alongshore non-uniformity). And the simulation time is only 200s in Chen’s 
and Fang et al’s work, while the experiment lasts about 27 minutes for each run. Though Nwogu used real 
bathymetry during simulation, the simulation period is also limited to 200s. To some extent, we could 
conclude that the simulations mentioned above fail to reproduce the real experiment. Are there 
differences between numerical results using ideal and real bathymetry? Or will the Boussinesq-type wave 
model reproduce the experiments under full scale condition? Further investigation on these issues is 
indeed necessary.
A numerical wave basin is setup in the present study to reproduce Haller’s experiment. The 2D wave 
breaking model based on 2nd-order fully Boussinesq-type equations is used. The real bathymetry is 
adopted and simulations are conducted under full spatial and time scales, just the same as those in the 
experiments. The numerical results including wave height, setup down\up, mean current (field) are 
compared against the experimental data, the agreements and discrepancy are discussed.
2. Model description
2.1. Boussinesq-type wave model
The governing equations used in the present study are the extended version of the second-order weakly 
nonlinear equations by Zou [8], and the two dimensional forms of the equations are expressed in terms of 
surface elevation and depth-averaged velocity u as
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where g is the gravitational acceleration, h still water depth and d=h+ is local water depth. The 
values of parameters B1, B2 are set to be 29/885, 2/59 respectively after optimizing equations’ dispersion 
and shoaling properties. The above set of equations has a Pade[2,2] approximation of the exact dispersion, 
linear properties like dispersion and shoaling is applicable even in intermediate water. Besides, the 
equations have fully nonlinearity characteristics (up to second order) and could be used to describe the 
wave motions with strong nonlinearity. 
Λ in Eq.(1) accounts for the inclusion of moving shoreline and R in Eq.(2) is defined as R=Rb+Rf +Rs 
where Rb represents energy dissipation caused by wave breaking, Rf is the bottom friction and Rs is the 
sponger layer terms at  the two ends of the computation domain. All of these have the same form as those
in FUNWAVE model (Kirby et al.[10] and the details of numerical implementation of Eqs.(1)-(3) could 
be found in Fang et al.[7].
Two parameters in porous beach, λ and δ, controlling the shape of the slot are set to be λ=60 and
δ=0.01 respectively in the present simulation Bottom friction is set to be 0.01 after tuning the numerical 
results to match the experimental data.  The parameters for eddy viscosity breaking mechanism are set to 
the following values in simulations, *0.30 0.05, , 5 / , 1.2I I
t t bgh gh T h gη η δ= = = = .
2.2. Model setting
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Fig.1 Two and three-dimensional views of the bathymetry from the survey of the wave basin in Haller’s experiment.
The present study provides direct comparisons with laboratory data from a subset of the measurements
corresponding to Test B from Haller[3].The topography used is taken from a detailed survey in the wave 
basin and is shown in Fig. 1. The basin is 17.2m long, 18.2m wide and is equipped with a directional 
wave maker. A 1:30 concrete beach was constructed in the basin. An alongshore parallel bar(x=11-12.2m) 
with two 1.8m wide gaps was placed on the beach with water depth on it 0.048m. The bottom was
intended to be plane and the two rip channels were intended to be symmetric and equal to each other, but 
they clearly have some differences. The bars also exhibit alongshore non-uniformities which have an 
impact on the circulation.
In simulations, wave maker is placed at x=4.0m with wave height 0.048m, wave period 1.0s and water 
depth 0.363m. Grid spaces is 0.05m x direction and 0.10m in y direction, while time step is chosen as 
0.01s. The simulations period is 27min and the last 800s series are used for calculating mean quantities, 
the same as the experiments. Normal incident waves are generated using internal source function and 
sponger layers are set near two ends of the computation domain to absorb reflected waves. To evaluate 
the agreements between numerical results and experimental data, Wilmott index [11] is introduced as 
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where x(j) are the measured data, y(j) are the computed results, and x the mean value of series y(j).
When d=1, it indicates a perfect agreement, while d=0 means a complete disagreement.
3. Numerical results  
3.1. Wave height and setup\down
The computed wave height is shown in Fig. 2, where the numerical results and the experimental data 
are in good agreements. The wave height increasing due to shoaling process and wave height decrease 
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after wave breaking are well predicted from relatively deep water(x=10.0m) to shoreline(x=14.0m). 
Particularly, the delayed wave breaking in rip channel is well reproduced. The value of dH computed from 
Eq.(4) for the wave height turns out to be 0.92 , which demonstrates that the present wave model does a 
reasonable work.
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Fig.2 Comparison of the computed wave height(line) in left picture and mean water level(line) in right picture to experimental 
data(asterisks).
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Fig.3 Comparison of computed time-averaged cross-shore currents(line) in left picture and longshore currents(line) in right picture 
to experimental data(asterisks).
The computed mean water level is also shown in Fig. 2, again they are in good agreements with the 
experimental data except some underestimates at x=12.2m x=13.0m. Before wave breaking, mean water 
level has negative value at x=10.0m and x=11.0m, which means a setdown. While after wave breaking 
occurs, the mean water level begin to increase to have a positive value and the maximum value is reached 
near the shoreline(x=14.0m). We should notice in particular that the wave setup in barred region are 
higher than those in rip channel, this will induce a longshore pressure gradient, which finally will drive 
current convergence in rip channel. They hence will contribute to form the rip feeder. The value of 
dη computed from Eq.(4) is 0.87.
3.2. Time-averaged currents
In Fig.3, the computed cross-shore mean currents and alongshore mean currents are presented. The
value of dU and dV computed from Eq.(4) is 0.84 and 0.75 respectively. These two relatively lower values 
577Kezhao Fang et al. / Procedia Engineering 24 (2011) 573 – 578Kezhao Fang, Jiwei Yin, Zhili Zou, Zhongbo Liu / Procedia Engineering 00 (2011) 000–000 5
are mainly caused by the discrepancy near shoreline region x=14.0m, as we can see from figures. The 
main features of rip currents are well reproduced. The offshore-directed current, i.e., rip current is 
obvious in rip channel at x=11.2.0m and x=11.0m, while at further offshore position x=10.0m, rip current 
are dissipated due to mixing mechanism. The rip feeder is also clearly shown in Fig. 5, where longshore 
mean currents at the two sides of rip channel have opposite signs, means they flow in the opposite
direction to converge in the rip channel. Additionally the asymmetry of mean currents is also 
demonstrated, which mainly due to the slight alongshore non-uniformities of bathymetry.
3.3. Mean current field
8 10 12 14
0
2
4
6
8
10
12
14
16
18
0.25m/s
y(
m
)
x(m)
Fig.5 Time-averaged below-trough velocity from  experimental data(left panel), the simulation(middle panel), and the simulation at 
the same points as the experimental data(the third panel).
The depth-integrated current from the model are displayed in Fig. 5 and compared against the 
experimental data. Owing to the limited number of velocity gauges available, the experimental data 
shown here is from many repeated runs of the experiment with identical wave conditions but different
measuring locations (see [9]).The classical flow pattern of rip current, i.e., rip feeder, rip neck and rip 
head are well reproduced by the model and looks similar to the measured flow field. Following Haas and 
Warner [9] the third panel of Fig.5 shows the currents from the model only at the locations where the 
measurements were made to facilitate the comparison between the model and the data. The figure shows 
that the recirculation cells close to the shoreline have similar dimensions and the flow along the offshore 
edge of the central bar is parallel to the shore. Also, in both the measurements and the model results the 
upper rip is biased toward the inside of the basin. We should also notice that the flow pattern in top and 
down channels are not identical, which is mainly due to the slight non-uniformities of bathymetry. This 
difference for two rip channels is also observed in experiments [3].
4. Conclusions
A numerical wave basin is setup to reproduce the rip currents experiments of Haller [3] under full 
scale condition. The 2D wave breaking model is based on fully nonlinear Boussinesq-type equations. The 
simplifications, which are always made during simulation by a Boussinesq-type wave model, are dropped. 
The real 3D bathymetry is used in simulation and the simulation period is 27min, the same as the 
experiment run lasts.
The computed results including wave height, setup down\up, mean current (field) are compared 
against the experimental data and the Wilmott indexes for these quantities have relatively higher values 
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except some discrepancies near shoreline, which demonstrates the good agreements with the experimental 
data and the efficiency of the present model under full scale condition. The main features of a rip current 
system, like rip feeder, rip neck and rip head are well reproduced by the model. 
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