The goal of grammar compression is to construct a small sized context free grammar which uniquely generates the input text data. Among grammar compression methods, RePair is known for its good practical compression performance. MR-RePair was recently proposed as an improvement to RePair for constructing small-sized context free grammar for repetitive text data. However, a compact encoding scheme has not been discussed for MR-RePair. We propose a practical encoding method for MR-RePair and show its effectiveness through comparative experiments. Moreover, we extend MR-RePair to run-length context free grammar and design a novel variant for it called RL-MR-RePair. We experimentally demonstrate that a compression scheme consisting of RL-MR-RePair and the proposed encoding method show good performance on real repetitive datasets.
The remainder of this paper is organized as follows. In Section 2, we provide baseic notations and review some definitions and previous algorithms. In Section 3, we define the RL-MR-RePair algorithm. In addition, we describe its implementation and analyze the time/space complexity. In Section 4, we introduce some encoding scheme for grammar compression and present our bit encoding method. In Section 5, we show experimental results. Finally, we conclude the study in Section 6.
Preliminaries
In this section, we provide some notations and definitions to be used in the following sections. In addition, we review grammar compression and some basic encoding methods.
Definitions and basic notation
Let A denote an alphabet, an ordered finite set of symbols. A text T = t 1 · · · t n is an element of A * , and |T | = n denotes its length. For two natural numbers i and j such that 1 ≤ i ≤ j ≤ n, a substring of T is t i · · · t j , which can be denoted by T [i..j]. If i = j; for simplicity, we denote it by T [i] (this is the i-th symbol of T ).
For text T and u, #occ T (u) denotes the frequency of u in T , representing the number of occurrence of u in T . Assume that #occ T (u) ≥ 1, then a left (or right) extension of u is any substring of T that has the form wu (or uw), where w ∈ A + . We say that u is left (or right) maximal if left (or right) extensions of u occur strictly fewer times in T than in u, or u has no left (or right) extension. If u is left and right maximal and #occ T (u) ≥ 2, we call u a maximal repeat. Moreover, a conditional maximal repeat is the longest substring u of a maximal repeat such that u [1] = u [|u|] . In this study, we consider only strings with a length greater than 1 as maximal repeats. For a maximal repeat u with length 2 and u [1] = u [2] , we regards u itself as its conditional maximal repeat.
A repetition is a text that has the form w k with w ∈ A + and k ∈ N + , which means k repetitions of w. A run is a repetition that satisfies both of the following two conditions: (i) w ∈ A, and (ii) any of its left and right extensions are not repetition, or it has no left and right extension.
Grammar compression
A context free grammar (CFG) G is a 4-tuple G = {Σ, V, s, R}, where Σ is an ordered finite set of terminals, V is an ordered finite set of variables such that V and Σ are disjoint, R is a finite set of binary relations called production rules (or rules) between V and (Σ ∪ V ) * , and s ∈ V is a special variable called the start symbol. A production rule represents an expansion rule of a variable, written in the form v → α, where v ∈ V and α ∈ (Σ ∪ V ) * imply that v expands to α. Here, the word symbol refers to any element of (Σ ∪ V ); we call an element of (Σ ∪ V ) * a text. A straight-line program (SLP) [17] is a canonical form of CFG such that all the length of the right-hand side of the rules is 2.
A run-length context free grammar (RLCFG) [15, 24] is an extension of CFG by adding run-length rules to production rules, written in the form v → α k with α ∈ (Σ ∪ V ) and k ≥ 1. We call both CFG and RLCFG grammar and say that a grammar generates a text T if its start symbol s expands to T by recursively applying its production rules.
The parse tree of grammar is a rooted ordered tree with internal nodes labeled by variables and leaves labeled by terminals such that the relation between internal node v i and its children corresponds
, · · · , v ij from left to right. Note that the label sequence of the leaves of the parse tree represents the text generated by the grammar.
Given a text T , grammar compression is a method of lossless compression that constructs a grammar G such that G generates T uniquely. For G, we assume that there is a unique rule v i → α i for each
For each form of rule, its size is defined as follows; (i) for v → a, its size is 1, (ii) for v → v j1 v j2 · · · v jm , its size is m, and (iii) for v → v j k , its size is 3. We estimate the effectiveness of compression by the size of a generated grammar, which is the total size of its production rules.
Previous algorithms
RePair is an algorithm for grammar compression proposed by Larsson and Moffat [18] . For a given text T , RePair constructs CFG {Σ, V, s, R} by a recursive procedure: (i) find the most frequent symbol pair p from T , then (ii) replace p with a new variable v then add v to V and v → p to R. It terminates when the frequency of the most frequent pair is less than 2, and adds s → T to R at that time. In general, at first, RePair replaces each a ∈ Σ with a new variable v a , and adds v a to V and v a → a to R.
MR-RePair is a variant of RePair proposed by Furuya et al. [8] , that finds and replaces the most frequent conditional maximal repeat, instead of the most frequent pair.
Lemma 1 ([8])
For a given text with length n, let us denote the grammar constructed by MR-RePair by {Σ, V, s, R}. Then, MR-RePair works in O(n) expected time and 5n + 4|Σ| 2 + 4V + ⌈ √ n + 1⌉ − 1 words of space.
Encoding methods
For a given text, i-bit encoding is an encoding method that represents each symbol of the text by i bits. Fixed bit length encoding (FBLE) represents each symbol by ⌈log m⌉ bits, where m is the value of the maximum symbol of the text.
Huffman coding [13] is a popular algorithm for compact bit encoding of text. For a given text, Huffman coding assigns a variable number of bits to symbols of the text based on their frequencies, and represents each symbol by the assigned number of bits.
Gamma encoding (also known as Elias gamma encoding) [7] is an encoding scheme for positive integers. To encode a given number n, gamma encoding puts ⌊log n⌋ 0s and appends the binary form of n.
Run-length encoding (RLE) converts a given text to two sequences; symbol sequence S and length sequence L. Assuming that the given text is r 1 r 2 · · · r q , where r i = a i ki with a i ∈ A and k i ∈ N + for 1 ≤ i ≤ q. Then, the obtained S and L are denoted a 1 a 2 · · · a q and k 1 k 2 · · · k q , respectively.
RL-MR-RePair
Furuya et al. [8] recently proposed MR-RePair as a variant of RePair based on maximal repeats. They reported that MR-RePair practically improves the efficiency of compression of RePair with respect to grammar size, especially for repetitive data. In this section, we extend MR-RePair to run-length grammar compression schemes and present a new variant of RePair called RL-MR-RePair.
Algorithm
Let x be a symbol and k be a natural number such that k ≥ 2. For text x k , its most frequent maximal repeat is x 2 . Conversely, for a given text T , if its most frequent maximal repeat is x 2 , there is a possibility that T contains long repetition x k . RL-MR-RePair searches run x k in T and replaces it if the most frequent maximal repeat is x 2 . Otherwise, it works similar to MR-RePair. We show the RL-MR-RePair algorithm in Algorithm 1.
Let g and g rl be the size of the grammar constructed by MR-RePair and RL-MR-RePair, respectively. It is easy to show that there is a case where g rl < g, since g = Θ(log n) and g rl = Θ(1) holds for unary input text with length n. However, note that g rl > g holds in some cases. Assuming that the input text is a 2 1 ba 2 2 b · · · a 2 m b, then clearly, g = Θ(log m) and g rl = Θ(m). Find the most frequent maximal repeat r.
4:
if #occ T (r) < 2 then 5:
Add s → T to R. if r = x 2 with variable x then 9:
Replace each run x k with a new variable v k , then add v k to V and v k → x k to R. Replace each r in T with a new variable v, then add v to V and v → r to R.
15:
end if 16: end loop
Implementation
We implement RL-MR-RePair by adding extra hash to the implementation of MR-RePair. The extra hash is used in the replacement phase (c.f. Line 9 in Algorithm 1) to check whether the same run has occurred previously. If the run has already occurred, the same variable is used for the replacement. Otherwise, a new variable is required.
where n is the length of the input text.
Proof 1 Compared with MR-RePair, RL-MR-RePair requires an additional operation when it replaces each run with a new variable, that is, it checks whether the same run has occurred previously. We assume that the extra hash works in O(1) expected time; thus, the time complexity of RL-MR-RePair is equal to that of MR-RePair, that is, by Lemma 1, RL-MR-RePair works in O(n) expected time.
Theorem 2 For a given text with length n, let us denote the grammar constructed by RL-MR-RePair by {Σ, V, s, R}. Then, RL-MR-RePair works in 6n + 4|Σ| 2 + 4V + ⌈ √ n + 1⌉ − 1 words of space.
Proof 2 Compared with MR-RePair, RL-MR-RePair requires an additional space for the extra hash, which maintains the length of the runs that occur in the text. The total length of such runs is at most n; thus, the hash is at most n words of space. Therefore, by Lemma 1, RL-MR-RePair works in 6n + 4|Σ| 2 + 4V + ⌈ √ n + 1⌉ − 1 words of space.
Bit encoding
Let G = {Σ, V, s, R} be a grammar constructed by RePair, MR-RePair, or RL-MR-RePair, where Σ =
In what follows, for each run-length rule v i → v j k , we write its right-hand side in the form of a symbol sequence 0kv j , where 0 is a special symbol that implies that the expression is the right-hand-side of a run-length rule. By this representation, we treat RLCFG as CFG in what follows.
Compressed data is finally stored as bit sequences. The simplest method for encoding G is by converting G to a text and encoding the text using general text encoding schemes, such as i-bit encoding, FBLE, or Huffman coding (e.g., a RePair implementation by Navarro [22] uses 32-bit encoding). For example, we can convert G to a 1 · · · a σ ⋄ α 1 ⋄ α 2 ⋄ · · · ⋄ α d ⋄ τ with a special symbol ⋄, called a delimiter. Let g denote the size of G, and then the length of such text is σ
Here, if the length of each α i is 2, the number of delimiters can be reduced, that is, we can convert G to
This implies that the final bit sequence of grammar for RePair can be smaller than that of MR-RePair or RL-MR-RePair, even if the size of the grammar for RePair is larger than that of MR-RePair or RL-MR-RePair.
A previous effective method for RePair
In another approach, Bille et al. [4, 26] proposed a variant of RePair and an effective encoding for it. They partially sorted the rules of grammar and encoded the grammar by using packed gamma encoding (PGE), defined as follows.
Definition 1 (PGE) Given a text T and a natural number ε. Let D be a sequence such that ⌈log l 1 ⌉⌈log l 2 ⌉ · · · ⌈log l q ⌉, where l i is the value of the maximum symbol in T [j..j +ε−1] with j = ε(i−1) and q = ⌊|T |/ε⌋,
is 1 and otherwise 0. S 1 and L 1 denote the symbol sequence and the length sequence obtained by RLE of D delta , respectively. Similarly, S 2 and L 2 denote those obtained by RLE of L 1 . Then, PGE is an encoding method that encodes T to a bit sequence consisting of the following five bit sequences.
It is expected that PGE performs well for a type of texts such that the values of their symbols are close to that of their adjacent symbols. Bille et al. [4, 26] applied PGE to RePair in the following manner; (i) construct two texts X and X delta such that
then X pms [i] is 1 and otherwise 0, (iii) store X delta , X pms , and PGE encoded bit sequence of X. This encoding scheme requires that the length of each α i is 2; thus, it can be applied it neither to MR-RePair nor RL-MR-RePair.
Encoding via post-order partial parse tree (POPPT)
A partial parse tree [27] is an ordered tree formed by traversing the parse tree in the depth-first manner and pruning out all descendants under each node of variables appearing no less than twice. A POPPT [20] is a partial parse tree whose internal nodes contain post-order variables. A post-order CFG (POCFG) [20] is a CFG whose partial parse tree is a POPPT. For compact encoding of general grammars (which implies not only CFGs with |α i | = 2 for each i), succinct representation of POCFG is useful.
Takabatake et al. [32] * presented a method for encoding a POCFG to its succinct representation comprising a bit sequence B and a text U . For a given POCFG, P denotes its partial parse tree (which is a POPPT). Then, B is built by traversing P in the post-order and putting c 0s and one 1 for a node with c children. Finally, we put one 0 in B to represent the super node. U stores symbols of leaves of P left to right.
In the previous study undertaken by Takabatake et al. [32] , Maruyama et al. [20] proposed a similar encoding method for SLPs. The method constructs a bit sequence B and a text U , in a similar manner, but B is slightly more effective. B is built by traversing the POPPT in the post-order, and putting one 0 in B if the node is a leaf, or one 1 otherwise. Note that we can easily apply this method to the constructed grammar by RePair with decomposition τ to
By this decomposition, the size of the grammar increases by |τ |. However, it does not affect the final representation since the variables (σ + d + 1), · · · , (σ + d + |τ | − 1) do not explicitly appear and only symbols that occur in τ are put in U . * In the definition in [32] , they use a second bit sequence to mark the leaves of the partial parse tree to use it as the rank/select dictionary. But we omit it because we do not use the bit sequence in our method. Here, |Σ| is the alphabet size, representing the number of kinds of symbols that occur in each dataset. Type implies classification by the scheme used to generate the dataset; artificially created symbol sequences (A), artificially generated by adding repetitiveness to real data (PR), and real repetitive data (R).
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Combination of POPPT and PGE
In both of the methods stated in Sec. 4.2, we finally encode U to a bit sequence. In previous methods, U is encoded by representing each symbol U [i] by ⌈log (i + |Σ|)⌉ bits for 1 ≤ i ≤ |U |. This method is referred to as increasing bit length encoding (IBLE). Here, note that U [i] ≤ i + |Σ| holds since in POPPT, the value of a leaf node is at most the number of internal nodes in post-order until the leaf node. As another method for encoding U , we propose a scheme that uses PGE. It is expected that PGE performs well for encoding U since there is a tendency that the values of symbols in U are close to that of their adjacent symbols.
Experiments
We implemented RePair, MR-RePair, and RL-MR-RePair and conducted experiments to compare their performances. The experiments involved measuring the sizes of grammars, the execution time and the peak memory usage for grammar construction, the sizes of the final compressed files, and the execution time for encoding the grammars. We used the datasets listed in Table 1 for testing. All datasets were obtained from Repetitive Corpus produced in Pizza&Chili Corpus [1] . All tests were conducted on Intel(R) Core i7-7800X 3.50GHz 12core with 64GB RAM. The OS was Linux (Ubuntu 16.04.2, 64bit) running kernel 4.15.0. All the programs were compiled by rustc version 1.35.0 with --release option. Table 2 shows the sizes of grammars constructed by RePair, RePair(PS), MR-RePair and RL-MR-RePair, the execution time, and the peak memory usage for grammar construction. RePair(PS) is a variant of RePair stated in [4] † , which partially sorts the rules of grammar in the procedure. In any case, MR-RePair and RL-MR-RePair outperform both RePair and RePair(PS), while it was stated in [8] that there is a case in which MR-RePair is theoretically inferior to RePair. In particular, for all datasets except coreutils, RL-MR-RePair constructs the smallest grammars. In addition, as shown in the table, RL-MR-RePair runs faster than MR-RePair in all cases except sources.001.2. Tables 3, 4 and 5 show the sizes of files compressed by RePair, MR-RePair, and RL-MR-RePair, respectively. We tested 8 encoding methods for RePair and 6 encoding methods for MR-RePair and RL-MR-RePair. Each table shows the execution time of each encoding method.
Grammar construction

Encoding the grammars
32bit, fble, and huffman convert a given grammar to text using the procedure introduced in the exordium of Sec 4 and encode the text by 32-bit encoding, FBLE, and Huffman coding, respectively. † While a program of the algorithm implemented by the authors is available in [26] , we implemented by ourselves and used for testing for fairness of comparison (the implementation of [26] mainly aims to reduce the memory usage and the performance of the execution time slightly decreases for the purpose).
Note that in RePair the number of delimiters is reduced in the converted text compared with the others. 32bit is the simplest and it reflects the size of the grammar directly. However, as shown in the tables, 32bit is too large for representing symbols. In addition, we observed that huffman tends to be large than fble. We consider that Huffman coding does not perform well because there are few symbols that occur repeatedly in the converted text.
For comparison, we implemented the encoding method proposed by Bille et al. [4] for RePair (more precisely, for RePair(PS)). The implementation [26] sets the constant ε as 6 (see Def. 1). However, we found that setting ε = 8 improves the efficiency of the compression for some cases; thus, we tested for ε = 6 (ps+pge6) and ε = 8 (ps+pge8). As shown in Table 3 , both ps+pge6 and ps+pge8 significantly improve the efficiency of the compression compared with methods that convert a given grammar to a text.
Finally, we tested encoding methods using POPPT for every RePair variant. For RePair, we used the method proposed by Maruyama et al. [20] for constructing POPPT. For MR-RePair and RL-MR-RePair, we adopted the method proposed by Takabatake et al. [32] . We represented the text in the succinct representation of POCFG in three ways; using IBLE (poppt+ible), PGE with ε = 6 (poppt+pge6), and PGE with ε = 8 (poppt+pge8). For both MR-RePair and RL-MR-RePair, the methods using POPPT show high compression efficiency, particularly, poppt+pge8, which achieved the best compression ratio in all cases, except fib41 and para (in para, poppt+pge6 was the best whereas poppt+pge8 was second best). In addition, as shown in Table 3 , methods using POPPT are effective even for grammars constructed by RePair.
From the above experiments, we summarize the result of the best compression performance achieved by each RePair variant in Table 6 . For comparison, we also show the compression results by two famous file compressor, gzip (version 1.6, with -9 option) and bzip2 (version 1.0.6, with -9 option) in the table. As the table shows, RePair is effective for artificial datasets (A) and pseudo-real datasets (PR). In contrast, for real datasets (R), MR-RePair and RL-MR-RePair show good performances, whereas RL-MR-RePair improves the efficiency of the compression of MR-RePair in all cases except coreutils.
Conclusion
In this study, we extended MR-RePair to RLCFG and designed a novel variant called RL-MR-RePair. In addition, we proposed an encoding scheme for MR-RePair and RL-MR-RePair and conducted experiments to compare their performances. The experimental results show that in practice RL-MR-RePair and the proposed encoding scheme achieve high compression performance for real repetitive datasets.
As stated in Sec. 1, RePair practically achieves a high compression ratio compared with the existing grammar compression methods. However, it requires a large space for working; this is also the same for MR-RePair and RL-MR-RePair. For RePair, reducing the working space has recently been addressed [4, 28] . Our future study will explore the development of space efficient MR-RePair/RL-MR-RePair algorithms. Table 2 : The sizes of the generated grammars, the execution time, and the peak memory usage for grammar construction. Let G = {Σ, V, s, R} be a constructed grammar, where Σ = {a1, · · · , aσ}, V = {1, · · · , (σ + d + 1)}, s = (σ + d + 1), and R = {1 → a1, · · · , σ → aσ, (σ + 1) → α1, · · · , (σ + d) → α d , (σ + d + 1) → τ }. Then, from the top row, each cell in the table represents d, ( d i=0 |αi|), |τ |, and the size of the grammar for G. The fifth and sixth rows separated by a line represent the average running time of five executions with seconds and the average peak memory usage of five executions with kilobytes (kB), respectively.
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