The most detailed previous study of surface roughness due to faulting was by Malinverno and Cowie [1993] . Their approach considered a simple model of vertical faults offsetting an elastic plate, overlying an inviscid fluid. The expected topography was calculated analytically, using a mechanical model of the response of the plate to the faulting. Their aim was to quantify the contribution of normal faulting to the roughness of bathymetric profiles across mid-ocean ridges. They assumed the fault displacement population was negative exponential, as there is some evidence that fault populations at mid-ocean ridges follow such a distribution [Cowie et al., 1994] . Their analysis is not directly applicable to continental and non ridge related oceanic fault displacement populations, as these are typically power law distributed [e.g. Kakimi In this paper, the faulted horizon is modeled as a horizontal surface offset by faults, without including the flexural response due to the faulting. This approximation is reasonable for two reasons. First, it is unlikely that there is any significant flexural response for normal or reverse faults with throws significantly less than the crustal thickness, as these are highly likely to be intra-crustal. Second, the flexural response of the largest faults, which may penetrate through the crust, will not contribute to the roughness measurements of the surfaces except at the largest length scales, due to the relatively long wavelength of such a response. As the bulk of the measurements made are at small length scales, the comparison between the model sections and the natural sections will not be compromised.
A simulation was made in which a series of faulted sections were analyzed to find the average roughness due to a particular fault population. The advantage of this technique is that the simplifications needed for an analytical solution can be avoided, allowing investigation of complex geometries. In this work, sections rather than surfaces were used as (1) the fractal dimension of a section (F•o) is simply related to the dimension of the surface F2D by:
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(1) 2691 [e.g. Feder, 1988] and (2) fault populations are routinely measured using sections and the parameters derived can be easily related to the fault population in higher dimensions [Marrett and Allmendinger, 1991 ] .
The relationship between the roughness of the section and the fault population was derived by changing the parameters describing the population and measuring the fractal dimension of the resulting section. Before outlining the simulation, the analysis methods used to measure the fractal dimension of a self-affine curve are described. The simulation is then discussed in detail together with the results of tests designed to find which parameters are most important in determining the roughness of the horizon. The simulation is then compared to the results of analyses of faulted horizons derived from seismic sections from the Moray Firth, NE Scotland, and the Indian Ocean.
Methods of Data Analysis
The first step in the fractal analysis of self-affine profiles is to sample the profile at regular intervals to produce a series. The three most common analysis methods applied to these series are (1) roughness scaling methods, (2) scaling of a length estimator, and (3) spectral analysis. In this paper, only the first and second methods are used due to difficulties in applying the spectral techniques to this particular problem, as discussed later.
Roughness scaling methods
These methods are based on the relationship between the average dispersion of a sub set of a series and the size of each sub-set. For a time series this dispersion is usually defined as the root-mean-square (rms) deviation of the members of the subset from the mean. The rms deviation (6) is a measure of the roughness of the profile. The size of the subset is the number of values multiplied by the sample interval; for topographical sections this corresponds to the horizontal length (1). For a self-affine fractal:
where H is the Hurst exponent [Mandelbrot, 1977] and ?'is a constant. F is simply related to H by [Mandelbrot, 1985] :
There are different methods of employing equation 3 to find the fractal dimension of a profile or time series. The simplest is that recently described by Ivanov [1994] ; referred to as the "scaling of internal dispersion". The series is divided into sets of equal length, and the rms deviation from the mean (ty) is calculated for each one. These values are then averaged to give <o'>. By varying the length of these subsets, the relationship between <o'> and length can be derived, giving the value of H and F (Fz). A similar method was employed by Malinverno and Cowie (1993) to calculate F•4c, where rather than the deviation from the mean, the deviation from a line fit using a least squares method was calculated. The two measures of dispersion are similar; however they do give somewhat different results, as will be discussed later.
Length estimator method
This method was developed by Higuchi [1988] and has been applied to various geological problems [Schulz et al., The length of the curve Xkm is defined as follows: [.] Lm ( 
where F is the fractal dimension (Ft•E). Graphs of <L(k)>/k are usually plotted against k, as these yield F directly. Note that for a series where the sample interval is •: 1, k is the number of sample intervals rather than the size of the analysis interval. Higuchi [1988] 
where A is the amplitude at frequency f and F is the fractal dimension. The exponent of the amplitude spectrum is commonly referred to as b, therefore b = -(5/2 -F). This simple relationship can only ever be an approximation. The fractal dimension F for a two dimensional profile must lie between 1 and 2 by definition [Mandelbrot, 1977] . This corresponds to -3/2 _< b _< -1/2. However, it is possible to produce a profile with an amplitude spectrum with a value of b less than -3/2. Such a profile would have a fractal dimension close to 1, but not less than 1. It is equally possible to produce a section with b >-1/2, but again this must have a fractal dimension _< 2. This problem was addressed by Fox To avoid this problem it is necessary to remove any average slope, or regional dip with respect to horizons. This is common practice, however Weissel et al. [1994] suggest that such de-trending may alter the underlying scaling properties, as it has a disproportionate effect on the topography at larger length scales. More importantly, if a section has two average slopes, they cannot both be removed prior to analysis. A section with a set of normal faults has two significant slopes within it, the regional dip of the horizon and the average dip of the large fault planes. If an attempt is made to remove one dip, then the other will remain. This leads to the spectra of these sections giving values of b close to -1.0, irrespective of the true roughness. Therefore this method has not been used for the sections in this paper.
Analysis of Roughness of Simulated Faulted

Horizons
The true roughness of a faulted horizon will not only depend on the offsets caused by the faults, but also on the physical roughness of the fault planes and the horizon itself. Here the assumption is made that the roughness of the fault plane and the horizon is of significantly smaller magnitude than that produced by the fault offsets and is therefore The dip of normal faults varies from close to vertical. down to 30 ø or less depending on the depth of the fault within the crust and the detailed mechanics of the faulting [Jackson and McKenzie, 1983] . Within a simulation, the effect of each parameter on the fractal dimension can be quantified and tested for statistical significance. In each simulation run the section has the same statistical properties; however, the order of the faults on the section and the spacings between them are picked at random from the chosen distributions.
Varying the displacement population D value
The effect of the D value of the fault displacement population on F was analyzed using synthetic sections with vertical faults with a maximum ( distribution of spacings with an average spacing <s> which varied so that all the sections were ~ 100 arbitrary units long.
Varying the maximum fault size (and <s> as will be discussed later) will have no effect on the fractal dimension (F). At least 1,000 sections were produced for each D value. Each one was sampled producing a series of 512 values, which were then analysed using the methods described earlier. 
Varying the dip of the faults
The effect of fault dip on the fractal dimension of the surface was investigated in a series of simulations in which dips were varied at regular intervals from 30 ø to 90 ø . In these simulations the fault displacement population was power law with D = 1.0, the spacing distribution was negativeexponential and each section had 100 faults, with a maximum displacement of 3.0. For each simulation, 1,000 sections were produced and analyzed.
The results are shown in Figure 6 
Varying the spacing of the faults
The fractal dimension of the faulted surface may be affected by the positioning of the faults on the section. Two representative statistical spacing distributions were tested in the simulations, a negative exponential distribution, and a power-law distribution. The profiles described so far have all had a random positioning of faults, that is a negative exponential distribution of spacings. These were defined by an average spacing <s>. It is important to appreciate that reducing <s> does not increase the clustering, it only increases the fault density. Reducing <s> will also reduce the length of the section for a given number of faults, and therefore each fraction of the section will still contain as many faults as it did before, and the estimates of F will remain the same.
The clustering can be increased by using a power-law distribution of spacings, defined by exponent S. As S is decreased, the set of spacings decrease more rapidly with cumulative number, and Table 2 ). In order to compare these results to the simulation, the program was altered so that the apparent movement on the faults was reverse. Two fault populations were used, mirroring the results of Bull and Scrutton [ 1992] The simulation was made with a bi-fractal fault population with D values of 1.9 and 1.0, with maximum values of 900 and 150 respectively. The graphs were then analyzed to give two fractal dimensions, in the same way as the natural section was analyzed (see Figure 10) . fault population parameters were tested independently including the D value of the fault displacement population This is probably due to additional sources of roughness from folding associated with the reverse faulting. For the purpose of finding the fault displacement population D value from the measured roughness, F• and give the simplest relationship. The difference between F• and F•tc gives a qualitative indication of the average dip of the population, with an increasing difference as the average fault dip decreases. When using these relationships, due consideration must be given to the scale-range of the resolved population, otherwise the D value may be underestimated.
