Abstract. This paper introduces some implicitness in stochastic terms of numerical methods for solving stiff stochastic differential equations and especially a class of fully implicit methods, the balanced methods. Their order of strong convergence is proved. Numerical experiments compare the stability properties of these schemes with explicit ones.
1. Introduction. During the last few years several authors have proposed implicit numerical methods for stochastic differential equations with respect to strong and weak convergence criterions. We refer here to the papers of Talay ([9] , 1982), Klauder and Petersen ( [3] , 1985), Milstein ([6] , 1988), Hernandez and Spigler ( [2] , 1990), Saito and Mitsui ( [8] , 1993), Drummond and Mortimer ( [1] , 1991), Kloeden and Platen ( [4] , [5] , 1992) just to mention a few of them.
As in the deterministic case implicit methods are necessary to integrate stiff systems. However, the introduction of implicitness is restricted in the above mentioned papers to the deterministic terms, e.g., the drift term in the Euler scheme. Let us call such methods deterministically implicit (or drift-implicit) and otherwise stochastically implicit. Deterministically implicit methods are well adapted for stiff systems with small stochastic noise intensity or additive noise. But in those cases in which the stochastic part plays an essential role in the dynamics, e.g., as it is with large multiplicative noise, the application of fully implicit methods also involving implicit stochastic terms is unavoidable. A good illustration for such a situation is provided by the following one-dimensional Itô equation with multiplicative noise: dX t = σ X t dW t , t ≥ 0 (1.1) starting at X 0 = x 0 . Here W = {W t : 0 ≤ t} is a standard Wiener process. The solution of (1.1) decreases rapidly to zero for |σ| >> 1 because its Lyapunov exponent λ = −σ 2 /2 is negative. The one-dimensional equation (1.1) cannot be simply called stiff (in the physical sense), but it can be an equation for one component in a stiff multidimensional system, which is at least two-dimensional. From this viewpoint we are going to consider strong numerical solutions for the one-dimensional equation (1.1) which represent pathwise approximations.
For large parameters |σ| in (1.1) one observes that strong explicit methods work unreliably and have large errors for not too small time step sizes. They even lead to computer overflows. On the other hand using very small time step sizes may require too much computational time. In stiff situations this is the crucial point where one has to look for other more suitable methods. For example, these difficulties occur in the estimation of the top Lyapunov exponent and in parametric estimation, where the long-time behavior of the numerical solution is decisive for the calculations.
Obviously, one cannot apply deterministically implicit schemes to improve the strong (pathwise) stability of the numerical solution for the stochastic equation (1.1), which does not contain any drift component. Demonstrating the mentioned dilemma with a simple example, the explicit Euler scheme provides poor results for time step sizes larger than 2 −4 (for σ = 4) as it can be seen from Figure 1 .1, and later from Figure 2 .1, which show its poor global error behavior. Thus, we have to construct fully implicit methods which involve implicitness in the deterministic as well as in the stochastic terms, that is, stochastically implicit methods. In this paper we restrict ourselves to the construction of (fully) implicit methods with low order of strong convergence.
In section 2 we will apply some numerical methods to (1.1). The aim of this section is to introduce a new method, which we call the balanced method.
The balanced method can be interpreted as a family of specific methods providing a kind of balance between approximating stochastic terms in the numerical scheme. One can hope that by an appropriate choice of the parameters involved in these schemes one is able to find an acceptable combination suitable for the integration of a given stiff stochastic differential equation. Numerical experiments show the better behavior of the balanced method in comparison with the explicit Euler method. For example, the balanced method is having a larger range of suitable step sizes where it works without any numerical instability in contrast to the explicit Euler method. This can be easily seen, for example, from Figure 1 
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1 . For simplicity in this paper numerical methods on a given time interval [0, T ] are fixed by schemes based on equidistant time discretization points τ n = n ∆, n = 0, 1, . . . , N with step size ∆ = T /N, N = 1, 2, . . . . Here we shall use the abbreviation Y n to denote the value of the approximation at time n∆. To classify different methods with respect to the rate of strong convergence as in Kloeden and Platen ( [4] , 1992) we say that a discrete time approximation Y ∆ converges with strong order γ > 0 if there exist constants ∆ 0 ∈ (0, ∞) and K < +∞, not depending on ∆, such that we have a mean global error,
for all ∆ ∈ (0, ∆ 0 ). The simplest useful method is the Euler method, which for (1.1) has the form
where ∆W n = W τn+1 − W τn , n = 0, 1, . . . , N − 1, and Y 0 = X 0 . The Euler method is an explicit method. In fact, there is no simple stochastic counterpart of the deterministic implicit Euler method, i.e., the method
Nevertheless, a way to introduce implicitness in the numerical treatment for this special equation could be to look at a higher-order explicit strong method and try to introduce implicitness there. For this purpose we start from the scheme
which represents a numerical method of strong order 1.0. Again, the introduction of implicitness in σY n ∆W n as for the explicit Euler method above fails, but one can analyze the term
and introduce partial implicitness. This leads to the scheme
For the special equation (1.1) this method is identical with a scheme stated in Kloeden and Platen ( [4] , 1992, p. 400), which was derived using the Stratonovich calculus. In fact, it is a deterministically implicit scheme for the corresponding Stratonovich equation. The numerical approximation described by the scheme (2.3) converges to the exact solution with strong order γ = 1.0 . This statement can be verified by Theorem 2 of section 3. We note that in the both schemes (2.2) and (2.3) no random term is implicit.
In this paper the main emphasis is focused on a class of fully implicit schemes converging strongly and also allowing random terms to be made implicit. In a natural way the method we are proposing can be called balanced method. For (1.1) it may take the form
starting in Y 0 = X 0 and using ∆W n as in (2.2).
Thus, we introduce implicitness also in a stochastic term. We will prove in section 3 that the balanced method converges with the same strong order γ = 0.5 as the Euler method does, and we will see that the method described by (2.4) belongs to the class of balanced methods.
Let us perform several numerical experiments for the linear equation (1.1), which has the explicit solution
In the previous section the attention has been drawn to the pathwise behavior of the numerical solution driven by different schemes for the integration of (1.1). Now we are investigating the dependence of the global error |X t − Y t | of the above described numerical schemes on the time step size ∆ for the discretization points t = n∆, n = 0, 1, . . . , N . For this purpose, estimated mean errors are plotted and corresponding error bars (90% confidence intervals) at the discretization points are included in the following three figures. To identify the errors corresponding to one and the same time step size we interpolate the estimated mean errors linearly. At first we look at the results for the Euler method plotted in Figure 2. 1. Both the estimate of the mean global error and its corresponding variance increase monotonically in t, e.g., we observe a worsening error behavior of the Euler method for time step sizes ∆ = 2 −4 and = 2 −5 . On the basis of Figure 2 .1 one suspects there exists a critical time step size ∆ 0 such that for step sizes smaller than ∆ 0 ≤ 2 −5 the error propagation in the Euler method remains under control. Beyond this (random) boundary for the time step size, e.g., for ∆ larger ∆ 0 , the global error explodes in practice and the scheme becomes useless for such large time step sizes.
We repeated the above simulations for the stochastically implicit scheme (2.3) and observe in Figure 2 .2 a slightly improved behavior of the global error at the discretization points for time step size ∆ = 2 −5 . The stochastically implicit method is able to reduce the variance of the global error estimates and keeps the mean global errors under control for time step sizes smaller than 2 −5 . But for time step sizes larger than 2 −4 it has no control over the mean global error. Finally, in Figure 2 .3 we applied the balanced method (2.4) to the linear equation 
FIG. 2.2. Results for the stochastically implicit method (2.3).

FIG. 2.3. Results for the balanced method (2.4).
(2.2) and (2.3) it turns out that only the scheme (2.4) yields a significant improvement in limiting the error propagation for larger step sizes.
3. The balanced method and its convergence. To formulate the balanced method for more general systems we suppose that the d-dimensional stochastic process X = {X t : t ≥ 0} with E(X 0 ) 2 < ∞ satisfies the d-dimensional stochastic differential equation
where a, b 1 , . . . , b m are d-dimensional Lipschitz continuous vector-valued functions which fulfill also a linear growth condition. The processes W j = {W j t : t ≥ 0}, j = 1, . . . , m represent independent standard Wiener processes on a filtered probability space (Ω, F, (F t ) t≥0 , P). For 0 ≤ s ≤ t < ∞ and y ∈ R d , the variable X s,y t denotes the value of a solution of (3.1) at time t which starts in y ∈ R d at time s. Now let us introduce the family of balanced methods. A balanced method applied to (3.1) can be written in the general form 
has an inverse and satisfies the condition We remark that method (3.2)-(3.3) turns out to be rather general. In the purely deterministic case it covers, for instance, the implicit Euler method with one or more Newton iteration steps. Now we are able to state the corresponding convergence theorem for the general balanced method. THEOREM 1. Under the above assumptions the balanced method (3.2) converges with strong order γ = 0.5 , that is for all k = 0, 1, . . . , N and step size ∆ = T /N , N = 1, 2, . . ..
where K does not depend on ∆.
To prove Theorem 1 we recall the following theorem concerning the order of strong convergence (see [6] , [7] ). THEOREM 2. Assume for a one-step discrete time approximation Y that the local mean error and mean-square error for all N = 1, 2, . . . , and n = 0, 1, . . . , N −1 satisfy the estimates
with p 2 ≥ 1 2 and p 1 ≥ p 2 + 1 2 . Then,
holds for each k = 0, 1, . . . , N . We note that the various constants throughout the text have been given the same letter K.
Proof of Theorem 1. At first, we show that the estimate (3.6) holds for the balanced method (3.2) with p 1 = 3 2 . For this purpose, the local Euler approximation step
. . , N − 1 is introduced and one can deduce from n = 0, 1, . . . , N − 1 that
Exploiting above the symmetry property of ∆W j n , j = 1, . . . , m in those expressions involving this zero-mean Gaussian variable we obtain
and it follows with (3.4) that
Thus the assumption (3.6) with p 1 = 1.5 in Theorem 2 is satisfied for the balanced method.
Similarly, we check assumption (3.7) for the local mean-square error of the balanced method (3.2) and obtain for n = 0, 1, . . . , N − 1 by standard arguments
Thus we can choose in Theorem 2 the exponent p 2 = 1.0 together with p 1 = 1.5 and apply it to finally prove the strong order γ = 0.5 (= p 2 − 1 2 ) of the balanced method, as was claimed in Theorem 1.
4. Some experiments for a two-dimensional system. In this section some numerical experiments for a two-dimensional system are reported. For simplicity we are going to illustrate these by corresponding phase-plane figures, where we have chosen "typical" trajectories. Already phase-plane figures turn out to be sufficiently informative to indicate explosions (instabilities) in numerical solutions. We start from a decoupled system of the following two equations:
and use the transformations
to obtain the coupled system
It has already been seen in the introduction that the Euler approximation may explode in contrast to the balanced method. For system (4.1) this is clearly apparent from Of course, the dynamics of system (4.2) and the resulting approximate trajectories depend strongly on the parameter choice (∆, σ, β, ρ, T ), but here we are only demonstrating what may typically happen. Figure 4 .2 displays the poor performance of the "Euler solution" in comparison with that of the "balanced solution." If one would plot the results in Figure 4 .2 also for larger times T , then extremely large fluctuations of the "Euler solution" would occur which may result in overflow, but the exact solution and the "balanced solution" would behave very similar to each other.
Conclusions.
The results of this paper show that numerical methods, which also involve implicit random terms can be successfully implemented. The class of balanced methods introduced here allows a larger range of time step sizes than explicit methods. While in a number of specific model equations (e.g., (1.1), (4.1), (4.2)) stiffness has been considered; a suitable general class of stochastic test equations has not yet been found. For the balanced methods the type and degree of implicitness can be chosen by appropriate weights. The appropriate choice of these weights depends on the underlying dynamics and requires further investigation. This problem is again closely connected with the problem of determining a suitable test equation for such methods.
