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Existence of solutions to higher order
Lane-Emden type systems
Delia Schiera ∗
Abstract
We prove existence results for the Lane-Emden type system
(−∆)αu = |v|q
(−∆)βv = |u|p in B1 ⊂ R
N
∂ru
∂νr
= 0, r = 0, . . . , α− 1, on ∂B1
∂rv
∂νr
= 0, r = 0, . . . , β − 1, on ∂B1.
where B1 is the unitary ball in RN , N > max{2α, 2β}, ν is the out-
ward pointing normal, α, β ∈ N, α, β ≥ 1 and (−∆)α = −∆((−∆)α−1)
is the polyharmonic operator. A continuation method together with a
priori estimates will be exploited. Moreover, we prove uniqueness for the
particular case α = 2, β = 1 and p, q > 1.
Keywords: Polyharmonic operators, elliptic systems, higher order Dirichlet
problems, continuation method, a priori estimates.
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1 Introduction
We will be concerned with the study of existence of solutions to the following
Lane-Emden type system ([19, 22, 26])
(−∆)αu = |v|q−1 v
(−∆)βv = |u|p−1 u in Ω ⊂ R
N
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂Ω
(1)
where Ω is a smooth bounded domain, N > max{2α, 2β}, ν is the outward
pointing normal, α, β ∈ N, α, β ≥ 1 and (−∆)α = −∆((−∆)α−1) is the poly-
harmonic operator. On the one hand, systems in which two nonlinear PDE are
∗Università degli Studi dell’Insubria, Dipartimento di Scienza e Alta Tecnologia, via Val-
leggio 11, Como, Italy
E-mail address: d.schiera@uninsubria.it
1
ar
X
iv
:1
71
1.
06
88
7v
2 
 [m
ath
.A
P]
  1
9 D
ec
 20
17
coupled in a Hamiltonian fashion, namely{
L1u =
∂H
∂v (u, v)
L2v =
∂H
∂u (u, v)
with given function H : R2 → R and operators L1, L2, have attracted a lot of
attention in the last two decades both from the Mathematical as well as Phys-
ical point of view, as those models describe, among many others, nonlinear
interaction between fields, see [6, 36]. On the other hand, the polyharmonic
operator appears in many different contexts, such as in the modeling of classi-
cal elasticity problems (in particular suspension bridges [20]), as well as Micro
Electro-Mechanical Systems (MEMS), see [13] and references therein.
In order to present our results, let us first briefly survey some existing literature
about Lane-Emden type systems. Consider
−∆u = |v|q−1 v
−∆v = |u|p−1 u Ω ⊂ R
N
u = v = 0 ∂Ω
(2)
where N > 2 and Ω is a smooth bounded domain, which is (1) in the particular
case α = β = 1. This problem turns out to be variational, namely weak solutions
to (2) are critical points of the functional
I(u, v) =
∫
∇u∇v − 1
p+ 1
∫
|u|p+1 − 1
q + 1
∫
|v|q+1 . (3)
In the case u = v, p = q, (2) reduces to the single equation{
−∆u = |u|p−1 u Ω ⊂ RN
u = 0 ∂Ω
(4)
and the corresponding functional is given by
I(u) =
1
2
∫
|∇u|2 − 1
p+ 1
∫
|u|p+1 . (5)
The existence of weak solutions to (4) can be proved by exploiting the Mountain
Pass Theorem [2] if p ∈ (1, N+2N−2 ), whereas if p ≥ N+2N−2 then no positive solutions
do exist, due to the Pohozaev identity [28]. Therefore, the value N+2N−2 is the
threshold between existence and non existence of solutions to (4). Note that
N+2
N−2 = p
∗ − 1 where p∗ is the critical Sobolev exponent.
When considering the case of systems of the form (2), the situation changes
deeply, since the quadratic part of the functional (3) turns out to be strongly
indefinite and, as a consequence, classical variational results such as the Moun-
tain Pass Theorem do not apply. However, it is still possible to get existence of
solutions by exploiting the Linking Theorem of Benci and Rabinowitz [7] and
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reduction methods, see [19, 22] as well as the surveys on this topic [11, 30] and
the references therein. More precisely, the following hyperbola
1
p+ 1
+
1
q + 1
=
N − 2
N
, (6)
which has been introduced by Mitidieri [26], plays the role of critical threshold
for (2), namely we have existence of solutions below and non existence above
(6). Note that the energy functional (3) is well defined on W 1,s ×W 1,t with
1
s +
1
t = 1 provided that
1
p+1 ≥ 1s − 1N and 1q+1 ≥ 1t − 1N , due to the Sobolev
embeddings [1]. Therefore,
1
p+ 1
+
1
q + 1
≥ 1− 2
N
=
N − 2
N
namely (p, q) lies below (6). The question of existence / non existence of solu-
tions to (2) is still not entirely answered if Ω = RN , except for the radial case
(see [26, 31, 32]) and for dimensions N = 3 [29] and N = 4 [35].
A natural extension to (2) is the following
(−∆)αu = |v|q−1 v
(−∆)βv = |u|p−1 u in Ω ⊆ R
N
B(u, v) = 0 on ∂Ω
(7)
where α, β ∈ N, α, β ≥ 1 and B(u, v) = 0 represents boundary conditions if any.
The situation in which two different polyharmonic operators, namely α 6= β, are
taken into account seems to be the most challenging, since it does not exhibit a
variational structure.
Consider first Ω = RN . If α = β 6= 1, it was proved in [23] that there exist
infinitely many radially symmetric classical solutions, provided (p, q) lies above
the corresponding critical hyperbola
1
p+ 1
+
1
q + 1
=
N − 2α
N
, (8)
whereas non existence of positive radial solutions is showed in [12] if p, q > 1
and (p, q) is below the critical hyperbola (8). In the non radial case only partial
results are known, see [37, 24, 3], see also [27, 12], where the authors prove non
existence results for positive supersolutions to (7).
As for Ω bounded, in [33, 34] the problem of existence to (7) with Navier bound-
ary conditions, namely
∆ru = 0, r = 0, . . . , α− 1, on ∂Ω
∆rv = 0, r = 0, . . . , β − 1, on ∂Ω,
is considered (actually more general operators are taken into account). In [23] a
non existence result is established above the hyperbola (8) for positive classical
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radial solutions to (7) with Navier boundary conditions, if α = β and Ω is
a star-shaped domain. In [22] the existence of solutions to (7) with α = β
in the subcritical case, namely below (8), with p, q > 1 and Navier boundary
conditions, is stated.
At the best of our knowledge, the Dirichlet case (1) has not been considered yet,
not even in the case α = β. It is worth pointing out that Dirichlet boundary con-
ditions are physically relevant (for example, they appear in the modeling of the
clamped plate) as well as mathematically challenging: indeed, differently from
the Navier case, the polyharmonic operator combined with Dirichlet boundary
conditions is not equivalent to the iteration of the Laplace operator with Dirich-
let boundary conditions; therefore, system (1) cannot be split into a system of
α+β equations. Furthermore, we will have to deal with the lack of a maximum
principle in generic bounded domains.
Let us state our main results:
Theorem 1. Consider the following
(−∆)αu = |v|q
(−∆)βv = |u|p in B1 ⊂ R
N
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂B1.
(9)
where B1 is the unitary ball in RN . If the only solution to (9) is the trivial one,
and if pq > 1, then there exists a classical nontrivial radially symmetric solution
to the system {
(−∆)αu = |v|q
(−∆)βv = |u|p in R
N . (10)
As a consequence, we have the following
Corollary 1. Assume that p, q > 1 and that one of the following conditions
holds:
(i) 2βq +N + 2αpq −Npq ≥ 0 or 2αp+N + 2βpq −Npq ≥ 0
(ii) p, q < min{N+2αN−2β , N+2βN−2α}.
Then there exists a classical nontrivial solution to (9).
Remark 1. Note that if one takes α = β = 1 then (i) becomes
1
p+ 1
+
1
q + 1
≥ 1− 2
N − 2 max
(
1
p+ 1
,
1
q + 1
)
which is the so called Serrin curve (see [26, 27]) and constitutes the threshold
between existence and non existence of supersolutions to (2).
Corollary 2. Consider the case α = β in (9). Assume that p, q ≥ 1 not both
equal to 1 and that (p, q) lies below the critical hyperbola (8). Then there exists
a classical nontrivial solution to (9).
4
Figure 1: The grey area is the region of existence of solutions to (9) given by
Corollary 1 in the case N+2αN−2β >
N+2β
N−2α . The curves a and b represent respectively
2βq +N + 2αpq −Npq = 0 and 2αp+N + 2βpq −Npq = 0.
Figure 2: The grey area is the region of existence of solutions to (9) given by
Corollary 2. The curve a represents the critical hyperbola (8).
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Uniqueness of solutions to (9) with α, β ∈ N turns out to be a challenging
problem. So far, only the second order case α = β = 1 has been taken into
account, see [15]. Actually, only partial results are known even in the case of
polyharmonic equations. We refer to [17] for the proof of uniqueness of positive
solutions to {
∆2u = |u|p−1 u B1
u = ∂u∂ν = 0 ∂B1
see also [18], and [16] for uniqueness of solutions to polyharmonic equations of
higher order with sublinear nonlinearities.
However, in the case α = 2 and β = 1 we prove the following
Theorem 2. Let us consider
∆2u = |v|q
−∆v = |u|p in B1
u = ∂u∂ν = v = 0 on ∂B1
(11)
where p, q > 1. Then there exists at most one nontrivial solution to (11).
In order to prove Theorem 1, we borrow a few ideas from [5], where an Hamil-
tonian system with (p, q)-Laplace operators was considered. A continuation
method together with a priori estimates are key ingredients. As for Theorem 2,
we exploit an idea originally due to Gidas, Ni and Nirenberg [21], see also [14,
15, 17]. Since the argument is quite involved, let us split it into four steps:
Step 1. By exploiting the Leray-Schauder degree and a continuation argu-
ment, one proves that if the only solution to (9) is the trivial one, then there
exists an unbounded sequence of solutions to a system St depending on a scaling
parameter t.
Step 2. One performs a blow-up analysis; more precisely, by assuming the
existence of a sequence of functions as in Step 1 and suitable geometric require-
ments on the position of global maxima of these functions, one gets the existence
of a classical radial nontrivial solution to system (10).
Step 3. The moving planes procedure together with Gidas-Ni-Nirenberg
arguments are used to derive information on the location of global maxima
of solutions to St in order to establish the geometric assumptions required in
Step 2. Actually, solutions to St turn out to be radially symmetric and strictly
decreasing in the radial variable.
Step 4. By gluing results in the previous steps, one gets Theorem 1. We then
prove Corollary 1 and Corollary 2 by contradiction: in view of Theorem 1, one
can exploit non existence results for (10) proved in [27, 24]. Moreover, we give
the proof of Theorem 2 by showing that radially symmetric, strictly decreasing
and positive solutions to (11) are unique.
This paper is organized as follows: in Section 2 we recall some useful proper-
ties of the polyharmonic operator and non existence results in [27, 24]; Sections
3-6 are devoted to the proof of the main Theorems, each Section corresponding
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to a Step of the proof as above. Finally, in Appendix A we recall for complete-
ness a detailed proof of the non existence result by Mitidieri and Pohozaev [27]
exploited in Step 4, adapted to the case under consideration.
2 Preliminaries
Let us first recall some properties of the polyharmonic operator [20].
Theorem 3. Let us consider the following{
(−∆)αu = f Ω
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂Ω
(12)
where Ω is a smooth bounded domain of RN , N > 2α. If f ∈ Cr(Ω¯) with r ≥ 1
then there exists a solution to (12) which is in C2α,γ(Ω¯) for any γ ∈ (0, 1).
Moreover, the map Kα : Cr(Ω¯)→ C2α(Ω¯) defined as Kα(f) = u is compact.
Proof. By elliptic regularity we know that if f ∈ W k−2α,p(Ω) for k ≥ 2α then
there exists a unique nontrivial solution to (12) such that
‖u‖Wk,p ≤ C ‖f‖Wk−2α,p . (13)
Assume f ∈ Cr(Ω¯) with r ≥ 1. Then f ∈ W r,p(Ω) for any p. Hence, by (13)
one has
‖u‖W r+2α,p ≤ C ‖f‖W r,p
for any p. By taking p large enough, one has W r+2α,p(Ω) ↪→ Cr+2α−1,γ(Ω¯)
compactly for any γ ∈ (0, 1) (see [1]) and since r ≥ 1 then u ∈ C2α,γ(Ω¯) ⊂
C2α(Ω¯).
The next Theorem establishes a positivity preserving property due to Boggio
[10].
Theorem 4 (see Proposition 3.6 in [20]). Let us assume Ω = B1 or Ω = RN
in (12). If f ≥ 0, then Kα(f) ≥ 0 as well. In particular, if f ≥ g, then
Kα(f) ≥ Kα(g).
Remark 2. Theorem 4 will be crucial in the sequel and that is the main reason
why we restrict ourself to the case Ω = B1. Moreover, due to Theorem 4 one
has that any nontrivial solution to (9) is positive on B1.
Theorem 5 (Lemma 7.9 in [20]). If f ∈ C0, f ≥ 0, x0 ∈ ∂B1 and µ ∈ RN
such that µ · x0 < 0, then ∂αu∂µα (x0) > 0, where u = Kα(f).
In what follows, we recall some non existence results to{
(−∆)αu = |v|q
(−∆)βv = |u|p R
N. (14)
The next Theorem is established in [27]; since the proof is given for general
higher order operators, we give for completeness a detailed proof in Appendix
A in the case of the polyharmonic operators.
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Theorem 6. Let us consider the following{
(−∆)αu ≥ |v|q
(−∆)βv ≥ |u|p R
N (15)
with N > 2α, 2β. If p, q > 1 and 2βq + N + 2αpq − Npq ≥ 0 or 2αp + N +
2βpq −Npq ≥ 0, then there exist no weak solutions to (15).
Remark 3. In [24] the same result is proved for classical solutions, whereas in
[12] an alternative proof is given by exploiting suitable representation formulas
for (15).
Let us now state without proof the next results.
Theorem 7 (see Theorem 1.2’ in [24]). If 1 < p, q < min{N+2αN−2β , N+2βN−2α} then
the only classical solution to{
(−∆)αu = |v|q
(−∆)βv = |u|p R
N
is the trivial one.
Theorem 8 (see Theorem 1.1 in [24] and Theorem 5.1 in [12]). Let us assume
that
1
p+ 1
+
1
q + 1
>
N − 2α
N
and p, q ≥ 1 and not both equal to 1. Then the only radially symmetric, classical
solution to {
(−∆)αu = |v|q
(−∆)αv = |u|p in R
N
is the trivial one.
3 A continuum of solutions
This Section is devoted to prove
Proposition 1. Let p, q such that pq > 1. Denote with C the component in
R+ × C2α0 (B¯1)× C2β0 (B¯1) of solutions (t, u, v) to
(−∆)αu = (t+ |v|)q
(−∆)βv = (tϑ + |u|)p in B1
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂B1
(16)
containing (0, 0, 0), where ϑ ∈ (1/p, q). If
C ∩ ({0} × C2α0 (B¯1)× C2β0 (B¯1)) = {(0, 0, 0)}
then C is unbounded in R+ × C2α0 (B¯1)× C2β0 (B¯1).
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The proof of Proposition 1 needs a few preliminary results.
Lemma 1 (see Lemma A.2 in [4]). Let (E, ‖·‖) be a real Banach space. Let
G : R+ × E → E be continuous and compact. Suppose, moreover, G satisfies
(a) G(0, 0) = 0
(b) there exists R > 0 such that
(i) u ∈ E, ‖u‖ ≤ R and u = G(0, u) implies u = 0
(ii) deg(Id−G(0, ·), BR, 0) = 1.
Let J denote the set of solutions to the problem u = G(t, u) in R+ × E. Let C
denote the component of J containing (0, 0). If
C ∩ ({0} × E) = {(0, 0)}
then C is unbounded in R+ × E.
Lemma 2. Let p, q such that pq > 1. Then there exists a real number R > 0
such that if (λ, u, v) ∈ [0, 1]× C2α0 (B¯1)× C2β0 (B¯1) is a solution to
u = Kα(λ |v|q)
v = Kβ(λ |u|p)
u 6= 0 or v 6= 0
(17)
then ‖u‖∞ > R and ‖v‖∞ > R.
Proof. By Theorem 4 one has Kα
((
|v|
‖v‖∞
)q)
≤ Kα(1), hence
|u| = |Kα(λ |v|q)| ≤
∣∣∣∣Kα(‖v‖q∞( |v|‖v‖∞
)q)∣∣∣∣ ≤ ‖v‖q∞ |Kα(1)| ≤ C1 ‖v‖q∞
thus
‖u‖∞ ≤ C1 ‖v‖q∞
and similarly
‖v‖∞ ≤ C2 ‖u‖p∞ .
Then ‖u‖∞ ≤ C1Cq2 ‖u‖pq∞ and therefore ‖u‖∞ ≥ R; similarly for v.
Proof of Proposition 1. We apply Lemma 1: let us define
G : [0,+∞)× C2α0 (B¯1)× C2β0 (B¯1)→ C2α0 (B¯1)× C2β0 (B¯1)
as follows
G(t, u, v) = (Kα(t+ |v|)q,Kβ(tϑ + |u|)p).
The operator G is continuous and compact since Kα,Kβ have these properties
by Theorem 3. Note that v ∈ C2β implies (v+t)q ∈ C2β and thus by Theorem 3
with r = 2β > 1 one has Kα(v + t)q ∈ C2α. Moreover G(0, 0, 0) = (0, 0).
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Hypothesis (b)(i) of Lemma 1 is satisfied by Lemma 2 with λ = 1.
Let Bα(0, R) be the ball in C2α0 (B¯1) of radius R and let us define an homotopy
h : [0, 1]×Bα(0, R)×Bβ(0, R)→ C2α0 (B¯1)× C2β0 (B¯1) by
h(λ, u, v) 7→ (Kα(λ |v|q),Kβ(λ |u|p)).
By Theorem 3 the map h is continuous and compact, h(1, ·, ·) = G(0, ·, ·),
h(0, ·, ·) = (0, 0) and by Lemma 2 one has h(λ, u, v) 6= (u, v) for all (u, v) ∈
∂(Bα(0, R) × Bβ(0, R)). Therefore hypothesis (b)(ii) of Lemma 1 is also satis-
fied. Indeed, one uses the homotopy invariance of the Leray-Schauder degree
(see e.g. Theorem 2.1 (iii) in [25]):
deg(Id−G(0, ·, ·), BR, 0) = deg(Id− h(1, ·, ·), BR, 0)
= deg(Id− h(0, ·, ·), BR, 0) = deg(Id,BR, 0) = 1.
4 Blow-up analysis
The main result of this Section is the following
Proposition 2. Let (tn, un, vn) be a sequence of solutions to (16) in R+ ×
C2α0 (B¯1)× C2β0 (B¯1) with pq > 1 and ϑ ∈ (1/p, q) fixed such that
tn + ‖un‖∞ + ‖vn‖∞ →∞. (18)
Suppose that there exist ρ > 0 and {xn}, {x′n} ∈ B1 satisfying un(xn) = ‖un‖∞,
vn(x
′
n) = ‖vn‖∞ and such that
dist(xn, ∂B1) ≥ ρ, dist(x′n, ∂B1) ≥ ρ.
Then there exists (u, v) ∈ C2α(RN )× C2β(RN ) nontrivial solution to{
(−∆)αu = |v|q
(−∆)βv = |u|p in R
N . (19)
Moreover, if un, vn are radially symmetric and xn = x′n = 0 for any n, then
there exists a nontrivial radial solution to (19).
Proof. Assume without loss of generality α, β even. Let us prove first that there
exists a subsequence such that
tϑn
‖un‖∞
→ 0 and tn‖vn‖∞
→ 0 (20)
with ‖un‖∞ > 0 and ‖vn‖∞ > 0 for all n. Observe that if un = 0, then vn = 0
and tn = 0, therefore by (18) we have that un = 0 only for a finite number
of indices n and similarly for vn, namely there exists a subsequence such that
un 6= 0, vn 6= 0 for any n. Two cases may occur:
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• if tn is bounded, then for example ‖un‖∞ → ∞, thus by Theorem 3
‖vn‖∞ →∞ as well and (20) follows.
• tn → ∞; assume without loss of generality that tn > 0. Let us introduce
the following change of variable:
u˜n =
un
tϑn
, λn = t
q−ϑ
n
v˜n =
vn
tn
, µn = t
ϑp−1
n .
Then for all n one has
(−∆)αu˜n = λn(1 + |v˜n|)q ≥ λn
(−∆)β v˜n = µn(1 + |u˜n|)p ≥ µn
on B1
∂ru˜n
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂r v˜n
∂νr = 0, r = 0, . . . , β − 1, on ∂B1
Moreover, since ϑ ∈ (1/p, q), then λn, µn → ∞. For any fixed n, let us
denote by (wn, zn) the solution to
(−∆)αwn = λn
(−∆)βzn = µn
on B1
∂rwn
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rzn
∂νr = 0, r = 0, . . . , β − 1, on ∂B1
Then one has u˜n ≥ wn and v˜n ≥ zn by the comparison principle (see
Theorem 4). Moreover, we claim
sup
n
‖wn‖∞ = sup
n
‖zn‖∞ = +∞.
Indeed, let us suppose by contradiction that supn ‖wn‖∞ ≤ c. Then one
has
‖wn‖2α =
∫
B1
∣∣∣∆α/2wn∣∣∣2 = λn ∫
B1
wn ≤ cλn. (21)
However, for any ϕ ≥ 0, 6= 0 one has
0 < D =
∫
B1
ϕ =
1
λn
∫
B1
∆α/2wn∆
α/2ϕ
and by (21),
0 < D ≤ 1
λn
‖wn‖α ‖ϕ‖α ≤ c
1
2λ
− 12
n ‖ϕ‖α
which tends to 0 as n → ∞, a contradiction. Similarly for zn. Then the
claim holds and as a consequence supn ‖u˜n‖∞ = supn ‖v˜n‖∞ =∞, which
is equivalent to (20).
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Now, let us consider (tn, un, vn) which satisfies (20). Let An, Bn, Cn > 0 to be
chosen in the sequel and assume first that ‖un‖1/τ∞ ≥ ‖vn‖1/σ∞ for any n, where
τ = 2βq+2αpq−1 and σ =
2αp+2β
pq−1 . Define the following scaling
uˆn(y) =
un(C
−1
n y + xn)
An
and
vˆn(y) =
vn(C
−1
n y + xn)
Bn
for any y ∈ Cn(B1 − xn) = B(Cnxn, Cn). Let ψˆn(x) = ψ(Cn(x − xn)) and
ψ ∈ C∞0 . Then∫
B(Cnxn,Cn)
∆α/2uˆn∆
α/2ψ dy =
∫
B1
A−1n C
N−2α
n ∆
α/2un∆
α/2ψˆn dx
=
∫
B1
A−1n C
N−2α
n (tn + |vn|)qψˆn dx
=
∫
B(Cnxn,Cn)
A−1n B
q
nC
−2α
n
(
tn
Bn
+ |vˆn|
)q
ψ dy
and∫
B(Cnxn,Cn)
∆β/2vˆn∆
β/2ψ dy =
∫
B(Cnxn,Cn)
B−1n A
p
nC
−2β
n
(
tϑn
An
+ |uˆn|
)p
ψ dy.
Now choose An = Cτn, Bn = Cσn and Cn = ‖un‖1/τ∞ + ‖vn‖1/σ∞ , so that∫
B(Cnxn,Cn)
∆α/2uˆn∆
α/2ψ dy =
∫
B(Cnxn,Cn)
(
tn
Bn
+ |vˆn|
)q
ψ dy∫
B(Cnxn,Cn)
∆β/2vˆn∆
β/2ψ dy =
∫
B(Cnxn,Cn)
(
tϑn
An
+ |uˆn|
)p
ψ dy.
(22)
Hence, by (18) and (20) one has Cn →∞, thus,
dist(0, ∂B(Cnxn, Cn)) = Cndist(xn, ∂B1) ≥ Cnρ→∞. (23)
Moreover,
0 ≤ tn
Bn
=
tn
(‖un‖1/τ∞ + ‖vn‖1/σ∞ )
σ ≤
tn
‖vn‖∞
→ 0
and
0 ≤ t
ϑ
n
An
=
tϑn
(‖vn‖1/σ∞ + ‖un‖1/τ∞ )
τ ≤
tϑn
‖un‖∞
→ 0.
Let B any closed ball. Then by (23) B is contained in B(Cnxn, Cn) for n large
enough. Moreover, since the embedding C2α,γ(Ω¯) ↪→ C2α(Ω¯) is compact, see
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[1], then (uˆn, vˆn) ∈ C2α,γ(B¯)×C2β,γ(B¯) converges up to a subsequence to (uˆ, vˆ)
in C2α(B¯)× C2β(B¯); by considering integrals in (22) on the ball B and letting
n→∞, one has ∫
B
∆α/2uˆ∆α/2ψ dy =
∫
B
|vˆ|q ψ dy∫
B
∆β/2vˆ∆β/2ψ dy =
∫
B
|uˆ|p ψ dy
for any ψ ∈ C∞0 (B). Note that (uˆ, vˆ) 6= (0, 0): indeed,
uˆ1/τn (0) =
un(xn)
1/τ
‖un‖1/τ∞ + ‖vn‖1/σ∞
=
‖un‖1/τ∞
‖un‖1/τ∞ + ‖vn‖1/σ∞
=
1
1 + ‖vn‖1/σ∞ / ‖un‖1/τ∞
≥ 1
2
and therefore uˆ(0) 6= 0. Let us now take a larger ball B˜ and repeat the argument
on the subsequence obtained at the previous step. Taking balls larger and larger
and iterating the reasoning, we get two Cantor diagonal subsequences converging
on all compacts of RN to nontrivial functions (uˆ, vˆ) ∈ C2α(RN ) × C2β(RN )
satisfying ∫
RN
∆α/2uˆ∆α/2ψ dy =
∫
RN
|vˆ|q ψ dy∫
RN
∆β/2vˆ∆β/2ψ dy =
∫
RN
|uˆ|p ψ dy.
If ‖un‖1/τ∞ ≤ ‖vn‖1/σ∞ we take x′n instead of xn in the definition of uˆn and vˆn
and at the end we observe
vˆ1/σn (0) ≥
1
2
.
This concludes the proof.
5 A priori estimates
Let us consider the problem
(−∆)αu = g(v)
(−∆)βv = f(u) in B1
∂ru
∂νr = 0, r = 0, . . . , α− 1, on ∂B1
∂rv
∂νr = 0, r = 0, . . . , β − 1, on ∂B1
(24)
where f, g : [0,∞) → R are continuous, positive and non decreasing. The aim
of this Section is to obtain information on the position of global maxima of
solutions to (24), in order to apply Proposition 2. More precisely, we show
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Proposition 3. Let (u, v) ∈ C2α0 (B¯1) × C2β0 (B¯1) nontrivial solution to (24).
Then it is radially symmetric and strictly decreasing in the radial variable. In
particular, u and v attain their maximum at 0.
In order to prove Proposition 3, we apply the moving planes technique [9]
and we adapt the classical symmetry result by Gidas, Ni, Nirenberg [21], by
extending to the case of systems a few proofs of Section 7 in [20], where the case
of a single equation is considered, see also [8]. Define
Ti,λ = {x = (x1, . . . , xN ) ∈ RN : xi = λ}
Σi,λ = {x = (x1, . . . , xN ) ∈ B1 : xi < λ}
where λ ∈ [0, 1], and let xi,λ denote the reflection of x about Ti,λ.
The next Lemmas constitute the preparation to the moving planes proce-
dure.
Lemma 3 (see Lemma 7.5 in [20]). Assume h ∈ L∞(B1) and let u ∈ Hα0 (B1)
satisfy
〈u, v〉Hα0 =
∫
B1
hv dx for all v ∈ Hα0 (B1)
i.e., u is a weak solution to (−∆)αu = h in B1 under Dirichlet boundary con-
ditions. Then u satisfies
Dγu(x) =
∫
B1
DγxG
α(x, y)h(y) dy for every x ∈ B¯1
where Gα(x, y) is the Green function of (−∆)α on B1 with Dirichlet boundary
conditions.
Remark 4. Note that such a function u exists due to (13), see Theorem 2.20 in
[20].
Lemma 4 (Lemma 7.7 and 7.8 in [20]). For all x, y ∈ Σi,λ x 6= y, we have
Gα(x, y) > max{Gα(x, yi,λ), Gα(xi,λ, y)}
Gα(x, y)−Gα(xi,λyi,λ) > ∣∣Gα(x, yi,λ)−Gα(xi,λ, y)∣∣ .
Moreover, for every x ∈ B1 ∩ Ti,λ and y ∈ Σi,λ we have
∂xiG
α(x, y) < 0 and ∂xiG
α(x, y) + ∂xiG
α(x, yi,λ) ≤ 0. (25)
The second inequality in (25) is strict if λ > 0.
Let us define
f˜(s) =
{
f(s) if s > 0
0 if s = 0
g˜(s) =
{
g(s) if s > 0
0 if s = 0.
Note that f(0) 6= 0, g(0) 6= 0 in general: indeed, we will apply the results of this
Section to f(u) = (t + |u|)p and g(v) = (t + |v|)q. From now on, let us extend
u, v out of B1 by imposing u = v = 0.
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Lemma 5. Let (u, v) ∈ C2α0 (B¯1) × C2β0 (B¯1), nontrivial solution to (24). Sup-
pose u(y) ≥ u(yi,λ) and v(y) ≥ v(yi,λ) for all y ∈ Σi,λ. Then the following
inequalities hold:
• f(u(y)) ≥ f˜(u(yi,λ)) ≥ 0 and g(v(y)) ≥ g˜(v(yi,λ)) ≥ 0 for all y ∈ Σi,λ
• there exist two nonempty open sets Oui,λ,Ovi,λ ⊂ Σi,λ such that f(u(y)) >
f˜(u(yi,λ)) or f˜(u(yi,λ)) > 0 for all y ∈ Oui,λ and g(v(y)) > g˜(v(yi,λ)) or
g˜(v(yi,λ)) > 0 for all y ∈ Ovi,λ.
Proof. First note that u, v > 0 in B1 due to Theorem 4. The inequalities
f(u(y)) ≥ f˜(u(yi,λ)) ≥ 0 and g(v(y)) ≥ g˜(v(yi,λ)) ≥ 0 follow from the mono-
tonicity and positivity assumptions on f, g.
For the second statement it is enough to show that f(u) 6= 0 and g(v) 6= 0 in
Σi,λ. By contradiction, if f(u) = 0 on Σi,λ then the above inequalities imply
f˜(u(yi,λ)) = 0, however since u > 0 this means f(u) = 0 on B1. In turn, this
implies (−∆)βv = 0, thus v = 0, which contradicts the positivity of v. Similarly
for g(v).
The following result will allow us to slide the hyperplane.
Lemma 6. Let (u, v) ∈ C2α0 (B¯1)×C2β0 (B¯1) nontrivial solution to (24). Suppose
u(x) ≥ u(xi,λ) and v(x) ≥ v(xi,λ) for all x ∈ Σi,λ. Then there exists γ ∈ (0, λ)
such that ∂u∂xi < 0,
∂v
∂xi
< 0 on Ti,l ∩B1 for all l ∈ (λ− γ, λ).
Proof. For all x ∈ Ti,λ ∩B1, by Lemma 3,
∂u
∂xi
(x) =
∫
B1
∂xiG
α(x, y)g(v(y)) dy
=
∫
Σi,λ
[∂xiG
α(x, y)g(v(y)) + ∂xiG
α(x, yi,λ)g˜(v(yi,λ))] dy
Note that yi,λ may be outside B1, however g(0) 6= 0 in general, hence one has to
consider g˜ in place of g in the last integral above. By Lemma 5 two cases may
occur: g(v(y)) > g˜(v(yi,λ)) for all y ∈ Ovi,λ or g˜(v(yi,λ)) > 0 for all y ∈ Ovi,λ .
In the first case,
∂u
∂xi
(x) <
∫
Σi,λ
(∂xiG
α(x, y)+∂xiG
α(x, yi,λ))g˜(v(yi,λ)) dy ≤ 0 for all x ∈ Ti,λ∩B1.
In the second case,
∂u
∂xi
(x) ≤
∫
Σi,λ
(∂xiG
α(x, y)+∂xiG
α(x, yi,λ))g˜(v(yi,λ)) dy < 0 for all x ∈ Ti,λ∩B1.
In any case,
∂u
∂xi
(x) < 0 for all x ∈ Ti,λ ∩B1. (26)
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We now proceed exactly as in Lemma 7.11 in [20]. For any y ∈ RN and any
a > 0 let us consider the cube centered at y, namely
Ua(y) = {x ∈ RN : max
1≤i≤N
|xi − yi| < a}.
Then by Theorem 5, for any x0 ∈ Ti,λ ∩ ∂B1 we have
(−1)α
(
∂
∂xi
)α−1
∂u
∂xi
(x0) =
(
− ∂
∂xi
)α
u(x0) > 0.
From boundary conditions we also know that
(
∂
∂xi
)k
u(x0) = 0 for all k =
0, . . . , α− 1, and hence there exists a > 0 such that
∂u
∂xi
(x) < 0 for all x ∈ Ua(x0) ∩B1.
By compactness of Ti,λ ∩ ∂B1 there exists a¯ > 0 such that
∂u
∂xi
(x) < 0 for all x ∈ A =
⋃
x0∈Ti,λ∩∂B1
(Ua¯(x0) ∩B1)
Let us set K = (Ti,λ ∩B1) \A and for d > 0 consider Kd = K − dei. In view of
(26) and by compactness of K, there exists δ > 0 such that
∂u
∂xi
< 0 on Kd for all d ∈ [0, δ].
Let γu = min{a¯, δ}. Then, ∂u∂xi < 0 on Ti,l ∩B1 for all l ∈ (λ− γu, λ).
Analogously, one gets γv such that ∂v∂xi < 0 on Ti,l ∩ B1 for all l ∈ (λ − γv, λ).
The conclusion follows by taking γ = min{γu, γv}.
The following Lemma is the starting point of the moving procedure.
Lemma 7. Let (u, v) ∈ C2α0 (B¯1)× C2β0 (B¯1) nontrivial solution to (24). There
exists  > 0 such that for all λ ∈ [1− , 1) one has
u(x) > u(xi,λ) for x ∈ Σi,λ, ∂u
∂xi
< 0 on Ti,λ ∩B1
v(x) > v(xi,λ) for x ∈ Σi,λ, ∂v
∂xi
< 0 on Ti,λ ∩B1
(27)
Proof. Since xi,1 ∈ Bc1 for any x ∈ Σi,1 = B1, by Lemma 6 there exists  such
that ∂u∂xi < 0,
∂v
∂xi
< 0 on Ti,l ∩B1 for all l ∈ (1− 2ε, 1).
Hence, for all λ ∈ [1− , 1) one has
u(x) > u(xi,λ), v(x) > v(xi,λ) for x ∈ Σi,λ.
Indeed, if xi ≤ 1− 2 then xi,λ ∈ Bc1 and since u > 0 in B1 and = 0 outside B1,
u(x) > u(xi,λ). If 1− 2 < xi < 1, then two cases may occur:
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Figure 3: Proof of Lemma 7, N = 2, i = 1.
• xi,λ ∈ Bc1 and the conclusion follows as above,
• xi,λ ∈ B1: in this case, it is enough to exploit the fact that ∂u∂xi (x) < 0 for
all x ∈ T i,λ ∩B1, with λ ∈ (1− 2ε, 1).
Similarly for v. Therefore, (27) holds for all λ ∈ [1 − , 1) and the proof is
complete.
We are now ready to slide the hyperplane to the critical position λ = 0.
Proposition 4. If (u, v) ∈ C2α0 (B¯1) × C2β0 (B¯1) nontrivial solution to (24) we
have
Λ = {λ ∈ (0, 1) : u(x) > u(xi,λ), v(x) > v(xi,λ)∀x ∈ Σi,λ
∂u
∂xi
< 0,
∂u
∂xi
< 0 on Ti,λ ∩B1} = (0, 1). (28)
Proof. By Lemma 7 it turns out that [1 − , 1) ⊂ Λ. Let λ¯ be the smallest
number such that (λ¯, 1) ⊂ Λ. The proof will be complete once we show that
λ¯ = 0. By continuity one has
u(x) ≥ u(xi,λ¯), v(x) ≥ v(xi,λ¯) for all x ∈ Σi,λ¯.
By contradiction assume λ¯ > 0. Take x ∈ Σi,λ¯. Then
u(x)− u(xi,λ¯) =
∫
B1
(Gα(x, y)−Gα(xi,λ¯, y))g(v(y)) dy
=
∫
Σi,λ¯
(Gα(x, y)−Gα(xi,λ¯, y))g(v(y)) dy
+
∫
Σi,λ¯
(Gα(x, yi,λ¯)−Gα(xi,λ¯, yi,λ¯))g˜(v(yi,λ¯)) dy.
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By Lemma 5, two cases may occur: g(v(y)) > g˜(v(yi,λ¯)) for all y ∈ Ov
i,λ¯
or
g˜(v(yi,λ¯)) > 0 for all y ∈ Ov
i,λ¯
. In the first case, by Lemma 4
u(x)− u(xi,λ¯) >
∫
Σi,λ¯
[Gα(x, y)−Gα(xi,λ¯, y)+
Gα(x, yi,λ¯)−Gα(xi,λ¯, yi,λ¯)]g˜(v(yi,λ¯)) dy ≥ 0
whereas in the second case
u(x)− u(xi,λ¯) ≥
∫
Σi,λ¯
[Gα(x, y)−Gα(xi,λ¯, y)
+Gα(x, yi,λ¯)−Gα(xi,λ¯, yi,λ¯)]g˜(v(yi,λ¯)) dy > 0.
Similar considerations hold for v. Hence
u(x) > u(xi,λ¯), v(x) > v(xi,λ¯) for all x ∈ Σi,λ¯. (29)
Due to Lemma 6 there exists γ1 such that
∂u
∂xi
< 0,
∂v
∂xi
< 0 on Ti,l ∩B1 for all l ∈ (λ¯− 2γ1, λ¯). (30)
Now, by continuity, for any x ∈ B¯1 such that xi ≤ λ¯− γ1 there exists γ(x) > 0
such that
u(x) ≥ u(xi,l), v(x) ≥ v(xi,l), l ∈ (λ¯− γ(x), λ¯]
and by compactness of C = {x ∈ B¯1 : xi ≤ λ¯− γ1} one can take
γ = min{inf
C
γ(x), γ1} = min{min
C
γ(x), γ1} > 0,
hence for all x ∈ Σi,λ¯−γ1 ,
u(x) ≥ u(xi,l), v(x) ≥ v(xi,l), l ∈ (λ¯− γ, λ¯]
and exploiting the same argument as above, if x ∈ Σi,λ¯−γ1
u(x) > u(xi,l), v(x) > v(xi,l), for all l ∈ (λ¯− γ, λ¯]. (31)
The conclusion follows in view of (29), (30) and (31).
Proof of Proposition 3. Follows by Proposition 4: if (u, v) is a solution to (24),
then (28) holds true and since (24) is invariant by rotation and the domain is ra-
dially symmetric, this implies that u, v are radially symmetric and u′(r), v′(r) <
0.
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6 Proof of the main results
Proof of Theorem 1. The proof of Theorem 1 is a simple combination of the
previous steps. Let us assume that
C ∩ ({0} × C2α0 (B¯1)× C2β0 (B¯1)) = {(0, 0, 0)}
where C is defined as in Proposition 1. Hence by Proposition 1 we can find an
unbounded sequence (tn, un, vn) of solutions to (16). Note that tn > 0 and as
a consequence un > 0 and vn > 0 by Theorem 4. However, for any fixed n, in
view of Proposition 3 with f(u) = (tn + |u|)p and g(v) = (tϑn + |v|)q, we have
that un, vn are radially symmetric and the global maxima are attained at 0.
Therefore, by Proposition 2 one concludes that there exists a nontrivial radial
solution to (19).
It is now enough to combine Theorem 1, Theorem 6 and Theorem 7 to get a
contradiction and hence to conclude the proof of Corollary 1. As for Corollary 2,
one exploits Theorem 1 and Theorem 8.
Proof of Theorem 2. The proof relies on an idea originally due to Gidas, Ni and
Nirenberg [21], see also [14, 15, 17]. Let (u, v) be a nontrivial solution to (11).
We know that u, v are positive, radially symmetric and strictly decreasing. In
particular, since the maximum is attained at 0, we have u′(0) = 0 and v′(0) = 0.
Moreover,
rN−1(∆u)′(r) =
∫ r
0
sN−1(∆2u)(s) ds. (32)
Indeed, this is straightforward by differentiating both sides of (32). As a con-
sequence,
(∆u)′(0) = lim
r→0
∫ r
0
sN−1(∆2u)(s) ds
rN−1
= 0. (33)
Let (w, z) be another nontrivial solution to (11) and let us set
w˜(r) = λsw(λr) and z˜(r) = λtz(λr),
where s, t are chosen such that (w˜, z˜) satisfies
∆2w˜(r) = z˜q(r) 0 ≤ r ≤ 1/λ
−∆z˜(r) = w˜p(r) 0 ≤ r ≤ 1/λ
w˜(1/λ) = w˜′(1/λ) = z˜(1/λ) = 0,
namely t = 2+4ppq−1 and s =
2q+4
pq−1 , whereas λ > 0 be such that
w˜(0) = u(0). (34)
Claim:
z˜(0) = v(0), ∆w˜(0) = ∆u(0). (35)
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Let us suppose by contradiction for instance (v− z˜)(0) > 0 and ∆(u−w˜)(0) > 0.
Notice that by continuity v − z˜ > 0 on [0, δ) and ∆(u − w˜) > 0 on [0, ε) for
some δ, ε sufficiently small. Moreover u− w˜ > 0 on (0, ε]: indeed, if there exists
a ≤ ε such that u(a)− w˜(a) ≤ 0, then ∆(u− w˜) > 0 implies u− w˜ < 0 on [0, a),
which is a contradiction.
Hence we can choose R1 such that
R1 = sup{r ≤ min{1, 1/λ} : (u− w˜)(s) > 0, (v − z˜)(s) > 0,
(∆(u− w˜))(s) > 0, s ∈ (0, r)}.
We have
(u− w˜)(R1) > 0, ∆(u− w˜)(R1) > 0. (36)
Indeed, let us assume by contradiction that (u − w˜)(R1) = 0. Then, since
∆(u − w˜) > 0 on [0, R1) we have by the maximum principle u − w˜ < 0 on
[0, R1). Analogously, if ∆(u−w˜)(R1) = 0, then we have ∆2(u−w˜) = vq− z˜q > 0
on [0, R1), thus ∆(u − w˜) < 0 on (0, R1). As a consequence, (36) holds. We
distinguish two cases: R1 < min{1, 1/λ}, and in this case (v − z˜)(R1) = 0, or
R1 = min{1, 1/λ}.
In the first case, by applying the maximum principle to −∆(v−z˜) = up−w˜p > 0,
one has v − z˜ < 0 on (R1, R1 + δ) for δ sufficiently small. We can set R2 such
that
R2 = sup{r ≤ min{1, 1/λ} : (u− w˜)(s) > 0, (v − z˜)(s) < 0,
∆(u− w˜)(s) > 0, s ∈ (R1, r)}.
As above, we have
(v − z˜)(R2) < 0, (u− w˜)(R2) > 0
and moreover R2 < min{1, 1/λ}, which implies ∆(u − w˜)(R2) = 0, or R2 =
min{1, 1/λ}. Indeed, if (v−z˜)(R2) = 0, then by applying the maximum principle
to −∆(v − z˜) = up − w˜p > 0 on BR2 \ BR1 we have v − z˜ > 0 on (R1, R2); on
the other hand, if (u− w˜)(R2) = 0, then u− w˜ < 0 on [0, R2), as ∆(u− w˜) > 0.
We now apply iteratively the same reasoning as above to get a sequence (which
can be finite or infinite)
0 = R0 < R1 < R2 < · · · ≤ min{1, 1/λ}
such that
u(R3k) = w˜(R3k), v(R3k+1) = z˜(R3k+1), ∆u(R3k+2) = ∆w˜(R3k+2), k ≥ 0,
as long as Rk < min{1, 1/λ}, see Table 1.
If {Rj} is infinite, then we take the limit R∗ = limi→∞Ri ≤ min{1, 1/λ} and
by continuity and differentiability, it holds
(u− w˜)(R∗) = 0, (v − z˜)(R∗) = 0, ∆(u− w˜)(R∗) = 0
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Table 1: Sign of u− w˜, v − z˜, ∆(u− w˜).
(u− w˜)(s) (v − z˜)(s) ∆(u− w˜)(s)
s = 0 =0 >0 >0
s ∈ (0, R1) >0 >0 >0
s = R1 >0 =0 >0
s ∈ (R1, R2) >0 <0 >0
s = R2 >0 <0 =0
s ∈ (R2, R3) >0 <0 <0
s = R3 =0 <0 <0
s ∈ (R3, R4) <0 <0 <0
...
...
...
...
and
(u′ − w˜′)(R∗) = 0, (v′ − z˜′)(R∗) = 0, (∆(u− w˜))′(R∗) = 0.
Next define
U(r) = (u(r),−∆u(r), v(r)) 0 ≤ r ≤ 1
and
W (r) = (w˜(r),−∆w˜(r), z˜(r)) 0 ≤ r ≤ 1/λ.
For any 0 ≤ r ≤ R∗ one has
U(r)−W (r) =
∫ R∗
r
s
N − 2
(
1−
(s
r
)N−2)
(F (U(s))− F (W (s))) ds (37)
where we set F (x, y, z) = (y, zq, xp). Since p, q > 1, then F is locally Lipschitz
continuous, hence by the Gronwall Lemma, (37) implies U = W on [0, R∗]. This
is in contradiction with the assumption (v − z˜)(0) > 0.
On the other hand, if the sequence stops at a maximum value Rk then on
(Rk−1, Rk = min{1, 1/λ}] at least one of the following is verified:
• u− w˜ and v − z˜ have opposite sign
• u− w˜ and ∆(u− w˜) have the same sign.
Let for instance u− w˜ > 0 and v − z˜ ≤ 0. Then
0 ≤ (z˜ − v)(min(1, 1/λ)) =

−v(1/λ) if λ > 1
0 if λ = 1
z˜(1) if λ < 1
and thus λ ≤ 1. On the other hand,
0 > (w˜ − u)(min(1, 1/λ)) =

−u(1/λ) if λ > 1
0 if λ = 1
w˜(1) if λ < 1
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thus we have λ > 1, which is a contradiction.
Let now u− w˜ > 0 and ∆(u− w˜) ≥ 0. Then, (u− w˜)(min{1, 1/λ}) > 0 implies
λ > 1, whereas by the Hopf lemma 0 < (u′−w˜′)(min{1, 1/λ}) = (u′−w˜′)(1/λ) =
u′(1/λ) < 0, a contradiction.
Therefore, since we have a contradiction in any case, we cannot have (v−z˜)(0) >
0 and ∆(u − w˜)(0) > 0. In a similar fashion, one proves that also the other
possible choices for the sign of (v− z˜)(0) and ∆(u− w˜)(0) yield a contradiction,
hence (35) holds and the claim is proved.
Finally, in view of (34) and (35), and since by (33) u′(0) = v′(0) = w˜′(0) =
z˜′(0) = (∆u)′(0) = (∆w˜)′(0) = 0, for any r ≤ min{1, 1/λ} one has
U(r)−W (r) =
∫ r
0
s
N − 2
(
1−
(s
r
)N−2)
(F (W (s))− F (U(s))) ds (38)
where F (x, y, z) = (y, zq, xp). Since p, q > 1, then F is locally Lipschitz contin-
uous, hence by the Gronwall Lemma, (38) implies U = W on [0,min{1, 1/λ}].
Since 0 < u(1/λ) = w˜(1/λ) = 0 if λ > 1, whereas 0 = u(1) = w˜(1) > 0 if λ < 1,
then λ = 1 and hence (u, v) = (w, z).
A Appendix
In what follows, we give a detailed proof of Theorem 6. We refer to [27] for
the original proof for more generic higher order operators, see also [12] where
similar estimates are exploited to get representation formulas. In [24] the same
result is proved for classical solutions. Let us show the following preliminary
lemma.
Lemma 8. Let ρ = |x|, s ≥ 1, R > 0 and h : R→ R. Then
∆sh(ρ/R) =
2s∑
i=1
ci
h(i)(ρ/R)
Riρ2s−i
(39)
for suitable coefficients ci ∈ R not depending on R.
Proof. Note that
∆h(ρ/R) =
h′′(ρ/R)
R2
+
h′(ρ/R)
ρR
(N − 1).
Let us assume by induction that (39) holds. Let us call
f(t) =
2s∑
i=1
ci
h(i)(t)
R2st2s−i
.
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One has
f ′(t) =
2s∑
i=1
ci
h(i)(t)
R2st2s−i+1
+
2s∑
i=1
ci
h(i+1)(t)
t2s−iR2s
=
2s∑
i=1
ci
h(i)(t)
R2st2s−i+1
+
2s+1∑
i=2
ci−1
h(i)(t)
t2s+1−iR2s
=
2s+1∑
i=1
ci
h(i)(t)
R2st2s−i+1
where possibly different coefficients are always denoted by ci. Similarly,
f ′′(t) =
2s+2∑
i=1
ci
h(i)(t)
R2st2s+2−i
and therefore
f ′(ρ/R) =
2s+1∑
i=1
ci
h(i)(ρ/R)
Ri−1ρ2s−i+1
f ′′(ρ/R) =
2s+2∑
i=1
ci
h(i)(ρ/R)
Ri−2ρ2s+2−i
.
As a consequence,
∆s+1h(ρ/R) = ∆f(ρ/R) =
f ′′(ρ/R)
R2
+
f ′(ρ/R)
ρR
(N − 1)
=
2s+2∑
i=1
ci
h(i)(ρ/R)
Riρ2s+2−i
.
Remark 5. Let us choose h(s) = ψγ(s) where ψ is a smooth and positive stan-
dard cut off function such that ψ(s) = 1 for 0 ≤ s ≤ 1 and ψ(s) = 0 for s > 2
and γ > 0 fixed. Then for any i = 1, . . . , N
h(i) =
∑
k1+···+ki=i
cKψ
(k1) · · ·ψ(ki)ψγ−i (40)
where cK are real coefficients depending on K = (k1, . . . , ki), γ and i. Indeed,
for i = 1 one has h′ = γψ′ψγ−1. By induction let us assume (40); then
h(i+1) =
∑
k1+···+ki=i
cKψ
(k1+1)ψ(k2) · · ·ψ(ki)ψγ−i + . . .
+
∑
k1+···+ki=i
cKψ
(k1) · · ·ψ(ki+1)ψγ−i
+
∑
k1+···+ki=i
cKψ
(k1) · · ·ψ(ki)ψγ−i−1ψ′
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and thus
h(i+1) =
∑
k1+···+ki=i
cKψ
(k1+1)ψ(k2) · · ·ψ(ki)ψ(0)ψγ−i−1 + . . .
+
∑
k1+···+ki=i
cKψ
(k1) · · ·ψ(ki+1)ψ(0)ψγ−i−1
+
∑
k1+···+ki=i
cKψ
(k1) · · ·ψ(ki)ψ′ψγ−i−1
=
∑
k1+···+ki+1=i+1
cKψ
(k1)ψ(k2) · · ·ψ(ki+1)ψγ−i−1.
Hence by Lemma 8
∆sh(ρ/R) =
2s∑
i=1
ci
h(i)(ρ/R)
Riρ2s−i
=
2s∑
i=1
ci
1
Riρ2s−i
∑
k1+···+ki=i
cKψ
(k1)(ρ/R) · · ·ψ(ki)(ρ/R)(ψ(ρ/R))γ−i. (41)
Proof of Theorem 6. Let (u, v) ∈ Lploc×Lqloc be a positive weak solution to (15),
namely 
∫
u(−∆)αϕ ≥
∫
|v|q ϕ∫
v(−∆)βψ ≥
∫
|u|p ψ
RN (42)
where ϕ,ψ ∈ C∞0 . Take ϕ ≥ 0 and call p′ = 1− 1/p the conjugate exponent of
p, and q′ the conjugate exponent of q. Then, by (42) and the Hölder inequality,
∫
|v|q ϕ ≤
∫
u(−∆)αϕ ≤
(∫
|u|p ϕ
)1/p(∫ |∆αϕ|p′
ϕp′−1
)1/p′
≤
(∫
v(−∆)βϕ
)1/p(∫ |∆αϕ|p′
ϕp′−1
)1/p′
≤
(∫
|v|q ϕ
)1/pq∫ ∣∣∆βϕ∣∣q′
ϕq′−1
1/pq
′ (∫ |∆αϕ|p′
ϕp′−1
)1/p′
(43)
and hence
∫
|v|q ϕ ≤
∫ ∣∣∆βϕ∣∣q′
ϕq′−1

q
q′(pq−1) (∫ |∆αϕ|p′
ϕp′−1
) pq
p′(pq−1)
=
{
capβ(ϕ, q
′)q−1capα(ϕ, p′)q(p−1)
} 1
pq−1
(44)
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where
capβ(ϕ, r) =
∫ ∣∣∆βϕ∣∣r
ϕr−1
.
Choose ϕ(x) = h(ρ/R) with ρ = |x| and h as in Remark 5. If γ > 2βq′ then
(41) yields
capβ(ϕ, q
′) =
∫ ∣∣∆βϕ(x)∣∣q′
(ϕ(x))(q′−1)
dx
≤ C
∫ 2β∑
j=1
∑
k1+···+kj=j
∣∣ψ(k1)(ρ/R) . . . ψ(kj)(ρ/R)∣∣q′
Rjq′ρq′(2β−j)
(ψ(ρ/R))q
′(γ−j)
(ψ(ρ/R))γ(q′−1)
dx
= C
∫
B¯2R\BR
2β∑
j=1
∑
k1+···+kj=j
(ψ(ρ/R))γ−q
′j
∣∣ψ(k1)(ρ/R) . . . ψ(kj)(ρ/R)∣∣q′
Rjq′ρq′(2β−j)
dx
≤ C
∫
B¯2R\BR
2β∑
j=1
∑
k1+···+kj=j
(ψ(ρ/R))γ−q
′j
∣∣ψ(k1)(ρ/R) . . . ψ(kj)(ρ/R)∣∣q′
R2βq′
dx.
Hence, by performing the change of variable x/R 7→ y,
capβ(ϕ, q
′) ≤ CRN
∑
k1+···+kj=j
j=1,...2β
∫
B¯2\B1
(ψ(|y|))γ−q′j
∣∣ψ(k1)(|y|) . . . ψ(kj)(|y|)∣∣q′
R2βq′
dy
≤ Cˆ 1
R2βq′−N
.
The last inequality holds true since γ > q′j for any j ≤ 2β and hence
(ψ(|y|))γ−q′j
∣∣∣ψ(k1)(|y|) . . . ψ(kj)(|y|)∣∣∣q′
is a C∞ function, therefore it is integrable on the annulus B¯2 \ B1; moreover,
for j = 1, it equals to (ψ(|y|))γ−q′ |ψ′(|y|)|q′ , which is 6= 0 and ≥ 0 and as a
consequence Cˆ 6= 0. In a similar fashion one gets that if γ > 2αp′ then
capα(ϕ, p
′) ≤ C 1
R2αp′−N
where C does not depend on R. Therefore by (44)∫
|v|q ϕ ≤ CR−( 2βq+N+2αpq−Npqpq−1 ). (45)
Hence, if
2βq +N + 2αpq −Npq > 0,
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by letting R→∞, one has u = v = 0. Analogously∫
|u|p ϕ ≤ CR−( 2αp+N+2βpq−Npqpq−1 )
and if
2αp+N + 2βpq −Npq > 0
then u = v = 0.
Assume now that p, q are on the critical curve, namely
2βq +N + 2αpq −Npq = 0
or
2αp+N + 2βpq −Npq = 0.
Let us consider the first case (the second one is similar): by (45) v is in Lq;
moreover, ∫
BR
|v|q ϕ ≤
∫
BR
u(−∆)βϕ = 0
and∫
|v|q ϕ =
∫
BR
|v|q ϕ+
∫
R≤|x|≤2R
|v|q ϕ+
∫
|x|>2R
|v|q ϕ
=
∫
R≤|x|≤2R
|v|q ϕ ≤
∫
R≤|x|≤2R
|v|q
with ϕ as above. Therefore, since{
capβ(ϕ, q
′)q−1capα(ϕ, p′)q(p−1)
} 1
pq−1 ≤ CR−( 2βq+N+2αpq−Npqpq−1 ) = C,
by (43) one has
∫
|v|q ϕ ≤ C
(∫
R≤|x|≤2R
|v|q
)1/pq
= C
(∫
|v|q χ{R≤|x|≤2R}
)1/pq
. (46)
Hence, by letting R→∞ in (46), since v is in Lq, by the dominated convergence
theorem one has ∫
|v|q ≤ 0
and thus v = 0 which in turn implies u = 0.
Remark 6. Let us consider the case N ≤ 2α or N ≤ 2β. If p, q > 1, then there
exists no weak nontrivial solution to (15). Indeed, the estimates in the proof
above do not depend on the choice of N , therefore if
2βq +N + 2αpq −Npq > 0
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or
2αp+N + 2βpq −Npq > 0
then the unique solution is 0. However, if N ≤ 2α then
2βq +N + 2αpq −Npq ≥ 2βq +N + 2αpq − 2αpq = 2βq +N > 0,
whereas if N ≤ 2β
2αp+N + 2βpq −Npq > 0
and the conclusion follows.
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