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Abstract
In this thesis we investigate the design of transmission resource allocation in current
and future wireless communication systems. We focus on systems with multiple
antennas and characterize their performance from an information-theoretic view-
point. The goal of this work is to provide practical transmission and resource
allocation strategies taking into account imperfections in estimating the wireless
channel, as well as the broadcast nature of the wireless channel.
In the first part of the thesis, we consider training-based transmission schemes
in which pilot symbols are inserted into data blocks to facilitate channel estimation.
We consider one-way training-based systems with and without feedback, as well as
two-way training-based systems. Two-way training enables both the transmitter
and the receiver to obtain the channel state information (CSI) through reverse
training and forward training, respectively. In all considered cases, we derive ef-
ficient strategies for transmit time and/or energy allocation among the pilot and
data symbols. These strategies usually have analytical closed-form expressions and
can achieve near optimal capacity performance evidenced by extensive numerical
analysis.
In one-way training-based systems without feedback, we consider both spa-
tially independent and correlated channels. For spatially independent channels, we
provide analytical bounds on the optimal training length and study the optimal
antenna configuration that maximizes an ergodic capacity lower bound. For spa-
tially correlated channels, we provide simple pilot and data transmission strategies
that are robust under least-favorable channel correlation conditions.
In one-way training-based systems with feedback, we study channel gain feed-
back (CGF), channel covariance feedback (CCF) and hybrid feedback. For spatially
independent channels with CGF, we show that the solutions to the optimal training
length and energy coincide with those for systems without feedback. For spatially
correlated channels with CCF, we propose a simple transmission scheme, taking
into account the fact that the optimal training length is at most as large as the
number of transmit antennas. We then provide a solution to the optimal energy
vii
viii
allocation between pilot and data transmissions, which does not depend on the
channel spatial correlation under a mild condition. Our derived resource allocation
strategies in CGF and CCF systems are extended to hybrid CCF-CGF systems.
In two-way training-based systems, we provide analytical solutions to the trans-
mit power distribution among the different training phases and the data transmis-
sion phase. These solutions are shown to have near optimal symbol error rate
(SER) and capacity performance. We find that the use of two-way training can
provide noticeable performance improvement over reverse training only when the
system is operating at moderate to high signal-to-noise ratio (SNR) and using high-
order modulations. While this improvement from two-way training is insignificant
at low SNR or low-order modulations.
In the second part of the thesis, we consider transmission resource allocation in
security-constrained systems. Due to the broadcast nature of the wireless medium,
security is a fundamental issue in wireless communications. To guarantee secure
communication in the presence of eavesdroppers, we consider a multi-antenna trans-
mission strategy which sends both an information signal to the intended receiver
and a noise-like signal isotropically to confuse the eavesdroppers. We study the
optimal transmit power allocation between the information signal and the artificial
noise. In particular, we show that equal power allocation is a near optimal strategy
for non-colluding eavesdroppers, while more power should be used to generate the
artificial noise for colluding eavesdroppers. In the presence of channel estimation
errors, we find that it is better to create more artificial noise than to increase the
information signal strength.
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