In the assessment of clinical utility of biomarkers, case-control studies are often undertaken based on existing serum samples. A common assumption made in these studies is that higher levels of the biomarker are associated with increased disease risk. In this article, we consider methods of analysis in which monotonicity is incorporated in associating the biomarker and the clinical outcome. We consider the roles of discrimination versus association and assess methods for both goals. In addition, we propose a semiparametric isotonic regression model for binary data and describe a simple estimation procedure as well as attendant inferential procedures. We apply the various methodologies to data from a prostate cancer study involving a serum biomarker.
INTRODUCTION
There has been extensive work done on the development of methodology for diagnostic testing and screening (Pepe, 2003) . The primary scientific goal in this area is to determine the discriminatory power of a biomarker for detecting disease.
Given the recent proliferation of candidate biomarkers from various genetic technologies (e.g. microarrays, single nucleotide polymorphisms and methylation assays), there is great interest in the development and validation of biomarkers that may be used for early detection of cancer (Pepe and others, 2001) . The case-control study is a popular design in which one might wish to study the operating characteristics of a biomarker. Here, we will consider data from a case-control study of α-methylacyl coA racemase (AMACR). AMACR may serve to improve operating characteristics in prostate cancer detection and prognosis. We give further details of the study and the data in Section 2.
For much of the work on statistical methodology on screening and diagnostic tests utilizing biomarkers, it has been assumed that increasing levels of the biomarker are associated with increased disease risk. Typically, this effect has been specified in a parametric manner. We give two examples of this. The first is linear discriminant analysis, in which the distribution of the biomarker in the diseased and undiseased populations is assumed to be Gaussian. The second is logistic regression, in which the effect of the Incorporating monotonicity into the evaluation of a biomarker 403 biomarker on the probability of developing disease is assumed to be linear on the logit scale. For these procedures, if the parametric form is misspecified, the estimate of association between biomarker levels and disease risk may be biased.
In this article, we explore various ways of accounting for the monotonic relationship between biomarker and disease risk while adjusting for other covariates, without making strong parametric assumptions. If the goal is to assess the discriminatory power of the biomarker, then regression models for the receiver operating characteristic (ROC) curve are an appropriate tool. We outline their use in Section 3. In Section 4 of this article, we consider the use of semiparametric binary regression models with a nonparametric monotonic component. While nonparametric isotonic procedures have been studied in the literature (Robertson and others, 1988) , their semiparametric counterparts have not been explored as much. One proposal for this setting was given by Morton-Jones and others (2000); we describe its application to the prostate cancer data in Section 4.2. In addition, we propose a new estimation algorithm, which is quite simple and can be implemented using standard statistical software. The algorithm, along with the attendant inference procedures, is given in Section 4. We apply the proposed methods to the AMACR case-control data in Section 5. We conclude with some brief remarks in Section 6.
DATA BACKGROUND
AMACR is an enzyme at the merging point of two important pathways of lipid metabolism: elimination of methyl-branched fatty acids and synthesis of bile acids. AMACR is regarded as obligatory for these processes. It was identified in a series of microarray experiments as being upregulated in prostate cancer tissue relative to noncancerous tissue (Rubin and others, 2002) . In order to study the potential utility of AMACR as a serum biomarker for prostate cancer, a case-control study was performed to study the association between AMACR and risk of prostate cancer (Sreekumar and others, 2004) . While the microarray experiments measured AMACR at a messenger RNA level, for the purposes of diagnosing disease it is important to assay the biomarker at a protein level. This is what motivated the study of Sreekumar and others (2004) .
We now describe the design of the case-control study. The cases were men who had biopsy-proven clinically localized prostate cancer diagnosed at the University of Michigan between January 1995 and January 2003; they are incident cases of prostate cancer. Serum samples were taken from these men before radical prostatectomy (surgical removal of the prostate). The controls were a random sample of subjects who had been at the University of Michigan Hospital between May 2001 and May 2003 who had no known history of any cancer.
Because elevated prostate-specific antigen (PSA) levels and/or an increase in PSA over time contribute to a positive diagnosis, the distribution of PSA in these cases represents a biased sample. The ideal study for determining whether or not AMACR has better operating characteristics as a screening biomarker than PSA would be one in which both measurements were available before the start of the prostate cancer diagnosis process. Nevertheless, the current study can still provide information on the discriminating ability of AMACR.
An IgG2-specific secondary antibody was used to detect the presence of AMACR immune response in 326 subjects (212 controls and 114 cases). In this analysis, we take S to be the AMACR measurement, and Z to be the age at biopsy. We transform the biomarker to the logarithmic scale in order to reduce skewness because of outlying observations. It is important to include age at biopsy as it may be a confounding factor in the assessment of the association between AMACR and risk of prostate cancer. Finally, D denotes disease status, 0 for control and 1 for cancer (case).
BIOMARKER EVALUATION: DISCRIMINATION VERSUS ASSOCIATION
In this section, we address the issue of the appropriateness of studying discrimination versus association and how monotonicity affects each. In order purely to assess the discriminatory ability of a biomarker, 404 D. GHOSH the ROC curve (Baker, 2003 ) is a useful summary measure. The ROC curve is a graphical presentation of {TP(c), FP(c): − ∞ < c < ∞}, where FP(c) ≡ P(S > c|D = 0) and TP(c) ≡ P(S > c|D = 1) are the false-and true-positive rates for S, respectively, based on a cutoff point c. The ROC curve for AMACR is given in Figure 1 . Comparing the ROC curve to the 45 • line suggests that there is some, but not very much, discriminative ability of AMACR. The area under the ROC curve is 0.609.
As discussed by Pepe (2000) , an alternative definition of the ROC curve is given by the formula
for 0 t 1, where S D and SD are S for D = 1 and D = 0 and t is a false-positive rate. Equation (3.1) represents the conditional probability that the biomarker for a randomly chosen case is higher than that of a randomly chosen control, conditioning on the fact that the biomarker measurement was standardized to the values in the population without disease. Inspection of (3.1) reveals that it will be invariant to monotone transformations of S. Thus, the ROC curve is a probabilistic quantity that directly incorporates monotonicity. It is commonly assumed that diseased populations will have larger values of the biomarker. There are several ways to assess the effects of covariates on the ROC curve. A very simple approach is given by Alonzo and Pepe (2002) . The model being fitted is the following:
, g is a monotone increasing function on the unit interval, and η is a regression coefficient summarizing the effect of AGE on the ROC curve. Following the procedure of Alonzo and Pepe (2002) , we take g to be the inverse probit link, K = 1 and h k (t) = (t), where is the standard normal cumulative distribution function. The estimation algorithm can be Fig. 1 . ROC curve for AMACR in prostate cancer study.
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1. Select a set of false-positive rates T = {t 1 , . . . , t M }. Here, we take M = 9 and {t 1 , . . . ,
(t), the t age-specific quantile of the survivor distribution of the nondiseased test results.
. . , n D and t ∈ T . Note that n D is the number of cases (i.e. number of individuals with D = 1). 4. Fit the model
using standard software for generalized linear models for binary data.
Note that we could use other links (e.g. logit) and other functions h k (e.g. splines) in step 4; those extensions are not pursued here. The algorithm provides an estimate of η. In order to get the standard error of the estimate (SEE) of η, we bootstrap this algorithm 500 times, as recommended by Alonzo and Pepe (2002) . Applying this method to the AMACR data, the estimate of η is 4.86 × 10 −5 with a 95% confidence interval (CI) of (−0.01, 0.009). Thus, age has no effect on the discriminatory ability of AMACR to separate cancer cases from controls.
An alternative approach to considering discrimination of a biomarker is to consider its association with case/control status, potentially adjusting for important prognostic factors and confounders. While Pepe and others (2004) show that strong association as measured through an odds ratio does not imply good discrimination, we argue that such association measures for biomarkers should still be considered. Potentially, AMACR could be used in combination with PSA to increase the specificity of screening for prostate cancer. Then information on association of AMACR with disease status, possibly adjusting for other variables, may still be of use. As discussed by Sidransky (2002) , it will be the case that cancer diagnostic and screening panels in the future will contain multiple biomarkers. Thus, it is still useful to consider associations of AMACR with cancer status. We next examine strategies for modeling associations where the monotonicity of the biomarker effect is incorporated.
SEMIPARAMETRIC REGRESSION METHODOLOGIES

Semiparametric model and interpretation
We formulate the following class of regression models:
where β is the regression coefficient for age to be estimated, g is a link function, and f is an unspecified monotone function. The function f quantifies the effect of the biomarker on the probability of disease, adjusting for Z . We assume f to be monotone in S. For ease of exposition, we will use the logit link, although the proposed methods can work with other links as well. While (4.1) refers to the AMACR example being considered, the model extends generally to handle multidimensional Z . The data consist of n independent and identically distributed observations
We are interested in fitting the model to case-control data. The parametric components of the Model (4.1) retain the same interpretations as if the data had been collected from a cohort study. For example, if the link function is the logit, then β describes the odds ratios associated with Z , adjusting for the 406 D. GHOSH biomarker. A complication arises in interpreting the function f in (4.1). In particular, while the shape and curvature of f will be the same with case-control data as with cohort data, one cannot make any inference about the intercept of f with case-control data.
Algorithm of Morton-Jones and others (2000)
One approach to fitting (4.1) can be found in the work of Morton-Jones and others (2000) . They describe an algorithm which is an extension of a cyclical pooled adjacent violators algorithm (PAVA) (Bachetti, 1989 ) that allows for adjustment for covariates. The algorithm proceeds by iterating between the isotonic regression for the nonparametric component and iteratively weighted least squares for the parametric component. When we tried to implement the algorithm, the nonparametric component failed to converge after 1000 iterations. In the nonparametric case, Bachetti (1989) suggests that convergence of this type of algorithm may be quite slow in practice.
In addition to the practical problems, there are issues as to how to perform inference. While MortonJones and others (2000) propose a simulation-based method to determine pointwise (CIs) for the nonparametric component, they give no inferential procedure for the parametric component. Thus, it would be desirable to have a computationally simple procedure that allows for relatively easy inference on both aspects of the model.
Proposed numerical fitting procedure
Assume that there is no constraint for f in (4.1). Note that we can use either a retrospective or a prospective likelihood for estimation because the two are equivalent up to the intercept with case-control data (Prentice and Pyke, 1979) . For the sake of computational simplicity, we use the prospective likelihood. A natural method of estimation is smoothing splines (Green and Silverman, 1994; Eubank, 1999) . This can be formulated as maximizing the following penalized log-likelihood:
where λ > 0 is a smoothing parameter, p i = P(D i = 1|S i , Z i ), and f (2) is the second derivative of f . We take a and b to define the range of S ≡ (S 1 , . . . , S n ). By utilizing the smoothing spline representation of f , maximizing (4.2) is equivalent to maximizing
where F is the r × 1 vector of f evaluated at the r unique values of S i and K is the corresponding nonnegative definite smoothing matrix (Green and Silverman 1994, Section 2.3) . Differentiating (4.3) with respect to β and f yields estimating equations that we set equal to zero in order to solve for the estimatorsβ andf . Following the arguments in Lin and Zhang (1999) , we can re-express the estimation procedure above using the mixed model framework. Similar results can be found in Verbyla and others (1999) and Ruppert and others (2003) . In particular, we can estimate β and f using the following generalized linear mixed effects model:
where a is a normal random variable with mean zero and variance
where L is a r × (r − 2) full rank matrix that satisfies the following two conditions:
We can then re-express (4.3) as
where τ = σ 2 /λ. The log-likelihood (4.5) corresponds precisely to that for a binary generalized linear mixed effects model with fixed effects given by W and random effects represented by a. This implies that standard generalized linear mixed effects software, such as PROC GLIMMIX in SAS (Wolfinger, 1996) , can be used to fit the semiparametric binary regression model to the data. The estimates of β and a are calculated by Newton-Raphson procedures. Based on the resulting solutions,β andâ, we can estimate the parametric and nonparametric components of (4.1) where no constraints are placed on f . The estimate of f is given byf = Sβ + Bâ.
The details of the required computations can be found in Lin and Zhang (1999) . Note that the smoothing parameter λ can be estimated automatically (Lin and Zhang, 1999) . This is because it is represented as a variance component in the mixed effects model formulation and is optimized using an approximate restricted quasi-likelihood, which is an approximation to the likelihood for the binomial random effects model (4.4), integrated over the random effects. We next show how to modify the procedure in the presence of the monotonicity constraint for (2.1). It is obvious that if the resulting estimate of f is monotonic, then no further modification is required. Otherwise, we are proposing an extension of the method proposed for nonparametric models by Mammen and others (2001) to the semiparametric model (4.1) proposed here. We first rephrase the optimization problem (4.2) and incorporate the monotonicity constraint
where C is the set of monotonic functions. If we appeal to the iterated weighted least squares solution of f and β in (4.1) in the absence of the constraint, then by following the arguments in Mammen and others (2001) , the solution of (4.6) can be obtained using the following two-stage procedure:
1. At the first stage, estimate f and β jointly ignoring the constraint using the likelihood-based algorithm in Lin and Zhang (1999) . 2. Based on the estimated f from (1), project it onto the space of monotonic functions, using the PAVA algorithm as described by Robertson and others (1988) . The algorithm finds µ ∈ C that minimizes
, where S (1) S (2) · · · S (r ) are the ordered distinct values of the biomarker.
The solution of the PAVA algorithm is equivalently given by the maximin formulã
This estimation procedure can be thought of a semiparametric analogue of the "smooth, then isotonize" estimators considered by Kelly and Rice (1990) and Mammen (1991) and is very simple to implement. In terms of inference about the parametric and nonparametric components of (4.1), the standard errors (SEs) for β are estimated using an approximated doubly penalized quasi-likelihood (Lin and Zhang, 1999) , which is performed in step 1 of the algorithm. Because of the constraint on f , getting a handle on the asymptotic behavior is difficult so that the standard errors from the Lin and Zhang (1999) method may not be appropriate. This issue is taken up further in the Section 4.4.
Inference procedures
In fitting semiparametric models such as (4.1), Murphy and Van der Vaart (1997) note that inference based on Wald-type statistics tends to be unstable, and have developed an elegant theory of semiparametric likelihood ratio inference. However, their focus is on the finite-dimensional component in the model and not on the infinite-dimensional component. In a later paper by Murphy and Van der Vaart (2000) , inference for the parametric component of the model is made by profiling out the infinite-dimensional component, which is regarded as a nuisance parameter, and the profile likelihood function is shown to have some of the crucial properties of usual parametric likelihoods. In the cancer setting that motivated this work, we have joint interest in both the parametric and nonparametric components of the model.
By appealing to the profile likelihood arguments of Murphy and Van der Vaart (2000), we have that the likelihood ratio-based statistic for the parametric component will have a χ 2 limiting distribution. Inference for the nonparametric component in (4.1) is more complicated. Assume that the data came from a cohort study; then f is identifiable. In the case of the monotonicity constraint, an argument combining Taylor series expansions with those in Banerjee and Wellner (2001) would yield a nonstandard limiting distribution for the likelihood ratio statistic for testing H 0 : f (S 0 ) = θ 0 . Our interest is in testing if there is a biomarker effect, which effectively places an infinite number of constraints on f in (4.1) under the null hypothesis. Maximizing the likelihood with an infinite number of constraints under the null hypothesis renders the theory of Banerjee and Wellner (2001) inapplicable. In addition, we have the complication that the data come from a case-control study so that f is not completely identified. We take an alternative approach and utilize subsampling techniques (Politis and others, 1999) . The algorithm proceeds as follows:
) from the controls and
) from the cases, where b 0 and b 1 are the numbers of the subsampled controls and cases in the dataset. 2. Perform the two-stage estimation procedure in Section 4.3. 3. Repeat steps 1 and 2 several times.
The procedure yields an empirical distribution for f from which we can construct test statistics for testing for a biomarker effect. Note that we subsample from cases and controls without replacement. It turns out that the bootstrap is not applicable here because the nonparametric component has a limiting distribution that converges at a slower than n 1/2 rate. In practice, we take b 0 and b 1 to be such that the ratio of the two matches that of the original number of controls to cases. Testing the null hypothesis that the biomarker has no effect is equivalent here to testing for a zero first derivative. We thus compute
wheref (1) is the derivative based on the isotonized estimate of f , and use the empirical distribution of T from the subsampled datasets to test the hypothesis. The derivative is calculated using the methods of Press and others (1992). To examine the finite-sample properties of the proposed methodology, we performed some simulation studies. First, data were generated from (4.1). Two choices were considered for the joint distribution of (S, Z ). In the first, we assumed independence of Z and S, with S being normally distributed with mean 0 and variance 1, whereas Z has an exponential distribution with mean 1 and truncated to [0.5, 1.5]. In the second case, S has the same distribution as in the first case but conditional on S, Z has an exponential distribution with mean 8/(8+S). Sample sizes n = 200 and 1000 were considered. To mimic the sampling design of the prostate cancer data, we used case-control sampling with on average a third of the sample being cases. We took β = −0.5, −0.25, 0.0, 0.25, and 0.5. The choice for f was taken as f (t) = t 4 . Likelihood ratio and Wald statistics for β were calculated using the proposed estimation procedure; the results are given in Table 1 . Based on the table, we see that the procedure yields unbiased estimators for all scenarios considered. In addition, the 95% likelihood ratio-based CIs tend to perform slightly better than those based on the Wald statistic, although the discrepancy diminishes in larger sample sizes. We also studied the power of the subsampling procedure; the results can be found in the supplementary material available at Biostatistics online to this paper. Based on the results there, the proposed method appears to have satisfactory operating characteristics.
AMACR DATA
We now return to the prostate cancer case-control study described in Section 2. We first fit univariate logistic regression models for S and Z . These results are summarized in Table 2 . Based on these crude analyses, we find that AMACR is highly predictive of risk of prostate cancer and that age is not significantly associated with disease risk. A multivariable regression model with both AMACR and age was also considered; this is given in Table 2 . From that, we find that the association of AMACR and prostate cancer risk remains even after adjusting for age, and that the confounding effects of age on AMACR appear to be minimal. We then explored the assumption of linearity for the effect of AMACR. This was done in two ways. First, we looked at residuals from the multivariate model in Table 2 . This showed evidence of nonlinearity of the effect of AMACR for values beyond 1.2. Second, we fit generalized additive models (Hastie and Tibshirani, 1990 ) for disease as a smooth function of AMACR and age. The plot for AMACR is given in Figure 2 ; the assumption of linearity (constant effect of S) seems clearly to be violated based 410 D. GHOSH Table 2 . Univariate and multivariate logistic regression results for Sreekumar and others (2004) on the picture. The test for nonlinearity from the generalized additive model indicated strong evidence for nonlinearity (p-value < 0.0001). While the picture appears to be inconsistent with monotonicity, we also note that the plot appears to be sensitive to three influential points for AMACR. We next used the proposed algorithm from Section 4 to fit (4.1). The log odds ratio for age was 0.016, with an associated standard error of 0.013. The 95% likelihood ratio-based interval was (−0.03, 0.02), which suggests that after adjusting for AMACR, there is no significant association between age and risk of prostate cancer. The unconstrained and constrained estimates of the AMACR effect are given in Figure 3 . The percentile-based 95% CI for T based on 10000 subsamplings is (0.5, 3.2). We thus have strong evidence for a biomarker effect in this model, adjusting for age. Combining the results, we find strong evidence that modeling a linear effect of AMACR is fine for values between 0.2 and 1.2 but not over the full range of AMACR values. This was confirmed by residual plots from fitting the multivariate logistic regression models over the restricted range of values for AMACR. In addition, if we wish to assume that increasing values of AMACR are associated with higher risk of cancer, then this monotonicity will substantially alter the estimate of the AMACR effect.
Combining these results with those in Section 3, we find that while AMACR does not have good ability to discriminate between prostate cancer and noncancerous tissues, it is nevertheless strongly associated with disease status. This suggests that AMACR might potentially have a role in combination with PSA as a biomarker panel for screening and diagnosis of prostate cancer. This hypothesis is currently being tested using prospectively collected samples (M. Sanda, personal communication).
DISCUSSION
For the current application, it makes sense to consider monotonicity. If a biomarker were to be adopted for use in a clinical setting, then one imagines a diagnosis rule of the biomarker being above or below a threshold value. It should be pointed out that in risk assessment and other contexts, J-shaped risk relationships have been found (Goetghebeur and Pocock, 1995) . For such a setting, incorporating monotonicity might be quite misleading.
One extension of (4.1) would be to allow for multiple biomarkers. Given this setting, one could imagine formulating monotone effects for each individual one. This leads to an extension of (4.1) in which there are several nonparametric components that must satisfy a monotonicity condition. Assuming no interactions and in the absence of a parametric component for the model, we would have a generalized additive model with isotonic components. One approach to fitting such a model is the backfitting algorithm (Hastie and Tibshirani, 1990) combined with the PAVA to guarantee monotonicity. If we include a parametric component to the model, then estimation of the two classes of components becomes more challenging. This is currently under investigation.
