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A measurement of the cross section of the Higgs boson production associ-
ated with a pair of top quarks (ttH) in proton-proton collisions at a center-of-
mass energy of 13 TeV is presented. The measurement targets ttH final states
with electrons, muons, and hadronically decaying tau leptons. Data used in
this measurement are recorded by the Compact Muon Solenoid experiment at
the CERN Large Hadron Collider in 2016 and 2017, corresponding to an inte-
grated luminosity of 35.9 fb−1 and 41.5 fb−1, respectively. The measured signal
rate is 0.96+0.34−0.31 times the expected production rate in the standard model. The
observed (expected) significance of the ttH signal is 3.2σ (4.0σ).
A proposed FPGA-based track finding system for the CMS Level-1 trigger
upgrade in preparation for the High-Luminosity LHC is also presented in this
thesis.
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CHAPTER 1
INTRODUCTION
In the standard model (SM) of particle physics, the Higgs field is responsible
for generating masses for all elementary particles via spontaneous symmetry
breaking (SSB). The Higgs boson, which is the quantum excitation of the Higgs
field, had been the last missing piece of the standard model until recently.
One of the primary motivations to build the Large Hadron Collider (LHC) is
to search for the Higgs boson produced in proton-proton collisions. In 2012,
the Higgs boson was discovered at the LHC by both ATLAS and CMS experi-
ments [1, 2]. The discovery was based on combinations of all main Higgs pro-
duction and decay channels in proton-proton collisions at 7 and 8 TeV center-
of-mass energies. Since the discovery, extensive studies on properties of the ob-
served Higgs boson have been carried out in order to test its compatibility with
the SM prediction, thus ultimately our understanding of electroweak symmetry
breaking mechanism.
1.1 Higgs boson at the LHC
Figure 1.1: Main Higgs boson production modes at the LHC. From left to right:
gluon-gluon fusion (ggF), vector boson fusion (VBF), associated Higgs produc-
tion with vector boson (VH), associated Higgs production with a pair of top
quarks (ttH).
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Feynman diagrams of main Higgs boson production modes in proton-
proton collisions at the LHC are listed in Fig. 1.1. The production mode with
the largest cross section is the gluon-gluon fusion (ggF), followed by the vector
boson fusion (VBF). The associated Higgs production with a vector boson (VH)
and the associated Higgs production with a pair of top quarks (ttH) are the other
main production modes but with smaller cross sections. The Higgs production
cross sections at the LHC as a function of center-of-mass energy, assuming a
Higgs mass of 125 GeV, are shown in Fig. 1.2. The center-of-mass energy ECM
is expressed in terms of a Mandelstam variable s = E2CM. The Higgs boson pro-
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Figure 1.2: The SM Higgs boson production cross sections as a function of the
center-of-mass energy for proton-proton collisions [3]. The production mode
VBF is indicated as qqH in the plot. In addition to the four main Higgs produc-
tion modes, associated Higgs productions with a bottom quark pair (bbH) and
with a single top quark (tH) are also shown.
duced in proton-proton collisions decays promptly into a pair of gauge bosons
or a pair of fermions. Figure 1.3 shows the theoretical Higgs branching ratios of
several main decay channels around the Higgs mass of 125 GeV. The bands on
the curves in both Fig. 1.2 and Fig. 1.3 indicate theoretical uncertainties.
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Figure 1.3: Branching ratios of Higgs boson decay modes around mH =
125 GeV [4].
The Higgs boson mass, which had been the last unknown SM parameter at
that time, was measured jointly by ATLAS and CMS to be [5]
mH = 125.09 ± 0.21(stat) ± 0.11(syst) GeV, (1.1)
Measurements on other properties of the Higgs boson, including production
and decay rates [6], spin and parity [7, 8], total width [9–12], and differential
cross sections [13–15], are all consistent with the SM predictions within experi-
mental uncertainties.
1.2 Associated Higgs boson production with a top quark pair
The Higgs boson production in association with a pair of top quarks, denoted
as ttH, is one of the main Higgs production modes at the LHC and is directly
sensitive to the coupling strength between the Higgs boson and the top quark.
Figure 1.4 shows the main Feynman diagrams of ttH production at the LHC. The
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ttH process, however, was not observed with 5σ significance during LHC Run 1
at
√
s = 7 and 8 TeV due to its small cross section. The center-of-mass proton-
proton collision energy was increased to 13 TeV during LHC Run 2 starting from
2015. The ttH production mode benefited greatly from the increased collision
energy. As shown in Fig. 1.2, the ttH cross section increased by about a factor
of 4 from
√
s = 8 TeV to 13 TeV. In 2018, both ATLAS and CMS experiments
announced the observation of the ttH process using a combination of LHC Run
1 data at
√
s = 7 and 8 TeV and partial LHC Run 2 data at
√
s = 13 TeV recorded
in 2016 [16, 17].
Figure 1.4: Main Feynman diagrams for ttH productions at the LHC.
The event signature of the ttH process is a superposition of the decay prod-
ucts of the top pair and the Higgs boson. A top quark decays almost always to
a W boson and a bottom quark. The W boson can decay either leptonically into
an electron (e), muon (µ), or tau (τ) associated with its corresponding neutrino,
each with a chance of 11%, or decay hadronically into a pair of light-flavored
quarks with a total chance of about 67%. Based on the combination of their de-
cay modes, a pair of top quarks (tt) can be “leptonic” if both top quarks decay
leptonically, or “semi-leptonic” if one decays leptonically and the other hadron-
ically, or “hadronic” if both top quarks decay hadronically. The Higgs boson
decays into a pair of gauge bosons or a pair of fermions with different branch-
ing ratios, as shown in Fig. 1.3. Combinations of the top pair and Higgs decays
give quite complex final states and many analysis channels to consider.
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Leptonic or semi-leptonic tt + H → bb [18, 19]. In this analysis channel, at
least one top quark decays leptonically, and the Higgs boson decays into a pair
of bottom quarks. This channel has a relatively high event rate, and the lep-
ton produced from the top decay can be used to trigger such events. The main
background process for this channel is the production of a top quark pair asso-
ciated with heavy-flavored quarks, which is difficult to model accurately in the
simulation.
Hadronic tt + H→ bb [20,21]. This channel targets fully hadronic final states of
both top quarks and the Higgs boson and has the highest event rate among all
ttH channels. Dominant backgrounds in this channel are QCD multi-jet events.
It also has a sizable tt+bb background.
Inclusive tt + H → γγ [22, 23]. The signal rate in this channel is very low due
to the small branching ratio of the Higgs boson decaying into a pair of photons.
However, both photons from the Higgs decay can be reconstructed if they are
within the detector acceptance. The signal extraction is essentially a bump hunt
on the diphoton mass distribution. Because of the very clean event signature,
results in this analysis channel, despite its low rate, actually drove the sensitivity
of the analysis that lead to the observation of the ttH process.
Leptonic or semi-leptonic tt + H → WW,ZZ, ττ. This channel, sometimes re-
ferred to as ttH multi-lepton, targets final states with multiple muons, electrons
and hadronic taus. Leptons are produced promptly from gauge bosons or tau
leptonic decays. Combining the Higgs final states with the leptonic or semi-
leptonic tt decay, this channel has a rich set of final states with high multiplic-
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ities of objects. One example of such event is illustrated in Fig. 1.5. In this
Figure 1.5: A simulated event for ttH in multi-lepton final states [24].
particular event, the top quark decays into a bottom quark and a W+, which
decays hadronically into a pair of light-flavored quarks. The anti-top decays
into an anti-bottom quark and W−, which decays leptonically into a muon and
a muon anti-neutrino. The Higgs boson in this event decays into a pair of tau
leptons, one of which decays into an electron, an electron anti-neutrino, and a
tau neutrino. The other tau lepton decays hadronically, denoted as τh. All neu-
trinos produced in the decay escape the detection of the experiment and would
be partially reconstructed as missing transverse momentum. This channel has
relatively lower signal rates compared to the hadronic channels, but also has
a relatively cleaner event signature due to leptons in the final state. Results of
ATLAS and CMS analyses in this channel based on early LHC Run 2 data at
√
s = 13 TeV are reported in Refs. [25] and [26]. More detailed discussions and
up-to-date information on the ttH multi-lepton analysis with the CMS experi-
ment at 13 TeV are presented in the rest of this thesis.
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CHAPTER 2
STANDARD MODEL AND HIGGS COUPLINGS
This chapter briefly overviews the ingredients in the standard model La-
grangian density, including boson and fermion fields in Section 2.1, the Higgs
field and the spontaneous symmetry breaking in Section 2.2, and Yukawa cou-
plings in Section 2.3. The notation and derivation in these sections generally
follow Ref. [27]. Measurements on Yukawa coupling strengths at the LHC, par-
ticularly the top-Higgs coupling, are discussed in Section 2.4.
2.1 Boson and fermion fields
The standard model of particle physics encapsulates our understanding of the
fundamental matter particles and their interaction. Matter particles include
quarks and leptons, as well as their anti-particles. Both quarks and leptons are
fermions of spin 1/2. Interactions between matters particles are mediated by
gauge bosons. Three of the four fundamental forces are described in the SM:
the strong force, carried by gluons; the weak force, carried by W and Z bosons;
the electromagnetic force, carried by photons. The gravitational force is not in-
cluded, but its impact on particles is negligible in laboratory experiments with
energies that are currently accessible. The SM is remarkably successfully so far
in explaining nearly all experimental data in particle physics and predicting
preciously many phenomena that have been verified by experiments.
The SM describes particles and their interaction via a gauge quantum field
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theory based on the gauge group
SU(3) × SU(2) × U(1). (2.1)
The SU(3) factor is the gauge group for quantum chromodynamics (QCD)
describing the strong force. In QCD, there are eight massless gauge bosons
Gi, i = 1 · · · 8, i.e. gluons that couple to matter particles with color charges i.e.
quarks. The weak and electromagnetic forces are combined in a unified elec-
troweak gauge theory based on the gauge group SU(2)×U(1). The SU(2) group
is associated with three gauge bosons W i, i = 1, 2, 3, and only acts to the left
chiral part of fermions. The left handedness of the electroweak gauge group
is often indicated by adding a subscript L to SU(2). The U(1) group acts on
both left- and right-chiral fermions but with different gauge couplings. It has
one gauge boson, denoted as B. The SU(2) gauge bosons W1 and W2 can be
expressed as linear combinations of the “raising” and “lower” operators W± of
SU(2). In addition, a linear combination of W3 and B incorporates the photon
field of quantum electrodynamics, and the orthogonal combination yields Z bo-
son field. After the spontaneous symmetry breaking, which will be discussed in
Section 2.2, the photon remains massless while W± and Z acquire masses. The
Lagrangian density of the gauge sector can be collectively written as
Lgauge = −14F
i
µνF
µνi, (2.2)
where F iµν represents any field strength tensor for SU(3), SU(2), and U(1) gauge
bosons.
F iµν = ∂µA
i
ν − ∂νAiµ − gci jkA jµAkν (2.3)
Equation 2.3 is a generic expression of the field strength, where Ai is a boson
field (Gi, i = 1 · · · 8 in case of SU(3), W i, i = 1, 2, 3 in case of SU(2), and B in case
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of U(1)), g parameterize the gauge coupling strength, and ci jk are the structure
constants of the corresponding group. In case of U(1), ci jk = 0.
The fermion sector of the SM includes three generations of quarks and lep-
tons. Each generation of quarks or leptons has an SU(2) invariant left-chiral
doublet field. Each component of the doublet has a right-chiral counterpart that
is a SU(2) singlet. The field contents for quarks and leptons can be expressed as
qmL =
 umLdmL
 , umR, dmR, (2.4)
`mL =
 νmLemL
 , emR, (νmR), (2.5)
where m = 1, 2, 3 labels three generations, and L and R refer to left and right
handedness, respectively. The up-type u (down-type d) quark has an electric
charge of 2/3 (−1/3) and three types of color charges. The lepton e has an electric
charge of -1 and does not carry any color charge. The neutrino ν is both color
and electrically neutral. The right-handed neutrino νR, which is motivated by
many models for neutrino mass, is put in the parenthesis in Eq. 2.5 due to lack
of experimental evidences so far of its existence. The representation of the SM
gauge group SU(3)×SU(2)×U(1) for fermion fields can be denoted as (n3, n2, y),
in which n3 and n2 are representations of SU(3) and SU(2), respectively. The
symbol y is the weak hypercharge defined as y = q − t3, where q is the electric
charge and t3 is the eigenvalue of the third generator of SU(2). Representations
of the SM fermion fields are summarized in Table 2.1. The Lagrangian density
of the fermion sector can be expressed as
Lf = iψ¯γµDµψ (2.6)
where ψ represents any fermion field, Dµ is its corresponding covariant deriva-
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Table 2.1: Representations of SM gauge group for fermions.
Fermion field Representation
qL (3, 2, 1/6)
uR (3, 1, 2/3)
dR (3, 1,−1/3)
`L (1, 2,−1/2)
eR (1, 1,−1)
tive. A generic expression of the covariant derivative is given in Eq. 2.7.
Dµ = ∂µ + i
∑
g~T · ~Aµ (2.7)
The summation includes all relevant groups of the fermion according to its rep-
resentation given in Table 2.1. For each gauge group, g is the gauge coupling,
~Aµ is a vector of the gauge boson fields, and ~T are generators in the defining
representation of the group. For SU(2) and SU(3), representation matrices of
their generators are Pauli and Gell-Mann matrices divided by two, respectively.
2.2 The Higgs mechanism
The SM gauge symmetry does not allow bare mass terms in either Lgauge for
gauge bosons or Lf for fermions. Effective masses of these particles, how-
ever, can be generated via the spontaneous symmetry breaking by introducing
a Higgs field. If the Higgs field has a nonzero vacuum expectation value (VEV),
the electroweak gauge symmetry is broken in the ground state.
A complex scalar Higgs doublet that transforms under SU(2) × U(1) elec-
troweak gauge symmetry can be written as
φ =
 φ
+
φ0
 . (2.8)
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The potential of the field can only be expressed in the form
V(φ) = µ2φ†φ + λ(φ†φ)2. (2.9)
in order to be renormalizable and SU(2) × U(1) invariant. In Eq. 2.9, λ must be
greater than zero so that V is bounded from below. If µ2 < 0, the minimum of
the potential is no longer at φ = (0, 0)T. Instead, the minimum is at φ†φ = v2/2,
where
v =
√
−µ2
λ
> 0. (2.10)
A ground state of the Higgs field can therefore be written as1
φ0 ≡ 〈0|φ|0〉 = 1√
2
 0v
 . (2.11)
The nonzero VEV v breaks spontaneously the SU(2) × U(1) electroweak sym-
metry in the ground state of the Higgs field. To generate masses for the weak
gauge bosons, the Higgs field is quantized around the classical vacuum, i.e. the
field is expanded around its ground state:
φ =
1√
2
 0v + H
 . (2.12)
In Eq. 2.12, H is a Hermitian scalar field and will be the physical Higgs boson.
The SM Lagrangian density of the Higgs sector is
Lφ = (Dµφ)†(Dµφ) − V(φ) (2.13)
In the above equation, the Higgs covariant derivative is
Dµ = ∂µ − ig2σ
iW iµ − i
g′
2
Bµ, (2.14)
1Other ground states can be obtained by an SU(2) × U(1) rotation.
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where σi are Pauli matrices, and g and g′ are SU(2) and U(1) gauge couplings,
respectively. The second term in the covariant derivative can be explicitly writ-
ten as
i
g
2
σiW iµ = i
g
2
 W
3
µ W
1
µ + iW
2
µ
W1µ − iW2µ −W3µ
 = ig2
 W
3
µ
√
2W−µ
√
2W+µ −W3µ
 , (2.15)
where W±µ ≡ (W1µ ∓ iW2µ)/
√
2.
The Higgs kinematic term is thus
(Dµφ)†(Dµφ) = 12(0 v)
[
g
2
σiW iµ +
g′
2
Bµ
]2  0v
 + H terms (2.16)
=
1
8
(0 v)
 g
′Bµ + gW3µ
√
2gW−µ
√
2gW+µ g
′Bµ − gW3µ

2  0v
 + H terms (2.17)
=
v2g2
4
W+µW
−µ +
v2
8
(g′Bµ − gW3µ)2 + H terms (2.18)
By defining
Zµ ≡
gW3µ − g′Bµ√
g2 + g′2
, (2.19)
the Higgs kinematic term can be simplified as
(Dµφ)†(Dµφ) = M2WW+µW−µ +
1
2
M2ZZµZ
µ + H terms, (2.20)
where
MW ≡ vg2 and MZ ≡
v
2
√
g2 + g′2 (2.21)
are W and Z boson masses, respectively.
The H terms in the rest of the Lagrangian, which include interaction terms
of Higgs and gauge bosons, can also be expressed in terms of W±µ , Zµ, and their
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masses MW , MZ. The full Lagrangian density of the Higgs sector after the SSB is
Lφ = M2WW+µW−µ
(
1 +
H
v
)2
+
1
2
M2ZZµZ
µ
(
1 +
H
v
)2
+
1
2
(∂µH)2 + µ2H2 +
µ2
v
H3 +
µ2
4v2
H4 − 1
4
µ2v2.
(2.22)
The tree-level mass for the the Higgs boson can be read off from Eq. 2.22:
MH =
√
−2µ2 = √2λv. (2.23)
2.3 Yukawa couplings
Fermions also acquire masses by the SSB. In order for the SM to incorporate
fermion masses, Yukawa coupling terms between the Higgs boson and fermions
are added into the SM Lagrangian. The Yukawa coupling terms are required to
be both Lorentz and SU(2) × U(1) gauge invariant before the SSB.
For a lepton, for example, such Yukawa coupling term can be written as2
LYuk,e = −ye ¯`LφeR + h.c. (2.24)
where ye is its Yukawa coupling strength, and h.c. stands for Hermitian conju-
gate. After the SSB, the Higgs field φ is chosen as in Eq. 2.12. The Yukawa term
for the lepton becomes
LYuk,e = − ye√
2
(ν¯L e¯L)
 0v + H
 eR + h.c.
= − yev√
2
(e¯LeR + e¯ReL) − ye√
2
H(e¯LeR + e¯ReL)
= −mee¯e − mev He¯e,
(2.25)
2Assume no right-handed neutrino νR.
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where me = (yev)/
√
2 is the lepton mass.
Quarks acquire masses in a similar way after the SSB by coupling to the
Higgs field. The Yukawa coupling term for quarks, assuming three generations,
can be written as
LYuk,quarks = −
3∑
m,n=1
(
yumnq¯mLφ˜unR + y
d
mnq¯mLφdnR
)
+ h.c. (2.26)
where φ˜ is a conjugate form of φ introduced to deal with the right-handed com-
ponent of the up-type quark:
φ˜ ≡ iσ2φ† =
 φ
0†
−φ−
 (2.27)
The Yukawa coupling matrix yumn and ydmn encode the quark masses and mixing
among flavors, and do not need to be diagonal. It is also worth mentioning that
quark fields in Eq. 2.26 are weak eigenstates. A set of unitary transformation
matrices can be introduced to diagonalize the Yukawa coupling matrices and
transform both the left- and right-handed components into mass eigenstates.
After the SSB, the Yukawa coupling terms for quarks can be expressed as
LYuk,quarks = −
(
1 +
H
v
) 3∑
j=1
(
muj u¯
′
ju
′
j + m
d
j d¯
′
jd
′
j
)
(2.28)
The prime symbols in superscripts indicate the quark fields are mass eigen-
states. The index j ranges from 1 to 3, corresponding to three generations of
quarks in the SM. As shown in both Eq. 2.25 and Eq. 2.28, the Yukawa coupling
between a fermion and the Higgs boson is proportional to the fermion mass.
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2.4 Measure the top-Higgs coupling
Measuring strengths of Higgs coupling to other particles and comparing them
to those predicted by the SM are crucial for testing our understanding of elec-
troweak symmetry breaking. It also helps to probe new physics beyond the
standard model (BSM). Despite its remarkable success so far, the SM is gener-
ally believed to be a low-energy approximation of a more fundamental theory.
Besides its unnaturalness (e.g. Hierarchy problem, Strong CP problem), the SM
does not explain e.g. the nature of dark matter and the matter-antimatter asym-
metry. Many BSM theories, which attempt to address the above problems, also
modify the SM electroweak symmetry breaking mechanism, introducing devi-
ations of Higgs couplings with respect to the SM predictions.
Among all Higgs couplings, the top-Higgs coupling is of particular interest.
As the heaviest SM elementary particle, the top quark has the strongest coupling
to the Higgs boson and is mainly responsible for the instability of Higgs mass
against radiative corrections. New physics at a higher energy scale concerning
electroweak symmetry breaking can affect the low energy domain as an effec-
tive field theory via dimension-6 operators, which may preferentially couple to
the top quark. As a result, the effective top-Higgs coupling can deviate from
the SM prediction. By measuring the top-Higgs coupling precisely, quantitative
conclusions can be drawn on these higher dimension operators. In addition,
the top Yukawa coupling involved in loop processes are also sensitive to the
existence of BSM physics. The top-Higgs coupling strength can be extracted
either indirectly from the gluon-gluon fusion process of the Higgs production
(c.f. leftmost Feynman diagram in Fig. 1.1), assuming no BSM contribution in
the loop, or directly from the tree-level ttH process (c.f. rightmost diagram in
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Fig. 1.1). Any inconsistency between the indirect and direct top-Higgs coupling
measurements would hint the existence of new physics beyond the standard
model.
2.4.1 Parameterization
Yukawa couplings are extracted from Higgs production cross section and
branch ratio measurements. A few assumptions are made in order to extract
the Higgs coupling strengths:
• The Higgs boson is a CP-even scalar. BSM couplings only modify the cou-
pling strength but not the tensor structure.
• Other resonances that may overlap with the observed Higgs boson are not
considered.
• The total width of the Higgs boson near its mass of 125 GeV is narrow, so
its production and decay processes can be factorized.
For a given process i → H → f , the event yield N is proportional to the cross
section and branching ratio:
N ∝ σi · B f = σiΓ f
Γtot
(2.29)
In the above expression, σi is the cross section of the production mode i → H;
B f is the branching ratio of the decay channel H → f . The symbol Γ f and Γtot
are the partial decay width for H → f and the total width of the Higgs boson,
respectively. By grouping the relevant Higgs production and decay processes,
the Higgs coupling strengths are parameterized as ratios of the observed cross
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section or decay width to that predicted by the SM in a so-called κ-framework.
The coupling modifier κ for a Yukawa coupling j is defined as
κ2j =
σ j
σSMj
or κ2j =
Γ j
ΓSMj
(2.30)
2.4.2 Indirect measurements
For a loop-induced process involving top quarks, such as gluon-gluon fusion of
the Higgs production (gg → H) or Higgs decaying into a pair of photons (H →
γγ), either an effective coupling modifier, κg for gluons and κγ for photons, or a
combination of tree-level coupling modifiers of the SM particles that contribute
to the loop is used to parameterize the process. In the latter case, the effective
coupling modifier for a ggF process, assuming no BSM contributions, can be
expressed as
κ2g ∼ 1.06κ2t + 0.01κ2b − 0.07κtκb. (2.31)
Similarly for H→ γγ, the effective coupling modifier can be written as
κ2γ ∼ 1.59κ2W + 0.07κ2t − 0.66κWκt. (2.32)
In Eq. 2.31 and Eq. 2.32, κt, κb, and κW are Yukawa coupling modifiers for top
quarks, bottom quarks, and W bosons, respectively.
The κt can be extracted from these loop processes, mostly from the ggF pro-
cess in which top quarks have the dominant contribution, as shown in Eq. 2.31.
In order to properly handle correlations among all Yukawa couplings involved
in both the production and decay processes and also to take advantage of Higgs
measurements in all analysis channels, all relevant κ’s under a chosen param-
eterization are extracted simultaneously from a fit. One such parameterization
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Figure 2.1: Left: best fit values of Higgs coupling modifiers in the 6-κ-parameter
framework for ATLAS (blue) and CMS (red) individually and for the combi-
nation of data from the two experiments (black). It is assumed that no BSM
particles contributed to the loop processes. Right: best fit values of Yukawa
coupling strengths as a function of particle masses based the combined results
of ATLAS and CMS. The SM prediction is indicated with the blue dashed line.
Data are also fitted with a linear function as indicated by the red solid line with
68% and 95% confidence level (CL) bands. Plots are taken from Ref. [6].
consists of six free tree-level coupling modifiers: κW, κZ, κt, κb, κτ, and κµ. The
effective coupling modifiers for gg → H and H → γγ loop-induced processes
are expressed in terms of the tree-level coupling modifiers and their interfer-
ence, as in Eq. 2.31 and 2.32. Results from ATLAS and CMS alone, as well as
the combined result, using LHC data at
√
s = 7 and 8 TeV (“LHC Run 1”) are
summarized in the left plot of Fig. 2.1. The ATLAS and CMS combined result
for the top-Higgs coupling modifier κt is 0.87+0.15−0.15 [6].
The combined results are also converted to the Yukawa coupling strength
y to better illustrate the agreement between the measured value and the SM
predictions. The parameter y is defined as
yV =
√
κV
mV
v
and yF = κF
mF
v
, (2.33)
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where subscripts V and F denote vector bosons and fermions, respectively, and
v is the VEV of the Higgs field. The measured Yukawa coupling strengths as a
function of particle masses are compared to the SM predictions in the right plot
of Fig. 2.1.
2.4.3 Direct measurements
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Figure 2.2: Fit results of Yukawa coupling modifiers with κt directly constrained
by the ttH process under two parameterizations: one allows non-zero BSM
Higgs branching ratio (|κV| ≤ 1 and BBSM ≥ 0); the other does not (BBSM = 0) [6].
Results based on ATLAS (blue) and CMS (red) data separately, as well as on the
combined data (black), are shown in the plots.
A different choice of the Higgs coupling modifier parameterization can be
used to extract the top-Higgs coupling from the tree-level ttH process. In this
parameterization, κt is directly constrained from measurements of the ttH pro-
cess, and two effective coupling modifiers κg and κγ are added as free parame-
ters. Other free κ parameters include κW, κZ, κb, and κτ for W bosons, Z bosons,
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bottom quarks, and τ leptons, respectively. Generation universality is assumed
for Yukawa couplings of quarks and leptons. Two scenarios are considered for
the fit. One allows the possibility of the Higgs boson decaying into BSM parti-
cles and adds a non-negative Higgs BSM branching ratio BBSM as the eighth free
parameter to the fit. It also assumes that κW and κZ are of the same sign and that
both κW and κZ satisfy |κV| < 1. The other scenario sets BBSM to zero.
The combined results of ATLAS and CMS, as well as the individual results,
are shown in Fig. 2.2 for both scenarios using LHC Run 1 data. The measured
top-Higgs coupling modifier is κt = 1.43+0.23−0.22 [6] in the parameterization assum-
ing BBSM ≥ 0 and |κV| ≤ 1. In case of the scenario with BBSM = 0, the measured κt
is 1.40+0.24−0.21 [6]. Uncertainties on κt in both scenarios are relatively large, because
the analysis sensitivity in ttH process is statistically limited during LHC Run 1.
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CHAPTER 3
EXPERIMENTAL APPARATUS
This chapter describes the experimental apparatus used in the ttH analysis. The
analysis is conducted by studying the proton-proton collision events that are
produced at the CERN Large Hadron Collider and recorded by the Compact
Muon Solenoid (CMS) detector. A brief overview of the LHC is given in Sec-
tion 3.1. The CMS detector and its subsystems are described in Section 3.2.
3.1 Large Hadron Collider
The LHC [28] is a circular hadron collider with superconducting magnets at
CERN near Geneva, Switzerland. It is located in the previous LEP tunnel with
a circumference of approximately 27 km and about 100 m underground. The
LHC can be configured to collide either protons or heavy ions. The designed
center-of-mass energy for proton collisions is 14 TeV and the design peak lumi-
nosity is 1034 cm−2 s−1. During Run 1 (2010 - 2012), the LHC operated at collision
energies of 7 and 8 TeV. The data used in the analysis presented in this thesis
were taken during LHC Run 2 (2015 - 2018) with a center-of-mass energy of 13
TeV.
In the LHC, two particle beams with the same charge travel in opposite di-
rections in separate ultrahigh vacuum (10−10 mbar) tubes before they are made
to collide. Given the radius of the ring, the maximum energy that can be
achieved is proportional to the bending magnetic filed. The LHC uses a total
of 9593 magnets, among which 1232 are the main dipole magnets creating an
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Figure 3.1: The accelerator complex at CERN including the LHC [29]. The dia-
gram also shows the four major experiments on the LHC.
8.33 T magnetic field to maintain the circular trajectory of the beams. There are
also 392 main quadrupole magnets that are used to focus the beams. The LHC
magnets use superconducting niobium-titanium (NbTi) cables that are cooled
by superfluid helium to a temperature of 1.9 K.
As the most powerful accelerator in the world, the LHC is the last and the
largest component in the chain of the CERN accelerator complex. The acceler-
ator complex is illustrated in Fig. 3.1. The protons are produced by stripping
electrons from hydrogen atoms with an electric field. They are accelerated by a
linear accelerator, Linac2, to an energy of 50 MeV, before they are injected into
the Proton Synchrotron Booster (PSB). The PSB accelerates the protons to 1.4
GeV and feeds them to the Proton Synchrotron (PS),1 where the beam energy is
1In case of heavy ion running mode, the PS is supplied by the Low Energy Ion Ring (LEIR)
instead.
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further increased to 25 GeV. The protons are then transferred to the Super Pro-
ton Synchrotron (SPS). This is the last stage before the LHC and the protons are
accelerated to 450 GeV. Finally, the proton beams are sent to the LHC ring where
each beam is accelerated to the maximum energy, currently 6.5 TeV. Each proton
beam contains maximum 2556 bunches with 1.2 × 1011 protons per bunch. The
bunch spacing is 25 ns, or equivalently the proton bunches collide at each inter-
action point at a rate of 40 MHz.2 On average each bunch crossing has about 20
overlapping proton-proton interactions (pileup) during LHC Run 1 and about
30 during LHC Run 2.
There are four main experiments located on the LHC ring: ALICE [30], AT-
LAS [31], CMS [32], and LHCb [33]. ATLAS and CMS are two multi-purpose
detectors positioned on diametrically opposite sides of the LHC ring. They
have similar physics goals and cover a wide range of physics programs at the
LHC, but are based on different designs and technologies. ALICE specializes
in measuring heavy ion collisions and studying quark-gluon plasma. LHCb is
designed to study B physics and CP violation.
3.2 Compact Muon Solenoid detector
The CMS detector is one of the two multi-purpose particle detectors at the LHC.
It weighs 14000 tons and is a cylindrical detector with a length of 28.7 m and
a diameter of 15.0 m. A distinctive feature of the CMS detector is its super-
conducting solenoid, providing a 3.8 T magnetic field along the beam direc-
tion. The CMS apparatus consists of several concentric layers of subdetectors,
2During most of the LHC Run 1, the bunch spacing was doubled to 50 ns.
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Figure 3.2: The overall layout of CMS [32]. Detector components from in-
nermost to outermost: silicon tracker, electromagnetic calorimeter, hadron
calorimeter, superconducting solenoid, and muon detector.
shown in Fig. 3.2, including a silicon pixel and strip tracker, an electromagnetic
calorimeter (ECAL), a hadron calorimeter (HCAL), and a muon system. The
CMS subsystems are described further in the following sections. More detailed
information can be found in Ref. [32]. Each subsystem plays a particular role
in reconstructing either trajectory or energy of the particles produced from the
proton collisions. The reconstruction of physics objects are discussed in Chap-
ter 4.
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3.2.1 Coordinate system
The coordinate system adopted by CMS has the origin centered at the nominal
collision point inside the detector. The x-axis points towards the center of the
LHC ring. The y-axis points upward perpendicular to the plane of the LHC.
The z-axis is along the beam pipe with its direction determined by the right-
hand rule. It is often more convenient to use cylindrical coordinates due to
the shape of the detector. The radial coordinate r is defined in the x-y plane,
and the azimuthal angle φ is measured from the x-axis in the transverse plane.
The polar angle θ is measured in the r-z plane from the positive z-axis. A more
useful alternative in collider physics, pseudorapidity, is defined based on the
polar angle as
η = − ln
[
tan
(
θ
2
)]
=
1
2
ln
( |~p| + pz
|~p| − pz
)
, (3.1)
where ~p and pz is the three-momentum and its z component, respectively. In
case of highly relativistic particles, the pseudorapidity becomes rapidity
y =
1
2
ln
(
E + pz
E − pz
)
, (3.2)
where E is the particle’s energy. Differences in rapidity are invariant under lon-
gitudinal Lorentz boosts. Angular separations between two particles in terms
of ∆η and ∆φ therefore do not depend on the choice of reference frame along the
beam axis.
3.2.2 Solenoid
The CMS superconducting solenoid provides a uniform magnetic field of 3.8 T
along the z-axis. It is 12.5 m long and has a diameter of 6 m. All CMS subdetec-
tors except the muon system and a thin layer of hadron calorimeter are within
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Figure 3.3: Schematic cross section through the CMS tracker in the r-z plane [32].
Each sensor module is represented by a line segment.
the volume of the solenoid. The solenoid coil is comprised of 4 layers of NbTi
conductor reinforced with aluminum alloy. Liquid helium is used to cool down
the solenoid to about 4 K. The flux is returned through an iron yoke composed
of 5 barrel wheels and 3 endcap disks on each side of the solenoid.
3.2.3 Silicon tracker
The CMS inner tracking system [34] is based on silicon detector technology fea-
turing high granularity and fast response. The CMS tracker is designed to recon-
struct charged particle trajectories in the homogeneous magnetic field provided
by the superconducting solenoid. The primary vertices of the proton collisions
as well as the secondary decay vertices are also reconstructed by the tracker.
The CMS tracker consists of a pixel detector and a silicon strip detector, cover-
ing the full φ range and |η| < 2.5. A schematic of the CMS tracker in the r-z plane
is shown in Fig. 3.3.
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Pixel Detector
The pixel detector is the detector closest to the beam pipe. It is designed to pro-
vide precise 3D measurements of tracking points in order to have good vertex
reconstruction. The pixel detector has three barrel layers (BPix) at mean radii
of 4.4, 7.3, and 10.2 cm with two endcap disks on both sides (FPix) at z = ±34.5
and z = ±46.6 cm. This arrangement ensures each track within the η range has
at least 3 pixel hits.
BPix and FPix contain in total 48 million and 18 million pixels respectively.
Each pixel cell has a size of 100 × 150 µm2, providing comparable track resolu-
tion in both r-φ and z directions. The size of the pixel is driven by the physics
requirement on impact parameter resolution. The pixel sensors adopt an n+
pixel on n-substrate design. Sensor signals are read out by the Read-out chips
(ROCs), each of which is bump bonded to 52× 80 pixels. A group of ROCs (8 or
16 in BPix, 21 or 24 in FPix) are controlled by a Token Bit Manager (TBM) chip
that sends data via an optical link to the Front End Driver (FED).
As the closest subdetector to the interaction region, the pixel detector suffers
the highest radiation damage. The original pixel detector was replaced during
the extended year-end technical stop between 2016 and 2017. The upgraded
Phase-1 pixel detector [35] is designed to maintain a good tracking performance
at luminosities up to 2 × 1034 cm−2 s−1 and average pileup up to 50. It has three
disks in each endcap and four (instead of three) barrel layers, providing an ad-
ditional fourth pixel hits within the tracking η range. A new cooling system
using CO2 was installed, and the overall material budget in the tracker volume
is reduced.
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Strip Tracker
The reduced particle flux at larger radii allows the strip tracker to use silicon
micro-strip sensors. The sensors are single sided and are of p-on-n type. The
strip pitch is around 100 µm, and the cell length is 10 cm in the inner region or
25 cm in the outer region. The single point resolution in φ is roughly pitch/
√
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assuming a uniform distribution of the hits. The strip tracker has 9.3 million
strips in total corresponding to 198 m2 of active silicon area. The silicon strip
tracker consists of three subsystems as shown in Fig. 3.3: the Tracker Inner Bar-
rel and Disks (TIB/TID), the Tracker Outer Barrel (TOB), and the Tracker End-
Caps (TEC).
The TIB/TID surrounds the pixel detector and occupies the radial region
between 20 cm and 55 cm. The TIB has 4 concentric barrel layers extending in
z between ±70 cm. The TID consists of 3 disks at each end positioned between
z = ±80 cm and z = ±90 cm, covering the radii between 20 cm and 55 cm.
The sensors used in TIB/TID are 320 µm thick. The strip pitch is 80 µm on the
innermost two layers of TIB and 120 µm on TIB layer 3 and 4. The pitch varies
between 100 µm and 141 µm in the TID.
The TOB is outside of TIB/TID and has an outer radius of 116 cm. It has
6 barrel layers covering |z| < 118 cm. In this region with larger radii, the strip
pitch is increased to 183 µm for the first 4 TOB layers and 122 µm for the outer 2
layers. In order to cover a larger area and at the same time limit the number of
readout channels, the length of the strip sensors has to be increased as well. The
increased strip length leads to a higher electronics noise due to increased strip
capacitance. Therefore, thicker silicon sensors (500 µm) are used for this outer
region in order to reduce the capacitance and maintain a high signal-to-noise
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ratio.
The TECs are composed of 9 disks on each side occupying the region be-
tween 124 cm < |z| < 82 cm and 22.5 cm < r < 113.5 cm. Each disk contains
up to 7 rings of strip sensors, with their pitches varying between 97 µm and
184 µm. The sensor thickness on the inner 4 rings is 320 µm and is 500 µm on
the outer 3 rings.
The two innermost layers and rings of TIB/TID and TOB, together with ring
1, 2, 5 of the TECs, use stereo modules that combine two layers of strip sensors.
Two micro-strip modules are mounted back-to-back with the second module
rotated by a small stereo angle of 100 mrad in order to achieve a better mea-
surement of z coordinate in barrel or r coordinate in disks. The back-to-back
modules are indicated in Fig. 3.3 as double lines. This tracker layout ensures at
least 9 hits in most of the tracker acceptance region (|η| < 2.4), of which at least 4
are stereo hits from the back-to-back modules.
The strip tracker adopts an analog readout scheme. Signals from the sili-
con sensors are amplified, processed, and buffered by a custom ASIC named
APV25. Four or six APV25 readout chips are mounted onto a multi-chip mod-
ule (hybrid), which is in charge of distributing power, routing clock, control,
and data lines, as well as transferring heat into the cooling system. Should a
trigger signal (c.f. Section 3.2.7) be received , the APV25 chip transmits the ana-
log signals via optical links to the Front End Driver (FED) boards outside of the
experiment cavern. Each FED receives data from 96 optical links and then digi-
tize them using a 40 MHz, 10 bit ADC. Pedestal corrections and common mode
subtractions are applied before the output list of clusters with address informa-
tion and signal height is sent to the central data acquisition system (DAQ).
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Figure 3.4: Layout of the CMS electromagnetic calorimeter [32].
3.2.4 Electromagnetic calorimeter
The CMS electromagnetic calorimeter (ECAL) [36] is a hermetic homogeneous
calorimeter composed of lead tungstate (PbWO4) crystals. It is designed to stop
electrons and photons produced from the proton collisions and measure their
energy. The ECAL consists of a barrel part (EB) covering |η| < 1.479 and endcaps
(EE) on each side covering the range 1.479 < |η| < 3.0. In addition, a preshower
detector is placed in front of each EE covering 1.653 < |η| < 2.6 in the endcap
region. The layout of the ECAL is shown in Fig. 3.4.
The PbWO4 crystal used in the ECAL has a high density of 8.28 g/cm3, with
a radiation length of 0.89 cm and a Molie´re radius of 2.2 cm. This allows the
design of a compact calorimeter with fine granularity. The crystal is optically
clear, radiation hard, and has a short scintillation decay time close to the LHC
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bunch crossing time. A total of 61200 PbWO4 crystals are installed in the EB, and
7324 crystals are used in each EE. The crystal is taper shaped, 22×22 mm2 (28.6×
28.6 mm2) at the front face and 26×26 mm2 (30×30 mm2) at the rear face with a
length of 23.0 cm (22.0 cm) in the EB (EE). They are mounted pointing roughly
to the interaction point. In the EB, crystals are assembled into supermodules,
each of which contains 1700 crystals. Crystals in the EE are grouped into 5 × 5
units named supercrystals (SCs).
The scintillation light from electromagnetic showers in the crystals is de-
tected by avalanche photodiodes (APD) in the EB and vacuum phototriodes
(VPT) in the EEs. Different choices of photodetectors are due to different con-
figurations of the magnetic field as well as the expected radiation level in the
barrel and endcap regions. In the EB, each crystal is read out by a pair of APDs.
Each APD has an active area of 5 × 5 mm2 and is operated at a gain of 50. The
VPTs used in the EEs are developed specially to operate in the CMS 3.8 T mag-
netic field. A VPT has a diameter of 25 mm and an active area of about 280 mm2.
Each VPT is glued to the back of one crystal.
A trigger tower consists of a set of 5× 5 crystals in the EB or EE. Each trigger
tower is read out by the on-detector electronics, where the signals are shaped
and digitized. Trigger primitives are created in the off-detector electronics based
on the trigger towers. Each trigger primitive consists of the sum of transverse
energy (ET) deposited in the trigger tower as well as the shower shape informa-
tion. A selective readout scheme is used in the ECAL to reduce the large data
volume. Each trigger tower is categorized based on its deposited ET into high
(ET > 5 GeV), medium (ET > 2.5 GeV), and low interest classes . A trigger
tower is read out with no zero suppression if it is classified as at least medium
31
interest class. In case the trigger tower is of high interest class, all its neighbor-
ing trigger towers are also read out with no zero suppression. In other cases, the
crystals are read out with zero suppression at about three standard deviation of
the noise level.
The preshower detector (ES) is a 20 cm thick sampling calorimeter placed
in front of the EE on each side, as shown in Fig. 3.4. It is composed of four al-
ternating layers of lead radiators initiating electromagnetic showers and silicon
strip sensors to measure the energy and profiles of the shower. The strips used
in the ES have a 1.9 mm pitch, and the two strip layers are oriented in orthog-
onal directions. The ES is designed to provide better neutral pion rejections in
the barrel-endcap transition regions. Electron identification against minimum
ionizing particles and position measurement of electrons/photons also benefit
from the preshower detector.
The ECAL relative resolution can be parameterized as a function of energy
as [32] (
σ
E
)2
=
(
2.8%√
E
)2
+
(
12%
E
)2
+ (0.3%)2 (3.3)
The first term is the stochastic term. Event-to-event fluctuations in the lat-
eral shower containment, photostatistics, and fluctuations in preshower energy
measurements are three main contributions to the stochastic term. The second
term is the noise term primarily due to electronics noise, digitization noise,
and pileup noise. The last constant term represents contributions from non-
uniformity of the longitudinal light collection, errors in inter-calibration, and
energy that leaks from the back of the ECAL. The above equation is valid for en-
ergies up to about 500 GeV, beyond which energy leakage at the rear of ECAL
becomes significant.
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Figure 3.5: Schematic of a quarter of the CMS detector in r-z view [32]. The
HCAL subsystems are labeled in the diagram.
3.2.5 Hadron calorimeter
The CMS hadron calorimeter (HCAL) [37] is a sampling calorimeter made from
alternating layers of brass/steel absorbers and plastic scintillators. It measures
the energy of hadrons and also plays an important role in determining missing
transverse energy due to neutrinos or exotic particles. The HCAL sits outside
of the ECAL and includes four components: hadron barrel (HB), hadron end-
cap (HE), outer calorimeter (HO), and forward calorimeter (HF), as shown in
Fig. 3.5.
The HB is placed between the EB and the CMS solenoid covering |η| < 1.3.
It is segmented into 18 φ wedges, each if which contains a total of 16 absorber
layers. The absorber layers are made of 50.5 mm or 56.5 mm brass plates with
the exception that the innermost and the outermost absorber layers are made
of stainless steel for structural strength. Each wedge is further divided into 4
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φ and 16 η segments, with a granularity of (0.087, 0.087) in (η, φ). There are 16
layers of scintillators. The innermost scintillator layer is made of 9-mm-thick
Bicron BC408 and is placed in front of the first layer of the absorber in order
to sample the hadronic showers developing in the inert material outside of the
EB. The other layers use Kuraray SCSN81 plastic scintillators with a thickness
of 3.7 mm except for the outermost layer, in which a larger thickness of 9 mm
is used to account for the late developing showers. The scintillation tiles in each
φ segmentation of a given layer are grouped into one tray for readout. Green
double-cladded wavelength shifting fibers (WLS) placed in machined grooves
of the tiles are used to collect scintillation light. Signals are sent out via the clear
fibers that are spliced to the end of WLS to a hybrid photodiode (HPD), where
optical signals are converted to electrical signals. The analog signals from the
HPD are then digitized in the front-end electronics before they are transmitted
off the detector.
The HE is positioned between the EE and the muon endcap iron yoke cover-
ing the pseudorapidity range 1.3 < |η| < 3.0. The HE has 17 brass absorber plates
with a thickness of 79 mm and an outermost 10-cm-thick support plate made
of stainless steel. Similar to the HB, Bicron BC408 with a thickness of 9 mm
is used in the innermost scintillator layer, and 3.7-mm-thick SCSN81 plastic is
used for the other 17 layers. The HE is divided into 14 η sectors including one
shared η sector with the HB. The granularity in (η, φ) of the HE is (0.087, 0.087)
for |η| < 1.6 and roughly (0.17, 0.17) for |η| > 1.6.
The radial size of the HB, thus the total amount of absorber material, is lim-
ited by the size of the CMS solenoid. As a result, an outer calorimeter is installed
outside of the solenoid as a tail catcher to measure the shower energy after the
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HB. The HO uses the solenoid coil as an additional absorber and consists of a
single scintillator layer made of 10-mm-thick Bicron BC408 attached to the outer
surface of the first layer of the iron yoke at radius r = 4.07 m. In the central re-
gion between z = +1.268 m and z = −1.268 m, an additional scintillator layer is
add to the inner surface of the iron yoke at radius r = 3.82 m to compensate for
the minimal absorber depth of the HB around η = 0.
The acceptance of the HCAL is extended by the HF in the forward region to
|η| < 5. The HF is located 11.2 m away from the the interaction point. The cylin-
drical absorber structure has a depth of 165 cm with an inner radius of 12.5 cm
and an outer radius of 130.0 cm. Radiation hard quartz fibers are used as scin-
tillators and are inserted in the 5-mm-thick grooved absorber plates made of
steel. Only half of the fibers are embedded in the full depth of the absorber, the
other half does not cover the first 22 cm of the absorber. In this way, electromag-
netic showers, which deposit most of their energy in the first 22 cm therefore
produce higher signal in the longer fibers, are distinguished from the hadron
showers. Light signals in fibers of an η-φ tower are combined and sent to a pho-
tomultiplier tube (PMT). The HF detector and its front-end readout electronics
are protected by a hermetic radiation shielding composed of steel, concrete, and
polyethylene.
Several components of the HCAL described above have been upgraded [38]
since LHC Run 1. The performance of HPDs in HB, HE, and HO was degraded
over the LHC Run 1 due to electrical discharge and gain variation in pixels. The
HPDs in the HO, where the effect was more severe, were replaced with silicon
photomultipliers (SiPMs) during Long Shutdown 1 (LS1) in 2013 and 2014. The
same replacement is planned for HB and HE during Long Shutdown 2 (LS2)
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after the LHC Run 2. As for the HF, the original PMTs were replaced during the
extended year-end technical stop between 2016 and 2017 by multi-anode PMTs
with thinner optical windows that can provide better identifications of spuri-
ous signals. The front-end electronics was also upgraded during this period,
enabling high precision timing measurements.
3.2.6 Muon system
The CMS muon system [39,40] is the outermost subsystem positioned outside of
the CMS superconducting solenoid. It provides precise measurements of muon
tracks as muons travel through the magnetic field. The muon system is com-
posed of three types of gaseous detectors: drift tubes (DT), cathode strip cham-
bers (CSC), and resistive plate chambers (RPC). A quarter of the muon system
in r-z view is in Fig. 3.6.
Drift Tubes
The relatively low muon rate, small neutron background, and uniform magnetic
field in the barrel region allow the use of drift tube chambers with standard
rectangular cells. The DT covers |η| < 1.2 in the barrel region. It is segmented
into 12 φ sectors, each of which consists of 4 stations (MB1, MB2, MB3, MB4
in Fig. 3.6) with each station sandwiched between the iron yoke plates. The
parallel drift cells are grouped into layers, and 4 staggered layers are further
grouped into a superlayer (SL). Each DT chamber, as shown in Fig. 3.7 on the
left, consists of two SLs along the z direction to measure r-φ coordinates and
one SL (except in MB4) orthogonal to the other two SLs in order to provide a
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Figure 3.6: Cross section of a quarter of the CMS muon system in r-z view [40].
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Figure 3.7: Left: the schematic of a DT chamber showing orthogonal orienta-
tions of the drift cells in different layers. Right: a DT cell with the drift lines [40].
measurement in z.
A sketch of the drift cell is shown in Fig. 3.7 on the right. Each drift cell
has a 42 × 13 mm2 rectangular cross section. A high voltage of +3600 V is
applied to the anode at the center made of a gold-plated stainless-steel wire
with a diameter of 50 µm. Two electrode strips above and below the anode wire
set to +1800 V and two cathodes on the side walls set to -1200 V are used to
shape the effective drift field. The drift cells are filled with a gas mixture of
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85% Ar and 15% CO2. The saturated drift velocity is about 55 µm/ns, giving a
maximum drift time of roughly 380 ns.
Cathode Strip Chambers
Due to higher muon rate, larger backgrounds, and non-uniform magnetic field
in the endcap regions, cathode strip chambers are used because they have fast
response time and can be finely segmented. The CSC on each side contains 4 sta-
tions sandwiched between the endcap flux return yoke disks covering the range
of 0.9 < |η| < 2.4). The CSCs are multi-wire proportional chambers perpendic-
ular to the beam pipe made of alternating layers of trapezoidal cathode panels
and anode wire planes, shown in Fig. 3.8. There are seven cathode panels per
CSC chamber, each of which contains 80 cathode strips along the radial direc-
tion providing precise r-φ coordinate measurements. Six gas gaps are formed
from he cathode panels, containing anode wires perpendicular to the cathode
strips enabling a coarse measurement in r. A gas mixture of 50% CO2, 40% Ar,
and 10% CF4 is used in all CSCs. A CSC has a length in radial direction ranging
between 1.7 m to 3.4 m and covers a φ angle of about 10◦ or 20◦.
Resistive Plate Chambers
The resistive plate chambers are added as a complementary trigger system of
the CMS muon system with a goal of providing fast, independent, and highly-
segmented trigger. The RPCs provide timing measurements with excellent res-
olution of about 1 ns but relatively coarse position measurements compared
to the DT and CSCs. They are installed in both barrel and endcap regions, as
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Figure 3.8: Left: cut-away view of a CSC with 7 trapezoidal cathode strip panels
and 6 gas gaps with anode wires [32]. Right: schematic of a RPC in barrel [40].
shown in Fig. 3.6. Six layers of RPCs are in the barrel region attached to the DT
chambers, and three layers are embedded in the endcap on each side.
The RPCs are made of double-gap chambers (“RPC Up” and “RPC Down”).
The layout of a PRC is shown in Fig. 3.8. Each gap is 2 mm thick and is filled
with gas mixture of 95.2% C2H2F4, 4.5% i-C4H10, and 0.3% SF6. Each gap is en-
closed by two parallel 2-mm-thick resistive Bakelite plates. A voltage of 9600 V
is applied to the top (bottom) plates of RPC Up (Down). The readout strips are
placed between the upper and lower gaps to sample the sum of the signals in
the two gaps. The signals are further discriminated and shaped by the front-end
electronics attached to the end of the strips.
3.2.7 Trigger and data acquisition system
The LHC collides proton bunches at a rate of 40 MHz with an average pileup
of about 20 during Run 1 and about 30 during Run 2. An enormous amount of
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data is produced, in which, however, only a very small fraction is of primary
interest to the CMS physics program (e.g. productions of Higgs bosons, weak
gauge bosons, top quarks, or new particles beyond the standard model). It is
also impractical for the CMS experiment to store and process all collision data
due to the limited readout bandwidth and the finite computing power. There-
fore, a trigger system is used in the CMS experiment to achieve a large data
reduction and at the same time select the events that are most likely to come
from interesting physics for further studies. CMS adopts a two-level trigger
system consisting of a Level 1 (L1) Trigger and a High-Level Trigger (HLT). The
L1 Trigger is based on customized hardware and reduces the data rate from
40 MHz to about 100 kHz. The HLT is a software trigger running on a farm of
processors and further reduces the rate to around 1 kHz before data storage.
Level 1 Trigger
As the first level of the trigger system, the L1 Trigger [41] makes a decision to
either accept or reject a collision event within 3.2 µs using information with re-
duced precision from the calorimeters (ECAL, HCAL, and HF) and the muon
system (DT, CSC, and RPC).3 The local trigger primitives provided by the sub-
detectors are combined in several stages, before a global Level 1 Accept (L1A)
decision is made and sent to the subdetectors. An overview of the L1 trigger
systems is shown in Fig. 3.9.
The calorimeter trigger primitives are generated based on the trigger towers.
A trigger tower is 5 × 5 crystals in ECAL or HCAL readout tower with an η-φ
coverage of 0.087 × 0.087. The sum of the transverse energy (ET) in each trig-
3The silicon tracker is currently not used in the L1 Trigger. A proposal to include the tracker
in the L1 Trigger for the CMS Phase 2 upgrade is discussed in details in Chapter 6.
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Figure 3.9: Data-flow for the Level 1 Trigger [41].
ger tower is calculated in the Trigger Primitive Generators (TPG) integrated in
the calorimeter front-end electronics. The calorimeter trigger primitives from
ECAL, HCAL, and HF in the same η-φ regions are grouped and transmitted to
the corresponding Regional Calorimeter Triggers (RCT). The RCT determines
regional trigger information including electron/photon candidates, sum of ET,
isolation, etc. The regional calorimeter trigger objects are forwarded to the
Global Calorimeter Trigger (GCT), where the jets, the total ET, the scalar sum
of all jets (above some programmable threshold) transverse energy (HT), and
ranked electron/photon candidates are produced.
The local components of the muon trigger include track segments and hit
patterns from the DT as well as 3D track segments from the CSCs. These track
segments from the DT and CSCs are joint in the Track Finders, where muon
41
tracks are reconstructed. As a dedicated muon trigger system with very good
time resolution, the RPCs also provide track candidates to the muon trigger.
The Pattern Comparator Trigger (PACT) compares the 4D (space and time coor-
dinates) PRC hits with predefined patterns to find tracks. The track candidates
from all three muon systems are combined in the Global Muon Trigger (GMT).
By using the complementary and redundant information from the three sub-
systems, GMT achieves improved trigger efficiency and reduced background
rates.
Finally, the trigger objects from the GCT and GMT are sent to the Global
Trigger (GT). A total of 128 trigger algorithms can be executed in parallel using
the input trigger objects in the GT. Details on the trigger algorithms and their
performance can be found in Ref. [42]. A L1A decision is made based on the
deployed trigger algorithms as well as the readiness of the subdetectors and the
DAQ. The L1A signal is communicated back to the subdetector front ends via
the Timing, Trigger, and Control (TTC) system for readout.
Data Acquisition and High-Level Trigger
When the detector front ends receive the L1A signals, the data stored in the
pipelined buffers of the on-detector electronics are transferred to the FEDs at
the maximum rate of 100 kHz. The data in the FEDs are read out and merged
by the Front-end Read-out Links (FRL). The event fragments from the FRLs are
assembled and sent out by the Event Builder to the filter systems in the surface
building. Each event fragment has a size of 2 kB on average. With about 500
FRLs, the data throughput from the Event Builder to the filter systems is about
100 GB/s.
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The High-Level Trigger algorithms are executed in the filter systems to fur-
ther reduce the event rate to about 1 kHz and select events from interesting
physics to be stored for offline processing. The event selections at the HLT
are based on a similar but faster version of the offline reconstruction software.
The filter farm consists of O(10000) CPU cores and can process an event within
200 ms. More details on the DAQ and the HLT including its algorithms and
performance can be found in Ref. [42, 43].
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CHAPTER 4
OBJECT RECONSTRUCTION
This chapter describes the reconstruction and identification of the physics ob-
jects at CMS that are relevant to the ttH analysis. Section 4.1 describes the
particle-flow algorithm for global event reconstruction used by CMS. The re-
construction of charged particle trajectories in the silicon tracker is discussed
in Section 4.2, followed by a brief description of reconstructing the collision
vertices and beam spots in Section 4.3. Electron and muon reconstructions as
well as the basic identifications are discussed in Section 4.4 and Section 4.5 re-
spectively. Section 4.6 presents the jet clustering and reconstruction algorithms
based on PF objects. Algorithms for tagging jets originating from b quarks are
discussed in Section 4.7. The reconstruction and identification of hadronically
decaying tau leptons are described in Section 4.8. Finally, the missing transverse
momentum is discussed briefly in Section 4.9.
4.1 Particle-flow reconstruction
The various information from all CMS subdetectors, described in Section 3.2, are
combined using a particle-flow (PF) algorithm [44] to reconstruct and identify
all individual particles in an event. The fine granularity of the CMS subdetectors
makes it possible to use the PF algorithm for reconstructing events from proton-
proton collisions. The building blocks of the PF algorithm, namely PF elements,
include charged particle tracks and calorimeter clusters. The reconstruction of
tracks in the silicon tracker is described in Section 4.2. Specialized track recon-
structions for muons and electrons are discussed in Section 4.4 and 4.5 respec-
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Figure 4.1: A transverse view of a slice of the CMS detector showing the inter-
actions of different types of particles identified by the particle-flow algorithm
with subdetectors [44].
tively. Clustering of energy deposits for the PF algorithm is performed inde-
pendently in the barrel and endcaps of ECAL and HCAL. The cluster seeds are
selected as the calorimeter cells with energy deposits larger than that of their
neighbors and above a given threshold. The PF clusters are then formed around
the seeds by iteratively adding adjacent cells if the energy deposits in the cells
are at least twice of the noise level. Different PF elements are linked into PF
blocks based on their geometrical and kinematic compatibility. Details of the
link algorithm can be found in Section 4.1 of Ref. [44]. In each PF block, particle
candidates are reconstructed using PF elements. The PF elements that corre-
spond to a successfully reconstructed particle are masked in the PF block and
are not used in reconstructing other particles.
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Different types of particles, namely muons, electrons, photons, charged and
neutral hadrons, are identified by the PF algorithm. Fig. 4.1 shows a sketch
in the transverse plane of different types of particles interacting with different
CMS subdetectors. Muons are identified by connecting tracks reconstructed
in the muon system and the inner tracker. Electrons are identified as tracks
and the associated ECAL clusters that match to the track extrapolations to the
ECAL and to the bremsstrahlung photons emitted along their trajectories. In
case there are ECAL clusters that do not match any tracks in the silicon tracker,
the ECAL clusters are identified as photons. Charged hadrons are identified as
tracks that are linked to both ECAL and HCAL clusters. Neutral hadrons are
identified as HCAL and ECAL clusters that are not linked to any tracks. In case
a neutral hadron overlaps with charged particles, the neutral hadron is detected
as a calorimeter energy excess compared to the expected total energy deposits
from the associated charged particle. The PF algorithm does not distinguish the
species of the charged or neutral hadrons.
4.2 Tracks
The charged particles produced in proton-proton interactions follow approx-
imately helical trajectories in the axial magnetic field generated by the CMS
solenoid. The CMS silicon tracker, described in Section 3.2.3, detects the hits
on the trajectories when the charged particles traverse layers of the silicon pixel
and strip sensors. With an instantaneous luminosity of O(1034) cm−2s−1 at the
LHC, O(1000) tracks are expected per bunch crossing in the tracker volume.
Dedicated software algorithms are developed for reconstructing tracks in this
challenging environment to fully exploit the capability of the CMS tracker in or-
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der to achieve excellent tracking performance [45]. Figure 4.2 shows the relative
pT resolution as a function of pT and the transverse impact parameter d0 resolu-
tion as a function of η for tracks in simulated tt events with an average pileup of
35 in 2016 and 2017 detector conditions at 13 TeV.
Figure 4.2: Left: resolution of the relative pT as a function of simulated track
pT. Right: resolution of the transverse impact parameter d0 as a function of
simulated track η. Both resolution plots are based on simulated tt events with an
average pileup of 35. Performances in both 2016 (blue) and 2017 (red) detector
conditions are shown [46].
The track reconstruction process starts with the reconstruction of local hits
in the pixel and strip sensors. For pixels, the signal in each pixel is read out if
the deposited charge is above a certain threshold.Hit clusters are formed offline
by grouping adjacent pixels. Two algorithms are used for determining the co-
ordinates, as well as the associated uncertainties, of the pixel clusters. A faster
algorithm uses the geometrical center of the cluster corrected by the differences
of charge deposits in the pixels at the edge of the cluster. This faster algorithm
is used in the seeding and pattern recognition stages of the track reconstruction.
A more precise algorithm used in the final track fit stage determines the clus-
ter position by comparing the charge distribution in the cluster to the templates
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generated in the simulation with various particle incident angles and irradiated
pixel sensors. In the strip detector, a cluster is formed by grouping neighboring
strips passing certain signal-to-noise ratio thresholds. The position of the cluster
is determined based on the charge-weighted average of the strip positions.
The reconstructed hits are then used to estimated the momentum and po-
sition parameters of the tracks. The tracking software used by CMS is named
Combinatorial Track Finder (CTF). The CTF algorithm is based on the Kalman
filter (KF) method [47–50]. Multiple iterations of the CTF sequence are run to
produce a collection of tracks. Each iteration targets at a specific type of tracks,
starting from the easiest ones (e.g. high pT, prompt tracks) to more challenging
collections (e.g. low pT, displaced tracks). If the hits are associated with the
reconstructed tracks, they are removed for the next iterations. In this way, the
complexity of reconstructing more difficult tracks in the subsequent iterations
are reduced.
Each iteration of the CTF consists of four steps: seed generation, track find-
ing, track fit, and track selection. Track seeds are formed with either three 3D
hits or two 2D hits with beam spot constraint. A 3D hit is either a pixel hit
or a stereo hit in the strip back-to-back modules (cf. Section 3.2.3). Only hits
in the inner parts of the track are used as seeds, and the track candidates are
built outwards. Initial estimates of the five helix parameters, as well as their
uncertainties, are calculated from the seed.
The track finding step extrapolates the trajectory estimated from the seed
and searches for associated hits in other layers. Multiple scattering and en-
ergy loss are taken into account for the extrapolation. Hits that are compatible
with the projection are added to build track candidates and are used to update
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the track parameters. Up to 5 track candidates are retained at each layer for
a given seed in order to keep a manageable number of track candidates. The
track candidates are projected to the next layers, and the extrapolation process
is repeated until it reaches the end of the tracker or if the track candidates fail
some kinematic or quality requirements. At the end of the track finding step of
each iteration, duplicate track candidates are removed based on the number of
shared hits.
A final fit is performed using all the hits of a track candidate in order to take
advantage of the full information of the trajectory and to remove potential bias
from beam spot constraints. The fit uses a Kalman filter and smoother. The in-
nermost hits are used to initialize the Kalman filter, and the fit updates the track
parameters iteratively by adding the hits from the inside outwards. A second
filter, initialized with the results from the first filter, smooths the track param-
eters by fitting the hits again from the outside inwards toward the beam line.
The track parameters at a given layer is obtained from the weighted average of
the two filters. The extrapolation in the fitting step uses a Runge-Kutta propa-
gator, which takes both the material effect and inhomogeneous magnetic field
into consideration. After the fit, spurious hits are removed if they are incompat-
ible with the track based on χ2. The track is then fitted again with the outliers
removed. The entire process is repeated until there are no outliers or the track
is discarded due to insufficient number of good hits.
Finally, a selection of the tracks is applied based on the number of hits, χ2/dof
from the fit, and the significance of impact parameters. The selection step re-
duces significantly the fraction of the reconstructed tracks that are not associ-
ated with any charged particle.
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4.3 Vertices and beam spot
The proton-proton interaction vertices can be reconstructed by clustering the
tracks based on the z position of their closet approach to the beam line. A de-
terministic annealing algorithm is used for clustering tracks, and the positions
of the candidate vertices are determined from an adaptive vertex filter [45]. The
primary vertex (PV) of an event is defined as the hard-scattering vertex, while
others are pileup vertices. The PV is identified as the vertex with the largest∑
p2T of its associated tracks during LHC Run 1. Due to the increased instanta-
neous luminosity in Run 2, an improved version of PV identification has been
developed. The tracks associated with a vertex are clustered into jets using the
anti-kt jet finding algorithm [51] with a cone size parameter of 0.4. The
∑
p2T of
each vertex is then computed using the jets, unclustered tracks, and the asso-
ciated missing transverse energy, which is calculated as the negative vectorial
sum of the jet transverse momenta. The vertex with the largest
∑
p2T is identified
as the PV.
The beam spot is the region where the proton beams collide. The center
position and the spread of the beam spot are determined by fitting a collection
of the reconstructed collision vertices in every luminosity section (LS). A LS
corresponds to collision events recorded during 23 seconds of LHC operation.
4.4 Muons
Muons within the pseudorapidity range |η| < 2.4 are detected by the CMS muon
system, described in Section 3.2.6. All other particles except neutrinos are ex-
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pected to be absorbed by the upstream calorimeters and iron yoke plates in the
muon system. The muon tracks are first reconstructed separately in the sili-
con tracker (tracker tracks) and in the muon system (standalone muon track),
before they are combined to reconstruct muon objects. Tracker tracks are built
as described in Section 4.2. The reconstruction of standalone muon tracks uses
information from all three muon subdetectors. Track segments are formed by
clustering hits within the DT or CSC and are used to seed the pattern recogni-
tion step. Matched hits and segments in DTs, CSCs, and RPCs are then fitted
using a Kalman filter to build the standalone muon tracks.
The muon tracks can be built by either an “inside-out” or an “outside-in”
approach. In the “inside-out” reconstruction, tracker tracks are propagated
to the DT or CSCs. Only tracker tracks with pT > 0.5 GeV and total momen-
tum p > 2.5 GeV are used in the extrapolation. The extrapolated positions are
matched to the local track segments in the muon system based on the distances
in the r-φ plane. If a tracker track matches to at least one muon segment, a
“tracker muon” is built. The “outside-in” approach matches each standalone
muon track to tacks built in the silicon tracker. The track parameters of both
tracks are propagated to a common surface, and a match is found if the track
parameters are compatible. The hits of the matched standalone muon track and
the inner track are then combined and fitted using a Kalman filter to build a
“global muon”.
A set of criteria based on particle-flow are applied to identify muons. Two
muon identifications, loose and medium muon ID [52], are relevant in the ttH
analysis presented in this thesis. The loose muon ID requires that muons are
identified by the PF algorithm and are either tracker or global muons. It aims to
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distinguish genuine muons, either prompt ones produced at the primary vertex
or the non-prompt ones from hadron in-flight decay, against charged hadrons
that are not stopped in the calorimeters and are misidentified as muons. The
medium muon ID adds additional requirements on top of the loose ID in order
to only identify prompt muons or muons from heavy flavor decay. The effi-
ciency of medium muon ID is shown in Fig. 4.3 for both data and simulation
in 2017. The identification variables include the quality of the global track fit,
the multiplicities of hits per track, the compatibility of the tracker tracks with
the standalone muon tracks, muon segment compatibility, and χ2 returned by a
kink-finding algorithm. The muon segment compatibility quantifies the agree-
ment of the tracker track extrapolation to the muon system with the muon seg-
ments based on the number and consistency of the matches. The kink-finding
algorithm checks if a tracker track is compatible with being a single track by sys-
tematically splitting the track into two and comparing the two separate tracks.
Figure 4.3: Muon medium ID efficiency as a function of muon pT (left) and η
(right) for 2017 data (black) and simulation (blue) [53]. The denominator for the
efficiency calculation is all tracker tracks with pT > 20 GeV.
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Additional muon isolation and identification requirements are applied in
the context of the ttH analysis presented in this thesis in order to further sep-
arate prompt muons from the non-prompt ones produced in decays of charm
and bottom quarks. Because this set of selections is closely coupled to the back-
ground estimation strategy of the analysis, details of the dedicated prompt lep-
ton selection are given in Section 5.2.
4.5 Electrons
Electrons are reconstructed by matching tracks in the silicon tracker to the en-
ergy deposits in the ECAL [54]. The large amount of material in the CMS tracker
causes electrons to emit bremsstrahlung photons along the trajectories before
electrons reach the ECAL. As a result, an electron track often deviates more
from a perfect helical trajectory compared to other charged particles. The en-
ergy deposits in the ECAL from the bremsstrahlung photons also spread along
the φ direction due to the bending the electron tracks in the CMS magnetic field.
Therefore, dedicated ECAL energy clustering algorithms as well as electron
track reconstruction algorithms are necessary to precisely measure the energy
and momentum of electrons.
In the barrel part of the ECAL (EB), a “hybrid” algorithm is used for elec-
tron energy clustering. The hybrid algorithm exploits the projective orientation
of the crystals in the barrel. The crystal with the highest energy deposit in any
considered region is selected as a seed. The hybrid algorithm starts by forming
a 5×1 crystal array in η×φ centered around the seed crystal. A cluster is formed
by expanding the crystal array in both φ directions if the adjacent 5 × 1 crystal
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array contains energy above a configurable threshold. The clusters are further
collected into the final global cluster named supercluster (SC). In the ECAL end-
cap (EE), a “multi-5 × 5” algorithm is used. The seed crystals in the endcaps are
chosen as the ones with the largest energy deposits locally among their four di-
rectly adjoining crystals. Clusters of 5 × 5 crystals are formed around the seeds
and are grouped into superclusters if they are within a configurable η-φ range
and have minimum energy deposits. Energy deposits in the preshower that
match to the SC extrapolations are also added to the total energy of the SC. The
position of the SC is calculated as the mean position of its constituents weighted
by the logarithm of the crystal energy.
Dedicated track reconstruction for electrons is initialized from seeds that are
likely from electron trajectories. Such seeds are found by two complementary
algorithms based on either the ECAL or the tracker. The ECAL-based seeding
uses the SC energy and position to estimate the electron tracks in the inner layers
of the silicon tracker. Seeds are selected from the hits in the corresponding lay-
ers if they are within φ-z (or φ-r) windows of the SC extrapolation. The tracker-
based seeding starts with tracks reconstructed as described in Section 4.2. These
tracks are extrapolated to the ECAL and are matched to the PF clusters based
on their positions and momenta. If a match is found, the seed of the matched
track is used to seed electron track reconstruction in the next step. Otherwise, a
second selection is tried among the unmatched tracks to recover potential elec-
tron tracks that have significant bremsstrahlung. Tracks with small number of
hits or a large χ2 from the Kalman filter are refitted using a Gaussian sum fil-
ter (GSF) to account for the energy loss within the tracker volume. Compared
to the ECAL-based seeding, the tracker-based seeding has higher efficiency for
non-isolated electrons with low pT or electrons in the barrel-endcap transition
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region. The electron seeds selected from both methods are combined to initiate
track reconstruction, which is based on the combinatorial Kalman filter method.
The Bethe-Heitler function [55] is used to model the electron energy loss, and
the match between predicted and reconstructed hits in a layer is less restrictive
during the track building process. The final track parameters are extracted by a
GSF fit. The GSF models the energy loss in each layer by a mixture of Gaussian
distributions.
The electron candidates are built from combining the GSF tracks with the
ECAL clusters. For ECAL-seeded electrons, the GSF tracks and the superclus-
ters that seeded the track are combined with additional requirements that the
GSF tracks are compatible with the SC positions in both η and φ. In case of
tracker-seeded electrons, a loose selection is applied on a multivariate discrimi-
nant computed using the combined information on track reconstruction, shape
and pattern of the PF cluster, and compatibility of the GSF track and the PF
cluster.
Several electron identification methods are developed by CMS. In order to
separate prompt and isolated electrons from misidentified jets, the ttH analy-
sis presented in this thesis utilizes an identification strategy using multivari-
ate analysis (MVA) based on boosted decision trees (BDT). The BDT-based al-
gorithm improves the identification sensitivity by combining several discrim-
inating observables including variables that characterize the shower shapes
and SC substructure in the ECAL, fraction of energy deposited to HCAL and
preshower, fraction of energy loss via bremsstrahlung, variables related to the
fitted track, and compatibility of the track and ECAL SC. The performance of
the electron BDT-based discriminants is shown in Fig. 4.4. The BDT is trained
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with and without isolation variables. The performance of applying cuts on iso-
lation variables on top of the BDT trained without the isolation variables are
also shown in the plot. Electron candidates are required to have pT > 20 GeV
and |η| < 2.5. The performance is evaluated using simulated Drell-Yan samples
under 2017 detector conditions. Signals (backgrounds) are reconstructed elec-
trons that match (don’t match) to genuine electrons at generator level within a
cone of size ∆R = 0.1. The electron MVA ID adopted in this analysis is the one
Figure 4.4: Receiver operating characteristic curves of the electron BDT-based
identification [56].
without isolation variables. The isolation information is used later in the dedi-
cated electron selection for this ttH analysis, which is discussed in Section 5.2.1.
Extra identification criteria are applied to veto non-prompt electrons that are
from a photon converting to an electron-positron pair. The photon conversion
often happens in the tracker volume, and the secondary electrons tend to have
missing hits in the innermost pixel layers. Therefore, an electron candidate is re-
jected if its track has more than one missing hits in the pixel detector, or if there
exists a nearby electron track of opposite charge so that the pair can be fitted to
a common vertex.
56
Like muons, an additional layer of dedicated electron selections, discussed
in details in Section 5.2, is applied in the context of the ttH analysis presented in
this thesis to further identify the signal electrons and facilitate the background
estimation.
4.6 Jets
Jets are reconstructed by clustering the PF particle candidates using the anti-kt
algorithm [51] with a distance parameter R = 0.4 implemented in FASTJET [57].
In order to mitigate the effects of pileup, the PF candidates that do not origi-
nate from the primary vertex, as defined in Section 4.3, are excluded from the
clustering.
Due to the non-linear detector response to particles, a set of corrections is
applied to calibrate the reconstructed jet energy in order to better match the
energy of the true particles or partons. The jet energy correction is based on
a factorized approach, in which rescaling of the jet four-momentum is applied
sequentially at different levels to deal with different effects. The first level or
correction (L1 correction) aims to remove energy from pileup events, followed
by other correction steps responsible for matching reconstructed jets in the sim-
ulation to the Monte Carlo truth particles and for correcting residual differences
of jet response in collision data and simulation. The scale factors depend on
pileup energy density, jet area, as well as jet η and pT. In addition, the resolution
of jet energy in data is found to be worse than that in the simulation. As a result,
the jet energy and momentum in the simulation are smeared to better model the
collision data. More details on the correction of jet energy scale and resolution
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can be found in Ref. [58].
The PF jets used in this analysis are required to satisfy a set of identification
requirement to suppress the fake ones due to calorimeter noise. The identifi-
cation is based on the energy fractions as well as the multiplicity of different
types of PF candidates clustered into the jet. Details of the identification crite-
ria in different working points, namely loose and tight, are listed in Table 1 of
Ref. [59]. The loose PF jet identification is used in this analysis using data col-
lected in 2016. The analysis based on 2017 data uses the tight working point.
The efficiencies of the PF jet identifications are above 99% in all η range within
the detector coverage [59].
4.7 b tagging
Due to the relatively long lifetime of b mesons (∼ 1.5 ps), jets that originate from
b quark hadronization are usually displaced from the primary vertex by typi-
cally a few millimeters. So it is possible to reconstruct a secondary vertex using
the displaced tracks from the b hadron decay, which can be used to tag jets from
heavy quark decay. Two b tagging algorithms based on machine learning tech-
niques are relevant to this analysis: CSVv2 and DeepCSV [60]. Both algorithms
are based on the combined secondary vertex (CSV) taggers [61] used during
LHC Run 1, exploiting the observables related to the properties as well as mul-
tiplicities of the reconstructed secondary vertices and the associated tracks. The
CSVv2 tagger uses extra discriminating variables compared to the previous CSV
tagger and improves the performance by training an artificial neutral network
with one hidden layer. The DeepCSV tagger further improves the b tagging by
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taking advantage of the rapid development in the field of deep learning and
utilizes a deep neutral network for multi-label classification with more hidden
layers and more nodes on each layer. Two working points loose and medium,
corresponding to different thresholds on the tagger outputs, are used in this
analysis. For both CSVv2 and DeepCSV taggers, the loose and medium work-
ing points have misidentification rates of around 10% and 1% respectively. The
loose and medium working points of CSVv2 correspond to about 80% and 65%
efficiency of tagging b jets with pT > 20 GeV, while for DeepCSV the corre-
sponding efficiency is around 85% and 70%, respectively.
4.8 Hadronic taus
The tau (τ) lepton has a mass of 1776.86 ± 0.12 MeV [62] and is the only lep-
ton that is heavy enough to decay into hadrons. About one third of tau leptons
decay into muons or electrons together with neutrinos. Muons and electrons
are reconstructed as described in Section 4.4 and 4.5. The other two thirds of
tau leptons decay into hadrons and a tau neutrino. While neutrinos escape the
detector, the hadronic systems from tau decays, denoted as τh, are reconstructed
by the “hadron-plus-strips” (HPS) algorithm [63]. Several major τ hadronic de-
cay modes are reconstructed including: h±, h±pi0, h±pi0pi0, and h±h∓h±, where h
represents either a pion or kaon, and pi0 denotes a neutral pion.
The reconstruction of hadronic tau decays is seeded from PF jets. The HPS
algorithm combines charged hadron constituents in the PF jet with “strips” from
neutral pions. The neutral pion decays into two photons promptly. Each photon
is likely to convert into a pair of electron and positron in the tracker material
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before reaching the ECAL. As a result, the energy deposit in the ECAL due to
neutral pions is likely to spread in a region narrow in η and wide in φ, referred to
as a “strip”. The strip is reconstructed by clustering the photon and electron PF
candidates in the jet within a ∆η×∆φwindow. Both ∆η and ∆φ are parameterized
by the pT of the clustered PF candidates, varying from 0.05 to 0.15 and from 0.05
to 0.3 respectively.1 The momentum of the strip is computed as the vectorial
sum of all its constituent momenta, and its η-φ coordinates are determined by a
pT-weighted average of its constituents.
The charged hadron candidates used in the HPS algorithm are required to be
compatible with originating from the primary vertex. They are combined with
the strips in the jet under different τ decay mode hypotheses. The mass of the
reconstructed τh candidate is required to be compatible with the mass of ρ(770)
meson if it is reconstructed in the h±pi0 mode, or with the mass of a1(1260) meson
if it is reconstructed in the h±pi0pi0 or h±h∓h± decay mode. The total charge of the
τh candidate has to be ±1. Furthermore, a signal cone is established around the
τh candidate with Rsig = (3.0 GeV)/pT, limited to the range between 0.05 and
0.10. The τh candidate is rejected if any of its constituent charged hadrons or
strips are outside the signal cone.
Energies of reconstructed τh’s in simulation are calibrated to better match
those measured in recorded data. Scale factors for such corrections applied to
τh’s in simulation are determined in Z/γ∗ → ττ events, in which one τ decays
into a lepton and the other τ decays hadronically. The scale factors are extracted
separately in each τh decay mode by fitting distributions of the reconstructed
τh mass as well as the mass of the lepton and τh pair. These two variables are
1A fixed window size of ∆η = 0.05 and ∆φ = 0.20 is used in the previous version of the HPS
algorithm [64] for the LHC Run 1.
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useful for this measurement since they are sensitive to the τh energy scale. More
information on the τ energy scale measurement can be found in Ref. [63].
Isolation requirements are applied to the τh candidates to better distinguish
them from light quark and gluon jets. The isolation is calculated as a sum of
scalar pT of the charged PF candidates and PF photons within an isolation cone
around the τh candidate, excluding those used in the τh reconstruction. The size
of the isolation cone used in this analysis has a radius Riso of 0.3, which is smaller
than the cone size of 0.5 adopted by most of other CMS analyses. This smaller
isolation cone is optimized for the final states with higher hadronic activity as
in ttH events. The isolation information, the decay mode, the multiplicity of
photon and electron candidates, and variables sensitive to the τ lifetime are used
as input variables to a classifier based on boosted decision trees to achieve a
better discrimination between τh and jets. The BDT is trained on Monte Carlo
samples of hadronic tau decays in ttH events as signal and jets in tt + jets as
background.
4.9 Missing transverse momentum
Particles that do not interact with the detector, for example neutrinos, would
leave a deficiency of the total momentum in the transverse plane. The missing
transverse momentum, denoted as ~p missT , is computed in each event as the neg-
ative vectorial sum of the transverse momenta of all PF candidates [65]. The en-
ergy correction of the PF jets mentioned above are propagated to the calculation
of ~p missT , which improves the resolution and response of the ~p
miss
T measurement.
The magnitude of ~p missT is denoted as p
miss
T or E
miss
T .
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CHAPTER 5
MEASUREMENT OF ttH PRODUCTION CROSS SECTION IN FINAL
STATES WITH LEPTONS AND HADRONIC TAUS
As discussed previously in Section 2.4.3, measurements of the ttH cross sec-
tion provide direct constraints on the top-Higgs coupling strength. Both the
top quark and the Higgs boson have various decay modes, leading to a rich set
of final states with distinctive features. This chapter describes the ttH analysis in
final states with electrons, muons, and hadronic taus. Such final states target the
decay modes in which at least one of the top quarks decay leptonically, and the
Higgs boson decays into a pair of gauge bosons (W or Z) or a pair of τ leptons.
Data recorded by the CMS experiment in both 2016 and 2017 during LHC Run
2 with proton-proton collisions at a center-of-mass energy of 13 TeV are used.
The result based on the 2016 data set contributed to the combination of all CMS
ttH efforts that lead to the first observation of the ttH production at the LHC [17].
The analysis using the 2017 data follows the similar strategy as the 2016 version
with a few improvements. Discussions in the rest of this chapter are based on
the 2017 version of the analysis with the intention to provide a self-consistent
narrative as well as most up-to-date information, while still convey the general
strategy adopted in this ttH analysis channel.
This chapter is organized as follows: data sets as well as Monte Carlo sam-
ples used in the analysis are described in Section 5.1. Section 5.2 discusses in
details about the dedicated physics object selections used in this analysis. Event
selection criteria are presented in Section 5.3, followed by discussions on signal
and background estimations in Section 5.4. Discriminating observables as well
as the statistical method used for extracting the ttH signal are described in Sec-
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tion 5.5. Section 5.6 summaries relevant systematic uncertainties. Finally, the
analysis result is presented in Section 5.7.
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5.1 Data sets and Monte Carlo samples
The analysis presented in this chapter are based on data collected in proton-
proton collisions at
√
s = 13 TeV in 2017, corresponding to an integrated lu-
minosity of 41.5 fb−1. The events are recorded using single, double, and triple
lepton triggers, as well as triggers requiring a lepton (e or µ) and a τh. Recorded
events are stored in several data sets based on the trigger paths and data taking
periods. Each event is identified uniquely by its run number, luminosity sec-
tion (LS), and the event index in its LS. A dedicated team in CMS validates the
quality of the recorded data and provides a list of luminosity sections that are
not marked as data of good quality due to e.g. detector operation conditions.
These data are masked and are not used in this analysis. A detailed list of data
sets used in the analysis, together with their corresponding run number range
as well as the integrated luminosities, is shown in Table 5.1. Duplicate data
events stored in multiple primary data sets are removed based on their event
identifiers.
Samples generated by Monte Carlo (MC) simulations are used to model both
the ttH signal and relevant background processes. The Higgs boson mass is as-
sumed to be 125 GeV, and the top quark mass is set to 172.5 GeV for all sim-
ulated processes. The signal MC samples are produced using next-to-leading-
order (NLO) matrix elements implemented in the MADGRAPH5 aMC@NLO pro-
gram [66–69]. One of the main backgrounds arises from the production of a top
quark pair associated with a W or Z boson (ttW, ttZ). Both processes are gener-
ated at NLO accuracy by MADGRAPH5 aMC@NLO. The process of a top quark
pair associated with two W bosons (ttWW) also has a sizable contribution to
the total background and is simulated at leading-order (LO) accuracy. Other
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Table 5.1: List of data sets in 2017 used in this analysis.
Data set name Run-range Luminosity (fb−1)
/SingleElectron/Run2017B-17Nov2017-v1 297047–299329 4.79
/SingleElectron/Run2017C-17Nov2017-v1 299368–302029 9.63
/SingleElectron/Run2017D-17Nov2017-v1 302030–302663 4.25
/SingleElectron/Run2017E-17Nov2017-v1 303818–304797 9.31
/SingleElectron/Run2017F-17Nov2017-v1 305040–306460 13.54
/SingleMuon/Run2017B-17Nov2017-v1 297047–299329 4.79
/SingleMuon/Run2017C-17Nov2017-v1 299368–302029 9.63
/SingleMuon/Run2017D-17Nov2017-v1 302031–302663 4.25
/SingleMuon/Run2017E-17Nov2017-v1 303824–304797 9.31
/SingleMuon/Run2017F-17Nov2017-v1 305040–306462 13.54
/DoubleEG/Run2017B-17Nov2017-v1 297047–299329 4.79
/DoubleEG/Run2017C-17Nov2017-v1 299368–302029 9.63
/DoubleEG/Run2017D-17Nov2017-v1 302030–302663 4.25
/DoubleEG/Run2017E-17Nov2017-v1 303818–304797 9.31
/DoubleEG/Run2017F-17Nov2017-v1 305040–306460 13.54
/DoubleMuon/Run2017B-17Nov2017-v1 297047–299329 4.79
/DoubleMuon/Run2017C-17Nov2017-v1 299368–302029 9.63
/DoubleMuon/Run2017D-17Nov2017-v1 302031–302663 4.25
/DoubleMuon/Run2017E-17Nov2017-v1 303824–304797 9.31
/DoubleMuon/Run2017F-17Nov2017-v1 305040–306462 13.54
/MuonEG/Run2017B-17Nov2017-v1 297047–299329 4.79
/MuonEG/Run2017C-17Nov2017-v1 299368–302029 9.63
/MuonEG/Run2017D-17Nov2017-v1 302031–302663 4.25
/MuonEG/Run2017E-17Nov2017-v1 303824–304797 9.31
/MuonEG/Run2017F-17Nov2017-v1 305040–306460 13.54
simulated backgrounds include diboson processes (WZ, ZZ, WW), a pair of top
quarks associated with a real or virtual photon (ttγ, ttγ∗), single top associated
with a photon, and other rare SM processes such as tribosons (WWW, WWZ,
WZZ, ZZZ), single top quark associated with a Z boson (tZq), same-sign WW,
WW double scattering, and tttt. These background processes are generated by
either MADGRAPH5 aMC@NLO or POWHEG [70–76] at NLO, except that the WW
(2`2ν) sample is produced with its cross section calculated at next-to-next-to-
leading-order (NNLO) accuracy, and the same-sign WW and WW double scat-
tering processes are generated at LO accuracy. The Higgs boson production
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associated with a single top quark (tH) is treated as a background in this analy-
sis. The tH sample is generated at LO by MADGRAPH5 with its cross section set
to the SM prediction, assuming a destructive interference between the process
in which the Higgs boson couples to a top quark and the process in which H
couples to a W boson.
Samples of the top quark pair (tt) production, the single top quark produc-
tion, W+jets, and the Drell-Yan process are also generated for validating the
date-driven background estimations and for other auxiliary measurements. The
production of top quark pairs are simulated by POWHEG at NLO accuracy, and
the single top sample is generated at NLO by MADGRAPH5 aMC@NLO. The
W+jets and Drell-Yan (Z/γ∗ → ``) samples are normalized to their NNLO cross
sections and are produced by MADGRAPH5. Both the signal and background
samples are generated using the NNPDF3.0 [77] set of parton distribution func-
tions (PDFs).
The parton shower and hadronization processes in all samples are modeled
by PYTHIA 8.212 [78] with the CP1-5 tune [79]. PYTHIA is also used to model the
τ lepton decay, including the polarization effect.
Minimum bias events generated by PYTHIA, assuming a proton-proton in-
elastic cross section of 69.2 mb, are overlaid on all MC samples to mimic the
pileup condition in the recorded data.
The response of MC particles going through the full CMS detector is sim-
ulated using GEANT4 [80]. All simulated events are processed using the same
particle reconstruction and identification software as used for processing colli-
sion data.
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5.2 Object selection
The reconstruction and basic identification of physics objects used in this anal-
ysis are describe in Chapter 4. Additional object selection criteria optimized for
this analysis are detailed in this section.
5.2.1 Muons and electrons
The basic identifications described in Section 4.4 and 4.5 for muons and elec-
trons are effective in separating genuine muons or electrons from jets. Dedi-
cated lepton identification criteria are developed in the context of the ttH analy-
sis to further distinguish between the “prompt” leptons from W, Z, or τ decays
and the “non-prompt” ones produced in the decays of heavy (charm or bottom)
quarks.
One distinctive feature between the prompt and non-prompt leptons is their
level of isolation. A prompt lepton is expected to be isolated, while a non-
prompt lepton is usually accompanied by other hadronic activities in its vicinity.
To quantify the level of isolation of a given lepton, an observable I` is defined as
I` =
∑
charged
pT + max
0, ∑
neutrals
pT − ρA
( R
0.3
)2 . (5.1)
The first term, denoted as I`charged, is the scalar pT sum of all charged parti-
cles within a cone of size R centered around the lepton. All charged particles
entering the sum are required to originate from the same collision vertex as
the lepton in order to mitigate the pileup effect. The cone size R, defined as
R =
√
(∆η)2 + (∆φ)2, varies between 0.05 and 0.20 and is proportional to the in-
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verse of the lepton pT:
R =

0.05 if pT > 200 GeV
10 GeV/pT if 50 < pT < 200 GeV
0.20 if pT < 50 GeV
(5.2)
The smaller cone size for larger lepton pT not only reduces the pileup effect but
also gives higher lepton identification efficiency in the ttH signal events with
high hadronic activities. The second term in Eq. 5.1, denoted as I`neutral, repre-
sents the neutral component of the isolation and is computed as the scalar pT
sum of the neutral hadrons and photons within the cone. This sum is corrected
by subtracting extra contributions due to pileup. The neutral pileup correction
is estimated by ρA
(
R
0.3
)2
, in which ρ is the energy density of neutral particles
within the tracker acceptance, and A is the effective area. The neutral energy
density ρ is computed as described in Refs. [81,82]. The effective areaA is given
in Table 5.2 separately for muons and electrons and in bins of η. The values in
the table are determined based on the correlation between I` and ρ in simula-
tions.
Table 5.2: Effective areasA for muons (left) and electrons (right).
Muons
Pseudorapidity range A
0.0 < |η| < 0.8 0.0566
0.8 < |η| < 1.3 0.0562
1.3 < |η| < 2.0 0.0363
2.0 < |η| < 2.2 0.0119
2.2 < |η| < 2.5 0.0064
Electrons
Pseudorapidity range A
0.0 < |η| < 1.0 0.1566
1.0 < |η| < 1.479 0.1626
1.479 < |η| < 2.0 0.1073
2.0 < |η| < 2.2 0.0854
2.2 < |η| < 2.3 0.1051
2.3 < |η| < 2.4 0.1204
2.4 < |η| < 2.5 0.1524
Besides the isolation, discriminating information can be obtained from the
nearest jet to the lepton under study. For each reconstructed lepton, several ob-
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servables related to its nearest matched jet are calculated, including p`T/p
jet
T , the
pT ratio of the lepton and the jet, where p`T and p
jet
T denote the transverse momen-
tum of the lepton and its nearest jet, respectively; prelT , the component of lepton
momentum that is perpendicular to the jet momentum (“relative” pT); N
jet
charged,
the number of charged constituents of the jet; jetBTag, the discriminant value
of the b tagging algorithm (DeepCSV) of the jet. The momentum and energy of
the jet in these calculation are corrected based on the so-called “lepton-aware”
jet energy correction in order to avoid over-correcting the lepton energy. After
applying the first level of energy correction to the raw jet (c.f. Section 4.6), the
lepton is subtracted from the jet before applying the rest of energy corrections.
The lepton momentum is added back to the total jet momentum in the end to
get the corrected jet four-momentum. The matched jet is required to be within a
distance ∆R < 0.4 to the lepton and has a pT greater than 15 GeV. In case there
is no such jet found, p`T/p
jet
T is set to p
`
T/(p
`
T + I
`), and other variables are set to
zero.
The discriminating power of individual observables are enhanced by a BDT
classifier trained separately for muons and electrons, referred to as prompt-µ or
prompt-e BDT. The input variables of the BDT includes:
• pT and η of the lepton
• Isolation variables: I`charged and I`neutral
• Variables related to the nearest jet: p`T/pjetT , prelT , N jetcharged, and jetBTag
• Impact parameters of the lepton: dxy and dz (the transverse and longitudi-
nal impact parameters of the lepton track), d/σd (the significance of the 3D
impact parameter)
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• Basic object ID to discriminate against jets: muon segment compatibility,
as described in Section 4.4, or electron non-triggering ID based on multi-
variate analysis, referred to as electron MVA ID hereafter, as discussed in
Section 4.5.
The prompt-µ and prompt-e BDTs are trained on samples of prompt leptons in
simulated ttH events as signals and non-prompt leptons in simulated tt + jets
events as backgrounds.
Three lepton selection working points (WPs) are defined for muons and elec-
trons: loose, fakeable, and tight. The tight leptons are the nominal collection
used to select events in signal regions. The fakeable leptons have relaxed selec-
tion requirements compared to the tight leptons and are used for background
estimations as discussed in Section 5.4.1. The loose leptons are selected with ba-
sic kinematic, isolation, and identification requirements and are used to define
lepton collections for training. The loose leptons are also used in the calcula-
tions for mass veto in event selections described in Section 5.3.7. The selection
criteria for the three working points are detailed in Table 5.3 for muons and Ta-
ble 5.4 for electrons. The loose working point of the electron MVA ID is pT and
η dependent and is defined in Table 5.5.
For electrons, an additional set of selections is applied to mimic the electron
identification requirements applied at the trigger level. The selection criteria
involve the width of the electron cluster in η (σiηiη), the ratio of the HCAL energy
deposit to the ECAL energy deposit associated with the electron (H/E), and the
difference between the inverse of the electron cluster energy and the inverse of
its track momentum (1/E - 1/p).
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Table 5.3: Loose, fakeable, and tight selection criteria for muons. A hyphen
(−) indicates the selection is not applied. The relaxed selection criteria for the
fakeable selection in case of prompt-µ BDT > 0.90 are placed in parentheses.
Observable Loose Fakeable Tight
pT † > 5 GeV > 10 GeV > 10 GeV
|η| < 2.4 < 2.4 < 2.4
|dxy| < 0.05 cm < 0.05 cm < 0.05 cm
|dz| < 0.1 cm < 0.1 cm < 0.1 cm
d/σd < 8 < 8 < 8
Iµ < 0.4 × pT < 0.4 × pT < 0.4 × pT
Loose PF muon X X X
Medium PF muon − − X
Segment compatibility − > 0.3 (−) −
pµT/p
jet
T − > 0.6 (−) −
DeepCSV of the nearest jet − < 0.07 (< 0.4941) < 0.4941
Prompt-µ BDT − − > 0.90
† cone-pT for fakeable and tight selections
As indicated in Table 5.3 and 5.4, prompt BDT output > 0.90 is required
for tight selections, while no such requirement is applied for loose or fakeable
leptons. For fakeable selections, however, if the lepton’s prompt BDT output is
greater than 0.90, the selection criteria on p`T/p
jet
T and DeepCSV of the nearest jet,
as well as the segment compatibility in case of muons or the electron MVA ID in
case of electrons, are relaxed to the same conditions as the tight selections. This
ensures the tight lepton collection is strictly a subset of the fakeable collection.
The relaxed criteria for fakeable selections in case of prompt BDT > 0.90 are
placed in parentheses in Table 5.3 and 5.4.
For fakeable and tight leptons, a variable “cone-pT” is defined in order to
reduce biases in background estimations. The cone-pT is set to the lepton pT if it
passes the tight selection. In case a lepton passes the fakeable selection criteria
but fails tight, the cone-pT of the lepton is set to 0.9 times the p
jet
T of its matched
jet if the distance ∆R between the lepton and the jet is less than 0.4, otherwise
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Table 5.4: Loose, fakeable, and tight selection criteria for electrons. A hyphen
(−) indicates the selection is not applied. The relaxed selection criteria for the
fakeable selection in case of prompt-µ BDT > 0.90 are placed in parentheses.
The requirements on σiηiη are different in the barrel and endcap regions. The
numbers in the curly brackets are separated by | and refer to |η| < 1.479 and
|η| ≥ 1.479, respectively.
Observable Loose Fakeable Tight
pT † > 7 GeV > 10 GeV > 10 GeV
|η| < 2.5 < 2.5 < 2.5
|dxy| < 0.05 cm < 0.05 cm < 0.05 cm
|dz| < 0.1 cm < 0.1 cm < 0.1 cm
d/σd < 8 < 8 < 8
Ie < 0.4 × pT < 0.4 × pT < 0.4 × pT
Electron MVA ID Loose WP > 0.50 (Loose WP) Loose WP
σiηiη − < {0.011 | 0.030} < {0.011 | 0.030}
H/E − < 0.10 < 0.10
1/E - 1/p − > −0.04 > −0.04
Photon conversion veto − X X
Missing hits ≤ 1 = 0 = 0
peT/p
jet
T − > 0.6 (−) −
DeepCSV of the nearest jet − < 0.07 (< 0.4941) < 0.4941
Prompt-e MVA − − > 0.90
† cone-pT for fakeable and tight selections
Table 5.5: Definition of the electron MVA ID loose working point.
Electron MVA Loose ID |η| < 0.80 0.80 ≤ |η| < 1.479 |η| ≥ 1.479
pT < 10 GeV > −0.13 > −0.32 > −0.08
pT ≥ 10 GeV > −0.86 > −0.81 > −0.72
the cone-pT is set to 0.9 times p`T + I
`, where p`T is the lepton’s pT and I
` is the
lepton’s isolation as defined in Eq. 5.1.
It is worth mentioning that the prompt lepton identification described in
this section targets primarily the electrons and muons originating from W or Z
bosons. Given the sizable lifetime (cτ = 87 µm) of τ leptons, the electrons and
muons from τ lepton decays tend to be less “signal-like” especially in distribu-
tions of dxy, dz, and d/σd. As a result, the prompt lepton identification is slightly
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less optimal for leptons from τ decays. More sophisticated algorithms for multi-
classification could be useful to improve the lepton identification efficiency in
the future version of the analysis.
5.2.2 Hadronic taus
As described in Section 4.8, hadronic taus are reconstructed by the HPS algo-
rithm and are identified using a smaller isolation cone with a radius Riso of 0.3.
A multivariate discriminant based on the BDT, referred to as τh MVA ID, is used
to distinguish between hadronic taus and jets. Various working points are de-
fined based on different thresholds of the BDT output. The working points used
in this analysis include very-loose, loose, and medium, corresponding to a τh
identification efficiency (jet misidentification rate) of approximately 60% (2%),
55% (0.7%), and 50% (0.4%), respectively.
Two levels of τh selections are used in this analysis. The selection criteria
are listed in Table 5.6. Similar to muons and electrons, the tight selection for
τh is used for selecting events in signal regions, and the fakeable τh selection
is used for background estimations discussed in details in Section 5.4.1. The
“old” decay mode in Table 5.6 refers one of the main τh decay modes: h±, h±pi0,
h±pi0pi0, or h±h∓h±, where h denotes either a pion or kaon and pi0 stands for a
neutral pion. For the tight selection, the loose WP of τh MVA ID is used in
the event categories with exactly one τh. In case of the event categories with
at least two τh’s, the τh MVA ID requirement is tightened to the medium WP.
Event categorizations based on multiplicities of leptons and hadronic taus are
described in Section 5.3.
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Table 5.6: Fakeable, and tight selection criteria for hadronic taus.
Observable Fakeable Tight
pT > 20 GeV > 20 GeV
|η| < 2.3 < 2.3
|dz| < 0.2 cm < 0.2 cm
Decay mode old old
τh MVA ID (R = 0.3) Very-loose WP Loose or Medium WP
No dedicated discriminators are used to separate hadronic taus from
misidentified electrons or muons. Instead, any τh candidates that are within
∆R = 0.3 of the loose electrons or muons are removed from both the fakeable
and tight τh collections.
5.2.3 Jets and missing transverse momentum
Jets are reconstructed as described in Section 4.6. The jets used in this analysis
are required to satisfy pT > 25 GeV and |η| < 2.4. Any jet within a distance of
∆R = 0.4 to any fakeable electrons, muons, or hadronic taus are not selected. The
DeepCSV algorithm described in Section 4.7 is adopted for tagging jets originat-
ing from b quarks in this version of the analysis.
In ttH signal events, neutrinos can be produced from decays of vector bosons
or τ leptons, escaping the CMS apparatus without being detected. Their trans-
verse momentum can be estimated by the missing transverse momentum ~p missT
as mentioned in Section 4.9. In addition, an observable ~HmissT is defined as the
negative vectorial sum of the transverse momentum of selected jets as well as
the electrons, muons, and τh’s that pass the fakeable selections. The magni-
tude of ~HmissT (| ~HmissT |) has worse resolution than |~p missT | but is more robust against
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pileup, since the pileup hadrons are usually soft (i.e. of low pT) and do not enter
the calculation of ~HmissT . In an event with a real missing transverse momentum
caused by neutrinos, the | ~HmissT | and |~p missT | tend to be more correlated than in an
event with the imbalance of total transverse momentum due to instrumental ef-
fects. Therefore, a discriminator LD is defined in Eq. 5.3 as a linear combination
of | ~HmissT | and |~p missT | and is used in event selections to better identify events in
which neutrinos are produced.
LD = 0.6 × |~p missT | + 0.4 × | ~HmissT | (5.3)
The two coefficients in the definition are optimized using simulated ttH and
Drell-Yan events to provide the best discriminating power.
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5.3 Event selection
The ttH process has a rich set of final states due to various decay channels of top
quarks and the Higgs boson. Events are grouped into mutually exclusive cate-
gories based on numbers of selected leptons (e or µ) and hadronic taus (τh) that
pass tight selections as detailed in Table 5.3, 5.4, and 5.6. Seven event categories
are considered in this analysis:
• 1` + 2τh: one lepton and two τh’s, targeting semi-leptonic tt and H→ ττ, in
which both τ leptons decay hadronically.
• 2`ss: two leptons with same sign of charge and no τh, targeting semi-
leptonic tt and H→WW, in which one of the W boson decays leptonically
while the other decays hadronically.
• 2`ss+1τh: two same-sign leptons and one τh, targeting semi-leptonic tt and
H→ ττ, in which one τ decays leptonically.
• 2` + 2τh: two leptons and two τh’s, targeting leptonic tt and H → ττ, in
which both τ leptons decay hadronically.
• 3`: three leptons and no τh, targeting leptonic (semi-leptonic) tt and H →
WW, in which one W decays (both W’s decay) leptonically.
• 3` + 1τh: three leptons and one τh, targeting leptonic tt and H → ττ, in
which one τ decays leptonically and the other decays hadronically.
• 4`: four leptons, targeting leptonic tt and H → WW, in which both W
bosons decay leptonically, or H→ ZZ, in which one Z boson decays into a
pair of leptons.
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Event selection criteria are optimized in each event category to select ttH sig-
nal events and to suppress the relevant backgrounds. The set of selection criteria
are described below. Event selection requirements applied in each category, as
well as the targeted decay channels, are summarized in Table 5.8 and 5.9.
5.3.1 Triggers
A combination of triggers requiring the presence of leptons and τh’s is used to
record data for this analysis. The same trigger requirements are applied to the
simulated events. Table 5.7 shows the types of triggers as well as the specific
HLT paths used in this analysis. Events in 2`ss, 2`ss+1τh, and 2`+2τh categories
Table 5.7: High-level triggers used to record events selected in the 1` + 2τh, 2`ss,
2`ss + 1τh, 2` + 2τh, 3`, 3` + 1τh, and 4` channels.
Single-lepton triggers HLT Ele32 WPTight Gsf
HLT Ele35 WPTight Gsf
HLT IsoMu24
HLT IsoMu27
Double-lepton triggers HLT Ele23 Ele12 CaloIdL TrackIdL IsoVL
HLT Ele23 Ele12 CaloIdL TrackIdL IsoVL DZ
HLT Mu23 TrkIsoVVL Ele12 CaloIdL TrackIdL IsoVL
HLT Mu23 TrkIsoVVL Ele12 CaloIdL TrackIdL IsoVL DZ
HLT Mu12 TrkIsoVVL Ele23 CaloIdL TrackIdL IsoVL DZ
HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ
HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL DZ Mass3p8
Triple-lepton triggers HLT Ele16 Ele12 Ele8 CaloIdL TrackIdL
HLT Mu8 DiEle12 CaloIdL TrackIdL
HLT DiMu9 Ele9 CaloIdL TrackIdL DZ
HLT TripleMu 12 10 5
Lepton+τh cross triggers HLT Ele24 eta2p1 WPTight Gsf LooseChargedIsoPFTau30 eta2p1 CrossL1
HLT IsoMu20 eta2p1 LooseChargedIsoPFTau27 eta2p1 CrossL1
are required to pass at least one of the HLT paths in either single-lepton triggers
or double-lepton triggers. In case of 3`, 3` + 1τh, and 4` categories, the collec-
tion of HLT paths are extended to triple-lepton triggers to increase the overall
selection efficiency. In the 1` + 2τh category, triggers that select events contain-
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ing an electron or muon and a hadronic τ (lepton+τh cross triggers) are used in
addition to single-lepton triggers.
5.3.2 Lepton and τh multiplicity
The requirement on numbers on leptons and τh’s defines each event category.
For signal region selections, exactly two tight leptons (e or µ) are required in 2`ss
and 2`ss+1τh categories. Similarly, 3` and 3`+1τh categories require exactly three
tight leptons, and exactly one tight lepton is required in the 1` + 2τh category.
For event category 2` + 2τh, two tight leptons are needed, but an event is still
accepted in this category in case there are more tight leptons. Any events with
four or more tight leptons are grouped into the 4` category.
As mentioned in Section 5.2.2, the tau MVA ID working point for tight τh
selection varies in different event categories. A tighter tau MVA ID WP is used
in event categories with more than one τh to further suppress backgrounds due
to misidentification of jets as τh’s. For 1`+ 2τh and 2`+ 2τh, at least two tight τh’s
passing the medium WP are required. 2`ss and 3` categories veto events with
any τh candidates passing Loose WP, while 2`ss + 1τh and 3` + 1τh categories
require at least one τh candidate passing loose WP. In addition, events selected in
the 2`ss+1τh category are also required to have no more than one τh’s candidates
passing medium WP in order to avoid double counting events that would be
selected in the 2` + 2τh category.
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Table 5.8: Event selections applied in the 2`ss, 2`ss + 1τh, 1` + 2τh and 2` + 2τh
categories.
Selection 2`ss 2`ss + 1τh
Targeted ttH decays t→ b`ν, t→ bqq, t→ b`ν, t→ bqq,
H→WW→ `νqq H→ ττ→ `τh + ν′s
Trigger Single- or double-lepton triggers
Lepton multiplicity Exactly 2 leptons
Lepton pT pT > 25 / 15 GeV pT > 25 / 15 (e) or 10 GeV (µ)
Lepton η |η| < 2.5 (e) or 2.4 (µ)
τh multiplicity No τh (loose WP) ≥1 τh (loose WP) and < 2τh (medium WP)
τh pT — pT > 20 GeV
τh η — |η| < 2.3
Charge requirements 2 same-sign leptons and
charge quality requirements∑`
,τh
q = ±1
Jet multiplicity ≥4 jets ≥3 jets
b tagging requirements ≥1 medium b-tagged jet or ≥2 loose b-tagged jets
Missing transverse momentum LD > 30 GeV ∗∗
Dilepton mass m`` > 12 GeV ∗ and |mee − mZ| > 10 GeV ∗∗
Selection 1` + 2τh 2` + 2τh
Targeted ttH decays t→ b`ν, t→ bqq, t→ b`ν, t→ b`ν,
H→ ττ→ τhτh + ν′s H→ ττ→ τhτh + ν′s
Trigger Single-lepton Single-, double-lepton triggers
or lepton+τh triggers
Lepton multiplicity Exactly 1 lepton ≥ 2 leptons
Lepton pT pT > 25 (e) or 20 GeV (µ) pT > 25 / 15 (e) or 10 GeV (µ)
Lepton η |η| < 2.1 |η| < 2.5 (e) or 2.4 (µ)
τh multiplicity ≥ 2 τh (medium WP)
τh pT pT > 30 / 20 GeV pT > 20 GeV
τh η |η| < 2.3 |η| < 2.3
Charge requirements
∑
τh
q = 0
∑`
,τh
q = 0
Jet multiplicity ≥3 jets ≥2 jets
b tagging requirements ≥1 medium b-tagged jet or ≥2 loose b-tagged jets
Missing transverse — No requirement if Njet ≥ 4
momentum — LD > 45 GeV †
— LD > 30 GeV otherwise
Dilepton mass m`` > 12 GeV ∗
∗ Applied on all pairs of leptons that pass loose selection.
∗∗ If both leptons are electrons.
† If the event contains a same-flavor opposite-sign lepton pair and Njet ≤ 3.
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Table 5.9: Event selections applied in the 3`, 3` + 1τh and 4` categories.
Selection 3` 3` + 1τh
Targeted ttH decays t→ b`ν, t→ b`ν, H→WW→ `νqq t→ b`ν, t→ b`ν,
t→ b`ν, t→ bqq, H→WW→ `ν`ν H→ ττ→ `τh + ν′s
Trigger Single-, double- or triple-lepton triggers
Lepton multiplicity Exactly 3 leptons
Lepton pT pT > 25 / 15 / 15 GeV pT > 20 / 10 / 10 GeV
Lepton η |η| < 2.5 (e) or 2.4 (µ)
τh No τh (loose WP) ≥ 1 τh (loose WP)
τh pT — pT > 20 GeV
τh η — |η| < 2.3
Charge requirements
∑`
q = ±1 ∑`
,τh
q = 0
Jet multiplicity ≥2 jets
b tagging requirements ≥1 medium b-tagged jet or ≥2 loose b-tagged jets
Missing transverse No requirement if Njet ≥ 4
momentum LD > 45 GeV †
LD > 30 GeV otherwise
Dilepton mass m`` > 12 GeV ∗ and |m`` − mZ| > 10 GeV ‡
Four-lepton mass m4` > 140 GeV § —
Selection 4`
Targeted ttH decays t→ b`ν, t→ b`ν, H→WW→ `ν`ν
t→ b`ν, t→ b`ν,
H→ ZZ→ ``qq or ``νν
Trigger Single-, double- or triple-lepton triggers
Lepton multiplicity ≥ 4 leptons
Lepton pT pT > 25 / 15 / 15 / 10 GeV
Lepton η |η| < 2.5 (e) or 2.4 (µ)
Charge requirements —
Jet multiplicity ≥2 jets
b tagging requirements ≥1 medium b-tagged jet or ≥2 loose b-tagged jets
Missing transverse —
momentum
Dilepton mass m`` > 12 GeV ∗ and |m`` − mZ| > 10 GeV ‡
Four-lepton mass m4` > 140 GeV §
∗ Applied on all pairs of leptons that pass loose selection.
† If the event contains a same-flavor opposite-sign (SFOS) lepton pair and Njet ≤
3.
‡ Applied to all SFOS lepton pairs.
§ Applied only if the event contains 2 SFOS lepton pairs.
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5.3.3 Kinematics
The selection criteria on pT and η are mostly driven by the trigger and object
identification requirements. In categories without τh, i.e. 2`ss, 3`, and 4`, the
highest and the second highest lepton pT are required to be greater than 25 and
15 GeV, respectively. The third highest lepton pT, if applicable, needs to be
greater than 15 GeV, and the pT threshold for the fourth lepton is 10 GeV. In
case of 2`ss+1τh and 2`+2τh, the leading lepton pT is required to be greater than
25 GeV. The trailing lepton needs to have a pT no less than 15 GeV if it is an
electron, or 10 GeV if it is a muon. In the 3` + 1τh category, the lepton with the
highest pT is required to have a pT greater than 20 GeV, and both the second
and third highest pT leptons need to satisfy the condition pT > 10 GeV. In case
of 1` + 2τh, the lepton pT is required to be greater than 20 GeV if it is a muon,
and the threshold is increased to 25 GeV if it is an electron. In all categories
except 1` + 2τh, any muons are required to be within the η range |η| < 2.4. The η
requirement is extended to |η| < 2.5 in case of electrons. For the 1`+2τh category,
the lepton, either an electron or a muon, is required to satisfy |η| < 2.1 because
of the lepton+τh cross triggers used in this category. The pT of selected hadronic
τ leptons in all categories are required to be greater than 20 GeV, except that the
threshold for the leading τh pT is increased to 30 GeV in the 1` + 2τh category.
The η for τh’s in all categories are required to satisfy |η| < 2.3.
5.3.4 Charge requirements
Charge requirements are applied on leptons and τh’s mainly to suppress the
tt + jets background process. In 2`ss and 2`ss + 1τh categories, as the names sug-
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gest, the two leptons are required to have the same sign of charge. Additional
criteria are required on the quality of leptons’ charge measurements in order
to reduce backgrounds arising from misidentification of the lepton charge. For
muons, this means the relative uncertainty of the global muon track pT measure-
ment needs to be less than 20%. For electrons, the charge measurement based
on KF and GSF tracking algorithms (c.f. Section 4.2 and 4.5) as well as on hits re-
constructed in the silicon pixel and strip trackers are required to be consistent.In
case of 2`ss + 1τh, since one of the leptons is expected to come from the leptonic
τ decay, the charge of τh is required to be of opposite sign with the leptons.
In the 1` + 2τh category, charges of the two τh’s are required to be of opposite
sign. The charge sum of all leptons and τh’s in 2` + 2τh and 3` + 1τh categories
are required to be zero. In case of the 3` category, the sum of the three leptons’
charge must be either +1 or −1. No charge requirement is applied in the 4`
category.
5.3.5 Jet and b tagging requirements
The presence of multiple jets are expected in all event categories. Events selected
in the 2`ss category are required to have at least four jets. In case of 2`ss+1τh and
1` + 2τh, at least three jets are required. The requirement on the jet multiplicity
is further reduced to at least two in rest of the event categories containing more
leptons and hadronic taus. Events in all categories also have to contain at least
one medium b tags or two loose b tags based on the DeepCSV b tagging algo-
rithm (c.f. Section 4.7). The requirement on the presence of jets originated from
b quarks suppresses efficiently those backgrounds from electroweak processes
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in which no top or anti-top quarks are produced.
5.3.6 Missing transverse momentum
The linear discriminator LD, defined in Eq. 5.3, is used to select events with miss-
ing transverse momentum. The requirement on the presence of pmissT helps to
reduce the Z+jets background events, especially when one of the leptons (most
likely electrons) from the Z boson decay has its charge mismeasured, so that the
charge requirements would not help. In 2`ss and 2`ss + 1τh categories, LD is re-
quired to be greater than 30 GeV only if both the leptons are electrons, since the
misidentification rate of electron charges is much higher than that of muons. In
case of 2` + 2τh, 3`, and 3` + 1τh categories, no LD requirement is applied if the
event contains more than three jets. Otherwise, LD is required to be greater than
45 GeV if the event contains a pair of same-flavor opposite-sign (SFOS) leptons
passing loose selection criteria. The threshold on LD is lowered to 30 GeV if no
such lepton pair is found. There is no LD requirement in the categories of 1`+2τh
and 4`.
In all event categories, a set of pmissT filters are applied to remove events with
spurious pmissT due to instrumental effects such as calorimeter noise, beam halo,
badly reconstructed vertices, etc. The pmissT filters applied to both the recorded
and simulated data are listed in Table 5.10. Details about the pmissT filters can be
found in Ref. [65].
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Table 5.10: pmissT filters applied to collision data and to simulated events. A hy-
phen (−) indicates that the filter is not applied.
Filter name Applied to data Applied to simulation
Flag goodVertices X X
Flag globalTightHalo2016Filter X X
Flag HBHENoiseFilter X X
Flag HBHENoiseIsoFilter X X
Flag EcalDeadCellTriggerPrimitiveFilter X X
Flag BadPFMuonFilter X X
Flag BadChargedCandidateFilter X X
Flag eeBadScFilter X −
Flag ecalBadCalibFilter X X
5.3.7 Lepton mass veto
Events in any categories containing a pair of leptons passing loose selection cri-
teria with an invariant mass below 12 GeV are excluded in this analysis, because
these events are not well modeled in the MC simulated samples.
In order to further reject background events involving Z bosons, an addi-
tional requirement on the invariant mass of pairs of loose leptons is applied to
all event categories except 1` + 2τh and 2` + 2τh. Events would be vetoed if they
contain a pair of these leptons with the invariant mass less than 10 GeV away
from the Z boson mass (mZ = 91.2 GeV). In 2`ss and 2`ss + 1τh categories, the
Z-mass veto is applied only if the pair of leptons are electrons, since the muon
charge misidentification rate is negligibly small and the same-sign requirement
is sufficient to suppress Z→ µµ decays. In case of 3`, 3` + 1τh, and 4` categories,
the Z-mass veto is applied only if the lepton pair are SFOS.
For 3` and 4` categories, events are vetoed if they contains two SFOS pairs of
loose leptons and the invariant mass of these four leptons is less than 140 GeV.
This four-lepton mass veto is to avoid the potential overlap with other analyses
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targeting H→ ZZ∗ → 4` decay channels.
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5.4 Modeling of signal and background processes
Data events selected based on the criteria described in Section 5.3 are to be com-
pared with the predictions under either background-only or background-plus-
signal hypothesis. The estimation of ttH events in the signal region (SR) of each
event category is based on the MC simulation. Non-ttH events could be se-
lected in a SR if their final states contain the same number of genuine prompt
leptons and/or τh’s as required by an event category. Such processes are cate-
gorized as “irreducible” backgrounds. The other type of background, referred
to as “reducible” backgrounds, arises from mismeasurement of leptons or τh’s,
primarily in tt events. In such cases, a non-prompt muon or electron originating
from the decay of a hadron passes the tight lepton selection and is misidentified
as a prompt lepton, or a jet is misidentified as a prompt electron, muon, or τh.
In addition, in 2`ss and 2`ss + τh categories, backgrounds can also arise from
events containing a pair of opposite-sign leptons, in which one lepton charge is
mismeasured.
The irreducible and reducible backgrounds have comparable contributions
in 2`ss, 2`ss + 1τh, 3`, and 3` + 1τh categories. The reducible backgrounds are
dominant in the categories requiring two τh’s due to the relatively higher prob-
ability of misidentifying jets as τh’s. In the 4` category, backgrounds are mostly
of irreducible type.
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5.4.1 Background from misidentified leptons and τh’s
The reducible background due to misidentification of prompt leptons and τh’s,
referred to hereafter as “misidentified” or “non-prompt” background, is esti-
mated from data using the fake factor (FF) method. To apply the fake factor
method, an “application region” (AR) is defined in each event category. The se-
lection criteria for each AR are exactly the same as its corresponding SR except
that the lepton and τh selection requirements are relaxed to “fakeable” instead
of “tight” (c.f. Table 5.4, 5.3, and 5.6). Events that would be selected in the SR
are excluded from the AR in order to ensure the SR and AR are mutually exclu-
sive. The contribution of misidentified background in the SR is then estimated
by extrapolating from the AR based on fake factors.
The fake factor, denoted as fi, is defined as the probability of a misidentified
electron, muon, or τh to pass the tight selection given that it satisfies the fake-
able object selection criteria. The fake factors for electrons, muons, and τh’s are
measured in dedicated control regions referred to as “determination regions”
(DR). The DRs are chosen so that the selected fakeable object is unlikely to be
a genuine or prompt lepton or τh. The DRs for measuring electron and muon
fake factors are dominated by multijet events. For τh fake factors, the DR is
comprised of tt + jets events. The fake factors are parameterized as functions of
pT (cone-pT in case of leptons) and η. More details on lepton and τh fake factor
measurements are discussed in Appendix A.1 and A.2.
The extrapolation from AR to SR in each event category for misidentified
backgrounds is carried out by applying weights to events in the AR. The event
weight that is used to convert yields in the AR to the SR is computed based on
fake factors and the number of objects that fails the tight selections in the AR.
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For event categories with two objects, in a given pT (cone-pT in case of leptons)
and η bin, the number of events in the SR can be denoted as Npp and the number
of events in the AR is Np f +N f p+N f f . The subscript p and f stand for passing and
failing tight object selections, respectively. The order of the subscript matches
to that of selected objects in descending pT order. These four numbers can be
expressed in terms of the numbers of events in which both objects are prompt
(N11), one of the objects is non-prompt/fake (N10 and N01), and both are non-
prompt/fake (N00), as shown in Eq. 5.4.
Npp
Np f
N f p
N f f

=

12 1 f2 f12 f1 f2
1(1 − 2) 1(1 − f2) f1(1 − 2) f1(1 − f2)
(1 − 1)2 (1 − 1) f2 (1 − f1)2 (1 − f1) f2
(1 − 1)(1 − 2) (1 − 1)(1 − f2) (1 − f1)(1 − 2) (1 − f1)(1 − f2)


N11
N10
N01
N00

(5.4)
The efficiency of the a prompt object passing the tight selection is denoted as
i, and fi is the fake factor for the misidentified object. The index i indicates
the efficiency or the fake factor is for the i-th object. The above linear equation
can be simplified assuming the probability for a prompt object to fail the tight
selection is very small so that the contribution to the AR (Np f , N f p, N f f ) from
prompt objects is negligible compared to that from non-prompt/fake objects.
Therefore, Eq. 5.4 can be simplified to
Npp
Np f
N f p
N f f

=

12 1 f2 f12 f1 f2
0 1(1 − f2) 0 f1(1 − f2)
0 0 (1 − f1)2 (1 − f1) f2
0 0 0 (1 − f1)(1 − f2)


N11
N10
N01
N00

. (5.5)
Based on the equation above, N00, N10, and N01 can be expressed in terms of Np f ,
N f p, and N f f :
N00 =
N f f
(1 − f1)(1 − f2) (5.6)
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N10 =
Np f − f11− f1 N f f
1(1 − f2) (5.7)
N01 =
N f p − f21− f2 N f f
2(1 − f1) (5.8)
The number of events with both objects passing the tight selection due to non-
prompt/fake objects is
Nbkgpp = 1 f2N10 + 2 f1N01 + f1 f2N00
= 1 f2
Np f − f11− f1 N f f
1(1 − f2) + 2 f1
N f p − f21− f2 N f f
2(1 − f1) + f1 f2
N f f
(1 − f1)(1 − f2)
=
f1
1 − f1Np f +
f2
1 − f2Np f −
f1 f2
(1 − f1)(1 − f2)N f f (5.9)
The weight applied to an event in the AR for extrapolation in case of event
categories with two objects is therefore:
w2 =

f
1− f if one object fails the tight selection
− f1 f2
(1− f1)(1− f2) if both object fail the tight selection
(5.10)
Similar arguments can be made for event categories with three or more objects.
The generic event weight to estimate the non-prompt background in the SR
from events in the AR can be expressed as:
wFF = (−1)n f +1
np+n f∏
i=1

1 if object i passes the tight selection
fi
1− fi if object i fails the tight selection
(5.11)
np and n f are numbers of objects that pass tight selections and that fail tight se-
lections in an event, respectively. By applying event weights defined in Eq. 5.11
to data sample selected in the AR, an unbiased estimation of the non-prompt
background in the SR can be obtained. The estimation is further improved
by applying a correction to account for the contamination of irreducible back-
ground events selected in the AR. The correction is obtained from MC simula-
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tion by carrying out the same extrapolation to the simulated irreducible back-
ground events in the AR. The correction is applied by subtracting this extrapo-
lation from that obtained from data in the AR.
The FF method is applied as described above in 2`ss, 3`, 4`, 1` + 2τh, and
2` + 2τh categories. Since the misidentified background is estimated from data
with the FF method, selected leptons or τh’s of all MC simulated events in the SR
are required to be compatible with generator level prompt leptons or genuine
τh with ∆R < 0.2. This generator level matching requirement reduces contami-
nation from non-prompt objects in MC samples and avoids over-estimating the
misidentified background.
In 2`ss + 1τh and 3`+ 1τh categories, only background events due to misiden-
tification of electrons and/or muons are estimated using the FF method. There-
fore, in these two categories, only the electron and muon selection criteria are
relaxed to “fakeable” in the AR. The reweighting is not applied to the τh candi-
date. The background due to misidentifying jets as τh’s in these two categories
are estimated using MC simulated samples by matching the selected τh to the
generator level hadronic τ lepton. For each simulated signal and background
process, events are grouped based on MC matching results into genuine or fake
τh categories. This modified FF method allows ttH events that contains misiden-
tified τh are still treated as signals. Such events, which are mainly from H→WW
decays in the ttH process, amount to about 30% of the total signal events in these
categories. The analysis sensitivity is therefore optimized for the inclusive ttH
production rather than only the targeted final states in these two categories.
Closure tests are carried out to validate estimations of misidentified back-
grounds using the FF method. MC samples of tt + jets and QCD processes are
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Figure 5.1: Closure tests using simulated tt + jets events in the 1` + 2τh category.
Distributions of the number of jets (left) and leading τh candidate pT (right) ex-
trapolated from the AR using the FF method (“TT(FR)”, in blue) are compared
to those obtained directly from the SR (“Fakes MC”, in black).
used for the closure test. The simulated events selected in the AR of each event
category are extrapolated to the SR as described above. The extrapolation is
then compared to the events directly selected in the SR. An example of the clo-
sure test in the 1` + 2τh category is shown in Fig. 5.1, in which distributions of
the number of jets as well as pT of the leading τh candidate are plotted. Good
agreement between extrapolations from AR and events selected in the SR are
observed. The residual discrepancies are accounted for as systematic uncertain-
ties.
5.4.2 Background from lepton charge misidentification
In 2`ss and 2`ss + 1τh categories, a tt + jets event, in which two prompt opposite-
sign leptons can be produced from dileptonic decay of top quark pair, could
be mistakenly selected into the SR if the charge of either lepton is mismea-
sured. This background, referred to as “charge mismeasured” or “sign-flip”
background, is estimated from data control regions similarly as the estimation
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of misidentified background. Application regions are defined with the same
selection criteria as the signal regions of 2`ss and 2`ss + 1τh categories, except
charges of the two leptons are required to be different. Events in the sign-flip
AR are reweighted to estimate the contribution in the SR due to charge mismea-
surement. The event weight applied in the extrapolation is determined based on
the probability to misidentify lepton charges. For events in the 2`ss sign-flip AR,
either lepton charge could be mismeasured. The event weight for extrapolation,
i.e. the probability of such event to pass the SR event selection, is therefore the
sum of the charge misidentification rates of the two leptons. In case of events in
the 2`ss+1τh sign-flip AR, since the SR selection requires the τh and the leptons to
be of opposite charge, only one of the two leptons could potentially contribute
to the sign-flip backgrounds if its charge is misidentified. The event weight for
extrapolation is therefore set to the charge misidentification probability of the
lepton that has the same charge as the τh in the AR.
The charge misidentification rate is measured separately for electrons and
muons in Drell-Yan events (Z/γ∗ → ee, Z/γ∗ → µµ) in bins of pT and η. For an
electron, the charge misidentification rate varies roughly from 0.01% to 0.15%
depending on its pT and η. For a muon, the charge misidentification rate is
found to be negligible. More information on the measurement of lepton charge
misidentification rate can be found in Appendix A.3.
5.4.3 Background from photon conversion
An additional small reducible background, mostly relevant in 2`ss and 2`ss+1τh
categories, comes from tt production in association with either a real or a virtual
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photon (ttγ/γ∗). Such background events would be selected in the SR if the pho-
ton converts to an electron-positron pair, in which one of them carries most of
the energy while the other is too soft to be reconstructed. This background pro-
cess is suppressed effectively by the photon conversion veto and no missing
pixel hits of the electron track criteria required in fakeable and tight electron
selections (c.f. Table 5.4). In addition, the m`` > 12 GeV requirement in event
selections (c.f. Section 5.3.7) also helps to reduce tt events associated with a vir-
tual photon, since the electron or muon pair produced from the virtual photon
is usually of low mass. The remaining small background due to photon conver-
sions are modeled using MC samples.
5.4.4 Irreducible backgrounds
The main irreducible background process is the production of a pair of top
quarks associated with a W or Z vector boson (ttW or ttZ). They are sometimes
referred to together as ttV. The production of a top quark pair with two W
bosons (ttWW) is considered in this analysis as well. The production of a vector
boson pair (WZ, ZZ, WW) in association with jets also has considerable contri-
butions especially in the event categories with three or more leptons. Due to
the small cross section of the ttH signal process, backgrounds from relatively
rare standard model processes are also considered. These rare background pro-
cesses include the production of three vector bosons (WWW, WWZ, WZZ, ZZZ),
the single top production associated with a Z boson (tZq), the production of
two W bosons with same sign (WpWp), WW double scattering, and the produc-
tion of four top quarks (tttt). All irreducible backgrounds are modeled based on
MC simulations with their corresponding cross sections set to the SM predic-
93
tions. Total yields of these simulated processes are normalized according to the
amount of recorded data used in the analysis, except the ttW and ttZ processes.
These two background processes are not fixed to the SM expectations but deter-
mined from the fit during the signal extraction. Signal extraction strategies are
discussed in more details in Section 5.5.
In this version of the analysis, the production of a single top quark associated
with a Higgs boson (tH) is treated as a background. The tH MC sample is gener-
ated assuming destructive interference between the two underlying processes
based on the standard model prediction.
5.4.5 Data-to-MC corrections
Potential differences in e.g. detector response and algorithm performance be-
tween collision data and simulations need to be accounted for to improve mod-
eling of signal and background processes using MC simulations. In addition to
corrections to the energy scale and resolution of reconstructed physics objects as
discussed in Chapter 4, each simulated event is reweighted by an event weight,
which is calculated per event as a product of several scale factors that account
for different effects described below.
Pileup
To mimic the pileup condition at the LHC, simulated hard scattering processes
in MC samples are mixed with minimum bias events. The number of the min-
imum bias events is drawn randomly for each event from an expected pileup
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distribution. The expected pileup distribution, however, does not always match
exactly the pileup distribution measured in the recorded data. The isolation cri-
teria required in the physics object selections as described in Section 5.2 are de-
signed to mitigate the pileup effect on the analysis. To further account for the
difference in pileup between data and simulation, a scale factor is determined
from the ratio of the measured pileup distribution to that in MC samples. Each
simulated event is then reweighted using this scale factor.
Trigger efficiency
The high-level triggers listed in Table 5.7 are applied in both data and simulated
events. Lepton trigger efficiencies are determined in both data and simulations.
To measure trigger efficiencies in data events, a trigger requiring missing trans-
verse momentum above a certain threshold is used to record data for this mea-
surement. The pmissT trigger is uncorrelated with the lepton triggers used in all
analysis categories, therefore no trigger bias is introduced in the measurement.
Trigger efficiencies in data and simulation are found to be generally consistent.
The small discrepancy is corrected by trigger scale factors, which are calculated
from the ratio of the trigger efficiency in data to that in the simulation. Trigger
efficiencies, thus trigger scale factors, are parameterized as a function of lepton
flavor, multiplicity, and leading lepton pT in the event. The trigger scale fac-
tors and their uncertainties are summarized in Table 5.11 for event categories
using single-, double-, and/or triple-lepton triggers. In the 1` + 2τh category,
an additional complication is introduced by the combination of single-lepton
triggers and lepton-τh cross triggers. Efficiencies to pass the single lepton trig-
gers (L), the lepton leg of the lepton-τh cross triggers (`), and the τh leg of the
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Table 5.11: Trigger efficiency scale factors applied to simulated events for
2`ss(+1τh), 3`(+1τh), and 4` categories.
Lepton type Leading lepton pT Scale factor
2 µ
pT < 35 GeV 0.972 ± 0.006
pT ≥ 35 GeV 0.994 ± 0.001
e + µ
pT < 35 GeV 0.952 ± 0.008
35 ≤ pT < 50 GeV 0.983 ± 0.003
pT ≥ 50 GeV 1.000 ± 0.001
2 e
pT < 30 GeV 0.937 ± 0.027
pT ≥ 30 GeV 0.991 ± 0.002
≥ 3 ` − 1.000 ± 0.050
cross triggers (τ) are measured as a function of pT and η in Z/γ∗ → ee, µµ, ττ
events using the tag-and-probe [83] method. The efficiency of a 1` + 2τh event
to pass the combination of these triggers can be expressed in terms of L, `, τ1,
and τ2, where τ1 and τ2 denote the τh with the highest and second highest pT,
respectively. The efficiency , expression of which is given in Eq. 5.12, depends
on which trigger the event fires. The equation takes into account that either or
both τh’s could fire the τh leg of the cross trigger and that the efficiency of the
standalone lepton trigger is not necessarily always lower than the lepton leg of
the cross trigger.
 =

L −min(L, `) × (1 − (1 − τ1)(1 − τ2)) if only the single lepton trigger fires
(` − L) × (1 − (1 − τ1)(1 − τ2)) if only the cross-trigger fires
min(L, `) × (1 − (1 − τ1)(1 − τ2)) if both triggers fire
(5.12)
The trigger efficiencies in both data and simulation can be computed separately
following the above equation, and the trigger scale factor in the 1`+2τh category
is given by their ratio.
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Lepton selection efficiency
Muon and electron selection efficiencies are measured separately in data and
MC simulation using the tag-and-probe method as a function of pT and η in tt +
jets events. The total selection efficiency for a signal lepton is factorized into two
components: the efficiency of a reconstructed lepton to pass the loose selection
criteria and the efficiency of a loose lepton to pass the tight selection criteria.
In case of the latter, the efficiency is measured separately with and without the
lepton charge quality requirement for event selections in 2`ss(+1τh) and other
categories, respectively. The measured efficiency of loose muons or electrons to
pass the tight selection with charge quality requirement as a function of pT in
different η bins are shown in Fig. 5.2. The ratio of the overall selection efficiency
in data to that in MC simulation is calculated for each lepton. The scale factor
for reweighting each simulated event is then obtained as the product of these
per-lepton ratios.
Selection efficiency of τh
The efficiency of a τh candidate to pass the tight selection criteria are measured
in Z/γ∗ → ττ and tt → bνµbντ events using the tag-and-probe method. Details
of the τh selection efficiency measurement can be found in Ref. [63]. The ratio
of the efficiency measured in data and in simulation is found to be different for
different τh MVA ID working points. The ratio or scale factor, given in Table 5.12,
is applied to each τh candidate if it matches to a genuine hadronic τ decay on
generator level.
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Figure 5.2: Lepton selection efficiencies as functions of pT of loose muon and
electron to pass the corresponding tight selection criteria. Muon efficiencies in
0 ≤ |η| < 0.4 (left) and 0.4 ≤ |η| < 0.8 (right) regions are shown on the top row.
Electron efficiencies in 0 ≤< |η| < 0.74 and 0.74 ≤ |η| < 1.479 regions are on the
bottom row. Efficiencies measured in recorded data and MC simulated Drell-
Yan (DY) samples are shown in black and blue markers, respectively. Data-to-
MC ratios are also shown.
b tagging
The distribution of b tagging discriminants described in Section 4.7 may not be
exactly the same in data and in simulation due to imperfect modeling of some
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Table 5.12: Scale factors of τh selection efficiencies for Very-loose, Loose, and
Medium τh MVA ID working point.
τh MVA ID WP Scale factor
Very-loose 0.85 ± 0.05
Loose 0.89 ± 0.05
Medium 0.89 ± 0.05
input variables e.g. the impact parameter significance. In order to correct the
potential distortion of b tagging discriminant distributions in simulated events,
a per jet data-to-MC scale factor is obtained for each jet in an event. The per jet
scale factor is the ratio of the b tagging efficiency in data to that in simulation,
parameterized as a function of jet pT, η, flavor, and the b tagging discriminant.
Measurement of b tagging efficiencies in both data and simulation are detailed
in Ref. [58]. The per event scale factor is computed by multiplying all per jet
scale factors of selected jets in the event.
5.4.6 Background control regions
The modeling of background processes are validated in several control regions.
These control regions are defined to be orthogonal to all signal regions and are
designed to have dominant contributions from major background processes.
Collision events in recorded data selected in these control regions are compared
to estimations based on simulated samples and the FF method. Good agree-
ments are observed in all control regions.
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1` + 2τhss control region
Event selection criteria for the 1`+2τhss control region are the same as the 1`+2τh
SR, except the two τh’s are required to be of the same sign instead of opposite
sign. Figure 5.3 shows the total event yield and the distribution of di-τh invari-
ant mass in this control region.
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Figure 5.3: Event yields (left) and the distribution of di-τh invariant mass (right)
in the 1` + 2τhss control region.
ttW control region
Event selection criteria for the ttW control region are based on those of the 2`ss
category. The only difference is that instead of requiring at least 4 jets, exactly
3 selected jets are required for events selected in this control region. The distri-
bution of transverse missing momentum EmissT as well as events yields in each
2`ss sub-categories (c.f. Section 5.5.2) are shown in Fig. 5.4. The “bt” and “bl”
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in the plot stand for “b-tight” and “b-loose” sub-categories, respectively. Event
sub-categorization in 2`ss and 3` categories is described in Section 5.5.2.
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Figure 5.4: The EmissT distribution (left) and event yields in 2`ss sub-categories
(right) in the ttW control region.
ttZ control region
Event selection criteria defined in the ttZ control region are the same as the 3`
SR, except that events with a pair of SFOS leptons within 10 GeV of the Z boson
mass are selected instead. The left plot in Fig. 5.5 shows the EmissT distribution
in this control region, and the plot on the right is a distribution of the dilepton
mass that is closest to the Z boson mass in the event.
WZ control region
Event selection criteria for the WZ control region are based on the 3` SR. The Z
mass requirement in the 3` SR is inverted . In addition, the b tag requirement is
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Figure 5.5: Distributions of EmissT (left) and dilepton mass that is closest to the
mass of a Z boson in the ttZ control region.
also inverted, i.e. events selected in the this control region are required to have
at most one loose b-tagged jets. Distributions of EmissT and the number of selected
jets in both data and the MC-based estimation are shown in Fig. 5.6.
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Figure 5.6: Distributions of EmissT (left) and the number of selected jets (right) in
the WZ control region.
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5.5 Signal extraction
The ttH cross section is measured in terms of the signal strength modifier
µttH = σ/σSM, whereσ andσSM are the measured and SM predicted cross section,
respectively. In order to enhance the sensitivity of the analysis, a discriminat-
ing observable is defined for each event category to maximize the separation
between signal and background processes. The ttH signal strength is extracted
from distributions of these discriminating observables by a binned maximum
likelihood fit. The discriminating observable in each event category is described
in more details in Section 5.5.1. Statistical treatments for extracting the signal
strength is discussed in Section 5.5.2.
5.5.1 Discriminating observables
In each event category except 4`, the discriminating observable is defined based
on the output of boosted decision trees. Dedicated BDTs are trained in each
event category on simulated events. In the event category with at least one
hadronic taus (i.e. 1` + 2τh, 2`ss + 1τh, 3` + 1τh, or 2` + 2τh categories), one BDT
is trained using simulated ttH samples as the signal and the sum of major back-
ground processes (ttW, ttZ, and tt + jets) as the background. Each background
process is weighted based on its relative event yields after event selections in
each category. In the 2` or 3` category, two separate BDTs are trained to dis-
criminate the ttH signal against ttW and ttZ backgrounds and against the tt + jets
background. Due to the limited number of selected events in the 4` category,
the signal extraction is based on total event yields in this category instead of a
distribution.
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Observables that can reflect the difference in kinematic features between sig-
nal and background processes are chosen as input variables for these BDTs. In
different event categories, different sets of input variables are selected to opti-
mize the BDT performance. The total number of input variables for each BDT
is adjusted based on the number of simulated training events available in each
category to avoid overtraining. BDT input variables used in each category are
summarized in Table 5.13. Definitions of these variables are given below. The
symbol `, τ, and j stand for a lepton (e or µ), a hadronic τ, and a jet, respectively.
The subscript 1 and 2 indicates the object is the one with the highest (“leading”)
or the second highest (“trailing”) pT (cone-pT in case of a lepton), respectively.
• cone-p`T: cone-pT of a lepton.
• max(|η`|): maximum |η| among all leptons.
• | cos θτ1 |: absolute value of cosine of the leading τh’s polar angle.
• ∆R(x, y): angular distance in η-φ coordinates between an object x and an
object y.
• ∆Rss(x, y): same as ∆R(x, y) except object x and y are required to be of the
same sign.
•
〈
∆Rjj
〉
: average angular distance between selected jets.
• 〈∆R`τ〉: average angular distance between a lepton and a τh.
• min(∆R(τ, j)): minimum angular distance between any τh and a selected
jet.
• m`τ: mass of a lepton and the leading τh.
• mvisττ : mass of the hadronic tau pair.
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Table 5.13: Variables used in the event-level BDT classifiers in each event cat-
egory to discriminant the ttH signal against ttW, ttZ, and tt + jets background
processes.
Category 1` + 2τh 2`ss + 1τh 2` + 2τh 3` + 1τh 2`ss 3`
tt ttV tt ttV
cone-p`1T X X X X X
cone-p`2T X X X X
max(|η`|) X X X X X X
pτ1T X X X X
pτ2T X X
| cos θτ1 | X X
pmissT X X X
∆R(`1, j) X X X X X X X X
∆R(`2, j) X X X X X
∆R(`1, `2) X X
∆R(τ1, τ2) X X
∆R(τ1, j) X X X
∆R(τ2, j) X
∆R(`1, τ1) X X
∆R(`2, τ1) X
∆Rss(`, τ) X
min(∆R(τ, j)) X〈
∆Rjj
〉
X X X
〈∆R`τ〉 X
m`1T X X X X X X
m`2T X
m`1τ X
m`2τ X X
mvisττ X X
mbb X X
q`1`2 X
N j X X X X X X
Nb X X
Dthad X X X
Hadronic top pT X X
DHj X
DMEM X X
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• mbb: mass of the two leading b-tagged jets. In the 2`ss(3`) + 1τh category,
the medium (loose) working point is used. In case there are no such b-
tagged jet pair, this variable is set to -1. Other event categories do not use
this input variable.
• m`T: transverse mass of a lepton. The lepton’s transverse mass is defined as
m`T =
√
2p`Tp
miss
T (1 − cos ∆φ), where ∆φ is the difference in azimuthal angles
between the lepton and the missing transverse momentum ~p missT .
• q`1`2 : relative sign of the leading and trailing lepton charges.
• N j: number of selected jets.
• Nb: number of loose b-tagged jets.
• Dthad : a BDT-based hadronic top tagger. This BDT classifier computes the
likelihood of a jet triplet to be compatible with hadronic top decay prod-
ucts. All possible combinations of jet triplets in an event are evaluated.
For each jet triplet, one jet is labeled as the b jet candidate, and the other
two are labeled as jets produced from hadronic W boson decay. The clas-
sification uses information including kinematics, b tagging discriminant
of the b jet candidate, and quark-gluon likelihood discriminant of the W
jet candidates. The jet triple with the highest BDT output is labeled as the
hadronic top (thad) candidate. The discriminant value of this jet triplet is
used as an input variable to the event-level BDT. The transverse momen-
tum of the reconstructed hadronic top candidate is used in the event-level
BDT as well.
• DHj: a BDT-based classifier to quantify the likelihood of a jet originating
from H → WW decay (Higgs jet or Hj), in which one W boson decays
hadronically. This classifier exploits jet kinematic and identification prop-
erties including b tagging and quark-gluon jet likelihood discriminants. It
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also uses information regarding angular separations between the jet and
leptons in the event. Each jet in an event is evaluated excluding those
in the jet triplet tagged as the hadronic top candidate. The highest BDT
output is used as an input variable to distinguish ttH signal from ttV back-
ground in the 2`ss category.
• DMEM: discriminants based on the matrix element method [84–87]. The
matrix element method combines theoretical inputs on signal and back-
ground cross sections with experimental effects such as detector resolu-
tions. More detailed discussions on the implementation of MEM discrim-
inants specifically in the context of ttH multi-lepton analysis can be found
in Appendix A of Ref. [26].
Extra variables that are sensitive to tau helicity states may be added to fur-
ther improve the signal extraction. Discussions on these variables can be found
in Appendix B.
5.5.2 Statistical analysis
The statistical treatment follows procedures documented in Ref. [88]. The pre-
dicted distributions of the signal process, scaled by µ, together with background
processes are fitted to distributions obtained from data using a binned maxi-
mum likelihood (ML) fit.
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Maximum likelihood fit
The likelihood function L is defined as
L(data | µ, θ) = Poisson (data | µ, θ) · ρ(θ|θ˜). (5.13)
In the above equation, “data” can be either recorded data from experiments
or toy data generated from statistical models. The parameter µ is the signal
strength modifier and is the parameter of interest (POI). Systematic uncertain-
ties are accounted for via nuisance parameters, the full collection of which is
represented by θ in Eq. 5.13.
For a binned likelihood, the term Poisson (data | µ, θ) is a product of Poisson
probabilities
Poisson (data | µ, θ) =
∏
i
(µsi(θ) + bi(θ))ni
ni!
e−µsi(θ)−bi(θ). (5.14)
The number of events in bin i of the discriminating observable distribution is
denoted as ni in the above equation, and the product includes all bins in all
event categories. The predicted signal and background yields in each bin i are
represented by µsi(θ) and bi(θ), respectively.
The function ρ(θ|θ˜) in Eq. 5.13 is the probability density function (pdf ) of nui-
sance parameters. It parameterized all sources of systematic uncertainties. The
parameter θ˜ represents the collection of the best estimated value of these nui-
sance parameters. These uncertainties are assumed to be either fully correlated
or uncorrelated,1 so that ρ(θ|θ˜) can be factorized into pdf s of individual nuisance
parameters:
ρ(θ|θ˜) =
∏
k
ρ(θk|θ˜k). (5.15)
1Partially correlated uncertainties are either factorized into fully correlated and uncorrelated
sub-components, or are treated as fully correlated or uncorrelated, whichever is more appropri-
ate or conservative.
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The best estimated value θ˜k of a nuisance parameter θk for a certain type of un-
certainty k is usually obtained from some auxiliary measurements or calcula-
tions.
The choice of a nuisance parameter pdf depends on the type of the uncer-
tainty. For an uncertainty that only affects the overall normalization of a pro-
cess, a log-normal distribution is used as the nuisance parameter’s pdf, unless
the uncertainty is of statistical origin, in which case a Gamma distribution is
used instead. One example of the latter scenario is when event yields of a pro-
cess are estimated by extrapolating from a sideband with limited amount of
data. There could also be nuisance parameters that are unconstrained by any
prior assumptions. In this case, a log-uniform distribution is used. In addition,
some uncertainties could distort the shape of the discriminating observable dis-
tribution. These uncertainties, represented by Gaussian pdf s, are incorporated
and evaluated in the likelihood function using the vertical morphing technique.
A detailed description of the vertical morphing technique can be found in Sec-
tion 4 of Ref. [89].
The best fit signal strength modifier is determined by maximize the likeli-
hood function L(data | µ, θ). A test statistic qµ can be defined based on the log
likelihood ratio:
qµ = −2 ln L(data | µ, θˆµ)L(data | µˆ, θˆ) , (5.16)
where µˆ and θˆ are the maximum likelihood estimators of µ and θ, and θˆµ max-
imize the likelihood function for a given µ. By definition, qµ is at its minimum
value 0 when µ is the best fit value. Given that the test statistic qmu is expected
to approximately following a χ2 distribution, the one sigma uncertainty of the
POI µ is obtained by varying around its best fit value until the test statistic qµ
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increases to 1.
Binning strategy
Distributions of discriminating observables in all event categories are binned for
signal extractions. The binning strategy is individually optimized in each cat-
egory, aiming to improve the analysis sensitivity while ensure that the relative
statistical uncertainty of total background yields in each bin does not exceed
30%.
As mentioned in Section 5.5, two event-level BDTs are used for the signal
extraction in the 2`ss or 3` category. The 2D distribution of BDT outputs in ei-
ther category is converted into 1D binned distribution before combining with
other categories in the maximum likelihood fit. A binning map is used in each
category to determine the bin number in the 1D distribution given the two BDT
outputs of an event. The binning map is produced using simulated training
events. A 2D signal-over-background likelihood ratio distribution is obtained
by dividing the normalized 2D BDT distribution of ttH events by that of major
backgrounds. The background distribution on the denominator contains events
from simulated ttV and tt+jets processes, weighted by their relative event counts
after event selections in the corresponding event category. A 1D likelihood ratio
distribution for backgrounds can then be obtained by looping over all back-
ground events and looking up their corresponding likelihood ratios. The bin-
ning is determined based on quantiles of the background 1D likelihood ratio
distribution, and the binning map is generated by associating these quantiles to
boundaries in the 2D phase space of the BDT outputs. The number of bins is set
to eleven and six for 2`ss and 3` categories, respectively.
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In the 2`ss+1τh category, the discriminating observable distribution is binned
into eleven bins based on quantiles of the non-prompt background distribution.
The binning in the 3`+1τh category is based on quantiles of the total background
distribution, and the number of bins is set to six in this category. Equal sized
bins are used in event categories with two τh’s. The number of bins are set to
seven for 1` + 2τh and four for the 2` + 2τh category.
Subcategory
Because there are enough number of events selected in 2`ss and 3` categories,
the sensitivity of the analysis can be improved by further splitting the events
into sub-categories based on lepton flavors (e or µ), charges (+ or −), and b
tagging requirements (“b-tight” (bt) if there are at least two medium b-tagged
jets, “b-loose” (bl) otherwise). Doing so takes advantage of different signal-
to-background ratios among these sub-categories. In general, identification ef-
ficiencies are lower and misidentification rates are higher for electrons than
muons. Several background processes produced in proton-proton collisions,
such as ttW, WZ, W+jets, and signal top productions, more often contain pos-
itively charged leptons while this is not true for ttH signal events. In addi-
tion, there are generally fewer reconstructed b-tagged jets in non-prompt back-
grounds due to lepton misidentification compared to ttH signal events.
Treatment of ttW and ttZ backgrounds
As discussed in Section 5.4.4, ttW and ttZ background processes are predicted
based on MC simulated samples. The overall normalization of these processes
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could be scaled to match the total amount of data used in the analysis based
on their cross sections predicted by the standard model. However, both ttW
and ttZ cross sections measured by CMS at 13 TeV exceed the standard model
expectation by about one sigma [90]. In order to avoid potential bias to the ttH
signal rate, the overall normalization of ttW and ttZ processes are allowed to
scale freely by their strength modifiers µttW and µttZ in the fit. The ttW and ttZ
enriched control regions are included in the signal extraction to better constrain
these two parameters, and µttW and µttZ are determined simultaneously with the
ttH signal strength modifier µttH from the maximum likelihood fit.
The ttWW background has a small contribution and is assumed to scale the
same way as the ttW background.
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5.6 Systematic uncertainties
Several theoretical and experimental uncertainties can lead to imperfect model-
ings of signal and background processes, varying either the overall normaliza-
tion or the shape of the discriminating variable distribution. These systematic
uncertainties are incorporated in the signal extraction as nuisance parameters
in the likelihood function discussed in Section 5.5.2.
Signal process
The standard model expected ttH cross section is relevant for the result of this
analysis, since the ttH cross section is measured in terms of the signal strength
modifier. The theoretical uncertainty associated with the expected ttH cross sec-
tion, calculated at NLO accuracy, is +6.8%−10.0%. This uncertainty accounts for the
+5.8%
−9.3%
uncertainty due to missing higher order calculation in the perturbative expan-
sion as well as 3.6% from uncertainties in parton distribution functions (PDFs)
and αs [4]. Uncertainties in the Higgs boson branching ratios to a pair of vector
bosons (W or Z) and a pair of τ leptons amount to 1.5% and 1.7% [4], respec-
tively. Uncertainties in renormalization and factorization scales are accounted
for by varying these scales independently by a factor of 2 and 1/2 with respect
to their nominal values [4].
Background processes
No theoretical uncertainty is necessary for the ttZ and ttW(W) backgrounds,
since their contributions are determined from the fit. Effects on the shape of the
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discriminating observable for ttZ and ttW(W) backgrounds due to uncertainties
of theoretical origins are negligible.
A 100% uncertainty is assigned to the WZ cross section in all event cate-
gories except 3`. This conservative value is chosen because it is concerned that
the accurate theoretical calculation of WZ cross section, supplemented by mea-
surements from both ATLAS and CMS at the LHC [91, 92], does not necessarily
apply to the ttH signal region, in which the presence of multiple light and heavy
flavored jets is required. As for the 3` category, in which the WZ process has a
larger contribution, its normalization is studied more carefully in the WZ con-
trol region. The WZ contribution in the 3` signal region is constrained based on
the control region extrapolation. An overall uncertainty of 50% is assigned to it
in this category.
Uncertainties in the non-prompt background arise from uncertainties in the
measured fake factors as well as imperfect extrapolations using the Fake Fac-
tor method. The latter is evaluated based on the closure test as described in
Section 5.4.1. Uncertainties in the fake factor measurement include the statisti-
cal uncertainty of the sample used in the measurement as well as estimations
of prompt contamination in the DR. Both the normalization and the shape of
the misidentified background are affected by these uncertainties. The normal-
ization uncertainty is 50% in 1` + 2τh and 2` + 2τh categories, and is about 30%
in other event categories with zero or one τh. Effects on the shape of the dis-
criminating observable distribution are evaluated by varying the fake factors
independently. In 2` + 1τh and 3` + 1τh categories, the data-driven misidenti-
fied background estimation using the FF method only accounts for background
events due to misidentification of leptons, and the background due to misiden-
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tification of τh’s is estimated in simulated events based on generator level object
matching. As a result, an additional 30% uncertainty on τh fake factors in simu-
lation is assigned to the ttH and irreducible background MC events that contain
a misidentified τh.
A 50% uncertainty is assigned to other minor irreducible background pro-
cesses estimated using MC simulation. Uncertainties of photon conversion
background and the background due to electron charge misidentification in 2`ss
and 2`ss + 1τh categories both amount to 30%.
Trigger efficiency
Uncertainties associated with trigger efficiency scale factors for event categories
using lepton triggers are listed in Table 5.11. The trigger scale factor uncertainty
varies between 1 − 3% depending on the number of leptons, lepton flavors, and
leading lepton pT in an event. In the 1` + 2τh category, efficiency sale factors
of single-lepton triggers and lepton-τh cross triggers are measured to have 3%
uncertainties.
Lepton and τh selection efficiency
The uncertainty in the efficiency of a muon passing the tight selection is about
3%. For an electron, the selection efficiency has an uncertainty of 3% if its pT
is greater than 25 GeV, and 5% uncertainty otherwise. An uncertainty of 5% is
assigned to τh reconstruction and identification efficiencies [63].
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Jet and τh energy scale
The uncertainty in the jet energy scale is a few percent depending on pT and η of
the jet. The τh energy scale is measured with an uncertainty of 1.2% [63]. Both
jet and τh energy scale uncertainties change the shape of the discriminating ob-
servable distribution. Their effects are evaluated by varying energies of all jets
or τh’s within their corresponding energy scale uncertainties and reprocessing
all events. The change of energy scale is also propagated to the calculation of
missing transverse momentum.
b tagging efficiency and mistag rate
Uncertainties in b tagging efficiency and mistag rate are split into individual
sources and are parameterized as a function of jet pT and η [60]. Their impacts
on the analysis result are evaluated by separately varying the corresponding
data-to-MC scale factors.
Integrated luminosity
The uncertainty on the integrated luminosity for data recorded in 2017 is
2.3% [93].
Major systematic uncertainties, as well as their impact on the fitted ttH signal
strength modifier, are summarized in Table 5.14. The impact on signal strength
modifier (∆µ/µ) is the relative variation of the signal rate due to shifting the sys-
tematic source by its corresponding uncertainty. Impacts on the signal strength
modifier for the analysis based on 2017 data set as well as for 2016 and 2017
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Table 5.14: Summary of the main sources of systematic uncertainty and their
impact on the measured signal rate.
Source Uncertainty [%] ∆µ/µ [%] (2017) ∆µ/µ [%] (Comb.) Correlated
Theoretical sources ≈ 8 8 9 Yes
e, µ selection efficiency 3–5 4 3 Yes
τh selection efficiency 5 3 5 Yes
τh energy calibration 1.2 1 2 Yes
b tagging efficiency 2–15 10 5 Partially
Jet energy calibration 2–15 3 3 Yes
Fake background yield ≈ 30–50 17 9 Partially
combined analysis are shown in the table.
For the purpose of combining the 2016 and 2017 data sets, most system-
atic uncertainties are considered to be correlated between the two years. A few
exceptions include uncertainties in trigger efficiency, b tagging, integrated lu-
minosity, and non-prompt background rate. For b tagging uncertainties, only
non-statistical sources are correlated while others are treated as uncorrelated
between the two years. Regarding uncertainties in non-prompt backgrounds,
contributions from uncertainties in lepton fake factor measurements are treated
as correlated, while uncertainties from closure tests are uncorrelated. The un-
certainty in the τh fake factor measurement is dominated by statistical uncer-
tainties due to the limited number of data events in the determination region.
Therefore, it is considered to be uncorrelated between the two years. The cor-
relation treatment of major sources of systematic uncertainties are indicated in
the last column of Table 5.14.
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5.7 Results
The ttH signal strength modifier µ is determined by a maximum likelihood
fit using data recorded in 2017, corresponding to an integrated luminosity of
41.5 fb−1. Distributions of the discriminating observable in all event categories
(except 4`) after the fit are shown in Fig. 5.7 and 5.9. Post-fit distributions of the
discriminating observable in the ttW and ttZ control regions are also shown in
Fig. 5.8. Event yields in all categories after the fit are summarized in Table 5.15.
In each category, the total number of expected events, indicated as “SM expec-
tation” in the table, is computed by summing up predicted yields of both signal
and background processes. The expected total number of events in each cat-
egory is consistent with the observed number of events from data within the
uncertainties.
The observed (expected) ttH signal strength modifier extracted from the ML
fit is µ = 0.75+0.46−0.43 (1.00
+0.39
−0.35), combining all seven event categories. The observed
µ agrees with the standard model expectation within its uncertainties. The ob-
served (expected) significance of the excess over background-only hypothesis
(i.e. no ttH) is 1.7σ (2.9σ).
The ttH signal strength modifier can also be extracted in each event category
individually by allowing different µ values in different categories. The best fit µ
values in individual event categories, together with the result combining all cat-
egories, are shown in Fig. 5.10 and Table 5.16. For the fit in the 2`+ 2τh category,
a lower boundary of zero on the µ range is enforced to avoid the divergence
in the fit due to very low number of entries in some bins of the discriminating
observable distribution. The observed signal strength modifiers in individual
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categories are compatible with the SM expectation and with each other. As in-
dicated in Fig. 5.10 and Table 5.16, the sensitivity of the analysis is mostly driven
by 2`ss, 3`, and 2`ss + 1τh categories, while 2` + 2τh, 3` + 1τh, and 4` categories
are statistically limited.
As discussed in Section 5.5.2, the overall normalization of ttW and ttZ back-
grounds are parameterized by µttW and µttZ, respectively. They are determined
in the fit simultaneously with the ttH signal strength modifier. The observed
(expected) values are µttW = 1.42+0.34−0.33 (1.00
+0.27
−0.24) and µttZ = 1.69
+0.39
−0.33 (1.00
+0.24
−0.21), both
of which follows the same trend as reported in the measurement by CMS on ttW
and ttZ cross sections [90].
The result on ttH cross section measurement based on the 2017 data set is also
combined with that based on the 2016 data set, corresponding to an integrated
luminosity of 35.9 fb−1. The strategy of the analysis with the 2016 data set is
similar to the analysis described in this thesis. More details on the analysis with
2016 data set can be found in Ref. [26]. Correlations of systematic uncertain-
ties between data sets of the two years are discussed at the end of Section 5.6.
The normalization of ttW and ttZ backgrounds are allowed to freely float and
are determined from the fit. The combination of 2016 and 2017 results yields an
observed (expected) ttH signal strength µ = 0.96+0.34−0.31 (1.00
+0.30
−0.27). The observed (ex-
pected) significance of the ttH signal is 3.2σ (4.0σ). The combined result agrees
very well with the SM predicted ttH production cross section.
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Figure 5.7: Distributions of discriminating observables after the fit in 2`ss (left)
and 3` (right) categories.
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Figure 5.8: Distributions of discriminating observables after the fit in ttW (left)
and ttZ (right) control regions.
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Figure 5.9: Post-fit distributions of discriminating observables in 1` + 2τh (top
left), 2`ss + 1τh (top right), 3` + 1τh (bottom left), and 2` + 2τh (bottom right)
categories.
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Figure 5.10: Measured ttH signal strength modifiers for individual event cat-
egories and for the combination of all event categories using 41.5 fb−1 data
recorded in 2017.
Table 5.16: Measure and expected ttH signal strength modifiers in each event
category and with all seven categories combined using data recorded in 2017.
The 2017 result is also combined with that obtained using data recorded in 2016.
The result combining two years is shown in the last row of the table.
Signal Strength ±1σ
Category Measured Expected
1` + 2τh 1.40+1.24−1.14 1.00
+1.14
−0.93
2`ss 0.87+0.62−0.55 1.00
+0.53
−0.49
2`ss + 1τh 1.13+1.03−1.11 1.00
+0.93
−0.80
2` + 2τh 0.00+1.29−0.00 1.00
+2.63
−1.56
3` 0.29+0.82−0.62 1.00
+0.59
−0.52
3` + 1τh −0.96+1.96−1.33 1.00+1.91−1.37
4` 0.99+3.31−1.69 1.00
+2.41
−1.72
Combined 2017 0.75+0.46−0.43 1.00
+0.39
−0.35
Combined 2016+2017 0.96+0.34−0.31 1.00
+0.30
−0.27
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CHAPTER 6
CMS LEVEL-1 TRACK TRIGGER UPGRADE FOR THE HL-LHC
This chapter presents a proposed hardware-based track trigger system for fu-
ture CMS detector at the High-Luminosity LHC (HL-LHC). The upgraded de-
tector is expected to maintain or exceed the current performance under the
very challenging condition at the HL-LHC. Section 6.1 and 6.2 introduces the
planned HL-LHC and the CMS Phase-2 upgrade, motivating the necessity of
adding tracking information to the Level-1 trigger. Section 6.3 focuses on one
approach, named “Tracklet”, for realizing Level-1 tracking. The algorithm, im-
plementation, performance, and a hardware demonstrator of the Tracklet ap-
proach are described in details in this section. A summary is given in Section 6.4.
6.1 High-Luminosity LHC
The LHC is going to operate for another three years from 2021 to 2023 (Run
3), before undergoing major upgrades during the so-called Long Shutdown 3
(LS3) starting from 2024. The upgraded collider complex, High-Luminosity
LHC, will collide proton bunches at a center-of-mass energy of 14 TeV every
25 ns. The instantaneous luminosity of the HL-LHC is expected to be up to
7.5 × 1034 cm−2s−1 [94], which corresponds to an average number of pileup up
to 200. The LHC and HL-LHC timeline, together with collision energies and
luminosities, is summarized in Fig. 6.1. By the end of the HL-LHC operation,
the integrated luminosity is expected to be 3000 fb−1, which is ten times that
expected over the lifetime of the LHC. The HL-LHC will greatly benefit de-
tailed studies of Higgs boson properties and also expand the physics potential
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for discovering new physics beyond the standard model. However, the harsh
condition at the HL-LHC, in particular the high pileup, makes it very challeng-
ing to build a detector that can fully exploit the delivered physics potential. In
order for CMS to keep providing high quality data in the era of HL-LHC, all
CMS subsystems will be substantially upgraded during LS3, referred to as the
CMS Phase-2 Upgrade [95].
Figure 6.1: LHC/HL-LHC operation and upgrade timeline [96]. The center-
of-mass energy and instantaneous luminosity during each period are indi-
cated in the figure. The nominal instantaneous luminosity of the LHC is
1.0 × 1034 cm−2s−1. The total amount of data in terms of integrated luminosi-
ties at the end of each operation period are also shown.
The HL-LHC pileup condition is especially challenging for the CMS trigger
system to select data that are of interest for further studies. As mentioned in
Section 3.2.7, CMS adopts a two-level trigger system: the hardware-based level-
1 (L1) trigger currently using only information from calorimeters and the muon
system, and the software-based high-level trigger (HLT). Under the HL-LHC
pileup condition, the current L1 trigger would not be able to handle the high
data rate from the front end, and its output trigger rate would be unsustain-
ably high. Attempts to lower the trigger rate by significantly increasing trigger
thresholds not only would limit the physics potential by reducing the trigger ef-
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ficiency for the physics of interest, but also would be insufficient. The planned
Phase-2 L1 trigger will have a higher L1 trigger maximum rate of 750 kHz (cur-
rently 100 kHz) and an increased latency budget of 12.5 µs (currently 3.2 µs). In
addition, the charged particle tracking information will be integrated into the
L1 trigger. Tracking at L1 trigger provides extra handles for managing the trig-
ger rate in a high pileup environment. It also helps to improve pT resolutions
and identifications of various L1 objects, as well as providing additional vertex
and track isolation information for triggering on hadronic activities.
Figure 6.2: Left: L1 single muon trigger rate as a function of trigger pT thresh-
olds; Right: the efficiency of the L1 single muon trigger with a threshold
pT > 20 GeV as a function of simulated muon pT [95]. The L1 standalone
muon trigger (red) and the trigger combining L1 muon and L1 track informa-
tion (black) are shown in the pseudo-rapidity range of |η| < 1.1 (solid circles)
and 1.1 ≤ |η| ≤ 2.4 (hollow circles).
An example of the L1 single muon trigger performance with a pileup of 140
is shown in Fig. 6.2. The plot on the left shows the trigger rate as a function
of trigger pT thresholds, and the right plot shows the trigger efficiency of a L1
muon trigger with a pT threshold of 20 GeV as a function of simulated muon
pT. The data points in red correspond to the standalone L1 muon trigger with
Run 1 configuration, denoted as L1Mu, and the black data points represent the
same trigger but with additional L1 tracking information added to it, denoted
as L1TrkMu. As shown in the left plot, increasing the pT threshold of the stan-
126
dalone L1 muon trigger eventually becomes ineffective to reduce the trigger
rate, because it is more difficult for the trigger to determine the muon momen-
tum as it becomes larger. With additional tracking information available at L1,
a better pT measurement leads to a more effective reduction of the trigger rate.
For a trigger with a chosen threshold, an improved pT resolution provided by
the L1 tracking means a quicker turn-on of the trigger. As shown in the right
plot of Fig. 6.2, almost all events containing muons with pT less than the 20
GeV threshold are rejected by the L1TrkMu trigger, while events with muon pT
greater than the threshold are selected by this trigger with very high efficiencies.
6.2 CMS Phase-2 tracker
The layout and module design of the Phase-2 outer silicon tracker is largely
driven by the necessity of providing tracking information to the L1 trigger. To
make tracking at L1 feasible, the data volume sent out at the 40 MHz collision
rate has to be limited. This is achieved with a novel module design, referred to
as “pT modules” [97], which can provide local data reductions at the front end.
The pT module concept is illustrated in the top plot of Fig. 6.3. A pT module
consists of two single-sided closely-spaced silicon sensors, which are read out
by a common set of front-end electronics. Discrimination on pT are achieved in
the pT module by correlating hits in the two sensors based on the bend of the
hit pair in the CMS magnetic field. Only those pairs, referred to as “stubs”, that
are compatible with particle tracks above a configurable pT threshold are sent
out. By doing so, a factor of 10 to 100 local data reduction can be achieved in
the front-end electronics. There are two types of pT modules used in the CMS
Phase-2 outer tracker: strip-strip (2S) modules and pixel-strip (PS) modules.
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Figure 6.3: Top: the concept of pT modules. Hits in the two closely spaced
sensors are correlated to provide on-detector pT discrimination. Bottom: strip-
strip modules (left) and pixel-strip modules (right). All plots are taken from
Ref. [98].
The 2S and PS modules are shown in the bottom two plots of Fig. 6.3. The strip
direction is parallel to the z axis in the barrel and approximately radial in the
endcaps. The 2S module has two 10 × 10 cm2 strip sensors. Each strip sensor
contains two rows of 5 cm long strips, and each row contains 1016 strips. The
strip pitch is 90 µm for 2S modules. The PS module has a strip sensor on the top
and a macro-pixel sensor on the bottom. The PS strip sensor is half the size of
the 2S strip sensor, with two rows of 2.35 cm long strips. Each row contains 960
strips with a pitch of 100 µm. The macro-pixel sensor can provide more precise
z coordinate measurements. It contains 960 × 32 macro-pixels with a length of
1467 µm in z and a pitch of 100 µm.
A sketch of one quarter of the CMS Phase-2 tracker layout in r-z view is
shown in Fig. 6.4. For the outer tracker, there are six barrel layers and five end-
caps on each side. The red modules in the tracker layout are 2S modules. They
are implemented in the outer three barrel layers and in the endcap region with
radii larger than about 700 mm. The PS modules are represented by blue mod-
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Figure 6.4: The layout of the proposed CMS Phase-2 tracker in the r-z view [98].
One quarter of the tracker is shown in the plot. The blue and red modules are
pixel-strip and strip-strip modules for the silicon strip tracker, respectively. The
inner pixel tracker modules are indicated in orange and green, and they are not
used in the L1 track finding.
ules and are implemented in the first three barrel layers of the outer tracker and
in the endcap with smaller radii. The orange and green modules belong to the
inner pixel tracker and are not used in the L1 track finding. As shown in Fig. 6.4,
the PS modules at larger z in the first three barrel layers are tilted towards the
interaction point (IP). This so-called “titled geometry” is chosen to improve the
front-end stub efficiency over the “flat geometry”, in which all modules are par-
allel to the z axis. The pT module concept relies on the correlated readout of the
top and bottom sensors at the same time. In practice, the two halves of each
module are read out independently one the two ends. While the halves of the
top and bottom sensors on the same side can communicate, they do not share in-
formation with the other side. In case that a charged particle crosses the module
near its center with a large incident angle, hitting one half of the bottom sensor
and the other half of the top sensor, no stub would be read out. This inefficiency
is particularly prominent in the barrel layers at a large η. For this reason, some
PS modules in the first three barrel layers are progressively tilted, so that they
are approximately perpendicular to incident particles.
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6.3 Tracklet approach for L1 tracking
The goal of the L1 track finding is to perform pattern recognition to identify
those stubs that belong to the same charged particle trajectory with pT higher
than a configurable threshold (e.g. 2 GeV) and to compute the helix parameters
of the trajectory. The L1 track finding system needs to be able to handle the
high data throughput from the detector at the 40 MHz proton collision rate.
Each proton bunch crossing at the HL-LHC would create about 15, 000 stubs,
about 10% of which are associated with tracks of interest. In addition, the L1
track finder needs to reconstruct tracks within 4 µs in order to be used in the L1
trigger decision.
There are a few approaches considered by the CMS collaboration to imple-
ment the L1 track finder. This section focuses on one approach, referred to as the
“Tracklet” [99], based on the field-programmable gate array (FPGA) technology.
Other proposals include an FPGA-based Hough transform approach, referred
to as “TMTT” [100], and an associative memory based approach using custom
ASICs [101]. The commercially available FPGA is an ideal hardware platform
for implementing fast tracking algorithms because of its ever-increasing capa-
bility and reconfiguration flexibility. The available computing and storage re-
sources on FPGAs, in particular the digital signal processors (DSP) and random-
access memories (RAM), are well suited for highly parallelized architectures
that are necessary for L1 track finding.
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6.3.1 Algorithm
The Tracklet approach adopts a “road search” algorithm. The Tracklet algorithm
is briefly illustrated in Fig. 6.5. The algorithm is highly parallelized both in
space, via partitioning the detector into smaller regions, and in time, via the
time-multiplexed architecture. The tracker is partitioned into so-called “sectors”
based on azimuth angles. Each sector is processed in parallel by one dedicated
hardware unit containing one FPGA. For a time-multiplexing (TMUX) factor of
n (typically 6 - 18), n independent duplicates of the system are made. Each unit
processes a new proton bunch collision, or an “event”, every n × 25 ns.
Figure 6.5: An overview of the Tracklet algorithm. Left: the seeding step, in
which a tracklet is formed from a pair of stubs (red) in adjacent layers/disks.
Middle: the projection step, in which projected positions to other layers/disks
are estimated based on the seed. Right: the matching and fitting step, in
which stubs in other layers/disks are compared to the projected trajectory. The
matched stubs (green) and the seeding stubs (red) are grouped together to com-
pute the track parameters by a χ2 fit.
Data organization
As mentioned briefly above, the detector is split equally into φ sectors. The
number of φ sectors is chosen based on several factors including cabling con-
figurations of the upstream system, the input bandwidth needed per sector, the
TMUX factor, and the cost of FPGAs. In the current system, the number of sec-
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Figure 6.6: The definition of processing sectors in x-y view of the tracker. The
green highlighted area is one of the nine φ sectors. Dotted circle in gray indi-
cated the critical radius rc.
tors is nine, and the sector definition, referred to as “hourglass” configuration,
is illustrated in Fig. 6.6. One of the nine sectors (“nonants”) is highlighted in
green in Fig. 6.6. The boundary of a sector are based on both positively and
negatively charged particle tracks with pT = 2 GeV. The positively and nega-
tively charged particle tracks cross at a configurable radius, referred to as the
critical radius and denoted as rc. Each φ sector covers the entire z region of the
tracker. Such sector definition ensures any pT > 2 GeV track would be either
entirely inside the sector or not in the sector at all. In contrast to the previous
pizza-shaped sector definition with straight line boundaries, indicated in gray
in Fig. 6.6, each hourglass sector can be processed independently, and no inter-
sector data transmission is needed. With the hourglass configuration, however,
overlaps between the neighboring sectors are inevitable. Stubs in these over-
lap regions, indicated in light green in Fig. 6.6, have to be duplicated and sent
to both sector processors. The critical radius rc is chosen to optimize for the
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input cabling configuration and to reduce the number of stubs that need to be
duplicated.
Pattern recognition
The pattern recognition starts by forming seeds, or “tracklets”, between two
adjacent layers/disks. Seeds are formed in parallel in several layer/disk pairs
including barrel layer 1 and 2 (L1L2), 3 and 4 (L3L4), 5 and 6 (L5L6), disk 1
and 2 (D1D2), 3 and 4 (D3D4), layer 1 and disk 1 (L1D1), layer 2 and disk 1
(L2D1). The tracking efficiency for each seeding combination as a function of η
is shown in Fig. 6.7. As can be seen in this plot, seeding in multiple layer/disk
combinations provides sufficient coverage as well as redundancy in the tracker
η range. Eff by Tracklet Seed 
This plot is based on emulation of the firmware.  It shows the efficiency 
versus eta depending on which layers are used to create the tracklet.  It 
demonstrates where we have coverage and redundancy for different 
tracklet seedings.  The sample is single muon gun with Pt>10 GeV. The 
dip in eff around eta=0 for the barrel layer 5+6 tracklet is mostly likely 
due to poorer pointing resolution of tracklet since it is formed from two 
layers of silicon with just strips (i.e. no pixels).  Poor pointing around 
eta=0 may lead to incorrect association to virtual module boundary at 
eta=0. We are investigating ways to mitigate this. 
η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
Tr
ac
ki
ng
 E
ffi
ci
en
cy
0
0.2
0.4
0.6
0.8
1
CMS Preliminary Simulation, Phase-2
 > 10 GeVTp
Tracklet Seed
Barrel Layer 1+2
Barrel Layer 3+4
Barrel Layer 5+6
Disk 1+2
Disk 3+4
Barrel Layer 1 + Disk 1
Barrel Layer 2 + Disk 1
Muon Track Finding
Figure 6.7: Tracking efficiency in single muon events as a function of η for dif-
ferent see ing pairs.
To further increase the level of parallelization, each barrel layer or endcap
disk in a sector is further divided based on φ into 16 or 32 smaller regions, re-
ferred to as virtual modules (VM). Each VM covers the full z range. Track seeds
are formed from stubs in one VM of the inner seeding layer/disk and stubs in
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one VM of the outer seeding layer/disk. Each combination of inner and outer
VM pairs is processed in parallel. With e.g. 32 VMs in layer 1 and 32 VMs in
layer 2, in principle there would be 322 = 1024 combinations to consider. How-
ever, only 154 VM pairs among them can possibly form seeds that are compat-
ible with charged particles of pT > 2 GeV produced near the interaction point.
Therefore, dedicated processing units are assigned only to these 154 VM pairs.
By doing so, a large reduction of combinatorics is achieved. The concept of vir-
tual modules and how VMs help to reduce seeding combinations are illustrated
in Fig. 6.8.
Figure 6.8: An illustration of virtual modules in a pair of seeding layers. A
track with its pT below the threshold (red) would bend more than a track with a
larger pT (green) in the CMS magnetic field. Therefore only some combinations
of inner and outer VMs are worth spending computing resources to process.
With a pair of seeding stubs in the inner and outer VMs, a set of parame-
ters for the helical trajectory can be computed given additional constraints from
the IP. The set of initial parameters of the track candidate, referred to as track-
let parameters, is calculated using the full precision of the stubs. The tracklet
parameters include: ρ−1, the curvature of the trajectory; t, the tangent of the
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dip angle, defined as t = sinh η; φ0, the track direction in azimuthal angle at the
point of closest approach to the IP; z0, the z coordinate of the track at the point of
closest approach to the IP. For the seeding step, it is assumed temporarily that
the tracking particle is produced promptly from the IP, therefore the transverse
impact parameter d0 is set to zero.
Given the computed parameters, a tracklet is then projected to other layers
or disks to search for stubs that may belong to the same track. Projections to all
possible barrel layers and disks are computed in parallel. The nominal projected
position to a given layer (disk) is calculated with the average radius (z coordi-
nate) of the barrel layer (disk). Derivatives of φ and z (r) in the barrel layer (disk)
with respect to r (z) are also computed, so that more precise projected coordi-
nates can be obtained when comparing to a local stub from the difference of the
stub’s r (z) and the nominal r (z) of the layer (disk).
All stubs in the VM associated with the projection are considered for match-
ing. Stubs within a predetermined search window around the projected position
are accepted as candidates of matched stubs. The differences in φ and z (or r in
disks) coordinates between these candidates and the projection are calculated.
The stub that is the closest to the projection is selected as the matched stub and
is associated to the seeding tracklet.
Track fit
A tracklet and all its matched stubs in other barrel layers and disks are used to
compute the final track parameters. A tracklet has to have at least two matched
stubs in order to be processed in this step, otherwise it is discarded. The track
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parameters ρ−1, t, φ0, z0, and optionally d0 are extracted from a linearized χ2 fit.
They are determined by correcting the corresponding tracklet parameters cal-
culated in the seeding step. The correction for each track parameter is obtained
based on the φ and z (r for disks) residuals of the matched stubs and their deriva-
tives with respect to the track parameter. In the barrel region, these derivatives
to the first order only depend on the r position and not on any track parame-
ters. Therefore, these derivatives can be conveniently computed in advance and
tabulated as lookup tables for FPGA implementations. For disks in endcap re-
gions, these derivatives do have explicit dependence on the track parameter t
(i.e. sinh η). However, given a set of matched stubs in disks, only a narrow range
of t (or equivalently η) is compatible with such hit pattern. As a result, a set
of derivatives can be pre-computed for each hit pattern and stored in lookup
tables. For a track candidate under consideration, the pattern of its associated
stubs is used to look up the corresponding derivatives.
Duplicate removal
A same track can be reconstructed multiple times from different seeding com-
binations. In addition, fake tracks can arise from combinatorics. The duplicate
removal step aims to keep only one reconstructed track for a tracking particle
in the output track collection. Tracks found in different seedings are compared
with each other. Two tracks that do not have at least three unique stubs are
tagged as duplicates. The one with higher χ2 per degree of freedom, obtained
previously from the fit, is discarded. Figure 6.9 shows distributions of num-
ber of reconstructed tracks per single muon event before and after the duplicate
removal. As shown in the plot, more than 98% of total events have only one re-
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Figure 6.9: Distributions of number of tracks per single muon event before
(black) and after (red) the duplicate removal. The plot is based on simulated
events, each of which contains one muon with pT between 2 and 10 GeV.
constructed track after the duplicate removal, which is expected for simulated
single muon events.
137
6.3.2 Implementation
The Tracklet algorithm is implemented with integer calculation in both C++
emulation and firmware using Verilog hardware description language. The al-
gorithm is also realized in C++ with floating point precision for validation and
physics performance studies. The number of bits that are used to represent final
track parameters as well as intermediate variables in the integer calculation are
optimized for both sufficient precision and low resource usages on the FPGA.
Resolutions of L1 track parameters calculated with the integer emulation are
compared with resolutions of these parameters obtained based on floating point
calculation in Fig. 6.10. As shown in these plots, the integer calculation barely
degrades track parameter resolutions compared to the full precision floating
point calculation.
The full algorithm is divided into several smaller processing steps, each of
which is implemented as a type of processing modules. Each step generally
contains multiple modules of the same type, and each of these parallel mod-
ules processes data in a particular detector sub-region. All processing modules
are pipelined and are interfaced with either distributed RAMs (DRAM) or block
RAMs (BRAM). An overview of the processing steps and memory types is given
in Fig. 6.11. Processing steps and memory types are represented by red and blue
boxes, respectively. Each box stands for a type of the module but not the ac-
tual instantiation. Grey arrows indicate the data dependencies among different
steps. There are nine types of processing modules:
• LayerRouter (LR): sort and group input stubs based on their geometrical
locations.
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Figure 6.10: Resolutions of relative pT, φ0, η, and z0 of L1 tracks obtained using
full precision floating point calculation (solid red) and using the integer emula-
tion (dashed blue). These plots are produced based on simulated tracks satisfy-
ing 2 < pT < 10 GeV and |η| < 2.4 in single muon events without pileup.
• VMRouter (VMR): route stubs into their corresponding VMs in each
layer/disk. The full precision stubs are stored in AllStub memory mod-
ules. Their indices and reduced stub information are stored in VMStubs
memory modules. The reduced format in VMStubs saves resource us-
ages and is sufficient for the purpose of forming seeds or finding matched
stubs. The stub index carried by the VMStub can be used to access the
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Figure 6.11: An overview of processing steps (red) and memory types (blue) of
the project. Grey arrow indicate the data dependencies among the steps.
corresponding full precision stub if needed.
• TrackletEngine (TE): loop over stubs in an inner VM and an outer VM to
form stub pairs as track seeds. As mention previously in Section 6.3.1,
TrackletEngines are instantiated for only VM pairs that are compatible
with tracks whose pT’s are above the threshold. A TE uses the reduced
stub format and stores the indices of stub pairs in the StubPair memory.
• TrackletCalculator (TC): read in stub pairs found by TEs, use the indices
to look up the corresponding full precision stubs. The TC then calculates
the initial tracklet parameters with the full stubs and stores the calculated
parameters for each tracklet in the TrackletParameter memory. It also cal-
culates projections to other layers/disks and stores them in TrackletPro-
jection memories.
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• ProjectionRouter (PR): route projections calculated by TCs in each
layer/disk to their corresponding VMs. Projections with the reduced for-
mat are stored in VMProjection memories. They also carry indices that
can point back to the full precision projections, which are stored in the
AllProjection memories.
• MatchEngine (ME): loop over reduced stubs in the VMStubs memory and
reduced projections in the VMProjection memory to find matched stub-
projection pairs. The indices of the stub and the projection in the pair are
stored in the CandidateMatch memory.
• MatchCalculator (MC): access the full precision stub and projection us-
ing indices stored in the matched pair, and calculate residuals between the
stub and the projection. The MC then stores residuals to their correspond-
ing FullMatch memories based on the seed of the projection.
• FitTrack (FT): perform linearized χ2 fit to estimate track parameters. Each
FT module handles the track fit for one seeding combination. The fit uses
initial tracklet parameters stored in TrackletParameter memories and up-
dates them based on residuals stored in FullMatch memories. The final
track parameters as well as the indices of stubs that are associated to the
track are stored in the TrackFit memory.
• DuplicateRemoval (DR): remove duplicate tracks given reconstructed
tracks in all seeding combinations. Tracks after duplicate removal are
stored in the CleanTrack memory, which will then be sent out to down-
stream systems.
Each processing module starts with input memories filled by the previous
step and processes data with a fixed amount of time per event before moving
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on to the next event. Memory modules are all paginated, with each page as-
signed to one event. The data always carry an event identifier, which is used
by processing modules as the top bits of memory read/write addresses. Doing
so ensures that they always access the memory page corresponding to the right
event. Most memory modules only needs one bit from the event identifier and
basically function as ping-pong buffers. For AllStub, AllProjection, and Track-
letParameter memories, because they are accessed more than one steps later, as
shown in Fig. 6.11, more bits from the event identifier for read/write addresses,
thus deeper memories, are needed.
Because each step has a fixed amount of time to process one event, the la-
tency of the full system is also fixed. In case there are too much input data for
a module to process in a given event, the extra data are ignored, leading to an
algorithmic inefficiency due to the truncation. The emulation can mimic the
truncation effect in hardware by using buffers with finite depths. Project con-
figurations, including virtual module definitions and memory depths, are stud-
ied in the emulation and are optimized to mitigate such truncation effect. The
redundancy provided by multiple seeding combinations also helps to recover
tracks that may otherwise be lost due to truncation.
The full system contains about 1000 processing module instances and about
4000 memory modules. The instantiation of all these modules and their connec-
tions in the top-level firmware module is handled automatically by a Python
script. A graph data structure is used to represent the project configuration.
A partial project involving only a few steps or a specified module can also be
generated from the script for testing purposes.
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6.3.3 Hardware demonstrator
A version of the Tracklet project is implemented on a hardware demonstrator.
The demonstrator aims to show the feasibility and performance of the Track-
let approach by implementing an end-to-end system on the currently available
hardware. The hardware used for the demonstrator are the so-called CTP7
boards [102], which were developed for the current CMS Level-1 calorimeter
trigger. The CTP7 is a µTCA board containing a Xilinx Virtex-7 (XC7VX690T)
FPGA [103] and a Xilinx Zynq-7000 SoC.
The version of the firmware implemented on the demonstrator is not ex-
actly the same as the latest version. Instead of the hourglass configuration, the
φ sector definition with straight boundaries was adopted in the demonstrator
firmware. This old sector definition is indicated by gray lines in Fig. 6.6. Given
such φ sectors, a track with pT > 2 GeV can span more than one but at most
two sectors. This means that each sector now needs to communicate with its
two neighboring sectors regarding projections and matched stubs. For this pur-
pose, two types of processing steps that handle inter-sector data transmissions
are added to the project. Some memories that store projections and residuals of
matched stubs also have to be deeper to account for the longer latency due to the
inter-sector data transmission. In addition, the tracker layout assumed for the
demonstrator was also slightly different from the tilted geometry. A flat geom-
etry, as shown in Fig. 6.13, was used for the tracker, in which all barrel modules
are parallel to the beam axis. Except for the necessity of neighboring sector data
transmission, these differences do not affect the main algorithm beyond minor
adjustments in some calculations.
A total of four CTP7 boards are used to build the demonstrator. As illus-
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Figure 6.12: Left: a schematic overview of the Tracklet demonstrator. Three
CTP7 boards are used as sector processing boards, and one CTP7 board is used
as both the input stub source and as the output track sink. Estimated data trans-
mission rates on the inter-board links are indicated as well. Right: a photo of
the demonstrator system in a µCTA crate.
trated in Fig. 6.12, three CTP7 boards are used as sector processors: one for the
central φ sector, two for its ±φ neighboring sectors. The fourth CTP7 board func-
tions as both an input emulator and an L1 track sink. Input stub data generated
from simulation are sent to block RAMs in the FPGA of this board via the Zynq
SoC. They are then distributed to the three sector processors via optical links.
Reconstructed L1 tracks from all sector processors are sent back to this board
and are stored in the block RAMs allocated as track sinks. These tracks are then
read out by the Zynq SoC for validations and performance studies. In addition
to the four CTP7 boards, an AMC13 card [104] is integrated into the demon-
strator system to distribute a global 240 MHz clock signal to the CTP7 boards.
This clock signal synchronizes all sector boards and is used as their processing
clocks. Optical links with 10 Gbps speed and 8b/10b encoding are used for
inter-board data transmissions.
The reported FPGA resource usage by the Xilinx Vivado software for a full-
sector project with all seeding combinations is shown in Table 6.1. Fractions of
needed resources over what are available on the Virtex-7 (690T) FPGA, as well
as on other more powerful Virtex UltraScale+ FPGAs, are also shown in the
table. The Virtex-7 FPGA does not have enough resources, particularly BRAMs,
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Table 6.1: FPGA resource usages for a full-sector project report by Vivado (top
row). Fractions of these resources over what are available on different FPGAs,
including the Virtex-7 used for the demonstrator, are shown in the following
rows.
LUT Logic LUT Memory BRAM DSP
Full sector 279733 151191 2721.5 1818
Virtex-7 (690T) 65% 87% 185% 51%
VU3P 32% 81% 85% 80%
VU5P 21% 53% 58% 52%
VU7P 16% 40% 42% 40%
VU9P 11% 27% 28% 27%
VU11P 10% 27% 29% 20%
VU13P 7% 20% 22% 15%
to implement a full-sector project. In order to demonstrate the feasibility to
cover the full η range of the detector, two partial projects are generated and
implemented on the demonstrator: one for a half barrel (+z) region, referred to
as a barrel-only project, and the other for quarter of the barrel plus the forward
endcap region, referred to as the hybrid-region project. The barrel-only project
considers tracks that only traverse the barrel region of the tracker. Only seedings
with barrel layers are implemented in this project. The hybrid-region project
covers tracks that traverse the endcap disk region of the detector as well as
tracks in the transition region between barrel and endcaps. The tracker regions
covered by the barrel-only and hybrid-region projects are indicated by solid
blue and dashed green squares in Fig. 6.13, respectively.
For the demonstrator, a time multiplexing factor of six is adopted, which
means each step of the system has 6 × 25 ns = 150 ns per event to process in-
put data and fill its output memories. The latency of each processing step is the
sum of the time needed to get the first output, typically 1-50 clock cycles, and
the 150 ns processing time for each event. Table 6.2 lists the estimated latency
of each processing step and the total system. The clock frequency is 240 MHz.
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Figure 6.13: Tracker regions covered by the barrel-only (solid blue) and hybrid-
region (dashed green) projects for the demonstrator. The flat tracker geometry
shown here is the layout assumed by the version of the Tracklet firmware that
was built for the demonstrator.
For steps that handle data transmissions with neighboring sectors (Projection
Transceiver and Match Transceiver), an additional latency due to inter-board
communications is included. The link latency is measured to be 316.7 ns based
on 10 Gbps links with 8b/10b encoding. It is worth mentioning that the opti-
cal fibers used in the demonstrator are about 15 meters long. The total latency
of the system between receiving the first input stub and sending out the first
track (first-in first-out) is estimated to be 3345.8 ns. The first-in last-out latency
is this value plus 150 ns processing time. The total latency is also measured
with a clock counter implemented in the FPGA of the fourth CTP7 board. The
measured first-in first-out latency is 800 clock cycles with a 240 MHz clock, cor-
responding to 3333 ns. The measured latency agrees well with the estimated
one based on the latency model, both of which meet the 4 µs latency goal for L1
tracking. With the new hourglass configuration, the data transmission steps are
not needed anymore. In this case, the total latency is largely reduced. Improve-
ments in link protocol and higher link speed also help to further reduce the total
latency.
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Table 6.2: The demonstrator latency model. Estimated latencies for each pro-
cessing step and for the total system are shown.
Step Proc. Step Step Link Step
time latency latency delay total
(ns) (CLK) (ns) (ns) (ns)
Input link 0.0 1 4.2 316.7 320.8
Layer Router 150.0 1 4.2 - 154.2
VM Router 150.0 4 16.7 - 166.7
Tracklet Engine 150.0 5 20.8 - 170.8
Tracklet Calculation 150.0 43 179.2 - 329.2
Projection Trans. 150.0 13 54.2 316.7 520.8
Projection Router 150.0 5 20.8 - 170.8
Match Engine 150.0 6 25.0 - 175.0
Match Calculator 150.0 16 66.7 - 216.7
Match Trans. 150.0 12 50.0 316.7 516.7
Track Fit 150.0 26 108.3 - 258.3
Duplicate Removal 0.0 6 25.0 - 25.0
Output Link 0.0 1 4.2 316.7 320.8
Total 1500.0 139 579.2 1266.7 3345.8
Stub input data are generated from both simulated single muon events and
simulated tt events with 200 pileup. Reconstructed track parameters from the
demonstrator using these stub inputs are compared to the expected tracks com-
puted with the integer-based C++ emulation. For single muon events, the
demonstrator result agrees 100% with the emulation expectation. In busier tt
events with 200 pileup, the agreement on final track parameters between the
demonstrator and the emulation is better than 99%. Figure 6.14 shows very
good agreements between track parameters computed by the emulation and
those by the firmware simulation using simulated tt events with 200 pileup.
The emulation and firmware results are indicated by solid black and dashed
red histograms, respectively.
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Figure 6.14: Comparisons of final track parameters pT (left) and z0 (right) cal-
culated in emulation (black) and in firmware simulation (red) in simulated tt
events with an average pileup of 200. The barrel-only project plots are shown in
the top row, and plots of the hybrid-region project are shown in the bottom.
6.3.4 L1 tracking performance
The perfect agreement in track parameters between the integer-based C++ em-
ulation and the hardware demonstrator allows us to study the performance of
the L1 tracking system confidently in the emulation. This section shows the
L1 tracking performance of the latest project configuration with the hourglass
sector definition and the tilted tracker geometry. The tracking efficiency and
resolutions of track parameters are studied with the emulation under several
pileup scenarios. The efficiency to find charged tracks in simulated tt events
as a function of pT and η is shown in Fig. 6.15. The efficiency is plotted sep-
arately for tracks in low pT range of 2 < pT < 8 GeV and in high pT range
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8 < pT < 100 GeV. Overall good tracking efficiencies (> 90%) are achieved in
the busy tt events.
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Figure 6.15: Tracking efficiency in simulated tt events with an average pileup of
0 (black), 140 (red), and 200 (blue). Efficiencies as a function of track pT and η
are shown in the top and bottom row, respectively. Plots in the left column are
for low pT range (2 < pT < 8 GeV), and those on the right are for high pT range
(8 < pT < 100 GeV).
Track parameter resolutions for relative pT, φ0, η, and z0 as a function of |η|
in simulated tt events with an average pileup of 200 are shown in Fig. 6.16. The
resolutions are shown separately for low and high pT ranges. Good angular
resolutions are shown in φ0 and η resolution plots. The relative pT resolution
varies from about 1% in the central barrel region to 4% in the endcap regions.
The worse pT resolution at larger |η| is due to longer extrapolation distances to
the interaction point from endcap disks. Tracks in the low pT range have better
pT resolutions than those with higher pT as expected. The z0 resolution is about 1
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Figure 6.16: Resolutions of final track parameters pT (top left), φ0 (top right),
η (bottom left), and z0 (bottom right) as a function of track |η|. Simulated tt
events with an average of 200 pileup are used for the plots. Low pT range
(2 < pT < 8 GeV) and high pT range (8 < pT < 100 GeV) are indicated by
blue and black markers, respectively. Resolutions shown in these plots corre-
spond to intervals that encompass 68% (solid marker) and 90% (open marker)
of tracks in the corresponding track parameter distribution.
mm in the central barrel region and increases to about 6 mm in the most forward
region considered by L1 tracking. The good z0 resolution is sufficient for the L1
trigger to distinguish pileup vertices.
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6.4 Summary
The High-Luminosity LHC is expected to start colliding proton bunches in 2026
at
√
s = 14 TeV with an average number of pileup up to 200. In order to handle
such high pileup condition at the HL-LHC, CMS needs tracking information in
the L1 trigger from its upgraded silicon strip tracker. The system that provides
tracks to the L1 trigger is required to process input data at 40 MHz collision rate
within 4µs latency budget.
The proposed Tracklet approach addresses the L1 tracking challenge via
massive parallelization. The parallelization is achieve both in time via time-
multiplexing and in space by partitioning and connecting detector sub-regions.
The Tracklet approach implements a road search algorithm on an all-FPGA sys-
tem. Track seeds, i.e. tracklets, are formed from a pair of stubs in adjacent lay-
ers/disks and are projected to other layers/disks to search for matched stubs.
The final track parameters are extracted from the seed and all its matched stubs
via a linearized χ2 fit. Duplicate tracks from multiple seeding combinations are
removed before L1 tracks are sent out to downstream.
The algorithm is implemented in firmware using integer-based calculations.
While DSPs are largely used to handle computations, many complicated calcu-
lations in the Tracklet algorithm are tabulated in LUTs. A version of the Tracklet
firmware is successfully implemented on a hardware demonstrator with Xil-
inx Virtex-7 FPGAs. The demonstrator showed the feasibility and good perfor-
mance of the Tracklet approach and convinced CMS to pursue an FPGA-based
approach for its future L1 tracking system.
Developments on L1 tracking system are actively ongoing. Both hardware
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and algorithms have been evolving and improving over the years. This section
aims to provide a snapshot of the work being done in the Tracklet approach.
Meanwhile, new hardware prototypes with more powerful FPGAs and faster
optical links have been developed and tested. The feasibility to extend the seed-
ing strategy to incorporate displaced tracks in addition to the prompt ones has
been under study. Efforts have also been made to combine the strength of the
Tracklet and TMTT approaches to define a so-call “hybrid” reference algorithm.
Detailed discussions on these latest and ongoing developments are out of scope
of this thesis.
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CHAPTER 7
CONCLUSION
This thesis presents the measurement of ttH cross section in final states with
electrons, muons, and hadronically decaying taus in proton-proton collisions at
a center-of-mass energy of 13 TeV with the CMS experiment. This analysis chan-
nel targets the Higgs decay mode H→WW, ZZ, and ττ. Events are selected and
grouped into categories based on multiplicities of leptons and hadronic taus.
Background processes are estimated based on both Monte Carlo simulations
and recorded data in control regions. Dedicated multivariate discriminants
are developed for object identifications and signal extractions. The ttH signal
strength is extracted from a maximum likelihood fit based on the distribution of
event-level multivariate discriminants.
The analysis strategy discussed in this thesis is based on that applied on data
recorded in the year of 2017, which corresponds to an integrated luminosity of
41.5 fb−1. A similar but older version of the analysis was performed on data
recorded in 2016, corresponding to an integrated luminosity of 35.9 fb−1. A
statistical combination of results in both years is performed. The measured ttH
signal strength, based on 35.9 + 41.5 fb−1 of data, is µ = 0.96+0.34−0.31. The measured
result is in good agreement with the SM expectation within its uncertainties.
A proposed approach to provide track information to the future CMS Level-
1trigger is also presented. In the era of HL-LHC, CMS needs tracks at Level-1
trigger to handle the high pileup condition. The proposed Tracklet approach can
handle input data rate at 40 MHz and reconstruct tracks within 4 µs. It adopts a
road search algorithm and implements a highly parallel system on the FPGA. A
version of the Tracklet firmware was realized on a demonstrator using currently
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available hardware, showing both the feasibility and good performance of this
approach for Level-1 tracking.
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APPENDIX A
AUXILIARY MEASUREMENTS FOR REDUCIBLE BACKGROUND
ESTIMATIONS
A.1 Lepton fake factor
The lepton fake factor is defined as the probability with which a non-prompt or
misidentified lepton that has satisfied the fakeable selection criteria also passes
the tight selection. The fakeable and tight selection criteria are defined in Ta-
ble 5.3 and 5.4 for muons and electrons, respectively. Measurements of fake
factors are carried out separately for electrons and muons in a so-called de-
termination region (DR) containing mostly events with multiple jets produced
from QCD processes. Events selected in the DR are required to have exactly
one fakeable lepton and at least one jet that is well separated from the lepton
by ∆R > 0.7. Events in data are recorded using a set of single lepton and single
lepton plus a PF jet triggers, as listed in Table A.1. No isolation condition is re-
quired by any of the triggers. Depending on which HLT path triggers the event,
the reconstructed lepton and jet pT’s are required to be greater than the thresh-
olds listed in the table in order to ensure that the trigger is fully efficient. In
addition, for a given trigger path, only events with lepton cone-pT in the range
specified in the table are selected in the DR for measuring the fake factor.
A.1.1 Fakeable lepton definition tuning
The success of the Fake Factor method for estimating the non-prompt lepton
background relies on the assumption that lepton fake factors measured in the
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Table A.1: Triggers used to record events for the measurement of the lepton
misidentification rate.
HLT path Lepton cone-pT Lepton pT Jet pT
HLT Ele8 CaloIdM TrackIdM PFJet30 15-45 GeV > 27 GeV > 30 GeV
HLT Ele17 CaloIdM TrackIdM PFJet30 25-100 GeV > 17 GeV > 30 GeV
HLT Ele23 CaloIdM TrackIdM PFJet30 32-100 GeV > 23 GeV > 30 GeV
HLT Mu3 PFJet40 10-32 GeV > 3 GeV > 45 GeV
HLT Mu8 15-45 GeV > 8 GeV > 30 GeV
HLT Mu17 32-100 GeV > 17 GeV > 30 GeV
HLT Mu20 32-100 GeV > 20 GeV > 30 GeV
HLT Mu27 45-100 GeV > 27 GeV > 30 GeV
DR are the same as in the application region (AR). This cannot be taken as
granted, especially the DR is populated with QCD multi-jet events, while the
AR is enriched in tt samples containing heavy-flavored jets with potentially dif-
ferent kinematic distributions.1 In particular, the isolation condition for a non-
prompt lepton is sensitive to the pT and flavor of its mother parton, and so is
the fake factor. The criteria of the fakeable lepton selection are carefully tuned
to avoid biases in the fake factor measurement and to improve the closure of the
non-prompt lepton background estimation.
In order to account for the effect of mother parton pT, the fake factor is pa-
rameterized as a function of cone-pT instead of pT. The lepton cone-pT, defined
in Section 5.2.1, corrects the reconstructed lepton pT by accounting for the en-
ergy in the isolation cone. As a result, the cone-pT of a non-prompt lepton pro-
vides a better estimation of the mother parton pT. By defining the fakeable lep-
ton collection using cone-pT and parameterizing the fake factor in bins of cone-
pT (i.e. approximately pT of the mother parton), the difference of mother parton
kinematics in the DR and the AR becomes irrelevant.
1While it may be possible to define an alternative tt-enriched DR such that the DR and the
AR are more similar, such DR would have less number of selected events and more prompt
lepton contamination compared to the QCD multi-jet DR. Nevertheless, efforts are being made
to measure lepton fake factors in the tt-enriched DR for future version of the analysis.
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While choices of identification criteria for fakeable leptons and the minimum
prompt lepton BDT output required for tight leptons effectively determine the
fake factor for non-prompt leptons from light-flavored jets, they do not affect
much the fake factor for those from heavy-flavored jets. The requirement on the
b-tagging discriminator of the matched jet (c.f. Table 5.3 and 5.4) is therefore in-
troduced to provide an extra handle to tune fake factors for non-prompt leptons
originated from heavy-flavored jets. Effects of these lepton selection criteria are
studied in simulated samples enriched in either light- or heavy-flavored jets.
By tuning these cuts for the fakeable lepton definition, the flavor dependency
of lepton fake factors can be reduced. Small remaining discrepancies of fake
factors in the DR and AR due to jet flavor composite are treated as systematic
uncertainties.
Another potential bias of the fake factor measurement can be introduced by
the different high-level triggers used in the DR (c.f. Table A.1) and in the AR
(c.f. Table 5.7). Triggers used in the DR require the presence of either a lep-
ton or a lepton plus a PF jet. No lepton isolation condition is required in these
triggers. On the other hand, the AR uses single-, double-, or triple-lepton trig-
gers with isolation requirements and with different pT thresholds. In order to
avoid such bias, lepton fake factors cannot depend on whether an event passing
a certain trigger or not. This can be ensured if the fake factor measurement is
performed in the region where the trigger is fully efficient. For this reason, a
trigger with a given threshold is only used to measure fake factors for cone-pT
bins that are at least about twice of the trigger pT threshold, as indicated in Ta-
ble A.1. Although no lepton isolation is explicitly required in the triggers used
in the DR, the electron identification criteria in the above electron triggers are
not strictly looser than those applied in offline electron reconstructions. Such
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bias is avoided by adding an additional set of selection criteria on σiηiη, H/E,
1/E - 1/p (c.f. Table 5.4) in fakeable and tight electron selections to mimic the
identification requirements at trigger levels.
A.1.2 Measurement of lepton fake factor
The lepton fake factors are measured separately for muons and electrons in bins
of cone-pT and η. In each bin, the fake factor is computed as
fi =
Npass
Npass + Nfail
(A.1)
where Npass (Nfail) is the number of fakeable leptons in multi-jet events that pass
(fail) the tight lepton selection. Events in each kinematic bin are categorized
into “pass” and “fail” regions, in which Npass and Nfail are determined together
by a maximum likelihood (ML) fit. MC simulated samples are used to model
contributions from non-prompt leptons and from prompt lepton contamination.
Non-prompt leptons in multi-jet events are modeled using QCD MC samples.
Prompt lepton contamination in the DR is mainly from W+jets events, with
smaller contributions from Z+jets and diboson productions. These simulated
events are summed up and labeled as “prompt background”. Normalizations
of simulated QCD multi-jet events and the prompt background are allowed to
scale independently. A simultaneous ML fit to data in both pass and fail regions
is then used to extract the two scale factors. With the fitted scale factor for QCD
multi-jet events, Npass and Nfail, therefore fi, are measured in the cone-pT and η
bin.
The ML fit is performed on the distribution of an observable mfixT , defined as
mfixT =
√
2pfixT p
miss
T (1 − cos ∆φ) (A.2)
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Figure A.1: Distributions of mfixT in the pass (left) and fail (right) regions for
muons satisfying 15 < cone-pT < 20 GeV and |η| > 1.2.
where pfixT is set to 35 GeV, p
miss
T is the magnitude of the missing transverse mo-
mentum, and ∆φ is the difference between the azimuthal angle of the lepton and
that of ~p missT . This observable is inspired by the transverse mass variable used to
measure the W boson mass. The only difference is that pfixT = 35 GeV is used in-
stead of pT of the lepton in order to make the observable lepton pT independent.
By doing so, correlations between the fitting observable and the lepton pT, thus
the fake factor, are avoided. The observable mfixT exploits the fact that its distribu-
tion in multi-jet events peaks at small value and is fast falling, since the missing
energy in these events are usually small and are due to resolution effects, while
mfixT distribution in W+jets events has a broad peak around the W boson mass
(∼ 80 GeV). The lepton fake factor measurement is therefore improved due
to the better separation between multi-jet events and the prompt background.
Post-fit distributions of mfixT in both pass and fail regions in some cone-pT and η
bins are shown in Fig. A.1 and A.2 for muons and electrons, respectively.
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Figure A.2: Distributions of mfixT in the pass (left) and fail (right) regions for
electrons satisfying 25 < cone-pT < 35 GeV and |η| < 1.479.
An additional correction is applied for electrons to account for the effect from
photon conversion. The fraction of multi-jet events in which the selected fake-
able electron is matched to a generator level prompt photon by ∆R < 0.3 is
determined in the simulation separately for the pass and fail regions in each
cone-pT and η bin. Npass and Nfail determined from the fit are scaled based on the
corresponding fractions. Such correction reduces electron fake factors by about
10-20%.
The measured lepton fake factors in data for muons and electrons are shown
in Fig. A.3 and A.4, respectively. Lepton fake factors extracted directly from tt
and QCD MC samples are also included. For electrons, both fake factors with-
out and with photon (γ) conversion corrections are shown in the plots.
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Figure A.3: Measured muon fake factors as functions of pT in the barrel (left)
and endcap (right) regions.
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Figure A.4: Measured τh fake factors as functions of pT in the barrel (left) and
endcap (right) regions.
161
A.2 Hadronic tau fake factor
The fake factor for τh is defined as the probability with which a quark or gluon
jet passes the tight τh selection given that it has passed the fakeable τh selection
criteria (c.f. Table 5.6). The τh fake factor is measured using dileptonic tt + jets
events in which one of the W boson decays into an electron and the other W
decays into a muon.
Event selection criteria in the determination region for measuring τh fake
factors are inspired by the 2`ss+1τh signal region selection (c.f. Table 5.8). Events
selected in the DR are required to contain one muon and one electron, both of
which pass the tight selection criteria defined in Table 5.3 and 5.4, respectively.
The two leptons are required to be of opposite charge. The leading lepton pT
needs to be greater than 25 GeV, and the trailing one must have a pT no less
than 15 GeV. At least one τh candidate passing the fakeable selection criteria (c.f.
Table 5.6) is required. The selection criteria on jets, b tags, missing transverse
momentum, and dilepton mass veto are the same as the 2`ss + 1τh category,
except the requirement on number of jets is relaxed to 2 instead of 3.
Data used in the τh fake factor measurement are recorded with single-lepton
triggers or double-lepton triggers requiring an electron and a muon, as listed in
Table 5.7. Using the same set of triggers in the DR and the corresponding AR
ensures that the measured τh fake factors are unbiased and makes the measure-
ment procedure relatively simpler. Simulated events are used to model dilep-
tonic tt + jets process containing misidentified τh, as well as contamination in the
DR from background processes containing genuine τh. All simulated events are
required to pass the same set of trigger paths used to record data in the DR.
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Figure A.5: Measured τh fake factors as functions of pT in the barrel (left) and
endcap (right) regions. The tight τh definition for 2`ss+1τh and 3`+1τh categories
with the Loose working point of τh MVA ID is used.
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Figure A.6: Measured τh fake factors as functions of pT in the barrel (left) and
endcap (right) regions. The tight τh definition for 1`+ 2τh and 2`+ 2τh categories
with the Medium working point of τh MVA ID is used.
Measurements of τh fake factors are carried out in bins of τh pT and separately
in the barrel (|η| < 1.479) and endcap (|η| > 1.479) regions. Due to different τh
MVA ID working points used in the tight selection criteria (Loose WP for tight τh
in 2`ss+1τh and 3`+1τh categories, Medium WP for tight τh in 1`+2τh and 2`+2τh
categories), fake factor measurements are done for loose and medium τh MVA
ID working points separately and are only used in the applicable categories. In
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each pT and η bin, the τh fake factor f is computed as the ratio of the number
of τh candidates that satisfy the tight selection criteria to the total number of τh
candidates passing the fakeable selection. This calculation is done separately
using data and MC simulated samples. The measured τh fake factors in data
and simulation are shown in Fig. A.5 and A.6 for loose and medium WP of τh
MVA ID, respectively, as functions of pT separately in the barrel and endcap
regions.
The τh fake factor measured in data is not directly used in the fake factor
method to estimate the misidentified τh background for the purpose of reduc-
ing the systematic uncertainty due to statistical fluctuation. Instead, the ratio
of the fake factor measured in data to that in simulation as a function of pT in
each η region is fitted by a linear function c0 + c1pT. The fake factor used in the
background estimation is obtained from multiplying the fake factor measured
in simulation by the corresponding data-to-MC ratio from the fit. The system-
atic uncertainty on τh fake factors are estimated by varying the two fit param-
eters c0 and c1 based on their uncertainties. In order to account for the corre-
lation between the two parameters, their covariance matrix cov(c0, c1) obtained
from the fit is diagonalized to determine the eigenvectors and eigenvalues. The
two parameters are then transformed based on the eigenvectors into two uncor-
related parameters, uncertainties of which are the corresponding eigenvalues.
The data-to-MC ratio can be expressed in terms of the transformed parameters,
and its uncertainties can be evaluated by varying the two uncorrelated param-
eters independently. The data-to-MC ratios and their fitted functions, as well
as the variations based on eigenvalues of the covariance matrix are shown in
Fig. A.7 and A.8 for loose and medium WP of τh MVA ID, respectively.
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Figure A.7: Ratio of τh fake factors measured in data to those in MC simulation
in the barrel (left) and endcap (right) regions. The ratio is fitted to a linear func-
tion c0 + c1pT. The tight τh definition for 2`ss + 1τh and 3` + 1τh categories with
the Loose working point of τh MVA ID is used.
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Figure A.8: Ratio of τh fake factors measured in data to those in MC simulation
in the barrel (left) and endcap (right) regions. The ratio is fitted to a linear func-
tion c0 + c1pT. The tight τh definition for 1` + 2τh and 2` + 2τh categories with the
Medium working point of τh MVA ID is used.
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A.3 Lepton charge misidentification rate
The probability to misidentify the charge of a lepton is determined in Drell-Yan
events (Z/γ∗ → `+`−, ` = e, µ), in which the distribution of lepton pair masses
peaks at the Z boson mass (mZ = 91.2 GeV). The selected events for charge
misidentification rate measurements are required to contain two electrons or
muons satisfying the tight selection criteria defined in Table 5.4 or 5.3, respec-
tively. Events are separated into the same-sign (SS) and opposite-sign (OS) re-
gions based on charges of the two leptons. The following discussions focus on
measuring electron charge misidentification rate. The muon charge misiden-
tification rate can be measured in the same way and is found to be negligible
after applying charge quality requirement in 2`ss and 2`ss + 1τh categories (c.f.
Section 5.3.4).
The electron charge misidentification rate p is measured in three bins of pT
and two bins of η. The three pT bins are labeled as “L” for the low pT region in the
range 10 < pT < 25 GeV, “M” for the medium pT region with 25 < pT < 50 GeV,
and “H” for the high pT region with pT greater than 50 GeV. Two η bins are
|η| ≤ 1.479 for the barrel region, denoted as “B”, and 1.479 < |η| < 2.5 for the
endcap region, denoted as “E”. The 6 pT-η bins are thus labeled as “LB”, “MB”,
“HB”, “LE”, “ME”, and “HE”.
For a pair of electrons, there are a total of 62 bin combinations, 21 of which
are unique. Since it is not known which one of the two electrons gets its charge
mismeasured, the ratio of the event yield in the SS region (NSS) to the total event
yield (NSS + NOS) in each of the 21 categories is expressed as the sum of the two
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Table A.2: Fractions of the same-sign events in each category expressed as sums
of the corresponding charge misidentification rates.
rbin1 bin2 LB MB HB LE ME HE
LB 2pLB pLB + pMB pLB + pHB pLB + pLE pLB + pME pLB + pHE
MB − 2pMB pMB + pHB pMB + pLE pMB + pME pMB + pHE
HB − − 2pHB pHB + pLE pHB + pME pHB + pHE
LE − − − 2pLE pLE + pME pLE + pHE
ME − − − − 2pME pME + pHE
HE − − − − − 2pHE
electrons’ charge misidentification rates.2 A complete list of these fractions r,
expressed in terms of electron charge misidentification rates p, are shown in
Table A.2.
The electron charge misidentification rates in the six bins can then be ob-
tained by solving the over-constrained linear system if the fractions of events in
the SS region are known. The event yields of Drell-Yan process in the SS and
OS regions , thus the SS event fractions, in each of the 21 categories are deter-
mined by a maximum likelihood fit of the dielectron mass distribution in the
range of 60 < mee < 120 GeV. Shape templates of Drell-Yan and background
processes are modeled using the MC simulation. The fit is done independently
in each category, but simultaneously in the SS and OS regions to extract NSS and
NOS. The measured electron charge misidentification rates in the six pT-η bins
are summarized in Table A.3 for data recorded in 2017.
Table A.3: Electron charge misidentification rates in pT and η bins.
|η| ≤ 1.479 (B) 1.479 < |η| < 2.5 (E)
10 < pT < 25 GeV (L) (1.34 ± 0.41) × 10−4 (1.99 ± 0.70) × 10−4
25 < pT < 50 GeV (M) (2.24 ± 0.41) × 10−4 (5.60 ± 0.41) × 10−4
pT > 50 GeV (H) (2.28 ± 0.53) × 10−4 (13.87 ± 0.87) × 10−4
2It is assumed that charge identifications are independent for the two electrons. It is also as-
sumed that the electron charge misidentification rate is small so that the probability of misiden-
tifying both electron charges are negligible.
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APPENDIX B
POTENTIAL IMPROVEMENTS IN EVENT CATEGORIES WITH
HADRONIC TAUS
In event categories with τh’s, the discrimination between the ttH signal and ma-
jor background processes can potentially be improved by adding the helicity
information of tau leptons. The spin information of the τ lepton is preserved in
angular and energy distributions of its decay products, especially when it de-
cays hadronically. In case there are two reconstructed τ leptons, the spin corre-
lation between them provides information regarding the particle that produces
the pair the τ leptons.
B.1 Tau decays as spin analyzers
A τ lepton can decay either leptonically into an electron or a muon, each with
a branching ratio of about 17%, or hadronically via a scalar or a vector meson.
The main τ decay modes and their branching ratios are summarized in Table B.1.
Only pion final states are listed in the table. A τ lepton can also decay into kaons,
but the branching ratios are much smaller.
In case of τ− → pi−ντ, because the pion is a scalar, the neutrino, which is
always left-handed, would preferably be emitted in the opposite direction as
the tau spin orientation in order to conserve spin. As a result, the charged pion
would be emitted preferably to the same direction as the tau spin in the τ− rest
frame. For a right-handed τ−, denoted as τ−R, (or left-handed τ
+, denoted as τ−L),
the boost from its rest frame to the lab frame tends to align with the direction of
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Table B.1: Main τ− decay modes and branching ratios. Branching ratio values
are taken from Ref. [62]. Decay modes of τ+ are the charge conjugate of the τ−
modes.
Decay mode Branching ratio (%)
τ− → µ−ν¯µντ 17.39 ± 0.04
τ− → e−ν¯eντ 17.82 ± 0.04
τ− → pi−ντ 10.82 ± 0.05
τ−(→ ρ−ντ)→ pi−pi0ντ 25.49 ± 0.09
τ−(→ a−1ντ)→ pi−2pi0ντ 9.26 ± 0.10
τ−(→ a−1ντ)→ pi−pi+pi−ντ 8.99 ± 0.05
its spin, or equivalently the pion momentum, leading to a more energetic pion.
On the contrary, a τ−L (or τ
+
R) would preferably decay into a softer pion. In this
decay mode, the pion energy, normalized by the energy of τ lepton, is therefore
a good spin indicator.
In case a τ lepton decays via a spin-1 vector meson (ρ− or a−1 ), the vector
meson can be either transversely or longitudinal polarized, corresponding to
a helicity state of -1 or 0, respectively. A τ−R (or τ
+
L) is more likely to decay to
an energetic longitudinally polarized vector meson, while a τ−L (or τ
+
R) prefer-
ably decays to an energetic transversely polarized vector meson. For a trans-
versely polarized vector meson ρ− or a−1 , its decay products prefer to decay in
the collinear direction as its direction of flight, and the energy is more likely to
be shared evenly among all decay products. Decay products of a longitudinally
polarized vector meson, however, prefer to decay in the direction perpendicular
to the direction of flight, and it is more likely one of the decay products carries
most of the mother meson energy. Therefore, for final states containing both
charged and neutral pions, an observable Υ that quantifies the energy asym-
metry between the charged and neutral pions can be used as a spin indicator:
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Υ =
E± − E0
E± + E0
, (B.1)
where E± is the energy of the charged pion and E0 is the energy of the neu-
tral pion(s). Figure B.1 shows the distributions of Υ at generator level for left-
handed and right-handed hadronically decaying taus.
Figure B.1: Distributions of Υ at generator level for τ−L and τ
+
R (left) and for τ
−
R
and τ+L (right). Plots are taken from Ref. [105].
In case of a final state with three charged pions, in principle angles between
each pair of them can be calculated and should carry spin information of the
mother τ lepton. However, a τ produced from a heavy boson, either the Higgs of
Z, is usually highly boosted. As a result, the three charged pion tracks tend to be
collimated, which makes it very challenging to measure the angular separations
among them given the angular resolution of the tracker. A potentially better
observable could be constructed based on the energy asymmetry between the
positively and negatively charged pions.
In case of the leptonic τ decay, spin information is barely accessible due to the
production of two neutrinos and also because the helicity of the final state lepton
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(e or µ) is not measured in the CMS detector. A more detailed discussion and
rigorous calculation regarding the polarization in both hadronic and leptonic
tau decays can be found in Ref. [106].
B.2 Spin correlations in signal and background processes
Because the Higgs boson is a scalar and the Z boson is a vector boson of spin
one, the allowed helicity states of the two tau leptons are different in the Higgs
and Z decays. In case of H→ τ+τ−, the two taus have to be of the same helicity in
order to converse spin. The allowed helicity states from the Higgs boson decay
are τ+Lτ
−
L or τ
+
Rτ
−
R. In case of Z→ τ+τ−, the two taus are required to have opposite
helicity states, i.e. τ+Lτ
−
R or τ
+
Rτ
−
L . For the background due to misidentified taus,
the helicity states of the two tau candidates are expected to be uncorrelated.
The spin correlations in different processes can be seen in 2D distributions of
the helicity sensitive observables for τ+ and τ−.
Figure B.2 shows the energy distribution of the “visible” component (i.e.
non-neutrino) of τ+ and τ− from the Higgs in simulated ttH events and from the Z
boson decay in simulated ttZ events. Energies are measured in the mother boson
rest frame and are normalized by half of the boson mass. Only the τ± → pi±ντ(ν¯τ)
decay mode is included in the plots.
In case of the decay mode with one charged and one neutral pion in the
final state for both τ+ and τ−, the 2D distributions of Υ are shown in Fig. B.3
for simulated ttH and ttZ events. The observable is computed with objects at
generator level in the boson rest frame.
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Figure B.2: Distributions of generator level τ+ and τ− visible energies in the
mother boson rest frame, normalized by half of the boson mass, for τ pairs in
simulated ttH events (left) and ttZ events (right). Only the τ± → pi±ντ(ν¯τ) decay
mode is included in the plots.
Figure B.3: Distributions of the energy asymmetry of τ+ and τ− in simulated ttH
(left) and ttZ (right) events in the boson rest frame. One the τ± → pi±pi0ντ(ν¯τ)
decay mode in included in the plots.
B.3 Application and challenges
For the decay mode τ− → pi−ντ and its charge conjugate, the pion energy could
be a good spin indicator if the τ total energy is known or the boson rest frame
can be reconstructed. In case of ttH events, however, it is very challenging to
reconstruct the boson rest frame given its complex final states as well as the pro-
duction of several neutrinos. The nice spin correlation feature shown in Fig. B.2
is hardly accessible in the lab frame. Nevertheless, in case of the decay modes
containing a least one neutral pion, the energy asymmetry in tau decay prod-
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ucts is still useful in the lab frame without knowing the rest frame of the tau or
the boson. The 2D distributions of the Υ observable in the lab frame are similar
to those shown in Fig. B.3 in the boson rest frame.
To study the effect of the helicity sensitive observables on the signal extrac-
tion, the Υ observables for τ− and τ+ are added to the input variables of the
event-level BDT used in the 1` + 2τh category. In order to incorporate other τ
decay modes without a neutral pion, Υ is re-expressed in terms of the recon-
structed objects in the lab frame as:
Υ =
2Eldgtrk
Evis
− 1, (B.2)
where Eldgtrk is the leading track energy and Evis is the total energy of the visible
tau decay products. The new BDT is trained on the same set of simulated ttH,
ttV, and tt+jets samples under the same configuration (number of trees, learning
rate, maximum depth, etc.) as the nominal one. The two Υ variables for τ−
and τ+ rank among the most useful variables to separate signal and background
events, after the invariant mass of the τh pair, their pT’s, and the average angular
distance between selected jets. The new BDT brings about 7% improvement in
the expected upper limit of the ttH signal strength in this event category.
Although the preliminary study suggests the variable sensitive to the tau
helicity states and their correlation could potentially improve the sensitivity of
this analysis, it is also noticed that the improvement is largely due to better dis-
crimination between the ttH signal and the tt+jets background (i.e. misidentified
background), rather than the ttV background. The Υ variable, which is essen-
tially the leading track energy fraction, has different distributions in events with
genuine τ leptons and events with misidentified τh candidates. Misidentified
τh’s tend to have softer leading tracks compared to genuine hadronic taus. As
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a result, the leading track energy fraction and the Υ are correlated with tau ID
working points. The Fake Factor method adopted in this analysis for estimating
misidentified backgrounds, however, uses different tau ID working points in
the signal region and in the application region. The different distributions of Υ
observables, hence the event-level BDT output, in the AR and SR would poten-
tially lead to biases when extrapolating from the AR to estimated the misidenti-
fied background in the SR. Such biases could be mitigated by e.g. correcting the
tau fake factors or parameterizing the fake factor also as a function of leading
track energy. More studies are needed before the tau helicity information can be
used in the future version of the analysis.
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