Abstract| New nested convolutional codes and ratecompatible punctured convolutional (RCPC) codes with high constraint lengths and wide range of code rates are presented. It is shown that these codes are almost as good as the existing optimum convolutional codes for the same rates. The e ects of varying the design parameters of the RCPC codes, i.e. the mother code rate, the puncturing period and the constraint length are evaluated. Codes originating from rate 1=4 mother codes with constraint lengths 7 to 10 are presented. Also, rate matching in a multicode direct-sequence code-division multiple-access (DS-CDMA) system is examined, and results are evaluated in terms of the e ciency for speci c bit error probabilities.
I. Introduction S INCE the introduction of cellular telephony in the early 80's, virtually all markets and operators have seen a rapid increase in the number of subscribers. In the early 90's the rst generation analog systems were replaced by the second generation digital systems. These systems have higher capacity due to source (speech) coding, channel coding and the inherent robustness of digital transmission. Common for all these systems is that they are dominated by speech communication. However, there are indications that the increase in tra c in the future will mainly be in other types of services. One example of such a service is the nowadays so popular Internet browsing. Other services that are believed to be of some importance in the future are fax and image transmission, video conferencing, electronic billing, positioning, audio, low-resolution video, and pure data transmission. It is already clear, judging from evolving standards (see e.g. 1{3]), that these services will require di erent data rates, quality of service (bit error rate) and data rate variability. Furthermore, some services are delay sensitive and some are not. Hence, a communication system should be designed with a high amount of exibility regarding the data rate and its variability, the provided quality of service, and the delay.
One of the requirements on the radio layer is thus a modular data rate system so that a user can allocate the data rate needed with a reasonable resolution for the time needed. This division of the channel resources into subchannels can be done in the time, frequency or code domain; a time slot in a time-division multiple-access (TDMA) system, a carrier (frequency band) in a frequencydivision multiple-access (FDMA) system, or a code in a code-division multiple-access (CDMA) system. It is also possible to design hybrid systems, for example allowing users to allocate several codes and several carriers. Common for all these solutions are that many subchannels exist, and a user is allowed to allocate several of these subchannels. We will name such a system a multichannel system. As an example of a multichannel system we use a multicode DS-CDMA system 4], where each user is allocated a number of spreading codes.
In dividing the resources into multiple channels there is usually a trade-o (due to intersymbol interference, channel variability and implementation costs) between a low data rate on each subchannel and a high spectral e ciency for the system. Therefore, the resolution in data rate will typically be in the order of 10-50 kbit/s. However, the variability in for example speech is in steps in the order of a few kbit/s, requiring a rate matching system as an interface to the allocated subchannels. Two obvious ways of rate matching exist; (1) repetition of some of the data bits so that the data rate after repetition matches the channel rate; and (2) channel coding to introduce the extra data bits needed. Repetition is in fact a very simple channel code, which in general has a low performance gain compared to other coding schemes. It has, though, the advantage that all source data rates can be matched to the existing channel rates by repeating some or all of the data bits one time or more. The use of channel coding implies a need for many code rates so that a high resolution of source data rates can be supported. It would of course also be possible to switch periodically between a few di erent code rates and thus achieve a perfect rate matching using channel coding.
The quality of service (bit error rate) requirements imply an adaptive error control coding scheme making it possible to change code rate from one connection (or data packet) to another. Also within one transmission there may be needs for di erent quality classes in for example speech communication (unequal error protection (UEP)), or to adapt to the channel condition thus achieving a higher spectral efciency. Also, packet transmission based on hybrid automatic repeat request (HARQ) uses variable code rate channel codes 5{7]. Due to the reasons presented, we would argue that there is a need for a channel coding scheme with many code rates. The question that remains is what type of coding scheme to use. Two main categories exist; block codes and convolutional codes. Block codes have a main di culty in the complexity needed to perform soft-decision decoding which is vital for any bandwidth e cient cellular communication system because of the multipath fading nature of the mobile radio channel 8, p. 813]. Also, due to implementation costs it is advantageous to be able to use the same decoder (or a few decoders) to decode all code rates. For block codes, however, the decoders must usually be designed for a speci c code. For convolutional codes, soft-decision decoding comes naturally using a soft metric in the Viterbi decoder, and the use of rate-compatible convolutional (RCC) codes makes it possible to apply the same decoder for all code rates within the family. Other coding schemes such as turbo coding 9] exist. However, for turbo codes to perform well a large interleaver is needed, and therefore it is di cult to use turbo codes for delay sensitive services. Furthermore, the high complexity in decoding turbo codes may be prohibitive. Another possible coding/decoding scheme is long constraint length convolutional codes together with sequential decoding 10]. However, the fractional rate loss due to the many tail bits may be large, and there are indications that the loss in performance using punctured convolutional codes together with sequential decoding is not as small as for Viterbi decoding 11].
II. Rate-Compatible Convolutional Codes
A. Introduction RCC codes are constructed such that lower code rates make use of the same code symbols as the higher code rate plus some extra redundancy symbols. This can easily be obtained by repeating symbols. However, repetition usually results in worse performance than nesting or puncturing 6]. Thus we present a exible and powerful family of RCC codes obtained by combining these two techniques such that puncturing is used for the higher code rates while nesting is used to achieve very-low rate, low-complexity coding.
B. RCPC Coding
Rate-compatible punctured convolutional (RCPC) codes are constructed by puncturing a convolutional code of rate R = 1=n and constraint length K, called the mother code. This code is completely speci ed by the generator poly- according to a rate compatibility criterion, which requires that lower rate codes use the same coded bits as the higher rate codes plus one or more additional bit(s). The bits to be punctured are described by an n p puncturing matrix P consisting of zeros and ones. The output from the generator G j (D) is compared to the appropriate element in the puncturing matrix P . At time instant t the output from each generator G j (D) is transmitted if P (j; t mod p) = 1, and punctured otherwise. Here P (a; b) denotes the element on row a and column b in the matrix P . The number of columns, or the puncturing period p, determines the number of code rates and the rate resolution that can be obtained. Generally, from a mother code of rate 1=n, we obtain a family of (n ? 1)p di erent codes with the rates R = p=(np); p=(np ? 1); : : : ; p=(p + 1). Due to the rate compatibility criterion, the code rate of RCPC codes can be changed during transmission and thus unequal error protection is obtained 12, 13] .
The problem with the existing RCPC codes 12, 14] is the limited number of code rates (and thus also a limited range of code rates). Furthermore, because only codes with constraint lengths 7 or lower have been found, these codes are of limited applicability in cellular systems. The bandwidth e ciency is of major importance, and therefore the most powerful codes that can be implemented in an e cient way should be used. With the technology of today it is possible to implement Viterbi decoders for constraint lengths up to at least 10. For example the North-American CDMA standard (IS-95) uses constraint length 9 codes 15, p. 114]). We therefore in this paper present new codes with longer constraint lengths, wider range of code rates and high resolution of code rates. The RCPC coding scheme is considered to be a strong candidate for both the TDMA-and CDMA-based modes in the personal communication system currently being studied within the European FRAMES project 16].
C. Nested Convolutional Codes
Nested convolutional codes 17, 18] are obtained by extending a code of rate 1=n to a rate 1=(n + 1) code by searching for the \best" additional generator polynomial G n+1 (D). It is obvious that this type of code family is rate-compatible and the big advantage is the modular code design that reduces the complexity of the search for lowrate codes. By combining RCPC codes and nested convolutional codes, we get a set of rate-compatible codes with a wide range of code rates.
D. Performance Analysis
The bit error rate performance of convolutional codes may be found by extensive simulations or approximately by calculating error bounds. If the distance spectrum, i.e. the number of bit errors associated with a given distance, of the code is known, it is rather straightforward to calculate a union upper bound on bit error probability. For rate R = k=n convolutional codes this bound can be generalized to apply also to punctured convolutional codes, and is given by 12]
where c d is the sum of bit errors for all di erent starting points of error events of distance d, relative to the puncturing period. Since c d is obtained by summing over all starting points, averaging by the puncturing period, p, is necessary in (1) to have a correct bound. The parameter d f is the length of the shortest error event (the free distance of the code). Furthermore P d is the probability that an error path of distance d is chosen instead of the all zeros path. This pairwise error probability, P d , depends on the channel. For coherent BPSK on an AWGN channel we have 8, p. 487] Clearly, puncturing of a low-rate convolutional code to obtain a speci c higher code rate is generally a suboptimum way of obtaining that code rate. The loss due to this suboptimality is however in general limited. Optimum puncturing patterns have been obtained by computer search, see e.g. 6, 19, 20] . Furthermore, speci c codes in an RCPC code family are suboptimum punctured codes since all puncturing patterns can not be allowed due to the rate compatibility criterion. The puncturings done at one rate are maintained for all higher rate codes, and small steps in the puncturing is advantageous only for a high resolution of code rates.
For each new puncturing during the search, the number of remaining puncturing patterns is reduced. For the higher code rates we should therefore expect to have a larger loss than for the lower rates. If the higher rates are critical, the search could be started from the highest rate, adding ones in the puncturing matrix. The main problem with this is a tremendous initial search problem since we then have to nd the optimum p + 1 bits among np bits that should not be deleted, np being the number of elements in the matrix. The initial search problem could be alleviated by starting with an extension of the optimum high-rate puncturing similar to that of 6].
B. Optimum Distance Spectrum RCPC Codes
Code searching is done by puncturing, in steps of one bit, the rate R = 1=n mother code, and evaluating which of the puncturing patterns gives the best encoder. The best puncturing pattern is the pattern giving: (1) the highest free distance, and (2) the lowest c d value, among the possible patterns satisfying the rate compatibility criterion. If this is ful lled for more than one code the next terms,
C. Channel Optimized RCPC Codes
The performance of a RCPC code is not directly re ected by its distance spectrum, and hence, a more appropriate design criterion may be to minimize the upper bound on the bit error probability given by (1) . This approach has been taken in e.g. 17,22], and coding gains in the area of 0.1-0.4 dB were reported. However, optimum distance spectrum codes perform well for both AWGN and fading channels 21], while channel optimized codes are designed for a speci c channel and signal-to-noise ratio. Tests indicate that the additional coding gain obtained by minimizing the bit error rate, compared to optimizing the distance spectrum, is less than 0.1 dB and in a rather small E b =N 0 interval. Hence, we do not pursue a channel optimized approach here.
IV. Evaluation of New Codes
In the appendix we present RCPC codes with constraint lengths K = 7 ? 10 using mother code rate R = 1=4 ODS codes. Furthermore, these code sets are extended using nested codes from rate R = 1=5 to rate R = 1=10. Note that all presented nested codes are maximum free distance codes (i.e. ful lls the Heller bound 8, p. 492]). Using (1), (2) and (3) we can evaluate an upper bound on the bit error probability for the RCPC codes presented in this paper. In all results presented we use 12 terms of the spectrum. Fig.  1 shows simulation results and upper bounds on a Rayleighfading channel for rate 1=2 and rate 1=3 constraint length 9 codes. The RCPC codes are speci ed in Table VII and the ODS codes are taken from 21]. As we can see in Fig.  1 the upper bounds and the simulated results correspond closely for BER of 10 ?4 and lower. We will therefore use these bounds for evaluation, instead of performing time consuming simulations.
In Fig. 2 we study the in uence of changing the puncturing period, p. The E b =N 0 required to obtain a BER of 10 ?6 is plotted versus the code rate. Results are shown for constraint length 9 RCPC codes with p = 2; 4; 8 and 16 for a Gaussian as well as for a Rayleigh-fading channel. A small value of p severely limits the degree of freedom in optimizing the puncturing pattern, and thus a performance loss results. Choosing a high value of p may also cause a loss in performance since the optimization procedure is to nd a local optimum at each step given the previous pattern (thus the search space is severely limited). Fig. 2 indicates that p = 8 is a good choice of the puncturing period.
We may also choose to use mother codes of di erent rates. In Fig. 3 the E b =N 0 required to obtain a BER of 10 ?6 is plotted versus the code rate for RCPC codes with mother codes of rate 1=n with n = 2; 4; 6 and 8. Results are shown for Gaussian and Rayleigh-fading channels and the constraint length is 9. We see, as expected, that using a high-rate mother code provides slightly better performance for the high-rate punctured codes. The span of available code rates is however smaller for a small value of n. The performance of the codes obtained with n = 4 is almost as good as that of those with n = 2. Furthermore, we have observed that some of the nested codes resulting from mother codes with rate 1=2 are not maximum free distance codes. For rate 1=4 mother codes, however, all nested codes presented are maximum free distance codes. We have thus chosen to present RCC codes only for n = 4 (see the appendix).
In Fig. 4 we evaluate the results for K = 7; 8; 9 and 10. All RCPC codes use mother codes of rate 1=4 and are given in Table V through Table VIII . For code rates lower than 1=4 the nested codes in Table I to Table IV are used. We also show in Fig. 4 results for ODS codes of rates 1=4, 1=3 and 1=2. The RCPC codes performs almost as well as the ODS codes for all code rates shown.
V. Rate Matching for Multicode DS-CDMA
For DS-CDMA systems multiple data rates can eciently be achieved by a multicode scheme letting each user use multiple spreading codes and transmit data on these in parallel 4]. With xed spreading there will be a number of xed-rate subchannels available. If the system is to support any source rate there is a need for matching the source rate to a multiple of the subchannel rate. By using RCPC codes we have many di erent code rates for di erent error protection, and a exible means for matching the source data rate to the rate of the parallel sub-channels 23]. However, when lower rate coding is applied, more subchannels are needed to transmit the channel symbols. This results in more interference to the other users of the Fig. 2 . Required E b =N 0 in dB to obtain the bit error probability 10 ?6 on Rayleigh-fading and Gaussian channels versus the code rate R. Results are shown for constraint length K = 9 and puncturing periods p = 2, 4, 8, and 16.
system. It is therefore of interest to investigate the performance of the multicode DS-CDMA system as the code rate is decreased. In order to analyze the performance of our system, we approximate the interference from other users as Gaussian, and then apply the union upper bound on the bit error probability for BPSK on a Rayleigh-fading channel (see (1) and (3)). The e cient signal-to-noise ratio to be used in the bit error rate calculations is given by 4]
where is the number of users, N is the spreading and C p is the number of parallel channels that are used. Furthermore C p = R s =(RR sub ), where R s is the source data rate, R sub is the subchannel data rate, and the code rate R is chosen among available rates such that an integer number of subchannels is used. The e ciency of the system is given by = R s =(R sub N ), that is, the total data rate of all users divided by the chip rate. The e ciency obtained for bit error rate requirements of 10 ?3 and 10 ?6 is shown in Fig. 5 for N = 128 and E b =N 0 = 10 dB. As can be seen the e ciency is increased with decreasing code rate. Thus, the extra coding gain obtained by reducing the code rate is larger than the reduction in the e cient signal-to-noise ratio.
VI. Discussion and Conclusions
New families of RCPC codes with a high resolution in code rates have been found for constraint lengths ranging from 7 to 10 originating from mother codes of rate 1=4 using a puncturing period of 8. Performance evaluations show only a small loss compared to the existing optimum convolutional codes of the same rate. Furthermore, maxi- Gaussian channel Rayleigh channel n = 2 n = 4 n = 6 n = 8 Fig. 3 . Required E b =N 0 in dB to obtain the bit error probability 10 ?6 on Rayleigh-fading and Gaussian channels versus the code rate R. Results are shown for codes obtained by puncturing R = 1=n mother codes with n = 2, 4, 6, and 8.
mum free distance codes nested from mother codes of rate 1=4 down to 1=10 are presented. It has been shown that the choice of mother code rate does not a ect the performance much. Starting with a low code rate searching an RCPC family yields a large span of possible code rates. This range of code rates makes a communication system very exible and may be used in for example rate matching where di erent source data rates are matched onto the channel rates given by a multichannel communication system. In order to obtain a ner grid of available code rates, the puncturing period may be increased.
The codes presented in this paper are evaluated for the application of rate matching in a multicode DS-CDMA system. The results show that the e ciency of the system is increasing with decreasing code rate.
Appendix: Code Search Results
The new RCPC codes are given in the Tables V to VIII. The puncturing is given relatively the previous code rate and the additional puncturing position (the column \Pos.") is given by the row and column number, (row, column). Also given in the tables are the free distance and 10 terms of the spectrum (a d and c d , d = d f ; d f + 1; : : : ; d f + 9). In calculating union bounds on the probability of bit error more than 10 terms may be needed to achieve a good estimate. These terms can be found in 24]. In that report we also present RCC codes with other mother code rates, periods and constraint lengths. The mother codes are given in octal form converting the binary words (g Tables I to IV we only give the additional generator polynomial (in the column \Add. pol.") and the spectrum is given with 15 terms. Observe that no puncturing is per- 
